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Abstract

In 1-bit compressive sensing, each measurement is quantized to a single bit, namely the sign of a linear function of an unknown vector, and the goal is to accurately recover the vector. While it is most popular to assume a standard Gaussian sensing matrix for 1-bit compressive sensing, using structured sensing matrices such as partial Gaussian circulant matrices is of significant practical importance due to their faster matrix operations. In this paper, we provide recovery guarantees for a correlation-based optimization algorithm for robust 1-bit compressive sensing with randomly signed partial Gaussian circulant matrices and generative models. Under suitable assumptions, we match guarantees that were previously only known to hold for i.i.d. Gaussian matrices that require significantly more computation. We make use of a practical iterative algorithm, and perform numerical experiments on image datasets to corroborate our theoretical results.

I. INTRODUCTION

The goal of compressive sensing (CS) [1], [2] is to recover a signal vector from a small number of linear measurements, by making use of prior knowledge on the structure of the vector in the relevant domain. The structure is typically represented by sparsity in a suitably-chosen basis, or generative priors motivated by recent success of deep generative models [3]. The CS problem has been popular over the past 1–2 decades, and there is a vast amount of literature with theoretical guarantees, including sharp performance bounds for both practical algorithms [4]–[7] and potentially intractable information-theoretically optimal algorithms [8]–[15].

For the sake of low-cost implementation in hardware and robustness to certain nonlinear distortions [16], instead of assuming infinite-precision real-valued measurements as in CS, it has also been popular to consider 1-bit CS [17]–[21], in which the unknown vector is accurately recovered from binary-valued measurements.
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Most of the relevant work for 1-bit CS has focused on standard Gaussian sensing matrices, and unlike linear CS, 1-bit CS may easily fail when using a sensing matrix that is not standard Gaussian [22]. However, since such matrices are unstructured, the associated matrix operations (e.g., multiplication) used in the decoding procedure can be prohibitively expensive when the problem size is large. This motivates the use of structured matrices permitting fast matrix operations, and a notable example is a subsampled Gaussian circulant sensing matrix [23], which can be implemented via the fast Fourier transform (FFT) [24], [25]. Motivated by recent progress on 1-bit CS with partial Gaussian circulant matrices [26], [27] and successful applications of deep generative models, we provide recovery guarantees for a correlation-based optimization algorithm for robust 1-bit CS with partial Gaussian circulant matrices and generative priors.

A. Related Work

It is established in [28] that an $\ell_1/\ell_2$-restricted isometry property (RIP) of the sensing matrix guarantees accurate uniform recovery for sparse vectors via a hard thresholding algorithm and a linear programming algorithm. Based on this result, the authors of [26] provide recovery guarantees for noiseless 1-bit CS with partial Gaussian circulant matrices by proving the required RIP. In particular, they show that $O\left(\frac{s}{\epsilon^2} \log \left(\frac{n}{s}\right)\right)$ noiseless measurements suffice for the reconstruction of the direction of any $s$-sparse vector in $n$-dimensional space up to accuracy $\epsilon$ if the sparsity level $s$ satisfies $s = O\left(\sqrt{\frac{\epsilon n}{\log n}}\right)$. The authors also consider a dithering technique [29]–[32] to enable the estimation of the norm of the signal vector.

The authors of [27] establish an optimal (up to logarithmic factors) sample complexity for robust 1-bit sparse recovery using a correlation-based algorithm with $\ell_2$-norm regularization. The setup and results are related to ours, but bear several important differences, including (i) the use of regularization; (ii) the focus on sub-Gaussian noise added before quantization; (iii) the use of dithering-type thresholds in the measurements; (iv) the consideration of sparse signals instead of generative priors; and (v) the use of a random (rather than fixed) index set in the partial circulant matrix.

Some theoretical guarantees for circulant binary embeddings, which are closely related to 1-bit CS with partial Gaussian circulant matrices, have been presented in [24], [33]–[35]. On the other hand, based on successful applications of deep generative models, instead of assuming the signal vector is sparse, it has been recently popular to assume that the signal vector lies in the range of a generative model in the problem of CS [3], [36]–[43]. In particular, 1-bit CS with generative priors have also been studied in [44]–[46], but none of these papers considers structured sensing matrices that permit fast matrix operations.

B. Contribution

We consider the problem of recovering a signal vector in the range of a generative model via noisy 1-bit measurements using a correlation-based optimization objective and a randomly signed partial Gaussian circulant sensing matrix. We characterize the number of measurements sufficient to attain an accurate recovery of an underlying
\( \ell_\infty \)-norm bounded signal\(^1\) in the range of a Lipschitz continuous generative model. In particular, for an \( L \)-Lipschitz continuous generative model with bounded \( k \)-dimensional input and the range containing in the unit sphere, we show that roughly \( O\left( \frac{k \log L}{\epsilon^2} \right) \) samples suffice for \( \epsilon \)-accurate recovery. This matches the scaling obtained previously for i.i.d. Gaussian matrices [44]. We also consider the impact of adversarial corruptions on the measurements, and show that our scheme is robust to adversarial noise. We make use of a practical iterative algorithm proposed in [44], and perform some simple numerical expriments on real datasets to support our theoretical results.

C. Notation

We use upper and lower case boldface letters to denote matrices and vectors respectively. We write \([N] = \{0, 1, 2, \ldots, N - 1\}\) for a positive integer \( N \). For any vector \( \mathbf{t} = [t_0, t_1, \ldots, t_{n-1}]^T \in \mathbb{C}^n \), we let \( \mathbf{C}_\mathbf{t} \in \mathbb{C}^{n \times n} \) be a circulant matrix corresponding to \( \mathbf{t} \). That is, \( \mathbf{C}_\mathbf{t}(i, j) = t_{j-i}, \) for all \( i, j \in [n] \), where here and subsequently, \( j - i \) is understood modulo \( n \). Let \( \mathbf{F} \in \mathbb{C}^{n \times n} \) be the (normalized) Fourier matrix, i.e., \( \mathbf{F}(i, j) = \frac{1}{\sqrt{n}} e^{2\pi i n^{-1} ij} \), for all \( i, j \in [n] \). We define the \( \ell_2 \)-ball \( B_2^2(r) := \{ \mathbf{x} \in \mathbb{R}^n : \| \mathbf{x} \|_2 \leq r \} \), and we use \( S^{n-1} := \{ \mathbf{x} \in \mathbb{R}^n : \| \mathbf{x} \|_2 = 1 \} \) to denote the unit sphere in \( \mathbb{R}^n \). For a vector \( \mathbf{x} = [x_0, x_1, \ldots, x_{n-1}]^T \in \mathbb{R}^n \) and an index \( i \), we denote by \( s_{-i}(\mathbf{x}) \) the vector shifted to right by \( i \) positions, i.e., the \( j \)-th entry of \( s_{-i}(\mathbf{x}) \) is the \( (j - i) \mod n \)-th entry of \( \mathbf{x} \). Similarly, we denote by \( s_i(\mathbf{x}) \) the vector shifted to left by \( i \) positions. A Rademacher variable takes the values \( +1 \) or \( -1 \), each with probability \( \frac{1}{2} \), and a sequence of independent Rademacher variables is called a Rademacher sequence.

The operator norm of a matrix from \( \ell_p \) into \( \ell_p \) is defined as \( \| \mathbf{A} \|_{p \mapsto p} := \max_{\| \mathbf{x} \|_p = 1} \| \mathbf{A} \mathbf{x} \|_p \). We use \( g \) to represent a standard normal random variable, i.e., \( g \sim \mathcal{N}(0, 1) \). The symbols \( C, C', C'', c \) are absolute constants whose values may differ from line to line. Some additional notations that are used specifically for the proof of Lemma 1 are presented in a table in Appendix B.

II. Problem Setup

Except where stated otherwise, we consider the following setup and assumptions:

- Let \( \mathbf{x}^* = [x_0^*, x_1^*, \ldots, x_{n-1}^*]^T \in \mathbb{R}^n \) be the underlying signal vector, assumed to have unit norm (since recovery of the norm is impossible under our measurement model). We write \( \tilde{\mathbf{x}}^* \) as \( \tilde{\mathbf{x}}^* = \mathbf{D}_\xi \mathbf{x}^* \), where \( \mathbf{D}_\xi \) is a diagonal matrix corresponding to a Rademacher sequence \( \xi = [\xi_0, \xi_1, \ldots, \xi_{n-1}]^T \in \mathbb{R}^n \).
- Fixing any (deterministic) index set \( \Omega \subseteq [n] \) with \( |\Omega| = m \), we set the sensing matrix \( \mathbf{A} \in \mathbb{R}^{m \times n} \) as

\[
\mathbf{A} = \mathbf{R}_\Omega \mathbf{C}_g \mathbf{D}_\xi, \tag{1}
\]

where \( \mathbf{R}_\Omega \in \mathbb{R}^{m \times n} \) is the matrix that restricts an \( n \)-dimensional vector to coordinates indexed by \( \Omega \) and \( \mathbf{g} = [g_0, g_1, \ldots, g_n]^T \sim \mathcal{N}(0, \mathbf{I}_n) \). That is, \( \mathbf{A} \) is a partial Gaussian circulant matrix with random column sign flips. For concreteness, we fix the index set \( \Omega \) as \( \Omega = [m] \), but the same analysis holds for any other fixed set. We also write \( \tilde{\mathbf{A}} \) as \( \tilde{\mathbf{A}} = \mathbf{R}_\Omega \mathbf{C}_g \), i.e., a partial Gaussian circulant matrix without random column sign flips.

\(^1\)While the assumption about \( \ell_\infty \) norm bound appears to be restrictive, we may remove this assumption by multiplying a randomly signed Hadamard matrix for pre-processing. See Remarks 1 and 2 for detailed explanations.
• We assume that the measurements, or response variables, $b_i \in \{-1, 1\}, i \in [m]$, are generated according to
\[
b_i = \theta(\langle a_i, x^* \rangle),
\]
where $a_i^T$ is the $i$-th row of the sensing matrix $A \in \mathbb{R}^{m \times n}$, and $\theta$ is a (possibly random) function with $\theta(z) \in \{-1, +1\}$. We focus on the following widely-adopted noisy 1-bit observation models:

- **Random bit flips:** $\theta(x) = \tau \cdot \text{sign}(x)$, where $\tau$ is a $\pm 1$-valued random variable with $\mathbb{P}(\tau = -1) = p < \frac{1}{2}$, independent of $A$.

- **Random noise before quantization:** $\theta(x) = \text{sign}(x + e)$, where $e$ represents a random noise term added before quantization, independent of $A$. For example, when $e \sim \mathcal{N}(0, \sigma^2)$, this corresponds to a special case of the probit model; when $e$ is a logit noise term, this recovers the logistic regression model.

• We assume that
\[
\mathbb{E}[\theta(g)g] = \lambda
\]
for some $\lambda > 0$, where $g$ is a standard normal random variable. Note that the expectation is taken with respect to both $\theta$ and $g$. Then, it is easy to calculate that $\mathbb{E}[b_i a_i] = \lambda x^*$ [20]. For the above choices of $\theta$, we have [47, Sec. 3]:

- **Random bit flips:** $\lambda = (1 - 2p)\sqrt{\frac{2}{\pi}}$.

- **Random noise before quantization:** For any $x \in \mathbb{R}$, we set
\[
\phi(x) = \mathbb{E}[\theta(x)] = 1 - 2\mathbb{P}(e < -x). \tag{4}
\]

Then, we have $\phi'(x) = 2f_e(-x)$, where $f_e$ is the probability density function (pdf) of $e$. Thus, we have
\[
\lambda = \mathbb{E}[\theta(g)g] = \mathbb{E}[\mathbb{E}[\theta(g)g|g]] = \mathbb{E}[\phi(g)g] = \mathbb{E}[\phi'(g)] = 2\mathbb{E}[f_e(-g)] > 0. \tag{5}
\]

In particular, when $e \sim \mathcal{N}(0, \sigma^2)$, we have $f_e(x) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{x^2}{2\sigma^2}}$ and $\lambda = \sqrt{\frac{2}{\pi(1+\sigma^2)}}$. When $e$ is a logit noise term, we have $\phi(x) := \tanh \left( \frac{x}{\sigma} \right)$, and $\lambda = \mathbb{E}[\phi'(g)] = \frac{1}{2} \mathbb{E}[\text{sech}^2 \left( \frac{g}{\sigma} \right)]$.

• For the case of random noise added before quantization, we additionally make the following assumptions:

- Let $F_e$ be the cumulative distribution function (cdf) of $e$. We assume that $F_e(x) + F_e(-x) = 1$ for any $x \in \mathbb{R}$.

- For any $a > 0$, let $\theta_a(x) = \text{sign}(x + \frac{a}{\sigma})$. We assume that $\lambda_a := \mathbb{E}[\theta_a(g)g] < C_1 a + C_2$, where $g \sim \mathcal{N}(0, 1)$ and $C_1, C_2$ are absolute constants.

The assumption $F_e(x) + F_e(-x) = 1$ ensures that $\text{sign}(g + \frac{x}{\sigma})$ is a Rademacher random variable. We show in Lemma 9 that the above assumptions are satisfied when $e$ corresponds to the Gaussian or logit noise term.

• In addition to any random noise in $\theta$, we allow for adversarial noise. In this case, instead of observing $b = [b_0, \ldots, b_{m-1}]^T \in \mathbb{R}^m$ directly, we only assume access to $\hat{b} = [\hat{b}_0, \ldots, \hat{b}_{m-1}]^T \in \mathbb{R}^m$ satisfying
\[
\frac{1}{\sqrt{m}} \| \hat{b} - b \|_2 \leq \varepsilon \tag{6}
\]

\[2\]Or equivalently, $f_e(x) = f_e(-x)$ for any $x \in \mathbb{R}$.
for some parameter $\varsigma \geq 0$. Note that the corruptions of $b$ yielding $\hat{b}$ may depend on $A$.

- The signal vector $x^*$ lies in a set of structured signals $\mathcal{K}$. We focus on the case that $\mathcal{K} = \text{Range}(G)$ for some $L$-Lipschitz continuous generative model $G : B^k_2(r) \to \mathbb{R}^n$ (e.g., see [3]). We will also assume that $\text{Range}(G) \subseteq S^{n-1}$, but this can easily be generalized to the case that $\text{Range}(G) \subseteq \mathbb{R}^n$ and the recovery guarantee is only given up to scaling [44], [46].

- To derive an estimate of $x^*$, we seek $\hat{x}$ maximizing a constrained correlation-based objective function:

$$\hat{x} := \arg \max_{x \in \mathcal{K}} \tilde{b}^T(Ax).$$

(7)

Such an optimization problem has been considered in [47], with the main purpose of deriving a convex optimization problem for the case that $\mathcal{K}$ is a convex set. We focus on the case that $\mathcal{K} = \text{Range}(G)$, which in general leads to a non-convex optimization problem. This can be approximately solved using gradient-based algorithms [44] or by projecting $A^T\hat{b}$ onto $\mathcal{K}$ [48], [49]. In this paper, we provide theoretical guarantees for the recovery in the ideal case that the global maximizer is found. We also provide experimental results in Section V.

### III. MAIN RESULTS

Recall that the $i$-th observation is $b_i = \theta((a_i, x^*))$, $\hat{x} = D_\xi x^*$, and $\tilde{A} = R_{\Theta}C_g$, i.e., a partial Gaussian circulant matrix without random column sign flips. We have the following important lemma.

**Lemma 1.** For any $t > 0$ satisfying $m = \Omega(t + \log n)$, suppose that the unit vector $x^*$ satisfies $\|x^*\|_\infty \leq \rho$ with $\rho = O\left(\frac{1}{m(t + \log m)}\right)$. Suppose that $b = \theta(Ax^*)$ with $\theta(x) = \tau \cdot \text{sign}(x)$ or $\theta(x) = \text{sign}(x + e)$ (cf. Sec. II), and $A$ is a partial Gaussian circulant matrix with random column sign flips. Then, with probability at least $1 - e^{-\Omega(t)} - e^{-\Omega(\sqrt{m})}$,

$$\left\| \frac{1}{m} A^T b - \lambda x^* \right\|_\infty \leq O\left(\sqrt{\frac{t + \log n}{m}}\right).$$

(8)

Based on Lemma 1, and following the proof techniques used in [46] (see Section IV-C for the details), we have the following theorem concerning the recovery guarantee for noisy 1-bit CS with partial Gaussian circulant matrices and generative priors.

**Theorem 1.** Consider any $x^* \in \mathcal{K}$ with $\mathcal{K} = G(B^k_2(r))$ for some $L$-Lipschitz generative model $G : B^k_2(r) \to S^{n-1}$. Fix $\delta > 0$ satisfying $\delta = O\left(\frac{\sqrt{k \log \frac{L_r}{\lambda \sqrt{m}}} + \varsigma}{\varsigma}\right)$, and suppose that $L_r = \Omega(\delta n)$, $n = \Omega(m)$, and the signal $x^*$ satisfies $\|x^*\|_\infty \leq \rho = O\left(\frac{1}{mk \log \frac{L_r}{\lambda \sqrt{m}}}\right)$. Suppose that all other conditions are the same as those in Lemma 1. Let $\hat{x}$ be a solution to the correlation-based optimization problem (7). Then, if

$$m = \Omega\left(k \log \frac{L_r}{\delta} \cdot (1 + \mathbb{1}(\varsigma > 0)S_\varsigma)\right),$$

(9)

where $S_\varsigma = (\log^2 n) \cdot (\log^2 (k \log \frac{L_r}{\lambda \sqrt{m}}))$ is a sample complexity term concerning the adversarial noise, with probability at least $1 - e^{-\Omega(k \log \frac{L_r}{\lambda \sqrt{m}})} - e^{-\Omega(\sqrt{m})} - \mathbb{1}(\varsigma > 0) \cdot e^{-\Omega((k \log \frac{L_r}{\lambda \sqrt{m}})(\log^2 n))}$, it holds that

$$\|\hat{x} - x^*\|_2 \leq O\left(\frac{\sqrt{k \log \frac{L_r}{\lambda \sqrt{m}}} + \varsigma}{\lambda \sqrt{m}}\right).$$

(10)
Note that the extra logarithmic terms \( \log^2 \left( k \log \frac{Lr}{\delta} \right) \) and \( \log^2 n \) in (9) are only required for deriving an upper bound corresponding to the adversarial noise. If there is no adversarial noise, i.e., \( \varsigma = 0 \), the sample complexity in (9) becomes \( m = \Omega \left( k \log \frac{Lr}{\delta} \right) \), and it follows from (10) that \( O \left( \frac{k \log \frac{Lr}{\delta}}{\lambda^2 \epsilon^2} \right) \) samples suffice for an \( \epsilon \)-accurate recovery. This matches the scaling derived for i.i.d. Gaussian measurements in [44].

Remark 1. As mentioned in the remark in [24, Page 8], for “typical” unit vectors, we have \( \|x^*\|_{\infty} = O \left( \frac{\log n}{\sqrt{n}} \right) \). Thus, assuming \( m = \Theta \left( k \log \frac{Lr}{\delta} \right) \), we find that the condition \( \rho = O \left( \frac{1}{mk \log \frac{Lr}{\delta}} \right) \) holds for typical signals when \( \frac{1}{(k \log \frac{Lr}{\delta})^2} \gg \frac{\log n}{\sqrt{n}} \). Assuming \( Lr = \text{poly}(n) \) [3], it in turn suffices that \( k = O \left( n^\theta \right) \) for some \( \theta \in \left( 0, \frac{1}{4} \right) \). In addition, for an arbitrary unit vector \( x^* \), we can use a simple trick to ensure the \( \ell_\infty \) bound with high probability: Instead of using a randomly signed partial Gaussian circulant sensing matrix \( A \), we can use \( AH \) as the sensing matrix, where \( H \in \mathbb{R}^{n \times n} \) is a randomly signed Hadamard matrix that also allows fast matrix-vector multiplications. Then, the observation vector becomes \( b = \theta (AHx^*) \). Since \( Hx^* \) satisfies the desired \( \ell_\infty \) bound with high probability [50, Lemma 3.1], for any \( \hat{x} \) that solves (7), \( \|\hat{x} - Hx^*\|_2 \) satisfies the upper bound in (10). Because \( H \) is symmetric and orthogonal, we have the same upper bound for \( \|H\hat{x} - x^*\|_2 \).

Remark 2. The use of random column sign flips and a randomly signed Hadamard matrix is most suited to applications where one has the freedom to choose any measurement matrix, but is limited by computation. In this sense, the design is more practical than the widespread i.i.d. Gaussian choice, though it may remain unsuitable in applications such as medical imaging where one must use subsampled Fourier measurements without sign flips or the Hadamard operator.

IV. PROOFS OF MAIN RESULTS

In this section, we provide proofs for Lemma 1 and Theorem 1. We first present some useful auxiliary results that are general, and then some that are specific to our setup.

A. General Auxiliary Results

Definition 1. A random variable \( X \) is said to be sub-Gaussian if there exists a positive constant \( C \) such that
\[
(\mathbb{E} [|X|^p])^{1/p} \leq C \sqrt{p} \quad \text{for all} \quad p \geq 1.
\]
The sub-Gaussian norm of a sub-Gaussian random variable \( X \) is defined as
\[
\|X\|_{\psi_2} := \sup_{p \geq 1} p^{-1/2} (\mathbb{E} [|X|^p])^{1/p}.
\]

We have the following concentration inequality for sub-Gaussian random variables.

Lemma 2. (Hoeffding-type inequality [51, Proposition 5.10]) Let \( X_1, \ldots, X_N \) be independent zero-mean sub-Gaussian random variables, and let \( K = \max_i \|X_i\|_{\psi_2} \). Then, for any \( \alpha = [\alpha_1, \alpha_2, \ldots, \alpha_N]^T \in \mathbb{R}^N \) and any \( t \geq 0 \), it holds that
\[
\mathbb{P} \left( \left| \sum_{i=1}^N \alpha_i X_i \right| \geq t \right) \leq \exp \left( 1 - \frac{ct^2}{K^2 \|\alpha\|_2^2} \right). \tag{11}
\]

In particular, we have the following lemma concerning the Hoeffding’s inequality for (real) Rademacher sums.
Lemma 3. ([52, Proposition 6.11]) Let \( b \in \mathbb{R}^N \) and \( \epsilon = (\epsilon_j)_{j \in [N]} \) be a Rademacher sequence. Then, for \( u > 0 \),
\[
P \left( \left| \sum_{j=1}^{N} \epsilon_j b_j \right| \geq \|b\|_2 u \right) \leq 2 \exp \left( -\frac{u^2}{2} \right). \tag{12}
\]

We also use the following well-established fact based on the Riesz-Thorin interpolation theorem.

Lemma 4. ([53]) For any matrix \( A \),
\[
\|A\|_{2 \to 2} \leq \max \{ \|A\|_{1 \to 1}, \|A\|_{\infty \to \infty} \}. \tag{13}
\]

Next, we present the Hanson-Wright inequality, which gives a tail bound for quadratic forms in independent Gaussian variables.

Lemma 5. (Hanson-Wright inequality [54]) If \( g \in \mathbb{R}^N \) is a standard Gaussian vector and \( B \in \mathbb{R}^{N \times N} \), then for any \( t > 0 \),
\[
P \left( |g^T B g - \mathbb{E}[g^T B g]| \geq t \right) \leq \exp \left( -c \cdot \min \left\{ \frac{t^2}{\|B\|_F^2}, \frac{t}{\|B\|_{2 \to 2}} \right\} \right). \tag{14}
\]

B. Proof of Lemma 1

Recall that \( \hat{A} = R_{r_1} C_{g} \) is a partial Gaussian circulant matrix without random column sign flips and \( \hat{x}^* = D_{\xi} x^* \). We have \( A = \hat{A} D_{\xi} \), and \( a_i = D_{\xi} \hat{a}_i \), where \( \hat{a}_i^T \) is the \( i \)-th row of \( \hat{A} \). Then,
\[
b_i = \theta'(a_i, x^*) = \theta(\langle \hat{a}_i, \hat{x}^* \rangle) \tag{15}
\]
\[
= \theta'(s_{\to i}(g), \hat{x}^*) \tag{16}
\]
\[
= \theta'(g, s_{i\leftarrow}(D_{\xi} x^*)). \tag{17}
\]

Let \( s_i = s_{i\leftarrow}(D_{\xi} x^*) \). Since in general, the vectors \( s_0, s_1, \ldots, s_{m-1} \) are not jointly orthogonal, the observations \( b_0, b_1, \ldots, b_{m-1} \) are not independent. However, the sequence of observations can be approximated by a sequence of independent random variables using the notion of \((m, \beta)\)-orthogonality defined in the following.

Definition 2. A sequence of \( m \) unit vectors \( t_0, t_1, \ldots, t_{m-1} \) is said to be \((m, \beta)\)-orthogonal if there exists a decomposition
\[
t_i = u_i + r_i \quad (\forall i) \tag{18}
\]

satisfying the following properties:

1) \( u_i \) is orthogonal to \( \text{span}\{u_j : j \neq i\} \);
2) \( \max_i \{\|r_i\|_2\} \leq \beta \).

We have the following useful lemma regarding \( D_{\xi} \).

Lemma 6. ([24, Lemma 7]) Let \( p, q \in \mathbb{R}^n \) be vectors that satisfy \( \|p\|_2 = 1 \) and \( \|q\|_{\infty} \leq \rho \) for some parameter \( \rho \). Then, for any \( 0 < j < n \) and \( \epsilon > 0 \), we have
\[
P \left( |(D_{\xi} p, s_{\to j}(D_{\xi} q))| > \epsilon \right) \leq e^{-\frac{\epsilon^2}{2\rho^2}}, \tag{19}
\]
where the probability is over the Rademacher sequence $\xi$.

Based on Lemma 6, and similar to [24, Lemma 9], we have the following lemma ensuring that the $(m, \beta)$-orthogonality condition is satisfied by a certain sequence of unit vectors with high probability. The proof is given in Appendix A for completeness.

**Lemma 7.** For any $\nu \in (0, 1)$, suppose that $x$ is a unit vector with $\|x\|_\infty \leq \rho < \frac{1}{4\sqrt{2m \log \frac{m}{\nu}}}$. Let $t_i = s_i - (D_\xi x)$ for $i \in [m]$. Then, with probability at least $1 - \nu$ over the choice of $\xi$, the sequence $t_0, t_1, \ldots, t_{m-1}$ is $(m, \beta)$-orthogonal for $\beta = 2\sqrt{\rho}$.

In addition, we have the following two lemmas for the case of random noise added before quantization.

**Lemma 8.** Let $g \sim \mathcal{N}(0, 1)$ and $e$ be any random noise that is independent with $g$. Then, for any $b \geq 0$ and $a, \eta > 0$,

$$
P(|ag + be| \leq \eta) \leq \sqrt{\frac{2}{\pi a}}. \tag{20}
$$

**Proof.** Let $f_e$ be the pdf of $e$ and $F_g$ be the cdf of $g$, i.e., $F_g(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-t^2/2} dt$. We have $\max_{x \in \mathbb{R}} F'_g(x) = \frac{1}{\sqrt{2\pi}}$. Then,

$$
P(|ag + be| \leq \eta) = \int_{-\infty}^{\infty} f_e(t) \int_{-\frac{\eta - bt}{\sqrt{2}\pi}}^{\frac{\eta - bt}{\sqrt{2}\pi}} e^{-t^2/2} dt
dx dt \tag{21}
$$

$$
= \int_{-\infty}^{\infty} f_e(t) \left( F_g \left( \frac{\eta - bt}{a} \right) - F_g \left( -\frac{\eta - bt}{a} \right) \right) dt \tag{22}
$$

$$
\leq \frac{2\eta}{a} \cdot \max_{x \in \mathbb{R}} F'_g(x) \int_{-\infty}^{\infty} f_e(t) dt \tag{23}
$$

$$
= \sqrt{\frac{2}{\pi a}}. \tag{24}
$$

The following lemma shows that when the random noise $e$ added before quantization is Gaussian or logit, then the additional assumptions corresponding to $e$ made in Section II are satisfied.

**Lemma 9.** When $e \sim \mathcal{N}(0, \sigma^2)$ or $e$ is a logit noise term, for any $x \in \mathbb{R}$ and any $a > 0$, we have

$$
F_e(x) + F_e(-x) = 1 \tag{25}
$$

and

$$
\lambda_a := \mathbb{E}[\theta_a(g)g] < C_1 a + C_2, \tag{26}
$$

where $\theta_a(x) := \text{sign}(x + \frac{e}{a})$, and $C_1, C_2$ are absolute constants.

**Proof.** When $e \sim \mathcal{N}(0, \sigma^2)$, by the symmetry of the pdf of a zero-mean Gaussian distribution, it is easy to see that (25) holds. Note that $\xi_a \sim \mathcal{N}(0, \frac{e^2}{a^2})$. From $\lambda = \mathbb{E}[\theta(g)g] = \sqrt{\frac{2}{\pi(1 + \sigma^2)}}$ (cf. Section II), we obtain

$$
\lambda_a = \mathbb{E}[\theta_a(g)g] = \sqrt{\frac{2}{\pi(1 + \frac{e^2}{a^2})}} < \sqrt{\frac{2}{\pi}}. \tag{27}
$$
When $e$ is a logit noise term, we have
\[ \Pr(\theta(x) = 1) = \frac{e^x}{e^x + 1}, \quad \Pr(\theta(x) = -1) = \frac{1}{e^x + 1}. \] (28)

From $\theta(x) = \text{sign}(x + e)$, we obtain
\[ F_e(-x) = \Pr(e < -x) = \frac{1}{e^x + 1}, \] (29)
or equivalently,
\[ F_e(x) = \frac{1}{e^{-x} + 1}. \] (30)

This gives $F_e(x) + F_e(-x) = 1$ and
\[ f_e(x) = F'_e(x) = \frac{e^{-x}}{(e^{-x} + 1)^2} \leq \frac{1}{4}. \] (31)

For any fixed $x$, we have
\[ \phi_a(x) := \mathbb{E}[\theta_a(x)] = 1 - 2\Pr(e < -ax). \] (32)

Then, for $g \sim \mathcal{N}(0, 1)$, we obtain
\[ \lambda_a := \mathbb{E}[\theta_a(g)g] = \mathbb{E}[\mathbb{E}[\theta_a(g)g]g] \] (33)
\[ = \mathbb{E}[\phi_a(g)g] = \mathbb{E}[\phi'_a(g)] = 2a\mathbb{E}[f_e(-ag)] \leq \frac{a}{2}. \] (34)

\[ \square \]

**Overview of the proof:** With the above auxiliary results in place, the main ideas for proving Lemma 1 are outlined as follows: Let $s_i = s_i + (D\xi x^* \xi')$. From Lemma 7, the sequence of unit vectors $s_0, s_1, \ldots, s_{m-1}$ is $(m, \beta)$-orthogonal with high probability. We write $s_i = u_i + r_i$ as in (18), and then $b_i = \theta(\langle g, s_i \rangle) = \theta(\langle g, u_i \rangle + \langle g, r_i \rangle)$. Because $\|r_i\|_2 = o(1)$, for the case of random bit flips with $\theta(x) = \tau \cdot \text{sign}(x)$, we have that for most $i \in [m]$, the term $|\langle g, u_i \rangle|$ is larger than the term $|\langle g, r_i \rangle|$, and thus $b_i = \theta(\langle g, u_i \rangle + \langle g, r_i \rangle) = \theta(\langle g, u_i \rangle)$.\(^3\) Because of the orthogonality of $u_0, u_1, \ldots, u_{m-1}$, the sequence $\{\theta(\langle g, u_i \rangle)\}_{i \in [m]}$ is independent. Therefore, for any $j \in [n]$, the $j$-th entry of $\frac{1}{m} \tilde{A}^T b - \lambda \tilde{x}^*$ is
\[ \frac{1}{m} \sum_{i \in [m]} (\tilde{a}_{ij} b_i - \lambda \tilde{x}^*_j) \approx \frac{1}{m} \sum_{i \in [m]} (g_{j-i} \theta(\langle g, u_i \rangle) - \lambda u_i(j-i)), \] (35)
where we use $\tilde{a}_{ij} = g_{j-i}$, $b_i \approx \theta(\langle g, u_i \rangle)$ and $\tilde{x}^*_j = s_i(j-i) \approx u_i(j-i)$. The sequence $\{g_{j-i} \theta(\langle g, u_i \rangle) - \lambda u_i(j-i)\}_{i \in [m]}$ is still not independent, but defining $h_i = \langle g, \frac{u_i}{\|u_i\|_2} \rangle$, we have that $h_0, h_1, \ldots, h_{m-1}$ are i.i.d. standard Gaussian random variables. We use these to represent $g_{j-i}$, such that the sum $\frac{1}{m} \sum_{i \in [m]} (g_{j-i} \theta(\langle g, u_i \rangle) - \lambda u_i(j-i))$ can be decomposed into three terms.\(^4\) We control these three terms separately by making use of Lemmas 2, 3 and 5. We now proceed with the formal proof. A table of notations is presented in Appendix B for convenience.

\(^3\)Similarly, for random noise added before quantization with $\theta(x) = \text{sign}(x + e)$, from Lemma 8, we have that for most $i \in [m]$, the term $|\langle g, u_i \rangle + e_i|$ is larger than the term $|\langle g, r_i \rangle|$, and thus we also have $b_i = \theta(\langle g, u_i \rangle)$.

\(^4\)For random noise added before quantization, it is decomposed into four terms.
Proof of Lemma 1. **Useful high-probability events:** Recall that from (17), we have \( b_i = \theta(\langle g, s_i \rangle) \). Let \( s_i = s_i^* - (D_\xi x^*) \) for \( i \in [m] \). Because \( \|x^*\|_\infty \leq \rho \) with \( \rho \leq O(\frac{1}{m(t + \log m)}) \), setting \( \nu = e^{-t} \) in Lemma 7, we have that with probability at least \( 1 - e^{-t} \), the sequence \( s_0, \ldots, s_{m-1} \) is \((m, \beta)\)-orthogonal with \( \beta = 2\sqrt{\rho} \). We write \( s_i = u_i + r_i \) with \( \|r_i\|_2 \leq \beta \) for all \( i \). In the following, we always assume the \((m, \beta)\)-orthogonality. Because \( \|r_i\|_2 \leq \beta \), from Lemma 2 and a union bound over \( i \in [m] \), we have that for any \( \eta > 0 \), with probability at least \( 1 - me^{-\frac{s^2}{2\nu^2}} \),

\[
\max_{i \in [m]} |\langle g, r_i \rangle| \leq \eta. \tag{36}
\]

In addition, for \( \beta = o(1) \), we have \( \|u_i\|_2 \in [1 - \beta, 1 + \beta] \geq \sqrt{\frac{2}{\pi}} \). By Lemma 8, we obtain for any \( i \in [m] \) and \( \eta > 0 \) that

\[
\mathbb{P}(\|\langle g, u_i \rangle + \omega e_i \| \leq \eta) = \mathbb{P}\left( \|u_i\|_2 \left( \frac{\langle g, u_i \rangle}{\|u_i\|_2} + \omega e_i \right) \leq \eta \right) \leq \sqrt{\frac{2}{\pi}} \frac{\eta}{\|u_i\|_2} \leq \eta, \tag{37}
\]

\[
\mathbb{P}(\|\langle g, u_i \rangle + \omega e_i \| \leq \eta) \leq \sqrt{\frac{2}{\pi}} \frac{\eta}{\|u_i\|_2} \leq \eta, \tag{38}
\]

where \( \omega = 0 \) corresponds to random bit flips with \( \theta(x) = \tau \cdot \text{sign}(x) \), and \( \omega = 1 \) corresponds to random noise added before quantization with \( \theta(x) = \text{sign}(x + e) \). By the orthogonality of \( u_0, \ldots, u_{m-1} \), the sequence \( \langle g, u_0 \rangle, \ldots, \langle g, u_{m-1} \rangle \) is independent. Let

\[
I_\eta = \{ i \in [m] : |\langle g, u_i \rangle + \omega e_i | \leq \eta \} \tag{39}
\]

and let \( I_\eta^c = [m] \setminus I_\eta \) be the complement of \( I_\eta \). Using a standard Chernoff bound [24], we have for any \( \zeta > 0 \) that

\[
\mathbb{P}(|I_\eta| \geq m\eta + m\zeta) < e^{-\frac{m\zeta^2}{2m\zeta}} \tag{40}
\]

Note that when (36) holds, for \( i \in I_\eta^c \), we have

\[
b_i = \theta(\langle g, s_i \rangle) = \theta(\langle g, u_i \rangle), \tag{41}
\]

since the term \( \langle g, u_i \rangle + \omega e_i \) of magnitude exceeding \( \eta \) dominates the other term \( \langle g, r_i \rangle \) of magnitude at most \( \eta \). In addition, because \( s_i = s_i^* - (\hat{x}^*) \), we have for any fixed \( j \in [n] \) that

\[
s_i(j - i) = \hat{x}^*_j. \tag{42}
\]

Another useful property is the following bound on the maximum of \( n \) independent Gaussians (e.g., using [2, Eq. (2.9)] and a union bound): With probability at least \( 1 - e^{-t} \),

\[
\max_{j \in [n]} |g_j| \leq \sqrt{2(t + \log n)}. \tag{43}
\]

Combining (36), (40), and (43), we find that the event

\[
\mathcal{E} : \max_{i \in [m]} |\langle g, r_i \rangle| \leq \eta; \quad |I_\eta| < m(\eta + \zeta); \quad \max_{j \in [n]} |g_j| \leq \sqrt{2(t + \log n)}; \tag{44}
\]

occurs with probability at least \( 1 - e^{-t} - me^{-\frac{s^2}{2\nu^2}} - e^{-\frac{m\zeta^2}{2m\zeta}} \).
Dividing $\frac{1}{m}\mathbf{A}^T \mathbf{b} - \lambda \mathbf{x}^*$ into several terms: By the definitions of $I_{\eta}$ and $I_{\eta}^*$, for any $j \in [n]$, we have

$$
\frac{1}{m}\mathbf{A}^T \mathbf{b} - \lambda \mathbf{x}^* = \frac{1}{m} \sum_{i=0}^{m-1} (\hat{a}_{ij} b_i - \lambda \hat{x}^*_j) = \frac{1}{m} \sum_{i \in I_{\eta}^*} (\hat{a}_{ij} b_i - \lambda \hat{x}^*_j) + \frac{1}{m} \sum_{i \in I_{\eta}} (\hat{a}_{ij} b_i - \lambda \hat{x}^*_j) \tag{45}
$$

$$
= \frac{1}{m} \sum_{i \in I_{\eta}^*} (\hat{a}_{ij} \theta((\mathbf{g}, \mathbf{u}_i)) - \lambda s_i (j - i)) + \frac{1}{m} \sum_{i \in I_{\eta}} (\hat{a}_{ij} b_i - \lambda \hat{x}^*_j) \tag{46}
$$

$$
\leq \frac{1}{m} \sum_{i \in I_{\eta}^*} (g_{j-i} \theta((\mathbf{g}, \mathbf{u}_i)) - \lambda \frac{\mathbf{u}_i (j - i)}{\|\mathbf{u}_i\|_2}) - \lambda \frac{\mathbf{u}_i (j - i)}{\|\mathbf{u}_i\|_2}
\leq \frac{1}{m} \sum_{i \in I_{\eta}^*} (r_i (j - i) + \mathbf{u}_i (j - i) - \frac{\mathbf{u}_i (j - i)}{\|\mathbf{u}_i\|_2}) + \frac{1}{m} \sum_{i \in I_{\eta}} (g_{j-i} b_i - \lambda \hat{x}^*_j) \tag{47}
$$

where (47) is from (41) and (42), and (48) is from $s_i = \mathbf{u}_i + r_i$. Therefore, if we denote $Y_{ij} = g_{j-i} \theta((\mathbf{g}, \mathbf{u}_i)) - \lambda \frac{\mathbf{u}_i (j - i)}{\|\mathbf{u}_i\|_2}$, $Z_1 := 2(\eta + \zeta) \sqrt{2(t + \log n)}$, $Z_2 := C \sqrt{\frac{t + \log n}{m}}$ for some sufficiently large absolute constant $C$, and let $Z_3 := Z_2 + 2\beta + 2Z_1$, we obtain

$$
P \left( \max_{j \in [n]} \left| \frac{1}{m} \sum_{i=0}^{m-1} (\hat{a}_{ij} b_i - \lambda \hat{x}^*_j) \right| > Z_3 \right) \leq P(\mathcal{E}^c) + P \left( \max_{j \in [n]} \left| \frac{1}{m} \sum_{i=0}^{m-1} (\hat{a}_{ij} b_i - \lambda \hat{x}^*_j) \right| > Z_3, \mathcal{E} \right) \tag{49}
$$

$$
\leq e^{-t} + me^{-\frac{t^2}{2\sigma^2}} + e^{-\frac{\sigma^2}{2\sigma^2}} + P \left( \max_{j \in [n]} \left| \frac{1}{m} \sum_{i=0}^{m-1} (\hat{a}_{ij} b_i - \lambda \hat{x}^*_j) \right| > Z_3, \mathcal{E} \right) \tag{50}
$$

$$
\leq e^{-t} + me^{-\frac{t^2}{2\sigma^2}} + e^{-\frac{\sigma^2}{2\sigma^2}} + P \left( \max_{j \in [n]} \left| \frac{1}{m} \sum_{i \in I_{\eta}^*} Y_{ij} \right| = Z_2 + Z_1, \mathcal{E} \right) \tag{51}
$$

$$
+ P \left( \max_{j \in [n]} \left| \frac{\lambda}{m} \sum_{i \in I_{\eta}} \left( s_i (j - i) - \frac{\mathbf{u}_i (j - i)}{\|\mathbf{u}_i\|_2} \right) \right| > 2\beta, \mathcal{E} \right) + P \left( \max_{j \in [n]} \left| \frac{1}{m} \sum_{i \in I_{\eta}} (g_{j-i} b_i - \lambda \hat{x}^*_j) \right| > Z_1, \mathcal{E} \right) \tag{52}
$$

where (50) follows from (44), (51) follows from (48) and the definition of $Z_3$, and (52) uses the triangle inequality and the fact that $P(A, \mathcal{E}) \leq \min\{P(A, \mathcal{E}), P(\mathcal{A})\}$. Noting that $\hat{a}_{ij} = g_{j-i}$, $\lambda < 1$ (cf. Section II), $|\hat{x}^*_j| \leq \rho < 1$, $\|r_i\|_2 \leq \beta$, and $|1 - \|\mathbf{u}_i\|_2| \leq \beta$, conditioned on $\mathcal{E}$, we have

$$
\max_{j \in [n]} \left| \frac{\lambda}{m} \sum_{i \in I_{\eta}} \left( r_i (j - i) + \mathbf{u}_i (j - i) - \frac{\mathbf{u}_i (j - i)}{\|\mathbf{u}_i\|_2} \right) \right| \leq 2\beta, \tag{53}
$$

$$
\max_{j \in [n]} \left| \frac{1}{m} \sum_{i \in I_{\eta}} (g_{j-i} b_i - \lambda \hat{x}^*_j) \right| \leq Z_1. \tag{54}
$$
where
\[ \max_{j \in [n]} \left| \frac{1}{m} \sum_{i \in [m]} \left( g_{j-i} \theta(g, u_i) - \lambda \frac{u_i(j-i)}{\| u_i \|_2} \right) \right| \leq Z_1. \]  

(Bounding the remaining term): In the following, we focus on deriving an upper bound for
\[ \max_{j \in [n]} \left| \frac{1}{m} \sum_{i \in [m]} Y_{i,j} \right| = \max_{j \in [n]} \left| \frac{1}{m} \sum_{i \in [m]} \left( g_{j-i} \theta(g, u_i) - \lambda \frac{u_i(j-i)}{\| u_i \|_2} \right) \right|. \]

Let \( h_i = (g, \frac{u_i(j-i)}{\| u_i \|_2}) \). Then, \( h_0, h_1, \ldots, h_{m-1} \) are i.i.d. standard Gaussian random variables. For \( i, \ell \in [m], j \in [n] \), we denote \( \bar{u}_{j,i,\ell} := \frac{u_j(j-i)}{\| u_j \|_2} \). We have from the definition of \( h_\ell \) that \( \text{Cov}[g_{j-i}, h_\ell] = \bar{u}_{j,i,\ell} \), and for any fixed \( j \in [n] \), \( g_{j-i} \) can be written as
\[ g_{j-i} = \sum_{\ell \in [m]} \bar{u}_{j,i,\ell} h_\ell + w_{j,i}, \]  

where \( w_{j,i} = \sqrt{1 - \sum_{\ell \in [m]} \bar{u}_{j,i,\ell}^2} \) and \( t_{j,i} \sim \mathcal{N}(0, 1) \) is independent of \( h_0, h_1, \ldots, h_{m-1} \). Note that for random noise added before quantization, we have
\[ \theta(\langle u, g \rangle) = \theta(\| u \|_2 h_i) = \text{sign}(\| u \|_2 h_i + e_i) \]
\[ = \text{sign}(h_i + \frac{e_i}{\| u \|_2}) = \theta_i(h_i), \]
where \( \theta_i(x) := \text{sign}(x + \frac{e_i}{\| u \|_2}) \). Let \( \lambda_i = \mathbb{E}[\theta_i(g)g] \) for \( g \sim \mathcal{N}(0, 1) \). From Lemma 9, we have that \( \lambda_i < C_1\| u_i \|_2 + C_2 = C \), and \( \theta_i(g) \) is a Rademacher random variable. Therefore, we obtain\(^5\)
\[ \frac{1}{m} \sum_{i \in [m]} \left( g_{j-i} \theta(g, u_i) - \lambda \frac{u_i(j-i)}{\| u_i \|_2} \right) = \frac{1}{m} \sum_{i \in [m]} (g_{j-i} \theta_i(h_i) - \lambda \bar{u}_{j,i,i}) \]
\[ = \frac{1}{m} \sum_{i \in [m]} \left( \sum_{\ell \in [m]} \bar{u}_{j,i,\ell} h_\ell \theta_i(h_i) + w_{j,i} t_{j,i} \theta_i(h_i) - \lambda \bar{u}_{j,i,i} \right) \]
\[ = \frac{1}{m} \sum_{i \in [m]} \bar{u}_{j,i,i} (h_i \theta_i(h_i) - \lambda_i) + \frac{1}{m} \sum_{i \in [m]} \bar{u}_{j,i,i} (\lambda_i - \lambda) \]
\[ + \frac{1}{m} \sum_{i \in [m]} \theta_i(h_i) \sum_{\ell \neq i} \bar{u}_{j,i,\ell} h_\ell + \frac{1}{m} \sum_{i \in [m]} w_{j,i} t_{j,i} \theta_i(h_i), \]
where (60) follows from (56). We control the four summands in (61) separately as follows:

- Because \( \bar{u}_{j,i,i} h_i \theta_i(h_i) - \lambda_i \bar{u}_{j,i,i}, i \in [m] \), are independent, zero-mean, sub-Gaussian random variables with sub-Gaussian norm upper bounded by an absolute constant \( c \), from Lemma 2 and a union bound over \( j \in [n] \), we have with probability at least \( 1 - e^{-t} \) that
\[ \max_{j \in [n]} \left| \frac{1}{m} \sum_{i \in [m]} \bar{u}_{j,i,i} (h_i \theta_i(h_i) - \lambda_i) \right| \leq O \left( \sqrt{\frac{t + \log n}{m}} \right). \]  

- For the case of random bit flips, the second term vanishes. For the case of random noise added before quantization, from \( 0 < \lambda, \lambda_i < C \) and (68), we obtain
\[ \max_{j \in [n]} \left| \frac{1}{m} \sum_{i \in [m]} \bar{u}_{j,i,i} (\lambda_i - \lambda) \right| \leq C \max_{i \in [m], j \in [n]} |\bar{u}_{j,i,i}| = O \left( \frac{1}{\sqrt{m(t + \log m)}} \right). \]

\(^5\)For the case of random bit flips with \( \theta(x) = \tau \cdot \text{sign}(x + e) \), we set \( \theta_i = \theta \) (and thus \( \lambda_i = \lambda \)) for all \( i \in [m] \).
• We have

\[
\max_{j,\ell} \sum_{i \in [m]} \tilde{u}_{j,i,\ell}^2 \leq 4 \max_{j,\ell} \sum_{i \in [m]} u_i(j-i)^2
\]

(64)

\[
= 4 \max_{j,\ell} \sum_{i \in [m]} (s_\ell(j-i) - r_\ell(j-i))^2
\]

(65)

\[
\leq 8 \max_{j,\ell} \sum_{i \in [m]} (s_\ell(j-i)^2 + r_\ell(j-i)^2)
\]

(66)

\[
\leq 8 \max_{j,\ell} \left( m \|x^*\|^2 + \|r_\ell\|_2^2 \right)
\]

(67)

\[
= O \left( \frac{1}{m(t + \log m)} \right),
\]

(68)

where we use \( \|u_\ell\|_2 = 1 + o(1) \) in (64), \( s_\ell = u_\ell + r_\ell \) in (65), \((a-b)^2 \leq 2(a^2 + b^2) \) in (66), and \( \|s_\ell\|_\infty = \|x^*\|_\infty \leq \rho = O(\frac{1}{m(t + \log m)}) \) as well as \( \|r_\ell\|_2 \leq 2 \sqrt{\rho} \) in (67) and (68). Then, from Proposition 1 below and a union bound over \( j \in [n] \), we have with probability at least \( 1 - O(e^{-t}) \) that

\[
\max_{j \in [n]} \left| \frac{1}{m} \sum_{\ell \in [m]} h_\ell \sum_{i \notin \ell} \tilde{u}_{j,i,\ell} \theta_i(h_i) \right| \leq O \left( \sqrt{\frac{t + \log n + \log m}{m}} \right) = O \left( \sqrt{\frac{t + \log n}{m}} \right).
\]

(69)

• For a fixed \( j \in [n] \) and \( 0 \leq i_1 \neq i_2 < m \), we have

\[
\text{Cov} [w_{j,i_1} t_{j,i_1}, w_{j,i_2} t_{j,i_2}] = \text{Cov} \left[ g_{j-i_1} - \sum_{\ell \in [m]} \tilde{u}_{j,i_1,\ell} h_\ell, g_{j-i_2} - \sum_{\ell \in [m]} \tilde{u}_{j,i_2,\ell} h_\ell \right]
\]

\[
= - \sum_{\ell \in [m]} \tilde{u}_{j,i_1,\ell} \tilde{u}_{j,i_2,\ell}.
\]

(70)

Then, \([w_{j,0} t_{j,0}, \ldots, w_{j,m-1} t_{j,m-1}]^T \in \mathbb{R}^m \) is a Gaussian vector with zero mean and covariance matrix \( \Sigma_j \), where \( \Sigma_j = w_{j,i}^2 = 1 - \sum_{\ell \in [m]} \tilde{u}_{j,i,\ell}^2 \leq 1 \) and from (67), we have for \( i_1 \neq i_2 \) that \(|\Sigma_{j,i_1,i_2}| = | - \sum_{\ell \in [m]} \tilde{u}_{j,i_1,\ell} \tilde{u}_{j,i_2,\ell} | \leq \sqrt{\sum_{\ell \in [m]} \tilde{u}_{j,i_1,\ell}^2} \sqrt{\sum_{\ell \in [m]} \tilde{u}_{j,i_2,\ell}^2} = O \left( \frac{1}{m(t + \log m)} \right) = O \left( \frac{1}{m} \right) \). When \( m = \Omega(t + \log n) \), taking a union bound over \( j \in [n] \), and setting \( \epsilon = O(\sqrt{\frac{t + \log n}{m}}) \) in Proposition 2 below, we obtain with probability at least \( 1 - O(e^{-t}) \) that

\[
\max_{j \in [n]} \left| \frac{1}{m} \sum_{i \in [m]} w_{j,i} t_{j,i} \theta_i(h_i) \right| \leq O \left( \sqrt{\frac{t + \log n}{m}} \right).
\]

(72)

Combining (61) with (62), (63), (69), (72), we obtain with probability at least \( 1 - O(e^{-t}) \) that

\[
\max_{j \in [n]} \left| \frac{1}{m} \sum_{i \in [m]} \left( g_{j-i} \theta((g, u_i)) - \lambda u_i(j-i) \frac{\|u_i\|_2}{\|u_i\|_2} \right) \right| \leq O \left( \sqrt{\frac{t + \log n}{m}} \right).
\]

(73)

**Combining terms:** Finally, combining the \((m, \beta)\)-orthogonality and (52), (53), (54), (55), and (73), with probability at least \( 1 - O(e^{-t}) - me^{-\frac{m^2}{2\beta^2}} - e^{-\frac{m^2}{2\alpha \gamma}} \), we have

\[
\| \frac{1}{m} \tilde{A}^T b - \lambda \tilde{x}^* \|_\infty = \max_{j \in [n]} \left| \frac{1}{m} \sum_{i=0}^{m-1} (\tilde{a}_{ij} b_i - \lambda \tilde{x}_j) \right| \leq O \left( \sqrt{\frac{t + \log n}{m}} \right) + 2\beta + 4(n + \zeta) \sqrt{2(t + \log n)}.
\]

(74)
Setting \( \eta = \beta \sqrt{2(t + \log m)} = O(\sqrt{\delta}) \cdot \sqrt{2(t + \log m)} = O(\frac{1}{\sqrt{m}}) \) and \( \zeta = \frac{C}{\sqrt{m}} \), we obtain with probability at least \( 1 - e^{-\Omega(t)} - e^{-\Omega(\sqrt{m})} \) that

\[
\left\| \frac{1}{m} A^T b - \lambda \hat{x}^* \right\|_\infty \leq O\left( \sqrt{\frac{t + \log n}{m}} \right).
\] (75)

We now move on to the statements and proofs of Propositions 1 and 2 used above. Throughout the following, we use the \( \theta_i \) defined in (58).\(^6\)

**Proposition 1.** Let \( \mathbf{z} \in \mathbb{R}^m \) be a standard Gaussian vector. For any \( t > 0 \), suppose that \( \mathbf{W} \in \mathbb{R}^{m \times m} \) satisfies \( \max_{\ell \in [m]} \sum_{i \in [m]} w_{i,\ell}^2 = O\left( \frac{1}{m(t + \log m)} \right) \). Then, we have with probability at least \( 1 - O(e^{-t}) \) that

\[
\left\| \frac{1}{m} \sum_{i \in [m]} \theta_i (\mathbf{z}_i) \sum_{\ell \neq i} w_{i,\ell} \mathbf{z}_\ell \right\| \leq O\left( \sqrt{\frac{m(t + \log m)}{m}} \right).
\] (76)

**Proof.** For any fixed \( \ell \in [m] \) and any \( v > 0 \), from Lemma 2, we have with probability at least \( 1 - O(e^{-v^2}) \) that

\[
|z_\ell| \leq v.
\] (77)

Therefore, with probability at least \( 1 - O(e^{-v^2}) \),

\[
|z_\ell| \left\| \sum_{i \neq \ell} w_{i,\ell}^2 \right\| = O\left( \frac{v}{\sqrt{m(t + \log m)}} \right).
\] (78)

Note that \( \theta_i (z_0), \theta_i (z_1), \ldots, \theta_i (z_{m-1}) \) form a Rademacher sequence. Then, for any \( u > 0 \) and a sufficiently large absolute constant \( C \), we have

\[
\mathbb{P}\left( \left| z_\ell \sum_{i \neq \ell} w_{i,\ell} \theta_i (\mathbf{z}_i) \right| > \frac{Cv}{\sqrt{m(t + \log m)}} u \right) \leq \mathbb{P}(|z_\ell| > v) + \mathbb{P}\left( \left| \sum_{i \neq \ell} w_{i,\ell} \theta_i (\mathbf{z}_i) \right| > \frac{Cv}{\sqrt{m(t + \log m)}} u \mid |z_\ell| \leq v \right) \leq O(e^{-u^2}) + O(e^{-v^2}),
\] (79)

where we use (77), (78) and Lemma 3 to derive (80). Taking a union bound over \( \ell \in [m] \), we obtain with probability at least \( 1 - O\left( m\left( e^{-u^2} + e^{-v^2} \right) \right) \) that

\[
\max_{\ell \in [m]} \left| z_\ell \sum_{i \neq \ell} w_{i,\ell} \theta_i (\mathbf{z}_i) \right| \leq \frac{Cv}{\sqrt{m(t + \log m)}} u.
\] (81)

Then, we have

\[
\left\| \frac{1}{m} \sum_{i \in [m]} \theta_i (\mathbf{z}_i) \sum_{\ell \neq i} w_{i,\ell} z_\ell \right\| = \left\| \frac{1}{m} \sum_{\ell \in [m]} z_\ell \sum_{i \neq \ell} w_{i,\ell} \theta_i (\mathbf{z}_i) \right\| \leq \max_{\ell \in [m]} \left| z_\ell \sum_{i \neq \ell} w_{i,\ell} \theta_i (\mathbf{z}_i) \right| \leq \frac{Cv}{\sqrt{m(t + \log m)}} u.
\] (82)

\( ^6 \)For the case of random bit flips with \( \theta(x) = \tau \cdot \text{sign}(x + e) \), we set \( \theta_i = \theta \) for \( i \in [m] \).
Setting \( u = C' \sqrt{t + \log m} \) and \( v = C'' \sqrt{t + \log m} \), we obtain the desired result. \( \square \)

**Proposition 2.** Let \( z \in \mathbb{R}^m \) be a standard Gaussian vector. Let \( t \sim \mathcal{N}(0, \Sigma) \) be independent of \( z \), where \( \Sigma \in \mathbb{R}^{m \times m} \) satisfies \( \Sigma_{i,i} \leq 1 \) for \( i \in [m] \) and \( \Sigma_{i_1, i_2} = O(\frac{1}{m}) \) for \( i_1 \neq i_2 \). Then, for any \( \epsilon \in (0, 1) \), with probability \( 1 - e^{-\Omega(m^2)} \),

\[
\left| \frac{1}{m} \sum_{i \in [m]} t_i \theta_i(z_i) \right| \leq \epsilon. \tag{84}
\]

**Proof.** We have

\[
\|\Sigma\|_F^2 = \sum_{i \in [m]} \Sigma_{i,i}^2 + \sum_{i_1 \neq i_2} \Sigma_{i_1, i_2}^2 \leq m + m^2 \cdot O(\frac{1}{m^2}) = O(m), \tag{85}
\]

and from Lemma 4,

\[
\|\Sigma\|_{2 \to 2} \leq \|\Sigma\|_{1 \to 1} = O(1). \tag{86}
\]

Then, setting \( B = \Sigma \) in Lemma 5, we obtain with probability at least \( 1 - e^{-\Omega(m)} \) that

\[
\sum_{i \in [m]} t_i^2 \leq 2m. \tag{87}
\]

Again, note that \( \theta_i(z_0), \theta_i(z_1), \ldots, \theta_i(z_{m-1}) \) form a Rademacher sequence. For any \( u > 0 \) and a sufficiently large absolute constant \( C \), we have

\[
\mathbb{P} \left( \left| \frac{1}{m} \sum_{i \in [m]} t_i \theta_i(z_i) \right| > \frac{C}{\sqrt{m}} u \right) \leq \mathbb{P} \left( \sum_{i \in [m]} t_i^2 > 2m \right) + \mathbb{P} \left( \left| \frac{1}{m} \sum_{i \in [m]} t_i \theta_i(z_i) \right| > \frac{C}{\sqrt{m}} u \left| \sum_{i \in [m]} t_i^2 \leq 2m \right. \right) \tag{88}
\]

\[
\leq O(e^{-u^2}) + e^{-\Omega(m)}, \tag{89}
\]

where we use Lemma 3 and (87) to derive (89). Setting \( \epsilon = \frac{C}{\sqrt{m}} u \), and we obtain the desired result. \( \square \)

**C. Proof of Theorem 1**

Before proving Theorem 1, we provide some further lemmas.

**Lemma 10.** Suppose that the assumptions in Lemma 1 are satisfied. Then, for any \( v \in \mathbb{R}^n \) and \( t > 0 \) satisfying \( m = \Omega(t + \log n) \), with probability \( 1 - e^{-\Omega(t)} - e^{-\Omega(\sqrt{m})} \), we have

\[
\left| \left\langle \frac{1}{m} \tilde{A}^T b - \lambda \tilde{x}^*, D \xi \tilde{v} \right\rangle \right| \leq O \left( \|v\|_2 \sqrt{\frac{t + \log n}{m}} \right). \tag{90}
\]

**Proof.** Using the same notations for \( s_i, u_i, r_i, h_i \) as those in the proof of Lemma 1, we have

\[
\left\langle \frac{1}{m} \tilde{A}^T b - \lambda \tilde{x}^*, D \xi \tilde{v} \right\rangle = \frac{\|v\|_2}{m} \sum_{i \in [m]} \left( (\tilde{a}_i, D \xi \tilde{v}) b_i - \lambda (\tilde{x}^*, D \xi \tilde{v}) \right) \tag{91}
\]

\[
= \frac{\|v\|_2}{m} \sum_{i \in J_n} \left( (g, w_i) \theta((g, u_i)) - \lambda (w_i, u_i) \right) - \frac{\lambda \|v\|_2}{m} \sum_{i \in J_n} \left( \tilde{x}^*, D \xi \tilde{v} \right) - \frac{\lambda \|v\|_2}{m} \sum_{i \in J_n} \left( \tilde{x}^*, D \xi \tilde{v} \right) \tag{92}
\]

\[
+ \frac{\|v\|_2}{m} \sum_{i \in I_n} \left( (g, w_i) b_i - \lambda (\tilde{x}^*, D \xi \tilde{v}) \right),
\]
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where $\check{v} := \frac{v}{\|v\|_2}$ and $\check{w}_i := s_{i \rightarrow} (D \xi \check{v})$ so that $\langle \check{x}^*, D \xi \check{v} \rangle = \langle s_{i \rightarrow} (\check{x}^*), s_{i \rightarrow} (D \xi \check{v}) \rangle = \langle s_i, \check{w}_i \rangle$. Note that (92) is identical to (48), except that we use $(g, \check{w}_i)$ to replace $g_{j-i}$ therein. Similarly to (52), we know that we only need to focus on bounding $\frac{1}{m} \sum_{i \in [m]} \left( \langle g, \check{w}_i \rangle \theta (\langle g, u_i \rangle) - \lambda \langle \check{w}_i, \frac{u}{\|u\|_2} \rangle \right)$. Setting $\alpha_{i, \ell} := \text{Cov}[(g, \check{w}_i), h_\ell] = \langle \check{w}_i, \frac{u}{\|u\|_2} \rangle$, similarly to (56), $(g, \check{w}_i)$ can be written as

$$
\langle g, \check{w}_i \rangle = \sum_{\ell \in [m]} \alpha_{i, \ell} h_\ell + \gamma \ell, \tag{93}
$$

where $\gamma_\ell = \sqrt{1 - \sum_{i \in [m]} \alpha_{i, \ell}^2}$ and $f_\ell \sim \mathcal{N}(0,1)$ is independent of $h_0, h_1, \ldots, h_m$. Note that by Lemma 6, we have with probability at least $1 - e^{-t}$ that

$$
\max_{i \neq \ell} \langle w_i, s_\ell \rangle \leq \rho \cdot O(\sqrt{t + \log m}) = O \left( \frac{1}{m \sqrt{t + \log m}} \right), \tag{94}
$$

where we use $\rho = O \left( \frac{1}{m(t + \log m)} \right)$ in (94). By the $(m, \beta)$-orthogonality (cf. the first paragraph in the proof of Lemma 1 for the cases of random flips and Gaussian noise), for all $i, \ell \in [m]$, we have

$$
\sum_{j \in [n]} \check{v}_j^2 \check{r}_j (j + i)^2 \leq \|r_\ell\|_\infty^2 = O \left( \frac{1}{m^2(\ell + \log m)} \right). \tag{95}
$$

Setting $u = O(\sqrt{t + \log m})$ in Lemma 3 and taking a union bound over $i, \ell \in [m]$, we obtain with probability at least $1 - e^{-t}$ that

$$
\max_{i, \ell \in [m]} |\langle w_i, r_\ell \rangle| = \max_{i, \ell \in [m]} |\langle D \xi \check{v}, s_{i \rightarrow} (r_\ell) \rangle| \tag{96}
$$

$$
\leq \max_{i, \ell \in [m]} \left| \sum_{j \in [n]} \check{v}_j \check{r}_j (j + i) \xi_j \right| \leq O \left( \frac{1}{m} \right). \tag{97}
$$

Therefore, we obtain from (94) and (97) that

$$
\max_{i \neq \ell} |\alpha_{i, \ell}| \leq 2 \max_{i \neq \ell} |\langle w_i, u_\ell \rangle| = 2 \max_{i \neq \ell} |\langle w_i, s_\ell - r_\ell \rangle| = O \left( \frac{1}{m} \right), \tag{98}
$$

and we are able to derive inequalities similar to (85), (86) and (87). Following the same proof techniques as those for Lemma 1, we obtain the desired result.

Based on Lemmas 1 and 10, and using a well-established chaining argument that we do not repeat here (e.g., see [46, Lemma 3]), we attain the following lemma. Note that we use the $(m, \beta)$-orthogonality and the event $\mathcal{E}$ (cf. (44)) only once, and do not need to take any union bound for them.

**Lemma 11.** Under the conditions in Theorem 1, with probability at least $1 - e^{-\Omega(k \log \frac{Lr}{\delta})} - e^{-\Omega(\sqrt{m})}$, it holds that

$$
\left| \left\langle \frac{1}{m} A^T b - \lambda x^*, D \xi \check{x} - \check{x}^* \right\rangle \right| \leq O \left( \sqrt{\frac{k \log L/\delta}{m}} \right) (\|x^*\|_2 + \delta). \tag{99}
$$

The restricted isometry property (RIP) is widely used in compressive sensing (CS), and we present its definition in the following.

**Definition 3.** A matrix $\Phi \in \mathbb{C}^{m \times n}$ is said to have the restricted isometry property of order $s$ and level $\delta \in (0,1)$ (equivalently, $(s, \delta)$-RIP) if

$$
(1 - \delta)\|x\|_2^2 \leq \|\Phi x\|_2^2 \leq (1 + \delta)\|x\|_2^2 \tag{100}
$$
for all s-sparse vectors in \( \mathbb{C}^n \). The restricted isometry constant \( \delta_s \) is defined as the smallest value of \( \delta \) for which (100) holds.

We have the following lemma that guarantees the RIP for partial Gaussian circulant matrices.

**Lemma 12.** (Adapted from [55, Theorem 4.1]) For \( s \leq n \) and \( \eta, \delta \in (0, 1) \), if

\[
m \geq \Omega \left( \frac{s}{\delta^2} \left( \log^2 s \right) \left( \log^2 n \right) \right),
\]

then with probability at least \( 1 - e^{-\Omega((\log^2 s) (\log^2 n))} \), the restricted isometry constant of \( \frac{1}{\sqrt{m}} \tilde{A} = \frac{1}{\sqrt{m}} R_{\Omega} C_g \) satisfies \( \delta_{\tilde{A}} \leq \delta \).

Based on the RIP, we have the Johnson-Lindenstrauss embedding according to the following lemma.

**Lemma 13.** ([56, Theorem 3.1]) Fix \( \eta > 0 \) and \( \epsilon \in (0, 1) \), and consider a finite set \( E \subseteq \mathbb{C}^n \) of cardinality \( |E| = p \). Set \( s \geq 40 \log \frac{4}{\eta} \), and suppose that \( \Phi \in \mathbb{C}^{m \times n} \) satisfies the RIP of order \( s \) and level \( \delta \leq \frac{\epsilon}{4} \). Then, with probability at least \( 1 - \eta \), we have

\[
(1 - \epsilon) \|x\|_2^2 \leq \|\Phi D_\xi x\|_2^2 \leq (1 + \epsilon) \|x\|_2^2
\]

uniformly for all \( x \in E \), where \( D_\xi = \text{Diag}(\xi) \) is a diagonal matrix with respect to a Rademacher sequence \( \xi \).

Combining Lemmas 12 and 13 with setting \( s = \Omega((\log p) \log n) \) and \( \eta = O\left( \frac{1}{p} \right) \), we derive the following corollary.

**Corollary 1.** Fix \( \epsilon \in (0, 1) \), and consider a finite set \( E \subseteq \mathbb{C}^n \) of cardinality \( |E| = p \) satisfying \( n = \Omega((\log p)) \). Suppose that

\[
m = \Omega \left( \frac{\log p}{\epsilon^2} \left( \log^2 (\log p) \right) \left( \log^2 n \right) \right).
\]

Then, with probability \( 1 - e^{-\Omega((\log p))} - e^{-\Omega((\log^2 (\log p))(\log^2 n))} \), we have

\[
(1 - \epsilon) \|x\|_2^2 \leq \left\| \frac{1}{\sqrt{m}} A x \right\|_2^2 \leq (1 + \epsilon) \|x\|_2^2
\]

for all \( x \in E \), where we recall that \( A = R_{\Omega} C_g D_\xi = \tilde{A} D_\xi \) (cf. (1)).

Note that from Lemma 2 and a union bound over \([n]\), and by Lemma 4, we have that for any \( t > 0 \), with probability \( e^{-\Omega(t)} \), \( \left\| \frac{1}{\sqrt{m}} A \right\|_{2 \rightarrow 2} \leq \frac{n \sqrt{t + \log n}}{\sqrt{m}} \). Based on this bound for the spectral norm of \( \frac{1}{\sqrt{m}} A \) and Corollary 1, and by again using a well-established chaining argument (e.g., see [3, Lemma 4.1], [57, Section 3.4]), we obtain the following lemma that guarantees the two-sided Set-Restricted Eigenvalue Condition (S-REC) [3] for partial Gaussian circulant matrices. This lemma will only be used to derive an upper bound for the term corresponding to adversarial noise.

**Lemma 14.** For any \( \delta > 0 \) satisfying \( L_r = \Omega(\delta n) \) and \( n = \Omega(k \log \frac{L_r}{\delta}) \), and any \( \alpha \in (0, 1) \), if

\[
m = \Omega \left( \frac{k \log L_r}{\alpha^2} \left( \log^2 \left( k \log \frac{L_r}{\delta} \right) \right) \left( \log^2 n \right) \right),
\]

...
then with probability $1 - e^{-\Omega(k \log \frac{L_r}{m})} - e^{-\Omega((\log^2 (k \log \frac{L_r}{m})) (\log^2 n))}$, it holds that

$$
(1 - \alpha) \|x_1 - x_2\|_2 - \delta \leq \left\| \frac{1}{\sqrt{m}} A(x_1 - x_2) \right\|_2 \leq (1 + \alpha) \|x_1 - x_2\|_2 + \delta,
$$

for all $x_1, x_2 \in G(B_2^k(r))$.

We now provide the proof of Theorem 1.

**Proof of Theorem 1.** Because $\hat{x}$ is a solution to (7) and $x^* \in K := G(B_2^k(r))$, we have

$$
\frac{1}{m} \hat{b}^T (A\hat{x}) \geq \frac{1}{m} \hat{b}^T (Ax^*).
$$

(107)

Recall that $\hat{A} = R_{t_1} C_g$ and $\hat{x}^* = D_\xi x^*$ (cf. Section III). We have $A = R_{t_1} C_g D_\xi = \hat{A} D_\xi$ and

$$
\frac{1}{m} \hat{b}^T (\hat{A} D_\xi \hat{x}) \geq \frac{1}{m} \hat{b}^T (\hat{A} \hat{x}^*),
$$

(108)

which can equivalently be expressed as

$$
\left\langle \frac{1}{m} \hat{A}^T \hat{b} - \lambda \hat{x}^*, D_\xi \hat{x} - \hat{x}^* \right\rangle + \langle \lambda \hat{x}^*, D_\xi \hat{x} - \hat{x}^* \rangle \geq 0.
$$

(109)

By the assumption that $G(B_2^k(r)) \subseteq S^{n-1}$, we obtain that $\|D_\xi \hat{x}\|_2 = \|\hat{x}\|_2 = 1$, and

$$
\langle \lambda \hat{x}^*, \hat{x}^* - D_\xi \hat{x} \rangle = \lambda \langle x^*, x^* - \hat{x} \rangle = \frac{\lambda}{2} \|x^* - \hat{x}\|_2^2.
$$

(110)

Therefore, we obtain

$$
\frac{\lambda}{2} \|x^* - \hat{x}\|_2^2 \leq \left| \left\langle \frac{1}{m} \hat{A}^T (\hat{b} - b), D_\xi \hat{x} - \hat{x}^* \right\rangle \right| + \left| \left\langle \frac{1}{m} \hat{A}^T b - \lambda \hat{x}^*, D_\xi \hat{x} - \hat{x}^* \right\rangle \right|
$$

(111)

$$
\leq \left\| \frac{1}{\sqrt{m}} (\hat{b} - b) \right\|_2 \left\| \frac{1}{\sqrt{m}} A(\hat{x} - x^*) \right\|_2 + \left| \left\langle \frac{1}{m} \hat{A}^T b - \lambda \hat{x}^*, D_\xi \hat{x} - \hat{x}^* \right\rangle \right|.
$$

(112)

Setting $\alpha = \frac{1}{2}$ in Lemma 14, we have that if $m = \Omega(k \log \frac{L_r}{m^2} (k \log \frac{L_r}{m}))(\log^2 n)$, with probability at least $1 - e^{-\Omega(k \log \frac{L_r}{m})} - e^{-\Omega((\log^2 (k \log \frac{L_r}{m})) (\log^2 n))}$,

$$
\left\| \frac{1}{\sqrt{m}} A(\hat{x} - x^*) \right\|_2 \leq O(\|\hat{x} - x^*\|_2 + \delta).
$$

(113)

Moreover, by Lemma 11, with probability $1 - e^{-\Omega(k \log \frac{L_r}{m})} - e^{-\Omega(\sqrt{m})}$, we have

$$
\left| \left\langle \frac{1}{m} \hat{A}^T b - \lambda \hat{x}^*, D_\xi \hat{x} - \hat{x}^* \right\rangle \right| \leq O \left( \sqrt{\frac{k \log \frac{L_r}{m}}{m}} \right) (\|\hat{x} - x^*\|_2 + \delta).
$$

(114)

Recall that we assume $\frac{1}{\sqrt{m}} \left\| \hat{b} - b \right\|_2 \leq \zeta$. Combining (112), (113) and (114), we obtain with probability at least $1 - e^{-\Omega(k \log \frac{L_r}{m})} - e^{-\Omega((\log^2 (k \log \frac{L_r}{m})) (\log^2 n))} - e^{-\Omega(\sqrt{m})}$ that

$$
\frac{\lambda}{2} \|x^* - \hat{x}\|_2^2 \leq O \left( \sqrt{\frac{k \log \frac{L_r}{m}}{m}} + \zeta \right) (\|\hat{x} - x^*\|_2 + \delta).
$$

(115)

Then, by considering both possible cases of which of the two terms in (115) is larger, we find that the desired result holds when $\delta = O\left( \frac{\sqrt{k \log \frac{L_r}{m}}}{\lambda \sqrt{m}} + \frac{\zeta}{\lambda} \right)$.\qed
V. Numerical Experiments

We empirically evaluate the correlation-based decoder on the MNIST [58] and celebA [59] datasets. The MNIST dataset consists of 60,000 handwritten images of size $n = 28 \times 28 = 784$. The CelebA dataset is a large-scale face attributes dataset of more than 200,000 images of celebrities. The input images were cropped to a $64 \times 64$ RGB image, yielding a dimensionality of $n = 64 \times 64 \times 3 = 12288$. For simplicity, we assume that there is no adversarial noise. We make use of the practical iterative algorithm proposed in [44]:

$$x^{(t+1)} = P_G \left( x^{(t)} + \mu A^T (b - \text{sign}(Ax^{(t)})) \right),$$

(116)

where $P_G(\cdot)$ is the projection function onto $G(B_k^2(r))$, $b$ is the uncorrupted observation vector, $x^{(0)} = 0$, and $\mu > 0$ is a parameter. As the performance difference among all three noisy 1-bit observation models (random bit flips, and Gaussian or logit noise added before quantization; cf. Section II) is mild, we only present the numerical results corresponding to the case of Gaussian noise.

We compare with the 1-bit Lasso [60], and BIHT [61], which are sparsity-based algorithms. The sensing matrix $A$ is either a randomly signed partial Gaussian circulant matrix or a standard Gaussian matrix. On the MNIST dataset, a generative model based on variational auto-encoder (VAE) is used and thus our method is denoted by 1b-VAE-C or 1b-VAE-G, where “C” refers to the partial Gaussian circulant matrix and “G” refers to the standard Gaussian matrix. The latent dimension of the VAE is $k = 20$. On the celebA dataset, a generative model based on Deep Convolutional Generative Adversarial Networks (DCGAN) is used and thus our method is denoted by 1b-DCGAN-C or 1b-DCGAN-G, respectively. The latent dimension of the DCGAN is $k = 100$.

We follow [44] to perform projected gradient descent (PGD) to maximize a constrained correlation-based objective function. The number of total iterations is 300 with $\mu = 0.2$. We use Adam optimizer to perform the projection with adaptive number of steps and learning rates based on the changes of $x^{(t)}$. When $x^{(t)}$ changes dramatically in the beginning phase of the optimization, we use a large number of Adam optimization steps with a large learning rate. When $x^{(t)}$ has minor change in the later phase of optimization, we use a small number of Adam optimization steps with a small learning rate. Specifically, in the first 20 iterations, the number of Adam optimization steps is 30 with learning rate 0.3. From the 20-th iteration to 100-th iteration, the number of Adam optimization steps is 10 with learning rate 0.2. From the 100-th iteration to 300-th iteration, the number of Adam optimization steps is 5 with learning rate 0.1. The generative models we use in our experiments have the same architectures as those of [3]. The experiments are done on test images that were not used when training the generative models. To reduce the impact of local minima, we choose the best estimation among 5 random restarts. On the MNIST dataset, the standard deviation of the Gaussian noise $\sigma$ is chosen as 0.1. On the celebA dataset, the standard deviation $\sigma$ is chosen as 0.01.

We observe from Figures 1, 2, and 3 that on both datasets, the sparsity-based methods 1-bit Lasso and BIHT attain poor reconstructions, while the generative model based method (116) attains mostly accurate reconstructions when the number of measurements is small. From Figures 1 and 3-a, we observe that for the MNIST dataset, the reconstruction performance of using a partial circulant matrix and a standard Gaussian matrix are almost
the same. For the celebA dataset, according to Figures 2 and 3-b, the reconstruction performances are again very similar.

We also compare the running time of each iteration of (116) for different sensing matrices (standard Gaussian or partial Gaussian circulant). When $A$ is a standard Gaussian matrix, the time complexity of calculating $Ax^{(t)}$ and $A^Tb$ is $O(mn)$. When $A$ is a partial Gaussian circulant matrix, we can use FFT to accelerate the matrix-vector
Figure 3: The vertical bars indicate 95% confidence intervals. The reconstruction error is calculated over 1000 images by averaging the per-pixel error in terms of $\ell_2$ norm.

Table I: Average time comparison (ms) of different sensing matrices per iteration in (116). We compare the running time in a single 2.9GHz CPU core. GPU can also be applied to further speed up the computation.

|                | MNIST ($n = 784$) | celebA ($n = 12288$) |
|----------------|-------------------|----------------------|
|                | $m=200$           | $m=200$              |
| Gaussian       | 51.4              | 704.8                |
| Circulant      | 33.6              | 378.3                |

multiplications, and the time complexity is reduced to $O(n \log n)$. Since the dimensionality of the image vector is relatively small, and the projection operator $P_G(\cdot)$ is also time consuming, in our experiments, the speedup of using a partial Gaussian circulant matrix is not as significant as that in [24, Table 2]. However, from Table I, we can still observe that using a partial Gaussian circulant matrix is typically about 2 times faster than using a standard Gaussian matrix, and for the celebA dataset with ambient dimension $n = 12288$, when $m = 5000$, using partial Gaussian circulant matrices leads to around 4 times speedup compared with using standard Gaussian matrices. We expect a greater speedup for settings with higher dimensionality.

VI. CONCLUSION AND FUTURE WORK

We have established a sample complexity upper bound for noisy 1-bit compressed sensing for the case of using a randomly signed partial Gaussian circulant sensing matrix and a generative prior. The sample complexity upper bound matches that obtained previously for i.i.d. Gaussian sensing matrices, and our scheme is robust to adversarial noise.

We focused only on non-uniform recovery guarantees, and uniform recovery is an immediate direction for further research. Relaxing the $\ell_\infty$ assumption and allowing for general scalings of $k$ (not only $k \ll n^{1/4}$) would also be
of significant interest. Finally, handling Fourier measurements without column sign flips would be of significant interest for applications where the measurement matrix is constrained as such.

APPENDIX A

PROOF OF LEMMA 7

For any $\varepsilon > 0$, from Lemma 6 and the union bound, with probability at least $1 - m^2 \varepsilon \frac{2^2}{s^2}$, it holds that

$$|\langle s_i, s_j \rangle| \leq \varepsilon$$  \hspace{1cm} (117)

for all $0 \leq i \neq j < m$. Setting $m^2 \varepsilon \frac{2^2}{s^2} = \nu$, we obtain

$$\varepsilon = 2 \sqrt{2} \rho \sqrt{\log \frac{m^2}{\nu}}.$$  \hspace{1cm} (118)

Let $B = [s_0, s_1, \ldots, s_{m-1}] \in \mathbb{R}^{n \times m}$. Then, all the diagonal entries of $B^T B$ are 1, and the magnitude of all the off-diagonal entries are upper bounded by $\varepsilon$. By the Gershgorin circle theorem [62], we have

$$\sigma_m(B^T B) \geq 1 - (m - 1)\varepsilon > 1 - m\varepsilon,$$  \hspace{1cm} (119)

where $\sigma_m(\cdot)$ denotes the $m$-th largest singular value of a matrix. For any $i \in \{1, \ldots, m - 2\}$, and any unit vector $t$ in the span of $s_0, \ldots, s_{i-1}$, we write $t$ as $t = \sum_{j<i} \alpha_j s_j$. Let $\alpha_i = [\alpha_0, \ldots, \alpha_{i-1}]^T \in \mathbb{R}^i$ and $B_i = [s_0, s_1, \ldots, s_{i-1}] \in \mathbb{R}^{n \times i}$. Similarly to (119), we have

$$\sigma_i(B_i^T B_i) \geq 1 - (i - 1)\varepsilon > 1 - m\varepsilon.$$  \hspace{1cm} (120)

Therefore, we obtain

$$1 = \|B_i \alpha_i\|^2 \geq \sigma_i^2(B_i) \|\alpha_i\|^2 = \sigma_i(B_i^T B_i) \|\alpha_i\|^2 \geq (1 - m\varepsilon) \|\alpha_i\|^2,$$  \hspace{1cm} (121)

and hence

$$\|\alpha_i\|^2 \leq \frac{1}{1 - m\varepsilon}.$$  \hspace{1cm} (122)

In addition,

$$\langle s_i , t \rangle^2 = \left( \sum_{j<i} \alpha_j \langle s_i, s_j \rangle \right)^2 \leq \|\alpha_i\|^2 \left( \sum_{j<i} \langle s_i, s_j \rangle^2 \right)$$  \hspace{1cm} (123)

$$\leq \frac{1}{1 - m\varepsilon} \cdot \varepsilon^2 < \frac{m\varepsilon^2}{1 - m\varepsilon}.$$  \hspace{1cm} (124)

By definition, the squared length of the projection of $s_i$ onto the span of $s_0, \ldots, s_{i-1}$ is equal to $\max\{\langle t, s_i \rangle^2 : t \in \text{span}\{s_0, \ldots, s_{i-1}\}, \|t\|_2 = 1\}$. Hence, the projection of $s_i$ onto the span of $s_0, \ldots, s_{i-1}$ has squared length at most $\frac{m\varepsilon^2}{1 - m\varepsilon}$. Then, if

$$2 \sqrt{2} \rho \log \frac{m^2}{\nu} < \frac{1}{2},$$  \hspace{1cm} (125)

recalling that $\varepsilon = 2 \sqrt{2} \rho \sqrt{\log \frac{m^2}{\nu}}$, we also have $m\varepsilon < \frac{1}{2}$, and

$$\frac{m\varepsilon^2}{1 - m\varepsilon} < 2m\varepsilon^2 = 16m\rho^2 \log \frac{m^2}{\nu}$$  \hspace{1cm} (126)

$$= (2 \sqrt{2} \rho) \times (4 \sqrt{2} \rho \log \frac{m^2}{\nu}) \leq 2 \sqrt{2} \rho < 4 \rho.$$  \hspace{1cm} (127)
We can now establish Lemma 7 by performing the following procedure on the vectors (essentially Gram-Schmidt orthogonalization):

1) Initialize: \( u_0 = s_0, r_0 = 0 \).

2) For \( i = 2, 3, \ldots, m - 1 \), we set \( r_i \) to be the projection of \( s_i \) onto the span of \( s_0, \ldots, s_{i-1} \), and \( u_i = s_i - r_i \).

From (118) and (127), we obtain the desired result.

**APPENDIX B**

**TABLE OF NOTATION FOR THE PROOF OF LEMMA 1**

For ease of reference, the notation used in proving our most technical result, Lemma 1, is shown in Table II.
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