1. Introduction

Carbon-based materials such as fullerene (0D),\textsuperscript{1-3} carbon nanotubes (1D)\textsuperscript{4,5} and graphene (2D)\textsuperscript{6,7} have been synthesized and characterized during the last three decades. In recent years, much effort has been focused on another two-dimensional carbon allotrope, graphdiyne (GDY),\textsuperscript{8} which was first predicted in 1997.\textsuperscript{9} Graphdiyne is built by inserting diacetylenic linkages into graphene. Depending on the insertion proportions, GDY can be divided into various forms: \(\alpha\)-, \(\beta\)-, \(\gamma\)-, and 6,6,18-GDY. In 2010, Li et al. reported the successful preparation of graphdiyne film on the surface of copper, which displayed semiconducting properties.\textsuperscript{10} \(\gamma\)-GDY nanotube arrays were also synthesized through an anodic aluminium oxide template that was catalysed.\textsuperscript{11} One-dimensional \(\gamma\)-GDY nanowires\textsuperscript{12} and nanowalls\textsuperscript{13} were then synthesized in the following years. In 2017, the \(\beta\)-GDY-containing thin film with a conductivity of 3.47 \(\times\) 10\(^{-5}\) S m\(^{-1}\) and a working function of 5.22 eV was successfully synthesized by using a modified Glaser-Hay coupling reaction.\textsuperscript{14}

Carbon nanotubes can be constructed by rolling two-dimensional graphene monolayers, and these structures garner enormous interest due to the unique electronic properties resulting from their intrinsic 1D nature.\textsuperscript{15} Many studies have indicated that the electronic properties of carbon nanotubes sensitively depend on the tube size and chirality. At present, based on the properties of carbon nanotubes, theoretical and experimental researchers have studied the applications of nanotubes in nanoelectronic devices,\textsuperscript{16} sensors,\textsuperscript{17} delivery vehicles,\textsuperscript{18,19} and gas adsorption.\textsuperscript{20,21} Very recently, atomically precise and controllable graphene origami was realized.\textsuperscript{22} The chirality and corresponding electronic properties of the as-formed 1D tubular nanostructures on the edges, which resemble nanotubes, were precisely controlled. This research provided a route for fabricating quantum materials and devices.

Previous theoretical studies reported that different graphyne nanotubes (\(\alpha\)-, \(\beta\)-, \(\gamma\)-, and 6,6,12-GYNTs) demonstrate diverse electronic properties owing to their complex and volatile geometric configurations.\textsuperscript{23-28} However, to the best of our knowledge, there are only few studies on \(\gamma\)-GDY nanotubes.\textsuperscript{29-31} A systematic study on the structural and electronic properties of the four GDYs (\(\alpha\)-, \(\beta\)-, \(\gamma\)-, and 6,6,18-GDYs) sheets and their corresponding nanotubes has not been previously reported, which motivate us to undertake the present study. In this work, we employed first-principle calculations to carry out a detailed investigation of these structures, especially focusing on the influence of structures, dimensions, tube chirality and size on the electronic properties and carrier mobilities of these GDYs.
2. Structural properties

The two-dimensional structures of α-, β-, γ-, and 6,6,18-GDYs are shown in Fig. 1. Their unit cells can be defined by two lattice vectors \( \langle a_1, a_2 \rangle \).\(^{29-31}\) Similar to carbon nanotubes, various graphdiyne nanotubes (GDYNTs) can be generated by rolling the corresponding GDY sheets along the chiral vector \( C_h = n a_1 - m a_2 \) to make seamless cylinders, represented by \( (n, m) \).

Based on the definitions of the lattice vectors and chiral vectors shown in Fig. 1, armchair and zigzag α-GDYNTs are represented by the \( (n, n) \) and \( (n, 0) \) chiral indexes, respectively. However, for β- and γ-GDYNTs, \( (n, 0) \) is the armchair type and \( (n, n) \) is the zigzag type. For 6,6,18-GDYNTs, \( (n, 0) \) and \( (0, n) \) represent armchair and zigzag tubes, respectively. Namely, armchair and zigzag tubes extend along the \( x \)- and \( y \)-directions, respectively, for α-GDYNTs but the opposite is the case for β-, γ- and 6,6,18-GDYNTs. Some GDYNTs are shown in Fig. 2 as examples.

3. Theory and methodology

Throughout this study, all the calculations were carried out by means of self-consistent-field crystal (SCF-CO) method based on the Perdew–Burke–Ernzerhof functional for solids (PBEsol),\(^{32}\) which is implemented in the CRYSTAL14 code\(^{33,34}\) to describe the exchange–correlation potential. All of the GDY sheets and GDYNTs were optimized under periodic boundary conditions with the basis set 6-21G*.\(^{35}\) The planar α-, β- and γ-GDYS belong to the P6mm space group and 6,6,18-GDY belongs to the P2mm space group. The symmetry is always maintained during the optimization. The convergence tolerance of the energy is 10\(^{-5}\) hartree, and the maximum allowed gradient and displacement are 0.00045 hartree per bohr and 0.0018 bohr, respectively.

To study the transport properties, the carrier mobility (\( \mu \)) is calculated based on a combination of the deformation potential (DP) theory\(^{36}\) and the effective mass approximation.\(^{37}\) The scattering of charge carriers (electron or hole) by the acoustic phonons is considered. This approach has been widely applied to evaluate the carrier mobilities of various two-dimensional materials (such as β-GY,\(^{38}\) single-layered phosphorus,\(^{39,40}\) germanium monosulfide\(^{41}\) and CaPS\(^{42}\)) and one-dimensional systems.\(^{43-47}\) The carrier mobility in two-dimensional systems can be expressed as\(^{36,48}\)

\[
\mu_{2D} = \frac{2e\hbar^2 C}{3k_B T m^*|E_1|^2}
\]

Fig. 1 Structures of (a) α-GDY, (b) β-GDY, (c) γ-GDY and (d) 6,6,18-GDY.

Here, \( k_B \) is the Boltzmann constant, \( T \) is the temperature, \( C \) is the elastic modulus, \( m^* = \hbar^2 \delta^2 (k/\delta k)^{-1} \) is the effective mass of the charge carrier, \( E_1 \) (\( E_{iv} \) and \( E_{ic} \)) represents the DP constants for the charge carriers (electron and hole). To compute the elastic modulus and the DP constants, we change the lattice of the rectangular cell up to ±0.3% along both the \( x \)- and \( y \)-directions in Fig. 1 and then calculate the total energy per unit cell and the shift of the valence band maximum (VBM) for holes and the conduction band minimum (CBM) for electrons with respect to the uniaxial strain. The external strain (\( \delta \)) is defined as \( \delta = (a - a_0)/a_0 \), where \( a \) and \( a_0 \) are the strained and equilibrium lattice parameters, respectively. The elastic modulus \( C \) for two-dimensional systems is the in-plane stiffness and can be calculated by the equation \( C = (\delta E/\delta \delta^2)/S_0 \), where \( E \) is the total energy per unit cell and \( S_0 \) is the area at equilibrium for the system. \( E_1 \) can be defined by \( E_1 = |\delta E_{edge}/\delta \delta| \), where \( E_{edge} \) refers to the VBM and CBM.

For one-dimensional systems, the mobility is given by\(^{39}\)

\[
\mu_{1D} = \frac{e \hbar^2 C}{2\pi k_B T m^*|E_1|^2}
\]

Fig. 2 Unit cell structures of (a) α-GDYNTs, (b) β-GDYNTs, (c) γ-GDYNTs and (d) 6,6,18-GDYNTs.

Here, \( C = a_0 E_1/\delta a^2 |_{a=a_0} \) and \( \delta E_{edge} = E_1 \Delta = E_1 (\delta a/a_0) \). The specific calculations have been described in detail in previous studies.\(^{37-39,43,44}\)

4. Results and discussion

4.1 Graphdiyne sheets

The calculated lattice parameters are \( a_1 = a_2 = 11.45 \text{ Å}, 14.66 \text{ Å} \) and 9.48 Å for α-, β- and γ-GDY sheets, respectively. Moreover, \( a_1 = 9.48 \text{ Å} \) and \( a_2 = 13.93 \text{ Å} \) for 6,6,18-GDY sheet. These results are close to these in previous works (11.42 Å for α-GDY\(^{36}\) and 9.37–9.48 Å for γ-GDY\(^{41-43}\)). The calculated band structures of α-, β-, γ-, and 6,6,18-GDY sheets are shown in Fig. 3. The α-GDY
sheet is a conductor with a zero bandgap. The VBM and the CBM are in contact at the K point. α-GDY exhibits a Dirac point similar to the case of graphene.β-CDY and γ-GDY are semiconductors with small bandgaps of 0.20 eV and 0.41 eV, respectively. 6,6,18-GDY is a semiconductor with a very narrow bandgap (0.04 eV) at the X point. Since the PBE usually underestimates the bandgap, 6,6,18-GDY can still be considered a narrow gap semiconductor. Therefore, the different net structures, which result from the insertion proportion of diacetylenic linkages for these GDYs, lead to different electronic structures and different band shapes. The band structures of the α-, γ- and 6,6,18-GDY sheets here are similar to those obtained by PBE and HSE06.29,31,50,57

Now, we calculate the mobilities of the 2D sheets. The rectangular super cells (as shown in Fig. 1) are built for a more intuitive explanation of the transport property. The calculated results are listed in Table 1.

It can be seen from Table 1 that the charge carrier mobilities along the x- and y-directions are very close (μx ≈ μy) for β-CDY and γ-GDY, which indicates the isotropic transport properties. However, the mobilities of the electrons are much higher than those of the holes, and the difference between μe and μh is greater than three orders of magnitude for γ-GDY. Thus, β-CDY and γ-GDY prefer to transport electrons. Table 1 shows that the DP constants for holes (Evh) are more than five times those for electrons (Evc) in the two 2D sheets. The DP constants characterize the coupling strength of the charge carriers with the acoustic phonons. Larger DP constants mean stronger carrier scattering by the acoustic phonons. As already noted that the highest occupied crystal orbitals (HOCOs) have more nodes than the lowest unoccupied crystal orbitals (LUCOs), resulting in the stronger scattering of holes for the 2D γ-GDY.β-CDY and γ-GDY are semi- conductors with small bandgaps of 0.20 eV and 0.41 eV, respectively. 6,6,18-GDY is a semiconductor with a very narrow bandgap (0.04 eV) at the X point. Since the PBE usually underestimates the bandgap, 6,6,18-GDY can still be considered a narrow gap semiconductor. Therefore, the different net structures, which result from the insertion proportion of diacetylenic linkages for these GDYs, lead to different electronic structures and different band shapes. The band structures of the α-, γ- and 6,6,18-GDY sheets here are similar to those obtained by PBE and HSE06.29,31,50,57

Now, we calculate the mobilities of the 2D sheets. The rectangular super cells (as shown in Fig. 1) are built for a more intuitive explanation of the transport property. The calculated results are listed in Table 1.

It can be seen from Table 1 that the charge carrier mobilities along the x- and y-directions are very close (μx ≈ μy) for β-CDY and γ-GDY, which indicates the isotropic transport properties. However, the mobilities of the electrons are much higher than those of the holes, and the difference between μe and μh is greater than three orders of magnitude for γ-GDY. Thus, β-CDY and γ-GDY prefer to transport electrons. Table 1 shows that the DP constants for holes (Evh) are more than five times those for electrons (Evc) in the two 2D sheets. The DP constants characterize the coupling strength of the charge carriers with the acoustic phonons. Larger DP constants mean stronger carrier scattering by the acoustic phonons. As already noted that the highest occupied crystal orbitals (HOCOs) have more nodes than the lowest unoccupied crystal orbitals (LUCOs), resulting in the stronger scattering of holes for the 2D γ-GDY.β-CDY and γ-GDY are semi- conductors with small bandgaps of 0.20 eV and 0.41 eV, respectively. 6,6,18-GDY is a semiconductor with a very narrow bandgap (0.04 eV) at the X point. Since the PBE usually underestimates the bandgap, 6,6,18-GDY can still be considered a narrow gap semiconductor. Therefore, the different net structures, which result from the insertion proportion of diacetylenic linkages for these GDYs, lead to different electronic structures and different band shapes. The band structures of the α-, γ- and 6,6,18-GDY sheets here are similar to those obtained by PBE and HSE06.29,31,50,57

Now, we calculate the mobilities of the 2D sheets. The rectangular super cells (as shown in Fig. 1) are built for a more intuitive explanation of the transport property. The calculated results are listed in Table 1.

It can be seen from Table 1 that the charge carrier mobilities along the x- and y-directions are very close (μx ≈ μy) for β-CDY and γ-GDY, which indicates the isotropic transport properties. However, the mobilities of the electrons are much higher than those of the holes, and the difference between μe and μh is greater than three orders of magnitude for γ-GDY. Thus, β-CDY and γ-GDY prefer to transport electrons. Table 1 shows that the DP constants for holes (Evh) are more than five times those for electrons (Evc) in the two 2D sheets. The DP constants characterize the coupling strength of the charge carriers with the acoustic phonons. Larger DP constants mean stronger carrier scattering by the acoustic phonons. As already noted that the highest occupied crystal orbitals (HOCOs) have more nodes than the lowest unoccupied crystal orbitals (LUCOs), resulting in the stronger scattering of holes for the 2D γ-GDY.β-CDY and γ-GDY are semi- conductors with small bandgaps of 0.20 eV and 0.41 eV, respectively. 6,6,18-GDY is a semiconductor with a very narrow bandgap (0.04 eV) at the X point. Since the PBE usually underestimates the bandgap, 6,6,18-GDY can still be considered a narrow gap semiconductor. Therefore, the different net structures, which result from the insertion proportion of diacetylenic linkages for these GDYs, lead to different electronic structures and different band shapes. The band structures of the α-, γ- and 6,6,18-GDY sheets here are similar to those obtained by PBE and HSE06.29,31,50,57

Table 1 Calculated elastic modulus C (GPa m−1), effective mass m* (|m0|), the DP constant E1 (eV) and carrier mobility μ (cm2 V−1 s−1) for α-, β-, γ- and 6,6,18-GDYs along the x- and y-directions at 298 K

| GDYs     | Direction | C   | m*e | m*h | Evc | Evh | μe  | μh   |
|----------|-----------|-----|-----|-----|-----|-----|-----|------|
| α-GDY    | x         | 100.05 | 0.13 | 0.13 | 3.51 | 0.93 | 6.86 × 10^4 | 9.87 × 10^4 |
|          | y         | 97.53  | 0.68 | 0.65 | 0.98 | 3.52 | 3.15 × 10^4 | 2.66 × 10^2 |
| β-GDY    | x         | 130.99 | 0.46 | 0.42 | 0.71 | 4.23 | 1.93 × 10^4 | 5.81 × 10^2 |
|          | y         | 133.97 | 0.47 | 0.46 | 0.71 | 4.21 | 1.73 × 10^4 | 5.11 × 10^2 |
| γ-GDY    | x         | 197.36 | 0.23 | 0.27 | 0.16 | 5.63 | 2.25 × 10^6 | 1.27 × 10^3 |
|          | y         | 201.27 | 0.30 | 0.31 | 0.12 | 5.56 | 2.47 × 10^6 | 9.53 × 10^2 |
| 6,6,18-GDY | x       | 140.28 | 0.25 | 0.27 | 4.63 | 0.72 | 1.45 × 10^3 | 5.45 × 10^4 |
|          | y         | 204.26 | 0.28 | 0.29 | 0.52 | 5.67 | 1.41 × 10^5 | 1.12 × 10^4 |
The strain energy, which can be used to characterize the property relationships of these materials.

4.2 Graphdiyne nanotubes

Rolling a 2D material into a 1D tube is accompanied by strain. The strain energy, which can be used to characterize the stability from 2D sheets to 1D tubes, is defined as the energy difference between the GDYNT and the monolayer GDY sheet. The strain energy per atom \( E_s \) is calculated by

\[
E_s = \frac{E_{\text{nanotube}}}{N} - \frac{E_{\text{sheet}}}{M}
\]

where \( E_{\text{nanotube}} \) and \( E_{\text{sheet}} \) represent the unit cell energies of the GDYNT and the corresponding 2D GDY sheet, respectively. \( N \) and \( M \) are the number of atoms in one unit cell for 1D GDYNTs and 2D sheets, respectively. A GDYNT with smaller strain energy is energetically more favourable when it is built from a 2D GDY.

The calculated strain energies of the GDYNTs are plotted in the ESI† (Fig. S1). All the strain energies are positive, indicating that none of the GDYNTs is as stable as their corresponding 2D GDY sheets in terms of energy. \( E_s \) decreases with increasing tube diameter and tends to zero; hence, tubes of larger size are more stable due to their smaller strain. This is similar to the case in many other armchair and zigzag nanotubes, such as the corresponding GYNTs, β-BNyne NT, Si-dyne NT, and ZnO NT. However, this trend is in contrast to that observed in γ-GDY and Si-dyne nanoribbons. Therefore, the structures and properties of different 1D materials based on the same 2D sheet are quite different. In addition, it should be pointed out that the stability difference between the armchair and the corresponding zigzag GDYNTs with similar diameters is very small. When the total number of atoms is the same (i.e., \( n = 60 \)), the armchair \( \alpha \)-GDYNT is more stable than the zigzag \( \alpha \)-GDYNT, while for the \( \beta \)-GDYNT, \( \gamma \)-GDYNT and 6,6,18-GDYNT, the zigzag nanotube is more stable than the armchair one due to larger diameters.

We also calculated the binding energy per atom \( E_b \) for all GDYNTs using the expression

\[
E_b = \frac{E_{\text{nanotube}}}{N} - E_{\text{atom}}
\]

where \( E_{\text{atom}} \) is the energy of a carbon atom. According to this definition, the \( E_b \) of a stable structure should be negative. The smaller the \( E_b \) is, the more stable the GDYNT is.

Fig. 5 shows that \( E_b \) decreases monotonically with increasing tube diameter and tend to be close to those for the GDY sheets. Moreover, it should be pointed out that the order of \( E_b \) is always \( \alpha \)-GDYNT > \( \beta \)-GDYNT > 6,6,18-GDYNT > \( \gamma \)-GDYNT regardless of the size or chirality of the GDYNTs when \( n > 2 \). The net structures determine the relative stability for the GDYNTs studied. Since the net structures are built by insertion of the diacetylenic linkages, insertion of more diacetylenic linkages reduces the

\[ \text{Fig. 4 HOCOs and LUCOs of (a) } \beta \text{-GDY and (b) 6,6,18-GDY.} \]
The stabilities of the GDY sheets and the corresponding GDYNTs. This is similar to the calculated results of graphyne-like nanotubes.25–27,62

To investigate the dynamic stability of the GDYNTs studied here, molecular dynamics (MD) simulations are carried out by means of the density functional-based tight binding (DFTB) method63 with the Atomistix ToolKit 2016.4.65 Here, only the GDYNTs with \( n = 2 \) are calculated due to the limitation of our computing conditions. The MD simulations are performed at 300 K, 600 K and 900 K for a total of 3 ps with a time step size of 1 fs. All the structures are well maintained without obvious distortions or collapse even at 900 K after 3 ps, and the changes in the potential energy are less than 0.65%. No sign of crystal instability is observed in these narrowest nanotubes with the MD simulations. Moreover, the phonon spectra for the corresponding GDYTNs are calculated to further confirm the structural stability. The 10 lowest phonon bands for nanotubes with \( n = 2 \) are plotted as examples in the ESI† (Fig. S2). No imaginary frequency is detected in these phonon spectra. Therefore, these GDYTNs should be stable structures based on the MD simulations and the calculated phonon spectra. Since the stabilities of these GDYTNs increase as their diameters increase, larger GDYNTs would also be thermodynamically stable structures due to smaller \( E_s \) and \( E_b \).

The band structures of the GDYNTs are available in the ESI† (Fig. S3). As examples, the band structures of the GDYTNs with \( n = 4 \) are shown in Fig. 6. The bandgaps of semiconducting GDYTNs are plotted in Fig. 7 as a function of the tube diameters \((E_g-D)\).

It can be seen that \( \alpha \)-GDYNTs can be metals or semiconductors depending on the tube chirality. Armchair \( \alpha \)-GDYNTs are metals with zero bandgaps, but zigzag \( \alpha \)-GDYNTs are semiconductors. Although the \( \alpha \)-GDY sheets and armchair \( \alpha \)-GDYNTs all have zero bandgaps, the zero bandgap is due to the contact of the CBM and VBM for \( \alpha \)-GDY sheets but the crossing of the two frontier bands for the GDYNTs. The two crossed bands are all conduction bands. Moreover, the bandgaps of zigzag \( \alpha \)-GDYNTs have oscillatory behaviour with a cycle of 3 (see Fig. 7a). Such oscillatory behaviour has also been observed in the zigzag carbon nanotubes64,65 and the \( \alpha \)-graphyne nanotubes.25 Therefore, the electronic structures are changed as the \( \alpha \)-GDY transforms from a 2D sheet to the 1D tubes. It seems that \( \alpha \)-GDY, \( \alpha \)-graphyne62 and graphene66–68 have similar changes in electronic structures from 2D sheets to 1D tubes. This result occurs because the three structures are all composed of hexagonal carbon rings, although the hexagonal carbon rings are different in the three different structures.

Both \( \beta \)-GDYNTs and \( \gamma \)-GDYNTs are semiconductors with direct bandgaps at the \( \Gamma \) point, similar to the cases in the corresponding 2D GDYs. The semi-conductive properties are maintained from the 2D sheet to the 1D tubes for the two GDYs. However, the \( E_g-D \) relationships for the two kinds of GDYNTs are different. The bandgaps of the \( \beta \)-GDYNTs are in the range of 0.18–0.20 eV. The changes in the bandgaps are very small (<0.02 eV) with changing tube diameter. A similar phenomenon of a small change in bandgaps also appears in \( \beta \)-GYNTs26 and...
armchair β-GY nanoribbons. However, the bandgaps decrease monotonically with increasing tube diameter for the γ-GDYNTs, which is similar to the results calculated for γ-GDY nanoribbons and γ-GDYNTs, but quite different from the case of γ-GYNNTs whose bandgaps oscillate periodically with the parity of the index \( n \). These results of β-GDYNTs and γ-GDYNTs reflect the influence of different proportions of inserted diacylenic linkages on the electronic structures for GDYNTs with different structures. Moreover, the bandgaps of β-GDYNTs and γ-GDYNTs mainly depend on the tube diameters and have little to do with the types of tube chirality.

For 6,6,18-GDYNTs, all zigzag tubes and the armchair tubes with \( n \leq 5 \) are semiconductors, but the armchair tubes can be metals with zero bandgaps when \( n > 5 \). Thus, 6,6,18-GDYNTs can be metals or semiconductors. This is somewhat similar to the case of π-GDYNTs. However, the bandgaps do not show oscillatory behaviour with changing tube diameter for the zigzag 6,6,18-GDYNTs. The two smallest tubes (0, 2) and (0, 3) have the largest bandgaps, which should be due to their larger curvatures. The semiconducting armchair 6,6,18-GDYNTs (\( n \leq 5 \)) show an \( E_g-D \) relationship similar to those π-GYNNTs and 6,6,18-GDY nanoribbons. Their bandgaps decrease with increasing system size. Armchair 6,6,18-GDYNTs transform from semiconductors into metals as the tube size increases. This is very different from the corresponding armchair 6,6,12-GYNNTs, whose number of Dirac points follows the even–odd law. Moreover, the position of bandgaps is at the X point for the semiconducting armchair 6,6,18-GDYNTs, while for the zigzag 6,6,18-GDYNTs and the other kinds of semiconducting GDYNTs studied here, the positions are at the Γ point.

To understand the transport properties of these GDYNTs, the charge carrier mobilities of these 1D GDYNTs are calculated. The corresponding results are shown in Fig. 8 and Table S1 in the ESI.

The electron mobilities in metallic armchair π-GDYNTs are on the order of \( 10^5 \) cm\(^2\) V\(^{-1}\) s\(^{-1}\). The mobilities of electrons and holes in semiconducting zigzag π-GDYNTs with \( n > 2 \) are both on the order of \( 10^3 \)–\( 10^5 \) cm\(^2\) V\(^{-1}\) s\(^{-1}\). Thus, the electron mobilities in the zigzag π-GDYNTs are 1–2 orders of magnitude larger than those for the corresponding 2D π-GDY. The 1D tube structures are more conducive to the transport of electrons than the 2D sheet for π-GDY.

For β-GDYNTs with \( n > 2 \), the mobilities of both electrons and holes increase with increasing tube size, but the changes are not larger than one order of magnitude. The mobilities of holes are approximately \( 10^5 \) cm\(^2\) V\(^{-1}\) s\(^{-1}\) and one order of magnitude larger than those of electrons for the armchair tubes, but the situation is the opposite for the zigzag tubes. Moreover, the hole mobilities in the armchair tubes are more than one order of magnitude larger than those for the corresponding zigzag tubes, and the situation is the opposite for the electron mobilities. The armchair and zigzag tubes are more conducive to the transport of holes and electrons, respectively. However, the carrier mobilities in the 2D β-GDY sheet are isotropic. The electron mobilities in the 2D β-GDY sheet are on the order of \( 10^5 \) cm\(^2\) V\(^{-1}\) s\(^{-1}\) and almost two orders of magnitude larger than the hole mobilities. Therefore, the transport properties of β-GDY are very different in 2D sheet and 1D tubes.

For γ-GDYNTs, the electron mobilities are approximately \( 10^7 \)–\( 10^8 \) and \( 10^6 \)–\( 10^7 \) cm\(^2\) V\(^{-1}\) s\(^{-1}\), whereas the hole mobilities are \( 10^5 \)–\( 10^6 \) and \( 10^4 \)–\( 10^5 \) cm\(^2\) V\(^{-1}\) s\(^{-1}\) for the armchair and zigzag types, respectively. Similar to β-GDYNTs, the mobilities increase with increasing tube size for both electrons and holes, which is also similar to the case of γ-GDY nanoribbons. Moreover,

![Fig. 8](Image) Calculated charge carrier mobilities in (a) π-GDYNTs, (b) β-GDYNTs, (c) γ-GDYNTs and (d) 6,6,18-GDYNTs.
similar to β-GDYNTs, the armchair tubes prefer to transport holes, but zigzag tubes are more favourable to transport electrons. For the 2D γ-GDY, the mobility is isotropic for the same kind of charge carriers, and the mobilities of electrons are more than three orders of magnitude larger than those of holes. From the 2D sheet to the 1D tubes, the hole mobilities greatly increase especially in the armchair tubes but the electron mobilities change minimally for the zigzag tubes and even decrease for the armchair tubes. These results are somewhat different from the situation for β-GDY, whose change from 2D sheets to 1D tubes increases the mobilities of both electrons and holes.

The carrier mobilities are in the range of $10^3$ to $10^7 \text{cm}^2 \text{V}^{-1} \text{s}^{-1}$ for the 6,6,18-GDYNTs. The mobilities in the zigzag tubes can reach $10^6 \text{cm}^2 \text{V}^{-1} \text{s}^{-1}$ and experience large fluctuations with increasing tube size. The fluctuation can be as large as $10^3 \text{cm}^2 \text{V}^{-1} \text{s}^{-1}$. The zigzag tubes with higher hole mobilities have lower electron mobilities and vice versa. Moreover, the electron mobilities in semiconducting armchair tubes increase rapidly from $10^2$ to $10^7 \text{cm}^2 \text{V}^{-1} \text{s}^{-1}$ with tube size increasing from $n = 2$ to $n = 5$. In addition, the armchair tubes become conductors when $n > 5$. These results indicate that the tube size (diameter) has a great influence on the transport and electronic properties of the 6,6,18-GDYNTs. These 6,6,18-GDYNTs may be adjusted to be materials more suitable for electron or hole transportation by changing the tube diameter.

It can be seen from the Table S1 in the ESI† that the DP constants are the main factors determining the magnitude of the charge carrier mobilities in β-, γ- and 6,6,18-GDYNTs. It can be seen that in armchair β- and γ-GDYNTs, holes have higher mobilities than electrons because $E_{1v}$ is substantially smaller than $E_{1c}$. However, $E_{1v} > E_{1c}$ for the zigzag β- and γ-GDYNTs, which leads to higher electron mobilities than hole mobilities. Moreover, $E_{1v} < E_{1c}$ for zigzag 6,6,18-GDYNTs with $n = 2, 3, 5, 8$, but $E_{1v} > E_{1c}$ for the other zigzag 6,6,18-GDYNTs with $n = 4, 6, 7$. As mentioned, larger DP constants mean stronger carrier scattering by the acoustic phonons. The HOCO and LUCO of β- and γ-GDYNTs with $n = 4$ and 6,6,18-GDYNTs with $n = 4, 5$ are shown as examples in Fig. 9. In armchair β- and γ-GDYNTs with $n = 4$ and zigzag 6,6,18-GDYNT with $n = 5$, the spreading direction of the sp$^2$ orbitals in the LUCOs is perpendicular to the tube axis, while the spreading direction is parallel to the tube axis in the HOCOs. As a result, the electrons in the LUCOs experience stronger scattering by the acoustic phonons than the holes in the HOCOs do; thus $E_{1v} < E_{1c}$. However, for the other five GDYNTs, the spreading situations of the sp$^2$ orbitals are precisely the opposite of the cases discussed above; hence, the holes have stronger scattering than electrons, leading to $E_{1v} > E_{1c}$. In the frontier orbitals of charge carrier path, the nodes and orbital spreading direction greatly affect the movement of charge carriers.

5. Conclusions

Here, GDY sheets and the corresponding nanotubes are studied theoretically. The PBEsol SCF-CO calculations show that the different structures have different influence on the stability, band structures and transport properties of these systems.

γ-GDY is a conductor, but β-, γ- and 6,6,18-GDY are semiconductors with direct bandgaps. Zigzag γ-GDYNTs are semiconductors with bandgaps oscillating periodically. However, the armchair γ-GDYNTs are metals with two frontier bands intersecting at the Fermi level. 6,6,18-GDYNTs may be metals or semiconductors depending on the size of nanotubes. The electronic properties of the γ-GDYNTs can be tuned by tube size due to monotonous decrease of their bandgaps with the increase of tube size.

γ-GDY and 6,6,18-GDY sheets have anisotropic transport properties due to the anisotropic carrier mobilities. However, in β-GDY and γ-GDY sheets, the carrier mobilities are isotropic. The electron mobilities are on the order of $10^4$ to $10^6 \text{cm}^2 \text{V}^{-1} \text{s}^{-1}$, which are much higher than the hole ones. Therefore, these two GDY sheets would be good candidates for transporting electrons.

The order of stability is γ-GDYNTs > 6,6,18-GDYNTs > β-GDYNTs > γ-GDYNTs for the 1D tubes, which is independent of the tube chirality and size.

For β- and γ-GDYNTs, the larger the tube size, the higher the carrier mobilities. The calculations show that the carrier
mobilities can reach $10^3$–$10^7$ cm$^2$ V$^{-1}$ s$^{-1}$ in β- and γ-GDYNTs. The armchair β- and γ-GDYNTs are more favourable to transport holes due to their larger hole mobilities, while the zigzag tubes prefer to transport electrons. The crystal orbital analysis shows that the number of nodes in the frontier orbitals and the orbital spreading direction greatly affect the scattering degree of charge carriers, which has an important effect on the mobilities of charge carriers.
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