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Abstract: Our aim in this work is to give some quantitative insight on the dispersive effects exhibited by solutions of a semiclassical Schrödinger-type equation in $\mathbb{R}^d$. We describe quantitatively the localisation of the energy in a long-time semiclassical limit within this non compact geometry and exhibit conditions under which the energy remains localized on compact sets. We also explain how our results can be applied in a straightforward way to describe obstructions to the validity of smoothing type estimates.

1 Introduction

1.1 Description of the problem

Our aim in this work is to revisit some of the results obtained in [6] in order to give some quantitative insight on the dispersive effects exhibited by solutions of the semiclassical Schrödinger-type equation:

$$\begin{cases}
    i\varepsilon \partial_t v^\varepsilon(t,x) = \lambda(\varepsilon D_x) v^\varepsilon(t,x) + \varepsilon^2 V(x) v^\varepsilon(t,x), & (t,x) \in \mathbb{R} \times \mathbb{R}^d, \\
    v^\varepsilon|_{t=0} = u_0^\varepsilon,
\end{cases}$$

(1)

Above, $\lambda, V \in C^\infty(\mathbb{R}^d; \mathbb{R})$; the function $\lambda$ is the symbol of the semiclassical Fourier multiplier defined by:

$$\forall v \in L^2(\mathbb{R}^d), \quad \lambda(\varepsilon D_x) v(x) := \int_{\mathbb{R}^d} \lambda(\varepsilon \xi) \hat{v}(\xi) e^{i\xi \cdot x} \frac{d\xi}{(2\pi)^d},$$

where, in general, the integral has to be understood in distributional sense. The following convention for the Fourier transform is used:

$$\hat{v}(\xi) := \int_{\mathbb{R}^d} v(x) e^{-i\xi \cdot x} d\xi.$$
Our goal is to understand the behavior as \( \varepsilon \to 0^+ \) of solutions to (1) corresponding to sequences of initial data \((u_0^\varepsilon)\) whose characteristic length-scale of oscillations is of order at least \( \varepsilon \) (see (7) for a precise definition) at very long times, of the order of \( 1/\varepsilon \).

To this aim, we scale in time the solutions to (1) and define:

\[
\begin{align*}
\nu^\varepsilon(t, \cdot) &:= \nu^\varepsilon \left( \frac{t \cdot}{\varepsilon} \right).
\end{align*}
\]

Note that these functions solve the following problem.

\[
\begin{align*}
-\varepsilon^2 \Delta \nu^\varepsilon(t, x) &+ \frac{\lambda}{\varepsilon} D_x \nu^\varepsilon(t, x) + \varepsilon^2 V(x) \nu^\varepsilon(t, x), \quad (t, x) \in \mathbb{R} \times \mathbb{R}^d, \\
\nu^\varepsilon|_{t=0} &:= u_0^\varepsilon, \\
\end{align*}
\]

(2)

If the symbol \( \lambda \) happens to be homogeneous of degree two, (2) reduces to the non-semiclassical equation:

\[
iD_x \nu^\varepsilon(t, x) = V(x) \nu^\varepsilon(t, x).
\]

In what follows we shall consider sequences of initial data \((u_0^\varepsilon)\) that are bounded in \( L^2(\mathbb{R}^d) \). Denote by \( \langle u^\varepsilon \rangle \) the corresponding sequence of solutions to (2) and construct the position densities:

\[
n^\varepsilon(t, x) := |\nu^\varepsilon(t, x)|^2.
\]

For every \( t \in \mathbb{R} \), the sequence \( \langle n^\varepsilon(t, \cdot) \rangle \) is bounded in \( L^2(\mathbb{R}^d) \), since

\[
||n^\varepsilon(t, \cdot)||_{L^1(\mathbb{R}^d)} = ||u^\varepsilon(t, \cdot)||_{L^2(\mathbb{R}^d)} = ||u_0^\varepsilon||_{L^2(\mathbb{R}^d)};
\]

it is not difficult to show, using the fact that \( u^\varepsilon \) solve (2), that there exists a subsequence \( \varepsilon_n \to 0^+ \) and a \( t \)-measurable family of finite positive Radon measures \( \nu_i(\cdot) \) on \( \mathbb{R}^d \) such that the space-time averages of the position densities \( \langle n^\varepsilon \rangle \) converge:

\[
\lim_{n \to \infty} \int_a^b \int_{\mathbb{R}^d} \phi(x) |n_i^n(t, x)|^2 \, dx \, dt = \int_a^b \int_{\mathbb{R}^d} \phi(x) \nu_i(\cdot) \, dx \, dt,
\]

(3)

for every \( a < b \) and every \( \phi \in C_0(\mathbb{R}^d) \). The limiting measure \( \nu_i \) is sometimes called a defect measure of the sequence \( \langle u^\varepsilon \rangle \). It will follow from our results that defect measures give indeed a quantitative description of the lack of dispersion for solutions to (1).

The long-time semiclassical limit has been studied with some detail in the context of Schrödinger equations in compact geometries, see for instance (20, 21, 1, 2). In the compact setting, the dispersive nature of the equation manifests through more subtle mechanisms, and is intimately related to the global dynamics of the underlying classical system.

When the potential \( V \) in (2) is identically equal to zero, simple calculations can be implemented for specific initial data. Construct for example, for \( \xi_0 \in \mathbb{R}^d \), and \( \theta \in \mathcal{S}(\mathbb{R}^d) \) with \( ||\theta||_{L^2(\mathbb{R}^d)} = 1 \):

\[
\nu^\varepsilon_{\xi_0}(x) = \theta(x) e^{\frac{i}{\varepsilon} \xi_0 \cdot x}.
\]

(4)

These sequences of initial data are highly oscillating as soon as \( \xi_0 \neq 0 \) and therefore converge weakly to zero in \( L^2(\mathbb{R}^d) \); however \( ||\nu^\varepsilon_{\xi_0}||^2 = ||\theta||^2 \) is independent of \( \varepsilon \) and \( \xi_0 \).

A direct application of the stationary/non-stationary phase principle gives for any \( \phi \in \mathcal{C}_0(\mathbb{R}^d) \) and any \( a < b \) that the following limits hold.
1.2 Non dispersive effects associated to isolated critical points

We are first going to show that, in the presence of isolated critical points of $\lambda$, some of the high frequency effects exhibited by the sequence of initial data persist after applying the time evolution (2). As we said before, we give a complete description of the asymptotic behavior of the densities $|u^\varepsilon(t,x)|^2$ associated to a sequence of solutions to (2) issued from a sequence of initial data $(u_0^\varepsilon)_{\varepsilon > 0}$ bounded in $L^2(\mathbb{R}^d)$. When the critical points of the symbol $\lambda$ are non-degenerate, we present an explicit procedure to compute all weak-$\ast$ accumulation points of the sequence of time-dependent positive measures $(|u^\varepsilon(t,\cdot)|^2)_{\varepsilon > 0}$ in terms of quantities that only depend on the sequence of initial data.

---

1 Think for instance of $\lambda(\xi) = |\xi|^2$, for which (2) corresponds to the standard, non-semiclassical, Schrödinger equation, one of the most studied dispersive equations.
In order to prevent that all the mass of the sequence \((|u^\epsilon(t,\cdot)|^2)_{\epsilon>0}\) trivially escapes to infinity, we must make sure that the characteristic length scale of the oscillations of the sequence of initial data is at least of order \(\epsilon\). The following, now standard, assumption is sufficient for our purposes:

**A0** The family \((u_0^\epsilon)_{\epsilon>0}\) is uniformly bounded in \(L^2(\mathbb{R}^d)\) and \(\epsilon\)-oscillating, in the sense that its energy is concentrated on frequencies smaller or equal than \(1/\epsilon\):

\[
\limsup_{\epsilon\to 0} \int_{|\xi|>R/\epsilon} |\hat{u}_0^\epsilon(\xi)|^2 \frac{d\xi}{R^{d+1}} \to 0,
\]

In order to keep the presentation relatively simple, we also impose smoothness and growth conditions on \(\lambda\) and \(V\). More precisely:

**A1** \(V \in C^\infty(\mathbb{R}^d)\) is bounded together with all its derivatives and that \(\lambda \in C^\infty(\mathbb{R}^d)\) is a symbol of order \(N > 0\) (as in [8], definition 7.5):

\[
\forall \alpha \in \mathbb{N}^d, \quad \sup_{\xi \in \mathbb{R}^d} |\partial^{\alpha}_x \lambda(\xi)| (1 + ||\xi||)^{-N} < \infty.
\]

Our last hypothesis deals with the set of critical points of the symbol:

\[
\Lambda := \{ \xi \in \mathbb{R}^d : \nabla \lambda(\xi) = 0 \}.
\]

In our first result, we assume the following.

**A2** \(\Lambda\) is a countable set of \(\mathbb{R}^d\).

**Theorem 1.** Assume that the sequence of initial data \((u_0^\epsilon)_{\epsilon>0}\) verifies **A0** and that \(\lambda\) and \(V\) satisfy **A1** and **A2**; denote by \([u^\epsilon]_{\epsilon>0}\) the corresponding family of solutions to (2). Suppose \((\epsilon_n)_{n \in \mathbb{N}}\) is a subsequence of all \(\epsilon\) such that \((|u^{\epsilon_n}|^2)_{n \in \mathbb{N}}\) converges, in the sense of [8], to some defect measure \(\nu_t(\mathbb{R}^d)\). Then, for almost every \(t \in \mathbb{R}\) the following holds:

\[
v_t(dx) \geq \sum_{\xi \in \Lambda} |u_\xi(t,x)|^2 dx,
\]

where \(u_\xi\) is a solution to the following Schrödinger equation:

\[
\begin{aligned}
i\partial_t u_\xi(t,x) &= \frac{1}{2} \nabla^2 \lambda(\xi) D_x \cdot D_x u_\xi(t,x) + V(x) u_\xi(t,x), \\
u_\xi|_{t=0} &= u_0^\epsilon \end{aligned}
\]

and \(u_\xi^\epsilon\) is the limit, for the weak topology on \(L^2(\mathbb{R}^d)\), of the sequence \((e^{-\frac{i}{\epsilon} \xi \cdot \cdot x + u_0^\epsilon})_{n \in \mathbb{N}}\). If in addition, all critical points of \(\lambda\) are non-degenerate, then inequality (8) becomes an equality.

We will show below (see Proposition 1) that, when at least one of the critical points of \(\lambda\) is degenerate, there exist sequences of initial data for which inequality (8) is strict. However, even when the non-degeneracy condition is violated, there are simple conditions on the sequence of initial data that ensure that (8) is an equality. In order to state those, let us consider a cut-off function \(\chi \in C^\infty_c(\mathbb{R}^d)\) such that

\[
0 \leq \chi \leq 1, \quad \chi(\eta) = 1 \text{ for } ||\eta|| \leq 1 \text{ and } \chi(\eta) = 0 \text{ for } ||\eta|| \geq 2.
\]

**Theorem 2.** Assume that the same hypotheses as in Theorem 1 hold, and that the following additional condition on the sequence \((u_0^\epsilon)_{\epsilon>0}\) of initial data is satisfied: for all \(\xi \in \Lambda\),
The proofs of the results in this section are given in Section 3.
1.3 Non dispersive effects associated to a manifold of critical points

A natural generalization of the results of the previous section consists in assuming that the set of critical points is a smooth submanifold of $\mathbb{R}^d$. This situation has been examined in detail in [5]. Here, in order to keep the presentation reasonably self-contained, we describe the results in the geometrically simpler case in which $\Lambda$ is an affine variety of codimension $0 < p \leq d$. After performing a linear change of coordinates in momentum space, we can assume that $\Lambda$ takes the following form.

**A2’** The set $\Lambda$ of critical points of $\lambda$ is of the form:

$$\Lambda = \{(\xi', \xi'') \in \mathbb{R}^p \times \mathbb{R}^p : \xi'' = \xi''_0\},$$

for some $\xi''_0 \in \mathbb{R}^p$. Above we have $0 < p \leq d$ and $r := d - p$.

Before stating the main result in this case, we must introduce some notations. We decompose the physical space as $x = (x', x'') \in \mathbb{R}^r \times \mathbb{R}^p$. Given a function $\phi \in L^\infty(\mathbb{R}^d)$, we write $m_\phi(x')$, where $(x') \in \mathbb{R}^r$, to denote the operator acting on $L^2(\mathbb{R}^p)$ by multiplication by $\phi(x', \cdot)$:

$$m_\phi(x')f(y) = \phi(x', y)f(y), \quad \text{for } f \in L^2(\mathbb{R}^p). \quad (13)$$

Note that assumption A2’ implies that for any $\xi \in \Lambda$ the non-trivial part of the Hessian of $\lambda$ at $\xi$ defines a differential operator $\nabla_\xi^2 \lambda(\xi) \partial_{x_1} \cdot \partial_{x_2}$ acting on function defined on $\mathbb{R}^r$.

In our next result, the sum over critical points appearing in the statement of Theorem 1 is replaced by an integral with respect to a certain measure over $\Lambda$. The Schrödinger equation (11) becomes a Heisenberg equation for a time-dependent family $M$ of trace-class operators acting on $L^2(\mathbb{R}^p)$. More precisely, the operators $M$ depend on $t \in \mathbb{R}$ and on $(x', \xi') \in \mathbb{R}^r \times \Lambda$. For every choice of these parameters, $M_t(x', \xi')$ is an element of $L^1_+ L^2(\mathbb{R}^p)$, i.e., it is a positive, Hermitian, trace-class operator acting on $L^2(\mathbb{R}^p)$.

**Theorem 3.** Assume that the sequence of initial data $(u_0^n)_{n \geq 0}$ verifies A0 and that $\lambda$ and $V$ satisfy A1 and A2’; denote by $(u^n(x))_{n \geq 0}$ the corresponding family of solutions to (11). Suppose $(\varepsilon_n)_{n \in \mathbb{N}}$ is a subsequence along which $(|u^n|^2)_{n \in \mathbb{N}}$ converges, in the sense of (4), to some defect measure $\nu_t(dx)dt$. Then there exist a positive Radon measure $v^0$ defined on $\mathbb{R}^r \times \mathbb{R}^p$ and a measurable family of self-adjoint, positive, trace-class operators

$$M_0 : \mathbb{R}^r \times \mathbb{R}^p \ni (x', \xi') \longmapsto M_0(x', \xi') \in L^1_+(L^2(\mathbb{R}^p)), \quad \text{Tr}_{L^2(\mathbb{R}^p)} M_0(x', \xi') = 1,$$

such that, for almost every $t \in \mathbb{R}$ and every $\phi \in C^0(\mathbb{R}^d)$ the following holds:

$$\int_{\mathbb{R}^d} \phi(x) \nu_t(dx) \geq \int_{\mathbb{R}^r \times \mathbb{R}^p} \text{Tr}_{L^2(\mathbb{R}^p)} \left[ m_\phi(x', \xi') M_t(x', \xi') \right] v^0(dx', d\xi'), \quad (14)$$

and $M \in C(\mathbb{R}, L^1_+(L^2(\mathbb{R}^p)))$ solves the following Heisenberg equation:

$$\begin{cases}
  i\partial_t M_t(x', \xi') = \left[ \frac{1}{2} \nabla_\xi^2 \lambda(\xi', \xi''_0) D_{x_1} \cdot D_{x_2} + m_V(x'). M_t(x', \xi') \right], \\
  M_{t=0} = M_0.
\end{cases} \quad (15)$$

Moreover, the measure $v^0$ and the family of operators $M_0$ are computed in terms of the sequence initial data $(u_0^n)_{n \geq 0}$. In particular, they do not depend on $\lambda$ or $V$.

The nature of the objects involved in this result is described in Sections 2.2. As before, a certain non-degeneracy condition on the points of $\Lambda$ implies that the inequality (14) is in fact an identity.
Theorem 4. Suppose all the hypotheses of Theorem 3 are satisfied. If in addition to those, for every $\xi \in \Lambda$ the rank of the Hessian $\nabla^2\lambda(\xi)$ is equal to $p$ then (13) is an identity.

When $\Lambda = \{\xi_0\}$ consists of a single critical point, the statements of Theorems 1 and 3 turn out to be completely equivalent. In this case, $r = 0$, which forces $v^0(dx',d\xi') = \|u^0\|_{L^2[\mathbb{R}^d]} \delta_0(dx') \delta_0(d\xi')$. In addition, $p = d$, and the operator $M_0$ (which will not depend on $(x',\xi')$) will be the orthogonal projection onto $u^0_0(t,\cdot)$ in $L^2(\mathbb{R}^d)$. Since $u^0_0$ solves the Schrödinger equation (9), these orthogonal projections satisfy the Heisenberg equation (15). As it will be clear from the proofs, Theorem 3 generalises in a straightforward way to the case that $\Lambda$ is a disjoint union of affine varieties of $\mathbb{R}^d$.

Remark 1. As soon as the dimension of $\Lambda$ is strictly positive, the measure $v^0$ may be singular with respect to the variable $x$. Indeed, assume for example $\Lambda = \{\xi'' = 0\}$, $p \neq 0$, and

$$u^0_0(x) = e^{i\frac{|x|}{2}}\theta(x') \phi \left(\frac{x' - z_0}{\epsilon^a}\right) e^{i\epsilon^{\frac{d}{2}}},$$

where $\alpha \in (0,1)$, $z_0, \xi_0 \in \mathbb{R}^d$, $\phi \in C_0^\infty(\mathbb{R}^d)$, $\theta \in C_0^\infty(\mathbb{R}^p)$ and $||\theta||_{L^2(\mathbb{R}^p)} = 1$. Then the measure $v^0$ and the operator $M_0$ of Theorem 3 will be:

$$v^0(dx',d\xi') = \|\phi\|_{L^2(\mathbb{R}^d)}^2 \delta_0(dx') \delta_0(d\xi') \quad \text{and} \quad M_0(x',\xi') = |\theta(\theta)|,$$

see Corollary 3 in Section 4.

1.4 Link with smoothing-type estimates

Since the pioneering works [17, 25, 26, 7, 18, 4] it is well-known that dispersive-type equations develop some kind of smoothing effect. Usually, this is described by means of smoothing-type estimates. Theorems 1 and 3 can be used, in a rather straightforward way, to describe obstructions to the validity of smoothing-type estimates in the presence of non-zero critical points of the symbol $\lambda$. Note that this type of behavior was already described in [15]: smoothing-type estimates outside the critical points of $\lambda$ were recently presented in [24]. We present a simple application of Theorem 1 to this setting. 

Corollary 1. Suppose A1, A2, hold and that $\lambda$ has a non-zero critical point $\xi_0$. Then, given any $\delta, s > 0$ and any ball $B \subset \mathbb{R}^d$ it is not possible to find a constant $C > 0$ such that the estimate

$$\int_0^\delta \|D_x^s u^0(t,\cdot)\|^2_{L^2(B)} dt \leq C \|u^0_0\|^2_{L^2(\mathbb{R}^d)},$$

holds uniformly for every solution $u^0$ of (2) with initial datum $u^0_0 \in C_0^\infty(\mathbb{R}^d)$.

Proof. We argue by contradiction. Suppose the estimate (17) holds for some $\delta, s, C > 0$ and some ball $B$. Let $\theta \in C_0^\infty(\mathbb{R}^d)$ with $||\theta||_{L^2(\mathbb{R}^d)} = 1$ and consider the sequence of initial data:

$$u^0_0(x) := \theta(x) e^{i\frac{\xi_0}{\epsilon^a}}.$$

Clearly $\|u^0_0\|_{L^2(\mathbb{R}^d)} = 1$ and $(u^0_0)$ converges weakly to zero since $\xi_0 \neq 0$. Estimate (17) then implies that $(u^0)$ is bounded in $L^2((0,\delta);H^s(B))$ and Rellich’s theorem gives that a subsequence of $(u^0)$ converges strongly in $L^2((0,\delta) \times B)$. This limit must be zero, since $(u^0)$ weakly converges to zero in that space.
Now, Theorem\[1\] implies that:

\[0 \geq |u_{\theta_0}(t, \cdot)|^2 dx;\]

in particular, \(u_{\theta_0}(t, \cdot) = 0\) for every \(t \in \mathbb{R}\). But this is a contradiction, since, as \(u_{\theta_0}\) is the solution of the Schrödinger equation (9) with initial datum \(u^0_{\theta_0} = \theta\), one necessarily has \(||u_{\theta_0}(t, \cdot)||_{L^2(\mathbb{R}^d)} = 1\).

Of course, Theorem[2] gives an analogous consequence when the set of critical points is not isolated.
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2 The microlocal approach to the problem

2.1 Wigner measures

Wigner distributions provide a useful way for computing weak-\+ accumulation points of a sequence of densities \((|u|^2)_{\varepsilon>0}\) constructed from a \(L^2\)-bounded sequence \((u^\varepsilon)_{\varepsilon>0}\) of solutions to a semiclassical (pseudo) differential equation. They provide a joint position and momentum description of the \(L^2\)-mass distribution of functions. The (momentum scaled) Wigner distribution of a function \(f \in L^2(\mathbb{R}^d)\) is defined as:

\[W^\varepsilon_f(x, \xi) = \int_{\mathbb{R}^d} f \left( x - \frac{\varepsilon y}{2} \right) \left( x + \frac{\varepsilon y}{2} \right) e^{\varepsilon \xi y} \frac{d\varepsilon y}{(2\pi)^d}.\]

It enjoys several interesting properties:

- \(W^\varepsilon_f \in L^2(\mathbb{R}^d \times \mathbb{R}^d)\).
- Projecting \(W^\varepsilon_f\) on \(x\) or \(\xi\) gives the position or momentum densities of \(f\), respectively:

\[\int_{\mathbb{R}^d} W^\varepsilon_f(x, \xi) d\xi = |f(x)|^2, \quad \int_{\mathbb{R}^d} W^\varepsilon_f(x, \xi) dx = \frac{1}{(2\pi\varepsilon)^d} \left| \hat{f} \left( \frac{\xi}{\varepsilon} \right) \right|^2.\]

Note that in spite of this, \(W^\varepsilon_f\) is not positive in general.
- For every \(a \in \mathcal{C}_0^\infty(\mathbb{R}^d \times \mathbb{R}^d)\) one has:

\[\int_{\mathbb{R}^d \times \mathbb{R}^d} a(x, \xi) W^\varepsilon_f(x, \xi) dx d\xi = (\text{op}_\varepsilon(a) f, f)_{L^2(\mathbb{R}^d)}, \tag{18}\]

where \(\text{op}_\varepsilon(a)\) is the semiclassical pseudodifferential operator of symbol \(a\) obtained through the Weyl quantization rule:

\[\text{op}_\varepsilon(a)(x) = \int_{\mathbb{R}^d \times \mathbb{R}^d} a \left( \frac{x+y}{2}, \frac{\varepsilon y}{2} \right) e^{\varepsilon \xi (x-y)} f(y) dy d\xi.\]

See, for instance, [12] for proofs of these results.

If \((f^\varepsilon)_{\varepsilon>0}\) is a bounded sequence in \(L^2(\mathbb{R}^d)\), then \((W^\varepsilon_{f^\varepsilon})_{\varepsilon>0}\) is a bounded sequence of tempered distributions in \(\mathcal{S}'(\mathbb{R}^d \times \mathbb{R}^d)\). In addition, every accumulation point of \((W^\varepsilon_{f^\varepsilon})_{\varepsilon>0}\) in \(\mathcal{S}'(\mathbb{R}^d \times \mathbb{R}^d)\) is a positive distribution and, therefore, by Schwartz’s theorem, an element of \(\mathcal{M}_+(\mathbb{R}^d \times \mathbb{R}^d)\), the set of positive
Radon measures on $\mathbb{R}^d \times \mathbb{R}^d$. These measures are called **semiclassical or Wigner measures**. See references \[13, 19, 14, 15\] for different proofs of the results we have presented in here.

Now, if $\mu \in \mathcal{M}_+(\mathbb{R}^d \times \mathbb{R}^d)$ is an accumulation point of $(W_{f_k})_{k \geq 0}$ along some sequence $(\epsilon_k)_{k \in \mathbb{N}}$ and $(|f_k|^2)_{k \in \mathbb{N}}$ converges weakly-$*$ towards a measure $\nu$ on $\mathbb{R}^d$, then one has:

$$\int_{\mathbb{R}^d} \mu(\cdot, d\xi) \leq \nu.$$  

Equality holds if and only if $(f_k)_{k \in \mathbb{N}}$ is $\epsilon$-oscillating in the sense of $A_0$ (see \[13, 14, 15\]). Note also that this implies that $\mu$ is always a finite measure and its total mass is bounded by $\sup_{\epsilon} \|f^\epsilon\|_{L^2(\mathbb{R}^d)}$.

This fact justifies the idea of replacing the analysis of energy densities by that of Wigner distributions, which allows one to use a larger set of test functions and to take into account in a more precise way the effects of oscillation of the studied functions, by considering the Fourier variable.

When the sequence under consideration consists of solutions to the dispersive equation \[2\], the convergence of the corresponding Wigner distributions towards a Wigner measure still holds provided one averages in time. More precisely, let $(u_k^\epsilon)_{k \geq 0}$ be a sequence of solutions to \[2\] issued from a sequence of initial data $(u_0^\epsilon)_{k \geq 0}$ satisfying $A_0$. Then there exist a subsequence $(\epsilon_k)$ tending to zero as $k \to \infty$ and a $t$-measurable family $\mu_t \in \mathcal{M}_+(\mathbb{R}^d \times \mathbb{R}^d)$ of finite measures, with total mass essentially uniformly bounded in $t \in \mathbb{R}$, such that, for every $\Xi \in L^1(\mathbb{R})$ and $a \in \mathcal{C}_0(\mathbb{R}^d)$:

$$\lim_{k \to \infty} \int_{\mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^d} \Xi(t)a(x, \xi)W_{f_k}^\epsilon a_{\lambda(t)}(x, \xi)dx d\xi dt = \int_{\mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^d} \Xi(t)a(x, \xi)\mu_t(dx, d\xi) dt.$$  

Moreover, for every $\Xi \in L^1(\mathbb{R})$ and $\phi \in \mathcal{C}_0(\mathbb{R}^d)$:

$$\lim_{k \to \infty} \int_{\mathbb{R} \times \mathbb{R}^d} \Xi(t)\phi(x)|u_k^\epsilon(t,x)|^2 dx dt = \int_{\mathbb{R} \times \mathbb{R}^d} \Xi(t)\phi(x)\mu_t(dx, d\xi) dt.$$  

It turns out that the fact that $(u_k^\epsilon)_{k \in \mathbb{N}}$ is a sequence of solutions to \[2\] imposes certain restrictions on the measures $\mu_t$ that can be attained as a limit. In the region of the phase space $\mathbb{R}_+^d \times \mathbb{R}^d_+$ where equation \[2\] is dispersive (i.e., away from the non-zero critical points of $\lambda$), the energy of the sequence $(u_k^\epsilon)_{k \in \mathbb{N}}$ is dispersed at infinite speed towards infinity. More precisely, Wigner measures $\mu_t$ satisfy:

$$\text{supp} \mu_t \subset \mathbb{R}^d \times \Lambda.$$  

(19)

Proofs of these results can be found in \[6\].

In what follows, we investigate the precise structure of Wigner measures $\mu_t$. In order to get a better description of $\mu_t$ on $\mathbb{R}^d \times \Lambda$ we shall perform a second microlocalisation of the solutions above $\mathbb{R}^d \times \Lambda$.

### 2.2 Two-microlocal Wigner measures

Two-microlocal Wigner measures are objects designed to describe in a precise way oscillation and concentration effects exhibited by sequences of functions on a submanifold $X \subset \mathbb{R}^d \times \mathbb{R}^d$ of phase space. Roughly speaking, the idea consists in working in an enlarged phase space by adding an additional variable that will give a more precise description of the behavior of the Wigner functions close to the set $X$.

These measures were introduced in \[9, 10, 22, 23\] and further developed in \[11\] in a slightly different framework.
Here, we are particularly interested in the situation where $X = \Lambda$, the set of critical points of the symbol $\lambda$. In any case, the theory can be developed without assuming that we are dealing with solutions to an evolution equation, and the submanifold $X$ is not required to have some dynamical meaning. It is convenient to present first the results in this more general framework.

We are first going to assume that $X$ is an affine manifold of $\mathbb{R}^d$ with codimension $p$ given by the equations:
\[
\xi_{r+1}^0 = \xi_1^0, \ldots, \xi_d^0 \in \mathbb{R}^p, \quad \text{for } \xi_{0} = (\xi_1^0, \ldots, \xi_d^0) \in \mathbb{R}^p, \quad r := d - p,
\]
and, given $\xi \in \mathbb{R}^d$, we will set $\xi = (\xi', \xi'')$ with $\xi'' = (\xi_{r+1}, \ldots, \xi_d)$.

**Remark 2.** Note that any submanifold of codimension $p$ in $\mathbb{R}^d$ can be locally identified to a linear space $\{\xi'' = 0\}$ by using a suitable coordinate system, which may be used to extend the analysis of this section to this more general setting. However, in doing so, it turns out that the dependence on the choice of local coordinates becomes an issue and requires special care. We refer the reader to [6] for precise results in that setting.

Now we will extend the phase space $\mathbb{R}_x^d \times \mathbb{R}_t^d$ with a new variable $\eta \in \mathbb{R}_\eta^d$, where $\mathbb{R}_\eta^d$ is the compactification of $\mathbb{R}^d$ obtained by adding a sphere $S^{d-1}$ at infinity. The test functions associated to this extended phase space are functions $a \in \mathcal{E}^\infty_{\eta}(\mathbb{R}_x^d \times \mathbb{R}_t^d \times \mathbb{R}_\eta^d)$ which satisfy the two following properties:

1. there exists a compact $K \subset \mathbb{R}_x^d$ such that, for all $\eta \in \mathbb{R}_\eta^d$, the map $(x, \xi) \mapsto a(x, \xi, \eta)$ is a smooth function compactly supported in $K$;
2. there exists a function $a_\infty$ defined on $\mathbb{R}^d \times \mathbb{R}^d \times S^{d-1}$ and $R_0 > 0$ such that,
   \[
   \text{if } \|\eta\| > R_0, \text{ then } a(x, \xi, \eta) = a_\infty(x, \xi, \eta/\|\eta\|).
   \]

We denote by $\mathcal{S}^0_{\eta}(p)$ the set of such functions; to every $a \in \mathcal{S}^0_{\eta}(p)$ we associate a pseudodifferential operator $\text{op}_\eta^a(\eta)$ as follows:
\[
\text{op}_\eta^a(\eta) = \text{op}_\eta(a^{\eta}_\xi), \quad \text{where } a^{\eta}_\xi(x, \xi) = a\left(x, \xi, \frac{\xi' - \xi'_0}{\xi}\right). \tag{20}
\]

In the above formula, the additional variable $\eta = \frac{\xi' - \xi'_0}{\xi}$ is introduced to capture in greater detail the concentration properties of a sequence of functions onto the set $\{\xi'' = 0\}$. Moreover, notice that
\[
\text{op}_\eta^\alpha(a) = e^{-i \int_{\xi}^{\xi''} \frac{\xi''_0}{\xi}} \text{op}_1\left(a(x, \xi', \xi'_0 + \varepsilon \xi''_0, \xi'')\right) e^{i \int_{\xi}^{\xi''} \frac{\xi''_0}{\xi}}, \tag{21}
\]
which implies in particular that the family $a^{\eta}_\xi(a)_{\varepsilon > 0}$ is uniformly bounded in $\mathcal{S}^0_{\eta}(L^2(\mathbb{R}^d))$.

Now, let $(a^\varepsilon)_{\varepsilon > 0}$ be a sequence in $\mathcal{E}^\infty_{\eta}(\mathbb{R}, L^2(\mathbb{R}^d))$ (so each $a^\varepsilon$ is a continuous function of time into $L^2(\mathbb{R}^d)$) satisfying the uniform bounds:
\[
\exists C_0 > 0, \quad \forall t \in \mathbb{R}, \quad \|a^\varepsilon(t, \cdot)\|_{L^2(\mathbb{R}^d)} \leq C_0.
\]

Note that this is the case if $(a^\varepsilon)_{\varepsilon > 0}$ is a family of solutions to $\varepsilon$ evolved from a sequence of initial data bounded in $L^2(\mathbb{R}^d)$. We will use these functions to define a linear functional $I_{a^\varepsilon}^{\varepsilon}$ acting on $\mathcal{S}^0_{\eta}(p) \times L^1(\mathbb{R})$ as:
\[
I_{a^\varepsilon}^{\varepsilon}(a, \Xi) = \int_{\mathbb{R}} \Xi(t) \left(\text{op}_\eta^a(\eta)a^\varepsilon(t, \cdot), a^\varepsilon(t, \cdot)\right)_{L^2(\mathbb{R}^d)} dt.
\]
These functionals are actually lifts to the extended phase space $\mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^d \eta$ of the Wigner distributions $W^\hbar_{\mu(t)}$. To see this, note that any function $a \in \mathcal{C}_0^\infty (\mathbb{R}^d \times \mathbb{R}^d)$ can be identified to an element of $\mathcal{S}(\mathbb{R})$ that is constant in the variable $\eta$; clearly, under this identification one has:

$$\text{op}_\hbar^\sharp (a) = \text{op}_\hbar (a),$$

which implies, for these kind of $a$ independent of $\eta$:

$$I^\hbar_{\mu}(a, \Xi) = \int_{\mathbb{R}} \int_{\mathbb{R}^d \times \mathbb{R}^d} \Xi(t) a(x, \xi) W^\hbar_{\mu(t)}(x, \xi) \, dx d\xi, \quad \forall a \in \mathcal{C}_0^\infty (\mathbb{R}^d \times \mathbb{R}^d).$$

Therefore, letting $\mu_t$ denote the Wigner measures of $(\mu(t, \cdot))_{t \geq 0}$ as described in Section 2.1 we have by dominated convergence and the definition of $\mu_t$:

$$I^\hbar_{\mu}(a, \Xi) \rightarrow_{\epsilon \to 0} \int_{\mathbb{R}} \Xi(t) \int_{\mathbb{R}^d \times \mathbb{R}^d} a(x, \xi) \mu_t(dx, d\xi) \, dt, \quad \forall a \in \mathcal{C}_0^\infty (\mathbb{R}^d \times \mathbb{R}^d).$$

Nevertheless, when the convergence of $(I^\hbar_{\mu})_{\epsilon > 0}$ is tested against general functions on the extended phase, the resulting accumulation points have some additional structure:

**Proposition 2.** Suppose that $(\mu_{\epsilon})_{\epsilon > 0}$ and $\mu_t$ are as above. Then, up to the extraction of a sequence $(i_{\epsilon})_{\epsilon \in \mathbb{N}}$, there exist a $L^\infty$-map $\gamma : t \mapsto \gamma$ taking values in the set of positive Radon measures on $\mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^d$ and a $L^\infty$-map $\mathcal{M} : t \mapsto \mathcal{M}_t$ into the set of operator-valued positive measures on $\mathbb{R} \times \mathbb{R}^2$ that are trace class operators on $L^2 (\mathbb{R}^d_{\op})$ such that, for every $a \in \mathcal{S}(\mathbb{R})$ and $\Xi \in L^1 (\mathbb{R})$:

$$I^\hbar_{\mu}(a, \Xi) \rightarrow_{\epsilon \to 0} \int_{\mathbb{R}} \Xi(t) \int_{\mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^d} \alpha_a(x, \xi, \bar{\eta}^\infty) \mu_t(dx, d\xi, d\eta) \, dt$$

$$+ \int_{\mathbb{R}} \Xi(t) \int_{\mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^d} \alpha_a(x, \xi, \bar{\eta}^\infty, \omega) \gamma_t(dx, d\xi, d\omega) \, dt$$

$$+ \int_{\mathbb{R}} \Xi(t) \int_{\mathbb{R}^d \times \mathbb{R}^d} \text{Tr}_{L^2 (\mathbb{R}^d)} [a^W (x, y, \xi, \eta^\infty, D_x) \mathcal{M}_t(dx, d\xi)] \, dt,$$

where, for every $(x', \xi') \in \mathbb{R}^d$, $a^W (x, y, \xi, \eta^\infty, D_x) \mathcal{M}_t(dx, d\xi)$ denotes the pseudodifferential operator acting on $L^2 (\mathbb{R}^d)$ obtained by the Weyl quantization of the symbol $(y, \eta) \mapsto a(x', y, \xi', \eta^\infty, \delta)$.

The proof of this result is essentially identical to that of Theorem 1 in [10] (except for the fact that here everything depends on $t$); see also [9, 1, 2] for very closely related results in a slightly different context.

In order to enlighten the different nature of the different objects involved in formula (24), we emphasize the following characterization: let $\chi \in \mathcal{C}_0^\infty (\mathbb{R})$ be a cut-off function such that $0 \leq \chi \leq 1$, $\chi(\eta) = 1$ for $||\eta|| \leq 1$ and $\chi(\eta) = 0$ for $||\eta|| \geq 2$; then, one has: (see again the proof of Theorem 1 in [10], or [9, 1, 2]): (i) the measure $\gamma$ in Proposition 2 is obtained through the limiting procedure

$$\int_{\mathbb{R}} \Xi(t) \int_{\mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^d} \alpha_a(x, \xi, \bar{\eta}^\infty, \omega) \gamma_t(dx, d\xi, d\omega) \, dt = \lim_{\delta \to 0} \lim_{\epsilon \to 0} I^\hbar_{\mu}(a^{R, \delta}, \Xi),$$

where

$$a^{R, \delta} (x, \xi, \eta) = a(x, \xi, \eta) \chi \left( \frac{\bar{\eta}^\infty - \bar{\eta}^\infty}{\delta} \right) \left( 1 - \chi \left( \frac{\eta}{R} \right) \right);$$

(ii) the measure $\mathcal{M}_t$ in Proposition 2 is obtained as the iterated limits

$$\int_{\mathbb{R}} \Xi(t) \int_{\mathbb{R}^d} \text{Tr}_{L^2 (\mathbb{R}^d)} [a^W (x, y, \xi, \eta^\infty, D_x) \mathcal{M}_t(dx, d\xi)] \, dt = \lim_{\delta \to 0} \lim_{\epsilon \to 0} I^\hbar_{\mu}(a_{R, \delta}, \Xi),$$
where
\[ a_{R,\delta}(x, \xi, \eta) = a(x, \xi, \eta) \left( \frac{\xi'' - \xi''_0}{\delta} \right) \chi \left( \frac{\eta}{R} \right). \] (26)

The presence of the cut-off \( \chi(\eta/R) \) explains the different roles played by \( \gamma \) and \( M_t \). The measure \( M_t \) captures the fraction of the \( L^2 \)-mass of the sequence \( \{ u^\varepsilon \} \) that concentrates onto \( \{ \xi'' = \xi''_0 \} \) at rate precisely \( \varepsilon \). The measure \( \gamma \), on the other hand, describes how the \( L^2 \)-mass of the sequences concentrates on \( \{ \xi'' = \xi''_0 \} \) at a slower rate.

Besides, it is convenient to use a decomposition of \( M_t \) based on the Radon-Nikodym Theorem. Define the map \( \nu : t \mapsto \nu_t \) by
\[ \nu_t(dx',d\xi'') = \text{Tr}_{L^2(\mathbb{R}^p)} M_t(dx',d\xi''). \]
This \( L^p \)-map is valued in the set of positive measures on \( \mathbb{R}^{2p} \) and there exists a measurable map \( M : (t,x',\xi'') \mapsto M_t(x',\xi'') \) valued in the set of self-adjoint, positive, trace-class operators on \( L^2(\mathbb{R}^p) \) such that
\[ M_t(dx',d\xi'') = M_t(x',\xi'') \nu_t(dx',d\xi''). \]

Note that, by construction, we have \( \text{Tr}_{L^2(\mathbb{R}^p)} M_t(x',\xi'') = 1 \). We are then left with three objects, \( \gamma \), \( \nu_t \), and \( M_t \).

Note that the results we have presented so far hold without assuming that \( u^\varepsilon \) solves an evolution equation, nor that \( \{ \xi'' = \xi''_0 \} \) is the set of critical points of the function \( \lambda \). The fact that the sequence \( \langle u^\varepsilon(t, \cdot) \rangle_{k \in \mathbb{N}_0} \) generating \( \mu_k \) consists of solutions to equation (2) and that \( \Lambda \) is the set of critical points of its symbol implies additional regularity and propagation properties on the measures \( \gamma \) and \( M_t \) that we will use in the next section. Let us anticipate that the latter propagates following a Heisenberg equation, whereas \( \gamma \) enjoys an additional geometric invariance. Finally, it is not hard to prove (though we will not do that here, see [1]) that \( \nu_t \) does not depend on \( t \), and in fact \( \nu_t = \nu^0 \), which is the measure appearing in the statement of Theorem 3 only depends on the sequence of initial data.

Let us mention that the use of two-microlocal semiclassical measures for dispersive equations was initiated in [21], in the context of the Schrödinger equation on the torus. These results were largely extended and improved in subsequent works [11, 2]. The reader might find interesting to compare the results of the present note to those in the aforementioned references.

3 The particular case: countable critical points

This section is mainly devoted to a sketch of the proof of Theorems 1, 2, and to the analysis of the examples of Proposition 1.

3.1 Two microlocal Wigner measures associated to a critical point

Our goal in this section will be to compute the restriction to \( \{ \xi = \xi_0 \} \), with \( \xi_0 \in A \), of the semiclassical measure \( \mu_k \) associated to sequences of solutions to (2) in terms of quantities that depend only on the sequence of initial data.

The results of the previous section applied to the particular case \( \{ \xi = \xi_0 \}, p = d \), ensure the existence of measures \( \gamma \in \mathcal{M}_+(\mathbb{R}^d \times S^{d-1}) \) and of a positive family of Hermitian operators \( M_t \in \mathcal{L}^1(L^2(\mathbb{R}^d)) \) such that, for all \( (a, \xi) \in \mathcal{S}^0(d) \times L^1(\mathbb{R}) \),
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\[ \int_{\mathbb{R}} \Xi(t) \int_{\mathbb{R}^d \times S^{d-1}} a_\varepsilon(x, \xi_0, \omega) \gamma(dx, d\omega) dt = \lim_{\delta \to 0} \lim_{\varepsilon \to 0} I_{\varepsilon, \delta}^{a_\varepsilon}(u, \Xi) \]  

(27)

and

\[ \int_{\mathbb{R}} \Xi(t) \text{Tr}_{L^2(\mathbb{R}^d)} \{ a^W(y, \xi_0, D_x) M_t \} dt = \lim_{\delta \to 0} \lim_{\varepsilon \to 0} I_{\varepsilon, \delta}^{a_\varepsilon}(u, \Xi), \]

(28)

where \( a^{R, \delta}(x, \xi, \eta) \) and \( a_{R, \delta}(x, \xi, \eta) \) are defined in (25) and (26) respectively. The localization property (19) and Proposition 2 together with identity (23), then assert that, for every \( b \in \mathscr{C}_0^\infty(\mathbb{R}^d \times \mathbb{R}^d) \) and a.e. \( t \in \mathbb{R} \):

\[ \int_{\{\xi = \xi_0\}} b(x, \xi) \mu_t(dx, d\xi) = \int_{\mathbb{R}^d \times S^{d-1}} b(x, \xi_0) \gamma(dx, d\omega) + \text{Tr}_{L^2(\mathbb{R}^d)} [b^W(\cdot, \xi_0) M_t]. \]

(29)

The fact that \( u^\varepsilon \) solves equation (2) implies that \( \gamma \) and \( M_t \) enjoy the following additional properties:

**Theorem 5.** Let \( (u^\varepsilon)_{\varepsilon > 0} \) be a sequence of solutions to (2) issued from a \( L^2(\mathbb{R}^d) \)-bounded sequence of initial data \( (u^\varepsilon_0)_{\varepsilon > 0} \), then:

(i) For almost every \( t \in \mathbb{R} \), the measure \( \gamma \) is invariant through the flow

\[ \Phi^t : \mathbb{R}^d \times S^{d-1} \ni (x, \omega) \mapsto (x + t \nabla^2 \lambda(\xi_0), \omega) \in \mathbb{R}^d \times S^{d-1}. \]

(ii) \( M_t = |u_{\xi_0}(t, \cdot)|^2 \langle u_\xi_0(t, \cdot) \rangle \), where \( u_{\xi_0} \) solves

\[ \begin{cases} i \partial_t u_{\xi_0}(t, x) = \frac{1}{2} \nabla^2 \lambda(\xi_0) D_x \cdot D_x u_{\xi_0}(t, x) + V(x) u_{\xi_0}(t, x), \\ u_{\xi_0}|_{t=0}(x) = u_{0, \xi_0}(x), \end{cases} \]

(30)

and \( u_{0, \xi_0} \) is a weak limit in \( L^2(\mathbb{R}^d) \) of \( (e^{-it\lambda_{\xi_0}^0} u_{0, \xi_0})_{\varepsilon > 0} \) when \( \varepsilon \to 0^+ \).

The localization property (19) and Corollary 2 below imply together Theorem 1.

**Corollary 2.** For every \( \xi_0 \in \Lambda \) and almost every \( t \in \mathbb{R} \) one has

\[ \mu_t(dx, d\xi) \big|_{\{\xi = \xi_0\}} \geq |u_{\xi_0}(t, x)|^2 \delta_{\xi_0}(d\xi), \]

with equality if \( \xi_0 \) is a non-degenerate critical point.

**Proof.** We are going to show that the measure \( \gamma \) vanishes identically if \( \xi_0 \) is non-degenerate. This is a consequence of the following result, whose proof can be found in [6].

**Lemma 1.** Let be \( \Phi_\varepsilon : \mathbb{R}^d \times \mathbb{R}^d \longrightarrow \mathbb{R}^d \times \mathbb{R}^d \) a flow satisfying: for every compact \( K \subset \mathbb{R}^d \times \mathbb{R}^d \) containing no stationary points of \( \Phi_\varepsilon \), there exist constants \( \alpha, \beta > 0 \) such that:

\[ \alpha |s| - \beta \leq \| \Phi_\varepsilon(x, \xi) \| \leq \alpha |s| + \beta, \quad \forall (x, \xi) \in K \forall s \in \mathbb{R}. \]

Moreover, let \( \mu \) be a finite, positive Radon measure on \( \mathbb{R}^d \times \Omega \) that is invariant by the flow \( \Phi_\varepsilon \). Then \( \mu \) is supported on the set of stationary points of \( \Phi_\varepsilon \).

When this lemma is applied to the measure \( \gamma \) and the flow \( \Phi^t \), one finds out that \( \gamma = 0 \).

**Remark 3.** The formula in Corollary 2 shows in particular that the semiclassical measure \( \mu_t \) is not uniquely determined by the semiclassical measure \( \mu_0 \) of the sequence of initial data. Suppose that \( \xi_0 \) is a non-degenerate critical point; if \( u_0^\varepsilon = \theta(x) e^{i\phi_0^\varepsilon} \), \( \| \theta \|_{L^2(\mathbb{R}^d)} = 1 \), then \( u_{0, \xi_0}^\varepsilon = \theta \neq 0 \) and \( \mu_0 = dx \otimes \delta_{\xi_0}^{\infty} \) and Corollary 2 tells us that:

\[ \int_{\mathbb{R}} \Xi(t) \int_{\mathbb{R}^d \times S^{d-1}} a_\varepsilon(x, \xi_0, \omega) \gamma(dx, d\omega) dt = \lim_{\delta \to 0} \lim_{\varepsilon \to 0} I_{\varepsilon, \delta}^{a_\varepsilon}(u^\varepsilon, \Xi) \]

(27)

and

\[ \int_{\mathbb{R}} \Xi(t) \text{Tr}_{L^2(\mathbb{R}^d)} \{ a^W(y, \xi_0, D_x) M_t \} dt = \lim_{\delta \to 0} \lim_{\varepsilon \to 0} I_{\varepsilon, \delta}^{a_\varepsilon}(u^\varepsilon, \Xi), \]

(28)

where \( a^{R, \delta}(x, \xi, \eta) \) and \( a_{R, \delta}(x, \xi, \eta) \) are defined in (25) and (26) respectively.
\[ \mu(dx, d\xi) = |u_{0}(t, x)|^{2}dx \delta_{0}(d\xi) \neq 0. \]

However, if we choose initial data \( v_{0}^{\varepsilon}(x) = \theta(x)e^{-(\varepsilon \beta \phi_{0})^{2} + \varepsilon^{2} \phi_{0}) x \) with \( \beta \in (0, 1) \), they have the same semi-classical measure \( \mu_{0} \) as \( (u_{0}^{\varepsilon})_{\varepsilon > 0} \), whereas Corollary \( \ref{cor:3} \) now shows that the measure \( \mu_{i}(dx, d\xi) \) is 0, since any weak limit of \( e^{-\varepsilon \phi_{0}}v_{0}^{\varepsilon} \) is 0.

**Proof (Proof of Theorem \( \ref{thm:5} \)).** Let us start proving part (i), namely the invariance of \( \gamma \). Let \( a \in \mathcal{H}(d) \) and \( a^{R, \delta} \) as defined in \( \ref{def:5} \). We set

\[ \tilde{\phi}_{0}^{2}(x, \xi, \eta) := (x + s\nabla^{2}\lambda(\xi)) \eta, \xi, \eta, \ (x, \xi, \eta) \in \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{d} \]

and we note that \( a^{R, \delta} \circ \tilde{\phi}_{0}^{2} \) also is a symbol of \( \mathcal{H}(d) \) (in particular, it is smooth because it is supported on \( |\eta| > R \)). Besides

\[ (a^{R, \delta} \circ \tilde{\phi}_{0}^{2})_{\omega} = a_{\omega} \circ \phi_{0}^{2}. \]

Our aim is to prove that for all \( \Xi \in \mathcal{V}_{0}(\mathbb{R}^{d}) \), as \( \varepsilon \) goes to 0, then \( R \) to +∞ and finally \( \delta \) to 0,

\[ I^{\varepsilon}_{\delta}(a^{R, \delta} \circ \tilde{\phi}_{0}^{2}, \Xi) = I^{\varepsilon}_{\delta}(a^{R, \delta}, \Xi) + o(1). \]  \( \tag{31} \)

We observe that the quantification of \( a^{R, \delta} \circ \tilde{\phi}_{0}^{2} \) has the following property

\[
\left( a^{R, \delta} \circ \tilde{\phi}_{0}^{2} \right)^{2} = a^{R, \delta} \left( x + \frac{s}{|\xi - \xi_{0}|} \nabla^{2}\lambda(\xi_{0})(\xi - \xi_{0}), \xi, \xi_{0}, \xi_{0}, \xi_{0}, \xi \right)
\]

\[
= a^{R, \delta} \left( x + \frac{s}{|\xi - \xi_{0}|} \nabla\lambda(\xi), \xi, \xi_{0}, \xi_{0}, \xi - \xi_{0} \right) + r_{\varepsilon, \varepsilon, \varepsilon}(x, \xi)
\]

with

\[ ||op_{\varepsilon}(r_{\varepsilon, \varepsilon, \varepsilon})||_{L^{2}(\mathbb{R}^{d})} = O(\delta). \]

For this, we have used that \( |\xi - \xi_{0}| < \delta \) on the support of \( a^{R, \delta} \), that \( \nabla\lambda(\xi_{0}) = 0 \) and that there exists a smooth bounded tensor of degree 3, \( \Gamma \), with bounded derivatives such that

\[ \nabla\lambda(\xi) = \nabla^{2}\lambda(\xi_{0})(\xi - \xi_{0}) + \Gamma(\xi)(\xi - \xi_{0}, \xi - \xi_{0}). \]

As a consequence, the claim \( \ref{claim:1} \) is equivalent to proving that for all \( \Xi \in \mathcal{V}_{0}(\mathbb{R}^{d}) \), as \( \varepsilon \) goes to 0, then \( \delta \) to 0 and \( R \) to +∞,

\[ I^{\varepsilon}_{\delta}(b^{R, \delta}_{\varepsilon}(s), \Xi) = I^{\varepsilon}_{\delta}(a^{R, \delta}, \Xi) + o(1) \]

where \( b^{R, \delta}_{\varepsilon}(s) \) is the symbol

\[ b^{R, \delta}_{\varepsilon}(s)(x, \xi) = a^{R, \delta} \left( x + \frac{s}{|\xi - \xi_{0}|} \nabla^{2}\lambda(\xi_{0})(\xi - \xi_{0}), \xi, \xi_{0}, \xi_{0}, \xi - \xi_{0} \right). \]

To this aim, we will show that for all \( \Xi \in \mathcal{V}_{0}(\mathbb{R}^{d}) \), as \( \varepsilon \) goes to 0, then \( R \) to +∞ and finally \( \delta \) to 0,

\[ I^{\varepsilon}_{\delta}(\nabla b^{R, \delta}_{\varepsilon}(s), \Xi) = o(1). \]  \( \tag{32} \)

We observe that
\[
\partial_s b^R_\varepsilon(s)(x,\xi) = |\xi - \xi_0|^{-1} \nabla \lambda(\xi) \cdot \nabla_x u^{R,\varepsilon}
\left(x + \frac{s}{|\xi - \xi_0|} \nabla^2 \lambda(\xi_0)(\xi - \xi_0), \xi, \frac{\xi - \xi_0}{\varepsilon}\right)
\]

where

\[
\hat{b}^{R,\varepsilon}_\varepsilon(s, x, \xi) := |\xi - \xi_0|^{-1} b^{R,\varepsilon}_\varepsilon(s, x, \xi).
\]

This function satisfies: for all \(\alpha \in \mathbb{N}^d\) there exists a constant \(C_\alpha\) such that for all \(x, \xi \in \mathbb{R}^d\)

\[
|\hat{b}^{R,\varepsilon}_\varepsilon(s, x, \xi)| + |\partial^{\alpha}_s \hat{b}^{R,\varepsilon}_\varepsilon(x, \xi)| \leq C_\alpha(Re)^{-1}.
\]

By the symbolic calculus of semiclassical pseudodifferential operators, we have

\[
\text{op}_\varepsilon^\dagger \left( \nabla \lambda(\xi) \cdot \nabla_x \hat{b}^{R,\varepsilon}_\varepsilon \right) = \frac{i}{\varepsilon} \left[ \lambda(\varepsilon D), \text{op}_\varepsilon \left( \hat{b}^{R,\varepsilon}_\varepsilon \right) \right] + O(\varepsilon) + O(1/R)
\]

\[
= \frac{i}{\varepsilon} \left[ \lambda(\varepsilon D_x) + \varepsilon^2 V, \text{op}_\varepsilon \left( \hat{b}^{R,\varepsilon}_\varepsilon \right) \right] + O(1/R) + O(\varepsilon).
\]

On the other hand,

\[
\frac{d}{dt} \left( \text{op}_\varepsilon \left( \hat{b}^{R,\varepsilon}_\varepsilon \right) u^\varepsilon(t), u^\varepsilon(t) \right) = \frac{i}{\varepsilon} \left( \left[ \lambda(\varepsilon D_x) + \varepsilon^2 V, \text{op}_\varepsilon \left( \hat{b}^{R,\varepsilon}_\varepsilon \right) \right] u^\varepsilon(t), u^\varepsilon(t) \right) + O(\varepsilon).
\]

Therefore

\[
I^\varepsilon_{\alpha} (\partial_s \hat{b}^{R,\varepsilon}_\varepsilon(s), \xi) = \int \Xi(t) \left( \text{op}_\varepsilon^\dagger \left( \nabla \lambda(\xi) \cdot \nabla_x \hat{b}^{R,\varepsilon}_\varepsilon \right) u^\varepsilon(t), u^\varepsilon(t) \right) dt
\]

\[
= \frac{i}{\varepsilon} \int \Xi(t) \left( \left[ \lambda(\varepsilon D), \text{op}_\varepsilon \left( \hat{b}^{R,\varepsilon}_\varepsilon \right) \right] u^\varepsilon(t), u^\varepsilon(t) \right) dt + O(1/R) + O(\varepsilon)
\]

\[
= \varepsilon \int \Xi(t) \frac{d}{dt} \left( \text{op}_\varepsilon \left( \hat{b}^{R,\varepsilon}_\varepsilon \right) u^\varepsilon(t), u^\varepsilon(t) \right) dt + O(1/R) + O(\varepsilon)
\]

\[
= -\varepsilon \int \Xi'(t) \left( \text{op}_\varepsilon \left( \hat{b}^{R,\varepsilon}_\varepsilon \right) u^\varepsilon(t), u^\varepsilon(t) \right) dt + O(1/R) + O(\varepsilon)
\]

\[
= O(1/R) + O(\varepsilon),
\]

which gives \([32]\), thus \([31]\), and concludes the proof.

To prove part (ii) one starts noticing that, by symbolic calculus and \([21]\),

\[
\left( \text{op}_\varepsilon^\dagger \left( a_{R,\varepsilon} \right) u^\varepsilon(t), u^\varepsilon(t) \right) = \left( \text{op}_1 \left( A^{\varepsilon}_{R,\varepsilon} \right) \Phi^\varepsilon(t), \Phi^\varepsilon(t) \right),
\]

where

\[
\Phi^\varepsilon(t, x) := e^{-\frac{i}{\varepsilon^2} b_{\varepsilon}(t, x)} u^\varepsilon(t, x), \quad A^{\varepsilon}_{R,\varepsilon}(x, \xi) := a_{R,\varepsilon}(x, \xi_0 + \varepsilon \xi, \xi).
\]

Since \(u^\varepsilon\) solves \([2]\), one sees that \(\Phi^\varepsilon\) satisfies

\[
i \partial_t \Phi^\varepsilon(t, x) = \frac{1}{\varepsilon^2} \lambda(\xi_0 + \varepsilon D_x) \Phi^\varepsilon(t, x) + V(x) \Phi^\varepsilon(t, x) + O(\varepsilon).
\]

A Taylor expansion for \(\lambda(\xi)\) around \(\xi_0\) shows that setting

\[
u_{\xi_0}^\varepsilon(t, x) := e^{\frac{i}{\varepsilon^2} \lambda(\xi_0)} \Phi^\varepsilon(t, x),
\]
then \( u^\varepsilon_{\varepsilon_0} \) solves in \( L^2(\mathbb{R}^d) \),

\[
 i\partial_t u^\varepsilon_{\varepsilon_0}(t,x) = \nabla^2 \lambda(\xi_0) D_x \cdot D_x u^\varepsilon_{\varepsilon_0}(t,x) + V(x) u^\varepsilon_{\varepsilon_0}(t,x) + O(\varepsilon).
\]

We still have,

\[
 \left( \text{op}_t^\varepsilon \left( A_{R,\delta}^\varepsilon \right) u^\varepsilon(t), u^\varepsilon(t) \right) = \left( \text{op}_0 \left( A_{R,\delta}^0 \right) u_{\varepsilon_0}, u_{\varepsilon_0} \right).
\]

On the other hand,

\[
 A_{R,\delta}^\varepsilon(x, \xi) = a(x, \xi_0 + \varepsilon \xi, \xi) \chi(\varepsilon \xi/\delta) \chi(\xi/R) = a(x, \xi_0, \xi) \chi(\xi/R) + O(\varepsilon) = A_{R}^0(x, \xi) + O(\varepsilon).
\]

Notice that the remainder depends on \( R \) and \( \delta \), but that this is harmless since we shall first let \( \varepsilon \) go to 0. Using again the symbolic calculus, we write

\[
 \text{op}_1 \left( A_{R,\delta}^\varepsilon \right) = \text{op}_1 \left( A_{R,\delta}^0 \right) + O(\varepsilon).
\]

Therefore,

\[
 \lim_{\varepsilon \to 0} I^\varepsilon_{a}\left( A_{R,\delta}^\varepsilon, \Xi \right) = \lim_{\varepsilon \to 0} \int_{\mathbb{R}} \Xi(t) \left( \text{op}_1 \left( A_{R}^0 \right) u_{\varepsilon_0}, u_{\varepsilon_0} \right) dt.
\]

By \cite{27} Lemma 4.26, \( \text{op}_1 \left( A_{R}^0 \right) \) is a compact operator on \( L^2(\mathbb{R}^d) \); therefore, if

\[
 u^\varepsilon_{\varepsilon_0}(0, \cdot) \to u^0_{\varepsilon_0}
\]

along some subsequence \( (\varepsilon_k)_{k \in \mathbb{N}} \), it follows that, for every \( t \in \mathbb{R} \),

\[
 \lim_{k \to \infty} \left( \text{op}_1 \left( A_{R}^0 \right) u^\varepsilon_{\varepsilon_0}(t), u^\varepsilon_{\varepsilon_0}(t) \right) = \left( \text{op}_1 \left( A_{R}^0 \right) u_{\varepsilon_0}, u_{\varepsilon_0} \right),
\]

where \( u_{\varepsilon_0} \) solves:

\[
 i\partial_t u_{\varepsilon_0}(t,x) = \nabla^2 \lambda(\xi_0) D_x \cdot D_x u_{\varepsilon_0}(t,x) + V(x) u_{\varepsilon_0}(t,x), \quad u_{\varepsilon_0} \rvert_{t=0}(x) = u^0_{\varepsilon_0}(x).
\]

In particular, if the convergence \( \text{33} \) takes place then the sequence \( (u^\varepsilon_{\varepsilon_0}(0, \cdot)) \) must have a unique weak accumulation point and:

\[
 \lim_{\varepsilon \to 0} I^\varepsilon_{a}\left( A_{R,\delta}^\varepsilon, \Xi \right) = \int_{\mathbb{R}} \Xi(t) \text{Tr}_{L^2(\mathbb{R}^d)} \left[ \text{op}_1 \left( A_{R}^0 \right) \right] u_{\varepsilon_0}(t) ||u_{\varepsilon_0}(t)|| dt.
\]

The result follows from \( \text{28} \) by letting \( R \) go to \( +\infty \).

In order to prove Theorem\cite{24} notice that the assumption that is made in its statement implies that \( \gamma_0 = 0 \) (by the characterization of \( \gamma \) in \( \text{27} \)), and the result comes from the conservation of mass of \( \gamma \):

**Lemma 2.** For all \( t \in \mathbb{R} \),

\[
 \int_{\mathbb{R}^d \times S^{d-1}} \gamma(dx, d\omega) = \int_{\mathbb{R}^d \times S^{d-1}} \gamma_0(dx, d\omega).
\]

**Proof.** Using the characterization in \( \text{27} \), we have, for \( R, \delta > 0 \) and \( \chi \) as in \( \text{25} \):

\[
 J^\varepsilon_{R,\delta}(t) = \left( 1 - \chi \left( \frac{\varepsilon D_x - \xi_0}{RE} \right) \right) \chi \left( \frac{\varepsilon D_x - \xi_0}{\delta} \right) u^\varepsilon(t, \cdot), u^\varepsilon(t, \cdot) \right).
\]
Using the dynamical equation (2), we obtain

\[
\frac{d}{dt} T_{R, \delta}(t) = -i \left[ \left(1 - \frac{eD_x - \xi_0}{\text{Re}}\right) \Theta \left(\frac{eD_x - \xi_0}{\delta}\right), V \right] u^\varepsilon(t, \cdot), u^\varepsilon(t, \cdot)
\]

\[
= O(\varepsilon) + O(1/R) + O(\delta)
\]

by semiclassical symbolic calculus. Therefore, taking limits in all the parameters one concludes.

### 3.2 Degenerate critical points

In this section we focus on the situation of Proposition 1 with the family of initial data given by (12). These concentrate microlocally onto \( \xi_0 \) and the two-microlocal measures associated with them depend on the value of \( \alpha \):

(i) If \( \alpha = 0 \), then \( \gamma_0(dx, d\omega) = |\theta(x)|^2 dx \delta_{\omega_0}(d\omega) \) and \( M_0 = 0 \).

(ii) If \( \alpha \neq 0 \), then \( \gamma_0(dx, d\omega) = \delta_0(dx) \delta_{\omega_0}(d\omega) \) and \( M_0 = 0 \).

Comparatively, for the data in (4) (which corresponds to \( \alpha = 0 \) and \( \omega_0 = 0 \)), we have \( \gamma_0 = 0 \) and \( M_0 \) is the projector on \( \theta \). The fact that the direction of oscillations has been shifted by \( \varepsilon \omega_0 \) yields that all mass concentrating onto \( \xi_0 \) comes from the infinity with respect to the scale \( \varepsilon \). The contributions that we observe in Proposition 1 are reminiscent of the measure \( \gamma \) which happens to be non-zero in this situation. Since \( V = 0 \), it is possible to calculate everything explicitly and one gets the following description, which implies Proposition 1.

**Lemma 3.** Assume \( \omega_0 \in \ker \nabla^2 \lambda(\xi_0) \), \( \beta > \frac{1}{2} \) and \( V = 0 \).

(i) If \( \alpha = 0 \), then \( \gamma(dx, d\omega) = |\theta(x)|^2 dx \delta_{\omega_0}(d\omega) \) and therefore:

\[
\mu_\varepsilon(dx, d\xi) = \left| e^{i\varepsilon^2 \lambda(\xi_0)} D_x \theta(x) \right|^2 dx \delta_{\omega_0}(d\xi).
\]

(ii) If \( \alpha \neq 0 \), then \( \gamma(dx, d\omega) = \|\theta\|^2 L^2(\mathbb{R}^d) \delta_0(dx) \delta_{\omega_0}(d\omega) \) and in particular:

\[
\mu_\varepsilon(dx, d\xi) = \|\theta\|^2 L^2(\mathbb{R}^d) \delta_0(dx) \delta_{\omega_0}(d\xi).
\]

**Proof.** The proof relies on the analysis of the product

\[
L^\varepsilon := \left( \text{op}_\varepsilon \left( a \left( x, \xi, \frac{\xi - \xi_0}{\varepsilon} \right) \right) \right) u^\varepsilon(t, \cdot), u^\varepsilon(t, \cdot), \quad a \in \mathcal{S}^0(d).
\]

We observe that \( L^\varepsilon \) reads:

\[
L^\varepsilon = (2\pi)^{-3d} e^{-3d - da} \int_{\mathbb{R}^d} a \left( \frac{x + y}{2}, \xi, \frac{\xi - \xi_0}{\varepsilon} \right) \Theta \left( \frac{\xi - \xi_0}{\varepsilon \alpha} \right) \Theta \left( \frac{y}{\varepsilon \alpha} \right) \times \exp \left[ \frac{i}{\varepsilon} \left( (x - y) \cdot \xi - (x' - y') (\xi_0 + e^\beta \omega_0) + \xi \cdot (y - y') - \eta \cdot (x - x') \right) \right]
\]

\[
\times \exp \left[ \frac{it}{\varepsilon^2} (\lambda(\eta) - \lambda(\xi)) \right] dx' dy' dx dy d\xi d\eta.
\]
We perform the change of variables

\[ x = e^a X, \quad x' = e^a X', \quad y = e^a Y, \quad y' = e^a Y', \]
\[ \xi = \xi_0 + e^\beta \omega_0 + e^{1-\alpha} \xi', \quad \zeta = \zeta_0 + e^\beta \omega_0 + e^{1-\alpha} \zeta', \quad \eta = \xi_0 + e^\beta \omega_0 + e^{1-\alpha} \eta' \]

in order to obtain

\[ L^\xi = (2\pi)^{-3d} \int_{\mathbb{R}^d} a \left( e^a \frac{X+Y}{2}, \xi_0 + e^\beta \omega_0 + e^{1-\alpha} \xi' \right) \]
\[ \times \text{Exp} \left[ i \left( \xi' \cdot (X-Y) + \zeta' \cdot (Y-Y') - \eta' \cdot (X-X') \right) + \frac{it}{\varepsilon^2} \Gamma_e (\xi', \eta') \right] \]
\[ \times \theta (X') \, dX' \, dy \, \xi' \, d\xi' \, d\eta', \]

with

\[ \Gamma_e (\xi', \eta') = \lambda \left( \xi_0 + e^\beta \omega_0 + e^{1-\alpha} \xi' \right) - \lambda \left( \xi_0 + e^\beta \omega_0 + e^{1-\alpha} \eta' \right) \]
\[ = e^{2(1-\alpha)} (V^2 \lambda (\xi_0) \eta') - V^2 \lambda (\xi_0) \xi' + O(\varepsilon^3), \]

where we have used \( V^2 \lambda (\xi_0) \omega_0 = 0 \) and \( \beta < 1 - \alpha \). Since \( 3\beta > 2 \), the term in \( O(\varepsilon^3) \) will be negligible in the phase. Now, the situation depends on whether \( \alpha = 0 \) or not.

If \( \alpha \neq 0 \), by use of Taylor expansion and by the definition of \( a \), one easily convinces oneself that

\[ L^\xi \sim a_\infty (0, \xi_0, \omega_0) (2\pi)^{-3d} \int_{\mathbb{R}^d} \theta (X') \, dX' \, dy \, \xi' \, d\xi' \, d\eta', \]

The integration in \( \xi' \) generates a Dirac mass \( \delta(X-Y) \), then the integration in \( X \) generates a Dirac mass \( \delta(\xi'-\eta') \), whence

\[ L^\xi \sim (2\pi)^{-d} a_\infty (0, \xi_0, \omega_0) \int_{\mathbb{R}^d} \theta (X') \, dX' \, dy' \, d\eta', \]

whence

\[ L^\xi \sim a_\infty (0, \xi_0, \omega_0) \| \theta \|_{L^2 (\mathbb{R}^d)}. \]

If \( \alpha = 0 \), similar arguments give

\[ L^\xi \sim (2\pi)^{-3d} \int_{\mathbb{R}^d} a_\infty \left( \frac{X+Y}{2}, \xi_0, \omega_0 \right) \theta (X') \, dX' \, dy \, \xi' \, d\xi' \, d\eta', \]

Integration in \( \xi' \) generates a Dirac mass \( \delta(X-Y) \) and integration in \( Y' \) and \( X' \) give

\[ L^\xi \sim (2\pi)^{-2d} \int_{\mathbb{R}^d} a_\infty (X, \xi_0, \omega_0) \theta (\eta') \theta (\xi') \exp \left[ i (X \cdot (\xi' - \eta')) \right] \]
\[ \times \exp \left[ it (V^2 \lambda (\xi_0) \eta') - V^2 \lambda (\xi_0) \xi' + O(\varepsilon^3) \right] \, dX \, d\xi' \, d\eta'. \]

We deduce
\[ L^c \sim \int_{\mathbb{R}^d} a_{\alpha}(x, \xi_0, \partial_0) |\varphi| |x| \alpha (1 + d^2 \lambda(\xi_0)) D_{\xi} x |^2 dx, \]

as stated in the Proposition.

4 Some comments on the case of a manifold of critical points

The proof of Theorem 3 follows essentially the lines of that of Theorem 1, in particular a result analogous to Theorem 5 holds, based on the two-microlocal semiclassical measures described in Section 2.2. For the proof of a more general result, the reader may consult [6].

In this section, we develop the arguments of Remark 3 showing that whenever \( \dim \Lambda = p > 0 \), then the weak limit \( v \) of the energy densities \( |v^\varepsilon (t, \cdot, \cdot)|^2 d\mu \) may not be absolutely continuous with respect to \( dx \).

Let us first assume \( A_0, A_1, A_2 \) and suppose that the Hessian of \( \lambda \) at its critical points is of maximal rank so that we can use Theorems 3, 4. Suppose that \( V = 0 \) and \( \Lambda = \{ (\xi', 0) \in \mathbb{R}^d \} \), where as before we write \( \xi = (\xi', \xi) \), with \( \xi' \in \mathbb{R}^r, r = d - p \), and \( \xi'' \in \mathbb{R}^p \). We consider initial data of the form

\[ u_0^\varepsilon(x) = \theta(x'') v^\varepsilon(x'), \]

where \( \alpha \in [0, 1), \| \theta \|_{L^2(\mathbb{R}^p)} = 1 \), and \( v^\varepsilon \) is a uniformly bounded family of \( L^2(\mathbb{R}^d) \) admitting only one semiclassical measure \( m(dx', d\xi') \).

In view of the proof of and the choice of the initial data, we have (with the notations of Theorem 3):

\[ M_0(x', \xi') = |\theta| |\theta| \quad \text{and} \quad v^0(dx', dy', d\xi') = m(dx', d\xi') \delta_0(d\xi''), \]

whence, by Theorem 3,

\[ M_1(x', \xi') = |\theta(t, \xi', y)| \langle \theta(t, y'), \cdot \rangle, \quad \text{with} \quad \theta(t, \xi', y) = e^{-\xi' \cdot \lambda(\xi', 0) D_{\xi} t} \theta(y). \]

We deduce:

\[ \mu_0(dx, d\xi') = |\theta(t, \xi', x'')|^2 dy' \otimes m(dx', d\xi') \delta_0(d\xi''). \]

One sees that, if the projection of \( m \) on the position space is not absolutely continuous with respect to \( dx' \), then the measure describing the weak limit of the energy density will also be singular.

**Corollary 3.** The choice of

\[ v^\varepsilon(x') = e^{\frac{x - z_0}{\varepsilon}} \varphi \left( \frac{x'}{\varepsilon} \right) e^{\xi' \cdot \xi}, \]

which is the one of Remark 4 implies

\[ m(x', \xi') = |\varphi| |\varphi|_{L^2(\mathbb{R})} \delta_{00} dx' \otimes \delta_{00}(d\xi'), \]

whence equation 17.

Of course, in the case where the Hessian of \( \lambda \) is not of maximal rank on \( \Lambda \), for example at a precise point \( \xi_0 = (\xi_0', 0) \), there happens a phenomenon similar to those described in Section 3.2. Let us take a family \( (v^\varepsilon)_{\varepsilon > 0} \) which oscillates along the vector \( (\xi_0', 0) \) as:

\[ v^\varepsilon(x') = e^{\frac{x' \cdot \xi_0'}{\varepsilon}} \varphi(x'), \quad \varphi \in \mathcal{C}_0^\infty(\mathbb{R}^d). \]
We perform the change of variables Proposition 3. The full picture is described in the following proposition.

Besides, as in section 3.2, we add shifted oscillations in $x''$ along a vector $\omega_0 \in \mathbb{R}^{n-1}$ by setting:

$$u_\alpha(x) = e^{-\frac{\alpha t}{\varepsilon}} \frac{x''}{\varepsilon} \exp \left( \frac{x''}{\varepsilon} \right).$$

The full picture is described in the following proposition.

**Proposition 3.** Assume $\nabla x = \lambda(\xi, 0, 0)$ and $\beta > 4\eta$.

(i) If $\alpha = 0$, then:

$$\mu_i(dx, d\xi) = \left| \varphi(x')e^{\frac{i}{\varepsilon} \left( \lambda(\xi)D(\eta) \right)} \theta(x') \right| dx \otimes \delta_0(d\xi).$$

(ii) If $\alpha \neq 0$, then:

$$\mu_i(dx, d\xi) = \left| \varphi(x') \right|^2 dx' \otimes \delta_0(dx') \otimes \delta_0(d\xi).$$

Here again, we see that both situations may occur when the Hessian is not of maximal rank: absolute continuity with respect to Lebesgue measure or singularity.

**Proof.** The proof relies on the analysis of the integral

$$L_\varepsilon = \left( \alpha \varepsilon \left( x, \xi, \frac{\varepsilon}{\varepsilon} \right), u(t), u(t) \right)$$

$$= (2\pi)^{-d} e^{-\frac{\alpha t}{\varepsilon}} \int_{\mathbb{R}^d} \alpha\left( \frac{x + y}{2}, \xi, \frac{\varepsilon}{\varepsilon} \right) \exp \left[ \frac{i}{\varepsilon} \left( \lambda(\xi) - \lambda(\xi) \right) \theta \left( \frac{\varepsilon}{\varepsilon} \right) \right]$$

$$\times \exp \left[ \frac{it}{\varepsilon} \beta(\eta, \alpha, \xi) \right] \varphi(z') \varphi(z) \theta \left( \frac{\varepsilon}{\varepsilon} \right) \varphi(\zeta') \varphi(\zeta) \theta \left( \frac{\varepsilon}{\varepsilon} \right) d\xi dz d\eta dr d\xi d\eta dx dy.$$

We perform the change of variables

$$\tilde{x}'' = e^{\alpha''} x'', \tilde{y}'' = e^{\alpha''} y'', \tilde{z}'' = e^{\alpha''} z'', \tilde{r}'' = e^{\alpha''} r,''

\tilde{\xi}'' = e^{\beta} \omega_0 + e^{1-\alpha} \xi'', \tilde{\eta}'' = e^{\beta} \omega_0 + e^{1-\alpha} \eta'',$$

and obtain (letting the tildas down):

$$L_\varepsilon = (2\pi)^{-d} \int_{\mathbb{R}^d} a\left( \frac{x + y}{2}, \frac{\varepsilon}{\varepsilon}, \frac{\varepsilon}{\varepsilon}, \frac{\varepsilon}{\varepsilon} \right) \exp \left[ \frac{it}{\varepsilon} \Gamma(\xi, \eta) \right] \varphi(z') \varphi(z) \theta (r') \varphi(\zeta') \varphi(\zeta) \theta (r) d\xi dz d\eta dr d\xi d\eta dx dy,$$

where, using the assumptions on $\xi''$ and $\omega_0$,

$$\Gamma(\xi, \eta) = \lambda(\xi'' + \eta') - \lambda(\xi'' + \eta') + O(\eta^3).$$

As a consequence, if $\alpha = 0$,

$$L_\varepsilon \sim (2\pi)^{-d} \int_{\mathbb{R}^d} a\left( \frac{x + y}{2} \right) \exp \left[ \frac{it}{\varepsilon} \left( \lambda(\xi'', 0) \eta'' - \lambda(\xi'' + \eta') \right) \right] \varphi(z') \varphi(z) \theta (r') \varphi(\zeta') \varphi(\zeta) \theta (r) d\xi dz d\eta dr d\xi d\eta dx dy.$$
Similarly, when Integration in $\xi$ generates a Dirac mass $\delta(x-y)$, whence

$$L^x \sim (2\pi)^{-d} \int_{\mathbb{R}^d} a_\omega \left( x, \xi_{0}', 0, \frac{0\theta}{\|0\theta\|} \right) \exp \left[ i\xi \cdot (x-z) - i\eta \cdot (x-r) \right]$$

$$\times \exp \left[ \frac{i}{\bar{\xi} \xi} \left( \mathbb{C}_{\xi}^2 \mathcal{L} (\xi_{0}', 0) (\eta'', \eta''') - \mathbb{C}_{\xi}^2 \mathcal{L} (\xi_{0}', 0) (\zeta'', \zeta''') \right) \right]$$

$$\sim \int_{\mathbb{R}^d} a_\omega \left( x, \xi_{0}', 0, \frac{0\theta}{\|0\theta\|} \right) |\varphi(x')|^2 \exp \left[ -\frac{i}{\bar{\xi} \xi} \left( \mathbb{C}_{\xi}^2 \mathcal{L} (\xi_{0}', 0) (\nabla_{z'}, \nabla_{r'}) \right) \right] \theta(x'')^2 \, dx.'

Similarly, when $\alpha \neq 0$,

$$L^x \sim (2\pi)^{-3d} \int_{\mathbb{R}^d} a_\omega \left( x', 0, \xi_{0}', 0, \frac{0\theta}{\|0\theta\|} \right) \exp \left[ \frac{i}{\bar{\xi} \xi} \left( \mathbb{C}_{\xi}^2 \mathcal{L} (\xi_{0}', 0) (\eta''', \eta''') - \mathbb{C}_{\xi}^2 \mathcal{L} (\xi_{0}', 0) (\zeta''', \zeta''') \right) \right]$$

$$\times \exp \left[ i\xi \cdot (x-y) + i\xi \cdot (y-z) - i\eta \cdot (x-r) \right] \varphi(z') \theta(z'') \theta(z''') \, dx' \, dx'' \, dx'y.$$  

Integration in $\xi$ generates a Dirac mass $\delta(x-y)$, then integration in $x''$ generates a Dirac mass $\delta(\zeta''' - \eta''')$ and we obtain

$$L^x \sim (2\pi)^{-2d+p} \int_{\mathbb{R}^{2d-p}} a_\omega \left( x', 0, \xi_{0}', 0, \frac{0\theta}{\|0\theta\|} \right) \exp \left[ i\xi' (x' - z') - i\eta' \cdot (x' - r') - i\xi'' (z'' - r'') \right]$$

$$\times \varphi(z') \theta(z'') \theta(z''') \, dx' \

\sim \|\theta\|^2_{L^2(\mathbb{R}^d)} \int_{\mathbb{R}^{d-p}} a_\omega \left( x', 0, \xi_{0}', 0, \frac{0\theta}{\|0\theta\|} \right) |\varphi(x')|^2 \, dx'.$$
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