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Abstract

In 2017, D. Horsman, C. Heunen, M. Pusey, J. Barrett, and R. Spekkens proved that there is no physically reasonable assignment that takes a quantum channel and an initial state and produces a joint state on the tensor product of the input and output spaces. The interpretation was that there is a clear distinction between space and time in the quantum setting that is not visible classically, where in the latter, one can freely use Bayes’ theorem to go between joint states and marginals with noisy channels. In this paper, we prove that there actually is such a physically reasonable assignment, bypassing the no-go result of Horsman et al., and we illustrate that this is achievable by restricting the domain of their assignment to a domain which represents the given data more faithfully.
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1 Introduction

Given a joint probability measure $p_{XY}$ on the direct product $X \times Y$ of two finite sets, one can obtain the associated marginals $p_X$ on $X$ and $p_Y$ on $Y$ by pushing these measures forward along the projection maps $\pi_X : X \times Y \rightarrow X$ and $\pi_Y : X \times Y \rightarrow Y$, respectively. In addition, one also
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obtains stochastic maps (i.e., Markov kernels) $p_{Y|X} : X \to Y$ and $p_{X|Y} : Y \to X$, called conditionals, such that 

$$p_{Y|X}(y|x)p_X(x) = p_{XY}(x,y) = p_{X|Y}(x|y)p_Y(y)$$

for all $(x,y) \in X \times Y$. This allows one to convert a joint state, which is a state at a single time, to an initial state together with a stochastic evolution in two distinct ways based on which marginal is used as the initial state.

Conversely, given a probability measure $p_X$ on $X$ and a stochastic map $p_{Y|X} : X \to Y$, one obtains a joint probability measure $p_{XY}$ on $X \times Y$ by the formula

$$p_{XY}(x,y) := p_{Y|X}(y|x)p_X(x).$$

In fact, one can formalize this duality by stating a bijection between these data (modulo some minor subtleties related to measure zero subsets) [4].

As such, one may view a joint state $p_{XY}$ in classical probability either as a state at a single time whose subsystems are arbitrarily separated in space, or as a state over time associated with stochastic evolution. Does such a symmetric treatment of space and time hold for quantum systems, namely quantum states and quantum channels?

The question of when it is possible to go from joint states to marginals and channels was the subject of [22], though that work only established the conditions needed when the marginals were full rank density matrices and for a particular construction that was motivated by categorical probability theory [2, 9]. The question of when it is possible to go from initial states and channels to joint states was the subject of the work of Horsman et al. [15], where they argued that such a construction satisfying a collection of axioms they put forward is not possible. Together, these arguments suggest that the symmetry between time and space that is available (and often taken for granted) in the classical setting might no longer hold for quantum systems and their evolution.

In this paper, we show that the no-go results of [15] can be bypassed, answering an open question posed at the end of [15]. In particular, we show that there is a consistent assignment from quantum channels endowed with initial states to joint states over time that satisfies the axioms proposed in [15], where the states are represented by self-adjoint, as opposed to positive, density matrices. The way that the no-go result of [15] is bypassed is by restricting the assignment to a domain that reflects the given data more faithfully, rather than demanding a full binary operation as in [15]. Furthermore, we formulate the definitions, axioms, and theorems for arbitrary hybrid classical/quantum systems (i.e., finite-dimensional $C^*$-algebras) and show how these specialize to the setting of purely quantum systems when restricted to matrix algebras. As such, we work in the Heisenberg picture for the formulations of our results, but we translate to the Schrödinger picture when specializing to the matrix algebra setting.

The fact that our state over time does not necessarily correspond to a density matrix, but rather to an observable (self-adjoint matrix), indicates that one cannot in general interpret it as an entity that provides the outcome probabilities of all possible measurements. This is not too surprising since the very act of measuring a quantum, as opposed to classical, state influences its...
statistics at a later point in time as it evolves, such as in the double-slit experiment. Nevertheless, we view this as a feature because when our state over time admits negative eigenvalues, it has been argued in [8, 23] that the negative eigenvalues can be used to measure temporal correlations. In addition, our construction is closely related to the Jordan product of channels and therefore makes a connection with the resource theory of incompatibility, not only of measurements, but more generally of channels [13]. Combining these two perspectives with the fact that the degree of compatibility increases when noise is added to the channels leads us to conclude, in a similar fashion to [8, 23], that adding noise washes out temporal correlations. In particular, in Remark 2.16 we show that if sufficient noise is added to a channel and its input state, then the associated state over time given by our proposal becomes a genuine (positive) state. Furthermore, we illustrate in Remark 2.17 how our proposal of a state over time provides a linear approximation to the state over time proposed by Leifer and Spekkens in [18–20], the latter of which admits an operational interpretation as relating measurements on the output a quantum channel to a probabilistic preparation of states to be sent through the channel. While the state over time proposed by Leifer and Spekkens is locally positive, it lacks desiderata such as compositionality and bilinearity [15, 20], which our construction achieves.

The main definition of a general states over time function is given in Definition 2.9. It contrasts with the definition of [15] in that it assumes exactly the data given in the domain rather than assuming that such an assignment extends to a larger domain (for more on this comment, see Remark 2.19). The main theorem in this paper is Theorem 2.13, which provides an explicit construction of a states over time function. At present, it is unknown whether or not there exists other states over time functions differing from our construction.

## 2 From quantum channels and quantum states to joint states

Our results are formulated in the language of finite-dimensional C*-algebras to illustrate the similarities between classical and quantum systems and to include all hybrid classical/quantum systems. Furthermore, we use string diagrams on occasion to provide visualizations of some concepts and proofs, which are sometimes more illuminating than the algebraic manipulations of coordinate expressions. However, such string diagrams are not essential to follow the main definitions and statements of results. The string diagrams we use are those of quantum Markov categories [21] (in fact, quantum CD/gs-monoidal categories), and the reader is referred to that work for a thorough introduction. A shorter summary of quantum Markov categories is provided in [22]. Classical versions of Markov and CD/gs-monoidal categories originated in the works [2, 6, 9, 11], which also provide adequate introductions. We assume familiarity with positive and completely positive maps [17].

**Notation 2.1.** If \( m \) is a natural number, then \( \mathbb{M}_m(\mathbb{C}) \) denotes the C*-algebra of \( m \times m \) matrices with complex entries. The standard matrix units are denoted by \( E_{ij} \) (or \( E_{ij}^{(m)} \) for additional clarity), while the identity matrix is denoted by \( 1_m \). All C*-algebras in this work will be finite-dimensional and unital, with the involution always written as \( \dagger \). As such, all C*-algebras \( \mathcal{A} \) will be multi-matrix algebras, i.e., \( \mathcal{A} = \bigoplus_{x \in X} \mathbb{M}_{m_x}(\mathbb{C}) \), where \( X \) is a finite set, the \( m_x \) are natural
numbers, and $\dagger$ denotes the (component-wise) conjugate transpose. If $\mathcal{A}$ is a $C^*$-algebra, let $\mu_\mathcal{A} : \mathcal{A} \otimes \mathcal{A} \to \mathcal{A}$ denote the linear product map uniquely determined by sending $A_1 \otimes A_2$ to $A_1 A_2$. The unit in $\mathcal{A}$ is written as $1_\mathcal{A}$ and the unique unital map from $\mathcal{C}$ to $\mathcal{A}$ will be denoted by $!_\mathcal{A}$. Meanwhile, $!_\mathcal{A}$ will be used to denote an inclusion of $\mathcal{A}$ into another algebra with $\mathcal{A}$ as a tensor factor, such as $\mathcal{A} \to \mathcal{A} \otimes \mathcal{B}$. If $F : \mathcal{B} \to \mathcal{A}$ is a linear map, with $\mathcal{A} = \bigoplus_{x \in X} M_{m_x}(\mathcal{C})$ and $\mathcal{B} = \bigoplus_{y \in Y} M_{n_y}(\mathcal{C})$, let $F_{xy}$ denote the $xy$ component of $F$, i.e., the composite $M_{n_y}(\mathcal{C}) \ni B \mapsto F_{xy}^B : \mathcal{A} \mapsto \mathcal{A}$, where $\pi_x$ is the projection. Also, let $F^* : \mathcal{A} \to \mathcal{B}$ denote the Hilbert–Schmidt adjoint, which is the map whose $yx$ component is given by $(F^*)_yx = (F_{xy})^* \equiv F^*_{xy}$, where $F^*_{xy}$ is the usual Hilbert–Schmidt adjoint for linear maps between matrix algebras, namely, it is the unique linear map satisfying

$$\text{tr}(A_x^\dagger F_{xy}(B_y)) = \text{tr}(F_{xy}^*(A_x)^\dagger B_y)$$

for all $A_x \in M_{m_x}(\mathcal{C})$ and $B_y \in M_{n_y}(\mathcal{C})$. We will freely use the fact that a linear map is unital if and only if its Hilbert–Schmidt adjoint is trace-preserving. Furthermore, a linear map $F : \mathcal{B} \to \mathcal{A}$ is $\dagger$-preserving, aka self-adjoint (meaning $F(B)^\dagger = F(B^\dagger)$ for all $B \in \mathcal{B}$), if and only if its Hilbert–Schmidt adjoint is $\dagger$-preserving. The vector space of all linear maps from $\mathcal{B}$ to $\mathcal{A}$ is denoted by $\text{Hom}(\mathcal{B}, \mathcal{A})$, while the affine subspace of $\dagger$-preserving maps is denoted by $\text{Hom}^{sa}(\mathcal{B}, \mathcal{A})$. In what follows, $\gamma : \mathcal{A} \otimes \mathcal{B} \to \mathcal{B} \otimes \mathcal{A}$ will be used to denote the swap isomorphism. Every finite-dimensional $C^*$-algebra $\mathcal{A} = \bigoplus_{x \in X} M_{m_x}(\mathcal{C})$ has a unique positive functional $\text{tr} : \mathcal{A} \to \mathcal{C}$, called the trace, such that $\text{tr} \circ \gamma = \text{tr}$ and $\text{tr}(1_{m_x}) = m_x$ for all $x \in X$. Its evaluation on an element of the form $\bigoplus_{x \in X} A_x$ is given by $\sum_{x \in X} \text{tr}(A_x)$ in terms of the usual trace on matrices. Every functional $\omega : \mathcal{A} \to \mathcal{C}$ is written as $\omega = \omega^*(1)^\dagger \equiv \omega^*(1)^\dagger \in \mathcal{A}$ is the density associated with $\omega$. The functional $\omega$ is $\dagger$-preserving if and only if $\rho$ is self-adjoint, and if $\omega$ is positive and unital, then $\omega$ is referred to as a state.

**Definition 2.2.** Let $F : \mathcal{B} \to \mathcal{A}$ be a linear map. The *bloom* of $F$ is the linear map $i_F : \mathcal{A} \otimes \mathcal{B} \to \mathcal{A}$ given by $i_F := \mu_\mathcal{A} \circ (\text{id}_\mathcal{A} \otimes F)$. The *swapped bloom* of $F$ is the linear map $\hat{F} : \mathcal{A} \otimes \mathcal{B} \to \mathcal{A}$ given by $\hat{F} := \mu_\mathcal{A} \circ (F \otimes \text{id}_\mathcal{A}) \circ \gamma$. The *channel state* associated with $F$ is the functional on $\mathcal{A} \otimes \mathcal{B}$ given by

$$\mathcal{S}[F] := \text{tr} \circ i_F \equiv \text{tr} \circ \mu_\mathcal{A} \circ (\text{id} \otimes F).$$

The *channel density* associated with $F$ is the element of $\mathcal{A} \otimes \mathcal{B}$ given by

$$\mathcal{D}[F] := i_F^*(1_\mathcal{A})^\dagger \equiv (\text{id} \otimes F^*)(\mu_{\mathcal{A}}^*(1_\mathcal{A}))^\dagger$$

and is the unique element of $\mathcal{A} \otimes \mathcal{B}$ that satisfies $\mathcal{S}[F] = \text{tr}(\mathcal{D}[F] \cdot)$. The channel state provides a linear isomorphism $\mathcal{S} : \text{Hom}(\mathcal{B}, \mathcal{A}) \to \text{Hom}(\mathcal{A} \otimes \mathcal{B}, \mathcal{C})$ sending $F$ to $\mathcal{S}[F]$ and the channel density provides a linear isomorphism $\mathcal{D} : \text{Hom}(\mathcal{B}, \mathcal{A}) \to \mathcal{A} \otimes \mathcal{B}$ sending $F$ to $\mathcal{D}[F]$. These isomorphisms will both be referred to as the *Choi–Jamiołkowski isomorphism* [16]. For additional clarity, these may also be written as $\mathcal{S}_{\mathcal{A}, \mathcal{B}}$ and $\mathcal{D}_{\mathcal{A}, \mathcal{B}}$.

**Remark 2.3.** In [15], the element $\mathcal{D}[F]$ is called the ‘channel state’ associated with $F$ (this is because if $F$ is positive, then $\mathcal{D}[F]^\dagger = \mathcal{D}[F]$—see Lemma 3.4). We have chosen to call this the channel density to allow for simpler generalizations to the $C^*$-algebraic setting of hybrid classical/quantum systems. We should also point out that the state/density terminology is abusive
for two reasons. First, the trace of \( \mathcal{D}[F] \) is not unity, i.e., the channel state \( \mathcal{D}[F] \) is not unital, even when \( F \) is unital. Second, and more importantly, \( \mathcal{D}[F] \) (and likewise \( \mathcal{S}[F] \)) need not be positive, even if \( F \) is completely positive.\(^1\) Our terminology is chosen to be somewhat consistent with that of [15] (though what we call ‘density’ is what [15] calls a ‘state’). Nevertheless, the bloom and swapped bloom of \( F \) are both unital if \( F \) is unital. Moreover, given a functional \( \omega : \mathcal{A} \to \mathbb{C} \), the density \( \mathcal{D}[\omega] \) is viewed as an element of \( \mathcal{A} \) rather than \( \mathbb{C} \otimes \mathcal{A} \), and satisfies \( \omega = \text{tr}(\mathcal{D}[\omega] \cdot) \).

**Remark 2.4.** The channel state could have equivalently been defined in terms of the swapped bloom as \( \mathcal{S}[F] = \text{tr} \circ F ! \). The fact that these two are equal is a consequence of the properties of the trace. Furthermore, it will often be useful to depict this via string diagrams as

\[
\text{tr} \circ F ! = F \quad \text{and} \quad \text{tr} \circ F i = F \ldots,
\]

where \( \downarrow \) denotes the (un-normalized) trace, which is the Hilbert–Schmidt adjoint of \( !_{\mathcal{A}} \equiv \bar{\downarrow} \).

Note that if \( \mathcal{A} = \bigoplus_{x \in X} \mathbb{M}_{m_x}(\mathbb{C}) \), then

\[
\bar{\downarrow} = \sum_{x \in X} m_x
\]
gives the dimension of the underlying Hilbert space for \( \mathcal{A} \). Furthermore, if we set

\[
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\quad := \begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\quad \text{and} \quad \begin{array}{c}
\begin{array}{c}
\end{array}
\end{array} \quad := \begin{array}{c}
\begin{array}{c}
\end{array}
\end{array},
\]

where \( \begin{array}{c}
\begin{array}{c}
\end{array}
\end{array} \) is the Hilbert–Schmidt adjoint of \( \begin{array}{c}
\begin{array}{c}
\end{array}
\end{array} \), then the Choi–Jamiołkowski isomorphism is seen to be an instance of the zig-zag identities from categorical quantum mechanics [5, 14]. Note, however, that the cups \( \begin{array}{c}
\begin{array}{c}
\end{array}
\end{array} \) and caps \( \begin{array}{c}
\begin{array}{c}
\end{array}
\end{array} \) here are not the usual ones from [5, 14] involving maximally entangled states. This is because our cup takes a pure tensor \( A \otimes B \in \mathbb{M}_m(\mathbb{C}) \otimes \mathbb{M}_n(\mathbb{C}) \) to \( \text{tr}(AB) \), whereas the cup defined using the un-normalized maximally entangled state sends \( A \otimes B \) to \( \text{tr}(AB^T) \), where \( ^T \) denotes the transpose with respect to the basis chosen \( \{|i\rangle \} \) that is used to define the maximally entangled vector \( \sum_i |i\rangle \otimes |i\rangle \). Our basis-independent version is used for the Jamiołkowski version of the Choi–Jamiołkowski isomorphism [16], while the maximally entangled state is used to define the Choi version of the Choi–Jamiołkowski isomorphism [3]. In this paper, we exclusively use the Jamiołkowski version.

**Example 2.5** (The channel density in the setting of matrix algebras). Let \( F : \mathcal{B} \to \mathcal{A} \) be a completely positive unital map with \( \mathcal{A} = \mathbb{M}_n(\mathbb{C}) \) and \( \mathcal{B} = \mathbb{M}_m(\mathbb{C}) \). It then follows that the channel density defined in Definition 2.2 is the matrix given by (cf. Lemma 3.4)

\[
\mathcal{D}[F] = \sum_{i,j} E_{ij}^{(m)} \otimes F^*(E_{ji}^{(m)}),
\]

\[\text{(2.6)}\]

\(^1\)Note that \( \mathcal{D}[F] \) is not the Choi matrix of \( F \), the latter of which is positive if and only if \( F \) is completely positive. See the end of Remark 2.4 for more clarification.
which coincides with the ‘channel state’ $E_{B|A}$ associated with the completely positive trace-preserving map $F^*$ as defined in [15, Section 2(a)]. In particular,

$$\mathcal{D}[\text{id}_A] = \mu_A^* (\mathbb{1}_m) = \sum_{i,j} E_{ij}^{(m)} \otimes E_{ji}^{(m)}.$$ 

**Definition 2.7.** A pair $(F, \omega)$, where $F : B \to A$ and $\omega : A \to C$ are linear, is **effectively classical**, or has a classical model, if there exist commutative $C^*$-subalgebras $A_{cl} \subseteq A$ and $B_{cl} \subseteq B$, a linear map $F_{cl} : B_{cl} \to A_{cl}$, and conditional expectations $E_A : A \to A_{cl}$ and $E_B : B \to B_{cl}$ such that

$$\omega \upharpoonright \circ E_A = \omega, \quad (\omega \circ F) \upharpoonright \circ E_B = \omega \circ F,$$

and

$$F = j_A \circ F_{cl} \circ E_B,$$

where $j_A : A_{cl} \to A$ is the inclusion, and where $\upharpoonright$ is used to denote the restriction, i.e., $\omega \upharpoonright := \omega \circ j_A$ and $(\omega \circ F) \upharpoonright := \omega \circ F \circ j_B$.

The first two equations in Definition 2.7 say that the conditional expectations are state-preserving, i.e., they are particular disintegrations in the terminology of [12]. The last condition is more easily visualized as the commutative diagram

$$\begin{array}{ccc}
B_{cl} & \xrightarrow{F_{cl}} & A_{cl} \\
\downarrow E_B & & \downarrow j_A \\
B & \xrightarrow{F} & A
\end{array}$$

and encapsulates the fact that the quantum dynamics factors through a classical system. The conditional expectation condition also guarantees that the composite of effectively classical channels factors through the composite of the underlying classical channels. This is not relevant for the main statement of our theorem and is therefore addressed later in Proposition 3.2.

The motivation for Definition 2.7 comes from the argument often provided in the physics literature that density matrices and channels that can be ‘simultaneously diagonalized’ are classical. The precise statement is given in the next proposition, the proof of which is given in the next section.

**Proposition 2.8.** In the notation of Definition 2.7, let $A = M_m(C)$ and $B = M_n(C)$, and suppose $\omega$ and $F$ are $\dagger$-preserving. Write $\rho := \mathcal{D}[\omega]$ and $\theta := \mathcal{D}[\omega \circ F]$. Then, a classical model for $(F, \omega)$ exists if and only if there exist orthonormal bases $\{e_i\}$ for $C^m$ and $\{e_k\}$ for $C^n$ such that $\rho$ and $\theta$ are diagonal in these bases and the channel density $\mathcal{D}[F]$ associated with $F$ is diagonal in the basis $\{e_i \otimes e_k\}$. Furthermore, if these equivalent conditions hold, then $[\mathcal{D}[F], \rho \otimes 1_B] = 0$.

---

2There is a small typo in the formula from [15, Section 2(a)] since the matrix $E_{B|A}$ should be an element of $A \otimes B$ and not $B \otimes A$.

3This means $E_A$ and $E_B$ are positive unital and satisfy $E_A \circ j_A = \text{id}_{A_{cl}}$ and $E_B \circ j_B = \text{id}_{B_{cl}}$. See [12] for further properties.

4It suffices to assume that $\rho$ and $\mathcal{D}[F]$ are diagonal in these bases since $\theta = F^*(\rho)$ will be diagonal as a consequence.
Definition 2.9. Let $\star$ be a family of functions that assigns to any pair of finite-dimensional $C^*$-algebras $A$ and $B$ a function $\star : \text{Hom}(B, A) \times \text{Hom}(A, C) \rightarrow \text{Hom}(A \otimes B, C)$ taking any linear map $F : B \rightarrow A$ and linear functional $\omega$ on $A$ to a functional $F \star \omega$ on $A \otimes B$ and satisfying the following conditions.

(a) (Hermiticity and unitality) If $(F, \omega)$ is in $\text{Hom}^{sa}(B, A) \times \text{Hom}^{sa}(A, C)$, then $F \star \omega$ is in $\text{Hom}^{sa}(A \otimes B, C)$. If $F$ and $\omega$ are both unital, then $F \star \omega$ is unital.

(b) (Preservation of probabilistic mixtures/convex bi-linearity) Given any $\lambda \in [0, 1]$ together with maps $F, G \in \text{Hom}(B, A)$ and $\omega, \xi \in \text{Hom}(A, C)$, the equalities

\[
(\lambda F + (1 - \lambda)G) \star \omega = \lambda (F \star \omega) + (1 - \lambda)(G \star \omega)
\]

and

\[
F \star (\lambda \omega + (1 - \lambda)\xi) = \lambda (F \star \omega) + (1 - \lambda)(F \star \xi)
\]

hold.

(c) (Preservation of classical limit) If the pair $(F, \omega)$ is effectively classical, then $F \star \omega = \omega \circ !_F$.

(d) (Preservation of marginal states) The initial and final functionals are recovered from the joint functional in the sense that

\[
(F \star \omega) \circ !_A = \omega \quad \text{and} \quad (F \star \omega) \circ !_B = \omega \circ F
\]

for all unital $F$.

(e) (Compositionality/associativity) Given a composable pair of unital maps $C \xrightarrow{G} B \xrightarrow{F} A$ and a unital functional $\omega$ on $A$,

\[
(\lambda_A \otimes G) \star (F \star \omega) = \left(\mathcal{S}_{A, B}^{-1} \left[ (\lambda_A \otimes G) \star \left( \mathcal{S}_{A, B}[F] \right) \right] \right) \star \omega.
\]

Such a family is called a states over time function.

The explanation for why the compositionality/associativity formula looks so complicated, but is in fact rather straightforward, will be given in Remark 2.12. In short, it follows from the two natural ways of pairing the construction of states over two successive times and only looks complicated due to the natural isomorphisms coming from the Choi–Jamiołkowski isomorphism. Secondly, although our preservation of the classical limit axiom is expressed differently than in [15], it is equivalent to it by Proposition 2.8 on the domains for which a family of states over time function is defined.

Remark 2.10. The terminology ‘a family of states over time’ is a bit abusive because we are only requiring $F \star \omega$ to be $\dagger$-preserving and unital in axiom (a) of Definition 2.9, rather than positive if $F$ and $\omega$ are positive. Note that this is the same restriction imposed in [15]. In other words, there are situations where one might begin with a positive (even completely positive) unital map together with a state and end up with a joint functional that is not a state, i.e., it is not necessarily positive. It is an open question whether one can obtain a genuine family of states over time where all maps remain positive under some operation satisfying similar, perhaps slightly weakened, axioms (see Section 5 for more details).
Remark 2.11. Rather than requiring a family of states over time function to be defined as a family of functions of the form $\text{Hom}(B, A) \times \text{Hom}(A, C) \to \text{Hom}(A \otimes B, C)$, we could have required it to be a family of functions of the form $\text{Hom}^{sa}(B, A) \times \text{Hom}^{sa}(A, C) \to \text{Hom}^{sa}(A \otimes B, C)$ so that Hermiticity is in the very definition of the family. However, one can see that by arguments completely analogous to those in the proof of [15, Lemma 4.3], any such function uniquely extends to a function $\text{Hom}(B, A) \times \text{Hom}(A, C) \to \text{Hom}(A \otimes B, C)$ satisfying the same properties, in fact complex bi-linearity. This is achieved by splitting an arbitrary morphism $F : B \to A$ into its Hermitian and anti-Hermitian parts via $F = \frac{1}{2} (F + \dagger F \circ \dagger) + \frac{1}{2} (F - \dagger F \circ \dagger)$. Thus, we lose no generality in defining a family of states over time function on all linear maps as opposed to the subspace of $\dagger$-preserving ones.

Remark 2.12. The formula for associativity looks rather complicated because of the way in which we have formulated our definition by avoiding the usage of a binary operation and is one of the two reasons why we are able to bypass the no-go result of [15] (see Remark 2.19 for more details). The formula comes from trying to pair the three different factors in the two possible ways, i.e., the diagram

\[
\begin{array}{ccc}
\text{Hom}(E, B) \times \text{Hom}(B, A) \times \text{Hom}(A, C) & \xrightarrow{(\iota_A \otimes \cdot) \times \mathcal{J}_A \otimes \id} & \text{Hom}(E, A \otimes B) \times \text{Hom}(A \otimes B, C) \times \text{Hom}(A, C) \\
\text{id} \times \star & & \star \times \id \\
\text{Hom}(E, B) \times \text{Hom}(A \otimes B, C) & \xrightarrow{(\iota_A \otimes \cdot) \times \id} & \text{Hom}(E, A \otimes B) \times \text{Hom}(A \otimes B, C) \\
\star & & \star \\
\text{Hom}(A \otimes B \otimes E, C) \times \text{Hom}(A, C) & \xrightarrow{\mathcal{J}^{-1}_{A \otimes B \otimes E} \otimes \id} & \text{Hom}(B \otimes E, A) \times \text{Hom}(A, C) \\
\end{array}
\]

must commute. Note that the Choi–Jamiołkowski isomorphisms $\mathcal{J}$ are used to transform channels into joint states, while the inverse transforms joint states back into channels. Furthermore, the inclusion $\iota_A$ is used to guarantee that the domains and codomains match so that the $\star$ operation can be applied. In other words, ignoring these canonical maps, one sees this as associativity of $\star$. Interestingly, when we extend such a $\star$ function to include channels in its second argument in Section 4, we will find that the associated formulation of associativity takes a much simpler form, as it will no longer be necessary to use the Choi–Jamiołkowski isomorphism in its description.

Our main result is the following theorem, which we will prove in Section 3.

Theorem 2.13. The function sending $F : B \to A$ and $\omega : A \to C$ to

\[
F \star \omega := \frac{1}{2} (\omega \circ \iota_F + \omega \circ F) \equiv \frac{1}{2} \left( \begin{array}{c}
\begin{array}{c}
F
\end{array}
\end{array} \right)
\]

is a states over time function.
Remark 2.14 (States over time function between matrix algebras in the Schrödinger picture, i.e., the setting of completely positive trace-preserving (CPTP) maps). Given a completely positive unital map $F: B \to A$ with $B = M_n(\mathbb{C})$, $A = M_m(\mathbb{C})$ and a density matrix $\rho = D[\omega]$ associated with a state $\omega: A \to \mathbb{C}$, it follows from Lemma 3.6 that the density $D[F*\omega]$ is given by the Jordan product of $D[F]$ and $\rho \otimes 1_n$, i.e.,

$$D[F*\omega] = \frac{1}{2}(D[F](\rho \otimes 1_n) + (\rho \otimes 1_n)D[F]).$$

Together with this and the expression (2.6) for $D[F]$ from Example 2.5, the density $D[F*\omega]$ may be explicitly expressed in terms of the CPTP map $F^*$ and the density matrix $\rho = D[\omega] \in A$. As such, if we associate with every CPTP map $\varphi: A \to B$ the matrix $C[\varphi] \in A \otimes B$ given by

$$C[\varphi] = \sum_{i,j} E_{ij}^{(m)} \otimes \varphi(E_{ji}^{(m)}),$$

then one may reformulate the states over time function as defined in Theorem 2.13 so that when restricted to CPTP maps between matrix algebras as a function $\star: \text{CPTP}(A,B) \times A \to A \otimes B$, it is given by the Jordan product, namely

$$\varphi \star \rho = \frac{1}{2}(C[\varphi](\rho \otimes 1_n) + (\rho \otimes 1_n)C[\varphi]),$$

where $\text{CPTP}(A,B)$ denotes the set of CPTP maps from $A = M_m(\mathbb{C})$ to $B = M_n(\mathbb{C})$.

Moreover, one may show that such a states over time function satisfies the appropriate translations of axioms (a)–(e) in Definition 2.9 to the setting of CPTP maps between matrix algebras. In particular, if $A \xrightarrow{\varphi} B \xrightarrow{\psi} C$ is a pair of composable CPTP maps between matrix algebras, and if we let $\widetilde{C}[\psi] = 1_A \otimes C[\psi], \widetilde{C}[\varphi] = C[\varphi] \otimes 1_C$, and $\widetilde{\rho} = \rho \otimes 1_B \otimes 1_C$, then the associativity axiom in this context translates to

$$\widetilde{C}[\psi] \star (\widetilde{C}[\varphi] \star \widetilde{\rho}) = (\widetilde{C}[\psi] \star \widetilde{C}[\varphi]) \star \widetilde{\rho},$$

which indeed holds since $[\widetilde{C}[\psi], \widetilde{\rho}] = 0$.

Example 2.15 (The Einstein–Podolsky–Rosen (EPR) state as a state over time). Let $A = B = M_2(\mathbb{C})$, let $\omega = \frac{1}{2}\text{tr}$, and let $F: B \to A$ be the map given by

$$F(B) = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} B^T \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}.$$ 

Then $F$ is positive and unital, but not completely positive. Nevertheless, the associated state over time $F*\omega$ via the function from Theorem 2.13 has density given by

$$D[F*\omega] = \frac{1}{2} \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 1 & -1 & 0 \\ 0 & -1 & 1 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},$$

$5$The matrix $C[\varphi]$ is denoted by $E_{\mathbb{B} \wr A}$ in [15].
which corresponds to the EPR state [1, 7, 22]. In this way, the EPR state, which is an entangled state on $A \otimes B$ at a single time can also be viewed as a state over time using the initial maximally mixed state $\omega$ and the positive (but not completely positive) inference map $F$, together with our prescription from Theorem 2.13.

**Remark 2.16 (Incompatibility and temporal correlations in the setting of matrix algebras).** The Jordan product used in our construction of a states over time function plays an important role in the resource theory of incompatibility of channels (and in particular, measurements) [13]. In addition, in the special case of qubits and a single quantum channel describing evolution, our construction contains information about the temporal correlations between the initial and final states. In particular, the works [8, 23] argue that a lack of positivity of the associated states over time provides quantitative evidence for such temporal correlations.

On the other hand, one can guarantee positivity of our state over time by perturbing a channel and an initial state with sufficient noise. For example, consider the case of an initial density matrix of the form $\rho = \begin{pmatrix} p & 0 \\ 0 & 1-p \end{pmatrix}$ with $p \in [0, 1]$ and $F = \text{id}_{M_2(\mathbb{C})}$. If we now add noise to our initial state $\omega = \text{tr}(\rho \cdot \cdot)$ and our map $F$ in the form $\omega \mapsto (1-\epsilon)\omega + \frac{\epsilon}{2}\text{tr}$ and $F \mapsto (1-\delta)F + \frac{\delta}{2}(1_{M_2(\mathbb{C})} \circ \text{tr})$, where $\epsilon, \delta \in [0, 1]$, then the resulting state over time becomes

$$F \ast \omega \mapsto (1-\delta)(1-\epsilon)(F \ast \omega) + (1-\delta)\epsilon(\omega \circ i_F) + \frac{\delta(1-\epsilon)}{2}(\omega \otimes \text{tr}) + \frac{\delta\epsilon}{4}(\text{tr} \otimes \text{tr}),$$

which follows from linearity of our states over time function in both variables and the symmetric property of the trace. The associated density therefore becomes

$$\mathcal{D}[F \ast \omega] \mapsto \begin{bmatrix} (1-\frac{\delta}{2})(e^p + \frac{\delta}{2}) & 0 & 0 & 0 \\ 0 & \frac{\delta}{2}(e^p + \frac{\delta}{2}) & 0 & 0 \\ 0 & 0 & \frac{\delta}{2}(e^p + \frac{\delta}{2}) & 0 \\ 0 & 0 & 0 & (1-\frac{\delta}{2})(e^p + \frac{\delta}{2}) \end{bmatrix},$$

where we have temporarily introduced the notation $e^p := 1 - \epsilon$ and $p^\perp := 1 - p$. The only eigenvalue that becomes negative for some values of the parameters is given by

$$\lambda(p, \delta, \epsilon) := \frac{1}{4}\left(\delta - \sqrt{4 - 8\delta + \delta^2(5 - 4p(1-\epsilon)^2 + 4p^2(1-\epsilon)^2 - 2(1-\epsilon)e)}\right).$$

Figure 1 shows a plot of the surface where this eigenvalue vanishes. This splits the cube $[0, 1]^3 \subseteq \mathbb{R}^3$, describing the three parameters $p, \delta,$ and $\epsilon$, into two disjoint regions, where on one side the associated density has a negative eigenvalue and therefore cannot be interpreted as a density matrix, while on the other side the associated density has only non-negative eigenvalues and hence can be interpreted as a genuine density matrix.
Figure 1: By adding enough noise to the density matrix $\rho = \text{diag}(p, 1 - p)$ and the channel $F = \text{id}_{\mathbb{M}_2(\mathbb{C})}$, described by the parameters $\delta$ and $\epsilon$, the state over time eventually becomes a genuine state. The region to the right of the surface (for large enough values of $\delta$ and $\epsilon$) depicts where positivity is achieved.

**Remark 2.17** (Comparison with Leifer and Spekkens’ State Over Time). Let $F : \mathcal{B} \rightarrow \mathcal{A}$ be a positive unital map with $\mathcal{A} = \mathbb{M}_m(\mathbb{C})$ and $\mathcal{B} = \mathbb{M}_n(\mathbb{C})$, and let $\omega : \mathcal{A} \rightarrow \mathbb{C}$ be a state. In [19, 20], Leifer and Spekkens define an associated state over time $F \triangleright_{\text{LS}} \omega$ whose associated density $\mathcal{D}[F \triangleright_{\text{LS}} \omega]$ is given by

$$\mathcal{D}[F \triangleright_{\text{LS}} \omega] = (\sqrt{\rho} \otimes 1) \mathcal{D}[F](\sqrt{\rho} \otimes 1),$$

where $\rho = \mathcal{D}[\omega]$. Given the extra data of positive operator-valued measures $\mathbb{C}^X \xrightarrow{M} \mathcal{A}$ and $\mathbb{C}^Y \xrightarrow{N} \mathcal{B}$, Leifer shows in [18] that one may associate a probability distribution $\mathbb{P}(x, y)$ on $X \times Y$ given by

$$\mathbb{P}(x, y) = (F \triangleright_{\text{LS}} \omega)(M_x \otimes N_y),$$

(2.18)

which is interpreted as the probability $x$ and $y$ occur when making local measurements $M_x$ and $N_y$ on $\mathcal{A}$ and $\mathcal{B}$, respectively. It is then natural to question how the probabilities $\mathbb{P}(x, y)$ compare with the right-hand side of (2.18) when $F \triangleright_{\text{LS}} \omega$ is replaced with our state over time $F \triangleright \omega$ as defined in Theorem 2.13. What we find is that $(F \triangleright \omega)(M_x \otimes N_y)$ provides the linear approximation to $\mathbb{P}(x, y)$ in a neighborhood of the maximally mixed state corresponding to the normalized identity matrix. Examples involving qubits and the family of initial states $\omega_p$ with $\mathcal{D}[\omega_p] = \begin{bmatrix} p & 0 \\ 0 & 1-p \end{bmatrix}$ for all $p \in [0, 1]$ and $F = \text{id}_{\mathbb{M}_2(\mathbb{C})}$ are depicted in Figure 2. The general statement and its proof will appear elsewhere.

**Remark 2.19.** Theorem 2.13 seems to contradict the results of [15]. However, as mentioned in Remark 2.12, there are two reasons for this. First, by using the Choi–Jamiołkowski isomorphism to identify $\text{Hom}(\mathcal{B}, \mathcal{A})$ with $\mathcal{A} \otimes \mathcal{B}$, the authors of [15] demanded the five axioms of a state over time to be valid on the larger domain $(\mathcal{A} \otimes \mathcal{B}) \times (\mathcal{A} \otimes \mathcal{B})$, rather than the domain

$$\text{Hom}(\mathcal{B}, \mathcal{A}) \times \text{Hom}(\mathcal{A}, \mathbb{C}) \cong (\mathcal{A} \otimes \mathcal{B}) \times (\mathbb{C} \otimes \mathcal{A}) \cong (\mathcal{A} \otimes \mathcal{B}) \times \mathcal{A},$$
Here, \( M = \begin{bmatrix} 0.4 & -0.2 + 0.2i \\ -0.2 - 0.2i & 0.8 + 0.2i \end{bmatrix} \) and \( N = \begin{bmatrix} 0.6 & -0.4 \\ -0.4 + 0.1i & -0.4 + 0.1i \end{bmatrix} \). In this case, the tangent line is always above zero.

In this case, there exist values of \( p \) for which the tangent line goes below zero.

Figure 2: Two examples of probabilities associated with specified measurement operators (effects) \( M \) and \( N \) for Alice and Bob, respectively, using the Leifer–Spekkens (LS) state over time (solid orange line) versus our prescription (dashed blue line) from Theorem 2.13. The horizontal axis corresponds to the initial state \( \text{diag}(p, 1-p) \), while the vertical axis corresponds to the associated probabilities. It is always the case that the prescription from Theorem 2.13 provides the tangent line to the LS prescription.

as we have. The second reason, which will be explained in more detail in Section 4, is that the extension of the classical limit axiom as formulated in [15] to the larger domain is more stringent than our extension based on our definition of a classical model. By using only the data given (a channel together with a state), and by using less structure that is nevertheless sufficient to make sense of such a family of states over time function, we have been able to bypass the no-go theorem of [15]. It should be pointed out that the authors of [15] were well aware of the fact that the Jordan product on qubits is associative on the required matrices involved when they discussed the Fitzsimons–Jones–Vedral (FJV) construction [8]. However, they nevertheless demanded a binary operation, so that the Jordan product is no longer associative, and this is what forced their no-go result.

3 Proofs and relevant results

This section contains proofs of all statements made, including the proof of the main theorem. Some lemmas are included as separate statements and a proposition regarding the compositionality of classical models is given.

Proof of Proposition 2.8.

(\(\Leftarrow\)) Suppose there exist orthonormal bases \( \{e_i\} \) and \( \{e_j\} \) as in the assumptions of the reverse claim. Let \( P_i \equiv |e_i\rangle\langle e_i| \) and \( Q_k \equiv |e_k\rangle\langle e_k| \) be the corresponding one-dimensional projection
operators. By assumption, there exist numbers \( p_i, q_k, f_{ki} \in \mathbb{R} \) such that
\[
\rho = \sum_{i=1}^{m} p_i P_i, \quad \theta = \sum_{k=1}^{n} q_k Q_k, \quad \text{and} \quad \varnothing[F] = \sum_{i=1}^{m} \sum_{k=1}^{n} f_{ki} P_i \otimes Q_k.
\]
By Example 2.5, the last equality for the channel density entails
\[
F^*(|e_j\rangle\langle e_l|) = \delta_{ij} F^*(P_i) = \sum_{k=1}^{n} \delta_{ij} f_{ki} Q_k
\]
for all \( i, j \in \{1, \ldots, m\} \). Therefore,
\[
F(|e_k\rangle\langle e_l|) = \delta_{kl} \sum_{i=1}^{m} f_{ki} P_i
\]
for all \( k, l \in \{1, \ldots, n\} \) by the definition of the Hilbert–Schmidt adjoint (since the \( f_{ki} \) are real, \( f_{ki}^* = f_{ki} \)), since this definition satisfies
\[
\text{tr} \left( E_{ij}^{(m)} F(E_{kl}^{(n)}) \right) \equiv \left\langle E_{ji}^{(m)}, F(E_{kl}^{(n)}) \right\rangle = \left\langle F^*(E_{ji}^{(m)}), E_{kl}^{(n)} \right\rangle \equiv \text{tr} \left( F^*(E_{ji}^{(m)})^\dagger E_{kl}^{(n)} \right)
\]
for all \( i, j \in \{1, \ldots, m\} \) and \( k, l \in \{1, \ldots, n\} \). From this, we can define the required conditional expectations and classical maps. First, we set \( \mathcal{A}_\text{cl} := \text{span}_i \{ P_i \} \) and \( \mathcal{B}_\text{cl} := \text{span}_k \{ Q_k \} \). These are commutative unital \( C^* \)-subalgebras of \( \mathcal{A} \) and \( \mathcal{B} \), respectively, due to the orthonormality and spanning assumptions on \( \{ e_i \} \) and \( \{ e_k \} \). Next, define \( F_{\text{cl}} : \mathcal{B}_\text{cl} \to \mathcal{A}_\text{cl} \) by specifying
\[
F_{\text{cl}}(Q_k) := \sum_{i=1}^{m} f_{ki} P_i
\]
for all \( k \) and then extending linearly. The conditional expectations \( E_{\mathcal{A}} : \mathcal{A} \to \mathcal{A}_\text{cl} \) and \( E_{\mathcal{B}} : \mathcal{B} \to \mathcal{B}_\text{cl} \) are defined by
\[
E_{\mathcal{A}}(A) := \sum_{i=1}^{m} P_i A P_i \quad \text{and} \quad E_{\mathcal{B}}(B) := \sum_{k=1}^{n} Q_k B Q_k.
\]
From this, the required conditions of a classical model are all readily checked. Indeed, one has
\[
(j_{\mathcal{A}} \circ F_{\text{cl}} \circ E_{\mathcal{B}})(|e_k\rangle\langle e_l|) = (j_{\mathcal{A}} \circ F_{\text{cl}})(\delta_{kl} Q_k) = \delta_{kl} \sum_{i=1}^{m} f_{ki} P_i = F(|e_k\rangle\langle e_l|),
\]
as needed. The state-preserving condition for the conditional expectations is immediate.

\( \Rightarrow \) Suppose a classical model exists. Then by all the assumptions, there exist orthogonal projections (not necessarily rank 1) \( \{ P_i \} \) in \( \mathcal{A} \) and \( \{ Q_k \} \) in \( \mathcal{B} \) together with coefficients \( \{ p_i \} \) and \( \{ q_k \} \) such that
\[
\mathcal{A}_\text{cl} = \text{span}_i \{ P_i \}, \quad \mathcal{B}_\text{cl} = \text{span}_k \{ Q_k \}, \quad \omega(P_i) = p_i, \quad \text{and} \quad (\omega \circ F)(Q_k) = q_k.
\]
Since $E_A$ and $E_B$ are conditional expectations into commutative $C^*$-algebras, there exist positive functionals $\phi_i : A \to \mathbb{C}$ and $\psi_k : B \to \mathbb{C}$ supported on $P_i A P_i$ and $Q_k B Q_k$, respectively, such that

$$E_A(A) = \sum_i \phi_i(P_i A P_i) P_i \quad \text{and} \quad E_B(B) = \sum_k \psi_k(Q_k B Q_k) Q_k.$$ 

Such functionals are necessarily represented by positive matrices $\sigma_i \in P_i A P_i$ and $\tau_k \in Q_k B Q_k$ satisfying

$$\phi_i = \text{tr}(\sigma_i \cdot) \quad \text{and} \quad \psi_k = \text{tr}(\tau_k \cdot).$$

By the assumption that the conditional expectations $E_A$ and $E_B$ are state-preserving, we conclude that $\rho$ and $\theta$ are (orthogonal) linear combinations of these matrices, namely

$$\rho = \sum_i p_i \sigma_i \quad \text{and} \quad \theta = \sum_k q_k \tau_k.$$ 

Since $\rho$ and $\theta$ are self-adjoint, $\sigma_i$ and $\tau_k$ are self-adjoint as well. As such, let $\{|e_{i\alpha_i}\rangle\}$ and $\{|e_{k\beta_k}\rangle\}$ be orthonormal bases diagonalizing the $\sigma_i$ and $\tau_k$, respectively. Thus,

$$\rho = \sum_i p_i \sum_{\alpha_i} s_{i\alpha_i} |e_{i\alpha_i}\rangle \langle e_{i\alpha_i}| \quad \text{and} \quad \theta = \sum_k q_k \sum_{\beta_k} t_{k\beta_k} |e_{k\beta_k}\rangle \langle e_{k\beta_k}|$$

have been diagonalized in terms of the real coefficients $\{s_{i\alpha_i}\}$ and $\{t_{k\beta_k}\}$. In particular, note that

$$P_i = \sum_{\alpha_i} |e_{i\alpha_i}\rangle \langle e_{i\alpha_i}| \quad \text{and} \quad Q_k = \sum_{\beta_k} |e_{k\beta_k}\rangle \langle e_{k\beta_k}|$$

provide orthogonal rank 1 decompositions of the projection operators describing the commutative subalgebras. Now, since $F_{cl} : B_{cl} \to A_{cl}$ is linear and $\dagger$-preserving, there exist numbers $f_{ki} \in \mathbb{R}$ such that

$$F_{cl}(Q_k) = \sum_i f_{ki} P_i$$

for all $k$. By the assumption that $F = j_A \circ F_{cl} \circ E_B$ together with all the consequences derived thus far, we find

$$F(\langle e_{k\beta_k}\rangle \langle e_{l\gamma_l}|) = (j_A \circ F_{cl})(\delta_{kl} \text{tr}(\tau_k |e_{k\beta_k}\rangle \langle e_{k\gamma_k}|) Q_k) = \delta_{kl} \delta_{\beta_k \gamma_k} t_{k\beta_k} (j_A \circ F_{cl})(Q_k)$$

$$= \delta_{kl} \delta_{\beta_k \gamma_k} t_{k\beta_k} \sum_i f_{ki} P_i = \delta_{kl} \delta_{\beta_k \gamma_k} t_{k\beta_k} \sum_i f_{ki} \sum_{\alpha_i} |e_{i\alpha_i}\rangle \langle e_{i\alpha_i}|.$$ 

By a similar Hilbert–Schmidt adjoint calculation as in the proof of the ($\Leftarrow$) direction, this shows that $\mathcal{D}[F]$ is diagonal in these bases.

Finally, the claim that $[\mathcal{D}[F], \rho \otimes 1_B] = 0$ follows from these equivalent conditions by simultaneously diagonalizing $\mathcal{D}[F]$ and $\rho \otimes 1_B$. 

$\blacksquare$

**Remark 3.1.** The proof of Proposition 2.8 shows $\sum_k f_{ki} = 1$ if $F$ is unital and $f_{ki} \geq 0$ if $F$ is positive. Hence, if $F$ is positive and unital, then the collection $\{f_{ki}\}$ determines a stochastic matrix. Analogous statements hold for $\rho$ and $\theta$ if $\omega$ and $\omega \circ F$ have analogous properties.
After Definition 2.7, it was claimed that the definition of a classical model was made so as to preserve compositionality. This is stated more precisely in the following.

**Proposition 3.2.** Suppose \((B \xrightarrow{F} A, A \xrightarrow{\omega} C)\) and \((C \xrightarrow{G} B, B \xrightarrow{\omega \circ F} C)\) have classical models \((B_{cl} \xrightarrow{F_{cl}} A_{cl}, E_{A}, E_{B})\) and \((C_{cl} \xrightarrow{G_{cl}} B_{cl}, E'_{B}, E_{C})\). Then \((C \xrightarrow{G \circ F} A, A \xrightarrow{\omega} C)\) has \((C_{cl} \xrightarrow{F_{cl} \circ G_{cl}} A_{cl}, E_{A}, E_{C})\) as a classical model.

**Remark 3.3.** Note that the two conditional expectations \(E_{B}\) and \(E'_{B}\) need not be equal in Proposition 3.2, but they are almost everywhere equivalent. None of these subtleties arise if all densities have full rank. See [12] for details.

**Proof of Proposition 3.2.** The state-preservation conditions hold by assumption, while the factorization follows from

\[
j_A \circ (F_{cl} \circ G_{cl}) \circ E_C = j_A \circ F_{cl} \circ E_B \circ j_B \circ G_{cl} \circ E_C = F \circ G.
\]

**Lemma 3.4.** In terms of the notation from Definition 2.2, if \(F\) is \(\dagger\)-preserving, then the associated channel density is self-adjoint (equivalently, the channel state is \(\dagger\)-preserving).

**Proof.** This follows from the fact that \(F\) is \(\dagger\)-preserving and \(\mu_A\) is \(\dagger\)-reversing, namely \(\mu_A \circ \dagger = \dagger \circ \mu_A \circ \gamma\), where \(\gamma\) is the swap map. In more detail,

\[
(id \otimes F^*)(\mu^*_A(1_A))^\dagger = (id \otimes F^*)((\mu^*_A(1_A))^\dagger) = (id \otimes F^*)(\gamma(\mu^*_A(1_A))) = (id \otimes F^*)(\mu^*_A(1_A)).
\]

Equivalently,

\[
\begin{array}{c}
\xymatrix{
F & \ar[l] & \ar[r] & \\

F & \ar[l] & \ar[r] & \\

F & \ar[l] & \ar[r] & \\

F & \ar[l] & \ar[r] & \\

F & \ar[l] & \ar[r] & \\

F & \ar[l] & \ar[r] & \\

\}
\end{array}
\]

where the first identity follows from the properties of the trace, and where \(\dagger\) denotes the involution (cf. [21]).

**Lemma 3.5.** Given linear maps \(F : B \rightarrow A\) and \(\omega : A \rightarrow C\), the densities associated with \(\omega \circ i_F\) and \(\omega \circ i_1\) are \(\mathcal{D}[F](\rho \otimes 1_B)\) and \((\rho \otimes 1_B) \mathcal{D}[F]\), respectively, where \(\rho := \mathcal{D}[\omega]\).

**Proof.** We prove one of these claims as the other is completely analogous. Indeed, by using the cyclicity property of the trace and the definition of the Hilbert–Schmidt adjoint,

\[
\text{tr}\left(\mathcal{D}[F](\rho \otimes 1_B)(A \otimes B)\right) = \text{tr}\left(\left((id_A \otimes F^*)\mu^*_A(1_A)\right)^\dagger(\rho A \otimes B)\right)
\]

\[
= \text{tr}\left(\mu^*_A(1_A)^\dagger(\rho A \otimes F(B))\right)
\]

\[
= \text{tr}\left(1^\dagger_A \mu_A(\rho A \otimes F(B))\right)
\]

\[
= \text{tr}(\rho AF(B))
\]

\[
= (\omega \circ i_F)(A \otimes B).
\]
Since $A \in \mathcal{A}$ and $B \in \mathcal{B}$ are arbitrary and since the trace is non-degenerate, the density associated with $\omega \circ i_F$ is $\mathcal{D}[F](\rho \otimes 1_B)$.

**Lemma 3.6.** Given unital $\dagger$-preserving maps $F : \mathcal{B} \to \mathcal{A}$ and $\omega : \mathcal{A} \to \mathcal{C}$, one has

$$\omega \circ i_F \circ i_A = \dagger \circ \omega \circ F \quad \text{and} \quad \omega \circ F \circ i_B = \dagger \circ \omega \circ i_F.$$ In particular, the functional $F \ast \omega := \frac{1}{2}(\omega \circ i_F + \omega \circ F \circ i_A)$ is unital and $\dagger$-preserving and has a density given by the Jordan product of the channel density together with the density $\rho := \mathcal{D}[\omega]$, i.e.,

$$\mathcal{D}[F \ast \omega] = \frac{1}{2} \left( \mathcal{D}[F](\rho \otimes 1_B) + (\rho \otimes 1_B) \mathcal{D}[F] \right).$$

**Proof.** The first two identities follow from Lemma 3.4 and Lemma 3.5. Namely,

$$\mathcal{D}[\omega \circ i_F]^{\dagger} = (\mathcal{D}[F](\rho \otimes 1_B))^{\dagger} = (\rho \otimes 1_B)^{\dagger} \mathcal{D}[F]^{\dagger} = (\rho \otimes 1_B) \mathcal{D}[F] = \mathcal{D}[\omega \circ i_F].$$

The $\dagger$-preserving property follows from this. The unitality follows from the fact that the composite of unital maps is unital. The formula for the density in terms of the Jordan product follows from the first two identities and Lemma 3.5.

**Lemma 3.7.** Let $F : \mathcal{B} \to \mathcal{A}$ and $\omega : \mathcal{A} \to \mathcal{C}$ be linear maps, with $F$ unital. Then

$$\omega \circ i_F \circ i_A = \omega = \omega \circ F \circ i_B \quad \text{and} \quad \omega \circ i_F \circ i_B = \omega \circ F = \omega \circ F \circ i_B.$$  

**Proof.** The proofs are straightforward calculations. For example,

$$(\omega \circ i_F \circ i_A)(A) = (\omega \circ \mu_A \circ (i_A \otimes F) \circ i_A)(A) = \omega(\mu_A(1_B) = \omega(1_A) = \omega(A)$$

and

$$(\omega \circ F \circ i_B)(A) = (\omega \circ \mu_A \circ (F \otimes i_A) \circ \gamma \circ i_A)(A) = \omega(\mu_A(F(1_B)) = \omega(F(1_B)A) = \omega(A)$$

for all $A \in \mathcal{A}$. A similar calculation holds for the second set of claims. The calculations are easily visualized using string diagrams. For example, the two we just showed are given by

![String diagrams](image)

Note that only unitality of $F$ was used here.

**Proof of Theorem 2.13.**

(a) This follows from Lemma 3.6.
(b) This follows from the linearity of $i_F$ and $\bar{F}$ in the argument $F$ as well as linearity of $\omega$. Indeed, writing $F \star \omega$ out more explicitly as

$$F \star \omega = \frac{1}{2} \left( \omega \circ \mu_A \circ (\text{id} \otimes F) + \omega \circ \mu_A \circ (F \otimes \text{id}) \circ \gamma \right)$$

shows that in fact each term on the right-hand-side depends linearly on both $F$ and $\omega$.

(c) In what follows, we will prove $\omega \circ \bar{F} = \omega \circ i_F$. We will use string diagrams for an elegant proof. It will use the fact that state-preserving conditional expectations are Bayesian inverses [12], and it will also crucially use the fact that $\mu_{\text{A},\text{cl}} \circ \gamma = \mu_{\text{A},\text{cl}}$, which only holds for commutative C$^*$-algebras. We implement the notation of Definition 2.7. The calculation implies the claim.

(d) This follows from Lemma 3.7.

(e) The proof of associativity will be achieved by showing commutativity of the diagram in Remark 2.12. Following along the left-hand-side of that diagram results in

$$\left( G, F, \omega \right) \xrightarrow{(\text{id}_A \otimes \cdot) \times \star} \left( G, \frac{1}{2} \left( F + \frac{1}{4} \left( G + F + F + G \right) \right) \right)$$
\[ \frac{1}{4} \]

Meanwhile, following along the top and right side of the diagram in Remark 2.12 gives

\[ \left( \begin{array}{c} G \\ F \\ \omega \end{array} \right) \]
By comparing these two results and using string-diagrammatic manipulations, we see that they are equal.

4 Extension to channels

The graphical proof of Theorem 2.13 is independent of whether $\omega$ is a state or a channel. More precisely, if one defines

$$\text{Hom}(C, B) \times \text{Hom}(B, A) \rightharpoonup \text{Hom}(B \otimes C, A)$$

$$(G, F) \mapsto G \star F := \frac{1}{2}(F \circ i_G + F \circ \gamma_G)$$

(by bypassing the Choi–Jamiolkowski isomorphism altogether), then the proof of Theorem 2.13 goes through without any changes. This seems to go against the no-go theorems of [15]. The resolution to this seeming paradox comes from the ‘preservation of classical limit’ axiom. We have shown that our formulation of this axiom is equivalent to the one of [15] when dealing with turning a channel plus state into a joint state (cf. Proposition 2.8). However, when extending our definition of a classical model (Definition 2.7) to channels, as opposed to just states, we find that our definition is inequivalent to the axiom of commutativity enforced in the no-go theorems of [15]. Thus, by using categorical reasoning and the framework of quantum Markov categories [21], we are able to bypass the no-go theorems of [15]. The present section will illustrate how this works.

Notation 4.2. In all definitions made before, wherever a linear functional $\omega : A \rightarrow C$ appears, the same exact definition is now made for a linear map $\omega : A \rightarrow Z$, where $Z$ is some finite-dimensional C*-algebra. For example, a classical model for a pair $(B \xrightarrow{\mathsf{F}} A, A \xrightarrow{\omega} Z)$ consists of commutative C*-algebras $j_A : A_{\text{cl}} \hookrightarrow A$, $j_B : B_{\text{cl}} \hookrightarrow B$, conditional expectations $E_A : A \rightarrow A_{\text{cl}}$, $E_B : B \rightarrow B_{\text{cl}}$, and a linear map $F_{\text{cl}} : B_{\text{cl}} \rightarrow A_{\text{cl}}$ such that $^6$

$$F = j_A \circ F_{\text{cl}} \circ E_B, \quad \omega = \omega | \circ E_A, \quad \text{and} \quad \omega \circ \mathsf{F} = (\omega \circ \mathsf{F}) | \circ E_B,$$

where the $|$ subscript means restriction to the commutative subalgebras. The only difference in notation/terminology between this section and the previous sections is that a ‘family of states over time function’ is replaced with a ‘family of channels over time function.’ Again, this is slightly abusive terminology since channels here need not be positive. Note, however, that the

$^6$As in the case of states, $\omega \circ \mathsf{F} = (\omega \circ \mathsf{F}) | \circ E_B$ is a consequence of the other two conditions.
compositionality/associativity axiom can now be formulated much more simply without ever even using the Choi–Jamiołkowski isomorphism. Namely, it says that the diagram

$$
\Hom(C, B) \times \Hom(B, A) \times \Hom(A, Z) \xrightarrow{\ast \times \id} \Hom(B \otimes C, A) \times \Hom(A, Z)
$$

$$
\Hom(C, A \otimes B) \times \Hom(A \otimes B, Z) \xrightarrow{\ast} \Hom(A \otimes B \otimes C, Z)
$$

commutes, i.e.,

$$(G \ast F) \ast \omega = (\id_A \otimes G) \ast (F \ast \omega).$$

**Proposition 4.3.** Given $\dagger$-preserving linear maps $(B \xrightarrow{F} A, A \xrightarrow{\omega} Z)$, the following are equivalent.

i. The identity $\omega \circ i_F = \omega \circ F$ holds.

ii. The densities $1_Z \otimes \mathcal{D}[F]$ and $\mathcal{D}[\omega] \otimes 1_B$ commute, i.e., $[1_Z \otimes \mathcal{D}[F], \mathcal{D}[\omega] \otimes 1_B] = 0$.

Furthermore, if the pair $(F, \omega)$ admits a classical model, then items i and ii hold.

**Remark 4.4.** Note that when $Z = C$, Proposition 4.3 provides a strengthening of Proposition 2.8. In addition, Proposition 4.3 illustrates in what sense a certain commutativity condition holds when a system is effectively classical. This commutativity condition is what replaces the commutativity condition in [15] and allows us to guarantee that a family of channels over time function exists (see Theorem 4.7 below).

**Lemma 4.5.** Let $A = \bigoplus_{x \in X} M_{m_x}(C)$. Then

$$
\bigoplus_{x \in X} M_{m_x}(C) \xrightarrow{\mu_A} \bigoplus_{x', x'' \in X} \left( M_{m_{x'}}(C) \otimes M_{m_{x''}}(C) \right),
$$

the Hilbert–Schmidt adjoint of the multiplication map, is given explicitly by the formula

$$(\mu_A^\ast)_{(x', x'')_x}(A) = \delta_{xx'} \delta_{xx''} \sum_{i,j,k} A_{ij} E_{ik}^{(m_x)} \otimes E_{kj}^{(m_x)}$$

for all $A \in M_{m_x}(C)$ and for all $x, x', x'' \in X$. Here, $A_{ij}$ denotes the $ij$-th entry of $A$ with respect to the standard basis.

**Proof of Lemma 4.5.** This follows from the fact that $(\mu_A)_{x(x', x'')}$ vanishes unless $x = x' = x''$, the definition of the Hilbert–Schmidt inner product, and the fact that multiplication is computed component-wise. □

The following lemma generalizes Lemma 3.5.

**Lemma 4.6.** Given linear maps $(B \xrightarrow{F} A, A \xrightarrow{\omega} Z)$,

$$
\mathcal{D}[\omega \circ i_F] = (1_Z \otimes \mathcal{D}[F]) \left( \mathcal{D}[\omega] \otimes 1_B \right) \quad \text{and} \quad \mathcal{D}[\omega \circ F i] = \left( \mathcal{D}[\omega] \otimes 1_B \right) (1_Z \otimes \mathcal{D}[F]).
$$
Proof of Lemma 4.6. By the distributive property of $\otimes$ and $\oplus$ along with Lemma 4.5, it suffices to assume the algebras are matrix algebras. Set $\omega_{\beta\alpha}^{ij} \in C$ to be the unique numbers satisfying $\omega^*(E_{\beta\alpha}) = \sum_{i,j} \omega_{\beta\alpha}^{ij} E_{ij}$ for all $\alpha, \beta$. Then

$$\mathcal{D}[\omega \circ id]^{\dagger} = \left( \text{id}_Z \otimes (\omega \circ \mu_{\mathcal{A}} \circ (\text{id}_{\mathcal{A}} \otimes F))^* \right) \left( \sum_{\alpha,\beta} E_{\alpha\beta} \otimes E_{\beta\alpha} \right)$$

$$= (\text{id}_Z \otimes \text{id}_{\mathcal{A}} \otimes F^*) \left( \sum_{\alpha,\beta} E_{\alpha\beta} \otimes \mu_{\mathcal{A}}^*(\omega^*(E_{\beta\alpha})) \right)$$

$$= (\text{id}_Z \otimes \text{id}_{\mathcal{A}} \otimes F^*) \left( \sum_{\alpha,\beta} \sum_{i,j} \omega_{\beta\alpha}^{ij} E_{\alpha\beta} \otimes \mu_{\mathcal{A}}^*(E_{ij}) \right)$$

$$= \sum_{\alpha,\beta} \sum_{i,j,k} \omega_{\beta\alpha}^{ij} E_{\alpha\beta} \otimes E_{ik} \otimes F^*(E_{kj}).$$

Meanwhile,

$$\left( (1_Z \otimes \mathcal{D}[F]) (\mathcal{D}[\omega] \otimes 1_{\mathcal{B}}) \right)^{\dagger} = \sum_{\alpha,\beta, i,j} E_{\alpha\beta} \otimes \omega^*(E_{\beta\alpha}) E_{ij} \otimes F^*(E_{ji})$$

$$= \sum_{\alpha,\beta} \sum_{i,j,k,l} \omega_{\beta\alpha}^{kl} E_{\alpha\beta} \otimes (E_{kl} E_{ij}) \otimes F^*(E_{ji})$$

$$= \sum_{\alpha,\beta} \sum_{i,j,k} \omega_{\beta\alpha}^{kj} E_{\alpha\beta} \otimes E_{kj} \otimes F^*(E_{ji}).$$

By relabelling the dummy indices, the two expressions are seen to be the same. Applying $\dagger$ to both sides proves the first identity. The other identity follows from similar calculations. \[\blacksquare\]

Proof of Proposition 4.3. The proof of the last claim implies item $i$ follows exactly the same argument as in the proof of the ‘preservation of classical limit’ in Theorem 2.13. The equivalence between item $i$ and item $ii$ follows from Lemma 4.6. \[\blacksquare\]

Theorem 4.7. A family of channels over time function exists and (4.1) provides an explicit construction.

Proof. The proof is completely analogous to the proof of Theorem 2.13. \[\blacksquare\]

5 Discussion

In this paper, we constructed a consistent way of associating a joint ‘state’ on $\mathcal{A} \otimes \mathcal{B}$ with every state on $\mathcal{A}$ and a quantum channel $\mathcal{A} \rightarrow \mathcal{B}$, in such a way that by-passes the no-go result

\[\text{In the Heisenberg picture, the directionality of the arrows is } \mathcal{B} \rightarrow \mathcal{A} \text{ and is the convention followed in the present paper.}\]
of [15]. The reason ‘state’ is in quotes is because the associated joint matrix is only self-adjoint in general, but is not necessarily positive. Therefore, it remains an open question whether there exists a consistent manner of associating a genuinely positive joint state to an initial (positive) state and a positive (perhaps even completely positive) map. In particular, we do not know whether there is such an assignment satisfying the axioms we have outlined that also includes such a positivity constraint. Furthermore, although we have provided a construction of a family of states over time function, we have made no claim as to the uniqueness of such an assignment. In particular, we do not know if the Jordan product provides the unique function that satisfies these axioms.

An interesting aspect of our work is that the proof of the main theorem was provided in the setting of (enriched) quantum Markov categories [21]. The proof itself also illustrated a natural generalization to channels, where the ‘preservation of the classical limit’ axiom of [15] was replaced by an alternative one that allowed us to bypass the no-go result of [15]. It seems reasonable to suspect that extensions to certain von Neumann algebras are possible, though this is only a speculation. We leave this question to the interested reader.

Yet another question that arises as a result of our theorem is related to quantum conditionals, which can be viewed as the opposite procedure to the one described in this work. In particular, if one is given a joint state, can one find a process for which the joint state can be expressed in terms of this process and its marginal? In [22], it was shown that one can express a joint state \( \zeta \) on \( \mathcal{A} \otimes \mathcal{B} \) as \( \zeta = \omega \circ i_F \) for some positive \( F \), and where \( \omega = \zeta \circ i_{\mathcal{A}} \), if and only if some non-trivial condition holds. The results of this paper suggest that perhaps one should change the question to the existence of a positive \( F \) such that \( \zeta = \frac{1}{2}(\omega \circ i_F + \omega \circ i_{-F}) \). It is not presently known if such a symmetrization procedure allows more conditionals to exist.

Finally, it would be interesting if our state over time function can be used to define information measures associated with a quantum channel and an initial state. In particular, if a joint entropy may be associated with our state over time, it would be straightforward to define an associated conditional entropy and mutual information by mimicking the defining formulas in the classical case. Moreover, if such a joint entropy exists, it would be worth investigating whether or not such a joint entropy yields quantum analogues of the characterizations of classical information measures appearing in [10].
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