Development of Smart Healthcare System Based on Speech Recognition Using Support Vector Machine and Dynamic Time Warping
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Abstract: This paper presents an effective solution based on speech recognition to provide elderly people, patients and disabled people with an easy control system. The goal is to build a low-cost system based on speech recognition to easily access Internet of Things (IoT) devices installed in smart homes and hospitals without relying on a centralized supervisory system. The proposed system used a Raspberry Pi board to control home appliances through wireless with smartphones. The main purpose of this system is to facilitate interactions between the user and home appliances through IoT communications based on speech commands. The proposed framework contribution uses a hybrid Support Vector Machine (SVM) with a Dynamic Time Warping (DTW) algorithm to enhance the speech recognition process. The proposed solution is a machine learning-based system for controlling smart devices through speech commands with an accuracy of 97%. The results helped patients and elderly people to access and control IoT devices that are compatible with our system using speech recognition. The proposed speech recognition system is flexible with scalability and availability in adapting to existing smart IoT devices, and it provides privacy in managing patient devices. The research provides an effective method to integrate our systems among medical institutions to help elderly people and patients.
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1. Introduction

In recent years, there have been many new solutions designed for elderly people, blind people, handicapped people, and patients living in their own homes without help to give them a way to be independent. The most common problem for people who suffer from a disability is controlling home devices that require localization or help from others [1]. An Internet of Things (IoT) home is a home that has integrated sensory devices connected through a network to help the user obtain information and alerts or to control their home appliances. A smart home is a home that has IoT devices that inform the user about what is happening in the house and help the user control those devices.

Using speech recognition to control IoT-connected devices in a smart home is a great solution to facilitate the control of the devices. Smart homes are homes equipped with sensors and actuators, which can be controlled through wireless networks [2]. Many researchers used microphones as an input to complete interactions at smart homes and have added many available solutions for sending speech commands to control smart home devices [3,4]. There are some challenges in developing a speech recognition system that must be addressed involving distance, security, and noise [5].
This paper presents a proposed speech recognition system to control appliances at smart homes or smart hospitals. Many researchers have developed systems that depend on vocal commands, such as wheelchair commands for people with dysarthria [4] and vocal control of appliances and devices [6]. Voice-based systems can provide a smart home with a speech recognition system with features to help visually impaired and elderly people to control devices [7].

Smart homes usually provide different solutions for managing homes from inside or even from outside the home through the Internet. Adaptive smart homes primarily use machine learning models to recognize patterns from daily activities and automate the actions and rules that mimic these activities [8]. The main target of IoT smart homes is reducing physical movements and actions that need to be carried out by humans by catering to their needs using advanced sensors.

Dynamic Time Wrapping (DTW) is an algorithm for measuring the similarity between two-time series which may vary in timing. DTW works well with spoken words processing and automatic speech recognition. Many types of data which seem to not be time series can be transformed into time series, such as speech, DNA (Deoxyribonucleic Acid), historical handwriting, and shapes [9]. DTW is very efficient at finding the differences between two-time series by calculating the matrix distance between them.

This paper focuses on controlling smart home devices using a hybrid system for speech recognition and it is divided into four parts. Firstly, the introduction gives an overview of the problem and an overview of the solutions in general. In the second part, this paper presents an introduction to existing home automation technologies. In the third section, the proposed system and the system components are discussed. In the fourth section, the results are discussed. Finally, the paper presents future work prospects and concludes the proposed system.

2. Related Work

M. Rahman et al. [10] proposed an automatic speech recognition system based on Support Vector Machine (SVM) with the assistance of DTW for speakers of the isolated Bangla language. They collected data from 40 speakers for five different Bangla words with the highest acoustic and noise-proof environment. Mel Frequency Cepstrum Coefficients (MFCCs) were used as static features from the speech signal. They used DTW after determining the feature vectors for feature matching. They proposed a reliable model that was tested by 12 speakers, and the recognition rate that the system achieved is 86.08%. The limitation of their work was that it was only designed for isolated Bangla speech recognition and therefore cannot be generalized.

X. Kong et al. [11] presented an evaluation for sub-phonemics to study the effect of noise on speech recognition. They used some features such as manner, place, and voicing error patterns as grey-scale confusion matrices, and as distinctive-feature-distances in the comparison. They found that the place features are most susceptible to misperceptions in white noise, followed by manner features, and then voicing features. Interactions among the IoT devices in smart homes can be executed via user interaction techniques such as human speech [12,13].

I. Mohamad et al. [14] developed a system that used a voice-matching methodology by extracting images, data, and user voice inputs. They used Principal Component Analysis (PCA) for the extraction of images and MFCC for the extraction of voice inputs. The system achieved an accuracy of 87.14% with the DTW method and 92.85% with the Euclidean distance method.

G. Ruben et al. [15] proposed an Automated Speech Recognition (ASR) tool as an educational platform for visually impaired people. They achieved good accuracy levels for speech recognition, but the system did not reach a high enough level to help users use it independently.

Y. Mittal et al. [16] worked on a voice-controlled smart home based on an IoT connection that could be installed easily and at a low cost. It also required minimal training and maintenance overhead. They suggested that using wireless technology can further be used for better performance. However, their solution suffers from authentication lockage and distance problems; the closer the user is to the sound device, the more suitable the system is. Additionally, the developed mobile application
system can solve the distance problem, which requires that users be within a certain distance of
the microphone.

E. Essa et al. [17] proposed a speech recognition system for isolated Arabic words by using a
combined classifier based on backpropagation with different parameters and architecture. They used
some recorded recitals from the Holy Quran by recruiting 10 famous reciters from different countries
to test the system. The system could reach very high rates for speech recognition of up to 96% using
MFCC. The system suffered from excessively large vocabulary sets and adaptation problems during
the process of individual classifier combination.

In the study by M. De Brouwer et al. [18], a cascading reasoning framework was proposed to
provide healthcare solutions with a responsive intelligent system that could convey data between
sensors at smart homes and smart hospitals with pipelines. This framework was designed to remove
latency from the process of transforming data and to improve the system’s responsiveness.

There are a lot of underlying issues when providing smart solutions based on IoT devices.
As a result, we studied the main issues that should be considered from the literature research in
References [19,20]. The authors stated that security, and privacy are the main concerns for smart city
applications. In the proposed system, the proposed solution worked on these issues to provide the
users with a safe environment.

In another study by L. Sánchez et al. [21], they described a platform called SoundCity which
is based on data streaming from smartphones to enable interoperability among heterogeneous IoT
devices such as smart home devices and smartphones. They presented ways to integrate IoT devices
and the other protocols from smartphones to control the devices. The big benefit of using smartphones
to control IoT devices is that there is no coverage limit. The proposed system used an integration
system to control smart home appliances with smartphones without restrictions on a user’s location.

These existing solutions showed that they can be employed for speech recognition applications
with only a little bit of degrading of the performances. However, all of those presented combination
schemes of SVM and other methods are complicated and computationally expensive. Unlike an
existing method, the proposed hybrid system of SVM and DTW does not require a lot of corpus
training to train the speech recognition process and instead, only requires a predefined dictionary that
contains the basic speech command and their templates. By using a supervised machine learning
method that is based on a predefined dictionary with the controlling speech commands, the solution
can automatically match the template commands with user commands. The proposed model was
evaluated by using a smart home data set, using SVM alone, and using the hybrid system. The proposed
SVM-DTW provides a direct and simple scheme to merge SVM and DTW and matches DTW templates
for a speaker verification system in addition to using the hybrid model for the speech recognition
process. The proposed SVM-DTW for smart home appliances controlling and accessing provides
several advantages, as follows:

1. It provides user authentication to give grants to access the smart home devices.
2. It increases the probability of recognizing the speech commands with a more convenient method
   than using SVM alone.
3. It provides an efficient scheme to integrate SVM and DTW for speech recognition methods.

3. The Proposed Speech Recognition System

The proposed system is a smartphone-dependent system for speech recognition to execute one
command based on the matching against the user command and the recorded speech templates.
Each user should record these commands for different home appliances to train the system to recognize
these commands using the microphone of the smartphone (to address distance issues) and voice
command matching. Then, the commands are sent only through a smartphone. A machine learning
model is used to match the voice commands from elderly people, patients, or disabled people based
on an expandable dictionary of predefined user commands to help the system recognize the user’s speech commands.

3.1. Structure of the Proposed System

The proposed system is composed of three components: a smartphone, a controlling system, and the devices (Figure 1). The smartphone receives the voice command and sends it to the controller, which is a router that receives the command and IP address of the connected device. The control command is easily sent through the mobile connection from anywhere, as the command is sent by a smartphone, so it is very easy to use and solves the distance problem.

The proposed system used SVM with DTW to detect the user’s commands quickly and efficiently. The DTW algorithm measures the similarity between two-time series, which may differ in speed or time. The SVM method is trained on biological similarity detection [22,23].

3.1.1. DTW in the Proposed Speech Recognition System

The proposed system used a database of training speech templates. Each training template has an utterance for a given word class from men and women i.e., “door”, “close”, “one”. Each template has more than one record. DTW can find the nearest record by choosing the class of template with the minimum DTW distance by making an alignment between the two series.

The proposed system investigates the efficiency of time-series classification with similarities based on DTW. The recognition of a specific time is faster than the recognition of a sample with a smaller time-series length. For example, the length of the time series varies from 20 to 80, instead of providing recognition across the length of the overall series. Two signals with equivalent features arranged in the same order can appear to be very different because of the differences in durations in their sections. This is shown in Figure 2, where the spoken words used were “The main door open”. The same words are used in both examples, but the order turned out in very different ways.
DTW distorts these durations so that the corresponding features appear at the same location on a common time axis, thus highlighting the similarities between the signals, as shown in Figures 3 and 4. Two main operations are performed to find the similarities between two-time series: the analysis of a single time series and analysis of two-time series.

Figure 2. Two waves for the same word before DTW.

Figure 3. Two waves for the same word after wrapping.
In the proposed system, DTW plays two roles: it is an authentication tool to grant the user access to control the devices and also increases the effectiveness of SVM of the speech recognition process. As shown in Figure 5, for the process of matching, a lower distortion between the testing data and the recorded template means there is a higher matching degree. The identification process for the user is shown in Figure 5, for the process of matching, a lower distortion between the testing data and the recorded template means there is a higher matching degree. The identification process for the user is aimed to help elderly people, disabled people, and patients to pronounce one of the pre-defined words to control a specific device. Therefore, we used DTW to build a match between each command and its defined category. The SVM is used to measure the local distance between vectors as shown in the Equation (1) below. To measure the distance between two series, for instance, \( a = \{a_1, a_2, \ldots, a_m\} \) and \( b = \{b_1, b_2, \ldots, b_m\} \). Let \( M(a, b) \) be \( m \times m \) pointwise distance matrix between \( a \) and \( b \), where \( M_{i,j} = (a_i - b_j)^2 \). The DTW distance between series is the path through \( M \) that minimizes the total distance subject to constraints on the amount of warping allowed, as in Equation (1).

In the proposed system, DTW plays two roles: it is an authentication tool to grant the user access to control the devices and also increases the effectiveness of SVM of the speech recognition process. As shown in Figure 4, for the process of matching, a lower distortion between the testing data and the recorded template means there is a higher matching degree. The identification process for the user is composed of \( T \) frames where \( t \) is the feature vector; the recorded speech template involves \( R \) frames where the arbitrary frame in the recorded template is indicated as \( r \); the similarity between \( T \) and \( R \) frames can be represented by \( d[T(t), R(r)] \); the starting point of the overall comparison path is \( T(1), R(1) = (1,1) \), and the endpoint of both of the frames is \( T(M), R(N) = (T, R) \). The path optimal distance for the similarity between \( R \) and \( T \) is based on Equation (2).

\[
DTW(a + b) = \sum_{k=0}^{n} (a_i - b_i)^2
\]

\[
Optimal \ a = \sum_{m=1}^{M} a(T(m), R(m))
\]
3.1.2. SVM in the Proposed Speech Recognition System

The SVM is used to measure the local distance between vectors. The speech commands are recognized using smartphones as a tool to recognize the user’s voice and to send commands to the devices. SVM does not perform well for large datasets because it requires a high training time and it also takes more time in training compared to the Naïve Bayes algorithm. The proposed system works only for a limited pre-defined command, therefore the SVM can work with small datasets very well. The SVM is one of the most successful pattern classifications algorithms. The system detects voices which are analyzed by using the smartphone microphone; afterwards, the Open Ears smartphone application analyzes the voice based on the two possible groups (i.e., either on or off for the lights, grades, and levels for television sound or words for security issues), as shown in Figure 6. The user starts the command with the device name and then the needed action based on the device group. For instance, in Table 1, for the air conditioner, the user needs to add a command with the device name and then the action “on” or “off” then the channel number “2”.

![Figure 5. DTW method in speech recognition.](image)

![Figure 6. The proposed system with Raspberry Pi architecture.](image)

| Number | Device | Action |
|--------|--------|--------|
| 1       | TV     | ON     |
| 2       | Air conditioning | ON-23 |

The proposed system block diagram.
Table 1. A user command example.

| Number | Device           | Action  |
|--------|------------------|---------|
| 1      | TV               | ON-2    |
| 2      | Air conditioning | ON-23   |

The proposed system ensures the privacy for each user with a smartphone to control devices. The proposed system is working with nonnative English using an ASR platform and proposes a system for mobile phones that do not require a special voice system. The system depends on the mobile phone microphone, which uses the user’s speech on a mobile application to detect the speech sounds. Finally, the ASR result is sent to the Raspberry Pi board a command, which processes the command and sends it to the targeted device through the relay driver as the controller. The proposed system as shown in Figure 6 uses the wireless connection between the mobile phone and Raspberry Pi board to send the commands. It directly connects the Raspberry Pi board to a display monitor to display the current command and the action being carried out. It also connects the Raspberry Pi board to smart devices such as a smart TV, smart door and other devices through a relay driver responsible for controlling the devices.

The system works when the user starts the mobile application, which listens to the user through the phone’s microphone. Then, the user gives a command to control smart home devices, as shown in Figure 7. There are two steps for recognition: the first step is using DTW, where the user speech is compared to the template to ensure if the user is authenticated. Then the user says the device name to control it. For that purpose, there is a vote from DTW and SVM to check if the device name is recognized from among the saved words that the user can use to state a command to the device. The system uses DTW. Thus, instead of comparing the stored samples, and the user inputs over time, it compares only a specific time for every command to increase the probability of recognition.

Figure 6. The proposed system with Raspberry Pi architecture.

Figure 7. The proposed system block diagram.
Applying a voting method based on machine learning method with labels provided a powerful classifiers using defined speech commands. The proposed system used a voting algorithm that exploits the individual predictions of SVM and DTW based on the most efficient self-training labeled algorithm. Using the major voting to find the matching between the templates and speech commands could improve the classification efficiency of voting by using DTW matching as a base for recognizing speech. The novelty of the presented system increased recognition accuracy of voting using a labeled machine learning algorithm.

The speech command for the devices depends on the device type and the controlling type. Controlled devices in smart homes belong to one of two types. The first group is on/off devices, such as doors or windows. The IoT devices are composed of groups according to the commands. The devices are controlled by on or off commands or by grades and levels. For example, to switch off the lights in the hall, the voice command is ‘Hall’ and then ‘H-Off’. The smart home’s utility group comprises some basic functions such as curtains controls. To open the curtains, the voice used command is ‘Curtain’. ‘Help’ is a command parameter that sounds an alarm in the smart home to alert the residents and neighbors. ‘Silence’ is command is used to silence the alarm. The ‘Light’ command is followed by the ‘Room’ command and either the ‘Off’ command or the ‘On’ command to turn the room light off or on.

### 3.2. Speech Recognition Process

The proposed system used the out-of-speaker (OOS) detection algorithm enhanced by defining specific words that were used for controlling the smart home [24]. The proposed OOS detection algorithm non-linearly reflects the feature vectors from a low-dimensional space into a high-dimensional space, which is used to enlarge the differences between different classes, further classifying the different data to provide an effective way to describe the speech feature distribution. The pseudo-code for the Algorithm 1 is:

| Algorithm 1 Speech Recognition |
|--------------------------------|
| 1. Iterate until convergence   |
| 2. for each sequence $S_i$ in D |
| 3. $A_i = \text{GetAlignment}(\text{DTW}(S_i, av))$ |
| 4. for each observation $j$ in av |
| 5. $av[j] = \text{mean}([A_1[j], A_2[j], \ldots, A_n[j]])$ |

$S_i$ the sequence  
D represents the whole time series  
$av$ represent the average

The proposed speech recognition system does not depend on the order of the points in the recorded voice samples. The system can detect an unenrolled speaker who is excluded from the trained speaker model. The proposed system depends on using the defined word for controlling devices in smart homes to make the general process of detection faster and decrease the probability of false alarms. The proposed system also worked on the problem of how elderly and disabled people and patients pronounce words.

### 3.3. Healthcare Speech Recognition System Components

The proposed system provides a healthcare system for smart homes and clinics to control devices based on speech recognition. The proposed speech recognition system is based on Raspberry. The Raspberry Pi board is connected to the home appliances through a relay driver to control the devices. The system used serial cables between the controller and the Raspberry Pi board, as shown in Figure 8.
The proposed voice recognition system components for smart homes.

![Diagram of the proposed voice recognition system components for smart homes.](image)

The Raspberry Pi board and the entire system is connected to a central power system as a power source. The system is connected to the IoT server, which allows the system to be controlled from outside the home or clinic through the cloud. The temperature sensors, thermal controller, lighting led, fans, lighting systems, and all appliances are connected directly to the PLC (Programmable Logic Controllers) controller to execute the commands which come from the Raspberry Pi board. Raspberry Pi provides multiple choices and an easy way to connect to smart homes, sensors, and connected devices efficiently [25].

4. Evaluation

4.1. Dataset and Settings

We tested the proposed system using MATLAB installed on a laptop PC (2.2 GHz with 8 GB RAM) with an SVM library to train the system using a dataset of commands that needed to be recognized. We tested the proposed system using the dataset called Home Automation Speech subset [26], which contains words for the kitchen, living room, office, and washing machine. The experiments were tested by different people’s (male and female) voices. The proposed system is a voice recognition system that may help the user with specific tasks indoors or outdoors.

4.2. Experimental Results

The proposed system achieved high success rates in detecting sound features of the users to recognize their commands from any location using SVM and DTW. The proposed system solved the authentication problem of controlling smart homes that use speech recognition. The system will be very effective in hospitals and smart homes to help patients, the elderly, and disabled people be independent. The system training is performed by using only a pre-defined word that comes with a specific device to speed up the training and of recognition processes. The words used are on, off, open, close, silent, degree/any number, lower, higher, access, above, down, channel number, and exit. The system achieved high success rates by using specific supported words to increase the probability
of detection and by using DTW with SVM, as shown in Table 2. The System efficiency (SE) is calculated based on Equation (3).

\[
\text{System efficiency (SE)} = \frac{\text{Recognized samples} \times 100}{\text{total sample number}} \quad (3)
\]

| Dataset | SVM | SVM with DTW |
|---------|-----|--------------|
| D1      | 88% | 98%          |
| D2      | 97% | 99%          |
| D3      | 61% | 100%         |
| D4      | 91% | 99%          |
| D5      | 90% | 94%          |
| D6      | 92% | 100%         |
| D7      | 84% | 99%          |
| D8      | 66% | 94%          |
| D9      | 94% | 97%          |
| D10     | 99% | 98%          |
| Accuracy| 79% | 97%          |

Table 2. The comparison between the Proposed system with SVM.

A total of 20 male and female speakers were asked to record 10 datasets to compare the speech recognition performance and test the system. The records are only words used for smart home appliances controlling such “kitchen, door, fridge, open, close air condition”. The difference between the datasets was that they were recorded by different people with ages that varied between 18 and 28 years old. A total of 200 records were tested. Table 2 shows the recognition performance of the SVM only and the SVM with DTW. The hybrid SVM with DTW achieved a very high success rate of 97% compared with only the SVM.

4.3. Discussion

The proposed speech recognition system operates on finite-length segments of speech commands. The command can be up to one minute long. The system evaluation is based on the right recognition true positive (TP) and true negative (TN) and the irregular speech recognition represented as false positive (FP) and false-negative (FN). The overall performance of these algorithms is presented in Table 3. The evaluation module gives accuracy, precision, recall, and F1 metrics that collectively show how good the model is based on the test to the evaluate module. The precision, recall, and F1 score are calculated as in Equations (4)–(6).

\[
\text{Precision} = \frac{\text{TP}}{\text{TP} + \text{FP}} \quad (4)
\]

\[
\text{Recall} = \frac{\text{TP}}{\text{TP} + \text{FN}} \quad (5)
\]

\[
\text{F1} = \frac{2(\text{Precision} \times \text{Recall})}{\text{Recall} + \text{Precision}} \quad (6)
\]

Table 3. The proposed speech recognition system evaluation.

|        |       |
|--------|-------|
| Accuracy| 0.976 |
| Precision| 0.972 |
| Recall  | 0.958 |
| F1      | 0.965 |
The most difficult problem that we solved was enhancing recognition (i.e., microphone problems when there are different distances). We did this by developing a system dependent on the user’s smartphone. We used a few words for the recognition process to decrease the probability of false detections. The proposed systems used words such as on, off, open, close, increase, decrease, microwave, door, and window. We compared the proposed speech recognition system performance to the results from J. Ding et al. [23] as shown in Figure 9. They used speech recognition for user verification applications and used the DTW method just for verification, instead of for the speech recognition process as well. They mainly applied SVM with a Gaussian mixture model (GMM) and achieved an accuracy of 73%. The proposed system proved better accuracy in matching the speech commands with 97%, which was better than for applying SVM only. The proposed system can help patients and elderly people at smart homes to control home appliances.

![Figure 9. The proposed system performance’s comparison with existing work.](image)

The proposed system was compared to another work for smart home applications to present the impact of speech recognition applications for smart homes to help patients and the elderly. In Reference [27], the authors proposed a solution like our proposed speech recognition system to use daily activities using speech commands to control smart home devices. They used the Markov Logic Network (MLN) algorithm and provided a high performance at 85%, with a recall rate of 92.7%. Our proposed speech recognition provided a better performance in comparison with the previous solutions as shown in Figure 10, but this does not mean that the system can be helpful for all situations because other relevant factors should be considered such as distance, noise, and stress of speech. The experiment results can be affected by the location of the human, the speech command recognition, and distress detection in real-time.
5. Conclusions

The proposed system is an effective system that can be used for generalized in all hospitals and smart homes for patients and elderly people. The system is quick in employing voice recognition, as the system uses only defined words for controlling the smart home or hospital. Thus, the process of recognition depends on only using specified commands to be compared to the command word. The proposed system solved many problems from previous systems, such as the speech distance issues, the system privacy, the accuracy of the speech recognition, and the command speed or how fast the user says the voice command. The proposed system is a low-cost system because it is based on smartphones and low-cost boards (i.e., Raspberry Pi boards). The system is reliable, efficient, and secure for controlling devices in smart homes and clinics.

The proposed hybrid system achieved a high accuracy of 97%, which is higher than the accuracy of using an SVM only (79%). The system used DTW with SVM to overcome the differences among sound segmentations.

The system’s limitation is the difficulty of speech recognition if the user’s voice is affected by illness or is not clear enough to be detected. Useful future work would involve research on integrating multiple recognition systems such as voice recognition and video recognition to help patients who suffer from speech problems.
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