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Abstract
This article describes a system to predict the complexity of words for the Lexical Complexity Prediction (LCP) shared task hosted at SemEval 2021 (Task 1) with a new annotated English dataset with a Likert scale. Located in the Lexical Semantics track, the task consisted of predicting the complexity value of the words in context. A machine learning approach was carried out based on the frequency of the words and several characteristics added at word level. Over these features, a supervised random forest regression algorithm was trained. Several runs were performed with different values to observe the performance of the algorithm. For the evaluation, our best results reported a M.A.E of 0.07347, M.S.E. of 0.00938, and R.M.S.E. of 0.096871. Our experiments showed that, with a greater number of characteristics, the precision of the classification increases.

1 Introduction
The identification of complex words (CWI) is the task of detecting in the content of documents the words that are difficult or complex to understand by the people of a certain group (Rico-Sulayes, 2020). The CWI and the substitution of words identified as complex may significantly improve readability and understandability of a given text (Zotova et al., 2020).

CWI has become an area of great interest in recent years for the computational linguistics community in making proposals that allow researchers to develop computational semantic analysis systems, as demonstrated by the shared tasks of CWI in SemEval 2016 (Paetzold and Specia, 2016), y NAACL-HTL 2018 (Yimam et al., 2018), and the CWI task of the ALexS 2020 competition, hosted at IberLEF 2020 (Ortiz-Zambranoa and Montejo-Ráezb, 2020).

This article introduces a system that has participated in the Lexical Complexity Prediction (LCP) shared task hosted at SemEval 2021 (Task 1) (Shardlow et al., 2021a). The task releases a new annotated English dataset with a Likert scale. Located in the Lexical Semantics track, the task consisted of predicting the complexity value of the words in context.

We have explored different features for representing words and multi-words and their context. Some preprocessing steps have been evaluated along with the effect of feature selection.

2 Related Work
(DuBay, 2004) defines readability as allowing one text to be easier to read than another. For many people, the understanding of a text can be affected by the presence of lexically and semantically complex words and phrases, for example for children (Petersen and Ostendorf, 2009), non-native speakers (Petersen and Ostendorf, 2009), and people with various cognitive or reading disabilities (Saggion et al., 2015).

Predicting which words a given target population has difficulty to understand is a critical step for many NLP applications, such as in text simplification, which has traditionally focused its attention on second language learners, native speakers with low levels of literacy, and people with language disabilities reading (Saggion et al., 2015). This task is also known as complex word identification (CWI). The prediction of the lexical complexity carried out with precision can allow to adapt texts according to the needs of the readers (Shardlow et al., 2020). Actually, in an early study in the 1920s, a very simple way to predict the level of difficulty of a text was discovered by educators, who used vocabulary difficulty and sentence length as main indicators (DuBay, 2004).
### Table 1: Total number of sentences in each training corpus.

| corpus | bible | europarl | biomedic | total |
|--------|-------|----------|----------|-------|
| single | 2574  | 2576     | 2512     | 7662  |
| multi  | 505   | 1        | 498      | 1517  |

3 Dataset

The training data set provided to the participants consisted of an augmented version of CompLex (Shardlow et al., 2021b). It uses data from three different sources: the Bible, Europarl, and biomedic texts (see Table 1). It is a set of multidomain English data made up of sentences, the targeted token, and its respective level of complexity as described in (Shardlow et al., 2020).

4 The system

This section describes the details of the system applied to the task, as our approach to complex word identification. A machine learning approach was followed based on the frequency of the words and further characteristics added at word level. Over these features, a supervised random forest regression algorithm was trained. In this section, first, the features considered in the supervised learning approach are introduced. Then, the method to determine whether a candidate word is complex or not is detailed.

4.1 Features

We computed a total of 15 features, taking into consideration the linguistic measures of the work carried out by (McLaughlin, 1969) and the experiments of the shared tasks of the CWI BEA 2018 respectively by (Paetzold and Specia, 2016; Gooding and Kochmar, 2018). These are the features obtained on the target word (token).

- **Absolute frequency (abs-frequency):** the absolute frequency. This frequency is computed based on the unannotated corpora compiled by José Cañete1 from different sources. It contains about 3 billion words.

- **Relative frequency (rel-frequency):** the relative frequency of the target word.

- **Word length (length):** the number of characters of the token.

- **Number of syllables (number-syllables):** the number of syllables.

- **Target word position (token-position):** the position of the target word in the sentence.

- **Number of words in the sentence (n-words-sentences):** number of words in sentence.

- **Part Of Speech (POS):** the Part Of Speech category.

- **Relative frequency of the previous the token (freq-rel-word-before):** the relative frequency of the word before the token.

- **Relative frequency of the word after the token (freq-rel-word-after):** the relative frequency of the word after the token.

- **Length of previous word (len-word-before):** the number of characters in the word before the token.

- **Length of the after word (len-word-after):** the number of characters in the word after the token.

- **Measure of Textual Lexical Diversity (MTLD-diversity):** the lexical diversity of the target word in the sentence using the metric proposed by (McCarthy and Jarvis, 2010)².

Additionally, the following WordNet (Fellbaum, 2010) features were also considered for each target word:

- **Number of synonyms (number-synonyms).**

- **Number of hyponyms (number-hyponyms).**

- **Number of hyperonyms (number-hypernyms).**

In the case of multiple words, the following characteristics were applied: absolute frequency, relative frequency, token length, number of syllables, total number of words in the sentence, MTDL diversity.

---

1Available at https://github.com/josecannete/spanish-corpora

2Computed using this Python library: https://pypi.org/project/lexical-diversity/
4.2 Method

The numeric input variables were scaled to a standard range, as many machine learning algorithms have been found to perform better when the data set is normalized. A polynomial transformation on the features characteristics was then applied with a degree value of 2, so new features were created.

A forest of trees was built with the training set \((X, y)\), where we assigned to the independent variable \((X)\) an array that contains all the word-level characteristics that were obtained from the token, the same ones that were described in the section 4.1; and the value of the dependent variable \((y)\) corresponds to the level of complexity’s word.

To build the Random Forest Regression Model, we split the dataset into the training set and test set, that is, 10% of the data set was used as test set, and the remaining 90% was used as the training set. Figure 1 shows the training process applying the random forest regression algorithm.

5 Experimental Results

5.1 Results on Trial and Simulated Data

To calculate the prediction value of the word complexity on the data of the evaluation corpus, the \((X, y)\), where we assigned to the independent variable \((X)\) which we called \(X_{\text{Test}}\), was built, was an array that contained all the word-level characteristics that were obtained from the token. Finally, we train the algorithm with the evaluation data and predict the results of the test set with the model trained on the testing set values using the regressor predict function.

Several runs were made with different values to observe the performance of the algorithm and fine-tune the hyperparameters of the model.

Our best configuration was with 150 nodes and 7 features, selected by their F ANOVA between label / feature. The selected characteristics were: \(\text{abs frequency}, \ \text{rel frequency}, \ \text{lenght}, \ \text{number syllables}, \ \text{token position}, \ \text{number synonyms}, \ \text{Part of speech}\). Finally, the prediction value of the words for the test data set was obtained, obtaining the best result: MAE of 0.07347, MSE of 0.00938, and RMSE of 0.096871 (see Table 2).

| #Trees | K | MAE  | MSE  | RMSE  |
|-------|---|------|------|-------|
| 150   | 7 | 0.07347 | 0.00938 | 0.09687 |
| 130   | 7 | 0.07354 | 0.00940 | 0.09700 |
| 150   | 8 | 0.07356 | 0.00942 | 0.09710 |

Table 2: Results obtained with Random Forest with selecting K-best features on single words subset.

| #   | Team Name    | MAE   | MSE   | \(R^2\) |
|-----|--------------|-------|-------|---------|
| 1   | JUST Blue    | 0.0609| 0.0062| 0.6172  |
| 2   | DeepBlueAI   | 0.0610| 0.0061| 0.6210  |
| 3   | Alejandro M. | 0.0619| 0.0064| 0.6062  |
| 50  | SINAI        | 0.0875| 0.0131| 0.1930  |

Table 3: Final results of the Lexical Complexity Prediction task on the single words dataset.

5.2 Results on test Data

In this section we present the results obtained from our system, and we carry out a discussion regarding the results presented by the organizers of the workshop.

The final results were sent to the SemEval 2021 organizers after the execution of our system. The final published results are those shown in Table 3, where the winners of the first three positions are presented. The results that we obtained in the contest for the case of the evaluation corpus of simple words were, MAE of 0.0875, MSE of 0.0131 and \(R^2\) of 0.1930. Taking into account the number of competitors (quite large) and the result obtained by the first place winner (MAE of 0.0609), we see that there is a small difference, which allows us to be confident with our simple approach.
6 Conclusion

In this article, the results of our participation in Task 1: Lexical Complexity Prediction in the Lexical semantics track hosted at the SemEval 2021 international workshop have been presented. Both the training corpus and the evaluation corpus were provided by the sponsoring organization of this competition. We applied machine learning and built the model using the random forest regression algorithm, relying on well-known word based and contextual features.

As future work, we plan to perform error analysis on the predictions, to identify the weaknesses of the proposed approach based on a characterization of the instances where the system performs poorly. Also, a better analysis of multi-word scenario is foreseen.
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