A Comparative analysis study of lung cancer detection and relapse prediction using XGBoost classifier
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Abstract. Lung cancer is the leading cancer for causing death for both men and women. It also has one of the lowest survival rates in five-year of all cancer types. It remains a challenge to lung cancer relapse prediction after surgery, especially for non-small cell lung cancer (NSCLC). This study aimed to enhance prediction and detection using eXtreme Gradient Boosting (XGBoost) model to detect lung cancer diagnoses and predict its relapse after surgery by using gene expression and its transcriptome changes due to cancer. This can aid to enhance early tumour progression handling and reducing the painful treatment. In this study, it used real New Generation RNA_seq (NGS) and microarray gene expression datasets for different types of lung cancer. The results demonstrated the effectiveness of the XGBoost model compared to other machine learning models especially in handling unbalance datasets.

1. Introduction
Lung cancer is the fourth most common diagnosed cancer and the second common cause of cancer-related death worldwide. Despite development in cancer treatment after surgically resected non-small cell lung cancer (NSCLC), the survival rate is still around 50% for 5-year. And 20% of patients showed recurrence within 5 years even if they were at stage I. Thus, the identification of patients with poor prognosis after surgery is of considerable clinical relevance [1]. Accounting for about 40% of lung cancers is adenocarcinoma, which is subtypes of (NSCLC). It tends widely to form metastases at an early stage, and the response to radiation therapy is not as effective as it is in small cell lung carcinoma [2]. The reason why lung cancer is so deadly is that the tumor is hard to diagnosis in its early stages. A long time it may take to grow and no symptoms are usually there at that stage. By the time that the symptoms be noticed, the other parts of the body may infect by cancer. Therefore, it appeared urgently needing identification improvement especially for the patients who have a high-risk to infected by cancer [3].

The gene expression profile technologies development, such as microarray has become the standard gene expression profiling technology for use in toxicogenomic [4-6]. In recent years, a further opportunity provided by the next generation sequencing (NGS). It comprehensively characterizes the molecular features of cancer.

Many studies interest in improving the prediction of lung cancer, some of them have proposed gene expression-based signatures in patients with lung cancer for survival stratification [3]. Recently, researchers try to develop the detection and predictive methods based on gene expression datasets to classify lung cancer patients with distinct clinical outcomes, including relapse, infection stages and overall survival. Previous studies have used different machine learning algorithms for their power
tools and have an excellent result in different fields, like Russul A. et al.[7-12] has multi-study proposed different new optimization models such as Gene Expression programming (GEP) and Deep Gene Selection (DGS) to improve NSCLC prognosis using microarray datasets, one of them is a hybrid method to rank and select relevant prognostic genes that are related to NSCLC recurrence prediction also Hasseeb A. et al.[13-16] has variant contribution on multi class using GEP algorithm for better classification lung cancer to assists in determining the specific treatment to reduce the fatality rates. While Guobin Z. et al. [17] used a convolutional neural network with a gradient boosting machine (GBM) algorithm based on hybrid features for classification of lung nodules as benign or malignant from CT images. Also, Shulong Li et al. [18] used a deep convolutional neural network to predict lung nodule malignancy with low dose CT (LDCT) lung cancer screening. Patra R. [19] study, has classified available lung data sample in the UCI machine learning repository into benign and malignant using different machine learning classifiers techniques. Yu-Heng Lai et al. [20] study, it developed a deep neural network (DNN) combining heterogeneous data sources of gene expression and clinical data. It predicted the 5-year survival status of NSCLC patients, based on microarray data. In this study, it applied XGBoost algorithm to different real lung cancer dataset types to have more accurate results in detection and relapse prediction and made a comparison with other machine learning algorithms. The results showed that XGBoost has more accurate and confident values especially for unbalance distributed classes in the datasets.

2. XGBoost (Extreme Gradient Boosting)

2.1. Definition

XGBoost is a scalable machine learning system for tree boosting. The impact of the system has been widely recognized in several machine learning and data mining challenges [21]. The most important factor behind the success of XGBoost is its scalability in all scenarios and its fast learning because of distributed and parallel computing which enables quicker model exploration. This lets the researchers and data scientists to build powerful variants of tree boosting algorithms. Recently, it has gained much attention and popularity, as it becomes the algorithm of choice for many winning teams of machine learning competitions. A general schematic diagram in Figure 1, illustrating an ensemble of depth-3 trees [22]. Using gradient-boosting, the trees are built greedily to minimize a regularized objective on the training loss. In XGBoost algorithm is an implementation of a parallelized gradient boosting algorithm.

![Figure 1. Schematic diagram of a boosted ensemble of decision trees [22].](image-url)
2.2 Using variance datasets with XGBoost
There are different types of datasets depend on the way used in gene expression representing. For example, microarray [23], and New generation Sequencing (NGS) [24] datasets. An Integration of clinical and gene expression datasets are usually used in machine learning models to learn on a specific point. This kind of datasets have different sizes (samples), so it needs a machine learning type that can handle that dataset’s differences in type and size. XGBoost can learn with a small number of samples and have good accuracy unlike other types of machine learning like the deep neural networks that need a big dataset size to learn.

3. Lung cancer datasets

3.1 Datasets information
In this study, it applied XGBoost classification on six datasets from two types of gene expressions (Microarray and new generation sequence (NGS)) to predict the lung cancer tumor diagnosis and the probability of relapse after the surgery. All datasets are taken from the National Center for Biotechnology Information site (NCBI). The first one (GSE30219) in microarray datasets which is part of the Cartes d’Identite des Tumeurs (CIT) program from the French Ligue Nationale Contre le Cancer, which analyzed 293 lung tumor samples and 14 non-tumoral lung samples [25]. The second one is (GSE19188), which is gene expression data for early-stage NSCLC. The analysis was performed on a cohort of 156 persons. The results have 91 tumor samples and 65 normal lung tissue samples [26]. The third one is (GSE31210) which it’s a gene expression data for pathological stage I-II lung adenocarcinomas for 226 patient’s lung adenocarcinomas with their clinical information about the patients’ relapse state after surgery [27]. The fourth dataset is (GSE8894) which it is a gene expression of non-small cell lung cancer type for 138 patients and its relapse state after surgery [28]. The fifth dataset is (GSE68465) which it is a gene expression for 442 patients; after remove the patients with missing information; it becomes 362 patients have full information with their clinical reference of relapse state [18]. The last dataset is (GSE81089) [29]. This dataset includes 218 expression profiling by high throughput sequencing; which is called a new generation sequence (NGS); for 199 patients diagnosed with NSCLC and 19 normal lung tissues. This kind of sequence (NGS) provides a gene expression with more precise and sensitive measurement levels than microarrays in the analysis of many samples [30].

| Datasets            | Type                                      | patients | Features | The Class                | Sample distribution (Cancer/Relapse) |
|---------------------|-------------------------------------------|----------|----------|--------------------------|---------------------------------------|
| GSE30219            | Microarray                                | 307      | 54675    | Cancer/Normal            | Yes: 293, No: 14                      |
| GSE19188            | Microarray                                | 156      | 54546    | Cancer/Normal            | Yes: 91, No: 65                       |
| GSE8894             | Microarray                                | 135      | 54675    | Relapse/No Relapse       | Yes: 67, No: 68                       |
| GSE68219            | Microarray                                | 362      | 22283    | Relapse/No Relapse       | Yes: 205, No: 157                     |
| GSE81089            | New Generation Sequencing (NGS)           | 218      | 63129    | Cancer/Normal            | Yes: 199, No: 19                      |

3.2 Data pre-processing
It’s a very important step in any machine learning algorithm. Data gathering methods are often loosely controlled, leading to having unreasonable, missing and out of range data. So, it needs to have cleaned the datasets at first by removing irrelevant, incomplete and unwanted data. In lung cancer datasets there is a lot of missing information especially in clinical information. To overcome this problem,
these records are considered irrelevant records and need to be deleted because they cause unsuitable learning results.

In classification, the decision class needs to be in numeric format. Meanwhile, in some datasets, the format is still in nominal format. It has to be changed from nominal format to numeric format. In this study, all classes are in nominal form, for example, Cancer /Normal or Relapse/No Relapse. Therefore, there is a need to change them to numeric format (0 and 1).

Finally, before it applies the machine learning algorithm (XGBoost), it must split each dataset into two parts; the training set and testing set. In this study, it splits the datasets to 70% of its record for the training set and the rest for the testing set.

4. XGBoost Algorithm
Study the gene expression datasets is an interdisciplinary field in which biology, mathematics and computer science are combined closely together, not only to understand the biological pathways but also to discover the hidden genetic variants causing many incurable diseases nowadays, such as cancer. Cancer detection and relapse prediction from the gene expression data continue to face a challenge due to the high complexity and dimensionality of these data. After decades of research, there is still uncertainty in the clinical information of cancer and the identification of tumor-specific markers.

4.1. the Loos function of XGBoost
In prediction problems involving unstructured data (text, images, etc.) artificial neural networks tend to outperform all other frameworks or algorithms. However, right now, decision tree-based algorithms are considered best-in-class when it deals with small-to-medium structured/tabular data. XGBoost algorithm was developed at the University of Washington as a research project by Tianqi Chen and Carlos Guestrin presented their paper at SIGKDD Conference in 2016 [31]. Since its presentation, this algorithm has not only been credited with winning competitions but also for being the driving force for several cutting-edge industry applications. In this study, it used the same strategy.

The extreme gradient boosting (XGBoost) algorithm is an advanced version of gradient boosting, which gives better performance and less computational time. $L(\theta)$ represents the objective function [31, 32]. It consists of two factors, training loss and the regularization term, that can be described as the following:

$$L(\phi) = \sum_i \text{loss}(\hat{y}_i, y_i) + \sum_k \Omega(f_k)$$  \hspace{1cm} (1)

Where

$$\Omega(f) = \gamma T + \frac{1}{2} \lambda \|\theta\|^2$$  \hspace{1cm} (2)

$T$: number of leaf node of the tree

$f_k$: independent tree structure

$q$: leaf weights

$\text{loss}()$: the loss function that measures the difference between the actual $y_i$ and its prediction $\hat{y}_i$.

$\Omega$: used to penalizes the complexity of the model for avoiding overfitting.

$\gamma$: the leaf weight penalty parameter [32]

$\lambda$: the tree size penalty parameter [32]

In Euclidean space, equation (2) cannot be optimized using traditional optimization methods. So, $f_t$ is added to minimize the following objective $L^{(t)}$ which represents the objective function at the $t^{th}$ iteration.

$$L^{(t)} = \sum_i \text{loss}(y_i, \hat{y}_i^{(t-1)} + f_t(x_i)) + \Omega(f_t)$$  \hspace{1cm} (3)
To quickly optimize the objective a 2nd-order approximation is used in the general [32]. So, equation (3) become as the following:

$$L^{(2)} = \sum_{i=1}^{n} [l(y_i, \hat{y}_i^{(t-1)}) + g_i f_i(x_i) + \frac{1}{2} h_i f_i^2(x_i)] + \Omega(f)$$

The classification type of our case study is binary. So the gradient and hessian will be [33,34]

$$g_i = y_i - \hat{y}_i$$

$$h_i = \hat{y}_i (1 - \hat{y}_i)$$

And by removing the constant terms and expanding $\Omega$, the equation (4) will be written as:

$$\hat{L}^{(2)} = \sum_{j=1}^{T} \left[ \left( \sum_{i \in S_j} g_i \right) \omega_j + \frac{1}{2} \left( \sum_{i \in S_j} h_i + \lambda \right) \omega_j^2 \right] + \gamma T$$

The $S_j = \{i \mid q(x_i) = j\}$ is defined as instance set of leaf j. For a fixed structure $q(x)$, the optimal weight $\omega_j^*$ of leaf j can be computed as following [33]:

$$\omega_j^* = \frac{\sum_{i \in S_j} g_i}{\sum_{i \in S_j} h_i + \lambda} + \gamma T$$

The Equation (5) can be rewritten by $\omega_j^*$ as the following, which can be used to measure the quality of a tree structure $q$:

$$\hat{L}^{(2)}(q) = -\frac{1}{2} \sum_{j=1}^{T} \left( \sum_{i \in S_j} g_i \right)^2 + \frac{1}{2} \left( \sum_{i \in S_j} h_i + \lambda \right)$$

 Normally it is impossible to enumerate all the possible tree structures. So, a greedy algorithm equation (8) is used in XGBoost to evaluate the split candidates [21]. ($S_L$ and $S_R$ are the instance sets of left and right nodes after the split, and $S = S_L \cup S_R$)

$$L_{\text{split}} = \frac{1}{2} \left[ \frac{\left( \sum_{i \in S_L} g_i \right)^2}{\sum_{i \in S_L} h_i + \lambda} + \frac{\left( \sum_{i \in S_R} g_i \right)^2}{\sum_{i \in S_R} h_i + \lambda} - \frac{(\sum_{i \in S_L} g_i)^2}{\sum_{i \in S_L} h_i + \lambda} \right] - \gamma$$

4.2. The XGBoost workflow

It implements machine learning algorithms under the Gradient Boosting framework. XGBoost provides a parallel tree boosting. In the beginning, the datasets partitioning to 70% for training and 30% for testing. The hyperparameters are tuning and several trees are building depend on the best feature (gene) selection by the XGBoost then n trees are built depend on several criteria; the best split point, tree pruning and others. After the trees are built the predicting stage begins. The test data go through the building trees then take the average of the outputs. In Figure 2 is shown how the workflow goes through the XGBoost [35].

5. Comparative analysis results

In this study, it applied XGBoost to different types and sizes of datasets to show the ability of XGBoost in handling them and compare its results with the representation machine learning algorithms: SVM [36] and gcForest [37].
5.1. Tuning parameters

In this study, the XGBoost parameters is settled to the following: Max depth to 6 levels, learning rate (eta) to 0.3, the gamma (for splitting threshold) to 1, lambda (for regularization) to 1 and the number of rounds to 5. While the SVM parameters have the following values: It chooses the Radial Basis Function (RBF) for the kernel. The parameter C which behaves as a regularization parameter in the SVM set to 1, and gamma to 1. And for gcForest, the Max. depth equal 6, slicing window is 100, the step of window moving is 1 feature at a time and the number of trees for each of multi-grained stage and cascading stage is 500.

5.2. The results

Each algorithm has been applied five times for different random training sets and takes the average of each metric as shown in Tables 2, 3, 4, 5 and 6. And its corresponding charts in Figures 3, 4, 5, 6 and 7. While in Figures 8, 9, 10 and 11 illustrate the ROC and AUC metrics.

Table 2. Result comparison of lung cancer detection for GSE81089 dataset.

| Classifier Type | Sensitivity | Specificity | Precision | Accuracy | Std. | Time (hr.) |
|-----------------|-------------|-------------|-----------|----------|------|------------|
| XGBoost         | 1           | 0.95        | 0.997     | 0.997    | 0.006| 00:02:12   |
| SVM             | 0.991       | 0.48        | 0.991     | 0.971    | 0.01663| 00:05:23   |
| gcForest        | 0.893       | 1           | 1         | 0.988    | 0.01122| 00:43:00   |

Table 3. Result comparison of lung cancer detection for GSE30219 dataset.

| Classifier Type | Sensitivity | Specificity | Precision | Accuracy | Std. | Time (hr.) |
|-----------------|-------------|-------------|-----------|----------|------|------------|
| XGBoost         | 0.917       | 1           | 1         | 0.995    | 0.0157| 00:03:10   |
| SVM             | 1           | 0.214       | 0.969     | 0.969    | 0.02129| 00:03:69   |
| gcForest        | 1           | 0.583       | 0.978     | 0.978    | 0.01508| 01:10:00   |
Table 4. Result comparison of lung cancer detection for GSE19188 datasets.

| Classifier Type | Sensitivity | Specificity | Precision | Accuracy | Std. | Time (hr.) |
|-----------------|-------------|-------------|-----------|----------|------|------------|
| XGBoost         | 0.971       | 0.940       | 0.956     | 0.957    | 0.0136 | 00:01:32   |
| SVM             | 0.972       | 0.957       | 0.975     | 0.963    | 0.0195 | 00:01:37   |
| gcForest        | 0.964       | 1           | 1         | 0.979    | 0.015  | 01:31:19   |

Table 5. Result comparison of Lung cancer relapse prediction for GSE8894 dataset.

| Classifier Type | Sensitivity | Specificity | Precision | Accuracy | Std. | Time (hr.) |
|-----------------|-------------|-------------|-----------|----------|------|------------|
| XGBoost         | 0.964       | 0.7         | 0.815     | 0.794    | 0.061 | 00:02:06   |
| SVM             | 0.6         | 0.476       | 0.522     | 0.537    | 0.061 | 00:01:40   |
| gcForest        | 0.526       | 0.636       | 0.556     | 0.585    | 0.064 | 02:09:12   |

Table 6. Result comparison of lung cancer relapse prediction for GSE68219 dataset.

| Classifier Type | Sensitivity | Specificity | Precision | Accuracy | Std. | Time (hr.) |
|-----------------|-------------|-------------|-----------|----------|------|------------|
| XGBoost         | 0.663       | 0.592       | 0.641     | 0.632    | 0.0264 | 00:01:20   |
| SVM             | 0.955       | 0.093       | 0.617     | 0.615    | 0.0280 | 00:01:25   |
| gcForest        | 0.818       | 0.279       | 0.635     | 0.606    | 0.0425 | 02:12:02   |

Figure 3. Specificity and Sensitivity of XGboost, SVM and gcForest for all tables.
Figure 4. Precision of XGboost, SVM and gcForest for all tables.

Figure 5. Accuracy of XGboost, SVM and gcForest for all tables.

Figure 6. Standard deviation of XGboost, SVM and gcForest for all tables through the five times different training sets.

Figure 7. The learning time taken by XGboost, SVM and gcForest for all tables.
It can illustrate the function loss performance of the XGBoost model on the evaluation dataset by plotting it with classification error to get insight into how learning unfolded while training, see Figure 12, 13 and 14

**Figure 8.** The ROC curve and AUC values for each of gcForest, XGBoost and SVM models on GSE81089 dataset.

**Figure 9.** The ROC curve and AUC values for each of gcForest, XGBoost and SVM models on GSE30219 dataset.

**Figure 10.** The ROC curve and AUC values for each of gcForest, XGBoost and SVM models on GSE19188 dataset.

**Figure 11.** The ROC curve and AUC values for each of gcForest, XGBoost and SVM models on GSE8894 dataset.

Figure 1. The XGBoost log loss and classification error on GSE81089 dataset.

Figure 2. The XGBoost log loss and classification error on GSE30219 dataset.

Figure 3. The XGBoost log loss and classification error on GSE19188 dataset.
5.3. Analyzing the results
In this study, it used sensitivity, specificity, precision, accuracy, standard deviation, learning time, ROC curve and AUC metrics to evaluating the effectiveness of each of the machine learning models.

5.3.1. Sensitivity and Specificity. Sensitivity (true positive rate), measures the proportion of truly prediction lung cancer disease detected by machine learning to actual lung cancer disease cases. While specificity (true negative rate) measures the proportion of truly healthy cases predicted by Machine learning to actual health cases. In Figure 3 shows the charts of sensitivity and specificity for all subsets. These two metrics are always evaluated together because it gives more detail on the machine learning behaviour especially for unbalanced in distributed classes in the datasets like in GSE81089 and GSE30219 datasets (see Table 1). In the GSE81089 dataset the XGBoost has a 100% value in sensitivity and 95% in specificity while SVM has 99.1% in sensitivity metric but it has 48% in specificity, which means, it failed to train the system in detecting the healthy case. The gcForest has a better state than SVM, but it also considers less than XGBoost. While in GSE81089 both SVM and gcForest algorithms have 100% for each, which is higher than XGBoost (that have 91.7%) but they are both failed in specificity by having 21.4% for SVM and 58.3% for gcForest, while XGBoost has 100%. The rest of the datasets are having a sort of balance classes distributed. In GSE19188, the three models have a slight difference in both sensitivity and specificity. The SVM has the best result in sensitivity than XGBoost and gcForest, by taking 97.2%, 97.1% and 96.5% for each of them respectively. And in specificity, the gcForest has the greatest score, by taking 100%. Then SVM has 95.7% and 94% for XGBoost. In GSE8894 and GSE68219, there are both interesting in lung cancer relapse prediction. In GSE8894, the XGBoost has a higher degree in both sensitivity and specificity than gcForest. SVM although has higher score in sensitivity than gcForest but they failed in specificity by having 47.6%. In GSE68219, although both of SVM and gcForest have a better score in sensitivity than XGBoost, but they are failed in specificity by having 9.3% and 27.9% respectively, while XGBoost has 59.2%.

5.3.2. Precision It is not the same as sensitivity, it is the truly detected of lung cancer divided by true and false detection of lung cancer. It means that it can give us information on how well the machine learning model performs concerning the incorrect prediction. It can recognize from Figure 4 that, the values of the precision are slightly different between the models for all datasets, except when applying to the GSE8894 dataset. In this dataset, the XGBoost has a much higher value than gcForest and SVM models by having 81.5%, while gcForest has 55.6% and 52.2% for SVM.

5.3.3. Accuracy. It the proportion of all true prediction (whether they are lung cancer detection or healthy case) to all prediction. The XGBoost has a higher value in all datasets. Accuracy alone doesn't give us the full picture of system performance when it works with a class-imbalanced dataset, where there is a significant difference between the number of positive and negative classes. As it seen in Figure 5 for GSE81089 and GSE30219 datasets, the SVM have a high accuracy value (97.1% and 96.9% respectively) while it failed in specificity; which is the prediction of healthy case. So, it needs to farther metrics to give the full evaluation to the used machine learning. But the accuracy is work well in balance datasets.

5.3.4. Standard deviation (Std.). It can be used to measure confidence of the machine learning model against real world data. The less the value the more confidence it is. From Figure 6 it seen that, in all the datasets the XGBoost has the most less value. Which it is mean that, the XGBoost is the most confidence between the comparative models. Then the gcForest is the second one in GSE81089, GSE30219 and GSE19188 datasets. While in GSE8894 and GSE68219 the SVM is the second.

5.3.5. The learning time. Machine learning models needs enough time to let the model learn and develop to fulfil their purpose with a considerable amount of relevancy and accuracy. From Figure 7,
it seen that XGBoost has the minimum learning time for most of datasets. While gcForest has the longest time comparing to the other models.

5.3.6. The ROC curve and AUC. The ROC (receiver operating characteristic) curve in our case, is the relation of true cancer rate in y-axis and false cancer rate on x-axis. So, it concerned the true and false prediction. It used with binary classification and it’s highly considered in imbalance datasets. While the AUC is the Area Under Curve, its implicit goal is to deal with situations where have a very skewed sample distribution, and don’t want to overfit to a single class. As it seen in Figure (8, 9, 10 and 11) the XGBoost in all datasets either has the highest value or very close to it.

5.4. The pros and cons of XGBoost

Through this study and from the results obtained, it can notice some pros and cons to this XGBoost model. They summarized in Table 7.

| The Pros | The cons |
|----------|----------|
| It is extremely fast because of its parallel computation capability. | It is only working with numeric features. |
| Highly efficient in balance and imbalanced datasets. | May lead to an overfitting state, if hyperparameters are not tuned properly. |
| It is versatile because it can be regression, classification or ranking. | |
| Missing values is imputation, so there is no need for feature engineering. | |

6. Conclusions

This study produced a prediction model using XGBoost classification algorithm. The results showed that, using XGBoost classification algorithms improved the prediction of lung cancer diagnosis detection and relapse prediction. It showed that XGBoost algorithm can manage the unbalance datasets better and within a shorter time comparing with other comparative methods. As it is seen from the prognosis detection and relapse prediction results how much the accuracy of classification is strongly dependent on the sensitive and precise measurement levels of gene expression in the datasets. Therefore, our future direction is to investigate the best datasets preprocessing that reduce the noise, to increase the detection and prediction accuracy of the model.
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