Explicit Small Image Theorems for Residual Modular Representations
Baptiste Peaucelle

To cite this version:
Baptiste Peaucelle. Explicit Small Image Theorems for Residual Modular Representations. 2020. hal-02977317v2

HAL Id: hal-02977317
https://hal.science/hal-02977317v2
Preprint submitted on 10 Nov 2020

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Explicit Small Image Theorems for Residual Modular Representations

Baptiste Peaucelle

Abstract

Let $\rho_{f,\lambda}$ be the residual Galois representation attached to a newform $f$ and a prime ideal $\lambda$ in the integer ring of its coefficient field. In this paper, we prove explicit bounds for the residue characteristic of the prime ideals $\lambda$ such that $\rho_{f,\lambda}$ is exceptional, that is reducible, of projective dihedral image, or of projective image isomorphic to $A_4$, $S_4$ or $A_5$. We also develop explicit criteria to check the reducibility of $\rho_{f,\lambda}$, leading to an algorithm that computes the exact set of such $\lambda$. We have implemented this algorithm in PARI/GP. Along the way, we construct lifts of Katz’ $\theta$ operator in character zero, and we prove a new Sturm bound theorem.

Introduction

The setup

Let $f$ be a newform of weight $k \geq 2$, level $N \geq 1$, and character $\varepsilon : (\mathbb{Z}/N\mathbb{Z})^\times \to \mathbb{C}^\times$. We denote by $K_f$ the number field generated by the Fourier coefficients of $f$, and by $\mathcal{O}_f$ its ring of integers. Given a prime number $\ell$, let us write $\rho_{f,\ell}$ for the $\ell$-adic representation attached to $f$ by Deligne:

$$\rho_{f,\ell} : G_\mathbb{Q} \to \text{GL}_2(\mathcal{O}_f \otimes \mathbb{Z}_\ell),$$

where $G_\mathbb{Q}$ denotes the Galois group of an algebraic closure of $\mathbb{Q}$. Choosing a stable lattice for $\rho_{f,\ell}$, we can assume it takes values in $\text{GL}_2(\mathcal{O}_f \otimes \mathbb{Z}_\ell)$. For a prime ideal $\lambda$ of $\mathcal{O}_f$, let us denote by $\mathcal{O}_{f,\lambda}$ the completion of $\mathcal{O}_f$ at $\lambda$. The decomposition $\mathcal{O}_f \otimes \mathbb{Z}_\ell = \prod_{\lambda | \ell} \mathcal{O}_{f,\lambda}$, where the product runs over all the prime ideals in $\mathcal{O}_f$ above $\ell$, gives rise to a Galois representation $\rho_{f,\lambda}$ with values in $\text{GL}_2(\mathcal{O}_{f,\lambda})$. Reducing $\rho_{f,\lambda}$ modulo the maximal ideal of $\mathcal{O}_{f,\lambda}$ and taking the semi-simplification, we finally get a residual representation $\overline{\rho}_{f,\lambda} : G_\mathbb{Q} \to \text{GL}_2(\mathbb{F}_\lambda)$ where $\mathbb{F}_\lambda$ denotes the residue field of $\mathcal{O}_{f,\lambda}$. Notice that $\overline{\rho}_{f,\lambda}$ does not depend on the choice of the stable lattice. In this article, we will be interested in the following result which has been proved by Ribet in 1985 [29]:

**Theorem** (Ribet, 1985). For all but finitely many $\lambda$ the representation $\overline{\rho}_{f,\lambda}$ is irreducible. Furthermore, if $f$ is not a form with complex multiplication (see definition 5.2), then for all but finitely many $\lambda$, the order of the image of $\overline{\rho}_{f,\lambda}$ is divisible by the residue characteristic of $\lambda$.

For simplicity, we shall say that $\lambda$ is exceptional if one of the conclusions of Ribet’s theorem does not hold. Let us denote by $\overline{\text{P} \rho}_{f,\lambda}$ the projectivisation of $\overline{\rho}_{f,\lambda}$, that is the composition of $\overline{\rho}_{f,\lambda}$ with the canonical projection map from $\text{GL}_2(\mathbb{F}_\lambda)$ to $\text{PGL}_2(\mathbb{F}_\lambda)$. According to the classification of the subgroups of $\text{PGL}_2(\mathbb{F}_\lambda)$ and $\text{PSL}_2(\mathbb{F}_\lambda)$ [13, II.8.27], if $\lambda$ is exceptional, then one of the following is true:

1. the representation $\overline{\rho}_{f,\lambda}$ is reducible;
2. the image of $\overline{\text{P} \rho}_{f,\lambda}$ is a dihedral group $D_{2n}$ with $\ell \nmid n$;
3. the image of $\overline{\text{P} \rho}_{f,\lambda}$ is isomorphic to $A_4$, $S_4$ or $A_5$.  
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Therefore, Ribet’s theorem is equivalent to showing that the above three cases occur finitely many times (under the assumption that \( f \) is non-CM in the second case).

The theorem generalised results of Ribet from 1975 for \( N = 1 \) [28], which already extended those of Serre and Swinnerton-Dyer from 1973 for \( N = 1 \) and \( K_f = \mathbb{Q} \) [32, 35]. Although the first result of Ribet from 1975 gave an explicit description of the prime ideals for which the associated representation is reducible, it was no more the case in 1985. The second part of the theorem was already ineffective in 1975. The first step in making Ribet’s result effective has been accomplished by Billeyer and Dieulefait in 2014 [3]. Assuming the character of \( f \) is trivial, they gave explicit criteria for the residue characteristics \( \ell \) of \( \lambda \) in terms of \( k \) and \( N \), for \( \overline{\rho}_{f,\lambda} \) to be reducible. In the two other cases, they gave explicit bounds for \( \ell \), in terms of \( k \) and \( N \).

Statement of results

In this paper, we extend the results of [3] to all newforms of arbitrary weight, level and character. The argument used to deal with the third case given in [3] can be applied without modifications to a form with non-trivial character. We recall their result for the sake of completeness.

**Theorem.** If the image of \( \overline{\rho}_{f,\lambda} \) is isomorphic to \( A_4 \), \( S_4 \) or \( A_5 \), then either \( \ell \mid N \) or \( \ell \leq 4k - 3 \).

We now focus on the reducible and dihedral cases. The main idea to deal with these cases is to translate them into congruences between modular forms. In the dihedral case, we get a congruence between twists of \( f \), while in the reducible case we deal with congruences involving Eisenstein series. To deduce a bound from a congruence between two modular forms, the so-called Sturm bounds are usually used. We generalise them to deal with modular forms of arbitrary weight, level and character (see proposition 3.17). In the dihedral projective image case, the bound we get for the residue characteristic is the following.

**Theorem (theorem 5.10).** Assume \( \overline{\rho}_{f,\lambda} \) has dihedral projective image. If \( N = 1 \) then we have \( \ell \leq k \) or \( \ell \in \{2k - 1, 2k - 3\} \). Else, if \( N \geq 2 \) and \( f \) does not have complex multiplication, then we have

\[
\ell \leq \left( 2N^{\frac{k+1}{4}} \right)^{|K_f:\mathbb{Q}|} \times \max \left( \left( \frac{k}{3} (2 \log \log(N) + 2.4) \right)^{\frac{k-1}{2}}, \left( \frac{5}{2} N^{\frac{k+1}{4}} \right)^{|K_f:\mathbb{Q}|} \right).
\]

This result gives us indeed an upper bound for \( \ell \) in terms of \( N \) and \( k \) because \( |K_f:\mathbb{Q}| \) can be bounded by the dimension of the \( \mathbb{C} \)-vector space generated by the newforms of weight \( k \), level \( N \) and character \( \varepsilon \) (see for example [21]).

The most challenging case is when \( \overline{\rho}_{f,\lambda} \) is reducible. In this situation we generalise the results of [3, Section 2.] to newforms of arbitrary character. The restriction on the character in [3] was mainly due to a partial knowledge of the constant term of Eisenstein series at arbitrary cusps. This computation has been done in full generality in [4], allowing us to generalise their result. The following theorem then follows from combining this technical result with a detailed study of modular reducible representations, hence extending the strategy used for the proof of [3, Theorem 2.7].

**Theorem (theorem 4.22).** Assume \( \overline{\rho}_{f,\lambda} \) to be reducible. Then one of following holds:

1. \( \ell \leq k + 1 \);
2. \( \ell \mid N\varphi(N) \);
3. there exists a prime-to-\( \ell \) primitive Dirichlet character \( \eta \) of conductor \( c_0 \mid N \) and such that \( \eta(-1) = (-1)^k \) and \( \ell \) divides the algebraic norm of one of the non-zero following quantities:

   (a) \( p^k - \eta(p) \) for a prime number \( p \mid N \);
   (b) the \( k \)-th Bernoulli number \( B_{k,\eta} \) attached to \( \eta \) (see definition 2.1).

The precise study of reducible modular representations used in the proof of the previous theorem is the main novelty of the present paper. The basic question we consider is as follows: How to characterise the reducibility of \( \overline{\rho}_{f,\lambda} \) by a finite number of explicit congruences? We give two answers to this question. A general one that applies without any restriction on \( \ell \) or \( f \), and, under some assumptions on \( \ell \), a second one for which the number of congruences to check is independent from \( \ell \). A weaker form of our first main result in this direction is the following.
Theorem (Theorem 4.15). The following are equivalent:

1. $\overline{\mathbf{f}}_{f,\lambda}$ is reducible;

2. Let $\mathcal{L}$ be a place of $\overline{\mathbb{Q}}$ above $\lambda$. There exist two primitive Dirichlet characters $\varepsilon_1$, $\varepsilon_2$ of conductor $c_1$, $c_2$ respectively such that $c_1 c_2 \mid N$, and two integers $m_1$, $m_2$ such that $0 \leq m_1 \leq m_2 \leq \ell - 2$ and $X_{\ell}^{m_1 + m_2} \equiv X_{\ell}^{k} \varepsilon (\text{mod } \mathcal{L})$. Define

$$\tilde{k} = \begin{cases} 3 + \max(k, m_2 + 2m_1 + 1) & \text{if } \ell \mid N \\ \ell + 5 + \max(k, m_2 + \ell m_1 + 1) & \text{if } \ell \nmid N \end{cases}.$$ 

For every prime number $p \leq N^{k} \prod_{q \mid 2N} \left(1 + \frac{1}{q}\right)$ and not dividing $2\ell$, we have

- $p \nmid N$ and $a_p(f) \equiv p^{m_1} \varepsilon_1(p) + p^{m_2} \varepsilon_2(p) \pmod{\mathcal{L}}$;
- $p \mid N$ and $a_p(f) \equiv p^{m_1} b_p \pmod{\mathcal{L}}$ for some $b_p \in \{0, \varepsilon_1(p), p^{m_2 - m_1} \varepsilon_2(p)\}$.

When this holds, we moreover have $\overline{\mathbf{f}}_{f,\lambda} \equiv X_{\ell}^{m_1} \mathbf{e}_1 + X_{\ell}^{m_2} \mathbf{e}_2$.

Notice that this result applies with no assumption on $f$ and $\ell$. In particular, it can be used to check the reducibility of $\overline{\mathbf{f}}_{f,\lambda}$ for any given $\lambda$, including the ones which residue characteristic is small compared to the weight, or divides the level. Such restrictions appear for instance in the work of Anni [1, Algorithm 7.2.4], where the author develops a different, “bottom-up” approach, towards these questions in the context of modular forms “à la Katz”.

In the previous statement, the number of congruences to be satisfied in order to prove the reducibility of $\overline{\mathbf{f}}_{f,\lambda}$ depends not only on $N$, $k$ and $\varepsilon$, but also on $\ell$. Under some assumptions on $\ell$, we have been able to remove this dependency in the bound. A weaker form of our second main result can be stated as follows.

Theorem (Theorem 4.20). Assume $\ell > k + 1$ and $\ell \nmid N \varphi(N)$, where $\varphi$ denotes the Euler totient function. The following are equivalent:

1. $\overline{\mathbf{f}}_{f,\lambda}$ is reducible;

2. Let $\mathcal{L}$ be a place of $\overline{\mathbb{Q}}$ above $\lambda$. There exist two Dirichlet characters $\varepsilon_1$, $\varepsilon_2$ of conductor $c_1$, $c_2$ respectively such that $c_1 c_2 \mid N$, and $\varepsilon_1 \varepsilon_2 = \varepsilon$. For all odd primes $p \leq N^{k} \prod_{q \mid 2N} \left(1 + \frac{1}{q}\right)$, we have

- $p \nmid N$ and $a_p(f) \equiv \varepsilon_1(p) + p^{k-1} \varepsilon_2(p) \pmod{\mathcal{L}}$;
- $p \mid N$ and $a_p(f) \equiv b_p \pmod{\mathcal{L}}$ for some $b_p \in \{0, \varepsilon_1(p), p^{k-1} \varepsilon_2(p)\}$.

When this holds, we moreover have $\overline{\mathbf{f}}_{f,\lambda} \equiv \mathbf{e}_1 + X_{\ell}^{k-1} \mathbf{e}_2$.

We stress the fact that according to these latter two results, proving the reducibility of $\overline{\mathbf{f}}_{f,\lambda}$ requires checking almost $Nk^2 \log \log(N)$ congruences (and even $Nk \log \log(N)$ for the primes $\ell$ satisfying the assumptions $\ell > k + 1$ and $\ell \nmid N \varphi(N)$). Notice that the log log $(N)$ part comes from the upper-bound we prove in lemma 3.20.

To achieve such bound, we extensively use the local description of $\overline{\mathbf{f}}_{f,\lambda}$ at the bad prime numbers (i.e. the prime numbers dividing $N$), together with generalised Sturm bounds theorems and an appropriate use of degeneracy maps between modular forms spaces of various levels. Having a sharp bound is especially important from a computational point of view. Indeed, those results also provide us with a algorithm that explicitly computes the exact set of $\lambda$ such that $\overline{\mathbf{f}}_{f,\lambda}$ is reducible. We have implemented such an algorithm in PARI/GP [26].
Organisation of the paper

In the first section of the paper we collect various results on the local description of residual modular representations. The second section is devoted to recall basic facts about Dirichlet characters and Eisenstein series. In section 3, we develop various tools that will play a central role in the proof of the main results. In paragraph 3.1, we construct the so-called theta operators in characteristic zero, that we then use to generalise Sturm bounds results in paragraph 3.2. In paragraph 3.3, we introduce various other operators acting on modular forms spaces that allow us to modify some Fourier coefficients of a given form. The two next sections are devoted to prove the results involving reducible residual modular representations and dihedral representations respectively. Finally, we explain in the last section how to translate our theoretic results on reducibility into an algorithm that takes a modular form as input, and outputs the exact list of prime ideals λ such that \( \overline{\rho}_{f,\lambda} \) is reducible. We then illustrate this algorithm on numerical examples.
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General notations

In the whole paper, for two positive integers \( k \) and \( N \), and a Dirichlet character \( \varepsilon \) modulo \( N \), the notations \( M_k(N, \varepsilon) \), \( S_k(N, \varepsilon) \) and \( S_k^{\text{cow}}(N, \varepsilon) \) stand for the complex vector spaces of modular forms, cuspidal modular forms, and new modular forms of weight \( k \), level \( N \), and character \( \varepsilon \) respectively. We also denote by \( M(N) \) the graded algebra of modular forms of level \( N \). For any modular form \( g \) in \( M(N) \), we always write \( \sum_{n=0}^{\infty} a_n(g)q^n \) for its \( q \)-expansion at infinity, with \( q = e^{2\pi i z} \) and \( z \) in the complex upper-half plane.

1 Background on residual modular Galois representations

We fix for this section a newform \( f \) of weight \( k \geq 2 \), level \( N \geq 1 \), and character \( \varepsilon \). Let \( \ell \) be a prime number and let \( \lambda \) be a prime ideal of \( \mathcal{O}_f \) above \( \ell \). We recall some results about the shape of \( \overline{\rho}_{f,\lambda} \) restricted to a decomposition subgroup. In the following, given a prime number \( p \) we denote by \( G_p \) a decomposition subgroup of \( G_\mathbb{Q} \) at \( p \), and by \( I_p \) its inertia subgroup. For some \( \lambda \)-integer \( x \), \( \mu_p(x) \) stands for the unique unramified character of \( G_p \) sending a Frobenius element at \( p \) to the reduction of \( x \) modulo \( \lambda \). We will simply write \( \mu(x) \) when no confusion on \( p \) can arise. We finally write \( \chi_2 \) for the cyclotomic character modulo \( \ell \).

We begin by the local description of \( \overline{\rho}_{f,\lambda} \) at \( \ell \) that has been established by Deligne and Fontaine. Their result is the following.

**Proposition 1.1** ([Deligne-Fontaine, [12, 2.4]]). Assume \( 2 \leq k \leq \ell + 1 \) and \( \ell \nmid N \).

- If \( f \) is ordinary at \( \lambda \) (that is if \( a_\ell(f) \not\equiv 0 \pmod{\lambda} \)), then we have
  \[
  \overline{\rho}_{f,\lambda|G_\ell} \cong \begin{pmatrix} \chi_2^{k-1} & \mu(\chi_2^\ell) & 0 \\ \mu(\chi_2^{\ell} a_\ell(f)) & * & 0 \\ 0 & 0 & 1 \end{pmatrix},
  \]

- If not, then \( \overline{\rho}_{f,\lambda|G_\ell} \) is irreducible, and we have
  \[
  \overline{\rho}_{f,\lambda|I_\ell} \cong \begin{pmatrix} \psi^{k-1} & 0 \\ 0 & \psi^{k-1} \end{pmatrix}.
  \]

Where \( \{\psi, \psi'\} = \{\psi, \psi^\ell\} \) is the set of fundamental characters of level 2 (see [12, 2.4]).

For the primes \( p \) different from \( \ell \) and dividing \( N \), the shape of \( \overline{\rho}_{f,\lambda|G_p} \) has been computed by Langlands and compiled in [20, Proposition 2.8].
Proposition 1.2. Let $p \neq \ell$ be a prime dividing $N$ and let $\epsilon$ be the conductor of $\varepsilon$. We denote by $v_p$ the $p$-adic valuation.

- If $v_p(N) = 1$ and $v_p(\epsilon) = 0$, then we have
  \[
  \overline{\rho}_{f,\lambda} | G_p \cong \left( \begin{array}{cc}
  \mu(a_p(f)) \chi_{\ell} & \star \\
  0 & \mu(a_p(f))
  \end{array} \right);
  \]

- If $v_p(N) = v_p(\epsilon)$, then $a_p(f)$ is a unit in $O_{f,\lambda}$ and we have
  \[
  \overline{\rho}_{f,\lambda} | G_p \cong \mu(a_p(f)) \oplus \mu(a_p(f)^{-1}) \chi_{\ell}^{-1} \varepsilon | G_p,
  \]
  where $\varepsilon | G_p$ stands for the reduction modulo $\lambda$ of the restriction of $\varepsilon$ to $G_p$.

Proof: From [23, Theorem 4.6.17], we have in the second case $|a_p(f)|^2 = \ell^{k-1}$. Therefore, it is indeed invertible in $O_{f,\lambda}$ because $p \neq \ell$.

The only thing to prove is that the hypothesis of [20, Proposition 2.8] holds in our cases, namely that $f$ is $p$-primitive in the terminology of [20, Definition 2.7]. To do so, we use [19, Theorem]. We recall a direct consequence of this result: Define $u = \min \left( \left\lfloor \frac{v_p(N)}{2} \right\rfloor, v_p(N) - v_p(\epsilon) \right)$. If $u = 0$, then $f$ is $p$-primitive. We easily check that in our two cases we have $u = 0$.

Since the work of Carayol [5, Théorème (A)], it is well-known that the value of the prime-to-$\ell$ part of the Artin conductor of $\rho_{f,\lambda}$ is equal to the prime-to-$\ell$ part of $N$. The study of the behaviour of the Artin conductor after reduction (i.e. the one of $\overline{\rho}_{f,\lambda}$) has then been established independently by Carayol [6] and Livné [18]. Here is their result.

Proposition 1.3 (Carayol-Livné). Let $N(\overline{\rho}_{f,\lambda})$ be the prime-to-$\ell$ part of the Artin conductor of $\overline{\rho}_{f,\lambda}$. We then have

\[
N(\overline{\rho}_{f,\lambda}) | N.
\]

Moreover, write $e_p := v_p(N) - v_p(N(\overline{\rho}_{f,\lambda}))$ for a prime $p \neq \ell$. If $e_p > 0$, then we have $v_p(N) - v_p(N(\overline{\rho}_{f,\lambda})) \in \{1, 2\}$.

2 Background on Dirichlet characters and Eisenstein series

2.1 Generalised Bernoulli numbers and Gauß sums

Let $\varepsilon$ be a primitive Dirichlet character of conductor $\epsilon$. We recall the definition and properties of the Gauß sums and generalised Bernoulli numbers attached to $\varepsilon$.

Definition 2.1. The Bernoulli numbers $(B_{m,\varepsilon})_{m \geq 0}$ attached to $\varepsilon$ are defined by the following generating series:

\[
\sum_{n=1}^{\epsilon} \varepsilon(n) \frac{t^n}{e^t-1} = \sum_{m=0}^{\infty} B_{m,\varepsilon} \frac{t^m}{m!}.
\]

In particular, when $\varepsilon$ is odd, we have $B_{1,\varepsilon} = \frac{1}{\epsilon^2} \sum_{n=1}^{\epsilon-1} n \varepsilon(n)$, and when $\varepsilon$ is both even and non-trivial, we have $B_{2,\varepsilon} = \frac{1}{\epsilon^2} \sum_{n=1}^{\epsilon-1} n^2 \varepsilon(n)$.

Remark 2.2. If $\varepsilon = 1$ is the trivial character modulo 1, we get the classical Bernoulli numbers except when $m = 1$, in which case we have $B_{1,1} = \frac{1}{2} = -B_{1}$.

We state below the main properties of the Bernoulli numbers. First, we exactly know when the Bernoulli numbers vanish (see [23, Theorem 3.3.4] for a proof).

Proposition 2.3. We have $B_{m,\varepsilon} = 0$ if and only if $\varepsilon(-1) \neq (-1)^m$. 
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Secondly, the behaviour of the Bernoulli numbers after reduction modulo a prime ideal has been studied by Van-Staudt [33] in the case \( \varepsilon = 1 \), and by Carlitz [7, Theorem 1] in the case \( \varepsilon \neq 1 \). We summarise their results in the following proposition.

**Proposition 2.4.** Let \( m \) be a positive integer.

1. Let \( \ell \) be a prime number. If \( \ell - 1 \) divides \( m \), then we have the congruence \( \ell B_{m,1} \equiv -1 \pmod{\ell} \). Otherwise, \( \frac{B_{m,1}}{m} \) is \( \ell \)-integral and its reduction modulo \( \ell \) only depends on \( m \) modulo \( \ell - 1 \). In particular, the denominator of \( B_{m,1} \) is equal to \( \prod_{\ell \text{ prime}} \ell \).

2. For \( \varepsilon \neq 1 \), write \( \frac{B_{m,1}}{m} = \mathcal{R} \mathcal{D}^{-1} \), with \( \mathcal{R} \) and \( \mathcal{D} \) two coprime ideals of \( \mathbb{Z}[\varepsilon] \), the ring spanned by the image of \( \varepsilon \). If the conductor of \( \varepsilon \) admits at least two distinct prime factors, then \( \mathcal{D} = 1 \). Otherwise, if the conductor of \( \varepsilon \) is a power of a prime number \( \ell \), then \( \mathcal{D} \) contains only prime ideals above \( \ell \).

Another classical quantity attached to Dirichlet characters is the Gauß sum. We recall its definition and properties below.

**Definition 2.5.** The Gauß sum attached to \( \varepsilon \) is

\[
W(\varepsilon) = \sum_{n=1}^{\ell} \varepsilon(n)e^{\frac{2\pi in}{\ell}}.
\]

One can find the following result in [3, Lemma 2.1.].

**Proposition 2.6.** The prime divisors of the algebraic norm of \( W(\varepsilon) \) are those of \( \varepsilon \).

### 2.2 Teichmüller lifts

We present here the behaviour of roots of unity after reduction modulo \( \mathfrak{L} \).

**Lemma 2.7.** Let \( n \) be a positive integer and let \( \zeta \) be a primitive \( n \)-th root of unity in \( \mathbb{Q}[\zeta] \). Let \( \ell \) a prime number and let \( \mathfrak{L} \) be a place of \( \mathbb{Q}[\zeta] \) above \( \ell \). We have \( \zeta \equiv 1 \pmod{\mathfrak{L}} \) if and only if \( n \) is a power of \( \ell \). In particular, a Dirichlet character is trivial modulo \( \mathfrak{L} \) if and only if it has order a power of \( \ell \).

**Proof:** According to [8, Proposition 3.5.4.], the algebraic norm of \( 1 - \zeta \) over \( \mathbb{Q}[\zeta] \) is equal to:

\[
\begin{align*}
\ell \mathbb{Z}[\zeta] &= (1 - \zeta)^{\ell^{-1}(\ell-1)} \mathbb{Z}[\zeta].
\end{align*}
\]

Thus, the only prime ideal above \( \ell \) in \( \mathbb{Z}[\zeta] \) is \( (1 - \zeta)\mathbb{Z}[\zeta] \) and we therefore have \( \zeta \equiv 1 \pmod{\mathfrak{L}} \).

Assume \( n = \ell^r \), \( r \geq 1 \). We then have

\[
\mathbb{Z}[\zeta] = (1 - \zeta)^{\ell^{-1}(\ell-1)} \mathbb{Z}[\zeta].
\]

Thus, the only prime ideal above \( \ell \) in \( \mathbb{Z}[\zeta] \) is \( (1 - \zeta)\mathbb{Z}[\zeta] \) and we therefore have \( \zeta \equiv 1 \pmod{\mathfrak{L}} \).

For the second part of the lemma, let \( \varepsilon \) be a Dirichlet character modulo \( N \). From above, \( \varepsilon \) is trivial modulo \( \mathfrak{L} \) if and only if for all \( x \in (\mathbb{Z}/N\mathbb{Z})^\times \), \( \varepsilon(x) \) is a root of unity of order a power of \( \ell \). This can happen if and only if \( \varepsilon \) has order a power of \( \ell \).

Lemma 2.7 implies that the kernel of the reduction modulo \( \mathfrak{L} \) from the group of all roots of unity to \( \mathbb{F}_\ell^\times \), is the subgroup of primitive roots of unity of order a power of \( \ell \). In particular, the restriction of this map to the subgroup of roots of unity of order prime to \( \ell \) is injective. Moreover, because the subgroup of roots of unity of order \( \ell^n - 1 \) maps to \( \mathbb{F}_\ell^\times \), it is onto and therefore an isomorphism. The inverse map

\[
T_\ell : \mathbb{F}_\ell^\times \to \{ \zeta \in \mathbb{C}^\times : \gcd(\ell, \text{ord}(\zeta)) = 1 \},
\]

is the so-called Teichmüller lift with respect to the place \( \mathfrak{L} \). It will allow us to lift multiplicatively characters modulo \( \mathfrak{L} \) to Dirichlet characters of prime-to-\( \ell \) order. Moreover, the Dirichlet characters that arise this way are exactly the ones that have the same conductor as a Dirichlet character and as a character modulo \( \mathfrak{L} \).
2.3 Eisenstein series

Let $k$ be a positive integer and let $\varepsilon_1$, $\varepsilon_2$ be two Dirichlet characters modulo $\varepsilon_1$ and $\varepsilon_2$ respectively, such that $\varepsilon_1 \varepsilon_2(-1) = (-1)^k$. Moreover, if $k = 2$ and $\varepsilon_1$, $\varepsilon_2$ are both trivial, then assume $\varepsilon_1 = 1$ and $\varepsilon_2$ is a prime number, otherwise, assume $\varepsilon_1$ and $\varepsilon_2$ are primitive. For a complex number $z$ in the complex upper-half plane $\mathcal{H}$, consider the following $q$-expansion:

$$E_{k,\varepsilon_1,\varepsilon_2}^\varepsilon(z) := C + \sum_{n=1}^{\infty} \sigma_{k,\varepsilon_1,\varepsilon_2}(n) q^n,$$

with $\sigma_{\varepsilon_1,\varepsilon_2}(n) = \sum_{0 < d | n} d^r \varepsilon_1 \left(\frac{a}{d}\right) \varepsilon_2(d)$ for any $r \geq 0$ and

$$C = \begin{cases} 0 & \text{if } k \geq 2 \text{ and } \varepsilon_1 \neq 1, \\ \frac{1}{24} (\varepsilon_2 - 1) & \text{if } k = 2 \text{ and } \varepsilon_1, \varepsilon_2 \text{ both trivial}; \\ -\frac{B_{k,\varepsilon_1,\varepsilon_2}}{2k} & \text{otherwise}. \end{cases}$$

The following result is proved in [23, Theorem 4.7.1] and [23, (4.7.16)].

**Proposition 2.8.** The $q$-series $E_{k,\varepsilon_1,\varepsilon_2}^\varepsilon$ defines a modular form of weight $k$, level $\varepsilon_1 \varepsilon_2$ and character $\varepsilon_1 \varepsilon_2$. It is a normalised eigenform for all the Hecke operators at level $\varepsilon_1 \varepsilon_2$.

For $\varepsilon_1 = \varepsilon_2 = 1$, the definition of the series $E_{k,1,1}^1$ agrees with the definition of the classical Eisenstein series of weight $k$. We simply write it $E_k$ in this case. For $k = 2$, we denote by $E_2$ the $q$-series

$$E_2(z) = -\frac{1}{24} + \sum_{n=1}^{\infty} \left(\sum_{0 < d | n} d\right) q^n.$$

Note that this formula defines a holomorphic function on $\mathcal{H}$, but $E_2$ is not modular.

In the case $k \geq 2$ and $\varepsilon_1$, $\varepsilon_2$ primitive, the behaviour of the constant coefficient of $E_{k,\varepsilon_1,\varepsilon_2}^\varepsilon$ at a cusp of $\Gamma_1(N)$ has been computed in [4, Proposition 4]. It states the following:

**Proposition 2.9.** Assume $k \geq 2$ and $\varepsilon_1$, $\varepsilon_2$ are primitive. Let $M$ be a positive integer and let $\gamma = \begin{pmatrix} u & \beta \\ v & \delta \end{pmatrix} \in \text{SL}_2(\mathbb{Z})$. Put $\tilde{v} := \frac{u}{\gcd(v,M)}$ and $\tilde{M} := \frac{M}{\gcd(v,M)}$. We define

$$\Upsilon_k^{\varepsilon_1,\varepsilon_2}(\gamma, M) := \lim_{\Im(z) \to +\infty} (E_{k,\varepsilon_1,\varepsilon_2}^\varepsilon(M \cdot) | \gamma)(z),$$

where we denote by $|\cdot$ the classical slash action of weight $k$.

If $\varepsilon_2 \nmid \tilde{v}$ then $\Upsilon_k^{\varepsilon_1,\varepsilon_2}(\gamma, M) = 0$. Otherwise, if $\varepsilon_2 \mid \tilde{v}$ then $\Upsilon_k^{\varepsilon_1,\varepsilon_2}(\gamma, M) \neq 0 \iff \gcd \left(\varepsilon_1, \frac{\tilde{v}}{\varepsilon_2} \right) = 1$. In this case, we moreover have

$$\Upsilon_k^{\varepsilon_1,\varepsilon_2}(\gamma, M) = -\varepsilon_2^{-1} \left(M u \right) \varepsilon_1 \left(-\frac{\tilde{v}}{\varepsilon_2} \right) \frac{W((\varepsilon_1 \varepsilon_2^{-1})_0)}{W(\varepsilon_2^{-1})} \frac{B_{k,\varepsilon_1,\varepsilon_2}0}{2k} \left(\frac{\varepsilon_2}{M \varepsilon_0} \right) k \prod_{p | \varepsilon_1 \varepsilon_2} \left(1 - \left(\frac{\varepsilon_1 \varepsilon_2^{-1}}{0}(p) p^{-k}\right) \right),$$

where $\chi_0$ denotes the primitive character associated to a Dirichlet character $\chi$, and $\varepsilon_0$ the conductor of $\varepsilon_1^{-1} \varepsilon_2$.

The proof of [4] is only given in the cases $k \geq 3$ and $k = 2$, $\varepsilon_1$, $\varepsilon_2$ non-trivial, but we easily see that the proof is still valid in the case $k = 2$, $\varepsilon_1 = \varepsilon_2 = 1$. 
3 Preliminary results on modular forms

3.1 Theta operators

We fix for this paragraph a place $\mathcal{L}$ of $\overline{\mathbb{Q}}$. Consider the operator $\theta$ acting on the space of holomorphic functions on $H$ by $\frac{\partial}{\partial z} \theta = q \frac{\partial}{\partial q} \theta$. On $q$-expansions, this operator maps $\sum a_n q^n$ to $\sum na_n q^n$. It is well-known that if $g$ is a modular form, then $\tilde{\theta}g$ is no longer modular (see for example [36, Chapter 5]). However, Swinnerton-Dyer and Serre [35, § 3] have proved that for $\ell \geq 5$ and a level 1 modular form $g$ with $\mathcal{L}$-integral Fourier coefficients, one can construct a level 1 form with $\mathcal{L}$-integral Fourier coefficients and which Fourier coefficients are congruent modulo $\mathcal{L}$ to the one of $\theta g$. More generally, Katz [15] has proved using his geometric theory of modular forms that there is an operator on the space of modular forms with coefficients in an algebraic closure of $\mathbb{F}_\ell$, which action on the $q$-expansions is the same as the one of $\theta$. For our purposes, the main drawbacks of this latter approach is that Katz’ modular forms modulo $\mathcal{L}$ do not always lift in characteristic 0, and have by essence a prime-to-$\ell$ level. To remedy this, we will construct for any given level $N \geq 1$ and place $\mathcal{L}$, an operator $\theta$ acting on $M(N)$, stabilising the subspace of forms with $\mathcal{L}$-integral Fourier coefficients, and such that for every modular form $g$ with $\mathcal{L}$-integral coefficients we have

$$\tilde{\theta}g \equiv \theta g \pmod{\mathcal{L}},$$

meaning that $a_n(\tilde{\theta}g)$ and $na_n(g)$ are congruent modulo $\mathcal{L}$ for all $n$.

The main tool we will use in the construction of $\tilde{\theta}$ is the Rankin-Cohen bracket, introduced by Cohen in [9, Corollary 7.2]. We recall its definition and properties below.

**Proposition 3.1** (Rankin-Cohen bracket). Let $g$ and $h$ be two modular forms of weight $k_g$ and $k_h$, level $N_g$ and $N_h$, and character $\varepsilon_g$ and $\varepsilon_h$ respectively. The Rankin-Cohen bracket of $g$ and $h$ is

$$[g, h] := k_g \theta h - k_h \theta g.$$

It is a modular form of weight $k_g + k_h + 2$, level $\text{lcm}(N_g, N_h)$ and character $\varepsilon_g \varepsilon_h$. Moreover, if both $g$ and $h$ have their Fourier coefficients in a ring $R$, then so has $[g, h]$.

Let $N$ be a positive integer. For a prime number $p$, we denote by $T_p^N$ the $p$-th Hecke operator acting on $M(N)$. Recall that a modular form $g \in M_k(N, \varepsilon)$ is an eigenform for $T_p^N$ modulo $\mathcal{L}$ with eigenvalue $a_p \in \mathbb{F}_\ell$ in the sense of [10, §6(b)] if $g$ has $\mathcal{L}$-integral Fourier coefficients, and if $T_p^N g$ is congruent to $a_p g$ modulo $\mathcal{L}$. If $g$ is moreover normalised modulo $\mathcal{L}$, that is if $a_1(g) \equiv 1 \pmod{\mathcal{L}}$, then $g$ is an eigenform for $T_p^N$ modulo $\mathcal{L}$ and only if for all integer $n \geq 0$ prime to $p$, and all $\alpha \geq 1$, we have

$$\left\{ \begin{array}{cl} a_{np^\alpha}(g) & \equiv a_n(g)a_{p^\alpha}(g) \pmod{\mathcal{L}}, \\ a_{p^{\alpha+1}}(g) & \equiv a_p(g)a_{p^\alpha}(g) - p^{k-1} \varepsilon(p)a_{p^{\alpha-1}}(g) \pmod{\mathcal{L}}. \end{array} \right.$$}

The eigenvalue is then moreover the reduction of $a_p(g)$ modulo $\mathcal{L}$. The following lemma is the central result that shows how to construct an operator $\tilde{\theta}$ satisfying the properties described above, using Rankin-Cohen brackets.

**Lemma 3.2.** Let $k_A$ be a positive integer, and let $\chi_A$ be a Dirichlet character modulo $N$. Let $A \in M_{k_A}(N, \chi_A)$ be such that $A$ and $\frac{1}{k_A} \theta A$ have $\mathcal{L}$-integral Fourier coefficients and satisfy

$$A \equiv 1 \pmod{\mathcal{L}}, \quad \frac{1}{k_A} \theta A \equiv 0 \pmod{\mathcal{L}}, \quad \text{and} \quad \chi_A \equiv \chi^{-k_A}_N \pmod{\mathcal{L}}. \quad (3.1)$$

Then, we have a well-defined operator $\tilde{\theta}_{\mathcal{L}}$ on $M(N)$ given by $\tilde{\theta}_{\mathcal{L}}g = -\frac{1}{k_A} [g, A]$. For every $g \in M_k(N, \varepsilon)$ with $\mathcal{L}$-integral Fourier coefficients, this operator satisfies the following properties.

- $\tilde{\theta}_{\mathcal{L}}g \in M_{k+k_A+2}(N, \varepsilon \chi_A)$ and has $\mathcal{L}$-integral Fourier coefficients;
- $\tilde{\theta}_{\mathcal{L}}g \equiv \theta g \pmod{\mathcal{L}}$;
Moreover, if for some prime number \( p \), \( g \) is a normalised eigenform for \( T_p^N \) modulo \( \mathfrak{L} \) then \( \tilde{\theta}_A g \) is also a normalised eigenform for \( T_p^N \) modulo \( \mathfrak{L} \), with eigenvalue \( p a_p(g) \).

In the following, when there will be no confusion on the form \( A \), we shall write \( \tilde{\theta} \) for the operator \( \tilde{\theta}_A \).

**Proof:** According to proposition 3.1 above, this is clear that \( \tilde{\theta}_A \) is a well-defined operator and that \( \tilde{\theta}_A g \) has the announced weight, level, and character. Furthermore, we have \( \theta_A g = -\frac{k}{k_A} g \theta A + A \theta g \). Therefore, from the assumption, if \( g \) has \( \mathfrak{L} \)-integral Fourier coefficients, then so does \( \tilde{\theta}_A g \) and we have

\[
\tilde{\theta}_A g = A \theta g - \frac{k}{k_A} g \theta A \equiv \theta g \pmod{\mathfrak{L}}.
\]

Assume \( g \) is a normalised eigenform for \( T_p^N \) modulo \( \mathfrak{L} \). Then, \( \tilde{\theta}_A g \) is also normalised modulo \( \mathfrak{L} \) because we have \( a_1 \left( \tilde{\theta}_A g \right) \equiv 1 \times a_1(g) \equiv 1 \pmod{\mathfrak{L}} \). Let \( n \geq 0 \) be prime to \( p \), and \( \alpha \geq 1 \). We have

\[
a_{np^n} \left( \tilde{\theta}_A g \right) \equiv np^\alpha a_{np^n}(g) \equiv (na_n(g))(p^\alpha a_{p^n}(g)) \equiv a_n \left( \tilde{\theta}_A g \right) a_{p^n}( \tilde{\theta}_A g ) \pmod{\mathfrak{L}},
\]

\[
a_{p^{n+1}} \left( \tilde{\theta}_A g \right) \equiv p^{\alpha+1} a_{p^{n+1}}(g) \equiv p^{\alpha+1} (a_p(g)a_{p^n}(g) - p^{k-1} \varepsilon(p)a_{p^n-1}(g)) \equiv a_p \left( \tilde{\theta}_A g \right) a_{p^n} \left( \tilde{\theta}_A g \right) - p^{k+1} \varepsilon(p)a_{p^n-1} \left( \tilde{\theta}_A g \right) \pmod{\mathfrak{L}}.
\]

If \( p \mid N \ell \), we have \( p^{k+1} \varepsilon(p) \equiv 0 \equiv p^{(k+k_A+2)-1} \varepsilon A(p) \pmod{\mathfrak{L}} \). Otherwise, we have \( p^{k_A} \varepsilon A(p) \equiv 1 \pmod{\mathfrak{L}} \) by assumption, and we again have \( p^{k+1} \varepsilon(p) \equiv p^{(k+k_A+2)-1} \varepsilon A(p) \pmod{\mathfrak{L}} \). As desired, we therefore have

\[
a_{p^{n+1}} \left( \tilde{\theta}_A g \right) \equiv a_p \left( \tilde{\theta}_A g \right) a_{p^n} \left( \tilde{\theta}_A g \right) - p^{(k+k_A+2)-1} \varepsilon A(p)a_{p^n-1} \left( \tilde{\theta}_A g \right) \pmod{\mathfrak{L}}.
\]

\[\square\]

**Remark 3.3.** When \( \ell \) does not divide \( N \), the reduction of \( A \) modulo \( \mathfrak{L} \) is the so-called Katz’ Hasse invariant.

The rest of this paragraph is devoted to construct, for each level \( N \) and place \( \mathfrak{L} \), a form \( A \) that satisfies the hypotheses of lemma 3.2 that we will constantly use. Among all possible forms, the ones presented in table 1 are those we found with the smallest weight. Notice that if we have a form \( A \) of level \( M \) satisfying the hypotheses of lemma 3.2 for a given place \( \mathfrak{L} \), this form also satisfies the hypotheses of lemma 3.2 at the multiple-of-\( M \) levels. We will use this fact to consider the smallest set of level possible.

### 3.1.1 Theta operators in characteristic greater than 3

The following proposition was already known to Swinnerton-Dyer in [35, Theorem 2].

**Proposition 3.4.** Assume \( \ell \geq 5 \). The form \( A := -2\ell E_{\ell-1} \in M_{\ell-1}(1, 1) \) satisfies the hypotheses of lemma 3.2 for any level \( N \).

**Proof:** Since \( \ell \geq 5 \), \( A \) is well-defined and the constant coefficient of \( A \) is equal to \( \frac{\ell B_{\ell-1}}{\ell-1} \). From proposition 2.4, it is \( \mathfrak{L} \)-integral and congruent to 1 modulo \( \mathfrak{L} \). Moreover, because \( E_{\ell-1} \) has integral coefficients, away from the constant one, it follows that \( A \) and \( -\frac{1}{k_A} \theta A \) have \( \mathfrak{L} \)-integral Fourier coefficients and that \( A \equiv 1 \pmod{\mathfrak{L}} \) and \( \frac{1}{k_A} \theta A \equiv 0 \pmod{\mathfrak{L}} \). Finally, we have \( \frac{\chi_{\ell}^{k_A}}{\chi_{\ell}^{k_A}} = \chi_{\ell}^{1-\ell} \equiv 1 \pmod{\mathfrak{L}} \).

\[\square\]

If the level \( N \) is divisible by \( \ell \), the situation is in fact much more pleasant for us, in the sense that we can find a form with \( k_A = 1 \). We find a record of the following fact in [30, (2.1) Theorem].

**Proposition 3.5.** Assume \( \ell \geq 5 \) and \( \ell \mid N \). Let \( \chi_{\ell} \) be the Teichmüller lift of \( \chi_{\ell} \) with respect to the place \( \mathfrak{L} \), viewed as a primitive Dirichlet modulo \( \ell \). The form \( A := 2\ell E_{1}^{\chi_{\ell}^{-1}} \in M_{1}(\ell, \chi_{\ell}^{-1}) \) satisfies the hypotheses of lemma 3.2.
**Proposition 3.6.** Assume $\ell = 2$ and $N$ is divisible by 4. Let $\chi_4$ be the only non-trivial Dirichlet character modulo 4. The form $A := 4E_1^4,\chi_4 \in M_1(4,\chi_4)$ satisfies the hypotheses of lemma 3.2.

**Proof:** The form $A$ is well-defined because $\chi_4^{-1}$ is an odd character. Indeed, we have $\chi_4^{-1}(-1) = -1 \mod 2$, and because $\ell$ is odd, this lifts to $\chi_2^{-1}(-1) = -1$. The constant term of $A$ is equal to $-\ell B_{1,\chi_2^{-1}} = -\sum_{i=1}^{\ell-1} i\chi_2^{-1}(i)$ which is an $\mathbb{L}$-integral. Therefore, because $\chi_2$ induces the identity modulo $\mathbb{L}$, this coefficient is congruent to 1 modulo $\mathbb{L}$, and because $E_1^4,\chi_2^{-1}$ has integral coefficients away from the constant one, and $\frac{1}{k_A}\theta A \in \mathbb{L}$-integral Fourier coefficients. Moreover, we also get $A \equiv 1 \mod 2$ and $\frac{1}{k_A}\theta A \equiv 0 \mod 2$. Finally, by definition we have $\overline{\chi_2^{-1}} = \chi_2^{-1} \equiv \chi_2 \mod 2$. Thus, $A$ satisfies the hypotheses of lemma 3.2. \hfill \Box

This finishes the case $\ell \geq 5$. For $\ell \leq 3$, the two previous constructions do not always give well-defined modular forms. We present in the two next paragraph specific constructions in the cases $\ell = 2$ and $\ell = 3$.

### 3.1.2 Theta operators in characteristic 2

For $\ell = 2$, the most favourable case is when $4 \mid N$. The following construction is very analogous to the one of proposition 3.5.

**Proposition 3.7.** Assume $\ell = 2$ and $N$ has an odd prime divisor. Let $p$ be the least odd prime divisor of $N$, and let $\chi_N$ be a Dirichlet character modulo $p$ of order $2^m$, the greatest power of 2 dividing $p - 1$. Let $\zeta$ be any $2^m$-th root of unity. The form $A := (\zeta - 1)E_1^4,\chi_N \in M_1(p,\chi_N)$ satisfies the hypotheses of lemma 3.2.

**Proof:** Let $g$ be an integer generating $(\mathbb{Z}/p\mathbb{Z})^\times$ and such that $\chi_N(g) = \zeta$. Because $\zeta$ is a root of unity of order $2^m$, we have $\chi_N(-1) = \chi_N(g)^{2^m} = -1$. Therefore, $\chi_N$ is odd and $A$ is well-defined and its constant coefficient is equal to $\frac{1 - \zeta}{2}B_{1,\chi_N} = \frac{1 - \zeta}{2p} \sum_{a=1}^{p-1} a\chi_N(a)$.

For $i \in [0, 2^{m-1} - 1]$, we have $\chi_N(g^i) = \zeta^i$, and $\chi_N(-g^i) = -\zeta^i = \zeta^{i+2^m-1} = \chi_N(g^{i+2^m-1})$. Therefore, the set $\{ \pm g^i, i \in [0, 2^m - 1] \}$ is a set of representatives of $(\mathbb{Z}/p\mathbb{Z})^\times / \text{Ker}(\chi_N)$. For an integer $x$, we write $[x]$ for the only integer between 0 and $p - 1$ that is congruent to $x$ modulo $p$. We then have

$$\frac{1 - \zeta}{2}B_{1,\chi_N} = \frac{1 - \zeta}{2p} \sum_{e \in \text{Ker}(\chi_N)} \sum_{i=0}^{2^{m-1}-1} ([eg^i] \chi_N(g^i) + [-eg^i] \chi_N(-g^i))$$

$$= \frac{1 - \zeta}{2p} \sum_{i=0}^{2^{m-1}-1} ([eg^i] \zeta^i - (p - [eg^i]) \zeta^i)$$

$$= \frac{1 - \zeta}{2p} \sum_{i=0}^{2^{m-1}-1} \zeta^i \left(-p \cdot \# \text{Ker}(\chi_N) + 2 \sum_{e \in \text{Ker}(\chi_N)} [eg^i]\right)$$

$$= -\frac{p - 1}{2^{m}} + (1 - \zeta) \frac{1}{p} \sum_{i=0}^{2^{m-1}-1} \zeta^i \sum_{e \in \text{Ker}(\chi_N)} [eg^i].$$

The term inside the parentheses is $\mathbb{L}$-integral and $\frac{p - 1}{2^{m}}$ is odd. Moreover, the only prime ideal above 2 in the ring $\mathcal{O}_{\mathbb{Q}(\zeta)} = \mathbb{Z}[\zeta]$ is $(1 - \zeta)\mathbb{Z}[\zeta]$. Therefore, we have $\frac{1 - \zeta}{2}B_{1,\chi_N} \equiv 1 \mod 2$. Because the non-constant
Fourier coefficients of $E_{1}^{\chi_{N}}$ are integral, $A$ and $\frac{1}{k\alpha}\theta A$ have $\mathfrak{L}$-integral coefficients, and we get $A \equiv 1 \pmod{\mathfrak{L}}$ and $\frac{1}{k\alpha}\theta A \equiv 0 \pmod{\mathfrak{L}}$. Finally, from lemma 2.7, because $\chi_{N}$ has order a power of 2, it is trivial modulo $\mathfrak{L}$ as well as the cyclotomic character modulo 2. This finishes the proof. \hfill \blacksquare

We are left with the cases $N = 1$ and $N = 2$. There is no modular form of weight 1 of these levels, so we have to look at bigger weights in order to construct the form $A$. For level 2, we show that weight 2 suffices.

**Proposition 3.8.** Assume that $\ell = 2$ and $N = 2$. Let $1_{\{2\}}$ be the trivial character modulo 2. The modular form $A := 24E_{2}^{1,1,\{2\}} \in M_{2}(2, 1_{\{2\}})$ satisfies the hypotheses of lemma 3.2.

**Proof:** The constant coefficient of $A$ is equal to 1 and $E_{2}^{1,1,\{2\}}$ has integral coefficients away from the constant one. Therefore, the forms $A$ and $\frac{1}{k\alpha}\theta A$ have both $\mathfrak{L}$-integral Fourier coefficients, and we have $A \equiv 1 \pmod{\mathfrak{L}}$ and $\frac{1}{k\alpha}\theta A \equiv 0 \pmod{\mathfrak{L}}$. Finally, the character of $A$ is trivial modulo $\mathfrak{L}$ as well as the cyclotomic character modulo 2. \hfill \blacksquare

For $N = 1$, the weight needs to be at least 4 and we have the following result.

**Proposition 3.9.** Assume $\ell = 2$ and $N = 1$. The form $A := 240E_{4} \in M_{4}(1, 1)$ satisfies the hypotheses of lemma 3.2.

**Proof:** The constant coefficient of $A$ is equal to 1 and the non-constant Fourier coefficients of $E_{4}$ are integer. Therefore, $A$ and $\frac{1}{k\alpha}\theta A$ have integer coefficients and we have $A \equiv 1 \pmod{\mathfrak{L}}$, and $\frac{1}{k\alpha}\theta A \equiv 0 \pmod{\mathfrak{L}}$. The character of $A$ is again trivial, as well as the cyclotomic character modulo 2. \hfill \blacksquare

### 3.1.3 Theta operators in characteristic 3

For $N$ divisible by 3, the form of proposition 3.5 is still appropriate.

**Proposition 3.10.** Assume $\ell = 3$ and $N$ is divisible by 3. Let $\chi_{3}$ be the unique non-trivial Dirichlet character modulo 3. The form $A := 6E_{1}^{1,\chi_{3}} \in M_{1}(3, \chi_{3})$ satisfies the hypotheses of lemma 3.2.

**Proof:** We have $\chi_{3} \equiv \chi_{3}^{-1} \pmod{\mathfrak{L}}$ and the proof is exactly the same as the one of proposition 3.5. \hfill \blacksquare

For the levels containing a prime divisor congruent to 2 modulo 3, we can still consider an Eisenstein series for the form $A$.

**Proposition 3.11.** Assume $\ell = 3$ and $N$ has a prime divisor congruent to 2 modulo 3. Let $p$ be the least such prime divisor, and let $1_{\{p\}}$ be the trivial Dirichlet character modulo $p$. The form $A := \frac{24}{p\ell_{\ell}}E_{2}^{1,1,\{p\}} \in M_{2}(p, 1_{\{p\}})$ satisfies the hypotheses of lemma 3.2.

**Proof:** The constant coefficient of $A$ is equal to 1. Moreover, $E_{2}^{1,1,\{p\}}$ has integral Fourier coefficients away from the constant one. Because, $p$ is congruent to 2 modulo 3, $\frac{24}{p\ell_{\ell}}$ is 0 modulo $\mathfrak{L}$. Therefore $A$ and $\frac{1}{k\alpha}\theta A$ have $\mathfrak{L}$-integral Fourier coefficients, and we have $A \equiv 1 \pmod{\mathfrak{L}}$ and $\frac{1}{k\alpha}\theta A \equiv 0 \pmod{\mathfrak{L}}$. Finally, the character of $A$ is trivial, and we have $\chi_{3}^{-2} = 1$. \hfill \blacksquare

The remaining cases are the levels containing only prime factors that are congruent to 1 modulo 3. For the levels divisible by a prime $p$ congruent to 4 modulo 9 (that is if 3 divides $p - 1$ only once), we found the following construction.

**Proposition 3.12.** Assume $\ell = 3$ and $N$ has a prime divisor congruent to 4 modulo 9. Let $p$ be the least such prime divisor of $N$, and let $\chi_{N}$ be a Dirichlet character modulo $p$ of order 3. The modular form $A := \frac{3}{p_{3}}\left( E_{2}^{1,\chi_{N}} - E_{2}^{\chi_{N},1} \right) \in M_{2}(p, \chi_{N})$ satisfies the hypotheses of lemma 3.2.

**Proof:** First notice that $\chi_{N}$ indeed exists as $(\mathbb{Z}/p\mathbb{Z})^{\times}$ is a cyclic group of order $p - 1$ that is divisible by 3. Moreover, $\chi_{N}$ has order 3. Therefore, it is trivial modulo $\mathfrak{L}$ and even, and the two Eisenstein series $E_{2}^{\chi_{N}}$ and $E_{2}^{\chi_{N},1}$ exist.
The constant coefficient of $A$ is equal to $\frac{3}{4(1-p)}B_{2,\chi^N}$ which is $\mathfrak{L}$-integral by proposition 2.4. We have

$$\frac{3}{4(1-p)}B_{2,\chi^N} = \frac{3}{4p(1-p)}\sum_{a=1}^{p-1} a^2 \chi^N(a) \equiv \frac{3}{1-p} \sum_{a=1}^{p-1} a^2 \equiv \frac{3}{1-p} \frac{p(p-1)(2p-1)}{6} \equiv 1 \pmod{\mathfrak{L}}.$$ 

Therefore, the constant coefficient of $A$ is 1 modulo $\mathfrak{L}$, and because the non-constant Fourier coefficients of $E_2^1,\chi^N$ and $E_2^N,1$ are integral, $A$ and $\frac{1}{\kappa_A} \theta A$ have $\mathfrak{L}$-integral coefficients. The weight $k_A$ is invertible modulo 3, it consequently suffices to prove that $A \equiv 1 \pmod{\mathfrak{L}}$ to conclude.

The forms $E_2^1,\chi^N$ and $E_2^N,1$ are both normalised eigenforms for all the Hecke operators at level $p$, and have the same weight and character. Thus, it is enough to prove that $a_r \left( E_2^1,\chi^N \right) \equiv a_r \left( E_2^N,1 \right) \pmod{\mathfrak{L}}$ for all prime numbers $r$. This last congruence is straightforward, because we have

$$a_r \left( E_2^1,\chi^N \right) = 1 + r \chi^N(r) \equiv \chi^N(r) + r = a_r \left( E_2^N,1 \right) \pmod{\mathfrak{L}}.$$

It only remains the levels containing only primes congruent to 1 modulo 9. We found no general way to express the modular form $A$ as form of weight 2. Using computations in PARi/GP, we look for a modular form of level $p \equiv 1 \pmod{9}$ satisfying the hypotheses of lemma 3.2 for $p$ up to 1000. We always find a form except for $p \in \{307, 379, 433, 487, 523, 613, 631, 757, 811, 829, 991\}$, i.e. we found 16 forms out of the 27 we were looking for. It can be proved that such a modular form cannot be expressed as a linear combination of forms in the Eisenstein space, meaning that one has necessarily to consider cusp forms to construct $A$. To fill this gap anyway, we can still consider the modular form $A := 240E_4$ as in the case of proposition 3.9.

**Proposition 3.13.** Assume $\ell = 3$, and $N$ contains only prime factors congruent to 1 modulo 9. The modular form $A := 240E_4$ satisfies the hypotheses of lemma 3.2.

**Proof:** The constant coefficient of $A$ is equal to 1 and the non-constant Fourier coefficients of $E_4$ are integral. Therefore, the forms $A$ and $\frac{1}{\kappa_A} \theta A$ both have $\mathfrak{L}$-integral Fourier coefficients, and we have $A \equiv 1 \pmod{\mathfrak{L}}$ and $\frac{1}{\kappa_A} \theta A \equiv 0 \pmod{\mathfrak{L}}$. Finally, the character of $A$ is trivial and we have $\overline{\chi}_\ell^{-k_A} = \overline{\chi}_\ell^{-4} \equiv 1 \pmod{\mathfrak{L}}$.

We have compiled in table 1 the definition of $A$ depending on $\ell$ and $N$. When multiple definitions were possible, we have taken the one with the least weight among all the possible forms. The third column corresponds to the proposition where the properties of the form have been proved.

Looking at the various results above, we state the following definition that will be useful in the proofs of the next paragraph.

**Definition 3.14.** We say a pair $(\ell, N)$ is bad, if we have one of the following.

- $\ell = 2$ and $N = 1$;
- $\ell = 3$ and all the prime factors of $N$ are congruent to 1 modulo 9.

**Remark 3.15.** When $(\ell, N)$ is bad, the modular $-504E_6$ is also congruent to 1 modulo $\mathfrak{L}$. Its weight is greater than the one of table 1 but we will have to use it in the proof of proposition 3.17 in the next section.

### 3.2 Sturm bounds

A Sturm bound for a space of modular forms is an upper bound on the number of leading coefficients that characterise a form of this space. Equivalently, it is the maximal number of zero leading coefficients that a non-zero form of this space can have. The study of such bounds has first been made by Sturm [34] and was later generalised among others by Murty [24]. The same kind of bounds exists if we look at modular forms modulo a prime ideal – and are in fact the same as the first one. In the next lemma we give a slight improvement of Murty’s result for modular forms of same weight. We then state a more general result for modular forms of any weight and level.

For all the paragraph, we fix a prime number $\ell$ and a place $\mathfrak{L}$ of $\mathfrak{O}_\ell$ above $\ell$. 


\[ \ell \geq 5 \quad \text{Form A} \quad \text{Proposition} \]
\[
\begin{array}{lll}
\ell \nmid N & \quad -2\ell E_{\ell-1} & \quad \text{proposition 3.4} \\
\ell \mid N & \quad 2\ell E_{1,N}^{\ell-1} & \quad \text{proposition 3.5} \\
\end{array}
\]

| \( \ell = 3 \) | \( \text{Form A} \) | \( \text{Proposition} \) |
|-----------------|-----------------|-----------------|
| \( \ell \nmid N \) and \( N \) has a prime factor \( q \equiv 2 \pmod{3} \) | \( 6E_1^{1,33} \) | proposition 3.10 |
| \( \forall d \mid N, \ d \equiv 1 \pmod{3} \) and \( N \) has a prime factor \( p \equiv 4 \pmod{9} \) | \( \frac{24}{p-1} E_2^{1,1(p)} \) | proposition 3.11 |
| \( \forall p \mid N, \ p \equiv 1 \pmod{9} \) | \( \frac{3}{p-1} \left( E_2^{1,N} - E_2^{N,1} \right) \) | proposition 3.12 |

| \( \ell = 2 \) | \( \text{Form A} \) | \( \text{Proposition} \) |
|-----------------|-----------------|-----------------|
| \( 4 \mid N \) & \( 4E_1^{1,4} \) & proposition 3.6 |
| \( N \geq 3 \) and \( 4 \nmid N \) & \( (\zeta - 1)E_1^{1,N} \) & proposition 3.7 |
| \( N = 2 \) & \( 24E_2^{1,1(2)} \) & proposition 3.8 |
| \( N = 1 \) & \( 240E_4 \) & proposition 3.9 |

**Lemma 3.16.** Let \( f, g \) be two modular forms of same weight \( k \geq 0 \), level \( N_f \), \( N_g \) and character \( \varepsilon_f, \varepsilon_g \) respectively. Let \( N \) be the lcm of \( N_f \) and \( N_g \). Assume that \( f \) and \( g \) have both \( \mathfrak{L} \)-integral Fourier coefficients and that \( \varepsilon_f \equiv \varepsilon_g \mod{\mathfrak{L}} \).

If \( a_n(f) \equiv a_n(g) \mod{\mathfrak{L}} \) for every integer \( n \leq \frac{kN}{12} \prod_{p \mid N} \left( 1 + \frac{1}{p} \right) \), then \( f \equiv g \mod{\mathfrak{L}} \).

**Proof:** We follow substantially the proof of Murty [24, Paragraph 5]. Consider \( \phi = f - g \). As explained in [24], for \( \gamma \in \text{SL}_2(\mathbb{Z}) \) there is an element \( A_\gamma \in \mathbb{H}^\infty \) such that the modular form \( A_\gamma \phi \mid \gamma \) has \( \mathfrak{L} \)-integral coefficients and is not congruent to 0 modulo \( \mathfrak{L} \).

We write \( m := |\text{SL}_2(\mathbb{Z}) : \Gamma_0(N)| = N \prod_{p \mid N} \left( 1 + \frac{1}{p} \right) \) and consider a system of representatives \( (\gamma_i)_{i \in [1,m]} \) of right cosets of \( \Gamma_0(N) \) in \( \text{SL}_2(\mathbb{Z}) \). We can further assume \( \gamma_1 = I_2 \), the identity matrix. Also choose a set \( (\tau_j)_{j \in [1,\varphi(N)]} \) of representatives of \( \Gamma_1(N) \) in \( \Gamma_0(N) \). We then have,

\[
\text{SL}_2(\mathbb{Z}) = \bigcup_{i=1}^{m} \Gamma_0(N)\gamma_i = \bigcup_{i=1}^{m} \bigcup_{j=1}^{\varphi(N)} \Gamma_1(N)\tau_j\gamma_i.
\]

Taking the norm function of \( \phi \) according to this system of representatives, we get

\[
F := \prod_{i=1}^{m} \prod_{j=1}^{\varphi(N)} A_{\tau_j\gamma_i} \phi \mid \tau_j\gamma_i \in M_{km\varphi(N)}(\text{SL}_2(\mathbb{Z})).
\]

The form \( F \) has \( \mathfrak{L} \)-integral Fourier coefficients by construction. We want to show that the vanishing order of \( F \) modulo \( \mathfrak{L} \) is at least \( \frac{km\varphi(N)}{12} \). For \( i = 1 \) and \( j \in [1, \varphi(N)] \), we have

\[
A_{\tau_j\gamma_i} \phi \mid \tau_j\gamma_i = A_{\tau_j} \phi \mid \tau_j = A_{\tau_j} (\varepsilon_f(\tau_j)f - \varepsilon_g(\tau_j)g) \equiv A_{\tau_j} \varepsilon_f(\tau_j) \phi \mod{\mathfrak{L}}.
\]

By assumption, the vanishing order at infinity of \( \phi \) modulo \( \mathfrak{L} \) is at least equal to \( \frac{km}{12} \). We conclude that the modular form \( \prod_{j=1}^{\varphi(N)} A_{\tau_j} \varphi \mid \tau_j \) has a zero modulo \( \mathfrak{L} \) at infinity of order at least equal to \( \frac{km\varphi(N)}{12} \), and therefore the same is true for \( F \). Applying Sturm’s theorem for level 1 modular forms [24, Theorem 5], \( F \) must vanish modulo \( \mathfrak{L} \) and by construction of the coefficients \( A_{\tau_j\gamma_i} \), \( \phi \) must also be trivial modulo \( \mathfrak{L} \). ■
The following proposition generalises the previous lemma to modular forms of arbitrary weights and levels. The proof uses extensively the construction of theta operators given in section 3.1.

**Proposition 3.17.** Let \( f, g \) be two modular forms of weights \( k_f, k_g \geq 0 \), levels \( N_f, N_g \geq 1 \) and characters \( \varepsilon_f, \varepsilon_g \) respectively. Let \( m_f, m_g \) be two non-negative integers. Assume that \( f \) and \( g \) have both \( \mathfrak{L} \)-integral Fourier coefficients and that \( \chi_{f+2m_f} \equiv \chi_{g+2m_g} \pmod{\mathfrak{L}} \). Let \( N \) be the lcm of \( N_f \) and \( N_g \), and define

\[
a = \begin{cases} 
4 & \text{if } k_f + 2m_f \equiv k_g + 2m_g + 2 \pmod{4} \\
0 & \text{otherwise}
\end{cases}
\]

then for all non-negative integers \( n \) we have \( n^{m_f} a_n(f) \equiv n^{m_g} a_n(g) \pmod{\mathfrak{L}} \) (with \( 0^0 = 1 \)), then this holds for all integers \( n \geq 0 \).

**Proof:** For the whole proof, we write \( A \) for the modular form associated with \( \mathfrak{L} \) and \( N \) constructed in section 3.1. According to table 1, it has weight \( b - 2 \) and level \( N \). We write \( \chi_A \) for the character of \( A \) and \( B(N, k) := \frac{N^k}{\prod_{p \mid N} (1 + \frac{k}{p})} \).

Assume without loss of generality that \( k_f + bm_f \leq k_g + bm_g \). We first prove that, assuming \( b - 2 \) divides \( k_g - k_f + b(m_g - m_f) \), we have \( n^{m_f} a_n(f) \equiv n^{m_g} a_n(g) \pmod{\mathfrak{L}} \) for all non-negative integers \( n \) if these congruences hold for \( n \leq B(N, k_g + bm_g) \). By applying lemma 3.2 recursively, we have

\[
\tilde{g}^{m_f} f \in M_{k_f + bm_f}(N, \varepsilon_f \chi_A^{m_f}) \quad \text{and} \quad \tilde{g}^{m_g} g \in M_{k_g + bm_g}(N, \varepsilon_g \chi_A^{m_g}).
\]

We cannot apply lemma 3.16 to \( \tilde{g}^{m_f} f \) and \( \tilde{g}^{m_g} g \) directly since they don’t have the same weight. However, the functions \( A^{k_g + k_f + b(m_g - m_f)} \tilde{g}^{m_f} f \) and \( \tilde{g}^{m_g} g \) are well-defined modular forms by assumption. They have the same weight \( k_g + bm_g \), the same level \( N \) and characters \( \varepsilon_f \chi_A^{m_f} \) and \( \varepsilon_g \chi_A^{m_g} \) respectively. Moreover, by lemma 3.2 again, we have \( \chi_A \equiv \chi_{\ell}^{-b} \pmod{\mathfrak{L}} \). By the assumption on the characters we get

\[
\varepsilon_f \chi_A^{m_f} \equiv \varepsilon_f^{(b-2)(m_f + (k_g - k_f + b(m_g - m_f)) / \ell)} \quad \text{mod } \mathfrak{L}
\]

Therefore, the assumptions of lemma 3.16 are satisfied for these two modular forms. Since \( A \) reduces to 1 modulo \( \mathfrak{L} \), we get that if the coefficients of \( \tilde{g}^{m_f} f \) and \( \tilde{g}^{m_g} g \) are congruent up to the \( B(N, k_g + bm_g) \)-th one, then \( \tilde{g}^{m_f} f \) and \( \tilde{g}^{m_g} g \) are congruent modulo \( \mathfrak{L} \) by lemma 3.16.

We now look at the hypothesis \( b - 2 \mid k_g - k_f + b(m_g - m_f) \). We claim that if \( (\ell, N) \) is not bad, then it is always satisfied. We have three cases: (i) \( \ell = N = 2 \), (ii) \( \ell \mid N \) and \( (\ell, N) \neq (2, 2) \), (iii) \( \ell \mid N \) and \( (\ell, N) \) is not bad.

(i) If \( \ell = N = 2 \), then \( b - 2 = 2 \), and \( k_f \equiv k_g \equiv 0 \pmod{2} \), because the weight of a modular form of level \( 2 \) is necessarily even. Thus, \( k_g - k_f + 4(m_g - m_f) \) is divisible by \( b - 2 \).

(ii) If \( \ell \mid N \), then \( b - 2 = 1 \) and there is nothing to prove.

(iii) If \( \ell \nmid N \) and \( (\ell, N) \) is not bad, we have \( b - 2 = \ell - 1 \). Because \( \ell \mid N \), \( \varepsilon_f \) and \( \varepsilon_g \) are unramified at \( \ell \). From the assumption \( \chi_{\ell}^{k_f+2m_f} \equiv \chi_{\ell}^{k_g+2m_g} \equiv 1 \pmod{\mathfrak{L}} \), we get that \( k_g - k_f + 2(m_g - m_f) \equiv 0 \pmod{\ell - 1} \), hence \( b - 2 \mid k_g - k_f + b(m_g - m_f) \).
Therefore, when \((\ell, N)\) is not bad, the proposition is proved because we have \(a = 0\) and \(k = k_g + bm_g\).

From now on, assume that \((\ell, N)\) is bad. By definition, we have \(b = 6\), and either \((\ell, N) = (2, 1)\), or \(\ell = 3\) and \(\ell \nmid N\). Let us first prove that we have \(k_g - k_f + 6(m_g - m_f) \equiv 0 \pmod{2}\) (i.e. \(k_g \equiv k_f \pmod{2}\)). When \((\ell, N) = (2, 1)\), it is true because the weights \(k_f\) and \(k_g\) are both even. When \(\ell = 3\) and \(\ell \nmid N\), the hypothesis on the characters again implies that \(k_f + 2m_f \equiv k_g + 2m_g \pmod{2}\) and the conclusion follows.

If the even number \(k_g - k_f + 6(m_g - m_f)\) is divisible by \(4 = b - 2\), then by definition we have \(a = 0\) and \(k = k_g + bm_g\). The result follows as before in this case. Otherwise, we have \(4 \mid k_g - k_f + 6(m_g - m_f) - 2\) and \(a = 4\). Write \(A_4 := 240E_4\) and \(A_6 := -504E_6\). We have seen in section 3.1, that both \(A_4\) and \(A_6\) are congruent to \(1\) modulo \(2\). We set

\[
f' := A_6f \quad \text{and} \quad g' = A_4g.
\]

Then \(f'\) and \(g'\) are modular forms with \(\mathfrak{C}\)-integral Fourier coefficients of weight \(k_f = k_f + 6\), \(k_g' = k_g + 4\), level \(N\) and character \(\varepsilon_f\), \(\varepsilon_g\) respectively. Since \(\chi_{\ell}^{2}\) is trivial for \(\ell = 2, 3\), the congruence

\[
\chi_{\ell}^{k_f' + bm_f'} \varepsilon_f \equiv \chi_{\ell}^{k_g' + bm_g} \varepsilon_g \pmod{2}
\]

is satisfied. Moreover, we have \(k_g' + bm_f' \leq k_g' + bm_g\), and \(b - 2 = 4\) divides \(k_g' - k_f' + b(m_g - m_f)\). According to the discussion at the beginning of the proof, we therefore get the desired result since \(f'\), \(g'\) reduce to \(f\), \(g\) respectively and \(k_g' + bm_g = a + k_g + bm_g = k\).

\textbf{Remark 3.18.} Notice that lemma 3.16 corresponds to the special case \(m_f = m_g = 0\) and \(k_f = k_g = k\). Moreover, in practice we can always take \(m_f \in \{0, 1\}\) and \(m_g \in \{0, \ell - 1\}\).

In section 4 we will mainly deal with eigenforms. It is well-known that the knowledge of the Fourier coefficients of prime index and of the constant coefficient characterises such forms. We can therefore simplify proposition 3.17 and get the following corollary.

\textbf{Corollary 3.19.} Let \(f\) and \(g\) be as in proposition 3.17 and define also \(N\) and \(k\) similarly. Assume further that \(f\) and \(g\) are normalised eigenforms for the Hecke operators at level \(N\) modulo \(2\) of prime index less than \(\frac{N}{2\ell} \prod_{p \mid N} \left(1 + \frac{1}{p}\right)\) (and different from \(\ell\) if \(m_f, m_g \geq 1\)).

If \(0^{m_f} a_0(f) \equiv 0^{m_g} a_0(g) \pmod{2}\) (with \(0^0 = 1\)) and if for every prime number \(p \leq \frac{N}{2\ell} \prod_{p \mid N} \left(1 + \frac{1}{p}\right)\) we have \(p^{m_f} a_p(f) \equiv p^{m_g} a_p(g) \pmod{2}\), then we have \(n^{m_f} a_n(f) \equiv n^{m_g} a_n(g) \pmod{2}\) for every non-negative integer \(n\).

We now give an upper-bound for the product appearing in the Sturm bound. We use a technique of Kraus [17] to get a slightly better bound than the one suggested by Serre in Kraus’ article.

\textbf{Lemma 3.20.} Let \(n\) be an integer greater or equal to 2, we have:

\[
\prod_{p \mid n \atop p \text{ prime}} \left(1 + \frac{1}{p}\right) \leq 2 \log \log(n) + 2.4.
\]

\textbf{Proof:} We first split the product in two parts: \(\prod_{p \mid n \atop p \text{ prime}} \left(1 + \frac{1}{p}\right) = P(n)Q(n)\) with

\[
P(n) = \prod_{p \mid n \atop p > \log n} \left(1 + \frac{1}{p}\right) \quad \text{and} \quad Q(n) = \prod_{p \mid n \atop p \leq \log n} \left(1 + \frac{1}{p}\right).
\]

Let \(m\) be the number of primes \(p\) dividing \(n\) and being greater than \(\log n\). As \(n \geq \log(n)^m\), we get \(m \leq \frac{\log n}{\log \log n}\). Thus,

\[
P(n) \leq \exp \left(\frac{\log n}{\log \log n} \log \left(1 + \frac{1}{\log n}\right)\right) \leq \exp \left(\frac{1}{\log \log n}\right).
\]
Applying [31, (3.27)], we get an upper bound for $Q$:

$$Q(n) \leq \prod_{p \leq \log n} \left(1 - \frac{1}{p}\right)^{-1} < e^\gamma \log \log(n) \left(1 - \frac{1}{(\log \log n)^2}\right)^{-1},$$

(3.3)

where $\gamma$ is the Euler-Mascheroni constant.

Putting (3.2) and (3.3) together we have

$$\prod_{p|n} \left(1 + \frac{1}{p}\right) \leq e^\gamma \log \log(n) \exp \left(\frac{1}{\log \log n}\right) \left(1 - \frac{1}{(\log \log n)^2}\right)^{-1}.$$

The function $x \mapsto e^{\gamma+\frac{x}{2}}(1-x^{-2})^{-1}$ is bounded by 2 for $x \in [0, 0.1]$. Therefore, the lemma holds for all integers $n \geq \exp(\exp(10))$. For $n$ between 2 and $\exp(\exp(10))$, we first notice that we only have to deal with square-free integers. Then, among the square-free integers having $k$ prime factors, it suffices to only check the lemma for $n_k = \prod_{i=1}^{k} p_i$, $p_i$ being the $i$-th prime number. The greatest $k$ such that $n_k \leq \exp(\exp(10))$ is 2486, and we have checked the lemma with a computer for all those $n_k$.

3.3 Modifying modular forms

In this paragraph we discuss a way to construct from a given eigenform, another eigenform with slightly different Fourier coefficients but with a bigger level. It will be crucial in section 4.

Let $O(H)$ be the space of holomorphic functions on the complex upper-half plane. For an integer $n \geq 1$ and a complex number $b$, we define two operators $V_n$ and $S_n(b)$ on $O(H)$ by

$$V_n : \begin{cases} O(H) \rightarrow O(H) \\ h \rightarrow \sum_{r \leq n} h(rz) \end{cases} \quad \text{and} \quad S_n(b) : \begin{cases} O(H) \rightarrow O(H) \\ h \rightarrow \sum_{r \leq n} h(z + bV_n h) \end{cases}.$$

For a prime number $p$, we denote by $U_p$ the operator which action on Fourier expansions is given by

$$U_p \left( \sum_{n=0}^{\infty} a_n q^n \right) := \sum_{n=0}^{\infty} a_{np} q^n.$$

We recall the following facts about the operators $U_p$ and $V_p$: for any primes $p$ and $r$, the operators $V_p$ and $V_r$ commute and the image of $M_k(M, \varepsilon)$ by $V_p$ is $M_k(Mp, \varepsilon)$. Letting $V_p$ act on $q$-expansions, it commutes with $U_r$ for $r \neq p$ and satisfies $U_p V_p = \text{Id}$. Moreover, $T_p^M$ decomposes on the space $M_k(M, \varepsilon)$ as

$$T_p^M = U_p + p^{k-1} \varepsilon(p) V_p.$$

From now on, consider a modular form $g$ of weight $k \geq 1$, level $M \geq 1$ and character $\varepsilon$ that is a normalised eigenform for all the Hecke operators at level $M$. For any prime number $p$, we denote by $\alpha_p$, $\beta_p$ the roots of the Hecke polynomial $X^2 - a_p(g) X + p^{k-1} \varepsilon(p)$.

**Lemma 3.21.** Let $p$ be a prime number and let $b \in \{\alpha_p, \beta_p\}$. The function $S_p(b)g$ is a modular form of same weight and character as $g$ and of level $Mp^{n_p}$ with

$$n_p = \begin{cases} 1 & \text{if } b \neq 0; \\ 0 & \text{if } b = 0. \end{cases}$$

It is a normalised eigenform for all the Hecke operators at level $Mp^{n_p}$, and for any prime $r$ we have

$$a_r(S_p(b)g) = \begin{cases} a_r(g) & \text{if } r \neq p; \\ a_p(g) - b & \text{if } r = p. \end{cases}$$

Moreover, if $g$ has Fourier coefficients in a ring $R$, then those of $S_p(b)g$ lie in the ring $R(b)$. 

16
Proof: If $b = 0$, then there is nothing to prove as $S_p(0)g = g$. Assume $b \neq 0$. Because both $g$ and $V_p g$ are modular forms of weight $k$, level $Mp$ and character $\varepsilon$, it is also the case for $S_p(b)g$. Let us compute the action of the Hecke operators at level $Mp$ on $S_p(b)g$.

Let $r$ be a prime number different from $p$. The operator $T_r^{Mp}$ has the same action as $T_r^M$. Thus, because the operators $V_p$ and $T_r^M$ commute, we have

$$T_r^{Mp}S_p(b)g = T_r^Mg - bV_pT_r^{Mp}g = a_r(g)g - ba_r(g)V_pg = a_r(g)S_p(b)g.$$ 

For $r = p$, we have $T_p^{Mp}g = U_pg = T_p^Mg - p^{k-1}\varepsilon(p)V_pg = a_p(g)g - p^{k-1}\varepsilon(p)V_pg$. It gives

$$T_p^{Mp}S_p(b)g = (a_p(g)g - p^{k-1}\varepsilon(p)V_pg) - bU_pV_pg = (a_p(g) - b)g - p^{k-1}\varepsilon(p)V_pg.$$ 

As $b$ is a root of $X^2 - a_p(g)X + p^{k-1}\varepsilon(p)$, it satisfies $b(a_p(g) - b) = p^{k-1}\varepsilon(p)$. We finally get

$$T_p^{Mp}S_p(b)g = (a_p(g) - b)g - (a_p(g) - b)bV_pg = (a_p(g) - b)S_pg.$$ 

The form $S_p(b)g$ is thus a normalised eigenform for the all Hecke operators at level $Mp$. The fact about the ring of Fourier coefficients of $S_p(b)g$ is now straightforward. ■

We now apply this result to construct from the eigenform $g$, an eigenform which $p$-th Fourier coefficient is a chosen number $b$ in $\{\alpha_p, \beta_p, 0\}$.

**Proposition 3.22.** Let $p$ be a prime number and let $b \in \{\alpha_p, \beta_p, 0\}$. Define

$$\begin{aligned}
g_p^b &= g & \text{and } n_p = 0, & \text{if } b = a_p(g); \\
g_p^b &= S_p(a_p(g) - b)g & \text{and } n_p = 1, & \text{if } b \neq a_p(g) \text{ and } b \in \{\alpha_p, \beta_p\}; \\
g_p^b &= S_p(\alpha_p) \circ S_p(\beta_p)g & \text{and } n_p = 2, & \text{if } b \neq a_p(g) \text{ and } b \notin \{\alpha_p, \beta_p\}.
\end{aligned}$$

Then, $g_p^b$ is a modular form of same weight and character as $g$ and of level $Mp^a$. It is a normalised eigenform for all the Hecke operators at level $Mp^a$, and for any prime $r$ we have

$$a_r(g_p^b) = \begin{cases} a_r(g) & \text{if } r \neq p; \\ b & \text{if } r = p. \end{cases}$$

Moreover, if $g$ has Fourier coefficients in a ring $R$, then those of $g_p^b$ lie in the ring $R(b)$.

**Proof:** In the first two cases, we have $g_p^b = S_p(a_p(g) - b)g$. Lemma 3.21 gives directly the result. In the third case, we necessarily have $b = 0$ and $\alpha_p$, $\beta_p$ non-zero. From lemma 3.21 apply to $g$ and $\beta_p$, the $p$-th Hecke polynomial of $S_p(\beta_p)g$ is $X^2 - \alpha_p X$, which $\alpha_p$ is a root. We can then apply lemma 3.21 to $S_p(\beta_p)g$ and $\alpha_p$ to conclude. Finally, the calculation

$$S_p(\alpha_p) \circ S_p(\beta_p)g = (g - \beta_p V_pg) - \alpha_p V_pg + \alpha_p \beta_p V_p^2 g$$

$$= g - (\alpha_p + \beta_p) V_pg + \alpha_p \beta_p V_p^2 g$$

$$= g - a_p(g) V_pg + p^{k-1}\varepsilon(p)V_p^2 g,$$

proves that the Fourier coefficients of $g_p^b$ lie in the same ring as $g$, because the values of the character of an eigenform always lie in the ring of coefficient of it (see [28, Corollary (3.1)]).

**Remark 3.23.** Notice that the modular form $g_p^b$ is always of the shape $P(V_p)g$ with $P = 1 - \varepsilon_pX + \delta_pX^2$ and $(\varepsilon_p, \delta_p) \in \{(\alpha_p, 0), (\beta_p, 0), (a_p(g), p^{k-1}\varepsilon(p))\}$.

For any prime number $p$ and $b_p \in \{0, \alpha_p, \beta_p\}$, define

$$S_p^{b_p} = \begin{cases} Id & \text{if } b_p = a_p(g); \\ Id - (a_p(g) - b_p)V_p & \text{if } b_p \neq a_p(g) \text{ and } b_p \in \{\alpha_p, \beta_p\}; \\ Id - a_p(g) V_p + p^{k-1}\varepsilon(p)V_p^2 & \text{if } b_p \neq a_p(g) \text{ and } b_p \notin \{\alpha_p, \beta_p\}. \end{cases}$$
so that we have \( g_P^{b_p} = S_P^{b_p} g \). By proposition 3.22, applying \( S_P^{b_p} \) to \( g \) only modifies the Fourier coefficients of index divisible by \( p \). Moreover, it gives us a modular form that is still a normalised eigenform for the whole Hecke algebra at its level. It means that for another prime \( r \) and \( b_r \in \{0, \alpha_r, \beta_r\} \), the modular forms \((g_P^{b_p})_r\) and \((g_P^{b_p})_r\) are well-defined and equal to \( S_P^{b_p} S_r^{b_r} g = S_r^{b_r} S_P^{b_p} g \).

For any finite set of primes \( P \) and any \( b \in \prod_{p \in P} \{0, \alpha_p, \beta_p\} \), we define
\[
\mathcal{g}_P^b := \prod_{p \in P} S_P^{b_p} g.
\]

With the notations of proposition 3.22, we deduce the following result.

**Corollary 3.24.** The function \( \mathcal{g}_P^b \) is a modular form of same weight and character as \( g \) and of level \( \prod_{p \in P} p^{n_p} \).

It is a normalised eigenform for all the Hecke operators at level \( \prod_{p \in P} p^{n_p} \), and for any prime \( r \) we have
\[
a_r(\mathcal{g}_P^b) = \begin{cases} a_r(g) & \text{if } r \not\in P; \\ b_r & \text{if } r \in P. \end{cases}
\]

Moreover, if \( g \) has Fourier coefficients in a ring \( R \), then those of \( \mathcal{g}_P^b \) lie in the ring \( R(b) \).

There is another function that we can modify with the operator \( S_p(b) \) and get a modular form: the Eisenstein series \( E_2 \). Indeed, an easy computation shows that for any prime \( p \), we have
\[
S_p(p)E_2 = E_2^{1,1,(p)}.
\]

In particular, the form \( S_p(p)E_2 = S_p(a_p(E_2) - 1)E_2 \) is a normalised eigenform of weight 2, level \( p \), trivial character, and for any prime \( r \), its \( r \)-th Fourier coefficient is equal to \( r + 1 = a_r(E_2) \) if \( r \neq p \), and 1 if \( r = p \).

Moreover, the Hecke polynomial at \( p \) of \( E_2^{1,1,(p)} \) is \( X(X - 1) \). Thus, \( S_p(1)E_2^{1,1,(p)} = S_p(1) \circ S_p(p)E_2 \) is a normalised eigenform of weight 2, trivial character and level \( p^2 \) and we have \( a_p(S_p(1) \circ S_p(p)E_2) = 0 \). We have proved the following result.

**Proposition 3.25.** Let \( p \) be any prime number and \( b \in \{p, 0\} \). Define
\[
\begin{align*}
(E_2^b)_p &= S_p(p)E_2 & \text{and } n_p = 1 & \text{if } b = 1; \\
(E_2^b)_p &= S_p(1) \circ S_p(p)E_2 & \text{and } n_p = 2 & \text{if } b = 0.
\end{align*}
\]

The function \((E_2^b)_p\) is a modular form of weight 2, level \( p^{n_p} \), and trivial character. It is a normalised eigenform for all the Hecke operators at level \( p^{n_p} \), and for any prime \( r \) we have
\[
a_r((E_2^b)_p) = \begin{cases} r + 1 & \text{if } r \neq p; \\ b_r & \text{if } r = p. \end{cases}
\]

Moreover, all the Fourier coefficients of \((E_2^b)_p\) are integers, except maybe the constant one that is rational.

We can then state a result of the shape of corollary 3.24 for \( E_2 \).

**Corollary 3.26.** Let \( P \) be a finite set of prime numbers and let \( b \in \prod_{p \in P} \{0, 1, p\} \setminus \{1\}_{p \in P} \). There is a modular form \((E_2^b)_P\) of weight 2, level \( \prod_{p \in P} p^{n_p} \), and trivial character. It is a normalised eigenform for all the Hecke operators at its level, and for any prime \( r \) we have
\[
a_r((E_2^b)_P) = \begin{cases} r + 1 & \text{if } r \neq P; \\ b_r & \text{if } r \in P. \end{cases}
\]

Moreover, all the Fourier coefficients of \((E_2^b)_P\) are integers, except maybe the constant one that is rational.
We finally give a result on the constant coefficient of an Eisenstein series that has been modified with corollary 3.24.

**Proposition 3.27.** Let \( k \geq 2 \), let \( \varepsilon_1, \varepsilon_2 \) be two primitive Dirichlet characters. Let \( \mathbf{P} \) be a finite set of prime numbers and let \( \mathbf{b} := (b_p) \in \prod_{p \in \mathbf{P}} \{0,\varepsilon_1(p), p^{k-1}\varepsilon_2(p)\} \), different from \((1)_{p \in \mathbf{P}} \) if \((k,\varepsilon_1,\varepsilon_2) = (2,1,1) \). Then the constant coefficient of \( (E_k^{\varepsilon_1,\varepsilon_2})^\mathbf{b}_\mathbf{P} \) is equal to

\[
\begin{cases}
0 & \text{if } \varepsilon_1 \neq 1; \\
-\frac{B_{k,\varepsilon_2}}{2k} \prod_{p \in \mathbf{P}} b_p (b_p - p^{k-1}\varepsilon_2(p)) & \text{if } \varepsilon_1 = 1.
\end{cases}
\]

**Proof:** First, if \( \varepsilon_1 \neq 1 \), then the constant coefficient of \( E_k^{\varepsilon_1,\varepsilon_2} \) is trivial by (2.1). Assume \( \varepsilon_1 = 1 \). Then the modular form \( (E_k^{\varepsilon_1,\varepsilon_2})^\mathbf{b}_\mathbf{P} \) is equal to

\[
\prod_{p \in \mathbf{P}} (\text{Id} - \varepsilon_p V_p + \delta_p V_p^2) E_k^{\varepsilon_1,\varepsilon_2}.
\]

where

\[
(\varepsilon_p, \delta_p) = \begin{cases}
(1 + p^{k-1}\varepsilon_2(p), p^{k-1}\varepsilon_2(p)) & \text{if } b_p = 0; \\
(1, 0) & \text{if } b_p = p^{k-1}\varepsilon_2(p); \\
(p^{k-1}\varepsilon_2(p), 0) & \text{if } b_p = 1.
\end{cases}
\]

Therefore, the constant coefficient is equal to \(-\frac{B_{k,\varepsilon_2}}{2k} \prod_{p \in \mathbf{P}} (1 - \varepsilon_p + \delta_p) \). A straightforward computation gives that \( 1 - \varepsilon_p + \delta_p \) is equal to 0 if \( b_p \in \{0, p^{k-1}\varepsilon_2(p)\} \), and to \( 1 - p^{k-1}\varepsilon_2(p) \) if \( b_p = 1 \). Therefore, if one of the \( b_p \)'s is equal to 0 or \( p^{k-1}\varepsilon_2(p) \), then the constant coefficient is equal to

\[
0 = -\frac{B_{k,\varepsilon_2}}{2k} \prod_{p \in \mathbf{P}} b_p (b_p - p^{k-1}\varepsilon_2(p)).
\]

Else, if all the \( b_p \)'s are equal to 1, then the constant coefficient is equal to

\[
-\frac{B_{k,\varepsilon_2}}{2k} \prod_{p \in \mathbf{P}} (1 - p^{k-1}\varepsilon_2(p)) = -\frac{B_{k,\varepsilon_2}}{2k} \prod_{p \in \mathbf{P}} b_p (b_p - p^{k-1}\varepsilon_2(p)).
\]

\[\blacksquare\]

**Proposition 3.28.** Let \( k, \varepsilon_1, \varepsilon_2, \mathbf{P} \) and \( \mathbf{b} \) be as in proposition 3.27. Let \( \mathbf{c}_1, \mathbf{c}_2 \) be the conductors of \( \varepsilon_1 \) and \( \varepsilon_2 \) respectively. Then the constant coefficient of \( (E_k^{\varepsilon_1,\varepsilon_2})^\mathbf{b}_\mathbf{P} \) at the cusp \( \frac{1}{\mathbf{c}_1} \) is equal to

\[
-\varepsilon_1(-1) \frac{W((\varepsilon_1\varepsilon_2^{-1})_0)}{W(\varepsilon_2^{-1})} \frac{B_{k,(\varepsilon_1\varepsilon_2)_0}}{2k} \frac{\mathbf{c}_2}{\mathbf{c}_0} \prod_{p|\varepsilon_2} \left( 1 - \frac{(\varepsilon_1\varepsilon_2^{-1})_0(p)}{p^k} \right) \\
\times \prod_{b_p \neq \varepsilon_1(p)} \left( 1 - \frac{\varepsilon_1\varepsilon_2^{-1}_0(p)}{p^k} \right) \prod_{b_p \neq p^{k-1}\varepsilon_2(p)} \left( 1 - \frac{1}{p} \right).
\]

**Proof:** Let \( \gamma := \begin{pmatrix} 1 & 0 \\ \varepsilon_2 & 1 \end{pmatrix} \) be an element of \( SL_2(\mathbb{Z}) \) such that \( \gamma \infty = \frac{1}{\mathbf{c}_2} \). Write the modular form \( (E_k^{\varepsilon_1,\varepsilon_2})^\mathbf{b}_\mathbf{P} \) as

\[
\prod_{p \in \mathbf{P}} (\text{Id} - \varepsilon_p V_p + \delta_p V_p^2) E_k^{\varepsilon_1,\varepsilon_2},
\]

with \( \varepsilon_p \) and \( \delta_p \) defined by (3.4). By proposition 2.9, for an integer \( M \), the constant coefficient of \( (V_M E_k^{\varepsilon_1,\varepsilon_2}) |_{k}\gamma \) is non-zero if and only if \( M \) and \( \mathbf{c}_2 \) are coprime. Under this assumption, we have, with the notations of proposition 2.9,

\[
\Upsilon_k^{\varepsilon_1,\varepsilon_2}(\gamma, M) = \left[ -\varepsilon_1(-1) \frac{W((\varepsilon_1\varepsilon_2^{-1})_0)}{W(\varepsilon_2^{-1})} \frac{B_{k,(\varepsilon_1\varepsilon_2)_0}}{2k} \frac{\mathbf{c}_2}{\mathbf{c}_0} \prod_{p|\varepsilon_2} \left( 1 - \frac{(\varepsilon_1\varepsilon_2^{-1})_0(p)}{p^k} \right) \right] \frac{\varepsilon_2^{-1}(M)}{M^k}. \tag{3.5}
\]
The expression in brackets is independent from $M$, let write it $D$. Notice that if $M$ is not coprime to $\varepsilon_2$, the formula still holds, as $\varepsilon_2(M) = 0$. Define
\[
P := \prod_{p \in \mathcal{P}} \left(1 - \varepsilon_p X_p + \delta_p X_p^2\right) \in \mathbb{C} \left[\left(X_p\right)_{p \in \mathcal{P}}\right].
\]
As (3.5) is fully multiplicative in $M$, the constant coefficient of $(E_k^{\varepsilon_1,\varepsilon_2})_{\mathcal{P}}$ is then equal to
\[
\lim_{\text{Im}(z) \to +\infty} P((V_p)_{p \in \mathcal{P}}) E_k^{\varepsilon_1,\varepsilon_2}|_k \chi(z) = D \cdot P \left(\frac{\varepsilon_2^{-1}(p)}{p^k}\right)_{p \in \mathcal{P}}.
\]
We just have to compute the value of $P \left(\frac{\varepsilon_2^{-1}(p)}{p^k}\right)_{p \in \mathcal{P}}$ to conclude. Let $P_p(X_p) = 1 - \varepsilon_p X_p + \delta_p X_p^2$, so that we have $P = \prod_{p \in \mathcal{P}} P_p(X_p)$. A straightforward calculation gives us the value of $P_p \left(\frac{\varepsilon_2^{-1}(p)}{p^k}\right)$:
\[
P_p \left(\frac{\varepsilon_2^{-1}(p)}{p^k}\right) = \begin{cases} 
1 - \varepsilon_p \varepsilon_2^{-1}(p) & \text{if } (\varepsilon_p, \delta_p) = (\varepsilon_1(p) + p^{k-1}\varepsilon_2(p), p^{k-1}\varepsilon_1\varepsilon_2(p)); \\
1 - \varepsilon_p \varepsilon_2^{-1}(p) & \text{if } (\varepsilon_p, \delta_p) = (\varepsilon_1(p), 0); \\
1 - \frac{1}{p} & \text{if } (\varepsilon_p, \delta_p) = (p^{k-1}\varepsilon_2(p), 0).
\end{cases}
\]

\section{Reducible Galois representations}

\subsection{Reducible Galois representations and Eisenstein series}

Before dealing with the reducibility of a residual representation attached to a newform, we examine the general case of a reducible, residual, semi-simple, odd Galois representation. We begin by a definition that will be enlightened in the following proposition. Throughout this paragraph, we fix a prime number $\ell$ and a place $\mathfrak{S}$ of $\overline{\mathbb{Q}}$ above $\ell$.

**Definition 4.1.** Define $R(\ell)$ as the set of quadruplets $(\varepsilon_1, \varepsilon_2, m_1, m_2)$ consisting of two primitive Dirichlet characters $\varepsilon_1$ and $\varepsilon_2$ that are of prime-to-$\ell$ order and unramified at $\ell$, and of two integers $m_1$, $m_2$ such that $0 \leq m_1 \leq m_2 < \ell - 1$, and $\varepsilon_1\varepsilon_2(-1) \equiv (-1)^{m_1+m_2+1} \pmod{\ell}$.

**Proposition 4.2.** Let $\overline{\mathfrak{S}} : G_{\mathbb{Q}} \to \text{GL}_2(\overline{\mathbb{F}}_\ell)$ be a semi-simple, odd representation. Then, $\overline{\mathfrak{S}}$ is reducible if and only if there exists $(\varepsilon_1, \varepsilon_2, m_1, m_2) \in R(\ell)$ such that $\overline{\mathfrak{S}} \cong \overline{\chi}_1^m \varepsilon_1 \oplus \overline{\chi}_2^m \varepsilon_2$, where $\overline{\chi}_1$ and $\overline{\chi}_2$ correspond to the reduction modulo $\mathfrak{S}$ of $\varepsilon_1$ and $\varepsilon_2$ respectively.

**Proof:** If $\overline{\mathfrak{S}}$ is reducible, then we can decompose it as $\varphi_1 \overline{\chi}_1^m \oplus \varphi_2 \overline{\chi}_2^m$, with $\varphi_1$, $\varphi_2$ two characters modulo $\mathfrak{S}$ unramified at $\ell$, and $0 \leq m_1 \leq m_2 < \ell - 1$. Let $\varepsilon_i$ be the Teichmüller lift of $\varphi_i$ with respect to $\mathfrak{S}$ (see section 2.2). By construction, the characters $\varepsilon_1$, $\varepsilon_2$ are primitive and have prime-to-$\ell$ order. Finally, if $c$ is a complex conjugation, then we have
\[
-1 = \det(\overline{\mathfrak{S}}(c)) = \varepsilon_1\varepsilon_2(-1)\overline{\chi}_1^m \varepsilon_2(-1) = (-1)^{m_1+m_2}\varepsilon_1\varepsilon_2(-1).
\]
Therefore we have $(\varepsilon_1, \varepsilon_2, m_1, m_2) \in R(\ell)$.

Our goal is now to construct from an element $(\varepsilon_1, \varepsilon_2, m_1, m_2)$ of $R(\ell)$, various modular forms which we can attach a Galois representation modulo $\mathfrak{S}$ that is isomorphic to $\overline{\chi}_1^m \varepsilon_1 \oplus \overline{\chi}_2^m \varepsilon_2$. According to [10, Théorème 6.7], for a modular form $g \in M_{k_0}(N_g, \varepsilon_g)$ to admit a Galois representation modulo $\mathfrak{S}$ of prime index $p$ not dividing $\ell N_g$, it suffices that
\begin{itemize}
  \item $g$ has $\mathfrak{S}$-integral Fourier coefficients;
  \item $g$ is a normalised eigenform for the Hecke operators $T_p^{N_g}$ modulo $\mathfrak{S}$ of prime index $p$ not dividing $\ell N_g$.
\end{itemize}
Moreover, this representation \( \rho_{g, \ell} \) is characterised up to isomorphism by the properties: \( \det(\rho_{g, \ell}) = \chi_{\ell}^{k-1} \), \( \rho_{g, \ell} \) is unramified outside \( N_g \ell \), and for any prime \( p \nmid N_g \ell \), we have \( \text{Tr}(\rho_{g, \ell}(\text{Frob}_p)) = a_p(g) - 1 \). In particular by [10, Lemme 3.2], to have \( \rho_{g, \ell} \cong \chi_{\ell}^{m_1} \otimes \chi_{\ell}^{m_2} \), it suffices to have \( \chi_{\ell}^{k-1} \) and for any prime \( p \nmid N_g \ell \), in a set of density one, we have \( a_p(g) = p^{m_1} \epsilon_1(p) + p^{m_2} \epsilon_2(p) \pmod{2} \), where \( \epsilon_i \) is the conductor of \( \epsilon_i \).

For \( (\epsilon_1, \epsilon_2, m_1, m_2) \) in \( R(\ell) \), define
\[
k' := \begin{cases} \frac{m_2 - m_1 + 1}{2} & \text{if } \ell > 2, \\ 2 & \text{if } \ell = 2, \end{cases} \quad \text{and} \quad E_0 := E_{k', \epsilon_1, \epsilon_2}.
\]

**Proposition 4.3.** We have \( \epsilon_1 \epsilon_2(-1) = (1)^{k'} \). In particular, \( E_0 \) is well-defined and modular if and only if \( (k', \epsilon_1, \epsilon_2) \neq (2, 1, 1) \), in which case \( E_0 \) is a normalised eigenform of weight \( k' \), level \( \epsilon_1 \epsilon_2 \), and character \( \epsilon_1 \epsilon_2 \). Moreover, for any prime number \( p \) we have \( a_p(E_0) = \epsilon_1(p) + p^{k'-1} \epsilon_2(p) \) in any case.

**Proof:** If \( \ell = 2 \), then \( \epsilon_1 \) and \( \epsilon_2 \) are even and we have \( \epsilon_1 \epsilon_2(-1) = 1 = (1)^{k'} \). Otherwise, we have
\[
\epsilon_1 \epsilon_2(-1) = (1)^{m_2 + m_1 + 1} = (1)^{m_2 - m_1 + 1} = (1)^{k'}.
\]
The rest of the proposition follows from proposition 2.8 and (2.1).

To be sure that we can associate a Galois representation modulo \( \mathcal{L} \) to \( E_0 \), we study the integrality of its Fourier coefficients. The following lemma states when the coefficients of \( E_0 \) may not be \( \mathcal{L} \)-integral.

**Lemma 4.4.** Assume \( (k', \epsilon_1, \epsilon_2) \neq (2, 1, 1) \). The Fourier coefficients of \( E_0 \) are \( \mathcal{L} \)-integral unless perhaps in the following cases:

- \( \ell = 2, \epsilon_1 = 1 \) and \( \epsilon_2 \neq 1 \);
- \( \ell \geq 5, \epsilon_1 = \epsilon_2 = 1 \), and \( (m_1, m_2) = (0, \ell - 2) \).

**Proof:** Apart from the constant one, the coefficients of \( E_0 \) are all algebraic integers. We therefore only need to focus on the constant Fourier coefficient \( a_0 \) of \( E_0 \).

In the case \( \ell \neq 2 \), if \( (\epsilon_1, \epsilon_2) \neq (1, 1) \), then \( a_0 \) is always \( \mathcal{L} \)-integral by proposition 2.4, because \( \epsilon_1 \) and \( \epsilon_2 \) are unramified at \( \ell \). If \( \epsilon_1 = \epsilon_2 = 1 \), then \( a_0 = -\frac{B_{k'}^2}{2} \), By proposition 2.4 again, if \( (m_1, m_2) \neq (0, \ell - 2) \), then \( a_0 \) is always \( \mathcal{L} \)-integral. If \( (m_1, m_2) = (0, \ell - 2) \), then \( a_0 \) is always not \( \mathcal{L} \)-integral. Notice moreover that we must have \( \ell \neq 3 \), because otherwise \( k' = 2 \) and \( \epsilon_1 = \epsilon_2 = 1 \), which is excluded.

Assume \( \ell = 2 \), hence \( k' = 2 \). If \( \epsilon_1 \neq 1 \), then as before we have \( a_0 = 0 \). Else, if \( \epsilon_1 = 1 \), then \( a_0 = -\frac{B_{k'}^2}{2} \), which may not be \( \mathcal{L} \)-integral. Moreover, we must have \( \epsilon_2 \neq 1 \) because otherwise we would have \( (k', \epsilon_1, \epsilon_2) = (2, 1, 1) \).

We can now construct from \( (\epsilon_1, \epsilon_2, m_1, m_2) \in R_\ell \) (and hence \( k_0 \) and \( E_0 \)), a modular form with the properties discussed above. With the notations of proposition 3.22 and proposition 3.25, define
\[
\begin{cases}
r := 4 \quad \text{and} \quad E := (E_0)^0 \quad \text{if} \quad (k', \epsilon_1, \epsilon_2) = (2, 1, 1) \\
r := 1 \quad \text{and} \quad E := E_0 \quad \text{otherwise.}
\end{cases}
\]

The following proposition sums up the properties of \( E \).

**Proposition 4.5.** The function \( E \) is a modular form of weight \( k' \), level \( M := \text{lcm}(\epsilon_1 \epsilon_2, r) \), and character \( \epsilon_1 \epsilon_2 \). It is a normalised eigenform for all the Hecke operators at level \( M \), all its Fourier coefficients are \( \mathcal{L} \)-integral, and for any prime \( p \nmid r \), we have \( a_p(E) = \epsilon_1(p) + p^{k'-1} \epsilon_2(p) \).

**Proof:** The only thing to prove it that \( M \) is indeed the level of \( E \). The rest of the proposition then follows from proposition 3.22, proposition 3.25, lemma 4.4 and proposition 4.3. If \( r = 1 \), the level of \( E \) is equal to \( \epsilon_1 \epsilon_2 = \text{lcm}(\epsilon_1 \epsilon_2, r) \). Assume \( r = 4 \). We then always have \( \epsilon_1 = 1 \) and either \( \epsilon_2 = 1 \) or \( \ell = 2 \). In the first case, \( \epsilon_2 = 1 \) and \( \epsilon_2(2) = 1 \). In the second case, \( \epsilon_2 \) is odd because prime to \( \ell \). Thus, we have \( \epsilon_2(2) \neq 0 \). In every case, the level of \( E \) is equal to \( 4 \epsilon_1 \epsilon_2 = \text{lcm}(\epsilon_1 \epsilon_2, 4) \).
The final step to have a modular form that has a Galois representation modulo \(\mathfrak{S}\) that is isomorphic to \(\overline{\chi}^{k_1-1}e_1^{\mathfrak{S}} \otimes \overline{\chi}^{k_2-2}\) is to apply the operator \(\tilde{\theta}\) that we have constructed is section 3.1.

**Proposition 4.6.** Let \(\overline{\mathfrak{p}} : G_{\mathbb{Q}} \rightarrow \text{GL}_2(\overline{\mathbb{F}})\) be a residual, semi-simple, odd Galois representation. Then \(\overline{\mathfrak{p}}\) is reducible if and only if there exist \((\varepsilon_1, \varepsilon_2, m_1, m_2) \in R(\ell)\) such that \(\overline{\mathfrak{p}} \cong \overline{\mathfrak{p}}_{\theta^{m_1}E, \Sigma}\), where \(E\) is the Eisenstein series associated to \((\varepsilon_1, \varepsilon_2, m_1, m_2)\) in (4.2).

Moreover, if \(\mathfrak{P}\) is a finite set of prime numbers, and \(b \in \prod_{p \in \mathfrak{P}} \{0, \varepsilon_1(p), p^{k-1}\varepsilon_2(p)\}\), then we also have \(\overline{\mathfrak{p}} \cong \overline{\mathfrak{p}}_{\theta^{m_1}E^b, \Sigma}\), where \(E^b\) is defined in corollary 3.24.

**Proof:** From proposition 4.2, we only have to prove that for a quadruplet \((\varepsilon_1, \varepsilon_2, m_1, m_2) \in R(\ell)\), we have \(\overline{\mathfrak{p}}_{\theta^{m_1}E, \Sigma} \cong \overline{\chi}_{\varepsilon_1}^{m_1} \otimes \overline{\chi}_{\varepsilon_2}^{m_2}\). It follows from proposition 4.5 and lemma 3.2 that the representation \(\overline{\mathfrak{p}}_{\theta^{m_1}E, \Sigma}\) is well-defined. Moreover, from lemma 3.2 again, the form \(\overline{\mathfrak{p}}_{\theta^{m_1}E}\) is of weight \(k' + m_1(k_A + 2)\), level \(M\), and character \(\varepsilon_1 \varepsilon_2 \chi_{m_1}\), the value of \(k_A\) and \(\chi_A\) depending on the level \(M\) and the place \(\mathfrak{S}\) (see table 1). Recall that in any case we have \(\chi_A \equiv \overline{\chi}^{k_A}(\mod \mathfrak{S})\) and \(k' \equiv m_2 - m_1 + 1\ (\mod \ell - 1)\). Therefore, we have

\[
\overline{\chi}_{\varepsilon_1}^{m_1} \equiv \overline{\chi}_{\varepsilon_2}^{m_2} \equiv \overline{\chi}_{\varepsilon_1}^{m_2-m_1+1+m(k_A+2)-1-m_1 k_A \varepsilon_1 \varepsilon_2} \equiv \overline{\chi}_{\varepsilon_1}^{m_1+m_2 \varepsilon_1 \varepsilon_2} \ (\mod \mathfrak{S}).
\]

Finally, from lemma 3.2, proposition 4.5, and again the congruence \(k' \equiv m_2 - m_1 + 1\ (\mod \ell - 1)\), we have for any prime number \(p \nmid \ell\)

\[
ap_p\left(\overline{\mathfrak{p}}_{\theta^{m_1}E}\right) \equiv p^{m_1} a_p(E) \equiv p^{m_1 \varepsilon_1(p)} + p^{k' + m_1 - 1} \varepsilon_2(p) \equiv p^{m_1 \varepsilon_1(p)} + p^{m_2 \varepsilon_2(p)} \ (\mod \mathfrak{S}).
\]

By the discussion at the beginning of the paragraph, we get \(\overline{\mathfrak{p}}_{\theta^{m_1}E, \Sigma} \cong \overline{\chi}_{\varepsilon_1}^{m_1} \otimes \overline{\chi}_{\varepsilon_2}^{m_2}\).

By corollary 3.24 and lemma 3.2, the modular form \(\overline{\mathfrak{p}}_{\theta^{m_1}E^b}\) still has \(\mathfrak{S}\)-integral Fourier coefficients, and is again an eigenform for all the Hecke operators modulo \(\mathfrak{S}\) at its level. Moreover, by the same computations as above, the determinant of \(\overline{\mathfrak{p}}_{\theta^{m_1}E^b}\) is still equal to \(\overline{\chi}_{\varepsilon_1}^{m_1} \otimes \overline{\chi}_{\varepsilon_2}^{m_2}\), and for any prime number \(p \nmid \ell, p \notin \mathfrak{P}\), we have

\[
ap_p\left(\overline{\mathfrak{p}}_{\theta^{m_1}E^b}\right) \equiv p^{m_1} a_p\left(E^b\right) \equiv p^{m_1 \varepsilon_1(p)} + p^{m_2 \varepsilon_2(p)} \ (\mod \mathfrak{S}).
\]

Therefore, we also have \(\overline{\mathfrak{p}} \cong \overline{\mathfrak{p}}_{\theta^{m_1}E^b}\).

**Remark 4.7.** Be careful that the operator \(\tilde{\theta}\) we apply to \(E^b\) is not strictly the same as the one we apply to \(E\), the levels of these two forms being the same.

### 4.2 General study of modular reducible representations

Let \(f = q + \sum_{n \geq 2} a_n(f) q^n\) be a newform of weight \(k \geq 2,\) level \(N \geq 1,\) and character \(\varepsilon\) of conductor \(\varepsilon\). Let \(K_f\) be the number field generated by \((a_n(f))_{n \geq 2}\) and let \(\lambda\) be a prime ideal of the ring of integers of \(K_f\) above a prime number \(\ell\). As in the previous paragraph, we begin with the definition of a set that corresponds to the possible reductions of \(\overline{\mathfrak{p}}_{f, \lambda}\).

**Definition 4.8.** Let \(\mathfrak{S}\) be a place of \(\overline{\mathbb{Q}}\) above \(\ell\). Define the set \(R_{N,k,\varepsilon}(\mathfrak{S})\) as the subset of \(R(\ell)\) (see definition 4.1) consisting of the quadruples \((\varepsilon_1, \varepsilon_2, m_1, m_2)\) such that \(\overline{\chi}_{\varepsilon_1}^{m_1}\overline{\chi}_{\varepsilon_2}^{m_2} = \overline{\chi}_{\varepsilon_1}^{k-1}\), and for every prime \(p \neq \ell\), we have \(v_p\left(\frac{N}{\varepsilon_1 \varepsilon_2}\right) \in \{0, 1, 2\}\), where \(\varepsilon\) denotes the reduction modulo \(\mathfrak{S}\), and \(\varepsilon_1\) is the conductor of \(\varepsilon\).

Notice that in particular if \((\varepsilon_1, \varepsilon_2, m_1, m_2) \in R_{N,k,\varepsilon}(\mathfrak{S})\), then \(\varepsilon_1 \varepsilon_2 \mid N\). The set \(R_{N,k,\varepsilon}(\mathfrak{S})\) is therefore finite.

**Remark 4.9.** We will see later that the set \(R_{N,k,\varepsilon}(\mathfrak{S})\) depends in fact only on \(\mathfrak{S} \cap \overline{\mathbb{Q}}(\varepsilon)\) (and obviously on \(N, k\) and \(\varepsilon\)). For now, this dependency will not matter and we postpone this proof to section 6.

From now on, assume that \(\mathfrak{S}\) is a place of \(\overline{\mathbb{Q}}\) extending \(\lambda\).

**Proposition 4.10.** The representation \(\overline{\mathfrak{p}}_{f, \lambda}\) is reducible if and only if there exists \((\varepsilon_1, \varepsilon_2, m_1, m_2) \in R_{N,k,\varepsilon}(\mathfrak{S})\) such that \(\overline{\mathfrak{p}}_{f, \lambda} \cong \overline{\chi}_{\varepsilon_1}^{m_1} \otimes \overline{\chi}_{\varepsilon_2}^{m_2}\), where \(\overline{\chi}_{\varepsilon_1}\) denotes the reduction of \(\varepsilon_1\) modulo \(\mathfrak{S}\).
Proof: The representation $\mathbb{P}_{f,\lambda}$ is semi-simple and odd. Therefore, by proposition 4.2, it is reducible if and only if there exist a place $\mathcal{L}$ above $\ell$ and $(\varepsilon_1, \varepsilon_2, m_1, m_2) \in R(\ell)$ such that $\mathbb{P}_{f,\lambda} \cong \chi_{\ell}^{m_1+\varepsilon_1} \oplus \chi_{\ell}^{m_2+\varepsilon_2}$. We just have to check that in this case we have $(\varepsilon_1, \varepsilon_2, m_1, m_2) \in R_{N,k,\varepsilon}(\mathcal{L})$. The determinant of $\mathbb{P}_{f,\lambda}$ is $\chi_{\ell}^{-1}$. Therefore, we have $\chi_{\ell}^{m_1+\varepsilon_1} \ominus \chi_{\ell}^{m_2+\varepsilon_2} = \chi_{\ell}^{-1}$. Moreover, the prime-to-$\ell$ part of the Artin conductor of $\chi_{\ell}^{m_1+\varepsilon_1} \oplus \chi_{\ell}^{m_2+\varepsilon_2}$ is equal to $c_1c_2$. By proposition 1.3, we necessarily have $v_p \left( \frac{1}{\ell} \right) \in \{0, 1, 2\}$ for all primes $p \nmid N$, $p \neq \ell$.

In regard of proposition 4.6, this result is equivalent to saying that the prime index coefficients of $f$ are all but finitely many congruent modulo $\mathcal{L}$ to those of any of the forms $\theta^{m_1}E_p^{1}$ described in paragraph 4.1. We will prove that there exist in fact $P$ and $b$ such that $f$ is congruent to $\theta^{m_1}E_p^{b}$ except maybe at the primes dividing $\ell$ and $r$. The following result is the key step in this direction. It uses in a crucial way the local description of $\mathbb{P}_{f,\lambda}$ at the bad prime numbers (see section 1).

Lemma 4.11. If the representation $\mathbb{P}_{f,\lambda}$ is reducible, then there exists $(\varepsilon_1, \varepsilon_2, m_1, m_2) \in R_{N,k,\varepsilon}(\mathcal{L})$ such that for any prime number $p \neq \ell$, we have

$$a_p(f) \equiv \begin{cases} p^{m_1+\varepsilon_1}(p) + p^{m_2+\varepsilon_2}(p) \pmod{\mathcal{L}} & \text{if } p \nmid N; \\ p^{m_1}b_p \pmod{\mathcal{L}} & \text{if } p \mid N, \text{ for some } b_p \in \{0, \varepsilon_1(p), p^{m_2-\varepsilon_2}(p)\}. \end{cases}$$

Conversely, if for some $(\varepsilon_1, \varepsilon_2, m_1, m_2) \in R_{N,k,\varepsilon}(\mathcal{L})$, those congruences hold for every prime $p$ in a set of density 1, then we have $\mathbb{P}_{f,\lambda} \cong \chi_{\ell}^{m_1+\varepsilon_1} \oplus \chi_{\ell}^{m_2+\varepsilon_2}$.

Proof: Let us first prove the second statement. Write $\mathbb{P} := \chi_{\ell}^{m_1+\varepsilon_1} \oplus \chi_{\ell}^{m_2+\varepsilon_2}$. By construction, the determinants of $\mathbb{P}_{f,\lambda}$ and $\mathbb{P}$ agree. Moreover, by assumption for any prime number $p \mid N\ell$ in a set of density 1, we have

$$\text{Tr} \left( \mathbb{P}_{f,\lambda}(\text{Frob}_p) \right) \equiv a_p(f) \equiv p^{m_1+\varepsilon_1}(p) + p^{m_2+\varepsilon_2}(p) \equiv \text{Tr} \left( \mathbb{P}(\text{Frob}_p) \right) \pmod{\mathcal{L}}.$$ 

By Brauer-Nesbitt theorem [10, Lemma 3.2.], $\mathbb{P}_{f,\lambda}$ must be isomorphic to $\mathbb{P}$ and is thus reducible.

We now prove the first statement. Assume $\mathbb{P}_{f,\lambda}$ to be reducible. Proposition 4.10 gives us the existence of $(\varepsilon_1, \varepsilon_2, m_1, m_2) \in R_{N,k,\varepsilon}(\mathcal{L})$, such that $\mathbb{P}_{f,\lambda} \cong \chi_{\ell}^{m_1+\varepsilon_1} \oplus \chi_{\ell}^{m_2+\varepsilon_2}$. For any prime $p \mid N\ell$, taking the trace at a Frobenius at $p$ gives the congruence $a_p(f) \equiv p^{m_1+\varepsilon_1}(p) + p^{m_2+\varepsilon_2}(p) \pmod{\mathcal{L}}$. Let us now consider a prime $p \mid N$ and different from $\ell$. We treat 3 cases separately:

(i) If $v_p(N) \geq 2$ and $v_p(N) > v_p(\ell)$, we know that $a_p(f) = 0$ (see [23, Theorem 4.6.17]). Hence, we have $a_p(f) \equiv p^{m_1}b_p \pmod{\mathcal{L}}$ with $b_p = 0$.

(ii) If $v_p(N) = 1$ and $v_p(\ell) = 0$, then $\varepsilon$ is unramified at $p$. Moreover, by the congruence $\chi_{\ell}^{m_1} \equiv \chi_{\ell}^{m_1+\varepsilon_1} \pmod{\mathcal{L}}$, the character $\varepsilon_1 \varepsilon_2$ is then also unramified at $p$. Therefore, $p \mid c_1$ if and only if $p \mid c_2$, and because $v_p(N) = 1$ and $c_1c_2 \mid N$, we deduce that $p$ does not divide $c_1c_2$. Thus, we are in the first case of proposition 1.2 and we get an equality of sets of characters of $G_p$:

$$\{ \mu(a_p(f)), \mu(a_p(f)) \chi_{\ell} \} = \{ \chi_{\ell}^{m_1}, \chi_{\ell}^{m_2} \}.$$ 

There are two cases to look at:

- If $\mu(a_p(f)) = \chi_{\ell}^{m_1}$, then $a_p(f) \equiv \varepsilon_1(p)p^{m_1} \pmod{\mathcal{L}}$. In this case, we define $b_p = \varepsilon_1(p)$.

- If $\mu(a_p(f)) = \chi_{\ell}^{m_2}$, then $a_p(f) \equiv \varepsilon_2(p)p^{m_2} \pmod{\mathcal{L}}$. We put $b_p = p^{m_2-\varepsilon_1} \varepsilon_2(p)$.

In both cases we have $a_p(f) \equiv p^{m_1}b_p \pmod{\mathcal{L}}$ with $b_p \in \{ \varepsilon_1(p), p^{m_2-\varepsilon_1} \varepsilon_2(p) \}$.

(iii) Finally, if $v_p(N) = v_p(\ell)$, we are in the second case of proposition 1.2 and we get the equality

$$\{ \mu(a_p(f)), \mu(a_p(f))^{-1} \} \mathcal{P}_{G_p,\chi_{\ell}^{\varepsilon_1}} = \{ \chi_{\ell}^{m_1}, \chi_{\ell}^{m_2} \}.$$ 

We again have two cases to consider:

- If $\mu(a_p(f)) = \chi_{\ell}^{m_1}$, then $a_p(f) \equiv \varepsilon_1(p)p^{m_1} \pmod{\mathcal{L}}$. Let us put $b_p = \varepsilon_1(p)$.

- If $\mu(a_p(f)) = \chi_{\ell}^{m_2}$, then $a_p(f) \equiv \varepsilon_2(p)p^{m_2} \pmod{\mathcal{L}}$. We put $b_p = p^{m_2-\varepsilon_1} \varepsilon_2(p)$.
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For \((\varepsilon_1, \varepsilon_2, m_1, m_2) \in R_{N, k, \varepsilon}^\ast(\mathfrak{L})\) and consider \(k', r\) and \(E\) as defined in (4.1) and (4.2) respectively. With the notations of proposition 3.22, we define

\[
\begin{aligned}
\left\{ \begin{array}{ll}
f' := f_2^0 & \text{and } N' := \begin{cases}
N & \text{if } 2 \mid N \text{ and } a_2(f) = 0; \\
2N & \text{if } 2 \mid N \text{ and } a_2(f) \neq 0; \\
4N & \text{if } r = 4;
\end{cases} \\
f' := f & \text{and } N' := N, & \text{if } r = 1.
\end{array} \right.
\tag{4.4}
\end{aligned}
\]

Proposition 4.12. The form \(f'\) is a normalised eigenform of weight \(k\), level \(N'\), and character \(\varepsilon\). Its Fourier coefficients are \(\mathfrak{L}\)-integral and if a prime \(p\) divides \(r\), then \(a_p(f') = a_p(E) = 0\). Moreover, the level \(M := \text{lcm}(c_1 c_2, r)\) of \(E\) (see proposition 4.5) always divides \(N'\), and if \(\ell = 2\), then \(N' \geq 3\).

Proof: The only facts that do not follow directly from proposition 3.22 are those on the level \(N'\). First, if \(r = 1\), then by construction \(N' = N \text{ and } M = c_1 c_2 \mid N\). Assume \(r = 4\). If \(2 \mid N\), then \(N' = 4N\) is divisible by \(r\). If \(2 \not\mid N\) and \(a_2(f) \neq 0\), then \(N' = 2N\) is also divisible by \(r\). Finally, if \(2 \not\mid N\) and \(a_2(f) = 0\), then by [23, Theorem 4.6.17], \(v_2(N) \geq 2\) and \(N' = N\) is again divisible by \(r\). In every case, we have \(M \mid N'\).

Finally, assume \(\ell = 2\). If \(\varepsilon_1 = 1\), then we necessarily have \(r = 4\) and \(N' \geq 4\). Otherwise, if \(\varepsilon_1 \neq 1\), we then have \(N' \geq c_1 \geq 3\) because there is no non-trivial primitive character of conductor less than 3.

It follows from lemma 4.11 that if \(\mathfrak{P}_{f, \lambda}\) is reducible, then there exist \(P\) and \(b\) such that for all primes \(p\), we have \(p_{ab}(f') \equiv p^{m_1+b_2}(E_{f, \lambda}^\ast) \pmod{\mathfrak{L}}\). In order to use corollary 3.19 and make these infinite set of congruences equivalent to a finite one, we now need to control the level of \(E_{f, \lambda}^\ast\).

Proposition 4.13. Let \((\varepsilon_1, \varepsilon_2, m_1, m_2) \in R_{N, k, \varepsilon}^\ast(\mathfrak{L}), \) let \(p \neq \ell\) be any prime number dividing \(N\), and let \(b_p \in \{0, \varepsilon_1(p), p^{k-1}\varepsilon_2(p)\}\).

If we have a congruence \(a_p(f) \equiv p^{m_1+b_2} \pmod{\mathfrak{L}}\), then we have

\[
1 \leq v_p(c_1 c_2) + n_p \leq v_p(N),
\]

where \(n_p\) is defined as in proposition 3.22 with respect to \(g = E\) and \(b_p\). In particular, those inequalities are independent of the choice of \(b_p\).

Proof: First, we always have \(v_p(c_1 c_2) + n_p \geq 1\), because \(n_p = 0\) only if \(b_p = a_p(E) = \varepsilon_1(p) + p^{k-1} \varepsilon_2(p)\), which implies that \(v_p(c_1 c_2) \geq 1\).

Next, we claim the following:

\[
b_p = 0 \text{ if and only if } v_p(c) < v_p(N) \text{ and } v_p(N) \geq 2.
\]

Indeed, we have \(b_p = 0\) if and only if \(a_p(f) \equiv 0 \pmod{\mathfrak{L}}\). Moreover, by [23, Theorem 4.6.17] we have either \(v_p(c) < v_p(N)\), \(v_p(N) \geq 2\) and \(a_p(f) = 0\), or \(|a_p(f)|^2 = p^s\) with \(s \geq 0\). Therefore, we have \(a_p(f) \equiv 0 \pmod{\mathfrak{L}}\) if and only if \(v_p(c) < v_p(N)\) and \(v_p(N) \geq 2\).

We now prove that \(v_p(c_1 c_2) + n_p \leq v_p(N)\). If \(n_p = 0\), it follows from the fact that \(c_1 c_2 \mid N\). If \(n_p = 2\), then from proposition 3.22, we must have \(b_p = 0 \notin \{\varepsilon_1(p), p^{k-1} \varepsilon_2(p)\}\). Therefore, \(p \nmid c_1 c_2\) and from the discussion above we have \(v_p(N) \geq 2 = v_p(c_1 c_2) + n_p\).

Assume finally that \(n_p = 1\). We then have \(b_p \neq \varepsilon_1(p) + p^{k-1} \varepsilon_2(p)\) and \(b_p \notin \{\varepsilon_1(p), p^{k-1} \varepsilon_2(p)\}\). Therefore, \(p\) does not divide both \(c_1\) and \(c_2\). If \(p \nmid c_1 c_2\), we have \(v_p(c_1 c_2) + n_p = 1 \leq v_p(N)\). Otherwise, assume that \(p \mid c_1\) and \(p \nmid c_2\). We then necessarily have \(b_p = 0\) and from the discussion above we get \(v_p(c) < v_p(N)\). Looking at the \(p\)-part of the Artin conductor of both side of the equality \(\frac{N}{\alpha p^{\varepsilon_1}} = \frac{N}{\alpha^{\varepsilon_1 + m_2 - m_1} \varepsilon_2}\), we get \(v_p(\alpha) = v_p(\alpha_1)\) where \(\alpha\) and \(\alpha_1\) denote the conductors of \(\alpha\) and \(\alpha_1\) respectively. Because \(\varepsilon_1\) has prime-to-\(\ell\) order, we have \(\alpha_1 = c_1\). On the other sides we always have \(\alpha \mid c\). Therefore, we have \(v_p(c_1 c_2) = v_p(c_1) \leq v_p(c)\). Hence, we get \(v_p(c_1 c_2) + n_p \leq v_p(N)\). The case \(p \mid c_2\) and \(p \nmid c_1\) is exactly the same.
Corollary 4.14. Let \((\varepsilon_1, \varepsilon_2, m_1, m_2) \in R_{N,k,\varepsilon}(\mathfrak{L})\). Define \(k', r\) and \(E\) as in (4.1) and (4.2) respectively. Consider \(P \subseteq \{p \text{ prime}, p \mid N, p \nmid r\ell\}\) and \(b := (b_p)_{p \in P} \subseteq \prod_{p \in P} \{0, \varepsilon_1(p), p^{k'-1}\varepsilon_2(p)\}\) such that for all \(p \in P\), we have \(p^{m_1}b_p \equiv a_p(f) \pmod{\mathfrak{L}}\).

The modular form \(E' := E'_P\) is of weight \(k'\), character \(\varepsilon_1\varepsilon_2\), and its level divides \(N'\). It has \(\mathfrak{L}\)-integral Fourier coefficients and for every prime \(p\) such that either \(p \nmid N\ell\) or \(p \in P \cup \{r\}\), \(E'\) is a normalised eigenform for the Hecke operator \(T^N_{P'}\).

**Proof:** From corollary 3.24, the form \(E'\) is a normalised eigenform for all the Hecke operators at its level \(N_{E'} := M \prod_{p \in P} \mathcal{p}^p\). Moreover, the action of \(T^N_{P'}\) and \(T^N_{P''}\) on \(E'\) are the same if \(p\) divides both \(N'\) and \(N_{E'}\) or none of them. If \(p \nmid N\ell\), then \(p \nmid N_{E'}\). If \(p \in P \cup \{r\}\), by proposition 4.13 we have

\[1 \leq v_p(N_{E'}) \leq v_p(N').\]

Therefore, \(N_{E'}\) divides \(N'\) and \(E'\) is a normalised eigenform for the announced Hecke operators. The rest of the corollary follows from corollary 3.24.

We now state the first main result of this section. It gives for a given \(\lambda\), an explicit algorithm to check the reducibility of the representation \(\overline{\rho}_{f,\lambda}\).

**Theorem 4.15.** Let \(f\) be a newform of weight \(k \geq 2\), level \(N \geq 1\), and character \(\varepsilon\). Let \(\lambda\) be a prime ideal of \(K_f\) above a prime number \(\ell\). The following assertions are equivalent:

1. \(\overline{\rho}_{f,\lambda}\) is reducible;

2. Let \(\mathfrak{L}\) be a place of \(\mathcal{O}_K\) above \(\lambda\). There exists \((\varepsilon_1, \varepsilon_2, m_1, m_2) \in R_{N,k,\varepsilon}(\mathfrak{L})\) (see definition 4.8) such that the following holds. Let \(k', r\), and \(N'\) be as in (4.1), (4.2) and (4.4) respectively. Define

\[a = \begin{cases} 4 & \text{if } k \equiv m_1 + m_2 + 3 \pmod{4}, \\ 0 & \text{otherwise}, \end{cases}\]

\[b = \begin{cases} 3 & \text{if } \ell \mid N'; \\ 6 & \text{if } \ell = 3 \text{ and } \forall p \mid N', p \equiv 1 \pmod{9}; \\ \ell + 1 & \text{otherwise}, \end{cases}\]

\[\bar{k} = a + b + \max(k, k' + bm_1).\]

For every prime \(p \leq B := \frac{N'k}{2 \ell} \prod_{q \mid N'} \left(1 + \frac{1}{q}\right)\) not dividing \(r\ell\), we have

- \(p \nmid N\) and \(a_p(f) \equiv p^{m_1}\varepsilon_1(p) + p^{m_2}\varepsilon_2(p) \pmod{\mathfrak{L}}\);
- \(p \mid N\) and \(a_p(f) \equiv p^{m_1}b_p \pmod{\mathfrak{L}}\) for some \(b_p \in \{0, \varepsilon_1(p), p^{m_2-m_1}\varepsilon_2(p)\}\).

When this holds, we moreover have \(\overline{\rho}_{f,\lambda} \cong \chi^{m_1}_\ell \xi_1 + \chi^{m_2}_\ell \xi_2\).

**Proof:** Assertion 2. is weaker than the second part of lemma 4.11. Therefore 1. implies 2.

Assume that 2. holds. Consider again \(k', r, E, N', f'\) defined in (4.1), (4.2) and (4.4) respectively. Define \(P := \{p \text{ prime}, p \mid N, p \nmid r\ell, p \leq B\}\), and \(b := (b_p)_{p \in P}\). Finally, with the notation of corollary 3.24, consider the form \(E' := E'_P\).

We wish to apply corollary 3.19 with \(f = f', g = E', m_f = 1\) and \(m_g = m_1 + 1\). By corollary 4.14, we have \(E' \in M_{k',\varepsilon_1}(N',\varepsilon_1)\), it has \(\mathfrak{L}\)-integral Fourier coefficients and it is an eigenform for all the Hecke operators at level \(N'\) of index less than \(B\), except maybe at \(\ell\). Moreover, from the identity \(\chi^{m_1+m_2}(m_1+1)\varepsilon_1 \wedge \chi^{m_1+m_2}(m_1+1)\varepsilon_2 = \chi^{m_1}_\ell \xi_1 \wedge \chi^{m_2}_\ell \xi_2\), we have

\[\chi^{k'+2(m_1+1)}\varepsilon_1 = \chi^{m_1}_\ell \chi^{m_1+m_2+3(m_1+1)}\varepsilon_1 \wedge \chi^{m_1}_\ell \chi^{m_2}_\ell \varepsilon_2.\]

Let \(p\) be a prime number less than \(B\). If \(p \mid \ell\), then we have \(p^{m_1+1}a_p(E') \equiv 0 \pmod{\mathfrak{L}}\). Otherwise, by corollary 3.24 we have \(p^{m_1+1}a_p(E') \equiv p^{m_1+1}b_p \pmod{\mathfrak{L}}\). The definitions of \(a, b\) and \(k\) correspond to those of \(a, b\) and \(k\) in proposition 3.17 (the case \(\ell = 2\) and \(N' \leq 2\) never occurs as proved in proposition 4.12). By corollary 3.19, we therefore obtain the congruence \(na_n(f') \equiv n^{m_1+1}a_n(E') \pmod{\mathfrak{L}}\) for every non-negative integer \(n\). By lemma 4.11, we thus have \(\overline{\rho}_{f,\lambda} \cong \chi^{m_1}_\ell \xi_1 + \chi^{m_2}_\ell \xi_2\).
Remark 4.16. From this theorem, we can deduce an algorithm that takes a prime ideal \( \lambda \) as input and decides whether the representation \( \overline{f}_{f, \lambda} \) is reducible or not, and computes the representation if it is reducible. In particular, it justifies the reducibility modulo 11 of the representation treated in [3, 5.1.2]. We give further details on how to explicitly do this is PARI/GP in section 6. Moreover, the theorem extends the case \( m = 1 \) of [16, Proposition 2].

The previous theorem holds without any restriction on \( \ell \), but the result depends on \( \ell \) through

1. the set \( R_{N, k, \epsilon}(\mathfrak{L}) \);
2. the integer \( B \) that bounds the number of congruences to check.

We first remove the dependency in \( \ell \) in the set \( R_{N, k, \epsilon}(\mathfrak{L}) \).

Definition 4.17. Define \( R_{N, \epsilon} \) as the set of pairs \((\epsilon_1, \epsilon_2)\) of primitive Dirichlet characters such that \( \epsilon_1 \epsilon_2 = \epsilon \) and for every prime number \( p \), we have \( v_p \left( \frac{N}{\epsilon \epsilon'} \right) \in \{0, 1, 2\} \), where \( \epsilon_i \) is the conductor of \( \epsilon_i \).

Proposition 4.18. Assume \( \ell \geq k - 1 \) and \( \ell \mid N \varphi(N) \). The representation \( \overline{f}_{f, \lambda} \) is reducible if and only if there exists \((\epsilon_1, \epsilon_2)\in R_{N, \epsilon}\) such that \( \overline{f}_{f, \lambda} \cong X_{\ell}^{\epsilon_1} \oplus X_{\ell}^{\epsilon_2} \). We moreover have \( a_{\ell}(f) \equiv \epsilon_1(\ell) + \ell^{k-1} \epsilon_2(\ell) \) (mod \( \mathfrak{L} \)).

Proof: From proposition 4.10, if \( \overline{f}_{f, \lambda} \) is reducible, then there exists a quadruple \((\epsilon_1, \epsilon_2, m_1, m_2)\in R_{N, k, \epsilon}(\mathfrak{L})\) such that \( \overline{f}_{f, \lambda} \cong X_{\ell}^{m_1} \epsilon_1^{-1} \oplus X_{\ell}^{m_2} \epsilon_2^{-1} \). By the assumptions \( \ell \mid N \) and \( \ell \geq k - 1 \), together with proposition 1.1, \( f \) must be ordinary at \( \lambda \) and we have an equality of sets

\[
\left\{ \mu(a_{\ell}(f)), \frac{\epsilon(\ell)}{a_{\ell}(f)} \right\} = \left\{ \overline{X}_{\ell}^{m_1} \epsilon_1, \overline{X}_{\ell}^{m_2} \epsilon_2 \right\}.
\]

We conclude that \((m_1, m_2) = (0, k - 1)\) and that \( a_{\ell}(f) \equiv \epsilon_1(\ell) \equiv \epsilon_1(\ell) + \ell^{k-1} \epsilon_2(\ell) \) (mod \( \mathfrak{L} \)). Finally, the character \( \epsilon(\epsilon_1 \epsilon_2)^{-1} \) reduces to the trivial character modulo \( \mathfrak{L} \), and because \( \ell \mid \varphi(N) \), it must have prime-to-\( \ell \) order. Using lemma 2.7, it must be trivial and we get \( \epsilon = \epsilon_1 \epsilon_2 \).

The following result will allow us to both remove the dependency in \( \ell \) in the bound \( B \) of theorem 4.15, and bound the set of \( \ell \) such that \( \overline{f}_{f, \lambda} \) is reducible.

Proposition 4.19. Assume \( \ell > k + 1 \) and \( \ell \mid N \varphi(N) \). The representation \( \overline{f}_{f, \lambda} \) is reducible if and only if there exist a pair \((\epsilon_1, \epsilon_2)\in R_{N, \epsilon}\), and \( b \in \bigcap_{p \in \mathfrak{P}} \{0, \epsilon_1(p), p^{k-1} \epsilon_2(p)\} \), with \( \mathfrak{P} := \{p \text{ prime, } p \mid N, p \mid \ell r\} \), such that \( f' \equiv E' \) (mod \( \mathfrak{L} \)), with \( E' \) defined as in (4.4) and \( E' := E'_b \).

Proof: If we have \( f' \equiv E' \) (mod \( \mathfrak{L} \)), then in particular for all primes \( p \mid N \ell r \), we have

\[
a_p(f) = a_p(f') \equiv a_p(E') \equiv \epsilon_1(p) + p^{k-1} \epsilon_2(p) \pmod{\mathfrak{L}}.
\]

By lemma 4.11, \( \overline{f}_{f, \lambda} \) is reducible. The existence of \((\epsilon_1, \epsilon_2)\) is granted by proposition 4.18. Moreover, by lemma 4.11 there exists \( b \in \bigcap_{p \in \mathfrak{P}} \{0, \epsilon_1(p), p^{k-1} \epsilon_2(p)\} \) such that for every prime number \( p \), we have a congruence \( a_p(f') \equiv a_p(E') \pmod{\mathfrak{L}} \). By corollary 4.14, \( E' \in \mathcal{M}_k(N', \epsilon) \) has \( \mathfrak{L} \)-integral Fourier coefficients and is an eigenform for all the Hecke operators at level \( N' \). By proposition 4.12, \( f' \) has the same properties and therefore the modular form \( f' - E' \) is constant modulo \( \mathfrak{L} \).

By the assumptions \( \ell > k + 1 \) and \( \ell \mid N \varphi(N) \), we have \( \ell \geq 5 \) and \( \ell \mid N \). Therefore, we know from [11, Theorem 12.3.7] that Katz’ modular form spaces with coefficients in \( \overline{\mathbb{F}}_{\ell} \) are isomorphic to the spaces of reduction modulo \( \mathfrak{L} \) of modular forms with \( \mathfrak{L} \)-integral coefficients. Therefore, from [14, Corollary 4.4.2], for \( f' - E' \) to be congruent to a non-zero constant we must have \( k \equiv 0 \pmod{\ell - 1} \). This cannot hold under the assumption \( \ell > k + 1 \) and we get \( f' \equiv E' \) (mod \( \mathfrak{L} \)).

We now state our second main result. It is analogous to theorem 4.15 for the prime numbers \( \ell > k + 1 \) and \( \ell \mid N \varphi(N) \).
Theorem 4.20. Let $f$ be a newform of weight $k \geq 2$, level $N \geq 1$, and character $\epsilon$. Let $\lambda$ be a prime ideal of $K_f$ above a prime number $\ell$. Assume $\ell > k + 1$ and $\ell \nmid N\varphi(N)$. The following assertions are equivalent.

1. $\mathfrak{p}_{f,\lambda}$ is reducible.

2. Let $\mathfrak{L}$ be a place of $\mathbb{Q}$ above $\lambda$. There exists $(\epsilon_1, \epsilon_2) \in R_{N, \epsilon}$ such that the following holds. Let $r$ be as is (4.2) (recall that $(m_1, m_2) = (0, k - 1)$) and let $N'$ be as in (4.4). Define

$$C = \begin{cases} 0 & \text{if } r > 1 \text{ or } \epsilon_1 \neq 1; \\ -\frac{B_{k, \epsilon_0}}{2k} \prod_{p \mid N} a_p(f)(a_p(f) - p^{k-1}\epsilon_0(p)) & \text{otherwise}, \end{cases}$$

where $\epsilon_0$ is the primitive character associated to $\epsilon$.

We have $C \equiv 0 \pmod{\mathfrak{L}}$, and for all primes $p \leq B := \frac{N' k}{12} \prod_{q \mid N'} \left(1 + \frac{1}{q}\right)$, we have either $p \mid r$ or

- $a_p(f) \equiv \epsilon_1(p) + p^{k-1}\epsilon_2(p) \pmod{\mathfrak{L}}$, if $p \nmid N$;
- $a_p(f) \equiv b_p \pmod{\mathfrak{L}}$ for some $b_p \in \{0, \epsilon_1(p), p^{k-1}\epsilon_2(p)\}$, if $p \mid N$.

When this holds, we moreover have $\mathfrak{p}_{f,\lambda} \equiv \mathfrak{p} \oplus \chi^{-1}_\ell \mathfrak{p}_{f,\lambda}$.

**Proof:** Assume $\mathfrak{p}_{f,\lambda}$ to be reducible. Introduce $f'$ and $E'$ as in proposition 4.19. The congruences for $a_p(f)$ follow from the congruence $f' \equiv E' \pmod{\mathfrak{L}}$. It only remains to prove that $C \equiv 0 \pmod{\mathfrak{L}}$. Because $f'$ is cuspidal, its constant coefficient is equal to 0. Therefore, the one of $E'$ must be congruent to 0 modulo $\mathfrak{L}$.

The congruence $C \equiv 0 \pmod{\mathfrak{L}}$ is non-trivial only if $r = 1$ and $\epsilon_1 = 1$. In this case, we have $\epsilon_2 = \epsilon_0$, the set $P$ of proposition 4.19 is the set of prime divisors of $N$ and for all $p \in P$ we have $b_p \equiv a_p(f) \pmod{\mathfrak{L}}$. Therefore, the constant coefficient of $E'$ is equal to

$$-\frac{B_{k, \epsilon_0}}{2k} \prod_{p \in P} b_p(p - p^{k-1}\epsilon_2(p)) = -\frac{B_{k, \epsilon_0}}{2k} \prod_{p \mid N} a_p(f)(a_p(f) - p^{k-1}\epsilon_0(p)) \equiv C \pmod{\mathfrak{L}}.$$

This proves that 1. implies 2.\

Assume now that the second part of the theorem holds. Consider again the modular forms $E$ and $f'$, and define $P_{\leq B} := \{p \text{ prime}, p \nmid N, p \leq B\}$ and $B_{\leq B} := \{b_p \mid p \in P_{\leq B}\}$, and let $E' := E_{P_{\leq B}}$. By corollary 4.14, we have $E' \in M_k(N', \epsilon)$, it has $\mathfrak{L}$-integral coefficients and it is an eigenform for all the Hecke operators at level $N'$ of index less than $B$. The form $f'$ has moreover the same properties and for all prime numbers $p \leq B$, we have by assumption $a_{f'}(f') \equiv a_{E'}(E') \pmod{\mathfrak{L}}$. In order to apply corollary 3.19 to $f = f'$, $g = E'$, $m_f = m_g = 0$, we need to have $a_0(E') \equiv 0 \pmod{\mathfrak{L}}$. From proposition 3.27, we have $a_0(E') = 0$ if $\epsilon_1 \neq 1$ or $r > 1$. Else, if $\epsilon_1 = 1$ and $r = 1$, we have $\epsilon_2 = \epsilon_0$ and

$$a_0(E') = -\frac{B_{k, \epsilon_2}}{2k} \prod_{p \mid N, p \leq B} b_p(p - p^{k-1}\epsilon_2(p)) \equiv -\frac{B_{k, \epsilon_0}}{2k} \prod_{p \mid N, p \leq B} a_p(f)(a_p(f) - p^{k-1}\epsilon_0(p)) \equiv 0 \pmod{\mathfrak{L}}.$$

By the assumption $C \equiv 0 \pmod{\mathfrak{L}}$, we have either $a_0(E') \equiv 0 \pmod{\mathfrak{L}}$, or there exists $p_0 \mid N$, $p_0 > B$, such that $a_{p_0}(f)(a_{p_0}(f) - p_0^{k-1}\epsilon_0(p)) \equiv 0 \pmod{\mathfrak{L}}$. Define then,

$$E'' := \begin{cases} E' & \text{if } a_0(E') \equiv 0 \pmod{\mathfrak{L}}; \\ E'_{p_0} & \text{otherwise}. \end{cases}$$

with $b_{p_0} = \begin{cases} 0 & \text{if } a_{p_0}(f) \equiv 0 \pmod{\mathfrak{L}}; \\ p_0^{k-1}\epsilon_0(p_0) & \text{if } a_{p_0}(f) \equiv p_0^{k-1}\epsilon_0(p_0) \pmod{\mathfrak{L}}. \end{cases}$

By corollary 4.14, $E''$ still lies in $M_k(N', \epsilon)$, has $\mathfrak{L}$-integral Fourier coefficients, is an eigenform for the Hecke operators at level $N'$ of index less than $B$, for any prime $p \leq B$, we have $a_p(E'') \equiv a_p(f') \pmod{\mathfrak{L}}$, and its constant Fourier coefficient vanishes modulo $\mathfrak{L}$. By corollary 3.19, we finally get $E'' \equiv f' \pmod{\mathfrak{L}}$ and we therefore have $\mathfrak{p}_{f,\lambda} \equiv \mathfrak{p} \oplus \chi^{-1}_\ell \mathfrak{p}_{f,\lambda}$. 

---
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Remark 4.21. Notice that we could have always taken \( r = 4 \) from the start (i.e. from (4.2)) without modifying any of the results of section 4. The version of theorem 4.15 and theorem 4.20 we exposed in the introduction assumed that. The coefficient \( C \) is then equal to zero and we get back the results announced previously.

From theorem 4.20 we also deduce a bound for the reducible primes in terms of \( N, k \) and \( \varepsilon \) only.

Theorem 4.22. Assume that \( \overline{f}_{f, \lambda} \) is reducible, then one of the following condition holds.

- \( \ell \leq k + 1; \)
- \( \ell \mid N \varphi(N); \)
- there exists \((\varepsilon_1, \varepsilon_2) \in R_{N, \varepsilon}\) such that \( \ell \) divides the algebraic norm of one the following non-zero quantities
  
  1. \( B_{k, (\varepsilon_1^{-1} \varepsilon_2)_{0}}; \)
  2. \( p^k - (\varepsilon_1 \varepsilon_2^{-1})_{0}(p) \) for a prime \( p \) such that \( p \mid c_1 c_2, p \nmid c_0 \) with \( c_0 \) the conductor of \((\varepsilon_1 \varepsilon_2^{-1})_{0}. \)

Proof: Assume \( \ell > k + 1 \) and \( \ell \nmid N \varphi(N). \) From proposition 4.19, if \( \overline{f}_{f, \lambda} \) is reducible, we have a congruence modulo \( \mathfrak{L} \) between the cuspidal modular form \( f' \), and the Eisenstein series \( E' \). Therefore, by Katz' q-expansion principle (see [14]) the constant coefficient of \( E' \) must be congruent to 0 modulo \( \mathfrak{L} \) at every cusp. By proposition 3.28, the constant coefficient of \( E' \) at the cusp \( \frac{c_2}{c_0} \) divides the quantity

\[
-\varepsilon_1(-1)\frac{W((\varepsilon_1 \varepsilon_2^{-1})_{0})}{W(\varepsilon_1^{-1})} \frac{B_{k, (\varepsilon_1^{-1} \varepsilon_2)_{0}}}{2k} \left( \varepsilon_2 \varepsilon_0 \right)^k \prod_{p \mid c_1 c_2} \left( 1 - \frac{(\varepsilon_1 \varepsilon_2^{-1})_{0}(p)}{p^k} \right) \prod_{p \mid N, \varepsilon} \left( 1 - \frac{\varepsilon_1(p) \varepsilon_2^{-1}(p)}{p^k} \right) \left( 1 - \frac{1}{p} \right).
\]

Let us look at the prime factors of the norm of this coefficient.

- The number \(-\varepsilon_1(-1)\) is a unit. Its norm has no prime factor.
- By proposition 2.6, the prime factors of the norm of \( \frac{W((\varepsilon_1 \varepsilon_2^{-1})_{0})}{W(\varepsilon_1^{-1})} \left( \varepsilon_2 \varepsilon_0 \right)^k \) are only powers of prime factors of \( N \). By assumption, \( \ell \) does not divide them.
- For \( p \mid N', \) we have \( 1 - \frac{1}{p} = \frac{p-1}{p} \). By the assumption \( \ell \nmid N \varphi(N), \) this cannot vanish modulo \( \mathfrak{L} \).
- For \( p \mid N' \) again, let us prove that the prime factors of the norm of \( \left( 1 - \frac{\varepsilon_1(p) \varepsilon_2^{-1}(p)}{p^k} \right) \) are redundant with the ones of \( N \) and \( (\varepsilon_1 \varepsilon_2^{-1})_{0}(p) \). Note that we either have \( p = 2 \) and \( (k, \varepsilon_1, \varepsilon_2) = (2, 1, 1), \) or \( N' = N. \) In the first case we have \( 1 - \varepsilon_1(p) \varepsilon_2^{-1}(p) = \frac{3}{4}. \) This cannot vanish modulo \( \mathfrak{L} \) by assumption because 2 and 3 are less or equal to \( k + 1 = 3. \) Otherwise, we have \( p \mid N, \) then either \( p \mid c_0 \) and \( 1 - \frac{\varepsilon_1(p) \varepsilon_2^{-1}(p)}{p^k} = 1 \neq 0 \) (mod \( \mathfrak{L} \)), or \( p \nmid c_0 \) and \( 1 - \frac{\varepsilon_1(p) \varepsilon_2^{-1}(p)}{p^k} = \frac{p^k - (\varepsilon_1 \varepsilon_2^{-1})_{0}(p)}{p^k}. \) Therefore, \( \ell \) must divide the algebraic norm of \( p^k - (\varepsilon_1 \varepsilon_2^{-1})_{0}(p). \)
- Finally \( \ell \) divides either the norm of \( \frac{B_{k, (\varepsilon_1^{-1} \varepsilon_2)_{0}}}{2k} \) and thus \( B_{k, (\varepsilon_1^{-1} \varepsilon_2)_{0}} \) because \( 2k \) is non-zero modulo \( \mathfrak{L} \) by assumption, or \( p^k - (\varepsilon_1 \varepsilon_2^{-1})_{0}(p) \) for \( p \mid c_1 c_2. \) This final quantity contains only prime factors of \( N \) if \( p \mid c_0. \) We can therefore consider only the primes \( p \nmid c_0. \)

\[\blacksquare\]

5 Dihedral representations

Let \( k \geq 2, N \geq 1 \) be two integers, and \( \varepsilon \) be a Dirichlet character modulo \( N \) of conductor \( c. \) Let \( f \in S_k^{\text{new}}(N, \varepsilon) \) be a newform. We study in this section the case where \( \overline{f}_{f, \lambda} \) has projective dihedral image. The main result of this section is theorem 5.10. The strategy used to prove this result is similar to the one of [3, Theorem 3.1] but several technicalities arise when dealing with forms with non-trivial characters. However, our method is based on a more refined use of the local description of \( \overline{f}_{f, \lambda} \) at the prime dividing the level, leading to an improved bound in the trivial character case.
5.1 CM forms

Let \( \varphi \) be a Dirichlet character of modulus \( M \). We define the twist of \( f \) by \( \varphi \) as the only newform \( f \otimes \varphi \) such that \( a_p(f \otimes \varphi) = \varphi(p) a_p(f) \) for all but finitely many primes \( p \). We have the following result from \([2, \S 1-3]\).

**Proposition 5.1.** With the above notations we have \( f \otimes \varphi \in S_k(L, \mathbb{C}, \mathbb{C}, \varphi^2 \varepsilon) \). For all primes \( p \mid M \), we have \( a_p(f \otimes \varphi) = \varphi(p) a_p(f) \) and the \( p \)-part of the level of \( f \otimes \varphi \) is equal to \( p^{\nu(M)} \).

Moreover, if \( v_p(N) = v_p(c) \) and \( \varphi_p = \varepsilon_p^{-1} \), where \( \varphi_p \) and \( \varepsilon_p \) denote the \( p \)-parts of \( \varphi \) and \( \varepsilon \) respectively, then the \( p \)-parts of the levels of \( f \otimes \varphi \) and \( f \) are equal and we have \( a_p(f \otimes \varphi) = \varepsilon_p'(p) \varphi_p'(p) a_p(f) \), with \( \varepsilon_p(f) \) the complex conjugate of \( a_p(f) \) and \( \varepsilon_p' \) and \( \varphi_p' \) are the prime-to-\( p \) part of \( \varepsilon \) and \( \varphi \) respectively.

We take this definition of CM forms from \([27, \text{p. 34}]\).

**Definition 5.2.** Suppose \( \varphi \) is not the trivial character. The form \( f \) is said to have complex multiplication by \( \varphi \) if \( \varphi(p) a_p(f) = a_p(f) \) for all primes \( p \) is a set of primes of density 1.

5.2 Study of the ramification of a character

Let \( \ell \) be a prime number and let \( \lambda \) be a prime ideal of \( \mathcal{O}_F \) above \( \ell \). We assume for the rest of the section that \( \ell \neq 2 \). Consider the projectivisation \( \mathbb{P}^1_f : G_\mathbb{Q} \rightarrow \text{GL}_2(\mathbb{F}_\ell) \rightarrow \text{PGL}_2(\mathbb{F}_\ell) \), and assume that \( \mathbb{P}^1_f(\mathbb{Q}_\ell) \) is a dihedral group \( D_{2n} \) of order \( 2n \) with \( \ell \nmid n \). Let \( G \) be the unique cyclic subgroup of order \( n \) in \( \mathbb{P}^1_f(\mathbb{Q}_\ell) \).

It is a normal subgroup, and we get a quadratic character:

\[
\theta_{f, \lambda} : G_{\mathbb{Q}} \rightarrow D_{2n} \rightarrow D_{2n}/C \cong \mathbb{Z}/2\mathbb{Z}.
\]

Recall that the elements in \( D_{2n} \setminus C \) are of order 2 and hence have all trace 0. Let us focus on the ramification of the character \( \theta_{f, \lambda} \). Let \( \varepsilon_{f, \lambda} \) be the conductor of \( \theta_{f, \lambda} \) seen as a Dirichlet character. Because \( \mathbb{P}^1_f \) is unramified outside \( NL \), the prime factors of \( \varepsilon_{f, \lambda} \) are among the ones of \( N\ell \). Let \( K_{f, \lambda} \) be the number field fixed by the kernel of \( \theta_{f, \lambda} \). It is a quadratic extension of \( \mathbb{Q} \), and we can write \( \theta_{f, \lambda} : K_{f, \lambda} = \mathbb{Q}(\sqrt{d_{f, \lambda}}) \) with \( d_{f, \lambda} \in \mathbb{Z} \) square-free. By the conductor-discriminant formula \([25, \text{VII. (11.9)}]\), we have

\[
\varepsilon_{f, \lambda} = \begin{cases} \varepsilon_{f, \lambda} = 1 & \text{if } d_{f, \lambda} \equiv 1 \pmod{4} \\ \varepsilon_{f, \lambda} = 1 & \text{if } d_{f, \lambda} \equiv 2, 3 \pmod{4} \end{cases}
\]

We thus have the following result.

**Proposition 5.3.** Let \( p \) be a prime number dividing \( \varepsilon_{f, \lambda} \). Then we have either \( p \neq 2, p \mid N\ell \) and \( v_p(\varepsilon_{f, \lambda}) = 1 \), or \( p = 2, p \mid N \) and \( v_p(\varepsilon_{f, \lambda}) \in \{2, 3\} \).

We now prove the following lemma.

**Lemma 5.4.** Let \( G \) be a finite group and let \( K \) be a field a positive characteristic \( \ell \). Let \( \rho : G \rightarrow \text{GL}_2(K) \) be a morphism with values in the subgroup of \( \text{GL}_2(K) \) of upper triangular matrices. Put \( \rho = \begin{pmatrix} \chi_1 & c \\ 0 & \chi_2 \end{pmatrix} \). If the order of \( \mathbb{P}\rho \) is prime to \( \ell \), then \( \text{Im}(\mathbb{P}\rho) \cong \text{Im}(\chi_1 \chi_2^{-1}) \).

**Proof:** From the isomorphisms \( G/\ker(\chi_1 \chi_2^{-1}) \cong \text{Im}(\chi_1 \chi_2^{-1}) \) and \( G/\ker(\mathbb{P}\rho) \cong \text{Im}(\mathbb{P}\rho) \), it suffices to prove that \( \ker(\mathbb{P}\rho) = \ker(\chi_1 \chi_2^{-1}) \).

Let \( \sigma \in \ker(\mathbb{P}\rho) \). There exists \( \lambda \in K \) such that \( \rho(\sigma) = \lambda I_2 \), and we immediately have \( \chi_1(\sigma) = \chi_2(\sigma) \).

Therefore, \( \sigma \in \ker(\chi_1 \chi_2^{-1}) \).

Let \( \sigma \in \ker(\chi_1 \chi_2^{-1}) \) and let \( \lambda := \chi_1(\sigma) = \chi_2(\sigma) \). We then have

\[
(\begin{array}{cc} \chi_1(\sigma) & c(\sigma) \\ 0 & \chi_2(\sigma) \end{array})
\]

The order of \( \rho(\sigma) \) in \( \text{PGL}_2(K) \) is equal to 1 if \( c(\sigma) = 0 \) and to \( \ell \) if not. By assumption, the image of \( \mathbb{P}\rho \) is of order prime to \( \ell \). Thus \( c(\sigma) = 0 \) and \( \sigma \in \ker(\mathbb{P}\rho) \).

\[\blacksquare\]
We first study the ramification of $\theta_{f,\lambda}$ at $\ell$.

**Proposition 5.5.** Assume $\ell \nmid N$ and $\ell > k$. Then, with the terminology of proposition 1.1 we have the following.

1. If $f$ is ordinary at $\lambda$ and $\ell \neq 2k - 1$, then $\theta_{f,\lambda}$ is unramified at $\ell$;
2. If $f$ is not ordinary at $\lambda$ and $\ell \neq 2k - 3$, then $\theta_{f,\lambda}$ is unramified at $\ell$.

**Proof:** We are under the hypotheses of proposition 1.1.

- If $f$ is ordinary at $\lambda$, then we have
  $$\overline{\theta}_{f,\lambda}|_{I_\ell} \cong \begin{pmatrix} \chi_{\ell}^{k-1} & * \\ 0 & 1 \end{pmatrix}.$$  
  The order of the image of $\overline{\theta}_{f,\lambda}$ is prime to $\ell$. Therefore, so is the one of $\overline{\theta}_{f,\lambda}|_{I_\ell}$. By lemma 5.4, we have $\text{Im}((\overline{\theta}_{f,\lambda})) \cong \text{Im}(\chi_{\ell}^{k-1})$. The image of $\chi_{\ell}^{k-1}$ is a cyclic group of order $\frac{k-1}{\gcd((k-1),\ell-1)}$. If $\ell > k$ and $\ell \neq 2k - 1$, it is greater than 2. Therefore, the image of $\overline{\theta}_{f,\lambda}$ is necessarily included in $C$ and $\theta_{f,\lambda}$ is unramified at $\ell$.

- If $f$ is not ordinary at $\lambda$, then we have
  $$\overline{\theta}_{f,\lambda}|_{I_\ell} \cong \begin{pmatrix} \psi^{k-1} & 0 \\ 0 & \psi^{\ell(k-1)} \end{pmatrix}.$$  
  By lemma 5.4, $\text{Im}((\overline{\theta}_{f,\lambda}))$ is isomorphic to the image of $\psi^{(k-1)(\ell-1)}$. It is of order $\frac{k+1}{\gcd(k+1,\ell-1)}$ which is again greater than 2 if we assume $\ell > k$ and $\ell \neq 2k - 3$. We conclude as before.

We now look at the ramification at the primes $p \mid N$, $p \neq \ell$.

**Proposition 5.6.** Let $p$ be a prime number dividing $N$ and different from $\ell$.

1. If $v_p(N) = 1$ and $v_p(\ell) = 0$, then $\theta_{f,\lambda}$ is unramified at $p$.
2. Assume $v_p(N) = v_p(\ell)$. If $\theta_{f,\lambda}$ is ramified at $p$, then the p-parts of $\varepsilon$ and $\theta_{f,\lambda}$ are equal modulo $\lambda$ (in particular, $\varepsilon_p$ has order 2 modulo $\lambda$).

**Proof:**

1. By proposition 1.2 the restriction of $\overline{\theta}_{f,\lambda}$ at an inertia subgroup $I_p$ at $p$, is given by
  $$\overline{\theta}_{f,\lambda}|_{I_p} \cong \begin{pmatrix} 1 & * \\ 0 & 1 \end{pmatrix}.$$  
  By assumption, the order of image of $\overline{\theta}_{f,\lambda}$ is prime to $\ell$. Therefore, by lemma 5.4 $\text{Im}((\overline{\theta}_{f,\lambda}))$ is trivial, and $\overline{\theta}_{f,\lambda}$ is unramified at $p$, as well as $\theta_{f,\lambda}$.

2. By proposition 1.2, we have
  $$\overline{\theta}_{f,\lambda}|_{I_p} \cong 1 \oplus \overline{\varepsilon}_{I_p}.$$  
  As a character of $G_Q$, $\varepsilon$ factors through the group $\text{Gal}(Q(\zeta_N)/Q)$. Moreover, an inertia subgroup at $p$ in $\text{Gal}(Q(\zeta_N)/Q)$ is given by the group $\text{Gal}(Q(\zeta_N)/Q(\zeta_{p^v(N)})) \cong (Z/p^v(N)Z)^{\times}$. Thus, as a Dirichlet character, the restriction of $\varepsilon$ to $I_p$ is $\varepsilon_p$. By lemma 5.4, we thus have $\overline{\theta}_{f,\lambda}(I_p) \cong \overline{\varepsilon}_{I_p}(I_p)$. If $\theta_{f,\lambda}$ is ramified at $p$, then its image must have a non-trivial intersection with $D_{2n} \setminus C$. Therefore, it is isomorphic to $Z/2Z$. We deduce that the reduction of $\varepsilon_p$ modulo $\lambda$ is of order 2, and that the $p$-part of $\theta_{f,\lambda}$ corresponds to the reduction of $\varepsilon_p$.
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5.3 Proof of the main result

In order to prove the main result of this section, consider the form

\[ g = f \otimes \theta_{f,\lambda}. \]

It is by construction a newform of weight \( k \), character \( \varepsilon \), and we have

**Proposition 5.7.** The Galois representations \( \overline{\rho}_{f,\lambda} \) and \( \overline{\rho}_{g,\lambda} \) are isomorphic.

**Proof:** Because \( f \) and \( g \) have same weight and character, the determinants of \( \overline{\rho}_{f,\lambda} \) and \( \overline{\rho}_{g,\lambda} \) are the same. Let \( p \) be a prime not dividing \( N\ell \). By proposition 5.1 and proposition 5.3, the representations are both unramified at \( p \) and their traces at a Frobenius element at \( p \) are the reductions modulo \( \lambda \) of \( a_p(f) \) and \( a_p(g) = \theta_{f,\lambda}(p)a_p(f) \) respectively. If \( \theta_{f,\lambda}(p) = 1 \), then the traces agree. Else, if \( \theta_{f,\lambda}(p) = -1 \), then by definition of \( \theta_{f,\lambda} \) we have \( \text{Tr}(\overline{\rho}_{f,\lambda}(\text{Frob}_p)) = 0 \) and the traces agree again. By Brauer-Nesbitt theorem [10, Lemme 3.2.], we have \( \overline{\rho}_{f,\lambda} \cong \overline{\rho}_{g,\lambda} \). \( \blacksquare \)

From now on, let assume that \( \ell > k, \ell \notin \{2k-1, 2k-3\} \). From proposition 5.5, it means that the character \( \theta_{f,\lambda} \) is unramified at \( \ell \). The following proposition contains much information about the level and the Fourier coefficients of \( g \).

**Proposition 5.8.** Assume that \( \ell \nmid N\varphi(N) \). Write \( N_g \) for the level of \( g \) and let \( p \) be prime number.

(i) If either \( p \nmid N \), or \( v_p(N_g) = 1 \) and \( v_p(\varepsilon) = 0 \), then \( v_p(N_g) = v_p(N) \) and \( a_p(g) = \theta_{f,\lambda}(p)a_p(f) \).

(ii) If \( v_p(N) = v_p(\varepsilon) \geq 1 \), then \( v_p(N_g) = v_p(N) \) and \( a_p(g) = \theta_{f,\lambda}(p)a_p(f) \) if \( \theta_{f,\lambda} \) is unramified at \( p \), and \( a_p(g) = \alpha_p(f)\varepsilon_p(p)(\theta_{f,\lambda}')_p(p) \) otherwise, where \( \varepsilon_p \) and \( (\theta_{f,\lambda})_p \) are the prime-to-\( p \) parts of \( \varepsilon \) and \( \theta_{f,\lambda} \) respectively.

(iii) If \( v_p(N) \geq 2 \) and \( v_p(\varepsilon) < v_p(N) \), then \( v_p(N_g) \leq v_p(N) + 2\min(v_p(N), v_p(2)) \).

In particular, we have \( N_g \mid N\gcd(N,2)^2 \).

**Proof:**

(i) If either \( p \nmid N \), or \( v_p(N) = 1 \) and \( v_p(\varepsilon) = 0 \), then by proposition 5.6, \( \theta_{f,\lambda} \) is unramified at \( p \). By proposition 5.1, we have \( v_p(N_g) = v_p(N) \) and \( a_p(g) = \theta_{f,\lambda}(p)a_p(f) \).

(ii) If \( v_p(N) = v_p(\varepsilon) \). Then either \( \theta_{f,\lambda} \) is unramified at \( p \), and we again have \( v_p(N_g) = v_p(N) \) and \( a_p(g) = \theta_{f,\lambda}(p)a_p(f) \), or it is ramified. In this latter case, by proposition 5.6, we have \( \varepsilon_p \equiv (\theta_{f,\lambda})_p \pmod{\lambda} \). As we assumed \( \ell \nmid \varphi(N) \), by lemma 2.7, we get that \( \varepsilon_p \) has order 2 and that \( (\theta_{f,\lambda})_p = \varepsilon_p = \varepsilon_p^{-1} \). Therefore by proposition 5.1, we have \( v_p(N_g) = v_p(N) \) and \( a_p(g) = \alpha_p(f)\varepsilon_p(p)(\theta_{f,\lambda}')_p(p) \).

(iii) Finally assume \( v_p(N) \geq 2 \) and \( v_p(\varepsilon) < v_p(N) \). If \( p \neq 2 \), then we have \( v_p(\varepsilon_{f,\lambda}) = 1 \) and by proposition 5.1 we find that \( v_p(N_g) \leq v_p(N) \). Assume that \( p = 2 \) and let us look at the Artin conductors of \( \overline{\rho}_{f,\lambda} \) and \( \overline{\rho}_{g,\lambda} \). By proposition 5.7, they are equal. Moreover, by proposition 1.3 the difference between the 2-adic valuations of \( N \) and \( N(\overline{\rho}_{f,\lambda}) \), and of \( N_g \) and \( N(\overline{\rho}_{g,\lambda}) \) respectively, cannot be greater than 2. Therefore, we have

\[ v_2(N_g) \leq v_2(N(\overline{\rho}_{g,\lambda})) + 2 = v_2(N(\overline{\rho}_{f,\lambda})) + 2 \leq v_2(N) + 2. \]

Finally consider the set \( P = \{p \text{ prime}, v_p(N) \geq 2 \text{ and } v_p(\varepsilon) < v_p(N)\} \), and with the notations of corollary 3.24, define

\[ h := g^{(0)}_{P \varepsilon \in P}. \]

**Proposition 5.9.** Assume that \( \ell \nmid N\varphi(N) \). The form \( h \) is of weight \( k \), character \( \varepsilon \), and level dividing \( N\gcd(N,2)^2 \). Moreover, it is a normalised eigenform for all the Hecke operators at level \( N\gcd(N,2)^2 \) and for all prime numbers \( p \), we have

\[ a_p(h) = \begin{cases} a_p(g) & \text{if } p \notin P \\ 0 & \text{if } p \in P \end{cases}. \]
Proof: The computation of the weight and the character of \( h \) follows from corollary 3.24 as well as Fourier coefficients of \( h \). Write \( N_h \) for the level of \( h \) and \( N_g \) for the level of \( g \). With the notations of corollary 3.24, we have \( N_h = N_g \prod_{p \in \mathbb{P}} p^{v_p} \) and \( h \) is an eigenform for all the Hecke operators at level \( N_h \). Let us prove that \( N_h \) divides \( N \gcd(N, \ell^2) \).

If \( v_p = 0 \), there is nothing to do. If \( v_p = 2 \), then \( p \) does not divide the level of \( g \). By definition of \( \mathbb{P} \) we have \( v_p(N_h) = v_p(N_g) + 2 = v_p(N) \). If \( v_p = 1 \), then we have \( p \mid N_g \) and \( a_p(g) \neq 0 \). Moreover, the character of \( g \) is \( \varepsilon \). Therefore, by [23, Theorem 4.6.17] we cannot have \( v_p(N_g) \geq 2 \) and \( v_p(N_g) > v_p(\varepsilon) \). Hence, we have \( v_p(N_g) \leq 1 < v_p(N) \).

Finally, to prove that \( h \) is an eigenform for all the Hecke operators at level \( N \gcd(N, \ell^2) \), we just have to prove that the prime divisors of \( N_h \) and \( N \gcd(N, \ell^2) \) are the same. This is clear from proposition 5.8 for the prime numbers outside \( \mathbb{P} \). If \( p \in \mathbb{P} \), then the \( p \)-adic valuation of the level of \( h \) is also positive by corollary 3.24. This finishes the proof.

We now prove our main result.

Theorem 5.10. Assume \( \overline{\rho}_{\ell, \lambda} \) has dihedral projective image. If \( N = 1 \), then we have \( \ell \leq k \) or \( \ell \in \{2k - 1, 2k - 3\} \). Else, if \( N \geq 2 \) and \( f \) does not have complex multiplication, then we have

\[
\ell \leq \left( 2N \frac{k}{2} \right)^{[K_f : \mathbb{Q}]} \times \max \left( \frac{k}{3} (2 \log \log(N) + 2.4), \left( \frac{5}{2} N \frac{k}{2} \right) \right)^{[K_f : \mathbb{Q}]}.
\]

Proof: Assume that \( \ell > k \), \( \ell \notin \{2k - 1; 2k - 3\} \) and \( \ell \nmid \varphi(N) \). If \( N = 1 \), then \( \theta_{f, \lambda} \) is unramified everywhere and thus trivial, which is a contradiction. Assume now that \( N \geq 2 \). Because \( f \) does not have complex multiplication, there exists some prime number \( p \) such that \( a_p(f) \neq a_p(h) \). Moreover, from proposition 5.9, \( f \) and \( h \) are both modular forms of weight \( k \), level \( N \gcd(N, \ell^2) \), and character \( \varepsilon \), that are eigenforms for all the Hecke operators at this level. Therefore, from [24], \( p \) must be less than

\[
B = \frac{kN \gcd(N, \ell^2)}{12} \prod_{p \mid N} \left( 1 + \frac{1}{p} \right).
\]

We treat various cases for \( p \).

- If \( p = \ell \), then we have \( \ell \leq B \).

- If \( p \mid N \ell \), then from proposition 5.8 and proposition 5.9, we have \( a_p(h) = a_p(g) = \theta_{f, \lambda}(p)a_p(f) \). This implies that \( \theta_{f, \lambda}(p) = -1 \) and by proposition 5.7, we get

\[
a_p(f) \equiv 0 \pmod{\lambda}.
\]

- If \( v_p(N) \geq 2 \) and \( v_p(N) > v_p(\varepsilon) \), then by [23, Theorem 4.6.17] and proposition 5.9, we have \( a_p(f) = 0 = a_p(h) \). We cannot have \( a_p(f) \neq a_p(h) \) in this situation.

- If \( v_p(N) = 1 \) and \( v_p(\varepsilon) = 0 \), then by proposition 5.8 and proposition 5.9, we have \( a_p(h) = a_p(g) = \theta_{f, \lambda}(p)a_p(f) \) and \( v_p(N_g) = 1 \). Therefore, we have \( \theta_{f, \lambda}(p) = -1 \) and by proposition 1.2 and proposition 5.7, we get

\[
\begin{pmatrix}
pa_p(f) & \ast \\
0 & a_p(f)
\end{pmatrix} \equiv
\begin{pmatrix}
-pa_p(f) & \ast \\
0 & -a_p(f)
\end{pmatrix} \pmod{\lambda}.
\]

Hence, we either have \( a_p(f) \equiv 0 \pmod{\lambda} \), or \( p + 1 \equiv 0 \pmod{\ell} \).

- Finally assume that \( v_p(N) = v_p(\varepsilon) \). By proposition 5.8 and proposition 5.9, we have \( a_p(h) = a_p(g) \) and \( v_p(N_g) = v_p(N) \). Therefore, by proposition 5.7 and proposition 1.2, we have an isomorphism of representations of \( G_p \):

\[
\mu(a_p(f)) \oplus \mu(a_p(f)) \varepsilon_{k-1}^{-1} \varepsilon_{G_p} \cong \mu(a_p(h)) \oplus \mu(a_p(h)) \varepsilon_{k-1}^{-1} \varepsilon_{G_p}.
\]

The second character of each representation is ramified at \( p \), while the first is not. We deduce that we have \( a_p(f) \equiv a_p(h) \pmod{\lambda} \).

If \( \theta_{f, \lambda} \) is unramified at \( p \), we have by proposition 5.8, \( a_p(h) = \theta_{f, \lambda}(p)a_p(f) \), and therefore \( \theta_{f, \lambda}(p) = -1 \) and \( a_p(f) \equiv 0 \pmod{\lambda} \).
If $\theta_{f,\lambda}$ is ramified at $p$, we have from proposition 5.8 and proposition 5.9,

$$a_p(h) = \varepsilon'_p(p) (\theta_{f,\lambda})'_p (p) \overline{a_p(f)} \equiv a_p(f) \pmod{\lambda}.$$ 

We moreover know from [23, Theorem 4.6.17] that $a_p(f)a_p(f) = p^{k-1}\varepsilon'_p(p)$. Therefore we get that

$$a_p(f)^2 \equiv \varepsilon'_p(p)^2 (\theta_{f,\lambda})'_p (p)^{p^{k-1}} \pmod{\lambda}.$$ 

To sum up, we have either $\ell \leq B$, or $a_p(f) \equiv 0 \pmod{\lambda}$, or $p \mid N$ and $p + 1 \equiv 0 \pmod{\ell}$, or $p \mid N$ and $a_p(f)^2 \equiv \varepsilon'_p(p)^2 (\theta_{f,\lambda})'_p (p)^{p^{k-1}} \pmod{\lambda}$. Using Deligne’s bounds for the coefficients of a newform and lemma 3.20, this means that either $\ell \leq N + 1$, or

$$\ell \mid \left| \text{Norm}(a_p(f)) \right| = \prod_{\sigma: K_f \to \mathbb{C}} |\sigma(a_p(f))| \leq \left(2^{p^{k-1}}\right)[K_f:Q] \left\{2N\frac{\log(N)}{2(\log\log(N) + 2.4)\left\lceil\frac{1}{2}\right\rceil[K_f:Q]} \right\},$$

or

$$\ell \mid \left| \text{Norm} \left( a_p(f)^2 - \varepsilon'_p(p)^2 (\theta_{f,\lambda})'_p (p)^{p^{k-1}} \right) \right| \leq \prod_{\sigma: K_f \to \mathbb{C}} \left( |\sigma(a_p(f))^2| + p^{k-1} \right)$$

$$\leq \left(5p^{k-1}\right)[K_f:Q]$$

$$\leq \left(5N^{k-1}\right)[K_f:Q] = \left(2N\frac{\log(N)}{2(\log\log(N) + 2.4)\left\lceil\frac{1}{2}\right\rceil[K_f:Q]} \right) \times \left(\frac{5}{2}N\frac{\log(N)}{2(\log\log(N) + 2.4)\left\lceil\frac{1}{2}\right\rceil[K_f:Q]} \right).$$

We therefore get the wanted result. ■

6 Numerical applications

6.1 Checking the reducibility

We explain here how to use theorem 4.15 and theorem 4.20 to explicitly compute the prime ideals $\lambda$ for which the representation $\pi_{f,\lambda}$ is reducible. We begin by discussing the dependency of the set $R_{N,k,\varepsilon}(\mathcal{L})$ (see definition 4.8) in the place $\mathcal{L}$.

Proposition 6.1. Let $N \geq 1$ and $k \geq 2$ be integers, and let $\varepsilon$ be a Dirichlet character modulo $N$. Let $\ell$ be a prime number and let $\mathcal{L}$ be a place of $\mathbb{Q}$ above $\ell$. The set $R_{N,k,\varepsilon}(\mathcal{L})$ depends only on $\mathcal{L} \cap \mathbb{Q}(\varepsilon) \cup 0$ and on $N$, $k$ and $\varepsilon$.

Proof: Write $\pi_{\mathcal{L}}$ for the projection modulo $\mathcal{L}$, and $T_{\mathcal{L}}$ for the associated Teichmüller lift (see section 2.2).

Recall that for $x \in \mathbb{F}_\ell^\times$, $T_{\mathcal{L}}(x)$ is the only root of unity of order prime to $\ell$ and such that $\pi_{\mathcal{L}}(T_{\mathcal{L}}(x)) = x$.

We first prove that the map $T_{\mathcal{L}} \circ \pi_{\mathcal{L}}$ depends only on $\ell$. Let $\zeta$ be a root of unity of order $n = \ell^m q$ with $m \geq 0$ and $\ell \nmid q$. We can then write $\zeta = \zeta^{\ell^m a} \cdot \zeta^{q b}$, with $\ell \nmid b$ and a prime to $q$. Because $\zeta$ is a root of unity of order $n$, $\zeta^{\ell^m a}$ is a root of unity of order $q$ and $\zeta^{q b}$ is a root of unity of order $\ell^m$. From lemma 2.7, we get $\zeta \equiv \zeta^{\ell^m a} \pmod{\ell}$, and $T_{\mathcal{L}} \circ \pi_{\mathcal{L}}(\zeta) = \zeta^{\ell^m a}$. Therefore, it depends only on $\ell$.

Let $(\varepsilon_1, \varepsilon_2, m_1, m_2) \in R_{N,k,\varepsilon}(\mathcal{L})$. The only dependency on the place $\mathcal{L}$ is the congruence

$$\chi_{\mathcal{L}}^{-1} \varepsilon \equiv \chi_{\mathcal{L}}^{m_1+m_2} \varepsilon_1 \varepsilon_2 \pmod{\mathcal{L}}.$$ 

Decompose $\varepsilon$ as $\varepsilon \varepsilon'$, where $\varepsilon_1$ is the $\ell$-part of $\varepsilon$, and $\varepsilon'$ is unramified at $\ell$. Looking at the $\ell$-part of the congruence in one hand, and at the prime-to-$\ell$ part in another hand, the congruence is equivalent to

$$\chi_{\mathcal{L}}^{-1} \varepsilon_1 \equiv \chi_{\mathcal{L}}^{m_1+m_2} \pmod{\mathcal{L}} \quad \text{and} \quad \varepsilon' \equiv \varepsilon_1 \varepsilon_2 \pmod{\mathcal{L}}.$$ 

(6.1)

Applying $T_{\mathcal{L}}$ to the second equation, we get $T_{\mathcal{L}} \circ \pi_{\mathcal{L}}(\varepsilon') = T_{\mathcal{L}} \circ \pi_{\mathcal{L}}(\varepsilon_1 \varepsilon_2)$. We have seen that this depends only on $\ell$. Let us look at the first equation. The projection of $\varepsilon \varepsilon'$ modulo $\mathcal{L}$ depends only on $\mathcal{L} \cap \mathbb{Q}(\varepsilon)$. Moreover, $\pi_{\mathcal{L}}(\varepsilon_1)$ is a character modulo $\mathcal{L}$ of conductor $\ell$. Therefore, there exists an integer $k_1 \in [0, \ell - 1]$ depending only on $\mathcal{L} \cap \mathbb{Q}(\varepsilon)$, such that $\pi_{\mathcal{L}}(\varepsilon_1) = \chi_{\mathcal{L}}^{k_1}$. The equation $\chi_{\mathcal{L}}^{-1} \varepsilon_1 \equiv \chi_{\mathcal{L}}^{m_1+m_2} \pmod{\mathcal{L}}$ is therefore equivalent to $k + k_1 - 1 \equiv m_1 + m_2 \pmod{\ell - 1}$ and depends only on $\mathcal{L} \cap \mathbb{Q}(\varepsilon)$. ■
Notice that we have in fact proved that $R_{N,k,\varepsilon}(\mathfrak{L})$ depends only on $\mathfrak{L} \cap \mathbb{Q}(T_\mathcal{E} \circ \pi_\mathcal{E}(\varepsilon_\ell))$ but we will only use what we have stated. A practical application of this result is that we can compute the set $R_{N,k,\varepsilon}(\mathfrak{L})$ while knowing only a prime ideal $\lambda$ below $\mathfrak{L}$ in a finite extension of $\mathbb{Q}(\varepsilon)$, like $K_f$ for example. For $\lambda$ a prime ideal in an extension of $\mathbb{Q}(\varepsilon)$, we will freely write $R_{N,k,\varepsilon}(\lambda)$ for the set $R_{N,k,\varepsilon}(\mathfrak{L})$ for any place $\mathfrak{L}$ above $\lambda$. We also deduce from proposition 6.1, a procedure to compute $R_{N,k,\varepsilon}(\lambda)$:

**Algorithm 6.2.** Input: Two integers $N \geq 1$, $k \geq 2$, a Dirichlet character $\varepsilon : (\mathbb{Z}/N\mathbb{Z})^\times \to \mathbb{C}^\times$, and a prime ideal $\lambda$ in an finite extension of $\mathbb{Q}(\varepsilon)$ above a prime number $\ell$.

Output: The set $R_{N,k,\varepsilon}(\lambda)$.

1. Compute $\varepsilon_\ell$ and $\varepsilon'$, the $\ell$-part and prime-to-$\ell$ part of $\varepsilon$ respectively.
2. Compute the unique Dirichlet character $\varepsilon''$ modulo $N$ such that $\varepsilon''$ has prime-to-$\ell$ order, is unramified at $\ell$ and $\varepsilon' \varepsilon''^{-1}$ has order a power of $\ell$. This corresponds to the character $T_\mathcal{E} \circ \pi_\mathcal{E}(\varepsilon')$ for any place $\mathfrak{L}$ above $\lambda$.
3. Compute the integer $k_\ell \in \llbracket 0, \ell - 2 \rrbracket$ such that for all $n \in \llbracket 1, N \rrbracket$ prime to $N$, $\varepsilon_\ell(n) \equiv n^{k_\ell} \pmod{\lambda}$. We then have $\varepsilon_\ell(\ell) \equiv \overline{N_{\varepsilon'}}(\ell) \pmod{\lambda}$.
4. Compute the set $M_{N,k,\varepsilon}(\lambda)$ of pairs of integers $(m_1, m_2)$ such that $0 \leq m_1 \leq m_2 < \ell - 1$ and $m_1 + m_2 \equiv k + k_\ell - 1$ (mod $\ell - 1$).
5. Compute the set $E_{N,k,\varepsilon}(\lambda)$ of pairs of Dirichlet characters $(\varepsilon_1, \varepsilon_2)$ of conductor $(c_1, c_2)$ and such that $\varepsilon_1$ and $\varepsilon_2$ have prime-to-$\ell$ order, are unramified at $\ell$, satisfy $\varepsilon_1 \varepsilon_2 = \varepsilon''$ and for all primes $p \neq \ell$, we have $v_p \left( \frac{N}{\varepsilon_1 \varepsilon_2} \right) \in \{0, 1, 2\}$.
6. Return the set $E_{N,k,\varepsilon}(\lambda) \times M_{N,k,\varepsilon}(\lambda) = R_{N,k,\varepsilon}(\lambda)$.

We now give the two main algorithm that follows from theorem 4.20 et theorem 4.15 respectively. The first algorithm computes the prime ideals $\lambda$ of $\mathcal{O}_f$, of residual characteristic $\ell$ such that $\ell > k + 1$ and $\ell \nmid N\varphi(N)$, for which $\mathfrak{p}_{f,\lambda}$ is reducible, together with the description of $\mathfrak{p}_{f,\lambda}$. The correctness of the algorithm is granted by theorem 4.20.

**Algorithm 6.3.** Input: A newform $f$, described by its Fourier coefficients $(a_n(f))_{n \geq 0}$ as elements of the number field $K_f$, together with its level $N$, weight $k$, and character $\varepsilon$.

Output: The set of prime ideals $\lambda$ of $\mathcal{O}_f$ of residual characteristic $\ell$ such that $\ell > k + 1$ and $\ell \nmid N\varphi(N)$, for which $\mathfrak{p}_{f,\lambda}$ is reducible, together with the shape of $\mathfrak{p}_{f,\lambda}$.

1. Set $\text{Red}(f) = \emptyset$.
2. Compute the set $R_{N,\varepsilon}$ (see definition 4.17).
3. For $(\varepsilon_1, \varepsilon_2) \in R_{N,\varepsilon}$,
   (a) Compute $r, C$, and $B$ defined in (4.2), and theorem 4.20 respectively.
   (b) Compute the set $P(\varepsilon_1, \varepsilon_2)$ of prime divisors of the gcd of the algebraic norms of
   - $C$;
   - $a_p(f) - \varepsilon_1(p) - p^{k-1} \varepsilon_2(p)$, for $p \nmid N r$, $p \leq B$;
   - and $a_p(f) (a_p(f) - \varepsilon_1(p)) - a_p(f) - p^{k-1} \varepsilon_2(p))$, for $p | N$, $p \nmid r$, $p \leq B$,
   that are bigger than $k + 1$ and do not divide $N\varphi(N)$. By theorem 4.20, these are the only prime numbers bigger than $k + 1$ and not dividing $N\varphi(N)$ for which $\mathfrak{p}_{f,\lambda}$ can be reducible.
4. For $(\varepsilon_1, \varepsilon_2) \in R_{N,\varepsilon}$ and for $\ell \in P(\varepsilon_1, \varepsilon_2)$,
   (a) Compute the prime ideals $\lambda$ of $\mathcal{O}_f$ above $\ell$.
   (b) For each such $\lambda$, compute a prime ideal $\mathfrak{L}$ in the ring of integers of $K_f(\varepsilon_1, \varepsilon_2)$ above $\lambda$.
   (c) For each such $\mathfrak{L}$, check the following congruences.
4.20 and algorithm $\chi$

$4.15 6.4 4.2 4.15 \varepsilon$

respectively.

$6.3 4.15 6.2 \varepsilon \rho$

and theorem $\rho$ follows directly from theorem $\chi$. Throughout this section we use the Conrey representation $W$.

We now turn to the computation of the reducible primes of residue characteristic $\ell$ such that $\ell \leq k + 1$ or $\ell \mid N \varphi(N)$. The correctness of the following algorithm follows by theorem 4.15.

Algorithm 6.4. Input: A newform $f$, described by its Fourier coefficients $(a_n(f))_{n \geq 0}$ as elements of the number field $K_f$, together with its level $N$, weight $k$, and character $\varepsilon$.

Output: The set of prime ideals $\lambda$ of $O_f$ of residual characteristic $\ell$ such that $\ell \leq k + 1$ or $\ell \mid N \varphi(N)$, for which $\overline{\mathbf{p}}_{f, \lambda}$ is reducible, together with the shape of $\overline{\mathbf{p}}_{f, \lambda}$.

1. Set $\text{Red}(f) = \emptyset$.

2. Compute the set $P$ of prime numbers $\ell$ such that $\ell \leq k + 1$ or $\ell \mid N \varphi(N)$.

3. For each $\ell \in P$, compute the set $P(\ell)$ of prime ideals $\lambda$ in $O_f$ above $\ell$.

4. For each $\ell \in P$ and for each $\lambda \in P(\ell)$, compute $R_{N,k,\varepsilon}(\lambda)$ using algorithm 6.2. We can do this because we have $\mathbb{Q}(\varepsilon) \subset K_f$.

5. For each $\ell \in P$, for each $\lambda \in P(\ell)$, and for each $(\varepsilon_1, \varepsilon_2, m_1, m_2) \in R_{N,k,\varepsilon}(\lambda)$,

   (a) Compute a prime ideal $\mathfrak{p}$ in the ring of integers of $K_f(\varepsilon_1, \varepsilon_2)$ above $\lambda$.

   (b) Compute $r$ and $B$ defined in (4.2) and theorem 4.15 respectively.

   (c) Check the following congruences.

      $a_p(f) \equiv p^{m_1} \varepsilon_1(p) + p^{m_2} \varepsilon_2(p) \pmod{\mathfrak{p}}$ for all $p \nmid Nr$, $p \leq B$;

      $a_p(f)(a_p(f) - p^{m_1} \varepsilon_1(p))(a_p(f) - p^{m_2} \varepsilon_2(p)) \equiv 0 \pmod{\mathfrak{p}}$ for all $p \mid N$, $p \nmid r$, $p \leq B$.

5. If they all hold, add $(\lambda, \varepsilon_1, \varepsilon_2, m_1, m_2)$ to $\text{Red}(f)$. By theorem 4.15, $\overline{\mathbf{p}}_{f, \lambda}$ is reducible and we have $\overline{\mathbf{p}}_{f, \lambda} \cong \mathfrak{p}^{m_1} \mathfrak{p}^{m_2} \mathfrak{p}^{k-1} \mathfrak{p}$.

6. Return $\text{Red}(f)$.

The correctness of algorithm 6.3 and algorithm 6.4 follows directly from theorem 4.20 and theorem 4.15 respectively. The most time-consuming computation is step 3(b) of algorithm 6.3. This depends on the size of the “big” reducible primes. We have implemented these algorithms in PARI/GP [26] and we have been able to execute them as long as the degree of $K_f$ keeps reasonable (say $[K_f : \mathbb{Q}] \leq 20$). The second limiting factor being the weight $k$ that controls the size of the Fourier coefficients of $f$. Our code is available on GitHub at the following address:

https://github.com/bpeaucelle/mfreducible

6.2 Numerical Examples

We present here some examples of applications of the algorithms described above to compute the reducible primes of a given newform. Throughout this section we use the Conrey representation $(\varepsilon_n(b))_{b \equiv a \pmod{\mathfrak{N}}}$ for the Dirichlet characters of modulus $a$. This is how they are described in the LMFDB for example (and in some extent in PARI/GP). Notice that there would be no possible confusion with the characters $\varepsilon_1$, $\varepsilon_2$ from the algorithms above.
6.2.1 A concrete example

Consider the space $S_7^{\text{new}}(7, \varepsilon(3))$. It has dimension 6 over $\mathbb{C}$ and is generated by 2 newforms, $f_1$ and $f_2$, up to conjugation by $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}(\varepsilon(3)))$. We have $K_{f_1} = \mathbb{Q}[t]/(t^2 - t + 1)$ and $K_{f_2} = \mathbb{Q}[x]/(x^4 + 2x^2 + 4)$. Notice that $(1, x, \frac{x^2}{2}, \frac{x^3}{2})$ is a integer basis of $O_{f_2}$, and that $\varepsilon(3)$ sends 3 to $t$ in $K_{f_1}$ and to $-\frac{x}{2}$ in $K_{f_2}$. The $q$-expansions of $f_1$ and $f_2$ are given by

$$f_1 = q + 12tq^2 + (-7t - 7)q^3 + (80t - 80)q^4 + (-105t + 210)q^5 + (-168t + 84)q^6 - 343q^7 + O(q^8),$$

$$f_2 = q + \left(\frac{3}{2}x^3 + 2x^2 + 3x\right)q^2 + \left(13x^3 - \frac{3}{2}x^2 + 13x + 3\right)q^3 + (15x^2 - 24x + 30)q^4 + \left(-25x^3 - 25\frac{2}{x} - 50\right)q^5 + O(q^6).$$

The set of prime numbers less than $k + 1 = 8$ and dividing $N\varphi(N) = 42$ is therefore $\{2, 3, 5, 7\}$. We treat those primes separately below.

- $\ell = 2$: The ideal $2O_{f_1}$ is prime and we have $2O_{f_2} = ((x, 2)O_{f_2})^2$. Because, the ideal generated by 2 in $\mathbb{Z}[\varepsilon(3)]$ is prime, we have

$$R_{7,\varepsilon(3)}(2O_{f_1}) = R_{7,\varepsilon(3)}((2, x)O_{f_2}) = \{(1, \varepsilon(4), 0, 0); (\varepsilon(4), 1, 0, 0)\}.$$

In fact, the two elements of this set give rise to the same representation. We only study the case $(\varepsilon_1, \varepsilon_2, m_1, m_2) = (\varepsilon(4), 1, 0, 0)$. According to theorem 4.15, we have

$$k' = 2, \quad r = 1, \quad N' = 7, \quad a = 0, \quad b = 3, \quad \overline{k} = 10, \quad B = 6 + \frac{2}{3}.$$

To check the reducibility of $\overline{\mathfrak{m}}_{f_1, (2)}$ and $\overline{\mathfrak{m}}_{f_2, (2, x)}$ we only have to check the third and fifth coefficients of $f_1$ and $f_2$. The table below shows the reduction modulo the prime ideals above of $a_p(f_i) - 1 - \varepsilon(4)(p)$ for $i = 1, 2$, and $p = 3, 5$.

| $p$   | $a_p(f_1) - (1 + \varepsilon(4)(p))$ (mod 2) | $a_p(f_2) - (1 + \varepsilon(4)(p))$ (mod (2, x)) |
|-------|---------------------------------------------|---------------------------------------------|
| 3     | 1                                           | 0                                           |
| 5     | 0                                           | 0                                           |

Therefore, we have $\overline{\mathfrak{m}}_{f_1, (2)} \cong 1 \oplus \varepsilon(4)$ and $\overline{\mathfrak{m}}_{f_2, (2, x)} \cong 1 \oplus \varepsilon(4)$.

- $\ell = 3$: We have $3O_{f_1} = ((3, t + 1)O_{f_1})^2$ and $3O_{f_2} = ((3, x^2 + 1)O_{f_2})^2$. As for $\ell = 2$, the ideal generated by 3 in $\mathbb{Z}[\varepsilon(3)]$ is prime. Therefore, we have

$$R_{7,\varepsilon(3)}((3, t + 1)O_{f_1}) = R_{7,\varepsilon(3)}((3, x^2 + 1)O_{f_2}) = \{(1, \varepsilon(6)); (\varepsilon(6), 1)\} \times \{(0, 0); (1, 1)\}.$$

As above, we treat only the cases $(\varepsilon_1, \varepsilon_2, m_1, m_2) = (\varepsilon(6), 1, 0, 0)$ and $(\varepsilon(6), 1, 1, 1)$. According to theorem 4.15, we have in both cases

$$k' = 1, \quad r = 1, \quad N' = 7, \quad a = 0, \quad b = 4, \quad \overline{k} = 11, \quad B = 7 + \frac{1}{3}.$$

We have to look at the second, fifth and seventh coefficients of $f_1$ and $f_2$. Let look at the second and fifth first.

| $p$ | $a_p(f_1) - (1 + \varepsilon(6)(p))$ (mod (3, t + 1)) | $a_p(f_1) - (p + p\varepsilon(6)(p))$ (mod (3, t + 1)) | $a_p(f_2) - (1 + \varepsilon(6)(p))$ (mod (3, x^2 + 1)) | $a_p(f_2) - (p + p\varepsilon(6)(p))$ (mod (3, x^2 + 1)) |
|-----|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|
| 2   | 1                                               | 0                                               | 0                                               | 0                                               |
| 5   | 0                                               | 0                                               | 0                                               | 0                                               |
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From these computations, we deduce that the only representation that can be reducible is \( \overline{\rho}_{f_2, (3, x^2 + 1)} \), and that it can only be isomorphic to \( \chi_3 \oplus \chi_3 \varepsilon_7(6) \). To confirm this isomorphism, we finally have to check that there exists some \( b_7 \in \{0, 7, \varepsilon_7(6)(7)\} \) such that \( a_7(f_2) \equiv 7b_7 \pmod{(3, x^2 + 1)} \). We find that we have \( a_7(f_2) \equiv 7 \pmod{(3, x^2 + 1)} \). Therefore, the representation \( \overline{\rho}_{f_1, (3, t^2 + 1)} \) is irreducible and we have \( \overline{\rho}_{f_2, (3, x^2 + 1)} \equiv \chi_3 \oplus \chi_3 \varepsilon_7(6) \).

\( \star \ell = 5 \): We have that 5 is prime in \( \mathcal{O}_{f_1} \) and \( 5\mathcal{O}_{f_2} = (5, x^2 - 2x - 2)(5, x^2 + 2x - 2) \). There is again only one prime ideal above 5 in \( \mathbb{Z}[\varepsilon_7(3)] \) and we have

\[
R_{7, 7, \varepsilon_7(3)}(5\mathcal{O}_{f_1}) = R_{7, 7, \varepsilon_7(3)}(5, x^2 \pm 2x - 2) = \{(1, \varepsilon_7(3)); (\varepsilon_7(3), 1)\} \times \{(0, 2); (1, 1)\}.
\]

Looking at the congruences at \( p = 3 \) for \( f_1 \) and \( p = 2 \) for \( f_2 \), we have

\[
a_3(f_1) - (1 + 3^2 \varepsilon_7(3)(3)) \equiv 4t + 2 \pmod{5}, \quad a_3(f_1) - (\varepsilon_7(3)(3) + 3^2) \equiv 2t + 4 \pmod{5},
\]

\[
a_2(f_2) - (1 + 2^2 \varepsilon_7(3)(2)) \equiv \begin{cases} 2 \pmod{(5, x^2 - 2x - 2)}; \\ 4x \pmod{(5, x^2 + 2x - 2)}, \end{cases}
\]

\[
a_2(f_2) - (\varepsilon_7(3)(2) + 2^2) \equiv \begin{cases} 2x + 3 \pmod{(5, x^2 - 2x - 2)}; \\ 2x + 1 \pmod{(5, x^2 + 2x - 2)}, \end{cases}
\]

\[
a_2(f_2) - (2 + 2 \varepsilon_7(3)(2)) \equiv \begin{cases} 3x + 2 \pmod{(5, x^2 - 2x - 2)}; \\ x \pmod{(5, x^2 + 2x - 2)}, \end{cases}
\]

The only candidate remaining is \((\varepsilon_7(3), 1, 1, 1)\) for \( \overline{\rho}_{f_1, (5)} \) (and \((1, \varepsilon_7(3), 1, 1)\) which gives the same representation). We have

\[
k' = 1, \quad r = 1, \quad N = 7, \quad a = 0, \quad b = 6, \quad \overline{k} = 13, \quad B = 8 + \frac{2}{3}.
\]

We check the second, third and seventh coefficients and we get

\[
a_2(f_1) \equiv 2 + 2 \varepsilon_7(3)(2) \pmod{5}, \quad a_3(f_1) \equiv 3 + 3 \varepsilon_7(3)(3) \pmod{5}, \quad a_7(f_1) \equiv 7 \pmod{5}.
\]

Therefore, the representations \( \overline{\rho}_{f_2, (5, x^2 - 2x - 2)} \) and \( \overline{\rho}_{f_2, (5, x^2 + 2x - 2)} \) are irreducible, and we have an isomorphism \( \overline{\rho}_{f_1, (5)} \cong \chi_5 \oplus \chi_5 \varepsilon_7(3) \).

\( \star \ell = 7 \): We have \( 7\mathcal{O}_{f_1} = (7, t - 5)(7, t - 3) \) and \( 7\mathcal{O}_{f_2} = (7, x - 1)(7, x - 2)(7, x + 2)(7, x + 1) \). This time 7 decomposes in \( \mathbb{Z}[\varepsilon_7(3)] \) and we have

\[
R_{7, 7, \varepsilon_7(3)}(7, t - 3) = R_{7, 7, \varepsilon_7(3)}(7, x + 1) = \{(1, 1)\} \times \{(0, 1); (2, 5); (3, 4)\}
\]

and

\[
R_{7, 7, \varepsilon_7(3)}(7, t - 5) = R_{7, 7, \varepsilon_7(3)}(7, x - 2) = \{(1, 1)\} \times \{(0, 5); (1, 4); (2, 3)\}.
\]

For \( f_1 \), looking at \( p = 2 \) leaves us only with \((\varepsilon_1, \varepsilon_2, m_1, m_2) = (1, 1, 2, 5)\) for the ideal \((7, t - 3)\) and \((1, 1, 1, 4)\) for \((7, t - 5)\). In both cases we have to look at congruences up to \( p = 5 \), and we get

\[
\overline{\rho}_{f_1, (7, t - 3)} \cong \chi_7^3 \oplus \chi_7^3 \quad \text{and} \quad \overline{\rho}_{f_1, (7, t - 5)} \cong \chi_7 \oplus \chi_7^4.
\]

For \( f_2 \), looking at \( p = 3 \) leaves us with \((1, 1, 2, 5)\) for \((7, x + 1), (1, 1, 1, 4)\) for \((7, x + 2), (1, 1, 2, 3)\) for \((7, x - 2)\), and \((1, 1, 3, 4)\) for \((7, x - 1)\). In the two first cases we have \( r = 1 \) and we have to look at congruences up to \( p = 5 \). In the two last cases we have \( r = 4 \) and we have to check congruences up to \( p = 53 \) and \( p = 67 \) respectively. In every case, theorem 4.15 shows that the corresponding representation is reducible. To sum up we have

\[
\overline{\rho}_{f_2, (7, x - 1)} \cong \chi_7^3 \oplus \chi_7^4, \quad \overline{\rho}_{f_2, (7, x + 1)} \cong \chi_7^3 \oplus \chi_7, \quad \overline{\rho}_{f_2, (7, x - 2)} \cong \chi_7^2 \oplus \chi_7^3, \quad \overline{\rho}_{f_2, (7, x + 2)} \cong \chi_7 \oplus \chi_7^4.
\]
We finally look at the prime numbers \( \ell > 7 \). We have \( R_{7, \varepsilon_7(3)} = \{ (\mathds{1}, \varepsilon_7(3)), (\varepsilon_7(3), \mathds{1}) \} \). Let \( (\varepsilon_1, \varepsilon_2) \in R_{7, \varepsilon_7(3)} \).

We have \( r = 1, N' = 1, B = 4 + \frac{1}{3} \), and
\[
C(\varepsilon_1, \varepsilon_2) = \begin{cases} 
0 & \text{if } (\varepsilon_1, \varepsilon_2) = (\varepsilon_7(3), \mathds{1}); \\
-\frac{B_{7, \varepsilon_7(3)}}{4} (f_1)^2 & \text{if } (\varepsilon_1, \varepsilon_2) = (\mathds{1}, \varepsilon_7(3)).
\end{cases}
\]

We first look at \( f_1 \). We find that 43 is the only prime factor greater than 7 of the gcd of the algebraic norms of \( C(\varepsilon_1, \varepsilon_2) \) and \( a_p(f_1) - \varepsilon_1(p) - p^6 \varepsilon_2(p) \), for \( p = 2, 3 \). In \( \mathcal{O}_{f_1} \) we have \( 43 \mathcal{O}_{f_1} = (43, t - 7)(43, t + 6) \) and we get the following table.

| \((\varepsilon_1, \varepsilon_2)\) | \((1, \varepsilon_7(3))\) | \((\varepsilon_7(3), 1)\) |
|---|---|---|
| \(C(1, \varepsilon_7(3))\) | \(a_p(f_1) - 1 - p^6 \varepsilon_7(3)(p)\) | \(a_p(f_1) - \varepsilon_7(3)(p) - p^6\) |
| \((43, t - 7)\) | 0 | 0 | 14 | 25 |
| \((43, t + 6)\) | 40 | 31 | 22 | 0 | 0 |

Therefore, we get \( \overline{\mathcal{P}}_{f_1, (43, t - 7)} \cong \mathds{1} \oplus \varepsilon_7(3) \oplus \overline{\mathcal{X}}_{43} \) and \( \overline{\mathcal{P}}_{f_1, (43, t + 6)} \cong \varepsilon_7(3) \oplus \overline{\mathcal{X}}_{43} \).

We now turn to \( f_2 \). Computing again the gcd of the algebraic norm of \( C(\varepsilon_1, \varepsilon_2) \) and \( a_p(f_2) - \varepsilon_1(p) - p^6 \varepsilon_2(p) \), for \( p = 2, 3 \), we find that the only possible residue characteristics are 97 and 3919. We have the following decompositions in \( \mathcal{O}_{f_2} \):
\[
97 \mathcal{O}_{f_2} = (97, x - 19)(97, x - 5)(97, x + 5)(97, x + 19),
\]
\[
3919 \mathcal{O}_{f_2} = (3919, x - 934)(3919, x - 621)(3919, x + 621)(3919, x + 934).
\]

Therefore, the representations \( \overline{\mathcal{P}}_{f_2, (97, x - 19)}, \overline{\mathcal{P}}_{f_2, (97, x + 5)}, \overline{\mathcal{P}}_{f_2, (3919, x + 621)} \) and \( \overline{\mathcal{P}}_{f_2, (3919, x + 934)} \) are irreducible and we have
\[
\overline{\mathcal{P}}_{f_2, (97, x - 19)} \cong \mathds{1} \oplus \varepsilon_7(3) \oplus \overline{\mathcal{X}}_{97},
\]
\[
\overline{\mathcal{P}}_{f_2, (97, x + 19)} \cong \varepsilon_7(3) \oplus \overline{\mathcal{X}}_{97},
\]
\[
\overline{\mathcal{P}}_{f_2, (3919, x - 934)} \cong \varepsilon_7(3) \oplus \overline{\mathcal{X}}_{3919},
\]
\[
\overline{\mathcal{P}}_{f_2, (3919, x - 621)} \cong \mathds{1} \oplus \varepsilon_7(3) \oplus \overline{\mathcal{X}}_{3919}.
\]

The following table sums up all the cases for which \( \overline{\mathcal{P}}_{f_1, \lambda} \) is reducible.

| \(\ell\) | \(f_1\) | \(f_2\) |
|---|---|---|
| 2 | \((2, x)\) | \(1 \oplus \varepsilon_7(4)\) |
| | Irreducible | \((3, x^2 + 1)\) |
| 5 | \(1 \oplus \overline{\mathcal{X}}_{5}\) | \(1 \oplus \overline{\mathcal{X}}_{5}\) |
| 7 | \((7, t - 7)\) | \((7, x - 2)\) |
| | \((7, t - 5)\) | \((7, x - 1)\) |
| | \((7, t - 5)\) | \((7, x + 1)\) |
| | \((7, t - 2)\) | \((7, x + 2)\) |
| | \((7, t - 3)\) | \((7, x - 5)\) |
| | \((7, t - 5)\) | \((7, x - 1)\) |
| \(\ell > k + 1\) and \(\ell \nmid N \varphi(N)\) | \((43, t - 7)\) | \((97, x - 19)\) |
| | \((43, t + 6)\) | \((3919, x - 934)\) |
| | \((43, t + 6)\) | \((3919, x - 621)\) |
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6.2.2 Irreducible everywhere representation

We present an example of a form which all residual representations are irreducible. Fix \((N, k, \varepsilon) = (35, 4, 1)\). The space \(S^\text{new}_q(35, 1)\) has dimension 6 over \(\mathbb{C}\) and contains 3 newforms up to conjugation by \(\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})\). Let \(f\) be the newform of this space which \(q\)-expansion is

\[
f = q + (y + 4)q^2 + (1 - 4y)q^3 + O(q^4),
\]

where \(y\) is a root of \(X^2 - 2\), and generates \(K_f\). We have in this case

\[
R_{35,1} = \{(1, 1)\}.
\]

Therefore, by theorem 4.22 the only prime ideals \(\lambda\) of \(O_f\) for which \(\overline{\rho}_{f,\lambda}\) can be reducible are of residue characteristic \(\ell \in \{2, 3, 5, 7\}\) (because we have \(B_{4,1} = -\frac{1}{30}\)). Let us look at each of these cases.

- \(\ell = 2\): We have \(2O_f = (2, y)^2\) and \(R_{35,4,1}(2, y) = \{(1, 1, 0, 0)\}\). However, we have

\[
\text{Tr}(\overline{\rho}_{f,(2,y)}(\text{Frob}_2)) \equiv a_2(f) \equiv 1 \pmod{2, y})
\]

and

\[
\text{Tr}((1 \oplus 1)(\text{Frob}_2)) \equiv 0 \pmod{2, y}).
\]

Therefore \(\overline{\rho}_{f,(2,y)}\) is irreducible.

- \(\ell = 3\): The ideal \(3O_f\) is prime and we have \(R_{35,4,1}(3) = \{(1, 1, 0, 1)\}\). However, we have

\[
\text{Tr}(\overline{\rho}_{f,(3)}(\text{Frob}_2)) \equiv a_2(f) \equiv y + 1 \pmod{3})
\]

and

\[
\text{Tr}((1 \oplus \overline{\chi}_3)(\text{Frob}_2)) \equiv 0 \pmod{3}.
\]

Therefore, \(\overline{\rho}_{f,(3)}\) is irreducible.

- \(\ell = 5\): Again, 5 is prime in \(O_f\) and we have \(R_{35,4,1}(5) = \{(1, 1, 0, 3); (1, 1, 1, 2)\}\). Looking at a Frobenius element at 2, we have

\[
\text{Tr}(\overline{\rho}_{f,(5)}(\text{Frob}_2)) \equiv a_2(f) \equiv y + 4 \pmod{5})
\]

and

\[
\text{Tr}((1 \oplus \overline{\chi}_5)(\text{Frob}_2)) \equiv 4 \pmod{5}, \quad \text{Tr}(\overline{\chi}_5 \oplus \overline{\chi}_5^2)(\text{Frob}_2) \equiv 0 \pmod{5}.
\]

Therefore, \(\overline{\rho}_{f,(5)}\) is irreducible.

- \(\ell = 7\): We have \(7O_f = (7, y - 3)(7, y + 3)\) and \(R_{35,7,1}(7, y \pm 3) = \{(1, 1)\} \times \{(0, 3); (1, 1); (4, 5)\}\). However, for a Frobenius element at 7 we have

\[
\begin{cases}
\text{Tr}(\overline{\rho}_{f,(7,y-3)}(\text{Frob}_3)) \equiv 3 \pmod{(7, y - 3)}; \\
\text{Tr}(\overline{\rho}_{f,(7,y+3)}(\text{Frob}_3)) \equiv 6 \pmod{(7, y + 3)},
\end{cases}
\]

and

\[
\text{Tr}((1 \oplus \overline{\chi}_7)(\text{Frob}_3)) \equiv 0 \pmod{7}, \quad \text{Tr}(\overline{\chi}_7 \oplus \overline{\chi}_7^2)(\text{Frob}_3) \equiv 5 \pmod{7}, \\
\text{Tr}(\overline{\chi}_7 \oplus \overline{\chi}_7^2)(\text{Frob}_3) \equiv 2 \pmod{7}.
\]

Therefore, the representations \(\overline{\rho}_{f,(7,y-3)}\) and \(\overline{\rho}_{f,(7,y+3)}\) are irreducible.

Thus, for all prime ideals \(\lambda\) in \(O_f\), the representation \(\overline{\rho}_{f,\lambda}\) is irreducible.
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