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Abstract. A virtual Markov chain (VMC) is a sequence \( \{X_N\}_{N=0}^\infty \) of Markov chains (MCs) coupled together on the same probability space such that \( X_N \) has state space \( \{0, 1, \ldots, N\} \) and such that removing all instances of \( N + 1 \) from the sample path of \( X_{N+1} \) results in the sample path of \( X_N \) almost surely. In this paper, we prove an exact characterization of the triviality of the \( \sigma \)-algebra \( \bigcap_{N=0}^\infty \sigma(X_N, X_{N+1}, \ldots) \). The main tool for doing this is a decomposition theorem that the \( \sigma \)-algebra generated by a VMC is equal to the \( \sigma \)-algebra generated by a certain countably infinite collection of independent constituent MCs. These constituents are so-called staircase MCs (SMCs), which are defined to be inhomogeneous Markov chains on the non-negative integers which transition only by holding or by jumping to a value equal to the current index. We also develop some general aspects of the theory of SMCs, including a connection with some classical but very much under-appreciated aspects of convex analysis.

1. Introduction

The virtual Markov chains (VMCs) were introduced in [3] as a projective limit of Markov chains (MCs) on finite state spaces, in the same way that the virtual permutations were introduced in [9] as a projective limit of finite permutations. Roughly speaking, a VMC is a sequence \( X = \{X_N\}_{N=0}^\infty \) of MCs coupled together on the same probability space such that \( X_N \) has state space \( \{0, 1, \ldots, N\} \) and such that removing all instances of \( N + 1 \) from the sample path of \( X_{N+1} \) results in the sample path of \( X_N \) almost surely.

The indices \( N \in \mathbb{N} \) are called levels, and the tail \( \sigma \)-algebra with respect to the levels is defined to be

\[
\mathcal{T}(X) := \bigcap_{N \in \mathbb{N}} \sigma(X_N, X_{N+1}, \ldots).
\]

This is not the usual \( \sigma \)-algebra of events depending on arbitrary large times; rather, it is the \( \sigma \)-algebra of events depending on arbitrary large levels. The main result of this work (Theorem 5.3) is a simple characterization of the triviality of \( \mathcal{T}(X) \).

Let us emphasize that this question is not very interesting for certain simple VMCs. Indeed, observe that a MC \( X \) on the state space \( \mathbb{N} \) naturally gives rise to a VMC \( X = \{X_N\}_{N=0}^\infty \) by defining the sample path of \( X_N \) to be the result
of removing all elements of \( \{N + 1, N + 2, \ldots \} \) from the sample path of \( X \); a VMC arising in this way is called classical. Then, it is straightforward to show (see Proposition 5.1) that for any classical VMC \( X \) the tail \( \mathcal{T}(X) \) is trivial if and only if \( X \) is itself trivial. Nonetheless, for most VMCs \( X \) are not classical, we demonstrate many examples where \( \mathcal{T}(X) \) is trivial but \( X \) is non-trivial.

Towards stating the main result, we recall the representation theorem of [3] that the law of any VMC is represented by a pair of a virtual initial distribution (VID) \( \nu \) and a virtual transition matrix (VTM) \( K \). Roughly speaking, a VID is a sequence \( \{\nu_N\}_{N \in \mathbb{N}} \) where each \( \nu_N \) is a probability measure on \( \{0, 1, \ldots N\} \), a VTM is a sequence \( \{K_N\}_{N \in \mathbb{N}} \) where each \( K_N \) is a transition matrix on the state space \( \{0, 1, \ldots N\} \). Moreover, there are appropriate notions of projectivity that must be satisfied among the levels of the VID and VTM and of compatibility that must be satisfied between the VID and the VTM; we will precisely state these notions later. We write \( \mathcal{D}(K) \) for the space of VIDs that are compatible with the VTM \( K \). Of course, \( \nu_N \) and \( K_N \) are nothing more than the initial distribution and transition matrix of \( X_N \), respectively.

Let us also recall some aspects of convex analysis discussed in [3]. It was shown that \( \mathcal{D}(K) \) is a compact convex set, so we can write \( \text{ex}(\mathcal{D}(K)) \) for the set of its extreme points. It was also shown that for each \( a \in \mathbb{N} \) there is a unique element \( \delta^K_a \in \text{ex}(\mathcal{D}(K)) \) corresponding to “starting at state \( a \)”. We show in this paper the simple but important fact that for each \( a \in \mathbb{N} \) there is also a unique element \( K(a, \cdot) \in \mathcal{D}(K) \) corresponding to the induced distribution “immediately after” starting at \( a \); it can also be seen as the “\( a \)th row” of \( K \) in an appropriate sense.

Now we can (informally) state the zero-one law (which appears as Theorem 5.3 in the main body). For the sake of simplicity in this introduction, we focus our attention on the case of a VMC \( X \) which is assumed to be irreducible in sense that appropriately generalizes the classical sense of irreducibility; we will precisely state this later, but the reader should note that most examples of interest are irreducible.

**Theorem A.** An irreducible VMC \( X \) represented by \( (\nu, K) \) has a trivial tail \( \sigma \)-algebra \( \mathcal{T}(X) \) if and only if the conditions

(i) \( \nu \in \text{ex}(\mathcal{D}(K)) \), and

(ii) \( K(a, \cdot) \in \text{ex}(\mathcal{D}(K)) \) for all \( a \geq 1 \)

are both satisfied.

The key idea of the proof of Theorem A is to recognize the importance of a class non-negative time-inhomogeneous MCs \( S = \{S_N\}_{N \in \mathbb{N}} \) with the property that

\[
\mathbb{P}(S_{N+1} \in \cdot \cap \{0, 1, \ldots, N\} \mid S_N) = \delta_{S_N}(\cdot)
\]

and

\[
\mathbb{P}(S_{N+1} \in \cdot \setminus \{0, 1, \ldots, N\} \mid S_N) = \delta_{N+1}(\cdot)
\]

hold almost surely for all \( N \in \mathbb{N} \); in words, \( S \) moves only by holding in the current state or by jumping to a value equal to its current index. The importance of these objects to the study VMCs was, to some degree, known (see [3, Proposition 3.13]), but in this paper we develop their theory much more comprehensively. We call these the staircase MCs (SMCs) since the graph of any sample path of such a process is a depiction of an irregular staircase.
By focusing on the role of SMCs, the proof of Theorem A essentially consists of two main ideas: The first is to notice that any VMC can be naturally decomposed into an infinite collection of independent SMCs, and the second is to notice that \( D(K) \) is naturally identified with the space of SMCs whose backwards transition probabilities have been fixed. This second idea is closely related to many well-studied aspects of Martin boundary theory, so the observation brings many powerful tools become to our disposal.

Let us describe the first idea more carefully. The core of the idea is contained in the following (informal) theorem statement (which appears as Proposition 4.3, Proposition 4.4, and Proposition 4.6 in the main body).

**Theorem B.** Let \( X \) be a VMC. Let \( S^0 \) be the sequence of initial positions of \( X \) at all levels, and for \( a, k \in \mathbb{N} \) let \( S^{a,k} \) be the sequence of positions visited immediately after the \( k \)th visit of \( X \) to \( a \) at all levels. Then, \( \{S^0\} \cup \{S^{a,k} : a, k \in \mathbb{N} \} \) are independent SMCs, and we have \( \sigma(X) = \sigma(S^0) \lor \sigma(S^{a,k} : a, k \in \mathbb{N}) \).

The collection \( \{S^0\} \cup \{S^{a,k} : a, k \in \mathbb{N} \} \) is called the *staircase decomposition* of \( X \). The rigorous statement of Theorem B takes more effort, primarily in terms of notation; we will precisely state it later. The importance of Theorem B is that it guarantees that any probabilistic question about \( X \) can be equivalently stated in terms of its staircase decomposition, which has the substantial advantage of its elements being independent. We also show (Lemma 4.8) that if a VMC \( X \) is represented by \((\nu, K)\), then the sequence of marginals of \( S^0 \) is exactly the VID \( \nu \), and the sequence of marginals of \( S^{a,k} \) is exactly the “row” \( K(a, \cdot) \) of the VTM \( K \).

Now let us return to the main result of Theorem A. The upshot of this result is that we can deduce the triviality or non-triviality of \( T(X) \) for any VMC \( X \) by understanding the extreme point structure of the spaces \( \{D(K)\}_K \) where \( K \) ranges over all VTMs. From the perspective of probability theory, the infinite-dimensional compact convex set \( D(K) \) is somewhat intimidating: each \( D(K) \) is the solution set to certain infinite system of balayage inverse problems, generalizing the one-step balayage inverse problems originally studied in [7, 8]. Fortunately, from the perspective of convex analysis, this problem has been carefully studied in the elegant but apparently underappreciated paper [16] of Sternfeld. Indeed, Sternfeld shows that the spaces \( \{D(K)\}_K \) are simplices, that essentially any simplex is one of the spaces \( \{D(K)\}_K \), and that many properties of \( D(K) \) and its extreme point structure can be equivalently cast in terms of easily-checkable properties of \( K \). Thus, combining our zero-one law with Sternfeld’s theorems allows one to determine the triviality of non-triviality of the tail \( \sigma \)-algebra for many VMCs of interest. Additionally, our work gives a novel probabilistic interpretation to some of Sternfeld’s results.

This paper can also be seen as the starting point for understanding the Martin boundary theory of VMCs, which we pursue in forthcoming work. Indeed, it is easy to show a VMC \( X = \{X_N\}_{N \in \mathbb{N}} \) can be viewed as a path-valued MC, where the conditional law of \( X_{N+1} \) on \( X_N \) results from making certain random independent insertions of copies of the character \( N + 1 \) into the sample path of \( X_N \). From this perspective, the zero-one law Theorem A exactly characterizes when a VMC is such that its almost sure limit, in the topology of the Martin compactification, has a trivial law.
The remainder of this paper is structured as follows. In Section 2 we review some background material on VMCs and convex analysis that are needed for the rest of the paper. In Section 3 we develop the general theory of SMCs including the connection with the work of Sternfeld. In Section 4 we prove the staircase decomposition theorem, and in Section 5 we prove the main zero-one law. Examples are given at the end of each section.

2. Background

In order to make this paper self-contained, we review in this section some requisite background material. To begin, set \( \mathbb{N} := \{0, 1, 2, \ldots\} \), and write \([a, b] = \{a, a + 1, \ldots, b - 1, b\}\) for \(a, b \in \mathbb{N}\), which is taken to be empty if \(a > b\). Write \(\mathcal{P}(S)\) for the set of Borel probability measures on a Polish space \(S\).

2.1. Virtual Markov Chains. We begin with the basics of virtual Markov chains (VMCs), and we direct the reader to [3] for proofs of these statements as well as further information on VMCs. Fix \(N \in \mathbb{N}\). Write

\[
C := \left\{ X \in \mathbb{N}^\mathbb{N} : \begin{array}{ll}
\text{if } X(i) = 0 & \text{for some } i \in \mathbb{N}, \\
\text{then } X(j) = 0 & \text{for } j \geq i
\end{array} \right\}
\]

and

\[
C_N := \left\{ X \in [0, N]^\mathbb{N} : \begin{array}{ll}
\text{if } X(i) = 0 & \text{for some } i \in \mathbb{N}, \\
\text{then } X(j) = 0 & \text{for } j \geq 1
\end{array} \right\}.
\]

For \(X \in \mathcal{C}\) and \(A \subseteq \mathbb{N}\), write \(I_{X,A}(0) := \inf\{i \in \mathbb{N} : X(i) \in A\}\) and \(I_{X,A}(k + 1) := \inf\{i \in \mathbb{N} : i > I_{X,A}(k), X(i) \in A\}\) recursively for \(k \in \mathbb{N}\). Using this define the map \(P_N : \mathcal{C} \to \mathcal{C}_N\) via

\[
(P_N(x))(i) = \begin{cases} 
X(I_{X,[0,N]}(i)), & \text{if } I_{X,[0,N]}(i) < \infty, \\
0, & \text{if } I_{X,[0,N]}(i) = \infty,
\end{cases}
\]

for all \(X \in \mathcal{C}\). Intuitively speaking, \(P_N\) is the map which removes from its input all excursions outside of \([0, N]\), and it pads the resulting path with 0s in the case that there is a final infinite excursion. Finally, we define virtual path space as the set

\[
\mathcal{C} := \left\{ \{X_N\}_{N \in \mathbb{N}} \in \prod_{N \in \mathbb{N}} \mathcal{C}_N : P_N(X_{N+1}) = X_N \text{ for all } N \in \mathbb{N} \right\},
\]

which is known [3, Lemma 2.6] to be a compact Polish space.

Now fix some probability space \((\Omega, \mathcal{F}, \mathbb{P})\). A \(\mathcal{C}\)-valued random sequence \(X = \{X_N\}_{N \in \mathbb{N}}\) is called a virtual Markov chain (VMC) if each \(X_N\) is a Markov chain (MC) in the state space \([0, N]\). We call \(X_N\) the \(N\)th marginal MC of \(X\), and it follows from this definition that 0 is an absorbing state for each marginal MC. In words, a VMC is a sequence of MCs on growing state spaces, coupled together so that viewing the \((N+1)\)th marginal MC only when it visits states in \([0, N]\) results in the \(N\)th marginal MC; in the case that \(X_N\) has a last visit to \([0, N]\), we pad the resulting path with 0s. It is known that virtual permutations [3, Example 2.13] and classical MCs in the state space \(\mathbb{N}\) with 0 as an absorbing state [3, Proposition 2.16] both give rise to VMCs in a natural way. See Figure 2.1 for an illustration of the initial segments of one realization of the sample paths of a VMC.

Let us elaborate on the way that classical MCs in the state space \(\mathbb{N}\) with 0 as a cemetery state give rise to VMCs. Indeed, if \(X\) is such a process, then \(\{P_N(X)\}_{N \in \mathbb{N}}\) is a VMC; a VMC arising in this way is called a classical VMC, since it is nothing
more than a classical MC “in disguise”. It is known (see [3, Lemma 2.9] and [3, Proposition 2.16]) that a VMC \(X = \{X_N\}_{N \in \mathbb{N}}\) is classical if and only if almost surely \(X := \lim_{N \to \infty} X_N\) exists in \(\mathcal{C}\) and satisfies \(X = \{P_N(X)\}_{N \in \mathbb{N}}\).

The study of VMCs can be made concrete by characterizing laws of VMCs through some canonical pieces of data. To state this, recall that a virtual initial distribution (VID) is a sequence \(\{\nu_N\}_{N \in \mathbb{N}}\) where each \(\nu_N\) is a probability measure on \([0, N]\), such that the whole collection satisfies \(\nu_N(a) \geq \nu_{N+1}(a)\) for all \(N \in \mathbb{N}\) and \(a \in [0, N]\). Similarly, a virtual transition matrix (VTM) is a sequence \(\{K_N\}_{N \in \mathbb{N}}\) where the matrix \(K_N \in [0, 1]^{(N+1) \times (N+1)}\) is a stochastic matrix satisfying \(K_N(0,0) = 1\) and \(P_N(K_{N+1}) = K_N\) for all \(N \in \mathbb{N}\), where we have defined the (non-linear) map

\[
P_N \left( \begin{array}{c} 1 \\ w \\ q \\ u \end{array} \right) = \begin{cases} \left( \begin{array}{cccc} 1 & 0 & 0 & 0 \\ w & 1/p & 1 & w \\ q & u & 0 & 0 \\ p & q & 0 & 0 \end{array} \right), & \text{if } p < 1, \\ \left( \begin{array}{cccc} 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{array} \right), & \text{if } p = 1, \end{cases}
\]

for \(K \in [0, 1]^{N \times N}\), \(u, v, w \in [0, 1]^N\), and \(p, q \in [0, 1]\). For a VTM \(K = \{K_N\}_{N \in \mathbb{N}}\) we also define

\[
\pi^K_N(a) := \begin{cases} \frac{K_N(N+1,a)}{1-K_N(N+1,N+1)}, & \text{if } K_N(N+1,N+1) < 1, \\ 1, & \text{else if } a = 0, \\ 0, & \text{else if } a \neq 0, \end{cases}
\]

for \(a \in [0, N]\), and it follows that the definition of VTM is equivalent to having \(K_N(a, b) = K_{N+1}(a, b) + K_{N+1}(a, N+1) \pi^K_N(b)\) for all \(a, b \in [0, N]\). Furthermore, we say that a VID \(\nu = \{\nu_N\}_{N \in \mathbb{N}}\) is compatible with \(K\), or that the pair \((\nu, K)\) is compatible, if we have \(\nu_N(a) = \nu_{N+1}(a) + \nu_{N+1}(N+1) \pi^K_N(a)\) for all \(a \in [0, N]\).

It is easy to show that if \(X = \{X_N\}_{N \in \mathbb{N}}\) is a VMC, then \(\nu = \{\nu_N\}_{N \in \mathbb{N}}\) defined via \(\nu_N(a) := P(X_N(0) = a)\) is a VID, that \(K = \{K_N\}_{N \in \mathbb{N}}\) defined via \(K_N(a, b) := P(X_N(1) = b \mid X_N(0) = a)\) is a VTM, and that the pair \((\nu, K)\) is compatible.
In this case we say that (the law of) \( X \) is represented by \((\nu, K)\). Also true, but immediately obvious, (see [3, Theorem 3.22]) is that (the law of) any VMC is represented by some compatible pair \((\nu, K)\), and that such a representation is unique on the support of \( X \).

2.2. Convex Analysis. Next we describe some elements of convex analysis, particularly Choquet theory, and we direct the reader to the standard references [1] and [13] for further information.

To begin, let \( E \) be a real Hausdorff locally convex metrizable topological vector space, and let \( K \) be a compact convex subset of \( E \). A point \( x \in K \) is called extreme for \( K \) if \( x', x'' \in K \) and \( \alpha \in (0, 1) \) satisfying \( x = (1 - \alpha)x' + \alpha x'' \) implies \( x = x' = x'' \). We write \( \text{ex}(K) \) for the set of points that are extreme for \( K \). We say, for a Borel probability measure \( \mu \) on \( K \) and a point \( x \in K \), that \( \mu \) represents \( x \) if we have \( \lambda(x) = \int_K \lambda \, d\mu \) for all continuous affine functions \( \lambda : E \rightarrow \mathbb{R} \).

The first fundamental theorem of Choquet theory [13, Chapter 3] is that each point \( x \in K \) is represented by some Borel probability measure \( \mu \) on \( K \) satisfying \( \mu(\text{ex}(K)) = 1 \), called a representing probability measure; since \( \text{ex}(K) \) is \( G_\delta \) hence Borel (see [13, Proposition 1.3]), it is well-defined to discuss the probability \( \mu(\text{ex}(K)) \). In analogy with the finite-dimensional case, one then defines a simplex to be a compact convex subset \( K \) of \( E \) such that each point admits a unique representing probability measure. The second fundamental theorem of Choquet theory [13, Chapter 10] is that \( K \) is a simplex if and only if a certain lattice-theoretic condition on \( A(K) \), the space of continuous affine functions from \( K \) to \( \mathbb{R} \), is satisfied. In fact, there are many equivalent formulations of simpliciality, many having strong connections to lattice theory.

In addition to these classical ideas, we will also need some finer results of Choquet theory which appear to be lesser-known to probabilists; more detail on these points and much more can be found in the extremely authoritative monograph [12].

Our primary interest is in a categorical notion. That is, we consider the category where the objects are the simplices (in real Hausdorff locally convex metrizable topological vector spaces), and where the morphisms are the continuous affine functions. By a projective system in this category, we mean a partially ordered set \((I, \leq)\), a family of simplices \( \{K_i\}_{i \in I} \), and a family of continuous affine maps \( \{p_{ij}\}_{i,j \in I, i \leq j} \) where \( p_{ij} : K_j \rightarrow K_i \) is surjective, \( p_{ii} \) is the identity on \( K_i \), and \( p_{ik} = p_{ij} \circ p_{jk} \) holds on \( K_k \). By a projective limit of a projective system we mean a simplex \( K \) and a family of continuous affine maps \( \{q_i\}_{i \in I} \) where \( q_i : K \rightarrow K_i \) is surjective, and \( q_i = p_{ij} \circ q_j \) holds on \( K \). Importantly, it is known (see [2, Theorem 13], [5, Theorem 2], or [12, Corollary 12.35]) that projective limits in this category always exist.

Additionally, we will need to understand the extreme point structure of simplices which are projective limits of finite-dimensional simplices; this is exactly the content of the elegant work of Sternfeld [16]. In that paper it is observed that any projective limit of finite-dimensional simplices can be encoded by a lower-triangular matrix called a representing matrix, and that many properties of the projective limit can be described in terms of this representing matrix. We detail these ideas more carefully in Section 3 when they are needed.
3. Staircase Markov Chains

In this section we develop some aspects of a class of inhomogeneous Markov chains that we call staircase Markov chains (SMCs). Such objects, although without being directly given this name, were introduced and studied in [3] where they were shown to play an important role in the theory of virtual Markov chains (VMCs). Presently we dedicate a more comprehensive study to SMCs so that their finer probabilistic structure can be used to more fully understand the structure of VMCs.

To begin, define the compact Polish space
\[ S := \left\{ \{S_N\}_{N \in \mathbb{N}} \in \prod_{N \in \mathbb{N}} [0, N] : S_{N+1} \in \{S_N, N+1\} \text{ for all } N \in \mathbb{N} \right\}, \]
called the space of staircases, which are so named because the graph of any such sequence looks like an irregular staircase. See Figure 3.1 for a graph of a sample path of a staircase process.

A probability measure \( \mu \in \mathcal{P}(S) \) is called a staircase process and a staircase process which is an inhomogeneous Markov chain (MC) is called a staircase Markov chain (SMC). Equivalently, a SMC is the law \( \mu \) of an \( N \)-valued inhomogeneous MC \( \{S_N\}_{N \in \mathbb{N}} \) such that
\begin{equation}
\frac{\mu(S_{N+1} \in \cdot \cap [0, N] \mid S_N)}{\mu(S_{N+1} \in [0, N] \mid S_N)} = \delta_{S_N}(\cdot)
\end{equation}
and
\begin{equation}
\frac{\mu(S_{N+1} \in \cdot \setminus [0, N] \mid S_N)}{\mu(S_{N+1} \notin [0, N] \mid S_N)} = \delta_{N+1}(\cdot)
\end{equation}
hold \( \mu \)-almost surely for all \( N \in \mathbb{N} \). We write \( \mathcal{P}_{\text{MC}}(S) \) for the space of all SMCs, which is compact. By a slight abuse of notation, an \( S \)-valued random variable whose law is an SMC is also called an SMC.

While the space \( \mathcal{P}_{\text{MC}}(S) \) appears rather complicated, it was observed in [3] that it can be reparameterized in a more convenient way. To do this, for \( \mu_N \in \mathcal{P}([0, N]) \) and \( \mu_{N+1} \in \mathcal{P}([0, N+1]) \), write \( \mu_{N+1} \leq \mu_N \) to mean that we have \( \mu_{N+1}(a) \leq \mu_N(a) \) for all \( a \in [0, N] \). Then define
\[ \mathcal{D} := \left\{ \{\nu_N\}_{N \in \mathbb{N}} \in \prod_{N \in \mathbb{N}} \mathcal{P}([0, N]) : \nu_{N+1} \leq \nu_N \text{ for all } N \in \mathbb{N} \right\}, \]
which is clearly compact and convex. Now we recall the following result, which is an equivalent formulation of [3, Proposition 3.13]:

**Proposition 3.1.** The map \( \Phi : \mathcal{P}_{MC}(\mathcal{S}) \to \mathcal{D} \) sending each SMC to its sequence of marginal distributions is a homeomorphism. More specifically, for any \( \{\nu_N\}_{N \in \mathbb{N}} \in \mathcal{D} \), if we define \( \mu \in \mathcal{P}_{MC}(\mathcal{S}) \) via \( \mu \circ S_0^{-1} = \nu_0 \) and

\[
\mu(S_{N+1} \in \cdot \mid S_N) = \frac{\nu_{N+1}(S_N)}{\nu_N(S_N)} \delta_{S_N}(\cdot) + \left(1 - \frac{\nu_{N+1}(S_N)}{\nu_N(S_N)}\right) \delta_{N+1}(\cdot)
\]

for all \( N \in \mathbb{N} \), then \( \Phi(\mu) = \{\nu_N\}_{N \in \mathbb{N}} \).

Since \( \mathcal{D} \) is compact and convex, it is natural to look for an integral representation theorem expressing each point via a representing measure supported on the extreme points. In fact, the correspondence \( \Phi \) provides a somewhat canonical way to do this. Note for all \( \mathcal{S} \in \mathcal{S} \) that \( \Phi(\delta_{\mathcal{S}}) \) lies in \( \mathcal{D} \) and is an extreme point of \( \mathcal{D} \). Thus, defining the map \( \phi : \mathcal{S} \to \mathcal{D} \) via \( \phi(\mathcal{S}) := \Phi(\delta_{\mathcal{S}}) \) for \( \mathcal{S} \in \mathcal{S} \), we have the following:

**Proposition 3.2.** Each \( \nu \in \mathcal{D} \) is represented by \( (\Phi^{-1}(\nu)) \circ \phi^{-1} \in \mathcal{P}(\text{ex}(\mathcal{D})) \).

**Proof.** By Proposition 3.1 it is enough to show for all \( \mu \in \mathcal{P}_{MC}(\mathcal{S}) \) and all continuous affine functions \( \lambda : \mathcal{D} \to \mathbb{R} \) that we have

\[
\lambda(\Phi(\mu)) = \int_{\mathcal{S}} \lambda(\phi(\mathcal{S})) \, d\mu(\mathcal{S}).
\]

To do this, define the maps \( T_M : \mathcal{D} \to \mathcal{D} \) for \( M \in \mathbb{N} \) by setting \( T_M(\{\nu_N\}_{N \in \mathbb{N}}) = \{\nu_{\min(N,M)}\}_{N \in \mathbb{N}} \). In particular, \( \{T_M\}_{M \in \mathbb{N}} \) are continuous and affine and satisfy \( T_M(\nu) \to \nu \) as \( M \to \infty \). Now let \( \lambda : \mathcal{D} \to \mathbb{R} \) be any continuous affine function, and set \( \lambda(\nu) = \int_{\mathcal{S}} \lambda(\mathcal{S}) \, d\nu(\mathcal{S}) \). Then, observe that \( \{\lambda_M\}_{M \in \mathbb{N}} \) are continuous affine maps that are uniformly bounded by \( \lambda \) and that satisfy \( \lambda_M(\nu) \to \lambda(\nu) \) as \( M \to \infty \). Therefore, by dominated convergence, it is enough to prove (3.4) for continuous affine functions that depend only on finitely many coordinates of \( \mathcal{D} \).

Indeed, for \( M \in \mathbb{N} \) write \( F_M \) for the space of continuous affine functions \( \lambda : \mathcal{D} \to \mathbb{R} \) that depend on \( \{\nu_N\}_{N \in \mathbb{N}} \) only through \( \{\nu_N\}_{N \leq M} \). Then define the \( e_{a,N} : \mathcal{D} \to \mathbb{R} \) via \( e_{a,N}(\nu) := \nu_N(a) \), and note that \( F_M \) is spanned by \( \{e_{a,N} : N \leq M, a \in [0,1]\} \). Since we clearly have

\[
e_{a,N}(\Phi(\mu)) = \int_{\mathcal{S}} e_{a,N}(\phi(\mathcal{S})) \, d\mu(\mathcal{S})
\]

for all \( N \in \mathbb{N} \) and \( a \in [0,1] \), the result follows.

Next we identify certain sub-objects of \( \mathcal{P}_{MC}(\mathcal{S}) \) whose structure is of central importance. To do this, fix an element \( \pi = \{\pi_N\}_{N \in \mathbb{N}} \in \prod_{N \in \mathbb{N}} \mathcal{P}([0,1]) \), which we call a balayage. For any balayage \( \pi \), we define the space \( \mathcal{P}_{MC}^\pi(\mathcal{S}) \) to consist of all \( \mu \in \mathcal{P}_{MC}(\mathcal{S}) \) such that we have \( \mu(S_N \in \cdot \mid S_{N+1} = N+1) = \pi_N(\cdot) \) for all \( N \in \mathbb{N} \) holding \( \mu \)-almost surely. In words, \( \mathcal{P}_{MC}^\pi(\mathcal{S}) \) is the space of all laws of SMCs whose backwards transition probabilities are given by \( \pi \). Importantly, we have the following classical result (see the monograph [15], and, in particular Theorem 2.1):

**Theorem 3.3.** For any balayage \( \pi \), the space \( \mathcal{P}_{MC}^\pi(\mathcal{S}) \) is a simplex. Moreover, a SMC \( \mu \in \mathcal{P}_{MC}^\pi(\mathcal{S}) \) satisfies \( \mu \in \text{ex}(\mathcal{P}_{MC}^\pi(\mathcal{S})) \) if and only if its tail \( \sigma \)-algebra defined via \( \bigcap_{N \in \mathbb{N}} \sigma(S_N, S_{N+1}, \ldots) \) is trivial.
In the abstract setting, it can be hard to reason directly about whether we have \( \mu \in \operatorname{ex}(\mathcal{P}^\pi_{MC}(\mathcal{S})) \), but we now show how the correspondence with \( \mathcal{D} \) can simplify this task greatly.

Crucially, we note that, although \( \mathcal{P}_{MC}(\mathcal{S}) \) is not itself convex, the restriction \( \Phi : C \to \mathcal{D} \) is affine for any convex subset \( C \subseteq \mathcal{P}_{MC}(\mathcal{S}) \). In particular, Proposition 3.1 implies that \( \Phi : \mathcal{P}^\pi_{MC}(\mathcal{S}) \to \mathcal{D} \) is continuous and affine for any balayage \( \pi \). In fact, we can say more. Define

\[
\mathcal{D}(\pi) := \{ \nu_N \}_{N \in \mathbb{N}} \in \mathcal{D} : \nu_N = \nu_{N+1} + \nu_{N+1}(N+1)\pi_N \text{ for all } N \in \mathbb{N},
\]

and note the following.

**Lemma 3.4.** For any balayage \( \pi \), the map \( \Phi : \mathcal{P}^\pi_{MC}(\mathcal{S}) \to \mathcal{D}(\pi) \) is an affine homeomorphism.

**Proof.** First let us show that \( \mu \in \mathcal{P}^\pi_{MC}(\mathcal{S}) \) implies \( \Phi(\mu) \in \mathcal{D}(\pi) \). Indeed, for \( N \in \mathbb{N} \) and \( a \in [0,N] \), we can compute:

\[
\nu_{N+1}(N+1)\pi_N(a) + \nu_{N+1}(a) = \mu(S_{N+1} = N+1) = \mu(S_{N+1} = N+1) + \mu(S_{N+1} = a) = \mu(S_{N+1} = N+1) + \mu(S_{N+1} = a) = \mu(S_{N+1} = N+1) + \mu(S_{N+1} = a) = \mu(S_{N+1} = N+1) + \mu(S_{N+1} = a) = \mu(S_{N+1} = N+1) + \mu(S_{N+1} = a)
\]

as needed. Next note by Proposition 3.1 that \( \Phi : \mathcal{P}^\pi_{MC}(\mathcal{S}) \to \mathcal{D}(\pi) \) is a continuous injection. Thus, it suffices to show that \( \nu = \{ \nu_N \}_{N \in \mathbb{N}} \in \mathcal{D}(\pi) \) implies \( \Phi^{-1}(\nu) \in \mathcal{P}^\pi_{MC}(\mathcal{S}) \). To do this, take \( N \in \mathbb{N} \) and \( a \in [0,N] \), and compute:

\[
\mu(S_{N+1} = N+1) = \mu(S_{N+1} = N+1) = \mu(S_{N+1} = N+1) + \mu(S_{N+1} = a) = \mu(S_{N+1} = N+1) + \mu(S_{N+1} = a) = \mu(S_{N+1} = N+1) + \mu(S_{N+1} = a) = \mu(S_{N+1} = N+1) + \mu(S_{N+1} = a)
\]

as claimed.

The following simple but important result establishes that a SMC with prescribed backwards transition probabilities can be recovered even when a finite number of its marginal distributions are forgotten.

**Lemma 3.5.** Take any balayage \( \pi = \{ \pi_N \}_{N \in \mathbb{N}} \), and any \( a \in \mathbb{N} \) and \( \{ \nu_N \}_{N \geq a} \in \prod_{N \geq a} \mathcal{P}([0,N]) \). If we have

\[
\nu_N(a') = \nu_{N+1}(a') + \nu_{N+1}(N+1)\pi_N
\]

for all \( N \geq a \) and all \( a' \in [0,N] \), then there is a unique \( \{ \tilde{\nu}_N \}_{N \in \mathbb{N}} \in \mathcal{D}(\pi) \) with \( \hat{\nu}_N = \nu_N \) for all \( N \geq a \).
Proof. If \( \{\bar{\nu}_N\}_{N \in \mathbb{N}} \in \mathcal{D}(\pi) \) has \( \bar{\nu}_a = \nu_a \), then, by backwards induction on \( N < a \), it follows that we have \( \nu_N(a') = \nu_{N+1}(a') + \nu_{N+1}(N+1)\pi_N^0(a') \) for all \( a' \in [0,N] \). Since this is in fact an element of \( \mathcal{D}(\pi) \), the result follows.

It is straightforward to see that the element \( \mathbf{0} := \{\delta_0\}_{N \in \mathbb{N}} \) has \( \mathbf{0} \in \mathcal{D}(\pi) \) for all balayages \( \pi \). Moreover, if balayages \( \pi = \{\pi_N\}_{N \in \mathbb{N}} \) and \( \pi' = \{\pi'_N\}_{N \in \mathbb{N}} \) are such that \( \pi_N = \pi'_N \) holds for all \( N \geq 1 \), then it follows that we have \( \mathcal{D}(\pi) \cap \mathcal{D}(\pi') = \{\mathbf{0}\} \). We believe it would be interesting, although tangential to this work, to undertake a more careful study of the overlap between the regions \( \{\mathcal{D}(\pi)\}_p \) where \( \pi \) ranges over all balayages. Also see Figure 3.2 for an illustration summarizing the geometric aspects of this correspondence between SMCs and their marginal distributions.

As a consequence of Theorem 3.3 and Lemma 3.4, we now have the following result characterizing the triviality of the tail \( \sigma \)-algebra of a SMC. This is the first step on the way to characterizing the triviality of the tail of a VMC.

**Corollary 3.6.** A SMC \( \mu \in \mathcal{P}^\pi_{\text{MC}}(\mathcal{S}) \) has trivial tail if and only if \( \Phi(\mu) \in \text{ex}(\mathcal{D}(\pi)) \).

Presumably, the value of Corollary 3.6 over Theorem 3.3 is that it is somehow easier to check for extremality in \( \mathcal{D}(\pi) \) than in \( \mathcal{P}^\pi_{\text{MC}}(\mathcal{S}) \). The remainder of this section is spent verifying this, and, more precisely, showing convex analysis provides a robust set of tools for determining extremality in \( \mathcal{D}(\pi) \).

To begin, note that the simpliciality of \( \mathcal{P}^\pi_{\text{MC}}(\mathcal{S}) \) and Lemma 3.4 together imply that \( \mathcal{D}(\pi) \) is a simplex, for any balayage \( \pi \). However, it is instructive to also consider an alternative way to prove this: For each \( N \in \mathbb{N} \), define the map \( p_N : \mathcal{P}([0, N+1]) \to \mathcal{P}([0, N]) \) via \( p_N(\mu_{N+1}) := \mu_{N+1} + \mu_{N+1}(N+1)\pi_N \) for \( \mu_{N+1} \in \mathcal{P}([0, N+1]) \). It is clear that \( p_N \) is an affine continuous surjection. Moreover, the collection \( \{\mathcal{P}([0, N])\}_{N \in \mathbb{N}} \) is a projective system in the category whose objects are simplices and whose morphisms are continuous affine maps, and its projective limit is exactly \( \mathcal{D}(\pi) \). Since it is known that projective limits in this category are themselves simplices (see [2, Theorem 13], [5, Theorem 2], or [12, Corollary 12.35]), it follows that \( \mathcal{D}(\pi) \) is a simplex.
The reason for this framing is that the extreme point structure of such projective limits of simplices is well-understood. Indeed, let us situate our work in the context of the elegant, yet apparently under-appreciated, work of Sternfeld [16]: For each $N \in \mathbb{N}$, the maps $\{e_{a,N} : a \in [0,N]\}$ defined via $e_{a,N}(\nu) = \nu_N(a)$ for $\nu = \{\nu_N\}_{N \in \mathbb{N}} \in \mathcal{D}(\pi)$ form a peaked partition of unity in $\mathcal{D}(\pi)$, and they also satisfy

$$e_{a,N} = e_{a,N+1} + \pi_N(a)e_{N+1,N+1}$$

for all $a \in [0,N]$. As such, the balayage probabilities $\{\pi_N\}_{N \in \mathbb{N}}$ are a representing matrix for the simplex $\mathcal{D}(\pi)$. From this representing matrix we can characterize many properties of $\mathcal{D}(\pi)$ itself. For example, it follows from [16, Proposition 3.1] that for each $a \in \mathbb{N}$ there exists a unique element $\delta^a_\pi \in \text{ex}(\mathcal{D}(\pi))$ such that $e_{a,N}(\delta^a_\pi) = 1$ holds for all $N \geq a$. Moreover, we have [16, Proposition 3.4]:

**Proposition 3.7.** For any balayage $\pi$, the sequence $\{\delta^a_\pi\}_{a \in \mathbb{N}}$ is dense in $\text{ex}(\mathcal{D}(\pi))$.

**Remark 3.8.** In light of the preceding result, it seems reasonable to think of the set $\text{ex}(\mathcal{D}(\pi))$, which need not be compact, as a sort of “compactification” of $\mathbb{N}$. Indeed, the proof of Theorem 3.3 relies on the construction of a common Martin compactification for all of the MCs in the class $\mathcal{P}_{\text{MC}}(\mathcal{S})$, so it follows that $\text{ex}(\mathcal{P}_{\text{MC}}(\mathcal{S}))$ is essentially the uncountable union of all of these compact spaces. By Lemma 3.4, this idea transfers to $\text{ex}(\mathcal{D}(\pi))$. Thus, one should think of $\text{ex}(\mathcal{D}(\pi)) \setminus \{\delta^a_\pi\}_{a \in \mathbb{N}}$ as states “at infinity”.

If a balayage $\pi$ is such that $\text{ex}(\mathcal{D}(\pi))$ is compact, then a SMC $\mu \in \mathcal{P}_{\text{MC}}(\mathcal{S})$ has trivial tail $\sigma$-algebra if and only if there is a sequence $\{a_N\}_{N \in \mathbb{N}}$ in $\mathbb{N}$ with $\delta_{a_N} \rightarrow \Phi(\mu)$. Thus, in this case, the task of finding all extreme points of $\mathcal{D}(\pi)$ can be reduced to the task of computing $\{\delta^a_\pi\}_{a \in \mathbb{N}}$ and all subsequential limits thereof. While this is quite difficult to do abstractly, it is often quite easy for most concrete examples of interest. We will see many examples of this later.

Thus, it remains to try to understand which balayages $\pi = \{\pi_N\}_{N \in \mathbb{N}}$ are such that $\text{ex}(\mathcal{D}(\pi))$ is compact. Fortunately, this question is also answered by Sternfeld. To state the answer, define $\pi_{a,N} \in \mathcal{P}([0,N])$ for $a, N \in \mathbb{N}$ via the recursion

$$\pi_{a,N} = \begin{cases} \delta_a, & \text{if } a \leq N, \\ \sum_{b=0}^{a-1} \pi_{a-1}(b)\pi_{a',N}, & \text{if } a > N, \end{cases}$$

and note that we have $\pi_{N+1,N} = \pi_N$ for all $N \in \mathbb{N}$. More generally, for all $a,N \in \mathbb{N}$, the probability measure $\pi_{a,N}$ represents the law of the first index in $[0,N]$ which is hit by a particle starting at $a$ which moves backwards according to the balayage probabilities $\{\pi_N\}_{N \in \mathbb{N}}$. We refer to $\{\pi_{a,N}\}_{a,N \in \mathbb{N}}$ as the extended balayage probabilities of $\pi$. Finally, we have $\pi_{a,N}(b) = e_{b,N}(\delta^a_\pi)$ for all $a,N \in \mathbb{N}$ and $a' \in [0,N]$ by [16, Proposition 3.2]. Now we can use the following result which appears as [16, Theorem 4.2]:

**Theorem 3.9.** The set $\text{ex}(\mathcal{D}(\pi))$ is compact if and only if for each $M \in \mathbb{N}$ and $c \in [0,M]$ we have

$$\sum_{b=0}^{N} (\pi_{b,M}(c))^2 \pi_{a,N}(b) \rightarrow (\pi_{a,M}(c))^2$$

uniformly in $a \in \mathbb{N}$ as $N \rightarrow \infty$. 
Observe that the two sides above are equal if \( a \in \mathbb{N} \) has \( a \leq N \), hence we only need to consider the limit uniformly over \( a \in \mathbb{N} \) with \( a \geq N \) as \( N \to \infty \). It is also instructive to also give two more results of Sternfeld. These appear, respectively, as [16, Theorem 4.1 and Theorem 4.3].

**Theorem 3.10.** If \( \pi = \{\delta_{aN}\}_{N \in \mathbb{N}} \) for some sequence \( \{a_N\}_{N \in \mathbb{N}} \in \prod_{N \in \mathbb{N}} [0, N] \), then \( \text{ex}(D(\pi)) \) is compact and totally disconnected.

**Theorem 3.11.** Suppose the set \( \text{ex}(D(\pi)) \) is compact. Then, we have \( \#(\text{ex}(D(\pi)) \setminus \{\delta^{\pi}_a\}_{a \in \mathbb{N}}) = 1 \) if and only if \( \{\pi_{a,N}(N)\}_{a \in \mathbb{N}} \) converges for each \( N \in \mathbb{N} \).

By combining the probabilistic aspects of the first part of this section with the convexity theory aspects of the second part of this section, we can analyze some important examples. In particular, we compute \( \mathcal{P}_{MC}(\mathcal{S}) \) for various balayages \( \pi \) and are able to determine which elements thereof have trivial tail. Many of these examples were previously treated in [3, Subsection 4.3]; the previous a hands-on approach was only able to lead to partial results, but we now use Sternfeld’s theorems to complete the analyses.

For the sake of clarity, we choose to depict elements of \( D \) visually as infinite lower triangular matrices. Additionally, we make a few other simplifications. First, for \( a \in \mathbb{N} \), when rows \( 0, \ldots, a - 1 \) of \( \delta^{\pi}_a \) have already been depicted, we will omit the ellipses and it will be understood that all remaining rows are equal to \( \delta_a \). Second, we will use matrices with square brackets to denote that the 0th row and column have been omitted; this is convenient since the entry in the 0th column can always be deduced from the other entries, and since it is often equal to 0 itself. For example, for any balayage \( \pi \), the element \( \delta^{\pi}_0 = 0 \in D(\pi) \) can be visualized as follows:

\[
0 = \delta^{\pi}_0 = \begin{pmatrix}
1 \\
1 & 0 \\
1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix} = \begin{pmatrix}
0 \\
0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\]

Now we move on to the examples of interest.

**Example 3.12.** Consider the balayage \( \pi = \{\delta_N\}_{N \in \mathbb{N}} \). By Theorem 3.10, the space \( \text{ex}(D(\pi)) \) is compact and totally disconnected. In fact, we directly compute \( \delta^{\pi}_a = \{\delta_{\min\{N,a\}}\}_{N \in \mathbb{N}} \) for \( a \in \mathbb{N} \). Visually, we can depict \( \delta^{\pi}_1, \delta^{\pi}_2, \delta^{\pi}_3, \) and \( \delta^{\pi}_4 \) as

\[
\begin{pmatrix}
1 & 0 \\
1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix}, \quad \begin{pmatrix}
1 & 0 \\
0 & 1 \\
0 & 1 & 0
\end{pmatrix}, \quad \begin{pmatrix}
1 & 0 \\
0 & 1 \\
0 & 0 & 1
\end{pmatrix}, \quad \text{and} \quad \begin{pmatrix}
1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]

From here we see that \( \{\delta^{\pi}_a\}_{a \in \mathbb{N}} \) converges as \( a \to \infty \) to \( \{\delta_N\}_{N \in \mathbb{N}} \), or, visually

\[
\lim_{a \to \infty} \delta^{\pi}_a = \begin{pmatrix}
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}.
\]
In particular, we have shown
\[ \text{ex}(\mathcal{D}(\pi)) = \{ \delta^\pi_a : a \in \mathbb{N} \} \cup \left\{ \lim_{a \to \infty} \delta^\pi_a \right\}, \]
which is the same conclusion completed by the more hands-on analysis of [3, Example 4.13].

**Example 3.13.** Consider the balayage \( \pi = \{ \pi_N \}_{N \in \mathbb{N}} \) where \( \pi_N = \delta_{N-1} \) for all \( N \geq 1 \), and \( \pi_0 = \delta_0 \). Again by Theorem 3.10, the space \( \text{ex}(\mathcal{D}(\pi)) \) is compact and totally disconnected, and we can calculate its extreme points exactly. For each \( a \in \mathbb{N} \), the point \( \delta^\pi_a = \{ \nu^\pi_N \}_{N \in \mathbb{N}} \) is given by
\[
\nu^\pi_N = \begin{cases} 
\delta_0, & \text{if } N = 0, \\
\delta_{a-2 \left\lceil \frac{a}{N} \right\rceil}, & \text{if } 0 < N < a, \\
\delta_a, & \text{if } N \geq a.
\end{cases}
\]
for \( N \in \mathbb{N} \). Visually, we can depict \( \delta^\pi_1, \delta^\pi_2, \delta^\pi_3 \), and \( \delta^\pi_4 \) as
\[
\begin{bmatrix}
1 \\
1 & 0 \\
1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{bmatrix}, \quad \begin{bmatrix}
0 & 1 \\
0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0
\end{bmatrix}, \quad \begin{bmatrix}
1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0
\end{bmatrix}, \quad \text{and} \quad \begin{bmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0
\end{bmatrix}.
\]
Now we see that \( \{ \delta^\pi_a \}_{a \in \mathbb{N}} \) has two subsequential limits,
\[
\lim_{a \to \infty} \delta^\pi_{2a} = \begin{bmatrix}
0 & 1 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
s \vdots & \vdots & \vdots & \ddots
\end{bmatrix}, \quad \text{and} \quad \lim_{a \to \infty} \delta^\pi_{2a+1} = \begin{bmatrix}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0
\end{bmatrix}.
\]
Thus, we have
\[ \text{ex}(\mathcal{D}(\pi)) = \{ \delta^\pi_a : a \in \mathbb{N} \} \cup \left\{ \lim_{a \to \infty} \delta^\pi_{2a}, \lim_{a \to \infty} \delta^\pi_{2a+1} \right\}, \]
which is also found in [3, Example 4.14] with a more hands-on approach.

**Example 3.14.** Consider the balayage \( \pi = \{ \pi_N \}_{N \in \mathbb{N}} \) where \( \pi_N(a) = 1/N \) and \( \pi_N(0) = 0 \) for all \( N \in \mathbb{N} \) with \( N \geq 1 \) and \( a \in [1,N] \). In other words, we have \( \pi_N = U[1,N] \) for \( N \geq 1 \), where \( U \) represents the uniform distribution on a finite set. We easily compute \( \delta^\pi_a = \{ \nu^\pi_N \}_{N \in \mathbb{N}} \), where
\[
\nu^\pi_N = \begin{cases} 
\delta_0, & \text{if } N = 0, \\
U[1,N], & \text{if } 0 < N < a, \\
\delta_N, & \text{if } N \geq a,
\end{cases}
\]
for \( N \in \mathbb{N} \). As always, we can visualize \( \delta^\pi_1, \delta^\pi_2, \delta^\pi_3, \) and \( \delta^\pi_4 \) as
\[
\begin{bmatrix}
1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{bmatrix}, \quad \begin{bmatrix}
1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{bmatrix}, \quad \begin{bmatrix}
1/2 & 1/2 \\
0 & 0 & 1
\end{bmatrix}, \quad \text{and} \quad \begin{bmatrix}
1/2 & 1/2 & 1/3 & 1/3 \\
0 & 0 & 0 & 1
\end{bmatrix}.
\]
Observe \( \{ \delta^\pi_a \}_{a \in \mathbb{N}} \) converges as \( a \to \infty \) to \( \{ \nu_N^\infty \}_{N \in \mathbb{N}} \), where

\[
\nu_N^\infty = \begin{cases} 
\delta_0, & \text{if } N = 0, \\
U[1, N], & \text{if } N > 0,
\end{cases}
\]

for \( N \in \mathbb{N} \), which we depict as

\[
\lim_{a \to \infty} \delta^\pi_a = \begin{bmatrix} 1 \\
1/2 & 1/2 \\
1/3 & 1/3 & 1/3 \\
1/4 & 1/4 & 1/4 & 1/4 \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{bmatrix}.
\]

The question of whether \( \{ \nu_N^\infty \}_{N \in \mathbb{N}} \) is an extreme point of \( \mathcal{D}(\pi) \) was left open in [3, Example 4.15], and we now show that the answer is affirmative.

A simple argument by induction shows that the extended balayage probabilities of \( \pi \) are given by \( \pi_{a,N} = \pi_N \) for \( a, N \in \mathbb{N} \) with \( a \geq N \geq 1 \). Now fix \( M, N, \in \mathbb{N} \) with \( M \leq N \leq a \), and take \( c \in [0, M] \). We easily compute:

\[
\sum_{b=0}^{N} (\pi_{b,M}(c))^2 \pi_{a,N}(b) = \sum_{b=0}^{M} (\pi_{c}(c))^2 \pi_{N}(b) + \sum_{b=M+1}^{N} (\pi_{M}(c))^2 \pi_{N}(b)
\]

\[
= \frac{N}{N} + \frac{N-M}{NM}
\]

\[
\to \frac{1}{M^2}
\]

\[
= (\pi_{a,M}(c))^2,
\]

uniformly over \( a \in \mathbb{N} \). In particular, we conclude by Theorem 3.9 that \( \text{ex}(\mathcal{D}(\pi)) \) is compact. In fact, since we have \( \pi_{a,N}(N) = \frac{1}{N} \) for \( a \geq N \), it follows that \( \{ \pi_{a,N}(N) \}_{a \in \mathbb{N}} \) converges for each \( N \in \mathbb{N} \), hence by Theorem 3.11 that \( \text{ex}(\mathcal{D}(\pi)) \setminus \{ \delta^\pi_a \}_{a \in \mathbb{N}} \) contains a single point. By the calculations just performed, this implies

\[
\text{ex}(\mathcal{D}(\pi)) = \{ \delta^\pi_a : a \in \mathbb{N} \} \cup \{ \lim_{a \to \infty} \delta^\pi_a \}.
\]

We also write \( U := \lim_{a \to \infty} \delta^\pi_a \), and we call this the virtual uniform distribution.

It is instructive to focus a bit more on \( U \in \mathcal{D}(\pi) \), and to identify its corresponding SMC \( \mu := \Phi^{-1}(U) \). By Proposition 3.1, it satisfies \( \mu(S_0 = 0) = \mu(S_1 = 1) = 1 \), and

\[
\mu(S_{N+1} \in \cdot | S_N) = \frac{N}{N+1} \delta_{S_{N}} + \frac{1}{N+1} \delta_{N+1}.
\]

for all \( N \geq 1 \). In particular, if we define \( A_N = \{ S_{N+1} = N+1 \} \) for \( N \in \mathbb{N} \), then the events \( \{ A_N \}_{N \in \mathbb{N}} \) are independent and satisfy \( \mu(A_N) = 1/(N+1) \). Since \( \sum_{N \in \mathbb{N}} \mu(A_N) = \infty \) we have by the Borel-Cantelli lemma that \( \mu(S_N \to \infty) = 1 \). Nonetheless, the tail \( \sigma \)-algebra \( \mathcal{T} = \bigcap_{N \in \mathbb{N}} \sigma(S_N, S_{N+1}, \ldots) \) is trivial under \( \mu \) by Corollary 3.6 since \( U \in \text{ex}(\mathcal{D}(\pi)) \).

4. DECOMPOSITION THEOREM

In this section we show that any VMC can be decomposed into a countably infinite collection of independent SMCs. Moreover, these constituent SMCs have a simple description in terms of the VID and VTM representing the given VMC.
For the remainder of this section, we let \((\Omega, \mathcal{F}, \mathbb{P})\) denote a probability space on which is defined a VMC \(X = \{X_N\}_{N \in \mathbb{N}}\). While in the previous section we viewed staircase processes primarily as probability measures on \(\mathcal{S}\), we now view staircase processes as \(\mathcal{S}\)-valued random variables defined on \((\Omega, \mathcal{F}, \mathbb{P})\).

To begin, fix any \(a \in \mathbb{N}\). For \(N \geq a\), define \(V^a_N := \# \{k \in \mathbb{N} : I_{X_N,\{a\}}(k) < \infty\}\) to be the number of visits that \(X_N\) makes to state \(a\). By the projectivity of \(X\), this value does not depend on \(N \geq a\) almost surely, hence we can set \(V^a\) to be its common value. (To be concrete, one can take \(V^a := V^a_\infty\).) By the projectivity of \(X\) we also have
\[
\{V^a > k\} = \bigcap_{N \geq a} \{I_{X_N,\{a\}}(k) < \infty\}, \quad \text{and}
\{V^a \leq k\} = \bigcap_{N \geq a} \{I_{X_N,\{a\}}(k) = \infty\}
\]

almost surely, for all \(k \in \mathbb{N}\). Notice that \(V^a\) is the number of visits that \(X\) makes to \(a\), at all levels for which this notion is well-defined. These considerations lead us to an important classification of the points of \(\mathbb{N}\) with respect to the given VMC:

**Definition 4.1.** With respect to a given VMC, a point \(a \in \mathbb{N}\) is called *ininitely-visited* if \(\mathbb{P}(V^a = \infty) = 1\), *once-visited* if \(\mathbb{P}(V^a = 1) = 1\), *never-visited* if \(\mathbb{P}(V^a = 0) = 1\), and *randomly-visited* otherwise.

**Lemma 4.2.** A point \(a \in \mathbb{N}\) is randomly-visited if and only if \(V^a\) is non-degenerate.

*Proof.* It is clear that \(V^a\) being non-degenerate implies that \(a\) cannot be infinitely-visited, once-visited, or never-visited, hence it must be randomly-visited. For the converse, observe by the strong Markov property of \(X_a\), there exist \(q_a, p_a \in [0, 1]\) such that we have \(\mathbb{P}(V^a > k) = q_a p_a^k\) for all \(k \geq 1\), as well as \(\mathbb{P}(V^a > 0) = q_a\). In this language, observe that \(a\) is infinitely-visited if and only if \(p_a = q_a = 1\), once-visited if and only if \(q_a = 1\) and \(p_a = 0\), and never-visited if and only if \(q_a = 0\). By a simple calculation in propositional logic, we see that \(a\) being randomly-visited implies that either \(q_a \in (0, 1)\) or we have \(q_a = 1\) and \(p_a \in (0, 1)\). In the first case we have \(\mathbb{P}(V^a > 0) = q_a \in (0, 1)\), and in the second we have \(\mathbb{P}(V^a > 1) = p_a \in (0, 1)\), hence in either case \(V^a\) is non-degenerate. \(\square\)

Next, take any \(N \in \mathbb{N}\) and write \(S^0_N := X_N(0)\). Now for \(N, a, k \in \mathbb{N}\) with \(a \leq N\), we set
\[
S^a_N := \begin{cases} X_N(I_{X_N,\{a\}}(k) + 1), & \text{if } V^a > k, \\ 0, & \text{if } V^a \leq k. \end{cases}
\]

In words, \(S^0 := \{S^0_N\}_{N \in \mathbb{N}}\) consists of all the initial positions of \(X\), and \(S^{a,k} := \{S^{a,k}_N\}_{N \in \mathbb{N}}\) consists of all of the states occurring immediately after the \(k\)th visit that \(X\) makes to state \(a\), at all levels for which such a notion is well-defined.

We are now ready to prove Proposition 4.3, Proposition 4.4, and Proposition 4.6, which together constitute the decomposition theorem that was informally stated as Theorem B in the introduction.

Note in the following result that a process which is claimed to be a SMC is actually undefined for its first few levels; any uneasiness caused by this slight abuse of terminology will be resolved shortly in Remark 4.9.

**Proposition 4.3.** The process \(S^0\) and the processes \(S^{a,k}\) for \(a, k \in \mathbb{N}\) are SMCs.
Proof. First we show that $S^0$ is a SMC. To see that it is a staircase process, simply take $N \in \mathbb{N}$ and note that on $\{S_{N+1}^0 < N + 1\}$ we have $I_{X_{N+1},[0,N]}(0) = 0$, hence $\{X_{N+1}(0) = X_N(0)\} = \{S_{N+1}^0 = S_N^0\}$. By intersecting over all $N \in \mathbb{N}$, we conclude $S^0 \in \mathcal{S}$ almost surely. To see that it is a MC, take any $M \geq N$ and any $a_N, \ldots, a_M$ such that $\{S_{N+1}^0 = a_{N+1}, \ldots, S_M^0 = a_M\}$ has positive probability. If any of $a_{N+1}, \ldots, a_M$ are equal to 0, then we have $a_{N+1} = 0$ by the projectivity of $S^0$. In particular, we get

$$\mathbb{P}(S_N^0 = 0 \mid S_{N+1}^0 = a_{N+1}, \ldots, S_M^0 = a_M) = \mathbb{P}(S_N^0 = 0 \mid S_{N+1}^0 = 0) = 1.$$ 

Otherwise, all of $a_{N+1}, \ldots, a_M$ are non-zero, and we set

$$T_L^0 := I_{X_M,[0,L]}(0)$$

for $L \in [N, M]$. Note that $\{T_L^0\}_{L=N}^M$ are stopping times adapted to the natural filtration of $X_M$, and that almost surely $\{T_L^0\}_{L=N}^M$ is non-increasing and $\{T_L^0\}_{L=N+1}^M$ are finite. In particular, we use the strong Markov property of $X_M$ for the following computation: If $a_N = 0$, then we have

$$\begin{align*}
\mathbb{P}(S_N^0 = 0 \mid S_{N+1}^0 = a_{N+1}, \ldots, S_M^0 = a_M) &= \mathbb{P}(T_N^0 = \infty \mid X_M(T_{N+1}^0) = a_{N+1}, \ldots, X_M(T_M^0) = a_M) \\
&= \mathbb{P}(T_N^0 = \infty \mid X_M(T_{N+1}^0) = a_{N+1}) \\
&= \mathbb{P}(S_N^0 = 0 \mid S_{N+1}^0 = a_{N+1}),
\end{align*}$$

and, if $a_N \neq 0$, then we have

$$\begin{align*}
\mathbb{P}(S_N^0 = a_N \mid S_{N+1}^0 = a_{N+1}, \ldots, S_M^0 = a_M) &= \mathbb{P}(T_N^0 < \infty, X_M(T_N^0) = a_N \mid X_M(T_{N+1}^0) = a_{N+1}, \ldots, X_M(T_M^0) = a_M) \\
&= \mathbb{P}(T_N^0 < \infty, X_M(T_N^0) = a_N \mid X_M(T_{N+1}^0) = a_{N+1}) \\
&= \mathbb{P}(S_N^0 = a_N \mid S_{N+1}^0 = a_{N+1})
\end{align*}$$

as claimed.

Next, we fix $a, k \in \mathbb{N}$ and we show that $S^{a,k}$ is a SMC; the proof is essentially the same as the above. To see that it is a staircase process, consider the event $\{S_{N+1}^{a,k} < N + 1\}$ for $N \geq a$. On $\{V^a > k\}$ we have $\{I_{X_{N+1},\{a\}}(k) < \infty\}$ almost surely, hence

$$\begin{align*}
\{S_{N+1}^{a,k} < N + 1\} &\subseteq \{X_{N+1}(I_{X_{N+1},\{a\}}(k) + 1) < N + 1\} \\
&\subseteq \{X_{N+1}(I_{X_{N+1},\{a\}}(k) + 1) = X_N(I_{X_{N+1},\{a\}}(k) + 1)\} \\
&\subseteq \{S_{N+1}^{a,k} = S_N^{a,k}\},
\end{align*}$$

almost surely, and on $\{V^a \leq k\}$ we have $\{I_{X_{N+1},\{a\}}(k) = \infty\}$ almost surely, hence

$$\begin{align*}
\{S_{N+1}^{a,k} < N + 1\} &\subseteq \{S_{N+1}^{a,k} = S_{N}^{a,k} = 0\} \\
&\subseteq \{S_{N+1}^{a,k} = S_{N}^{a,k}\}
\end{align*}$$

almost surely for all $N \in \mathbb{N}$, and taking intersections gives $S^{a,k} \in \mathcal{S}$ almost surely.

Next let us show that $S^{a,k}$ is a MC. Indeed, take any $M \geq N$, and let $a_N, \ldots, a_M \in \mathbb{N}$ be such that $\{S_{N+1}^{a,k} = a_{N+1}, \ldots, S_M^{a,k} = a_M\}$ has positive probability. If any of $a_{N+1}, \ldots, a_M$ are equal to 0, then we have $a_{N+1} = 0$ by the projectivity of $S^{a,k}$, hence

$$\begin{align*}
\mathbb{P}(S_N^{a,k} = a_N \mid S_{N+1}^{a,k} = a_{N+1}, \ldots, S_M^{a,k} = a_M) &= \mathbb{P}(S_N^{a,k} = a_N \mid S_{N+1}^{a,k} = 0) = 1.
\end{align*}$$
Otherwise, all \(a_{N+1}, \ldots, a_M\) are non-zero. In this case, define
\[
T^{a,k}_L := I_{X_M,[0,L]}(I_{X_L,\{a\}}(k) + 1)
\]
for \(L \in [N,M]\), and note that \(\{T^{a,k}_L\}^M_{L=N}\) is almost surely non-increasing and \(\{T^{a,k}_L\}^M_{L=N+1}\) are almost surely finite. Additionally, \(\{T^{a,k}_L\}^M_{L=N}\) are all stopping times with respect to the natural filtration of \(X_M\). Thus, we compute by the strong Markov property of \(X_M\): If \(a_N = 0\), then
\[
\begin{align*}
\mathbb{P}(S^{a,k}_N = 0 \mid S^{a,k}_{N+1} = a_{N+1}, \ldots, S^{a,k}_M = a_M) &= \mathbb{P}(T^{a,k}_N = 0 \mid X_M(T^{a,k}_N) = a_{N+1}, \ldots X_M(T^{a,k}_M) = a_M) \\
&= \mathbb{P}(T^{a,k}_N = 0 \mid X_M(T^{a,k}_{N+1}) = a_{N+1}) \\
&= \mathbb{P}(S^{a,k}_N = 0 \mid S^{a,k}_{N+1} = a_{N+1}),
\end{align*}
\]
and if \(a_N \neq 0\), then
\[
\begin{align*}
\mathbb{P}(S^{a,k}_N = a_N \mid S^{a,k}_{N+1} = a_{N+1}, \ldots, S^{a,k}_M = a_M) &= \mathbb{P}(T^{a,k}_N < \infty, X_M(T^{a,k}_N) = a_N \mid X_M(T^{a,k}_{N+1}) = a_{N+1}, \ldots X_M(T^{a,k}_M) = a_M) \\
&= \mathbb{P}(T^{a,k}_N < \infty, X_M(T^{a,k}_{N+1}) = a_N \mid X_M(T^{a,k}_N) = a_{N+1}) \\
&= \mathbb{P}(S^{a,k}_N = a_N \mid S^{a,k}_{N+1} = a_{N+1}).
\end{align*}
\]
This shows that \(S^{a,k}\) is a MC hence a SMC, and this finishes the proof.

**Proposition 4.4.** The processes \(\{S^0\} \cup \{S^{a,k}\}_{a,k \in \mathbb{N}}\) are mutually independent.

**Proof.** Take any \(n \in \mathbb{N}\) and any \(a_1, \ldots, a_n, k_1, \ldots, k_n, N_0, \ldots, N_n \in \mathbb{N}\) such that we have \((a_i, k_i) \neq (a_j, k_j)\) for all distinct \(i, j \in [0,n]\). Write \(N := \max\{N_0, \ldots, N_n\}\). By the strong Markov property of \(X_N\), the random variables
\[
\{S^0_{N_0}, S^{a_1,k_1}_{N_1}, \ldots, S^{a_n,k_n}_{N_n}\}
\]
are mutually independent. Therefore we conclude by the following result, whose proof is a simple exercise in measure theory and is thus omitted.

**Lemma 4.5.** Let \(\{Z_{\ell}\}_{\ell \in \mathbb{N}}\) be a collection of discrete-time stochastic processes, and write \(Z_{\ell} = \{Z_{\ell}(n)\}_{n \in \mathbb{N}}\) for all \(\ell \in \mathbb{N}\). Then, the following are equivalent:

(i) \(\{Z_{\ell}\}_{\ell \in \mathbb{N}}\) are independent, and
(ii) \(\{Z_0(n_0), \ldots, Z_L(n_L)\}\) are independent for any \(L \in \mathbb{N}\) and \(n_0, \ldots, n_L \in \mathbb{N}\).

**Proposition 4.6.** We have \(\sigma(X) = \sigma(S^0) \vee \sigma(S^{a,k} : a, k \in \mathbb{N})\).

**Proof.** Observe by the projectivity property of \(\mathcal{C}\) that \(\sigma(X)\) is generated by sets of the form
\[
(4.1) \quad \{X_N(0) = a_0, \ldots, X_N(\ell) = a_\ell\}
\]
for \(N \in \mathbb{N}\) and \(\ell \in \mathbb{N}\) and \(a_0, \ldots, a_\ell \in [0,N]\) arbitrary. Thus, it suffices to show that all the sets \((4.1)\) are in \(\sigma(S^0) \vee \sigma(S^{a,k} : a, k \in \mathbb{N})\). We prove this for fixed \(N \in \mathbb{N}\) by induction on \(\ell \in \mathbb{N}\). The base case of \(\ell = 0\) is true since \(X_N(0) = S^0_N\) is \(\sigma(S^0)\)-measurable. For the inductive step suppose the claim holds for \(\ell \in \mathbb{N}\), and
take arbitrary $a_0, \ldots, a_{\ell+1} \in [0, N]$. Set $k = \# \{i \in [0, \ell] : a_i = a_\ell \}$ and note that we have
\[
\{ X_N(0) = a_0, \ldots, X_N(\ell + 1) = a_{\ell+1} \} = \{ X_N(0) = a_0, \ldots, X_N(\ell) = a_\ell \} \cap \{ S_N^{a_\ell, k-1} = a_{\ell+1} \}.
\]
The right side lies $\sigma(S^0) \vee \sigma(S^{a,k}) : a, k \in \mathbb{N}$ by the inductive hypothesis, hence the induction is complete and we have $\sigma(X) \subseteq \sigma(S^0) \vee \sigma(S^{a,k}) : a, k \in \mathbb{N}$. The opposite inclusion $\sigma(X) \supseteq \sigma(S^0) \vee \sigma(S^{a,k}) : a, k \in \mathbb{N}$ is trivial, so the proof is complete.

These results together constitute the rigorous statement and proof of the informal Theorem B given in the introduction. In words, it states that every VMC $X$ gives rise to an independent collection of SMCs $\{ S^0 \} \cup \{ S^{a,k} : a, k \in \mathbb{N} \}$ which generates the same $\sigma$-algebra. We call $\{ S^0 \} \cup \{ S^{a,k} : a, k \in \mathbb{N} \}$ the staircase decomposition of $X$.

It may be instructive to see an example of this correspondence applied to a single sample path of a VMC.

**Example 4.7.** Suppose that a VMC $X = \{ X_N \}_{N \in \mathbb{N}}$ is realized so that the initial segments of the sample paths of its first few levels are:
\[
\begin{align*}
X_5 & : 4 \ 5 \ 2 \ 3 \ 1 \ \cdots \\
X_4 & : 4 \ 2 \ 3 \ 1 \ 4 \ \cdots \\
X_3 & : 2 \ 3 \ 1 \ 1 \ 2 \ \cdots \\
X_2 & : 2 \ 1 \ 1 \ 2 \ 0 \ \cdots \\
X_1 & : 1 \ 1 \ \ 0 \ 0 \ 0 \ \cdots \\
X_0 & : 0 \ 0 \ 0 \ 0 \ 0 \ \cdots
\end{align*}
\]
Then the first few constituents of its staircase decomposition are:
\[
\begin{align*}
S^0 & : \ 0 \ 1 \ 2 \ 2 \ 4 \ 4 \ \cdots \\
S^{1,0} & : \ 1 \ 1 \ 1 \ 4 \ 5 \ \cdots \\
S^{1,1} & : \ 0 \ 2 \ 2 \ 2 \ 2 \ \cdots \\
S^{2,0} & : \ 1 \ 3 \ 3 \ 3 \ \cdots \\
S^{2,1} & : \ 0 \ 0 \ 0 \ 0 \ \cdots
\end{align*}
\]
Recall here that $S^{a,k}_N$ is only defined for $N \geq a$, although note Remark 4.9 in which it will be shown that one can canonically extend the process to all levels $N \in \mathbb{N}$.

Since $S^0$ and $S^{a,k}$ for $a, k \in \mathbb{N}$ are SMCs, we are led by the previous section to ask whether the elements of $\mathcal{D}$ given by $\Phi(P \circ (S^0)^{-1})$ and $\Phi(P \circ (S^{a,k})^{-1})$ for $a, k \in \mathbb{N}$ can be easily understood. Indeed, as we show next, these depend very directly on the VID and VTM representing $X$.

For a moment we digress to discuss a structure embedded within VTM. For any VTM $K = \{ K_N \}_{N \in \mathbb{N}}$ define the balayage $\pi^K = \{ \pi_N^K \}_{N \in \mathbb{N}}$ via (2.2). For convenience, we replace $\pi^K$ with $K$ in most expressions where there is no risk of ambiguity, for example
\[
\mathcal{D}(K) := \mathcal{D}(\pi^K), \quad P_{MC}^K(\mathcal{S}) := P_{MC}^{\pi^K}(\mathcal{S}), \quad \text{and} \quad \delta^K_a := \delta^{\pi^K}_a.
\]
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for \( a \in \mathbb{N} \). Note in this case that \( \pi_N^K \in \mathcal{P}([0, N]) \) for \( N \in \mathbb{N} \) is exactly the balayage distribution of a particle started at \( N + 1 \) moving according to the transition matrix \( K_{N+1} \) and stopped when it first hits \([0, N]\), along with the convention that a particle forever trapped at \( N + 1 \) gets sent to 0. Now note by Lemma 3.5 that for each VTM \( K \) and each \( a \in \mathbb{N} \) there is a unique element of \( \mathcal{D}(K) \) which is eventually equal to \( \{K_N(a, \cdot)\}_{N \geq a} \); this element is denoted \( K(a, \cdot) \) and can be interpreted as the \( \text{“} \text{et} \text{h} \text{”} \) row of \( K \). In analogy with the case of classical MCs, observe that if \( X = \{X_N\}_{N \in \mathbb{N}} \) is a VTM represented by \( (\delta^K_a, K) \), then we have \( \mathbb{P} \circ (\{X_N(1)\}_{N \in \mathbb{N}})^{-1} = \Phi^{-1}(K(a, \cdot)) \).

Now back to the task at hand. Recall that \((\Omega, \mathcal{F}, \mathbb{P})\) is a probability space on which is defined a VMC \( X = \{X_N\}_{N \in \mathbb{N}} \), and that \( \{S^0\} \cup \{S^{a, k} : a, k \in \mathbb{N}\} \) is the staircase decomposition of \( X \). Also assume that \( X \) is represented by the VID \( \nu \) and VTM \( K \). Then we have the following.

**Lemma 4.8.** We have \( \Phi(\mathbb{P} \circ (S^0)^{-1}) = \nu \). Moreover, for each \( a, k \in \mathbb{N} \) we have

\[
\Phi\left(\mathbb{P} \circ (S^{a,k})^{-1}\right) = K(a, \cdot)
\]

hence

\[
\Phi\left(\mathbb{P} \circ (S^{a,k})^{-1}\right) = P(V^a > k)K(a, \cdot) + P(V^a \leq k)0.
\]

**Proof.** Write \( \nu = \{\nu_N\}_{N \in \mathbb{N}} \) and \( K = \{K_N\}_{N \in \mathbb{N}} \). The first claim is trivial since we have \( \mathbb{P}(S^0_N = b) = \mathbb{P}(X_N(0) = b) = \nu_N(b) \) by construction for all \( N \in \mathbb{N} \) and \( b \in [0, N] \). For the second claim, take \( a, k \in \mathbb{N} \). Note that we have \( \{V^a > k\} = \cap_{N \geq a} \{I_{X_N \leq a}(k) < \infty\} \) almost surely. Thus for any \( N \geq a \) and \( b \in [0, N] \) we use the strong Markov property of \( X_N \) to compute

\[
P(S^{a,k}_N = b \mid V^a > k) = P(X_N(I_{X_N \leq a}(k) + 1) = b \mid V^a > k) = P(X_N(1) = b \mid X_N(0) = a) = K(a, b).
\]

Moreover, we have \( \{V^a \leq k\} = \cap_{N \geq a} \{I_{X_N \leq a}(k) = \infty\} \) almost surely, so for any \( N \geq a \) and \( b \in [0, N] \) we have \( P(S^{a,k}_N = 0 \mid V^a \leq k) = 1 \) by construction. \( \square \)

**Remark 4.9.** For \( a, k \in \mathbb{N} \), the SMC \( S^{a,k} = \{S^{a,k}_N\}_{N \geq a} \) is, a priori, only defined for levels \( N \geq a \). However, by Lemma 3.5 and Lemma 4.8, there is a unique sequence of marginals in \( \mathcal{D}(K) \) which eventually agrees with the sequence of marginals of \( S^{a,k} \). Thus it well-defined to extend \( \{S^{a,k}_N\}_{N \geq a} \) to \( \{S^{a,k}_N\}_{N \in \mathbb{N}} \), at least in the sense of the distribution of this process. Since the processes \( \{S^a\} \cup \{S^{a,k} : a, k \in \mathbb{N}\} \) are independent by Proposition 4.4, we might as well perform this extension independently across all \( a, k \in \mathbb{N} \). Therefore, it is no loss of generality to assume that \( S^{a,k} \) is a bona fide SMC with the uniquely determined sequence of marginals.

To conclude this section, let us see some concrete examples of the staircase decomposition of some VMCS. Recall our convention that square brackets are used to represent that the 0th row and column have been omitted from a matrix. In the case of VTM this causes no confusion since the 0th row is fully determined by the state 0 being absorbing, and since the 0th column can always be determined from the remaining columns.
Example 4.10. Let \( \{q_N\}_{N \in \mathbb{N}} \) be any sequence in \([0,1]\), and define the VTM \( K = \{K_N\}_{N \in \mathbb{N}} \) for \( N \in \mathbb{N} \) via

\[
K_N = \begin{bmatrix}
0 & 0 & 0 & 0 & \cdots & 0 & 0 & 1 \\
n_1 & 0 & 0 & 0 & \cdots & 0 & 0 & 1 - q_1 \\
n_2 & 0 & 0 & 0 & \cdots & 0 & 0 & 1 - q_2 \\
n_3 & 0 & 0 & 0 & \cdots & 0 & 0 & 1 - q_3 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 & 1 - q_{N-3} \\
0 & 0 & 0 & 0 & \cdots & q_{N-2} & 0 & 1 - q_{N-2} \\
0 & 0 & 0 & 0 & \cdots & 0 & q_{N-1} & 1 - q_{N-1}
\end{bmatrix}.
\]

In [3, Example 2.23] it is observed that this VTM, heuristically speaking, corresponds to a VMC which tries to “come down from infinity” but which “jumps back to infinity” at some random times. We now observe that the staircase decomposition provides a way to make this idea rigorous. Indeed, observe that \( \pi^K \) is exactly the balayage defined in Example 3.12, that \( \lim_{a \to \infty} \delta^K_a \) corresponds to the unique “state at infinity” by Remark 3.8, and that we have

\[
K(1, \cdot) = \lim_{a \to \infty} \delta^K_a, \quad \text{and} \quad K(a, \cdot) = q_a \delta^K_{a-1} + (1 - q_a) \left( \lim_{a \to \infty} \delta^K_a \right), \quad \text{for} \ a \geq 2.
\]

Example 4.11. Consider the VTM \( K = \{K_N\}_{N \in \mathbb{N}} \) defined for \( N \in \mathbb{N} \) via

\[
K_N = \begin{bmatrix}
0 & 0 & 0 & 0 & \cdots & 0 & 0 & 1/2 & 1/2 \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 & 1/2 & 1/2 \\
1 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \cdots & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & 1 & 0 & 0
\end{bmatrix}.
\]

It is observed in [3, Example 2.24] that this VTM roughly corresponds to a VMC that has “two ways to come down from infinity” which it chooses uniformly at random during each excursion. As before, we can make this idea rigorous by inspecting its staircase decomposition. Note that \( \pi^K \) is the balayage from Example 3.13, and that we have

\[
K(1, \cdot) = K(2, \cdot) = \frac{1}{2} \left( \lim_{a \to \infty} \delta^K_{2a} \right) + \frac{1}{2} \left( \lim_{a \to \infty} \delta^K_{2a+1} \right), \quad \text{and} \quad K(a, \cdot) = \delta^K_{a-2}, \quad \text{for} \ a \geq 3.
\]

Example 4.12. Define the VTM \( K = \{K_N\}_{N \in \mathbb{N}} \) via

\[
K_N = \begin{bmatrix}
1/N & 1/N & \cdots & 1/N & 1/N \\
1/N & 1/N & \cdots & 1/N & 1/N \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
1/N & 1/N & \cdots & 1/N & 1/N \\
1/N & 1/N & \cdots & 1/N & 1/N
\end{bmatrix}.
\]
for all \( N \in \mathbb{N} \). Notice that \( \pi^K \) is the balayage from Example 3.14, and that we have \( K(a, \cdot) = U \in \text{ext}(\mathcal{D}(K)) \) for all \( a \geq 1 \). This also rigorously establishes the heuristic idea from [3, Example 4.15] that \( K \) represents the “random walk on the infinite clique”.

5. The Zero-One Law

Finally we come to the main application of the theory developed in this paper, that is, the characterization of the triviality of the tail \( \sigma \)-algebra of virtual Markov chains (VMCs). To do this, let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space on which is defined a VMC \( X = \{X_N\}_{N \in \mathbb{N}} \). By the tail \( \sigma \)-algebra of \( X \) we mean

\[
\mathcal{T}(X) := \bigcap_{N \in \mathbb{N}} \sigma(X_N, X_{N+1}, \ldots).
\]

First, let us show that the question is uninteresting for classical VMCs.

**Proposition 5.1.** If a VMC \( X \) is classical, then \( \mathcal{T}(X) = \sigma(X) \) almost surely.

**Proof.** We of course have \( \mathcal{T}(X) \subseteq \sigma(X) \), so we only need to show \( \sigma(X) \subseteq \mathcal{T}(X) \) almost surely. Indeed, recall that \( X = \{X_N\}_{N \in \mathbb{N}} \) being classical implies that almost surely \( X := \lim_{N \to \infty} X_N \) exists in \( \mathcal{C} \) and satisfies \( X_N = P_N(X) \) for all \( N \in \mathbb{N} \). In particular, \( X \) is almost surely \( \mathcal{T}(X) \)-measurable, so each \( X_N \) is almost surely \( \mathcal{T}(X) \)-measurable. Therefore, \( \mathcal{T}(X) = \sigma(X) \) almost surely.

Now we consider the general case in which the question becomes interesting. For the remainder of the section, suppose that \( X \) is represented by \((\nu, K)\). Let \( \{S^0\} \cup \{S^{a,k} : a, k \in \mathbb{N}\} \) denote the staircase decomposition of \( X \) as defined in Section 4, where \( S^0 = \{S^0_N\}_{N \in \mathbb{N}} \) and \( S^{a,k} = \{S^{a,k}_N\}_{N \in \mathbb{N}} \) for \( a, k \in \mathbb{N} \). Write

\[
\mathcal{T}^0 := \bigcap_{N \in \mathbb{N}} \sigma(S^0_N, S^0_{N+1}, \ldots)
\]

for the tail \( \sigma \)-algebra of \( S^0 \), and

\[
\mathcal{T}^{a,k} := \bigcap_{N \in \mathbb{N}} \sigma(S^{a,k}_N, S^{a,k}_{N+1}, \ldots)
\]

for the tail \( \sigma \)-algebra of \( S^{a,k} \), for each \( a, k \in \mathbb{N} \). Then, we have the following.

**Lemma 5.2.** We have \( \mathcal{T}(X) = \mathcal{T}^0 \lor \sigma(\mathcal{T}^{a,k} : a, k \in \mathbb{N}) \) almost surely.

**Proof.** For each \( N \in \mathbb{N} \), set \( \mathcal{F}^0_N := \sigma(S^0_N, S^0_{N+1}, \ldots) \). Similarly, for \( N, a, k \in \mathbb{N} \), set \( \mathcal{F}^{a,k}_N := \sigma(S^{a,k}_N, S^{a,k}_{N+1}, \ldots) \). We do not require \( N \geq a \), and it is implicitly assumed that we have independently extended the staircase decomposition to all scales in the manner of Remark 4.9. Now take any \( N \in \mathbb{N} \) and observe by the projectivity property of \( \mathcal{C} \) that \( \sigma(X_N, X_{N+1}, \ldots) \) is generated by sets of the form

\[
\{X_M(0) = a_0, \ldots, X_M(\ell) = a_\ell\}
\]

for \( M \geq N \) and \( \ell \in \mathbb{N} \) and \( a_0, \ldots, a_\ell \in [0, M] \). By repeating the proof of Proposition 4.6, we find that all sets of the form (5.1) are in \( \mathcal{F}^0_N \lor \sigma(\mathcal{F}^{a,k}_N : a, k \in \mathbb{N}) \), hence we conclude

\[
\mathcal{T}(X) \subseteq \sigma(X_N, X_{N+1}, \ldots) \subseteq \mathcal{F}^0_N \lor \sigma(\mathcal{F}^{a,k}_N : a, k \in \mathbb{N})
\]

for all \( N \in \mathbb{N} \).
Next, we use the backwards martingale convergence theorem [6, Theorem 7.23] to see that for all bounded measurable $Z$ we have
\[
\mathbb{E}[Z \mid \mathcal{F}_N^{0}] \to \mathbb{E}[Z \mid \mathcal{T}^{0}]
\]
and
\[
\mathbb{E}[Z \mid \mathcal{F}_N^{a,k}] \to \mathbb{E}[Z \mid \mathcal{T}^{a,k}]
\]
for all $a, k \in \mathbb{N}$ and holding almost surely as $N \to \infty$. Combining this with the independence established in Proposition 4.4 and a standard monotone class argument, we see that for all bounded measurable $Z$ we have
\[
\mathbb{E}[Z \mid \sigma(\mathcal{F}_N^{0}) \vee \sigma(\mathcal{F}_N^{a,k} : a, k \in \mathbb{N})] \to \mathbb{E}[Z \mid \sigma(\mathcal{T}^{0}) \vee \sigma(\mathcal{T}^{a,k} : a, k \in \mathbb{N})]
\]
holding almost surely as $N \to \infty$. In particular, this shows that if $Z$ is bounded and \(\bigcap_{N \in \mathbb{N}}(\sigma(\mathcal{F}_N^{0}) \vee \sigma(\mathcal{F}_N^{a,k} : a, k \in \mathbb{N}))\)-measurable, then we have $Z \equiv \mathbb{E}[Z \mid \sigma(\mathcal{T}^{0}) \vee \sigma(\mathcal{T}^{a,k} : a, k \in \mathbb{N})]$ holding almost surely. In other words, any such $Z$ is almost surely equal to some $\sigma(\mathcal{T}^{0}) \vee \sigma(\mathcal{T}^{a,k} : a, k \in \mathbb{N})$-measurable random variable, and this establishes
\[
(5.3) \quad \bigcap_{N \in \mathbb{N}}(\mathcal{F}_N^{0} \vee \sigma(\mathcal{F}_N^{a,k} : a, k \in \mathbb{N})) \subseteq \mathcal{T}^{0} \vee \sigma(\mathcal{T}^{a,k} : a, k \in \mathbb{N})
\]
amost surely.

Combining (5.2) and (5.3) yields $\mathcal{T}(X) \subseteq \sigma(\mathcal{T}^{0}) \vee \sigma(\mathcal{T}^{a,k} : a, k \in \mathbb{N})$ almost surely. Conversely, for all $N \in \mathbb{N}$, the random variables $S_N^{0}$ and $S_N^{a,k}$ for $a, k \in \mathbb{N}$ are $X_N$-measurable, so we clearly have $\mathcal{T}(X) \supseteq \mathcal{T}^{0} \vee \sigma(\mathcal{T}^{a,k} : a, k \in \mathbb{N})$. This finishes the proof.

These preparations finally lead us to the main result of the paper. The following, is our main zero-one law for $\mathcal{T}(X)$.

**Theorem 5.3.** A VMC represented by $(\nu, K)$ has a trivial tail $\sigma$-algebra $\mathcal{T}(X)$ if and only if the conditions

(i) $\nu \in \text{ex}(\mathcal{D}(K))$,
(ii) $K(a, \cdot) \in \text{ex}(\mathcal{D}(K))$ if $a \in \mathbb{N}$ is infinitely-visited or once-visited, and
(iii) there are no randomly-visited $a \in \mathbb{N}$,

are all satisfied.

**Proof.** We begin by collecting some observations: By Lemma 5.2, we know that $\mathcal{T}(X)$ is trivial if and only if $\{\mathcal{T}^{0}\} \cup \{\mathcal{T}^{a,k} : a, k \in \mathbb{N}\}$ are all trivial. Moreover, by Theorem 3.3, the triviality of the tail $\sigma$-algebra of a SMC is equivalent to the extremality of its image under $\Phi$. Finally, by Lemma 4.8 we have an explicit form of these images. With these observations in mind, we consider the two directions of the equivalence.

For the first direction, suppose that (i), (ii), and (iii) all hold and let us show the triviality of $\mathcal{T}(X)$. Note that (i) implies that $\mathcal{T}^{0}$ is trivial. Now take $a \in \mathbb{N}$, and note by (iii) that it suffices to consider three cases: If $a$ is infinitely-visited, then (ii) implies that $\mathcal{T}^{a,k}$ is trivial for all $k \in \mathbb{N}$. If $a$ is once-visited, then $\mathcal{T}^{a,k}$ is trivial for all $k \geq 1$, and (ii) implies that $\mathcal{T}^{a,0}$ is trivial. Finally, if $a$ is never-visited, then $\mathcal{T}^{a,k}$ trivial for all $k \in \mathbb{N}$.

For the converse direction, let us show that the failure of any of (i), (ii), or (iii) implies the non-triviality of $\mathcal{T}(X)$. If (i) fails, then $\mathcal{T}^{0}$ is non-trivial. If (ii) fails,
then there are two further cases to consider: in the first case there is a infinitely-visited \( a \in \mathbb{N} \) with \( K(a, \cdot) \notin \text{ex}(D(K)) \), hence it follows that \( T^{a,k} \) is non-trivial for all \( k \in \mathbb{N} \); in the second case there is a once-visited \( a \in \mathbb{N} \) with \( K(a, \cdot) \notin \text{ex}(D(K)) \), hence it follows that \( T^{a,0} \) is non-trivial. Finally, if (iii) fails, then some \( a \in \mathbb{N} \) is randomly-visited, and it follows that \( V^a \) is a non-trivial \( T(X) \)-measurable random variable by Lemma 4.2.

Under a natural condition on the VTM \( K \), the preceding theorem can be simplified slightly. Recall that a VTM \( K = \{ K_N \}_{N \in \mathbb{N}} \) is called irreducible if \( [1, N] \) is an irreducible class for \( K_N \) for each \( N \in \mathbb{N} \). Moreover, a VMC is called irreducible if it can be represented by a compatible pair \(( \nu, K)\) where \( K \) is irreducible. Then we have the following, which was stated as Theorem A in the introduction.

**Theorem 5.4.** An irreducible VMC represented by \(( \nu, K)\) has a trivial tail \( \sigma \)-algebra \( T(X) \) if and only if the conditions

(i) \( \nu \in \text{ex}(D(K)) \), and

(ii) \( K(a, \cdot) \in \text{ex}(D(K)) \) for all \( a \geq 1 \),

are both satisfied.

*Proof.* If \( K \) is irreducible, then for each \( a \geq 1 \), the MC \( X_a \) has all states recurrent, hence \( a \) is infinitely-visited. Thus, the result follows from Theorem 5.3. \( \square \)

Let us conclude by considering some examples. For instance, let us consider Example 4.10 and Example 4.11. Both VTMs are irreducible, and the analyses therein imply that (ii) of Theorem 5.4 fails, hence that the tail \( \sigma \)-algebra \( T(X) \) is non-trivial. In fact, this is true for any VID \( \nu \). Of course, we did not necessarily need to the zero-one law for this conclusion, since it is also easy to directly construct a non-trivial \( T \)-measurable random variable for these concrete cases.

More interesting is Example 4.12. Since the VTM in this example is also irreducible we can apply Theorem 5.4. The analysis in Example 4.12 shows that we have \( K(a, \cdot) = U \in \text{ex}(D(K)) \) for all \( a \geq 1 \), hence that the tail \( \sigma \)-algebra \( T(X) \) is trivial if and only if its VID satisfies \( \nu \in \text{ex}(D(K)) \). This yields a collection of non-trivial VMCs whose tails are trivial.
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