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Abstract
Using the generalized symmetry method we finish a classification, started in article (Garifullin et al 2017 J. Phys. A: Math. Theor. 50 125201), of integrable autonomous five-point differential–difference equations. The resulting list, up to autonomous point transformations, contains 14 equations some of which seem to be new. We have found non-autonomous or non-point transformations relating most of the obtained equations among themselves as well as their generalized symmetries.
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1. Introduction
Here we conclude a generalized symmetry classification started in article [20]. The generalized symmetry method uses the existence of generalized symmetries as an integrability criterion and allows one to classify integrable equations of a certain class. Using this method some important classes of partial differential equations [31, 32], of differential–difference equations (DΔEs) [9, 43] and of partial difference equations (PΔEs) [16, 30] have been classified.

Other integrability criteria have been introduced to classify integrable PΔEs, see e.g. the consistency around the cube technique introduced in [10, 35, 36], whose results are presented, for example, in [5, 6, 13, 14].

A class of PΔEs, particularly important among recently studied, is given by those equations which are defined on a square, i.e. which relate four neighboring points in the two-dimensional plane. The complete classification of the integrable PΔEs defined on a square is very difficult to perform.
Almost all integrable known $P\Delta$Es have the lowest order associated generalized symmetries given by integrable evolutionary $D\Delta$Es which are defined on three-point lattices [21, 22, 27, 30, 41] and belong to the classification presented in [28, 43]. This is the classification of Volterra type equations
\[ \dot{u}_n = \Phi(u_{n+1}, u_n, u_{n-1}) \]
(1)
presented in [42], and the resulting list of equations is quite big, see the details in the review article [43]. Here $u_n$ is the derivative of $u_n$ with respect to a continuous variable $t$ and $n$ is discrete integer variable.

Recently one has obtained examples of $P\Delta$Es defined on the square which have the lowest order generalized symmetries defined on more than three-point lattices [1, 16, 33, 37]. So an alternative classification that seems easier to perform is that of integrable five-point $D\Delta$Es
\[ \dot{u}_n = \Psi(u_{n+2}, u_{n+1}, u_n, u_{n-1}, u_{n-2}) \]
(2)
Few results in this line of research are already known, see e.g. [2–4, 19, 20]. The integrable $P\Delta$Es are then obtained as Bäcklund transformations of these $D\Delta$Es [17, 20, 25, 26, 29]. Their construction scheme is discussed in more detail in [17] and [20, appendix B]. The best known integrable example in this class is the Ito–Narita–Bogoyavlensky (INB) equation [11, 24, 34]:
\[ \dot{u}_n = u_n(u_{n+2} + u_{n+1} - u_{n-1} - u_{n-2}) \]
(3)

The classification of five-point lattice equations of the form (2) will contain equations coming from the classification of Volterra type equation (1) in two ways. On one hand, they appear as equations of the form
\[ \dot{u}_n = \Psi(u_{n+2}, u_n, u_{n-2}) \]
(4)
If $u_n$ is a solution of (4), then the functions $\tilde{u}_k = u_{2k}$ and $\hat{u}_k = u_{2k+1}$ satisfy (1) with $k$ instead of $n$. Equation (4) is in fact a three-point lattice equation equivalent to (1). On other hand they appear as generalized symmetries of (1). Any integrable Volterra type equation has a five-point symmetry of the form (2). See the explicit results for Volterra type equations presented for example in [23, 38, 39, 43].

To avoid those two cases, which are included in the classification of Volterra type equations, and to simplify the problem, we limit ourselves to consideration here of just equations of the form
\[ \dot{u}_n = A(u_{n+1}, u_n, u_{n-1})u_{n+2} + B(u_{n+1}, u_n, u_{n-1})u_{n-2} + C(u_{n+1}, u_n, u_{n-1}) \]
(5)
where $A$, $B$ and $C$ are $n$-independent functions of their arguments. The majority of the examples of $D\Delta$Es of the form (2) known up to now belong to the class (5) [4, 8, 11, 12, 16, 20, 24, 33, 34, 40]. So the class (5) is not void.

However also few equations of the Volterra classification (1) are included in the five-point classification of the equations of the class (5). They are those polynomial equations which are linearly dependent on $u_{n+1}$ and $u_{n-1}$ [43]. Such equations, rewritten in the form (4), belong to the class (5). Also their five-point symmetries are of the form (5).

The theory of the generalized symmetry method is well-developed in case of Volterra type equations [43] and it has been modified for the case of $D\Delta$Es depending on 5 and more lattice points in [2, 3]. The classification problem of class (5) equations seems to be technically quite complicated. For this reason we use a simpler version of the method, compared with the one presented in [2, 3], which has been developed in [20]. For equations analogous to (3), which
are the first members of their hierarchies, the simplest generalized symmetry has the form [1, 16, 20, 33, 44]:

$$u_{n,\tau} = G(u_{n+4}, u_{n+3}, u_{n+2}, u_{n+1}, u_n, u_{n-1}, u_{n-2}, u_{n-3}, u_{n-4}),$$

(6)

where $u_{n,\tau}$ denotes $\tau$-derivative of $u_n$. We will use the existence of such symmetry as an integrability criterion.

The problem naturally splits into two cases depending on the form of the functions $A$ and $B$ of (5), see an explanation in section 2. In [20] we studied the case when the functions $A$ and $B$ in (5) satisfied the conditions:

$$A \neq \alpha(u_{n+1}, u_n)\alpha(u_n, u_{n-1}), \quad B \neq \beta(u_{n+1}, u_n)\beta(u_n, u_{n-1})$$

(7)

for any functions $\alpha$ and $\beta$ of their arguments. This class is called the Class I, and it includes such well-known examples as the INB equation (3) and the discrete Sawada–Kotera equation [40]. In this case the following simple criterion for checking conditions (7) takes place:

$$\frac{\partial}{\partial u_n} a_{n+1} a_{n-1} = 0, \quad \frac{\partial}{\partial u_n} b_{n+1} b_{n-1} = 0,$$

(8)

where

$$a_n = A(u_{n+1}, u_n, u_{n-1}), \quad b_n = B(u_{n+1}, u_n, u_{n-1}),$$

see [20].

In [20] it was presented, as a result of the classification of the Class I equations, a novel equation:

$$\dot{u}_n = (u_n^2 + 1) \left( u_{n+2}\sqrt{u_n^2 + 1} - u_{n-2}\sqrt{u_n^2 + 1} \right).$$

(9)

In [18] it is shown that in the continuous limit (9) goes into the well-known Kaup–Kupershmidt equation, and its integrability has been proved by constructing an L–A pair and conservation laws of sufficiently high order.

In this paper we consider the case when

$$A = \alpha(u_{n+1}, u_n)\alpha(u_n, u_{n-1}) \quad \text{or} \quad B = \beta(u_{n+1}, u_n)\beta(u_n, u_{n-1})$$

(10)

for some functions $\alpha$ and $\beta$ of their arguments, i.e. when

$$\frac{\partial}{\partial u_n} a_{n+1} a_{n-1} = 0 \quad \text{or} \quad \frac{\partial}{\partial u_n} b_{n+1} b_{n-1} = 0.$$  

(11)

We will call this case Class II. A known representative of Class II is given in [16]:

$$\dot{u}_n = -(u_{n+1}u_n - 1)(u_nu_{n-1} - 1)(u_{n+2} - u_{n-2}).$$

(12)

In this article we present a complete list of equations of the Class II possessing a generalized symmetry of the form (6). In this way we complete the classification of integrable equation (5) started in [20]. Among them there are a few probably new integrable examples. Then we find the non-point autonomous or point non-autonomous transformations relating most of resulting equations among themselves.

In section 2 we discuss a theory of the generalized symmetry method suitable to solve our specific problem for Class II equations. In particular, in section 2.2 some integrability conditions are derived and criteria for checking those conditions are proved. In section 3 we present the list of integrable equations and the relations between those equations expressed as autonomous non-point or non-autonomous point transformations. In section 4 the generalized symmetries of the resulting equations are discussed. Section 5 is devoted to some concluding remarks.
2. Theory

Here we briefly repeat the theory, presented in the previous paper [20] and necessary for our present work, as well as derive few additional results related just to the Class II case.

To simplify the notation let us represent (5) as:

\[ \dot{u}_n = a_n u_{n+2} + b_n u_{n-2} + c_n \equiv f_n, \]

(13)

where

\[ a_n = A(u_{n+1}, u_n, u_{n-1}), \quad b_n = B(u_{n+1}, u_n, u_{n-1}), \]

\[ c_n = C(u_{n+1}, u_n, u_{n-1}). \]

(14)

In (13) we require

\[ a_n \neq 0, \quad b_n \neq 0. \]

(15)

For convenience we denote the symmetry (6) as:

\[ u_{n,\tau} = g_n, \]

(16)

with the restriction:

\[ \frac{\partial g_n}{\partial u_{n+4}} \neq 0, \quad \frac{\partial g_n}{\partial u_{n-4}} \neq 0. \]

(17)

The compatibility condition for (13) and (16) is

\[ u_{n,\tau,t} - u_{t,\tau,n} \equiv D_t g_n - D_{\tau} f_n = 0. \]

(18)

Here \( D_t \) and \( D_{\tau} \) are the operators of total differentiation with respect to \( t \) and \( \tau \) given respectively by:

\[ D_t = \sum_{k \in \mathbb{Z}} f_k \frac{\partial}{\partial u_k}, \quad D_{\tau} = \sum_{k \in \mathbb{Z}} g_k \frac{\partial}{\partial u_k}. \]

(19)

As (13) and (16) as well as the compatibility condition (18) are autonomous, their form do not explicitly depend on the point \( n \). For this reason, we write down for short below the equations and the compatibility condition (18) at the point \( n = 0: \ u_0 = f_0, \ u_{0,\tau} = g_0, \)

\[ D_t g_0 = D_{\tau} f_0. \]

(20)

We assume as independent variables the functions

\[ u_0, u_1, u_{-1}, u_2, u_{-2}, u_3, u_{-3}, \ldots \]

(21)

The condition (20) must be identically satisfied for all values of the independent variables (21). Equation (20) depends on the variables \( u_{-6}, u_{-5}, \ldots, u_5, u_6 \) and it is an overetermined system of equations for the unknown function \( g_0 \) for any given \( f_0 \). Using a standard technique of the generalized symmetry method [43], we can calculate \( g_0 \) step by step, obtaining some necessary conditions for the function \( f_0 \).

2.1. General case

The first steps for the calculation of \( g_0 \) can be carried out with no restriction on the form of \( f_0 \).

In fact, differentiating (20) with respect to \( u_6 \), we obtain as before (see [20]) up to a \( \tau \)-scaling in (16):

\[ \frac{\partial g_0}{\partial u_4} = a_0 a_2. \]

(22)
By differentiating \((20)\) with respect to \(u_5\) and taking into account \((22)\), we can define
\[
\hat{h}^+_0 = \frac{\partial g_0}{\partial u_3} - a_1 \frac{\partial f_0}{\partial u_1} - a_0 \frac{\partial f_2}{\partial u_3},
\] (23)
and we can state the following lemma \([20]\):

**Lemma 1.** If \(\hat{h}^+_0 \neq 0\), then there exists \(\hat{\alpha}_n = \alpha(u_n, u_{n-1})\), such that \(a_0 = \hat{\alpha}_1 \hat{\alpha}_0\).

As a consequence of lemma 1 there are two possibilities:

- **Case 1.** Let \(a_0 \neq \hat{\alpha}_1 \hat{\alpha}_0\) for any \(\hat{\alpha}_n = \alpha(u_n, u_{n-1})\), see \((7)\). Then \(\hat{h}^+_0 = 0\) due to lemma 1.

- **Case 2.** Let \(a_0 = \hat{\alpha}_0 \hat{\alpha}_1\) for some \(\hat{\alpha}_n = \alpha(u_n, u_{n-1})\). Then we can find:
\[
\hat{h}^+_0 = \mu^+ \hat{\alpha}_0 \hat{\alpha}_1 \hat{\alpha}_2
\] (24)
with an arbitrary constant \(\mu^+\).

In both cases \((23)\) gives us \(\frac{\partial g_0}{\partial u_3}\).

In quite similar way, differentiating \((20)\) with respect to \(u_{-6}\) and \(u_{-5}\), we get a set of relations analogous to \((22)\) and \((23)\). Namely,
\[
\frac{\partial g_0}{\partial u_{-4}} = \nu b_0 b_{-2},
\] (25)
where \(\nu\) is an arbitrary nonzero constant, and
\[
\hat{h}^-_0 = \frac{\partial g_0}{\partial u_{-3}} - \nu b_{-1} \frac{\partial f_0}{\partial u_{-1}} - \nu b_0 \frac{\partial f_{-2}}{\partial u_{-3}}.
\] (26)

We can state a lemma similar to lemma 1 and, as a consequence, we get again two cases:

1. Let \(b_0 \neq \hat{\beta}_0 \hat{\beta}_{-1}\) for any \(\hat{\beta}_n = \beta(u_{n+1}, u_n)\), then \(\hat{h}^-_0 = 0\).
2. Let \(b_0 = \hat{\beta}_0 \hat{\beta}_{-1}\), then we can find:
\[
\hat{h}^-_0 = \mu^- \hat{\beta}_0 \hat{\beta}_{-1} \hat{\beta}_{-2}
\] (27)
with an arbitrary constant \(\mu^-\).

In both cases \((26)\) provides us \(\frac{\partial g_0}{\partial u_{-3}}\).

So the results presented in this subsection provide a natural frame for splitting further calculation into several different cases. Obviously, any of the equation \((5)\) belongs either to Class I given by \((7)\) or to Class II given by \((10)\). In the following in this paper we consider the Class II defined in the introduction by \((10)\).

### 2.2. Integrability conditions for equations of Class II

We can construct two types of integrability conditions for equations of Class II. The first of them is obtained when one of the conditions \((10)\) is not satisfied. Up to the involution \(n \rightarrow -n\), this corresponds to the case
\[
A \neq \alpha(u_{n+1}, u_n) \alpha(u_n, u_{n-1}), \quad B = \beta(u_{n+1}, u_n) \beta(u_n, u_{n-1}),
\] (28)
i.e.
\[
\hat{h}^+_0 = 0, \quad \hat{h}^-_0 = \mu^- \hat{\beta}_0 \hat{\beta}_{-1} \hat{\beta}_{-2}.
\]
As we know, in this case the partial derivatives $\frac{\partial q_0}{\partial u_0}, \frac{\partial q_0}{\partial u_1}, \frac{\partial q_0}{\partial u_2}$ and $\frac{\partial q_0}{\partial u_3}$ are given by (22), (23), (25) and (26).

Differentiating (20) with respect to $u_4$ and introducing the functions:

$$q_0^+ = \frac{1}{a_0} \frac{\partial q_0}{\partial u_2} - D_t \log a_0 - \frac{\partial f_0}{\partial u_0} - \frac{1}{a_0} \frac{\partial f_0}{\partial u_1} \frac{\partial f_1}{\partial u_2},$$

$$q_0^- = \frac{1}{b_0} \frac{\partial q_0}{\partial u_{-2}} - D_t \log b_0 - \frac{\partial f_0}{\partial u_0} - \frac{1}{b_0} \frac{\partial f_0}{\partial u_{-1}} \frac{\partial f_{-1}}{\partial u_{-2}},$$

we obtain two relations. The first of them has the form of a conservation law [20]:

$$2 D_t \log a_0 = q_0^+ - q_0^-.$$  

The second one is more complicated:

$$2 D_t \log b_0 + (T^{-3} - 1) \left( \frac{\mu^-}{\mu\beta_0} \right) q_{-2} - q_0^-.$$  

Here $T$ is the shift operator, such that $T^4 = h_{n+1}$. Relations (31) and (32) provide necessary conditions for the integrability. If (13) is integrable in the sense that a symmetry (16) exists, then there must exist the functions $q_0^+, q_0^-$ depending on a finite number of independent variables (21), such that the relations (31) and (32) are satisfied.

When both conditions (10) are satisfied, i.e.

$$A = \alpha(u_{n+1}, u_n) \alpha(u_n, u_{n-1}), \quad B = \beta(u_{n+1}, u_n) \beta(u_n, u_{n-1}),$$

then differentiating (20) with respect to $u_4$ we obtain instead of (31) the integrability condition

$$2 D_t \log a_0 + (T^3 - 1) \left( \frac{\mu^+}{\mu\alpha_0} \right) q_2 = q_0^+ - q_0^-,$$

which is similar to (32).

The relation (31) has the form of conservation law. Due to (33), i.e. $a_0 = \alpha_1 \alpha_0, \quad b_0 = \beta_0 \beta_{-1}$, (32) and (34) can also be represented as conservation laws:

$$D_t \log \alpha_0 = (T - 1) Q_0^+,$$  

$$D_t \log \beta_0 = (T^{-1} - 1) Q_0^-.$$  

where

$$Q_0^+ = \frac{1}{4}(T + 1) q_0^+ - \frac{1}{4}(T^2 + T + 1) \left( \frac{\mu^+}{\alpha_0} \right) q_0^+ - \frac{1}{2} D_t \log \alpha_0,$$  

$$Q_0^- = \frac{1}{4}(T^{-1} + 1) q_0^- - \frac{1}{4}(T^{-2} + T^{-1} + 1) \left( \frac{\mu^-}{\mu\beta_0} \right) q_0^- - \frac{1}{2} D_t \log \beta_0.$$  

Equations (31) and (35) are conservation laws of the minimum possible order [43]. Consequently any integrable equation under consideration must have two conservation laws of the forms (31) or (35).

If, for a given equation (13), conditions (31) and (32) in the case (28) or (32) and (34) in the case (33) are satisfied and the functions $q_0^+, Q_0^+$ are known, then partial derivatives $\frac{\partial q_0}{\partial u_0}, \frac{\partial q_0}{\partial u_1}$ can be obtained from (29) and (30). So the right hand side of symmetry (16) is defined up to one unknown function of three variables:

$$\psi(u_{n+1}, u_n, u_{n-1}).$$
This function can be found directly from the compatibility condition (18).

In this way we carry out the classification of the equations of Class II. At first we use the integrability conditions (31) and (32) or (32) and (34). Then we define the symmetry up to a function (36) and then try to derive it implementing the compatibility condition (18).

To derive simpler relations to check the integrability conditions (31), (32) and (34) we use the variational derivatives considered in [20].

For any function

\[ \varphi = \varphi(u_{m_1}, u_{m_1-1}, \ldots, u_{m_2}), \quad m_1 \geq m_2, \]  

(37)

we define the formal variational derivative through the formula:

\[ \frac{\delta \varphi}{\delta u_0} = \sum_{k=m_2}^{m_1} T^{-k} \frac{\partial \varphi}{\partial u_k}, \]  

(38)

see e.g. [43], and its adjoint version [20]:

\[ \frac{\delta \varphi}{\delta u_0} = \sum_{k=m_2}^{m_1} (-1)^k T^{-k} \frac{\partial \varphi}{\partial u_k}, \]  

(39)

Then we can state the following lemma:

**Lemma 2.** The equations \( \frac{\delta \varphi}{\delta u_0} = 0 \) and \( \frac{\delta \varphi}{\delta u_0} = 0 \) hold iff \( \varphi \) can be represented in the form

\[ \varphi = \kappa + (T^2 - 1)\omega, \]  

(40)

where \( \kappa \) is a constant, while \( \omega \) is a function of a finite number of independent variables (21).

To check if a given function \( \varphi \) is of the form \( \varphi = (T^2 - 1)\omega \), we have at first to check the conditions of lemma 2. Then we can represent \( \varphi \) in the form (40) and check if \( \kappa = 0 \).

So the criteria for checking (31) are of the form:

\[ \frac{\delta}{\delta u_0} D_t \log a_0 = 0, \quad \frac{\delta}{\delta u_0} D_t \log b_0 = 0, \]  

(41)

see [20]. In the case of the integrability conditions (32) and (34), we first get

\[ D_t \log a_0 = (T + 1)D_t \log \hat{a}_0, \quad D_t \log b_0 = (T^{-1} + 1)D_t \log \hat{b}_0 \]

from

\[ a_0 = \hat{a}_1 \hat{a}_0, \quad b_0 = \hat{b}_0 \hat{b}_{-1}. \]  

(42)

Then from (32) and (34) we derive the following criteria for checking them:

\[ \frac{\delta}{\delta u_0} D_t \log \hat{b}_0 = 0, \quad \mu^+ \frac{\delta}{\delta u_0} \left( \frac{1}{\hat{b}_0} \frac{\partial f_0}{\partial u_{-1}} \right) = 0, \]  

(43)

\[ \frac{\delta}{\delta u_0} D_t \log \hat{a}_0 = 0, \quad \mu^+ \frac{\delta}{\delta u_0} \left( \frac{1}{\hat{a}_0} \frac{\partial f_0}{\partial u_{1}} \right) = 0. \]  

(44)
2.3. The classification

Using the method described in the previous subsections, we carry out the classification of integrable equations belonging to the Class II. It is easy to proof that there are no integrable equations in the asymmetric case (28). So here we discuss only the symmetric case (33).

Let us recall that the partial derivatives \( \frac{\partial g}{\partial u_{-2}} \) and \( \frac{\partial g}{\partial u_{-3}} \) are given by (22), (23) and (25) and (26), and that we have implicit definitions for \( g \), given by the relations (29), (30), (32) and (34).

Applying \( \frac{\partial}{\partial u_1} \) and \( \frac{\partial}{\partial u_{-3}} \) to (32) and (34) respectively, we get:

\[
(\nu + 1) \frac{\partial \tilde{\alpha}_0}{\partial u_{-1}} = 0, \quad (\nu + 1) \frac{\partial \tilde{\beta}_0}{\partial u_1} = 0,
\]

where \( \tilde{\alpha}_0, \tilde{\beta}_0 \) are defined in (42), while the parameter \( \nu \) has been introduced in (25). By using (45) we find that if \( \nu \neq -1 \), i.e. when \( \frac{\partial \tilde{\alpha}_0}{\partial u_{-3}} \) and \( \frac{\partial \tilde{\beta}_0}{\partial u_1} \) are zero, there are no integrable equations.

In the symmetric case with \( \nu = -1 \), from (32) and (34) we can derive some simple integrability conditions, see also (43) and (44). Differentiating (32) and (34), we can find the second derivatives of \( g \), i.e.

\[
\frac{\partial^2 g}{\partial u_{-3}^2}, \quad \frac{\partial g}{\partial u_{-2} \partial u_{-3}}, \quad \frac{\partial g}{\partial u_{-2}^2}.
\]

Then using the following consequences of the compatibility condition (18):

\[
\frac{\partial}{\partial u_2} \left( \frac{1}{a_1} \frac{\partial^3}{\partial u_3 \partial u_{-2}^2} (D_g g_0 - D_f f_0) \right) = 0,
\]

\[
\frac{\partial}{\partial u_{-2}} \left( \frac{1}{b_{-1}} \frac{\partial^3}{\partial u_{-3} \partial u_2^2} (D_g g_0 - D_f f_0) \right) = 0,
\]

together with formulae for the partial derivatives \( g \) with respect to \( u_2 \) and \( u_{-2} \), we get the conditions:

\[
\frac{\partial \tilde{\alpha}_0}{\partial u_{-1}} \frac{\partial^2 \tilde{\alpha}_{-1}}{\partial u_{-2}^2} = 0, \quad \frac{\partial \tilde{\beta}_0}{\partial u_1} \frac{\partial^2 \tilde{\beta}_1}{\partial u_2^2} = 0.
\]

From (46) we derive the simple integrability conditions:

\[
\frac{\partial^2 \alpha(u_0, u_{-1})}{\partial u_{-1}^2} = 0, \quad \frac{\partial^2 \beta(u_1, u_0)}{\partial u_1^2} = 0,
\]

where the functions \( \alpha, \beta \) are defined in (33). In such a way we have reduced the classification to the calculation of four unknown functions of one variable instead of two functions \( \alpha, \beta \) of two variables.

In next section we will get all integrable equations of the form (5) and (33) with \( \alpha, \beta \) satisfying (47). Since \( \nu = -1 \), from (22) and (25) we get that the generalized symmetry (6) will have the form:

\[
u_{0, \tau} = \tilde{\alpha}_0 \tilde{\alpha}_1 \tilde{\alpha}_2 \tilde{\alpha}_3 u_4 - \tilde{\beta}_0 \tilde{\beta}_{-1} \tilde{\beta}_{-2} \tilde{\beta}_{-3} u_{-4} + \tilde{G}(u_3, u_2, u_1, u_0, u_{-1}, u_{-2}, u_{-3}),
\]

3. Complete list of integrable equations of Class II

In this section we present the complete list of integrable equations of Class II together with the non-point autonomous or point non-autonomous relations between them. These equations are referred by the numbers (E1)–(E14). Some of the obtained equations seem to be new.
The classification is carried out in two steps: at first one finds all integrable equations of a certain class up to point transformations, then one searches for non-point transformations which link the different resulting equations. In this paper we use autonomous point transformations which, because of the specific form (5) of the equations, are linear transformations with constant coefficients:

\[ \hat{u}_0 = c_1 u_0 + c_2, \quad \hat{t} = c_3 t, \quad c_1 c_3 \neq 0. \]  
(49)

The non-point transformations linking the different resulting equations are transformations of the form

\[ \hat{u}_0 = \varphi(u_k, u_{k-1}, \ldots, u_m), \quad k > m, \]  
(50)

and their compositions. Some of the resulting equations are related among each other by point non-autonomous transformations.

Equations (50) transforms (2) into

\[ \hat{u}_0, \hat{t} = \hat{\Psi}(\hat{u}_2, \hat{u}_1, \hat{u}_0, \hat{u}_{-1}, \hat{u}_{-2}). \]  
(51)

For any solution \( u_n \) of (2), formula (50) provides a solution \( \hat{u}_n \) of (51).

The transformation (50) is explicit in one direction. If an equation \( A \) is transformed into \( B \) by a transformation (50), then this transformation has the direction from \( A \) to \( B \), and we will write in diagrams below \( A \rightarrow B \), so indicating the direction in which it is explicit. Non-autonomous point transformations

\[ \hat{u}_n = \xi_n u_n, \quad \hat{t} = ct, \quad c \neq 0, \quad \xi_n \neq 0, \quad \forall n, \]  
(52)

which are invertible, will be denoted by \( A \leftrightarrow B \).

The classification result is formulated in the following theorem:

**Theorem 1.** If a nonlinear equation of the form (13)–(15) belongs to Class II (10) and has a generalized symmetry (6), (16) and (17), then up to an autonomous point transformation (49) it is equivalent to one of the following equations \((E1)\)–\((E14)\). Any equation in \((E1)\)–\((E14)\) has a generalized symmetry of the form (6), (16) and (17).

For a better understanding of the results, we split the complete list into the Lists 1–4, where the equations are related among themselves either by autonomous non-point transformations or by non-autonomous point ones. For each of these lists we show the relations between the equations by a diagram, where the transformations (50) or (52) are shown by arrows and are denoted by the numbers (T1)–(T8).

All necessary transformations are given in the List T. Autonomous non-point transformations, which are linearizable [19], were constructed by using the transformation theory presented in [19]. A shorter version of this theory with some modifications can be found in [20, appendix A].

The generalized symmetries of \((E1)\)–\((E14)\) are discussed in section 4.

**List 1. Equations related to the double Volterra equation**

\[ \dot{u}_0 = u_0 [u_1 (u_2 - u_0) + u_{-1} (u_0 - u_{-2})] \]  
\( (E1) \)

\[ \dot{u}_0 = u_1 u_0^2 u_{-1} (u_2 - u_{-2}) . \]  
\( (E2) \)

The equation \((E2)\) has been presented in [7]. Both equations of List 1 are transformed into the equation
\[ u_0 = u_0 (u_2 - u_{-2}) \] (53)

as shown in diagram (54).

\[ (E2) \xrightarrow{(T4)(E1)(T2)(53)} \] (54)

The non-invertible transformations (T2) and (T4) are given in the List T below. Transformations (T2) and (T4) are of the linearizable class, i.e. are not of Miura type (see a discussion of this notion in [19, 20]). Equation (53) is called the double Volterra equation, as two transformations \( \hat{u}_k = u_{2k} \) and \( \hat{u}_k = u_{2k+1} \) turn it into the standard form of the Volterra equation [43].

**List 2. Equations related to a generalized symmetry of the Volterra equation**

\[ \hat{u}_0 = u_0 [u_1 (u_2 + u_1 + u_0) - u_{-1} (u_0 + u_{-1} + u_{-2})] + c u_0 (u_1 - u_{-1}) \] (E3)

\[ \hat{u}_0 = (u_0^2 - a^2) [u_1 (u_2 + u_0) - (u_{-1}^2 - a^2)(u_0 + u_{-2})] + c (u_0^2 - a^2) (u_1 - u_{-1}) \] (E4)

\[ \hat{u}_0 = (u_1 - u_0 + a)(u_0 - u_{-1} + a)(u_2 - u_{-2} + 4a + c) + b \] (E5)

\[ \hat{u}_0 = u_0 [u_1 (u_2 - u_1 + u_0) - u_{-1} (u_0 - u_{-1} + u_{-2})] \] (E6)

\[ \hat{u}_0 = (u_0^2 - a^2) [(u_1^2 - a^2)(u_2 - u_0) + (u_{-1}^2 - a^2)(u_0 - u_{-2})] \] (E7)

\[ \hat{u}_0 = (u_1 + u_0)(u_0 + u_{-1})(u_2 - u_{-2}). \] (E8)

The equations of the List 2 are related among themselves by the transformations shown in the following diagrams (55).

\( (E5) \xrightarrow{(T1)} (E3) \xleftarrow{(T5)} (E4) \)

\( (E6) \xleftrightarrow{(T7, c = 0)} (E3) \)

\( (E7) \xleftrightarrow{(T8, c = 0)} (E4) \)

\( (E8) \xleftrightarrow{(T7)} (E5, a = b = c = 0). \) (55)

Equations (E3)–(E5) are the generalized symmetries of the equations [43]:

\[ \hat{u}_0 = u_0 (u_1 - u_{-1}), \] (56)

\[ \hat{u}_0 = (u_0^2 - a^2)(u_1 - u_{-1}), \] (57)

\[ \hat{u}_0 = (u_1 - u_0 + a)(u_0 - u_{-1} + a). \] (58)

These Volterra type equations are related among themselves by the same transformations (T1) and (T5) as their symmetries. The transformations (T1) and (T5) are well-known, see e.g. [43]. Equation (56) is the Volterra equation itself, (57) is the modified Volterra
equation, and the transformation (T5) with $\alpha \neq 0$ is of Miura type [19]. The transformation (T1) is linear.

Transformations (T7) and (T8) are non-autonomous invertible point transformations. So (E6)–(E8) are equivalent to (E3)–(E5), as shown in diagrams (55). The transformation (T8) is nontrivial, see a comment after List T. It can be shown that (E6)–(E8) are also generalized symmetries of some simpler non-autonomous equations of the Volterra type.

**List 3. Equations related to the INB equation (3)**

\[ \dot{u}_0 = u_0(u_2u_1 - u_{-1}u_{-2}) \]  \hspace{1cm} (E9)\n
\[ \dot{u}_0 = (u_1 - u_0 + \alpha)(u_0 - u_{-1} + \alpha)(u_2 - u_1 + u_{-1} - u_{-2} + 2\alpha) + b \]  \hspace{1cm} (E10)\n
\[ \dot{u}_0 = u_0(u_1u_0 - \alpha)(u_0u_{-1} - \alpha)(u_2u_1 - u_{-1}u_{-2}) \]  \hspace{1cm} (E11)\n
\[ \dot{u}_0 = (u_1 + u_0)(u_0 + u_{-1})(u_2 + u_1 - u_{-1} - u_{-2}). \]  \hspace{1cm} (E12)

Equation (E9) is a well-known modification of INB (3), see [11]. Equation (E11) with $\alpha = 0$ has been considered in [7] and with $\alpha = 1$ in [37]. The equations of this list are related among themselves and to

\[ \dot{u}_0 = (u_0^2 + au_0)(u_2u_1 - u_{-1}u_{-2}) \]  \hspace{1cm} (59)

as shown in the following diagrams:

\[ (E10) \xrightarrow{(T1)} (E9) \xrightarrow{(T2)} (3) \]

\[ (E11) \xrightarrow{(T3)} (59) \]

\[ (E12) \xrightarrow{(T7)} (E10, \alpha = b = 0). \]  \hspace{1cm} (60)

Equation (59) is presented in [11] in the case $\alpha = 0$ and in [8, 33] in the case $\alpha \neq 0$. The transformation (T7) is invertible, while all the other transformations are non-invertible. All the transformations present in the diagram (60) are linearizable except for (T6) with $\alpha \neq 0$ which is of Miura type, see a comment in [19].

**List 4. The remaining equations**

\[ \dot{u}_0 = (u_1u_0 - 1)(u_0u_{-1} - 1)(u_2 - u_{-2}) \]  \hspace{1cm} (E13)\n
\[ \dot{u}_0 = u_1u_0^2u_{-1}(u_2u_1 - u_{-1}u_{-2}) - u_0^3(u_1 - u_{-1}). \]  \hspace{1cm} (E14)

Equation (E13) is known (see [15, 16]), while (E14) is a simple modification of

\[ \dot{u}_0 = u_0^3(u_2u_1 - u_{-1}u_{-2}) - u_0(u_1 - u_{-1}) \]  \hspace{1cm} (61)
as shown in diagram (62).

\[(E14)^{(T2)} \rightarrow (61).\]  \hspace{1cm} (62)

Equation (61) has been found in \([40]\) and can be called the discrete Sawada–Kotera equation \([1, 40]\).

All transformations relating the equations of Lists 1–4 are presented in the List T.

**List T. List of used transformations**

\begin{align*}
\hat{u}_0 &= u_1 - u_0 + a & \text{(T1)} \\
\hat{u}_0 &= u_1u_0 & \text{(T2)} \\
\hat{u}_0 &= u_1u_0 - a & \text{(T3)} \\
\hat{u}_0 &= u_1u_{-1} & \text{(T4)} \\
\hat{u}_0 &= (u_1 - a)(u_0 + a) \text{ or } \hat{u}_0 = (u_1 + a)(u_0 - a) & \text{(T5)} \\
\hat{u}_0 &= (u_2 + a)u_1u_0 \text{ or } \hat{u}_0 = u_2u_1(u_0 + a) & \text{(T6)} \\
\hat{u}_n &= (-1)^nu_n, \quad \hat{t} = -t & \text{(T7)} \\
\hat{u}_n &= \kappa_nu_n, \quad \kappa_n = \frac{1}{2}(1 - i)\left[i^n + i(-i)^n\right], \quad \hat{t} = -t. & \text{(T8)}
\end{align*}

Here transformation (T1) is linear, while transformations (T2)–(T4) and (T5), (T6) with \(a = 0\) are linearizable. Transformations (T5) and (T6) with \(a \neq 0\) are of Miura type. Transformations (T7) and (T8) are invertible and non-autonomous. The function \(\kappa_n\) appearing in (T8) is four-periodic, i.e. \(\kappa_{n+4} = \kappa_n\) for all \(n\). It can be defined by the following initial conditions:

\[\kappa_0 = \kappa_1 = 1, \quad \kappa_2 = \kappa_3 = -1\]  \hspace{1cm} (63)

and satisfy the relations:

\[\kappa_{n+2} = -\kappa_n, \quad \kappa_n^2 = 1.\]  \hspace{1cm} (64)

### 4. Generalized symmetries

There is no need to write down here the generalized symmetries (48) for equations (E1)–(E14)) explicitly, as symmetries of key equations are known, while the symmetries for the other equations can be constructed by the transformations (T1)–(T8).

In order to construct generalized symmetries of the form (48), we need symmetries of equations (3), (53), (59) and (61) which are given explicitly in \([20, \text{section 4}]\). Originally, the generalized symmetry of (3) has been presented in \([44]\), of (59) with \(a = 1\) in \([33]\), of (59) with \(a = 0\) in \([44]\) and of (61) in \([1]\). The generalized symmetry of (E13) can be found in
Symmetries of (E3) and (E4) belong to the hierarchies of the Volterra and modified Volterra equations which are well-known, see [43].

The generalized symmetries for (E6)–(E8) and (E12) can be constructed easily with the help of the invertible transformations (T7) and (T8). These transformations are non-autonomous, but in this case they allow us to construct autonomous symmetries of the form (48).

The generalized symmetries for the remaining equations of Lists 1–4, namely (E1), (E2), (E5), (E9)–(E11), (E14), can be constructed by using the non-invertible transformations (T1)–(T4), where (T2) is a particular case of (T3). For the sake of clarity we present here the construction scheme for the generalized symmetries obtained by the transformations (T1)–(T4), see more details in [19, 20].

Let us first consider the case when an equation $A$ is transformed into an equation $B$ by transformation (T1): $A \xrightarrow{(T_1)} B$ If $B$ has a symmetry $\hat{u}_{0,\tau} = \hat{G} (\hat{u}_4, \hat{u}_3, \hat{u}_2, \ldots, \hat{u}_{-4})$, (65) then we look for a symmetry of the form (6) for $A$. As $\hat{u}_{0,\tau} = (T - 1) u_{0,\tau}$, we should represent the function $\hat{G}$ in the form

$$\hat{G} = (T - 1) H (\hat{u}_3, \hat{u}_2, \ldots, \hat{u}_{-4})$$

and then we immediately get (6):

$$u_{0,\tau} = G = \left. H \right|_{\hat{u}_k = u_{k+1} - u_k + a}.$$  

No constant of integration arises in this case.

Let us now consider the case: $A \xrightarrow{(T_4)} B$ As $(\log \hat{u}_0)_{\tau} = (T + T^{-1})(\log u_0)_{\tau}$, then for (65) we should get the representation

$$\frac{\hat{G}}{\hat{u}_0} = (T + T^{-1}) H (\hat{u}_3, \hat{u}_2, \ldots, \hat{u}_{-3}),$$

and consequently (6) is given by:

$$u_{0,\tau} = G = u_0 H \big|_{\hat{u}_k = u_{k+1} - u_k + a}.$$  

No constant of integration arises in this case.

In the case $A \xrightarrow{(T_3)} B$ we have: $(\log (\hat{u}_0 + a))_{\tau} = (T + 1)(\log u_0)_{\tau}$. Equation (65) turns out to be:

$$\frac{\hat{G}}{\hat{u}_0 + a} = (T + 1) H (\hat{u}_3, \hat{u}_2, \ldots, \hat{u}_{-4}),$$

and (6) is given by:

$$u_{0,\tau} = G = u_0 H \big|_{\hat{u}_k = u_{k+1} - u_k + a}.$$  

No constant of integration arises here.

Now we consider the example: (E1) $\xrightarrow{(T_2)} (53)$ The symmetry for (53) is:

$$\hat{u}_{0,\tau} = \hat{u}_0 [\hat{u}_2 (\hat{u}_4 + \hat{u}_2 + \hat{u}_0) - \hat{u}_{-2} (\hat{u}_0 + \hat{u}_{-2} + \hat{u}_{-4})],$$

see [20]. The transformation (T2) is (T3) with $a = 0$, and we need to get the representation (70). As

$$\frac{\hat{G}}{\hat{u}_0} = (T^2 - T^{-2}) \hat{u}_0 (\hat{u}_2 + \hat{u}_0 + \hat{u}_{-2})$$

and
the generalized symmetry for (E1) is given by:

\[ u_{0,\tau} = u_0(T - 1)(1 + T^{-2})u_1u_0(u_3u_2 + u_4u_0 + u_{-1}u_{-2}). \]

5. Conclusion

Here we have finished a generalized symmetry classification started in our previous article [20]. The resulting list contains 14 equations, some of which seem to be new. We have found non-autonomous or non-point transformations relating most of the resulting equations among themselves.

Using the obtained five-point integrable equation (5), we can construct integrable examples of partial difference equations, defined on a square lattice. Their construction scheme is discussed in [17] and [20, appendix B].

Connections between different equations obtained in this paper are simpler than in the previous article [20]. However, a transformation can relate two five-point equation (5), but this connection may collapse for the corresponding PΔEs. So it may happen that for one of the five-point equations the corresponding PΔE exists, while for another the corresponding PΔE becomes nonlocal. Therefore the problem of the construction of PΔEs remains nontrivial.

ORCID iDs

R N Garifullin https://orcid.org/0000-0002-1373-3030

References

[1] Adler V E 2011 On a discrete analog of the Tzitzeica equation (arXiv:1103.5139)
[2] Adler V E 2014 Necessary integrability conditions for evolutionary lattice equations Teor. Mat. Fiz. 181 76–95 (in Russian)
Adler V E 2014 Theor. Math. Phys. 181 1367–82 (Engl. transl.)
[3] Adler V E 2016 Integrability test for evolutionary lattice equations of higher order J. Symbol. Comput. 74 125–39
[4] Adler V E 2016 Integrable Möbius-invariant evolutionary lattices of second order Funktsional. Anal. Prilozhen. 50 13–25 (in Russian)
Adler V E 2016 Funct. Anal. Appl. 50 268–80 (Engl. transl.)
[5] Adler V E, Bobenko A I and Suris Y B 2003 Classification of integrable equations on quadgraphs.
The consistency approach Commun. Math. Phys. 233 513–43
[6] Adler V E, Bobenko A I and Suris Y B 2009 Discrete nonlinear hyperbolic equations. Classification of integrable cases Funktsional. Anal. Prilozhen. 43 3–21 (in Russian)
Adler V E, Bobenko A I and Suris Y B 2009 Funct. Anal. Appl. 43 3–17 (Engl. transl.)
[7] Adler V E and Postnikov V V 2008 On vector analogs of the modified Volterra lattice J. Phys. A: Math. Theor. 41 455203
[8] Adler V E and Postnikov V V 2014 On discrete 2D integrable equations of higher order J. Phys. A: Math. Theor. 47 045206
[9] Adler V E, Shabat A B and Yamilov R I 2000 Symmetry approach to the integrability problem Teor. Mat. Fiz. 125 355–424 (in Russian)
Adler V E, Shabat A B and Yamilov R I 2000 Theor. Math. Phys. 125 1603–61 (Engl. transl.)
[10] Bobenko A I and Suris Y B 2002 Integrable systems on quad-graphs Int. Math. Res. Not. 2002 573–611
[11] Bogoyavlensky O I 1988 Integrable discretizations of the KdV equation Phys. Lett. A 134 34–8
[12] Bogoyavlensky O I 1991 Algebraic constructions of integrable dynamical systems-extensions of the Volterra system Usp. Mat. Nauk. 46 3–48 (in Russian)
Bogoyavlensky O I 1991 Russ. Math. Surveys 46 1–64 (Engl. transl.)
[13] Boll R 2011 Classification of 3D consistent quad-equations J. Nonlinear Math. Phys. 18 337–65
[14] Boll R 2012 Corrigendum classification of 3D consistent quad-equations J. Nonlinear Math. Phys. 19 1292001
[15] Garifullin R N, Mikhailov A V and Yamilov R I 2014 Discrete equation on a square lattice with a nonstandard structure of generalized symmetries Teor. Mat. Fiz. 180 17–34 (in Russian)
Garifullin R N, Mikhailov A V and Yamilov R I 2014 Theor. Math. Phys. 180 765–80 (Engl. transl.)
[16] Garifullin R N and Yamilov R I 2012 Generalized symmetry classification of discrete equations of a class depending on twelve parameters J. Phys. A: Math. Theor. 45 345205
[17] Garifullin R N and Yamilov R I 2015 Integrable discrete nonautonomous quad-equations as Bäcklund auto-transformations for known Volterra and Toda type semidiscrete equations J. Phys.: Conf. Ser. 621 012005
[18] Garifullin R N and Yamilov R I 2017 On the integrability of a discrete analogue of the Kaup–Kupershmidt equation Ufimsk. Mat. Zh. 9 158–64 (English)
Garifullin R N and Yamilov R I 2017 On the integrability of a discrete analogue of the Kaup–Kupershmidt equation Ufa. Math. J. 9 158–64 (English)
[19] Garifullin R N, Yamilov R I and Levi D 2016 Non-invertible transformations of differential–difference equations J. Phys. A: Math. Theor. 49 37LT01
[20] Garifullin R N, Yamilov R I and Levi D 2017 Classification of five-point differential–difference equations J. Phys. A: Math. Theor. 50 125201
[21] Gubbiotti G, Scimiterna C and Levi D 2017 The non autonomous YdKN equation and generalized symmetries of Boll equations J. Math. Phys. 58 053507
[22] Gubbiotti G, Scimiterna C and Levi D 2017 A non autonomous generalization of the QV equation J. Integrable Syst. 2 xyy004
[23] Hernandez Heredero R, Levi D, Rodriguez M A and Winternitz P 2000 Lie algebra contractions and symmetries of the Toda hierarchy J. Phys. A: Math. Gen. 33 5025–40
[24] Itoh Y 1975 An H-theorem for a system of competing species Proc. Japan Acad. 51 374–9
[25] Levi D 1981 Nonlinear differential difference equations as Bäcklund transformations J. Phys. A: Math. Gen. 14 1083–98
[26] Levi D and Benguria R 1980 Bäcklund transformations and nonlinear differential difference equations Proc. Natl Acad. Sci. USA 77 5025–7
[27] Levi D, Petrera M, Scimiterna C and Yamilov R I 2008 On miura transformations and Volterra-type equations associated with the Adler–Bobenko–Suris equations Sigma 4 077
[28] Levi D and Yamilov R 1997 Conditions for the existence of higher symmetries of evolutionary equations on the lattice J. Math. Phys. 38 6648–74
[29] Levi D and Yamilov R I 2009 The generalized symmetry method for discrete equations J. Phys. A: Math. Theor. 42 454012
[30] Levi D and Yamilov R I 2011 Generalized symmetry integrability test for discrete equations on the square lattice J. Phys. A: Math. Theor. 44 145207
[31] Mikhailov A V, Shabat A B and Sokolov V V 1991 The symmetry approach to classification of integrable equations What is Integrability? ed V E Zakharov (Berlin: Springer) pp 115–84
[32] Mikhailov A V, Shabat A B and Yamilov R I 1987 The symmetry approach to the classification of nonlinear equations. Complete lists of integrable systems Usp. Mat. Nauk. 42 3–53 (in Russian)
Mikhailov A V, Shabat A B and Yamilov R I 1987 Russ. Math. Surv. 42 1–63 (Engl. transl.)
[33] Mikhailov A V and Xenitidis P 2014 Second order integrability conditions for difference equations: an integrable equation Lett. Math. Phys. 104 431–50
[34] Narita K 1982 Soliton solution to extended Volterra equation J. Phys. Soc. Japan 51 1682–5
[35] Nijhoff F W 2002 Lax pair for the Adler (lattice Krichever–Novikov) system Phys. Lett. A 297 49–58
[36] Nijhoff F W and Walker A J 2001 The discrete and continuous Painlevé VI hierarchy and the Garnier systems Glasgowa Math. J. 43 109–23
[37] Scimiterna C, Hay M and Levi D 2014 On the integrability of a new lattice equation found by multiple scale analysis J. Phys. A: Math. Theor. 47 265204
[38] Shabat A B and Yamilov R I 1988 Lattice representations of integrable systems Phys. Lett. A 130 271–5
[39] Shabat A B and Yamilov R I 1990 Symmetries of nonlinear chains *Algebra Anal.* **2** 183–208 (in Russian)
Shabat A B and Yamilov R I 1991 *Leningr. Math. J.* **2** 377–400 (Engl. transl.)

[40] Tsujimoto S and Hirota R 1996 Pfaffian representation of solutions to the discrete BKP hierarchy in bilinear form *J. Phys. Soc. Japan* **65** 2797–806

[41] Xenitidis P 2009 Integrability and symmetries of difference equations: the Adler–Bobenko–Suris case *Proc. 4th Workshop ‘Group Analysis of Differential Equations and Integrable Systems’* pp 226–42

[42] Yamilov R I 1983 Classification of discrete evolution equations *Usp. Mat. Nauk.* **38** 155–6 (in Russian)

[43] Yamilov R 2006 Symmetries as integrability criteria for differential difference equations *J. Phys. A: Math. Gen.* **39** R541–623

[44] Zhang H, Tu G, Oevel W and Fuchssteiner B 1991 Symmetries, conserved quantities and hierarchies for some lattice systems with soliton structure *J. Math. Phys.* **32** 1908–18