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Abstract
This paper describes our NPU-ASLP system submitted to the ISCSLP 2022 Magichub Code-Switching ASR Challenge. In this challenge, we first explore several popular end-to-end multilingual ASR architectures and training strategies, including bi-encoder, language-aware encoder (LAE) and mixture of experts (MoE). To improve our system’s language modeling ability, we further attempt the internal language model as well as the long context language model. Given the limited training data in the challenge, we further investigate data augmentation strategies, including speed perturbation, pitch shifting, speech codec, SpecAugment and synthetic data from text-to-speech (TTS). Finally, we explore ROVER-based score fusion to make full use of complementary hypotheses from different models. Our submitted system achieves 16.87% on mix error rate (MER) on the test set and comes to the 2nd place in the challenge ranking.

Index Terms: Automatic Speech Recognition, Code-Switching, Data Augmentation

1. Introduction
Code-switching occurs when a speaker alternates between two or more languages. With fast globalization and frequent culture exchange, code-switching has become a common language phenomenon which poses significant challenges to speech and language processing tasks including automatic speech recognition (ASR). Code-switching may occur in the middle of a sentence (intra-sentential) or at the sentence boundaries (inter-sentential) while the former is considered to be more difficult to a speech recognizer. To promote reproducible research of Mandarin-English code-switching ASR, ISCSLP2022 has specifically held the Magichub Code-Switching ASR challenge¹, which provides a sizeable corpus and a common test-bed to benchmark the code-switching ASR performance.

Code-switching ASR has been explored for quite a long time since the conventional hybrid ASR paradigm [1]. Progress has also been advanced with several challenges specifically focusing on the code-switching phenomena [2, 3, 4]. With the recent advances in deep learning, neural end-to-end (E2E) frameworks, such as attention encoder decoder (AED) [5, 6] and neural transducer [7], have emerged as the mainstream for ASR with simplified system building pipeline and substantial performance improvement. However, modeling multiple languages simultaneously in a unified neural architecture is non-trivial because different languages (e.g., Mandarin and English) have significant differences in many aspects including modeling units and manner of articulation.

Recently, language-expert modules [8, 9, 10] were proposed for modeling different languages by separated parameters, including both internal language model as well as the long context language model [18]. Finally, ROVER [19] is
adopted for fusion of multiple hypothesis from various models, which has previously proven to be effective [20, 21, 22]. Our fusion system has achieved the lowest MER of 16.87% on the test set, leading our submission to the 2nd place in the challenge.

2. Data Preparation

In this section, we will introduce the datasets used in this challenge and augmentation methods applied to the training data.

2.1. Datasets

The training data consists of two parts, one is the TALCS corpus [23], which is recorded from online one-to-one teacher-student English teaching. It contains roughly 587 hours of speech sampled at 16 kHz. The other part is MagicDataRAMC [24], which contains 180 hours of conversational speech data recorded from native speakers of Mandarin Chinese over mobile phones with a sampling rate of 16 kHz.

2.2. Data Augmentation

Data augmentation plays an important role in model training especially in low resource or limited data scenario and it can significantly increase data diversity and quantity. Our data augmentation methods are as follows.

- **Speed perturbation**: Speed perturbation is the process of changing the speed of an audio signal without affecting its pitch. We apply it on all training data with speed factor 0.9, 1.0 and 1.1.
- **Pitch shifting**: Pitch shifting can effectively vary the timbre of the sound to increase data diversity. We use the Sox audio manipulation tool to perturb the pitch in the range [-40, 40].
- **Audio codec**: We use an audio codec strategy to increase the diversity of voice without introducing external data. We use the FFmpeg tool in Opus format at 256kbps.
- **Spectrum augmentation**: To mitigate possible model overfitting, the SpecAugment [25] method is applied to input features on every mini-batch. The SpecAugment includes time warping, masking on frequency channels, and masking of time steps. We utilized all of them during our training.
- **Text-to-speech (TTS)**: We adopt the structure of DelightfulTTS [26], removing the prosody encoder and predictor and replacing the HiFiNet with HiFi-GAN V1 [27]. We use style-id to distinguish the TALCS dataset and MagicDataRAMC dataset and build a multi-speaker multi-style TTS system. The TTS system takes text and style-id as input. Moreover, the speaker representation is extracted by GST [28] and added to the variance adaptor output. As the code-switching data do not have speaker id, we make a semi-supervised classification constraint on the speaker representation. Specifically, the speaker classifier loss of code-switching data is not calculated, and the model will softly determine which speaker each utterance contains. Thus, we can synthesize code-switching audio with dialogue style with the mel-spectrum of the target speaker. Specifically, we select 20 hours of data from the training data to train the TTS model. After training, we synthesize 100 hours of data using the transcriptions of TALCS and the style-id of MagicDataRAMC.

3. System Description

In this section, we present our ASR approaches explored in this challenge. Our systems mainly consist of acoustic models, language models and model fusion. As for acoustic models and language models, various architectures and training strategies are utilized.

3.1. Acoustic Model

For acoustic models, we try three variants of the encoder which can lead to various outputs. This variety will offer benefits to model fusion.

3.2. Language Model

As shown on the left of Figure 1, bi-encoder [8] network uses two separate encoders to serve as the Mandarin expert and the English expert for better capturing language-specific knowledge. Bi-encoder produces two different views of input code-switching audio and integrates by a gating network on frame level. Due to limited data in this challenge, no monolingual English data is available and outside data is not allowed to use. Hence, the Mandarin encoder is pre-trained on MagicDataRAMC and the English encoder is pre-trained on TALCS which is bilingual. With initialized encoders, the model is finetuned on all data.

3.2.1. Bi-encoder

As shown on the left of Figure 1, bi-encoder [8] network uses two separate encoders to serve as the Mandarin expert and the English expert for better capturing language-specific knowledge. Bi-encoder produces two different views of input code-switching audio and integrates by a gating network on frame level. Due to limited data in this challenge, no monolingual English data is available and outside data is not allowed to use. Hence, the Mandarin encoder is pre-trained on MagicDataRAMC and the English encoder is pre-trained on TALCS which is bilingual. With initialized encoders, the model is finetuned on all data.

3.2.2. Language-Aware Encoder

Similar to bi-encoder, language-aware encoder (LAE) [9] also contains two parallel expert blocks. As shown on the right of Figure 1. The main difference between LAE and bi-encoder is that LAE contains an extra shared block followed by the expert blocks. LAE can be explained as a variant of bi-encoder that shares the parameters of primary layers. Shared blocks provide more genetic features in preliminary encoding.

3.2.3. Mixture of Expert

Inspired by SpeechMoE [29], we further broaden the shared part in the encoder so that only the last feed-forward layer in each conformer blocks keeps separated. In our implementation of Mixture of Experts, the gating network is not utilized and the output of different experts are added directly. The detail of our MoE structure are shown in Figure 2.

3.3. Language Model

We train a transformer language model with ESPnet toolkit [16] as our base model. In order to strengthen the contextual modeling capabilities, the following two methods are further investigated.

3.3.1. Internal Language Model

At first, shallow fusion [30] is used to combine the acoustic model score and language model score. The ASR inference can be described as follow:

\[
\hat{Y} = \arg \max_y (\log P(Y \mid X) + \lambda_{LM} \log P_{LM}(Y)),
\]

where \(X\) is input acoustic feature, and \(Y\) is inferred token sequence, \(\log P(Y \mid X)\) is a joint posterior probability, while \(\log P_{LM}(Y)\) is the probability estimated from external language model. Like [31], when taking internal LM (ILM) [31] score
into consideration, Eq. (1) is re-formulated as:

$$
\hat{Y} = \arg \max_Y \left( \log P(Y \mid X) - \lambda_{\text{LM}} \log P_{\text{LM}}(Y) + \lambda_{\text{ILM}} \log P_{\text{ILM}}(Y) \right). 
$$

ILM casts off higher-level representation from the encoder and only uses the current decoder state to produce the last state. Therefore, the src-attention block is replaced with a feed forward neural network (FFNN) layer. Once the training of the entire AED model is done, we freeze other parameters and continue to train the FFNN block to minimize the perplexity on the training transcripts.

#### 3.2.2. Long Context Language Model (LCLM)

Our target is conversational code-switching ASR and leveraging context information has previously proven to be a significant factor in improving the performance of conversational ASR. We implement a simple way to augment code-switching text data for long context language model training [18]. Specifically, sentences in the same dialogue are randomly concatenated by pairs in chronological order. Thus our text data for language model training is tripled in this way. The paired sentences are used to train a standard transformer language model which covers longer content from the transcripts.

#### 3.3. Training Strategy

To achieve more effective TTS utilization, the ASR model is optimized with an additional consistency loss [11] which enforces the posterior distribution similarity between paired real and synthetic speech. The consistency loss is formulated as:

$$
L_{\text{con}} = D_{\text{KL}}(\rho_Y(y \mid x) || \rho_Y(y \mid x^*)) ,
$$

where $D_{\text{KL}}$ indicates Kullback–Leibler divergence (KL), $x$ is real speech and $y$ is the corresponding transcription. Synthetic speech $x^*$ is generated via TTS of text $y$. Paired real and synthetic data is required when training with the above consistency loss. With the consistency loss, the standard conformer-based joint CTC/attention loss becomes:

$$
\mathcal{L} = (1 - \lambda_1 - \lambda_2) \left( L_{\text{att}}(Y \mid X) + L_{\text{att}}(Y^* \mid X^*) \right) + \lambda_1 \left( L_{\text{CTC}}(Y \mid X) + L_{\text{CTC}}(Y^* \mid X^*) \right) + \lambda_2 L_{\text{con}}(Y \mid X, X^*) ,
$$

where $L_{\text{att}}$ is the attention-based cross entropy and $L_{\text{CTC}}$ is the CTC loss.

#### 3.4. Model Fusion

We fuse the multiple outputs from the above ASR models by ROVER [19]. The original ROVER is implemented by aligning multiple ASR results and votes with the same weight. We notice that there are many substitution errors on English words replaced by Mandarin characters which have similar pronunciation in code-switching ASR. Then we take unbalanced weights on English words and Mandarin characters during fusion. The weights are empirically selected on the dev set.

### 4. Experiments

#### 4.1. Experimental Setup

All our experiments are conducted on ESPnet [16] and WeNet [17, 32] toolkits and mix error rate (MER) is measured on the official dev and test sets of the challenge. For the model trained with ESPnet, the acoustic feature of 80 dimensions log Mel-filter bank (Fbank) is extracted from every frame with a frame length of 16ms and frame shift of 8ms. As for WeNet, the window size is 25 ms with a shift of 10ms.

As for the acoustic model, the standard conformer based on joint CTC is composed of a 12-layer encoder and a 6-layer decoder. The self-attention and the feed-forward sub-layers have 512 and 1024 hidden units, respectively. The number of heads for multi-head attention is 8 in all attention sub-layers. The models trained with WeNet are configured with the same settings as above. For Mandarin, 4340 characters are used as the modeling unit. For English, we use byte pair encoding (BPE) to generate 1000 subwords as the modeling unit. We set the CTC weight to 0.3 both in the training and decoding phase. The language model weight is set to 0.3 during decoding. The beam size is set to 20. We train 40 epochs for the conformer model with a learning rate of 0.0005.

As mentioned in Section 3.1, besides standard conformer, three variants of encoder are also implemented. Specifically, the bi-encoder consists of 12 Mandarin and English blocks and the LAE consists of 10 shared blocks followed by 10 expert blocks. As for the MoE, we set the number of experts of MoE layers to 3 and it has the same setting as the standard conformer, except for the feed-forward layer dimension modified from 1024 to 2048.

#### Table 1: The MER of different augmentation methods

| Tool | ID | Model | dev set (%) |
|------|----|-------|-------------|
| A1   | Conformer | 28.38 |
| A2   | + speed perturb. | 27.42 |
| A3   | + pitch shifting | 27.61 |
| A4   | + speed perturb & pitch shifting | 27.89 |
| A5   | + audio codec | 28.43 |
| A6   | Conformer | 23.53 |
| A7   | ESPnet | 21.94 |
| A8   | + synthetic data | 20.71 |

#### 4.2. Results and analysis

#### 4.2.1. Comparison of different augmentation methods

To verify the data augmentation methods, experiments are conducted to the standard conformer. In Table 1, the typical
augmentation methods are examined on the conformers trained using WeNet, while TTS augmentation is studied on the conformers trained using ESPnet. We can see speed perturbation gets better performance compared with other signal perturbation approaches. Pitch shifting reduces the accuracy when working with speed perturbation. Audio codec augmentation unfortunately leads to negative efforts. brings few benefits so we did not merge it with other approaches. The use of synthetic data reduces 1.59% on the MER. Taking benefit from the consistency loss, it brings 1.23% absolute MER reduction further.

4.2.2. Comparison of different acoustic models
Encoder architectures are compared in Table 2. The baseline indicates the result of the official transformer-based baseline. From Table 2, we can see an obvious trend is that more shared parameters lead to better performance. This phenomenon is consistent in both the dev and test sets. We believe that this trend is mainly because the acoustic difference between the two datasets is not big enough and some exclusive parameters are redundant in Bi-encoder and LAE.

Table 2: The MER on different encoders. Here transformer LM is used with shallow fusion (weight: 0.3) during decoding.

| ID     | Model         | dev set (%) | test set (%) |
|--------|---------------|-------------|--------------|
| Baseline | Transformer | 29.20       | 26.50        |
| WeNet  | A1 Conformer  | 28.38       | 27.31        |
|        | B2 Bi-encoder | 26.57       | 25.01        |
|        | B3 LAE        | 23.85       | 21.80        |
| ESPnet | A6 Conformer  | 23.53       | 22.23        |
|        | B4 LAE        | 21.98       | 21.03        |
|        | B5 MoE        | 21.12       | 20.35        |

4.2.3. Comparison of different language models
We verify ILM and LCLM in Table 3. The standard transformer language model works better compared to ILM and LCLM in most cases. From the results of B3.1 and B4.1, ILM and LCLM do not show their advantages. But in our further analysis in Section 4.2.4, they can produce different views of the hypothesis from the acoustic model and thus the final result will benefit from model fusion. The result of B3.2 shows that ILM is harmful when it is used together with the transformer language model.

Table 3: The MER on the use of language models. Here LM indicates the transformer-based LM.

| Tool ID | Model         | dev set (%) | test set (%) |
|---------|---------------|-------------|--------------|
| B3      | LAE + LM      | 23.85       | 21.80        |
| WeNet   | B3.1 LAE + ILM| 23.98       | 21.81        |
|        | B3.2 LAE + LM + ILM | 23.92 | 22.02 |
| ESPnet  | B4 LAE + LM   | 21.98       | 21.00        |
|        | B4.1 LAE + LCLM | 21.95 | 21.04 |

4.2.4. Model fusion results
We first examine the best single systems before system fusion and the results are reported in Table 4. Here ESPnet is used for model training. With the help from signal perturbation and training using synthetic data with consistency loss, the LAE and MoE systems can achieve even lower MER on dev and test sets.

Table 4: The MER of single best systems built on ESPnet. Here sp stands for speed perturbation.

| ID     | AM               | LM     | dev set (%) | test set (%) |
|--------|------------------|--------|-------------|--------------|
| C1     | + synthetic data + cons. loss | LAE + sp | 20.87       | 20.04        |
| C1.1   | + synthetic data + cons. loss | LCLM   | 20.85       | 20.03        |

| C2     | + synthetic data + cons. loss | LM     | 19.94       | 19.16        |
|        | MoE + sp           |        |             |              |
| C2.1   | + synthetic data + cons. loss | LCLM   | 19.91       | 19.18        |

Table 5: ROVER based system fusion results with different voting weights on English (EN) words.

| Combination | EN weight | dev set (%) | test set (%) |
|-------------|-----------|-------------|--------------|
| A3, A8, B2, B3 | 1   | 18.82       | 17.46        |
| B4, B5, C1, C2 | 3   | 18.07       | 18.88        |
| (Submission) | 4     | 18.03       | 16.87        |
| (Post-challenge) | 5     | 18.20       | 16.93        |

weight to 1 and adjust the English word weight from 1 to 5 accordingly. Results in Table 5 show that when the weight of the English word is set four times of that of the Mandarin character, the best performance is achieved. Here 16.87% is the MER our submission system obtained and the gain from system fusion is significant. After the challenge, we take different language models into consideration and try another combination and this post-challenge system gets a further MER reduction of 0.17% on the test set.

5. Conclusion
This paper has described our code-switching ASR system for the ISCSLP 2022 Magichub Code-Switching ASR Challenge. In our approach, expert systems and their variants were particularly explored for acoustic modeling. Among them, MoE shows the best performance with the least language-specific parameters. As for language modeling, internal LM and long-context LM were studied besides the standard transformer LM. Eventually the two language models can reduce MER by producing more candidates for the ROVER tool. The effectiveness of various data augmentation approaches, particularly TTS based augmentation, were investigated as well. We find that additional consistency loss in model training can make better use of the synthetic data and obtain further MER reduction. We obtain extra gain by using ROVER to fuse multiple hypothesis from various models. Compared with the official baseline system, our submission has obtained 11.17% and 9.63% absolute MER reduction on the dev and test sets, respectively.
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