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Abstract—According to the requirement of general static obstacle detection, this paper proposes a compact vectorization representation approach of local static environments for unmanned ground vehicles. At first, by fusing the data of LiDAR and IMU, high-frequency pose information is obtained. Then, through the two-dimensional (2D) obstacle points generation, the process of grid map maintenance with a fixed size is proposed. Finally, the local static environment is described via multiple convex polygons, which is realized through the double threshold-based boundary simplification and the convex polygon segmentation. Our proposed approach has been applied in a practical driverless project in the park, and the qualitative experimental results on typical scenes verify the effectiveness and robustness. In addition, the quantitative evaluation shows the superior performance on making use of fewer number of points information (decreased by about 60%) to represent the local static environment compared with the traditional grid map-based methods. Furthermore, the performance of running time (1.5ms) shows that the proposed approach can be used for real-time local static environment perception. The corresponding code can be accessed at https://github.com/ghm0819/cvr_lse.
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I. INTRODUCTION

AUTONOMOUS vehicle is a hot field at present, and the related research have made great progress in the past decade [1]. In many practical applications, with the aid of simultaneous localization and mapping (SLAM) [2] and High Definition (HD) Map construction [3], the workspace of the vehicles could be obtained as a priori. Thus robust local environment perception is one of the most challenging task, including dynamic/static obstacles detection.

Robust obstacle detection based on various exteroceptive sensors is an indispensable function of unmanned ground vehicles in the process of performing various tasks [4]–[7]. Exteroceptive sensors, such as camera, LiDAR and RADAR, etc., are used to obtain the appearance and structure information of the environment, and LiDAR is one of the most popular exteroceptive sensors in driverless vehicles for its effectiveness for mid-near range and multi-target object detection [1]. In particular, with the rise of vehicle assistant driving and the development of new LiDAR technology, the use cost of LiDAR sensors has shown an obvious downward trend.

According to whether the obstacles are static or not, obstacle types are generally classified into two categories: dynamic obstacle and static obstacle [8]. For the former, it mainly includes vehicles, pedestrians and bicycles, etc., and an important progress has been made for dynamic obstacle detection in the past period of time, especially deep learning-based methods [9]–[12] have achieved high accurate detection results. On the other hand, for static obstacles in complex environments, several approaches on general obstacle detection [13]–[15] inspired by the robotic community have been proposed.

Although those aforementioned methods have made a great progress in the field of autonomous vehicles, the research on robust local static environment perception is still far from mature [1], [8]. Especially for all kinds of static obstacles never seen before in complex urban environments, which could not be detected robustly through deep learning-based approaches [16]. In addition, several grid map-based approaches [17]–[21] have been proposed to overcome the problem of general obstacle detection. However, considering the requirements of future motion planning of vehicles [22], [23], and traditional occupancy grid map has known disadvantages of consuming a lot of memory and increasing the computational cost [24]. On the other hand, for the unmanned ground vehicle whose workspace is on the two-dimensional (2D) plane, it is enough to use the 2D grid map with the fixed size to describe the local environment. Therefore, robust and compact general obstacle detection method in local environment is very indispensable for autonomous vehicles.

Motivated by the requirement of robust and compact local environment perception mentioned above, we propose a novel and compact vectorization representation approach of local static environments for unmanned ground vehicles, called VR-LSE. Firstly, we make use of the LiDAR data and the IMU data to obtain the high-frequency vehicle pose through pose interpolation. Then, the 2D obstacle points are generated through ground plane extraction and nearest obstacle point selection, which is inspired by the idea of grid map generation based on the 2D LiDAR sensor. Finally, combined with the respective advantages of grid map in multi-frame fusion and convex polygons in simplified expression, a new general obstacle detection approach is proposed for local static environments.
Our proposed approach is applied in our driverless project in the park, which is good at general obstacle detection, and four typical scenes on general obstacles never seen before show the effectiveness of the proposed approach. In addition, the quantitative evaluation is carried out to show the superior performance in terms of the simplification for static obstacle representation, and the performance of running time shows that the proposed approach can be used for real-time local static environment perception. The main contributions of this paper include the following three aspects:

1. Through 2D obstacle points generation, we make full use of the advantage of grid map in multi-frame fusion to generate the robust representation of static obstacles around the vehicle. In addition, the grid map is maintained within a fixed range as the vehicle moves on, which is used to reduce memory consumption and reuse the map information.

2. We propose a compact vectorization representation approach of local static environments, which makes use of the multiple convex polygons to describe the general static obstacles through double threshold-based boundary simplification and convex polygon segmentation. Therefore, the description of local static environment is more effective and lightweight with the less information.

3. The proposed general obstacle detection approach has been applied in the driverless project in the park, which presents excellent performance at all kinds of static obstacles never seen before and is a sufficient supplement to the deep learning-based methods.

The remaining parts of this paper are structured as follows. Section II describes related works of obstacle detection in the fields of autonomous vehicles. In the next section, we present the proposed novel and compact approach called VR-LSE in details. Section IV provides the typical cases and quantitative evaluation to show the effectiveness of VR-LSE. Finally, the paper is concluded in Section V.

II. RELATED WORK

Robust obstacle detection plays a more and important role in the process of automatic driving, especially for the safety and reliability of autonomous vehicles. In this section, we briefly discuss previous related works in the fields of obstacle detection and the related grid map.

A. Obstacle detection

According to the different implementations, obstacle detection can be divided into two specific categories: Based on traditional methods and based on deep learning. In [25], Zhang et al. make use of the stereo camera system to detect and track dynamic obstacles, and the distance information of all obstacles is obtained through disparity computation and triangulation. Based on the same stereo camera system, the work in [26] proposes a new obstacle detection algorithm for unmanned surface vehicles, especially a stereo verification scheme to reduce the false positive and false negative detections. In addition, the stereo frame is also used for scene understanding and object discovery in dynamic street scenes [27]. On the other hand, in recent years, deep learning-based approaches have been widely applied. In [13], the authors a unified network with real-time detection capability for both categorized and uncategorized object, and the network is trained through both manually and automatically generated annotations using LiDAR. Nguyen et al. [9] propose a general framework for dynamic obstacle detection and tracking, which is realized based on a novel deep learning approach with the use of multiple sources of local patterns and depth information. By occupancy map generation, the work in [10] presents a new algorithm for detection of dynamic and static obstacles around the vehicle from noisy point clouds obtained from the stereo camera system.

Compared with the camera sensors, LiDAR sensors could provide more precise and reliable structure information of the environments, which are applied widely for obstacle detection of autonomous vehicles. Choi et al. [28] present a unified framework for solving two environmental perception tasks concurrently: SLAM and moving-object tracking (MOT), and MOT is realized through the geometric model-based tracking with multiple motion models. In [29], Bersani et al. propose a novel state estimation approach for autonomous driving, which provides real-time state estimates for the ego-vehicle and the surrounding obstacles. In order to overcome the spatial non-uniformity of LiDAR data, the work in [30] proposes a dynamic clustering algorithm by introducing an ellipse neighbor for better clustering performances. In addition, the 2D LiDAR sensor is also used in autonomous vehicles, Dong et al. [31] propose a real-time and reliable approach to detect and track obstacles, which are represented by a set of points against their outlines. And Lee et al. [32] present a novel model-free approach for detection and tracking of moving objects (DATMO), and the real-time application is available via Static Obstacle Map (SOM) and Geometric-Model-Free Approach (GMFA).

On the other hand, learning-based approaches with 3D LiDAR have also been applied widely for autonomous vehicle. The work in [33] presents a novel multi-modal framework called SFD (Sparse Fuse Dense), which makes use of pseudo point clouds to tackle the difference between the images and the point clouds, and realize high-quality 3D obstacle detection. In order to overcome the dependency of existing neural network-based approaches on point cloud resolution, Théodose et al. propose an approach to improve performances over unknown data without supplementary knowledge, which has important reference significance for uncertainty estimation in the field of automatic vehicles. In [12], a pose estimation network based on the LiDAR sensor is proposed to estimate the poses of both the ego vehicle and the obstacles, in which PointNet++ [34] is used to extract point-wise features and divide the points into the static and the dynamic.

Although the above obstacle detection approaches have achieved prominent success in the field of autonomous vehicles, they are generally incapable of detecting several novel objects that are not seen before.

B. Grid map

Because of the advantages of multi-frame fusion and easy construction, grid map has been utilized widely in robotic
community [35], and in recent years, the grid map has been applied in the field of obstacle detection and tracking for autonomous vehicles, especially for unknown general obstacles. In [36], combined with SLAM and moving object tracking, a mathematical framework is established, and two solutions are described: SLAM with generalized objects, and SLAM with detection and tracking of moving objects (DATMO). In order to obtain the accurate grid map of the static environment with fast computation, Homm et al. [37] make use of the Graphics Processing Unit (GPU) to overcome the limitations of classical occupancy grid computation. In addition, grid map has also been used to detect and track dynamic obstacles, in [17], the authors present a novel occupancy grid tracking solution based on particles for tracking the dynamic driving environment. Tanzmeister et al. [18], [19] propose grid-based tracking and mapping (GTAM) approach, which is based on the low-level grid and simultaneously estimates the static and the dynamic environments. Based on the the Dempster-Shafer framework, the work in [20] proposes a new dynamic grid mapping approach, which is used to model hypotheses for static occupancy, dynamic occupancy, free space, and their combined hypotheses. In addition to the 2D grid map, Min et al. [21] propose a 3-D dynamic occupancy mapping approach, called K3DOM, which is realized through adapting kernel inference for dynamic environments with particle tracking. On the other hand, through combining with the stereo camera system and the deep neural network FCN-ResNet-M-OC, the authors in [10] propose a novel approach for generating an occupancy grid from a semantic point cloud.

However traditional grid map-based approach have known disadvantages of consuming a lot of memory and increasing the computational cost of future motion planning.

III. LOCAL STATIC ENVIRONMENT REPRESENTATION

In the sensor data preprocess stage, the real-time vehicle pose is obtained. Inspired by the well-known LiDAR SLAM solution called LIO-SAM [38], the pose estimation method for unmanned ground vehicles is proposed based on IMU data and LiDAR data in this section. Considering the vehicle pose is only used to update and obtain the local static environments, different from the classical LiDAR SLAM process, the loop closure detection and global map maintenance are not needed the process of pose estimation.

Therefore, the whole process of pose estimation is shown as Fig. 2. Firstly, based on the IMU data and the LiDAR odometry, the process of IMU Preintegration is carried out, which is used to estimate the bias of the IMU sensor and provide the IMU odometry. Then, based on the IMU data and point cloud, edge and planar features are extracted via calculating the roughness for each point combined with neighbourhood points, and the more detailed description of the feature extraction can be found in [38]. In addition, the feature association between the local map and current LiDAR scan is carried out. Note that the local map is obtained through dynamic maintenance, which is consisted of latest $n$ LiDAR key-scans ($n$ is the given threshold, which is set as 50 in this paper). Finally, combined with IMU odometry and LiDAR odometry, the high-frequency vehicle pose is obtained through pose interpolation.
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θ represents the valid perception range. For each point p, as shown in Fig. 3, and the corresponding parameters m and the index k are calculated as follows:

\[ k = \lfloor \theta_i / \delta_a \rfloor, \quad j = \lfloor (r_i - d_{\min}) / \delta_d \rfloor \quad (d_{\min} \leq r_i \leq d_{\max}) \tag{3} \]

where the operator \( \lfloor \cdot \rfloor \) represents rounding down. And there are bins without points and bins with multiple points. For the latter, only the point \( p_i \) with the minimum value of \( z_i \) (marked by the red circle in Fig. 4(b)) is applied for the ground plane extraction based on seeded region growing for each segment(Fig. 4(b)). Note that the premise of the above approach is that the current position of the unmanned ground vehicle is on the ground plane, while the more detailed information could refer the related work \[39\].

More importantly, after obtaining the ground plane representation of each segment (which is denoted by the line segment between the value z and the value r, as shown in Fig. 4(b)), the ground clearance of each scan point could be calculated. The scan point is assigned into the special bin, and if the corresponding ground plane representation \( z = k \cdot r + b \) (k, b are line parameters) exists, then the ground clearance is calculated according to the distance to the corresponding ground plane. Otherwise, the ground clearance is denoted by the z-value of the scan point. Specially, the ground clearance \( g_i \) of point \( p_i \) is calculated as follows,

\[ g_i = \begin{cases} |k \cdot r_i + b| / \sqrt{r_i^2 + 1} & \text{ground plane exists} \\ z_i & \text{otherwise} \end{cases} \tag{4} \]

After the above processing of point cloud, the three-dimensional(3D) obstacle points could be obtained. Specifically, the scan point \( p_i \) could be represented by \( (x_i, y_i, z_i) \), then it is classified into ground point and obstacle point according to the ground clearance, and pass-through filters are applied in the ground clearance coordinate to remove ground points and high-altitude obstacle points. The limitation of the pass-through filter must be set according to the size of vehicle.

In addition, considering the workspace of unmanned ground vehicle is in 2D ground plane and inspired by the idea of grid map generation based on the 2D LiDAR sensor, the 3D obstacle points are transform into 2D obstacle points via nearest obstacle selection. Let \( \delta_s \) denote the horizontal angular resolution of LiDAR sensor, thus the size of 2D obstacle points is set as \( [360^\circ / \delta_s] \). For each horizontal angle \( \alpha_i \) \( (i \times \delta_s) \) that corresponds the special ray includes multiple obstacle points \( (p_1, p_2, ..., p_t) \) with the same horizontal angle, and the final 2D obstacle point \( \mathcal{P}_i = (x_i, y_i) \) is represented by the obstacle point with the minimum range distance.

C. Grid map generation

Accordingly, the raw 3D point cloud is converted into a 2D obstacle point cloud \( \mathcal{P} = (\mathcal{P}_1, \mathcal{P}_2, ..., \mathcal{P}_s) \), while the size \( s \) is set as \( [360^\circ / \delta_s] \). Note that if there is no scan point in the i-th ray \( R_i \), then the corresponding obstacle point \( \mathcal{P}_i \) is set as \( (d_{\max} \cos(\alpha_i), d_{\max} \sin(\alpha_i)) \), which is called virtual obstacle point in this section.

Based on the obtained 2D obstacle points, the local static environment is represented through the occupancy grid map,
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...denoted by \( \text{origin} \). For the...calculated through connecting the obstacle point and the sensor inserted into the grid map, the cells for hits and for misses are...of the grid map, as shown in Fig. 5. The map center is marked by the red cross, which does not coincide with the sensor center in practical application, thus extrinsic parameters need to be calibrated. For simplicity, the sensor center is considered coincidence with the vehicle center in this section.

Certain problems in field of unmanned vehicles are best formulated as estimation problems with binary state (free or occupancy) that does not change over time, especially the problem of local static environment perception involved in this paper. Accordingly, in order to represent the static environment around the vehicle, the binary Bayes filter is applied in grid map generation. The environment is represented as the grid map, thus the environment state estimation problem is converted into the problem of every cell state estimation. Thus the state estimation problem is denoted as

\[
p(M|z_{0:t}, x_{0:t}) = \prod_{i=1}^{N} p(c_i|z_{0:t}, x_{0:t}), \tag{5}
\]

where \( M \) represents the grid map, and the \( i \)-th cell is denoted by \( c_i \), while \( z_{0:t} \) and \( x_{0:t} \) are the LiDAR observation information and the vehicle pose information, respectively. In Fig. 5, whenever the obtained obstacle point set \( \mathcal{P} \) is to be inserted into the grid map, the cells for hits and for misses are calculated through connecting the obstacle point and the sensor origin. For the \( i \)-th cell \( c_i \) in \( M \), the occupancy probability is denoted by \( p(c_i) \), and free probability is presented by \( 1 - p(c_i) \). In addition, the log odds representation method \cite{35} is used to update the state of each cell, and the odds of the state \( c_i \) is defined as the ratio of the probability of occupancy divided by the probability of free,

\[
\text{odd}(c_i) = \frac{p(c_i)}{1 - p(c_i)}, \tag{6}
\]

and the log value of above equation is denoted as

\[
l(c_i) = \log \frac{p(c_i)}{1 - p(c_i)}, \tag{7}
\]

thus the occupancy probability could be obtained as follows,

\[
p(c_i) = 1 - \frac{1}{1 + \exp(l(c_i))}. \tag{8}
\]

In the initialization phase, the occupancy probability \( p(c_i) \) is 0.5, thus the \( l_0(c_i) \) is 0 through equation (6-7). Then in the updating phase for time step \( t+1 \), the log odds representation of \( c_i \) is updated as

\[
l_{t+1}(c_i) = l_t(c_i) + \log \frac{p(c_i|z_{t+1}, x_{t+1})}{1 - p(c_i|z_{t+1}, x_{t+1})} - l_0(c_i), \tag{9}
\]

where \( p(c_i|z_{t+1}, x_{t+1}) \) denotes the occupancy probability based on current observation \( z_{t+1} \) and \( x_{t+1} \). And the occupancy probability \( p(c_i|z_{t+1}, x_{t+1}) \) is set as \( \alpha_{hit} \) and \( \alpha_{miss} \) for hits and misses, respectively, where \( \alpha_{hit} \) and \( \alpha_{miss} \) are constant parameters given in advance. Through the log odds representation, the effective value range of cell \( c_i \) can range from \(-\infty \) to \(+\infty \) and avoid truncation problems that arise for probabilities close to 0 or 1.

**Remark 1:** In order to reduce the adverse effects of low dynamic obstacles on static environment description, we set the upper bound \( l_{up} \) and lower bound \( l_{low} \) for \( l(c_i) \) in practical application, respectively.

For unmanned ground vehicles operating in large-scale outdoor environments, using the global grid map is an extremely luxurious method due to the limited memory and the irrelevance of old locations. Therefore, we only maintain the local static environment information within the fixed range as the vehicle moves on, which can avoid the loss of map information. At time step \( t \), the vehicle pose is denoted as \( X_t = (x_t^v, y_t^v, \theta_t^v) \), and the map center is \( C_t = (x_t^m, y_t^m) \),
which could be computed as
\[
\begin{align*}
\begin{cases}
x_t^m &= x_t^f + \lambda \cdot \cos(\theta_t^f) \\
y_t^m &= y_t^f + \lambda \cdot \sin(\theta_t^f)
\end{cases},
\end{align*}
\]
where \(\lambda\) denotes the forward distance and the heading angle of grid map is decided by initial vehicle pose, which does not change in the subsequent operation, as shown in Fig. 6. Accordingly, when the vehicle moves at the new pose called \(X_{t+1}\) at time step \(t + 1\), the map center \(C_{t+1}\) could be calculated through equation (10); Then move the grid map \(M_t\) of the previous time step to the position of new map center \(C_{t+1}\), and the overlap area (marked by the white rectangle in Fig. 6) represent the retained map information, which could be used at time step \(t + 1\).

D. Vectorization representation

1) Boundary extraction and simplification: Based on the real-time grid map around the vehicle, this section describes the process of vectorization representation of the static environment in details. At first, in order to ensure the smoothness of environment representation, the submap \(M_s\) of the overall grid map \(M\) is obtained. At the same time, according to equation (8), the occupancy probabilities of all cells in \(M_s\) could be obtained. Then, we set occupancy threshold \(\beta_{occ}\) and free threshold \(\beta_{free}\), and the state of cell \(c_i\) could be classified into three categories as follows,

\[
S(c_i) = \begin{cases} 
\text{Occuency} & p(c_i) \geq \beta_{occ} \\
\text{Unknown} & \beta_{occ} > p(c_i) \geq \beta_{free} \\
\text{Free} & \beta_{free} > p(c_i) 
\end{cases}.
\]

Afterwards, according to all occupancy cells in \(M_s\), the binary image \(I_s\) could be obtained. Then, morphology processing was performed on the binary image obtained from the previous step to get the segmentation result. On this basis, without making use of clustering methods to obtain the obstacle information, while the traditional method [40] for boundary detection are applied to extraction the boundary. Compared to the visual image information, the grid map is generated through multisens with accurate behaviour information, thus obtained outer boundary could well describe the obstacle information.

Then the double threshold-based boundary simplification approach is proposed to reduce the number of boundary points and improve the efficiency of environment description. Inspired by the line segmentation method called Iterative-End-Point-Fit (IEPF), the proposed boundary simplification approach is shown in Algorithm 1. Let \(C = \{C_1, ..., C_l\}\) denotes the obtained boundary set, and \(C' = \{C'_1, ..., C'_l\}\) represents the boundary information after processing.

For the above Algorithm 1, different from the single-threshold-based line fitting methods [42], the proposed double-threshold-based simplification approach is used to simplified the extracted boundary, as shown in Fig 7. More importantly, compared with the sunken boundary \(d_{in}\) in Fig. 7(c) in the process of obstacle boundary extraction, we pay more attention to the protruding boundary \(d_{ou}\) in Fig. 7(d), which will affect the motion planning of the vehicles. On this basis, the outer distance threshold \(\delta_{ou}\) is smaller than the inner distance threshold \(\delta_{in}\). Therefore, although \(d_{in}\) in Fig. 7(c) is bigger than \(d_{in}\) in Fig. 7(d), the corresponding point is not inserted into the final set \(I_f\). Finally, \(I_f\) is sorted according to the index value, and the simplified boundary information could be obtained (line 33-34 in Algorithm 1).

2) Concave polygon discrimination and Convex polygon segmentation: After the above process of boundary simplification, fewer points can be used for environment description. However, there are convex polygons and concave polygons in

\[\text{Algorithm 1 Double threshold-based boundary simplification}\]

**Input:** Initial boundary set \(C = \{C_1, ..., C_l\}\), inner distance threshold \(\delta_{in}\), outer distance threshold \(\delta_{ou}\), minimum number of boundary points \(k\).

**Output:** Boundary set after simplification \(C' = \{C'_1, ..., C'_l\}\).

1: \(\text{for } i = 1 \rightarrow l, C_i \in C \text{ do}\)
2: \(\text{Initialize the number of points } N_i = \text{size}(C_i) \text{ and the point index pair } I_{oi}\)
3: \(\text{queue } I_{oi} \text{ and insert } (1, N_i) \text{ into } I_{oi}\)
4: \(\text{if } N_i < k \text{ then}\)
5: \(C'_i \leftarrow C_i\)
6: \(\text{end if}\)
7: \(\text{while } I_{oi} \text{ is not empty do}\)
8: \(\text{Let } d_{in} \text{ and } d_{ou} \text{ denote the max inner and outer distance, and the corresponding index are } I_{in} \text{ and } I_{ou}, \text{ respectively.} \)
9: \(\text{Peek queue front by insertion order, then obtain start index } I_{s}\)
10: \(\text{and end index } I_{e}\)
11: \(\text{Initialize the final index set } I_f \leftarrow \{I_s, I_e\}\)
12: \(\text{Line parameter calculation through } P_{I_{in}} \text{ and } P_{I_{ou}}\)
13: \(\text{for } j = (I_s + 1) \rightarrow (I_e - 1), P_j \in C_i \text{ do}\)
14: \(\text{Calculate the distance } d_j \text{ from point } P_j \text{ to the line.} \)
15: \(\text{Calculate the side attribute } A_j \text{ of the point } P_j\)
16: \(\text{if } A_j \text{ is True and } d_j > d_{in} \text{ then}\)
17: \(d_{ou} \leftarrow d_j\)
18: \(I_{ou} \leftarrow j\)
19: \(\text{else if } A_j \text{ is False and } d_j > d_{in} \text{ then}\)
20: \(d_{in} \leftarrow d_j\)
21: \(I_{in} \leftarrow j\)
22: \(\text{end if}\)
23: \(\text{end for}\)
24: \(\text{if } d_{in} < \delta_{in} \text{ then}\)
25: \(\text{Insert } (I_s, I_{in}) \text{ and } (I_{in}, I_e) \text{ into } I_f\)
26: \(\text{Insert } I_{in} \text{ into } I_f\)
27: \(\text{else if } d_{in} > \delta_{in} \text{ then}\)
28: \(\text{Insert } (I_s, I_{ou}) \text{ and } (I_{ou}, I_e) \text{ into } I_f\)
29: \(\text{Insert } I_{ou} \text{ into } I_f\)
30: \(\text{end if}\)
31: \(\text{end while}\)
32: \(\text{Sort } I_f \text{ in ascending order according to the index value.} \)
33: \(\text{Calculate } C'_i \text{ through } I_f \text{ and } C_i\)
34: \(\text{end}\)
the boundary set \( C' = \{ C'_1, ..., C'_l \} \) of the current description environment, in which concave polygons are not conducive to the rapid development of motion planning. Therefore, the processes of concave polygon discrimination and convex polygon segmentation are carried out, and the final environment description is represented in convex polygon form.

As shown in Fig. 8, we take an example of a boundary consisted of \( \{ p_1, p_2, ..., p_5 \} \) to briefly describe how to discriminate the concave polygon and how to segment the concave polygon into multiple convex polygons. For a polygon, if there is an internal angle whose value is more than 180 degrees, then the polygon is discriminated as a concave polygon. Let \( p_{i-1} \), \( p_i \) and \( p_{i+1} \) denote the three consecutive boundary points, in the real application, the current angle can be identified through judging whether \( p_{i+1} \) is on the left or right side of the directional line segment composed of \( p_{i-1} \) and \( p_i \), and the corresponding discriminant is expressed as

\[
d_v = (x_1 - x_3) \cdot (y_2 - y_3) - (y_1 - y_3) \cdot (x_2 - x_3), \tag{12}\n\]

where if \( d_v > 0 \), then the \( p_{i+1} \) is on the left side, shown as the \( p_4 \) in Fig. 7, and the corresponding internal angle composed of three points is greater than 180 degrees.

Based on the above, the obtained concave polygon is further segmented into multiple convex polygons. At first, for the concave polygon shown in Fig. 7, according to equation (12), the sunken position \( \{ p_2, p_3, p_4 \} \) could be obtained. Then, by extending the edge \( \overrightarrow{p_2 p_3} \) until it intersects with another edge \( \overrightarrow{p_4 p_5} \), the resulting intersection is denoted as \( p_I \), and two polygons \( \{ p_1, p_2, p_3, p_4, p_5 \} \) and \( \{ p_3, p_4, p_1 \} \) are obtained after one segmentation. Afterwards, we judge whether there are still sunken positions in the two polygons after segmentation. If not, the process of convex polygon segmentation is finished.

**IV. Experiments**

In order to evaluate the performance of the proposed approach, several experiments have been carried out in real environments. The experimental system consists of an ackermann steering ground vehicle and a 3D LiDAR sensor, as shown in Fig 9(a). In addition, the corresponding experimental environment is shown in Fig 9(b), which is a typical park environment including the ground road scene, the underground garage scene and the uphill and downhill scenes. The proposed approach is programmed by C/C++, using a computer with hardware and software specifications listed in Table I.

| Hardware and Software Specification | Value |
|------------------------------------|-------|
| Vehicle platform                   | YUHESEN FR-09 |
| LiDAR Sensor                      | Pandar40P |
| Processor                          | Intel Core i7-10700K @3.8GHz |
| RAM                                | 16GB |
| Operating system                   | Ubuntu 18.04 |
| ROS                                | moletic |

Accordingly, the experimental evaluation part can be divided into qualitative evaluation and quantitative evaluation. For the
former, we describe the utility of the proposed approach, and show the obstacle detection ability of the proposed approach in several typical application scenarios; For the latter, we will quantitatively evaluate the performance of the proposed approach in terms of the simplification of obstacle representation. Specially, in practical applications, the representation method of obstacles is important for message transmission and motion planning. Compared with traditional occupancy grid map-based obstacle representation methods, the proposed approach makes use of the smaller amount of boundary points to represent the local static environments.

Fig. 11. The transformation process from the occupancy grid map to final convex polygons. The black pixels in (a) represent the static obstacle information, and the corresponding boundary information are denoted by the red polylines. (b) and (c) show the results after the process double threshold-based boundary simplification and convex polygon segmentation, respectively.

from the occupied grid map to final convex polygons, which also goes through boundary extraction and simplification. Without loss of generality, we take the local environment where the vehicle is going uphill (Fig. 9(e)) as an example, the occupancy grid map and the final convex polygons are shown in Fig. 10. At the same time, Fig. 11 describe the detailed process of convex polygon generation.

As shown in Fig. 11, compared with the traditional method of using occupancy grid map (Fig. 11(a)) to represent obstacle information, the cost of environment description can be greatly reduced by using convex polygons (Fig. 11(c)) to describe the local environment. At the same time, it overcomes the planning challenges brought by concave polygons (Fig. 11(b)).

On the above basis, the vectorization representation results of several typical scenes are shown in Fig. 12, and the purple convex polygons represent the local static environment information, while detailed static obstacle information is displayed through the occupancy grid map.

Fig. 12. The vectorization representation results of local static environments. (a) In the uphill scene; (b) In the downhill scene.

A. The utility of vectorization representation

At first, the transformation process of local environment representation is described, that is, the transformation process

Fig. 13. The driverless project in the park. (a) Unmanned ground vehicles applied in the project; (b) The vehicle during normal operation.
B. Qualitative experimental results

In fact, the proposed approach of local static environment perception is applied in our driverless project in the park, which is good at general obstacle detection, like the fallen traffic cone, the bizarre truck and other difficult object detection tasks for learning-based methods. In this section, the qualitative experimental results on typical scenes are given to verify the utility of the proposed approach in terms of the effectiveness and robustness of general obstacle detection. As shown in Fig. 13, the proposed general obstacle detection approach has been applied in the project of park unmanned vehicles under normal operation.

During the daily operation of unmanned ground vehicles in the park, several typical cases (Fig. 14) have been collected to show the effectiveness of the proposed general obstacle detection approach. Compared with the learning-based obstacle detection methods, the proposed approach could avoid introducing the white list of static obstacles and complete the detection of general obstacles, even if the detected obstacles has never been seen before. Accordingly, the following will briefly introduce the typical cases.

In Fig. 14 (a), the left figure shows the point cloud around
the unmanned vehicle. On the right side of the vehicle, two traffic cones were placed, and one fell down. In addition, the local content of the corresponding point cloud is magnified, which are marked by the black rectangle in Fig. 14(a). For the learning-based method, the normally placed traffic cone can be recognized (show as the traffic cone icon in the right figure in Fig. 14(a)), while the fallen traffic cone cannot be detected. However, for the proposed approach, both two traffic cones could be detected, which are marked by the convex polygons in the right figure.

Then, the detection of the general obstacle for the waste box in the roadside is shown in Fig. 14(b). And the detailed point cloud and the occupancy grid map are shown in the left figure and the center figure, respectively. After the process of vectorization representation, the waste box could be represented as the convex hull in the right figure.

For the learning-based method, the single bicycle could be easily detected. Unfortunately, when multiple bicycles gathered together, it is difficult to detect every bicycle. Under the above circumstances, it is dangerous for the vehicle, because it is very likely to miss the detection of some bicycles and cause a vehicle accident. For our proposed approach, it is not necessary to detect every bicycle, but only to detect some areas are not accessible for the vehicle, which are marked by the multiple convex polygons, and the detailed information is shown in Fig. 14(c).

While compared with the detection of the car, the detection of the truck is more challenging, since the shape and size of different trucks vary greatly. Fig. 14(d) show the detection results of the proposed approach, and the detailed point cloud of large and small trucks are magnified in the left figure. In the center figure, the corresponding area occupied by trucks are marked by the red rectangle, and the final detection results are shown in the right figure.

Therefore, through the above four typical cases, the effectiveness of the proposed approach of general static obstacle detection is verified. In particularly, when there are strange static obstacles that have not been seen before around the autonomous vehicle, which are difficult for learning-based methods to be recognized and detected. However, the proposed approach could solve the above difficulties.

C. Comparative quantitative evaluation

In addition, in order to show superior performance of the proposed approach, we have also carried out comparative analysis experiments through the vehicle platform (Fig. 9(a)), and the corresponding environment and point cloud map are shown in Fig. 9(b)-(e) and Fig. 15, respectively. In Fig. 15, the red, green and blue lines represent three trajectories of the vehicle, respectively, which are used for dataset collection (Dataset-1, Dataset-2, Dataset-3).

Through making use of multiple convex polygons to represent the local static environment, fewer points are required and less information is achieved for environmental representation compared with traditional methods based on the grid map, which is meaningful and improve the efficiency of information transmission and motion planning. Therefore the comparative analysis experiments are carried out, specially, for each test dataset, the number of occupancy grids in the local grid map, the number of vertices after boundary extraction and the number of polygon vertices after vectorization representation are counted, respectively. Note that the effective characterization information of the grid map are represented by multiple occupancy grids, since the number of occupancy grids are fewer than the free/unknown grids. The experimental results are shown in Fig. 16, and the three subfigures from left to right correspond to three datasets in turn, while the red, green and blue curves represent the the number of occupancy grids, boundary vertices and polygon vertices as the vehicle moves on, respectively.

Through the above comparative experimental results in terms of the number of grids or vertices, it is seen that the proposed approach does not need to retain every occupancy grid in the local map, and the corresponding number decreases 60.80%, 58.06% and 71.37%, respectively. At the same time, compared with the number of vertices obtained by boundary extraction, although more polygons (Fig. 17) are used to represent the local environment (single concave polygon will be segmented into multiple convex polygons), there are fewer polygon vertices for the proposed approach. This is mainly due to the effectiveness of the applied double-threshold boundary simplification.

On the other hand, running time as an important performance term is also analyzed. We have collected the running time information of the first 3000 frames for each dataset, and the running time performance is reflected in three aspects: local grid map maintenance, vectorization representation and overall processing time. The experimental statistical results are shown in Fig. 18, except for a few outliers marked by the red diamond, the overall processing time of single frame is concentrated in 15ms, while the running times for the local grid map maintenance and the vectorization representation are stable within 10ms and 5ms, respectively. Therefore the performance of running time shows that the proposed approach can be used for real-time local static environment perception.
V. CONCLUSION AND FUTURE WORK

In this work, a novel and compact vectorization representation approach of local static environments has been proposed for unmanned ground vehicles equipped with the 3D LiDAR sensor. At first, the vehicle pose and the obstacle point cloud are obtained via pose estimation and ground segmentation, respectively. Then, grid map generation is carried to obtain the final grid map information for local static environments. Finally, several convex polygons are used to represent the local static environment through the vectorization representation.

Our proposed approach is currently being applied in our driverless project in the park, and the typical scenarios verify the effectiveness and robustness of general obstacle detection. Furthermore, the quantitative evaluation shows the superior performance on the effective representation for the local static environments compared with the traditional grid map-based methods, which is based on less information. And the performance of running time shows that the proposed approach can be used for real-time local static environment perception.

In the future work, we will propose a unified obstacle detection framework for autonomous vehicles, which will combine with the deep learning-based approaches and the advantage of grid map on general obstacle detection.
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