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In the study of collective motion, it is common practice to collect movement information at the level of the group to infer the characteristics of the individual agents and their interactions. However, it is not clear whether one can always correctly infer individual characteristics from movement data of the collective. We investigate this question in the context of a composite crowd with two groups of agents, each with its own desired direction of motion. A simple observer attempts to classify an agent into its group based on its movement information. However, collective effects such as collisions, entainment of agents, formation of lanes and clusters, etc. render the classification problem non-trivial, and lead to misclassifications. Based on our understanding of these effects, we propose a new observer algorithm that infers, based only on observed movement information, how the local neighborhood aids or hinders agent movement. Unlike a traditional supervised learning approach, this algorithm is based on physical insights and scaling arguments, and does not rely on training-data. This new observer improves classification performance and is able to differentiate agents belonging to different groups even when their motion is identical. Data-agnostic approaches like this have relevance to a large class of real-world problems where clean, labeled data is difficult to obtain, and is a step towards hybrid approaches that integrate both data and domain knowledge.

With the advent of sophisticated imaging techniques and machine learning algorithms, many experimental studies in the field of complex systems and complex flows turn to computer vision to investigate the underlying dynamics of the individuals (agents). Examples include the study of the motion of an intruder and the flow of grains in granular flows [1], hydrodynamics of droplet interactions in a microchannel [2], dynamics of traffic flows [3] and crowds [4], and schooling and swarming behavior of organisms such as fish [5]. In most of these examples, a camera can be setup for imaging: high-speed if the time scales of the processes are milliseconds or smaller, under a microscope if the length scales involved are of the order of microns or even use a stereo-pair of images to resolve 3D structures [6]. The agents that make up the complex system are tracked and their velocities are computed from the measurements. The motion of these agents is a result of both self-propulsion (or due to external driving) and interactions between the agents. General interest is to infer the characteristics of the agents and the underlying interactions from the observations made of the collective [7][11].

However, the fundamental question of whether it is even possible to accurately infer the ‘true’ properties of individuals from measurements, still needs to be resolved. Depending on the context of the problem, inaccuracy in identification could prove to be detrimental. For instance, consider the case of dense pedestrian crowds—e.g. in a pilgrimage site or a crowded crosswalk—where individuals may be forced in the direction of their neighbors even when they are unwilling or unable to move in that direction. Can an observer (i.e. a combination of sensors, computer vision, estimator, etc.) that is continuously collecting and processing information of the movement of people in a crowd, predict the onset of a stampede (local or global)? In this article, we explore this question and investigate how the collective dynamics of the crowd affects an observer’s ability to infer the underlying behavior of the agents, from measurements at the level of a collective.

A crowd consisting of different groups of agents is called a composite crowd. Our objective is to classify the agents as belonging to one group or another based on the information of their movement. In the context of dense-crowds in pilgrimage sites discussed previously, agents could essentially belong to two categories: Group 1 where agents move in their desired direction and Group 2 which consists of agents that either want to change their direction or speed, or simply stop moving. As the agents are differentiated solely based on the speed (or velocity) of desired motion, one can use a simpler and more-widely studied conceptualization of a composite crowd to study this problem [12][20]; where the two groups of agents desire to move in opposite directions with the same speed.

A composite crowd of oppositely moving agents exhibit spontaneous laning phenomena where agents of the same type occupy a common lane oriented in the desired direction for movement. Once lanes are formed, agents can move freely, as they do not encounter those of the oppositely moving type. This feature is observed in a number of systems that include pedestrian movement in a crossing or a foot-bridge—where people rapidly and spontaneously group with others who are going the same direction [21][22], and oppositely charged colloids or driven complex plasmas—where laned arrangements are formed under externally imposed force fields [23][24]. From the perspective of classifying agents, it may be easier to do so when agents occupy distinct lanes. However, it takes
time for lanes to be formed and when crowd densities are high, lane formation is not guaranteed, during which it is unclear if agents can be classified accurately. In some model systems where agents are polar and experience a torque that makes them turn in order to avoid collisions, they can exhibit a phase transition to a state where lanes are never formed called, the critically mingled state [17]. Or oppositely moving agents experiencing high thermal fluctuations (or Brownian activity to mimic panic in pedestrian crowds), lead to the formation of a jammed state resulting in dynamic freezing due to heating [25].

The classification problem becomes particularly challenging when clean, labeled data is not readily available— as is often the case for problems in real-world crowd dynamics. In these situations, we cannot rely on the traditional supervised learning techniques [26] for classification. A physics-informed approach, based on phenomenological understanding of the crowd dynamics, is appealing in this context. By incorporating insights about the dynamics, such an approach can reduce the dependence on labeled data.

In this article, we use the bi-disperse crowd with two groups of agent, each with its own desired direction of motion. We investigate how well can an observer—collecting information of the how the agents move—classify agents according to their desired direction. It is reasonable to expect that information that aids the classification of a particular agent is encoded in the motion of that agent itself. Therefore, we first examine the performance of a simple observer that takes into account only the dynamics of a focal agent. However, since the dynamics of an agent is also driven by collective effects arising from interactions with other agents, this approach often produces misclassifications. To address this, we build an improved observer that explicitly accounts for collective effects on the movement of an individual. By using a neighborhood parameter to quantify the influence of neighboring agents, the new observer can decouple an agent’s intrinsic motion from the motion caused by interactions with other agents. We conclude by discussing the limitations of the approach and discussing our outlook about applying such approaches to real crowds.

RESULTS

A simple model of crowd dynamics

We use a simple model of bi-disperse crowds (i.e. consisting of two distinct groups of agents), similar to the models previously used in literature [19] [25]. Agents are arranged in a 2D periodic domain, with a packing density $\rho$. Each agent has a desired direction of movement, which is same for all agents in the group but different between the groups (which we call Group 1 and Group 2). Group 1 agents have a desired velocity along the positive $x$-direction and Group 2 agents in the negative $x$-direction. An agent is driven by two forces: a restitution force, denoting the intrinsic effort by the agent to move in the desired direction, and an inter-agent force, denoting the interactions between agents. The forces are designed such that the agents cannot overlap. For mathematical details of the model, see appendixA. We study how the model dynamics change with respect to two key aspects of the crowd: the relative sizes of the two groups, quantified by a number-ratio $N_r$ (the fraction of agents in the minority group), and the effort by the agents to move in their desired directions, quantified by the intrinsic velocity $s_0$.

In the absence of any obstacles or collisions, an agent approaches its steady-state velocity $v_0, i$ with a timescale $\tau$. However, when there are other agents present, the inter-agent interactions affect the movement in interesting ways. An agent can be blocked or pushed around by other agents in its path, which can result in diverse dynamics depending on the model parameters.

When the packing density $\rho$ is not too high (agents can freely move past each other), lateral migration due to interactions with other agents causes agents of the same group to find each other passively and form clusters (Figure 1a, top panel). The cluster of agents moves together as a unit, and collisions with the opposite group appear only at its boundary. For these reasons, clustered state is an absorbing state: i.e., once a cluster is formed, it does not break easily, but new agents can join the cluster. Clustering improves mobility of the agents, as the cluster as a whole is able to better force its way through opposing agents.

When $N_r$ is close to $\frac{1}{2}$ (symmetric or nearly symmetric regime), clustering can eventually lead to formation of system-spanning lanes (Figure 1b, middle panel). Since each lane consists only of one group of agents, mobility is maximum (agent speeds are close to $s_0$) in the laned state.

When $\rho$ is high and the intrinsic velocity $s_0$ is relatively small, the crowd can enter a jammed state, where agents meet head-on and do not have enough space to move past each other (Figure 1a, bottom panel). For the symmetric case ($N_r = \frac{1}{2}$), this causes the entire assembly to freeze. For asymmetric cases ($N_r < \frac{1}{2}$), due to an imbalance in the net force, the jammed assembly of agents slowly drifts in the direction dictated by the majority group. (See Movie S1, appendixF for an animated visualization of these cases.)

Observing agents with a simple observer model

The goal of the observer is to observe the dynamics of the system (velocities and positions of the agents), and make inferences about the agent properties—in our case, their respective group memberships (Figure 1b)). In other words, the observer has to infer the desired directions of motion for the agents, based on the observed motion of the collective. We start with a simple observer
algorithm that classifies agents only based on its own movement information. Specifically, the observer uses the average velocity of the agent (over a window of length $w$) to classify the agent. An agent $i$ is classified to be Group 1 if the average velocity $v^w_i$ is positive, and Group 2 if $v^w_i$ is negative. Figure 1(c) for a visual representation of the algorithm, and see appendix A for details.

For a given window, the number of misclassifications is identified by comparing the labels of the agents predicted by the observer to the ground-truth labels (the actual desired directions for the agents, which are unknown to the observer). For each set of values for the parameters $N_r$ and $s_0$ we compute the average number of misclassifications ($n_{m}$), averaged over multiple time windows and multiple independent realizations of the simulation.

This simple observer algorithm is the most straightforward way to classify agents. It assumes that the information necessary to classify an agent is fully contained in its own motion; and does not explicitly account for its interactions with the surroundings. The simple observer
will serve as a baseline to study the effect of emergent collective dynamics on classification, before we develop improved classification models.

Clustering facilitates movement and helps classification

In the context of stampede prevention, a typical $N_r$ of interest would be $O\left(\frac{1}{2}\right)$, while in the context of pedestrian traffic in counter flows, it would be $O\left(\frac{1}{4}\right)$. Hence, to understand how the relative population sizes of the two groups in the composite crowd affect the group-dynamics—and consequently the ability of an observer to classify—we explore the entire range of $N_r$ in our study and compute the average number of misclassifications $n_m$.

We identify three regimes in the range $N_r \in \left[\frac{1}{N}, \frac{1}{2}\right]$. When $N_r \ll \frac{1}{2}$, we find that the agents in the minority are well separated in space. We call this the dilute regime, where the agents in the smaller group do not form any clusters as they move and remain isolated from other agents of the same group. In this regime, at high enough crowd densities, the agents in the majority exert a force high enough to entrain (carry) those in the minority. The isolated agents in turn serve as obstacles to the flow of those in the majority resulting in fore-aft asymmetric local packing around the agent. When $N_r$ is increased, agents in the minority start to form small clusters as time progresses. When $N_r$ is close to or equal to $\frac{1}{2}$, we observe the formation of lanes, which increases the overall mobility (see Figure 1(a)).

We compute the number of misclassifications $n_m$ as a function of $N_r$, as shown in Figure 2(a). We plot $n_m$ corresponding to the larger and the smaller groups separately. The trends observed are qualitatively the same across different $s_0$ and $\rho$ (Figure 3). In the dilute regime ($N_r \ll \frac{1}{2}$), the minority agents are isolated in a matrix of majority agents. Hence, nearly all of them will be pushed by the majority flow, and will end up being misclassified: as more minority agents are added, all of them will be misclassified, or in other words, $n_m$ increases linearly with $N_r$. In the intermediate regime, $n_m$ reaches a maximum point for the smaller group and then begins to decrease as $N_r \simeq \frac{1}{2}$. For the larger group, $n_m$ shows a monotonic increase with $N_r$. It is interesting to observe the reduction of $n_m$ with $N_r$ close to the symmetric regime. When the number of agents in the minority group increase beyond a critical fraction, they begin to form clusters, as described earlier. Clusters begin to move through the crowd faster than when the agents were isolated—movement velocity of the cluster increases with cluster size. Once the movement commences, it reduces the probability of agents within the cluster to get misclassified.

The degree of clustering in the system can be quantified by computing the number of independent clusters $c_{in}$, for the agents in the minority group, as a function of $N_r$ (Figure 5(b))—as the minority agents become more and more clustered, $c_{in}$ decreases. Note that i) agents were placed randomly in the crowd in our simulations, ii) if two agents of the same group are first Voronoi neighbors of each other, then they belong to the same cluster, iii) the periodic boundary has to be taken into account while identifying the number of clusters ($c_{in}$), and iv) an isolated agent is counted as its own cluster. We observe that $c_{in}$ depends on $N_r$ in a manner similar to $n_m$ (compare panels (a) and (b) of Figure 2).

In the dilute regime, agents are isolated and each agent will belong to an independent cluster. As $N_r$ increases, we observe the agents to form small local clusters which flattens the $c_{in}$ curve. At even higher $N_r$, corresponding to the symmetric regime, system-spanning clusters are observed which result in the reduction of $c_{in}$. As the simulation proceeds, the number of clusters in the system would decrease due to passive cluster formation. However, we observe that the qualitative dependence on $N_r$ is still preserved. Hence, it is clear that the trend in the number of misclassifications observed as a function of the number-ratio of agents in the minority group ($n_m$ vs $N_r$) is simply due to the propensity of agents to form clusters in the crowd.

Higher intrinsic speed may worsen classification: a faster-is-slower effect

Another important parameter to consider is $s_0$, the intrinsic speed with which an agent propels in its desired direction. From an effort-viewpoint, one would expect the agents that try harder (large values of $s_0$) to move in their desired direction more easily. On the other hand, $s_0$ is also a measure of the difference in velocities (in the principle direction of motion) between the two groups of agents in the composite crowd. Hence, from a separation-viewpoint, one could expect higher rates of separation between agents belonging to different groups, for larger difference in property: for greater values of $s_0$, agents can travel larger distances in a given amount of time.

We compute the number of misclassifications $n_m$ as a function of $s_0$ for the asymmetric and symmetric cases, as shown in Figure 2(c). We observe that classification becomes easier as $s_0$ increases for the agents in the minority, as expected. The trend is similar across a range of $N_r$ and $\rho$ (Figure S2). However, for $N_r \neq \frac{1}{2}$, we find a non-monotonic dependence of $n_m$ on $s_0$ for the agents in the majority. This suggests that even though the agents are trying harder to move in their desired directions, they are unable to. Upon further increase in $s_0$, the decreasing trend begins to appear. Similar trends have been observed in other problems in the pedestrian dynamics and complex-flows communities and is commonly known as the faster-is-slower (FIS) effect. One of the first examples of this phenomenon is the case where a group of pedestrians exit a chamber through a narrow passage [27]. When agents try to exit faster, they tend to clog more often which results in intermittent flows.
and increased exit-times \cite{28}. While correlations can be drawn between the observed FIS effect with some flow-features in the crowd, the microscopic mechanisms leading to these features are not always clear \cite{29}.

To understand the microscopic origins of the FIS effect in our system, we investigate the motion of agents within the crowd. When \( s_0 \) is very small, the agents in the minority are trapped in a matrix of agents of the majority. This results in a frozen assembly that drifts in the desired direction of the majority, with a drift speed \( s_d \). For a completely frozen assembly with no relative motion between agents, the expected velocity of the mixture of agents is simply the average of the individual \( v_{0,i} \) over the whole crowd, which equals \( s_0(1 - 2N_r) \). The drift velocity \( s_d \) closely matches mixture velocity for small \( N_r \) (Figure 2(d)). When \( N_r \approx \frac{1}{2} \), the system size spanning clusters that are present lead to local re-arrangement of agents in the assembly that results in slight deviation in \( s_d \) at \( N_r \approx \frac{1}{2} \) in Figure 2(d).

Agents get trapped when the force that drives them in the direction they desire to move is smaller than the sum of all the forces due to the neighboring agents (in the \( x \) direction), i.e., \( \frac{m}{\tau}(v_i \cdot e_x - s_0) < \sum_{ij \neq i} F_{ij}(d_{ij}; \gamma) \cdot e_x \). When \( s_0 \) increases, agents in the minority (which were trapped so far) begin to break free and move through the crowd (Movie S2, appendix F). In other words, the crowd transitions from a jammed state to a mobile state. This disturbs the movement of the agents in the majority—which were more ‘fluid’ when the agents in the minority were trapped—giving rise to local jamming and subsequently, increased misclassification. This transition from the jammed state to the mobile state is the reason why \( n_{m} \), corresponding to the group in majority increases with \( s_0 \)—the observed FIS effect.

Correcting a misclassification

The simple observer algorithm classifies agents based on their net velocity measured over a time window \( w \). For instance, when the observed velocity \( v^w_x \) of a Group 2 agent is positive, it will be classified as Group 1 incorrectly by the observer. Thus, correcting a misclassification would require the observer to classify the agent as
FIG. 3. Defining and quantifying the neighborhood parameter which depends on the states of the nearby neighboring agents. (a) The velocity $v_i$ of an agent can be decomposed into two components: $v_{0,i}$, the intrinsic velocity of the agent, and $\phi_i$, the influence of neighbors. As seen, $v_{0,i}$ and $v_i$ may have different directions. (b) The neighborhood parameter $\hat{\phi}_i$ is an estimate of $\phi_i$, using velocities of neighbors. $\hat{\phi}_i$ for an agent $i$ (deep blue) is determined by the velocities of its neighbors (pale blue and red). The contribution of neighbor $j$ is $\tilde{v}_j$, the component of the velocity vector $v_j$ towards $i$. $\hat{\phi}_i$ is a weighted sum of $\tilde{v}_j$'s, weighted by a function of the distance between $j$ and $i$.

An agent’s neighborhood encodes information about its intrinsic direction

In the absence of interactions, an agent moves in its desired direction of motion with velocity $s_0$, and classification is a trivial task. However, in the previous sections, we observed that inter-agent dynamics affect the dynamics in interesting ways, making agent classification a harder problem. An agent’s movement is influenced by both its own intrinsic motion, as well as interaction-effects from its neighbors which can aid or hinder the motion. For improved classification performance, an observer needs to decouple the component of an agent’s motion due to its intrinsic drive and the component of motion caused by these interaction effects.

In the current formulation of the classifier, the observer uses $v_i$ as a proxy for the agent’s desired velocity, $v_{0,i}$. However, in reality, the observed $v_i$ is a combination of the agent’s effort to move in $v_{0,i}$ and the support or resistance offered by the neighborhood $\Phi_i$.

\[ v_i = v_{0,i} \cdot e_x + \phi_i \cdot e_x \]  

See Figure 3(a) for an illustration. With this definition (Equation 1), the new classification criterion becomes,

\[ v_{0,i} \cdot e_x = v_i - \phi_i > 0: \text{ group 1} \]  
\[ v_{0,i} \cdot e_x = v_i - \phi_i < 0: \text{ group 2} \]

where $\phi_i = \Phi_i \cdot e_x$. In other words,

\[ v_i > \phi_i: \text{ group 1} \]  
\[ v_i < \phi_i: \text{ group 2} \]

We now discuss an approach to estimate $\Phi_i$. As mentioned before, we use information from the local neighborhood to compute a neighborhood parameter $\hat{\Phi}_i$, which will serve as a surrogate for $\Phi_i$. To define $\hat{\Phi}_i$, we make the following observations and assumptions: i) an agent’s motion is influenced predominantly by its immediate neighbors, ii) a neighbor can either aid or oppose the intrinsic movement of the agent, iii) the influence of a neighbor on an agent is dependent on the distance between them, and iv) the relative velocity of the neighbors, i.e. how fast the neighbor is approaching the position of the agent, can give an indication of the level of influence the neighbor has.
Based on this, we define $\hat{\phi}$, as a weighted sum of neighbor velocities, weighted by a function of the distance to the neighbor. The sum is scaled by a coefficient $\mu$, which needs to be chosen appropriately to maximize classification performance. Appendix A provides details on the computation of $\hat{\phi}$; see Figure 3(b) for a simplified illustration. One could use a data-driven approach to estimate $\mu$, by fitting a classifier model to labeled data. Since labeled data could be difficult to obtain in a general real-world setting, a phenomenological approach to the problem becomes relevant. By enforcing that $v_i$ and $\mu \phi_i$ needs to be of the same scale, we estimate $\mu$ from the parameters of the model using a scaling analysis (see appendix A).

Recall that our classification criterion was $v_i \leq \phi_i$. In terms of the surrogate, this becomes $v_i \leq \phi_i$, of $v_i \leq \mu \phi_i$, where $\phi_i = \mu \varphi_i$ and $\varphi_i = \varphi_1 \cdot e_i$. When $\mu = 0$, this reduces to the simple, agent-only observer algorithm. From a classification viewpoint, we have two features $v_i$ and $\varphi_i$, and the linear separator that divides the space into the binary classes (group 1 and 2), is $v_i = \mu \phi_i$.

It is important to note that the neighborhood parameter is independent of the details of the simulation model. We use relative velocities of the neighbors as a proxy for inter-agent interactions; in other words, the neighborhood parameter only depends on the overall phenomenology of the crowd, and not on specific modeling assumptions.

Observing agents with the neighborhood-based observer

In what follows, we refer to the simple observer algorithm the agent-only observer, and the new algorithm as the neighborhood observer. In addition to computing the movement characteristics of just the agent $v_i$, the neighborhood observer calculates $\varphi_i$, which is a characteristic of its neighborhood. As before, we use the time-window-averaged versions of these quantities, denoted $v_i^w$ and $\phi_i^w$, respectively. The parameter $\mu$ is calculated based on the knowledge of the global properties of the system—$\rho$ and $N_v$.

Figure 3(a) illustrates how the neighborhood observer works. The plot shows the time-series of the (window-averaged) agent velocity $v_i^w$ for a Group 1 agent. When it encounters Group 2 agents in its path, it may get pushed, causing $v_i^w$ to dip below 0. The agent-only observer would then classify the agent—incorrectly—as Group 2: see blue shaded regions in the plot. However, the classification threshold for the neighborhood observer is $\phi_i^w$ (blue dashed line in the plot), incorporates information about the neighborhood of the agent, and can vary according to how much the agent is being pushed. Hence, the neighborhood observer is able to correctly classify the agent as Group 1 even when $v_i^w < 0$, i.e. the agent is moving in the negative x-direction. On the other hand, if the neighborhood observer over-estimates $\phi_i^w$, we may misclassify agents even when the agent-only observer correctly classifies them. The bottom plot shows an example for a Group 1 agent moving in a well-laned configuration. Since all neighbors are moving with high velocity, the neighborhood observer occasionally over-estimates $\phi_i^w$ in the red shaded region and misclassifies the agent as Group 2; even though it is moving in the positive x-direction.

The stacked bar graphs in Figure 4(b) summarize the relative performances of the two observers. For asymmetric crowds ($N_v < 1/2$), the neighborhood observer performs better than the agent-only observer in terms of the total number of misclassifications: it does so by significantly improving the performance on the minority group, at the cost of a slight performance hit for the majority group. For symmetric crowds, the neighborhood observer performs slightly worse than the agent-only observer. To understand the reason behind this trend, we explore the mechanism of the neighborhood observer though a geometric lens.

Geometry of the neighborhood classifier

The neighborhood observer can alternatively be viewed as a linear classifier in the $\varphi_i - v_i$ plane, with zero intercept and slope $1/\mu$ (see Equation A16). We now take a closer look at the geometry of the classification algorithm of the two observers. Consider the joint distribution of $v_i^w$ versus $\phi_i^w$. The agent-only observer does not take $\phi_i^w$ into consideration, hence its decision boundary corresponds to the vertical line through the origin. On the other hand, the decision boundary of the neighborhood observer is a line through the origin with slope $1/\mu$. The wedge-shaped regions in the first and third quadrants, marked A and B in Figure 4(c), are the regions where the predictions are different between the two observers. The relative performance of the neighborhood observer over the agent-only observer can be understood by taking a closer look at these regions.

Recall that in our simulations, the minority group is always Group 2, which desires to move in the negative x-direction. A Group 2 agent in Region A (and a Group 1 agent in Region B) will be incorrectly classified by the agent-only observer, but correctly classified by the neighborhood observer. On the other hand, a Group 1 agent in Region A (and a Group 2 agent in Region B) will be correctly classified by the agent-only observer but incorrectly classified by the neighborhood observer. In other words, the neighborhood observer improves the classification accuracy of Group 2 agents in Region A, at the cost of Group 1 agents. A similar statement can be made about Region B. The relative classification performances of the observers can now be understood in terms of the relative concentrations of agents in these regions.

We now discuss the effect of different model parameters on the classification performance of the neighborhood observer.
For asymmetric crowds \((N_r < \frac{1}{2})\), the neighborhood observer outperforms the agent-only observer by making a considerable improvement in classifying the minority group agents while performing slightly worse on the majority group (Figure 4(b)). In the asymmetric regime, agents from the minority group (Group 2) are more prone to get pushed by agents from the majority group (Group 1), causing the agent-only observer to misclassify them. However, the neighborhood of any agent will consist mostly of majority agents, causing \(\phi^w_i\) to be large. Hence, the neighborhood observer is able to correctly identify many of these agents. That is, even though these agents are being pushed in the positive \(x\)-direction, the neighborhood observer correctly classifies them as Group 2. However, this comes at a slight cost of classification performance for the majority group—since \(\phi^w_i\) is usually large, a slow-moving majority agent can have \(v^w_i < \phi^w_i\) and can get misclassified.

For symmetric crowds, no one group gets an advantage over the other in getting classified correctly.

When density \(\rho\) is small, the agents are sparsely distributed and have relatively more space to move around. This means a clear separation of the \(v_i - \phi_i\) distributions of Group 1 and Group 2 agents (Figure 5), resulting in almost no misclassifications for either observer. As density increases, there is less space for free movement and the agents are blocked more often: this causes a greater overlap in the distributions, making classification harder for both observers.

The intrinsic velocity \(s_0\) has an effect complementary to \(\rho\) in the classification performance. When \(s_0\) is low, the agents move almost like a frozen assembly, resulting in a high number of misclassifications for the agent-only observer. However, since \(\phi\) is also correspondingly low, there is a large overlap in the distributions of the two groups. Hence, the neighborhood observer cannot improve performance very much.

(See Figure 6 for a quantitative comparison between the performances of the two observers as a function of the parameters \(N_r, \rho\) and \(s_0\).)
**Modes of error for the neighborhood observer**

Figure[4](c) shows the key features of the neighborhood classifier in terms of the distributions of $v_i^w$ and $\dot{v}_i^w$. In the ideal case, the classification boundary should split the Group 1 and Group 2 agents (blue and red points in the figure respectively). However, this is not always the case, and errors can occur due to two main reasons.

Firstly, the classification boundary may ‘clip’ the distributions of Group 1 and Group 2 near high-velocity regions. For example, for symmetric or near-symmetric crowds, the neighborhood observer is found to clip a small portion of the regions corresponding to large $|v_i^w|$ (see Figure [5]). This usually happens when the agent is moving in a well-laned configuration (Movie S3, appendix [9]). As an assembly of agents interact to form lanes, they form heterogeneous regions with high and low densities. When agents are densely packed locally, they have a larger $\dot{v}_i$ than that predicted by the scaling which uses the length scale $\sqrt{\rho}$, resulting in inaccurate classifications. Note that the clipping effect is due to mis-estimation of the parameter $\mu$: an alternate classifier with a slightly rotated decision boundary can get rid of the problem. An alternate approach would be a non-linear classifier that takes into account the fact that agents with high horizontal velocities are highly likely to be moving on their own volition (and not pushed).

Secondly, in any region in the distribution where Group 1 and Group 2 overlap, the observer is bound to make some misclassifications. The size of this region depends on parameters $s_0$ and $\rho$, and contains instances of slow-moving agents: usually caught in a blockade. This is a fundamental limitation that may be difficult to overcome: in these overlap regions, there is no discernible difference between the groups in the velocities or neighborhood characteristics between the two groups. Even an optimal classifier trained from data (Figure [9]) is unable to significantly improve classification performance in this scenario.

**DISCUSSION**

In this article, we set out to understand how the classification process of an observer is connected to the microscopic details of the crowd dynamics. We begin with a simple observation/classification technique based on the measured velocity of agents (averaged over a small time window). We show how the relative population size of the groups can affect the way clusters are formed as agents move, which affect the propensity to get classified accurately. We find that a crowd can exhibit counter-intuitive dynamics, where agents get misclassified a lot more when they try harder to move past each other—similar to the so-called faster-is-slower (FIS) effect. As the intrinsic velocity increases, we find a transition between a frozen state—where minority agents are embedded in a matrix of the majority agents—to a mobile state—where the there is relative motion between agents. This transition to the mobile state causes obstructions to the movement of the majority agents, giving rise to the FIS effect mentioned above.

Going further, we developed an observer that classifies an agent based on information not just about itself, but also about its neighbors. Although simple in principle, this neighborhood observer does something quite non-trivial: it distinguishes between a Group 1 and a Group 2 agent even when they are moving in the same direction with identical velocities. The fact that the neighborhood observer takes into account the influence of the neighboring agents for classification helps it to ‘read the mind’ of the focal agent by distinguishing when it is moving on its own volition versus when it is being pushed.

Note that both the observers treat the time windows as independent: when making predictions for a given time window, the observers do not use information from previously observed windows. One could conceive an observer that uses historical information and updates beliefs with time, perhaps in a Bayesian fashion. We do not explore this approach; our goal is to explore techniques that work with minimal observations, and to understand how instantaneous and short-term dynamics in the system affects our ability to classify agents.

The 2D classifier that the neighborhood observer employs is not data-driven: the decision boundary is not obtained by a data fit, but is instead derived from scale considerations. This makes our approach applicable in scenarios where labeled data is not easy to obtain. This also makes our classifier readily interpretable, as it is well-grounded in the physics of the problem. The assumptions the classification algorithm makes about the details of the model are minimal. Specifically, the neighborhood parameter is computed based on neighbor velocities only, and is independent of specific modeling assumptions. It is not based on the specific nature and functional form of inter-agent interactions.

We now discuss some ways to improve the classification performance of the neighborhood observer. Firstly, if labeled data (i.e. data where the group memberships of agents are known) is readily available, we can fit a linear classifier to the data to get improved results (Figure [9]). When a classifier is fit in this manner, it will not be susceptible to unfulfilled assumptions in computing $\mu$, such as mismatch between local and global densities. Secondly, notice that an agent moving in its desired direction will move faster than when it is pushed in the opposite direction. If we can estimate the maximum velocity with which an agent can move when being pushed, this can be incorporated into a classification logic. The classifier will now be a hybrid algorithm, with hard velocity thresholds for which it will be classified into Group 1 or Group 2, and a region in between where a linear classifier akin to the neighborhood observer operates. This will get rid of the problem of clipping we observed above. The hard thresholds could be derived from data, making this a hybrid classifier.
An orthogonal approach is to build a purely data-driven classifier based on neural networks. One could build a neural-net classifier that takes as input the positions and velocities of the focal agent and its neighbors, and makes predictions. Given enough labelled data, such classifiers can learn high-quality, low-dimensional feature representations that can make effective predictions. To be effective, such neural network classifiers should be informed and constrained by the physics and inherent symmetries of the problem. In our case, it means that the neural network should respect the rotational and translational invariances of the system, and should be invariant to any permutation of the agent ordering. Constraints such as these should be built in to the neural network design. There is an emerging body of research in graph neural networks [30, 31] and physics-informed deep learning [32, 33] which can be explored in this regard. Building neural network classifiers for collective dynamics and studying their feature representations is an exciting research direction.

Classifying agents in a real crowd is a much harder problem to study in comparison to the model system we investigate in this article. We assume the composite crowd to be bi-disperse—consisting of two groups of agents and uniform—indistinguishable from each other. However, agents in a real crowd are seldom uniform and one does not really know the total number of distinct groups they fall under. Note here that in our study, we assumed that the observer knows the crowd to be bi-disperse. In fact, when the observer attempts to infer the rule that the agents follow, it never uncovers the same value for $v_{0,i}$. Almost always, the observer infers a different value for each agent in a certain group. Simply put, even a uniform group of agents are identified as non-uniform due to the differences in the conditions they experience as they move in the crowd. Hence, it will be even harder to identify agents in poly-disperse settings (real crowds) where the number of groups are not known apriori.

Therefore, it is worth reiterating that the goal of this study is to understand the ways in which the microscopic properties of a crowd affect the classification performance of an observer that is only privy to observables such as agent positions and velocities. We study this in the context of a model system, which is an idealised version of collective systems in the real world. For this reason, hunting for the best data-driven classifier to solve this specific problem may not be very useful; such a classifier will not be transferable to a real-world crowd as real-world crowds can be polydisperse and can involve many complex inter-actions not included in our model. Hence, our main goal was to understand how the microscopic properties and inter-agent interactions can affect classification. A clear understanding of this relationship is essential to solve similar problems in real-world crowds. Our phenomeno-logical approach to the classification problem is a first step towards hybrid techniques, where a data-driven approach is combined with domain-specific understanding of the crowd dynamics to build better observer models.
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Appendix A: Methods

Crowd model

Agents are modelled as apolar discs in a 2D-periodic domain. Their dynamics is governed by the following equations:

$$m \frac{dv_i}{dt} = \frac{m}{\tau} (v_{0,i} - v_i) + \sum_{\forall j \neq i} \mathbf{F}_{ij}$$  \hspace{1cm} (A1)

$$v_{0,i} = \begin{cases} +s_0 \mathbf{e}_x & i \in \text{Group 1} \\ -s_0 \mathbf{e}_x & i \in \text{Group 2} \end{cases}$$  \hspace{1cm} (A2)

$$\mathbf{F}_{ij} = \begin{cases} -\gamma (d_{ij} - 2R)^{-3} \mathbf{d}_{ij} & d_{ij} < l_{cr} \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (A3)

The intrinsic velocity $v_{0,i}$ has a magnitude $s_0$, and is directed along the positive or negative x-direction depending on the group of the individual (see Equation A2). The inter-individual force $\mathbf{F}_{ij}$ is a repulsive force, and decays as a power-law with distance. To prevent collisions, $\mathbf{F}_{ij}$ is chosen such that its magnitude blows up to infinity when the agent boundaries touch ($d_{ij} = 2R$). To avoid spurious interactions between far-off agents, $\mathbf{F}_{ij}$ is set to 0 beyond a cut-off radius (see Equation A3). $m$ is the mass of an individual agent, $\tau$ is the inertial time-scale of the system, and $\gamma$ determines the strength of the inter-agent interactions. $\mathbf{e}_x$ denotes the unit vector along x-direction. We define the packing density $\rho$ as the number of agents per unit area.

Simulations

Agents are placed randomly on a 2-D periodic domain, ensuring that there are no overlaps. Group identities of the agents are assigned randomly: for a given value of the number ratio ($N_r$), $N_r \cdot N$ randomly chosen agents are
assigned to Group 2 and the remaining agents to Group 1. We focus on the effect of three parameters, \( N_r, \rho \) and \( s_0 \), we vary these over the following ranges: \( \rho \in [0.22, 0.58], N_r \in [\frac{1}{4}, \frac{1}{2}], s_0 \in [0.1, 3] \). Due to the inherent symmetry between the groups, we can ignore \( N_r > \frac{1}{2} \) without loss of generality. As a result, Group 1 is always the majority group in our simulations.

The following parameters were fixed: \( m = 1, \tau = 0.2, \gamma = 0.2, R = 1, l_{cr} = 3 \). We focus on the effect of three parameters, \( \mu, \rho \) and \( s_0 \) where varied over the following sets.

\[
N_r \in \{1/42, 1/21, 2/21, 1/6, 3/14, 2/7, 1/3, 8/21, 19/42, 1/2 \}
\]
\[
s_0 \in \{3, 2, 1.5, 1, 0.75, 0.5, 0.25, 0.1 \}
\]
\[
\rho \in \{0.57706, 0.45792, 0.3722, 0.30847, 0.25981, 0.22182 \}
\]

The total number of agents in the simulations was 42. Since \( N_r < 1/2 \), Group 2 was always the minority group. Phenomena such as laning, clustering, etc. will depend upon the initial conditions of the simulations. Hence, we perform 100 simulations for each set of parameter values.

**Simple observer model (agent-only observer)**

A simple but effective approach for classification is to classify agents based on their observed direction of motion. For a better estimate that eliminates transient fluctuations, one may use the average velocity computed over a time-window. Therefore, our simple observer algorithm proceeds as follows. First, the observer computes the average velocity \( v_i^w \) of the agents, averaged over a time-window of length \( w \).

\[
v_i^w = \langle v_i, e_x \rangle_w \quad (A4)
\]

The observer classifies an agent based on the net direction of motion during this window, i.e. the sign of \( v_i^w \):

\[
v_i^w \geq 0 : \text{Group 1} \quad (A5)
\]
\[
v_i^w < 0 : \text{Group 2} \quad (A6)
\]

In a real-world scenario, an observer has to tackle the problem of sensor noise that corrupts the data. However, we make the simplifying assumption that the observer can observe the system perfectly without noise; the only unknown is the individual group identities of the agents, which the observer desires to infer.

In our analyses, we used a window-length \( w = 50 \). A shorter window corresponds to decision-making with fewer data points, while a larger window size may result in improved classification performance. The exact window length does not qualitatively affect the results, we verified this by repeating our analysis with several window sizes between 25 and 100.

**Neighborhood observer model**

We define a neighborhood parameter \( \hat{\phi}_i \) evaluated for each individual \( i \), using information from its first Voronoi neighbors \( N \) as follows:

\[
\hat{\phi}_i = \mu \sum_{\forall j \in N} f(r_{ij})[v_j, e_{ji}] e_{ji} \quad (A7)
\]

The parameter \( \hat{\phi}_i \) is a vector that contains the net effect of all the neighbors (in \( N \)) on the agent \( i \). Agents interact as they approach each other, hence the velocities are resolved along the direction vectors of the line joining the two agents’ center of masses \( e_{ji} \). In addition, a weighting \( f(r_{ij}) \), is used to capture the effect of distance from the focal agent \( i \): agents far away will have lesser impact on the motion of agent \( i \). The choice of \( f \) is somewhat arbitrary, as long as it is a monotonically decreasing function that does not decrease ‘too fast’. For the purpose of this article, we use a Gaussian kernel of the form \( e^{-(r_{ij}/\epsilon)^2} \) as the weighting function, where \( \epsilon = 3R \) is the length scale corresponding to the decay of \( f \) (see Appendix C and Figure 7 for an extended discussion on the choice of \( f \)). The choice of \( f \) and the neighborhood being chosen (Voronoi in our case) decide the local neighborhood being considered for an agent, the exact choices for these are not very crucial.

\( \mu \) is a scaling parameter which needs to be fixed appropriately. We can employ a data-based approach to estimate the optimal \( \mu \) that maximizes accuracy of classification using data from our simulations along with the knowledge of their actual group-identities as labels. As the availability of labeled data is not a given in real-crowd problems, we turn towards exploring the phenomenology (Equation 4) to derive a scaling for the parameter \( \mu \).

We can begin by employing an order-one scaling analysis on Equation 1. We express each of the variables \( x \) as a product of an order(1) variable denoted as \( \tilde{x} \) and an order of magnitude \( x_s \).

\[
v_s \tilde{v}_i^m = v_s \bar{v}_{0,i} e_x + \mu \varphi_s \tilde{v}_i \quad (A8)
\]
\[
\tilde{v}_i^m = \bar{v}_{0,i} e_x + \frac{\mu \varphi_s}{v_s} \tilde{v}_i \quad (A9)
\]

We choose a scale \( \varphi_s = \frac{v_s}{\mu} \), to make sure that Equation A9 is balanced and all the terms contribute to \( \tilde{v}_i^m \), as assumed initially when proposing Equation 1. Say, for instance, if \( \varphi_s \ll \frac{v_s}{\mu} \), then Equation A9 becomes similar to Equation A4 as in our original formulation.

We can now resort to scaling Equation A7 and use the
The average number of misclassifications $n_m$ was computed as an average over 100 simulations and 951 window positions (all positions of a window of length 50 over a time-series of length 1000). Therefore, the confidence intervals for $n_m$ are too small to be visible in the plots, and are ignored in Figures 2 and 4. We used a Wilcoxon signed-rank test to test if $n_m$ is significantly different between the agent-only observer and the neighborhood observer. Due the the very large number of samples, p-values for all tests were 0 up to machine precision.

Appendix B: Model parameters and classification performance

Figures 5 and 6 show the variation of classification performance over a wide range of parameters. The number of misclassifications by both observers is shown.

Figure 2(a) of main text shows the effect of $N_r$ on the number of misclassifications for a particular $\rho$ and $s_0$ ($s_0 = 0.75, \rho = 0.58$). As $s_0$ and $\rho$ are varied, the plots get scaled accordingly, but the essential qualitative features of the plots are not affected (Figure 5). The case is similar for misclassifications versus $s_0$ plots (Figure 6). Also, the qualitative features of the misclassification curves for the neighborhood observer are similar to that of the agent-only observer.

Appendix C: Choice of weighting function $f$

The choice of the weighting function $f$ in Section IV-A merits some discussion. Clearly, we need the weighting function to assign high weights to nearby neighbours and low weights to ones that are farther away, i.e. we need an $f$ such that $f(r)$ decreases monotonically with $r$, where $r$ is the distance from the focal agent.

Besides, our computation of the scaling factor is dependent on $f$:

$$\mu = \frac{1}{\sigma_s f_s} = \frac{1}{\sigma_s f(L_s)}$$

where $L_s$ is a length-scale, which we choose to be $\sqrt{\frac{l}{\rho}}$. However, this is an estimate based on the global density parameter: as discussed in Section IV-C, phenomena like lane formation can cause agents to have very different local densities in their neighbourhood, causing the effective length scale to be different from $\sqrt{\frac{l}{\rho}}$. Therefore, to prevent large errors in the estimation of $\mu$ in these cases, we need to ensure that $f$ is robust to mis-estimation of $L_s$, i.e. does not vary too fast in the vicinity of $L_s$. We chose $f(r) = e^{-r^2/\epsilon}$ with $\epsilon = 3$ for our analysis.

Figure 7 shows a comparison between two choices of $f$: $f_{\text{cubic}}(r) = \frac{1}{r^3}$ and $f_{\text{exp}}(r) = e^{-r^2/\epsilon}$. Over a range
of typical densities, there is a larger relative variation in $f_{\text{poly}}(L_s)$, which translates to a very large variation in $\mu$. Therefore, small mismatches between the local density around an agent and the global density can result in a large mis-estimation of $\mu$.

Appendix D: Effect of parameters on distributions

Figure 8 shows how the model parameters affect the $v_i - \phi_i$ distributions. See figure caption for details, and the main text for a discussion from the viewpoint of dynamics.

Appendix E: Learning $\mu$ from data

In the paper, we discussed an approach to compute $\mu$ from the global parameters of the system, $\rho$ and $N_r$, using phenomenological considerations. When labelled training data (i.e. crowd data where individuals are already marked as Group 1 or Group 2) is readily available, an alternate approach would be to fit a linear classification model to the data.

We explore this by fitting a linear SVM (support vector machine) with 0 intercept to the data. Assuming the training-algorithm converges well, this will give us the optimal linear classifier; optimal in the sense that it will be the best line that classifies agents on the $v_i^w - \phi_i^w$ plane. This classifier overcomes the problem of ‘clipping’ we observed, and outperforms the agent-only observer for all parameter values. Figure 9 shows how the decision boundary of the SVM avoids the clipping problem, and compares the performance of the three algorithms.

Appendix F: Supplementary videos

For supplementary videos, see: https://www.dannyraj.com/obsinf-supp-info
FIG. 5. Number of misclassifications versus $N_r$ for the agent-only observer (light colour, circle markers) and the neighbourhood observer (dark color, square markers) for the smaller (red lines, filled markers) and larger (blue lines, empty markers) groups, for various choices of $s_0$ and $\rho$. 
FIG. 6. Number of misclassifications versus $s_0$ for the two observers. Figure conventions are the same as Figure 5.

FIG. 7. Left panel: $f(L_s)$ against $\rho$ for $f := f_{\text{poly}}$ (blue) and $f := f_{\text{exp}}$ (red); where $L_s = 1/\sqrt{\rho}$. Left panel: $\mu$ against $\rho$, with $\mu$ computed using $f_{\text{poly}}$ (blue) and $f_{\text{exp}}$ (red). Notice the large variation when $\mu$ is computed using $f_{\text{poly}}$. 
FIG. 8. Joint distribution of $v_i^w$ and $\varphi_i^w$, and its dependence on parameters. (a) A typical distribution of agent velocity $v_i^w$ and neighbourhood parameter $\varphi_i^w$. $N_r = 1/2, \rho = 0.31, s_0 = 3$. The blue points correspond to agents actually belonging to Group 1, and red points correspond to agents belonging to Group 2. The black line is the classification boundary (of the neighbourhood observer) with slope $1/\mu$. (b) When $N_r$ decreases ($N_r = 1/6$), the distribution of the minority agents (red) shifts upwards, indicating an increase in $\varphi_i^w$ in the positive direction. The distribution of the majority agents (blue) shifts leftwards and upwards, indicating that fewer agents are being pushed. (c) When $\rho$ decreases ($\rho = 0.22$) the distributions of the two groups move farther apart. (d) When $s_0$ decreases ($s_0 = 0.1$), all agents are moving very slowly, which also results in low $\varphi_i^w$ values. There is a large overlap between the distributions of the two groups, making classification difficult.

FIG. 9. (a) Comparison between the decision boundaries of the neighbourhood observer and the trained SVM classifier. The black line is the decision boundary of the neighbourhood observer, which is a line through the origin with slope $1/\mu$. The grey line is the decision boundary found by training an SVM. Note how the black line clips the edges of the distributions while the grey line avoids this issue. (b) Comparison of the performances of the 3 classification algorithms: the agent-only observer, the neighbourhood observer (with analytically computed $\mu$) and the trained SVM classifier. The SVM classifier is as good as or better than the neighbourhood observer for asymmetric cases (data shown from $N = 14$. In the symmetric case, the SVM classifier obtains equal or better performance than the agent-only observer, while the neighbourhood observer performs slightly worse.