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ABSTRACT. An on-line chain partitioning algorithm receives the points of the poset from some externally determined list. Being presented with a new point the algorithm learns the comparability status of this new point to all previously presented ones. As each point is received, the algorithm assigns this new point to a chain in an irrevocable manner and this assignment is made without knowledge of future points. Kierstead presented an algorithm using \((5w - 1)/4\) chains to cover each poset of width \(w\). Felsner proved that width 2 posets can be partitioned on-line into 5 chains. We present an algorithm using 16 chains on posets of width 3. This result significantly narrows down the previous bound of 31. Moreover, we address the on-line chain partitioning problem for interval orders. Kierstead and Trotter presented an algorithm using \(3w - 2\) chains. We deal with an up-growing version of an on-line chain partition of interval orders, i.e. we restrict possible inputs by the rule that each new point is maximal at the moment of its arrival. We present an algorithm using \(2w - 1\) chains and show that there is no better one. These problems come from a need for better algorithms that can be applied to scheduling. Each on-line chain partitioning algorithm schedules tasks in a multiprocessor environment, and therefore can be applied in order to minimize number of processors.

STRESZCZENIE. Algorytm pokrycia łańcuchowego on-line otrzymuje na wejściu punkty zbioru częściowo uporządkowanego z zewnątrznie ustalonej listy. Podczas prezentowania nowego punktu algorytm poznaje porównywalności pomiędzy nowo zaprezentowanym a resztą punktów. Następnie algorytmem, bez wiedzy o przyszłych punktach, nieodwoływalnie przydziela nowo przybyły punkt do pewnego łańcucha. Kierstead przedstawił algorytm używający \((5w - 1)/4\) łańcuchów w pokryciu dowolnego porządku szerokości \(w\). Felsner z kolei dowiódł, że porządki szerokości 2 mogą być pokryte on-line 5 łańcuchami. W pracy przedstawiony jest algorytm używający 16 łańcuchów na porządkach szerokości 3. Wynik ten poprawia dotychczasowe górne ograniczenie równe 31. Następnie rozważamy pokrycie łańcuchowe porządków przedziałowych. Kierstead wraz z Trotterem przedstawił algorytm używający \(3w - 2\) łańcuchy. Skupiamy się tu na pokryciu on-line porządków przedziałowych w przypadku, gdy każdy nowo przybyły punkt jest maksymalny w chwili swojego pojawienia się. Przedstawiamy algorytm używający \(2w - 1\) łańcuchów i pokazujemy, że nie istnieje lepszy. Problemy te motywują swą czerpać z faktu, iż algorytmy pokrycia łańcuchowego on-line modelują kolejkowanie zadań w maszynach wieloprocesorowych. Tym samym uzyskiwane algorytmy mogą być wykorzystane w kolejkowaniu w celu minimalizowania liczby procesorów.
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CHAPTER 1

Introduction

1. Preview

We consider the on-line chain partitioning problem. This problem goes back to the late 1970s when James Schmerl formulated it in a slightly different setting. For our purposes we assume that an on-line chain partitioning algorithm receives on input a partially ordered set, point by point, in an on-line way. This means that the elements of the poset are taken one by one from some externally determined, but unknown to the algorithm, list. Being presented with a new element the algorithm learns its comparability status to all previously presented elements. Based on this knowledge the algorithm assigns the new element to a chain in an irrevocable manner. The performance of an on-line chain partitioning algorithm is measured by comparing the number of chains used with the number of chains needed by an optimal off-line algorithm which is always the width of the poset.

Another way to look at on-line problems is to treat them as two-person games. We call the players Algorithm and Spoiler. Algorithm represents an on-line algorithm and Spoiler represents an adaptive adversary who uncovers the external list, or simply creates it according to his “malicious” will. The game is played in rounds. During each round Spoiler introduces a new point $x$ to the poset and describes comparabilities between $x$ and all points from all previous rounds. Algorithm responds by assigning $x$ to a chain. The most important feature of on-line games is that Algorithm’s previous moves (decisions) restrict his present possibilities. The goal of Algorithm is to minimize the number of chains, while Spoiler tries to force Algorithm to use as many of them as possible.

Now we give a brief overview of the structure of this dissertation. More information are included at the beginning of each chapter.

In this chapter we present a practical motivation for several variants of the on-line chain partitioning problem. We briefly describe problem of scheduling tasks in a multiprocessor environment and its connection with posets. Next we introduce the basic concepts, notation and results on partial orders and interval orders.

In Chapter 2 we deal with on-line algorithms for partial orders. Kierstead [Kie81] presented an algorithm using $(5^w - 1)/4$ chains
on posets of width \( w \). On the other hand Endre Szemerédi [Kie86] proves that any algorithm has to use at least \( \binom{w+1}{2} \) chains. This is already a complicated result, and no progress has been made on this problem in general setting for the last 20 years. However in some special cases better bounds are known. Felsner [Fel97] showed an algorithm using 5 chains on posets of width 2. We present an algorithm using 16 chains on posets of width 3. This result narrows down the previous bound of 31.

In Chapter 3 we address the on-line chain partitioning problem for a special, but important, class of posets that can be represented on the real line by intervals. Kierstead and Trotter [KT81] presented an algorithm using \( 3w - 2 \) chains and showed that this is the best possible result. We deal with an up-growing version of an on-line chain partition of interval orders, i.e. we restrict possible inputs by assuming that each new point is maximal at the moment of its arrival. We present an algorithm using \( 2w - 1 \) chains and show that there is no better one.

2. Motivation

The main underlying motivation for on-line chain partitioning comes from scheduling tasks in a multiprocessor environment. We are looking for algorithms which schedule, in an effective way, the consecutive tasks incoming on-line. Some tasks need as an input the outputs from previous tasks. Thus the tasks have to be performed in the order that follows the require data flow. Figure 1.1 presents an example of such situation. Define the relation \(<\) between tasks, so that \( t_i < t_j \) if and only if \( t_j \) needs some data from the output of task \( t_i \). In manageable situations there are no dependencies that form cycles so that \(<\) is a partial order on the set of tasks. The poset arising from our example is presented on Figure 1.2. At the moment a new task appears, scheduler must immediately assign a processor which will execute this task. It is not known how long the execution of any single job will take and when the next task appears. Thus for each processor the set of tasks, scheduled to it, must form a chain. In other way we would lost optimality of the execution time. To
see this, note that tasks which form a chain in the dependency order have to be executed in this order. Thus a task $t_i$ can not start earlier than a total amount of time needed to execute any chain of tasks on which $t_i$ depends. In consequence the fastest solution is obtained when each processor computes jobs from a chain. In our example with tasks $t_1, t_2, t_3, t_4$, one of the possibilities for the scheduler is presented on Figure 1.3. The processor $p_2$ is inactive most of the time.

Scheduler could have worked better, e.g. as presented on Figure 1.4. Obviously the task $t_4$ has to wait for the data from $t_2$. However, the first solution forces $t_4$ to unnecessary wait for the processor $p_1$ to finish task $t_1$. The second solution avoids this unnecessary delay. Thus if jobs scheduled to a processor form a chain we do not waste time, reaching an optimal solution. Using order diagrams we present both solutions by Figure 1.5.

Obviously the number of processors needed to work out all jobs with dependency poset of width $w$ has to be at least $w$. However $w$ may not be achieved if the jobs are incoming on-line, one by one, and they have be assigned to some processors before the next job come in. For example consider dependencies between tasks, presented on Figure 1.6.a, at the moment task $t_3$ appears. Now, scheduler either
assigns $t_3$ to a third processor or, without loss of generality, to the already used $p_2$ (see Figure 1.6.a). Next, task $t_4$ depending only on $t_2$ appears. To avoid a delay caused by unnecessary waiting of $p_1$ to perform $t_4$, scheduler has to use a third processor $p_3$ anyway (see Figure 1.6.b). This means that the fastest solution may be achieved at the cost of a bigger number of processors. On the other hand, in the off-line setting, when scheduler would know the future, a better solution can be applied (as on Figure 1.5.b). This example shows a need of on-line scheduling algorithms that perform as well as possible, i.e. use the number of processors as close, to the off-line optimum (of $w$), as possible.

Unfortunately the only known algorithm has to use exponential number of processors $(5^w - 1)/4$ ([Kie81]). This exponential bound is not the best possible. In particular by Felsner’s result [Fel97], 5 processors suffice for $w = 2$. Moreover by our result presented in
Chapter 2, if all the tasks need 3 processors in the off-line setting then scheduler can correctly assign them on-line to at most 16 processors.

One of natural additional restrictions is that, at the moment of arrival of a new job, all tasks it depends on have been already scheduled. In this (so called up-growing) setting scheduler is in a much better position. Actually Felsner [Fel97] showed that instead of \((5^w - 1)/4\) only \((w+1)/2\) processors suffice.

In some applications, including real-time systems, each particular task has to be executed in a prescribed interval of time. This obviously restricts the choice for scheduler, but on the other hand gives him some additional knowledge. As all we are interested in, is to compare the effectiveness of on-line and off-line schedulers, it will turn out that linear (in \(w\)) upper bounds are possible instead of exponential or even quadratic ones. Indeed, if the time intervals (presented e.g. on real line) are known, Kierstead and Trotter [KT81] presented an algorithm using \(3w - 2\) processors in general, not necessarily up-growing setting, and Broniek [Bro05] observed that \(w\) processors suffice in up-growing setting.

In other applications (e.g. when the incoming tasks come from the source which is not properly time synchronized with the executing multiprocessor environment) we do now how jobs are related in time, i.e. we do know that \(t_i\) has to be executed after \(t_j\) is completed, but we do not know which exact time slots they have to use. Again we do know that the jobs can be represented by time intervals but this time we do not know any particular interval representation for them. This setting can be modelled by the on-line partition for interval orders without representation. The mentioned algorithm of Kierarsted and Trotter [KT81] appears to be the best possible when using \(3w - 2\) processors. On the other hand Broniek’s algorithm does not survive in this setting when jobs are coming in an up-growing manner but without precise knowledge about their time frames. Indeed, as we show in Chapter 3 each scheduler has to use at least \(2w - 1\) processors. Moreover we show then that \(2w - 1\) of them actually always suffice.
### 3. Partial Orders

A partially ordered set (or ordered set, or poset) is an ordered pair $\langle P, \leq \rangle$, where $P$ is a set and $\leq$ is a binary relation on $P$, which for all $x, y, z \in P$ satisfies:

\[
\begin{align*}
  x &\leq x, & \text{(reflexivity)} \\
  x &\leq y, \ y &\leq x \implies x = y, & \text{(asymmetricity)} \\
  x &\leq y, \ y &\leq z \implies x \leq z. & \text{(transitivity)}
\end{align*}
\]

The relation $\leq$ is called a partial order (or order) on $P$. Sometimes, if the underlying set $P$ is covered by $P = X_1 \cup \ldots \cup X_k$ we write $(X_1, \ldots, X_k, \leq)$ instead $(P, \leq)$.

We say that $x$ is above (or greater than) $y$ and $y$ is below (or smaller than) $x$ if $x \leq y$ and $x \neq y$. We denote this fact by $y < x$. Sometimes we will use the symbol $<$ in a more general context. We extend the relation $<$ (from single elements) to subsets of elements so that $X < Y$ means $x < y$ for all $x \in X$ and all $y \in Y$. If one of the sets $X, Y$ is a singleton, for example $Y = \{y\}$, we simply write $X < y$. Points $x, y$ are comparable in $P$ if either $x < y$ or $y < x$ and we denote it by $x \geq y$. Otherwise, we say $x$ and $y$ are incomparable and write $x \parallel y$. Moreover we say that $z$ lies between $x$ and $y$ if $x < z < y$. Otherwise, if there is no such $z$ between $x$ and $y$, $x$ is immediate successor of $x < y$ (or $y$ covers $x$) which is to be denoted by $x \prec y$. The relation $\prec$ is a subrelation of $\leq$. On the other hand, $\leq$ can be recovered from $\prec$ by taking transitive and reflexive closure of $\prec$.

A partially ordered set is often displayed by its Hasse diagram (or diagram), i.e. via graph of the relation $\prec$ on the vertically oriented plane. A vertex is drawn for each point of the poset. A line segment (or a curve) between $x$ and $y$ appears only if $x \prec y$ and $y$ lies higher in the plane than $x$. An example of a Hasse diagram is presented on Figure 1.7.

![Hasse diagram](image)

**Figure 1.7.** Hasse diagram of $\mathcal{P}_0 = (\{a, \ldots, h\}, \leq)$ with $a < \{c, d, e, f, g, h\}$, $b < \{e, f, g, h\}$, $c < \{f, g, h\}$, $d < \{f, h\}$, $e < \{g, h\}$, $f \prec h$, $g \prec h$ and no other comparabilities.
We say that \( p \) is a \textit{maximal (minimal)} element in a subset \( X \subseteq P \) of some poset \( P = (P, \leq) \) if in \( X \) there is no points above (below) \( p \). We denote a set of all maximal (minimal) elements of \( X \) by \( \text{max}(X) \) (\( \text{min}(X) \)). By a greatest (smallest) element of \( X \) we mean an element which lies above (below) all other points from \( X \). By a supremum (infimum) of \( x \) and \( y \) we mean the least common upper bound (greatest common lower bound) of \( x \) and \( y \), i.e. the least element \( r \geq x, y \) (the greatest element \( r \leq x, y \)). If every two points \( x, y \in L \) in a poset \( L = (L, \leq) \) have the supremum and the infimum, \( L \) is called to be a lattice. In a lattice the supremum and infimum of \( x, y \) is denoted by \( x \lor y \) and \( x \land y \), respectively. We will refer to them as \textit{join} and \textit{meet}, respectively.

Each \( X \subseteq P \) determines two subsets of \( P \), namely the closed upset of \( X \) and the open upset of \( X \) defined by

\[
X \uparrow_P \ := \ \{ p \in P : \text{there is } x \in X \text{ so that } x \leq p \},
\]

\[
X \uparrow_P \ := \ \{ p \in P : \text{there is } x \in X \text{ so that } x < p \},
\]

respectively. Downsets \( X \downarrow P \) and \( X \downarrow P \) of \( X \) in \( P \) are defined dually. If \( X = \{x\} \), we prefer to write \( x \uparrow_P \) instead of \( \{x\} \uparrow_P \). The reference to the poset \( P \) is often omitted whenever \( P \) is clear from the context.

A subset \( A \subseteq P \) is an \textit{antichain} in \( P \) if each two distinct points of \( A \) are incomparable. For example sets \( \{b, c, d\} \) or \( \{d, e\} \) are antichains in \( P_0 \) presented on Figure 1.7. The order \( \leq \) on elements determines the order \( \sqsubseteq \) on antichains in such a way that \( A \sqsubseteq B \) if and only if for any element \( a \in A \) there exists an element \( b \in B \) such that \( a \leq b \). Note that \( A \sqsubseteq B \) can be also expressed by \( A \subseteq B \downarrow \) or \( A \downarrow \subseteq B \downarrow \). For example, \( \{a, b\} \sqsubseteq \{d, e\} \) but \( \{a, b\} \not\sqsubseteq \{c, d\} \) in the poset \( P_0 \) of Figure 1.7. Moreover, we write \( A \sqsubset B \) when \( A \sqsubseteq B \) and \( A \neq B \). Of course, if \( A < B \) then \( A \sqsubseteq B \) but the converse does not hold, as it can be seen in our example \( \{a, b\} \not\leq \{d, e\} \).

The \textit{width} of \( X \subseteq P \), denoted by \( \text{width}(X) \), is the largest size of all antichains in \( X \). An antichain containing exactly \( \text{width}(X) \) elements is called a \textit{maximum antichain of} \( X \). The family of all maximum antichains in \( X \) is denoted by \( \mathcal{A}(X) \). For maximum antichains the relation \( \sqsubseteq \) is equivalent to its dual, as stated in the next observation.

\textbf{Observation 1.1.} Let \( A, B \in \mathcal{A}(X) \), where \( X \) is a subset of some poset \( P = (P, \leq) \). Then \( A \subseteq B \downarrow \) if and only if \( B \subseteq A \uparrow \).

\textbf{Proof.} Assume that \( A \subseteq B \downarrow \). We will show that any \( b \in B - A \) is above some point from \( A \). If \( b \) was incomparable with all points from \( A \) then \( A \cup \{b\} \) would be an antichain of \( \text{width}(X) + 1 \) elements. Suppose \( b < a \) for some \( a \in A \). Since \( A \subseteq B \downarrow \), there is \( b' \in B \) with \( a \leq b' \). This yields to \( b < a \leq b' \) contradicting that both \( b \) and \( b' \) lie in the same antichain \( B \). \( \square \)
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Observation 1.2. For any two maximum antichains $A, B$ in a finite poset $P = (P, \leq)$ the following hold:

1. $A$ and $B$ have the supremum in $\mathcal{A}(P)$, namely $\max(A \cup B)$,
2. $A$ and $B$ have the infimum in $\mathcal{A}(P)$, namely $\min(A \cup B)$.

Proof. Of course both $\max(A \cup B)$ and $\min(A \cup B)$ are antichains. First we will show that $|\max(A \cup B)| = |\min(A \cup B)| = w$, where $w = \text{width}(P)$. Put $v = |A \cap B|$ and let $A_0 := A - B$ and $B_0 := B - A$. Of course, the antichains $A_0$ and $B_0$ have the same cardinality $u = w - v$. We will show that

$$|\max(A_0 \cup B_0)| = |\min(A_0 \cup B_0)| = u. \quad (1.1)$$

This, together with the fact that each point $x \in A_0 \cup B_0$ satisfies $x \parallel y$ for all $y \in A \cap B$, will imply

$$\max(A \cup B) = (A \cap B) \cup \max(A_0 \cup B_0) \quad \text{and} \quad \min(A \cup B) = (A \cap B) \cup \min(A_0 \cup B_0),$$

so that $|\max(A \cup B)| = |\min(A \cup B)| = v + u = w$, as required for $\max(A \cup B), \min(A \cup B) \in \mathcal{A}(P)$.

To see (1.1) first note that $|\max(A_0 \cup B_0)| \leq u$, as otherwise the antichain $\max(A_0 \cup B_0) \cup (A \cap B)$ would have more than $u + v = w$ elements. By the same token $|\min(A_0 \cup B_0)| \leq u$. Moreover, note that each point $m \in A_0 \cup B_0$ is maximal or minimal in $A_0 \cup B_0$, as otherwise we would have a 3-element chain $l < m < t$ with $l, m, t \in A_0 \cup B_0$, which contradicts the fact that $A_0 \cup B_0$ is covered by two antichains $A_0, B_0$. Now, if one of $\max(A_0 \cup B_0)$ or $\min(A_0 \cup B_0)$ has fewer than $u$ elements we would have

$$2u > |\max(A_0 \cup B_0)| + |\min(A_0 \cup B_0)| \geq |A_0 \cup B_0| = |A_0| + |B_0| = 2u,$$

a contradiction that proves (1.1).

To see that $\max(A \cup B)$ is the supremum of $A$ and $B$ in $\mathcal{A}(P)$ note that finiteness of $A \cup B$ yields that each $x \in A \cup B$ lies below some maximal point of $A \cup B$. Thus $\max(A \cup B) \supseteq A, B$. For any other upper bound $C \supseteq A, B$, the downset $C \downarrow$ contains all points of $A \cup B$, in particular $\max(A \cup B) \subseteq C$, making $\max(A \cup B)$ the lowest upper bound of $A$ and $B$.

Thanks to Observation 1.1 a similar argument can be applied to show (2). $\Box$

Observation 1.2 can be generalized to the following:

Theorem 1.3 (Dilworth [Di60]). The family of all maximum antichains of a poset form a distributive lattice.

From now on we assume that all posets under consideration are finite. In particular the lattice of maximum antichains is finite in this
setting. We say that an antichain \( A \subseteq P \) is high in \( P = (P, \leq) \) if for any antichain \( B \subseteq A \uparrow \) we have \( A = B \) or \( |B| < |A| \). Of course, the top of the lattice \( \mathcal{M}(P) \) is high in \( P \). This unique high antichain of maximal size is denoted by \( \text{HMA}(P) \). The relation of maximum and high antichains are described in the following observation.

**Observation 1.4.** For a high antichain \( H \) and a maximum antichain \( M \) in a poset \( P = (P, \leq) \) we have \( H \subseteq M \uparrow \).

**Proof.** Since \( M \) is a maximum antichain in \( P \), we know that each point in \( P \) is comparable to some point in \( M \). All we have to show is that no element from \( H \) lies strictly below \( M \). Suppose to the contrary that the set \( H_1 = M \downarrow \cap H \) is nonempty. Put

\[
H_2 = H - H_1, \\
M_1 = H_1 \uparrow \cap M, \\
M_2 = M - M_1.
\]

Observe that, both \( M_1 \cup H_2 \) as well as \( H_1 \cup M_2 \) are antichains and \( M_1 \cup H_2 \subseteq H \uparrow \) (see Figure 1.8). Now, if \( |M_1| \geq |H_1| \) then \( M_1 \cup H_2 \) would have at least the same number of elements as \( H \). This is impossible as \( H \) is high. Thus \( |M_1| < |H_1| \). But then the antichain \( H_1 \cup M_2 \) has more elements than the maximum antichain \( M \) itself. This contradiction proves the observation. \( \square \)

![Figure 1.8. Interaction of antichains \( H \) and \( M \).](image)

A subset \( \alpha \subseteq P \) is a chain in \( P \) if each two points in \( \alpha \) are comparable in \( P \). We say that \( \alpha_1, \ldots, \alpha_n \) is a chain partition of a poset \( P = (P, \leq) \) if all \( \alpha_i \) are chains, \( \alpha_1 \cup \ldots \cup \alpha_n = P \) and \( \alpha_i \cap \alpha_j = \emptyset \) for \( i \neq j \).

It is useful to identify chains forming a partition of a poset \( P = (P, \leq) \) with colors. We say that a function \( c : P \to \Gamma \) is a coloring of \( P \) if all \( c^{-1}(\gamma) \), with \( \gamma \in \Gamma \), are chains.

**Theorem 1.5 (Dilworth [Dil50]).** Let \( P = (P, \leq) \) be a poset of width \( w \). Then \( P = \alpha_1 \cup \ldots \cup \alpha_w \) for some chains \( \alpha_1, \ldots, \alpha_w \) in \( P \).
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PROOF. (Perles [Per63]). To induct on \(|P|\), note that for \(|P| = 1\) there is nothing to be shown. Now suppose first that \(\mathcal{M}_{\mathcal{A}}(P) \subseteq \{\min(P), \max(P)\}\). Pick \(x \in \min(P)\) and \(y \in \max(P)\) such that \(x \leq y\) to get width\((P - \{x, y\}) < w\). A chain partition \(\alpha_1, \ldots, \alpha_{w-1}\) of \(P - \{x, y\}\), supplied by the induction hypothesis, together with \(\alpha_w = \{x, y\}\) form a partition of \(P\).

Now we assume that there is \(A \in \mathcal{M}_{\mathcal{A}}(P) - \{\min(P), \max(P)\}\). Thus \(\min(P) \not\subseteq A\uparrow\) and \(\max(P) \not\subseteq A\downarrow\). This yields \(|A\uparrow| < |P|\) and \(|A\downarrow| < |P|\). Again, the induction hypothesis allows us to partition \(A\uparrow\) and \(A\downarrow\) into \(w\) chains \(\beta_1, \ldots, \beta_w\) and \(\gamma_1, \ldots, \gamma_w\), respectively. Since the antichain \(A \subseteq A\uparrow \cap A\downarrow\) is maximum it must intersect with each of the chains \(\beta_1, \ldots, \beta_w, \gamma_1, \ldots, \gamma_w\) at exactly one point. This allows to renumber the chains \(\gamma_1, \ldots, \gamma_w\) so that \(\beta_i \cap \gamma_i \neq \emptyset\). Consequently each \(\beta_i \cup \gamma_i\) is a chain, so that the chains \(\beta_1 \cup \gamma_1, \ldots, \beta_w \cup \gamma_w\) form a partition of \(P\). □

Sometimes we relax the assumption that chains covering \(P\) have to be disjoint and we say that \(\alpha_1, \ldots, \alpha_n\) forms a chain covering of a poset \(P\) if all of the \(\alpha_i\)'s are chains and \(\alpha_1 \cup \ldots \cup \alpha_n = P\). On the coloring side this corresponds to a multicoloring of a poset \(P = (P, \leq)\) defined to be a function \(c : P \rightarrow P(\Gamma) = P(\Gamma) - \{\emptyset\}\) such that \(\{p \in P : \gamma \in c(p)\}\) is a chain for any \(\gamma \in \Gamma\). Note that any point \(p \in P\) has to be colored by at least one color, i.e. \(c(p) \neq \emptyset\). An example of a coloring and a multicoloring is presented on Figure 1.9.

![Figure 1.9](image)

**Figure 1.9.** Example of (a) coloring and (b) multicoloring.

Almost all known algorithms that partition posets into chains use matching in bipartite graph.

**Theorem 1.6** (Feder, Motwani [FM91]). There is an algorithm that partitions a poset \(P = (P, \leq)\) into width\((P)\) chains working in time \(O\left(\frac{m \sqrt{n}}{\log n}\right)\), where \(n = |P|\) and \(m \leq n^2\) is a number of pairs in \(\leq\).

4. Interval Orders

Since the on-line chain partitioning problem in its full generality seems to be hard enough, it is often considered for special classes of posets. It turns out that the class of interval orders is an interesting class for this problem.
Definition 1.7. A poset $\mathcal{P}$ is an interval order if there is a function $I : \mathcal{P} \rightarrow \mathbb{R}^2$ assigning to each point $x \in \mathcal{P}$ a nondegenerate, closed interval $I(x) = [l_x, r_x]$ of the real line $\mathbb{R}$ so that $x < y$ in $\mathcal{P}$ if and only if $r_x < l_y$ in $\mathbb{R}$. The function $I$ is called an interval representation of the poset $\mathcal{P}$.

The poset $\mathcal{Q}$ of Figure 1.10.a is an interval order, as it has the interval representation presented by Figure 1.10.b.

It is worth noting that representation bears essentially more information. For example a poset $\mathcal{S} = (\{d, e, f\}, \leq)$ can be correctly extended by $g$, as a Figure 1.11.a shows. But unfortunately if $\mathcal{S}$ is associated with the representation presented on Figure 1.11.b this extension can not be done.

It may be complicated to use Definition 1.7 to check whether a poset is an interval order. Fortunately there are equivalent conditions that can be checked in a polynomial time. To state them we need the following definition.

Definition 1.8. A poset is $(2+2)$-free if it has no elements $a, b, c, d$ with: $a < b$, $c < d$, $a \parallel d$ and $c \parallel b$.

Loosely speaking in $(2+2)$-free poset there is no subposet of Figure 1.12.
Theorem 1.9 (Fishburn [Fis70]). Let \( P = (P, \leq) \) be a poset. Then the following statements are equivalent:

1. \( P \) is an interval order.
2. \( P \) is a \((2+2)\)-free poset.
3. For any \( p, q \in P \) either \( p\downarrow \subseteq q\downarrow \) or \( p\downarrow \supseteq q\downarrow \), i.e. family of open downsets is linearly ordered with respect to inclusion.
4. For any \( p, q \in P \) either \( p\uparrow \subseteq q\uparrow \) or \( p\uparrow \supseteq q\uparrow \), i.e. family of open upsets is linearly ordered with respect to inclusion.

Deleting the edge \( k \prec p \) from poset \( Q \) of Figure 1.10 leads to a poset (see Figure 1.13) which has no interval representation, as \( k, n, m, p \) now form a subposet of \( R \) isomorphic to \( 2+2 \).

![Figure 1.13. A noninterval order \( R \).](image-url)
CHAPTER 2

Chain Partitioning of Orders

In this Chapter we deal with on-line chain partitioning of orders. One way to understand on-line structures is to incorporate into off-line ones a linear ordering of type \( \omega \), as the following definition says.

**Definition 2.1.** An on-line ordered set (or on-line poset) is a triple \( \mathcal{P} \triangleleft = (P, \leq, \triangleleft) \), where \( P = (P, \leq) \) is a partially ordered set, \( P = \{p_1, p_2, \ldots\} \) is countable and \( \triangleleft \) is a linear ordering of \( P \) of type \( \omega \) such that \( p_1 \triangleleft p_2 \triangleleft p_3 \triangleleft \ldots \). The relation \( \triangleleft \) is called a presentation order of \( P \). The set \( P^{(i)} = \{p_1, \ldots, p_i\} \) is called an initial segment of \( \mathcal{P} \) and we let \( P^{(i)} = (P^{(i)}, \leq|_{P^{(i)}}) \).

Before we discuss on-line algorithms we only note that their output, i.e. number of chains used for a covering, is being compared with the number of chains needed to cover a poset in the off-line setting. Dilworth’s Theorem 1.5 suggests that this off-line number of chains coincides with the width of a finite poset. Although Theorem 1.5 can be generalized for posets with arbitrary many elements (e.g. by using ultraproduct argument) we decided to present its generalization only in a countable setting. One reason for that is to model an on-line behavior described in Definition 2.1. Another one is to notice that in fact staying with minimal number of chains may require more information than presented covered initial segments of the poset give.

**Theorem 2.2.** Any countable poset of width \( w \) can be partitioned into \( w \) chains.

**Proof.** Let \( (P, \leq) \) be a countable poset with \( P = \{p_1, p_2, p_3, \ldots\} \). We induct on \( n \) to define chains \( \alpha_i^{(n)}, \ldots, \alpha_w^{(n)} \) satisfying

1. \( \alpha_1^{(n)} \cup \ldots \cup \alpha_w^{(n)} = \{p_1, \ldots, p_n\} \),
2. \( \alpha_i^{(j)} \subseteq \alpha_i^{(k)} \) for all \( j \leq k \) and \( 1 \leq i \leq w \),
3. for infinitely many \( m \geq n \) the chains \( \alpha_i^{(n)} \) can be extended to chains \( \beta_i^{(m)} \supseteq \alpha_i^{(n)} \) covering the initial segment \( P^{(m)} \), i.e. \( \beta_1^{(m)} \cup \ldots \cup \beta_w^{(m)} = \{p_1, \ldots, p_m\} \).

First we put \( \alpha_i^{(0)} = \emptyset \) for all \( i \leq w \). Suppose that \( n \geq 0 \) and \( \alpha_1^{(n)}, \ldots, \alpha_w^{(n)} \) satisfy (1)–(3). From (3) we know that there are infinitely many \( m \)'s such that \( \{p_1, \ldots, p_n, p_{n+1}, \ldots, p_m\} \) can be partitioned into \( \beta_1^{(m)}, \ldots, \beta_w^{(m)} \)
that extend $a_1^{(n)}, \ldots, a_w^{(n)}$, respectively. Because for any fixed $m$ there are only finitely many (exactly $w$) of the $\beta_i^{(m)}$s, there must be at least one $l = 1, \ldots, w$ such that the point $p_{n+1}$ has to occur in infinitely many extensions $\beta_i^{(m)}$ of $a_i^{(n)}$. After fixing one of such $l$’s we extend $a_i^{(n)}$s to $a_i^{(n+1)}$s in the following way.

$$a_i^{(n+1)} = \begin{cases} a_i^{(n)}, & \text{if } i \neq l, \\ a_i^{(n)} \cup \{p_{n+1}\}, & \text{if } i = l. \end{cases}$$

Of course the new chains $a_1^{(n+1)}, \ldots, a_w^{(n+1)}$ satisfy conditions (1)–(3).

Now it is easy to see that $\bigcup_{n\in\mathbb{N}} a_1^{(n)}, \ldots, \bigcup_{n\in\mathbb{N}} a_w^{(n)}$ form a covering of $P$.

The proof of Theorem 2.2 suggests how to choose a chain into which an incoming point can be incorporated. Unfortunately, this choice is not effective and can be hardly computed without the knowledge of entire poset $P$. We will build partial chain partitionings for consecutive initial segments using algorithms of the following form.

**Definition 2.3.** An on-line chain partitioning algorithm is an algorithm which, for all $i$, creates a chain partitioning $a_1^{(i)}, \ldots, a_k^{(i)}$ of an initial segment $P^{(i)}$ of an on-line poset $P^{(\preceq)}$ by putting first $a_1^{(i)} = \{p_1\}$. Then the algorithm as an input gets a chain partition $a_1^{(n)}, \ldots, a_k^{(n)}$ of $P^{(n)} = \{p_1, \ldots, p_n\}$ and an extension of $P^{(n)}$ to $P^{(n+1)}$ to return a chain partitioning $a_1^{(n+1)}, \ldots, a_k^{(n+1)}$ of $P^{(n+1)} = \{p_1, \ldots, p_n, p_{n+1}\}$ which expands $a_1^{(n)}, \ldots, a_k^{(n)}$. This can be done by one of the following two ways:

- by adding $p_{n+1}$ to some chain $a_j^{(n)}$, i.e. $a_j^{(n+1)} = a_j^{(n)} \cup \{p_{n+1}\}$,
- by creating a new chain $a_k^{(n+1)} = \{p_{n+1}\}$,

while other chains remain unchanged.

**Definition 2.4.** The value of the on-line chain partitioning problem, $\text{val}(w)$, is the least integer $k$, such that there is an on-line algorithm that never uses more than $k$ chains on posets of width at most $w$.

From the technical point of view it is more convenient to look at on-line chain partitioning through on-line coloring. An on-line coloring algorithm recursively builds colorings $c^{(n)} : P^{(n)} \rightarrow \Gamma$ of consecutive initial segments $P^{(n)}$, where $\Gamma$ is a countable fixed set of colors. The coloring being created determines a chain partitioning by putting into one chain the points that get the same color.

On-line chain partitioning problem for posets of width at most $w$ can be viewed as the following two-person game. We call the players Algorithm and Spoiler. During each round:
• Spoiler introduces a new point with its comparability status to the previously presented points,
• Algorithm colors this new point.

The aim of Algorithm is to use minimal number of colors. The goal of Spoiler is to force Algorithm to use as many colors as possible.

An example of an on-line coloring algorithm is First-Fit Algorithm. Roughly speaking it colors the incoming point \( p \) by the oldest color \( \gamma \) for which points colored by \( \gamma \) still form a chain. If there is no such color a new one is taken. To be more precise we identify \( \Gamma \) with \( \mathbb{N} \) and we say that a number \( k \) is available for \( p \in P(n) \) if, after assigning \( k \) to \( p \), all points from \( P(n) \) colored by \( k \) form a chain. Each \( p \) is colored by First-Fit Algorithm by the smallest available number. Although First-Fit Algorithm works pretty fast and it seems to be good enough, it can be cheated already on posets of width 2.

**Theorem 2.5.** There is an on-line poset \( \mathcal{P} \subseteq = (P, \leq, \ll) \) of width 2 for which First-Fit Algorithm has to use infinitely many colors.

**Proof.** We will construct \( \mathcal{P} \subseteq \) and show that First-Fit Algorithm uses all natural numbers, when coloring it. We describe \( \mathcal{P} \subseteq \) by two disjoint chains \( P = a_0 \cup a_1 \). We start with \( a_1 = \{ x_1 \} \) and \( a_0 = \emptyset \). Then, for each \( m \in \mathbb{N} \) we add a group \( G_m \) of \( m \) consecutive linearly ordered points on the top of either \( a_0 \) or \( a_1 \), depending on whether \( m \) is even or odd. These new points, say \( y_1, \ldots, y_m \), satisfy \( y_m \ll \ldots \ll y_1 \) and

\[
\begin{align*}
y_k &> G_1 \cup \ldots \cup G_{m-2} \cup \{ x_{m-1}, x_{m-2}, \ldots, x_k \} \cup \{ y_m, y_{m-1}, \ldots, y_{k+1} \}, \\
y_k &\parallel x_{k-1}, x_{k-2}, \ldots, x_1,
\end{align*}
\]

for \( k = 1, \ldots, m \), where \( x_{m-1} \prec \ldots \prec x_1 \) is the group \( G_{m-1} \) (added recently to the other chain). These relations are illustrated on Figure 2.1.

![Figure 2.1](image-url)
The inverse numbering in each $G_k$, consisting of $u_k \prec \ldots \prec u_1$, is intended to force the following behavior of First-Fit Algorithm:

$$c(u_j) = j, \quad \text{for } j = 1, \ldots, k. \quad (2.1)$$

Indeed, for $m = 1$ the group $G_1$ consists of one point $u_1 = x_1$ which is obviously colored by $c(u_1) = 1$. Now, if $G_m$ is $y_m \prec \ldots \prec y_1$ and $G_{m-1}$ is $x_{m-1} \prec \ldots \prec x_1$, then $y_j \parallel x_1, \ldots, x_{j-1}$ together with 2.1 says that colors $1, \ldots, k - 1$ are not available for $y_j$. On the other hand $y_j$ is over all points in $G_1 \cup \ldots \cup (G_{m-1} - \{x_1, \ldots, x_{j-1}\})$, so that at the moment $y_j$ has to be colored the color $j$ is available for $y_j$. Therefore $c(y_j) = \min (N - c(\{x_1, \ldots, x_{j-1}\})) = j$, as required by our invariant (2.1).

Despite of the total failure of First-Fit Algorithm there is a strategy for Algorithm that uses bounded (in terms of $w$) number of chains to cover on-line poset of width at most $w$. Such a strategy was presented already in 1981 by Kierstead, and no better one is known in general. On the other hand an argument of Endre Szemerédi (presented in [Kie86]) proves the best known asymptotic lower bound.

**Theorem 2.6 (Szemerédi [Kie86]; Kierstead [Kie81]).**

$$w + 1 \choose 2 \leq \text{val}(w) \leq \frac{5^w - 1}{4}.$$  

Kierstead [Kie81] presented also a lower bound $4w - 3 \leq \text{val}(w)$ which is better than $w^2 + 1$ for the first few values $w = 2, 3, 4, 5$. In particular, this lower bound together with an algorithm of Felsner [Fel97] gives the precise value for \text{val}(2).

**Theorem 2.7 (Kierstead [Kie81]; Felsner [Fel97]).**

$$\text{val}(2) = 5.$$  

The research carried out up to now puts \text{val}(3) between $9 = 4 \cdot 3 - 3$ and $31 = (5^3 - 1)/4$. One aim of this chapter is to show a better upper bound:

$$\text{val}(3) \leq 16.$$

**1. Reduction to Local Problem**

In this section we reduce on-line chain partitioning problem to a special setting in which the number of points, that have some influence on the coloring, is bounded by $3w$, where $w$ is the width of the poset. Such localization will be done in three steps.

To simplify our further analysis we assume that Algorithm, instead of partition the poset into disjoint chains, is allowed to cover this poset by a family of chains which are not necessarily disjoint. Obviously, to get a partition, one can simply choose one chain for
each point. Our small, inessential change, can be expressed by multicoloring of a poset. In such a multicoloring each point can obtain several colors (but at least one) such that points colored by the same color form a chain. The reason for which we prefer multicoloring over coloring is that this new approach helps Algorithm remember more information for the future and keeps track about the past.

The main idea is that the multicoloring of a new point depends only on at most $3w$ points, where $w$ is the width of the poset. Loosely speaking, Algorithm chooses colors for the new point by analyzing “the nearest neighborhood” of the new point. In this way Algorithm plays new game, which is named a local game. After finding a strategy for Algorithm in this local game, we will reach our goal, provided the number of colors used in the created multicoloring is small enough and provided we can show that this local multicoloring can actually depend only on this local neighborhood of the incoming point. This has to be done in a very careful way, as otherwise the points colored by the same color would not form a chain. Subsection 1.1 includes the definitions that formalize presented intuitions.

Subsections 1.2 and 1.3 present two next reductions which finally lead to the following local game played by Spoiler and Algorithm on a structure $(L, T, \leq, c)$, where:

- $(L, T, \leq)$ is a regular bipartite poset, i.e.
  - $(L \cup T, \leq)$ is a poset,
  - $L, T$ are disjoint antichains with $L \sqsubseteq T$,
  - $|L| = |T| = \text{width}(L \cup T)$;
- moreover $(L, T, \leq)$ is a core, i.e. the set of edges of digraph $(L, T, \prec)$ is a sum of all perfect matchings between $L$ and $T$;
- $c : L \cup T \to \mathcal{P}_+(\Gamma)$ is the multicoloring, where $\Gamma$ is a finite set of colors fixed by Algorithm already in the first round.

In the following for a multicoloring $c : P \to \mathcal{P}_+(\Gamma)$ and $X \subseteq P$ we will denote the set $\bigcup_{x \in X} c(x)$ simply by $c(X)$.

During the first round:

- Spoiler sets a natural number $w$ and then introduces two antichains $L, T$, each with $w$ elements such, that $L < T$.
- Algorithm determines a finite set $\Gamma$ of colors that may be used in the entire game and then he colors each point $x \in L \cup T$ with some nonempty subset $c(x)$ of $\Gamma$ such that for each $\gamma \in \Gamma$ the points colored by $\gamma$ form a chain.

During next rounds the structure $(L, T, \leq, c)$ from the previous round is transformed to a structure $(L^+, T^+, \leq, c^+)$ according to the following rules:

- Spoiler introduces $w$ new elements that form an antichain $M$ such that:
  - the poset $B' = (L \cup M \cup T, \leq)$ has width $w$,
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Figure 2.2. Poset introduced by Spoiler for \( w = 4 \).

- \( L \sqsubseteq M \sqsubseteq T \) in the lattice \( \mathcal{M}_w(B') \),
- both \((L, M, \leq)\) and \((M, T, \leq)\) are cores.

- Algorithm colors each point \( m \in M \) with a nonempty set of colors \( c^+(m) \subseteq c(L) \cap c(T) \) and keeps the old multicoloring on \( L \cup T \), i.e. \( c^+|_{L \cup T} = c \). In fact, in order for \( c^+ \) to be multicoloring, \( c^+(m) \) has to be a subset of \( c(m \downarrow) \cap c(m \uparrow) \).
- Finally, Spoiler redefines the levels \( L, T \) to \( L^+, T^+ \) so that either \((L^+, T^+) = (L, M)\) or \((L^+, T^+) = (M, T)\). This, after restricting to \( L^+ \cup T^+ \), creates the new structure \((L^+, T^+, \leq, c^+)\).

Figure 2.3 presents an example of Spoiler’s move, for \( w = 4 \), in some further round. First Spoiler introduces an antichain \( M \) of 4 new points. After Algorithm’s move Spoiler chooses \((M, T)\) for \((L^+, T^+)\).

The goal of Algorithm is to pick minimal number \( |\Gamma| \) of colors already during the first round so that he can play with these colors forever. If this number is too small Spoiler can accomplish his goal i.e. produce \( B' \) that cannot be colored by \( \Gamma \) according to the described rules. The smallest possible number of colors for width \( w \) with which Algorithm can play forever will be denoted by \( \text{loc-val}(w) \).

Note that in the first round Algorithm actually sets an upper bound for the number of colors, say \( k \), used later. This game is named local because the size of information necessary to describe the structure \((L, T, \leq, c)\) after every round is always bounded by \( w, w, w^2, 2^{2kw} \), respectively. This obviously stays in contrast to the continuously increasing size of posets in on-line chain partitioning problem.

Our effort in reducing the on-line chain partitioning problem to the local game will pay off, as we will show in Corollary 2.20 that
val(w) ≤ loc-val(1) + ... + loc-val(w). This in turn, allows to determine val(w) by considering only local games on posets of width at most w. Unfortunately, at present, we are able to determine loc-val(w) only for w ≤ 3. This will be done in Section 3, in a way that all known bounds for val(3) are substantially improved.

1.1. Localizing the game. In this subsection we reduce the on-line chain partitioning problem to a more general version of a local game than the one described before. In this more general version we relax the assumptions that $L \cap T = \emptyset$ and that $(L, T, \leq)$ is a core. This allows Spoiler to perform a more relaxed move to present an antichain $M$ which is not necessarily disjoint with $L \cup T$ and does not have to form cores $(L, M, \leq)$, $(M, T, \leq)$. In particular Spoiler may actually introduce less than $w$ completely new points. However he has to discover the “middle” antichain $M$ of exactly $w$ points. For example, let $L$ and $T$ be like on Figure 2.4. In spite of the fact that the poset $(L \cup T, \leq)$ has width 4, Spoiler puts only 2 new points $m_1, m_2$. However Spoiler indicates a 4-element antichain $M$ which contains $m_1$ and $m_2$. After Algorithm colors $m_1$ and $m_2$ Spoiler chooses $(M, T)$ for $(L^+, T^+)$. 

**Definition 2.8.** By a local on-line coloring game we mean the following two-person game between Spoiler and Algorithm. During the first round:

- Spoiler sets a natural number $w$ and then introduces two antichains $L, T$, each with $w$ elements, such that $L \lessdot T$.
- Algorithm determines a finite set $\Gamma$ of colors that may be used in the entire game and then he colors each point $x \in L \cup T$ with some nonempty subset $c(x)$ of $\Gamma$ such that for each $\gamma \in \Gamma$ set of the form $C_\gamma := \{p \in L \cup T : \gamma \in c(p)\}$ is a chain.

The result of the first round (and as we will see of each other round) is a structure $(L, T, \leq, c)$, where:

- the poset $(L \cup T, \leq)$ has width $w$,
- $L, T$ are two antichains of size $w$ such that $L \sqsubset T$,
- $c : L \cup T \rightarrow \mathcal{P}_+(\Gamma)$ is the multicoloring, i.e. for each color $\gamma \in \Gamma$ set of the form $C_\gamma := \{p \in L \cup T : \gamma \in c(p)\}$ is a chain.
The structure \((L, T, \leq, c)\) introduced in the first round is called the initial board.

During next rounds a board \((L, T, \leq, c)\) from the previous round is transformed to a board \((L^+, T^+, \leq, c^+)\) according to the following rules:

- Spoiler introduces \(v \leq w\) new points \(m_1, m_2, \ldots, m_v\) and reveals a \(w\)-element subset \(M\) of the already created poset \(B' = (L \cup T \cup \{m_1, \ldots, m_v\}, \leq)\) so that:
  - \(\text{width}(B') = w\),
  - the revealed subset \(M\) satisfies:
    * \(m_1, \ldots, m_v \in M\),
    * \(M\) is a maximum antichain in \(B'\), i.e. \(M \in \mathcal{MA}(B')\),
    * \(L \sqsubseteq M \sqsubseteq T\) in the lattice \(\mathcal{MA}(B')\).
- Algorithm colors each point \(m_i\) with a nonempty set of colors \(c^+(m_i) \subseteq c(L) \cap c(T)\) and keeps the old multicoloring on \(L \cup T\), i.e. \(c^+|_{L \cup T} = c\).
- Finally, Spoiler redefines the levels \(L, T\) to \(L^+, T^+\) so that either \((L^+, T^+) = (L, M)\) or \((L^+, T^+) = (M, T)\). This, after restricting to \(L^+ \cup T^+\), creates the new board \((L^+, T^+, \leq, c^+)\).

Once the width \(w\) is set by Spoiler in the first round we refer to the rest of this game by \(w\)-local on-line coloring game.

The goal of Algorithm is to pick minimal number \(|\Gamma|\) of colors already during the first round so that he can play with these colors forever.

**Definition 2.9.** The value \(\text{loc-val}(w)\) of the \(w\)-local on-line coloring game for posets (of width \(w\)) is the least integer \(k\), such that there is strategy for Algorithm to play with \(k\) colors forever.

Our motivation for introducing local on-line coloring games lies in the following Theorem.

**Theorem 2.10.** Suppose that for each \(v = 1, \ldots, w\) there is an algorithm that can play forever in \(v\)-local on-line coloring game with \(\text{alg}(v)\) colors. Then this algorithm can be used to build an on-line algorithm for chain partitioning using at most \(\text{alg}(1) + \text{alg}(2) + \ldots + \text{alg}(w)\) chains.

**Proof.** To prove the theorem we built an algorithm coloring, which gets as an input a poset \(P^+ = (P \cup \{x\}, \leq)\) with coloring \(c\) of \(P = (P, \leq)\) and returns coloring \(c^+\) of \(P^+\) which expands \(c\) by coloring \(x\).

The algorithm to be built will refer to the \(v\)-local algorithms secured in the assumption of the theorem. These local algorithms consist of two procedures: \(\text{init}_1c\) and \(1c\). The procedure \(\text{init}_1c\) returns multicoloring of the poset \((L, T, \leq)\) which Spoiler created in the first round, whereas \(1c\) describes Algorithm’s responses during next rounds i.e., \(1c(L, M, T, \leq)\) is a multicoloring of new points from
the set $M = (L \cup T)$. The local algorithm, when coloring poset of width $v$, uses a set $\Gamma_v$ of $\mathrm{alg}(v)$ colors. The sets $\Gamma_v$’s are supposed to be pairwise disjoint.

The local algorithm colors points $m_1, \ldots, m_v$ localized in the middle of the poset $B'$ and our coloring $c^+$ of $P^+$ will refer to this multicoloring. This reference can be done much simpler if the incoming point $x$ is neither minimal nor maximal in $P^+$. Obviously we can not assure such behavior of Spoiler, but instead we can artificially expand $P$ to $P \cup \bot \cup \top$ by new antichains $\bot = \{b_1, \ldots, b_w\}$ and $\top = \{t_1, \ldots, t_w\}$ of minimal and maximal elements. In fact during entire game we have

$$b_i < p < t_j$$

for all $b_i \in \bot$, $p \in P$, $t_j \in \top$. Obviously maintaining some coloring for $(P \cup \bot \cup \top, \leq)$ and restricting it to $P$ gives the required coloring for the original on-line poset presented by Spoiler.

Our algorithm coloring maintains an auxiliary data structure $S$ that, among other things, keeps the information about the poset $P$ of alg. Our data structure $S$ is described by the following properties.

**Invariant 2.11.** Let

$$S = (P, \leq, w, \bot, \top, P_0, \ldots, P_w, \mathcal{A}_0, \ldots, \mathcal{A}_w, c_1, \ldots, c_w, c),$$

where

1. $w = \mathrm{width}(P)$
2. $\bot = \{b_1, \ldots, b_w\}$, $\top = \{t_1, \ldots, t_w\}$ and $b_i < p < t_j$ for all $p \in P$
3. $P_0, \ldots, P_w$ are subsets of $P \cup \bot \cup \top$, such that
   a. $\emptyset = P_0 \subseteq P_1 \subseteq \ldots \subseteq P_w - 1 \subseteq P_w = P \cup \bot \cup \top$
   b. $\mathrm{width}(P_i) = i$
4. $\mathcal{A}_0, \ldots, \mathcal{A}_w$ are families of antichains in $P$, such that
   a. every family $\mathcal{A}_i$ is a chain in the lattice $\mathcal{M}(P_i)$
   b. the largest element of $\mathcal{A}_i$ is $\top \cap P_i = \{t_1, \ldots, t_i\}$ and the smallest element of $\mathcal{A}_i$ is $\bot \cap P_i = \{b_1, \ldots, b_i\}$
   c. $P_i = P_{i-1} \cup \bigcup \mathcal{A}_i$, for $i = 1, \ldots, w$
5. $c_1, \ldots, c_w$ are partial multicolorings of $P$, i.e.
   a. $c_i : \bigcup \mathcal{A}_i \rightarrow \mathcal{P}_i(\Gamma_i)$
   b. for each $\gamma \in \Gamma_i$, the set $\{p \in \bigcup \mathcal{A}_i : \gamma \in c_i(p)\}$ is a chain
6. $c$ is a global coloring of $P$ consistent with the partial multicolorings $c_i$’s, i.e.:
   a. $c : P \rightarrow \bigcup_{i=1}^w \Gamma_i$
   b. for each $\gamma \in \bigcup_{i=1}^w \Gamma_i$, the set $c^{-1}(\gamma)$ is a chain
   c. for each $p \in P$ there is $i \in \{1, \ldots, w\}$ such that $c(p) \in c_i(p)$
7. for two antichains $L_1, L_2$, such that $L_1$ is an immediate predecessor of $L_2$ in the chain $\mathcal{A}_i$ of antichains, $(L_1, L_2, \leq, c_i|_{L_1 \cup L_2})$ is a
board returned by some round of \( i \)-local on-line coloring game, i.e., one of the following holds:
- \( L_1 \cup L_2 \) with the multicoloring \( c_i \mid_{L_1 \cup L_2} \) is a result of the procedure init\_lc
- there is an antichain \( L_0 \sqsubset L_1 \) in \( \mathcal{A}_i \) such that \((L_0, L_1, L_2)\) with the multicoloring \( c_i \mid_{L_0 \cup L_1 \cup L_2} \) is a result of the procedure 1c
- there is an antichain \( L_3 \sqsupset L_2 \) in \( \mathcal{A}_i \) such that \((L_1, L_2, L_3)\) with the multicoloring \( c_i \mid_{L_1 \cup L_2 \cup L_3} \) is a result of the procedure 1c

After Spoiler’s move from \( \mathcal{P} = (P, \leq) \) to \( \mathcal{P}^+ = (P \cup \{x\}, \leq) \) our algorithm will modify the structure \( S \) to \( S^+ \), where
\[
S = (P, \leq, w, \perp, \top, P_0, \ldots, P_w, \mathcal{A}_0, \ldots, \mathcal{A}_w, c_0, \ldots, c_w, c) \quad \text{for } \mathcal{P},
\]
\[
S^+ = (P^+, \leq, w^+, \perp^+, \top^+, P_0^+, \ldots, P_w^+, \mathcal{A}_0^+, \ldots, \mathcal{A}_w^+, c_0^+, \ldots, c_w^+, c^+) \quad \text{for } \mathcal{P}^+.
\]

The idea of the coloring algorithm is to identify several families \( \mathcal{A}_1, \ldots, \mathcal{A}_w \) of antichains in \( P \cup \perp \cup \top \) in a way that antichains appearing in these families cover \( P \cup \perp \cup \top \), i.e.,
\[
P \cup \perp \cup \top = \bigcup \{A : A \in \mathcal{A}_i \text{ for some } i = 1, \ldots, w\}.
\]
For algorithm’s purposes we also need the following partial coverings
\[
P_j = \bigcup \{A : A \in \mathcal{A}_i \text{ for some } i = 1, \ldots, j\},
\]
so that we will have \( P_w = P \cup \perp \cup \top \). In these coverings we allow intersections of the form \( A \cap B \), for \( A \in \mathcal{A}_i, B \in \mathcal{A}_j \) or even for \( A, B \in \mathcal{A}_j \) to be nonempty. We do require however that each \( \mathcal{A}_i \) is a chain with respect to \( \sqsubset \). When the new point \( x \) is presented by Spoiler we want to extend some of the \( P_i \)'s to \( P_i \cup \{x\} \). This extension is doable only for those \( P_i \)'s width of which would not be increased. Actually we need more, namely we extend those \( P_i \)'s for which \( P_i \) as well as \( P_{i+1}, \ldots, P_w \) preserve their width after adding \( x \) to each of them. After identifying the smallest such index, say \( i_0 \), we know that \( \text{width}(P_{i_0-1} \cup \{x\}) = \text{width}(P_{i_0-1}) + 1 \) and therefore \( P_{i_0-1} \cup \{x\} \) has an antichain of size \( i_0 \). In fact each such antichain \( A_0 \) has to contain \( x \), as \( \text{width}(P_{i_0-1}) = i_0 - 1 \). In the next step we want to include \( A_0 \) into \( \mathcal{A}_i^+ \) so that the new families \( \mathcal{A}_i^+ \) cover not only the old poset \( P \) but also the new point \( x \). However, \( \mathcal{A}_i \) enlarged by \( A_0 \) need not be a chain any longer. Therefore we identify antichains \( A_d, A_u \in \mathcal{A}_i \), that are as close to \( x \) as possible and satisfy \( x \in A_d \uparrow \cap A_u \downarrow \). Now, with the help of \( A_d \) and \( A_u \) we modify \( A_0 \) to \( A_x = (A_0 \lor A_d) \land A_u \), where \( \lor, \land \) denote join and meet in the lattice \( \mathcal{M}(P_i \cup \{x\}) \) of maximum antichains in \( P_i \cup \{x\} \). This modification results in \( A_d \sqsubset A_x \sqsubset A_u \) and allows to call the procedure 1c on the board \((A_d, A_x, A_u, \leq)\). This will extend the multicoloring of \( A_d \cup A_u \) to \( A_d \cup A_x \cup A_u \). In particular the point \( x \) will get a set of
colors previously used on both $A_d$ and $A_u$. One of the colors from this set will be used to color $x$.

This brief sketch of the algorithm lacks several arguments that everything will go correctly and our invariants on the data structure $S$ will be kept. In particular during the game, especially at its beginning, the width of the poset may increase. To keep 2.11.(2) we may be forced to increase both $\perp$ and $\top$. For a simpler description of our algorithm we assume now that elements, say $b_{w+1}$, that are forced to be added after $P$ is expanded to $P^+$, satisfy $b_{w+1} < p < t_{w+1}$ for all elements $p \in P$ as well as for $p = x$.

Also, to simplify our notation, both in the description of the algorithm as well as in the forthcoming proofs, we use $X \downarrow, X \downarrow, X \uparrow, X \uparrow$ to denote the downsets and upsets of $X$ in the extended poset $(P \cup \{x\} \cup \perp \cup \top, \leq)$. Moreover we often overuse the symbol $\leq$ to express the order relation on various subsets $X$ of $P \cup \{x\} \cup \perp \cup \top$ by writing simply $\leq$ instead of $\leq_{|X}$. Now we are ready to present our coloring algorithm that builds $S^+$ from $S$ and the new point $x$ presented by Spoiler.

**ALGORITHM 2.12. (coloring algorithm)**

(A1) $w^+ := \text{width}(P^+)$

(A2) if $\text{width}(P^+) > \text{width}(P)$ then

(A3) $T^+ := \top \cup \{t_{w+1}\}$

(A4) $\perp^+ := \perp \cup \{b_{w+1}\}$

(A5) $P_{w+1} := P \cup \perp^+ \cup \top$

(A6) $\mathcal{A}_{w+1} := \{\perp^+, \top^+\}$

(A7) $c_{w+1}$ is the multicoloring returned by init_lc($\perp^+, \top^+, \leq$)

(A8) $T^+ := T; \perp^+ := \perp$

(A9) $i_0 := \min \{i : \text{width}(P_i \cup \{x\}) = \text{width}(P_j) \text{ for all } j = i, \ldots, w^+\}$

(A10) for $i := 0$ to $w^+$ do

(A11) if $i < i_0$ then $P_i^+ := P_i$ else $P_i^+ := P_i \cup \{x\}$

(A12) if $i \neq i_0$ then $\mathcal{A}_i^+ := \mathcal{A}_i$

(A13) if $i \neq i_0$ then $c_i^+ := c_i$

(A14) $A_0 := \text{arbitrary maximum antichain in } P_{i_0-1} \cup \{x\}$

(A15) $A_d := \max \{A \in \mathcal{A}_{i_0} : x \in A\}^\uparrow$

(A16) $A_u := \min \{A \in \mathcal{A}_{i_0} : x \in A\downarrow\}$

(A17) $A_x := (A_0 \lor A_d) \land A_u$, where $\lor$ and $\land$ are operations in $\mathcal{A}(P^+_{i_0})$

(A18) $\mathcal{A}_{i_0}^+ := \mathcal{A}_{i_0} \cup \{A_x\}$

(A19) $c_{i_0}^+$ is the extension of $c_{i_0}$ by coloring the points from $A_x -(A_d \cup A_u)$ by $1c(A_d, A_x, A_u, \leq, c_{i_0}|_{A_d \cup A_u})$

(A20) $c^+(p) := \begin{cases} c(p), & \text{if } p \in P; \\ \text{any member of } c_{i_0}^+(x), & \text{if } p = x. \end{cases}$
Our first step is to analyze lines (A1)-(A8) of the algorithm. First of all we need to argue that calling procedure \texttt{initLC} in line (A7) is legal. This line is executed only if width\((P^+) > \text{width}(P)\). By our remark made in the second last paragraph before the statement of the algorithm we know that the poset \((\bot^+ \cup \top^+, \preceq)\) satisfies \(\bot^+ < \top^+\) so it can be considered as a correct first move of Spoiler in local online coloring game. Therefore \texttt{initLC} returns, among other things, a multicoloring of \(\bot^+ \cup \top^+\) which is called \(c_{w+1}\).

Independently of whether lines (A3)-(A7) are executed it is easy to observe that after line (A8) almost all of our invariants are still satisfied. More precisely

**Claim 2.13.** The structure 
\[
(P, \preceq, w^+, \bot^+, T^+, P_0, \ldots, P_{w^+}, \mathcal{A}_0, \ldots, \mathcal{A}_{w^+}, c_0, \ldots, c_{w^+}, c)
\]
satisfies conditions 2.11.(2–7). 

The condition 2.11.(1) fails in the structure of Claim 2.13 only if \(w^+ > w\). However in this case we secured that \(P \cup \bot^+ \cup T^+\) has the width \(w^+ = w + 1\). Thus in both cases we are ready to incorporate the incoming point \(x\) into \(P \cup \bot^+ \cup T^+\) without changing width of \(P \cup \bot^+ \cup T^+\).

Now we argue that the operations performed in lines (A9), (A15), (A16), (A17), (A19) and (A20) are correctly defined.

For (A9) first note that 
\[
\text{width}(P_{w^+}) = \text{width}(P \cup \bot^+ \cup T^+) = \text{width}(P \cup \bot^+ \cup T^+ \cup \{x\}) = \text{width}(P_{w^+} \cup \{x\}).
\]

Moreover \(\text{width}(P_0) = 0 < \text{width}(P_0 \cup \{x\})\) so that \(i_0\) exists and we have \(1 \leq i_0 \leq w^+\).

To see (A15) and (A16) we need to argue that the sets 
\[
\{A \in \mathcal{A}_{i_0} : x \in A\uparrow\} \quad \text{and} \quad \{A \in \mathcal{A}_{i_0} : x \in A\downarrow\}
\]
– of which the largest and the smallest elements are supposed to be taken – are nonempty. But since \(\bot^+ < x < T^+\) we have \(x \in \{b_1, \ldots, b_{i_0}\}\uparrow\) and \(x \in \{t_1, \ldots, t_{i_0}\}\downarrow\). Moreover the antichains \(\{b_1, \ldots, b_{i_0}\}\) and \(\{t_1, \ldots, t_{i_0}\}\) are guaranteed to lie in \(\mathcal{A}_{i_0}\) by condition 2.11.(4b) fulfilled by the structure of Claim 2.13.

Finally, for the correctness of line (A17) we need to know that \(A_d, A_u, A_0 \in \mathcal{M}(P_{i_0} \cup \{x\})\). Since \(i_0\) is the smallest \(i\) such that \(\text{width}(P_j) = \text{width}(P_j \cup \{x\})\) for all \(j \geq i\), we know that 
\[
\text{width}(P_{i_0-1} \cup \{x\}) > \text{width}(P_{i_0-1}) = i_0 - 1,
\]
and thus width\(\left(P_{i_0-1} \cup \{x\}\right) = i_0\). The set \(A_0\) chosen in line \((A_{14})\) is maximum antichain in \(P_{i_0-1} \cup \{x\}\), and therefore \(|A_0| = i_0\). Moreover, \(P_{i_0-1} \cup \{x\} \subseteq P_0 \cup \{x\}\) and consequently \(A_0 \subseteq P_0 \cup \{x\} = P_{i_0}^+\). To summarize, each antichain \(A_d, A_u, A_0\) has \(i_0\) elements and is contained in \(P_{i_0}^+\). By the choice of \(i_0\), we have width\(\left(P_{i_0}^+\right) = i_0\) so that \(A_d, A_u, A_0 \in \mathcal{M}(P_{i_0}^+)\), as required.

Before we proceed with the correctness of line \((A_{19})\) we need the following two claims which will be useful also when proving that our invariants are kept.

**Claim 2.14.** \(x \in A_x\).

**Proof.** Since width\(\left(P_{i_0-1}\right) = i_0 - 1\) while width\(\left(P_{i_0-1} \cup \{x\}\right) = i_0\), we know that the maximum antichain \(A_0\) constructed in line \((A_{14})\) must contain \(x\). By \((A_{15})\) we know that \(x\) dominates some point in \(A_d\). As \(A_d\) is an antichain, \(x\) cannot be dominated by anything from \(A_d\). This together with the fact that \(x\) is incomparable with all other points in \(A_0\) gives that \(x\) is maximal in \(A_0 \cup A_d\). Recalling Observation 1.2 we know that \(x \in \max\left(A_0 \cup A_d\right) = A_0 \vee A_d\). Analogously we argue that now \(x\) is minimal in \((A_0 \lor A_d) \cup A_u\) to get \(x \in \min\left((A_0 \lor A_d) \cup A_u\right) = (A_0 \lor A_d) \land A_u = A_x\).

**Claim 2.15.** The antichains \(A_u, A_d\) and \(A_x\) satisfy:

1. \(A_u\) is the immediate successor of \(A_d\) in the chain \(\mathcal{A}_{i_0}\).
2. \(A_d \subseteq A_x \subseteq A_u\) in the lattice \(\mathcal{M}(P_{i_0}^+)\).

**Proof.** At the beginning, we will show that \(A_u\) is the immediate successor of \(A_d\) in \(\mathcal{A}_{i_0}\). Every \(A \in \mathcal{A}_{i_0} \subseteq \mathcal{M}(P_{i_0})\) contains \(i_0\) elements, so that \(A\) is a maximum antichain in \(P_{i_0}^+ = P_{i_0} \cup \{x\}\). Thus \(x \in A\downarrow\) or \(x \in A\uparrow\), as otherwise \(A \cup \{x\}\) would be an antichain of size \(i_0 + 1\). Now note that there are \(a, b\) with \(A_d \ni a < x < b \in A_u\). If \(A_u \subseteq A_d\) then there is \(a' \in A_d\) with \(b \leq a'\), so that \(a < a'\), contradicting the fact that \(A_d\) is an antichain. Therefore \(A_d \nsubseteq A_u\). Moreover the choice of \(A_d\) and \(A_u\) tells us that for an antichain \(A \in \mathcal{A}_{i_0}\) with \(A_d \subseteq A \subseteq A_u\) we have \(x \notin A\uparrow\) and \(x \notin A\downarrow\). This means that \(A \cup \{x\}\) is an antichain of size \(i_0 + 1\) in the poset \(P_{i_0}^+\) of width \(i_0\). This contradiction shows (1). To see (2) note that

\[
A_d \subseteq A_d \lor (A_0 \land A_u) \subseteq (A_0 \lor A_d) \land A_u \subseteq A_u,
\]

where the middle inequality is actually the equality in the distributive lattice \(\mathcal{M}(P_{i_0}^+)\). Since \(x \in A_x = (A_d \lor A_u)\) the leftmost and the rightmost inequalities are strong.

Now we are ready to show that line \((A_{19})\) makes sense. First of all note that Claim 2.15.(1) together with Invariant 2.11.(7) guarantee that \((A_d, A_u, \leq, c_{i_0} |_{A_d \cup A_u})\) is a board returned in some round of
$i_0$-local on-line coloring game by the procedure $\text{init}_{lc}$ or $1c$. Trying to continue this $i_0$-local game the local coloring algorithm must be ready to respond to Spoiler’s move that presents all points from the set $M_0 := A_x - (A_d \cup A_u)$ contained in an antichain $M := A_x$. Indeed:

- $i_0 = \text{width}(A_x) \leq \text{width}(A_d \cup A_x \cup A_u) \leq \text{width}(P_{i_0} \cup \{x\}) = i_0$.
- $A_x \in \mathcal{M}(A_d \cup A_x \cup A_u)$.
- $A_d \sqsubset A_x \sqsubset A_u$ (by Claim 2.15.(2)).

The response of the $i_0$-local algorithm is then a multicoloring of all points from the set $M_0$ by colors appearing on both $A_d$ and $A_u$. This multicoloring of $M_0$ together with $c_{i_0}$ that colors $\bigcup \mathcal{A}_0$ is supposed to be the multicoloring $c_{i_0}^+$ that now colors $M_0 \cup \bigcup \mathcal{A}_0 = \mathcal{A}_{i_0}^+$. The only thing that is missing is to show that the set $M_0$ (which gets possibly new color by $1c$) does not intersect the set already colored by $c_{i_0}$, i.e., the set $\bigcup \mathcal{A}_0^+$.

**Claim 2.16.** $M_0 \cap \bigcup \mathcal{A}_0 = \emptyset$.

**Proof.** We will show that if $p \in M$ and $p \in A \in \mathcal{A}_0$, then $p \in A_d \cup A_u$. Without loss of generality, we may assume that $M \sqsubset A$. Since $M$ lie between $A_d \sqsubset A_u$, we have $M \sqsubset A_u \sqsubset A$. Thus, $p \in M$ lies below some $q \in A_u$ and $q$ lies below some $r \in A$. Thus $p \leq q \leq r$, but $p$ and $r$ lie in the same antichain $A$, which yields $p = q = r \in A_u$. \hfill \Box

Finally we need to argue that using $c_{i_0}^+(x)$ in line $(A_{20})$ makes sense, i.e., that $x$ is in the domain of $c_{i_0}^+$. This will immediately follow from Claim 2.14.

Now, knowing that Algorithm 2.12 is well defined, we proceed with proving that Invariants 2.11 are kept when passing from $S$ to $S^+$.

**Claim 2.17.** $P_{i-1}^+ \subseteq P_i^+$ and $\text{width}(P_i^+) = i$.

**Proof.** From the construction of the $P_i^+$’s in line $(A_{11})$ we obtain that $P_i^+$ is either $P_i$ or $P_i \cup \{x\}$ and moreover $x \in P_{i+1}^+$ whenever $x \in P_i^+$. By 2.11.(3a) $P_{i-1}^+ \subseteq P_i$ and therefore $P_{i-1}^+ \subseteq P_i^+$. The index $i_0$ defined in line $(A_{09})$, assures us that for $j \geq i_0$ the width of $P_i$ can not increase by adding $x$. Thus $\text{width}(P_i^+) = \text{width}(P_j) = i$ holds for all $i$’s. \hfill \Box

**Claim 2.18.** $\mathcal{A}_0^+, \ldots, \mathcal{A}_{w^+}$ are families of antichains in $P^+$, such that

- every $\mathcal{A}_i^+$ is a chain in the lattice $\mathcal{MA}_I(P_i^+)$,
- $P_i^+ = P_{i-1}^+ \cup \bigcup \mathcal{A}_i^+$ for $i = 1, \ldots, w^+$.

**Proof.** The only change done to the $\mathcal{A}_i$’s is $\mathcal{A}_{i_0}^+ = \mathcal{A}_{i_0} \cup \{A_x\}$. By Claim 2.15 we know that $A_x \in \mathcal{MA}_I(P_{i_0}^+)$ and $A_x$ is inserted between
two consecutive antichains $A_d$ and $A_u$ of $\mathcal{A}_{i_0}$. Therefore $\mathcal{A}_{i_0}^+$ is a chain in the lattice $\mathcal{M} \mathcal{A}(P_{i_0}^+)$. 

To see the second item of our Claim note that for $i < i_0$ we have $P_i^+ = P_i$ and $\mathcal{A}_i^+ = \mathcal{A}_i$. Thus 

$$P_i^+ = P_i = P_{i-1} \cup \bigcup \mathcal{A}_i = P_{i-1}^+ \cup \bigcup \mathcal{A}_i^+. $$

Also for $i > i_0$ the situation is easy, as $P_i^+ = P_i \cup \{x\}$ and $\mathcal{A}_i^+ = \mathcal{A}_i$, so that 

$$P_i^+ = \{x\} \cup P_i = \{x\} \cup P_{i-1} \cup \bigcup \mathcal{A}_i = P_{i-1}^+ \cup \bigcup \mathcal{A}_i^+. $$

The only not completely trivial case is the borderline $i = i_0$. In this case however, we use Claim 2.14 to get 

$$\{x\} \subseteq A_x \subseteq P_{i_0} \cup \{x\} ,$$

and then 

$$P_{i_0}^+ = P_{i_0} \cup \{x\}$$
by def. of $P_{i_0}^+$

$$= P_{i_0} \cup A_x$$
by (2.2)

$$= P_{i_0-1} \cup \left(\bigcup \mathcal{A}_{i_0}\right) \cup A_x$$
by 2.11.(4c)

$$= P_{i_0-1}^+ \cup \bigcup \mathcal{A}_{i_0}^+$$
by def. of $P_{i_0-1}^+$ and $\mathcal{A}_{i_0}^+$

Claim 2.19. Each $c_i^+ : \bigcup \mathcal{A}_i^+ \longrightarrow \mathcal{P}(\Gamma_i)$ is a multicoloring, i.e., for $\gamma \in \Gamma_i$ the set $\{ p \in \bigcup \mathcal{A}_i^+ : \gamma \in c_i^+(p) \}$ is a chain.

Proof. As for $i \neq i_0$ there is no change when passing from $\mathcal{A}_i$ to $\mathcal{A}_i^+$ and from $c_i$ to $c_i^+$, Invariant 2.11.(5) is kept and does the job.

Now we focus on $\mathcal{A}_{i_0}$ and $c_{i_0}^+$, where we need to show that $p \leq q$ for all $p, q \in \bigcup \mathcal{A}_{i_0}$ such that $c_{i_0}^+(p) \cap c_{i_0}^+(q) \neq \emptyset$. As $\bigcup \mathcal{A}_{i_0} = A_x \cup \bigcup \mathcal{A}_{i_0}$ we split our argument into cases. The first one is $p, q \in \bigcup \mathcal{A}_{i_0}$, when the comparability of $p$ and $q$ results from Invariant 2.11.(5b) and the fact that $c_{i_0}^+(\bigcup \mathcal{A}_{i_0}) = c_{i_0}$. The second possibility, namely $p, q \in A_x$, is ruled out as the sets of colors assigned (by the procedure 1c) to the different points of the antichain $A_x$ have to be disjoint by the rules of the local on-line coloring game. Finally suppose that $p \in A_x \cup \bigcup \mathcal{A}_{i_0}$ while $q \in \bigcup \mathcal{A}_{i_0}$. Pick $\gamma \in c_{i_0}^+(p) \cap c_{i_0}^+(q)$. The procedure 1c, while coloring $p$, has to pick for $c_{i_0}^+(p)$ a subset of $c_{i_0}^+(A_d) \cap c_{i_0}^+(A_u)$. Therefore 

$$\gamma \in c_{i_0}^+(a_d) \cap c_{i_0}^+(a_u)$$
for some 

$$A_d \ni a_d < p < a_u \in A_u.$$ 

Now we switch to the coloring of $q$. We know that $c_{i_0}^+$ behaves on $\bigcup \mathcal{A}_{i_0}$ in the very same way as $c_{i_0}$ did. In particular $\gamma \in c_{i_0}(q)$. This
together with (2.3) gives that $q, a_d, a_u$ are pairwise comparable. On
the other hand the fact that $q \in \bigcup \mathcal{A}_i$ is witnessed by some $A_q \in \mathcal{A}_i$ with $q \in A_q$. By Claim 2.15.(1), the chain $\mathcal{A}_0$ has nothing between $A_d$ and $A_u$ so that either $A_q \subseteq A_d$ or $A_u \subseteq A_q$. In the first case ($A_q \subseteq A_d$) the comparability of $q$ and $a_d$ gives $q \leq a_d$, while in the second one ($A_u \subseteq A_q$) the comparability of $q$ and $a_u$ gives $a_u \leq q$. Combining this with (2.4) we get

$q \leq a_d \leq p \quad \text{or} \quad p \leq a_u \leq q,$

as required. \hfill \Box

With the help of Claims 2.17-2.19 we see that 2.11.(1–5) and (6a) are kept when passing from $S$ to $S^+$. Also 2.11.(6c) for $S^+$ is obvious as in line (A₂₀) $c^+(x)$ is chosen to satisfy this condition. Moreover 2.11.(6c) for $S^+$ together with disjointness of the $\Gamma_i$’s gives that

$$\left\{ p \in P^+ : c^+(p) = \gamma \right\}$$

is a subset of $\bigcup \mathcal{A}_i : \gamma \in c^+_i(p)$, whenever $\gamma \in \Gamma_i$. This establishes 2.11.(6b) for $S^+$.

Finally, for 2.11.(7) it suffices to focus on $L_1, L_2 \in \mathcal{A}_{t_0}^+$ with $L_1$ or $L_2$ being the only new antichain $A_x$. However in the chain $\mathcal{A}_{t_0}^+$ the antichains $A_d, A_x, A_u$ are neighbors, so that $(L_1, L_2)$ is either $(A_d, A_x)$ or $(A_x, A_u)$. In both cases the triple $(A_d, A_x, A_u)$ together with $c_{t_0}^+, A_d \cup A_x \cup A_u$ witnesses 2.11.(7).

This shows that entire Invariant 2.11 is kept while passing from $S$ to $S^+$. In particular 2.11.(6a) gives that $\mathcal{P}$ can be colored with $\sum_{v=1}^w |\Gamma_v| = \sum_{v=1}^w \text{alg}(v)$ colors and finishes our proof of Theorem 2.10. \hfill \Box

Immediately from Theorem 2.10 we get the following

**Corollary 2.20.** In the on-line chain partitioning game Algorithm has a strategy that uses at most $\text{loc-val}(1) + \text{loc-val}(2) + \ldots + \text{loc-val}(w)$ chains to partition posets of width $w$, i.e.

$$\text{val}(w) \leq \sum_{v=1}^w \text{loc-val}(v).$$

The local on-line coloring game described in Definition 2.8 was defined in a way general enough to prove the inequality of Corollary 2.20. However it is hard to determine $\text{loc-val}(w)$ for such general local games. It would be much easier to do this for the game described at the beginning of Section 1, i.e. for games satisfying two additional properties.

**Property 1.** Antichains $L, M, T$ are pairwise disjoint.

**Property 2.** $(L, M, \leq), (M, T, \leq)$ and $(L, T, \leq)$ are cores.
In the following two subsections we will consecutively show that imposing these two restrictions on local on-line coloring game actually does not change the value $\text{loc-val}(w)$ for these modified games.

1.2. **Disjoint levels on the board.** In this section we will show that the value of the local on-line coloring game with the additional

**PROPERTY 1.** Antichains $L, M, T$ are pairwise disjoint during entire game.

is bounded from below by $\text{loc-val}(w)$. Property 1, together with the rules of the local game, gives that $(L, M, \leq), (M, T, \leq)$ and $(L, T, \leq)$ are regular bipartite posets in the sense of the following definition.

**DEFINITION 2.21.** A *regular bipartite poset* is a triple $(A, B, \leq)$ such that

- $(A \cup B, \leq)$ is a poset,
- $A, B$ are disjoint antichains with $A \sqsubseteq B$,
- $|A| = |B| = \text{width}(A \cup B)$.

Before we proceed with the proof we summarize all rules of the local game with Property 1.

**DEFINITION 2.22.** By a *disjoint game* we mean the following two-person game between Spoiler and Algorithm. During the first round:

- Spoiler sets a natural number $w$ and then introduces two antichains $L, T$, each with $w$ elements, such that $L < T$.
- Algorithm determines a finite set $\Gamma$ of colors that may be used in the entire game and then he colors each point $x \in L \cup T$ with some nonempty subset $c(x)$ of $\Gamma$ such that for each $\gamma \in \Gamma$ the points colored by $\gamma$ form a chain.

During next rounds the board $(L, T, \leq, c)$ from the previous round is transformed to a board $(L^+, T^+, \leq, c^+)$ according to the following rules:

- Spoiler introduces $w$ new elements that form an antichain $M$ such that the poset $B' = (L \cup M \cup T, \leq)$ has width $w$ and moreover $L \sqsubseteq M \sqsubseteq T$ in the lattice $\mathcal{M}(B')$.
- Algorithm colors each point $m \in M$ with a nonempty finite set of colors $c^+(m) \subseteq c(L) \cap c(T)$ and keeps the old multicoloring on $L \cup T$, i.e. $c^+|_{L \cup T} = c$.
- Finally, Spoiler redefines the levels $L, T$ to $L^+, T^+$ so that either $(L^+, T^+) = (L, M)$ or $(L^+, T^+) = (M, T)$. This, after restricting to $L^+ \cup T^+$, creates the new board $(L^+, T^+, \leq, c^+)$. Again, the goal of Algorithm is to pick minimal number $|\Gamma|$ of colors already during the first round so that he can play with these colors forever.
The following example of a local game with Property 1 will be further explored to illustrate that Property 1 is redundant for keeping the value of the game. Let a regular bipartite poset \((L, T, \leq)\) be like on Figure 2.5. In order to satisfy Property 1 Spoiler must provide \(4 = \text{width}(L \cup T)\) new points, which form an antichain \(M\). In our example after Algorithm colors all points of \(M\), Spoiler chooses the subposet \((M, T, \leq|_{M \cup T})\) for the new regular bipartite poset \((L^+, T^+, \leq)\).

![Diagram of a poset](image)

**Figure 2.5.**

Our aim is to show how Algorithm’s strategy for the local game with Property 1 can be transformed into a strategy for Algorithm playing an unrestricted game of Definition 2.8. Such a transformation has to be done on-line, i.e. each round has to be transformed separately. In particular there is nothing to be changed in the first round. However, in all other rounds some changes are needed. Roughly speaking in such a transformation:

- We start with an unrestricted board \((L, T, \leq c)\) and an antichain \(M\) not necessarily disjoint with \(L \cup T\).
- We transform \(L, M, T\) into three pairwise disjoint antichains \(L, M, T\) of size \(w\) and together with \(\overline{c}\) for \(\overline{L \cup T}\) the board \((\overline{L}, \overline{T}, \leq, \overline{c})\) is presented to Algorithm working in the disjoint game to get the multicoloring \(\overline{c}^+\) of \(\overline{M}\).
- We use the multicoloring \(\overline{c}^+\) of \(\overline{M}\) to produce a multicoloring \(c^+\) of \(M - (L \cup T)\).

For a better understanding of this idea we look into the example presented on Figure 2.4 (page 25). The poset \((\{p_1, \ldots, p_7\}, \leq)\) with antichains \(L = \{p_1, p_5, p_6, p_7\}\) and \(T = \{p_1, p_2, p_3, p_4\}\) is shown on Figure 2.6.a. Spoiler introduces 2 new points \(m_1, m_2\) and reveals an antichain \(M = \{p_1, p_5, m_1, m_2\}\) of the new poset \((\{p_1, \ldots, p_7, m_1, m_2\}, \leq)\). For \(q \in L \cup M \cup T\) we know that \(q\) may belong to more than one level \(A \in \{L, M, T\}\). In our example \(p_1 \in L \cap M \cap T\) and \(p_5 \in L \cap M\). The idea is to inflate \(p_1\) to a 3-element chain \(p_1^L < p_1^M < p_1^T\) and to inflate \(p_5\) to a 2-element chain \(p_5^L < p_5^M\), as presented by Figure 2.7. The points that in \(L \cup M \cup T\) belong to exactly one of antichains \(L, M\) or \(T\) get only an upper index of this
antichain. Now, $L, M, T$ are the antichains of points with the corresponding upper indices. The multicoloring $c$ of $L \cup T$ is set so that $c(q^A) = c(q)$. After presenting the board $(L, T, \leq, c)$ together with an antichain $M$ that is disjoint with $L \cup T$, Algorithm returns the multicoloring $c^+$ of $M = \{p_1^M, p_5^M, m_1^M, m_2^M\}$. In order to obtain a multicoloring $c^+$ of $m_1$ and $m_2$ we take the multicoloring $c^+$ of $m_1^M$ and $m_2^M$, respectively. The values $c^+(p_1^M)$ and $c^+(p_5^M)$ are of no help, as $c^+(p_1)$ and $c^+(p_5)$ can be already deduced from $c(p_1)$ and $c(p_5)$.

Before describing the above transformation in a formal way we need some preparation. First of all we need to describe how a two-level structure $(L, T, \leq)$ or a three-level structure $(L, M, T, \leq)$ can be turn into $(\overline{L}, T, \leq)$ or $(\overline{L}, M, \overline{T}, \leq)$, respectively. We describe how to proceed in the three-level case, as it should be obvious what to do in the two-level case. Recall that

- the poset $(L \cup M \cup T, \leq)$ has width $w$,
- $L, M, T$ are antichains of size $w$,
- $L \sqcup M \sqcup T$ in the lattice $\mathcal{M}(L \cup M \cup T, \leq)$.

The antichains $L, M, T$ are transformed into

\[
\overline{L} = \{ l^L : l \in L \},
\]
\[
\overline{M} = \{ m^M : m \in M \},
\]
\[
\overline{T} = \{ t^T : t \in T \},
\]
so that the sets \( L, M, T \) are now pairwise disjoint. The ordering of \( L \cup M \cup T \) is defined by

\[
x^A \leq y^B \quad \text{iff} \quad x \leq y \quad \text{and} \quad A \sqsubseteq B.
\]

In the following we will switch between two games:

- an unrestricted game described in Definition 2.8. Their players are to be called Unrestricted Spoiler and Unrestricted Algorithm.
- a disjoint game described in Definition 2.22. Their players are to be called Disjoint Spoiler and Disjoint Algorithm.

To color the initial poset \( (L, T, \leq) \) of the first round, note that since \( L \cap T = \emptyset \), passing from \( (L, T, \leq) \) to \( (L, T, \leq) \) relies only on renaming the elements of \( L \cup T \) without actually duplicating them. Then \( (L, T, \leq) \) is presented to Disjoint Algorithm, who returns a colored board \( (L, T, \leq, \tau) \). The multicoloring Unrestricted Algorithm has to return for \( (L, T, \leq) \) can be produced from \( \tau \) in the obvious way, namely \( \tau(x^A) = \tau(x^A) \). For the further performance of Unrestricted Algorithm not only \( (L, T, \leq, c) \) is stored but actually, in each round from now on, a structure \( (L, T, \leq, c, \tau) \) is maintained. To be more precise \( (L, T, \leq, c) \) is a board for the unrestricted game while \( \tau \) is a multicoloring of \( L \cup T \) returned by Disjoint Algorithm and then restricted by Disjoint Spoiler to the two levels of his choice. Note that after the first round we have

\[
\tau(x^A) = c(x) \quad \text{for} \quad A \in \{L, T\}.
\]

This equality can not be maintained in the future but we will keep the following inclusion as an invariant.

\[
\tau(x^A) \subseteq c(x) \quad \text{for} \quad A \in \{L, T\}.
\] (2.5)

To describe how to proceed in the consecutive rounds of the unrestricted game, suppose that Unrestricted Spoiler presents the middle antichain \( M \) to Unrestricted Algorithm who maintains \( (L, T, \leq, c, \tau) \). Unrestricted Algorithm produces \( (L, M, T, \leq) \) and together with the multicoloring \( \tau \) of \( L \cup T \) presents it to Disjoint Algorithm. He extends \( \tau \) to a multicoloring \( \tau^+ \) of entire \( L \cup M \cup T \) and makes Disjoint Spoiler to set \( (L^+, T^+) \) to be either \( (L, M) \) or \( (M, T) \) depending whether \( (L, M) \) or \( (M, T) \) was chosen by Unrestricted Spoiler for \( (L^+, T^+) \). Now the board \( (L^+, T^+, \leq, \tau^+) \), with \( \tau^+ \) restricted to \( L^+, T^+ \), is returned to Unrestricted Algorithm. All Unrestricted Algorithm has to do now is to extend \( c \) to a multicoloring \( c^+ \) of \( M \) \( L \cup T \). We will show that putting \( c^+(m) = \tau^+(m^M) \) fulfills the requirement of Definition 2.8. To show that described transformation works we need to show the following three properties.
(1) presenting \((L, M, \overline{T}, \leq, \overline{c})\) to Disjoint Algorithm is legal, i.e.
(a) \(\overline{M}\) is an antichain of width \(w\),
(b) \(L, M, \overline{T}\) are pairwise disjoint,
(c) width \((L \cup \overline{M} \cup \overline{T})\) = \(w\),
(d) \(L \subseteq M \subseteq \overline{T}\) holds in \(\mathcal{M} \cup \overline{M} \cup \overline{T}, \leq\),

(2) the multicoloring \(c^+\) is legal, i.e.
(a) for each color \(\gamma\) the set \(\{p \in L \cup M \cup T : \gamma \in c^+(p)\}\) is a chain,
(b) \(c^+(m) \subseteq c(L) \cap c(T)\) for \(m \in M - (L \cup T)\),

(3) the invariant (2.5) is kept, i.e. \(c^+(x) \supseteq \overline{c}^+(x^A)\) for each antichain \(A = L, M, T\) and each \(x \in A\).

The properties (1a) and (1b) and the inequality width \((L \cup \overline{M} \cup \overline{T}) \geq w\) are obvious. The converse inequality as well as (1d) will follow from the next two claims.

**Claim 2.23.** width \((L \cup \overline{M} \cup \overline{T}) \leq w\).

**Proof.** Since width \((L \cup M \cup T) = w\), Dilworth’s Theorem 1.5 allows us to partition \(L \cup M \cup T\) into \(w\) chains, say \(C_1, \ldots, C_w\). To cover \(L \cup M \cup T\) by \(w\) chains we let

\[
\overline{C}_i = \left\{ x^A : x \in C_i \cap A \text{ and } A \in \{L, M, T\} \right\}.
\]

Obviously \(\overline{C}_1 \cup \ldots \cup \overline{C}_w = L \cup M \cup T\). To see that two points \(x^A, y^B\) from \(\overline{C}_i\) are comparable, first note that since \(x, y\) are taken from a chain \(C_i\) without loss of generality we may assume that \(x \leq y\). Thus, if \(x^A \not\leq y^B\) then \(A \not\supseteq B\). This together with \(x \in A, y \in B\) and \(x \leq y\) gives \(x = y\). Consequently \(x^A \geq x^B = y^B\). \(\Box\)

Since \(L, M, \overline{T}\) have the same width \(w\) as the entire poset \(L \cup M \cup T\), we know that \(\overline{L}, \overline{M}, \overline{T} \in \mathcal{M} \cup \overline{M} \cup \overline{T}, \leq\). Since \(L \subseteq M \subseteq T\), property (1d) follows directly from the following claim.

**Claim 2.24.** For \(A, B \in \{L, M, T\}\) with \(A \subseteq B\) we have \(\overline{A} \subseteq \overline{B}\).

**Proof.** To see that an element \(x^A\) of \(\overline{A}\) is below some \(y^B \in \overline{B}\), simply choose \(y \in B\) with \(x \leq y\), witnessing that \(x \in A\) and \(A \subseteq B\). \(\Box\)

To show (2) we first prove a condition that is stronger than (2b).

**Claim 2.25.** If \(m \in M - (L \cup T)\) and \(\gamma \in c^+(m)\) then there are \(l \in L\) and \(t \in T\) such that \(\gamma \in c(l) \cap c(t)\) and \(l \leq m \leq t\).

**Proof.** Since \(c^+(m)\) was set by Unrestricted Algorithm to \(c^+(m^M)\) we have \(\gamma \in \overline{c}^+(m^M)\). On the other hand the rules of the disjoint game allow Disjoint Algorithm to use for \(\overline{c}^+(m^M)\) a subset of \(\overline{c}(L) \cap
Therefore \( \gamma \in \overline{\mathcal{C}}(l^L) \cap \overline{\mathcal{C}}(t^T) \) for some \( l \in L \) and \( t \in T \). Moreover, since \( \{x^A \in \overline{T} \cup \overline{M} \cup T : \gamma \in \overline{\mathcal{C}}^+(x^A)\} \) is a chain we know that \( \overline{l^L} < \overline{m^M} < \overline{t^T} \). These inequalities imply that \( l \leq m \leq t \). Finally, using our invariant (2.5) for \( \overline{\mathcal{C}} \) and \( c \) we have \( \overline{\mathcal{C}}(l^L) \subseteq c(l) \) and \( \overline{\mathcal{C}}(t^T) \subseteq c(t) \), so that \( \gamma \in c(l) \cap c(t) \). \( \square \)

From the next claim we obtain that for every color \( \gamma \) the points in \( L \cup M \cup T \) colored by \( \gamma \) form a chain.

**Claim 2.26.** Every two points \( p, q \in L \cup M \cup T \) with \( c^+(p) \cap c^+(q) \neq \emptyset \) are comparable.

**Proof.** Obviously if \( p, q \in L \cup T \) then \( c^+|_{L \cup T} = c \) together with the chain condition for \( c \) does the job. Now suppose \( p, q \in M - (L \cup T) \). Since \( \{m^M : m \in M\} \) is an antichain the sets of the form \( \overline{\mathcal{C}}^+(m^M) \) are pairwise disjoint. As for \( m \in M - (L \cup T) \) we have \( c^+(m) = \overline{\mathcal{C}}^+(m^M) \), we know that \( c^+(p) \cap c^+(q) = \emptyset \) unless \( p = q \). Finally suppose that \( p \in L \cup T \) while \( q \in M - (L \cup T) \) and pick \( \gamma \in c^+(q) \). Claim 2.25 supplies us with a three-element chain \( \overline{L} \ni l < q < t \in T \) such that \( \gamma \in c(l) \cap c(t) \cap c^+(q) \). This color \( \gamma \) cannot be used on any other element \( p \) of \( L \cup T \) unless \( p = l \) or \( p = t \). \( \square \)

Before we proceed with the proof of (3) a few words clarifying the situation may be needed to understand why in (3), and therefore in (2.5), only the inclusion can be kept. This is because the Disjoint Algorithm can sometimes get two copies of a point \( x \in L \cup M \cup T \), say \( x^L \in \overline{T} \) and \( x^M \in \overline{M} \). As Disjoint Algorithm has no choice for \( \overline{\mathcal{C}}^+(x^L) \), but to set it to \( \overline{\mathcal{C}}(x^L) \), he has a choice for \( \overline{\mathcal{C}}^+(x^M) \). We will see in the proof of the next claim that his freedom is restricted to \( \overline{\mathcal{C}}^+(x^M) \subseteq \overline{\mathcal{C}}^+(x^L) \). However if Unrestricted Spoiler returns \( (L^+, T^+) = (M, T) \) forcing \( (L^+, T^+) = (\overline{M}, T) \), only the inclusion \( \overline{\mathcal{C}}^+(x^M) \subseteq c^+(x) \) can survive.

**Claim 2.27.** \( \overline{\mathcal{C}}^+(x^A) \subseteq c^+(x) \) for all points \( x^A \) of \( \overline{T} \cup \overline{M} \cup T \).

**Proof.** Again, our argument splits into three cases:

- \( x^A \in \overline{L} \cup \overline{T} \),
- \( x^A \in \overline{M} \) and \( x \in M - (L \cup T) \) (in particular \( A = M \)),
- \( x^A \in \overline{M} \) and \( x \in M \cap (L \cup T) \) (in particular \( A = M \)).

In the first case, since \( c^+|_{L \cup T} = c \) and \( \overline{\mathcal{C}}^+|_{L \cup T} = \overline{\mathcal{C}} \) the invariant (2.5) does the job. Also the second case is easy, as then \( c^+(x) = \overline{\mathcal{C}}^+(x^M) \). Actually the only possibility when the equality between \( c^+(x) \) and \( \overline{\mathcal{C}}^+(x^A) \) cannot be kept arises in the third case. In this setting without loss of generality we may assume that \( x \in M \cap L \). The rules of the disjoint game guarantee that \( \overline{\mathcal{C}}^+(x^M) \subseteq \overline{\mathcal{C}}(l^L) \cap \overline{\mathcal{C}}(t^T) \). Actually we have much more, namely \( \overline{\mathcal{C}}^+(x^M) \subseteq \overline{\mathcal{C}}(x^L) = \overline{\mathcal{C}}^+(x^L) \), as otherwise
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\[ \overline{c}^+(x^M) \cap \overline{c}^+(l^L) \neq \emptyset \] for some \( l^L \in L - \{x^L\} \). This however cannot happen as \( l, x \in L \) are incomparable, so that the incomparable points \( l^L \) and \( x^M \) cannot share a common color. On the other hand we have \( \overline{c}^+(x^L) \subseteq c^+(x) \) as \( x^L \in L \) is treated in the first case. Summing up we get \( \overline{c}^+(x^M) \subseteq \overline{c}^+(x^L) \subseteq c^+(x) \), as required. \( \square \)

1.3. Cores in the board. In this section we show that the value of the local game with both Properties 1 and 2 is bounded from below by \( \text{loc-val}(w) \). We have already seen (in Subsection 1.2) that restricting Spoiler’s power by imposing Property 1 does not help Algorithm. Thus, all we have to do is to show that an additional restriction (Property 2) put on the top of the disjoint game does not help Algorithm as well. This new game is to be called a core game.

Now, all that has to be done, is to transform each round of the disjoint game according to the following rules:

- Starting with a regular bipartite poset \((L, T, \preceq)\) and an antichain \(M\) which is disjoint with \(L \cup T\) we have to produce a regular bipartite poset \((L, T, \preceq')\) which is a core (in particular \(\preceq'|_{L \cup T}\) is contained in \(\preceq|_{L \cup T}\)) and to modify \(\preceq\) on entire \(L \cup M \cup T\) to get subrelation \(\preceq'\) of \(\preceq\) so that both \((L, M, \preceq')\) and \((M, T, \preceq')\) are cores.
- This modified structure \((L, M, T, \preceq')\) is presented to Core Algorithm to color \(M\).
- After this multicoloring is done, Disjoint Spoiler decides to choose \((L^+, T^+)\) to be either \((L, M)\) or \((M, T)\).

The proper choice for \(\preceq'\) is essential here. Indeed, it may seem that taking \(\preceq'\) such that the corresponding \(\prec'\) determines perfect matching in both \((L, M)\) and \((M, T)\) would be the best one, as it makes it extremely easy for Algorithm to color \(M\) along this matching. For example, suppose \((L, T, \preceq)\) is the poset presented on Figure 2.8.a with

**Figure 2.8.** (a) After Algorithm deleted the edges \((l_2, t_3), (l_3, t_1), (l_3, t_2)\), Spoiler presents \(m_1, m_2, m_3\) with solid and doted lines. (b) Doted lines have to be removed to keep comparabilities between \(L\) and \(T\) as the solid lines on (a) show.
both solid and doted lines, while \( \leq' \) consists only of solid lines. Presenting \( M = \{ m_1, m_2, m_3 \} \) with comparabilities described on Figure 2.8.b by both solid and doted lines has to be transformed into \( \leq' \) on \( L \cup M \cup T \) e.g. by removing doted lines. This however may lead into future troubles, as it may happen that the further rounds cannot be transformed any more with keeping the same width (see Figure 2.9). Therefore this will only show that the value of the disjoint game on width \( w \) is bounded by the value of the core game with some width \( w' \geq w \), which is not very helpful.

![Diagram](image)

**Figure 2.9.** Spoiler chooses \((L^+,T^+) = (L,M)\) for the next round (a) and presents \(m_1^+, m_2^+, m_3^+.\) Because \( t_2^+ \parallel l_3^+ \) and \( t_3^+ \parallel l_2^+ \), there cannot be chains \( l_3^+ < m_2^+ < t_2^+ \) and \( l_2^+ < m_3^+ < t_3^+ \). In our example there is an antichain of 5 elements \( l_1^+, l_2^+, l_3^+, m_2^+, m_3^+.\)

However, if \( \leq' \) is chosen to be not too small (as in single perfect matching cases) there is enough room for a transformation that keeps the width not only at the very moment, but also could keep it in an unpredictable future. It appears that taking \( \prec' \) for two levels, e.g. \((L,T)\), to be the sum of all perfect matchings between \( L \) and \( T \) will suffice. This leads to the following definition.

**Definition 2.28.** Let \((A,B,\leq)\) be a regular bipartite poset and \( \mathcal{P}M = \mathcal{P}M(A,B,\leq) \) be the family of all perfect matchings in the bipartite graph \((A,B,\prec)\). By the core of \((A,B,\leq)\) we mean the triple \((A,B,\mathcal{C}_{A,B}(\leq))\) such that \( \mathcal{C}_{A,B}(\leq) = \{(x,x) : x \in A \cup B\} \cup \mathcal{P}M \).

It should be obvious that the core \((A,B,\mathcal{C}_{A,B}(\leq))\) of a poset \((A,B,\leq)\) is a poset again. Sometimes we will write \( \leq_{cr} \) for \( \mathcal{C}_{A,B}(\leq) \) if both \( A \) and \( B \) are clear from the context. Also we will refer to the partial order \( \leq_{cr} \) itself to be the core of the order \( \leq. \)

As each perfect matching from \( \mathcal{P}M(A,B,\leq) \) can be viewed as an increasing bijection from \( A \) to \( B \) we immediately get the following observation.

**Observation 2.29.** Let \((A,B,\leq)\) be a regular bipartite poset. Then \( p \leq_{cr} q \) iff \( p = q \) or there is a bijection \( f : A \rightarrow B \) satisfying:

1. \( a < f(a) \) for all \( a \in A, \)

2. \( f(x) = f(y) \) for all \( x \leq y \) in \( A \),

3. \( f(x) \neq f(y) \) for all \( x < y \) in \( A \),
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(1) $f(p) = q$. □

Since together with a poset $(P, S)$ we will consider posets of the form $(P, R)$ with $R \subseteq S$ we need the following observation.

**Observation 2.30.** Let $(P, R)$ and $(P, S)$ be the posets such that
- $R \subseteq S$,
- $\text{width}(P, R) = \text{width}(P, S)$.

Then for all $A, B \in \mathcal{M}(P, S)$ with $A \sqsubseteq R B$ we have $A \sqsubseteq R B$.

**Proof.** Since $A \sqsubseteq S B$, we know that, in the order $S$, no point of $A$ can lie strictly above some point of $B$. Now, if $A \not\sqsubseteq R B$ then there is $a \in A$ with $a \parallel R b$ for all $b \in B$. This however leads to an antichain $B \cup \{a\}$ of size $\text{width}(P, R) + 1$. □

Directly from the definition we know that the order $\leq_{cr}$ is contained in the original order $\leq$. An important feature of the core is that containing less comparable pairs it still keeps the width of the poset.

**Observation 2.31.** If $(A, B, \leq)$ is a regular bipartite poset of width $w$ then its core $(A, B, \leq_{cr})$ is a regular bipartite poset of width $w$, as well.

**Proof.** The fact that $(A \cup B, \leq_{cr})$ is a poset is obvious, so we will show that $\text{width}(A \cup B, \leq_{cr}) = \text{width}(A \cup B, \leq)$. Since each $\leq_{cr}$-comparable pair is also $\leq$-comparable, every antichain in $(A \cup B, \leq)$ is also an antichain in $(A \cup B, \leq_{cr})$. Thus, $w \leq \text{width}(A \cup B, \leq_{cr})$. By Dilworth's Theorem 1.5 we know that there is a chain partition of $(A \cup B, \leq)$ into $w$ chains $C_1, C_2, \ldots, C_w$. Both antichains $A$ and $B$ contain $w$ elements, so that each $C_i$ intersects both $A$ and $B$, in fact $|A \cap C_i| = |B \cap C_i| = 1$. Moreover for each $a \in A$ there is $C^a \in \{C_1, \ldots, C_w\}$ such that $\{a\} = A \cap C^a$. Now let $f : A \longrightarrow B$ sends each $a \in A$ to the unique element of $B \cap C^a$. This means that $C^a = \{a, f(a)\}$ and actually each $C_i$ is of the form $\{a, f(a)\}$ for some $a \in A$. Thus $f$ serves as an uniform witness for $a \leq_{cr} f(a)$ with $a$ ranging over $A$. This means that the $C_i$'s are also chains in $\leq_{cr}$, so that $\text{width}(A \cup B, \leq_{cr}) \leq w$, as required.

Moreover, the fact that $A \sqsubseteq B$ in $(A, B, \leq_{cr})$ follows from Observation 2.30. □

**Figure 2.10.** Example of a core.

\[
\begin{array}{cc}
\text{(A, B, } \leq) & \text{(A, B, } \leq_{cr}) \\
\hline
A & B \\
\end{array}
\]
The core \( C_{A,B}(\mathcal{R}) \) is contained in a partial order \( \mathcal{R} \). Moreover, the operation of taking a core is idempotent and monotone, i.e. \( C_{A,B}(C_{A,B}(\mathcal{R})) = C_{A,B}(\mathcal{R}) \) and \( \mathcal{R} \subseteq \mathcal{S} \) implies \( C_{A,B}(\mathcal{R}) \subseteq C_{A,B}(\mathcal{S}) \). This leads to the following definition.

**Definition 2.32.** A poset \((A, B, \mathcal{R})\) is a core if it is a regular bipartite poset and \( C_{A,B}(\mathcal{R}) = \mathcal{R} \).

As an example illustrating the notion of cores we list all cores of width at most 3.

**Example 2.33.** Let \((A, B, \leq)\) be a core of width \( w \leq 3 \). Then \((A, B, \leq)\) is isomorphic to one of the posets listed by Figure 2.11.

![Figure 2.11. Complete list of cores of width at most 3.](image)

**Proof.** One can easily check that posets \( P_1 \)–\( P_{333} \) can be covered by 1, 1, 2, 1, 2, 2, 3, 4 and 3 perfect matchings, respectively. This shows that these posets are cores. To see that there is no other one we will use the notion of degree in the bipartite digraph \((A, B, \prec)\). More formally \( \delta(a) = |a\uparrow| \) for \( a \in A \) and \( \delta(b) = |b\downarrow| \) if \( b \in B \). We also define \( \Delta \) to be the multiset \( \delta(A) = \{\delta(a) : a \in A\} \). In particular for the posets \( P_1 \)–\( P_{333} \) these multisets \( \Delta \) are \( \{1\}, \{1,1\}, \{2,2\}, \{1,1,1\}, \{1,2,2\}, \{2,2,2\}, \{2,3,2\}, \{2,3,3\}, \{3,3,3\} \) respectively\(^1\). Before we

\[^1\]The reader should be warned here that the multisets \( \delta(A) \) and \( \delta(B) = \{\delta(b) : b \in B\} \) that coincides for cores of width at most 3, do not have to coincide in general. For example

\[ \delta(A) = \{3,2,3,2\} \text{ and } \delta(B) = \{2,2,4,2\} \]

are different.
proceed with our classification we observe that:

In a core \((A, B, \leq)\) there is no configuration \(A \ni a, a' < b \in B\) with \(\delta(a) = 1\).

Indeed, to witness that \(a' < b\) is in the core we need a bijection \(f : A \to B\) that sends \(a'\) to \(b\). But then \(f(a)\) has to be bigger than \(a\) which is impossible as the only element \(b\) in \(a^\uparrow\) has been already taken by \(a'\).

Analogously we have

In a core \((A, B, \leq)\) there is no configuration \(A \ni a < b, b' \in B\) with \(\delta(b) = 1\).

Now we are ready for our classification. Since \(\delta(a) \leq w \leq 3\) the only possibilities for \(\Delta\) are

- \(\{1\}\) for \(w = 1\);
- \(\{1, 1\}, \{1, 2\}, \{2, 2\}\) for \(w = 2\);
- \(\{1, 1, 1\}, \{1, 1, 2\}, \{1, 1, 3\}, \{1, 2, 2\}, \{1, 2, 3\}, \{1, 3, 3\}, \{2, 2, 2\}, \{2, 2, 3\}, \{2, 3, 3\}, \{3, 3, 3\}\) for \(w = 3\).

Now we proceed by cases, with an additional listing of elements \(A = \{a_1, \ldots, a_w\}\) and \(B = \{b_1, \ldots, b_w\}\). Moreover we assume that the multiset \(\Delta\) is listed exactly in the order \(\delta(a_1), \ldots, \delta(a_w)\).

- \(\{1\}\): This leads to the poset \(\mathcal{P}_1\).
- \(\{1, 1\}\): This leads to the poset \(\mathcal{P}_{11}\), as otherwise we will have a configuration forbidden in (2.6).
- \(\{1, 2\}\): Without loss of generality let \(b_1\) be the only neighbor of \(a_1\). Then \(a_2\) has \(b_1\) as a neighbor as well. This produces a configuration forbidden in (2.6) so that \(\{1, 2\}\) cannot be realized by a core.
- \(\{2, 2\}\): This leads to the poset \(\mathcal{P}_{22}\).
- \(\{1, 1, 1\}\): This leads to the poset \(\mathcal{P}_{111}\), as otherwise some \(b_i\) will have two neighbors of degree 1 which is forbidden by (2.6).
- \(\{1, 1, 2\}\) and \(\{1, 1, 3\}\): Since \(\delta(a_1) = \delta(a_2) = 1\), by (2.6) the points \(a_1\) and \(a_2\) cannot share a neighbor with any other point. Without loss of generality \(a_1 < b_1\) and \(a_2 < b_2\). But now there is no room for neighbors of \(a_3\).
- \(\{1, 2, 2\}\): Again, by (2.6), \(a_1\) has its “private” neighbor, say \(b_1\). To realize \(\delta(a_2) = \delta(a_3) = 2\) we need to have \(a_2, a_3 < b_2, b_3\) which gives \(\mathcal{P}_{122}\).
- \(\{1, 2, 3\}\) and \(\{1, 3, 3\}\): These multisets are excluded, as again by (2.6), \(a_3\) taking all of the \(b_i\)’s leaves no room for a “private” neighbor for \(a_1\).
- \(\{2, 2, 2\}\): First we argue that the upsets \(a_1^\uparrow, a_2^\uparrow, a_3^\uparrow\) have to be pairwise different. Indeed, suppose e.g. \(a_1^\uparrow = a_2^\uparrow = \{b_1, b_2\}\). Then \(a_3 < b_3\) as otherwise \(\{a_1, a_2, a_3, b_3\}\) would be a 4-element antichain. Now to realize \(\delta(a_3) = 2\) without loss
of generality we may assume that \( a_3 < b_2 \) so that we are in the situation presented by Figure 2.12. But then \( a_3 < b_3, b_2 \) is a situation forbidden by (2.7). Thus \( a_1 \uparrow, a_2 \uparrow, a_3 \uparrow \) are pairwise different and then the poset \( P_{222} \) appears.

\{2, 2, 3\}: By the same token as in case \{2, 2, 2\} the sets \( a_1 \uparrow, a_2 \uparrow, a_3 \uparrow \) are pairwise different. The only way to realize degrees 2, 2, 3 on \( a_1, a_3, a_2 \) is by a poset isomorphic to \( P_{223} \).

\{2, 3, 3\}: Poset \( P_{233} \) is the only way to realize this multiset.

\{3, 3, 3\}: Poset \( P_{333} \) is the only way to realize this multiset. □

Now we are ready to reduce the local game with Property 1 to the game which in addition satisfies the following property.

**Property 2.** \((L, M, \leq), (M, T, \leq)\) and \((L, T, \leq)\) are cores during entire game.

For example, let \((L, T, \leq)\) be a core presented on Figure 2.13. In order to fulfill Property 1, Spoiler provides 4 new points which form an antichain \( M \). Moreover in order to satisfy Property 2 he has to do it in a way that \((L, M, \leq)\) and \((M, T, \leq)\) are cores. After Algorithm colors \( M \), Spoiler redefines \((L^+, T^+)\) to \((M, T)\).

The local game with Properties 1 and 2 is described by the following rules.

**Definition 2.34.** By a core game we mean the following two-person game between Spoiler and Algorithm. During the first round:

- Spoiler sets a natural number \( w \) and then introduces two disjoint antichains \( L, T \), each with \( w \) elements, such that \( L \prec T \).
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- Algorithm determines a finite set $\Gamma$ of colors that may be used in the entire game and then he colors each point $x \in L \cup T$ with some nonempty subset $c(x)$ of $\Gamma$ such that for each $\gamma \in \Gamma$ the points colored by $\gamma$ form a chain.

During next rounds the board $(L, T, \leq, c)$ from the previous round is transformed to a board $(L^+, T^+, \leq, c^+)$ according to the following rules:

- Spoiler introduces $w$ new elements that form an antichain $M$ such that the poset $B' = (L \cup M \cup T, \leq)$ has width $w$ and $L \sqsubset M \sqsubset T$ in the lattice $\mathcal{M}(B')$. Moreover, $(L, M, \leq)$ and $(M, T, \leq)$ have to be cores.
- Algorithm colors each point $m \in M$ with a nonempty set of colors $c^+(m) \subseteq c(L) \cap c(T)$ and keeps the old multicoloring on $L \cup T$, i.e. $c^+|_{L \cup T} = c$.
- Finally, Spoiler redefines the levels $L, T$ to $L^+, T^+$ so that either $(L^+, T^+) = (L, M)$ or $(L^+, T^+) = (M, T)$. This, after restricting to $L^+ \cup T^+$, creates the new board $(L^+, T^+, \leq, c^+)$. Again, the goal of Algorithm is to pick minimal number $|\Gamma|$ of colors already during the first round so that he can play with these colors forever.

Now we will present a reduction of the disjoint game to the core game. In this reduction we will switch between two games:

- a disjoint game described in Definition 2.22. Their players are to be called Disjoint Spoiler and Disjoint Algorithm.
- a core game described in Definition 2.34. Their players are to be called Core Spoiler and Core Algorithm.

We will copy multicoloring from the core game to the disjoint game. After the first move of Spoiler the poset $(L, T, \leq)$ is a core. Thus a multicoloring $c$ of $L \cup T$ returned by Core Algorithm is also a correct multicoloring in the disjoint game. For the further performance of Disjoint Algorithm in each round from now on, a structure $(L, T, \leq, c)$ is a board for the disjoint game, where the multicoloring $c$ is exactly the one returned by Core Algorithm on $(L \cup T, \leq_{\text{ct}})$.

Now we focus on a round which is not the first one. Let $(L, T, \leq, c)$ be a board returned by the previous round. According to Definition 2.22 let $M$ be an antichain introduced by Disjoint Spoiler. We transform $B' = (L \cup M \cup T, \leq)$ to $\overline{B} = (L \cup M \cup T, \mathcal{C}_{LMT}(\leq))$, where $\mathcal{C}_{LMT}(\leq) = \mathcal{C}_{LT}(\leq) \cup \mathcal{C}_{LM}(\leq) \cup \mathcal{C}_{MT}(\leq)$. Restricting the order $\leq$ of $B'$ to $\mathcal{C}_{LMT}(\leq)$ was made carefully enough, so that on any two levels $A, B \in \{L, M, T\}$ the ordering $\mathcal{C}_{LMT}(\leq)$ is a core of $(A, B, \leq)$. In particular the restriction of $\overline{B}$ to $L \cup T$ gives $(L, T, \mathcal{C}_{LT}(\leq))$. All we need to show is that $\overline{B}$ is a correct input that can be presented to
Thus we get width \( \mathcal{M}(\mathcal{B}) \).

To see (1) note that the only nontrivial part is to show that \( C_{L,M,T}(\leq) \) is transitive. Due to the fact that each 3-element chain intersect all 3 levels \( L \subseteq M \subseteq T \) it suffices to show the following claim.

**Claim 2.35.** If \( (l, m) \in C_{L,M}(\leq) \) and \( (m, t) \in C_{M,T}(\leq) \) then \( (l, t) \in C_{L,T}(\leq) \).

**Proof.** Since for \( l = m \) or \( m = t \) there is nothing to be proved, we may assume that \( l \in L, m \in M \) and \( t \in T \). Now we start with a perfect matching \( \mathcal{M}_{L,M} \subseteq C_{L,M}(\leq) \) in the digraph \( (L, M, \prec) \) which contains the edge \( (l, m) \) and a perfect matching \( \mathcal{M}_{M,T} \subseteq C_{M,T}(\leq) \) in the digraph \( (M, T, \prec) \) which contains \( (m, t) \) to construct a perfect matching \( \mathcal{M}_{L,T} \subseteq C_{L,T}(\leq) \) which contains \( (l, t) \). Such a matching \( \mathcal{M}_{L,T} \) can be constructed e.g. by a simple superposition of the matchings \( \mathcal{M}_{L,M} \) and \( \mathcal{M}_{M,T} \), i.e.

\[
(l', t') \in \mathcal{M}_{L,T} \text{ iff } (l', m') \in \mathcal{M}_{L,M} \text{ and } (m', t') \in \mathcal{M}_{M,T} \text{ for some } m' \in M.
\]

Obviously \( \mathcal{M}_{L,T} \), as a superposition of two bijections, is a perfect matching in the digraph \( (L, T, \prec) \). Because the core contains all perfect matchings, we get \( (l, t) \in \mathcal{M}_{L,T} \subseteq C_{L,T}(\leq) \). \( \square \)

To see (2) note first that \( L, M, T \) are \( w \)-element antichains in \( \mathcal{B} \). Thus we get width \( \text{width}(\mathcal{B}) \geq w \). On the other hand, from Claim 2.31 we know that

\[
\text{width}(L \cup M, C_{L,M}(\leq)) = w = \text{width}(M \cup T, C_{M,T}(\leq))
\]

so that Dilworth’s Theorem 1.5 supplies us with coverings of \( (L \cup M, C_{L,M}(\leq)) \) and \( (M \cup T, C_{M,T}(\leq)) \) by \( w \) chains \( D_1, \ldots, D_w \) and \( U_1, \ldots, U_w \), respectively. As in the Perles’ proof of Dilworth’s Theorem we note that the maximum antichain \( M \) has to meet each of the \( D_i \)’s and \( U_i \)’s at exactly one point. Therefore after renumbering \( U_i \)’s we may arrange that \( |D_i \cap U_i| = 1 \). This shows that \( \mathcal{B} \) can be covered by \( w \) chains \( D_1 \cup U_1, \ldots, D_w \cup U_w \), so that width \( \text{width}(\mathcal{B}) \leq w \).

Finally, the property (3) follows directly from Observation 2.30.

After establishing that \( \mathcal{B} \) is a correct input that can be presented to Core Algorithm, he colors each point \( m \in M \) by a nonempty set of colors \( c^+(m) \subseteq c(L) \cap c(T) \). This has to be done in a way that, together with \( c^+|_{L \cup T} = c \), the sets \( C_\gamma = \{ p \in L \cup M \cup T : \gamma \in c^+(p) \} \)
are chains in $B$ for all $\gamma \in \Gamma$. Obviously each $C_{\gamma}$ is also a chain in $(L \cup M \cup T, \leq)$, as $\leq$ has more comparable pairs than $C_{L,M,T}(\leq)$ does.

This finishes our reduction of the disjoint game to the core game and shows that the value of the core game bounds from above the value of the disjoint game. Together with the reduction of Subsection 1.2 we get that the value of the core game on posets of width $w$ bounds from above the value $\text{loc-val}(w)$ of an unrestricted game. As the converse inequality is obvious, we finally get the following theorem.

**Theorem 2.36.** The value of the core game on posets of width $w$ is $\text{loc-val}(w)$.

2. Lower Bound of Local Problem

In this section we focus on a lower bound of the value of the local on-line coloring game. This will be done by analyzing how Core Algorithm can use colors from $c(L) \cap c(T)$ to color $M$. First note that the multicoloring $c$ determines a covering of the vertices of the poset by chains $C_{\gamma} = \{p : \gamma \in c(p)\}$. However, as we will see in the next lemma, such a multicoloring actually determines a covering of all edges of the digraph $(L, T, \prec)$ corresponding to the core $(L, T, \leq_{\text{cr}})$, e.g. for each edge $l \prec t$ we have $c(l) \cap c(t) \neq \emptyset$. This in particular means, that for each $\gamma \in c(l) \cap c(t)$ the chain $C_{\gamma}$ is exactly $\{l, t\}$ and therefore $\gamma$ cannot be used on any other point. This motivates the following definition.

**Definition 2.37.** Let $(L, T, \leq, c)$ be a board. For $l \in L$ and $t \in T$ with $l \prec t$ the set $c(l) \cap c(t)$ is called the set of **private colors** of the edge $(l, t)$ of the digraph $(L, T, \prec)$.

Obviously if $\gamma \in c(L) \cap c(T)$ then $C_{\gamma}$ is a two element chain and therefore $\gamma$ is a private color for some edge $l \prec t$. The converse implication does not hold in general, but it does hold for cores.

**Lemma 2.38.** Let $(L, T, \leq, c)$ be a board for which Core Algorithm has a strategy to play forever. Then any edge of the digraph $(L, T, \prec)$ has a private color.

**Proof.** To the contrary suppose that there is an edge $(l_1, t_1)$ in the digraph $(L, T, \prec)$ such that $c(l_1) \cap c(t_1) = \emptyset$. We will present a possible move of Core Spoiler for which Core Algorithm has no correct response.

The poset $(L, T, \leq)$ is a core, thus we can put the edge $(l_1, t_1)$ into a matching $\{(l_1, t_1), \ldots, (l_w, t_w)\}$ in the digraph $(L, T, \prec)$ (see Figure 2.14.a for an example). Spoiler introduces $w$ points $m_1, \ldots, m_w$ such that each point $m_i$ lies only between $l_i$ and $t_i$ (see Figure 2.14.b). The constructed poset $B^+$ has width $w$ as $\{l_1, m_1, t_1\}, \ldots, \{l_w, m_w, t_w\}$
form a partition of $B^+$ into $w$ chains. The antichain $M = \{m_1, \ldots, m_w\}$ is disjoint with $L \cup T$ and moreover $L \sqsubset M \sqsubset T$ in the lattice $\mathcal{M}(B^+)$. Each of $(L, M, \leq) \text{ and } (M, T, \leq)$ consists of a single matching, thus they are cores. This certifies that $M$ could be a move of Core Spoiler. Now Core Algorithm falls into troubles, as $m_1$ can be colored only by colors used on both $m_1 \downarrow = \{l_1\}$ and $m_1 \uparrow = \{t_1\}$, while there is no such color, as $c(l_1) \cap c(t_1) = \emptyset$. □

**Corollary 2.39.** $\text{loc-val}(w) \geq w^2$.

**Proof.** Lemma 2.38 tells us that $\text{loc-val}(w)$ is bounded from below by the maximal number of edges in the digraph $(L, T, \prec)$. However, already at the very beginning there are $w^2$ such edges in the complete bipartite digraph. □

Corollary 2.39 supplies us with the lower bounds of 1, 4 and 9 for $\text{loc-val}(w)$ with $w = 1, 2, 3$ respectively. Obviously $\text{loc-val}(1) = 1$. In the next Section we will see that $\text{loc-val}(2) = 4$. However $\text{loc-val}(3) \geq 11$ as the following two Observations show.

**Observation 2.40.** $\text{loc-val}(3) \geq 10$.

**Proof.** Suppose that Core Algorithm uses only 9 colors on the initial board $(L, T, \leq, c)$ shown on Figure 2.15. Due to Lemma 2.38 each of the 9 edges has a private color, so that each edge has only one private color: $|c(l_i) \cap c(t_j)| = 1$ for $i, j = 1, 2, 3$. Now, Core Spoiler introduces the middle level $\{m_1, m_2, m_3\}$ as shown by both thin and thick edges on Figure 2.15.b. Again by Lemma 2.38 all edges between $L$ and $M$ as well as between $M$ and $T$ must have some private color. Focusing on 7 thick edges $(l_2, m_1)$, $(l_2, m_2)$, $(l_3, m_1)$, $(l_3, m_2)$, $(m_3, t_1)$, $(m_3, t_2)$, $(m_3, t_3)$ we learn that $l_1$ is incomparable with some endpoint of each of these edges. Therefore these thick edges can have private color only from the set $c(L) - c(l_1) = c(l_2) \cup c(l_3)$. Unfortunately $|c(l_i)| = 3$ for $i = 2, 3$ and there is not enough colors to be spread over the 7 edges. □

**Observation 2.41.** $\text{loc-val}(3) \geq 11$.

**Proof.** With Observation 2.40 Core Algorithm already knows that he has to start with at least 10 colors on the initial board. Thus
suppose that Core Algorithm uses exactly 10 colors on the initial board \((L, T, \leq, c)\) presented on Figure 2.15.a. Due to Lemma 2.38 each of the 9 edges has a private color, so that all edges beside one, say \((l_1, t_3)\), have exactly one private color: \(|c(l_i) \cap c(t_j)| = 1\) for \((l_i, t_j) \neq (l_1, t_3)\). The edge \((l_1, t_3)\) has two private colors, i.e. \(|c(l_1) \cap c(t_3)| = 2\). If Core Spoiler introduces the middle level \(\{m_1, m_2, m_3\}\) as shown on Figure 2.15.b, Core Algorithm can not correctly color points \(m_1, m_2, m_3\) by the very same token as in the proof of Observation 2.40.

\[\square\]

3. Orders of Width at most 3

Being equipped with Corollary 2.20 and Theorem 2.36 one can work on bounding (from above) the value \(\text{val}(w)\) of the on-line chain partitioning problem. In this section we will do it for \(w \leq 3\) by determining that

- \(\text{loc-val}(1) = 1\),
- \(\text{loc-val}(2) \leq 4\),
- \(\text{loc-val}(3) \leq 11\).

The first item is obvious. Before proving the other two note that the second bound of 4 is optimal as otherwise \(\text{val}(2) \leq \text{loc-val}(1) + \text{loc-val}(2) < 5\), contrary to Kierstead [Kie81] and Felsner [Fel97] works that show \(\text{val}(2) = 5\). Also in view of Observation 2.41 the third bound is optimal. For showing these 3 bounds we are going to present a strategy for Core Algorithm playing with 1, 4 or 11 colors respectively. This strategy will keep the following conditions as an invariant.

\textbf{Invariant 2.42.} If \((L, T, \leq, c)\) is a board during the core game then:

1. each edge \(l \prec t\) in the digraph \((L, T, \prec)\) has at least one private color,
2. if \(L \prec T\) and \(w = 3\) then there are two disjoint edges (i.e. with no common endpoints) each having at least two private colors.

Imposing the first condition of Invariant 2.42 is clear in view of Lemma 2.38 to ensure that Core Algorithm can play forever. The
second condition is partially motivated by Observation 2.41. Surprisingly we will see that it is enough to keep only these two conditions.

To keep Invariant 2.42 after the first round Core Disjoin Algorithm has to color (up to the permutation of vertices and colors) the initial board as presented on Figure 2.16. Two thick edges are those that have two private colors.

\[
\begin{align*}
\gamma_{ij} & \in c(l_j) \cap c(t_i) \\
\text{for each edge } (l_j, t_i) \text{ in } (L, T, \prec).
\end{align*}
\]

We know that all of the \(\gamma_{ij}\)'s are pairwise different. The collection of all such selected \(\gamma_{ij}\)'s is to be denoted by \(\Gamma_0\). The set \(\Gamma_0\) is changing during the game, however in case \(w = 3\) there are always at least two additional colors in \(\Gamma - \Gamma_0\).

The strategy for Core Algorithm will be presented by cases. In most of them the multicoloring \(c^+\) of the middle level uses only colors from \(\Gamma_0\) and satisfy:

**C1:** The sets of the form \(c^+(m)\), with \(m \in M\), are nonempty and pairwise disjoint.

**C2:** If \(\gamma_{ij} \in c^+(m)\) then \(l_j < m < t_i\).

**C3:** Each edge of either \((L, M, \prec)\) or \((M, T, \prec)\) has a private color from \(\Gamma_0\).

The conditions C1 and C2 guarantee that each \(c^+_\), that extends \(c\) and satisfies \(c^+(M) \subseteq \Gamma_0\), is allowed by the rules of the core game. The third condition proves Invariant 2.42.(1).

The cases are organized first by the width of the poset and then by isomorphism types \((P_\Delta, P_\nabla)\) of \((L, M, \leq)\) and \((M, T, \leq)\), meaning that \((L, M, \leq) \approx P_\Delta\) and \((M, T, \leq) \approx P_\nabla\), where \(\Delta, \nabla\) are appropriate multisets of degrees defined in Example 2.33. An obvious exchange
of $L$ with $T$ together with going to the dual poset of $(L, M, T, \leq)$ allows us to describe only one of two cases $(P_\Delta, P_\nabla)$ and $(P_\nabla, P_\Delta)$.

**Width 1.** (See Figure 2.17.) In this case the only possibility is $(L, M, \leq) \approx P_1$ and $(M, T, \leq) \approx P_1$. Spoiler introduces only one point $m_1$ between $l_1$ and $t_1$. Algorithm colors $c^+(m_1) = \{\gamma_1^1\}$.

![Figure 2.17.](image)

**Width 2.**

**Case** $(P_{11}, P_{11})$. (Figure 2.18.) Without loss of generality we may assume that $l_1 < m_1 < t_1$ and $l_2 < m_2 < t_2$. The colors $\gamma_1^1 \in c(l_1) \cap c(t_1)$ and $\gamma_2^2 \in c(l_2) \cap c(t_2)$ are reused so that $c^+(m_1) = \{\gamma_1^1\}$ and $c^+(m_2) = \{\gamma_2^2\}$ satisfy C1-C3.

![Figure 2.18.](image)

**Case** $(P_{11}, P_{22})$. (Figure 2.19.) As $M < T$ we have had $L < T$, so that $\Gamma_0 = \{\gamma_1^1, \gamma_1^2, \gamma_2^1, \gamma_2^2\}$. Obviously $c^+(m_1) = \{\gamma_1^1, \gamma_2^1\}$ and $c^+(m_2) = \{\gamma_2^1, \gamma_2^2\}$ satisfy C1-C3.

![Figure 2.19.](image)
CASE \((P_{22}, P_{22})\). (Figure 2.20.) Now \(L < M < T\), but again \(\Gamma_0 = \{\gamma_1^2, \gamma_2^1, \gamma_2^2, \gamma_2^2\}\). One can easily check that \(c^+(m_1) = \{\gamma_1^1, \gamma_1^2\}\) and \(c^+(m_2) = \{\gamma_1^1, \gamma_2^1\}\) satisfy C1-C3.

![Figure 2.20. \((L, M, \preceq) \approx P_{22}\) and \((M, T, \preceq) \approx P_{22}\).](image)

**Width 3.** Before proceeding with \(w = 3\) we need a tool that ensures us that Invariant 2.42.(2) is kept. This invariant allows Algorithm to use two extra colors that are not in \(\Gamma_0\). These two extra colors, say \(\alpha\) and \(\beta\), are kept as long as \(L < T\). This is to help Algorithm to manage situations where 9 or even 10 colors do not suffice. We have seen such situations in the proofs of Observation 2.40 and 2.41, see Figure 2.15. Note that if \((L, T, \preceq) \not\approx P_{333}\) then \(M\) cannot be inserted to get \((L, M, \preceq)\) or \((M, T, \preceq)\) be isomorphic to \(P_{333}\).

Indeed, if for example \((M, T, \preceq) \approx P_{333}\) then since in \((L, T, \preceq)\) there is at least one perfect matching, we have \(L < T\). Therefore once \(P_{333}\) does not occur as \((L, T, \preceq)\), it can not occur any later. On the other hand, if \((L, T, \preceq) \approx P_{333}\) then Invariant 2.42.(2) guarantees that \(|c(L) \cap c(T)| = 11\). In particular \(|\Gamma_0| = 9\). After inserting level \(M\), to keep Invariant 2.42.(1) it obviously suffices to fulfill C1-C3 by using only colors from \(\Gamma_0\). But if \((L, M, \preceq)\) or \((M, T, \preceq)\) is \(P_{333}\), the troubles may arrive later on. Therefore Algorithm has to keep these extra colors \(\alpha, \beta\) for the future use. In many cases, when \(L < T\), we will actually present a multicoloring \(\tau\) of \(M\) by \(\Gamma_0\) and then enrich \(\tau\) to \(c^+\) that uses all 11 colors.

**Claim 2.43.** Suppose that a level \(M\) is added to the board \((L, T, \preceq, c)\) of width 3 in a way that \(L < M\) or \(M < T\). Then a multicoloring \(\tau : M \rightarrow \mathcal{P}_c(\Gamma_0)\) that satisfies C1-C3 can be enriched to a correct multicoloring \(c^+ : M \rightarrow \mathcal{P}_c(\Gamma)\) such that

- \(c^+\) satisfies C1-C3,
- there are 6 different points \(l_1, l_2, m_1, m_2, t_1, t_2\) with \(l_1 < m_1 < t_1\) and \(l_2 < m_2 < t_2\) and moreover \(|c^+(l_1) \cap c^+(m_1)| = |c^+(m_1) \cap c^+(l_1)|\), \(|c^+(l_2) \cap c^+(m_2)| = |c^+(m_2) \cap c^+(l_2)| = 2\).

**Proof.** Without loss of generality we may assume that \(L < M\). By C3 for \(\tau\), we already know that each edge in \((L, M, \prec)\) has a private color from \(\Gamma_0\). To secure additional private colors \(\alpha, \beta\) for two
disjoint chains $l_1 < m_1 < t_1$ and $l_2 < m_2 < t_2$ note first that $M \sqsupset T$ gives $L \sqsubset T$. Thus Invariant 2.42 gives that $|c(L) \cap c(T)| = 11$ and there are two edges, say $l_1 < t_1$ and $l_2 < t_2$ with $\alpha \in c(l_1) \cap c(t_1)$ and $\beta \in c(l_2) \cap c(t_2)$, where $\{\alpha, \beta\} = c(L) \cap c(T) - \Gamma_0$. To get the required points $m_1, m_2 \in M$ take any matching $\mathcal{M}_{M,T}$ in the di-graph $(M, T, \prec)$ and let $m_1, m_2$ be such that $(m_1, t_1), (m_2, t_2) \in \mathcal{M}_{M,T}$. Putting $c^+(m_1) = \overline{\alpha} \cup \{\alpha\}$, $c^+(m_2) = \overline{\beta} \cup \{\beta\}$ and $c^+(x) = \overline{\alpha}$ for $x \neq m_1, m_2$ we see that the second item of our Claim is fulfilled. Since $c^+$ uses colors from $\Gamma_0$ in the very same way as $\overline{\alpha}$ did, we get C1-C3 for $c^+$. To see that $c^+$ is a correct coloring it remains to note that the points colored by $\alpha$ or $\beta$ form the chains $l_1 < m_1 < t_1$ and $l_2 < m_2 < t_2$, respectively.

By the conditions imposed on the enrichment $c^+$ of $\overline{\alpha}$ described in Claim 2.43, we know that $c^+$ satisfies Invariant 2.42.

Now we are ready to proceed with all 12 cases for $w = 3$.

**Case ($\mathcal{P}_{111}, \mathcal{P}_{\triangledown}$).** (See Figure 2.21 for $\mathcal{P}_{\triangledown} = \mathcal{P}_{333}$.) Independently what $\triangledown$ is, we can arrange that $l_1 < m_1$, $l_2 < m_2$ and $l_3 < m_3$. What does depend on $\triangledown$ is the set $\Gamma_0$. Note however that if $m_k < t_i$ then $l_k < t_i$ and $\Gamma_0$ contains $\gamma_k^i$. To see that the sets $c^+(m_k) = \{\gamma_k^i : m_k < t_i\}$ are nonempty, note that otherwise $\{m_k, t_1, t_2, t_3\}$ would be a 4-element antichain. Since the $c^+(m_k)$’s consist of colors $\gamma_k^i$ with different subscripts $k$, they are pairwise disjoint. This shows C1. Moreover $l_k < m_k$ together with $\gamma_k^i \in c^+(m_k)$ gives $l_k < m_k < t_i$ as required in C2. To see C3, note that each “lower” edge (i.e. in $(L, M, \leq) \approx \mathcal{P}_{111}$) is of the form $l_k < m_k$ and each color in $c^+(m_k)$ is its private one. Moreover each “upper” edge $m_k < t_i$ has $\gamma_k^i$ as a private color. If $(M, T, \leq) \approx \mathcal{P}_{333}$ then, to secure Invariant 2.42(2), we simply invoke Claim 2.43.

**Figure 2.21.** $(L, M, \leq) \approx \mathcal{P}_{111}$ and $(M, T, \leq) \approx \mathcal{P}_{333}$.

**Case ($\mathcal{P}_{122}, \mathcal{P}_{\triangledown}$).** (See Figure 2.23 for $\mathcal{P}_{\triangledown} = \mathcal{P}_{122}$ and Figure 2.24 for $\mathcal{P}_{\triangledown} = \mathcal{P}_{233}$.) Again, independently what $\triangledown$ is, we arrange that $l_1 < m_1$ and $l_2, l_3 < m_2, m_3$, as presented on Figure 2.22. Moreover, without loss of generality we may assume that $m_1 < t_1, m_2 < t_2$ and
Now our proof splits into two cases depending on whether $m_2$ and $m_3$ have a common neighbor in $T$.

First, suppose that $m_2, m_3$ have no common neighbor in $T$. Analyzing 6 cores of width 3 (see Figure 2.11) this can happen only if either $P_{\triangle} = P_{111}$ or $P_{\triangle} = P_{122}$ and $P_{\triangle}$ is related to $P_{\Delta}$ as shown on Figure 2.23. For $(M, T, \preceq) \approx P_{111}$ we are actually in a case dual to $(P_{111}, P_{\triangle})$. If $(M, T, \preceq) \approx P_{122}$ then $m_1, m_2 < t_1, t_2$, so that the set $\Gamma_0$ of available colors is $\{\gamma_1^1, \gamma_2^1, \gamma_2^2, \gamma_2^3, \gamma_3^1, \gamma_3^2, \gamma_3^3\}$. Obviously the multicoloring $c^+$, given by $c^+(m_1) = \{\gamma_1^1, \gamma_1^2\}$, $c^+(m_2) = \{\gamma_2^1, \gamma_2^3\}$ and $c^+(m_3) = \{\gamma_2^3, \gamma_3^3\}$, satisfies C1-C3.

Now suppose that $m_2$ and $m_3$ have a common neighbor, say $t_s \in T$. As usual $\Gamma_0$ depends on $\nabla$. But note that whenever $m_1 < t_i$, we have $l_1 < t_i$ so that $\Gamma_0$ contains $\gamma_1^1$. Moreover if $m_2 < t_i$ or $m_3 < t_i$ then $l_2, l_3 < t_i$ and $\Gamma_0$ contains both $\gamma_2^s$ and $\gamma_3^s$. All Algorithm has to do, is to follow the behavior in Case $(P_{111}, P_{\triangle})$ with exchanging the role of $\gamma_2^s$ and $\gamma_3^s$:

$$c^+(m_1) = \{\gamma_1^1 : m_1 < t_i\},$$
$$c^+(m_2) = \left(\{\gamma_2^1 : m_2 < t_i\} - \{\gamma_2^s\}\right) \cup \{\gamma_3^s\},$$
$$c^+(m_3) = \left(\{\gamma_3^1 : m_3 < t_i\} - \{\gamma_3^s\}\right) \cup \{\gamma_2^s\}.$$

To see that the set $c^+(m_1)$ is nonempty, note that otherwise $m_1 \uparrow = \emptyset$ so that $\{m_1, t_1, t_2, t_3\}$ would be a 4-element antichain. Since the sets $c^+(m_k) - \{\gamma_2^s, \gamma_3^s\} \subseteq \{\gamma_k^1 : m_k < t_i\}$ consist of colors with different subscripts $k$ and $\gamma_2^s \in c^+(m_3) - c^+(m_2)$, $\gamma_3^s \in c^+(m_2) - c^+(m_3)$, the sets $c^+(m_k)$ are pairwise disjoint. This proves C1. To see C2, note that $\gamma_k^1 \in c^+(m_k) - \{\gamma_3^s, \gamma_2^s\}$ together with $l_k < m_k$ gives $l_k < m_k < t_i$. Moreover, for $\gamma_k^1$ being one of $\gamma_2^s$ or $\gamma_3^s$ there are chains $l_2 < m_3 < t_s$. 

![Figure 2.22](attachment:image22.png)

**Figure 2.22.** $(L, M, \preceq) \approx P_{122}$. 

![Figure 2.23](attachment:image23.png)

**Figure 2.23.** $(L, M, \preceq) \approx P_{122}$ and $(M, T, \preceq) \approx P_{122}$. 

and \( l_3 < m_2 < t_s \) of color \( \gamma^i_2 \) and \( \gamma^i_3 \), respectively. To see C3, note that each “lower” edge (i.e. in \( (L, M, \leq) \approx \mathcal{P}_{122} \)) is of the form \( l_k \prec m_k \) or \( l_2 < m_3, l_3 < m_2 \). However
\[
\begin{align*}
c^+(l_1) \cap c^+(m_1) & \ni \gamma^i_1, \\
c^+(l_2) \cap c^+(m_3) & \ni \gamma^i_2, \\
c^+(l_3) \cap c^+(m_2) & \ni \gamma^i_3.
\end{align*}
\]
For the edges \( l_2 < m_2 \) and \( l_3 < m_3 \) note first that a matching connecting \( m_3 \) with \( t_s \) has to connect \( m_2 \) with \( t_{i_2} \neq t_s \). Moreover a matching connecting \( m_2 \) with \( t_s \) has to connect \( m_3 \) with \( t_{i_3} \neq t_s \). This gives \( m_2 < t_{i_2} \neq t_s \) and \( m_3 < t_{i_3} \neq t_s \) so that
\[
\begin{align*}
c^+(l_2) \cap c^+(m_2) & \ni \gamma^i_2, \\
c^+(l_3) \cap c^+(m_3) & \ni \gamma^i_3.
\end{align*}
\]
Each “upper” edge \( l_k \prec t_i \), except \( m_2 < t_s, m_3 < t_s \), has \( \gamma^i_k \) as a private color, while \( m_2 < t_s, m_3 < t_s \) are colored by \( \gamma^i_3, \gamma^i_2 \), respectively. As usual, if \( (M, T, \leq) \approx \mathcal{P}_{233} \) then, to secure Invariant 2.42.(2), we simply invoke Claim 2.43. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure224.png}
\caption{(\( L, M, \leq) \approx \mathcal{P}_{122} \) and \( (M, T, \leq) \approx \mathcal{P}_{233} \) (for \( s = 1 \) or \( 3 \) respectively).}
\end{figure}

Before considering cases in which \( (L, M, \leq) \approx \mathcal{P}_{222} \), note that up to renumbering, we may arrange that \( l_1 < m_1, m_2; l_2 < m_1, m_3 \) and \( l_3 < m_2, m_3 \) (see Figure 2.25). Moreover we may exclude \( \mathcal{P}_\gamma \) being \( \mathcal{P}_{111} \) or \( \mathcal{P}_{122} \), as they are already covered by their duals \( \mathcal{P}_{222} \) and \( \mathcal{P}_{122}, \mathcal{P}_{222} \), respectively. For all other \( \mathcal{P}_\gamma \)'s we have \( L < T \), so that \( \Gamma_0 \) has all nine \( \gamma^i_j \)'s.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure225.png}
\caption{\( (L, M, \leq) \approx \mathcal{P}_{222} \).}
\end{figure}
Case $\mathcal{P}_{222}$, $\mathcal{P}_{222}$. (Figure 2.26.) Again, up to renumbering of the $t_i$'s we have $m_1 < t_1, t_2$; $m_2 < t_1, t_3$ and $m_3 < t_2, t_3$. Putting $c^+(m_1) = \{\gamma_1^1, \gamma_2^2\}$, $c^+(m_2) = \{\gamma_1^3, \gamma_2^3\}$ and $c^+(m_3) = \{\gamma_2^2, \gamma_3^2\}$ the conditions C1-C3 are fulfilled. □

\[
\begin{array}{ccc}
t_1 & t_2 & t_3 \\
\gamma_1^1, \gamma_2^2 & \gamma_1^3, \gamma_2^3 & \gamma_2^2, \gamma_3^2 \\
\gamma_1^3 & \gamma_2^3 & \gamma_2^2 \\
l_1 & l_2 & l_3
\end{array}
\]

Figure 2.26. $(L, M, \leq) \approx \mathcal{P}_{222}$ and $(M, T, \leq) \approx \mathcal{P}_{222}$.

Case $\mathcal{P}_{222}$, $\mathcal{P}_{223}$. (Figure 2.27.) We may assume that $m_1 < t_1, t_2$; $m_2 < T$ and $m_3 < t_2, t_3$. One can easily check that the sets $c^+(m_1) = \{\gamma_1^1, \gamma_2^2\}$, $c^+(m_2) = \{\gamma_1^3, \gamma_2^3, \gamma_3^1\}$ and $c^+(m_3) = \{\gamma_2^2, \gamma_3^2\}$ satisfy the conditions C1-C3. □

\[
\begin{array}{ccc}
t_1 & t_2 & t_3 \\
\gamma_1^1, \gamma_2^2 & \gamma_1^3, \gamma_2^3, \gamma_3^1 & \gamma_2^2, \gamma_3^2 \\
\gamma_1^3 & \gamma_2^3, \gamma_3^1 & \gamma_2^2 \\
l_1 & l_2 & l_3
\end{array}
\]

Figure 2.27. $(L, M, \leq) \approx \mathcal{P}_{222}$ and $(M, T, \leq) \approx \mathcal{P}_{223}$.

Case $\mathcal{P}_{222}$, $\mathcal{P}_{233}$. (Figure 2.28.) We may assume that $m_1, m_2 < T$ and $m_3 < t_2, t_3$. Obviously the sets $c^+(m_1) = \{\gamma_1^1, \gamma_1^3, \gamma_2^3\}$, $c^+(m_2) = \{\gamma_1^3, \gamma_3^1, \gamma_3^2\}$ and $c^+(m_3) = \{\gamma_2^2, \gamma_3^2\}$ satisfy C1-C3. □

\[
\begin{array}{ccc}
t_1 & t_2 & t_3 \\
\gamma_1^1, \gamma_1^3, \gamma_2^3 & \gamma_1^3, \gamma_3^1, \gamma_3^2 & \gamma_2^2, \gamma_3^2 \\
\gamma_1^3 & \gamma_3^1, \gamma_3^2 & \gamma_2^2 \\
l_1 & l_2 & l_3
\end{array}
\]

Figure 2.28. $(L, M, \leq) \approx \mathcal{P}_{222}$ and $(M, T, \leq) \approx \mathcal{P}_{233}$.

Case $\mathcal{P}_{222}$, $\mathcal{P}_{333}$. (Figure 2.29.) Now we have $M < T$. The sets $\mathfrak{c}(m_1) = \{\gamma_1^1, \gamma_2^1, \gamma_2^2\}$, $\mathfrak{c}(m_2) = \{\gamma_1^1, \gamma_3^2, \gamma_3^3\}$ and $\mathfrak{c}(m_3) = \{\gamma_2^2, \gamma_2^3, \gamma_3^1\}$ satisfy C1-C3. Claim 2.43 allows us to expand $\mathfrak{c}$ to $c^+$ which satisfies Invariant 2.42. □
3. ORDERS OF WIDTH AT MOST 3

\begin{figure}[h]
\centering
\includegraphics[width=0.3\textwidth]{figure239.png}
\caption{(L, M, \leq) \approx P_{222} and \(M, T, \leq\) \approx P_{333}.}
\end{figure}

Being done with \(P_\Delta = P_{222}\) we switch to \(P_\Delta = P_{223}\). Without loss of generality we may assume that \(l_1, l_2 < m_1\); \(L < m_2\) and \(l_2, l_3 < m_3\) as shown on Figure 2.30. As in Cases \((P_{222}, P_\gamma)\) we may exclude \(P_\gamma = P_{111}, P_{122}\) so that \(L < T\) and in consequence \(|\Gamma_0| = 9\).

\begin{figure}[h]
\centering
\includegraphics[width=0.3\textwidth]{figure240.png}
\caption{(L, M, \leq) \approx P_{223}.}
\end{figure}

**Case** \((P_{223}, P_{223})\). (Figure 2.31.) There is only one point in \(M\), say \(m\), that has three neighbors in \(T\). There are essentially two cases: \(m = m_2\) and \(m = m_1\).

1. If \(m = m_2\) then \(L < m_2 < T\) and up to renumbering of \(T\) we may assume that \(m_1 < t_1, t_2\) and \(m_3 < t_2, t_3\). The sets \(c^+(m_1) = \{\gamma_1^1, \gamma_2^1\}\), \(c^+(m_2) = \{\gamma_2^1, \gamma_2^3, \gamma_3^3\}\) and \(c^+(m_3) = \{\gamma_2^2, \gamma_3^3\}\) satisfy C1-C3 (see Figure 2.31.a).

2. If \(m = m_1\), we may arrange \(m_2 < t_1, t_3\) and \(m_3 < t_2, t_3\). The sets \(c^+(m_1) = \{\gamma_1^2, \gamma_2^3, \gamma_3^1\}\), \(c^+(m_2) = \{\gamma_1^1, \gamma_2^3, \gamma_3^1\}\) and \(c^+(m_3) = \{\gamma_2^2, \gamma_3^3\}\) satisfy C1-C3 (see Figure 2.31.b).

\begin{figure}[h]
\centering
\includegraphics[width=0.3\textwidth]{figure241.png}
\caption{(L, M, \leq) \approx P_{223} and (M, T, \leq) \approx P_{223}.
\end{figure}

**Case** \((P_{223}, P_{233})\). (Figures 2.32 and 2.33.) There is only one point in \(M\), say \(m\), that has two neighbors in \(T\). There are essentially two cases: \(m = m_3\) and \(m = m_2\).
2. CHAIN PARTITIONING OF ORDERS

(1) For $m = m_3$ we may arrange $m_3 < t_2, t_3$ and $m_1, m_2 < T$. The sets $c^+(m_1) = \{\gamma_1^2, \gamma_1^3, \gamma_2^1\}$, $c^+(m_2) = \{\gamma_1^2, \gamma_2^3, \gamma_3^1\}$ and $c^+(m_3) = \{\gamma_2^2, \gamma_3^3\}$ satisfy C1-C3 (see Figure 2.32).

![Figure 2.32](image)

Figure 2.32. $(L, M, \leq) \approx P_{223}$, $(M, T, \leq) \approx P_{233}$ and $m = m_3$.

(2) If $m_2$ has two neighbors in $T$, say $t_1, t_3$, then $m_1, m_3 < T$. Recall that $L < T$ gives not only $|\Gamma_0| = 9$ but also $|c(L) \cap c(T)| = 11$, by Invariant 2.42.(2). In fact Algorithm must use both these additional colors $\alpha, \beta \in c(L) \cap c(T) - \Gamma_0$. Invariant 2.42.(2) tells us that there is no point $x$ in $L \cup T$ with $\alpha, \beta \in c(x)$. In particular $t_1$ or $t_3$ must be colored by one of $\alpha, \beta$. We may assume that $\alpha \in c(t_1)$. There are two cases depending on whether $\alpha \in c(l_3)$.

(a) If $\alpha \not\in c(l_3)$ then Algorithm colors $c^+(m_1) = \{\gamma_1^2, \gamma_1^3, \alpha\}$, $c^+(m_2) = \{\gamma_1^2, \gamma_2^3, \gamma_3^1\}$ and $c^+(m_3) = \{\gamma_2^2, \gamma_3^3\}$ (see Figure 2.33.a).

(b) If $\alpha \in c(l_3)$ then Algorithm colors $c^+(m_1) = \{\gamma_1^2, \gamma_1^3, \gamma_2^1\}$, $c^+(m_2) = \{\gamma_1^2, \gamma_2^3, \gamma_3^1\}$ and $c^+(m_3) = \{\gamma_2^2, \gamma_3^3, \alpha\}$ (see Figure 2.33.b).

It is easy to see that in both cases (2a) and (2b) the multicoloring $c^+$ satisfies all conditions imposed by the rules of the core game as well as keeps Invariant 2.42.

![Figure 2.33](image)

Figure 2.33. $(L, M, \leq) \approx P_{223}$, $(M, T, \leq) \approx P_{233}$ and $m = m_2$. Dotted lines indicate edges that have no private color in $\Gamma_0$. 

\[ \square \]
CASE \((\mathcal{P}_{223}, \mathcal{P}_{333})\). (Figure 2.34.) As in Case \((\mathcal{P}_{222}, \mathcal{P}_{333})\) we have \(M < T\). The very same coloring that was used there, namely \(\mathfrak{c}(m_1) = \{\gamma_1^2, \gamma_1^3, \gamma_2^3\}\), \(\mathfrak{c}(m_2) = \{\gamma_1^3, \gamma_2^3, \gamma_3^3\}\) and \(\mathfrak{c}(m_3) = \{\gamma_2^3, \gamma_3^3\}\) satisfies C1-C3. Claim 2.43 allows us to expand \(\mathfrak{c}\) to \(\mathfrak{c}^+\) which satisfies Invariant 2.42.(2).

\[
\begin{array}{c}
\text{FIGURE 2.34. (} L, M, \leq \text{)} \approx \mathcal{P}_{223} \text{ and (} M, T, \leq \text{)} \approx \mathcal{P}_{333}.
\end{array}
\]

CASE \((\mathcal{P}_{223}, \mathcal{P}_{223})\). (Figure 2.35.) Again we have \(L < T\), so that \(|\Gamma_0| = 9\). We may assume that \(l_1, l_2 < M\) and \(l_3 < m_2, m_3\). Only one point from \(M\), say \(m\), has two neighbors in \(T\). There are essentially two cases: \(m = m_1\) and \(m = m_3\).

(1) If \(m = m_1\) then, without loss of generality, we may assume that the only missing edge in \((M, T, <)\) is \((m_1, t_3)\). The sets \(c^+(m_1) = \{\gamma_1^1, \gamma_2^2\}\), \(c^+(m_2) = \{\gamma_1^3, \gamma_2^3, \gamma_1^1, \gamma_3^2\}\) and \(c^+(m_3) = \{\gamma_2^1, \gamma_2^3, \gamma_3^3\}\) (see Figure 2.35.a) satisfy C1-C3.

(2) If \(m = m_3\) then again without loss of generality we may assume that the only missing edge in \((M, T, <)\) is \((m_3, t_1)\). In this case Algorithm has to use additional colors \(\alpha, \beta \notin \Gamma_0\) which are available due to Invariant 2.42.(2) and \(L < T\). Moreover we know by Invariant 2.42.(2) that there is no point \(x \in L \cup T\) with \(\alpha, \beta \in c(x)\). Since \(\alpha, \beta \in c(L) \cap c(T)\) we know that at least one point of degree 3 from \(L\) and one point of degree 3 from \(T\) must be colored by either \(\alpha\) or \(\beta\). Without loss of generality we may assume that \(c(l_2) \cap \{\alpha, \beta\} \neq \emptyset \neq c(t_2) \cap \{\alpha, \beta\}\). Since \(L < m_2 < T\), any color can be used for \(m_2\). Thus Algorithm puts \(\alpha\) and \(\beta\) into \(c^+(m_2)\). This gives that both edges \(l_2 < m_2\) and \(m_2 < t_2\) have private colors in \(\{\alpha, \beta\}\). Removing these two edges gives rise to posets isomorphic to \(\mathcal{P}_{223}\), namely \((L, M, \leq)\) without \(l_2 < m_2\) and \((M, T, \leq)\) without \(m_2 < l_2\). Distributing colors from \(\Gamma_0\) on these two copies of \(\mathcal{P}_{223}\) follows Case \((\mathcal{P}_{223}, \mathcal{P}_{223})\) by exchanging \(l_1\) with \(l_2\), \(t_1\) with \(t_2\) and \(m_2\) with \(m_3\), see Figures 2.31.b and 2.35.b. This guarantees that each edge has a private color and therefore C1-C3 are fulfilled. Moreover points that got \(\alpha\) or \(\beta\) form chains going through \(m_2\).
Claim 2.43 allows Algorithm to expand $\tau$ to a correct multicoloring $c^+$ which satisfies Invariant 2.42.

\[ \text{Case } (P_{333}, P_{333}). \text{ (Figure 2.37.) We have } L < M < T, \text{ so that } |\Gamma_0| = 9. \text{ Algorithm initially colors } \tau(m_1) = \{\gamma_1^1, \gamma_2^1, \gamma_3^1\}, \tau(m_2) = \{\gamma_1^2, \gamma_3^2, \gamma_3^3\} \text{ and } \tau(m_3) = \{\gamma_1^3, \gamma_2^3, \gamma_3^3\}. \text{ Obviously } \tau \text{ satisfies C1-C3. Claim 2.43 allows Algorithm to expand } \tau \text{ to a correct multicoloring } c^+ \text{ which satisfies Invariant 2.42.} \]

\[ \text{Case } (P_{233}, P_{333}). \text{ (Figure 2.36.) We may assume that } l_1, l_2 < M \text{ and } l_3 < m_2, m_3. \text{ Again we have here } L < T, \text{ so that } |\Gamma_0| = 9 \text{ and Algorithm has two additional colors } \alpha, \beta \notin \Gamma_0. \text{ As previously, by Invariant 2.42.(2) we know that there is no } x \in L \cup T \text{ with } \alpha, \beta \in c(x). \text{ Since } \alpha, \beta \in c(L) \cap c(T), \text{ at least one point of degree 3 from } L \text{ must be colored by either } \alpha \text{ or } \beta. \text{ Without loss of generality we may assume that } \alpha \in c(l_2). \text{ Putting } c^+(m_1) = \{\gamma_1^3, \gamma_2^1, \gamma_2^2\}, c^+(m_2) = \{\gamma_1^2, \gamma_3^1, \gamma_3^2, \alpha\} \text{ and } c^+(m_3) = \{\gamma_1^1, \gamma_2^2, \gamma_3^2, \beta\} \text{ we fulfill C1-C3 as well as the requirement that the points colored by } \alpha \text{ (or } \beta) \text{ form a chain. Since } (M, T, \leq) \approx P_{333} \text{ we have to check Invariant 2.42.(2) on } (M, T, \leq). \text{ Each of its 9 edges has exactly one color from } \Gamma_0. \text{ Moreover } \alpha \text{ and } \beta \text{ were used on 4 different points.} \]
This finishes our analysis of all possible cases in the core game. Recalling Theorem 2.36 and Observations 2.40, 2.41 from Section 2 we get the following theorem.

**Theorem 2.44.** \( \text{loc-val}(1) = 1, \text{loc-val}(2) = 4, \text{loc-val}(3) = 11. \)

As a corollary from Theorem 2.44 and Corollary 2.20 we have:

**Theorem 2.45.** \( \text{val}(3) \leq 16. \)
CHAPTER 3

Chain Partitioning of Up-growing Interval Orders

In [Fel97] Felsner considered a well motivated and interesting variant of the on-line chain partitioning problem. In this variant online posets are supposed to be presented in a special way. As we see in Theorem 3.2, this restriction for Spoiler allows Algorithm to perform much better than in general case, when only an exponential upper bound is known.

DEFINITION 3.1. An on-line up-growing ordered set (or on-line up-growing poset) is the on-line ordered set $P \preceq = (P, \leq, \preceq)$ such that each point $p_n \in P$ is maximal at the moment of its arrival, i.e. $p_n$ is maximal in the initial segment $\{p_1, \ldots, p_n\} \subseteq P$.

As before, we define the value of the on-line chain partitioning problem for up-growing posets to be the least integer $k$ such that there is an on-line algorithm that never uses more than $k$ chains on posets of width $w$.

THEOREM 3.2 (Felsner [Fel97]). The value of the on-line chain partitioning problem for up-growing posets of width $w$ is $(\frac{w+1}{2})$.

In this chapter we are interested in on-line chain partitioning of up-growing interval orders. These interval orders, as we have already seen in the Introduction, can sometimes be used to model scheduling of jobs with predefined time intervals in which they have to be executed.

DEFINITION 3.3. An on-line interval order is the on-line ordered set $P \preceq = (P, \leq, \preceq)$ such that the poset $(P, \leq)$ is an interval order.

For interval orders the exponential bound $(5^w - 1)/4$ of Theorem 2.6 can be narrowed to a linear one, as Klawe and Trotter had shown.

THEOREM 3.4 (Klawe, Trotter [KT81]). The value of the on-line chain partitioning problem for interval orders of width $w$ is $3w - 2$.

Our goal is to consider on-line posets with both restrictions: we assume they are interval orders and they are presented in an up-growing way.

DEFINITION 3.5. An on-line up-growing interval order is the on-line ordered set $P \preceq = (P, \leq, \preceq)$ such that
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• the poset \((P, \leq)\) is an interval order,
• each point \(p_n \in P\) is maximal at the moment of its arrival, i.e. \(p_n\) is maximal in the initial segment \(\{p_1, \ldots, p_n\} \subseteq P\).

DEFINITION 3.6. The value of the on-line chain partitioning problem for up-growing interval orders, \(\text{upgr-int-val}(w)\), is the least integer \(k\), such that there is an on-line algorithm that never uses more than \(k\) chains on interval orders of width \(w\).

On-line chain partitioning of up-growing interval orders can also be viewed as the following two-person game. Spoiler builds an interval order in a consecutive way and Algorithm responds by partitioning it into chains. During each round:
• Spoiler introduces a new point \(p\) with its comparability status to the previously presented points. This has to be done in such a way that \(p\) is maximal at the moment of its arrival.
• Algorithm adds \(p\) to some chain.

The goal of Algorithm is to use minimal number of chains. The goal of Spoiler is to force Algorithm to use as many chains as possible.

In Section 1 we present a strategy for Spoiler forcing \(2w - 1\) chains on interval orders of width \(w\) (see Theorem 3.8). Moreover in Section 2 we present an on-line algorithm using \(2w - 1\) chains on interval orders of width \(w\) (see Theorem 3.10). In consequence we prove the following result.

THEOREM 3.7. The value of the on-line chain partitioning problem for up-growing interval orders of width \(w\) is \(2w - 1\).

1. Lower bound

THEOREM 3.8. There is no on-line algorithm for chain partitioning of up-growing interval orders using less than \(2w - 1\) chains to cover posets of width \(w\), i.e., \(2w - 1 \leq \text{upgr-int-val}(w)\).

To prove Theorem 3.8 one should provide a strategy for Spoiler building a poset of width \(w\) and forcing Algorithm to use at least \(2w - 1\) chains. For the convenience, we will consider points presented by Spoiler as intervals representing these points. Such interval representation of an interval order gives too much information to Algorithm and therefore we relax the rules how this representation is given: before introducing a new interval Spoiler may change the position of right endpoints of intervals as long as after this change the corresponding poset is the same. This means that Spoiler may change the position of the right endpoint \(r_a\) of an interval \(I(a) = [l_a, r_a]\) whenever the modified interval \(I'(a) = [l_a, r'_a]\) does
intersect the same intervals as \( I(a) \) did before the change. This can be expressed by saying that for every interval \( I(x) = [l_x, r_x] \) we have
\[
r_a < l_x \iff r'_a < l_x.
\]
This relaxation is both necessary and allowed because Spoiler is not obliged to present a representation of the interval order and such modified family of intervals still represents the same interval order.

Our proof of Theorem 3.8 heavily relies on Spoiler's strategies described in the following claim.

**Claim 3.9.** Let \( M \) be an antichain and let \( 2 \leq v \leq |M| \). There is a strategy \( S(v, M) \) for Spoiler to build, in an up-growing way, an extension \( M \cup Q \) of \( M \) such that

- **I1:** \( Q \) has width \( v \) and has \( v \) maximal intervals. Moreover \( \text{width}(M \cup Q) = |M| \).
- **I2:** Algorithm is forced to use at least \( 2v - 2 \) chains in \( Q \), among them at least \( v - 1 \) chains not used in \( M \).
- **I3:** For some minimal interval \( q \) in \( Q \) we have \( q > M \).
- **I4:** All intervals in \( M \) that are not covered by chains used in \( Q \) have the same right endpoint \( r \) while the other intervals in \( M \) have right endpoints to the left of \( r \).

**Proof.** Inducting on \( v \) we construct recursively a strategy \( S(v, M) \) for Spoiler satisfying all four conditions I1-I4. First, we provide a strategy \( S(2, M) \) for an arbitrary antichain \( M \) of width \( w \):

Without loss of generality let \( M \) be covered by the chains \( 1, \ldots, w \). First, Spoiler makes equal all right endpoints of intervals from \( M \). Then Spoiler puts a new interval \( x \) to the right of all the intervals of \( M \). Algorithm will either decide to use one of the chains covering \( M \) or covers \( x \) with a new chain \( w + 1 \). In the first case we may assume that \( x \) is covered by the chain 1 containing interval \( m \in M \). Then Spoiler decreases the right endpoint of the interval \( m \) and introduces a new interval \( y \) only above \( m \) (see the left part of Figure 3.1). In the second case where \( x \) is covered by a new chain \( w + 1 \) Spoiler puts \( y \) above each interval of \( M \) (see the right part of Figure 3.1). No matter which chain Algorithm uses for \( y \), the invariants are satisfied.

The induction step proceeds from \( v \) to \( v + 1 \) for \( v < w \) and an arbitrary antichain \( M \) of width \( w \). First, Spoiler extends \( M \) by \( Q' \) calling recursively the procedure \( S(v, M) \). Thus, Algorithm uses at least \( 2v - 2 \) chains to cover \( Q' \) and at least \( v - 1 \) among them are not used in \( M \). Let \( A \) be the antichain of all maximal points in \( Q' \). By I1 for \( Q' \) we have \( |A| = v \). Now, Spoiler runs \( S(v, A) \) producing an extension \( Q'' \) of \( A \). According to the induction hypothesis Algorithm is forced to use in \( Q'' \) at least \( v - 1 \) chains not used in \( A \). All these together yield that

\[
\text{at least } (v - 1) + v = 2v - 1 \text{ chains are used in } Q' \cup Q''
\] (3.1)
and among them at least \( v - 1 \) chains are not used in \( M \). Let \( N \) be the subset of intervals of \( M \) whose chains are used in \( Q' \cup Q'' \); \( M_1 \) be the subset of \( M \) whose chains are used in \( Q' \) and \( M_2 := M - M_1 \). Note that \( M_1 \subseteq N \). Now, there are two cases:

**Case 1.** Algorithm used at least \( v \) chains from \( M \) in \( Q' \cup Q'' \), i.e. \( |N| \geq v \).

In this case Spoiler introduces an interval \( x \) above all intervals in \( N \) and incomparable to other intervals. To do that Spoiler first rearranges the right endpoints of intervals in \( M \) so that each interval in \( N \) ends before any interval in \( M - N \) does (see Figure 3.2). To see that such rearrangement is possible, first note that by I4 for \( Q' \), intervals from \( M_1 \) are already enough to the left. Moreover, by I4 for \( Q' \), the right endpoints of intervals from \( M_2 \) coincide. Thus, Spoiler may shorten intervals in \( M_2 \cap N \) to end them to the left of right endpoints of intervals \( M_2 - N \).
Now, knowing that such an $x$ can be introduced by Spoiler we put $Q := Q' \cup Q'' \cup \{x\}$ and we argue that $M$ extended with $Q$ satisfies conditions I1-I4.

**ad I1:** $M \cup Q'$ has width $w$, $Q'$ has width $v$ and $v$ maximal points, forming the set $A$, which is the base for $Q''$. This together with the fact that $A \cup Q''$ has width $v$ implies that $\text{width}(M \cup Q' \cup Q'') = w$, $\text{width}(Q' \cup Q'') = v$ and therefore $\text{width}(Q' \cup Q'' \cup \{x\}) = v + 1$. Obviously, $Q' \cup Q'' \cup \{x\}$ has $v + 1$ maximal points: all $v$ maximal points of $Q''$ and the point $x$. It remains to prove that $\text{width}(M \cup Q' \cup Q'' \cup \{x\}) = w$.

The only region where $x$ could increase the width to become greater than $w$ is where $x \parallel M - N$. But since $q$ is above $M - N$ the size of such an antichain is bounded by $|M - N| + 1 + (v - 1) \leq (w - v) + 1 + (v - 1) = w$.

**ad I2:** Algorithm has to cover $x$ by a completely new chain, i.e. one not used in $M \cup Q' \cup Q''$. Thus, there are at least $v + (v - 1) + 1 = 2(v + 1) - 2$ chains used in $Q$ and $(v - 1) + 1 = (v + 1) - 1$ chains in $Q$ and not used in $M$.

**ad I3:** The point witnessing I3 for $Q'$ witnesses I3 also for $Q$.

**ad I4:** The rearrangement of right endpoints of intervals in $M$ made by Spoiler before introducing $x$, guarantees that I4 still holds.

**Case 2.** Algorithm used at most $v - 1$ chains from $M$ to cover $Q' \cup Q''$.

By (3.1), this means that at least $v$ chains not used in $M$ are used in $Q' \cup Q''$. In this case, Spoiler puts new point $x$ above all intervals in $M$ and only above them (see Figure 3.3). Put $Q := Q' \cup Q'' \cup \{x\}$.

![Figure 3.3. The strategy $S(v + 1, M)$ in case 2.](image-url)
Invariants I1 and I3 may be proved in a very similar way as in Case 1. To prove I2, observe that while covering \( x \), Algorithm may use a completely new chain or a chain used in \( M \) and not used in \( Q \). In both cases we get \( 2v - 1 + 1 = 2(v + 1) - 2 \) chains in \( Q' \cup Q'' \cup \{ x \} \) and already knowing that there are at least \( v \) chains used in \( Q' \cup Q'' \), not from \( M \), we are done. The condition I4 is trivially kept. \( \square \)

Now, to prove Theorem 3.8, Spoiler starts with an antichain \( M \) with \( w \) points. Next he applies strategy \( S(w, M) \) to build \( Q \) that extends \( M \) and forces Algorithm to use at least \( w - 1 \) chains not used in \( M \). This shows that at least \( 2w - 1 \) chains have to be used, so that \( \upgr\text{-int-val}(w) \geq 2w - 1 \).

2. Upper bound

**Theorem 3.10.** There is an on-line algorithm for chain partitioning of up-growing interval orders that uses at most \( 2w - 1 \) chains, where \( w \) is the width of the poset, i.e., \( \upgr\text{-int-val}(w) \leq 2w - 1 \).

**Proof.** Our algorithm maintains an auxiliary data structure \( S \) that depends on an up-growing interval order presented as an input \( P = (P, \leq) \) as well as on the already built covering of \( P \). When \( P \) expands to \( P^+ = (P \cup \{ x \}, \leq) \) by a new maximal point \( x \) then our algorithm modifies \( S \) to get a new structure \( S^+ \) for \( P^+ \). The chain for \( x \) can be easily read from \( S^+ \). Put

\[
S = (P, \leq, w, L_1, \ldots, L_w, \alpha_1, \ldots, \alpha_w, \beta_1, \ldots, \beta_w),
\]

where \( w = \text{width}(P) \) and:

- **J1:** \( L_1, \ldots, L_w \) are high antichains in \( P \) such that \( L_1 \uparrow \subseteq \ldots \subseteq L_w \uparrow \) and \( |L_i| = i \),
- **J2:** \( \alpha_1, \ldots, \alpha_w, \beta_1, \ldots, \beta_w \) forms a chain partition of \( P \),
- **J3:** \( \alpha_i \subseteq L_i \downarrow - L_{i-1} \uparrow \) and \( \beta_i \subseteq L_i \uparrow \),

where for a further simplification we put additionally \( L_0 = \emptyset \).

For an on-line algorithm it is important that chains generated to cover \( P^+ \) expand those for \( P \). This will be secured by the condition that \( \alpha_i \)'s and \( \beta_i \)'s grow in time as shown in lines \( (A6), (A7), (A16), (A17) \) of the algorithm we construct. Antichains \( L_1, \ldots, L_w \) may be seen as levels of the poset \( P \). Two consecutive levels \( L_{i-1}, L_i \) determine our chains \( \alpha_i \) and \( \beta_i \) as described in J3.

Before describing our algorithm we note that all segments of the form \( X\downarrow, X\downarrow, X\uparrow, X\uparrow \) are considered in \( P^+ \). Whenever we need to refer to an upset in \( P \) we write \( X \uparrow \cap P \), while for \( X \subseteq P \) downsets \( X\downarrow \) are the same in \( P \) and \( P^+ \).
Algorithm 3.11.

(A1) \textbf{if} width\((P^+)\) > width\((P)\) \textbf{then} Case A \textbf{else} Case B

(A2) Case A
(A3) \textbf{if} w^+ := w + 1
(A4) \textbf{for} i := 1 \textbf{to} w \textbf{do}
(A5) \textbf{if} \ L_i^+ := L_i
(A6) \textbf{if} \ \alpha_i^+ := \alpha_i
(A7) \textbf{if} \ \beta_i^+ := \beta_i
(A8) \textbf{L}_{w+1}^+ := L_w \cup \{x\}
(A9) \textbf{a}_{w+1}^+ := \{x\}
(A10) \textbf{β}_{w+1}^+ := \emptyset

(A11) Case B \textbf{if} width\((P)\) = width\((P^+)\) \textbf{then} x \in L_w^+
(A12) \textbf{w}^+ := w
(A13) i_0 := \min \{i \in \mathbb{N} : x \in L_i^+\}
(A14) \textbf{for} i := 1 \textbf{to} w \textbf{do}
(A15) \textbf{L}_i^+ := \text{HMA} \((L_i^+)\)
(A16) \textbf{if} \ i \neq i_0 \textbf{then} \alpha_i^+ := \alpha_i \textbf{else} \alpha_i^+ := \beta_i \cup \{x\}
(A17) \textbf{if} \ i \neq i_0 \textbf{then} \beta_i^+ := \beta_i \textbf{else} \beta_i^+ := \alpha_i

First of all our algorithm checks whether the new point \(x\) enlarges the width of the poset. If it does then the algorithm may use two new chains (see (A9),(A10)). We prove that our algorithm upgrading \(S\) to \(S^+ = (P^+, \leq, w^+, L_1^+, \ldots, L_w^+, \alpha_1^+, \ldots, \alpha_w^+, \beta_1^+, \ldots, \beta_w^+)\) keeps the properties J1-J3 invariant. The proof of this splits into two parts corresponding to cases A and B, respectively.

\textbf{Case A:} In this setting, according to (A1), we have \(\text{width}(P^+) > \text{width}(P)\). Since one point may increase the width of the poset at most by 1, we have

\[\text{width}(P^+) = \text{width}(P) + 1.\]

An additional new level \(L_{w+1}^+\) is defined by (A8). The other levels are unchanged, see (A5). The new point \(x\) is covered by a new chain \(\alpha_{w+1}^+\), see (A9). Chain \(\beta_{w+1}^+\) is defined as an empty set, see (A10).

By J1 we know that \(L_w = \text{HMA} \((P)\). Since point \(x\) increased the width, we know that \(x\) is incomparable with some maximum antichain \(A\) in \(P\). Of course, we have \(L_w = \text{HMA} \((P) \subseteq A^\uparrow\). Thus, from \(x \notin L_w^\uparrow\) and from the fact that \(x\) is maximal in \(P^+\) (since presented poset must be up-growing) we get that \(L_{w+1}^+ = L_w \cup \{x\}\) is a high antichain in \(P^+\).

Obviously, \(L_i^+ \uparrow \subseteq L_{i+1}^+ \uparrow\) for \(i = 1, \ldots, w\). Combining this and \(x \notin L_w^\uparrow\) we obtain \(x \notin L_i^\uparrow\) for all \(i = 1, \ldots, w\). Thus,

\[L_i^+ \uparrow = L_i^\uparrow = L_i^\uparrow \cap P.\]
Since the $L_i$’s are high in $P$ (see J1 for S) we immediately get that the $L_i^+$’s are high in $P^+$.

The condition describing the cardinalities of $L_i^+$’s as well as these concerning sets $\alpha_i^+$ and $\beta_i^+$ trivially follow from those for S.

**Case B:** By (A1) we have width$(P^+) = \text{width}(P)$. Thus, there is a point in $L_w$ comparable with $x$. Since $x$ is maximal in $P^+$ we get that $x \in L_w$. Now, we know that $i_0$ in line (A13) is well-defined as the set under min function is not empty.

**Claim 3.12.** $L_1^+, \ldots, L_w^+$ are high antichains in $P^+$. Moreover, $L_1^+ \subseteq \ldots \subseteq L_w^+$ and $|L_i^+| = i$.

**Proof.** Since $L_i^+ = \text{HMA}(L_i)$ we get that the levels $L_1^+, \ldots, L_w^+$ of the poset $P^+$ are high antichains in $P^+$. To prove that $L_1^+ \subseteq \ldots \subseteq L_w^+$ we observe that

$$L_i^+ = \text{HMA}(L_i) \quad \text{by (A15)}$$

$$\subseteq L_i \cup \subseteq L_{i+1} \uparrow.$$ 

By J1 we already know that $L_i^+$ is high in $P^+$. But $L_i^+ \subseteq L_{i+1} \uparrow \uparrow$ so that $L_i^+$ is high in $L_{i+1}$ \uparrow. Applying Observation 1.4 to the poset $(L_{i+1} \uparrow, \leq)$ we get that $L_i^+ \subseteq \text{HMA}(L_{i+1} \uparrow, \leq) = L_{i+1} \uparrow$.

To prove that $|L_i^+| = |L_i|$ (i.e. J1 for $S^+$) we first consider the width of $L_1 \uparrow$. By J1 for S we know that $L_i$ is high in $P$. Thus for any antichain $A \subseteq L_i \uparrow$ we have $A = L_i$ or $|A - \{x\}| < |L_i|$. This implies that width$(L_1 \uparrow) = |L_1|$, and consequently

$$|L_i^+| = |\text{HMA}(L_i)| \quad \text{by (A15)}$$

$$= \text{width}(L_i \uparrow)$$

$$= |L_i|$$

$$= i. \quad \text{by J1 for S}$$

**Claim 3.13.** $\alpha_1^+, \ldots, \alpha_w^+, \beta_1^+, \ldots, \beta_w^+$ forms a chain partition of $P^+$.

**Proof.** After updating $L_i$’s to $L_i^+$’s algorithm defines the sets $\alpha_1^+, \ldots, \alpha_w^+, \beta_1^+, \ldots, \beta_w^+$. It turns out (see (A16),(A17)) that the only chains modified are those at $i_0$:

$$\alpha^+_{i_0} = \beta_{i_0} \cup \{x\},$$

$$\beta^+_{i_0} = \alpha_{i_0}.$$ 

The Claim is obvious except the fact that $\alpha^+_{i_0}$ is a chain. Thus, we need to prove that

$$b < x, \quad \text{for all } b \in \beta_{i_0}. \quad (3.2)$$
By J3 for S we have
\[ \beta_{i_0} \subseteq L_{i_0}. \quad (3.3) \]
Let \( b \in \beta_{i_0} \). By (3.3) we obtain an \( l \in L_{i_0} \) such that \( b < l \). On the other hand since \( x \in L_{i_0} \) (see (A13)) we get \( l' \in L_{i_0} \) such that \( l' < x \). If \( b \parallel x \) then points \( b, l, l', x \) would form a 2+2 configuration, which is forbidden in an interval order (see Figure 3.4). This proves (3.2). \( \square \)

![Figure 3.4](image)

\( (2+2) \)-free condition yields \( b < x \).

As we can see the idea of the algorithm is to ensure that the chain \( \beta_i \) is ready to be able to cover any point over the level \( L_i \) (we may say that \( \beta_i \) secures \( L_i \)). Thus, when a new point \( x \) arrives over \( L_i \) then chain \( \beta_i \) may be used to cover it. But the algorithm must choose such \( i \) that chain \( \beta_i^+ = \alpha_i \) (see (A17)) will be able to secure the new level \( L_i^+ \). It will turn out that the choice of \( i_0 \) as in (A13) is a good one.

Before proving J3 for \( S^+ \) we describe how the open upsets of old (\( L_i \)'s) and new (\( L_i^+ \)'s) levels are related.

**Claim 3.14.**
\[ L_1 \uparrow \subseteq \cdots \subseteq L_{i_0} \uparrow \subseteq L_{i_0} \uparrow \cup \{x\} \subseteq L_0 \uparrow \subseteq L_{i_0+1} \uparrow \subseteq \cdots \subseteq L_w \uparrow \]
\[ L_1^+ \uparrow \subseteq \cdots \subseteq L_{i_0}^+ \uparrow \subseteq L_0^+ \uparrow \cup \cdots \cup L_{i_0}^+ \uparrow \subseteq \cdots \subseteq L_w^+ \uparrow \]

To be consistent with the order in \( P^+ \), all inclusions of the claim are presented upside down in Figure 3.5.

**Proof.** From J1 for S it follows that \( L_1 \uparrow \subseteq \cdots \subseteq L_w \uparrow \). Moreover, we have already proved in Claim 3.12 that \( L_i^+ \uparrow \subseteq \cdots \subseteq L_w^+ \uparrow \). By (A13) we also know that \( x \in L_{i_0} \uparrow \) and \( x \notin L_{i_0-1} \uparrow \).

Directly from the definition of \( L_i^+ \) (see (A15)) we obtain that \( L_i^+ \uparrow \subseteq L_i \uparrow \) for \( i = 1, \ldots, w \). The inclusions \( L_i^+ \uparrow \supseteq L_i \uparrow \) for \( i \leq i_0 - 1 \) do not influence our considerations but they are really helpful to understand the dynamic construction of levels of posets \( P \) and \( P^+ \). To see them, note that the choice of \( i_0 \) in (A13) secures that nothing has changed in \( L_{i_0-1} \). To get all other relations in the diagram all we need to prove is:
\[ L_{i_0}^+ = L_{i_0-1} \cup \{x\}. \quad (3.4) \]
Since $L^+_{i_0} = \text{HMA}(L_{i_0})$ it suffices to show that $L_{i_0-1} \cup \{x\} \subseteq L_{i_0}$ and that $L_{i_0-1} \cup \{x\}$ is high in $P^+$. The inclusion we get from J1 for $S$ and $(A_{13})$. The second statement follows from the fact that $L_{i_0-1}$ is high in $P$ (see J1 for $S$) and that $x$ is maximal in $P^+$. □

Before proving J3 for $S^+$ note that

$$L_i \subseteq L_i^+.$$  \hfill (3.5)

This easily follows from $L_i^+ \subseteq L_i$ by Observation 1.1 applied to the maximum antichains $L_i$ and $L_i^+$ of the poset $(L_i, \leq)$.

**Claim 3.15.** $\alpha_i^+ \subseteq L_i^+ - L_{i-1}^+$ and $\beta_i^+ \subseteq L_i^+$.  

**Proof.** First we prove our Claim for $i \neq i_0$ where we have $\alpha_i^+ = \alpha_i$ and $\beta_i^+ = \beta_i$ (see $(A_{16}),(A_{17})$). By J3 for S we get

$$\alpha_i^+ = \alpha_i \subseteq (L_i \setminus L_{i-1}) \cap P \subseteq L_i \setminus L_{i-1}, \quad \text{for } i \neq i_0,$$

and

$$\beta_i^+ = \beta_i \subseteq L_i \cap P = L_i, \quad \text{for } i \neq i_0.$$  

Now $L_i^+ \subseteq L_i$ (see Claim 3.14) and $L_i \subseteq L_i^+$ (see (3.5)) yield

$$\alpha_i^+ \subseteq L_i \setminus L_{i-1} \subseteq L_i^+ \setminus L_{i-1}^+$$

and

$$\beta_i^+ \subseteq L_i \subseteq L_i^+,$$

which finishes the proof for $i \neq i_0$. 

---

**Figure 3.5.** $L_i \uparrow$ and $L_i^+ \uparrow$. 

---
Now we consider the chain $\beta_{i_0}^+ = \alpha_{i_0}$ (see (A17)). By J3 for S we have $\alpha_{i_0} \subseteq L_{i_0} \downarrow - L_{i_0 - 1} \uparrow$ and therefore
\[
\beta_{i_0}^+ = \alpha_{i_0} \subseteq L_{i_0} \downarrow \subseteq L_{i_0}^+ \downarrow.
\] (3.6)
Again, using J3 for S we get that $\beta_{i_0}^+ \cap L_{i_0 - 1} \uparrow = \emptyset$. Of course, $x \notin \alpha_{i_0} = \beta_{i_0}^+$. Thus $\beta_{i_0}^+$ is disjoint with $L_{i_0}^+ = L_{i_0} \subseteq \{x\}$. Combining this with (3.6) we obtain J3 for $\beta_{i_0}^+$.

It remains to prove J3 for $\alpha_{i_0}^+ = \beta_{i_0} \cup \{x\}$. For the old part $\beta_{i_0}$ of $\alpha_{i_0}^+$ we have
\[
\beta_{i_0} \subseteq L_{i_0} \downarrow \cap P \quad \text{by J3 for S}
\]
\[
= L_{i_0} \downarrow - L_{i_0} \uparrow \quad \text{by } x \in L_{i_0} \uparrow \text{ (see (A13))}
\]
\[
\subseteq L_{i_0} \downarrow - L_{i_0 - 1} \uparrow. \quad \text{by J1 for S}
\]
This together with $L_{i_0 - 1} \uparrow \subseteq L_{i_0 - 1} \uparrow$ and $L_{i_0} \downarrow \subseteq L_{i_0}^+ \downarrow$ gives
\[
\beta_{i_0} \subseteq L_{i_0} \downarrow - L_{i_0 - 1} \uparrow \subseteq L_{i_0}^+ \downarrow - L_{i_0 - 1}^+ \uparrow.
\]
It remains to show that also $x \in L_{i_0}^+ \downarrow - L_{i_0 - 1}^+ \uparrow$. But this follows from (3.4), the choice of $i_0$ in (A13) and the fact that $L_{i_0 - 1}^+ \uparrow \subseteq L_{i_0 - 1} \uparrow$. □

We have just shown that both in Case A and B the conditions J1-J3 are kept invariant by the algorithm when expanding S to $S^+$. In particular J2 tells us that in every moment the poset is covered by at most $2w$ chains, namely $\alpha_1, \ldots, \alpha_w, \beta_1, \ldots, \beta_w$.

A careful inspection of the algorithm allows us to eliminate $\beta_1$. Indeed, everytime algorithm uses $\beta_1$ (Case B: $i_0 = 1$) to cover a new point $x$, it could use chain $\alpha_1$ as well. This immediately follows from the fact that in this setting $x \in L_1 \uparrow$ and $\alpha_1 \subseteq L_1 \downarrow$. □

### 3. Related problems

A related line of research deals with on-line chain partitioning algorithms which get as an input an interval representation instead of pure interval order. This variant of on-line chain partitioning problem of interval orders models scheduling of jobs which has to be executed in prescribed time frames. Its possible application is scheduling in real-time systems mentioned in the Introduction. The algorithm of Kierstead and Trotter [KT81] that they used to prove Theorem 3.4 gives an obvious upper bound of $3w - 2$ for the value of on-line chain partitioning problem for interval orders presented with representation. On the other hand, Chrobak with Ślusarek proved the very same lower bound.
Theorem 3.16 (Chrobak, Ślusarek [CŚ88]; Kierstead, Trotter [KT81]). The value of the on-line chain partitioning problem for interval orders of width \( w \) presented with representation is \( 3w - 2 \).

In the up-growing case Broniek showed an on-line algorithm which is as good as the off-line solution.

Theorem 3.17 (Broniek [Bro05]). The value of the on-line chain partitioning problem for up-growing interval orders of width \( w \) presented with representation is \( w \).

For interval orders the exponential bound \( (5^w - 1)/4 \) of Theorem 2.6 has been narrowed to the linear bound \( 3w - 2 \) of Theorem 3.4. This gives hope that First-Fit Algorithm, which sometimes (see Theorem 2.5) has to use infinitely many chains in general case, will behave better in the case of interval orders. Indeed, it appears that First-Fit Algorithm uses bounded (in terms of \( w \)) number of chains to partition an on-line interval order of width at most \( w \). Actually Kierstead [Kie88] showed a linear upper bound of \( 40w \). Later on the number of chains used by First-Fit Algorithm was put between \( 4.45w \) [CŚ88] and \( 25.72w \) [KQ95]. Then Pemmaraju, Raman and Varadarajan [PRV04] lowered the upper bound to \( 10w \). Further improvement, to \( 8w \), was announced by Graham Brightwell, Henry Kierstead and William Trotter [Kie08] and another one, to \( 8w - 3 \), was published by Narayanaswamy and Babu in [NS08]. On the other hand Henry Kierstead and William Trotter [Kie08] announced an improvement of the lower bound from \( 4.45w \) to \( 4.99w \) and noticed that their technique cannot be applied to go up to \( 5w \).

Also a substantial progress has been done recently for semi-orders, i.e., interval orders that can be represented by intervals of the same length. Micek, in his Ph.D. thesis [Mic08], observed that the upper bound of \( 2w - 1 \) provided by greedy algorithm cannot be decreased. Thus we have:

Theorem 3.18. The value of on-line chain partitioning problem for semi-orders of width \( w \) presented without representation is \( 2w - 1 \).

Much more involved is a proof of Felsner, Kloch, Matecki and Micek that shows the following theorem.

Theorem 3.19 (Felsner, Kloch, Matecki and Micek [FKMM07]). The value of the on-line chain partitioning problem for semi-orders of width \( w \) presented in an up-growing way is \( \frac{1 + \sqrt{5}}{2}w \).

The problem is not completely solved when semi-orders are presented together with their representation by unit length intervals. Obviously in the up-growing case the result of Theorem 3.17 transfers to unit length intervals so that the value of the on-line chain partitioning problem for up-growing semi-orders of width \( w \) presented
with representation is $w$. However all we know in a not necessarily up-growing case is that $\lfloor 3w/2 \rfloor$ and $2w - 1$ are the lower and upper bounds for the on-line chain partitioning problem for semi-orders of width $w$ presented with representation. Again the lower bound was shown in [Mic08], while the upper one follows from Theorem 3.18.
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