An Invariant-region-preserving (IRP) Limiter to DG Methods for Compressible Euler Equations
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Abstract We introduce an explicit invariant-region-preserving limiter applied to DG methods for compressible Euler equations. The invariant region considered consists of positivity of density and pressure and a maximum principle of a specific entropy. The modified polynomial by the limiter preserves the cell average, lies entirely within the invariant region and does not destroy the high order of accuracy for smooth solutions. Numerical tests are presented to illustrate the properties of the limiter. In particular, the tests on Riemann problems show that the limiter helps to damp the oscillations near discontinuities.
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1 Introduction

We consider the one dimensional version of the compressible Euler equations for the perfect gas in gas dynamics:

\[ w_t + F(w)_x = 0, \quad t > 0, \quad x \in \mathbb{R}, \]
\[ w = (\rho, m, E)\top, \quad F(w) = (m, \rho u^2 + p, (E + p)u)\top \] (1)

with
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An IRP limiter for compressible Euler equations

\[ m = \rho u, \quad E = \frac{1}{2} \rho u^2 + \frac{p}{\gamma - 1}, \quad \text{(2)} \]

where \( \gamma > 0 \) is a constant (\( \gamma = 1.4 \) for the air), \( \rho \) is the density, \( u \) is the velocity, \( m \) is the momentum, \( E \) is the total energy and \( p \) is the pressure; supplemented by initial data \( w_0(x) \). For the associated entropy function \( s = \log \left( \frac{p(x)}{\rho(x)^{\gamma-1}} \right) \), it is known that

\[ A = \{ (\rho, m, E) \, \rho > 0, \, p > 0, \, s \geq s_0 \} \quad \text{(3)} \]

for any \( s_0 \in \mathbb{R} \) is an invariant region in the sense that if \( w_0(x) \in A \), then \( w(x,t) \in A \) for all \( t > 0 \) (see e.g. [9, 4]). At numerical level this set is proved to be invariant by the first order Lax-Friedrichs scheme (see [1]), and by the first order Finite Element method (see [3]), in which a larger class of hyperbolic conservation laws is considered. It is difficult, if not impossible, to preserve such set by a high order numerical method unless some nonlinear limiter is imposed at each step while marching in time. In this work we design such a limiter.

In recent years an interesting mathematical literature has developed devoted to high order maximum-principle-preserving schemes for scalar conservation equations (see [11]) and positivity-preserving schemes for hyperbolic systems including compressible Euler equations (see e.g. [6, 12, 14]). In [6] up to third order positivity-preserving finite volume schemes are constructed based on positivity-preserving properties by the corresponding first order schemes for both density and pressure of one and two dimensional compressible Euler equations. Following [6], positivity-preserving high order DG schemes for compressible Euler equations were first introduced in [12], where the limiter in [11] is generalized. A recent work by Zhang and Shu in [13] introduced a minimum-entropy-principle-preserving limiter for high order schemes to the compressible Euler equation. In their work, the limiter for entropy part is enforced separately from the ones for the density and pressure and is given implicitly with the limiter parameter solved by Newton’s iteration.

For the isentropic gas dynamics, the invariant region is bounded by two global Riemann invariants; for which the authors have designed an explicit limiter in [5] to preserve the underlying invariant region, called an invariant-region-preserving (IRP) limiter. Our goals in this work are to design an IRP limiter for the compressible Euler system and to rigorously prove that such a limiter does not destroy the high order accuracy in general cases. Our limiter differs from that in [13] in two aspects: (i) it is given in an explicit form; (ii) the scaling reconstruction depends on a uniform parameter for the whole vector solution polynomial; in addition to the rigorous proof of the preservation of the accuracy by the limiter. As a result, the limiter preserves the positivity of density and pressure and also a maximum principle for the specific entropy [10], with reduced computational costs in numerical implementations.
2 The Limiter

We construct a novel limiter based on both the cell average (strictly in $A$) and the high order polynomial approximation, which is not entirely in $A$; through a linear convex combination as in [11][13].

2.1 Averaging is a Contraction

For initial density $\rho_0 > 0$ and pressure $p_0 > 0$, we fix

$$s_0 = \inf_x \log \left( \frac{p_0(x)}{\rho_0^\gamma(x)} \right), \quad (4)$$

and define $q = (s_0 - s)\rho$, then the set $A$ is equivalent to the following set:

$$\Sigma = \{ w : \rho > 0, p > 0, q \leq 0 \}, \quad (5)$$

which is convex due to the concavity of $p$ and convexity of $q$. By using set $\Sigma$ we are able to work out an explicit limiter which has the invariant-region-preserving property. Numerically, the set of admissible states is defined as

$$\Sigma^\epsilon = \{ w : \rho \geq \epsilon, p \geq \epsilon, q \leq 0 \}, \quad (6)$$

with its interior denoted by

$$\Sigma^\epsilon_0 = \{ w : \rho > \epsilon, p > \epsilon, q < 0 \}, \quad (7)$$

where $\epsilon$ is a small positive number chosen (say as $10^{-13}$ in practice) so that $q$ is well defined.

For any bounded interval $I$ (or bounded domain in multi-dimensional case), we define the average of $w(x)$ by

$$\bar{w} = \frac{1}{|I|} \int_I w(x)dx \quad (8)$$

where $|I|$ is the measure of $I$. Such an averaging operator is a contraction:

**Lemma 1.** Let $w(x)$ be non-trivial vector polynomials. If $w(x) \in \Sigma^\epsilon$ for all $x \in I$, then $\bar{w} \in \Sigma^\epsilon_0$ for any bounded interval $I$.

**Proof.** For the entropy part, since $q$ is convex, using Jensen’s inequality and the assumption, we have

$$q(\bar{w}) = q \left( \frac{1}{|I|} \int_I w(x)dx \right) \leq \frac{1}{|I|} \int_I q(w(x))dx \leq 0. \quad (9)$$
With this we can show \( q(\bar{w}) < 0 \). Otherwise, if \( q(\bar{w}) = 0 \), we must have \( q(w(x)) = 0 \) for all \( x \in I \); that is
\[
(s_0 - s(\bar{w}))\bar{\rho} = (s_0 - s(w(x)))\rho(x).
\]
(10)
By taking average of this relation over \( I \) on both sides, we have for \( g_1 = s\rho \),
\[
s_0\bar{\rho} - g_1(\bar{w}) = s_0\bar{\rho} - \frac{1}{|I|} \int_I g_1(w(x))dx.
\]
(11)
This gives
\[
\frac{1}{|I|} \int_I g_1(w(x))dx = g_1(\bar{w}).
\]
(12)
By taking the Taylor expansion around \( \bar{w} \), we have
\[
g_1(w(x)) = g_1(\bar{w}) + \nabla_w g_1(\bar{w}) \cdot \xi + \xi^T H_1 \xi , \quad \forall x \in I, \quad \xi := w(x) - \bar{w},
\]
(13)
which upon integration yields \( \frac{1}{|I|} \int_I \xi^T H_1 \xi dx = 0 \), where \( H_1 \) is the Hessian matrix of \( g_1 \). This combined with the strict concavity of \( g_1 \) ensures that \( w(x) = \bar{w} \), which contradicts the assumption.

We can show \( p(\bar{w}) > \varepsilon \) by a similar contradiction argument. The density part is obvious.

### 2.2 Reconstruction

Let \( w_h(x) = (\rho_h(x), m_h(x), E_h(x))^T \) be a vector of polynomials of degree \( k \) over an interval \( I \), which is a high order approximation to the smooth function \( w(x) = (\rho(x), m(x), E(x))^T \in \Sigma^e \). We assume that the average \( \bar{w}_h \in \Sigma_0^e \), but \( w_h(x) \) is not entirely located in \( \Sigma^e \) for \( x \in I \), then we can use the average as a reference in the following reconstruction
\[
\bar{w}_h(x) = \theta w_h(x) + (1 - \theta)\bar{w}_h,
\]
(14)
where
\[
\theta = \min \{ 1, \theta_1, \theta_2, \theta_3 \},
\]
(15)
with
\[
\theta_1 = \frac{\bar{\rho}_h - \varepsilon}{\bar{\rho}_h - \rho_{h,\min}}, \quad \theta_2 = \frac{p(\bar{w}_h) - \varepsilon}{p(\bar{w}_h) - p_{h,\min}}, \quad \theta_3 = \frac{-q(\bar{w}_h)}{q_{h,\max} - q(\bar{w}_h)}
\]
and
\[
\rho_{h,\min} = \min_{x \in I} \rho_h(x), \quad p_{h,\min} = \min_{x \in I} p(w_h(x)), \quad q_{h,\max} = \max_{x \in I} q(w_h(x)).
\]
(16)
Note that \( p(\bar{w}_h) > p_{h_{\min}} \) and \( q(\bar{w}_h) < q_{h_{\max}} \) due to the concavity of \( p \) and convexity of \( q \). Therefore \( \theta_i's \) are well-defined and positive, for \( i = 1, 2, 3 \). We can prove that this reconstruction has three desired properties, summarized in the following.

**Theorem 1.** The reconstructed polynomial \( \tilde{w}_h(x) \) satisfies the following three properties:

1. The average is preserved, i.e. \( \bar{\tilde{w}}_h = \bar{w}_h \);
2. \( \tilde{w}_h(x) \) lies entirely within invariant region \( \Sigma^\varepsilon \), \( \forall x \in I \);
3. Order of accuracy is maintained, i.e.,

\[
\| \tilde{w}_h - w \|_\infty \leq C \| w_h - w \|_\infty, \text{ provided } \| w_h - w \|_\infty \text{ is sufficient small, where } C \text{ is a positive constant that only depends on } \tilde{w}_h, w, \text{ and the invariant region } \Sigma^\varepsilon.
\]

**Proof.** (i) Since \( 0 < \theta \leq 1 \) is a uniform constant, average preservation is obvious.

(ii) If \( p_{h_{\min}} \geq \varepsilon, p_{h_{\min}} \geq \varepsilon, \text{ and } q_{h_{\max}} \leq 0, \text{ then } \theta = 1, \text{ no reconstruction is needed. When } \theta = \theta_1, \text{ we have}

\[
\tilde{p}_h(x) = \theta_1 p_h(x) + (1 - \theta_1) \bar{p}_h
\]

\[
= (\bar{p}_h - \varepsilon) \frac{p_h(x) - p_{h_{\min}}}{\bar{p}_h - p_{h_{\min}}} + \varepsilon \geq \varepsilon.
\]

Since \( \theta_1 \leq \theta_2 \), we have \( (p(\tilde{w}_h) - p_{h_{\min}}) \theta_2 + \varepsilon \leq p(\tilde{w}_h) \). Therefore, by the concavity of \( p \), we have

\[
p(\tilde{w}_h) \geq \theta_1 p(w_h) + (1 - \theta_1) p(\tilde{w}_h)
\]

\[
= \theta_1 (p(w_h) - p(\tilde{w}_h)) + p(\tilde{w}_h)
\]

\[
\geq \theta_1 (p(w_h) - p(\tilde{w}_h)) + (p(\tilde{w}_h) - p_{h_{\min}}) \theta_1 + \varepsilon
\]

\[
= \theta_1 (p(w_h) - p_{h_{\min}}) + \varepsilon \geq \varepsilon.
\]

For entropy part, since \( \theta_1 \leq \theta_3 \), we have \( \theta_1 (q_{h_{\max}} - q(\tilde{w}_h)) \leq -q(\tilde{w}_h) \). Therefore, by the convexity of \( q \), we have

\[
q(\tilde{w}_h) < \theta_1 q(w_h) + (1 - \theta_1) q(\tilde{w}_h)
\]

\[
= \theta_1 (q(w_h) - q(\tilde{w}_h)) + q(\tilde{w}_h)
\]

\[
\leq \theta_1 (q_{h_{\max}} - q(\tilde{w}_h)) + q(\tilde{w}_h) \leq 0.
\]

In the case that \( \theta = \theta_2 \) or \( \theta_3 \) the proof is similar.

(iii) We prove for the case \( \theta = \theta_2 \), the other cases are similar. In such case we only need to prove

\[
\| \tilde{w}_h - w_h \|_\infty \leq C \| w_h - w \|_\infty,
\]

from which (iii) follows by using the triangle inequality. Here and in what follows \( \| \cdot \|_\infty := \max_{x \in I} | \cdot | \). We prove (20) in four steps.

Step 1. From (14) it follows that
On one hand, we have

\[ \| \bar{w}_h - w_h \|_\infty = (1 - \theta_2) \| \bar{w}_h - w_h \|_\infty \]

\[ \max_{x \in I} | \bar{w}_h - w_h(x) | = \frac{p(\bar{w}_h) - p_{h,\min}}{p(\bar{w}_h) - p_{h,\min}} (\epsilon - p_{h,\min}). \]  

(21)

Step 2. The overshoot estimate. Since \( w(x) \in \Sigma^\epsilon \),

\[ \epsilon - p_{h,\min} \leq \max_x (p(w) - p(\bar{w}_h)) \leq C_1 \| w - \bar{w}_h \|_\infty, \quad C_1 := \| \nabla p \|_\infty. \]  

(22)

Step 3. We map \( I \) to \([0,1]\) by \( \xi = (x - a)/(b - a) \) for \( I = [a,b] \), and let \( l_\alpha(\xi) \) (\( \alpha = 1, \ldots, N \)) be the Lagrange interpolating polynomials at quadrature points \( \xi_\alpha \in [0,1] \) with \( N = k + 1 \), then \( \bar{w}_h(x) - w_h = \sum_{\alpha=1}^N (\bar{w}_h(\xi_\alpha) - \bar{w}_h) l_\alpha(\xi) \), where \( \xi_\alpha = a + (b - a) \xi_\alpha \). Hence, we have

\[ \max_{x \in I} | \bar{w}_h - w_h(x) | \leq \max_{\xi \in [0,1]} \sum_{\alpha=1}^N |l_\alpha(\xi)||\bar{w}_h - w_h(\xi_\alpha)| \]

\[ \leq C_2 \max_{\alpha} |\bar{w}_h - w_h(\xi_\alpha)|, \]

(23)

where \( C_2 = \Lambda_{k+1}([0,1]) \leq \max_{\xi \in [0,1]} \sum_{\alpha=1}^N |l_\alpha(\xi)| \) is the Lebesgue constant. Note that

\[ \max_{\alpha} |\bar{w}_h - w_h(\xi_\alpha)| \leq \max_{\alpha} |\tilde{p}_h - p_h(\xi_\alpha)| + \max_{\alpha} |\tilde{m}_h - m_h(\xi_\alpha)| + \max_{\alpha} |\tilde{E}_h - E_h(\xi_\alpha)|. \]

Define

\[ \hat{f}_{h,\min} = \min_{\alpha} f(\bar{w}_h(\xi_\alpha)), \quad \hat{f}_{h,\max} = \max_{\alpha} f(\bar{w}_h(\xi_\alpha)), \]

(24)

we can show that

\[ \max_{\alpha} |\hat{f}_h - f_h(\xi_\alpha)| \leq \max\{\hat{f}_h - \hat{f}_{h,\min}, \hat{f}_{h,\max} - \hat{f}_h\} \leq C_3 (\hat{f}_h - \hat{f}_{h,\min}), \]

(26)

where

\[ C_3 = \max \left\{ 1, \frac{1 - \min_{\alpha} \tilde{w}_\alpha}{\min_{\alpha} \tilde{w}_\alpha} \right\}. \]

(27)

Here \( f_h = \rho_h, m_h, E_h \). The type of estimates using \( C_2 \) and \( C_3 \) is known, see [15, Lemma 7, Appendix C)], where the proof was accredited to Mark Ainsworth.

Step 4. The above three steps lead to

\[ \| \bar{w}_h - w_h \|_\infty \leq C_1 C_3 \frac{B}{p(\bar{w}_h) - p_{h,\min}} \| w - w_h \|_\infty, \]

(28)

with

\[ B = \tilde{p}_h - \hat{p}_{h,\min} + \tilde{m}_h - \hat{m}_{h,\min} + \tilde{E}_h - \hat{E}_{h,\min}. \]

(29)

On one hand, we have \( p_{h,\min} \leq \epsilon \) since \( \theta = \theta_2 \leq 1 \), leading to
\[ p(\bar{\mathbf{w}}_h) - p_{h,\min} \geq p(\bar{\mathbf{w}}_h) - \epsilon; \]  
(30)

On the other hand the assumption \( \theta = \theta_2 \leq \theta_1 \) implies

\[ \bar{\rho}_h - \bar{\rho}_{h,\min} \leq \left( \frac{\bar{\rho}_h - \epsilon}{p(\bar{\mathbf{w}}_h) - \epsilon} \right) \cdot (p(\bar{\mathbf{w}}_h) - p_{h,\min}). \]  
(31)

By the assumption on the smallness of \( \| \mathbf{w}_h - \mathbf{w} \|_\infty \) we have

\[ \bar{m}_h - \bar{m}_{h,\min} \leq 2\| m - m_h \|_\infty + \bar{m} - m_{\min} \]  
(32)

and

\[ E_h - E_{h,\min} \leq E + 1. \]  
(33)

where \( E \geq \frac{\epsilon}{T} \) is used. Collecting the above estimates we take

\[ C_4 = \frac{\bar{\rho}_h - \epsilon + 2\| m - m_h \|_\infty + \bar{m} - m_{\min} + E + 1}{p(\bar{\mathbf{w}}_h) - \epsilon} \]  
(34)

to conclude the desired estimate in (iii) with \( C = \prod_{i=1}^4 C_i \).

### 2.3 Algorithm

Let \( \mathbf{w}_h^n \) be the numerical solution generated from a high order scheme of an abstract form

\[ \mathbf{w}_h^{n+1} = \mathcal{L}(\mathbf{w}_h^n), \]  
(35)

where \( \mathbf{w}_h^n = \mathbf{w}_h^n(x) \in V_h \), which is a finite element space of piecewise polynomials of degree \( k \) over each computational cell \( I \). Assume \( \lambda = \frac{\Delta t}{h} \) is the mesh ratio, where \( h \) is the characteristic length of the mesh size.

Provided that scheme (35) has the following property: there exists \( \lambda_0 \), and a test set \( S_I \) in each computational cell \( I \) such that if

\[ \lambda \leq \lambda_0 \quad \text{and} \quad \mathbf{w}_h^n \in \Sigma^\epsilon, \quad x \in S_I \]  
(36)

then

\[ \bar{\mathbf{w}}_{h}^{n+1} \in \Sigma^\epsilon, \]  
(37)

then the IRP limiter can be applied with \( I \) replaced by \( S_I \) in (16), i.e.,

\[ \rho_{h,\min} = \min_{x \in S_I} \rho_h(x), \quad p_{h,\min} = \min_{x \in S_I} p(\mathbf{w}_h(x)), \quad q_{h,\max} = \max_{x \in S_I} q(\mathbf{w}_h(x)). \]  
(38)

Our algorithm is given as follows:

**Step 1.** Initialization: take the piecewise \( L^2 \) projection of \( \mathbf{w}_0 \) onto \( V_h \), such that
Also from \( w_0 \), we compute \( s_0 \) as defined in (4) to determine the invariant region \( \Sigma^\varepsilon \).

**Step 2.** Impose the modified limiter (14), (15) with (38) on \( w_h^n \) for \( n = 0, 1, \cdots \).

**Step 3.** Update by the scheme:

\[
\begin{align*}
    w_h^{n+1} &= L(\tilde{w}_h^n). 
\end{align*}
\] (40)

Return to **Step 2**.

**Remark 1.** Indeed the limiter (14), (15) with (38) can well enhance the efficiency of computation, and we will use this modified IRP limiter in the numerical experiments. Note that with (38), (i) and (iii) in Theorem 1 remain valid, and the resulting reconstructed polynomial lies within invariant region \( \Sigma^\varepsilon \) only for \( x \in S_I \).

**Remark 2.** Notice that Lemma 1 ensures that \( \tilde{w}_h^0 \) lies strictly within \( \Sigma^\varepsilon_0 \), therefore the limiter is valid already at the initialization step.

**Remark 3.** Some sufficient conditions for (36) to ensure the cell average propagation property (37) for the DG method have been obtained for one-dimensional case ([12]), as well as for rectangular meshes ([12, 13]) and triangular meshes ([14]) in two-dimensional cases. For example, the test set \( S_I \) and the CFL condition given in [12, Theorem 2.1] is

\[
S_I = \{\hat{x}^\alpha, \alpha = 1, \cdots, N\},
\] (41)

which is a set of \( N \)-point Legendre Gauss-Lobatto quadrature on \( I \) with \( 2N - 3 \geq k \), and

\[
\lambda \|(|u| + c)\|_\infty \leq \frac{1}{2} \hat{w}_1,
\] (42)

where \( \hat{w}_1 \) is the first Legendre Gauss-Lobatto quadrature weights for the interval \( [-\frac{1}{2}, \frac{1}{2}] \) such that \( \sum_{\alpha}^N \hat{w}_\alpha = 1 \).

### 3 Numerical Tests

We present numerical tests for the IRP limiter applied to a general high order DG scheme with the Lax-Friedrich numerical flux, using a proper time discretization. The semi-discrete DG scheme we take is a closed ODE system of the form

\[
\frac{d}{dt} W = L(W),
\] (43)

where \( W \) consists of the unknown coefficients of the numerical solution in terms of the spatial basis, and \( L \) is the corresponding spatial operator.

We consider the following two types of time discretizations.
The third order SSP Runge-Kutta (RK3) method in [8] reads as
\[
W^{(1)} = W^n + \Delta tL(W^n) \\
W^{(2)} = \frac{3}{4} W^n + \frac{1}{4} W^{(1)} + \frac{1}{4} \Delta tL(W^{(1)}) \\
W^{n+1} = \frac{1}{3} W^n + \frac{2}{3} W^{(2)} + \frac{2}{3} \Delta tL(W^{(2)}).
\]

The third order SSP multi-stage (MS) method in [7] reads as
\[
W^{n+1} = \frac{16}{27} (W^n + 3\Delta tL(W^n)) + \frac{11}{27} \left( W^{n-3} + \frac{12}{11} \Delta tL(W^{n-3}) \right). \tag{45}
\]

We apply the limiter at each time stage or each time step.

**Remark 4.** In the implementation of the third order SSP multi-step method, we apply SSP RK3 method in the first three time evolutions to obtain the starting values.

In all of the following examples $\gamma = 1.4$ is taken.

**Example 1. Accuracy Test**
We first test the accuracy of the IRP DG scheme. The initial condition is
\[
\rho_0(x) = 1 + \frac{1}{2} \sin(2\pi x), \quad u_0(x) = 1, \quad p_0(x) = 1. \tag{46}
\]
The domain is $[0, 1]$ and the boundary condition is periodic. The exact solution is
\[
\rho(x, y, t) = 1 + \frac{1}{2} \sin(2\pi(x - t)), \quad u(x, t) = 1, \quad p(x, t) = 1. \tag{47}
\]
The results presented in Tables 1 and 2 show that using IRP limiter does not destroy high order accuracy.

| $P^n$ DG | SSP RK | SSP multi-step |
|---------|--------|---------------|
| $N$     | $L^\infty$ Error | $L^1$ Error Order | $L^\infty$ Error | $L^1$ Error Order |
| 8       | 5.44E-04 | 5.74E-04 | 5.55E-04 | 5.7E-04 |
| 16      | 8.98E-05 | 2.60 | 8.55E-05 | 2.75 |
| 32      | 1.04E-05 | 3.11 | 1.09E-05 | 2.98 |
| 64      | 1.33E-06 | 2.97 | 1.40E-06 | 2.95 |
| 128     | 1.67E-07 | 2.99 | 1.75E-07 | 3.00 |

In the following examples, we solve (1) subject to several different Riemann initial data. We compare the numerical solution obtained from the DG scheme with IRP limiter (14), (15) with (38) and the one obtained from the DG scheme with only positivity-preserving limiter, that is, using $\theta = \min\{1, \theta_1, \theta_2\}$, where $\theta_1$ and $\theta_2$ are defined as in (15).
Table 2

| N  | $L^2$ Error Order | $L^1$ Error Order | $L^\infty$ Error Order | $L^1$ Error Order | $L^\infty$ Error Order |
|----|-------------------|-------------------|------------------------|-------------------|------------------------|
| 8  | 1.44E-05          | 1.09E-05          |                        | 1.42E-05          | 1.08E-05               |
| 16 | 1.39E-06          | 3.37              | 7.23E-07               | 3.92              |                        |
| 32 | 7.06E-08          | 4.30              | 6.14E-08               | 3.56              |                        |
| 64 | 6.34E-09          | 3.48              | 3.18E-09               | 4.27              |                        |
| 128| 3.50E-10          | 4.18              | 2.12E-10               | 3.91              |                        |

Example 2. **Lax Shock Tube Problem**

Consider the Lax initial data:

$$
(\rho, m, E) = \begin{cases} 
(0.445, 0.311, 8.928), & x < 0, \\
(0.5, 0, 1.4275), & x > 0,
\end{cases}
$$

which induces a composite wave, a rarefaction wave followed by a contact discontinuity and then by a shock. We calculate the exact solution by following the formulas given in [2, Section 14.11]. The $P^2$-DG scheme with SSP RK3 method in time discretization is tested on $N = 100$ cells over $x \in [-2,2]$ at final time $T = 0.5$. From Fig. 1, we see that the IRP limiter helps to damp oscillations near the discontinuities.

Example 3. **Shu-Osher Shock Tube Problem**

Consider the Shu-Osher problem:
\[(\rho, u, p) = \begin{cases} (3.857143, 2.629369, 10.3333), & x < -4, \\ (1 + 0.2 \sin 5x, 0, 1), & x \geq -4. \end{cases} \tag{49}\]

The \( P^2\)-DG scheme with SSP RK3 method in time discretization is tested on \( N = 100\) cells over \( x \in [-5, 5] \) at final time \( T = 1.8 \). The reference solution is obtained from \( P^2\)-DG scheme with SSP RK3 method on \( N = 2560\) cells. The results presented in Fig. 2 show that the shock is captured well.

**Fig. 2** Shu-Osher problem. Exact solution (solid line) vs numerical solution (dots); Left: With positive-preserving limiter; Right: With IRP limiter

4 Conclusion and Future Work

In this work, we introduced a novel IRP limiter for the one-dimensional compressible Euler equations. The limiter is made so that the reconstructed polynomial preserves the cell average, lies entirely within the invariant region and does not destroy the original high order of accuracy for smooth solutions. Moreover, this limiter is explicit and easy for computer implementation. Let us point out that the IRP limiter (14) may be applied to multi-dimensional compressible Euler equations as well if we replace \( I \) in (16) by multi-dimensional cells or test set in each cell. Implementation details are in a forthcoming paper. Future work would be to investigate IRP limiters for more general hyperbolic systems or specific systems in important applications.
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