Exoscarne: Assistive Strategies for an Industrial Meat Cutting System Based on Physical Human-Robot Interaction

Harsh Maithani, Juan Antonio Corrales Ramon, Laurent Lequievre, Youcef Mezouar, Matthieu Alric

To cite this version:

Harsh Maithani, Juan Antonio Corrales Ramon, Laurent Lequievre, Youcef Mezouar, Matthieu Alric. Exoscarne: Assistive Strategies for an Industrial Meat Cutting System Based on Physical Human-Robot Interaction. Applied Sciences, 2021, 11 (9), pp.3907. hal-03209657

HAL Id: hal-03209657
https://uca.hal.science/hal-03209657
Submitted on 27 Apr 2021

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License
Exoscarne: Assistive Strategies for an Industrial Meat Cutting System Based on Physical Human-Robot Interaction

Harsh Maithani 1,*, Juan Antonio Corrales Ramon 2, Laurent Lequievre 3, Youcef Mezouar 1,2, and Matthieu Alric 3

1 Université Clermont Auvergne, CNRS, Clermont Auvergne INP, Institut Pascal, F-63000 Clermont-Ferrand, France; harshmaithani09@gmail.com (H.M.); laurent.lequievre@uca.fr (L.L.); youcef.mezouar@sigma-clermont.fr (Y.M.)
2 Centro Singular de Investigación en Tecnologías Intelixentes (CiTIUS), Universidade de Santiago de Compostela, 15782 Santiago de Compostela, Spain; juanantonio.corrales@usc.es (J.A.C.R)
3 ADIV, ZAC des Gravanches, 10 Rue Jacqueline Auriol, 63100 Clermont-Ferrand, France; matthieu.alric@adiv.fr (M.A.)
* Correspondence: harshmaithani09@gmail.com

Abstract: Musculoskeletal disorders of the wrist are common in the meat industry. A proof of concept of a physical human-robot interaction (pHRI)-based assistive strategy for an industrial meat cutting system is demonstrated which can be transferred to an exoskeleton later. We discuss how a robot can assist a human in pHRI, specifically in the context of an industrial project i.e for the meat cutting industry. We developed an impedance control-based system that enables a KUKA LWR robot to provide assistive forces to a professional butcher while simultaneously allowing motion of the knife (tool) in all degrees of freedom. We developed two assistive strategies — a force amplification strategy and an intent prediction strategy - and integrated them into an impedance controller.
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1. Introduction and Motivation

The agri-food industry, and particularly the meat industry, is one of the most dangerous industries when it comes to employee safety. Among the various occupations, slaughtering, cutting and meat processing operations require specific dexterity to handle sharp tools or dangerous machines. However, they also require physical strength to carry heavy loads such as pallets or carcasses, quarters or muscles of meat, or to perform deboning work tasks and cutting quarters into pieces of meat. Similarly, they require performing repetitive movements or working in a cold refrigerated room and humid environment. In fact, accidents at work are common and can occur at any time. Thus, the rate of these accidents and their frequency are among the highest, among all professions combined. In addition to work-related accidents, musculoskeletal disorders (MSDs) accounted for almost 91% of occupational illness cases in 2019 [1], with 842,490 days of temporary interruption of work for all sectors. A study carried out in the Brittany region of France showed that the agri-food industries are the most risky sectors in terms of MSDs [1]. For instance, at the French level, 30% of the declared MSDs are recorded in the meat sector.

Not only is this a major problem for employees, it is also a big problem for companies and society at large. In 2019, compensation for MSDs generated two billion euros in fees (social security estimate) in France, with an average of more than 21,000 euros for each MSD stoppage, not counting the daily allowances [2]. In some companies with 10 to 20% absenteeism, MSDs disrupt production and generate additional costs. In the meat sector, MSDs involve personnel at all stages. Thus, operators involved in meat cutting, represented by boners, parers and slicers, as well as those located at manufacturing and packaging stations are affected [3]. MSDs affecting the wrist, hand and fingers represent approximately 50% of all MSDs in the meat industry.
The arduousness of tasks related to physical effort, the repeatability of movements and the agri-food environment (cold, humidity and hygiene) encountered in the meat sector deters the recruitment of young people, and ultimately few people, trained initially for this sector, remain there. This difficulty in recruiting or retaining young people leads to a significant shortage of manpower in these sectors. Technological evolution of certain workstations which would allow on the one hand a reduction of the arduousness, opening to the women certain activities which were until now reserved for the men, and on the other hand a revaluation of the trades, could change the outlook of the individuals in this sector of activity, give a positive image and promote its attractiveness.

Faced with these findings, the meat sector could soon integrate assistive and cobotic equipments to encourage companies to improve the quality of life at work of their employees. Cobotics, also known as collaborative robotics, is a technology that uses robotics, mechanics, electronics, and cognitive science to assist humans in their tasks. For the meat sector, the advantages of having cobotics are numerous:

1. Reduction of occupational risks by reducing the arduousness of the operators’ tasks and improving their working conditions.
2. Overcome a major shortage of skilled labour by reducing the lack of image and attractiveness, particularly among young people (hardship in low-value jobs, etc.), which will help maintain or even develop jobs in the sector.
3. Improve the competitiveness of companies by reducing the direct and indirect costs of work stoppages and by increasing productivity.
4. Improve the safety of products by reducing the direct handling of products by operators or by integrating cleaning systems (e.g., sterilization of tools online between each operation).

In this paper, we propose the development of a proof-of-concept assistive strategy implemented through a collaborative robot in meat cutting tasks in order to reduce the musculoskeletal disorders on the wrist of human operators working in the meat industry. The developed impedance control strategy enables a KUKA LWR robot to provide assistive forces to a professional butcher while simultaneously allowing motion of the knife (tool) in all degrees of freedom. Previous robotic systems for autonomous meat handling [4] required one or several robots for performing very specific meat cutting operations. For instance, the ARMS system [5–7] was based on the separation of beef shoulder muscles, the GRIBBOT system [8] was applied to chicken breast fillet harvesting while the DEXDEB system [9,10] was useful for ham deboning. Therefore these robotic systems could not be reused for other meat handling tasks since the quality of their cut was not enough for other types of meat pieces. The new proposed robotic system (called Exoscarne) works on the principle of pHRI (physical Human-Robot Interaction) to solve this lack of generalization. From one side, the expertise of the skilled butcher is kept since the cutting trajectory is defined by the human operator, who is holding the tool at the same time as the robot. From the other side, the robot carries the load of the tool and increases the cutting force when touching the meat so that the effort applied by the human is smaller. This system results in a greater flexibility for different meat cutting tasks and can adapt itself to on-the-fly decisions made by the user.

Therefore, our new Exoscarne system, which will be described in the next sections (see Section 3 for its software components and Section 4 for its hardware components), is able to:

1. Compensate the weight of the cutting tool.
2. Permit the user to move the tool in all 6 degrees of freedom.
3. Permit impedance shaping according to the operation being performed by the user.
4. Provide assistive forces during the meat cutting operations as per the user’s convenience.
5. Allow the user to perform the operations autonomously.
2. Background on Robot Assistance

One of the primary motivations of using robots for PHRI is their ability to share physical loads with their human partners. When the physical load of an object is shared or when the object is manipulated for a task, a natural division of effort between the human and the robot occurs. For example, load sharing can be for human-robot cooperative manipulation [11] or during rehabilitation [12]. Mortl et al. [13] proposed effort sharing policies for load sharing of an object by a human and multiple robots.

Some researchers focused on the larger question of selection of an ‘assistance strategy’ for a PHRI task. Dumora et al. [14] considered large object manipulation tasks in PHRI and proposed a library of robot assistances. Medina et al. [15] proposed a dynamic strategy selection between model-based and model-free strategies. The strategy selection is based on the concept of disagreement between the human and the robot, which in turn depends on the interaction force.

In the literature, the only example of load sharing of tool for a cooperative PHRI task, similar to meat cutting, was in [16] in which the author used a robot for assistive welding by supporting the weight of the welding equipment. In fact, most existing IADs, “Intelligent Assist devices” (i.e., active cobotics systems for human assistance) [17], are used in the automotive industry for the quasi-static collaborative transportation of heavy loads (e.g., motors, doors ...). However, these solutions are not suitable for the meat industry [18] since they can only assist through specific directions in the work-space [19] (while meat cutting requires complex 6D trajectories), they do not integrate safety solutions for handling dangerous tools (such as the knife for meat cutting) and they do not take into account the important dynamic non-linear effects of the meat cutting operations [20]. To the best of our knowledge, there is no prior PHRI related work which uses a robot for assisting a human for cutting meat by taking into account not only a classical force amplification strategy (such as in [20]) but also an intent prediction module in order to reduce the final forces to be applied by the human operator.

3. Methodology

3.1. PHRI Assistive Strategies

The main interaction controllers for PHRI are impedance and admittance control (see Section 3.2 for their mathematical definition). Controller stability issues are common with admittance control [21,22]. When a human holds the tool at the end-effector, it results in a coupled system that can lose stability if the human operator stiffens his arm muscles, leading to robot vibrations. Hence for this task we chose impedance control. Investigating the stability issues of admittance control is a field in itself and there are several heuristic methods in the literature [20]. Impedance control was possible as the robot had a torque sensor in each joint, enabling torque control. Admittance control is preferred with robots that have only position control, by using an external FT sensor. As the task involved motion in the cartesian space hence we used the cartesian impedance controller that is explained later. We devised two assistive strategies:

1. Force amplification strategy

In this strategy we amplify the forces applied by the user on the knife’s handle (see Section 4 for the experimental setup), detected by the FT sensor and input to our control scheme. The control diagram is shown in Figure 1. The appropriate parameter $\eta$ has to be determined, as explained in Section 5.3.

2. Intent prediction strategy

In this strategy we predict the forces to be applied by the user using RNN-LSTM networks explained in Section 3.3. The control diagram is shown in Figure 2.
Figure 1. Impedance controller diagram with amplification module for the force amplification strategy.

Both Figures 1 and 2 are identical except for the module of their respective assistive strategies. In the force amplification strategy, the amplification module amplifies the human user’s force input $F_h$ at each time step through robot assistance $\eta F_h$. In the intent prediction strategy, a trained RNN-LSTM network takes the human user’s force input $F_h$ at each time step to anticipate the user’s input for the next time step $F_{\text{pred}}$ and provides this force via robot assistance. In both cases the user can haptically sense this assistance being provided by the robot.

3.2. Impedance Control

The forward kinematics of a robotic manipulator is written as [23]:

$$x(t) = f(q)$$

(1)

where $x(t) \in \mathbb{R}^n$ and $q \in \mathbb{R}^n$ are the pose (i.e., position/orientation) of the end-effector in the Cartesian space and the joint angle coordinates in the joint space, respectively. Differential kinematics is obtained by deriving (1) with respect to time:

$$\dot{x}(t) = J(q)\dot{q}$$

(2)

where $J(q) \in \mathbb{R}^{n \times n}$ is the Jacobian matrix. Differentiating (2) again results in the acceleration of the end-effector:

$$\ddot{x}(t) = J(q)\ddot{q} + J(q)\dot{q}$$

(3)

The robot arm dynamics in the joint space is given by:

$$M(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) = \tau - J^T(q)F$$

(4)
where $M(q) \in \mathbb{R}^{n \times n}$ is the symmetric positive-definite inertia matrix; $C(q, \dot{q}) \in \mathbb{R}^n$ is the Coriolis and Centrifugal forces; $G(q) \in \mathbb{R}^n$ is the gravitational force; $\tau \in \mathbb{R}^n$ is the vector of control input; $F \in \mathbb{R}^n$ denotes the net force exerted by the robot on the environment at the end-effector ($F = F_r - F_{ext}$). Otherwise, $F_r \in \mathbb{R}^n$ is the force exerted by the robot on the environment at the end-effector while $F_{ext} \in \mathbb{R}^n$ is the external force exerted by the environment on the robot at the end-effector. In our pHRI task, the environment is the human, specifically the human hand that is in contact with the robot. The robot dynamics can be written in the Cartesian space as:

$$M_x(q) \ddot{x} + C_x(q, \dot{q}) \dot{x} + G_x(q) = u - F$$

(5)

where

$$M_x(q) = J^{-T}(q)M(q)J^{-1}(q),$$
$$C_x(q, \dot{q}) = J^{-T}(q)(C(q, \dot{q}) - M(q)J^{-1}(q)J(q))J^{-1}(q),$$
$$G_x(q) = J^{-T}(q)G(q), u = J^{-T}(q)\tau, F = F_r - F_{ext}$$

As explained in Section 3.1, the most common interaction controllers for pHRI are admittance and impedance control. Both controllers are based on a target impedance model for the robot and they only differ in terms of input and output (see Figures 3 and 4). Therefore, the target robot impedance model can be represented as a mass-damper-spring system:

$$M_d(\ddot{x}_d - \ddot{x}) + B_d(\dot{x}_d - \dot{x}) + K_d(x_d - x) = F_d = F_r$$

(6)

where $M_d, B_d, K_d$ are the virtual inertia, damping and stiffness of the robot, respectively. $F_d$ is the desired force and $x_d$ can be interpreted as the rest position of this virtual mass-damper-spring system. For pHRI tasks in which the human touches the robot, the human limb (arm+hand) can also be modeled as a mass-damper-spring system:

$$M_h \ddot{x}_h + B_h \dot{x}_h + K_h(x_h - x_{hd}) = F_h$$

(7)

where $M_h, B_h, K_h$ are the limb inertia, damping and stiffness respectively and $F_h$ is the force applied by the human to the robot. The limb impedance values are not fixed and depend from person to person, as well as on the task being carried out. $x_h$ is the position of the human wrist in the robot frame and $x_{hd}$ can be interpreted as the desired target position. Discussion on the limb impedance parameters or their calculation are not in the purview of this paper. In fact, the investigation of the limb impedance parameters would have been necessitated if an admittance controller was used, to tackle the potential controller stability issues. Since we have used a torque-based impedance controller for our experiments, it does not face such issues. While real time measurements of limb impedance values could be used for interpreting the intent of the human operator during the operation, this would have required attaching EMG sensors on the arms of the human operator, such as in [24], thereby reducing the practicality of this research for an industrial meat cutting scenario. In our experiments the human intent is interpreted via the force measurements read by the FT sensor, while staying comfortable and intuitive for the human operator.

When no assistance strategy is required and we want the robot to freely follow the motion of the human, we can set $K_d = 0$ or $x = x_d$. This “direct teaching mode” is essentially based on the elimination of the spring component of the robot impedance model (“minimum impedance” strategy in Section 5.4) and avoids any restoring forces. If the human holds the tool rigidly then we can assume that the forces are transmitted completely to the robot. If the hand is close enough to the end-effector, we can assume that their positions, velocities and forces are equivalent: $x_d = x_{hd}$, $\dot{x}_h = \dot{x}$ and $\ddot{x}_h = \ddot{x}$.

In admittance control (popularly called position-based impedance control) the input is the force applied by the environment and the output is displacement/velocity as shown in Figure 3. In pHRI tasks, the force is applied by the human on the tool at the end-effector ($F_{ext} = F_h$) and it is measured by the FT sensor. The difference between the desired force...
for the robot \( F_d = F_r \) and this external force is applied as input to the impedance model in (6) in order to obtain the desired position for the end-effector \( x_d \) as output:

\[
M_d(\ddot{x}_d - \ddot{x}) + B_d(\dot{x}_d - \dot{x}) + K_d(x_d - x) = F_d - F_h
\] (8)

On the contrary, the impedance control (torque-based impedance control) has as input the end-effector displacement/velocity and the desired force as output, as shown in Figure 4. In this case, the desired robot impedance model is the same as in (6) but the difference between the desired robot force and the external/human force is transformed into joint torques for the robot control.

Figure 3. Admittance control (position-based impedance control).

Figure 4. Torque-based impedance control.

3.3. Long Short-Term Memory Model

For the intent prediction module, we use RNN-LSTM units [25]. RNNs (Recurrent Neural Networks) are based on processing sequential data, especially temporal data as they have an internal memory. In fact, they are useful for making predictions using time-series data [23]. RNNs can be improved by using what are called LSTM units in order to solve the vanishing gradient problem (i.e., gradients tend to disappear in RNNs when backpropagating errors in too long sequences). In fact, each LSTM unit has a special structure composed by 3 gates to control what information to keep and what to forget so that more stable errors are backpropagated (see Figure 5):

1. An input gate (i).
2. An output gate (o).
3. A forget gate (f).

As a result, RNNs with LSTM units are able to learn long-term dependencies within data sequences that were not possible only with RNNs. Given an input sequence \( \bar{x}_1, \bar{x}_2, ..., \bar{x}_t \) the LSTM unit maps the input sequence to a sequence of hidden states \( h_1, h_2, ..., h_t \) (which are also the outputs) by passing information through a combination of gates (see Figure 6):

The Input gate (for updating the cell) is:

\[
i_t = \sigma_g(W_i\bar{x}_t + R_i h_{t-1} + b_i)
\] (9)

The Forget gate (for resetting the cell/forgetting) is:

\[
f_t = \sigma_g(W_f\bar{x}_t + R_f h_{t-1} + b_f)
\] (10)
The Cell candidate (for adding information to the cell) is:

\[ g_t = \sigma_c(W_g \bar{x}_t + R_g h_{t-1} + b_g) \]  

(11)

where \( \sigma_c \) is the state activation function (here it is the hyperbolic tangent function: \( \sigma_c = \tanh(\bar{x}) \)).

The Output gate is:

\[ o_t = \sigma_o(W_o \bar{x}_t + R_o h_{t-1} + b_o) \]  

(12)

where \( \sigma_o \) is the gate activation (here it is the sigmoid function: \( \sigma(x) = (1 + e^{-x})^{-1} \)).

The Memory Cell state at timestep \( t \) is:

\[ c_t = f_t \odot c_{t-1} + i_t \odot g_t \]  

(13)

Here \( \odot \) is the Hadamard product (element-wise multiplication of vectors). The memory cell selectively retains information from previous timesteps by controlling what to remember via the forget gate \( f_t \).

Figure 5. A single LSTM unit.

Figure 6. An unrolled Recurrent Neural Network with LSTM units.

The Hidden state (also called Output state) at time step \( t \) is:

\[ h_t = o_t \odot \sigma_c(c_t) \]  

(14)

The hidden state is passed as input to the next timestep and thus, it is possible to stack numerous LSTM units (see Figure 6). \( W_i, W_f, W_g \) are the learnable input weights; \( R_i, R_f, R_g \) are the learnable recurrent weights and \( b_i, b_f, b_g \) are the learnable bias. By using memory cells and hidden states, LSTM units are able to retain information. The sigmoid function is a good activation function for the 3 gates (In, Out and Forget) since it outputs a value between 0 and 1. However for the memory cell, the values should be able to increase or decrease (which is not possible with the sigmoid activation function whose output is
always non-negative). Therefore, the hyperbolic tangent function \((tanh)\) is used as the activation function for the memory cell.

### 4. Experimental Setup

#### 4.1. KUKA LWR Robot

The KUKA LWR is a **Torque-controlled Flexible Robot** with 7 degrees of freedom. The design and control concepts of the robot have been discussed in \([26,27]\). There are two control modes available. The joint position control is implemented at a frequency of 3 kHz (decentralized control) \([28]\). Inverse kinematics and the cartesian impedance control mode run at a frequency of 1 kHz. The KUKA LWR has a torque sensor at each joint that enables torque control and impedance control. It also has motor side position sensors, as well as link side position sensors. Due to friction it is difficult for robots to implement torque control only with motor current commands \([28]\).

The default coordinate system of the KUKA LWR is **Right Handed System** for which \(\det(R) = 1\). The dimensions of the robot can be retrieved from the official manufacturer documentation. Using these dimensions we can obtain the DH parameters (refer Table 1). To simulate the robot, an alternate form of representation called **URDF** is shown in Table 2 and its corresponding 3D model is shown in Figure 7. The **Unified Robotic Description Format (URDF)** is an XML file format used in ROS to describe all elements of a robot. The robot interacts with the external PC through the **Fast Research Interface** \([29]\) through three modes—(a) Joint position control (b) Joint impedance control mode and (c) Cartesian impedance control mode.

![Figure 7. Exoscarne 3D simulated model with the KUKA LWR arm in Home configuration.](image)

**Table 1.** DH parameters of KUKA LWR 4+ robot.

| Joints | \(d_i\) (m) | \(q_i\) (rad) | \(a_i\) | \(\alpha_i\) (rad) | \(q_{min}\) | \(q_{max}\) | \(\tau_{max}\) (Nm) |
|--------|-------------|-------------|--------|-------------------|------------|---------|-----------------|
| J1     | A1          | 0.3105      | \(q_1\) | 0                 | \(\pi/2\)  | −170    | 170             | 176             |
| J2     | A2          | 0           | \(q_2\) | 0                 | \(−\pi/2\) | −120    | 120             | 176             |
| J3     | E1          | 0.4         | \(q_3\) | 0                 | \(−\pi/2\) | −170    | 170             | 100             |
| J4     | A3          | 0           | \(q_4\) | 0                 | \(\pi/2\)  | −120    | 120             | 100             |
| J5     | A4          | 0.39        | \(q_5\) | 0                 | \(\pi/2\)  | −170    | 170             | 100             |
| J6     | A5          | 0           | \(q_6\) | 0                 | \(−\pi/2\) | −120    | 120             | 38              |
| J7     | A6          | 0.078       | \(q_7\) | 0                 | 0          | −170    | 170             | 38              |
Table 2. URDF description of KUKA LWR 4+ robot.

| Joints | x(m) | y(m) | z(m) | r | p | y | Axis          |
|--------|------|------|------|---|---|---|--------------|
| A1     | 0    | 0    | 0.11 | 0 | 0 | 0 | [0 0 1] +z axis |
| A2     | 0    | 0    | 0.2005 | 0 | 0 | 0 | [0 -1 0] -y axis |
| E1     | 0    | 0    | 0.2  | 0 | 0 | 0 | [0 0 1] +z axis |
| A3     | 0    | 0    | 0.2  | 0 | 0 | 0 | +y axis      |
| A4     | 0    | 0    | 0.2  | 0 | 0 | 0 | [0 0 1] +z axis |
| A5     | 0    | 0    | 0.19 | 0 | 0 | 0 | [0 -1 0] -y axis |
| A6     | 0    | 0    | 0.078 | 0 | 0 | 0 | +z axis      |

To fulfill our objectives we used the cartesian impedance control mode available with the KUKA LWR robot. The KUKA manual [30] states that the control law for the cartesian impedance controller is

\[
\tau_{cmd} = J^T (K_c (x_{desired} - x_{current}) + F_{cmd}) + D (d_c) + f_{dynamics}(q, \dot{q}, \ddot{q})
\]

where \(q \in \mathbb{R}^n\) is the joint position vector, \(K_c\) is the stiffness matrix in the end-effector frame, \(D \) is the normalized damping parameter in the end-effector frame, \(x\) and \(x_d\) are the current and the desired pose of the end-effector respectively in the global frame. The translational stiffness \(K_x, K_y, K_z \in [0.01, 5000]\) N/m and rotational stiffness \(K_{A_x}, K_{B_y}, K_{C_z} \in [0.01, 300]\) N/m-rad.

The KUKA LWR has an inbuilt external tool calibration functionality. Using this feature the robot can account for external tool dynamics as well, thereby enabling gravity compensation for the tool.

In this work we used the KUKA Fast Research Interface (FRI [29]), ROS [31], Kinematics and Dynamics library (KDL [32]), the MATLAB toolbox by Peter Corke (RCV [33]), and the MATLAB Robotics Toolbox (RTB [34]). For the intent prediction strategy, the high level program was written in MATLAB and connected to the network via ROS (Robot Operating System), by using the MATLAB Robotics Toolbox.

4.2. ATI FT Sensors

In order for the robot to provide assistive forces as per user comfort we had to measure how much forces are being applied by the user. For this, we used two 6-axis ATI Gamma force-torque sensors (see Figure 8): one mounted below the joystick (sensor B) and another mounted on the end-effector of the arm (sensor A, see Figure 9). Both FT (Force-Torque) sensors provide a 6-dimensional wrench in the sensor frame at 1000 Hz.

![Figure 8. Photos of the force-torque (FT) sensor.](image-url)
The relation between the different frames associated to these sensors (A and B), to the tool (i.e., tool center point—TCP—or tip of the knife) and the robot world frame O are shown in Table 3 and visualized in Figure 10. To use the impedance controller all the forces must be in the same frame. This requires transformation of the sensed forces in the sensor frame to the end-effector frame of the robot. The equation for transformation of forces from one frame to another is:

\[
   \begin{bmatrix}
   A_F^A \\
   A_M^A 
   \end{bmatrix} = \begin{bmatrix}
   B^B_R & 0 \\
   [A^A_{tx} B^B_R & B^B_M ]
   \end{bmatrix} \begin{bmatrix}
   B_F^B 
   \end{bmatrix}
\]

(16)

where \([t_x] = \begin{bmatrix}
   0 & -t_z & t_y \\
   t_z & 0 & -t_x \\
   -t_y & t_x & 0
\end{bmatrix}\) or

\[A_F^A = B^A_T B^B F_B\]

(17)
Table 3. Joystick frames when the robot is in Home configuration. Sensor A is always aligned with the robot end-effector frame.

| Robot World Frame | Sensor A (FT13855) | Sensor B (FT13953) | Relation          |
|-------------------|-------------------|-------------------|------------------|
| X₀                | Xₐ                | -Zₜ               | X₀∥Xₐ∥-Zₜ        |
| Y₀                | Yₐ                | Xₜ                | Y₀∥Xₐ∥Xₜ        |
| Z₀                | Zₐ                | Yₜ                | Z₀∥Zₐ∥Yₜ        |

4.3. Allen-Bradley Joystick

The joystick (i.e., the knife handle) is an Allen-Bradley 440J-N enabling switch. It has 8 electrical connections and when the joystick switch is pushed or released, combinations of these 8 connections are activated as shown in Figure 11.

![Figure 11](image1.png)

(a) Joystick pressed

(b) Electrical configuration of the 2 joystick buttons. Above: lateral dead man’s switch (1–6 contacts). Below: upper push-button (7–8 contacts).

Figure 11. Allen-Bradley joystick used as the handle of the knife.

The 8 electrical wires from the joystick are connected to an Arduino Uno circuit board which was then connected to a laptop (see Figure 12 for the complete connection diagram). The rosserial ROS package and the ros_lib library is used to integrate the Arduino Uno with the robot network via ROS.

![Figure 12](image2.png)

Figure 12. Arduino circuit diagram for connecting the joystick to a laptop.
By using this joystick, the user will be able to communicate his intention clearly with regards to the meat cutting operation. See Section 5.2 for a more detailed description of how the user will use this joystick for a safe and unobtrusive physical human-robot interaction.

4.4. Meat Cutting Equipment

To fully understand the practical issues in implementing the technical aspects of the project we first performed some meat cutting trials using the robot in the gravity compensation mode. A special holding tool was developed to accommodate a joystick which would be held by the user and the cutting tool. The project involved meat operations on chicken, pork and beef for which special cutting tools were made. The joystick was an industrial joystick which we customized for the project and it allowed a very natural and intuitive user interface. The blades are professional butcher blades customized for the project by machining in the laboratory. A customized pneumatic hanger was developed for holding the pork vertically. Specific cutting tools and holding apparatus for each meat product or carcass to cut were devised as shown in Figure 13 below.

Figure 13. Exoscarne equipment.

5. Experiments

The complete network diagram is shown in Figure 14. All the PCs of this network communicate via ROS. The two assistive strategies are implemented in the right laptop, which recovers FT sensor information from the two middle PCs and sends robot commands to the left PC.
We performed experiments to address the following questions:
1. Which FT sensor should be used as a source of input for the control scheme?
2. What should the impedance shaping strategy performed through the joystick buttons be?
3. What should the amplification factor be for the force amplification strategy?
4. Comparison of the force amplification strategy and the intent prediction strategy.

5.1. Comparison of FT Sensors

As shown in Figure 10, there were two FT sensors on the cutting tool. We wanted to confirm if 2 FT sensors provide an advantage over a single FT sensor, as well as determine which FT sensor is better as a source of input for the control scheme.

A piece of thick foam was used as the material to be cut. This foam reproduces the same type of shearing forces as meat cutting. Two experiments were performed. In the first one the robot was commanded to apply forces gradually from 0 to 50 N in the Y-direction of the world frame, which was parallel to the cutting direction of the knife. In the second experiment, a human cut the foam multiple times in the Y-direction, as shown in Figure 15.

Based on the sensor readings from both the sensors, it was observed that for free motion in space (without any cutting), both the sensors record the same readings. However, for cutting motion, sensor A (refer to Figure 10) is blind to the cutting forces. Sensor B recorded forces when the robot cut the foam autonomously, but the recorded forces were feeble and almost negligible to the forces commanded to the robot. When a human cut the foam using impedance controller the sensor B registered adequate forces.
Figure 15. Comparison of sensor A and sensor B.

Hence it was determined that it is reasonable to consider that the forces sensed by sensor B (below the joystick) capture the human applied forces on the knife and thus, the user’s intention. During actual meat cutting experiments, both the sensors were alternated as sensor inputs for the controller in numerous trials and the user responded that he preferred the system behaviour when sensor B was the sensor input.

5.2. Impedance Shaping for Cutting

While cutting meat, the user performs an active meat cutting operation followed by an inactive repositioning of the knife for the next stroke. Furthermore, the user may want to use both of his hands for some other task and as such need the robot to stay still in the last position. The joystick has two buttons (see Figure 10): the first lateral grey button with three possible positions (i.e., a dead-man’s switch) and the second upper black button having two states (i.e., a pushbutton). This gives us a total of 6 possible combinations shown in Table 4. The corresponding electrical connections of both buttons are shown in Figure 11.

Table 4. States of joystick buttons.

| Button 1 | Button 2 |
|----------|----------|
| Position 0 | Robot is stiff + no amplification | Robot is stiff + amplification |
| Position 1 | Robot is free, but no amplification (used for positioning of knife) | Robot is free + amplification (used for cutting) |
| Position 2 | Robot is free, but no amplification (used for positioning of knife) | Robot is free + amplification (used for cutting) |

The button configurations from Table 4 are interpreted in the impedance shaping algorithm as shown in c. We can see that the last two rows are identical. Originally we tried to use position 2 with an impedance relation (i.e. $K, D \leftarrow F_h$); however, the user preferred to keep the interface simple and make the position 1 and position 2 identical for operation. This shows that developing user-friendly interface is essential for the adoption of pHRI over human-only or robot-only equipment. The constant values of Table 5 are:

\[
K_{\text{min}} = [0.1 \ 0.1 \ 0.1 \ 0.1 \ 0.1 \ 0.1],
K_{\text{max}} = [5000 \ 5000 \ 5000 \ 300 \ 300 \ 300],
D_{\text{min}} = [0.01 \ 0.01 \ 0.01 \ 0.01 \ 0.01 \ 0.01],
D_{\text{max}} = [1.0 \ 1.0 \ 1.0 \ 1.0 \ 1.0 \ 1.0]
\]
5.3. Tuning the Amplification Factor

In the force amplification strategy we amplify the forces applied by the user on the joystick, detected by the FT sensor and input to our control scheme (see Figure 1). For the robot to provide assistive forces we had to determine the amplification factor $\eta$ for each degree of freedom as shown in Equation (18):

$$F_{cmd} = \begin{bmatrix} \epsilon F_x \\ \epsilon F_y \\ \epsilon F_z \\ \epsilon F_{A_2} \\ \epsilon F_{B_2} \\ \epsilon F_{C_2} \end{bmatrix} = \begin{bmatrix} \eta x \\ \eta y \\ \eta z \\ \eta A_2 \\ \eta B_2 \\ \eta C_2 \end{bmatrix} = \begin{bmatrix} \epsilon F_x \\ \epsilon F_y \\ \epsilon F_z \\ \epsilon F_{A_2} \\ \epsilon F_{B_2} \\ \epsilon F_{C_2} \end{bmatrix} $$ (18)

While a high amplification factor would ease the load on the user, it could also give the user the perception that he is no longer in control of the operation and reduce his comfort with the system (as was realized during the experiments). This is the reason we cannot have the robot simply apply the highest forces possible.

The tuning of the comfortable amplification factors was a continuous process where several iterations of meat cutting were performed by a professional butcher. It was decided collectively that there would be only two amplification factors: one common $\eta_f$ for forces and one $\eta_\tau$ for torques (i.e., $\eta_f = \eta_x = \eta_y = \eta_z$ and $\eta_\tau = \eta_{A_2} = \eta_{B_2} = \eta_{C_2}$). This iterative tuning process finished when the butcher found that the assistance behavior was comfortable, as explained in Figure 16.

The meat cutting operation involves both the application of forces and torques, as such the force amplification factor $\eta_f$ cannot be determined independently of the torque amplification factor $\eta_\tau$. In earlier experiments the user felt that $\eta_\tau = 3$ was ideal for him and hence to determine $\eta_f$ a series of consecutive experiments were done as shown in Table 6 enabling the user to make a subjective comparison.

At the end of the experiment it was concluded that the user preferred $\eta_f \in [10, 20]$ and $\eta_\tau = 3$. With $\eta_f = 20$ and $\eta_\tau = 4$, the user found the system to be too reactive and he felt he was no longer in control. These 6 experiments (see Figures 17, 19, 21, 23, 25 and 27, respectively) and the temporal evolution of the cutting forces applied by the user after applying these optimal force amplification factors (see Figures 18, 20, 22, 24, 26 and 28, respectively) are shown in the next section.
Figure 16. Iterative procedure for tuning the two amplification factors for forces and torques.

Table 6. Determining the force amplification factor $\eta_f$.

| S.No. | Meat | Part | Side | Operation | FT Sensor Input | Force Amplification $\eta_f$ | Torque Amplification $\eta_\tau$ |
|-------|------|------|------|-----------|-----------------|-------------------------------|-------------------------------|
| 1     | Pork | Square | Right | Cutting | B               | 20                            | 3                             |
| 2     | Pork | Square | Right | Cutting | B               | 20                            | 3                             |
| 3     | Pork | Square | Right | Cutting | B               | 15                            | 3                             |
| 4     | Pork | Square | Right | Cutting | B               | 15                            | 3                             |
| 5     | Pork | Square | Right | Cutting | B               | 10                            | 3                             |
| 6     | Pork | Square | Right | Cutting | B               | 20                            | 3                             |
5.4. Meat Cutting with Force Amplification Strategy

Experiment 1—Cobot assisted pork cutting

A knife mounted on the end-effector of a robot is inherently dangerous and hence the
knife was always covered with a sheath when not in use to avoid accidental injury. When
experiments were being performed, even if the user could stop the robot at any time by
releasing the button, a second person always had his/her hand on the emergency robot
switch to disable the robot if something goes wrong. The user also wore a protective gear
around his arms. In addition, as a precaution, the robot was wrapped with a plastic sheet
to prevent minute meat pieces from entering the internal structure of the robot.

![Figure 17. Experiment 1—cobot assisted pork cutting.](image1)

![Figure 18. Forces applied by the user in Experiment 1.](image2)

The terminology A cut, B cut etc. are author defined to refer to the iteration of the
cutting and not the cutting methods. The images shown in the figures do not represent one
single cut in progress, but instead one image of each cut. They can be interpreted as cut 1,
cut 2, etc.
Experiment 2—Cobot assisted pork cutting

In experiment 1, it took the butcher (the user) 4 cuts to make 1 slice. Nevertheless, in experiment 2, with the same section but from a different meat, it took him 9 cuts to make 1 slice. This is due to the natural variation in the body composition from one animal meat to another and also how much forces the user wanted to apply for a single cut.
Experiment 3—Cobot assisted pork cutting

Figure 21. Experiment 3—cobot assisted pork cutting.

Figure 22. Forces applied by the user in Experiment 3.
Experiment 4—Manual pork cutting

(a) A cut  (b) B cut  (c) C cut  (d) D cut  (e) E cut

(f) F cut  (g) G cut  (h) H cut  (i) I cut

Figure 23. Experiment 4—manual pork cutting.

Figure 24. Forces applied by the user in Experiment 4.
Experiment 5—Manual pork cutting

Figure 25. Experiment 5—manual pork cutting.

Figure 26. Forces applied by the user in Experiment 5.
Experiment 6—Manual pork cutting

Figure 27. Experiment 6—manual pork cutting.

Figure 28. Forces applied by the user in Experiment 6.
Experiment 7—Foam cutting with intent prediction module

For meat cutting experiments with force amplification strategy we had a professional butcher as the user. However for verifying the intent prediction strategy we used a foam block and multiple users in order to perform the training of the LSTM network (see Figure 29 for the corresponding experimental setup). This foam reproduces the same type of shearing forces as meat cutting.

Figure 29. Foam cutting along the global y-direction.

As explained earlier, our intent prediction module uses RNN-LSTM units. For each user, we performed sample trials with foam cutting to collect the training dataset. The LSTM network was trained on this dataset to predict force values, similar to the prediction of force values of the Natural Motion dataset (NM-F) in [23].

For each user we took 90 percent of the sample dataset as the training dataset. The entire architecture consisted of 4 layers- an input layer, an LSTM layer, a fully connected layer and a regression layer. We tested the prediction accuracy with combinations of different hyperparameters such as the number of epochs, sequence length and learning rate. However the results were almost the same i.e., a prediction accuracy of 0.3 (root mean square error).

The number of features was 1 as we had only a single variable—force applied. Similarly as only 1 output was expected, the number of responses was 1. The number of hidden units was taken as 200 and the maximum number of epochs was set to 250. The sequence length for the input layer was 25 time steps (0.2 s). For the output layer, we used Stochastic Gradient Descent algorithm with a learning rate of 0.01. The sigmoid function was used as the activation function for the 3 gates—In, Out and Forget in the LSTM units as it outputs a value between 0 and 1. However for the memory cell, the values should be able to increase or decrease which is not possible with the sigmoid function as the output is always non-negative, hence we used the hyperbolic tangent function (tanh) as the activation function for the memory cell.

Figure 30 shows the plot of cutting forces applied by a user with and without the intent prediction module (for 30 cm cutting of the foam). When the intent prediction module was turned off, we had $K_{\text{min}}$ and $D_{\text{min}}$ only (minimum impedance). With the intent prediction module the user applied only 20 percent of the forces as compared to when the module was turned off.

We also compared the force amplification strategy with the intent prediction strategy with 5 users as shown in Figure 31. For each user sample trials were conducted with force amplification strategy for them to decide which amplification factor they are comfortable
with. All the users stated that the intent prediction module made the cutting more intuitive than the force amplification strategy.

Figure 30. Cutting forces applied by the user using the intent prediction module for 30 cm cutting of the foam. The blue line is the force applied with $K_{\text{min}}$ and $D_{\text{min}}$ only (i.e. minimum impedance), while the red line is the force applied with $K_{\text{min}}$ and $D_{\text{min}}$ and the intent prediction module.

Figure 31. Comparison of different strategies with 5 users.

6. Conclusions and Future Work

In this paper, we demonstrated a proof of concept of two pHRI-based assistive strategies for an industrial meat cutting system. It was determined that sensor B below the joystick gives better reactivity and hence this sensor should be used as the sensor input. From the previous experiments, it is evident that the forces applied by the user are approximately 30% small with the cobot and the force amplification strategy than with the manual meat cutting operation. Blades with lengths 20 cm and 10 cm were tested, and the one with length 10 cm was adjudged to give better cutting performance, because it was stiffer, with less bending and mechanical compliance.

The cartesian impedance controller runs at a frequency of 1000 Hz, as well as the FT sensor. At this frequency the user found it intuitive and useful to operate the tool for the meat cutting task without any issue. However, it is known that the human central nervous
system operates at a lower frequency than a robot controller, and if he is coupled to the system via a tool it is possible for the user to ‘perceive’ a loss of control if the system is too reactive, an observation that capped the upper limit of the amplification in the force amplification strategy.

In the foam cutting experiment, it was shown that the intent prediction strategy was better than the force amplification strategy, especially with regards to intuitiveness. In a pHRI system such as this one, not only should the robot provide assistance as a machine, but also the interface should be intuitive, natural and easy to use.

Our contributions are:
1. We followed a systematic methodology to develop a user friendly pHRI controller system for meat cutting.
2. We developed two assistive strategies: a force amplification strategy and an intent prediction strategy.
3. The developed system allowed the user to move the knife in all 6 degrees of freedom.
4. Using impedance shaping, the impedance values were altered between the cutting and non-cutting re-positioning movement of the knife, which was found as comfortable by the user.

For future work, we would like to compare the force amplification strategy and the intent prediction strategy on meat cutting tasks. Furthermore, in the current experiments we had only one professional butcher and it would be interesting to see what are the experimental results with more professional users. The next step of project Exoscarne would involve the design and development of a specific exoskeleton for meat cutting and transferring the controller that was developed in this work.
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