Weight Analysis for Multi-attribute Group Decision Making with Interval Grey Numbers Based on Decision Makers' Psychological Criteria
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Abstract: To address the problem of multi-attribute group decision making with interval grey numbers, decision matrices are adjusted using kernels of interval grey numbers to reduce the psychological effects of decision makers. The comprehensive weights of attributes are obtained by aggregating the subjective weights with objective weights, which are calculated based on the accuracy and difference of attributes. Considering the consistent, best and worst decision-making abilities of decision makers, grey incidence models are established to obtain the consistency weights and individual bipolar weights of decision makers; then, the comprehensive weights of decision makers are determined. A clustering approach of interval grey numbers is presented, and overall evaluations are obtained. Finally, an example is provided and its validity is tested to verify the feasibility of the proposed method.
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1. Introduction

Multi-attribute group decision making (MAGDM) is a kind of decision-making method by which multiple experts rank, optimize and classify a limited number of alternatives with multiple attributes according to certain criteria. MAGDM has been widely used in engineering [1], management [2], society [3, 4] and other fields [5]. The efficiency of the weights of decision makers and attributes in MAGDM significantly affects the correctness of the results. Therefore, a reliable methodology for determining the weights of decision makers (DMs) and attributes is essential.

There are many studies on the weights of DMs. Chen and Yang [6] emphasized the weights of DMs according to the proximity of the evaluation value of each DM to the average evaluation value of the group. Yue [7] determined the weights of DMs by using an extended TOPSIS method with interval numbers. Yue [8] used the projection rule to determine the weight of each DM. Meng et al. [9] determined the weights of DMs based on the distance between the decision matrices of individual and other DMs. Wan and Dong [10] proposed a method based on similarity for determining the weights of DMs. Meng et al. [11] established a group consensus-based model to determine the weights of the DMs with respect to each object. Cheng et al. [12] studied expert weights from incomplete linguistic preference relations based on uniform consistency. Abootalebi et al. [13] proposed a linear programming model based on a deviation function to find the optimal expert weights.

Attribute weights have also been studied by many scholars. Xu and Da [14] determined the attribute weights for a problem in which the information about the attribute weights is completely unknown. Li et al. [15] used a programming model to determine attribute weights by minimizing group inconsistency. Rao and Pate [16] determined the objective weights of attributes according to the ratio of data variances and combined the objective weights with subjective weights in different proportions. Wei [17] determined attribute weights according to the maximum disparity. Qi et al. [18] proposed a weight determination method by maximizing the entropy values of interval-valued intuitionistic fuzzy numbers. Zhang and
Guo [19] developed a programming model to calculate attribute weights based on the principle that the evaluation value of each DM represents the smallest deviation from that of the group. Zhou et al. [20] used the attribute evaluation value entropy as a measure of data stability to obtain attribute weights. Liu et al. [21] computed means, variances, and correlation coefficients of attributes to determine attribute weights. Lin et al. [22] proposed an attribute weight optimization model based on the hesitant fuzzy symbol to determine attribute weights. Yin et al. [23] calculated the weight values of decision attribute indexes by using the improved fuzzy entropy formula. Lu et al. [24] obtained comprehensive weights of indexes according to the principle of vector similarity. Zhou et al. [25] considered the dissimilarity of risk preferences among different DMs in generating the attribute weights.

There are experts who study DM and attribute weights together. According to the problem of grey relational information decisions, Yan et al. [26] established a planning model based on the grey incidence degree and principle of maximum entropy to obtain attribute weights. The weights of DMs were determined according to the consistency of group opinions and information distribution. Li et al. [27] obtained attribute weights based on the principle of entropy maximization and acquired the weight of each DM based on the grey incidence degree between the opinions of individuals and groups. Zhao et al. [28] determined the weight of each DM by simultaneously considering similarity and proximity and developed a programming model with interval-valued intuitionistic fuzzy values based on cross entropy values to obtain attribute weights.

Although the aforementioned studies have made significant advances, there are still some unresolved issues to be addressed in this field. (1) Traditional decision-making methods do not consider the psychology of the DMs. When different evaluators subjectively assign multiple indicators of the object being evaluated, evaluators likely have different psychological evaluation criteria on one or several indicators, which would reduce the reliability of the decision results. (2) Research on the weights of DMs is based on the consistency of group opinions, but to pursue the consensus of opinions, the influence of individual evaluators on the results is often neglected, which is clearly one-sided. (3) In the actual decision-making process, the evaluation values of DMs on attributes are often not crisp values, and DMs rarely consider the reliability of evaluation values. (4) When attribute values are interval grey numbers, the method of interval numbers is generally used. In fact, there is an essential difference between interval grey numbers and interval numbers. It is not appropriate to use the interval number method to study interval grey numbers, and it may result in the decision information becoming insufficiently utilized. An interval grey number can be represented as a kernel and its associated degree of greyness. Without comprehensively considering the kernel and its degree of greyness, conclusions are biased and cannot truly reflect the essential characteristics of interval grey numbers.

To address these problems, a new method of MAGDM was studied, in which interval grey numbers were treated as attribute values. The evaluation matrices were adjusted according to the psychological factors of DMs, and attribute weights were modified with respect to the accuracy of and difference between attributes. The proposed methodology considered the DMs’ consistency and bipolar judgement on the best and worst alternatives and improved the weights of DMs. In the method, a new technique for weight determination of MAGDM with interval grey numbers is proposed.
The remainder of this paper is set out as follows. Basic definitions and operations of interval grey numbers are presented in Section 2. The problem of MAGDM with interval grey numbers is proposed and the attributes are adjusted based on psychological criteria of DMs in Section 3. The weights of attributes determined in Section 4 and the weights of DMs are calculated in Section 5. In Section 6, an algorithm for the process of MAGDM is provided. An illustrated example is furnished in Section 7. Finally, conclusions are drawn in Section 8.

2. Basic definitions and operations of interval grey numbers

In some cases, it is difficult to determine exact decision information, and, as a result, the obtained information can be uncertain or incomplete. Therefore, it is necessary to extend applications from precise numbers to interval grey numbers for practical applications.

Here, some basic definitions and operations of interval grey numbers are presented.

Definition 1 (see [29]). Suppose that the background, which results in the occurrence of grey number \( \ominus \in [a, b] \,(a < b) \), is \( \Omega \), and \( \mu(\ominus) \) is a measure of \( \Omega \). Then, the kernel of \( \ominus \in [a, b] \,(a < b) \) can be defined as \( \hat{\ominus} = E(\ominus) \); \( g = \mu(\ominus) / \mu(\Omega) \) is the degree of greyness of grey number \( \ominus \).

Definition 2. If \( \hat{\ominus} \) is the kernel of interval grey number \( \ominus \), and \( g \) is the degree of greyness of the interval grey number \( \ominus \). Then, \( \hat{\ominus}_{(g)} \) is called the reduced form of the interval grey number.

If distribution information of the interval grey number, \( \ominus \in [a, b] \,(a < b) \), is lacking, then \( \hat{\ominus} = \frac{1}{2} \,(a + b) \) is called the kernel of the interval grey number.

For two interval grey numbers, \( \ominus_i \in [a_i, b_i] \,(a_i < b_i) \) and \( \ominus_2 \in [a_2, b_2] \,(a_2 < b_2) \), \( \hat{\ominus}_{(g_i)} \) and \( \hat{\ominus}_{(g_2)} \) represent their reduced forms, respectively, and the following algorithms apply [30]:

**Rule 1** \( \hat{\ominus}_{(g_1)} + \hat{\ominus}_{(g_2)} = (\hat{\ominus}_{1} + \hat{\ominus}_{2})_{(\lambda_1 + \lambda_2)} \);  
**Rule 2** \( \hat{\ominus}_{(g_1)} - \hat{\ominus}_{(g_2)} = (\hat{\ominus}_{1} - \hat{\ominus}_{2})_{(\lambda_1 + \lambda_2)} \);  
**Rule 3** \( \hat{\ominus}_{(g_1)} \times \hat{\ominus}_{(g_2)} = (\hat{\ominus}_{1} \times \hat{\ominus}_{2})_{(\lambda_1 \times \lambda_2)} \);  
**Rule 4** \( \hat{\ominus}_{(g_1)} / \hat{\ominus}_{(g_2)} = (\hat{\ominus}_{1} / \hat{\ominus}_{2})_{(\lambda_1 / \lambda_2)} \);  
**Rule 5** If \( k \) is a real number, then \( k \times \hat{\ominus}_{(g)} = (k \hat{\ominus})_{(g)} \),

where \( \lambda_i = \frac{\hat{\ominus}_{(g_i)}}{\sum_{i=1}^{2} \hat{\ominus}_{(g_i)}} \), which is subject to \( i = 1, 2 \), is the weight of \( \hat{\ominus}_{(g_i)} \).

The algorithm of grey numbers can be extended to cases in which there are several grey numbers to be operated on.
**Definition 3.** Let \( \hat{\Theta}_1 \in [a_1, b_1] (a_1 < b_1) \) and \( \hat{\Theta}_2 \in [a_2, b_2] (a_2 < b_2) \). Then, the distance between \( \hat{\Theta}_1 \) and \( \hat{\Theta}_2 \) is defined as follows:

\[
\begin{align*}
\hat{d}(\hat{\Theta}_1, \hat{\Theta}_2) &= |\hat{\Theta}_1 - \hat{\Theta}_2| + \frac{1}{2}|\hat{g}_1 - \hat{g}_2|, \\
\end{align*}
\]

where \( |\hat{\Theta}_1 - \hat{\Theta}_2| \) is the distance between the kernels of \( \hat{\Theta}_1 \) and \( \hat{\Theta}_2 \), and \( \frac{1}{2}|\hat{g}_1 - \hat{g}_2| \) is the distance between deviations of the two grey numbers.

In **Definition 3**, both the distribution of the kernel and the magnitude of the degree of greyness are considered. It can be proved that the distance formula satisfies the following:

1. **Non-negative.** \( d(\hat{\Theta}_1, \hat{\Theta}_2) = 0 \) if \( \hat{\Theta}_1 = \hat{\Theta}_2 \); \( d(\hat{\Theta}_1, \hat{\Theta}_2) \geq 0 \);
2. **Symmetry.** \( d(\hat{\Theta}_1, \hat{\Theta}_2) = d(\hat{\Theta}_2, \hat{\Theta}_1) \); \( d(\hat{\Theta}_1, \hat{\Theta}_2) \geq 0 \);
3. **Triangle inequality.** If \( \hat{\Theta}_1 \) is an interval grey number without any limits, then \( d(\hat{\Theta}_1, \hat{\Theta}_2) + d(\hat{\Theta}_2, \hat{\Theta}_3) \geq d(\hat{\Theta}_1, \hat{\Theta}_3) \).

**Definition 4.** For any two interval grey numbers \( \hat{\Theta}_1 \in [a_1, b_1] (a_1 < b_1) \) and \( \hat{\Theta}_2 \in [a_2, b_2] (a_2 < b_2) \), \( \hat{\Theta}_{1(s)} \) and \( \hat{\Theta}_{2(s)} \) are their reduced forms, respectively, and the following applies:

1. If \( \hat{\Theta}_{1(s)} > \hat{\Theta}_{2(s)} \), then \( \hat{\Theta}_1 > \hat{\Theta}_2 \);
2. If \( \hat{\Theta}_{1(s)} < \hat{\Theta}_{2(s)} \), then \( \hat{\Theta}_1 < \hat{\Theta}_2 \);
3. If \( \hat{\Theta}_{1(s)} = \hat{\Theta}_{2(s)} \), then:
   
   (i) If \( g(\hat{\Theta}_{1(s)}) > g(\hat{\Theta}_{2(s)}) \), then \( \hat{\Theta}_1 > \hat{\Theta}_2 \);
   
   (ii) If \( g(\hat{\Theta}_{1(s)}) < g(\hat{\Theta}_{2(s)}) \), then \( \hat{\Theta}_1 < \hat{\Theta}_2 \);
   
   (iii) If \( g(\hat{\Theta}_{1(s)}) = g(\hat{\Theta}_{2(s)}) \), then \( \hat{\Theta}_1 = \hat{\Theta}_2 \).

If the degrees of greyness of interval grey numbers are zero, then the comparison between interval grey numbers is converted into the comparison between real numbers.

3. **MAGDM with interval grey numbers**

It is assumed that \( D = \{d_1, d_2, \ldots, d_m\} \) is a group of DMs, \( A = \{A_1, A_2, \ldots, A_n\} (m>2) \) is a discrete set of \( m \) feasible alternatives, \( C = \{c_1, c_2, \ldots, c_n\} \) is a finite set of attributes, \( \omega^c = (\omega_1^c, \omega_2^c, \ldots, \omega_n^c)^T \) is the weight vector of attributes given by \( d_i \), with \( 0 \leq \omega_j^c \leq 1 \), and \( \sum_{j=1}^{n} \omega_j^c = 1 \). The evaluation value of alternative \( A_i \) under attribute \( c_j \) given by \( d_i \) is an interval grey number \( X_i^k(\hat{\Theta}) \in [x_{ij}^k, y_{ij}^k] \); \( x_{ij}^k \) and \( y_{ij}^k \) are the lower and upper limits of the interval grey number, respectively. Then, the evaluation matrix of \( d_i \) is \( X_i = (x_i^k(\hat{\Theta}))_{m \times n} \).

3.1. **Attribute adjustments based on the psychological criteria of DMs**

In the evaluation process, DM tend to have psychological tendencies that are either too
strict or too loose, resulting in different evaluation criteria, which leads to the deviation of the evaluation value [31]. The inconsistency of the strictness or leniency of the DMs indicates that the understanding of DMs regarding evaluation criteria is not very clear. Tajeddin & Alemi [32] found that the individual characteristics of a DM, such as familiarity with the related knowledge, are one of the factors affecting the evaluation bias of DMs. In addition, personality characteristics and professional attitudes of DMs are also influencing factors that cause DMs to be strict or lenient.

The existence of evaluation bias will affect the result of the decision, and thus, it is not appropriate to ignore evaluation bias when making decisions. For example, there are three DMs evaluating three alternatives. For one benefit attribute, the evaluation matrix of DM $d_1$ is $[85, 90, 95]$, the evaluation matrix of DM $d_2$ is $[80, 85, 90]$, and the evaluation matrix of DM $d_3$ is $[75, 80, 85]$. The maximum value given by DM $d_1$ is equal to the minimum value given by DM $d_3$. This situation shows that DM $d_1$ is too lenient, while DM $d_3$ is too strict. In this case, it is unreasonable to treat the evaluation values given by DM $d_1$ in a similar manner as those given by DM $d_3$.

Therefore, in the MADGM process, the psychology of DMs should be considered, and attribute values should be adjusted accordingly. The size of the interval grey number is represented primarily by the kernel; therefore, the overall average kernel of one attribute provided by all DMs is used as the benchmark. The single average kernel of the attribute provided by each DM is compared with the benchmark. If the average kernel is larger than the benchmark, it will be adjusted downward; if the average kernel is smaller than the benchmark, it will be adjusted upward. Hence, adjusted attribute values that exclude subjective psychological effects of the DMs are obtained.

The average kernel value of attribute $c_j$ given by DM $d_k$ is calculated as follows:

$$
\hat{\overline{\otimes}}_j^k(\otimes) = \frac{1}{m} \sum_{i=1}^{m} \hat{\otimes}_{ij}^k \quad j = 1, 2, \ldots, n; k = 1, 2, \ldots, s .
$$

The average kernel value of attribute $c_j$ given by all DMs is calculated as follows:

$$
\overline{\otimes}_j(\otimes) = \frac{1}{s} \sum_{k=1}^{s} \hat{\overline{\otimes}}_j^k(\otimes) = \frac{1}{s \times m} \sum_{k=1}^{s} \sum_{i=1}^{m} \hat{\otimes}_{ij}^k(\otimes) \quad j = 1, 2, \ldots, n .
$$

The average kernel value of attribute $c_j$ given by DM $d_k$ minus that provided by all DMs is then calculated as follows:

$$
e_j^k = \overline{\otimes}_j(\otimes) - \overline{\otimes}_j(\otimes) \quad j = 1, 2, \ldots, n; k = 1, 2, \ldots, s .
$$
Thus, the kernel of the adjusted evaluation value is defined as follows:

$$\hat{e}_j^k = \hat{e}_j^k - e_j^k, \quad j = 1, 2, \cdots, n; k = 1, 2, \cdots, s.$$  \hspace{1cm} (5)

When the average evaluation value provided by DM $d_k$ is smaller than that given by all DMs, $e_j^k$ is negative and its absolute value should be added to each evaluation value of DM $d_k$. When the average evaluation value provided by DM $d_k$ is larger than that given by all DMs, $e_j^k$ is positive and should be subtracted from the evaluation value of DM $d_k$. The adjusted individual decision matrix of DM $d_k$ is denoted as $A_k(A_k = (a_{ij}^k(\otimes))_{m \times n})$.

3.2. Normalization of the adjusted evaluation value

To measure all attributes and render them dimensionless to facilitate inter-attribute comparisons, it is necessary to normalize the decision matrices. Calculation equations of decision matrices are provided below.

Set $a^-_j = \min_k \min_i (a_{ij}^k), i = 1, 2, \cdots, m, k = 1, 2, \cdots, s, j = 1, 2, \cdots, n$,

$$a^+_j = \max_k \max_i (\alpha_{ij}^k), i = 1, 2, \cdots, m, k = 1, 2, \cdots, s, j = 1, 2, \cdots, n.$$  

For benefit attribute $c_j$, the following applies:

$$\begin{align*}
    b_{ij}^k &= a_{ij}^+ / a^-_j, \\
    \tilde{b}_{ij}^k &= \alpha_{ij}^+ / a^-_j.
\end{align*}$$  \hspace{1cm} (6)

With regards to cost attribute $c_j$, the following applies:

$$\begin{align*}
    b_{ij}^k &= a^-_j / \alpha_{ij}^+ \\
    \tilde{b}_{ij}^k &= a^-_j / a_{ij}^+.
\end{align*}$$  \hspace{1cm} (7)

Then, the standardized decision matrix of DM $d_k$ is $B_k = (b_{ij}^k(\otimes))_{m \times n}$, where $b_{ij}^k(\otimes) \in [\tilde{b}_{ij}^k, \tilde{b}_{ij}^k]$; the simplified form of $B_k$ is $B_k = (\hat{e}_{ij}^k(\otimes))_{m \times n}$.

The elements of normalized decision matrices are standard interval grey numbers, and the degree of greyness of each standard grey number is the same as that of the original interval grey number.

4. Determination of the attribute weights

4.1. Accuracy weights of the attributes

The degree of greyness of an interval grey number can be used to express the uncertainty and accuracy of the DM about the attribute value. The larger the degree of greyness of an interval grey number, the higher the uncertainty and the lower the accuracy of the attribute value, and vice versa.

The average value of the degree of greyness of attribute $c_j^k$ is calculated as follows:
\[ g_j^k = \frac{1}{m} \sum_{i=1}^{m} g_{ij}^k . \]  

(8)

The standard deviation of the degree of greyness of attribute \( c_j^k \) can be calculated as follows:

\[ \sigma_j^k = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (g_{ij}^k - (g_j^k)^2) } . \]  

(9)

The accuracy of attribute \( c_j^k \) is defined as follows:

\[ h_j^k = \frac{1}{1 + g_j^k + \sigma_j^k} . \]  

(10)

Therefore, the accuracy weight of attribute \( c_j^k \) is derived as follows:

\[ \omega_j^{k^*} = \frac{h_j^k}{\sum_{j=1}^{n} h_j^k} . \]  

(11)

4.2. Difference weights of the attributes

For problems in MAGDM, the larger the difference between values of the same attribute for different alternatives, the more information the attribute provides, and the greater effect the attribute has on the decision. In contrast, the smaller the difference between values of the same attribute for different alternatives, the smaller the effect the attribute has on the decision. For example, if the same attribute for all alternatives has the same value, then this attribute has no effect on the decision, and the corresponding weight can be set to zero.

In this article, distance is used to characterize the difference degree of the attributes. The distance of attribute \( c_j^k \) between all alternatives is calculated as follows:

\[ d_j^t = \sum_{i=1}^{m} \sum_{r=1}^{i} d(\otimes_i, \otimes_j) . \]  

(12)

Therefore, the difference weight of attribute \( c_j^k \) can be calculated by the following equation:

\[ \omega_j^{k^*} = \frac{\sum_{i=1}^{m} \sum_{r=1}^{i} d(\otimes_i, \otimes_j)}{\sum_{i=1}^{m} \sum_{r=1}^{i} \sum_{t=1}^{m} d(\otimes_i, \otimes_j)} . \]  

(13)

4.3. Integration of the attribute weights

After deriving the accuracy weight vector \( \omega^{k^*} = (\omega_1^{k^*}, \omega_2^{k^*}, \ldots, \omega_n^{k^*})^T \) and the difference weight vector \( \omega^{k^*} = (\omega_1^{k^*}, \omega_2^{k^*}, \ldots, \omega_n^{k^*})^T \) of the attributes given by DM \( d_k \), the
two weight vectors need to be combined with the governing subjective weight vector \( \omega^j = (\omega_1^j, \omega_2^j, \ldots, \omega_n^j)^T \) into a comprehensive weight by the following equation:

\[
\omega_j^c = \theta_0 \omega_j^s + \theta_1 \omega_j^a + \theta_2 \omega_j^d ,
\]

where \( \theta_0 + \theta_1 + \theta_2 = 1 \) and \( \theta_0, \theta_1, \) and \( \theta_2 \) are the proportion of subjective weight, accuracy weight, and difference weight of attributes provided by DM \( d_k \), respectively.

**5. Determination of the weights of DMs**

**5.1. Consistency weights of DMs**

In group decision making, there is generally considered to be a tendency of consistency between individual and group decision making. If the comprehensive evaluation of a DM is similar to that of the group, which indicates that the decision of this DM is more consistent with the view of other DMs, a higher weight can be assigned to the DM [33]. The grey incidence degree method can be employed to analyse the similarity between the considered and reference sequences by calculating the degree of grey incidence. The greater the degree of grey incidence, the stronger the correlation is between related sequences. The comprehensive evaluation of the group is considered to be the concerned sequence, and that of each DM is considered to be the comparison sequence. The greater the degree of relevance between the individual and group comprehensive evaluations, the more consistent the DM's decision is with that of the group, and the higher the objective weight assigned to the DM.

The average comprehensive attribute value of alternative \( A_i \) given by DM \( d_k \) is calculated as follows:

\[
\bar{z}_i^k (\otimes) = \sum_{j=1}^{m} \omega_j^k b_j^k (\otimes) \quad j = 1, 2, \ldots, n; k = 1, 2, \ldots, s .
\]  

(15)

The average comprehensive attribute value of alternatives of \( A_i \) given by the group is calculated as follows:

\[
\bar{z}_{i0} (\otimes) = \frac{1}{s} \sum_{k=1}^{s} \bar{z}_i^k (\otimes) \quad j = 1, 2, \ldots, n; k = 1, 2, \ldots, s .
\]  

(16)

**Definition 5.** The grey incidence coefficient between the decision of DM \( d_k \) and the decision of the group on each alternative is defined as follows:

\[
\xi(\bar{z}_{i0} (\otimes), \bar{z}_i^k (\otimes)) = \frac{\min \min d(\bar{z}_{i0} (\otimes), \bar{z}_i^k (\otimes)) + \rho_i \max \max d(\bar{z}_{i0} (\otimes), \bar{z}_i^k (\otimes))}{d(\bar{z}_{i0} (\otimes), \bar{z}_i^k (\otimes)) + \rho_i \max \max d(\bar{z}_{i0} (\otimes), \bar{z}_i^k (\otimes))} ,
\]

(17)

where \( \rho_i \) is the resolution coefficient subject to \( 0 < \rho_i < 1 \). The grey incidence between DM \( d_k \) and the group is calculated as follows:

\[
\gamma_{0k} = \frac{1}{m} \sum_{i=1}^{m} \xi(\bar{z}_{i0} (\otimes), \bar{z}_i^k (\otimes)) .
\]  

(18)

The normalized consistency weight of DM \( d_k \) is defined as follows:
5.2. Bipolar weights of DMs

The consistency weight of a DM represents the uniformity between individual DM and the group. However, if we emphasize the consistency of DM decisions too much and ignore disagreements of certain DMs, a “herd effect” may occur, and the results may be unreasonable or distorted. To prevent DMs from excessively pursuing a high degree of consistency of opinions, it is necessary to assign weights to DMs according to the information contained in the evaluations.

The best decision weights and the worst decision weights are determined according to the DM’s judgement on the best alternatives and the worst alternatives, respectively. If a DM has a high evaluation value on the best alternative, it means that the DM has the best decision-making ability and should be assigned a high weight. If a DM evaluates the worst alternative very accurately, the DM’s decision weight should also be increased. The DM’s decision weight should reflect not only the DM’s ability to choose the best alternative but also his/her ability to choose the worst alternative.

**Definition 6.** If \( h_i^k(\Theta) = \max_i b_i^k(\Theta), j = 1, 2, \ldots, n \), then \( b_i^k(\Theta) = (b_i^k(\Theta), b_i^k(\Theta), \ldots, b_i^k(\Theta)) \) is called the best alternative in the evaluation matrix given by DM \( d_k \). If \( b_i^k(\Theta) = \min_i b_i^k(\Theta), j = 1, 2, \ldots, n \), then \( b_i^k(\Theta) = (b_i^k(\Theta), b_i^k(\Theta), \ldots, b_i^k(\Theta)) \) is referred to as the worst alternative in the evaluation matrix provided by DM \( d_k \).

**Definition 7.** If \( h_i^k(\Theta) = \max_i b_i^k(\Theta), j = 1, 2, \ldots, n \), then \( b_i^k(\Theta) = (b_i^k(\Theta), b_i^k(\Theta), \ldots, b_i^k(\Theta)) \) is the best alternative in the evaluation matrices provided by all DMs. If \( b_i^k(\Theta) = \min_i b_i^k(\Theta), j = 1, 2, \ldots, n \), then \( b_i^k(\Theta) = (b_i^k(\Theta), b_i^k(\Theta), \ldots, b_i^k(\Theta)) \) is referred to as the worst alternative in the evaluation matrices given by all DMs.

**Definition 8.** The grey incidence coefficient between the best decision of DM \( d_k \) and that of the group is defined as follows:

\[
\xi(b_i^k(\Theta), b_o^k(\Theta)) = \frac{\min_i \max_j d(b_i^k(\Theta), b_o^k(\Theta)) + \rho_2 \max_i \min_j d(b_i^k(\Theta), b_o^k(\Theta))}{d(b_i^k(\Theta), b_o^k(\Theta)) + \rho_2 \max_i \min_j d(b_i^k(\Theta), b_o^k(\Theta))},
\]

where \( \rho_2 \) is the resolution coefficient subject to \( 0 < \rho_2 < 1 \). The grey incidence between the best decision of DM \( d_k \) and that of the group is calculated as follows:

\[
\gamma_{ok}^k = \frac{1}{m} \sum_{i=1}^{m} \xi(b_i^k(\Theta), b_o^k(\Theta)).
\]

Then, the best weight of DM \( d_k \) is derived as follows:

\[
\eta^k = \frac{\gamma_{ok}^k}{\sum_{k=1}^{s} \gamma_{ok}^k}.
\]
Definition 9. The grey incidence coefficient between the worst decision of DM $d_k$ and that of the group is calculated as follows:

$$
\xi(b_i\overset{kd}{\ominus}, b_i\ominus) = \frac{\min_{k} \min_{j} d(b_i\overset{kd}{\ominus}, b_i\ominus) + \rho_3 \max_{k} \max_{j} d(b_i\overset{kd}{\ominus}, b_i\ominus)}{d(b_i\overset{kd}{\ominus}, b_i\ominus) + \rho_3 \max_{k} \max_{j} d(b_i\overset{kd}{\ominus}, b_i\ominus)},
$$

where $\rho_3$ is the resolution coefficient subject to $0 < \rho_3 < 1$. The grey incidence between the worst decision of DM $d_k$ and that of the group is defined as follows:

$$
\gamma_{0k} = \frac{1}{m} \sum_{i=1}^{m} \xi(b_0^{k-}\ominus, b_0^{-}\ominus).
$$

Then, the worst weight of DM $d_k$ is derived as follows:

$$
\eta^{k^{-}} = \frac{\gamma_{0k}}{\sum_{k=1}^{n} \gamma_{0k}}.
$$

The bipolar weight of DM $d_k$ can be calculated by integrating the best decision weight with the worst decision weight as follows:

$$
\lambda^{k^\circ} = \delta \eta^{k^\circ} + (1-\delta) \eta^{k^{-}},
$$

where $\delta$ and $1-\delta$ represent the DM’s ability to choose the best alternatives and the worst alternatives, respectively.

Then, the comprehensive weight of DM $d_k$ is defined as follows:

$$
\lambda^{k} = \beta \lambda^{k^\circ} + (1-\beta) \lambda^{k^{-}},
$$

where $\beta$ and $1-\beta$ are proportion of consistency weight and bipolar weight of DM $d_k$, respectively.

6. Proposed algorithms

In summary, an algorithm for the process of MAGDM to determine weights of attributes and DMs, when interval grey numbers are involved, is provided in the following steps:

Step 1. Establish the individual decision matrix.

Each DM $d_k$ provides a decision matrix $X_k = (x^k_i(\ominus))$ that is based on alternatives with respect to attributes.

Step 2. Adjust the individual decision matrix.

Adjust the individual decision $X_k = (x^k_i(\ominus))$ to $A_k = (a^k_i(\ominus))_{max}$ for reducing the psychological impacts of DMs using Eqs. (2), (3), (4) and (5).

Step 3. Normalize the individual decision matrix.

Normalize the adjusted decision matrix $A_k = (a^k_i(\ominus))_{max}$ to $B_k = (b^k_i(\ominus))_{max}$ and transform the normalized matrix into a standard form of the interval grey number based on the kernel and degree of greyness using Eqs. (6) and (7).

Step 4. Calculate the accuracy weights of attributes.
Calculate the average value \( g_k^j \) and standard deviation \( \sigma_k^j \) of the degree of greyness of attribute \( c_k^j \) using Eqs. (8) and (9), respectively. The accuracy weight \( \omega_k^{j^+} \) is obtained using Eqs. (10) and (11).

**Step 5.** Calculate the difference weights of attributes.

Compute the distance between all alternatives under attribute \( c_k^j \) and obtain the difference weight \( \omega_k^{j^-} \) using Eqs. (12) and (13).

**Step 6.** Determine the comprehensive weights of attributes.

Aggregate the accuracy weight \( \omega_k^{j^+} \), the difference weight \( \omega_k^{j^-} \) and the subjective weight \( \omega_k^j \) to obtain the comprehensive weight \( \omega_k^j \) of attribute \( c_k^j \) using Eq. (14).

**Step 7.** Compute the consistency weights of DMs.

Construct grey incidence model to calculate the consistency incidence coefficient \( \xi(\tilde{z}_k^j(\otimes), \tilde{z}_k^j(\otimes)) \) between the decision of DM \( d_k \) and that of the group based on each alternative with Eqs. (15), (16) and (17) and calculate the consistency weight \( \lambda^{j+} \) of DM \( d_k \) using Eqs. (18) and (19).

**Step 8.** Calculate the bipolar weights of DMs.

The grey incidence coefficient \( \xi(h_k^j^+(\otimes), h_k^j^-(\otimes)) \) and the degree of grey incidence \( \gamma_{ok}^+ \) between the best decision of DM \( d_k \) and that of the group are calculated with Eqs. (20) and (21), respectively. The grey incidence coefficient \( \xi(h_k^j^-(\otimes), h_k^j^+(\otimes)) \) and the degree of grey incidence \( \gamma_{ok}^- \) between the worst decision of DM \( d_k \) and that of the group are determined by Eqs. (21) and (24), respectively. Then, the best decision weight \( \eta^+ \) and the worst decision weight \( \eta^- \) of DM \( d_k \) can be calculated by Eqs. (22) and (25); the bipolar weight \( \lambda^{j^+} \) of DM \( d_k \) is obtained by Eq. (26).

**Step 9.** Determine the comprehensive weights of DMs.

Aggregate the consistency weight \( \lambda^{j^+} \) and the bipolar weight \( \lambda^{j^+} \) to obtain the comprehensive weight \( \lambda^j \) of DM \( d_k \) with Eq. (27).

**Step 10.** Calculate the overall evaluations of alternatives.

Calculate the sum of all interval grey numbers in each line of each normalized decision matrix. The overall evaluation of alternatives of \( A_i \), which is expressed as the reduced forms of the interval grey numbers, is obtained according to the following equation:
Step 11. Rank the overall assessments of alternatives.

Rank the alternatives \( A(i = 1, 2, 3, 4) \) in descending order according to the values of \( \delta_i(\otimes) \).

7. Illustrative example

To illustrate the abovementioned approach for solving problems in MAGDM, we consider the example used in [8] for analysis. The problem is described in the following section.

7.1. Example analysis

Recently, the Ministry of Transport of the People’s Republic of China started a very large road construction project. A core enterprise became aware of this market opportunity but did not possess all the competencies and resources needed; therefore, partner selection was required. There were five main attributes in the process of the partner selection, namely, cost, time, trust, risk and quality. Cost, time and risk were cost types, while trust and quality were benefit types. There were four alternatives and four DMs. The objective here was to select a partner that could best satisfy all attributes.

Each DM provided a decision matrix and attribute weights according to Step 1, as shown in Table 1.

| DMs | Candidates and weights | Cost | Time | Trust | Risk | Quality |
|-----|------------------------|------|------|-------|------|---------|
| d_1 | \( A_1 \) [10,12] | [21,23] | [80,84] | [0.95,0.98] | [0.95,0.96] |
|     | \( A_2 \) [11,15] | [24,25] | [84,85] | [0.92,0.93] | [0.96,0.97] |
|     | \( A_i \) [12,13] | [22,24] | [87,89] | [0.88,0.91] | [0.96,0.97] |
|     | \( A_4 \) [14,16] | [18,20] | [91,93] | [0.89,0.90] | [0.99,1.00] |
|     | weights | 0.22 | 0.17 | 0.25 | 0.15 | 0.21 |

| d_2 | \( A_1 \) [9,13] | [24,25] | [79,82] | [0.93,0.94] | [0.96,0.98] |
|     | \( A_2 \) [11,12] | [21,23] | [83,84] | [0.92,0.94] | [0.97,0.98] |
|     | \( A_i \) [10,12] | [22,23] | [88,89] | [0.89,0.91] | [0.98,0.99] |
|     | \( A_4 \) [15,16] | [19,20] | [89,92] | [0.90,0.92] | [0.99,1.00] |
|     | weights | 0.19 | 0.18 | 0.22 | 0.16 | 0.25 |

| d_3 | \( A_1 \) [11,13] | [19,22] | [74,78] | [0.96,0.97] | [0.93,0.96] |
|     | \( A_2 \) [12,14] | [18,25] | [76,80] | [0.93,0.96] | [0.94,0.96] |
|     | \( A_i \) [12,15] | [21,22] | [82,85] | [0.90,0.92] | [0.95,0.96] |
|     | \( A_4 \) [13,17] | [18,23] | [86,88] | [0.91,0.94] | [0.97,0.98] |
|     | weights | 0.21 | 0.19 | 0.23 | 0.17 | 0.2  |

| d_4 | \( A_1 \) [13,14] | [22,23] | [76,78] | [0.95,0.96] | [0.94,0.95] |
|     | \( A_2 \) [13,15] | [19,23] | [81,82] | [0.94,0.95] | [0.93,0.94] |
|     | \( A_i \) [16,18] | [20,22] | [84,86] | [0.89,0.92] | [0.94,0.95] |
|     | \( A_4 \) [15,17] | [19,21] | [87,88] | [0.88,0.91] | [0.95,0.96] |
|     | weights | 0.24 | 0.18 | 0.21 | 0.18 | 0.19 |

The psychological deviations of DMs could be obtained in Step 2, as provided in Table 2.

| DMs | Cost | Time | Trust | Risk | Quality |
|-----|------|------|-------|------|---------|

TABLE 1: Four decision matrices and weights of five attributes provided by each DM

TABLE 2: Psychological deviations of DMs
The decision matrices were adjusted to reduce the psychological deviations of DMs in Step 2, as summarized in Table 3.

The adjusted decision matrices in Table 3 were normalized in Step 3 and converted into simplified forms of interval grey numbers in the form of kernels and degrees of greyness, as shown in Table 4.

| DMs | Candidates and weights | Cost | Time | Trust | Risk | Quality |
|-----|------------------------|------|------|-------|------|---------|
| $d_1$ | $A_1$ | [10.5313,12.5313] | [0.8735,10.844] | [0.9074,0.9074] | [0.9547,0.9547] |
| $d_2$ | $A_2$ | [11.5313,15.5313] | [0.8735,10.844] | [0.9074,0.9074] | [0.9547,0.9547] |
| $d_3$ | $A_3$ | [12.5313,13.5313] | [0.8735,10.844] | [0.9074,0.9074] | [0.9547,0.9547] |
| $d_4$ | $A_4$ | [14.5313,16.5313] | [0.8735,10.844] | [0.9074,0.9074] | [0.9547,0.9547] |

| DMs | Candidates and weights | Cost | Time | Trust | Risk | Quality |
|-----|------------------------|------|------|-------|------|---------|
| $d_1$ | $A_1$ | [0.8735,10.844] | [0.8735,10.844] | [0.9074,0.9074] | [0.9547,0.9547] |
| $d_2$ | $A_2$ | [0.8735,10.844] | [0.8735,10.844] | [0.9074,0.9074] | [0.9547,0.9547] |
| $d_3$ | $A_3$ | [0.8735,10.844] | [0.8735,10.844] | [0.9074,0.9074] | [0.9547,0.9547] |
| $d_4$ | $A_4$ | [0.8735,10.844] | [0.8735,10.844] | [0.9074,0.9074] | [0.9547,0.9547] |

| DMs | Candidates and weights | Cost | Time | Trust | Risk | Quality |
|-----|------------------------|------|------|-------|------|---------|
| $d_1$ | $A_1$ | [0.8735,10.844] | [0.8735,10.844] | [0.9074,0.9074] | [0.9547,0.9547] |
| $d_2$ | $A_2$ | [0.8735,10.844] | [0.8735,10.844] | [0.9074,0.9074] | [0.9547,0.9547] |
| $d_3$ | $A_3$ | [0.8735,10.844] | [0.8735,10.844] | [0.9074,0.9074] | [0.9547,0.9547] |
| $d_4$ | $A_4$ | [0.8735,10.844] | [0.8735,10.844] | [0.9074,0.9074] | [0.9547,0.9547] |

The adjusted decision matrices in Table 3 were normalized in Step 3 and converted into simplified forms of interval grey numbers in the form of kernels and degrees of greyness, as shown in Table 4.
The accuracy weights of attributes were obtained in Step 4, while the difference weights of attributes were derived in Step 5; the comprehensive weights of attributes were calculated in Step 6 (where $\theta_0 = \theta_1 = \theta_2 = 1/3$), as summarized in Table 5.

### Table 5: Different types of attribute weights

| DMs | Weight type                      | Cost   | Time   | Trust  | Risk   | Quality |
|-----|---------------------------------|--------|--------|--------|--------|---------|
| $d_1$ | subjective attribute weights | 0.22   | 0.17   | 0.25   | 0.15   | 0.21    |
|      | accuracy attribute weights     | 0.1798 | 0.1909 | 0.2075 | 0.2088 | 0.2130  |
|      | difference attribute weights   | 0.3905 | 0.3143 | 0.1402 | 0.1074 | 0.0476  |
|      | comprehensive attribute weights| 0.2634 | 0.2251 | 0.1992 | 0.1554 | 0.1569  |
| $d_2$ | subjective attribute weights | 0.19   | 0.18   | 0.22   | 0.16   | 0.25    |
|      | accuracy attribute weights     | 0.1742 | 0.2006 | 0.2067 | 0.2087 | 0.2099  |
|      | difference attribute weights   | 0.5069 | 0.2413 | 0.1579 | 0.0554 | 0.0385  |
|      | comprehensive attribute weights| 0.2904 | 0.2073 | 0.1949 | 0.1414 | 0.1661  |
| $d_3$ | subjective attribute weights | 0.21   | 0.19   | 0.23   | 0.17   | 0.2     |
|      | accuracy attribute weights     | 0.1862 | 0.1779 | 0.2098 | 0.2124 | 0.2137  |
|      | difference attribute weights   | 0.2708 | 0.3314 | 0.2115 | 0.1150 | 0.0713  |
|      | comprehensive attribute weights| 0.2223 | 0.2331 | 0.2171 | 0.1658 | 0.1617  |
| $d_4$ | subjective attribute weights | 0.24   | 0.18   | 0.21   | 0.18   | 0.19    |
|      | accuracy attribute weights     | 0.1890 | 0.1881 | 0.2075 | 0.2054 | 0.2100  |
|      | difference attribute weights   | 0.3868 | 0.2578 | 0.1875 | 0.1411 | 0.0269  |
|      | comprehensive attribute weights| 0.2719 | 0.2086 | 0.2017 | 0.1755 | 0.1423  |

The weights of DMs could be determined according to individual decisions. First, the grey incidence coefficients and consistency weights of DMs were calculated in Step 7. Second, the degrees of grey incidence of the DMs' abilities to choose the best and worst decisions were determined, and the bipolar weights of DMs were obtained in Step 8 (where $\vartheta = 0.5$). Third, the comprehensive weights of DMs were obtained in Step 9 (where $\beta = 0.5$). The results are summarized in Table 6.

### Table 6: Different degrees of grey incidence and weights of DMs

| DMs | Consistency weights | DGI | Best decision weights | Worst decision weights | Consistency weights | Bipolar weights | Comprehensive weights | Weights of DMs in $[3]$ |
|-----|---------------------|-----|-----------------------|-----------------------|---------------------|----------------|----------------------|------------------------|
| $d_1$ | 0.7488              | 0.972 | 0.8219                | 0.3093                | 0.2476              | 0.2718        | 0.2776               | 0.2747                 | 0.2513                |
| $d_2$ | 0.5542              | 0.700 | 0.9258                | 0.2227                | 0.2789              | 0.2012        | 0.2516               | 0.2264                 | 0.2505                |
| $d_3$ | 0.7577              | 0.753 | 0.7554                | 0.2366                | 0.2276              | 0.2751        | 0.2334               | 0.2543                 | 0.2494                |
| $d_4$ | 0.6938              | 0.718 | 0.8163                | 0.2283                | 0.2459              | 0.2519        | 0.2374               | 0.2446                 | 0.2488                |

Note: The degree of grey incidence is abbreviated as DGI in Table 6.

The comprehensive evaluation values of the four partners could be calculated in Step 10 and were $\delta_1(\otimes) = (0.8679)_{0.0714}$, $\delta_2(\otimes) = (0.8618)_{0.0099}$, $\delta_3(\otimes) = (0.8768)_{0.0454}$, and
Because $\delta_1(\otimes) > \delta_2(\otimes) > \delta_3(\otimes) > \delta_4(\otimes)$, the alternatives could be ranked in descending order according to the value of $\delta_i(\otimes)$ ($i = 1, 2, 3, 4$) as $A_5 > A_3 > A_4 > A_7$ in Step 11; thus, the best alternative is $A_1$.

7.2. Validity test

Because different methods of MAGDM may result in different rankings when applied to the same decision-making problem, uncertain results are obtained; Wang & Triantaphyllou [34] proposed the following test criteria to evaluate the reliability and validity of MAGDM methods.

Test criterion 1. A method of MAGDM is effective if the indication of the best alternative remains the same upon replacing a non-optimal alternative by a worse alternative without changing the relative importance of each decision criteria.

Test criterion 2. An effective method of MAGDM should be transitive.

Test criterion 3. A method of MAGDM is effective if the combined ranking of alternatives remains similar to the ranking of the original problem upon decomposing the multi-criteria decision-making (MCDM) problem into smaller problems and by applying the same MAGDM method to these subproblems to rank the alternatives.

The validity of the proposed approach is tested by using these criteria as follows.

7.2.1. Validity check with criterion 1

To test the validity of the proposed approach under criterion 1, we replaced the non-optimal alternative $A_2$ with the worse alternative $A_2'$ in the original decision matrix of each expert, and their rating values are summarized in Table 7.

| DMs | Candidates and weights | Cost | Time | Trust | Risk | Quality |
|-----|------------------------|------|------|-------|------|---------|
| $d_1$ | $A_2'$ | [12,15] | [24,25] | [83,85] | [0.92,0.94] | [0.95,0.97] |
| $d_2$ | $A_2'$ | [11,13] | [21,24] | [82,84] | [0.93,0.94] | [0.96,0.98] |
| $d_3$ | $A_2'$ | [12,15] | [19,25] | [76,79] | [0.93,0.96] | [0.94,0.95] |
| $d_4$ | $A_2'$ | [14,15] | [20,23] | [80,82] | [0.94,0.96] | [0.93,0.94] |

Now, by applying the proposed method to the modified data, we obtained the collective values of alternatives as follows: $\delta_1(\otimes) = (0.8687)_{0.0714}$, $\delta_2(\otimes) = (0.8482)_{0.0657}$, $\delta_3(\otimes) = (0.8776)_{0.0455}$, and $\delta_4(\otimes) = (0.8758)_{0.0854}$. Therefore, the ranking order of the alternatives was $A_5 > A_3 > A_4 > A_2$, which indicated that $A_5$ was still the best alternative and hence, the proposed approach satisfied test criterion 1.

7.2.2. Validity check with criteria 2 and 3

To evaluate the proposed approach of MAGDM under criteria 2 and 3, we decomposed the original decision-making problem into three decision-making subproblems, consisting of alternatives $\{A_1, A_5, A_7\}$, $\{A_3, A_5, A_4\}$ and $\{A_4, A_5, A_2\}$. We applied the proposed approach of MAGDM to these subproblems and determined the ranking order of alternatives as $A_5 > A_3 > A_4$ and $A_5 > A_3 > A_4$ and $A_5 > A_3 > A_4$. After combining the ranking of alternatives of these smaller problems, we determined the final ranking order as $A_5 > A_3 > A_4 > A_2$, which
was the same as the original problem; the latter shows the transitive property of the proposed approach. Hence, the proposed approach of MAGDM was valid under criteria 2 and 3.

7.3. Result analysis

In order to further validate the significance and rationality of our method, we compare the results obtained from the method proposed in this paper with results from other methods. Following the proposed algorithms in Section 6, we recalculated the results without adjusting the individual decision matrix (psychological criteria of DMs excluded) The overall evaluations of alternatives are \( \delta_1(\otimes) = (0.8479)_{0.0691} \), \( \delta_2(\otimes) = (0.8374)_{0.0681} \), \( \delta_3(\otimes) = (0.8637)_{0.0538} \), and \( \delta_4(\otimes) = (0.8673)_{0.0538} \). Therefore, the ranking order of the alternatives would be \( A_4 > A_3 > A_1 > A_2 \) and \( A_4 \) was determined to be the best alternative. In addition, the results derived from the method in literature [8], in which psychological deviations of DMs are not taken into account, is another object selected to be compared with. Based on the method from literature [8], the ranking order is \( A_4 > A_3 > A_1 > A_2 \), and \( A_4 \) was the best alternative.

The results of the two comparative methods are different from the result of our proposed approach. It demonstrates that the consideration of the psychological factors does make difference and bring new results into decision making. Moreover, our method also considered other factors, such as the best and worst decision-making abilities of DMs, to coordinate and unify the evaluation information of the group of DMs. Therefore, the proposed method in this paper covers more situations and the results are more reasonable.

8. Conclusions

For MAGDM with interval grey numbers, evaluation values are adjusted to reduce the psychological deviations of DMs. To solve the inconsistencies between subjective weights and objective weights computed from attribute values provided by the DMs, comprehensive weights in which subjective weights and objective weights are combined are used as attribute weights; the objective weights of the attributes are obtained based on the accuracies of and differences between DMs. Based on the consensus between the individual DMs and the group of DMs, as well as the best and worst decision-making abilities of individual DMs, grey incidence models are established to obtain the weights of the DMs. The application example demonstrates the feasibility of the proposed model and its strength in terms of the effective usage of available information.
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