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Abstract—We develop a method to control discrete-time systems with constant but initially unknown parameters from linear temporal logic (LTL) specifications. We introduce the notions of (non-deterministic) parametric and adaptive transition systems and show how to use tools from formal methods to compute adaptive control strategies for finite systems. For infinite systems, we first compute abstractions in the form of parametric finite quotient transition systems and then apply the techniques for finite systems. Unlike traditional adaptive control methods, our approach is correct by design, does not require a reference model, and can deal with a much wider range of systems and specifications. Illustrative case studies are included.

I. INTRODUCTION

Adaptive control, or self-learning control, is a set of techniques to automatically adjust controllers for uncertain systems. In the traditional problem of adaptive control, a parameterized system is considered where the parameters are assumed to be constant, but their values are initially unknown to the controller. The goal is to achieve some desired performance while the parameters are (possibly indirectly) estimated online. The solution to this problem can be extended to scenarios where parameters infrequently change or vary slowly. Numerous adaptive control methods have been developed since 1950s [1]–[4]. The main theoretical guarantee sought in all conventional adaptive control techniques is stability - whether it is specified in terms of tracking a set-point, trajectory, or a reference model.

One particular limitation of current adaptive control methods is handling systems that involve discontinuities. Most adaptive control techniques rely on the continuity of the model and its parameterization. In many realistic models, state, control or parameters take values from both continuous and discrete domains. Within methods that do not entirely depend on the continuity of the model, a promising direction is using multiple models/controllers [5]–[8], where the objective is to achieve stability via designing a switching law (supervisory control) to coordinate the controllers. Model reference adaptive control (MRAC) of specific forms of scalar input piecewise affine systems were studied in [9], [10]. However, it is still not clear how to deal with general discrete or hybrid systems.

Another remaining open problem in adaptive control is dealing with specifications richer than stability. In many engineering applications, we are interested in complex requirements composed of safety (something bad never happens), liveness (something good eventually happens), sequentiality of tasks, and reactivity. Temporal logics [11] provide a natural framework for specifying such requirements. The main challenge in designing adaptive control techniques from formal specifications is handling hard constraints on the evolution of the system. Even for the simpler problem of constraints defined as a safe set in the state-space, designing adaptive control strategies is challenging. Existing works on this problem [12]–[16] apply robust control techniques to ensure infinite-time constraint satisfaction for all admissible parameters. This approach may be severely conservative since if a robust control strategy does not exist for all admissible parameters, it does not necessarily indicate that constraints can not be satisfied after some measurements are taken from the system and a more accurate model is available. Even though [13], [14], [17] update the model and synthesize controls in a receding horizon manner, they decouple constraint satisfaction and learning. However, there exists a deep coupling: when synthesizing controls, not only constraints must be taken into account, but also the evolution of the system should also lead to subsequent measurements that are more informative about the uncertainties in the model. In other words, control decisions have a indirect influence on the way the model is updated.

We use tools from formal methods [11], [18] to develop a framework for correct-by-design adaptive control that can deal with complex systems and specifications. Formal methods have been increasingly used in control theory in recent years [19], [20]. We consider discrete-time systems with constant but initially unknown parameters. We describe system specifications using linear temporal logic (LTL) [11]. As in any other adaptive control technique, we require an online parameter estimator. Our parameter estimator maps the history of the evolution of the system to the set of “all possible” parameters, which contains the actual parameters. We embed the parameterized system in a (non-deterministic) parametric transition system (PTS), from which we construct a (non-deterministic) adaptive transition system (ATS) that contains all the possible combinations of transitions with the unfoldings of the parameter estimator. The main results and contributions of this paper are as follows:

• For finite systems, the LTL adaptive control problem reduces to a Rabin game [21] on the product of the finite ATS and the Rabin automaton corresponding to the LTL specification. The method is correct by design and it is complete, i.e. it finds a solution if one exists;
• For infinite systems, we construct finite quotient ATSs by partitioning the state and the parameter space and
quantizing the control space. Once an adaptive control strategy is found for the quotient, it is guaranteed that it will also ensure the satisfaction of the LTL formula for the original infinite system. The method may be conservative.

This paper is related to recent works that seek a formal approach to combining learning and control. The authors in [22], [23] provided statistical certificates for MRAC subject to safety constraints. The idea was based on implementing MRAC from a set of different initial conditions and parameters and observing if the trajectories were safe. However, the design of MRAC itself did not take into account the constraints. Moreover, given a temporal logic specification and a system model with parametric uncertainty, it is not clear how a reference model should be chosen for implementing MRAC. If a reference model is able to satisfy the specification, the matching condition may not hold, i.e. there may not exist a controller for the original system to behave as the reference model. Therefore, classic MRAC may not be suitable for the purpose of this paper as it requires a careful search of reference models subject to matching conditions.

Reinforcement learning (RL) methods are conceptually similar to adaptive control, but are used in a probabilistic framework and require a reward mechanism to generate control policies. The authors in [24] studied RL from LTL specifications, where large rewards were dedicated to the pairs in the Rabin automaton to incentivize the system to visit them regularly or avoid them. In [25], Q-learning was applied to control MDPs from signal temporal logic (STL) specifications, where the reward was the STL robustness score - a measure of distance to satisfaction. Other closely related works include [26], [27], where the problem of LTL control was modeled as a game between a player (controller) and an adversary (environment). The controller inferred the “grammar” of actions taken by the environment. However, this approach also decoupled adaptation (learning) and control. If the LTL formula was violated during the grammar learning, the control software stopped. While these methods (including RL) have the advantage that they require less prior knowledge about the system, they are not suitable for performance-critical systems with constraints that should never be violated, even during the learning process.

This paper is organized as follows. First, we provide the necessary background on LTL, transition systems and LTL control in Sec. [I]. The adaptive control problem is formulated in Sec. [II]. We define PTSs in Sec. [III]. Technical details for the solutions for finite and infinite systems are explained in Sec. [IV] and [V] respectively. Finally, two case studies are presented in Sec. [VI].

II. BACKGROUND

A. Notation

The set of real and Boolean values are denoted by $\mathbb{R}$ and $\mathbb{B}$ respectively. The empty set is denoted by $\emptyset$. Given a set $S$, we use $|S|$, $2^S$, $2^S \setminus \emptyset$ to denote its cardinality, power set, and power set excluding the empty set, respectively. An alphabet $\mathcal{A}$ is a finite set of symbols $\mathcal{A} = \{a_1, a_2, \cdots, a_n\}$. A finite (infinite) word is a finite-length (infinite-length) string of symbols in $\mathcal{A}$. For example, $w_1 = a_1 a_2 a_1$ is a finite word, and $w_2 = a_1 a_2 a_1 a_2 a_1 a_2 a_1 a_2 a_1 a_2 a_1 a_2$ are infinite words over $\mathcal{A} = \{a_1, a_2\}$, where over-line stands for infinitely many repetitions. We use $\mathcal{A}^+ \text{ and } \mathcal{A}^*$ to denote the set of all finite and infinite words that can be generated from $\mathcal{A}$, respectively.

B. Linear Temporal Logic

The formal definition of LTL syntax and semantics is not provided here as it can be found in the literature [11]. Here we provide an informal introduction and the necessary notation. LTL consists of a finite set of atomic propositions $\Pi$, temporal operators $\mathbf{G}$ (globally/always), $\mathbf{F}$ (future/eventually), $\mathbf{U}$ (Until), and Boolean connectives $\land$ (conjunction), $\lor$ (disjunction), and $\neg$ (negation). LTL semantics are interpreted over infinite words over $2^\Pi$. The set of all infinite words that satisfy an LTL formula $\varphi$ is denoted by $L(\varphi)$, $L(\varphi) \subseteq (2^\Pi)^\omega$, and is referred to as the language of $\varphi$.

Definition 1: A Deterministic Rabin Automaton (DRA) is defined as the tuple $\mathcal{R} = (S, s^0, A, \alpha, \Omega)$, where:

- $S$ is a set of states;
- $s^0$ is the initial state;
- $A$ is a finite set of inputs (alphabet);
- $\alpha$ is a transition function $\alpha : S \times A \rightarrow S$;
- $\Omega = \{(F_1, I_1), \cdots, (F_r, I_r)\}$ is a finite set of pairs of sets of states, where $F_i, I_i \subseteq S, i = 1, \ldots, r$.

An infinite word $w \in \mathcal{A}^\omega$ determines a sequence of inputs for $\mathcal{R}$ that results in the run $\zeta(w) = s_0 s_1 \cdots$, where $s_{k+1} = \alpha(s_k, a_k)$, $s_0 = s^0$, and $a_k$ is the $k$'th input appearing in $w$. We define $Inf(f(\zeta)) = \{s|s$ appears infinitely often in $\zeta\}$. A run $\zeta$ is accepted by $\mathcal{R}$ if there exists $i \in \{1, \cdots, m\}$ such that $Inf(f(\zeta) \cap F_i) = \emptyset$ and $Inf(f(\zeta) \cap I_i) \neq \emptyset$. In other words, $F_i$ is visited finitely many times and $I_i$ is visited infinitely often for some $i$. The language of $\mathcal{R}$, denoted by $L(\mathcal{R})$, $L(\mathcal{R}) \subseteq \mathcal{A}^\omega$, is defined as the set of all elements in $\mathcal{A}^\omega$ that produce accepting runs.

It is known that given an LTL formula $\varphi$ over $\Pi$, one can construct a DRA $\mathcal{R}_\varphi$ with input set $\mathcal{A} = 2^\Pi$ such that $L(\mathcal{R}_\varphi) = L(\varphi)$ [21]. Therefore, verifying whether an infinite word satisfies an LTL formula becomes equivalent to checking the Rabin acceptance condition. There exists well-established algorithms and software for this procedure [28].

Example 1: Consider $\varphi = \mathbf{GF} \pi_1 \land \mathbf{F} \pi_2$, which is an LTL formula over $\Pi = \{\pi_1, \pi_2\}$, stating that “$\pi_1$ holds infinitely often, and $\pi_2$ eventually holds”. The DRA $\mathcal{R}_\varphi$ corresponding to this formula is illustrated in Figure [1]. For example, we have $\{\pi_2\} \not\models \varphi$ (the formula is not satisfied), but $\{\pi_1\} \not\models \varphi$ (the formula is satisfied when $\pi_2$ never appears), and $\{\pi_1\} \models \varphi$ (because $\pi_1$ does not hold infinitely often).

C. Transition Systems

Definition 2: A transition system is defined as the tuple $\mathcal{T} = (X, U, \beta, \Pi, O)$, where:

- $X$ is a (possibly infinite) set of states;
- $U$ is a (possibly infinite) set of control inputs;
- $\beta$ is a transition relation $\beta : X \times U \times X$;
- $O$ is a set of output functions $O : X \rightarrow 2^\Pi$;
In order to prevent blocking, we find a control strategy such that
\[ x \notin Q \] is not reachable.

2) \( \bigcup \) state \( q \) for \( q \in Q \) that the alphabet here is
produced by such a trajectory is
\[ \text{if finite} \mid \phi = 0, x,u \]
\[ x = 0, x,u \]
\[ \text{the set of admissible initial conditions} X_0^\text{max} \] is defined as the tuple
\( (xP, xP^0, U, \beta^P, \Omega^P) \), where:

- \( xP = X \times S \) is the set of product states;
- \( \Omega^P = \{ (x,s) | x \in X \} \) is the set of initial product states;
- \( U \) is the set of control inputs;
- \( \beta^P : xP \times U \rightarrow 2xP \) is the product transition function, where
  \( xP^0 \in \delta(xP, u) \) and \( xP^0 = (x, s), xP^0 = (x', s') \), if and only if
  \( x' = \beta(x, u) \) and \( s' = \alpha(s, O(x)) \);
- \( \Omega^P \) is a finite set of pairs of sets of states, where
  \( F^P = \{ (x,s) | x \in X, s \in F_i \}, I^P = \{ (x,s) | x \in X, s \in I_i \} \), \( i = 1, \ldots, r \).

The product automaton \( T^P \) is a (non-deterministic) automaton (with control inputs) capturing both the transitions in \( T \) and the acceptance condition of \( \varphi \). The solution to the problem of finding a control strategy to satisfy \( \varphi \) is accomplished by solving the Rabin game on the product automaton. The details are not presented here but can be found in [30]. It can be shown that the control strategy is memoryless on the product automaton in the form \( \Lambda : X \times S \rightarrow U \). In other words, the history of the system is incorporated into the state of the Rabin automaton. The largest set of admissible initial conditions \( X_0^\text{max} \) corresponds to the winning region of the Rabin game.

If the transition system \( T \) is infinite, a finite quotient is constructed. If \( U \) is infinite, it can be quantized to obtain...
a finite set \( \mathcal{X} \). It is straightforward to show that if a control strategy satisfying \( \varphi \) exists for the finite quotient, it also satisfies \( \varphi \) if implemented on the original system. However, unless the quotient and the original transition system are bisimilar, the non-existence of a control strategy for the quotient does not indicate that one does not exist for the original system. Hence the approach of using finite quotients may be conservative [19], [20].

### III. PROBLEM FORMULATION AND APPROACH

We are interested in discrete-time systems of the following form:

\[
\begin{align*}
x^+ &= F(x, u, \theta, d), \\
y_i &= \mu_i(x), i = 1, \ldots, m,
\end{align*}
\]

where \( x \in \mathcal{X} \) is the state, \( u \in \mathcal{U} \) is the control input, \( \theta \in \Theta \) represents the parameters of the system, \( d \in \mathcal{D} \) is the disturbance (adversarial input), \( F : \mathcal{X} \times \mathcal{U} \times \Theta \times \mathcal{D} \rightarrow \mathcal{X} \) is the system evolution function, and \( y_i \in \mathcal{Y}_i, i = 1, \ldots, m, \) are Boolean system outputs, where \( \mu_i : \mathcal{X} \rightarrow \mathcal{B} \). We define the set of atomic propositions \( \Pi = \{\pi_1, \pi_m\} \) such that \( x \models \pi_i \iff \mu_i(x) = \text{True} \), \( i = 1, \ldots, m \). The sets \( \mathcal{X}, \mathcal{U}, \Theta, \mathcal{D} \) are the admissible sets for states, controls, parameters and disturbances respectively. All sets may be finite or infinite. System (1) is finite if \( \mathcal{X}, \mathcal{U}, \Theta, \mathcal{D} \) are all finite.

**Example 2:** A prominent class of systems encountered in adaptive control are parameterized linear systems, where \( F(x, u, \theta, d) = A(\theta)x + B(\theta)u + d \). We have \( X \subseteq \mathbb{R}^n_x, U \subseteq \mathbb{R}^n_u, \Theta \subseteq \mathbb{R}^m, \mathcal{D} \subseteq \mathbb{R}^n_d \). \( A, B \) are matrices with appropriate dimensions that depend on \( \theta \). It is also common to assume that the outputs are Boolean evaluations of linear predicates \( \mu_i = (r_i^T x \leq \rho_i) \), where \( r_i \in \mathbb{R}^n \), and \( \rho_i \in \mathbb{R} \). Thus, each proposition \( \pi_i \) defines a closed half space in \( \mathbb{R}^n \).

As mentioned in the introduction, we distinguish between the uncertainty in parameters and disturbances. Disturbances usually have unknown (fast) variations in time. In this paper, we assume that \( \theta \) is a constant but its value \( \theta^* \) is initially unknown. If we treat the uncertainties in parameters and disturbances in the same way, we are required to design control strategies that are robust versus all values in both \( \Theta \) and \( \mathcal{D} \). This approach is severely conservative and often fails to find a solution. The key idea of adaptive control is to take advantage of the fact that \( \theta^* \) can be (approximately) inferred from the history of the evolution of the system. Therefore, adaptive control is often significantly more powerful than pure robust control and it is also more difficult to design and analyze. In engineering applications, parameters are related to the physical attributes of the plant whereas disturbances are related to effects of stochastic nature such as imperfect actuators/sensors or perturbations in the environment.

**Problem 1:** Given system (1) and an LTL formula \( \varphi \) over \( \Pi \), find a control strategy \( \Lambda : \mathcal{X}^* \times \mathcal{U}^* \rightarrow \mathcal{U} \) and a set of initial states \( X_0 \subseteq \mathcal{X} \) such that all the trajectories of the closed loop system starting from \( X_0 \) satisfy \( \varphi \).

\footnote{An alternative (better) approach was proposed in [31] for piecewise affine systems, where the authors computed a finite set of sets of control inputs that enabled transitions with minimal non-determinism in the quotient system.}

Our aim is to convert Problem 1 to an LTL control problem described in Sec. II-B and use the standard tools for Rabin games. To this end, we need to incorporate adaptation into control synthesis. The central tool to any adaptive control technique is parameter estimation. Note that an adaptive control strategy has the form \( \Lambda : \mathcal{X}^* \times \mathcal{U}^* \rightarrow \mathcal{U} \), since parameters are estimated using the history of the evolution of the system. We take the following approach to convert Problem 1 into an LTL control problem. We embed system (1) in a parametric transition system (PTS), which is defined in Sec. IV. We construct a finite adaptive transition system (ATS) from a finite PTS. An ATS is an ordinary transition system as in Sec. II-C but parameters are also incorporated into its states and transitions in appropriate way, which is explained in Sec. V. We deal with an infinite PTS by constructing a finite quotient PTS in Sec. VI.

### IV. PARAMETRIC TRANSITION SYSTEM

**Definition 7:** A parametric transition system (PTS) is defined as the tuple \( T^\Theta = (X, U, \Theta, \gamma, \Pi, O) \), where:

- \( X \) is a (possibly infinite) set of states;
- \( U \) is a (possibly infinite) set of control inputs;
- \( \Theta \) is a (possibly infinite) set of parameters;
- \( \gamma \) is a transition function \( \gamma : X \times U \times \Theta \rightarrow 2^X \);
- \( \Pi = \{\pi_1, \pi_2, \ldots, \pi_m\} \) is a finite set of atomic propositions;
- \( O : X \rightarrow 2^\Pi \) is an observation map.

The only difference between a PTS and a transition system is that its transitions depend on parameters. Note that if \( |\Theta| = 1 \), a PTS becomes a transition system.

Now we explain how to represent (1) in the form of a PTS. The sets \( X, U, \Theta \) are inherited from (1) (which is why we have used the same notation). The transition function \( \gamma \) is constructed such that

\[
\gamma(x, u, \theta) = \left\{ F(x, u, \theta, d) \bigg| d \in D \right\}.
\]

The observation map \( O : X \rightarrow 2^\Pi \) is given by:

\[
O(x) = \left\{ \pi_i \bigg| \mu_i(x) = \text{True}, i = 1, \ldots, m \right\}.
\]

Therefore, \( T^\Theta = (X, U, \Theta, \gamma, \Pi, O) \) captures everything in system (1). We refer to \( T^\Theta \) as the embedding of (1). One can interpret a PTS as a (possibly infinite) family of transition systems. The actual transitions are governed by a single parameter \( \theta^* \), which is initially unknown to the controller. Therefore, the controller has to find out which transition system is the ground truth.

### V. CONTROL SYNTHESIS FOR FINITE SYSTEMS

In this section, we assume the PTS embedding system (1) is finite.

#### A. Parameter Estimation

**Definition 8:** A parameter estimator \( \Gamma \) is a function

\[
\Gamma : X^* \times U^* \rightarrow 2^\Theta
\]
that maps the history of visited states and applied controls to a subset of parameters. We have $d_k = \Gamma (x_0 \cdots x_k; u_0 \cdots u_{k-1})$, where:
$$d_k = \left\{ \theta \in \Theta \mid x_{i+1} \in \gamma(x_i, u_i, \theta), 0 \leq i \leq k - 1 \right\}. \quad (5)$$
One can see that the parameter estimator $\{5\}$ is “sound” in the sense that $\theta^* \in d_k, \forall k \in \mathbb{N}$. We have $d_0 = \Gamma (x_0) = \Theta$, by definition. Note that our definition of parameter estimator is different from the traditional ones, which are often in the form $X^* \times U^* \rightarrow \Theta$, as they return only an estimate $\theta$ rather than the set of all possible parameters. For our formal setup, it is vitally important that the controller take into account all possible ground truth parameters at all times. Otherwise, guaranteeing the specification is impossible. The following proposition enables us to make $\{5\}$ recursive.

**Proposition 1:** The following recursive relation holds:
$$d_{k+1} = \left\{ \theta \in d_k \mid x_{i+1} \in \gamma(x_i, u_i, \theta) \right\}. \quad (6)$$
**Proof:** Substitute $d_k$ from $\{5\}$:
$$\left\{ \theta \in d_k \mid x_{i+1} \in \gamma(x_i, u_i, \theta) \right\} = \left\{ \theta \in \Theta \mid \theta \in d_k, x_{i+1} \in \gamma(x_i, u_i, \theta) \right\}$$
$$= \left\{ \theta \in \Theta \mid x_{i+1} \in \gamma(x_i, u_i, \theta), 0 \leq i \leq k \right\} = d_{k+1}.$$

**Corollary 1:** The set of estimated parameters never grows:
$$d_{k+1} \subseteq d_k, \forall k \in \mathbb{N}.$$ Therefore, we obtain a recursive parameter estimator $\Gamma_{rec}: 2^\Theta \times X \times U \times X \rightarrow 2^\Theta$ as $d_{k+1} = \Gamma_{rec}(d_k, x_k, u_k, x_{k+1})$. Note that $\Gamma_{rec}$ is deterministic.

**B. Adaptive Transition System**

As mentioned in the introduction, a primary challenge of provably correct adaptive control is coupling parameter estimation and control synthesis. In order to combine these two, we provide the following definition.

**Definition 9:** Given a PTS $T^{\Theta} = (X, U, \Theta, \gamma, \Pi, O)$, we define the adaptive transition system (ATS) as the tuple $T^{adp} = (X^{adp}, U, \gamma^{adp}, \Pi, O^{adp})$, where $U, \Pi$ are inherited from $T^{\Theta}$ with the same meaning and

- $X^{adp} \subseteq X \times 2^\Theta$ is the set of states;
- $\gamma^{adp}: X^{adp} \times U \rightarrow 2^{X^{adp}}$ is the transition function, where we have $(x', \vartheta') \in \gamma^{adp}((x, \vartheta), u)$ if and only if $x' \in x(\vartheta, u)$ and $\vartheta' = \Gamma_{rec}(\vartheta, x, u, x')$;
- $O^{adp}: X^{adp} \rightarrow U$ is the observation function where $O^{adp}(x, \vartheta) = O(x), \forall x \in X, \vartheta \in 2^\Theta$.

**Example 3:** Consider a PTS with $X = \{x_1, x_2, x_3\}, U = \{u_1, u_2\}$, and $\Theta = \{\theta_1, \theta_2\}$. The transition systems corresponding to $\theta_1$ and $\theta_2$ are illustrated in Fig. 2[Top]. The ATS corresponding is shown in Fig. 2[Bottom].

The number of states in the ATS is upper-bounded by $|X||2^|\Theta|-1|$, which shows an exponential explosion with the number of parameters. Fortunately, not all states in $X \times 2^\Theta$ are reachable from the set $\{(x, \theta) \mid x \in X, \theta \in \Theta\}$, which is the set of possible initial states in the ATS. Algorithm 1 constructs the ATS consisting of only these reachable states.

**Algorithm 1** Procedure for Constructing ATS from a PTS

**Require:** $T^{\Theta} = (X, U, \Theta, \gamma, \Pi, O)$

- $X^{adp,new} = \{(x, \Theta) \mid x \in X\}$
- $X^{adp} = X^{adp,new}$

while $X^{adp,new} \neq \emptyset$ do
for $(x, \vartheta) \in X^{adp}$ do
if $x \in x(\vartheta, u, \vartheta')$ then
$\vartheta' \leftarrow \vartheta' \cup \vartheta'$
end if
end for
end while

for $u \in U$ do
for $\theta' \in \vartheta$ do
if $(x', \vartheta') \notin X^{adp}$ then
$X^{adp,new} \leftarrow X^{adp,new} \cup (x', \vartheta')$
end if
$X^{adp} \leftarrow X^{adp} \cup (x', \vartheta')$
$O^{adp}(x', \vartheta') = O(x')$
end for
end for

return $T^{adp} = (X^{adp}, U, \gamma^{adp}, \Pi, O^{adp})$

**C. Control Synthesis**

Finally, given an ATS $T^{adp}$ and an LTL formula $\varphi$, we construct the product automaton $T^{adp} \otimes \mathcal{R}_c$ as explained in Sec. II-E, and find the memoryless control strategy on $T^{adp} \otimes \mathcal{R}_c$ by solving the Rabin game. We also find the largest set of admissible initial conditions $X^{adp,max}$ as the winning region of the Rabin game. In order to find $X^{adp,max}$, we perform the following projection:
$$X^{adp,max} = \left\{ x_0 \mid (x_0, \Theta) \in X^{adp,max} \right\}. \quad (7)$$

The adaptive control strategy takes the memoryless form $A: X \times 2^\Theta \times S \rightarrow U$, which maps the current state in the PTS, the set of current possible ground truth parameters and the state in the Rabin automaton to an admissible control action.

**Theorem 1:** Given a finite system $\{1\}$, an initial condition $x_0 \in X$, an LTL formula over $\Pi$, there exists a control strategy $A^*: X^* \times U^* \rightarrow U$ such that $O(x_0)O(x_1)\cdots \models \varphi, \forall \theta \in \Theta, \forall d_k \in D, x_{k+1} = F(x_k, u_k, \theta, d_k), \forall k \in \mathbb{N}$, if and only if $x_0 \in X^{adp,max}$.

**Proof:** (sketch) The completeness property follows from two facts. First, the solutions to Rabin games on finite automata are complete. Second, every possible behavior of a finite PTS embedding $\{1\}$ and parameter estimator $\{5\}$ is captured in the ATS. If $x_0 \notin X^{adp,max}$, then it can be shown that there exists a $\theta \in \Theta$ and a disturbance sequence $d_0d_1\cdots$ such that there does not exist any control strategy to satisfy the LTL specification.

**VI. Control Synthesis for Infinite Systems**

In this section, we assume that PTS embedding $\{1\}$ is not finite, which means that at least one of the sets $X, U, \Theta$ is infinite. We provide the general solution for the case when
The procedure is outlined in Algorithm 2. Finally, we construct the quotient PTS from the infinite PTS. introduces further conservativeness but retains correctness. Over-approximations of post can be computed [34], which hedral operations [31]. For multiplicative parameters, an tation is exact for piecewise affine systems using poly-

A computational bottleneck is performing the post com-

\[
\text{Post}(q_X, q_\Theta, u) := \{ x \in X \mid \exists x \in q_X, \exists \Theta \in q_\Theta, x \in \gamma(\chi, \theta, u) \}.
\]

A computational bottleneck is performing the post compu-
tation in (5). For additive parameters, the post computation is exact for piecewise affine systems using poly-
hedral operations [31]. For multiplicative parameters, an over-approximations of post can be computed [34], which introduces further conservativeness but retains correctness. Finally, we construct the quotient PTS from the infinite PTS. The procedure is outlined in Algorithm 2.

**Algorithm 2** Procedure for Constructing quotient PTS from infinite PTS

**Require:** \( T^\Theta = (X, U, \Theta, \gamma, \Pi, O) \)

**Require:** \( Q_X, Q_\Theta, U_{\text{quantized}} \)

for \( q_X \in Q_X \) do

\( O^Q(q_X) = O(x) \) for some \( x \in q_X \)

for \( q_\Theta \in Q_\Theta \) do

for \( u_{qtz} \in U_{qtz} \) do

\( X_{\text{post}} = \text{Post}(q_X, q_\Theta, u) \)

\( \gamma^Q(q_X, u_{qtz}, q_\Theta) = \emptyset \)

for \( q_\Theta' \in Q_\Theta \) do

if \( X_{\text{post}} \cap q_\Theta' \neq \emptyset \) then

\( \gamma^Q(q_X, u_{qtz}, q_\Theta') \leftarrow \gamma^Q(q_X, u_{qtz}, q_\Theta) \)

return \( T^Q, \Theta = (Q, U_{\text{quantized}}, Q_\Theta, \gamma^Q, \Pi, O^Q) \)

**VII. CASE STUDIES**

We present two case studies. The first one is a simple finite deterministic system. The second case study involves a linear parameterized system that is infinite and non-deterministic due to the presence of additive disturbances.

**A. Persistent Surveillance**

We consider a robot motion planning problem. The environment is modeled as a finite number of cells illustrated.
in Fig. 3. Each cell corresponds to a state in $X$. We have $|X| = 150$. The set of control inputs is given by $U = \{ \text{left, right, up, down} \}$, where the transition enabled by each input corresponds to its unambiguous meaning. There exists an constant drift in the horizontal direction in the purple region, but its direction to left or right and its intensity are unknown. The set of possible drifts is $\Theta = \{+2, +1, 0, -1, -2\}$, where positive sign corresponds to the left direction. At each time, if the robot is in a purple cell, the drift is added to its subsequent position. For example, if the robot applies $u = \text{right}$, and $\theta^* = 2$, the robot actually ends up in a cell to the left. Similarly, if $u = \text{up}$ and $\theta^* = -2$, the robot moves a cell up and two cells to the right. The red cells are “unsafe” regions that must be avoided, and the green cells $A, B$ are “interesting” regions, which have to be persistently visited.

The LTL formula describing this specification is:

$$\varphi = GF(A \land GB \land G(\text{unsafe}))$$

We implemented the procedure outlined in Sec. [7]. It is worth to note that there does not exist a pure robust control solution to this problem. In other words, if the robot ignores estimating the drift, it can not find a control strategy. For example, if the robot enters the purple region around the middle and persistently applies up, a maximum drift in either direction can drive the robot into the unsafe cells before it exits the purple region. Therefore, the only way the robot can fulfill the specification is to learn the drift. The robot first enters the drifty region to find out its value and then moves back and re-plans its motion. Notice that this procedure is fully automated using the solution of the Rabin game on the product $T^{up} \otimes R_\varphi$. Two snapshots of the executed motion for the case $\theta^* = +2$ are shown in Fig. [3]

**B. Safety Control**

Consider a one-dimensional linear system of the following form:

$$x^+ = (1 + \theta_1)x + \theta_2u + \theta_3 + d,$$

where $\theta_1 \in [-0.5, 0.5]$, $\theta_2 \in [1, 2]$, and $\theta_3 \in [-0.2, 0.2]$ are fixed parameters, and $d \in D$, is the additive disturbance, $D = [-0.1, 0.1]$. The set of admissible control inputs is $U = [-1, 1]$. We desire to restrict $x$ to the $[-1, 1]$ interval for all times, which is described by the following LTL formula:

$$\varphi = G(x \leq 1) \land G(x \geq -1).$$

We have $\Theta = [-0.5, 0.5] \times [1, 2] \times [-0.2, 0.2]$. We partitioned the intervals of $\theta_1, \theta_2, \theta_3$, and $X$ into 2, 2, 4, and 10 evenly spaced intervals, respectively. Thus, we have partitioned $\Theta$ into 16 cubes ($|Q_\Theta| = 16$) and $X$ into 10 intervals ($|Q_X| = 10$). $U$ is quantized to obtain $U_{qtz} = \{-1, -0.8, \cdots, 0.8, 1\}$. We implemented Algorithm 2 to obtain the quotient PTS and Algorithm 1 to find the corresponding ATS. The computation times were 0.1 (Algorithm 2) and 152 (Algorithm 1) seconds on a 3.0 GHz MacBook Pro. Even though $|X \times 2^{Q_\Theta}| = 655350$, the number of reachable states obtained from Algorithm 1 was 14146.

We solved the safety game on the ATS, which took less than a second and found a winning region containing 14008 states. The winning region in the state-space is $X_0 = [-0.6, 0.6]$. Since the solution is conservative, $X_0^{max}$ may be larger if a finer partitioning is used. We also found that the winning region is empty if we had sought a pure robust control strategy. We simulated the system for 100 time steps starting from $x_0 = 0$. The values of disturbances at each time are chosen randomly with a uniform distribution over $D$. We observe that the specification is satisfied, and the sets given by the parameter estimator shrink over time and always contain the ground truth parameter, which in this case is $\theta^*_1 = 0.45$, $\theta^*_2 = 1.11$, $\theta^*_3 = -0.18$. The results are shown in Fig. [5]

**VIII. CONCLUSION AND FUTURE WORK**

We developed a framework to combine the recent advances in applications of formal methods in control theory with classical adaptive control. We used the concepts from transition systems, finite quotients, and product automata to introduce adaptive transition systems and correct-by-design adaptive
control. Like most of other formal methods applications, our results suffer from high computational complexity. As discussed in the paper, the number of states in the ATS can be very large. Also, constructing finite quotients for infinite systems is computationally difficult.

We believe that this paper opens up several research directions. Besides improving the ideas for the way we combine adaptive control and formal methods, we plan to develop efficient methods to construct finite adaptive transition systems for special classes of hybrid systems such as mixed-monotone systems and piecewise affine systems. We also plan to include optimal control.
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