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Abstract

We study model-theoretical structures for prototypical physical systems. First, a summary of the model theory of sheaves, adapted to the metric case, is presented. In particular, we provide conditions for a generalization of the generic model theorem to metric sheaves. The essentials of the model theory of metric sheaves already appeared in the form of Conference Proceedings [1]. We provide a version of those results, for the sake of completeness, and then build metric sheaves for physical systems in the second part of the paper. Specifically, metric sheaves for quantum mechanical systems with pure point and continuous spectra are constructed. In the first case, every fiber is a finite projective Hilbert space determined by the family of invariant subspaces of a given operator with pure point spectrum, and we also consider unitary transformations in a finite-dimensional space. In the second case (an operator with continuous spectrum), every fiber is a two sorted structure of subsets of the Schwartz space of rapidly decreasing functions that includes imperfect representations of position and momentum states. The imperfection character is parametrically determined by the elements on the base space and refined in the generic model. Position and momentum operators find a simple representation in every fiber as
well as their corresponding unitary operators. These results follow after recasting the algebraic properties of the integral transformations frequently invoked in the description of quantum mechanical systems with continuous spectra. Finally, we illustrate how this construction permits the calculation of the quantum mechanical propagator for a free particle.
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1. Introduction and motivation

In 1936, John von Neumann and Garrett Birkhoff introduced a propositional calculus based on the lattice of closed subspaces of a Hilbert space ordered by inclusion \([2]\). This lattice is not Boolean but orthocomplemented, and is therefore different from the classical propositional calculus. In particular, the classical distributive law fails. This propositional calculus is meant to capture essential differences between the classical (Boolean) and quantum mechanical picture of nature. Many physical and also philosophical questions have been stated in this context, and different kinds of quantum logics have been proposed \([3, 4, 5, 6, 7]\). For example, Domenech and Freytes have presented a contextual logic \([8]\) to investigate to what extent one can refer to physical objects without contradiction with quantum mechanics. In their work they introduced a sheaf over the topological space associated with Boolean sublattices of the ortholattice of closed subspaces of the Hilbert Space of a physical system. Connections with the Kochen-Specker theorem were addressed. Later, Abramsky and Mansfield \([9]\) studied systematically connections between Kochen-Specker phenomena and non-locality, using minimalist sheaf constructions and cohomology to measure the extent of the non-locality phenomenon.

Independently, Isham \([10]\) studying the Gell-Mann and Hartle axioms for a generalized ‘histories’ approach to quantum theory, arrived to a possible lattice structure in general history theories, providing also a number of potential mod-
els for theories of this type. In later investigations, Döring and Isham\cite{11, 12} appealed to sheaf structures, as they concluded that theories in physics are equivalent to representations in a topos of a certain formal language that depends on the system. Classical mechanics, for instance, arises when the topos is the category of sets. Quantum physics projection operators are associated with the spectral presheaf\cite{11}.

In yet another alternative approach, Zilber\cite{13, 14} describes the formalism of quantum mechanics with geometric semantics using sheaves built out of Zariski geometries\cite{15, 16}. Particular attention is devoted to the structure of the Heisenberg-Weyl algebra generated by position and momentum coordinates in one-dimensional quantum mechanical systems. These results motivated further work by Hirvonen and Hyttinen\cite{17}, where detailed calculations for the quantum mechanical propagators for a free particle and harmonic oscillator were obtained by using metric ultraproducts of finite-dimensional approximations to the Hilbert space. At the time our work was completed, Bays and Hart were considering the ultralimit of finite dimensional subspaces of the space of tempered distributions to describe $L_2(\mathbb{R})$ in the rigged Hilbert space form (personal communication). All these different approaches have in common that they attempt to understand the true model for quantum mechanics as a limit model of finite substructures or as a very large finite structure whose best mirror is the limit model.

In this paper we revisit the question of defining model structures for prototypical quantum mechanical systems. The traditional approach to the description of isolated quantum mechanical systems assumes that all possible states of a system are well represented by the elements of a complex Hilbert space. The class of all self-adjoint operators with domain contained in such Hilbert space is associated with the set of observables: magnitudes that can be measured through an experiment in the laboratory. In this sense, the mathematical properties of the Hilbert space with the structure provided by this class of operators constitutes a complete physical representation of an isolated quantum mechanical system. The spectrum of a self-adjoint operator contains the most
likely outcomes of an experimental measurement of the observable associated with such operators. In this regard we are faced with two different scenarios: a quantum mechanical system defined in separable Hilbert space that admits a basis set in terms of the eigenvectors of the operator of interest, and one in which the operator has a continuous spectrum. The Dirac formulation of quantum mechanics leads to a unified representation of these two scenarios, but the nature and structure of the physical Hilbert spaces is intrinsically different. We will therefore adopt two different constructions for a quantum mechanical metric sheaf accordingly.

For the case of an operator with pure point spectrum, quantum mechanics can be studied in terms of Projective Hilbert spaces. This approach eliminates the redundancy in the association of many vectors in a Hilbert space with the same state, i.e., an element $x$ of a Hilbert space and any non-vanishing scalar multiple of it represent the same physical state. The main disadvantage of this approach is that Projective Hilbert spaces inherit neither the vector space nor the inner product space structure of the Hilbert spaces. On the positive side, projective Hilbert spaces facilitate a geometrical description of quantum mechanics and the study of the local behavior of wave functions. Most frequently, the spectrum and the Hilbert space are countable and finite substructures from the same are considered, allowing for matrix representations of physical observables. It is assumed that the properties of these restricted spaces are the same as those expected from the infinite dimensional Hilbert space. The mathematical literature has plenty of examples with finite substructures that do not capture essential properties from the infinite structures where they are naturally embedded. We also know that the ultraproduct of a family of finite structures can give rise to interesting infinite dimensional structures whose theory is well described by Loś’ theorem. Thus, in the Sec. 3 we address the description of infinite dimensional projective Hilbert spaces from their finite dimensional substructures by defining a sheaf with such substructures as the fibers growing on top of a given topological space. The “spectral sheaf” introduced by Domenech and Freytes resembles the sheaf we introduce in Sec. 3 but devoid of the
metric structure.

If the operator has a continuous spectrum, such as in the case of a position and momentum operators, the space $L^2(X, \mu)$ of all continuous square integrable functions defined in the measure space $(X, \mu)$ constitutes the Hilbert space for our system, where $X$ is the physical configuration space for the same. For example, for a free particle the configuration space is $X = \mathbb{R}$ with the Borel measure. The formalism introduced by Dirac suggests that one can find representations for position eigenstates in this space, and that the inner product between two such position eigenstates equals the Dirac delta function. This is in stark conflict with the standard definition of an inner product, and we will expand on this subject below. As a resolution, we investigate quantum mechanical systems with continuous spectra by defining a metric sheaf on a subset of the Schwartz space defined on $X$: the space of rapidly decreasing, infinitely differentiable functions $S(X, \mu)$.

After this introduction to the physical content of our paper, a few words on the model theory of sheaves (with metric fibers and continuous predicates) are in order. Sheaves can be regarded as supports for cohomology constructions and as systems of variable structures themselves. This part of our paper summarizes results from our earlier work in Ref. [1]. For the sake of completeness we include the following items from that paper.

- Basic definitions of metric sheaves, together with general discussion.
- The main lemmas leading to the generic model theorem.

We do not include the proofs of the generic model theorem or of some of the lemmas leading to that. The reader may check them in detail in [1].

The model theory for metric sheaves is partially motivated by Caicedo’s results [18]. We briefly summarize here some essential aspects of his work. Given two topological spaces $X$ and $E$, a sheaf over $X$ is defined as the pair $(E, \pi)$ where $\pi : E \to X$ is a local homeomorphism. For each $x \in X$, the fiber $E_x = \pi^{-1}(x)$ is the universe of a first order structure in a language $\mathcal{L}$. A section $\sigma$ is a continuous function defined from an open set $U \subset X$ in $E$ such that $\sigma \circ \pi$

is the identity map in $U$. As a consequence of these definitions, the image set $\text{Im}(\sigma)$ is an open set in $E$, and sections are in one-to-one correspondence with their image sets. Thus the satisfaction relation on each fiber can be extended transversally along the sheaf, i.e. from fiber to fiber, by defining a forcing relation that describes a semantics in the same language $\mathcal{L}$ and where the variables can be interpreted in the family of sections. Another important property of this construction is that whenever a statement is forced in a fiber $E_x$, one can always find a neighborhood $U$ of $x$, such that for every $y \in U$ the same statement is forced in $E_y$. In addition a new $\mathcal{L}$-structure (the generic model) is obtained as a quotient space and the satisfaction relation is determined by the forcing relation defined in the sheaf. Caicedo connects this generic model through a “generic model theorem” (or “forcing theorem”) to various other fundamental results in model theory.

We first take these ideas to the realm of continuous logic. In brief, we construct sheaves of metric structures as understood and studied in the model theory developed by Ben Yaacov, Berenstein, Henson and Usvyatsov [19]. In this case, logical connectives in metric structures are continuous functions from $[0,1]^n$ to $[0,1]$ and the supremum and infimum play the role of quantifiers. Semantics differs from that in classical structures by the fact that the satisfaction relation is defined on $\mathcal{L}$-conditions rather than on $\mathcal{L}$-formulas, where $\mathcal{L}$ is a metric signature. If $\phi(x)$ and $\psi(y)$ are $\mathcal{L}$-formulas, expressions of the form $\phi(x) \leq \psi(y)$, $\phi(x) < \psi(y)$, $\phi(x) \geq \psi(y)$, $\phi(x) > \psi(y)$ are $\mathcal{L}$-conditions. In addition, if $\phi$ and $\psi$ are sentences then we say that the condition is closed.

The set $\mathcal{F} = \{0, 1, x/2, \hat{-}\}$, where 0 and 1 are taken as constant functions, $x/2$ is the function taking half of its input and $\hat{-}$ is the truncated subtraction, is uniformly dense in the set of all connectives [19]. We may therefore restrict the set of connectives that we use in building formulas to the set $\mathcal{F}$. These constitute the set of $\mathcal{F}$-restricted formulas.

We are now in place to define the sheaf of metric structures, recall the definitions of pointwise and local forcing on sections and show how to define a metric space in families of sections. In section 2.1, we show how to construct the
metric generic model from a metric sheaf. We also show how the semantics of the generic model can be understood by the forcing relation and the topological properties of the base space of the sheaf.

The presentation of the paper is as follows. First, in Sec. 2, we provide a summary of results that were presented during the Puebla WOLLIC Conference in 2016 and have appeared as Conference Proceedings. In particular, we provide the definitions of metric sheaves, their semantics (each fiber is a metric continuous structure), and state the generic model theorem for that context. In Sec. 3, we define a metric sheaf for a countable Hilbert space with a self-adjoint operator. In Sec. 4, we define a metric sheaf for a unitary evolution operator. Then in Sec. 5, we study a metric sheaf for noncommuting observables with continuous spectra. Finally, in Sec. 6, we summarize and conclude.

2. The model theory of metric sheaves

This section summarizes the results from our paper[1]: mainly, we provide the definitions of metric sheaves, the pointwise and local semantics, the construction of the metric on the sheaf and of generic models, and finally the generic model theorem. We do not provide the proofs of these here - the reader is referred to[1] for details.

Consider a topological space $X$. A sheaf space over $X$ is a pair $(E, \pi)$, where $E$ is a topological space and $\pi$ is a local homeomorphism from $E$ into $X$. A section $\sigma$ is a function from an open set $U$ of $X$ to $E$ such that $\pi \circ \sigma = Id_U$. We say that the section is global if $U = X$. Sections are determined by their images, as $\pi$ is their common continuous inverse function. Besides, images of sections form a basis for the topology of $E$. We will refer indistinctly to the image set of a section and the function itself.

In what follows we assume that a metric language $\mathcal{L}$ is given and we omit the prefix $\mathcal{L}$ when talking about $\mathcal{L}$-formulas, $\mathcal{L}$-conditions, etc.

**Definition 1** (Sheaf of metric structures). *Let $X$ be a topological space. A sheaf of metric structures (or, for short, a “metric sheaf”) $\mathfrak{A}$ over $X$ consists of:
1. A sheafspace \((E, \pi)\) over \(X\).

2. For all \(x\) in \(X\) we associate a metric structure
\[
(\mathfrak{A}_x, d) = \left( E_x, \{ R_i^{(m_i)} \}_x, \{ f_j^{(m_j)} \}_x, \{ c_k \}_x, \Delta_{R_i,x}, \Delta_{f_j,x}, d, [0, 1] \right),
\]
where \(E_x\) is the fiber \(\pi^{-1}(x)\) over \(x\), and the following conditions hold:

(a) \((E_x, d_x)\) is a complete, bounded metric space of diameter 1.
(b) For all \(i\), \(R_i^A = \bigcup_{x \in X} R_i^{A,x}\) is a continuous function according to the topology of \(\bigcup_{x \in X} E_{n,x}^{m_j}\).
(c) For all \(j\), the function \(f_j^A = \bigcup_{x \in X} f_j^{A,x} : \bigcup_{x \in X} E_{n,x}^{m_j} \rightarrow \bigcup_{x \in X} E_{x}\) is a continuous function according to the topology of \(\bigcup_{x \in X} E_{n,x}^{m_j}\).
(d) For all \(k\), the function \(c_k^A : X \rightarrow E\), given by \(c_k^A(x) = c_k^{A,x}\), is a continuous global section.
(e) We define the premetric function \(d^A\) by \(d^A = \bigcup_{x \in X} d_x : \bigcup_{x \in X} E_{x}^2 \rightarrow [0, 1]\), where \(d^A\) is a continuous function according to the topology of \(\bigcup_{x \in X} E_{x}^2\).
(f) For all \(i\), \(\Delta_i^A = \inf_{x \in X} (\Delta_i^{A,x})\) with the condition that \(\inf_{x \in X} \Delta_i^{A,x}(\varepsilon) > 0\) for all \(\varepsilon > 0\).
(g) For all \(j\), \(\Delta_j^A = \inf_{x \in X} (\Delta_j^{A,x})\) with the condition that \(\inf_{x \in X} \Delta_j^{A,x}(\varepsilon) > 0\) for all \(\varepsilon > 0\).
(h) The closed interval \([0, 1]\) is a second sort and is provided with the usual metric.

The space \(\bigcup_x E_{x}^n\) has as basic open sets the image of sections given by \(\langle \sigma_1, \ldots, \sigma_n \rangle = \sigma_1 \times \cdots \times \sigma_n \cap \bigcup_x E_{x}^n\). These are the sections of a sheaf over \(X\) with local homeomorphism \(\pi^*\) defined by \(\pi^*(\sigma_1(x), \ldots, \sigma_n(x)) = x\). We drop the symbol * from our notation when talking about this local homeomorphism but it must be clear that this local homeomorphism differs from the function \(\pi\) used in the definition of the topological sheaf.

The induced function \(d^A\) (the "global distance function") is not necessarily a metric nor a pseudometric. Thus, we cannot expect the sheaf just defined to be a metric structure, in the sense of continuous logic. Indeed, we want to build the local semantics on the sheaf so that for a given sentence \(\phi\), if \(\phi\) is true at
some \( x \in X \), then we can find a neighborhood \( U \) of \( x \) such that for every \( y \) in \( U \), \( \phi \) is also true. In order to accomplish this task, first note that semantics in continuous logic is not defined on formulas but on conditions. Since the truth of the condition “\( \phi < \varepsilon \)” for \( \varepsilon \) small can be thought as a good approximation to the notion of \( \phi \) being true in a first order model, one may choose this as the condition to be forced in our metric sheaf. Therefore, for a given real number \( \varepsilon \in (0,1) \), we consider conditions of the form \( \phi < \varepsilon \) and \( \phi > \varepsilon \). Our first result comes from investigating to what extent the truth in a fiber “spreads” onto the sheaf.

**Lemma 1** (Truth continuity in restricted cases).

**•** Let \( \varepsilon \) be a real number, \( x \in X \), \( \phi \) an \( \mathcal{L} \)-formula composed only of the logical metric connectives and perhaps the quantifier inf. If \( \mathcal{A}_x \models \phi(\sigma(x)) < \varepsilon \), then there exists an open neighborhood \( U \) of \( x \), such that for every \( y \) in \( U \), \( \mathcal{A}_y \models \phi(\sigma(y)) < \varepsilon \).

**•** Let \( \varepsilon \) be a real number, \( x \in X \), \( \phi \) an \( \mathcal{L} \)-formula composed only of the logical metric connectives and perhaps the quantifier sup. If \( \mathcal{A}_x \models \phi(\sigma(x)) > \varepsilon \), then there exists an open neighborhood \( U \) of \( x \), such that for every \( y \) in \( U \), \( \mathcal{A}_y \models \phi(\sigma(y)) > \varepsilon \).

In particular, the above lemma is true for \( \mathcal{F} \)-restricted sentences. Lemma 1 can be proven by induction using density. This approach provides the setting to define the point-forcing relation on conditions.

**Definition 2** (Point Forcing). Given a metric sheaf \( \mathcal{A} \) over a topological space \( X \), we define the relation \( \models_x \) on the set of all conditions of the form \( \phi < \varepsilon \) and \( \phi > \varepsilon \) (where \( \phi \) is an \( \mathcal{L} \)-statement, \( \varepsilon \) is an arbitrary real number in \( (0,1) \) and \( x \in X \)). Furthermore, where in our definition \( \phi = \phi(v_1, \ldots, v_n) \) has free variables, the forcing at \( x \) will depend on specifying local sections \( \sigma_1, \ldots, \sigma_n \) of the sheaf defined on open sets around the point \( x \). Where necessary (for atomic formulas and the quantifier stage) we will indicate this.

Our definition is by induction on the complexity of \( \mathcal{L} \)-statements, and given for every \( \varepsilon \in (0,1) \) simultaneously.
Atomic formulas

- \( \mathfrak{A} \models x \ d(\sigma_1, \sigma_2) < \varepsilon \iff d_x(\sigma_1(x), \sigma_2(x)) < \varepsilon \)
- \( \mathfrak{A} \models x \ R(\sigma_1, \ldots, \sigma_n) < \varepsilon \iff R^\mathfrak{A}_x(\sigma_1(x), \ldots, \sigma_n(x)) < \varepsilon \)
- similar to the previous two, but with \( > \) instead of \( < \)

Logical connectives

- \( \mathfrak{A} \models x \max(\phi, \psi) < \varepsilon \iff \mathfrak{A} \models x \phi < \varepsilon \) and \( \mathfrak{A} \models x \psi < \varepsilon \)
- \( \mathfrak{A} \models x \max(\phi, \psi) > \varepsilon \iff \mathfrak{A} \models x \phi > \varepsilon \) or \( \mathfrak{A} \models x \psi > \varepsilon \)
- \( \mathfrak{A} \models x \min(\phi, \psi) < \varepsilon \iff \mathfrak{A} \models x \phi < \varepsilon \) or \( \mathfrak{A} \models x \psi < \varepsilon \)
- \( \mathfrak{A} \models x \min(\phi, \psi) > \varepsilon \iff \mathfrak{A} \models x \phi > \varepsilon \) and \( \mathfrak{A} \models x \psi > \varepsilon \)
- \( \mathfrak{A} \models x \ 1 - \phi < \varepsilon \iff \mathfrak{A} \models x \phi > 1 - \varepsilon \)
- \( \mathfrak{A} \models x \ 1 - \phi > \varepsilon \iff \mathfrak{A} \models x \phi < 1 - \varepsilon \)
- \( \mathfrak{A} \models x \phi \dot{-} \psi < \varepsilon \iff \mathfrak{A}_x \models \psi = 1 \) or \( \mathfrak{A}_x \models \psi = r \) for some \( r \in (0, 1) \) and one of the following holds:
  i) \( \mathfrak{A} \models x \phi < r \)
  ii) \( \mathfrak{A} \not\models x \phi < r \) and \( \mathfrak{A} \not\models x \phi > r \)
  iii) \( \mathfrak{A} \models x \phi > r \) and \( \mathfrak{A} \models x \phi < r + \delta \) for some \( \delta \in (0, \varepsilon) \).
- \( \mathfrak{A} \models x \phi \dot{-} \psi > \varepsilon \iff \mathfrak{A} \models x \phi > r + \varepsilon \) with \( r \) such that \( \mathfrak{A}_x \models \psi = r \)

Quantifiers

- \( \mathfrak{A} \models x \inf_{\sigma} \phi(\sigma) < \varepsilon \iff \text{There exists a section } \mu \text{ such that } \mathfrak{A} \models x \phi(\mu) < \varepsilon \).
- \( \mathfrak{A} \models x \inf_{\sigma} \phi(\sigma) > \varepsilon \iff \text{There exists an open set } U \ni x \text{ and a real number } \delta_x > 0 \text{ such that for every } y \in U \text{ and every section } \mu \text{ defined on } y, \mathfrak{A} \models_y \phi(\mu) > \varepsilon + \delta_x \)
- \( \mathfrak{A} \models x \sup_{\sigma} \phi(\sigma) < \varepsilon \iff \text{There exists an open set } U \ni x \text{ and a real number } \delta_x \text{ such that for every } y \in U \text{ and every section } \mu \text{ defined on } y \mathfrak{A} \models_y \phi(\mu) < \varepsilon - \delta_x \).
• $\mathfrak{A} \models_x \sup_\sigma \phi(\sigma) > \epsilon \iff$ There exists a section $\mu$ defined on $x$ such that $\mathfrak{A} \models_x \phi(\mu) > \epsilon$

The above definition and the previous lemma lead to the equivalence between $\mathfrak{A} \models_x \inf_\sigma (1 - \phi) > 1 - \epsilon$ and $\mathfrak{A} \models_x \sup_\sigma \phi < \epsilon$. More important, we can state the truth continuity lemma for the forcing relation on sections as follows.

**Lemma 2.** Let $\phi(\sigma)$ be an $\mathcal{F}$–restricted formula. Then

1. $\mathfrak{A} \models_x \phi(\sigma) < \epsilon$ iff there exists $U$ open neighborhood of $x$ in $X$ such that $\mathfrak{A} \models_y \phi(\sigma) < \epsilon$ for all $y \in U$.
2. $\mathfrak{A} \models_x \phi(\sigma) > \epsilon$ iff there exists $U$ open neighborhood of $x$ in $X$ such that $\mathfrak{A} \models_y \phi(\sigma) > \epsilon$ for all $y \in U$.

We can also define the point-forcing relation for non-strict inequalities by

• $\mathfrak{A} \models_x \phi \leq \epsilon$ iff $\mathfrak{A} \not\models_x \phi > \epsilon$ and

• $\mathfrak{A} \models_x \phi \geq \epsilon$ iff $\mathfrak{A} \not\models_x \phi < \epsilon$,

for $\mathcal{F}$–restricted formulas. This definition allows us to show the following proposition.

**Proposition 1.** Let $0 < \epsilon' < \epsilon$ be real numbers. Then

1. If $\mathfrak{A} \models_x \phi(\sigma) \leq \epsilon'$ then $\mathfrak{A} \models_x \phi(\sigma) < \epsilon$.
2. If $\mathfrak{A} \models_x \phi(\sigma) \geq \epsilon$ then $\mathfrak{A} \models_x \phi(\sigma) > \epsilon'$.

The fact that sections may have different domains brings additional difficulties to the problem of defining a metric function with the triangle inequality holding for an arbitrary triple. However, we do not need to consider the whole set of sections of a sheaf but only those whose domain is in a filter of open sets (as will be evident in the construction of the “Metric Generic Model” below). One may consider a construction of such a metric by defining the ultraproduct and the ultralimit for an ultrafilter of open sets. However, the ultralimit may not be unique since $E$ is not always a compact set in the topology defined by the set of sections. In fact, it would only be compact if each fiber was finite.
Besides, it may not be the case that the ultraproduct is complete. Thus, we proceed in a different way by observing that a pseudometric can be defined for the set of sections with domain in a given filter.

**Lemma 3.** Let $\mathcal{F}$ be a filter of open sets. For all sections $\sigma$ and $\mu$ with domain in $\mathcal{F}$, let the family $\mathcal{F}_{\sigma\mu} = \{ U \cap \text{dom}(\sigma) \cap \text{dom}(\mu) | U \in \mathcal{F} \}$. Then the function

$$\rho(\sigma, \mu) = \inf_{U \in \mathcal{F}_{\sigma\mu}} \sup_{x \in U} d_x(\sigma(x), \mu(x))$$

is a pseudometric in the set of sections $\sigma$ such that $\text{dom}(\sigma) \in \mathcal{F}$.

**Proof.** See [1].

In the following, whenever we talk about a filter $\mathcal{F}$ in $X$ we will be considering a filter of open sets. For any pair of sections $\sigma$, $\mu$ with domains in a filter, we define $\sigma \sim_{\mathcal{F}} \mu$ if and only if $\rho(\sigma, \mu) = 0$. This is an equivalence relation, and the quotient space is therefore a metric space under $d_{\mathcal{F}}([\sigma], [\mu]) = \rho(\sigma, \mu)$. The quotient space provided with the metric $d_{\mathcal{F}}$ is the metric space associated with the filter $\mathcal{F}$. If $\mathcal{F}$ is principal and the topology of the base space $X$ is given by a metric, then the associated metric space of that filter is complete. In fact completeness is a trivial consequence of the fact that sections are continuous and bounded in the case of a $\sigma$-complete filter (if $X$ is a metric space). However, principal filters are not interesting from the semantic point of view and $\sigma$-completeness might not hold for filters or even ultrafilters of open sets. The good news is that we can still guarantee completeness in certain kinds of ultrafilters.

**Theorem 1.** Let $\mathcal{A}$ be a sheaf of metric structures defined over a regular topological space $X$. Let $\mathcal{F}$ be an ultrafilter of regular open sets. Then, the induced metric structure in the quotient space $\mathcal{A}[\mathcal{F}]$ is complete under the induced metric.

In regards with the above theorem, it is worth noting the following connection between Cauchy sequences of sections in the pseudometric $\rho_{\mathcal{F}}$ and the regularity of the space $X$.

**Lemma 4.** Let $\mathcal{F}$ be a filter and $\{\sigma_n\}$ be a Cauchy sequence of sections according to the pseudometric $\rho_{\mathcal{F}}$ with all of them defined in an open set $U$ in $\mathcal{F}$. Then
1. There exists a limit function $\mu_\infty$ not necessarily continuous defined on $U$ such that $\lim_{n \to \infty} \rho_f(\sigma_n, \mu_\infty) = 0$.

2. If $X$ is a regular topological space and $\text{int}(\text{ran}(\mu_\infty)) \neq \emptyset$, there exists an open set $V \subset U$, such that $\mu_\infty \restriction V$ is continuous.

Proof. See [1]. □

Before studying the semantics of the quotient space of a generic filter, we define the relation $\models_U$ of local forcing in an open set $U$ for a sheaf of metric structures. The definition is intended to make the following statements about local and point forcing valid

$$\mathfrak{A} \models_U \phi(\sigma) < \varepsilon \iff \forall x \in U \mathfrak{A} \models_x \phi(\sigma) < \delta \text{ and }$$

$$\mathfrak{A} \models_U \phi(\sigma) > \delta \iff \forall x \in U \mathfrak{A} \models_x \phi(\sigma) > \varepsilon,$$

for some $\delta < \varepsilon$. This is possible as a consequence of the truth continuity lemma.

**Definition 3** (Local forcing for Metric Structures). Let $\mathfrak{A}$ be a sheaf of metric structures defined in $X$, $\varepsilon$ a positive real number, $U$ an open set in $X$, and $\sigma_1, \ldots, \sigma_n$ sections defined in $U$. If $\phi$ is an $F$-restricted formula the relations $\mathfrak{A} \models_U \phi(\sigma) < \varepsilon$ and $\mathfrak{A} \models_U \phi(\sigma) > \varepsilon$ are defined by the following statements

**Atomic formulas**

- $\mathfrak{A} \models_U d(\sigma_1, \sigma_2) < \varepsilon \iff \sup_{x \in U} d_x(\sigma_1(x), \sigma_2(x)) < \varepsilon$
- $\mathfrak{A} \models_U R(\sigma_1, \ldots, \sigma_n) < \varepsilon \iff \sup_{x \in U} R^\mathfrak{A}(\sigma_1(x), \ldots, \sigma_n(x)) < \varepsilon$

- Similar to the previous two, with $>$ instead of $<$ and sup replaced by inf

**Logical connectives**

- $\mathfrak{A} \models_U \max(\phi, \psi) < \varepsilon \iff \mathfrak{A} \models_V \phi < \varepsilon$ and $\mathfrak{A} \models_W \psi < \varepsilon$
- $\mathfrak{A} \models_U \max(\phi, \psi) > \varepsilon \iff$ There exist open sets $V$ and $W$ such that $V \cup W = U$ and $\mathfrak{A} \models_V \phi > \varepsilon$ and $\mathfrak{A} \models_W \psi > \varepsilon$
- $\mathfrak{A} \models_U \min(\phi, \psi) < \varepsilon \iff$ There exist open sets $V$ and $W$ such that $V \cup W = U$ and $\mathfrak{A} \models_V \phi < \varepsilon$ and $\mathfrak{A} \models_W \psi < \varepsilon$
\[ A \models_U \min(\phi, \psi) < \varepsilon \iff A \models_U \phi < \varepsilon \text{ and } A \models_U \psi < \varepsilon \]

\[ A \models_U 1^- \psi < \varepsilon \iff A \models_U \psi > 1^- \varepsilon \]

\[ A \models_U 1^- \psi > \varepsilon \iff A \models_U \psi < 1^- \varepsilon \]

\[ A \models_U \phi^- \psi < \varepsilon \iff \text{One of the following holds} \]

1) There exists \( r \in (0,1) \) such that \( A \models_U \phi < r \) and \( A \models_U \psi > r \)

2) For all \( r \in (0,1) \), \( A \models_U \phi < r \) if and only if \( A \models_U \psi < r \)

3) \( A \models_U \phi < \varepsilon \)

4) There exists \( r, q \in (0,1) \) such that

\[ A \models_U \phi > r \text{ and } A \models_U \psi < r \]

\[ A \models_U \phi < q + \varepsilon \text{ and } A \models_U \psi > q \]

and for all \( \delta < \varepsilon \) and \( A \models_U \phi > \delta \)

\[ A \models_U \phi^- \psi > \varepsilon \iff \text{There exists } q > 0 \text{ such that } A \models_U \psi < q \text{ and } A \models \phi > q + \varepsilon \]

**Quantifiers**

\[ A \models_U \inf_{\sigma} \phi(\sigma) < \varepsilon \iff \text{there exist an open covering } \{U_i\} \text{ of } U \text{ and a family of section } \mu_i \text{ each one defined in } U_i \text{ such that } A \models_{U_i} \phi(\mu_i) < \varepsilon \text{ for all } i \]

\[ A \models_U \inf_{\sigma} \phi(\sigma) > \varepsilon \iff \text{there exist } \varepsilon' \text{ such that } 0 < \varepsilon < \varepsilon' \text{ and an open covering } \{U_i\} \text{ of } U \text{ such that for every section } \mu_i \text{ defined in } U_i \]

\[ A \models_{U_i} \phi(\mu_i) > \varepsilon' \]

\[ A \models_U \sup_{\sigma} \phi(\sigma) < \varepsilon \iff \text{there exist } \varepsilon' \text{ such that } 0 < \varepsilon' < \varepsilon \text{ and an open covering } \{U_i\} \text{ of } U \text{ such that for every section } \mu_i \text{ defined in } U_i \]

\[ A \models_{U_i} \phi(\mu_i) < \varepsilon' \]

\[ A \models_U \sup_{\sigma} \phi(\sigma) > \varepsilon \iff \text{there exist an open covering } \{U_i\} \text{ of } U \text{ and a family of section } \mu_i \text{ each one defined in } U_i \text{ such that } A \models_{U_i} \phi(\mu_i) > \varepsilon \text{ for all } i \]
Observe that the definition of local forcing leads to the equivalences

\[ \mathcal{A} \Vdash_U \inf_{\sigma} (1^\omega \phi(\sigma)) > 1^\omega \varepsilon \iff \mathcal{A} \Vdash_U \sup_{\sigma} \phi(\sigma) < \varepsilon, \]

\[ \mathcal{A} \Vdash_U \inf_{\sigma} (\phi(\sigma)) < \varepsilon \iff \mathcal{A} \Vdash_U \sup_{\sigma} (1^\omega \phi(\sigma)) > 1^\omega \varepsilon. \]

The fact that we can obtain a similar statement to the Maximum Principle of [18] is even more important.

**Theorem 2** (The Maximum Principle for Metric structures). If \( \mathcal{A} \Vdash_U \inf_{\sigma} \phi(\sigma) < \varepsilon \) then there exists a section \( \mu \) defined in an open set \( W \) dense in \( U \) such that \( \mathcal{A} \Vdash_U \phi(\mu) < \varepsilon' \), for some \( \varepsilon' < \varepsilon \).

### 2.1. The Metric Generic Model and its theory

In certain cases, the quotient space of the metric sheaf can be the universe of a metric structure in the same language as each of the fibers. We examine in this section one such case: sheaves of metric structures over regular topological spaces, and a generic for filter of regular open sets. We do not claim that this is the optimal situation - however, we provide a proof of a version of a Generic Model Theorem for these Metric Generic models.

**Definition 4** (Metric Generic Model). Let \( \mathcal{A} = (X, p, E) \) be a sheaf of metric structures defined on a regular topological space \( X \) and \( \mathcal{F} \) an ultrafilter of regular open sets in the topology of \( X \). We define the Metric Generic Model \( \mathcal{A}[\mathcal{F}] \) by

\[ \mathcal{A}[\mathcal{F}] = \{ [\sigma]/\sim_\mathcal{F} | \text{dom}(\sigma) \in \mathcal{F} \}, \]

provided with the metric \( d_\mathcal{F} \) defined above (see Lemma [8] and subsequent discussion), and with

\[ f^{\mathcal{A}[\mathcal{F}]}([\sigma_1]/\sim_\mathcal{F}, \ldots, [\sigma_n]/\sim_\mathcal{F}) = [f^{\mathcal{A}}(\sigma_1, \ldots, \sigma_n)]/\sim_\mathcal{F} \]

with modulus of uniform continuity \( \Delta^{\mathcal{A}[\mathcal{F}]} = \inf_{x \in X} \Delta^{\mathcal{A}[x]} \).
\[ R^\mathcal{A}[\mathcal{F}]([\sigma_1]_\sim_\mathcal{F}, \ldots, [\sigma_n]_\sim_\mathcal{F}) = \inf_{U \in \mathcal{F} \cap [\sigma_1, \ldots, \sigma_n]} \sup_{x \in U} R_x(\sigma_1(x), \ldots, \sigma_n(x)) \] (3)

with modulus of uniform continuity \( \Delta^\mathcal{A}[\mathcal{F}]_R = \inf_{x \in X} \Delta^\mathcal{A}_R \).

\[ c^\mathcal{A}[\mathcal{F}] = [c]_\sim_\mathcal{F} \] (4)

Observe that the properties of \( d^\mathcal{F} \) and the fact that \( R^\mathcal{A} \) is continuous ensure that the Metric Generic Model is well defined as a metric structure. An important observation, also developed in full detail in [1] is that in our setting, \( R^\mathcal{A}[\mathcal{F}] \) is indeed uniformly continuous.

It is worth mentioning that part of the “generality” of the so called generic model is lost. This is indeed true and it is a consequence of the additional conditions that we have imposed on the topology of the base space (regularity) and on the ultrafilter to obtain a Cauchy complete metric space.

We can now present the Generic Model Theorem (GMT) for metric structures. This provides a nice way to describe the theory of the metric generic model by means of the forcing relation and topological properties of the sheaf of metric structures.

**Theorem 3** (Metric Generic Model Theorem). Let \( \mathcal{F} \) be an ultrafilter of regular open sets on a regular topological space \( X \) and \( \mathcal{A} \) a sheaf of metric structures on \( X \). Then

\[ \mathcal{A}[\mathcal{F}] \models \phi([\sigma]_\sim_\mathcal{F}) < \varepsilon \iff \exists U \in \mathcal{F} \text{ such that } \mathcal{A} \models_U \phi(\sigma) < \varepsilon \] (5)

\[ \mathcal{A}[\mathcal{F}] \models \phi([\sigma]_\sim_\mathcal{F}) > \varepsilon \iff \exists U \in \mathcal{F} \text{ such that } \mathcal{A} \models_U \phi(\sigma) > \varepsilon \] (6)

We now stress that the Metric Generic Model Theorem (GMT) has distinct but strong connections with the Classical Theorem (see [18, 20]). In the case of the Metric GMT, we can observe similarities in the forcing definitions if we
consider the parallelism between the minimum function and the disjunction, the maximum function and the conjunction, the infimum and the existential quantifier. On the other hand, differences are evident if we compare the supremum with the universal quantifier. The reason for this is that in this case the sentence 1\neg\neg(1\neg\phi), which is our analog for the double negation in continuous logic, is equivalent to the sentence \phi. Note that the point and local forcing definitions are consistent with this fact - i.e.,

\[ \mathfrak{A} \models_U 1\neg\neg(1\neg\phi) < \varepsilon \iff \mathfrak{A} \models_U \phi < \varepsilon, \]

\[ \mathfrak{A} \models_U 1\neg\neg(1\neg\phi) > \varepsilon \iff \mathfrak{A} \models_U \phi > \varepsilon. \]

As another consequence, the metric version of the GMT does not require an analog definition to the Gödel translation.

We close this section by introducing a simple example that illustrates some of the elements just described. We study the metric sheaf for the continuous cyclic flow in a torus.

Let \( X = S^1, E = S^1 \times S^1 \) and \( p = \pi_1 \), be the projection function onto the first component. Then, we have \( E_q = S^1 \). Given a set of local coordinates \( x_i \) in \( S_i \) and a smooth vector field \( V \) on \( E \), such that

\[ V = V_1 \frac{\partial}{\partial x_1} + V_2 \frac{\partial}{\partial x_2} \]

\[ V_1(p) \neq 0 \ \forall p \in S^1, \]

we can take as the set of sections the family of integrable curves of \( V \). The open sets of the sheaf can be described as local streams through \( E \). Complex multiplication in every fiber is continuously extended to a function between integral curves. Every section can be extended to a global section.

Let us study the metric generic model of this sheaf. Note that \( X \) is a topological regular space and that it admits an ultrafilter \( F \) of regular open sets. First, observe that \( \mathfrak{A}[F] \) is a proper subset of the set of local integrable curves. In fact, every element in \( \mathfrak{A}[F] \) can be described as the equivalence class of a global section in \( E \): For any element \([\sigma] \in \mathfrak{A}[F], \ U = \text{dom}(\sigma) \in F, \)
and there exists a global integral curve $\mu$ in $E$ such that $\rho_F(\sigma, \mu) = 0$. This result leads to the conclusion that every ultrafilter filter of open sets in $S^1$ generates the same universe for $\mathfrak{A}[F]$. Observe that every fiber can be made into a metric structure with a metric given by the length of the shortest path joining two points. This, of course, is a Cauchy complete and bounded metric space. Dividing the distance function by $\pi$, we may redefine this to make $d(x, y) \leq 1$, for $x$ and $y$ in $S^1$. Therefore, this manifold is also a metric sheaf. In addition, observe that complex multiplication in $S^1$ extends to the sheaf as a uniformly continuous function in the set of sections. For any element $[\sigma] \in \mathfrak{A}[F]$, let $U = dom(\sigma) \in F$ and $\mu$ be the global integral curve that extends $\sigma$. Thus, for arbitrary $\varepsilon > 0$

$$\mathfrak{A} \models_U d^\mathfrak{A}(\sigma, \mu) < \varepsilon$$

(7)

and as a consequence

$$\mathfrak{A}[F] \models d^\mathfrak{A}([\sigma], [\mu]) = 0.$$  

In addition, the metric generic model satisfies the condition that multiplication between sections is left continuous. Let $\eta$ and $\mu$ be sections whose domain is an element of the ultrafilter. For any $\varepsilon < 1/2$, if

$$\mathfrak{A} \models_{dom(\eta) \cap dom(\mu)} d(\eta, \mu) < \varepsilon$$

then for any other section $\sigma$ defined in an element of $F$, it is true that in $V = dom(\eta) \cap dom(\mu) \cap dom(\sigma)$

$$\mathfrak{A} \models_V d(\eta \sigma, \mu \sigma) < \varepsilon$$

(8)

and also

$$\mathfrak{A} \models_V 1 - \max(d(\eta, \mu), 1 - d(\eta \sigma, \mu \sigma)) < \varepsilon. \quad (9)$$

By the metric GMT, we can conclude that

$$\mathfrak{A}[F] \models 1 - \max(d^\mathfrak{A}([\eta], [\mu]), 1 - d([\eta][\sigma], [\mu][\sigma])) < \varepsilon$$

and since $\sigma, \eta$ and $\mu$ were chosen arbitrarily.

$$\mathfrak{A}[F] \models \sup_{\sigma} \sup_{\eta} \sup_{\mu} \left[1 - \max(d^\mathfrak{A}([\eta], [\mu]), 1 - d([\eta][\sigma], [\mu][\sigma]))\right] < \varepsilon.$$
Right continuity, left invariance and right invariance of this metric can be expressed in the same way.

3. Metric Sheaf for an infinite-dimensional projective Hilbert space

In this section we construct a sheaf model for a projective Hilbert space when the Hilbert Space has a countable orthonormal basis, with a self-adjoint operator whose domain is the full space. Infinite dimensional projective spaces are realized as the direct limit of finite dimensional ones. Here, we present such a construction in the context of model theory for metric structures [1, 19].

We define the sheaf for the lattice of finite subspaces of a Hilbert space as follows.

We fix a Hilbert space \( H \), a self-adjoint bounded operator \( A \) defined on \( H \) and a maximal set \( \{ x_k | k \in K \} \) of pairwise orthogonal eigenvectors of \( A \).

1. (Base space \( X \)) Let \( I \subset K \) be a finite index set and define \( l_I = \{ x_i | i \in I \} \). Also, let \( X = \mathcal{L}(H) = \{ l_I | I \subset K \) and \( |I| < \aleph_0 \}\) be the lattice of finite subsets of the fixed set of eigenvectors. We partially order \( X \) by

\[
l_I \prec l_J \text{ iff } I \subset J.
\]

The topology on \( X \) is generated by the basic open sets

\[
|l| = \{ l' \in \mathcal{L}(H) | l \prec l' \}.
\]

2. (Fibers of the Sheaf) Every fiber is a two-sorted topological structure

\[
E_I = (PV_I, J_I; E_{A_I}, A_I, (E_{K_\alpha})_\alpha, (K_\alpha)_\alpha, P)
\]

where \( \alpha \) ranges over an index set \( \Lambda \).

(a) \( PV_I \) is the finite-dimensional complex projective space associated to \( l_I \), constructed as follows. First, for \( l_I \in \mathcal{L}(H) \) define on the vector space \( V_I \) spanned by \( l_I \) in the complex field the equivalence relation \( \sim \) by

\[
y \sim x \iff \exists c \in \mathbb{C} \setminus \{0\} \text{ such that } y = cx,
\]
for $x$ and $y$ different to 0. Let $[y]$ be the equivalence class with representative element $y$ and

$$PV_I = \{[y] | y \in V_I \setminus \{0\} \}.$$ 

Thus, $PV_I$ is the complex projective space of $V_I$. The second sort is the closed interval $J_I$ corresponding to its numerical range, i.e., $J_I = \{(x, A_I x) : ||x|| = 1\}$ with the standard metric of the real set.

(b) We provide $PV_I$ with the Fubini-Study metric. This is a Kähler metric given by

$$d([x], [y]) = \arccos \sqrt{\frac{\langle x, y \rangle \langle y, x \rangle}{\langle x, x \rangle \langle y, y \rangle}},$$

where $\langle x, y \rangle$ is the inner product in the Hilbert space. This corresponds to the length of the geodesic in the finite dimensional sphere in $V_I$ connecting $y/||y||$ and $x/||x||$.

(c) The complex projective sort has symbols $A_I$, $E_{A_I}$ and $P$ to be interpreted as follows. First, notice that $\tilde{A}_I = A_I | V_I$ is a well defined linear operator in $V_I$. Then in $PV_I$, we interpret the expected value function $E_{A_I}$ for $A_I$ as

$$E_{A_I}([x]) = \frac{\langle \tilde{A}_I x, x \rangle}{\langle x, x \rangle}.$$ 

This is a function from the projective sort to the complex numbers. $A_I$ is the function symbol from the projective sort to itself associated with the operator $\tilde{A}_I$ and defined by

$$A_I[x] = [\tilde{A}_I x].$$ 

$P$ is a binary function symbol from the projective sort to the complex numbers, interpreted as follows

$$P([x], [y]) = \frac{\langle x, y \rangle \langle y, x \rangle}{\langle x, x \rangle \langle y, y \rangle}.$$ 

This can be regarded as the square of the projection of an equivalence class $[x]$ into the equivalence class $[y]$. We have also included into
the language additional symbols $K_\alpha$ and $E_{K_\alpha}$ to be interpreted in a similar way than $A_I$ and $E_{A_I}$ for a linear operator $K$ with trivial kernel defined in $V_I$.

3. (Sheaf topology) If a metric sheaf is such that every fiber is a multisorted structure, the topology for every sort should be given by sections in such a way that every function from one sort to another is continuous. Thus, we must extend the definition for a sheaf in Ref. 1 to include the following statement.

Let $S_{x1}, \ldots, S_{xn}$ be sorts of a model $E_x$, then the function $f^a_j = \cup_x f^x_j : \cup_x S_{x1} \times \cdots \times S_{xn} \to \cup_x S_{xm}$ must be continuous.

Thus, consider again our sheaf and let $[l_I]$ be a basic open set in $\mathcal{L}(H)$.

We define for each $[x]$ in $PV_I$ the function

$$\sigma_x : [l_I] \to \bigcup_{I \subset J} PV_J$$

$$\sigma_x(l_I) = [x]$$

and for each $c = (c_1, \ldots, c_{n_I})$ in $\mathbb{C}^{n_I}$

$$\mu_c : [l_I] \to \bigcup_{I \subset J} J_I$$

$$\mu_c(l_K) = \frac{\sum |c_i|^2 \lambda^I_{iI}}{\sum |c_i|^2}$$

where $l_K \in [l_I]$ and $\{\lambda^I_{iI}\}$ is the set of real eigenvalues $A_I$. These are the sections of our sheaf.

From the set of sections just defined it is clear that there are no global sections in the projective sort. Before showing that the sheaf is well defined, we need to stress that it is not possible to define an inner product in $PV_I$ as a function of the inner product in $V_I$ only. However, in the absence of an inner product we choose $P$ as a geometric descriptor for the projective sort. We say that $[x], [y]$ are orthogonal if $P([x], [y]) < \varepsilon$ for every $\varepsilon \in (0, 1)$. In this case they are also orthonormal. From the definition for the metric, we see that $P([x], [y])$ can be regarded as an angle between two elements in $PV_I$. 
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To show that the topological sheaf is well defined observe that \((A^\mathbb{R})^{-1}(\sigma_x)\) is a section for every \(\sigma_x\) by analyzing the inverse pointwise. To see that \(E^\mathbb{R}_A\) is continuous, for every \(c \in \mathbb{C}\) define

\[
S_c(I) = \left\{ [x] | c = \frac{\langle A^*_I x, x \rangle}{\langle x, x \rangle} \right\},
\]

observe that \(E^\mathbb{R}_A^{-1}(\mu_c) = \cup_I S_c(I)\) and that this set is a union of sections. Finally define

\[
S'_c(I) = \left\{ ([x], [y]) | c = \frac{\langle x, y \rangle \langle y, x \rangle}{\langle x, x \rangle \langle y, y \rangle} \right\},
\]

and observe that \(P^\mathbb{R}^{-1}(\mu_c) = \cup_I S'_c(I)\) is open in \(\bigcup_{(i)} PV^2_I\). Modulus of uniform continuity can be equally defined.

We claim that the generic model is an appropriate projective model for the description of many quantum mechanical systems. The structure of the generic model is not described by an application of the Metric Generic Model since the base space is not a regular topological space. Nevertheless, we can take the completion of the generic model and extend the interpretation of functions and relations accordingly.

**Theorem 4.** Let \(\mathfrak{A}[F]\) be the metric generic model associated with the sheaf defined above. The following are statements satisfied by this model.

1. There is an infinite number of orthonormal elements.
2. The function \(A^\mathfrak{A}[F]\) has an infinite number of eigenvalues.
3. \(A\) is not a bounded operator.
4. \(A^\mathfrak{A}[F]\) is continuous.

**Remark 1.** We may define the “dimension” of the projective sort in every fiber as the maximum number of mutually orthogonal elements. With this definition, statement 1 in the above Theorem says that our generic model is infinite dimensional.

**Remark 2.** The fact that \(A\) is bounded operator and at the same time continuous does not contradict the fact that these two properties of an operator are equivalent in a Hilbert space. (Neither the fibers nor the generic model are vector spaces.)
Proof. We only prove the first statement since the other cases are similar.

Clearly, it is enough to show that for every natural number $n$ we may find an open set $(I^i)$ in $F$ such that the corresponding fiber $E_I$ has at least $n$ many orthogonal elements. If $I$ has $n + 1$ elements, then we have that $\mathfrak{A}$ forces the condition

$$\max(P([\sigma_i], [\sigma_j])| i, j \in n) < \varepsilon$$

for every $\varepsilon$.

\[ \square \]

4. A Metric Sheaf for a projective Hilbert space with a unitary evolution operator

In this section we consider the case of a quantum mechanical system described by an operator $A_R$ that parametrically depends on the variable $R$ ($R$ will be interpreted as an element of a suitable topological space $X$). A particular realization will be the action of a unitary evolution operator on a Hilbert space, in which case the operator is time-dependent. Another instance will describe a system with space-dependent interactions. In the former case $R$ is time variable, while in the last this corresponds to a spatial coordinate. We intend to build our structures starting from projective Hilbert spaces just as in section $\S$ and we assume $R$ is an element of a regular topological space $X$. If a solution to the eigenvalue problem of $A_R$ exists for every possible value of $R$, we want to extend such a solution continuously to a neighborhood in $X$. The sheaf is therefore defined as follows

1. (Base space $X$) Let $R$ be an element of $X$. We choose $X$ to be a space with a basis of regular open sets.
2. (Fibers of the Sheaf) Every fiber is a two sorted topological structure

$$E_R = (PV_R, I_R; A_R, ||A_R||, E_{A_R}, P)$$

where (see section $\S$)
(a) $PV_R$ is the complex projective space of a Hilbert space $V_R$. The space $V_R$ is the domain of a self-adjoint and bounded finite operator $A_R$ that depends parametrically on $R$. Every operator has associated with itself the real number $||A_R||$ that represents its norm and a closed interval $I_R$ corresponding to its numerical range, i.e., $I_R = \{ \langle x, A_R x \rangle : ||x|| = 1 \}$. The last is our second sort with the standard metric of the real set. We can also introduce an operator in $PV_R$ with the same name by

$$A_R : PV_R \to PV_R$$

$$A_R [x] = [A_R x]$$

Since $PV_R$ is not a vector space, we may not expect $A_R$ to be linear.

(b) We provide $PV_R$ with the Fubini-Study metric as defined in Sec. 3.

(c) $E_{A_R}$ is a function symbol from the projective sort to the interval $I_R$ interpreted as follows

$$E_{A_R} ([x]) = \frac{\langle A_R x, x \rangle}{\langle x, x \rangle}$$

3. (Modulus of uniform continuity for $E_{A_R}$) The modulus of uniform continuity $\Delta_{E_{A_R}}$ for $E_{A_R}$ is obtained under the assumption that $A_R$ is bounded. In this case, $A$ is also uniformly continuous with respect to the Euclidean metric. Observe that,

$$||A_R|| = \sup_{||x||=1, ||y||=1} |\langle y, A_R x \rangle|$$

Let $x = y + h$, then

$$||A_R y - A_R x|| = ||A_R h|| \leq ||A_R|| ||h||$$
Now we show that the function $E_{AR}$ is uniformly continuous with respect to the Euclidean metric of the Hilbert space. It is enough to consider $x$ and $y$ of unit length:

$$\|\langle ARy, y \rangle - \langle ARx, x \rangle\| = \|\langle AR(h + h), x + h \rangle - \langle ARx, x \rangle\|$$

$$\leq |h|^2 \|\langle ARh/|h|, h/|h|\rangle\| + \|h\| \|\langle ARx, h/|h|\rangle\|$$

$$\leq |h|(|h| + 2)|AR| = \varepsilon_R$$

given that $||y - x|| = |h|$ we can take as a modulus of uniform continuity

$$\delta(\varepsilon) = \sqrt{1 + \frac{\varepsilon}{|AR|}} - 1.$$

It can be shown that this also implies that $E_A[x]$ is uniformly continuous as a function from $PV_R$ to $I_R$. We use the fact that $d_{FS}([x], [y])$ equals in magnitude the angle of the geodesic that connects two points $x/||x||$ and $y/||y||$ in the unit sphere $S^n$. Thus we can define the modulus of uniform continuity respect to $d_{FS}$ according to

$$\Delta_{E_{AR}}(\varepsilon_R) = \arccos\left(1 - \frac{\delta^2(\varepsilon_R)}{2}\right)$$

Similar arguments can be used to show that there is a modulus of uniform continuity for $A^\mathcal{A}$.

4. (The topology of the sheafspace) For the projective sort, we define sections in such a way that they respect the basis of the initial Hilbert space $V_R$. Let $\{x^R_i\}$ be a basis of orthonormal eigenvectors of $AR$ ordered according to

$$x^R_i \leq x^R_j \iff E_{AR}[x^R_i] \leq E_{AR}[x^R_j].$$

In case of $E_{AR}[x^R_i] = E_{AR}[x^R_j]$, choose any consistent ordering. Given a regular open set $U$ in $X$, and $c = [c_i] \in \mathbb{PC}^n$ we define a section $\sigma_c$ as

$$\sigma_c : U \to E_{PV_R}$$

$$\sigma_c(R) = \sum c_i x^R_i$$
For the numerical range sort, we define sections as follows

\[ \mu_c : U \rightarrow E_{IR} \]
\[ \mu_c(R) = \frac{\sum |c_i|^2 \lambda_i R}{\sum |c_i|^2} \]

where \( \{\lambda_i^R\} \) is the set of real eigenvalues \( A_R x_i^R = \lambda_i x_i^R \).

It remains to show that \( E^\mathfrak{A} \) and \( P^\mathfrak{A} \) are well defined, i.e., that they are continuous. This follows after noticing that \( E_A^{-1}(\mu_c) = \sigma_c \). Next, we investigate a few elements from the theory of the sheaf just defined. Consider first the formula

\[ \phi^\mathfrak{A}_{\text{norm}} = \inf_{[x]} [E_A[x] - ||A_R||] \]

which is a statement about \( ||A_R|| \). In our sheaf \( \mathfrak{A} \models_R \phi_{\text{norm}} < \varepsilon \) for all \( \varepsilon > 0 \). If there is \( \sigma_{\text{norm}} \), a global section such that \( \sigma_{\text{norm}}(R) = ||A_R|| \) for all \( R \in X \), then \( [\sigma_{\text{norm}}]/_{\sim_F} \) is a constant in \( \mathfrak{A}[[F]] \) and \( \phi^\mathfrak{A}_{\text{norm}} < \varepsilon \) is true in \( \mathfrak{A}[[F]] \) as well. In that case we can also state that \( ||A_R|| \) is unique. However, note that in this case the norm is not a real number but a section.

In the same fashion, the condition

\[ d_{FS}(A_R[\sigma_{1,0,...,0}]/_{\sim_F}, [\sigma_{1,0,...,0}]/_{\sim_F}) < \varepsilon \]

is forced in \( \text{dom}(\sigma_{1,0,...,0}) \) and this tells us that \( [\sigma_{1,0,...,0}] \) is an eigenvector of \( A_R \). Also, the condition and

\[ |E_A^{\mathfrak{A}[F]}[\sigma_{1,0,...,0}]/_{\sim_F} - [\mu_{1,0,...,0}]/_{\sim_F}| < \varepsilon \]

identifies the section, if any, in the numerical range sort that should be interpreted as the corresponding eigenvalue.

We may not have enough tools in our language to let the model know about the dimension of the projective spaces \( PV_R \) through local isomorphism to open subsets of \( \mathbb{R}^n \). However, the generic model knows about its dimension by means of the projective function \( P \). The analogy comes from a classical model of an
inner product space. As an example, consider the first order sentence in the language of an inner product space of “dimension 2”:

\[
\phi^{\text{classic}}_{\text{dim 2}} = \exists x_1 \exists x_2 \left( x_1 \neq x_2 \land \langle x_1, x_2 \rangle = 0 \land \forall x_3 \left( x_1 \neq x_3 \land x_1 \neq x_3 \land \langle x_1, x_3 \rangle \neq 0 \land \langle x_2, x_3 \rangle \neq 0 \right) \right)
\]

we write the analog metric sentence for our model, as follows

\[
\phi^{\text{metric}}_{\text{dim 2}} = \inf \inf \max \left( 1 - d_{FS}(\sigma_1, \sigma_2), P(\sigma_1, \sigma_2) \right) \sup \left( \max(1 - d_{FS}(\sigma_1, \sigma_3), 1 - d_{FS}(\sigma_1, \sigma_3), 1 - P(\sigma_1, \sigma_3), 1 - P(\sigma_2, \sigma_3)) \right)
\]

and the condition \( \phi^{\text{metric}}_{\text{dim 2}} < \varepsilon \) should be forced in a fiber if \( \dim(PV_R) = 2 \). As a trivial consequence, the same condition should be satisfied by the generic model if the dimension of \( V_R \) is the same for all \( R \in X \). A more interesting problem is to find a sheaf whose generic model is infinite dimensional and all whose fibers are finite dimensional. The following lemmas state the properties of the sheaf associated with an infinite dimensional metric generic model.

**Lemma 5.** The generic model for the above sheaf is infinite dimensional if and only if for every \( k \in \omega \), the family \( U_k = \{ R \in X \mid A \models_R \phi_{\text{dim}>k} < 2^{-k} \} \) is a subset of \( F \) such that \( \cap U_k = \emptyset \).

**Proof.** (⇒) Suppose that \( A[F] \models \phi_{\text{dim}>n} < \varepsilon \) for any \( \varepsilon > 0 \). Then it is true that there is a family \( \{ U_k \mid k \in \omega \} \) such that \( A \models_{U_k} \phi_{\text{dim}>k} < 2^{-k} \) and we might assume that \( U_{k+1} \supset U_k \). Thus, \( \cap U_k = \emptyset \) otherwise, there would exist an infinite fiber and this would contradict the lemma of truth continuity.

(⇐) Given \( \varepsilon > 0 \), there exists \( k \) such that \( 2^{-k} < \varepsilon \) and then \( A \models_{U_k} \phi_{\text{dim}>k} < \varepsilon \). Thus \( A[F] \models \phi_{\text{dim}>n} < \varepsilon \) for any \( \varepsilon \). \( \square \)

5. A Metric Sheaf for noncommuting observables with continuous spectra.

The following discussion will concentrate on the quantum mechanics for position and momentum operators, but can be extended to other observables with continuous spectrum.
The axiomatic framework of quantum mechanics dictates that every observable must be described by a self-adjoint operator acting in an appropriate Hilbert Space. Thus, we expect to find for position and momentum operators $\hat{x}$ and $\hat{p}$, with domain in the Hilbert space of the system, representing such observables. Using Dirac’s notation, the existence of elements in the Hilbert space, denoted by $|x\rangle$ and $|p\rangle$, such that the eigenvalue equations $\hat{x}|x\rangle = x|x\rangle$ and $\hat{p}|p\rangle = p|p\rangle$ hold, with $x, p \in \mathbb{R}$, is claimed. For many systems $x$ and $p$ can take any value in a measurable subset of $\mathbb{R}$ and therefore we call $\hat{x}$ and $\hat{p}$ operators with continuous spectrum.

The structure of the physical Hilbert space provided with these operators differs from the standard axiomatic definition adopted in Analysis. In particular, the inner product for the physical Hilbert space is not only complex valued, but can take values on the space of distributions. Using again Dirac’s notation, one defines the inner product of two position eigenstates $|x_o\rangle$, $|x_1\rangle$ by

$$\langle x_o| x_1 \rangle = \delta(x_o - x_1),$$

where $\delta(x)$ is the Dirac’s delta function. In the same way

$$\langle p_o| p_1 \rangle = \delta(p_o - p_1),$$

which implies that neither position nor momentum eigenstates can be normalized. In addition, the inner product between position and momentum eigenstates is given by

$$\langle p_o| x_o \rangle = \frac{1}{\sqrt{2\pi\hbar}} e^{-ix_o p_o/\hbar}.$$  

The physical Hilbert space has two basis sets: $\{|x\rangle|x \in \mathbb{R}\}$ and $\{|p\rangle|p \in \mathbb{R}\}$ which are related to each other by the relations

$$|p\rangle = \frac{1}{\sqrt{2\pi\hbar}} \int dx e^{-ix_o p_o/\hbar} |x\rangle,$$

$$|x\rangle = \frac{1}{\sqrt{2\pi\hbar}} \int dp e^{+ix_o p_o/\hbar} |p\rangle,$$

Letting $\hat{I}$ be the identity operator for the physical Hilbert space and $[A, B] = AB - BA$, we find that $[\hat{x}, \hat{p}] = i\hbar \hat{I}$. This result has as a consequence that
the observables $\hat{p}$ and $\hat{x}$ cannot be simultaneously measured in the lab with absolute accuracy (Heisenberg’s uncertainty principle). In the basis of position eigenstates, the representation for position and momentum operators is given by

$$\hat{x} \rightarrow M_x,$$  

$$\hat{p} \rightarrow -i\hbar \frac{\partial}{\partial x},$$

where $M_x$ is the multiplication operator by the constant $x$. Thus $\hat{p}$ is a differential operator in $L^2(\mathbb{R}, \mu)$ and therefore is only defined in a subset of the whole Hilbert Space. We can also find a representations for these operators in the basis given by the momentum eigenstates in which case $\hat{x}$ is a differential operator and $\hat{p}$ a multiplication operator.

The work from Laurent Schwartz on distributions \cite{schwartz} helped to clear up the notions that Dirac had introduced in the conceptual framework of quantum mechanics and that we have sketched above. In the subsequent discussion, we will find that a model-theoretical picture for the quantum mechanics of position and momentum operators is possible in a subset of the Schwartz space which we define next

**Definition 5.** The Schwartz space on $\mathbb{R}^n$ is the function space given by

$$S(\mathbb{R}^n) = \{ f \in C^\infty(\mathbb{R}^n) : \|f\|_{\alpha, \beta} < \infty \quad \forall \alpha, \beta \in \mathbb{N}^n \}$$

where $\alpha, \beta$ are multi-indices, and $C^\infty(\mathbb{R}^n)$ is the set of smooth complex valued functions from $\mathbb{R}^n$, and

$$\|f\|_{\alpha, \beta} = \sup_{x \in \mathbb{R}^n} |x^\alpha D^\beta f(x)|.$$

The sheaf that we are going to introduce, finds its motivation in the following definition for the Dirac’s distribution in $L^2(\mathbb{R})$:

$$\lim_{\tau \to 0} \frac{1}{\tau \sqrt{\pi}} e^{-x^2/\tau^2} = \delta(x),$$  

(21)
with the limit taken in the sense of distributions. This suggests that an imperfect representation \( \phi_\tau(x, x_o) \) for the physical vector state \( |x_o\rangle \) in \( \mathcal{L}^2(\mathbb{R}) \) is

\[
\phi_\tau(x, x_o) = \frac{1}{\tau \sqrt{2\pi \hbar}} e^{-\left(x-x_o\right)^2/2\hbar \tau^2}.
\]

The family of elements \( \{\phi_\tau(x, x_o)\} \) is a subset of the Schwartz space and, with the inner product in \( \mathcal{L}^2(\mathbb{R}) \), we find that

\[
\langle \phi_\tau(x, x_o), \phi_\tau(x, x_1) \rangle = \int dx \phi_\tau(x, x_o) \phi_\tau(x, x_1) = \phi_{2\tau}(x_1, x_o),
\]

and moreover the Fourier Transform acts on this family as

\[
FT(\phi_\tau(x, x_o)) = \frac{1}{\sqrt{2\pi \hbar}} \int dx e^{-i(x-x_o)(p-p_o)/\hbar} \phi_\tau(x, x_o) = \phi_{1/\tau}(p, p_o).
\]

We will find useful to replace the parameter \( \tau \) in Eq. (22) by the pair \( (\tau', t) \) in order to introduce time dynamics, letting \( \tau \) range in \( \mathbb{R} \) while \( t \) will be an element in \( \mathbb{C} \). Thus we define

\[
\phi_{(\tau,t)}(x, x_o) = \frac{1}{\sqrt{2\pi \hbar (\tau^2 + t)}} e^{-\left(x-x_o\right)^2/2\hbar (\tau^2 + t)}.
\]

Consequently, the physical inner product in Eq. (14) and the Fourier transform in Eq. (17) can be defined as a set of linear transformations in the family of Gaussian \( \phi_{(\tau,t)}(x, x_o) \), if we accept some imperfection in the representation given by the parameter \( \tau \). In order to find a representation for the operators \( \hat{x} \) and \( \hat{p} \), we will need to introduce a larger subspace of the Schwartz space that is closed under differentiation. The basis set for such vector space \( \mathcal{U}_\tau(\mathbb{R}) \) is given by

\[
\mathcal{U}_\tau(\mathbb{R}) = \{ q(x-x_o) \phi_{(\tau,t)}(x, x_o) : x, x_o \in \mathbb{R}, t \in \mathbb{C} \},
\]

with \( q(x-x_o) \) representing a polynomial of arbitrary order. From Eqs. (19) and
we find that \( \hat{x} \) and \( \hat{p} \) can be represented by the linear transformations

\[
\hat{x} : \mathcal{U}_\tau(\mathbb{R}) \to \mathcal{U}_\tau(\mathbb{R}) \tag{27}
\]

\[
\hat{x} [q(x - x_o)\phi_{(\tau,t)}(x,x_o)] = (x-x_o)q(x-x_o)\phi_{(\tau,t)}(x,x_o) \tag{28}
\]

\[
\hat{p} : \mathcal{U}_\tau(\mathbb{R}) \to \mathcal{U}_\tau(\mathbb{R}) \tag{29}
\]

\[
\hat{p} [q(x - x_o)\phi_{(\tau,t)}(x,x_o)] = -i\hbar q'(x-x_o)\phi_{(\tau,t)}(x,x_o) + \frac{i}{\sqrt{\tau^2 + t}}(x-x_o)q(x-x_o)\phi_{(\tau,t)}(x,x_o), \tag{30}
\]

where we have denoted by \( \mathcal{U}_\tau(\mathbb{R}) \) the space spanned by this basis. Notice by direct computation on an arbitrary element that these definitions imply that

\[
[\hat{x}, \hat{p}] = i\hbar \hat{I}, \text{ with } \hat{I} \text{ the identity operator.}
\]

We now introduce representations for the operators \( e^{it\hat{x}} \) and \( e^{it\hat{p}} \). The definition to be used next, follows from the properties of the operator \( e^{itM_x} \) and the unitary equivalence, via Fourier transformations, between \(-i\hbar \frac{\partial}{\partial x}\) and \( M_p \). First let us introduce a new vector space with basis

\[
\mathcal{V}_\tau(\mathbb{R}) = \{ q(p-p_o)\phi_{1/(\tau,t)}(p,p_o) : p,p_o \in \mathbb{R}, t \in \mathbb{C} \} \tag{31}
\]

with

\[
\phi_{1/(\tau,t)}(p,p_o) = \sqrt{\frac{\tau^2 + t}{2\pi\hbar}} e^{-(\tau^2 + t)(p-p_o)^2/2\hbar}, \tag{32}
\]

such that the Fourier Transform is represented as a function between the spaces spanned by \( \mathcal{U}_\tau(\mathbb{R}) \) and \( \mathcal{V}_\tau(\mathbb{R}) \) by

\[
FT : \mathcal{U}_\tau(\mathbb{R}) \to \mathcal{V}_\tau(\mathbb{R}) \tag{33}
\]

\[
FT(q(x - x_o)\phi_{(\tau,t)}(x,x_o)) = \frac{1}{\sqrt{\tau^2 + t}} q(p-p_o)\phi_{1/(\tau,t)}(p,p_o). \tag{34}
\]

In order to describe the unitary operators that depend on position and momentum operators we define

\[
e^{itf(\hat{x})} \phi_{(\tau,t)}(x,x_o) = e^{itf(x-x_o)} \phi_{(\tau,t)}(x,x_o) \tag{35}
\]

\[
e^{itf(\hat{p})} \phi_{(\tau,t)}(x,x_o) = FT^{-1} e^{itf(p-p_o)} FT \phi_{(\tau,t)}(x,x_o) \tag{36}
\]

where \( f(x) \) is a continuous function on \( x \). All these properties are natural from the vector spaces that we have defined and can be proven after integration in
$L^2(\mathbb{R})$. Importantly, the result of these integral transformations is recast in simple transformations between these families of Gaussians. By adapting these results, we can define a metric sheaf for a free particle in a one dimensional space (such that classical phase-space is $\mathbb{R}^2$ with physical states represented by points in phase-space of the form $(x,p)$).

**Definition 6.** The triple $\mathfrak{A} = (E, X, \pi)$ where

- $X = \mathbb{R}^+$ is the base space with the product topology.
- For $\tau \in X$ we let $E_\tau$ be a two sorted metric model where
  - $\mathcal{U}_\tau$ and $\mathcal{V}_\tau$ span the universe for each sort.
  - Every sort has as a metric space with the metric induced by the norm in $L^2(\mathbb{R})$.
  - Every sort is a model in the language of a vector space, with symbols for the inner product transformation $\langle \cdot \rangle_\mathcal{V}$ and $\langle \cdot \rangle_\mathcal{U}$, to be interpreted such that
    \[
    \langle q(x_o - x)\phi_{(\tau, t_1)}(x_o - x), r(x_1 - x)\phi_{(\tau, t_1)}(x_1 - x) \rangle_\mathcal{U} \\
    = q(x_o - x_1)r(x_o - x_1)\phi_{(\tau, t_1 + t_2)}(x_o - x_1)
    \]
    \[
    (37)
    \]
    \[
    \langle q(p_o - p)\phi_{1/(\tau, t_1)}(p_o - p), r(p_1 - p)\phi_{1/(\tau, t_1)}(p_1 - p) \rangle_\mathcal{V} \\
    = q(p_o - p_1)r(p_o - p_1)\phi_{1/(\tau, t_1 + t_2)}(p_o - p_1)
    \]
    \[
    (38)
    \]
  - function symbols for $\text{FT}$ and $\text{FT}^{-1}$ to be interpreted as in Eq. (33).
- The sheaf is constructed as the disjoint union of fibers: $E = \sqcup_{\tau \in X} E_\tau$.
- Sections are defined such that if $\tau \in U \subset X$,
  \[
  \sigma_{q, x_o, p_o, t}(\tau) = (q(x - x_o)\phi_{(\tau, t)}(x, x_o), q(p - p_o)\phi_{1/(\tau, t)}(p, p_o)).
  \]
- $\pi$, the local homeomorphism, is given by $\pi(\psi) = \tau$ if $\psi \in E_\tau$.
A few remarks are in order. First, the inner products $\langle \cdot, \cdot \rangle_U$ and $\langle \cdot, \cdot \rangle_V$ are not the objects frequently defined as the inner product in a Hilbert space. Instead, they are our representation for the physical inner product as defined by Dirac in each sort. Second, notice that in contrast with expression in Eq. (23), we enforce with our definition that image element of the mappings $\langle \cdot, \cdot \rangle_U$ and $\langle \cdot, \cdot \rangle_V$ preserves the imperfection parameter $\tau$. By doing this the inner products are well defined on every section. Third, since $X$ is a regular topological space it admits a non-principal filter of regular open sets. We are particularly interested in two kinds of generic metric models. In the first kind we look at generic models that capture the limit of vanishing $\tau$, for which we take the nonprincipal ultrafilter induced by the family of open regular sets $\{(0, 1/n) : n \in \mathbb{N}\}$. From the structure of the sheaf defined above, limit elements in the generic model coming from the $U$ sort with $t = 0$ must approach to the Dirac’s delta in position. Complementarily, the generic metric model that we obtain when we take the nonprincipal ultrafilter induced by the family of open regular sets $\{(n, \infty) : n \in \mathbb{N}\}$ must contain limit elements that represent Dirac’s distributions in momentum space.

Next, we show how this metric sheaf permits the computation of the quantum mechanical amplitude for a free particle, overcoming drawbacks found in previous works\textsuperscript{17}. The energy eigenstates of a physical systems in quantum mechanics are characterized by the Hamiltonian operator $\hat{H}$ and, in the case of a free particle this corresponds to

$$\hat{H} = \frac{\hat{p}^2}{2m}. \quad (39)$$

In terms of this operator, we may define the quantum mechanical propagator $K(x_1, x_o, t)$ for a free particle that “travels” from $x_o$ to $x_1$ in configuration space by

$$K(x_1, x_o, t) = \langle x_1, U(t)x_o \rangle \quad (40)$$

with

$$U(t) = e^{-it\hat{H}/\hbar} = e^{-it\hat{p}^2/2m\hbar} \quad (41)$$
We can calculate at each fiber $E_\tau$ the propagator $K(x_1, x_o, t)$ in Eq. (40) as follows

$$|x_o\rangle = \phi(\tau, 0)(x, x_o)$$  \hspace{1cm} (42)

$$U(t)|x_o\rangle = e^{-itp^2/2m\hbar}\phi(\tau, 0)(x, x_o)$$  \hspace{1cm} (43)

$$= FT^{-1}e^{-itM_p^2/2m\hbar}FT\phi(\tau, 0)(x, x_o)$$  \hspace{1cm} (44)

$$= FT^{-1}\left(e^{-it(p-p_o)^2/2m\hbar}\frac{1}{\tau}\phi_1(\tau, 0)(p, p_o)\right)$$  \hspace{1cm} (45)

$$= FT^{-1}\left(\frac{1}{\sqrt{2\pi}}e^{-(\tau^2 + it/m)(p-p_o)^2/2\hbar}\right)$$  \hspace{1cm} (46)

$$\langle x_1, U(t)|x_o\rangle = \langle \phi_\tau(x, x_1), \phi(\tau, it/m)(x, x_o)\rangle_{it}$$  \hspace{1cm} (50)

$$= \phi(\tau, it/m)(x_1, x_o)$$  \hspace{1cm} (51)

$$= \frac{1}{\sqrt{2\pi(\tau^2 + it/m)}}e^{-(x_1-x_o)^2/2\hbar(\tau^2 + it/m)}$$  \hspace{1cm} (52)

The result in Eq. (52) is the imperfect propagator at the fiber $E_\tau$. If we were to take the limit $\tau \to 0$ in this expression we will recover the exact form for the quantum mechanical amplitude, and this is precisely what our choice of the ultrafilter in the base space does: We take the nonprincipal ultrafilter induced by the family of open regular sets $\{(0, 1/n) : n \in \mathbb{N}\}$. Thus in the Generic model $\mathfrak{M}[\mathbb{F}]$ we recover the exact propagator as a limit element.

Our calculation for a free particle overcomes some of the difficulties found in Ref. 17 in two aspects: 1) the normalization of the propagator is correct (c.f. page 21 in that reference.) 2) The arbitrary scaling factors introduced in the time evolution operators (c.f. bottom part of page 19), necessary in their derivation to obtain the right form for the propagator are not required here. Furthermore, even though their construction is fine mathematically speaking, it appears to miss the following essential aspect of physics: the “eigenstates” in position and momentum are not normalizable and the physical inner product

$$\langle x_1, U(t)|x_o\rangle$$

34
can take values in the space of distributions. In contrast, one advantage of their formulation is that (unlike our formulation in terms of metric sheaves), they obtain a simple derivation for the propagator for the harmonic oscillator, in the cited reference (achieved at the expense of very complex scaling relations; c.f. bottom part page 23, Ref. 17).

6. Conclusion

We have revisited the basic definitions and properties of the model theory of metric sheaf structures, with a particular interest on the connections between local forcing on the sheaf and the satisfaction relation in the metric generic model. The last connection is fully described by the Generic Model Theorem. These results have been successfully applied to the study of physical systems in two cases: quantum mechanical systems represented by a Hermitian operator with pure point spectrum and quantum systems with two noncommuting operators with a continuous spectrum. For an operator with pure point spectrum we introduced a sheaf that describes, via forcing on finite-dimensional projective Hilbert spaces, the structure of the operator in a metric model for an infinite-dimensional projective Hilbert space (The Generic Model). For a system with two noncommuting operators, we specialized to the case of position and momentum. After describing the properties of the physical Hilbert space in such setting, we constructed a metric model for a free particle from a metric sheaf where two subsets of the Schwartz space are the universes in each two-sorted fiber. We found that the generic metric model has as a limit element the quantum mechanical propagator for this system, and that its properties can be studied via forcing on the metric sheaf. Further work in the structure of the metric sheaf will look for accurate computations of propagators of other more complex systems, including the harmonic oscillator.
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