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We study scenarios where a scalar field has a spatially varying vacuum expectation value such that the total field variation is super-Planckian. We focus on the case where the scalar field controls the coupling of a U(1) gauge field, which allows us to apply the Weak Gravity Conjecture to such configurations. We show that this leads to evidence for a conjectured property of quantum gravity that as a scalar field variation in field space asymptotes to infinity there must exist an infinite tower of states whose mass decreases as an exponential function of the scalar field variation. We determine the rate at which the mass of the states reaches this exponential behaviour showing that it occurs quickly after the field variation passes the Planck scale.

I. INTRODUCTION

There are a number of general expectations of quantum gravity. One of the most established being that quantum gravity does not have global symmetries. Such properties can be utilised as criteria for when an effective theory can be consistent with quantum gravity. An effective theory that exhibits the required properties is sometimes termed to be in the Landscape, while one which does not is termed to be in the Swampland [1]. One way of approaching the question of whether an effective theory is in the Swampland is by coupling it to gravity and looking at black hole solutions to this system. Then the consistency of such solutions with expectations from quantum gravity can lead to constraints regarding properties of the theory. An example of such methodology is the Weak Gravity Conjecture (WGC) which states that in a theory with a U(1) gauge symmetry, with coupling constant $g$, there must exist a charged particle with charge $q$ and mass $m_{\text{WGC}}$ such that [2]

$$qgM_p \geq m_{\text{WGC}}.$$

The arguments for the WGC are that if it is not satisfied then certain configurations in the theory, in particular monopoles and black holes, would behave against expectations from quantum gravity. The WGC has been the subject of intense studies recently, see [3–19] for an incomplete list of the most recent work. Henceforth we will drop the charge $q$ when referring to the WGC, it can be reinstated easily should it be required.

In this paper we adopt a similar approach, we consider configurations in the effective theory, coupled to gravity, where a scalar field in the theory adopts a spatially varying vacuum expectation value (vev). We will demand that this spatial configuration be consistent with expectations from quantum gravity and deduce from this constraints on the theory. In particular, we are interested in the case where the total scalar field vev variation is larger than the Planck scale.

The results of the work are naturally framed in the context of a conjectured property of quantum gravity proposed as conjecture 2 in [20]. The conjecture was one of a number relating to the idea of the Swampland, but for ease of notation we will refer to it as the Swampland Conjecture (SC). In [20] the SC was studied within a string theory context, and the evidence presented for it was based on string theory. We will consider it as a more general property of quantum gravity and present evidence for it not based on string theory.

Consider an arbitrary point in field space $\phi_0$, and displace a proper distance in field space $\Delta \phi$. The SC states that there exists an infinite tower of states, with mass scale $m_{\text{SC}}$, which, compared to the theory at $\phi_0$, are lighter at $\phi_0 + \Delta \phi$ by a factor of order $e^{-\alpha \Delta \phi}$. Here $\alpha$ is a positive constant which is fixed by the choice of direction of displacement in field space. As $\Delta \phi \to \infty$ the tower of states becomes massless. We can write this as

$$m_{\text{SC}} (\phi_0 + \Delta \phi) = m_{\text{SC}} (\phi_0) \Gamma (\phi_0, \Delta \phi) e^{-\alpha \Delta \phi}.$$

The function $\Gamma (\phi_0, \Delta \phi)$ accounts for the statement that the mass variation is of order the exponential. Our interpretation is that the SC is a statement about the asymptotic behaviour of field space, while $\Gamma$ accounts for the relatively unconstrained local structure of field space. The conjecture that the tower of states becomes massless implies that as $\Delta \phi \to \infty$ the magnitude of $\Gamma$ should be sub-dominant to the exponential factor. The quantitative behaviour of $\Gamma$ for finite $\Delta \phi$ is less clear, especially for arbitrary $\alpha$.

To make the finite $\Delta \phi$ behaviour more quantitative, let us denote as the Refined Swampland Conjecture the statement that the mass of the tower of states quickly flows to exponential behaviour for any $\Delta \phi > M_p$. More precisely, that $\Gamma (\phi_0, \Delta \phi) e^{-\alpha \Delta \phi} < 1$, and continues to decrease monotonically with an approximate minimal rate of $e^{-\alpha \Delta \phi}$, for $\Delta \phi > O(1)M_p$. We will make the $O(1)$ factor more precise, but the important point is that the refined SC refers to the idea that the SC behaviour is tied to Planck scale field variations. So not only a statement about asymptotic behaviour but also neither a statement about sub-Planckian $\Delta \phi$. This is supported by evidence from string theory. A non-trivial example was studied in [21] where variations in field space of so-called monodromy axions was studied. It was found that the exponential behaviour of the SC did manifest, and was reached quite rapidly for $\Delta \phi > M_p$.

The refined SC and the WGC can be naturally related
in a number of ways. The WGC can also be written as a statement about axions and instantons \[2, 5, 10, 13\]. It implies \(Sf \leq qM_p\) where here \(S\) is the action of instantons coupling to the axion, \(q\) is the instanton number and \(f\) is the axion decay constant. Requiring the instanton expansion to be under control, \(S > 1\), leads to the statement that the axion period, and therefore maximal variation, should be sub-Planckian. This result ties naturally to the refined SC since the exponential in \(2\) is incompatible with the periodicity of an axion. Therefore the field space can not change towards it for \(\Delta \phi > M_p\) and the only way to respect it is for the axion variation to be sub-Planckian. Another relation, pointed out in \[21\], is to consider a supersymmetric setting with a saxion field \(u\). Then the axion decay constant maps to the field space metric for \(u\), while \(u\) also controls the instanton action, so that we have \(\sqrt{g_{uu}}u \leq M_p\). Therefore for \(u \geq M_p\) the proper (canonically normalised) field space variation grows at best logarithmically with \(u\). Schematically \(\Delta \phi \leq \ln u\) for \(u \geq M_p\). This logarithmic behaviour is tied to the exponential behaviour of the SC as long as there is a tower of states whose mass is controlled by \(u\).

A particularly important relation for the purposes of this paper follows from the results in \[10, 16\] which lead to a statement that the particle of the WGC is the first in an infinite tower of states all of which satisfy the WGC. This was termed the (sub-)Local Weak Gravity Conjecture and is a natural sharpening of the Completeness Conjecture \[22, 23\]. The statement that the gauge coupling \(g\) measures a mass scale of a tower of states rather than the mass of a single state also matches its interpretation as a cut-off scale of the theory. \[24\] It is natural to identify the tower of states of the Lattice WGC with that of the SC. If we do this we can formulate a similar statement to the SC as a statement about the field dependence of a \(U(1)\) gauge coupling. Specifically the coupling should have a field dependence \(g(\phi)\) such that

\[
g(\phi_0 + \Delta \phi) = g(\phi_0) \Gamma(\phi_0, \Delta \phi) e^{-\frac{\Delta \phi}{\alpha g M_p}}.
\]

The statement \[3\] will be the relevant one for the analysis in this paper and we will therefore refer to it as the SC with the assumption of the relation to the WGC remaining implicit.

The relation between the WGC and SC also extends naturally to the methodology of this paper of studying spatial field variations. The WGC was motivated by considering charged black holes and monopoles \[2\], but if the gauge coupling is scalar field dependent then these objects induce a flow of the scalar field from a free value at infinity towards the black hole horizon or monopole centre. Importantly such flows can range over super-Planckian distances and therefore form testing grounds for the SC. Indeed, the connection between the SC and spatial field flows is also naturally related in the context of the Attractor Mechanism of Black Holes (see \[22\] for a review). For extremal black holes the proper distance to the horizon is infinite and this means that scalar fields flow to universal behaviour near the horizon, independent of their values at spatial infinity. This is tied to entropy properties of black holes. The horizon area depends on the scalar field values and the attractor mechanism ensures that they are fixed solely in terms of the quantised black hole charges. This is similar to the behaviour of the SC where a long flow in field space leads to universal behaviour, independent of the initial point, which is tied to quantum gravity physics. This relation between spatial distance and field distance will play an important role in our analysis.

II. A LOCAL WEAK GRAVITY CONJECTURE

We are interested in spatial field variations and would like to utilise the WGC. The first question is therefore how the WGC generalises for a spatially varying gauge coupling. For our purposes it is useful to consider the so-called magnetic formulation of the WGC \[2\]. The conjecture follows from the statement that the minimally charged monopole should not be a black hole. Consider a point monopole solution and associate to it a UV cut-off radius \(r_A\). The monopole mass behaves as \(m_{\text{mon}} \simeq \frac{1}{r_A g}\), and therefore for the monopole not to be a black hole we require \(\frac{1}{r_A} < g M_p\). We can rewrite this in terms of the energy density \(\rho\) in the gauge field at \(r_A\) as

\[
g M_p^2 > \rho (r_A)^{\frac{1}{2}}. \tag{4}
\]

So the magnetic WGC argument states that at energy densities above \(g M_p^2\) some QG physics becomes relevant. This can be naturally interpreted in terms of the electric WGC. The condition for a state of mass \(m_{\text{WGC}}\), which interacts only gravitationally, to be consistently decoupled from an effective field theory is that the Hubble scale \(H\) of the theory satisfies \(H M_p \simeq \rho^\frac{1}{2} < m_{\text{WGC}} M_p < g M_p^2\). \[26\] This also fits naturally with the Lattice WGC \[10, 16\] since the effective theory can not include an infinite tower of states. Note that the interpretation leads to a stronger condition than just the electric and magnetic WGC combined, since it imposes a constraint on the relative magnitude of the inequalities in the two statements.

We would like to generalise the WGC to the case of spatially varying gauge coupling. The expressions we will use are the natural local generalisations of the electric and magnetic WGCs

\[
g(r) M_p \geq m_{\text{LWGC}} (r), \tag{5}
\]

\[
g(r) M_p^2 > \rho (r)^{\frac{1}{2}}. \tag{6}
\]

We term these the electric and magnetic Local Weak Gravity Conjectures (LWGC). Here we restrict for simplicity to a spherically symmetric spatial configuration in which \(r\) denotes the radial co-ordinate. \(m_{\text{LWGC}} (r)\) denotes the energy scale associated to the (possible tower of) states of the WGC evaluated at \(r\). Perhaps a helpful way to think about the statement \[4\] is to consider the
tower of states as KK modes of an extra circle dimension whose radius $L(r)$ varies over space and is given by 

$$L(r) = \frac{1}{m_{\text{LWGC}}(r)}.$$ 

The first motivation for the LWGC comes from thinking about the realisation of the WGC in string theory. There the WGC amounts to an inequality between the magnitude of four-dimensional fields (see, for example, \cite{4, 5, 12, 13, 14, 27} for work on this). Typically these parametrise the extra-dimensional geometry. Since the fields can vary over space, the string theory setting naturally extends to a local statement. This is certainly manifest for the supersymmetric case where the WGC inequality is saturated. For example, so-called STU Black Hole solutions can be realised in string theory by considering type IIA string theory on a six-torus. The spatially varying fields are moduli parametrising the size of the tori. Dimensionally reducing the DBI action for wrapped branes on supersymmetric cycles matches the expression, in terms of the four-dimensional fields, of the associated closed-string gauge field coupling thereby realising the WGC equality locally. Once the local electric version of the conjecture is established the magnetic one can be deduced using the relation discussed above.

Another motivation for the LWGC comes from the statement that gravity should be the weakest force acting on a particle. This is a local statement. If there existed a space-time region where the LWGC is violated placing the particle in that region would lead to the gravitational force dominating. One consequence would be that gravitationally bound states of such particles would exist and lead to a large number of stable states as discussed in \cite{2}. Further motivation comes from thinking about the asymptotic spatial behaviour. It is expected that the WGC should hold at infinity away from the Black Hole, otherwise the particle emitted by the Black Hole decay can not escape to infinity. This is for example the criteria adopted in \cite{10}. On the other hand, the Black Hole decay is naturally associated to the region near the horizon. Indeed, the analysis of \cite{28} motivating the WGC is performed on the horizon. With good motivation for the WGC to hold on the horizon and at infinity it is natural to expect that it should hold at the intermediate region.

There is a subtlety in the logic of the relation between the electric and magnetic LWGC compared to the global WGC case. In the latter case, assuming the interpretation of their relation discussed above, we could write $m_{\text{LWGC}} M_p > \rho^2 |_{\text{Max}}$. So the mass of the states should be larger than the maximum Hubble scale, which is the correct restriction to decouple them from an effective theory in the case where their mass is constant in space. Therefore one possibility is to consider imposing the local version as $g(r) M^2_r \geq m_{\text{LWGC}}(r) M_p > \rho^2 |_{\text{Max}}$. This would be the correct restriction for writing down a Wilsonian EFT with a constant cut-off which captures the whole global solution. If such a statement would hold then our analysis would still be valid since it is a stronger requirement than \cite{10}. However, much stronger conclusions than the ones we present in this work would be implied. Indeed, for the settings studied in this work, where super-Planckian variations are associated to an exponential change in the gauge coupling, it would rule out super-Planckian spatial field variations altogether.

The weaker requirement \cite{10} does appear however to be a sufficient condition for consistency of the scalar field spatial configuration, even if it means we can not use a Wilsonian EFT with a constant cut-off. One way to motivate this is that if we imagine integrating out the WGC states exactly, the effective action would have higher dimension operators suppressed by $m_{\text{LWGC}} M_p$. However, as long as \cite{10} is satisfied these operators would be subleading when evaluated on the scalar field spatial configuration solution. In other words, at any local scale there is insufficient energy in the solution to excite the massive modes. Another reason is that the local energy scales should be the relevant ones. This can be taken to extremes by considering the attractor mechanism for extremal BH solutions. In such a setting the infinite horizon distance implies that fields forget their values at infinity. It would be strange to impose that the states should be heavier than the horizon energy scale an infinite distance away.

Let us present another motivation for the LWGC. We would like to consider how the monopole argument of \cite{2} is modified by a spatially varying gauge coupling. We do this by introducing a scalar field, denoted the dilaton, and allowing the coupling to be field dependent $g(\phi)$. A simple realisation of such a system arises from the action

$$S = \frac{1}{2} \int \sqrt{g} d^4 x \left[ R - 2 (\partial \phi)^2 - e^{2\alpha \phi} F^2 \right],$$

with $\alpha$ an arbitrary constant. We work with a mostly positive metric signature. Also from here on we work in units such that the reduced Planck mass is set to one $M_p = 2.4 \times 10^{18}$ GeV = 1, and only restate it for clarity purposes. We consider the simplest monopole solution, neglecting gravity, which takes the form (see for example \cite{29})

$$F = q \sin \theta d\theta \wedge d\phi, \quad \phi = -\frac{1}{\alpha} \ln \left[ g_\infty \left( 1 + \frac{r_F}{r} \right) \right],$$

and the gauge coupling is $g(r) = e^{-\alpha \phi}$. \cite{30} Here $q$ and $g_\infty$ are constants denoting the monopole charge and the gauge coupling at infinity respectively. We have that $r_F = \frac{q}{g_\infty}$ and it denotes the radius above which the dilaton behaves as a free field.

The solution neglects gravity and therefore must be cut-off at the scale at which gravitational effects become strong. This is denoted $r_N$ and calculated from equation \cite{33} in section \cite{11} to be

$$\frac{1}{r_N} \sim \frac{1}{g_\infty} \frac{e^{\frac{\alpha}{2}}}{r_F} \quad \text{for} \quad \alpha \gg \sqrt{2},$$

$$\frac{1}{r_N} \sim \frac{\alpha}{\sqrt{2} r_F} \quad \text{for} \quad \alpha \ll \sqrt{2}. \quad (9)$$
We can write the ratio appearing in the magnetic LWGC as

\[
g \left( r \right) \rho \left( r \right)^{\frac{3}{2}} = \frac{1}{2} \alpha^2 q \left( 1 + \frac{r}{r_\mathcal{F}} \right)^2 \, .
\]

Consider the unit charged monopole. It can be checked that the LWGC (6) is always satisfied as long as we stay in the region \( r > r_N \), where the Newtonian approximation is valid. In the small \( \alpha \) regime the dilaton decouples and we flow into the magnetic WGC constraint of [2]. However, in the large \( \alpha \) regime we have

\[
\rho \left( r_N \right)^{\frac{3}{2}} \simeq \frac{2g \left( r_N \right)}{\alpha^2} \simeq g_\infty \frac{2e^{\alpha^2}}{\alpha^2} \, .
\]

The energy density in the strong gravity regime is exponentially higher than the gauge coupling at infinity. So we could cut the theory off at a scale much higher than \( g_\infty \) and the monopole would still not collapse to a BH. This suggests that the local gauge coupling is the relevant one, supporting the LWGC formulation (6).

Note that the analysis presented is on the same footing as that of [2], though our conclusions are less strong. We showed that the monopole would not collapse to a BH if a version of the LWGC (6), where the gauge coupling at infinity is evaluated at infinity, is violated. This does not imply that the monopole would collapse to a BH if the LWGC as in (6) is violated. This is impossible to show consistently utilising only a solution that neglects gravity because the Newtonian regime utilised in the solution by definition breaks down before the collapse to a BH. It is perhaps natural to expect that the onset of strong gravity is signalling the collapse to a BH, but this is only an expectation. Note that if we consider the monopole solution without gravity, and just impose that the mass up to a cut-off \( r_{BH} \) should be smaller than the cut-off radius \( r_{BH} = \frac{2\pi}{e^{\alpha^2}} \left( 1 - \frac{2\pi^2}{\alpha^2} \right) \). It is interesting that for \( \alpha \geq \sqrt{2} \) there is no collapse to a BH. However, as stated, we can not trust this conclusion since it utilises information in the solution at scales smaller than \( r_N \).

In [10], it was suggested that, since the extremality bound for a black hole is modified in the presence of a massless dilaton, the WGC bound (11) should be modified accordingly. For our normalisation this would be \( g g \geq \sqrt{2} \left( 1 + \alpha^2 \right) m_{WGC} \). It is therefore natural to expect some analogous modification of the LWGC statements (6). However, such a modification would not substantially modify our analysis. Firstly, due to the fact that the \( \alpha \) factor only makes the bound on the mass of the states stronger, so the conclusions deduced from (6) would only be strengthened by such an additional factor. Secondly, due to the fact that we are interested in ratios of gauge couplings, as in (6), so if the factor is approximately constant it will drop out. And thirdly, due to such a pre-factor being small compared with the exponential behaviour of \( g \) we will argue for.

### III. SUPER-PLANCKIAN VARIATIONS IN WEAKLY-CURVED BACKGROUNDS

Having introduced the LWGC (6)-(8), we would like to utilise it in the context of a spatially varying scalar field solution. The general idea is as follows. The electric LWGC (5) allows us to translate the local value of the gauge coupling to a bound on the local value of the mass of the states. The magnetic LWGC (6) allows us to relate the spatial variation of the gauge coupling to the spatial variation of the energy density, and in turn, to that of the scalar field \( \phi \). The result will be a relation between the spatial dependence of the (bound on the) mass of the states and the spatial variation of \( \phi \). Such a spatial relation then implies an equivalent functional dependence of the mass on \( \phi \), leading to SC behaviour (2)-(3). In this section we will consider the case of a weakly-curved background while strongly-curved backgrounds will be studied in section IV.

We define weakly-curved backgrounds as those for which the Newtonian potential approximation of general relativity is valid, i.e. that the background metric is well described by

\[
ds^2 = - \left[ 1 + 2\Phi \left( r \right) \right] dt^2 + \left[ 1 - 2\Phi \left( r \right) \right] \left( dr^2 + r^2 d\Omega \right) \, ,
\]

where the Newtonian potential is small \( 2\Phi \left( r \right) \ll 1 \). We consider a single field action of the form

\[
S = \frac{1}{2} \int \sqrt{\mathcal{g}} d^4x \left[ R - 2 \left( \partial \phi \right)^2 - \frac{1}{2g \left( \phi \right)^2} F^2 \right] \, .
\]

Importantly, the functional form of \( g \left( \phi \right) \) is kept arbitrary. We also allow for an arbitrary spatial profile for \( \phi \left( r \right) \) as a solution to the equations of motion. This translates to allowing for an arbitrary background gauge field-strength profile which, in turn, is induced by an arbitrary charge density spatial distribution. The energy density is given by

\[
\rho \left( \phi \right) = 2 \left( \partial \phi \right)^2 + \frac{1}{2g \left( \phi \right)^2} \left| F^2 \right| \, .
\]

Here \( \left| F^2 \right| \) denotes the energy density associated to a gauge field kinetic term. We will utilise the simplifying approximation

\[
\rho \left( \phi \right) \approx 4 \left( \partial \phi \right)^2 \, ,
\]

This assumes that the two contributions to the energy density are of equal magnitude locally when evaluated in the background. The assumption is motivated physically by the fact that the spatial gradient of \( \phi \) is caused by the background gauge field strength. We should note that our conclusions will not dependent on (13). We could consider only the scalar field kinetic terms contribution to the energy density, as the following analysis relies only on a lower bound on the total energy density, resulting in

\[
\rho \left( \phi \right) \approx 2 \left( \partial \phi \right)^2 \, .
\]
a lower bound on the Newtonian potential. It would lead to the same results but with a factor of two difference.

The gauge coupling \( g(\phi) \) is a general function of \( \phi \). We would like however to constrain its dependence on the radial coordinate \( r \). We can parametrise this by writing

\[
g(r) = \gamma(r) r(\frac{g_r}{r})^\beta.
\]

In this section we will constrain the functional form of the \( \gamma(r) \) and \( \hat{\gamma}(r) \) functions. It is informative to consider the case where \( \gamma(r) \) and \( \hat{\gamma}(r) \) are constant. Then from 15 we deduce that

\[
\phi = \frac{1}{\alpha} \ln r,
\]

for some constant \( \alpha \). Now consider the variation of \( \phi \) between two arbitrary radial points \( r_F \) and \( r_\ast \), with \( r_F > r_\ast \). We can write

\[
\frac{g(r_F)}{g(r_\ast)} = \frac{g(\phi(r_F) + \Delta \phi)}{g(\phi(r_\ast))} = \frac{r_\ast}{r_F} = e^{-\alpha \Delta \phi},
\]

with

\[
\Delta \phi(r) \equiv \phi(r_F) - \phi(r_\ast).
\]

We see that the gauge coupling behaves exponentially with field variations, as in the Swampland Conjecture 3, 31. Further, the assumption of constant \( \gamma(r) \) and \( \hat{\gamma}(r) \) is mapped to the statement that \( \Gamma(\phi_0, \Delta \phi) = 1 \).

Note that to support behaviour as in 17, while keeping the background weakly-curved, we require that \( \alpha > 2\Delta \phi \). This follows by considering the Newtonian potential

\[
-2\Phi(r) = \frac{1}{2r} \int_0^r r'^2 \rho(r') dr' + \frac{1}{2} \int_r^\infty r' \rho(r') dr'.
\]

Let us pick out the contribution to the Newtonian potential at \( r_\ast \) from the interval

\[
\Delta \Phi \equiv \frac{1}{2} \int_{r_\ast}^{r_F} r' \rho(r') dr' = \frac{2\Delta \phi}{\alpha}.
\]

To be in a weakly-curved background we require \( \Delta \Phi < 1 \) which gives the stated bound on \( \alpha \).

### The quantitative nature of \( \hat{\gamma}(r) \) at finite \( \Delta \phi \)

The radial dependence in the factor \( \hat{\gamma}(r) \) corresponds to the deviation of the radial dependence of \( \phi \) from the logarithmic form 17. We therefore want to study the flow to logarithmic form as a function of \( \Delta \phi \). Consider an arbitrary power-law profile for \( \phi \)

\[
\phi(r) = \frac{\beta}{\alpha} \left( \frac{r}{r_F} \right)^\frac{1}{\beta},
\]

with \( \alpha \) and \( \beta \) arbitrary constants. We will consider \( \beta > 0 \), but the for negative \( \beta \) an almost identical analysis applies. The variation and its contribution to the Newtonian potential read

\[
\Delta \phi = \frac{\beta}{\alpha} \left( 1 - \left( \frac{r_\ast}{r_F} \right)^\frac{1}{\beta} \right),
\]

\[
\Delta \Phi = \frac{\Delta \phi}{\alpha} \left( 1 + \left( \frac{r_\ast}{r_F} \right)^\frac{1}{\beta} \right).
\]

It is informative to consider the limit \( \Delta \phi \to \infty \). The Newtonian potential implies a bound \( \beta > (\Delta \phi)^2 \). Hence large field variations are only possible for increasingly fractional powers of \( r \), and since

\[
\beta \left( 1 - x^{\frac{1}{\beta}} \right) = -\ln(x) + \mathcal{O}(1/\beta),
\]

for fixed \( x = r_\ast / r_F \) we observe the logarithmic behaviour \( \gamma(r) = 1 \) emerging.

There are different ways to choose \( \alpha \) and \( \beta \) such that \( \Delta \phi \to \infty \). In any case \( \alpha \to \infty \) and \( \beta \to \infty \) but the important parameter is \( \epsilon \equiv \frac{\beta}{2\alpha} \). Let us define \( y = \frac{1}{\alpha} \ln \left( \frac{r_F}{r_\ast} \right) \). Now assume that \( \alpha y \ll \beta \), so \( \Delta \phi \approx y \) and \( \Delta \Phi \approx \frac{2\epsilon}{\beta} \). At weak curvature \( y \) is bounded by \( \frac{1}{\beta} \). Therefore the assumption holds if \( \epsilon \ll 1 \). In this regime the field variation asymptotes to logarithmic with the precise limit corresponding to \( \epsilon \to 0 \). In this limit, assuming constant \( \gamma(r) \), and utilising 15, we reach precisely 18. We will return to an analysis of \( \gamma(r) \) in the next sub-section. If we keep \( \epsilon \) free the general expression reads

\[
\frac{g(\phi(r_F) + \Delta \phi)}{g(\phi(r_\ast))} = \left( 1 - \frac{2\epsilon}{\alpha} \Delta \phi \right) \left( \frac{r_\ast}{r_F} \right)^\frac{1}{\beta} = 1.
\]

Since \( (\Delta \phi)^2 < \frac{\beta ^2}{2\alpha} \), we can determine that the \( \Gamma \) factor in 3 satisfies \( \Gamma(\phi(r_F), \Delta \phi) e^{-\alpha \Delta \phi} < 1 \) for \( \Delta \phi > 1 \). We can also determine the properties of \( \Gamma \). The parameter \( \epsilon \) controls the range of \( \Delta \phi \) for which \( \Gamma \approx 1 \). Specifically the approximate equality holds for \( \Delta \phi \ll \frac{1}{\sqrt{2\epsilon}} \). The function \( \Gamma \) is smaller than one for \( \Delta \phi > 1.2 \).

To summarise, we observe the following behaviour. Taking \( \Delta \phi > 1.2 \) implies a bound

\[
\frac{g(\phi(r_F) + \Delta \phi)}{g(\phi(r_\ast))} \leq \frac{g(\phi(r_\ast) + \Delta \phi)}{g(\phi(r_\ast))} e^{-\alpha \Delta \phi}.
\]

The bound is saturated if we take the large \( \Delta \phi \) limit as \( \epsilon \to 0 \). The behaviour matches that of the SC 4 but with the equality replaced by an inequality. We see that we reach the exponential behaviour very quickly as \( \Delta \phi > 1 \), and that the exponential decrease of \( g \) is in fact the minimal one. We also find that \( \alpha > 2\Delta \phi \). However this last fact is a consequence of working in a weakly-curved background, for backgrounds with large curvature we will find no such restriction.

Our analysis assumed the power-law profile for \( \phi(r) \) 21 as a starting point. This was required to determine
the behaviour of $\rho (r)$, and also to quantify the flow towards logarithmic behaviour with $\Delta \phi$. However, if we assume a power-law profile for $\rho (r)$ or $g (r)$, then we can determine a bound on $g (\phi)$ without having to use an ansatz for $\phi (r)$. The point is that for a fixed Newtonian potential $\Delta \Phi$, the logarithmic profile for $\phi$ is the one leading to the maximal bound \[32\]. So we can write

$$
\Delta \phi |_{\text{Max}} = \frac{1}{\alpha} \ln \left( \frac{r_F}{r_s} \right), \quad \Delta \Phi = \frac{2}{\alpha} \Delta \phi |_{\text{Max}}.
$$

Combining these we reach a universal bound \[32\]

$$
\frac{r_s}{r_F} \leq e^{-2(\Delta \phi)^2} \leq e^{-\alpha \Delta \phi}.
$$

This is sufficient to establish the exponential behaviour of the gauge coupling in $\Delta \phi$ if we assume a power-law behaviour in $r$. We see also that it is universal to require exponentially large ratio of radii for super-Planckian variations. This makes power-law behaviour very natural, since it is reasonable to expect the highest power of $r$ to dominate in a polynomial function given its exponentially large value.

### The quantitative nature of $\gamma (r)$ at finite $\Delta \phi$

The factor $\gamma (r)$ measures how the gauge coupling tracks the energy density \[16\]. In deducing the exponential behaviour \[18\] we must consider

$$
g (\phi (r_s) + \Delta \phi) \leq \frac{\gamma (\phi (r_s) + \Delta \phi)}{\gamma (\phi (r_s))} e^{-\alpha \Delta \phi},
$$

where we assumed a constant $\bar{\gamma} (r)$. The $\Gamma$ factor in \[43\] is therefore given by

$$
\Gamma (\phi (r_s), \Delta \phi) = \left( \frac{\gamma (\phi (r_s) + \Delta \phi)}{\gamma (\phi (r_s))} \right).
$$

In order to place a bound on the $\Gamma$ we only need to limit the possible increase of $\gamma (r)$. Using the magnetic LWGC \[43\] we have a lower bound $\gamma (r) \geq 1$. Therefore to constrain the increase in $\gamma$ we only need to constrain its maximum value. Further, we only need to constrain its value at $\phi (r_s) + \Delta \phi$ which is the long-distance part of the problem.

Let us assume that $\gamma$ behaves, at least approximately, monotonically with $r$. Then we need to bound it at the maximum radius. For large enough $r$ the field $\phi$ behaves as a free field since any localised charge density dies off at infinity. Let us denote the radius where the free-field behaviour begins as $\tilde{r}_F$. This can be defined by comparing the approximate energy density in the logarithmic regime $\rho \approx A/r^2$ with the asymptotic one $\rho \approx B/r^4$ and then solving for $r$. A free field cannot undergo a super-Planckian variation \[32\] (this is the case $\beta = -1$ in the previous section). Therefore, in considering super-Planckian variations, we can consider variations up to $\tilde{r}_F$ with generality $r_F \leq \tilde{r}_F$. The maximum value for $\gamma$ is therefore obtained at $\gamma (\tilde{r}_F)$.

The free-field regime is outside of any charge density profile and therefore the behaviour of the gauge field-strength is simple. For the case of a single $U (1)$, with purely magnetic charges, $F \sim \frac{Q}{g}$, where $Q$ is the integrated charge density. We can utilise this to estimate the value of $\gamma (\tilde{r}_F)$.

The equation of motion for $\phi$ takes the form

$$
4 \nabla^2 \phi = \partial_\phi \left( \frac{1}{2g(\phi)^2} \right).
$$

In general, we do not know the behaviour of $g$ at length scales smaller than the free-field radius $\tilde{r}_F$. However, assuming that $\Delta \phi > 1$ before we reach $\tilde{r}_F$ means that near $\tilde{r}_F$ we have $\phi \approx \frac{1}{\alpha} \ln r$. This behaviour stops at the free-field regime when the right hand side of \[31\] takes the form $-\frac{1}{2} \nabla^2 \phi (\ln g)$

Equating the two leads to the estimate

$$
\tilde{r}_F^2 \approx -\frac{1}{\alpha Q^2 \partial_\phi (\ln g)}.
$$

Using this to estimate both the gauge field and scalar kinetic-term contributions to the energy density we can write $\gamma (\tilde{r}_F) \approx \frac{1}{2} \alpha Q \left( \frac{\partial_\phi (\ln g)^2}{\frac{\alpha}{|\partial_\phi \ln g|}} \right)^{\frac{1}{2}}$. We therefore obtain

$$
\Gamma (\phi (r_s), \Delta \phi) \lesssim \frac{1}{2} \alpha \left( \frac{\alpha |\partial_\phi \ln g|^2}{\alpha + |\partial_\phi \ln g|} \right)^{\frac{1}{2}}.
$$

Note that we have dropped the charge $Q$ since this would have to drop out of any ratio of the gauge coupling \[43\].

If we take $g \sim e^{-\alpha \phi}$ near $\phi (\tilde{r}_F)$ then we obtain the magnitude estimate $\Gamma (\phi (r_s), \Delta \phi) \lesssim \alpha^2/2^2$. This gives $\Gamma (\phi (r_s), \Delta \phi) \approx 0 < 1$ for $\Delta \phi > 1$. In taking $g \sim e^{-\alpha \phi}$ we assumed that at $\tilde{r}_F$ we are already in the regime where $\Gamma$ is approximately constant relative to the exponential. Accounting for the variation of $\Gamma$ with $\phi$, recalling that it is assumed to be monotonically increasing, would imply a smaller derivative of $\ln g$ and only lead to a stronger bound on $\Gamma$.

It is also possible that $g$ decreases faster with $\phi$ than $e^{-\alpha \phi}$, leading to a larger gradient and therefore a weaker bound on $\Gamma$ \[32\]. However, the possible increase in the magnitude of $\Gamma$ would be far outweighed by the faster decrease of $g$. To make this precise, we can write

$$
g (\phi (r_s) + \Delta \phi) \leq g (\phi (r_s)) \left( \frac{\alpha |\partial_\phi \ln g|^2}{\alpha + |\partial_\phi \ln g|} \right)^{\frac{1}{2}} |_{\phi (r_s) + \Delta \phi},
$$

for $\Delta \phi > \frac{1}{\alpha}$. Then consider for example $g \sim e^{-p \phi}$ near $\phi (r_s) + \Delta \phi$, such that for large $p$ the bound \[43\] becomes weak. Without loss of generality we can assume that $p > \alpha$, since that \[43\] assumes the form $g (\phi (r_s) + \Delta \phi) \leq g (\phi (r_s)) \cdot p$. Varying the field a further $\delta \phi$, leads to $g (\phi (r_s) + \Delta \phi + \delta \phi) \leq g (\phi (r_s)) e^{-p \delta \phi} < g (\phi (r_s))$ for $\delta \phi > \frac{1}{p}$. Therefore after a total variation of $\Delta \phi + \delta \phi = \frac{p}{e} < 1$ we find that the gauge coupling has
decreased. There is a subtlety due to the possibility that there could be a sharp increase in the derivative of $g$ only near the value $\phi(\hat{r}_F)$ so that the further variation of $g$ by $\delta \phi$ is small but the bound on $\Gamma$ becomes weak. Such functional behaviour appears to be difficult to justify, but is worth noting as a possibility.

Another, perhaps more naive way to estimate the free field radius is by applying the same procedure as above not to the equations of motion but to the energy densities in the solution. We expect the energy density that sources the gradient of $\phi$ not to exceed the gradient energy density itself

$$2(\partial \phi)^2 \lesssim \frac{1}{2g^2} ||F^2|| .$$  \hspace{1cm} (34)

Evaluating this at the free field radius, assuming again the logarithmic profile for $\phi$ and the monopole solution for $F$, we estimate the free field radius as

$$\hat{r}_F^2 \lesssim \frac{\alpha^2 Q^2}{2g^2} .$$  \hspace{1cm} (35)

Using this now to estimate the total energy density at the free field radius $\hat{r}_F$, we can write $\gamma(\hat{r}_F) \lesssim Q\alpha^2/2^\frac{1}{2}$. Combining this with the magnetic LWGC \cite{10}, we therefore obtain

$$\Gamma(\phi(r_\ast), \Delta \phi) \lesssim \frac{\alpha^2}{2^\frac{1}{2}} ,$$  \hspace{1cm} (36)

where we have dropped the charge again. This correctly reproduces the result of the more careful analysis using the equations of motion. The reason for this can be traced back to the fact that the assumption $\rho_F \gtrsim \rho_\phi$, evaluated using the estimate for $\hat{r}_F$ from the equations of motion, leads to the bound $|\partial \phi \ln g| \lesssim \alpha$.

The analysis presented relied on the assumption that $\gamma(r)$ behaves approximately monotonically between $r_F$ and $\hat{r}_F$. If this is not the case then the results would still apply if we restrict $r_F$ to be equal to the free-field radius $r_F = \hat{r}_F$, so that $\gamma(r_F) = \gamma(\hat{r}_F)$ can be evaluated by the same argument, assuming monotonic behaviour between $r_\ast$ and $r_F$. In fact, we can, at least approximately, set $r_F = \hat{r}_F$ by an appropriate choice of the free value of $\phi$ at infinity. Since the flow from infinity to $\hat{r}_F$ is always sub-Planckian the value $\phi(\hat{r}_F)$ is arbitrarily chosen to within a sub-Planckian distance. Therefore we can set it to $\phi(r_\ast) + \Delta \phi$ for arbitrary $\Delta \phi$.

Note that the analysis is a conservative one in that the factor $\gamma(r_\ast)$ serves to soften the ambiguity from $\gamma(r)$. Indeed, we do not need to argue that $\gamma(r_F)$ is sub-dominant to an exponential but only that its variation is so. For example, for the dilaton-monopole solution $\frac{\gamma(r)}{\gamma(r_{\ast})} < 4$.

To summarise, we presented arguments in favour of the contribution of $\gamma(r)$ to the factor $\Gamma(\phi_0, \Delta \phi)$ being sub-dominant to the exponential dependence on $\Delta \phi$ for $\Delta \phi > 1$. Note that as $\Delta \phi \to \infty$ the factor $\gamma(r)$ is the only contribution to $\Gamma$, since we presented arguments that $\gamma(r)$ flows to a constant in this limit.

The monopole-dilaton system discussed in section \textbf{III} is an informative example of the general structures discussed in this section. The factor $\gamma(r_F) = 2\alpha^2$. The Newtonian radius $r_F$ is calculated using (20) by setting $\Delta \Phi = 1$ with a lower integration bound of $r_N$ and sending the upper bound to infinity.

$$\Delta \Phi(r_N) = \frac{2r_F^2}{\alpha^2} \int_{r_N}^{\infty} \frac{dr'}{r'(r' + r_F)^2} = 2 \left[ -\frac{r_F}{r_N + r_F} + \ln \left( \frac{r_N + r_F}{r_N} \right) \right] \sim 1 .$$  \hspace{1cm} (37)

This can be solved approximately for large and small $r_N/r_F$ and the result is given by \cite{12}. As stated in section \textbf{III} the LWGC \cite{10} is always satisfied in this solution. We can also check that the solution is consistent with more general constraints. The length scale cut-off of the system should be above the Planck length $r_N > 1$. We should also require that the gauge coupling remains perturbative at $r_N$. Both of these are satisfied as long as $g_\infty < e^{-\alpha^2}$. Therefore we require to go to exponentially weak coupling at infinity.\cite{13}

In this section we utilised the assumption that the background involves only magnetic charges, for example in the derivation of (32). The case of only electric charges is simply related by electric-magnetic duality. The case of a dyonic object can lead to more complicated behaviour. However, electric and magnetic charges force the gauge coupling in opposite directions and so a large monotonic variation is only possible when one of the charges dominates. We therefore work within this regime.

The discussions in this section, and also in section \textbf{II} often utilised large values of the parameter $\alpha$. There are some useful points to note about this. The first is that the necessity of large $\alpha$ is tied to extracting the relevant physics from a weakly-curved background. In the strongly-curved backgrounds studied in the next section such a restriction does not arise. Secondly, we have argued that the SC exponential behaviour appears very quickly for super-Planckian field variations, so practically the results hold even for relatively small $\alpha$. Finally, we note that at least in simple string theory settings $\alpha$ is typically not adjustable to large values $\alpha \sim 1$. It is not clear to us if there is a deep reason behind this within the context of this work.

\textbf{IV. SUPER-PLANCKIAN VARIATIONS IN STRONGLY-CURVED BACKGROUNDS}

In this section we generalise the results on super-Planckian spatial field variation to backgrounds which have substantial curvature. The first step is to define how the LWGC \cite{10}-\cite{13} should be interpreted in regions of strong curvature. The logic is the same as that presented in section \textbf{III}. The electric WGC sets a mass scale, which can be interpreted as a length or curvature scale of
some extra dimensions. Then for the solution to be effectively four-dimensional we require the four-dimensional local curvature scales to be smaller than this. Alternatively we can think directly about the magnetic WGC and replace the energy density with a relativistic invariant capturing the same physics. Both these considerations lead naturally to imposing

$$\sqrt{R (r)} < g (r) M_p .$$

(38)

Here $R$ is the Ricci scalar which is taken as a measure of the local curvature scale. This is the weakest formulation of the constraint. Stronger versions can be obtained by considering curvature invariants, such as $(R_{\mu \nu} R^{\mu \nu})^{1/4}$, since they can be much larger than $R$. The strongest constraint would be a bound on individual components of the energy-momentum and Ricci tensors. However, for our purposes, the Ricci scalar expression \[38\] will suffice.

We can write the analogous statement to \[16\] as

$$g (r) = \gamma_R (r) \sqrt{R (r)} .$$

(39)

There will be no analogue to the $\tilde{\gamma}$ factor in \[16\] as we will determine the profile of $\phi (r)$ directly. It is important to note that the $\gamma_R$ factor is not on the same footing as the $\gamma$ factor in section \[11\]. The $\gamma$ factor is defined relative to the total energy density, which we have estimated via \[16\] as two times the scalar gradient one, while $\gamma_R$ is sensitive only to the contributions to the energy momentum tensor which have non-vanishing trace. So $\gamma_R$ is analogous to $\gamma$ defined relative to only the contribution of the scalar field kinetic terms to the energy density. This is a consequence of using the weak version \[35\] as opposed to, for example, a curvature invariant sensitive to the full components of the energy momentum tensor.

We consider again the general action \[13\]. However we now consider the most general spherically symmetric static background metric

$$\text{d} s^2 = e^{2 U (r) \text{d} t^2} + e^{-2 U (r)} (\text{d} r^2 + f (r) r^2 \text{d} y^2) ,$$

(40)

with $U (r)$ and $f (r)$ arbitrary functions. It is useful to rewrite the functions $\phi$ and $U$ in terms of general functions $H_1$ and $H_2$ as

$$U = \frac{\alpha}{1 + \alpha^2} \ln \left( H_1^2 H_2^2 \right) + \frac{1}{2} \ln f ,$$

$$\phi = \frac{\alpha}{1 + \alpha^2} \ln \left( \frac{H_1}{H_2} \right) ,$$

(41, 42)

with $\alpha$ an arbitrary constant. The trace of the Einstein equation then reads

$$2 \alpha \nabla^2 H_1 + \frac{2}{\alpha} \nabla^2 H_2 + \frac{1 + \alpha^2}{\alpha} \nabla^2 (r f) - \frac{2}{r f} = 0 ,$$

(43)

where $\nabla^2$ is the Laplace operator in flat space. To proceed we have to make one restriction. We restrict $H_1$ and $H_2$ to be eigenfunctions of the Laplacian, with eigenvalues $\lambda_1$ and $\lambda_2$ respectively. In this case $r f + \frac{1}{\alpha^2}$ is also an eigenfunction of the Laplacian with eigenvalue $\lambda_3$ satisfying

$$\alpha \lambda_1 + \frac{\lambda_2}{\alpha} + \frac{1}{2} \left( \alpha + \frac{1}{\alpha} \right) \lambda_3 = 0 .$$

(44)

Consider the simple case $\lambda_i = 0$ and $f = 1$ first. Then we have that

$$H_i = a_i \left( 1 + \frac{\ell_i}{r} \right) ,$$

(45)

with $a_i$ and $\ell_i$ arbitrary constants. \[33\] We can take $\ell_2 > \ell_1$ with generality. There are two relevant distance scales defined by the $\ell_i$. Consider the variation $\Delta \phi$ between $r_s$ and $r_F$ as in \[19\]. In the cases of $r_s, r_F \ll \ell_1$ or $r_s, r_F \gg \ell_1$ the maximal variation of $\phi$ is sub-Planckian \[34\]

$$\Delta \phi < \frac{\alpha}{1 + \alpha^2} \frac{\ell_2 - \ell_1}{\ell_2} < 1 .$$

(46)

For any other values of $r_s$ and $r_F$ the variation is bound by $\Delta \phi \lesssim \frac{\alpha}{1 + \alpha^2} \ln \left( \frac{\ell_2}{\ell_1} \right)$. So variations outside of the range $\ell_1 \leq r \leq \ell_2$ do not increase $\Delta \phi$ significantly. We can therefore restrict to this interval which gives

$$\frac{r_s}{r_F} \leq e^{- \frac{(1 + \alpha^2) \Delta \phi}{\alpha}} .$$

(47)

Within the interval of $r$ of relevance, using $R = 2 e^{2 U} (\partial \phi)^2$ gives the scaling behaviour $\sqrt{R (r)} \sim r^{- \frac{1 + \alpha^2}{2}}$. Therefore \[39\] and \[17\] imply

$$g (\phi (r_s) + \Delta \phi) \leq g (\phi (r_s)) \frac{\gamma_R (\phi (r_s) + \Delta \phi)}{\gamma_R (\phi (r_s))} e^{- \alpha \Delta \phi} .$$

(48)

The argument for the factor involving $\gamma_R$ being subdominant to the exponential is similar to the analysis of the $\gamma$ factor presented in section \[11\] since the free-field regime for $\phi$ is also a weakly-curved regime, and so the analysis presented is valid in this respect. Therefore, the bound on the magnitude of $\gamma$ is valid also for $\gamma_R$. More precisely, since $\gamma_R$ only accounts for the contribution to the energy density from the scalar field kinetic term, it satisfies the bound

$$\frac{g (r_F)}{\sqrt{R (r_F)}} < \frac{Q}{2} \left| \alpha^3 \partial_\phi \ln g \right| \left| \phi = \phi (r_F) \right| .$$

(49)

We therefore recover again the behaviour \[33\] \[37\].

The result flows to the weakly-curved background case for large $\alpha$. This is because $\alpha$ controls the splitting between the radius of validity for the Newtonian approximation, $r_N$, and the free field radius, $r_F = \ell_2$, thereby allowing the flow to occur within the Newtonian regime. To see this note that in the Newtonian regime we can write $U \simeq \Phi$. Therefore in the super-Planckian regime we have that

$$2 \left| U (r_N) - U (\infty) \right| \simeq \frac{2}{1 + \alpha^2} \ln \left( \frac{r_F}{r_N} \right) < 1 ,$$

(50)
which gives $r_N > r_F e^{-\frac{\lambda_2}{\lambda_1}}$. Note though that, unlike the weakly-curved regime, super-Planckian variations are not bound by the magnitude of $\alpha$.

In reaching the result (43) we assumed the use of Harmonic functions in the solution. The next step towards generality is allowing for general $\lambda_1$ and $\lambda_2$. Still keeping $f = 1$, this solves (43) if $\lambda_1 = -\frac{\lambda_2}{\alpha}$. In turn this implies that one of the eigenfunctions must be oscillatory and the other one exponential so that

$$\phi \sim \frac{\alpha}{1 + \alpha^2} \ln \left( \frac{e^{-\alpha \sqrt{\lambda_1} r}}{\sin (\sqrt{\lambda_1} r)} \right).$$

(51)

The exponential component leads to a linear dependence of $\phi$ on $r$. However, the solution has poles at $r = \frac{\pi}{\sqrt{\lambda_1}}$ and therefore can only be valid for values of $r$ between these poles. The variation of $\phi$ due to the exponential factor in (51) is therefore bound by $\Delta \phi \leq \frac{\alpha^2}{1 + \alpha^2} \pi$. Note that in this region $\phi$ decreases and increases, so monotonic variations satisfy an even stronger bound. Super-Planckian variations are only possible close to the poles in which case $\phi$ behaves logarithmically in $r$. Again this quantifies the transition to logarithmic behaviour at finite $\Delta \phi$ along the lines of the refined Swampland Conjecture. The logarithmic behaviour of $\phi$ is sufficient to establish the exponential SC behaviour.

If we now allow for arbitrary $f$ we see from (44) that one of the eigenvalues must be negative and therefore one function out of $H_1, H_2$ and $f$ must be oscillatory with poles. Further, we see that it is not possible to induce a parametric separation between the $\lambda_i$ using $\alpha$ which is larger than $\alpha^2$. Following the same logic as the simple example case then leads to the same result of logarithmic behaviour. Note that while all the possibilities lead to the same logarithmic behaviour of $\phi$ in $r$, which leads to (3), the behaviour of the Ricci scalar changes. This means that the exponent in (3) changes depending on the choice for the $\lambda_i$ and which poles are approached. However, we find that this variation is minimal, with at most a factor of two in the exponent difference from (43).

To summarise, if we assume that $H_1$ and $H_2$ are eigenfunctions of the Laplacian, then we have shown the SC behaviour for the most general spherically symmetric static solution. We also quantified the transition to the exponential behaviour, measured by the $\Gamma$ factor in (3), for finite $\Delta \phi$. We were unable to prove logarithmic behaviour in an even more general setting such as taking $U, \phi$ and $f$ as completely arbitrary functions. We leave this for future work.

V. DISCUSSION

We studied the implications of a generalisation of the Weak Gravity Conjecture to spatially varying field configurations. After introducing the Local Weak Gravity Conjecture in (3), (4), we showed that it leads to relations between the spatial variation of the mass of the states in the SC and that of $\phi$. The spatial relation then implies an equivalent functional dependence, which therefore forms evidence for the Swampland Conjecture. More precisely, we showed that it leads to an analogous statement for the coupling of a $U(1)$ gauge field. This maps to an upper bound on the mass of lightest state in the SC tower, if we identify the state of the WGC with the first in an infinite tower, as suggested also by the Lattice WGC[10, 10].

We were able to show this for any weakly-curved background and for a substantial class of strongly-curved ones. We introduced the notion of the Refined Swampland Conjecture as the statement that the exponential behaviour, defined as the region in field space where $\Gamma$ of (2) is sub-dominant to the exponential, is reached quickly after the field variation passes the Planck scale. Up to mild assumptions, we were able to quantify this precisely, showing that $\Gamma$ is sub-dominant for $\Delta \phi > M_p$. While we found bounds on the maximum magnitude of $\Gamma$ we did not constrain its minimum value and therefore the SC was phrased as an inequality, with the exponential decrease in the mass forming the minimal rate.

The general physics of the argument is simple to convey. The field $\phi$ is free at infinity and so we can choose its value such that the gauge coupling is small, the LWGC implies that the gauge coupling should then grow into the short-distance ultraviolet (UV) as some power law in the radial coordinate. On the other hand, super-Planckian variations for scalar fields are quickly bound to only grow logarithmically. The result is the exponential behaviour.

We used spatially varying field configurations to deduce information about the functional dependence of the gauge coupling on the field. While asking that such configurations should exist consistent with quantum gravity is an assumption, it seems to us to not be a much stronger assumption than the existence of charged extremal black holes. The latter will always fix the values of fields, or possibly lead to a divergence depending on the black hole charges, at their horizon. This is the attractor mechanism. It is also the case that the field values at infinity are free since the effective potential induced by the black hole dies off. Therefore by choosing the value at infinity we should be able to induce such a super-Planckian spatial variation if such distances exist in the field space. Of course, if for some reason it was possible to show that super-Planckian spatial variations can not exist, it would form a striking conclusion in itself.

Having said this, it is important to note that an implication of the electric LWGC (3), where the mass of the states is spatially varying, is that in our setting we can not describe a super-Planckian spatial field variation in a single Wilsonian effective field theory with a constant energy cut-off. Following the solution to the UV implies the cut-off should be exponentially higher than the mass of the WGC states in the IR, thereby invalidating such an effective theory. However if we only use this theory to calculate the solution of the spatial variation of the field then the magnetic LWGC (6) appears to be a sufficient
condition to trust this solution. The point being that the local energy densities are always smaller than the local mass of the WGC states.

The analysis performed was for a single scalar field and a single gauge field. The generalisation to multiple gauge fields with gauge couplings depending on multiple scalar fields is not expected to be very different. The trace of the Einstein equation used to show the logarithmic behaviour \([53]\) is independent of any number of gauge field contributions to the energy momentum tensor. In the setting of multiple scalar fields we can choose the values at infinity of all but one of the scalar fields to be equal to their attractor values in the UV, assuming that the appropriate charges are present so that they are finite. This means the fields should not have large gradient energies compared to the single field which we substantially displace in the IR from its UV attractor value. The analysis should then proceed similarly to the case of a single scalar field.

We made heavy use of the WGC in establishing the value of the gauge coupling as a scale at which quantum gravity physics should appear. This restricted our results to scalar fields which appear in gauge couplings.\([39]\) However the idea is more general. Consider a generalisation to multiple scalar fields with gauge couplings depending on multiple scalar fields.

The values of the scalar field, both in the IR and UV, are kept general. There is however an interesting connection to moduli stabilisation in string theory. The attractor mechanism in string theory maps precisely to the equations for moduli fixing. With the black hole charges mapping to the background fluxes. It is therefore natural to identify the values of the moduli on the horizon with the minima of the potential and their values at spatial infinity with the values displaced from the minimum. It is not clear to us precisely what this map would imply, but it could be an interesting direction to explore.
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