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Abstract. In the context of convex optimization problems in Hilbert spaces, we induce inertial effects into the classical ADMM numerical scheme and obtain in this way so-called inertial ADMM algorithms, the convergence properties of which we investigate into detail. To this aim we make use of the inertial version of the Douglas-Rachford splitting method for monotone inclusion problems recently introduced in [12], in the context of concomitantly solving a convex minimization problem and its Fenchel dual. The convergence of both sequences of the generated iterates and of the objective function values is addressed. We also show how the obtained results can be extended to the treating of convex minimization problems having as objective a finite sum of convex functions.
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1 Introduction

One of the most popular algorithms in the literature for solving the convex optimization problem

$$\inf_{x \in \mathbb{R}^n} \{f(x) + g(Ax)\},$$

where \( f : \mathbb{R}^n \to \mathbb{R} \) and \( g : \mathbb{R}^m \to \mathbb{R} \) are proper, convex and lower semicontinuous functions and \( A \) is a \( m \times n \) matrix with real entries, is the alternating direction method of multipliers (ADMM). We briefly describe this procedure. By introducing an auxiliary variable one can rewrite (1) as

$$\inf_{(x,z) \in \mathbb{R}^n \times \mathbb{R}^m} \{f(x) + g(z)\},$$

For \( \gamma \geq 0 \) we consider the augmented Lagrangian \( \mathcal{L}_\gamma : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^m \to \mathbb{R} \) defined by

$$\mathcal{L}_\gamma(x, z, y) = f(x) + g(z) + y^T (Ax - z) + \frac{\gamma}{2} \|Ax - z\|^2 \ \forall (x, y, z) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^m,$$

where the Euclidean norm on \( \mathbb{R}^m \) is taken.

The ADMM algorithm reads for given \( y^0, z^0 \in \mathbb{R}^m \) and every \( k \geq 0 \)

$$x^{k+1} = \arg\min_{x \in \mathbb{R}^n} \mathcal{L}_\gamma(x, z^k, y^k)$$
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\[ z^{k+1} = \operatorname{argmin}_{z \in \mathbb{R}^m} \mathcal{L}_\gamma(x^{k+1}, z, y^k) \] (4)

\[ y^{k+1} = y^k + \gamma(Ax^{k+1} - z^{k+1}). \] (5)

The convergence of the ADMM algorithm is guaranteed by assuming that the matrix \( A \) has full column rank and the unaugmented Lagrangian \( L_0 \) has a saddle point \((\bar{x}, \bar{z}, \bar{y}) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^m\), that is

\[ L_0(\bar{x}, \bar{z}, \bar{y}) \leq L_0(x, z, y) \leq L_0(x, \bar{z}, y) \quad \forall (x, z, y) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^m. \]

Let us mention that if \((\bar{x}, \bar{z}, \bar{y})\) is a saddle point of \( L_0 \), then \( \bar{x} \) is an optimal solution to (1), \( \bar{z} = Ax \) and \( \bar{y} \) is an optimal solution to the Fenchel dual problem to (1)

\[ \sup_{v \in \mathbb{R}^m} \{ -f^*(-A^Tv) - g^*(v) \}, \] (6)

where \( A^T \) denotes the transpose of the matrix \( A \) and \( f^* \) and \( g^* \) the conjugate functions of \( f \) and \( g \), respectively.

One of the limitations of this algorithm is the presence of the term \( Ax \) in the update rule of \( x^{k+1} \), which means that the scheme is not a really full splitting algorithm, like the primal-dual algorithms recently considered in [10,11,14]. Nevertheless, the algorithm has been successfully implemented in the context of different real-life problems, like location problems, the lasso problem in image processing, problems arising in statistics, support vector machines classification, etc. We refer the reader to the seminal work [13] for the history of the ADMM algorithm and various concrete applications of it (see also [16,17,19,20]).

In this paper we propose new ADMM type numerical schemes, which have their roots in the class of so-called inertial proximal point algorithms. The latter iterative schemes are designed for solving monotone inclusion problems and, as they arise from the time discretization of some differential inclusions of second order type (see [1,3]), have the property that the next iterate is defined by using the previous two iterates. In this way an inertial effect is induced into the numerical scheme, the increasing interest in this class of algorithms being emphasized by a considerable number of papers written in the last fifteen years on this topic, see [1–4,9,12,15,21–24].

We derive the inertial version of the ADMM from the perspective of the monotone operator theory, using as starting point the fact pointed out in [20] that the classical ADMM can be approached from the Douglas-Rachford splitting scheme for monotone inclusion problems (see also [17]). In [12] we recently introduced and studied the convergence properties of an inertial Douglas-Rachford splitting algorithm. By combining this iterative scheme with the techniques from [17,20], we are able to obtain an inertial ADMM scheme for simultaneously solving convex minimization problems and their Fenchel-type duals. For the sake of generality, the analysis is carried out in infinite dimensional Hilbert spaces, in opposition to the usual literature on ADMM algorithms where the finite dimensional setting is preferred. Moreover, we prove the convergence of both sequences of the generated iterates and of the objective function values and show that the classical ADMM scheme can be recovered as particular instance of our inertial ADMM algorithm. We also point out how other ADMM-type algorithms from the literature turn out to be particular schemes of the new ones presented here.

The paper is organized as follows. In the next section we make the reader familiar with the notions and results which will be used throughout the manuscript. In Section 3 we introduce the inertial ADMM algorithm for simultaneously solving in Hilbert spaces the convex optimization problems which assumes the minimization of the sum of a proper, convex and lower semicontinuous function with the composition of another proper, convex and lower semicontinuous function with a linear continuous operator and its Fenchel dual problem and study its convergence properties. Finally, in the last section we treat the convex minimization problem having as objective the finite sum of proper, convex and lower semicontinuous functions and its Fenchel-type dual and provide for this primal-dual pair inertial ADMM algorithms and corresponding convergence statements.
2 Preliminaries

For the readers convenience let us recall some standard notions and results in monotone operator theory and convex analysis which will be used further in the paper, see also [5–7, 18, 27, 28]. Let \( \mathbb{N} = \{0,1,2,...\} \) be the set of nonnegative integers. Let \( \mathcal{H} \) be a real Hilbert space with inner product \( \langle \cdot, \cdot \rangle \) and associated norm \( \|\cdot\| = \sqrt{\langle \cdot, \cdot \rangle} \). The symbols \( \rightharpoonup \) and \( \rightarrow \) denote weak and strong convergence, respectively. When \( \mathcal{G} \) is another Hilbert space and \( L : \mathcal{H} \to \mathcal{G} \) a linear continuous operator, then \( L^* : \mathcal{G} \to \mathcal{H} \), defined by \( \langle L^*y, x \rangle = \langle y, Lx \rangle \) for all \((x, y) \in \mathcal{H} \times \mathcal{G}\), denotes the adjoint operator of \( L \).

For an arbitrary set-valued operator \( A : \mathcal{H} \rightrightarrows \mathcal{H} \) we denote by \( \text{Gr} \ A = \{(x, u) \in \mathcal{H} \times \mathcal{H} : u \in Ax\} \) its graph and by \( A^{-1} : \mathcal{H} \rightrightarrows \mathcal{H} \) its inverse operator, defined by \((u, x) \in \text{Gr} \ A^{-1}\) if and only if \((x, u) \in \text{Gr} \ A\). We use also the notation \( \text{zer} \ A = \{x \in \mathcal{H} : 0 \in Ax\} \) for the set of zeros of \( A \). We say that \( A \) is monotone if \( \langle x - y, u - v \rangle \geq 0 \) for all \((x, u), (y, v) \in \text{Gr} \ A\). A monotone operator \( A \) is said to be maximally monotone, if there exists no proper monotone extension of the graph of \( A \) on \( \mathcal{H} \times \mathcal{H} \). The resolvent of \( A \), \( J_A : \mathcal{H} \rightrightarrows \mathcal{H} \), is defined by \( J_A = (\text{Id}_\mathcal{H} + A)^{-1} \), where \( \text{Id}_\mathcal{H} : \mathcal{H} \to \mathcal{H}, \text{Id}_\mathcal{H}(x) = x \) for all \( x \in \mathcal{H} \), is the identity operator on \( \mathcal{H} \). Moreover, if \( A \) is maximally monotone, then \( J_A : \mathcal{H} \to \mathcal{H} \) is single-valued and maximally monotone (see [5, Proposition 23.7 and Corollary 23.10]). For an arbitrary \( \gamma > 0 \) we have (see [5, Proposition 23.2])

\[
p \in J_{\gamma A}x \text{ if and only if } (p, \gamma^{-1}(x - p)) \in \text{Gr} \ A. \tag{7}
\]

The operator \( A \) is said to be uniformly monotone if there exists an increasing function \( \phi_A : [0, +\infty) \to [0, +\infty] \) that vanishes only at 0, and \( \langle x - y, u - v \rangle \geq \phi_A(\|x - y\|) \) for every \((x, u), (y, v) \in \text{Gr} \ A\). A well-known class of operators fulfilling this property is the one of the strongly monotone operators. Let \( \gamma > 0 \) be arbitrary. We say that \( A \) is \( \gamma \)-strongly monotone, if \( \langle x - y, u - v \rangle \geq \gamma \|x - y\|^2 \) for all \((x, u), (y, v) \in \text{Gr} \ A\).

Let us recall now some elements of convex analysis. For a function \( f : \mathcal{H} \to \overline{\mathbb{R}} \), where \( \overline{\mathbb{R}} := \mathbb{R} \cup \{\pm \infty\} \) is the extended real line, we denote by \( \text{dom} \ f = \{x \in \mathcal{H} : f(x) < +\infty\} \) its effective domain and say that \( f \) is proper if \text{dom} \ f \neq \emptyset \) and \( f(x) \neq -\infty \) for all \( x \in \mathcal{H} \). We denote by \( \Gamma(\mathcal{H}) \) the family of proper, convex and lower semicontinuous extended real-valued functions defined on \( \mathcal{H} \). Let \( f^* : \mathcal{H} \to \overline{\mathbb{R}}, f^*(u) = \sup_{x \in \mathcal{H}} \{\langle u, x \rangle - f(x)\} \) for all \( u \in \mathcal{H} \), be the conjugate function of \( f \). The subdifferential of \( f \) at \( x \in \mathcal{H} \), with \( f(x) \in \overline{\mathbb{R}}, \) is the set \( \partial f(x) := \{v \in \mathcal{H} : f(y) \geq f(x) + \langle v, y - x \rangle \ \forall y \in \mathcal{H}\} \). We take by convention \( \partial f(x) := \emptyset \), if \( f(x) \in \{\pm \infty\} \). Notice that if \( f \in \Gamma(\mathcal{H}) \), then \( \partial f \) is a maximally monotone operator (see [25]) and it holds \( (\partial f)^{-1} = \partial f^* \).

Let \( S \subseteq \mathcal{H} \) be a nonempty set. The indicator function of \( S \), \( \delta_S : \mathcal{H} \to \overline{\mathbb{R}} \), is the function which takes the value 0 on \( S \) and \( +\infty \) otherwise. The subdifferential of the indicator function is the normal cone of \( S \), that is \( N_S(x) = \{u \in \mathcal{H} : \langle u, y - x \rangle \leq 0 \ \forall y \in S\} \), if \( x \in S \) and \( N_S(x) = \emptyset \) for \( x \notin S \). Notice that, if \( S \) is a linear subspace, then \( N_S(x) = S^\perp = \{u \in \mathcal{H} : \langle u, y \rangle = 0 \ \forall y \in S\} \) for all \( x \in S \).

When \( f \in \Gamma(\mathcal{H}) \) and \( \gamma > 0 \), for every \( x \in \mathcal{H} \) we denote by \( \text{prox}_{\gamma f}(x) \) the proximal point of parameter \( \gamma \) of \( f \) at \( x \), which is the unique optimal solution of the optimization problem

\[
\inf_{y \in \mathcal{H}} \left\{ f(y) + \frac{1}{2\gamma} \|y - x\|^2 \right\}. \tag{8}
\]

Notice that the resolvent of the maximally monotone operator \( \partial f \) is nothing else than the proximal point operator of \( f \), namely,

\[
J_{\gamma \partial f} = (\text{Id}_\mathcal{H} + \gamma \partial f)^{-1} = \text{prox}_{\gamma f}. \tag{9}
\]

Moreover, if \( f = \delta_S \), where \( S \subseteq \mathcal{H} \) is a nonempty, closed convex set, then the proximal point operator of \( f \) is the orthogonal projection on \( S \).

Let us also recall that a proper function \( f : \mathcal{H} \to \overline{\mathbb{R}} \) is said to be uniformly convex, if there exists an increasing function \( \phi : [0, +\infty) \to [0, +\infty] \) which vanishes only at 0 and such that

\[
f(tx + (1-t)y) + t(1-t)\phi(\|x - y\|) \leq tf(x) + (1-t)f(y) \ \forall x, y \in \text{dom} \ f \text{ and } \forall t \in (0,1).
\]
In case this inequality holds for \( \phi = (\beta/2)(\cdot)^2 \), where \( \beta > 0 \), then \( f \) is said to be \( \beta \)-strongly convex. Let us mention that this property implies \( \beta \)-strong monotonicity of \( \partial f \) (see [5, Example 22.3]) (more general, if \( f \) is uniformly convex, then \( \partial f \) is uniformly monotone, see [5, Example 22.3]).

We close this section by presenting the inertial Douglas-Rachford splitting algorithm for determining the zeros of the sum of two maximally monotone operators recently obtained in [12], which will be crucial for the proof of the main results in the next section.

**Theorem 1** (Inertial Douglas–Rachford splitting algorithm, see [12]) Let \( A, B : \mathcal{H} \rightrightarrows \mathcal{H} \) be maximally monotone operators such that \( \text{zer}(A + B) \neq \emptyset \). Consider the following iterative scheme:

\[
(\forall k \geq 1) \begin{cases}
    y^k = J_{\gamma B}[w^k + \alpha_k(w^k - w^{k-1})] \\
    v^k = J_{\gamma A}[2y^k - w^k - \alpha_k(w^k - w^{k-1})] \\
    w^{k+1} = w^k + \alpha_k(w^k - w^{k-1}) + \lambda_k(v^k - y^k)
\end{cases}
\]

where \( \gamma > 0 \), \( w^0, w^1 \) are arbitrarily chosen in \( \mathcal{H} \), \( (\alpha_k)_{k \geq 1} \) is nondecreasing with \( \alpha_1 = 0 \) and \( 0 \leq \alpha_k \leq \alpha < 1 \) for every \( k \geq 1 \) and \( \lambda, \sigma, \delta > 0 \) are such that

\[
\delta > \frac{\alpha^2(1 + \alpha) + \alpha\sigma}{1 - \alpha^2} \quad \text{and} \quad 0 < \lambda_k \leq 2 \cdot \frac{\delta - \alpha \left[\alpha(1 + \alpha) + \alpha\delta + \sigma\right]}{\delta \left[1 + \alpha(1 + \alpha) + \alpha\delta + \sigma\right]} \quad \forall k \geq 1.
\]

Then there exists \( x \in \mathcal{H} \) such that the following statements are true:

(i) \( J_{\gamma B}x \in \text{zer}(A + B) \);

(ii) \( \sum_{k \in \mathbb{N}} \|w^{k+1} - w^k\|^2 < +\infty \);

(iii) \( (w^k)_{k \in \mathbb{N}} \) converges weakly to \( x \);

(iv) \( y^k - v^k \to 0 \) as \( k \to +\infty \);

(v) \( (y^k)_{k \geq 1} \) converges weakly to \( J_{\gamma B}x \);

(vi) \( (v^k)_{k \geq 1} \) converges weakly to \( J_{\gamma B}x \);

(vii) if \( A \) or \( B \) is uniformly monotone, then \( (y^k)_{k \geq 1} \) and \( (v^k)_{k \geq 1} \) converge strongly to the unique point in \( \text{zer}(A + B) \).

**Remark 2** According to [12], the condition \( \alpha_1 = 0 \) can be replaced with the assumption \( w^0 = w^1 \) without altering the conclusion of the above theorem.

**Remark 3** Let us mention that in the hypotheses of the above theorem we have

\[
0 < \frac{\delta - \alpha \left[\alpha(1 + \alpha) + \alpha\delta + \sigma\right]}{\delta \left[1 + \alpha(1 + \alpha) + \alpha\delta + \sigma\right]} < 1.
\]

Conversely, for a fixed \( \overline{\alpha} \in (0, 1) \), if we chose \( \alpha > 0 \) and \( \sigma > 0 \) such that

\[
\overline{\alpha}(1 + \alpha(1 + \alpha) + \sigma) + \alpha^2 + 2\alpha\sqrt{\overline{\alpha}}\sqrt{\alpha(1 + \alpha) + \sigma} < 1,
\]
then
\[
\frac{\delta - \alpha \left[ \alpha(1 + \alpha) + \alpha \delta + \sigma \right]}{\delta \left[ 1 + \alpha(1 + \alpha) + \alpha \delta + \sigma \right]} = \overline{\alpha},
\]
for all \( \delta \in \{ \delta_1, \delta_2 \} \), where
\[
\delta_{1,2} = \frac{1 - \alpha^2 - \overline{\alpha}(1 + \alpha(1 + \alpha) + \sigma) \pm \sqrt{(1 - \alpha^2 - \overline{\alpha}(1 + \alpha(1 + \alpha) + \sigma))^2 - 4\overline{\alpha}\alpha^2(\alpha(1 + \alpha) + \sigma)}}{2\alpha \overline{\alpha}}.
\]

## 3 Inertial ADMM

In this section we present the main result of the paper, which consists in the formulation of an inertial ADMM algorithm for a primal-dual pair of convex optimization problems and in the investigation of its convergence properties. We start by describing the setting in which we work.

### Problem 4

Let \( \mathcal{H} \) and \( \mathcal{G} \) be real Hilbert spaces, \( f \in \Gamma(\mathcal{H}) \), \( g \in \Gamma(\mathcal{G}) \) and \( L : \mathcal{H} \to \mathcal{G} \) a linear continuous operator. We aim to solve the convex optimization problem

\[
(P) \quad \inf_{x \in \mathcal{H}} \{ f(x) + g(Lx) \} \tag{11}
\]

together with its Fenchel-type dual problem

\[
(D) \quad \sup_{v \in \mathcal{G}} \{-f^*(-L^*v) - g^*(v)\}. \tag{12}
\]

Denoting by \( v(P) \) and \( v(D) \) the optimal objective values of the two problems, respectively, the situation \( v(P) \geq v(D) \), called in the literature weak duality, always holds. In case a regularity condition is fulfilled one can guarantee equality for the optimal objective values and existence of optimal solutions to the dual. For the readers convenience, we discuss some regularity conditions which are suitable in this context. One of the weakest regularity conditions of interiority-type is the Attouch-Brézis condition, which reads

\[
0 \in \operatorname{sqri}(\operatorname{dom} g - L(\operatorname{dom} f)). \tag{13}
\]

Here, for \( S \subseteq \mathcal{G} \) a convex set, we denote by

\[
\operatorname{sqri} S := \{ x \in S : \cup_{\lambda > 0} \lambda(S - x) \text{ is a closed linear subspace of } \mathcal{G} \}
\]

its strong quasi-relative interior. Notice that we always have \( \operatorname{int} S \subseteq \operatorname{sqri} S \) (in general this inclusion may be strict). If \( \mathcal{G} \) is finite-dimensional, then \( \operatorname{sqri} S \) coincides with \( \operatorname{ri} S \), the relative interior of \( S \), which is the interior of \( S \) with respect to its affine hull. In this case, condition (13) holds if there exists \( x' \in \operatorname{ri}(\operatorname{dom} f) \) such that \( Lx' \in \operatorname{ri}(\operatorname{dom} g) \). Considering again the infinite dimensional setting, we remark that condition (13) is fulfilled, if for example \( g \) is continuous at \( x' \in \operatorname{dom} f \cap L^{-1}(\operatorname{dom} g) \). Let us mention that, if (13) holds, then we have strong duality, which means that \( v(P) = v(D) \) and (D) has an optimal solution.

Moreover, the optimality conditions for the primal-dual pair of optimization problems (11)-(12) read

\[
-L^*v \in \partial f(x) \text{ and } v \in \partial g(Lx). \tag{14}
\]

More precisely, if (P) has an optimal solution \( x \in \mathcal{H} \) and the regularity condition (13) is fulfilled, then there exists \( v \in \mathcal{G} \), an optimal solution to (D), such that (14) holds. Conversely, if the pair \( (x, v) \in \mathcal{H} \times \mathcal{G} \)
In order to ensure that the sequence \((P)\) and \(v\) is an optimal solution to \((D)\). For further considerations concerning duality we invite the reader to consult [5–8, 18, 27, 28].

Let us mention some conditions ensuring that \((P)\) has an optimal solution. Suppose that \((P)\) is feasible, which means that its optimal objective value is not identical \(+\infty\). The existence of optimal solutions to \((P)\) is guaranteed if, for instance, \(f\) is coercive (that is \(\lim_{\|x\|\to\infty} f(x) = +\infty\)) and \(g\) is bounded from below. Indeed, under these circumstances, the objective function of \((P)\) is coercive and the statement follows via [5, Corollary 11.15]. On the other hand, when \(f\) is strongly convex, then the objective function of \((P)\) is strongly convex, too, thus \((P)\) has a unique optimal solution (see [5, Corollary 11.16]).

Let us introduce now the inertial ADMM algorithm.

**Algorithm 5**

Choose \(y^0, y^1, z^0, z^1 \in G\), \(\gamma > 0\), \((\alpha_k)_{k \geq 1}\) nondecreasing with 0 \(\leq \alpha_k \leq \alpha < 1\) for every \(k \geq 2\), \((\lambda_k)_{k \geq 1}\) and \(\lambda, \sigma, \delta > 0\) such that

\[
\delta > \frac{\alpha^2(1 + \alpha) + \alpha \sigma}{1 - \alpha^2} \text{ and } 0 < \lambda \leq \lambda_k \leq 2, \quad \frac{\delta - \alpha \left[\alpha(1 + \alpha) + \alpha \delta + \sigma\right]}{\delta (1 + \alpha(1 + \alpha) + \alpha \delta + \sigma)} \forall k \geq 2.
\]

Suppose that either \(\alpha_2 = 0\) or \(\lambda_1 = \alpha_1 = 0\). Further, for all \(k \geq 1\) set

\[
x^{k+1} = \arg\min_{x \in H} \left\{ f(x) + \left\langle y^k - \alpha_k (y^k - y^{k-1}) - \gamma \alpha_k (z^k - z^{k-1}), Lx \right\rangle + \frac{\gamma}{2} \|Lx - z^k\|^2 \right\}
\]

\[
z^{k+1} = \alpha_{k+1} \lambda_k (Lx^{k+1} - z^k) + \frac{(1 - \lambda_k) \alpha_k \alpha_{k+1}}{\gamma} \left( y^k - y^{k-1} + \gamma (z^k - z^{k-1}) \right)
\]

\[
z^{k+1} = \arg\min_{z \in G} \left\{ g(z + z^{k+1}) + \left\langle -y^k - (1 - \lambda_k) \alpha_k \left( y^k - y^{k-1} + \gamma (z^k - z^{k-1}) \right), z \right\rangle + \frac{\gamma}{2} \|z - \lambda_k Lx^{k+1} - (1 - \lambda_k) z^k\|^2 \right\}
\]

\[
y^{k+1} = y^k + \gamma \left( \lambda_k Lx^{k+1} + (1 - \lambda_k) z^k - z^{k+1} \right) + (1 - \lambda_k) \alpha_k \left( y^k - y^{k-1} + \gamma (z^k - z^{k-1}) \right).
\]

**Remark 6**

In order to ensure that the sequence \((x^k)_{k \geq 2}\) is uniquely determined we assume that the operator \(L\) satisfies the hypothesis

\[
(H) \quad \exists \theta > 0 \text{ such that } \|Lx\| \geq \theta \|x\| \text{ for all } x \in H.
\]

This condition guarantees that the objective function in (15) is strongly convex, hence \((x^k)_{k \geq 2}\) is well defined (see [5, Corollary 11.16]). Let us mention that \((H)\) will be used also in the proof of the convergence statements of the algorithm. Notice that if \(L\) is injective and \(\text{ran } L^*\) is closed, then \((H)\) holds (see [5, Fact 2.19]). Moreover, \((H)\) implies that \(L\) is injective. We conclude that in case \(\text{ran } L^*\) is closed, \((H)\) is equivalent to \(L\) injective. In finite dimensional spaces, namely, if \(H = \mathbb{R}^n\) and \(G = \mathbb{R}^m\), with \(m \geq n \geq 1\), hypothesis \((H)\) is nothing else than saying that \(L\) has full column rank, which is a condition widely used in the literature for proving the convergence of the ADMM algorithm.

**Remark 7**

Notice that the objective function of (17) is strongly convex, hence the sequence \((z^k)_{k \in \mathbb{N}}\) is well defined as well. Moreover, it can be expressed with the help of the proximal point operator of \(g\) for every \(k \geq 1\) as follows:

\[
z^{k+1} = -z^{k+1} + \text{prox}_{\gamma^{-1}g} \left( z^{k+1} + \lambda_k Lx^{k+1} + (1 - \lambda_k) z^k + \frac{1}{\gamma} y^k + \frac{(1 - \lambda_k) \alpha_k}{\gamma} \left( y^k - y^{k-1} + \gamma (z^k - z^{k-1}) \right) \right).
\]
This is general not the case for (15), due to the presence of the operator \( L \) in the \( x \)-argument. Nevertheless, in case \( \mathcal{H} = \mathcal{G} \) and \( L \) is the identity operator on \( \mathcal{H} \), relation (15) can be expressed via the proximal point operator of \( f \) for every \( k \geq 1 \) as follows:

\[
x^{k+1} = \text{prox}_{\gamma^{-1}f} \left( z^k - \frac{1}{\gamma} y^k + \frac{\alpha_k}{\gamma} (y^k - y^{k-1}) + \alpha_k (z^k - z^{k-1}) \right).
\]

**Remark 8** Let us consider the case \( \alpha_k = 0 \) for all \( k \geq 1 \). Then the iterative scheme becomes for every \( k \geq 1 \)

\[
x^{k+1} = \arg\min_{x \in \mathcal{H}} \left\{ f(x) + \langle y^k, Lx \rangle + \frac{\gamma}{2} \| Lx - z^k \|^2 \right\} \tag{20}
\]

\[
z^{k+1} = \arg\min_{z \in \mathcal{G}} \left\{ g(z) + \langle -y^k, z \rangle + \frac{\gamma}{2} \| z - \lambda_k Lx^{k+1} - (1 - \lambda_k) z^k \|^2 \right\} \tag{21}
\]

\[
y^{k+1} = y^k + \gamma \left( \lambda_k Lx^{k+1} + (1 - \lambda_k) z^k - z^{k+1} \right), \tag{22}
\]

which is the error-free case of the classical ADMM algorithm as presented and investigated in [17]. Here \((\lambda_k)_{k \geq 1}\) can be regarded as a sequence of relaxation parameters. If one takes further \( \lambda_k = 1 \) for all \( k \geq 1 \), one has the classical ADMM algorithm (see for example [13])

\[
x^{k+1} = \arg\min_{x \in \mathcal{H}} \left\{ f(x) + \langle y^k, Lx \rangle + \frac{\gamma}{2} \| Lx - z^k \|^2 \right\} \tag{23}
\]

\[
z^{k+1} = \arg\min_{z \in \mathcal{G}} \left\{ g(z) + \langle -y^k, z \rangle + \frac{\gamma}{2} \| z - Lx^{k+1} \|^2 \right\} \tag{24}
\]

\[
y^{k+1} = y^k + \gamma \left( Lx^{k+1} - z^{k+1} \right). \tag{25}
\]

We are now in position to state the main result of the paper.

**Theorem 9** In Problem 4 suppose that \((P)\) has an optimal solution, the regularity condition (13) is fulfilled, the hypothesis \((H)\) concerning the operator \( L \) holds and consider the sequences generated by Algorithm 5. Then there exists \((\bar{x}, \bar{v}) \in \mathcal{H} \times \mathcal{G}\) satisfying the optimality conditions (14), hence, \( \bar{x} \) is an optimal solution to \((D)\) and \( v(P) = v(D) \), such that the following statements are true:

(i) \((x^k)_{k \geq 2}\) converges weakly to \( \bar{x} \);

(ii) \((z^k)_{k \geq 2}\) converges strongly to 0;

(iii) \((z^k)_{k \in \mathbb{N}}\) converges weakly to \( L\bar{x} \);

(iv) \((Lx^{k+1} - z^k)_{k \geq 2}\) converges strongly to 0;

(v) \((y^k)_{k \in \mathbb{N}}\) converges weakly to \( \bar{v} \);

(vi) if \( g^* \) is uniformly convex, then \((y^k)_{k \in \mathbb{N}}\) converges strongly to the unique optimal solution of \((D)\);

(vii) \( \lim_{k \to +\infty} (f(x^{k+1}) + g(z^k + z^k)) = v(P) = v(D) = \lim_{k \to +\infty} (-f^*(-L^*v^k) - g^*(y^k)) \), where the sequence \((v^k)_{k \geq 1}\) is defined by

\[
v^k = y^k - \gamma z^k + \gamma Lx^{k+1} - \alpha_k \left( y^k - y^{k-1} + \gamma (z^k - z^{k-1}) \right) \quad \forall k \geq 1, \tag{26}
\]

and \((v^k)_{k \geq 1}\) converges weakly to \( \bar{v} \).
Remark 10 Let us mention that the function $g^*$ is uniformly convex, if $g^*$ is $\beta$-strongly convex for $\beta > 0$.
Moreover, according to [5, Theorem 18.15], $g^*$ is $\beta$-strongly convex if and only if $g$ is Fréchet-differentiable and $\nabla g$ is $\beta^{-1}$-Lipschitzian.

Proof. We introduce the sequence $(w^k)_{k \in \mathbb{N}}$ by

$$w^k = y^k + \gamma z^k \forall k \in \mathbb{N}.$$  

We intend to prove that the sequences $(y^k)_{k \in \mathbb{N}}, (v^k)_{k \geq 1}, (w^k)_{k \in \mathbb{N}}$ are nothing else than the ones generated by inertial Douglas-Rachford algorithm presented in Theorem 1 for the maximal monotone operators

$$A := \partial(f^* \circ (-L^*))$$ and $$B := \partial g^*.$$  

Notice that the hypotheses of the theorem ensure that there exist a pair $(x, v) \in H \times G$ satisfying the optimality conditions (14), from which one easily derives that $\text{zer}(A + B) \neq \emptyset$.

We fix $k \geq 1$. We obtain from (17) that

$$0 \in \partial g(z^{k+1} + \bar{z}^{k+1}) - y^k - (1 - \lambda_k)\alpha_k\left(y^k - y^{k-1} + \gamma(z^k - z^{k-1})\right) + \gamma\left(z^{k+1} - \lambda_k Lx^{k+1} - (1 - \lambda_k)z^k\right),$$

hence due to (18)

$$y^{k+1} \in \partial g(z^{k+1} + \bar{z}^{k+1}).$$  

From here we deduce $z^{k+1} + \bar{z}^{k+1} \in \partial g^*(y^{k+1}) = By^{k+1}$, hence

$$y^{k+1} = J_\gamma B(\gamma z^{k+1} + \gamma \bar{z}^{k+1} + y^{k+1}) = J_\gamma B(w^{k+1} + \gamma \bar{z}^{k+1}).$$  

By (18) we have

$$y^{k+1} = y^k + \gamma z^k - \gamma z^{k+1} + \gamma \lambda_k(Lx^{k+1} - z^k) + (1 - \lambda_k)\alpha_k\left(y^k - y^{k-1} + \gamma(z^k - z^{k-1})\right),$$

thus

$$\gamma \bar{z}^{k+1} = \alpha_{k+1}(y^{k+1} - y^k - \gamma z^k + \gamma z^{k+1}) = \alpha_{k+1}(w^{k+1} - w^k).$$  

From (30) and (32) we obtain

$$y^{k+1} = J_\gamma B [w^{k+1} + \alpha_{k+1}(w^{k+1} - w^k)].$$  

Further, from (15) we get

$$0 \in \partial f(x^{k+1}) + L^*\left(y^k - \alpha_k(y^k - y^{k-1}) - \gamma \alpha_k(z^k - z^{k-1})\right) + \gamma L^*(Lx^{k+1} - z^k),$$

which by (26) gives

$$-L^*v^k \in \partial f(x^{k+1}).$$  

We derive $x^{k+1} \in \partial f^*(-L^*v^k)$, hence

$$-Lx^{k+1} \in -L\partial f^*(-L^*v^k) \subseteq \partial(f^* \circ (-L^*))(v^k) = Av^k,$$

which leads to

$$v^k = J_\gamma A(v^k - \gamma Lx^{k+1}).$$  

8
Taking into account (27) and (26) we have
\[ v^k - \gamma Lx^{k+1} = y^k - \gamma z^k - \alpha_k \left( y^k - y^{k-1} + \gamma(z^k - z^{k-1}) \right) \]
\[ = 2y^k - w^k - \alpha_k \left( y^k - y^{k-1} + \gamma(z^k - z^{k-1}) \right) \]
\[ = 2y^k - w^k - \alpha_k(w^k - w^{k-1}) \]
and from (35) we get
\[ v^k = J_{\gamma A}[2y^k - w^k - \alpha_k(w^k - w^{k-1})]. \] (36)

Finally, from (31), (27) and (26) we derive
\[ w^{k+1} = w^k + \alpha_k \left( y^k - y^{k-1} + \gamma(z^k - z^{k-1}) \right) + \lambda_k \left( \gamma(Lx^{k+1} - z^k) - \alpha_k \left( y^k - y^{k-1} + \gamma(z^k - z^{k-1}) \right) \right) \]
\[ = w^k + \alpha_k(w^k - w^{k-1}) + \lambda_k(v^k - y^k), \]

hence
\[ w^{k+1} = w^k + \alpha_k(w^k - w^{k-1}) + \lambda_k(v^k - y^k). \] (37)

In conclusion, for all \( k \geq 2 \) we have (see (33), (36) and (37))
\[ \begin{cases} y^k = J_{\gamma B}[w^k + \alpha_k(w^k - w^{k-1})] \\ v^k = J_{\gamma A}[2y^k - w^k - \alpha_k(w^k - w^{k-1})] \\ w^{k+1} = w^k + \alpha_k(w^k - w^{k-1}) + \lambda_k(v^k - y^k) \end{cases} \]

which is the inertial Douglas-Rachford scheme from Theorem 1.

Notice that the relation \( \alpha_2 = 0 \) from Algorithm 5 corresponds to the situation when in Theorem 1 the vectors \( w^1, w^2 \) can be chosen arbitrarily in \( G \), while the condition \( \lambda_1 = \alpha_1 = 0 \) ensures that \( w^1 = w^2 \), which is the situation mentioned in Remark 2. Indeed, in case \( \alpha_2 \neq 0 \) and \( \lambda_1 = \alpha_1 = 0 \), from (16) we get \( \pi^2 = 0 \), hence, by (32), \( w^1 = w^2 \).

According to Theorem 1, there exists \( \overline{w} \in G \) such that
\[ w^k \rightharpoonup \overline{w} \text{ as } k \to +\infty \] (38)
\[ w^{k+1} - w^k \to 0 \text{ as } k \to +\infty \] (39)
\[ y^k - v^k \to 0 \text{ as } k \to +\infty \] (40)
\[ y^k \rightharpoonup J_{\gamma B}\overline{w} \text{ as } k \to +\infty \] (41)
\[ v^k \rightharpoonup J_{\gamma A}\overline{w} \text{ as } k \to +\infty. \] (42)

From (32) and (39) we derive that
\[ \pi^k \to 0 \text{ as } k \to +\infty. \] (43)

Further, by (26), (39) and (40) we obtain
\[ Lx^{k+1} - z^k \to 0 \text{ as } k \to +\infty. \] (44)

Moreover, from (27), (38) and (41) we get
\[ z^k \to \frac{1}{\gamma}(\overline{w} - J_{\gamma B}\overline{w}) \text{ as } k \to +\infty. \] (45)
We deduce from (44) that
\[ Lx^k \to \frac{1}{\gamma}(\omega - J_{\gamma B}\omega) \text{ as } k \to +\infty. \] (46)

Now, using the hypothesis (H), we easily derive that \((x^k)_{k \geq 2}\) is bounded, thus, due to (46), it possesses at most one weak cluster point. As a consequence, \((x^k)_{k \geq 2}\) is weakly convergent (see [5, Lemma 2.38]), hence there exists \(\bar{x} \in \mathcal{H}\) such that
\[ x^k \rightharpoonup \bar{x} \text{ as } k \to +\infty. \] (47)

From (44), (45) and (47) we also have
\[ z^k \rightharpoonup L\bar{x} \text{ as } k \to +\infty \] (48)
and
\[ L\bar{x} = \frac{1}{\gamma}(\omega - J_{\gamma B}\omega). \] (49)

Using the notation \(\omega = J_{\gamma B}\omega\), we prove that the pair \((x, \omega) \in \mathcal{H} \times \mathcal{G}\) satisfies the optimality conditions (14).

To this end, observe that, due to (34) and (29), we have
\[ (-L^*v^{k+1} + L^*y^{k+1}, z^{k+1} + \bar{x}^{k+1} - Lx^{k+2}) \in (\partial f \times B + S)(x^{k+2}, y^{k+1}) \forall k \geq 1, \] (50)
where \(S : \mathcal{H} \times \mathcal{G} \to \mathcal{H} \times \mathcal{G}\) is defined by
\[ S(x, y) = (L^*y, -Lx) \forall (x, y) \in \mathcal{H} \times \mathcal{G}. \]

Since \(S\) is monotone and continuous, it is maximally monotone (see [5, Corollary 20.25]). Further, \(\partial f \times B\) is also maximally monotone (see [5, Proposition 20.23]) and since \(S\) has full domain, the sum \(\partial f \times B + S\) is maximally monotone, too (see [5, Corollary 24.4]). Since the graph of a maximally monotone operator is sequentially closed in the weak-strong topology (see [5, Proposition 20.33(ii)]), by taking the limits in (50) and using (40), (44), (43), (47) and (41) we obtain
\[ (0, 0) \in (\partial f \times B + S)(\bar{x}, \bar{\omega}). \]

One can easily show that the latter means the pair \((\bar{x}, \bar{\omega})\) satisfies the optimality conditions (14).

The statements (i)-(v) follow now from (47), (43), (48), (44) and (41). Further, (vi) follows from Theorem 1(vii).

We are going to prove now statement (vii). Notice that \(f\) and \(g\) are weak lower semicontinuous (since \(f\) and \(g\) are convex) and therefore, by (i), (ii) and (iii) we get
\[ \liminf_{k \to +\infty} (f(x^{k+1}) + g(z^k + \bar{x}^k)) \geq \liminf_{k \to +\infty} f(x^{k+1}) + \liminf_{k \to +\infty} g(z^k + \bar{x}^k) \geq f(\bar{x}) + g(L\bar{x}) = v(P). \] (51)

Further, from (34) we derive the inequality
\[ f(\bar{x}) \geq f(x^{k+1}) + \langle -L^*v^k, \bar{x} - x^{k+1} \rangle \forall k \geq 1 \] (52)
and from (29)
\[ g(L\bar{x}) \geq g(z^k + \bar{x}^k) + \langle y^k, L\bar{x} - z^k - \bar{x}^k \rangle \forall k \geq 2. \] (53)

Summing up the last two inequalities we get
\[ v(P) \geq f(x^{k+1}) + g(z^k + \bar{x}^k) + \langle -v^k, L\bar{x} - Lx^{k+1} \rangle + \langle y^k, L\bar{x} - z^k - \bar{x}^k \rangle \forall k \geq 2, \]
hence

\[ f(x^{k+1}) + g(z^k + \bar{z}^k) \leq v(P) + \langle v^k - y^k, Lx^{k+1} \rangle + \langle y^k, -Lx^{k+1} + z^k + \bar{z}^k \rangle \ \forall k \geq 2. \]

Taking into account (40), (ii), (iii), (iv) and (v) we obtain

\[
\limsup_{k \to +\infty} (f(x^{k+1}) + g(z^k + \bar{z}^k)) \leq v(P).
\] (54)

Combining (51) and (54) we get the first part of the statement.

Again by (34) and (29) we have (see [5, Proposition 16.9])

\[ f(x^{k+1}) + f^*(-L^*v^k) = \langle x^{k+1}, -L^*v^k \rangle \ \forall k \geq 1 \] (55)

and

\[ g(z^k + \bar{z}^k) + g^*(y^k) = \langle y^k, z^k + \bar{z}^k \rangle \ \forall k \geq 2. \] (56)

Adding these relations we derive for every \( k \geq 2 \)

\[-f^*(-L^*v^k) - g^*(y^k) = f(x^{k+1}) + g(z^k + \bar{z}^k) + \langle v^k - y^k, Lx^{k+1} \rangle + \langle y^k, Lx^{k+1} - z^k - \bar{z}^k \rangle.\]

Finally, by (40), (ii), (iii), (iv), (v) and the first part of (vii) we obtain

\[
\lim_{k \to +\infty} (-f^*(-L^*v^k) - g^*(y^k)) = v(P) = v(D)
\]

and the proof is complete. \( \Box \)

**Remark 11** When working in finite dimensional spaces, there is no need for the construction considered in (50), since in this case one can simply take the limits in (34) and (29) in order to conclude that \((\pi, \bar{\pi})\) satisfies the optimality conditions (14). In infinite dimensional spaces this naive procedure does not work anymore, since in (34) and (29) we have only weak convergence for the sequences involved (we refer to [5, Example 20.34] for an example of a maximally monotone operator whose graph is not sequentially closed in the weak-weak topology).

**Remark 12** Let us notice that the conclusion of Theorem 9(vi) remains true if the uniform convexity of \( g^* \) is replaced by the assumptions that \( f^* \) is \( \beta \)-strongly convex, with \( \beta > 0 \) and

\[
(H^*) \ \exists \theta_* > 0 \text{ such that } \|L^*v\| \geq \theta_*\|v\| \text{ for all } v \in \mathcal{G}.
\] (57)

Indeed, under these conditions one can prove that the composition \( f^* \circ (-L^*) \) is \( \beta \theta_*^2 \)-strongly convex, hence the operator \( A \) (see (28)) is strongly monotone and the conclusion follows from Theorem 1(vii).

### 4 The minimization of a finite sum of convex functions

The aim of this section is to derive from Theorem 9 via the product space approach iterative schemes and corresponding convergence statements when solving the optimization problem which assumes the minimization of the finite sum of proper, convex and lower semicontinuous functions and its Fenchel-type dual. The goal is to evaluate each of the functions arising in the objective separately in the algorithmic scheme.
Problem 13 Let $\mathcal{H}$ be a real Hilbert space, $m \geq 2$ a positive integer and $f_i \in \Gamma(\mathcal{H})$ for $i = 1, \ldots, m$. We aim to solve the convex optimization problem

$$(P_{\sum}) \inf_{x \in \mathcal{H}} \left\{ \sum_{i=1}^{m} f_i(x) \right\}$$

(58)

together with its Fenchel-type dual problem

$$(D_{\sum}) \sup_{v_i \in \mathcal{H}, i=1,\ldots,m} \left\{ -\sum_{i=1}^{m} f_i^*(v_i) \right\}.$$  \hspace{1cm} (59)

One of the regularity conditions which guarantees strong duality in this situation is (see [7]):

$$0 \in \text{sqri} \left( \prod_{i=1}^{m} \text{dom} f_i - \{(x,...,x) : x \in \mathcal{H}\} \right).$$  \hspace{1cm} (60)

According to [7, Remark 2.5], this condition is fulfilled if there exists $x' \in \prod_{i=1}^{m} \text{dom} f_i$ such that $m - 1$ functions $f_i$ are continuous at $x'$. In finite dimensional spaces, condition (60) holds if $\cap_{i=1}^{m} \text{ri} (\text{dom} f_i) \neq \emptyset$. Also, let us mention that in case $m = 2$, the regularity condition (60) is equivalent to $0 \in \text{sqri}(\text{dom} f_1 - \text{dom} f_2)$ (see [7, Remark 2.5]).

The optimality conditions for the primal-dual pair of optimization problems (58)-(59) read

$$v_i \in \partial f_i(x) \text{ for } i = 1, \ldots, m \text{ and } \sum_{i=1}^{m} v_i = 0.$$ \hspace{1cm} (61)

More precisely, if $(P_{\sum})$ has an optimal solution $x \in \mathcal{H}$ and the regularity condition (60) is fulfilled, then there exists $(v_1, \ldots, v_m) \in \mathcal{H}^m$, an optimal solution to $(D_{\sum})$, such that (61) holds. Conversely, if $(x, v_1, \ldots, v_m) \in \mathcal{H} \times \mathcal{H}^m$ satisfies relation (61), then $x$ is an optimal solution to $(P_{\sum})$ and $(v_1, \ldots, v_m)$ is an optimal solution to $(D_{\sum})$.

Let us mention some conditions ensuring that $(P_{\sum})$ has an optimal solution. Suppose that $(P_{\sum})$ is feasible, which means that its optimal objective value is not identical $+\infty$. The existence of optimal solutions of $(P_{\sum})$ is guaranteed if for instance, one of the functions $f_i$ is coercive and the remaining ones are bounded from below. Indeed, under these circumstances, the objective function of $(P_{\sum})$ is coercive and the statement follows via [5, Corollary 11.15]. On the other hand, if one of the functions $f_i$ is strongly convex, then the objective function of $(P_{\sum})$ is strongly convex, too, thus $(P_{\sum})$ has a unique optimal solution (see [5, Corollary 11.16]).

We derive in the following two inertial ADMM algorithms for solving (58)-(59). To this end we reformulate Problem 13 as Problem 4 in the product space $\mathcal{H}^m$ endowed with the inner product and associated norm defined by

$$(x,u)_{\mathcal{H}^m} = \sum_{i=1}^{m} \langle x_i, u_i \rangle_{\mathcal{H}} \text{ and } \|x\|_{\mathcal{H}^m} = \left( \sum_{i=1}^{m} \|x_i\|^2_{\mathcal{H}} \right)^{1/2}$$

for $x = (x_i)_{1\leq i \leq m}$, $u = (u_i)_{1\leq i \leq m} \in \mathcal{H}^m$, respectively, where $\langle \cdot, \cdot \rangle_{\mathcal{H}}$ and $\|\cdot\|_{\mathcal{H}}$ denote the inner product and norm on $\mathcal{H}$, respectively.

By using the notation

$$C = \{(x,...,x) : x \in \mathcal{H}\},$$

one can easily rewrite (58) as

$$\inf_{(x_1,...,x_m) \in \mathcal{H}^m} \left\{ f(x_1,...,x_m) + \delta_C(x_1,...,x_m) \right\},$$

(62)
where \( f : \mathcal{H}^m \to \mathbb{R} \) is defined by

\[
f(x_1, \ldots, x_m) = \sum_{i=1}^{m} f_i(x_i) \quad \forall (x_1, \ldots, x_m) \in \mathcal{H}^m.
\]

This corresponds to the optimization problem (11) with \( g = \delta_C : \mathcal{H}^m \to \mathbb{R} \) and \( L \) is the identity operator on \( \mathcal{H}^m \). Notice that the Fenchel dual problem (12) of (62) becomes \((D \Sigma)\), the regularity condition (13) is equivalent to (60) and the optimality conditions (14) are nothing else than the ones in (61). Moreover, \((x_1, \ldots, x_m) \in \mathcal{H}^m\) is an optimal solution of (62) if and only if \((v_1, \ldots, v_m) \in \mathcal{H}^m\) is an optimal solution to the dual of (62) if and only if \((v_1, \ldots, v_m) \in \mathcal{H}^m\) is an optimal solution to \((D \Sigma)\). This shows that we are in the context of Problem 4.

Writing Algorithm 5 in this setting we get for every \( k \geq 1 \) the following iterative scheme

\[
x^{k+1} = \arg\min_{x \in \mathcal{H}^m} \left\{ f(x) + \left\langle y^k - \alpha_k (y^k - y^{k-1}) - \gamma \alpha_k (z^k - z^{k-1}), x \right\rangle \mathcal{H}^m + \frac{\gamma}{2} \|x - z^k\|_{\mathcal{H}^m}^2 \right \}
\]

\[
z^{k+1} = \alpha_{k+1} \lambda_k (x^{k+1} - z^k) + \left\{ \frac{1 - \lambda_k}{\gamma} \|y^k - y^{k-1} + \gamma(z^k - z^{k-1})\|_{\mathcal{H}^m} \right\}
\]

\[
z^{k+1} = \arg\min_{z \in \mathcal{H}^m} \left\{ g(z + z^{k+1}) + \left\langle -y^k - (1 - \lambda_k) \alpha_k \left( y^k - y^{k-1} + \gamma(z^k - z^{k-1}) \right), z \right\rangle \mathcal{H}^m + \frac{\gamma}{2} \|z - z^{k+1}\|_{\mathcal{H}^m}^2 \right \}
\]

\[
y^{k+1} = y^k + \gamma \left( \lambda_k x^{k+1} + (1 - \lambda_k) z^k - z^{k+1} \right) + (1 - \lambda_k) \alpha_k \left( y^k - y^{k-1} + \gamma(z^k - z^{k-1}) \right),
\]

where \( x^{k+1} = (x_{i}^{k+1})_{1 \leq i \leq m}, \ z^{k+1} = (z_{i}^{k+1})_{1 \leq i \leq m}, \ y^{k+1} = (y_{i}^{k+1})_{1 \leq i \leq m}, \) and \( z = (z_{i})_{1 \leq i \leq m}. \)

We give in the following an explicit form of this algorithm. Due to the definition of \( f_i \), relation (63) is nothing else than:

\[
x^{k+1} = \arg\min_{x \in \mathcal{H}} \left\{ f_i(x) + \left\langle y^k - \alpha_k (y^k - y^{k-1}) - \gamma \alpha_k (z^k - z^{k-1}), x \right\rangle \mathcal{H}^m + \frac{\gamma}{2} \|x - z^k\|_{\mathcal{H}^m}^2 \right \}, \quad i = 1, \ldots, m.
\]

Further, from (65) and (29) we derive

\[
z^{k+1} + \overline{z}^{k+1} \in \mathcal{C}
\]

and

\[
y^{k+1} \in \mathcal{C}^\perp,
\]

hence there exists \((u^k)_{k \geq 2} \in \mathcal{H} \) such that for every \( k \geq 1 \) it holds

\[
z_{i}^{k+1} + \overline{z}_{i}^{k+1} = u^k, \quad i = 1, \ldots, m
\]

and

\[
\sum_{i=1}^{m} y_{i}^{k+1} = 0.
\]

If we suppose that \( \sum_{i=1}^{m} y_{i}^{k} = 0 \) for every \( k \geq 0 \), then from (66) we derive

\[
\sum_{i=1}^{m} z_{i}^{k+1} = \lambda_k \sum_{i=1}^{m} x_{i}^{k+1} + (1 - \lambda_k) \sum_{i=1}^{m} z_{i}^{k} + (1 - \lambda_k) \alpha_k \sum_{i=1}^{m} (z_{i}^{k} - z_{i}^{k-1}) \forall k \geq 1.
\]
From this, (68) and (64), we get

\[ u^{k+1} = \frac{\lambda_k(1 + \alpha_{k+1})}{m} \sum_{i=1}^{m} x_i^{k+1} + \frac{1 - \alpha_{k+1}\lambda_k - \lambda_k}{m} \sum_{i=1}^{m} z_i^k + \frac{\alpha_k(1 - \lambda_k)(1 + \alpha_{k+1})}{m} \sum_{i=1}^{m} (z_i^k - z_i^{k-1}) \forall k \geq 1. \] (71)

Conversely, if for a fixed \( k \geq 1 \) we suppose that \( \sum_{i=1}^{m} y_i^{k-1} = \sum_{i=1}^{m} y_i^k = 0 \), then from (66), (68) and (71) we have \( \sum_{i=1}^{m} y_i^{k+1} = 0 \).

All together, we derive the following algorithm and corresponding convergence theorem (notice that for the statement in (vii) we use also Remark 12).

**Algorithm 14** Choose \( y_i^0, y_i^1, z_i^0, z_i^1 \in \mathcal{H}, \ i = 1, \ldots, m \), such that \( \sum_{i=1}^{m} y_i^0 = \sum_{i=1}^{m} y_i^1 = 0, \gamma > 0, (\alpha_k)_{k \geq 1} \) nondecreasing with \( 0 \leq \alpha_k \leq \alpha < 1 \) for every \( k \geq 2 \), \( (\lambda_k)_{k \geq 1} \) and \( \lambda, \sigma, \delta > 0 \) such that

\[ \delta > \frac{\alpha^2(1 + \alpha) + \alpha \sigma}{1 - \alpha^2} \text{ and } 0 < \lambda \leq \lambda_k \leq 2 \cdot \frac{\delta - \alpha \left[ \alpha(1 + \alpha) + \alpha \delta + \sigma \right]}{\delta \left[ 1 + \alpha(1 + \alpha) + \alpha \delta + \sigma \right]} \forall k \geq 2. \]

Suppose that either \( \alpha_2 = 0 \) or \( \lambda_1 = \alpha_1 = 0 \). Further, for every \( k \geq 1 \) set

\[ x_i^{k+1} = \arg\min_{x \in \mathcal{H}} \left\{ f_i(x) + \left( y_i^k - \alpha_k (y_i^k - y_i^{k-1}) - \gamma \alpha_k (z_i^k - z_i^{k-1}), x \right) + \frac{\gamma}{2} \| x - z_i^k \|^2 \right\}, \ i = 1, \ldots, m \] (72)

\[ z_i^{k+1} = \alpha_k + 1 \lambda_k (x_i^{k+1} - z_i^k) + \frac{1 - \lambda_k \alpha_k}{\gamma} (y_i^k - y_i^{k-1} + \gamma (z_i^k - z_i^{k-1})), \ i = 1, \ldots, m \] (73)

\[ u^{k+1} = \frac{\lambda_k(1 + \alpha_{k+1})}{m} \sum_{i=1}^{m} x_i^{k+1} + \frac{1 - \alpha_{k+1}\lambda_k - \lambda_k}{m} \sum_{i=1}^{m} z_i^k + \frac{\alpha_k(1 - \lambda_k)(1 + \alpha_{k+1})}{m} \sum_{i=1}^{m} (z_i^k - z_i^{k-1}) \] (74)

\[ z_i^{k+1} = u^{k+1} - z_i^{k+1}, \ i = 1, \ldots, m \] (75)

\[ y_i^{k+1} = y_i^k + \gamma \left( \lambda_k x_i^{k+1} + (1 - \lambda_k) z_i^k - z_i^{k+1} \right) + (1 - \lambda_k) \alpha_k \left( y_i^k - y_i^{k-1} + \gamma (z_i^k - z_i^{k-1}) \right), \ i = 1, \ldots, m \] (76)

**Theorem 15** In Problem 13 suppose that \((P_\Sigma)\) has an optimal solution, the regularity condition (60) is fulfilled and consider the sequences generated by Algorithm 14. Then there exists \((\pi, \pi_1, \ldots, \pi_m) \in \mathcal{H} \times \mathcal{H}^m\) satisfying the optimality conditions (61), hence \( \pi \) is an optimal solution to \((P_\Sigma)\), \((\pi_1, \ldots, \pi_m) \) is an optimal solution to \((D_\Sigma)\) and \( v(P_\Sigma) = v(D_\Sigma) \), such that the following statements are true:

(i) \((x_i^k)_{k \geq 2}\) converges weakly to \( \pi, \ i = 1, \ldots, m; \)

(ii) \((\pi_i^k)_{k \geq 2}\) converges strongly to 0, \(i = 1, \ldots, m; \)

(iii) \((z_i^k)_{k \in \mathbb{N}}\) converges weakly to \( \pi, \ i = 1, \ldots, m; \)

(iv) \((x_i^{k+1} - z_i^k)_{k \geq 2}\) converges strongly to 0, \(i = 1, \ldots, m; \)

(v) \((u^k)_{k \geq 2}\) converges weakly to \( \pi; \)

(vi) \((y_i^k)_{k \in \mathbb{N}}\) converges weakly to \( \pi_i, \ i = 1, \ldots, m; \)

(vii) if \( f_i^* \) is strongly convex for every \( i = 1, \ldots, m \), then \((y_i^k)_{k \in \mathbb{N}}, \ldots, (y_m^k)_{k \in \mathbb{N}}\) converges strongly to the unique optimal solution to \((D_\Sigma)\);
(viii) \( \lim_{k \to +\infty} \left( \sum_{i=1}^{m} f_i(x_{i}^{k+1}) \right) = v(P\Sigma) = v(D\Sigma) = \lim_{k \to +\infty} \left(-\sum_{i=1}^{m} f_i^*(-v_i^k)\right) \), where for every \( i = 1, \ldots, m \), the sequence \( (v_i^k)_{k \geq 1} \) is defined by
\[
v_i^k = y_i^k - \gamma z_i^k + \gamma x_i^{k+1} - \alpha_k \left( y_i^k - y_i^{k-1} + \gamma (z_i^k - z_i^{k-1}) \right) \quad \forall k \geq 1, \tag{77}
\]
and \( (v_i^k)_{k \geq 1} \) converges weakly to \( \overline{v}_i \).

**Remark 16** If we take \( \lambda_k = 1 \) for every \( k \geq 1 \), then \( z_i^{k+1} = \alpha_k (x_i^{k+1} - z_i^k) \), \( i = 1, \ldots, m \), and (see also relation (70))
\[
u_k^{k+1} = \frac{1 + \alpha_k + 1}{m} \sum_{i=1}^{m} x_i^{k+1} - \frac{\alpha_k + 1}{m} \sum_{i=1}^{m} x_i^k, \]

hence the iterative scheme (72) - (76) can be simplified to
\[
x_i^{k+1} = \arg\min_{x \in \mathcal{H}} \left\{ f_i(x) + \left( y_i^k - \alpha_k (x_i^k - y_i^{k-1}) - \gamma \alpha_k (z_i^k - z_i^{k-1}) \right) + \frac{\gamma}{2} ||x - z_i^k||^2 \right\}, \quad i = 1, \ldots, m \tag{78}
\]
\[
z_i^{k+1} = \frac{1 + \alpha_k + 1}{m} \sum_{j=1}^{m} x_j^{k+1} - \frac{\alpha_k + 1}{m} \sum_{j=1}^{m} x_j^k - \alpha_k (x_i^{k+1} - z_i^k), \quad i = 1, \ldots, m \tag{79}
\]
\[
y_i^{k+1} = y_i^k + \gamma \left( x_i^{k+1} - z_i^{k+1} \right) \quad i = 1, \ldots, m. \tag{80}
\]

If, moreover, \( \alpha_k = 0 \) for every \( k \geq 1 \), (78) - (80) becomes
\[
x_i^{k+1} = \arg\min_{x \in \mathcal{H}} \left\{ f_i(x) + \left( y_i^k + \frac{\gamma}{2} ||x - \frac{1}{m} \sum_{j=1}^{m} x_j^k||^2 \right) \right\}, \quad i = 1, \ldots, m \tag{81}
\]
\[
y_i^{k+1} = y_i^k + \gamma \left( x_i^{k+1} - \frac{1}{m} \sum_{j=1}^{m} x_j^k \right), \quad i = 1, \ldots, m \tag{82}
\]
which is the ADMM algorithm as considered in [13, page 50].

By interchanging the roles of \( f \) and \( g \) in (62) we obtain another inertial ADMM-type algorithm with corresponding convergence statement.

**Algorithm 17** Choose \( y_0^i, y_1^i, z_0^i, z_1^i \in \mathcal{H}, \quad i = 1, \ldots, m, \quad \gamma > 0, (\alpha_k)_{k \geq 1} \) nondecreasing with \( 0 \leq \alpha_k \leq \alpha < 1 \) for every \( k \geq 2 \), \( (\lambda_k)_{k \geq 1} \) and \( \lambda, \sigma, \delta > 0 \) such that
\[
\delta > \frac{\alpha^2 (1 + \alpha) + \alpha \sigma}{1 - \alpha^2} \quad \text{and} \quad 0 < \lambda \leq \lambda_k \leq \frac{\delta - \alpha \left[ \alpha (1 + \alpha) + \alpha \delta + \sigma \right]}{\delta \left[ 1 + \alpha (1 + \alpha) + \alpha \delta + \sigma \right]}, \quad \forall k \geq 2.
\]

Suppose that either \( \alpha_2 = 0 \) or \( \lambda_1 = \alpha_1 = 0 \). Further, for every \( k \geq 1 \) set
\[
x_i^{k+1} = \frac{1}{m} \sum_{i=1}^{m} z_i^k - \frac{1}{m \gamma} \sum_{i=1}^{m} y_i^k + \frac{\alpha_k}{m \gamma} \sum_{i=1}^{m} \left( y_i^k - y_i^{k-1} + \gamma (z_i^k - z_i^{k-1}) \right) \tag{83}
\]
\[
z_i^{k+1} = \alpha_{k+1} \lambda_k (x_i^{k+1} - z_i^k) + \frac{1 - \lambda_k \alpha_k \alpha_{k+1}}{\gamma} \left( y_i^k - y_i^{k-1} + \gamma (z_i^k - z_i^{k-1}) \right), \quad i = 1, \ldots, m \tag{84}
\]
\[
z_i^{k+1} = \arg\min_{z \in \mathcal{H}} \left\{ f_i(z + \frac{z_i^{k+1}}{\gamma}) + \left( -y_i^k - (1 - \lambda_k) \alpha_k \left( y_i^k - y_i^{k-1} + \gamma (z_i^k - z_i^{k-1}) \right) \right), \quad i = 1, \ldots, m \tag{85}
\]
\[
y_i^{k+1} = \frac{\gamma}{2} ||z - \lambda_k x_i^{k+1} - (1 - \lambda_k) z_i^k||^2 \right\} + \gamma \left( y_i^k - y_i^{k-1} + \gamma (z_i^k - z_i^{k-1}) \right), \quad i = 1, \ldots, m \tag{87}
\]
Theorem 18  In Problem 13 suppose that \((P_Σ)\) has an optimal solution, the regularity condition (60) is fulfilled and consider the sequences generated by Algorithm 17. Then there exists \((x, v_1, ..., v_m) \in \mathcal{H} \times \mathcal{H}^m\) satisfying the optimality conditions (61), hence \(x\) is an optimal solution to \((P_Σ)\), \((v_1, ..., v_m)\) is an optimal solution to \((D_Σ)\) and \(v(P_Σ) = v(D_Σ)\), such that the following statements are true:

(i) \((x^k)_{k \geq 2}\) converges weakly to \(x\);
(ii) \((z_i^k)_{k \geq 2}\) converges strongly to 0, \(i = 1, ..., m\);
(iii) \((x_i^k)_{k \in \mathbb{N}}\) converges weakly to \(x\), \(i = 1, ..., m\);
(iv) \((x_i^{k+1} - z_i^k)_{k \geq 2}\) converges strongly to 0, \(i = 1, ..., m\);
(v) \((y_i^k)_{k \in \mathbb{N}}\) converges weakly to \(v_i\), \(i = 1, ..., m\);
(vi) if \(f^*_i\) is strongly convex for \(i = 1, ..., m\), then \(((y_1^k)_{k \in \mathbb{N}}, ..., (y_m^k)_{k \in \mathbb{N}})\) converges strongly to the unique optimal solution to \((D_Σ)\);
(vii) \(\lim_{k \to +\infty} (\sum_{i=1}^m f_i(z_i^k + \frac{1}{k})) = v(P_Σ) = v(D_Σ) = \lim_{k \to +\infty} (-\sum_{i=1}^m f^*_i(-y_i^k))\).

Remark 19  Notice that relation (83) is derived from \(v^k \in C^1\) (see (34)), where for any \(i = 1, ..., m\) the sequence \((v_i^k)_{k \geq 1}\) is defined by

\[
v_i^k = y_i^k - \gamma z_i^k + \gamma x_i^{k+1} - \alpha_k \left( y_i^k - y_i^{k-1} + \gamma (z_i^k - z_i^{k-1}) \right) \quad \forall k \geq 1 \tag{88}
\]

and \((v_i^k)_{k \geq 1}\) converges weakly to \(v_i\).
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