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Abstract. If Ω is a simply connected domain in C then, according to the Ahlfors–Gehring theorem, Ω is a quasidisk if and only if there exists a sufficient condition for the univalence of holomorphic functions in Ω in relation to the growth of their Schwarzian derivative. We extend this theorem to harmonic mappings by proving a univalence criterion on quasidisks. We also show that the mappings satisfying this criterion admit a homeomorphic extension to C and, under the additional assumption of quasiconformality in Ω, they admit a quasiconformal extension to C. The Ahlfors–Gehring theorem has been extended to finitely connected domains Ω by Osgood, Beardon and Gehring, who showed that a Schwarzian criterion for univalence holds in Ω if and only if the components of ∂Ω are either points or quasicircles. We generalize this theorem to harmonic mappings.

1. Introduction

1.1. Schwarzian derivative. For a locally univalent analytic function f the Schwarzian derivative is defined by

$$Sf = \left(\frac{f''}{f'}\right)' - \frac{1}{2} \left(\frac{f''}{f'}\right)^2.$$ 

This operator vanishes identically if and only if f is a Möbius transformation. According to a classical theorem of Nehari the bound

$$|Sf(z)| \leq \frac{2t}{(1 - |z|^2)^2}, \quad z \in \mathbb{D},$$

for t = 1 implies the global univalence of f in the unit disk D, while another classical result, proved by Ahlfors and Weill, gives an explicit quasiconformal extension of f to C under the assumption that f satisfies (1) with t < 1.

Let Ω be a hyperbolic domain in C, meaning that it has at least three boundary points, and let π: D → Ω be a universal covering map. Then the density λΩ of the hyperbolic (Poincaré) metric in Ω is defined by

$$\lambda_Ω(\pi(z)) |\pi'(z)| = \lambda_D(z) = \frac{1}{1 - |z|^2}, \quad z \in \mathbb{D},$$

and is independent of the choice for the covering π. The size of the Schwarzian derivative of a locally univalent holomorphic function f: Ω → C is measured by its norm, given by

$$\|Sf\|_Ω = \sup_{z \in \Omega} \lambda_Ω(z)^{-2} |Sf(z)|.$$
The inner radius of \( \Omega \) is defined as the number
\[
\sigma(\Omega) = \sup\{ c \geq 0 : \| Sf \|_{\Omega} \leq c \Rightarrow f \text{ univalent} \}.
\]
This domain constant is Möbius invariant. We say that a univalence criterion holds in \( \Omega \) if and only if \( \sigma(\Omega) > 0 \). We have that \( \sigma(\mathbb{D}) = 2 \) since, as shown by Hille, the constant 2 in Nehari’s theorem is sharp. Lehtinen showed that every simply connected domain \( \Omega \) satisfies \( \sigma(\Omega) \leq 2 \), with equality only in the case when \( \Omega \) is a disk or a half-plane. See Lehto’s book [14, Ch. III, §5] for more information on the inner radius.

A domain \( \Omega \) is a quasidisk if it is the image of \( \mathbb{D} \) under a quasiconformal self-map of \( \overline{\mathbb{C}} \). The boundary of a quasidisk is called a quasicircle.

Our starting point is the following theorem by Ahlfors and Gehring.

**Theorem A.** [1, 7] Let \( \Omega \) be a simply connected domain in \( \mathbb{C} \). Then \( \sigma(\Omega) > 0 \) if and only if \( \Omega \) is a quasidisk. Moreover, any holomorphic function \( f : \Omega \to \mathbb{C} \) that satisfies \( \| Sf \|_{\Omega} < \sigma(\Omega) \) admits a quasiconformal extension to \( \mathbb{C} \).

Ahlfors [1] proved the quasiconformal extension criterion on a quasidisk stated here; the univalence criterion follows from it. The fact that such a criterion can only occur on a quasidisk was shown by Gehring [7]. This has been generalized to a class of multiply connected domains with the following theorem.

**Theorem B.** [2, 18] Let \( \Omega \) be a finitely connected domain in \( \mathbb{C} \). Then \( \sigma(\Omega) > 0 \) if and only if every boundary component of \( \Omega \) is either a point or a quasicircle.

The univalence criterion was proved by Osgood [18], while the fact that the class of domains where it holds cannot be enlarged was proved by Beardon and Gehring [2]. We note that for finitely connected domains the property of \( \partial \Omega \) described in this theorem characterizes the class of uniform domains, introduced by Martio and Sarvas [16] (see also [8, §3.5]). We also mention that there exist both examples of infinitely connected circle domains with positive (see [18]) and zero (see [2]) inner radius.

In recent years there is much activity in extending the theory of the Schwarzian derivative to harmonic mappings, to which we now turn.

### 1.2. Harmonic mappings.

A complex-valued harmonic mapping \( f \) in a simply connected domain \( \Omega \subset \mathbb{C} \) has a canonical decomposition \( f = h + \overline{g} \), where \( h \) and \( g \) are analytic in \( \Omega \). The mapping \( f \) is locally univalent if and only if its Jacobian \( J_f = |h'|^2 - |g'|^2 \) does not vanish, and is said to be orientation-preserving if its dilatation \( \omega = g'/h' \) satisfies \( |\omega| < 1 \) in \( \Omega \). We say that \( f \) is normalized if \( h(z_0) = g(z_0) = 0 \) and \( h'(z_0) = 1 \) for some specified \( z_0 \in \Omega \).

The Schwarzian derivative has been extended to harmonic mappings by two complementary definitions: a first one appeared in [4] and another was later introduced by Hernández and Martín in [11]. We will follow the latter, which seems to be better suited when one does not wish to consider the Weierstass–Enneper lift to a minimal surface. Hence, the Schwarzian derivative of a locally univalent harmonic mapping \( f \) is defined by
\[
S_f = \rho_{zz} - \frac{1}{2}(\rho_z)^2, \quad \rho = \log J_f,
\]
where \( J_f = |f_z|^2 - |f_{\overline{z}}|^2 \) is the Jacobian. If \( \Omega \) is simply connected and, therefore, the decomposition \( f = h + \overline{g} \) is valid, then the above takes the form
\[
S_f = Sh + \frac{\omega}{1 - |\omega|^2} \left( \frac{h''}{h'} \omega' - \omega'' \right) - \frac{3}{2} \left( \frac{\omega \overline{\omega}}{1 - |\omega|^2} \right)^2.
\]
Note that we are using the notation $Sf$ when we know that the mapping $f$ is holomorphic and the notation $S_f$, with the mapping $f$ as a subscript, in the more general setting of harmonic mappings. This operator satisfies the chain rule, for if $\varphi$ is analytic in $\Omega$ and such that the composition $f \circ \varphi$ is well defined then we have that

$$
S_{f \circ \varphi} = S_f \circ \varphi (\varphi')^2 + S\varphi.
$$

The Schwarzian norm of a harmonic mapping $f$ is defined exactly as in (2). It was shown in [11] that $\|S_f\|_\Omega = 0$ implies that $f$ is an affine map of a Möbius transformation and is, therefore, univalent.

1.3. Main results. We define the harmonic inner radius of a hyperbolic domain $\Omega$ in $\overline{C}$ as the constant

$$
\sigma_H(\Omega) = \sup \{ t \geq 0 : f \text{ harmonic in } \Omega \text{ with } \|S_f\|_\Omega \leq t \Rightarrow f \text{ univalent} \}.
$$

Evidently,

$$
\sigma_H(\Omega) \leq \sigma(\Omega),
$$

since every holomorphic function is harmonic. This shows that if $\sigma_H(\Omega) > 0$ and $\Omega$ is finitely connected then, in view of Theorem B, every boundary component of $\Omega$ is either a point or a quasicircle. For $\Omega = D$ it was shown in [12] that $\sigma_H(D) > 0$. We prove that the harmonic inner radius is positive for all quasidisks.

**Theorem 1.** Let $\Omega$ be a quasiskis. Then there exists a constant $c > 0$, depending only on $\sigma(\Omega)$, such that if $f$ is harmonic in $\Omega$ with $\|S_f\|_\Omega \leq c$ then $f$ is univalent in $\Omega$ and admits a homeomorphic extension to $\overline{C}$.

The proof of the univalence criterion in Theorem 1 follows closely the reasoning in [12]: We show that if a harmonic mapping $f = h + \overline{g}$ has small Schwarzian derivative then so does its analytic part $h$, and therefore $h$ is univalent by Theorem A. The same can then be said about $h + ag$, the analytic part of the affine transformation $f + af$, $a \in D$. Finally, Hurwitz’ theorem shows that $h + ag$ is univalent for every $a \in D$ and by an elementary rotational argument we get that $f$ is injective. The crucial step in the generalization from $D$ to a quasiskisk involves the hyperbolic derivative of admissible dilatations and is given in Lemma 5. The homeomorphic extension under these hypotheses is novel even for the unit disk.

Further, for more general domains we prove the following theorem.

**Theorem 2.** Let $\Omega$ be a finitely connected domain. The following are equivalent.

(i) Every boundary component of $\Omega$ is either a point or a quasicircle.

(ii) $\sigma(\Omega) > 0$.

(iii) $\sigma_H(\Omega) > 0$.

The equivalence of (i) and (ii) was given in Theorem B, while the direction (iii) $\Rightarrow$ (ii) follows trivially from (5). We prove the direction (i) $\Rightarrow$ (iii) in Section 6 by using Osgood’s [18] quasiconformal decomposition of $\Omega$ and the homeomorphic extension of Theorem 1.

Finally, we give sufficient conditions for a harmonic mapping defined on a quasiskisk to admit a quasiconformal extension to $\overline{C}$.

**Theorem 3.** Let $\Omega$ be a quasiskisk and let $d \in [0,1)$. Then there exists a constant $c > 0$, depending only on $d$ and on $\sigma(\Omega)$, such that if $f$ is harmonic in $\Omega$ with $\|S_f\|_\Omega \leq c$ and its dilatation satisfies $\sup_{z \in \Omega} |\omega(z)| \leq d$ then $f$ admits a quasiconformal extension to $\overline{C}$.
If $d = 0$ then $f$ is analytic and we recover Ahlfors’ theorem [1]. For our proof of Theorem 3 we consider the dilation $\Omega_r$ (i.e., the image of $|z| < r$, for $r < 1$, under the Riemann mapping of $\Omega$) and use quasiconformal reflections to obtain a $K$-quasiconformal extension of $f|_{\Omega_r}$ to $\overline{\mathbb{C}}$. The desired extension is then harvested as the limit for $r \to 1$, once we prove that $K$ is independent of $r$ by studying the cross-ratio of points on the image of $\partial \Omega_r$ under $f$. For the latter we use the insightful ideas of [10]. We prove Theorem 3 in Section 5.

We note that for the case when $\Omega$ is the unit disk $D$, Theorem 3 was proved in [12]. However, the slightly stronger statement made there, namely that the constants $c$ and $d$ in the hypotheses are independent, does not seem to follow from the suggestion of the authors to argue as in [10] for a proof. It is interesting to ask if this stronger statement can be rigorously proved.

2. Preliminaries

2.1. Bounded Schwarzian derivative. A well-known theorem of Pommerenke [19] states that if $\varphi$ is analytic and locally univalent in $D$ then

$$
(1 - |z|^2) \left| \frac{\varphi''(z)}{\varphi'(z)} - \frac{2 \bar{z}}{1 - |z|^2} \right| \leq 2 \sqrt{1 + \|S\varphi\|_D^2}, \quad z \in D.
$$

From this, a simple application of Montel’s theorem shows that the set of functions

$$\{\varphi: \|S\varphi\|_D \leq c\},$$

where $c > 0$, constitutes a normal family.

According to Theorem 6 in [11], if $f = h + \overline{g}$ is harmonic and locally univalent in $D$ then

$$
\|S_f\|_D < \infty \quad \text{if and only if} \quad \|Sh\|_D < \infty.
$$

2.2. Normalizations for harmonic mappings. Let $\Omega$ be a simply connected domain that contains the origin and let $t \geq 0$. We then denote by $\mathcal{F}_t(\Omega)$ the set of all sense-preserving harmonic mappings $f = h + \overline{g}$ in $\Omega$ which satisfy $\|S_f\|_\Omega \leq t$ and are normalized by $h(0) = g(0) = 0$ and $h'(0) = 1$. Let

$$\mathcal{F}_t^0(\Omega) = \{f \in \mathcal{F}_t(\Omega): g'(0) = 0\}.$$

The following proposition is well known among experts but we will include a proof here for the convenience of the reader. We note that the compactness of $\mathcal{F}_t^0(D)$ was shown in [5].

Proposition 1. The family $\mathcal{F}_t(\Omega)$ is normal. The family $\mathcal{F}_t^0(\Omega)$ is normal and compact.

Proof. To show that $\mathcal{F}_t^0(D)$ is normal we observe that the set

$$\{h: f = h + \overline{g} \in \mathcal{F}_t^0(D)\}$$

is a normal family in view of inequality (6) and since $\|Sh\|_D$ is bounded by (7) (even more so, a close inspection of [11, Thm. 6] shows that it is uniformly bounded). Also, again by (6), the functions $h'$ are locally uniformly bounded in $D$ and, in view of the condition $|g'| < |h'|$, so are the functions $g'$. Hence the family $\{g: f \in \mathcal{F}_t^0(D)\}$ is also normal. Thus $\mathcal{F}_t^0(D)$ is a normal family.

For a simply connected domain $\Omega$, with $0 \in \Omega$, let $f \in \mathcal{F}_t^0(\Omega)$ and consider the mapping $F = \varphi'(0)^{-1} f \circ \varphi$, where $\varphi$ is a Riemann map for which $\Omega = \varphi(D)$ and
\( \varphi(0) = 0 \). By the chain rule (4) we have that
\[
S_F(z) = S_f(\varphi(z))\varphi'(z)^2 + S\varphi(z), \quad z \in D.
\]
We then compute
\[
\frac{|S_F(z) - S\varphi(z)|}{\lambda_0(z)^2} = \frac{|S_f(\varphi(z))|}{\lambda_0'(\varphi(z))^2}, \quad z \in D,
\]
which shows that \( \|S_F - S\varphi\|_D = \|S_f\|_\Omega \). According to Kraus’ theorem [14, Ch. II, Thm. 1.3] we have that \( \|S\varphi\|_D \leq 6 \). Therefore, we get that
\[
\|S_F\|_D \leq \|S_f\|_\Omega + \|S\varphi\|_D \leq t + 6.
\]
Hence the set \( \{\varphi'(0)^{-1}f \circ \varphi : f \in F_t^0(\Omega)\} \) is included in the normal family \( F_{t+6}(D) \) and is, therefore, a normal family itself. The claim that \( F_t^0(\Omega) \) is normal follows directly from this.

Any \( f \in F_t(\Omega) \) can be written as an affine transform of a mapping in \( F_t^0(\Omega) \), in particular, if \( b_1 = g'(0) \) we may write \( f = f_0 + \overline{b_1}f_0 \) for some \( f_0 \in F_t^0(\Omega) \). Hence \( |f| \leq 2|f_0| \) and with the observation that Montel’s criterion for normality remains valid for families of harmonic mappings (see [6, p.80]) we conclude that \( F_t(\Omega) \) is normal.

Finally, the compactness of \( F_t^0(\Omega) \), as shown in the course of the proof of Theorem 3 in [5], amounts to the observation that if \( f_n \) is a sequence in \( F_t^0(\Omega) \) that converges to \( f \) locally uniformly in \( \Omega \) then \( Sf_n \to Sf \) pointwise in \( \Omega \). Hence \( f \in F_t^0(\Omega) \) and so this class is compact. \( \square \)

2.3. Affine invariance. Let \( a \in D \) and consider the affine transformation of a mapping \( f \) in \( F_t(\Omega) \) given by
\[
F(z) = A_a f(z) = \frac{f(z) + af(0)}{1 + ag'(0)}, \quad z \in \Omega.
\]
Now \( F \in F_t(\Omega) \) since it satisfies \( S_F \equiv S_f \) (see [11, Prop. 1]) and the corresponding normalizations. It can easily be seen that the dilatation of \( F \) is given by \( \omega_F = \nu \varphi_\pi \circ \omega \), where \( \nu \in T(= \partial D) \) and
\[
\varphi_a(z) = \frac{a + z}{1 + \overline{a}z}, \quad z \in D.
\]
If we make the choice \( a = -\overline{\omega(0)} \) then \( F \) will have the additional normalization \( \omega_F(0) = \nu \varphi_\pi(-\overline{\pi}) = 0 \) and will therefore belong to \( F_t^0(\Omega) \).

2.4. Quasiconformal mappings. A sense-preserving homeomorphism \( f : \Omega \to C \) is said to be \( K \)-quasiconformal, \( K \geq 1 \), if it is absolutely continuous on lines and satisfies \( |f'_z| \leq k|f_z| \), where \( k = (K - 1)/(K + 1) \), almost everywhere in \( \Omega \). A mapping is called quasiconformal if it is \( K \)-quasiconformal for some \( K \geq 1 \). The \( 1 \)-quasiconformal mappings are the conformal mappings. Note that a harmonic mapping is quasiconformal if its dilatation satisfies \( |\omega| \leq k < 1 \).

A domain \( \Omega \) is called a \( K \)-quasidisk, and its boundary a \( K \)-quasicircle, if it is the image of \( D \) under a \( K \)-quasiconformal self-map of \( \overline{C} \). According to a theorem of Ahlfors [1] a Jordan curve \( \gamma \subset \overline{C} \) is a quasicircle if and only if for all points \( z_j \in \gamma, j = 1, 2, 3, 4 \), such that \( z_1 \) and \( z_3 \) separate \( z_2 \) and \( z_4 \), the cross-ratio
\[
(z_1, z_2, z_3, z_4) = \frac{(z_1 - z_2)(z_3 - z_4)}{(z_1 - z_3)(z_2 - z_4)}
\]
satisfies \[ |(z_1, z_2, z_3, z_4)| \leq C, \]
for some constant \( C > 0 \).

Let \( \Omega_1 \) and \( \Omega_2 \) be the complementary components of a Jordan curve \( \gamma \subset \mathbb{C} \). Then a sense-reversing homeomorphism \( \lambda \) of the sphere onto itself is a reflection across \( \gamma \) if it maps \( \Omega_1 \) onto \( \Omega_2 \) and keeps every point on \( \gamma \) fixed. According to a theorem of Kühnau [13] (see also Theorem 2.1.4 in [8]) \( \gamma \) is a \( K \)-quasicircle if and only if it admits a reflection \( \lambda \) such that \( \lambda(\overline{z}) \) is \( K \)-quasiconformal.

3. Preparatory lemmas

3.1. Adaptations to general domains. The following proposition is a straightforward generalization of (7).

**Proposition 2.** Let \( \Omega \) be a simply connected domain and \( f = h + \overline{g} \) a sense-preserving locally univalent harmonic mapping in \( \Omega \). Then \( \|S_f\|_\Omega < \infty \) if and only if \( \|S_h\|_\Omega < \infty \).

**Proof.** Let \( \varphi \) be a Riemann map for which \( \Omega = \varphi(\mathbb{D}) \) and consider the mappings \( F = f \circ \varphi \) and \( H = h \circ \varphi \). By a calculation we saw in (8) we readily have that
\[ \|S_F - S\varphi\|_\mathbb{D} = \|S_f\|_\Omega \quad \text{and} \quad \|SH - S\varphi\|_\mathbb{D} = \|Sh\|_\Omega. \]
The proposition is a direct consequence of Theorem 6 in [11] and Kraus’ theorem \( \|S\varphi\|_\mathbb{D} \leq 6 \).

We now generalize inequality (6) to an arbitrary hyperbolic domain \( \Omega \). We write \( d(z) = \text{dist}(z, \partial \Omega) \) for the distance of a point \( z \) in \( \Omega \) to the boundary \( \partial \Omega \).

**Proposition 3.** If \( h \) is analytic and locally univalent in \( \Omega \) then
\[ \frac{h''(z)}{h'(z)} \leq \frac{2}{d(z)} \sqrt{1 + \frac{\|Sh\|_\Omega}{2}}, \quad z \in \Omega. \]

**Proof.** Let \( \alpha \in \Omega, d = d(\alpha) \) and consider the disk \( \Delta = \{ z : |z - \alpha| < d \} \). We write \( z = \alpha + d\zeta \in \Delta \), for \( \zeta \in \mathbb{D} \), and note that \( d\lambda_\Delta(z) = \lambda_\mathbb{D}(\zeta) \). Since \( \Delta \subset \Omega \) we have by the comparison principle [3, Thm. 8.1] that \( \lambda_\Delta(z) \geq \lambda_\Omega(z) \), for all \( z \in \Delta \). Let \( H(\zeta) = h(z) \) and observe that \( SH(\zeta) = d^2Sh(z) \). We have that
\[ \|SH\|_\mathbb{D} = \sup_{\zeta \in \mathbb{D}} \frac{|SH(\zeta)|}{\lambda_\mathbb{D}(\zeta)^2} = \sup_{z \in \Delta} \frac{|Sh(z)|}{\lambda_\Delta(z)^2} \leq \sup_{z \in \Omega} \frac{|Sh(z)|}{\lambda_\Omega(z)^2} = \|Sh\|_\Omega. \]

We now apply inequality (6) to the function \( H \) and evaluate at \( \zeta = 0 \) to obtain
\[ d(\alpha) \left| \frac{h''(\alpha)}{h'(\alpha)} \right| = \left| \frac{H''(0)}{H'(0)} \right| \leq 2 \sqrt{1 + \frac{\|SH\|_\mathbb{D}}{2}} \leq 2 \sqrt{1 + \frac{\|Sh\|_\Omega}{2}}. \]
The proof is complete.

3.2. The hyperbolic derivative. If \( \omega : \Omega \to \mathbb{D} \) is an analytic function then its hyperbolic derivative is given by
\[ \omega^*(z) = \frac{\omega'(z)}{\lambda_\Omega(z) (1 - |\omega(z)|^2)}, \quad z \in \Omega, \]
and the quantity \( \|\omega^*\| = \sup_{z \in \Omega} |\omega^*(z)| \) is called the hyperbolic norm of \( \omega \). In view of the generalized Schwarz–Pick lemma [3, Thm. 10.5] we always have that \( \|\omega^*\| \leq 1 \). The hyperbolic derivative satisfies the chain rule \((\omega \circ \varphi)^* = \omega^* \circ \varphi \cdot \varphi^* \) for any two functions for which the composition is well defined.
It has been shown in [9] that for any analytic $\omega: \mathbb{D} \rightarrow \mathbb{D}$ it holds that
\[
\frac{(1 - |z|^2)|\omega''(z)|}{1 - |\omega(z)|^2} \leq C||\omega^*||, \quad z \in \mathbb{D},
\]
for some constant $C > 0$. We will now generalize this to an arbitrary hyperbolic domain $\Omega$. Again, here $d(z) = \text{dist}(z, \partial \Omega)$.

**Proposition 4.** If $\omega: \Omega \rightarrow \mathbb{D}$ is analytic then
\[
\frac{d(z)^2|\omega''(z)|}{1 - |\omega(z)|^2} \leq C||\omega^*||, \quad z \in \Omega,
\]
for some constant $C > 0$.

**Proof.** We proceed as in the proof of Proposition 3, by fixing $\alpha \in \Omega$ and writing $d = d(\alpha), \Delta = \{z: |z - \alpha| < d\}$ and $z = \alpha + d \zeta \in \Delta$, for $\zeta \in \mathbb{D}$. We set $\psi(\zeta) = \omega(z)$ and compute
\[
||\psi^*|| = \sup_{\zeta \in \mathbb{D}} \frac{|\psi'(\zeta)|}{\lambda_D(\zeta)} (1 - |\psi(\zeta)|^2) = \sup_{z \in \Delta} \frac{|\omega'(z)|}{\lambda_D(z)} (1 - |\omega(z)|^2) \leq \sup_{z \in \Omega} \frac{|\omega'(z)|}{\lambda_\Omega(z)} (1 - |\omega(z)|^2) = ||\omega^*||.
\]
The proof is completed by applying inequality (10) for $\zeta = 0$ to the function $\psi$. \qed

### 3.3. Admissible dilatations.
Let $\Omega$ be a simply connected domain with $0 \in \Omega$ and let $A_0(\Omega)$ and $A^0_0(\Omega)$ denote the classes of admissible dilatations for mappings in $F_0(\Omega)$ and $F^0(\Omega)$, respectively. Let also
\[
R_t(\Omega) = \max_{\omega \in A^0_0(\Omega)} ||\omega^*||.
\]
Applying the affine transformation (9) to a mapping $f \in F_t(\Omega)$, as we have already seen, we can get a mapping $F = A_0 f$ which, for an appropriate choice of $a \in \mathbb{D}$, belongs to $F^0_t(\Omega)$. The dilatation of $F$ is $\omega_F = \nu \phi_t \circ \omega$, for some $\nu \in \mathbb{T}$. A straightforward computation can show that $|\omega_F^*| = |\omega^*|$, so that we have an alternative expression for $R_t$ given by
\[
R_t(\Omega) = \max_{\omega \in A_0(\Omega)} ||\omega^*||.
\]
This was first observed in [5, Lem. 1]. A compactness argument was used in [12] to show that $R_t(\mathbb{D}) \rightarrow 0$ as $t \rightarrow 0^+$. Here we will prove the following.

**Lemma 5.** It holds that $R_t(\Omega) \leq 4R_t(\mathbb{D})$ for all $t > 0$.

An immediate consequence is that $R_t(\Omega) \rightarrow 0$ as $t \rightarrow 0^+$, and this fact is an important ingredient in the proofs of Theorems 1 and 3. For the proof of Lemma 5 we need to recall the inequalities
\[
\frac{1}{4} \leq d(z)\lambda_\Omega(z) \leq 1, \quad z \in \Omega,
\]
where $d(z) = \text{dist}(z, \partial \Omega)$, which amount to Koebe’s 1/4-theorem and the comparison principle; see [14, Ch. I, §1.1].

**Proof of Lemma 5.** Fix $t > 0$ and consider an extremal mapping $f = h + \overline{g}$ in $F^0_t(\Omega)$, with dilatation $\omega$, for which $R_t(\Omega) = ||\omega^*||$. There exists a sequence of points $\{z_n\}$ in $\Omega$ for which $||\omega^*|| = \lim_{n \rightarrow \infty} |\omega^*(z_n)|$. Let $r_n = d(z_n)$ and consider the disks $\Delta_n = \{z: |z - z_n| < r_n\}$. Hereafter we use the notation $\zeta \in \mathbb{D}$ and $z = z_n + r_n \zeta \in \Delta_n$. 


Note that \( r_n \lambda_{\Delta_n}(z) = \lambda_D(\zeta) \) and that \( \lambda_{\Delta_n}(z) \geq \lambda_\Omega(z) \), for \( z \in \Delta_n \), since \( \Delta_n \subset \Omega \). Let
\[
F_n(\zeta) = \frac{f(z) - f(z_n)}{r_n h'(z_n)}
\]
and compute its dilatation \( \omega_n(\zeta) = \mu_n \omega(z) \), where \( \mu_n = h'(z_n)/\overline{h'(z_n)} \in \mathbb{T} \). Compute also \( S_{F_n}(\zeta) = r_n^2 S_f(z) \). We have that
\[
\frac{|S_{F_n}(\zeta)|}{\lambda_D(\zeta)^2} = \frac{|S_f(\zeta)|}{\lambda_n(z)^2} \leq \frac{|S_f(z)|}{\lambda_\Omega(z)^2},
\]
so that
\[
\|S_{F_n}\|_D \leq \|S_f\|_D \leq t
\]
and, therefore, we find that \( F_n \) belongs to \( \mathcal{F}_t(D) \). Recalling the expression (11) we have that \( \|\omega^*_n\| \leq R_t(D) \). A calculation shows that
\[
\omega^*_n(\zeta) = \frac{\omega'_n(\zeta)}{\lambda_D(\zeta)(1 - |\omega_n(z)|^2)} = \frac{\mu_n \omega'(z)}{\lambda_n(z)(1 - |\omega(z)|^2)} = \mu_n \frac{\lambda_\Omega(z)}{\lambda_n(z)} \omega^*(z)
\]
and, in particular, that
\[
|\omega^*_n(0)| = r_n \lambda_\Omega(z_n) \omega^*(z_n).
\]
In view of Koebe’s 1/4-theorem (12) we have that \( r_n \lambda_\Omega(z_n) \geq 1/4 \). Therefore,
\[
|\omega^*(z_n)| \leq 4 |\omega^*_n(0)| \leq 4 \|\omega^*_n\| \leq 4R_t(D).
\]
The proof is completed upon letting \( n \to \infty \).

4. Proof of Theorem 1

Without loss of generality we may assume that \( 0 \in \Omega \) and that \( f \in \mathcal{F}_t(\Omega), t \geq 0 \). By Proposition 2 we have that \( \|Sh\|_\Omega < \infty \). Moreover, since the classes \( \mathcal{F}_t(\Omega) \) are nested and increasing with \( t \) we have that \( \|Sh\|_\Omega \) is uniformly bounded for \( f \in \mathcal{F}_t(\Omega) \) and small \( t \), that is, \( \|Sh\|_\Omega \leq M \) for some constant \( M > 0 \) and, say, \( t \leq 1 \). From the expression (3) we get
\[
|Sh| \leq |S_f| + \frac{|\omega'|}{1 - |\omega|^2} \left( \frac{h''}{h'} \right) + \frac{|\omega''|}{1 - |\omega|^2} + \frac{3}{2} \left( \frac{|\omega'|}{1 - |\omega|^2} \right)^2.
\]
Propositions 3 and 4, along with Koebe’s 1/4-theorem (12) yield
\[
\frac{|Sh(z)|}{\lambda_\Omega(z)^2} \leq \frac{|S_f| n + 2 |\omega^*(z)|}{d(z)\lambda_\Omega(z) \sqrt{1 + \frac{|Sh|_\Omega}{2} + \frac{C||\omega^*||}{d(z)^2\lambda_\Omega(z)^2} + \frac{3}{2} |\omega^*(z)|^2}}
\]
\[
\leq t + 8||\omega^*|| \sqrt{1 + \frac{M}{2} + 16C||\omega^*||} + \frac{3}{2} ||\omega^*||^2.
\]
Since \( ||\omega^*|| \leq 1 \) we get that
\[
\|Sh\|_\Omega \leq t + \hat{C}R_t(\Omega)
\]
for some constant \( \hat{C} > 0 \). Hence, \( \|Sh\|_\Omega \to 0 \) as \( t \to 0^+ \), in view of Lemma 5. Since \( \sigma(\Omega) > 0 \) by Theorem A, there exists \( t_0 > 0 \) for which \( \|Sh\|_\Omega < \sigma(\Omega) \), so that \( h \) is univalent in \( \Omega \). Moreover, \( h \) has a quasiconformal extension to \( \overline{\Omega} \) by Theorem A, which we will denote by \( \tilde{h} \).

Using the affine invariance of \( \mathcal{F}_t(\Omega) \), the above calculation can be repeated for the transform \( A_a f \), given in (9), for any \( a \in D \). Thus, the analytic part of \( A_a f \) and, therefore, \( h_a = h + a g \) is univalent in \( \Omega \) for every \( a \in D \). Letting \( |a| \to 1^- \) and using Hurwitz’ theorem we get that \( h_a \) is univalent in \( \Omega \) for every \( a \in T \), since it can not be
constant due to its normalization $h_0'(0) = 1 + ag'(0) \neq 0$. We show that $f$ is injective in $\Omega$ by contradiction. Let $z_1, z_2 \in \Omega$ be distinct, and such that $f(z_1) = f(z_2)$. Since $h$ is injective, we have that $h(z_1) \neq h(z_2)$. Setting $\theta = \arg(h(z_1) - h(z_2))$ we see that
\begin{equation}
R \ni e^{-i\theta}(h(z_1) - h(z_2)) = e^{-i\gamma}(g(z_2) - g(z_1)) = e^{i\theta}(g(z_2) - g(z_1)),
\end{equation}
from which we get that $h + e^{2i\theta}g$ is not injective, a contradiction.

Moreover, $h_a$ has a quasiconformal extension $\tilde{h}_a$ to $\overline{C}$ for every $a \in D$. In view of Theorem 5.3 in [15, Ch. II, §5.4], for every $a \in T$ the limit function $\tilde{h}_a$ is either constant, or takes two values, or is quasiconformal. The first two cases are discarded by the normalization at the origin and, therefore, $\tilde{h}_a$ is quasiconformal in $\overline{C}$ for every $a \in \overline{D}$. Now we define
\[ \tilde{f} = \tilde{h} + \overline{g}, \]
where $\tilde{h} = \tilde{h}_0$ and $\overline{g} = \tilde{h}_1 - \tilde{h}_0$. It is clear that $\tilde{f}$ is a continuous (with respect to the spherical metric) extension of $f$ to $\overline{C}$. It remains to show that $\tilde{f}$ is injective in $\overline{C}$, since the continuity of $\tilde{f}^{-1}$ may then be obtained by a general result, see Theorem 5.6 in [17, §3-5].

We will argue again by contradiction. Let $z_1, z_2 \in \overline{C}$ be distinct, and such that $\ell = \tilde{f}(z_1) = \tilde{f}(z_2) \in \overline{C}$. Since $\tilde{h}$ is injective, we have that $\tilde{h}(z_1) \neq \tilde{h}(z_2)$. If both $\tilde{h}(z_1)$ and $\tilde{h}(z_2)$ are finite then we proceed as in (13), setting $\theta = \arg(\tilde{h}(z_1) - \tilde{h}(z_2))$ and seeing that $\tilde{h} + e^{2i\theta}g$ is not injective, a contradiction. If one of $\tilde{h}(z_1)$ and $\tilde{h}(z_2)$ is finite and the other is infinite, we may assume without loss of generality that $\tilde{h}(z_1) = \infty$ and $\tilde{h}(z_2) \neq \infty$. Let $\gamma_\theta$ be the pre-image of the ray $\{Re^{i\theta}: R \geq 0\}$, $\theta \in [0, 2\pi)$, of the function $\tilde{h}$. Clearly, $\gamma_\theta$ is a simple curve with one endpoint at the origin and the other at $z_1$. We write
\[ \tilde{h} + \overline{g} = \tilde{f} + \tilde{h} - \tilde{h}, \]
and see that for $z \in \gamma_\theta$ we have that $\tilde{h}(z) - \tilde{h}(z) = R e^{i\theta}(1 - e^{-2i\theta})$. We distinguish two cases: $\ell$ (the common value of $\tilde{f}$ at $z_1$ and $z_2$) being finite or infinite. If $\ell \neq \infty$ then
\[ \lim_{\gamma_\theta \ni z \to z_1} \tilde{h}(z) + \overline{g}(z) = \begin{cases} \ell, & \text{if } \theta = 0, \pi, \\ \infty, & \text{if } \theta \neq 0, \pi, \end{cases} \]
which is a contradiction since $\tilde{h} + \overline{g}$ is continuous in $\overline{C}$. If $\ell = \infty$ we take limit when $z \to z_1$ along $\gamma_0$ (so that $\tilde{h}(z) = R$) in order to compute that $(\tilde{h} + \overline{g})(z_1) = \infty$. But, on the other hand, we have that $(\tilde{h} + \overline{g})(z_2) = \infty$, since $\tilde{h}(z_2) \neq \infty$ and $\overline{g}(z_2) = \infty$. This is a contradiction because $\tilde{h} + \overline{g}$ is injective.

5. Proof of Theorem 3

Let $\varphi: D \to \Omega$ be a Riemann map of $\Omega$ with $\varphi(0) = 0$ and consider $\Omega_r = \varphi(|z| < r)$ for $r < 1$. We set $\gamma_r = \partial\Omega_r$ and note that, since $\Omega$ is a $K$-quasidisk for some $K \geq 1$, it follows (trivially) that $\gamma_r$ is a $K$-quasicircle for every $r < 1$. We also set $\Gamma_r = f(\gamma_r)$ and claim that it is a $K$-quasicircle, with $K \geq 1$ independent of $r$. Once we prove this claim we may then consider $\lambda_r$ and $\Lambda_r$ to be $K$- and $K$-quasiconformal reflections across $\gamma_r$ and $\Gamma_r$, respectively, and setting
\[ \tilde{f}_r(z) = \begin{cases} f(z), & \text{if } z \in \Omega_r, \\ \Lambda_r \circ f \circ \lambda_r(z), & \text{if } z \in \overline{\Omega_r}, \end{cases} \]
we see that this is a \((K \frac{1+\delta}{1+\gamma})\)-quasiconformal mapping in the Riemann sphere. Letting \(r \to 1\), and in view of Theorem 5.3 in [15, Ch. II, §5.4], we obtain the desired quasiconformal extension of \(f\) to \(\hat{\mathbb{C}}\).

Let \(w_j \in \Gamma_r, j = 1, 2, 3, 4\), be distinct points. Our claim that \(\Gamma_r\) is a \(K\)-quasicircle, with \(K \geq 1\) independent of \(r\), will be proved by showing that the cross-ratio of the points \(w_j\) is bounded by a uniform constant, independent of \(r\). Since \(f\) is injective in \(\Omega\) by Theorem 1, there exist exactly four points \(z_j \in \gamma_r\) for which \(w_j = f(z_j)\). For convenience, we will write \(h_j = h(z_j)\) and \(g_j = g(z_j)\). We have

\[
w_i - w_j = h_i - h_j + \frac{g_i - g_j}{w_i - w_j} = (h_i - h_j)(1 + \mu_{ij} A_{ij}),
\]

where \(A_{ij} = \frac{g_i - g_j}{w_i - w_j}\) and \(\mu_{ij} = \frac{g_i - g_j}{w_i - w_j} \in T\) (we may set \(\mu_{ij} = 1\) if \(g_i = g_j\)). We have that

\[
|h_i - h_j| = |(1 + \mu_{ij} A_{ij})| \leq |(1 + \mu_{ij} A_{ij})(1 + \mu_{ij} A_{ij})| \leq |(1 + \mu A_{ij})(1 + \mu A_{ij})|.
\]

Since \(h(\Omega)\) is a quasidisk (in view of the proof of Theorem 1), we have that

\[
|h_i - h_j| \leq M
\]

for some absolute constant \(M \geq 0\).

We saw in the course of the proof of Theorem 1 that \(h_a = h + a\tilde{g}\) is univalent in \(\Omega\) for every \(a \in \mathbb{C}\). We will now expand the range of \(|a|\) for which this holds.

Let \(\delta \in (1, 1/d)\) and consider \(1 < |a| \leq \delta\). We compute \(h'_a = h'(1 + a\omega)\) and

\[
\frac{h''_a}{h'_a} = \frac{h''}{h'} + \frac{a\omega'}{1 + a\omega},
\]

so that

\[
Sh_a = Sh - \frac{a\omega'}{1 + a\omega} h' + \frac{a\omega''}{1 + a\omega} \frac{3}{2} \left( \frac{a\omega'}{1 + a\omega} \right)^2.
\]

By formula (3) and a straightforward computation we arrive at

\[
Sh_a = Sf + \frac{a + \bar{w}}{1 + a\omega} \left[ \frac{\omega''}{1 - |\omega|^2} - \frac{\omega'}{1 - |\omega|^2} h' + \frac{3}{2} \left( \frac{\omega'}{1 - |\omega|^2} \right)^2 \left( \bar{w} - \frac{a(1 - |\omega|^2)}{1 + a\omega} \right) \right].
\]

In \(\Omega\), we have that

\[
\frac{|a + \bar{w}|}{1 + a\omega} \leq \max_{|\zeta| = d} \frac{|a + \bar{\zeta}|}{1 + a\bar{\zeta}} = \frac{|a| - d}{1 - |a| d} \leq \frac{\delta - d}{1 - \delta d} = C,
\]

where the first of these inequalities follows from the maximum principle. Moreover, we have that

\[
\frac{\bar{w} - \frac{a(1 - |\omega|^2)}{1 + a\omega}}{d + \frac{|a| (1 - |\omega|^2)}{1 - |a|d} \leq d + \frac{|a| (1 - d^2)}{1 - |a|d} \leq d + \frac{\delta (1 - d^2)}{1 - \delta d} = C'.
\]

Hence, we get that

\[
|Sh_a| \leq |Sf| + C \left[ \frac{|\omega''|}{1 - |\omega|^2} + \frac{|\omega'|}{1 - |\omega|^2} h' + \frac{3C'}{2} \left( \frac{|\omega'|}{1 - |\omega|^2} \right)^2 \right].
\]

We assume that \(f \in \mathcal{F}_t(\Omega)\), for \(t \geq 0\), and, working as in the proof of Theorem 1, we use Propositions 3, 4 and Koebe’s 1/4-theorem (12) in order to obtain

\[
\|Sh_a\|_{\Omega} \leq t + \hat{C} R_t(\Omega)
\]

for some constant \(\hat{C} > 0\). Choosing \(t_0 > 0\) so that \(t_0 + \hat{C} R_t(\Omega) = \sigma(\Omega)\) we conclude that \(h_a\) is univalent.
We fix $\alpha \in \Omega$ and consider the generalized dilatation
\[
\psi_\alpha(z) = \begin{cases} 
\frac{g(z) - g(\alpha)}{h(z) - h(\alpha)}, & \text{if } z \in \Omega \setminus \{\alpha\}, \\
\omega(\alpha), & \text{if } z = \alpha.
\end{cases}
\]
Since $h$ is injective in $\Omega$ it is clear that $\psi_\alpha$ is holomorphic in $\Omega$. We claim that
\[
S = \max_{z \in \mathbb{H}_r} |\psi_\alpha(z)| \leq \frac{1}{\delta}.
\]
Note that $|\omega(\alpha)| \leq d < \frac{1}{\delta}$ so that if, otherwise, $S > \frac{1}{\delta}$, then there would exist a point $z_0 \in \Omega \setminus \{\alpha\}$ for which $\psi_\alpha(z_0) = e^{i\theta}/\delta$, for some $\theta \in \mathbb{R}$. This shows that the values of the function $h - e^{-i\theta} \delta g$ at the points $\alpha$ and $z_0$ would coincide, which is a contradiction since this is a univalent function.

Hence we may bound the terms in (14) as $|A_{ij}| \leq \frac{1}{\delta}$ in order to obtain
\[
|(w_1, w_2, w_3, w_4)| \leq M \left( \frac{1 + |A_{12}|}{1 - |A_{13}|} \right) \left( \frac{1 + |A_{34}|}{1 - |A_{24}|} \right) \leq M \left( \frac{1 + 1/\delta}{1 - 1/\delta} \right)^2,
\]
with which we finish the proof.

6. Finitely connected domains

Let $\Omega$ be a domain in $\mathbb{C}$. A collection $\mathfrak{D}$ of domains $D \subset \Omega$ is called a quasiconformal decomposition of $\Omega$ if each $D$ is a quasidisk and any two points $z_1, z_2 \in \Omega$ lie in the closure of some $D \in \mathfrak{D}$. This definition along with the following covering lemma were given by Osgood in [18].

**Lemma C.** [18] If $\Omega$ is a finitely connected domain and each component of $\partial \Omega$ is either a point or a quasicircle then $\Omega$ is quasiconformally decomposable.

The proof in [18] provides an explicit finite decomposition.

**Proof of Theorem 2.** We prove the direction $(i) \Rightarrow (iii)$. The domain $\Omega$ is quasiconformally decomposable by a collection $\mathfrak{D}$ in view of Lemma C. By Theorem 1, each of the quasidisks $D$ in $\mathfrak{D}$ has positive harmonic inner radius. Let
\[
0 < c \leq \min_{D \in \mathfrak{D}} \sigma_H(D)
\]
and consider $f$ to be a harmonic mapping in $\Omega$ that satisfies $\|S_f\|_\Omega \leq c$. If $f(z_1) = f(z_2)$ for two distinct points $z_1, z_2 \in \Omega$ then $z_1, z_2 \in \partial \mathfrak{D}$, for some quasidisk $D$ from the collection $\mathfrak{D}$. The domain monotonicity for the hyperbolic metric shows that $\lambda_D(z) \geq \lambda_\Omega(z)$ for all $z \in D$ and, therefore, that
\[
\|S_f\|_D \leq \|S_f\|_\Omega \leq c.
\]
But now the homeomorphic extension of Theorem 1 shows that if $c$ is sufficiently small then $f$ is injective up to the boundary of $D$, a contradiction. \hfill \square

We note that if we strengthen the definition of quasiconformal decomposition so that any two points $z_1, z_2 \in \Omega$ lie in some quasidisk $D$ (not its closure) from a collection $\mathfrak{D}$, then the construction in [18] can be modified so that Lemma C still holds. Had we followed this line of reasoning then we would not need the homeomorphic extension of Theorem 1, but only the univalence criterion from its statement.
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