The central configurations of four masses $x, -x, y, -y$.
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Abstract. The configuration of a homothetic motion in the $N$-body problem is called a central configuration. In this paper, we prove that there are exactly three planar non-collinear central configurations for masses $x, -x, y, -y$ with $x \neq y$ (a parallelogram and two trapezoids) and two planar non-collinear central configurations for masses $x, -x, x, -x$ (two diamonds). Except the case studied here, the only known case where the four-body central configurations with non-vanishing masses can be listed is the case with equal masses ([1],[2]), which requires the use of a symbolic computation program. Thanks to a lemma used in the proof of our result, we also show that a co-circular four-body central configuration has non-vanishing total mass or vanishing multiplier.
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1. Introduction.

We are interested in configurations with $N$ punctual bodies which interact through gravitation, with masses $m_1$, ..., $m_N$, and positions $\vec{r}_1$, ..., $\vec{r}_N$. The masses are positive or negative but do not vanish, the positions belong to a Euclidean vector space. The motion of the bodies is given by Newton’s equations:

$$\frac{\vec{r}_i}{t} = \sum_{j \in \{1, \ldots, N\} \setminus \{i\}} m_j \frac{\vec{r}_j - \vec{r}_i}{||\vec{r}_j - \vec{r}_i||^3}.$$  

We have:

$$\vec{\gamma}_i = \frac{1}{m_i} \frac{\partial U}{\partial \vec{r}_i},$$

where $U$ is the Newtonian potential:

$$U(\vec{r}_1, ..., \vec{r}_N) = \sum_{1 \leq i < j \leq N} \frac{m_i m_j}{||\vec{r}_j - \vec{r}_i||}.$$

We study a special class of configurations, which are called central configurations. A configuration is said to be central with multiplier $\xi$ if, and only if, for any $i, j$:

$$\vec{\gamma}_j(\vec{r}_1, ..., \vec{r}_N) - \vec{\gamma}_i(\vec{r}_1, ..., \vec{r}_N) = \xi (\vec{r}_j - \vec{r}_i).$$

A motion is said to be homothetic if, and only if, there is a scalar $\alpha$ which depends on time, such that we have, for any $i, j$:

$$\vec{r}_j(t) - \vec{r}_i(t) = \alpha(t) (\vec{r}_j(0) - \vec{r}_i(0)).$$

A motion is said to be homothetic with fixed center if, and only if, there is is scalar $\alpha$ which depends on time and a constant vector $\vec{\Omega}$, such that we have, for any $i$:

$$\vec{r}_i(t) - \vec{\Omega} = \alpha(t)(\vec{r}_i(0) - \vec{\Omega}).$$

It can be shown that the motion associated with a configuration and vanishing initial velocities is homothetic if, and only if, the configuration is central. It can be shown that it is homothetic with fixed center if, and only if, the configuration is central with multiplier $\xi \neq 0$ ([5]). This motivates the study of central configurations.

The computation of central configurations is a difficult problem as soon as $N \geq 4$. Their finiteness up to similarities is the subject of Smale’s sixth problem for the 21st century ([14]). It has only been proved recently in the case of four bodies with positive masses, and the proof requires a computer ([8]). On the other hand, there exists a continuum of five-body central configurations when we allow a negative mass ([11]). A continuum of four-body central configurations was also found for charged particles with electrostatic (not gravitational) interaction, which have positive masses and positive or negative charges ([4]). Four-body central configurations with positive masses were also studied numerically ([13]). Thanks to symbolic computation, they can be listed when one mass vanishes and the three others are equal ([10],[9]) and when the four masses are equal ([1],[2]).
In this article, we enumerate the four-body non-collinear planar central configurations with masses $x$, $-x$, $y$, $-y$, where $x$ and $y$ are two non-vanishing real numbers. The proof does not require the use of numerical or symbolic computation. We also prove that a co-circular four-body central configuration has non-vanishing total mass or vanishing multiplier.

2. The field generated by a gravitational or electric dipole is one-to-one.

The gravitational (respectively electric) field $\vec{\gamma}$ which is generated by two bodies with masses $-1$ and 1 (respectively with charges $1$ et $-1$) and positions $\vec{r}_1 = (-1, 0)$ and $\vec{r}_2 = (1, 0)$ in the plane, is given by:

$$\vec{\gamma}(\vec{r}) = -\frac{\vec{r}_1 - \vec{r}}{||\vec{r}_1 - \vec{r}||^3} + \frac{\vec{r}_2 - \vec{r}}{||\vec{r}_2 - \vec{r}||^3}.$$

**Proposition 1.** For every $\vec{r}$, $\vec{r}'$ such as $\vec{\gamma}(\vec{r}) = \vec{\gamma}(\vec{r}')$, we have : $\vec{r} = \vec{r}'$ or $\vec{r} = -\vec{r}'$.

**Proof.** Setting $\vec{r} = (u, v)$, we have :

$$\gamma_u(u, v) = \frac{1 + u}{((1 + u)^2 + v^2)^{3/2}} + \frac{1 - u}{((1 - u)^2 + v^2)^{3/2}}, \gamma_v(u, v) = \frac{v}{((1 + u)^2 + v^2)^{3/2}} - \frac{v}{((1 - u)^2 + v^2)^{3/2}}.$$

$$\frac{\partial \gamma_u}{\partial u}(u, v) = \frac{v^2 - 2(u + 1)^2}{((u + 1)^2 + v^2)^{5/2}} - \frac{v^2 - 2(1 - u)^2}{((1 - u)^2 + v^2)^{5/2}}.$$  
$$\frac{\partial \gamma_u}{\partial v}(u, v) = \frac{v^2}{((u + 1)^2 + v^2)^{5/2}} + \frac{v^2}{((1 - u)^2 + v^2)^{5/2}}.$$  

We set :

$$A(u, v) = \frac{(u + 1)^2}{((u + 1)^2 + v^2)^{3/2}} - \frac{(1 - u)^2}{((1 - u)^2 + v^2)^{3/2}}, B(u, v) = \frac{v^2}{((u + 1)^2 + v^2)^{3/2}} - \frac{v^2}{((1 - u)^2 + v^2)^{3/2}}.$$  

We have :

$$\frac{\partial A}{\partial u}(u, v) \frac{\partial A}{\partial v}(u, v) = (B(u, v) - 2A(u, v))(A(u, v) - 2B(u, v)) = -2(A(u, v) - B(u, v))^2 + A(u, v)B(u, v).$$

Let us denote by $J$ the determinant of the Jacobian matrix of $\vec{\gamma}$. We have :

$$J(u, v) = -\left(\frac{\partial \gamma_u}{\partial v}(u, v)\right)^2 + \frac{\partial \gamma_u}{\partial u}(u, v) \frac{\partial \gamma_v}{\partial v}(u, v).$$  
$$J(u, v) = -9\left(\frac{(u + 1)v}{((u + 1)^2 + v^2)^{5/2}} + \frac{(1 - u)v}{((1 - u)^2 + v^2)^{5/2}}\right)^2 -2\left(\frac{(u + 1)^2 - v^2}{((u + 1)^2 + v^2)^{5/2}} + \frac{(1 - u)^2 + v^2}{((1 - u)^2 + v^2)^{5/2}}\right)^2.$$  
$$J(u, v) = -8\left(\frac{(u + 1)^2}{((u + 1)^2 + v^2)^{3/2}} - \frac{(1 - u)^2}{((1 - u)^2 + v^2)^{3/2}}\right)^2 -2\left(\frac{(u + 1)^2 - v^2}{((u + 1)^2 + v^2)^{3/2}} - \frac{(1 - u)^2 + v^2}{((1 - u)^2 + v^2)^{3/2}}\right)^2.$$  
$$J(u, v) = -8\left(\frac{(u + 1)v}{((u + 1)^2 + v^2)^{3/2}} + \frac{(1 - u)v}{((1 - u)^2 + v^2)^{3/2}}\right)^2 -2\left(\frac{(u + 1)^2 - v^2}{((u + 1)^2 + v^2)^{3/2}} - \frac{(1 - u)^2 + v^2}{((1 - u)^2 + v^2)^{3/2}}\right)^2.$$  

We have just proved that $\vec{\gamma}$ is a submersion for $\vec{r} \neq \vec{0}$.
We have, for every \( \vec{r} : \gamma(-\vec{r}) = \gamma(\vec{r}) \). So proposition \( \Box \) is equivalent to saying that for every \( \vec{R} \), the following equation:

\[
\gamma(\vec{r}) = \gamma(\vec{R})
\]

with unknown variable \( \vec{r} \) has exactly one solution when \( \vec{R} = \vec{0} \), and two solutions when \( \vec{R} \neq \vec{0} \). This assertion is trivial for \( \vec{R} = \vec{0} \). So it remains to prove that the restriction of \( \gamma \) to \( \mathbb{R}^2 \setminus \{ \vec{r}_1, \vec{0}, \vec{r}_2 \} \) is a 2-fold covering map.

For \( \vec{R} = (1/2, 0) \), we easily check that equation (1) has two solutions : \((-1/2, 0)\) and \((1/2, 0)\). So it is enough to prove the following result : if equation (1) has exactly two solutions \( \vec{R} \) and \(-\vec{R} \) at a point \( \vec{R} \in \mathbb{R}^2 \setminus \{ \vec{r}_1, \vec{0}, \vec{r}_2 \} \), this is still true in a neighborhood of \( \vec{R} \). Let us assume this to be false. Then there exists a sequence \( \{ \vec{R}_n \}_{n \in \mathbb{N}} \) converging towards \( \vec{R} \) such that the number of solutions of equation (1) associated with \( \vec{R}_n \) is different from 2. As \( d\gamma(\vec{R}) \) is invertible, there exists a neighborhood \( \mathcal{U} \) of \( \vec{R} \) such that for \( \vec{R} \in \mathcal{U} \), equation (1) associated with \( \vec{R} \) has exactly one solution \( \vec{R} \in \mathcal{U} \). Then for \( n \) large enough, the solutions in \( \mathcal{U} \cup (-\mathcal{U}) \) of equation (1) associated with \( \vec{R}_n \) are \( \vec{R}_n \) and \(-\vec{R}_n \). This equation must have a third solution \( \vec{R}_n \). If \( \{ \vec{R}_n \}_{n \in \mathbb{N}} \) were bounded, we could extract a subsequence converging towards a solution \( \vec{R}' \) of equation (1) associated with \( \vec{R} \). The solution \( \vec{R}' \) would not belong to the open sets \( \mathcal{U} \) and \(-\mathcal{U} \) and would be different from \( \vec{R} \) and \(-\vec{R} \), which is impossible. So the sequence \( \{ \vec{R}_n \}_{n \in \mathbb{N}} \) is not bounded. So we can assume (if necessary, we can consider a subsequence) : \( \| \vec{R}_n \| \to +\infty \). But this entails : \( \| \gamma(\vec{R}_n) \| = \| \gamma(\vec{R}) \| \to 0 \). Hence : \( \gamma(\vec{R}) = \vec{0} \). Now we can check that this equality is false for every \( \vec{R} \). QED

3. Planar non-collinear central configurations with masses \( x, -x, y, -y \) and \( \xi = 0 \).

**Theorem 1.** Let \( x \) be a real number. There is no planar non-collinear central configuration with vanishing multiplier for the masses \( x, -x, x, -x \). Let \( x \) and \( y \) be two distinct non-vanishing real numbers. There exists exactly one planar non-collinear central configuration (up to similarities) with vanishing multiplier for the masses \( x, -x, y, -y \). It is a parallelogram. The bodies with masses \( x \) and \(-x \) (respectively the bodies with masses \( y \) and \(-y \)) are at the endpoints of a same diagonal. The bodies whose masses have the smaller absolute value are at the endpoints of the larger diagonal. The two parallel sides whose endpoints have masses with the same sign are the largest ones.

**Proof.** Let \( x \) and \( y \) two non-vanishing real numbers. We can assume : \( x, y > 0 \). If necessary, we can exchange body 1 and body 2, or body 3 and body 4. We can also assume : \( x \leq y \). If necessary, we can exchange simultaneously body 1 and body 3, body 2 and body 4.

For any central configuration with vanishing multiplier, we have : \( \vec{r}_3(\vec{r}_1, ..., \vec{r}_4) = \vec{r}_4(\vec{r}_1, ..., \vec{r}_4) \). This is equivalent to : \( \gamma(\vec{r}_3) = \gamma(\vec{r}_4) \), where \( \vec{r}_3 \) is the function defined in the previous section. According to proposition \( \Box \) the line segments \( [\vec{r}_1, \vec{r}_2] \) and \( [\vec{r}_3, \vec{r}_4] \) have the same midpoint, so the configuration is a parallelogram. The bodies with masses \( x \) et \(-x \) (respectively the bodies with masses \( y \) and \(-y \)) are at the endpoints of a same diagonal.

Moreover, we have : \( \vec{r}_1 = \vec{r}_3 \). This is equivalent to :

\[
(x+y) \frac{\vec{r}_3 - \vec{r}_2}{||\vec{r}_1 - \vec{r}_3||^3} + (x-y) \frac{\vec{r}_3 - \vec{r}_2}{||\vec{r}_3 - \vec{r}_2||^3} = x \frac{\vec{r}_3 - \vec{r}_2}{||\vec{r}_3 - \vec{r}_2||^3} + y \frac{\vec{r}_3 - \vec{r}_2}{||\vec{r}_3 - \vec{r}_2||^3}.
\]

As the bodies are assumed not to be collinear, the vectors \( \vec{r}_1 - \vec{r}_3 \) and \( \vec{r}_2 - \vec{r}_3 \) are not collinear. So this is equivalent to :

\[
\begin{align*}
\frac{2x}{||\vec{r}_3 - \vec{r}_1||^3} &= \frac{x+y}{||\vec{r}_3 - \vec{r}_1||^3} + \frac{x-y}{||\vec{r}_3 - \vec{r}_1||^3}, \\
\frac{2y}{||\vec{r}_3 - \vec{r}_4||^3} &= \frac{x+y}{||\vec{r}_3 - \vec{r}_4||^3} + \frac{x-y}{||\vec{r}_3 - \vec{r}_4||^3}.
\end{align*}
\]

Let us assume : \( x = y \). These identities provide : \( ||\vec{r}_3 - \vec{r}_1|| = ||\vec{r}_3 - \vec{r}_2|| = ||\vec{r}_3 - \vec{r}_4|| \). This is impossible for a non-flat parallelogram. So there is no planar non-collinear central configuration with vanishing multiplier for the masses \( x, -x, x, -x \).
From now on we assume : \( x < y \). As we are looking for configurations up to similarities, we can also assume : \( \|\vec{r}_3 - \vec{r}_1\|^2 + \|\vec{r}_3 - \vec{r}_2\|^2 = 1 \). Thus we have : \( \|\vec{r}_3 - \vec{r}_1\|, \|\vec{r}_3 - \vec{r}_2\| < 1 \), and the previous system provides : \( \frac{2y}{\|\vec{r}_4 - \vec{r}_3\|} > 2y \), which is equivalent to : \( \|\vec{r}_4 - \vec{r}_3\| < 1 \). Let us write the parallelogram law :

\[
\|\vec{r}_2 - \vec{r}_1\|^2 + \|\vec{r}_4 - \vec{r}_3\|^2 = 2(\|\vec{r}_3 - \vec{r}_1\|^2 + \|\vec{r}_3 - \vec{r}_2\|^2) = 2.
\]

As \( \|\vec{r}_4 - \vec{r}_3\| < 1 \), we necessarily have : \( \|\vec{r}_2 - \vec{r}_3\| < 1 < \|\vec{r}_2 - \vec{r}_1\| \). So the bodies whose masses have the smaller absolute value are at the endpoints of the larger diagonal. From this inequality we deduce :

\[
y \left( \frac{x + y}{\|\vec{r}_3 - \vec{r}_1\|^3} + \frac{x - y}{\|\vec{r}_3 - \vec{r}_2\|^3} \right) < x \left( \frac{x + y}{\|\vec{r}_3 - \vec{r}_1\|^3} + \frac{y - x}{\|\vec{r}_3 - \vec{r}_2\|^3} \right).
\]

Hence : \( \|\vec{r}_3 - \vec{r}_2\| < \|\vec{r}_3 - \vec{r}_1\| \). So the two parallel sides whose endpoints have masses with the same sign are the largest ones.

Let us set :

\[
(u, v) = \left( \frac{1}{\|\vec{r}_3 - \vec{r}_1\|^3}, \frac{1}{\|\vec{r}_3 - \vec{r}_2\|^3} \right), (u', v') = \left( \frac{1}{\|\vec{r}_2 - \vec{r}_1\|^3}, \frac{1}{\|\vec{r}_4 - \vec{r}_3\|^3} \right).
\]

With these notations, the previously established system has the following expression :

\[
\begin{cases}
  u' = \frac{x + y}{2x} u + \frac{x - y}{2y} v \\
  v' = \frac{x + y}{2y} u + \frac{y - x}{2y} v
\end{cases}
\]

The condition : \( \|\vec{r}_3 - \vec{r}_1\|^2 + \|\vec{r}_3 - \vec{r}_2\|^2 = 1 \) has the expression : \( u^{-2/3} + v^{-2/3} = 1 \). The parallelogram law has the expression : \( u'^{-2/3} + v'^{-2/3} = 2 \), which is equivalent to :

\[
\left( \frac{x + y}{2x} u + \frac{x - y}{2y} v \right)^{-2/3} + \left( \frac{x + y}{2y} u + \frac{y - x}{2y} v \right)^{-2/3} = 2.
\]

We are going to show that the system (8) which is defined by these two equations :

\[
\begin{cases}
  f(u, v) = u^{-2/3} + v^{-2/3} = 1 \\
  g(u, v) = \left( \frac{x + y}{2x} u + \frac{x - y}{2y} v \right)^{-2/3} + \left( \frac{x + y}{2y} u + \frac{y - x}{2y} v \right)^{-2/3} = 2
\end{cases}
\]

has exactly one solution \((u, v)\).

Let \( \Gamma \) be the curve with equation : \( g(u, v) = 2 \). Let us set :

\[
h(u, v) = \left( \frac{x + y}{2x} u + \frac{x - y}{2y} v, \frac{x + y}{2y} u + \frac{y - x}{2y} v \right).
\]

The set \( \Gamma \) is the preimage of the curve with equation : \( u^{-2/3} + v^{-2/3} = 2 \) by the invertible linear function \( h \). This curve is diffeomorphic to a line, so \( \Gamma \) is diffeomorphic to a line.

Let \( \Delta_1 \) be the ray defined by : \( v = 1, v \geq 1 \). Let \( \Delta_2 \) be the ray defined by : \( u = 1, v \geq 1 \). Let us set : \( \Delta = \Delta_1 \cup \Delta_2 \). Let \( \gamma \) be the set of the \((u, v)\) such that : \( u, v > 1 \) and \( g(u, v) = 2 \). Let us set : \( G_1(u) = g(u, 1) \). The function \( G_1 \) is defined on \([1, +\infty[\) and strictly decreasing. Now \( G_1(1) = 2 \), so \( \Gamma \cap \Delta_1 = \{(1, 1)\} \). Let us set : \( G_2(v) = g(1, v) \). The function \( G_2 \) is defined on \([1, (x + y)/(y - x)\[, and we have :

\[
\frac{dG_2}{dv}(v) = \frac{y - x}{3} \left( \frac{1}{x} \left( \frac{x + y}{2x} + \frac{x - y}{2y} v \right)^{-5/3} - \frac{1}{y} \left( \frac{x + y}{2y} + \frac{y - x}{2y} v \right)^{-5/3} \right).
\]

It can be checked that \( dG_2/dv > 0 \) if, and only if :

\[
v > \frac{(x + y)(y^{2/5} - x^{2/5})}{(y - x)(x^{2/5} + y^{2/5})}.
\]

Now it easy to see that this inequality is always true if \( y > x \) and \( v \geq 1 \). So \( G_2 \) is strictly increasing. As \( G_2(1) = 2 \), we have : \( \Gamma \cap \Delta_2 = \{(1, 1)\} \). Thus : \( \Gamma \cap \Delta = \{(1, 1)\} \). The set \( \Gamma \) is diffeomorphic to a line, so \( \Gamma \setminus \{(1, 1)\} \) has two connected components, which are diffeomorphic to lines. As \( \Gamma \cap \Delta = \{(1, 1)\} \), each connected component is included in a side of \( \Delta \). We can check that only one of the two components is in the quarter plane defined by the inequalities : \( u > 1 \) et \( v > 1 \). So this connected component is \( \gamma \). Thus \( \gamma \)
is diffeomorphic to a line, an endpoint is \((1, 1)\), the other is at infinity (figure 1).

When \(u\) and \(v\) tend to infinity, \(f(u, v)\) tends to \(0 < 1\). On the other hand, \(f(1, 1) = 2 > 1\). The system (S) has at least one solution.

The arguments previously used in order to prove the inequality : \(\|\vec{r}_4 - \vec{r}_3\| < 1 < \|\vec{r}_2 - \vec{r}_1\|\), enable to prove that :

\[
v' = \frac{x + y}{2y}u + \frac{y - x}{2y}v > 1 \implies u' = \frac{x + y}{2x}u + \frac{x - y}{2x}v
\]

on \(\gamma\). Hence :

\[
\frac{1}{y} \left( \frac{x + y}{2y}u + \frac{y - x}{2y}v \right)^{-5/3} < \frac{1}{x} \left( \frac{x + y}{2x}u + \frac{x - y}{2x}v \right)^{-5/3}.
\]

Thus on \(\gamma\) we have :

\[
\frac{\partial g}{\partial v}(u, v) = \frac{y - x}{3} \left( \frac{1}{x} \left( \frac{x + y}{2x}u + \frac{x - y}{2x}v \right)^{-5/3} - \frac{1}{y} \left( \frac{x + y}{2y}u + \frac{y - x}{2y}v \right)^{-5/3} \right) > 0.
\]

We immediately check :

\[
\frac{\partial f}{\partial u}(u, v) < 0, \quad \frac{\partial f}{\partial v}(u, v) < 0, \quad \frac{\partial g}{\partial u}(u, v) < 0.
\]

So \(df\) and \(dg\) are collinear on \(\gamma\). Thus the restriction of \(f\) to \(\gamma\) is strictly monotonic. There exists exactly one point \((u, v)\) of \(\gamma\) such that \(f(u, v) = 1\). This point is the only solution of (S), which depends on \(x\) and \(y\) in a continuous way. So there exists at most one planar non collinear central configuration (up to similarities) with vanishing multiplier for the masses \(x, -x, y, -y\).

We are now going to show that the values of \(u, v, u', v'\) that we have just obtained actually define a non-collinear central configuration with vanishing multiplier. Let us hold \(y\) constant. According to the following identity :

\[
0 < u' = \frac{x + y}{2x}u - \frac{y - x}{2x}v,
\]

we have :

\[
\frac{y - x}{x + y}v < u.
\]
Moreover: $u < v$ (as we established: $||\vec{r}_3 - \vec{r}_2|| < ||\vec{r}_3 - \vec{r}_1||$). So $u/v \to 1$ when $x \to 0$. According to the following identity:

$$\frac{v'}{v} = \frac{x + y}{2y} u + \frac{y - x}{2y},$$

we also have: $v'/v \to 1$ when $x \to 0$. So the homothety class of $(u^{-1/3}, v^{-1/3}, v'^{-1/3})$ tends to the class of the lengths of the sides of an equilateral triangle when $x \to 0$. Thus, for $x$ close to 0, the numbers $(u^{-1/3}, v^{-1/3}, v'^{-1/3})$ are the lengths $(||\vec{r}_3 - \vec{r}_1||, ||\vec{r}_4 - \vec{r}_1||, ||\vec{r}_4 - \vec{r}_3||)$ of a non-flat triangle, which is close to an equilateral triangle.

Let us now assume that for some $x < y$, the numbers $(u^{-1/3}, v^{-1/3}, v'^{-1/3})$ are not the lengths of the sides of a non-flat triangle. Let us denote by $u(t), v(t), v'(t)$ the values of $u, v, v'$ associated with $x(t) = tx$ and $y(t) = y$. For $t$ close to 0, we have just seen that $((u(t))^{-1/3}, (v(t))^{-1/3}, (v'(t))^{-1/3})$ actually defines a non-flat triangle, whereas $((u(1))^{-1/3}, (v(1))^{-1/3}, (v'(1))^{-1/3})$ does not define a non-flat triangle any more. The solutions $u, v, v'$ depend on $x$ and $y$ in a continuous way. So at a certain time $t \le 1$, the triangle is flat. Let us first assume that $\vec{r}_3 \in [\vec{r}_1, \vec{r}_4]$ at this time. Let us set: $a = (u(t))^{-1/3} = ||\vec{r}_3 - \vec{r}_1||, b = (v'(t))^{-1/3} = ||\vec{r}_4 - \vec{r}_3||$. We have:

$$||\vec{r}_4 - \vec{r}_1|| = (v(t))^{-1/3} = a + b,$$

$$(a(t))^{-2/3} = g(u(t), v(t)) - (v'(t))^{-2/3} = 2 - b^2 = 2f(u(t), v(t)) - b^2$$

$$= 2((u(t))^{-2/3} + (v(t))^{-2/3}) - b^2 = 2(a^2 + (a + b)^2) - b^2 = (a + b)^2.$$ Hence:

$$\begin{cases}
2x(t) = \frac{z(t) + y(t)}{a^3} + \frac{z(t) - y(t)}{(a + b)^3} \\
2y(t) = \frac{x(t) + y(t)}{a^3} + \frac{x(t) - y(t)}{(a + b)^3}
\end{cases}$$

Eliminating $x(t)$ and $y(t)$, we obtain:

$$\left(\frac{1}{a^3} - \frac{1}{(a + b)^3}\right)^2 = \left(\frac{1}{a^3} + \frac{1}{(a + b)^3} - \frac{2}{(2a + b)^3}\right) \left(\frac{1}{a^3} + \frac{1}{(a + b)^3} - \frac{2}{b^3}\right).$$

For sake of convenience, we can study this equation under the assumption: $a = 1$. Then we obtain:

$$(b^3 + (b + 2)^3)((b + 1)^3 + 1) = 2(b^3(b + 2)^3 + (b + 1)^3).$$

$$2b^6 + 12b^5 + 36b^4 + 66b^3 + 72b^2 + 48b + 16 = 2b^6 + 12b^5 + 24b^4 + 18b^3 + 6b^2 + 6b + 2.$$ No positive value of $b$ is a solution. So the triangle cannot be flat. We can obtain the same result for $\vec{r}_4 \in [\vec{r}_1, \vec{r}_3]$. Lastly, as we have:

$$v'(t) = \frac{x(t) + y(t)}{2y(t)} u(t) + \frac{y(t) - x(t)}{2y(t)} v(t),$$

we cannot simultaneously have: $u(t) > v'(t)$ and $v(t) > v'(t)$. Hence: $||\vec{r}_3 - \vec{r}_1|| \ge ||\vec{r}_4 - \vec{r}_3||$ or $||\vec{r}_4 - \vec{r}_1|| \ge ||\vec{r}_4 - \vec{r}_3||$. So we cannot have: $\vec{r}_1 \in [\vec{r}_3, \vec{r}_4]$. Thus, the numbers $(u(t))^{-1/3}, (v(t))^{-1/3}, (v'(t))^{-1/3}$ cannot define a flat triangle. So the numbers $(u^{-1/3}, v^{-1/3}, v'^{-1/3}) = ((u(1))^{-1/3}, (v(1))^{-1/3}, (v'(1))^{-1/3})$ are the mutual distances $(||\vec{r}_3 - \vec{r}_1||, ||\vec{r}_4 - \vec{r}_1||, ||\vec{r}_4 - \vec{r}_3||)$ of a non-flat triangle.

Let $\vec{r}_2$ be the point such that $(\vec{r}_1, \vec{r}_2, \vec{r}_3, \vec{r}_4)$ is a parallelogram. We necessarily have: $\vec{r}_3 = \vec{r}_4$. Moreover:

$$\begin{cases}
\frac{2x}{||\vec{r}_2 - \vec{r}_1||} = \frac{x + y}{||\vec{r}_2 - \vec{r}_1||^2} + \frac{x - y}{||\vec{r}_4 - \vec{r}_3||^2} \\
\frac{2y}{||\vec{r}_4 - \vec{r}_3||} = \frac{x + y}{||\vec{r}_4 - \vec{r}_3||^2} + \frac{x - y}{||\vec{r}_3 - \vec{r}_2||^2}
\end{cases}$$

This enables to prove that $\vec{r}_1 = \vec{r}_3$. Lastly:

$$m_2 \vec{r}_2 = -(m_1 \vec{r}_1 + m_3 \vec{r}_3 + m_4 \vec{r}_4) = -(m_1 + m_3 + m_4) \vec{r}_1 = m_2 \vec{r}_1.$$ As $\vec{r}_1, \vec{r}_3$ and $\vec{r}_4$ are not collinear, the parallelogram is not flat. So the configuration is non-collinear, central with vanishing multiplier for the masses $x, -x, y, -y$. QED
4. Planar non-collinear central configurations with masses $x, -x, y, -y$ and $\xi \neq 0$.

Let us define the vector of inertia $\vec{\lambda}$ of a $N$-body system with vanishing total mass ($M = m_1 + ... + m_N = 0$) by:
\[
\vec{\lambda} = m_1(\vec{r}_1 - \vec{a}) + ... + m_N(\vec{r}_N - \vec{a})
\]
(the identity does not depend on the origin $\vec{a}$).

**Proposition 2.** For any central configuration with vanishing total mass : $\xi \vec{\lambda} = \vec{0}$.

**Proof.** We have to write:
\[
\vec{0} = \sum_{i=1}^{N} m_i \vec{r}_i(\vec{r}_1, ..., \vec{r}_N) = \sum_{i=1}^{N} \xi m_i(\vec{r}_i - \vec{a}) = \xi \vec{\lambda}.
\]
QED

For every $N$-body configuration with dimension $N - 2$, there exists exactly one $N$-tuple up to homotheties ($\Delta_1, ..., \Delta_N$) such that $\Delta_1 + ... + \Delta_N = 0$ and $\Delta_1(\vec{r}_1 - \vec{a}) + ... + \Delta_N(\vec{r}_N - \vec{a}) = \vec{0}$ (the identity does not depend on the origin $\vec{a}$). For every configuration with dimension $N - 2$ and vanishing $\vec{\lambda}$, the $N$-tuples $(m_1, ..., m_N)$ and $(\Delta_1, ..., \Delta_N)$ are collinear.

**Proposition 3.** A planar non-collinear four-body configuration is central with vanishing vector of inertia for a system of non-vanishing masses whose sum vanishes if, and only if :
- No three-body subconfiguration is collinear.
- The mutual distances satisfy the following identity, which does not involve the masses:
\[
\frac{1}{||\vec{r}_2 - \vec{r}_1||^3} + \frac{1}{||\vec{r}_4 - \vec{r}_3||^3} = \frac{1}{||\vec{r}_3 - \vec{r}_1||^3} + \frac{1}{||\vec{r}_4 - \vec{r}_2||^3} = \frac{1}{||\vec{r}_3 - \vec{r}_2||^3} + \frac{1}{||\vec{r}_4 - \vec{r}_1||^3}.
\]
Then $(m_1, m_2, m_3, m_4)$ and $(\Delta_1, \Delta_2, \Delta_3, \Delta_4)$ are collinear.

**Proof.** For a non-collinear four-body configuration with vanishing $\vec{\lambda}$, the $N$-tuples $(m_1, m_2, m_3, m_4)$ and $(\Delta_1, \Delta_2, \Delta_3, \Delta_4)$ are collinear. So $\Delta_i \neq 0$ for every $i$, and no three-body subconfiguration is collinear. The configuration is central if, and only if, it satisfies the Laura-Andoyer equations ([3]). Thanks to the collinearity of $(m_1, m_2, m_3, m_4)$ and $(\Delta_1, \Delta_2, \Delta_3, \Delta_4)$, these equations are equivalent to:
\[
\frac{1}{||\vec{r}_2 - \vec{r}_1||^3} + \frac{1}{||\vec{r}_4 - \vec{r}_3||^3} = \frac{1}{||\vec{r}_3 - \vec{r}_1||^3} + \frac{1}{||\vec{r}_4 - \vec{r}_2||^3} = \frac{1}{||\vec{r}_3 - \vec{r}_2||^3} + \frac{1}{||\vec{r}_4 - \vec{r}_1||^3}.
\]
QED

We can explain the degeneracy of the Laura-Andoyer equations by noticing that the condition : $\vec{\lambda} = \vec{0}$ enables to express the position of a body as a barycenter of the three others. Thus we have to deal with a three-body problem, with a different expression for the accelerations. Let us notice that this property is only the static variant of a more general fact : for $M = 0$, the vector $\vec{\lambda}$ is a first integral which replaces the center of inertia. As it is invariant under translations, the $N$-body problem becomes 'more integrable' ([5],[6]).

In the plane, we will call band of a line segment $[\vec{u}, \vec{b}]$ the set of the $\vec{r} + \vec{u}$, where $\vec{r} \in [\vec{a}, \vec{b}]$ and $\vec{u} \perp \vec{b} - \vec{a}$. We will call bands of a trapezoid the bands associated with its bases. Let us denote them by $\mathcal{B}$ and $\mathcal{B}'$. If $\mathcal{B} \subset \mathcal{B}'$ or $\mathcal{B}' \subset \mathcal{B}$, we will say that the trapezoid is balanced. If $\mathcal{B} \cap \mathcal{B}' = \emptyset$, we will say that the trapezoid is unbalanced. Otherwise, we will say that the trapezoid is semi-balanced (figure 2).

**Theorem 2.** For any two non-vanishing real numbers $x$ and $y$, there exist exactly two non-collinear central configurations (up to similarities) with non-vanishing multiplier for the masses $x, -x, y, -y$. These configurations are semi-balanced trapezoids. They are symmetrical with respect to a line which is orthogonal to the bases. If $x = y$ or $x = -y$, they are diamonds. The bodies with masses $x$ and $-x$ (respectively the bodies with masses $y$ et $-y$) are at the endpoints of one of the two parallel sides. Among the parallel sides, the side whose endpoints have the larger absolute value is the smaller. Two bodies which are on a same diagonal have masses with the same sign.

**Proof.** According to proposition 2 we have, for such a central configuration : $\vec{\lambda} = \vec{0}$. So $x(\vec{r}_2 - \vec{r}_1) = y(\vec{r}_3 - \vec{r}_4)$ : the configuration is a trapezoid, and the bodies with masses $x$ and $-x$ (respectively the bodies with masses $y$ et $-y$) are at the endpoints of one of the two parallel sides. Among the parallel sides, the side whose endpoints have the larger absolute value is the smaller. Two bodies which are on a
same diagonal have masses with the same sign.

We can assume : \(x, y > 0\). If necessary, we can exchange body 1 and body 2, or body 3 and body 4.

Let us assume the trapezoid to be balanced and, for instance : \(y \leq x\). Then we have : \(|\bar{r}_4 - \bar{r}_1| < |\bar{r}_4 - \bar{r}_2|, |\bar{r}_3 - \bar{r}_2| < |\bar{r}_3 - \bar{r}_1|\). This is incompatible with the identity :

\[
\frac{1}{||\bar{r}_4 - \bar{r}_2||^4} + \frac{1}{||\bar{r}_3 - \bar{r}_1||^4} = \frac{1}{||\bar{r}_4 - \bar{r}_1||^4} + \frac{1}{||\bar{r}_3 - \bar{r}_2||^4},
\]

which follows from proposition 3. So the trapezoid is not balanced. With a similar reasoning, we prove that the trapezoid is not unbalanced.

As we are looking for configurations up to similarities, we can assume \(|\bar{r}_4 - \bar{r}_3| = x\). The configuration is a trapezoid. Let us denote by \(\bar{a}\) the intersection of \([\bar{r}_1, \bar{r}_3]\) and \([\bar{r}_2, \bar{r}_4]\), which are the diagonals of the trapezoid. The trapezoid up to isometries is defined by \(|\bar{r}_3 - \bar{a}|\) and \(|\bar{r}_4 - \bar{a}|\) such that \((|\bar{r}_3 - \bar{a}|, |\bar{r}_4 - \bar{a}|, x)\) satisfies the triangular inequalities. Let us set :

\[
u = ||\bar{r}_3 - \bar{a}||^2, v = ||\bar{r}_4 - \bar{a}||^2.
\]

We have :

\[
\begin{aligned}
\frac{\sqrt{u}}{2} &= \frac{\sqrt{v}}{2}, \quad u = \frac{x^2y}{x+y}, \quad v = \frac{xy^2}{x+y},
\end{aligned}
\]

The trapezoid up to isometries is defined by \((u, v)\) such that \((\sqrt{u}, \sqrt{v}, x+y)\) are the lengths of the sides of a triangle.

Let us set :

\[
I(\bar{a}) = \sum_{i=1}^{4} m_i||\bar{r}_i - \bar{a}||^2.
\]

We have : \(dI = -2\vec{\lambda}.d\bar{a} = 0\). Hence :

\[
\begin{aligned}
\{ & I(\bar{r}_2) = I(\bar{r}_1) \\
& I(\bar{r}_2) = I(\bar{r}_3)
\end{aligned}
\]

This is equivalent to :

\[
\begin{aligned}
|\bar{r}_3 - \bar{r}_2|^2 + |\bar{r}_4 - \bar{r}_1|^2 = u + v - 2xy \\
(x+y)|\bar{r}_3 - \bar{r}_2|^2 = xu + yv - xy(x+y)
\end{aligned}
\]

We set :

\[
\varphi \begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} x+y \\ x+y \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix} - xy \begin{pmatrix} 1 \\ 1 \end{pmatrix}
\]

We have : \(\varphi = \mathcal{T} \circ \mathcal{A}\), where \(\mathcal{A}\) is the orthogonal scaling with respect to the first bisector with scale factor \(\frac{x+y}{xy}\) (it is an orthogonal projection for \(x = y\)), whose absolute value is smaller than 1, and \(\mathcal{T}\) is the translation with vector \(-xy(1, 1)\). The previous system is equivalent to :

\[
(|\bar{r}_3 - \bar{r}_2|^2, |\bar{r}_4 - \bar{r}_1|^2) = \varphi(u, v).
\]

If the configuration is non-collinear central, we have, according to proposition 3:

\[
\frac{1}{||\bar{r}_3 - \bar{r}_2||^3} + \frac{1}{||\bar{r}_4 - \bar{r}_1||^3} = \frac{1}{u^3} + \frac{1}{v^3} = \frac{1}{x^3} + \frac{1}{y^3}.
\]

We set :

\[
(f(u, v) = \frac{1}{u^3} + \frac{1}{v^3}.
\]

The previous identity is equivalent to :

\[
f(u, v) = f(\varphi(u, v)) = f(x^2, y^2) \quad (1)
\]
Let $\Gamma$ be the contour line of $f$ associated with the value $f(x^2, y^2)$. Then $(u, v)$ satisfies equation (1) if, and only if : $(u, v) \in \Gamma \cap \varphi^{-1}(\Gamma)$. For every $x, y > 0$, there exist exactly two solutions of (1) in $\mathbb{R}_+^* \times \mathbb{R}_+^*$, which can be written as $(u, v)$ and $(v, u)$. The solutions are the two intersections of $\Gamma$ and $\varphi^{-1}(\Gamma)$, and they depend on $x$ and $y$ in a continuous way (figure 3).

Conversely, let us consider one of the two solutions $(u, v)$ of (1). We have just seen that $(u, v)$ defines a trapezoid up to isometries if, and only if, the numbers $(\sqrt{u}, \sqrt{v}, x + y)$ are the lengths of the sides of a triangle. If $x = y = 1$, we obtain :

$$(u, v) \approx (3, 332979836; 0, 6670201635) \quad \text{or} \quad (0, 6670201635; 3, 332979836).$$

Thus for any $x = y$

$$(\sqrt{u}, \sqrt{v}, x + y) \approx (1, 825645047; 0, 8167130240; 2)x$$

or $(0, 8167130240; 1, 825645047; 2)x$.

It can be checked that they are the sides of a non-flat triangle. If $x \neq y$, let us assume that $(\sqrt{u}, \sqrt{v}, x + y)$ are not the lengths of the sides of a non-flat triangle. Let us denote by $(u(t), v(t))$ a solution (depending on $t$) associated with $x(t) = x$ and $y(t) = x + t(y - x)$. We have $x(0) = y(0)$, and $(\sqrt{u(0)}, \sqrt{v(0)}, x(0) + y(0))$ actually defines a non-flat triangle, whereas $(\sqrt{u(1)}, \sqrt{v(1)}, x(1) + y(1))$ does not define a non-flat triangle any more. The solutions $u$ and $v$ depend on $x$ and $y$ in a continuous way. So at a certain time $t \leq 1$, the triangle is flat. So the configuration of the four bodies at time $t$ is a flat trapezoid. As the trapezoid is semi-balanced, the bodies are on a line in the order : 1, 4, 2, 3. Hence : $||\vec{r}_4 - \vec{r}_1|| < ||\vec{r}_2 - \vec{r}_1||$ and $||\vec{r}_3 - \vec{r}_2|| < ||\vec{r}_4 - \vec{r}_3||$. Thus :

$$\frac{1}{||\vec{r}_2 - \vec{r}_1||} + \frac{1}{||\vec{r}_4 - \vec{r}_3||} < \frac{1}{||\vec{r}_4 - \vec{r}_1||} + \frac{1}{||\vec{r}_3 - \vec{r}_2||},$$

which is impossible. So $(\sqrt{u}, \sqrt{v}, x + y) = (\sqrt{u(1)}, \sqrt{v(1)}, x(1) + y(1))$ actually defines a non-flat triangle. So, according to proposition 3, the solution $(u, v)$ defines a non-collinear central configuration with vanishing vector of inertia. If $x = y$, according to theorem 1, we cannot have : $\xi = 0$. According to the theorem, this is still true if $x \neq y$ as the bodies with masses $x$ and $-x$ cannot be at the endpoints of a same diagonal. Thus the solution $(u, v)$ actually defines a non-collinear central configuration with vanishing multiplier.

We obtain a central configuration from the other by exchanging $u$ et $v$. This is equivalent to exchanging body 1 and body 2 and to exchanging body 3 and body 4. This is also equivalent to considering the image of the configuration by a symmetry whose axis is orthogonal to the bases of the trapezoid. For one solution, the endpoints of the larger diagonal of the trapezoid are the bodies with positive masses. For the other one, they are the bodies with negative masses.
For $x = y$, every central configuration is a parallelogram according to the vanishing of $\bar{\lambda}$. In fact, in this case, vector $\varphi(\bar{u}, \bar{v})$ is collinear with $(1, 1)$ for every $(\bar{u}, \bar{v})$, so $(||\bar{r}_3 - \bar{r}_2||^2, ||\bar{r}_4 - \bar{r}_1||^2) = \varphi(u, v)$ is collinear with $(1, 1)$. Hence:

$$\frac{2}{||\bar{r}_3 - \bar{r}_2||^3} = \frac{1}{||\bar{r}_3 - \bar{r}_2||^3} + \frac{1}{||\bar{r}_4 - \bar{r}_1||^3} = \frac{1}{||\bar{r}_2 - \bar{r}_1||^3} + \frac{1}{||\bar{r}_4 - \bar{r}_3||^3} = \frac{2}{x^3}$$

The configuration is a diamond. QED

5. A result on co-circular configurations.

**Theorem 3.** There is no co-circular four-body central configuration with vanishing total mass and vector of inertia.

**Proof.** Let us consider a possible co-circular four-body central configuration with vanishing vector of inertia. We can assume that the bodies are in the order: $1$, $2$, $3$, $4$ on the circle. We denote by $\theta_{ijk}$ the length of the non-oriented circular arc with ends $\bar{r}_i$ and $\bar{r}_k$ which contains $\bar{r}_j$. It belongs to $[0, 2\pi[$. As $\theta_{123} + \theta_{143} = 2\pi$, we can assume $\theta_{123} \leq \pi$ (if necessary, we can exchange body $2$ and body $4$). As $\theta_{412} + \theta_{432} = 2\pi$, we can assume $\theta_{432} \leq \pi$ (if necessary, we can exchange body $1$ and body $3$). As $\theta_{123} \leq \pi$, we have: $||\bar{r}_2 - \bar{r}_1|| < ||\bar{r}_3 - \bar{r}_1||$. As $\theta_{432} \leq \pi$, we have: $||\bar{r}_4 - \bar{r}_3|| < ||\bar{r}_4 - \bar{r}_2||$. Now proposition [3] provides:

$$\frac{1}{||\bar{r}_2 - \bar{r}_1||^3} + \frac{1}{||\bar{r}_4 - \bar{r}_3||^3} = \frac{1}{||\bar{r}_3 - \bar{r}_1||^3} + \frac{1}{||\bar{r}_4 - \bar{r}_2||^3},$$

which is impossible. QED

The study of the co-circular four-body central configurations with non-vanishing total mass is difficult. It is known that if the center of inertia is the center of the circle, then the masses must be equal, and the configuration is a square ([7]). We have the same result when the center of the circle is the intersection of the diagonals ([12]).

The moment of inertia of the configuration with respect to the point $\bar{a}$, which is denoted by $I(\bar{a})$, is defined by:

$$I(\bar{a}) = \sum_{i=1}^{4} m_i ||\bar{r}_i - \bar{a}||^2.$$ 

In the proof of theorem [2] we saw that it was independent of $\bar{a}$ for $\bar{x} = \bar{0}$. Thanks to Leibniz’s formula, theorem [3] enables to show that there is no non-collinear four-body central configuration with vanishing total mass, vector of inertia and moment of inertia.
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