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Abstract

In this paper, model predictive control (MPC) strategies are proposed for dead-beat control of linear systems with and without state and control constraints. In unconstrained MPC, deadbeat performance can be guaranteed by setting the control horizon to the system dimension, and adding an terminal equality constraint. It is proved that the unconstrained deadbeat MPC is equivalent to linear deadbeat control. The proposed constrained deadbeat MPC is designed by setting the control horizon equal to the system dimension and penalizing only the terminal cost. The recursive feasibility and deadbeat performance are proved theoretically.
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1. Introduction

For discrete-time systems, deadbeat control implies that the closed-loop state is identically zero after finite time steps. The essence of deadbeat control for SISO discrete-time linear systems was discovered in [3], where existence of linear deadbeat control was proved to be equivalent to controllability. A well known design strategy for linear deadbeat control is to assign all eigenvalues to the origin. More fundamental and systematic results of linear deadbeat control can be found in [13, 6] and references therein.

Deadbeat control can be designed in optimal control framework, where the core idea is calculating the deadbeat gain from quadratic cost function with proper weighting matrices and boundary conditions. In [2], the deadbeat control was solved from singular Riccati equation, where recursive strategy was applied to solve the singular Riccati equation. Analytical solution to singular Riccati equation was provided in [8], where deadbeat control was considered as a special case. Another strategy for optimal deadbeat control is to only penalize the state cost without penalizing the control cost [1]. In [15], a direct solution is proposed for singular Riccati equation to calculate the deadbeat gain.

The deadbeat control theory has been developed maturely. Recent results on deadbeat control usually focus on engineering applications. Deadbeat control is applicable especially to systems requiring high accuracy and short transient process [11]. Deadbeat strategy is also useful in observer design, where exact zero estimation error is guaranteed, such that overall performances with estimated states can be improved [10, 3, 14]. For nonlinear systems, deadbeat control is a relatively open problem, and some results are provided in [2, 16] and references therein.

In some cases, the systems are subject to hard constraints, and bounded deadbeat control should be considered. Bounded deadbeat control problem was firstly investigated geometrically in [18], where the plant eigenvalues were required to be inside the closed unite circle to guarantee the global admissibility. Model predictive control (MPC) can be introduced to guarantee bounded deadbeat control for some specific systems, e.g., permanent-magnet synchronous motor [4], interconnected heterogeneous power converters [5], and electrical vehicle charging systems [17], etc. Currently, however, fundamental and systematic results on deadbeat MPC theory are relatively limited.

In this paper, we are proposing fundamental solutions to the deadbeat control problem in the MPC framework, such that the deadbeat performance can be achieved by bounded control with improved transient process. Main contributions of this paper include: 1) deadbeat controls are designed and proved in a systematic MPC framework; 2) implicit and explicit solutions are provided for unconstrained linear deadbeat MPC; and 3) constrained deadbeat MPC is designed for linear systems subject to state and control constraints.

2. Problem formulation

In this paper, we consider the single-input-single-output (SISO) discrete-time linear system:

\[ x(k+1) = Ax(k) + Bu(k) \]  \hspace{1cm} (1)

where \( x \in \mathbb{R}^n \) and \( u \in \mathbb{R} \) are the system state and control input, respectively; and \((A, B)\) is controllable.

The system is subject to state and control constraints

\[ x \in \mathcal{X}, \; u \in \mathcal{U}, \] \hspace{1cm} (2)

where \( \mathcal{X} \) and \( \mathcal{U} \) are convex, and contain the origin.

The objective is to design \( u(k) \) in MPC frameworks such that, for some \( T > 0 \), it holds that \( x(k) = 0 \) for all \( k \geq T \).
3. Unconstrained dead-beat MPC

In this section, no constraints are exerted on states or control inputs, i.e., constraints 2 is not considered in this section. In the framework of unconstrained MPC, deadbeat control can be implemented through two strategies, namely deadbeat MPC with terminal equality constraint and deadbeat MPC with only terminal cost. Both strategies requires the control horizon be equal to state dimensions, namely $N = n$.

3.1. Unconstrained deadbeat MPC with terminal equality constraint

In this deadbeat strategy, we add an extra terminal equality constraint to the original unconstrained optimization to guarantee the finite-time convergence.

Define the state sequence and control sequence at time $k$ by

$$
X(k) = [x^T(1|k), \ldots, x^T(N|k)]^T,
$$

$$
U(k) = [u^T(0|k), \ldots, u^T(N-1|k)]^T,
$$

where $(i|k)$ denotes the prediction $i$ steps ahead from time $k$; and $N$ is the control horizon. Throughout the paper, the prediction horizon is set equal to the control horizon.

In this deadbeat MPC, two key settings include: 1) the control horizon is set equivalent to state dimension, i.e., $N = n$; and 2) a terminal equality constraint $x(n|k) = 0$ is added to the original unconstrained optimization.

The optimization is formulated by

$$
U^*(k) = \arg \min_{U(k)} \sum_{i=1}^{n} \|x(i|k)\|_R^2 + \|u(i-1|k)\|_R^2,
$$

s.t. $x(i+1|k) = Ax(i|k) + Bu(i|k)$, $i = 0, \ldots, n-1$,

$$
x(n|k) = 0,
$$

where $n$ is the dimension of $x$. The deadbeat MPC is implemented in receding horizon scheme:

$$
u(k) = [1 \ 0 \ \cdots \ 0] U^*(k).
$$

**Theorem 1.** Consider the linear system (1), and suppose that no constraints are exerted. Suppose also that $(A, B)$ is completely controllable. The MPC is calculated from the optimization (3–5), and implemented by (6). Then,

1) the optimization (3–5) is feasible globally;
2) the closed-loop state satisfies $x(k) = 0$ for all $k > n$.

**Proof:** The behavior of (1) can be predicted by

$$
x(1|k) = Ax(0|k) + Bu(0|k),
$$

$$
x(2|k) = Ax(1|k) + ABu(0|k) + Bu(1|k),
$$

$$
\vdots
$$

$$
x(n|k) = A^n x(0|k) + [A^{n-1}B A^{n-2}B \cdots B] U(k),
$$

where, since $(A, B)$ is controllable, the square matrix

$$
S = [A^{n-1}B A^{n-2}B \cdots B]
$$

is invertible. It indicates that a unique control sequence $U^*(k)$ always exists, such that (5) is satisfied. Consequently, the optimization is always feasible regardless of initial states. This completes the proof of 1).

At time $k = 0$, the optimal control sequence is unique, and the corresponding optimal state sequence is also unique:

$$
U^*(0) = [u^*(0|0), \ldots, u^*(n-1|0)]^T,
$$

$$
x^*(0) = [x^T(1|0), \ldots, x^T(n-1|0), 0]^T,
$$

where $u(0) = u^*(0|0)$ is implemented, and $x(1) = x^*(1|0)$ can be obtained.

At time $k = 1$, the optimal control sequence and the optimal state sequence are still unique, and they have to be

$$
U^*(1) = [u^*(1|0), \ldots, u^*(n-1|0), 0]^T,
$$

$$
x^*(1) = [x^T(2|0), \ldots, x^T(n-1|0), 0, 0]^T,
$$

where $u(1) = u^*(0|1) = u^*(1|0)$ is implemented, and $x(2) = x^*(1|1) = x^*(2|0)$ can be obtained.

At time $k = n-1$, the unique control sequence and the optimal state are unique, and they have to be

$$
U^*(n-1) = [u^*(n-1|0), 0, \ldots, 0]^T,
$$

$$
x^*(n-1) = [0, 0, \ldots, 0]^T,
$$

where $u(n-1) = u^*(0|n-1) = u^*(n-1|0)$ is implemented, and $x(n) = 0$. It implies that, $u(k) = 0$ and $x(k) = 0$ for all $k > n$. This completes the proof of 2).

It follows from the terminal equality constraint (5) and the predictive state sequence (9) that the control sequence can be solved uniquely and explicitly by

$$
U(k) = -S^{-1} A^n x(k),
$$

and the MPC can be calculated explicitly by

$$
u(k) = -[1 \ 0 \ \cdots \ 0] S^{-1} A^n x(k) = -K_{db} x(k),
$$

where the deadbeat control gain is calculated by

$$
K_{db} = [1 \ 0 \ \cdots \ 0] S^{-1} A^n = S_n^{-1} A^n,
$$

and $S_n^{-1}$ is the first row of $S^{-1}$.

**Theorem 2.** If the control gain is calculated by (12), then all eigenvalues of $A - BK_{db}$ are zero, and $x(k) = 0$ for all $k > n$.

**Proof:** For matrix $A$, there always exists invertible transformation matrix $T$, such that

$$
T A T^{-1} = \begin{bmatrix} 0_{(n-1) \times (n-1)} & I_{(n-1) \times (n-1)} \\ -a_0 & -a_1 & \cdots & -a_{n-1} \end{bmatrix},
$$

$$
T B = \begin{bmatrix} 0_{(n-1) \times 1} \\ 1 \end{bmatrix}.
$$

According to linear control theory (12), the transformation matrix $T$ is calculated by

$$
T = \begin{bmatrix} S_n & A^T S_n & \ldots & (A^{n-1})^T S_n \end{bmatrix}^T.
$$
It then follows that 
\[
TBK_{db} = \begin{bmatrix} 0_{(n-1)\times 1} \\ 1 \end{bmatrix} [1 \ 0 \ \cdots \ 0] S^{-1} A^n = \begin{bmatrix} 0_{(n-1)\times n} \\ S^n A^n \end{bmatrix},
\]
where \( S^n_1 \) is the first row of \( S^{-1} \). In another aspect, 
\[
= \begin{bmatrix} 0_{(n-1)\times n} \\ -a_0 \ \cdots \ -a_{n-1} \end{bmatrix} T = \begin{bmatrix} 0_{(n-1)\times n} \\ -S^n \sum_{i=0}^{n-1} a_i A^i \end{bmatrix} = \begin{bmatrix} 0_{(n-1)\times n} \\ S^n_1 A^n \end{bmatrix}
\]
where Cayley-Hamilton theorem is applied. Consequently, 
\[
TBK_{db} T^{-1} = \begin{bmatrix} 0_{(n-1)\times n} \\ -a_0 \ \cdots \ -a_{n-1} \end{bmatrix},
\]
indicating eigenvalues of \( A - BK_{db} \) are all zero. As a result, it holds that \( x(k) = 0 \) for all \( k > n \). \( \square \)

3.2. Unconstrained Dead-beat MPC with terminal cost

This deadbeat strategy is derived from \([8]\), where the deadbeat control is solved from inverse optimization. We explain the deadbeat control in MPC framework, and extended it to the constrained case in the next section.

The optimization only penalizes the terminal cost without penalizing other stage costs. In this regard, the cost function is constructed by \( J(k) = x^T(n|k)P x(n|k) \), and the control horizon is set to the state dimension.

The optimization is established by
\[
U^*(k) = \arg \min_{U(k)} x^T(n|k)P x(n|k),
\]
subject to constraints (14), (15), and (16). Solving (15) yields 
\[
(A^n x(k) + SU^*(k))^T PS = 0,
\]
where \( P \) and \( S \) are invertible. The explicit solution to (16) is exactly the same as (10)–(12).

4. Constrained deadbeat MPC

The unconstrained deadbeat MPC with terminal cost can be extended to the constrained case. Key settings include: 1) the control horizon is set equal to the dimension of system state, i.e., \( N = n \); 2) only the terminal cost is penalized, i.e., \( J(k) = x^T(n|k)P x(n|k) \); and 3) the positive definite weighting matrix \( P \) is solved from the Lyapunov equation
\[
A^n K P A - PK = -Q - K^T R K,
\]
where \( Q \) and \( R \) are positive definite matrices; the control gain \( K \) is selected such that all eigenvalues of \( A_K = A - B K \) are inside the unit circle.

The optimization is constructed by
\[
U^*(k) = \arg \min_{U(k)} x^T(n|k)P x(n|k),
\]
s.t. (19), (20), (21), and (22).

Remark 1. The condition (24) indicates that \( \mathcal{X}_f \) is an invariant set of the deadbeat closed-loop system. Here we do not have to calculate \( K_{db} \) in advance to obtain the largest invariant set; instead, a sufficiently small set \( \mathcal{X}_f \) can be chosen such that it is a subset of the largest invariant set.

Theorem 4. Consider system (1) subject to constraints (2). The MPC is calculated by the constrained optimization (18)–(21), and implemented by (6). Suppose that the constrained optimization (13) is feasible at time \( t \).

1) constrained optimization (13) is feasible recursively;
2) the closed-loop system is asymptotically stable;
3) there exists a finite time \( T > 0 \), such that the state of the closed-loop system satisfies \( x(k) = 0 \) for all \( k > T \).

Proof: 1) Suppose, at time \( k \), the constrained optimization is feasible, i.e., \( U^*(k) \) exists such that (2) and (21) are satisfied. At time \( k + 1 \), at least one feasible control sequence exists:
\[
u(i|k+1) = u^*(i|1+k), \quad i = 0, \cdots, n - 1,
\]
\[
u(n-1|k+1) = -K_{db} x^n(k),
\]
where \( u^*(i|1+k) \) denotes the optimal control sequence at time \( k \), and \( x^n(i|k) \) denotes the corresponding optimal state sequence at time \( k \).

It is clear that \( u(i|k+1), \quad i = 0, \cdots, n - 1 \) satisfy the control constraint, and \( u(n-1|k+1) = -K_{db} x^n(n|k) \) satisfies the
control constraint due to (23). It is also clear that $x(i|k+1)$, $i = 1, \ldots, n$ satisfy the state constraint, and $x(n|k+1) = (A-BK_{db})x(n-1|k+1) = (A-BK_{db})x^*(n|k)$ satisfies the state constraint due to (23).

Consequently, at time $k+1$, the constrained optimization is feasible, provided that it is feasible at time $k$.

2) Take $J^*(k) = x^T(n|k)Px^*(n|k)$ as the Lyapunov candidate for $x(n|k)$. It follows that

\[
J^*(k+1) - J^*(k) \leq J(k+1) - J^*(k)
\]

\[
= x^T(n|k+1)Px(n|k+1) - x^T(n|k)Px^*(n|k)
\]

\[
= x^T(n|k)A_h^T P A_h x^*(n|k) - x^T(n|k)Px^*(n|k)
\]

\[
= x^T(n|k) (A_h^T P A_h - P)x^*(n|k)
\]

\[
= - ||x^*(n|k)||_2^2 - ||K_{db}x^*(n|k)||_R^2,
\]

where $A_h = A - BK$. It indicates that $x^*(n|k) \to 0$ as $k \to \infty$.

The terminal state $x^*(n|0)$ at each time $k$ satisfies

\[
x^*(n|0) = A^n x(k) + SU^*(k), \tag{25}
\]

where $S=[A^{n-1}B, A^{n-2}B, \ldots, B]$ is invertible. It follows from (23) that, for each $x^*(n|k)$, the constrained control sequence is unique: $U^*(k) = S^{-1}(x^*(n|k) - A^n x(k))$, and the control is implemented by

\[
u^*(k) = [1, 0, \ldots, 0]S^{-1}(x^*(n|k) - A^n x(k)), \tag{26}
\]

\[
= -K_{db}x(k) + S^T_{n}x^*(n|k), \tag{27}
\]

where $K_{db}$ is the unconstrained deadbeat gain obtained in Section 3.1 and $S^T_{n} = [1, 0, \ldots, 0]S^{-1}$ is the first row of $S^{-1}$.

Substituting the control (27) into the original system yields

\[
x(k+1) = (A - BK_{db})x(k) + BS^T_{n}x^*(n|k), \tag{28}
\]

which is the closed-loop deadbeat control system perturbed by the vanishing term $BS^T_{n}x^*(n|k)$.

The solution to (28) is calculated by

\[
x(k) = A^k_{db}x(0) + \left[ A^k_{db}B, \ldots, B \right] \begin{bmatrix} S^T_{n}x^*(n|0) \\ \vdots \\ S^T_{n}x^*(n|k) \end{bmatrix},
\]

where $A_{db} = A - BK_{db}$.

Whenever $k \geq n$, it holds that $A^k_{db} = 0$, and

\[
x(k) = \left[ A^{n-1}_{db}B, \ldots, B \right] \begin{bmatrix} S^T_{n}x^*(n|k-n+1) \\ \vdots \\ S^T_{n}x^*(n|k) \end{bmatrix}. \tag{29}
\]

Since $x^*(n|k) \to 0$ as $k \to \infty$, it follows that $x(k) \to 0$ as $k \to \infty$, i.e., the closed-loop system is asymptotically stable.

3) Based on 1) and 2), $x(k)$ converges to the origin asymptotically, indicating that it enters $\mathcal{X}_f$ in finite time.

Inside the invariant set $\mathcal{X}_f$, the state and control constraints are actually inactive, and the optimization is actually unconstrained. Consequently, the behavior of $x(k)$ follows from that of the unconstrained deadbeat MPC, and it reaches the origin in finite time and maintains zero thereafter.

5. Numerical example

The plant to be controlled is given by

\[
A = \begin{bmatrix} 1.1 & 2 & 0 \\ 0 & 0.95 & 1 \\ 0 & 0 & 1.2 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 0.079 \\ 0.1 \end{bmatrix},
\]

where its dimension is $n = 3$.

5.1. Unconstrained deadbeat MPC

In this section, the unconstrained deadbeat MPC can be calculated numerically by (3) and (6), where the positive weighting matrices $Q = I_3, R = 0.1$ are set; the control horizon is set to $N = n = 3$; and the terminal equality constraint is assigned to $x(3|k) = 0$.

The simulation results are displayed in Fig. 1 where it can be seen that system states and the control input reach the origin in 3 steps and are maintained thereafter. To achieve deadbeat performance, the magnitude of control might be relatively large in the transient process.

The explicit deadbeat MPC gain is calculated from (12) by

\[
K_{db} = [1\ 0\ 0][A^2 B AB B]^{-1}A^3 = [7.2258 25.1192 12.6558],
\]

where eigenvalues of $(A - BK_{db})$ are all zero. The simulation results for the explicit deadbeat MPC closed-loop system is shown in Fig. 2 which are the same as those in Fig. 1.
5.2. Constrained deadbeat MPC with terminal cost

Suppose that the control input is subject to hard constraint given by \(-6 \leq u \leq 6\).

In the proposed deadbeat MPC, the control horizon is set to \(N = 3\) which equals the system dimension. A linear feedback \(K = [2.2150 15.0471 14.6128]\) is selected, such that eigenvalues of \(A - BK\) are inside the unit circle. The weighting matrix can be solved from the Lyapunov equation \(17\) by

\[
P = \begin{bmatrix}
6.1590 & 19.4637 & 5.8132 \\
19.4637 & 96.8173 & 40.0964 \\
5.8132 & 40.0964 & 29.9407
\end{bmatrix}.
\]

Initial states are assumed to be the same as those in unconstrained cases. Closed-loop performances are illustrated by Fig. 3, where states and control input is capable of converging to zero in finite time. The control input is bounded within its constraints, and it can be seen that the control input during transient process is significantly smaller than that in the unconstrained deadbeat MPC. Due to the constrained control input, the transient process takes 5 steps, which is relatively longer than that (3 steps) of the unconstrained case.

6. Conclusion

Deadbeat MPC strategies are proposed for SISO linear systems. The key setting is to assign the control horizon equal to the system dimension. The proposed unconstrained deadbeat MPC can be designed by either adding an terminal equality constraint or penalizing only the terminal cost. It is proved that, the unconstrained deadbeat MPC is equivalent to linear deadbeat control. The proposed constrained deadbeat MPC can be designed by penalizing only the terminal cost subject to the terminal inequality constraint. It is proved that the closed-loop state is capable of converging to the origin in finite time, while constraints are always satisfied.
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