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SUMMARY Surveillance through aerial systems is in place for years. Such systems are expensive, and a large fleet is in operation around the world without upgrades. These systems have low resolution and multiple analog cameras on-board, with Digital Video Recorders (DVRs) at the control station. Generated digital videos have multi-scenes from multi-feeds embedded in a single video stream and lack video stabilization. Replacing on-board analog cameras with the latest digital counterparts requires huge investment. These videos require stabilization and other automated video analysis prepossessing steps before passing it to the mosaicing algorithm. Available mosaicing software are not tailored to segregate feeds from different cameras and scenes, automate image enhancements, and stabilize before mosaicing (image stitching). We present "AirMatch", a new automated system that first separates camera feeds and scenes, then stabilize and enhance the video feed of each camera; generates a mosaic of each scene of every feed and produce a super quality mosaic by stitching mosaics of all feeds. In our proposed solution, state-of-the-art video analytics techniques are tailored to work on videos from vintage cameras in aerial applications. Our new framework is independent of specialized hardware requirements and generates effective mosaics. Affine motion transform with smoothing Gaussian filter is selected for the stabilization of videos. A histogram-based method is performed for scene change detection and image contrast enhancement. Oriented FAST and rotated BRIEF (ORB) is selected for feature detection and descriptors in video stitching. Several experiments on a number of video streams are performed and the analysis shows that our system can efficiently generate mosaics of videos with high distortion and artifacts, compared with other commercially available mosaicing software.
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1. Introduction

Aerial surveillance through aerial imagery is in place for many years. Aerial videos are different from ground videos in terms of basic characteristics due to high altitude, fast speed, and low visibility. Applications of aerial imagery are helpful in amateur shootings, real-time situations like disasters, climate change, surveillance, object detection, and military applications [1]. Multiple images from the same video file are stitched together to have a larger field of view (FOV), which is referred to as mosaicing [2], [3]. The larger FOV helps in applications related to target-based surveillance, disaster management, photography, scene change, change detection in an area, 3D mapping, and military surveillance applications [4]. Mosaicing is a key operation for geographical analysis systems such as ENVI [5], ArcGIS [6], Virtual Mosaic [7], TNTmips [8].

A large base of legacy aerial system is in operation for decades. These systems are equipped with on-board analog cameras with digital video recorder at the control stations. These functional units cannot be replaced with digital counterparts due to compatibility issues, and due to the excessive cost of new sensors and cameras. The unmanned aerial vehicles (UAV) and the on-board analog cameras considered for this research are more than 12 years old. Modern UAVs are equipped with inertial measurement unit (IMU) sensors along with a gimbal for video stabilization during in-flight vibrations. The aerial platforms under research have no such sensors installed for video stabilization during the flight. The platforms are equipped with multiple analog cameras installed at different view angles; with all of them recording simultaneously. Video feeds generated from cameras with multiple scenes are multiplexed into a single video stream and transmitted to the ground station, where it is digitized through a digital video recorder and stored in a hard-drive at the ground station. This is shown graphically in Fig. 1.

To extract useful information from these videos manually,
one has to separate each video feed, align them together, and watch each video file for any object of interest or change detection. The scene change detection due to change in zoom or change in orientation of the camera makes it difficult to keep track of the location being monitored. Instead, a mosaic generated from each video gives a better view of the scene/object of interest and the location. Videos obtained from these legacy platforms require an automated system that has various video pre-processing components for scene separation, contrast enhancements, and video stabilization before generating a mosaic, which would be impossible otherwise due to the low-quality of these videos.

Limited work is found on mosaicing of videos from vintage aerial systems in real-time in literature. Mosaicing of videos from such systems needs the support of other image processing and machine learning operations. A histogram-based correlation method between two consecutive frames is used to detect scene change. In [10], stability in video is achieved by introducing optimal camera paths for salient features with Linear programming framework. In [11], the issue of stabilization for aerial video surveillance is addressed using SIFT point matching, affine transformations, and Kalman and Median filters for VIRAT aerial dataset [12]. In [13], Contrast Limited Adaptive Histogram Equalization (CLAHE) is used for images. In [14], CLAHE is used for medical image enhancement, in combination with the wavelet-based fusion method. In [15], CLAHE is used for real-time videos with fog for improving visibility. CLAHE has proved to work for both colored and gray-scale inputs, as well as, homogeneous and heterogeneous fog.

One of the earlier attempts for real-time panoramic videos from freely moving cameras is made in [16] in which temporal information from different angles and different devices is used to reduce execution time with the same scenes. Local motion information used for stitching images is used for stabilization in [17]. The deblurring algorithm is applied for compensation of camera motion while spatial smoothness is achieved by optical flow extrapolation. In [18], a solution for stitching panorama for ground videos is presented; using color correction, Kalman filter, and SIFT. In [19], a unified stitching and stabilization model for mobile phone videos is proposed, along with pre-processing and post-processing units. This system is however not real-time and cannot run on a smartphone. The autonomous system for diverse kinds of videos available in the VIRAT data set in [12] is presented in [20]. A hybrid, graph-based stitching model is designed that takes advantage of the continuity in time-domain and repeatability in the spatial domain for aerial videos with artifacts and un-stability. However, artifacts may appear for oblique images. In [21], KLT-based optical flow analysis and scale-invariant distance-vector are used for the generation of mosaic from ottoman documents. The developed system is not a real-time system and performs offline. A modified algorithm for real-time video stabilization and mosaicing is proposed in [22]. Video motion is represented using an inter-frame Homography model based on an optical flow tracker. Kalman filter is employed for smoothing operation. In [23], image operations are applied in the spatial domain, with an iterated projection in the background for Super-Resolution (SR) mosaic construction of low-resolution frames from UAV. In this paper, SIFT is used for computing initial SR mosaic, and three different methods namely: Steepest Descent method (fastest), Conjugate Gradient Method (visually best), and Levenberg-Marquardt algorithms are applied for non-linear optimization. In [24], a spatial and temporal coherent filter for outlier removal, and dynamic key-frame based stitching method is used to reduce the accumulation error for online aerial data. In [25], optical flow is used as a base method to reduce errors for seam-line searching which is generated during mosaicing of UAV videos and produces ghosting effects. In [26], optical flow is used in conjunction with Gaussian Mixture Model for trajectory estimation in abnormal behaviour detection during surveillance. In [27], real-time stitching model is presented to stitch HD videos using SIFT and modified Homography update based on stitching quality evaluation, to remove the artifacts caused by vibration. For offline video stitching, the issue of parallax effects is tackled in [28]. The authors have used Lookup Table (LUT) and the histogram of Gaussian is applied to the points having parallax. Commercially available software systems for generating mosaics for aerial imagery includes AutoStitch [29], AutoPano [30], PTGui [31], Clevr [32], Hugin [33]. However, these software’s lack the automated video pre-processing components required for our video feed (obtained from legacy aerial systems) and produces low-quality mosaics or no mosaics at all. The video pre-processing should include, individual feed separation, scene change detection, image enhancements, and video stabilization.

In this paper, we present “AirMatch”, a new automated system that separates camera feeds and scenes, then for each scene, stabilize and enhance every video feed and generates a mosaic of every feed. Then, it produces a super quality mosaic by stitching mosaics of all feeds for each scene. Our contribution lies in the software framework combined with video preprocessing engine to automate the mosaic generation for the video feeds of these legacy video acquisition systems. We use state-of-the-art algorithms; customized to address the complex nature of the challenge at each video prepossessing stage before the mosaic generation. The rest of the paper is divided into three sections. Section 2 is about system design. Section 3 is about experimental setup and results. Section 4 concludes the research work.

2. System Design

We present a graphical representation of the video acquisition system in Fig. 1. There are 7 cameras installed on the UAV and feeds from all the cameras are multiplexed as one; saved in a single video file at the ground station. Figure 2, shows the basic framework of our implementation. First, ‘M’ number of feeds are separated at the ground station and then ‘N’ number of scenes are separated. For each scene, there are ‘M’ number of feeds. Each feed passes through
Stabilization and enhancement units and a mosaic is generated. In the last phase, all mosaics from the feeds of a single scene are combined to generate a super mosaic. Every module from Fig. 2 is individually explained in this section. A GUI is developed as a part of our software system to make it user-friendly. This system is designed with a complete focus on mosaicing of videos from vintage systems and associated video pre-processing. The broader aim is the creation of a large repository of mosaics, tagged for object recognition and classification. The developed automated system is independent of any requirement for specialized hardware or high processing expensive units. All the modules of our system work in real or near-real time with the minimum response time.

2.1 Feed Separation

Feed separation is the first step in the automated video pre-processing stage. There are in total seven cameras mounted on the aerial platform which are recording simultaneously. All seven on-board camera feeds have a frame rate of 24 frames per second. To stream the feeds to the control station as one multiplexed video feed (at 30 frames/sec), one of the feeds (known as main feed) is transmitted with a frame rate of 24 frames/sec while the others at a rate of 1 frame/sec. The user at the control station can select the “main feed” for manual monitoring. The multiplexed video feed is then given to a digital video recorder and is saved in a hard-disk for offline monitoring and further processing. Our feed separation algorithm de-multiplexes the feed of each camera at the same rate and saves them as separate feeds in a hard-drive. The time complexity of this module is $O(n)$ where $n$ is the number of frames in the input video.

![Fig. 2](image-url)  
**Fig. 2** System diagram at ground station with feed separation, scene separation, stabilization, enhancement, and mosaic generation units

2.2 Scene Separation

After feed separation, the next step in the preprocessing is the scene separation based on the histogram-based shot detection method. Each video feed separated may have multiple scenes as the user may have switched the main feed multiple times during the flight. It is therefore necessary to separate multiple scenes from each feed before the mosaic generation. It also helps in automated indexing within the video and content-based video retrieval. Our scene separation algorithm is based on [9]. Alg. 1 presents a detailed algorithm for our scene separation module for each video feed.

**Algorithm 1: Algorithm for scene separation**

| Input | Separated Video feeds |
|-------|-----------------------|
| Output: Scenes as scene1, scene2, scene3, ... sceneK (K=total scenes detected) |

1. Read video frame by frame as frame0, frame1, ..., frameL. (L=Total frames)
2. Initialize arguments to calculate histogram
   - No. of bins = $N$ (256 for gray scale image)
   - Channels [(0,1)]
3. For each frame 0, 1, 2, ..., L
   - Convert RGB frame to HSV frame
   - Calculate H-S histogram
4. For two consecutive frames (0,1), (1,2), (2,3), ..., (L-1, L)
   - Compare histogram using co-relation method
     \[
     d(H_1, H_2) = \frac{\sum_k (H_1(I) - \overline{H_1})(H_2(I) - \overline{H_2})}{\sqrt{\sum_k (H_1(I) - \overline{H_1})^2 \sum_k (H_2(I) - \overline{H_2})^2}}
     \]
     where $N$ is total bins, $k=1,2$ and $\overline{H_k} = \frac{1}{N} \sum H_k(I)$
   - If compared result value < threshold then scene change is detected

The correlation is used for the comparison of histograms, with threshold values set heuristically to 0.73. A scene is considered different if the values fall below the specified threshold. After scenes are separated as video files, they are stored in the hard disk ready for the stabilization step. Our scene separation module has an absolute success rate for detecting and separating scenes. The time complexity of this module is $O(n)$ where $n$ is the number of pixels of the input frame.
2.3 Video Stabilization

Video stabilization is the next module of our system. Aerial videos of legacy UAVs are inherently unstable due to different factors during the flight, such as a change in camera tilt, mechanical vibrations, and air turbulence. This is the main reason that modern UAVs are equipped with gimbal onboard for stabilization during flight while the aerial systems under research lack such equipment. Video stabilization is a key pre-processing step before the mosaic generation.

**Algorithm 2: Algorithm for stabilization**

**Input**: Unstable Video  
**Output**: Stabilized and Deblurred Video  
1. Read video frame by frame from frame0 to frameL where L = Total frames  
2. For each frame 0, 1, 2, …, L, find key-point features using ORB.  
3. For every two consecutive frames with selected features (0,1), (1,2), (2,3),…(L-1, L)  
   - Convert each frame to gray-scale  
   - Estimate global motion  
     - Use Affine motion transform between two consecutive image pairs  
     - Removal of blurry pixels  
       a. Estimation of removal of high frequency component  
       b. Replacement of the blurry pixels with weighted interpolation of neighboring sharper pixels  
   - Estimate local motion between frames  
     - Compute KLT based corner features  
     - Compute optical-flow based velocities in x, y, and orientation within frames for KLT corner features  
   - Perform image smoothing Use Gaussian Mixture  
     - Use Gaussian Mixture Model for trajectory smoothing  
     - Compute final transformation using the difference between the smoothed trajectory and the original trajectory  
     - Add the final transform to the original transform  
   - Transform the video  
     - Warp the original RGB frame using Affine motion transform obtained in the previous step  
     - Fix the artifacts produced by rotation and translation using scaling and pixel replication for borders  
     - Resize if the sizes do not match  
4. Write all the stabilized RGB frames to video

Alg. 2 shows our algorithm for stabilization which is based on [10], [17] and [37]. Our algorithm incorporates the effects due to the fast motion of aerial videos in real-time. We have used ORB presented in [34] for feature detection to address the issue of rotation and accelerate the process. A two-step process from [17] is used to address the issue of motion blur based on the global motion pair-wise estimation. The first step is the evaluation of the relative blurriness by estimating the high-frequency component removed during pair-wise comparison by using inverse of sum of squared gradient measure. Next, blurry pixels are replaced with the weighted interpolation of neighboring sharper pixels. Optical flow is used for feature trajectory generation. Affine motion transform is used in conjunction with the smoothing Gaussian mixture model for shifting, rotation, and noise reduction. This algorithm works for each $M^{th}$ feed of $N^{th}$ scene. The time complexity of this module is calculated as $O(n)$ by using selective features. Here $n$ is the number of pixels (width x height) of input frame.

2.4 Video Enhancement

The enhancement of video helps in distinct object recognition and making the video crisp. Video enhancement is the next video preprocessing module to address this issue in our system. Simple Histogram equalization failed for the videos due to the global equalization effect, where the contrast was too high in certain test experiments. We used Contrast Limited Adaptive Histogram Equalization (CLAHE) since it is adaptive, responds to varying illuminations, and works best with diverging parameters for different video data-sets. Alg. 3 is the algorithm for the enhancement module and is based on [14]. The clipping ratio is set as 3. The image is first converted to 3x3 smaller images corresponding to 9 tiles and then histogram equalization is performed on each to get the result. The time complexity of this module is calculated as $O(n)$ where $n$ is the number of pixels of the input frame.

**Algorithm 3: Algorithm for video enhancement**

**Input**: Single video file  
**Output**: Enhanced video file  
1. Read video frame by frame as frame0, frame1,.., frameL (L = Total frames)  
2. For every frame 0, 1, 2, …., L  
   - Convert RGB image to Lab format  
   - Split image into Lab Format planes  
   - Set tile size and clipping ratio  
   - Convert original image into smaller images in defined tile sizes,  
     - Apply histogram equalization on the plane [0] (first plane) of these smaller images as this plane holds illumination information only  
   - Convert resulting equalized image back to RGB  
3. Write all enhanced frames to video

2.5 Mosaic Generation

The final stage of our system is high-quality mosaics for each scene and then combining the mosaics to generate super mosaic. An ideal mosaic should have no visible seams with maximum similarity to the input video frames. For low-resolution videos, the generation of the single super-resolution mosaic of a scene is a challenging task. To enhance the quality of the mosaic, a mosaic is generated for each camera feed of a scene and then all mosaics are stitched together to generate a high-quality mosaic. Alg. 4 shows our algorithm for mosaicing that is based on the implementation of Brown et al.[29]. For every $N^{th}$ scene, Alg. 4 is applied
for the mosaic generation of every $M$th feed and $M$ number of mosaics are generated for a scene. These $M$ mosaics are eventually passed through the same Alg. 4. This ensures the generation of a superior quality mosaic for every $N$th scene, achieved by stitching all mosaics from different angle cameras. For feature matching, we choose ORB features with ORB (oriented BRIEF) descriptors [34] heuristically, and found them performing better on our training videos. The time complexity of this module is $O(n)$. Here $n$ is the number of pixels (width x height) of input frame.

**Algorithm 4:** Algorithm for mosaicing

| Input | Video file having one feed from one scene |
|---|---|
| Output | Single mosaic |

1. Convert video to frames, frame 0 to frame $N$ ($N=$Total Number of frames)
2. For all selected frames:
   - Resize all frames at the same scale
   - Detect key-points using ORB
   - Match features using AFFINE
   - Compute descriptors using ORB
   - Estimate Homography using RANSAC
   - Warp images using affine transformation
     - Compensate exposure errors
     - Detect seams and resize masks to the original resolution before resizing
   - Blend to obtain final mosaic

3. Experiments and Results

In this section, we present details of the data set used, experimental setup, the evaluation parameters, results of all the modules individually, and quantitative and qualitative results.

3.1 Implementation Details

We implement our automated system in C++. We use open-source computer vision library ’openCV’ [35] for video I/O and module implementation. The experiments are done on a laptop computer having Intel Core i5-8250U CPU (8th Generation) with 8GB memory.

3.2 Data Set and Characteristics

Data set of aerial videos of actual flights are provided by the users (both day and night) with multiple feeds and multiple scenes embedded in a single video file for each flight. These videos have variable time lengths, different resolutions, different dynamic contrasts, and are unstable. The videos cannot be processed using a commercial off-the-shelf mosaic generation software without our automated video pre-processing engine. Video data provided by the user is not publicly available. However, it can be provided on demand. The data set is divided into testing and training data. Variables like the threshold in scene separation are calculated heuristically from this data set, with at least 15 videos used for training and rest for testing. We have also included the result of a synthetically generated video feed obtained from the internet [36] to demonstrate the effectiveness of our software.

3.3 Feed Separation

Figure 3 shows an example of the separated camera feeds, each from a different angle. The larger sized frame shown on the right-side displays main camera frames; while frames are shown on the left-side windows display frames extracted from the other six cameras. The camera feed with part of the UAV visible and the feed with higher tilt is not used for generating mosaic. However, those frames are segregated in the scene separation step. All seven feeds are saved into the hard disk for the next preprocessing step.

3.4 Scene Separation

Figure 4 shows 4 scenes separated from a single video file. This sample video has clips of four different areas, shot at separate times in a single flight.
3.5 Stabilization

Figure 5 shows snapshots of unstable frames from 4 different videos in part (i-iv), with the results of each frame being stabilized and corrected for the mosaic generation in Fig. 5(a-d). Good frame quality is achieved after going through the stabilization module. Stability graphs are added in the results section for the output validation.

3.6 Enhancement

A sample snapshot of a video frame is shown in Fig. 6 to demonstrate the effectiveness of the applied algorithm. It can be seen from Fig. 6 that enhancement application results in better boundaries and segregation of objects. Objects like roads, trees, and buildings can be better recognized after the application of the enhancement model. This helps in-video tagging and object tracking.

3.7 Mosaic Generation

Figure 7 shows three examples of super-mosaics generated from the provided dataset using $M$ individual feed mosaics. Alg. 4 is followed for the generation of super-mosaic as well. Figure 8 shows different super-mosaics. In Fig. 8(a)-8(d), we can see crisp resultant mosaics of daytime videos, while Fig. 8(e) shows the mosaic of video captured at nighttime using an Infrared camera. As we can see that the generated mosaics have clear boundaries of objects, no seam-lines are detected and have the maximum area covered. This is extremely helpful in object detection and change analysis in a sudden event.

3.8 Qualitative Comparison Results

A comparison is shown in Fig. 9 for our software with state-of-the-art systems like AutoPano [30] and PTGui [31]. Both software produce good results on average for the video which is fed after the feed separation, scene separation, stabilization, and image enhancement but needs image frames to be fed into the system with videos of good quality. Both of them are not tailored to work for such complicated video feeds from legacy systems. PTGui performs poorly for aerial videos with parallax effects. Both could not generate mosaics for a few tested videos. As an example, mosaic of [36] could not be generated using AutoPano, shown in Fig. 9(b) as Vid 3.

We have collected ratings for AutoPano, PTGui, and AirMatch from a pool of 50 participants belonging to the organizations who are the actual users and are currently using our implemented system. Users graded mosaics of the same area generated by each software based on the quality parameters derived from the challenges described in Sect. 2.
Fig. 8 Super mosaics of 5 different videos: (a)-(d) are the mosaics of normal day time videos, (e) is generated for the infra-red video feed. All the mosaics have maximum area coverage, no visible seam lines, and excellent object segregation.

Fig. 9 Visual comparison of PTGui, Autopano, and AirMatch. First row: Vid 1, second row: Vid 2, third row: Vid 3. (a) First column from left are the results of PTGui, (b) center column shows the results of AutoPano and (c) the last column shows the results of AirMatch.

which are defined in Table 1 with weights against each and 10 marks are assigned to each quality. In Table 1, the maximum area covered corresponds to the minimum error, with a higher score leading to a low error. It is measured visually by matching the generated mosaic with original video scenes to find similarity. The weights are selected based on the response percentage of users. We carefully picked out the characteristics and asked the users initially to mark the most important ones. Then for each characteristic, we calculated the percentage based on the total number of the participants and added that numerical value to our weight chart. As can be seen from Table 1 that we have the high-
Table 1  Quality assessment grading of the individual characteristics for AutoPano, PTGui and AirMatch

| Serial No. | Quality Characteristic | Weight ($w_i$) | Grade Average ($g_i$) AutoPano | Grade Average ($g_i$) PTGui | Grade Average ($g_i$) AirMatch |
|------------|------------------------|----------------|-------------------------------|----------------------------|-------------------------------|
| 1          | Clarity                | 0.4            | 8.03                          | 8.24                       | 9.31                          |
| 2          | Sharpness              | 0.5            | 7.35                          | 7.92                       | 9.37                          |
| 3          | Seamline               | 0.3            | 7.14                          | 8.25                       | 9.2                           |
| 4          | Parallax               | 0.4            | 6.82                          | 7.24                       | 9.28                          |
| 5          | Complete Area Coverage | 0.5            | 6.93                          | 6.87                       | 9.35                          |

Fig. 10  Video stabilization graphs for videos of Fig. 9 with y-axis showing displacement of pixels within a frame around the respective axis, and x-axis depicting the frames of the video. The top row shows graphs of original videos while the bottom row shows stabilized graphs with a smoother trajectory than the original. The difference in pixels displacement in both trajectories is due to a parameter which controls the radius of the before and after frames for comparison.

Table 2  Time comparison of AirMatch with PTGui and AutoPano for videos of 22 seconds (720×576 resolution)

| Video Name | Total Frames | Time taken for Stabilization | Time taken for Mosaic Generation |
|------------|--------------|------------------------------|----------------------------------|
|            |              | AirMatch | PTGui | AutoPano | AirMatch | PTGui | AutoPano |
| Vid1       | 547          | 35.7     | N/A   | N/A      | 39.2     | 25.5  | 10.7     |
| Vid2       | 550          | 31.4     | N/A   | N/A      | 28.2     | 24.5  | 22.7     |
| Vid3       | 544          | 19.7     | N/A   | N/A      | 17.6     | 17.1  | 13.6     |

The qualitative assessment shows that the developed system performs very well for the videos from vintage aerial systems. The generated mosaics have complete area coverage, with least parallax effects; helpful in object identification and change detection. The presence of all the pre-processing modules helps the user to save time, cost, and energy. This is what makes our system better from the other counterparts.

3.9  Quantitative Comparison Results

This section focuses on the quantitative aspects of AirMatch, in comparison with PTGui and AutoPano. Camera separation and enhancement are real-time with the same fps as of source. Scene separation has an average rate of 15 fps for videos of 720x576 resolution. The stabilization frame rate depends upon the video quality. The shakier a video is the longer time needed to stabilize it. Usually, stabilization takes longer than the mosaic generation. Mosaic generation takes different time on different videos of the same length due to feature variation. As an average, we are getting 15 – 17 fps. Stabilization is the key pre-processing step to generate meaningful mosaics. Figure 10 shows stability graphs using optical flow for videos of Fig. 9, for the validation of our stabilization module using [37]. A comparison of the trajectories of the original videos with the resultant videos shows smoothing with the removal of noise. The difference in the axis in both trajectories is due to a parameter that controls the radius of the before and after frames for comparison. Increasing or decreasing this parameter affects the output quality which in return, affects the scale of the output graphs. For videos that are captured on a more jittery platform, a high value of this parameter is more effective.

Time comparison of videos shown in Fig. 9 is provided in Table 2. These results correspond to the single scene separated from each video with very high-level distortion, zooming effects, occlusions, parallax effects, sudden shifts in camera angle, and unrecognizable objects. The video feed of Vid1 has the most distortion, resulting in the maximum time consumed in stabilization and mosaicing for our average videos. The timing of AirMatch modules is near real-time and comparable with PTGui and AutoPano. Stabiliza-
tion, scene, and feed separation modules are not part of both compared systems. The timing for stabilization is more than the timing of mosaic generation since stabilization involves frame correction and replacement of faulty frames. Among all modules, feature matching between candidate images in mosaicing and stabilization becomes a bottleneck for the overall system. However, our system is near real-time, and results obtained are always within acceptable seconds range; depending upon the length and quality of the input video.

4. Conclusion

In this paper, we present an automated video preprocessing engine for video feeds of legacy UAVs that first separates camera feeds and scenes. Then for each scene, stabilize and enhance every video feed and generates a mosaic of every feed. Eventually, it produces a super quality mosaic by stitching mosaics of all feeds for each scene. Our new framework is independent of specialized hardware requirements and generates effective mosaics. Our contribution lies in the software framework, combined with video preprocessing to automate the mosaic generation for the video feeds of these legacy video acquisition systems. We use state-of-the-art algorithms; customized to address the complex nature of the challenge at each video pre-processing stage before the mosaic generation. The system effectively separates the feeds and scenes, stabilize, and enhance separated scenes and generate a mosaic of every scene separately. We present a qualitative and quantitative comparison with commercially available software like PTGui and AutoPano to support our claim. Scene separation, mosaicing, and stabilization modules are near real-time for our system, while the rest of the modules are real-time. Our future work also includes object detection and classification from generated mosaics. Research presented in this paper is more quality-based, adhering to the main aim of maximum area coverage analysis; with clarity and sharpness added to the generated mosaics.
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