SUPERPOSITION OF TIME-CHANGED POISSON PROCESSES AND THEIR HITTING TIMES

A. MAHESHWARI∗, E. ORSINGHER#, AND A. S. SENGAR@

Abstract. The Poisson process of order \( i \) is a weighted sum of independent Poisson processes and is used to model the flow of clients in different services. In the paper below we study some extensions of this process, for different forms of the weights and also with the time-changed versions, with Bernstein subordinator playing the role of time. We focus on the analysis of hitting times of these processes obtaining sometimes explicit distributions. Since all the processes examined display a similar structure with multiple upward jumps sometimes they can skip all states with positive probability even on infinitely long time span.

1. Introduction

One of the most important processes in probability, capable of modelling different flows of events is the homogeneous or non-homogeneous Poisson process. Its widespread popularity stems from the fact that it has stationary and independent increments with exponentially distributed inter-arrival times. It is applicable for modelling of earthquakes, floods, arrival of clients in banks, car accidents and many other types of phenomenon.

Among its generalizations we have the Cox process (where the rate itself a stochastic process), the Poisson random fields and its time-changed versions which is useful to model the wearing of machines (different when they are working or idle). Fractional extensions of the Poisson process have been introduced in the last two decades (see \[3, 8, 6\]) which include time and space fractional Poisson processes. Also state-dependent fractional Poisson processes have been studied (\[2\]). Long-range dependence property of the time-changed Poisson process is studied in \[4, 1, 5\].

In this paper, we are interested in the Poisson process of order \( i \) and some of its extensions. In particular, we study the following three processes
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Y(t) := \sum_{j=1}^{i} jN_j(t) = \sum_{j=1}^{i} \sum_{k=j}^{i} N_k(t)

(1.2)
Z(t) := \sum_{j=1}^{i} g(j)N_j(t)

and

(1.3)
W(t) := \sum_{j=1}^{i} jN_j(H^f(t)),

where \( N_j(t), t > 0, 1 \leq j \leq i \) are independent, homogeneous Poisson processes of rate \( \lambda \), \( g \) is an integer-valued, bounded, monotonically increasing function, \( H^f(t) \) are subordinators related to a Bernstein function \( f \), independent from \( N_j \).

Recently, Sengar et. al (see [10]) have studied the process \( W(t) \), that is a time-changed Poisson process of order \( i \). Furthermore, in this paper the authors have studied the process \( Y(t) \), time-changed with the inverse of \( H^f \). The processes above take jumps of amplitude bigger than \( i \) and in the case where \( g \) is an integer-valued function the maximal jump has amplitude equal to \( g(i) \).

Processes of the form (1.1) can arise in the study of queues in banks or post offices where different services are offered to clients. Since the types of services require a different amount of time to be carried out, the queues formed in front of each window is different. Therefore \( jN_j(t) \) represents the random number of clients in the \( j \)-th queue while \( Y(t) \) is the total random number of clients in the post office or bank agency. The process \( Z(t) \) can be interpreted in the same way.

In this paper we study the hitting times for all processes, that is we study the distribution of the random variables

(1.4)
\[ T_k = \inf \{ s : X(s) = k \}, \ k \geq 1. \]

A similar analysis was made in the paper by Orsingher and Polito (2012) (see [7]) for the iterated Poisson process, for the time-changed Poisson process by Orsingher and Toaldo (2015) (see [9]) and also by Garra et. al (2016) (see [2]) for the space fractional Poisson process.

In some cases it is possible to evaluate the hitting probabilities

\[ \mathbb{P}[T_k < \infty] \]

and, in particular for the process \( Y(t), t > 0 \) we show that

\[ \mathbb{P}[T_k < \infty] = \begin{cases} \frac{k}{i} & \text{if } k \leq i \\ 1 & \text{if } k > i. \end{cases} \]
The same analysis is performed for the processes $Z(t)$ and $W(t)$. For the case where $H^f(t)$ is itself a Poisson process we extend the results obtained in [7].

One of our main concerns in the analysis of the hitting time $T_k$ defined in (1.4), where $X$ is one of the processes above. The random variables $T_k$ can be interpreted as the time necessary for the total queue to obtain for the first time the length $k$. We will show for $W$ that $\mathbb{P}(T_k < \infty) < 1$ for all $k$ because all processes examined make upward jumps of arbitrary size with positive probability.

We will sometimes use the following notations.

Let $N^{(i)}$ follow the Poisson distribution of order $i$ with rate parameter $\lambda > 0$, then the probability mass function (pmf) is given by

$$
\mathbb{P}[N^{(i)} = n] = \sum_{x_1, x_2, \ldots, x_i \geq 0 \atop \sum_{j=1}^i jx_j = n} e^{-\lambda x_1 + \ldots + x_i} \frac{x_1! \ldots x_i!}{n!}, \quad n = 0, 1, \ldots,
$$

where the summation is taken over all positive integers $x_1, x_2, \ldots, x_i$ such that $x_1 + 2x_2 + \ldots + ix_i = n$.

2. Poisson process of order $i$

The process defined in (1.1) during an infinitesimal interval of time of length $dt$ can perform jumps of size up to $\frac{(2i+1)}{2}$ and thus substantially differs from the classical Poisson process. This can be shown by observing that the probability generating function of $Y(t)$ reads

$$
\mathbb{E}[e^{uY(t)}] = \mathbb{E}[e^{\sum_{j=1}^i jN_j(t)}] = \prod_{j=1}^i \mathbb{E}[e^{uN_j(t)}] = e^{-\lambda t(1-u^i)} = e^{-i\lambda dt + \lambda dt \sum_{j=1}^i u^j}.
$$

For the increment $dY(t)$ we have therefore

$$
\mathbb{E}[e^{uY(t)}] = e^{-i\lambda dt + \lambda dt \sum_{j=1}^i u^j} = (1 - i\lambda dt) \left(1 + \lambda dt \sum_{j=1}^i u^j + \ldots\right).
$$

Therefore $Y(t)$ has the following distribution

$$
\begin{align*}
\mathbb{P}(dY(t) = j) &= \lambda dt \quad \text{for } 1 \leq j \leq i \\
\mathbb{P}(dY(t) = 0) &= 1 - i\lambda dt.
\end{align*}
$$

Since $Y(t)$ makes the jumps of length $j$ with uniform law in all time intervals of length $dt$ it can skip the first $i - 1$ levels even during the infinite time horizon space. A similar behaviour was noted in many other cases like the iterated Poisson process $N_1(N_2(t))$ where $N_k, k = 1, 2$ are independent homogeneous Poisson process (see [7]), for the space-fractional Poisson process and its generalizations. In the present case, however, the first $k$ ($k < i$) states are reached with positive probability.
In order to make more explicit the particular nature of $Y(t)$, we will show that the hitting time

$$T_k = \inf \{ t : Y(t) = k \} = \inf \left\{ t : \sum_{j=1}^{i} j N_j(t) = k \right\}$$

has the following form

(2.4) \[ \mathbb{P}[T_k < \infty] = \begin{cases} \frac{k}{i}, & 1 \leq k \leq i - 1 \\ 1, & k \geq i \end{cases} \]

that it is initially increasing and then reaches a stationary form where all states are hit sooner or later with probability one.

**Remark 2.1.** For $i = 1$, formula (2.4) confirms that for the homogeneous Poisson processes all states are visited with probability one during an infinite time interval.

From (2.1) we can infer that

(2.5) \[ \mathbb{P}[Y(s) = n] = \sum_{x_1, x_2, \ldots, x_i \geq 0, \sum_{j=1}^{i} j x_j = n} \frac{e^{-i\lambda s} (\lambda s)^{x_1+\ldots+x_i}}{x_1! \ldots x_i!}. \]

Result (2.5) can also be written down directly by applying convolution arguments.

The hitting time of a stochastic process $Y(t), t \geq 0$ be the first time at which the given process hits a level $k$, denoted as $T_k$, and is defined as

$$T_k = \inf \{ t : Y(t) = k \}.$$ 

**Theorem 2.1.** Let $N^{(i)}(t)$ be the Poisson process of order $i$ and $T_k$ be the first hitting time of $N^{(i)}(t)$, then

$$\mathbb{P}[T_k < \infty] = \begin{cases} \frac{k}{i}, & 1 \leq k \leq i - 1 \\ 1, & k \geq i \end{cases}.$$ 

**Proof.** Let $\mathbb{P}[T_k \in ds], s > 0$ be the distribution function of $T_k$, then

\[
\mathbb{P}[T_k \in ds] = \sum_{h=1}^{k} \mathbb{P}[N^{(i)}(s) = k - h, N^{(i)}(s+ds) = k] \\
= \sum_{h=1}^{k} \mathbb{P}[N^{(i)}(s) = k - h, N^{(i)}(s) + N^{(i)}(ds) = k] \\
= \sum_{h=1}^{k} \mathbb{P}[N^{(i)}(s) = k - h] \mathbb{P}[N^{(i)}(ds) = h] \\
= \sum_{h=1}^{k} \mathbb{P}[N^{(i)}(s) = k - h] \lambda ds, 
\]

(2.6)
where the last equality follows from

\[ E[u^{N(i)}(ds)] = \exp[-i\lambda ds(1 - E u^X)] \]

\[ = 1 - i\lambda ds(1 - E u^X) + o(ds) \]

\[ = 1 - i\lambda ds + i\lambda ds \left( \frac{1}{i} \sum_{j=1}^{i} u^j \right) \]

\[ = 1 - i\lambda ds + \lambda ds \left( \sum_{j=1}^{i} u^j \right). \]

Hence,

\[ P[N^{(i)}(ds) = l] = \begin{cases} 
\lambda ds, & 1 \leq l \leq i \\
1 - i\lambda ds, & l = 0.
\end{cases} \]

Using the above result in equation (2.6), we get

\[ P[T_k \in ds] = \lambda \sum_{h=1}^{k} P[N^{(i)}(s) = k - h]ds \]

\[ = \lambda \left[ P(N^{(i)}(s) = k - 1)ds + P(N^{(i)}(s) = k - 2)ds + \ldots + P(N^{(i)}(s) = 0)ds \right] \]

\[ = \lambda \sum_{n=0}^{k-1} P(N^{(i)}(s) = n)ds. \]

We now compute the hitting time probability of level \( k \) of \( N^{(i)}(t) \).

When \( k < i \), then

\[ P[T_k < \infty] = \int_0^{\infty} P[T_k \in ds] = \lambda \int_0^{\infty} \sum_{n=0}^{k-1} P(N^{(i)}(s) = n)ds \]

\[ = \lambda \int_0^{\infty} \sum_{n=0}^{k-1} \sum_{\sum_{j=1}^{i} jx_j = n} e^{-i\lambda s} \frac{(\lambda s)^{x_1 + \ldots + x_i}}{x_1! \ldots x_i!} ds \]

\[ = \lambda \sum_{n=0}^{k-1} \sum_{\sum_{j=1}^{i} jx_j = n} \int_0^{\infty} e^{-i\lambda s} \frac{(\lambda s)^{x_1 + \ldots + x_i}}{x_1! \ldots x_i!} ds \]

\[ = \lambda \sum_{n=0}^{k-1} \sum_{\sum_{j=1}^{i} jx_j = n} \frac{\lambda^{x_1 + \ldots + x_i}}{x_1! \ldots x_i!} \int_0^{\infty} e^{-i\lambda s} s^{x_1 + \ldots + x_i} ds \]

\[ = \lambda \sum_{n=0}^{k-1} \sum_{\sum_{j=1}^{i} jx_j = n} \frac{\lambda^{x_1 + \ldots + x_i} \Gamma(x_1 + \ldots + x_i + 1)}{x_1! \ldots x_i! (i\lambda)^{x_1 + \ldots + x_i + 1}} \]
= \sum_{n=0}^{k-1} \sum_{x_1, x_2, \ldots, x_i \geq 0 \atop \sum_{j=1}^i x_j = n} \frac{\Gamma(x_1 + \ldots + x_i + 1)}{x_1! \ldots x_i!} (x_1 + \ldots + x_i + 1)^{-(x_1 + \ldots + x_i + 1)}.

Set \( x_j = n_j, \ 1 \leq j \leq i \) and \( n = x + \sum_{j=1}^i (j-1)n_j \) i.e. \( n_1 + n_2 + \ldots + n_i = x \) in the internal summation.

\[
\int_0^\infty \mathbb{P}[T_k \in ds] = \sum_{n=0}^{k-1} \sum_{n_1, n_2, \ldots, n_i \geq 0 \atop \sum_{j=1}^i n_j = x} \frac{\Gamma(n_1 + n_2 + \ldots + n_i + 1)}{n_1! n_2! \ldots n_i!} (n_1 + n_2 + \ldots + n_i + 1)^{-(n_1 + n_2 + \ldots + n_i + 1)}
\]

\[
= \sum_{n=0}^{k-1} \sum_{n_1, n_2, \ldots, n_i \geq 0 \atop \sum_{j=1}^i n_j = x} \frac{x!}{n_1! n_2! \ldots n_i!} \frac{1}{k^{n_1 + n_2 + \ldots + n_i}}
\]

\[
= \sum_{n=0}^{k-1} \sum_{n_1, n_2, \ldots, n_i \geq 0 \atop \sum_{j=1}^i n_j = x} \left[ \frac{1}{i} + \frac{1}{i} + \ldots + \frac{1}{i} \right]^x
\]

\[
= \sum_{n=0}^{k-1} \frac{1}{i} \lambda ds
\]

\[
= \frac{k}{i} < 1 \text{ for } k < i.
\]

When \( k \geq i \), then

\[
\mathbb{P}[T_k \in ds] = \sum_{h=k-i}^{k-1} \mathbb{P}(N^{(i)}(s) = k-h, N^{(i)}(s + ds) = k)
\]

\[
= \sum_{h=k-i}^{k-1} \mathbb{P}(N^{(i)}(s) = k-h, N^{(i)}(s) + N^{(i)}(ds) = k)
\]

\[
= \sum_{h=k-i}^{k-1} \mathbb{P}(N^{(i)}(s) = k-h) \mathbb{P}(N^{(i)}(ds) = h)
\]

\[
= \sum_{h=k-i}^{k-1} \mathbb{P}(N^{(i)}(s) = k-h) \lambda ds
\]

\[
= \lambda \sum_{m=1}^i \mathbb{P}[N^{(i)}(s) = m] ds.
\]

Now we have that

\[
\int_0^\infty \mathbb{P}[T_k \in ds] = \lambda \int_0^\infty \sum_{m=1}^i \mathbb{P}[N^{(i)}(s) = m] ds
\]
\[
\lambda \int_0^\infty \sum_{m=1}^i \left[ \sum_{x_1, x_2, \ldots, x_i \geq 0, \sum_{j=1}^i jx_j = n} e^{-\lambda s} \frac{(\lambda s)^{x_1+\ldots+x_i}}{x_1! \ldots x_i!} \right] ds
\]

\[
= \lambda \sum_{m=1}^i \sum_{x_1, x_2, \ldots, x_i \geq 0, \sum_{j=1}^i jx_j = n} \int_0^\infty e^{-\lambda s} \frac{s^{x_1+\ldots+x_i}}{x_1! \ldots x_i!} ds
\]

\[
= \lambda \sum_{m=1}^i \sum_{x_1, x_2, \ldots, x_i \geq 0, \sum_{j=1}^i jx_j = n} \frac{\lambda^{x_1+\ldots+x_i}}{x_1! \ldots x_i!} \int_0^\infty e^{-\lambda s} s^{x_1+\ldots+x_i} ds
\]

\[
= \lambda \sum_{m=1}^i \sum_{x_1, x_2, \ldots, x_i \geq 0, \sum_{j=1}^i jx_j = n} \frac{\lambda^{x_1+\ldots+x_i}}{x_1! \ldots x_i!} \frac{\Gamma(x_1+\ldots+x_i+1)}{(k\lambda)^{x_1+\ldots+x_i+1}}
\]

Set \( x_j = n_j, \ 1 \leq j \leq i \) and \( m = x + \sum_{j=1}^i (j-1)n_j \) i.e. \( n_1 + n_2 + \ldots + n_i = x \).

\[
\int_0^\infty \mathbb{P}[T_k \in ds] = \sum_{m=1}^i \sum_{x_1, x_2, \ldots, x_i \geq 0, \sum_{j=1}^i jx_j = x} \frac{\Gamma(n_1 + n_2 + \ldots + n_i + 1)}{n_1!n_2!\ldots n_i!} (k-(n_1+n_2+\ldots+n_i+1))^{-1}
\]

\[
= \sum_{m=1}^i \frac{1}{i} \sum_{x_1, x_2, \ldots, x_i \geq 0, \sum_{j=1}^i jx_j = x} \frac{x!}{n_1!n_2!\ldots n_i!} \frac{1}{(n_1+n_2+\ldots+n_i+1)}
\]

\[
= \sum_{m=1}^i \frac{1}{i} \left[ \frac{1}{i} + \frac{1}{i} + \ldots + \frac{1}{i} \right]^x
\]

\[
= \sum_{m=1}^i \frac{1}{i} = \frac{i}{i} = 1.
\]

Hence,

\[
\mathbb{P}[T_k < \infty] = \begin{cases} 
\frac{k}{i}, & 1 \leq k \leq i - 1 \\
1, & k \geq i
\end{cases}
\]

\[
\square
\]

**Remark 2.2.** The above theorem states that the Poisson process of order \( i \) hits every level \( k \) when \( k \) is bigger than \( i \) and with probability \( k/i \) it will hit level \( k \) if \( k \) is less than \( i \). This is consistent with the fact that arrivals are in packets of size \( i \).
Since the maximal size of jumps of process \( Y(t) \) is \( i \), all states larger or equal \( i \) can be obtained with probability one, while the process can avoid with positive probability the first \( i - 1 \) states. We have \( N_1(t) + 2N_2(t) + \ldots + iN_i(t) = \sum_{j=1}^{N(t)} X_j^i \), where \( X_j^i \) are independent integer-valued random variables uniformly distributed on the set \( \{1, 2, \ldots, i\} \).

3. Weighted sum of Poisson processes

In this section we study the behaviour of the process

\[
Z(t) = \sum_{j=1}^{i} g(j)N_j(t),
\]

where \( N_j, j = 1, \ldots, n \) are independent, homogeneous Poisson processes and \( g \) is an integer-valued, bounded and increasing function. We now give the characterisation of the weighted sum of Poisson processes in the following theorem.

**Theorem 3.1.** The process \( Z \) defined in (3.1) can be represented as a compound Poisson processes, that is

\[
Z(t) = \sum_{j=1}^{i} g(j)N_j(t) \overset{d}{=} \sum_{j=1}^{N(t)} g(X_j^i),
\]

where the random variables \( X_j^i \) are independent, discrete and uniform on the set \( \{1, 2, \ldots, i\} \) and \( N(t) \) is Poisson with parameter \( i\lambda \).

**Proof.** The probability generating function (pgf) of \( Z(t) \) reads

\[
E[u^{Z(t)}] = \prod_{j=1}^{i} E[u^{g(j)N_j(t)}] = \prod_{j=1}^{i} \exp[-\lambda t + \lambda tu^{g(j)}] = \exp[-i\lambda t + \lambda t \sum_{j=1}^{i} u^{g(j)}].
\]

Now we will find the pgf of R.H.S.

\[
E[u^{\sum_{j=1}^{N(t)} g(X_j^i)}] = \sum_{n=0}^{\infty} E[u^{\sum_{j=1}^{N(t)} g(X_j^i)} | N(t) = n] \mathbb{P}(N(t) = n)
\]

\[
= \sum_{n=0}^{\infty} \prod_{j=1}^{n} E[u^{g(X_j^i)}] \mathbb{P}(N(t) = n)
\]

\[
= \sum_{n=0}^{\infty} \prod_{j=1}^{n} \mathbb{E}[u^{g(X_j^i)}] \mathbb{P}(N(t) = n)
\]
\[
\sum_{n=0}^{\infty} \left( \mathbb{E} g(X) \right)^n e^{-i\lambda t} \frac{(i\lambda t)^n}{n!} = e^{-i\lambda t} e^{[\mathbb{E} \left[ g(X) \right]]} = e^{-i\lambda t} \left( 1 - \mathbb{E}[g(X)] \right)
\]

and this completes the proof. \(\square\)

**Remark 3.1.** For \(g(j) = j\), we retrieve the pgf of \(Y(t)\). Furthermore
\[
\mathbb{P}[Z(t) = n] = \sum_{x_1,\ldots,x_i \geq 0, \sum_{j=1}^{i} g(j)x_j = n} e^{-i\lambda t} \frac{(\lambda t)^{x_1+\ldots+x_i}}{x_1!\ldots x_i!}.
\]

We pass now to the analysis of the hitting times of \(T_k, k \geq 1\) of the process \(Z(t)\). In the following theorem, we compute the distribution of \(T_k\).

**Theorem 3.2.** The hitting time \(T_k, k \geq 1\) has distribution

\[
(3.3) \quad \mathbb{P}[T_k \in ds] = \lambda ds \sum_{h=1}^{k} \sum_{x_1,\ldots,x_i \geq 0, \sum_{j=1}^{i} g(j)x_j = k-g(h)} e^{-i\lambda t} \frac{(\lambda t)^{x_1+\ldots+x_i}}{x_1!\ldots x_i!}, \quad s > 0.
\]

**Proof.** Recall that
\[
Z(t) = g(1)N_1(t) + g(2)N_2(t) + \ldots + g(i)N_i(t).
\]

We begin with
\[
\mathbb{P}[T_k \in ds] = \sum_{h=1}^{k} \mathbb{P}[Z(s) = k - g(h), Z(s + ds) = k]
\]
\[
= \sum_{h=1}^{k} \mathbb{P}[Z(s) = k - g(h), Z(s) + dZ(s) = k]
\]
\[
= \sum_{h=1}^{k} \mathbb{P}[Z(s) = k - g(h)] \mathbb{P}[dZ(s) = g(h)]
\]
\[
= \sum_{h=1}^{k} \mathbb{P}[Z(s) = k - g(h)] \lambda ds
\]
Theorem 3.3. The probability of hitting any level \( k \) is given by

\[
\mathbb{P}[T_k < \infty] = \begin{cases} 
\frac{\#(h : 1 \leq g(h) \leq k)}{i}, & 1 \leq k < g(i) \\
1, & k \geq g(i)
\end{cases}
\] (3.4)

Proof. Let \( 1 \leq k < g(i) \). We have that

\[
\mathbb{P}[T_k < \infty] = \int_0^\infty \mathbb{P}[T_k \in ds] = \int_0^\infty \sum_{h=1}^k \mathbb{P}(Y(s) = k - g(h)) \lambda ds
\]

\[
= \lambda \int_0^\infty \sum_{h=1}^k \sum_{x_1, x_2, \ldots, x_i \geq 0} \frac{e^{-i\lambda s} (\lambda s)^{x_1 + \ldots + x_i}}{x_1! \ldots x_i!} ds
\]

\[
= \lambda \sum_{h=1}^k \sum_{x_1, x_2, \ldots, x_i \geq 0} \frac{\lambda^{x_1 + \ldots + x_i}}{x_1! \ldots x_i!} \int_0^\infty e^{-i\lambda s} s^{x_1 + \ldots + x_i} ds
\]

\[
= \lambda \sum_{h=1}^k \sum_{x_1, x_2, \ldots, x_i \geq 0} \frac{\lambda^{x_1 + \ldots + x_i}}{x_1! \ldots x_i!} \frac{\Gamma(x_1 + \ldots + x_i + 1)}{(i\lambda)^{x_1 + \ldots + x_i + 1}}
\]

\[
= \sum_{h=1}^k \frac{\#(1 \leq h \leq k)}{i} = \frac{\#(h : 1 \leq g(h) \leq k)}{i}.
\]

which completes the proof. \( \square \)

We now find the probability that \( Z \) hits an arbitrary level \( k \).

Theorem 3.3. The probability of hitting any level \( k \) is given by

\[
\mathbb{P}[T_k < \infty] = \begin{cases} 
\frac{\#(h : 1 \leq g(h) \leq k)}{i}, & 1 \leq k < g(i) \\
1, & k \geq g(i)
\end{cases}
\]
Now assume $k \geq g(i)$, we get distribution of $T_k$ as

\[
P[T_k \in ds] = \sum_{h=k-g(i)}^{k-g(1)} P[Z(s) = k - h, Z(s + ds) = k] = \sum_{h=k-g(i)}^{k-g(1)} P[Z(s) = k - h, Z(s) + dZ(ds) = k] = \lambda ds \sum_{h=k-g(i)}^{k-g(1)} P[Z(s) = k - h]
\]

(3.5)

\[
= \lambda ds \sum_{h=g(1)}^{g(i)} P[Z(s) = h] ds.
\]

We now obtain the hitting time probability as follows

\[
P[T_k < \infty] = \int_{0}^{\infty} P[T_k \in ds] = \lambda \int_{0}^{\infty} \sum_{h=g(1)}^{g(i)} P[Z(s) = h] ds
\]

\[
= \lambda \int_{0}^{\infty} \sum_{h=g(1)}^{g(i)} \left[ \sum_{x_1, \ldots, x_i \geq 0, \sum_{j=1}^{i} g(j) x_j = h} e^{-\lambda s} \frac{\prod_{j=1}^{i} x_j!}{x_1! \ldots x_i!} \right] ds
\]

\[
= \lambda \sum_{h=g(1)}^{g(i)} \sum_{x_1, \ldots, x_i \geq 0, \sum_{j=1}^{i} g(j) x_j = h} \frac{\lambda^{x_1+\ldots+x_i}}{x_1! \ldots x_i!} x_1! \ldots x_i! \int_{0}^{\infty} e^{-\lambda s} x_1! \ldots x_i! ds
\]

\[
= \lambda \sum_{h=g(1)}^{g(i)} \sum_{x_1, \ldots, x_i \geq 0, \sum_{j=1}^{i} g(j) x_j = h} \frac{\lambda^{x_1+\ldots+x_i}}{x_1! \ldots x_i!} x_1! \ldots x_i! (x_1+\ldots+x_i+1)
\]

Set $x = x_1 + \ldots + x_i, x_j = n_j, 1 \leq j \leq i$ and $h = x + \sum_{j=1}^{i} [g(j) - 1] x_j$ in the inner summation

\[
\sum_{h=g(1)}^{g(i)} \sum_{n_1, \ldots, n_i \geq 0, \sum_{j=1}^{i} n_j = x} \frac{(n_1 + \ldots + n_i)!}{n_1! \ldots n_i!} x_1! \ldots x_i! (x_1+\ldots+x_i+1)
\]

(3.6)

\[
= \sum_{h=g(1)}^{g(i)} \frac{(n_1 + \ldots + n_i)!}{n_1! \ldots n_i!} x_1! \ldots x_i! (x_1+\ldots+x_i+1) = \sum_{h=g(1)}^{g(i)} \frac{1}{k} = 1.
\]

From (3.5) and (3.6), we complete the proof. \qed
4. Weighted sums of subordinated Poisson processes

In this section, we study the weighted sums of subordinated Poisson process time-changed by the Lévy subordinator. We derive its characterisation in the form of the compound Poisson process and compute its hitting time probabilities. The study of the of subordinated Poisson process is done by Maheshwari and Vellaisamy (2019) (see [6]) and results about their hitting time probabilities can be found in Orsingher and Toaldo (2015) (see [9]). We now briefly introduce the Lévy subordinator.

Let \( f \) be a Bernstein function with integral representation

\[
  f(x) = \int_0^\infty (1 - e^{-sx})\nu(ds),
\]

where \( \nu \) is the Lévy measure, that is a non-negative measure such that

\[
  \int_0^\infty \min(s, 1)\nu(ds) < \infty.
\]

An alternative definition of Bernstein function is that, for all \( n \) it happens that

\[
  (-1)^n f^{(n)}(x) \leq 0.
\]

We denote by \( H^f \) the subordinator related to the Bernstein function \( f \) or to the related Lévy measure \( \nu \).

The Laplace transform of \( H^f \) reads

\[
  \mathbb{E}[e^{-\mu H^f(t)}] = e^{-tf(\mu)}.
\]

For example, if \( f(\mu) = \mu^\alpha, 0 < \alpha < 1, \nu(dx) = \frac{\alpha \mu^{\alpha-1}}{\Gamma(1-\alpha)} \), we have the stable subordinator of order \( \alpha \). We now prove the equality in distribution of \( W \) with its compound Poisson representation.

**Theorem 4.1.** The following identity holds

\[
  W(t) = \sum_{j=1}^i jN_j(H^f(t), \lambda) \overset{d}{=} \sum_{j=1}^{N(H^f(t), i\lambda)} X_j,
\]

where \( X_j, j = 1, 2 \ldots \) are independent, uniformly distributed random variables (on the set of natural numbers \( 1 \leq j \leq i \)), \( N_j(\bullet, \lambda) \) are independent homogeneous Poisson processes as well as \( N_j(\bullet, i\lambda) \). Of course \( H^f(t) \) are Lévy subordinators related to the Bernstein function \( f \).

**Proof.** The probability generating function of (4.4) reads

\[
  \mathbb{E}[u^{\sum_{j=1}^{N(H^f(t), i\lambda)} X_j}] = \mathbb{E}[\mathbb{E}[u^{\sum_{j=1}^{N(H^f(t), i\lambda)} X_j} | H^f(t)]]
  = \mathbb{E}[e^{-i\lambda H^f(t) + \lambda H^f(t)(u+u^2+\ldots+ u^i)}]
  = \mathbb{E}[e^{-[i\lambda - \lambda(u+u^2+\ldots+u^i)]H^f(t)}]
  = e^{-tf[i\lambda - \lambda(u+u^2+\ldots+u^i)]}.
\]
On the other hand
\[
\mathbb{E}[u \sum_{j=1}^i j N_j(H^f(t))] = \int_0^\infty \mathbb{E}[u \sum_{j=1}^i j N_j(H^f(t)) | H^f(t) = y] \mathbb{P}[H^f(t) \in dy]
\]
\[
= \int_0^\infty \mathbb{E}[u \sum_{j=1}^i j N_j(y)] \mathbb{P}[H^f(t) \in dy]
\]
\[
= \int_0^\infty e^{-i\lambda y + \lambda y(u+u^2+\ldots+u^i)} \mathbb{P}[H^f(t) \in dy]
\]
\[
= \mathbb{E}[e^{-i\lambda y - y(u+u^2+\ldots+u^i)} H^f(t)]
\]
\[
= e^{-tf} e^{-i\lambda y - y(u+u^2+\ldots+u^i)}
\]
and this concludes the proof. \(\square\)

We now pass to the analysis of the hitting times of the process \(W(t) = \sum_{j=1}^i j N_j(H^f(t))\).
We observe that also in this case we can write for
\[
T_k = \inf\{s < t : W(s) = k\}
\]
that
\[
\mathbb{P}[T_k \in ds] = \sum_{h=1}^k \mathbb{P}[W(s) = k - h, W(s + ds) = k]
\]
\[
= \sum_{h=1}^k \mathbb{P}[W(s) = k - h, N_1(H^f(s) + dH^f(s)) + \ldots + iN_i(H^f(s) + dH^f(s)) = k]
\]
\[
= \sum_{h=1}^k \mathbb{P}[W(s) = k - h, N_1(dH^f(s)) + \ldots + iN_i(dH^f(s)) = h]
\]
\[
= \sum_{h=1}^k \mathbb{P}[W(s) = k - h] \mathbb{P}[dW(s) = h],
\]
where
\[
(4.5)
\]
\[
\mathbb{P}[dW(s) = h] = \begin{cases} 
1 - (ds)f(i\lambda) + o(h), & h = 0 \\
(-ds) \left( \sum_{x_1, x_2, \ldots, x_i \geq 0} (-\lambda)^{x_1+\ldots+x_i} \frac{1}{x_1+\ldots+x_i} \frac{d\lambda_{x_1+\ldots+x_i}}{d\lambda_{x_1+\ldots+x_i}} f(i\lambda) \right) + o(ds), & h = 1, 2, \ldots
\end{cases}
\]
and
\[
\mathbb{P}[W(s) = k - h] = \int_0^\infty \mathbb{P}[W(s) = k - h | H^f(s) = y] \mathbb{P}[H^f(s) \in dy]
\]
\[
= \int_0^\infty \mathbb{P}[N_1(y) + \ldots + iN_i(y) = k - h] \mathbb{P}[H^f(s) \in dy]
\]
In conclusion the hitting time of the state \( k \) has probability
\[
\mathbb{P}[T_k < \infty] = \sum_{h=1}^{k} \sum_{x_1,\ldots,x_i \geq 0} \frac{(-\lambda)^{x_1+\cdots+x_i}}{x_1! \ldots x_i!} \int_{0}^{\infty} e^{-\lambda y} y^{x_1+\cdots+x_i} \mathbb{P}[H^f(s) \in dy] \frac{1}{f(i\lambda)} \]
\[
= \sum_{x_1,\ldots,x_i \geq 0} \frac{(-\lambda)^{x_1+\cdots+x_i}}{x_1! \ldots x_i!} \int_{0}^{\infty} e^{-\lambda y} y^{x_1+\cdots+x_i} \mathbb{P}[H^f(s) \in dy] \frac{1}{f(i\lambda)} \]
\[
= \frac{(-\lambda)^{x_1+\cdots+x_i}}{x_1! \ldots x_i!} \int_{0}^{\infty} e^{-\lambda y} \mathbb{E}[e^{-i\lambda H^f(s)}] \frac{1}{f(i\lambda)} \]
\[
= \frac{(-\lambda)^{x_1+\cdots+x_i}}{x_1! \ldots x_i!} \int_{0}^{\infty} e^{-\lambda y} e^{-s f(i\lambda)} \frac{1}{f(i\lambda)} \]

as shown by integrating with respect to \( s \) and substituting (4.5) in the expression of \( \mathbb{P}[W(s) = k - h] \). This result shows that the explicit distribution of the hitting time \( T_k \) crucially depends on the Bernstein function \( f \) as pointed out in [2] and [9].

We work a special case of the results obtained in here in the next section.

5. A Special Case

We here study the process
\[
U(t) = \sum_{j=1}^{i} \frac{jN_j^\lambda(N^\beta(t))}{N_j^\lambda(N^\beta(t))},
\]
which is a special case of \( W(t) \), where the time change is performed by means of a homogeneous Poisson process of rate \( \beta \) independent from \( N_j^\lambda \), \( 1 \leq j \leq i \). We prove in the
The next section that $U(t), t > 0$ can be represented in the form of a compound Poisson as shown in the next Theorem.

**Theorem 5.1.** The following relationship holds

$$U(t) = \sum_{j=1}^{i} j N_j^\lambda (N^\beta (t)) \overset{d}{=} \sum_{j=1}^{N^\lambda(N^\beta (t))} X_j^i,$$

where the $X_j^i$ are independent random variables, uniformly distributed on the set $\{1, \ldots, i\}$ and $N_i^\lambda(t)$ is a Poisson process of rate $i\lambda$ independent from $N^\beta(t)$ and independent from all the $X_j^i$ random variables.

**Proof.** The probability generating function of the right-hand side of (5.2) is

$$\mathbb{E}[u^{N^\lambda(N^\beta (t))} X_j^i] = \sum_{k=0}^{\infty} (\mathbb{E}[u X_j^i])^k \sum_{r=0}^{\infty} \mathbb{P}[N^\lambda(r) = k] \mathbb{P}[N^\beta(t) = r]$$

$$= \sum_{r=0}^{\infty} e^{-\beta t} \left( \beta t \right)^r \frac{e^{-\lambda r + \lambda r \xi u X_j^i}}{r!}$$

$$= \sum_{r=0}^{\infty} e^{-\beta t} \left( \beta t \right)^r e^{-\lambda r + \lambda r (u^1 + \cdots + u^i)}$$

$$= e^{-\beta t + \beta t (e^{-[\lambda - \lambda (u^1 + \cdots + u^i)])}}.$$

The probability generating function of the left-hand side of (5.2) writes

$$\mathbb{E}[u^{\sum_{j=1}^{i} j N_j^\lambda(N^\beta(t))}] = \sum_{k=0}^{\infty} \prod_{j=1}^{i} \mathbb{E}[u^{j N_j^\lambda(N^\beta(t))} | N^\beta(t) = k] \mathbb{P}[N^\beta(t) = k]$$

$$= \sum_{k=0}^{\infty} \prod_{j=1}^{i} e^{-\lambda k(1-u^j)} e^{-\beta t} \left( \beta t \right)^k \frac{k!}{k!}$$

$$= \sum_{k=0}^{\infty} e^{-\lambda k i + \lambda k (u^1 + \cdots + u^i)} e^{-\beta t} \left( \beta t \right)^k \frac{k!}{k!}$$

$$= e^{-\beta t + \beta t (e^{-[\lambda - \lambda (u^1 + \cdots + u^i)])}},$$

and this concludes the proof. $\square$

**Remark 5.1.** In view of (2.1), we can write down the distribution of process (5.1) as

$$\mathbb{P}[U(t) = m] = \sum_{r=1}^{\infty} \mathbb{P} \left[ \sum_{j=1}^{i} j N_j^\lambda(r) = m \right] \mathbb{P}[N^\beta(t) = r], m \geq 1$$

$$= \sum_{r=1}^{\infty} e^{-\beta t} \left( \beta t \right)^r \sum_{x_1, x_2, \ldots, x_i \geq 0 \atop \sum_{j=1}^{i} j x_j = m} e^{-i \lambda r} \frac{(\lambda r)^{x_1 + \cdots + x_i}}{x_1! \cdots x_i!}.$$
We now consider the hitting time distribution of the process \( U(t), t > 0 \).

We can write that

\[
\mathbb{P}[T_k \in ds] = \sum_{h=1}^{k} \mathbb{P}[U(s) = k-h] \mathbb{P}[dU(s) = k].
\]

Note that the increment of the iterated Poisson process \( N^\alpha(N^\beta(t)) \) has distribution

\[
\mathbb{P}[dN^\alpha(N^\beta(t)) = r] = \begin{cases} 
\beta e^{-\alpha} ds + 1 - \beta ds & \text{if } r = 0 \\
 e^{-\alpha} \frac{r!}{r!} \beta ds & \text{if } r \geq 1 
\end{cases}
\]
as can be ascertained by observing that

\[
\mathbb{P}[dN^\alpha(N^\beta(t)) = r] = \sum_{m=1}^{\infty} \mathbb{P}[dN^\alpha(m) = r] \mathbb{P}[N^\beta(t) = m]
\]

and that \( dN^\beta(t) = 0 \) implies that \( N^\alpha(0) = 0 \). The increment of the process \( U(t) \) has distribution

\[
\mathbb{P}[dU(t) = r] = \begin{cases} 
1 - \beta dt + e^{-\alpha} \beta dt & \text{if } r = 0 \\
 \beta dt \mathbb{P}[\sum_{j=1}^{i} jN^\alpha_j(1) = r] & \text{if } r \geq 1 
\end{cases}
\]

From (2.5) we have that

\[
\mathbb{P}\left[\sum_{j=1}^{i} jN^\alpha_j(1) = r\right] = \sum_{x_1, x_2, \ldots, x_i \geq 0, \sum_{j=1}^{i} jx_j = r} e^{i\alpha x_1 + \ldots + x_i} \frac{x_1! \ldots x_i!}{x_1! \ldots x_i!}.
\]

From (5.4) and formulas (5.3) and (5.6) we can write down the distribution of the hitting time, for \( k \geq 1 \)

\[
\mathbb{P}[T_k \in ds] = \sum_{h=1}^{k} \sum_{x_1, x_2, \ldots, x_i \geq 0, \sum_{j=1}^{i} jx_j = k-h} \frac{\lambda^{x_1+\ldots+x_i}}{x_1! \ldots x_i!} \mathbb{E}[e^{-i\lambda N^\beta(s)(N^\beta(s))^{x_1+\ldots+x_i}}] \beta ds \mathbb{P}\left[\sum_{j=1}^{i} jN^\alpha_j(1) = h\right].
\]

By integrating with respect to the time \( s \) we get the hitting probability of the state \( k \) as

\[
\mathbb{P}[T_k < \infty] = \sum_{h=1}^{k} \sum_{x_1, x_2, \ldots, x_i \geq 0, \sum_{j=1}^{i} jx_j = k-h} \frac{\lambda^{x_1+\ldots+x_i}}{x_1! \ldots x_i!} \sum_{r=0}^{\infty} e^{-i\lambda r x_1 + \ldots + x_i} \mathbb{P}\left[\sum_{j=1}^{i} jN^\alpha_j(1) = h\right].
\]
because
\[
\int_0^\infty \mathbb{E} \left[ e^{-i\lambda N^\beta(s)} (N^\beta(s))^{x_1+\ldots+x_i} \right] ds = \int_0^\infty \sum_{r=0}^\infty e^{-i\lambda r} r^{x_1+\ldots+x_i} \mathbb{P} \left[ N^\beta(s) = r \right] ds
\]

\[= \frac{1}{\beta} \sum_{r=0}^\infty e^{-i\lambda r} r^{x_1+\ldots+x_i}.\]

We are able to evaluate (5.3) for \(k = 1\) and obtain
\[
\mathbb{P}[T_1 < \infty] = \sum_{x_1,x_2,\ldots,x_i \geq 0} \frac{\lambda^{x_1+\ldots+x_i}}{x_1! \cdots x_i!} \sum_{r=0}^\infty e^{-i\lambda r} \mathbb{P} \left[ \sum_{j=1}^i jN_j^\alpha(1) = 1 \right]
\]

\[= \sum_{r=0}^\infty e^{-i\lambda r} \sum_{x_1,x_2,\ldots,x_i \geq 0} \frac{\lambda^{x_1+\ldots+x_i}}{x_1! \cdots x_i!} \mathbb{P} \left[ \sum_{j=1}^i jN_j^\alpha(1) = 1 \right]
\]

\[= e^{-i\lambda} \sum_{y=0}^\infty e^{-i\lambda y} \lambda = \lambda e^{-i\lambda} \frac{1}{1 - e^{-i\lambda}} < 1.\]

This result coincides with equation (37) of Orsingher and Polito (2012) (see [7]) for a rate \(\lambda_\alpha = i\lambda\). For the hitting time \(T_2\) we have that (see formula (5.9))
\[
\mathbb{P}[T_2 < \infty] = \sum_{r=0}^\infty e^{-i\lambda r} \mathbb{P} \left[ \sum_{j=1}^i jN_j^\alpha(1) = 2 \right] + \sum_{r=1}^\infty e^{-i\lambda r} \lambda r \mathbb{P} \left[ \sum_{j=1}^i jN_j^\alpha(1) = 1 \right]
\]

\[= \sum_{r=0}^\infty e^{-i\lambda r} \left\{ \lambda e^{-i\lambda} + \frac{\lambda^2}{2} e^{-i\lambda} \right\} + \sum_{r=1}^\infty e^{-i\lambda r} \lambda r e^{-i\lambda}
\]

\[= e^{-i\lambda} \left( \lambda + \frac{\lambda^2}{2} \right) \frac{1}{1 - e^{-i\lambda}} + \lambda^2 e^{-i\lambda} \sum_{r=1}^\infty r e^{-i\lambda r}
\]

\[= \left( \lambda + \frac{\lambda^2}{2} \right) \frac{e^{-i\lambda}}{1 - e^{-i\lambda}} + \frac{\lambda^2 e^{-2i\lambda}}{(1 - e^{-i\lambda})^2}
\]

\[= \left( 1 + \frac{\lambda}{2} \right) \mathbb{P}[T_1 < \infty] + (\mathbb{P}[T_1 < \infty])^2 > \mathbb{P}[T_1 < \infty].\]

Furthermore \(\mathbb{P}[T_2 < \infty] < 1\) because
\[
\left( \lambda + \frac{\lambda^2}{2} \right) \frac{e^{-i\lambda}}{1 - e^{-i\lambda}} + \frac{\lambda^2 e^{-2i\lambda}}{(1 - e^{-i\lambda})^2} < 1.
\]

This inequality, after same manipulation becomes
\[
e^{-i\lambda} \left( \lambda + \frac{\lambda^2}{2} \right) + e^{-2i\lambda} \left( -\lambda + \frac{\lambda^2}{2} \right) < (1 - e^{-i\lambda})^2
\]

\[= 1 + e^{-2\lambda} - 2e^{-i\lambda}\]
or
\[ e^{-i\lambda} \left( \lambda + \frac{\lambda^2}{2} + 2 \right) + e^{-2i\lambda} \left( -1 - \lambda + \frac{\lambda^2}{2} \right) < 1. \]
The left-hand side of the above equation can be increased as
\[ e^{-i\lambda} \left[ \lambda + \frac{\lambda^2}{2} + 2 + \frac{\lambda^2}{2} - \lambda - 1 \right] = \left( 1 + \lambda^2 \right) e^{-i\lambda} < 1 \]
since \(1 + \lambda^2 < e^{i\lambda}\).

For the iterated Poisson process \(N^\alpha(N^\beta(t)), t > 0\), it is possible to write the hitting probability for all \(k \geq 1\) in a simple form as
\[
P[T_k < \infty] = e^{-\lambda_\alpha} \frac{\lambda_\alpha^k}{k!} \sum_{j=0}^{\infty} e^{-\lambda_\alpha j} \left[ (j + 1)^k - j^k \right], \quad k \geq 1,
\]
which coincides with equation (36) of Orsingher and Polito (2012) (see [7]).
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