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Abstract

Whereas traditional cryptography encrypts a secret message into an unintelligible form, steganography conceals that communication is taking place by encoding a secret message into a cover signal. Language is a particularly pragmatic cover signal due to its benign occurrence and independence from any one medium. Traditionally, linguistic steganography systems encode secret messages in existing text via synonym substitution or word order rearrangements. Advances in neural language models enable previously impractical generation-based techniques. We propose a steganography technique based on arithmetic coding with large-scale neural language models. We find that our approach can generate realistic looking cover sentences as evaluated by humans, while at the same time preserving security by matching the cover message distribution with the language model distribution.

1 Introduction

Cryptography is central to modern communication, but while it effectively conceals the content of a message it reveals that meaningful communication is taking place. Steganography answers an alternative question: how to conceal a message in some cover signal (an image, text etc.) such that an eavesdropper is not even aware any meaningful communication has taken place (Amin et al., 2003; Shirali-Shahreza and Shirali-Shahreza, 2007; Kumar and Pooja, 2010)? Different from cryptography, in steganography security is derived from the inability to detect that a message exists within the cover signal, rather than the inability of an eavesdropper to determine the content of the message (Westfeld and Pfitzmann, 1999).

Natural language is an especially useful cover signal for steganography because it is prevalent and innocuous in everyday life. Furthermore, unlike images or audio in which encoded information depends on exact pixel values, linguistic steganography (hiding information in choices of words) is untethered from any one medium. For example, the sender could encode a message on a computer, read off the cover text in person, and then the receiver could separately enter the cover text into her decoder and retrieve the message.

Linguistic steganography methods can be classified as either edit-based or generation-based (Bennett, 2004). In edit-based methods, such as synonym substitution, the content of the cover text is selected by a human and slightly modified to encode information (Xiang et al., 2017; Hefei, 2009; Xiang et al., 2018). In generative methods an entire block of text is generated while encoding the message reversibly in the choice of tokens. Traditionally, most practical stenography systems are edit-based. These methods only encode a small amount of information (for example, 2 bits per tweet (Wilson and Ker, 2016)), whereas generation-based systems can encode an order of magnitude more information (Fang et al., 2017).

Generation-based steganography has a well-established foundation in information theory (Cox et al., 2005) with the aim of provably fooling any machine steganalysis. Due to weak language models practical performance at the scale of modern neural network-based models has not been considered or developed. One recent exception is a neural network-based approach using heuristic-based methods with the goal of fooling human eavesdroppers. These methods are theoretically sub-optimal, however, and while they demonstrate some fluency in generations the underlying language models are much worse than current state-of-the-art large models (Fang et al., 2017).

In this paper we aim to get the best of both approaches with a linguistic steganography
method based on arithmetic coding and modern language models. Our contribution is two-fold: 1) we show that a linguistic steganography approach combining arithmetic coding with state-of-the-art language models can achieve near-optimal statistical security; 2) human evaluations show that the cover text from our approach is able to fool humans even in the presence of context. Our code is available at https://github.com/harvardnlp/NeuralSteganography. A demo is available at https://steganography.live/

2 Background & Related work

Linguistic steganography We briefly give an overview of steganography as outlined in (Cox et al., 2005) and diagrammed in Figure 1: Alice wants to communicate a hidden message \( m \sim \text{Unif}(\{0,1\}^L) \) with Bob by encoding it into a choice of natural language cover text \( y \). The uniform distribution is chosen for \( m \) without loss of generality: if \( m \) has additional structure it can be further compressed to a uniformly distributed random variable (Han, 2005). Alice and Bob have both agreed on an invertible mapping \( f \) which performs the steganography. Alice and Bob also both have access to the exact same language model, \( p_{LM}(y) \), which \( f \) can use during encoding and decoding. The steganography mapping \( f \) and the language model \( p_{LM}(y) \) form the key.

The combination of the distribution of \( m \) and deterministic function \( y = f(m) \) implicitly defines a distribution for \( y \) which we denote \( q \). This is the cover distribution of natural language that an eavesdropper would observe. As described in (Cox et al., 2005), the security of the system is determined by \( D_{KL}(q||p_{true}) \) where \( p_{true} \) is the true distribution of natural language. For example, if \( D_{KL} = 0 \) then the system is perfectly secure because an eavesdropper could not distinguish the encoded messages from normal language. From an information theoretic perspective the security objective of steganography is therefore to ensure a small \( D_{KL} \). At the same time, because \( f \) is invertible the average number of bits that can be encoded is given by the entropy \( H(q) \). Thus, the compression objective is to maximize \( H(q) \).

Generative coding techniques Recent work studying generative approaches for linguistic steganography have considered heuristic approaches to map uniform messages into similar distributions as natural language. Fang et al. (2017) considers a block-based approach (Block), where the vocabulary is randomly split into \( 2^{|B|} \) bins and each bin is indexed by a \( |B| \)-bit string. Encoding is performed by splitting the message up into chunks \( B_t \) and taking the maximum likelihood token as determined by the language model \( p(y_t||y_{<t}) \) that falls in bin \( B_t \). Yang et al. (2019) proposes a related method based on constructing a Huffman coding (Huffman) at each step \( t \) based on \( p(y_t||y_{<t}) \) and encoding the message in variable length chunks via the Huffman tree. Both objectives provide a “quality” parameter that trades off quality at the expense of encoding fewer bits.

These approaches target a different security objective than the information-theoretic view in Cox et al. (2005). Instead of aiming to minimize the KL at maximal compression they aim to maximize generated quality at maximal compression (Yang et al., 2019; Fang et al., 2017). The issue with these approaches is that they aim to fool human eavesdroppers for whom generation quality
Context
kim jong il was the enigmatic leader of the most enigmatic country on earth. much about kim’s life was, and is, shrouded in mystery. even the year of his birth – 1942 – has been contested by knowledgeable sources in south korea and russia, who claim kim was born a few years earlier but that his official birth date was pushed back to make him exactly 30 years younger than his father, north korea’s founding leader, kim il sung.

Message 1
Bob, I have something very important to tell you. Eve is not who she says she is. I know that you think she’s your friend, but really she’s a creepy stalker who wants to read all of your messages for some unknown reason.

Cover text 1
That kim’s birthdate was not even known to the people of south korea is even more baffling. however, there is another contradiction. bak tae-jung, the ruler of north korea at the time, claimed to have inherited kim’s kim ju-ha-teh, his so-called golden heritage, from his father, the last kim Yun-jong. and he also

Message 2
The secret code is X3SJ83F. Once you open the door you will see a staircase on your left and a hallway to your right. Go down the hallway and enter the code in the safe at the end of the hallway.

Cover text 2
kim il sang, by the way, was not the first leader of north korea, but the first for nearly a thousand years. his leader was kim jong il, the same person the people voted in to power to start with, without their knowledge or consent. though it’s been claimed by others that kim il sang fled north korea in 1940 to escape the reprisals, even that is disputed by k

Table 1: Steganography example. Two different encoded messages are produced given the same introductory context. The messages are first converted into bit strings and then mapped to cover text using the arithmetic steganography approach described in Section 4.4.

3 Arithmetic coding
Arithmetic coding is a data compression method designed specifically to code strings of elements with a known probability distribution (Rissanen and Langdon, 1979; Zoph et al., 2015). For long strings the coding is optimal; it compresses information to its entropy (Rissanen and Langdon, 1979). In practice, it is often more efficient than Huffman coding because it does not require blocking. Arithmetic coding traditionally maps a string of elements to a uniformly distributed binary string. To use such a coding for steganography we reverse the order: first a (uniformly sampled) message is selected, then the message is mapped to a sequence (words).

The coding scheme is demonstrated in Figure 2. In this work the probability distribution comes from the conditional distributions of a pretrained language model, but for illustration purposes a hand-crafted example distribution is used in the diagram. Concentric circles represent timesteps; the innermost represents \( t = 1 \), the middle \( t = 2 \), and the outer \( t = 3 \). Each circle represents the conditional distribution \( p(y_t | y_{<t}) \). For example, given that \( y_1 = “Once” \), \( p(y_2|y_1) \) has “upon” and “I” as the only possible tokens with equal probability. The circle diagram spans \([0,1]\) from 0 at the top, clockwise around to 1.

To encode the message into text, the secret message \( m \) is viewed as a binary representation of a fraction in the range \([0,1]\). This fraction uniquely marks a point on the edge of the circle, as well as a line from the origin to the point. Encoding is performed by simply reading off the tokens corresponding to the bins. Encoding stops when the list of tokens unambiguously defines the message.

Decoding is performed via the reverse operation: the sequence of natural language tokens progressively narrows the range of possible messages. Assuming that the original message is encoded with a predetermined end token, decoding terminates once both sides of the range of possible messages includes the end token.

Sallee (2004) show that just as arithmetic coding is optimal for data compression, it is also optimal for steganography. Specifically, given any goal distribution \( p_g(y) \) that one wants to sample from, starting with a uniform \( m \) and applying the deterministic steganography procedures yields a distribution \( q = p_s \) or equivalently \( D_{KL}(q||p_s) = 0 \) for long sequences. This further ensures that \( H(q) = H(p_s) \) and therefore the number of bits encoded on average is equal to the entropy of \( p_s \). Intuitively, this works because higher probability sequences map to larger “chunks” of the pie and therefore require fewer bits to uniquely determine.

In this work we apply arithmetic coding to lin-
guistic steganography. Given a pretrained language model, this approach can be directly applied to produce cover texts given some preliminary context. To ensure that these texts seem more natural to human eavesdroppers we introduce two parameters to trade off quality for compression: we modulate the LM distribution by a temperature $\tau$, and we truncate the distribution to a top-$k$ tokens at each position to ensure generations do not include tokens from the long tail.

In practice, a naive implementation of arithmetic coding quickly runs into precision limitations. We use a common equivalent variant based on fixed precision binary fractions (Rubin, 1979).

4 Experiments and results

4.1 Experimental Setup

We use the 345M parameter GPT-2 model as our language model $p_{LM}$ (Radford et al., 2019). We run our experiments on the CNN/Dailymail (CNNDM) dataset (Hermann et al., 2015; Nallapati et al., 2016), which is used to provide context for generation. We take the first three sentences of each news article as the context on which to condition our language model, and use the indicated steganography algorithm to generate an entire sentence for estimation or evaluation given a uniform random message. We compare the proposed arithmetic coding-based algorithm with the Block (Fang et al., 2017) and Huffman (Yang et al., 2019) methods as baselines. The baselines are re-

---

1Conditional generation makes it more challenging to fool humans and is thus better for comparisons. CNNDM presents an additional challenge as poor generations may have clear factual errors.

---

implemented to allow for a fair comparison using the strong GPT-2 language model. Each method has a parameter that controls the various tradeoffs: for arithmetic encoding we vary the temperature from 0.4 to 1.2 with $k = 300$, for Huffman encoding we vary the truncation length from $2^1$ to $2^8$, for block encoding we vary the block size from $2^1$ to $2^5$. For the KL analysis we also evaluate arithmetic coding with $\tau = 1$ and $k = 50256$, i.e. the unmodulated language model.

4.2 Metrics

We consider several different metrics to assess performance. In all cases, it is important that the algorithms encode information efficiently. The metric Bits/word is the ratio of message bits encoded to sentence length.

Another key aspect of the system is being able to fool a statistical adversary in a distributional sense, i.e. when the adversary gets multiple samples from $q$. This can be quantified by the KL divergence between $q$ and $p_{true}$. Since we do not have access to $p_{true}$ we resort to $D_{KL}(q||p_{LM})$. $p_{LM}$ might not match the distribution of natural language, but it allows for relative comparisons of steganography algorithms. The remaining gap is a function of language model performance, which is not the focus of this work. For each model the KL is estimated via MC sampling on the news data.

Finally it is important to be able to convince a human adversary that the text is natural. This differs from statistical considerations because a human will only see a single sample from $q$ at a time. To this end, we conduct a human study aligned with the information theoretic evaluation above, using Amazon Mechanical Turk. For each of the three methods we generate sentences with randomly sampled messages conditioned on a news article context, and ask participants to indicate if the sentence is a likely next sentence in context. We repeat this experiment with the true next sentence as well. See the Supplementary Materials for more details.

4.3 Quantitative results

Figure 3 shows the information theoretic evaluation. For any bits/word in the range of $(1, 5)$, arithmetic coding achieves the lowest KL, i.e. the distribution of the encoded texts is the most similar to the language model distribution, providing the best defensive against algorithmic detections. Most striking, arithmetic coding with the unmodu-
lated language model induces a $q$ distribution with a KL of $4\cdot10^{-8}$ nats. This indicates that, consistent with theory (Sallee, 2004), arithmetic coding enables generative steganography matching the exact distribution of the language model used. The small but positive KL value for arithmetic coding with $k = 300$ comes from the slight distributional difference when the long tail is truncated.

Figure 4 shows the human evaluation results. Within 3 bits/word both Huffman and arithmetic coding give plausible next sentences over 50% of the time, and at 1 bit/word both methods lead to cover texts statistically indistinguishable from human-written sentences. Although Huffman coding reaches slightly better performance than arithmetic coding, the transferred cover text distribution is statistically different from natural text (see Figure 3), which can be potentially discovered by automatic systems. Compared to the KL analysis which focuses on the relative performance of the algorithms, the human evaluation highlights the realizable generation quality enabled specifically by large pretrained language models. Still, there is room for improvement in terms of language modeling capabilities: whereas the arithmetic approach reaches minimum KL around 4 bits/word with $\tau = 1.0$, only at 1 bit/word with $\tau = 0.4$ do the generations fool humans.

4.4 Qualitative results

Steganography fundamentally deals with hiding uniformly random message bits in cover text. In many cases, however, the message may itself be natural language. In these cases we have an additional choice of how the text is converted to bits. One option is simply the unicode encoding (i.e. UTF-8), though this is highly inefficient. Instead, we can use the same arithmetic coding algorithm in reverse, with an empty context, to compress the message text into near-uniformly distributed bits (Han, 2005). The full procedure is as follows:

1. Alice decodes message text into bits via arithmetic coding with an empty context.
2. Alice encodes bits into cover text via arithmetic coding with a predetermined context.
3. Alice sends cover text over public channel.
4. Bob decodes cover text into bits via arithmetic coding with the predetermined context.
5. Bob encodes bits into message text via arithmetic coding with empty context.

Because the same strong LM is used with different contexts for the two applications of arithmetic coding, the message text length and cover text length will be comparable (modulo a small overhead) but the content of the text can be completely different. This is demonstrated in Table 1, which shows two examples of natural language messages (Step 1) encoded in unrelated and innocuous cover text (Step 3). In both cases the message is encoded efficiently into cover text which is largely fluent and coherent, and follows from the given context.

5 Conclusion

We demonstrate how the combination of large pretrained language models and an arithmetic coding-based steganography algorithm allows for a steganography system that can fool both statistical adversaries who analyze the full generative distribution, and human adversaries who analyze a single sample. While our work shows the potential for high-quality efficient steganography and the realizable optimality of arithmetic coding, future advancements in language modeling can push steganographic performance even further. With current state-of-the-art language models the steganography algorithms studied generate most convincing cover texts at low compression, where the KL is moderate. As language models continue to improve, they can be directly plugged into our arithmetic approach to maximize steganographic performance.
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A Human evaluation details

The human evaluation uses the same data as the KL evaluation, consisting of 3 sentence contexts and 1 sentence generations. The generations come from 11 sources: arithmetic coding with temperatures 0.4, 0.7, 1.0, 1.2, Huffman encoding with truncation lengths $2^1$, $2^3$, $2^5$, block encoding with block sizes $2^1$, $2^3$, $2^5$, and the original human-written next sentences. For the steganography systems the message is sampled uniformly at random. 80 generations from each source are gathered and randomly mixed into HITs with 5 generations per HIT.

Each HIT asks, “Given the start of a news article: <article> Is the following a likely next sentence: <generation> Yes/No. Please consider if it makes sense in the context of the article, if it contains factually correct information, and if it is grammatically correct.” The workers are additionally given further instructions defining what it means to make sense in context, contain factual information, and be grammatically correct. Human judgment is calculated from the mean response of the workers. We measure absolute human judgment instead of a head-to-head comparison because it is better aligned with the real world use: a viewer would not have access to two continuations of a paragraph, they would have to decide if the given text alone feels out of place.

In addition, each HIT includes one attention check question that can only be passed if the worker reads the entire article closely. HITs with failed attention checks, HITs from workers with frequent failed attention checks, and HITs completed too quickly relative to the other workers are not used for analysis.

B Additional Examples

Tables 2, 3 and 4 gives additional examples of the different steganography algorithms. For each, the context (human written) comes from the first three sentences of a randomly selected CNN/DM article. The message is a uniformly sampled bit string, and the generated cover text is cut off after one sentence. The steganography parameters used for the three tables are $\tau = 0.7$, $k = 300$ for arithmetic, truncation length = $2^3$ for Huffman, and block size = $2^5$ for block, which give similar compression efficiencies. The examples are the first four generated for each model and are not curated. For more samples and samples from models with other steganography parameters see https://github.com/harvardnlp/NeuralSteganography.
Table 2: Additional steganography examples using the arithmetic method. Messages are uniformly random bits, the context is the first three sentences from CNN/DM articles and the generated cover text is cut off after one sentence.

| Arithmetic, $\tau = 0.7, k = 300$ |
|-----------------------------------|
| **Context** | Kathmandu, Nepal - (CNN) - rescue crews and residents in Nepal early Sunday began the desperate search for survivors after a magnitude-7.8 quake near the capital of Kathmandu a day earlier flattened homes, buildings and temples, causing widespread damage across the region and killing more than 1,800 people. Follow the latest coverage of Nepal earthquake. |
| **Cover text** | While rescue efforts had been concentrated in the capital, rescue operations continued across the entire country, with rescuers trying to find anyone alive in any of many districts. |
| **Context** | A man was caught allegedly trying to smuggle two pounds of cocaine worth $30,000 in pairs of sneakers at JFK airport earlier this month. On April 7, Thenga Adams, flying from Guyana in South America was arrested after customs at JFK in New York searched the sneakers in his luggage. When customs opened the soles of the athletic shoes they found $30,000 worth of cocaine, say airport officials. |
| **Cover text** | The shoes were later returned to the airport and it is unknown if the shoes were recovered from the plane or not. |
| **Context** | A talented body painter is travelling across America merging members of the public into beautiful backdrops. Natalie Fletcher’s ‘100 bodies across America’ project sees painted individuals blended into the likes of tourist hotspots, forests and ruins. For each work Natalie travels to a certain spot in the country before selecting volunteers - not models - who she then paints. To add to the realism of the process, the volunteers are drugged and disoriented after their arrival, and the final scenes are constructed from a series of real-life photographs taken by those who have tried to walk across America. |
| **Cover text** | The Brady Handgun Violence Prevention Act, or HRPA, bans the sale and possession of handguns with a magazine capacity greater than 10 rounds. |

Table 3: Additional steganography examples using the Huffman method. Messages are uniformly random bits, the context is the first three sentences from CNN/DM articles and the generated cover text is cut off after one sentence.

| **Huffman, truncation length $= 2^3$** |
|---------------------------------------|
| **Context** | Frank Ernest Shepherd, III of Houston, Texas, led police on a high-speed chase after being pulled over for a traffic stop that ended when he slammed into another vehicle. An unarmed man shot dead by police on live television on Wednesday afternoon was a 41-year-old father of three who had another baby on the way. Frank Ernest Shepherd, III of Houston, Texas, led police on a high-speed chase after being pulled over for a traffic stop that ended when he slammed into another vehicle. |
| **Cover text** | A 41 of 33 (82%) voters in the state of America believe the police should always be on call and armed, while only 22% think they are under the same authority to make arrest and only 16% of Americans believe the state should not use deadly force to defend itself. |
| **Context** | - (CNN) - Sarah Brady, who with her husband, James Brady, pushed for stricter gun control laws, including the Brady Handgun Violence Prevention Act, died Friday, her family said. Brady, 73, died of pneumonia, the family said. “Sarah courageously stepped up after Jim was shot to prevent others from enduring what our family has gone through, and her work has saved countless lives;” their statement said. |
| **Cover text** | In addition, there was an al Qaeda operative named Abu al-Khalid al Qahtan, also called Abu Musab Abu al-Khatib, born in Yemen. |
| **Context** | - (CNN) - Ahmed Fairouq didn’t have the prestige of fellow Al Qaeda Figure Osmah bin Laden, the influence of Anwar Al-Awlaki, or the notoriety of Adam Gadahn. Still, he was a big deal, that’s the assessment of multiple sources on a man who may not have been well-known in the west, but nonetheless had a special role in the terrorist group. |
| **Cover text** | The state of Oregon on Friday released 94,000 emails involving the fiancee of former Gov. John Kitzhaber, who resigned amid scandal earlier this year over allegations that the former first lady used her relationship with him to land contracts for her business. The emails show the very active role that Sylvia Hayes, Kitzhaber’s longtime companion, played in his administration, as well as the tension that it sometimes raised with the governor’s staff. |
| **Context** | Masters Wednesday began on a somber note when Australian Marc Leishman, who got so close to victory in 2013 before finishing tied fourth behind countryman Adam Scott, had to withdraw. His wife Audrey spent part of last week in an induced coma owing to a serious infection. Leishman left Augusta taking with him the best wishes of his sport. |
| **Cover text** | He said he had been “very disappointed in myself and my team for the last few days”, but added: “I’m happy with my team and I’m happy with the fact my race went well in a very difficult condition.” |
the ten houses in australia that won’t sell, despite being heavily discounted, have been revealed. a recent report, released by sqm research, found the properties across the country which haven’t been able to spark enough interest among home buyers even after being on the market for up to two years. among them includes a one-bedroom home in oberon, central west of nsw, which was listed 800 days ago for $299,000 but the price has since been cut by 50 per cent, the property observer reports.

this particular piece sits empty for now, with an estimate from SQMR at just shy, 1,500$ the total value is $716M.

doctors have been accused of letting a woman die after wrongly concluding she had terminal cancer. medics told the family of margaret hesketh that there was little they could do for the 70-year-old because she was riddled with tumours, her children will claim at an inquest this week. the family claim she was then put on a discredited liverpool care pathway-style treatment for the dying – having fluid and nutrition drips removed six days before she passed away.

her cancer returned when hospital tests revealed tumores but when hospital tests turned on the liquid to cause further harm when her body rejected it she went into a vegetas mode and began suffering seizures at least twice daily over weeks and then went back on this luke-full path to cancer again and began suffering another seizures a week in and weeks which continued for months and was then confirmed after she finally was put in charge of the intensive rehabilitation treatment she had begun and that doctors were now claiming the fluid to treat tumor cells, was ‘an important diagnostic tool for people’ when really it had caused a death – her family claims her own doctors admitted she might be terminomised but her family has now spoken about the false claims at what the hearing today was set at by Sir James Gaventa and Sir Peter Fahlesworth, the medical directors who are investigating and looking further for evidence of misconduct by they medis.

children may be drawn to greasy fries and burgers, but fatty foods can reduce the speed at which their brains work, according to a new study. it found that children who ate a diet higher in saturated fats and cholesterol had slower reaction times and a poorer working memory. children who ate the fatty diet performed worse when they were given a task-switching game to complete, the researchers said.

The results suggest the fats may interfere not only by blocking fat transport between various locations but actually slowing it along.

bruce jenner could be sued by the stepchildren of the woman who died in the pacific coast highway car crash earlier this year - despite the fact they had ‘virtually no relationship’. kim howe’s two adult stepchildren are said to be considering suing the former olympic athlete turned reality television star following her death. mrs howe was driving a white lexus, which jenner’s cadillac escalade rear-ended on a segment of the pacific coast highway in malibu, california, on february 7.

the accident led the authorities within days after her fatal, on March 13.

Table 4: Additional steganography examples using the block method. Messages are uniformly random bits, the context is the first three sentences from CNN/DM articles and the generated cover text is cut off after one sentence.