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Abstract
Digital twin models allow us to continuously assess the possible risk of damage and failure of a complex system. Yet high-fidelity digital twin models can be computationally expensive, making quick-turnaround assessment challenging. Toward this goal, this article proposes a novel bi-fidelity method for estimating the conditional value-at-risk (CVaR) for nonlinear systems subject to dependent and high-dimensional inputs. For models that can be evaluated fast, a method that integrates the dimensionally decomposed generalized polynomial chaos expansion (DD-GPCE) approximation with a standard sampling-based CVaR estimation is proposed. For expensive-to-evaluate models, a new bi-fidelity method is proposed that couples the DD-GPCE with a Fourier-polynomial expansion of the mapping between the stochastic low-fidelity and high-fidelity output data to ensure computational efficiency. The method employs measure-consistent orthonormal polynomials in the random variable of the low-fidelity output to approximate the high-fidelity output. Numerical results for a structural mechanics truss with 36-dimensional (dependent random variable) inputs indicate that the DD-GPCE method provides very accurate CVaR estimates that require much lower computational effort than standard GPCE approximations. A second example considers the realistic problem of estimating the risk of damage to a fiber-reinforced composite laminate. The high-fidelity model is a finite element simulation that is prohibitively expensive for risk analysis, such as CVaR computation. Here, the novel bi-fidelity method can accurately estimate CVaR as it includes low-fidelity models in the estimation procedure and uses only a few high-fidelity model evaluations to significantly increase accuracy.
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1 Introduction
Risk assessment is essential for designing and maintaining high-performance engineering systems from the conceptual design stage to operation—where digital twins play a growing role—to product retirement. Measures of risk (rather than reliability) have been employed in finance for quite some time, see Artzner et al. (1999), Rockafellar and Uryasev (2002), Sarykalin et al. (2008). For example, the Value-at-Risk (VaR) is based on a quantile of the distribution of the output quantity of interest to measure aggregate losses, while the Conditional Value-at-Risk (CVaR) reflects the mean or average size of losses exceeding the VaR. For optimization in either portfolio management (Rockafellar et al. 2000; Rockafellar and Uryasev 2002; Mansini et al. 2007) or engineering design (Yang and Gunzburger 2017; Royset et al. 2017), CVaR is superior to VaR in that it quantifies tail risk and, as a coherent risk measure, is subadditive (Sarykalin et al. 2008). Moreover, in contrast to VaR, CVaR preserves convexity of the function it is applied to, which facilitates optimization (Rockafellar et al. 2000; Kouri and Surowiec 2016; Garreis et al. 2021; Chaudhuri et al. 2022). Despite offering convexity, a drawback of CVaR is that it is non-smooth, yet smoothed approximations exist (Kouri and Surowiec 2016, 2020), which significantly improve
optimization performance. It has also been noted that CVaR has several quantitative and qualitative advantages over reliability (or failure probability), a commonly used concept in engineering practice, see Rockafellar and Royset (2015), Chaudhuri et al. (2022) for a detailed discussion. Applications of CVaR in the engineering domains, such as the design of civil (Rockafellar and Royset 2015), naval (Royset et al. 2017), and aerospace (Yang and Gunzburger 2017; Royset et al. 2017; Chaudhuri et al. 2020) engineering, have appeared. Moreover, recent studies imply that CVaR can improve risk management for digital twins (Lattanzi et al. 2021; Niederer et al. 2021; Brunton et al. 2021), encompassing design, procurement, testing, and production.

Since CVaR is a statistical risk measure, its estimation [besides simple cases where an output follows a distribution from a specific parametric family (Norton et al. 2021)] is mostly performed via a sampling method, such as Monte Carlo Simulation (MCS). The CVaR and other risk measures are typically associated with a tail of the output distribution. Consequently, a large amount of (at least thousands of) output samples should be obtained to capture the tail risk. However, in most engineering systems, the output (or response) of a system can only be obtained through experiments or computer simulation. The latter is most commonly done through finite element analysis (FEA) or other spatial discretization techniques which can require high computational cost. This makes CVaR estimation computationally intensive if not prohibitive when crude MCS is employed. This situation is compounded when CVaR is used within an optimization problem. To mitigate some of these computational challenges, numerous surrogate methods coupled with other variance reduction techniques for CVaR estimation have been developed, such as reduced-order models (ROMs) (Heinkenschloss et al. 2018; Zou et al. 2019; Heinkenschloss et al. 2020), polynomial chaos expansion (PCE) (Bernal et al. 2020), Kriging (Chen et al. 2012), support vector machine (Gotoh and Uryasev 2017), and neural networks (Soma and Yoshida 2020). In addition, recent work (Jakeman et al. 2022) presents a surrogate modeling method to train the PCE or other surrogate models using limited samples for conservatively estimating CVaR. The method constructs a surrogate model that is tailored to the user’s risk preferences (biased to risk measure) while allowing for overestimating risk. That work and most existing other methods make the simplifying assumption that the input random variables are statistically independent, which then allows factoring their joint probability distribution as the tensor product of the marginal probability distributions of the input variables. However, in practice, input variables are often correlated or dependent. Indeed, neglecting the correlation in input random variables, whether emanating from loads, material properties, or manufacturing variables may produce inaccurate or unknown risky designs (Noh et al. 2009; Lee and Rahman 2020).

Standard MCS can be used to sample directly from dependent random variables, yet MCS requires only high-fidelity model evaluations and therefore can be computationally prohibitive. A few other estimation methods, such as generalized PCE (GPCE) (Rahman 2018), generalized polynomial dimensional decomposition (GPDD) (Rahman 2019), or other PCE variants (Navarro et al. 2014; Jakeman et al. 2019), can handle dependent random variables directly without a potentially detrimental measure transformation between dependent and independent variables. A practical version of the GPCE was recently introduced to effectively solve UQ and design optimization problems under arbitrary, dependent input random variables (Lee and Rahman 2020, 2021, 2022). This work makes it possible to obtain the multivariate orthonormal polynomial basis consistent with any non-product-type probability measure of input numerically, instead of an analytical expression by a Rodrigues-type formula used in the prequel (Rahman 2018). Most recently, a dimensionally decomposed GPCE (DD-GPCE) (Lee 2021) has been introduced to tackle stochastic design problems with high-dimensional inputs. As a restructured version of GPCE, the DD-GPCE has been proven to alleviate the curse of dimensionality to some extent by reshuffling and pruningGPCE basis functions in a dimension-wise manner. Two current shortcomings of the DD-GPCE are that, first, the DD-GPCE method has been evaluated only for statistical moment and reliability analyses in design problems. Yet, as elaborated above, in engineering design, risk measures such as CVaR are an interesting alternative and often superior. Second, the DD-GPCE often mandates hundreds of high-fidelity model evaluations which can be computationally prohibitive depending on the complexity and state dimension of the computational models (often FEA models).

This study therefore focuses on CVaR estimation of nonlinear and high-dimensional systems under dependent random variables and enables scalability both with respect to the high state dimension and the high-input parameter dimension. Specifically, we propose a novel bi-fidelity method for CVaR estimation of nonlinear systems with high-dimensional, correlated input random variables and/or nonlinear responses. The novel method combines (1) the DD-GPCE approximation of a high-dimensional stochastic output function, (2) an innovative method using Fourier-polynomial expansions of the mapping between the stochastic low-fidelity and high-fidelity output data for efficiently calculating the DD-GPCE, and (3) a standard sampling-based CVaR estimation integrated with the DD-GPCE. In contrast to existing bi- or multi-fidelity methods based on an additive and/or multiplicative correction to the low-fidelity output (Kennedy and O’Hagan 2000; Pepper et al. 2021; Peherstorfer et al. 2018), the proposed bi-fidelity method employs linear or higher-order orthonormal basis functions consistent with the probability measure of
the low-fidelity output to approximate the high-fidelity output, thus achieving nearly exponential convergence rate for the output data. Such Fourier-polynomial approximations demand only a handful of high-fidelity output evaluations. The lower-fidelity outputs are determined by DD-GPCE approximations to reduce the computational costs further.

The paper is organized as follows. Section 2 discusses mathematical notations and preliminaries, including input and output random variables and alternative expressions of CVaR. Also, brief explanations of the GPCE and DD-GPCE methods are provided. Section 3 presents a sampling-based CVaR estimation by the DD-GPCE method. Section 4 introduces a novel bi-fidelity method for precise and computationally efficient CVaR estimation that requires only a few expensive high-fidelity model evaluations. Numerical results are reported in Sect. 5. Finally, the conclusions are drawn and future directions outlined in Sect. 6.

2 Background and related methods

This section presents our problem setup and definitions in Sect. 2.1, discusses alternative CVaR definitions in Sect. 2.2, and briefly summarizes the GPCE in Sect. 2.3 and the DD-GPCE in Sect. 2.4.

2.1 Problem setup and definitions

Let \( \mathbb{N} \), \( \mathbb{N}_0 \), \( \mathbb{R} \), and \( \mathbb{R}_+ \) be the sets of positive integers, non-negative integers, real numbers, and non-negative real numbers, respectively. For a positive integer \( N \in \mathbb{N} \), denote by \( \mathbb{A}_N \subseteq \mathbb{R}^N \) a bounded or unbounded sub-domain of \( \mathbb{R}^N \).

2.1.1 Input random variables

Let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be a probability triple, where \( \Omega \) is a sample space representing an abstract set of elementary events, \( \mathcal{F} \) is a \( \sigma \)-algebra on \( \Omega \), and \( \mathbb{P} : \mathcal{F} \to [0, 1] \) is a probability measure. Then, consider an \( N \)-dimensional random vector \( \mathbf{X} := (X_1, \ldots, X_N) \), describing the statistical uncertainties in all input and system parameters of a stochastic or random problem. Every so often, \( \mathbf{X} \) will be referred to as an input random vector or input random variables where the integer \( N \) represents the total number of input random variables.

Denote by \( F_X(x) : = \mathbb{P} \left[ \cap_{i=1}^N \{ x_i \leq x_i \} \right] \) the joint distribution function of \( \mathbf{X} \), admitting the joint probability density function \( f_X(x) := \frac{\partial^N F_X(x)}{\partial x_1 \cdots \partial x_N} \). Given the abstract probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \), the image probability space is \( (\mathbb{A}^N, \mathcal{B}^N, f_Xdx) \), where \( \mathbb{A}^N \) can be viewed as the image of \( \Omega \) from the mapping \( \mathbf{X} : \Omega \to \mathbb{A}_N \) and \( \mathcal{B}^N := \mathcal{B}(\mathbb{A}_N) \) is the Borel \( \sigma \)-algebra on \( \mathbb{A}_N \subseteq \mathbb{R}^N \).

We make the following assumptions, which are identical to (Rahman 2018).

Assumption 1 The random vector \( \mathbf{X} := (X_1, \ldots, X_N) \)

1. has an absolutely continuous joint distribution function \( F_X(x) \) and a continuous joint probability density function \( f_X(x) \) with a bounded or unbounded support \( \mathbb{A}_N \subseteq \mathbb{R}^N \);
2. possesses absolute finite moments of all orders, that is, for all \( j := (j_1, \ldots, j_N) \in \mathbb{N}_0^N \), it holds that

\[
\mathbb{E} \left[ |\mathbf{X}|^j \right] := \int_{\mathbb{A}_N} |\mathbf{X}(\omega)|^j d\mathbb{P}(\omega) = \int_{\mathbb{A}_N} |\mathbf{x}|^j f_X(x) dx < \infty,
\]

where \( \mathbf{x} = x_1 \cdots x_N \) and \( \mathbb{E} \) is the expectation operator with respect to the probability measure \( \mathbb{P} \) or \( f_X(x) dx \);
3. has a joint probability density function \( f_X(x) \), which

1. has a compact support, that is, there exists a compact subset \( \mathbb{A}_N \subseteq \mathbb{R}_0^N \) such that \( \mathbb{P}[\mathbf{X} \in \mathbb{A}_N] = 1 \), or
2. is exponentially integrable, that is, there exists a real number \( \alpha > 0 \) such that

\[
\int_{\mathbb{A}_N} \exp(\alpha \| x \|) f_X(x) dx < \infty,
\]

where \( \| \cdot \| : \mathbb{A}_N \to \mathbb{R}_0^+ \) is an arbitrary norm.

2.1.2 Output random variable

Given an input random vector \( \mathbf{X} := (X_1, \ldots, X_N) \), \( \mathbf{X} \to \mathbb{A}_N \) with a known probability density function \( f_X(x) \) on \( \mathbb{A}_N \subseteq \mathbb{R}^N \), denote by \( y(\mathbf{X}) := y(X_1, \ldots, X_N) \) a real-valued, square-integrable output random variable. Here, \( y : \mathbb{A}_N \to \mathbb{R} \) describes a quantity of interest that an application engineer deems relevant for risk assessment. In this work, \( y \) is assumed to belong to the weighted \( L^2 \) space

\[
\left\{ y : \mathbb{A}_N \to \mathbb{R} : \int_{\mathbb{A}_N} |y(x)|^2 f_X(x) dx < \infty \right\},
\]

which is a Hilbert space. This is tantamount to saying that, for the abstract probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \), the output random variable \( Y = y(\mathbf{X}) \) belongs to the equivalent Hilbert space

\[
L^2(\Omega, \mathcal{F}, \mathbb{P}) := \left\{ Y : \Omega \to \mathbb{R} : \int_{\Omega} |y(X(\omega))|^2 d\mathbb{P}(\omega) < \infty \right\}.
\]

If there is more than one output variable, then each component is associated with a measurement function \( y \). Indeed, the generalization for a multivariate output random vector is straightforward.

2.2 Conditional value-at-risk

Given a random input \( \mathbf{X} = (X_1, \ldots, X_N) \), consider an output function \( y(\mathbf{X}) \in L^2(\Omega, \mathcal{F}, \mathbb{P}) \). For a given risk level
\( \beta \in (0, 1) \), denote by \( \text{CVaR}_\beta [Y(X)] \) and \( \text{VaR}_\beta [Y(X)] \) the conditional value-at-risk and the value-at-risk of \( Y(X) \) at level \( \beta \), respectively. The \( \text{VaR}_\beta [Y(X)] \) is the \( \beta \)-quantile of \( Y(X) \), i.e.,

\[
\text{VaR}_\beta [Y(X)] = \arg \min_{t \in \mathbb{R}} \left\{ t \mid \mathbb{P}[Y(X) \leq t] \geq \beta \right\},
\]

where \( \mathbb{P}[Y(X) \leq t] = \int_{\mathbb{R}^n} \mathbb{I}_{\{Y(X) \leq t\}}(x) f_X(x) \, dx \). Here, the indicator function is

\[
\mathbb{I}_{\{Y(X) \leq t\}}(x) = \begin{cases} 1, & Y(X) \leq t, \\ 0, & \text{otherwise}. \end{cases}
\]

The \( \text{CVaR}_\beta [Y(X)] \) is predicated on the mean value of \( Y(X) \) exceeding \( \text{VaR}_\beta [Y(X)] \). There exist several different equivalent definitions of \( \text{CVaR}_\beta \). Following Rockafellar et al. (2000) and Rockafellar and Uryasev (2002), the \( \text{CVaR}_\beta \) at level \( \beta \in (0, 1) \) is

\[
\text{CVaR}_\beta [Y(X)] = \text{VaR}_\beta [Y(X)] + \frac{1}{1 - \beta} \mathbb{E} \left[ (Y(X) - \text{VaR}_\beta [Y(X)])_+ \right].
\]

If the cumulative distribution function (CDF) \( \mathbb{P}[Y \leq y] \) is continuous at \( y = \text{VaR}_\beta [Y(X)] \), the equation (3) can be simplified, i.e.,

\[
\text{CVaR}_\beta [Y(X)] = \frac{1}{1 - \beta} \mathbb{E} [Y(X) - \text{VaR}_\beta [Y(X)]]_+ (X).
\]

Having the definition of \( \text{CVaR} \) and the relevant definitions at hand, we can now formally state the problem that is considered in this paper.

**Problem 1** Consider a high-dimensional dependent random input vector \( X \in \mathbb{R}^N \) following an arbitrary probability measure \( f_X(x) \, dx \), and that satisfies Assumption 1. Moreover, we are given an expensive-to-evaluate output quantity of interest \( y : \mathbb{R}^N \mapsto \mathbb{R} \). The goal is to compute the \( \text{CVaR}_\beta [y(X)] \) efficiently.

### 2.3 Generalized polynomial chaos expansion

A generalized PCE (GPCE) of a square-integrable random variable \( y(X) \) is the expansion of \( y(X) \) in terms of an orthonormal polynomial basis in the input variables \( X \). We briefly review GPCE in this section. When \( X = (X_1, \ldots, X_N)^T \) comprises statistically dependent random variables, the resultant probability measure, in general, is not a product-type, meaning that the joint distribution of \( X \) cannot be obtained strictly from its marginal distributions. Consequently, measure-consistent multivariate orthonormal polynomials in \( x = (x_1, \ldots, x_N)^T \) cannot be built from an \( N \)-dimensional tensor product of measure-consistent univariate orthonormal polynomials. In this case, a three-step algorithm based on a whitening transformation of the monomial basis can be used to determine multivariate orthonormal polynomials consistent with an arbitrary, non-product-type probability measure \( f_X(x) \, dx \) of \( X \), which will be exploited in the Sect. 2.4.1 and the Appendix.

Let \( j := (j_1, \ldots, j_N) \in \mathbb{N}_0^N \) be an \( N \)-dimensional multi-index. For a realization \( x = (x_1, \ldots, x_N)^T \in \mathbb{R}^N \subseteq \mathbb{R}^N \) of \( X \), a monomial in the real variables \( x_1, \ldots, x_N \) is the product \( x^j = x_1^{j_1} \cdots x_N^{j_N} \) with a total degree \( |j| = j_1 + \cdots + j_N \). Consider for each \( m \in \mathbb{N}_0 \) the elements of the multi-index set

\[
J_m := \{ j \in \mathbb{N}_0^N : |j| \leq m \}
\]

which is arranged as \( j^{(1)}, \ldots, j^{(L_{J_m})}, j^{(1)} = 0 \), according to a monomial order of choice. The set \( J_m \) has cardinality \( L_{N,m} \) obtained as

\[
L_{N,m} := |J_m| = \sum_{l=0}^m \binom{N + l - 1}{l} = \binom{N + m}{m}.
\]

Let us denote by

\[
\Psi_m(x) = (\Psi_1(x), \ldots, \Psi_{L_{J_m}}(x))^T
\]

an \( L_{N,m} \)-dimensional vector of multivariate orthonormal polynomials that are consistent with the probability measure \( f_X(x) \, dx \) of \( X \). Consequently, any output random variable \( y(X) \in L^2(\Omega, \mathcal{F}, \mathbb{P}) \) can be approximated by the \( m \)th-order GPCE

\[
y_m(X) = \sum_{i=1}^{L_{J_m}} c_i \Psi_i(X)
\]

of \( y(X) \), comprising \( L_{N,m} \) basis functions with expansion coefficients

\[
c_i := \int_{\mathbb{R}^N} y(X) \Psi_i(x) f_X(x) \, dx, \quad i = 1, \ldots, L_{N,m}.
\]

Here, the orthonormal polynomials \( \Psi_i(X), i = 1, \ldots, L_{N,m} \), are determined by the three steps in the Appendix. We refer to (Lee and Rahman 2020) for more details.

---

\( \ominus \) Springer
The GPCE is referred to as regular GPCE to distinguish it from the DD-GPCE which is introduced next.

2.4 Dimensionally decomposed generalized polynomial chaos expansion

For problems with high-dimensional inputs (say, \( N \geq 20 \)), the regular GPCE approximation in (6) requires a relatively large number of basis functions due to the growth of \( \mathcal{L}_{Nm} \) in (5), which reflects the curse of dimensionality. For example, for a total degree of \( m = 3 \), consider an increase of \( N \) from 20 to 50. The respective number of the regular GPCE’s basis functions exponentially increases from 1771 to 23,426. However, in many real-world applications, high-variance interaction effects among input variables are often negligible to the output function value of interest (Rabitz et al. 1999; Rahman 2008). In such cases, we can leverage the DD-GPCE method to reorder the basis functions of the regular GPCE in a dimension-wise manner that then allows for effectively truncating them to tackle high-dimensional problems. In the next section, the DD-GPCE is briefly summarized, see (Lee 2021) for details.

2.4.1 Measure-consistent orthonormal polynomials

The DD-GPCE has the ability to effectively select a subset of the basis functions of the regular GPCE based on the degree of interaction among input variables. Consequently, the method can capture complex nonlinear behavior of the output functions while reducing the exponential growth of the basis functions. The chosen multivariate orthonormal polynomials that are consistent with an arbitrary, non-product-type probability measure \( f_X(x)dx \) of \( x \) are determined by the three-step process based on a whitening transformation of the monomial basis as follows.

For \( N \in \mathbb{N} \), denote by \( \{1, \ldots, N\} \) an index set and \( \mathcal{U} \subseteq \{1, \ldots, N\} \) a subset (including the empty set \( \emptyset \)) with cardinality \( 0 \leq |\mathcal{U}| \leq N \). The complementary subset of \( \mathcal{U} \) is denoted by \( \mathcal{U}^c := \{1, \ldots, N\} \setminus \mathcal{U} \). For each \( m \in \mathbb{N}_0 \) and \( 0 \leq S \leq N \), we define the reduced multi-index set

\[
\mathcal{J}_{S,m} := \{ j = (j_1, 0_{|\mathcal{U}^c|}) \in \mathbb{N}_0^{|\mathcal{U}|} : j_{|\mathcal{U}|} \in \mathbb{N}^{|\mathcal{U}^c|}, |\mathcal{U}| \leq |j_{|\mathcal{U}|}| \leq m, 0 \leq |\mathcal{U}| \leq S, \}
\]

which is arranged as \( j^{(1)}, \ldots, j^{(|\mathcal{U}^c|)} \), \( j^{(1)} = 0 \), according to a monomial order of choice and where \( j_{|\mathcal{U}|} := j_{i_1} + \cdots + j_{i_{|\mathcal{U}|}} \).

Here, \( (j_{|\mathcal{U}|}, 0_{|\mathcal{U}^c|}) \) denotes an \( N \)-dimensional multi-index whose \( i \)th component is \( j_i \) if \( i \in \mathcal{U} \) and 0 if \( i \notin \mathcal{U} \). It is straightforward to show that \( \mathcal{J}_{S,m} \) has cardinality

\[
\mathcal{L}_{N,S,m} := |\mathcal{J}_{S,m}| = 1 + \sum_{s=1}^{S} \binom{N}{s} \binom{m}{s}.
\]

The set \( \mathcal{J}_{S,m} \) represents a subset of \( \mathcal{J}_{m} \) determined from the chosen \( S \), where only at most \( S \)-variate basis functions are preserved, that are relevant for the \( S \)-th-variate DD-GPCE approximation. For example, univariate \( (S = 1) \) and bivariate \( (S = 2) \) DD-GPCE approximations demand \( Nm + 1 \) and \( N(N - 1)m(m - 1)/4 + Nm + 1 \) basis functions, respectively, according to (7).

The expression “\( S \)-variate” used for the DD-GPCE approximation means that at most \( S \)-degree interaction of input variables are included. As an example, univariate and bivariate input variables are \( x_i \) and \( x_i, x_j \), where \( i_1 \neq i_2 \), respectively. Thus, the DD-GPCE approximation, the sum of at most \( S \)-variate basis functions, is strictly an \( N \)-variate function, which will be explained in detail in the following subsection. As a result, we have that

\[
\mathcal{L}_{N,S,m} \leq \mathcal{L}_{N,m},
\]

i.e., the DD-GPCE never has more terms than the standard GPCE; in most cases, it will have significantly less terms. For \( x = (x_1, \ldots, x_N)^T \in \mathbb{R}^N \subseteq \mathbb{R}^N \), we then define the basis vector for the DD-GPCE as

\[
\Psi_{S,m}(x) := (\Psi_{1}(x), \ldots, \Psi_{|\mathcal{J}_{S,m}|}(x))^T,
\]

which is an \( L_{N,S,m} \)-dimensional vector of multivariate orthonormal polynomials that is consistent with the probability measure \( f_X(x)dx \) of \( x \). The orthonormal polynomials are determined by the following three steps.

Step 1. Given \( 0 \leq S \leq N \) and \( S \leq m < \infty \), create an \( L_{N,S,m} \)-dimensional column vector

\[
M_{S,m}(x) = (x_1^1, \ldots, x_i^{i^{|\mathcal{J}_{S,m}|}})^T
\]

of monomials whose elements are the monomials \( x^j \) for \( j \in \mathcal{J}_{S,m} \), arranged in the aforementioned order. For \( \mathcal{U} \subseteq \{1, \ldots, N\} \), let \( x_{\mathcal{U}} := (x_{i_1}, \ldots, x_{i_{|\mathcal{U}|}})^T \), \( 1 \leq i_1 < \cdots < i_{|\mathcal{U}|} \leq N \), be a subvector of \( x \). The complementary subvector is defined by \( x_{\mathcal{U}^c} := x_{\{1, \ldots, N\} \setminus \mathcal{U}} \). Then, for \( j \in \mathcal{J}_{S,m} \),

\[
x^j = x_{\mathcal{U}}^j 0_{|\mathcal{U}^c|}^{i^{(|\mathcal{U}^c|)}} = x_{\mathcal{U}}^j.
\]

Hence, \( M_{S,m}(x) \) is the monomial vector in \( x_{\mathcal{U}} = (x_{i_1}, \ldots, x_{i_{|\mathcal{U}|}})^T \) of degree \( 0 \leq |\mathcal{U}| \leq S \) and \(|\mathcal{U}| \leq |j_{|\mathcal{U}|}| \leq m \).

Step 2. Construct an \( L_{N,S,m} \times L_{N,S,m} \) monomial moment matrix of \( M_{S,m}(X) \), defined as

\[
G_{S,m} := \mathbb{E}[M_{S,m}(X)M_{S,m}^T(X)] = \int_{\mathbb{R}^N} M_{S,m}(x)M_{S,m}^T(x)f_X(x)dx.
\]

For an arbitrary PDF \( f_X(x) \), the matrix \( G_{S,m} \) cannot be determined exactly, yet it can be accurately estimated
with numerical integration and/or sampling methods (Lee and Rahman 2020).

Step 3. Select the \(L_{N,S,m} \times L_{N,S,m}\) whitening matrix \(W_{S,m}\) from the Cholesky decomposition of the monomial moment matrix \(G_{S,m}\) (Rahman 2018), leading to
\[
W_{S,m}^{-1} W_{S,m}^{-\top} = G_{S,m}.
\] (10)

Then employ the whitening transformation to generate multivariate orthonormal polynomials from
\[
\Psi_{S,m}(x) = W_{S,m} M_{S,m}(x).
\]

It is straightforward to show that \(G_{S,m}\) is symmetric and positive definite. However, the effectiveness of the three-step algorithm is dependent on reliable construction of a well-conditioned monomial moment matrix. That is, numerical issues with the Cholesky factorization in (10) can occur if the estimated matrix has a large condition number. For the \(i\)th element \(\Psi_i(X)\) of the orthonormal polynomial vector \(\Psi_{S,m}(X) = (\Psi_1(X), \ldots, \Psi_{L_{N,S,m}}(X))^\top\), the first- and second-order moments are (Lee and Rahman 2020)
\[
E[\Psi_i(X)] = \begin{cases} 1, & \text{if } i = 1, \\ 0, & \text{if } i \neq 1, \end{cases}
\]
and
\[
E[\Psi_i(X)\Psi_j(X)] = \begin{cases} 1, & \text{if } i = j, \\ 0, & \text{if } i \neq j, \end{cases}
\]
respectively. These properties are essential to DD-GPCE which we exploit in the next section. Interested readers may consult Sect. 6.2.1.4 of (Lee 2021) for an illustrative example of measure-consistent orthonormal polynomials and a comparison between the DD-GPCE and the regular GPCE.

### 2.4.2 DD-GPCE approximation

The \(S\)-variate, \(m\)th-order DD-GPCE approximation of \(y(X)\) is
\[
y_{S,m}(X) = \sum_{i=1}^{L_{N,S,m}} c_i \Psi_i(X) \approx y
\] (11)
with expansion coefficients
\[
c_i := \int_{\mathbb{R}^N} y(x) \Psi_i(x) f_X(x) dx, \quad i = 1, \ldots, L_{N,S,m}.
\]

The truncation parameters \(S\) and \(m\) should satisfy \(1 \leq S \leq N\) and \(S \leq m < \infty\). The DD-GPCE approximation has the property that its basis functions retain the degree of interaction among input variables less than or equal to \(S\) and preserves polynomial orders less than or equal to \(m\).

Since the regular GPCE of \(y(X) \in L^2(\Omega, \mathcal{F}, \mathbb{P})\) converges as \(m \to \infty\) in the mean-square sense—both in probability and in distribution, see (Lee and Rahman 2020, Theorem 1)—the DD-GPCE \(y_{S,m}(X)\) converges to \(y(X)\) in the same sense as the regular GPCE as \(S \to N\) and \(m \to \infty\). When \(y\) itself is a polynomial function, the DD-GPCE with the same degree \((S)\) and same order \((m)\) of \(y\) represents \(y\) exactly.

### 2.4.3 Expansion coefficients

The expansion coefficients \(c_i, i = 1, \ldots, L_{N,S,m}\), of an \(S\)-variate, \(m\)th-order DD-GPCE approximation \(y_{S,m}(X)\) are determined via high-dimensional integration. For an arbitrary function \(y\) and an arbitrary probability distribution of the random input \(X\), evaluating the integrals exactly from the definition is impossible. Thus, we need to integrate numerically; yet numerical integration via, e.g., a multivariate, tensor-product Gauss-type quadrature rule becomes computationally intensive, if not prohibitive, when \(N \geq 10\) (say). For example, if an expansion coefficient is estimated by \(N = 10\) dimensional numerical integration with a 3-point rule for each variable, the total number of integrand evaluations is \(3^{10} = 59,049\). To address this difficulty, standard least-squares (SLS), as briefly outlined next, can be employed to estimate the coefficients.

Given the known distribution of a random input \(X\) and an output function \(y : \mathbb{R}^N \to \mathbb{R}\), consider an input-output data set \((x^{(0)}, y(x^{(0)}))_{l=1}^{L'}\) of size \(L' \in \mathbb{N}\) generated by evaluating the quantity of interest \(y\) at each input data \(x^{(0)}\). Various sampling methods such as standard MCS, Quasi-MCS (QMCS), and Latin hypercube sampling (LHS) or various optimal design of experiments can be employed to build the data set such that the observed distribution underlying the data is consistent with the input distribution, ensuring unbiased estimates of the output quantities. The input-output data set is sometimes referred to as the experimental design data, since the inputs are following the input distribution, i.e., \(x \sim f_X(x)\). Using the data set, we can obtain approximate DD-GPCE coefficients \(\hat{c} = (\hat{c}_1, \ldots, \hat{c}_{L_{N,S,m}})^\top\) by finding the least-squares solution, i.e.,
\[
\hat{c} = \arg \min_{c \in \mathbb{R}^{L_{N,S,m}}} \| b - Ac \|_2^2.
\] (12)
where
\[
A := \begin{bmatrix} \tilde{\Psi}_{1}(x^{(1)}) & \cdots & \tilde{\Psi}_{L_{N,S,m}}(x^{(1)}) \\ \vdots & \ddots & \vdots \\ \tilde{\Psi}_{1}(x^{(L')}) & \cdots & \tilde{\Psi}_{L_{N,S,m}}(x^{(L')}) \end{bmatrix},
\]
and
\[
b := (y(x^{(1)}), \ldots, y(x^{(L')}))^\top.
\] (13)

From (13), the terms \(\tilde{\Psi}_i(x^{(0)})\) are approximations of \(\Psi_i(x^{(0)})\) resulting from the construction of the monomial moment matrix in Sect. 2.4.1. According to SLS, the optimal
expansion coefficients are obtained by minimizing the mean-squared residual

$$\hat{c}_{s,m} = \frac{1}{L'} \sum_{l=1}^{L'} \left[ y(x^{(l)}) - \sum_{i=1}^{L_{N,S,m}} \hat{\beta}_i \tilde{f}_i(x^{(l)}) \right] \cdot$$

The least-squares solution $\hat{c}$ is obtained from the normal equations $A^t A c = A^t b$, where the $L_{N,S,m} \times L_{N,S,m}$ matrix $A^t A$ is referred to as the information or data matrix. If $A^t A$ is positive-definite, then the solution of the least-squares approximation of the DD-GPCE coefficients is $\hat{c} = (A^t A)^{-1} A^t b$.

When using SLS, the number of experimental data must be larger than the number of coefficients, that is, $L' > L_{N,S,m}$. Even if this condition is met, the experimental design must be carefully chosen to ensure that the resulting matrix $A^t A$ is well conditioned.

In this work, the data $A, b$ for the least-squares solution $\hat{c}$ in (12) is obtained from MCS. This satisfies the required accuracy of the estimates of the DD-GPCE coefficients in all examples we considered. Alternatively, one may perform several optimal design of experiments which have proven to be effective in the stability of the least-squares solution, see Hadigol and Doostan (2018) and Luthen et al. (2021).

### 3 Sampling-based CVaR estimation by dimensionally decomposed GPCE

This section shows how the DD-GPCE can be leveraged for sampling-based CVaR estimation. We include a discussion of the difference in convergence rate when the two—theoretically equivalent—CVaR expressions are used in practice. We finish the section by presenting a complete algorithm. The estimation of VaR in (1) and CVaR in either (3) or (4) for nontrivial examples requires a sampling method, such as MCS, Quasi-MCS (QMCS), or Latin hypercube sampling (LHS). We follow the sampling-based MC from (Heinkenschloss et al. 2018, Alg. 2.1).

The $S$-variate, $m$th-order DD-GPCE $y_{S,m}(x)$, presented in Sect. 2.4, can be employed as an inexpensive surrogate model that replaces an expensive-to-evaluate function $y(x)$. Thus, the sampling-based estimation is performed with $y_{S,m}(x)$ and we denote the estimates by $\hat{\text{VaR}}_\beta[y_{S,m}(x)]$ and $\hat{\text{CVaR}}_\beta[y_{S,m}(x)]$. Algorithm 1 summarizes all steps of the estimation process.

We employ Algorithm 1 for standard MC sampling, where the probability $p^{(l)} = 1/L$ for $l = 1, \ldots, L$. We note that the rithm can also be used in the context of importance sampling, in which case $p^{(l)} = \omega(x^{(l)})/M, l = 1, \ldots, M \ll L$.

**Algorithm 1:** Sampling-based estimation of $\text{VaR}_\beta$ and $\text{CVaR}_\beta$ by the $S$-variate, $m$th-order DD-GPCE approximation $y_{S,m}$.

**Input:** Samples $x^{(l)} = \{x_1^{(l)}, \ldots, x_N^{(l)}\}^\top$, $l = 1, \ldots, L \gg 1$, via MC$S$, QM$S$, or LHS with corresponding probabilities $p^{(l)} = f_X(x^{(l)})dx^{(l)}$; Set a risk level $\beta \in (0, 1)$.

**Output:** Estimates $\hat{\text{VaR}}_\beta[y_{S,m}(X)]$ and $\hat{\text{CVaR}}_\beta[y_{S,m}(X)]$.

1. Create output samples $y_{S,m}(x^{(l)}) \approx y(x^{(l)})$, $l = 1, \ldots, L$.
2. Sort values of $y$ in descending order and relabel the samples so that $y_{S,m}(x^{(1)}) > y_{S,m}(x^{(2)}) > \ldots > y_{S,m}(x^{(L)})$, and reorder the probabilities accordingly (so that $p^{(l)}$ corresponds to $x^{(l)}$).
3. Compute the index $\tilde{k}_\beta \in \mathbb{N}$ such that
   $$\sum_{l=1}^{\tilde{k}_\beta} p^{(l)} \leq 1 - \beta < \sum_{l=1}^{\tilde{k}_\beta + 1} p^{(l)}.
   $$
4. Set $\hat{\text{VaR}}_\beta[y_{S,m}(X)] = y_{S,m}(x^{(\tilde{k}_\beta)})$.
5. Set $\hat{\text{CVaR}}_\beta[y(X)] \approx \hat{\text{CVaR}}_\beta[y_{S,m}(X)]$ in (14).

with $\omega(-)$ being the weight function, see (Heinkenschloss et al. 2018).

While the computation of the value at-risk is straightforward (see Steps 3-4 in Algorithm 1), the computation of the CVaR estimate in Step 5 requires further discussion, as outlined next. Based on the two equivalent definitions of $\text{CVaR}_\beta[y(X)]$ in (3) and (4), one can obtain the estimate

$$\hat{\text{CVaR}}_\beta[y_{S,m}(X)] = \hat{\text{VaR}}_\beta[y_{S,m}(X)] + \frac{1}{1 - \beta} \frac{1}{L} \sum_{l=1}^{L} \left( y_{S,m}(x^{(l)}) - \hat{\text{VaR}}_\beta[y_{S,m}(X)] \right)$$

(14)

from (3) or one can compute it from (4) as

$$\hat{\text{CVaR}}_\beta[y_{S,m}(X)] = \frac{1}{1 - \beta} \frac{1}{L} \sum_{l=1}^{L} y_{S,m}(x^{(l)})$$

(15)

For the sampling-based estimation employing Algorithm 1, we found that the convergence rate of these two CVaR estimates can be significantly different. The estimate (14) is
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generally converging faster than the one (15), so we use (14) in this study.

**Remark 1** Algorithm 1 produces unbiased estimates for VaRₜₙₙₙ [y(𝐗)] and CVaRₜₙₙₙ [y(𝐗)] from samples y(𝐗ᵢ), i = 1, ..., L. For asymptotic convergence properties of the sampling-based estimators VaRₜₙₙₙ [y(𝐗)] and CVaRₜₙₙₙ [y(𝐗)], c.f. [Hong et al. (2014), Theorem 2.1]; for instance, the estimates have distinct convergence rates, $O(L^{-3/4} \log L)^{3/4}$ and $O(L^{-1} \log L)$, respectively. We note that standard MCS requires L evaluations of the output y(𝐗ᵢ) for i = 1, ..., L, which can create prohibitive computational demands and one may not have enough resources to obtain converged VaRₜₙₙₙ and CVaRₜₙₙₙ estimates. In contrast, the MCS with the DD-GPCE approximation requires evaluations of simple polynomial functions to obtain yₛₙₙₙ. Taking a large number of samples from the DD-GPCE allows us to obtain converged CVaR solutions.

Moreover, the DD-GPCE approximation yₛₙₙₙ of y converges to y as $S \to \infty$ and $m \to \infty$ in the mean-square sense. As a surrogate model, however, the DD-GPCE usually has a model error, which means that yₛₙₙₙ ≈ y (except we get equality when y is a polynomial function and the same degree (S) and order (m) of y are selected for the DD-GPCE) and so, in general, $\text{CVaR}_{\alpha}[y(𝐗)]$ does not converge to $\text{CVaR}_{\alpha}[y(𝐗)]$. Our numerical results in Sect. 5 show that the bias is minimal.

The DD-GPCE relies on SLS or its variants, where the output sample size is usually determined as at least three or four times the number of basis functions or expansion coefficients. Thereby, for risk measures of high-dimensional inputs (say, $N \geq 20$), the DD-GPCE mandates obtaining hundreds of output samples, which can be computationally intensive when that requires expensive high-fidelity model evaluations. For such cases, we propose a novel bi-fidelity method to efficiently compute the DD-GPCE, as introduced in the following section.

### 4 Bi-fidelity method for CVaR estimation

In practical applications, the output $y(𝐗) \in L^2(\Omega, ℋ, ℙ)$ requires the simulation of a computational model, e.g., via FEA. This allows the user to choose the level of fidelity. Computationally expensive high-fidelity models produce accurate solutions whereas faster lower-fidelity models, by definition, introduce output bias (or error). Multi-fidelity methods combine models with multiple fidelities to solve UQ problems and can produce excellent results with provable guarantees at much lower cost, see the survey (Peherstorfer et al. 2018) and references therein.

This section introduces a novel bi-fidelity method that combines the benefits of lower- and high-fidelity models for the construction of DD-GPCE approximations and their subsequent deployment for precise and efficient CVaR estimation under arbitrary dependent random inputs. We define relations of high and low-fidelity output in Sect. 4.1, present a novel Fourier-polynomial expansion for high-fidelity output in Sect. 4.2, and describe the complete algorithm of the proposed bi-fidelity method for CVaR estimation and its cost in Sect. 4.3.

#### 4.1 Relations of high and low-fidelity output

For $y(𝐗) \in L^2(\Omega, ℋ, ℙ)$, we denote by $y_H(𝐗)$ and $y_L(𝐗)$ the random output estimated by the high- and low-fidelity models of $y$, respectively, which are both functions of the same random input $𝐗 \in ℋ^N \subseteq ℜ^N$ and thus share the identical sample space $Ω$. Let $Y_L := y_L(𝐗)$ whose PDF $f_{Y_L}(y_L)$ is on the domain of $Y_L$, denoted by $\mathbb{A} \subseteq ℜ$.

Consider a function $h : \mathbb{A} \to ℜ$ of $Y_L$ that approximates the high-fidelity output $y_H(𝐗)$, i.e.,

$$y_H(𝐗) \approx h(Y_L).$$

The mapping $h$ suggests that the relationship between input and output is much simpler than the high-fidelity model $y_H$. Thus, we approximate the high-fidelity output via the mapping $h(Y_L)$; we do so with a low-degree Fourier-polynomial expansion with measure-consistent orthonormal polynomials in $Y_L$, which can be shown to have nearly exponential convergence (Rahman 2018). The Fourier-polynomial expansion will be introduced in the following subsection.

#### 4.2 Fourier-polynomial expansion to approximate the high-fidelity output

Given a random variable $Y_L$ satisfying Assumption 1, the mapping $h(Y_L)$ in (16) can be obtained via its $\tilde{m}$th-order Fourier-polynomial expansion as

$$h_{\tilde{m}}(Y_L) = \sum_{i=1}^{\tilde{m}+1} b_i \Psi_i(Y_L),$$

with its expansion coefficients

$$b_i = \int_{\mathbb{A}} h(y_L)\Psi_i(y_L)f_{Y_L}(y_L)dy_L, \quad i = 1, \ldots, \tilde{m} + 1.$$

Here, $\Psi_i(Y_L)$, $i = 1, \ldots, \tilde{m} + 1$ are orthonormal polynomials that are consistent with the probability measure $f_{Y_L}(y_L)dy_L$ of the low-fidelity output random variable $Y_L$. These orthogonal polynomials are determined by a three-step process, as described next.
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4.2.1 Orthonormal polynomial construction

For \( j \in \mathbb{N}_0 \) and \( y_L \in \mathbb{R} \), a monomial in the real variable \( y_L \) is \( y_L^j \) and has a degree \( j \). Consider for each \( m \in \mathbb{N}_0 \) the elements of the ordered index set \( \{ j \in \mathbb{N}_0 : j \leq m \} \). The set has cardinality \( \tilde{m} + 1 \). We denote by
\[
\Psi_m(y_L) = (\Psi_{1}(y_L), \ldots, \Psi_{\tilde{m}+1}(y_L))^\top,
\]
the \( \tilde{m} + 1 \)-dimensional vector of orthonormal polynomials that are consistent with the probability measure \( f_{y_L}(y_L) \) of \( y_L \). This vector is determined as follows.

Step 1. Given \( \tilde{m} \in \mathbb{N}_0 \), \( m \in \mathbb{N}_0 \), and \( 0 \leq S \leq m \), determine an \((\tilde{m} + 1)\)-dimensional column vector
\[
\mathbf{M}_m(y_L) = (1, y_L, y_L^2, \ldots, y_L^m)^\top,
\]
of monomials \( y_L^j \) for \( j \leq \tilde{m} \). The real variable \( y_L \) can be replaced with the \( S \)-variate, \( mth \)-order DD-GPCE
\[
\tilde{y}_{L,S,m}(\mathbf{x}) = \sum_{i=1}^{L_{S,m}} \tilde{c}_i \Psi_i(\mathbf{x}),
\]
where
\[
\tilde{c}_i = \int_{\mathbb{R}^N} y_L(\mathbf{x}) \Psi_i(\mathbf{x}) f_X(\mathbf{x}) \, d\mathbf{x}
\]
and \( \Psi_i(\mathbf{x}) \), \( i = 1, \ldots, L_{S,m} \), are orthonormal polynomials consistent with the probability measure \( f_X(\mathbf{x}) \) of \( \mathbf{X} \). Then, the resulting \((\tilde{m} + 1)\)-dimensional column vector of \( \mathbf{M}_m(y_L) \) is
\[
\mathbf{M}_m(y_L) = \left(1, \tilde{y}_{L,S,m}, \ldots, \tilde{y}_{L,S,m}^\tilde{m}\right)^\top.
\]

Step 2. Construct an \((\tilde{m} + 1) \times (\tilde{m} + 1)\) monomial moment matrix of \( \mathbf{M}_m(y_L) \), defined as
\[
\mathbf{G}_m := \mathbb{E}[\mathbf{M}_m(y_L) \mathbf{M}^\top_m(y_L)] = \int_{\mathbb{R}} \mathbf{M}_m(y_L) \mathbf{M}^\top_m(y_L) f_{y_L}(y_L) \, dy_L.
\]
For an arbitrary PDF \( f_{y_L}(y_L) \), \( \mathbf{G}_m \) can be estimated with good accuracy by sampling methods, such as MCS, QMCS, or LHS, etc.

Step 3. Select the \((\tilde{m} + 1) \times (\tilde{m} + 1)\) whitening matrix \( \mathbf{W}_m \) from the Cholesky decomposition of the monomial moment matrix \( \mathbf{G}_m \) (Rahman 2018), leading to
\[
\mathbf{W}^{-1}_m \mathbf{W}^\top_m = \mathbf{G}_m.
\]
Then employ the whitening transformation to generate orthonormal polynomials from
\[
\Psi_m(y_L) = \mathbf{W}_m \mathbf{M}_m(y_L).
\]

These three steps are similar to those used for creating measure-consistent orthonormal polynomials in Sect. 2.4.1. However, in Steps 1 and 2 of the latter for \( y_L \), the realizations of \( y_L \) are determined by \( S \)-variate, \( mth \)-order DD-GPCE approximations. In doing so, the same basis functions \( \Psi_i(\mathbf{x}) \), \( i = 1, \ldots, L_{S,m} \), created in the three-step process in Sect. 2.4.1 are reused. Furthermore, their respective DD-GPCE coefficients \( \tilde{c}_i \), \( i = 1, \ldots, L_{S,m} \), are computed via SLS using the computationally economical lower-fidelity model. Therefore, the latter three-step process can be performed efficiently.

As discussed earlier for the related three-step process in Sect. 2.4.1, constructing a well-conditioned version of the monomial moment matrix is critical in implementing the Cholesky factorization in (21).

4.2.2 Expansion coefficients

For \( h : \mathbb{R} \rightarrow \mathbb{R} \) and a realization \( \mathbf{x} = (x_1, \ldots, x_N) \in \mathbb{R}^N \) of \( \mathbf{X} \), let the input–output dataset be
\[
\{y^{(l)}_L, y^{(l)}_H\}_{l=1}^{L''} := \{y_L(\mathbf{x}^{(l)}), y_H(\mathbf{x}^{(l)})\}_{l=1}^{L''},
\]
with sample size \( L'' \in \mathbb{N} \). Then, the coefficients of the Fourier-polynomial expansion in (17) are obtained by minimizing the mean-squared residual
\[
\epsilon_{S,m}'' := \frac{1}{L''} \sum_{l=1}^{L''} \left[ \tilde{y}_{L,S,m}^{(l)}(\mathbf{x}) - \sum_{i=1}^{\tilde{m}+1} \tilde{c}_i \Psi_i(y_L^{(l)}) \right]^2
\]
via SLS explained in Sect. 2.4.3.

Remark 2 The Fourier-polynomial expansion in (22) includes scalar realizations \( y^{(l)}_L \) of the random variable \( Y_L \). The degree \( m \) is usually set as a small number, say \( \tilde{m} = 1–3 \). Thereby, the requisite sample size \( L'' \), usually determined ad hoc by requiring that \( 3 \leq L''/(\tilde{m} + 1) \leq 8 \), is small as well. This makes the bi-fidelity method to approximate the high-fidelity output data using \( \tilde{m} \)th-order Fourier polynomial expansion computationally economical.

4.3 Complete algorithm and cost for CVaR estimation

Algorithm 2 presents a complete algorithm for the bi-fidelity method to estimate \( \text{VaR}_p \) and \( \text{CVaR}_q \). The cost to determine the \( S \)-variate, \( mth \)-order DD-GPCE approximation is dominated by the cost of evaluating the input-output data set \( \{\mathbf{x}^{(l)}, y_L(\mathbf{x}^{(l)})\}_{l=1}^{L'} \) which requires \( L' \in \mathbb{N} \) high-fidelity model evaluations. In this regard, for high-dimensional problems, the DD-GPCE method via SLS alleviates the curse of dimensionality due to the sample size \( L' \) being
Algorithm 2: Bi-fidelity method for VaR$_{\beta}$ and CVaR$_{\beta}$ estimation

**Input:** Set a risk level $\beta \in (0, 1)$. Set truncation parameters $S$, $m$, and $\bar{m}$. Set sample sizes $L$, $L'$, and $L''$. Generate input samples $\{x^{(i)}\}_{i=1}^L$ from the known probability measure $f_X(x)dx$ via MCS, QMCS, or LHS.

**Output:** Estimate VaR$_{\beta}[y(X)]$ and CVaR$_{\beta}[y(X)]$ in the following steps:

1: **procedure** DERIVE ORTHONORMAL (ON) POLYNOMIALS($\Psi_{S,m}(x)$)
   2: Set monomial vector $M_{S,m}(x)$ (8).
   3: Create monomial moment matrix $G_{S,m}$ (9).
   4: Create ON polynomial vector $\Psi_{S,m}(x)$ by whitening transformation (10).

5: **end procedure**

6: **procedure** OBTAIN COEFFICIENTS($\tilde{c}_i$)
   7: Generate input-output data set $\{x^{(i)}, y_L(x^{(i)})\}_{i=1}^L$ of size $L \in \mathbb{N}$, where $y_L(x)$ presents a low-fidelity output.
   8: Use SLS to estimate $\tilde{c}_i$, $i = 1, \ldots, L_{N,S,m}$.

9: **end procedure**

10: Construct the $S$-variate, $m$th-order DD-GPCE $y_{L,S,m}(x)$ of low-fidelity output $y_L(x)$ (18).

11: **procedure** DERIVE ON POLYNOMIALS($\Psi_{m}(y_L)$)
   12: Set monomial vector $M_{m}(y_L)$ via $\tilde{y}_{L,S,m}$ (19).
   13: Construct monomial moment matrix $G_{m}$ (20).
   14: Create ON polynomial vector $\Psi_{m}(y_L)$ by whitening transformation (21).

15: **end procedure**

16: **procedure** OBTAIN COEFFICIENTS($b_i$)
   17: Generate input-output data set $\{y^{(i)}, y_H^{(i)}\}_{i=1}^L$ of size $L'' \in \mathbb{N}$
   18: Use SLS to estimate $b_i$, $i = 1, \ldots, \bar{m} + 1$.

19: **end procedure**

20: Construct the $m$th-order Fourier polynomial expansion $y_{H,m}(x)$ of high-fidelity output $y_H(x)$ (17).

21: By replacing $y$ with $y_{H,m}$, construct $y_{S,m}$ (11) and then perform Algorithm 1 to estimate VaR$_{\beta}$ and CVaR$_{\beta}$.

---

5 Numerical Results

Two numerical examples are presented to illustrate the proposed DD-GPCE and bi-fidelity methods for estimating CVaR. In Sect. 5.1, a three-dimensional 36-bar truss structure is considered, followed by an example of a glass/vinylester composite plate in Sect. 5.2.

In Examples 1 and 2, the sample size $L$ for sampling-based CVaR estimations is 10,000. This number is determined by a convergence test that yielded less than 0.1% difference between the previous and current steps in MCS solutions for both examples. The monomial moment matrices $G_{S,m}$ and $G_{m}$ in (9) and (20), respectively, are determined by QMCS with $L = 5 \times 10^6$ samples together with the Sobol sequence (Sobol 1967). The selection of the Sobol sequence in this work is due to its simplicity and efficiency in generating low-discrepancy quasi-random samples, thus improving the performance of QMCS.

In both examples, the coefficients of DD-GPCE or regular GPCE are estimated by SLS, c.f. Sect. 2.4.3. For a satisfactory estimation of the coefficients, we select the factors $L'/L_{N,S,m}$ (in DD-GPCE) or $L'/L_{N,m}$ (in regular GPCE) equal to three and four in Examples 1 and 2, respectively. In Example 2, we determine the number $L''/\bar{m}$ of high-fidelity FEA by selecting the factor $L''/\bar{m}$ = 8 as tight. The numerical results are obtained using MATLAB (MATLAB 2021) on an Intel Core i7-10850H 2.70 GHz processor with 64 GB of RAM.

The CVaR estimates via the $S$-variate, $m$th-order DD-GPCE of $y(X)$ are denoted $\text{CVaR}_\beta[y_{S,m}(X)]$. The proposed CVaR solutions are compared with a reference one by crude MCS of the chosen $L$ high-fidelity output data in a single trial.
To measure the deviation of the proposed CVaR solution from that crude MCS estimate, we provide the mean relative difference (MRD) with respect to the crude MCS CVaR $\text{CVaR}_{\theta}[y(X)]$, i.e.,

$$
\text{MRD} = \frac{1}{K} \sum_{k=1}^{K} \frac{\left| \text{CVaR}_{\theta}[y(X)] - \widehat{\text{CVaR}}_{\theta}[y_{s,m}(X)] \right|}{\text{CVaR}_{\theta}[y(X)]},
$$

where $\widehat{\text{CVaR}}_{\theta}[y_{s,m}(X)]$ is the estimate obtained on the $k$th trial, and $K$ (the number of trials) is 20 in both Examples 1 and 2. At each trial, whether employing either the DD-GPCE, the regular GPCE, or Fourier-polynomial approximation for calculating DD-GPCE, we randomly select a subset of the 10,000 high-fidelity output samples that are already available from the crude MCS. The MRD presents only the mean deviation of a set of proposed CVaR solutions over $K$ trials from a benchmark one obtained by crude MCS, which is not exact but approximate. We also report the average CVaR estimates over 20 trials on Tables 1 and 3 in Examples 1 and 2, respectively.

**5.1 Example 1: A 36-bar 3D truss structure**

This example demonstrates the efficacy of the DD-GPCE method in estimating the conditional value-at-risk of a system with a relatively high number ($N = 36$) of dependent input random variables.

**5.1.1 Problem description**

Figure 1 shows a 36-bar three-dimensional truss that is simply supported at nodes 1, 2, and 3 and that is subject to a vertically downward concentrated force of 100 lb at node 10. The truss is made of an aluminum alloy characterized by a Young’s modulus of $10^7$ psi and a mass density of 0.1 lb/in$^3$. There are $N = 36$ random variables $X = (X_1, \ldots, X_{36})^T$ representing the respective random cross-sectional areas of thirty-six bars, that is, $X_i$ is the $i$th cross-sectional area, for $i = 1, \ldots, 36$. Described as multivariate Gaussian random variables, they have means $E[X_i] = 30$ and standard deviations equal to 0.05 $E[X_i]$, $i = 1, \ldots, 36$, and correlation coefficients $\rho_{ij} = 0.5$, $i, j = 1, \ldots, 36, i \neq j$. The problem is to
Table 1 CVaR \(_{\beta}\) estimates of two different output functions \(y_1\) and \(y_2\) of the 36-bar 3D truss structure via DD-GPCE and regular GPCE approximations and crude MCS in two distinct cases: Case 1 (\(\beta = 0.95\)) and Case 2 (\(\beta = 0.99\)). The sampling-based solutions CVaR \(_{\beta}\) are computed with a total of \(L = 10,000\) samples for each trial.

| Method                           | Max. abs. displacement (in) | Max. abs. axial stress (psi) | Number of FEA for each trial |
|----------------------------------|-----------------------------|-----------------------------|-------------------------------|
|                                  | CVaR \(_{\beta}\)          | MRD in (24)                 |                               |
| Case 1 (\(\beta = 0.95\))       |                             |                             |                               |
| 1st-order regular GPCE\(^a\)     | 7.2102\(^b\)               | 2.9533 \times 10^{-2}      | 111                           |
| Univariate, 2nd-order DD-GPCE\(^c\) | 7.2425\(^b\)               | 2.5188 \times 10^{-2}      | 219                           |
| Univariate, 3rd-order DD-GPCE\(^d\) | 7.2439\(^b\)               | 2.4992 \times 10^{-2}      | 327                           |
| 2nd-order regular GPCE\(^e\)     | 7.2435\(^b\)               | 2.5049 \times 10^{-2}      | 2,109                         |
| crude MCS                        | 7.2448\(^f\)               | −                           | 10,000                        |
| Case 2 (\(\beta = 0.99\))       |                             |                             |                               |
| 1st-order regular GPCE\(^a\)     | 7.3642\(^b\)               | 8.7960 \times 10^{-3}      | 111                           |
| Univariate, 2nd-order DD-GPCE\(^c\) | 7.4233\(^b\)               | 8.5367 \times 10^{-4}      | 219                           |
| Univariate, 3rd-order DD-GPCE\(^d\) | 7.4276\(^b\)               | 2.7018 \times 10^{-4}      | 327                           |
| 2nd-order regular GPCE\(^e\)     | 7.4251\(^b\)               | 6.0558 \times 10^{-4}      | 2,109                         |
| crude MCS                        | 7.4296\(^f\)               | −                           | 10,000                        |

\(^a\)The first-order (\(m = 1\)) regular GPCE is the same as the univariate (\(S = 1\)), first-order (\(m = 1\)) DD-GPCE.

\(^b\)The CVaR estimate is averaged over 20 trials.

\(^c\)The truncation parameters are \(S = 1\) and \(m = 2\).

\(^d\)The truncation parameters are \(S = 1\) and \(m = 3\).

\(^e\)The second-order (\(m = 2\)) regular GPCE is the same as the bivariate (\(S = 2\)), second-order (\(m = 2\)) DD-GPCE.

\(^f\)The CVaR estimate is computed by crude MCS in one trial.

determine \(\text{VaR}_\beta[y_\ell(X)]\) and \(\text{CVaR}_\beta[y_\ell(X)]\), \(\ell = 1, 2\), for two different quantile levels: \(\beta = 0.95\) (Case 1) and \(\beta = 0.99\) (Case 2). We consider two separate output quantities of interest, namely

\[
\begin{align*}
  y_1(X) &= \max\{ |u_1(X)|, \ldots, |u_{12}(X)|, |v_1(X)|, \ldots, |v_{12}(X)| \}, \\
  y_2(X) &= \max\{ |\sigma_1(X)|, \ldots, |\sigma_{36}(X)| \}.
\end{align*}
\]

Here, \(|u_i|\) and \(|v_i|\) are the absolute values of horizontal and vertical displacements, respectively, at the \(i\)th nodal point for \(i = 1–12\) and \(|\sigma_i|\) is the absolute of axial stress of the \(i\)th bar for \(i = 1–36\). These quantities are determined via the spatially three-dimensional FEA for the linear elastic truss structure, which is implemented in Matlab with truss elements. The two cases of \(\beta\) are shown to demonstrate the robustness of the DD-GPCE method for CVaR estimation with different risk levels.

5.1.2 Results

Table 1 summarizes the sampling-based solution CVaR of \(y_1(X)\) and \(y_2(X)\) in Cases 1 and 2, including the requisite numbers of FEA by the regular GPCE and DD-GPCE methods. For comparison between the two methods, we also provide benchmark solutions in the form of crude MCS with 10,000 FEA as tabulated in the eighth and first rows from the bottom in Table 1 in Cases 1 and 2, respectively. The regular DD-GPCE and univariate DD-GPCE methods presented in Table 1 yield estimates of CVaR of \(y_1\) and \(y_2\) that are very close to the crude MCS. Indeed, the range of their maximum value of MRD over 20 trials is from 2.95% to 3.81% for the outputs of interest \(y_1\) and \(y_2\) for two cases of \(\beta\). As expected, the first-order (\(m = 1\)) regular GPCE approximations of \(y_1\) and \(y_2\) in both Cases 1 and 2 all show relatively lower precision than the other methods. Observe that employing a second-order (\(m = 2\)) regular GPCE approximation results in more precise CVaR estimates but the required FEA solves increase exponentially from 111 (\(m = 1\)) to 2,109 (\(m = 2\)). Therefore, for this high-dimensional (\(N = 36\)) problem, the regular GPCE’s curse of dimensionality becomes apparent. On the other hand, the univariate (\(S = 1\)) DD-GPCE approximations demand only 219–327 FEA evaluations as the degree \(m\) increases from two to three; meanwhile, the accuracy of these solutions is better than those of the first-order (\(m = 1\)) regular GPCE approximations. In particular, for \(y_1\), the CVaR solutions by all univariate (\(S = 1\)) DD-GPCE’s are almost identical to those by the second-order (\(m = 2\)) regular GPCE, but the DD-GPCE-based solutions provide a 5–10× cost savings compared to the second-order
(m = 2) regular GPCE. This illustrates the benefits of the proposed DD-GPCE method over the regular GPCE method in terms of computational efficiency for CVaR estimation with relatively high-dimensional dependent random input variables.

5.2 Example 2: A glass/vinylester composite plate

The second example focuses on an additional computational challenge, namely a nonlinear quasi-static FEA with a high number of internal states, where surrogate modeling is required to make the problem trackable. Therefore, the proposed bi-fidelity method from Sect. 4 is demonstrated. The number of dependent input random variables is moderate to high at \( N = 28 \).

5.2.1 Problem description

Consider a two-dimensional square plate with spatial domain \( D = (25 \text{ mm} \times 25 \text{ mm}) \), including a circular hole of radius \( r = 1.25 \text{ mm} \) in the center. Due to symmetry, we consider only a quarter of the plate, resulting in the domain \( \overline{D} = (12.5 \text{ mm} \times 12.5 \text{ mm}) \), as shown in Fig. 2a. Figure 2b shows that the glass/vinylester laminate (Fiberite/HyE 9082Af) is composed of 19 stacking sequences \([0/90_8/0/90_8/0]\), where ‘0’ indicates a ply having fibers in \( x_1 \) direction and \( 90_8 \) indicates that eight plies have fibers in \( x_2 \) direction. The plate is subjected to a uniaxial tensile displacement loading \( U \) that acts on the entire right-side edge. The geometry of the composite plate was initially studied by Moure et al. (2014).

The local directions are \( x_1 \), \( x_2 \), and \( x_3 \), and we define \( E_i \), \( v_i \), and \( G_{ij} \) to be Young’s modulus, Poisson’s ratio, and shear modulus of the plies in the corresponding local directions for \( i, j = 1, 2, 3 \). Also, let \( S_{ti}, S_{ci}, \) and \( S_{sij} \) be tensile, compressive, and shear strengths of the plies. The measured material properties and ply thicknesses of the laminate vary, and we therefore model them as \( N = 28 \) random variables, as presented in Table 2. The 19 random variables that model the ply thickness are modeled as correlated via a multivariate lognormal distribution with a correlation coefficient of 0.5. The remaining 9 random variables are modeled as independent and distributed uniformly.

5.2.2 Hashin damage criterion

To perform a quasi-static damage analysis of the fiber-reinforced composite laminate we choose the Hashin damage model. This captures the nonlinear behavior of the composite material during failure progression, which in turn allows for a detailed description of the failure mechanisms. The damage model includes a damage initiation criterion that
Table 2 Statistical properties of constituents in Fiberite/HyE 9082Af

| Random variable | Property | Mean     | COV (%) | Lower boundary | Upper boundary | Probability distribution |
|-----------------|----------|----------|---------|----------------|----------------|--------------------------|
| $X_1$           | $E_1$ (MPa) | 44,700   | 11.55   | 35,760         | 53,640         | Uniform                  |
| $X_2$           | $E_2$ (MPa) | 12,700   | 11.55   | 10,160         | 15,240         | Uniform                  |
| $X_3$           | $v_{12}$  | 0.297    | 11.55   | 0.238          | 0.356          | Uniform                  |
| $X_4$           | $G_{12}$ (MPa) | 5800    | 11.55   | 4,640          | 6,960          | Uniform                  |
| $X_5$           | $S_{11}$ (MPa) | 1020    | 11.55   | 816            | 1,224          | Uniform                  |
| $X_6$           | $S_{22}$ (MPa) | 40      | 11.55   | 32             | 48             | Uniform                  |
| $X_7$           | $S_{12}$ (MPa) | 620     | 11.55   | 496            | 744            | Uniform                  |
| $X_8$           | $S_{21}$ (MPa) | 140     | 11.55   | 126            | 168            | Uniform                  |
| $X_9$           | $S^0_{12}$ (MPa) | 60      | 11.55   | 48             | 72             | Uniform                  |
| $X_{10}^a X_{28}^b$ | Thicknesses | 0.144    | 6       | 0              | ∞              | Multivariate             |

$^a$Correlation coefficients among $X_{10}^a-X_{28}^b$ are 0.5.

$^b$ $S_{12} = S_{21}$

takes into account four possible failure modes (Duarte et al. 2017): (1) fiber breakage in tension ($F_f^t$), (2) fiber buckling in compression ($F_f^c$), (3) matrix cracking in tension ($F_m^t$), and (4) matrix crushing in compression ($F_m^c$). A fiber-reinforced composite is considered damaged if

$$F_f^t = \left( \frac{\sigma_{11}}{S_{11}} \right)^2 + \alpha \left( \frac{\sigma_{12}}{S_{12}} \right)^2 \geq 1.0 \quad \text{and} \quad \sigma_{11} \geq 0, \quad (25)$$

$$F_f^c = \left( \frac{\sigma_{11}}{S_{11}} \right)^2 \geq 1.0 \quad \text{and} \quad \sigma_{11} < 0,$$

$$F_m^t = \left( \frac{\sigma_{22}}{S_{22}} \right)^2 + \left( \frac{\sigma_{12}}{S_{12}} \right)^2 \geq 1.0 \quad \text{and} \quad \sigma_{22} \geq 0,$$

and

$$F_m^c = \left( \frac{\sigma_{22}}{2S_{22}} \right)^2 + \left[ \left( \frac{S_{22}}{2S_{22}} \right)^2 - 1 \right] \left( \frac{\sigma_{22}}{S_{22}} \right)^2 + \left( \frac{\sigma_{12}}{S_{12}} \right)^2 \geq 1.0 \quad \text{and} \quad \sigma_{22} \geq 0,$$

where $\sigma_{11}$ and $\sigma_{22}$ are the principal stresses in the $x_1$ and $x_2$ directions, respectively, and $\sigma_{12}$ is the shear stress in the $x_1-x_2$ plane. Also, the coefficient $\alpha \in [0,1]$ in (25) accounts for the contribution of the shear stress $\sigma_{12}$ to the fiber breakage, and set as $\alpha = 1$ in this work. We employ the Hashin criterion together with the progressive damage model; both are built-in functions in ABAQUS/Explicit, version 6.14-2.

5.2.3 Output of interest

The ultimate tensile load is chosen as the output quantity of interest. Figure 3 describes the resultant load versus applied displacement curve of the composite laminate. As the applied displacement at the right edge increases in the range of 0–0.04 mm, the resulting load almost linearly increases, which we label as regime ‘A’ in the figure. However, after the displacement reaches 0.04 mm, the rate of change of the resulting load over the displacement decreases, which we indicate as regime ‘B’ in the figure. This is because the matrix or fiber starts to be degraded as a part of them exceeds the Hashin damage criteria. Thereafter, it reaches a peak value until it drops dramatically. This indicates complete fracture, labeled as regime ‘C’. Indeed, Figure 3b supports the above description of the damage at three marks in Fig. 3a. In regime A, the stress concentration appears at the top of the hole, and the stress is further advanced in regime B. Finally, complete damage occurs, fracturing the composite laminate in the $x_3$ direction from the top of the circular hole and losing the stress distribution at C, as shown in Fig. 3b.

Additionally, to confirm the accuracy of the Hashin damage model, we compare the ultimate tensile load (130.45 MPa) by the numerical model for the T300/1034-C laminate with stacking sequence $[0\,\pm (40/90)/0\,\pm (40/90)]$ reported in the literature (Tan 1991). The relative error between experiment and simulation is only 3%.

5.2.4 High-fidelity and low-fidelity models

To evaluate the bi-fidelity method presented in Sect. 4, the high and low-fidelity outputs were obtained by FEA as follows: the high-fidelity output is computed from a fine mesh model with 3887 elements, and the lower-fidelity model from a coarse mesh with only 441 elements, as presented in Fig. 4a and b, respectively. The element types were chosen as S4R, a 4-node, quadrilateral, stress/
displacement shell element with reduced integration, built-in ABAQUS/Explicit, version 6.14-2. Therefore, the total number of degrees of freedom for the high-fidelity and lower-fidelity models are 24,084 and 2910, respectively. The global mesh size (0.2 mm) of the high-fidelity model was determined on the basis of a convergence study, i.e., refining the mesh size globally until the output quantity of interest becomes converged. On the other hand, we determined the low-fidelity model by selecting a larger global mesh size (0.6 mm), where the selected low-fidelity model

---

**Fig. 3** FEA results for the glass/vinylester composite plate: The ultimate tensile load in the load–displacement curve a is recorded as the output of interest. Part b shows von-Mises stress contour obtained in regimes A, B, and C of the load–displacement curve, indicating that the stress concentration occurred at the top of circular hole advances in the regime A to B before a fracture occurs in the regime C.

**Fig. 4** The finite element mesh of the glass/vinylester composite plate: The fine mesh in a comprising 3887 elements is used to generate high-fidelity output data, while the coarse mesh in b comprising 441 elements is used to generate lower-fidelity output data.
must be able to capture an ultimate tensile load induced by damage (see Fig. 3) at given loading and boundary conditions. Alternatively, the coarse mesh size could be determined in a way that satisfies a given computational budget $c_T$ (23), while still maintaining that the solution is physical and realistic. Optimal load management in the spirit of (Peherstorfer et al. 2016) for the surrogate model may also be adapted to CVaR computations.

### 5.2.5 Results

Table 3 summarizes the CVaR estimates obtained from univariate ($S = 1$) third-order ($m = 3$) DD-GPCE and second-order ($m = 2$) regular GPCE (which is equivalent to the bivariate ($S = 2$) second-order ($m = 2$) DD-GPCE) approximations. Each DD-GPCE, as its three distinct versions, uses (i) the high-fidelity model, (ii) the lower-fidelity model, and (iii) the bi-fidelity approximation based on Fourier-polynomial expansions, as presented in Sect. 4.2. Compared to the standard MCS with 10,000 high-fidelity model evaluations (first row from the bottom of Table 3), the univariate ($S = 1$) DD-GPCE-based CVaR estimates using the high-fidelity model yield 0.743% in MRD. Notably, through proper pruning of basis functions, the univariate ($S = 1$) DD-GPCE-based CVaR estimate requires only 340 FEA (high-fidelity) solutions, leading to a speedup of 29.4× compared to the 859.8 hours of CPU time required for the standard MCS. However, even that CPU time of 29.2 hours for the univariate ($S = 1$) DD-GPCE-based CVaR estimate via the high-fidelity model can still be computationally expensive when users want rapid turnaround in the design processes or when used for optimization problems. We also report the univariate ($S = 1$) DD-GPCE solution when only the lower-fidelity model is used. This requires a CPU time of 6.8 hours, almost one-fifth of those 29.3 hours required by the high-fidelity output but yields 10.015% in MRD. Thus, the univariate ($S = 1$) DD-GPCE employing only the lower-fidelity output model yields an inaccurate or biased CVaR estimate, so it is of limited use.

To achieve almost the accuracy of the high-fidelity CVaR solution but with the efficiency of the lower-fidelity version, we proposed and tested the proposed bi-fidelity method based on Fourier-polynomial expansion. Indeed, as reported in the eleventh through thirteenth rows from the

### Table 3

| Methods | Ultimate tensile load (N) | Number of FEA in a single trial | CPU time in a single trial (h) |
|---------|---------------------------|---------------------------------|-----------------------------|
| Univariate ($S = 1$), third-order ($m = 3$) DD-GPCE | | | |
| High-fidelity output | 5540.6511$^{(d)}$ | $7.4339 \times 10^{-3}$ | 340 | 29.3 |
| Low-fidelity output | 6141.2138$^{(d)}$ | $1.0015 \times 10^{-1}$ | 340 | 6.8 |
| Bi-fidelity approximation | | | |
| First-order ($\tilde{m} = 1$) Fourier-polynomial expansion | 5437.7325$^{(d)}$ | $2.7375 \times 10^{-2}$ | 16 | 8.1 |
| Second-order ($\tilde{m} = 2$) Fourier-polynomial expansion | 5451.5180$^{(d)}$ | $2.9232 \times 10^{-2}$ | 24 | 8.8 |
| Third-order ($\tilde{m} = 3$) Fourier-polynomial expansion | 5488.0055$^{(d)}$ | $2.1806 \times 10^{-2}$ | 32 | 9.5 |
| Second-order ($m = 2$) regular GPCE (equivalent to bivariate ($S = 2$), second-order ($m = 2$) DD-GPCE) | | | |
| High-fidelity output | 5576.9167$^{(d)}$ | $9.5682 \times 10^{-4}$ | 1740 | 151.6 |
| Low-fidelity output | 6157.3941$^{(d)}$ | $1.0305 \times 10^{-1}$ | 1740 | 36.1 |
| Bi-fidelity approximation | | | |
| First-order ($\tilde{m} = 1$) Fourier-polynomial expansion | 5463.5153$^{(d)}$ | $2.7798 \times 10^{-2}$ | 16 | 37.5 |
| Second-order ($\tilde{m} = 2$) Fourier-polynomial expansion | 5442.6036$^{(d)}$ | $3.7529 \times 10^{-2}$ | 24 | 38.2 |
| Third-order ($\tilde{m} = 3$) Fourier-polynomial expansion | 5472.6904$^{(d)}$ | $2.7351 \times 10^{-2}$ | 32 | 38.9 |
| crude MCS | 5582.1484$^{(d)}$ | – | 10,000 | 859.8 |

*a*The high-fidelity output is obtained by the fine mesh model in Figure 4a.

*b*The lower-fidelity output is obtained by the coarse mesh model in Figure 4b.

*c*The CPU time is the sum of the CPU time spent executing Algorithm 2 including the number of FEA× FEA computation time in a single trial. The FEA computation time is averaged over five simulations.

*d*The CVaR estimate is averaged over $K = 20$ trials.

*e*The CVaR estimate is computed by crude MCS in one trial
bottom of the Table 3, all CVaR estimates via the bi-fidelity method are very close to the benchmark CVaR estimate via the crude MCS. As the degree (\( \hat{m} \)) increases, the precision of the respective CVaR solution increases from 2.738 to 2.181% in MRD, but it shows some fluctuation at the case of \( \hat{m} = 2 \) due to a random sampling effect. The respective average CVaR solution (the eleventh through thirteenth rows from the bottom in the second column of Table 3) monotonically approaches the benchmark value.

Remarkably, a 2.738% in MRD can be achieved while needing 8.0 hours in CPU time, which is only marginally higher than the 6.7 hours demanded by the low-fidelity version but provides an almost five-fold improvement in accuracy. Moreover, that third-order (\( \hat{m} = 3 \)) bi-fidelity approximation yields the precision of 2.181% in MRD by requiring only an additional 32 high-fidelity FEA alongside many lower-fidelity evaluations. This situation is typical for multi-fidelity UQ methods, where the bulk of the computations are done by lower-fidelity approximations, yet a few high-fidelity solutions provide a significant boost of overall accuracy (and other benefits, see Peherstorfer et al. (2018)). Moreover, the second-order (\( m = 2 \)) regular GPCE (equivalent to the bivariate (\( S = 2 \)) second-order (\( m = 2 \)) DD-GPCE) approximations provide similar results compared to the univariate (\( S = 1 \)) third-order (\( m = 3 \)) version, as presented in the third through eighth rows of Table 3. In other words, while the bivariate (\( S = 2 \)) DD-GPCE-based CVaR estimate using the high-fidelity model is the most accurate, showing 0.096% in MRD, its counterpart using the low-fidelity model yields the lowest accurate solution (10.31% in MRD). However, the requisite number (1740) of FEA by the bivariate (\( S = 2 \)), second-order (\( m = 2 \)) DD-GPCE is more than five times of those (340) by its univariate (\( S = 1 \)), third-order (\( m = 3 \)) version. As a result, the bivariate DD-GPCE based solution using the high-fidelity model demands almost 151.6 h in CPU time in each trial which is also more than five times expensive than one (29.3 hours) by the univariate version using the high-fidelity model.

To reduce the 151.6 h CPU time to the level (36.1 h) of the low-fidelity version but obtain a more precise CVaR solution than the low-fidelity based solution (10.3% in MRD), we employ the bi-fidelity method. While using first-order (\( \hat{m} = 1 \)) through third-order (\( \hat{m} = 3 \)) approximations of the bi-fidelity method, we obtained more accurate CVaR solutions (2.7% to 3.7% in MRD) than the low-fidelity based solution (10.31% in MRD). Consequently, this result proves that the bi-fidelity method can be effective and robust to the case of bivariate (\( S = 2 \)) DD-GPCE or regular GPCE approximations.

We note that the CPU times (37.5–38.9 h) by the bivariate (\( S = 2 \)), second-order (\( m = 2 \)) DD-GPCE using the bi-fidelity approximations are higher than those (29.3 h) by the univariate (\( S = 1 \)), third-order (\( m = 3 \)) DD-GPCE using high-fidelity model. However, the accuracy of the former with bi-fidelity approximations is less than the latter with the high-fidelity model. This result indicates that when a higher value of \( S \) or \( m \) is chosen than needed to satisfy the user-defined threshold, the efficiency gains diminish for high-dimensional inputs. This is due to rapidly growing number \( L_{N,S,m} \) of the coefficients or basis functions as \( S \) or \( m \) increases. Having said this, the bi-fidelity method improves the accuracy of the CVaR solution significantly (from 10 to 2–3% in MRD) while only requiring slightly more CPU resources (3.9–7.8%) than the low-fidelity version. These results demonstrate both the robustness of the bi-fidelity method and the power of the DD-GPCE to improve its efficiency by truncating the basis functions in a dimension-wise manner using \( S \).

Figure 5 shows the estimated CDFs of the ultimate tensile load by three distinct versions of the univariate (\( S = 1 \)), third-order (\( m = 3 \)) DD-GPCE approximations, i.e., via high- and low-fidelity output data and also via the bi-fidelity approximation. For each of these distinct methods, a single trial CDF estimate was chosen among the CDF estimates from \( K = 20 \) trials. For reference, we also show the crude MCS obtained from 10,000 high-fidelity FEA simulations. When the DD-GPCE approximation is computed by the high-fidelity output data of size 340, its CDF is almost identical to the CDF of the crude MCS. On the other hand, the DD-GPCE (of size 340) with only the low-fidelity output produces a CDF that would make an engineer deduce that the composite can withstand much higher tensile loads, which is not true. This can have detrimental effects in engineering practice. In contrast, the proposed DD-GPCE methods in conjunction with the bi-fidelity approximation provide CDF estimates that are very close to those by the crude MCS but require only 16–32 high-fidelity FEA evaluations paired with 340 low-fidelity FEA. Specifically, as the degree \( \hat{m} \) of the Fourier-polynomial expansion increases, the respective CDF estimates approach those by the high-fidelity version or the crude MCS very closely. This demonstrates the ability of the proposed bi-fidelity method to accurately estimate CDFs as well.

### 6 Conclusion and future direction

We presented a novel bi-fidelity method for efficient CVaR estimation of complex nonlinear systems subject to arbitrary and high-dimensional dependent random input variables. The new method entails (1) the DD-GPCE approximation of a stochastic output function with high-dimensional dependent inputs, (2) an innovative method employing Fourier-polynomial expansions of a mapping between the stochastic lower-fidelity and high-fidelity output data for
efficiently calculating the DD-GPCE, and (3) a standard sampling-based CVaR estimation integrated with the DD-GPCE. The proposed bi-fidelity method uses measure-consistent orthonormal polynomials in the random variable of the low-fidelity output to approximate the high-fidelity output, thus achieving a nearly exponential convergence rate for the output data. The strength of the bi-fidelity approach is that it only requires a handful of high-fidelity output evaluations to augment the (many) lower-fidelity evaluations. When equipped with high-order ($\bar{m}$) basis functions, the Fourier-polynomial expansions can achieve more accurate high-fidelity output approximations. The numerical results for the truss structure with $N=36$ (dependent) random variables showed that CVaR estimation is possible by combining sampling-based CVaR estimation with DD-GPCE approximations. The example demonstrates that DD-GPCE via a dimension-wise reconstruction of the GPCE basis functions can alleviate the curse of dimensionality over the regular GPCE when a high-dimensional problem is addressed. Finally, the power of the proposed bi-fidelity method to achieve nearly the accuracy of the high-fidelity CVaR solution with the efficiency of the low-fidelity version was demonstrated by solving the glass/vinylester laminate problem involving 28 (mostly dependent) input random variables.

The DD-GPCE surrogate can be somewhat limited in terms of accuracy when high-variate interaction effects among input variables are not negligible to the output quantity of interest (i.e., those terms in the PCE cannot be pruned). While the proposed bi-fidelity method uses Fourier-polynomial expansions to approximate the high-fidelity output, it is agnostic to the surrogate model structure. Therefore, in cases where high-variate interactions are relevant, one may need to use and/or develop new surrogate modeling techniques to approximate the output. A potential for improvement of the proposed method is related to the selection of the truncation parameters, e.g., $S$ and $m$ for DD-GPCE or $\bar{m}$ for Fourier-polynomial expansion. Instead of choosing the truncation parameters arbitrarily, one may exploit an adaptive version of DD-GPCE or Fourier-polynomial expansion, where a truncated set of basis is chosen optimally based on a specified error tolerated by the resulting approximation. Moreover, while the bi-fidelity method in this work was mainly used to estimate the value at-risk and

![Fig. 5 Cumulative distribution function of the ultimate tensile load in the glass/vinylester composite plate: High-fidelity (HF) and low-fidelity (LF) output and three bi-fidelity approximations are used for univariate, 3rd-order DD-GPCE approximations. The calculated DD-GPCE approximations are resampled 10,000 times to estimate the CDFs.](image-url)
the conditional value-at-risk, it can be extended to a more general class of uncertainty quantification problems, such as second-moment or reliability analysis.

Appendix: Three step process to construct measure-consistent orthonormal polynomials

This appendix summarizes a process to generate the multi-variate orthonormal polynomial basis of GPCE in Sect. 2.3. The orthonormal polynomial functions are consistent with an arbitrary, non-product-type probability measure \( f_X(x) \) of \( X \) and determined by the following three steps.

1. Given \( m \in \mathbb{N}_0 \), create an \( L_{N,m} \)-dimensional column vector
   \[
   M_m(x) = (x_1^{(f)} , \ldots , x_{N}^{(f)})^\top,
   \]
   of monomials whose elements are the monomials \( x_j \) for \( |j| \leq m \) arranged in the aforementioned order. It is referred to as the monomial vector in \( x = (x_1, \ldots , x_N)^\top \) of degree at most \( m \).

2. Construct an \( L_{N,m} \times L_{N,m} \) monomial moment matrix of \( M_m(x) \), defined as
   \[
   G_m := E[M_m(X)M_m^\top(X)] = \int_{\mathcal{X}} M_m(x)M_m^\top(x)f_X(x)dx.
   \]
   For an arbitrary PDF \( f_X(x) \), \( G_m \) cannot be determined exactly, but it can be estimated with good accuracy by numerical integration and/or sampling methods (Lee and Rahman 2020).

3. Select the \( L_{N,m} \times L_{N,m} \) whitening matrix \( W_m \) from the Cholesky decomposition of the monomial moment matrix \( G_m \) (Rahman 2018), leading to
   \[
   W_m^{-1}W_m^\top = G_m.
   \]
   Then employ the whitening transformation to generate multivariate orthonormal polynomials from
   \[
   \Psi_m(x) = W_mM_m(x).
   \]
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