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Abstract

Modelling disease progression of iron deficiency anaemia (IDA) following oral iron supplement prescriptions is a prerequisite for evaluating the cost-effectiveness of oral iron supplements. Electronic health records (EHRs) from the Clinical Practice Research Datalink (CPRD) provide rich longitudinal data on IDA disease progression in patients registered with 663 General Practitioner (GP) practices in the UK, but they also create challenges in statistical analyses. First, the CPRD data are clustered at multi-levels (i.e., GP practices and patients), but their large volume makes it computationally difficult to implement estimation of standard random effects models for multi-level data. Second, observation times in the CPRD data are irregular and could be informative about the disease progression. For example, shorter/longer gap times between GP visits could be associated with deteriorating/improving IDA. Existing methods to address informative observation times are mostly based on complex joint models, which adds more computational burden. To tackle these challenges, we develop a computationally efficient approach to modelling disease progression with EHRs data while accounting for variability at multi-level clusters and informative observation times. We apply the proposed method to the CPRD data to investigate IDA improvement and treatment intolerance following oral iron prescriptions in primary care of the UK.
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1 Introduction

Iron deficiency affects 24% of adolescent girls and 12% of pre-menopausal women in the UK, and anaemia prevalence in these populations is nearly 10% (Public Health England, 2018). Oral iron is generally the first-line treatment for iron deficiency anaemia (IDA). However, currently prescribed oral iron supplements in the UK can be poorly tolerated (Tolkien et al., 2015), which affects their adherence (Saha et al., 2007; Lindgren et al., 2009; Souza et al., 2009; Zaim et al., 2011; Tolkien et al., 2015) and can generate further costs to the National Health Service (NHS) due to associated adverse effects (e.g., gastrointestinal symptoms). Therefore, it is of marked interests to evaluate the cost-effectiveness of existing oral iron supplements and inform decisions regarding developments of new oral irons with reduced adverse effects or switching to alternative intravenous strategies. As a prerequisite, it is necessary to investigate IDA disease progression (i.e., IDA improvement and treatment intolerance) following oral iron prescriptions, ideally using primary care data of the UK, e.g., from the Clinical Practice Research Datalink (CPRD).

The CPRD provides longitudinal electronic health records (EHRs) from patients registered with 663 General Practitioner (GP) practices in the UK, which are invaluable to address questions on IDA disease progression. However, there are two challenges in analyzing the CPRD data for IDA. First, the CPRD data are clustered at multi-levels (i.e., GP practices and patients), but their large volume makes it computationally difficult to implement estimation of standard random effects models for multi-level data (Rabe-Hesketh and Skrondal, 2006). In our exploratory analyses of the CPRD data for IDA, off-the-shelf statistical software cannot achieve the computation for non-linear random effect models at large scale (323,718 observations from 120,892 patients) in a timely fashion (see details in Section 2). As a result, it is necessary to develop a computationally efficient approach to analyzing the CPRD data for IDA while accounting for variability at multi-level clusters.
Second, observation times in the CPRD data are irregular and could be informative for IDA disease progression. Specifically, because the CPRD data were collected when patients visited GP practices, the follow-up lengths and visiting times varied considerably across patients. When visits were initiated by patients due to IDA symptoms, shorter gap times between GP visits could be associated with deteriorating IDA. Similarly, patients with improved haemoglobin levels after oral iron prescriptions might be less motivated to come back to GP practices for a haemoglobin blood test, which leads to the association between longer gap times and IDA improvement. In Section 2, we provide more details about this phenomenon in the IDA context. In general, selection bias from irregular and possibly informative observation times is a common problem in routinely collected data such as EHRs data or data from clinic-based studies (Pullenayegum and Lim, 2016). In order to provide valid inference about longitudinal outcome processes (e.g., IDA disease progression in our case) using routinely collected data, it is necessary to handle informative observation times. However, existing methods to address informative observation times are mostly based on complex joint models (Sun et al., 2007), which adds more computational burden to the analyses of the CPRD data. In Section 3, we provide a brief review of existing methods on this topic.

Motivated by these challenges from the CPRD data for IDA, in this paper we develop a computationally efficient approach to modelling disease progression with multi-level EHRs data and informative observation times. Specifically, we propose a discrete-time Markov model with multinomial logistic regressions to estimate transition probabilities between disease states that characterize the disease progression process. To account for informative observation times and other features of the visiting process as in the IDA example, we use regressions to directly adjust for variables such as the treatment sequence within patients, the time in follow-up during a course of treatment and the gap time between assessment visits.
within a course of treatment. This avoids building complex joint models for the disease progression and the visiting processes, which are difficult to implement given the large volume of EHRs data. For computational efficiency, point estimation of the model parameters is based on composite likelihood without random effects (Varin et al., 2011), while bootstrap-based methods, including the computationally efficient ‘estimating function bootstrap’ (EFB) (Hu and Kalbfleisch, 2000; Roberts et al., 2009), are adapted to provide confidence intervals that take into account variability at multi-level clusters. Simulations in Section 6 show that the EFB performs equally well as the nonparametric bootstrap in settings similar to the CPRD data.

The rest of the paper is organized as follows. In Section 2, we introduce the CPRD data and provide details of the challenges arising from them. A review of related methods for irregular longitudinal data and informative observation times is provided in Section 3. In Section 4 we describe the proposed methodology. In Section 5, we apply our methods to the CPRD data and examine the associations of covariates with IDA improvement and treatment intolerance in primary care of the UK. A simulation study for evaluating the performance of the bootstrap methods used in the CPRD analysis is presented in Section 6. Finally, we conclude with a discussion in Section 7.

2 The CPRD data

The CPRD is a governmental, not-for-profit research service in the UK to provide anonymised primary care data for public health research. Established in 1987 and currently representing almost 10% of the UK population, it is one of the largest databases of longitudinal medical records from primary care in the world (Herrett et al., 2015). The CPRD provides the computerised medical records maintained by GPs in the UK. GPs play a key role in the NHS, as they are responsible for primary health care and specialist referrals. Thus data recorded in the CPRD include demographic information, prescription details, clin-
ical events, preventative care provided, specialist referrals, hospital admissions and major outcomes. This collection of clinical information is further complemented through secure anonymised linkage to secondary care databases, such as hospital events from the Hospital Episode Statistics (HES).

In this paper, we focus on longitudinal data extracted from the CPRD for pre-menopausal women prescribed with ferrous iron salts between January 2000 and October 2014. These CPRD data are further linked with the hospital records from the HES. In total, our study population consists of 120,892 women aged 18-45 years (i.e., typically pre-menopausal) who had at least one prescription of one ferrous iron salt (i.e., sulphate, fumarate and gluconate) and at least one follow-up assessment since the prescription from 663 GP practices during the study period (2000-2014). The aim is to investigate IDA improvement and treatment intolerance (e.g., hospital referral) following the prescription of an iron salt, and to examine associated covariate factors (e.g., iron salt type and iron dose).

Specifically, four disease states based on information available from the CPRD and HES are defined: no improvement of haemoglobin (State 1); improvement of haemoglobin (State 2); hospital referral (State 3); anaemia resolved (State 4). Table 1 presents the observed transition matrix for the four disease states at assessment visits within the courses of treatment, aggregated over all patients. A course of treatment is defined by a new prescription of oral iron distinct from the immediate previous oral iron prescription (by type or by iron dose) or a prescription of the same oral iron as before but with the new prescription date more than 2 months from last prescription date. Here we summarize the transitions within the follow-up of a specific course of treatment because some patients had long gaps between two courses of treatment possibly due to relapse after a long period of time since improvement of haemoglobin in their previous courses of treatment. Note that State 4 is an absorbing state and no follow-up continued after entering this state.
Table 1: Observed transition matrix for the IDA disease states in the CPRD data. State 1: no improvement of haemoglobin; State 2: improvement of haemoglobin; State 3: hospital referral; State 4: anaemia resolved.

| from State | 1   | 2   | 3   | 4   |
|------------|-----|-----|-----|-----|
| 1          | 122624 | 62905 | 36184 | 32623 |
| 2          | 6350   | 21272 | 5614  | 5826  |
| 3          | 7059   | 6434  | 14379 | 2448  |

The covariate factors of interest for anaemia improvement and treatment intolerance include compound classes of iron salts, daily iron doses in the iron salts and socio-economic deprivation level of the region where the patient resided, measured by the quintiles of the 2010 English Index of Multiple Deprivation for England (IMD2010: 1=least deprived, ..., 5=most deprived). Table 2 presents the percentages of iron salt compound classes among the total 196,654 courses of treatment and the distribution of IMD2010 deprivation index for the 120,892 patients. The oral ferrous iron prescribed in primary care of the UK could be categorized into 4 classes, namely, ferrous fumarate (Class 1), ferrous gluconate (Class 2), ferrous sulphate (Class 3) and ferrous sulphate modified-release (Class 4). As such, the vast majority of the oral iron prescriptions in the UK are either ferrous fumarate or ferrous

Table 2: Summary of covariate distributions in the CPRD data

| Number of patients | 120,892 |
|--------------------|---------|
| Number of courses of treatment | 196,654 |
| Compound class of iron salts (%) | |
| Class 1: ferrous fumarate | 83671 (42.5) |
| Class 2: ferrous gluconate | 9451 (4.8) |
| Class 3: ferrous sulphate | 97726 (49.7) |
| Class 4: ferrous sulphate modified-release | 5806 (3) |
| IMD2010 of the CPRD patients (%) | |
| 1st quintile: least deprived | 14019 (11.6) |
| 2nd quintile | 14025 (11.6) |
| 3rd quintile | 14377 (11.9) |
| 4th quintile | 16540 (13.7) |
| 5th quintile: most deprived | 16519 (13.7) |
| NA | 45412 (37.6) |
sulphate (Table 2). In the analysis presented in Section 5, we will focus on the comparison between ferrous fumarate (Class 1) and ferrous sulphate (Class 3), due to small sample sizes and different ranges of iron dose for ferrous gluconate (Class 2) and ferrous sulphate modified-release (Class 4) (see Figure 1 in the Supplementary Materials). We provide further details about covariates in the CPRD data in Section 1 of the Supplementary Materials.

In total, our data contain 323,718 assessments from 120,892 patients at 663 GP practices who had at least one follow-up assessment (either for a haemoglobin blood test or hospital referral) since the course of treatment started (i.e., when oral iron was prescribed) and whose disease states can be ascertained at these assessments. As mentioned in Section 1, it is difficult to fit standard random effect models to multi-level data at such large scale in a timely manner. In addition, the CPRD data are highly unbalanced with differential follow-up lengths and visiting times across patients. The number of patients by GP practices is highly varied, as shown in Figure 1 (a). Within patients, there are differential numbers of courses of treatment during the study period. Figure 1 (b) shows that the number of courses of treatment within patients is highly varied as well, with the majority of patients having fewer than 4 courses of treatment in the study period. Moreover, there are a lot of variations in the lengths of follow-up and the gap times between consecutive assessments within courses of treatment, as shown in Figure 1 (c) and (d), respectively.

In addition to the concern about informative observation times discussed in Section 1, other features of the visiting process in the CPRD data, such as the number of courses of treatment and follow-up lengths within courses of treatment, could also be associated with the IDA disease progression process. Specifically, some patients were prescribed with different classes of oral iron primarily due to ineffectiveness of or intolerance to previous oral iron class. As a result, disease progression (i.e., IDA improvement and treatment intolerance) at later courses of treatment could be quite different from that at earlier courses of treatment.
Figure 1: Observation patterns in the CPRD data: (a) number of patients per GP practice; (b) number of courses of treatment per individual patient; (c) length of follow-up (in months) per course of treatment; (d) gap times (in months) between consecutive assessments within courses of treatment.
Similarly, disease progression within a specific course of treatment can be time-dependent. We will address these issues in the proposed approach presented in Section 4.

3 Related work: methods for irregular longitudinal data

Before introducing our proposed approach in Section 4, we briefly review the literature for irregular longitudinal data, which is relevant to the ‘informative observation times’ problem in the CPRD data.

In long-term follow-up studies, irregularly measured longitudinal data can result from outcome-dependent visiting times, where patients with a history of poor health outcomes are being assessed with greater frequency and regularity. There is an extensive literature on irregular longitudinal data and outcome-dependent visiting times; see Pullenayegum and Lim (2016) for a recent comprehensive review. In general, there are three types of approach. First, standard approaches include generalized estimating equations (GEE), mixed models, and Lin-Ying’s estimating equations (Lin and Ying, 2001), where consistent estimates of regression coefficients in the model for longitudinal outcome can be obtained under certain ignorability assumptions about the visiting process. Second, weighting longitudinal observations by inverse intensity of the visiting process can accommodate the scenarios where the visiting process only depends on observed information (including previous outcomes) immediately up to the visiting time (Lin et al., 2004). Third, semiparametric and parametric joint models for the outcome and visiting processes have also been proposed, where shared or correlated random effects are used to characterize the associations between the two processes (Sun et al., 2007). These joint models allow the visiting process to depend on the current longitudinal outcome after conditioning on observed information up to the current time. Therefore they are able to handle informative observation times such as in the CPRD data. In the context of modelling disease progression, Lange et al. (2015) proposed a joint model
for the disease progression and visiting processes, where the disease progression process follows a continuous-time multi-state model and the visiting process is a Markov-modulated Poisson process with the rates directly depending on the latent disease states.

In this paper, we point out that for modelling disease progression, it is natural to incorporate observed gap times between assessment visits as an adjustment variable into the model for disease progression. This is different from the scenarios covered in most of the existing methods, where the marginal mean of the longitudinal outcome is of interest (Pullenayegum and Lim, 2016). For example, the gap time can enter the regression structure of a discrete-time Markov model such that the probabilities of transitioning to different disease states directly depend on the time elapsed since last visit. In this case, current disease states are allowed to depend on the visiting process. In fact, directly conditioning on the gap time while modelling disease progression is very similar to the pattern mixture modelling approach to dealing with informative missing data, where conditional distributions of the longitudinal outcome given the missing data patterns are modelled but no model for the missing data mechanism is required (Daniels and Hogan, 2008). Therefore, this ‘conditioning’ approach does not require specifying a model for the visiting process (i.e., the observation times). Moreover, computationally it is an efficient approach in our setting, given the large volume of the CRPD data and the computational burden from implementing existing methods for informative observation times (e.g., fitting joint models with random effects). One limitation of this approach is that the interpretations of the covariate effects have to be conditional on the adjustment variables for the visiting process, but this is not of primary concern in the IDA context.

4 Methodology

In this section, we describe the proposed approach to modelling disease progression in the IDA context. Specifically, we build a discrete-time Markov model with multinomial logistic
regressions to estimate transition probabilities of IDA disease states and their associations with covariates, while adjusting for variables that characterize the visiting process. The point estimation is based on composite likelihood, where all observed transitions across the GP practices and patients are assumed to be independent (Varin et al., 2011). The inference is obtained through bootstrapping, which is performed at the highest level of the clusters (e.g., by GP practice in the IDA example) to preserve the correlation structure of the observations within the clusters. Because the direct non-parametric bootstrap with replacement requires refitting the model for each bootstrap sample, we also adapt the computationally efficient estimating function bootstrap (Hu and Kalbfleisch, 2000; Roberts et al., 2009) to our setting.

4.1 Notation and model

Let \( S_{gijk} = s \) (\( s \in S = \{1, 2, 3, 4\} \)) denote the disease state at the visiting time \( t_{gijk} \) in the \( j \)th course of treatment of the \( i \)th patient with IDA at the \( g \)th GP practice, where \( g = 1, \ldots, G, i = 1, \ldots, n_g, j = 1, \ldots, n_{gi} \) and \( k = 1, \ldots, m_{gij} \). Recall that \( s = 1, 2, 3, 4 \) represent, respectively, no improvement in haemoglobin, improvement in haemoglobin, hospital referral and anaemia resolution. The visiting time \( t_{gijk} \) is irregularly spaced and we define the gap time between visits as \( v_{gijk} = t_{gij,k+1} - t_{gijk} \). Let \( X_{gij} \) denote the covariate vector evaluated at the start of the course of treatment, for example, the compound class and daily dose of oral iron prescribed, and the deprivation index in the region where the patient lived. \( X_{gij} \) is time-invariant during the follow-up period of the corresponding course of treatment.

We assume that the disease progression process within each course of treatment for a patient follows a discrete-time Markov model. In addition, the censoring of patients’ follow-up is assumed to be non-informative due to reasons such as patients moved out of the GP practice catchment areas or reaching the study end in December 2014. Specifically, we assume that the transition probability from the disease state at \( t_{gijk} \) to the state at \( t_{gij,k+1} \)
follows a multinomial logistic model

\[
\log \left\{ \frac{\Pr (S_{gij,k+1} = s' \mid S_{gijk} = s, \mathbf{Z}_{gijk})}{\Pr (S_{gij,k+1} = 1 \mid S_{gijk} = s, \mathbf{Z}_{gijk})} \right\} = \beta_0 + \beta_1 f_j(j) + \beta_2 f_t(t_{gijk}) + \beta_3 f_v(v_{gijk}) + \mathbf{X}_{gij}^T \alpha_{ss'},
\]

(1)

where \( s \in \{1, 2, 3\} \), \( s' \in \{2, 3, 4\} \), \( f_j(\cdot) \), \( f_t(\cdot) \) and \( f_v(\cdot) \) are functions of the index of the course of treatment \( j \), the current time \( t_{gijk} \) and the gap time to next visit \( v_{gijk} \), respectively, and \( \mathbf{Z}_{gijk} = (j, t_{gijk}, v_{gijk}, \mathbf{X}_{gij}^T)^T \). Here the dependence on the sequence of courses of treatment \( j \) is analogous to the scenario of recurrent events in a survival analysis, where the hazards for recurrent events can vary by how many events have occurred previously (Cook and Lawless, 2007). The dependence on the time in the follow-up of a course of treatment is similar to allowing the hazard function to be time-dependent in a survival analysis.

All intercept terms and regression coefficients \( \beta_0, \beta_1, \beta_2, \beta_3 \) and \( \alpha_{ss'} \) are allowed to vary by the transitions between states \( s \) and \( s' \). As discussed, we do not incorporate random effects at the patient level and GP practice level. The covariate effects of interest \( \alpha_{ss'} \) represent the population-averaged associations between \( \mathbf{X}_{gij} \) and the transition probabilities from \( S_{gijk} = s \) to \( S_{gijk+1} = s' \) after adjusting for variables that characterizing the visiting process. In Section 5 we will discuss the choices of \( f_j(\cdot) \), \( f_t(\cdot) \) and \( f_v(\cdot) \) for the adjustment variables in the IDA context.

### 4.2 Point estimation

For point estimation of the model parameters, we adopt the composite likelihood approach without considering the correlations between transitions of disease states within patients and within GP practices (Varin et al., 2011). Specifically, the likelihood contribution of the \( i \)th patient in the \( g \)th GP practice is

\[
\mathcal{L}_{gi}(\theta) = \prod_{j=1}^{n_{gi}} \prod_{k=1}^{m_{gij} - 1} \Pr (S_{gij,k+1} \mid S_{gijk}, \mathbf{Z}_{gijk}; \theta),
\]

(2)
where \( \theta \) denotes all parameters specified in the multinomial logistic model in (1). The total composite likelihood for maximization is

\[
L(\theta) = \prod_{g=1}^{G} \prod_{i=1}^{n_g} L_{gi}(\theta).
\] (3)

Because the multinomial logistic model in (1) is conditional on the current disease state \( S_{gijk} \) and all parameters in the multinomial logistic model in (1) are distinct by specific transitions, the composite likelihood related to the transitions from \( S_{gijk} \in \{1, 2, 3\} \) can be maximized separately to obtain the corresponding parameter estimates in (1). We use the \texttt{nnet} package (Venables and Ripley, 2002) in R for point estimation in the CPRD data analysis reported in Section 5.

4.3 Confidence intervals

Confidence intervals for maximum composite likelihood estimates \( \hat{\theta} \) need to take into account clustering at the patient and GP practice levels. In this paper we use bootstrap methods to construct confidence intervals.

4.3.1 Direct non-parametric bootstrap

In the direct bootstrap, \( B \) bootstrap samples are generated by resampling GP practices in the observed data with replacement. This is to preserve the correlation structure of observations within the multi-level clusters. For each bootstrap sample, the parameter estimate \( \hat{\theta}_b \) \((b = 1, \ldots, B)\) is calculated by solving the score equations \( U_b(\theta) = 0 \) based on the composite likelihood of the bootstrap sample. The bootstrap estimates of 95% confidence intervals of \( \hat{\theta} \) are given by the 2.5% and 97.5% sample quantiles of \( \hat{\theta}_b \).

4.3.2 One-step estimating function bootstrap

The estimating function bootstrap (EFB) was proposed by Hu and Kalbfleisch (2000) as an alternative to the direct bootstrap. The main advantages of the EFB over the direct bootstrap are computational efficiency and accuracy. The estimating function is only solved
once, rather than $B + 1$ times, using the original observed data. This can reduce computing time considerably, especially when iterative procedures are used in the estimation. In our case, the EFB is particularly attractive because of the amount of multi-level data in the CPRD analysis. Furthermore, Binder et al. (2004) found that, when using the direct bootstrap for logistic regression, it was possible to have several bootstrap samples for which the parameter estimation algorithm would not converge due to ill-conditioned matrices that were not invertible. To overcome this problem, Binder et al. (2004) and Rao and Tausi (2004) extended the EFB to the survey sampling setting. In addition, Roberts et al. (2009) developed the EFB for marginal logistic models with longitudinal survey data. As we use multinominal logistic regressions for the CPRD data and similar convergence problems are likely when the direct bootstrap is applied, adapting the EFB to the setting of the CPRD data will improve computational efficiency and accuracy.

Here we explain the basic idea of the EFB. In order to obtain parameter estimates from the $b$th bootstrap sample, we need to solve the score equations $U_b(\theta) = 0$. If we apply Taylor linearization to the left-hand side of the score equations at $\hat{\theta}$, we have

$$U_b(\hat{\theta}) + \frac{\partial U_b(\theta)}{\partial \theta} \bigg|_{\theta = \hat{\theta}} (\theta - \hat{\theta}) \approx 0$$

After rearranging the terms,

$$\theta \approx \hat{\theta} - \left( \frac{\partial U_b(\theta)}{\partial \theta} \right)^{-1}_{\theta = \hat{\theta}} U_b(\hat{\theta}).$$

Therefore, a reasonable parameter estimate from the $b$th bootstrap sample is

$$\hat{\theta}^{EF}_b \approx \hat{\theta} - \left( \frac{\partial U(\theta)}{\partial \theta} \right)^{-1}_{\theta = \hat{\theta}} U_b(\hat{\theta}) = \hat{\theta} - \Sigma(\hat{\theta})U_b(\hat{\theta}) \quad (4)$$

Note that the inverse matrix $\Sigma(\hat{\theta})$ is based on the original sample and thus only needs to be evaluated once. $U_b(\hat{\theta})$ is based on the bootstrap sample and evaluated at $\hat{\theta}$. The confidence intervals based on $\hat{\theta}^{EF}_b$ can be constructed similarly as in the direct bootstrap approach. For
the multinomial logistic model in (1), \( \Sigma(\hat{\theta}) \) can be obtained from the output of the `multinom` function in the `nnet` package and \( U_b(\hat{\theta}) \) can be easily calculated for each bootstrap sample. For estimating transition probabilities from no improvement in haemoglobin (State 1) in the CPRD analysis, it took 59.6 seconds to obtain parameter estimates for one bootstrap sample in the direct bootstrap with 4 cores in parallel on a Linux cluster (CPU: Intel Xeon E7-8860 v3, 16GB memory per core), while the EFB took only 3.4 seconds. In the CPRD analysis and simulations reported in this paper, we use high performance clusters with multiple cores and large memories to speed up the computation.

4.4 Predicted probability of state occupancy over time

To provide evidence for costs and benefits of oral iron prescriptions, e.g., in future economic analyses of the CPRD data, we can use the fitted model in (1) to predict probabilities of being in different disease states at fixed time points following oral iron prescriptions, given time-invariant covariates such as compound classes and doses of oral iron. This is based on the assumption that at time 0 when treatment starts, a patient is always in State 1 (no improvement in haemoglobin). Confidence intervals can also be easily constructed by using parameter estimates based on bootstrap samples.

5 Analysis of the CPRD data

In this section, we apply the methods described in Section 4 to the CPRD data. Recall that our interest is to estimate transition probabilities of IDA disease states and examine their associations with covariate factors, including the oral iron compound classes and daily dose of oral iron and socio-economic deprivation level measured by IMD2010 scores. We focus on ferrous fumarate and ferrous sulphate in our analysis. The R code for this analysis is included in the Supplementary Materials.
5.1 Covariates and adjustment variables

Based on clinical input, we categorize the daily iron dose into three categories of iron intake: low daily dose of iron (0, 69mg], medium daily dose of iron [70mg, 150mg] and high daily dose of iron (150mg, 300mg]. The courses of treatment with daily dose of iron more than 300mg are excluded as these were rare and were possibly due to recording errors since there should not be iron doses above 300mg per day based on clinical input. Oral iron compound classes and IMD2010 deprivation scores (1=least deprived, ..., 5=most deprived) are both treated as categorical variables in the model in (1). We also allow interactions between compound classes and daily doses of iron since these are the two main covariates of interest and it is likely that IDA improvement and treatment intolerance depend on different combinations of iron compound classes and iron doses.

In terms of adjustment variables in the model in (1), we choose their functional forms, i.e., $f_j(\cdot)$, $f_t(\cdot)$ and $f_v(\cdot)$ as follows. Since the majority of patients had fewer than 4 courses of treatment during the study period, we categorize the index of the course of treatment $j$ as 1, 2, 3, $\geq 4$. Since all patients had at least one follow-up assessment after oral iron prescription, there are many observations with transitions from State 1 at $t = 0$. In addition, the distribution of the follow-up time $t$ (in days) is right skewed. Therefore we create an indicator variable $I(t = 0)$ in the model for transitions from State 1 and also include the log transformation $\tilde{t} = \log(t + 1) - 4$ and its quadratic term $\tilde{t}^2$ in all the models for transition probabilities. For the gap time $v$ (in days), we also use the log transformation $\tilde{v} = \log(v + 1) - 4$ and its quadratic term $\tilde{v}^2$ since its distribution is also right skewed (see Figure 1).

5.2 Estimates of covariate effects

Since there are different estimates of regression coefficients depending on the initial states of the transitions, it would be useful and clear to summarize the parameter estimates and 95%
confidence intervals using graphical approaches. Figure 2 presents the regression coefficients and 95% confidence intervals for the effect of oral iron compound classes by daily iron doses, conditional on other covariates and adjustment variables. The 95% confidence intervals are based on the direct bootstrap with 1000 bootstrap samples, which are almost identical to the confidence intervals constructed from the EFB.

Overall, the point estimates of the effects of oral iron compound classes given daily iron doses are small, with the range \([0.53, 1.29]\) at the scale of odds ratio (Chen et al., 2010). In addition, there are no clear patterns in the directions of the effect estimates. This suggests that there are no huge differences between ferrous sulphate and ferrous fumarate in terms of IDA improvement and treatment intolerance, controlling for other factors. Since statistical significance at 5% level can always be achieved given sufficient sample size, no matter how small the true effect size is, we need to cautiously interpret the results of statistical significance indicated by 95% confidence intervals because of the untraditionally large sample size of the CPRD data. Moreover, these results can only be interpreted as observed associations, since many confounding factors for iron salt prescriptions and IDA improvement have not been adjusted for.

It would also be interesting to examine the effects of the adjustment variables, e.g., the gap time. Figure 3 plots the estimated curves for the gap time effects by different transitions. It is clear that longer gap times are associated with higher probabilities of transitioning into improvement in haemoglobin and anaemia resolution. Shorter gap times are associated with higher probabilities of hospital referral. This confirms our conjecture about the informativeness of the visiting process as discussed in Section 1.

5.3 State occupancy probabilities

Figure 4 presents the barplots of the predicted probabilities of being in different disease states every two months following oral iron prescriptions, stratified by courses of treatment
**Figure 2:** Regression coefficient (log odds ratio) estimates and 95% confidence intervals for the effect of oral iron compound class (ferrous sulphate vs. ferrous fumarate) by daily iron doses. State 1: no improvement in haemoglobin, State 2: improvement in haemoglobin, State 3: hospital referral, State 4: anaemia resolution. Positive (negative) log odd ratios indicate higher (lower) probability of having a specific transition for patients prescribed with ferrous sulphate, compared with patients prescribed with ferrous fumarate. The estimated log odd ratios with 95% confidence intervals covering zero (i.e. statistically non-significant) and not covering zero (i.e. statistically significant) are in blue and red, respectively.
Figure 3: Effect of gap time and 95% point-wise confidence intervals. State 1: no improvement in haemoglobin, State 2: improvement in haemoglobin, State 3: hospital referral, State 4: anaemia resolution.
and iron compound classes, given medium daily dose of oral iron and medium social-economic deprivation level (IMD2010=3). Again it appears that there are no large differences in term of predicted probabilities of state occupancy between ferrous sulphate and ferrous fumarate. This is consistent with findings about small effects of oral iron compound classes in Figure 2. The predicted probabilities of state occupancy can feed into subsequent health economic analyses for oral irons.

5.4 Other results

The complete results of the regression coefficients and both types of 95% confidence intervals as well as the plots for the effects of daily iron doses by oral iron compound classes and the IMD2010 scores can be found in Section 2 of the Supplementary Materials. Overall, the point estimates of the iron dose effects given iron compound classes are small, with the range \([0.59, 1.17]\) at the scale of odds ratio. Again, no clear patterns can be found for the directions of these point estimates. The estimated effect sizes for IMD2010 deprivation scores are also small, with the range \([0.63, 1.16]\) for the odd ratios. However, we can see that patients from more deprived regions (IMD2010=4 or 5) were less likely to move into improvement in haemoglobin and anaemia resolution than patients from the least deprived regions (IMD2010=1), regardless of their initial states for transitioning. This phenomenon is most prominent for the patients from the most deprived region (i.e., IMD2010=5), and slightly reduced for the patients with IMD2010=4.

Overall, we found that there is no enough evidence that IDA improvement and treatment intolerance were associated with oral iron compounds ferrous sulphate and ferrous fumarate and their doses, but IDA disease progression may be related to patients’ socio-economic status.
Figure 4: Predicted probabilities of state occupancy every two months following oral iron prescriptions, given medium daily doses of oral iron prescriptions and medium social-economic deprivation level (IMD2010=3). Left panels are barplots for ferrous fumarate; right panels are barplots for ferrous sulphate. ● no improvement in haemoglobin; ○ improvement in haemoglobin; ◯ hospital referral; ◼ anaemia resolution.
6 Simulation Study

We conduct a simulation study, with the design motivated by the CPRD data analysis, to evaluate the performance of bootstrap methods in constructing confidence intervals for parameters in the discrete-time Markov model. Details for the simulations can be found in Section 3 of the Supplementary Materials. For simplicity, we only consider two disease states (State 1: no improvement of haemoglobin; State 2: improvement of haemoglobin). Eight hundred datasets are generated based on logistic models of transition probabilities with random effects for GP practices and patients. Overall, in all scenarios with different correlation parameter values for patient-level random effects, the biases of regression coefficient estimators for the discrete-time Markov model are negligible. Reassuringly, confidence intervals from both direct bootstrap and EFB have good coverages. The correlation parameter has minimal impact on the performance of the point estimator and the bootstrap methods.

7 Conclusion and discussion

Motivated by the challenges in analysing the CPRD data for investigating IDA disease progression following oral iron prescriptions, we have developed a computationally efficient approach to modelling disease progression using EHRs data, while accounting for variability at multi-level clusters and informative observation times. Our modelling approach is straightforward for practical implementation since no joint model with random effects and no specialised software are required. Together with the computationally efficient EFB, the proposed approach offers a feasible solution to the analysis and inference of the motivating CPRD data, which feeds into the subsequent economic analysis of oral irons that is currently in progress.

While our methods are directly motivated by challenges we encountered when analyzing the CPRD data for answering the IDA research question, they can be readily adapted to
other settings with multi-level data of large volume and informative observation times. For example, when fitting random effects model to multi-level data is time-consuming, the EBF can be employed to provide an efficient alternative to direct non-parametric bootstrap. Our conditioning approach for addressing informative observation times can also be incorporated in more complex transition models for longitudinal data (Zeng and Cook, 2007).

The results of the CPRD data analysis should be interpreted in light of several important limitations. First is the potential measurement error in ascertaining the IDA disease states. Specifically, improvement in haemoglobin was not determined exclusively by haemoglobin test results but also based on medical codes provided by the CPRD. Therefore, misclassification error is likely regarding improvement and no improvement of patients’ haemoglobin levels. In addition, hospital referrals included any hospital referrals recorded in HES, such as gynaecology, oncology, gastroenterology, women’s clinic, pharmacy, dietician, obstetrics, Accident & Emergency, heart failure, etc.. As a result, these hospital referrals were not necessarily manifestations of patients’ intolerance to iron salt prescriptions. This ‘phenotyping’ problem for disease outcomes is a common challenge in analyses using EHRs data.

Second, only a few covariates that are of scientific interests were included in the discrete-time Markov model, and information about other factors that might influence both iron salt prescriptions and patients’ IDA improvement and intolerance (e.g., co-morbidities including gastrointestinal disorders) was not available therefore not examined. As a result, we emphasize that the results in Section 5 do not have causal interpretations and can only be interpreted as observed associations. In addition, the small set of covariates and adjustment variables included in the CPRD analysis probably made the large sample size of the CPRD data be a main factor driving the statistical significance shown by 95% confidence intervals, while the point estimates of covariate effects are small. Therefore, we have to cautiously interpret the results based on 95% confidence intervals in relation to point estimates. Third,
more flexible functional forms for the adjustment variables could be adopted. This will involve model selection procedures to avoid over-fitting. It warrants further research on how to conduct model selection efficiently with large amount of multi-level data.

**Supplementary Materials**

The reader is referred to Supplementary Materials for additional results of the CPRD data analysis and details of the simulation study.
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1 Further details of the CPRD data

Figure 1 shows the frequencies of average daily doses of iron by iron salt compound classes for all courses of treatment. The daily iron doses are clustered at several levels due to specific instructions in the prescriptions about the number of pills taken per day and the iron dosing in each pill.

From Table 2 of the main text, it can be seen that there were about 1/3 of the patients whose IMD2010 data were not available at the time of CPRD data extraction and linkage. This is probably because it was not possible to link the postcodes of these patients’ registered addresses at GP practices to calculated Index of Deprivation at the level of lower layer super output area (LSOA, a geospatial statistical unit used in England and Wales to facilitate the
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**Figure 1:** Frequency of average daily doses of iron by iron salt classes prescribed in all courses of treatment included in the CPRD data.
reporting of small area statistics). In our analysis, we include a separate category for the missing IMD2010.

2 Additional results of the CPRD data analysis

2.1 Effects of daily iron dose by iron classes

Figure 2 presents the regression coefficients and 95% confidence intervals (based on direct bootstrap) for the daily iron dose effects by iron compound classes. Overall, the point estimates of the iron dose effects are small, with the range \([0.59, 1.17]\) at the scale of odds ratio. Again, no clear patterns can be found for the directions of these point estimates.

2.2 Effects of IMD2010 deprivation scores

Figure 3 presents the regression coefficients and 95% confidence intervals (based on direct bootstrap) for the effects of socio-economic deprivation level measured by IMD2010 scores. The estimated effect sizes for IMD2010 deprivation scores are small, with the range \([0.63, 1.16]\) for the odd ratios. However, we can see that patients from more deprived regions (IMD2010=4 or 5) were less likely to move into improvement in haemoglobin and anaemia resolution than patients from the least deprived regions (IMD2010=1), regardless of their initial states for transitioning. This phenomenon is most prominent for the patients from the most deprived region (i.e. IMD2010=5), and slightly reduced for the patients with IMD2010=4.

Tables 1-3 present all regression coefficient estimates and 95% confidence intervals based on both direct bootstrap and estimating function bootstrap (EFB). The confidence intervals generated by the two bootstrap methods are almost identical.
**Figure 2:** Daily iron dose effect estimates and 95% confidence intervals, conditional on the iron compound class. State 1: no improvement in haemoglobin, State 2: improvement in haemoglobin, State 3: hospital referral, State 4: anaemia resolution. The estimated log odd ratios with 95% confidence intervals covering zero (i.e. statistically non-significant) and not covering zero (i.e. statistically significant) are highlighted in blue and red, respectively.
Figure 3: Effect estimates of IMD2010 scores and 95% confidence intervals. State 1: no improvement in haemoglobin, State 2: improvement in haemoglobin, State 3: hospital referral, State 4: anaemia resolution. The estimated log odd ratios with 95% confidence intervals covering zero (i.e. statistically non-significant) and not covering zero (i.e. statistically significant) are highlighted in blue and red, respectively.
3 Simulation Study

In this section, we conduct a simulation study to evaluate the performance of bootstrap methods in constructing confidence intervals for parameters in the discrete-time Markov model for multi-level data.

3.1 Model for transition probabilities

The design of the simulation study is motivated by the CPRD data analysis reported in Section 5 of the main text and Section 2. For simplicity, we only consider two disease states (State 1: no improvement of haemoglobin; State 2: improvement of haemoglobin) and use logistic models instead of multinomial logistic models for examining the associations between covariates and transition probabilities.

Within the $j$th course of treatment for the $i$th patient in the $g$th GP practice, the probabilities of transitions State 1 $\rightarrow$ State 2 and State 2 $\rightarrow$ State 2 follow the logistic models

$$\log \left\{ \frac{\Pr (S_{gij,k+1} = 2 \mid S_{gij,k} = s)}{\Pr (S_{gij,k+1} = 1 \mid S_{gij,k} = s)} \right\} = \beta^s_0 + \beta^s_1 I(j = 2) + \beta^s_2 I(j = 3) + \beta^s_3 I(j \geq 4) + \beta^s_4 \log(v_{gij})$$

$$+ \beta^s_5 x_{1,gij} + \beta^s_6 x_{2,gij} + \beta^s_7 x_{3,gij} + \beta^s_8 x_{1,gij} x_{3,gij} + \beta^s_9 x_{2,gij} x_{3,gij} + b^s_g + b^s_{gi} \quad (s = 1, 2).$$

Here $v_{gij,k}$ is the gap time between the $k$th and $(k+1)$th visits. $x_{1,gij}$ and $x_{2,gij}$ are binary indicators for medium and high daily doses of oral iron prescribed. $x_{3,gij}$ is the binary indicator for ferrous sulphate (with ferrous fumarate as the reference). $b^1_g$ and $b^2_g$ are the GP-practice-level random intercepts, and $b^1_{gi}$ and $b^2_{gi}$ are the patient-level random intercepts. We choose the true values of the regression coefficients in (1) based on the parameter estimates from a simplified model for the CPRD data (i.e., some covariates are excluded from the
models in Section 3 of the main text). Further, the daily iron dose categories follow a multinomial distribution with Pr(low daily iron dose) = 0.1, Pr(medium daily iron dose) = 0.4 and Pr(high daily iron dose) = 0.5. The binary indicator for ferrous sulphate follows a Bernoulli distribution with Pr(x_{3,gi} = 1) = 0.5. The gap time at the log scale, \( \log(v_{gijk}) \), follows a standard normal distribution.

It is assumed that all random effects are independent of the covariates in the model in (1). Further, the GP-practice-level random intercepts and patient-level random intercepts are mutually independent and we assume that \((b^1_{gi}, b^2_{gi})^T \overset{i.i.d.}{\sim} N(0, \begin{bmatrix} \lambda_{11}^2 & 0 \\ 0 & \lambda_{22}^2 \end{bmatrix})\), \((b^1_{gi}, b^2_{gi})^T \overset{i.i.d.}{\sim} N(0, \begin{bmatrix} \sigma_{11}^2 & \rho \sigma_{11} \sigma_{22} \\ \rho \sigma_{11} \sigma_{22} & \sigma_{22}^2 \end{bmatrix})\), where \(\rho\) is a correlation parameter. In the CPRD data, we would expect that patients who had higher transition probabilities from State 1 (no improvement of haemoglobin) to State 2 (improvement of haemoglobin) would also be more likely to stay in State 2. In this scenario, the patient-level random intercepts in the models for the two transition probabilities would be positively correlated (i.e., \(\rho > 0\)). Therefore, we specify the following values for the correlation parameter \(\rho \in \{0, 0.2, 0.6\}\). In addition, the variance parameters are set as \(\lambda_{11} = 0.65\), \(\lambda_{22} = 0.80\), \(\sigma_{11} = 0.85\) and \(\sigma_{22} = 0.80\). Note that the choice of variance parameter values cannot be informed by the CPRD analysis since it was based on composite likelihood without random effects, but the chosen values reflect reasonable variations at the logit scale.

### 3.2 Data generating steps

The specific steps to generate the simulated data are as follows:

1) For each of the 663 GP practices, sample the number of patients using the empirical distribution for the number of patients by GP practices in the CPRD data.

2) Sample the number of courses of treatment for each of the patients in each of the 663 GP practices using a Geometric distribution with the mean equal to the estimated mean
in the empirical distribution for the number of courses of treatment within patients and GP practices in the CPRD data.

3) Sample the number of visits within each course of treatment for each of the patients in the GP practices using the corresponding empirical distribution in the CPRD data. Since only 2% of the course of treatment in the CPRD data had more than 6 assessment visits, in the simulated data the number of visits per course of treatment is capped at 6.

4) Sample the random effects $b_{1g}$, $b_{2g}$ for each GP practice, and $b_{1i}$ and $b_{2i}$ for each patient within a GP practice.

5) Sample $x_{1,gi}$, $x_{2,gi}$ and $x_{3,gi}$ for the $j$th course of treatment of the $i$th patient in the $g$th GP practice.

6) Assuming that at the beginning of a course of treatment (i.e. when $k = 1$) a patient is always in State 1 (no improvement of haemoglobin), sample the disease states at each follow-up visit sequentially for the $j$th course of treatment of the $i$th patient in the $g$th GP practice as follows:

   (a) Sample the gap time $\log(v_{gijk})$.

   (b) Conditional on the state at the $k$th visit, the covariates and random effects, use the logistic model in (1) to generate the disease state at the $(k + 1)$th visit.

   (c) Repeat Steps (a)-(b) until $k + 1$ equals the number of visits for the $j$th course of treatment for the $i$th patient in the $g$th GP practice.

7) Repeat Steps 5)-6) for other courses of treatment until $j$ equals the number of courses of treatment for the $i$th patient in the $g$th GP practice.
8) Repeat Steps 5)-7) for all patients in the 663 GP practices.

In total, 800 simulated datasets are generated for each value of the correlation parameter \( \rho \in \{0, 0.2, 0.6\} \).

### 3.3 True values for the population-averaged covariate effects

Because the data are generated from the logistic model with multi-level random effects for the transition probabilities and our composite likelihood approach for estimation provides the estimates of population-averaged regression coefficients (i.e., marginal covariate effects), it is necessary to determine the true values of marginal covariate effects corresponding to the random-effect logistic model in (1). Unfortunately, due to the conditioning on the previous disease state, it is not possible to derive the marginal covariate effects in a closed form in our settings. This is analogous to the situation where there is no simple relation between population-averaged hazard ratios in a marginal Cox model and subject-specific hazard ratios in a Cox model with random effects (i.e., frailties).

To approximate the true marginal covariate effects, we generate a dataset with extreme sample sizes such that the number of GP practices is 100 times that in the CPRD data and the number of patients within a GP practice is equal to \( 1000 \cdot n_g^{1/4} \), where \( n_g \) is the observed number of patients for the \( g \)th GP practice in the CPRD data. When \( \rho = 0 \), this dataset consists of observations from 549,415,802 visits from 227,644,731 patients from 66,300 GP practices. We then fit a logistic model with the regression structure as in (1) for the marginal transition probabilities without random effects. The estimated regression coefficients from this dataset are treated as true values of the marginal covariate effects on the transition probabilities.

Finally, we fit the logistic model in (1) and obtain point estimates of the regression coefficients. The direct bootstrap and EFB are applied to construct 95% confidence intervals.
We then assess the performance of these bootstrap methods using coverage probabilities of the 95% confidence intervals.

### 3.4 Results

Table 4 summarizes the bias of the point estimates and coverage of 95% confidence intervals based on the direct bootstrap and EFB. It appears that for all scenarios with different correlation parameter values $\rho$, the bias of the regression coefficient estimator in the logistic model with composite likelihood is negligible. It is also reassuring to see that confidence intervals from both direct bootstrap and EFB have good coverages. The correlation parameter seems to have minimal impact on the performance of the point estimator and the bootstrap methods.

Overall, these results suggest that, in the model selection stage, it might be more efficient computationally to use the EFB for constructing confidence intervals when analysing multi-level data of large volume. After the model is finalized, then both bootstrap methods can be applied to provide inference for the parameters of interest.
Table 1: Regression coefficient estimates and 95% confidence intervals by estimating function bootstrap (EFB) and direct bootstrap (DB) for transition probabilities from State 1 (no improvement of haemoglobin) to other states in the CPRD data. Iron class 3: ferrous sulphate; iron class 1: ferrous fumerate.

| State 1 → State 2 | Point estimate | EFB | 2.5% | 97.5% | DB | 2.5% | 97.5% |
|------------------|----------------|-----|------|------|----|------|------|
| Intercept        | -0.97          | -1.07 | -0.86 | -1.08 | -0.86 | -3.74 | -3.95 |
| Treatment: I(j = 2) | 0.07          | 0.04 | 0.10 | 0.04 | 0.10 | 0.22 | 0.18 |
| I(j = 3)         | 0.12           | 0.08 | 0.16 | 0.08 | 0.16 | 0.35 | 0.30 |
| I(j ≥ 4)         | 0.15           | 0.10 | 0.19 | 0.10 | 0.19 | 0.50 | 0.44 |
| Time: I(t_{gijk} = 0) | -0.01         | -1.02 | 0.99 | -1.01 | 1.05 | -0.67 | -1.93 |
| \(t_{gijk}\)     | -0.17          | -0.26 | -0.09 | -0.25 | -0.08 | -0.16 | -0.28 |
| \((t_{gijk})^2\) | -0.01          | -0.05 | 0.04 | -0.05 | 0.03 | 0.18 | 0.13 |
| Gap time: \(v_{gijk}\) | 0.77           | 0.73 | 0.80 | 0.73 | 0.80 | -1.29 | -1.37 |
| \((v_{gijk})^2\) | 0.04           | 0.01 | 0.07 | 0.01 | 0.07 | 0.02 | -0.01 |
| Iron class: 3 vs. 1 | -0.15         | -0.25 | -0.05 | -0.24 | -0.04 | -0.55 | -0.71 |
| Daily iron dose: medium | -0.39       | -0.48 | -0.30 | -0.47 | -0.29 | -0.53 | -0.66 |
| high             | -0.08          | -0.18 | 0.00 | -0.17 | 0.02 | -0.31 | -0.45 |
| Class 3 * medium iron dose | 0.40          | 0.30 | 0.52 | 0.29 | 0.50 | 0.44 | 0.25 |
| Class 3 * high iron dose | 0.17         | 0.07 | 0.27 | 0.06 | 0.26 | 0.21 | 0.05 |
| IMD2010: 1       | 0.00           | -0.07 | 0.07 | -0.07 | 0.07 | -0.01 | -0.12 |
| 2                | -0.06          | -0.14 | 0.01 | -0.14 | 0.01 | -0.05 | -0.17 |
| 3                | -0.13          | -0.21 | -0.06 | -0.21 | -0.06 | 0.07 | -0.09 |
| 4                | -0.29          | -0.38 | -0.21 | -0.37 | -0.20 | 0.07 | -0.13 |
| 5                | 0.02           | -0.07 | 0.12 | -0.07 | 0.12 | -0.01 | -0.17 |
| NA               | 0.02           | -0.07 | 0.12 | -0.07 | 0.12 | -0.01 | -0.17 |
Table 2: Regression coefficient estimates and 95% confidence intervals by estimating function bootstrap (EFB) and direct bootstrap (DB) for transition probabilities from State 2 (improvement of haemoglobin) to other states in the CPRD data. Iron class 3: ferrous sulphate; iron class 1: ferrous fumerate.

|                  | State 2 $\rightarrow$ State 2 | State 2 $\rightarrow$ State 3 | State 2 $\rightarrow$ State 4 |
|------------------|--------------------------------|--------------------------------|--------------------------------|
|                  | Point estimate | EFB 2.5% | EFB 97.5% | DB 2.5% | DB 97.5% | Point estimate | EFB 2.5% | EFB 97.5% | DB 2.5% | DB 97.5% | Point estimate | EFB 2.5% | EFB 97.5% | DB 2.5% | DB 97.5% |
| Intercept        | 1.17            | 0.89     | 1.41      | 0.90    | 1.46     | -0.30         | -0.60    | -0.01    | -0.59    | -0.01    | 0.74         | 0.48     | 1.00      | 0.48    | 1.03     |
| Treatment: $I(j = 2)$ | 0.05           | -0.04    | 0.15      | -0.04   | 0.14     | 0.15         | 0.04     | 0.27     | 0.03     | 0.26     | -0.10        | -0.20    | 0.01      | -0.20   | 0.00     |
| $I(j = 3)$       | 0.13            | 0.02     | 0.24      | 0.02    | 0.25     | 0.16         | 0.02     | 0.30     | 0.01     | 0.29     | -0.18        | -0.31    | -0.04     | -0.31   | -0.05    |
| $I(j \geq 4)$    | 0.15            | 0.03     | 0.26      | 0.03    | 0.26     | 0.25         | 0.13     | 0.36     | 0.14     | 0.37     | -0.47        | -0.59    | -0.36     | -0.59   | -0.36    |
| Time: $\tilde{t}_{gijk}$ | 0.34           | 0.25     | 0.43      | 0.25    | 0.43     | 0.17         | 0.06     | 0.29     | 0.05     | 0.28     | -0.00        | -0.11    | 0.11      | -0.12   | 0.10     |
| ($\tilde{t}_{gijk}$)$^2$ | -0.04          | -0.08    | 0.00      | -0.08   | 0.00     | 0.01         | -0.05    | 0.05     | -0.04    | 0.06     | -0.06        | -0.11    | -0.01     | -0.11   | -0.01    |
| Gap time: $\tilde{v}_{gijk}$ | 0.33           | 0.28     | 0.38      | 0.29    | 0.39     | -0.03        | -0.09    | -0.02    | -0.09    | -0.02    | 0.57         | 0.52     | 0.62      | 0.52    | 0.62     |
| ($\tilde{v}_{gijk}$)$^2$ | -0.11           | -0.14    | -0.09     | -0.14   | -0.09    | 0.12         | 0.09     | 0.14     | 0.10     | 0.14     | -0.09        | -0.11    | -0.06     | -0.12   | -0.06    |
| Iron class: 3 vs. 1 | 0.08           | -0.15    | 0.34      | -0.18   | 0.32     | -0.40        | -0.65    | -0.13    | -0.68    | -0.15    | -0.43        | -0.70    | -0.15     | -0.71   | -0.16    |
| Daily iron dose: medium | -0.08          | -0.30    | 0.16      | -0.30   | 0.14     | -0.18        | -0.42    | 0.07     | -0.44    | 0.06     | -0.04        | -0.28    | 0.18      | -0.28   | 0.19     |
| high             | 0.03            | -0.22    | 0.26      | -0.21   | 0.27     | -0.05        | -0.29    | 0.21     | -0.32    | 0.18     | 0.06         | -0.17    | 0.30      | -0.18   | 0.30     |
| Class 3 * medium iron dose | -0.03          | -0.29    | 0.23      | -0.30   | 0.23     | -0.04        | -0.35    | 0.25     | -0.33    | 0.26     | 0.08         | -0.24    | 0.39      | -0.23   | 0.39     |
| Class 3 * high iron dose | -0.13          | -0.41    | 0.13      | -0.40   | 0.15     | 0.01         | -0.29    | 0.30     | -0.28    | 0.32     | -0.02        | -0.32    | 0.28      | -0.32   | 0.28     |
| IMD2010:          |                 |          |          |         |          |              |          |          |         |          |              |          |          |         |          |
| 1                |                 |          |          |         |          |              |          |          |         |          |              |          |          |         |          |
| 2                | 0.08            | -0.14    | 0.29      | -0.13   | 0.30     | -0.04        | -0.24    | 0.17     | -0.25    | 0.15     | 0.07         | -0.12    | 0.26      | -0.13   | 0.26     |
| 3                | 0.06            | -0.15    | 0.27      | -0.15   | 0.27     | -0.15        | -0.36    | 0.06     | -0.36    | 0.06     | -0.11        | -0.28    | 0.07      | -0.29   | 0.06     |
| 4                | -0.02           | -0.22    | 0.17      | -0.22   | 0.17     | 0.06         | -0.16    | 0.28     | -0.15    | 0.29     | -0.17        | -0.35    | 0.02      | -0.36   | 0.02     |
| 5                | -0.27           | -0.48    | -0.05     | -0.49   | -0.06    | -0.05        | -0.29    | 0.19     | -0.30    | 0.19     | -0.32        | -0.52    | -0.12     | -0.52   | -0.11    |
| NA               | 0.15            | -0.06    | 0.35      | -0.05   | 0.35     | -0.09        | -0.32    | 0.15     | -0.33    | 0.15     | 0.00         | -0.19    | 0.20      | -0.20   | 0.19     |
Table 3: Regression coefficient estimates and 95% confidence intervals by estimating function bootstrap (EFB) and direct bootstrap (DB) for transition probabilities from State 3 (hospital referral) to other states in the CPRD data. Iron class 3: ferrous sulphate; iron class 1: ferrous fumerate.

| State 3 → State 2 | State 3 → State 3 | State 3 → State 4 |
|-------------------|-------------------|-------------------|
|                    | EFB               | 2.5%  | 97.5%  | EFB               | 2.5%  | 97.5%  | EFB               | 2.5%  | 97.5%  |
| Intercept          | 0.33              | 0.04  | 0.63   | 0.04              | 0.62  | 2.5%   | 1.11              | 0.63  | 1.11   | 0.12              | -0.21 | 0.41   |
| Treatment: I(j = 2)| -0.02             | -0.13 | 0.09   | -0.14             | 0.09  | -0.00  | -0.10             | 0.10  | 0.10   | -0.15             | -0.28 | -0.02  |
| I(j = 3)           | -0.19             | -0.32 | -0.04  | -0.33             | -0.06 | -0.10  | -0.21             | 0.02  | -0.22  | 0.01              | -0.36 | -0.52  |
| I(j ≥ 4)           | -0.14             | -0.25 | -0.03  | -0.25             | -0.02 | -0.08  | -0.19             | 0.02  | -0.18  | 0.02              | -0.69 | -0.84  |
| Time: \(\hat{t}_{gijk}\) | 0.17              | 0.13  | 0.21   | 0.13              | 0.21  | -0.01  | -0.05             | 0.02  | -0.05  | 0.02              | 0.02  | -0.02  |
| \((\hat{t}_{gijk})^2\) | -0.01             | -0.03 | -0.02  | -0.03             | -0.01 | 0.08   | 0.06              | 0.10  | 0.06   | 0.10              | -0.09 | -0.12  |
| Gap time: \(\hat{v}_{gijk}\) | 0.30              | 0.25  | 0.35   | 0.25              | 0.36  | -0.30  | -0.37             | -0.23 | -0.37  | -0.24             | 0.44  | 0.38   |
| \((\hat{v}_{gijk})^2\) | 0.05              | 0.02  | 0.08   | 0.03              | 0.08  | -0.03  | -0.06             | -0.00 | -0.07  | -0.00             | -0.01 | -0.05  |
| Iron class: 3 vs. 1| -0.03             | -0.36 | -0.29  | -0.35             | -0.30 | -0.18  | -0.43             | 0.07  | -0.43  | 0.07              | -0.63 | -0.99  |
| Daily iron dose: medium | -0.26             | -0.52 | -0.03  | -0.50             | -0.01 | -0.33  | -0.54             | -0.12 | -0.55  | -0.14             | -0.33 | -0.61  |
| high               | -0.16             | -0.41 | 0.08   | -0.40             | 0.09  | -0.32  | -0.54             | -0.10 | -0.55  | -0.11             | -0.19 | -0.50  |
| Class 3 * medium iron dose | 0.17              | -0.19 | 0.57   | -0.20             | 0.53  | 0.14   | -0.12             | 0.43  | -0.14  | 0.41              | 0.55  | 0.14   |
| Class 3 * high iron dose | 0.00              | -0.33 | 0.36   | -0.36             | 0.34  | 0.04   | -0.22             | 0.32  | -0.24  | 0.33              | -0.05 | 0.73   |
| IMD2010: 1         |                   |       | 2      |                   |       | 0.05   | -0.12             | 0.21  | -0.11  | 0.21              | 0.02  | -0.19  |
| 2                  | 0.08              | -0.12 | 0.27   | -0.11             | 0.29  | 0.05   | -0.12             | 0.21  | -0.11  | 0.21              | 0.02  | -0.19  |
| 3                  | -0.05             | -0.25 | 0.16   | -0.27             | 0.15  | 0.08   | -0.08             | 0.23  | -0.07  | 0.23              | -0.09 | -0.31  |
| 4                  | -0.23             | -0.42 | -0.03  | -0.43             | -0.04 | -0.05  | -0.21             | 0.11  | -0.21  | 0.12              | -0.41 | -0.63  |
| 5                  | -0.38             | -0.56 | -0.20  | -0.56             | -0.18 | -0.05  | -0.24             | 0.14  | -0.23  | 0.15              | -0.38 | -0.60  |
| NA                 | -0.01             | 0.20  | 0.16   | -0.19             | 0.18  | -0.11  | -0.28             | 0.06  | -0.28  | 0.06              | -0.22 | -0.43  |
Table 4: Simulation results for comparing the performance of direct bootstrap (DB) and estimating function bootstrap (EFB).

| State 1 → State 2 | State 2 → State 2 |
|-------------------|-------------------|
|                   | True Bias Coverage (%) | True Bias Coverage (%) |
|                   | value (10^-4) | DB | EFB | value (10^-4) | DB | EFB |
| \( \rho = 0 \)   | Intercept -0.3175 -28 94.1 94.5 0.0929 3 95.0 95.2 |
|                   | I(\( j = 2 \)) 0.0500 -2 93.8 94.1 0.0498 -4 94.8 94.0 |
|                   | I(\( j = 3 \)) 0.0883 2 94.9 94.8 0.1293 2 93.5 93.0 |
|                   | I(\( j \geq 4 \)) 0.1053 -3 94.4 94.1 0.1827 -7 93.2 93.4 |
|                   | \( \log(v_{ijkl}) \) 0.6172 1 92.6 92.9 0.3083 -6 95.0 95.4 |
|                   | \( x_{1,ij} \) 0.1477 5 94.2 94.5 0.1572 5 95.0 95.2 |
|                   | \( x_{2,ij} \) 0.2367 5 94.9 94.6 0.0984 -6 95.4 95.1 |
|                   | \( x_{3,ij} \) 0.2055 6 94.6 94.9 0.2306 -30 93.2 93.2 |
|                   | \( x_{1,ij}x_{3,ij} \) -0.1296 -8 94.8 94.8 -0.2672 22 93.5 93.0 |
|                   | \( x_{2,ij}x_{3,ij} \) -0.1594 7 94.4 94.4 -0.2482 38 93.6 93.9 |
| \( \rho = 0.2 \) | Intercept -0.3219 -32 95.0 94.4 0.1218 -37 96.2 95.9 |
|                   | I(\( j = 2 \)) 0.0504 2 94.5 93.8 0.0491 -0 94.9 94.6 |
|                   | I(\( j = 3 \)) 0.0887 1 93.9 94.1 0.1279 -1 95.0 94.5 |
|                   | I(\( j \geq 4 \)) 0.1054 -2 94.5 94.8 0.1810 -6 95.4 95.6 |
|                   | \( \log(v_{ijkl}) \) 0.6168 -2 95.0 95.5 0.3094 5 94.5 93.1 |
|                   | \( x_{1,ij} \) 0.1476 6 93.6 93.4 0.1588 15 96.0 96.0 |
|                   | \( x_{2,ij} \) 0.2370 14 92.9 93.1 0.0995 10 95.8 94.9 |
|                   | \( x_{3,ij} \) 0.2059 23 94.8 94.4 0.2306 -30 93.2 93.2 |
|                   | \( x_{1,ij}x_{3,ij} \) -0.1299 -18 94.8 94.8 -0.2700 22 93.5 93.0 |
|                   | \( x_{2,ij}x_{3,ij} \) -0.1594 7 94.4 94.4 -0.2482 38 93.6 93.9 |
| \( \rho = 0.6 \) | Intercept -0.3238 2 95.4 95.6 0.1935 14 95.9 95.0 |
|                   | I(\( j = 2 \)) 0.0503 -4 93.6 93.4 0.0467 0 94.2 94.4 |
|                   | I(\( j = 3 \)) 0.0882 -1 93.4 93.5 0.1248 -7 94.1 94.6 |
|                   | I(\( j \geq 4 \)) 0.1049 -4 95.6 95.0 0.1783 15 94.5 93.6 |
|                   | \( \log(v_{ijkl}) \) 0.6175 -1 94.1 94.4 0.3105 0 94.2 94.6 |
|                   | \( x_{1,ij} \) 0.1480 3 94.0 93.8 0.1583 -2 95.1 95.4 |
|                   | \( x_{2,ij} \) 0.2370 6 94.2 94.8 0.0996 4 94.9 94.5 |
|                   | \( x_{3,ij} \) 0.2063 9 94.9 94.1 0.2324 -14 95.8 95.2 |
|                   | \( x_{1,ij}x_{3,ij} \) -0.1303 -4 95.2 95.0 -0.2693 18 96.0 95.5 |
|                   | \( x_{2,ij}x_{3,ij} \) -0.1604 -10 94.5 94.9 -0.2501 12 95.5 95.9 |