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Abstract. Developing algorithms for solving complex optimisation problems has become a challenging topic recently. This study has applied a novel constructive heuristics algorithm named Domino Algorithm for the Traveling Salesman Problem (TSP) case which is aimed to efficiently reduce the calculation complexity and to find the optimal results of TSP best solution of tour lengths. As the study is a basic version of Domino Algorithm, it is decided to use the small TSP data sets consisting of 100 cities or less, such as Eil51, Berlin52, St70, Eil76, Pr76, and Rat99. This study also applied Nearest Neighbor approach to compare its result with that of Domino Algorithm. The results have shown that better tour lengths were achieved by Domino Algorithm (using 1 or 2 player(s)) for Eil51, Eil76, St70, Rat 99; and were resulted by Nearest Neighbor for Berlin52, and Pr76. For further research, the algorithm should be intensively combined with applying the improvement heuristic and should also be hybridized with meta-heuristics algorithm focusing on finding the optimal results by which the application will be moreover quite simple and easy.
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1. Introduction

Undoubtedly, the most prominent member of the rich set of combinatorial optimization problems is the traveling salesman problem (TSP). TSP is comprised of finding the shortest closed tour, Hamilton cycle, or visiting N cities. It is an NP-hard problem in combinatorial optimization whose computation will naturally rise exponentially by expanding the quantity of cities [1], that is important in operations research and theoretical computer science.

TSP is a complicated or a NP-complete problem that cannot be solved by using traditional algorithms. This problem consists of N cities and between every two cities there can exist a connections (paths) which every path has specified distance or cost. The salesman wants to start from one city and then proceed with other cities in a way that he will pass through each city for only once and finally, he will return to the origin point. The aim of TSP is finding the sequence of the cities to be traveled through by the traveling salesman that will result in a reduced total distance or cost.

TSP can be solved either with exact or heuristic algorithm. Although it is easy to understand traveling salesman problem, but if the size is getting larger, its solution using exact algorithm will become very difficult. In term of quality and speed, solving the problem using heuristic or meta-heuristic algorithms
is more feasible. Discovering a suboptimal solution with a sensible time or cost might be more beneficial rather than finding an optimal solution with time wasted. Various heuristic and meta-heuristic algorithms resulting in quick and good solutions have been devised. Modern heuristic or meta-heuristic methods can find solutions for extremely large problems (millions of cities) in a reasonable time with only a gap of 2–3% from the optimal solution.[2]

Some of the meta-heuristic algorithms which are used to solve such problems are genetic algorithm, simulated annealing algorithm, bee algorithm, etc. Furthermore, most of the searching step, global and local search of the meta-heuristic algorithms are using heuristic algorithms either the constructive heuristics or improvement ones. There are several popular constructive heuristic algorithms in combinatorial domain such as nearest neighbor, nearest arbitrary city, nearest insertion, farthest insertion, and cheapest insertion.

These algorithms are also already used widely and some of its application are like Machine scheduling problem, Cellular manufacturing, Arc routing problem, Frequency assignment problem, Structuring of matrices, Printed-circuit-boards manufacturing, data transmission in computer networks, power-distribution networks, image processing and pattern recognition, robot navigation, and data partitioning[3],[4].

To date, a few approaches based on deterministic or probabilistic heuristics have been proposed for optimizing TSP and all of these algorithms have to use constructive heuristics algorithms to generate prospective solution(s) as the initial good solution(s). Later, the improvement heuristics will enhance those solutions to get closer to the optimal solution. For a large-size TSP case, it is almost impossible to find an optimal or near-optimal solution using constructive heuristic alone. However, for several small-size TSP cases (less than 50 cities), the constructive heuristics mentioned-above might provide an optimal solution.

In constructive heuristics research, reaching an optimal solution becomes less important compared to resulting a great seed leading to near-optimal solution by providing the randomness of prospective solutions. In term of generating initial solutions, the constructive heuristics also give a faster calculation rather than using random permutation. Population-based heuristics such as ant colony optimization (ACO) algorithms [5],[6],[7],[8], neural networks [3],[9], evolutionary algorithms [10],[11], simulated annealing [12],[13],[14],[15], tabu search [16],[15], artificial bee colony algorithm [17],[18], particle swarm optimization [19],[18], and Bee Algorithm [20],[21],[22],[23] are also using constructive heuristics to solve combinatorial problems by employing tour construction. Hence, building up a constructive heuristics algorithm that generates good random solutions to become as good seed and efficient complex computation remains a challenging topic, especially when it can be used for developing a meta-heuristic algorithm for generating sub-optimum or optimum solution.

In this paper, a novel constructive heuristic “Domino Algorithm” is proposed to provide better seed to be improved. Most of current constructive heuristics are using a “greed” strategy. It makes them provide limited number of prospective solutions and hard to reach optimum solution by improving heuristics on larger-size TSP [24]. The main idea of proposed approach is derived from the domino game. The traditional Sino-European domino game is featuring all combinations of spot counts between zero and six (see figure 1), which generates a sequence of the tiles. Each tile represents a path consisting 2 points as original point and destination one. The game will be over when the sequence gets formed or the player turns down all the tiles. This basic version of proposed algorithm will order each player to make turn and each tile selected from a player’s hand should become the minimum distance and be inserted in the matching edge of the tiles sequence. Although the selection and insertion strategy could be exchanged to the others, but this paper will focus on the basic version strategy.
The main part of this paper will consist of the literature review and the result of experiment that will compare the proposed method with the nearest neighbor since it is very popular and widely used as constructive heuristics. The TSPLIB’s data sets are used as problem sets to compare their performances. The comparison between proposed approach and nearest neighbor seems fair enough to provide comprehensive experiment result – compare to other constructive methods – since both of them use the same selection and insertion strategy. As it is a basic version of Domino Algorithm so we choose to use the small TSP data set, 100 cities or less, such as Eil51, Berlin52, St70, Eil76, Pr76, and Rat99 [25],[26]. This paper will be organized as follows. In next section, we will present the literature review. Proposed Domino Algorithm as a basic version will be presented in section 3. Section 4 will focus on the evaluation of the performance of Domino Algorithm compare to its counterparts using six sets of TSP problem (TSPLIB) as mentioned above [25]. The 2-opt, the improvement heuristics, is used in this experiment to prove that the proposed algorithm has generated a better initial solution as a seed. Finally, conclusions will be presented in section 5.

2. Literature review

2.1. Traveling salesman problem

Combinatorial problems has arisen in many areas of computer science and other disciplines in which computational methods are applied, such as artificial intelligence, operations research, bioinformatics and electronic commerce. Some popular problems are like finding shortest tour also known as the travelling salesman problem, finding models of propositional formulae and determining the 3D-structure of proteins. Other well-known combinatorial problems are found in planning, scheduling, time-tabling, resource allocation, code design, hardware design and genome sequencing [27]. Some of combinatorial problems are N-P Hard type. It is generally believed that N-P hard problems cannot be solved to optimality within polynomial bounded computation times. Consequently, it has increased an interest in approximation algorithm that can find near-optimal solution with reasonable running times.
TSP can be symmetric or asymmetric. In the symmetric one, the distance between the two cities does not depend on the distance of travel. For example, if we show the distance between two nodes called i and j with \( d_{ij} \) and if we have \( d_{ij}=d_{ji} \), then TSP is symmetric or otherwise it is asymmetric.

2.2. Nearest neighbor

There are three types of heuristics method i.e. constructive, improvement, and compound. The constructive starts from building a solution with step by step, based on a set of rules defined beforehand. This approach is also used by meta-heuristics in their global search calculation. The improvement heuristics starts from a feasible solution and improve it by applying successive small changes. There are several popular algorithms such as 2-opt, 3-opt, k-opt, etc. Meanwhile, the compound heuristics has both constructive and improvement phases. Normally, the improvement phase will be conducted following the constructive phase. Hence, the compound is usually built from a combination of constructive and improvement, such as nearest neighbor-2Optimal, nearest neighbor-3Optimal, etc.

Nearest neighbor belongs to constructive heuristics which starts from nothing to then build a prospective solutions. Today, there are several popular constructive heuristic algorithm in combinatorial domain such as nearest neighbor, nearest arbitrary city, nearest insertion, farthest insertion, and cheapest insertion. The nearest neighbor algorithm is one of the first algorithms used to determine a solution to the travelling salesman problem. In such the algorithm, the salesman starts at a random city and proceeds with visiting the nearest city until all cities are finished to visit. It quickly yields a short tour, but usually not the optimal one. The nearest neighbor algorithm is easy to implement and execute quickly, but it can sometimes miss shorter routes which are easily noticed with human eyesight, due to its "greed" nature [24]. The procedure follows is the nearest neighbor algorithm [1] where \( V = \{1, 2, \ldots, n\} \) is a set of nodes representing the cities and \( E = \{(i, j) \mid i, j \in V\} \).

1. Select an arbitrary node \( k \).
2. Find city \( k+1 \) that is not yet visited and closer to \( k \) (min \( d_{ij} \)). Let \( T=\{1, 2, \ldots, k\} \) be the current partial tour (\( k<n \)).
3. Insert \( k+1 \) at the end of the partial tour; and \( k = k+1 \).
4. If all nodes or cities are already inserted then STOP, else go back to step (2).

3. Proposed Algorithm

Basically this proposed method is using the idea of domino game. This game is a traditional tile-based strategy game usually played by 2 to 4 players. Each domino tile is a rectangular shape with a line parting its face in half into two equal square-shaped: front half and end one. Each half is marked with either a blank, one spot, or a number of spots. The game is played this way. A first player will select a tile, then the next player will proceed with selecting a matching tile having a similar value in its front or end half with the tile of the first player to then make a sequential set of matching tiles. They will in turn play this way until the end of the game. A domino set is a generic gaming device, similar to playing cards or dice, in which a variety of games can be played with a set. Generally this game has six main steps: Shuffle the dominoes, Draw open hand, Decide the order of play, Lay first domino, Take turn adding domino, and end the round and award points. This rule will be implemented to solve a TSP case.

Domino Algorithm generates a sequence from a set of matching tiles which each tile represents a path consisting 2 points as original and destination cities. The tiles used in the game are the combinations of spot(s) represent a number of cities between 1 to N-cities. Fig 2 shows the combination of tiles (excluding the zero value represented by the blank square) that is used in 6 cities’ TSP case. The algorithm consists of 4 common steps of constructive heuristics: initialization, selection, insertion, and termination. The first step is distributing the tiles equally to each player in a random. Players make turns to add tiles into the front half or into the end half of the initial tile. The game will be over after a sequence gets formed or the players turns down all the tiles. This algorithm will order each player to make turn and each tile selected from player’s hand should become the minimum distance. The Fig 3 below is showing the flow chart of Domino algorithm procedure.
4. Methodology

4.1. Problem Representation

TSP can be represented as a graph of \( G = (V, E) \), where \( V = \{1, 2, \ldots, n\} \) is a set of nodes representing the cities, and \( E = \{ (i, j) | i, j \in V \} \) is the set of all connecting edges between them. Each edge means the possible path between two connected cities. The distance \( d_{ij} \) or \( d(i,j) \) is associated with edge \((i, j)\) and represents the Euclidean distance from city \( i \) to city \( j \) as equation (1). The information is calculated before performing the main algorithm. The distances of all edges were calculated and saved as a distance matrix.

\[
d_{ij} = \sqrt{(x_i - x_j)^2 - (y_i - y_j)^2}
\]  

The TSP is the problem of finding a minimum length of Hamiltonian tour on the undirected graph \( G = (V, E) \), where an Hamiltonian tour of graph \( G \) is a close-distance tour that needs visiting all the nodes of \( G \) one time only, and its length is given by the sum of the lengths of all the edges by which it is composed. The aim of solving TSP is to minimize the total close tour length \( L \) which is defined as equation (2).

\[
L = \sum_{i=1}^{n} d(i, i+1) + d(n, 1)
\]

4.2. Initialization

To solve TSP using Domino algorithm we should conduct some following steps. First, we generate some distributed initial random tiles by firstly setting up the number of players \( p \), followed by shuffling the tiles up, then distributing the initial set of tiles to each player in equal number or \( n/p \) or it will lead to a little adjustment when the number of nodes is odd number.

4.3. Selection and Insertion

In this manner a random city is selected as initial of the tour (e.g. city \( i \)). Then the next cities \( k \) consecutively are added to the tour which corresponds to their distance from city \( i \). Let \( (1, \ldots, k) \) be the current partial tour \( (k < n) \). The new city \( k \) will be added in the end of the tour if \( d(k,k+1) < d(k+1,k) \), otherwise it will be added or inserted at the beginning of partial tour. The players have to extend the partial tour with their remaining tiles (nodes) in turn.

4.4. Termination

When the next city \( k \) is equal to number of nodes (cities) then it will be the last insertion on the algorithm. The algorithm will calculate the final close tour or Hamilton cycle using Eq. (2). The figure 2 below depicts the flowchart of Domino algorithm where \( V = \{1, 2, \ldots, n\} \) is a set of nodes representing the cities, \( P = \{1, \ldots, p\} \) is a number of players, \( V_p = \{1, \ldots, n/p\} \) and \( E = \{ (i, j) | i, j \in V \} \).

5. Experimental result

In order to evaluate the performance of Domino algorithm, we tested it in the benchmark problems of TSPLIB. The experimental results are summarized in table 1. The first and 2nd column is the problem names and optimum tour lengths (best known solution), 3rd column is the values of the compared algorithms, and 4th and 5th columns are the achieved values by proposed method. Each 3rd, 4th, 5th columns have sub-columns which respectively are the best tour length generated by those methods, the average value of tours length possibly generated, and the number of possibly generated tours. The possible generated tour achieved by Nearest Neighbor is always as much as the-N (number of nodes) since it uses the minimum distance. The Domino Algorithm with 1 player always produces possible tours as much as those of Nearest Neighbor since there is no other players in turn generating sequence. We could also say that every player’s combination of nodes generates \( n \) possible constructed tours and in this case, a player only has \( C(n, n) = 1 \). However Domino Algorithm with 2 players generates more tours since each of them has the same number of nodes (n/2) or \( V_p = \{1, \ldots, n/2\} \) and having their own turn to build the sequence. The number of possible constructed tours of proposed algorithm with two
players is $\frac{n}{2} \cdot C(n, \frac{n}{2})$ where $C(n, \frac{n}{2})$ is a number of nodes combination of 2 players. We assume that the larger number of constructed tours, the better solution will be produced when it is enhanced with the improvement heuristic methods. The experiment uses 1000 iterations, which neither efficient nor effective for Nearest Neighbor and Domino with 1 player, and random number as a seed (initial city) for each method.

**Initialization**
- Set the problem (n of cities and distance matrix).
- Set the p (number of players).
- Distribute n/p tiles each player randomly.
- select initial one city k from randomly chosen.

**Selection**
- Find city $k + 1$ every player’s turn that is not yet in the tour and that is nearest from $k$ or to $k$.
Let $T = (1, ..., k)$ be the current partial tour ($k < n$).

**Insertion**
- Insert $k + 1$ at the beginning of the partial tour.
- Insert $k + 1$ at the end of the partial tour.

no

$dk,k+1 < dk+1,k$ ?

yes

Figure 2. The flowchart of Domino algorithm.

As comparison to the performance shown with a graph, the best solution every approach has made is summarized in table 2. All the best tours still have crossing lines or unsmooth shapes because of the prior research and the exclusion of the improvement heuristics. We believed in further research the problems will be eliminated by using improvement heuristic methods. A better constructed tour length has been achieved by Domino Algorithm (using 1 or 2 player(s)) for Eil51, Eil76, St70, Rat 99; and Nearest Neighbor for Berlin52, and Pr76 results can be seen respectively in table 1.

**Table 1.** Comparison value between best solution tour length of Nearest Neighbor and Domino Algorithm

| Problem | Optimal Solution | Nearest Neighbor (NN) | Domino-2 players (Dom2pl) | Domino-1 players (Dom1pl) |
|---------|------------------|-----------------------|----------------------------|---------------------------|
|         |                  | Best | Average | Best | Average | Best | Average | Best | Average |
| Eil51   | 426              | 482  | 525.90  | 507  | 622.63  | 469  | 540.34  |
| Berlin52| 7542             | 8181 | 9375.58 | 9343 | 11293.75| 8541 | 9226.44 |
| St70    | 675              | 796  | 841.26  | 854  | 1067.32 | 748  | 822.52  |
| Eil76   | 538              | 608  | 665.75  | 654  | 796.44  | 583  | 654.07  |
| Pr76    | 108159           | 130921| 147178.41 | 143351 | 181450.47 | 137788 | 143343.23 |
| Rat99   | 1211             | 1437 | 1535.83 | 1509 | 1946.40 | 1372 | 1513.58 |
Table 2. Comparison graph between best solution of tour lengths between Nearest Neighbor and Domino Algorithm

| Problem | Nearest Neighbor (NN) | Domino-2 players (Dom2pl) | Domino-1 players (Dom1pl) |
|---------|-----------------------|---------------------------|---------------------------|
| Eil51   | 482                   | 507                       | 469                       |
| Berlin52| 8181                  | 9343                      | 8541                      |
| St70    | 796                   | 854                       | 748                       |
| Eil76   | 608                   | 654                       | 583                       |
| Pr76    | 13021                 | 143315                    | 137788                    |
| Rat99   | 1437                  | 1509                      | 1372                      |

Eil51 (Opt. Solution=426)
Berlin52 (Opt. Solution=7542)
St70 (Opt. Solution=675)
Eil76 (Opt. Solution=538)
Pr76 (Opt. Solution=108159)
Rat99 (Opt. Solution=1211)
6. Conclusion
In this paper, a novel constructive heuristics algorithm named Domino algorithm has been introduced for TSP, which is aimed to efficiently reduce the calculation complexity of meta-heuristics algorithms which can generate \( \frac{n!}{2} \cdot C(n, \frac{n}{2}) \) constructed tours as good prospective solutions. Using random permutation in global search of meta-heuristics will waste the time since it generates \( n! \) of prospective solutions.

For further research, the algorithm should be intensively combined with applying the improvement heuristic and hybridize it with meta-heuristics algorithm focusing on finding the optimal results which will be moreover quite simple and easy to apply.
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