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Abstract

This work is devoted to the theoretical and numerical analysis of a two-species chemotaxis-Navier-Stokes system with Lotka-Volterra competitive kinetics in a bounded domain of $\mathbb{R}^d$, $d = 2, 3$. First, we study the existence of global weak solutions and establish a regularity criterion which provides sufficient conditions to ensure the strong regularity of the weak solutions. After, we propose a finite element numerical scheme in which we use a splitting technique obtained by introducing an auxiliary variable given by the gradient of the chemical concentration and applying an inductive strategy, in order to deal with the chemoattraction terms in the two-species equations and prove optimal error estimates. For this scheme, we study the well-posedness and derive some uniform estimates for the discrete variables required in the convergence analysis. Finally, we present some numerical simulations oriented to verify the good behavior of our scheme, as well as to check numerically the optimal error estimates proved in our theoretical analysis.
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1 Introduction

This paper focuses on the numerical analysis of a parabolic system of partial differential equations describing the evolution of two competing species which react on a chemoattractant in a liquid surrounding environment. This system is given by the following initial-boundary value problem:

\[
\begin{align*}
\partial_t n + u \cdot \nabla n &= D_n \Delta n - \chi_1 \nabla \cdot (n \nabla c) + \mu_1 n (1 - n - a_1 w) \quad \text{in } \Omega \times (0, T), \\
\partial_t w + u \cdot \nabla w &= D_w \Delta w - \chi_2 \nabla \cdot (w \nabla c) + \mu_2 w (1 - a_2 n - w) \quad \text{in } \Omega \times (0, T), \\
\partial_t c + u \cdot \nabla c &= D_c \Delta c - (\alpha n + \beta w) c \quad \text{in } \Omega \times (0, T), \\
\n \nabla \cdot u &= 0 \quad \text{in } \Omega \times (0, T), \\
\n \nabla \cdot \nu &= \frac{\partial n}{\partial \nu} = \frac{\partial w}{\partial \nu} = \frac{\partial c}{\partial \nu} = 0, \quad u = 0, \quad \text{on } \partial \Omega \times (0, T), \\
\n\langle n(x, 0), w(x, 0), c(x, 0), u(x, 0) \rangle &= \langle n_0(x), w_0(x), c_0(x), u_0(x) \rangle \quad \text{in } \Omega,
\end{align*}
\]

where $\Omega \subseteq \mathbb{R}^d$, $d = 2, 3$, is a bounded domain, $T > 0$ and $\nu$ denotes the unit outward normal vector to the boundary $\partial \Omega$. The unknowns are $n, w$ denoting the densities of the two species, $c$ standing the chemical concentration and $u$, $\pi$ representing the velocity and the pressure of the fluid, respectively.
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Interspecies competition model with chemoattraction in fluids

System (1.1) is a model of Lotka-Volterra type in which the movement of the two species is directed by the gradient of an attractant chemical substance, with corresponding chemoattraction coefficients $\chi_1, \chi_2 > 0$. The dynamics includes interspecies competition with population growth rates $\mu_1, \mu_2 > 0$, and strength of competition $a_i, a_2 > 0$. The chemical substance is consumed by the species with consumption rates $\alpha, \beta > 0$. Finally, the species and the chemical substance are transported by an incompressible fluid whose dynamics is modeled by the Navier-Stokes equations under the influence of the forcing term $(\gamma n + \lambda w)\nabla \psi$.

System (1.1) was proposed in [22] as a generalization of the chemotaxis-Navier-Stokes model in which the complex interaction between chemotaxis, the Lotka-Volterra competitive kinetics of two species and a fluid are taken into account. The seminal chemotaxis-Navier-Stokes model was proposed in [34] to describe the interactions between a cell population and a chemical signal with a liquid environment. Indeed, it was observed that when bacteria of the species Bacillus subtilis are suspended in water, some spatial patterns may spontaneously emerge from initially almost homogeneous distributions of bacteria [7, 35, 36].

From a theoretical point of view, model (1.1) has been studied in two and three dimensional settings (e.g. [3, 22, 24, 41]). Global existence, boundedness and stabilization of solutions in the two-dimensional case were studied in [22]; while, the three-dimensional case with $k = 0$ (that is, considering the Stokes system instead Navier-Stokes model), was studied in [3]. In [24], the authors analyzed the convergence and derive explicit rates of convergence for any supposedly given global bounded classical solutions, it is worthwhile to remark that the uniqueness of weak solutions in 3D is an open problem; consequently, motivated by the results in [12, 25], the second aim of this paper is to derive a regularity criterion to get global-in-time strong solutions. Our result can generalize those in [25].
On the other hand, from a numerical point of view, there are different works focused on the chemotaxis phenomenon (see, for instance, [6, 13, 14, 15, 16, 17, 18, 23, 28] and references therein); there, some numerical schemes have been proposed by using different methods, analyzing properties of the discrete solutions such as existence, uniqueness, positivity, energy-stability, convergence, mass-conservation, asymptotic behavior, error estimates, among others. Now, when the interaction with a fluid is considered, as far as we know, the literature related to the numerical analysis of chemotaxis-Navier-Stokes system is scarce, see [5, 9]. For the 2D-Keller-Segel-Stokes model, in [5] it was studied the convergence of a numerical scheme, obtained by the combination of the finite volume method and the nonconforming finite element method; while, for a 3D-chemotaxis-Navier-Stokes system, the convergence of a finite element scheme has been analyzed in [9]. However, up to our knowledge, for the model (1.1) in which, the diffusion by chemotaxis, the Lotka-Volterra kinetics and the fluid interaction are combined, there are no works dealing with numerical analysis.

Taking into account the above, the third aim of this paper is to develop the numerical analysis of model (1.1). It is worthwhile to remark that cross-diffusion mechanisms governing the chemotactic phenomena and the non-linear dynamics caused by their coupling with the interaction between competing species and the fluid, made the model (1.1) numerically challenging. Here, we propose a finite element numerical scheme in which, in order to treat with the chemoattraction terms in the two-species equations and the other nonlinear terms coming from the interspecies competition and the signal consumption, we use a splitting technique obtained by introducing an auxiliary variable given by the \( s = \nabla c \) and applying an inductive strategy. This idea allows us to prove optimal error estimates. Likewise, we will use some skew-symmetric trilinear forms (see (3.11) and (3.12)) to control the transport terms, preserving the alternance property as in the continuous case.

The layout of this paper is as follows: In Section 2, we introduce some basic notations, preliminary results, and establish the main results corresponding to the continuous problem. Specifically, we prove the existence of weak solutions for system (1.1) and a regularity criterion under which weak solutions of (1.1) are also strong solutions. In Section 3, we define an equivalent weak formulation of (1.1), from which we construct the finite element numerical approximation. We prove its well-posedness and some uniform estimates for any discrete solution, which are required in the convergence analysis. In Section 4, we carry out the corresponding convergence analysis proving optimal error estimates in time and space. Finally, in Section 5, we provide some numerical simulations in agreement with the theoretical results reported in this paper and the reference [24].

2 The continuous problem

We will start by recalling some basic notations and preliminary results to be used later. Hereafter, \( \Omega \) is a bounded domain of \( \mathbb{R}^3 \) with boundary of class \( C^{2,1} \). The reason to assume this particular regularity comes from the parabolic and elliptic regularity results which we will use frequently throughout this paper (cf. Theorem 2.1 and system (2.8) below). We consider the standard Sobolev and Lebesgue spaces \( W^{k,p}(\Omega) \) and \( L^p(\Omega) \), with respective norms \( \| \cdot \|_{W^{k,p}} \) and \( \| \cdot \|_{L^p} \). In particular, we denote \( W^{k,2}(\Omega) = H^k(\Omega) \). Also, \( W_0^{1,p}(\Omega) \) denotes the elements of \( W^{1,p}(\Omega) \) with trace zero on \( \partial \Omega \). The \( L^2(\Omega) \)-inner product will be represented by \( (\cdot, \cdot) \). We also consider the space \( L^2_0(\Omega)^3 \) defined by the closure of \( \{ u \in C_0^\infty(\Omega)^3, \nabla \cdot u = 0 \} \) in \( L^2(\Omega) \) and the following function spaces

\[
V := \{ v \in H^1_0(\Omega)^3 : \nabla \cdot v = 0 \text{ in } \Omega \}, \quad H^1_s(\Omega) := \{ w \in H^1(\Omega)^3 : w \cdot \nu = 0 \text{ on } \partial \Omega \}, \quad L^2_0(\Omega) := \left\{ p \in L^2(\Omega) : \int_\Omega p = 0 \right\}.
\]

We will use the following equivalent norm in \( H^1_s(\Omega) \) (see [2, Corollary 3.5]):

\[
\| s \|_{H^1}^2 = \| s \|_{L^2}^2 + \| \text{rot } s \|_{L^2}^2 + \| \nabla \cdot s \|_{L^2}^2, \quad \forall s \in H^1_s(\Omega)
\] (2.1)
and the well known Poincaré and embedding inequalities
\[
\|v\|_{H^1} \leq C_P \|\nabla v\|_{L^2}, \quad \forall v \in H^1_0(\Omega)^3,
\]
\[
\|u\|_{L^\infty} \leq C \|u\|_{H^2}, \quad \forall u \in H^2(\Omega),
\]
for some constants \(C_P, C > 0\), which depend on \(\Omega\), but are independent of \(v\) and \(u\), respectively. Also, we will use the classical 3D interpolation inequalities
\[
\|u\|_{L^3} \leq \|u\|_{L^2}^{1/2} \|u\|_{L^6}^{1/2}, \quad \forall u \in H^1(\Omega),
\]
\[
\|u\|_{L^5} \leq \|u\|_{L^2}^{1/10} \|u\|_{H^1}^{9/10}, \quad \forall u \in H^1(\Omega).
\]

We also consider the Stokes operator \(A := -\Delta\), with domain \(D(A) = V \cap H^2(\Omega)^3\), where \(V : L^2(\Omega)^3 \to L^2(\Omega)^3\) stands the Leray projector. Along this paper, we consider a fixed but arbitrary time interval \((0, T), 0 < T < \infty\). For \(Y\) being a Banach space, we denote by \(L^p(Y) := L^p(0, T; Y), 1 \leq p \leq \infty\), the space of Bochner integrable functions defined on the interval \([0, T]\) with values in \(Y\), endowed with the usual norm \(\|\cdot\|_{L^p(Y)}\). We also consider the space \(C(Y) := C([0, T]; Y)\) of continuous functions from \([0, T]\) into \(Y\), with norm \(\|\cdot\|_{C(Y)}\). For a Banach space \(Y\), we denote the duality product between the dual \(Y'\) and \(Y\) by \((\cdot, \cdot)'\), or simply \((\cdot, \cdot)\) if there is no ambiguity. From now on, for simplicity in the notation, we use the same notation for both scalar and vector valued functions spaces. Also, the letter \(C\) will denote different positive constants (independent of discrete parameters) which may change from line to line (or even within the same line).

In order to analyze properties of existence and regularity of solutions of \((1.1)\), frequently we will use the following parabolic regularity result.

**Theorem 2.1** ([10], Theorem 10.22). Let \(\Omega\) be a bounded domain with boundary \(\partial\Omega\) of class \(C^2\), \(1 < p, q < \infty\). Suppose that \(f \in L^p(L^q)\), \(u_0 \in Z_{p,q} = \{L^p(\Omega); D(\Delta_N)\}_{1-1/p, p}, D(\Delta_N) = \{v \in W^{2,q}(\Omega) : \frac{\partial v}{\partial \nu} = 0 \text{ on } \partial\Omega\}, \) where \(\{\cdot, \cdot\}_r\) denotes the real interpolation space. Then the problem
\[
\begin{aligned}
\partial_t u - \Delta u &= f, \quad \text{in } (0, T) \times \Omega, \\
u(0, \cdot) &= u_0, \quad \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} &= 0, \quad \text{on } (0, T) \times \partial\Omega,
\end{aligned}
\]

admits a unique solution \(u\) such that \(u \in C(Z_{p,q}) \cap L^p(W^{2,q}), \partial_t u \in L^p(L^q)\). Moreover, there exists a positive constant \(C := C(p,q,\Omega, T)\) such that
\[
\|u(t)\|_{C(Z_{p,q})} + \|\partial_t u\|_{L^p(L^q)} + \|\Delta u\|_{L^p(L^q)} \leq C(\|f\|_{L^p(L^q)} + \|u_0\|_{Z_{p,q}}).
\]
If \(p = q\), it holds that
\[
Z_{p,p} = W_2^{2-2/p,p} = \begin{cases} W^{2-2/p,p}(\Omega), & \text{if } p < 3, \\
\{u \in W^{2-2/p,p}(\Omega) : \frac{\partial u}{\partial \nu} = 0 \text{ on } \partial\Omega\}, & \text{if } p > 3.
\end{cases}
\]
We will denote by \(X_p\) the space
\[
X_p = \{u \in C(Z_{p,p}) \cap L^p(W^{2,p}) : \partial_t u \in L^p(L^p)\}.
\]

### 2.1 Variational formulation, and existence and regularity results

We start this subsection by introducing the notion of weak and strong solutions of \((1.1)\).
**Definition 2.2.** (Weak solution of (1.1)) Let \( 0 < T < \infty, \nabla \phi \in L^\infty(\Omega), n_0, w_0 \in L^2(\Omega), c_0 \in W^{1,q}(\Omega), q > 3, u_0 \in L^2(\Omega) ) and n_0, w_0, c_0 \geq 0 \) in \( \Omega \). A quadruple \([n, w, c, u]\) is said a weak solution of (1.1) if

\[
n, w \in L^{5/3}(L^{5/3}) \cap L^{5/4}(W^{1,5/4}), \quad \partial_t n, \partial_t w \in L^{10/9}((W^{1,10})'), c \in L^\infty(H^1) \cap L^2(H^2), \quad \partial_t c \in L^{10/7}(L^{10/7}), \\
u \in L^\infty(L^2) \cap L^2(V), \quad \partial_t u \in L^{5/3}((W^{1,5/2})'),
\]
satisfying the equation (1.1) at a.e \((x,t)\) in \(\Omega \times (0,T)\), and verifying

\[
\int_0^T \langle \partial_t n, \phi_1 \rangle + \int_0^T \int_\Omega [D_n \nabla n - nu - \chi_1 n \nabla c] \cdot \nabla \phi_1 = \mu_1 \int_0^T \int_\Omega (1 - n - a_1 w) \phi_1,
\]
\[
\int_0^T \langle \partial_t w, \varphi_2 \rangle + \int_0^T \int_\Omega [D_w \nabla w - wu - \chi_2 w \nabla c] \cdot \nabla \varphi_2 = \mu_2 \int_0^T \int_\Omega (1 - a_2 n - w) \varphi_2,
\]
\[
\int_0^T \langle \partial_t u, \psi \rangle + \int_0^T \int_\Omega [D_u \nabla u - ku \otimes u] \cdot \nabla \psi = \int_0^T \int_\Omega (\gamma n + \lambda \nabla \phi \cdot \psi),
\]
for all \( \phi_1, \varphi_2 \in L^{10}(W^{1,10})' \) and \( \psi \in L^{5/2}(W^{1,5/2})' \).

**Definition 2.3.** (Strong solution of (1.1)) Let \( \nabla \phi \in L^\infty(\Omega), \ [n_0, w_0, c_0, u_0] \in \tilde{W}^{3/2,4} \times \tilde{W}^{3/2,4} \times \tilde{W}^{3/2,4} \times V \) and \( n_0, w_0, c_0 \geq 0 \) in \(\Omega\). A strong solution of (1.1) is a quadruple \([n, w, c, u]\) with

\[
[n, w, c, u] \in \mathcal{X}_4 \times \mathcal{X}_4 \times \mathcal{X}_4 \times \mathcal{X}_2,
\]
satisfying (1.1) at a.e \((x,t)\) in \(\Omega \times (0,T)\).

The first aim of this paper is to prove the following theorem of existence of weak solutions.

**Theorem 2.4.** (Existence of weak solution) There exists a global weak solution of system (1.1), in the sense of Definition 2.2.

Under the extra assumption \([n, w, u] \in L^{20/7}(L^{20/7}) \times L^{20/7}(L^{20/7}) \times L^8(L^4)\), weak solutions are strong in the sense of the following definition. This is the content of the next theorem.

**Theorem 2.5.** (Regularity criterion) Let \([n, w, c, u]\) be a weak solution of (1.1). If \([n_0, w_0, c_0, u_0] \in \tilde{W}^{3/2,4} \times \tilde{W}^{3/2,4} \times \tilde{W}^{3/2,4} \times V\) and

\[
[n, w, u] \in L^{20/7}(L^{20/7}) \times L^{20/7}(L^{20/7}) \times L^8(L^4), \quad (2.6)
\]
then \([n, w, c, u]\) is a strong solution of (1.1) in the sense of Definition 2.3.

### 2.2 Existence of weak solutions. Proof of Theorem 2.4

We look for a weak solution of (1.1) as the limit of the strong solutions for a family of suitable regularized problems. In this section, for simplicity in the calculations, we consider the parameter \(k\) and the self-diffusion coefficients \(D_u, D_n, D_w\) and \(D_c\) equal to 1.

**2.2.1 Approximated solutions**

We consider a regularized problem, depending of a parameter \(\epsilon\), and then, we obtain the existence of weak solutions as the limit, as the parameter \(\epsilon\) goes to zero, of the corresponding strong solutions.
Precisely, given \( \epsilon > 0 \), we consider the regularized system

\[
\begin{aligned}
\partial_t n_\epsilon + n_\epsilon \cdot \nabla n_\epsilon &= \Delta n_\epsilon - \chi_1 \nabla \cdot \left( \frac{n_\epsilon^+}{1 + \epsilon n_\epsilon} \nabla c_\epsilon \right) + \mu_1 n_\epsilon^+ (1 - n_\epsilon - a_1 w_\epsilon) \quad \text{in} \quad \Omega \times (0, T), \\
\partial_t w_\epsilon + w_\epsilon \cdot \nabla w_\epsilon &= \Delta w_\epsilon - \chi_2 \nabla \cdot \left( \frac{w_\epsilon^+}{1 + \epsilon w_\epsilon} \nabla c_\epsilon \right) + \mu_2 w_\epsilon^+ (1 - a_2 n_\epsilon - w_\epsilon) \quad \text{in} \quad \Omega \times (0, T), \\
\partial_t s_\epsilon + s_\epsilon \cdot \nabla s_\epsilon &= \Delta s_\epsilon - \alpha s_\epsilon^+ \frac{1}{2} \ln(1 + \epsilon n_\epsilon^+) - \beta s_\epsilon^+ \frac{1}{2} \ln(1 + \epsilon w_\epsilon^+) \quad \text{in} \quad \Omega \times (0, T), \\
\partial_t u_\epsilon + (Y_\epsilon u_\epsilon \cdot \nabla) u_\epsilon &= \Delta u_\epsilon + \nabla \pi_\epsilon + (\gamma n_\epsilon + \lambda w_\epsilon) \nabla \phi \quad \text{in} \quad \Omega \times (0, T), \\
\nabla \cdot u_\epsilon &= 0 \quad \text{in} \quad \Omega \times (0, T), \\
[n_\epsilon(0), w_\epsilon(0), s_\epsilon(0), u_\epsilon(0)] &= [n_{0, \epsilon}, w_{0, \epsilon}, s_{0, \epsilon}, u_{0, \epsilon}] \quad \text{in} \quad \Omega,
\end{aligned}
\]

(2.7)

where \( c_\epsilon \) is the unique solution of the elliptic problem

\[
\begin{aligned}
\epsilon c_\epsilon - \Delta c_\epsilon &= s_\epsilon \quad \text{in} \quad \Omega, \\
\frac{\partial c_\epsilon}{\partial n}(x,t) &= 0 \quad \text{on} \quad \partial \Omega,
\end{aligned}
\]

and \( Y_\epsilon = (1 + \epsilon A)^{-1} \) is the Yosida approximation [30]. In (2.7), \( a^+ = \max\{a_\epsilon, 0\} \geq 0 \) for a general variable \( a \), and \( n_{0, \epsilon}, w_{0, \epsilon}, s_{0, \epsilon}, u_{0, \epsilon} \) are initial data satisfying

\[
\begin{cases}
n_{0, \epsilon} \in W^{4/5,5/3}(\Omega), & n_{0, \epsilon} > 0, \quad n_{0, \epsilon} \rightarrow n_0 \text{ in } L^2(\Omega), \quad \text{as} \ \epsilon \rightarrow 0, \\
w_{0, \epsilon} \in W^{4/5,5/3}(\Omega), & w_{0, \epsilon} > 0, \quad w_{0, \epsilon} \rightarrow w_0 \text{ in } L^2(\Omega), \quad \text{as} \ \epsilon \rightarrow 0, \\
s_{0, \epsilon} \geq 0, & s_{0, \epsilon} = c_{0, \epsilon} - \epsilon \Delta c_{0, \epsilon} \in W^{1,q}(\Omega), \quad q > 3, \\
c_{0, \epsilon} \geq 0, & c_{0, \epsilon} \rightarrow c_0 \text{ in } H^1(\Omega), \quad \text{as} \ \epsilon \rightarrow 0, \\
s_{0, \epsilon} \rightarrow s_0 \text{ in } W^{1,q}(\Omega), \quad \text{as} \ \epsilon \rightarrow 0, \\
u_{0, \epsilon} \in \mathcal{V}, & u_{0, \epsilon} \rightarrow u_0 \text{ in } L^2(\Omega), \quad \text{as} \ \epsilon \rightarrow 0.
\end{cases}
\]

(2.9)

Next proposition provides the existence of strong solutions for (2.7)-(2.8).

**Proposition 2.6.** For each \( \epsilon > 0 \), there exist unique non-negative functions \( n_\epsilon \in X_5/3, \) \( w_\epsilon \in X_5/3, \) \( s_\epsilon \in X_5/3, \) \( u_\epsilon \in X_2, \) which, together with some unique \( \pi_\epsilon \in L^2(H^1) \) solve the system (2.7) pointwisely a.e. \((x,t) \in \Omega \times (0,T)\).

**Proof.** We will use the Leray-Schauder fixed point theorem. Let us consider the Banach space \( X = L^\infty(L^2) \cap L^2(H^1) \) and \( \Gamma : X \times X \times X \rightarrow X \times X \times X \) defined by \( \Gamma([n_\epsilon, w_\epsilon, s_\epsilon]) = [n_\epsilon, w_\epsilon, s_\epsilon], \) where \( n_\epsilon, w_\epsilon, s_\epsilon \) are the first three components of the solution \([n_\epsilon, w_\epsilon, s_\epsilon, u_\epsilon, \pi_\epsilon]\) of the following system:

\[
\begin{aligned}
\partial_t n_\epsilon - \Delta n_\epsilon &= -u_\epsilon \cdot \nabla \tilde{n}_\epsilon - \chi_1 \nabla \cdot \left( \frac{\tilde{n}_\epsilon}{1 + \epsilon \tilde{n}_\epsilon} \nabla \tilde{c}_\epsilon \right) + \mu_1 \tilde{n}_\epsilon^+ (1 - \tilde{n}_\epsilon - a_1 \tilde{w}_\epsilon) \quad \text{in} \quad \Omega \times (0, T), \\
\partial_t w_\epsilon - \Delta w_\epsilon &= -u_\epsilon \cdot \nabla \tilde{w}_\epsilon - \chi_2 \nabla \cdot \left( \frac{\tilde{w}_\epsilon}{1 + \epsilon \tilde{w}_\epsilon} \nabla \tilde{c}_\epsilon \right) + \mu_2 \tilde{w}_\epsilon^+ (1 - a_2 \tilde{n}_\epsilon - \tilde{w}_\epsilon) \quad \text{in} \quad \Omega \times (0, T), \\
\partial_t s_\epsilon - \Delta s_\epsilon &= -u_\epsilon \cdot \nabla \tilde{s}_\epsilon - \alpha \tilde{s}_\epsilon^+ \frac{1}{2} \ln(1 + \epsilon \tilde{n}_\epsilon^+) - \beta \tilde{s}_\epsilon^+ \frac{1}{2} \ln(1 + \epsilon \tilde{w}_\epsilon^+) \quad \text{in} \quad \Omega \times (0, T), \\
\partial_t u_\epsilon - \Delta u_\epsilon + (Y_\epsilon u_\epsilon \cdot \nabla) u_\epsilon - \nabla \pi_\epsilon &= (\gamma \tilde{n}_\epsilon + \lambda \tilde{w}_\epsilon) \nabla \phi \quad \text{in} \quad \Omega \times (0, T), \\
\nabla \cdot u_\epsilon &= 0 \quad \text{in} \quad \Omega \times (0, T), \\
[n_\epsilon(0), w_\epsilon(0), s_\epsilon(0), u_\epsilon(0)] &= [n_{0, \epsilon}, w_{0, \epsilon}, s_{0, \epsilon}, u_{0, \epsilon}] \quad \text{in} \quad \Omega,
\end{aligned}
\]

(2.10)

where \( \tilde{c}_\epsilon \) is the unique solution of (2.8) with right hand side \( \tilde{s}_\epsilon \). First of all, \( \Gamma \) is well defined. In fact, if \([\tilde{n}_\epsilon, \tilde{w}_\epsilon, \tilde{s}_\epsilon] \in X \times X \times X\), following [30], Chapter V, Section 2.3, there exists a unique \( u_\epsilon \in X \rightarrow L^{10}(L^{10}) \) solution of (2.10) with initial data \( u_{0, \epsilon} \) and non-slip boundary condition. Also, since \( \tilde{s}_\epsilon \in X \) and recalling that \( \partial \Omega \in C^{1,1} \), from the elliptic regularity applied to the problem (2.8) (cf. [20], Theorem 2.4.2.7 and Theorem 2.5.1.1), there exists a unique solution \( \tilde{c}_\epsilon \in L^\infty(H^2) \cap L^2(H^3) \). Then \( \nabla \tilde{c}_\epsilon \in L^\infty(H^1) \cap L^2(H^2) \rightarrow L^{10}(L^{10}) \). Since \( \nabla \tilde{n}_\epsilon^+, \nabla \tilde{w}_\epsilon^+ \in L^2(L^2) \) we get

\[
\chi_1 \nabla \cdot \left( \frac{\tilde{n}_\epsilon^+}{1 + \epsilon \tilde{n}_\epsilon} \nabla \tilde{c}_\epsilon \right), \quad \chi_2 \nabla \cdot \left( \frac{\tilde{w}_\epsilon^+}{1 + \epsilon \tilde{w}_\epsilon} \nabla \tilde{c}_\epsilon \right) \in L^{5/3}(L^{5/3}).
\]
Moreover, since \( u_\epsilon \in L^\infty(H^1) \cap L^2(H^2) \hookrightarrow L^{10}(H^{10}) \) we have \( u_\epsilon \cdot \nabla \bar{n}_\epsilon, u_\epsilon \cdot \nabla \bar{w}_\epsilon, u_\epsilon \cdot \nabla \bar{s}_\epsilon, \bar{n}_\epsilon^+, \bar{n}_\epsilon^-, \bar{w}_\epsilon^+, \bar{w}_\epsilon^-, \bar{s}_\epsilon^+ \bar{s}_\epsilon^- \in L^{5/3}(H^{5/3}) \). Therefore the right hand sides of (2.10)_1, (2.10)_2 and (2.10)_3 belong to \( L^{5/3}(H^{5/3}) \) and thus, from Theorem 2.1, there exists a unique \( [n_\epsilon, w_\epsilon, s_\epsilon] \in X_{5/3} \times X_{5/3} \times X_{5/3} \) solution of (2.10)_1-(2.10)_3, such that

\[
\begin{align*}
||n_\epsilon||_{X_{5/3}} &\leq C(||\bar{n}_0||_{W^{4/5,5/3}}, ||u_\epsilon||_{X_2}, ||\bar{w}_\epsilon||_{X}, ||\bar{s}_\epsilon||_{X}), \\
||w_\epsilon||_{X_{5/3}} &\leq C(||\bar{w}_0||_{W^{4/5,5/3}}, ||u_\epsilon||_{X_2}, ||\bar{n}_\epsilon||_{X}, ||\bar{w}_\epsilon||_{X}, ||\bar{s}_\epsilon||_{X}), \\
||s_\epsilon||_{X_{5/3}} &\leq C(||\bar{c}_0||_{c_0}, -\Delta \bar{c}_0, ||\bar{w}_0||_{W^{4/5,5/3}}, ||u_\epsilon||_{X_2}, ||\bar{n}_\epsilon||_{X}, ||\bar{w}_\epsilon||_{X}, ||\bar{s}_\epsilon||_{X}).
\end{align*}
\] (2.11) (2.12) (2.13)

Since \( X_{5/3} \hookrightarrow L^2(H^{3/2}) \cap L^\infty(L^2) \hookrightarrow X \), we conclude \( \Gamma \) is well defined.

Now we prove that \( \Gamma : X \times X \times X \to X \times X \times X \) is compact. Notice that \( X_{5/3} \hookrightarrow L^\infty(H^{1/2}) \cap L^{5/3}(H^{17/10}) \). Thus, by Lemma 6 in [12], \( X_{5/3} \hookrightarrow L^2(H^{3/2}) \cap L^\infty(H^{1/2}) \) and \( H^{3/2} \hookrightarrow H^{1} \hookrightarrow L^{5/3}, H^{1/2} \hookrightarrow L^3 \hookrightarrow L^{5/3} \), where \( \hookrightarrow \) denotes the compact embedding. Then, by using the Aubin-Lions and Simon compactness theorems [26, 29], the embedding of \( \{ u \in L^2(H^{3/2}) \cap L^\infty(H^{1/2}) : \partial_\tau u \in L^{5/3}(L^{5/3}) \} \) into \( X \) is compact.

Next, we will prove that the fixed points of \( \alpha \Gamma \), \( \alpha \in [0, 1] \) are bounded in \( X \times X \times X \). If \( \alpha = 0 \) the result is clear; then we assume \( \alpha \in (0, 1] \). If \( [n_\epsilon, w_\epsilon, s_\epsilon] \) is a fixed point of \( \alpha \Gamma \), then \( [n_\epsilon, w_\epsilon, s_\epsilon] = \alpha \Gamma [n_\epsilon, w_\epsilon, s_\epsilon] \), which says that \( [n_\epsilon, w_\epsilon, s_\epsilon] \) verifies

\[
\begin{align*}
\partial_\tau n_\epsilon - \Delta n_\epsilon &= -\alpha u_\epsilon \cdot \nabla n_\epsilon - \alpha \chi_1 \nabla \left( \frac{n_\epsilon^+}{1+\epsilon n_\epsilon^-} \nabla c_\epsilon \right) + \alpha \mu_1 n_\epsilon^+(1 - n_\epsilon - a_1 w_\epsilon) \quad \text{in } \Omega \times (0, T), \\
\partial_\tau w_\epsilon - \Delta w_\epsilon &= -\alpha u_\epsilon \cdot \nabla w_\epsilon - \alpha \chi_2 \nabla \left( \frac{w_\epsilon^+}{1+\epsilon w_\epsilon^-} \nabla c_\epsilon \right) + \alpha \mu_2 w_\epsilon^+(1 - a_2 n_\epsilon - w_\epsilon) \quad \text{in } \Omega \times (0, T), \\
\partial_\tau s_\epsilon - \Delta s_\epsilon &= -\alpha u_\epsilon \cdot \nabla s_\epsilon - \alpha \sigma s_\epsilon^+ \frac{1}{\epsilon} \ln(1 + \epsilon n_\epsilon^+) - \alpha \beta s_\epsilon^+ \frac{1}{\epsilon} \ln(1 + \epsilon w_\epsilon^+) \quad \text{in } \Omega \times (0, T), \\
\nabla \cdot u_\epsilon &= 0 \quad \text{in } \Omega \times (0, T).
\end{align*}
\] (2.14)

We first prove that \( n_\epsilon \geq 0 \). Let \( [n_\epsilon, w_\epsilon, s_\epsilon, u_\epsilon, \pi_\epsilon] \) be a solution of (2.14). As described before, the right hand side of (2.14)_1 belongs to \( L^{5/3}(L^{5/3}) \). Moreover \( n_\epsilon \in X \hookrightarrow L^{10/3}(L^{10/3}) \hookrightarrow L^{5/2}(L^{5/2}) \). Thus, testing (2.14)_1 by \( \beta_\epsilon^- = \min\{n_\epsilon, 0\} \leq 0 \), and taking into account that the condition \( \nabla \cdot u_\epsilon = 0 \) implies \( \int_\Omega (\nabla \cdot u_\epsilon) n_\epsilon^- n_\epsilon^- = 0 \), we obtain

\[
\frac{1}{2} \frac{d}{dt} ||n_\epsilon^-||_{L^2}^2 + ||\nabla n_\epsilon^-||_{L^2}^2 = \alpha \chi_1 \left( \frac{n_\epsilon^+}{1+\epsilon n_\epsilon^-} \nabla c_\epsilon \cdot \nabla n_\epsilon^- \right) + \alpha \mu_1 (n_\epsilon^+(1 - n_\epsilon - a_1 w_\epsilon), n_\epsilon^-) = 0,
\]

from which \( n_\epsilon^- = 0 \) and then \( n_\epsilon \geq 0 \) a.e. in \( \Omega \times (0, T) \). Analogously, testing (2.14)_2 and (2.14)_3 by \( w_\epsilon^- \) and \( s_\epsilon^- \) respectively, we get \( w_\epsilon \geq 0 \) and \( s_\epsilon \geq 0 \) a.e. in \( \Omega \times (0, T) \).

Now we prove that \( s_\epsilon \) is bounded in \( X \). That, testing (2.14)_3 by \( s_\epsilon \), integrating in \( \Omega \), taking into account that \( \nabla \cdot u_\epsilon = 0 \), we get

\[
\frac{1}{2} \frac{d}{dt} ||s_\epsilon||_{L^2}^2 + ||\nabla s_\epsilon||_{L^2}^2 = -\alpha \left( \alpha s_\epsilon \frac{1}{\epsilon} \ln(1 + \epsilon n_\epsilon) + \beta s_\epsilon \frac{1}{\epsilon} \ln(1 + \epsilon w_\epsilon), s_\epsilon \right) \leq 0.
\] (2.15)

Thus, integrating in time in (2.15) we get \( ||s_\epsilon||_{L^\infty(L^2)} + ||s_\epsilon||_{L^\infty(H^{1/2})} \leq C. \) Now we will bound \( n_\epsilon \) in \( X \). Testing (2.14)_1 by \( n_\epsilon \) and integrating in \( \Omega \) we get

\[
\frac{1}{2} \frac{d}{dt} ||n_\epsilon||_{L^2}^2 + ||\nabla n_\epsilon||_{L^2}^2 = \alpha \chi_1 \left( \frac{n_\epsilon}{1+\epsilon n_\epsilon^-} \nabla c_\epsilon \cdot \nabla n_\epsilon \right) + \alpha (\mu_1 n_\epsilon(1 - n_\epsilon - a_1 w_\epsilon), n_\epsilon) \\
\leq \alpha \chi_1 ||n_\epsilon||_{L^2} ||\nabla c_\epsilon||_{L^4} ||\nabla n_\epsilon||_{L^2} + \alpha \mu_1 ||n_\epsilon||_{L^2}^2 \\
\leq C \alpha \chi_1 (||n_\epsilon||_{L^2}^{1/4} ||\nabla n_\epsilon||_{L^2}^{3/4} + ||n_\epsilon||_{L^2}) ||\nabla c_\epsilon||_{L^4} ||\nabla n_\epsilon||_{L^2} + \alpha \mu_1 ||n_\epsilon||_{L^2}^2 \\
\leq \frac{1}{2} ||\nabla n_\epsilon||_{L^2}^2 + C ||n_\epsilon||_{L^2}^2 ||\nabla c_\epsilon||_{L^4} + C ||n_\epsilon||_{L^2} ||\nabla c_\epsilon||_{L^4} ||\nabla n_\epsilon||_{L^2} + \alpha \mu_1 ||n_\epsilon||_{L^2}^2.
\] (2.16)
Since $c_\epsilon$ is the solution of (2.8) and $s_\epsilon \in X$, then $c_\epsilon \in L^\infty(H^2) \cap L^2(H^3)$ (cf. [20], Theorem 2.4.2.7 and Theorem 2.5.1.1), and $||c_\epsilon||_{L^\infty(H^2) \cap L^2(H^3)} \leq C(\epsilon)||s_\epsilon||_X$. In particular,
$$||\nabla c_\epsilon||_{L^\infty(L^2)} \leq C(\epsilon)||s_\epsilon||_X \leq C(\epsilon).$$

Then, by applying the Gronwall inequality in (2.16) we get $||n_\epsilon||_X \leq C(\epsilon)$. In a similar way we get $||w_\epsilon||_X \leq C(\epsilon)$.

Finally, we will prove that $\Gamma: X \times X \times X \to X \times X \times X$ is continuous. Let $[\tilde{n}_m^\epsilon, \tilde{w}_m^\epsilon, \tilde{s}_m^\epsilon]_{m \in \mathbb{N}} \subset X \times X \times X$ be such that $[\tilde{n}_m^\epsilon, \tilde{w}_m^\epsilon, \tilde{s}_m^\epsilon] \to [\bar{n}_\epsilon, \bar{w}_\epsilon, \bar{s}_\epsilon]$ in $X \times X \times X$ as $m \to \infty$. In particular $[\tilde{n}_m^\epsilon, \tilde{w}_m^\epsilon, \tilde{s}_m^\epsilon]_{m \in \mathbb{N}}$ is bounded in $X \times X \times X$, and from (2.11)-(2.13), $[n_m^\epsilon, \tilde{w}_m^\epsilon, \tilde{s}_m^\epsilon] = \Gamma[\tilde{n}_m^\epsilon, \tilde{w}_m^\epsilon, \tilde{s}_m^\epsilon]$ is bounded in $X_{5/3} \times X_{5/3} \times X_{5/3}$. Then there exist a subsequence, still denoted by $[n_m^\epsilon, \tilde{w}_m^\epsilon, \tilde{s}_m^\epsilon]_{m \in \mathbb{N}}$, and $[\bar{n}_\epsilon, \bar{w}_\epsilon, \bar{s}_\epsilon] \in X_{5/3} \times X_{5/3} \times X_{5/3}$ such that

$$[n_m^\epsilon, \tilde{w}_m^\epsilon, \tilde{s}_m^\epsilon] \to [\bar{n}_\epsilon, \bar{w}_\epsilon, \bar{s}_\epsilon], \text{ weakly in } X_{5/3} \times X_{5/3} \times X_{5/3} \text{ and strongly in } X \times X \times X.$$

The equality $[n_m^\epsilon, \tilde{w}_m^\epsilon, \tilde{s}_m^\epsilon] = \Gamma[\tilde{n}_m^\epsilon, \tilde{w}_m^\epsilon, \tilde{s}_m^\epsilon]$ says that

$$\begin{align*}
\partial_t n_m^\epsilon - \Delta n_m^\epsilon &= -u_m \cdot \nabla \tilde{n}_m^\epsilon - \chi_1 \nabla \cdot \left( \frac{n_m^\epsilon + 1}{1 + c_m^\epsilon} \nabla c_m^\epsilon \right) + \mu_1 n_m^\epsilon (1 - n_m^\epsilon - a_1 \tilde{w}_m^\epsilon) \in \Omega \times (0, T), \\
\partial_t \tilde{w}_m^\epsilon - \Delta \tilde{w}_m^\epsilon &= -u_m \cdot \nabla \tilde{w}_m^\epsilon - \chi_2 \nabla \cdot \left( \frac{\tilde{w}_m^\epsilon + 1}{1 + s_m^\epsilon} \nabla s_m^\epsilon \right) + \mu_2 \tilde{w}_m^\epsilon (1 - a_2 \tilde{n}_m^\epsilon - \tilde{w}_m^\epsilon) \in \Omega \times (0, T), \\
\partial_t s_m^\epsilon - \Delta s_m^\epsilon &= -u_m \cdot \nabla \tilde{s}_m^\epsilon - \alpha (s_m^\epsilon + 1)(1 + \epsilon s_m^\epsilon) - \beta (s_m^\epsilon + 1) \ln(1 + \epsilon s_m^\epsilon) \in \Omega \times (0, T), \\
\n \partial_t \tilde{u}_m \cdot \nabla \tilde{u}_m + (Y(\tilde{u}_m) \cdot \nabla) \tilde{u}_m - \nabla \pi_m &= (\gamma \tilde{n}_m + \lambda \tilde{w}_m) \nabla \phi \in \Omega \times (0, T), \\
\n
\nabla \cdot \tilde{u}_m &= 0 \text{ in } \Omega \times (0, T), \\
\tilde{c}_m^\epsilon &= c^\epsilon \in \Omega,
\end{align*}$$

(2.18)

which implies the continuity of $\Gamma$. Gathering the previous information we conclude that $\Gamma$ satisfies the hypotheses of the Leray-Schauder fixed point theorem. Consequently $\Gamma$ has a fixed point $[n_\epsilon, w_\epsilon, s_\epsilon]$, that is, $[n_\epsilon, w_\epsilon, s_\epsilon] = \Gamma[n_\epsilon, w_\epsilon, s_\epsilon]$, which gives a solution of system (2.7). The uniqueness follows a standard procedure, therefore, we omit it.

\[\Box\]

### 2.2.2 Uniform estimates.

In this section we find suitable estimates, independent of $\epsilon$, which allow pass to the limit in (2.7)-(2.8), as $\epsilon$ goes to zero.
Lemma 2.7. Let \( [n_\epsilon, w_\epsilon, s_\epsilon, u_\epsilon, \pi_\epsilon] \), \( n_\epsilon \geq 0, w_\epsilon \geq 0, s_\epsilon \geq 0 \), be a strong solution of (2.7). Then, \( s_\epsilon \in X^3_{5/3} \) satisfying

\[
\begin{aligned}
\partial_t s_\epsilon - \Delta s_\epsilon &= -u_\epsilon \cdot \nabla s_\epsilon - \alpha s_\epsilon \frac{1}{\epsilon} \ln(1 + en_\epsilon) - \beta s_\epsilon \frac{1}{\epsilon} \ln(1 + ew_\epsilon), \text{ in } \Omega \times (0, T), \\
\frac{\partial s_\epsilon}{\partial v} &= 0, \text{ on } \partial \Omega \times (0, T), \\
s_\epsilon(0) &= s_{0, \epsilon} \in W^{1,q}(\Omega), \text{ } q > 3.
\end{aligned}
\] (2.21)

verifies that

\[
0 \leq s_\epsilon(x, t) \leq C.
\] (2.22)

Proof. From the proof of Proposition 2.6 we know that \( s_\epsilon \geq 0 \). The assertion \( s_\epsilon(x, t) \leq C \) can be obtained from the parabolic comparison principle (e.g., [27], Lemma 2.3.)

Next, observe that \( s \to ks - \mu s^2, s \in [0, \infty) \) and \( s \to (ks - \frac{\mu}{2} s^2) \ln s, s \in (0, \infty) \) are bounded from above by some constant \( C \); thus using these estimates and testing (2.7)\(_1\) and (2.7)\(_2\) by \( \ln n_\epsilon \) and \( \ln w_\epsilon \) respectively, integrating on \( \Omega \), (recalling that \( n_\epsilon^+ = n_\epsilon \) and \( w_\epsilon^+ = w_\epsilon \)) we get

\[
\begin{aligned}
\frac{d}{dt} \int_\Omega n_\epsilon \ln n_\epsilon &= -\int_\Omega \frac{\nabla n_\epsilon}{n_\epsilon} \cdot \nabla n_\epsilon + \chi_1 \int_\Omega \frac{n_\epsilon - n_\epsilon}{1 + en_\epsilon} + \mu_1 \int_\Omega n_\epsilon \ln n_\epsilon - \mu_1 \int_\Omega n_\epsilon^2 \ln n_\epsilon \\
&\quad - \alpha_1 \mu_1 \int_\Omega n_\epsilon w_\epsilon \ln n_\epsilon + \mu_1 \int_\Omega n_\epsilon - \mu_1 \int_\Omega n_\epsilon^2 - \alpha_1 \mu_1 \int_\Omega n_\epsilon w_\epsilon \\
&\leq -\int_\Omega \frac{\nabla n_\epsilon}{n_\epsilon} \cdot \nabla n_\epsilon + \chi_1 \int_\Omega \frac{n_\epsilon - n_\epsilon}{1 + en_\epsilon} - \frac{\mu_1}{2} \int_\Omega n_\epsilon^2 \ln n_\epsilon \leq -\alpha_1 \mu_1 \int_\Omega n_\epsilon w_\epsilon \ln n_\epsilon + C, \quad (2.23)
\end{aligned}
\]

and analogously

\[
\begin{aligned}
\frac{d}{dt} \int_\Omega w_\epsilon \ln w_\epsilon &\leq -\int_\Omega \frac{\nabla w_\epsilon}{w_\epsilon} \cdot \nabla w_\epsilon + \chi_2 \int_\Omega \frac{w_\epsilon - w_\epsilon}{1 + ew_\epsilon} - \frac{\mu_2}{2} \int_\Omega w_\epsilon^2 \ln w_\epsilon \leq -\alpha_2 \mu_2 \int_\Omega n_\epsilon w_\epsilon \ln w_\epsilon + C. \quad (2.24)
\end{aligned}
\]

Now we estimate \( \frac{d}{dt} \int_\Omega \frac{\nabla s_\epsilon}{s_\epsilon} \), for any \( \epsilon > 0 \) on \( (0, T) \). By using (2.7)\(_3\), and following Lemma 2.8 in [27] we can obtain

\[
\begin{aligned}
\frac{d}{dt} \int_\Omega \frac{\nabla s_\epsilon}{s_\epsilon} &+ k_1 \int_\Omega s_\epsilon |D^2 \ln s_\epsilon|^2 + k_1 \int_\Omega s_\epsilon \frac{\nabla s_\epsilon}{s_\epsilon} \leq -2\alpha \int_\Omega \frac{\nabla c_\epsilon \cdot \nabla n_\epsilon}{1 + en_\epsilon} + k_2 \int_\Omega s_\epsilon \\
&+ 2\alpha \epsilon \int_\Omega \frac{\nabla (\Delta \epsilon c_\epsilon) \cdot \nabla n_\epsilon}{1 + en_\epsilon} + C k_3 \int_\Omega |\nabla u_\epsilon|^2 - 2\beta \int_\Omega \frac{\nabla c_\epsilon \cdot \nabla w_\epsilon}{1 + ew_\epsilon} + 2\beta \epsilon \int_\Omega \frac{\nabla (\Delta \epsilon c_\epsilon) \cdot \nabla w_\epsilon}{1 + ew_\epsilon}, \quad (2.25)
\end{aligned}
\]

where we have used uniform estimate to \( s_\epsilon \) provided by Lemma 2.7. Note that

\[
2\alpha \epsilon \int_\Omega \frac{\nabla (\Delta \epsilon c_\epsilon) \cdot \nabla n_\epsilon}{1 + en_\epsilon} = 2\alpha \epsilon^{1/2} \int_\Omega \frac{\nabla (\Delta \epsilon c_\epsilon) \cdot \nabla n_\epsilon}{n_\epsilon^{1/2}} (en_\epsilon)^{1/2} \leq \delta_1 \int_\Omega \frac{|\nabla n_\epsilon|^2}{n_\epsilon} + C_\delta_1 \epsilon^2 \int_\Omega |\nabla (\Delta \epsilon c_\epsilon)|^2 \quad (2.26)
\]

and

\[
2\beta \epsilon \int_\Omega \frac{\nabla (\Delta \epsilon c_\epsilon) \cdot \nabla w_\epsilon}{1 + ew_\epsilon} = 2\beta \epsilon^{1/2} \int_\Omega \frac{\nabla (\Delta \epsilon c_\epsilon) \cdot \nabla w_\epsilon}{w_\epsilon^{1/2}} (ew_\epsilon)^{1/2} \leq \delta_2 \int_\Omega \frac{|\nabla w_\epsilon|^2}{w_\epsilon} + C_\delta_2 \epsilon^2 \int_\Omega |\nabla (\Delta \epsilon c_\epsilon)|^2. \quad (2.27)
\]

From (2.8) it holds \( \epsilon \nabla (\Delta \epsilon c_\epsilon) = \nabla c_\epsilon - \nabla s_\epsilon \). Then, replacing (2.26) and (2.27) in (2.25), we get

\[
\begin{aligned}
\frac{d}{dt} \int_\Omega \frac{\nabla s_\epsilon}{s_\epsilon} + k_1 \int_\Omega s_\epsilon |D^2 \ln s_\epsilon|^2 + k_1 \int_\Omega s_\epsilon \frac{\nabla s_\epsilon}{s_\epsilon} \leq &-2\alpha \int_\Omega \frac{\nabla c_\epsilon \cdot \nabla n_\epsilon}{1 + en_\epsilon} - 2\beta \int_\Omega \frac{\nabla c_\epsilon \cdot \nabla w_\epsilon}{1 + ew_\epsilon} \\
&+ \delta_1 \int_\Omega \frac{|\nabla n_\epsilon|^2}{n_\epsilon} + \delta_2 \int_\Omega \frac{|\nabla w_\epsilon|^2}{w_\epsilon} + k_2 \int_\Omega \nabla c_\epsilon \cdot \nabla n_\epsilon + C k_3 \int_\Omega |\nabla w_\epsilon|^2 + 2 \int_\Omega |\nabla c_\epsilon|^2 + 2 \int_\Omega |\nabla s_\epsilon|^2. \quad (2.28)
\end{aligned}
\]
On the other hand, multiplying (2.7) by $u_\epsilon$, and integrating in $\Omega$, we have
\[
\frac{1}{2} \frac{d}{dt} \|u_\epsilon\|_{L^2}^2 + \|\nabla u_\epsilon\|_{L^2}^2 = ((\gamma n_\epsilon + \lambda w_\epsilon) \nabla \phi, u_\epsilon).
\]
Furthermore, by the Gagliardo–Nirenberg inequality we get
\[
(\gamma n_\epsilon \nabla \phi, u_\epsilon) + (\lambda w_\epsilon, \nabla \phi, u_\epsilon) \leq \gamma C \|n_\epsilon\|_{L^{6/5}} \|u_\epsilon\|_{L^6} + \lambda C \|w_\epsilon\|_{L^{6/5}} \|u_\epsilon\|_{L^6}
\leq \gamma C \|n_\epsilon^{1/2}\|_{L^{12/5}}^2 \|\nabla u_\epsilon\|_{L^2} + \lambda C \|w_\epsilon^{1/2}\|_{L^{12/5}}^2 \|\nabla u_\epsilon\|_{L^2}
\leq \delta_3 \|\nabla u_\epsilon\|_{L^2}^2 + \gamma^2 C \delta_3 \|n_\epsilon^{1/2}\|_{L^{12/5}}^2 \|\nabla u_\epsilon\|_{L^2}^2 + \lambda^2 C \delta_3 \|w_\epsilon^{1/2}\|_{L^{12/5}}^2 \|\nabla u_\epsilon\|_{L^2}^2
+ \lambda^2 C \delta_3 \|w_\epsilon\|_{L^2} \|\nabla u_\epsilon\|_{L^2}^2 \|\nabla w_\epsilon\|_{L^2}^2 + \|\nabla u_\epsilon\|_{L^2}^2 \|\nabla n_\epsilon\|_{L^2}^2 + \|\nabla u_\epsilon\|_{L^2} \|\nabla n_\epsilon\|_{L^2}^2 + 1)^2
+ \lambda^2 C \delta_3 \|w_\epsilon\|_{L^2} \|\nabla w_\epsilon\|_{L^2} \|\nabla n_\epsilon\|_{L^2}^2 + 1)^2
\leq \delta_3 \|\nabla u_\epsilon\|_{L^2}^2 + \gamma^2 C \delta_3 \|n_\epsilon\|_{L^{1/2}} (\|\nabla n_\epsilon\|_{L^2} + 1)^2 + \lambda^2 C \delta_3 \|\nabla u_\epsilon\|_{L^2} \|\nabla n_\epsilon\|_{L^2} + 1)^2.
\]
Thus, we conclude that there are $\delta_3, C > 0$ such that for every $\epsilon > 0$
\[
\frac{1}{2} \frac{d}{dt} \int_\Omega |u_\epsilon|^2 + (1 - \delta_3) \int_\Omega |\nabla u_\epsilon|^2 \leq C \delta_3 \left( \gamma^2 \int_\Omega \frac{\|\nabla n_\epsilon\|^2}{n_\epsilon} + \lambda^2 \int_\Omega \frac{\|\nabla w_\epsilon\|^2}{w_\epsilon} \right) + C, \quad \text{on} \ (0, T).
\]
Then, multiplying (2.23) and (2.24) by a suitable constants to cancel terms with (2.28), multiplying (2.29) by a constant if necessary, and using Lemma 2.7 we obtain
\[
\frac{d}{dt} \left[ \int_\Omega n_\epsilon \ln n_\epsilon + \int_\Omega w_\epsilon \ln w_\epsilon \right] + \int_\Omega \frac{\|\nabla s_\epsilon\|^2}{s_\epsilon} + C \int_\Omega \|u_\epsilon\|^2 \leq C \int_\Omega \frac{\|\nabla n_\epsilon\|^2}{n_\epsilon} + C \int_\Omega \frac{\|\nabla w_\epsilon\|^2}{w_\epsilon} + \int_\Omega \left( \frac{\|\nabla s_\epsilon\|^4}{s_\epsilon^2} + C \int_\Omega |\nabla u_\epsilon|^2 \right)
+ C \int_\Omega n_\epsilon \ln n_\epsilon + C \int_\Omega n_\epsilon w_\epsilon \ln n_\epsilon + C \int_\Omega w_\epsilon \ln w_\epsilon + C \int_\Omega n_\epsilon w_\epsilon \ln n_\epsilon
\leq C \int_\Omega s_\epsilon + \int_\Omega |\nabla c_\epsilon|^2 + \int_\Omega |\nabla s_\epsilon|^2 + C \leq \int_\Omega |\nabla c_\epsilon|^2 + \int_\Omega |\nabla s_\epsilon|^2 + C.
\]
Multiplying (2.8) by $c_\epsilon$ and $-\Delta c_\epsilon$ we get
\[
\frac{1}{2} \|c_\epsilon\|^2_{L^2} + \epsilon \|\nabla c_\epsilon\|_{L^2}^2 \leq \frac{1}{2} \|s_\epsilon\|_{L^2}^2, \quad \text{(2.31)}
\]
and
\[
\frac{1}{2} \|\nabla c_\epsilon\|^2_{L^2} + \epsilon \Delta c_\epsilon \|c_\epsilon\|_{L^2}^2 \leq \frac{1}{2} \|s_\epsilon\|_{L^2}^2. \quad \text{(2.32)}
\]
Recalling that $\|\nabla s_\epsilon\|_{L^2(L^2)} \leq C$ uniformly in $\epsilon$, from (2.32) we have $\|\nabla c_\epsilon\|_{L^2(L^2)} \leq C$ uniformly in $\epsilon$. Moreover, $\sqrt{\epsilon} \Delta c_\epsilon$ is bounded in $L^2(L^2)$ uniformly in $\epsilon$. Thus, integrating in time (2.30), in particular, we obtain that
\[
\left\| s_\epsilon^{-1/2} \nabla s_\epsilon \right\|_{L^\infty(L^2)} \leq C,
\]
and since $\int_\Omega |\nabla s_\epsilon|^2 = \int_\Omega \frac{\|\nabla s_\epsilon\|^2}{s_\epsilon^2} s_\epsilon$ and $s_\epsilon$ is uniformly bounded (Lemma 2.7), we get
\[
\|\nabla s_\epsilon\|_{L^\infty(L^2)} \leq C, \quad \text{(2.33)}
\]
uniformly in $\epsilon$. Also, from (2.30), Lemma 2.7 and the identity $\Delta s_\epsilon = s_\epsilon \Delta (\ln s_\epsilon) + \frac{|\nabla s_\epsilon|^2}{s_\epsilon}$, we have
\[\|\Delta s_\epsilon\|_{L^2(L^2)} \leq C,\] (2.34)
uniformly in $\epsilon$. In addition, from (2.31)–(2.33) we have
\[\{c_\epsilon\} \text{ is bounded in } L^\infty(H^1), \{\sqrt{\epsilon} \Delta c_\epsilon\} \text{ is bounded in } L^\infty(L^2).\]
Furthermore, computing $\Delta$ in (2.8), and testing the resulting equation by $\Delta c_\epsilon$, we get
\[\frac{1}{2} \|\Delta c_\epsilon\|^2_{L^2} + \epsilon \|\nabla \Delta c_\epsilon\|^2_{L^2} \leq \frac{1}{2} \|\Delta s_\epsilon\|^2_{L^2}.\]
Therefore, by (2.34) it holds $c_\epsilon$ is bounded in $L^2(H^2)$, and $\{\sqrt{\epsilon} \Delta c_\epsilon\}$ is bounded in $L^2(H^1)$. Thus we have
\[
\begin{cases}
\{c_\epsilon\} \text{ is bounded in } L^\infty(H^1) \cap L^2(H^2) \hookrightarrow L^{10}(L^{10}), \\
\{\sqrt{\epsilon} \Delta c_\epsilon\} \text{ is bounded in } L^2(H^1) \cap L^2(H^1).
\end{cases}
\] (2.35)
Since $2\nabla \sqrt{n_\epsilon} = \frac{\nabla n_\epsilon}{\sqrt{n_\epsilon}}$, by (2.30), $\nabla \sqrt{n_\epsilon} \in L^2(L^2)$. Also $\sqrt{n_\epsilon} \in L^2(H^1) \hookrightarrow L^2(L^6)$. Moreover, from step three in the proof of Proposition 2.6 we know that $n_\epsilon \in L^\infty(L^1)$, which implies $\sqrt{n_\epsilon} \in L^\infty(L^2)$. Thus,
\[
\begin{cases}
\{\sqrt{n_\epsilon}\} \text{ is bounded in } L^\infty(L^2) \cap L^2(L^6) \hookrightarrow L^{10/3}(L^{10/3}), \\
\{\nabla \sqrt{n_\epsilon}\} \text{ is bounded in } L^2(L^2).
\end{cases}
\] (2.36)
Since $\nabla n_\epsilon = 2\sqrt{n_\epsilon} \nabla \sqrt{n_\epsilon}$, by (2.36) we have
\[\{n_\epsilon\} \text{ is bounded in } L^{5/4}(W^{1.5/4}).\] (2.37)
Moreover, by (2.36), it holds
\[\{n_\epsilon\} \text{ is bounded in } L^{5/3}(L^{5/3}).\] (2.38)
Analogously we get
\[\{w_\epsilon\} \text{ is bounded in } L^{5/4}(W^{1.5/4}) \cap L^{5/3}(L^{5/3}).\] (2.39)
On the other hand, from (2.30) we get
\[\{u_\epsilon\} \text{ is bounded in } L^\infty(L^2) \cap L^2(V) \hookrightarrow L^{10/3}(L^{10/3}),\] (2.40)
and from (2.33) and (2.34) we obtain
\[\{s_\epsilon\} \text{ is bounded in } L^\infty(H^1) \cap L^2(H^2) \hookrightarrow L^{10}(L^{10}).\] (2.41)

### 2.2.3 The limit as $\epsilon \to 0$

Notice that from (2.8) and (2.35) we obtain
\[s_\epsilon - c_\epsilon = -\epsilon \Delta c_\epsilon \to 0 \quad \text{as } \epsilon \to 0, \quad \text{in } L^\infty(L^2) \cap L^2(H^1).\] (2.42)
Therefore, from (2.35) and (2.36)–(2.42), there exist limit functions $[n, w, c, u]$ such that for some subsequence of $\{[n_\epsilon, w_\epsilon, c_\epsilon, u_\epsilon, s_\epsilon]\}_{\epsilon > 0}$, denoted in the same way, the following convergences hold, as $\epsilon \to 0$,
\[
\begin{cases}
\{n_\epsilon\} \rightharpoonup n \text{ weakly in } L^{5/3}(L^{5/3}) \cap L^{5/4}(W^{1.5/4}), \\
\{w_\epsilon\} \rightharpoonup w \text{ weakly in } L^{5/3}(L^{5/3}) \cap L^{5/4}(W^{1.5/4}), \\
\{c_\epsilon\} \rightharpoonup c \text{ weakly in } L^2(H^2) \text{ and weakly* in } L^\infty(H^1), \\
\{u_\epsilon\} \rightharpoonup u \text{ weakly in } L^2(V) \text{ and weakly* in } L^\infty(L^2), \\
\{s_\epsilon\} \rightharpoonup c \text{ weakly in } L^2(H^1) \text{ and weakly* in } L^\infty(L^2). 
\end{cases}
\] (2.43)
Now, by (2.35), (2.38), (2.40) we can get
\begin{align*}
\begin{cases}
\partial_t n_\epsilon \to \partial_t n & \text{weakly in } L^{10/9}((W^{1,10})'), \\
\partial_t w_\epsilon \to \partial_t w & \text{weakly in } L^{10/9}((W^{1,10})'), \\
\partial_t s_\epsilon \to \partial_t c & \text{weakly in } L^{5/3}(L^{5/3}), \\
\partial_t u_\epsilon \to \partial_t u & \text{weakly in } L^{5/3}((W^{1,5/2})').
\end{cases}
\end{align*}
(2.44)

From (2.36), (2.37), (2.40), (2.41), (2.44), taking into account that $W^{1,5/4,\infty}L^2 \hookrightarrow (W^{1,10})'$, $H^2 \hookrightarrow H^1 \hookrightarrow L^{5/3}$ and $H^1 \hookrightarrow L^2 \hookrightarrow L^{5/3}$, and using the Aubin-Lions lemma and the Simon compactness theorem, we have
\begin{align*}
\begin{cases}
n_\epsilon \to n & \text{strongly in } L^{5/4}(L^2) \cap C([0,T];(W^{1,10})'), \\
w_\epsilon \to w & \text{strongly in } L^{5/4}(L^2) \cap C([0,T];(W^{1,10})'), \\
s_\epsilon \to c & \text{strongly in } L^2(H^1') \cap C([0,T];L^2), \\
u_\epsilon \to u & \text{strongly in } L^2(L^2).
\end{cases}
\end{align*}
(2.45)

By (2.35), $\{\nabla c_\epsilon\}$ is bounded in $L^{10/3}(L^{10/3})$, which, joint with (2.38) implies that
\begin{equation}
\frac{n_\epsilon}{1+\epsilon n_\epsilon} \nabla c_\epsilon \to \zeta \text{ weakly in } L^{10/9}(L^{10/9}),
\end{equation}
(2.46)

for some $\zeta \in L^{10/9}(L^{10/9})$. From (2.43) we have $\nabla c_\epsilon \rightharpoonup \nabla c$ weakly in $L^{10/3}(L^{10/3})$. Also from (2.45), $\{n_\epsilon\}_{\epsilon>0}$ is relatively compact in $L^{5/4}(L^{5/4})$. Then, taking into account (2.38), and the interpolation inequality
\begin{equation}
\|n_\epsilon\|_{L^p(L^p)} \leq \|n_\epsilon\|_{L^{5/4}(L^{5/4})}^{1-\theta} \|n_\epsilon\|_{L^{5/3}(L^{5/3})}^\theta, \quad \theta = 4 - (5/p) \in (0,1),
\end{equation}

which leads to $\frac{5}{4} < p < \frac{5}{3}$, we obtain that $\{n_\epsilon\}$ is relatively compact in $L^p(L^p)$. Since $L^{5/3}(L^{5/3}) \hookrightarrow L^{20/13}(L^{20/13})$ and noting that
\begin{align*}
\int_\Omega (n_\epsilon \nabla c_\epsilon - n \nabla c) \phi &= \int_\Omega n_\epsilon (\nabla c_\epsilon - \nabla c) \phi + \int_\Omega (n_\epsilon - n) \nabla c_\epsilon \phi \\
&\leq \int_\Omega n_\epsilon (\nabla c_\epsilon - \nabla c) \phi + \|n_\epsilon - n\|_{L^{20/13}} \|\nabla c_\epsilon\|_{L^{20/3}} \|\phi\|_{L^{20/3}},
\end{align*}

we can conclude, from (2.46), that $\zeta = n \nabla c$. That is
\begin{equation}
\frac{n_\epsilon}{1+\epsilon n_\epsilon} \nabla c_\epsilon \rightharpoonup n \nabla c \text{ weakly in } L^{10/9}(L^{10/9}).
\end{equation}
(2.47)

In a similar way, by (2.43), noting that $\{n,u\}$ is bounded in $L^{10/9}(L^{10/9})$, and using that $\{n_\epsilon\}_{\epsilon>0}$ is relatively compact in $L^p(L^p)$ for all $p < 5/3$, we get
\begin{equation}
n_\epsilon u_\epsilon \rightharpoonup n u \text{ weakly in } L^{10/9}(L^{10/9}).
\end{equation}
(2.48)

On the other hand, by using the Dunford-Pettis theorem (see details in [27, Proposition 2.1]), we get
\begin{equation}
n_\epsilon^2 \rightharpoonup n^2 \text{ in } L^1(L^1) \text{ and } n_\epsilon w_\epsilon \rightharpoonup n w \text{ in } L^1(L^1).
\end{equation}
(2.49)

Therefore, taking the limit in the regularized problem (2.7), as $\epsilon \to 0$, by (2.43), (2.47)-(2.49), the limit $n$ satisfies the weak formulation for the $n$-equation in Definition 2.2, which also holds for $w$. On the other hand, from (2.43), using that $\{u_\epsilon,s_\epsilon\}$ is bounded in $L^{10/3}(L^{10/3})$ and (2.45), we get
\begin{equation}
\nabla c_\epsilon \rightharpoonup c u \text{ weakly in } L^{5/3}(L^{5/3}).
\end{equation}
(2.50)
Now, since \( \frac{\ln(1+\epsilon n)}{\epsilon} \leq n_\epsilon \) and \( \frac{\ln(1+\epsilon w)}{\epsilon} \leq w_\epsilon \), by (2.38) and (2.41) we have
\[
\left\{ s_\epsilon \frac{\ln(1+\epsilon n)}{\epsilon} \right\}, \left\{ s_\epsilon \frac{\ln(1+\epsilon w)}{\epsilon} \right\} \text{ are bounded in } L^{10/7}(L^{10/7}). \tag{2.51}
\]
By (2.38) and the dominated convergence theorem
\[
\left\| \frac{\ln(1+\epsilon n)}{\epsilon} - n \right\|_{L^{5/3}(L^{5/3})} \leq \left\| \frac{\ln(1+\epsilon n)}{\epsilon} - \ln(1+\epsilon n) \right\|_{L^{5/3}(L^{5/3})} + \left\| \frac{\ln(1+\epsilon n)}{\epsilon} - n \right\|_{L^{5/3}(L^{5/3})} \xrightarrow{\epsilon \to 0} 0.
\]
Then, by the weak convergence in (2.43), the strong convergence above and (2.51), we get
\[
s_\epsilon \frac{\ln(1+\epsilon n)}{\epsilon} \rightharpoonup cn \quad \text{weakly in } L^{10/7}(L^{10/7}). \tag{2.52}
\]
Analogously, we get
\[
s_\epsilon \frac{\ln(1+\epsilon w)}{\epsilon} \rightharpoonup cw \quad \text{weakly in } L^{10/7}(L^{10/7}). \tag{2.53}
\]
Therefore, from (2.44), (2.45), (2.50), and (2.52)-(2.53) we get
\[
\int_0^T \left( \partial_t c, \varphi \right) + \int_0^T \int_\Omega \nabla c \cdot \nabla \varphi - \int_0^T \int_\Omega c u \cdot \nabla \varphi - \alpha \int_0^T \int_\Omega c \varphi - \beta \int_0^T \int_\Omega cw \varphi = 0, \tag{2.54}
\]
for all \( \varphi \in L^{10/3}(W^{1,10/3}) \). Observe that (2.54) is a weak formulation for the \( c \)-equation of (1.1). Thus, integrating by parts in (2.54) and using that \( n, w \in L^{5/3}(L^{5/3}), c \in L^2(H^2) \cap L^\infty(H^1) \) and \( u \in L^2(H^1) \cap L^\infty(L^2) \), we get
\[
\partial_t c + u \cdot \nabla c = \Delta c - \alpha cn - \beta cw, \quad \text{in } L^{10/7}(L^{10/7}). \tag{2.55}
\]
Finally, to pass to the limit in the \( u_\epsilon \)-equation, we argue as usual, recalling that \( \{Y_\epsilon u_\epsilon\} \) is uniformly bounded in \( L^2(L^6) \), and
\[
Y_\epsilon u_\epsilon \otimes u_\epsilon - u \otimes u = Y_\epsilon u_\epsilon \otimes (u_\epsilon - u) + Y_\epsilon (u_\epsilon - u) \otimes u_\epsilon + (Y_\epsilon - I)u \otimes u.
\]
Also, from (2.9), \( [n_\epsilon,c_\epsilon(x),w_\epsilon,c_\epsilon(x),s_\epsilon(x),u_\epsilon(x)] \to [n_0,w_0,c_0,u_0] \) as \( \epsilon \to 0 \) and thus, by (2.45), \( n(0) = n_0, w(0) = w_0, c(0) = c_0, u(0) = u_0 \). To conclude the proof of Theorem 2.4 it remains to see the non-negativity of \( n, c \) and \( w \), but it follows from the non-negativity of the regularized solutions.

### 2.3 Regularity of weak solutions. Proof of Theorem 2.5.

In this section we prove the regularity criterion established in Theorem 2.5.

**Proof.** The proof is based on a bootstrapping argument following the ideas of [12, 25] combined with the theory of parabolic regularity, interpolation and embedding properties of Sobolev spaces. From Theorem 2.4, there exists a weak solution \([n,w,c,u]\) of system (1.1) in the sense of Definition 2.2. The regularity is obtained into several steps in which, we use Theorem 2.1. Below diagram we sketch the main steps in the proof.

**Step 1:** From Theorem 4.2.1 in [4], to see that if \( u \in L^8(L^4) \), then \( u \in X_2 \hookrightarrow L^{10}(L^{10}) \). Now, starting with the regularity \( n, w \in L^{20/7}(L^{20/7}), c \in X_2 \), we can get \( c \in X_{20/7} \) has showed in the next diagram.
In order to control numerically the second order nonlinear terms in the equations that describe the Interspecies competition model with chemoattraction in fluids

3.1 An equivalent system

In this section, we construct a numerical approximation for the weak solutions of the system (1.1). With this aim, first we introduce an equivalent system obtained by considering an auxiliary variable; and then, we consider a finite element semi-implicit approximation for this equivalent formulation. We prove the well-posedness and some uniform estimates for the discrete solutions.

3 Fully discrete numerical approximation

In this section, we construct a numerical approximation for the weak solutions of the system (1.1). With this aim, first we introduce an equivalent system obtained by considering an auxiliary variable; and then, we consider a finite element semi-implicit approximation for this equivalent formulation. We prove the well-posedness and some uniform estimates for the discrete solutions.

3.1 An equivalent system

In order to control numerically the second order nonlinear terms in the equations that describe the dynamics of the species and prove optimal error estimates in the convergence analysis, we will consider the auxiliary variable \( s = \nabla c \). Thus, we obtain the following mixed variational form for the variables \( n, w, c, s, u \) and \( \pi \):

\[
\begin{align*}
(\partial_t n, \tilde{n}) + D_n(\nabla n, \nabla \tilde{n}) + (u \cdot \nabla n, \tilde{n}) &= \chi_1(ws, \nabla \tilde{n}) + \mu_1(n(1 - n - a_1 w), \tilde{n}), \\
(\partial_t w, \tilde{w}) + D_w(\nabla w, \nabla \tilde{w}) + (u \cdot \nabla w, \tilde{w}) &= \chi_2(ws, \nabla \tilde{w}) + \mu_2(w(1 - a_2 n - w), \tilde{w}), \\
(\partial_t s, \tilde{s}) + D_s(\text{rot}(s), \text{rot}(\tilde{s})) &= D_s(\nabla s, \nabla \tilde{s}) = (u \cdot s + (\alpha n + \beta w)c, \nabla \tilde{s}), \\
(\partial_t \tilde{c}, \tilde{c}) + D_c(\nabla \tilde{c}, \nabla \tilde{c}) + (u \cdot \nabla \tilde{c}, \tilde{c}) &= -(\alpha n + \beta w)c, \\
(\partial_t u, \tilde{u}) + D_u(\nabla u, \nabla \tilde{u}) + k((u \cdot \nabla)u, \tilde{u}) &= (\pi, \nabla \cdot \tilde{u}) + ((\gamma n + \lambda w) \nabla \phi, \tilde{u}), \\
(\nabla \cdot \tilde{u}, \pi) &= 0,
\end{align*}
\]

for all \([\tilde{n}, \tilde{w}, \tilde{c}, \tilde{u}, \tilde{\pi}] \in H^1(\Omega) \times H^1(\Omega) \times H^1(\Omega) \times H^1(\Omega) \times L_0^2(\Omega)\), where the initial condition considered for the variable \( s \) is \( s(x, 0) = s_0(x) = \nabla c_0(x) \). Notice that (3.1) has been obtained taking
the gradient operator to equation (1.1), multiplying the resulting equation by \( \mathbf{s} \in H^1_u(\Omega) \), integrating by parts in some terms and adding \((\text{rot}(\mathbf{s}), \text{rot}(\mathbf{s}))\) (using that \(\text{rot}(\mathbf{s}) = 0\)).

We will prove that (3.1) defines a variational formulation of (1.1). Observe that if \([n, w, c, u, \pi]\) is a classical solution of (1.1), considering \(\mathbf{s} = \nabla c\) and making previous procedure, we can conclude that \([n, w, c, \mathbf{s}, u, \pi]\) satisfies (3.1). Now, if \([n, w, c, \mathbf{s}, u, \pi]\) is a smooth solution of (3.1), integrating by parts equation (3.1) we get

\[
\partial_t c - D_c \Delta c + u \cdot \nabla c = -(an + \beta w)c \quad \text{a.e. in } \Omega. \tag{3.2}
\]

Again, taking the gradient operator on both sides of (3.2), testing by \(\mathbf{s} \in H^1_u(\Omega)\), subtracting the resulting equation from (3.1) and denoting \(\mathbf{\rho} = \nabla c - \mathbf{s}\), we arrive at

\[
(\partial_t \mathbf{s}, \mathbf{\rho}) + D_c (\nabla \cdot \mathbf{\rho}, \nabla \cdot \mathbf{s}) + D_c (\text{rot}(\mathbf{\rho}), \text{rot}(\mathbf{s})) - (\mathbf{u} \cdot \mathbf{\rho}, \nabla \cdot \mathbf{s}) = 0, \quad \forall \mathbf{s} \in H^1_u(\Omega),
\]

from which, taking \(\mathbf{s} = \mathbf{\rho} \in H^1_u(\Omega)\) and using (2.1) and (2.4), we deduce that

\[
\frac{1}{2} \frac{d}{dt} \|\mathbf{\rho}\|_{L^2}^2 + D_c \|\nabla \cdot \mathbf{\rho}\|_{L^2}^2 + D_c \|\text{rot}(\mathbf{\rho})\|_{L^2}^2 \leq \frac{D_c}{4} \|\nabla \cdot \mathbf{\rho}\|_{L^2}^2 + \frac{C}{D_c} \|\mathbf{u}\|_{L^2} \|\nabla \cdot \mathbf{\rho}\|_{L^2}^2 \leq \frac{D_c}{2} (\|\nabla \cdot \mathbf{\rho}\|_{L^2}^2 + \|\text{rot}(\mathbf{\rho})\|_{L^2}^2) + C(1 + \|\mathbf{u}\|_{L^2}) \|\mathbf{\rho}\|_{L^2}^2.
\]

Taking into account that \(\mathbf{\rho}(0) = 0\), we deduce that \(\mathbf{\rho} = 0\) and therefore \(\mathbf{s} = \nabla c\). Finally, replacing \(\mathbf{s} = \nabla c\) in (3.1)\(_{1,2}\) and integrating by parts once again, we get that \([n, w, c, \mathbf{s}, u, \pi]\) is a smooth solution of (1.1).

### 3.2 Numerical scheme

For the construction of the numerical approximations, we will use finite element approximations in space and finite differences in time (considered for simplicity on a uniform partition of \([0, T]\) with time step \(\Delta t = T/N : (t_m = m\Delta t)_{m=0}^N\), combined with splitting ideas to decouple the computation of the fluid part from competition with chemotaxis one. Moreover, in order to deal with the velocity trilinear form and the nonlinear convective terms, we will use the skew-symmetric forms \(A\) and \(B\) given in (3.11)-(3.12). With respect to the spatial discretization, we consider conforming FE spaces: \(N_h \times W_h \times C_h \times \Sigma_h \times U_h \times \Pi_h \subset H^1(\Omega) \times H^1(\Omega) \times H^1(\Omega) \times H^1_u(\Omega) \times H^1_u(\Omega) \times L^2(\Omega)\) corresponding to a family of shape-regular and quasi-uniform triangulations of \(\Omega\). \(\{\mathcal{T}_h\}_{h>0}\), made up of simplexes \(K\) (triangles in 2D and tetrahedra in 3D), so that \(\Omega = \bigcup_{K \in \mathcal{T}_h} K\), where \(h = \max_{K \in \mathcal{T}_h} h_K\), with \(h_K\) being the diameter of \(K\).

We assume that \(U_h\) and \(\Pi_h\) satisfy the following discrete inf-sup condition: There exists a constant \(\beta > 0\), independent of \(h\), such that

\[
\sup_{\mathbf{v} \in U_h \setminus \{0\}} \frac{-(g, \nabla \cdot \mathbf{v})}{\|\mathbf{v}\|_{U_h}} \geq \beta \|g\|_{\Pi_h}, \quad \forall g \in \Pi_h. \tag{3.3}
\]

**Remark 3.1. (Some possibilities for the choice of the discrete spaces)** For the spaces \([U_h, \Pi_h]\), we can choose the Taylor-Hood approximation \(P_r \times P_{r-1}\) (for \(r \geq 2\) ([11], [31])); or the approximation \(P_1 - \text{bubble} \times P_1\) ([11]) (for \(r = 1\)). On the other hand, the spaces \([N_h, W_h, C_h, \Sigma_h]\) are approximated by \(P_{r_1} \times P_{r_2} \times P_{r_3} \times P_{r_4}\) continuous FE, with \(r_i \geq 1\) (\(i = 1, ..., 4\)).

Then, we can define the well-known Stokes operator \((P_u, P_{\pi}) : H^1_u(\Omega) \times L^2(\Omega) \to U_h \times \Pi_h\) such that \([P_u, P_{\pi}] \in U_h \times \Pi_h\) satisfies

\[
\begin{cases}
D_u(\nabla(P_u \mathbf{u} - \mathbf{u}), \nabla \mathbf{u}) - (P_{\pi} - \pi, \nabla \cdot \mathbf{u}) = 0, & \forall \mathbf{u} \in U_h, \\
(\nabla \cdot (P_u \mathbf{u} - \mathbf{u}), \bar{\pi}) = 0, & \forall \bar{\pi} \in \Pi_h,
\end{cases} \tag{3.4}
\]
Moreover, we consider the following interpolation operators:

\[ P_n : H^1(\Omega) \rightarrow N_h, \quad P_w : H^1(\Omega) \rightarrow W_h, \quad P_c : H^1(\Omega) \rightarrow C_h, \quad P_\pi : H^1(\Omega) \rightarrow \Sigma_h, \]

such that for all \( n \in H^1(\Omega), \) \( w \in H^1(\Omega), \) \( c \in H^1(\Omega) \) and \( s \in H^1(\Omega), \) \( P_n n \in N_h, P_w w \in W_h, P_c c \in C_h \) and \( P_\pi s \in \Sigma_h \) satisfy

\[
\begin{align*}
(\nabla (P_n n - n), \nabla \bar{n}) + (P_n n - n, \bar{n}) &= 0, \quad \forall \bar{n} \in N_h, \\
(\nabla (P_w w - w), \nabla \bar{w}) + (P_w w - w, \bar{w}) &= 0, \quad \forall \bar{w} \in W_h, \\
(\nabla (P_c c - c), \nabla \bar{c}) + (P_c c - c, \bar{c}) &= 0, \quad \forall \bar{c} \in C_h, \\
(\nabla \cdot (P_\pi s - s), \nabla \cdot \bar{s}) + (\text{rot}(P_\pi s - s), \text{rot}(\bar{s})) + (P_\pi s - s, \bar{s}) &= 0, \quad \forall \bar{s} \in \Sigma_h.
\end{align*}
\]

From the Lax-Milgram Theorem, we have that the interpolation operators \( P_n, P_w, P_c \) and \( P_\pi \) are well defined. Moreover, the following interpolation errors and stability properties hold

\[
\begin{align*}
\|n - P_n n\|_{L^2} + h\|n - P_n n\|_{H^{1}} &\leq K h^{r+1} \|n\|_{H^{r+1}}, \quad \forall n \in H^{r+1}(\Omega), \\
\|w - P_w w\|_{L^2} + h\|w - P_w w\|_{H^{1}} &\leq K h^{r+1} \|w\|_{H^{r+1}}, \quad \forall w \in H^{r+1}(\Omega), \\
\|c - P_c c\|_{L^2} + h\|c - P_c c\|_{H^{1}} &\leq K h^{r+1} \|c\|_{H^{r+1}}, \quad \forall c \in H^{r+1}(\Omega), \\
\|s - P_\pi s\|_{L^2} + h\|s - P_\pi s\|_{H^{1}} &\leq Ch^{r+1} \|s\|_{H^{r+1}}, \quad \forall s \in H^{r+1}(\Omega),
\end{align*}
\]

such that for all \( n \in H^1(\Omega), \) \( w \in H^1(\Omega), \) \( c \in H^1(\Omega) \) and \( s \in H^1(\Omega), \) \( P_n n \in N_h, P_w w \in W_h, P_c c \in C_h \) and \( P_\pi s \in \Sigma_h \)

We also consider the following skew-symmetric trilinear forms which will be used in the formulation of the numerical scheme:

\[
\begin{align*}
B(v_1, v_2, v_3) &= \frac{1}{2} \left[ (v_1 \cdot \nabla) v_2, v_3 \right] - \left[ (v_1 \cdot \nabla) v_3, v_2 \right], \quad \forall v_1, v_2, v_3 \in H^1(\Omega), \\
A(v, w_1, w_2) &= \frac{1}{2} \left[ (v \cdot \nabla) w_1, w_2 \right] - \left[ (v \cdot \nabla) w_2, w_1 \right], \quad \forall v \in H^1(\Omega), \; w_1, w_2 \in H^1(\Omega),
\end{align*}
\]

which satisfy the following properties

\[
\begin{align*}
B(v_1, v_2, v_3) &= \left[ (v_1 \cdot \nabla) v_2, v_3 \right], \quad \forall v_1 \in V, \; v_2, v_3 \in H^1(\Omega), \\
A(v_1, w_1, w_2) &= \left[ (v_1 \cdot \nabla) w_1, w_2 \right], \quad \forall v_1 \in V, \; w_1, w_2 \in H^1(\Omega), \\
B(v_1, v_2, v_2) &= 0, \quad \forall v_1, v_2 \in H^1(\Omega), \\
A(v, w, w) &= 0, \quad \forall v \in H^1(\Omega), \; w \in H^1(\Omega).
\end{align*}
\]

Initialization: Let \( [n_0^h, w_0^h, c_0^h, s_0^h, u_0^h] = [P_n n_0, P_w w_0, P_c c_0, P_\pi s_0, P_u u_0] \in N_h \times W_h \times C_h \times \Sigma_h \times U_h. \)
First, in order to show the existence and uniqueness of 

\[ \text{Theorem 3.3. (Well-posedness of (3.17))} \]

After the convergence analysis, we verify the validity of (3.18).

### 3.3 Well-posedness and uniform estimates

It is important in order to prove the well-posedness of the scheme (3.17), to get uniform estimates for the discrete solutions and to develop the convergence analysis.

\[ \exists \text{constant } K > 0 \text{ independent of } m, \text{ such that} \]

\[ \| [s_h^{m-1}, c_h^{m-1}] \|_{L^{10/3}} \leq K, \quad \forall m \geq 1. \]  

(3.18)

After the convergence analysis, we verify the validity of (3.18).

**Theorem 3.3. (Well-posedness of (3.17))** There exists a constant \( C > 0 \) (independent of discrete parameters) that if \( \Delta t < C \), then the numerical scheme (3.17) is well-posed, that is, there exists a unique \([n_h^m, w_h^m, c_h^m, s_h^m, u_h^m, \pi_h^m]\) \( \in N_h \times W_h \times C_h \times \Sigma_h \times U_h \times \Pi_h \), solution of the scheme (3.17).

**Proof.** First, in order to show the existence and uniqueness of \([n_h^m, w_h^m] \in N_h \times W_h \) solution of (3.17), it suffices to prove uniqueness (since an algebraic linear system). Suppose that there exist \([n_h^{m_1}, w_h^{m_1}], [n_h^{m_2}, w_h^{m_2}] \in N_h \times W_h \) two possible solutions of (3.17), then defining \([n_h^m, w_h^m] = [n_h^{m_1}, w_h^{m_1}] = [n_h^{m_2}, w_h^{m_2}] \) we have that \([n_h^m, w_h^m] \in N_h \times W_h \) satisfies

\[ \begin{align*}
(n_h^m, \bar{n}) + \Delta t D_n(\nabla n_h^m, \nabla \bar{n}) + \Delta t A(u_h^{m-1}, n_h^m, \bar{n}) &= \chi_1 \Delta t (n_h^m s_h^{m-1}, \nabla \bar{n}) \\
&+ \mu_1 \Delta t (n_h^m, \bar{n}) - \mu_1 \Delta t (n_h^{m-1}, \bar{n}) - \mu \Delta t a_1 (n_h^m s_h^{m-1}, \bar{n}), \quad \forall \bar{n} \in N_h, \\
(w_h^m, \bar{w}) + \Delta t D_w(\nabla w_h^m, \nabla \bar{w}) + \Delta t A(u_h^{m-1}, w_h^m, \bar{w}) &= \chi_2 \Delta t (w_h^m s_h^{m-1}, \nabla \bar{w}) \\
&+ \mu_2 \Delta t (w_h^m, \bar{w}) - \mu_2 \Delta t a_2 (w_h^{m-1}, \bar{w}) - \mu_2 \Delta t (w_h^m s_h^{m-1}, \bar{w}), \quad \forall \bar{w} \in W_h.
\end{align*} \]  

(3.19)

Taking \( \bar{n} = n_h^m \) in (3.19), using (3.16) and taking into account that \((n_h^{m-1}, n_h^m) = (n_h^m s_h^{m-1}, \bar{n}) \geq 0 \) and \((n_h^{m-1}, n_h^m) = (n_h^m s_h^{m-1}, \bar{n}) \geq 0 \) (since \( n_h^{m-1} + n_h^m \geq 0 \)). We deduce that

\[ (1 - \mu_1 \Delta t) \| n_h^m \|_{L^2}^2 + \Delta t D_n \| \nabla n_h^m \|_{L^2}^2 \leq \chi_1 \Delta t (n_h^m s_h^{m-1}, \nabla n_h^m). \]  

(3.21)
Using the 3D interpolation inequality (2.5), the inductive hypothesis (3.18), and the Hölder and Young inequalities, we found the bound right hand side of (3.21) in the following way

\[
(1 - \mu_1 \Delta t)\|n_h^m\|_{L^2}^2 + \Delta t D_n \|\nabla n_h^m\|_{L^2}^2 \leq \chi_1 \Delta t \|n_h^m\|_{L^3} \|s_h^{m-1}\|_{L^{3/2}} \|\nabla n_h^m\|_{L^2}
\leq \frac{\Delta t D_n}{4} \|\nabla n_h^m\|_{L^2}^2 + \frac{C(\chi_1)^2 \Delta t}{D_n} \|n_h^m\|_{L^5}^{1/5} \|n_h^m\|_{H^1}^{4/5}
\leq \frac{\Delta t D_n}{2} (\|n_h^m\|_{L^2}^2 + \|\nabla n_h^m\|_{L^2}^2) + C_1 \Delta t \|n_h^m\|_{L^2}^2,
\]

from which we arrive at

\[
\left[\frac{1}{2} - (\mu_1 + \frac{D_n}{2})\Delta t\right] \|n_h^m\|_{L^2}^2 + \frac{1}{2} \|n_h^m\|_{L^2}^2 + \frac{\Delta t D_n}{2} \|\nabla n_h^m\|_{L^2}^2 \leq C_1 \Delta t \|n_h^m\|_{L^2}^2.
\]

(3.22)

In the same way, we have the next estimate for \(w_h^n\)

\[
\left[\frac{1}{2} - (\mu_2 + \frac{D_n}{2})\Delta t\right] \|w_h^n\|_{L^2}^2 + \frac{1}{2} \|w_h^n\|_{L^2}^2 + \frac{\Delta t D_n}{2} \|\nabla w_h^n\|_{L^2}^2 \leq C_2 \Delta t \|w_h^n\|_{L^2}^2.
\]

(3.23)

Thus, if \(\Delta t \leq 1/E\) where \(E = 2 \max\{\mu_1 + \frac{D_n}{2} + C_1, \mu_2 + \frac{D_n}{2} + C_2\}\), we conclude that \(n_h^m = w_h^n = 0\), that is, \(n_{h,1} = n_{h,2}\) and \(w_{h,1} = w_{h,2}\). Now, knowing the existence and uniqueness of \([n_h^m, w_h^n] \in N_h \times W_h\), we have that there exists a unique \([e_h^m, s_h^m, u_h^m, \pi_h^m] \in C_h \times \Sigma_h \times U_h \times \Pi_h\) solution of (3.17) - (3.17)).

In fact, assuming that there exist \([c_{h,1}, s_{h,1}, u_{h,1}, \pi_{h,1}]\), \([c_{h,2}, s_{h,2}, u_{h,2}, \pi_{h,2}]\) in \(C_h \times \Sigma_h \times U_h \times \Pi_h\) two possible solutions; then defining \(c_{h}^m = c_{h,1} - c_{h,2}\), \(s_{h}^m = s_{h,1} - s_{h,2}\), \(u_{h}^m = u_{h,1} - u_{h,2}\) and \(\pi_{h}^m = \pi_{h,1} - \pi_{h,2}\), we get that \([e_h^m, s_h^m, u_h^m, \pi_h^m] \in C_h \times \Sigma_h \times U_h \times \Pi_h\) satisfies

\[
\begin{cases}
(s_h^m, \bar{s}) + \Delta t D_c (\nabla \cdot s_h^m, \nabla \cdot \bar{s}) + \Delta t D_c (\text{rot}(s_h^m), \text{rot}()\bar{s}) = \Delta t (u_h^m \cdot s_h^{m-1}, \nabla \cdot \bar{s}), \\
(c_h^m, \bar{c}) + \Delta t D_c ((\nabla c_h^m, \nabla \bar{c}) + \Delta t A(u_h^{m-1}, c_h^m, \bar{c}) = -\Delta t \alpha(c_h^m [n_h^m]^+, \bar{c}^m) - \Delta t \beta(c_h^m [w_h^n]^+, \bar{c}^m), \\
(u_h^m, \bar{u}) + k \Delta t B(u_h^{m-1}, u_h^m, \bar{u}) + \Delta t D_u (\nabla u_h^m, \nabla \bar{u}) - \Delta t (\pi_h^m, \nabla \cdot \bar{u}) = 0,
\end{cases}
\]

(3.24)

for all \([\bar{c}, \bar{s}, \bar{u}, \bar{\pi}] \in C_h \times \Sigma_h \times U_h \times \Pi_h\). Taking \(\bar{u} = u_h^m\) in (3.24) and \(\bar{\pi} = \Delta t \pi_h^m\) in (3.24) adding the resulting equations and using (3.15), we deduce that \(u_h^m = 0\); from which, using the discrete \(\inf\)-\(sup\) condition (3.3), we deduce that \(\pi_h^m = 0\). Moreover, using that \(u_h^m = 0\) in (3.24), and testing by \(\bar{s} = s_h^m\), we get \(s_h^m = 0\). Finally, taking \(\bar{c} = c_h^m\) in (3.24) 2, using (3.16) and the fact that \((c_{h}^m [n_h^m]^+, c_{h}^m) = ([c_{h}^m]^+, [n_h^m]^+) \geq 0\) and \((c_{h}^m [w_h^n]^+, c_{h}^m) = ([c_{h}^m]^+, [w_h^n]^+) \geq 0\) (since \([n_h^m]^+, [w_h^n]^+ \geq 0\)), we conclude that \(c_{h}^m = 0\). Thus, using again that (3.17)-(3.17) is an linear algebraic system, we conclude the proof.

Now, in order to obtain some uniform estimates for the discrete variables, we will use the following discrete Gronwall lemma:

**Lemma 3.4.** ([21, p. 369]) Assume that \(\Delta t > 0\) and \(B, b^k, d^k, g^k, h^k \geq 0\) satisfy:

\[
d^{m+1} + \Delta t \sum_{k=0}^{m} b^{k+1} \leq \Delta t \sum_{k=0}^{m} g^k d^k + \Delta t \sum_{k=0}^{m} h^k + B, \quad \forall m \geq 0.
\]

Then, it holds

\[
d^{m+1} + \Delta t \sum_{k=0}^{m} b^{k+1} \leq \exp \left(\Delta t \sum_{k=0}^{m} g^k \right) \left(\Delta t \sum_{k=0}^{m} h^k + B \right), \quad \forall m \geq 0.
\]

Some uniform weak estimates for the discrete variables \(n_h^m\) and \(w_h^n\) are necessary in the convergence analysis. They are proved in the following result.
Lemma 3.5. (Uniform estimates for $n_h^m$ and $w_h^m$) Assume the inductive hypothesis (3.18). There exists a constant $C$ such that if $\Delta t C < \frac{1}{2}$, then $n_h^m$ and $w_h^m$ are bounded in $L^\infty(L^2) \cap L^2(H^1)$.

Proof. Testing (3.17) by $\bar{n} = 2\Delta t n_h^m$, using the equality $(a-b, 2a) = |a|^2 - |b|^2 + |a - b|^2$ and the property (3.16), we have

$$\|n_h^m\|_{L^2}^2 - \|n_h^{m-1}\|_{L^2}^2 + \|n_h^m - n_h^{m-1}\|_{L^2}^2 + 2\Delta t D_h \|\nabla n_h^m\|_{L^2}^2 = 2\Delta t \chi_1 (n_h^m s_h^m - \nabla n_h^m)$$

and taking into account that the terms $(|n_h^{m-1}|, |n_h^m|)$ and $(|w_h^{m-1}|, |w_h^m|)$ are nonnegative, we get

$$\|n_h^m\|_{L^2}^2 - \|n_h^{m-1}\|_{L^2}^2 + \|n_h^m - n_h^{m-1}\|_{L^2}^2 + 2\Delta t D_h \|\nabla n_h^m\|_{L^2}^2 \leq 2\Delta t \chi_1 \langle n_h^m s_h^m - \nabla n_h^m \rangle + 2\Delta t \chi_1 \langle n_h^m s_h^m - \nabla n_h^m \rangle$$

Using the Hölder and Young inequalities, the 3D interpolation inequality (2.5) and the inductive hypothesis (3.18), we obtain

$$2\Delta t \chi_1 \langle n_h^m s_h^m - \nabla n_h^m \rangle \leq C \Delta t \chi_1 \|n_h^m\|_{L^2} \|s_h^m - \nabla n_h^m\|_{L^2} \leq \Delta t D_h \|\nabla n_h^m\|_{L^2}^2, \quad \|n_h^m\|_{L^2}^2 = 2\Delta t \chi_1 \langle n_h^m s_h^m - \nabla n_h^m \rangle$$

Thus, using (3.27) in (3.26), and adding the resulting expression from $m = 1$ to $m = r$, we arrive at

$$\|n_h^m\|_{L^2}^2 + \Delta t \sum_{m=1}^r D_h \|\nabla n_h^m\|_{L^2}^2 \leq \|n_h^0\|_{L^2}^2 + \Delta t \sum_{m=1}^{r-1} \|n_h^{m-1}\|_{L^2}^2 + C \Delta t \|n_h^r\|_{L^2}^2$$

Therefore, if $\Delta t$ is small enough such that $\frac{1}{2} - C \Delta t \geq 0$, applying Lemma 3.4 to (3.28) we deduce

$$\|n_h^m\|_{L^2}^2 + \Delta t \sum_{m=1}^r D_h \|\nabla n_h^m\|_{L^2}^2 \leq C, \quad \forall m \geq 1,$$

where the constant $C > 0$ depends on the data $(\chi_1, \mu_1, n_0, T)$, but is independent of $(\Delta t, h)$ and $r$; and we conclude that $n_h^m$ is bounded in $L^\infty(L^2) \cap L^2(H^1)$. The proof for $w_h^m$ follows analogously. \hfill $\Box$

4 Error estimates

The aim of this subsection is to obtain optimal error estimates for any solution $[n_h^m, w_h^m, e_h^m, s_h^m, u_h^m, \pi_h^m]$ of the scheme (3.17), with respect to a sufficiently regular solution $[n, w, c, s, u, \pi]$ of (3.1). We start by introducing the following notations for the errors at $t = t_m$: $e_h^m = n_h^m - n^m$, $e_w^m = w_h^m - w^m$, $e_c^m = c^m - c_h^m$, $e_s^m = s^m - s_h^m$, $e_u^m = u^m - u_h^m$ and $e_\pi^m = \pi^m - \pi_h^m$, where $e_m$ denotes, in general, the value of $a$ at time $t_m$. Then, subtracting the scheme (3.17) to (3.1) at $t = t_m$, we obtain that $[e_n^m, e_w^m, e_c^m, e_s^m, e_u^m, e_\pi^m]$ satisfies

$$\begin{align*}
(\delta e_n^m, \bar{n}) + D_n(\nabla e_n^m, \nabla \bar{n}) &= A(u^m - u_h^{m-1}, n^m, \bar{n}) + A(u_h^{m-1}, e_n^m, \bar{n}) + A(e_n^{m-1}, n^m, \bar{n}) = \langle \rho_n^m, \bar{n} \rangle \\
+ \mu_1 (e_n^m (1 - [n_h^{m-1}]^+) + a_1 [w_h^{m-1}]^+) - [n^m - n_h^{m-1}] \bar{n} = 0
\end{align*}$$

$$\begin{align*}
(\delta e_w^m, \bar{w}) + D_w(\nabla e_w^m, \nabla \bar{w}) &= A(u^m - u_h^{m-1}, w^m, \bar{w}) + A(u_h^{m-1}, e_w^m, \bar{w}) + A(e_w^{m-1}, w^m, \bar{w}) = \langle \rho_w^m, \bar{w} \rangle \\
+ \mu_2 (e_w^m (1 - [w_h^{m-1}]^+) + a_2 [w_h^{m-1}]^+) - [w^m - w_h^{m-1}] \bar{w} = 0
\end{align*}$$

$$\begin{align*}
(\delta e_s^m, \bar{s}) + D_c(\nabla e_s^m, \nabla \bar{s}) + D_c(\text{rot}(e_s^m), \text{rot}(\bar{s})) &= \langle \rho_s^m, \bar{s} \rangle + \langle (s^m - s_h^{m-1}) \cdot u^m, \nabla \bar{s} \rangle + \langle (e_s^{m-1} \cdot u^m + e_u^m \cdot s_h^{m-1} + (\alpha n^m + \beta u^m)(e_c^m - e_s^{m-1} + (\alpha e_u^m + \beta e_c^m)(e_s^{m-1} \cdot \nabla \bar{s})
\end{align*}$$

(3.37)
Interspecies competition model with chemoattraction in fluids

\[
(\delta_t e^m, c) + D_c(\nabla e^m, \nabla c) + A(u^m - u^{m-1}, e^m, c) + A(u^{m-1}_h, e^m, c) + A(e^{m-1}, c, \bar{c}) = (\rho^m_c, c)
\]

\[
-a(c^m (n^m - [n_h]^m) + e^c_m[m_h^m] + c - \beta(c^m (w^m - [w_h^m]) + e^c_m[w_h^m]) + e^c_c)\]

\[
(\delta_t e^m, \bar{u}) + D_u(\nabla e^m, \nabla \bar{u}) = (\rho^m_u, \bar{u}) - kB(u^m - u^{m-1}, \bar{u} - u^{m-1}) - kB(e^{m-1}, u^m, u^{m-1})
\]

\[
(\nabla \cdot e^m, \bar{u}) = 0, \]

for all \([\bar{n}, \bar{w}, \bar{c}, \bar{s}, \bar{\pi}]\) \(\in \mathcal{N}_h \times W_h \times \Sigma_h \times U_h \times \Pi_h\), where \(\rho^m_c = \delta_t n^m - (\delta_t n^m)\) and so on. Now, taking into account the interpolation operators \(\mathbb{P}_n, \mathbb{P}_w, \mathbb{P}_c, \mathbb{P}_s, \mathbb{P}_u, \mathbb{P}_\pi \) defined in (3.4) and (3.7), we decompose the total errors \(e_n^m, e_w^m, e_c^m, e_u^m, e_{\bar{u}}^m, e_{\pi}^m\) as follows:

\[
e_n^m = (n^m - \mathbb{P}_n n^m) + (\mathbb{P}_n n^m - n_h^m) = \theta_n^m + \xi_n^m,
\]

\[
e_w^m = (w^m - \mathbb{P}_w w^m) + (\mathbb{P}_w w^m - \bar{w}_h^m) = \theta_w^m + \xi_w^m,
\]

\[
e_c^m = (c^m - \mathbb{P}_c c^m) + (\mathbb{P}_c c^m - c_h^m) = \theta_c^m + \xi_c^m,
\]

\[
e_u^m = (\mathbb{P}_u u^m - u_h^m) = \theta_u^m + \xi_u^m,
\]

\[
e_{\bar{u}}^m = (\pi^m - \mathbb{P}_\pi \pi^m) + (\mathbb{P}_\pi \pi^m - \bar{\pi}_h^m) = \theta_{\bar{u}}^m + \xi_{\bar{u}}^m.
\]

where, in general, \(\theta_n^m\) and \(\xi_n^m\) denote the interpolation and discrete errors with respect to the \(a\) variable, respectively. Recalling that the interpolation errors satisfy (3.5) and (3.8), the aim of this section is to prove the following result:

**Theorem 4.1.** Assume (3.18). There exists a constant \(C > 0\) (depending on the data of the problem (3.1)) such that if \(\Delta t \leq \frac{1}{2}\), the following estimates for the discrete errors hold

\[
\|e_n^m, e_w^m, e_c^m, e_u^m, e_{\bar{u}}^m, e_{\pi}^m\|_{L^2(\Omega)} \leq C(T) \left(\Delta t + \max\{h^{r+1}, h^{r+2}, h^{r+3}, h^{r+4}, h^{r+5}\}\right),
\]

\[
\|\xi_n^m\|_{L^2(\Omega)} \leq C(T) \left(\Delta t + \max\{h^{r+1}, h^{r+2}, h^{r+3}, h^{r+4}, h^{r+5}\}\right),
\]

where the constant \(C(T) > 0\) is independent of \(m, \Delta t, h\).

From decompositions (4.7)-(4.12), Theorem 4.1 and interpolation errors (3.5) and (3.8), we can deduce the following corollary.

**Corollary 4.2.** Under the assumptions of Theorem 4.1, the following estimates for the total errors hold

\[
\|e_n^m, e_w^m, e_c^m, e_u^m, e_{\bar{u}}^m, e_{\pi}^m\|_{L^2(\Omega)} \leq C(T) \left(\Delta t + \max\{h^{r+1}, h^{r+2}, h^{r+3}, h^{r+4}, h^{r+5}\}\right),
\]

\[
\|e_n^m, e_w^m, e_c^m, e_u^m, e_{\bar{u}}^m, e_{\pi}^m\|_{H^1(\Omega)} \leq C(T) \left(\Delta t + \max\{h^{r+1}, h^{r+2}, h^{r+3}, h^{r+4}, h^{r+5}\}\right),
\]

\[
\|e_{\bar{u}}^m\|_{L^2(\Omega)} \leq C(T) \left(\Delta t + \max\{h^{r+1}, h^{r+2}, h^{r+3}, h^{r+4}, h^{r+5}\}\right),
\]

where the constant \(C(T) > 0\) is independent of \(m, \Delta t, h\).

### 4.1 Preliminary error estimates

In this subsection, we will obtain some bounds for the discrete errors of the species densities \(n\) and \(w\), the chemical concentration \(c\), the flux \(s\) and the velocity \(u\).
1. Error estimates for the species densities \( n \) and \( w \)

Using (3.7), (4.7) and (4.10)-(4.11) in (4.1), we have

\[
\begin{aligned}
&\frac{1}{2} \delta_t \| \xi_n^m \|^2_{L^2} + \frac{\Delta t}{2} \| \delta_t \xi_n^m \|^2_{L^2} + \Delta t \| \text{div} \xi_n^m \|^2_{L^2} = (\rho_n^m, \xi_n^m) + (D_n \theta_n^m - \delta_t \theta_n^m, \xi_n^m) - A(\mathbf{u}_n^m - u_n^m - \xi_n^m, \mathbf{u}_n^m - u_n^m, \xi_n^m) - \mu_1 (\| \xi_n^m \|^2_{L^2} (1 - |n_n^{m-1}| + a_1 |w_n^{m-1}|)) + \chi_1 (\| \xi_n^m \|^2_{L^2} n_n^{m-1} + \| \xi_n^m \|^2_{L^2} n_n^{m-1} - \| n_n^{m-1} \|), \bar{n}) \tag{4.15}
\end{aligned}
\]

for all \( \bar{n} \in \mathcal{N}_n \). Taking \( \bar{n} = \xi_n^m \) in (4.15) and using (3.16) we get

\[
\begin{aligned}
&\frac{1}{2} \delta_t \| \xi_n^m \|^2_{L^2} + \frac{\Delta t}{2} \| \delta_t \xi_n^m \|^2_{L^2} + D_n \| \text{div} \xi_n^m \|^2_{L^2} = (\rho_n^m, \xi_n^m) + (D_n \theta_n^m - \delta_t \theta_n^m, \xi_n^m) - A(\mathbf{u}_n^m - u_n^m - \xi_n^m, \mathbf{u}_n^m - u_n^m, \xi_n^m) - \mu_1 (\| \xi_n^m \|^2_{L^2} (1 - |n_n^{m-1}| + a_1 |w_n^{m-1}|)) + \chi_1 (\| \xi_n^m \|^2_{L^2} n_n^{m-1} + \| \xi_n^m \|^2_{L^2} n_n^{m-1} - \| n_n^{m-1} \|)
\end{aligned}
\]

The terms on the right hand side of (4.16) are controlled in the following way: First, using the Hölder and Young inequalities, (2.3), (3.5) and (3.8) we have

\[
\begin{aligned}
&I_1 + I_2 \leq (\| \xi_n^m \|^2_{L^2} + \| \text{div} \xi_n^m \|^2_{L^2} (\rho_n^m, \theta_n^m, \xi_n^m)) + \| (\mathbf{F} - \mathcal{F}_n) \delta_t n_n^m \|_{L^2} + D_n \| \theta_n^m \|_{L^2} + D_n \| \xi_n^m \|_{L^2} + \| \theta_n^m \|_{L^2}) \| \xi_n^m \|_{L^2} \frac{1}{10} \| \text{div} \xi_n^m \|^2_{L^2} + \frac{1}{2} \| \xi_n^m \|^2_{L^2} + C \left( 1 + \theta_n^m \| \xi_n^m \|_{L^2} + C \right)(1 + \chi_1 (\| \xi_n^m \|^2_{L^2} n_n^{m-1} + \| \xi_n^m \|^2_{L^2} n_n^{m-1} - \| n_n^{m-1} \|)) + \frac{1}{\Delta t} \int_{t_m-1}^{t_m} \| \partial_t n(t) \|^2_{L^2} \, dt + \frac{1}{\Delta t} \int_{t_m-1}^{t_m} \| \partial_t n(t) \|^2_{H^{r+1}} \, dt + \frac{1}{\Delta t} \int_{t_m-1}^{t_m} \| n(t) \|^2_{H^{r+1}} \, dt.
\end{aligned}
\]
and
\[
I_5 \leq \mu_1 (\|\xi_m^n\|_{L^2} + \|\theta_m^n\|_{L^2}) (\|\xi_m^n\|_{L^2} + \|\theta_m^n\|_{L^2}) (\|n_{h-1}\|_{L^u} + a_1 \|u_{m-1}\|_{L^6}) \|\xi_m^n\|_{L^3}
\]
\[
\leq \frac{D_n}{10} \|\nabla \xi_m^n\|^2_{L^2} + \frac{1}{2} \|\xi_m^n\|^2_{L^2} + C (1 + \|n_{h-1}\|_{L^6} + \|u_{m-1}\|_{L^6}) (\|\xi_m^n\|^2_{L^2} + \mathcal{H}^{2(r+1)} \|n_m\|^2_{H^{r+1}}).
\]

Finally, from (2.3), (3.8) and (3.10), the 3D interpolation inequality (2.5) and the inductive hypothesis (3.18), we can bound
\[
I_8 = \chi_1 (\xi_m^n, s_h^{-1}, \nabla \xi_m^n) - \chi_1 (\theta_m^n, \xi_m^n, \nabla \xi_m^n) + \chi_1 (\theta_{m-1}, s_{m-1}, \nabla \xi_m^n)
\]
\[
\leq \chi_1 (\|\xi_m^n\|_{L^2} + \|\theta_m^n\|_{L^2}) (\|s_h^{-1}\|_{L^m/3} + \|\xi_m^n\|_{L^2} + \|\theta_m^n\|_{L^\infty} + \|s_{m-1}^{-1}\|_{L^2}) \|\nabla \xi_m^n\|_{L^2}
\]
\[
\leq \frac{D_n}{10} \|\nabla \xi_m^n\|^2_{L^2} + C \|\xi_m^n\|^2_{L^2} + C \|n_m\|_{H^2} (\|\xi_{m-1}^{-1}\|^2_{L^2} + \mathcal{H}^{2(r+1)} \|s_{m-1}^{-1}\|^2_{L^2} + \|n_m\|^2_{H^{r+1}}).
\]

Thus, from (4.16)-(4.21), we arrive at
\[
\frac{1}{2} \delta \|\xi_m^n\|^2_{L^2} + \frac{\Delta t}{2} \|\xi_m^n\|^2_{L^2} + \frac{D_n}{10} \|\nabla \xi_m^n\|^2_{L^2} \leq C \mathcal{H}^{2(r+1)} \left[ \frac{1}{\Delta t} \int_{t_{m-1}}^{t_m} \|\partial_t n(t)\|^2_{H^{r+1}} + \|n_m\|^2_{H^{r+1}} \right]
\]
\[
+C \Delta t \int_{t_{m-1}}^{t_m} \|\partial_t n(t)\|^2_{H^{r+1}} dt + C \|\xi_m^n\|^2_{H^2} C \|\xi_{m-1}^{-1}\|_{L^2} + C \mathcal{H}^{2(r+1)} \|\xi_{m-1}^{-1}\|^2_{L^2} + C \|\xi_{m-1}^{-1}\|_{L^2}^2 \|n_m\|^2_{H^2} + C \|n_{m-1}\|^2_{H^2} + C \|n_{m-1}\|^2_{H^2} \|\xi_{m-1}^{-1}\|_{L^2}^2
\]
\[
\leq (\delta \xi_m^n, \mathcal{W}) + D_w (\nabla \xi_m^n, \nabla \mathcal{W}) + A (u_{m-1}, \xi_w^n, \mathcal{W}) = (\rho_m^n, \mathcal{W}) - (\delta \theta_m^n, \mathcal{W}) + D_w (\theta_m^n, \mathcal{W}) - A (u_{m-1}, \theta_m^n, \mathcal{W})
\]
\[
-A (u_m^n - u_m^{m-1} + \xi_{m-1}^{-1} + \theta_{m-1}^n, \mathcal{W}) + \chi_2 (w_m^n (s_m^n - s_{m-1}^{-1} + \xi_{m-1}^{-1} + \theta_{m-1}^n, \nabla \mathcal{W})
\]
\[
+ C (\|\xi_m^n\|^2_{H^2} + \|\theta_m^n\|^2_{H^2} + \mathcal{H}^{2(r+1)} \|\xi_{m-1}^{-1}\|^2_{L^2} + \|\xi_{m-1}^{-1}\|_{L^2}) + C \|\xi_{m-1}^{-1}\|_{L^2}^2 \|n_m\|^2_{H^2} + C \xi_{m-1}^{-1} \|n_{m-1}\|_{H^2} + C \|n_{m-1}\|^2_{H^2} \|\xi_{m-1}^{-1}\|_{L^2}^2
\]
\[
+ C (1 + \|n_{m-1}\|^2_{H^2} + \|u_{m-1}\|^2_{H^2} + \|n_{m-1}\|^2_{H^2} \|\xi_{m-1}^{-1}\|_{L^2}^2),
\]

for all \( \mathcal{W} \in W_h \). Taking \( \mathcal{W} = \xi_w^n \) in (4.23), and proceeding analogously to (4.16)-(4.21), we arrive at
\[
\frac{1}{2} \delta \|\xi_w^n\|^2_{L^2} + \frac{\Delta t}{2} \|\xi_w^n\|^2_{L^2} + \frac{D_w}{10} \|\nabla \xi_w^n\|^2_{L^2} \leq C \mathcal{H}^{2(r+1)} \left[ \frac{1}{\Delta t} \int_{t_{m-1}}^{t_m} \|\partial_t \xi_w(t)\|^2_{H^{r+1}} dt + \|w_m^n\|^2_{H^{r+1}} \right]
\]
\[
+C \Delta t \int_{t_{m-1}}^{t_m} \|\partial_t \xi_w(t)\|^2_{H^{r+1}} dt + C \|\xi_w^n\|^2_{H^2} C \|\xi_{w-1}^{-1}\|_{L^2} + C \mathcal{H}^{2(r+1)} \|\xi_{w-1}^{-1}\|^2_{L^2} + C \|\xi_{w-1}^{-1}\|_{L^2}^2 \|w_m^n\|^2_{H^2} + C \|w_{m-1}\|^2_{H^2} + C \|w_{m-1}\|^2_{H^2} \|\xi_{w-1}^{-1}\|_{L^2}^2
\]
\[
+ C (1 + \|w_{m-1}\|^2_{H^2} + \|u_{m-1}\|^2_{H^2} + \|w_{m-1}\|^2_{H^2} \|\xi_{w-1}^{-1}\|_{L^2}^2),
\]

2. Error estimate for the chemical concentration \( c \).
Taking into account (3.7), from (4.4), (4.9) and (4.11), we have
\[
(\delta t \xi_c^m, \bar{c}) + D_c (\nabla \xi_c^m, \nabla \bar{c}) + A(u_c^{-1}, \xi_c^m, \bar{c}) = (\rho_c^m, \bar{c}) - (\delta t \theta_c^m, \bar{c}) + D_c (\theta_c^m, \xi_c^m, \bar{c}) - A(u_c^{-1}, \theta_c^m, \xi_c^m)
- A(u_c^m - u_c^{-1} + \xi_c^m - \theta_c^m, \xi_c^m, \bar{c}) - (\xi_c^m + \theta_c^m) (\alpha [n_h^m]_{+} + \beta [w_h^m]_{+}), \bar{c})
- (c^m (\alpha n_h^m - \beta [n_h^m]_{+} + \beta u_m - \beta [w_h^m]_{+}, \xi_c^m), \forall \bar{c} \in C_h, \tag{4.25}
\]
from which, considering \(\bar{c} = \xi_c^m\) and using (3.16), we get
\[
\frac{1}{2} \delta t \| \xi_c^m \|_{L^2}^2 + \frac{\Delta t}{2} \| \delta t \xi_c^m \|_{L^2}^2 + D_c \| \nabla \xi_c^m \|_{L^2}^2 = (\rho_c^m - \delta t \theta_c^m + D_c \theta_c^m, \xi_c^m) - A(u_c^{-1}, \theta_c^m, \xi_c^m)
- A(u_c^m - u_c^{-1} + \xi_c^m - \theta_c^m, \xi_c^m, \bar{c}) - (\xi_c^m + \theta_c^m) (\alpha [n_h^m]_{+} + \beta [w_h^m]_{+}), \xi_c^m)
- (c^m (\alpha n_h^m - \beta [n_h^m]_{+} + \beta u_m - \beta [w_h^m]_{+}, \xi_c^m), \sum_{k=1}^5 L_k. \tag{4.26}
\]
Notice that, using the Hölder and Young inequalities and (3.8), we obtain
\[
L_1 \leq (\| \xi_c^m \|_{L^2}^2 + \| \nabla \xi_c^m \|_{L^2})^2 + (\| \xi_c^m \|_{(H^1)^r})^2 + \| \xi_c^m \|_{L^2}^2)
\leq \frac{D_c}{6} (\| \nabla \xi_c^m \|_{L^2}^2 + \frac{1}{2} \| \xi_c^m \|_{L^2}^2) + C (1 + \frac{1}{D_c}) (\| \xi_c^m \|_{(H^1)^r})^2 + Ch^2(r+1) (\| \delta t \xi_c^m \|_{H^{r+1}} + D_c \| \xi_c^m \|_{H^{r+1}})
\leq \frac{D_c}{6} (\| \nabla \xi_c^m \|_{L^2}^2 + \frac{1}{2} \| \xi_c^m \|_{L^2}^2) + C \Delta t \int_{t_{m-1}}^{t_m} (\| \partial_t c(t) \|_{(H^1)^r})^2 dt
+ Ch^2(r+1) \left( \frac{1}{\Delta t} \int_{t_{m-1}}^{t_m} (\| \partial_t c(t) \|_{(H^1)^r})^2 + \| \xi_c^m \|_{H^{r+1}}^2 \right). \tag{4.27}
\]
Moreover, from the definition of the skew-symmetric trilinear form (3.12), the Hölder and Young inequalities, (2.3), (3.5), (3.6), (3.8), (3.9,1,2,3) and (3.10) we have
\[
L_2 = A(\xi_c^{m-1}, \theta_c^m, \xi_c^m) - A(\xi_c^{m-1}, \theta_c^m, \xi_c^m)
\leq \| \xi_c^{m-1} \|_{L^2}^2 \| \theta_c^m \|_{L^\infty \cap W^{1,3}} \| \xi_c^m \|_{H^2} + \| \xi_c^{m-1} \| \| \xi_c^m \|_{H^2}
\leq \| \xi_c^{m-1} \|_{L^2}^2 + \frac{1}{2} \| \xi_c^m \|_{L^2}^2 + C (\| u_c^{-1} - u_c^{-1} \|_{L^2}^2 + Ch^2(r+1) \| u_c^{-1} - u_c^{-1} \|_{H^{r+1}}^2) \| \xi_c^m \|_{H^2}
\leq \frac{D_c}{6} (\| \nabla \xi_c^m \|_{L^2}^2 + \frac{1}{2} \| \xi_c^m \|_{L^2}^2) + C (\| u_c^{-1} - u_c^{-1} \|_{L^2}^2 + Ch^2(r+1) \| u_c^{-1} - u_c^{-1} \|_{H^{r+1}}^2) \| \xi_c^m \|_{H^2}
\leq \frac{D_c}{6} (\| \nabla \xi_c^m \|_{L^2}^2 + \frac{1}{2} \| \xi_c^m \|_{L^2}^2) + C (\| \xi_c^m \|_{L^2}^2 + h^2(r+1) \| \xi_c^m \|_{H^{r+1}}^2) \| \xi_c^m \|_{L^2}^2)
\leq \frac{D_c}{6} (\| \nabla \xi_c^m \|_{L^2}^2 + \frac{1}{2} \| \xi_c^m \|_{L^2}^2) + C (\| \xi_c^m \|_{L^2}^2 + h^2(r+1) \| \xi_c^m \|_{H^{r+1}}^2) \| \xi_c^m \|_{L^2}^2)
+ C (\| \xi_c^m \|_{L^2}^2 + h^2(r+1) \| \xi_c^m \|_{H^{r+1}}^2) \| \xi_c^m \|_{L^2}^2) \tag{4.28}
\]
and
\[
\sum_{k=3}^{5} L_k \leq (\| u_c^{-1} - u_c^{-1} \|_{L^2}^2 + \| \xi_c^{m-1} \|_{L^2}^2 + \| \theta_c^{m-1} \|_{L^2}^2) \| \xi_c^m \|_{L^2}^2)
\leq \frac{D_c}{6} (\| \nabla \xi_c^m \|_{L^2}^2 + \frac{1}{2} \| \xi_c^m \|_{L^2}^2) + C (\| u_c^{-1} - u_c^{-1} \|_{L^2}^2 + h^2(r+1) \| \xi_c^m \|_{H^{r+1}}^2) \| \xi_c^m \|_{L^2}^2)
\leq \frac{D_c}{6} (\| \nabla \xi_c^m \|_{L^2}^2 + \frac{1}{2} \| \xi_c^m \|_{L^2}^2) + C (\| \xi_c^m \|_{L^2}^2 + h^2(r+1) \| \xi_c^m \|_{H^{r+1}}^2) \| \xi_c^m \|_{L^2}^2) \tag{4.29}
\]
Therefore, from (4.26)-(4.29), we arrive at

\[
\frac{1}{2} \delta_t \| \xi^m \|_{L^2}^2 + \frac{\Delta t}{2} \| \delta_t \xi^m \|_{L^2}^2 + \frac{C}{2} \| \nabla \xi^m \|_{L^2}^2 \leq C \Delta t \int_{t_{m-1}}^{t_m} \| \partial_t c(t) \|_{(H^1)}^2 \, dt + C \| c^m \|_{H^2}^2 \| \xi^{m-1} \|_{L^2}^2 \\
+ C h^{2(r_3+1)} \left( \frac{1}{\Delta t} \int_{t_{m-1}}^{t_m} \| \partial_t c(t) \|_{L^2}^2 \, dt + C \| c^m \|_{H^{r_3+1}}^2 \right) + C h^{2(r_3+1)} \| [u^m, \pi^{m-1}] \|_{H^2 \times H^1}^2 \| c^m \|_{H^{r_3+1}}^2 \\
+ C \| u^m - u^{m-1} \|_{L^2}^2 + C \| u^{m-1} \|_{H^{r_3+1} \times H^r}^2 \| \xi^{m-1} \|_{L^2}^2 + C \| \xi^{m-1} \|_{L^2}^2 \| c^m \|_{H^{r_3+1}}^2 + C \| \xi^m \|_{L^2}^2 + C \| u^m \|_{H^{r_3+1}}^2 \| c^m \|_{L^2}^2 \| u^m \|_{L^2}^2 \\
+ C(\| \xi^m \|_{L^2}^2 + h^{2(r_3+1)} \| u^m \|_{H^{r_3+1}}^2 + C \| u^m \|_{L^2}^2 + h^{2(r_3+1)} \| u^m \|_{H^{r_3+1}}^2) \| c^m \|_{L^2}^2 \| u^m \|_{L^2}^2 \| u^m \|_{L^2}^2.
\]

(4.30)

4. Error estimate for the velocity field \( \mathbf{u} \)

Using (3.4), (4.7)-(4.8) and (4.11)-(4.12) in (4.5)-(4.6), we obtain

\[
(\delta_t \xi^m, \mathbf{u}) + D_u(\nabla \xi^m, \nabla \mathbf{u}) = (\rho^m - \rho^m_m, \mathbf{u}) - k B(u^m - u^{m-1}, u^m, \mathbf{u}) - k B(\xi^m - \theta^m, \mathbf{u}) \\
- k B(u^m_h - \xi_h^m, \mathbf{u}) + \xi^m_m + (\gamma (\xi^m + \theta^m) + \lambda (\xi^m + \theta^m)) \nabla \phi, \xi^m_m
\]

(4.31)

for all \( [\mathbf{u}, \bar{\mathbf{u}}] \in U_h \times \Pi_h \). Taking \( \mathbf{u} = \xi^m \) in (4.31), \( \bar{\mathbf{u}} = \xi^m \) in (4.32), using (3.15) and adding the resulting expressions, we get

\[
\frac{1}{2} \delta_t \| \xi^m \|_{L^2}^2 + \frac{\Delta t}{2} \| \delta_t \xi^m \|_{L^2}^2 + D_u(\nabla \xi^m, \nabla \mathbf{u}) = (\rho^m - \rho^m_m, \mathbf{u}) - k B(u^m - u^{m-1}, u^m, \mathbf{u}) \\
- k B(u^m_h - \xi^m_h, \mathbf{u}) + \xi^m_m + (\gamma (\xi^m + \theta^m) + \lambda (\xi^m + \theta^m)) \nabla \phi, \xi^m_m
\]

(4.33)

We bound the terms \( S_i \) as follows: First, using the Hölder and Young inequalities, the Poincaré inequality (2.2) and (3.5), we have

\[
S_1 \leq \| \nabla \xi^m \|_{L^2}^2 + \| \rho^m \|_{H^{1.5}}^2 + \| \xi^m \|_{L^2}^2 \| (I - \mathbb{T}_u) \delta_t u^m \|_{L^2}^2 \\
\leq \frac{D_u}{6} \| \nabla \xi^m \|_{L^2}^2 + \frac{C}{D_u} \| \rho^m \|_{H^{1.5}}^2 + \frac{C h^{2(r_1+1)}}{D_u} \| \delta_t \mathbf{u} \|_{H^{r+1} \times H^r}^2 \\
\leq \frac{D_u}{6} \| \nabla \xi^m \|_{L^2}^2 + \frac{C h^{2(r_3+1)}}{\Delta t} \int_{t_{m-1}}^{t_m} \| \partial_t \mathbf{u} \|_{H^1}^2 \, dt \leq \frac{C h^{2(r_3+1)}}{\Delta t} \int_{t_{m-1}}^{t_m} \| \partial_t \mathbf{u} \|_{H^1}^2 \, dt
\]

(4.34)

Moreover, taking into account the definition of the skew-symmetric trilinear form (3.11), the Hölder, Young and Poincaré inequalities, (2.3), (3.5)-(3.6) and (3.8)_{1,2}, we have

\[
S_2 = k B(\xi^m - \theta^m, \xi^m - \xi^m) - k B(\mathbb{T}_u u^{m-1}, \theta^m, \xi^m) \\
\leq k \| \xi^m \|_{L^2} \| \theta^m \|_{L^2} + \frac{C}{D_u} \| \mathbb{T}_u u^{m-1} \|_{H^{1.5}} \| \xi^m \|_{H^1} + \frac{C}{D_u} \| \theta^m \|_{L^2} \| \xi^m \|_{H^1} \\
\leq \frac{D_u}{6} \| \nabla \xi^m \|_{L^2}^2 + \frac{C}{D_u} \| \mathbb{T}_u u^{m} \|_{H^{1.5}} \| \xi^m \|_{H^1} \\
+ C h^{2(r_3+1)} \| u^{m-1} \|_{H^{r_3+1} \times H^r}^2 \| \xi^m \|_{H^1}^2 \| \xi^m \|_{H^1}^2
\]

(4.35)
and

\[ S_3 + S_4 \leq k(\|u_m - u_{m-1}\|_{L^2} + \|\xi_{u_m}^{m-1}\|_{L^2} + \|\theta_{u_m}^{m-1}\|_{L^2})\|u_m\|_{L^\infty W^{1,2} + \|\xi_{u_m}^m\|_{H^1}} + (\gamma \|\xi_{u_m}^m\|_{L^2} + \gamma \|\theta_{u_m}^m\|_{L^2} + \lambda \|\xi_{u_m}^m\|_{L^2} + \lambda \|\theta_{u_m}^m\|_{L^2})\|\nabla \phi\|_{L^2} \|\xi_{u_m}^m\|_{H^1} \]

\[ \leq \frac{D_u}{6} \|\nabla \xi_{u_m}^m\|_{L^2}^2 + C(\|u_m - u_{m-1}\|_{L^2}^2 + h^{2(r+1)} \|u_{m-1}\|_{H^{r+1}}^2)\|u_m\|_{H^2}^2 \\
+ C(\|\xi_{u_m}^{m-1}\|_{L^2}^2 + \|u_m\|_{H^2}^2 + C(\|\xi_{u_m}^{m-1}\|_{L^2}^2 + \|u_m\|_{L^2}^2)\|\nabla \phi\|_{L^2}^2 \\
+ (h^{2(r+1)} \|n_m^2\|_{H^{r+1}} + h^{2(r+1)} \|w_m^2\|_{H^{r+1}}^2)\|\nabla \phi\|_{L^2}^2. \]  

Therefore, from (4.33)-(4.36), we arrive at

\[ \frac{1}{2} \frac{\Delta t}{2} \|\xi_{u_m}^m\|_{L^2}^2 + \frac{\Delta t}{2} \|\xi_{u_m}^m\|_{L^2}^2 + \frac{D_u}{2} \|\nabla \xi_{u_m}^m\|_{L^2}^2 \leq \int_{t_{m-1}}^{t_m} \left( \|\partial_t \psi(t)\|_{H^1}^2 + \frac{h^{2(r+1)} \|\partial_t \psi(t)\|_{H^{r+1}}^2}{\Delta t} \right) dt \\
+ (\|\xi_{u_m}^{m-1}\|_{L^2} + h^{2(r+1)} \|\xi_{u_m}^{m-1}\|_{L^2} + h^{2(r+1)} \|\xi_{u_m}^{m-1}\|_{L^2} + h^{2(r+1)} \|w_m^2\|_{H^{r+1}}^2) \|\nabla \phi\|_{L^2}^2. \]  

5. Error estimate for the auxiliary variable \( s \)

From (4.3), using (3.7) and (4.7)-(4.11), we have

\[ (\partial_t \xi_{s_m}^m, s) + D_c(\nabla \cdot \xi_{s_m}^m, \nabla \cdot s) + D_c(\text{rot}(\xi_{s_m}^m), \text{rot}(s)) = (\rho_{s_m}^m, s) - (\partial_t \theta_{s_m}^m, s) + D_c(\theta_{s_m}^m, s) \]

\[ + ((s_m - s_{m-1}) \cdot u_m + (\xi_{s_m}^{m-1} + \theta_{s_m}^{m-1}) \cdot u_m + (\xi_{s_m}^m + \theta_{s_m}^m) \cdot s_{h_m}^{m-1} + (\alpha n_m + \beta u_m)(c_m - e_m), \nabla \cdot s) \]

\[ + ((\alpha n_m + \beta u_m)(\xi_{s_m}^{m-1} + \theta_{s_m}^{m-1}) + (\alpha (\xi_{s_m}^m + \theta_{s_m}^m) + \beta (\xi_{s_m}^m + \theta_{s_m}^m))c_{h_m}^{m-1}, \nabla \cdot s), \quad \forall \psi \in \mathcal{H}_\Sigma, \]

from which, considering \( \psi = \xi_{s_m}^m \), we arrive at

\[ \frac{1}{2} \frac{\Delta t}{2} \|\xi_{s_m}^m\|_{L^2}^2 + \frac{\Delta t}{2} \|\xi_{s_m}^m\|_{L^2}^2 + D_c \|\nabla \cdot \xi_{s_m}^m\|_{L^2}^2 + D_c \|\text{rot}(\xi_{s_m}^m)\|_{L^2}^2 = (\rho_{s_m}^m - \partial_t \theta_{s_m}^m + D_c \theta_{s_m}^m, \xi_{s_m}^m) \]

\[ + (u_m, (s_m - s_{m-1}) + (\xi_{s_m}^{m-1} + \theta_{s_m}^{m-1}) \cdot u_m + (\alpha n_m + \beta u_m)(c_m - e_m), \nabla \cdot \xi_{s_m}^m) \]

\[ + ((\alpha n_m + \beta u_m)(\xi_{s_m}^{m-1} + \theta_{s_m}^{m-1}) + (\alpha (\xi_{s_m}^m + \theta_{s_m}^m) + \beta (\xi_{s_m}^m + \theta_{s_m}^m))c_{h_m}^{m-1}, \nabla \cdot \xi_{s_m}^m) \]

\[ + ((\alpha n_m + \beta u_m)(\xi_{s_m}^{m-1} + \theta_{s_m}^{m-1}), \nabla \cdot \xi_{s_m}^m) = \sum_{k=1}^{4} R_k. \]  

Then, using the Hölder and Young inequalities, the equivalent norm in \( H^1(\Omega) \) given in (2.1), as well as (2.3), (3.5)-(3.6) and (3.8)-(3.10), we control the terms on the right hand side of (4.39) as follows

\[ R_1 \leq \left( \|\xi_{s_m}^m\|_{L^2} + \|\nabla \cdot \xi_{s_m}^m\|_{L^2} + \|\text{rot}(\xi_{s_m}^m)\|_{L^2} \right) \|\rho_{s_m}^m\|_{H^{1}} + \left( \|\nabla (I - P_{s_m}) \|_{L^2} + D_c \|\theta_{s_m}^m\|_{L^2} \right) \|\xi_{s_m}^m\|_{L^2} \]

\[ \leq \frac{1}{2} \|\xi_{s_m}^m\|_{L^2}^2 + D_c \|\nabla \cdot \xi_{s_m}^m\|_{L^2}^2 + \frac{D_c}{2} \|\text{rot}(\xi_{s_m}^m)\|_{L^2}^2 + C \left( 1 + \frac{1}{D_c} \right) \|\rho_{s_m}^m\|_{H^{1}}^2 \\
+ Ch^{2(r+1)} \|\text{rot}(\xi_{s_m}^m)\|_{L^2}^2 + D_c \|\theta_{s_m}^m\|_{L^2}^2 + C \Delta t \int_{t_{m-1}}^{t_m} \|\partial_t s(t)\|_{H^{1}}^2 dt \\
+ Ch^{2(r+1)} \|\text{rot}(\xi_{s_m}^m)\|_{L^2}^2. \]  

\[ \text{Then, using the Hölder and Young inequalities, the equivalent norm in } H^1(\Omega) \text{ given in (2.1), as well as (2.3), (3.5)-(3.6) and (3.8)-(3.10), we control the terms on the right hand side of (4.39) as follows} \]

\[ R_1 \leq \left( \|\xi_{s_m}^m\|_{L^2} + \|\nabla \cdot \xi_{s_m}^m\|_{L^2} + \|\text{rot}(\xi_{s_m}^m)\|_{L^2} \right) \|\rho_{s_m}^m\|_{H^{1}} + \left( \|\nabla (I - P_{s_m}) \|_{L^2} + D_c \|\theta_{s_m}^m\|_{L^2} \right) \|\xi_{s_m}^m\|_{L^2} \]

\[ \leq \frac{1}{2} \|\xi_{s_m}^m\|_{L^2}^2 + D_c \|\nabla \cdot \xi_{s_m}^m\|_{L^2}^2 + \frac{D_c}{2} \|\text{rot}(\xi_{s_m}^m)\|_{L^2}^2 + C \left( 1 + \frac{1}{D_c} \right) \|\rho_{s_m}^m\|_{H^{1}}^2 \\
+ Ch^{2(r+1)} \|\text{rot}(\xi_{s_m}^m)\|_{L^2}^2 + D_c \|\theta_{s_m}^m\|_{L^2}^2 + C \Delta t \int_{t_{m-1}}^{t_m} \|\partial_t s(t)\|_{H^{1}}^2 dt \\
+ Ch^{2(r+1)} \|\text{rot}(\xi_{s_m}^m)\|_{L^2}^2, \]  

(4.40)
\[ R_2 + R_4 \leq \frac{D_c}{6} \|
abla \cdot \xi_m \|_L^2 + C(h^{2(r_1+1)} \|s^{m-1}\|_{H^{r_1+1}} + h^{2(r_1+1)} \|c^{m-1}\|_{H^{r_1+1}})(\|u^m, n^m, w^m\|_L^2 + C(\|c^{m-1} - \xi^{-1}_m\|_L^2 + \|s^{m-1}\|_L^2)) (\|u^m, n^m, w^m\|_L^2, \quad (4.41) \]

\[ R_3 = (s^{m-1} \cdot \xi_m + \theta^m \cdot (P_s s^{m-1} - \xi^{-1}_m), \nabla \cdot \xi_m) + \alpha (\xi^{-1}_m - \xi^{-1}_m(\|c^{m-1} - \xi^{-1}_m\|_L^2 + \|s^{-1}_m\|_L^2) (\|u^m, n^m, w^m\|_L^2, \quad (4.42) \]

where, in the last inequality of (4.42), the 3D interpolation inequality (2.5) and inductive hypothesis (3.18) was used. Therefore, from (4.39)-(4.42), we arrive at

\[ \frac{1}{2} \delta_c \|\xi_m\|_L^2 + \frac{\Delta t}{2} \||\partial_t \xi_m\|_L^2 + \frac{D_c}{2} \|\nabla \cdot \xi_m\|_L^2 + \frac{D_c}{2} \|\text{rot} (\xi_m)\|_L^2 \leq C \|\xi_m, \xi_m\|_L^2 \]

\[ + C \Delta t \int_{t_{m-1}}^{t_m} \|\partial_t u(t)\|_{H^{r+1}}^2 dt + C \|\|\xi_m, \xi_m\|_L^2 + \frac{D_c}{4} \|\nabla \xi_m\|_L^2 + \frac{D_c}{4} \|\nabla \xi_m\|_L^2 + \frac{D_c}{4} \|\nabla \xi_m\|_L^2 \]

\[ + C h^{2(r+1)} \left[ \frac{1}{\Delta t} \int_{t_{m-1}}^{t_m} \|\partial_t s(t)\|_{H^{r+1}}^2 dt + \|\xi_m - u^m, n^m, w^m\|_{L^2} \right] + C h^{2(r+1)} \|\xi_m - \xi_m\|_{H^{r+1}} \|\xi_m - u^m, n^m, w^m\|_{L^2} \]

\[ + C(h^{2(r+1)} \|\xi_m - \xi_m\|_{H^{r+1}} + \|\xi_m - \xi_m\|_{H^{r+1}} + \|\xi_m - \xi_m\|_{L^2}) \|\xi_m - \xi_m\|_{L^2} + C h^{2(r+1)} \|\xi_m - \xi_m\|_{H^{r+1}} \|\xi_m - \xi_m\|_{L^2} \]

\[ + C h^{2(r+1)} \|\xi_m - \xi_m\|_{L^2} + C \|\xi_m - \xi_m\|_{L^2} \]

\[ 4.1.1 \quad \text{Proof of Theorem 4.1} \]

**Proof.** First, we will prove (4.13). Observe that it holds

\[ \Delta t \sum_{m=1}^{r} \|n^m - n^{m-1}, u^m - u^{m-1}, c^m - c^{m-1}, u^m - u^{m-1}, s^m - s^{m-1}\|_{L^2} \]

\[ \leq C(\Delta t)^4 \|\partial_t u, \partial_t w, \partial_t c, \partial_t u, \partial_t s\|_{L^2(L^2)} + C(\Delta t)^2 \|\partial_t u, \partial_t w, \partial_t c, \partial_t u, \partial_t s\|_{L^2(L^2)}^2, \quad (4.44) \]

Indeed, proceeding as in (4.17), with the space norm in \(L^2\) instead of \((H^1)'\), we have

\[ \|\rho^m\|_{L^2} = \|\rho^m - (\partial_t n)^m\|_{L^2} \leq \left( \frac{\Delta t}{4} \int_{t_{m-1}}^{t_m} \|\partial_t u(t)\|_{L^2} dt \right)^{1/2}, \]

which implies

\[ \Delta t \sum_{m=1}^{r} \|n^m - n^{m-1}\|_{L^2} \leq C(\Delta t)^4 \|\partial_t u\|_{L^2(L^2)} + C(\Delta t)^2 \|\partial_t n\|_{L^2(L^2)}^2. \]

Analogously, we obtain the estimate for \(u, c, u, \text{and } s\). Now, adding the inequalities (4.22), (4.24), (4.30), (4.37) and (4.43), multiplying the resulting expression by \(\Delta t\), adding from \(m = 1\) to \(m = r\),
using (4.44) and Lemma 3.5 (recalling that $[\xi^0_n, \xi^0_w, \xi^0_e, \xi^0_s] = [0, 0, 0, 0, 0]$), we get

$$
\left\| [\xi^m_n, \xi^m_w, \xi^m_e, \xi^m_s, \xi^m] \right\|_{L^2}^2 + \frac{\Delta t}{2} \sum_{m=1}^{r} \left\| \nabla \xi^m_n, \nabla \xi^m_w, \nabla \xi^m_e, \nabla \xi^m_s, \nabla \xi^m \right\|_{L^2}^2
\leq C_1 ((\Delta t)^2 + (\Delta t)^4) + C_2 (h^2(r_2+1) + h^2(r_3+1) + h^2(r_4+1) + h^2(r_5+1))
+ C_3 \Delta t \sum_{m=1}^{r-1} \left\| [\xi^m_n, \xi^m_w, \xi^m_e, \xi^m_s, \xi^m] \right\|_{L^2}^2 + C_4 \Delta t \left\| [\xi^m_n, \xi^m_w, \xi^m_e, \xi^m_s, \xi^m] \right\|_{L^2}^2.
$$

(4.45)

Therefore, if $\frac{1}{2} - C_4 \Delta t > 0$, by applying Lemma 3.4 to (4.45), (4.13) is concluded.

Now we prove (4.14). Subtracting (4.32) at time $t = t_{m-1}$ from (4.32) at time $t = t_m$ and multiplying the resulting expression by $1/\Delta t$, we have

$$
(\bar{\pi}, \nabla \cdot \delta \xi^m_n) = 0 \quad \forall \bar{\pi} \in \Pi_h.
$$

(4.46)

Then, taking $\bar{\mu} = \delta \xi^m_n$ in (4.31), $\bar{\pi} = \xi^m_n$ in (4.46) and adding the resulting expressions, we get

$$
\begin{align*}
\frac{D_u}{2} \delta_t \left\| \xi^m_n \right\|_{H^1}^2 &+ \frac{\Delta t}{2} \frac{D_u}{2} \delta_t \left\| \xi^m_n \right\|_{H^1}^2 + \left\| \delta \xi^m_n \right\|_{L^2}^2 = \left( \rho^m_u - \delta \theta^m_u, \delta \xi^m_n \right) \\
- k_B (u^m - u^{m-1}, \xi^m_n, \delta \xi^m_n) - k_B (\theta^m_u, \theta^m_u, \xi^m_n, \delta \xi^m_n) - k_B (u^m_n, \xi^m_n, \theta^m_u, \delta \xi^m_n) \\
&+ (\gamma (\xi^m_n + \theta^m_u) + \lambda (\xi^m_n + \theta^m_u) \nabla \phi, \delta \xi^m_n) := (f, \delta \xi^m_n) \leq \frac{1}{2} \left\| \delta \xi^m_n \right\|_{L^2}^2 + \| f \|_{L^2}.
\end{align*}
$$

(4.47)

Now, we bound $\| f \|_{L^2}$. First, note that, for all $\varphi \in L^2$, we have

$$
\begin{align*}
&\left| (\rho^m_u - \delta \theta^m_u, \varphi) - k_B (u^m - u^{m-1}, \varphi) + (\gamma (\xi^m_n + \theta^m_u) + \lambda (\xi^m_n + \theta^m_u)) \nabla \phi, \varphi) \right| \\
&\leq C \left\| \nabla \phi \right\|_{L^\infty} \left( \| \xi^m_n \|_{L^2} + \| \theta^m_u \|_{L^2} + \| \nabla \phi \|_{L^2} \right) \left( \| \xi^m_n \|_{L^\infty} \right) \left( \| \nabla \phi \|_{L^\infty} \right) \left( \| \theta^m_u \|_{L^2} \right) \\
&+ C \left| \nabla \xi^m_n \right|_{L^2}^2 + \| \delta \theta^m_u \|_{L^2} \left( \| \nabla \phi \|_{L^2} \right) \left( \| \xi^m_n \|_{L^\infty} \right) \left( \| \nabla \phi \|_{L^\infty} \right) \\
&= k_B (\xi^m_n, \theta^m_u, \varphi) \leq kC \left( \| \xi^m_n \|_{H^1} + \| \theta^m_u \|_{H^1} \right) \left( \| \nabla \phi \|_{L^\infty} \right) \left( \| \varphi \|_{L^2} \right).
\end{align*}
$$

(4.48)

and

$$
\begin{align*}
&k_B (\xi^m_n, \theta^m_u, \varphi) = kB (\Pi_u u^m_n, \xi^m_n, \theta^m_u, \varphi) - B (\xi^m_n, \theta^m_u, \varphi) \\
&\leq kC \left( \| \Pi_u u^m_n \|_{L^\infty} \left( \| \theta^m_u \|_{H^1} + \| \xi^m_n \|_{H^1} \right) \right) \left( \| \varphi \|_{L^2} \right) + C \left( \| \xi^m_n \|_{L^\infty} \right) \left( \| \theta^m_u \|_{L^2} \right) \left( \| \varphi \|_{L^2} \right) \\
&+ C \left( \| \xi^m_n \|_{L^\infty} \right) \left( \| \theta^m_u \|_{L^2} \right) \left( \| \varphi \|_{L^2} \right) + C \left( \| \xi^m_n \|_{L^\infty} \right) \left( \| \theta^m_u \|_{L^2} \right) \left( \| \varphi \|_{L^2} \right) \\
&\leq kC \left( \| \Pi_u u^m_n \|_{L^\infty} \right) \left( \| \theta^m_u \|_{H^1} + \| \xi^m_n \|_{H^1} \right) \left( \| \varphi \|_{L^2} \right) + C \left( \| \xi^m_n \|_{L^\infty} \right) \left( \| \theta^m_u \|_{L^2} \right) \left( \| \varphi \|_{L^2} \right).
\end{align*}
$$

(4.49)

where, in (4.50), the 3D interpolation inequality (2.4) was used. Thus, from (4.48)-(4.50) we deduce

$$
\| f \|_{L^2} = \sup \{ \langle f, \varphi \rangle : \varphi \in L^2(\Omega), \| \varphi \|_{L^2} \leq 1 \}
\leq C \left( \| \rho^m_u \|_{L^2} + \| \delta \theta^m_u \|_{L^2} + \| u^m - u^{m-1} \|_{L^2} + \| \nabla \xi^m_n \|_{L^\infty} \right)
+ \left( \| \theta^m_u \|_{H^1} + \| \xi^m_n \|_{H^1} \right) \left( \| u^m \|_{L^\infty} \right)
+ \left( \| \theta^m_u \|_{H^1} + \| \xi^m_n \|_{H^1} \right) \left( \| \xi^m_n \|_{L^\infty} \right)
+ \left( \| \theta^m_u \|_{H^1} + \| \xi^m_n \|_{H^1} \right) \left( \| \xi^m_n \|_{L^\infty} \right).
$$

(4.51)
Therefore from (4.47) and (4.51), we arrive at

\[
\frac{D_u}{2} \delta_t ||\xi^m||_H^2 + \frac{1}{2} ||\delta_t \xi^m||_{L^2}^2 \leq \frac{1}{2} ||f||_{L^2}^2 \leq C (||\rho^m||_{L^2}^2 + ||\delta_t \rho^m||_{L^2}^2 + ||u^m - u^{m-1}||_{L^2}^2) ||\nabla u^m||_{L^\infty}^2 \\
+ ||\xi^m - u^{m-1}||_{L^2}^2 ||\nabla u^m||_{L^2} \left(\left(||\xi^m - u^{m-1}||_{L^2}^2 + ||\delta_t \rho^m||_{L^2}^2 + ||u^m - u^{m-1}||_{L^2}^2\right) + ||\xi^m - u^{m-1}||_{L^2}^2 \right) ||\nabla u^m||_{L^\infty}^2 \\
+ ||u^m - u^{m-1}||_{L^2}^2 ||\nabla u^m||_{L^2} \left(\left(||\xi^m - u^{m-1}||_{L^2}^2 + ||\delta_t \rho^m||_{L^2}^2 + ||u^m - u^{m-1}||_{L^2}^2\right) + ||\xi^m - u^{m-1}||_{L^2}^2 \right) ||\nabla u^m||_{L^\infty}^2 \\
+ C(||\xi^m||_{H^1}^2 (||\xi^m - u^{m-1}||_{H^1}^2 + ||\xi^m - u^{m-1}||_{H^1}^2) + (||\xi^m - u^{m-1}||_{L^2}^2 + ||\xi^m - u^{m-1}||_{L^2}^2 + ||\xi^m - u^{m-1}||_{L^2}^2 ||\nabla u^m||_{L^\infty}^2). (4.52)
\]

On the other hand, applying Lemma 11 of [19] to (4.31)-(4.32), we have

\[
||\xi^m, \xi^m||_{W^{1,s} \times L^\infty} \leq C (||\delta_t \xi^m||_{L^2}^2 + ||f||_{L^2}^2),
\]

and then, adding (4.52) with (4.53) \(\times \varepsilon_2\) (for \(0 < \varepsilon_2 < 1\), we arrive at

\[
\frac{D_u}{2} \delta_t ||\xi^m||_{H^1}^2 + \frac{1}{2} ||\delta_t \xi^m||_{L^2}^2 + \varepsilon_2 ||\xi^m, \xi^m||_{W^{1,s} \times L^\infty} \leq C (\varepsilon_2 \delta_t ||\xi^m||_{L^2}^2 + ||\rho^m||_{L^2}^2 + ||\delta_t \rho^m||_{L^2}^2 + ||u^m - u^{m-1}||_{L^2}^2 ||\nabla u^m||_{L^2} \left(\left(||\xi^m - u^{m-1}||_{L^2}^2 + ||\delta_t \rho^m||_{L^2}^2 + ||u^m - u^{m-1}||_{L^2}^2\right) + ||\xi^m - u^{m-1}||_{L^2}^2 \right) ||\nabla u^m||_{L^\infty}^2 \\
+ ||u^m - u^{m-1}||_{L^2}^2 ||\nabla u^m||_{L^2} \left(\left(||\xi^m - u^{m-1}||_{L^2}^2 + ||\delta_t \rho^m||_{L^2}^2 + ||u^m - u^{m-1}||_{L^2}^2\right) + ||\xi^m - u^{m-1}||_{L^2}^2 \right) ||\nabla u^m||_{L^\infty}^2 \\
+ C(||\xi^m||_{H^1}^2 (||\xi^m - u^{m-1}||_{H^1}^2 + ||\xi^m - u^{m-1}||_{H^1}^2) + (||\xi^m - u^{m-1}||_{L^2}^2 + ||\xi^m - u^{m-1}||_{L^2}^2 + ||\xi^m - u^{m-1}||_{L^2}^2 ||\nabla u^m||_{L^\infty}^2). (4.54)
\]

We consider \(\varepsilon_2\) small enough in order to absorb the term \(C \varepsilon_2 \delta_t ||\xi^m||_{L^2}^2\) at the right hand side, and \(\varepsilon_1\) small enough with respect to \(\varepsilon_2\). Moreover, notice that

\[
||\xi^m - u^{m-1}||_{H^1}^4 + ||\xi^m - u^{m-1}||_{H^1}^2 \leq C.
\]

Indeed, denoting \(h_{\text{max}} := \max\{h^{r+1}, h^{r+1}, h^{r+1}, h^{r+1}\}\), from estimate (4.13) we have in particular that \(||\xi^m||_{H^1}^2 \leq C(T) \left(\Delta t + \frac{1}{h_{\text{max}}^2}\right)\), which implies that

\[
||\xi^m - u^{m-1}||_{H^1}^4 + ||\xi^m - u^{m-1}||_{H^1}^2 \xi^m \leq C(T) \left(\Delta t + \frac{1}{h_{\text{max}}^2}\right)^2.
\]

Therefore, we conclude (4.55) under the condition

\[
\frac{h_{\text{max}}}{(\Delta t)^2} \leq C.
\]

On the other hand, from (4.13) we also have \(||\xi^m||_{L^2}^2 \leq C(T) \left((\Delta t)^2 + h_{\text{max}}^2\right)\) for each \(m\). Then, by using the inverse inequality \(||\xi^m||_{H^1} \leq h^{-1} ||\xi^m||_{L^2}\) we obtain

\[
||\xi^m - u^{m-1}||_{H^1} + ||\xi^m - u^{m-1}||_{H^1} \xi^m \leq C(T) \frac{1}{h^4} \left((\Delta t)^2 + h_{\text{max}}^2\right)^2.
\]

Thus, we conclude (4.55) under the condition

\[
\frac{(\Delta t)^4}{h^4} \leq C.
\]

Therefore, if \(\Delta t\) and \(h\) are less than or equal to 1, we conclude (4.55) because for any choice of \((\Delta t, h)\) either (4.56) or (4.57) holds. Therefore, multiplying (4.54) by \(\Delta t\), adding from \(m = 1\) to \(m = s\), bounding the terms \(||\rho^m||_{L^2}^2\) and \(||\delta_t \rho^m||_{L^2}^2\) as in (4.34), using (3.5), (3.6), (3.8), (4.44), (4.13), (4.55) and taking into account that \(\xi^0 = 0\), we conclude (4.14).
Finally, we will check the validity of (3.18). The idea is to derive (3.18) by using (4.13) recursively. First, notice that \( \|P_c e_m - 1\|_{L^{10/3}} \leq \|c\|_{L^\infty(L^{10/3})} := C_0 \) for all \( m \geq 1 \), from which we deduce that \( \|e_{m+1}^0\|_{L^{10/3}} : = \|P_c e_{m+1}^0\|_{L^{10/3}} \leq C_0 \leq C_0 + 1 := K. \) Moreover, \( \|e_{m+1}^0\|_{L^{10/3}} \leq \|\xi_{m+1}^0\|_{L^{10/3}} + \|P_c e_{m+1}^0\|_{L^{10/3}} \), and then, it is enough to show that \( \|\xi_{m+1}^0\|_{L^{10/3}} \leq 1 \) for all \( m \geq 2 \). For that, we consider two cases: First, if \( (\Delta t)^{1/2} \leq \Delta t \) is bounded, then \( h_{\max} : = \max(h_{r_1+1}, h_{r_2+1}, h_{r_3+1}, h_{r_4+1}, h_{r_5+1}) = h_{k} \) for some \( k \geq 2 \), and from the calculation of the \( L^\infty(L^{2})\)-norm in (4.13), we get
\[
\|\xi_{m+1}^0\|_{L^{10/3}} \leq \frac{1}{h^{3/5}} \|\xi_{m}^0\|_{L^{2}} \leq C(T, \|c_h^0\|_{L^{10/3}}) \frac{1}{h^{3/5}} (\Delta t + h_{\max}) \leq C(T, K)(\Delta t)^{1/2} + h^{k-3/5}.
\]
(4.58)

In another case, if \( (\Delta t)^{1/2} \) is not bounded, then \( h_{\max} \leq \frac{h^{6/5}}{\Delta t} \leq C \); thus, from the calculation of the \( L^2(H^1)\)-norm in (4.13), we obtain
\[
\|\xi_{m+1}^0\|_{L^{10/3}} \leq C(T, \|c_h^0\|_{L^{10/3}}) \frac{1}{\Delta t} ((\Delta t)^2 + h^{2}_{\max}) \leq C(T, K)(\Delta t + Ch_{\max}).
\]
(4.59)

In any case, assuming \( \Delta t \) and \( h \) small enough (without any additional restriction relating the discrete parameters \( (\Delta t, h) \)), we conclude that \( \|\xi_{m+1}^0\|_{L^{10/3}} \leq 1 \), which implies \( \|c_h^0\|_{L^{10/3}} \leq K \). Analogously, by using \( \|c_h^0\|_{L^{10/3}} \leq K \), we can obtain \( \|\xi_{m}^0\|_{L^{10/3}} \leq 1 \), and therefore, \( \|c_h^0\|_{L^{10/3}} \leq K \). Arguing recursively we conclude that \( \|c_h^m - 1\|_{L^{10/3}} \leq K \), for all \( m \geq 1 \). Analogously, the inductive hypothesis on \( s^m_{10} \) can be verified.

5 Numerical simulations

In this section, we present two numerical experiments. The first one is used to verify that the scheme (3.17) gives a good approximation to chemotaxis and interspecies competition phenomena in a liquid environment, including numerical evidence of the convergence of the densities \( n_h^m \) and \( w_h^m \) towards steady states proved in \([24]\), depending on the \( a_i\)-values \( (i = 1, 2) \). The second one has been considered in order to check numerically the error estimates proved in our theoretical analysis. All the numerical results are computed by using the software Freefem++. We have considered finite element spaces for \( n, w, c, s, u \) and \( \pi \) generated by \( P_1, P_1, P_1, P_1, P_1 \) - bubble, \( P_1 \)-continuous, respectively.

**Test 1:** We consider the cubic domain \( \Omega = [0, 1]^3 \), and the initial conditions (see Figure 1):

\[
n_0 = \sum_{i=1}^{3} \left( 120 \exp(-3(x - r_i)^2 - 12(y - 0.5)^2 - 3(z + 1)^2) \right),
\]

\[
w_0 = \sum_{i=1}^{3} \left( 8 \exp(-5(x - r_i)^2 - 10(y - 0.5)^2 - 12(z - 1)^2) \right),
\]

\[
c_0 = \sum_{i=1}^{3} \left( 180 \exp(-2(x - 2.5)^2 - 1.5(y - \sigma_i)^2 - 2(z - \tau_i)^2) \right),
\]

\[
u_0 = 0,
\]

where \( r_1 = 0.2, r_2 = 0.5, r_3 = 1.2, \sigma_1 = 1.5, \sigma_2 = 1.8, \sigma_3 = 2.5, \tau_1 = 0.5, \tau_2 = 0.8 \) and \( \tau_3 = 1.5 \). The numerical solutions are computed with a \( 10 \times 10 \times 10 \) grid in space and time step \( \Delta t = 0.001 \). Additionally, we consider the parameters values \( \chi_1 = 12, \chi_2 = 15, D_u = 6, D_\nu = 8, D_c = 1, D_u = 1, \mu_1 = 0.5, \mu_2 = 0.3, \alpha = 6, k = 1, \beta = 8, \gamma = 1, \lambda = 1 \) and \( \phi(x, y, z) = -9.8z \). We want to see the behaviour of the scheme (3.17) for different values of the parameters \( a_1 \) and \( a_2 \) which quantify the strength of competitions.
In the first case, we consider $a_1 = 0.25$ and $a_2 = 0.3$. The evolution of the velocity field is shown in Figure 2, while the evolution of $n_h^m$, $w_h^m$ and $c_h^m$ can be seen in Figure 3. At the initial times, we observe that both species of organisms begin to direct their movement in the direction of greater concentration of the chemical substance and both species end up agglomerating at one of the lower ends of the domain, which occurs because the cross-diffusion terms (or chemotaxis terms) are the dominant. However, as time progresses, the chemical substance is consumed by the species, which causes that the cross-diffusion loses strength, and the self-diffusion of the species begins to dominate, and therefore they begin to distribute themselves homogeneously over the domain. Furthermore, as both parameters $a_1$ and $a_2$ are less than 1, neither species ends up dominating the other, and thus neither species tends towards extinction. In fact, in Figures 3 and 6, it can be observed that, for large times, the total density of each species of organisms tends to the constant states provided in [24]. Finally, the movement of the species cause some changes in the velocity field and, for large times, $u_h^m$ tends to 0, which is in agreement with the results proven in [24].
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**Figure 3:** Evolution in time of \( n_h^m \), \( w_h^m \) and \( c_h^m \), for \( a_1 = 0.25 \) and \( a_2 = 0.3 \).

In the second case, we consider \( a_1 = 2 \) and \( a_2 = 0.3 \), and the evolution in time for \( n_h^m \), \( w_h^m \), \( c_h^m \) and \( u_h^m \) are presented in Figures 4 and 5. We observe a similar behaviour as in the previous case, with the difference that, in this case, the parameter \( a_1 > 1 \) and \( a_2 < 1 \), and thus the species \( w \) dominates species \( n \), and the latter ends up extinguishing. In fact, in Figures 4 and 7, it can be observed that, for large times, the total density of species \( w \) tends to 1, while the total density of species \( n \) tends to 0, which is agreement with the results reported in [24].
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**Figure 4:** Evolution in time of $n_h^m$, $w_h^m$ and $c_h^m$, for $a_1 = 2$ and $a_2 = 0.3$. $t = 2.5 \times 10^{-2}$

**Figure 5:** Evolution in time of the velocity field $u_h^m$, for $a_1 = 2$ and $a_2 = 0.3$. $a) t = 2.5 \times 10^{-2}$, $b) t = 15 \times 10^{-2}$, $c) t = 15 \times 10^{-1}$

**Figure 6:** Evolution in time of the total density of $n$ and $w$, and the total concentration of $c$, for $a_1 = 0.25$ and $a_2 = 0.3$. 

$$t = 21$$
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Figure 7: Evolution in time of the total density of $n$ and $w$, and the total concentration of $c$, for $a_1 = 2$ and $a_2 = 0.3$.

Finally, we consider $a_1 = 0.25$ and $a_2 = 2$. In this case, the species $n$ dominates to the species $w$, which tends to the extinction (see Figure 8).

Figure 8: Evolution in time of the total density of $n$ and $w$, and the total concentration of $c$, for $a_1 = 0.25$ and $a_2 = 2$.

Test 2: In this experiment we have considered the domain $\Omega = [0,1] \times [0,1]$. Moreover, we consider the exact solution

$$n = e^{-t}(\cos(2\pi x) + \cos(2\pi y) + 3), \quad w = e^{-t}(\cos(2\pi y) - \cos(2\pi x) + 6),$$

$$c = e^{-t}(\sin(2\pi y) + \cos(2\pi x) - 2\pi y + 9), \quad \sigma = \nabla c = 2\pi e^{-t}(-\sin(2\pi x), \cos(2\pi y) - 1),$$

$$\mathbf{u} = e^{-t}(\sin(2\pi y)(-\cos(2\pi x + \pi) - 1), \sin(2\pi x)(\cos(2\pi y + \pi) + 1)), \quad \pi = e^{-t}(\sin(2\pi y) + \cos(2\pi x)),$$

and all parameters in (3.17) equal to 1. Note that $\mathbf{u} = \mathbf{0}$ and $\frac{\partial c}{\partial \nu} = \frac{\partial n}{\partial \nu} = \frac{\partial w}{\partial \nu} = 0$ on $\partial \Omega$, $\nabla \cdot \mathbf{u} = 0$ in $\Omega$ and $\int_{\Omega} \pi = 0$. Moreover, we use a uniform partition with $k + 1$ nodes in each direction.

On the one hand, numerical results of spatial convergence rates are presented in Tables 1-6 for $\Delta t = 8.33 \times 10^{-5}$ with respect to time $T = 1$. We observe optimal convergence rates in space for the total errors $e_m^n, e_m^w, e_m^c, e_m^\pi$, that is, second-order convergence in $l^\infty(L^2)$-norm, first-order convergence in $l^2(H^1)$-norm and first-order convergence for $e_m^\pi$ in $l^\infty(H^1)$-norm, which is in agreement with our theoretical analysis.
Table 1: Convergence rates in space for \( n \).

| \( k \times k \) | \( \| n(t) - n_h^n \|_{\infty(L^2)} \) Order | \( \| n(t) - n_h^n \|_{L^2(H^1)} \) Order |
|------------|----------------|------------------|
| 10 \times 10 | 5.677098 \times 10^{-2} | - |
| 16 \times 16 | 2.227926 \times 10^{-2} | 1.9901 |
| 22 \times 22 | 1.179489 \times 10^{-2} | 1.9971 |
| 28 \times 28 | 7.277616 \times 10^{-3} | 2.0022 |
| 34 \times 34 | 4.929015 \times 10^{-3} | 2.0070 |

Table 2: Convergence rates in space for \( w \).

| \( k \times k \) | \( \| w(t) - w_h^m \|_{\infty(L^2)} \) Order | \( \| w(t) - w_h^m \|_{L^2(H^1)} \) Order |
|------------|----------------|------------------|
| 10 \times 10 | 6.39995 \times 10^{-2} | - |
| 16 \times 16 | 2.607234 \times 10^{-2} | 1.9887 |
| 22 \times 22 | 1.376066 \times 10^{-2} | 1.9986 |
| 28 \times 28 | 8.590213 \times 10^{-3} | 2.0040 |
| 34 \times 34 | 5.761554 \times 10^{-3} | 2.0084 |

Table 3: Convergence rates in space for \( c \).

| \( k \times k \) | \( \| c(t) - c_h^m \|_{\infty(L^2)} \) Order | \( \| c(t) - c_h^m \|_{L^2(H^1)} \) Order |
|------------|----------------|------------------|
| 10 \times 10 | 3.573118 \times 10^{-2} | - |
| 16 \times 16 | 1.403060 \times 10^{-2} | 1.9889 |
| 22 \times 22 | 7.432489 \times 10^{-3} | 1.9951 |
| 28 \times 28 | 4.597155 \times 10^{-3} | 1.9972 |
| 34 \times 34 | 3.115226 \times 10^{-3} | 1.9982 |

Table 4: Convergence rates in space for \( u_1 \) in weak norms.

| \( k \times k \) | \( \| u_1(t) - u_{1h}^m \|_{\infty(L^2)} \) Order | \( \| u_1(t) - u_{1h}^m \|_{L^2(H^1)} \) Order |
|------------|----------------|------------------|
| 10 \times 10 | 5.462052 \times 10^{-2} | - |
| 16 \times 16 | 2.147830 \times 10^{-2} | 1.9859 |
| 22 \times 22 | 1.135491 \times 10^{-2} | 2.0015 |
| 28 \times 28 | 6.968090 \times 10^{-3} | 2.0077 |
| 34 \times 34 | 4.734705 \times 10^{-3} | 2.0123 |

Table 5: Convergence rates in space for \( u_2 \) in weak norms.

| \( k \times k \) | \( \| u_2(t) - u_{2h}^m \|_{\infty(L^2)} \) Order | \( \| u_2(t) - u_{2h}^m \|_{L^2(H^1)} \) Order |
|------------|----------------|------------------|
| 10 \times 10 | 5.45275 \times 10^{-2} | - |
| 16 \times 16 | 2.142580 \times 10^{-2} | 1.9858 |
| 22 \times 22 | 1.134125 \times 10^{-2} | 2.0016 |
| 28 \times 28 | 6.988735 \times 10^{-3} | 2.0078 |
| 34 \times 34 | 4.728260 \times 10^{-3} | 2.0123 |

Table 6: Convergence rates in space for \( u_1 \) and \( u_2 \) in strong norms.

| \( k \times k \) | \( \| u_1(t) - u_{1h}^m \|_{L^2(H^1)} \) Order | \( \| u_2(t) - u_{2h}^m \|_{L^2(H^1)} \) Order |
|------------|----------------|------------------|
| 10 \times 10 | 2.335301 | - |
| 16 \times 16 | 1.480473 | 0.9697 |
| 22 \times 22 | 1.081356 | 0.9865 |
| 28 \times 28 | 8.512129 \times 10^{-1} | 0.9923 |
| 34 \times 34 | 7.016738 \times 10^{-1} | 0.9950 |

On the other hand, some numerical results of convergence rates in time are listed in Tables 7-9 for \( h = 1/160 \) (that is, \( k = 160 \) nodes in space in each direction), with respect to time \( T = 5 \). We observe approximately the first-order convergence in time in weak and strong norms for all variables, which is in agreement with our theoretical analysis.
Interspecies competition model with chemoattraction in fluids

| $\Delta t$ | $\|w(t_m) - w_N^m\|_{L^2}$ | Order | $\|n(t_m) - n_N^m\|_{H^1}$ | Order |
|------------|---------------------------|-------|--------------------------|-------|
| $1.04 \times 10^{-1}$ | $1.9747 \times 10^{-1}$ | -     | $3.3887 \times 10^{-1}$ | -     |
| $8.92 \times 10^{-2}$ | $1.6237 \times 10^{-1}$ | 1.2660 | $2.7748 \times 10^{-1}$ | 1.2965 |
| $7.81 \times 10^{-2}$ | $1.3762 \times 10^{-1}$ | 1.2385 | $2.3649 \times 10^{-1}$ | 1.1972 |
| $6.94 \times 10^{-2}$ | $1.1925 \times 10^{-1}$ | 1.2168 | $2.0741 \times 10^{-1}$ | 1.1137 |
| $6.25 \times 10^{-2}$ | $1.0509 \times 10^{-1}$ | 1.1991 | $1.8575 \times 10^{-1}$ | 1.0479 |

Table 7: Convergence rates in time for $w$ and $n$.

| $\Delta t$ | $\|u_1(t_m) - u_1^N\|_{L^2}$ | Order | $\|u_2(t_m) - u_2^N\|_{L^2}$ | Order |
|------------|---------------------------|-------|--------------------------|-------|
| $1.04 \times 10^{-1}$ | $3.6109 \times 10^{-2}$ | -     | $3.6056 \times 10^{-2}$ | -     |
| $8.92 \times 10^{-2}$ | $3.1504 \times 10^{-2}$ | 0.8850 | $3.1441 \times 10^{-2}$ | 0.8886 |
| $7.81 \times 10^{-2}$ | $2.7871 \times 10^{-2}$ | 0.9175 | $2.7804 \times 10^{-2}$ | 0.9214 |
| $6.94 \times 10^{-2}$ | $2.4934 \times 10^{-2}$ | 0.9455 | $2.4859 \times 10^{-2}$ | 0.9495 |
| $6.25 \times 10^{-2}$ | $2.2511 \times 10^{-2}$ | 0.9703 | $2.2434 \times 10^{-2}$ | 0.9743 |

Table 8: Convergence rates in time for $u_1$ and $u_2$.

| $\Delta t$ | $\|c(t_m) - c_N^m\|_{H^1}$ | Order |
|------------|---------------------------|-------|
| $1.04 \times 10^{-1}$ | $6.6504 \times 10^{-1}$ | -     |
| $8.92 \times 10^{-2}$ | $5.7032 \times 10^{-1}$ | 0.9908 |
| $7.81 \times 10^{-2}$ | $4.9963 \times 10^{-1}$ | 0.9910 |
| $6.94 \times 10^{-2}$ | $4.4385 \times 10^{-1}$ | 0.9863 |
| $6.25 \times 10^{-2}$ | $4.0110 \times 10^{-1}$ | 0.9821 |

Table 9: Convergence rates in time for $c$.
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