Abstract—Performing joint interaction requires constant mutual monitoring of own actions and their effects on the other’s behaviour. Such an action-effect monitoring is boosted by social cues and might result in an increasing sense of agency. Joint actions and joint attention are strictly correlated and both of them contribute to the formation of a precise temporal coordination. In human-robot interaction, the robot’s ability to establish joint attention with a human partner and exploit various social cues to react accordingly is a crucial step in creating communicative robots. Along the social component, effective human-robot interaction can be seen as a new method to improve and make the robot’s learning process more natural and robust for a given task. In this work we use different social skills, such as mutual gaze, gaze following, speech and human face recognition, to develop an effective teacher-learner scenario tailored to visual object learning in dynamic environments. Experiments on the iCub robot demonstrate that the system allows the robot to learn new objects through a natural interaction with a human teacher in presence of distractors.

I. INTRODUCTION

Acting together to fulfill a common goal requires constant mutual monitoring of each other’s actions. Such a monitoring ensures that each coactor is aware of the own actions and of their effects in the other’s behaviour. The perception of the causality between the action and its effect is highly linked to the emergence of a Sense of Agency (SoA). SoA refers to the feeling of being in control of one’s own action and their outcomes [1], [2]. It is closely related to the known phenomenon of the temporal binding (TB), largely used as implicit measure of agency. The TB effect refers to the subjective and systematic underestimation of time intervals between two related events, most commonly the action and its effect [3]. An increase in the perceived time interval between the cause and its effect leads to a reduction in SoA.

Recent experimental developments suggest that perceiving social cues, and mainly direct eye-contact, seems to increase the TB effect [4], [5]. Eye contact is a fundamental social cue and plays a crucial role in non-verbal interaction between two or more individuals. The emergent literature on this topic supports the idea that eye-contact induces an enhancement of self-awareness paying more attention toward the self [6]. Gaze represents both a social signal to understand the readiness and the attention of the partner and an implicit action to influence the partner’s behaviour, clearly linking the sense of agency to the mechanism of joint attention. A crucial question is how the sense of agency may change in presence of embodied agents (and not only with other humans). Studies [7], [8] assess that interacting with social robotic agents affects SoA similarly to interacting with other humans, but differently from interacting with non-social mechanical devices (e.g. air pump).

Along with the social component, endowing a robot with different social skills can lead to more unconstrained human robot interaction (HRI) pipelines in which, for instance, the robot can learn a new task by interacting with the human partner, acting as a teacher. So doing, robot’s learning process may become more natural and robust to noisy environments. Specifically, in our work we enhance the iCub humanoid robot [9] with different human social skills in order to teach it to detect novel objects in less controlled experimental scenarios. For example, face recognition is used to recognise the teacher among other people, the ability to detect mutual gaze is needed to understand the teacher’s intention, whereas gaze following is useful to understand which object the teacher wants iCub to learn. To this aim, we refer to the on-line learning approach proposed in [10], [11] for object detection. Exploiting human interaction [12], [13], such a method is able to train or adapt an object detection model on-line avoiding tedious waits and allowing a faster and more reactive learning process. In this work, we improve the pipelines [12], [13] by relaxing some crucial constraints during the interaction, making it more natural.

Furthermore, for a successful interaction the social cues have to be accurately timed. Studies revealed that in a non-verbal context direct eye-contact should last approximately 3–4 seconds at a time. Any longer time may cause the other
person feel uncomfortable [14], [15]. In such studies several participants were asked to indicate their comfort level while watching different face stimuli who appeared to be looking directly at them for periods of time of variable length. Argyle and Dean proposed that there is an equilibrium point between the duration of the eye-contact and the physical proximity between the coactors. They assessed that the duration of the eye-contact increases with distance. Thus, in average for a glance of 5 seconds long, the distance should be 60cm [16]. During an interaction, the duration of the eye-contact even decreases. For example, according to [17], when two people are having a conversation on an emotionally neutral topic the length of eye contact is 1.5s on average.

Summarising, in our work we aim at combining the dynamics and the patterns of the social interaction with the technicalities of the object detection algorithm to reach an effective on-line collaborative learning process between iCub and the human teacher. The rest of the paper is organised as follows. In Sec. II, we overview the state of art on robots having social skills and on HRI-based learning pipeline. The proposed architecture based on social learning strategy is described in Sec. III. Our empirical analysis is shown in Sec. IV and V. Finally conclusions are drawn in Sec. VI.

II. RELATED WORKS

A. Robots as social agents

Enabling robots to exhibit social skills could lead to smoother and more effective HRI where humans and robots actually interact as peers [18], [19]. For example, a social robot can help a human companion in several daily activities in a better manner by predicting their intention simply observing where their attention is focused at. Humans, indeed, tend to look at an object before trying to grasp it with the hand [20]. Gaze estimation plays a crucial role as social cue in many cooperation tasks [21], [22].

Studies in social robotics identified several main characteristics that users described as factors for a robot to appear and be accepted as social [23], [24]. Among them, interesting factors were the capability (1) of reacting to a human’s stimuli (e.g. gesture, pointing, gaze); (2) of showing emotions and feelings; (3) of being autonomous and (4) of being socially aware of the environment. Several studies exist in the current literature addressing the aforementioned points. For example, [36] proposed the social robot EmiIR which was developed to provide assistance to elderly people presenting human-like features like perceiving and displaying human emotions. Specifically, they trained a convolutional neural network to detect faces on the input image and classify them according to seven classes representing specific human emotions (i.e., fear, angry, upset, happy, neutral, sad and surprised). A lot of effort has been spent in implementing socially aware robotic behaviour in terms of navigation (refer to [37] for a review). Among them, an extended version of the social force model for reactive navigation that integrates additional social cues used by humans while walking was proposed in [38]. Specifically, the motion planning part of the proposed approach took into account some general social conventions, like for instance, that humans prefer to avoid each other from the left or they allow aggressive people to overtake by not coming on their way. In another work [39], the human can command an autonomous robot to navigate to a desired destination by raising one hand in order to trigger the robot and point to the final location with the other hand.

Humanoid robots with social abilities can be useful in various contexts. They can also provide support in the Healthcare, improving the quality of life of many people suffering of both motor impairments (e.g., after having a stroke) [25], [26], [27] and social disorders like autism [28], [29]. Moreover, they can be used as research tool for a better understanding of ourselves as humans [30], [31] exploring social concepts like trust [32], empathy [33], [34] and attachment [35].

B. HRI for vision task learning

Current deep learning based methods proved to be effective for obtaining general purpose object detection models. However, gathering the sufficient ground truth for training them through supervised learning is a costly operation. It requires drawing a bounding box around each object of interest, providing the corresponding label, in each image of the training set (which, depending on the task, might be typically composed of thousands of them). One possibility to overcome this issue is to exploit the robot embodiment and its chance to interact with humans and the surrounding environment. In previous work, it has been shown that object detection methods (and specifically the one proposed in [10]) can be trained with human interaction [12], [13] in a constrained setting. Specifically, the human shows the novel object to be trained to the robot and the information from the robot’s depth sensors is used to localise the object and follow it with the robot’s gaze. The latter can be segmented and the corresponding bounding box automatically assigned and gathered as ground truth. The main assumption of this approach is that the shown object is the closest element to the robot’s camera. In fact, iCub takes the closest blob of pixels regardless it is the object effectively handled by the teacher. Such an issue can have a strong impact in crowded environments where other people can stand near the robot (for instance, in working places). This forces the teacher to be very close to the camera and to keep a specific behaviour during the training process, preventing a naive user to perform it. In this work, we consider it as a starting point for our work. We endow the iCub humanoid with social skills (such as face recognition, mutual gaze detection and gaze estimation) with the aim to relax the interaction constraints considered in [12], [13] and allow for a more natural interaction in the teacher-learner setting. We show with experiments that our approach make the data acquisition pipeline more robust to common causes of noise of the surrounding environment.

III. PIPELINE WITH SOCIAL CUES

The proposed approach allows to exploit social cues to reduce the assumptions on the interaction required in
the teacher-learner setting (Fig. 1 represents the considered setup). Specifically, based on social studies [6], [17], [20], we devise the learning pipeline as follows. The iCub recognises the teacher among all presents and reacts to their prolonged eye-contact (≈ 1.5s) by engaging the interaction and waiting for verbal commands. At this point, the teacher instructs iCub on which object to learn by pronouncing its name and by showing it in their hand while looking at it. The robot, following the teacher gaze, identifies the object and starts tracking it acquiring labelled frames. Finally, iCub uses the collected data to train an object detection model. Note that, the proposed approach removes all assumptions on the shown object position with respect to the camera. The teacher can be at any distance and other elements or persons can be between the camera and the shown object. Moreover, the teacher gaze interpretation allows to eliminate any explicit trigger (e.g., microphone un-mute, hand selection) for starting parsing the user commands or identifying the hand holding the object. This permits to achieve a natural HRI, improving the downstream object detection learning.

A. Pipeline overview

The proposed architecture (depicted in Fig. 2) is composed of a Detection system and an HRI system. The former one implements the on-line object detection method and training pipeline of [10], [13], while the latter integrates social skills (namely, face recognition, mutual gaze detection and gaze estimation) in the architecture.

The Teacher recognition is the first module of the proposed HRI pipeline. It endows iCub with the ability to recognise the teacher among all the people in the scene. It receives the RGB and the depth images from the robot's camera and outputs the body key-points belonging to the teacher. This module allows iCub to focus his attention on the teacher even in an environment with multiple people. The teacher's key-points are taken as input by the Mutual gaze detection module which recognises when the teacher wants to start an interaction with the robot by establishing eye-contact with it. Once iCub has detected the will of the teacher of starting an interaction, it focuses its attention on the teacher, waiting verbal commands. Thanks to the Speech recogniser module, the teacher instructs iCub on which object it is required to learn simply by speaking. The teacher body/face key-points extracted by the Teacher recognition are also used by the Hand selection module to estimate the teacher gaze direction (left or right) that allows iCub to understand which is the teacher's hand holding the object of interest. The idea behind this module exploits the concept of joint attention during interaction. It assumes that a human tends to look at the objects they are speaking about. Such a social ability allows iCub to move its gaze toward the same object the human is looking at. Exploiting such a joint attention, the Automatic ground truth (GT) extractor can select the blob of pixels belonging to the object held in the selected hand and start tracking it, associating it with the label given by the teacher through the verbal command. This blob of pixels, jointly with the label and the starting image, are used both as training examples by the On-line object detection and for tracking the object with iCub’s gaze during the interaction by the Gaze controller. The entire behaviour is orchestrated by a State machine. All the aforementioned software modules with the sensors and actuators are connected through the open-source middleware YARP\(^1\) (Yet Another Robot Platform) [40]. In the following paragraphs we describe how each of the main modules of the architecture was trained and built.

\(^1\)https://www.yarp.it
B. Teacher recognition

The Teacher recognition (Fig. 3) aims at recognising the teacher among all the people in the scene. Once it receives the RGB frame from the camera, OpenPose [41] is used to build the bounding box for each individual in the image. This is a well-known system for multi-human pose estimation. It predicts the 2D location, in pixel $(x, y)$, of the anatomical key-points of each person in the image with the corresponding confidence level $k$. Here, we extract only the face keypoints in order to compute the bounding boxes and cut the input around the detected faces. The face thumbnails are given to the pre-trained network FaceNet [42] to extract the corresponding face embeddings (128-D convolutional feature vector). FaceNet is a CNN with a triplet-based loss function proposed both for face recognition and clustering (we use it to extract the feature vector for each face). Then, the feature vectors are given to a binary Support Vector Machine (SVM) classifier with RBF kernel trained to recognise the teacher from other people in the scene. The hyperparameters of the SVM model were selected using a randomised search over a grid parameters. The module’s output is the OpenPose skeleton that belongs to the teacher.

This module works completely online. It allows to acquire batches of sample data and train a new SVM model as the data increases (one batch has 300 samples for each class). The samples (image crops of the face extracted with FaceNet as described above) are automatically labelled as teacher whereas the samples belonging to the negative class are labelled randomly picking data from the LFW dataset\(^2\). Such a dataset contains more than 6k labelled faces and is the same used to train FaceNet. The incremental batches of data acquired online are randomly split in train and validation set (the 30% of the dataset is used as validation set). The training ends when the accuracy on the validation set reaches a threshold of 0.99. After that, the module uses the last saved model to produce its output. The main advantage to have a face recogniser that can be trained online is that the system is not constrained to a specific subset of teachers pre-trained a-priori. Furthermore, to allow this module to efficiently work online in a real training scenario, a tracking system of the teacher’s body has been implemented in case their face is not visible from the camera (for example, when iCub turns its head to track the object of interest). Specifically, we track the keypoint representing the teacher’s hip comparing the relative distance between it and that of all the people in the scene in consecutive frames.

C. Mutual gaze detection

For this module we rely on [43]. Briefly, such a classifier exploits OpenPose to extract the feature vector of the individual of interest (in the proposed application this is identified by the Teacher recognition module). A subset of 19 face keypoints are considered (8 points for each eye, 2 points for the ears and 1 for the nose) resulting in a feature vector of 57 elements (i.e. the triplet $(x, y, k)$ is taken for each point). Then, a binary SVM classifier is trained to recognise events of eye-contact / no eye-contact. For details, refer to [43].

D. Hand selection

The Hand selection module was trained using the RGB frames collected in [43] with the iCub cameras. This dataset is composed of images from 24 participants that move their gaze in different directions. In this work, we manually labelled with left / right each frame and we used them to train a gaze direction estimation model, that discriminating the teacher gaze direction, allows the robot to focus on the hand a human is looking at.

Each RGB frame acquired from the camera is given as input to OpenPose in order to extract the feature vector. As for the Mutual gaze detection, we consider the 19 teacher face key-points as feature vector. This feature vector is centred with the respect to the head centroid and normalised on the farthest point from it. The resulting feature vector is finally used to train a two-classes SVM with RBF kernel. Specifically, the hyperparameters of the SVM model are selected using a 5-fold grid search cross-validation. For the training of the classifier, we split the dataset such that 19 out of the total 24 participants are used as training set, while the remaining 5 as test set for performance evaluation. We repeat the split for 5 trials in order to average the performance over different subsets of participants. The reported performances over the test sets are: accuracy $= 0.99 \pm 0.01$, precision $= 0.98 \pm 0.02$, recall $= 1.00$, F1-score $= 0.99 \pm 0.01$. At inference time, the module’s output is the pair $(p, c)$ where $p$ is the prediction of the hand the human is looking at, while $c \in [0, 1]$ is the confidence level.

E. On-line object detection

For this module we rely on the method presented in [10]. Given an input image, it consists of (i) a first stage of region proposals and feature extraction and (ii) a second stage of region classification and bounding box refinement. The former relies on layers from Mask R-CNN [44]. They are used to extract a set of Regions of Interest (RoIs) from the input image and encode them into convolutional features. In this work, we considered ResNet50 [45] as the convolutional

\(^2\)http://vis-www.cs.umass.edu/lfw/
backbone for Mask R-CNN. The second part classifies and refines the ROIs proposed at the previous stage by using respectively a set of FALKON [46] binary classifiers (one for each object class to detect) for the classification and Regularized Least Squares (RLS) for the refinement. Specifically, the training of the classifiers applies an approximated bootstrapping approach, called Minibootstrap [10] to overcome the background-foreground class imbalance problem in object detection, keeping a fast learning. Refer to [10] for details.

F. Automatic GT extractor

The main drawback of previous work on HRI systems for robot learning, like e.g. [12], [13], is the list of assumptions regarding the human teacher. In [13], for instance, in the teacher-learner setting, the main hypothesis is that the shown object is the closest to the robot’s camera. In fact, a tracking routine [47] selects the pixels from the depth map that are closer to the robot, segmenting them from the background. However, this hypothesis limits the usage range to less than 1m. The reason for this is twofold: firstly, considering relatively small objects, the blob of pixels depicting them from a distance that is further than 1m is so small that the noise from the depth sensor might generate problems in the localisation of the closest pixels; secondly, with a greater distance between the robot and the teacher it is more difficult to satisfy the requirement of having the object as the closest element to the robot’s camera. For these reasons, in this work we relax this assumption, by exploiting information about the human teacher. Specifically, the positions of the teacher body’s key-points (given by considering the output of OpenPose jointly with that of the Teacher recognition module) are used to drive robot’s attention toward the teacher. Precisely, we exploit the fact that the shown object’s 3D points are close to the teacher’s hand. Therefore, knowing the precise position of this latter allows to efficiently segment the held object using depth information.

IV. EXPERIMENTAL SETUP

With the aim of showing the effectiveness of the proposed approach with respect to the one presented in [12], we compare them in three different scenarios, with different levels of noise in the environment. In the rest of the paper, we refer our architecture as Ours whereas the one proposed in [12] as Distance-based system. The three different scenarios are:

1) Constrained: it is the simplest scenario. Only the teacher is in the scene at less than 1m far from the robot (∼ 0.5/0.8m). Moreover, the object to learn is always the closest element to the robot’s camera;

2) From afar: this scenario represents the use case where the object is shown at a greater distance from the robot’s camera (∼ 2m). So doing, the object (which is still always the closest element to the robot) appears smaller and with a lower amount of detail.

3) With distractors: in this last scenario, the teacher is ∼ 2m far from the robot, as in the previous one, and is not alone in the scene. There are other objects and persons (called distractors) that can appear behind the camera or between the camera and the shown object. This scenario represents a more natural, less constrained, training setting.

For our experiments, we considered 9 objects from the YCB dataset [48] (namely, 011_banana, 021_bleach_cleanser, 003_cracker_box, 035_power_drill, 025_mug, 006_mustard_bottle, 010_potted_meat_can, 037_scissors, 004_sugar_box). To benchmark the system, we show each object to the robot, one at a time, in all the aforementioned scenarios, acquiring three different sets of image sequences (one for each scenario). Every set is composed of 9 sequences (one for each considered object) having 300 frames each (acquired at ∼ 7 frames per second). We use these sets of images to compare performance of Ours and Distance-based system. Firstly, we use them to evaluate the quality of the annotations provided by both approaches (Sec. V-A). Then, we use these annotations, together with the images, to train the On-line
object detection module. We compare object detection performance of models trained with ground truth from Ours and the Distance-based system (Sec. V-B and V-C). To this aim, we test the models in a twofold way. Formerly, we show again the 9 objects to iCub in the same conditions considered for the Constrained set (iCub test set) and we evaluate the quality of the object detection performance on 900 frames (100 for each object) by comparing the predicted detections with a manual ground truth (note that, manual annotation of the sequences of the iCub test set was required to obtain ground-truth for benchmarking purposes, i.e. the ground-truth acquired in this way was not used for training). Lastly, as a further validation, we test the models trained with Ours and the Distance-based system on a subset of the Ho3D dataset \(^3\) [49]. For doing that, we randomly selected one sequence for each of the 9 objects (ABF11, BB14, GPMF14, GSF14, MC1, MDF11, SIS1, SM2, SMu1).

We report performance in terms of mAP (mean Average Precision) with the IoU (Intersection over Union) threshold set to 0.5, as defined for COCO \([50]\), using the publicly available implementation \(^4\).

V. RESULTS

While the video submitted as supplementary material shows the functioning of the proposed application, in this section, we demonstrate its effectiveness reporting on the performed empirical evaluation.

A. Annotations quality evaluation

Firstly, we aim at assessing the quality of the automatic annotations produced by the proposed approach. We do that by randomly sub-sampling \(\sim 270\) frames (\(\sim 30\) for each object) from each of the three sets of sequences described in the previous section (namely, Constrained, From afar, With Distractors) and we manually annotated them. We compare this manual ground truth with the automatic annotations produced respectively by Ours and the Distance-based system, to assess their quality (refer to Fig. 4 for annotation examples from both approaches). Tab. I reports the obtained results. As it can be noticed, in the Constrained condition, our approach outperforms the baseline of \(\sim 11\%\). Such a gap is mainly given by the different precision of the two systems for big objects, like for instance, the 003_cracker_box and the 035_power_drill (e.g., for the 003_cracker_box our approach and the baseline achieve respectively an mAP of 92.6\% and 70.7\%). Indeed, depending on their pose with respect to the camera, those objects can be represented by a cluster of points in the image with significantly different distances from the depth sensor. In these cases, knowing the distance of the teacher’s hand from the camera, is crucial to identify the image area to focus on and correctly segment all the pixels belonging to the held object. On the contrary, sharply thresholding on the depth level, without any other contextual knowledge (which is done in the Distance-based system) might lead to an imprecise segmentation. This might be addressed, to some extent, with an ad hoc hyper-parameters tuning of the Distance-based system, based on the size of the considered object and its distance from the camera. Nevertheless, a more general method that does not need any per-object adaptation, is preferable. Moreover, for the two more challenging conditions where the objects are shown from a greater distance and with distracting elements (namely, From afar and With distractors), the performance obtained by the proposed approach is significantly higher than the baseline. This shows the proposed method effectiveness in reducing the impact of disturbance elements during the data acquisition. Finally, these results demonstrate that the proposed method is able to automatically annotate the desired object in the image with a high mAP. Note that, even if this is not 100\%, the obtained annotations can be used to train an object detection model. Indeed, it has been shown in previous work \([12],\) \([13]\) that learning based object detection models are able to average out a certain level of noise in the dataset annotations. In the next sections, we evaluate performance of the entire proposed HRI-based learning pipeline.

B. Object detection in a constrained scenario

In this section, we analyse the object detection performance of models trained with the proposed approach. We compare them with models trained with the Distance-based system, reported as reference baseline. The aim here is to verify the effectiveness of the proposed HRI-based learning pipeline when all the assumptions required by the baseline hold (i.e., close distance from the robot and no disturbance elements). To this aim in our experiments, we use the Constrained set of image sequences. We split the objects of the dataset by their size, identifying three different sizes: Small (025_mug, 011_banana, 010_potted_meat_can), Medium (004_sugar_box, 006_mustard_bottle, 037_scissors) and Big (003_cracker_box, 021_bleach_cleaner, 035_power_drill) and we train three different models one for each objects size. We do that to evaluate the impact of objects size in the automatic annotations collection and in the subsequent object detection training. We test the obtained model on the iCub test set (see Sec. 4). Results are reported in Tab. II. As it can be noted, for small and medium sized objects the models trained with the two different pipelines perform almost equivalently. This is due to the fact that the Constrained scenario satisfies all hypotheses required by the Distance-based system to function well (i.e., close distance from the robot and no disturbance elements). However, for bigger objects, the model trained with Ours performs significantly better. This is caused by the fact that, as explained in the previous section, the Distance-based system has issues in segmenting

\(^3\)https://github.com/shreyashampali/ho3d
\(^4\)https://github.com/cocodataset/cocoapi/tree/master/PythonAPI/pycocotools

|                  | Constrained mAP (%) | From afar mAP (%) | With distractors mAP (%) |
|------------------|---------------------|------------------|-------------------------|
| Distance-based   | 73.0                | 51.2             | 19.3                    |
| Ours             | 84.4                | 70.5             | 68.0                    |

TABLE I

Annotations quality evaluation. We compare annotations produced by Ours and distance-based system.
big objects due to the lack of contextual information. This annotation issue produces the object detection performance gap reported in the third column of Tab. II for big objects.

**C. Object detection in a noisy environment**

Finally, in this section, we remove the assumptions required by the *Distance-based system* and we prove that in these conditions, the proposed approach is critical to obtain good object detection performance. For doing this, we consider the *From afar* and *With distractors* sets of image sequences, we split them according to the objects sizes as described in the previous section and we use the resulting datasets for training object detection models. We test the obtained models on the *iCub test set* and, as a further validation, on a subset of the Ho3D dataset (Sec. IV).

Results are reported in Tab. III for the *iCub test set* and in Tab. IV for Ho3D. As it can be noticed, in general the models trained with the proposed approach perform better than the baseline on both test sets. Note that, in both cases the performance for small objects is the lowest. This is due to the fact that in the two test sets all the objects are depicted at a close distance, while in the two considered training sets they appear from a afar. This main difference especially affects performance for small objects because their appearance in the image is the most altered when taken from afar. Moreover, one may note that the average object detection performance in both scenarios is lower than the one obtained by using the *Constrained* training set. This is due to the fact that the *iCub test set* has been acquired in the same conditions used for the collection of *Constrained*, while the other two sets (*From afar* and *With distractors*) have been acquired in different conditions. This produces the so called domain shift [52] between the train and the test sets, resulting in the reported performance drop. Therefore, this is not caused by the annotations quality and it has been shown in previous work [51], [52], [13] that it can be solved by, for instance, integrating (i) a robot’s autonomous exploration of the new domain and (ii) weakly-supervised learning techniques.

In conclusion, the proposed approach proved to be effective for object detection training, being critical especially when the data acquisition conditions are not ideal. This allows for a more natural interaction with the teacher and to be more robust to distraction elements than the baseline.

**D. Object detection with multiple humans**

For the sake of brevity we addressed the scenario with different humans in the video attached to the paper. We recorded the whole training pipeline having two people in the iCub’s field of view proving that iCub is able to recognise the teacher and segment only the object in selected hand. Here we depict some sample frames in the Fig.5.

![Sample video frames representing the teacher recognition and the annotation process in presence of two different humans in the scene.](image)

**VI. CONCLUSIONS**

In this paper, we propose to exploit social cues to improve current learning pipelines on robotic platforms. We present an architecture to train iCub to detect new objects in a teacher-learner setting, exploiting different human social cues. We focus on the social cues of the mutual gaze, gaze following and teacher recognition, overcoming several issues arose in previous work (mostly due to constraints in the interaction with the human). Specifically, we compare our approach with the learning pipeline in [12], [13] reporting an improvement in performance in different environmental conditions. By removing several interaction constraints, our approach allows for a more natural human interaction with the robot. Therefore, our architecture can be used in less controlled setups, also in the experimental psychology, and might open new directions to study when a human feels engaged with a robotic partner. For example, in the setup of this work we can manipulate the delay in the actions/reactions of iCub to shed the light on the joint sense of agency.
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