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ABSTRACT

Hashing is a powerful tool and widely used for flow-based load balancing schemes in parallel processing. In this paper, we analyze and compare computing overhead and load dispersion characteristics of hash strategies using XOR and CRC operations under four hashing key schemes (from 2-tuple to 5-tuple). We conduct experiments with real-life 24-hour campus network traffic. The results show that XOR32 has the lowest computing overhead among all hash function groups. Moreover, XOR32 with 4-tuple and XOR32 with 5-tuple are the two outstanding strategies that provide very good uniform distribution of traffic across multiple links, thus achieving better load balancing for flow-based applications.
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1. INTRODUCTION

In today’s context, network speed has been continuously increasing to a high gigabit per second rate, while processor and memory speeds have not
advanced at the same pace. A single physical network node, such as Intrusion Detection System (IDS), firewall, etc., is inadequate for handling high-speed traffic in this circumstance. A widely used solution is to split traffic from a high-speed input link into multiple lower speed output links. Such traffic should be evenly distributed among the parallel output links to achieve load balancing. Otherwise, possible hot-link overload and inefficient link capacity may occur. Moreover, some applications, such as intrusion detection\(^1\) and firewall\(^2\), \(^3\), \(^4\) require that a TCP flow must be maintained on a same node from the beginning until the end of flow duration.

Hashing is a simple but powerful tool for flow-based load balancing. Related packets belonging to a flow are grouped by applying a combination of header fields as a hashing key. A value computed from the hash function indicates a flow ID to direct traffic to a designated node. In this paper, we analyze characteristics of load distribution using a set of XOR and CRC functions with different keys. Three load distribution characteristics have been studied: (1) distributions by number of packets; (2) distributions by number of byte counts; and (3) distributions by number of flows.

The rest of the paper is organized as follows: Section 2 presents related works, Section 3 describes hashing methodology, Section 4 presents performance measurements and comparative results, and, finally, Section 5 concludes the paper.

### 2. RELATED WORK

Hashing offers a simple stateless solution for load balancing by maintaining a flow with correct packet ordering over a specific link\(^5\). XOR and CRC are among well-known hash functions. Although neither of them are novel, they can provide high uniformity and low cost\(^6\). However, balancing load in practical cases may not always be perfect due to rapidly varying and unpredictable traffic patterns\(^7\). Cao et al.\(^8\) simulated performance of several hash functions and showed that CRC16 provides the best performance tradeoff. However, the trace period was too short to adequately represent actual load characteristics under modern traffic. In contrast to Cao’s works, Detal et al.\(^9\) reported that CRC16 gave a rather poor packet distribution. Similarly, our experiments showed that CRC16 has worse performance compared to XOR16 and XOR32, however their distribution characteristics have no significant difference.

Guang et al.\(^10\) compared the uniformity of distribution and computation speed of the IP Shift-XOR (IPSX) hash algorithm, the Bob algorithm based on XOR, and the CRC32 algorithm. The IPSX offered fastest execution time with good uniformity. Jiang et al.\(^11\) proposed Fowler-Noll-Vo (FNV)
hash for balancing SIP server clusters. However, our evaluation indicated that FNV has poorer performance compared to XOR and CRC. In this paper, we complement prior works by analyzing six differences of the XOR and CRC hashing schemes (XOR8, XOR16, XOR32, CRC8, CRC16, and CRC32) when applied to flow based load balancing. Each hashing scheme is computed with four hashing keys from 2-tuple to 5-tuple based on a combination of packet header fields.

3. LOAD BALANCING WITH HASHING

A model of a network load balancing system has a traffic splitter attached between an incoming link and multiple outgoing links as shown in Figure 1. The splitter receives packets from a higher-speed incoming link and dispatches packets to lower-speed outgoing links attached with the processing nodes.

A hash function with keys for table lookup is used for mapping a hash value to a node ID. Let N be number of available links or nodes, a hash value h for a hash function H(X) that maps a given key X to an integer between [0, N-1] is defined as follows:

\[ h = H(X) \mod N \]

A flow-based hash function requires at least source and destination addresses as a 2-tuple \{SA, DA\} of hash keys for producing a flow identifier (flow ID). The flow ID, combined with the modulo operation, gives the final hash value as the node ID to handle traffic flow.

3.1 Hash Functions

Two hash functions are extensively used in load balancing: exclusive-OR (XOR) and Cyclic Redundancy Check (CRC). XOR is a basic Boolean operator such that if one of two bits is true, then so is the result, but if both are true, or both are false, then the result is false. The XOR function
can generate a pseudorandom number, hence it has been widely used for hashing. If $K$ is a key with hash table size $n$, and $\oplus$ is the exclusive-OR operator, then the XOR operation can be expressed as:

$$H(X) = K_1 \oplus K_2 \oplus ... \oplus K_n$$

A main usage of CRC is for computing of a reliable checksum\textsuperscript{12,13}, but its random output can be suitably applied as a hash function. The CRC is based on polynomial arithmetic in GF(2) (Galois field with two elements). The GF(2) polynomial has a single variable $x$ whose coefficients are 0 or 1. We adopt 3 common CRC standards: CRC8, CRC16, and CRC32. These are shown as follows:

\begin{align*}
\text{CRC8: } & x^8 + x^2 + x^1 + 1 \\
\text{CRC16: } & x^{16} + x^{12} + x^5 + 1 \\
\text{CRC32: } & x^{32} + x^{26} + x^{23} + x^{22} + x^{16} + x^{12} + x^{11} + x^{10} + x^8 + x^7 + x^5 + x^4 + x^2 + x + 1
\end{align*}

### 3.2 Hashing Keys

Combinations of a packet’s header fields produce different hashing key schemes with $k$-tuples. Typical header fields (i.e. source address (SA), destination address (DA), source port (SP), destination port (DP), and protocol type (PT)) are used as hash keys. Table 1 illustrates four examples of hashing keys with different key sizes. Note that the 1-tuple is omitted due to its intrinsically poor distribution characteristics.

| Tuple | Keys | IPv4 Keys Size (bytes:bits) | IPv6 Keys Size (bytes:bits) |
|-------|------|-----------------------------|-----------------------------|
| 2-tuple | \{SA, DA\} | 8:64                        | 32:256                      |
| 3-tuple | \{SA, DA, SP\} | 10:80                       | 34/272                      |
| 4-tuple | \{SA, DA, SP, DP\} | 12:96                       | 36/288                      |
| 5-tuple | \{SA, DA, SP, DP, PT\} | 13:104                     | 37/296                      |

### 4. MEASUREMENT RESULTS

A performance of hash functions is measured in two aspects: (1) Computing overhead time and (2) Load distribution using the Coefficient of Variation\textsuperscript{14} (CV). The CV is a statistical value representing a ratio of the standard deviation to the mean. The lower the CV, the lesser the variance (better balancing) is. We run the tests using a snapshot of the Kasetsart
University traffic repository, collected in June 2013. The 24-hour period of traffic contains about $1.53 \times 10^{10}$ packets with total size of 14.25 TB. The hashing is computed on a machine with a quad-core 2.8 GHz Xeon 5560 processor, 28GB of memory, and running 64-bit CentOS Linux 6.4.

4.1 Computing Overhead

Since IPv4 and IPv6 have different sizes, which directly affect hashing performance, we then measure the computational overhead of the hash function for both IPv4 and IPv6, respectively. Since the size of the IPv6 address is four times larger than the size of IPv4, the time consumed to calculate IPv6 hashing represents the worst-case overhead.

Overhead measurements for IPv4 and IPv6 exhibit very common characteristics as shown in Figures 2(a) and 2(b), respectively. XOR32 has the lowest computing overhead for all tuple schemes, while CRC16 shows the worst overhead, followed by CRC8. For each class of hash functions, XOR32 and CRC32 are the best candidates in their class because they take the least amount of time to hash packets.

**Figure 2.** Computing overhead of hashing for (a) IPv4 and (b) IPv6
4.2 Distribution

We select XOR32 and CRC32 as the representative hash functions due to their minimal computational overhead. We compare load dispersion of four hashing key schemes in three distribution scenarios using CV against a number of nodes, ranging from 2 to 256. The 256-buckets size is selected in order to exploit the fast memory access of the CPU’s L1 cache. The following are observations from the experimental results:

Packet Distribution: Figures 3(a) and 3(b) show that 3, 4, and 5-tuples deliver very good packet distribution in the same class. The 2-tuple distinctly performs the worst.

![Figure 3. Distribution by number of packets](image)

Size Distribution: XOR32 and CRC32 show similar results for the distributions by byte counts as illustrated in Figures 4(a) and 4(b). The hashing key schemes with 4 and 5-tuples show smooth distribution in the
same class, while the 2-tuple again shows poorer distribution for the large number of nodes.

Flow Distribution: XOR32 and CRC32 show similar results for the flow distributions as illustrated in Figures 5(a) and 5(b). The hashing key schemes with 3, 4 and 5-tuples have very identical distribution characteristics and show excellent flow distribution. The 2-tuple performs extremely poorly for almost every number of nodes, since load distribution is based only on the IP addresses. We conclude that good distribution can be achieved for $k$-tuple, when $k > 3$.

![Figure 4. Distribution by total size in bytes count](image-url)
5. CONCLUSION

We present experimental results of computational overhead for XOR/CRC hash functions and their load distribution characteristics under four hashing key schemes. Our experiments show that XOR32 has the lowest computational overhead, followed by XOR16. We found that for every hash function, the 4-tuple and the 5-tuple show the best load distribution, respectively. The combination of XOR32 with 4-tuple key is the best candidate strategy to provide excellent random hash indices with minimal computational overhead.
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