Dynamical Topological Phase Transition in a Bose-Einstein Condensate
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We study a Bose-Einstein condensate (BEC) at low energy limit and show that their collective dynamics exhibit interesting topological behavior. The system undergoes dynamical topological phase transition at its global periods if its dispersion relation is strictly linear and when all of the bosonic mode are properly displaced from their equilibrium position. We corroborate the occurrence of dynamical phase transition by calculating Fisher zeros of the Loschmidt amplitude for sudden quench dynamics. A connection is established between the order of nonanalyticity in the accumulated geometric phase and the spectral density of the system. Furthermore, it is shown that a power law scaling holds at all critical times for various displacement spectra, whose dynamical exponent equals unity. Eventually, a scheme for the quantum simulation of such dynamical phase transition is proposed. The scheme is based on the vibrational spectrum of a free-standing membrane of a two-dimensional material. To induce a displacement in the system and for tracking its collective geometrical dynamics, we propose to employ a spin that properly couples to the modes. When appropriate geometrical and boundary conditions are applied to the membrane, a spectrum with linear dispersion is attainable, then decoherence dynamics of the spin unveils occurrence of a dynamical topological phase transition.

Introduction.—Quantum phase transitions (QPTs) have always been offering attracting physics [1, 2]. Dynamical behavior of quantum systems far from equilibrium can also exhibit abnormalities in the physical observables; signaling a dynamical QPT [3, 4]. The dynamical QPT is an emerging topic expanding the concept of phase transition to the seemingly uncontrollable parameter, the time, and lies at the heart of sudden quenches [5–8]. Alongside, dynamical topological phase transitions (DTPT) in many body systems have become growingly studied because of their importance in addressing fundamental questions [9–14]. The occurrence of DTPT in a quantum system is not necessarily associated with its equilibrium topological properties that are conventionally addressed by the topological invariants [15]. In fact, the DTPTs can even occur ‘accidentally’ when the initial and final quench Hamiltonians are topologically equivalent [9]. On the other hand, a correspondence between the ground state geometric phase, as a topological feature, and criticality of the Ising model and a central spin coupled to such systems is established [16, 17], revealing the connection of these two supposedly irrelevant aspects. The quantum phase transitions has always been associated with nonlinearity of the system. For this, the spin and fermionic systems such as Ising, Heisenberg, and two-band models have been theoretically predicted to exhibit the effect [18–23] and are even experimentally confirmed [24]. Instead, in the case of bosons a highly nonlinear interacting systems, namely the Bose-Hubbard model, have been shown to have the grounds for undergoing a QPT [25, 26]. Nonetheless, the occurrence of these dynamical QPTs is not always linked to the equilibrium state of the system [23, 27, 28].

Bose-Einstein condensates at weakly interacting regime are described by a set of non-interacting bosons forming a linear system. In a very recent experiment the geometric phase of a BEC is measured via a dynamical quantum Zeno effect [29]. Such a system can be brought into interaction with an atomic degree of freedom, e.g. via laser transitions. The system has shown to provide interesting physics, especially, it has a close correspondence with the spin-boson model at sufficiently low energy and temperatures [30, 31]. When the above mentioned interaction is tuned properly, pure dephasing of the atomic state can be used as a non-destructive probe to the temporal phase fluctuations of the BEC [32].

In this paper, we show that despite its seemingly trivial dynamics, a linear bosonic system, experiences phase transitions owing to its topological properties: A 1D Bose liquid that forms a system of non-interacting bosons with a linear dispersion relation undergoes a DTPT after a sudden quench to a displaced phase. That is, quenching from the state where the global wavefunction accumulates no geometric phase to the topologically nontrivial state. We show that the return amplitude behaves non-analytically stemming from the kinks in the collective geometric phase. The dynamical topological order parameter (DTOP) is employed for quantifying behavior of the kinks [33]. The occurrence of a dynamical QPT is witnessed by showing that the cusps occur where the Fisher zeros of the Loschmidt amplitude cross the real time axis, the critical times \( t_c \). By investigating the behavior of DTOP (and its derivatives) at the critical points we find a power law scaling regardless of the spectral density and the critical time. Due of the correspondence between a BEC interacting with an atom and the spin-boson model we use our proposed setup for spin-boson model based on color centers in hexagonal boron nitride (h-BN) monolayers [34] to show such DTPT in the set of bosons manifests itself as kinks in the qubit coherence dynamics. The spin–boson model, in turn, is realized by coupling the electronic spin of a color center to vibrations of a free-standing h-BN membrane [35].

Model.—The Hamiltonian of an ideal boson gas interacting in pairs is given by \( \hat{H} = \sum \varepsilon(p) \hat{a}_p \hat{a}^\dagger_p + U \sum \hat{a}_p \hat{a}^\dagger_p \hat{a}_q \hat{a}^\dagger_q \), where \( \varepsilon \) is the energy and \( p \) are momenta of the bosons, respectively [36]. The sums are over the momenta respecting the conservation of momentum, while \( U \) is the scattering amplitude. For weak scattering rates the nonlinear term is treated in mean-field approximation and a Bogoliubov transformation applied to arrive at an effective harmonic-fluid description that describes a 1D quantum fluids at low energy limits [37, 38].
The total geometric phase is then 
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is, the frequency of the observations that are discussed in this paper. In fact, 
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collects a global dynamical phase corresponding to the vacuum 

\[ N \]

system. Therefore, the fundamental mode frequency literally determines the period of the whole system \( \tau_0 = 2\pi/\omega_0 \). Here, we emphasize that the linear dispersion relation is at the heart of the observations that are discussed in this paper. In fact, the DTPT could not occur for nonlinear or even partly linear systems [40].

The Hamiltonian of such a system, apart from an irrelevant constant, reads 

\[ H_0 = \sum_{k=0}^{N} \omega_k \hat{b}^\dagger_k \hat{b}_k \] 

where \( N \) is size of the system (with the assumption of a bounded system). The ground state is \( |0\rangle = \bigotimes_k |0\rangle_k \) whose time evolution is trivial and only collects a global dynamical phase corresponding to the vacuum energies. Nevertheless, when the modes are locally displaced by \( \hat{\nu}_k = g_k (\hat{b}_k + \hat{b}_k^\dagger) \) the ground state turns into a multimode coherent state \( \bigotimes_k |\alpha_k\rangle \) with amplitudes \( \alpha_k = 2g_k/\omega_k \). In the phase space representation each mode is associated to a circular bulb satisfying the minimum Heisenberg uncertainty condition in the respective phase point \( x_k p_k \) plane. Time evolution of the system now becomes nontrivial as each bulb goes round a circle in their phase plane passing through the origin and centered at \( (x_k, p_k) = (g_k/\omega_k, 0) \). The modular variables of each mode are defined by \( \hat{b}_k = (\hat{x}_k + i\hat{p}_k)/\sqrt{2} \) and hence follow the algebra with all of their commutators equal to zero but \( \{x_k, p_k\} = i\delta_{kk} \). Due to the non-commuting nature of the modular variables each mode accumulates a geometric phase as it evolves by time, which is proportional to the area enclosed by its circular path: \( \phi_k(t) = (g_k/\omega_k)^2 [\omega_k t - \sin \omega_k t] \) [41]. The total geometric phase is then

\[ \Phi_G(t) = \sum_{k=0}^{N} \left( \frac{g_k}{\omega_k} \right)^2 \left[ \omega_k t - \sin \omega_k t \right], \]

which is composed of a linear term in time and an oscillating part. For the sake of clarity, we discard the effect of linear term in the following as it does not contribute in the phase transitions. In the cases where the \( g_k \) values are chosen properly the total geometric phase or its derivatives exhibit non-analytic behaviors [40]. The kinks in the geometric phase, in turn, signal criticality of the system [16, 42, 43] and—as it will become clear shortly—they indeed refer to a dynamical topological phase transition [13, 19, 22]. The concept which is studied in the rest of paper. The order of criticality of \( \Phi_G \) is determined by the displacement parameters. Assuming \( g_k \sim \omega_k^{\alpha/2} \), it is useful to instead work with the spectral density function introduced as \( J(v) = \sum_k (g_k/\omega_k)^2 \delta(v - \omega_k) \). The linear dispersion relation of our system simplifies the function to \( J(v) \sim v^{\alpha} \) in the continuum limit. For values about \( \alpha = 1 \) the geometric phase of the BEC system suffers zeroth order criticality at the global periods \( \tau_0 \). Instead, it experiences a first order criticality (kinks in the first derivative of total geometric phase \( \Phi_G \) around \( \alpha = 0 \), and so on such that for a given value of \( \alpha \) a \((1 - \alpha)\)th criticality is expected with respect to the total geometric phase. Interestingly, the effect disappears as soon as the dispersion relation deviates from linear a function [40].

Dynamical topological phase transition.—The critical behavior of the total geometric phase basically manifests itself as kinks in the Loschmidt amplitude of the quench dynamics in the system. That is, when the system is prepared in the ground state of \( H_0 \) and then rapidly enforced to follow the dynamics dictated by \( \hat{H}_1 = \hat{H}_0 + \sum_k \hat{V}_k \) there is a finite probability of return to the ground state. The amplitude of such return probabilities, the so-called Loschmidt amplitude, is given by

\[ G(t) = \langle 0 | \exp \left\{ -it\hat{H}_1 \right\} | 0 \rangle. \]

This quantity is the dynamical counterpart of the statistical boundary partition function and its roots in the complex time plane are called the Fisher zeros. A dynamical phase transition occurs where the zeros of \( G(z) \) in the complex time plane cross the real axis [19]. An analytical expression is found for the Loschmidt amplitude in our system

\[ G(z) = \exp \left\{ -\sum_{k=0}^{N} (g_k/\omega_k)^2 (1 - \cos \omega_k z) \right\} \] 

[40]. We numerically find the complex zeros for \( \alpha = 0, \pm 1 \) and notice they crossing the real time axis at \( t_\alpha = n\tau_0 \) for \( n = 1, 2, 3, \cdots \) [Fig. 1(a)]. The topological nature of the transitions is further revealed by following the variations of the dynamical topological order parameter (DTOP) introduced in [33, 44]:

\[ v_D(t) = \sum_{k=0}^{N} \frac{\partial \phi_k(t)}{\partial \omega_k}. \]

Therefore, the DTOP is no longer limited to integer values and, in general, is a smooth function of time except at the critical points that are determined by the Fisher zero lines. In Fig. 1 this parameter is plotted for the three different spectral densities. The order of criticality follows the pattern described for the geometric phase. That is, for integer values of \( \alpha \) the system experiences a \((1 - \alpha)\)th dynamical topological phase transition [9, 13, 45]. The Fisher zeros corresponding to these
To further unveil the nature of phase transition [41], the critical exponents turn out to be the same [Fig. 2(b)]. The coefficients for the quantum phase transition [2] are found to be the same (see below). The properties of both types are found to be the same (see below).

The coefficients for the quantum phase transition [2] are found to be the same (see below).

The coefficients for the quantum phase transition [2] are found to be the same (see below).
to the spin. Its spectral density is thus of white-noise with \( \alpha = 0 \) [34].

**Pure dephasing.**— Let us now study decay of the coherence in the qubit when initially prepared in a superposition state. The off-diagonal elements of the spin density matrix \( \rho \) at every instance of time evolve as
\[
\langle \uparrow | \rho(t) | \downarrow \rangle = \langle \downarrow | \rho(t) | \uparrow \rangle = \langle \uparrow | \rho(0) | \downarrow \rangle e^{\Gamma(t)} \quad [50]
\]
for a thermal bosonic bath at temperature \( T \), while \( k_B \) is the Boltzmann constant. For a zero-temperature bath \( T = 0 \) it is enough to drop the coth factor. One then obviously finds that the free-induction decay (FID) of the spin-qubit is the same as the Loschmidt amplitude of the bosonic bath when quenched from a non-displaced form to a ‘properly’ displaced bath: \( \mathcal{G}(t) = \exp\{\Gamma(t)\} \). It is noteworthy to mention that this is equivalent to the generalized outcome of a Ramsey measurement [41]. The FID is plotted in Fig. 3(a). The coherence of the qubit falls off with time. However, close to the critical point of the bath, \( \tau_0 \), it sets for a partial revival depending on the strength of the qubit-bath coupling \( g_0 \). Such revivals signal non-Markovian nature of the qubit dynamics. More interestingly, kinks and cusps are observable during the collapse and revivals around half of the collective periods \( \tau = 2\pi/\delta \).

Such behavior stems from DTPT in the bosonic bath manifesting itself in the coherence dynamics of the spin. The numerically computed Fisher zeros indeed confirm this observation. One clearly sees from Fig. 3(c) that the Fisher zeros exhibit tongues appearing exactly at the integer multiples of \( \tau/2 \). And as the size of system increases the zeros of the Loschmidt amplitude get closer to the real axis and the tongues are expected to cross the real time axis.

We next study the DTPTs in our system both qualitatively and quantitatively. For this, the order parameter \( \nu_D \) and its first derivative are numerically evaluated and plotted in Fig. 3(b).

One notices that kinks at the half integer multiples of \( \tau \) are of logarithmic transitions, while at the integer multiples of the period the system undergoes transitions of type (ii). In order to quantify them, we study the scaling behavior of the cusps with the two different methods described above. Regarding the logarithmic divergences; we find that for the first three critical times namely \( t_c = \{0.5, 1.5, 2.5\} \tau \) the extremal values scale logarithmically as in Eq. (4) with the coefficients \( \kappa \approx \{-3.8, 11.5, -20\} \). Meanwhile, the critical behavior of \( \nu_D \) at these points follows the function in Eq. (5) with \( \kappa' \approx \{3.8, -11.5, 20\} \) [Fig. 4(a) and (b)]. Therefore, the dynamical universal exponent of the system equals unity. The same value is computed for the kinks at integer multiples of \( \tau \) when we fit a power law function at these points [Fig. 4(c)].

In order to examine possibility of tracing such phase transition in a real world experiment, we take into account the effect of finite temperature. The results are summarized in Fig. 4(d) where we plot the scaling behavior at \( t_c = \tau \) for three different temperatures in units of fundamental mode occupation number \( n_{th} \). The lines are linear fits. In all plots the system size is \( N = 10^5 \).
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