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Abstract. The representation of the knowledge needed by a robot to perform complex tasks is restricted by the limitations of perception. One possible way of overcoming this situation and designing “knowledgeable” robots is to rely on the interaction with the user. We propose a multi-modal interaction framework that allows to effectively acquire knowledge about the environment where the robot operates. In particular, in this paper we present a rich representation framework that can be automatically built from the metric map annotated with the indications provided by the user. Such a representation, allows then the robot to ground complex referential expressions for motion commands and to devise topological navigation plans to achieve the target locations.
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1 Introduction

Robots are expected to become consumer products. However, there is still a gap in terms of user expectations and robot functionality. A key limiting factor is the lack of knowledge and awareness of the robot on the problem to be solved and on the operational environment. The difficulties arise from several sources: the current capabilities of perception systems, the difficulty of communicating with humans, and, arguably, the ability to acquire, maintain and use symbolic knowledge.

Our long term research goal is to improve the performance of robotic systems by addressing the above three limitations, and, specifically to devise “Knowledgeable Robots” [1]. Many researchers are addressing the above challenges. For example, recently, there has been a significant progress in new sensing devices and improved perception capabilities. At the same time, several researchers have addressed forms of collaboration between humans and robots, and voice interaction in particular, that provides a natural approach to communicate with users. Indeed, speech interfaces have reached a level of performance that makes them deployable on hand held devices for applications that go beyond the basic telephone functionality.

Still, few works address the use of classical symbolic methods for knowledge representation and reasoning on robots. Moreover, when this is addressed, the representation of symbolic knowledge is typically based on a static representation of general knowledge (i.e. for action planning), which is disconnected from both the perception system and the interaction with the user.
We propose to address the challenge of knowledgeable robots by embracing the paradigm of symbiotic autonomy [2], which relies on the interaction with the user in order to overcome the limitations of the robot in perception and action capabilities.

A key issue in the interaction with robots to establish a proper relationship between the symbols used in the representation and the corresponding elements of the operational environment. This process is usually referred to as symbol grounding and, in the case of robots, requires to “close the loop” with perception. Consequently, symbol grounding characterizes one of the most critical design issues in the interaction with robots, namely the connection between numeric and symbolic representation.

Specifically, our work addresses the problem of building high-level representations of the environment that embody both metric and symbolic knowledge about it. To this aim, a multi-modal interaction (including a speech interface) can be used in the process of building a very rich representation, by acquiring information in a suitable and natural way.

In order to obtain a representation that the robotic system can effectively use to perform complex tasks, such as “go near the fridge” or “check whether the TV set is on”, metric and semantic information need to be suitably merged. The resulting, integrated representation should enable the system to perform topological navigation, understanding target locations and the position of objects in the environment.

The approach that we present in this paper aims at building a rich representation of the robot’s knowledge about the environment, comprising a suitable integration of metric and semantic information. More specifically, we describe the representation and the acquisition of the robot’s knowledge about a specific environment with the use of a multi-modal human-robot interaction system. We also consider the possibility of extending the approach to an on-line construction and maintenance of the semantic map through a continuous long-standing interaction with the user.

As a general difference with previous work in producing human augmented maps, as well as in representing the knowledge of the robot about the environment, we aim at a
rich and detailed representation of a specific environment, as opposed to trying to embed in the robot the knowledge that allows it to operate in any kind of environment, without any previous interaction with the user and the actual operational environment. This is currently possible only through an adequate use of multi-modal natural user interaction (not requiring specific robotic expertise) and, specifically on the use of voice interaction to create a common reference for the symbols representing the knowledge of the robot.

The approach described in this paper builds on previous work for off-line building of a semantic map [3], based on two basic components: 1) a subsystem for Simultaneous Localization And Mapping, that provides a metric map of the environment; 2) a multi-modal interface, including speech, that allows the user to point at the elements of the environment and to assign their semantic role (see Figure 1). The novel contribution here is the definition of a richer representation of the environment, including a Cell Map and a Topological Graph, and of the corresponding procedures for knowledge construction, that increase the capability of the robot to perform complex reasoning for executing complex tasks.

The paper is organized as follows. Section 2 describes the background and a suitable context for our work with respect to state of the art. The representation of the robot’s knowledge is presented in Section 3, while the method for its construction is described in Section 4. Conclusions are drawn in the last section.

2 Related Work

Hertzberg and Saffiotti [4] characterize semantic knowledge in robotics by two properties: (i) the need for an explicit representation of knowledge inside the robot; and (ii) the need for grounding the symbols used in this representation in real physical objects, parameters, and events. Many robotic systems nowadays embody some sort of semantic knowledge, but it is often hard-coded in their implementation. This greatly reduces its reuse, the possibility to reason on it, or to share it with other entities (e.g. robots, hardware devices, or humans). Several works have addressed symbolic representation of knowledge for complex robot tasks. For example, Schiffer et al. [5] describe the implementation of an intelligent service robot whose knowledge about the task to be executed is represented with the logic language READYLOG (a variant of Golog). Aker et al. [6] use Answer Set Programming for representing and reasoning about the actions to be accomplished by a housekeeping robot. De Giacomo et al. [7] present a knowledge representation and reasoning framework based on Description Logics for a service robot. In all these works the knowledge base is assumed to be given to the robot and the methods used to actually acquire this knowledge are not discussed. In this paper we focus on the construction of a semantic representation of knowledge, more precisely on semantic mapping.

“A semantic map for a mobile robot is a map that contains, in addition to spatial information about the environment, assignments of mapped features to entities of known classes” [8]. Two properties come out from this definition: 1) semantic maps are independent from the adopted representation for the geometric map behind it: 2D maps, 3D maps, topological maps, texture-based maps; 2) semantic maps also include commonsense knowledge about generic properties of the labeled entities.
The works on semantic mapping can be grouped into two main categories, by distinguishing automatic processing from approaches involving a human user to help the robot in the semantic mapping process.

In the first category, we consider works describing fully automatic methods in which human interaction is not considered at all. A first set of techniques aim at extracting features of the environment from laser based metric maps to support labeling and extract high-level information. These works include determining attributes of rooms [9], doorways detection [10], etc. Moreover, in Galindo et al. [11], environmental knowledge is represented by augmenting a topological map (extracted with fuzzy morphological operators) with semantic knowledge using anchoring. A second set of techniques make use of classification and clustering for automatic segmentation and labeling of metric maps. For example, in Nüchter et al. [12], environmental knowledge is extracted by labeling 3D points through the gradient difference between neighboring points; points are then classified into floor-points, object-points, or ceiling-points. While generation of 2D topological maps from metric maps has been described in [13] and [14] (using AdaBoost), in Brunskill et al. [15] (using spectral clustering), in [16] (using Voronoi random fields), etc. Finally, a third set of techniques for object recognition and place categorization use visual features, such as in [17], or a combination of visual and range information, provided from an RGB-D camera, such as in [18]. Although significant progress has been made in fully automated semantic mapping, the approach still suffers from errors and lack of generality.

In the second category, we consider approaches for human augmented mapping where the user actively supports the robot to acquire the required knowledge about the environment. In particular, the user role is in grounding symbols to objects that are still autonomously recognized by the robotic platform. In this case, the human-robot interaction is uni-modal, and typically achieved through speech. In Diosi et al. [19] an interactive SLAM procedure and a watershed segmentation are employed to create a contextual topological map. In Zender et al. [20] a system to create conceptual representations of human-made indoor environments is described. A robotic platform owns a priori knowledge about spatial concepts, and through them builds up an internal representation of the environment acquired through low-level sensors. The user role throughout the acquisition process is to support the robot in place labeling. However, once achieved, the conceptual representation is also useful for effective human-robot dialogue. Pronobis and Jensfelt [21] present a multi-layered semantic mapping algorithm that combines information about the existence of objects and semantic properties about the space, such as room size, share and appearance. These properties decouple low-level information from high-level room classification. The user input, whenever provided, is integrated in the system as additional properties about existing objects. Finally, Nieto-Granda et al. [22] adopts human augmented mapping based on a multivariate probabilistic model to associate a spatial region to a semantic label. A user guide supports a robot in this process, by instructing the robot in selecting the labels. Few approaches aim at a more advanced form of human-robot collaboration, where the user actively cooperates with the robot to build a semantic map, not only for place categorization and labeling, but also for object recognition and positioning. Such an interaction is more complex and requires natural paradigms, not to result in a tedious
effort for a non-expert user. For this reason, multi-modal interaction is preferred, to naturally deal with different types of information. For example, Kruijff et al. [23] introduce a system to improve the mapping process by clarification dialogues between human and robot, using natural language; Randelli et al. [3] propose a rich multi-modal interaction, including speech, gesture, and vision enabling for a semantic labeling of environment landmarks that makes the knowledge about the environment actually usable, but without creating a suitable representation.

The approach presented in this paper aims at improving human-robot collaboration by allowing non-expert operators to generate rich semantic information about an environment. To this end, we adopt a multi-modal natural interaction framework to build semantic maps, where the acquired knowledge can effectively support the execution of complex tasks. The main differences with previous work on semantic mapping are: 1) a much richer representation of the environment including semantic descriptions of places, objects and functionalities of the objects; 2) an increased flexibility of the system that can be effectively used in different kinds of environments without requiring a substantial training to build a priori knowledge.

3 Representation of the Robot’s Knowledge

In this section we describe the representation of the robot’s knowledge, while the description of how this knowledge is acquired and how the representation is actually built is provided in the next section.

The robot’s knowledge is divided in two layers: 1) the specific knowledge that the system acquires about the environment, denoted as world knowledge; 2) the general knowledge about the domain and its use, that we denote as domain knowledge.

It is important to point out that, while the two components may resemble the extensional and intensional components of a classical knowledge base, here they are independent of each other. In fact, the world knowledge may be inconsistent with the domain knowledge (e.g., the robot may have discovered a fridge in the living room, rather than or in addition to the one in the kitchen, while the domain knowledge states that “fridges are in the kitchen”). Generally speaking, domain knowledge (which represents an a priori knowledge about the environment) is used to support the action of the robot, only when specific world knowledge is not available. For example, the robot is able to reach an object (e.g., the fridge in the living room), because it has been previously discovered; if there is no specific knowledge about the position of an object (e.g., a fridge), the system will refer to the general domain knowledge to find out a possible location (e.g., the kitchen).

More specifically, the robot’s knowledge is defined by the following structures:

- World Knowledge
  - Metric Map
  - Instance Signature Data Base
  - Cell Map
  - Topological Graph
- Domain Knowledge
  - Conceptual Knowledge Base
3.1 Knowledge about the robot’s world

As already mentioned, a semantic map is typically characterized as a low-level representation of the 2D map (i.e., a grid), that is labelled with symbols (e.g., [21], [20], [22]). Such symbols denote for example, the area corresponding to a kitchen (or simply to a room) or the presence of structural elements of the environment and objects. Our representation builds on a similar structure, but it supports a much more detailed description, based on the interaction and hints provided by the user.

In the following definitions we use the term Concept to refer to a set of symbols used in the conceptual KB to denote general concepts (i.e., abstraction of objects or locations). For example, Fridge and Kitchen are concept names of the general Domain Knowledge discussed in the next subsection. While the term Label is used to refer to a set of symbols indicating specific instances of objects or locations. For example, fridge1 is a label denoting a particular fridge and kitchen1 is a label denoting a particular kitchen. In the notation used in this paper, concept names have the first letter capitalized, while labels are denoted with all lowercase letters, typically followed by a digit. The associations between labels and concepts are denoted as label $\mapsto$ Concept. For example, fridge1 $\mapsto$ Fridge denotes that the label fridge1 is related to the concept Fridge (i.e., fridge1 is a fridge). Notice that the meaning of the labels is simply that of a pointer to the concept that in the domain knowledge represents the general knowledge about the object or location, and it is not an instance of the concept. In this way, a labeled object can be enriched with general domain information, but it is not required to be consistent with the domain KB.

The representation formalism of the World Knowledge contains the following elements.

**Metric Map.** The Metric Map is represented as an occupancy grid generated by a SLAM method. This map has usually a fine discretization (e.g., 5 cm) and is used for low-level robot tasks, such as localization and navigation.

**Instance signatures.** The instance signatures are represented as a data base of structured data, where each instance has a unique label ($l \in \mathcal{L}$, an associated concept ($C \in \mathcal{C}$) such that $l \mapsto C$, and a set of properties (including for example the position in the environment) expressed as attribute-value pairs.

**Cell Map.** The Cell Map is represented as a discretization of the environment in cells of variable size. Each cell represents a portion of a physical area and is an abstraction of locations that are not distinguishable from the point of view of robot high-level behaviors. The Cell Map also includes a function $f : \text{Cell} \rightarrow 2^{\mathcal{L}}$, that maps each cell to a set of labels associated to concepts in the conceptual KB of the Domain Knowledge, and a connectivity relation $\text{Connect} \subseteq \text{Cell} \times \text{Cell}$, that describes the connectivity between adjacent cells.

**Topological Graph.** The Topological Graph is a graph where nodes are locations associated to cells in the Cell Map and edges are connections between these locations. Locations are distinguished in two types: static and dynamic. For the static locations, the corresponding positions (i.e., the correspondences with the metric map) are fixed, while in the dynamic locations, the corresponding positions are variable within a given area of the environment. Since the Topological Graph is used by the robot for navigation
purposes, the edges also contain the specific navigation behavior that is required for the robot to move from one location to another. In this way the topological map is also used to generate appropriate sequences of behaviors to achieve the robot’s navigation goals.

In order to better explain these representations, in the remaining of this section we provide an example of World Knowledge for a home environment, while in the next section we describe how this representation has been built and how the knowledge has been acquired.

Figure 2 shows a graphical representation of the World Knowledge as described above. The Metric Map with a resolution of 5 cm generated by the SLAM method is shown as background of the image, where black pixels represent occupied cells.

Every object and location reported in the figure has an entry in the data base of instance signatures. In particular, each instance is determined by a unique label representing an entity within the mapped environment, (e.g. fridge1), the corresponding concept according to the conceptual KB (e.g. f1 \(\rightarrow\) Fridge), and a set of properties (e.g., position = \(< x, y, \theta >\), color = white, open = false, ...).

The Cell Map is shown in the same image. Cells are delimited by solid borders; colors and text in the cell specify the labels associated to each cell. The labels in the Cell Map refer to a typical area of a home (kitchen, living room, bathroom, bedroom, etc.) and to typical objects (tables, chairs, heaters, doors, etc.). Each cell can have more than one label, thus representing that the same area can be associated with more concepts. In particular, each color corresponds to a label indicated in the legend to the right and text (where present) corresponds to additional labels for that cell corresponding to the
objects reported on the right side of the figure. For example, the green cells labeled with $f_1$ (top-right corner of the kitchen area) are mapped to the labels $\{f_1, kitchen\}$ and these labels are associated with the concepts Fridge and Kitchen, i.e. $f_1 \rightarrow \text{Fridge}$ and $kitchen \rightarrow \text{Kitchen}$, respectively. Thus, the corresponding area is characterized as being occupied by a fridge and as belonging to the kitchen. Connectivity relations between cells are not explicitly shown in the figure, but they can be derived by adjacent cells.

The Topological Graph, that establishes the relationship between the metric and the symbolic representation, is shown in the figure as a graph connecting oval nodes. Dark nodes are static locations, while light nodes are dynamic locations, that are associated to the main areas (labels) of the environment. The static locations denote specific positions that are of interest for the robot tasks (e.g., the position to enter in a room), while the dynamic locations are used to denote areas, where instantiation of the position (i.e., the mapping to the metric map) for a navigation behavior is executed at run-time, depending on the current status of the robot and on its goals.

### 3.2 General knowledge about the domain

In previous work, domain knowledge has typically been characterized as a conceptual knowledge base, representing a hierarchy of concepts, including their properties and relations, a priori asserted as representative of any environment. The conceptual knowledge base contains a taxonomy of the concepts involved in the environment tied by an is-a relation, as well as their properties and relations (see [11], [13]). These concepts are used in the World Knowledge to characterize the specific instances of the environment, as explained in the previous section. In a typical representation three top-most classes have been considered: **Areas**, **Structural Elements**, and **Objects**. **Areas** denote places in the environment (corridors, rooms, etc.), **Structural Elements** are static entities that form the environment and that topologically connect areas (windows, doors, etc.), while **Objects** are elements in the environment not related to its structure and located within areas (printers, tables, etc.). A snapshot of the conceptual knowledge base used in the experiments is reported in Figure 3.

The knowledge base contains also environmental properties of the defined concepts, like size and functionalities of objects, typical connections among places, etc., that are useful to describe the general knowledge about an environment and to support robot task execution. For example, the general knowledge in a home environment that fridges are in kitchens helps the robot to perform tasks related with a fridge even when the exact location of a fridge is not known. A noticeable difference with respect to previous works is that the purpose of this component is not to classify spaces and objects; rather, we focus on the inheritance of properties to support the map acquisition, as well as different actions of the robot in the environment.

The uses of the Domain Knowledge base are manifold. Spatial properties of objects can be used to build metric representations of objects (see next section); functional properties can be used to determine location of object (e.g., for devising a plan to search for an object); physical properties can be used to check preconditions for executing transportation, etc.
As a matter of fact, any source of domain knowledge may be accessed and used by the robot, such as for example in querying the web, (e.g. RoboEarth [24] and OpenEval[25]), or even querying other robots operating in similar environments.

4 Acquisition of the Robot’s Knowledge

The process of building the representation of the robot’s knowledge is composed of two phases that take place, with the help of the user, after the exploration of the environment: 1) Metric Map and Instance Signatures Construction. A 2D metric map is generated through a SLAM module and the set of instance signatures is created; 2) Cell Map and Topological Graph Generation. Starting from the 2D metric map, a grid-based topological representation (cell map) is obtained. Then, the topological graph needed by the robot to perform high level behaviours is built by processing the instance signatures and the cell map.

4.1 Metric Map and Instance Signatures

In the first phase of the knowledge acquisition procedure (see Fig. 4), the robot is used to navigate the environment in order to create the 2D map and to register the positions of the different objects of interest. The user can tag a specific object by using a commercial laser pointer (Fig. 5a).

While the object is pointed through the laser, the user has to name the object, so that the label can be assigned to it. The image segmentation module is responsible for extracting the 3D shape of the pointed object by exploiting the RGB-D data coming from the Kinect, sensor [26]. The laser dot is detected in the RGB image (Fig. 5b) by searching for the color of the light emitted (green in our case). Then, all the planes in the scene are extracted from the 3D point cloud and those that do not contain the dot
are discarded. The remaining points are analysed to segment the shape of the object of interest (Fig. 5c).

It is worth noticing that the image segmentation module exploits both the information provided by the data base (height, width, and length) and the laser dot position in the Kinect view (used as seed point of the expansion). If the extracted shape is coherent with the dimensional attributes of the corresponding instance signature stored in the data base (i.e., the one with the same label recognized by the vocal interface), then a correct acquisition message is sent to the user in order to acknowledge the successful association.

The pose estimation module outputs the 2D position \(x, y\) and the bearing \(\theta\) of the tagged object. The pose \((x, y, \theta)\) is calculated by taking into account the normal corre-
sponding to the surface of the segmented object in reference frame of the Kinect and then applying a transformation to the reference frame of the robot.

When the acquisition run is terminated all the recorded data (i.e., laser scans and object poses) are processed. The laser scans are used as the input for generating the 2D metric map. A Graph-based SLAM approach, as presented in [27], is used to estimate the 2D map of the environment and the trajectory of the robot. The nodes in the graph represent the poses of the robot, while the edges express spatial constraints arising from odometry measurements. In order to obtain the object map that integrates the instance signatures into the SLAM generated map, new edges are added to the graph together with the previous ones (given by laser scans and robot odometry). Each registered object pose is considered as a new edge of the graph, embodying the pose and the label of the object. When the new expanded graph is complete, a least-square minimization algorithm [28] is performed to obtain the optimized final 2D metric map. The final poses of the tagged objects (coherent with the optimized map) are stored as instance signatures together with corresponding labels.

4.2 Cell Map and Topological Graph

In the second phase of the knowledge acquisition procedure the cell map and the topological graph are generated (see Fig. 6).

![Fig. 6. Cell map and topological graph generation. The metric map is enriched with semantic information to obtain the cell map. The instance signatures and the cell map are used to create a topological graph.](image)

The cell map contains a high-level description about the regions, structural elements, and objects contained in the environment. It is generated using both the instance signatures and the 2D topological map. The algorithm to generate such a map can be further decomposed into the following steps: 1) rasterizing the metric representation of the map into a grid-based topological representation (grid computation); 2) including in this new map representations of the objects and structural elements tagged in the
environment (object addition); 3) automatically labeling the areas of the environment (labeling areas), using contour closure and region filling techniques.

*Grid computation* is accomplished by applying the Hough Transform at different resolution levels to identify the lines passing through the walls. In such a way, it is possible to find all the main walls in the map. The cells of the grid have different sizes with respect to the amount of relevant features in the considered area (for example, the cells in the corridor are wider than the ones in the offices).

*Object addition* consists in placing the tagged objects into the grid map. For this we use objects’ pose, shape and size, present in the instance signature database.

Finally, *labeling areas* is applied to segment the environment into different rooms. The algorithm is enhanced by considering the tagged objects and structural elements previously included in the environment. For example, a simple heuristic uses the knowledge about doors to separate different areas.

In the final step of our knowledge building process, a topological graph is created by using the knowledge contained both in the cell map and in the instance signatures. Such graph embodies the information needed to the robot for navigating and acting in the environment. The constituting nodes of this graph are locations associated to cells in the cell map, while the edges are connections between these locations. For each room, two kinds of nodes are produced: static and dynamic. Static nodes represent locations that have a fixed position on the map and they are used to deal with critical pathways in the map (i.e. doors), where a specific behavior is required. Dynamic nodes represent, instead, variable positions within a given area of the environment. Thus, for each room mapped in the cell map, a dynamic node is created while, for each doorway that connects such a room to another, a static node is created with its fixed position set in front of the considered door. Finally, each static node is connected to the dynamic node of the room it belongs to and to the static node that represents the location in front of the other side of its related door. The construction of the topological graph highlights a twofold aspect of our system: both the knowledge provided through user interaction and a-priori high-level knowledge contribute to refine the overall mapping process.

## 5 Conclusions

In this paper, we propose an approach to build an effective representation of the knowledge about the environment where the robot operates, by relying on multi-modal human-robot interaction, including natural language. The proposed framework makes it possible to bridge the gap between the numerical and the symbolic knowledge needed by the robot, by grounding the symbols onto the objects represented in the metric map. As a result, the proposed setting for representing the knowledge of the robot is significantly richer than previous approaches in the literature; in particular, it supports better performance and greater generality with respect to fully automatic methods. Through the acquired representation the robot can execute complex tasks. For example, the robot can execute complex commands such as “check whether in the corridor the third window on the left is open”, retrieve its metric position in the map, plan a path and reach the specified location and execute the task.
The proposed approach can be further developed in at least two fundamental directions, that we are currently investigating. First, the generation of the map is currently done off-line. A more general setting should enable the robot to grow and update the representation through a continuous interaction with the user. While the proposed approach to symbol grounding can be naturally extended, the new framework would require to ensure the consistency of the representation and to deal with the changes in the environment and the dynamics of objects. Second, currently the robot can only learn knowledge about the environment, but not knowledge about tasks to be accomplished in response to user commands. This extension would require a representation of the robot’s actions and an extended dialogue to acquire input from the user.

In conclusion, in our view, the proposed approach brings about a new perspective and new developments for the representation of the robot’s knowledge.
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