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Abstract
This study investigated a novel adaptive output feedback control scheme for non-strict feedback nonlinear systems with uncertainties, disturbances, and asymmetric time-varying output constraints. Because that the states of the system are unmeasurable, we used an adaptive fuzzy state observer to obtain the estimated values of the states. To make the output and tracking error satisfy their asymmetric time-varying constraints, an asymmetric time-varying barrier Lyapunov function was adopted. To overcome the “explosion of complexity” problem, we also adopted the dynamic surface control technology. The stability of the closed-loop system was proved by the Lyapunov method, and we give two simulation examples to show the effectiveness of the proposed control method.
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Introduction
Adaptive control of uncertain nonlinear systems has very important theoretical and practical significance. In recent decades, many studies have focused on this subject, producing many results. Among those results, much attention has been paid to adaptive backstepping control schemes based on a fuzzy system or a neural network as an approximator. However, the proposed methods can control only strict feedback systems or pure feedback systems and cannot achieve the control of a non-strict feedback system. If the controller of a non-strict feedback system is designed using the methods in refs, the algebraic loop problem will arise. This is because the virtual control signals are functions of all the state variables in the system. Therefore, a controller designed according to those methods cannot be used to control a non-strict feedback system.

In practical engineering, non-strict feedback systems are used more than strict feedback and pure feedback systems. Therefore, it is necessary to study in depth the stability or tracking control of non-strict feedback systems. In several studies, adaptive fuzzy tracking control schemes were designed for SISO or MIMO nonlinear systems in non-strict feedback form. But the control methods in refs require the existence of a strict increasing smooth function \( \phi_i(x) \), such that the unknown function \( f_i(x) \) in a nonlinear system satisfies
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\[ |f_i(x)| \leq \phi_i(|x|) \]. Moreover, all the states of the systems in refs\(^{10-13}\) should be measurable. In practical engineering, it is impossible to measure all the states directly due to the limitation of sensors, installation positions, or measuring points. These strict limitations make that control method difficult to realize in practical applications.

Recently, a new control method for SISO non-strict nonlinear systems was proposed in ref.\(^9\) that uses variable separation to remove the previous monotonically increasing condition and does not require all state signals to be measurable. Ref.\(^{14}\) extended the state-observer-based adaptive backstepping control approach to MIMO non-strict feedback nonlinear systems. Ref.\(^{15}\) proposed a robust adaptive output control method for a class of non-triangular nonlinear systems with unmodeled dynamics and stochastic disturbances. However, all the control methods in refs\(^9-15\) had inherent “explosion of complexity” problems. In refs\(^{16,17}\) the authors used dynamic surface control (DSC) technology to overcome the “explosion of complexity” problem for SISO and MIMO non-strict feedback systems control. However, output constraint problems were not considered in refs.\(^9-17\).

In practical engineering, constraints exist on the system output or states. Only by limiting the output or states to the allowable range of the process, can the safety of the equipment and operators be ensured. To solve the problem of these constraints, many studies have used the barrier Lyapunov function (BLF)\(^{18-24}\). In refs\(^{18,23}\) by using BLFs the authors designed an adaptive control method for a class of stochastic nonlinear systems with state constraints. On the basis of neural networks and the BLF\(^{19,22}\) proposed an adaptive control for nonlinear constrained systems with an input delay and an input deadzone. By using the BLF,\(^{20}\) investigated an adaptive boundary control for a flexible manipulator with constraints. Ref\(^{21}\) investigated an adaptive fuzzy output feedback control problem for a class of non-strict feedback time delay systems subject to a constraint problem. However, the constraints considered in refs\(^{18-24}\) are symmetric static constraints, whereas most of the constraints in practical engineering are asymmetric time-varying constraints.

To deal with asymmetric time-varying constraints, some researchers have proposed asymmetric time-varying BLFs (ABLfs)\(^{25-28}\). But all the control methods in those studies were aimed at strict feedback systems and required that all states be measurable. Ref.\(^{29}\) proposed an adaptive output control to overcome the prescribed performance problem of the non-strict feedback system. But that control method had the “explosion of complexity” problem, and the design of the performance function was more complex than that of a BLF. Few studies have considered output feedback control for non-strict feedback systems with output constraints.

Motivated by the above discussion, we investigated adaptive output feedback control for non-strict feedback systems with asymmetric time-varying output constraints and unknown external disturbances. This paper makes two main contributions that contrast with the previous literature: (1) For the first time, the adaptive output control scheme is addressed for uncertain nonlinear non-strict feedback systems with asymmetric time-varying output constraints and external disturbances. Moreover, by adopting DSC technology, this control scheme becomes very simple and avoids the problem of “explosion of complexity”. (2) The proposed control method does not need \(n\)-order differentiable and bounded conditions of input signals and a monotonically increasing condition of unknown functions \(f_i(x)\). These strict assumptions are common in previously proposed methods. In addition, unlike the existing literature\(^{29-31}\) because a linear state observer can achieve only stability control, this paper adopts a control scheme based on a fuzzy state observer to achieve trajectory tracking control.

### System description and basic knowledge

Consider the following nonlinear non-strict feedback system:

\[
\begin{align*}
\dot{x}_1 &= x_2 + f_1(x) + d_1(t)
\vdots \\
\dot{x}_i &= x_{i+1} + f_i(x) + d_i(t), \quad i = 1, 2, \ldots, n - 1 \\
\dot{x}_n &= u(t) + f_n(x) + d_n(t) \\
y &= x_1
\end{align*}
\]

where \(x = [x_1, x_2, \ldots, x_n]^T\) is the state vector, \(u \in \mathbb{R}\) is the control signal, and \(y \in \mathbb{R}\) is the output of the system. \(f_i(x), \ i = 1, 2, \ldots, n\) are unknown smooth functions of the nonlinear system. \(d_i(t), \ i = 1, 2, \ldots, n\) are the unknown disturbances, and \(|d_i(t)| \leq d_{M}, \) where \(d_{M}\) are unknown positive constants.

**Control objective**: The control objective is to keep the output \(y(t)\) tracking the desired trajectory \(y_d(t)\), with the tracking error \(z_1 = y - y_d\) kept as small as possible. In this system, only \(x_1\) can be measured directly, and other state variables need to be estimated online by a state observer, so an output feedback control strategy should be designed. Moreover, \(y(t)\) should be kept in the following bound:

\[
\bar{k}_{x_1}(t) \leq y(t) \leq \underline{k}_{x_1}(t), \quad \forall t > 0
\]

where \(\bar{k}_{x_1}(t) : R_+ \rightarrow R\) and \(\underline{k}_{x_1}(t) : R_+ \rightarrow R\) such that \(\bar{k}_{x_1}(t) > \underline{k}_{x_1}(t), \forall t > 0\).
The system in equation (1) can be rewritten in matrix form:

\[ \dot{x} = Ax + Ky + \sum_{i=1}^{n} B_i f_i(x) + d_i + Bu \]

\[ y = Cx \]

where 

\[ A = \begin{bmatrix} -k_1 & \\ \vdots & I \\ -k_n & 0 & 0 \end{bmatrix}, \quad K = \begin{bmatrix} k_1 & \\ \vdots & 0 \end{bmatrix}, \]

\[ B_i = \begin{bmatrix} 0 \ldots 0 \\ \vdots \\ 0 \ldots 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ \vdots \\ 1 \end{bmatrix} \]

C = [1 \ldots 0 \ldots 0]. Choose the vector K to make A a strict Hurwitz matrix such that the following equation exists:

\[ A^T P + PA = -2Q. \]

where Q>0 is an any given positive definite diagonal matrix and P>0 is a positive definite symmetric matrix.

**Assumption 1:** There exist constants \( \bar{K}_{e_i} \) and \( \underline{K}_{e_i} \), \( i = 0, 1, 2, \ldots, n \), such that \( \bar{K}_{e_i}(t) < \bar{K}_{e_0}, \underline{K}_{e_1}(t) < \underline{K}_{e_0}, \)

\[ |\bar{K}_{e_i}(t)| \leq \bar{K}_{e_i}, \quad \text{and} \quad |\underline{K}_{e_i}(t)| \leq \underline{K}_{e_i}, \quad i = 1, 2, \ldots, n, \forall t \geq 0. \]

**Assumption 2:** There exist functions \( \bar{Y}_0: \mathbb{R} \to \mathbb{R} \) and \( \underline{Y}_0: \mathbb{R} \to \mathbb{R} \), satisfying \( \bar{Y}_0 < \underline{K}_{e_1}(t) \) and \( \underline{Y}_0 \geq \bar{K}_{e_1}(t), \forall t \geq 0 \), and a positive constant \( Y_1 \) such that the desired trajectory \( y_d(t) \) and its time derivative satisfy \( \bar{Y}_0(t) \leq y_d(t) \leq \underline{Y}_0(t) \) and \( |\dot{y}(t)| \leq Y_1, \forall t \geq 0. \)

**Adaptive fuzzy state observer design**

In this paper, the states \( x_2, \ldots, x_n \) of system (1) are not available for feedback, so a fuzzy state observer needs to be established to estimate the states. A fuzzy system is a universal approximator that is used to approximate unknown nonlinear functions. The general output form of the fuzzy system can be written as

\[ \hat{f}(x|\theta) = \theta^T \hat{\xi}(x) \]

where \( \hat{\xi}(x) \) is the fuzzy basis function vector, and \( \theta \in \mathbb{R}^n \) is the adjustable weight parameter vector.

**Lemma 1:** If \( f(x) \) is a continuous function defined on the compact set \( \Omega \), then for any given small constant \( \varepsilon > 0 \) there exists a fuzzy system such that

\[ \sup_{x \in \Omega} |f(x) - \theta^T \hat{\xi}(x)| \leq \varepsilon \leq \varepsilon_M, \]

where \( \varepsilon_M \) is an unknown positive constant.

By defining the estimation of \( x = [x_1, x_2, \ldots, x_n]^T \) as \( \hat{x} = [\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_n]^T \), the uncertain functions \( f_i(x) \), \( i = 1, 2, \ldots, n \), in the system (1) can be written as

\[ f_i(x) = \theta_i^T \hat{\xi}_i(\hat{x}) + e_i \]

\[ f_i(x) = \theta_i^* T \hat{\xi}_i(\hat{x}) + e_i^* \]

where \( \theta_i^* \) is the optimal value of \( \theta_i \), and \( e_i^* \) is the minimal approximation error. The adaptive parameter error vector can be defined as \( \dot{\theta}_i = \theta_i^* - \theta_i \).

The fuzzy state observer can be designed as

\[ \dot{\hat{x}} = A\hat{x} + Ky + \sum_{i=1}^{n} B_i \hat{f}_i(\hat{x}|\theta_i) + Bu \]

\[ \dot{\hat{y}} = C\hat{x} \]

The observer error vector can be defined as \( \hat{x} = x - \hat{x} \). From equations (3) and (8), the observer errors equation can be written as

\[ \dot{\hat{x}} = A\hat{x} + \sum_{i=1}^{n} B_i \hat{f}_i(\hat{x}|\theta_i) + d_i \]

\[ \dot{\hat{y}} = C\hat{x} \]

where \( \delta = [\delta_1, \delta_2, \ldots, \delta_n]^T \) and \( \delta_i = e_i + d_i \).

**Adaptive output feedback control scheme design**

To design the adaptive output feedback control scheme, we first defined \( \omega_0 = y_d \). The tracking error can be written as \( z_1 = y - \omega_0 \). The virtual error of the second step is defined as \( z_2 = \hat{x}_2 - \omega_1 \), and the first virtual control law as \( \alpha_1 \). By letting \( \alpha_1 \) pass through a first-order filter that has the time constant \( v_1 \), we obtain \( \omega_1 \):

\[ v_1 \omega_1 + \omega_1 = \alpha_1; \omega_1(0) = \alpha_1(0). \]

By defining the filter output error as \( e_1 \), we can have

\[ e_1 = \omega_1 - \alpha_1 \] and \( \omega_1 = - \frac{e_1}{v_1} \). The time derivative of \( z_1 \) can be obtained as

\[ \dot{z}_1 = x_2 + f_1 + d_1 - \omega_0 = z_2 + e_1 + \alpha_1 + \hat{x}_2 + \theta_i^* T \hat{\xi}_i(\hat{x}) + e_i^* + d_1 - \dot{y}_d \]

\[ - \theta_i^* T \hat{\xi}_i(\hat{x}_i) + \theta_i^* T \hat{\xi}_i(\hat{x}_i) + \theta_i^* T \hat{\xi}_i(\hat{x}_i). \]
Let $D_1 = e^*_1 + d_1$. Because we have $|e^*_1| \leq e_{1M}$ and $|d_1| \leq d_{1M}$, there exists an unknown constant $D_{1M} > 0$ such that $|D_1| \leq D_{1M}$. Now the ABLF can be chosen as

$$V_0 = \frac{1}{2} \ddot{x}P \ddot{x} + \frac{q(z_1)}{2} \log \left( \frac{k_2(t)}{k_0} \right) - z_1^2 + \frac{1}{2} \frac{\Theta_1}{\gamma_1} \dot{\theta}_1 \dot{\theta}_1$$

(12)

where $\gamma_1 > 0$ is a design parameter. $k_a(t), k_b(t)$, and $q(z_1)$ are defined as

$$k_a(t) = y_a(t) - \bar{k}_a(t)$$

(13)

$$k_b(t) = \bar{k}_b(t) - y_b(t)$$

(14)

$$q(z_1) = \begin{cases} 1 & z_1 > 0 \\ 0 & z_1 \leq 0 \end{cases}$$

(15)

By defining $\bar{z}_a = \frac{\bar{z}_a(t)}{\bar{z}_a(t_0)}$, $\bar{z}_b = \frac{\bar{z}_b(t)}{\bar{z}_a(t)}$, and $\zeta = q \bar{z}_b + (1 - q) \bar{z}_a$, equation (12) can be rearranged as

$$V_0 = \frac{1}{2} \ddot{x}P \ddot{x} + \frac{1}{2} \log \left( \frac{1}{1 - \zeta^2} \right) + \frac{1}{2} \frac{\Theta_1}{\gamma_1} \dot{\theta}_1 \dot{\theta}_1. $$

(16)

Now we have

$$\dot{V}_0 = \frac{1}{2} \ddot{x}P \ddot{x} + \frac{1}{2} \dddot{x}P \ddot{x} + \frac{q \bar{z}_b + (1 - q) \bar{z}_a}{1 - \zeta^2} - \frac{1}{\gamma_1} \dot{\Theta}_1 \dot{\theta}_1 \dot{\theta}_1. $$

(17)

By defining $\bar{z}_a = \frac{\bar{z}_a(t)}{\bar{z}_a(t)}$, $\bar{z}_b = \frac{\bar{z}_b(t)}{\bar{z}_a(t)}$, and $\zeta = q \bar{z}_b + (1 - q) \bar{z}_a$, equation (12) can be rearranged as

$$V_0 = \frac{1}{2} \ddot{x}P \ddot{x} + \frac{1}{2} \log \left( \frac{1}{1 - \zeta^2} \right) + \frac{1}{2} \frac{\Theta_1}{\gamma_1} \dot{\theta}_1 \dot{\theta}_1. $$

(16)

Now we have

$$\dot{V}_0 = \frac{1}{2} \ddot{x}P \ddot{x} + \frac{1}{2} \dddot{x}P \ddot{x} + \frac{q \bar{z}_b + (1 - q) \bar{z}_a}{1 - \zeta^2} - \frac{1}{\gamma_1} \dot{\Theta}_1 \dot{\theta}_1 \dot{\theta}_1. $$

(17)

Because

$$\bar{z}_b = \frac{\bar{z}_1 k_b(t) - z_1 \bar{k}_b(t)}{k_b(t)}$$

(19)

$$\bar{z}_a = \frac{\bar{z}_1 k_a(t) - z_1 \bar{k}_a(t)}{k_a(t)}$$

(20)

we obtain

$$\dot{V}_0 = -\dddot{x}Q \ddot{x} + \dddot{x} \dot{P} \ddot{x} + \frac{q \bar{z}_b + (1 - q) \bar{z}_a}{1 - \zeta^2} + \frac{1}{\gamma_1} \dot{\theta}_1 \dot{\theta}_1 \dot{\theta}_1$$

(21)

By defining $\mu = \frac{q}{k_b^2 - z_1^2} + \frac{(1 - q)}{k_a^2 - z_1^2}$, we have

$$\dot{V}_0 = -\dddot{x}Q \ddot{x} + \dddot{x} \dot{P} \ddot{x} + \mu \left( z_1 - \frac{z_1 \bar{k}_b}{k_b} + (1 - q) \frac{z_1 \bar{k}_a}{k_a} \right)$$

$$- \frac{1}{\gamma_1} \dot{\theta}_1 \dot{\theta}_1 \dot{\theta}_1 \dot{\theta}_1$$

$$= -\dddot{x}Q \ddot{x} + \dddot{x} \dot{P} \ddot{x} + \mu \left( z_1 - \frac{z_1 \bar{k}_b}{k_b} + (1 - q) \frac{z_1 \bar{k}_a}{k_a} \right)$$

$$+ \frac{q \bar{z}_b + (1 - q) \bar{z}_a}{1 - \zeta^2} - \frac{1}{\gamma_1} \dot{\theta}_1 \dot{\theta}_1 \dot{\theta}_1$$

(21)

Substituting equation (23) into (22) results in

$$\dot{V}_0 \leq -\left( \lambda_{min}(Q) - 1 \right) ||\ddot{x}||^2 + \frac{1}{2} ||P \ddot{x}||^2 + \frac{1}{2} D_1^2 + ||\theta_1^T \dot{\theta}_1||^2$$

$$+ \mu \left( z_1 - \frac{z_1 \bar{k}_b}{k_b} + (1 - q) \frac{z_1 \bar{k}_a}{k_a} \right) - \frac{1}{\gamma_1} \dot{\theta}_1 \dot{\theta}_1 \dot{\theta}_1 \dot{\theta}_1$$

(23)

We choose $\alpha_1$ and $\theta_1$ as

$$\alpha_1 = -\lambda_1 z_1 - \lambda_1 \bar{z}_2 - 2 \mu z_1 - \theta_1^T \dot{\theta}_1 \ddot{\theta}_1$$

(25)

$$\dot{\theta}_1 = \gamma_1 \mu z_1 \ddot{\theta}_1 \ddot{\theta}_1 - 2 \sigma_1 \theta_1$$

(26)

where $\lambda_1 > 0$ and $\sigma_1 > 0$ are design parameters, and $\lambda_1^* = \sqrt{\left(\frac{k_a^2}{\mu} \right) + \left(\frac{k_b^2}{\mu} \right)} \beta$. $\beta$ is a positive design constant.

Substituting equations (25) and (26) into (24) results in

$$\dot{V}_0 \leq -\left( \lambda_{min}(Q) - 1 \right) ||\ddot{x}||^2 - \lambda_1 \mu z_1^2 + \mu z_1 z_2$$

$$+ \mu z_1 e_1 + \frac{1}{2} ||P \ddot{x}||^2 + \frac{1}{2} D_1^2 + ||\theta_1^T \dot{\theta}_1||^2 + \frac{2 \sigma_1}{\gamma_1} \dot{\theta}_1 \dot{\theta}_1 \dot{\theta}_1 \dot{\theta}_1$$

(27)

There are Young’s inequalities in (28) and (29):
\[
\frac{2\sigma_1}{\gamma_1} \dot{\theta}_1 \theta_1 \leq -\frac{\sigma_1}{\gamma_1} \theta_1 \theta_1 + \frac{\sigma_1}{\gamma_1} \theta_1^T \theta_1 \quad (28)
\]
\[
z_1 e_1 \leq z_1^2 + \frac{1}{4} e_1^2. \quad (29)
\]
Substituting equations (28) and (29) into (27) leads to
\[
\dot{V}_0 \leq - (\lambda_{\min}(Q) - 1) \| \dot{x} \|^2 - (\lambda_1 - 1) \mu z_1^2 + \mu z_2 z_2
\]
\[
- \frac{\sigma_1}{\gamma_1} \theta_1^T \theta_1 + \frac{\sigma_1}{\gamma_1} \theta_1^T \theta_1 + \frac{1}{2} \| P \delta \|^2 + \frac{1}{2} D_1^2
\]
\[
+ \left( 1 + \frac{2\sigma_1}{\gamma_1} \right) \| \theta_1 \|^2. \quad (30)
\]
Substituting the inequality (31)
\[
- \frac{1}{2} \dot{\theta}_1^T \theta_1 \geq - \theta_1^T \theta_1 - \theta_1^T \theta_1,
\]
into equation (30) results in
\[
\dot{V}_0 \leq - (\lambda_{\min}(Q) - 1) \| \dot{x} \|^2 - (\lambda_1 - 1) \mu z_1^2 + \mu z_2 z_2
\]
\[
- \frac{\sigma_1}{2\gamma_1} \theta_1^T \theta_1 + \frac{1}{2} \| P \delta \|^2 + \frac{1}{2} D_1^2
\]
\[
+ \left( 1 + \frac{2\sigma_1}{\gamma_1} \right) \| \theta_1 \|^2. \quad (32)
\]
By choosing the Lyapunov function
\[
V_1 = V_0 + \frac{1}{2} e_1^2. \quad (33)
\]
we obtain
\[
\dot{V}_1 = \dot{V}_0 + e_1 \left( - \frac{e_1}{v_1} - \epsilon_1 \right) \leq \dot{V}_0 - \frac{e_1^2}{v_1} + e_1^2 + \frac{1}{4} \psi_1^2
\]
\[
- (\lambda_{\min}(Q) - 1) \| \dot{x} \|^2 - (\lambda_1 - 1) \mu z_1^2
\]
\[
+ \mu z_2 z_2 - \frac{\sigma_1}{2\gamma_1} \theta_1^T \theta_1 + \left( 1 + \frac{2\sigma_1}{\gamma_1} \right) \| \theta_1 \|^2
\]
\[
- \left( \frac{1}{v_1} - \frac{1 - 4 \mu}{v_1} \right) e_1^2 + \frac{1}{2} \| P \delta \|^2 + \frac{1}{2} D_1^2
\]
\[
+ \frac{1}{4} \psi_1^2. \quad (34)
\]
where \( \psi_1 \) is the maximum absolute value of \( \dot{\alpha}_1 \).

The second step is to define \( z_2 = \dot{x}_1 - \omega_2 \), and the second virtual control law as \( \alpha_2 \). By letting \( \alpha_2 \) pass through a first-order filter that has the time constant \( v_2 \), we obtain \( \omega_2 \):
\[
v_2 \dot{\omega}_2 + \omega_2 = \alpha_2;
\]
\[
\omega_2(0) = \alpha_2(0). \quad (35)
\]
By defining the filter output error as \( e_2 \), we have
\[
e_2 = \omega_2 - \alpha_2 \text{ and } \dot{\omega}_2 = -\frac{e_2}{v_1}.
\]
The time derivative of \( \dot{e}_2 \) can be obtained as
\[
\dot{z}_2 = \dot{x}_3 + k_2 \dot{x}_1 + \dot{\xi}_2 - \dot{\omega}_1
\]
\[
= z_1 + e_2 + \alpha_2 + k_3 \dot{x}_1 + \theta_1^T \xi_2(\dot{x})
\]
\[
- \theta_2^T \xi_2(\dot{x}_3) + \theta_2^T \xi_2(\dot{x}_3) + \theta_2^T \xi_2(\dot{x}_3) - \dot{\omega}_1.
\]
where \( \dot{\xi}_2 = [\dot{x}_1, \dot{x}_2, \ldots, \dot{x}_i]^T \), \( i = 2, 3, \ldots, n \).

The Lyapunov function can be chosen as
\[
V_2 = V_1 + \frac{1}{2} z_2^2 + \frac{1}{2} e_2^2 + \frac{1}{2} \gamma_2 \dot{x}_2^T \dot{x}_2 \quad (37)
\]
where \( \gamma_2 \geq 0 \) is the design parameter.

The time derivative of \( V_2 \) is equal to
\[
\dot{V}_2 = \dot{V}_1 + z_2 (z_3 + e_2 + \alpha_2 + k_2 \dot{x}_1 + \theta_1^T \xi_2(\dot{x})
\]
\[
+ e_2^* - e_2 - \dot{\omega}_1) + e_2^* \dot{e}_2 + \frac{1}{\gamma_2} \dot{\theta}_2^T \theta_2
\]
\[
= \dot{V}_1 + z_2 (z_3 + e_2 + \alpha_2 + k_3 \dot{x}_1
\]
\[
+ \theta_2^T \xi_2(\dot{x}_3) - \dot{\omega}_1 + e_2^* \dot{e}_2 + \frac{1}{\gamma_2} \dot{\theta}_2^T (\gamma_2 z_2 \xi_2(\dot{x}_3) - \dot{\theta}_2)
\]
\[
+ z_2 (\theta_2^T \xi_2(\dot{x}) - \theta_2^T \xi_2(\dot{x}_3) + D_2).
\]
where \( D_2 = e_2^2 - e_2 \), \( |D_2| \leq D_2M \) and \( D_2M > 0 \) is an unknown constant.

Now we obtain
\[
\dot{V}_2 < \dot{V}_1 + z_2 \left( z_3 + e_2 + \frac{3}{2} z_2 + \alpha_2
\]
\[
+ k_2 \dot{x}_1 + \theta_2^T \xi_2(\dot{x}_3) - \dot{\omega}_1 \right)
\]
\[
+ e_2^* \dot{e}_2 + \frac{1}{\gamma_2} \dot{\theta}_2^T (\gamma_2 z_2 \xi_2(\dot{x}_3) - \dot{\theta}_2) + \frac{1}{2} D_2^2 + \| \theta_2 \|^2 \quad (39)
\]
We choose \( \alpha_2 \) and \( \theta_2 \) as
\[
\alpha_2 = - \lambda_2 z_2 - \mu z_2 - \frac{3}{2} z_2 - k_2 \dot{x}_1 - \theta_1^T \xi_2(\dot{x}_3) - \frac{\omega_1 - \alpha_1}{v_1}
\]
\[
\dot{\theta}_2 = \gamma_2 z_2 \xi_2(\dot{x}_3) - 2 \sigma_2 \theta_2 \quad (41)
\]
where \( \lambda_2 \geq 0 \) and \( \sigma_2 \geq 0 \) are design parameters.

Substituting equations (40) and (41) into (39) results in
where $\psi_i$ is the maximum absolute value of $\dot{\alpha}_i$.

With the $i$th step ($i = 3, 4, \ldots, n - 1$), we define the virtual error of the $i$th step as $z_i = \ddot{x}_i - \omega_{i-1}$ and the virtual error of the $(i+1)$th step as $z_{i+1} = \ddot{x}_{i+1} - \omega_i$. We define a virtual control law as $\alpha_i$. Letting $\alpha_i$ pass through a first-order filter that has the time constant $v_i$, we obtain

$$v_i \dot{\omega}_i + \omega_i = \alpha_i,$$

$$v_i(0) = \alpha_i(0).$$

By defining the filter output error as $e_i$, we have $e_i = \omega_i - \alpha_i$ and $\dot{e}_i = \frac{1}{v_i}$. The time derivative of $z_i$ is obtained as

$$z_i = \ddot{x}_{i+1} + k_3 \dot{x}_i + f_i - \omega_{i-1}$$
$$= z_{i+1} + e_i + \alpha_i + k_3 \dot{x}_i + \theta_i \dot{T} \xi_i(\ddot{x})$$
$$- \theta_i \dot{T} \xi_i(\ddot{x}) + \dot{\theta}_i \dot{T} \xi_i(\ddot{x}) + \theta_i \dot{T} \xi_i(\ddot{x}) - \omega_{i-1}$$

The Lyapunov function can be chosen as

$$V_i = V_{i-1} + \frac{1}{2} e_i^2 + \frac{1}{2} \gamma_i \dot{\theta}_i \dot{T} \theta_i$$

where $\gamma_i > 0$ is the design parameter.

The time derivative of $V_i$ is equal to

$$\dot{V}_i = \dot{V}_{i-1} + z_i(z_{i+1} + e_i + \alpha_i + k_3 \dot{x}_i + \theta_i \dot{T} \xi_i(\ddot{x})$$
$$+ e_i \dot{T} - e_i - \omega_{i-1}) + e_i \dot{e}_i - \frac{1}{\gamma_i} \dot{\theta}_i \dot{T} \theta_i$$
$$= \dot{V}_{i-1} + z_i(z_{i+1} + e_i + \alpha_i + k_3 \dot{x}_i$$
$$+ \theta_i \dot{T} \xi_i(\ddot{x}) - \omega_{i-1}) + e_i \dot{e}_i$$
$$+ \frac{1}{\gamma_i} \dot{\theta}_i \dot{T} (\gamma_i z_i \xi_i(\ddot{x})) - \dot{\theta}_i) + z_i(\theta_i^T \xi_i(\ddot{x})$$
$$- \theta_i^T \xi_i(\ddot{x}) + D_i).$$

where $D_i = e_i^T - e_i$. $|D_i| \leq D_M$ and $D_M > 0$ is an unknown constant.

Now we obtain

$$\dot{V}_i < \dot{V}_{i-1} + z_i(z_{i+1} + e_i + \alpha_i + k_3 \dot{x}_i + \frac{3}{2} z_i$$
$$+ \theta_i \dot{T} \xi_i(\ddot{x}) - \omega_{i-1}) + e_i \dot{e}_i$$
$$+ \frac{1}{\gamma_i} \dot{\theta}_i \dot{T} \theta_i)$$
$$+ \frac{1}{2} D_i^2 + \|\theta_i^T\|^2.$$ (47)

We choose $\alpha_i$ and $\theta_i$ as

$$\alpha_i = -\lambda_i z_i - z_{i-1} - \frac{3}{2} z_i - k_3 \dot{x}_i - \theta_i \dot{T} \xi_i(\ddot{x}) - \frac{\omega_{i-1} - \alpha_{i-1}}{v_{i-1}}$$

$$\dot{\theta}_i = \gamma_i z_i \xi_i(\ddot{x}) - 2 \sigma_i \theta_i$$

where $\lambda_i > 0$ and $\sigma_i > 0$ are design parameters.

Substituting equations (48) and (49) into (47) results in

$$\dot{V}_i < \dot{V}_{i-1} + z_i(z_{i+1} + e_i + \alpha_i + k_3 \dot{x}_i + \frac{3}{2} z_i$$
$$+ \theta_i \dot{T} \xi_i(\ddot{x}) - \omega_{i-1}) + e_i \dot{e}_i$$
$$+ \frac{2 \sigma_i \theta_i \dot{T} \theta_i + \frac{1}{2} D_i^2 + \|\theta_i^T\|^2}$$
$$- \left(\lambda_0 z_i - z_{i-1} - \frac{3}{2} z_i - k_3 \dot{x}_i - \theta_i \dot{T} \xi_i(\ddot{x}) - \frac{\omega_{i-1} - \alpha_{i-1}}{v_{i-1}}\right)$$
$$\dot{\theta}_i = \gamma_i z_i \dot{x}_i(\ddot{x}) - 2 \sigma_i \theta_i$$

where $\psi_i$ is the maximum absolute value of $\dot{\alpha}_i$.

For step $n$, by defining $z_n = \dot{x}_n - \omega_{n-1}$, we have

$$\dot{z}_n = u + k_n \dot{x}_1 + f_n - \omega_{n-1}$$
$$= u + k_1 \dot{x}_1 + \theta_n \dot{T} \xi_n(\ddot{x}) - \omega_{n-1}.$$ (51)

Then the Lyapunov function can be chosen as

$$V_n = V_{n-1} + \frac{1}{2} e_n^2 + \frac{1}{2} \gamma_n \dot{\theta}_n \dot{T} \theta_n$$

where $\gamma_n > 0$ is the design parameter.

The time derivative of $V_n$ is equal to
\[
\dot{V}_n = \dot{V}_{n-1} + z_n(u + k_n\dot{x}_1 + \theta_n^T \xi_n(\dot{x})) \\
+ e_{n-1} - e_n - \dot{\omega}_{n-1}) - \frac{1}{\gamma_n} \frac{n}{\theta_n} \\
= \dot{V}_{n-1} + z_n(u + k_n\dot{x}_1 + \theta_n^T \xi_n(\dot{x}) + D_n - \omega_{n-1}) \\
- \frac{1}{\gamma_n} \frac{n}{\theta_n} \dot{\theta}_n \tag{53}
\]

where \( D_n = e_n - e_{n-1} \). \(|D_n| \leq D_{nM} \), and \( D_{nM} > 0 \) is an unknown constant.

Now we can obtain

\[
\dot{V}_n < \dot{V}_{n-1} + z_n(u + k_n\dot{x}_1 + \theta_n^T \xi_n(\dot{x}) + \frac{1}{2}z_n - \omega_{n-1}) \\
+ \frac{1}{\gamma_n} \frac{n}{\theta_n} (\gamma_n \xi_n(\dot{x}) - \dot{\theta}_n) + \frac{1}{2} D_n, \tag{54}
\]

We choose \( u \) and \( \theta_n \) as

\[
u = -\lambda_n z_n - z_{n-1} - \frac{1}{2}z_n - k_n\dot{x}_1 - \theta_n^T \xi_n(\dot{x}) \\
- \omega_{n-1} - \omega_{n-1}) - \frac{1}{\gamma_n} \frac{n}{\theta_n} \theta_n \tag{55}
\]

\[
\dot{\theta}_n = \gamma_n \xi_n(\dot{x}) - 2\sigma_n \theta_n \tag{56}
\]

where \( \lambda_n > 0 \) and \( \sigma_n > 0 \) are design parameters.

Substituting equations (55) and (56) into (54) results in

\[
\dot{V}_n < \dot{V}_{n-1} - \lambda_n z_n^2 - z_{n-1} - \frac{1}{2}z_n - k_n\dot{x}_1 - \theta_n^T \xi_n(\dot{x}) \\
- \omega_{n-1} - \omega_{n-1}) - \frac{1}{\gamma_n} \frac{n}{\theta_n} \theta_n + \frac{1}{2} D_n \\
< \dot{V}_{n-1} - \lambda_n z_n^2 - z_{n-1} - \frac{1}{2}z_n - k_n\dot{x}_1 - \theta_n^T \xi_n(\dot{x}) \\
+ \frac{2\sigma_n}{\gamma_n} \theta_n^T T \theta_n + \frac{1}{2} D_n \\
\leq \frac{\lambda_{\min}(Q) - 1||\dot{x}||^2 - (\lambda_1 - 1)\mu z_1^2}{1 - 2\gamma_i} \\
- \sum_{i=1}^{n-1} \left( \lambda_{i-1} e_i^2 - \lambda_{i-1} z_{i-1}^2 \right) \\
- \sum_{i=1}^{n-1} \frac{\lambda_{i-1}}{2\gamma_i} \theta_n^T \theta_i - \left( \frac{1}{v_1} - 1 - \frac{1}{4\mu} \right) e_i^2 \\
- \sum_{i=1}^{n-1} \frac{1}{v_i} e_i^2 + M \tag{57}
\]

where

\[
M = \sum_{i=1}^{n-1} \left( 1 + \frac{2\gamma_i}{\gamma_i} \right) \theta_i^T T \theta_i + \frac{2\gamma_i}{\gamma_i} \theta_n^T T \theta_n + \frac{1}{2} \|P \theta_m\|^2 \\
+ \frac{1}{2} \sum_{i=1}^{n-1} D_{iM}^2 + \frac{1}{2} \sum_{i=1}^{n-1} \psi_i^2.
\]

**Comparisons with some previous results**

To further illustrate the contributions of this method, some comparisons with previous results in refs.\(^10,11,18,22,25-28\) will be given in this section.

(1) The control methods in refs.\(^22,28\) can deal with only the nonlinear system (58) with a matching condition:

\[
\begin{align*}
\dot{x}_i & = x_{i+1} + (i = 1, 2, \ldots, n - 1) \\
\dot{x}_n & = f(x) + g(x)u 
\end{align*} \tag{58}
\]

where the unknown functions \( g(x) \), \( f(x) \), and control input \( u(t) \) should be in the same equation of the state space model.

The control method in refs.\(^25-27\) deals with strict feedback system (59):

\[
\begin{align*}
\dot{x}_i & = f_i(x) + g_i(x) x_{i+1} + (i = 1, 2, \ldots, n - 1) \\
\dot{x}_n & = f_n(x) + g_n(x) u 
\end{align*} \tag{59}
\]

where \( x_i = [x_1, x_2, \ldots, x_i]^T \). Then \( f_i(x) \) and \( g_i(x) \) are the functions of partial state variables.

While the control method in this paper is designed for the non-strict feedback system:

\[
\begin{align*}
\dot{x}_i & = x_{i+1} + f_i(x) + (i = 1, 2, \ldots, n - 1) \\
\dot{x}_n & = u(t) + f_n(x) 
\end{align*} \tag{60}
\]

where \( x = [x_1, x_2, \ldots, x_n]^T \), and \( f_i(x) \) is the functions of whole state variables.

When the controller of the non-strict feedback system is designed by the control methods in refs.\(^22,25-28\) the virtual control signal and adaptive law of each sub-system are the functions of whole state variables. Consequently, the algebraic loop problem arises, which makes the controller design of a non-strict feedback system very difficult. Therefore, the controller design method of the non-strict feedback system (66) considered in this paper is quite different from that of the controller design methods in refs.\(^22,25-28\).

(2) Refs.\(^10,11\) proposed adaptive control methods for the non-strict feedback system (60), but unknown nonlinear functions in the system are required to satisfy a strict assumption, that there exists a strict increasing smooth function \( \phi_i(x) \) such that unknown functions \( f_i(x) \) satisfy \( |f_i(x)| \leq \phi_i(||x||) \). Moreover, all states of the system in refs.\(^10,11,22,25-28\) should be measurable. These strict limitations make control methods difficult to realize in practical applications. Therefore, control methods in refs.\(^10,11,22,25-28\) cannot be used to control a non-strict feedback nonlinear system, which does not satisfy the monotonously increasing property with unmeasurable state variables that is discussed in this paper.
(3) The constraint considered in refs.18–24 is a symmetric static constraint rather than the asymmetric time-varying constraint discussed in this paper. The control method in refs.21,29–32 can only achieve stability control because it is based on the linear observer (61):

\[
\begin{aligned}
\dot{x}_i &= x_i + 1 - k_i(y - \hat{x}_i) \quad (i = 1, 2, \ldots, n - 1) \\
\dot{x}_n &= u - k_n(y - \hat{x}_1) \\
\dot{y} &= \hat{x}_1
\end{aligned}
\]  

(61)

Different from the linear observer in refs.21,29–32 the fuzzy state observer (62) is adopted in this paper:

\[
\begin{aligned}
\dot{x}_i &= \hat{x}_i + \hat{f}_i(\hat{x}, \theta_i) - k_i(y - \hat{x}_1) \quad (i = 1, 2, \ldots, n - 1) \\
\dot{x}_n &= u + \hat{f}_n(\hat{x}, \theta_n) - k_n(y - \hat{x}_1) \\
\dot{y} &= \hat{x}_1
\end{aligned}
\]  

(62)

Because a linear observer cannot estimate the state variables effectively, it can achieve only stability control, whereas a fuzzy state observer can estimate the unmeasurable state very well, so it can achieve tracking control. Finally, most of the control methods in refs.10,11,18–25,28–32 have the “explosion of complexity” problem, whereas the control method in this paper solves this problem by using DSC technology.

**Stability analysis**

By defining the Lyapunov function of the closed-loop system as \( V = V_n \), we obtain the derivation of \( V \) as equation (57). By choosing \( \lambda_{\min}(\Omega) > 1, \lambda_i > 1 \) \((i = 1, 2, \ldots, n - 1)\), \( \lambda_n > 0, \frac{1}{v_1} - 1 - \frac{1}{4} \mu > 0 \), and \( \frac{1}{v_i} > 1.25 \), according to a lemma in a previous paper (Lemma 2 in ref.26), we obtain

\[
\dot{V} < -2\frac{\lambda_{\min}(\Omega)}{\lambda_{\max}(P)} - \frac{1}{2} \frac{1}{\dot{\epsilon}^T P \dot{\epsilon}} - 2(\lambda_1 - 1) \frac{1}{2} \log \frac{1}{1 - \epsilon^2} - \sum_{i = 2}^{n-1} \frac{1}{2} (\lambda_i - 1) \frac{1}{2} \zeta_i^2 - 2\lambda_n \frac{1}{2} z_n^2
\]

\[
- \sum_{i = 2}^{n-1} \frac{\sigma_i}{2} \sum_{j = 1}^{r_i} \theta_{ij}^T \theta_{ij} - 2 \left( \frac{1}{v_1} - 1 - \frac{1}{4} \mu \right) \frac{1}{2} e_1^2
\]

\[
- \sum_{i = 2}^{n-1} \frac{1}{2} \left( \frac{1}{v_i} - 1.25 \right) \frac{1}{2} e_i^2 + M
\]

We define

\[
C = \min \left\{ 2\frac{\lambda_{\min}(\Omega)}{\lambda_{\max}(P)}, 2(\lambda_i - 1), 2\lambda_n, 2 \left( \frac{1}{v_1} - 1 - \frac{1}{4} \mu \right), 2 \left( \frac{1}{v_i} - 1.25 \right), \sigma_i ; i = 1, 2, \ldots, n \right\}
\]  

(63)

On the basis of the initial condition \( k_i(0) \leq y(0) \leq k_i(0) \), we have \( -k_i(0) < z_i(t) < k_i(0) \), that is \( |z_i| < 1 \). Then, according to a lemma in a previous paper (Lemma 1 in ref.26), we obtain \( |z_i(t)| < 1, \forall t > 0 \), and \( V \) bounded in the set of \( [0, \infty) \). Because \( |z_i(t)| < 1 \), we obtain \( -k_i(t) < z_i(t) < k_i(t) \). Then according to \( y(t) = z_i(t) + y_d(t) \), we obtain the condition that for all \( t > 0 \), the condition \( -k_i(t) + y_d(t) < y(t) < k_i(t) + y_d(t) \) holds. Then \( k_i(t) < y(t) < k_i(t) \), \( \forall t > 0 \) can be deduced.

Integrating equation (60) over \([0, t]\), we can infer that

\[
0 < V(t) - V(0)e^{-\mu t} + \frac{M}{C}(1 - e^{-\mu t}) \leq V(t) - V(0) + \frac{M}{C}, \forall t > 0.
\]  

(66)

From equation (66), we can show that the signals of the closed-loop system, such as \( x_i(t), \hat{x}_i(t), z_i(t), a_i(t), \) and \( u(t) \), are semi-globally uniformly ultimately bounded (SGUUB). Moreover, the observer error satisfies \( ||e|| \leq \sqrt{2V(0)e^{-\mu t} + \frac{M}{C}} \), the tracking error satisfies \( |z_i| \leq \sqrt{2V(0)e^{-\mu t} + \frac{M}{C}} \), and the output of the system can be kept within the limits of the given asymmetric time-varying output constraints.

According to the definitions of \( C \) and \( M \), the observer error and the tracking error can be reduced by choosing appropriate design parameters, such as by increasing \( \lambda \), \( k_i \), \( r_i \), and \( \beta \) or by decreasing \( \sigma_i \). However, from equations (25), (40), (48), and (55) we can know that reducing observer error and tracking error will lead to an increase of the control signal. Therefore, in practical engineering, the tracking error and the control signal should be considered comprehensively when parameters are chosen.

**Simulations**

This section presents two simulation examples to illustrate the feasibility and effectiveness of the proposed control scheme.

**Example 1**

Consider the following second-order non-strict feedback system:

\[
V \leq -CV + M.
\]  

(65)
\[ \begin{aligned}
\dot{x}_1 &= x_2 + 0.25(\sin x_1)^2(\cos x_2)^2 + 0.1 \sin (2t) \\
\dot{x}_2 &= u(t) + x_1 \sin (x_2^2) + 0.1 \cos (10t) \\
y &= x_1
\end{aligned} \quad (67) \]

where \( f_1(x_1, x_2) = 0.25(\sin x_1)^2(\cos x_2)^2 \), \( f_2(x_1, x_2) = x_1 \sin (x_2^2) \), \( d_1(t) = 0.1 \sin (2t) \), and \( d_2(t) = 0.1 \cos (10t) \).

The reference signal is given as \( y_d = \sin(t) \). The constraints are given as \( \bar{k}_{c1} = -2^{t-0.1} + y_d \) and \( \bar{k}_{c1} = -2^{t+0.1} + y_d \).

Because the nonlinear functions \( f_1(x_1, x_2) \) and \( f_2(x_1, x_2) \) contain the whole state variables, the system in equation (1) is a typical non-strict feedback nonlinear system. Moreover, there does not exist a class \( K \) function \( \phi_i(\|x\|) \) such that \( |f_i(x)| \leq \phi_i(\|x\|) \), so \( f_1(x_1, x_2) \) and \( f_2(x_1, x_2) \) do not satisfy an assumption given in previous studies (Assumption 3 in refs\(^{10,11}\)). Therefore, we cannot use the control method in those studies to control the system in equation (67). However, from the simulation results, we can see that the control objective can be achieved by using the control method described in this paper.

In contrast to the linear observer in previous studies,\(^{29-32}\) this study adopts a fuzzy state observer. Because a linear observer cannot estimate the state variables effectively, it can achieve only stability control. A fuzzy state observer can estimate the unmeasurable state very well, so it can achieve tracking control.

We choose the fuzzy membership function as \( \mu_{f_i}(\hat{x}_i) = \exp\left(-\frac{(i + 2 - (l - 1)/2)^2}{2}\right) \), where \( i = 1, 2 \) and \( l = 1, 2, \ldots, 9 \), and choose the parameters as \( \lambda_1 = 1, \lambda_2 = 1, k_1 = 20, k_2 = 20, \gamma_1 = \gamma_2 = \gamma_3 = 0.1, \sigma_1 = \sigma_2 = \sigma_3 = 0.2, \beta = 0.01 \) and \( \tau = 1 \).

The state observer is designed as

\[
\begin{bmatrix}
\dot{\hat{x}}_1 \\
\dot{\hat{x}}_2
\end{bmatrix} =
\begin{bmatrix}
-20 & 1 \\
-20 & 0
\end{bmatrix}
\begin{bmatrix}
\hat{x}_1 \\
\hat{x}_2
\end{bmatrix} +
\begin{bmatrix}
20 \\
20
\end{bmatrix}
y +
\begin{bmatrix}
f_1 \\
f_2
\end{bmatrix} +
\begin{bmatrix}
0 \\
1
\end{bmatrix} u
\]

The initial conditions of the system and observer are chosen as \( \hat{x}(0) = [0, -0.2]^T \) and \( \hat{x}(0) = [0, 0.3]^T \). All the initial values of the adaptive parameters are chosen to be 0.

To show the superiority and validity of the method proposed in this paper, we compare it with a scheme in ref.\(^{16}\). The control method in ref.\(^{16}\) is an adaptive control that deals with a non-strict feedback system without considering the constraints. The related parameters and the initial conditions in both methods are similarly selected.

In the simulation, system 1 is controlled by the method in this paper, whereas system 2 is controlled by the method in ref.\(^{16}\). Figures 1 to 5 show the simulation results. From Figures 1 and 2, we can see that the output and the tracking error of system 1 can both be kept within the constraints, whereas the output and the tracking error of system 2 violate the constraints. Thus, the proposed adaptive control approach in this paper not only guarantees the boundedness of all the signals in the closed system and the tracking error converges to a small neighborhood of the origin, but also achieves better control performance than that of the control method in ref.\(^{16}\).

**Example 2**

This simulation example is of a permanent magnet brush dc motor system, which can be expressed as\(^{30}\):

\[
\begin{aligned}
\dot{x}_1 &= x_2 + x_1^2 \sin (x_2 x_3) \\
\dot{x}_2 &= \frac{x_3}{M} N \sin x_1 - \frac{B x_2}{M} + \frac{B \cos x_2 \sin x_3}{M} \\
\dot{x}_3 &= \frac{u}{L} - \frac{K x_2}{L} - \frac{R x_3}{L} \\
y &= x_1
\end{aligned} \quad (68)
\]
Figure 3. The trajectories of $x_1$ and $\dot{x}_1$ (Example 1).

Figure 4. The trajectories of $x_2$ and $\dot{x}_2$ (Example 1).

$$M = J/K_t + mL_0^2/3K_t + M_0L_0^2/K_t + 2M_0R_0^2/5K_t, \quad B = B_0/K_t, \quad N = mL_0G/2K_t + M_0L_0G/K_t, \quad J = 0.1625, \quad m = 0.0506, \quad R_0 = 0.023, \quad M_0 = 0.0434, \quad L_0 = 0.00305, \quad B_0 = 0.001625, \quad R = 0.5, \quad L = 25, \quad K = 0.9, \quad K_t = 9, \quad G = 9.8. \quad \text{The input signal is } y_d = \sin(t), \quad \text{and the constraints are } k_{a1} = -2 \times 2^{-t} - 1 + \sin(t) \quad \text{and } k_{a3} = 2^{-t} + 1 + \sin(t).$$

We choose the fuzzy membership function as $
\mu_i(\dot{x}_i) = \exp\left[-\frac{(\dot{x}_i - c_i)^2}{2\sigma_i^2}\right], \quad \text{where } i = 1, 2, 3 \quad \text{and} \quad l = 1, 2, \ldots, 5. \quad \text{We choose the parameters in the controller and in the adaptive laws as } \lambda_1 = 1, \quad \lambda_2 = 1, \quad \lambda_3 = 1, \quad k_1 = 20, \quad k_2 = 40, \quad k_3 = 80, \quad \gamma_1 = \gamma_2 = \gamma_3 = 0.5, \quad \sigma_1 = \sigma_2 = \sigma_3 = 0.25, \quad \beta = 0.01, \quad \text{and } \tau = 0.1.$

Figure 5. The control input $u(t)$ (Example 1).

The state observer is designed as

$$\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3
\end{bmatrix} =
\begin{bmatrix}
-20 & 0 & 0 \\
-40 & 1 & 0 \\
-80 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3
\end{bmatrix}
+ \begin{bmatrix}
20 \\
40 \\
80
\end{bmatrix} y + \begin{bmatrix}
\dot{f}_1 \\
\dot{f}_2 \\
\dot{f}_3
\end{bmatrix} + \begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix} u$$

The initial conditions of the system and observer are chosen as $x(0) = [0.05, 0.05, 0.05]^T$ and $\dot{x}(0) = [0.05, 0.05, 0.05]^T$. All the initial values of the adaptive parameters are chosen to be 0.

Figures 6 to 11 show the simulation results. Figure 6 shows the output $y(t)$ and the asymmetric constraints; the figure makes it clear that $\bar{k}_{a1}(t) \leq y(t) \leq \bar{k}_{a1}(t), \quad \forall t \geq 0$, and that the output $y(t)$ can track the desired trajectory $y_d(t)$ very well. Figure 7 shows the tracking error $z_1(t)$ and the error bounds. The figure shows that $z_1(t)$ always satisfies $-\bar{k}_{a1}(t) < z_1(t) < \bar{k}_{a1}(t), \quad \forall t \geq 0$. Figures 8 to 10 show $x_1$, $x_2$, and $x_3$, and their estimates $\hat{x}_1$, $\hat{x}_2$, and $\hat{x}_3$, respectively. Figure 11 shows the control input $u(t)$. The simulation results clearly show that the proposed output control scheme is capable of guaranteeing the boundedness of all the signals in the closed-loop system, such as $x_i$ and $\dot{x}_i, \quad i = 1, 2, 3,$ and $u$, without violating the asymmetric time-varying output constraints.

**Conclusion**

This paper proposes an adaptive output control scheme for uncertain non-strict feedback nonlinear systems with asymmetric time-varying output constraints. To
estimate the unmeasurable states in the system, we designed a fuzzy adaptive state observer. To satisfy the asymmetric time-varying constraints of the output signal, an ABLF was adopted. To deal with the “explosion of complexity” problem, DSC technology was used for backstepping control. Finally, the Lyapunov method was used to prove the stability of the closed-loop system and the SGUUB of signals. Moreover, the tracking error could be kept within a sufficiently small neighborhood of 0 by choosing the appropriate parameters. Future research directions are the extension of the results to switched non-strict feedback nonlinear systems and stochastic nonlinear systems.
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