Measurement of the $\phi \to \pi^0 e^+ e^-$ transition form factor with the KLOE detector
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A B S T R A C T

A measurement of the vector to pseudoscalar conversion decay $\phi \to \pi^0 e^+ e^-$ with the KLOE experiment is presented. A sample of $\sim 9500$ signal events was selected from a data set of $1.7 \text{ fb}^{-1}$ of $e^+ e^-$ collisions at $\sqrt{s} \sim m_\phi$ collected at the DAΦNE $e^+ e^-$ collider. These events were used to perform the first measurement of the transition form factor $|F_{\phi \pi^0}(q^2)|$ and a new measurement of the branching...
1. Introduction

The conversion decays of a light vector resonance (V) into a pseudoscalar meson (P) and a lepton pair, \( V \to P \gamma^* \to P \ell^+ \ell^- \), represent a stringent test for theoretical models of the nature of mesons. In these processes, the squared dilepton invariant mass, \( m_\ell^2 \), corresponds to the virtual photon 4-momentum transfer squared, \( q^2 \). The \( q^2 \) distribution depends on the underlying electromagnetic dynamical structure of the transition \( V \to P \gamma^* \).

The description of the coupling of the mesons to virtual photons is typically parametrized by the so-called Transition Form Factor (TFF), \( F_{V\gamma}(q^2) \). TFFs are fundamental quantities playing an important role in many fields of particle physics, such as the calculation of the hadronic Light-by-Light contribution to the Standard Model prediction of the muon anomalous magnetic moment [1].

Recently, the increasing interest in conversion decays was mostly driven by the discrepancy between the experimental data from NA60 [2] and Lepton G [3], and the Vector Meson Dominance (VMD) prediction for the \( \omega \to \pi^0 \mu^+ \mu^- \) TFF \( F_{\omega\pi^0}(q^2) \). Over the years, several theoretical models have been developed to explain this discrepancy [4–7]. In order to check the consistency of the models, a measurement of the \( F_{\phi\pi^0}(q^2) \) TFF, which has never been measured so far, was strongly recommended. In particular, because of its kinematics, the \( \phi \to \pi^0 e^+ e^- \) process is a very good benchmark to investigate the observed steep rise in NA60 data at \( q^2 \) close to the \( \rho \) resonance mass.

At present, the existing data on \( \phi \to \pi^0 e^+ e^- \) comes from SND [8] and CMD-2 [9] experiments which were able to extract only the value of the Branching Ratio (BR). The \( F_{\phi\pi^0}(q^2) \) TFF, hence, was never measured so far. Its modulus square enters in the calculation of the \( \phi \to \pi^0 e^+ e^- \) double-differential decay width:

\[
\frac{d^2\Gamma(\phi \to \pi^0 e^+ e^-)}{dq^2 d\cos \theta^*} = \frac{3}{8} \left( \frac{q^2}{q^2 + 2m_e^2} \right) (2 - \beta^2 \sin^2 \theta^*) \times \frac{d\Gamma(\phi \to \pi^0 e^+ e^-)}{dq^2},
\]

with \( \beta = (1 - 4m_e^2/q^2)^{1/2} \) and [10]:

\[
\frac{d\Gamma(\phi \to \pi^0 e^+ e^-)}{dq^2} = \Gamma(\phi \to \pi^0 \gamma) \frac{\alpha}{3\pi} \beta |F_{\phi\pi^0}(q^2)|^2 \left( 1 + \frac{2m_e^2}{q^2} \right) \times \left[ \left( 1 + \frac{q^2}{m_\phi^2 - m_\gamma^2} \right)^2 - \frac{4m_e^2 q^2}{(m_\phi^2 - m_\gamma^2)^2} \right]^{3/2},
\]

where \( m_e \) is the mass of the electron, and \( m_\phi \), \( m_\gamma \) are the masses of the \( \phi \) and \( \pi^0 \) mesons, respectively. \( \theta^* \) is the angle between the \( \phi \) and the \( e^+ \) direction in the \( e^+ e^- \) rest frame. Its cosine is an invariant quantity which can be written as [11]:

\[
\cos \theta^* = \frac{(q^2 + m_\phi^2 - m_\gamma^2) - 4p_\phi \cdot p_{e^+}}{\beta \sqrt{(q^2 - m_\phi^2 - m_\gamma^2)^2 - 4m_e^2 m_\phi^2}},
\]

where \( p_\phi \) is the 4-momentum of \( \phi \) and \( p_{e^+} \) of the positron.

Thanks to the large amount of collected \( \phi \) decays (~5.6 × 10^9), the KLOE experiment has been able both to perform the first measurement of the \( F_{\phi\pi^0}(q^2) \) TFF and to significantly improve the determination of the branching ratio of \( \phi \to \pi^0 e^+ e^- \).

2. The KLOE detector

DAΦNE, the Frascati φ-factory, is an \( e^+ e^- \) collider running at a center-of-mass energy of \( \sim 1020 \) MeV. Positron and electron beams collide at an angle of \( \pi/2 \) mrad, producing \( \phi \) mesons nearly at rest.

The KLOE apparatus consists of a large cylindrical Drift Chamber (DC) surrounded by a lead-scintillating fiber electromagnetic calorimeter both inserted inside a superconducting coil, providing a 0.52 T axial field. The beam pipe at the interaction region is a sphere with 10 cm radius, made of a 0.5 mm thick Beryllium–Aluminum alloy. The drift chamber [12], 4 m in diameter and 3.3 m long, has 12,582 all-stereo tungsten sense wires and 37,746 aluminum field wires, with a shell made of carbon fiber-epoxy composite with an internal wall of \( \sim 1 \) mm thickness. The gas used is a 90% helium, 10% isobutane mixture. The momentum resolution is \( \sigma(p_{\ell\ell})/p_{\ell\ell} \approx 0.4\% \). Vertices are reconstructed with a spatial resolution of \( \sim 3 \) mm. The calorimeter [13], with a readout granularity of \( (4.4 \times 4.4) \) cm^2, for a total of 2440 cells arranged in five layers, covers 98% of the solid angle. Each cell is read out at both ends by photomultipliers, both in amplitude and time. The energy deposits are obtained from the signal amplitude while the arrival times and the particle positions are obtained from the time of the signals collected at the two ends. Cells close in time and space are grouped into energy clusters. Energy and time resolutions are \( \sigma_E/E = 5.7\% /\sqrt{E} \) (GeV) and \( \sigma_t = 57 \) ps/\( \sqrt{E} \) (GeV) @ 100 ps, respectively. The trigger [14] uses both calorimeter and chamber information. In this analysis the events are selected by the calorimeter trigger, requiring two energy deposits with \( E > 50 \) MeV for the barrel and \( E > 150 \) MeV for the endcaps.

Large angle Bhabha scattering events are used to obtain luminosity, center-of-mass energy and crossing angle of the beams. A precision measurement of \( \sqrt{s} \), with negligible statistical uncertainty and a systematic error of \( \sim 30 \) keV, is routinely performed on the basis of 200 nb\(^{-1}\) of integrated luminosity. The systematic error is in fact on the absolute momentum scale, derived from the analysis of the \( \phi \) lineshape [15]. The center-of-mass energy distribution width is about 330 keV from the contributions of i) DAΦNE beam energy spread (0.06%) and ii) radiative corrections/effects. Collected data are processed by an event classification algorithm [16], which streams various categories of events in different output files.

3. Data analysis

The analysis of the decay \( \phi \to \pi^0 e^+ e^- (\pi^0 \to \gamma\gamma) \), has been performed on a data sample of 1.69 fb\(^{-1}\) from the 2004/2005 data taking campaign. The simulation of both signal and background events is based on the KLOE Monte Carlo (MC), GEANT4 [16], that includes radiative contributions to the process under study and takes into account variations of beam energy, crossing angle and machine background conditions on a run-by-run basis. The MC simulation
of the signal has been produced according to Eq. (1), assuming a point-like TFF (i.e. |f_{q(q^2)}|^2 = 1). The radiative emission from the leptons in the final state of the channel under study is also included in the simulation by means of the PHOTOS MC generator [17]. The signal production corresponds to an integrated luminosity 1000 times larger than for the collected data. The dominant contributions to background events originate from double radiative Bhabha scattering (e^+e^- → e^+e^- γγ) and from the φ → π^0γ decay, where the γ converts to a e^+e^- pair in the interaction with the beam pipe or drift chamber walls. (The φ → π^0γ with the π^0 Dalitz decay to γe^+e^- also contributes to the background but it is almost completely suppressed by the analysis cuts.) All other background events, i.e. the other φ meson decays, the non-resonant e^+e^- → ωπ^0 process and the π^0 production via γγ interaction, e^+e^- → π^0e^+e^-, were also simulated, resulting fully negligible at the end of the analysis path.

As a first step of the analysis, events are selected requiring two opposite-charge tracks extrapolated to a cylinder around the interaction point (IP) with radius 4 cm and 20 cm long and two prompt photon candidates from IP (i.e. with energy clusters E_{clus} > 7 MeV not associated to any track, in the angular region |cosθ_{γγ}| < 0.92 and in the time window (T_{φ} – T_{γ})/c < min(3ns, 2ns)). In order to enhance the signal-to-background ratio, further constraints are applied on this preselected data sample:

- a cut on the energies of the final state particles requiring: (30 < E_{γ} < 460) MeV, E_{γ} > 70 MeV, (300 < E_{γ1} + E_{γ2} < 670) MeV and (470 < E_{γ} + E_{γ} < 750) MeV;
- angular cuts: 45° < θ_{γ1}, θ_{γ2} < 135°, θ_{e^+e^-} < 145° and 27° < θ_{γγ} < 57°;
- two cuts on the invariant mass of the two photons and on the recoil mass against e^+e^- to select events with a π^0 in the final state, i.e. (90 < m_{γγ} < 190) MeV and (80 < m_{π^0e^+e^-} < 180) MeV;
- a cut on the invariant mass and the distance between the two tracks calculated at the surfaces of the beam pipe (BP) or of the DC wall surfaces;
- a cut based on the time of flight (ToF) of the tracks to the calorimeter.

All the cuts have been optimized in order to maximize the available range of the e^+e^- invariant mass spectrum for the TFF extraction. The constraints on angular and energy variables have been obtained looking at the differences between the signal and Bhabha reconstructed angular and energy distributions of final leptons and photons. The cuts on the energies and on the opening angles θ_{e^+e^-} and θ_{γγ} of tracks and clusters allow to strongly suppress the dominant background (S/B ~ 5 × 10^{-4}) from the QED process e^+e^- → e^+e^- γγ. The θ_{e^+e^-} < 145° requirement is also very effective in rejecting of the irreducible background from the γγ process e^+e^- → e^+e^-π^0, in which the final state leptons are emitted in the forward direction (i.e. at small polar angles with respect to the beam line) for this kind of events. The φ → π^0γ contamination, with the γ converting on the BP or DC walls, is suppressed by tracing back the tracks of the e^+e^- candidates, by reconstructing the invariant mass (m_{φγ}) and the distance (d_{π^0DC}) of the track pair both at the BP and DC wall surfaces. Both variables are expected to be small for photon conversion events, so that this background is suppressed by rejecting events with: m_{φγ} < 10 MeV and d_{π^0DC} < 2 cm, or m_{φγ} < 80 MeV and d_{π^0DC} < 3 cm. The cut on the time of flight to the calorimeter is used to remove residual background events with muons or charged pions in the final state. When an energy cluster is associated to a track, the ToF to the calorimeter is evaluated using both the calorimeter timing (t_{clus}) and the time along the track trajectory, namely t_{trk} = L_{trk}/c, where L_{trk} is the length of the track path. The difference ∆t = t_{clus} − t_{trk} is then evaluated in the electron hypothesis; all events with ∆t < 0.8 ns are retained for further analysis. This algorithm, together with the cut on the energies of the final particles, turns out to be crucial for reducing the contamination from the decay φ → π^0γ to a negligible level.

After all the above described cuts the overall efficiency, as estimated by the MC, is 15.4%. The efficiency is 19.5% at lower e^+e^- invariant masses, decreasing to a few percent at the highest values of momentum transfer. For this reason the analysis is limited up to √s = 700 MeV. At the end of the analysis chain, 14670 events are selected, with a residual background contamination of ~35%, equally divided between the Bhabha and φ → π^0γ component, corresponding to about 9500 signal events.

The agreement between data and Monte Carlo simulation, after all selection cuts, is shown in Fig. 1 for the √s and m_{γγ} distributions. As shown in the left panel of this Figure, in the region √s > 400 MeV the φ → π^0γ background is negligible and only the Bhabha background is present. Furthermore, as a check of Eq. (3), in Fig. 2 we show the distribution of |cosθ| as compared to the MC prediction.
In order to subtract the residual background from data, the \( e^+e^- \) invariant-mass spectrum is divided into 15 bins of increasing width (to preserve the statistics of signal candidates). In each bin of \( \sqrt{q^2} \), the \( m_{\text{miss}}^\text{min} \) distribution is fit by a sum of two Gaussian functions, parametrizing the signal, and a third-order polynomial, parametrizing the background. Some examples of the fits to the \( m_{\text{miss}}^\text{min} \) distributions are shown in Fig. 3. Apart from a global normalization, the parameters of the Gaussian functions are fixed by a fit of the MC signal distribution. The background contribution is evaluated bin by bin, without any assumption or constraint for the polynomial parameters. Once the residual background is parametrized, it is bin by bin subtracted from data.

### 3.1. Measurement of \( |F_{\phi\pi\pi}(q^2)|^2 \)

The modulus square of the TFF, \( |F_{\phi\pi\pi}(q^2)|^2 \), is a factor in front of the \( q^2 \) differential cross section (see Eq. (2)), hence it can be extracted from data by dividing the measured \( e^+e^- \) invariant-mass spectrum by the spectrum of reconstructed MC signal events, generated with a constant \( F_{\phi\pi\pi}(q^2) \), after all the analysis cuts. The result is reported in Table 1. The measured TFF is normalized so that \( |F_{\phi\pi\pi}(q^2)|^2 = 1 \) in the first bin. The errors include both the statistical and the systematic uncertainty.

The systematic uncertainty consists of two major contributions: the first due to the experimental resolution of the variables to which the analysis cuts are applied, and the second associated to the background fitting procedure.
The systematic uncertainty due to the analysis cuts is evaluated moving by $\pm 1\sigma$ all the variables on which a selection is applied. Cuts are moved once at a time, logging the deviation of counts in each bin of $\sqrt{q^2}$ from the original one. The relative deviations of counts coming from the different cuts are then summed bin by bin in quadrature to get the total relative uncertainty. When a variable is selected within a window, its edges are always moved oppositely in order to make the window wider or narrower according to the resolution. The resulting fractional uncertainty is of a few percent in most of the bins of lower $\sqrt{q^2}$, increasing up to 20% in some of the bins of higher 4-momentum transfer. There is no evidence of a single dominant cut with respect to the others; the contribution of the various analysis cuts is different for each bin of $\sqrt{q^2}$.

The systematic error associated to the fitting procedure is evaluated computing the deviation of the yield of the background function, with respect to the nominal one, when each of the four parameters is moved by $\pm 1\sigma$ while fixing the other ones according to the correlation matrix. The four contributions thus obtained are summed in quadrature to get the total uncertainty on the background yield in each bin of $\sqrt{q^2}$. This error contribution is then propagated to $F_{\phi\pi^0}(q^2)$ through the number of signal candidates in each bin, which enters in the computation. The contribution in each bin of $\sqrt{q^2}$ is of a few percent.

In Fig. 4, our results on $|F_{\phi\pi^0}(q^2)|^2$ are compared with three different theoretical predictions. The best agreement is obtained with the Unconstrained Resonant Chiral Theory (UCHT), with parameters extracted from a fit of the NA60 data [6]. We note that, as a consequence of the steepness and nonlinearity of the $e^+e^-$ invariant-mass spectrum, the TFF measured in a $\sqrt{q^2}$ bin cannot be associated to the corresponding bin center. For this reason, each experimental point of Fig. 4 is associated with a $\sqrt{q^2}$ value weighted according to the theoretical shape predicted by UCHT (see column labeled ’$\sqrt{q^2}$ UCHT’ in Table 1). As shown in Table 1, with the given bin widths, the bin center is a good approximation of the weighted $\sqrt{q^2}$ in each bin, with the exception of the very first bin, where the $m_{e^+e^-}$ function is steeper.

The transition form factors are often represented by a simple, VMD-inspired, one-pole parametrization:

$$F(q^2) = \frac{1}{1 - q^2/\Lambda^2},$$

from which the form factor slope parameter is obtained:

$$b = \frac{dF(q^2)}{dq^2} \bigg|_{q^2=0} = \Lambda^{-2}.$$

By fitting our data according to (4), we get $b_{\phi\pi^0} = (2.02 \pm 0.11) \text{GeV}^{-2}$, to be compared with the one-pole approximation expectation, $b_{\phi\pi^0} = M_{\phi}^{-2}$, and the prediction of the dispersive analysis, $b_{\phi\pi^0} = (2.52 \pm 2.68) \text{GeV}^{-2}$, of Ref. [5].

### 3.2. Measurement of $\text{BR}(\phi \rightarrow \pi^0 e^+e^-)$

The branching ratio of the $\phi \rightarrow \pi^0 e^+e^-$ decay was obtained from the background-subtracted $e^+e^-$ mass spectrum by applying an efficiency correction evaluated bin by bin:

$$\text{BR}(\phi \rightarrow \pi^0 e^+e^-) = \frac{\sum_i N_i/\epsilon_i}{\sigma_\phi \times L_{\text{int}} \times \text{BR}(\pi^0 \rightarrow \gamma\gamma)}.$$

where $\sigma_\phi$ is the effective $\phi$ production cross-section, $\sigma_\phi = (3310 \pm 120) \text{nb}$ [18], $L_{\text{int}} = (1.69 \pm 0.01) \text{fb}^{-1}$ [19] is the integrated luminosity of data, and $\text{BR}(\pi^0 \rightarrow \gamma\gamma)$ the branching ratio of $\pi^0$ into two photons [20]. $N_i$ is the number of signal candidates in the $i$th bin of $\sqrt{q^2}$ and $\epsilon_i$ is the corresponding selection efficiency, evaluated as the number of MC signal events in the $i$th bin after all the analysis steps, divided by the number of the corresponding generated events. The result covers the range $\sqrt{q^2} < 700 \text{ MeV}$ (the upper edge of the higher bin of $\sqrt{q^2}$) and is equal to:

$$\text{BR}(\phi \rightarrow \pi^0 e^+e^-; \sqrt{q^2} < 700 \text{ MeV}) = (1.19 \pm 0.05^{+0.05}_{-0.10}) \times 10^{-5}.$$

Here, the first error results from the combination of the statistical one (2.2% in fraction) with the above quoted uncertainties on $\sigma_\phi$ and $L_{\text{int}}$. The second is a systematic one due to the analysis cuts and background subtraction (see sec. 3.1). The error on $\epsilon_i$ due to the parametrization of the TFF in the MC is negligible. The result can be extended to the full $\sqrt{q^2}$ range evaluating the fraction of the integral in the $e^+e^-$ invariant-mass spectrum which is not covered by the analysis. The extrapolation has been computed according to the theoretical model that best fits the data [6]. The estimate of the total branching ratio is:

$$\text{BR}(\phi \rightarrow \pi^0 e^+e^-) = (1.35 \pm 0.05^{+0.05}_{-0.10}) \times 10^{-5}.$$

This result improves the previous measurements by SND and CMD-2 experiments and is in agreement with the theoretical predictions shown in Table 2.

### 4. Conclusions

Analyzing the conversion decay $\phi \rightarrow \pi^0 e^+e^-$, we measured for the first time the modulus square of the $F_{\phi\pi^0}$ transition form factor for $\sqrt{q^2}$ below 700 MeV. The data are in agreement with the
theoretical prediction based on the Unconstrained Resonant Chiral Theory (UChT), with parameters extracted from a fit of the NA60 data. From the same data set we obtained a value of \( BR(\phi \rightarrow \pi^0 e^+ e^-; \sqrt{q^2} < 700 \text{ MeV}) = (1.19 \pm 0.05^{+0.05}_{-0.10}) \times 10^{-5}. \) An extrapolation based on the theoretical model in agreement with the data has been used to extend the result to the full \( \sqrt{q^2} \) range. The value obtained is \( BR(\phi \rightarrow \pi^0 e^+ e^-) = (1.35 \pm 0.05^{+0.05}_{-0.10}) \times 10^{-5}, \) that improves significantly the results obtained by SND and CMD-2 experiments, and is in agreement with theoretical predictions.
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