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Abstract
Given the unprecedented scale of digital surveillance in the COVID-19 pandemic, designing and implementing digital technologies in ways that are equitable is critical now and in future epidemics and pandemics. Yet to date there has been very limited consideration about what is necessary to promote their equitable design and implementation. In this study, literature relating to the use of digital surveillance technologies during epidemics and pandemics was collected and thematically analyzed for ethical norms and concerns related to equity and social justice. Eleven norms are reported, including procedural fairness and inclusive approaches to design and implementation, designing to rectify or avoid exacerbating inequities, and fair access. Identified concerns relate to digital divides, stigma and discrimination, disparate risk of harm, and unfair design processes. We conclude by considering what dimensions of social justice the norms promote and whether identified concerns can be addressed by building the identified norms into technology design and implementation practice.
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Introduction
During the COVID-19 pandemic, the scale of digital surveillance has been unprecedented. Questions about the ethics of emerging digital surveillance and contract tracing platforms (e.g., phone location, mobility, facial recognition data) have thus risen to prominence (Kahn & Johns Hopkins Project on Ethics and Governance of Digital Contact Tracing Technologies, 2020; Parker, Fraser, Abeler-Dörner, & Bonsall, 2020). Such technologies have the potential to serve several public health purposes during epidemics and pandemics—including rapid contact tracing, enforcing quarantine and self-isolation orders, and monitoring and reporting use of public services in real-time so users can avoid overcrowding the system—and have been employed across many countries worldwide (Berman, Carter, Garcia-Herranz, & Sekara, 2020). They also have the potential to widen existing disparities via, for example, digital divides or by generating stigma and discrimination. The equitable design and use of digital surveillance technologies is thus essential during public health emergencies. In this paper, we identify what is thought to comprise equity and social justice in their design and implementation during infectious disease epidemics and pandemics.

Digital Surveillance and Contact Tracing
Digital contact tracing employs mobile phone or bluetooth signals for disease surveillance and can reduce contact transmission rates, as primary and secondary contacts of infected persons can be identified and requested to self-isolate/quarantine much faster (Wymant et al., 2021). Three broad approaches to digital contact tracing have been adopted globally. They fall along a spectrum of potential methods of digital contact tracing and reflect different approaches to preserving privacy rights versus promoting public health (Kahn & Johns Hopkins Project on Ethics and Governance of Digital Contact Tracing Technologies, 2020).

During the first three months of the pandemic, some countries, including Israel, South Korea and China, adopted a “maximal” approach, incorporating mandatory, centralized data collection systems. Israel’s government traced all citizens’ phone location data and used that data to identify with whom COVID-19 infected persons had been in contact. Close contacts of patients were placed in
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mandated quarantine to stop further contagion (Amit et al., 2020). Similarly, South Korea opted to use geolocation data without seeking consent. It additionally publicly posted information on potential hotspots for transmission, informed by cellphone location data, credit card records, and video surveillance records of COVID-19 positive patients (Mello & Wang, 2020; Robinson-Greene, 2020). In China, people were required to download an app that used geolocation to track the whereabouts of everyone who had the app, including how close they had come to others who were confirmed COVID-19 positive. Each individual was assigned a QR code, depending on their risk level, which controlled whether they could travel with no restrictions, were required to self-quarantine, or were required to enter mandatory government quarantine (Robinson-Greene, 2020).

Australia and Singapore are examples of countries that adopted a “middle ground” approach, allowing contact tracing app users to turn over both proximity data and GPS location data (i.e., mobile phone location data) to public health authorities on a largely voluntary basis (Kahn & Johns Hopkins Project on Ethics and Governance of Digital Contact Tracing Technologies, 2020). In Australia, individuals could download the CovidSafe app and would be notified if they came into contact with a person infected with COVID-19 and advised to self-isolate and get tested. Health officials could only access app data if someone tested positive and agreed to the information in their phone being uploaded. App data could only be used to help those who needed to quarantine or get tested (Australian Government Department of Health, 2021). In Singapore, the TraceTogether app is also voluntary to download but, unlike CovidSafe, shares data with the government if the user becomes subject to contact tracing because of a positive COVID-19 diagnosis (Illmer, 2021; Johnson, 2020a; Mello & Wang, 2020). Despite assurances that the data collected would only be used for contact tracing during the pandemic, TraceTogether data have been used for purposes of law enforcement, where the police accessed it during criminal investigations. By April 2020, similar apps had been rolled out in nearly 30 countries and have continued to be developed and refined during the pandemic.

In contrast to “maximal” and “middle ground” approaches, a Google and Apple contact tracing app comprised a “minimal” approach, with decentralized privacy-preserving proximity tracking and contact notification. Individuals were anonymous, none of their location data were gathered, and none of their identifiable data were shared with anyone. Apps were approved by a public health agency and users were notified if they came into contact with a (not identified) person infected with COVID-19 (Kahn & Johns Hopkins Project on Ethics and Governance of Digital Contact Tracing Technologies, 2020). The process was fully anonymized from start to finish. The implications of this in relation to the actions of those who had been notified (or ‘pinged’) vary from country to country and depend on the rules at the time.

Beyond contact tracing, some countries have used facial data and/or phone’s geolocation data to enforce restrictions on movement for people infected with COVID-19 and their contacts. New Zealand, Thailand, Kenya, Taiwan and Singapore, for example, authorized law-enforcement authorities to monitor quarantine orders remotely (Ada Lovelace Institute, 2020; Mello & Wang, 2020), incorporating smart phone location tracking to detect and impose sanctions for quarantine violations (Amit et al., 2020; Cohen, Gostin, & Weitzner, 2020). China, Poland, and Russia went further, using facial recognition software to monitor compliance with quarantine orders (Mello & Wang, 2020).

During the COVID-19 pandemic, the use of QR codes for public health purposes has also steeply risen to record access to public spaces and services. In Australia and New Zealand, for example, registration using QR codes have been required at all eating, drinking and shopping venues. QR codes were also used for airport entry upon arrival when travelling interstate in Australia. In Taiwan, travelers scan a QR code using their smartphone, which leads to an online travel declaration form that asks for their travel history and flight information, symptoms of fever or respiratory infection, and contact information in Taiwan. On the basis of their health and travel information, travelers are either sent a pass by text, asked to do home quarantine for 14 days, or instructed to self-isolate at home for 14 days (Mello & Wang, 2020).

Design and Implementation of Digital Surveillance Technologies: Equity and Social Justice

Multiple and overlapping dimensions of equity and social justice are described in the philosophical and ethics literatures relating to power relations, recognition, inclusion, distribution, and rights to self-development and adequate levels of well-being. Accounts of structural justice highlight the importance of reducing unfair power relations such as subordination, exploitation, exclusion, and violence (Powers & Faden, 2019; Young, 1990). Unfair power dynamics create unequal conditions where some have to work much harder and be much luckier to have prospects for a decent life that others are socially positioned to experience very easily (Powers and Faden 2019). Recognition-focused concepts of justice call for addressing misrecognition: devaluing social groups (disrespect, discrimination) and rendering their knowledge, needs, and perspectives invisible (silencing) (Fraser, 1997; Fricker, 2007; Santos, 2014; Young, 1990). Inclusion encompasses a right to shape a decision-making space, to be present or represented (in diversity and numbers), to raise voice, and be heard (Cornwall, 2011; Crocker, 2008; Young, 2000). It highlights the importance of ensuring all affected, including
those whose voices are often less heard, are included in deliberative democratic decision-making (Young, 1990). Inherent in existing accounts of deliberative democracy are norms such as inclusion, reciprocity, reasonableness, and transparency (Gutmann and Thompson, 2004; Young, 2000). Distributive accounts of equity and social justice address the importance of fairly distributing burdens and benefits and reducing unfair disparities in the distribution of resources (Macklin, 2005). Additional dimensions of equity and social justice address the importance of enabling self-development and human flourishing, including achieving an adequate level of health and wellbeing for all, with debate ongoing as to whether that comprises a basic, sufficient, or optimal level of wellbeing (Nussbaum, 2000; Powers & Faden, 2006; Venkatapuram, 2011; Young, 1990). Ensuring adequate health and wellbeing has both negative and positive ends (Powers and Faden, 2006). It means no one is pushed below an adequate level of health and wellbeing and that disparities in health and wellbeing, particularly involving those below an adequate level, are not made worse. It also entails bringing those below an adequate level of health and wellbeing up to such a level and reducing disparities in health and wellbeing (Powers and Faden, 2006).

Commitments to promoting social justice in pandemic contexts prompt careful consideration of the capacity of novel health technologies to both alleviate and exacerbate health and social inequities. There is growing awareness that digital health technologies pose important risks as well as opportunities (Shaw et al., 2020). These risks are particularly pronounced from an equity perspective, where certain communities might be systematically excluded from the benefits of technology. Digital divides occur when certain members of societies (e.g., elderly, certain socioeconomic or cultural groups) do not have access to the same digital tools as the wider population. As a result, the benefits of many digital health technologies—contact tracing, electronic medical records, telehealth, mhealth—may be unequally distributed amongst patients, with greater benefits accruing to those who are already socially and economically advantaged. For instance, electronic health record records’ use requires cognitive skills and health literacy that not all patients have or have equally (Spriggs et al., 2012). Equitable implementation means employing strategies to ensure digital health technologies are accessible to such patients (Shaw et al., 2020).

Digital health technologies can even contribute to and be part of larger systems of institutional oppression. Technologies powered by bad data, bad algorithmic models, or both lead to ‘high-tech’ discrimination—miscalculations, over targeting, disqualifications, and flawed predictions that affect some groups, such as historically marginalized ones, more than others (Lupton, 2016). As Char, Shah, and Magnus (2018) note, “health care delivery already varies by race. An algorithm designed to predict outcomes from genetic findings will be biased if there have been few (or no) genetic studies in certain populations. For example, attempts to use data from the Framingham Heart Study to predict the risk of cardiovascular events in non-white populations have led to biased results, with both overestimations and underestimations of risk.” Algorithms can misrepresent the health needs of racialized populations and lead to undue harm for them, widening existing health and wellbeing disparities (Shaw et al., 2020). Equitable design of artificial intelligence technologies that rely on data to train algorithms thus requires examining how existing datasets represent underserved groups (Shaw et al., 2020).

In the context of emerging digital surveillance and contact tracing formats, decisions made in relation to collecting and sharing digital data, and choosing not to, can affect equity and social justice. Decisions about whether technologies should share data, and how, can have profound beneficial and harmful effects in relation to recognition and wellbeing dimensions of social justice, such as by making different groups visible and highlighting their needs, or potentially making them targets of discrimination. As an example of the latter, restaurants and venues linked to COVID-19 cases often faced abuse or boycott (Gibert et al., 2020). It is not inevitably the case that digital approaches are more problematic in equity terms than the available non-digital alternatives. The use and sharing of data from manual contact tracing mechanisms involving the collection of names, contact details, and movement information can also be invasive and raise concerns about the equitable sharing and use of data. However, the scale and pace at which digital surveillance mechanisms have been developed and deployed during the COVID-19 pandemic, and the widespread use of personal mobile phones for data capture, do raise important new questions about equitable access to digital surveillance technologies and the equitable use of resulting datasets, which affect the distributive and wellbeing dimensions of equity and social justice.

The Contribution of this Paper
This paper identifies what is thought to comprise equity and social justice in the design and implementation of digital surveillance technologies during epidemics and pandemics. As part of a broader literature review carried out in June and July 2020 on ethical data sharing in epidemics and pandemics, we systematically identified literature relating to the use of digital technologies to collect surveillance data during epidemics and pandemics. That literature was thematically analyzed for ethical norms and ethical concerns related to equity and social justice. In our analysis, each distinct way in which the literature said digital surveillance technologies should be designed or implemented to advance equity and social justice comprised a norm. This paper reports the findings of that literature review and analysis, including
identified norms for equitably designing and implementing digital surveillance technologies and concerns related to equity and social justice that arise when such technologies are developed and implemented. We conclude by considering what dimensions of social justice the norms promote and whether identified concerns can be addressed by building the identified norms into technology design and implementation practice.

Methods

Scoping reviews seek to identify literature relevant to the research objective and may include a variety of article formats (Arksey & O’Malley, 2005; Armstrong, Hall, Doyle, & Waters, 2011). A scoping review was performed to gather literature on data sharing in infectious disease outbreaks, epidemics, and pandemics. Two searches were undertaken in June and July 2020. First, literature from the Epidemic Ethics Database was reviewed. Second, a formal literature review was performed to identify any additional articles beyond those in the Epidemic Ethics Database. From these searches, 53 documents that discussed digital surveillance technologies during COVID-19 were identified.

Epidemic Ethics Database

The Epidemic Ethics Network is a global community of bioethicists that aims to help coordinate and support real-time, contextual ethical decision-making in public health emergencies. Led by the World Health Organization, it has developed the Epidemic Ethics Database (https://epidemicethics.tghn.org/resources) to compile resources in relation to the ethical issues arising out of global health emergencies, with a current focus on the COVID-19 pandemic.

Three key word searches of the Epidemic Ethics Database were performed: (1) data and sample sharing, (2) surveillance & apps & AI, and (3) global health justice. The selection of these key words reflected key word options within the database itself and the overall study aim of identifying what is thought to comprise equity and social justice in data sharing during infectious disease epidemics and pandemics. The original searches were conducted on 2 June 2020 and repeated on 12 July 2020. No language or publication date limits were applied. (The full search strategy is available in Supplemental File 1). In total, 388 citations were identified in the formal literature after de-duplication between the four searches (Figure 1). References were imported into bibliographic software (Endnote X9).

Literature Screening

A matrix of inclusion and exclusion criteria was developed to inform screening (Figure 1). For the Epidemic Ethics Database, titles, abstracts and full-text were screened together because many articles did not have abstracts. Of the 197 articles, 149 were subsequently excluded because they did not meet any of the inclusion criteria, or could not be found or accessed (n = 1), were multimedia (n = 2), or were not in English (n = 10). All titles and abstracts from the formal literature review were assessed by the first author. In total, 84 articles from the formal literature review were included (as part of a broader study) because they discussed data sharing in infectious disease epidemics. These 84 articles were retrieved and full-text versions were further assessed for eligibility; 79 were subsequently excluded because they did not discuss digital technologies in epidemics or pandemics. To ensure rigor, a sample of 10% of full text articles included in the study was co-reviewed by the last author. Ultimately, 53 articles (5 formal, 48 Epidemic Ethics Database) were identified by the scoping review that discuss digital surveillance technologies in COVID-19. The full list of included articles is provided in Supplemental File 2.

Thematic Analysis

The 53 full-text articles that met the inclusion criteria were thematically analyzed using the approach described by Braun and Clarke (2006). That approach involves the following main steps: (1) familiarization with the data, (2) generating a coding framework, (3) searching for categories and sub-categories and (4) reviewing categories and sub-categories. A broad coding framework was developed relying on a priori categories that were selected based on the study’s research aims. The two main categories were: (1) equity and social justice-related norms of digital technologies (how should digital data be shared to advance equity and social justice) and (2) equity and social justice-related concerns
raised about digital data sharing. Subcategories within these two categories emerged from the dataset and were consistent with one or more of the aforementioned five dimensions of equity and social justice: power relations, recognition, inclusion, distribution, and rights to self-development and adequate levels of well-being. Norm sub-categories reflected where the authors of the identified literature used normative language to describe ways in which digital surveillance technologies should be designed or implemented to advance equity and social justice. The coding framework was developed by BP and refined following discussion with SB. Coding of full-text articles was performed by the first author using NVivo Version 12.

**Results**

**Digital Technology Norms Related to Equity and Social Justice**

Thirteen documents identified by the literature review made normative recommendations about how the design and implementation of digital technologies ought to be undertaken in the COVID-19 context. Ten documents identified eleven norms related to social justice and equity in app design and implementation (see Table 1). Norms for the design of digital technologies addressed the importance of fair and participatory design processes, excluding, where necessary, stakeholders associated with human rights violations. They also highlighted the importance of ensuring that designs sought to ensure equal access and the minimization of existing inequities. Norms for implementation echoed requirements for equal access, incorporating requirements for equal availability, inclusive approaches to support understanding and acceptability of digital technologies, and careful consideration of approaches to minimize harm to marginalized groups. These were complemented by norms for monitoring the social impact of interventions, including the distribution of benefits and burdens of approaches digital surveillance. A final norm explicitly addressed the importance of addressing inequities in power and ensuring that technology companies did not have sole control over the implementation of apps.

---

**Figure 1.** PRISMA diagram

---

**Exclusion Criteria**
- Materials that focus on:
  - Surveillance, clinical, research, and viral genomic (human and animal), and clinical data (only human)
  - Sharing in infectious disease outbreaks/pandemics/epidemics
  - Surveillance data sharing about animal health (e.g., cases of flu in pigs or poultry)
  - Information sharing with the public or patients during epidemics
  - Information dissemination to poultry farmers to minimize risks
  - Descriptions of data sharing system effectiveness
  - Sharing safety info about flu vaccines
  - Dissemination of misleading information to public on social media
  - Sharing prelim findings and research results (not raw datasets)
- Materials not accessible through the University of Melbourne library or the internet
- Multimedia resources
- Materials written in languages other than English
Table 1. Equity-related norms for digital technologies’ design and implementation

| Norms for design                            | Definition                                                                                                                                                                                                                                                                                                                                 | References                                                                                                                                                                                                                                                                 |
|---------------------------------------------|----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Fair participatory processes               | Meaningful participation of relevant stakeholders, such as experts in public health, data and technology, the social sciences and humanities, and privacy; the public; civil liberties advocates and civil society organizations; and the most marginalized groups. Technology companies alone should not control apps’ design. In terms of what meaningful engagement means, Kahn and the Johns Hopkins Project on Ethics and Governance of Digital Contact Tracing Technologies (2020) suggest deliberative public engagement efforts should be undertaken and their outputs integrated into apps’ design. The interests of less powerful participants should be taken into account. The Ada Lovelace Institute (2020) suggests the engagement of people across society should be as decision-makers. To build trust, public engagement should “talk directly to citizens (especially low-trust communities) through a (ideally national) conversation about what questions they need answered and which concerns must be allayed before they feel comfortable downloading the app.” | Access Now, 2020; Ada Lovelace Institute, 2020; Dubov and Shoptyawb, 2020; Human Rights Watch, 2020; Kahn & Johns Hopkins Project on Ethics and Governance of Digital Contact Tracing Technologies, 2020; Ranisch et al., 2020; Vaithianathan et al., 2020; WHO, 2020 |
| Value-based design                          | Robust public engagement activities should identify and incorporate, to the extent possible, a range of values into the design of the technology. These values may include privacy, but also efficiency, equity, liberty, autonomy, economic well-being, companionship, solidarity, or others. Technology design should reflect an appropriate balance and prioritization of identified values.                                                                                                                                                        | Kahn & Johns Hopkins Project on Ethics and Governance of Digital Contact Tracing Technologies, 2020                                                                                                                                                                                  |
| Equal access                                | Design apps should be easy to use and accessible to anyone, irrespective of the technology needed, their level of digital literacy, and type of phone.                                                                                                                                                                                                                                                        | Ada Lovelace Institute, 2020; Morley et al., 2020; Ranisch et al., 2020                                                                                                                                                                                                                                                                       |
| Design to rectify or avoid exacerbating existing inequities | Design digital contact tracing apps to (1) ensure people who already suffer from health inequalities can access them, (2) systematically track disparity indicators. Consider how the technology may affect different population groups (including children, women, people living with | Ada Lovelace Institute, 2020; Kahn & Johns Hopkins Project on Ethics and Governance of Digital Contact Tracing Technologies, 2020; Ranisch et al., 2020                                                                                                                                                                                                                                                                 |

(continued)
Table 1. (continued)

| Norms for design | Definition | References |
|------------------|------------|------------|
| Human rights protection | Exclude companies with track records of violating or facilitating human rights violations from participating in public calls to provide technological solutions to epidemics or pandemics. | Access Now, 2020 |

**Norms for implementation**

**Equal availability**
Ensure apps are free and distributed to anyone. Morley et al., 2020; Ranisch et al., 2020

**Equal access**
Ensure disparity driven gaps in access are recognized and provisions are made to address them:
1. Efforts are made to determine which groups are likely to be excluded or unlikely to adopt a digital contact tracing app. Individuals from black and ethnic minority backgrounds with historic experiences of discrimination and police surveillance may be less likely to adopt and benefit from digital contact tracing apps. Uptake of a mobile app may be also be limited among the most vulnerable groups—elderly, homeless, and economically disadvantaged—if they have no access to mobile phones.
2. Additional funding and efforts need to then support uptake of the digital contact tracing app amongst these groups.
Ada Lovelace Institute, 2020; Dubov and Shoptawb, 2020; Kahn & Johns Hopkins Project on Ethics and Governance of Digital Contact Tracing Technologies, 2020; Ranisch et al., 2020

**Avoidance/Prevention of harm to those groups already considered to be marginalized**
Consider the impacts of implementation on vulnerable groups and develop appropriate mitigation/prevention strategies. The risk of apps propagating existing patterns of disadvantage should be addressed, e.g., causing discrimination, punishment, or other rights abuses against racial minorities, people living in poverty, and other marginalized populations. Digital tools should not be used to further marginalize these groups, e.g., using them for criminal prosecution or immigration enforcement.
Human Rights Watch, 2020; Kahn & Johns Hopkins Project on Ethics and Governance of Digital Contact Tracing Technologies, 2020; Parker et al., 2020; Ranisch et al., 2020

**Public engagement**
Before implementing apps, government, public health, and digital technology leaders must engage effectively with the public, including groups considered marginalized, and other stakeholders to increase their understanding of the acceptability of digital contact tracing apps’ design features and uses and to communicate the utility, importance, oversight, and limitations of relevant apps, including their implications for individuals’ privacy and civil liberties.
Human Rights Watch, 2020; Kahn & Johns Hopkins Project on Ethics and Governance of Digital Contact Tracing Technologies, 2020; WHO, 2020

**Address inequities in power**
Ensure technology companies alone do not control the terms, conditions, or capabilities of digital contact tracing apps.
Kahn & Johns Hopkins Project on Ethics and Governance of Digital Contact Tracing Technologies, 2020

(continued)
norms unrelated to equity and social justice were suggested and discussed as well but are not reported here, including voluntariness, anonymity, security, being timebound, and proportionality.

**Concerns About Digital Technologies Related to Equity and Social Justice**

Six concerns relating to social justice and equity were discussed regarding sharing digital surveillance data: digital divides, stigma and discrimination, disparate risk of fear and harm, surveillance creep, unfair processes of design, and eroding democracy and public trust. The digital divide, stigma and discrimination, and disparate risk of harm are each linked to potentially widening existing disparities in wellbeing. Stigma and discrimination are also recognition-related injustices and disparate risk of harm raises concern about distributive injustice. Surveillance creep, unfair processes of design, and eroding democracy and public trust relate to the inclusion dimension of social justice.

**Digital Divides.** Concerns were expressed in the reviewed literature that the most vulnerable members of societies (e.g., elderly, certain socioeconomic or cultural groups) may often not have access to the same digital tools as the wider population. This may present issues when population-level inferences are made from surveillance data generated from digital technologies primarily used by urban, younger, and higher socioeconomic groups (Chunara & Cook, 2020). Using such data could ‘‘skew predictions, diagnoses, risk scores, and decisions about where, or to whom, finite resources and care should be prioritized’’ (Bayram, Springer, Garvey, & Ozdemir, 2020). In the current COVID-19 pandemic situation, specific concerns arose that assessments of the efficacy of social distancing interventions or measurements of community disease burden could not guide policy appropriately if certain populations were omitted from such analyses (Chunara & Cook, 2020). Instead, decisions could be taken that amplify existing inequities in the allocation of public goods, or favor certain kinds of lives more than others, exacerbating existing health inequities (Buzzell, 2020).

In terms of maximalist and middle-ground contact tracing apps, which share individuals’ location and health data during epidemics and pandemics, existing disparities in digital literacy and smartphone ownership within and between countries could result in apps’ use and benefits being unevenly distributed. In 2019, two-thirds of the world’s population did not own a smartphone, many of whom live in low and middle-income countries (Gasser, Ienca, Schiebner, Sleigh, & Vayena, 2020). Within countries, evidence has shown that individuals with lower levels of education, individuals living in rural areas, the elderly, minorities, the economically disadvantaged, the homeless, and individuals less fluent in a country’s main language can be less likely to have basic digital skills or to own a smartphone (Ada Lovelace Institute, 2020; Dubov & Shoptawb, 2020; Gasser et al., 2020; Luciano, 2020). For example, in the European Union, only about 31% of people with low education levels or no education have at least basic digital skills. 49% of those living in rural areas have basic digital skills compared with 63% in urban areas (Luciano, 2020). Concerns thus arose in the identified literature that contact tracing apps may widen existing health disparities because many of the groups/countries with less access to smartphones or digital skills already experience worse health than other groups/countries with better access (Ada Lovelace Institute, 2020; Buzzell, 2020; Gasser et al., 2020; Kahn et al., 2020; Luciano, 2020).

**Stigma and Discrimination.** Stigma and discrimination can result from biases within the digital technology itself and from the uses to which the data it collects are put (Kahn & Johns Hopkins Project on Ethics and Governance of Digital Contact Tracing Technologies, 2020; Luciano, 2020; Morley, Cowls, Taddeo, & Floridi, 2020; Ranisch, 2020). Stigma and discrimination of individuals can occur

| Table 1. (continued) |  |
|-----------------------|---------------------|
| Norms for design       | Definition          | References                                                                |
| Monitoring and evaluation to assess social impact of app implementation, including whether benefits and burdens are equally distributed | Ensure that the benefits and burdens of digital contact tracing apps are distributed fairly. Entails measuring the social impact of apps on individuals and communities, especially those who are considered marginalized. Public engagement is an important tool for assessing apps’ social impact. | Ada Lovelace Institute, 2020; Kahn & Johns Hopkins Project on Ethics and Governance of Digital Contact Tracing Technologies, 2020; Morley et al., 2020; Parker et al. 2020 |
when data collected by digital technologies are used to identify individuals as being infected with the disease driving the epidemic and/or as residing in an area designated high-risk (Berman et al., 2020). For example, in South Korea, the government tracked and publicly released detailed location data of people confirmed and suspected to be infected by COVID-19, including when they left for work, whether they wore masks in the subway, the name of the stations where they changed trains, and the names of the clinics where they were tested. As reported in the New York Times, these data were used to identify people by name and harass them (Access Now, 2020). Spatial and group stigmatization can occur when digital data are used to generate maps showing that certain businesses, neighborhoods, or postcodes are hotspots. If specific groups are known to live in those areas or own those businesses, they can be stigmatized as a result (Gibert et al., 2020). Where digital data are stratified by demographics like race, this also runs the risk of generating stigmatization and discrimination of particular groups (Gasser et al., 2020; Labrique, 2020). For example, in China, the government-supported contact tracing app designates threat levels based on where people are from or where they have recently visited. Concern was raised that the app’s decision-making metrics may be discriminatory against certain regions or groups within China (Robinson-Greene, 2020).

Disparate risk of fear and harm. Groups that are already marginalized by social norms and institutions may experience greater fear of harm from having their data collected (Kahn & Johns Hopkins Project on Ethics and Governance of Digital Contact Tracing Technologies, 2020). “For many, institutionalized racism, massive income inequality, lack of legal support or protections, and violence at the hands of police, makes contact tracing measures frightening and dangerous” (Bush & Leins, 2020). In such contexts, the impact of a society’s use of digital technologies has a disproportionate impact on the psychological well-being of members of marginalized groups. Digital technologies could further expose such groups to greater risk of harm or further marginalize these groups by, for example, using digital data for criminal prosecution or immigration enforcement (Dubov & Shoptawb, 2020).

Surveillance Creep. Surveillance creep is a related concern that digital technologies will be used for purposes unrelated to public health during and following the pandemic. These may not be made transparent to the public or may be added after they have already signed up for contact tracing app (Berman et al., 2020; Gibert et al., 2020; Knight, 2020; Mello & Wang, 2020; Ranisch, 2020). The potential for government officials and private companies to take advantage of the emergency and put surveillance measures enacted in the name of fighting a pandemic to other uses is real. Since 9/11, information acquired via surveillance on national-security grounds has been used to prosecute drug crimes, food-stamp and mortgage fraud, and lying on bank statements. Conversations recorded by an Amazon Echo and heart-rate data tracked by a Fitbit have been used in criminal investigations (Giglio, 2020). In the COVID-19 pandemic, specific concerns have been raised that digital data could be used by law enforcement to track citizens by linking their data to other things like their use of the health system or consumer habits, to track the activities of political dissidents, to share data with the private sector for commercial purposes, and/or to monitor people when they are working from home (Sweeney, 2020; Volkin, 2020; Xafis, Schaefer, Labude, Zhu, & Hsu, 2020). This form of tracking could be used in ways that target certain groups or minorities more than others. Heightening risk of “snowballing into state-sponsored mass surveillance” was also flagged as a danger (Access Now, 2020).

Unfair Design Processes. During the COVID-19 pandemic, large technology companies, including Google and Apple, have become major players in disease management, with significant control over digital health technologies (Kahn & Johns Hopkins Project on Ethics and Governance of Digital Contact Tracing Technologies, 2020; Sweeney, 2020). Such companies have designed contact tracing apps for use by governments in the fight against coronavirus. Concerns have arisen that the design choices made when building an app are value-laden and companies are not the appropriate actors to decide which values and interests are favored. Calls have been made for technologies to be designed and evaluated by democratically elected governments and to ensure that technology companies do not “control the terms, conditions or capabilities” of digital contact tracing (Albergotti, 2020). To date, such apps have tended to favor privacy and users over maximizing public health and utility in their decision-making (Johnson, 2020b).

Who is included and excluded and how decision-making occurs (in public or confidentially, with or without debate and discussion) are related concerns about the overall fairness of the contact tracing app design process. For example, Mello and Wang (2020) highlighted the app design process in the United States as having several shortcomings:

A group of technology companies convened by the White House to discuss potential uses of technology to combat COVID-19 has no evident agenda, public or stakeholder group representation, or set of guiding principles. Ethicists and legal experts do not appear to be involved. No processes (for example, adaptation of the notice-and-comment period used for administrative rule-making) have been created for the public to give input. (p. 954)

Lack of transparency, public discussion, and accountable democratic political debate were also flagged as unfair features of contact tracing app design processes (Sweeney, 2020).
**Eroding Democracy and Public Trust.** Concerns were voiced that digital technologies may weaken public trust and democracy if they threaten privacy, are poorly designed, and/or are badly communicated to the public. Where digital technologies encroach upon people’s privacy too much, they may leave “people feeling as if they’ve lost control not just over their government, but over their personal life—and the ability to think, act, and communicate without the expectation that someone is watching or listening is fundamental to a thriving democracy” (Giglio, 2020).

**Discussion**

COVID-19 has exacerbated existing inequalities, leading to calls for public health responses to the pandemic to focus on equity and social justice (Jensen, Kelly, & Avendano, 2021; Kelley et al., 2020; Paremoer, Nandi, Serag, & Baum, 2021; Perry, Aronson, & Pescosolido, 2021; The Lancet Public Health, 2021). Contract tracing and digital surveillance have critical roles to play in informing public health responses and should be used in ways that promote collective interests and that are fair and equitable. This study analyzed literature on digital technologies used to collect surveillance data during epidemics and pandemics to investigate what norms have been identified for fairly and equitably designing and implementing such technologies and what concerns related to social justice and equity have been reported. This discussion considers what dimensions of social justice the norms promote and whether the identified concerns can be addressed by building the identified norms into technology design and implementation practice.

The norms identified in this study advance each of the five dimensions of equity and social justice outlined in the introduction: power relations, recognition, inclusion, distribution, and rights to self-development and adequate levels of well-being. Norms calling for equal access, availability, and monitoring and evaluation speak to ensuring a fair distribution of digital technologies’ burdens and benefits. To appropriately promote social justice and equity in epidemics and pandemics, care is needed to develop evaluation strategies that are granulated to identify any differential impacts on specific groups within surveilled populations. It is also important that such technologies are accessible within populations, including by socially marginalized groups, to promote fair distribution of the benefits of such technologies’ use. Human rights norms seek to protect the wellbeing of socially marginalized groups by preventing companies with track records of violating or facilitating human rights violations from designing and implementing digital technologies. Norms addressing power seek to curb the power of technology companies in digital technologies’ design and implementation and to prevent relations of subordination (where a privileged few determine rules and make decisions for others) from being created or exacerbated in relation to digital technologies (Powers & Faden, 2019).

Norms calling for value-based design and to avoid harming marginalized groups help promote the two dimensions of recognition: respect and visibility. These norms highlight the importance of designing and implementing digital technologies in ways that avoid generating stigma and discrimination. Value-based design entails robust public engagement activities to make visible and incorporate, to the extent possible, a range of values from different groups into the design of the technology. Finally, norms for fair design processes promote inclusion. They require the meaningful participation of a wide range of stakeholders through deliberative decision-making processes. They call for the participation of members of the public, including socially marginalized groups, in decision-making about digital technologies’ design.

The six concerns described in the paper spanned several dimensions of equity and social justice. Each of the six concerns could potentially be addressed by building the identified norms into app design and implementation practice. Where norms for equal access to digital technologies and for monitoring and evaluating the distribution of their implementation’s burdens and benefits guide technologies’ design and use, they can help minimize the impact of the digital divide and thus address concerns about it widening disparities. Building in norms for avoiding harming marginalized groups and promoting human rights protection during technologies’ design and implementation can help mitigate the risk of stigma and discrimination. Implementing norms that limit private companies’ power and ensure fair design processes can mitigate concerns raised about procedurally unfair design and implementation of digital technologies. The risk of surveillance creep may be reduced where digital technologies’ design and implementation is guided by norms that limit private companies’ power and public engagement norms that demand transparency regarding how technologies and people’s data will be used. Concerns about eroding democracy arise if digital technologies threaten privacy, are poorly designed, and/or are badly communicated to the public. Where norms of fair design processes, value-based design, and public engagement effectively guide digital technologies’ design and implementation, they can reduce such threats.

**Best Practices**

Given the unprecedented scale and pace of development and implementation of digital surveillance technologies in the COVID-19 pandemic, designing and implementing digital technologies in ways that are equitable is critical now and in future epidemics and pandemics. We recommend that those involved in designing and implementing such technologies seek to uphold the norms identified in this study in their practice. This includes researchers, other developers of digital technologies such as Google and Apple, and the
public health officials who deploy them in contact tracing. The eleven norms (Table 1) provide a valuable guide to the equitable design and implementation of digital technologies during infectious disease epidemics and pandemics.

Research Agenda

Although the concerns described in the paper could be addressed by building the identified norms into app design and implementation practice, some norms may still require further specification. In particular, further consideration of norms of fair design process, value-based design, and design to rectify inequities have the potential to help digital technologies in epidemics and pandemics better advance social justice and equity. Norms of fair design process could provide greater direction on several aspects of meaningful inclusion—namely, what design features the public should have a say in, who should lead engagement processes, what stages of the design process the public should be involved in, where public engagement should happen, and what ground rules should govern the process (Pratt, 2019a, 2019b).

In value-based design, robust public engagement activities could identify and incorporate, to the extent possible, a range of values into the design of the technology. Yet there are likely to be competing values and priorities, as evidenced, for example, in other contested policy responses to pandemics (wearing masks, lockdowns, etc.). It is thus important to further consider how public engagement should be conducted and inclusive approaches implemented.

When designing to rectify inequities, careful consideration is needed of what supports may be required for health needs identified by digital surveillance technologies, especially for those who are socially marginalized or vulnerable. These may include, for example, features that assist individuals to self-isolate and access COVID-19 testing. Diversity in the teams who develop digital technologies can also promote epistemic justice by bringing different perspectives and ways of knowing to the table, which in turn can help mitigate the risk of coding bias. Future research can specify norms to avoid coding bias and further investigate whether any additional norms are needed for digital technologies to help advance the various dimensions of social justice and equity during epidemics and pandemics. Considering that epidemic and pandemic situations require data for prompt action and response, it would also be helpful for future studies to delineate new models of operationalizing responsible and transparent digital technology governance, as well as oversight mechanisms, in order to adhere to the norms of design and implementation outlined in the study.

This review found a substantially more comprehensive consideration of equity and social justice norms in the literature on digital surveillance technologies than in the literature on sharing research data in epidemics and pandemics (Pratt & Bull, 2021). For instance, norms of reducing inequities and inclusion have been described for digital surveillance technologies but not for research data sharing. Further research should explore how the equity-related norms for digital surveillance technologies outlined above can inform the identification and articulation of equity-related norms for research data sharing during epidemics and pandemics.

Educational Implications

The findings of this study are pertinent for education programs that train technology developers, digital health professionals, and/or public health professionals and researchers. Bringing together public health, computer science, and digital information technologies, universities are now offering degree programs in digital health. It is important to ensure that these degree programs and other digital health training programs promote norms for the equitable design and implementation of digital surveillance technologies during epidemics and pandemics. Education programs should ensure students understand what the norms mean and how they should be upheld and applied, in addition to being able to identify ethical concerns that may arise in practice.
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