Every eukaryotic genome-sequencing project to date has revealed the presence of thousands of novel predicted genes. Researchers interested in functional genomics now face some formidable challenges: defining how many unknown genes are yet to be discovered and working out what they do. Now, in Journal of Biology [1], Timothy Hughes and colleagues show that techniques that were first applied to yeast can be used to predict gene function in mice (see 'The bottom line' box for a summary of the work).

Hughes became something of a microarray aficionado during his postdoc at Rosetta Inpharmatics, LLC in Seattle, USA. He and his colleagues there demonstrated that a careful combination of genome-wide microarray analysis of gene expression patterns and sophisticated statistical methods could be used to predict gene function. Specifically, they showed that patterns of transcriptional co-regulation could effectively predict the biological function of novel genes [2]. But those impressive studies were performed in a unicellular yeast, which has around 6,000 genes in total. It wasn’t clear how well the approach would fare with larger mammalian genomes and the complexity of multicellular organisms. When Hughes moved to the University of Toronto, Canada, he was eager to give it a try. Mark Gerstein of Yale University says that the Hughes study has tackled an important problem in functional genomics: “That is, translating ideas that were found applicable in simple unicellular organisms to more complicated mammalian systems.”

**A mountain of microarray data**
Hughes’ first concern was which genes to spot onto his microarray slides (see the ‘Background’ box). Researchers are
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**The bottom line**

- Genome-wide studies of gene expression in yeast, using microarrays, showed that patterns of transcriptional co-regulation can predict the biological function of novel genes.

- Microarrays have also been used to analyze the expression of 40,000 known or predicted mouse mRNAs across a range of 55 tissues.

- Sophisticated machine-learning algorithms (support vector machines) can assign genes to transcriptional co-regulation groups, and these can be matched to predicted functional categories, using Gene Ontology, to predict gene function.

- The results challenge the conventional wisdom that tissue-specific expression is indicative of gene function in mammals.

- The enormous gene-expression dataset generated during the study will be an important open resource for future functional studies in mice.
still undecided about how many genes make up a mouse. “There is no ‘gold standard’ cDNA database for mouse genes,” explains Hughes. His team chose to start with a single source, the XM sequences from NCBI (see Table 1 for a list of the resources mentioned in this article). “We downloaded the XM collection from the NCBI. It’s almost certainly not perfect, as it’s all done using draft genome sequence, but it seems to contain a large majority of the known genes and a bunch of predicted genes, many of which were detectable on the arrays,” says Hughes. “The collection contains about 75% of the current RefSeq sequences, it contains the majority of Ensembl genes, but it’s missing a lot of the RIKEN clones.” The team then made a single 60-residue oligonucleotide for each of the potential genes.

The Hughes team next got hold of as many different sources of mouse mRNA as they could and hybridized them to the microarrays carrying over 40,000 spots. They found that 21,622 transcripts were expressed in at least one of the 55 tissues examined. “We didn’t really expect everything to be expressed,” comments Hughes (see the ‘Behind the scenes’ box for more of the rationale for the work). “We mostly looked at adult tissues and we tried not to look at stress responses.” He notes, however, that the latest estimates for the number of mouse genes are somewhere around the 20,000 to 25,000 mark.

Mining the resulting data mountain required a sophisticated bioinformatic approach. “You have to know what you are looking for and be able to formulate questions mathematically and execute them on a computer,” notes Hughes. Hughes teamed up with computational colleagues in Brendan Frey’s team and applied some fancy statistical tricks, such as ‘variance stabilizing normalization’, to allow comparison across the tissues, and implemented a learning algorithm called a support vector machine (SVM) [3]. “If you have a bunch of points in two- or three-dimensional space, an SVM looks for ways to distinguish between the ones that have a given feature and the ones that don’t. No one had used SVMs before on this scale. If we have 55 tissues, then we are looking at 21,000 objects in a 55-dimensional space and trying to separate the ones that have a function from those that don’t.”

The statistical analysis revealed that quantitative co-expression could identify groups of genes with related functions; the functions were determined as similar because annotation designated the genes as belonging to the same functional category within the Gene Ontology (see Figure 1). In
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**Background**

- High-density **microarrays** (often referred to as ‘DNA chips’) are powerful tools for analyzing the expression profiles of all transcripts under multiple conditions. Microarrays contain thousands of spots of either cDNA fragments corresponding to each gene or short synthetic oligonucleotide sequences. By hybridizing labeled mRNA or cDNA from a sample to the microarray, transcripts from all expressed genes can be assayed simultaneously; one microarray experiment can give as much information as thousands of northern blots.

- The National Center for Biotechnology Information (NCBI) has created many resources for genome **annotation**, the process of identifying all genes and ascribing functions to the proteins that they encode. The XM **sequence database** contains about 40,000 known and predicted mRNA sequences generated automatically by an ab initio gene-identification computer algorithm.

- NCBI’s **RefSeq** project provides a curated database of non-redundant DNA, RNA and protein sequences for major model organisms. RefSeq sequences are substantially based on sequence records from GenBank, which in turn comprises original data from gene- and genome-sequencing projects. An independent database is maintained by the RIKEN Institute in Japan and contains the sequences of over 60,000 full-insert mouse cDNAs. A third source of annotated sequences is the Wellcome Trust’s Ensembl project, which automatically annotates metazoan genome sequences.

- A **support vector machine** (SVM) is a supervised learning algorithm (or computer program). The algorithm addresses the general problem of learning to discriminate between positive and negative members of a given class of n-dimensional vectors. The SVM works by mapping a given training set into a multi-dimensional space and attempting to locate in that space a plane that distinguishes between different groups.

- The **Gene Ontology** is a controlled vocabulary consisting of three structured networks of defined terms that are used to describe the attributes of gene products in terms of Molecular Function, Biological Process and Cellular Component.
fact, the SVM method was so effective that it could be used to predict functions for hundreds of genes of unknown function; indeed, the SVM was a much better predictor of gene function than were the simple tissue-specific gene-expression patterns.

The Canadian group is not the first to carry out such large-scale analyses of mammalian gene expression [4-6]. “But what I like about this paper is that it’s really rock solid,” says Stuart Kim of the Stanford University Medical Center, USA. “This is really believable stuff. It is really well grounded in the

### Table 1

The online genome-annotation and gene-listing resources described in this article

| Resource                        | URL                              | Contents                                                                 |
|---------------------------------|----------------------------------|---------------------------------------------------------------------------|
| NCBI XM sequences (from the non-redundant (NR) database) | http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=Protein | Non-redundant protein entries from a variety of sources, including translations from annotated coding regions in GenBank and RefSeq |
| RefSeq                          | http://www.ncbi.nlm.nih.gov/RefSeq/ | A comprehensive, integrated, non-redundant set of sequences, including genomic DNA, transcript (RNA), and protein products, for major model organisms |
| Ensembl                         | http://www.ensembl.org/          | Annotated metazoan genomes                                                |
| RIKEN FANTOM cDNA database      | http://fantom.gsc.riken.jp/      | Functional annotation of mouse full-length cDNA clones                    |
| Gene Ontology                   | http://www.geneontology.org     | Genes annotated according to three structured networks of defined terms   |

![Figure 1](http://jbiol.com/content/3/5/19)  
Correspondence between gene expression patterns and GO annotations. Significance values resulting from applying a statistical test to each correlation of a Gene Ontology functional category with expression in the indicated tissues shown with colors. See [1] for further details.
Behind the scenes

*Journal of Biology* asked Timothy Hughes about the background and outlook for his ambitious project to map the functional landscape of the mouse genome.

**What motivated you to embark on the mouse microarray project?**
My group has mostly worked on yeast in the past. We had a lot of success using microarrays to look at how gene expression can be used to predict gene functions and to find transcriptional regulatory pathways. So, when the mouse genome came out we thought that this was a reasonable thing to try, assuming that if it worked in mouse it would probably work in humans. There was the added bonus that we could use the microarrays to validate the expression of predicted genes and contribute to the big goal of finding all mammalian genes.

**How long did the experiments take and what were the steps that ensured success?**
It took about two years: one to get the data and another year to do the analysis. We did several things differently from other groups looking at expression in different tissues: first, we think it was a good choice to use NCBI's XM gene collection. Then, we tested all the tissues from labs in the Toronto area and I hired a medical student, Richard Chang, to dissect mice over the summer to obtain the tissues we were still missing. Our bioinformatics collaborators, Brendan Frey and his postdoc Quaid Morris, were also indispensable; without them our paper would look an awful lot like many other microarray papers.

**What was your initial reaction to the results and how were they received by others?**
We were happy to see a good correspondence between gene expression patterns and functional categories. It's not trivial to figure out how all the genes are regulated or how to use that data to figure out their functions, but it's worth doing. I think that it's helpful to look at the co-regulation patterns in an arbitrary sense rather than getting hung up on exactly what tissue a pattern corresponds to. That's the aspect that people are most surprised about, and some members of the mammalian research community are skeptical about whether it's right. But we saw the same thing in yeast, that genes are co-regulated in functional groups.

**What are the next steps?**
We are collaborating with local labs that do gene-trap mutagenesis and make knockout mice. We plan to test several dozen of our functional predictions, but these experiments literally take years. An important point here is that showing that it works once or twice from a biological standpoint is actually not as rigorous, from a statistics standpoint, as doing the full cross-validation test which we did in the paper. Also, we will probably work on computational approaches to find possible cis-regulatory sites.

An open resource at the click of a mouse
Hughes' analysis revealed that the results from the extensive mouse tissue-specific dataset correlates very well with the results of studies from other laboratories. One notable feature of the Hughes dataset is that it has been made openly accessible to the research community [1,7]. The additional data with the published article, and the Hughes lab website, provide information about the microarray oligonucleotide sequences, the SVM predictions, gene annotation, and so on, all of which can be downloaded without restriction and free of charge.

Kim points out that this is really important. "I think that every person that works on mice should now go to this study and type in the name of their favorite gene(s) and see where it is expressed in 55 tissues. It will cost nothing and then you will know where it is expressed strongly. You can make sure there are no hidden surprises [in your experiments] or find out what the hidden surprises are." Hogenesch concurs: "Most users will use the
database to see where their gene of interest is expressed and what pathway it might participate in. Others will use the dataset itself to ask questions using other methodologies (tissue-specific gene expression, regulatory-element analysis, functional classification, and so on). The types of things you can do with a dataset like this are numerous, which is why it’s important that the data are available.”

Kim’s group is building large genetic networks based on microarray datasets [8]. “We use more than just tissue specificity to build our networks – we use everything that we can grab. So, we will go and grab these data and fold them into ours. Our next paper will include 1,700 mouse microarrays folded into the human-yeast-fly-worm networks. In worms, many labs have used our resource and published some pretty awesome papers based on the genetic network.” Kim thinks that the networks will be even more powerful in accelerating the pace of research in mammalian systems, where classical experimental approaches are slow and expensive. Mark Gerstein agrees: “This is an important advance in helping to unravel the functions of the tens of thousands of human genes using functional genomics approaches.”

Hughes has enjoyed the transition from studying yeast to working on mice, and is eager to collaborate with mouse geneticists to test some of the predictions that come out of the current study. And he wants to understand more about the correlation between co-regulation patterns and gene function. “As a yeast researcher the thing that blows my mind is how many things animal cells do. I learned a lot just looking at all the functional categories and Gene Ontology,” admits Hughes. “The correlation between transcriptional co-regulation and function is very strong. It’s much, much higher than you would get if genes were just expressed at random. But it’s not absolute either. So, annotating function is a hard problem to crack and that gives us plenty to work on.”
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