Phase diagram of twisted bilayer graphene at filling factor $\nu = \pm 3$
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We study the correlated insulating phases of twisted bilayer graphene (TBG) in the absence of lattice strain at integer filling $\nu = \pm 3$. Using the self-consistent Hartree-Fock method on a particle-hole symmetric model and allowing translation symmetry breaking terms, we obtain the phase diagram with respect to the ratio of AA interlayer hopping ($w_0$) and AB interlayer hopping ($w_1$). When the interlayer hopping ratio is close to the chiral limit ($w_0/w_1 \lesssim 0.5$), a quantum anomalous Hall state with Chern number $\nu_c = \pm 1$ can be observed consistent with previous studies. Around the realistic value $w_0/w_1 \approx 0.8$, we find a spin and valley polarized, translation symmetry breaking, state with $C_{2z}T$ symmetry, a charge gap and a doubling of the moiré unit cell, dubbed the $C_{2z}T$ stripe phase. The real space total charge distribution of this $C_{2z}T$ stripe phase in the flat band limit does not have modulation between different moiré unit cells, although the charge density in each layer is modulated, and the translation symmetry is strongly broken. Other symmetries, including $C_{2z}$, $C_{2x}$ and particle-hole symmetry $P$, and the topology of the $C_{2z}T$ stripe phase are also discussed in detail. We observed braiding and annihilation of the Dirac nodes by continuously turning on the order parameter to its fully self-consistent value, and provide a detailed explanation of the mechanism for the charge gap opening despite preserving $C_{2z}T$ and valley $U(1)$ symmetries. In the transition region between the quantum anomalous Hall phase and the $C_{2z}T$ stripe phase, we find an additional competing state with comparable energy corresponding to a phase with a tripling of the moiré unit cell.

I. INTRODUCTION

Twisted bilayer graphene (TBG) at magic angle hosts a wealth of correlated insulating and superconducting phases, and as such is one of the most significant experimental discoveries in the recent years [1–25]. It also triggered a number of theoretical studies, in particular for the emerging strongly interacting insulating phases at integer fillings [26–54]. Among them, a particularly interesting case corresponds to filling one of the eight active flat bands of TBG, namely the filling $\nu = -3$ (or its analogue for holes, namely $\nu = +3$). There is a rich variety of candidate states for $\nu = \pm 3$ depending on factors such as the strength of interlayer hoppings, strain of the lattice, or external fields. The experimental results at this filling factor also depend on the specific setup: the quantum anomalous Hall (QAH) effect was observed when the sample is aligned to the hexagonal boron nitride (hBN) substrate [16] or subject to an external magnetic field [9, 19, 23, 25], but not without the hBN alignment and at zero magnetic field [10, 11].

The nature of the insulating phase at $\nu = \pm 3$ has been studied by various theoretical and numerical methods, including strong coupling expansion [28, 47], mean field approximation [29, 32, 34, 40, 50, 54], DMRG [40, 41] and exact diagonalization [45, 49], in which multiple types of candidate states are proposed. These theoretical studies have shown that the insulating states are close to Slater determinant wavefunctions with Chern number $\nu_C = \pm 1$ [32, 34, 40, 41, 45, 47, 49] when the interlayer hoppings satisfy $w_0/w_1 \lesssim 0.5$, in which $w_0$ and $w_1$ are related to the values of AA and AB interlayer hoppings. However, the nature of the ground state at a larger – and perhaps more realistic – value of $w_0/w_1 \approx 0.8$ [55–58] at $\nu = -3$, where the Chern insulator with $\nu_C = \pm 1$ disappears, is still a matter of debate [28, 32, 40, 41, 48–50]. For instance, the charge neutral excitations found in Ref. [48] by perturbing the Chern insulator wavefunction with such larger values of $w_0/w_1$ contain states with negative energy at non-zero momentum, in agreement with exact diagonalization results [49]. Condensation of such charge neutral states at finite momentum would lead to states with broken translation symmetry. In Ref. [50], mean-field study also suggested Kekulé spiral state with broken translation symmetry in the presence of lattice heterostrain, although – in contrast to this work – no translation symmetry breaking insulating state with zero Chern number was found without strain. In addition, semimetal states with broken rotation symmetry were also found to be highly energetically competitive in Refs. [40, 41].

To settle this question, we calculate the phase dia-
gram of interacting TBG at integer filling $\nu = -3$ by varying the ratio $w_0/w_1$ in the absence of strain by using the self-consistent mean field Hartree-Fock method. The self-consistent mean field order parameter allows hybridization between states with different momenta, which in turn allows translation symmetry breaking with enlarged unit cells. When the value of $w_0/w_1$ is small, we observe a QAH state, consistent with the results discussed in Refs. [34, 40, 41, 45, 47, 49]. Near a realistic value of $w_0/w_1$, we find an energetically preferred phase with broken translation symmetry and a large charge gap, which, although similar, differs in detail from the previous proposals by Refs. [28, 40, 54]. This phase strongly hybridizes states whose momenta differ by $(\pi, 0)$ ($M$ point of moiré Brillouin zone). Therefore, it has a stripe shape in real space, and the new unit cell contains two moiré unit cells. Similar to Refs. [28, 40], the total charge density distribution is identical in every moiré unit cell when the dispersion of non-interacting flat bands is neglected, despite translation symmetry being strongly broken. While the charge density distribution in one layer has modulation between different moiré unit cells, it is exactly compensated by the charge in the other layer, canceling the modulation of the total density. Unlike the QAH phase, this stripe phase does not break the $C_{2z}T$ symmetry and therefore it cannot lead to an anomalous Hall effect. We verify this explicitly by computing the Wilson loops of the mean field bands, finding that the stripe phase does not carry a Chern number. We also study the process of the gap opening without breaking $C_{2z}T$ symmetry by gradually turning the interaction induced self-energy and moving away from the gapless non-interacting state. Depending on the path toward the fully interacting case, we can observe the Dirac points braiding and annihilation, which was first conjectured in Refs. [40, 59, 60], and elaborate on the mechanism of the gap opening and the topology of the resulting $C_{2z}T$ stripe phase. Between the $C_{2z}T$ stripe phase and the QAH phase, we also find a range of values of $w_0/w_1$ with multiple candidate states with comparable energies, including another translation symmetry breaking phase tripling the unit cell.

This article is organized as follows. In Sec. II we briefly review the projected interacting Hamiltonian of TBG. We also discuss the folded moiré Brillouin zones which correspond to translation symmetry breaking considered in this article. Sec. III introduces the notations and concepts which are required to depict the Hartree-Fock mean field solutions. Then in Sec. IV, we present the broken symmetries, band structures and topology of the various phases emerging at different values of $w_0/w_1$. We provide a detailed study of the $C_{2z}T$ stripe phase in Sec. V. Finally, we summarize and discuss the results in Sec. VI.

II. MODEL

In this section, we briefly introduce the notations of the interacting Hamiltonian of TBG projected into the flat bands. We also present the folded moiré Brillouin zones corresponding to enlarged unit cells that will be considered in this article.

A. Non-interacting Hamiltonian

We start with a short review of the non-interacting Hamiltonian of TBG [61]. We will use the same notations as Ref. [46, 47, 49]: $c^\dagger_{k,\alpha,s,\ell}$ denotes the electron creation operator, in which $k$ is the electron momentum measured from the single layer graphene $\Gamma$ point, $\alpha = A, B$ is the graphene sublattice, $s = \uparrow, \downarrow$ is the electron spin and $\ell = \pm 1$ refers to the graphene layer. The low energy behavior of electrons in single layer graphene is well-captured by the states around the two Dirac points $K$ and $K'$. Thus, it is reasonable to use the basis of the Bistritzer-MacDonald model. By focusing on one valley $K$, we define vectors $q_1 = C_{3z}^{-1}(K_0 - K)$, which represent the difference between Dirac points in top and bottom layers due to the twisting. The vector $K_0$ is the momentum of the Dirac point $K$ in layer $\ell$, and $|K_\ell| = 1.703 \text{Å}^{-1}$. The reciprocal vectors of the moiré lattice, denoted by $Q_0$, are spanned by basis vectors $b_1 = q_2 - q_3$ and $b_2 = q_2 - q_1$. The momenta lattices $Q_{\pm} = Q_0 \pm q_1$ form a hexagonal lattice in momentum space, which stand for the copies of Dirac points from the top and bottom layers in repeated moiré Brillouin zone, respectively.

Parameterizing the electron operators as follows:

$$c^\dagger_{k, Q, \eta, \alpha, s} = c^\dagger_{q K_{\ell} + k - Q, \eta, \alpha, s, \eta, \ell}$$

if $Q \in Q_\ell$, (1)

in which $\eta = \pm 1$ stands for the valley index, the second quantized non-interacting Hamiltonian of TBG can be written as

$$\hat{H}_0 = \sum_{k \in MBZ, Q, Q', Q_{\pm}, \eta \alpha, \beta} \left[ h_{Q,Q'}^{(\eta)}(k) \right]_{\alpha \beta} c^\dagger_{k, Q, \eta, \alpha, s} c_{k, Q', \eta, \beta, s},$$

(2)

where MBZ stands for moiré Brillouin zone. The “first quantized” single-body Hamiltonians of TBG $h^{(1)}(k)$, which is also known as Bistritzer-MacDonald (BM) Hamiltonian [61], is given by the following equations:

$$h^{(+)}_{Q,Q'}(k) = v_F \sigma \cdot (k - Q) \delta_{Q, Q'} + \sum_{j=1}^{3} T_j \delta_{Q - Q', \pm a_j},$$

(3)

$$h^{(-)}_{Q,Q'}(k) = -v_F \sigma^* \cdot (k - Q) \delta_{Q, Q'} + \sum_{j=1}^{3} \sigma_z T_j \sigma_z \delta_{Q - Q', \pm a_j},$$

(4)

in which $\sigma = (\sigma_x, \sigma_y)$ and $\sigma^* = (\sigma_x, -\sigma_y)$, and Fermi
velocity \( v_F = 610.45 \text{meV} \cdot \AA \). The matrices \( T_j \), which describe the strength of the interlayer hoppings, are given by the following equation:

\[
T_j = w_0 \sigma_0 + w_1 \left[ \cos \frac{2\pi(j-1)}{3} \sigma_x + \sin \frac{2\pi(j-1)}{3} \sigma_y \right].
\]

(5)

Here \( w_0 \) and \( w_1 \) are proportional to the interlayer tunneling amplitudes in the \( AA \) and \( AB \) stacking regions in moiré unit cell, respectively. In this paper, we fix the value of \( AB \) hopping \( w_1 = 110 \text{meV} \) and twist angle \( \theta \approx 1.07^\circ \), and we use \( w_0/w_1 \in [0, 1] \) as a tunable parameter of our non-interacting Hamiltonian \( H_0 \). A realistic value of \( w_0/w_1 \) is expected to be around 0.7 ~ 0.8 due to the lattice corrugation [55–58].

By diagonalizing the single-body Hamiltonian, we can obtain the band structure \( \epsilon_{\mathbf{k},m,\eta}(\mathbf{q}) \) and single-body wavefunctions \( u_{\mathbf{q},m,\eta}(\mathbf{k}) \) of TBG:

\[
\sum_{\mathbf{Q},\beta} h_{\mathbf{Q},\beta}(\mathbf{k}) u_{\mathbf{Q},\beta,m,\eta}(\mathbf{k}) = \epsilon_{\mathbf{k},m,\eta} u_{\mathbf{Q},m,\eta}(\mathbf{k}),
\]

(6)

where \( m \) is the energy band index. The non-interacting Hamiltonian can be written in the eigenstate basis:

\[
\hat{H}_0 = \sum_{\mathbf{k} \in \text{MBZ}} \sum_{\eta,s} \sum_{m \neq 0} \epsilon_{\mathbf{k},m,\eta,s} c_{\mathbf{k},m,\eta,s}^\dagger c_{\mathbf{k},m,\eta,s}.
\]

(7)

These electron operators in the energy band basis \( c_{\mathbf{k},m,\eta,s}^\dagger \) are given by:

\[
c_{\mathbf{k},m,\eta,s}^\dagger = \sum_{\mathbf{Q},\alpha} u_{\mathbf{Q},\alpha,m,\eta}(\mathbf{k}) c_{\mathbf{Q},\alpha,m,\eta,s}^\dagger,
\]

(8)

\[
c_{\mathbf{k},\mathbf{Q},\eta,s}^\dagger = \sum_{m} u_{\mathbf{Q},m,\eta}(\mathbf{k}) c_{\mathbf{k},m,\eta,s}^\dagger.
\]

(9)

We fix the gauge choice of the single body wavefunctions \( u_{\mathbf{q},m,\eta}(\mathbf{k}) \) as described in Ref. [46–49], such that the sewing matrix of \( C_2T \) symmetry is given by identity matrix. Thus, the operators \( c_{\mathbf{k},m,\eta,s}^\dagger \) will not change under \( C_2T \) transformation:

\[
(C_2T) c_{\mathbf{k},m,\eta,s}^\dagger (C_2T)^{-1} = c_{\mathbf{k},m,\eta,s}^\dagger.
\]

(10)

Except for \( C_2T \), the single valley non-interacting Hamiltonian also has \( C_{3z}, C_{2x} \) and a particle hole symmetry \( P \). These symmetries are discussed in detail in App. B.

As discussed in Ref. [61], there are two flat bands around the first magic angle at charge neutrality per spin and valley, separated by a gap from other remote bands. Therefore, we can project the non-interacting Hamiltonian Eq. (7) into these eight total flat bands:

\[
H_0 = \sum_{\mathbf{k} \in \text{MBZ}, \eta,s} \sum_{m = \pm 1} \epsilon_{\mathbf{k},m,\eta} c_{\mathbf{k},m,\eta,s}^\dagger c_{\mathbf{k},m,\eta,s}.
\]

(11)

### B. Interacting Hamiltonian

We consider the density-density interaction projected into the TBG flat bands. The projected interacting Hamiltonian reads [46]:

\[
H_I = \frac{1}{2} \sum_{\mathbf{G} \in \text{MBZ}} \sum_{\mathbf{q} \in \text{MBZ}} \sum_{m,n} M_{mn}(\mathbf{k}, \mathbf{q} + \mathbf{G}) \delta \rho_{\mathbf{q}+\mathbf{G}} \delta \rho_{\mathbf{q}-\mathbf{G}},
\]

(12)

in which \( V(\mathbf{q}) = \pi \xi^2 U_\xi \tanh(\xi \eta / 2) / (\xi \eta / 2) \), where \( \xi \) is the distance between the two gates and \( U_\xi = 24 \text{meV} \). The operator \( \delta \rho_{\mathbf{q}+\mathbf{G}} \) represents the relative electron density measured from charge neutrality, after being projected into the TBG flat bands:

\[
\delta \rho_{\mathbf{q}+\mathbf{G}} = \sum_{\mathbf{k} \in \text{MBZ}} \sum_{m,n,s} \delta_{\mathbf{m},\mathbf{n}}(\mathbf{k}, \mathbf{q} + \mathbf{G})
\]

\[
\times \left( c_{\mathbf{k}+\mathbf{q},m,\eta,s}^\dagger c_{\mathbf{k},m,\eta,s} - \frac{1}{2} \delta \rho_{\mathbf{q}+\mathbf{G}} \delta \rho_{\mathbf{q}-\mathbf{G}} \right),
\]

(13)

\[
M_{mn}(\mathbf{k}, \mathbf{q} + \mathbf{G}) = \sum_{\mathbf{Q},\alpha} u_{\mathbf{Q},m,\eta}(\mathbf{k}+\mathbf{q}+\mathbf{G}) u_{\mathbf{Q},n,\eta}(\mathbf{k}),
\]

(14)

where \( u_{\mathbf{Q},m,\eta}(\mathbf{k}) \) is the wavefunction of the BM Hamiltonian defined in Eq. (6). Since \( \delta \rho_{\mathbf{q}+\mathbf{G}} \) is defined as the relative density measured from the charge neutrality, the interacting Hamiltonian in Eq. (12) has a many-body particle-hole symmetry, which leads to identical phases at \( \nu \) and \( -\nu \). As such, our results at \( \nu = -3 \) will also be valid for \( \nu = 3 \). These wavefunctions depend on the interlayer hopping parameter \( w_0/w_1 \). Thus, the interacting Hamiltonian \( H_I \) will also depend on \( w_0/w_1 \).

By adding the non-interacting term in Eq. (11), we obtain the total Hamiltonian:

\[
H = t \hat{H}_0 + H_I.
\]

(15)

Here we introduce a parameter \( t \in [0, 1] \) to control the relative strength of the flat band kinetic energy. In this article, we will mostly focus on the flat band limit, \( i.e., t = 0 \), unless otherwise stated.

### C. Folded moiré Brillouin zone

As suggested by the presence of Fermi pockets of charge ±1 excitations, and negative excitations in the charge neutral spectra for a range of values of \( w_0/w_1 \) away from the chiral limit [48, 49], it is reasonable to expect that the system will host translation symmetry breaking ground states. Therefore, we account for translation symmetry breaking orders by considering enlarged unit cells, or folded moiré Brillouin zones. Each type of
III. HARTREE-FOCK

In this section, we provide an overview of the concepts and notations that will be required to describe the Hartree-Fock results in Sec. IV. We perform the numerical Hartree-Fock mean field calculation on a $C_{3v}$ rotation symmetric discrete $N_L \times N_L$ momentum lattice in the unfolded MBZ. For convenience, we define the total amount of momentum points in MBZ as $N_M = N_L^2$. Hence, the momentum values in MBZ are given by the following set:

$$\text{MBZ} = \left\{ \mathbf{k} | \mathbf{k} = \frac{k_1}{N_L} \mathbf{b}_1 + \frac{k_2}{N_L} \mathbf{b}_2; k_1, k_2 = 0, 1, \cdots, N_L - 1 \right\} .$$

(19)

Thus, there will be $N_M$ states in each energy band. In this article, we mostly focus on the integer filling factor $\nu = -3$. At this filling factor, the total number of electrons in the narrow bands is $N = N_M$.

As shown in Eq. (18), for a given choice of enlarged unit cell, the FMBZ is a subset of MBZ, and each momentum $\mathbf{k} \in \text{MBZ}$ can be represented by a momentum $\mathbf{\kappa} \in \text{FMBZ}$ and a subband index $b$. Thus, a single body state can be represented by five quantum numbers: momentum $\mathbf{\kappa} \in \text{FMBZ}$, subband index $b = 1, 2, \cdots, N_F$, energy band index $m = \pm 1$, valley $\eta = \pm$ and spin $s = \uparrow \downarrow$.

The Hartree-Fock order parameter with broken translation symmetry has the following form:

$$\Delta_{b\eta \kappa, \eta' \kappa'}(\mathbf{\kappa}) = \langle \phi_{b\eta \kappa} | \phi_{b' \eta' \kappa'} \rangle = \frac{1}{2} \delta_{bb'} \delta_{\kappa \kappa'} \delta_{\eta \eta'} \delta_{ss'}. \quad \mathbf{\kappa} \in \text{FMBZ} .$$

(20)

For each momentum $\mathbf{\kappa}$, the order parameter $\Delta(\mathbf{\kappa})$ is an $8N_F \times 8N_F$ matrix. The Hartree-Fock Hamiltonians $H^{\text{(HF)}}_{b\eta \kappa, b'\eta' \kappa'}(\mathbf{\kappa})$, which are also $8N_F \times 8N_F$ matrices, can be written as functions of momentum $\mathbf{\kappa}$ and the order parameter $\Delta(\mathbf{\kappa})$. The explicit expression of the Hartree-Fock Hamiltonians and the iterative self-consistent method are discussed in detail in App. A. By diagonalizing the Hartree-Fock Hamiltonian, we obtain the Hartree-Fock band dispersion $E_i(\mathbf{\kappa})$ and its corresponding HF wavefunction $\phi_{b\eta \kappa, i}(\mathbf{\kappa})$:

$$E_i(\mathbf{\kappa})\phi_{b\eta \kappa, i}(\mathbf{\kappa}) = \sum_{b'\eta' \kappa'} H^{\text{(HF)}}_{b\eta \kappa, b'\eta' \kappa'}(\mathbf{\kappa})\phi_{b'\eta' \kappa', i}(\mathbf{\kappa}) .$$

(21)

To characterize a given Hartree-Fock mean field solution, we define several quantities. The first quantity is the translation symmetry breaking strength $T$ which is defined as the norm of the off-diagonal elements of the order parameter in the subband indices. It can be written as:

$$T = \frac{1}{N_M} \sum_{\mathbf{\kappa} \in \text{FMBZ}} \sum_{b \neq b'} \sum_{m \eta \kappa', s, s'} |\Delta_{b\eta \kappa, b' \eta' \kappa'}(\mathbf{\kappa})|^2 .$$

(22)

For a translation symmetric solution, the off-diagonal elements in $b, b'$ vanish and $T = 0$. When $T \neq 0$, the solution breaks the translation symmetry by one moiré unit cell.

We can also define a quantity to measure the strength of $C_2 \cdot T$ symmetry breaking. The projected interacting Hamiltonian is written by fermion operators with fixed $C_2 \cdot T$ sewing matrices. Thus, the creation/annihilation operators are invariant under the $C_2 \cdot T$ transformation as shown in Eq. (10). It is also an anti-unitary transforma-

| notations | $Q_1$ | $Q_2$ | $N_F$ |
|-----------|-------|-------|-------|
| $(2 \times 1)$ | $\frac{1}{2} \mathbf{b}_1$ | $\mathbf{b}_2$ | 2 |
| $(1 \times 2)$ | $\mathbf{b}_1$ | $\frac{1}{2} \mathbf{b}_2$ | 2 |
| $(3 \times 1)$ | $\frac{1}{3} \mathbf{b}_1$ | $\mathbf{b}_2$ | 3 |
| $(1 \times 3)$ | $\mathbf{b}_1$ | $\frac{1}{3} \mathbf{b}_2$ | 3 |
| $(2 \times 2)$ | $\frac{1}{2} \mathbf{b}_1$ | $\frac{1}{2} \mathbf{b}_2$ | 4 |
| $(4 \times 1)$ | $\frac{1}{4} \mathbf{b}_1$ | $\mathbf{b}_2$ | 4 |
| $(1 \times 4)$ | $\mathbf{b}_1$ | $\frac{1}{4} \mathbf{b}_2$ | 4 |

TABLE I. The enlarged unit cell choices. The first column shows the notation we use for each type of enlarged unit cells. The second and third columns provide the basis vectors of the folded moiré Brillouin zones. The fourth column gives the factor of folding $N_F$, which represents the amount of moiré unit cells in each enlarged unit cell.
tion. Hence, a mean-field state is invariant under $C_{2z}T$ only when its order parameter has no imaginary part. However, the $C_{2z}T$ symmetry is defined from the non-interacting TBG Hamiltonian for single spin and valley, it is actually a spinless operation. Due to the spin and valley $U(4)$ symmetry at the flat band limit [28, 30, 46], imaginary parts can be introduced into the spin and valley components of the order parameter under certain $U(4)$ rotation without breaking $C_{2z}T$. Therefore, we first do a partial trace over the spin, valley and subband indices of the order parameter, and then we use the norm of the imaginary part of this reduced order parameter to measure the strength of $C_{2z}T$ symmetry breaking. It can be defined as the following equation:

$$\mathcal{C} = \frac{1}{N_M N_F} \sum_{\kappa \in \text{MBZ}} \sum_{mn'} \left( \text{Im} \sum_{b\eta s} \Delta_{bmns;bm'\eta s}(\kappa) \right)^2.$$  \hspace{1cm} (23)

If the solution does not break the $C_{2z}T$ symmetry, then the reduced order parameter will be real, and thus we have $\mathcal{C} = 0$.

Another quantity we use to describe the mean field solution is the charge gap $E_G$. For integer filling $\nu = -3$, once the moiré Brillouin zone is folded by $N_F$ times, there will be $N_F$ bands occupied in the folded Brillouin zone. For these symmetry breaking solutions, we define the charge gap as the difference between the bottom of the lowest conduction band ($(N_F + 1)$-th band from bottom) and the top of the highest valence band ($N_F$-th band from bottom).

IV. PHASE DIAGRAM

In Sec. IV A, we discuss the ground states appearing with different values of $w_0/w_1$, their broken symmetry and the band structures. We also study the $C_{2z}T$ symmetry and the topology of these states in Sec. IV B.

A. Ground states and band structures

By performing the mean field calculation using the Hartree-Fock Hamiltonians with different choices of $\mathbf{Q}_{1,2}$ vectors shown in Table I, and comparing the energy of different solutions, we are able to obtain a phase diagram with a varying value of $w_0/w_1$. In the following paragraphs, we ignore the effect of the flat band dispersion ($t = 0$) and assume our order parameter $\Delta(\kappa)$ is polarized in valley $\eta = +$, unless otherwise stated. More precisely, we assume that the order parameter satisfies the following condition:

$$\langle c_{\kappa + \mathbf{Q}_{1,2} \eta s}^\dagger c_{\kappa + \mathbf{Q}_{1,2} \eta' s'} \rangle = 0, \text{ if } \eta = - \text{ or } \eta' = -. \hspace{1cm} (24)$$

For each enlarged unit cell choice and value of $w_0/w_1$, we choose 10 random initial conditions and perform self-consistent iterations to ensure the solutions are converging properly.

1. Ground states

In Fig. 1 (a), we show the energy (compared to the solution without translation symmetry breaking) as a function of $w_0/w_1 \in [0.4,1]$ for different choices of enlarged unit cells on a $12 \times 12$ momentum lattice, which are represented by using different colors. We are able to identify three different regions, which are labeled by light blue, purple and red in Fig. 1 (a). When $w_0/w_1 \lesssim 0.5$ (represented by light blue), the ground state corresponds to the Chern insulator Slater determinant state, i.e., with no translation symmetry breaking and Chern number $\nu_C = \pm 1$ (see Sec. IV B), in agreement with Refs. [32, 34, 40, 41, 45, 47, 49]. While it is not shown, this region actually extends to the chiral limit $w_0/w_1 = 0$. In the interval $0.5 \lesssim w_0/w_1 \lesssim 0.65$ (represented by purple), the energies of translation symmetry breaking solutions with enlarged unit cells such as $(\sqrt{3} \times \sqrt{3})$ and $(2 \times 1)$ become lower than the energy of the translation invariant solution. We also notice that the solutions with enlarged unit cell $(\sqrt{3} \times \sqrt{3})$ is usually energetically preferred: its energy is around 0.01 meV per moiré unit cell lower than the states with enlarged unit cell $(2 \times 1)$. Note that the Chern insulator solution without translation symmetry breaking still remains competitive in this intermediate region with an energy difference of only 0.05 meV per moiré unit cell. Therefore, competing states may coexist in the purple region of the phase diagram, and it is difficult to conclude what is the exact nature of this phase from Hartree-Fock, as already hinted by the exact diagonalization [49] and DMRG results [40].

If we further increase the value of $w_0/w_1$ to the interval $0.7 \lesssim w_0/w_1 \lesssim 0.9$ (represented by red), the $(2 \times 1)$ enlarged unit cell solution (or solution with $(1 \times 2)$ which can be related by $C_{3v}$ rotation) clearly has the lowest ground state energy. The unit cell $(2 \times 1)$ implies that it breaks the translation symmetry of the original moiré unit cell (see Sec. VB), and therefore we call the red region as $C_{2z}T$ stripe phase, whose properties will be discussed in Sec. V. Except for this $C_{2z}T$ stripe phase, another state with $(3 \times 1)$ unit cell also has a lower energy than the state with $(\sqrt{3} \times \sqrt{3})$ enlarged unit cell. The energy difference between the state with $(3 \times 1)$ enlarged unit cell and the $C_{2z}T$ stripe state is $\sim 0.08$ meV per moiré unit cell, which is clearly larger than the energy difference between the $(2 \times 1)$ and $(\sqrt{3} \times \sqrt{3})$ enlarged unit cell states in the purple (intermediate) region. Therefore, the $C_{2z}T$ stripe phase in the red region is unambiguously preferred, as opposed to the situation in the intermediate (purple) region. When $w_0/w_1 \gtrsim 0.9$, the energies with different enlarged unit cells become comparable again, which leads to strong competition between the states with $(\sqrt{3} \times \sqrt{3})$ unit cells and $(2 \times 1)$ unit cells.

We also notice that the solutions using $(1 \times 2)$, $(4 \times 1)$
FIG. 1. (a) We provide the energy difference per moiré unit cell ($E - E_{\text{sym}}$) of density wave states with different possible enlarged unit cell choices as a function of $w_0/w_1$, calculated on $12 \times 12$ momentum lattice, in which $E_{\text{sym}}$ is the energy of translation symmetric solution. The shaded colors in the background represent different phases when the value of $w_0/w_1$ changes. In the region labeled by light blue, the mean field solution does not break the translation symmetry. In the purple region, the state we obtained with the lowest energy has enlarged unit cell ($\sqrt{3} \times \sqrt{3}$). However, the energy with $(2 \times 1)$ unit cell is only slightly higher, which means the purple region has competing states with different enlarged unit cells. In the red region, the ground states we obtained has enlarged unit cell ($2 \times 1$), which is a stripe phase in real space. (b) The strength of the translation symmetry breaking $T$ of the two types of enlarged unit cells as a function of $w_0/w_1$. (c) The Hartree-Fock band gap $E_G$ of the two types of enlarged unit cells ($\sqrt{3} \times \sqrt{3}$) and $(2 \times 1)$ as a function of $w_0/w_1$. (d) The energy difference per moiré unit cell of density wave states with enlarged unit cell choices $(2 \times 1)$, $(3 \times 1)$ and $(\sqrt{3} \times \sqrt{3})$ as a function of $w_0/w_1$ on a $18 \times 18$ momentum lattice. In subfigures (e-f), we also show the Hartree-Fock band gap $E_G$ and the symmetry breaking strength $T$ and $C$ as functions of $w_0/w_1$ on the $18 \times 18$ momentum lattice with two enlarged unit cell choices ($2 \times 1$) and $(\sqrt{3} \times \sqrt{3})$.

and $(1 \times 4)$ unit cells always have the same ground state energy, implying that they are all equivalent solutions under certain $C_{3z}$ rotation or moiré unit cell translation. For the enlarged unit cell choice $(2 \times 2)$, we obtained a solution whose energy per moiré unit cell is only 0.003 meV (0.0013%) lower than the $(2 \times 1)$ solution at $w_0/w_1 = 0.6$, and the difference is barely visible in Fig. 1(a). But for all the other values of $w_0/w_1$ that we have considered, the enlarged unit cell $(2 \times 2)$ gives us the same solution as $(2 \times 1)$, $(1 \times 2)$, $(4 \times 1)$ or $(1 \times 4)$ unit cell choices.

Among the eight types of enlarged unit cells defined in Table 1, we found $(2 \times 1)$ and $(\sqrt{3} \times \sqrt{3})$ are energetically preferred in our phase diagram. Moreover, the state with $(3 \times 1)$ enlarged unit cell is also a relevant candidate in the red region. For this reason, we solely focus on these three foldings to study the finite size effect, by solving the energies of self-consistent equations on a larger momentum lattice ($18 \times 18$) in Fig. 1 (d). The phase diagram on the $18 \times 18$ lattice is qualitatively similar to the results on the $12 \times 12$ momentum lattice. The QAH state can still be observed in the light blue region ($w_0/w_1 \lesssim 0.5$), and multiple competing states in the purple region ($0.5 \lesssim w_0/w_1 \lesssim 0.65$). The $C_{2z}T$ stripe phase is still clearly preferred in the red region. The state with $(3 \times 1)$ enlarged unit cell, although having a relatively low energy in the red region ($0.7 \lesssim w_0/w_1 \lesssim 0.9$), is still around $\sim 0.1$ meV higher than the $C_{2z}T$ stripe phase. Thus, the $C_{2z}T$ stripe phase is indeed the best candidate ground state when $0.7 \lesssim w_0/w_1 \lesssim 0.9$.

In spite of the fact that the phase diagrams obtained on $12 \times 12$ and $18 \times 18$ lattices are qualitatively similar, the details of these phases are slightly different, especially in the purple region. For example, the state with $(\sqrt{3} \times \sqrt{3})$ enlarged unit cell has a lower energy than the translation invariant solution on the $18 \times 18$ lattice, but no translation invariant breaking is observed on the $12 \times 12$ lattice.
2. Translation symmetry breaking, charge gap and band structures

From now on, we will only consider the two favored foldings (\(\sqrt{3} \times \sqrt{3}\)) and (2 \(\times\) 1). We calculate the values of translation symmetry breaking strength \(T\) using the solutions on 12 \(\times\) 12 and 18 \(\times\) 18 momentum lattices, which can be found in Figs. 1 (b) and (e). In the intermediate regime and in the stripe phase (purple and red regions), the translation symmetry breaking \(T\) becomes non-zero and increases with increasing \(w_0/w_1\). The values of the charge gap \(E_G\) of the solutions on 12 \(\times\) 12 and 18 \(\times\) 18 momentum lattice can be found in Figs. 1 (c) and (f). In the QAH phase (blue region), the charge gap decreases with the increasing \(w_0/w_1\), while in the stripe phase (red region), the gap increases with increasing \(w_0/w_1\). In the intermediate region (purple), these competing states all have small gaps.

In Fig. 2, we provide several Hartree-Fock bands in the folded Brillouin zones obtained from the simulation on 18 \(\times\) 18 momentum lattices to illustrate the typical HF band structure in the different regions of the phase diagram. The band structure of the quantum anomalous Hall state at \(w_0/w_1 = 0.4\) is shown in Fig. 2 (a), which agrees with the result obtained in Refs. [48, 51]. Indeed, the charge excitations shown in Fig. 11b of Ref. [48] also has 3 particle bands. The QAH state does not break the translation symmetry, thus the HF bands are shown along the high symmetry lines in the moiré Brillouin zone. Figs. 2 (b) and (c) are the Hartree-Fock bands in the purple region both obtained at \(w_0/w_1 = 0.6\) with enlarged unit cell choices (\(\sqrt{3}\times\sqrt{3}\)) and (2 \(\times\) 1), respectively. The corresponding high symmetry points of these folded moiré Brillouin zones are shown in Fig. 3.

We observe that these two competing states both have small gap, and they also have similar
The results can be found in Fig. 4. In the light blue region, the Wilson loop matrix $W(k_2)$ is unitary and its eigenvalues are always given by $e^{-i\chi}$, $\chi \in [-\pi, \pi]$. We numerically calculate the Wilson loop eigenvalue exponents $\chi$ on $18 \times 18$ momentum lattice. The Wilson loop eigenvalue exponents at $w_0/w_1 = 0.4, 0.6$ and 0.8 can be found in Fig. 5. Fig. 5 (a) shows the Wilson loop in the light blue region at $w_0/w_1 = 0.4$. The non-trivial winding number confirms that the light blue region is indeed a quantum anomalous Hall phase, which has already been widely studied previously [34, 40, 41, 49]. Figs. 5 (b) and (c) show the Wilson loops of the two low energy states at $w_0/w_1 = 0.6$ with enlarged unit cell choices $(\sqrt{3} \times \sqrt{3})$ and $(2 \times 1)$, respectively. We found that the non-zero Chern number has already vanished in this competing region. Finally in Fig. 5 (d), we present the Wilson loop for the $C_{2z}T$ stripe phase at $w_0/w_1 = 0.8$. The eigenvalues of Wilson loop spectrum in the $C_{2z}T$ stripe phase is completely flat, which is a consequence of the $C_{2z}T$ symmetry [59, 62, 63] and the translation symmetry breaking along $a_1$, as discussed in App. D.

As we mentioned in Sec. IV A, the charge gap of the mean field solutions is small in the competing region between the QAH and $C_{2z}T$ stripe phases. Therefore the wavefunctions are varying fast around the $\gamma$ point in the FMBZ. Hence, we should use a denser momentum mesh for calculating the Wilson loops in the competing region. We evaluated the Wilson loops of the mean-field solutions with enlarged unit cell choices $(\sqrt{3} \times \sqrt{3})$ on $24 \times 24$ momentum lattice at $w_0/w_1 = 0.5$ and 0.55, which can be found in Fig. 6. Both the solutions at these two values of $w_0/w_1$ have non-vanishing break the translation symmetry ($T \neq 0$). We find that the Hartree-Fock bands still carry non-zero winding number at $w_0/w_1 = 0.5$, but the winding number vanishes at $w_0/w_1 = 0.55$. This observation implies that the disappearance of Chern number happens in the competing region of the phase diagram.

**B. $C_{2z}T$ symmetry and topology**

We also evaluated the value of $C$ as a function of $w_0/w_1$ for the solutions obtained with enlarged unit cell choices $(2 \times 1)$ and $(\sqrt{3} \times \sqrt{3})$ on a $18 \times 18$ momentum lattice. The results can be found in Fig. 4. In the light blue region with small $w_0/w_1 \lesssim 0.5$, the $C_{2z}T$ symmetry is strongly broken, which is an important property of Chern insulator states. When $w_0/w_1$ gets larger, the $C_{2z}T$ breaking of both $(\sqrt{3} \times \sqrt{3})$ and $(2 \times 1)$ enlarged unit cell solutions become significantly smaller. More interestingly, for the solution with unit cell choice $(2 \times 1)$, the $C_{2z}T$ breaking strength drops to zero in the stripe phase.

Restoration of $C_{2z}T$ symmetry implies that the Chern number must vanish in the stripe phase. In addition to checking the strength of $C_{2z}T$ symmetry breaking, we are also able to study the topological winding numbers directly from the mean field solutions. By using the Hartree-Fock eigenvectors $\phi_{\alpha \gamma \eta \nu \sigma \iota}(\kappa)$ and single body wavefunctions of BM Hamiltonian $u_{\alpha \gamma \eta \nu \sigma \iota}(\kappa + Q_\eta)$, we are able to rewrite the wavefunction of an eigenstate in Hartree-Fock band structure in the plane wave basis $\Phi_{Q_\alpha \beta \eta \gamma \nu \iota}(\kappa)$. For enlarged unit cell choices $(2 \times 1)$ and $(\sqrt{3} \times \sqrt{3})$, we use the following notation to parametrize the FMBZ: $\kappa = \frac{2\pi}{L} Q_1 + \frac{2\pi}{L} B_2$. And we evaluate the Wilson loop along the direction of $Q_1$ in the N$\nu$F occupied HF bands, which we denote by $W(\kappa_2)$. We also provide a detailed discussion of Wilson loops in App. C.

We provide detailed numerical results of the spin distribution of several solutions in App. F 1.

As mentioned previously, these calculations were performed assuming valley polarization and in the flat band limit. To test these hypotheses, we also performed Hartree-Fock calculations without these assumptions at the representative values of the phase diagram $w_0/w_1 = 0.4, 0.6$ and 0.8, albeit on a smaller momentum lattice. We obtain identical phases at these $w_0/w_1$ values, ensuring that these assumptions are valid. A detailed study is also provided in App. F 1.
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In order to measure the symmetry breaking of a given
symmetry g, we define the following quantity for a mo-
momentum point \( \kappa \in \text{FMBZ} \):

\[
G(g, \kappa) = \sum_{b,m,b',m'} \left| \langle \alpha^{\dagger} \kappa + Q_{b,m}, \alpha^{\dagger} \kappa + Q_{b',m'} \rangle \right|^2 \left( \langle \alpha^{\dagger} \kappa + Q_{b,m}, \alpha^{\dagger} \kappa + Q_{b',m'} \rangle \right)^2,
\]

which actually measures how much the order parameter \( \Delta(\kappa) \) changes through certain transformation \( g \). We provide a detailed discussion about the transformations of the electron operators in App. B. Note that the translation symmetry breaking strength defined in Eq. (22) can also be written as:

\[
\mathcal{T} = \frac{1}{4N_{M}} \sum_{\kappa \in \text{FMBZ}} G(\tilde{T}_{\alpha_1}, \kappa). \tag{27}
\]

Thus, \( G(\tilde{T}_{\alpha_1}, \kappa) \) gives a more detailed description of the translation symmetry breaking than \( \mathcal{T} \).

We numerically calculated the symmetry breaking strength \( G(g, \kappa) \) of the five symmetries mentioned above, i.e., \( C_{2x}, C_{3z}, C_{2z}, \tilde{T}_{\alpha_1}, \) and \( P \), and another combined symmetry \( \tilde{T}_{\alpha_1} P \) on a \( 36 \times 36 \) lattice at the flat band limit with \( w_0/w_1 = 0.8 \). In Fig. 7, we provide the values of \( G(C_{3z}, \kappa), G(\tilde{T}_{\alpha_1}, \kappa) \) and \( G(P, \kappa) \) in the FMBZ. The peak of translation breaking is around \( \mu \) point in its FMBZ, showing a strong hybridization between the two \( M \) points in the MBZ. However, the values of \( G(C_{2x}, \kappa), G(C_{2z}, \kappa) \) and \( G(\tilde{T}_{\alpha_1} P, \kappa) \) are equal to zero for any \( \kappa \in \text{FMBZ} \) up to machine precision (\( < 10^{-15} \)). Thus, the stripe phase at flat band limit does not break \( C_{2x}, C_{2z}, \) and \( \tilde{T}_{\alpha_1} P \) symmetries, although both \( \tilde{T}_{\alpha_1} \) and \( P \) symmetries are broken. The list of the conserved symmetries of the stripe phase with \( t = 0 \) can be found in the 8th line of Table II. As a reference, we also provide the list of conserved symmetries of the stripe phase with kinetic energy (\( t = 1 \)), the QAH phase with and without kinetic energy (\( t = 0 \) and \( t = 1 \)) in the 9th to 11th lines of Table II. App. F2 provides a detailed discussion of these solutions.

\[\text{B. Real space charge distribution}\]

We now turn to study the real space distribution of the electron density from the mean field order parameter. The electron operators in real space can be written as:

\[
c_{\alpha,m,s}^{\dagger}(r) = \frac{1}{\sqrt{12}} \sum_{k \in \text{MBZ}} \sum_{nQ_{Q_{\eta}^{\text{MF}}}} c_{k,m,s}^{\dagger} e^{-i(k \cdot Q + \eta K) \cdot r}, \tag{28}
\]

in which the vector \( K \) is the momentum of \( K \) point in the Brillouin zone of single layer graphene. Thus, the real space electron density distribution of a spin and valley polarized state (\( \eta = +, s = \uparrow \)) is given by the following
provides the νlouin zone. Since the solutions are spin and valley polarized at filling factor ν = −3, we drop the spin indices s for convenience in the following discussion.

By using the order parameter Δ(κ) solved at w₀/w₁ = 0.8 with flat bands (t = 0) on the 36 × 36 lattice, we are able to calculate the electron density in real space. Fig. 8 provides the total density in real space over several moiré unit cells, which is defined as:

\[ ρ_{tot}(r) = \sum_α \rho_{αℓ}(r) \]  (30)

The moiré unit cells are chosen to be the hexagon region around AA stacking sites, represented by white dashed lines. We can also define the total charge in each unit cell as follows:

\[ Q = \int d^2r \rho_{tot}(r) \]  (31)

and the values of Q in each unit cell is labeled by blue and red numbers in Fig. 8. In Sec. V A, we have shown that the order parameter Δ(κ) has strong translation symmetry breaking along a₁. However, the total electric charge in every moiré unit cell Q has the same value Q = 1. We also find that the total charge density satisfies ρ_{tot}(r + a₁) = ρ_{tot}(r) (up to numerical accuracy). There are still one electron per moiré unit cell, thus this state does not modulate the total charge on AA stacking regions [28, 40]. From Table II, we know this translation symmetry breaking solution has C_{2zT}, C_{2x}, and ˜T_{a₁P} symmetries. Consequently, the wavefunction of the C_{2zT} stripe phase is invariant under the product of C_{2zT} and ˜T_{a₁P}. This combined symmetry C_{2zT} ˜T_{a₁P} transforms the real space coordinate as r → r + a₁, and flips both the graphene layer index ℓ and the sublattice index α. Thus, the symmetry C_{2zT} ˜T_{a₁P} ensures that the charge density ρ_{αℓ}(r) is invariant under coordinate translation r → r + a₁ when both α and ℓ are flipped, letting the total charge density unchanged under the translation along a₁.

We also study the charge density components for each sublattice and layer index. We provide the values of ρ_{αℓ}(r) in Fig. 9. The red/blue numbers represent the charge Q_{αℓ} in the two types of nonequivalent moiré unit
cells in the enlarged unit cell:

\[ Q_{\alpha \ell} = \int_\mathcal{C} d^2 r \rho_{\alpha \ell}(r). \]  

(32)

We notice that \( Q_{\alpha \ell} \) for a given sublattice \( \alpha \) and layer \( \ell \) in the unit cell around \( r = 0 \) (red) and \( r = \tilde{\mathbf{a}}_1 \) (blue) are the same (differ by \( 10^{-9} \) numerically). However, the charge distributions differ. For example, in the top layer with \( \alpha = A \), the charge center in the unit cell around \( r = 0 \) is in the lower half of the unit cell, while in the unit cell around \( r = \tilde{\mathbf{a}}_1 \), the charge center is in the upper half of the unit cell. Moreover, we also numerically confirmed that the charge distribution of layer \( \ell = t \) is in the lower half of the unit cell, while in the unit cell \( \ell = b \), sublattice \( \alpha = B \) are identical with a real space translation \( r \rightarrow r + \tilde{\mathbf{a}}_1 \), as we concluded from \( C_{zz} \) symmetry in the last paragraph.

To quantify the charge modulation between two moiré unit cells, we first define the following dimensionless quantity:

\[ D_1(r) = \Omega_c \sqrt{\sum_\alpha |\rho_{\alpha}(r) - \rho_{\alpha}(r + \tilde{\mathbf{a}}_1)|^2}, \]  

(33)

in which \( \Omega_c \) is the volume of one moiré unit cell. This quantity equals zero only when all of the four components of \( \rho_{\alpha}(r) \) are not changed under translation \( r \rightarrow r + \tilde{\mathbf{a}}_1 \). It also has the same periodicity as the original moiré superlattice by definition, therefore we only have to calculate the values within a single moiré unit cell. In Fig. 10 (a), we provide the values of \( D_1(r) \) in a moiré unit cell. As can be observed, the charge density components per sublattice and layer are not invariant under the translation.

Similarly, we can also define the following quantity to quantify the charge density modulation in a single layer (for example, the top layer) under the translation \( r \rightarrow r + \tilde{\mathbf{a}}_1 \):

\[ D_2(r) = \Omega_c \sqrt{\sum_\alpha \rho_{\alpha}(r) - \rho_{\alpha}(r + \tilde{\mathbf{a}}_1)}, \]  

(34)

\( D_2(r) = 0 \) only when the top layer charge density distributions are the same in two moiré unit cells. A plot of \( D_2(r) \) is provided in Fig. 10 (d). It shows that charge distribution for a single layer is not invariant under \( r \rightarrow r + \tilde{\mathbf{a}}_1 \). Therefore, it is still possible to observe a charge density wave by experiments such as scanning tunneling microscopy, which mostly detects signals from a single layer, although the total charge density does not have any modulation in \( AA \) stacking regions.

We also solved the real space charge distribution of the \( C_{zz} \) stripe phase at \( t = 1 \), i.e., with the kinetic term. As shown in Table II, this term anti-commutes with \( P \), thus the solution does not have the \( \tilde{T}_B \) \( P \) symmetry. As a consequence, the total charge no longer has the same periodicity as the moiré lattice. However, since the \( \tilde{T}_B \) \( P \) symmetry is only weakly broken, the modulation of total charge between different unit cells is less than 0.2%. A detailed study of this solution is provided in App. F2.

C. The motion of Dirac nodes

For any two-band system, the \( C_{zz} \) symmetry can be represented by complex conjugation \( K \) under proper basis choice. Therefore, a \( C_{zz} \) symmetric Hamiltonian will not contain any \( \sigma_y \) terms, and a single Dirac node cannot be gapped locally by any perturbation which respects the \( C_{zz} \) symmetry. Instead, such perturbation can only change the position of the Dirac node in momentum space. The non-interacting TBG flat bands have two Dirac nodes protected by \( C_{zz} \) symmetry with the same chirality, while the \( C_{zz} \) stripe phase does not have any Dirac nodes. However, Dirac nodes can annihilate only when two nodes carry opposite chirality. The gap opening of the \( C_{zz} \) stripe phase is seemingly at odds with the Dirac nodes’ chirality of the non-interacting TBG bands.

In this section, we study this process and focus on the \( C_{zz} \) stripe solution with flat band kinetic energy \( (t = 1) \) at \( \omega_1/\omega_2 = 0.8 \) on a \( 36 \times 36 \) momentum lattice. To analyze the gap opening within the \( C_{zz} \) stripe phase, we first introduce the interpolation Hamiltonian with parameters \( \lambda_1 \) and \( \lambda_2 \):

\[
\mathcal{H}_{bmns,b'nny's'}(\mathbf{k},\lambda_1,\lambda_2) = c_{\mathbf{k} + \mathbf{q}_{b,m,ss'}^n \delta_{bb} \delta_{mm} \delta_{ss'} \delta_{ss'}} + \lambda_1 \delta_{bb} \left( \mathcal{H}^{(H)}(\mathbf{k}) + \mathcal{H}^{(F)}(\mathbf{k}) \right)_{bmns,b'nny's'} + \lambda_2 (1 - \delta_{bb}) \left( \mathcal{H}^{(H)}(\mathbf{k}) + \mathcal{H}^{(F)}(\mathbf{k}) \right)_{bmns,b'nny's'},
\]  

(35)

in which \( \lambda_1 \) stands for the interpolation coefficients for the translation symmetry preserving part of the self-consistent HF Hamiltonian, and \( \lambda_2 \) the translation symmetry breaking part of the HF Hamiltonian. Thus, the Hamiltonian at \( \lambda_1 = \lambda_2 = 0 \) gives us the band structure of the non-interacting bands, while \( \lambda_1 = \lambda_2 = 1 \) gives us the HF bands of the \( C_{zz} \) stripe phase. In Fig. 11(a), we show the value of the band gap between the second and the third bands of the Hamiltonian \( \mathcal{H}(\mathbf{k},\lambda_1,\lambda_2) \). Clearly, the gap opens when both the \( \lambda_1 \) and \( \lambda_2 \) exceed a critical value. However, different path choices in the \( (\lambda_1,\lambda_2) \) space can correspond to different mechanisms of gap opening. In the following paragraphs, we illustrate how the gapless non-interacting TBG bands become the \( C_{zz} \) stripe phase with a large charge gap along three different paths in this \( (\lambda_1,\lambda_2) \) parameter space: one path with non-abelian braiding, one path with annihilation of Dirac nodes from the strong interacting bands, and one path with Dirac nodes annihilation when crossing the Brillouin zone border due to the \( \pi \) Berry phase as discussed in Sec. IV B [59].
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FIG. 11. (a) The minimum direct charge gap between the second and the third bands of the Hamiltonian \( H(\kappa, \lambda_1, \lambda_2) \) as a function of \( \lambda_1 \) and \( \lambda_2 \). (b) The direct gap between the second and the third bands in the FMBZ when \( \lambda_1 = \lambda_2 = 0 \). The direct gaps between the second and the third bands in the FMBZ at \( \lambda_1 = 0, \lambda_2 = 1 \) and at \( \lambda_1 = 1, \lambda_2 = 0 \) are also shown in subfigures (c) and (d). The red symbols \( \oplus \) and \( \ominus \) represent the Dirac nodes and their chiralities in subfigures (b-d). Due to the finite 36 × 36 mesh in the Brillouin zone, the minimum direct gap is in general not strictly equal to zero (at machine precision). Nevertheless, we have checked at several places of the phase diagram by refining the mesh with the non-self-consistent-field method discussed in App. A 2 near the nodes that we indeed have direct gap closing, for example, two Dirac nodes can be observed near the \( \gamma \) point at \((\lambda_1, \lambda_2) = (0, 1)\). In subfigures (b-d), the values of the direct gap are represented in meV in the colorbars.

FIG. 12. (a-c) The direct gap between the second and the third bands of \( H(\kappa, \lambda_1, \lambda_2) \) in the FMBZ patch around \( \gamma \) point (see App. E 2) with \( \lambda_1 = 0, 0.03, 0.06 \) and \( \lambda_2 = 1 \). (d-f) The direct gap between the first and the second bands in the same FMBZ patch. The chiralities of the Dirac nodes in the dashed circles are represented by red symbols \( \oplus \) and \( \ominus \). The values of the direct gap are represented in meV in the colorbars.

1. Non-Abelian Dirac node braiding

The first path we study is along the following direction: \((\lambda_1, \lambda_2) = (0, 0) \rightarrow (0, 1) \rightarrow (1, 1)\). The direct gaps between the second and the third bands in the FMBZ at \((\lambda_1, \lambda_2) = (0, 0)\) and \((0, 1)\) are shown in Figs. 11(b) and (c). The Dirac nodes are labeled by red \( \oplus \) and \( \ominus \) symbols in these figures. Along this first segment of the path, these two Dirac nodes labeled on the figure move to a region around the \( \gamma \) point [see Figs. 11(b) and (c)]. By using the non-self-consistent-field method discussed in App. A 2, we can solve the band structures of \( H(\kappa, \lambda_1, \lambda_2) \) in a small patch around the \( \gamma \) point with a 45 times higher resolution than the original 36 × 36 lattice, without solving the self-consistent solution on such a dense momentum lattice. We are also able to evaluate the chirality of Dirac nodes by the method discussed in App. E 1, and we provide a detailed numerical study about the chirality of Dirac nodes in App. E 2 a. We now focus on the second segment of the path. In Fig. 12, we show the position and the chirality of the Dirac nodes between the first and the second bands, and between the second and the third bands at \( \lambda_1 = 0, 0.03, 0.06 \) and \( \lambda_2 = 1 \). Fig. 12(a) shows the zoom-in direct gap plot around the \( \gamma \) point of Fig. 11(a), and the two Dirac nodes with the same chirality becomes clearly visible. When the value of \( \lambda_1 \) is increased to 0.03, one of the nodes flipped its chirality. And these two Dirac nodes annihilate with each other and the charge gap opens when \( \lambda_1 > 0.055 \), as shown in Figs. 12(b) and (c). Meanwhile, another pair of Dirac nodes are created between the first and the second bands, which can be observed in Figs. 12(d-f). The two nodes carry opposite chiralities when \( \lambda_1 = 0.03 \), and one of them flips the chirality when \( \lambda_1 \) is increased to 0.06. The chirality change of Dirac nodes in different bands is a signature of the non-Abelian nature of the braiding between Dirac nodes in multi-band systems [40, 59, 60].

2. Strong correlated bands

The second path is along the direction: \((\lambda_1, \lambda_2) = (0, 0) \rightarrow (1, 0) \rightarrow (1, 1)\). When \( \lambda_1 \) continuously increases from 0 to 1, the Hamiltonian does not break the translation symmetry, and thus we can still study the bands in the MBZ. Since the Coulomb interaction dominates
over the kinetic energy of the narrow bands, the Hamiltonian is in the strong coupling limit when $\lambda_1$ is large enough, especially at $\lambda_1 = 1$. As discussed in Ref. [51] and App. E2b, the bands are degenerate at the high symmetry points, $\Gamma$, $M$, and $K$. The degeneracy at $\Gamma$ is protected by the $C_{2z}T$ and the particle-hole symmetry, carrying the winding number of $+3$. The MBZ contains three different $M$ points, related by $C_{3z}$ symmetry. Similar to the $\Gamma$ point, the degeneracy at $M$ is also protected by $C_{2z}T$ and particle-hole, but carries the winding number of $-1$. The degeneracy at $K$ and $K'$ points, however, is protected by $C_{2z}T$ and $C_{3z}$ symmetry, and carries the winding number of $1$. So the total winding number is $2$, reflecting the nontrivial topological properties of the flat bands around the charge neutral point.

For the second part of the path, i.e., $(1, 0) \rightarrow (1, 1)$, the starting point is the previously described strong interacting band structure of $\mathcal{H}(\kappa, 1, 0)$, but folded into the FMBZ. There, the two Dirac nodes originally at different $M$ points are moved to the $\mu$ point. In contrast, the third $M$ point will be moved to the $\gamma$ point, and it becomes a Dirac node between the first and the second bands. Therefore, there are four Dirac nodes between the second and the third bands. The two nodes at the $\mu$ point carry opposite chirality from the nodes at $K$ and $K'$ point. When increasing $\lambda_2$, these four nodes move towards $\gamma$ point in FMBZ and annihilate with each other. Thus, the Brillouin zone folding is also necessary along the second path for gap opening between the second and the third bands, although there is no non-Abelian braiding involved. We also provide detailed discussion of the motion and chirality of these nodes in App. E2b.

3. Brillouin zone border

Our third path is a linear interpolation along the direction $(\lambda_1, \lambda_2) = (0, 0) \rightarrow (1, 1)$. As soon as we move away from $(0, 0)$, the two Dirac nodes of the non-interacting Hamiltonian between the second and third bands start moving in the FMBZ. Around $\lambda_1 = \lambda_2 = 0.03$, the two nodes with the same chirality move to the proximity of $x$ point of the FMBZ (see Fig. 3). Another pair of Dirac nodes with opposite chiralities are also created in this region. As shown in Fig. 13 (a), there are four Dirac nodes around the $x$ point when $\lambda_1 = \lambda_2 = 0.035$. By using the method discussed in App. E1, we are able to evaluate the chiralities of these Dirac nodes. The three nodes on the left will merge into one node once the values of $\lambda_1$ and $\lambda_2$ are increased to $0.04$ (see App. E2c). Thus, there will be two nodes with both $+1$ chirality moving leftward and rightward from the $x$ point when increasing the values of $\lambda_1$ and $\lambda_2$. The path of these nodes wrap around the FMBZ along the axis $\mathbf{b}_1$, and they move towards the proximity of $\gamma$ point around $\lambda_1 = \lambda_2 = 0.05$. In Fig. 13 (b), we observe these nodes in the FMBZ patch near the $\gamma$ point at $\lambda_1 = \lambda_2 = 0.058$. The relative chirality of different Dirac nodes is well-defined on local patches in the FMBZ. For nodes far apart from each other, finding such a single large patch is problematic (see App. E1), which is why we resort only to local patches once they contain the two nodes. Interestingly, as implied by the analysis in App. D, the relative chirality of a Dirac node can flip once it encircles the FMBZ (see also Ref. [59] for a simple example of a checkerboard lattice with $C_2T$ symmetry and unobstructed single quadratic band touching). As shown in Fig. 13 (b), the two Dirac nodes carry the opposite chiralities when they meet near the $\gamma$ point in FMBZ, which is different from the $+2$ chirality when they were in the proximity of $x$ point. The nodes annihilate with each other at around $\lambda_1 = \lambda_2 = 0.06$, and the gap between the second and the third bands is opened. We also demonstrate the paths of these nodes wrapping around the FMBZ in Fig. 13 (c), where the blue (red) dots and arrows stand for the motion of left (right) moving Dirac nodes. Detailed numerical results about the Dirac nodes and chiralities along this path can also be found in App. E2c.

VI. CONCLUSION

Using the translation symmetry breaking Hartree-Fock calculation, we have mapped the phase diagram of TBG at filling factor $\nu = -3$ (or $\nu = +3$ thanks to the particle-hole symmetry) as a function of $w_0/w_1$. Our results show that the quantum anomalous Hall state obtained at the chiral limit is still the self-consistent solution when the interlayer hopping ratio $w_0/w_1$ is smaller than a critical value of 0.5. Around the more experimentally realistic value $w_0/w_1 \approx 0.8$, a translation symmetry breaking phase with $C_2T$ symmetry, a doubled moiré unit cell and
a large charge gap, which we dub as $C_{2z}T$ stripe phase, becomes energetically preferred. By computing its Wilson loop, we also found the $C_{2z}T$ stripe phase carries zero Chern number, which is different from the quantum anomalous Hall phase. The vanishing Chern number and the large charge gap imply that this $C_{2z}T$ stripe phase could depict the insulating state at $\nu = +3$ filling observed in experiments [10, 11]. In the region between the quantum anomalous Hall and the $C_{2z}T$ stripe phases with an intermediate value $0.5 \lesssim w_0/w_1 \lesssim 0.65$, we also find that these states and another phase with a tripling of the moiré unit cell all have competitive energy. The candidate states in this intermediate region have small charge gaps, whereas large charge gaps can be observed away from the intermediate region.

Compared to the states proposed in previous studies, the $C_{2z}T$ stripe phase we obtained does not require any strain [50]. This $C_{2z}T$ stripe phase is invariant under $\hat{T}_a, P$ transformation, and, although similar, it is different from the translation breaking phase in Refs. [40], which has the $\hat{T}_a, C_{2z}$ symmetry that does not enforce the invariance of the total charge density $\rho_{\text{tot}}(\mathbf{r})$ at each $\mathbf{r}$ when translating by a moiré unit cell. The real space charge distribution in this $C_{2z}T$ stripe phase is also evaluated from the mean field order parameter. We discovered that the total charge density in the flat band limit does not have modulation in different moiré unit cells because of a new non-symmorphic symmetry $\hat{T}_a, P$ symmetry, although the $C_{2z}T$ stripe phase itself strongly breaks the translation symmetry $\hat{T}_a$. This non-symmorphic symmetry is no longer fulfilled when the flat band kinetic terms are considered, yet it is only weakly violated. Meanwhile, the charge density in a single layer still has a clear modulation even in the flat band limit, and it is experimentally testable by scanning tunneling microscope, which only detects the electron states from a single layer. We also analyze how the non-interacting TBG flat bands with two Dirac nodes with the same chirality are deformed into the $C_{2z}T$ stripe phase with a large charge gap. The gap opening mechanism depends on the path selected to connect these two extreme cases. In particular, moving to the strongly correlated bands regime first and then breaking the translation symmetry unveils the non-Abelian nature of Dirac nodes’ charge in multi-band systems.

The existence of the $C_{2z}T$ stripe phase at $\nu = -3$ naturally raises the question of a similar phase at integer filling $\nu = -1$. Indeed, this filling factor shares similarities with $\nu = -3$, with only quantum anomalous Hall states in the chiral flat band limit, as opposed to even integer fillings which have exact eigenstates with zero Chern number [28, 30, 47]. We did solve the self-consistent equation at another odd integer filling $\nu = -1$ and $w_0/w_1 = 0.8$, and translation symmetry breaking is not observed. We leave the search for possible symmetry breaking phases at $\nu = -1$ filling and perturbations which would stabilize them to further works.
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Appendix A: Hartree-Fock Method

In this appendix, we discuss the details of Hartree-Fock mean field theory with folded moiré Brillouin zones in App. A1. We also show a method to obtain a smooth visualization of mean field band structure along high symmetry lines in App. A2.

1. Hartree-Fock Hamiltonian with folded moiré Brillouin zone

Here, we provide the explicit expression for the Hartree-Fock Hamiltonian with folded moiré Brillouin zones that was sketched in Sec. III. We first rewrite the projected interacting Hamiltonian using the following alternative form:

$$H_t = \frac{1}{2\Omega_{\text{tot}}} \sum_{k,k',q \in \text{MBZ}} \sum_{m,m',n,n'} U^{(\eta_\eta')}_{mn,m'n'}(q;k,k') \left( c_{k+q,mn}^\dagger c_{k,nn} - \frac{1}{2} \delta_{q,0} \delta_{mn} \right) \left( c_{k'-q,m'n'n'}^\dagger c_{k',n'n'n'} - \frac{1}{2} \delta_{q,0} \delta_{m'n'} \right),$$

(A1)

in which the interacting elements $U^{(\eta_\eta')}_{mn,m'n'}(q;k,k')$ are defined as:

$$U^{(\eta_\eta')}_{mn,m'n'}(q;k,k') = \sum_{G \in Q_0} V(q + G) M^{(\eta_\eta')}_{mn}(k + G) M^{(\eta_\eta')}_{m'n'}(k', -q - G).$$

(A2)

Here $M^{(\eta_\eta')}(k + G)$ is the form factor defined in Eq. (14) in the main text. By using the mean field approximation, the interacting Hamiltonian can be written into the Hartree and Fock terms:

$$H^{(H)} = \sum_{\kappa \in \text{FMBZ}} \sum_{bb',m,m',n,n} \mathcal{H}^{(H)}_{bb'mn;bnmn}(\kappa) \left( c_{\kappa+Q_b,mn}^\dagger c_{\kappa+Q_b,nn} - \frac{1}{2} \delta_{bb'} \delta_{mn} \right),$$

(A3)

$$H^{(F)} = \sum_{\kappa \in \text{FMBZ}} \sum_{bb',\eta_\eta'n,n} \mathcal{H}^{(F)}_{bb'n\eta'n;bn\eta'n}(\kappa) \left( c_{\kappa+Q_b,\eta_\eta'n}^\dagger c_{\kappa+Q_b,\eta_\eta'n} - \frac{1}{2} \delta_{bb'} \delta_{mn} \delta_{\eta_\eta'} \delta_{\eta_\eta'} \right).$$

(A4)

The matrices $\mathcal{H}^{(H)}(\kappa)$ and $\mathcal{H}^{(F)}(\kappa)$ can be written as:

$$\mathcal{H}^{(H)}_{bb'n\eta'n;bn\eta'n}(\kappa) = \frac{1}{\Omega_{\text{tot}}} \sum_{\kappa' \in \text{FMBZ}} \sum_{bb''\eta''s'\eta's'} \sum_{mm'n'n'} \sum_{mm'n'n'} U^{(\eta_\eta')}_{bb'n\eta'n;bb''\eta''s'n'n'}(\kappa, \kappa') \Delta_{bb''\eta''s'n'n'}(\kappa, \kappa') \delta_{\eta_\eta'} \delta_{\eta_\eta'}$$

(A5)

$$\mathcal{H}^{(F)}_{bb'n\eta'n;bn\eta'n}(\kappa) = -\frac{1}{\Omega_{\text{tot}}} \sum_{\kappa' \in \text{FMBZ}} \sum_{bb''\eta''s'\eta's'} \sum_{mm'n'n'} \sum_{mm'n'n'} U^{(\eta_\eta')}_{bb'n\eta'n;bb''\eta''s'n'n'}(\kappa, \kappa') \Delta_{bb''\eta''s'n'n'}(\kappa, \kappa') \delta_{\eta_\eta'} \delta_{\eta_\eta'},$$

(A6)

in which the matrices $\Delta(\kappa)$ is the order parameter defined in Eq. (20) in the main text. We can also use the interaction elements $U^{(\eta_\eta')}_{mn,m'n'}(q;k,k')$ to represent the coefficients $U^H(\kappa, \kappa')$ and $U^F(\kappa, \kappa')$ as follows:

$$U^{(\eta_\eta')}_{mn,m'n'}(q;k,k') = U^{(\eta_\eta')}_{mn,m'n'}(Q_b - Q_{b'}, \kappa + Q_{b'}, \kappa' + Q_{b''}) \sum_{G \in Q_0} \delta_{Q_b + Q_{b'}, \kappa + Q_{b'}, \kappa' + Q_{b''} + G}$$

(A7)

$$U^{(\eta_\eta')}_{mn,m'n'}(q;k,k') = U^{(\eta_\eta')}_{mn,m'n'}(\kappa' - \kappa + Q_{b''}, \kappa + Q_{b'}, \kappa' + Q_{b''}) \sum_{G \in Q_0} \delta_{Q_b + Q_{b'}, \kappa + Q_{b'}, \kappa' + Q_{b''} + G}.$$

(A8)

We can also write down the total mean field Hamiltonian by adding the kinetic term:

$$\mathcal{H}^{(0)}_{bb'n\eta'n;bn\eta'n}(\kappa) = \epsilon_{\kappa+Q_b,mn} \delta_{bb'} \delta_{mn} \delta_{\eta_\eta'} \delta_{\eta_\eta'},$$

(A9)

$$\mathcal{H}^{HF}(\kappa) = t \mathcal{H}^{(0)}(\kappa) + \mathcal{H}^{(H)}(\kappa) + \mathcal{H}^{(F)}(\kappa).$$

(A10)

For convenience, we have introduced a parameter $t$ to go from the flat band limit ($t = 0$) to the full fledged kinetic term ($t = 1$). As discussed in Sec. III, we use $\phi_{mbnq,i}(\kappa)$ to represent the eigenstates of the Hamiltonian $\mathcal{H}^{HF}(\kappa)$. By
using $\phi_{bm\eta s,i}(\kappa)$, we can also obtain the self-consistent condition for the order parameter:

$$
\Delta_{bm\eta s/b'\eta' s'}(\kappa) = \sum_{i \in \text{occupied}} \left( \phi_{bm\eta s,i}^*(\kappa) \phi_{b'\eta' s',i}(\kappa) \right) - \frac{1}{2} \delta_{bb'} \delta_{\eta\eta'} \delta_{ss'}.
$$

(A11)

Since we solely focus on the filling factor $\nu = -3$, only the $N_M$ states with the lowest eigenvalues $E_i(\kappa)$ among all eigenstates are counted as occupied states. We start from a randomized initial order parameter, and we build $\mathcal{H}^{HF}(\kappa)$ from this order parameter. We can then solve the new order parameter from the self-consistent condition Eq. (A11) until both the order parameter and Hamiltonian converge. For a given self-consistent solution, the total energy can be evaluated by the following equation:

$$
E_{tot} = \sum_{\kappa \in \text{FMBZ}} \text{Tr} \left[ \left( \mathcal{H}^{(0)}(\kappa) + \frac{1}{2} \left( \mathcal{H}^{(H)}(\kappa) + \mathcal{H}^{(F)}(\kappa) \right) \right) \Delta^T(\kappa) \right].
$$

(A12)

2. Band structure along high symmetry lines

In this subsection, we discuss the non-self-consistent-field method we use to obtain a smooth visualization of HF band structure without solving the self-consistent equation on a dense momentum lattice. Solving the self-consistent equation on a dense momentum lattice discretizing the (folded) moiré Brillouin zone requires a large amount of computing resources. The storage requirement for saving the coefficients $U_{HF}(\kappa, \kappa')$ also grows quadratically with the lattice size. Thus, our mean field solutions are obtained on relatively small lattices, such as $12 \times 12, 18 \times 18$ up to $36 \times 36$. However, there are only a few points of this discretized mesh that are along the high symmetry lines on such small momentum lattice. These points are not dense enough to obtain a smooth visualization of the mean field band structure along these high symmetry lines.

We choose our $C_2$zT stripe phase solution at $w_0/w_1 = 0.8$ on $18 \times 18$ momentum lattice as an example. As shown in Fig. 14 (a), we simply diagonalize the Hamiltonian $\mathcal{H}^{HF}(\kappa)$ on this momentum lattice, and we show the energy spectra for $\kappa$ along the high symmetry lines. Albeit the shape of the bands and the charge gap can be roughly observed in this plot, the details, such as band crossing points, cannot be easily identified due to the large distances between these momentum points.

In order to solve the energy spectra for any given momentum $\kappa$ along the high symmetry lines, we can still use Eqs. (A5) and (A6). These equations show that the Hartree Fock Hamiltonian $\mathcal{H}^{HF}(\kappa)$ has a summation for $\kappa' \in \text{FMBZ}$. 

FIG. 14. The Hartree-Fock band structure of the $C_2$zT stripe phase along the high symmetry lines. (a) The HF band structure obtained directly from the solution on $18 \times 18$ momentum lattice. (b) The “continuum” HF band structure along the high symmetry lines. We used the order parameter on the same $18 \times 18$ momentum lattice as in subfigure (a) to calculate the HF Hamiltonians along these high symmetry lines.
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For an arbitrary value of $\kappa$, we can enforce that the summation of $\kappa'$ is always on the sparse momentum lattice. Therefore, for the purpose of building the HF Hamiltonian along a dense high symmetry line, we have to know the order parameter $\Delta(\kappa')$, and the HF coefficients $U^{HF}(\kappa, \kappa')$ with $\kappa$ along these dense high symmetry lines and $\kappa'$ on this sparse lattice. To obtain all of these coefficients, we only need to solve the single body wavefunctions of the BM model on the sparse lattice and along the dense high symmetry line, instead of the wavefunctions on a dense momentum lattice. The storage requirement for saving these HF coefficients becomes linear with the lattice size, and thus we are able to enhance the point density along the high symmetry lines at a moderate cost. Once we obtain the HF Hamiltonian, we are also able to get its eigenstate $\phi_{bm_n,s,i}(\kappa)$ and order parameter $\Delta(\kappa)$ along the dense high symmetry line. Fig. 14 (b) shows the HF band structure we calculated using the order parameter on the $18 \times 18$ momentum lattice, which is the same as the one we used in Fig. 14 (a). The band structure plot in Fig. 14 (b) has the same shape qualitatively as in Fig. 14 (a), while it also provides more details like the band crossing point along the $\gamma$-$x$ line. The plots in Fig. 2 in the main text have also been obtained by this method.

This method is not limited to studying the band structure along high symmetry lines. We can also replace the momentum points $\kappa$ along the high symmetry lines by momentum points on a small patch in the FMBZ. Thus, we are also able to study the band structure and the HF wavefunctions in a small region of the FMBZ without solving the self-consistent equation on a dense lattice. This technique was used in Sec. V C to get an accurate result for $\kappa'$ along these dense high symmetry lines. Therefore, the non-interacting Hamiltonian will transform as follows under these symmetries:

\[
D_{Q,Q'}(C_{2z}T) = \sigma_x \delta_{Q,Q'} , \quad (B1)
\]

\[
D_{Q,Q'}(C_{3z}) = \exp \left( i \frac{2\pi \eta}{3} z \right) \delta_{Q,C_{3z}Q'} , \quad (B2)
\]

\[
D_{Q,Q'}(C_{2x}) = \sigma_x \delta_{Q,C_{2x}Q'} , \quad (B3)
\]

\[
D_{Q,Q'}(P) = \zeta_Q \delta_{Q,-Q'} , \quad (B4)
\]

where $\zeta_Q = 1$ when $Q \in \mathbb{Z}_+$, and $\zeta_Q = -1$ when $Q \in \mathbb{Z}_-$. Both $C_{3z}$ and $C_{2x}$ are unitary symmetries which commute with the non-interacting Hamiltonian. In contrast, particle hole symmetry $P$ is a unitary symmetry which anti-commute with the non-interacting Hamiltonian. Unlike the other three, $C_{2z}T$ is an anti-unitary symmetry, which also contains a complex conjugation operation. These representation matrices describe the transformation of electron operators in plane wave basis under these transformations:

\[
g_{\mathbf{k},\mathbf{Q},\eta,\alpha,s}^{-1} g = \sum_{Q'\beta} D^*_{Q,\alpha,Q'\beta}(g) c_{\beta k,\mathbf{Q}',\eta,\beta,s} \quad (B5)
\]

Therefore, the non-interacting Hamiltonian will transform as follows under these symmetries:

\[
D(C_{2z}T)^{-1} h^{(\eta)*}(\mathbf{k}) D(C_{2z}T) = h^{(\eta)}(\mathbf{k}) , \quad (B6)
\]

\[
D(C_{3z})^{-1} h^{(\eta)}(\mathbf{k}) D(C_{3z}) = h^{(\eta)}(C_{3z}\mathbf{k}) , \quad (B7)
\]

\[
D(C_{2x})^{-1} h^{(\eta)}(\mathbf{k}) D(C_{2x}) = h^{(\eta)}(C_{2x}\mathbf{k}) , \quad (B8)
\]

\[
D(P)^{-1} h^{(\eta)}(\mathbf{k}) D(P) = -h^{(\eta)}(-\mathbf{k}) . \quad (B9)
\]

Notice that on the left hand side of Eq. (B6), we transform the complex conjugation of the Hamiltonian by matrix $D(C_{2z}T)$ because of the anti-unitary nature of $C_{2z}T$ transformation. For each unitary symmetry $g$, we can define the sewing matrix $B^g(\mathbf{k})$ as:

\[
B^g_{mn}(\mathbf{k}) = \sum_{Q\alpha,Q'\beta} u_{Q\alpha,m\eta}(\mathbf{k}) D_{Q\alpha,Q'\beta}(g) u_{Q'\beta,n\eta}(g\mathbf{k}) , \quad (B10)
\]

Appendix B: Symmetries and sewing matrices

In this appendix, we review the representation of several symmetries of the single valley TBG Hamiltonian, which is mentioned in Sec. II and used in Sec. VA in the main text. As discussed in Refs. [46, 59, 62], the single valley TBG Hamiltonian has $C_{2z}T$, $C_{3z}$, $C_{2x}$ and $P$ symmetries. The representations of these symmetries are given by:

\[
D_{Q,Q'}(C_{2z}T) = \sigma_x \delta_{Q,Q'} , \quad (B1)
\]

\[
D_{Q,Q'}(C_{3z}) = \exp \left( i \frac{2\pi \eta}{3} z \right) \delta_{Q,C_{3z}Q'} , \quad (B2)
\]

\[
D_{Q,Q'}(C_{2x}) = \sigma_x \delta_{Q,C_{2x}Q'} , \quad (B3)
\]

\[
D_{Q,Q'}(P) = \zeta_Q \delta_{Q,-Q'} , \quad (B4)
\]

where $\zeta_Q = 1$ when $Q \in \mathbb{Z}_+$, and $\zeta_Q = -1$ when $Q \in \mathbb{Z}_-$. Both $C_{3z}$ and $C_{2x}$ are unitary symmetries which commute with the non-interacting Hamiltonian. Therefore, the Dirac nodes in the FMBZ patch, which are protected by the $C_{2z}T$ symmetry, should be well-captured by the non-self-consistent-field method.
and this matrix has the following property:

$$\sum_m u_{Q\alpha,m\eta}(k) B^g_{mn}(k) = \sum_{Q'\beta} D_{Q\alpha,Q'\beta}(g) u_{Q'\beta,n\eta}(gk). \quad (B11)$$

Similarly, for anti-unitary symmetry $C_{2z} T$, we can define its sewing matrix as:

$$B^g_{mn}(k) = \sum_{Q\alpha,Q'\beta} u_{Q\alpha,m\eta}(k) D_{Q\alpha,Q'\beta}(C_{2z} T) u_{Q'\beta,n\eta}(k). \quad (B12)$$

For each given unitary symmetry, the electron operators will transform as their sewing matrices:

$$g^{-1} c^\dagger_{k,m\eta,s} g = \sum_{Q\alpha} u_{Q\alpha,m\eta}(k) g^{-1} c^\dagger_{k,Q,\alpha,s} g$$

$$= \sum_{Q\alpha} u_{Q\alpha,m\eta}(k) \sum_{Q'\beta} D_{Q\alpha,Q'\beta}(g) c^\dagger_{gk,Q',\eta,s}$$

$$= \sum_{Q'\beta} \sum_n u_{Q'\beta,n\eta}(gk) B^g_{mn}(k) c^\dagger_{gk,Q',\eta,s}$$

$$= \sum_n B^g_{mn}(k) c^\dagger_{gk,n\eta,s}. \quad (B13)$$

Similar result can also be derived for anti-unitary symmetry $C_{2z} T$. As mentioned in Refs. [46–49], we fix the gauge choice of the wavefunctions such that the sewing matrices $B^g_{mn}(k) = \delta_{mn}$. Thus, the electron operators are transformed as:

$$(C_{2z} T)^{-1} c^\dagger_{k,m\eta,s} (C_{2z} T) = c^\dagger_{k,m\eta,s}. \quad (B14)$$

Except for these symmetries, this Hamiltonian also has the translation symmetries along the basis vectors $\mathbf{\tilde{a}}_{1,2}$ of the moiré superlattice, which we denote by $\hat{T}_{\mathbf{\tilde{a}}_{1,2}}$. For each electron operator, it will gain a phase factor under such translation transformation as shown:

$$\hat{T}_{\mathbf{\tilde{a}}_{1,2}}^{-1} c^\dagger_{k,m\eta,s} \hat{T}_{\mathbf{\tilde{a}}_{1,2}} = e^{i\mathbf{k} \cdot \mathbf{\tilde{a}}_{1,2}} c^\dagger_{k,m\eta,s}. \quad (B15)$$

We obtained the values of $G(g, \kappa)$ shown in Fig. 7 in the main text by applying Eqs. (B13), (B14) and (B15) to its definition Eq. (26).

Appendix C: Wilson loops in folded MBZ

In this appendix, we discuss the method to represent the HF wavefunctions using the plane wave basis and we derive the expression of the non-Abelian Wilson loops, which is used in Sec. IVB in the main text. We start with the mean field Hamiltonian $\mathcal{H}^{HF}(\kappa) = \mathcal{H}(H)(\kappa) + \mathcal{H}(F)(\kappa)$. By diagonalizing this Hamiltonian, we can obtain the eigenvectors:

$$\sum_{b'm'\eta's'} \mathcal{H}^{HF}_{bmn;k,b'm'\eta's'}(\kappa) \phi_{b'm'\eta's'\iota}(\kappa) = E^i(\kappa) \phi_{bmn;i}(\kappa). \quad (C1)$$

where $\phi_{bmn;i}(\kappa)$ is the Hartree-Fock band wavefunction of the $i$-th mean field band. We can write the wavefunction into the following format:

$$|\phi(\kappa)\rangle = \sum_{bmn\eta} \phi_{bmn;i}(\kappa) c^\dagger_{k_Q + Q_b,m\eta,s}. \quad (C2)$$
In order to compute the Wilson loops or Berry connection of these Bloch wavefunctions, we have to rewrite these states using the plane wave basis of the continuum model [61]:

$$|\phi_i(\kappa)\rangle = \sum_{b\mu\eta s} \phi_{b\mu\eta s,i}(\kappa) \sum_{Q \in \mathbb{Q}_\kappa} u_{Q\alpha,\mu\eta}(\kappa + Q_{\beta}) c_{\kappa + Q_{\mu}, Q, \eta, \alpha, s}^\dagger |0\rangle.$$  \hspace{1cm} (C3)

Therefore, to represent the Bloch wavefunction of the mean field bands by the plane wave basis, we introduce the coefficients $\Phi_{Qa,b,\eta,s,i}(\kappa)$:

$$\Phi_{Qa,b,\eta,s,i}(\kappa) = \sum_{m} \phi_{b\mu\eta s,i}(\kappa) u_{Qa,\mu\eta}(\kappa + Q_{\beta}),$$  \hspace{1cm} (C4)

$$|\phi_i(\kappa)\rangle = \sum_{Q \in \mathbb{Q}_\kappa} \sum_{b\mu\eta s} \Phi_{Qa,b,\eta,s,i}(\kappa) c_{\kappa + Q_{\mu}, Q, \eta, \alpha, s}^\dagger |0\rangle.$$  \hspace{1cm} (C5)

The eigenvectors $\phi_{b\mu\eta s,i}(\kappa)$ are not periodic in the FMBZ. When the momentum $\kappa \in \text{FMBZ}$ is shifted by a reciprocal vector of FMBZ $(\kappa \rightarrow \kappa + g)$, the subband index $b$ of $\phi_{b\mu\eta s,i}(\kappa)$ will be transformed by the embedding matrix $V_g$ as follows:

$$\phi_{b\mu\eta s,i}(\kappa + g) = \sum_{b'} (V_g)_{bb'} \phi_{b'\mu\eta s,i}(\kappa),$$  \hspace{1cm} (C6)

in which the matrix $V_g$ is given by:

$$(V_g)_{bb'} = \sum_{G \in \mathbb{Q}_0} \delta_{G + Q_{\mu}, Q_{\mu'} + G}.$$  \hspace{1cm} (C7)

Therefore, the subband index $b$ in the Bloch wavefunction coefficients $\Phi_{Qa,b,\eta,s,i}(\kappa)$ also has to be shifted accordingly:

$$\Phi_{Qa,\eta,s,i}(\kappa + g) = \sum_{m,b'} \sum_{G \in \mathbb{Q}_0} \delta_{G + Q_{\mu}, Q_{\mu'} + G} \phi_{b'\mu\eta s,i}(\kappa) u_{Qa,\mu\eta}(\kappa + g + Q_{\beta}).$$  \hspace{1cm} (C8)

We also use $\Phi_i(\kappa)$ to denote the vector made of the coefficients $\Phi_{Qa,b,\eta,s,i}(\kappa)$. Thus, we are able to define the non-Abelian Wilson loop of the mean field bands. For the two types of favored foldings $(\sqrt{3} \times \sqrt{3})$ and $(2 \times 1)$, we represent the momentum in FMBZ by $\kappa = \frac{\pi}{2\sqrt{3}} Q_1 + \frac{\pi}{2\sqrt{2}} b_2$, in which $Q_1$ is the basis vectors of the reciprocal lattices of the folded Brillouin zones defined in Table. 1 and $b_2$ is the reciprocal vector of the original moiré Brillouin zone. We evaluate the Wilson loops along the direction of $Q_1$ with the lowest $N_F$ bands:

$$W_{ij}(\kappa_2) = \sum_{i_1,i_2,\cdots,i_{n-1}=1}^{N_F} \left[ \Phi_{i_1}^\dagger(\kappa_1 = 0, \kappa_2) \Phi_{i_2}(\kappa_1 = \delta \kappa, \kappa_2) \Phi_{i_3}^\dagger(\kappa_1 = \delta \kappa, \kappa_2) \cdots \right. \left. \times \Phi_{i_{n-1}}(\kappa_1 = 2\pi - \delta \kappa, \kappa_2) \Phi_{i_{n-1}}^\dagger(\kappa_1 = 2\pi - \delta \kappa, \kappa_2) \Phi_{j}(\kappa_1 = 2\pi, \kappa_2) \right], \delta \kappa = \frac{2\pi}{n}.$$  \hspace{1cm} (C9)

Here the integer $n$ is the number of points along the direction of $Q_1$ on the discretized momentum lattice in the FMBZ. The winding of Wilson loop eigenvalue exponent, computed by this expression, contains the information of the band topology, as discussed for the plots in Figs. 5 and 6 in the main text.

**Appendix D: Wilson loop of the stripe phase**

In this Appendix, we derive the properties of the Wilson loop for the $C_{2z}T$ symmetric stripe phase that was numerically evaluated in Sec. IV B. For that purpose, we focus on the simple limiting case of a gapped $C_{2z}T$ stripe with effective Hamiltonian given in Eq. (69) of Ref. [40]. This Hamiltonian has a gap between the band 2 and band 3, and because it is a special case, band 1 is degenerate with band 2, as is band 3 with band 4. This model is enough to understand the topology of these special subspaces; because, as long as the gap between 1-2 and 3-4 does not close, the topology must remain, i.e., we cannot change the sign of the determinant of the Wilson loops $\text{det} W$ under continuous deformations which do not close the 2-3 gap.
1. Simple effective Hamiltonian for the $C_{2z}T$ stripe

For convenience, the Chern states in this Appendix (App. D) are chosen to be the Bloch state basis and their gauge is fixed as in Ref. [40], i.e. the constructed Chern states are continuous in momentum, but not periodic. To be more specific, these Chern states satisfy the following boundary conditions:

$$|\psi_{\mu,\eta,s}(k)\rangle = |\psi_{\mu,\eta,s}(k + \tilde{b}_1)\rangle, \quad |\psi'_{\mu,\eta,s}(k)\rangle = e^{-i\eta \tilde{a}_i} |\psi_{\mu,\eta,s}(k + \tilde{b}_2)\rangle$$  \hspace{1cm} (D1)

where the subscript $\mu = \pm 1$ is the Chern number of the associated states, $\eta$ and $s$ are the indices for valley and spin respectively, and $\tilde{a}_i$ are the moiré lattice vectors defined in Fig. 8. In addition, these Chern states transform under $C_{2z}T$ as follows,

$$C_{2z}T |\psi_{\mu,\eta,s}(k)\rangle = |\psi_{-\mu,\eta,s}(k)\rangle.$$  \hspace{1cm} (D2)

Note that the gauge choice in Eq. (D1) is different from the gauge choice that we used for numerical calculations, which was discussed in Refs. [46–49].

Since the $C_{2z}T$ stripe phase is both spin and valley polarized, we can focus only on a particular spin and valley, and thus drop the the spin and valley indices in the rest of this appendix. In the $C_{2z}T$ phase, with the four-component Chern basis $\left\{|\psi_{+1}(k)\rangle, |\psi_{+1}(k + \tilde{b}_1/2)\rangle, |\psi_{-1}(k)\rangle, |\psi_{-1}(k + \tilde{b}_1/2)\rangle\right\}$, the effective Hamiltonian Eq. (69) of Ref. [40] can be written as:

$$H_{\text{eff}}^{C_{2z}T}(\kappa) = \begin{pmatrix} 
\epsilon(\kappa) & 0 & \Delta_2(\kappa) & 0 \\
0 & \epsilon(\kappa + \tilde{b}_1/2) & \Delta_2(\kappa) & 0 \\
\Delta_2^*(\kappa) & 0 & \epsilon(\kappa) & 0 \\
\Delta_2^*(\kappa) & 0 & 0 & \epsilon(\kappa + \tilde{b}_1/2) 
\end{pmatrix},$$  \hspace{1cm} (D3)

where the matrix elements satisfy the non-trivial periodicity conditions (with the proper gauge choice listed in Eq. (D1) and Ref. [40]):

$$\Delta_2(\kappa + \tilde{b}_1/2) = \Delta_2(\kappa), \hspace{1cm} (D4)$$
$$\Delta_2(\kappa + \tilde{b}_2) = -e^{2i\kappa \tilde{a}_1} \Delta_2(\kappa), \hspace{1cm} (D5)$$
$$\epsilon(\kappa + \tilde{b}_1) = \epsilon(\kappa). \hspace{1cm} (D6)$$

The corresponding single particle states for the smooth Chern gauge states built in Eq. (13) of Ref. [40] are:

**upper doublet:**

$$|\phi_2(\kappa)\rangle = \cos \frac{\theta(\kappa)}{2} |\psi_{+1}(\kappa)\rangle + \sin \frac{\theta(\kappa)}{2} e^{-i\varphi_2(\kappa)} |\psi_{-1}(\kappa + \tilde{b}_1/2)\rangle,$$  \hspace{1cm} (D7)

$$|\phi_3(\kappa)\rangle = \sin \frac{\theta(\kappa)}{2} e^{i\varphi_2(\kappa)} |\psi_{+1}(\kappa + \tilde{b}_1/2)\rangle + \cos \frac{\theta(\kappa)}{2} |\psi_{-1}(\kappa)\rangle,$$  \hspace{1cm} (D8)

**lower doublet:**

$$|\phi_1(\kappa)\rangle = -\sin \frac{\theta(\kappa)}{2} e^{i\varphi_2(\kappa)} |\psi_{+1}(\kappa)\rangle + \cos \frac{\theta(\kappa)}{2} |\psi_{-1}(\kappa + \tilde{b}_1/2)\rangle,$$  \hspace{1cm} (D9)

$$|\phi_4(\kappa)\rangle = \cos \frac{\theta(\kappa)}{2} |\psi_{+1}(\kappa + \tilde{b}_1/2)\rangle - \sin \frac{\theta(\kappa)}{2} e^{-i\varphi_2(\kappa)} |\psi_{-1}(\kappa)\rangle.$$  \hspace{1cm} (D10)

The quantities $\theta(\kappa)$ and $\varphi_2(\kappa)$ are defined by:

$$e^{i\varphi_2(\kappa)} = \frac{\Delta_2(\kappa)}{\Delta_2(\kappa)}; \hspace{1cm} (D11)$$
$$\cos \theta(\kappa) = \frac{c'(\kappa)}{\sqrt{c'(\kappa)^2 + |\Delta_2(\kappa)|^2}}; \hspace{1cm} (D12)$$
$$c'(\kappa) = \frac{1}{2} \left( \epsilon(\kappa) - \epsilon(\kappa + \tilde{b}_1/2) \right). \hspace{1cm} (D13)$$

Under $C_{2z}T$, we have $|\psi_{\pm}(k)\rangle \rightarrow |\psi_{\mp}(k)\rangle$ which follows from Eq. (D2). Thus, $|\phi_4(\kappa)\rangle$ and $|\phi_3(\kappa)\rangle$ get interchanged by $C_{2z}T$ (and similarly for $|\phi_1(\kappa)\rangle$ and $|\phi_2(\kappa)\rangle$). Now, we are able to construct states which have a diagonal $C_{2z}T$
sewing matrix:

\[ |\phi'_4(\kappa)\rangle = |\phi_4(\kappa)\rangle + e^{-i\varphi_2(\kappa)}|\phi_3(\kappa)\rangle = \frac{1}{\sqrt{2}} \left( \cos \frac{\theta(\kappa)}{2} |\psi_{+1}(\kappa)\rangle + \sin \frac{\theta(\kappa)}{2} |\psi_{+1}(\kappa + \hat{b}_1/2)\rangle + e^{-i\varphi_2(\kappa)} \left( \sin \frac{\theta(\kappa)}{2} |\psi_{-1}(\kappa + \hat{b}_1/2)\rangle + \cos \frac{\theta(\kappa)}{2} |\psi_{-1}(\kappa)\rangle \right) \right), \]  
\[ |\phi'_5(\kappa)\rangle = |\phi_5(\kappa)\rangle - e^{-i\varphi_2(\kappa)}|\phi_3(\kappa)\rangle = \frac{1}{\sqrt{2}} \left( \cos \frac{\theta(\kappa)}{2} |\psi_{+1}(\kappa)\rangle - \sin \frac{\theta(\kappa)}{2} |\psi_{+1}(\kappa + \hat{b}_1/2)\rangle + e^{-i\varphi_2(\kappa)} \left( \sin \frac{\theta(\kappa)}{2} |\psi_{-1}(\kappa + \hat{b}_1/2)\rangle - \cos \frac{\theta(\kappa)}{2} |\psi_{-1}(\kappa)\rangle \right) \right), \]  
\[ |\phi'_6(\kappa)\rangle = |\phi_6(\kappa)\rangle + e^{-i\varphi_2(\kappa)}|\phi_2(\kappa)\rangle \]  
\[ |\phi'_7(\kappa)\rangle = |\phi_7(\kappa)\rangle - e^{-i\varphi_2(\kappa)}|\phi_2(\kappa)\rangle = \frac{1}{\sqrt{2}} \left( \cos \frac{\theta(\kappa)}{2} |\psi_{+1}(\kappa)\rangle - \sin \frac{\theta(\kappa)}{2} |\psi_{+1}(\kappa + \hat{b}_1/2)\rangle + e^{-i\varphi_2(\kappa)} \left( \sin \frac{\theta(\kappa)}{2} |\psi_{-1}(\kappa + \hat{b}_1/2)\rangle - \cos \frac{\theta(\kappa)}{2} |\psi_{-1}(\kappa)\rangle \right) \right). \]

2. Periodicity of wavefunctions \(|\phi'(\kappa)\rangle\)

We now study the periodicity of the eigenstates \(|\phi'(\kappa)\rangle\) along the both directions of the FMBZ. We start our discussion with the direction along \(\hat{b}_1/2\) axis. In order to understand what happens to \(|\phi'(\kappa)\rangle\) under \(\kappa \rightarrow \kappa + \hat{b}_1/2\), where \(i = 1, 2, 3, 4\), we first note that

\[ e^{i\varphi_2(\kappa + \hat{b}_1/2)} = e^{i\varphi_2(\kappa)}, \]
which follows from the definition of \(\varphi_2\) in Eq. (D11) and the property of \(\Delta_2(\kappa)\) given by Eq. (D4). Now, from Eq. (D13) we clearly have

\[ e'(\kappa + \hat{b}_1/2) = -e'(\kappa) \Rightarrow \cos \theta(\kappa + \hat{b}_1/2) = -\cos \theta(\kappa). \]

The spherical polar coordinate is defined in \(\theta \in [0, \pi]\). Therefore, the angle \(\theta(\kappa)\) will transform as:

\[ \theta(\kappa + \hat{b}_1/2) = \pi - \theta(\kappa) \]

\[ \cos \left[ \frac{\theta(\kappa + \hat{b}_1/2)}{2} \right] = \sin \left[ \frac{\theta(\kappa)}{2} \right], \quad \sin \left[ \frac{\theta(\kappa + \hat{b}_1/2)}{2} \right] = \cos \left[ \frac{\theta(\kappa)}{2} \right]. \]

The wavefunctions \(|\phi'_i(\kappa)\rangle\) will transform accordingly:

\textbf{upper doublet:} \(|\phi'_4(\kappa + \hat{b}_1/2)\rangle = |\phi'_4(\kappa)\rangle\), \quad \(|\phi'_5(\kappa + \hat{b}_1/2)\rangle = -|\phi'_5(\kappa)\rangle\),

\textbf{lower doublet:} \(|\phi'_6(\kappa + \hat{b}_1/2)\rangle = -|\phi'_6(\kappa)\rangle\), \quad \(|\phi'_7(\kappa + \hat{b}_1/2)\rangle = |\phi'_7(\kappa)\rangle\).

We see that one component is periodic (\(|\phi'_4(\kappa)\rangle\) and \(|\phi'_5(\kappa)\rangle\)) and one anti-periodic (\(|\phi'_6(\kappa)\rangle\) and \(|\phi'_7(\kappa)\rangle\)) in each doublet. To adopt the same boundary conditions, say periodic, we multiply the anti-periodic state with a smooth phase \(e^{i\chi(\kappa)}\) such that \(\chi(0) = 0\) and \(\chi(\kappa + \hat{b}_1/2) = \chi(\kappa) + \pi\). For example, we can choose this gauge phase factor as:

\[ \chi(\kappa) = \kappa \cdot \hat{a}_1. \]
It can be easily proved that these states satisfy the periodic condition.

So, finally, we define the periodic single particle states along $\kappa \to \kappa + \tilde{b}_1/2$ as follows:

**upper doublet:**

\[
|\phi''_1(\kappa)\rangle = |\phi'_1(\kappa)\rangle, \quad |\phi''_2(\kappa)\rangle = e^{i\chi(\kappa)}|\phi'_3(\kappa)\rangle,
\]

**lower doublet:**

\[
|\phi''_2(\kappa)\rangle = e^{i\chi(\kappa)}|\phi'_2(\kappa)\rangle, \quad |\phi''_1(\kappa)\rangle = |\phi'_1(\kappa)\rangle.
\]

These states transform as follows under $C_{2\pi}T$ transformation:

**upper doublet:**

\[
C_{2\pi}T|\phi''_1(\kappa)\rangle = e^{i\varphi_2(\kappa)}|\phi''_1(\kappa)\rangle,
\]
\[
C_{2\pi}T|\phi''_2(\kappa)\rangle = e^{-2i\chi(\kappa)e^{i(\varphi_2(\kappa)+\pi)}}|\phi''_2(\kappa)\rangle,
\]

**lower doublet:**

\[
C_{2\pi}T|\phi''_2(\kappa)\rangle = e^{-2i\chi(\kappa)e^{i\varphi_2(\kappa)}}|\phi''_2(\kappa)\rangle,
\]
\[
C_{2\pi}T|\phi''_1(\kappa)\rangle = e^{i(\varphi_2(\kappa)+\pi)}|\phi''_1(\kappa)\rangle.
\]

The $C_{2\pi}T$ sewing matrices for the upper and lower doublets can be written as:

\[
B^C_{\text{upper}}(\kappa) = \begin{pmatrix} e^{i\varphi_2(\kappa)} & 0 \\ 0 & e^{-2i\chi(\kappa)e^{i(\varphi_2(\kappa)+\pi)}} \end{pmatrix},
\]
\[
B^C_{\text{lower}}(\kappa) = \begin{pmatrix} e^{-2i\chi(\kappa)e^{i\varphi_2(\kappa)}} & 0 \\ 0 & e^{i(\varphi_2(\kappa)+\pi)} \end{pmatrix}.
\]

These sewing matrices with this gauge choice can be used to calculate the determinant of the Wilson loop operator along the $\tilde{b}_1/2$ direction.

Next, we study the periodicity of the wavefunctions $|\phi'_i(\kappa)\rangle$ under transformation $\kappa \to \kappa + \tilde{b}_2$. The states $|\phi''_i(\kappa)\rangle$ defined in previous paragraphs are periodic along $\kappa \to \kappa + \tilde{b}_1/2$, but they are not periodic along $\kappa \to \kappa + \tilde{b}_2$. In order to evaluate the Wilson loop along $\tilde{b}_2$ direction, we have to find the states which are periodic along $\kappa \to \kappa + \tilde{b}_2$, which are not necessary to be periodic along $\kappa \to \kappa + \tilde{b}_1/2$. From Eq. (D5), we notice that the phase $\varphi_2(\kappa)$ will transform as follows:

\[
e^{i\varphi_2(\kappa+\tilde{b}_2)} = -e^{i\varphi_2(\kappa)}e^{2i\kappa \cdot \tilde{a}_1},
\]

and the angle $\theta(\kappa)$ is not changed when $\kappa \to \kappa + \tilde{b}_2$. Then, by using Eq. (D1), we can obtain the wavefunctions $|\phi'_i(\kappa + \tilde{b}_2)\rangle$:

**upper doublet:**

\[
|\phi'_1(\kappa + \tilde{b}_2)\rangle = e^{-i\kappa \cdot \tilde{a}_1}|\phi'_1(\kappa)\rangle,
\]
\[
|\phi'_2(\kappa + \tilde{b}_2)\rangle = e^{-i\kappa \cdot \tilde{a}_1}|\phi'_2(\kappa)\rangle,
\]

**lower doublet:**

\[
|\phi'_2(\kappa + \tilde{b}_2)\rangle = -e^{-i\kappa \cdot \tilde{a}_1}|\phi'_1(\kappa)\rangle,
\]
\[
|\phi'_1(\kappa + \tilde{b}_2)\rangle = -e^{-i\kappa \cdot \tilde{a}_1}|\phi'_2(\kappa)\rangle.
\]

Similar to the case along $\tilde{b}_1/2$ direction, these wavefunctions are not periodic along $\tilde{b}_2$ as well. In order to obtain periodic wavefunctions, we define the following superposition states for both the upper and lower doublet states:

**upper doublet:**

\[
|\phi''_1(\kappa)\rangle = e^{i\kappa \cdot \tilde{a}_2\left(\frac{1}{4} + \frac{\kappa \cdot \tilde{a}_1}{4}\right)} \left(\cos \frac{\kappa \cdot \tilde{a}_2}{4}|\phi'_1(\kappa)\rangle - i \sin \frac{\kappa \cdot \tilde{a}_2}{4}|\phi'_2(\kappa)\rangle\right),
\]
\[
|\phi''_2(\kappa)\rangle = e^{i\kappa \cdot \tilde{a}_2\left(\frac{1}{4} + \frac{\kappa \cdot \tilde{a}_1}{4}\right)} \left(-i \sin \frac{\kappa \cdot \tilde{a}_2}{4}|\phi'_1(\kappa)\rangle + \cos \frac{\kappa \cdot \tilde{a}_2}{4}|\phi'_2(\kappa)\rangle\right),
\]

**lower doublet:**

\[
|\phi''_2(\kappa)\rangle = e^{i\kappa \cdot \tilde{a}_2\left(-\frac{1}{4} + \frac{\kappa \cdot \tilde{a}_1}{4}\right)} \left(\cos \frac{\kappa \cdot \tilde{a}_2}{4}|\phi'_2(\kappa)\rangle - i \sin \frac{\kappa \cdot \tilde{a}_2}{4}|\phi'_1(\kappa)\rangle\right),
\]
\[
|\phi''_1(\kappa)\rangle = e^{i\kappa \cdot \tilde{a}_2\left(-\frac{1}{4} + \frac{\kappa \cdot \tilde{a}_1}{4}\right)} \left(-i \sin \frac{\kappa \cdot \tilde{a}_2}{4}|\phi'_2(\kappa)\rangle + \cos \frac{\kappa \cdot \tilde{a}_2}{4}|\phi'_1(\kappa)\rangle\right).
\]

It can be easily proved that these states satisfy the periodic condition $|\phi''_i(\kappa + \tilde{b}_2)\rangle = |\phi''_i(\kappa)\rangle$. Thus, by applying
the $C_{2z}T$ operator, these states will transform as the following equations:

**upper doublet:**  
\[ C_{2z}T \phi'''_{\zeta}(\kappa) = e^{i\varphi_2(\kappa)} e^{-2i\kappa \cdot \hat{a}_2 \left( \frac{1}{4} + \frac{n_\kappa}{2\pi} \right)} \phi'''_{\zeta}(\kappa), \]  
\[ C_{2z}T \phi'''_{\zeta}(\kappa) = e^{i(\varphi_2(\kappa)+\pi)} e^{-2i\kappa \cdot \hat{a}_2 \left( \frac{1}{4} + \frac{n_\kappa}{2\pi} \right)} \phi'''_{\zeta}(\kappa), \]  
\[ C_{2z}T \phi'''_{\chi}(\kappa) = e^{i(\varphi_2(\kappa)+\pi)} e^{-2i\kappa \cdot \hat{a}_2 \left( \frac{1}{4} + \frac{n_\kappa}{2\pi} \right)} \phi'''_{\chi}(\kappa). \]  

**lower doublet:**  
\[ C_{2z}T \phi''_{\zeta}(\kappa) = e^{i\varphi_2(\kappa)} e^{-2i\kappa \cdot \hat{a}_2 \left( -\frac{1}{4} + \frac{n_\kappa}{2\pi} \right)} \phi''_{\zeta}(\kappa), \]  
\[ C_{2z}T \phi''_{\zeta}(\kappa) = e^{i(\varphi_2(\kappa)+\pi)} e^{-2i\kappa \cdot \hat{a}_2 \left( -\frac{1}{4} + \frac{n_\kappa}{2\pi} \right)} \phi''_{\zeta}(\kappa), \]  
\[ C_{2z}T \phi''_{\chi}(\kappa) = e^{i(\varphi_2(\kappa)+\pi)} e^{-2i\kappa \cdot \hat{a}_2 \left( -\frac{1}{4} + \frac{n_\kappa}{2\pi} \right)} \phi''_{\chi}(\kappa). \]

And consequently, the $C_{2z}T$ sewing matrices can be written as follows:

\[ B_{\text{upper}}^{C_{2z}T}(\kappa) = \begin{pmatrix} e^{i\varphi_2(\kappa)} e^{-2i\kappa \cdot \hat{a}_2 \left( \frac{1}{4} + \frac{n_\kappa}{2\pi} \right)} & 0 \\ 0 & e^{i(\varphi_2(\kappa)+\pi)} e^{-2i\kappa \cdot \hat{a}_2 \left( \frac{1}{4} + \frac{n_\kappa}{2\pi} \right)} \end{pmatrix}, \]  
\[ B_{\text{lower}}^{C_{2z}T}(\kappa) = \begin{pmatrix} e^{i\varphi_2(\kappa)} e^{-2i\kappa \cdot \hat{a}_2 \left( -\frac{1}{4} + \frac{n_\kappa}{2\pi} \right)} & 0 \\ 0 & e^{i(\varphi_2(\kappa)+\pi)} e^{-2i\kappa \cdot \hat{a}_2 \left( -\frac{1}{4} + \frac{n_\kappa}{2\pi} \right)} \end{pmatrix}. \]

Similar to Eqs. (D39) and (D40), we will use these sewing matrices when evaluating the determinant of the Wilson loop operators along the $\hat{b}_2$ direction.

3. Computing the determinant of the Wilson loop operator $W$

The determinant of the Wilson loop operator can be evaluated following the derivation provided in Sec. V C of Ref. [63]. We first evaluate the Wilson loop along $\hat{b}_1/2$. As defined previously, the basis $|\phi''_{\zeta}(\kappa)\rangle$, $|\phi''_{\chi}(\kappa)\rangle$ and $|\phi'''_{\zeta}(\kappa)\rangle$, $|\phi'''_{\chi}(\kappa)\rangle$ is periodic under $\kappa \rightarrow \kappa + \hat{b}_1/2$. It can be proved that the $C_{2z}T$ sewing matrix of a two band system is deeply related to its non-Abelian Berry connection. If the sewing matrix $B^{C_{2z}T}(\kappa)$ can be written as:

\[ B^{C_{2z}T}(\kappa) = \begin{pmatrix} e^{i\varphi_1(\kappa)} & 0 \\ 0 & e^{i\varphi_2(\kappa)} \end{pmatrix}, \]  

then the non-Abelian Berry connection has the following form:

\[ A(\kappa) = \begin{pmatrix} \frac{1}{2} \partial_\kappa \varphi_1(\kappa) & i a(\kappa) e^{i \frac{1}{2}(\varphi_1(\kappa) - \varphi_2(\kappa))} \\ -i a(\kappa) e^{-i \frac{1}{2}(\varphi_1(\kappa) - \varphi_2(\kappa))} & \frac{1}{2} \partial_\kappa \varphi_2(\kappa) \end{pmatrix}. \]

As we have mentioned in the main text, we use $\kappa_1$ and $\kappa_2$ to parameterize the momentum $\kappa$ in the FMBZ as $\kappa = \frac{a_1}{2} \hat{b}_1 + \frac{a_2}{2} \hat{b}_2$. We choose the path of the Wilson loop $c$ along the direction of $\hat{b}_1/2$ with a fixed value of $\kappa_2$. The non-Abelian Wilson loop can be written as:

\[ W(\kappa_2) = \mathcal{P} \exp \left( -i \oint_c d\kappa \cdot A(\kappa) \right) = \mathcal{P} \exp \left( -i \int_0^{2\pi} d\kappa_1 A_1(\kappa_1, \kappa_2) \right). \]

Therefore, the determinant of the lower doublet Wilson loop will be given by:

\[ \det W(\kappa_2) = \exp \left( -i \int_0^{2\pi} d\kappa_1 \text{Tr} A_1(\kappa_1, \kappa_2) \right) = e^{-\frac{1}{2}(\varphi_2(\hat{b}_1/2) - \varphi_2(0)) + \frac{1}{2}(\varphi_2(\hat{b}_1/2) - \varphi_2(0))} = e^{i(\chi(\hat{b}_1/2) - \chi(0))} = -1. \]

The $C_{2z}T$ symmetry also requires $W(\kappa_2)$ and $W^*(\kappa_2)$ to have the same eigenvalue spectrum [63]. Therefore, the only possible eigenvalues of $W$ are $+1$ and $-1$ independent of $\kappa_2$ for the lower doublet. This is identical to the numerical evaluation of the Wilson loop of the $C_{2z}T$ stripe phase shown in Fig. 5 (d) of Sec. IV B (see also Fig. 15 (a)). Similarly, we are also able to show that the two eigenvalues of the the upper doublet Wilson loop are $\pm 1$, leading to flat Wilson loops for both the occupied and unoccupied bands.

We can also evaluate the Wilson loop along the other direction. The path of the Wilson loop $c$ is chosen along $\hat{b}_2$.
with a fixed value of $\kappa_1$, and we choose the basis $|\phi'''(\kappa)\rangle$, which is periodic along $\tilde{b}_2$ direction. Thus, the determinant of the lower doublet Wilson loop can be expressed as:

$$\det W(\kappa_1) = \exp \left( -i \int_0^{2\pi} d\kappa_2 \text{Tr} A_2(\kappa_1,\kappa_2) \right)$$

$$= e^{-i(\varphi_2(\tilde{b}_2)-\varphi_2(0))} e^{i4\pi(-\frac{1}{4}+\frac{\kappa_1}{2\pi})}$$

$$= -e^{-2i\kappa_1} e^{-i\pi} e^{2i\kappa_\tilde{a}_1}$$

$$= +1.$$  \hspace{1cm} \text{(D60)}

Thus, the two eigenvalues of $W(\kappa_1)$ are complex conjugation of each other at each $\kappa_1$ value. This also agrees with the numerical result we obtained from the self-consistent HF state, as shown in Fig. 15 (b). We can also show that the determinant of upper doublet Wilson loop is +1 as well.

(a) $t = 0$, $w_0/w_1 = 0.8$ \hspace{1cm} (b) $t = 0$, $w_0/w_1 = 0.8$

FIG. 15. The Wilson loops of the two occupied HF bands evaluated from the $C_{2z} T$ stripe phase obtained at $w_0/w_1 = 0.8$ at $t = 0$. (a) Wilson loop along the $\tilde{b}_1/2$ direction. This figure is similar to Fig. 5 (d) but with a mesh in momentum space doubled in both directions (36 $\times$ 36 as opposed to 18 $\times$ 18) and assuming spin and valley polarization. (b) Wilson loop along the $\tilde{b}_2$ direction. The results are as expected from the derivation of presented in App. D 3.

Appendix E: Dirac nodes in the $C_{2z} T$ stripe phase

1. Chirality of Dirac nodes

For a two band system, $C_{2z} T$ transformation can be represented by complex conjugation operator $K$ with proper basis choice. With this basis choice, the $\sigma_y$ terms are forbidden in the Hamiltonian. Thus, the chirality of a Dirac node can be defined by the winding number of the state on the $xz$ plane of the Bloch sphere, along a circle surrounding the Dirac node.

To identify the chirality of several Dirac nodes between the $i$-th and $(i+1)$-th Hartree-Fock bands, we have to study the wavefunctions of the HF states around these nodes. We start with finding a patch $\Pi$ in the Brillouin zone, in which the two bands are completely gapped from other bands, while also containing all the Dirac nodes between them. Writing these two bands as an effective two-band Hamiltonian which satisfies $C_{2z} T$ symmetry will help us determine the chirality of the Dirac nodes. We first represent the HF states wavefunctions as vectors $\Phi_i(\kappa)$ in the plane wave basis defined in Eq. (C8) of App. C. Next, we choose a point $\kappa_0$ in $\Pi$ as the reference point, and we use the two band wavefunctions at $\kappa_0$ as the basis for our effective two-band model on $\Pi$. To determine whether $\kappa_0$ is a good choice as the reference point, we can define the following quantity $N_i(\kappa)$ to quantify the wavefunction overlap between the momentum point $\kappa$ and the reference point $\kappa_0$ in the $i$-th and $(i+1)$-th bands:

$$N_i(\kappa) = \frac{1}{2} \sum_{j,k=0,1} |\Phi_{i+j}(\kappa)|\Phi_{i+k}(\kappa_0)|^2.$$  \hspace{1cm} \text{(E1)}
If the value of $N_i(\kappa)$ is close to 1 on the chosen patch $\Pi$, the Hilbert space spanned by the two bands over $\Pi$ will also be close to the Hilbert space spanned by the two bands at the reference point $\kappa_0$. Therefore, it is reasonable to choose $\Phi_i(\kappa_0)$ and $\Phi_{i+1}(\kappa_0)$ as momentum independent basis, and we can project the wavefunction $\Phi_i(\kappa)$ onto these two states. The two coefficients $\alpha$ and $\beta$ for such a projection are given by the following equations:

$$
\alpha(\kappa) = \Phi^\dagger_i(\kappa)\Phi_i(\kappa_0) \quad \text{(E2)}
$$

$$
\beta(\kappa) = \Phi^\dagger_i(\kappa)\Phi_{i+1}(\kappa_0) \quad \text{(E3)}
$$

Because of the $C_2zT$ symmetry, both coefficients are real. Thus, the vector $(\alpha, \beta)$ will lie in the $xz$ plane of the Bloch sphere if $|\alpha(\kappa)|^2 + |\beta(\kappa)|^2 = 1$. This is usually a reasonable assumption when $\kappa$ is not far from the reference point $\kappa_0$, and it will be checked numerically in the following calculation. Under this assumption, the effective two-band model can be captured by the Hamiltonian $h(\kappa) = (\alpha^2(\kappa) - \beta^2(\kappa))\sigma_z + 2\alpha(\kappa)\beta(\kappa)\sigma_x$. We now use the angle $\varphi_{xz}^{i,i+1}(\kappa)$ to describe the direction of this Hamiltonian:

$$
\varphi_{xz}^{i,i+1}(\kappa) = \arg[(\alpha(\kappa) + i\beta(\kappa))^2] \quad \text{(E4)}
$$

This quantity measures the angle between the $+z$ axis and the direction on Bloch sphere. The winding number of this angle around a Dirac point measures the “chirality” of this node between $i$-th band and $(i+1)$-th band.

In the following Apps. E 2 b and E 2 a, we use the method discussed in this subsection to study the chiralities of the Dirac nodes.

### 2. Motion of Dirac nodes

In this subsection, we provide additional information about the motion and the chirality of the Dirac nodes in the $C_2zT$ stripe phase obtained with flat band kinetic energy ($t = 1$) and at $w_0/w_1 = 0.8$ as completing our discussion in Sec. V C of the main text.

#### a. Non-Abelian braiding of Dirac nodes

We first study the Dirac nodes motion in detail along the first path introduced in Sec. V C [$(\lambda_1, \lambda_2) = (0, 0) \rightarrow (0, 1) \rightarrow (1, 1)$], where the parameters $\lambda_1$ and $\lambda_2$ are defined in Eq. (35) in the main text. As mentioned in the main text, we start from the non-interacting bands at $\lambda_1 = \lambda_2 = 0$, which has two Dirac nodes connecting the second and the third bands with the same chirality at $K$ and $K'$ points. When $\lambda_1 = 0$ and $\lambda_2$ is increased from 0 to 1, the two Dirac nodes are moved into a small region around $\gamma$ point in the FMBZ, and no other Dirac node between the second and the third bands are generated. Hence, we choose a patch around $\gamma$ point as shown in Fig. 16, and we use the method described in App. A 2 to compute the HF bands and wavefunctions in this patch with a higher resolution. With the increasing value of $\lambda_1$, the two Dirac nodes move towards each other and annihilated at around...
\( \lambda_1 \approx 0.05 \). Meanwhile, we also observed that there are other pairs of Dirac nodes between the first and second bands, and between the third and fourth bands, which can be observed in Figs. 18 and 19.

To determine the chiralities of these Dirac nodes between different bands, we choose \( \kappa_0 = \gamma \) as the reference point, and we computed the values of \( N_i(\kappa) \) and \( \varphi^{i,i+1}_{xz}(\kappa) \) with \( i = 1, 2, 3 \) at \( \lambda_1 = 0, 0.03, 0.06, \) and \( \lambda_2 = 1 \). The results are shown in Figs. 18, 17 and 19. As shown in Fig. 17(c), the two Dirac nodes between the second and third bands carry the same chirality when \( \lambda_2 = 0 \). However, one of these two Dirac nodes flipped its chirality if \( \lambda_2 \) is raised to 0.03 as shown in Figs. 17(f). Finally, the two Dirac nodes annihilate with each other as shown in Figs. 17(g-i), and thus the charge gap can be created between the second and the third HF bands. In the meantime, another pair of Dirac nodes with opposite chiralities are created between the first and the second bands, which are shown in Figs. 18(a) and (d). And in Figs. 18(g-i), we can also observe that one of the nodes also flipped its chirality with the increased value of \( \lambda_1 \). Another pairs of nodes can also be observed between the first and the second bands. They carry opposite chiralities when \( \lambda_1 = 0 \), and one of them also changed the chirality when \( \lambda_1 \) is increased to 0.06, as can be seen in Figs. 18(a), (d) and (g). We also notice similar phenomenon between the third and four bands. In Fig. 19(a), two nodes with opposite chiralities can be found when \( \lambda_1 = 0 \). And in Fig. 19(g), they carry the same chirality when the value of \( \lambda_1 \) increases to 0.06. The change of chiralities demonstrated the non-Abelian nature of the Dirac node charges in \( C_{2z}T \) symmetric multi-band systems.
FIG. 18. Similar to Fig. 18, subfigure (a-c) provide the direct gap $E_{G}^{1,2}(\kappa)$, the wavefunction overlaps $N_{i}(\kappa)$ and the angle $\phi_{xz}(\kappa)$ between the second and the third HF bands at $\lambda_{1} = 0$ and $\lambda_{2} = 1$. Subfigures (d-f) are obtained at $\lambda_{1} = 0.03$, $\lambda_{2} = 1$, and subfigure (g-i) are obtained at $\lambda_{1} = 0.06$, $\lambda_{2} = 1$.

b. Four Dirac nodes annihilation

We also study the Dirac nodes motion and annihilation along the second path introduced in Sec. V C \([\lambda_{1}, \lambda_{2}] = (0,0) \rightarrow (1,0) \rightarrow (1,1)\). As mentioned in the main text, when the value of $\lambda_{1}$ is increased from 0 to 1, the non-interacting TBG bands is turned into the “strong interacting bands”. In this case, we will show that the Dirac nodes are located at the high symmetry momenta $\Gamma$, $M$, and $K$ (and $K'$) [51] and calculate the associated winding numbers. For convenience, the Chern states $|\psi_{\mu,\eta,s}(k)\rangle$ are chosen to be the Bloch state basis and their gauge is fixed as in Ref. [40] (also see Sec. D). Under the transformation $C_{2z}T$,

$$C_{2z}T|\psi_{\mu,\eta,s}(k)\rangle = |\psi_{-\mu,\eta,s}(-k)\rangle. \quad (E5)$$

Under the particle-hole transformation,

$$P|\psi_{\mu,\eta,s}(k)\rangle = e^{i\theta_{\mu}(k)}|\psi_{\mu,\eta,s}(-k)\rangle, \quad (E6)$$

Since $P$ commutes with $C_{2z}T$, we have $\theta_{\pm 1}(k) = -\theta_{-1}(k)$. In addition, because $P^{2} = -1$, $\theta_{\mu}(k) = \pi - \theta_{\mu}(-k)$. When $k = \Gamma$ or $M$, $k = -k$, and these constraints lead to $e^{i\theta_{\mu}(k)} = -e^{-i\theta_{\mu}(-k)}$. Numerically, we found $e^{i\theta_{+1}(\Gamma)} = -i$ and $e^{i\theta_{-1}(M)} = i$. Similar to the main text, we introduce the creation and annihilation operators $d_{k,\mu,\eta,s}^{\dagger}$ ($d_{k,\mu,\eta,s}$) so that $d_{k,\mu,\eta,s}^{\dagger}|0\rangle = |\psi_{\mu,\eta,s}(k)\rangle$. Notice that they can be expressed in terms of the creation/annihilation operators of the
FIG. 19. Subfigure (a-c) provide the direct gap $E_{G,3}^{3,4}(\kappa)$, the wavefunction overlaps $N_3(\kappa)$ and the angle $\varphi_{2,3}^{3,4}(\kappa)$ between the third and the fourth HF bands at $\lambda_1 = 0$ and $\lambda_2 = 1$. Subfigures (d-f) are obtained at $\lambda_1 = 0.03$, $\lambda_2 = 1$, and subfigure (g-i) are obtained at $\lambda_1 = 0.06$, $\lambda_2 = 1$.

eigenstate basis introduced in Eq. 7:

$$
{d^\dagger}_{k,1,\eta,s} = \frac{1}{\sqrt{2}} e^{i\vartheta(k)} (c_{\eta,s}^{\dagger} + i c_{\eta,s}^{\dagger}), \quad \text{and} \quad {d^\dagger}_{k,-1,\eta,s} = \frac{1}{\sqrt{2}} e^{-i\vartheta(k)} (c_{\eta,s}^{\dagger} - i c_{\eta,s}^{\dagger})
$$

(E7)

where the phase factor $e^{i\vartheta(k)}$ is inserted to guarantee the constructed Chern states are smooth in $k$ and satisfy the boundary conditions Eq. (D1).

Next, we consider the properties of the Dirac nodes when the system is in the strong coupling limit without breaking the translation symmetry. As we have mentioned in the main text, when $\lambda_1$ in Eq. (35) increases from 0 to 1 and $\lambda_2$ is kept to be 0, the non-interacting TBG bands are turned into the “strong interacting bands” without breaking the translation symmetry. Because both the spin and valley are polarized for the $C_2T$ stripe phase, $\mathcal{H}(H)$ and $\mathcal{H}(F)$ in Eq. (35) are diagonal in spin and valley indices. Furthermore, in the strong coupling limit, we neglect the dispersion of the narrow bands, i.e. $\epsilon_k = 0$.

Now, we focus on the translationally invariant part of the Hamiltonian in the strong coupling limit, i.e. $\delta_{bb'} (\mathcal{H}(H)(\kappa) + \mathcal{H}(F)(\kappa))_{m\eta s, n\eta s}$ in Eq. (35). As opposed to Sec. II in the main text, here we use the Chern basis described above to study the properties of this part of the Hamiltonian. Since it does not break the translation symmetry, we can remove the $b$ subscript and replace the label $\kappa$ for momentum in FMBZ by $k$ that ranges over the whole MBZ. For particular spin $s$ and valley $\eta$, $(\mathcal{H}(H)(k) + \mathcal{H}(F)(k))_{m\eta s, n\eta s}$ becomes a $2 \times 2$ matrix. Thus, in the
basis of Chern states, the effective Hamiltonian containing only this translationally invariant part can be written as

\[ H_{\text{eff}} = \sum_{\mathbf{k} \in MBZ, \eta, s} \sum_{\mu\nu} d^\dagger_{\mathbf{k},\mu,\eta,s} \vec{n}(\mathbf{k}) \cdot \vec{\sigma}_{\mu\nu} d_{\mathbf{k},\nu,\eta,s} \]  

(E8)

For simplicity, we drop the valley and spin indices from the vector \( \vec{n} \). Since the Chern basis is continuous but not periodic in \( \mathbf{k} \), the same is true for the vector \( \vec{n}(\mathbf{k}) \). Because \( H_{\text{eff}} \) is invariant under \( C_{2z}T \) transformation, \( \vec{n}(\mathbf{k}) = (n_1(\mathbf{k}), n_2(\mathbf{k}), 0) \), i.e., the third component of \( \vec{n}(\mathbf{k}) \) must vanish.

Here, we outline the argument for the winding numbers at the high symmetry momenta, while the details can be found in the appendix of Ref. [51].

When \( \mathbf{k} \) is near \( \Gamma \), we expand the two components of \( \vec{n}(\mathbf{k}) \) to the powers of \( \mathbf{k} \):

\[ n_i(\mathbf{k} \approx \Gamma) = n_i^{(0)} + \sum_a n_i^{(1)} k_a + \sum_{a,b} n_i^{(2)} k_a k_b + \sum_{a,b,c} n_i^{(3)} k_a k_b k_c + O(\mathbf{k}^4) \]  

(E9)

Since \( H_{\text{eff}} \) is the effective Hamiltonian in the strong coupling limit, it is particle-hole symmetric. Under the particle-hole transformation \( P, d_{\mathbf{k},\mu,\eta,s} \rightarrow i(\sigma_3)_{\mu\nu} d_{\mathbf{k},\nu,\eta,s} \) and \( \mathbf{k} \rightarrow -\mathbf{k} \). As a consequence, \( n_i^{(0)} = 0 \) and thus a Dirac node appears at \( \Gamma \). In addition, the particle-hole symmetry also gives \( n_i^{(2)} = 0 \). Furthermore, the Bloch states at \( \Gamma \) are invariant under \( C_3 \) transformation, leading to \( n_i^{(1)} = 0 \). This implies that the effective Hamiltonian close to \( \Gamma \) is dominated by \( \mathbf{k}^3 \) terms, giving the winding of \( \pm 3 \) for the Dirac node at \( \Gamma \).

Similarly, due to the particle-hole symmetry, the winding number of the Dirac node at \( M \) can be shown to be \( \pm 1 \). Additionally, the Dirac node at \( K \) also has a winding number of \( \pm 1 \) by \( C_3 \) symmetry. However, we emphasize that this argument does not give the sign of the winding numbers at these high symmetry momenta. With the Chern basis constructed in Ref. [40], the winding numbers of Dirac nodes can be numerically obtained. Since the detailed calculation has already been presented in Ref. [40], here we will only summarize the results in Fig. 20. In Fig. 20 (a), we plotted the phase \( \phi(\mathbf{k}) \) of \( n_1(\mathbf{k}) + i n_2(\mathbf{k}) \) over the first and extended MBZs. (b) the contours where (red) \( n_1(\mathbf{k}) \) and (blue) \( n_2(\mathbf{k}) \) vanish and their signs in different region. The two bands become degenerate and a Dirac node appears at the intersection point of the ed and blue curves. The winding numbers of the Dirac nodes are shown in dark green.
FIG. 21. The band gap between the second and the third bands of the interpolated Hamiltonian $\mathcal{H}(\kappa)$ for $\lambda_1 = 1$ and $\lambda_2 = 0, 0.005, 0.1$ and $0.15$. The color code represents the gap between the second and the third bands. Red symbols $\oplus$ and $\ominus$ stand for the Dirac nodes with opposite chiralities. As shown by the red dashed circle in subfigure (c), the four Dirac nodes are in a patch around $y$ point, and they move towards a point close to $y$ with an increasing $\lambda_2$.

FIG. 22. (a) The middle two bands’ wavefunction overlap between a given momentum $\kappa$ and the reference point $\kappa_0 = y$ at $\lambda_1 = 1$ and $\lambda_2 = 0.1$. (b) The angle $\varphi_{\kappa_0}(\kappa)$ at $\lambda_1 = 1, \lambda_2 = 0.1$ in a rectangular patch around $y$ in the FMBZ. The patch II is represented by the black rectangle in subfigure (a). Black symbols $\oplus$ and $\ominus$ represent the Dirac nodes. (c-d) are calculated at $\lambda_1 = 1, \lambda_2 = 0.15$. We also used the method discussed in App. E1 to determine the chirality of these Dirac nodes. Since the nodes annihilate around the point $y$, it is natural to choose $\kappa_0 = y$ as the reference point of the basis. In Fig. 22 (a), we computed the values of $\mathcal{N}_2(\kappa)$ over the FMBZ using $y$ as the reference point at $\lambda_2 = 0.1$. It can be seen that the value of $\mathcal{N}_2(\kappa)$ is relatively large around $y$, including the four Dirac nodes represented by black crosses. Therefore, as we have discussed in App. E1, we can represent the wavefunctions of the states around these Dirac nodes by the wavefunctions at $\kappa_0$. In Fig. 22 (b), we calculated the direction of the wavefunctions on the Bloch sphere $\varphi_{\kappa_0}(\kappa)$ on a rectangular patch around the reference point. This patch is also represented by the black solid line in Fig. 22 (a). As shown by the winding direction of $\varphi_{\kappa_0}(\kappa)$, we find that the two Dirac nodes along $\gamma-x$ carry the same chirality, while the other two nodes close to $K, K'$ points carry the opposite chirality. This result agrees with the strong interacting bands picture we discussed previously in this Appendix.

Thus, the four nodes can annihilate when they meet with each other. We also computed the value of $\mathcal{N}_2(\kappa)$ and $\varphi_{\kappa_0}(\kappa)$ at $\lambda_2 = 0.15$, which can be found in Figs. 22 (c-d). All the four Dirac nodes are gapped at this point, and there is no winding of $\varphi_{\kappa_0}(\kappa)$. 

that the four Dirac nodes move away from $K, K'$ and $\mu$ points towards a point close to (but not exactly at) $y$ point when the value of $\lambda_2$ is increased. The four Dirac nodes will meet with each other and annihilate, and the band gap between the two will open at around $\lambda_2 = 0.14$.

We also used the method discussed in App. E1 to determine the chirality of these Dirac nodes. Since the nodes annihilate around the point $y$, it is natural to choose $\kappa_0 = y$ as the reference point of the basis. In Fig. 22 (a), we computed the values of $\mathcal{N}_2(\kappa)$ over the FMBZ using $y$ as the reference point at $\lambda_2 = 0.1$. It can be seen that the value of $\mathcal{N}_2(\kappa)$ is relatively large around $y$, including the four Dirac nodes represented by black crosses. Therefore, as we have discussed in App. E1, we can represent the wavefunctions of the states around these Dirac nodes by the wavefunctions at $\kappa_0$. In Fig. 22 (b), we calculated the direction of the wavefunctions on the Bloch sphere $\varphi_{\kappa_0}(\kappa)$ on a rectangular patch around the reference point. This patch is also represented by the black solid line in Fig. 22 (a). As shown by the winding direction of $\varphi_{\kappa_0}(\kappa)$, we find that the two Dirac nodes along $\gamma-x$ carry the same chirality, while the other two nodes close to $K, K'$ points carry the opposite chirality. This result agrees with the strong interacting bands picture we discussed previously in this Appendix.

Thus, the four nodes can annihilate when they meet with each other. We also computed the value of $\mathcal{N}_2(\kappa)$ and $\varphi_{\kappa_0}(\kappa)$ at $\lambda_2 = 0.15$, which can be found in Figs. 22 (c-d). All the four Dirac nodes are gapped at this point, and there is no winding of $\varphi_{\kappa_0}(\kappa)$.
FIG. 23. Subfigures (a-c) provide the direct gap $E_{2,3}^{\gamma}(\kappa)$, the wavefunction overlaps $N_2(\kappa)$ and the angle parameter $\varphi_{2,3}^{\gamma}(\kappa)$ between the second and the third bands at $\lambda_1 = \lambda_2 = 0.035$ in the proximity region of $x$ point. Subfigures (d-f) are obtained at $\lambda_1 = \lambda_2 = 0.040$ in the same FMBZ patch around the $x$ point. The results in subfigures (g-i) are obtained in another FMBZ patch around the $\gamma$ point at $\lambda_1 = \lambda_2 = 0.058$. The FMBZ patch choices are shown in Fig. 13 (c) in the main text.

### c. Brillouin zone border

In this subsection, we provide detailed numerical results about the Dirac nodes motion along the third path introduced in Sec. V C, namely the direct path $[(\lambda_1, \lambda_2) = (0, 0) \rightarrow (1, 1)]$. We have mentioned in the main text that the two nodes of the non-interacting bands move into the proximity of the $x$ point in the FMBZ around $\lambda_1 = \lambda_2 = 0.035$, while another pair of nodes are also created in this region at the same time. Similar to App. E 2 a, we use the method described in App. E 1 to evaluate the chiralities of these nodes. As shown in Figs. 23 (c), we observe this pair of nodes created around the $x$ point with opposite chiralities along the $\gamma-x$ line. One of these two nodes with $-1$ chirality is close to the other nodes with the same chirality $+1$. The other node with $+1$ chirality is on the right of $x$ point. With increasing values of $\lambda_1$ and $\lambda_2$, the three left-moving nodes merge into one node with chirality $+1$, and the right moving mode also carries $+1$ chirality, which can be seen in Fig. 23 (f). These two nodes move apart from each other as $\lambda_1$ and $\lambda_2$ get larger. Their path wrap around the FMBZ and they approach each other again around $\gamma$ point when $\lambda_1 = \lambda_2 \approx 0.055$. In Fig. 23 (i), we provide the value of $\varphi_{2,3}^{\gamma}(\kappa)$ in a FMBZ patch around the $\gamma$ point at $\lambda_1 = \lambda_2 = 0.058$, and we find that these two Dirac nodes carry opposite chiralities after they went across the FMBZ along the $b_1$ axis. Thus, band gap between the second and the third bands can be opened after these two nodes annihilate with each other.
FIG. 24. The HF band structure and spin valley polarizations close to flat band limit \((t = 0.01)\). (a-d) The spin polarization \(s_{i,z}(\kappa)\) of each HF band state. (e-h) The valley polarization \(v_i(\kappa)\) of each HF band states. We use “◦” to represent the states with \(s_{z,i}(\kappa)\) or \(v_i(\kappa)\) > 0 and “×” to represent states with \(s_{z,i}(\kappa)\) or \(v_i(\kappa)\) < 0, such that the degenerate states with opposite spin or valley indices become visible.

Appendix F: Additional numerical results

In this appendix, we provide additional numerical results that were mentioned in Secs. IV and V. In particular, we discuss the spin and valley polarization in various phases in App. F 1, and symmetries and real space charge distributions in \(C_{2z}T\) stripe and QAH phases in App. F 2.

1. The effect of kinetic energy & spin and valley polarization

In Sec. IV of the main text, we have shown the phase diagram and the representative Hartree-Fock band structures by assuming valley polarization and flat band limit \((t = 0)\). In this subsection, we will provide the self-consistent solutions of various phases without assuming flat band limit or any spin or valley polarization, albeit these solutions are obtained on a slightly smaller \(12 \times 12\) momentum lattice. The spin and valley polarization of these states can also be computed. We found that all these states are spin and valley fully polarized, including the QAH phase, the \(C_{2z}T\) stripe phase, and the competing states with intermediate values of \(w_0/w_1\).

For each state in the HF bands \(\phi_{bmns;i}(\kappa)\), we can calculate its spin and valley polarization. The spin vector is given by:

\[
\vec{s}_i(\kappa) = \sum_{bm\eta} \sum_{ss'} (\vec{s})_{ss'} \phi_{bmns;i}(\kappa) \phi_{bmns';i}(\kappa),
\]

in which \(\vec{s} = (s_x, s_y, s_z)\) are the Pauli matrices of spin indices. Similarly, we can also define the valley polarization as
FIG. 25. The HF band structure and spin valley polarizations with kinetic energy considered \((t = 1)\). (a-d) The spin polarization \(s_{\perp,i}(\kappa)\) of each HF band state. (e-h) The valley polarization \(v_i(\kappa)\) of each HF band state. We use “∗” to represent the states with \(s_{\perp,i}(\kappa) > 0\) and “×” to represent states with \(s_{\perp,i}(\kappa) < 0\), such that the degenerate states with opposite spin or valley indices become visible.

The following equation:

\[
v_i(\kappa) = \sum_{bm\eta} (\tau_z)_{\eta\eta'} \phi_{bm\eta s; i}(\kappa) \phi_{bm\eta s; i}(\kappa),
\]

in which \(\tau_z\) is the Pauli \(z\) matrix acting in valley indices. By studying the values of \(s_{\perp,i}(\kappa)\) and \(v_i(\kappa)\) of the occupied states, we can determine whether the solution is spin and valley fully polarized or not, and validate the polarization assumptions in Secs. IV and V.

Since the interacting Hamiltonian of TBG has the spin \(SU(2)\) symmetry, the spins of the self-consistent solutions could be along any direction due to the random initial conditions. For that reason, we rotate the direction of the spin of the lowest energy band at \(\Gamma\) (when considering the MBZ) or \(\gamma\) (for the FMBZ) point to \(+z\) direction. We also add a small term \(\Delta H_{bm\eta s;i; b'\eta' s'}(\kappa) = \varepsilon \delta_{bb'} \delta_{mn} \delta_{\eta\eta'} (s_z)_{ss'}\) with \(\varepsilon \approx 10^{-6}\) to lift the degenerate bands with opposite spins when evaluating the values of \(s_{\perp,i}(\kappa)\) for each band. Similarly, we also add a term \(\Delta H_{bm\eta s;i; b'\eta' s'}(\kappa) = \varepsilon \delta_{bb'} \delta_{\eta\eta'} (\tau_z)_{\eta\eta'} \delta_{ss'}\) to lift the degeneracy of bands from opposite valleys when solving the values of \(v_i(\kappa)\).

In the flat band limit, the symmetry of the interacting Hamiltonian is enhanced to \(U(4)\) \([28, 30, 46]\). Thus, the spin and valley indices could be mixed together due to the randomized initial condition. We solve the self-consistent equation without assuming spin and valley polarization at both \(t = 0\) and \(t = 0.01\). With the kinetic energy being slightly turned on, we can lift the spin and valley degeneracy due to the \(U(4)\) symmetry, while the band structures are not strongly affected. Numerical solutions also shows that the energy of the HF energy bands are only changed by 0.014 meV at most. In Fig. 24, we provide the HF band structures at \(w_0/w_1 = 0.4, 0.6\) and \(0.8\) with \(t = 0.01\). More precisely, the color code represents the spin of each state \(s_{z,i}(\kappa)\) in Figs. 24 (a-d). It can be observed that the \(N_F\) occupied bands are fully spin polarized in the QAH phase, \(C_{2z} T\) stripe phase and intermediate states. Similarly, the values of valley polarization \(v_i(\kappa)\) are represented by the color code in Figs. 24 (e-h), and we also found that the valley is fully polarized in all these three phases.
We also solved the self-consistent solutions with the kinetic energy considered \((t = 1)\) at \(w_0/w_1 = 0.4, 0.6\) and 0.8. The HF band structures and the spin valley polarization of these states are shown in Fig. 25. Similar to the solutions in the flat band limit, the \(N_F\) occupied bands are all spin and valley fully polarized as can be seen by the color code. Moreover, the energy of the states with \((\sqrt{3} \times \sqrt{3})\) enlarged unit cell is still slightly lower than the state with \((2 \times 1)\) enlarge unit cell by \(\sim 0.013\) meV per moiré unit cell at \(w_0/w_1 = 0.6\), which is comparable to the results in the competing region at flat band limit. Furthermore, the energy (per moiré unit cell) of \(C_{2z}T\) stripe phase at \(w_0/w_1 = 0.8\) and \(t = 1\) is \(\sim 0.21\) meV lower than the translation symmetric solution, and \(\sim 0.13\) meV lower than the \((\sqrt{3} \times \sqrt{3})\) enlarged unit cell state, which also echo the values shown in Fig. 1 (a). In conclusion, the self-consistent solutions at \(t = 1\) demonstrate the stability of the \(C_{2z}T\) stripe phase against the perturbation from the kinetic energy.

2. Symmetries and real space charge distributions of \(C_{2z}T\) stripe and QAH phases

a. \(C_{2z}T\) stripe phase

As shown in App. F 1, the \(C_{2z}T\) stripe phase is spin and valley polarized. Therefore, we can perform the self-consistent mean field solution in the presence of kinetic term \(H_0\) (i.e., when \(t = 1\)) at \(w_0/w_1 = 0.8\) on a much larger \(36 \times 36\) momentum lattice by assuming spin and valley polarization to study the properties of the \(C_{2z}T\) stripe phase.

![FIG. 26. The symmetry breaking strength of six types of lattice symmetries \(G(g, \kappa)\) calculated from the Hartree-Fock solution at \(w_0/w_1 = 0.8\) on \(36 \times 36\) momentum lattice. Unlike Fig. 7, the kinetic Hamiltonian is considered here. The maximum value of \(G(\tilde{T}_{\tilde{a}_1} P, \kappa)\) is around 0.006 in subfigure (f). Note that (a), (c) and (f) use log scale for \(G(g, \kappa)\).](image)

In Fig. 26, we first present the symmetry breaking strength \(G(g, \kappa)\) for the six types of lattice symmetries given in Table II. Similar to the flat band results, both \(C_{2z}T\) and \(C_{2x}\) symmetries are preserved. However, since the kinetic Hamiltonian satisfies \([H_0, P] \neq 0\) and \([H_0, \tilde{T}] = 0\), the total Hamiltonian does not commute with the particle-hole transformation, therefore there is no particle-hole symmetry. In Fig. 26 (f), we find that the presence of kinetic energy also breaks \(\tilde{T}_{\tilde{a}_1} P\) symmetry, although the symmetry breaking is very weak (maximum value of \(G(\tilde{T}_{\tilde{a}_1} P, \kappa)\) is around 0.006). We expect that some properties of the real space density distribution which requires \(\tilde{T}_{\tilde{a}_1} P\) symmetry are no longer strictly correct, but will be approximately satisfied.

Similar to Fig. 8 in main text, Fig. 27 presents the total electron density in real space. We can already notice that the total charge \(Q\) in the unit cell around \(r = 0\) is different from the \(Q\) in the unit cell around \(r = \tilde{a}_1\). The charge on every \(AA\) stacking site is slightly modulated, although the total charge difference between two moiré unit cells are differed by less than 0.2%. This could also be observed in the charge density for different sublattice and layer components in Fig. 28. Indeed, the electron density in sublattice \(A\) top layer \(\rho_{a=A, \ell=1}(r)\) is not equal to the density distribution in sublattice \(B\) bottom layer \(\rho_{a-B, \ell=1}(r + \tilde{a}_1)\) due to the weakly breaking \(\tilde{T}_{\tilde{a}_1} P\), although these two values are very close to each other.

To quantify the change of charge density distribution under translation transformation \(r \to r + \tilde{a}_1\), we evaluate the values of the functions \(D_1(r)\) and \(D_2(r)\) defined in Eqs. (33) and (34) for the \(C_{2z}T\) stripe phase solution with kinetic energy. Since the symmetry \(\tilde{T}_{\tilde{a}_1} P\) symmetry is broken, this state is not invariant under the transformation \(C_{2z}T\tilde{T}_{\tilde{a}_1} P\), and the total charge density will no longer be the same under translation \(r \to r + \tilde{a}_1\), as we have discussed in Sec. V B. To measure the change of the total charge density under such translation, we can also define the following quantity:

\[
D_3(r) = \Omega_c \left| \sum_{\alpha \ell} \left[ \rho_{\alpha \ell}(r) - \rho_{\alpha \ell}(r + \tilde{a}_1) \right] \right| .
\]
FIG. 27. The total charge distribution in real space at $w_0/w_1 = 0.8$, with kinetic energy considered. The numbers are total electron numbers in each moiré unit cell, in which we observe a charge “density wave”. The modulation of total charge between difference unit cells is less than 0.2%.

FIG. 28. The electron density distribution in real space at $w_0/w_1 = 0.8$, and the kinetic energy is considered. Similar to Fig. 9, the numbers represent the total electron charge for each component $Q_{\alpha \ell}$ in each moiré unit cell.

Clearly $D_3 = 0$ when the total charge distribution is exactly the same in two moiré unit cells. We evaluate the values of $D_1(r), D_2(r)$ and $D_3(r)$ over a moiré unit cell, and the results can be found in Fig. 29. From Figs. 29 (b) and (c), we find that both the total charge density and single layer charge density are changed notably after the real space translation. The maximum value of total charge density change between moiré unit cells as measured by $D_3(r)$ is around 0.016, as expected by the weak breaking of the $P$ symmetry due to the kinetic term.

b. QAH phase

We have also analyzed the symmetries and the real space charge distributions of the quantum anomalous Hall states at $t = 0, 1$ and $w_0/w_1 = 0.4$ on a $36 \times 36$ momentum lattice. Similar to the $C_{2z}T$ stripe phase, this state is also spin and valley polarized as shown in App. F.1. The QAH state does not break the translation symmetry. Therefore, we use $k$ to represent the momentum in moiré Brillouin zone, instead of $\kappa$. Eq. (26) in the main text can also be defined for the MBZ. In Figs. 30 and 31, we provide the values of the symmetry breaking strength of the state in the flat band limit (Fig. 30) and at $t = 1$ (Fig. 31). Here we consider four types of single valley symmetries: $C_{2z}, C_{1z}, C_{2x}$ and $P$. As shown in Fig. 30, the QAH state in the flat band limit breaks $C_{2z}T$ and $C_{2x}$ symmetries, while it is invariant under $C_{1z}$ and $P$ transformation. If the kinetic term is added into consideration (Fig. 31), the $C_{3z}$ symmetry is still fulfilled, but all other three symmetries are broken. It is reasonable to observe strong $C_{2z}T$ symmetry breaking in both Figs. 30 (a) and 31 (a), since the breaking of $C_{2z}T$ is a property of states with nonzero winding numbers. Besides, the $P$ transformation commutes...
FIG. 29. The translation symmetry breaking of the density distribution at $w_0/w_1 = 0.8$ when the kinetic Hamiltonian is included. The definition of each quantity shown in the three subfigures ($D_1(r)$, $D_2(r)$ and $D_3(r)$ respectively) are given by Eqs. (33), (34) and (F3). Note that (b) and (c) use color log scale.

FIG. 30. The symmetry breaking strength of four types of single valley symmetries ($C_{2z}T$, $C_{3z}$, $C_{2x}$ and $P$) calculated from the QAH state solution at flat band limit ($t = 0$) and $w_0/w_1 = 0.4$ on 36 × 36 momentum lattice. The black dashed line stands for the moiré Brillouin zone. Note that we use log scale for $G(C_{3z}, k)$ (b) and $G(P, k)$ (d). We found that this QAH state has broken $C_{2z}T$ and $C_{2x}$ symmetries, while it is still invariant under $C_{3z}$ and $P$ transformations.

FIG. 31. The symmetry breaking strength of four types of symmetries calculated from the QAH state solution with kinetic energy terms ($t = 1$) at $w_0/w_1 = 0.4$ on 36 × 36 momentum lattice. Similar to Fig. 30, we use log scale in subfigures (b) and (d). When the kinetic terms are considered, the QAH state breaks the $P$ symmetry, and the maximum value of $G(P, k)$ is about 0.35.

with the projected interacting Hamiltonian $H_I$ and anti-commutes with the kinetic Hamiltonian $H_0$, and therefore the total Hamiltonian at $t = 1$ does not commute with $P$. Hence, the QAH state at $t = 1$ is not symmetric under the $P$ transformation, as shown in Fig. 31 (d).

We can also apply Eq. (29) to these QAH states to obtain the charge distributions in real space. In Figs. 32 and
FIG. 32. The electron density distribution of the QAH state in real space at flat band limit and $w_0/w_1 = 0.4$. The numbers represent the total electron charge of the corresponding component $Q_{\alpha\ell}$ in each moiré unit cell.

FIG. 33. The electron density distribution of the QAH state at $t = 1$ and $w_0/w_1 = 0.4$. The numbers represent the total electron charge of each component $Q_{\alpha\ell}$ in every moiré unit cell.

In the text, we provide the numerical results of $\rho_{\alpha\ell}(\mathbf{r})$ of each sublattice and layer components for the QAH states at $t = 0$ and $t = 1$, respectively. The white numbers represent the total charge of each component in every moiré unit cell $Q_{\alpha\ell}$, which is defined in Eq. (32) in the main text. In both of the cases, the electrons can be found on $A$ sublattices with a much higher probability than on $B$ sublattices, since the Chern band wavefunctions in TBG has a substantial sublattice polarization, as discussed in Ref. [30].