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Abstract: Ground-level ozone in cities is increasing mainly due to traffic exhaust aftertreatment devices, i.e., tailpipe catalytic converters. The chemical reaction of O₃ formation indicates radiation and nitrogen oxides as main players. Thus, we investigate correlations between O₃, global radiation, nitrogen oxides, temperature, and precipitation in several periods of the year (2017) near a traffic roundabout in Lisbon city (coordinates 38°44’55” lat, −9°08’56” long). The weekend effect, school break versus school period, day and night, and seasonal effect were explored. Low-cost sensors (LCS) of O₃, NOₓ, and temperature were tested to see if they can be used to get historical data on other cities and locations. The main innovation is the calibration of the sensor directly with real data (uncontrolled environment). Raw data were compared and led us to conclude that MQ-131 has a better performance than the MICS-4514 sensor. The results indicate that the diurnal cycle of ozone concentration has a mid-day peak around 1–2 pm and a lower nighttime concentration below 5 ppb. Weekends and school break period (251 days a year) have the highest values of Ozone, this is due to lower NOₓ emissions and thus lower levels of ozone destruction reaction (NOₓ-titration reaction). August is a hotspot month with a maximum concentration of 71 ppb.
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1. Introduction

Lower tropospheric ozone is considered an important photo-oxidant produced from photochemical reactions in urban environments [1]. The formation of this pollutant has been increasing in cities mainly due to traffic exhaust aftertreatment devices, i.e., tailpipe catalytic converters. High concentrations of ozone (O₃) are of particular concern to public health and its effects are well documented [2,3]. It is also recognized as one of the most important greenhouse gases by the Intergovernmental Panel on Climate Change (IPPC) [4]. Despite knowing all this, understanding the full extent of ozone formation has proven difficult and hard to control. The chemical reaction of O₃ formation indicates that radiation and nitrogen oxides are the main players. Furthermore, it is believed, that the main sources of ground ozone stem from the complex relationship between nitrogen oxides (NOₓ) and volatile organic compounds (VOCs). The increase of VOCs concentrations always leads to more O₃ formation, however, increasing NOₓ can lead to more or less O₃, depending on the ratio between NOₓ and VOCs. In other words, at low VOCs/NOₓ ratios, the main reaction is between OH and NO₂, in which the radical is removed and the formation of O₃ is delayed. At higher VOC/NOₓ ratios, the OH radical reactions are favored increasing O₃ formation [5]. These interactions of VOCs, NOₓ, NO and NO₂, are now suspected
to play a key role on a counter-intuitive phenomenon called the “weekend effect,” in which ozone concentrations are higher during the weekend, a time where it would be expected that lower NO\textsubscript{2} production would form less \textit{O}_3. Collaborative research studies have been conducted with a focus on what can be the possible cause of such phenomena. The California Air Resources Board (CARB) has identified six possible explanations for the weekend effect for ozone \cite{6,7}. Out of these six, we highlight the three main most probable causes: (1) the reduction of NO\textsubscript{x} concentrations on weekends reduce the titration of ozone; (2) the change in the NO\textsubscript{x} emissions timing allow for more efficient ozone production; (3) lower soot in the air during the weekend lets more sunlight reach lower tropospheric regions.

Several studies have been conducted in this regard, attempting to pinpoint the reason why in certain cities or rural areas such effect occurs \cite{8,9}.

Another important component of this research is the fact that to measure and study these effects, we usually rely on costly equipment. These high-cost sensors have low spatial density, which can make it difficult to assess how ozone truly behaves in any given area. This limits not only the feasibility of the studies, but also the amount of data that we are capable of collecting on this subject. For this reason, we propose a low-cost alternative to make measurements and increase data quantity and availability anywhere in the world. In the last decades, sensor technology has been greatly improved, creating new markets with cheaper and smaller sensors referred to as low-cost sensors (LCS) \cite{10}. Low-cost sensing is a field that is undergoing expansion as technology improves. There are good indications on the viability of using these sensors for air quality monitoring \cite{11,12}.

This research seeks to find ground-level \textit{O}_3 relations with climatic influences (global radiation, temperature, and precipitation) and NO\textsubscript{x} precursors near a city traffic roundabout. It also aims at proving the performance of LCS in real urban environments and how these could be used to spread measuring spots, increasing the historically available data. A metric to harmonize the quantification of the “weekend” effect is also proposed.

2. Materials and Methods

The research was conducted in two steps: firstly, a piece of in-house low-cost equipment was built and tested using the Entrecampos air quality system (AQS) as the reference; secondly, the hourly \textit{O}_3, NO, NO\textsubscript{2}, and meteorological data were collected for the year 2017. All data is provided in the Supplementary Materials. The nearest meteorological station from IPMA, located 2 km away, was used to get corresponding data for temperature (T-\textdegree{}C), precipitation (P-mm/h), and global radiation (GR-W/m\textsuperscript{2}). The conversion between ppb and µg/m\textsuperscript{3} is seen in Table 1.

| Species | ppb | µg/m\textsuperscript{3} (@20 °C; 1.013 atm) |
|---------|-----|---------------------------------------------|
| \textit{O}_3 | 1 | 2.00 |
| NO\textsubscript{2} | 1 | 1.91 |
| NO | 1 | 1.25 |

The theory supporting ground level or tropospheric ozone formation is complex. Photochemical and chemical reactions drive many of the processes that occur in the atmosphere by day and by night. Ozone is a secondary pollutant formed in the ambient air, through a complex set of sunlight-initiated reactions (hν) of its precursors, which are emissions of NO\textsubscript{x} (NO\textsubscript{2} + NO).

NO from internal combustion engine vehicles (ICEV) easily oxidates to NO\textsubscript{2}. The photolysis of NO\textsubscript{2} (daytime) produces oxygen atoms that react very quickly with molecular oxygen and form \textit{O}_3 \cite{13,14}.

\[
\text{NO}_2 + h\nu \rightarrow \text{NO} + \text{O}
\]
\[ \text{O} + \text{O}_2 \rightarrow \text{O}_3 \] \hspace{1cm} (2)

Or, \[ \text{NO}_2 + h\nu + \text{O}_2 \rightarrow \text{NO} + 2\text{O}_3 \] \hspace{1cm} (3)

When there is a high level of NO in NO\textsubscript{x} emissions, the following reactions take place (independent of radiation, for example during nighttime) that cause O\textsubscript{3} destruction, ozone quenching or titration:

\[ \text{NO} + \text{O}_3 \rightarrow \text{NO}_2 + \text{O}_2 \] \hspace{1cm} (4)

\[ \text{NO}_2 + \text{OH} \rightarrow \text{HNO}_3 \] \hspace{1cm} (5)

The “weekend effect” in urban areas has been reported in several locations, e.g., Arizona [15], California [16], Chile [5], Ecuador [17], Mexico City [18], Rio de Janeiro [19], São Paulo [9], India [20], Shanghai [21], Guangzhou [22], Europe [23], and Cairo [24].

The phenomenon could be a result of lower NO levels, limiting reactions Reaction (1), (2), or (3), thus increasing the O\textsubscript{3} lower absolute values. Due to different traffic patterns, NO peaks when GR is higher could also explain a more effective photochemical Reaction (1).

Regarding diurnal variations, the night (GR = 0 W/m\textsuperscript{2}) period also favors these reactions, Reaction (4) and (5), thus lowering O\textsubscript{3} nighttime values comparatively to daytime.

Usually, ozone hot season is in the summer, where higher concentrations are observed for the same altitude in the troposphere, i.e., up to 15 km. Historical concentrations observed in urban areas were collected and summarized in Table 2.

**Table 2.** Observed tropospheric ozone concentrations in urban areas from the literature review.

| Minimum (ppb) | Maximum (ppb) | Local | Reference |
|--------------|---------------|-------|-----------|
| NA *         | > 600         | Los Angeles (70’s), US | [8] |
| NA *         | 62            | Barcelona | [25] |
| NA *         | 44            | Belgrade | [26] |
| 16           | 75            | Arizona, US | [15] |
| 10           | 157           | Rio de Janeiro, Brazil | [19] |
| 5            | 130           | Mexico City, Mexico | [18] |
| 5            | 80            | Santiago, Chile | [5] |
| 30           | 150           | Cairo, Morocco | [24] |
| 10           | 80            | Shanghai, China | [21] |
| 10           | 70            | Guangzhou, China | [22] |
| 5            | 83            | Pune, India | [20] |

* NA not available.

### 2.1. Low-cost Equipment

A low-cost prototype was built and calibrated in-situ versus high-cost equipment to attest for its capabilities. Low-cost sensing is undergoing change and expansion giving good indications of a promising future in air quality fields. Table 2 indicates possible ozone ranges and therefore equipment specifications in terms of detection limits. The developed equipment consists of an Arduino Uno interfacing with the DHT22, MQ-131 (Winsen Electronics, Zhengzhou, China) and MICS-4514 (Neuchâtel—Switzerland SGX Sensortech) sensors. Air quality sensor specifications indicate adequacy to measure 10 ppb–1 ppm for O\textsubscript{3} and 50 ppb–10 ppm for NO\textsubscript{2}. A real-time clock (RTC DS1307) was installed to make a direct correspondence with the time of the day and pollutant concentration. An SD Shield 3.0 was used to store the data, and a fan was added to maintain airflow and refrigerate the box. The total cost of the final equipment is 92 € and its schematics can be seen in Figure 1.
Figure 1. Schematics for the low-cost equipment—battery or AC/DC adapter powered (grid).

The low-cost equipment included a pair of MQ-131 sensors to evaluate manufacturing differences. The power consumption of the equipment is $644.5 \text{ mA} \times 12 \text{ V} = 7.7 \text{ W}$, which means an energy consumption of 7.7 Wh.

Previous research conducted with these types of sensors indicates a weak correlation with the calibration data [27], however, the sensor responses were modeled without external temperature and humidity corrections, as is the case with our experiments.

Peterson et al. 2017 [28] shows scatter plots of raw output voltage and NO$_2$ concentration ($\mu$g/m$^3$). Barcelo-Ordinas et al. 2019 [29] deals with the calibration of sensor networks in uncontrolled environments. Data faults (data reported by a sensor that is inconsistent with the phenomena of interest) can happen due to environmental noise, the precision of the equipment, and manufacturing defects.

According to Hagler et al. 2018 [30], the following parameters can have a justifiable influence on the results:

- elapsed time since manufacturing or deployment, if aging has been demonstrated to cause a change in sensor response;
- other gases for which cross-sensitivity has been established;
- temperature, for which measurement artifact has been established;
- relative humidity, for which measurement artifact has been established.

However, these are hardly reported in the literature. Moreover, sensors from the same family can have different behaviors that make correction functions even harder to derive and use. In this sense, the authors decided to measure in an uncontrolled environment and test the sensors directly, with real measured concentration through voltage (raw data).

2.2. Measurement Campaign

The campaign was intended as a test of the LCS in an uncontrolled environment. The low-cost equipment was mounted on the rooftop of the Entrecampos AQS (coordinates 38°44’55” lat, −9°08’56” long), near the air intake system for the high-cost sensors as seen in Figure 2. For ten days, in August, values were registered every 15 min, adding to a total of 864 values for O$_3$ and other 864 values for NO$_2$. The T and RH, inside and outside the device enclosure, were monitored to observe differences within. The outdoor sensor was also used to crosscheck outdoor conditions with the nearest meteorological station, 2 km apart (38°45’58” latitude, −9°7’39” longitude). The equipment consumed 1.67 kWh and was powered by one of the AQMS outlets (grid-connected). The maximum and minimum outdoor...
temperature and humidity were registered to compare with the conditions inside the equipment enclosure. The ranges observed for O$_3$, 1–55 ppb, are mostly within the limits of detection, but for NO$_2$, 1–67 ppb, these are mostly outside of the detection limit. For other periods of the year, it could be different, as the maximum values of O$_3$ are detected for less NO$_x$ and the minimum O$_3$ for maximum NO$_x$. In Table 3 we can see all minimum and maximum values registered during the campaign period.

Figure 2. (a): Image of the prototype and subsequent mounting location on top of a reference air quality system (AQS); (b): Overview of the AQS location near the “Rotunda de Entrecampos”. 
Table 3. Maximum and minimum values during the campaign, near the roundabout “Rotunda de Entrecampos”, school break period, weekends (shadowed).

| Day   | #1                  | #2                  | #3                  | #4                  | #5                  |
|-------|---------------------|---------------------|---------------------|---------------------|---------------------|
|       | T                   | RH                  | O₂ (µg/m³)          | O₃ (µg/m³)          | NO₂ (µg/m³)         |
| #1    | 24 °C @12h          | 60.9% @15h          | 73 @15h             | 35 @7h15           | 35 @21h            |
| #2    | 18 °C @1h           | 93.9% @1h30         | 35 @6h30            | 4 @2h15            | 6.3 @3h15          |
| #3    | 30 °C @14h          | 27.1% @14h          | 60 @15h30           | 43.8 @12h15        | 72.5 @14h30        |
| #4    | 17 °C @3h           | 88.1% @3h           | 26 @6h15            | 4.4 @4h15          | 3.3 @3h15          |
| #5    | 18 °C @14h30        | 27.6% @14h30        | 73 @13h30           | 72.5 @14h30        | 3 @8h6             |
|       | 29 °C @13h          | 88.1% @23h30        | 18 @7h              | 3 @6h30            | 89.7 @14h30        |
|       | 17 °C @1h30         | 93.9% @1h30         | 79 @15h30           | 3 @6h30            | 33.8 @9h15         |
|       | 28 °C @13h          | 44.8% @12h30        | 74 @13h             | 74 @20h45          | 6.3 @3h15          |
|       | 17° @3h             | 93.8% @3h           |                    |                    |                    |

| Day   | #6                  | #7                  | #8                  | #9                  | #10                 |
|-------|---------------------|---------------------|---------------------|---------------------|---------------------|
|       | T                   | RH                  | O₂ (µg/m³)          | O₃ (ppb)           | NO₂ (µg/m³)         |
| #6    | 29 °C @12h30        | 37.4% @12h30        | 73 @13h15           | 36.5                | 33.8 @21h          |
| #7    | 17 °C @6h30         | 88.1% @3h30         | 40 @20h45           | 20                  | 6.3 @3h15          |
| #8    | 33 °C @15h          | 22.6% @16h          | 62 @17h45           | 31                  | 118.5 @17h         |
| #9    | 17 °C @2h           | 88% @2h             | 2 @6h15             | 1                   | 5.4 @14h           |
| #10   | 34 °C @13h          | 24.4% @16h          | 84 @21h15           | 42                  | 119.7 @8h30        |
|       | 19 °C @6h           | 64.1% @5h30         | 2 @4h45             | 1                   | 20.8 @21h15        |
|       | 34 °C @12h          | 24.7% @12h          | 109 @12h45          | 54.5                | 107.3 @7h          |
|       | 18 °C @23h          | 88.1% @23h          | 2 @5h               | 1                   | 9.6 @6h            |
|       | 34 °C @15h30        | 18.8% @15h30        | 100 @13h30          | 50                  | 127.9 @17h         |
|       | 17 °C @6h           | 82.6% @1h           | 15 @7h              |                    | 6.3 @1h            |

|       | NO₂ (µg/m³)         | NO₂ (ppb)          |                    |                    |                    |
| #6    | 33.8 @21h           | 17.7                | 6.3 @3h15          |                    |                    |
| #7    | 6.3 @3h15           | 3.3                 | 118.5 @17h         |                    |                    |
| #8    | 118.5 @17h          | 62                  | 5.4 @14h           |                    |                    |
| #9    | 5.4 @14h            | 2.8                 | 119.7 @8h30        |                    |                    |
| #10   | 20.8 @21h15         | 62.7                | 20.8 @21h15        |                    |                    |
|       | 107.3 @7h           | 10.9                | 9.6 @6h            |                    |                    |
|       | 9.6 @6h             | 56.2                | 127.9 @17h         |                    |                    |
|       |                     | 5                   | 67                 |                    |                    |
|       |                     |                     | 6.3 @1h            |                    |                    |
2.3. AQS and Meteorological Data

AQS data for 2017 (38°44’55” latitude, −9°08’56” longitude) was obtained from the environmental agency web site and can be obtained in the downloads section [31]. A total of 8760 hourly data for O₃, NO, and NO₂ were analyzed.

IPMA automatic station data, 2 km apart, was used to get the meteorological information (38°45’58” latitude, −9°7’39” longitude) for the same year and time intervals, which gives a total of 8760 values for GR, T, and P. The total amount of data is 7 parameters × 8760 = 61,320 datapoints (annexed in Supplementary Materials).

3. Results

3.1. Measurement Field Campaign

The main goal of the campaign was to test LCS in an uncontrolled environment. A pair of sensors was tested (two MQ-131), one new and the other already in use for 3 months, in the same location under the same conditions to assess drift and other factors. The developed prototype is intended to be used worldwide. To compare the sensor performance, regarding the air quality standards worldwide, it is important to know the time averages used in the standards. World Health Organization (WHO), US National Ambient Air Quality Standards (NAAQS), Europe, Egypt, India, and China have standards that may differ and are presented in Table 4.

Table 4. Reference Standards and Guidelines for Ambient O₃ and NO₂ Concentrations.

| Institute     | Species | Time Average | Limit  | Limit ppb (Table 2) |
|---------------|---------|--------------|--------|----------------------|
| WHO           | O₃      | 8h           | 100 μg/m³ | 50                   |
| NAAQS         | O₃      | 8h           | 75 ppb   | 75                   |
|               |         | 1 h          | 120 ppb  | 120                  |
| Europe        | O₃      | 8 h          | 120 μg/m³ | 60                   |
| Egypt         | O₃      | 1 h          | 200 µg/m³ | 100                  |
|               |         | 8 h          | 120 µg/m³ | 60                   |
| India         | O₃      | 1 h          | 180 µg/m³ | 90                   |
|               |         | 8 h          | 100 µg/m³ | 50                   |
| China         | O₃      | 1 h          | 160 µg/m³ | 80                   |
|               |         | 8 h          | 100 µg/m³ | 50                   |
| WHO           | NO₂     | 1 h          | 200 µg/m³ | 105                  |
| NAAQS         | NO₂     | year         | 53 ppb   | 53                   |
|               |         | 1 h          | 100 ppb  | 100                  |
| Europe        | NO₂     | 1 h          | 200 µg/m³ | 105                  |
|               |         | year         | 40 µg/m³ | 21                   |
| Egypt         | NO₂     | 1 h          | 400 µg/m³ | 209                  |
|               |         | 24 h         | 150 µg/m³ | 79                   |
| India         | NO₂     | 24 h         | 80 µg/m³  | 42                   |
|               |         | annual       | 40 µg/m³  | 21                   |
| China         | NO₂     | 1 h          | 200 µg/m³ | 105                  |
|               |         | 24 h         | 80 µg/m³  | 42                   |
|               |         | year         | 40 µg/m³  | 21                   |

Despite the variability across countries, the developed prototype should be able to cover the overall spectrum of possibilities. Moreover, even if not adequate for instantaneous reading, the time averages to calculate the limits (1 h, 8 h, and 24 h) should be tested to see if the equipment follows the trend of real data. This way we can test the usability of the prototype as an AQS. The placement of the temperature and relative humidity sensors were intended to capture both the temperature inside and outside the equipment. We do this to gauge the differences in temperature and workout if correction
Factors should be implemented in the Arduino code, or, if changes should be made to the prototype itself to avoid temperature disparities. These temperature differences values can be seen in Figure 3.

The temperature distribution (Figure 3) shows a systematic difference of 10–20 °C higher inside the equipment enclosure when compared to outdoor ambient temperature. From this, we retain that the first step should be the sheltering of the equipment from the sun to prevent overheating. RH is similar inside and outside (Figure 4). The application of correction algorithms should also be considered to further decrease any potential variability in measurements.

Figure 3. Temperature distribution in the prototype (outside and inside).

To make assessments on the possibility of these LCS to be used not only for instantaneous measurements but also to be compared with norms and directives, considerations were made based on hourly, 8 h, and daily averages of measurements taken. Some data was unable to be correlated because 44% of the Entrecampos AQS data falls outside of the NO2 LCS measurement range in the summer period in analysis. It would be interesting to see, in an extended campaign, how these values relate to the winter season.

We found tests of two identical sensors (MICS-4514) for a field campaign conducted in a semi-rural area during 3024 h, 20 weeks [27]. The study claims that a multivariate linear regression model (MLR) was the best fit for the calibration ($R^2 = 0.525$ or $0.786$), but performs poorly at the validation ($R^2 = 0.01$ or $0.016$). The linear regression model (LR) performed worse at calibration ($R^2 = 0.168$ or $0.269$), but slightly better at validation ($R^2 = 0.016$ or $0.203$). This study also shows the inconsistency between sensors of the same brand and model; however, it states that values stay within the same range.

Figure 4. Relative humidity distribution in the prototype (outside and inside).
O3_3E1F Citytech sensor (Life Safety Germany GmbH, City Technology, Bonn, Germany), was the sensor that performed better in calibration and validation, in the semi-rural area, achieving strong calibration values using MLR ($R^2 = 0.852$ or $0.945$) and good validation ($R^2 = 0.584$ or $0.824$).

In our 10-day field study, Figure 4 shows $O_3$ instantaneous monitored data of a random day, taken every 15 min. We also see these measurements averaged over 1, 8 and 24 h in Figure 5. As we can observe in Figure 5a, sensor #1, the new sensor identical to sensor #2, exhibited a substantial difference in behavior. This can be due to a manufacturing defect. Sensor #2, despite being in use for at least 3 months prior to this field campaign, exhibited a more coherent behavior. Therefore, we used sensor #2 for further analysis.

Without any T and RH correction, sensor #2 voltage is highly scattered towards a linear relation with real $O_3$, especially with 1-h averages (Figure 5d). The linear model to correlate voltage and $O_3$ values is not adequate. Moreover, using the linearity between voltage and $O_3$, about 40% of the data would not comply with the Data Quality Objective (DQOs) of the European Air Quality Directive for indicative methods (between 25% and 30% of uncertainty for $O_3$ and NO$_2$). For the 8 h average, 37% of the data is outside DQO. For the daily average, 20% of the data is outside DQO.

Going to more elaborated calibration models could improve the performance to comply with DQO at the calibration, but not necessarily mean that the sensors will perform within DQO at other real conditions. Furthermore, it could mean that we are including parameters of questionable integrity [30] such as wind speed or direction, atmospheric mixing height, and location relative to sources.

3.2. Seasonal Effect, Day and Night, School Period

Another part of this study included the historical data of a real AQS near a traffic roundabout and the observation of correlations among measured variables: $O_3$, NO$_2$, T, RH, pluviosity, GR, and to get minimum and maximum values for LCS to see if they can measure within the DQO. All the historical data from 2017 was used for yearly analysis. The data for each hour of the day was averaged for the considered period to get its trends, so each pattern represents an average day in the respective period (Figure 6).

The provided data for 2017 revealed a minimum $O_3$ concentration of 1 ppb (nighttime, weekday, school period) and a maximum of 71 ppb in August, a Sunday at noon (daytime, weekend, school break period). Winter season (December, January, February) has the lowest averages and summer (June, July, August) the highest.

Regarding NO$_2$ concentrations, for the same year, a peak of 116 ppb occurred in winter at nighttime. A minimum of 1 ppb was observed in August also at nighttime. The average seasonal ozone peak seems to occur earlier in summer than in winter, in other words, the peak in winter occurs around 2 pm and in summer around 1 pm. NO$_2$ behavior is opposed to $O_3$, the higher values are on weekdays during the school period, caused by the higher traffic activity due to school commuting.

As expected, GR is within the maximum summer and minimum winter values, which coincides with average temperature maximums and minimums (Figure 7). Precipitation was rather random, nevertheless, summer and autumn showed the lowest levels in mm/h (Figure 7).
Figure 5. (a): O₃ monitored data for a random day (0.25 h); (b): 24 h averages; (c): 8 h averages; (d): 1 h averages.
Figure 6. (a): Ground-level ozone on an average day for each school season (weekday and weekend); (b): seasonal ground-level ozone concentration hot spot; (c): ground level NO$_2$ concentration on an average day for each school season (weekday and weekend); (d): seasonal NO$_2$ concentration.
Figure 7. (a) Seasonal global radiation; (b) seasonal average temperature; (c) seasonal precipitation.
3.3. Ground Level Ozone, Global Radiation, and NOx Precursors

Daytime ozone formation, according to Reaction 1, is proved to be GR dependent. NOx precursors prove also to be highly influential to a lesser extent. Regarding the climate variable precipitation, “rain”, there is no relationship between ozone and this variable as seen in Figure 8. Both effects can be seen in Figure 9.

![Figure 8. Ozone and precipitation average weekday school period.](image)

Using the average day of the period: peak concentration at weekend minus peak concentration at weekday, divided by peak concentration at weekday, the rise in the 2017 school break period was 20% and the drop in NO2 was 37%. In the school period, the rise in O3 was 26% and the drop in NO2 was 26%. Regarding the quantification of the nighttime decrease, we measured it by using the average day of the year 2017 and by calculating the percentage difference in the daily peak, minus the nighttime lowest value and divided by the day peak. Using this method, we observed a drop in O3 of 58% and NO2 drop of 54%. Similar behavior was seen in school versus holiday periods.

Pertaining to the quantification of the weekend increase and to compare with other studies, we must use the same metric. Each study uses different ways to quantify the weekend effect. The magnitude of the weekend effect in the Arizona 2001–2003 summer period was between 6% to 17%, depending on the station location, using the percentage difference in the mean on Sundays minus the mean on Wednesdays, divided by the mean on Wednesdays. Using this method, in our summer period, the weekend metric resulted in 28% increase.

In the city of Pune, India, for the period summer 2001–2005, the weekend effect was 60% using the difference between peak concentration in weekend and peak concentration in weekday. Using this method in our summer period, the weekend metric resulted in 35%. So, it seems our weekend effect would be analogous to Arizona.

Two European cities, Belgrade [26] (urban area in the autumnal period of 2005) and Barcelona [25] (13–16 August 2020) revealed a weekend effect of 56% and 54%, respectively. Using the metric of average weekend concentration minus average weekday concentration, divided by average weekday concentration, gives us a weekend effect increase of 33%.
Figure 9. Tropospheric ozone correlations (a): average day of 2017 ozone with GR; (b): average daytime of 2017 ozone with GR; (c): school period weekday ozone with NOx and (d): average day of 2017 ozone with NO₂.
4. Discussion

We compared our results with other reviewed studies, as presented in Table 2, the values observed in 2017 in Lisbon are similar to other cities (Arizona, India, China, Barcelona, Belgrade), but seem lower than Rio de Janeiro, Cairo, and Mexico City, and much lower than previous Los Angeles smog episodes. Summer is consistently the hot spot season for O₃. The reported weekend effect is observed in all cities, but the magnitude is calculated in different manners which makes the comparison between the studies very difficult. In our study, we suggest a method to quantify the magnitude of O₃ rise and NO₂ decrease in the weekend and O₃ and NO₂ drops at night. It is necessary to harmonize these metrics globally if the extent of the weekend and the nighttime effect is to be historically monitored and compared worldwide.

A broader yearly database, 2004 to 2021, is being evaluated to also monitor peak ozone levels, historical evolution and somehow correlate the evolution with political measures to improve mobility in Lisbon [32], such as NOₓ reduction measures by selling vehicles equipped with selective catalytic reduction (this will work on the decrease of NOₓ level, but could have a counternintuitive result by decreasing ozone titration); since 2018 there has been a boom in electric bike-sharing systems and shared scooters; since 2019, a substantial decrease in public bus pass fee has taken place, from 100 euros to only 40 euros a month, this measure was simultaneous with the rollout of more natural gas buses and e-buses.

5. Conclusions

This research seeks to observe trends in tropospheric ozone and its precursors. As a first approach, the year 2017 was analyzed. We found that:

- O₃ is highly correlated with global radiation and temperature, the peak being in summer, more specifically August, weekend and school break period (71 ppb);
- O₃ has an opposite behavior compared to NOₓ levels, higher O₃ means lower NO₂;
- O₃ has no correlation with precipitation;
- Lisbon Entrecampos roundabout levels are like other cities in this last decade, such as the US, India, China, Barcelona, Belgrade, but seem lower than Rio de Janeiro, Cairo, and Mexico City;
- Titration reaction (ozone destruction) seems to be the strongest explanation for the weekend effect; NO₂ levels decrease 37% and O₃ increases 20% in school break period; metric measured by peak concentration at weekend minus peak concentration at weekday divided by peak concentration at weekday; In-School period, during the weekend, the rise in O₃ is even higher, approximately 26%);
- LCS for NO₂ should measure below 50 ppb, the SGX Sensortech (Neuchâtel – Switzerland) MICS-4514 was used, but should be avoided in cities in summer season as most of the data falls outside of its measuring range;
- LCS for O₃ should measure below 70 ppb with an uncertainty of 25%-30% (DQO), so the use of the Zhengzhou Winsen Electronics MQ-131 is only adequate in a limited amount of cases (in our case in 60% of the data);
- LCS have many limitations, but calibration in real conditions proved to be useful to evaluate sensor performance;
- LCS from the same family may behave differently, so it is recommended the duplication of sensors on the prototype equipment as well as having one T/RH sensor outside and inside the equipment.

Supplementary Materials: The 2017 historical data used in the analysis is available at http://www.mdpi.com/1996-1073/13/7/1562/s1.
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