Disease detection in plant leaves using segmentation and autoencoder techniques
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Abstract
Efficient detection of plant diseases in agriculture is an important topic of research as the diseases in plants will directly influence crop production, quality of crops and agricultural economy. Though image processing techniques and classification algorithms are useful in automatic detection of diseases, still detection with adequate or enhanced accuracy is an open issue. Recently in contrast to traditional machine learning algorithms deep neural networks are being used for more accurate prediction tasks owing to their capability in solving complex problems. In this work an approach based on autoencoder technique is proposed for detection of diseases in plant leaves with an intention of improving the accuracy of detection. After preprocessing the images of plant leaves, the images are segmented into the normal and affected portions of the images using FCM algorithm. Features are extracted from the segmented clusters by constructing Discrete wavelet transform (DWT) based Gray-level Co-occurrence Matrix (GLCM). The extracted features have been detected for the presence of diseases using deep autoencoder technique. With typical datasets, the accuracy obtained using autoencoder technique is found to be higher than that obtained using conventional approach.
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1. Introduction
Detection of diseases has to be performed efficiently in order to improve production and quality of crops. In general, the leaves are a major source of disease in most plants. Plant diseases vary in color, shape, and size. Some diseases are similar in size but different in color and some are similar in color but different in size. Each disease has specific characteristics. Manual detection of plant diseases in a large field is time consuming and expensive. In addition, errors are likely to occur in manual determination of diseases [1]. Image processing techniques are being extensively used for detecting plant diseases [2]. In this work, an approach is proposed to detect diseases in plant leaves using Fuzzy C-Means clustering based segmentation and Discrete Wavelet Transform based feature extraction. It is proposed to use deep learning based autoencoder technique for detection of diseases in plant leaves and to compare the performance with that of Support Vector Machine.

The paper is organized as follows. Section 2 presents research works that have the same theme as that of the proposed work. Section 3 describes the proposed approach in detail. Section 4 presents the results. Section 5 concludes the work.
2. Related Work

In this section we provide some recent researches studies associated to the recognition and classification of apple and Sugarcane plant diseases are specified as follows. In research works [3] clustering based segmentation and SVM based classification are used to detect diseases such as yellow mosaic and grasshopper leaf diseases in plant leaves. In another work [4] multi SVM classifier is used to classify leaf minor, leaf spot and mosaic disease on the cucumber leaves. In [5], K-Means clustering and threshold are used to segment the disease region along with GLCM features for classification using SVM. In [6], a combination of green pixel masking and threshold levels for segmentation to find the diseases on pepper leaves is proposed. In addition, this work uses GLCM features for classification using neural network. In [7], an approach based on k-means clustering for segmentation, GLCM technique for feature extraction and SVM algorithm is described for finding diseases in plant leaves and fruits. The drawback of this model, huge dataset is not processed in this model. In another research work [8] also SVM algorithm is used to detect disease in sugarcane. In research works [9-10] deep learning methods are used for detecting diseases.

3. Proposed Approach

The schematic view of the of the proposed approach is given in Fig. 1.

3.1 Dataset

Two datasets are used in this work. At first, the proposed approach is tested for its performance using benchmark dataset consisting of 100 apple leaf images collected from the URL (https://www.kaggle.com/) are used for analysis. The data set contains both healthy and affected leaves. Some sample apple images are shown in Fig. 2. In addition to benchmark dataset, the approach has been tested using the dataset consists of 100 sugarcane leaf images captured from agricultural land near Orathanadu, Thanjavur District, TamilNadu. The images are collected with the help of a mobile camera. The images contain $3456\times 5184$ pixels. The images are in the form of RGB images. Some of the sugarcane leaf images are shown in Fig. 3.

3.2 Processing

The size of input images are converted into $256\times256$ pixels. The images are converted as grey scale images. Laplacian of Gaussian (LOG) filters are used to detect the edges of an image with the required noise removal and smoothening of images using Gaussian filtering. The Log filtering and Gaussian filtering are given through (3.1) and (3.2).

\[
\nabla^2 G(x,y) = \frac{(x^2 + y^2 - 2\sigma^2)}{\pi\sigma^4} \exp\left(\frac{-x^2 + y^2}{2\sigma^2}\right) \quad (3.1)
\]

\[
G(x,y,\sigma) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(-\frac{x^2 + y^2}{2\sigma^2}\right) \quad (3.2)
\]
3.3 Segmentation

After preprocessing the leaf images are clustered into two partitions, background and leaf portion using Fuzzy C-Means (FCM) algorithm as discussed in [11]. In contrast to K-Means clustering which clusters a given data point into some cluster in a deterministic manner. This means that, the algorithm assigns values of any data point lying in a particular cluster to be either as 0 or 1, whereas the FCM algorithm allocates a membership value for any data point belonging to a particular cluster.

3.4 Feature Extraction

For any classification problem determining appropriate features is essential as it influences the accuracy of detection. In this work, texture based features are used for classification. Texture based features represent the structural arrangement of surfaces in an image. In this work, DWT based GLCM is used to extract the required features, namely, (i) gray level (ii) colour and (iii) wavelet features. This is described in [12]. The resulting matrix is used for detection using classifiers. To calculate the input coefficient of the input images, Discrete Wavelet Transform (DWT) is used, which takes into account the rectangular function. The images are broken down into multiple sub-images at various resolution stages to keep the information low and high frequency. The DWT property is used to determine textured based content from images which is described in [12]. The results of the wavelet decomposition of an image is 4-orthogonal bands such as Low-Low (LL), High-Low (HL), Low-High (LH), and High-High (HH) bands [12]. From LL wavelet, various texture-based features such as autocorrelation, contrast, correlation, correlation, cluster output, cluster hue, difference, energy entropy, uniformity, uniformity, extreme likelihood, number of cubes, variance, normal sum, change, entropy of a sum, difference fluctuation, and entropy have been extracted. Significant features are used for detection.

3.5 Classification

The classification process is done by using the deep learning-based Auto Encoder deep neural network (DNN) classifier as discussed in [13]. Auto Encoder usually operates as a DNN based classification task. Basically in an autoencoder technique, the input data is compressed into an encoded format data in the hidden layer with help of encoding. Basically, the transformed model is used for training the classifier. The output of encoder is the compressed representation of input. After compression, the neurons are activated through the hidden network using equation (3.3). The neuron activity measured using equation (3.4). In DNN, the data flow is obtained from the input layer to the output layer without any looping function. The main benefit of the Auto Encoder Classifier is that the likelihood of error value is too low than another classifier. As discussed in [13], input-encoding neurons represent the true input value.

\[ a^{(i)} = x^{(i)}, l = 1 \]
\[ a^{(i)} = \sigma (W^l a + b), l = 1 \]  

(3.3)

\[ h(W, b, x) = a^{(N)} \]  

(3.4)

here \( x \) represents unlabeled data \( \{x^{(i)}\}^m_{i=1} \), \( w = 1 \), represents weight matrix which pedals the activation, \( b \) represents bias term, \( \sigma \) represents activation function, it can be set to hyperbolic target function to deliver non-linearity for the network to model difficult relationship, and \( h(W, b, x) \) represents input data as well as activation output layer. To train the unsupervised scheme, the loss of production has been employed as an objective function as given in (3.5).

\[ L(W, b, x, z) = \min_{W, b} E(W, b, x, z) + \gamma ||W||^2 + \beta K(W, b, x) \]  

(3.5)

Where, \( E(W, b, x, z) + \gamma ||W||^2 \) signifies the demonstration loss with the squared error. At output, the decoder is used to decode the compressed data into original representation. In addition, after training and construction of the model, the decoder part can be even be eliminated. Precisely speaking, the autoencoder works as a method for training the model in an unguided manner. An output layer has been added to the top of the trained self-coding stack which uses another activation function, as defined in

\[ h_i^l = \frac{e^{w_i^l} b_i^l}{\sum_j w_i^l h_j^{l-1} b_j^l} \]  

(3.6)

where \( w_i^l \) is \( i^{th} \) row of \( W^l \) and \( b_i^l \) is \( i^{th} \) ending layer bias term.

4. Results

The extracted features are given as input for classification. Two classifiers namely Support Vector Machine and deep learning based autoencoder techniques are used. The performance of the classification techniques are studied with different evaluation measures, namely, accuracy, sensitivity, specificity and precision. The performance obtained using SVM and autoencoder techniques with FCM segmentation for two different datasets are given in Table 1 and Table 2.

5. Conclusion

In this work, a method based on Fuzzy C-Means clustering segmentation and DWT based feature extraction have employed to two different datasets to analyze the performance of SVM classification and deep learning based autoencoder technique. From experimentation (From Table 1 and Table 2) it is found that the deep learning based autoencoder technique outperforms the SVM.
Table 1. Values of evaluation measures obtained for apple dataset

| Technique                                      | Accuracy (%) | Sensitivity (%) | Specificity (%) | Precision (%) |
|------------------------------------------------|--------------|-----------------|-----------------|---------------|
| FCM Segmentation and SVM Classification        | 70           | 70              | 70              | 72            |
| FCM Segmentation and Autoencoder technique     | 80           | 80              | 80              | 80            |

Table 2. Values of evaluation measures obtained for sugarcane leaf dataset

| Technique                                       | Accuracy (%) | Sensitivity (%) | Specificity (%) | Precision (%) |
|------------------------------------------------|--------------|-----------------|-----------------|---------------|
| FCM Segmentation with SVM Classification        | 75           | 75              | 75              | 75.5          |
| FCM Segmentation with Autoencoder Classification| 79           | 79              | 79              | 79.5          |
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