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Abstract

We investigate the validity of the Dirac Quantization Condition (DQC) for magnetic monopoles in noncommutative space-time using an extension of the method used by Wu and Yang. We continue the work started in [1] where it was shown that the DQC can be kept unmodified in the first order of the perturbative expansion in the noncommutativity parameter $\theta$. Here we include second order corrections and find that, in order to find solutions to the noncommutative Maxwell’s equations described by the $U_\ast(1)$ group, the DQC needs to be modified by perturbative corrections that introduce a dependence on space-time points. Thus the DQC fails to be a topological property of noncommutative space-time. We comment on the possible origin of this difference.
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1 Introduction

In [2], Dirac showed for the first time that the existence of a magnetic monopole would imply the quantization of electric charge. Today there are a number of subjects, such as non-Abelian monopoles, topology, duality and even quark confinement that are or have been considered in relation to the work of Dirac and the DQC

\[ \frac{2ge}{\hbar c} = \text{integer} = N. \]  

One of the cornerstones in this development has been the work by Wu and Yang [3], where it was shown that the DQC can be derived by a method based on singularity-free gauge transformations. The advantage of this approach is that it directly addresses the question of the singularities that are present in the original derivation of Dirac and that presumably held back the interest in the study of magnetic monopoles for some decades after Dirac released his work in 1931.

In this paper we study the validity of the DQC in noncommutative space-time using the Wu and Yang approach\textsuperscript{3}. We use the noncommutative space defined by the commutator

\[ [\hat{x}^{\mu}, \hat{x}^{\nu}] = i\theta^{\mu\nu}, \]  

where \( \theta^{\mu\nu} \) is a constant antisymmetric matrix. Due to the well-known ambiguities arising when time is noncommutative, we only consider the so-called space-space noncommutativity, i.e. \( \theta^{0i} = 0 \), in this work. The commutation relation (2) is implemented by use of the Weyl-Moyal star product and we take into account that the gauge group \( U(1) \) is non-Abelian due to the star product [4]. The perturbative expansion of the star product we will be concerned with in this work is given by:

\[ (\Phi \Psi)(x) \rightarrow (\Phi \star \Psi)(x) \equiv \left[ \Phi(x) e^{i\theta_{\mu\nu} \frac{\delta}{\delta x^\mu} \frac{\delta}{\delta y^\nu}} \Psi(y) \right]_{x=y}. \]  

Since we will be working outside of singularities and with continuous functions, we are free to use (3) which only is defined for smooth functions.

\textsuperscript{3}For a motivational introduction see [1].
The paper is organized as follows: In section 2 we review the modified version of the Wu and Yang method [3], originally presented in [1], that takes into account the noncommutativity of space-time. In section 3 we study the noncommutative gauge transformations to second order in $\theta$. In section 4 and 5 we define and look for solutions to the noncommutative Maxwell’s equations to second order in $\theta$. In section 5 we arrive at a mathematical inconsistency of the noncommutative gauge transformations and the noncommutative Maxwell’s equations under the requirement that the DQC remains topologically valid up to second order in $\theta$. Section 6 is devoted to a discussion of the two possible noncommutative sources that we may use and section 7 contains our concluding remarks.

2 Wu-Yang procedure in noncommutative space-time

To check the validity of the Dirac quantization condition in noncommutative space-time, we will use a slightly modified version of the original Wu-Yang procedure presented in [3]. A more thorough presentation of the modified method is given in [1].

The procedure is as follows: We will look for a potential in each hemisphere, $A_\mu^N(x)$ and $A_\mu^S(x)$, such that

1. The potentials are gauge transformable to each other in the overlapping region of the potentials. For the non-Abelian group $U_*(1)$ this means that we require

$$A_\mu^{N/S}(x) \rightarrow U(x) \star A_\mu^{N/S}(x) \star U^{-1}(x) - iU(x) \star \partial_\mu U^{-1}(x) = A_\mu^{S/N}(x). \quad (4)$$

2. Both potentials satisfy Maxwell’s equations with an appropriate source for the magnetic charge.

3. The potentials remain singularity free in their respective regions of validity. That is, Maxwell’s equations are solved in such a way that noncommutativity does not produce new singularities into the potentials.
We shall treat the problem as a perturbation series up to second order in $\theta$. In the notation used, the noncommutative gauge field $A_\mu$ is expanded as $A_\mu = A_\mu^0 + A_\mu^1 + A_\mu^2 + O(\theta^3)$. Here the upper index corresponds to the order in $\theta$ for each correction. In this notation the gauge transformation parameter is (symbolically) expanded as $\lambda = \lambda^0 + \lambda^1 + \lambda^2 + O(\theta^3)$. To preserve the DQC we require that the $\theta$-corrections to $\lambda$ can be put to zero (or a constant), i.e., $\lambda = \lambda^0 + C$, while satisfying the three above requirements. This requirement is the same as in [1] and we retain it because the interest in the DQC is due to it being independent of space-time points. If the DQC depends on space-time points, the charge of the monopole becomes observer dependent and one could not from the experimental finding of one monopole infer that electric charge is quantized. In our case, higher order corrections of $\theta$ to the DQC necessarily bring about a dependence on space-time points, as is clear already from dimensional arguments. Our main result is that it is not possible to find solutions when $\lambda^1 = 0$ and we thus conclude that the DQC will need to be modified thus destroying its topological nature.

We begin by calculating the finite gauge transformations of the fields to second order in $\theta$.

3 Noncommutative gauge transformations

The noncommutative gauge transformations for the group $U_\star(1)$, with group elements $U^{-1}(x) = e^{i\lambda(x)} = 1 + i\lambda(x) + \frac{\theta^2}{2!} \lambda(x) \star \lambda(x) + \ldots$, are given by

$$A_\mu(x) \rightarrow U(x) \star A_\mu(x) \star U^{-1}(x) - iU(x) \star \partial_\mu U^{-1}(x). \tag{5}$$

There will be $\theta$-contributions from the non-trivial gauge group element $U(x)$ as well as the $\star$-products between the factors of (5). The noncommutative gauge transformations can be calculated using the gauge group element calculated to second order in Appendix A with the result (66) and the first order contribution calculated in [1]. Together they give the gauge group element to second order in $\theta$ as

$$e^{i\lambda}_\star = e^{i\lambda} + \frac{\theta^{ij}\theta^{kl}}{8} e^{i\lambda}_j \partial_k \lambda \left( \frac{1}{2} \partial_i \partial_k \lambda + \frac{i}{3} \partial_i \lambda \partial_k \lambda \right) + O(\theta^3). \tag{6}$$
With the help of the gauge group element (6) we can calculate the gauge transformation to second order in $\theta$ as is done in Appendix A. The result is, where the first order contributions are calculated in [1]

$$A_i^0(x) \rightarrow A_i^0(x) + \partial_i \lambda, \quad (7)$$

$$A_i^1(x) \rightarrow A_i^1(x) + \theta^{kl} \partial_k \lambda \partial_t A_i^0(x) + \frac{\theta^{kl}}{2} \partial_k \lambda \partial_t \partial_l \lambda, \quad (8)$$

$$A_i^2(x) \rightarrow A_i^2(x) + \frac{\theta^{kl}}{2} \partial_k \lambda \partial_t A_i^1(x) - \frac{1}{2} \theta^{kl} \theta^{pq} \left( \partial_k A_i^0 \partial_p \lambda \partial_q \partial_l \lambda - \partial_k \lambda \partial_p \lambda \partial_q \partial_l \partial_t \partial_i \lambda \right). \quad (9)$$

To conclude, due to the first requirement in section 2 we use equations (7), (8) and (9) to require that the following equations hold:

$$A_i^{N_0}(x) = A_i^{S_0}(x) + \partial_i \lambda, \quad (10)$$

$$A_i^{N_1}(x) = A_i^{S_1}(x) + \theta^{kl} \partial_k \lambda \partial_t A_i^{S_0}(x) + \frac{\theta^{kl}}{2} \partial_k \lambda \partial_t \partial_l \lambda, \quad (11)$$

$$A_i^{N_2}(x) = A_i^{S_2}(x) + \theta^{kl} \partial_k \lambda \partial_t A_i^{S_1}(x) - \frac{1}{2} \theta^{kl} \theta^{pq} \left( \partial_k A_i^{S_0} \partial_p \lambda \partial_q \partial_l \lambda - \partial_k \lambda \partial_p \lambda \partial_q \partial_l \partial_t \partial_i \lambda \right). \quad (12)$$

Next we will move on to consider the second requirement of section 2, i.e. that the potentials satisfy Maxwell’s equations.

## 4 Noncommutative Maxwell’s equations in second order

In noncommutative space Maxwell’s equations for a static monopole are given by:

$$\epsilon^{\mu\nu\gamma\delta} D_\nu \times \mathcal{F}_{\gamma\delta} = 0, \quad (13)$$

$$D_\mu \times \mathcal{F}_{\mu\nu} = J_\nu, \quad (14)$$

where $\mathcal{F}_{\mu\nu} = \frac{1}{2} \epsilon^{\mu\nu\gamma\delta} F_{\gamma\delta}$ is the dual field strength tensor. As in [1] we shall refer to (13) as “Ampère’s law” and (14) as “Gauss’s law” in analogy with electrodynamics. The noncommu-
tative $U_\star(1)$ field strength tensor and the covariant derivative are given by

\[ F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu - ie[A_\mu, A_\nu]_\star, \]  
\[ D_\nu = \partial_\nu - ie[A_\nu, \cdot]_\star. \]  

We shall look at the equations \((13)\) and \((14)\) as a perturbative series in $\theta$ and check whether we can find solutions for them order by order. For the source we have $J^i = 0$, and $J^0 \equiv \rho(r) = 4\pi g \delta(r) + \rho^1(r) + \rho^2(r) + \mathcal{O}(\theta^3)$, where the superscript denotes the order in $\theta$. We also note that due to the form of equation \((14)\), we have the additional constraint $D_\mu \star J^\mu = 0$ on the source. This is however identically satisfied as $A_0 = 0$ and time derivatives vanish in our static case with no electric fields present. We may also note that one can define gauge invariant quantities within this formulation that correspond to the noncommutative electric and magnetic fields \([1,5]\). However, as we shall not use them in this work, this note only serves to tell that the minimal noncommutative extension of Maxwell’s equations considered here contains analogs of the gauge invariant commutative electric and magnetic fields.

In \([1]\) we calculated the noncommutative Maxwell’s equations up to 1st order in $\theta$. Here we only quote the result:

\[
\begin{align*}
(\nabla \times B^0)^i &= 0, \\
(\nabla \times B^1)^i &= -\theta^{i\delta} \left[ \partial_j (\partial_\gamma A_0^j \partial_\delta A_0^\gamma) + \partial_\gamma A_0^j \epsilon^{ijk} \partial_\delta B_0^k \right], \\
\nabla \cdot \vec{B}_0 &= -4\pi \delta(r), \\
\nabla \cdot \vec{B}_1 &= -\rho^1(x). 
\end{align*}
\]  

(17)

Here, the notation $F_{\mu\nu}(A^n) = \partial_\mu A^n_\nu - \partial_\nu A^n_\mu$, where $n$ denotes the order of the term in $\theta$ and $\vec{B}_n = \nabla \times \vec{A}_n$ is introduced. Using $\nabla^2 \vec{B} = \nabla (\nabla \cdot \vec{B}) + \nabla \times (\nabla \times \vec{B})$ these combine to give

\[
(\nabla^2 B_1(A_1))^i = -\partial^i \rho^1 - \theta^{pq} \left\{ \epsilon^{ijk} \partial^j (\partial^p A_0^k \partial^q A_0^i) - 2\partial^m (\partial^p A^m_0 \partial^q B_0^i) - \partial^m (\partial^p B^m_0 \partial^q A_0^i) \right\}. 
\]  

(19)

The solutions to this equation were calculated in \([1]\) and will be given and used in section 5.

Next, we expand the equations \((13)\) and \((14)\) to second order in $\theta$. We note that the equations need to be satisfied order by order and so we only need to consider the terms $\mathcal{O}(\theta^2)$. In
addition it will help significantly to note that the second order contribution to a star commutator vanishes:

\[ [f, g] = [f, g] + i \theta^{\mu\nu} \partial_\mu f \partial_\nu g + \frac{1}{2} \left( \frac{i}{2} \right)^2 \theta^{\alpha\beta} (\partial_\mu \partial_\alpha f \partial_\beta g - \partial_\mu \partial_\alpha g \partial_\beta f) + \mathcal{O}(\theta^3) \]

\[ = [f, g] + i \theta^{\mu\nu} \partial_\mu f \partial_\nu g + \mathcal{O}(\theta^3). \]  \tag{20}

**Ampère’s law:** We start from Ampère’s law given by:

\[ D_\nu F^{\mu\nu} = \partial_\nu F^{\mu\nu} - i[A_\nu, F^{\mu\nu}]_* \]  \tag{21}

\[ = \partial_\nu F^{\mu\nu}(A^0) + \partial_\nu F^{\mu\nu}(A^1) + \partial_\nu F^{\mu\nu}(A^2) - i[A^0_\nu, A^1_\nu, F^{\mu\nu}(A^0) + F^{\mu\nu}(A^1) + F^{\mu\nu}(A^2)]_* \]

\[ = \partial_\nu F^{\mu\nu}(A^0) + \partial_\nu F^{\mu\nu}(A^1) + \partial_\nu F^{\mu\nu}(A^2) + i[A^0_\nu, F^{\mu\nu}(A^0)]_* + i[A^0_\nu, F^{\mu\nu}(A^1)]_* + i[A^0_\nu, F^{\mu\nu}(A^0)]_* . \]

All other \( \star \)-commutators on the second line vanish due to (20).

When we use the zeroth and first order equations (17) we will only be left with the second order terms

\[ D_\nu F^{\mu\nu} = \partial_\nu (\partial^\mu A^2_\nu - \partial^\nu A^2_\nu) + \theta^{\gamma\delta} \partial_\nu (\partial_\gamma A^{\mu}_1 \partial_\delta A^0_\nu + \partial_\gamma A^{\mu}_0 \partial_\delta A^1_\nu) \]  \tag{22}

\[ + \theta^{\gamma\delta} \{ \partial_\gamma A^{\mu}_0 \partial_\delta (\partial^\mu A^1_1 - \partial^\mu A^1_1) + \partial_\gamma A^{\mu}_1 \partial_\delta (\partial^\mu A^0_1 - \partial^\mu A^0_1) + \theta^{\alpha\beta} \partial_\gamma A^{\nu}_0 \partial_\delta (\partial_\alpha A^{\mu}_0 \partial_\beta A^\nu_0) \} . \]

As before, only the spatial coordinates give a non-zero contribution. From here we can solve for \((\nabla \times B_2)^i \equiv \epsilon^{ijk} \partial_j B^k_2\):

\[ (\nabla \times B_2)^i = -\theta^{\rho q} \{ \partial_j (\partial_\rho A^i_1 \partial_q A^j_0 + \partial_\rho A^0_1 \partial_q A^j_1) - \partial_\rho A^0_1 \partial_q (\partial^i A^j_1 - \partial^i A^j_1) \]  

\[ + \partial_\rho A^1_1 \partial_q (\partial^j A^i_0 - \partial^j A^i_0) + \theta^{kl} \partial_\rho A^j_0 \partial_q (\partial_k A^0_1 \partial_l A^j_1) \} . \]  \tag{23}

**Gauss’s law:** The calculation of Gauss’s law \( D_\mu \star F^{\mu\nu} = J^\nu \) is simplified by \( J^i = 0 \). Considering only the second order terms we have:

\[ -\rho^2 = \frac{1}{2} \epsilon^{ijk} D^i \star F^{jk}(A_0) + \frac{1}{2} \epsilon^{ijk} D^i \star F^{jk}(A_1) + \frac{1}{2} \epsilon^{ijk} D^i \star F^{jk}(A_2) \]

\[ = \frac{1}{2} \epsilon^{ijk} \theta^{pq} [\partial_p A^1_1 \partial_q (\partial^j A^k_0 - \partial^k A^j_0) + \partial_p A^0_1 \partial_q (\partial^j A^k_1 - \partial^k A^j_1) + \theta^{rs} \partial_\rho A^i_0 \partial_q (\partial_r A^i_0 \partial_s A^k_0)] \]

\[ + \frac{1}{2} \epsilon^{ijk} \epsilon^{ijl} D^l B^k_2 + \frac{1}{2} \epsilon^{ijk} \theta^{pq} (\partial_p A^1_1 \partial_q A^k_0 + \partial_p A^0_1 \partial_q A^k_1) . \]  \tag{24}
The last term can be rewritten as \( \epsilon^{ijk} \partial^i \theta^{pq} \partial_p A_1^i \partial_q A^k_0 = \theta^{pq} (\partial_p B^k_0 \partial_q A^k_0 - \partial_p A^k_0 \partial_q B^j_0) \). This cancels the first two terms in (21) and we get the second order correction to Gauss’s law (\( \frac{1}{2} \epsilon^{ijk} \epsilon^{jkl} D_l B^k_0 = \partial^i B^k_0 \)):

\[
\nabla \cdot \vec{B}_2 = -\rho^2 + \frac{1}{2} \epsilon^{ijk} \theta^{pq} \theta^{rs} \partial_p A_0^i \partial_q (\partial_r A_0^j \partial_s A_0^k).
\]

(25)

We further note that the second term is zero by a permutation of the indices and we thus have simply:

\[
\nabla \cdot \vec{B}_2 = -\rho^2.
\]

(26)

Similar results for the Maxwell’s equations have been derived in [6], but the rest of the calculation and especially the conclusions of [6] differ significantly from ours.

Combining the Ampère and Gauss laws: We can now combine the results as we did in first order in (19):

\[
(\nabla^2 B_2)^m = \partial^m (\nabla \cdot B_2) + (\nabla \times (\nabla \times B_2))^m
\]

\[
= -\partial^m \rho^2 - \epsilon^{mni} \partial^n \theta^{pq} \left( \partial_j (\partial_p A^i_1 \partial_q A^j_0 + \partial_p A^i_0 \partial_q A^j_1) + \partial_p A^j_0 \partial_q \epsilon^{ijl} B^l_1 + \partial_p A^j_1 \partial_q \epsilon^{ijl} B^l_0 + \theta^{kl} \partial_p A^0_j \partial_q (\partial_k A^i_0 \partial_l A^j_0) \right).
\]

(27)

5 DQC in second order

In the explicit calculation we will need the original (zeroth order) potentials from [3], which in cartesian coordinates are given by:

\[
A^{N_0}_1 = \frac{-y(r - z)}{(x^2 + y^2)r}, \quad A^{N_0}_2 = \frac{x(r - z)}{(x^2 + y^2)r}, \quad A^{S_0}_1 = \frac{y(r + z)}{(x^2 + y^2)r}, \quad A^{S_0}_2 = \frac{-x(r + z)}{(x^2 + y^2)r}, \quad A^{N_0}_3 = A^{S_0}_3 = A^{N_0}_0 = A^{S_0}_0 = 0.
\]

(28)

As before we will take as an assumption that the DQC remains topologically unmodified, i.e. that \( \lambda = \lambda^0 + \lambda^1 + \cdots = \lambda^0 = \frac{2\pi}{hc} \phi \), where \( \phi = \arctan \left( \frac{x}{y} \right) \).
In the following we shall choose the noncommutative plane as $\theta = \theta^{12} = -\theta^{21}$, other components are set to zero. With this choice the solutions to the first order Maxwell’s equations \[19\] for the potential differences $A^{N_1} - A^{S_1}$ were derived in \[1\] and are given by:

\[
A^{N_1}_i - A^{S_1}_i = \frac{2\theta yz(2(x^2 + y^2) + z^2)}{(x^2 + y^2)^2 r^3}, \tag{29}
\]

\[
A^{N_1}_2 - A^{S_1}_2 = -\frac{2\theta xz(2(x^2 + y^2) + z^2)}{(x^2 + y^2)^2 r^3}, \tag{30}
\]

\[
A^{N_1}_3 - A^{S_1}_3 = 0. \tag{31}
\]

To make a comparison between the Maxwell’s equations \[27\] and the gauge transformation \[12\] in second order we need to solve for the potentials $A^{N_1}$ and $A^{S_1}$ (not just their difference) in first order, because this quantity appears in \[12\]. These also were derived in \[1\] and are given by:

\[
A^{N_1}_1 = \theta \left(-\frac{2x \arctan \left( \frac{x}{y} \right)}{(x^2 + y^2)^2} + \frac{y}{4} \left[ \frac{7}{r^4} - \frac{2}{(x^2 + y^2)^2 r^2} + \frac{4z(x^2 + y^2 + r^2)}{(x^2 + y^2)^2 r^3} \right] \right), \tag{32}
\]

\[
A^{N_1}_2 = -\theta \left(\frac{2y \arctan \left( \frac{x}{y} \right)}{(x^2 + y^2)^2} + \frac{x}{4} \left[ \frac{7}{r^4} - \frac{2}{(x^2 + y^2)^2 r^2} + \frac{4z(x^2 + y^2 + r^2)}{(x^2 + y^2)^2 r^3} \right] \right), \tag{33}
\]

\[
A^{N_1}_3 = 0. \tag{34}
\]

From these potentials it is straightforward to obtain the expression for $A^{S_1}_i$, using \[29\], \[30\] and \[31\].

In second order we can write down the Maxwell’s equations for the separation $B^{N_2} - B^{S_2}$ from \[27\]. They are given by

\[
\nabla^2 (B^{N_2} - B^{S_2})_1 = \frac{4\theta^2 x z}{(x^2 + y^2)^3 r^{10}} \left[ -375(x^2 + y^2)^3 + 131 z^2 (x^2 + y^2)^2 - 2z^4 (x^2 + y^2) - 4z^6 \right], \tag{35}
\]

\[-\partial_1 \rho^{N_2} + \partial_1 \rho^{S_2},
\]

\[
\nabla^2 (B^{N_2} - B^{S_2})_2 = \frac{4\theta^2 y z}{(x^2 + y^2)^3 r^{10}} \left[ -375(x^2 + y^2)^3 + 131 z^2 (x^2 + y^2)^2 - 2z^4 (x^2 + y^2) - 4z^6 \right], \tag{36}
\]

\[-\partial_2 \rho^{N_2} + \partial_2 \rho^{S_2},
\]

\[
\nabla^2 (B^{N_2} - B^{S_2})_3 = \frac{4\theta^2}{(x^2 + y^2)^4 r^{10}} \left[ 120 (x^2 + y^2)^5 - 900 (x^2 + y^2)^4 z^2 - 1285 (x^2 + y^2)^3 z^4 - 1289 (x^2 + y^2)^2 z^6 - 652 (x^2 + y^2) z^8 - 132 z^{10} \right] - \partial_3 \rho^{N_2} + \partial_3 \rho^{S_2}. \tag{37}
\]
These equations are difficult to solve analytically. Fortunately this is not needed, since we only want to compare these equations to the ones coming from the gauge transformation in the overlap of the potentials (12). To find out what happens to the DQC in this second order calculation, we must compare them to the equations resulting from the gauge transformations in order to satisfy criterion 1 and 2 of section 3. They are given by

\[
\nabla^2 (B_N^2 - B_S^2)_{GT}^1 = \frac{40^2 x z}{(x^2 + y^2)^3 r^{10}} \left( - 321(x^2 + y^2)^3 + 205(x^2 + y^2)^2 z^2 + 26(x^2 + y^2)z^4 + 4z^6 \right),
\]

(38)

\[
\nabla^2 (B_N^2 - B_S^2)_{GT}^2 = \frac{40^2 y z}{(x^2 + y^2)^3 r^{10}} \left( - 321(x^2 + y^2)^3 + 205(x^2 + y^2)^2 z^2 + 26(x^2 + y^2)z^4 + 4z^6 \right),
\]

(39)

\[
\nabla^2 (B_N^2 - B_S^2)_{GT}^3 = \frac{40^2}{(x^2 + y^2)^4 r^{10}} \left( 144(x^2 + y^2)^5 - 564(x^2 + y^2)^4 z^2 - 455(x^2 + y^2)^3 z^4 \right.
\]

\[
\hspace{1cm} - 403(x^2 + y^2)^2 z^6 - 188(x^2 + y^2)z^8 - 36z^{10} \right),
\]

(40)

These are the equations resulting from the gauge transformation of the second order contribution of the potential (12) using the potentials (28) and (32)-(34), after first taking the curl and then the Laplace-operator of the resulting transformation.

In order for the DQC to be fulfilled, the equations (35)-(37) and (38)-(40) need to be satisfied simultaneously. We may simplify this system of equations by subtracting (35) from (38), (36) from (39) and (37) from (40). The resulting system of equations is given by

\[
- \partial_x (\rho_{Nz}^2 - \rho_{Sz}^2) = \frac{80^2 x z}{(x^2 + y^2)^3 r^{10}} \left( 27(x^2 + y^2)^2 + 10(x^2 + y^2)^2 z^2 + 4z^4 \right),
\]

(41)

\[
- \partial_y (\rho_{Nz}^2 - \rho_{Sz}^2) = \frac{80^2 y z}{(x^2 + y^2)^3 r^{10}} \left( 27(x^2 + y^2)^2 + 10(x^2 + y^2)^2 z^2 + 4z^4 \right),
\]

(42)

\[
- \partial_z (\rho_{Nz}^2 - \rho_{Sz}^2) = \frac{20^2}{(x^2 + y^2)^3 r^{10}} \left( 48(x^2 + y^2)^4 + 624(x^2 + y^2)^3 z^2 + 1036(x^2 + y^2)^2z^4 \right.
\]

\[
\hspace{1cm} + 736(x^2 + y^2)z^6 + 192z^8 \right). 
\]

(43)

We can then differentiate equation (41) with respect to \( y \) and equation (42) with respect to \( x \) and perform a subtraction between the two:

\[
0 = (\partial_x \partial_y - \partial_y \partial_x) (\rho_{Nz}^2 - \rho_{Sz}^2) = 0,
\]

(44)
where the 0 on the left hand side is due to the partial derivatives commuting and the 0 on the right hand side is due to a calculation of the expression \((\partial_x \partial_y - \partial_y \partial_x) (\rho^N - \rho^S)\) by using equations (41) and (42). We get the following two additional equations in a similar manner:

\[
0 = (\partial_x \partial_z - \partial_z \partial_x) (\rho^N - \rho^S) = \frac{24\theta^2 x}{(x^2 + y^2)^5 r^8} \left( 41(x^2 + y^2)^4 + 426(x^2 + y^2)^3 z^2 + 704(x^2 + y^2)^2 z^4 + 496(x^2 + y^2)z^6 + 128z^8 \right),
\]

\[
0 = (\partial_y \partial_z - \partial_z \partial_y) (\rho^N - \rho^S) = \frac{24\theta^2 y}{(x^2 + y^2)^5 r^8} \left( 41(x^2 + y^2)^4 + 426(x^2 + y^2)^3 z^2 + 704(x^2 + y^2)^2 z^4 + 496(x^2 + y^2)z^6 + 128z^8 \right).
\]

In the above we have set the left hand sides of equations (44), (45) and (46) to zero. This can be motivated by the following: Since the partial derivates of \((\rho^N - \rho^S)\) exist (they are given by (41), (42) and (43)), and are continuous outside the origin, the function \((\rho^N - \rho^S)\) itself must be continuous in this region. Thus the partial derivatives commute and we can safely put the left hand sides to zero.

The equations (45) and (46) have no solution (except when \(x = y = 0\)) and consequently the DQC cannot be satisfied topologically in our model. The situation is unlikely to be different had we divided the potential in another way (something other than hemispheres). This seems to be the case as we did not introduce any new singularities into the overlap of the gauge potentials with the division into hemispheres and the division of [3] only serves to remove the unphysical singularities (Dirac string singularity in the commutative case).

Thus we can conclude that there does not exist potentials \(A^N_\mu\) and \(A^S_\mu\) that would simultaneously satisfy Maxwell’s equations and be gauge transformable to each other by [5]. Therefore we get our final result: The DQC cannot hold topologically in this model. Obviously this does not mean that we could not introduce a perturbative source for the noncommutative monopole.

It only states that one cannot keep the DQC independent of space-time points in this model. More interestingly, due to the problems we face in second order, one must in fact make the DQC dependent of space-time points already in first order of \(\theta\) to be able to have a consistent set of potentials that are gauge transformable to each other in the second order of \(\theta\). This
follows because the curl of $\partial_i \lambda^2$ in equation (12) vanishes, and hence it does not contribute to the Maxwell’s equations in second order. As a consequence, one must include a nontrivial gauge transformation parameter $\lambda^1$ to have a consistent solution of the noncommutative Maxwell’s equations. Calculating the correction explicitly from equation (12) should in principle be possible, but has proven technically very challenging. We have achieved our less ambitious goal, however, in proving that the DQC necessarily receives corrections in $\theta$ and therefore no longer remains a topological property of space-time.

It should be mentioned that we could in principle add gauge covariant terms to the source that do not contain a Dirac delta function. These terms could for instance have the form $\eta_i \theta_{kl} F_{kl} \star D_j \star F_{ij}$, where $\eta_i$ is a constant vector and $D_j$ the $U_*(1)$ covariant derivative. This term is possible, since it does not modify the first order equations in the overlap and it is gauge covariant. They can still modify the expression for the potentials (32)-(34), and consequently the conclusion. However, we have checked explicitly that a similar contradiction arises even when including such terms and thus they are omitted in favor of a much simpler description. This can further be motivated by the fact that all the terms that we can form using $\eta_i, D_i, A_i(x)$ and $F_{ij}$, do not contain the delta function and are therefore not part of a perturbative deformation of the monopole equations. Since our objective is to study the deformed Maxwell monopole equations, such terms would be ad hoc and are thus omitted.

5.1 Comparison to previous results

Although a direct generalization of the Wu-Yang formulation of the Dirac monopole, such as here, has not been considered previously, there have been many studies of noncommutative BPS-monopoles. The works include perturbative studies of the $U_*(2)$ [7] and $U_*(1)$ [8] BPS-monopoles, as well as nonperturbative studies of the $U_*(1)$ [9] BPS-monopoles, generalized to other groups in [10]. These constructions share the assumption that the definition of magnetic charge in the BPS-limit may be taken over, without change, to the noncommutative case. Our
result shows that this assumption fails in the perturbative case.⁴ Therefore it is to be expected that the definition of noncommutative magnetic charge in the nonperturbative treatment is also subject to problems. However, this is still an open question that we would like to return to in more detail in another work.

As our approach produces a perturbative expansion of the gauge potentials $A^N$ and $A^S$, it is natural to ask whether it is compatible with the well-known perturbative Seiberg-Witten map [11].

\[ \hat{A}_i = A_i - \frac{1}{4} \theta^{kl} \{ A_k, \partial_i A_l + F_{il} \} + \mathcal{O}(\theta^3), \]  
\[ \hat{\lambda} = \lambda + \frac{1}{4} \theta^{ij} \{ \partial_i \lambda, A_j \} + \mathcal{O}(\theta^2), \]  
\[ (47) \]
\[ (48) \]

where $\{ \cdot, \cdot \}$ is an anticommutator. We have checked explicitly that the first order potentials derived from (47) do not satisfy the equations of motion (19). This could be due to the physical singularity at the origin, but irrespective of the reason for this failure we note that, as observed in [11], the map (47) necessarily produces a $\hat{\lambda}$ that depends on the potential $A_0$. If it did not, the gauge groups $U(1)$ and $U_s(1)$ in the ordinary and noncommutative theories respectively, would be identical. As this is clearly not the case, any approach based on the perturbative Seiberg-Witten map cannot produce potentials compatible with the DQC.

However, in the case of the nonperturbative Seiberg-Witten map constructed for the $U(1)$-part of the field-strength [12], the situation may improve considerably. In this case, the Seiberg-

---

⁴Essentially, the assumption taken is that the noncommutative space reduces to a commutative space in the $\theta \to 0$ limit, and that this limit is a physical one (this assumption is needed to be able to speak of magnetic charge). In our view, it is not. Although the limit is smooth and mathematically well defined in the classical theory, it does not represent a physical process. That is, if we take our space to be noncommutative, then there is no known physical process that reduces it to a commutative space. Another argument that strongly supports this point of view can be made if we take quantum processes into account. In this case, the limit $\theta \to 0$ is actually non-smooth due to the mixing of UV and IR divergences. Since the world is ultimately quantum, this fact should not be neglected. This means that $U(1)$ is only an approximate symmetry and $U_s(1)$ is the exact symmetry of the noncommutative Maxwells equations. Therefore, if one is to speak of magnetic charge, it must be defined for a $U_s(1)$-theory, not a $U(1)$-theory. These remarks have been made specific in [11].
Witten map turns into an expression containing the open Wilson line which has been observed to be important in the case of the noncommutative Aharonov-Bohm effect [13]. If we consider the noncommutative space to be a deformation of the commutative one and because we know that the $U(1)$-monopole and the Aharonov-Bohm effect are related in the commutative case, one would expect them to be related also in the deformed, noncommutative case. Something they seem not to be, given the perturbative analysis here and the result of [13]. Furthermore, due to the analysis of [14], one may indeed expect that the nonperturbative Seiberg-Witten map would give rise to a different kind of delta function support for the field-strength, thus changing the analysis made here and perhaps even the result of the calculation.

6 A noncommutative particle source

The above calculation shows that, at least in perturbation theory, we cannot force the DQC to hold topologically by choosing a source term with the zero order contribution given by the Dirac delta function. However, we might still ask what a possible noncommutative particle source might look like, be it a monopole, an electrically charged particle or something else. Naturally, even if we cannot find a DQC supportive source for the monopole, it should still be possible to find a source term for e.g. an electrically charged particle, as charged particles must be described somehow in $U_*(1)$ electrodynamics, if the theory is to have any connection with commutative Maxwellian electrodynamics.

To determine a possible noncommutative particle source, we have to discuss the symmetry of the equations. Firstly, equation (14) transforms as $U(x) \star D_\mu \star F^{\mu 0} \star U^{-1}(x)$ under gauge transformations on the left-hand side. Namely, it is gauge covariant. Therefore, the source must also transform this way. Secondly, the left-hand side is $O(1,1) \times SO(2)$ symmetric and consequently, the source must also be that. Thirdly, as a correspondence principle when $\theta \to 0$, we want to recover the Dirac delta-function for the source. We shall take this view here because it will be compatible with the theory we presented, although as is clear, it is rather restrictive.
from a general point of view.

To begin with, any realistic generalization of a particle-source must in the noncommutative Maxwell’s equations transform under gauge transformations. Therefore extensions of the delta function, such as

$$\delta_{NC}^3(r) = \frac{1}{\sqrt{(4\pi\theta)^3}} \exp\left(\frac{-r^2}{4\theta}\right),$$

must be discarded. They do not contain the gauge potential and therefore do not transform under gauge transformations.

For the consistency of Maxwell’s equations we need to find a source that is covariant up to second order of perturbation. We have indeed found two such expansions, which perhaps surprisingly, have all of their coefficients uniquely fixed. The form of the possible sources is thus strongly constrained by gauge covariance.

If we suppose we have a source that transforms gauge covariantly in the second order of $\theta$ and we call it $\rho_2$, where $\rho_{NC} = \rho_0 + \rho_1 + \rho_2 + \ldots$, one can calculate the gauge transformation it must satisfy using the gauge group element (66). It is given by:

$$\rho_2 \rightarrow \rho_2 + \theta^{ij} \partial_i \lambda \partial_j \rho_1 + \frac{\theta^{ij} \theta^{kl}}{2} \left( \partial_k \lambda \partial_l \partial_i \partial_j \rho_0 - \partial_j \lambda \partial_i \rho_0 \partial_i \partial_k \lambda \right),$$

where $\lambda$ is the local gauge group parameter. Equation (50) is the gauge covariance requirement in second order of $\theta$ for the second order correction to the source.

If we start with a first order source of the form $\theta^{kl} \partial_k (A_l \delta^3(r))^5$ we find a gauge covariant source up to second order in $\theta$, satisfying all our symmetry requirements, as:

$$\rho = \rho^0 + \rho^1 + \rho^2 + \mathcal{O}(\theta^3) = 4\pi g \left( \delta^3(r) - \theta^{kl} \partial_k (A_l \delta^3(r)) \right)$$

$$+ \theta^{ij} A_j^1 \partial_i \delta^3(r) + \theta^{ij} \theta^{kl} \left[ A_j^0 \partial_k (\partial_i A_l^0 \delta^3(r) + A_l^0 \partial_i \delta^3(r)) + \frac{1}{2} A_l^0 A_k^0 \partial_j \partial_i \delta^3(r) \right] + \mathcal{O}(\theta^3).$$

Due to the requirement of gauge covariance, the first order contribution to the source is unique up to the position of the partial derivative and the numerical coefficient in front. The second order contribution was found by using the most general Ansatz dimensionally possible,

---

5The first order contribution, up to a sign change, was found in [15] and was also considered in [1].
performing the transformation according to (7) and (8) and finally comparing with the gauge covariance condition (50). An interesting point is that the second order coefficients as well as the coefficient for the first order term are all uniquely determined by specifying the form of the first order contribution $\theta^{kl}\partial_k (A_l \delta^3(r))$.

The other first order source term leading to a gauge covariant expansion in second order $\theta$ is $\theta^{kl} A_l \partial_k \delta^3(r)$. The expansion is then given by:

$$\rho = 4\pi g \left( \delta^3(r) - \theta^{ij} A_j^0 \partial_i \delta^3(r) - \theta^{ij} A_j^1 \partial_i \delta^3(r) + \frac{1}{2} \theta^{ij} \theta^{kl} A_k^0 A_l^0 \partial_j \partial_i \delta^3(r) + O(\theta^3) \right).$$

(52)

The two second order sources (51) and (52) are the only gauge covariant expansions consistent with the noncommutative Maxwell’s equations. In our case, the inclusion of the source does not change the contradiction in equations (45) and (46). This follows because the only contribution that the source (51) or (52) has on the function $B^2_i$ is at the origin $r = 0$, where the noncommutativity of space-time makes the theory more singular due to the physical singularity at the position of the monopole. As this point is not included in the zeroth order potentials it follows that it is not included in the full expressions $A^N_i$ and $A^S_i$. Thus we do not need to consider the second order source contribution in the calculation of $B^2_i$.

### 7 Discussion and Conclusions

We have used the approach of Wu and Yang in Weyl-Moyal space to show that the Dirac Quantization Condition fails to hold topologically in second order of perturbation in the noncommutativity parameter $\theta$. This failure could be due to the perturbative approach used, as the infinite non-locality induced by the $\star$-product is only apparent in the nonperturbative approach. It is clear that the topological DQC cannot be recovered with the inclusion of any finite number of $\theta$-corrections, but a final verdict for the DQC cannot be given before a nonperturbative treatment of this problem has been accomplished. A full nonperturbative calculation

---

$^6$A similar perturbative modification of quantization has been noticed for the magnetic flux of vortex solutions in 2+1 dimensional Chern-Simons theory coupled to a scalar field in the BPS setting [19].
with the method considered here would thus be an interesting continuation of our work.

The most intuitive explanation for our result would be the breaking of rotational invariance. Since rotational invariance is directly related to the fibre bundle construction of the Wu-Yang potentials in commutative space-time, it may indeed be that the breaking of it leads to a nontopological DQC in noncommutative space-time.

As another possible explanation we should mention the following: NCQED is $CP$-violating [16] and it is known that in flat commutative space-time [17] and even in curved space-time [18], a $CP$-violating theory necessarily leads to the monopole acquiring an electric charge and the failure of the DQC. One could be led to believe that this phenomenon, also called charge dequantization, could be exactly what we have observed in this work. At present, the relation of our result to charge dequantization is not well understood. We would like to point out however, that the noncommutative Maxwell’s equations are manifestly $CP$-violating whereas the $CP$-violation observed in the charge dequantization phenomenon of commutative electrodynamics only occurs if one adds extra terms to the free Lagrangian of electrodynamics. This does indicate some difference in the two approaches.

Assuming that a nonperturbative treatment leads to the same conclusion, it is interesting to speculate over the implications this result might have. First of all, since the charge of the matter fields is quantized in noncommutative theories [4][20], we are not in need of another explanation for the quantization of charge. Furthermore, since the Aharonov-Bohm effect can be formulated in a gauge invariant manner in noncommutative quantum mechanics [13], the noncommutative theories seem to make a difference of outcome between the experimentally observed Aharonov-Bohm effect and the DQC. Thus these two results, closely related in commutative space-time, seem to be unrelated in the noncommutative theory. As a consequence, one might argue that the lack of observations of magnetic monopoles is related to the deformed structure of space-time at very small scales.
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Appendix A

Gauge transformation in second order of $\theta$

In this Appendix we calculate the second order contribution to the finite gauge group element and its gauge transformation. We do this by first calculating the second order terms in $\theta$ for the combination $\lambda(x) \ast \lambda(x)$. Then for $\lambda(x) \ast \lambda(x) \ast \lambda(x)$ and then $\lambda(x) \ast \lambda(x) \ast \lambda(x) \ast \lambda(x)$, et c. The second order terms for $\lambda(x) \ast \lambda(x)$ are

$$\frac{1}{2!} \left( \frac{i}{2} \right)^2 \theta^{ij} \theta^{kl} \partial_i \partial_k \lambda(x) \partial_j \partial_l \lambda(x).$$  \hspace{1cm} (53)

For $\lambda_*(x)^3 = \lambda(x) \ast \lambda(x) \ast \lambda(x)$ they are (remember here that all first order terms are 0)

$$\lambda_*(x)^3 = \left( \lambda(x)^2 + \frac{1}{2!} \left( \frac{i}{2} \right)^2 \theta^{ij} \theta^{kl} \partial_i \partial_k \lambda(x) \partial_j \partial_l \lambda(x) \right) \ast \lambda(x) + \mathcal{O}(\theta^3)$$ \hspace{1cm} (54)

$$\lambda_*(x)^3 = \lambda(x)^3 + \frac{1}{2!} \left( \frac{i}{2} \right)^2 \theta^{ij} \theta^{kl} \partial_i \partial_k \lambda(x)^2 \partial_j \partial_l \lambda(x) + \frac{1}{2!} \left( \frac{i}{2} \right)^2 \theta^{ij} \theta^{kl} \lambda(x)^2 \partial_i \partial_k \lambda(x) \partial_j \partial_l \lambda(x) + \mathcal{O}(\theta^3)$$ \hspace{1cm} (55)

$$\lambda_*(x)^4 = \lambda(x) \ast \lambda(x) \ast \lambda(x) \ast \lambda(x) \ast \lambda(x)$$

and collecting terms we get a series that looks like:

$$\epsilon^{ij} = \frac{i^2 \theta^{ij} \theta^{k}\partial_i \partial_k \lambda \left( \frac{i^2}{2!} + \frac{i^3}{3!} 3\lambda + \frac{i^4}{4!} 6\lambda^2 + \frac{i^5}{5!} 10\lambda^3 + \frac{i^6}{6!} 15\lambda^4 + \frac{i^7}{7!} 21\lambda^5 + \frac{i^8}{8!} 28\lambda^6 + \mathcal{O}(\lambda^7) \right) + \partial_i \lambda \partial_k \lambda \partial_j \partial_l \lambda \left( \frac{i^3}{3!} + \frac{i^4}{4!} 8\lambda + \frac{i^5}{5!} 20\lambda^2 + \frac{i^6}{6!} 40\lambda^3 + \frac{i^7}{7!} 70\lambda^4 + \frac{i^8}{8!} 112\lambda^5 + \mathcal{O}(\lambda^6) \right)}{8}.$$

\hspace{1cm} (56)
The notation $\theta^2$ is exactly like an equal sign, but it only displays explicitly quantities of second order in $\theta$ to the right of the sign. The expression (56) may be recognized as the following series

$$e^{i\lambda} \theta^2 = \frac{i^2 \partial^{ij} \partial^{kl}}{8} \sum_{n=1}^{\infty} \left[ \partial_i \partial_j \partial_k \partial_l \lambda \frac{i^{n+1}}{(n+1)!} \lambda^{n-1} \sum_{s=1}^{n} s + 2 \partial_i \partial_j \partial_k \partial_l \lambda \frac{i^{n+2}}{(n+2)!} \lambda^{n-1} \left( \sum_{t=0}^{n} \sum_{s=1}^{n-t} s \right) \right].$$

(57)

Recalling the results

$$\sum_{s=1}^{n} s = \frac{n(n+1)}{2},$$

(58)

$$\sum_{t=1}^{n} t^2 = \frac{n(n+1)(2n+1)}{6},$$

(59)

the result (57) may be cast into the form

$$e^{i\lambda} \theta^2 = \frac{i^2 \partial^{ij} \partial^{kl}}{8} \sum_{n=0}^{\infty} \left[ \partial_i \partial_k \partial_j \partial_l \lambda \frac{i^{n+2}}{(n+2)!} \lambda^{n} \left( \frac{n(n+1)}{2} + 1 \right) + \partial_i \partial_k \partial_j \partial_l \lambda \frac{i^{n+2}}{(n+2)!} \lambda^{n-1} \frac{n(n+1)(n+2)}{3} \right].$$

(60)

Furthermore, if we look more closely at the terms

$$I = \sum_{n=0}^{\infty} \frac{i^{n+2}}{(n+2)!} \lambda^{n} \left( \frac{n(n+1)}{2} + 1 \right),$$

(61)

$$I' = \sum_{n=0}^{\infty} \frac{i^{n+3}}{(n+3)!} \lambda^{n} \frac{n(n+1)(n+2)}{3},$$

(62)

we see that (61) can be reduced to

$$I = \frac{\partial}{\partial \lambda} \sum_{n=0}^{\infty} \frac{i^{n+2}}{(n+2)!} \lambda^{n+1} \left( \frac{n+1}{2} + 1 \right) = \frac{i}{2} \frac{\partial}{\partial \lambda} \sum_{n=0}^{\infty} \frac{i^{n+1}}{(n+1)!} \lambda^{n+1}$$

$$= \frac{i}{2} \frac{\partial}{\partial \lambda} \left[ \sum_{n=0}^{\infty} \frac{i^{n}}{n!} \lambda^{n+1} - 1 \right] = -\frac{1}{2} e^{i\lambda}.$$ 

(63)

Also, (62) can be reduced to

$$I' = \frac{1}{3} \sum_{n=0}^{\infty} \frac{i^{n+2}}{(n+2)!} \lambda^{n-1} n(n+1)(n+2) = \frac{1}{3} \frac{\partial^3}{\partial \lambda^3} \sum_{n=0}^{\infty} \frac{i^{n+2}}{(n+2)!} \lambda^{n+2}$$

$$= \frac{1}{3} \frac{\partial^3}{\partial \lambda^3} \left( e^{i\lambda} - (1 + i\lambda) \right) = -\frac{i}{3} e^{i\lambda}.$$ 

(64)

Thus the full expression (56) can be written in the simple form:

$$e^{i\lambda} \theta^2 = \frac{\theta^{ij} \theta^{kl}}{8} e^{i\lambda} \partial_j \partial_l \lambda \left( \frac{1}{2} \partial_i \partial_k \lambda + \frac{i}{3} \partial_i \lambda \partial_k \lambda \right).$$

(66)
Since this expression contains only the exponential function and derivatives of $\lambda$ the single-valuedness condition is the same as for $e^{i\lambda}$. This is to be expected since the ⋆ would not touch a constant angle $2n\pi$ if it is added to the exponential.

We can now write down the expression for the full gauge transformation (5). Taking only the second order terms:

$$A_i^2 \rightarrow e^{-i\lambda} \ast (A_i^0(x) + A_i^1(x) + A_i^2(x)) \ast e^{i\lambda} - ie^{-i\lambda} \ast \partial_i e^{i\lambda} + \mathcal{O}(\theta^3)$$

$$= A_i^2 + \theta^{kl} \partial_k \lambda \partial_l A_i^1 + \left(\frac{1}{2}\right)^2 \theta^{kl} \theta^{pq} \left( \frac{1}{2} \partial_p \partial_k \lambda \partial_q \partial_l \lambda A_i^0 + 2 \partial_p \lambda \partial_q \partial_l \lambda \partial_k \partial_i A_i^0 - 2 \partial_q \lambda \partial_l \lambda \partial_k \partial_p A_i^0 \right)$$

$$+ \frac{1}{2} \left( i \partial_k \lambda \partial_p \lambda - \partial_k \partial_p \lambda \right) \left( i \partial_l \partial_q \lambda \partial_l \lambda + i^2 \partial_l \partial_q \lambda \partial_l \lambda - i \partial_q \lambda \partial_l \lambda \partial_l \lambda - \partial_l \partial_q \lambda \partial_l \lambda \right)$$

$$+ \frac{\theta^{kl} \theta^{pq}}{8} \left( A_i^0 \partial_k \partial_p \lambda \partial_l \partial_q \lambda + \partial_l \partial_q \partial_k \partial_p A_i^0 \partial_l \partial_q \lambda - \frac{1}{2} \left( \partial_k \partial_p \lambda \partial_l \partial_q \lambda \right) \right)$$

$$= A_i^2 + \frac{1}{2} \theta^{kl} \partial_k \lambda \partial_l A_i^1 + \frac{1}{2} \theta^{kl} \theta^{pq} \left( \partial_k \partial_p A_i^0 \partial_q \partial_l \lambda - \partial_k \partial_p A_i^0 \partial_q \partial_l \lambda + \frac{1}{3} \left( \partial_k \partial_p \lambda \partial_l \partial_q \lambda \partial_l \lambda - \partial_k \lambda \partial_p \lambda \partial_l \partial_q \partial_l \lambda \right) \right).$$
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