Quantum in-plane magnetoresistance in 2D electron systems
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We review various aspects of magnetoresistance in (quasi-) two-dimensional systems subject to an in-plane magnetic field. Concentrating on single-particle effects, three mechanisms leading to magnetoresistance are discussed: the orbital effect of the magnetic field – due to inter-subband mixing – and the sensitivity of this effect to the geometrical symmetry of the system, the interplay between spin-orbit coupling and Zeeman splitting, and the influence of the field on spin scattering at magnetic impurities.

I. INTRODUCTION

Studies of low-dimensional electron systems subject to an in-plane magnetic field have come to the focus of intense attention recently. In several experiments the influence of an in-plane magnetic field on two- and one-dimensional electrons in semiconductor heterostructures \cite{1,2} as well as in lateral quantum dot devices \cite{3} has been investigated. The use of the fairly unconventional in-plane field geometry aimed at achieving a stronger magnetic field influence on the 2D electron spin, thus, compensating the dominance of orbital effects in most of the known semiconductor materials. Then, by manipulating the field-induced spin polarization, one may extract information about the ground state properties of interacting electrons. At low temperatures – i.e., in the regime where electron-electron interactions open the possibility of a metal-insulator transition or the ferromagnetic Stoner instability – interaction effects coexist with single-particle interference effects. The aim of this article is to provide a theoretical overview of possible influences of an in-plane magnetic field on single-particle quantum transport phenomena in semiconductor heterostructures, quantum wells, and lateral dots.

Quantum transport phenomena have been the subject of extensive experimental and theoretical investigations during recent decades \cite{4–7}. There exists a broad variety of electronic systems, where spectacular effects produced by the interference of electron waves have been observed. These include weak localization (WL) \cite{8}, leading to the low-temperature magnetoresistance in low-dimensional electron structures, such as two-dimensional electron and hole gases in semiconductor heterostructures and quantum wells, as well as universal conductance fluctuations (UCF) \cite{9–12} in quantum wires and dots.

Weak localization of electron waves is the result of an enhancement of back-scattering from a scattering center in a disordered environment. This enhancement of back-scattering suppresses electrical conductivity of a quantum conductor, as compared to the value expected on the basis of a classical Drude formula. The Drude result is determined by the mean free path corresponding to a single-impurity scattering cross section whereas multiple scattering events as depicted in Fig. 1 are responsible for the enhanced back-scattering. It is generated by the constructive interference between pairs of electron waves that scatter from the same impurities, i.e., two electron waves arrive together at a particular impurity, scatter from it to follow a random-walk path (in the form of a closed loop) visiting the same set of surrounding impurities – either in clockwise or anti-clockwise direction – and finally scatter into the exactly backward direction. An illustration of electron paths involved in such a non-local scattering process is shown in Fig. 2. Obviously, the observation of such an interference effect requires phase-coherent propagation along the closed-loop
part of the geometrical trajectory. Furthermore, the magnitude of the observable contribution to the conductivity is sensitive to the fundamental symmetries of the system, in particular, to the presence or absence of time-reversal ($T$) symmetry.

The effect of enhanced back-scattering off an impurity inside a disordered metal can be discussed in the same terms as the enhancement of back-scattering of waves from a diffusive medium. The probability $w_{\mathbf{k},-\mathbf{k}}$ of a wave to be reflected back from a medium after multiple scattering inside is determined as the modulus of the sum of amplitudes $A_j$ corresponding to particular paths $j$,

$$w_{\mathbf{k},-\mathbf{k}} = \left| \sum_j \left[ A_j^\circ (\mathbf{k}, -\mathbf{k}) + A_j^\circ (\mathbf{k}, \mathbf{-k}) \right] \right|^2.$$  

(1)

Here, $\\circ$ ($\\bullet$) stands for clockwise (anti-clockwise) propagation along the path.

In an ideally time-reversible system, the two amplitudes related to the electron propagation along the same geometrical loop $j$ in opposite directions, $A_j^\circ (\mathbf{k}, -\mathbf{k})$ and $A_j^\circ (\mathbf{k}, \mathbf{-k})$, are identical. Thus, $A_j^\circ A_j^{\circ*} = |A_j^\circ|^2$, though for each particular loop $A_j$ contains a possibly large random semiclassical phase of propagation. The cancellation of phase factors happens because for an electron described by a $T$-symmetric Hamiltonian, (a) the phases acquired along the same ‘free’ segment of the path are equal for waves propagating with the wave number $\mathbf{k}$ and $\mathbf{-k}$, and (b) the amplitudes of intermediate scattering processes, $\mathbf{k}_a \rightarrow \mathbf{k}_b$ for $\\circ$ and $\mathbf{-k}_b \rightarrow -\mathbf{-k}_a$ for $\\bullet$ also equal each other at each node of the loop $j$. Therefore, after averaging over different loops which is equivalent to the averaging over disorder, one can identify two phase-insensitive contributions to the back-scattering probability,

$$w_{\mathbf{k},-\mathbf{k}} = \sum_j \left( |A_j^\circ|^2 + |A_j^\circ|^2 \right) + 2 \text{Re} \sum_j \langle A_j^\circ A_j^{\circ*} \rangle = w_{\text{class}} + \delta w_{\text{WL}},$$  

(2)

where $w_{\text{class}}$ is the back-scattering probability of a classical particle whereas $\delta w_{\text{WL}}$ is an additional quantum contribution due to constructive interference between time-reversed paths. This second term in Eq. (2) increases the return probability, i.e., the probability for an electron to revisit the same scatterer again – which explains the name ‘weak localization’ given to this effect.

![FIG. 2. Enhanced back-scattering caused by the interference of electrons traveling along the same geometrical path in opposite directions.](image)

The length of closed paths contributing to the interference between back-scattered waves is limited by the phase coherence time $\tau_\phi$, yielding a maximal length $L_{\text{max}} = v_F \tau_\phi$. In practice, this time scale is determined either by phase relaxation within the system or the electron escape from a fully phase-coherent conductor to bulk reservoirs. Estimates for the weak localization corrections to the conductance read

$$\delta g_{\text{WL}} \sim -\frac{e^2}{h} \times \begin{cases} \ln \frac{\tau_\phi}{\sqrt{D\tau_\phi}} & 2\text{D}, \\ \frac{1}{\sqrt{D\tau_\phi}} & \text{Q1D wire}, \\ 1 & 0\text{D dot}. \end{cases}$$  

(3)

For the case of a dot, by $g$ we understand its full conductance. Furthermore, $\tau$ is the elastic mean free path, and $D = v_F^2 \tau/d$ ($v_F$ Fermi velocity, $d$ dimensionality of the system) is the diffusion constant.

The violation of $T$-invariance lifts the equivalence between the amplitudes $A_j^\circ$ and $A_j^\circ$ and, thus, suppresses contributions to the enhanced back-scattering probability from longer paths. An obvious reason for $t \rightarrow -t$ symmetry breaking is an external magnetic field: thus, provided the orbital electron motion is coupled to the field, it affects the
interference effects in the phase-coherent electron transport. For two-dimensional electrons in a heterostructure subject to a magnetic field perpendicular to the 2D plane, the difference between the amplitudes $A^0_j$ and $A^C_j$ arises due to the Aharonov-Bohm phases accumulated along the path. For clockwise and anti-clockwise propagation around the oriented area $S_j$, the Aharonov-Bohm phases, $\delta \varphi_{\text{AB}} = B_z S_j / \phi_0$ ($\phi_0$ flux quantum), have opposite signs. As for random-walk trajectories the encircled area $S_j$ is random, contributions from paths encircling a magnetic flux larger than typically the flux quantum ($|B_z S_j| \gtrsim \phi_0$) cancel out after disorder averaging: $\langle A^C_j A^{C \ast}_j \rangle = \langle |A^C_j|^2 \exp[2i\delta \varphi_{\text{AB}}] \rangle \to 0$.

When the orientation of the applied magnetic field lies within the plane of the heterostructure where an effectively two-dimensional electron moves (i.e., $B_z = 0$), an analysis of its influence on the weak localization properties requires taking into account more subtle arguments than a straightforward consideration of the Aharonov-Bohm effect. In fact, a strictly 2D system is insensitive to the orbital $T$-breaking effect of an in-plane magnetic field. A possibility to couple a 2D orbital motion of the electrons to the in-plane magnetic field and, therefore, to break the time-reversal symmetry in a 2D system appears only after taking into account the finite extent of electronic wave functions in the confinement direction of a quantum well as well as subband mixing by the magnetic field and possibly by disorder.

In Chapter II, we discuss this purely orbital effect of an in-plane magnetic field on quantum interference in 2D semiconductor structures. As for the confinement of the transverse motion, we also describe the crossover from the quantum limit (where the width of the system is of order of the Fermi wavelength) to the semiclassical regime corresponding to thin films of disordered and pure metals or quantum wells. The calculation aims at identifying the time scale $\tau_B$ after which the time-reversal symmetry breaking sufficiently affects the phase of an electron to destroy constructive interference. Correspondingly, only paths with lengths shorter than $L(B) \sim v_F \tau_B$ contribute to weak localization. Thus, $\tau_B$ is the time scale that determines the estimates for the weak localization correction to the conductivity, i.e., it replaces the phase coherence time in Eq. (3). Therefore, the conductance is field-dependent, and the so-called magnetoconductance $\Delta g_B = \delta g^{\text{WL}}(B) - \delta g^{\text{WL}}(0)$ obtains as

$$\Delta g_B \sim \frac{e^2}{h} \times \left\{ \begin{array}{ll} \ln \frac{\tau_\phi}{\tau_B} & \text{2D}, \\ \frac{1}{\sqrt{D_\phi}} - \frac{1}{\sqrt{D_{\text{TB}}} & \text{Q1D wire.} \end{array} \right.$$ (4)

More details about the multi-subband case can be found in chapter VI.

Another possibility for the in-plane magnetic field to affect the interference of 2D electron waves arises due to the coupling between orbital motion and electron spin, which is a pronounced feature of the electronic band structure of most III-V semiconductors with the zinc-blend type crystalline lattice and a unit cell without inversion symmetry. In a heterostructure or quantum well, spin-orbit coupling for a spin-$\frac{1}{2}$ carrier is linear, both in the planar momentum $\mathbf{k}$ and the spin operator $\mathbf{\sigma}$. For a given initial spin-polarized state, it produces an electron spin precession, where the precession axis as well as the precession frequency depend on the direction and value of the Fermi momentum of the propagating electron. For a diffusing electron, such a precession randomly changes direction, thus, providing spin relaxation for an initially spin-polarized particle – the mechanism known as Dyakonov-Perel relaxation [26]. However, spin-orbit coupling alone does not violate time-reversal symmetry, though it does modify the above-described interference effects. In particular, strong spin-orbit coupling changes the constructive interference between electrons encircling the same closed geometrical path in opposite directions into destructive interference [27–29]. To trace the origin of this change, let us consider the extreme limit of dominant spin-orbit coupling, where an electron always remains in the same chiral state along its orbital motion (for instance, $\xi = \frac{1}{\sqrt{3}}, \mathbf{z} = +1$). Thus, an electron approaching the scattering medium in the initial state $|\mathbf{k}, \xi \rangle$ (which can be viewed as $|\mathbf{k}, -\xi \rangle$) ends up in the final backward moving state $| -\mathbf{k}, \xi \rangle$ (which can be viewed as $| -\mathbf{k}, -\xi \rangle$). This implies a rotation of its spin within the $x - y$ plane by the angle $\theta_{j} = (2n + 1)\pi$ (where $n \in \mathbb{N}$) while moving along a diffusive path connecting these two states. For two spin-$\frac{1}{2}$ electrons encircling the same closed loop in opposite directions, $\theta_{j}^{1} = -\theta_{j}^{2} = (2n + 1)\pi$. As a result, their interference produces a negative contribution to the back-scattering,

$$A^C_j A^{C \ast}_j = |A^C_j|^2 \exp \left[ \frac{i}{2}(\theta_{j}^{C} - \theta_{j}^{C \ast}) \right] = -|A^C_j|^2,$$ (5)

which increases the quantum conductance as compared to its classical Drude value – the effect known as weak anti-localization.
Now, the application of an in-plane magnetic field causes a Zeeman splitting of spin-up and spin-down electron states which – in combination with spin-orbit coupling – affects the interference of back-scattered waves. Chapter IV is devoted to the description of the interplay between Zeeman splitting and spin-orbit coupling in determining quantum transport characteristics (in particular, of lateral dots).

Interference between different paths not only affects the mean value of the conductance (i.e., \( \langle g \rangle = g_{\text{class}} + \delta g_{\text{WL}} \)) but also characteristic deviations from that mean value, \( g = \langle g \rangle + \delta g \). Universal conductance fluctuations (UCF) represent another interference phenomenon observed in mesoscopic conductors and quantum dots at low temperatures.

To discuss this effect, let us consider the transmission probability through a disordered piece of metal. For a diffusing electron wave, there are many scenarios leading it from the same initial state \( |k\rangle_{\text{left}} \) on the left to the same final state \( |k'\rangle_{\text{right}} \) on the right, thus, creating the possibility for interference. Depending on the individual distribution of scatterers in the sample, different paths \( j \) have different weights – and, thus, the waves following them acquire different phases – which makes the transmission probability,

\[
P_{k,k'} = \left| \sum_j A_j(k,k') \right|^2 = \sum_j |A_j|^2 + \sum_{ji} A_j A_i^*,
\]

sample-specific as well as dependent on specific interference conditions, namely the energy (wavelength) of the incident electron or the presence of an external magnetic field. In measurements, this manifests itself in a random but reproducible dependence of the sample conductance on the Fermi energy \( E_F \) and the applied field \( B_z \). Furthermore, gate voltages (varying the shape of a semiconductor dot) represent an additional control parameter.

In a phase-coherent system, the variance of conductance fluctuations has a value,

\[
\langle \delta g^2 \rangle = c_{\text{geom}} \alpha \times \left( \frac{e^2}{h} \right)^2,
\]

which is universal up to a geometry-dependent numerical factor \( c_{\text{geom}} \sim 1 \). Furthermore, \( \alpha \) reflects the fundamental symmetries of the system, expressed by three coefficients,

\[
\alpha = \frac{s}{\beta \Sigma}.
\]

The symmetry plays such an important role here as it determines the number of independently fluctuating components of the generically random amplitudes \( A_j \) related to each particular geometrical path. The higher the symmetry, the more correlations are implicit between real and imaginary parts as well as spin components of \( A_j \). In particular, \( s = 1 \) or \( 2 \) depending on whether Kramers’ degeneracy is lifted or not. When the orbital electron motion is independent of the electron spin state, i.e., when the system possesses spin-rotation invariance, the \( T \)-symmetric system is described by \( \beta = 1 \) whereas \( \beta = 2 \) if time-reversal symmetry is broken. The value \( \beta = 4 \) (with \( s = 1 \)) represents the case of efficient spin-relaxation due to spin-orbit scattering. Finally, an additional symmetry class number \( \Sigma \) characterizes whether a violation of time-reversal symmetry in the spin-sector affects (\( \Sigma = 2 \) – or not, \( \Sigma = 1 \)) the interference in the electron orbital motion via spin-orbit coupling. The crossover between the latter two symmetry classes may be achieved by varying the Zeeman splitting. Its features will be described in Chapter IV, together with weak localization effects.

As phase coherence is crucial for the occurrence of interference effects, the influence of symmetry breaking on conductance measurements is not observable when the corresponding time scale is larger than the decoherence time, \( \tau_B > \tau_\phi \). As for finite systems, when decoherence of electrons in a dot or a short wire happens faster than the escape into bulk reservoirs, \( \tau_\phi < \tau_{\text{esc}} \), both the enhanced back-scattering effect and UCFs get suppressed as compared to the conductance quantum, \( e^2/h \). In these situations, no influence of an in-plane magnetic field on quantum transport characteristics of the system would be expected – unless the field affects the decoherence time. 
This is the case when the latter is caused by spin-flip scattering at paramagnetic impurities \cite{34}. In all foreseeable regimes \cite{34,35}, degenerate paramagnetic impurities destroy weak localization via spin-flip scattering, the relevant time scale being the spin-flip scattering time $\tau_s$. Furthermore, they suppress conductance fluctuations \cite{36,9} as the flipping of impurity spins effectively changes the realization of disorder in the sample and, thus, leads to a self-averaging of the conductance. However, a Zeeman splitting of the magnetic impurity levels by a magnetic field causes an energy threshold for electron spin-flip processes which slows down the electron spin relaxation. At a high field, the electron spin relaxation is possible only due to very few thermally activated impurity spins, so its rate is reduced by the exponential factor, $\tau_s^{-1}(B) \propto \tau_s^{-1} \times \exp[-g^{\text{imp}}\mu_BB/T]$, where $\mu_B$ is the Bohr magneton and $g^{\text{imp}}$ the $g$-factor of the impurities. Thus, a sufficiently strong magnetic field restores UCFs \cite{36,37,38} as well as weak localization (if the orbital effect of the magnetic field is excluded). The in-plane magnetoresistance of magnetically contaminated 2D semiconductors and other features related to the dynamics of paramagnetic impurities are discussed in Chapter V.

For all practical purposes, the study of symmetry breaking rates, determining the parallel field effect on the weak localization corrections to the conductivity of a 2D electron gas or a semiconductor wire, can be completed using the diagrammatic perturbation theory for disordered systems. Although one can find more details about this technique in several textbooks and review articles (see, e.g., \cite{11}), for the sake of completeness, we describe its necessary elements in Chapter IV. As an alternative, field theoretic methods may be used. In chapter VI, we illustrate the supersymmetric non-linear sigma-model in application to one of the problems listed above, i.e., the orbital effect of an in-plane magnetic field (via subband mixing) on the transport properties of 2D electrons.

**II. THE DIAGRAMMATIC TECHNIQUE: DIFFUSONS AND COOPERONS**

Diagrammatics is a perturbative method which allows one to a) classify different contributions to the perturbation series and b) sum up the relevant terms. To be specific, here – for simplicity – we choose the random disorder potential $V$ to be drawn from a Gaussian white noise distribution:

$$\langle V(r) \rangle = 0, \quad \langle V(r)V(r') \rangle = \frac{1}{2\pi\nu\tau} \delta(r-r'),$$

where $\nu$ is the density of states (DoS) at the Fermi level and $\tau$ is the mean free scattering time. Note that throughout this review we will use units where $\hbar = c = \epsilon = 1$.

The starting point of the perturbative approach is the representation of the Green function as a series in powers of $V$, i.e., $G = G_0 + G_0 \sum_{n} (VG_0)^n$. Under averaging, diagrams with single impurity lines vanish (due to $\langle V \rangle = 0$). Thus, the diagrammatic expansion involves only diagrams with paired impurity lines. The average Green function is then given by a Dyson equation, depicted schematically in Fig. 4:

$$\langle G \rangle = G_0 + G_0 \sum_{n=1}^{\infty} \langle \Sigma G_0 \rangle^n = G_0 + G_0\Sigma(G) \quad \Leftrightarrow \quad \langle G \rangle = \frac{G_0}{1 - \Sigma G_0},$$

where the self-energy $\Sigma$ contains all irreducible diagrams, i.e., diagrams that cannot be split into two by cutting one $G_0$-line.

![Fig. 4. Diagrammatic representation of the Dyson equation.](image)

The dominant contribution to the self-energy reads

$$\Sigma_0^+(p) = \left\langle \int dq \, V(q)G_0^+(p-q;\epsilon)V(-q) \right\rangle,$$

where the shorthand notation $dq = d^dq/(2\pi)^d$ has been introduced. Since the potential is $\delta$-correlated in real space, its Fourier transform does not depend on momentum. Hence, $\Sigma_0^+ = \int dp \, G_0^+(p;\epsilon)/(2\pi\nu\tau)$.

The real part of $\Sigma$, leading to a shift in energy, can be absorbed in the ground state energy. Using that the unperturbed Green function reads $G_0^+(p;\epsilon) = (\epsilon \pm i0 + \xi_p)^{-1}$, where $\xi_p = \epsilon_F - p^2/(2m)$, and the definition of the density of states, $\nu(\epsilon) = L^{-d} \sum_p \delta(\epsilon - \xi_p)$, the imaginary part of $\Sigma$ obtains
\[ 3 \Sigma^+_0 = \mp \frac{1}{2\nu \ell} \int \! dp \, \delta(\epsilon + \xi_p) = \mp \frac{1}{2\tau}. \]  

(11)

The associated length scale \( \ell \) is the decay length of the average Green function as we will see shortly. In the case of weak disorder, \( \tau^{-1} \ll \epsilon_F \), all other contributions are small in \( 1/(k_F \ell) \), and Eq. (11) determines the self-energy \( \Sigma \) in the self-consistent Born approximation (SCBA).

Inserting the above result into the Dyson equation yields

\[ \langle G^\pm(\mathbf{p}; \epsilon) \rangle = \frac{1}{\epsilon + \xi_p \pm \frac{i}{2\tau}}. \]  

(12)

In real space representation, this leads to a decay of the average Green function on the scale of the mean free path,

\[ \langle G(\mathbf{r}, \mathbf{r}') \rangle = G_0(\mathbf{r}, \mathbf{r}') e^{-|\mathbf{r} - \mathbf{r}'|/\ell}. \]  

(13)

Having found the average Green function, the next step is to calculate correlation functions of the form

\[ F(\mathbf{p}_1, \mathbf{p}'_1, \mathbf{p}_2, \mathbf{p}'_2; \omega) = \langle G^- (\mathbf{p}_1, \mathbf{p}'_1; \epsilon) G^+ (\mathbf{p}_2, \mathbf{p}'_2; \epsilon + \omega) \rangle. \]  

(14)

Consider first the sum of ladder diagrams depicted in the upper part of Fig. 5. Due to momentum conservation at each vertex, the momentum difference \( q \equiv \mathbf{p}_1 - \mathbf{p}_2 = (\mathbf{p}'_1 - \mathbf{p}'_2) \) is constant, and \( \Gamma \) depends on this difference only. Then \( \Gamma(q, \omega) \) is given by a Bethe-Salpeter equation, the two-particle analogue of the Dyson equation:

\[ \Gamma(q, \omega) = \frac{1}{\epsilon + \xi_p \pm \frac{i}{2\tau}} \int \! dp'' \langle G^- (\mathbf{p}'', \epsilon + \omega) G^+ (\mathbf{p}'', \epsilon + \omega) \rangle \Gamma(q, \omega) \]  

\[ = \Pi(q, \omega) \]

FIG. 5. Ladder and maximally crossed diagrams.

1The connected part of averages of the form \( \langle G^+ G^+ \rangle \) or \( \langle G^- G^- \rangle \) vanishes, i.e., no long-ranged correlations exist.

2In the case of two-particle functions, a diagram is called reducible if it can be split into two separate diagrams by cutting two \( \langle G \rangle \)-lines.
where $\gamma = 1/(2\pi \nu \tau)$. Anticipating the result that $\Gamma$ diverges for $q, \omega \to 0$, we can approximate the irreducible vertex function $\Pi$ for small $|q|, \omega$:

$$\Pi(q, \omega) \simeq 2\pi \nu \tau (1 + i\omega \tau - Dq^2 \tau),$$

where $D = v_F^2 \tau / d$ is the diffusion constant ($d$ dimensionality of the system). Thus, the sum of ladder diagrams finally yields

$$\Gamma(q, \omega) = \frac{\gamma}{1 - \gamma \Pi(q, \omega)} = \frac{1}{2\pi \nu \tau^2} \frac{1}{Dq^2 - i\omega} \equiv D(q, \omega).$$

(16)

This is a diffusion pole or so-called diffuson. It can easily be seen that the diffuson is not affected by a weak magnetic field: Minimal coupling implies that the magnetic field shifts all momenta by the corresponding vector potential, $p \to p - A$; however, $(p_1 - A) - (p_2 - A) = p_1 - p_2 = q$.

A maximally crossed diagram [42] (for a detailed discussion see e.g. [43]) can be converted to a ladder by reversing one G-line. Since now all the arrows point in the same direction, momentum conservation at the vertices requires the momentum sum $Q = p_1 + p_2'$ to be constant. Apart from that, the structure of all equations is the same as for the ladder diagrams. Thus,

$$\Gamma(Q, \omega) = \frac{1}{2\pi \nu \tau^2} \frac{1}{DQ^2 - i\omega} \equiv C(Q, \omega).$$

(17)

This is called a Cooperon – in analogy to superconductivity, as it corresponds to a correlator in the particle-particle channel (as opposed to the particle-hole channel for the diffuson). Now the presence of a magnetic field requires replacing $Q \to Q - 2A$ which leads to a decaying of the Cooperon.

Taking into account the spin of the electrons, diffusons and Cooperons split into singlet and triplet modes. This will become important when considering spin-orbit coupling or spin scattering. Details will be given in the corresponding chapters IV and V.

In coordinate representation, the expression obtained in Eq. (17) has the form of a diffusion equation,

$$[D(\nabla + i2A)^2 - i\omega]C = \delta(x - x').$$

(18)

(A similar equation holds for the diffuson, Eq. (16).) In a finite size geometry, this equation should be complemented by boundary conditions. For an ‘open’ surface, as, e.g., the interface with a bulk reservoir, the boundary condition reads

$$C = 0.$$  

(19)

For an insulating surface, for example, the edge of a metallic dot, the corresponding boundary condition expresses the lack of a phase-coherent current density across the sample surface,

$$n_\parallel \cdot (\nabla + i2A)C = 0,$$

(20)

where $n_\parallel$ is a unit vector normal to the sample surface. In the case of zero magnetic field, this boundary condition indicates that the lowest Cooperon and diffusion modes correspond to the constant ($Q = 0$) solution and are gapless. This choice of the lowest mode, being constant in space, is called the zero-dimensional (0D) approximation. In the presence of a magnetic field, one has to give the analysis of the lowest modes in closed systems more attention, applying a gauge transformation to the gauge where $n_\parallel \cdot A = 0$, and only then making the 0D approximation. Subsequently, the discrete spectrum of relaxational modes describing the Cooperon and diffusion can be found using the standard Hamiltonian perturbation theory methods. This is a useful trick which enables us find the Cooperon and diffusion functions and, in particular, their lowest eigenmodes in finite size geometries.

### III. IN-PLANE MAGNETORESISTANCE EFFECT DUE TO INTERSUBBAND MIXING

As pointed out in the introduction, the influence of an in-plane magnetic field on the quantum transport characteristics of a 2D or quasi-2D system can be divided into orbital and spin-related effects. In this section, we consider the orbital effect – treating electrons as spinless.
There are two features that make the issue of the influence of an in-plane magnetic field on quantum interference effects in inversion layers and thin metallic films non-trivial. The first issue is related to the fact that a finite spatial extent of electron wave functions along the confinement direction, i.e., the $z$-direction perpendicular to the 2D plane, is needed in order that the electron can accumulate an additional magnetic field-induced phase if the field is exactly parallel to the 2D plane. Furthermore, the possible accumulation of such an Aharonov-Bohm phase is sensitive to the inversion symmetry properties of the system. In particular, for a quantum well with a potential profile that is symmetric with respect to the transformation $P_z : z \rightarrow -z$, an in-plane magnetic field cannot induce any dephasing, and the field-dependent rate $\tau_p^{-1}$ is equal to zero. This property reflects the Berry-Robnik symmetry effect $[14]$. Consider a system described by a Hamiltonian $\mathcal{H}$ that at $B = 0$ is invariant under a discrete symmetry transformation, such as $P_z$, and at finite fields remains invariant under the combined time and $z$-coordinate inversion transformation, $\mathcal{P}_z \mathcal{T}$, i.e., $\mathcal{P}_z \mathcal{T} \mathcal{H}(B) = \mathcal{H}(B)$. Then there always exist pairs of paths having exactly the same value of the semiclassical action which, therefore, interfere constructively even in the presence of a magnetic field. As a result, the suppression of weak localization by an in-plane magnetic field is possible only if either the scattering potential in the quantum well is $z$-dependent (since a generic $z$-dependence does not respect $P_z$-symmetry), or if the form of the confinement potential in $z$-direction has no inversion symmetry $[13,17]$ (as usually is the case for a inversion layer in a heterostructure). In the first subsection, we provide a quantitative analysis of this effect. In the second subsection, this analysis is extended to multi-subband systems $[15,16]$, and the results are compared to the magnetoresistance in thin films with diffusive transverse motion.

The second non-trivial issue concerns the so-called geometrical flux cancellation characteristic for ballistic metallic films (wires), where electrons scatter only from surface (edge) defects at two parallel surfaces. In such a ‘quasi-ballistic’ film, the finite resistance is provided by the diffusive scattering of carriers from the surface. Quantum corrections to the conductivity are related to the interference between waves propagating along paths consisting of a sequence of ballistic flights between the film edges. Among those paths, the trajectories containing ballistic segments that are almost parallel to the film surface and, therefore, much longer than the film width $d$ play an important role. These so-called Lévy flights (in the terminology of anomalous diffusion theory $[15]$) produce a logarithmically large contribution to the sample conductance $[16]$. The oriented area encircled by a closed loop made of quasi-ballistic paths is exactly equal to zero $[23]$, thus suppressing the magnetic field effect on the interference of electron waves propagating along them. An electron can accumulate a magnetic flux only due to a curving of its trajectory by the magnetic field itself. This makes the role of Lévy flights important for the interference-related magnetoresistance of ballistic films and wires: curving of the longest ballistic flights – which is a purely classical effect – switches their scattering at the surface roughness from one film surface (or wire edge) to the other $[25]$. This peculiar situation and the resulting unexpected influence of a magnetic field on the localization properties in quasi-ballistic wires are discussed at the end of this section.

A. Phase-breaking by an in-plane magnetic field in 2D inversion layers

The influence of an in-plane magnetic field on the orbital motion of carriers in a heterostructure or quantum well is a result of the finite width $d$ of any 2D layer. This effect has been discussed previously in various contexts $[18,21]$. The Lorentz force on the electrons generated by the in-plane field $\mathbf{B}_\parallel$ mixes up the electron motion along and across the confinement direction, thus resulting in a modification of the 2D dispersion, $E(p) \rightarrow E(\mathbf{B}_\parallel, p)$. In particular, a) the 2D electron mass increases in the direction perpendicular to $\mathbf{B}_\parallel$. Furthermore, in heterostructures with a confining potential that does not possess inversion symmetry, b) the in-plane field also lifts the $p \rightarrow -p$ symmetry in the dispersion law $[18,19]$: $E(\mathbf{B}_\parallel, p) - E(\mathbf{B}_\parallel, -p) \propto (p \cdot [\mathbf{B}_\parallel \times \mathbf{e}_z])^3 \neq 0$,

where $\mathbf{e}_z$ is a unit vector perpendicular to the plane. This leads to a field-dependent suppression of the WL signal as will be discussed below. By contrast, for the $z$-inversion symmetric problem, due to the Berry-Robnik phenomenon $[44]$, the Cooperon mode remains massless, and there is no magnetoresistance.

In the presence of an in-plane magnetic field, the effective 2D Hamiltonian for electrons in a heterostructure with the confining potential profile $W(z)$ can be obtained from the 3D Hamiltonian,

$$\hat{H}_{3D} = \frac{(-i\nabla - A)^2}{2m} - \frac{\partial^2}{2m} + W(z) + u(r,z),$$

(21)

using a plane wave representation, $\Psi_p = e^{ipr_1} \phi^{(p)}_0(z)$ for the electrons in the lowest subband. Here, $\phi^{(p)}_0(z)$ are the eigenfunctions of the $z$-dependent part of the Hamiltonian. In particular, at $B_\parallel = 0$, the in-plane and perpendicular
motion are separable, and the corresponding eigenfunctions are given by \(|k| = \phi_k^{(0)}\). Due to the mixing between subbands \(|0\rangle\) and \(|k > 0\rangle\) by an in-plane magnetic field, the eigenfunction \(\phi_0^{(p)}(z)\) in the presence of the field depend on the in-plane momentum \(p\). In order to find \(\phi_0^{(p)}(z)\) and the corresponding energy \(E(B_\parallel, p)\) for each plane wave state a perturbation theory analysis – as described in the following – or a numerical self-consistent-field technique may be used.

Furthermore, in Eq. (21), the vector potential reads \(A = (z - z_0)B_\parallel \times \mathbf{e}_z\), where \(z_0 = \langle 0|z|0\rangle\) is the center of mass position of the electron wave function in the lowest subband \((B_0 = 0)\), and the potential \(u(r, z)\) is a combination of the Coulomb potential of impurities and the lateral potential forming the quantum dot.

For weak to intermediate magnetic fields \(B_\parallel\), the effective 2D Hamiltonian takes the form

\[
\hat{H}_{2D} = \frac{p^2}{2m} - p_\perp^2 \gamma(B_\parallel) + p_\perp^3 \beta(B_\parallel) + u(r).
\] (22)

Here, \(p = -i\nabla - \mathbf{a}(r)\) is a purely 2D momentum operator and \(p_\perp = p_{\parallel} B_\parallel \times \mathbf{e}_z\) its component perpendicular to \(B_\parallel\).

Thus, the application of an in-plane magnetic fields results in a) an effective vector potential \(\mathbf{a}(r)\), and b) two additional terms in the free electron dispersion due to \(p_\perp\)-dependent inter-subband mixing. The first term, \(\delta \hat{H}^{(2)} = -p_\perp^2 \gamma\), lifts the rotational symmetry by causing an anisotropic mass enhancement \([18,19]\). It increases the 2D density of states and, for a 2D gas with fixed sheet density, it reduces the Fermi energy calculated from the bottom of the 2D conduction band, i.e., \(E_F(B_\parallel) = E_F^{(0)} - \gamma(B_\parallel) p_F^2 / 2\). The second term, \(\delta \hat{H}^{(3)} = p_\perp^3 \beta\), is related to the time-reversal symmetry breaking by \(B_\parallel\). A perturbative analysis of the problem results in the field dependencies \(\gamma \sim B_\parallel^2\) and \(\beta \sim B_\parallel^3\). Indeed, an expansion of the plane-wave energy up to the third order in \(p_\perp\) yields

\[
\gamma(B_\parallel) \approx \frac{B_\parallel^2}{m^2} \sum_{k \geq 1} \frac{|k| z |0\rangle^2}{\epsilon_k - \epsilon_0} \sim \frac{1}{m} \left( \frac{d}{\lambda_B} \right)^4,
\]
\[
\beta(B_\parallel) \approx \frac{B_\parallel^3}{m^3} \sum_{k, k' \geq 1} \frac{|0\rangle \langle k| \langle k| z |k'\rangle \langle k' | z |0\rangle}{(\epsilon_k - \epsilon_0)(\epsilon_{k'} - \epsilon_0)} \sim \frac{d}{m} \left( \frac{d}{\lambda_B} \right)^6,
\]

where \(\epsilon_k\) are the subband energies and \(\lambda_B = 1/\sqrt{B_\parallel}\) is the magnetic length.

In \(\hat{H}_{2D}\) given by Eq. (24), the “in-plane” disorder is incorporated in the form of a scattering potential \(u(r) \approx \langle 0|u(r, z)|0\rangle\). It can be characterized by the mean free path, \(\ell \gg 1/p_F\) or, equivalently, the momentum relaxation time \(\tau\), related to the diffusion coefficient \(D = v_F^2 \tau / 2\). The modification of the electron density of states by \(B_\parallel\) only slightly affects the value of the electron mean free path. However, the presence of a parallel field also changes the symmetry of the Born scattering amplitudes between plane waves, \(f_{pp'} = \langle \Psi_p | u(r, z) | \Psi_{p'} \rangle\). Due to the momentum-dependent subband mixing, \(f_{pp'}\) acquires an additional contribution, \(f_{pp'} = f_{pp'}^{(0)} \{ 1 + (p_\perp + p_\perp') B_\parallel \zeta \},\) where

\[
\zeta = \frac{1}{m \langle 0|u(r, z)|0\rangle} \sum_{k \geq 1} \langle 0|u(r, z)|k|\langle k| z |0\rangle \rangle / (\epsilon_k - \epsilon_0).
\]

This corresponds to the presence of a random gauge field in the effective 2D Hamiltonian \([13,14,17]\):

\[
\mathbf{a}(r) = 2 \sum_{k \geq 1} \langle 0|u(r, z)|k|\langle k| z |0\rangle \rangle [B_\parallel \times \mathbf{e}_z],
\]

which can be interpreted as a result of an effective ‘curving’ of the 2D plane by impurities with a \(z\)-dependent scattering potential in the system. In the presence of an in-plane magnetic field this curving generates a random effective perpendicular field component, \(b_\perp = [\nabla \times \mathbf{a}]_z\). In systems, where scattering is dominated by Coulomb centers separated from the 2D plane by a spacer and, thus, is almost independent of \(z\), a smaller effect may be taken into account, namely \(\delta \mathbf{a} \sim [B_\parallel \times \mathbf{e}_z] [B_\parallel \times \mathbf{e}_z] \cdot \nabla^2 u(r)\). However, \(\delta \mathbf{a}\) has a negligible influence on the quantum transport characteristics of 2D electrons as compared to the effect of the field-dependent electron dispersion.

The perturbative calculation of two-particle correlation functions, i.e., diffusons \(\mathcal{D}(\mathbf{x}, \mathbf{x}'\omega)\) and Cooperons \(\mathcal{C}(\mathbf{x}, \mathbf{x}', \omega)\) \([9,14]\), requires taking into account all field-dependent terms in the effective 2D Hamiltonian Eq. (22). Admitting for different magnetic fields \(B_{\parallel 1}\) and \(B_{\parallel 2}\), the result for the diffuson has the form

\[
[-D\nabla^2 - i\omega + \tau_a^{-1}] \mathcal{D} = \delta(\mathbf{x} - \mathbf{x}'),
\] (23)
where \( \tilde{\omega} = \omega + \delta \) with \( \delta = p_F^2 [\gamma(B_{||}) - \gamma(B_{\perp})]/2 \). The field-dependent rate \( \tau_\delta^{-1}(B_{||}, B_{\perp}) \) reads

\[
\tau_\delta^{-1} = \frac{\tau p_F^6}{8} \left[ \gamma(B_{||}) - \gamma(B_{\perp}) \right]^2 + \frac{\zeta^2}{2\tau} p_F^2 [B_{||} - B_{\perp}]^2
\]

(24)

which vanishes for \( B_{||} = B_{\perp} \).

The first term in Eq. (24) comes from a deformation of the Fermi circle by the magnetic field \( B_{||} \). The second term takes into account the field effect on the scattering of plane waves. Furthermore, Eq. (23) contains the difference between the electron kinetic energies in two measurements of conductance, \( \tilde{\omega} = E_F(B_{||}) - E_F(B_{\perp}) \), each of them shifted by the magnetic field with respect to the Fermi energy \( E_F \) at \( B_{||} = 0 \) of the electron gas with the same sheet density. The latter fact is important, since, for lateral dots where the electron density is fixed, one should substitute \( \tilde{\omega} = 0 \).

The Cooperon equation can be represented in the form

\[
[D(-i\nabla - A_0)^2 - i\tilde{\omega} + \tau_\delta^{-1} + \tau_c^{-1}] C = \delta(x - x').
\]

(25)

It contains an additional decay rate \( \tau_c^{-1}(B_{||}, B_{\perp}) \) given as

\[
\tau_c^{-1} = \frac{\tau p_F^6}{8} \left[ \frac{\beta(B_{||}) + \beta(B_{\perp})}{2} \right]^2 + \frac{\zeta^2 p_F^2}{2\tau} [B_{||} + B_{\perp}]^2
\]

(26)

which accounts for the dephasing of electrons encircling the same chaotic trajectory in opposite directions. Thus, the result of lifting time-reversal symmetry by an in-plane magnetic field can be described by the Cooperon phase-breaking rate

\[
\tau_B^{-1} \equiv \tau_c^{-1}(B_{||}, B_{\perp}) = \frac{\tau p_F^6}{8} \beta^2(B_{||}) + \frac{2\zeta^2 p_F^2}{\tau} B_{||}^2 \sim aB_{||}^2 + bB_{\perp}^2.
\]

(27)

Note the gauge shift in the Cooperon equation (23). The ‘vector potential’ \( A_0 = \frac{3}{2} p_F^2 m \beta(B_{||}) \left[ \frac{B_{||}}{B_{||}} \times e_z \right] \) results from the following artifact: the cubic term in the effective electron dispersion not only lifts the \( \epsilon = E_F \) matter, such a shift can be eliminated by choosing a slightly modified initial gauge. This can be corrected for now by applying a gauge transformation \( C \to e^{iqzC} \) directly to the Cooperon. In other words, the phase-coherent transport is only affected by the \( B_{||} \)-induced \( p \to -p \) asymmetric distortion of the Fermi circle into an oval, but not by a shift of its center in the momentum space. That is, only the \( B_{||} \)-dependent anisotropy of the electron wavelength along the Fermi line affects the interference pattern of current carriers. Note that both terms in Eq. (27) are non-vanishing only in the absence of \( z \to -z \) inversion symmetry.

The phase-breaking rate in Eq. (27) can also be used to describe magnetoconductance fluctuations (UCF) in lateral semiconductor dots. For quantum dots, weak localization corrections and the variance of UCF can be represented as

\[
g_{\text{WL}}(B_{||}) \propto \int (dx) W(x) C(x, x; 0) \equiv \langle g(B_{||}) \rangle - \langle g \rangle_u,
\]

where the subscript ‘\( u \)’ stands for unitary, and

\[
\langle \delta g(B_{||}) \delta g(B_{\perp}) \rangle \propto \int (dx)(dx') W(x) W(x') \sum_{P=C, D} |P(x, x'; \omega)|^2
\]

where \( \omega = E_F(B_{||}) - E_F(B_{\perp}) \), and \( E_F(B_{||}) \) is the Fermi energy of the 2D electron gas calculated from the bottom of the conduction band. The dispersionless weight factors \( W(x) \) take care of the particle number conservation upon diffusion inside the dot and incorporate the coupling parameters to the leads. In the zero-dimensional limit, both

\[\text{In fact, the first term requires an asymmetric confining potential whereas for the second term a generic \( z \)-dependence of the impurity potential is sufficient.}\]

\[10\]
$g_{\text{WL}}$ and $\langle \delta g(B_{\parallel})\delta g(B_{\parallel}) \rangle$, are dominated by the lowest (spatially homogeneous) Cooperon (diffusion) relaxation mode $\lambda_0$, which is determined by the rate of escape to the reservoirs, $\tau_{\text{esc}}^{-1} \ll D/L^2$ (Thouless energy), and the Cooperon suppression by time-reversal symmetry breaking described by $\tau_{B_{\parallel}}^{-1}$. The latter expresses the efficient reduction of the fundamental symmetry of the system from orthogonal $(o)$ to unitary $(u)$. In the absence of spin-orbit effects, the parameters $\tau_{\text{esc}}^{-1}$ and $\tau_{B_{\parallel}}^{-1}$ describe the value of WL corrections as well as the variance of UCF, $\langle \delta g^2(B_{\parallel}) \rangle$, as compared to their nominal values, $g_{\text{WL}}(0) = \langle g \rangle_0 - \langle g \rangle_u$ and $\langle \delta g^2 \rangle_u$:

$$g_{\text{WL}}(B_{\parallel}) = g_{\text{WL}}(0) \frac{1}{1 + \tau_{\text{esc}}/\tau_{B_{\parallel}}},$$

$$\langle \delta g^2(B_{\parallel}) \rangle = \langle \delta g^2 \rangle_u \left(1 + \frac{1}{1 + \tau_{\text{esc}}/\tau_{B_{\parallel}}^2}\right).$$

Thus, these two parameters can be studied from the UCF fingerprints measured by changing the shape of a dot in multi-gate devices or by varying the Fermi energy in back-gated dots.

In ballistic billiards or heterostructures with a $z$-independent impurity scattering potential, the in-plane magnetic field effects are governed by the unusual $B_0^2$-dependence of $\tau_{B_{\parallel}}^{-1}$ [12–17] that we attribute to the effect of a cubic term in the 2D electron dispersion generated by the field. This should give rise to a relatively sharp crossover between ‘flat’ regions related to regimes with orthogonal and unitary symmetry, respectively. To get an idea about the relevance of this effect for the large-area ($\sim 8 \mu m^2$) quantum dots studied by Folk et al [3], quantitative estimates for the parameters $\gamma(B_{\parallel})$ and $\beta(B_{\parallel})$ can be obtained by evaluating the electron dispersion within a fully self-consistent numerical method [12]. Using the nominal growth parameters of the Al$_{34}$Ga$_{66}$As/GaAs sample studied in [3], the dependences of $\gamma$ and $\beta$ on the in-plane magnetic field for an electron sheet density of $2 \times 10^{11}$ cm$^{-2}$ shown in the insets of Fig. 6 a) and b) were found. At low fields, $\gamma \sim B_{\parallel}^2$ and $\beta \sim B_{\parallel}^4$, as anticipated in the perturbation theory treatment. The proportionality coefficients are plotted in Fig. 6 a) and b) versus the electron sheet density. Both, the effective mass renormalization in the quadratic term of the energy dispersion and the time-reversal symmetry breaking cubic term are larger at lower 2D electron gas densities, due to the weaker confining electric field, i.e., the increased width $d$ of the potential well. From this analysis, one estimates the field necessary to suppress the weak localization effect completely as $B_{\parallel} = 0.6 \div 0.8$T, which is in agreement with the observed complete suppression of WL corrections beyond $B_{\parallel} \approx 0.6$T in experiment [49].

FIG. 6. Calculated dependence of the parameters $\gamma$ and $\beta$ on the sheet density of 2D electrons. The insets show the effect of $B_{\parallel}$ on the symmetric, $[E(p) + E(-p)]/2$, and anti-symmetric, $[E(p) - E(-p)]/2$, parts of the 2D electron dispersion in a broader range of $B_{\parallel}$, where a perturbative expansion is not applicable.
B. In-plane magnetoresistance in inversion layers with several filled subbands and in diffusive metallic films.

If the width of the quantum well exceeds the Fermi wavelength of the electrons, several subbands become occupied – as shown in Fig. 7 – and, thus, contribute to the lateral transport. As for the one-subband case discussed above, the effect of an in-plane magnetic field depends sensitively on the microscopic structure of the wavefunctions in the $z$-direction perpendicular to the plane, that determines possible couplings between the subbands. In particular, in the absence of $z$-dependent impurity scattering, the influence of $B_\parallel$ is different for quantum wells with a symmetric, $W(z) = W(-z)$, and asymmetric, $W(z) \neq W(-z)$, confinement potential due to the Berry-Robnik symmetry effect.

![FIG. 7. Schematic picture of the quantum well. Two exemplary subband wavefunctions are shown. The spatial profile of the impurity potential is sketched on the bottom of the well.](image)

In the absence of an external magnetic field ($B_\parallel = 0$), the subbands are uncoupled and, thus, each subband contributes separately to the conductivity. The weak localization correction for a film with $M$ occupied subbands is, therefore, given as

$$g_{WL} = M \frac{e^2}{\pi h} \ln(\tau/\tau_\phi),$$

where phase coherent propagation in each subband is limited by the inelastic decoherence time $\tau_\phi^{-1} \propto T^p$.

An external magnetic field now plays two complementary roles: a) it breaks time-reversal ($T$) symmetry and b) it couples the different subbands (i.e., if the random disorder potential is $z$-independent, it represents the only possible coupling between subbands). In fact, these two roles are linked: if the subbands remained completely decoupled, $T$-invariance of the 2D motion in each of the $M$ subbands would be preserved because the vector potential of the parallel field can be gauged out in each particular subband. The field-induced subband mixing results in a spectrum of effective dephasing rates $1/\tau_B^{(k)}$ (where $k = 0, \ldots, M-1$) with the following properties: at least $M-1$ dephasing rates are quadratic in the magnetic field, $1/\tau_B^{(k=0)} \propto B_\parallel^2$. The remaining $1/\tau_B^{(0)}$ is exactly equal to zero for a $\mathcal{P}_z$-symmetric system whereas it acquires a quadratic field dependence as well if the symmetry is broken (due to an asymmetric confining potential or $z$-dependent impurity scattering). As a result, the field and temperature dependence of the magnetoconductivity are different for a symmetric vs asymmetric confinement potential,

$$g_{WL}(B_\parallel, T) = \frac{e^2}{\pi h} \left\{ \begin{array}{ll} p \ln T + 2(M-1) \ln B_\parallel & \text{for } W(z) = W(-z), \\ 2M \ln B_\parallel & \text{for } W(z) \neq W(-z). \end{array} \right. \quad (30)$$

The derivation of the above weak localization magnetoconductivity formula is most conveniently performed within the non-linear sigma-model formulation that will be presented in chapter V.

For strong inter-subband impurity scattering, i.e., when the inter-subband scattering rate exceeds the subband splitting at the Fermi level, the weak localization suppression by the in-plane magnetic field happens in the same way as in thin metallic films with diffusive transverse motion, $d \gg \ell$. In a film with diffusive transverse motion, the electron encircles a random flux of order $\Phi \sim B_\parallel d^2$ during its diffusive transverse flight, where the time of flight is given as $\tau_z \sim d^2/D$. While diffusing along the wire for a longer time, $t \gg \tau_z$, the electron encircles a random flux with the variance

$$\langle \Phi^2 \rangle \sim \frac{t}{\tau_z} \times (B_\parallel d^2)^2 = tD(B_\parallel d)^2,$$
which results in a field-induced phase breaking at the rate

$$\tau_B^{-1} \sim D(B||d)^2.$$  \hspace{1cm} (31)

Note that the same geometrical argument is applicable to a thin diffusive wire with cross sectional dimensions $\sim d$ in a magnetic field applied along the wire axis.

Quantitatively, $\tau_B$ can be found from an analysis of the lowest eigenvalue of the Cooperon propagator. The Cooperon propagator is defined by the (diffusion) equation

$$\left\{ D(\partial^2 \partial z^2 - Q_x^2 - (Q_y - 2B||z)^2) \phi_{k,Q}(z) \right\} = \Omega_{k,Q} \phi_{k,Q}(z),$$

and find the lowest eigenvalue $\Omega_{0,Q} = DQ^2 + \tau_B^{-1}$ within perturbation theory. This yields the magnetic decoherence rate

$$\tau_B^{-1} = \frac{1}{3} D(B||d)^2$$

which can be substituted into the weak localization formula for a diffusive film. A similar calculation gives $\tau_B^{-1} = D(B||d)^2/8$ for a circular diffusive wire with diameter $d$.

C. In-plane magnetoresistance in pure metallic films and quantum magnetoresistance in quasi-ballistic wires with rough edges.

For a clean metallic film or wire, where the dominant scattering processes involve surface or edge roughness, the estimate of $\tau_B$ given in Eq. (31) is incorrect due to the exact geometrical phase cancellation described in [23]. Thus, a magnetic field $B||$ cannot affect the interference pattern, i.e., neither WL magnetoresistance nor magneto-fingerprints are to be expected in these systems at any orientation of the magnetic field. As a result, magnetic field effects acquire several unusual features.

Here, we consider a quasi-ballistic wire with width $d$ and length $L$. In such a wire, a diffusive path may contain ballistic segments with length $\eta = d/\sin \alpha$ much longer than the typical length scale $d$, crossing the wire at the small angle $\alpha$. These segments appear with the probability

$$\rho(\eta) \sim \pi^{-1} \left| \frac{d\eta(\alpha)}{d\alpha} \right|^{-1} \sim \eta^{-2},$$

for $L > \eta \gg d \gg \lambda_F$. Thus, the mean free path $\ell$ in such a wire exceeds the width of the wire by a large logarithmic factor, $\ell \sim \langle \eta \rangle \sim d \ln(L/d)$.

Quantum in-plane magnetoresistance in such a wire may appear only due to a curving of the longest ballistic paths by the field itself. The effect of this curving leads to a switching of the longest segments between the edges
of the wire (or surfaces of a film) and, thus, to a sudden suppression of the interference contribution from paths including these longest ballistic flights. However, the change in the weak localization part of the conductivity in such a situation is overcome by the change in the classical part of the conductivity: due to the cyclotron curving of free electron trajectories in combination with the finite width of the wire, the longest ballistic flights are suppressed, i.e., $\eta < \sqrt{r_c d}$ yielding a mean free path $\ell(B) \sim \frac{1}{2} d \ln(r_c/d)$, where $r_c = p_F/B$. Thus, the shortening of the longest ballistic flights happens simultaneously with their involvement into phase accumulation, immediately bringing in a large time-irreversible phase of order of the total flux penetrating through the entire sample. On the other hand, paths that encircle a large flux can participate in the formation of a random interference pattern. Therefore, starting from the field value $B_{\text{defl}} = \phi_0 d/(L^2 \lambda_F)$ (implying $\sqrt{r_c d} < L$) – that coincides with the set in of a classical (positive) magnetoresistance – the quantum conductance should acquire a universal random dependence on the field with a characteristic scale related to a flux change of order of the flux quantum. By the same reason, the magnetic field effect on the localization properties of quasi-ballistic wires is opposite to the commonly expected crossover between orthogonal and unitary symmetry classes, i.e., the magnetic field tends to shorten the localization length in a quasi-ballistic wire.

These qualitative expectations have been verified numerically in Ref. 25. The results of Ref. 25 are based upon the numerical solution of a two-dimensional Anderson Hamiltonian on a square lattice, $H = \sum_i |i\rangle \epsilon_i(i) - V \sum_{\langle ij \rangle} |i\rangle \langle j|$, where $\langle ij \rangle$ denotes nearest neighbor sites $i$ and $j$. The structure considered consists of two ideal leads attached to a scattering region that is $W$ sites wide and $L$ sites long (all lengths are in units of the lattice constant $a$). For simulating bulk disorder, the energies $\epsilon_i$ in the scattering region are taken uniformly from the interval $-U/2 < \epsilon_i - \epsilon_0 < U/2$, where $U$ is the disorder strength. For sites on the boundary, $\epsilon_i = \epsilon_0 + \epsilon_B$ with $\epsilon_B = 10^4$. The rough structure of the boundary was generated by having an equal probability of either 0, 1 or 2 sites at each edge with on-site potential $\epsilon_0 + \epsilon_B$. To simulate the effect of a magnetic field, a Peierls phase factor has been incorporated into $V$ in the scattering region.

![FIG. 9. (a) Distribution function $P(L/\xi)$ for 4 quasi-ballistic samples with $W = 15$ and $L = 52$ (A), 104 (B), 208 (C) and 416 (D) and for a wire (U) with on-site bulk disorder $U = 2$ (nominal mean free path $\ell \approx 8.5$, $W = 15$ and $L = 52$). (b) Distribution function $P(g)$ for the two quasi-ballistic structures A and C. (c) $E_{\text{Th}}(L)$ for quasi-ballistic wires with $\epsilon_0 \in [1.5, 1.7]$ (circles) and $\epsilon_0 \in [1.0, 1.2]$ (diamonds) and for a wire from the U series (squares). Also shown is the analytical result (cf. Eq. 32) with $\hbar v_F = 12.3$ and $W = 9.3$ (solid curve). The dashed curve corresponds the ergodic law $E_{\text{Th}} \sim \hbar D/L^2$ with $\hbar D = 62.5$.]

The effect of Lévy flights has been identified in the numerical results in several ways. One was to study the distribution of transmission coefficients through the wire and the distribution $P(\xi^{-1})$ of the corresponding Lyapunov exponents $\xi^{-1}$. This is shown in Fig. 9(a) (taken from Ref. 25) for 4 series of quasi-ballistic wires (A-D) as well as a series of samples with bulk ‘defects’ (U). As pointed out by Tesanovich et al. 14 and verified numerically in Ref. 51, the length of Lévy flights in quantum systems is limited. The limitation is due to the fact that the uncertainty in the transverse momentum, $\delta k_F \sim 1/d$, in a wire with a finite width sets a quantum limit to the angles $\alpha \sim d/\eta$ which can be assigned to a classically defined ballistic segment, namely $\alpha > \delta \alpha \sim \delta k_F/\lambda_F \sim \lambda_F/d$. This sets the cut-off $\eta_{\text{max}} = d^2/\lambda_F$ and entails a finite localization length $L_c \sim \eta_{\text{max}}$. Samples from the series A and B meet the criterion $L < L_c$ which manifests itself in the distribution of Lyapunov exponents by a pronounced peak at small $\xi^{-1}$ corresponding to eigenvalues $T_\alpha \approx 1$. This should be compared to the plateau-like distribution 32 obtained in a sample from the series U using the same numerical procedure. Note the finite width of the ballistic peak in $P(\xi^{-1})$ and that $P(0) = 0$. The enhanced density of small $\xi^{-1}$ can be identified even in samples from the series C and D.
with $L \approx L_c$. In these samples, $P(\xi^{-1})$ starts to show a periodic modulation specific to the localized regime, where the spectrum of Lyapunov exponents tends to crystallize [34,35].

The distribution of eigenvalues of the transmission matrix results in a finite-width distribution of conductances and, hence, conductance fluctuations. The statistics of conductance fluctuations, $P(g)$, for wires with edge disorder is shown in Fig. 9(b): the results of numerical simulations [24] are plotted for series A, where $\langle g \rangle \approx 2.0$ and the distribution is almost Gaussian, and series C, where $\langle g \rangle \approx 0.71$. (The conductance is expressed in quantum units $e^2/h$.) The distribution function $P(g)$ is the result of the analysis of various realizations of disorder. When calculating correlation functions, there is an additional averaging over energy, since the energy dependence of conductance fluctuations is random on the scale of the Thouless energy $E_{Th}$. The latter can be determined from the wire conductance as $g \sim E_{Th}(L)/\Delta(L)$, where $\Delta$ is the mean level spacing in the wire. Taking into account the logarithmic multiplier in the dependence of the classical conductance on sample length due to the Lévy flights, one obtains

$$g \sim \frac{e^2}{h} \frac{d^2}{L \lambda_F} \ln(\frac{L}{1.7d}).$$

This result for the wire conductance implies an anomalous scaling of the Thouless energy, $E_{Th} = \pi d v_F L^{-2} \ln(\frac{L}{1.7d})$, with the length of the wire. In Fig. 9(c), it is shown that, indeed, the Lévy flights manifest themselves in the correlation energy of UCF in the quasi-ballistic regime. For comparison, it is demonstrated that the results for bulk-disordered samples (U) coincide with the standard scaling law $E_{Th}(L) \sim L^{-2}$.
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**FIG. 10.** (a) Conductance for a quasi-ballistic wire (solid curve) from the B series and a disordered wire (dashed curve) with mean free path $\ell \approx 16$. (b) Variance $\text{var}(g(B))$ for quasi-ballistic wires from the B series and disordered wires.

Coming now to the magnetic field effects. The expected deflection of Lévy flights at $B > B_{\text{defl}}$ entailing a break of geometrical flux cancellation is observable in Fig. 11 as pronounced magnetoconductance fluctuations $\delta g(B) = g(B) - \langle g \rangle$ beginning together with a gradual decrease of the average conductance value – which is a purely classical effect. Their variance corresponds to the usual UCF value, and the auto-correlation function as a function of magnetic field gives the correlation field $B_c$ corresponding to a change of magnetic flux through the sample area of order $2.5\phi_0$ as compared to $1.5\phi_0$ in the bulk-disordered case. This seems to explain an earlier experimental observation of UCF in quasi-ballistic semiconductor wires [35].
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**FIG. 11.** (a) The ensemble averaged conductance as a function of magnetic field for wires from the A and B series. (b) The same curves (A-D) as in Fig. 9(b), but at finite magnetic field $B = 0.02\phi_0/a^2$. (c) The localization length for quasi-ballistic wires (solid curve) and disordered wires (dashed curve) with mean free path $\ell \approx 8.5$.

Furthermore, Fig. 11 shows the tendency of the localization length in a quasi-ballistic wire to increase with the magnetic field – as opposed to the behavior of $L_c(B)$ in systems with diffusive transverse motion [36]. The relevant field scale at which the localization length in quasi-ballistic wires starts to shorten, $B_c \sim \phi_0 \lambda_F / W^2$, can be obtained from $B_{\text{defl}}$ by replacing the sample length $L$ with $L_c$. Formally, this yields a similar field scale as the one leading to
a crossover in $L_c$ between two symmetry classes due Aharonov-Bohm type phase effects. Thus, the latter is hindered by the deflection effect and does not appear as an intermediate crossover regime.

IV. IN-PLANE MAGNETORESISTANCE DUE TO SPIN-ORBIT COUPLING

A. Spin-orbit coupling in 2D heterostructures and quantum dots

Coupling between the electron spin and its orbital motion is a relativistic effect inherent to many metallic and semiconductor systems. For example, in zinc-blend type III-V semiconductors, such as GaAs, which have no inversion symmetry in the unit cell, the 3D bulk dispersion of conduction band electrons contains terms that are cubic in the electron momentum and linear in its spin operator \[^56\]. This generates a linear spin-orbit coupling for electrons confined to the 2D plane in a heterostructure or a quantum well \[^57,58\],

$$H_0 = \frac{p^2}{2m} + \frac{\alpha_{\text{br}}}{2m}[p \times e_z] \cdot \sigma + \frac{\alpha_{\text{cr}}}{2m}(p_x \sigma_x - p_y \sigma_y) = \frac{p^2}{2m} + \frac{v_F}{2\lambda_{\text{SO}}} n_p \cdot \sigma,$$  

\(33\)

where $n_p$ characterizes the direction and frequency of spin precession (of an electron moving with momentum $p$) measured in units of $v_F/\lambda_{\text{SO}}$, where $1/\lambda_{\text{SO}} = \sqrt{\alpha_{\text{br}}^2 + \alpha_{\text{cr}}^2}$.

The form of the spin-orbit (SO) coupling in Eq. \((33)\) is specified for a GaAs heterostructure grown along the (001) plane which has the symmetry of a square lattice without inversion symmetry within the unit cell. It includes two possible combinations of spin and momentum operators that are invariant under the symmetry transformation corresponding to such a lattice symmetry, parameterized by two constants, $\alpha_{\text{br}}$ (the so-called Bychkov-Rashba term) and $\alpha_{\text{cr}}$ (the crystalline anisotropy term).

For a particle moving diffusively in an infinite heterostructure, spin-orbit coupling provides an efficient mechanism for spin relaxation. In the frame of the moving electron, its spin undergoes a precession with angular frequency $\Omega \sim n_p v_F/\lambda_{\text{SO}}$, which randomly changes direction each time the particle changes its direction of propagation due to scattering at impurities. Using the parameterization of the SO coupling by a spin-orbit length $\lambda_{\text{SO}}$, as in Eq. \((33)\), the precession angle acquired between successive scattering events can be estimated as $\delta \phi_{\text{so}} \sim 2\pi v_F/\lambda_{\text{SO}} = \ell/\lambda_{\text{SO}}$. For weak SO coupling, $\ell/\lambda_{\text{SO}} \ll 1$, the electron spin precession can be viewed as a random walk of the electron spin polarization vector around the unit sphere with a typical step size $\delta \phi_{\text{so}}$. This causes a loss of spin memory at the (Dyakonov-Perel) rate \[^2\]

$$\tau_{\text{DP}}^{-1} \sim D/\lambda_{\text{SO}}^2.$$  

\(34\)

In a 2D electron gas, this parameter limits the diffusion time in the triplet Cooperon channel (whereas the singlet Cooperon channel is unaffected). Therefore, it suppresses the triplet contribution to the weak localization correction formula and controls the crossover between the weak localization (at weak SO coupling) and weak anti-localization (at strong SO coupling) regimes in the quantum correction to the conductivity \[^27,28\].

When the electron motion within the 2D plane is also confined laterally, the use of the so-called Dyakonov-Perel formula, Eq. \((34)\), dramatically overestimates the rate of spin relaxation. In particular, if the electron motion is confined to a single 1D channel (i.e., a quantum wire), no real spin relaxation takes place despite the electron spin precession. In this case, the spin precession is a reversible process that rotates the initial electron spin to the same definite state at each point along the wire, no matter how many times the electron moves forwards and backwards. Mathematically, the above-mentioned property of the SO coupling becomes transparent in the following way: Consider a one-dimensional electron moving, say, along the $x$-direction. Applying the unitary transformation,

$$U = \exp\left(\frac{ix}{2\lambda_{\text{SO}}} n(l_x) \cdot \sigma\right),$$

where $l_x$ is a unit vector along the wire axis, the SO coupling is eliminated completely from the electron dispersion represented in a rotated spin-coordinate frame \[^59,60\]. Therefore, it does not affect any charge transport properties.

By contrast, the Dyakonov-Perel relaxation of the spin of a 2D electron (with the rate described in Eq. \((34)\)) is the result of the diversity of paths the electron may use to move between two points in the sample. A small quantum dot with dimensions $L < \lambda_{\text{SO}}$ represents an intermediate situation between the 1D and the 2D system as described above. Here, we shall consider a dot coupled to metallic leads via two contacts, left ($l$) and right ($r$), each with $N_{l,r} \geq 1$ open orbital channels. Then the escape rate \[^2\] from the dot into the leads is given as
\[ \gamma \equiv \tau_{\text{esc}}^{-1} = (N_t + N_r)\Delta/(2\pi), \]

where \( \Delta = 2\pi/(mA) \) is the mean level spacing (\( A \) area of the dot).

Although there is no unitary transformation that eliminates the SO coupling completely by changing to a locally rotated spin coordinate system, the linear term in the small SO coupling constant can be cancelled by a proper spin-dependent gauge transformation \([31]\), thus, generating only contributions to the free electron Hamiltonian of order \( \lambda_{\text{SO}}^2 \) (or higher). As a result, the influence of spin-orbit coupling on the transport characteristics of a small dot is suppressed as compared to the infinite 2D system with similar material parameters.

However, the application of an in-plane magnetic field changes the situation. The transformation to the locally rotated spin-coordinate frame turns an initially constant external magnetic field, \( B = B\mathbf{l} \), into an inhomogeneous Zeeman field that accelerates the loss of spin memory of an electron passing through the dot. Below, this effect will be described quantitatively.

For the sake of convenience, we choose the coordinate system \((x_1, x_2)\) with axes along the crystallographic directions \( \mathbf{e}_1 = [1\bar{1}0] \) and \( \mathbf{e}_2 = [\bar{1}10] \) such that we can exploit the \( C_{2v} \) lattice symmetry of the (001) plane of GaAs. Then, the single-particle Hamiltonian in the presence of an in-plane magnetic field \( B = B\mathbf{l}_\parallel \) with \( \mathbf{l}_\parallel = (l_1, l_2, 0) \) can be rewritten as

\[
H_0 = \frac{1}{2m} \left[ \left( p_1 - \frac{\sigma_2}{2\lambda_1} \right)^2 + \left( p_2 + \frac{\sigma_1}{2\lambda_2} \right)^2 \right] + \frac{\epsilon_Z}{2} \mathbf{l}_\parallel \cdot \mathbf{\sigma},
\]

where \( \lambda_{1,2} = 1/(\alpha_{\text{fit}} \pm \alpha_{\text{cr}}) \) characterize the length scales associated with the strength of the SO coupling for electrons moving along the principal crystallographic directions. Here, \( \sigma_{1,2,3} \) are Pauli matrices with \( \sigma_2 = -\sigma_1^T \) and \( \sigma_{1,3} = \sigma_{1,3}^T \), \( \epsilon_Z = g\mu_B B\parallel \) is the Zeeman energy associated with the parallel magnetic field. Furthermore, \( p = \mathbf{P} - \mathbf{A} \) is the kinetic momentum with \( \mathbf{P} = -i\nabla \) and the vector potential \( \mathbf{A} = B_\parallel [\mathbf{r} \times \mathbf{e}_z]/2 \) corresponding to an additional perpendicular magnetic field.

In the following, we assume the dot to be sufficiently small to fulfill the conditions \( L_{1,2} \ll \lambda_{1,2} \) and \( \gamma, \epsilon_Z \ll E_{\text{Th}} \), where \( E_{\text{Th}} = hD/L^2 \) is the Thouless energy.

### B. Effect of spin-orbit coupling on weak localization and conductance fluctuations

For a spin-\( \frac{1}{2} \) particle in a quantum dot connected to adiabatic ballistic contacts, the WL corrections to the conductance can be related to the lowest-lying modes of Cooperons in the singlet and triplet channels. The expressions for the different Cooperon modes can be summarized in the equation

\[
\mathcal{C}^{LM} = \frac{1}{2} \left\langle \text{tr} \left[ \sigma_L \sigma_2 \tilde{G}_R^T(\epsilon)\sigma_2 \sigma_M \hat{G}_A(\epsilon - \omega) \right] \right\rangle,
\]

where \( L, M = 0, \ldots, 3 \). Note that the use of the (perturbative) diagrammatic technique in the description of quantum dots is justified if the number of channels in the leads is large, \( N_{t,r} \gg 1 \).

In the absence of SO coupling and Zeeman splitting, the Cooperon modes \( \mathcal{C}^{LM} \) can be separated into four completely independent channels, i.e., one singlet channel \( \mathcal{C}_0 = \mathcal{C}^{00} \) and three triplet channels \( \mathcal{C}_1^M = \mathcal{C}^{MM} \) \((M = 1, 2, 3)\). Or, in a matrix representation,

\[
\hat{\mathcal{C}} = \mathcal{C}\hat{\delta}, \quad \text{where} \quad \hat{\delta} \equiv \delta_{LM},
\]

and \( \mathcal{C} \) obeys the conventional diffusion equation. This leads to the familiar result for the WL corrections \([27]\),

\[
g^{\text{WL}} \propto \frac{e^2}{\hbar} \left( \mathcal{C}_0 - \sum_{M=1,2,3} \mathcal{C}_1^M \right).
\]

However, the SO coupling and Zeeman splitting mix the various components \([28]\) and, thus, split their spectra. This changes the conventional diffusion equation into the matrix equation

\[
\hat{\Pi}\hat{\mathcal{C}}(\mathbf{x}, \mathbf{x}') = \delta(\mathbf{x} - \mathbf{x}') \hat{\delta},
\]

where
Here, $\hat{S}_{LM}^K = -i\varepsilon^{KLM}$ are spin-1 operators ($K, L, M = 1, 2, 3$), and $\varepsilon^{KLM}$ is the antisymmetric tensor. As a $4 \times 4$ matrix, $\hat{S}$ also has zero elements when $L = 0$ or $M = 0$. The other relevant matrix $\hat{\eta}$ is defined as

$$\hat{\eta}_{LM} = l_L \delta_{0M} + l_M \delta_{0L}$$

(where $l_K$ is the $K$th component of $L_{||}$) indicating that coherence between electrons with opposite polarization is lost on the time scale $\varepsilon_Z^{-1}$.

Eq. (38) is supplemented with a boundary condition at the edge of the dot characterized by the normal direction $\mathbf{n}_{||} = (n_1, n_2)$,

$$\left[\mathbf{n}_{||} \cdot (\nabla + 2i\mathbf{A})\hat{\delta} - in_1\lambda_1^{-1}\hat{S}_2 + in_2\lambda_2^{-1}\hat{S}_1\right] \hat{C} = 0.$$  \hspace{1cm} (39)

Because of the boundary condition, the lowest mode of the Cooperon cannot be a mere constant solution, such as $\mathbf{q} = 0$. To find the lowest Cooperon mode in this problem, one should make such a gauge transformation (that is, a unitary rotation of the Cooperon spin components)

$$\hat{C} = \hat{U}\hat{C}'\hat{U}^{-1},$$

that would transform the original boundary condition into $\mathbf{n}_{||} \cdot \nabla\hat{C}' = 0$. In the new spin coordinate system, one can now approximate the lowest Cooperon mode for $\hat{C}'$ by a $\mathbf{q} = 0$ solution, i.e., $\hat{C}' = \text{const.}$, and evaluate its eigenvalue using the standard methods of the Hamiltonian perturbation theory with respect to the terms generated by such a rotation in the initial differential operator $\hat{\Pi}$. This program can be realized by applying the transformation

$$\hat{U} = \exp \left[i \left(\sum_{l=1}^2 \hat{S}_l - \hat{S}_3\right)\right] \exp[-i\varphi_s(\mathbf{x})\hat{S}_3] \exp[-i\varphi_a(\mathbf{x})],$$

where function $\varphi = \varphi_s + \varphi_a$ transforms from the symmetric gauge to a gauge, where the normal component of the vector potential at the boundary of the dot vanishes. This eliminates the lowest orders SO coupling terms from the boundary condition, and, thus, (in a small dot, $L_{1,2} \ll \lambda_{1,2}$) can be followed by a perturbative analysis of extra terms in Eq. (38) generated by the rotation $\hat{U}$. This results in the 0D matrix equation for the Cooperon,

$$\hat{C} = \left[\gamma\hat{\delta} + i\varepsilon_Z\hat{\eta} + \frac{1}{\sqrt{\tau_B}}\hat{\delta} - \sqrt{\varepsilon_\perp^2}\hat{S}_3\right]^{-1} + \varepsilon_\perp^2 (\hat{\delta} - \hat{S}_3^2) + \varepsilon_\parallel^2 (\hat{S}_2 - \hat{S}_3^2),$$  \hspace{1cm} (40)

which depends on six different energy scales to be discussed in the following. ($\gamma$ and $\varepsilon_Z$ have been introduced earlier.)

In Eq. (40), the two parameters

$$\tau_B^{-1} = \frac{4\pi B^2}{\Delta} \left(\langle |M_{\alpha\beta}|^2 \rangle = \kappa E_{\text{Th}}(2eBzA)^2, \quad \varepsilon_\parallel^2 = \kappa E_{\text{Th}} (A/\lambda_1\lambda_2)^2, \right.$$

possess the same dependence on the shape of the dot and the disorder in the sample. Here, $\kappa$ is a geometry-dependent coefficient. Furthermore, the random quantities $M_{\alpha\beta}$ are the non-diagonal matrix elements of the magnetic moment of the electron in the dot. Note that the difference in the third term in brackets of Eq. (40), containing $\tau_B^{-1}$ and $\varepsilon_\parallel^2$, reflects the addition or subtraction of the Berry and Aharonov-Bohm phases, as was pointed out in Ref. [59,60].

The parameter $\varepsilon_\perp^2$ in Eq. (38) is the result of a parallel field induced additional Zeeman splitting,

$$\varepsilon_\perp^2 = \frac{\varepsilon_Z^2}{2\Delta} \sum_{i,j=1,2} \frac{l_i l_j}{\lambda_i \lambda_j} L_i L_j \Xi_{ij}, \quad \text{where} \quad \Xi_{ij} = \frac{\pi}{L_i L_j} (\chi_i^{\alpha\beta} \chi_j^{\beta\alpha}),$$

and $\chi_i^{\alpha\beta}$ are the non-diagonal matrix elements of the dipole moment of the electron in the dot. The quantities $\Xi_{ij}$ depend on geometry and the disorder and may be estimated as $\Xi \simeq \Delta/E_{\text{Th}} = g^{-1}$. This yields $\varepsilon_\perp^2 \ll \varepsilon_Z$. A similar energy scale has been found in other recent publications [51].

Finally, the parameter
\[ \epsilon_\parallel^\text{SO} \sim \left( (L_1/\lambda_1)^2 + (L_2/\lambda_2)^2 \right) \epsilon_\perp^\text{SO} < \epsilon_\perp^\text{SO} \]

introduces the smallest energy scale through which the SO coupling affects the Cooperon propagator.

In principle, the form of Eq. \((40)\) is applicable beyond the diffusive approximation as it follows purely form symmetry considerations. Now, the weak localization corrections can be found from Eq. \((3)\) as

\[ g^{\text{WL}} \propto \text{tr} \left[ \hat{\mathcal{C}} \left( \delta - \hat{S}^2 \right) \right]. \quad (41) \]

In the absence of a perpendicular magnetic field \((\tau_B^{-1} = 0)\) and using the assumptions made above, namely \(\gamma, \epsilon_Z, D/\lambda_{1,2}^2 \ll E_{\text{Th}}\), this yields

\[ g^{\text{WL}} \approx \frac{e^2 a_{tr}}{h} \left( -\frac{\gamma}{\gamma + \epsilon_\perp^\text{SO}} - \frac{\gamma}{\gamma + \epsilon_\perp^\text{SO} + 2\epsilon_\parallel^\text{SO}} + \frac{\epsilon_\parallel^\text{SO}}{\gamma + \epsilon_\perp^\text{SO} + \epsilon_\parallel^\text{SO}} \right), \quad (42) \]

where the fact that \(\epsilon_\perp^\text{SO} \ll \epsilon_Z\) has been used. Furthermore, we introduced the notation

\[ a_{tr} = \frac{4N_lN_r}{(N_l + N_r)^2}. \]

The formula in Eq. \((42)\) describes the average tendency of the in-plane magnetoresistance of a dot due to the interplay between SO coupling and Zeeman splitting.

It is interesting to note that the application of a Zeeman field (i.e., an in-plane magnetic field \((3)\)) alone does not suppress the weak localization corrections completely as long as \(\epsilon_Z \ll E_{\text{Th}}\) – whereas in the opposite case, \(\epsilon_Z \gg E_{\text{Th}}\), it does. However, the orbital effect of such a strong in-plane field is already sufficient to suppress weak localization as discussed in the previous section.

In the regime \(\epsilon_\parallel^\text{SO}/\gamma, \epsilon_\perp^\text{SO}/\gamma \rightarrow 0\) relevant for the experiments on small dots \((3)\), the form of Eq. \((42)\) is dominated by the first two terms,

\[ g^{\text{WL}}(B) \approx -\frac{e^2 a_{tr}}{h} \left( 1 + \frac{1}{1 + \epsilon_\perp^\text{SO}(B)/\gamma} \right). \quad (43) \]

This suggests a possible procedure for measuring the ratio \(\lambda_1/\lambda_2\). By fitting the experimental magnetoresistance data to \(g^{\text{WL}}(B)\), one can determine the characteristic in-plane magnetic field \(B\) at which the weak localization part of the dot conductance gets suppressed by the factor of two. For a dot with a strongly anisotropic shape, this parameter would depend on the orientation of the in-plane magnetic field. In particular, \(B\) should be measured for two orientations of the in-plane field: namely \(B_{[110]}\) for \(l = [110]\) and \(B_{[1\bar{1}0]}\) for \(l = [1\bar{1}0]\). Furthermore, one should perform a simultaneous measurement of the two characteristic fields \(B_{[110]}\) and \(B_{[1\bar{1}0]}\) in a dot produced on the same chip by rotating the same lithographic mask by 90°. The anisotropy of the SO coupling is then obtained directly from the ratio

\[ \left( \frac{B_{[110]}B_{[1\bar{1}0]}^*}{B_{[110]}B_{[1\bar{1}0]}^*} \right) = (\lambda_1/\lambda_2)^4, \]

that is, independently of details of the sample geometry.

The results for weak localization part of a two-terminal conductance of a dot and the variance of its universal fluctuations are summarized for the limiting regimes in the following equation,

\[ g^{\text{WL}} = -\frac{2 - \beta}{2\beta \Sigma} a_{tr} \frac{e^2}{h}, \quad \langle \delta g^2 \rangle = \frac{s}{4\beta \Sigma} a_{tr}^2 \left( \frac{e^2}{h} \right)^2. \quad (44) \]

Here, the conventional parameter \(\beta\) describes time-reversal symmetry of the orbital motion, \(s\) is the Kramers’ degeneracy parameter, and \(\Sigma\) is an additional parameter characterizing the mixing of states with different spins for strong Zeeman splitting. In a small dot \((3)\), where \(\epsilon_\parallel^\text{SO}/\gamma \rightarrow 0\) as well as \(\epsilon_\perp^\text{SO}/\gamma \rightarrow 0\), one obtains the following values for the different parameters: \(\beta = 1\) indicates that for weak SO coupling the electron spin splitting cannot violate the time-reversal symmetry of the orbital motion; Kramers’ degeneracy is preserved \((s = 2)\) for \(\epsilon_Z < \gamma\), but lifted \((s = 1)\) for \(\epsilon_Z > \gamma\); finally, \(\Sigma = 1\) for \(\epsilon_\perp^\text{SO} < \gamma\) and \(\Sigma = 2\) for \((\epsilon_Z \gg \epsilon_\parallel^\text{SO}) \epsilon_\perp^\text{SO} > \gamma\) at very strong Zeeman splitting.
V. IN-PLANE MAGNETORESISTANCE IN SYSTEMS WITH MAGNETIC IMPURITIES

In addition to a purely potential disorder, metals and semiconductors may contain magnetic impurities \[40, 39\]. In fact, most of real materials certainly do have them to some extent \[62, 63\]. In this section, we discuss the influence of a dilute magnetic contamination on the quantum transport characteristics of disordered conductors. In particular, we describe the suppression of weak localization, and its restoration by an in-plane magnetic field due to a polarization of the localized magnetic moments – which slows down the decoherence of conducting electrons and produces an observable magnetoresistance, \( g(B_\parallel) = g_{\text{class}} + \delta g_{\text{WL}}(B_\parallel) \).

A. Electron spin relaxation and Korringa time for magnetic impurities

The coupling between a spin-\(\frac{1}{2}\) electron and the magnetic impurity spin originates from the exchange interaction and can be described by the Hamiltonian

\[
\hat{H}_s = J \mathbf{S}(\mathbf{r}) \cdot \mathbf{\sigma},
\]

where \(\mathbf{S}\) is the impurity spin and \(J\) is the exchange coupling. Furthermore, \(\mathbf{\sigma}\) is a vector of Pauli matrices. When scattering on a magnetic impurity, the electron can change its spin state. Thus, electrons diffusing in a disordered conductor containing magnetic impurities lose their spin memory after the time scale \(\tau_s\) determined by the spin-flip relaxation rate

\[
\tau_s^{-1} \sim \nu J^2 S(S + 1) \sim \nu n_s j^2 S(S + 1).
\]

Here, \(j\) the exchange coupling due to a single impurity and \(n_s\) is the density of magnetic impurities. For dilute magnetic impurities, \(\tau_s \gg \tau\).

To incorporate spin-flip scattering into the quantitative Cooperon/diffuson analysis of weak localization and UCFs, one has to make assumptions concerning correlation properties of this additional source of disorder. Similarly to the non-magnetic impurities, we assume the magnetic disorder to be Gaussian \(\delta\)-correlated with zero mean and variance

\[
\langle JS_\alpha(\mathbf{r}, t)JS_\beta(\mathbf{r}', t) \rangle = \frac{1}{6\pi\nu\tau_s} \delta_{\alpha\beta} \delta(|\mathbf{r} - \mathbf{r}'|)
\]

at coinciding moments of time.

There is, however, an important difference between potential disorder, which is static for a fixed configuration of impurities in the sample, and magnetic scatterers, which change their spin state after each electron-impurity spin-flip event. As a result, magnetic disorder has its own dynamics, and a magnetic scatterer forgets about its initial spin state with the so-called Korringa relaxation rate \[64\]

\[
\tau_K^{-1} \sim \nu n_e j^2 \frac{T}{\epsilon_F}, \quad (45)
\]

where \(n_e\) is the electron density.

Korringa relaxation, as it is known, takes place due to spin-flip scattering at the impurity of any electron with energy \(|\epsilon - \epsilon_F| \sim T\) close to the Fermi level. Therefore, the corresponding relaxation rate is temperature-dependent, whereas the single-electron spin relaxation rate \(1/\tau_s\) is temperature independent. As a result, for temperatures \(T > T_s\) higher than a certain temperature \(T_s \sim \frac{n_s}{n_e}\epsilon_F\), an impurity changes its spin state faster than any free electron whose individual propagation we may follow, i.e., \(1/\tau_K > 1/\tau_s\). By contrast, for \(T < T_s\), the single-electron spin relaxation is faster, \(1/\tau_s > 1/\tau_K\), and the exchange field of the impurities can be treated as static when analyzing weak localization effects.

The relaxation of the impurity spin sub-system should be taken into account in the correlation properties of this source of randomness. This can be achieved by saying that, for the same magnetic scatterer,

\[
\langle S_\alpha(\mathbf{r}, t)S_\beta(\mathbf{r}, 0) \rangle = \delta_{\alpha\beta} S(S + 1) e^{-|t|/\tau_K}.
\]
After an electron flips its spin a few times at encountered magnetic impurities, the coherence between waves propagating in clockwise and anti-clockwise directions along the same geometrical path is destroyed. In the regime of fast Korringa relaxation, $1/\tau_K > 1/\tau_s$, this happens since electron waves traveling towards each other along a loop encounter the same magnetic scatterer at different moments of time and, therefore, in uncorrelated initial states. In the regime of slow Korringa relaxation, $1/\tau_K < 1/\tau_s$, decoherence between these two waves accumulates due to a non-commutativity of electron spin operators, whose product would appear due to the coupling to spin-flip transitions between the same initial and final states of the same set of magnetic impurities visited in the opposite order.

As a result, in a magnetically contaminated conductor, the time of flight along trajectories forming the enhancement of backscattering is limited by the spin-relaxation time, $\tau_s$. As in the previous section, a quantitative description of weak localization corrections to the conductivity, 

$$g_{WL} = \frac{e^2}{2\pi h} \int_0^\infty dt \left[ C_0(t;0) - 3C_1(t;0) \right],$$

(46)

requires a diagrammatic evaluation of the singlet and triplet Cooperon correlation functions. In Eq. (46), the variable of integration $t$ is the difference between moments of time when clockwise and anti-clockwise propagating waves pass through the same point in space. As shown in Fig. 12 when deriving the equation of motion for Cooperons, one should include magnetic impurity scattering into both, (a) the self-energy of the impurity-averaged electron Green functions, i.e., as a correction to the mean free time, and (b) the two-particle correlation functions as additional impurity lines in the ladder diagram. Taking into account the Clebsh-Gordan coefficients that appear upon splitting the Cooperon into singlet and triplet channels, the equation for the Cooperon takes the form

$$\left\{ \partial_t - D \nabla^2 + \frac{1}{\tau_s} \left( 1 + c_J e^{-|t|/\tau_K} \right) \right\} C_J(t,t';r,r') = \delta(t-t')\delta(r-r'),$$

(47)

where $J = 0$ (spin-singlet) or 1 (spin-triplet), and $c_0 = 1$, $c_1 = -1/3$. The time-dependence accounts for the fact that, for clockwise and anti-clockwise trajectories, electron waves test the same scatterer at different moments of time. If the relevant time scale determining the value of the integral in Eq. (46) is large such that $|t| > \tau_K$, the states of the same impurity seen by waves propagating in opposite directions are uncorrelated. In this regime, the solution of Eq. (47) is

$$C(q,\omega) = \frac{1}{Dq^2 - i\omega + \frac{\tau_s^{-1}}{2}},$$

(48)

with the same relaxational pole $\tau_s^{-1}$, i.e., the single-particle spin relaxation rate, in all spin channels. This regime is realized when $\tau_K < \tau_s$, that is, at high temperatures $T > T_s$.

By contrast, for $\tau_K > \tau_s$, the integral in Eq. (46) is determined by the behavior of Cooperons at $|t| < \tau_K$, where the decoherence in the triplet channel takes about thrice longer than in the singlet channel,

$$C_0(q,\omega) = \frac{1}{Dq^2 - i\omega + 2\tau_s^{-1}}, \quad C_\alpha^\beta(q,\omega) = \frac{\delta_{\alpha\beta}}{Dq^2 - i\omega + \frac{2}{3}\tau_s^{-1}}.$$

The latter feature indicates that a single spin-flip does not completely destroy coherence between clock and anti-clockwise paths, given that in both propagation scenarios the magnetic impurity state undergoes exactly the same transition.

FIG. 12. Cooperon for $|t| < \tau_K$ (both contributions) and $|t| > \tau_K$ (only left diagram). (The thin dashed line represent scattering from the non-magnetic impurities while the thick dashed lines stand for (spin-flip) scattering from the magnetic impurities.)
Eq. (47) can be solved using the following substitution,

\[ C_J(t, t'; r, r') = e^{-f(t)} \tilde{C}_J(t, t'; r, r') e^{f(t')}, \]

with

\[ f(t) = \frac{1}{\tau_s} \left( t + c_J \tau_K \text{sign}(1 - e^{-|t|/\tau_K}) \right). \]

Then the ‘modified’ Cooperon \( \tilde{C}_J(t, t'; r, r') \) obeys the conventional diffusion equation \( (\partial_t - D \nabla^2) \tilde{C}_J(t, t'; r, r') = \delta(t - t') \delta(r - r') \). After substituting the resulting expression for the Cooperon \( C_J \) back into Eq. (46), we arrive at

\[ g_{WL} = \frac{e^2}{2\pi \hbar} (D \tau_s)^{1-d/2} \int_{\tau/\tau_s}^{\infty} \frac{d\theta}{\theta^{d/2}} \left\{ -2\theta - \frac{2\tau_K}{\tau_s} (1 - e^{-\theta \tau_s/\tau_K}) - 3 \exp\left[-2\theta + \frac{2\tau_K}{3\tau_s} (1 - e^{-\theta \tau_s/\tau_K})\right]\right\}. \tag{49} \]

In the ‘low-temperature’ limit, where \( \tau_K^{-1} \rightarrow 0 \),

\[ g_{WL}(\tau_K^{-1} \rightarrow 0) = \frac{e^2}{\pi \hbar} (D \tau_s)^{1-d/2} \left\{ \frac{\tau_s^2}{\ln \frac{3\tau_s}{\tau}} \right\} \quad d = 1, \]

\[ g_{WL}(\tau_K^{-1} \rightarrow \infty) = \frac{e^2}{\pi \hbar} (D \tau_s)^{1-d/2} \left\{ \frac{\sqrt{\pi}}{\ln \frac{\tau}{\tau_s}} \right\} \quad d = 2. \tag{50} \]

For comparison, in the limit \( \tau_K^{-1} \rightarrow \infty \), the above equation changes into

\[ g_{WL}(\tau_K^{-1} \rightarrow \infty) = \frac{e^2}{\pi \hbar} (D \tau_s)^{1-d/2} \left\{ \frac{\sqrt{\pi}}{\ln \frac{\tau}{\tau_s}} \right\} \quad d = 1, \]

\[ \cdot \frac{\sqrt{\pi}}{\ln \frac{\tau}{\tau_s}} \quad d = 2. \]

The difference between the dynamic and static results in Eqs. (41) and (46) manifests itself in a weak temperature dependence of the conductivity,

\[ \sigma(T > T_s) - \sigma(T \ll T_s) \approx \frac{e^2}{2\pi \hbar} (D \tau_s)^{1-d/2} \begin{cases} 1.2 & d = 1, \\ 1.9 & d = 2. \end{cases} \tag{51} \]

So far in this section, we addressed only the suppression of weak localization by spin-flip scattering, whereas our main goal was to identify possible effects of an external magnetic field leading to an observable in-plane magnetoresistance. An in-plane magnetic fields tends to polarize the paramagnetic impurities, thus, opening a gap \( \epsilon_Z(imp) = g(imp) \mu_B B_{||} \) for the electron spin-flip relaxation process. At high magnetic fields, \( \epsilon_Z(imp) \gtrsim T \), the allowed electron energies are insufficient to flip the impurity spin, i.e., spin-flip scattering is suppressed. Thus, at \( B_{||} > B_s \), where

\[ B_s(T) = T/(g(imp) \mu_B), \tag{52} \]

magnetic impurities act as non-magnetic ‘potential’ scatterers, with the only difference that their potential profiles are different for spin-up and spin-down electrons. Treating the spin-up and spin-down electron subsystems separately, one may conclude that, for \( T \ll \epsilon_Z(imp) \), each of them contributes a ‘restored’ value towards the weak localization correction to the conductance (conductance), which results in its overall drop across a broad range of in-plane magnetic fields,

\[ g(B_{||} \gg B_s) - g(B_{||} = 0) \sim - \frac{e^2}{\pi \hbar} \times \begin{cases} \ln \frac{\tau_{\varphi}}{\tau_s} & 2D; \\ \sqrt{\frac{1}{D \tau_s}} & \text{Q1D wire;} \\ 1 & \text{0D dot.} \end{cases} \tag{53} \]

In Eq. (43), \( \tau_{\varphi} > \tau_s \) is a ‘true’ inelastic decoherence rate due to the electron-electron interaction or external electromagnetic noise.

The quantitative analysis of a system with fully polarized static magnetic impurities implies the evaluation of all Cooperon channels, \( C_0, C_{10}, \) and \( C_{1 \pm 1} \). The first two happen to have a gap in the spectrum, both due to i) the splitting between up/down-spin bands caused by the combination of \( B_{||} \) and the mean exchange splitting due to impurities, and ii) the difference between the scattering conditions for up/down-spin electron. By contrast, \( C_{11} \) and \( C_{1-1} \) remain
massless. When \( \tau_\phi \gg \tau_s \), the crossover between the two limits in Eq. (53) can be roughly described by substituting the electron spin-flip rate at intermediate fields,

\[
\tau_s^{-1}(B_\parallel) = \frac{u}{e^{u} - e^{-u}} \times \tau_s^{-1}, \quad \text{where} \quad u = B_\parallel \hat{g}^{(\text{imp})} \mu_B / T = B_\parallel / B_u,
\]

into Eq. (51). The field-dependent electron spin-flip rate in the latter expression manifests the activational character of the impurity spin flip process and was calculated after taking into account thermal occupancy of spin-split impurity states. For a 2D electron gas or a thin metallic film, this yields a magnetoconductivity with the characteristic form,

\[
g(B_\parallel) - g(0) = \frac{e^2}{h} \ln \frac{u}{e^{u} - e^{-u}} \approx - \frac{e^2}{h} \left( \frac{1}{\tau_s} \right) \left( \frac{B_\parallel}{B_u} \right)^2 \quad B_\parallel < B_u, \quad B_\parallel > B_u.
\]

**C. Effect of impurity spin dynamics on mesoscopic conductance fluctuations**

At \( B_\parallel = 0 \), contamination by magnetic impurities also suppresses mesoscopic conductance fluctuations – as a result of the combination of electron spin-flip scattering with the impurity spin dynamics. In a small sample, the mesoscopic part of the interference correction to the conductance, \( \delta g(t) \), is finite for any instant configuration of magnetic scatterers, but it is specific for each particular snapshot of the magnetic subsystem. As the localized magnetic moments undergo a random temporal evolution, this interference correction to the conductance also fluctuates in time, thus, leading to a self-averaging of the UCFs to much smaller values. By contrast, in the regime of strong magnetic fields, \( B_\parallel \gg B_u \), the impurity spins stay polarized, such that the random potentials for spin-up and spin-down electrons are static (though different), and UCFs are fully restored.

To describe the reproducible part of conductance fluctuations in a DC-current measurement over the entire range of fields, one has to analyze the time-averaged conductance,

\[
\bar{g} = \lim_{T \to \infty} \frac{1}{T} \int_0^T dt \ g(t) = \langle g \rangle + \delta \bar{g},
\]

and its variance,

\[
\langle \delta \bar{g}^2 \rangle = \lim_{T \to \infty} \frac{1}{T} \int_0^T dt \ \langle \delta g(t) \delta g(0) \rangle = \lim_{T \to \infty} \langle \delta g(t) \delta g(0) \rangle.
\]

The correlation function \( \langle \delta g(t) \delta g(0) \rangle \) determining \( \langle \delta \bar{g}^2 \rangle \) can be expressed in terms of diffusons \( D_J(\eta, \eta'; t; r, r') \) with an additional time variable \( t \) and Cooperons as in Eq. (47) in the usual way – via the standard set of perturbation theory diagrams.

The diffusons \( D_J(\eta, \eta'; t; r, r') \) describe the quantum diffusion of electrons across two distinctive time intervals separated by \( t \). They obey the following equation,

\[
\left\{ \frac{\partial g}{\partial t} - D \nabla^2 + \frac{1}{\tau_s} \left( 1 - c_J e^{-|t|/\tau_K} \right) \right\} D_J(\eta, \eta'; t; r, r') = \delta(\eta - \eta') \delta(r - r'),
\]

where the loss of spin memory of the magnetic impurities due to the Korringa relaxation is taken into account. In the relevant limit of \( |t|/\tau_K \to \infty \), where \( e^{-|t|/\tau_K} \to 0 \), the same simplification occur as the ones leading to Eq. (48) for the Cooperon: the poles of all (singlet and triplet) diffuson components acquire the same relaxational gap equal to the single-electron spin-relaxation rate, i.e.,

\[
D(q, \omega) = \frac{1}{D q^2 - i \omega + i \tau_s}. \quad \text{As a result, one arrives at strongly suppressed fluctuations. For a wire or dot geometry, their variance for a given value of the magnetic field follows the field-dependence of the spin-flip scattering rate for an electron in Eq. (54), as}
\]

\[
\langle \delta \bar{g}^2 \rangle \sim \left( \frac{e^2}{h} \right)^2 \left\{ \left( \frac{\tau_s}{\tau_0} \right)^{3/2} \left( \frac{\tau_s}{\tau_{\text{esc}}} \right)^2 \right\} \quad \text{wire geometry}, \quad \left\{ \left( \frac{\tau_s}{\tau_0} \right)^{1/2} \left( \frac{\tau_s}{\tau_{\text{esc}}} \right)^2 \right\} \quad \text{dot geometry}.
\]
where $\tau = \tau_s(B_0)$, $\tau_{\text{esc}}$ is the electron escape rate from a dot defined in the previous chapter, and $\tau_B = L^2/D$.

The suppression of mesoscopic fluctuation in magnetically contaminated conductors as well as their restoration by a magnetic field have been observed, both in metallic [35] and semiconductor [40] microstructures. It is worth mentioning that this characteristic behavior of weak localization and mesoscopic fluctuations may be used for testing the nature of decoherence [53,54] even in purified materials – in particular, when its suspected origin is spin-flip scattering at residual magnetic impurities [24,55].

**VI. 2D LAYER SYMMETRY, IN-PLANE MAGNETORESISTANCE AND THE NON-LINEAR SIGMA-MODEL**

In the previous chapters, we have shown how to analyze “simple” problems using the diagrammatic perturbation theory technique. In this section, we give an example of a problem that is more convenient to tackle with the supersymmetric (SUSY) sigma-model method: the analysis of the interplay between spatial symmetry of a quasi-2D electron gas with few occupied subbands and an in-plane magnetic field [41]. The main results have been discussed in chapter [11]. Here, we first give a brief overview of the SUSY technique and, then, present the derivation of the SUSY sigma-model action for a multi-subband 2D system subject to an in-plane magnetic field. Finally, we discuss the properties of the Cooperon matrix and the consequent implications for the magnetoresistance.

**A. The field theoretic technique**

In Sec. [13] the diagrammatic approach to calculating correlation functions in the perturbative regime has been introduced. An alternative approach is provided by the coherent state path integral. The (retarded) Green function properties of the Cooperon matrix and the consequent implications for the magnetoresistance.

**In fact, the present, perturbative problem is accessible by diagrammatic methods as well. However, to get the interplay between inter-band correlations and disorder scattering reliably under control, the formalism of field integration has the advantage that the fully microscopic aspects of the problem are processed in the early stages of the derivation [67].**
By introducing a source term, \( S_J = - \int d\mathbf{r} (J^\dagger \psi + \bar{\psi} J) \), different correlators of Green functions can be obtained from the generating functional \( Z[J] \) by taking derivatives with respect to the source field \( J \). In the following, we will suppress the sources and consider only \( Z[0] \).

Now the impurity averaging of the partition function leads to a quartic term in the fields \( \psi \),

\[
\langle e^{i \int d\mathbf{r} \hat{\psi} \psi} \rangle = \exp \left[ -\frac{1}{4\pi\nu_T} \int d\mathbf{r} (\bar{\psi} \psi)^2 \right].
\]

By Fourier transformation to momentum representation, one can identify the slow modes,

\[
\int d\mathbf{r} (\bar{\psi} \psi)^2 = \sum_{\mathbf{p}, \mathbf{p}' = 0} (\bar{\psi}_{\mathbf{p}, \mathbf{p}})(\bar{\psi}_{\mathbf{p}', \mathbf{p}'}) \approx \sum_{\mathbf{p}, \mathbf{p}' = 0} \left( (\bar{\psi}_{\mathbf{p}, \mathbf{p}' + \mathbf{q}})(\bar{\psi}_{-\mathbf{p}, \mathbf{p}' - \mathbf{q}}) + (\bar{\psi}_{\mathbf{p}, \mathbf{p}' - \mathbf{q}})(\bar{\psi}_{-\mathbf{p} + \mathbf{q}, \mathbf{p}'}) \right),
\]

where \( |\mathbf{q}| \ll \ell^{-1} \).

The first term corresponds to slow fluctuations of the energy which can be absorbed by a local redefinition of the chemical potential. Thus, we concentrate on the remaining terms: The second term generates the diffusion contribution while the third term yields the Cooperon contribution. Enlarging the field space by defining \( \bar{\Psi}^T = (\psi^T, \psi^\dagger) / \sqrt{2} \), the last two terms can be rewritten into a single contribution, \( \text{Str} \sum_{\mathbf{q}} \zeta(\mathbf{q}) \zeta(-\mathbf{q}) \), where \( \zeta(\mathbf{q}) = \sum_{\mathbf{p}} \Psi(\mathbf{p} - \mathbf{q}) \bar{\Psi}(-\mathbf{p}) \). The components of the newly defined vector \( \bar{\Psi} \) fulfill the symmetry relation \( \bar{\Psi}^T = (C \Psi)^T \), where \( C = \sigma_1^{\text{Th}} \otimes E_{bb} + i \sigma_2^{\text{Th}} \otimes E_{bb} \). This symmetry corresponds to time-reversal (\( \psi \to \psi^* \), \( \hat{H} \to \hat{H}^{\dagger} \)). In the absence of the symmetry-breaking energy difference, \( \omega = 0 \), the action is invariant under rotations \( \bar{\Psi} \to U \bar{\Psi} \), where \( U = \text{U}(\nu) \). Thus, \( U \in \text{Osp}(4|4) \).

As a next step the quartic interaction is decoupled by a Hubbard-Stratonovich transformation, introducing the new (supermatrix-) fields \( \Psi \):

\[
\exp \left[ -\frac{1}{4\pi\nu_T} \int d\mathbf{r} (\bar{\Psi} \Psi)^2 \right] = \int DQ \exp \left[ \frac{\pi\nu}{8\tau} \int d\mathbf{r} \text{Str} Q^2 - \frac{1}{2\tau} \int d\mathbf{r} \bar{\Psi} Q \Psi \right],
\]

where \( \text{Str} M = \text{tr} M_{bb} - \text{tr} M_{\bar{b}} \). The symmetries of \( Q \) reflect the symmetries of the dyadic product \( \Psi \otimes \bar{\Psi} \), namely \( Q = C L Q^T (C L)^T \). Now the resulting exponent is only quadratic in the original \( \Psi \)-fields. Therefore, the Gaussian integral can be readily evaluated, yielding the action

\[
S[Q] = -\frac{\pi\nu}{8\tau} \int d\mathbf{r} \text{Str} Q^2 + \frac{1}{2} \int d\mathbf{r} \text{Str} \ln G^{-1},
\]

where \( \langle Z \rangle = \int DQ \exp(-S[Q]) \) and \( G^{-1} = \frac{1}{2\tau} \nu \hat{\nu}^2 - \epsilon_F + \frac{\omega^+}{\tau} \sigma_3^{\text{Th}} + \frac{i}{\tau} \sigma_3 Q \).

To extract an effective low-energy, long-wavelength field theory from this action, a saddle point analysis has to be performed. Variation of \( S[Q] \) with respect to \( Q \) yields \( Q_{sp}(\mathbf{r}) = i \bar{G}(\mathbf{r}, \mathbf{r})/(\pi\nu) \). Neglecting the small energy \( \omega \), the Ansatz \( Q_{sp} \) constant and diagonal leads to

\[
Q_{sp} = -\frac{i}{\pi} \int d\xi \frac{1}{\xi - \frac{1}{2\tau} Q_{sp}} = \text{sgn}(Q_{sp}).
\]

Thus, the saddle point \( Q_{sp} \) has the meaning of a self-energy. Analytic properties of the Green function single out the solution \( Q_{sp} = \sigma_3^{\text{Th}} \).

In fact, the action is invariant under transformations \( Q \to T Q T^{-1} \), where \( T \) constant: instead of one saddle point one obtains – at \( \omega = 0 \) and in the absence of symmetry breaking sources – a degenerate saddle point manifold \( Q^2 = 1 \). Fluctuations around the saddle point can be subdivided into longitudinal modes, \( \{ \delta Q_t, Q_{sp} \} = 0 \), and transverse modes, \( \{ \delta Q_t, Q_{sp} \} = 0 \). The longitudinal modes \( \delta Q_t \) leave the saddle point manifold \( Q^2 = 1 \). Therefore, they are massive and do not contribute to the low-energy physics of the system. In the following, we concentrate on the transverse

---

5Generally, each discrete symmetry leads to a doubling of the low-lying modes and, thus, should be incorporated by doubling the field space.
modes $\delta Q_i$. The parameter which stabilizes this distinction is $k_F \ell \sim \epsilon_F \tau$, i.e., the following considerations are valid in the quasi-classical limit. We proceed by expanding the action around the saddle point in the slowly varying fields $Q(x) = T(x)Q_{\text{ap}}T^{-1}(x)$. Separating the fast and slow degrees of freedom with $\mathbf{p} \to \mathbf{p} + \mathbf{q}$, this expansion yields

$$S \simeq \frac{1}{2} \int dx \int d\mathbf{p} \text{Str} \left[ \frac{\omega^+}{2} G_0 T^{-1} \sigma_3^{\text{ap}} T - \frac{1}{2m^2} (G_0 T^{-1} \mathbf{p} \mathbf{q} T)^2 \right].$$

The integral over fast momenta, $\mathbf{p}$, can be performed using the following representation for the Green function,

$$G_0(\mathbf{p}) = \frac{1}{2} \sum_{s=\pm} \frac{1 + s\sigma_3^{\text{ap}}}{-\epsilon_p + s\frac{2}{\tau}} \equiv \frac{1}{2} \sum_{s=\pm} (1 + s\sigma_3^{\text{ap}}) G_0^s(\mathbf{p}).$$

Then, $\int d\mathbf{p} G_0(\mathbf{p}) = -i\pi\nu\sigma_3^{\text{ap}}$, and

$$\int d\mathbf{p} \text{Str} \left[ G_0(\mathbf{p}) T^{-1} \mathbf{p} \mathbf{q} T G_0(\mathbf{p}) T^{-1} \mathbf{p} \mathbf{q} T \right] = \frac{\nu q^2}{4d} \int d\xi G_0^+ G_0^- \text{Str} \left[ (1 + s\sigma_3^{\text{ap}}) T^{-1} \mathbf{q} T (1 - s\sigma_3^{\text{ap}}) T^{-1} \mathbf{q} T \right].$$

Finally, summing over $s$ and using the cyclic invariance under the trace, the effective action takes the form of a non-linear $\sigma$ model,

$$S[Q] = -\frac{\pi\nu}{8} \int dx \text{Str} \left[ D(\partial Q)^2 + 2i\omega^+ \sigma_3^{\text{ap}} Q \right].$$

Note that the effect of a weak magnetic field is to generalize the derivatives to $\tilde{\partial} = \partial - iA[\sigma_3^{\text{ap}}, \cdot]$. For the quasi-twodimensional system in an in-plane magnetic field this will be discussed in more detail in the following.

In the perturbative regime, an expansion of the effective action around the saddle point in the generators $W$, where $Q = e^{-W/2}\sigma_3^{\text{ap}} e^{W/2}$ and $\{W, \sigma_3^{\text{ap}}\} = 0$, reproduces the diagrammatic results. By contrast, in the non-perturbative regime, the action is dominated by zero-modes which require an integration over the whole saddle point manifold $\text{Osp}(4|4)/(|\text{Osp}(2|2) \otimes \text{Osp}(2|2))$. For our purposes, a perturbative expansion will be sufficient.

**B. Magnetoresistance in a multi-subband electron layer with a possible Berry-Robnik symmetry**

As pointed out earlier, the magnetoresistance in quasi-twodimensional electron systems subject to parallel fields is very sensitive to the presence or absence of $P_z$-symmetry. While in chapter [II] we restricted ourselves to a qualitative discussion of the effect, here the quantitative results are presented. To explore such type of phenomena one needs to construct an approach which on the one hand is sensitive to microscopic details in $z$-direction while on the other hand should be capable of efficiently describing large scale in-plane properties. This task can efficiently be addressed within a field integral formalism. The starting point of the derivation is a supersymmetric field integral with action

$$S[\psi] = i \int d^3r \bar{\psi} \left( \epsilon_F - \omega^+ \sigma_3^{\text{ap}} + \frac{1}{2m} (\partial_x^2 + (\partial_y - iBz)^2 + \partial_z^2) - W(z) - V(x, y) \right) \psi,$$

where $W$ is the confining potential of the 2DEG, and $V$ a disorder potential. To simplify the analysis, it is assumed that the disorder potential does not depend on the $z$-coordinate. Given the typical architecture of 2DEGs, this is certainly a justified zeroth order assumption. In, e.g., high mobility 2DEGs (or 2DHGs) in GaAs/AlGaAs heterostructures, the mobility is limited by a long-range random potential, created by charged impurities located far from the plane. Later on, this condition will be relaxed by generalizing $V$ according to $V(x, y) \to V(x, y) + U(x, y, z)$, where $U$ is weak and can be treated perturbatively in a sense to be specified below.

The confinement in $z$-direction is responsible for the size quantization which entails a subband structure of the system. To make progress with the action, Eq. (59), an orthonormalized set of wavefunctions $\{\phi_k\}$, diagonalizing the $z$-dependent part of the problem, is introduced:

$$\left( - \frac{1}{2m} \partial_z^2 + W(z) - \epsilon_k \right) \phi_k = 0.$$  

Expanding the original fields $\psi$ in the complete set of eigenfunctions $\phi_k$, that is $\psi(x, y, z) = \sum_k \psi_k(x, y) \phi_k(z)$, the action takes the form
\[
S[\psi] = i \int d^2 \mathbf{r} \, \psi_k \left( \left[ \epsilon_F - \omega^+ \sigma^R_{3} - \epsilon_k + \frac{\partial^2}{2m} - V(x, y) \right] \delta_{kk'} + \frac{1}{2m} \left( (\partial_y - iA)^2 \right)_{kk'} \right) \psi_{k'},
\]
where the integration extends over the \( x-y \)-plane, summation over \( k, k' \) is implied, and
\[
A_{kk'} = B \int d \phi_k(z) z \phi_{k'}(z)
\]
is the vector potential. I.e. the magnetic field couples to the dipole matrix elements \( d_{kk'} = \int d \phi_k(z) z \phi_{k'}(z) \) that contain detailed information about the microscopic symmetry properties of the system.

Using the same steps as explained in the previous section, the action in terms of the slow supermatrix fields \( Q_{kk'} \) reads
\[
S[Q] = -\frac{\pi \nu}{8\tau} \int d^2 \mathbf{r} \, \text{Str} \, Q^2 + \frac{1}{2} \int d^2 \mathbf{r} \, \text{Str} \, \text{ln} \left( \epsilon_F - \omega^+ \sigma^R_{3} - \epsilon_k + \frac{1}{2m} \left( (\partial_y - iA)^2 \sigma^R_{3} \right)^2 \right) - \frac{i}{2\tau} Q + \text{regularization terms},
\]
where a compact \( k \)-index free notation has been introduced. Here the energy matrix \( \epsilon \equiv \text{diag}(\epsilon_0, \epsilon_1, \ldots) \) contains the subband energies. The next step in the construction of the effective theory is the saddle point analysis. Functional differentiation of the action with respect to \( Q \) obtains the equation
\[
\Lambda_k = \frac{i}{\pi \nu} \int d^2 \mathbf{p} \, \frac{1}{i \delta \sigma^R_{3} - \epsilon_F - \epsilon_k + \frac{\partial^2}{2m} + \frac{i}{2\tau} \Lambda_k}
\]
for the diagonal elements \( \Lambda_k \) of the saddle point matrix \( Q_{kk'} \). At this stage one has to specify the relative position of the Fermi energy \( E_F \) and the subband energies \( \epsilon_k \). Below, we will explore the case where \( \epsilon_k < E_F \) (\( k = 0, \ldots, M-1 \) exist). This leads to \( \Lambda_k = \sigma^0_k \) for \( k < M \), and \( \Lambda_k = 0 \) otherwise, where it has been assumed that the highest occupied subband \( \epsilon_{M-1} \) lies well below (farther than \( \tau^{-1} \)) the Fermi level. Based on this solution, the low-lying fields of the theory can be represented as \( Q = T \Lambda^{-1} \), where \( \Lambda = \{ \Lambda_k \delta_{kk'} \} \), and the final expression for the general slow supermatrix action reads
\[
\sum_k \text{Str} \left( 4i\omega \sigma^R_{3} + D_k (\partial_k Q_{kk}^2) \right) + \frac{\pi \nu}{4} \int dS \sum_{kk'} \text{Str} \left( X_{kk'} \sigma^R_{3} Q_{kk} \sigma^R_{3} Q_{kk'} \right),
\]
where \( \partial_k = \partial - ie_y A_{kk} [\sigma^R_{3}, \cdot] \). The sum \( \sum_k \) involves only the occupied subbands \( k = 0, \ldots, M-1 \). Furthermore,
\[
X_{kk'} = \frac{1}{2} \left( D_k + D_{k'} \right) \left( \frac{1}{\epsilon_{kk'} - \tau} \right)^2 + \frac{1}{2} A_{kk'} A_{k'k} (1 - \delta_{kk'}).
\]
Here \( D_k \) is the diffusion constant of subband \( k \), and \( \epsilon_{kk'} = \epsilon_k - \epsilon_{k'} \). The first line of (63) gives the conventional result of a 2d system while the second line describes the coupling of the subbands induced by the magnetic field.

To prepare the one Cooperon approximation to the conductivity, one has to expand the fields \( Q \) to lowest non-trivial order in some generators. It is convenient to decompose the generators into ‘diffusion’ (\( d \)) and ‘Cooperon’ (\( c \)) blocks. It is clear from the structure of the second order action, that it does not couple between the ‘\( d \)’ and the ‘\( c \)’ sector, i.e., \( S = S^d + S^c \). The diffusion action \( S^d \) is generated by those fields that commute with \( \sigma^R_{3} \) and, thus, do not couple to the magnetic field, while the Cooperon action \( S^c \) is generated by those fields that anticommute with \( \sigma^R_{3} \) and, thus, are field-sensitive.

Here we are only interested in the Cooperon action being responsible for WL corrections. The kernel appearing in \( S^c \) is the ‘inverse of the Cooperon’. More explicitly, the Cooperon \( C \), which in our formulation is a matrix in the discrete space of \( k \)-indices and diagonal in \( q \)-space, is obtained by inverting the matrix
\[
(C^{-1}_{q})_{kk'} = \left( -\frac{2i\omega}{D_k} + (q - 2A_{kk})^2 + \frac{2}{D_k} \sum_{k''} X_{kk''} \right) \delta_{kk'} + \frac{2}{\sqrt{D_k D_{k'}}} A_{kk'}.
\]
The magnetoconductance is determined by the specific form of this matrix. The conductivity is given as \( \sigma = \sigma^0 + \Delta \sigma \) with \( \sigma^0 = \sum_{k=0}^{M-1} \sigma^0_k \), where \( \sigma^0_k = \nu D_k \) is the Drude conductivity of subband \( k \), and
\[
\Delta \sigma = -\frac{2}{\pi} \sum_{k=0}^{M-1} \sum_q (C_{q, \omega=0})_{kk}.
\]
In general, the field-dependent terms will render $\mathcal{C}$ massive, i.e., the weak localization corrections will suffer from a field induced suppression. However, there is the situation mentioned above, where $z$-inversion, $P_z : z \mapsto -z$, is an (approximate) symmetry of the Hamiltonian, $[H, P_z] \approx 0$.

For systems with an exact $P_z$-symmetry, the eigenfunctions $\phi_k$ obey $P_z \phi_k = (-)^k \phi_k$. The definition of the vector potential matrix $\hat{A}$ then implies

$$A_{kk'} = \begin{cases} A_{kk'} & k + k' \text{ odd}, \\ 0 & k + k' \text{ even}, \end{cases}$$

and, thus, the same holds true for $X_{kk'}$.

This structure bears consequences on the Cooperon mass. To analyze this point, consider the spatial Cooperon zero-mode,

$$(C_{0, \omega = 0}^{-1})_{kk'} = 2 \left( \frac{1}{D_k} \sum_{k''} X_{kk''} \delta_{kk'} + \frac{X_{kk'}}{\sqrt{D_k D_{k'}'}} \right).$$

This matrix has determinant zero implying that there is a Cooperon mode which is not affected by the field. In fact, it is straightforward to verify that the $M$-dimensional vector

$$X \equiv N^{-1/2} \sum_k (-)^k \sqrt{D_k} \mathbf{e}_k,$$

where $N = \sum_k D_k$, is annihilated by $C_{0, \omega = 0}^{-1}$. As the zero-mode matrix is symmetric, one can, in principle, construct a complete set of orthonormal eigenvectors, $\{X_0 = X, X_1, \ldots, X_{M-1}\}$, with eigenvalues $\{0, \lambda_1, \ldots, \lambda_{M-1}\}$.

Furthermore, due to $A_{kk} = 0$, the full Cooperon kernel is separable (i.e., it is the sum of a spatial and an ‘internal’ operator). Inserting the result into Eq. (65) yields

$$\Delta \sigma(B) = -\frac{2}{\pi} \sum_{k,q} \frac{1}{q^2 + \lambda_k}.$$  

This is our final result for the conductivity. Notice that, due to $\lambda_0 = 0$, the weak localization corrections do survive the magnetic field; carrying out the $\mathbf{q}$-summation leads to the usual logarithmic correction to the Drude conductance. Thus, even at high magnetic fields, a logarithmic temperature dependence – see Chap. III – of the conductance should be observable. All other eigenvalues are proportional $B^2$ and, thus, display the usual field dependence.

In the following, let us concentrate on the behavior of the lowest eigenvalue if the system is not exactly inversion symmetric. An asymmetry can be caused either by the confining potential or by a $z$-dependence of the random impurity potential.

In the case of an asymmetric confining potential, Eq. (66) generalizes to $A_{kk'} \to A_{kk'} + \delta A_{kk'}$, where $\delta A_{kk'}$ is assumed to be much weaker than the symmetry allowed elements $A_{kk'}$, $k + k'$ odd. Similarly, there are non-vanishing but small matrix elements $\delta X_{kk'}$, for both $k + k'$ even and odd. To lowest order in perturbation theory, the presence of these matrix elements shifts the zero-mode eigenvalue $\lambda_0(q)$ of the unperturbed Cooperon mode at momentum $q$ by the amount $\delta \lambda_0^{(as)}(q) = X^T \delta C_q^{-1} X$, where $\delta C_q^{-1}$ is the perturbation contribution to the Cooperon operator. Explicitly,

$$\langle \delta C_q^{-1} \rangle_{kk'} = \left[ -4 q y \delta A_{kk} + 4 \delta A_{kk'}^2 + 2 \sum_{k''} \delta X_{kk''} \right] \delta_{kk'} + 2 \delta X_{kk'}.$$  

Combining these equations and making use of the definition of the zero-mode eigenvectors (67) yields

$$\delta \lambda_0^{(as)}(q_{\text{min}}) = \frac{2}{N^2} \sum_{k,k'} D_k D_{k'} (\delta A_{kk} - \delta A_{k'k'})^2 + \frac{4}{N} \sum_{k+k' \text{ even}} \delta X_{kk'}.$$  

Thus, the Cooperon acquires a mass term $\sim B^2$.

The influence of $z$-dependent impurities has a similar effect. A potential with a generic $z$-dependence will not be inversion symmetric, implying that, somehow, the Cooperon must pick up a mass. Assuming a Gaussian distributed potential $U(r, z)$,

$$\langle U(r, z) \rangle = 0, \quad \langle U(r, z) U(r', z') \rangle = \gamma^2 \delta(r - r') \delta(z - z'),$$
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for small $\gamma$, it is sufficient to consider the lowest order non-vanishing contribution in $U$ to the action. We arrive at

$$S[Q] = S_0[Q] + \frac{\nu}{2} \int dS \sum_{kk'} \Gamma_{kk'} \text{Str} \left( Q_k(r) Q_{k'}(r) \right),$$

(70)

where the coefficient $\Gamma_{kk'k''k'''} = \int dz \phi_k(z) \phi_{k''}(z) \phi_{k'''}(z)$ and $\Gamma_{kk'} \equiv \Gamma_{kk'k''k'''}$ is positive. This expression tells that the $z$-dependent scattering tends to lock the fields $Q_k$. For $\gamma$ large, only field configurations $\{Q_k \equiv 0\}$ with no $k$-dependence survive. The physical mechanism is the following: Scattering in $z$-direction leads to a coupling between the different $k$-bands. Thus, the formerly independent diffusons and Cooperons are coupled, too. The formerly massless Cooperon channel does not survive this coupling as the eigenvalue $\lambda_0 = 0$ is staggered in $k$, cf. Eq. (67), i.e., it stands orthogonal on the field configurations that are compatible with the locking.

If the coupling due to the impurity scattering is smaller than the field induced subband coupling, the shift of the lowest eigenvalue is again obtained by first order perturbation theory. Then,

$$\delta \lambda_0^{(\text{imp})} = \frac{1}{N \pi \nu \gamma^2} \sum_{k+k' \text{ odd}} \Gamma_{kk'}.$$

(71)

Or, $\delta \lambda_0^{(\text{imp})} \sim 1/(N \tau')$, where $\tau'$ has the meaning of a scattering time perpendicular to the plane, i.e., between the subbands.

This result which does not depend on the magnetic field holds true only for sufficiently large fields. For smaller fields, the disorder induced mass term fixes the preferred eigenvector. To compute the mass of the completely locked Cooperon, consider $\lambda_I = X_l^{\perp} C_{0,\omega=0} X_l$, where the Cooperon operator is given by Eq. (60), and the 'locked' vector $X_l$ reads $X_l = N^{-1/2} \sum_k \sqrt{D_k} e_k$. Explicitly computing the matrix element leads to

$$\lambda_I = \frac{2}{N^2} \sum_{k,k'} DD_{k} D_{k'} (A_{kk} - A_{kk'})^2 + \frac{4}{N} \sum_{k,k'} \lambda_{kk'}. \quad (72)$$

At low fields, the mass of the Cooperon increases quadratically with $B$ according to Eq. (72), but then, due to Eq. (71), it levels off at large fields. The characteristic field $B_c$ can be estimated by comparing Eqs. (71) and (72) which yields $B_c \sim E/\nu_F \sqrt{\tau/\tau'}/d$, where $E$ stands for the typical energy separation between subbands and $d$ sets the scale for the width of the quantum well.

As the expressions obtained above are rather lengthy, it is helpful to consider some specific examples. We concentrate on the experimentally most relevant case $M = 2$ and, for simplicity, choose $D_0 = D_I \equiv D$. Diagonalization of the $2 \times 2$ Cooperon matrix,

$$C^{-1} = \begin{pmatrix} (q - A)^2 + \frac{2}{D} \lambda_{01} & \frac{2}{D} \lambda_{01} \\ \frac{2}{D} \lambda_{01} & (q + A)^2 + \frac{2}{D} \lambda_{01} \end{pmatrix},$$

yields

$$\lambda = q^2 + A^2 + \frac{2}{D} \lambda_{01} \pm 2 \sqrt{(Aq)^2 + \frac{1}{D^2} \lambda_{01}^2},$$

(73)

where $A = A_{00} - A_{11}$, and $\lambda_{01} = DA_{01}^2 / (1 + (c_{10} \tau)^2)$ obtains from (53). The corresponding magnetic decoherence times read $1/\tau_B = D \lambda$. Note that at small magnetic fields, $2\lambda_{01} \ll 1/\tau_\phi$, the symmetry mechanism is ineffective. Irrespective of $A$, the magnetoconductance yields

$$\sigma(B) - \sigma(0) \simeq \frac{e^2}{\pi \hbar} \lambda_{01} \tau_\phi,$$

which shows the usual low-field quadratic dependence on $B$. However, the coefficient is diminished by the factor $1/(1 + (c_{10} \tau)^2)$.

---

6 Admitting for different diffusion constants $D_0 \neq D_I$ does not change the results qualitatively.
At large magnetic fields, $2\lambda_{01} \gg 1/\tau_\phi$, if the confining potential is fully symmetric ($A = 0$), the result reduces to $1/\tau_B = 2\lambda_{01}(1 \pm 1)$. While $1/\tau_B = 4\lambda_{01}$ leads to a logarithmic field dependence (see Eq. (30)), due to the field-insensitive $1/\tau_B = 0$, the conductance maintains its temperature dependence through $\tau_\phi$ even at large fields. A slight asymmetry of the confining potential entails a finite $A$, which leads to $1/\tau_B(\tau_\phi) \approx DA^2 + 2\lambda_{01}(1 \pm 1)$. Thus, the temperature dependence remains as long as $DA^2 < 1/\tau_\phi$.

![FIG. 13. Different regimes of $B$- and $T$-dependence of the weak localization corrections.](image)

The regimes with different field and temperature dependences of the conductance are shown schematically in Fig. 13. The fields $B_\phi$ and $B'_\phi$ are defined through $2\lambda_{01}\tau_\phi = 1$ and $DA^2\tau_\phi = 1$, respectively. i.e.

$$B_\phi \equiv \frac{1}{\sqrt{D\tau_\phi} \sqrt{\frac{1}{2} \frac{1}{1+\left(\lambda_1/\lambda_0\right)^2}}}, \quad B'_\phi \equiv \frac{1}{\sqrt{D\tau_\phi} (d_{00} - d_{11})},$$

where $d_{kk'}$ are the dipole matrix elements defined above.

VII. SUMMARY

In summary, we presented three mechanisms of quantum in-plane magnetoresistance in two-dimensional electron systems, such as quantum wells, heterostructures, and inversion layers in field transistors, in lateral quantum dots prepared of these materials, and in thin metallic films. These mechanisms include: the purely orbital effects possible due to subband mixing in a 2D structure by the magnetic field, the effect of an interplay between the spin-orbit coupling in the 2D electron dispersion and Zeeman splitting by a magnetic field, and the field effect on the efficiency of spin-flip processes in materials contaminated by paramagnetic impurities.
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