Moment-based parameter estimation in binomial random intersection graph models
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Abstract. Binomial random intersection graphs can be used as parsimonious statistical models of large and sparse networks, with one parameter for the average degree and another for transitivity, the tendency of neighbours of a node to be connected. This paper discusses the estimation of these parameters from a single observed instance of the graph, using moment estimators based on observed degrees and frequencies of 2-stars and triangles. The observed data set is assumed to be a subgraph induced by a set of \(n_0\) nodes sampled from the full set of \(n\) nodes. We prove the consistency of the proposed estimators by showing that the relative estimation error is small with high probability for \(n_0 \gg n^{2/3} \gg 1\). As a byproduct, our analysis confirms that the empirical transitivity coefficient of the graph is with high probability close to the theoretical clustering coefficient of the model.
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1 Introduction

Random intersection graphs are statistical network models with overlapping communities. In general, an intersection graph on a set of \(n\) nodes is defined by assigning each node \(i\) a set of attributes \(V_i\), and then connecting those node pairs \(\{i, j\}\) for which the intersection \(V_i \cap V_j\) is nonempty. When the assignment of attributes is random we obtain a random undirected graph. By construction, this graph has a natural tendency to contain strongly connected communities because any set of nodes \(W_k = \{i : V_i \ni k\}\) affiliated with attribute \(k\) forms a clique.

The simplest nontrivial model is the binomial random intersection graph \(G = G(n, m, p)\) introduced in [14], having \(n\) nodes and \(m\) attributes, where any particular attribute \(k\) is assigned to a node \(i\) with probability \(p\), independently of other node–attribute pairs. A statistical model of a large and sparse network with nontrivial clustering properties is obtained when \(n\) is large, \(m \sim \beta n\) and \(p \sim \gamma n^{-1}\) for some constants \(\beta\) and \(\gamma\). In this case the limiting model can be parameterised by its mean degree \(\lambda = \beta \gamma^2\) and attribute intensity \(\mu = \beta \gamma\). By
extending the model by introducing random node weights, we obtain a statistical network model which is rich enough to admit heavy tails and nontrivial clustering properties \[4,5,8,10\]. Such models can also be generalised to the directed case \[6\]. An important feature of this class of models is the analytical tractability related to component sizes \[3,16\] and percolation dynamics \[1,7\].

In this paper we discuss the estimation of the model parameters based on a single observed instance of a subgraph induced by a set of \(n_0\) nodes. We introduce moment estimators for \(\lambda\) and \(\mu\) based on observed frequencies of 2-stars and triangles, and describe how these can be computed in time proportional to the product of the maximum degree and the number of observed nodes. We also prove that the statistical network model under study has a nontrivial empirical transitivity coefficient which can be approximated by a simple parametric formula in terms of \(\mu\).

The majority of classical literature on the statistical estimation of network models concerns exponential random graph models \[20\], whereas most of of the recent works are focused on stochastic block models \[2\] and stochastic Kronecker graphs \[9\]. For binomial random intersection graphs with \(m \ll n\), it has been shown \[18\] that the underlying attribute assignment can in principle be learned using maximum likelihood estimation. To the best of our knowledge, the current paper appears to be the first of its kind to discuss parameter estimation in random intersection graphs where \(m\) is of the same order as \(n\).

The rest of the paper is organised as follows. In Section 2 we describe the model and its key assumptions. Section 3 summarises the main results. Section 4 describes numerical simulation experiments for the performance of the estimators. The proofs of the main results are given in Section 5, and Section 6 concludes the paper.

## 2 Model description

### 2.1 Binomial random intersection graph

The object of study is an undirected random graph \(G = G(n, m, p)\) on node set \(\{1, 2, \ldots, n\}\) with adjacency matrix having diagonal entries \(A(i, i) = 0\) and off-diagonal entries

\[
A(i, j) = \min \left( \sum_{k=1}^{m} B(i, k)B(j, k), 1 \right),
\]

where \(B(i, k)\) are independent \(\{0, 1\}\)-valued random integers with mean \(p\), indexed by \(i = 1, \ldots, n\) and \(k = 1, \ldots, m\). The matrix \(B\) represents a random assignment of \(m\) attributes to \(n\) nodes, both labeled using positive integers, so that \(B(i, k) = 1\) when attribute \(k\) is assigned to node \(i\). The set of attributes assigned to node \(i\) is denoted by \(V_i = \{k : B(i, k) = 1\}\). Then a node pair \(\{i, j\}\) is connected in \(G\) if and only if the intersection \(V_i \cap V_j\) is nonempty.
2.2 Sparse and balanced parameter regimes

We obtain a large and sparse random graph model by considering a sequence of graphs \( G(n, m, p) \) with parameters \((n, m, p) = (n_\nu, m_\nu, p_\nu)\) indexed by a scale parameter \(\nu \in \{1, 2, \ldots\}\) such that \(n \gg 1\) and \(p \ll m^{-1/2}\) as \(\nu \to \infty\). In this case a pair of nodes \(\{i, j\}\) is connected with probability

\[
P(ij \in E(G)) = 1 - (1 - p^2)^m \sim mp^2,
\]

and the expected degree of a node \(i\) is given by

\[
E \deg_G(i) = (n - 1)P(ij \in E(G)) \sim nmp^2. \tag{2.1}
\]

Especially, we obtain a large random graph with a finite limiting mean degree \(\lambda \in (0, \infty)\) when we assume that

\[
n \gg 1, m^2 \sim \lambda n^{-1}. \tag{2.2}
\]

This will be called the *sparse parameter regime* with mean degree \(\lambda\).

The most interesting model with nontrivial clustering properties is obtained when we also assume that \(p \sim \mu m^{-1}\) for some constant \(\mu \in (0, \infty)\). In this case the full set of conditions is equivalent to

\[
n \gg 1, m \sim (\mu^2/\lambda)n, \quad p \sim (\lambda/\mu)n^{-1}, \tag{2.3}
\]

and will be called as *balanced sparse parameter regime* with mean degree \(\lambda\) and attribute intensity \(\mu\).

2.3 Induced subgraph sampling

Assume that we have observed the subgraph \(G^{(n_0)}\) of \(G\) induced by a set \(V_0\) of \(n_0\) nodes sampled from the full set of \(n\) nodes, so that \(E(G^{(n_0)})\) consists of node pairs \(\{i, j\} \in E(G)\) such that \(i \in V_0\) and \(j \in V_0\). The sampling mechanism used to generate \(V_0\) is assumed to be stochastically independent of \(G\). Especially, any nonrandom selection of \(V_0\) fits this framework. On the other hand, several other natural sampling mechanisms [15] are ruled out by this assumption, although we believe that several of the results in this paper can be generalised to a wider context.

In what follows, we shall assume that the size of observed subgraph satisfies \(n^\alpha \ll n_0 \leq n\) for some \(\alpha \in (0, 1)\). An important special case with \(n_0 = n\) amounts to observing the full graph \(G\).

\(^1\)For number sequences \(f = f_\nu\) and \(g = g_\nu\) indexed by integers \(\nu \geq 1\), we denote \(f \sim g\) if \(f_\nu/g_\nu \to 1\) and \(f \ll g\) if \(f_\nu/g_\nu \to 0\) as \(\nu \to \infty\). The scale parameter is usually omitted.
3 Main results

3.1 Estimation of mean degree

Consider a random intersection graph $G = G(n, m, p)$ in a sparse parameter regime (2.2) with mean degree $\lambda \in (0, \infty)$, and assume that we have observed a subgraph $G(n_0)$ of $G$ induced by a set of nodes $V_0$ of size $n_0$, as described in Section 2.3. Then a natural estimator of $\lambda$ is the normalised average degree

$$\hat{\lambda}(G(n_0)) = \frac{n}{n_0} \sum_{i \in V_0} \deg_G(n_0)(i).$$

(3.1)

This estimator is asymptotically unbiased because by (2.1),

$$\mathbb{E}\hat{\lambda}(G(n_0)) = \frac{n}{n_0} (n_0 - 1) \mathbb{P}(ij \in E(G)) \sim \lambda.$$

The following result provides a sufficient condition for the consistency of the estimator of the mean degree $\lambda$.

**Theorem 3.1.** For a random intersection graph $G = G(n, m, p)$ in a sparse parameter regime (2.2), the estimator of $\lambda$ defined by (3.1) is consistent when $n_0 \gg n^{1/2}$. Moreover, $\hat{\lambda}(G(n_0)) = \lambda + O_p(n^{1/2}/n)$ for $m \gg n^{2}/n \gg 1$.

3.2 Transitivity coefficient

For a random or nonrandom graph $G$ with maximum degree at least two, the transitivity coefficient (a.k.a. clustering coefficient [17,12]) is defined by

$$t(G) = \frac{3N_{K_3}(G)}{N_{S_2}(G)}$$

(3.2)

and the model transitivity coefficient by

$$\tau(G) = \frac{3\mathbb{E}N_{K_3}(G)}{\mathbb{E}N_{S_2}(G)},$$

where $N_{K_3}(G)$ is the number of triangles\(^2\) and $N_{S_2}(G)$ is the number of 2-stars\(^3\) in $G$. The above definitions are motivated by noting that

$$t(G) = \mathbb{P}_G(I_2I_3 \in E(G) \mid I_1I_2 \in E(G), I_1I_3 \in E(G)),$$

$$\tau(G) = \mathbb{P}(I_2I_3 \in E(G) \mid I_1I_2 \in E(G), I_1I_3 \in E(G)),$$

for an ordered 3-tuple of distinct nodes $(I_1, I_2, I_3)$ selected uniformly at random and independently of $G$, where $\mathbb{P}_G$ refers to conditional probability given an observed realisation of $G$. The model transitivity coefficient $\tau(G)$ is a nonrandom

\(^2\) subgraphs isomorphic to the graph $K_3$ with $V(K_3) = \{1, 2, 3\}$ and $E(K_3) = \{12, 13, 23\}$.

\(^3\) subgraphs isomorphic to the graph $S_2$ with $V(S_2) = \{1, 2, 3\}$ and $E(S_2) = \{12, 13\}$. 
quantity which depends on the random graph model $G$ only via its probability distribution, and is often easier to analyse than its empirical counterpart. Although $\tau(G) \neq \bar{E}(G)$ in general, it is widely believed that $\tau(G)$ is a good approximation of $t(G)$ in large and sparse graphs [8,4]. The following result confirms this for in the context of binomial random intersection graphs.

**Theorem 3.2.** Consider a random intersection graph $G = G(n, m, p)$ in a balanced sparse parameter regime (2.3). If $n_0 \gg n^{2/3}$, then

$$t(G^{(n_0)}) = \frac{1}{1+\mu} + o_p(1).$$

(3.3)

It has been observed (with a slightly different parameterisation) in [8] that the model transitivity coefficient of the random intersection graph $G = G(n, m, p)$ satisfies

$$\tau(G) = \begin{cases} 
1 + o(1), & p \ll m^{-1}, \\
\frac{1}{1+\mu} + o(1), & p \sim \mu m^{-1}, \\
o(1), & m^{-1} \ll p \ll m^{-1/2},
\end{cases}$$

and only depends on $n$ via the scale parameter. Hence, as a consequence of Theorem 3.2, it follows that

$$t(G) = \tau(G) + o_p(1)$$

for large random intersection graphs $G = G(n, m, p)$ in the balanced sparse parameter regime (2.3).

### 3.3 Estimation of attribute intensity

Consider a random intersection graph $G = G(n, m, p)$ in a balanced sparse parameter regime (2.3) with mean degree $\lambda \in (0, \infty)$ and attribute intensity $\mu \in (0, \infty)$, and assume that we have observed a subgraph $G^{(n_0)}$ of $G$ induced by a set of nodes $V_0$ of size $n_0$, as described in Section 2.3. We will now introduce two estimators for the attribute intensity $\mu$.

The first estimator of $\mu$ is motivated by the connection between of the empirical and model transitivity coefficients established in Theorem 3.2. By ignoring the error term in (3.3), plugging in the observed subgraph $G^{(n_0)}$ to the definition of the transitivity coefficient (3.2), and solving for $\mu$, we obtain an estimator

$$\hat{\mu}_1(G^{(n_0)}) = \frac{N_{S_2}(G^{(n_0)})}{3N_{K_3}(G^{(n_0)})} - 1.$$  

(3.4)

An alternative estimator of $\mu$ is given by

$$\hat{\mu}_2(G^{(n_0)}) = \left( \frac{n_0N_{S_2}(G^{(n_0)})}{2N_{K_3}(G^{(n_0)})^2} - 1 \right)^{-1},$$

(3.5)

where $N_{K_3}(G^{(n_0)}) = |E(G^{(n_0)})|$. A heuristic derivation of the above formula is as follows. For a random intersection graph $G$ in the balanced sparse parameter...
regime (2.3), the expected number of 2-stars in $G^{(n_0)}$ is asymptotically (see Section 5)
\[ EN_{S_2}(G^{(n_0)}) \sim 3 \binom{n_0}{3} (mp^3 + m^2p^4) \sim \frac{1}{2}n_0^3\mu^3(1 + \mu)m^{-2} \]
and the expectation of $N_{K_2}(G^{(n_0)}) = |E(G^{(n_0)})|$ is asymptotically
\[ EN_{K_2}(G^{(n_0)}) \sim \binom{n_0}{2} mp^2 \sim \frac{1}{2}n_0^2\mu^2m^{-1}. \]
Hence
\[ \frac{EN_{S_2}(G^{(n_0)})}{(EN_{K_2}(G^{(n_0)}))^2} \sim \frac{2}{n_0}(1 + \mu^{-1}), \]
so by omitting the expectations above and solving for $\mu$ we obtain (3.5).

The following result confirms that both of the above heuristic derivations yield consistent estimators for the attribute intensity when the observed subgraph is large enough.

**Theorem 3.3.** For a random intersection graph $G = G(n,m,p)$ in a balanced sparse parameter regime (2.3), the estimators of $\mu$ defined by (3.4) and (3.5) are consistent when $n_0 \gg n^{2/3}$.

### 3.4 Computational complexity of the estimators

The evaluation of the estimator $\hat{\lambda}$ given by (3.1) requires computing the degrees of the nodes in the observed subgraph $G^{(n_0)}$. This can be done in $O(n_0d_{\max})$ time, where $d_{\max}$ denotes the maximum degree of $G^{(n_0)}$.

Evaluating the estimator $\hat{\mu}_1$ given by (3.4) requires counting the number of triangles in $G^{(n_0)}$ which is a nontrivial task for very large graphs. A naive algorithm requires an overwhelming $O(n_0^3)$ time for this, a listing method can accomplish this in $O(n_0d_{\max}^2)$ time, and there also exist various more advanced algorithms [19].

The estimator $\hat{\mu}_2$ given by (3.5) can be computed without the need to compute the number of triangles. Actually, the computation of $\hat{\mu}_2$ only requires to evaluate the degree of the nodes in $G^{(n_0)}$. Namely, with help of the formulas
\[ N_{K_2}(G^{(n_0)}) = \frac{1}{2} \sum_{i \in V_0} \deg_{G^{(n_0)}}(i) \quad \text{and} \quad N_{S_2}(G^{(n_0)}) = \sum_{i \in V_0} \binom{\deg_{G^{(n_0)}}(i)}{2}, \]
one can verify that
\[ \hat{\mu}_2(G^{(n_0)}) = \left( \frac{a_2 - a_1}{a_1^2} - 1 \right)^{-1}, \]
where $a_k = n_0^{-1} \sum_{i \in V_0} \deg_{G^{(n_0)}}(i)^k$ denotes the $k$-th moment of the empirical degree distribution of $G^{(n_0)}$.

We conclude that the parameters $(\lambda, \mu)$ of the random intersection graph $G = G(n,m,p)$ in the balanced sparse parameter regime (2.3) can be consistently estimated in $O(n_0d_{\max})$ time using the estimators $\hat{\lambda}$ and $\hat{\mu}_2$. 

4 Numerical experiments

In this section we study the non-asymptotic behaviour of the parameter estimators \( \hat{\lambda} (3.1) \), \( \hat{\mu}_1 (3.4) \), and \( \hat{\mu}_2 (3.5) \) using simulated data. In the first experiment, a random intersection graph was generated for each \( n = 50, 70, \ldots, 1000 \), using parameter values \((\lambda = 9, \mu = 3)\) and \((\lambda = 2, \mu = 0.5)\). All of the data was used for estimation, i.e., \( n_0 = n \).

![Graphs showing simulated values of estimators for different parameters](image1)

Fig. 1: Simulated values of the estimators \( \hat{\lambda} \), \( \hat{\mu}_1 \), and \( \hat{\mu}_2 \) with \( n_0 = n \). The solid curves show the theoretical values of the estimators when the feature counts \( N_*(G^{(n)}) \) are replaced by their expected values.

![Graph showing 1000 simulated values of estimators](image2)

Fig. 2: 1000 simulated values of \( \hat{\mu}_1 \) and \( \hat{\mu}_2 \) with \( \lambda = 9, \mu = 3 \), and \( n_0 = n = 750 \).

Figure 1 shows the computed estimates \( \hat{\lambda} \), \( \hat{\mu}_1 \), and \( \hat{\mu}_2 \) for each \( n \). For comparison, the theoretical values of these estimators are also shown when the counts of
links, 2-stars, and triangles are replaced by their expected values in (3.1), (3.4), and (3.5).

With $(\lambda = 9, \mu = 3)$, the parameter $\mu$ is generally underestimated by $\hat{\mu}_1$ and overestimated by $\hat{\mu}_2$. The errors in $\hat{\mu}_1$ appear to be dominated by the bias, whereas the errors in $\hat{\mu}_2$ are mostly due to variance. With $(\lambda = 2, \mu = 0.5)$, the simulated graphs are more sparse. The differences between the two estimators of $\mu$ are small, and the relative error of $\hat{\lambda}$ appears to have increased. The discontinuities of the theoretical values of $\hat{\lambda}$ are due to the rounding of the numbers of attributes $m$.

In the second experiment, 1000 random intersection graphs were simulated with $n_0 = n = 750$ and $(\lambda = 2, \mu = 0.5)$. Histograms of the estimates of $\mu$ are shown in Figure 2. The bias is visible in both $\hat{\mu}_1$ and $\hat{\mu}_2$, and the variance of $\hat{\mu}_2$ is larger than that of $\hat{\mu}_1$. However, the difference in accuracy is counterbalanced by the fact that $\hat{\mu}_1$ requires counting the triangles.

5 Proofs

5.1 Covering densities of subgraphs

Denote by $\text{Pow}(\Omega)$ the collection of all subsets of $\Omega$. For $\mathcal{A}, \mathcal{B} \subseteq \text{Pow}(\Omega)$ we denote $\mathcal{A} \subseteq \mathcal{B}$ and say that $\mathcal{B}$ is a covering family of $\mathcal{A}$, if for every $A \in \mathcal{A}$ there exists $B \in \mathcal{B}$ such that $A \subseteq B$. A covering family $\mathcal{B}$ of $\mathcal{A}$ is called minimal if for any $B \in \mathcal{B}$,

(i) the family obtained by removing $B$ from $\mathcal{B}$ is not a covering family of $\mathcal{A}$, and

(ii) the family obtained by replacing $B$ by a strict subset of $B$ is not a covering family of $\mathcal{A}$.

For a graph $R = (V(R), E(R))$, we denote by $\text{MCF}(R)$ the set of minimal covering families of $E(R)$. Note that all members of a minimal covering family have size at least two. For a family of subsets $\mathcal{C} = \{C_1, \ldots, C_t\}$ consisting of $t$ distinct sets, we denote $|\mathcal{C}| = t$ and $||\mathcal{C}|| = \sum_{s=1}^{t} |C_s|$. The notation $R \subseteq G$ means that $R$ is a subgraph of $G$.

The following result is similar in spirit to [14, Theorem 3], but focused on subgraph frequencies instead of appearance thresholds.

**Theorem 5.1.** If $mp^2 \ll 1$, then for any finite graph $R$ not depending on the scale parameter,

$$P(G \supset R) \sim \sum_{\mathcal{C} \in \text{MCF}(R)} m^{|\mathcal{C}|} p^{||\mathcal{C}||}$$

The proof of Theorem 5.1 is based on two auxiliary results which are presented first.

**Lemma 5.2** For any intersection graph $G$ on $\{1, \ldots, n\}$ generated by attribute sets $V = \{V_1, \ldots, V_n\}$ and any graph $R$ with $V(R) \subseteq V(G)$, the following are equivalent:
(i) $R \subset G$.
(ii) $E(R) \subseteq V$.
(iii) There exists a family $\mathcal{C} \in \text{MCF}(R)$ such that $E(R) \subseteq \mathcal{C} \subseteq V$.

Proof. (i) $\iff$ (ii). Observe that a node pair $e \in \binom{V}{2}$ satisfies $e \in E(G)$ if and only if $e \subset V_j$ for some $V_j \in \mathcal{V}$. Hence $E(R) \subset E(G)$ if and only if for every $e \in E(R)$ there exists $V_j \in \mathcal{V}$ such that $e \subset V_j$, or equivalently, $E(R) \subset \mathcal{V}$.

(ii) $\implies$ (iii). If $E(R) \subseteq \mathcal{V}$, define $C_j = V_j \cap V(R)$. Then $\mathcal{C} = \{C_1, \ldots, C_m\}$ is a covering family of $E(R)$. Then test whether $\mathcal{C}$ still remains a covering family of $E(R)$ if one of its members is removed. If yes, remove the member of $\mathcal{C}$ with the highest label. Repeat this procedure until we obtain a covering family $\mathcal{C}'$ of $E(R)$ for which no member can be removed. Then test whether some $C \in \mathcal{C}'$ can be replaced by a strict subset of $C$. If yes, do this replacement, and repeat this procedure until we obtain a covering family $\mathcal{C}''$ of $E(R)$ for which no member can be shrunk in this way. This mechanism implies that $\mathcal{C}''$ is a minimal covering family of $E(R)$, for which $E(R) \subseteq \mathcal{C}'' \subseteq \mathcal{V}$.

(iii) $\implies$ (ii). Follows immediately from the transitivity of $\subseteq$.

Lemma 5.3 If $mp^2 \ll 1$, then for any scale-independent finite collection $\mathcal{C} = \{C_1, \ldots, C_l\}$ of finite subsets of $\{1, 2, \ldots\}$ of size at least 2, the probability that the family of attribute sets $\mathcal{V} = \{V_1, \ldots, V_n\}$ of $G = G(n, m, p)$ is a covering family of $\mathcal{C}$ satisfies

$$P(\mathcal{V} \ni \mathcal{C}) \sim m^{|\mathcal{C}|} p^{|\mathcal{C}|}.$$

Proof. For $s = 1, \ldots, t$, denote by $N_s = \sum_{j=1}^m 1(V_j \supset C_s)$ the number of attribute sets covering $C_s$. Note that $N_s$ follows a binomial distribution with parameters $m$ and $p^{|C_s|}$. Because $|C_s| \geq 2$, it follows that the mean of $N_s$ satisfies $mp^{|C_s|} \leq mp^2 \ll 1$. Using elementary computations related to the binomial distribution (see e.g. [14, Lemmas 1,2]) it follows that the random integers $N_1, \ldots, N_t$ are asymptotically independent with $P(N_s \geq 1) \sim m^{|C_s|} p^{|C_s|}$, so that

$$P(\mathcal{V} \ni \mathcal{C}) = P(N_1 \geq 1, \ldots, N_t \geq 1) \sim \prod_{s=1}^t P(N_s \geq 1) \sim m^t p^{\sum_{s=1}^t |C_s|}.$$

Proof (Proof of Theorem 5.1). By Lemma 5.2, we see that

$$P(G \supset R) = P \left( \bigcup_{\mathcal{C} \in \text{MCF}(R)} \{\mathcal{V} \ni \mathcal{C}\} \right).$$

Bonferroni’s inequalities hence imply $U_1 - U_2 \leq P(G \supset R) \leq U_1$, where

$$U_1 = \sum_{\mathcal{C} \in \text{MCF}(R)} P(\mathcal{V} \ni \mathcal{C}) \quad \text{and} \quad U_2 = \sum_{\mathcal{C}, \mathcal{D}} P(\mathcal{V} \ni \mathcal{C}, \mathcal{V} \ni \mathcal{D}),$$

and the latter sum is taken over all unordered pairs of distinct minimal covering families $\mathcal{C}, \mathcal{D} \in \text{MCF}(R)$. Note that by Lemma 5.3,

$$U_1 \sim \sum_{\mathcal{C} \in \text{MCF}(R)} m^{|\mathcal{C}|} p^{|\mathcal{C}|}.$$
so to complete the proof it suffices to verify that $U_2 \ll U_1$.

Fix some minimal covering families $C = \{C_1, \ldots, C_s\}$ and $D = \{D_1, \ldots, D_t\}$ of $E(R)$ such that $C \neq D$. Then either $C$ has a member such that $C_i \not\in D$, or $D$ has a member such that $D_j \not\in C$. In the former case $C \cup D \supset \{C_i, D_1, \ldots, D_t\}$, so that by Lemma 5.3,

$$P(V \ni C \cup D) \leq P(V \ni \{C_i, D_1, \ldots, D_t\}) \sim m^{t+1}p^{\sum |C_i|} + \sum_{j=1}^t |D_j| \sim mp^{\sum |C_i|}p(V \ni D).$$

Because $C$ is a minimal covering family, $|C_i| \geq 2$, and $mp^{\sum |C_i|} \leq mp^2 \ll 1$, and hence $P(V \ni C \cup D) \ll P(V \ni D)$. In the latter case where $D$ has a member such that $D_j \not\in C$, a similar reasoning shows that $P(V \ni C \cup D) \ll P(V \ni C)$. We may hence conclude that

$$P(V \ni C, V \ni D) = P(V \ni C \cup D) \ll P(V \ni C) + P(V \ni D)$$

for all distinct $C, D \in \text{MCF}(R)$. Therefore, the proof is completed by

$$U_2 \ll \sum_{C,D} \left( P(V \ni C) + P(V \ni D) \right) \leq 2|\text{MCF}(R)|U_1.$$

### 5.2 Covering densities of certain subgraphs

In order to bound the variances of subgraph counts we will use the covering densities of (partially) overlapping pairs of 2-stars and triangles. Figure 3 displays the graphs obtained as a union of two partially overlapping triangles. Figure 4 displays the graphs produced by overlapping 2-stars.

![Fig. 3: Graphs obtained as unions of overlapping triangles.](image)

According to Theorem 3.1, the covering densities of subgraphs may be computed from their minimal covering families. For a triangle $R$ with $V(R) = \{1, 2, 3\}$ and $E(R) = \{12, 13, 23\}$, the minimal covering families are $\{123\}$ and $\{12, 13, 23\}$. The minimal covering families of the a 3-path $R$ with $V(R) = \{1, 2, 3, 4\}$ and $E(R) = \{12, 23, 34\}$ are given by $\{1234\}$, $\{12, 234\}$, $\{123, 34\}$, and $\{12, 23, 34\}$.

---

4 For clarity, we write 12 and 123 as shorthands of the sets $\{1, 2\}$ and $\{1, 2, 3\}$. 
The covering densities of stars are found as follows. Fix \( r \geq 1 \), and let \( R \) be the \( r \)-star such that \( V(R) = \{1, 2, \ldots, r + 1\} \) and \( E(R) = \{\{1, r + 1\}, \{2, r + 1\}, \ldots, \{r, r + 1\}\} \). The minimal covering families of \( R \) are of the form \( C = \{S \cup \{r + 1\} : S \in S\} \), where \( S \) is a partition of the leaf set \( \{1, \ldots, r\} \) into nonempty subsets. For any such \( C \) we have \( |C| = |S| \) and \( ||C|| = r + |S| \). Hence

\[
\mathbb{P}(G \supset r\text{-star}) \sim \sum_{k=1}^{r} \binom{r}{k} m^k p^{k+r},
\]

where \( \binom{n}{k} \) equals the number of partitions of \( \{1, \ldots, r\} \) into \( k \) nonempty sets. These coefficients are known as Stirling numbers of the second kind [11] and can be computed via

\[
\binom{r}{k} = \frac{1}{k!} \sum_{j=0}^{k} (-1)^{k-j} \binom{k}{j} j^r.
\]

Hence,

\[
\mathbb{P}(G \supset r\text{-star}) \sim \begin{cases} mp^3 + m^2 p^4, & r = 2, \\ mp^4 + 3m^2 p^5 + m^3 p^6, & r = 3, \\ mp^5 + 7m^2 p^6 + 6m^3 p^7 + m^4 p^8, & r = 4. \end{cases}
\]

Table 1 summarises approximate covering densities of overlapping pairs of 2-stars and triangles. The table is computed by first listing all minimal covering families of the associated subgraphs, as shown in Table 2. We also use the following observations (for \( p \ll m^{-1/2} \ll 1 \)) to cancel some of the redundant terms in the expressions.

- **4-path**: \( m^2 p^7 \ll m^2 p^6 \) and \( m^3 p^8 \ll m^3 p^7 \)
- **4-cycle**: \( m^2 p^6 \ll mp^4 \)
- **3-pan**: \( m^3 p^7 \ll m^3 p^5 \)
- **Diamond**: \( m^2 p^6 \ll mp^4 \) and \( m^4 p^9 \ll m^3 p^7 \)
- **Butterfly**: \( m^5 p^{12} \ll m^5 p^{11} \), \( m^4 p^{11} \ll m^3 p^8 \ll m^2 p^6 \), \( m^3 p^{10} \leq m^3 p^8 \ll m^2 p^6 \).
5.3 Proofs of Theorems 3.1, 3.2, and 3.3

Proof (of Theorem 3.1). Denote $\hat{\lambda} = \lambda(G^{(n_0)})$ and $\hat{N} = N_{K_2}(G^{(n_0)})$. Then the variance of $\hat{\lambda}$ is given by

$$\text{Var}(\hat{\lambda}) = \frac{n_0^2}{n_0^2} \text{Var}(\hat{N}). \quad (5.1)$$

By writing

$$\hat{N} = \sum_{e \in \binom{V(G)}{2}} 1(G \supset e) \quad \text{and} \quad \hat{N}^2 = \sum_{e \in \binom{V(G)}{2}} \sum_{e' \in \binom{V(G)}{2}} 1(G \supset e)1(G \supset e'),$$

we find that $\mathbb{E}\hat{N} = \binom{n_0}{2} \mathbb{P}(G \supset K_2)$ and

$$\mathbb{E}\hat{N}^2 = \binom{n_0}{2} \mathbb{P}(G \supset K_2) + 2(n_0 - 2) \binom{n_0}{2} \mathbb{P}(G \supset S_2) + \binom{n_0}{2}(\binom{n_0}{2} - 2) \mathbb{P}(G \supset K_2)^2.$$

Because the last term above is bounded by

$$\binom{n_0}{2}(\binom{n_0}{2} - 2) \mathbb{P}(G \supset K_2)^2 \leq \binom{n_0}{2} \mathbb{P}(G \supset K_2)^2 = (\mathbb{E}\hat{N})^2,$$

it follows that

$$\text{Var}(\hat{N}) \leq \binom{n_0}{2} \mathbb{P}(G \supset K_2) + 2(n_0 - 2) \binom{n_0}{2} \mathbb{P}(G \supset S_2)$$

$$= (1 + o(1)) \frac{1}{2} n_0^2 mp^2 + (1 + o(1)) n_0^3 (mp^3 + m^2 p^4).$$

| $R$      | $|V(R)|$ | $|E(R)|$ | Appr. density $(p \ll m^{-1/2} \ll 1)$ | Appr. density $(p \sim \mu m^{-1})$ |
|----------|---------|---------|--------------------------------------|-----------------------------------|
| 1-star   | 2       | 1       | $mp^2$                               | $\mu^2 m^{-1}$                    |
| 2-star   | 3       | 2       | $mp^3 + m^2 p^4$                     | $(1 + \mu) \mu^3 m^{-2}$          |
| 3-cycle  | 3       | 3       | $mp^3 + m^3 p^6$                     | $\mu^3 m^{-2}$                    |
| 3-star   | 4       | 3       | $mp^3 + 3m^2 p^5 + m^3 p^6$          | $(1 + 3\mu + \mu^2) \mu^4 m^{-3}$ |
| 3-path   | 4       | 3       | $mp^3 + 2m^2 p^5 + m^3 p^6$          | $(1 + 2\mu + \mu^2) \mu^4 m^{-3}$ |
| 4-cycle  | 4       | 4       | $mp^4 + 3m^2 p^7 + m^3 p^6$          | $\mu^4 m^{-3}$                    |
| 3-pan    | 4       | 4       | $mp^3 + m^2 p^5 + m^3 p^8$           | $(1 + \mu) \mu^4 m^{-3}$          |
| Diamond  | 4       | 5       | $mp^3 + 2m^3 p^7 + m^5 p^{10}$       | $\mu^4 m^{-3}$                    |
| 4-star   | 5       | 4       | $mp^5 + 7m^2 p^6 + 6m^3 p^7 + m^4 p^8$ | $(1 + 7\mu + 6\mu^2 + \mu^3) \mu^5 m^{-4}$ |
| 4-path   | 5       | 4       | $mp^5 + 3m^2 p^6 + 3m^3 p^7 + m^4 p^8$ | $(1 + 3\mu + 3\mu^2 + \mu^3) \mu^5 m^{-4}$ |
| Chair    | 5       | 4       | $mp^5 + 4m^2 p^6 + 4m^3 p^7 + m^4 p^8$ | $(1 + 4\mu + 4\mu^2 + \mu^3) \mu^5 m^{-4}$ |
| Butterfly| 5       | 6       | $mp^5 + m^2 p^6 + 2m^3 p^9 + 4m^5 p^{11} + m^6 p^{12}$ | $(1 + \mu) \mu^5 m^{-4}$ |

Table 1: Approximate densities of some subgraphs.
Table 2: Minimal covering families of the subgraphs in Fig. 3 and Fig. 4 (stars excluded).

| 4-cycle | |C| | |C|| |
|---------|-----------------|-----------------|
| 1234    | 1               | 4               |
| 123, 134 | 2               | 5               |
| 234, 12 | 2               | 5               |
| 12, 23, 34 | 3               | 6               |
| 124, 234 | 2               | 5               |
| 123, 14, 34 | 3   | 7               |
| 124, 23, 34 | 3 | 7                |
| 134, 12, 23, 34 | 3 | 7               |
| 234, 12, 14 | 3 | 7               |
| 12, 14, 23, 34 | 4 | 8               |

| 3-path | |C| | |C|| |
|--------|-----------------|-----------------|
| 1234    | 1               | 4               |
| 123, 34 | 2               | 5               |
| 234, 12 | 2               | 5               |
| 12, 23, 34 | 3               | 6               |

| 3-cycle | |C| | |C|| |
|--------|-----------------|-----------------|
| 123    | 1               | 3               |
| 12, 13, 23 | 3 | 6               |
| Chair   | |C| | |C|| |
| 12345   | 1               | 5               |
| 1234, 45 | 2               | 6               |
| 1345, 23 | 2               | 6               |
| 12345, 13 | 2 | 6               |
| 123, 345 | 3               | 7               |
| 134, 23, 45 | 3 | 7               |
| 1345, 13, 45 | 3 | 7               |
| 345, 13, 23 | 3 | 7               |
| 13, 23, 34, 45 | 4 | 8               |

| 3-pan | |C| | |C|| |
|-------|-----------------|-----------------|
| 1234   | 1               | 4               |
| 123, 34 | 2               | 5               |
| 134, 12, 23 | 3 | 7               |
| 234, 12, 14 | 3 | 7               |
| 12, 14, 23, 34 | 4 | 8               |

| Diamond | |C| | |C|| |
|---------|-----------------|-----------------|
| 1234    | 1               | 4               |
| 123, 234 | 2               | 6               |
| 123, 23, 34 | 3 | 7               |
| 124, 13, 23, 34 | 3 | 7               |
| 124, 134, 23 | 3 | 8               |
| 124, 13, 23, 34 | 4 | 9               |
| 134, 12, 23, 34 | 4 | 9               |
| 12, 13, 23, 34, 45 | 5 | 10              |

| 4-path | |C| | |C|| |
|--------|-----------------|-----------------|
| 12345   | 1               | 5               |
| 1234, 45 | 2               | 6               |
| 1345, 23 | 2               | 6               |
| 12345, 13 | 2 | 6               |
| 123, 345 | 3               | 7               |
| 134, 23, 45 | 3 | 7               |
| 1345, 13, 45 | 3 | 7               |
| 345, 13, 23 | 3 | 7               |
| 13, 23, 34, 45 | 4 | 8               |

Hence by (5.1),

\[
\text{Var}(\lambda) = O(n_0^{-2}n^2mp^2) + O(n_0^{-1}n^2mp^3) + O(n_0^{-1}n^2m^2p^4),
\]

and by noting that \(n^2mp^2 \sim \lambda n, n^2mp^3 = m^{-1/2}n^{1/2}(nmp^2)^{3/2} \sim \lambda^{3/2}m^{-1/2}n^{1/2}\) and \(n^2mp^4 = (nmp)^2 \sim \lambda^2\), we find that

\[
\text{Var}(\lambda) = O\left(n_0^{-2}n + m^{-1/2}n_0^{-1}n^{1/2} + n_0^{-1}\right) = O\left(n_0^{-2}n + m^{-1/2}n_0^{-1}n^{1/2}\right),
\]

where the last equality is true because \(n_0^{-2}n \geq n_0^{-1}\). The claim now follows by Chebyshev’s inequality.

**Proof (of Theorem 3.2 and Theorem 3.3).** The variances of \(N_{S_n}\) and \(N_{K_n}\) can be bounded from above in the same way that the variance of \(N_{K_2}\) was bounded in the proof of Theorem 3.1. The overlapping subgraphs contributing to the variance of \(N_{K_n}\) are those shown in Fig. 3. According to Table 1, the contribution of these subgraphs is \(O(n_0^{V(R)}m^{-|V(R)|+1})\) for \(|V(R)| = 3, 4, 5,\) and the nonoverlapping triangles contribute \(O(n_0^4m^{-5})\). Since \(EN_{K_n}\) is of the order \(n_0^5m^{-2}\), it follows that \(\text{Var}(N_{K_n}/EN_{K_n}) = o(1)\) for \(n_0 \gg n^{2/3}\).
The same line of proof works for $N_{S_2}$, i.e., we note that the subgraphs appearing in $\text{Var}(N_{S_2})$ are those shown in Fig. 4 and their contributions to the variance are listed in Table 1. Again, it follows that $\text{Var}(N_{S_2}/EN_{S_2}) = O(1)$ for $n_0 \gg n^{2/3}$. Hence we may conclude using Chebyshev’s inequality that

$$N_{K_3}(G^{(n_0)}) = (1 + o_p(1))\mathbb{E}N_{K_3}(G^{(n_0)}) = (1 + o_p(1))\binom{n_0}{3}\mu^3m^{-2}$$

$$N_{S_2}(G^{(n_0)}) = (1 + o_p(1))\mathbb{E}N_{S_2}(G^{(n_0)}) = (1 + o_p(1))3\binom{n_0}{3}(1 + \mu)\mu^3m^{-2},$$

and the claim of Theorem 3.2 follows.

Further, in the proof of Theorem 3.1 we found that

$$N_{K_2}(G^{(n_0)}) = (1 + o_p(1))\mathbb{E}N_{K_2}(G^{(n_0)}) = (1 + o_p(1))\binom{n_0}{2}\mu^2m^{-1}.$$

Hence the claims of Theorem 3.3 follow from the above expressions combined with the continuous mapping theorem.

6 Conclusions

In this paper we discussed the estimation of parameters for a large random intersection graph model in a balanced sparse parameter regime characterised by mean degree $\lambda$ and attribute intensity $\mu$, based on a single observed instance of a subgraph induced by a set of $n_0$ nodes. We introduced moment estimators for $\lambda$ and $\mu$ based on observed frequencies of 2-stars and triangles, and described how the estimators can be computed in time proportional to the product of the maximum degree and the number of observed nodes. We also proved that in this parameter regime the statistical network model under study has a nontrivial empirical transitivity coefficient which can be approximated by a simple parametric formula in terms of $\mu$.

For simplicity, our analysis was restricted to binomial undirected random intersection graph models, and the statistical sampling scheme was restricted induced subgraph sampling, independent of the graph structure. Extension of the obtained results to general directed random intersection graph model with general sampling schemes is left for further study and forms a part of our ongoing work.
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