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Abstract. This paper analyzes the approximate augmented Lagrangian dynamical systems for constrained optimization. We formulate the differential systems based on first derivatives and second derivatives of the approximate augmented Lagrangian. The solution of the original optimization problems can be obtained at the equilibrium point of the differential equation systems, which lead the dynamic trajectory into the feasible region. Under suitable conditions, the asymptotic stability of the differential systems and local convergence properties of their Euler discrete schemes are analyzed, including the locally quadratic convergence rate of the discrete sequence for the second derivatives based differential system. The transient behavior of the differential equation systems is simulated and the validity of the approach is verified with numerical experiments.

1. Introduction. This paper considers the following constrained optimization problems:

\[
\min f(x) \quad \text{s.t. } G(x) \in K, \tag{1}
\]

where \( K = \{0_q \} \times \mathbb{R}^{n-p} \), \( G = (g_1, \ldots, g_p)' \), \( f : \mathbb{R}^n \to \mathbb{R} \) and \( g_i : \mathbb{R}^n \to \mathbb{R} \) (\( i = 1, \cdots, p \)) are twice continuously differentiable functions. The augmented Lagrangian method is one of the most popular algorithms for solving problem \((1)\). Originally, the method was applied to problems with equality constraints \([10, 19]\) and later generalized to problems with inequality constraints \([20, 21]\). The first augmented Lagrangian, namely the proximal Lagrangian, was introduced by Rockafellar \([22]\) and the theory of augmented Lagrangians was developed in, e.g., Ioffe \([13]\), Bertsekas \([2, 3]\) and Rockafellar \([23]\) for constrained optimization problems.

Before going further, we mention that the approximate augmented Lagrangian method was proposed by Huang et al.\([12]\), in which the approximate augmented...
Lagrangian with the parameter \( \tau \) for problem (1) is defined

\[
L_\varepsilon(x, \lambda, \tau) := f(x) + \sum_{i=1}^{q} \lambda_i g_i(x) + \frac{\tau}{2} \sum_{i=1}^{q} g_i^2(x) + \frac{1}{2\tau} \sum_{i=q+1}^{p} \left( \frac{1}{4} p_c^2(x, \lambda_i) - \lambda_i^2 \right),
\]

where \( \varepsilon \geq 0, \tau \geq 1, \) and

\[ p_c(x, \lambda_i) = \lambda_i + \tau g_i(x) + \sqrt{(\lambda_i + \tau g_i(x))^2 + \varepsilon^2}. \]

Especially, the approximate augmented Lagrangian \( L_\varepsilon(x, \lambda, \tau) \) with \( \varepsilon = 0 \) reduces to the augmented Lagrangian of problem (1) in the following form

\[
L_\tau(x, \lambda) := f(x) + \frac{1}{2\tau} \left[ \| \Pi_{\mathbb{R}^q \times \mathbb{R}^p_{\geq 0}} (\lambda + \tau G(x)) \|_2^2 - \| \lambda \|_2^2 \right].
\]

It is well known that the augmented Lagrangian function is not twice continuously differentiable even when both \( f \) and \( g \) are twice continuously differentiable and the convergence rate of the augmented Lagrangian method is proportional to \( 1/\tau \), that is linear (see refs. [2] for more discussions). However, the approximate augmented Lagrangian defined by (2) with \( \varepsilon > 0 \) is different from the augmented Lagrangian in that it is also twice continuously differentiable if both \( f \) and \( g \) are twice continuously differentiable. In some sense, the approximate augmented Lagrangian can be deemed as the smooth function of the augmented Lagrangian. This characteristic may allow us to apply the differential equation method to solve constrained optimization problems. Early differential equation methods were introduced by Arrow and Hurwicz [1], some results have been addressed in the work (see Refs. [9]-[18] for details). Among them, Evtushenko and Zhadan [8]-[7] have studied, by using the so-called space transformation techniques, a family of numerical methods for solving optimization problems with equality and inequality constraints. The proposed algorithms are based on the numerical integration of the systems of ordinary differential equation. Along this line, Zhang [25]-[26] and Jin [14]-[17] studied modified versions of differential equation methods.

In this paper, we analyze differential equation methods for constrained optimization problems. Rather than solving an optimization problem by multiple iterations using a digital computer, one can obtain the solution at an equilibrium point by setting up the associated differential equation systems, which lead the dynamic trajectory into the feasible region. The main idea of the method is to construct the differential systems based on the approximate augmented Lagrangian. The corresponding systems mainly consist of first-order derivatives and second-order derivatives of the approximate augmented Lagrangian. It is demonstrated that the equilibrium point of this system coincides with the solution to the constrained optimization problems. The analysis of the method is made on the basis of the stability theory of the solution of ordinary differential equations. Motivated by finding an approach to the construction of differential systems to solve constrained optimization problems without using space transformations of Evtushenko and Zhadan, we construct systems based on the approximate augmented Lagrangian. The differential systems are carried out without using the space transformation and this feature provides a high rate of convergence. Under a set of suitable conditions, we prove the asymptotical stability of the differential systems and local convergence.
properties of their Euler discrete schemes, including the locally quadratic convergence rate of the discrete sequence for second order derivatives based differential equation systems.

The paper is organized as follows. The approximate augmented Lagrangian and related properties are introduced in Section 2.1. The differential system based on the approximate augmented Lagrangian is derived and the asymptotic stability theorem is established under mild conditions in Section 2.2. In Section 2.3, the Euler discrete schemes for the differential system are presented and the local convergence theorem is demonstrated. In Section 3, we construct a second-order derivative based differential system and prove the asymptotic stability of the system. Euler discrete schemes and their local convergence properties are obtained, including the locally quadratic convergence rate of the discrete sequence for second order derivatives based differential system. The numerical results show that the method has better stability and higher precision in Section 4.

2. Differential systems based on first-order derivatives. In this section, we mention some preliminaries that will be used throughout this paper. Without loss of generality, we assume that \( f(x) \) and \( g_i(x) \), \( i = 1, \cdots, p \), are twice continuously differentiable, then the classical Lagrangian for problem (1) is defined by \( L(x, \lambda) = f(x) + \langle \lambda, G(x) \rangle \), denote \( E = \{ i \mid i = 1, 2, \cdots, q \} \) and the active set of indices \( I(x) = \{ i \mid g_i(x) = 0, i = q + 1, \cdots, p \} \). Let \( x^* \) be a local optimal point to problem (1) and the pair \( (x^*, \lambda^*) \) be the corresponding KKT point, which satisfies the following conditions:

\[
\nabla_x L(x^*, \lambda^*) = \nabla f(x^*) + \sum_{i=1}^{p} \lambda_i^* \nabla g_i(x^*) = 0, \tag{4}
\]

\[
\lambda_i^* g_i(x^*) = 0, \quad \lambda_i^* \geq 0, \quad g_i(x^*) \leq 0, \quad i = q + 1, \cdots, p.
\]

Let the Jacobian uniqueness conditions, proposed in [11], hold at \( (x^*, \lambda^*) \):

1. The multipliers \( \lambda_i^* > 0 \), \( i \in I(x^*) \).
2. The gradients \( \nabla g_i(x^*) \), \( i \in E \cup I(x^*) \) are linearly independent.
3. \( y^\top \nabla_{xx}^2 L(x^*, \lambda^*) y > 0 \), \( \forall 0 \neq y \in \{ y \mid \nabla g_i(x^*)^\top y = 0, i \in E \cup I(x^*) \} \).

2.1. The properties of the approximate augmented Lagrangian. The following lemma will be used in the proof of the forthcoming theorem.

Lemma 2.1. (See Ref.[3]). Let \( A \) be a \( n \times n \) symmetric matrix, \( B \) be a \( p \times n \) matrix, \( U = \text{diag}(\mu) \), where \( \mu = (\mu_1, \cdots, \mu_p) > 0 \). Assume that \( \langle Ay, y \rangle \geq \lambda \langle y, y \rangle \) holds true for some \( \lambda > 0 \) and all \( y \in \mathbb{R}^n \) satisfying \( By = 0 \). Then there are scalars \( k_0 > 0 \) and \( c \in (0, \lambda) \) such that, for any \( k \geq k_0 \),

\[
\langle (A + kB^T UB)x, x \rangle \geq c(x, x), \quad \forall x \in \mathbb{R}^n.
\]

Now we discuss the properties of the approximate augmented Lagrangian.

Theorem 2.2. Let \( (x^*, \lambda^*) \) be a KKT point of (1), the Jacobian uniqueness conditions hold at \( (x^*, \lambda^*) \), then

(I): \( \lim_{\varepsilon \to 0^+} \nabla_x L_\varepsilon(x^*, \lambda^*, \tau) = 0_n, \quad \tau \geq 0. \)

(II): \( \exists \tilde{\tau} > 0 \) and \( c > 0 \), for any \( \tau \geq \max\{\tilde{\tau}, 1\} \) and \( \varepsilon \) sufficiently close to zero, such that

\[
\langle \nabla_{xx}^2 L_\varepsilon(x^*, \lambda^*, \tau) w, w \rangle \geq c \langle w, w \rangle, \quad \forall w \in \mathbb{R}^n.
\]
Proof. The gradient and Hessian of $L_\varepsilon(x, \lambda, \tau)$ with respect to $x$ are

$$
\nabla_x L_\varepsilon(x, \lambda, \tau) = \nabla f(x) + \sum_{i=1}^{q} \lambda_i \nabla g_i(x) + \tau \sum_{i=1}^{q} g_i(x) \nabla g_i(x)
+ \frac{1}{2\tau} \sum_{i=q+1}^{p} \frac{1}{2} \nabla p_\varepsilon(x, \lambda_i) \nabla x p_\varepsilon(x, \lambda_i),
$$

$$
\nabla^2_{xx} L_\varepsilon(x, \lambda, \tau) = \nabla^2 f(x) + \sum_{i=1}^{q} \lambda_i \nabla^2 g_i(x) + \tau \sum_{i=1}^{q} g_i(x) \nabla^2 g_i(x)
+ \tau \sum_{i=1}^{q} \nabla g_i(x) \nabla g_i(x)^\top + \frac{1}{2\tau} \sum_{i=q+1}^{p} \frac{1}{2} (\nabla x p_\varepsilon(x, \lambda_i) \nabla x p_\varepsilon(x, \lambda_i))^\top
$$

where

$$
\nabla x p_\varepsilon(x, \lambda_i) = \frac{\tau \nabla g_i(x) p_\varepsilon(x, \lambda_i)}{\sqrt{\lambda_i \tau g_i(x))^2 + \varepsilon^2}},
$$

$$
\nabla^2_{xx} p_\varepsilon(x, \lambda_i) = \frac{\tau \nabla g_i(x) \nabla x p_\varepsilon(x, \lambda_i)}{\sqrt{\lambda_i \tau g_i(x))^2 + \varepsilon^2}} + \frac{\tau \nabla^2 g_i(x) p_\varepsilon(x, \lambda_i)}{\sqrt{\lambda_i \tau g_i(x))^2 + \varepsilon^2}} \frac{(\sum_{i=1}^{q} \nabla g_i(x)) \nabla g_i(x)^\top}{\lambda_i \tau g_i(x))^2 + \varepsilon^2}.
$$

In particular, since $x^*$ and $\lambda^*$ satisfy the Jacobian uniqueness conditions, we have

$$
\lim_{\varepsilon \to 0^+} p_\varepsilon(x^*, \lambda_i^*) = \begin{cases} 
2\lambda_i^*, & i \in I(x^*) \\
0, & \text{otherwise}
\end{cases},
$$

$$
\lim_{\varepsilon \to 0^+} \nabla x p_\varepsilon(x^*, \lambda_i^*) = \begin{cases} 
2\tau \nabla g_i(x^*), & i \in I(x^*) \\
0, & \text{otherwise}
\end{cases},
$$

$$
\lim_{\varepsilon \to 0^+} \nabla^2_{xx} p_\varepsilon(x^*, \lambda_i^*) = \begin{cases} 
2\tau \nabla^2 g_i(x^*), & i \in I(x^*) \\
0, & \text{otherwise}
\end{cases},
$$

and in view of Eq. (5), it follows that

$$
\lim_{\varepsilon \to 0^+} \nabla x L_\varepsilon(x^*, \lambda^*, \tau) = \nabla f(x^*) + \sum_{i=1}^{p} \lambda_i^* \nabla g_i(x^*) = \nabla x L(x^*, \lambda^*) = 0_n,
$$

$$
\lim_{\varepsilon \to 0^+} \nabla^2_{xx} L_\varepsilon(x^*, \lambda^*, \tau) = \nabla^2_{xx} L(x^*, \lambda^*) + \tau \sum_{i \in E \cup I(x^*)} \nabla g_i(x^*) \nabla g_i(x^*)^\top.
$$

By the Jacobian uniqueness conditions, we have that $y^T \nabla^2_{xx} L(x^*, \lambda^*) y > 0, \forall 0 \neq y \in \{y \mid \nabla g_i(x^*)^\top y = 0, i \in E \cup I(x^*)\}$. So by applying Lemma 2.1 with $A = \nabla^2_{xx} L(x^*, \lambda^*)$, it follows that there exists $\hat{\tau} > 0$ and $c > 0$, for any $\tau \geq \max\{\hat{\tau}, 1\}$ and $\varepsilon$ sufficiently close to 0, such that

$$
\langle \nabla^2_{xx} L_\varepsilon(x^*, \lambda^*, \tau) w, w \rangle \geq c(w, w), \forall w \in \mathbb{R}^n.
$$

\qed
2.2. The asymptotic stability of the differential system. To obtain the numerical solution of problem (1), we seek the limit point of the solutions of the system described by the following vector differential equation

\[
\frac{dz}{dt} = -\Lambda(z, \tau) = - \begin{bmatrix} \nabla z L_e(x, \lambda, \tau) \\ -G_q(x) \\ -P_\lambda(x) \end{bmatrix}, \tag{7}
\]

where \( z^T = (x^T, \lambda^T) \), \( G_q(x) = (g_1(x) \ g_2(x) \ \ldots \ g_q(x))^T \) and

\[
P_\lambda(x) = \begin{bmatrix}
\frac{1}{2\tau} \left( \frac{1}{2} p_\tau(x, \lambda_{q+1}) \frac{\partial}{\partial \lambda_{q+1}} p_\tau(x, \lambda_{q+1}) - 2\lambda_{q+1} \right) \\
\frac{1}{2\tau} \left( \frac{1}{2} p_\tau(x, \lambda_{q+2}) \frac{\partial}{\partial \lambda_{q+2}} p_\tau(x, \lambda_{q+2}) - 2\lambda_{q+2} \right) \\
\vdots \\
\frac{1}{2\tau} \left( \frac{1}{2} p_\tau(x, \lambda_p) \frac{\partial}{\partial \lambda_p} p_\tau(x, \lambda_p) - 2\lambda_p \right)
\end{bmatrix}.
\]

We will investigate the local behaviour of trajectories of system (7) in the neighborhood of the point \( z^* \).

**Theorem 2.3.** Assume that \( f \) and \( G \) are twice continuously differentiable, let \((x^*, \lambda^*)\) be a KKT pair, and the Jacobian uniqueness conditions hold at \((x^*, \lambda^*)\).

Then, for any \( \tau \geq \max\{\hat{\tau}, 1\} \) and \( \varepsilon \) sufficiently close to \( 0 \), the system (7) is asymptotically stable at \((x^*, \lambda^*)\).

**Proof.** Without loss of generality, we assume that \( I(x^*) = \{q+1, q+2, \ldots, q+r\} \) with \( q+r \leq p \). Linearizing system (7) in the neighborhood of \( z^* \),

\[
\frac{dz}{dt} = -Q(z - z^*), \tag{8}
\]

where

\[
Q = \begin{bmatrix}
\nabla z L_e(x^*, \lambda^*, \tau) & \hat{G}(x^*, \lambda^*)^T \\
-\hat{G}(x^*, \lambda^*) & Q_{22}
\end{bmatrix}, \quad Q_{22} = \text{diag}(0, \ldots, 0, \psi_{q+1}, \ldots, \psi_p),
\]

\[
\hat{G}(x^*, \lambda^*) = (\nabla g_1(x^*), \nabla g_2(x^*), \ldots, \nabla g_q(x^*), \hat{p}_{q+1}(x^*, \lambda_{q+1}^*) \ldots, \hat{p}_p(x^*, \lambda_p^*))
\]

and

\[
\psi_j = \frac{1}{2\tau} \left(1 - \frac{1}{2} \left( \frac{2\lambda_j^*}{\sqrt{\lambda_j^* \varepsilon^2 + \varepsilon^2}} + \frac{\lambda_j^* \varepsilon^2}{(\lambda_j^* \varepsilon^2 + \varepsilon^2)(\lambda_j^* \varepsilon^2 + \varepsilon^2)} \right) \right),
\]

\[
\psi_l = \frac{1}{2\tau} \left(1 - \frac{1}{2} \left( \frac{2\tau g_l(x^*)}{(\tau g_l(x^*))^2 + \varepsilon^2} + \frac{\tau g_l(x^*) \varepsilon^2}{(\tau g_l(x^*))^2 + \varepsilon^2}(\tau g_l(x^*))^2 + \varepsilon^2) \right) \right),
\]

\[
\hat{p}_i(x^*, \lambda_i^*) = -\frac{1}{4\tau} \left( \frac{\partial}{\partial \lambda_i} p_e(x^*, \lambda_i^*) \nabla_x p_e(x^*, \lambda_i^*) + p_e(x^*, \lambda_i^*) \nabla_x \left( \frac{\partial}{\partial \lambda_i} p_e(x^*, \lambda_i^*) \right) \right),
\]

where \( q+1 \leq i \leq p, q+1 \leq j \leq q+r, q+r+1 \leq l \leq p \).

The stability of system (7) is determined by the properties of the roots of the characteristic equation

\[
\det(Q - \lambda I_{n+p}) = 0. \tag{9}
\]

We will show that the real part of each eigenvalue of \( Q \) is strictly positive, and then the result will follow from Theorem 2.2. For any complex vector \( y \), denote by \( \hat{y} \) its complex conjugate, and for any complex number \( \beta \), denote by \( \text{Re}(\beta) \) its real part.
Let \( \alpha \) be an eigenvalue of \( Q \), and let \( (\omega_1^T, \omega_2^T)^T \neq 0 \) be a corresponding eigenvector, where \( \omega_1 \) and \( \omega_2 \) are complex vectors of dimension \( n \) and \( p \), respectively. We have
\[
\text{Re}\{ \hat{\omega}_1^T, \hat{\omega}_2^T \} Q \begin{bmatrix} \omega_1 \\ \omega_2 \end{bmatrix} = \text{Re}\{ \alpha (\hat{\omega}_1^T, \hat{\omega}_2^T) \begin{bmatrix} \omega_1 \\ \omega_2 \end{bmatrix} \} = \text{Re}(\alpha)(\|\omega_1\|^2 + \|\omega_2\|^2). \tag{10}
\]
In view of the definition of \( Q \), we have
\[
\text{Re}\{ \hat{\omega}_1^T, \hat{\omega}_2^T \} Q \begin{bmatrix} \omega_1 \\ \omega_2 \end{bmatrix} = \text{Re}\{ \hat{\omega}_1^T \nabla_{xx}^2 L_c(x^*, \lambda^*, \tau) \omega_1 - \hat{\omega}_2^T \hat{G}(x^*, \lambda^*)^T \omega_1 \\
+ \hat{\omega}_1^T \hat{G}(x^*, \lambda^*) \omega_2 + \hat{\omega}_2^T Q_{22} \omega_2 \}.
\]
Since for any real \( n \times p \) matrix \( M \), it follows that
\[
\text{Re}\{ \hat{\omega}_2^T M^T \omega_1 \} = \text{Re}\{ \hat{\omega}_1^T M \omega_2 \}, \tag{11}
\]
while at the same time, by using Eq. (9),
\[
\hat{\omega}_2^T Q_{22} \omega_2 = \hat{\omega}_2^T \text{diag}(\psi_{q+1}, \cdots, \psi_p) \omega_2, \tag{12}
\]
where \( \hat{\omega}_2^T = (\omega_{21}^T, \omega_{22}^T) \), \( \omega_{21} \) and \( \omega_{22} \) are complex vectors of dimension \( q \) and \( p - q \), respectively. It follows from Eqs. (11) and (12) that
\[
\text{Re}\{ \hat{\omega}_1^T, \hat{\omega}_2^T \} Q \begin{bmatrix} \omega_1 \\ \omega_2 \end{bmatrix} = \text{Re}\{ \hat{\omega}_1^T \nabla_{xx}^2 L_c(x^*, \lambda^*, \tau) \omega_1 \\
+ \hat{\omega}_2^T \text{diag}(\psi_{q+1}, \cdots, \psi_p) \omega_2 \} \tag{13}
\]
The above relation and Eq. (10) imply that
\[
\text{Re}(\alpha)(\|\omega_1\|^2 + \|\omega_2\|^2) = \text{Re}\{ \hat{\omega}_1^T \nabla_{xx}^2 L_c(x^*, \lambda^*, \tau) \omega_1 \\
+ \hat{\omega}_2^T \text{diag}(\psi_{q+1}, \cdots, \psi_p) \omega_2 \}. \tag{14}
\]
Since the matrix \( \nabla_{xx}^2 L_c(x^*, \lambda^*, \tau) \) is positive definite, and when \( \tau > 0 \), we obtain \( \psi_j > 0 \), \( q + 1 < j < p \), then \( \forall \omega_1 \neq 0 \) or \( \forall \omega_2 \neq 0 \),
\[
\text{Re}\{ \hat{\omega}_1^T \nabla_{xx}^2 L_c(x^*, \lambda^*, \tau) \omega_1 + \hat{\omega}_2^T \text{diag}(\psi_{q+1}, \cdots, \psi_p) \omega_2 \} > 0, \tag{15}
\]
it follows from Eqs. (14) and (15) that either \( \text{Re}(\alpha) > 0 \) or else \( \omega_1 = 0, \omega_2 = 0 \). But for \( \omega_1 = 0, \omega_2 = 0 \), the equation
\[
Q \begin{bmatrix} \omega_1 \\ \omega_2 \end{bmatrix} = \alpha \begin{bmatrix} \omega_1 \\ \omega_2 \end{bmatrix}, \tag{16}
\]
yields
\[
\hat{G}(x^*, \lambda^*) \omega_2 = 0,
\]
which is also expressed as
\[
[\nabla g_1(x^*) \nabla g_2(x^*) \cdots \nabla g_q(x^*)] \omega_{21} + [\hat{p}_{q+1}(x^*, \lambda^*_{q+1})] \cdots [\hat{p}_p(x^*, \lambda^*_p)] \omega_{22} = 0,
\]
and implies that
\[
[\nabla g_1(x^*) \nabla g_2(x^*) \cdots \nabla g_q(x^*)] \omega_{21} = 0.
\]
Since \( \nabla g_1(x^*), \nabla g_2(x^*), \cdots, \nabla g_q(x^*) \) has rank \( q \), it follows that \( \omega_{21} = 0 \). This contradicts our earlier assumption that \( (\omega_1^T, \omega_2^T) \neq 0 \). Consequently, we must have \( \text{Re}(\alpha) > 0 \).

Therefore, we have that all eigenvalues of \( -Q \) have negative real parts, it follows from Lyapunov’s stability theorem of the first-order approximation that \((x^*, \lambda^*)\) is a local asymptotically stable equilibrium point of Eq. (7).
2.3. Euler discrete schemes. Integrating the system (7) by the Euler method, one obtains the iterate process

\[ z_{k+1} = z_k - h_k \Lambda(z_k, \tau), \quad (17) \]

where \( h_k \) is a stepsize.

The following theorem tells us that the Euler discrete schemes (17) with a constant stepsize is locally convergent.

**Theorem 2.4.** Assume that \( f \) and \( G \) are twice continuously differentiable, let \((x^*, \lambda^*)\) be a KKT pair, and the Jacobian uniqueness conditions hold at \((x^*, \lambda^*)\). Then there exists \( \bar{h} > 0 \) such that for any \( 0 < h_k < \bar{h} \) and \( \tau \geq \max\{r, 1\} \), the iterations defined by (17) converge locally to \((x^*, \lambda^*)\).

**Proof.** Let \( \mathbf{z}^\top = (x^\top, \lambda^\top) \) and

\[ F(z_k) = z_k - h_k \Lambda(z_k, \tau). \quad (18) \]

The convergence of the iterations (17) will be proved if we demonstrate that a \( \bar{h} \) can be chosen such that the iterations defined by

\[ z_{k+1} = F(z_k) \]

converge to \( z^* \) whenever \( z_0 \) is in a neighborhood of \( z^* \) and \( 0 < h_k < \bar{h} \). Let \( \nabla F(z) \) be the transpose of Jacobian of \( F(z) \) and \( \nu_1, \ldots, \nu_{n+p} \) be the eigenvalues of the matrix \( \nabla F(z^*)^\top \). The analysis involves investigating roots of the equation

\[ \det(\nabla F(z^*)^\top - \nu_j I_{n+p}) = 0, \quad 1 \leq j \leq n + p. \]

From the proof of Theorem 2.3, let \((a_j + ib_j), 1 \leq j \leq n + p\) are eigenvalues of the matrix \( Q \), we have \( a_j > 0, 1 \leq j \leq n + p \). Then

\[ \nu_j = (1 - ha_j) - i(hb_j), \]

the condition \(|\nu_j| < 1\) can be written as

\[ h < 2a_j/(a_j^2 + b_j^2), \quad 1 \leq j \leq n + p. \]

Let

\[ \bar{h} = \min\{2a_j/(a_j^2 + b_j^2) \mid 1 \leq j \leq n + p\}, \]

then the spectral radius of \( \nabla F(z^*)^\top \) is strictly less than 1 for \( h < \bar{h} \), and the iterations generated by the scheme (17) is locally convergent to \((x^*, \lambda^*)\) (see Evtushenko [15]). The proof is completed.

\[ \square \]

3. **Differential systems based on second-order derivatives.** The method in Section 2 can be viewed as a gradient approach, through the system (7), for solving Problem (1). Now we discuss the Newton version. The continuous version of Newton method leads to the initial value problem for the following system of ordinary differential equations

\[ \nabla Z(x, \tau) \frac{dz}{dt} = - \text{diag} \gamma_i \begin{bmatrix} \nabla X_L(x, \lambda, \tau) \\ -G_q(x) \\ -P_{q}(x) \end{bmatrix}, \quad (19) \]

where \( \nabla Z(x, \tau) \) is the transpose of Jacobian of \( Z(x, \tau) \) and \( \gamma_i > 0, 1 \leq i \leq n + p \).

**Theorem 3.1.** Assume that \( f \) and \( G \) are twice continuously differentiable, let \((x^*, \lambda^*)\) be a KKT pair, and the Jacobian uniqueness conditions hold at \((x^*, \lambda^*)\). Then for any \( \tau \geq \max\{r, 1\} \), \( \nabla Z(x^*, \tau) \) is a nonsingular matrix.
Proof. Let \( z^T = (x^T, \lambda^T) \), note that if \((x^*, \lambda^*)\) is a local minimum-Lagrange multiplier pair, and satisfies the Jacobian uniqueness conditions, then the matrix \(Q\) is invertible, this was shown as the part of Theorem 2.3 that all eigenvalues of this matrix are strictly positive. Therefore, \(\nabla_z \Lambda(z^*, \tau)\) is nonsingular.

\textbf{Theorem 3.2}. Assume that \(f\) and \(G\) are twice continuously differentiable, let \((x^*, \lambda^*)\) be a KKT pair, and the Jacobian uniqueness conditions hold at \((x^*, \lambda^*)\). Then, for any \(\tau \geq \max\{\tilde{\tau}, 1\}\), the system of Eq. (19) is asymptotically stable at \(z^*\).

Proof. From the second order smoothness of \(L_e(x, \lambda, \tau)\) around \(z^*\), we have

\[
\Lambda(z, \tau) = \Lambda(z^*, \tau) + \nabla_z \Lambda(z^*, \tau) \delta(z) + \Theta(\delta(z)),
\]

where \(\delta(z) = z - z^*\), \(\Theta(\delta(z)) = o(\|\delta(z)\|^2)\).

Linearizing system of Eq. (19) at the point \(z^*\), we obtain

\[
\frac{d\delta(z)}{dt} = -\dot{Q}(z^*) \delta(z), \quad \dot{Q}(z^*) = \left(\nabla_z \Lambda(z^*, \tau)\right)^{-1} \text{diag}_{1 \leq i \leq n+p} \gamma_i \nabla_z \Lambda(z^*, \tau).
\]

Matrix \(\dot{Q}(z^*)\) is similar to matrix \(\text{diag}_{1 \leq i \leq n+p} \gamma_i\), therefore, they have the same eigenvalues \(\lambda_i = \gamma_i > 0\), \(1 \leq i \leq n + p\). According to Lyapunov linearization principle, we have that the equilibrium point \(z^*\) is asymptotically stable.

\textbf{3.1. Euler discrete schemes for system (19)}. Integrating system (19) by the Euler method, one obtains the iterate process

\[
z_{k+1} = z_k - h_k (\nabla_z \Lambda(z_k, \tau))^{-1} \text{diag}_{1 \leq i \leq n+p} \gamma_i \Lambda(z_k, \tau),
\]

(20)

where \(z^T = (x^T, \lambda^T)\), and \(h_k\) is a stepsize. The equation (20) provides a basic implementation of the Newton iteration under the assumption that \(\nabla_z \Lambda(z^*, \tau)\) is invertible.

\textbf{Theorem 3.3}. Assume that \(f\) and \(G\) are twice continuously differentiable, let \((x^*, \lambda^*)\) be a KKT pair, and the Jacobian uniqueness conditions hold at \((x^*, \lambda^*)\). Then, for any \(\tau \geq \max\{\tilde{\tau}, 1\}\), the discrete version \(\{z_k\}\) defined by (20) locally converges with at least linear rate to the point \(z^*\) if the stepsize \(h_k\) is fixed and \(h_k < 2/\max_{1 \leq i \leq n+p} \gamma_i\). If \(h_k = 1\) and \(\gamma_i = 1\), \(1 \leq i \leq n + p\), then the sequence \(\{z_k\}\) converges quadratically to \(z^*\).

Proof. The proof of this theorem is nearly identical to the proof of Theorem 2.4 and to the proof of convergence of Newton’s method.

4. Numerical experiments. In this section, we study the performances of our method through examples to test the theoretical results achieved and the efficiency of the system of Eq. (19). We implement the Runge-Kutta algorithm in Matlab and use Matlab function ode45 to solve the differential system of Eq. (19). All the programs are run on a laptop with Intel(R) Core(TM) i7 CPU M 620 @ 2.67GHz, 2.67GHz and 4 GB of RAM. Now we report the preliminary numerical results for the testing problems in Ref.[11], which are tabulated in Table 1, the comparison is provided between the optimal value \(f(x^*)\) in Eq. (19) and \(F(x^*)\) in Ref.[26].

\[
\min \quad f(x) = x_1 x_4 (x_1 + x_2 + x_3) + x_3
\]

\text{subject to} \quad x_1 x_2 x_3 x_4 - 25 \geq 0 \quad x_1^2 + x_2^2 + x_3^2 + x_4^2 - 40 = 0 \quad 1 \leq x_i \leq 5, \quad i = 1, \ldots, 4.
To construct the experiment, we set $\tau = 20$ and $\varepsilon = 0.01$, the approximate augmented Lagrangian of the problem takes the form (2) which is twice continuously differentiable, then we run the differential system of Eq.(19) for multiple times and these replications always show similar performances. In Problem 71, we choose the differentiable, then we run the differential system of Eq.(19) for multiple times and the optimal value of Problem 71 can be derived, which are $x^* = (1, 4.7430, 3.8212, 1.3794)^T$ and $f(x^*) = 17.014$ respectively. We plot the performances of the solution and the objective value, it respectively displays the local behaviour of the trajectories of $x$ and $z^T = (x^T, \lambda^T)$ in Figure 1, and the objective values and the cost function in Figure 2, where we denotes the cost function $S(z) = ||\nabla_z L_\varepsilon(x, \lambda, \tau)||$. Figure 1 shows that there is a substantially reduced variability in terms of the cost function value as the number of iterations increased, and at same time the objective value of Problem 71 converges to the optimal value very quickly, from the plot we see the local convergence of the differential system of Eq.(19).

$$\min \ f(x) = (x_1 - x_2)^2 + (x_2 + x_3 - 2)^2 + (x_4 - 1)^2 + (x_5 - 1)^2$$

s.t. $\begin{align*}
x_1 + 3x_2 &= 0 \\
x_3 + x_4 - 2x_5 &= 0 \\
x_2 - x_5 &= 0 \\
-10 \leq x_i \leq 10, & \quad i = 1, \ldots, 5.
\end{align*}$

(P53)

We choose the infeasible initial point $x_0 = (2, 2, 2, 2, 2)^T$ to see the performance of the differential system of Eq.(19), the optimal solution and the optimal value of Problem 53 can be obtained, which are $x^* = (-0.7674, 0.2558, 0.6279, -0.1163, 0.2558)^T$ and $f(x^*) = 4.0930$ respectively. Fig.3-4 displays the local behaviour of the trajectories of the differential system of Eq.(19), from the plot we see that the differential equation approach starts from the objective value of the infeasible initial point and converges to the optimal solution. Especially, we again observed that the cost function value by the differential system of Eq.(19) gets closer and closer to zero as the iterations gradually increased.

$$\min \ f(x) = x_1^2 + x_2^2 + x_1x_2 - 14x_1 - 16x_2 + (x_3 - 10)^2 + 4(x_4 - 5)^2 + (x_5 - 3)^2 + 2(x_6 - 1)^2 + 5x_7^2 + 7(x_8 - 11)^2 + 2(x_9 - 10)^2 + (x_{10} - 7)^2 + 45$$

s.t. $\begin{align*}
105 - 4x_1 - 5x_2 + 3x_7 - 9x_8 &\geq 0 \\
-10x_1 + 8x_2 + 17x_7 - 2x_8 &\geq 0 \\
8x_1 - 2x_2 - 5x_9 + 2x_{10} + 12 &\geq 0 \\
-3(x_1 - 2)^2 - 4(x_2 - 3)^2 - 2x_3^2 + 7x_4 + 120 &\geq 0 \\
-5x_2^2 - 8x_2 - (x_3 - 6)^2 + 2x_4 + 40 &\geq 0 \\
-0.5(x_1 - 8)^2 - 2(x_2 - 4)^2 - 3x_3^2 + x_6 + 30 &\geq 0 \\
-x_3^2 - 2(x_2 - 2)^2 + 2x_1x_2 - 14x_5 + 6x_6 &\geq 0 \\
3x_1 - 6x_2 - 12(x_9 - 8)^2 + 7x_{10} &\geq 0
\end{align*}$

(P113)

Similar to the examples, the numerical results of Problem 100 and Problem 113 are reported in Table 1, Figure 6-9 respectively displays the local behaviour of the trajectories of the solution and the objective value. We already reported examples to illustrate the theoretical results achieved and the efficiency of the differential system of Eq.(19), the numerical results given show that the differential equation approach enjoys better stability and higher precision.
\[
\begin{align*}
\min \quad & f(x) = (x_1 - 10)^2 + 5(x_2 - 12)^2 + x_3^4 + 3(x_4 - 11)^2 + 10x_5^6 \\
& + 7x_6^2 + x_3^4 - 4x_6x_7 - 10x_6 - 8x_7 \\
\text{s.t.} \quad & 127 - 2x_1^2 - 3x_2^2 - x_3 - 4x_4^2 - 5x_5 \geq 0 \\
& 282 - 7x_1 - 3x_2 - 10x_3^2 - x_4 + x_5 \geq 0 \\
& 196 - 23x_1 - x_2^2 - 6x_5^2 + 8x_7 \geq 0 \\
& -4x_1^4 - x_2^4 + 3x_1x_2 - 2x_3^3 - 5x_6 + 11x_7 \geq 0
\end{align*}
\]
5. Conclusion. In this paper, we propose a differential equation approach based on the augmented Lagrangian function for constrained optimization problems. We construct the first derivative based and the second derivative based differential equation systems by using the approximate augmented Lagrangian function, which is twice continuously differentiable. Under a set of suitable conditions, we prove the asymptotic stability of the two differential systems and local convergence properties of their Euler discrete schemes, including the locally quadratic convergence rate of...
the discrete algorithm for second order derivatives based differential equation system. The numerical results show the differential equation approach works well on both stability and precision. The study on the dual theory of the nonlinear augmented Lagrangian and the numerical experiments for large-scale testing problems deserve our further research.
Figure 7. Performances of the variable $x$ and $z$ in Problem 113

Figure 8. Performances of the cost function and the objective function in Problem 113
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Table 1. numerical results

| Test | n  | p  | q  | IT  | S(z)               | f(x*)          | F(x*)          |
|------|----|----|----|-----|--------------------|----------------|----------------|
| P.71 | 4  | 10 | 1  | 349 | 8.125604 × 10^{-10} | 17.014         | 17.0140173    |
| P.53 | 5  | 13 | 3  | 127 | 1.175666 × 10^{-11} | 4.0930        | 4.093023      |
| P.100| 7  | 4  | 0  | 967 | 3.829630 × 10^{-12} | 678.6796       | 680.6300573   |
| P.113| 10 | 8  | 0  | 991 | 2.452665 × 10^{-12} | 24.3062        | 24.306291     |
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