Response Inhibition Deficits in Insomnia Disorder: An Event-Related Potential Study With the Stop-Signal Task
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Background: Response inhibition is a hallmark of executive function, which was detected impaired in various psychiatric disorders. However, whether insomnia disorder (ID) impairs response inhibition has caused great controversy.

Methods: Using the auditory stop-signal paradigm coupled with event-related potentials (ERPs), we carried out this study to examine whether individuals with ID presented response inhibition deficits and further investigated the neural mechanism correlated to these deficits. Twelve individuals with ID and 13 matched good sleepers (GSs) had participated in this study, and then they performed an auditory stop-signal task (SST) in the laboratory setting with high density EEG recordings.

Results: The behavioral results revealed that compared to GSs, patients with ID presented significantly longer stop-signal reaction time (SSRT), suggesting the impairment of motor inhibition among insomniacs. Their reaction time in go trials, however, showed no significant between-group difference. Considering the electrophysiological correlate underlying the longer SSRT, we found reduced P3 amplitude in patients with insomnia in the successful stop trials, which might reflect their poor efficiency of response inhibition. Finally, when we performed exploratory analyses in the failed stop and go trials, patients with ID presented reduced Pe and N1 amplitude in the failed sop trials and go trials respectively.

Discussion: Taken together, these findings indicate that individuals with ID would present response inhibition deficits. Moreover, the electrophysiological correlate underlying these deficits mainly revolves around the successful stop P3 component. The present study is the first to investigate the electrophysiological correlate underlying the impaired response inhibition among insomniacs.
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INTRODUCTION

Insomnia disorder (ID) has been one of the most prevalent and common psychophysiological disorders. According to International Classification of Sleep Disorders 3rd edition (ICSD-3), ID is defined as a persistent difficulty with sleep initiation, duration, consolidation, or quality that occurs despite adequate opportunity and circumstances for sleep, and results in some form of daytime impairment (1). They often complain about impaired cognitive function such as emotional processing (2, 3), memory consolidation (4, 5), vigilance (6, 7), selective attention (8–11), while inconsistent results were still found in executive function. A literature review of executive function found that the majority of studies failed to find its impairment in primary insomnia (12). But another meta-analysis study pointed out that individuals with insomnia exhibited impairments only in some complex tasks (for example, working memory, and cognitive flexibility), which were generally related to the integrity of the prefrontal cortex (13). However, evidence from functional neuroimaging seemed to favor the viewpoint of impaired executive function. Increasing studies had a tendency to recognize the existence of abnormal brain morphometry and reduced brain metabolism in prefrontal cortex among patients with insomnia, which manifested the probable deficit of executive function associated with this prefrontal dysfunction (14–16).

Response inhibition is a hallmark of executive function, and one of the representative psychological tasks to assess it is the stop-signal task (SST). SST is a two-choice reaction task in which participants are typically instructed to respond to a primary go stimulus as fast as possible, unless a stop-signal is occasionally and unexpectedly presented to instruct the participants to suppress the go response (17, 18). This paradigm, buttressed by the horse-race model, is an effective tool to investigate response inhibition in the laboratory setting (19). In the horse-race model, stop-signal performance depends on a race between a “go process” (triggered by a go stimulus) and a “stop process” (triggered by a stop-signal). Response inhibition is determined by the finishing time of two processes: if the go process ends before the stop process, the response is executed; contrarily, if the stop process finishes before the go process, the response is inhibited (20, 21). SST allows the estimation of response execution time to go stimuli and the latency of stop process (known as the stop-signal reaction time, SSRT). The latter is proved to reflect the speed of response inhibition.

There are numerous researchers who used the SST to assess the response inhibition in various psychiatric disorders, such as attention-deficit hyperactivity disorder (22, 23), obsessive-compulsive disorder (24, 25), schizophrenia (26, 27), and eating disorder (28). However, to our knowledge, only two studies had ever adopted the stop-signal paradigm to investigate the response inhibition in patients with ID. One of them employed the auditory SST to investigate the response inhibition process in primary insomnia and obstructive sleep apnea syndrome (OSAS). This study claimed that compared to controls, only OSAS presented impaired response inhibition (i.e., longer SSRT), but there was no significant SSRT difference between insomniacs and normal sleepers (29). Another study, however, reported a completely different result. Covassin and his colleagues found response inhibition deficits in insomnia patients (i.e., longer SSRT), accompanied by high levels of cardiovascular arousal (30). The discrepancy between the above two studies may partially result from clinical heterogeneity and the different methods in computing SSRT.

Previous functional neuroimaging studies had explored the neural substrates of response inhibition. In the SST, the go process typically activated a cortico-basal-ganglial-thalamocortical circuit, which included frontal, striatal, pallidal, and motor cortical regions; while the stop process mainly activated a fronto-basal-ganglia circuit, which included inferior frontal gyrus (IFG), middle frontal gyrus, medial frontal gyrus, subthalamic nucleus and striatum (17, 31, 32). Among these regions, prefrontal cortex, especially the right IFG, was considered to be the crucial region that contributed to response inhibition (33–35). Prefrontal hypoactivation and atrophy, for example, the reduced gray matter concentrations in bilateral IFG, had been substantiated by the majority of previous studies (15, 16, 36, 37), although contradictory results also were found in few studies due to the clinical heterogeneity or the technical diversity (38). Thus prefrontal dysfunction may be the neural correlate of the impaired response inhibition in insomniacs. Nevertheless, the poor temporal resolution of functional magnetic resonance imaging (fMRI) makes it difficult to determine the neural mechanism underlying insomniacs’ poor response inhibition. Event-related potentials (ERPs), with its merit in temporal resolution, may be an optimal measure to provide insight into the spatiotemporal dynamics of response inhibition deficits in ID.

Several ERP components linked to response inhibitory processing: firstly the N1 component, a negative potential peaking around 100–150 ms with a central distribution; and then P3, a positive potential peaking around 300–400 ms with a fronto-central or central distribution (39, 40). The auditory N1 would be taken into consideration since it originates from the auditory cortex. This component indicated early orientation or selective attention to the stop-signal, which would affect subsequent inhibitory processing (39, 41). The P3 component was believed to have a specific association with the monitoring of the success of inhibitory processing (42, 43). Moreover, in the failed inhibition trials, we also focused on two error-related ERP components time-locked to the overt response. They were typically observed if subjects failed to stop the primary go response. The first component was known as error-related negativity (ERN), a sharp negative wave peaking around 60–80 ms after a button press, with the maximal amplitude in the frontal area. Another positive potential named error-positivity (Pe) would appear after the ERN showing up, which presented a posterior-central distribution. The ERN-Pe complex had been found to be functionally associated with error detection and adjustment of post-error decisions (44). Hitherto, to our knowledge, no study has investigated the above
components underlying dysfunctional response inhibition in insomnia patients. In the present study, we placed a high value on N1 and P3 components time locked to stop-signal in the successful stop trials. Furthermore, exploratory analyses were also performed in both N1 and P3 components in the go trials, as well as the ERN-Pe complex in the failed stop trials, to investigate other possible factors resulting in response inhibition deficits in patients with ID.

Taken together, through using the auditory stop-signal paradigm and ERPs, the primary aim of our study was to address two questions: whether individuals with insomnia would present response inhibition deficits, and the electrophysiological correlate underlying these deficits. Based on previous studies, our hypotheses were as following: the impaired response inhibition in patients with ID, in comparison with that of the control group, might be reflected as a longer SSRT in behavior performance; the electrophysiological mechanism underlying the longer SSRT might correlate to the reduced N1 and P3 amplitude, and/or longer N1 and P3 latency in the successful stop trials.

**MATERIALS AND METHODS**

**Participants**

Thirteen good sleepers (GSs, 8 males; mean age = 41.3 years, S.D. = 12.4) and 12 patients with insomnia disorder (IDs, 7 males, mean age = 49.1 years, S.D. = 7.6) had participated in this experiment. All IDs were recruited from Department of Sleep Psychology Center, Daping Hospital, Army Medical University. GSs were recruited from the local community through advertisements. Some questionnaires including Pittsburgh Sleep Quality Index (PSQI) (45), Self-Rating Depression Scale (SDS) (46), Self-Rating Anxiety Scale (SAS) (47), and Barratt impulsiveness scale (BIS) (48), were completed to assess sleep quality and emotion state. Two experienced psychiatrists (author DG and FY) conducted the semi-structured clinical interviews to exclude any history of psychiatric and sleep disorders. All IDs met the following criteria: (1) age between 18 and 65; (2) conforming to the definition of ID by International Classification of Sleep Disorders-3; (3) PSQI score ≥7; (4) the duration of insomnia ≥1 year; (5) no inborn or other acquired psychiatric and physiological diseases, or any other sleep disorders (including hypersomnia, parasomnia, sleep-related breathing, sleep-related movement, or circadian rhythm sleep disorders); (6) free of any psychoactive medication for at least 2 weeks prior to and during the study participation. Besides, all GSs met the following criteria: (1) having good sleeping habits and no difficulty with sleep initiation and/or maintenance; (2) no history of swing shift, shift work, or sleep complaints; (3) no consumption of psychoactive drugs for at least 2 weeks prior to the study; (4) PSQI score <7, the standardized score of SDS and SAS <50. Moreover, participants gave their written informed consent after a detailed explanation of our study protocol and were then compensated for their participation. The study was approved by the Ethics Committee of the Southwest University and Army Medical University, and all procedures involved were executed in accordance with the sixth revision of the Declaration of Helsinki.

**PROCEDURE**

**Polysomnography**

All participants were asked to arrive at the sleep laboratory in 18:00 p.m. to prepare for EEG recording, and then they were asked to sleep about 8 h from “lights out” (22:00–24:00) to “lights on” (06:00–08:00) with standard Polysomnography (PSG) recordings at Department of Sleep Psychology Center, Daping Hospital of Army Medical University. PSG parameters were used to exclude any other sleep disorders. Participants, who have periodic limb movements in sleep or a sleep apnea index per total sleep time (TST) of more than 5.0/h, were excluded in this study. Sleep was recorded by 16-channel Nihon Kohden EEG-polysomnograph, which included 6 EEG leads with bipolar re-referencing (F3-A2; F4-A1; C3-A2; C4-A1; O1-A2; O2-A1), electrooculography (horizontal and vertical), and submental electromyography. Sleep stages were scored visually by two experienced raters (authors YW and DM) according to American Academy of Sleep Medicine criteria (49). By monitoring abdominal and thoracic effort, nasal airflow, oximetry, and bilateral tibialis anterior electromyography, any patients detected with apnea and periodic limb movements would be excluded from this study. The sleep parameters were shown in Table 1.

**Stop-Signal Task**

The auditory SST, programmed with reference to Verbruggen’s study (18), was applied into our experiment (Figure 1). This experiment consisted of seven blocks, and every block comprised 64 trials (48 go trials and 16 stop trials). The first block was regarded as practice. All subjects were right-handed and comfortably seated in a well-lit, temperature-controlled, and soundly attenuated room. They were instructed to press a corresponding button on the keyboard as quickly and accurately as possible (go trials). When the tone occurred, they had to refrain from making any response at full strain (stop trials).

**EEG Recording**

Continuous scalp EEG was recorded by 63 Ag/AgCl active electrodes mounted within an elastic cap, based on the extended 10–20 international electrode placement system (Brain Products GmbH, Steingrabenstr, Germany), and two additional electrodes were used as reference and ground. The electrooculogram (EOG) was simultaneously recorded using two electrodes. One was placed below the left eye and another at the outer canthus of the right eye. The electrical signals were recorded at 500 Hz with an online 0.01–100 Hz band-pass filter, including a 50 Hz notch filter. The electrode impedance was kept below 5 kΩ after careful preparation.

**Statistical Data Analysis**

The preprocessing was conducted with the assistance of custom-made MATLAB (R2014, The MathWorks, Inc.) scripts supported by EEGLAB. All channels were firstly re-referenced...
TABLE 1 | Descriptive statistic of demographic, clinical and polysomnographic data.

|                  | Insomnia disorders | Good sleepers | T       | p       |
|------------------|--------------------|---------------|---------|---------|
| Age              | 49.1 ± 7.6         | 41.3 ± 12.4   | 1.869   | 0.074   |
| BMI [kg/m²]      | 22.5 ± 3.0         | 21.8 ± 2.5    | 0.624   | 0.538   |
| Education [y]    | 9.9 ± 2.7          | 12.8 ± 4.1    | −2.078  | 0.042   |
| Insomnia duration [M] | 123.7 ± 57.6  | −              | −       | −       |
| PSQI             | 15.5 ± 2.8         | 3.9 ± 1.8     | 12.459  | <0.001  |
| BIS              | 37.4 ± 14.4        | 30.2 ± 9.2    | 1.513   | 0.144   |
| BIS-M            | 36.5 ± 16.5        | 30.2 ± 12.5   | 1.078   | 0.292   |
| BIS-C            | 36.9 ± 15.6        | 30.0 ± 11.5   | 1.265   | 0.219   |
| BIS-P            | 39.0 ± 22.3        | 30.4 ± 11.8   | 1.187   | 0.252   |
| SDS              | 55.0 ± 13.7        | 34.2 ± 6.7    | 4.760   | <0.001  |
| SEI              | 51.3 ± 9.7         | 30.7 ± 3.7    | 6.896   | <0.001  |

POLYSOMNOGRAPHIC DATA

|                  | TST [min]          | SEI [%]        | SL [min]    | WASO [min] | REML [min] | S1 [%]       | S2 [%]       | SWS [%]       | REM [%]       | T   | p   |
|------------------|--------------------|----------------|-------------|------------|------------|--------------|--------------|--------------|--------------|------|-----|
|                  | 399.6 ± 65.6       | 75.6 ± 14.6    | 15.7 ± 9.3  | 112.3 ± 75.8 | 156.0 ± 116.5 | 24.4 ± 13.7 | 54.6 ± 12.8 | 5.0 ± 4.4    | 16.0 ± 8.0   | 0.291 | 0.774 |
|                  | 391.6 ± 71.4       | 84.8 ± 11.2    | 11.6 ± 9.4  | 46.0 ± 40.0 | 114.2 ± 63.0 | 18.6 ± 11.6 | 53.2 ± 12.9 | 9.6 ± 8.0    | 18.7 ± 5.3   | 0.219 | 0.538 |

Significant results are presented in bold (p < 0.05). Marginally significant results are evidenced in italics. BMI, Body Mass Index; BIS, Barratt Impulsiveness Scale; BIS-M, the dimension of Motor Impulsiveness of BIS; BIS-C, the dimension of Cognitive Impulsiveness of BIS; BIS-P, the dimension of No Planning Impulsiveness of BIS; PSQI, Pittsburgh Sleep Quality Index; SAS, Self-Rating Anxiety Scale; SDS, Self-Rating Depression Scale; TST, Total Sleep Time; SEI, Sleep Efficiency Index; SL, Sleep Latency; WASO, Wake After Sleep Onset; REML, Rapid Eye Movement Latency; S1, Sleep Stage 1; S2, Sleep Stage 2; SWS, Slow Wave Sleep; REM, Rapid Eye Movement.

offline to the average of the left and right mastoids. Then the EEG data were digitally filtered from 0.1 to 45 Hz via a conventional finite impulse response (FIR) filter. ERP epochs were defined from −100 to 900 ms (stimulus-locked around the stimulus in the go trials or the tone in the successful stop trials) and −500 to 900 ms (response-locked around the button press in the failed stop trials). In the go and successful stop trials, the epochs were baseline-corrected using a 100 ms pre-stimulus window, whereas in the failed stop trials, the epochs were aligned to a 500 ms pre-response window. Some epochs with ocular, muscular, and other types of artifacts were identified and then excluded from further analysis. This study also used the independent component analysis (ICA) to remove the remaining EEG artifacts according to participants’ scalp maps and activity profile. As a result, on average, 274 trials for the go condition, 54 trials for the successful stop condition, and 41 trials for the failed stop condition were considered qualified for further analysis. There was no between-group difference in the number of the remaining trials. After careful inspection of the ERP waveforms and the scalp topography in every subject, we selected N1 (80–100 ms) and P3 (230–400 ms) locked to the stimulus presentation in the go trials and stop-signal in the successful stop trials. Moreover, we also focused on the components of ERN (0–100 ms) and Pe (150–300 ms) locked to the button press in the failed stop trials. The P2 and N2 components were not quantified since they were small in magnitude, which was common for auditory evoked ERPs (39, 50). Mean voltage amplitude and peak latency (i.e., the time interval between stimulus or response onset and maximal amplitude) in these component-specific windows were used for further statistical analysis. To increase the signal-to-noise ratio, six regions of interest (ROIs) were selected by averaging all neighbor electrodes: (1) AF3, F7, F3, Fz, AF4, F4, F8 (frontal), (2) FC5, FC1,C3,Cz, FC2, FC6, C4 (central), (3) CP5, CP1, P3, CP2, CP6, P4 (parietal), (4) AF3, F7, F3, FC5, FC1, C3, CP5, CP1, P3 (left), (5) Fz, Cz, Pz (midline), (6) AF4, F4, F8, FC2, FC6, C4, CP2, CP6, P4 (right). These electrodes and regions were selected based on the parameters defined in previous studies (23, 40, 51).

SPSS 16.0 was used as the statistical analysis toolbox. Two-sample T-test was used to find the between-group difference from demographic, clinical, and polysomnographic parameters. Two-way repeated measures ANOVAs were conducted to analyze amplitudes and latencies of these ERP components with ROIs as the within-subject factor, group (GS vs. ID) as the between-subject factor, and age and education level as covariates. The Greenhouse–Geisser correction was used to adjust the effects for any violation of sphericity. The study also involved Bonferroni correction bearing a corrected p < 0.0125 threshold into
adjusting of multiple applications of ANOVA and Fisher’s least significant difference (LSD) tests were used for post hoc comparisons. Additional bootstrap analyses were also carried out to assess the between-group differences of the behavioral data and the correlations between these behavioral parameters and P3 amplitude in the successful stop trials. All significant thresholds were set at $p < 0.05$ except the ANOVAs. The bootstrapping method is suitable to fix limitation caused by the small sample size and thus the statistical bias can be reduced. The bootstrap results in our study were based on 1,000 bootstrap samples with age and education as covariates. All data involved in this study are available upon request.

RESULTS

Demographic Data and Sleep Parameters

Descriptive statistics on demographic data and sleep parameters of the two groups were shown in Table 1. The two groups did not differ in BMI, BIS and the three subscales of BIS. Although the age and education levels presented marginally significant differences between two groups, they were used as covariates in all the following statistical analyses. As we expected, compared to GSs, patients with ID presented higher scores in PSQI, SAS, and SDS, which suggested poorer sleep quality and worse mood states in insomniacs.

Considering the PSG parameters, insomnia patients showed significantly increased time on wake after sleep onset (WASO). Moreover, marginally significant between-group differences were also observed in the sleep efficiency index ($p = 0.092$) and the percentage of slow wave sleep ($p = 0.088$). No significant difference was found in any other parameters.

Behavioral Results

As illustrated in Figure 2B, significantly longer SSRT was found in IDs compared with that of GSs ($t_{(23)} = 3.496, p = 0.002$). The bootstrap result also revealed a stable and significant between-group difference on SSRT ($p = 0.038$ with 95% confidence intervals between 5.37 and 70.55). No significant between-group effect was found for go accuracy, stop accuracy, omissions, choice errors, false alarms, go RT, and SSD (Figure 2A and Table 2). These results suggested the impaired motor inhibition in patients with ID, but the motor response was relatively intact for them.

![FIGURE 1](image1) Depiction of a go and a stop trial course in the stop-signal task. In this paradigm, subjects are asked to perform an auditory two-choice reaction task. In the go trials, participants need discriminate the shape of a stimulus (a square corresponds to a left response “Q” and a circle corresponds to a right response “P”). Each trial begins with a central fixation cross (250 ms), then a square or circle is presented for 1,250 ms in a randomized order. The inter-trial interval is a blank screen of 2,000 ms. In the stop trials, occasionally, a tone (i.e., the stop-signal, 750 Hz, 75 ms) is presented shortly after the stimuli onset (a square or circle). Subjects are instructed to withhold their response when the tone occurs. In the stop-signal trials, the stop-signal is presented after a variable stop-signal delay (SSD; i.e., the delay between the onset of a go stimulus and the onset of a stop-signal). SSD is initially set at 250 ms and is adjusted dynamically with the staircase tracking procedure: when inhibition is successful, SSD increases by 50 ms; when the inhibition is unsuccessful, SSD decreases by 50 ms.

![FIGURE 2](image2) Reaction time (Go RT, A) in go trials and stop-signal reaction time (SSRT, B) in patients with insomnia disorder (ID) and good sleepers (GS). ** Indicates significant level of $p < 0.05$. 
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### TABLE 2 | Descriptive statistic of the stop-signal task.

|                      | Insomnia disorders  | Good sleepers  | T       | p          |
|----------------------|---------------------|----------------|---------|------------|
| Go accuracy (%)      | 0.98 ± 0.01         | 0.99 ± 0.01    | -0.634  | 0.532      |
| Stop accuracy (%)    | 0.56 ± 0.07         | 0.57 ± 0.07    | -0.151  | 0.881      |
| Omissions (%)        | 0.01 ± 0.003        | 0.005 ± 0.006  | 1.332   | 0.196      |
| Choice errors (%)    | 0.009 ± 0.01        | 0.008 ± 0.009  | 0.043   | 0.966      |
| False alarms (%)     | 0.44 ± 0.07         | 0.43 ± 0.07    | 0.151   | 0.881      |
| Go RT (ms)           | 590.5 ± 60.1        | 557.6 ± 64.6   | 1.315   | 0.201      |
| SSRT (ms)            | 295.9 ± 38.5        | 243.4 ± 36.6   | 3.496   | **0.002**  |
| SSD (ms)             | 294.6 ± 63.5        | 311.5 ± 73.9   | -0.609  | 0.549      |

Significant result is presented in bold (p < 0.05). Go RT, Reaction Time of Go Trials; SSRT, Stop-signal Reaction Time; SSD, Stop-signal Delay.

---

### Stop-Signal ERPs in the Successful Stop Trials

Figure 3 presented each group's grand average ERPs locked to auditory stop-signal in the successful stop trials, and their ERP difference waves were plotted with gray dot lines. N1 (80–180 ms) and P3 (230–400 ms) were the components that we concerned. As for N1 amplitude, results given by repeated measure ANOVA on mean amplitude presented no significant effect. Although there was no significant group or group × ROIs interaction effect when considering N1 latency, significant main ROIs effect was found [F(3,68,64.44) = 4.227, p = 0.007, η² = 0.168] (Figure 4A).

We found significant main group effect [F(1,21) = 14.04, p < 0.001, η² = 0.401], and marginally significant group × ROIs interaction effect [F(1,80,37.85) = 5.123, p = 0.013, η² = 0.196] in P3 amplitude. During the post-hoc comparisons, the P3 amplitude in patients with insomnia was significantly smaller than GSs in all ROIs except for the frontal area. The P3 amplitude reached its maximum in the midline and centro-parietal area in GSs, but individuals with ID only exhibited midline dominance (Figure 4B).

### Exploratory Analyses of Response-Locked and Stimulus-Related ERPs

Figure 5 presented the grand average ERPs of each group when time-locked to button press in the failed-stop trials. Scalp distribution maps of every component were shown in Figure 6. We found a negative potential just on or after the onset of an overt response, followed by a positive potential. They were known as the ERN-Pe complex. It showed no significant main group effect, both in amplitude and latency of ERN. However, we found marginally significant main group effect [F(1,21) = 7.365, p = 0.013, η² = 0.26] in Pe amplitude. Post-hoc comparisons indicated that Pe amplitude was significantly smaller in IDs than GSs in all ROIs except for the frontal area. In addition, only the group of GSs presented central-midline dominance, while the insomnia group didn’t (Figure 6B).

We also investigated the components of N1 (80–180 ms) and P3 (230–400 ms) in go trials to explore the neuro-mechanism underlying the longer reaction time. As a result, significant main group effect was detected in N1 amplitude [F(1,21) = 11.274, p = 0.003, η² = 0.349], while we didn’t find the similar result in P3 amplitude [F(1,21) = 1.157, p = 0.979, η² = 0.000]. Neither main ROIs nor group × ROIs interaction effect was found in N1 or P3 amplitude. During the post hoc comparisons, insomnia group presented significantly smaller N1 amplitude than GSs in all ROIs except for the frontal area.

### Correlations Between Behavioral Parameters and P3 Component

In our study, the key finding associated with the impairment of motor inhibition in patients with ID was the reduced P3 amplitude in the successful stop trials. To further investigate the factors that influenced P3 amplitude, we explored the partial correlations between the participants’ P3 mean amplitude of all selected ROIs except for the frontal area and their behavioral parameters, with age and education as the covariates. We found that P3 mean amplitude was negatively correlated with the score of PSQI (r = −0.614, p = 0.002), BIS (r = −0.428, p = 0.041), BIS-M (r = −0.438, p = 0.036), SAS (r = −0.58, p = 0.004), SDS (r = −0.512, p = 0.013). These results suggested that the abnormal P3 amplitude was predictable based on participants’ subjective sleep quality, impulsive personality characteristic or emotional state. All the correlations passed the statistical correction after the complementary analyses of bootstrapping tests.

### DISCUSSION

To address whether individuals with ID would present response inhibition deficits, we used the auditory SST to assess the participants’ response inhibition process based on their task performance, and further investigated the electrophysiological correlate underlying the performance. Both behavioral and ERPs results revealed the impaired motor inhibitory processing in patients with ID.

### Psychometrics and Behavioral Performance Results

The psychometric data revealed that the two groups differed significantly in the subjective sleep measure (PSQI), the objective sleep measure (WASO), and the emotional indicators (SAS and SDS). These results revealed poorer sleep quality and worse emotional states among patients with insomnia. Although we found no obvious between-group difference in the reaction time of the go trials, SSRT was found to be significantly longer in the group of IDs. These findings, obviously, reflected the impaired motor inhibition in patients with ID, but their motor response was relatively intact. Nonetheless, the relationship between response inhibition and insomnia disorder in prior studies seems to lack consistency. A study used the auditory stop-signal paradigm to corroborate the response inhibition deficits among insomniacs and also found the same kind of longer SSRT as reported in our study (30). Another study, however, came to a contrary conclusion. The study investigated the response inhibition both in patients with ID and OSAS and it claimed that only patients with OSAS showed a longer SSRT, rather
FIGURE 3 | Grand average ERPs time-locked auditory stop-signal stimuli in the successful-stop trials for the groups of insomnia disorders (ID, solid lines), good sleepers (GS, dash lines), and their difference waves (GS minus ID, gray dot lines). N1 (80–180 ms) and P3 (230–400 ms) components were labeled at the site where their peak latencies were determined.

than the insomniacs (29). The inconsistency may correlate to the clinical heterogeneity or the inconsistent estimation of SSRT, which can be calculated by subtracting SSD from the finishing time of the stop process or the mean reaction time of the go trials (21, 52). Moreover, functional neuroimaging evidence supported the fronto-basal-ganglia circuit in the implementation of response inhibition (17, 31, 53). In this circuit, via interactions with the subcortical areas, the frontal lobe was proposed to top-down regulate the motor cortex. Therefore, prefrontal atrophy and hypoactivation in insomniacs seem to be the neural correlate of the damaged motor inhibition (15, 16, 36, 37).

ERP Results

Our key finding was the reduced successful stop P3 amplitude in patients with ID. It was suggested that the central-maximum P3 reflected the inhibitory processing and the efficiency of inhibitory control (40, 42). Critically, the dipole source analysis in previous studies pointed that the successful stop P3 might present a source in the primary motor cortex (PMC) (42, 54). PMC was found to be the last cortical area of inhibitory processing and its communication with the prefrontal cortex underpinned the inhibition behavior (55). Whereas this communication was disrupted by the abnormal prefrontal cortex and then patients with insomnia failed to suppress the go response because of their impaired response inhibitory circuit. What’s more, the negative correlations between P3 amplitude and the global score of BIS, motor impulsiveness subscale of BIS, as well as PSQI provided convincing evidence for the above-mentioned hypotheses. And more importantly, previous research had revealed that P3 amplitude was found to be smaller in the longer reaction time group than the shorter group (40). This was consistent with our findings, in which insomniacs presented longer reaction time and decreased P3 amplitude in the central-midline area.
FIGURE 4 | Topographic maps of the N1 (80–180 ms, A) and P3 (230–400 ms, B) components time-locked to the auditory stop-signal in the successful stop trials. Left: Topographic maps of each ERP component for the group of good sleepers (GS). Middle: Topographic maps of each ERP component for the group of insomnia disorders (ID). Right: Topographic maps of each ERP component for the GS minus ID.

FIGURE 5 | Grand average response-locked ERP waveforms in the failed stop trials for the groups of ID (solid lines), GS (dash lines), and their difference waves (gray dot lines). ERN (0–100 ms) and Pe (150–300 ms) components were labeled at the site where their peak latencies were determined.
However, the observed between-group effect in P3 amplitude in our current study might partly be triggered by the inclusion of go trials, which influenced the process of the stop-signal. Future studies should consider other tasks (for example, two-choice oddball paradigm) that could extract the pure electrophysiological correlate associated with response inhibition.

A negative/positive complex known as the ERN-Pe complex in the failed stop trials can be observed after a button press, which would happen if the inhibition processing failed to stop the primary go response (44, 56). Specifically, the ERN had a noticeable association with error detection, while Pe had been interpreted as the affective processing or a compensatory action to an erroneous response (44, 57). Consequently, failing to inhibit a response in the failed stop trials also evoked the error-related brain potential (i.e., the ERN-Pe complex) in our study. It has to be noted that we found no group difference in both ERN amplitude and latency. This result was inconsistent with some previous studies, which focused on the psychiatric disorders such as anxiety with comorbid insomnia (58), major depressive disorder (59), generalized anxiety disorder (60). Why there was no between-group effect in our study? One possible explanation was that abnormal error-processing had an intimate relationship with trait-related disorders (61). Insomnia-related complaints, however, were found to significantly correlate to state anxiety (62). When it comes to the second component of the ERN-Pe complex, we found that Pe amplitude was significantly decreased in the group of IDs than GSs. The putative neural generator of Pe was located in the rostral anterior cingulate cortex (rACC) (63). The fMRI studies suggested that ACC mainly served as a generic detector for response conflict and action monitoring (64, 65). Consequently, the reduced Pe amplitude among insomniacs reflected their disordered affective processing to the erroneous response. And its reduction might associate with the structural abnormality of rACC, as reported by a previous neuroimaging study (66).

Finally, compare to GSs, we found longer reaction time in the group of IDs, though the between-group difference didn’t reach a significant level. However, during the exploratory ERP analyses in the go trials, we found reduced N1 amplitude in insomniacs. As an exogenous component, N1 typically peaked around 100 ms and reflected the early sensory activation and the selective attention to the go stimulus (41). Decreased N1 amplitude suggested the deficient stimulus perception or selective attention among insomniacs. Additionally, a previous ERP study investigating the effect of mental fatigue on attention had focused on a phenomenon known as N1 decrement: the longer the time participants spent on performing tasks, the smaller the negativity was in the N1 amplitude (67). Mental fatigue resulted in a reduction in the goal-directed attention, leaving subjects performing in a more stimulus-driven fashion. Insomniacs presented well-documented fatigue and mood disorders, which had been demonstrated to associate with the integration of prefrontal cortex (68–71). In fact, the prefrontal abnormality in patients with insomnia had been repeatedly confirmed by many studies (15, 16, 36, 37). Consequently, the abnormal prefrontal cortex and insomnia-related mental fatigue might be the reasons why insomniacs presented decreased N1 amplitude in the go trials.

Obviously, our present study has some limitations. Firstly, there were marginally significant between-group differences in age and education level, which might be the possible confounders although they were used as covariates in all statistical analyses. Secondly, owing to the small sample size, statistical power was relatively weak and any inference based on this study should be cautious. Thirdly, emotional disorders like anxiety and depression might be the factors that influence insomniacs’ response inhibition process, though we enrolled the patients with...
mild depression and anxiety. Finally, it was still in controversy about whether the response-locked Pe was completely distinct from the classical P3 in functional significance (43), so any interpretations concerning this component should be taken with caution.

CONCLUSIONS

In conclusion, through using the auditory stop-signal paradigm coupled with ERPs, we carried out this study to examine whether individuals with insomnia presented response inhibition deficits and further investigated the electrophysiological correlate underlying these deficits. We made efforts to verify whether insomniacs presented significantly longer SSRT compared to Gs. The results, in line with prior studies, substantiated the hypothesis that insomnia patients presented deficient motor inhibition, but their motor response was relatively intact. Specifically, the group of IDs presented reduced P3 amplitude in the successful stop trials, indicating the decreased efficiency of response inhibitory processing among insomniacs. Although there was no between-group difference of reaction time in the go trials, the reduced N1 amplitude might still reflect the damaged sensory activation or selective attention to primary stimulus among insomniacs. Finally, with regard to response-locked ERPs, patients with insomnia presented reduced Pe amplitude, suggesting the abnormal affective processing when they made an erroneous response. Taken together, the above-mentioned findings showed that patients with ID usually presented response inhibition deficits and the electrophysiological correlate underlying these deficits typically focus on the successful stop P3 component.

AUTHOR CONTRIBUTIONS

WZ, DG, and XL designed and performed the experiments. WZ, XL, FY, YW, and DM analyzed the data. WZ and XC wrote the manuscript.

ACKNOWLEDGMENTS

This research is supported by grants provided by the National Nature Science Foundation of China (31571111).

REFERENCES

1. American Academy of Sleep Medicine. International Classification of Sleep Disorders—Third Edition (ICSD-3) in 2014. Chicago: American Academy of Sleep Medicine (2014).
2. Hasler BP, Germain A, Nofzinger EA, Kupfer DJ, Krafty RT, Rothenberger SD, et al. Chromotype and diurnal patterns of positive affect and affective neural circuitry in primary insomnia. J Sleep Res. (2012) 21:515–26. doi: 10.1111/j.1365-2869.2012.01002.x
3. Kyle SD, Beattie L, Spiegelhalder K, Rogers Z, Espie CA. Altered emotion perception in insomnia disorder. Sleep (2014) 37:775–83. doi: 10.5665/sleep.3588
4. Backhaus J, Junghanns K, Born J, Hohaus K, Faasch F, Hohagen F. Impaired declarative memory consolidation during sleep in patients with primary insomnia: Influence of sleep architecture and nocturnal cortisol release. Biol Psychiatry (2006) 60:1324–30. doi:10.1016/j.biopsych.2006.03.051
5. Nissen C, Kloepfer C, Feige B, Pisczek H, Spiegelhalder K, Voderholzer U, et al. Sleep-related memory consolidation in primary insomnia. J Sleep Res. (2011) 20(1 Pt 2):129–36. doi: 10.1111/j.1365-2869.2010.00872.x
6. Varkevisser M, Kerkhof GA. Chronic insomnia and performance in a 24-h constant routine study. J Sleep Res. (2005) 14:49–59. doi: 10.1111/j.1365-2869.2004.00414.x
7. Altana E, Van Der Werf YD, Strijers RL, Van Someren EJ. Sleep loss affects vigilance: effects of chronic insomnia and sleep therapy. J Sleep Res. (2008) 17:335–43. doi:10.1111.j.1365-2869.2008.00671.x
8. Jones PE, Macphee LM, Broomfield NM, Jones BC, Espie CA. Sleep-related attentional bias in good, moderate, and poor (primary insomnia) sleepers. J Abnorm Psychol. (2005) 114:249–58. doi:10.1037/0021-843X.114.2.249
9. Baglioni C, Lombardo C, Bux E, Hansen S, Salveta C, Biello S, et al. Psychophysiological reactivity to sleep-related emotional stimuli in primary insomnia. Behav Res Ther. (2010) 48:467–75. doi: 10.1016/j.brat.2010.01.008
10. Baglioni C, Spiegelhalder K, Regen W, Bux E, Hernandez S, Albrecht H, et al. Insomnia disorder is associated with increased amygdala reactivity to insomnia-related stimuli. Sleep (2014) 37:1907–17. doi:10.5666/sleep.4240
11. Harris K, Spiegelhalder K, Espie CA, MacMahon KMA, Woods HC, Kyle SD. Sleep-related attentional bias in insomnia: A state-of-the-science review. Clin Psychol Rev (2015) 42:16–27. doi: 10.1016/j.cpr.2015.08.001
12. Ferreira ODL, Moraes de Almondes K. The executive functions in primary insomniacs: literature review. Perspectivas en Psicología (2014) 11:1–9.
13. Fortier-Brochu É, Beaulieu-Bonneau S, Ivers H, Morin CM. Insomnia and daytime cognitive performance: a meta-analysis. Sleep Med Rev. (2012) 16:83–94. doi:10.1016/j.smrv.2011.03.008
14. Nofzinger EA, Buyse DJ, Germain A, Price JC, Miewald JM, Kupfer DJ. Functional neuroimaging evidence for hyperarousal in insomnia. Am J Psychiatry (2004) 161:2126–8. doi:10.1176/appi.ajp.161.11.2126
15. Spiegelhalder K, Regen W, Baglioni C, Riemann D, Winkelman JW. Neuroimaging studies in insomnia. Curr Psychiatry Rep. (2013) 15:1–6. doi:10.1007/s11920-013-0405-0
16. O’Byrne IN, Berman Rosa M, Gouin JP, Dang-Vu TT. Neuroimaging findings in primary insomnia. Pathol Biol. (2014) 62:262–9. doi:10.1016/j.patbio.2014.05.013
17. Bruggen F, Logan GD. Response inhibition in the stop-signal paradigm. Trends Cogn Sci. (2008) 12:148–24. doi:10.1016/j.tics.2008.07.005
18. Bruggen F, Logan GD, Stevens MA. STOP-IT: Windows executable software for the stop-signal paradigm. Behav Res Methods (2008) 40:479–83. doi:10.3758/brm.40.2.479
19. Logan GD, Cowan WB. On the ability to inhibit thought and action: A theory of an act of control. Psychol Rev. (1984) 91:295–327. doi:10.1037/0033-295X.91.3.295
20. Logan GD. On the ability to inhibit thought and action: a users’ guide to the stop-signal paradigm. In Dagenbach D and Carr TH editors Inhibitory Processes in Attention Memory and Language, San Diego, CA: Academic Press. (1994), p. 189–239.
21. Bruggen F, Logan GD. Models of response inhibition in the stop-signal and stop-change paradigms. Neurosci Biobehav Rev. (2009) 33:647–61. doi:10.1016/j.neubiorev.2008.08.014
22. Dimoska A, Johnstone SJ, Barry RJ, Clarke AR. Inhibitory motor control in children with attention-deficit/hyperactivity disorder: event-related potentials in the stop-signal paradigm. Biol Psychiatry (2003) 54:262–9. doi:10.1016/S0006-3223(03)00703-0
23. Johnstone SJ, Barry RJ, Clarke AR. Behavioural and ERP indices of response inhibition during a Stop-signal task in children with two subtypes of Attention-Deficit Hyperactivity Disorder. Int J Psychopharmacol. (2007) 66:37–47. doi:10.1016/j.ippsycho.2007.05.011
24. Boisseau CL, Thompson-Brenner H, Caldwell-Harris C, Pratt E, Farchione T, Harrison Barlow D. Behavioural and cognitive impulsivity in obsessive-compulsive disorder and eating disorders. Psychiatry Res. (2012) 200:1062–6. doi:10.1016/j.psychres.2012.06.010
25. McLaughlin NCR, Kirschner J, Foster H, O’Connell C, Rasmussen SA, Greenberg BD. Stop-signal reaction time deficits in a lifetime obsessive-compulsive disorder sample. *J Int Neuropsychol Soc.* (2016) 22:785–9. doi: 10.1017/S1355617716000540

26. Enticott PG, Ogrof JR, Bradshaw JL. Response inhibition and impulsivity in schizophrenia. *J Int Neuropsychol Soc.* (2008) 15:251–4. doi: 10.1016/j.jinsrep.2007.04.007

27. Hughes ME, Fulham WR, Johnston PJ, Michie PT. Stop-signal response inhibition in schizophrenia: behavioural, event-related potential and functional neuroimaging data. *Biol Psychol.* (2012) 89:220–31. doi: 10.1016/j.biopsycho.2011.10.013

28. Claes L, Nederkoorn C, Vandereycken W, Guerrieri R, Vertommen H. Impulsiveness and lack of inhibitory control in eating disorders. *Eating Behav.* (2006) 7:196–203. doi: 10.1016/j.eatbeh.2006.05.001

29. Sagaste P, Philip P, Schwartz S. Inhibitory motor control in apneic and insomniac patients: a stop task study. *J Sleep Res.* (2007) 16:381–7. doi: 10.1111/j.1365-2869.2007.00607.x

30. Covassin N, de Zambotti M, Sarlo M, De Min Tona G, Sarasso S, Stegano L. Cognitive performance and cardiovascular markers of hyperarousal in primary insomnia. *Int J Psychophysiol.* (2011) 80:79–86. doi: 10.1016/j.ijpsycho.2011.02.005.

31. Aron AR, Poldrack RA. Cortical and subcortical contributions to stop-signal response inhibition: role of the subthalamic nucleus. *J Neurosci.* (2006) 26:2424–33. doi: 10.1523/JNEUROSCI.4682-05.2006

32. Li C-fR, Yan P, Sinha R, Lee T-W. Sub-cortical processes of motor response inhibition during a stop-signal task. *Neuroimage* (2008) 41:1352–63. doi: 10.1016/j.neuroimage.2008.04.023

33. Aron AR, Fletcher PC, Bullmore ET, Sahakian BJ, Robbins TW. Stop-signal inhibition disrupted by damage to right inferior frontal gyrus in humans. *Nat Neurosci.* (2003) 6:115–6. doi: 10.1038/nn1003

34. Rubia K, Smith AB, Brammer MJ, Taylor E. Right inferior prefrontal Hampshire A, Chamberlain SR, Monti MM, Duncan J, Owen AM. The role of Buysse DJ, Reynolds CF, Monk TH, Berman SR, Kuperf D. The Pittsburgh sleep quality index (PSQI): a new instrument for psychiatric research and practice. *Psychiatry Res.* (1989) 28:193–213. doi: 10.1016/0165-1781(89)90047-4

35. Zung WW. A self-rating depression scale. *Arch Gen Psychiatry* (1965) 12:63–70. doi: 10.1001/archpsyc.1965.01720330086008

36. Zung WW. A rating instrument for anxiety disorders. *Psychosomatics* (1971) 12:371–9. doi: 10.1016/S0038-2501(71)71479-9

37. Patton JH, Stanford MS, Barratt ES. Factor structure of the Barratt impulsiveness scale. *J Clin Psychol.* (1995) 51:768–74. doi: 10.1002/1097-4679(199511)51:6<768::AID-JCLP2270510607>3.0.CO;2-1

38. Berry RB, Brooks R, Gamaldo CE, Harding SM, Lloyd RM, Marcus CL, et al. The AASM Manual for the Scoring of Sleep and Associated Events: Rules, Terminology and Technical Specifications, Version 2.3. Darien, IL: American Academy of Sleep Medicine (2016).

39. Fabiani M, Friedman D. Changes in brain activity patterns in aging: the novelty oddball. *Psychophysiology* (1995) 32:579–94. doi: 10.1111/j.1469-8986.1995.tb01234.x

40. Senderecka M, Grabowska A, Szewczyk J, Gerc K, Chmilyrak L. Response inhibition of children with ADHD in the stop-signal task: an event-related potential study. *Int J Psychophysiol.* (2012) 85:93–105. doi: 10.1016/j.ijpsycho.2011.05.007

41. Band GPH, Van Der Molen MW, Logan GD. Horse-race model simulations of the stop-signal procedure. *Acta Psychologica* (2003) 112:105–42. doi: 10.1016/S0001-6918(02)00079-3

42. Aron AR, Durston S, Eagle DM, Logan GD, Stinear CM, Stuphorn V. Converging evidence for a frontal-basal-ganglia network for inhibitory control of action and cognition. *J Neurosci.* (2007) 27:11864–0. doi: 10.1523/JNEUROSCI.3644-07.2007

43. Ramaurat JR, Kok A, Ridderinkhof KR. Effects of stop-signal modality on the N2/P3 complex elicited in the stop-signal paradigm. *Brain Cogn.* (2006) 72:96–109. doi: 10.1016/j.bandc.2005.08.001

44. Rae CL, Hughes LE, Anderson MC, Rowe JB. The prefrontal cortex achieves inhibitory control by facilitating subcortical motor pathway connectivity. *J Neurosci.* (2015) 35:786–94. doi: 10.1523/JNEUROSCI.3093-15.2015

45. Gehring WJ. The Error-Related Negativity: Evidence for a Neural Mechanism for Error-Related Processing. Doctoral dissertation, University of Illinois at Urbana-Champaign (1992).

46. Nieuwenhuis S, Ridderinkhof KR, Blom J, Bandy GP, Kok A. Error-related brain potentials are differentially related to awareness of response errors: evidence from an antisaccade task. *Psychophysiology* (2001) 38:752–60. doi: 10.1111/j.1469-8986.3850752

47. Hajcak G, McDonald N, Simons RF. Anxiety and error-related brain activity. *Brain Cogn.* (2003) 46:77–90. doi: 10.1016/S0165-1781(02)00103-0

48. Holmes AJ, Pizzagalli DA. Spatio-temporal dynamics of error processing dysfunctions in major depressive disorder. *Arch Gen Psychiatry* (2008) 65:179–88. doi: 10.1001/archgenpsychiatry.2007.19

49. Weinberg A, Olvet DM, Hajcak G. Increased error-related brain activity in generalized anxiety disorder. *Brain Cogn.* (2010) 85:472–80. doi: 10.1016/j.bandc.2010.09.011

50. Olvet DM, Hajcak G. The error-related negativity (ERN) and psychopathology: toward an endophenotype. *Clin Psychol Rev.* (2008) 28:1343–54. doi: 10.1016/j.cpr.2008.07.003

51. Chambers MJ, Kim YJ. The role of state-trait anxiety in insomnia and daytime restlessness. *Behav Med.* (1993) 19:42–6. doi: 10.1080/08964289.1993.9937564

52. Herrmann MJ, Römmler J, Elhis A-C, Heidrich A, Fallgatter AJ, Source localization (LORETA) of the error-related-negativity (ERN/Ne) and positivity (Pe). *Cogn Brain Res.* (2004) 20:294–9. doi: 10.1016/j.cognbrainres.2004.02.013

53. Braver TS, Barch DM, Gray JR, Molfese DL, Snyder A. Anterior cingulate cortex and response conflict: effects of frequency, inhibition and errors. *Cereb Cortex* (2001) 11:825–36. doi: 10.1093/cercor/11.9.825

54. Elkin A, Egner T, Peraza DM, Kandel ER, Hirsch J. Resolving emotional conflict: a role for the rostral anterior cingulate cortex in modulating activity in the amygdala. *Neuron* (2006) 51:871–82. doi: 10.1016/j.neuron.2006.07.029

55. Winkelman JW, Plante DT, Schoorming L, Benson K, Buxton OM, O’Connor SP, et al. Increased rostral anterior cingulate cortex volume in chronic primary insomnia. *Sleep* (2013) 36:991–8. doi: 10.5656/slee.2794

56. Boksem MAS, Meijman TF, Lorist MM. Effects of mental fatigue on attention: an ERP study. *Cogn Brain Res.* (2005) 22:785–94. doi: 10.1016/j.cogbrainres.2004.02.013
Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2018 Zhao, Gao, Yue, Wang, Mao, Chen and Lei. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.