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Abstract

In this paper, we study for the first time how well quantum algorithms perform on matroid properties. We show that quadratic quantum speedup is possible for the calculation problem of finding the girth or the number of circuits (bases, flats, hyperplanes) of a matroid, and the decision problem of deciding whether a matroid is uniform or Eulerian, by giving a uniform lower bound \( \Omega(\sqrt{n \lfloor n/2 \rfloor}) \) on the query complexity for all these problems. On the other hand, for the uniform matroid decision problem, we present an asymptotically optimal quantum algorithm which achieves the lower bound, and for the girth problem, we give an almost optimal quantum algorithm with query complexity \( O(\log n \sqrt{n \lfloor n/2 \rfloor}) \). In addition, for the paving matroid decision problem, we prove a lower bound \( \Omega(\sqrt{n \lfloor n/2 \rfloor}/n) \) on the query complexity, and give an \( O(\sqrt{n \lfloor n/2 \rfloor}) \) quantum algorithm.

2012 ACM Subject Classification Theory of computation \( \rightarrow \) Computational complexity; Theory of computation \( \rightarrow \) Quantum complexity theory; Theory of computation \( \rightarrow \) Quantum query complexity; Mathematics of computing \( \rightarrow \) Matroids and greedoid

Keywords and phrases Combinatorial, Matroid, Quantum Computing, Complexity

Digital Object Identifier 10.4230/LIPIcs...

Funding Xiaowei Huang: [funding] Jingquan Luo: [funding] Lvzhou Li: [funding]

1 Introduction

The idea of quantum computing can be traced back to the point in 1981 that Feynman observed that it is almost impossible to effectively simulate the evolution of a general quantum system on a classical computer and the computational model based on quantum mechanics principles should be used [10]. In 1985, Deutsch showed that there exists a problem for which quantum computers can solve more efficiently than classical computers [7]. Since then, determining when quantum computers can provide a computational speedup over classical ones and finding quantum algorithms with speedup are one of the core issues in the quantum computing filed. Compared with a large number of problems in reality, currently few problems have been discovered for which quantum algorithms show speedup over their classical counterparts. Many of these problems, including the ones solved by Deutsch-Jozsa
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Algorithm [8], Simon’s Algorithm [22] and Shor’s Algorithm [21], can be regarded as instances of the hidden subgroup problem discovered by Kitaev [14]. This is similar to the well-known theorem in greedy algorithms: an optimization problem in an independent system can be efficiently solved by a greedy algorithm if and only if the independent system is a matroid [9].

The concept of matroids was originally introduced by Whitney [23] in 1935 as a generalization of linear algebra and graph theory. After eighty years of development, the matroid theory has become an important branch of mathematics. It has already become an effective mathematical tool to study other mathematic branches and has many applications in geometry, topology, network theory and coding theory, especially in combinatorial optimization [9, 16, 2, 12]. A matroid is a tuple \( M = (V, I) \) where \( V \) is a finite ground set and \( I \subseteq 2^V \) satisfies three conditions (See Definition 1). A matroid property \( \Pi \) is a mapping from the set of all matroids to some set (the set of truth values, the set of integers, etc.) such that any two isomorphic matroids have the same image under this mapping. In this paper, we always consider these matroid property problems (i.e. “Is \( M \) uniform?” or “Find the girth of \( M \)” etc.). Given a finite set \( V \) with \( |V| = n \), the number of nonisomorphic matroids on \( V \) is at least \( 2^{2^{n - (3/2) \log n + \Omega(\log \log n)}} \) [15]. It is easy to see that no matter which way is chosen to represent a matroid, the size of the input for a matroid property problem on an \( n \)-set will be \( O(2^n) \).

The matroid property problems have been studied for a long time. Note that there are several different definitions for matroids but they are equivalent to each other. Different oracles are derived from these different definitions, and matroids are usually assumed to be accessed through an oracle. One oracle often used is the independence oracle \( O_i \): given a matroid \( M = (V, I) \), for a subset \( S \subseteq V \), \( O_i(S) = 1 \) iff \( S \in I \). In the early 1980s, Robinson and Welsh [20] studied the computational complexity of some fundamental matroid properties in different oracles, and showed that the \( \lfloor n/2 \rfloor \)-UNIFORM property is a hardest property with respect to the independence oracle and its lower bound is \( \Omega(\binom{n}{\lfloor n/2 \rfloor}) \) where \( n \) is the size of the ground set. Jensen and Korte [13] showed the query complexities of a series of matroid property problems (from 1 to 8 in Table 1) with respect to the independence oracle are exponential, which thus implies that no polynomial-time algorithm exists for these problems.

1.1 Our contributions.

As far as we know, there has been no work considering quantum algorithms for problems in matroid theory. Perhaps this is a potential field to find quantum advantage. Thus, in this paper we try to explore the possibility of quantum speedup on matroid properties. Assuming that a matroid can only be accessed through the independence query oracle, we study how well quantum query algorithms perform on the matroid property problems (in Table 1). Our main results are as follows.

1. For the calculation problem of finding the girth or the number of circuits (bases, flats, hyperplanes), a quantum algorithm has to query the independence oracle at least \( \Omega(\sqrt{\binom{n}{\lfloor n/2 \rfloor}}) \) times (see Theorem 17).
2. For the decision problem of deciding whether a matroid is uniform or Eulerian, a quantum algorithm has to query the independence oracle at least \( \Omega(\sqrt{\binom{n}{\lfloor n/2 \rfloor}}) \) times (see Theorem 18).
3. For the uniform matroid decision problem, there is an \( O(\sqrt{\binom{n}{\lfloor n/2 \rfloor}}) \) quantum algorithm which is asymptotically optimal (see Theorem 19), and for the problem of finding the
girth, there is an $O(\log n \sqrt{\binom{n}{\lfloor n/2 \rfloor}})$ quantum algorithm which is almost optimal (see Theorem 20).

4. For the paving matroid decision problem, there is a quantum algorithm using $O(\sqrt{\binom{n}{\lfloor n/2 \rfloor}})$ queries (see Theorem 21) and any quantum algorithm has to call at least $\Omega(\sqrt{\binom{n}{\lfloor n/2 \rfloor}}/n)$ queries (see Theorem 22).

**Table 1** The query complexity of matroid properties, where the quantum bounds are obtained in this paper.

| Type             | Matroid Property Problems                        | CL               | QL               | QU               |
|------------------|-------------------------------------------------|------------------|------------------|------------------|
| Calculation Problems | 1. Find the girth of $M$.                         | $\Omega\left(\binom{n}{\lfloor n/2 \rfloor}\right)$ | $\Omega\left(\binom{n}{\lfloor n/2 \rfloor}\right)$ | $O(\log n \sqrt{\binom{n}{\lfloor n/2 \rfloor}})$ |
|                  | 2. Find the number of circuits of $M$.            | $\Omega\left(\binom{n}{\lfloor n/2 \rfloor}\right)$ | $\Omega\left(\binom{n}{\lfloor n/2 \rfloor}\right)$ | —                |
|                  | 3. Find the number of bases of $M$.               | $\Omega\left(\binom{n}{\lfloor n/2 \rfloor}\right)$ | $\Omega\left(\binom{n}{\lfloor n/2 \rfloor}\right)$ | —                |
|                  | 4. Find the number of flats of $M$.              | $\Omega\left(\binom{n}{\lfloor n/2 \rfloor}\right)$ | $\Omega\left(\binom{n}{\lfloor n/2 \rfloor}\right)$ | —                |
|                  | 5. Find the number of hyperplanes of $M$.         | $\Omega\left(\binom{n}{\lfloor n/2 \rfloor}\right)$ | $\Omega\left(\binom{n}{\lfloor n/2 \rfloor}\right)$ | —                |
| Decision Problems | 6. Is $M$ an uniform matroid?                    | $\Omega\left(\binom{n}{\lfloor n/2 \rfloor}\right)$ | $\Omega\left(\binom{n}{\lfloor n/2 \rfloor}\right)$ | $O(\binom{n}{\lfloor n/2 \rfloor})$ |
|                  | 7. Is $M$ an Eulerian matroid?                   | $\Omega\left(\binom{n}{\lfloor n/2 \rfloor}\right)$ | $\Omega\left(\binom{n}{\lfloor n/2 \rfloor}\right)$ | —                |
|                  | 8. Is $M$ a paving matroid?                      | $\Omega\left(\binom{n}{\lfloor n/2 \rfloor}/n\right)$ | $\Omega\left(\binom{n}{\lfloor n/2 \rfloor}/\sqrt{n}\right)$ | $O(\binom{n}{\lfloor n/2 \rfloor})$ |
|                  | 9. Is $M$ a trivial matroid?                     | $\Omega(n)$      | $\Omega(\sqrt{n})$ | $O(\sqrt{n})$    |
|                  | 10. Is $M$ a loopless matroid?                   | —                | $\Omega(\sqrt{n})$ | —                |

*) CL: Classical Lower Bound. QL: Quantum Lower Bound. QU: Quantum Upper Bound.

The remainder of this paper is organized as follows. In Section 2, some basic concepts in matroid theory and quantum query model are introduced. In Section 3, we obtain lower bounds for some matroid properties problems and present quantum algorithms for some of these problems. Section 4 concludes this paper and presents some further problems.

## 2 preliminaries

### 2.1 Matroid Theory

In this subsection, we will give some basic definitions used in this paper. Since the matroid theory was established as a generalization of linear algebra and graph theory, many concepts in matroid theory are derived from these two disciplines. So if one is familiar with linear algebra and graph theory, it will be helpful for understanding the following definitions. For more details in matroid theory, see [19].

**Definition 1 (Matroid).** A matroid is a combinational object defined by the tuple $\mathcal{M} = (V, \mathcal{I})$ for finite set $V$ and $\mathcal{I} \subseteq 2^V$ such that the following properties hold:

10. $\emptyset \in \mathcal{I}$;
11. If $A' \subseteq A$ and $A \in \mathcal{I}$, then $A' \in \mathcal{I}$;
12. For any two sets $A, B \in \mathcal{I}$ with $|A| < |B|$, there exist an element $v \in B - A$ such that $A \cup \{v\} \in \mathcal{I}$.
Definition 2 (Independent Set). For a matroid $\mathcal{M} = (V, \mathcal{I})$, we call $S \subseteq V$ independent if $S \in \mathcal{I}$ and dependent otherwise.

Definition 3 (Circuit). For a matroid $\mathcal{M} = (V, \mathcal{I})$, if a dependent set $C \subseteq V$ satisfies that for any $e \in C$, $C - e \in \mathcal{I}$, we call $C$ a circuit of $\mathcal{M}$. If $C = \{e\}$ is a circuit, we call $e$ be a loop. If $C = \{e_1, e_2\}$ is a circuit, we call $e_1, e_2$ are parallel.

Definition 4 (Girth). For a matroid $\mathcal{M}$, the girth $g(\mathcal{M})$ of $\mathcal{M}$ is the minimum circuit size of $\mathcal{M}$ unless $\mathcal{M}$ has no circuits, in which case, $g(\mathcal{M}) = \infty$.

Definition 5 (Rank). For a matroid $\mathcal{M} = (V, \mathcal{I})$, we define the rank of $\mathcal{M}$ as $\text{rank}(\mathcal{M}) = \max_{S \in \mathcal{I}} |S|$. Further, for any $S \subseteq V$ we define $\text{rank}_\mathcal{M}(S) = \max_{T \subseteq S \in \mathcal{I}} |T|$, for simplicity we use $\text{rank}(S)$ or $r(S)$ in place of $\text{rank}_\mathcal{M}(S)$ if there is no unambiguous in the context.

Definition 6 (Base). For a matroid $\mathcal{M} = (V, \mathcal{I})$, if $B \in \mathcal{I}$ such that $\text{rank}(B) = \text{rank}(\mathcal{M})$, we call $B$ a base of $\mathcal{M}$. By the matroid’s property (I2), we can see that if $B_1$ and $B_2$ are two distinct bases of $\mathcal{M}$, then $|B_1| = |B_2|$. Furthermore, if $e$ is any element of $B_1$, then there is an element $f \in B_2$ such that $(B_1 - \{e\}) \cup \{f\}$ is also a base. A matroid can also be defined by a set of bases, which is equivalent to Definition 7.

Definition 7 (Free Matroid and Trivial Matroid). For a matroid $\mathcal{M} = (V, \mathcal{I})$, $\mathcal{M}$ is called a free matroid if $V$ is the only base and a trivial matroid if $\emptyset$ is the only base.

Definition 8 (Loopless Matroid). For a matroid $\mathcal{M} = (V, \mathcal{I})$, $\mathcal{M}$ is called a loopless matroid if all the singleton in $V$ are independent. In other words, $\mathcal{M}$ does not have any circuit with size 1.

Definition 9 (Uniform Matroid). For a matroid $\mathcal{M} = (V, \mathcal{I})$, let $|V| = n$. If there exists an integer $r$ with $0 \leq r \leq n$ such that $\mathcal{I} = \{S \subseteq V : |S| \leq r\}$, $\mathcal{M}$ is called an uniform matroid of rank $r$ and denoted by $U_{r,n}$.

Definition 10 (Paving Matroid). For a matroid $\mathcal{M} = (V, \mathcal{I})$, if any circuit $C$ of $\mathcal{M}$ satisfies that $|C| \geq \text{rank}(\mathcal{M})$, we call $\mathcal{M}$ a paving matroid. Obviously, an uniform matroid is also a paving matroid.

Definition 11 (Closure). Given a matroid $\mathcal{M} = (V, \mathcal{I})$ on ground set $V$ with rank function $r$. Let $\text{cl}$ be the function from $2^V$ to $2^V$ defined, for all $X \subseteq V$, by $\text{cl}(X) = \{x \in V : r(X \cup x) = r(X)\}$. This function is called the closure operator of $\mathcal{M}$, and we call $\text{cl}(X)$ the closure or span of $X$ in $\mathcal{M}$.

Definition 12 (Flat and Hyperplane). Given a matroid $\mathcal{M} = (V, \mathcal{I})$ on ground set $V$ and its closure operator $\text{cl}$, a subset $X$ of $V$ for which $\text{cl}(X) = X$ is called a flat or a closed set of $\mathcal{M}$. A hyperplane of $\mathcal{M}$ is a flat of rank $r(\mathcal{M}) - 1$. A subset $X$ of $V$ is a spanning set of $\mathcal{M}$ if $\text{cl}(X) = V$. We also say that $X$ spans a subset $Y$ of $V$ if $Y \subseteq \text{cl}(X)$.

Definition 13 (Isomorphic Matroids). Two matroids $\mathcal{M}_1 = (V_1, \mathcal{I}_1)$ and $\mathcal{M}_2 = (V_2, \mathcal{I}_2)$ are isomorphic, written $\mathcal{M}_1 \cong \mathcal{M}_2$, if there is a bijection $\psi$ from $V_1$ to $V_2$ such that, for all $X \subseteq V_1$, the set $\psi(X)$ is independent in $\mathcal{M}_2$ if and only if $X$ is independent in $\mathcal{M}_1$. We call such a bijection $\psi$ an isomorphism from $\mathcal{M}_1$ to $\mathcal{M}_2$.

Definition 14 (Eulerian Matroid). For a matroid $\mathcal{M} = (V, \mathcal{I})$, it is called an Eulerian matroid if there exist disjoint circuits $C_1, \cdots, C_p$ such that $V = C_1 \cup \cdots \cup C_p$. 
Notations. We will always denote by $\mathcal{M}$ a matroid $(V, \mathcal{I})$ on a finite ground set $V$ with $\mathcal{I} \subseteq 2^V$. Given a matroid $\mathcal{M}$, we will denote the ground set and the set of independent sets of $\mathcal{M}$ by $V(\mathcal{M})$ and $\mathcal{I}(\mathcal{M})$, respectively. Similarly, $\mathcal{C}(\mathcal{M})$, $\mathcal{B}(\mathcal{M})$, $\mathcal{F}(\mathcal{M})$, $\mathcal{H}(\mathcal{M})$, is the set of circuits, bases, flats, hyperplanes of $\mathcal{M}$, respectively. $\text{cl}_\mathcal{M}$ is the closure operator of $\mathcal{M}$. A set having $r$ elements will be called a $r$-set. $[n]$ denotes $\{1, 2, \cdots , n\}$. Given a ground set $V$ with $|V| = n$, $A \subseteq V$ and an integer $1 \leq r \leq n$, $J_r = \{J \subseteq V : |J| = r\}$, $A_e = A \cup \{e\}$ for any $e \in V - A$, $J_A = \{A_e : e \in V - A\}$.

Matroid Representation. For the convenience of in the following text, we use a $2^n$-bit $0 - 1$ string to represent a matroid on the ground set $V$ with $|V| = n$ and each bit represents a subset of $V$. A matroid $\mathcal{M}$ on the ground set $V$, denoted by $x(\mathcal{M})$ with $x(\mathcal{M}) \in \{0, 1\}^{2^n}$. Similarly, we use $\mathcal{M}(x)$ to denote the matroid determined by $x \in \{0, 1\}^{2^n}$ if $x$ encodes a matroid. For any $i \in [2^n]$, $x_i = 1$ indicates that the subset corresponding to the $i$-th bit is an independent set of $\mathcal{M}$, otherwise $x_i = 0$. If we know the rank $r$ of a matroid on the ground set $V$, we usually use a $(r^n)$-bit $0 - 1$ string to represents the matroid, each bit representing a $r$-set which is set to 1 when the $r$-set is a base of the matroid, otherwise is set to 0. Given a 0-1 string, which represents a matroid, it is easy to know it is a subset representation or a $r$-set representation from the context.

Matroid Query Oracles. Given a matroid $M = (V, \mathcal{I})$, there are several query oracles by which we access the matroid: independence query oracle $O_i$, rank query oracle $O_r$, circuit query oracle $O_c$, base query oracle $O_b$, closure query oracle $O_c$, etc. Give a set $S \subseteq V$, $O_i(S) = 1$ if $i \in S$; $O_r(S) = 1$ if $S$ is a circuit; $O_c(S)$ is set to 1 when the $S$ is a closure; $O_b(S)$ is set to 1 when the $S$ is a base; $O_c(S)$ is set to 1 when the $S$ is a closed. Throughout this paper, we use two basic tools: (i) Grover’s algorithm and (ii) Ambainis’s quantum adversary method.

2.2 Quantum Computation

For the basic concepts and notations on quantum computing, we refer the reader to the textbook by Nielsen and Chuang [18]. Throughout this paper, we use two basic tools: (i) Grover’s algorithm and (ii) Ambainis’s quantum adversary method.

2.2.1 Quantum Query Model

In the quantum query model [3], the input bits of a boolean function $f : \{0, 1\}^N \rightarrow \{0, 1\}$ can be accessed by queries to an oracle $O$. We use $O_x$ to denote the query transformation corresponding to an input $x = (x_1, \cdots , x_N)$. Given $i \in [N]$ to the oracle $O_x$, it returns $x_i$.

A quantum computation with $T$ queries is a sequence of unitary transformations

$$U_0 \rightarrow O_x \rightarrow U_1 \rightarrow O_x \rightarrow \cdots \rightarrow U_{T-1} \rightarrow O_x \rightarrow U_T$$

where $U_j$ can be any unitary transformations that do not depend on the input $x = x_1 \cdots x_N$. $O_x$ are query (oracle) transformations. The oracle $O_x$ can be defined as $O_x : |i, b, z\rangle \rightarrow |i, b \oplus x_i, z\rangle$, where $\oplus$ is exclusive or operation. Also, we can define $O_x$ as $O_x : |i, b, z\rangle \rightarrow (-1)^{b \cdot x_i}|i, b, z\rangle$, where $i$ is the query register, $b$ is the answer register, and $z$ is the working register. These two definitions of $O_x$ are equivalent: one query of one type can be simulated by one query of the other type. The quantum computation are the following three steps:

1: Prepare the initial state to $|0\rangle$.
2: Then apply $U_0, O_x, \cdots , O_x, U_T$.
3: Measure the final state.
The result of the computation is the rightmost bit of the state obtained by measurement. The quantum computation computes $f$ with bounded error if, for every $x = (x_1, \ldots, x_N)$, the probability that the rightmost bit of $U_T O_x U_{T-1} \cdots O_x U_0 |0\rangle$ equals $f(x_1, \ldots, x_N)$ is at least $1 - \epsilon$ for some fixed $\epsilon < \frac{1}{2}$. The quantum query complexity of $f$ is the number of queries needed to compute $f$.

This model can be extended to functions defined on a larger set or functions having more than two values.

2.2.2 Quantum Search

A search problem in an $n$ elements set $[n]$ is a subset $J \subseteq [n]$ with the characteristic function $f : [n] \rightarrow \{0, 1\}$ such that

$$f(x) = \begin{cases} 1, & \text{if } x \in J, \\ 0, & \text{otherwise}. \end{cases}$$

Any $x \in J$ is called a solution of the search problem.

In this paper, we use a generalization of Grover’s search algorithm as a quantum sub-routine, denoted by $\text{GroverAlgorithm}$, to determine whether there is any solution in a search space of size $N$. The quantum sub-routine needs $O(\sqrt{N})$ queries. We state the generalization of Grover’s search algorithm as the following theorem.

▷ Theorem 15 (see [11, 5]). Let $J$ be a search problem in an $n$ elements set $[n]$ and $f$ be the characteristic function of $J$. Given a search space $S \subseteq [n]$ with $|S| = N$, determining that whether $J \setminus S$ is empty can be done in $O(\sqrt{N})$ quantum queries to $f$ with probability of at least a constant.

2.2.3 Quantum Query Lower Bounds

In this paper, we use a quantum adversary method introduced by Ambainis to prove lower bounds for quantum query complexity.

▷ Theorem 16 (Ambainis’s quantum adversary method [1]). Let $f(x_1, x_2, \ldots, x_n)$ be a function of $n$ variables with values from a some finite set and $X, Y$ be two sets of inputs such that $f(x) \neq f(y)$ if $x \in X$ and $y \in Y$. Let $R \subseteq X \times Y$ be a relation such that

1. For every $x \in X$, there exist at least $m$ different $y \in Y$ such that $(x, y) \in R$;
2. For every $y \in Y$, there exist at least $m'$ different $x \in X$ such that $(x, y) \in R$;
3. For every $x \in X$ and $i \in [n]$, there are at most $l$ different $y \in Y$ such that $(x, y) \in R$ and $x_i \neq y_i$;
4. For every $y \in Y$ and $i \in [n]$, there are at most $l'$ different $x \in X$ such that $(x, y) \in R$ and $x_i \neq y_i$.

Then any quantum algorithm computing $f$ uses $\Omega(\sqrt{\frac{mn}{m'}})$ queries.

3 Quantum lower bounds and algorithms for matroid property problems

3.1 A Uniform Lower Bounds For Matroid Properties

As mentioned in [13], for a large number of matroid properties there is no good algorithm for determining whether these properties holds for general matroids. These properties include uniform matroid, paving matroid, Eulerian matroid and bipartite matroid decision problems.
and some calculation problems, such as finding the girth, circuit number, base number, flat number, hyperplane number and the size of the largest hyperplane. We will prove that there is no quantum algorithm with polynomial independence query oracles for these problems.

Theorem 17. For the calculation problem of finding the girth or the number of circuits (bases, flats, hyperplanes), a quantum algorithm has to query the independence oracle at least \(\Omega(\sqrt{\binom{n}{[n/2]}})\) times.

Proof. Let \(V\) be a \(n\)-set, \(r\) be an integer with \(0 \leq r \leq n\), and \(U_{r,n}\) be an uniform matroid with rank \(r\) on \(V\). For a \(r\)-set \(A \subseteq V\), \(A^1_{r,n}\) is a matroid on \(V\) with bases all \(r\)-set excepts \(A\). We encode every matroid with rank \(r\) on \(V\) to a \(\binom{n}{r}\)-bit \(0-1\) string (see Matroid Representation in Section 2.1). For every valid representation \(x \in \{0,1\}^{\binom{n}{r}}\) and any \(i \in \binom{n}{r}\), \(x[i] = 1\) indicates that a \(r\)-set which is encoded to the \(i\)-the bit is a base of \(\mathcal{M}(x)\). Let \(X = \{x(U_{r,n}) \in \{0,1\}^{\binom{n}{r}}\}, Y = \{x(A^1_{r,n}) \in \{0,1\}^{\binom{n}{r}} : \forall A \subseteq V \text{ with } |A| = r\}\). Define the following functions from \(\{0,1\}^{\binom{n}{r}}\) to a finite set:

\[
g : \{0,1\}^{\binom{n}{r}} \rightarrow [r + 1],
\]
\[
c : \{0,1\}^{\binom{n}{r}} \rightarrow \binom{\binom{n}{r}}{2},
\]
\[
b : \{0,1\}^{\binom{n}{r}} \rightarrow \binom{\binom{n}{r}}{2},
\]
\[
f : \{0,1\}^{\binom{n}{r}} \rightarrow [2^n],
\]
\[
h : \{0,1\}^{\binom{n}{r}} \rightarrow \binom{\binom{n}{r}}{2},
\]

which corresponds to finding the girth, the number of circuits, the number of bases, the number of flats, the number of hyperplanes, the size of the largest hyperplane of \(\mathcal{M}\), respectively.

For any function \(F \in \{g, c, b, f, h\}\), we have \(F(x(U_{r,n})) \neq F(x(A^1_{r,n}))\). Let \(R \subseteq X \times Y\) be a relation such that

1. For every \(x \in X\), there are \(\binom{n}{r}\) different \(y \in Y\) such that \((x, y) \in R\).
2. For every \(y \in Y\), there is one \(x \in X\) such that \((x, y) \in R\).
3. For every \(x \in X\) and \(i \in \binom{\binom{n}{r}}{2}\), there is at most one \(y \in Y\) such that \((x, y) \in R\) and \(x_i \neq y_i\).
4. For every \(y \in Y\) and \(i \in \binom{\binom{n}{r}}{2}\), there is at most one \(x \in X\) such that \((x, y) \in R\) and \(x_i \neq y_i\).

It can be seen that any quantum algorithm computing \(F\) uses \(\Omega(\sqrt{\binom{n}{r}})\) queries. When \(r = \lfloor n/2 \rfloor\), the theorem is proved.

Theorem 18. Let \(\mathcal{M} = (V, \mathcal{I})\) be a matroid with \(|V| = n\). Then any quantum algorithm to decide whether \(\mathcal{M}\) is uniform or Eulerian has to query the independence oracle at least \(\Omega(\sqrt{\binom{n}{[n/2]}})\) times.

Proof. Let \(r = \lfloor n/2 \rfloor\) and \(U_{r,n}\) be the uniform matroid with rank \(r\) on the ground set \(V\). We can see that \(U_{r,n}\) is not Eulerian, since the size of its circuits are \(r + 1\) implies that any two circuits are intersectant. For any \(r\)-set \(A \subseteq V\), let \(A^1_{r,n}\) be the matroid on \(V\) with bases all \(r\)-set except \(A\). Similarly, when \(n\) is even, let \(A^2_{r,n}\) be the matroid on \(V\) with bases all \(r\)-set except \(A\) and \(V - A\). (It is not difficult to verify that \(A^1_{r,n}\) and \(A^2_{r,n}\) are matroids with rank \(r\) on \(V\).)

In the following, we show that \(A^1_{r,n}\) and \(A^2_{r,n}\) are Eulerian matroids based on the parity of \(n\). When \(n\) is odd, we can see that \(|V - A| = r + 1\) and any proper subset of \(|V - A|\) is independent in \(A^1_{r,n}\). So \(V - A\) is a circuit of \(A^1_{r,n}\). By the definition of \(A^1_{r,n}\), we also know that \(A\) is a circuit of \(A^1_{r,n}\). Thus we can show that \(A^1_{r,n}\) is Eulerian for the union of disjoint
sets $A$ and $V - A$ is $V$. When $n$ is even, by the definition of $A_{r,n}^2$, we can see that $A$ and $V - A$ are two disjoint circuits of $A_{r,n}^2$. Thus $A_{r,n}^2$ is also Eulerian.

We encode every matroid with rank $r$ on $V$ to a $(\binom{n}{r})$-bit 0-1 string (see Matroid Representation in Section 2.1). Let $X = \{x(U_{r,n}) \in \{0, 1\}^{(C)} : \forall A \subseteq V$ with $|A| = r\}$, $Y_1 = \{x(A_{1,n}^1) \in \{0, 1\}^{(C)} : x(U_{r,n}) \in \{0, 1\}^{(C)} : \forall A \subseteq V$ with $|A| = r\}$. Define two Boolean functions $u : \{0, 1\}^{(C)} \rightarrow \{0, 1\}$ and $e : \{0, 1\}^{(C)} \rightarrow \{0, 1\}$, where $u(x) = 1$ if and only if $\mathcal{M}(x)$ is uniform and $e(x) = 1$ if and only if $\mathcal{M}(x)$ is Eulerian. Let $f \in \{u, e\}$. $Y = Y_2$ when $f = e$ and $n$ is even, otherwise $Y = Y_1$. We can see that $f(x) \neq f(y)$ for any $x \in X$ and $x \in Y$. Let $R \subseteq X \times Y$ be a relation such that

1. For every $x \in X$, there are $\binom{n}{r}(\binom{n}{r})$ different $y \in Y$ such that $(x, y) \in R$.
2. For every $y \in Y$, there one $x \in X$ such that $(x, y) \in R$.
3. For every $x \in X$ and $i \in [\binom{n}{r}]$, there is at most one $y \in Y$ such that $(x, y) \in R$ and $x_i \neq y_i$.
4. For every $y \in Y$ and $i \in [\binom{n}{r}]$, there is at most one $x \in X$ such that $(x, y) \in R$ and $x_i \neq y_i$.

It can be seen that any quantum algorithm computing $f$ uses $\Omega(\sqrt{\binom{n}{r}})$ queries. Because of $r = \lfloor n/2 \rfloor$, the theorem is proved.

### 3.2 Quantum Algorithm for Uniform Matroid Decision Problem

As mentioned in [20], the property $\lfloor n/2 \rfloor$-UNIFOR$\text{M}$ is a hardest property with respect to the independence query oracle. It requires $\Omega(\binom{n}{\lfloor n/2 \rfloor})$ independence query oracles to determine whether a matroid is uniform on a ground set with $n$ elements. We will present a quantum algorithm using $O(\sqrt{\binom{n}{\lfloor n/2 \rfloor}})$ independence query oracles to solve this problem and thus the algorithm is asymptotically optimal.

**Fact 1.** Let $\mathcal{M} = (V, I)$ be a matroid with $|V| = n$. There is a greedy algorithm to compute the rank of $\mathcal{M}$ using $O(n)$ independence query oracles.

**Proof.** Let $J = \emptyset$, for every $e \in V$, if $J \cup \{e\}$ is an independent set in $\mathcal{M}$, then update $J$ (i.e. $J := J \cup \{e\}$, otherwise discard $e$). This procedure, denoted by $\text{GreedyAlgorithm}$, is essentially a greedy algorithm with all the elements being the same weight. We must traverse all elements in $V$. The fact is proved.

**Theorem 19.** Let $\mathcal{M} = (V, I)$ be a matroid with $|V| = n$. There is a quantum algorithm to decide whether it is uniform using $O(\sqrt{\binom{n}{\lfloor n/2 \rfloor}})$ independence query oracles.

**Proof.** For determining whether a matroid is uniform, we just need to check the sets whose size are equal to its rank. Consider the Algorithm [1] Uniform Matroid. First, we use Fact 1 to compute the rank $r$ of $\mathcal{M}$. Then use GroverAlgorithm to determine that whether there is a $S \subseteq V$ with $|S| = r$ such that $\mathcal{O}(S) = 0$ in the set $\{J \subseteq V : |J| = r\}$. If we find such a $S$, we can affirmatively conclude that $\mathcal{M}$ is not a uniform matroid. Otherwise we repeat GroverAlgorithm several times. Finally, if all the results of GroverAlgorithm such that $\mathcal{O}(S) = 1$, it can be shown that $\mathcal{M}$ is an uniform matroid with a high probability. The total number of independence query oracle required is $O(n) + \text{MAX REPEAT} \cdot \sqrt{\binom{n}{r}}$. And the number $\text{MAX REPEAT}$ is a constant. When the rank $r = \lfloor n/2 \rfloor$, the algorithm uses $O(\sqrt{\binom{n}{\lfloor n/2 \rfloor}})$ independence query oracles.
Algorithm 1 Uniform Matroid

```c
int UniformMatroid(M, V)
{
    int r = GreedyAlgorithm(M, V);
    int k = MAX_REPEAT;
    while (k > 0) // Repeat GroverAlgorithm up to MAX_REPEAT times.
    {
        S = GroverAlgorithm({J ⊆ V : |J| = r});
        if (O_i(S) == 0) return 0;
        k = k - 1;
    }
    return 1;
}
```

By Theorem 19 and Theorem 18 we can see that the presented algorithm is asymptotically optimal. This means that the quantum query complexity of the uniform decision problem is $\Theta\left(\binom{n}{\lfloor n/2 \rfloor}\right)$.

### 3.3 Quantum Algorithm for Finding Girth

**Theorem 20.** Let $\mathcal{M} = (V, \mathcal{I})$ be a matroid with $|V| = n$. There is a quantum algorithm to find the girth of $\mathcal{M}$ using $O(\log n \sqrt{n \binom{n}{\lfloor n/2 \rfloor}})$ independence query oracles.

**Proof.** Consider the Algorithm 2: Compute Girth, where a greedy algorithm is used to compute the rank $r$ of $\mathcal{M}$ and GroverAlgorithm is used to determine that whether there is a $S \in \{J \subseteq V : |J| = r\}$ such that $O_i(S) = 0$.

Suppose the girth of $\mathcal{M}$ is not $\infty$ and consider the worst case that the outer while is executed $\log n$ times. Each time the outer while is executed, we repeatedly call GroverAlgorithm up to MAX_REPEAT times. The number MAX_REPEAT is a constant. And the maximum number of independence oracle queried by GroverAlgorithm is $\sqrt{n \binom{n}{\lfloor n/2 \rfloor}}$. The total number of query to independence oracle is not more than $O(n) + MAX\_REPEAT \cdot \log n \sqrt{n \binom{n}{\lfloor n/2 \rfloor}}$.

So ComputeGirth uses $O(\log n \sqrt{n \binom{n}{\lfloor n/2 \rfloor}})$ independence queries to compute the girth.

By Theorem 20 and Theorem 17 we can see that the quantum algorithm is almost optimal.
Algorithm 2 Compute Girth

```
/*
Input: Matroid $\mathcal{M}$ accessed by $O_i$ and ground set $V$.
Output: The girth of $\mathcal{M}$.
*/

int ComputeGirth(M, V)
{
    int girth = $\infty$;
    if ($O_i(V) == 1$) return girth;
    int r = GreedyAlgorithm(M, V);
    int lindex = 1, rindex = r + 1, k = 0;
    while (lindex != rindex)
    {
        girth = (lindex + rindex) / 2;
        k = MAX_REPEAT; // Repeat GroverAlgorithm up to MAX_REPEAT times
        while (k)
        {
            S = GroverAlgorithm($\{J \subseteq V : |J| = girth\}$);
            if ($O_i(S) == 0$)
            {
                rindex = girth;
                break;
            }
            k = k - 1;
        }
        if (k == 0)
        {
            lindex = girth;
        }
    }
    return girth;
}
```

3.4 Quantum Complexity and Algorithm for Paving Matroid Decision Problem

Paving matroids are a very important type of matroids in matroid theory. In the early 1970’s, Blackburn, Crapo, and Hig
c [4] noticed that most of the matroids on a ground set of up to 8 elements are paving matroids. Crapo and Rota [6] suggested that perhaps paving matroids “would actually predominate in any asymptotic enumeration of geometries”. Mayhew et al. [17] gave a conjecture, “Asymptotically, almost every matroid is paving”. Here we give an almost optimal quantum algorithm to determine whether a matroid is paving.

▶ Fact 2. Given a matroid $\mathcal{M} = (V, I)$ with rank $r \geq 2$, if there exists a circuit $C$ in $\mathcal{M}$ with $|C| \leq r - 2$. Then there must be a dependent set $J$ with $|J| = r - 1$ in $\mathcal{M}$.

Proof. This fact is obvious. Let $X \subseteq V \setminus C$ with $|X| = r - 1 - |C|$, then $C \subseteq J = C \cup X$ is a dependent set of $\mathcal{M}$ with $|J| = r - 1$.

▶ Theorem 21. Let $\mathcal{M} = (V, I)$ be a matroid with $|V| = n$. There is a quantum algorithm to decide whether it is paving using $O(\sqrt{\binom{n}{[n/2]}})$ independence query oracles.
Proof. Consider the Algorithm Paving Matroid. By Fact 2, we can see that a matroid $\mathcal{M}$ with rank $r \geq 2$ is a paving matroid if and only if every the $(r-1)$-set is an independent set. First we use Fact 1 to compute the rank $r$ of $\mathcal{M}$. Then we use GroverAlgorithm to determine whether there is a a $S \subseteq V$ with $|S| = r - 1$ such that $\mathcal{O}_i(S) = 0$ in the set $\{ J \subseteq V : |J| = r - 1 \}$. If we find such a $S$, we can affirmatively conclude that $\mathcal{M}$ is not a paving matroid. Otherwise we repeat GroverAlgorithm several times. Finally, if all the results of GroverAlgorithm such that $\mathcal{O}_i(S) = 1$, it can be shown that $\mathcal{M}$ is a paving matroid with a high probability. The total number of independence query oracle required is $O(n) + \text{MAX\_REPEAT} \cdot \sqrt{n/r}$. And the number MAX\_REPEAT is a constant. When $r - 1 = \lfloor n/2 \rfloor$, the total number of independence query oracles used is $O(\sqrt{n/\lfloor n/2 \rfloor})$.

\begin{algorithm}
\begin{algorithmic}[1]
\State 
\Comment Paving Matroid
\Function{PavingMatroid}{\textit{M}, \textit{V}}
\State int \textit{r} = \text{GreedyAlgorithm}(\textit{M}, \textit{V});
\State int \textit{k} = \text{MAX\_REPEAT};
\While{(\textit{k} > 0)} // Repeat GroverAlgorithm up to MAX\_REPEAT times.
\State $\textit{S} = \text{GroverAlgorithm}(\{ J \subseteq V : |J| = r - 1 \})$;
\If{($\mathcal{O}_i(S) = 0$)} \textbf{return} 0;
\EndIf
\State \textit{k} = \textit{k} - 1;
\EndWhile
\textbf{return} 1;
\EndFunction
\end{algorithmic}
\end{algorithm}

\begin{fact}
Given a ground set $V$ with $|V| = n$, an integer $r$ with $1 \leq r \leq n$ and $A, C \subseteq V$ with $|A| = |C| = r - 1$. Define $J_r, J_A, J_C$ as Notations in Section 2.7. Let $B_A = J_r - J_A$, $B_C = J_r - J_C$. We use a $\binom{n}{r}$ bit 0-1 string $x(M)$ encodes a matroid $\mathcal{M}$ with rank($\mathcal{M}$) = $r$. For $i \in \binom{n}{r}$, $x(\mathcal{M})[i] = 1$ indicates that some $r$-set be a base of $\mathcal{M}$. For any different $A$ and $C$, the two matroids determined by $B_A$ and $B_C$ as the collection of bases, denoted by $\mathcal{M}_A$ and $\mathcal{M}_C$, then there is at most one $i \in \binom{n}{r}$ such that $x(\mathcal{M}_A)[i] = x(\mathcal{M}_C)[i] = 0$.
\end{fact}

\begin{proof}
For any two different $(r-1)$-set $A$ and $C$, we have $0 \leq |A \cap C| \leq r - 2$, $|A \cap C| < r - 2$ implies that for any $e \in V - A$ and $e' \in V - C$, we have $A_e \neq C_{e'}$. Thus for any $i \in \binom{n}{r}$, $x(\mathcal{M}_A)[i]$ and $x(\mathcal{M}_C)[i]$ will not be 0 at the same time. $|A \cap C| = r - 2$ implies that there exists one and only one $r$-set (that is $A \cup C$) be the superset of $A$ and $C$ with cardinality $r$. The fact is proved.
\end{proof}

\begin{theorem}
Let $\mathcal{M} = (V, I)$ be a matroid with $|V| = n$. Then any quantum query algorithm to decide whether $\mathcal{M}$ is paving requires at least $\Omega(\sqrt{n/\lfloor n/2 \rfloor}/n)$ independence query oracles.
\end{theorem}

\begin{proof}
Given an integer $r$ with $1 \leq r \leq n$ and a subset $A \subseteq V$ with $|A| = r - 1$, $e \in V - A$, define $J_r, J_A$ as Notations in Section 2.1. Let $B_A = J_r - J_A$. Then there is a matroid on $V$ that can be determined by $B_A$ as the collection of bases, denoted by $\mathcal{M}_A$. Furthermore, $\mathcal{M}_A$ is not a paving matroid (because $A \notin I(\mathcal{M}_A)$ and $\text{rank}(\mathcal{M}_A) = r > |A|$).
\end{proof}
We encode every matroid with rank \( r \) on \( V \) to a different \( \binom{n}{r} \)-bit 0–1 string (see Matroid Representation \( 2.1 \)). Let \( X = \{x(U_{1,n}) \in \{0,1\}^{\binom{n}{r}} \} \), \( Y = \{x(M_A) \in \{0,1\}^{\binom{n}{r}} : \forall A \subseteq V \text{ with } |A| = r - 1 \} \). Define a Boolean function \( f : \{0,1\}^{\binom{n}{r}} \to \{0,1\} \), \( f(x) = 1 \) if and only if the matroid \( M(x) \) is a paving matroid. By the definition of \( X \) and \( Y \), it is easy to verify that every \( x \in X \) is a paving matroid and every \( y \in Y \) is not a paving matroid. So \( X,Y \) are two sets of inputs such that \( f(x) \neq f(y) \) if \( x \in X \) and \( y \in Y \). Let \( R \subseteq X_r \times Y_r \) be a relation such that

1. For every \( x \in X \), there exist \( \binom{r-1}{n-1} \) different \( y \in Y \) such that \( (x,y) \in R \).
2. For every \( y \in Y \), there exists one \( x \in X \) such that \( (x,y) \in R \).
3. For every \( x \in X \) and \( i \in \binom{r}{n-1} \), there are at most \( \binom{r-1}{n-1} \) (known from Fact \( 3 \)) different \( y \in Y \) such that \( (x,y) \in R \) and \( x_i \neq y_i \).
4. For every \( y \in Y \) and \( i \in \binom{r}{n} \), there is at most one \( x \in X \) such that \( (x,y) \in R \) and \( x_i \neq y_i \).

It can be seen that any quantum algorithm computing \( f \) uses \( \Omega(\sqrt{\binom{n}{r-1}}/r) \) queries. When \( r - 1 = \lfloor n/2 \rfloor \), we obtain the lower bound \( \Omega(\sqrt{\binom{n}{\lfloor n/2 \rfloor}}/n) \).

By Theorem \( 21 \) and Theorem \( 22 \) one can see that our quantum algorithm is almost optimal.

### 3.5 Trivial and Loopless Decision Problems

**Theorem 23.** The quantum query complexity of trivial and loopless decision problems are \( \Theta(\sqrt{n}) \).

**Proof.** From Definitions \( 7 \) and \( 8 \) we can see that a matroid is a trivial matroid if and only if all the singleton in \( V \) are dependent, and a matroid is loopless if and only if all the singleton in \( V \) are independent. In other words, for the trivial(loopless) matroid decision problem, if there is an \( e \in V \) such that \( \mathcal{O}_i(\{e\}) = 1(0) \) implies the matroid is not a trivial(loopless) matroid. So these two decision problems are essentially the unordered search problem in the set \( V \). By \( 11, 5, 24 \), the quantum query complexity of the trivial and loopless decision problems are \( \Theta(\sqrt{n}) \). ▶

### 4 Conclusion

In this paper, we discussed quantum speedup and limitations on matroid properties, assuming that a matroid can be accessed through the independence query oracle. We obtained lower bounds on the quantum query complexity for the calculation problem of finding the girth or the number of circuits (bases, flats, hyperplanes) of a matroid, and for the decision problem of deciding whether a matroid is uniform or Eulerian. These lower bounds imply that there is no polynomial-time quantum algorithm for these problems. We also presented quantum algorithms with quadratic speedup over classical ones for some of these problems and the algorithms are asymptotically optimal or almost optimal.

There are a large number of matroids in a ground set with \( n \) elements. This gives us many potential possibilities. There are some interesting questions worthy of further consideration.

1. Are there matroid problems for which quantum algorithms can show superpolynomial speedup over their counterparts? If yes, can we characterize the properties owned by these problems?
2. Robinson and Welsh have shown that the capabilities of oracles given by different definitions are very different. What about in the quantum case?

3. In this paper, we simply use Grover’s algorithm to solve some relatively simple problems in [13]. What about other problems?
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