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Abstract—In this paper, we propose a high-rate full-diversity space-time block code (STBC) for $2 \times 2$ reconfigurable multiple-input multiple-output (MIMO) systems that require a low complexity maximum likelihood (ML) detector. We consider a transmitter equipped with a linear antenna array where each antenna element can be independently configured to create a directive radiation pattern toward a selected direction. This property of transmit antennas allows us to increase the data rate of the system, while reducing the computational complexity of the receiver. The proposed STBC achieves a coding rate of two in a $2 \times 2$ MIMO system and can be decoded via an ML detector with a complexity of order $M$, where $M$ is the cardinality of the transmitted symbol constellation. Our simulations demonstrate the efficiency of the proposed code compared to existing STBCs in the literature.

Index Terms—Multiple-input multiple-output (MIMO), reconfigurable antennas, space-time coding.

I. INTRODUCTION

SPACE-time block coding (STBC) technique is one of the most effective diversity methods used to combat the effect of channel fading in wireless communication [3]–[6]. There are numerous studies on designing high-rate STBC for multiple-input multiple-output (MIMO) systems [7]–[11]. These codes are mostly designed based on the assumption that the antenna arrays at the transmitter and the receiver are omni-directional, i.e., there is no control mechanism over the signal propagation from each antenna element. Deploying reconfigurable antennas in MIMO arrays can add intelligence to these codes and provide additional degrees of freedom in the system that can be exploited to design STBCs with improved performance [12]–[14]. The design of such codes will be also useful for emerging wireless communication technologies such as millimeter wave (mmWave) systems, in which the use of antennas with controllable radiation patterns is a necessity to overcome the severe path-loss and fading in high frequencies [15], [16].

Recently, several block-coding techniques have been designed to improve the performance of reconfigurable MIMO systems [17]–[19]. In [17], the authors proposed a coding scheme that can increase the diversity order of conventional MIMO systems by the number of the reconfigurable states at the receiver antenna. [18] extends the technique in [17] to MIMO systems with reconfigurable antenna elements at both the transmitter and receiver sides, where a state-switching transmission scheme is used to further utilize the available diversity in the system over flat fading wireless channels. Later in [19], a coding scheme was proposed for reconfigurable MIMO systems over frequency-selective fading channels. However, using the aforementioned block codes in the system is only able to transmit one symbol per channel use, i.e., they do not provide any multiplexing gain. Moreover, the detection complexity of the codes is high and increases with the number of reconfigurable states of the antenna array.

B. Contributions

In this paper, we propose a high-rate space-time block code for a $2 \times 2$ MIMO systems that are equipped with reconfigurable antenna elements. The proposed code uses the properties of the reconfigurable antennas to enhance the coding rate, while reducing the complexity of the maximum likelihood (ML) detector at the receiver. At each time slot, the system transmits multiple symbols over different beams each intended for a particular direction and receive antenna. We show that for a $2 \times 2$ MIMO system, a coding rate of two can be achieved. Furthermore, due to the structure of the proposed code the system can use a conditional ML detection scheme to further reduce the complexity of the data detection process to $O(M)$, where $M$ is the cardinality of the signal constellation, and $O(\cdot)$ denotes the big omicron notation.

For comparison purposes, we study the performance of the recently developed rate-2 STBCs, including the Matrix C [8], and maximum transmit diversity (MTD) [11] codes. The Matrix C code is a threaded algebraic space-time code [20], which is known as one of the well-performing STBCs for $2 \times 2$ MIMO systems. In [11], the authors proposed a high-rate STBC code, referred to as the MTD code, that is designed based on the linear combination of two Alamouti codes. The MTD code has an ML detection complexity of $O(M^2)$. However, by taking advantage of the characteristics of reconfigurable antennas, our proposed code achieves an ML decoding complexity of $O(M)$.

The rest of the paper is organized as follows. In Section II we introduce the proposed high-rate STBC for the $2 \times 2$ MIMO systems and describe the signal model. We describe the design criteria of the code and their relations with the parameters of the reconfigurable antennas in Section III. We present a low
complexity ML decoder for the proposed STBC in Section IV. Simulation results are presented in Section V and concluding remarks are appeared in Section VI.

Notation: Throughout this paper, we use capital boldface letters, X, for matrices and lowercase boldface letters, x, for vectors. (·)T denotes transpose operator. A ⊙ B denotes the Hadamard product of the matrices A and B, ||A||F represents the Frobenius norm of the matrix A, det(·) computes the determinant of the matrix A, and vec(·) denotes the vectorization of a matrix A by stacking its columns on top of one another. Moreover, diag(a1, a2, · · · , an) represents a diagonal n × n matrix, whose diagonal entries are a1, a2, · · · , an. I M is the identity matrix of size M, and Q(·) is the Gaussian Q-function. We also use C to denote the set of complex valued numbers and Re{·} to represent the real component of a complex variable.

II. PROPOSED SPACE-TIME BLOCK CODE

We consider a single-user mmWave system with Nt = 2 and Nr = 2 transmit and receive antennas, respectively, where the transmitter is equipped with directive reconfigurable antennas to overcome the signal power degradation due to high pathloss in mmWave systems. We construct every 2×2 codeword matrix from four information symbols s1, s2, s3, s4 that will be sent during T = 2 time slots from Nt = 2 reconfigurable antennas. A 2×2 block code consists of four symbols is transmitted by Nt = 2 transmit antennas during T = 2 time slots, i.e.,

\[ C = \sqrt{P} \begin{bmatrix} c_1(1) & c_2(1) \\ c_1(2) & c_2(2) \end{bmatrix} \]

\[ = \sqrt{P} \begin{bmatrix} s_1 \alpha_1 - s_2^* \beta_1 & s_3 \alpha_2 - s_4^* \beta_2 \\ -s_3^* \alpha_2 + s_4 \beta_2 & s_1^* \alpha_1 - s_2 \beta_1 \end{bmatrix}, \]

where P is the transmit power per antenna, αi = sin(θi), βi = cos(θi), for i ∈ {1, 2}. These choices for αi and βi ensure that there is no transmit energy increase, i.e., αi2 + βi2 = 1. In the next section, we explain how to choose optimal angles θ1 and θ2 to maximize the diversity and coding gains.

In order to reduce the decoding complexity, we can incorporate channel state information (CSI) and antenna radiation pattern characteristics into the block code at the transmitter. To do so, we multiply (1) by Ψ(φ) which represents a matrix that is a function of the wireless channel coefficients H and antenna radiation pattern characteristics G(φ). Note that in the time-division-duplex (TDD) systems, the CSI of the uplink can be used as the CSI of the downlink due to channel reciprocity [21] and, therefore, no receiver feedback is required. The proposed STBC then can be expressed as

\[ C = \sqrt{P} \begin{bmatrix} s_1 \alpha_1 - s_2^* \beta_1 & s_3 \alpha_2 - s_4^* \beta_2 \\ -s_3^* \alpha_2 + s_4 \beta_2 & s_1^* \alpha_1 - s_2 \beta_1 \end{bmatrix} \Psi^H(\phi) ||\Psi(\phi)||F, \]

where the entries of Ψ(φ) = [ψ1(φ), ψ2(φ)] can be computed as the Hadamard product of the channel matrix, H, and the antenna gain matrix, G(φ), i.e.,

\[ \Psi(\phi) = H \circ G(\phi), \]

where H ≜ [h1, h2] with h1, h2 = [hi,1, hi,2]T, and G(φ) ≜ [g1(φ), g2(φ)] with g1(φ), g2(φ) = [g̃1(φ1), g̃2(φ2)]T. If Ns information symbols in a codeword are transmitted over T channel uses, the transmission symbol rate is defined as r = \frac{N}{2T}, and the bit rate per channel use is computed as rB = r log₂ M, where M is the cardinality of the signal constellation. Note that a STBC is said to be full-rate when the number of transmitted symbols per channel use is equal to the number of transmit antennas, i.e., when r = Nr = 2. Thus, based on this definition, the proposed STBC in (1) is full-rate (r = Nr = 2).

The overall received signal vector at the i-th antenna, yi = [yi(1), yi(2)]T, can be written as

\[ y_i = \frac{\sqrt{T}}{||\Psi(\phi)||F} \begin{bmatrix} s_1 \alpha_1 - s_2^* \beta_1 & s_3 \alpha_2 - s_4^* \beta_2 \\ -s_3^* \alpha_2 + s_4 \beta_2 & s_1^* \alpha_1 - s_2 \beta_1 \end{bmatrix} \Psi^H(\phi) \psi_i(\phi) + z_i, \]

where \( \psi_i(\phi) \) = [h1,g1(φ1), h2,g2(φ2)]T denotes the vector formed by the Hadamard product of the channel matrix and the antenna gain matrix, and \( z_i \) = [zi(1), zi(2)]T represents the noise vector.

III. DESIGN CRITERIA

In this section, we present the procedure of finding the optimal values for the coefficients αi, βi, and g̃i(φi) that leads to maximum achievable diversity and coding gains for the proposed code. Let us denote two distinct sets of symbols by \{s1, s2, s3, s4\} and \{u1, u2, u3, u4\} and construct two distinct STBC codewords C and U using equation (2). The two criteria that we use to design our code are: Rank Criterion and Determinant Criterion [22].

Rank Criterion or Diversity Criterion: To guarantee full diversity, matrix (C − U)H(C − U) over all pairs of distinct codewords must be full rank. We can simplify the rank criterion formulation using the determinant operation and state it as the following condition:

\[ \text{det}[(C - U)^H(C - U)] \neq 0, \quad \text{for } C \neq U. \]

It can be verified that

\[ \text{det}[(C - U)^H(C - U)] = (|D|^2 + |D'|^2)^2 \times |h_{1,1}g_1(\phi_1)h_{2,2}g_2(\phi_2) - h_{1,2}g_2(\phi_1)h_{2,1}g_1(\phi_2)|^2, \]

where

\[ D = d_1 \alpha_1 - d_2^* \beta_1, \]

\[ D' = d_3 \alpha_2 - d_4^* \beta_2, \]

and \( d_i = s_i - u_i \), for i ∈ {1, 2, 3, 4}. In order to achieve full-diversity, it is necessary to ensure that the coefficients α1, β1, and g̃1(φ1) are chosen such that (5) is greater than zero.

Determinant Criterion or Coding gain Criterion: The minimum coding gain distance between two distinct STBC codewords C and U can be expressed as

\[ \sigma_{\text{min}} = \min_{C \neq U} \text{det}[(C - U)^H(C - U)]. \]
\[ \theta_i^o = \arctan \left( \frac{\vert d_2 \vert^2 + \vert d_3 \vert^2 - 2 \left( \text{Re}\{d_1 d_2\} + \text{Re}\{d_3 d_4\} \right) \left( \frac{1}{\vert d_1 \vert^2 + \vert d_2 \vert^2} \right) \left( \frac{1}{\vert d_1 \vert^2 + \vert d_3 \vert^2} \right)}{\sqrt{\left( \vert d_1 \vert^2 + \vert d_2 \vert^2 \right) \left( \vert d_1 \vert^2 + \vert d_3 \vert^2 \right) \left( \vert d_1 \vert^2 + \vert d_4 \vert^2 \right) \left( \vert d_2 \vert^2 + \vert d_3 \vert^2 \right)}} \right) \] 

We need to be design the code such that the minimum coding gain distance, \( \sigma_{\text{min}} \), is maximized. Let \( \sigma \) denotes the achievable coding gain. We now can use (9) to obtain \( \sigma \) via the following optimization problem:

\[
\sigma = \max_{g_1(\phi_i), \alpha_i, \beta_i} \min_{i,j \in \{1,2\}} \det \left[ (C - U)^H (C - U) \right], \tag{10}
\]

\[
= \max_{g_1(\phi_i), \alpha_i, \beta_i} \min_{i,j \in \{1,2\}} \left\{ \min_{C \neq U} (|D|^2 + |D'|^2) \times \left[ h_{11} g_1(\phi_1) h_{22} g_2(\phi_2) - h_{12} g_2(\phi_1) h_{21} g_1(\phi_2) \right]^2 \right\}, \tag{11}
\]

Since the expression \( (|D|^2 + |D'|^2) \) only depends on \( \alpha_i, \beta_i \), and the difference of the information symbols in the two distinct codewords, and the expression \( \left[ h_{11} g_1(\phi_1) h_{22} g_2(\phi_2) - h_{12} g_2(\phi_1) h_{21} g_1(\phi_2) \right]^2 \) only depends on the channel coefficients, \( h_{ij} \), and antenna parameters, \( g_j(\phi_i) \), the maximization problem in (11) can be decoupled and rewritten as

\[
\sigma = \max_{\alpha_i, \beta_i} \max_{i,j \in \{1,2\}} \left\{ \min_{C \neq U} (|D|^2 + |D'|^2) \times \left[ h_{11} g_1(\phi_1) h_{22} g_2(\phi_2) - h_{12} g_2(\phi_1) h_{21} g_1(\phi_2) \right]^2 \right\}, \tag{12}
\]

In sequel, we will explain how to find the coefficients \( \alpha_i, \beta_i \), and \( g_j(\phi_i) \) that maximize the minimum coding gain distance.

A. Optimal \( \alpha_i \) and \( \beta_i \)

As mentioned in the previous section, we choose \( \alpha_i = \sin(\theta_i) \), \( \beta_i = \cos(\theta_i) \), for \( i \in \{1,2\} \), such that the transmit power constraint is satisfied. To find the optimal value for \( \theta_i \), we form the following optimization problem:

\[
\{ \theta_1^o, \theta_2^o \} = \arg\max_{\theta_1, \theta_2 \in [0, \pi/2]} \min_{C \neq U} \det \left[ (C - U) \right], \tag{13}
\]

\[
= \arg\max_{\theta_1, \theta_2 \in [0, \pi/2]} \min_{C \neq U} \left| d_1^2 \alpha_1^2 + d_2^2 \beta_1^2 + d_3^2 \alpha_2^2 + d_4^2 \beta_2^2 - 2 \text{Re}\{d_1 d_2 \alpha_1 \beta_1\} - 2 \text{Re}\{d_3 d_4 \alpha_2 \beta_2\} \right|, \tag{14}
\]

Subject to the constraint that \( \theta_1 + \theta_2 = \pi/2 \), (14) will take the following form:

\[
\theta_i^o = \arg\max_{\theta_i} \min_{C \neq U} \left| (|d_1|^2 + |d_2|^2) \sin^2(\theta_i) + (|d_2|^2 + |d_3|^2) \cos^2(\theta_i) - (\text{Re}\{d_1 d_2\} + \text{Re}\{d_3 d_4\}) \sin(2\theta_i) \right|. \tag{15}
\]

By differentiating (15) with respect to \( \theta_i \) and setting the result to zero, we get the optimal value of \( \theta_i \) as shown in top of the page.

B. Optimal Reconfigurable Antenna Parameters

We now proceed to obtain the optimal antenna parameter using the second optimization term in (12). We formulate a cost function in terms of \( g_j(\phi_i) \), for \( i \in \{1,2\} \), as follows:

\[
F(g) = \max_{g_j(\phi_i)} \left\{ \left| h_{11} g_1(\phi_1) h_{22} g_2(\phi_2) - h_{12} g_2(\phi_1) h_{21} g_1(\phi_2) \right|^2 \right\},
\]

\[
= \max_{g_j(\phi_i)} \left\{ \left| k g_1(\phi_1) g_2(\phi_2) - g_2(\phi_1) g_1(\phi_2) \right|^2 \right\}, \tag{17}
\]

where \( g = [g_1(\phi_1), g_1(\phi_2), g_2(\phi_1), g_2(\phi_2)] \) and \( k = h_{11} h_{22}/h_{12} h_{21} \). This is a nonlinear optimization problem which solving it in the current form may lead to several local maxima. To avoid such scenarios, we first assume that the first and second transmit antennas are configured such that

\[
g_1(\phi_1) = g_2(\phi_2), \tag{18}
\]

\[
g_1(\phi_2) = g_2(\phi_1). \tag{19}
\]

Second, to model the antenna radiation pattern, we consider a rectangular function as a proper abstraction to capture the direction steerability and beamwidth characteristics of the antenna (23). Using this model, we have

\[
g_1(\phi_2) B_{3dB} + g_1(\phi_1) B_{3dB} = 2\pi, \tag{20}
\]

where \( B_{3dB} \) is the 3-dB antenna beamwidth. From (20), we obtain

\[
g_1(\phi_2) = \frac{2\pi - g_1(\phi_1) B_{3dB}}{B_{3dB}}. \tag{21}
\]

Substituting (21) into (17), we arrive at:

\[
F(g_1(\phi_1)) = \max_{g_1(\phi_1) \in [0, \pi] g_{ap}} \left\{ \left| k g_1(\phi_1)^2 - \frac{2\pi - g_1(\phi_1) B_{3dB}}{B_{3dB}} \right|^2 \right\}, \tag{22}
\]

where \( g_{ap} = \frac{\pi}{B_{3dB}} \) is the upper bound value of the antenna gain. The maximization over \( g_1(\phi_1) \) can be performed by differentiating (22) with respect to \( g_1(\phi_1) \) and setting the result to zero. This leads to the following solutions:

\[
g_1^{s1}(\phi_1) = \frac{-2\pi (1 - \sqrt{k})}{B_{3dB} (k - 1)}, \tag{23}
\]

\[
g_1^{s2}(\phi_1) = \frac{-2\pi (1 + \sqrt{k})}{B_{3dB} (k - 1)}, \tag{24}
\]

\[
g_1^{s3}(\phi_1) = \frac{-2\pi}{B_{3dB} (k - 1)}. \tag{25}
\]

The above solutions show the local optimum points of the cost function \( F(g_1(\phi_1)) \). To obtain a pattern of the cost function, we compute the second derivative of \( F(g_1(\phi_1)) \) with respect
The cost function for real negative $k$ is of the form $F(g_1(\phi_1)) = \phi_1^2 - \frac{1}{k}$. Fig. 2 illustrates this for different values of $g_1(\phi_1)$.

The cost function for two different sets of points of the cost function depends on $k$. For $k = 20$, Fig. 1 shows the cost-function curve behavior for the first case. For the latter, when $k$ is negative real, the cost function will have a global minimum equal to $g_1^*(\phi_1)$. Fig. 2 shows the negative parabola shape of $k$, i.e., $k = -15$ and $B_{dMB} = \pi/4$, which is parabola shape as our calculation showed.

**IV. ML Decoding**

In this section, we formulate the ML decoding problem for the code proposed in reconfigurable MIMO systems. The decoder at the first and second branches respectively receive signals $y_1$ and $y_2$ during $T = 2$ time slots as computed in [4]. Assuming perfect channel state information at the receiver, the symbols $\{s_1, s_2, s_3, s_4\}$ can be jointly detected using an ML decoder as follows:

\[
(\hat{s}_1, \hat{s}_2, \hat{s}_3, \hat{s}_4) = \text{argmin}_{s_1,s_2,s_3,s_4} ||y - \tilde{C}h_\phi||^2 \tag{29}
\]

where $y = [y_1^T, y_2^T]^T$ is the overall received signal vector. The maximum likelihood decoder performs an exhaustive search over all possible values of the transmitted symbols and decides in favor of the quadruplet $(s_1, s_2, s_3, s_4)$ that minimizes the Euclidean distance metric of (29). The computational complexity of the receiver in this case is $O(M^4)$. However, considering the structure of the proposed STBC code, the receiver without using CSI decouples symbol pairs $(s_1, s_2)$ and $(s_3, s_4)$ as

\[
|y_1(1) + y_2(2)| = \frac{\sqrt{P}}{2||H_\phi(\phi)||^2} \left[ (s_1\alpha_1 - s_2\beta_1)h_{y1}^T h_{\theta_1} + (s_3\alpha_2 - s_4\beta_2)h_{y2}^T h_{\theta_1} + z_1(1) + z_2(2) \middle/ \sqrt{2} \right],
\]

and

\[
|y_2(1) - y_1(2)| = \frac{\sqrt{P}}{2||H_\phi(\phi)||^2} \left[ (s_1\alpha_1 - s_2\beta_1)h_{y2}^T h_{\theta_2} + (s_3\alpha_2 - s_4\beta_2)h_{y1}^T h_{\theta_2} + z_2(1) - z_1(2) \middle/ \sqrt{2} \right].
\]

From (26)–(28), we observe that the local maxima and minima points of the cost function depends on $k$. Let us evaluate the cost function for two different sets of $k$ values. For the first case, we assume that $k$ takes positive real values, i.e., $k \in [0, \infty)$, and for the second case $k$ is assumed to be negative real. For the former, $g_1^{1^*}(\phi_1)$ and $g_1^{2^*}(\phi_1)$ are the global minimum points and $g_1^{1^*}(\phi_1)$ is the local maximum. It can be verified that the cost function, $F(g_1(\phi_1))$, approaches positive infinity when $g_1(\phi_1)$ approaches to negative or positive infinity. Fig. 1 shows the cost-function curve behavior for $k = 20$ and $B_{dMB} = \pi/4$. For the latter, when $k$ is negative real, the cost function will have a global minimum equal to $g_1^*(\phi_1)$. Fig. 2 shows the parabola shape of $k$, i.e., $k = -15$ and $B_{dMB} = \pi/4$, which is parabola shape as our calculation showed.
(s3, s1), respectively. Therefore, the ML decoding is realized by joint searches of two information symbols which results in a complexity of $O(M^2)$. As we will show in the following section, the ML decoding complexity of the proposed STBC can be further decreased to $O(M)$.

A. Conditional ML Decoding

To reduce the decoding complexity of the proposed code, we use a conditional ML decoding technique [9] elaborated below. Let us compute the following intermediate signals using the received signal, $r_1$, in (30), for a given value of the symbol $s_2$

$$
\hat{r}_1 = r_1 - \sqrt{\frac{P}{2}}|H_\phi(\phi)||_{F}(-s_2^*\beta_1)
= \sqrt{\frac{P}{2}}|H_\phi(\phi)||_{F}(s_1\alpha_1) + \frac{z_1(1) + z_2(2)}{\sqrt{2}}.
$$

(34)

It can be seen from (34) that $\hat{r}_1$ has only terms involving the symbol $s_1$ and, therefore, it can be used as the input signal to a threshold detector to get the ML estimate of the symbol $s_1$ conditional on $s_2$. As a result, instead of minimizing the cost function in (32) over all possible pairs $(s_1, s_2)$, we first obtain the estimate of $s_1$ using threshold detector, called $s_1^{ML}(s_2^m)$, and then compute the cost function for $(s_3^{ML}(s_4^m), s_2^m)$, for $m = 1, 2, \ldots, M$. The optimal solution can be obtained as

$$
\hat{s}_2 = \arg\min_m f\left(s_1^{ML}(s_2^m), s_2^m\right),
$$

(35)

where

$$
\begin{align*}
&f\left(s_1^{ML}(s_2^m), s_2^m\right) = |r_1 - \sqrt{\frac{P}{2}}|H_\phi(\phi)||_{F}(s_1^{ML}(s_2^m)\alpha_1 - s_2^m \beta_1)|^2.
\end{align*}
$$

(36)

Similarly, $s_3$ and $s_4$ can be detected by solving the following

$$
\hat{s}_4 = \arg\min_m f\left(s_3^{ML}(s_4^m), s_4^m\right),
$$

(37)

where

$$
\begin{align*}
&f\left(s_3^{ML}(s_4^m), s_4^m\right) = |r_2 - \sqrt{\frac{P}{2}}|H_\phi(\phi)||_{F}(s_3^{ML}(s_4^m)\alpha_2 - s_4^m \beta_2)|^2.
\end{align*}
$$

(38)

Using the above described conditional ML decoding, we reduce the ML detection complexity of the proposed code from $O(M^2)$ to $O(M)$ (see Algorithm 1).

Algorithm 1 Conditional ML Decoding $i \in \{1, 2\}$

Step 1: Select $s_2^m$ from the signal constellation set.

Step 2: Compute $\hat{r}_i$.

Step 3: Supply $\hat{r}_i$ into a phase threshold detector to get the estimate of $s_{2i-1}$ conditional on $s_{2i}^m$, called $s_{2i-1}^{ML}(s_{2i}^m)$.

Step 4: Compute the cost function in (36) for $s_{2i-1}^{ML}(s_{2i}^m)$ and $s_{2i}^m$.

Step 5: Repeat Step 1 to Step 4 for all the remaining constellation points.

Step 6: The $s_{2i-1}^{ML}(s_{2i}^m)$ and $s_{2i}^m$ corresponding to cost function with minimum value will be the estimate of $s_{2i-1}$ and $s_{2i}$.

V. Simulation Results

In this section, we present the results of our numerical simulation to demonstrate the performance of the proposed coding scheme and compare it to existing space-time coding methods in the literature. In particular, we compare the BER performance of the proposed code with the Dual Alamouti [24] and MTD schemes. Throughout the simulations, we assume a $2 \times 2$ MIMO structure. To investigate the effect of the phase noise, the received signal at the $n$-th antenna during the $k$-th time slot can be modeled as

$$
y_i(n) = \sum_{j=1}^{N_t} e^{j\theta_i(n)} h_{i,j} g_j(\phi_i) e^{j\phi_i(n)} c_j(n) + z_i(n),
$$

(39)

where $j = \sqrt{-1}$ is the imaginary unit, $e^{j\theta_i(n)}$ and $e^{j\phi_i(n)}$ are used to respectively model the phase noise at the $j$-th transmit and the $i$-th receive antenna, $c_j(n)$ is the entry of $C$ as computed in (2) which is transmitted from the $j$-th transmit antenna during the $n$-th time slot, $h_{i,j}$ is the channel fading coefficient between the $j$-th transmit and the $i$-th receive antenna, $g_j(\phi_i)$ is the antenna gain at the receive antenna $i$ from the transmit antenna $j$, and $z_i(n)$ is the additive Gaussian noise with zero-mean and variance $N_0$. The phase noise process can be modeled as a Brownian motion or Wiener process.

$$
e^{j\theta_i(n)} = e^{j\theta_i(n-1)} + \Delta^{\theta_i}(n),
$$

(40)

$$
e^{j\phi_i(n)} = e^{j\phi_i(n-1)} + \Delta^{\phi_i}(n),
$$

(41)

where $\Delta^{\theta_i}(n) \sim \mathcal{N}(0, \sigma^2\gamma^2)$ and $\Delta^{\phi_i}(n) \sim \mathcal{N}(0, \sigma^2\gamma^2)$ are assumed to be white real Gaussian processes. We also consider Rician fading channel model with the following form

$$
h_{i,j} = \sqrt{\frac{K (f_c) s}{d}} \left(\sqrt{\frac{K_R}{K_R + 1}} h_{i,j}^L + \sqrt{\frac{1}{K_R + 1}} h_{i,j}^R\right),
$$

(42)

where

- $K (f_c) \triangleq \left(\frac{\lambda}{\pi fd}\right)^2$, $\lambda = \frac{c}{f_c}$ is the wavelength, $c$ is the speed of light, $f_c$ is the carrier frequency, $d$ is the reference distance, and $\gamma$ is the path loss exponent.
- $s$ is log-normally distributed random variable with mean $\mu_s$ and standard deviation $\sigma_s$, which models the shadowing effect.
- $K_R$ is the Rician factor expressing the ratio of powers of the free-space signal and the scattered waves.
- Using this model, $h_{i,j}$ is decomposed into the sum of a random component, $h_{i,j}^R$ and the deterministic component $h_{i,j}^L$. The former accounts for the scattered signals with its entries being modeled as independent and identically distributed (i.i.d) complex Gaussian random variables with zero mean and unit variance. The latter, $h_{i,j}^L$, models the LoS signals.

Fig. 3 illustrates the BER performance of the proposed code in comparison with the performance of the Dual Alamouti, and MTD schemes over a Rician fading channel with K-factor equal to 5 dB.
VI. CONCLUSIONS

We proposed a full-rate full-diversity space-time code for wireless systems employing antennas with reconfigurable radiation patterns. Due to the structure of the proposed code and reconfigurable feature of the antenna elements, we reduce the ML decoding complexity of the data detection to $O(M)$ which has significant impact on the energy consumption of the receiver especially for higher order modulation schemes. We provided simulation results that demonstrate the performance of the proposed code and made comparisons with that of the previous STBC coding schemes.

TABLE I. Simulation Parameters

| Parameters | Value |
|------------|-------|
| Carrier Frequency ($f_c$) | 60 GHz |
| Distance between transmitter and receiver (d) | 25 m |
| Path loss exponent ($\gamma$) | 4 |
| $\mu_j$, $\sigma_j$ | 0, 9 |
| $\sigma^2[\nu] = \Delta^2[\nu]$ | $3 \times 10^{-3} \text{rad}^2$ |
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