Predicting Tornadoes days ahead with Machine Learning
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Abstract

Developing methods to predict disastrous natural phenomena is more important than ever, and tornadoes are among the most dangerous ones in nature. Due to the unpredictability of the weather, counteracting them is not an easy task and today it is mainly carried out by expert meteorologists, who interpret meteorological models. In this paper we propose a system for the early detection of a tornado, validating its effectiveness in a real-world context and exploiting meteorological data collection systems that are already widespread throughout the world. Our system was able to predict tornadoes with a maximum probability of 84% up to five days before the event on a novel dataset of more than 5000 tornadic and non-tornadic events. The dataset and the code to reproduce our results are available at: https://tinyurl.com/3brsfwpk

1 Introduction

Tornadoes are today one of the most destructive and frightening natural phenomena in the planet. On average, the economic damage caused by tornadoes in the US only is estimated at USD 3.1 billion per year[1]. Getting worse the situation is climate change. Some studies predict that it may generate conditions for more severe thunderstorms by increasing the opportunities for tornadoes to form[2]. Fighting the causes that generate natural disasters with increasing frequency and intensity undoubtedly is the best strategy, but doing that requires international agreements which are often not easy to conclude. Thus, the most realistic and immediate goal at the moment is to predict a tornado sufficiently in advance to be able to save lives and drastically reduce economic damage. The tornado genesis, however, is a very chaotic process[9] which makes prediction very hard, also because of an incomplete understanding of it[5]. Nowadays, their prediction is mainly carried out by specialized meteorologists who observe the weather variations in a given area and try to early catch the tornado genesis[7]. However, this is a very limited approach, which can’t be used on a large scale and that is not always enough accurate. It would be therefore desirable to develop automated systems capable of effectively analysing meteorological data and predicting the formation of a tornado as early as possible. Today such systems can be developed by exploiting modern machine learning (ML) techniques which can learn the weather conditions leading to a tornado from an amount of

[1] https://www.statista.com/statistics/237409/economic-damage-caused-by-tornadoes-in-us/  
[2] https://education.nationalgeographic.org/resource/tornadoes-and-climate-change
historical examples of meteorological data. Although ML techniques stand out for their effectiveness in countless sectors, they require large amounts of data which unfortunately are not available for the tornadogenesis. In this paper, we therefore present a system for the tornadogenesis early detection based on existing and widespread climate metrics collection systems. This allowed us to validate multiple ML techniques on a large amount and realistic data and to produce a proposal for a more sustainable and economically applicable real-world system.

2 Related Works

In the last few years, a lot of effort has been made by researchers to tackle the problem of predicting tornadoes. Ji Qiang [9] for example, proposed a system based on the use of clusters of balloons able to monitor wind speed and also counteract tornadogenesis by reducing the wind speed of the tornado, blocking it and destroying the convective flow of air. However, such methods require a large number of very specific physical instrumentations, which need to be deployed in the risk areas and this is very expensive and not always feasible. Further, it would also require periodic maintenance or replacement costs.

Gradually, more and more methods related to ML have been proposed, mainly using Support Vector Machines (SVMs) as in Adrianto et al. [1] where ML has been exploited for predicting the location and time of tornadoes using a set of 33 storm days. Also Trafalis et al. [11] proposed a rule-based classifier trained with meteorological data collected from 1562 observations (half of them representing tornadoes).

Available datasets for tornado prediction are generally small and unbalanced. This is a rather common situation when working with tasks trying to identify a rare event [8]. Trafalis et al. [12] proposed the most significant dataset in the literature composed by 10816 observed circulations, with 721 of them representing tornadoes. A circulation is a particular weather condition that can lead to the formation of a tornado. For each observation there are 83 attributes such as temperature and wind speed, which are metrics also taken into account in our research. Although in this dataset the number of tornado circulations is quite small, thus making it difficult to train and validate a suitable model. Recently, Aleskerov et al. [2] have proposed, using the same dataset, the application of superposition principle, stating that for all linear systems the net response caused by two or more stimuli is the sum of the responses that would have been caused by each stimulus individually, to tornado prediction, obtaining good results compared to other more traditional solutions.

Compared to what has been presented in the literature, we propose a more accurate ML-based system capable of performing tornado prediction earlier and also exploiting data-streams from satellites that are already well-distributed around the planet, thus lowering deployment costs.

3 Method

As shown in Figure 1, the system exploits meteorological data collected daily from deployed instrumentation which monitors vast geographical areas. In particular, we used as data source the instrumentations of Copernicus, an initiative of the European Space Agency and the European Commission that makes publicly available the data collected by a series of satellites monitoring the entire surface of the Earth. The data considered by our system are collected over a specific geographical area which is represented by a grid.

![Figure 1: Proposed Tornado Early Detection System overview.](https://www.copernicus.eu/it)
| Name                  | Unit   | Range   |
|-----------------------|--------|---------|
| Temperature           | K      | [0, +\infty) |
| Wind Components       | m * s\(^{-1}\) | [0, +\infty) |
| Precipitation         | m      | [0, +\infty) |
| Column Rain Water     | kg * m\(^{-2}\) | [0, +\infty) |
| Large scale rain rate | kg * m\(^{-2}\) * s\(^{-1}\) | [0, +\infty) |
| Cloud Coverage        | N/A    | [0, 1]  |

Table 1: Meteorological metrics present in the dataset indicating units of measurement and range.

For each cell of this grid, the meteorological information listed in Table 1 are considered. Each grid covers an area of 5 latitude/longitude degrees per side. The considered area is deliberately very large because the process of tornadogenesis can be influenced or triggered by large-scale meteorological phenomena. Further, to predict tornado formation several days in advance is important to monitor areas that are not necessarily close to where the tornadogenesis will occur. Subsequently, the grid is divided into four quadrants and for each of them, we compute the mean and standard deviation of the metrics values collected for each cell, from now on called features. Data are daily stored on a database and then the collected meteorological information of several days are used to obtain the outcome from a ML classification model. In order to achieve the earliest possible detection, the system is designed to estimate the tornadogenesis, considering the meteorological metrics in a specific geographical area, up to five days before.

4 Experiments

4.1 Dataset

In order to compare the performance of various classification techniques and to choose the most suitable one to include in the proposed system, we created a specific dataset. It contains two types of event instances, tornadoes and non-tornadoes. The considered meteorological data source used is the ERA5 dataset \cite{era5} representing a worldwide grid with resolution of 0.25 × 0.25 latitude/longitude degrees. To label the event instances we used the historical occurrences of tornadoes in the United States collected by the National Centers for Environmental Information \cite{ncedi}. Our dataset consists of 2470 tornadic and 2633 non-tornadic instances and the time period in which these events occur is between 1990 and 2017. Non-tornadic instances are selected by considering areas where tornado events are occurred but in a time period at least 10 days away from any tornadic event in the dataset. For each event, there is weather information for five days. These information are represented as five grids containing all the metrics shown in Table 1 and each grid has a size of 19x19 cells. For training the classifiers, the grids values were transformed into features, as explained in Section 2.

4.2 Results

In a real-world context, the classifier could be trained on historical tornado data and then have to make predictions on data collected in real time. To simulate this situation, the dataset was divided into training set containing all events collected from 1990 to 2016 and test set composed of 2017 events only. The first one is then composed of 2360 tornadic events and 2633 non-tornadic events while the test set contains 110 tornadic events and 90 non-tornadic events. Furthermore, in order to investigate the influence of the number of days considered, tests were carried out using as input data to the classifier to make the prediction at day \(i\), only the data at day \(i - 1\), then those at day \(i - 1\) and \(i - 2\) and so on until all five daily data available in the dataset were considered. Classifiers, evaluated using two quality metrics commonly used in this field, Probability Of Detection, \(POD = \frac{tp}{tp + fn}\) and False Alarm Rate, \(FAR = \frac{fp}{tp + fp}\) are listed in Table 2. These metrics are indicative for our system as they measure its ability to generate an alert in the presence of a real tornado and on the other hand not to issue false alarms too frequently.
As can be seen in the table, using four- or five-days data almost always leads to a higher probability of tornado prediction. The Random Forest classifier stands out, which obtains a 84% POD and a 0.06% FAR, five days before the tornadogenesis.

By comparing our system, based on Random Forest, with other works in the literature, it can be seen that with this approach we are able to predict a tornado with greater probability and anticipation and with fewer false alarms, as can be seen in the table 3.

5 Conclusions

In this research, we presented a novel early-detection tornado system that, according to our experiments, would be able to identify a tornado with a probability of 84% and up to five days in advance, validated in a real-world context. Our system can be used to monitor weather conditions in at-risk areas in an automated way and warn authorities early so that action can be taken to stem the massive damage that such disasters can cause. Also of central importance is the sustainability and applicability of the proposed system, which makes use of satellites that are already widely spread throughout the planet and doesn’t require any significant additional expenditure to put it into operation. The contribution made by this research was also to create a class-balanced and large dataset containing tornadoes and other weathers, paving the way for the development of other tornado forecasting approaches. Thanks to the continued enlargement of chosen data sources, the dataset can also be easily expanded in the future. It is essential for the scientific community to continue research in this area by proposing novel tornadogenesis early-detection systems to obtain increasingly accurate predictions of these phenomena, thus enabling society to be prepared to tackle this serious and pressing problem, which will be increasingly aggravated by climate change, and prevent disasters.

References

[1] Indra Adrianto, Theodore B Trafalis, and Valliappa Lakshmanan. “Support vector machines for spatiotemporal tornado prediction”. In: International Journal of General Systems 38.7 (2009), pp. 759–776.
[2] Fuad Aleskerov, Sergey Demin, and Sergey Shvydun. “Superposition of Choice Functions and Its Application to Tornado Prediction and Search Problems”. In: *SN Computer Science* 1.2 (2020), pp. 1–9.

[3] Fuad T Aleskerov et al. “Constructing an efficient machine learning model for tornado prediction”. In: *Higher School of Economics-National Research University, Working Paper WP7/2016/05, Series WP7* (2016).

[4] Copernicus. *ERA5 hourly data on single levels from 1979 to present*. URL: https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-single-levels?tab=overview.

[5] P. Markowski and Yvette P. Richardson. “Tornadogenesis: Our current understanding, forecasting considerations, and questions to guide future research”. In: *Atmospheric Research* 93 (2009), pp. 3–10.

[6] NOAA. *NCDC Storm Events Database*. URL: https://data.nodc.noaa.gov/cgi-bin/iso?id=gov.noaa.ncdc:C00510.

[7] NSSL. *Tornado Forecasting*. URL: https://www.nssl.noaa.gov/education/svrwx101/tornadoes/forecasting/.

[8] Guansong Pang et al. “Deep Learning for Anomaly Detection”. In: *ACM Computing Surveys* 54.2 (Apr. 2021), pp. 1–38. ISSN: 1557-7341. DOI: 10.1145/3439950 URL: http://dx.doi.org/10.1145/3439950.

[9] Ji Qiang. *A proposal to fight tornadoes with multiple connected balloons*. 2020. arXiv: 2002.08019 [physics.ao-ph].

[10] Cory L. Rhodes and Jason C. Senkbeil. “Factors contributing to tornadogenesis in landfalling Gulf of Mexico tropical cyclones”. In: *Meteorological Applications* 21.4 (2014), pp. 940–947. DOI: https://doi.org/10.1002/met.1437 eprint: https://rmets.onlinelibrary.wiley.com/doi/pdf/10.1002/met.1437 URL: https://rmets.onlinelibrary.wiley.com/doi/abs/10.1002/met.1437.

[11] Theodore B Trafalis, Olutayo O Oladunni, and Michael B Richman. “Linear classification tikhonov regularization knowledge-based support vector machine for tornado forecasting”. In: *Computational Management Science* 8.3 (2011), pp. 281–297.

[12] Theodore B Trafalis et al. “Machine-learning classifiers for imbalanced tornado data”. In: *Computational Management Science* 11.4 (2014), pp. 403–418.