Mortality Risk Assessment of ICU Cardiovascular Patients Using Physiological Variables
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Abstract Recognition of mortality-related factors in intensive care units (ICUs) could increase the efficiency and effectiveness of these units. The purpose of this research is to investigate the recorded data of the patients admitted in ICU with clinical analysis, in order to find indices of mortality. The long-term goal of this study is to develop an algorithm that is able to anticipate the mortality risk of ICU patients. Extracted features included time and frequency domain analysis of ECG and some of the physiological variables. The results showed that heart rate variability (HRV) and blood pressure are the most important parameters in ICU mortality risk assessment and anticipation for cardiovascular patients.
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1. Introduction

Heart rate variability (HRV), a marker of autonomic tone, has been extensively studied after myocardial infarction and has been established as a potent predictor of mortality [1].

The primary role of the intensive care units is to monitor and stabilize the vital functions of the patients with life-threatening conditions. In order to aid ICU nurses and intensities with this work, scoring systems have been developed to express the overall state of an ICU patient as a numerical value, that is then used to develop a classification rule, which classifies a patient as being at risk or not. Such scoring systems typically depend on the parameters that are estimated from a database of cases, but one of their features is that, often, they have missing values [2]. One suggestion as to why a patient attributes remains unrecorded is that an intensity assumes the variable to be clinically normal on the basis of other observations, therefore, not worthy of confirmation. Although this clinical-normality assumption has been criticized [3], the mortality rate is higher in those patients with completed records. Since abnormal physiological values are associated with increased risk, it has been argued that it supports the clinical-normality assumption. In addition, we suspect that there are some random omissions due to the pressure of work within an ICU; thus, it may be the case that the incompleteness of an ICU data set is due to a mixture of different missing-data mechanisms.

Identification of priorities in intensive care units is a problem of the high complexity due to dysfunction in patients’ vital organs, such as blood, lung and kidney, which often undergo rapid changes in the mentioned wards. Therefore, nurses should be able to make decisions with respect to priorities to resolve this problem.

Likewise in a study frequency domain parameters were found to be decreased after MI but the Holter recordings were done for 20 minutes only and time domain parameters were not described [4]. Some of the data reported decrease in time and frequency domain indices after MI but the Holter recordings were done 2-4 weeks after the onset of symptoms [5-6].

Other studies documented decreased in HRV early after MI, but either 24 hours Holter recording was not done or all of the time and frequency domain parameters were not analyzed [8-9]. Correlation amongst various HRV indices has also been documented in research literature [5-7].

Therefore, we planned a study to compare the time and frequency domain parameters of surviving and dead of our population that monitored within 48 hours of the admission. Our study also focused on the correlation between some of these parameters in survival individuals and dead.

This paper is organized as follows: Section 2 describes data sets that were used, preprocessing, feature extraction and introduction of the proposed algorithm for mortality risk assessment.

Section 3 presents obtained result based on proposed algorithm, and Section 4 summarizes the conclusions.
2. Materials and Methods

2.1. Dataset

All datasets comprised of 100 cardiovascular patients include 55 males and 45 females with a mean (standard deviation) age of 46 (6) years, uncorrected height, and uncorrected initial weights 169.5 (17.1) centimeters, and 81.2 (23.8) kg respectively were analyzed in this study. The largest number of patients was admitted to the medical ICU (35.8%), followed by the surgical (28.4%), cardiac surgery recovery (21.1%), and coronary (21.1%) ICUs. We select 100 cardiovascular patients include bradycardia, tachycardia, fibrillation and is chemic [10] of different ICU types explained above.

The data recorded were include age, height, weight, HR variables (RR intervals, mean HR, maximum beat per minute (MBPM), LF/HF), systolic arterial blood pressure (SysABP), Temperature (Temp), respiratory rate (RespRate), mechanical ventilation (MechVent), Urine, blood urea nitrogen (BUN), hematocrit (HCT), white blood cell (WBC), glucose, K, Na, HCO₃, Glasgow coma scale (GCS), and other variables that were added diastolic arterial blood pressure (DiasABP), Cholesterol, Creatinine, and SaO₂ were recorded. Figure 1 shows an example of length of stay for patients in the first 48 hours of an ICU.

2.2. Data Preprocessing

Prior to using the dataset, each subjects’ measurements were assessed using domain knowledge and distributional assumptions. That is, we impute physiologically implausible values of certain variables, either assigning the entry is unknown or substituting it with a physiologically valid entry. An example substitution would be converting height from an implausible value (e.g. 65, presumably an erroneous recording using inches) to a plausible value (e.g. 165 centimeters). This variable specific pre-processing was performed for age, height, diastolic arterial blood pressure, systolic arterial blood pressure, heart rate, Nitrogen, partial pressure of oxygen, temperature, white blood cell count and weight. Missing data were present in the data and handled by the model [11].

2.3. Feature Extraction

We converted each patient’s time-stamped temporal variables into scalar features. For the static variables; age, initial weight, height, and gender, this was done by directly treating the value present as a feature. For the temporal variables, this was done by extracting the minimum, maximum, mean, first, last, and number of values for each time stamped variable. Thus, for each temporal variable, six features were extracted.

2.4. Proposed Algorithm

The paired sample test was used for analysis of continuous variables and Chi Square (C2) test was used for analysis of categorical variables. The p value of less than 0.05 was considered as statistically significant.

The paired sample test is probably the most widely used parametric tests. A single sample t-test is used to determine whether the mean of a sample is different from a known average. A 2-sample t-test is used to establish whether a difference occurs between the means of 2 similar data sets. The t-test uses the mean, standard deviation, and number of samples to calculate the test statistic [12].

The chi-squared test is usually used to compare multiple groups where the input variable and the output variable are binary. The Chi-Square Formula is as Equation (1).

\[ X^2 = \sum_{i=1}^{r} \sum_{j=1}^{c} \frac{(o_{ij}-e_{ij})^2}{e_{ij}} \]  (1)

In Equation (1), \( r \) stands for “row”, \( c \) stands for
“column”, \( O \) stands for “observed value”, and \( E \) stands for “expected value”.

Our goal is to identify individual features in such datasets that distinguish between the two groups, i.e. features whose abundance in the two groups is different. Furthermore, we develop a statistical measure of confidence in the observed differences.

The input to our method can be represented as a Feature Abundance Matrix whose rows correspond to specific features, and whose columns correspond to individual samples. The cell in the \( i^{th} \) row and \( j^{th} \) column is the total number of observations of features \( i \) in sample \( j \) (Figure 2). Every distinct observation is represented only once in the matrix, i.e. overlapping features are not allowed (the rows correspond to a partition of the set of sequences). In Figure 2, each row represents a specific feature, while each column represents a subject. The \( i^{th} \) feature in the \( j^{th} \) subject \( (c(i,j)) \) is recorded in the corresponding cell of the matrix. If there are \( g \) subjects in the first group, they are represented by the first \( g \) columns of the matrix, while the remaining columns represent subjects from the second group [13].

![Figure 2. Format of the feature abundance matrix](image)

Figure 3 shows a block diagram for mortality risk assessment. In the first step, we collect a database of patients that were admitted in ICU. Then, the preprocessing analysis includes removing the patients under 18 years, data filtering; normalization based on each patient was applied. Preprocessing is an important stage in a proposed algorithm because it is directly related to test results. The next step of this algorithm is feature extraction. The proposed algorithm based on the extracted features computes mortality risk in admitting patients in ICU.

3. Results

The experimental results are presented in Table 1. The clinical parameters were reported as mean ± standard deviation or percent.

According to the results, it can be seen that of mentioned features, RR interval, LF/HF and mean systolic blood pressure of 5 hours before death (43 hours after admission in ICU) were significantly higher than the same times in group 1, \( p<0.05 \). The significant changes for each feature are marked in bold. However, as it can be seen in the Table 1, fluctuations in heart rate in 5 hours before death (group 1) are less than the first 43 hours (group 2). Therefore, heart rate variability is reduced in group 2..

| Feature   | group1     | group2     | \( P \) value |
|-----------|------------|------------|---------------|
| RR (ms)   | 850.8±110  | 750.87±30  | 0.012         |
| Mean HR   | 70.49±12.1 | 80.16±4    | 0.015         |
| MBPM      | 80±5.31    | 110.43±5.3 | 0.021         |
| LF/HF     | 0.72±0.36  | 1.78±0.7   | 0.042         |
| Mean SysABP | 112±7.72 | 162±1.45   | 0.013         |
| Mean DiasABP | 71±6.69 | 99±4.99    | 0.033         |
| Mean GCS  | 14.2±0.8   | 8±3.86     | 0.026         |
| Mean PH   | 7.45±0.12  | 7.3±1.62   | 0.09          |
| Mean RespRate | 17.36±2.75 | 34.53±5.23 | 0.02          |

![Figure 3. Block diagram for mortality risk assessment](image)
As the greater percentage of patients in this study consisted of patients with tachycardia disease (45%), mean of heart rate is high, but what is more important is the standard deviation on of the heart rate in group 2.

As the systolic and diastolic blood pressure in group 2 is much more than group 1, it can be concluded that this feature is an important factor in mortality prediction.

4. Discussion

Analysis of physiological variables shows that there are significant differences in mean HR, MBPM and mean systolic blood pressure mean RespRate of 5 hours before death. It means that this period of time and indices can lead us to find the golden time to recover the life of patients with reversible medical conditions.

We can expect that these measures and period of time enable early detection, anticipation or maybe management to recover the ICU patients. Prospective studies include analysis of other factors such as effect of gender and family history of the important diseases that might have effects on mortality are necessary to confirm the present results and establish guidelines for developing a robust prediction system.

In the present study, our main focus was based on the effect of the predictive value of heart rate variability and blood pressure for mortality from coronary heart disease, and from all causes was investigated in the general population. Moreover, analysis of patients' behavior during this period of time can lead us to find chaotic behaviors of HRV, blood pressure and other features that are robust indices of mortality prediction.
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