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I. INTRODUCTION

Ampere, Weber, Kirchhoff, Maxwell—all are giants whose work helped formulate our understanding of electrical circuit theory and electromagnetic waves. Certainly, three of these are recognized for their contributions to the understanding of electromagnetic phenomena. Kirchhoff, on the other hand, is recognized for his current and voltage laws in circuits, as well as his later work on black-body radiation from heated objects. Kirchhoff’s current law is used widely to help design the circuits of our technology that respond in nanoseconds [1,2,3,4,5]. Kirchhoff’s law has been used to design much slower circuits for nearly a century [6,7,8,9]. But, a casual search on the internet tells us that most people consider that Kirchhoff’s Laws extend only to direct current (d.c.) circuits and do not fully include, for example, the displacement current extension necessary to treat high frequency circuits [10].

Kirchhoff’s current law is about the currents that arise from the flow of charges in circuits—the flux of electrons—and the d.c. version does not deal with the rate of change of the total charge in the circuit. But the rates of change of charge and electric field are not small in circuits that respond in nanoseconds, and even in femtoseconds in pulse laser excitation of semiconductors [11] at one end of the physical scale and ion motion in biological channels at microscopic level [12]. The mechanisms and properties of current flow vary significantly between fractions of a femtosecond and seconds in wires and other systems [2,4,5]. If Kirchhoff’s current law is limited to a form without time dependence, scientists are likely to have concerns about using it to construct physical understanding in systems where potentials change rapidly. Such concern is likely to increase further when they realize that Kirchhoff’s d.c. current law is incompatible with the conservation law implied by Maxwell’s equations, when explicit macroscopic time-dependent phenomena are involved.

Indeed, electrical phenomenon—slow (sec) and fast (nsec), even optical (fsec)—are described by Maxwell’s equations, when explicit macroscopic time-dependent phenomena are involved. And, Maxwell is largely
credited with the extension of Ampère’s Law to these equations with his work of 1861, and the introduction of time-dependent displacement current [14]. But, is this view correct? Certainly, Maxwell presented a thorough discussion and rationale for adding displacement current, but the question to be asked is whether or not the concept was original to him? That is, is there evidence that this addition was known prior to 1861? In this paper, we point out that there is, in fact, evidence that Kirchhoff himself published a version that is thought to include displacement current additions to his own d.c. current laws, and this was done several years earlier than Maxwell [15,16].

In the following sections, the historical buildup to these papers of Kirchhoff and Maxwell will be discussed, as well as the importance of the displacement current in modern physical systems, from microwave circuits to biological structures. At the end, a discussion the importance of the work will be given.

II. THE APPEARANCE OF DISPLACEMENT CURRENT

Beginning about 1820, and for the next five decades, the properties of magnetism and electromagnetics were formulated and entered the scientific domain. The names associated with this progress are among the most recognized in the electronics world: Ampère, Faraday, Weber, Kirchhoff, and Maxwell.

A. Early Work

Early in 1820, Ampère became aware of the work of Ørsted, who had observed that a current-carrying wire would deflect a compass needle [17]. Ampère carried the experiments further and established that two current-carrying wires would produce a force between them [18,19]. At the same time, he deduced that one wire produced an azimuthal magnetic field, and it was the interaction of this field with the second wire that produced the force between the two wires [20]. Of course, this result did not arise from a single measurement. Ampère carried out a series of measurements, varying the angle between the two wires (wires perpendicular to one another had no force between them), using wire rings and spirals, among other designs. One of these was the solenoidal wire, which he found provided a magnetic field similar to that of a bar magnet. Ampère would summarize his work in currents and force in a memoir published a few years later [21]. Maxwell would later refer to this work as [22]: “The experimental investigation by which Ampère established the laws of the mechanical action between electric currents is one of the most brilliant achievements in science.” Certainly, Ampère’s work laid the foundation for the advances and investigations that followed for the next several decades, that culminated in Maxwell’s equations.

Only a few years after Ampère’s critical work, Faraday extended the effects by noting that moving one of the wires, or varying the current in the other wired, increased the heating of the wire apparently through an increase in the current in the moving wire [23]. He concluded that the time dependent interaction with the magnetic field induced a potential (or “tension”) in this wire that led to the added current, and this was the beginning of magnetic induction. From this, it became clear that time variation was now an important aspect of electric circuits, but only so far as the magnetic field was involved. In further studies, he clearly showed that one could think of magnetic field lines, and that these were closed quantities, having no beginning or end. The flux quantity of such a line would be the same within a solid as outside the solid [24]. Faraday also noted that the moving wire gained the maximum inductive effect when moving perfectly
transverse to the magnetic field. Again, he reinforced the importance of time on the dynamic properties of the fields [25], coming over the various periods to regard both the static and dynamic effects with the phrase of electro-tonic state.

Wilhelm Weber would continue the study of electromagnetic voltage induction, as he would call it [26]. Weber pointed out that, other than the work of Faraday, not much had been done since Ampère's original work in the field of electrodynamics. He proposed more elaborate methods of making the experiments, and would ultimately put forward the conditions for absolute determination of the currents, voltages and magnetic fields. These procedures would ultimately provide the standardization of such measurements in many countries. But, he continued to call the charge (as we know it today) as the electrical mass. He also showed that in the case of static currents and wires, the electrodynamic effects would vanish, so that the latter were intimately involved with time variation, either of the position of one of the wires or by variation of the current. His view was that the whole theory of electricity contained both electro-statics and electrodynamics. Nevertheless, his electrodynamics did not yet include the results of time varying voltages in the absence of magnetic effects. This addition was still to come.

By 1855, James Clerk Maxwell had finished his undergraduate work and had become a Fellow at Trinity College, Cambridge. Already as an undergraduate, he had begun his scientific career, delving into many fields of mechanics, but turning to electrodynamics only at this time. This was a paper on Faraday’s lines of (magnetic) force [27]. As a novel approach, he introduced a fluid analogy to the lines of force, and showed how much of the physical properties could be explained in this manner. Although he treated several examples, Maxwell considered the fluid to be incompressible, which precluded the possibility of considering charge accumulation in the system. Nevertheless, he did consider the properties and theories of dielectrics as well as magnetic materials, noting that Thomson had also written about magnetic induction [28]. And, he gave some discussion of multiple current carrying wires, although he did not appear to be aware of Kirchhoff’s theorems as yet.
B. Kirchhoff on Currents

Gustave Kirchhoff was still a student in Königsberg when he first developed his ideas on the summation of currents and voltages. He apparently gave a talk on his ideas at a monthly meeting of the academy of science in late 1844, and the gist of the talk was published in a short report by the editor of *Annalen der Physik* [29]. Some of this effort was inspired by Neumann, who was studying Faraday and Weber’s work on induced currents [30]. Kirchhoff would follow this with two papers of his own on the topic [31,32]. He continued to work on the problem through the years, although at this time he was still considering only the d.c. situation [33]. In 1847, he moved to Berlin, but continued to extend the work to formulas for linear, as well as non-linear, ladder networks [34]. He then turned to induced currents, following the forementioned work [35,36]. Following this work, Kirchhoff moved to Breslau and then to Heidelberg, and for some time focused his studies on optical spectroscopy, working with his colleague Bunsen. But, he would return to electricity.

It is important to note that researchers at the time considered that the current in the wire resulted from positive electricity and negative electricity (we would call these charges today). It is not clear when this distinction came into use, but it is clear that Kirchhoff discussed the currents in this manner. At the time, it was considered that these two components would be equal, both contributed to the current, and this led to extra factors of 2. When Kirchhoff returned to electricity in Heidelberg, he asked the question about what would happen if these two components were not equal. These studies led him to two important results: (1) that the voltage in a circuit was related to the difference in the two electricities (and reached an early version of what today is known as the scalar Liénard-Wiechert potential [37,38], found by these two five decades later), and (2) an equation that relates the current density to the difference in the two electricities, called the *free electricity* [15]

\[ 2 \frac{\partial i}{\partial s} = - \frac{\partial e}{\partial t}, \]

(1)

where the fact of 2 arises from the earlier discussion on currents, \( s \) is the distance along the wire and \( e \) is the difference between the positive electricity and the negative electricity. Graneau and Assis point out that this leads immediately to the continuity equation [16]

\[ \nabla \cdot \mathbf{J} = - \frac{\partial \rho}{\partial t}, \]

(2)

in modern notation and omitting the factor of 2. In his second paper of the year, Kirchhoff rewrites (1) in the form [39]

\[ 2 \frac{\partial i}{\partial x} = - \frac{\partial E}{\partial t}, \]

(3)

where \( E \) is described as the quantity of free electricity per unit length. If this is
interpreted as related to the modern flux density $D$, then a version of displacement current has arrived.

The first version, given in (1), also appeared in English, as it was almost immediately reprinted in the British journal mentioned in [15]. As this was one of the primary journals at the time, it is unlikely that Maxwell would not have seen the paper. However, the second paper does not seem to have been translated, but Maxwell published earlier papers in both German and Italian, so it may be supposed that he likely read this paper as well.

The importance of (1) and (2) lies in the modification that must be made to the d.c. form of Kirchhoff’s current law. Consider the standard approach of enclosing a circuit node within a spherical shell/volume, and then applying (2) within that volume. This is done by integrating over the volume of the sphere, and using the divergence theorem to change the first term into a surface integral, as

$$\int \mathbf{J} \cdot n dS = -\frac{d}{dt} \int \rho d\Omega = -\frac{dQ}{dt}.$$  \hspace{1cm} (4)

Here, the surface normal points outward and $\Omega$ is the volume of the sphere, with $Q$ being the total charge within the sphere. If the surface integration merely sums over the currents in the wires connected to the specified node, then this last equation becomes

$$\sum I_i = -\frac{dQ}{dt}.$$ \hspace{1cm} (5)

Hence, this becomes the a.c. form of Kirchhoff’s current law—the sum of the currents leaving a node is accompanied by a reduction in the free charge at that node.

It is hard to come to the understanding of how Kirchhoff came to (1) and the role of free electricity. He did not leave a series of papers between 1849 and 1857, so ascertaining the thought process is difficult. He was working on other topics during this period, but perhaps the idea of compressibility of the electricity occurred to him. If, for example, the negative electricity is composed of negatively charged particles, as is now known, then this would lead to a compressible “gas” of particles. Recognizing this would lead the realization that the positive electricity did not need to actually balance the negative electricity locally (although it did need to do so globally over the device or system). This would then lead to the concept of free electricity and lead to (1) and (2).

### C. Maxwell Comes to Displacement

By 1860, Maxwell had been and gone from Aberdeen and was ensconced at Kings College, London. The next several years are generally considered to be some of his most productive time. At the beginning, he returned to consideration of the lines of force in electromagnetics [14]. In this work, he brought forward the idea of a network of small vortices that were important in magnetism and he thought they would be important in electrostatics. But, he also brought forward the idea of the continuity equation. Here, he considered $p$, $q$, and $r$ to be the electrical currents in the $x$, $y$, and $z$ directions, and $e$ to be the net free electricity per unit volume (now our charge density $\rho$). Then, the continuity equation may be written as

$$\frac{\partial p}{\partial x} + \frac{\partial q}{\partial y} + \frac{\partial r}{\partial z} + \frac{\partial e}{\partial t} = 0.$$ \hspace{1cm} (6)

While Maxwell does not reference Kirchhoff, he uses the same expression of free electricity and this last equation is the three-dimensional version given by Kirchhoff as (1) (neglecting the extraneous factor of 2). He also related the charge density to the electromotive forces, which led to lines of force that begin and end on the free charge. Thus, if $P$, $Q$, and $R$ are the forces along the three axes, then the connecting law is given as [14]

$$e = \frac{1}{4\pi E^2} \left( \frac{\partial P}{\partial x} + \frac{\partial Q}{\partial y} + \frac{\partial R}{\partial x} \right).$$ \hspace{1cm} (7)
where $E$ describes properties of the dielectric in which the forces exist.

Maxwell would go beyond this work with his later paper on the equations of electromagnetics [40]. Here, he discussed the fact that free electricity would pile up at the ends of a volume in which it occurred. This would provide a displacement between positive and negative electricity. But, he also noted that in dielectrics, individual molecules of the material would respond to applied electromotive forces in a manner which gave a polarization of these molecules in response to the electromotive forces. He proposed that in response to the electromotive force, the molecules would have positive and negative ends, and these would align in the force to create the polarization. He was clear that this displacement, in either case, did not produce currents, but they would produce currents as the polarization increased or decreased. Using his previous notation for currents, and $f$, $g$, and $h$ as the displacements in the three directions, the modified currents ($p'$, $q'$, $r'$) would be related to these displacements as

$$\begin{align*}
p' &= p + \frac{\partial f}{\partial t}, \\
q' &= q + \frac{\partial g}{\partial t}, \\
r' &= r + \frac{\partial h}{\partial t}. \tag{8}
\end{align*}$$

He extended the work to show that the rotation of the magnetic forces would be driven by these modified currents. These were basic tenets of his new theories on the electromagnetic fields. Nevertheless, it has to be said that the work of Kirchhoff presaged much of this development, although Maxwell certainly went well beyond Kirchhoff’s earlier work.

**III. WHY DOES IT MATTER**

Kirchhoff’s current law is about the flow of charges in circuits, often the flux of electrons, and did not originally deal with the rate of change of the total charge in the circuit. The rate of change does not appear in a term in the usual formulation of Kirchhoff’s (d.c.) current law. But the rates of change of charge and electric field are not small in systems that respond on the short-time scale. The mechanisms and properties of current flow vary significantly on the nanosecond (and shorter) scale. Yet, we have shown that Kirchhoff himself modified the equations to account for time varying “free electricity” in (1). The importance of this lies in Maxwell’s extension of Ampère’s law, in his (using modern notation,

$$\nabla \times \mathbf{H} = \mathbf{J} + \frac{\partial \mathbf{D}}{\partial t}. \tag{9}$$

Here, the right-hand side has been modified as from (8). $\mathbf{H}$ is the magnetic field intensity, and for a great many years was measured as so many lines per unit length (in the English system), in keeping with Faraday’s lines of force [25]. Today, with the m.k.s system, it is measured as Amps/m. The quantity $\mathbf{D}$ is known as the electric flux density, measured as Coul./m$^2$. In coming to this flux density, Maxwell assumed that the free electricity

![Fig. 3. James Clerk Maxwell.](image-url)
would ultimately reside on the surface of the material, but would also include the polarization of molecules that made of the material. On the other hand, Kirchhoff noted that this need not be the case [15], but free electricity could be completely internal to the material, such as in p-n junctions, or even outside the material in cases such as time-dependent electron emission, or in optics where there is no particle current flow (it is well known that one needs the second term on the right-hand side of (8) in order to arrive at the wave equations for the scalar and vector potentials in high frequency electromagnetics [2]). Today, \( D \) is known to account for all of this with the relation

\[ \mathbf{D} = \varepsilon_0 \mathbf{E} + \mathbf{P}, \tag{10} \]

where \( \mathbf{E} \) is the electric field, \( \mathbf{P} \) is the polarization in the medium, and \( \varepsilon_0 \) is the permittivity of free space.

Conservation of current involves the displacement term because conservation is described by the divergence operator that can be applied to both sides of (9) to give

\[ \nabla \cdot (\nabla \times \mathbf{H}) = 0 = \nabla \cdot \mathbf{J} + \frac{\partial (\nabla \cdot \mathbf{D})}{\partial t} , \tag{11} \]

which becomes (2) once one applied Maxwell’s constitutive equation [2]

\[ \nabla \cdot \mathbf{D} = \rho . \tag{12} \]

*It is the total current, not just the charge flow current, that is conserved in general.*

There are other conditions needed to make Kirchhoff’s current law ‘exact’, and these are often difficult to define broadly in mathematical form, because they arise from defining a connection between the polarization and the flux density in a wide range on quite different systems. Other sufficient requirements and conditions are not apparent in the diagrams of circuits that are analyzed with Kirchhoff’s laws, yet the additional requirements may be important, especially when they depend on the properties of components and the location of the stray capacitances that link everything, including structures outside the circuit itself [5]. In a sense, all of this depends to a large extent on how the polarization is related to the flux density, and this depends upon the properties of the material as well as the physical layout of the system.

In the linear response world (that is, where \( \mathbf{E} \) and \( \mathbf{D} \) are small), one can write the polarization as

\[ \mathbf{P} = \chi_e \varepsilon_0 \mathbf{E} , \tag{13} \]

where \( \chi_e \) is the electric susceptibility. Using this equation in (10), one may define the relative permittivity as

\[ \varepsilon_r = 1 + \chi_e , \tag{14} \]

and a linear relation between \( \mathbf{D} \) and \( \mathbf{E} \) results. But, this linear relation only holds in the linear response regime when the “molecules” respond linearly to the electric field [41]. This is an important point, as this response of the molecule is a separation of the positive (nucleus and core electrons) and the bonding electrons in the material. These are all particles of one form or another. Even in linear response, however, there are system whose complexity is such that a single relative permittivity cannot be defined due to complicated spatial or temporal behavior. Any values must be specified as to their particular environments, especially with respect to the frequency of interest. This is especially true when studies of photo-reflectance, ellipsometry, or other spectroscopy is being utilized [42,43,44,45].

In the linear response used above, \( \mathbf{P} \) is described by a simple dielectric model, but it must be remembered that it can actually be strongly dependent on space and time. In conducting media, the susceptibility can even be complex. There are other cases where this approach will never hold, such as the permanent polarization in ferroelectric materials. Here, one cannot really define a relative permittivity. There are other cases where the relationship between \( \mathbf{P} \) and \( \mathbf{E} \) is
nonlinear. Even in Si, the relationship between polarization and the electric field is sufficiently nonlinear [46] to be used for the important technology of nonlinear optics, either classical or quantum mechanical. The existence of this nonlinear relationship means that one must be very careful about the conditions for which a relative permittivity is used [47].

There is an additional constitutive relationship between the magnetic field intensity $\mathbf{H}$ and the magnetic flux density $\mathbf{B}$, given (in free space) by

$$\mathbf{B} = \mu_0 \mathbf{H} ,$$

(15)

where $\mu_0$ is the permeability of free space. In real material, this linear response is brought into question, in particular in magnetic material where a magnetization (analog to polarization) appears and changes the response as

$$\mathbf{B} = \mu_0 (1 + \chi_m) \mathbf{H} ,$$

(16)

where $\chi_m$ is the magnetic susceptibility. Like with ferroelectrics, there are ferromagnetic material where there is a permanent magnetization. But, linearity is a difficult property to obtain. In both ferroelectrics and ferromagnetics, the polarization and magnetization, respectively, can be reversed by the driving field ($\mathbf{E}$ or $\mathbf{H}$, respectively). This switching is accompanied by hysteresis, which is never linear in behavior! Indeed, this hysteretic behavior can even be “observed” in some materials which are definitely not ferroelectric [48]! This unusual hysteresis has also suggested a pseudo-photovoltaic response [49].

IV. SOME IMPLICATIONS

The importance of the displacement current is well recognized today in both electromagnetics and circuits, particularly for the a.c. case. The obvious exhibit is the capacitor, where no d.c. current can flow through it, but displacement current through the insulator balances the wire current due to particles in the wire, as shown in Fig. 4. The dielectric in this case is free space (vacuum), but in real capacitors there is a dielectric material that is characterized by a relative dielectric “constant.” Perhaps the most common, in terms of number of capacitors made, is the metal-oxide-semiconductor capacitor in DRAM. This is perhaps a pertinent example, as the dielectric polarization in the oxide is extremely nonlinear, with singularities at two frequencies corresponding to far infrared. These nonlinearities will crop up in fast switching of these capacitors. But, there are more situations where displacement current can be both more difficult and more meaningful.

A. Waves

To express this, the additional Maxwell equation

$$\nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} ,$$

(17)

is needed. To proceed, the curl of (9) is taken, in the approximation of an insulating material, and then (17) is used in the right-hand side to give

$$\nabla \times (\nabla \times \mathbf{B}) = -\mu \varepsilon \frac{\partial^2 \mathbf{B}}{\partial t^2} ,$$

(18)

where (13, 14, 16) have been used to introduce the permeability and the
permittivity in the linear approximation. Expanding the double cross product, and using the additional Maxwell equation $\nabla \cdot \mathbf{B} = 0$, leads to

$$\nabla^2 \mathbf{B} - \mu \varepsilon \frac{\partial^2 \mathbf{B}}{\partial t^2} = 0.$$  \hspace{1cm} (19)

This is simply the normal wave equation that results for all wave fields in the linear response approximation. Note that it cannot be derived without the displacement current term—it is absolutely crucial to this result. But, this result hides some uncomfortable truths.

Suppose the order of equations is reversed, and (10) is used. Then, (19) becomes, for the electric field,

$$\nabla^2 \mathbf{E} - \mu \varepsilon_0 \frac{\partial^2 \mathbf{E}}{\partial t^2} = \mu \frac{\partial^2 \mathbf{P}}{\partial t^2}.$$  \hspace{1cm} (20)

Of course, this reduces to the same wave equation as (19) when linear response is assumed. However, linear response is a very special case, and represents only a very small part of the world of electromagnetics. Certainly, the general case is that $\mathbf{P}$ is time varying, just as $\mathbf{E}$ is. If $\mathbf{P}$ is also either nonlinear in the field or is inhomogeneous, the result is not simple wave propagation, but can lead to very complicated nonlinear equations and/or distinctly different propagation properties in different crystalline directions (within a crystalline material) [50]. The entire field of nonlinear optics depends upon moving beyond linear response. The fact that there is so much effort (and publications) in microwave theory and techniques unfortunately masked the point that it is based upon a relatively simplistic approximation.

A particular example of the difficulties is the millimeter integrated circuit (MMIC). Transport of the millimeter waves on the MMIC is usually by strip lines (open waveguides which induce propagating guided by a top surface metal strip line and the underlying ground plane, using a non-absorbing substrate material), although coplanar waveguides are also used [51]. These waveguides have relatively low impedance (lower than free space), but must be matched to the very-high impedance reactive inputs and outputs of the transistors. This requires complicated matching networks to be included in the circuit. Moreover, the millimeter waves must be isolated from the power leads, and the d.c. power must be isolated from the waveguides. All of this requires design constraints which are not always compatible.

B. Ion Channels

An important application of the conservation of total current is in ion channels of biological membranes and nanotechnology. These ion channels are mostly narrow pores through proteins that allow otherwise impermeable ions to pass into cells. Ion channels control an enormous range of biological function in health and disease and are extensively studied. The narrow pores of biological channels are rarely wide enough to allow ions to pass by each other with high probability. The current flow through the pores has been viewed as a single file hopping phenomenon [52,53]. The ion channels of nerve, skeletal, and cardiac muscle responsible for nerve signaling and the coordination of contraction use total current to make the nerve signal, as is apparent from both experiments and theory [54]. Here, it is important to recognize that nerve signals are not d.c., but are pulsed a.c., and require displacement current for their efficient signal propagation.

The single file passage of the ions certainly is of great importance for the charge current carried by these ions through the channel, as shown in Fig. 5 [55]. But the total current through the pore of the channel includes another component, the displacement current produced by the
polarization of matter and space. The sum of those components is conserved even though the individual components are not. The charge current varies dramatically with position. The displacement current varies dramatically with position. But their sum does not vary with position, at all, as indicated by (11).

Maxwell’s equations—and versions of Kirchhoff’s law that are consistent with these—ensure that total current is conserved whenever these equations are used [56]. In a narrow single file channel, the displacement current takes over from the charge current (and vice versa) exactly so the total current is constant along the length of the narrow channel. The consequences of the interplay of charge current and displacement current is to simplify the system dramatically. The total current does not vary with spatial location in a narrow one dimensional system. However complicated are the hopping and single file behaviors, the total current is the same at all spatial locations in the channel because one component of the total current takes over from the other, to make it so, as Maxwell’s equations require. The electric and magnetic fields change the movement of charges on the atomic scale to make this so.

The implications for atomic scale theory were clearly known in theories of one dimensional transport [56]. In other words, a theory of the total current does not need to have the spatial location as an independent variable. Of course, a theory of total current is not a complete theory of electrodynamics, let alone charge movement. The spatial variable is obviously needed for complete understanding. In many situations, however, a measurement of total current is enough to allow significant understanding and control of a system. Those situations include many of the circuits of our electronic technology. They also include many ion channels.

C. High Frequency Quantum Devices

The great success of our information society is based on encoding the physical values of currents and voltages inside electron devices as digital (or analog) information. Typically, the simulation of such devices is done considering only the particle current, while ignoring the displacement current. But, this fails at high frequency as noted above. To understand when this low frequency assumption is acceptable, consider some values for the total current $J_T$ mentioned in (9) and (11) as

$$J_T = \mathbf{J} + \frac{\partial \mathbf{D}}{\partial t} \approx \sigma \mathbf{E} + i\varepsilon \omega \mathbf{E} \quad .$$

(21)

On the right-hand side of (21) the particle current is proportional to the electric field through the conductivity $\sigma$ and the displacement current is evaluated assuming a sinusoidal temporal dependence of the displacement field $\mathbf{D} = \varepsilon \mathbf{E}$ corresponding to a frequency $\omega$. The typical conductivity $\sigma$ in Silicon is less than $10^{-1} \Omega^{-1}m^{-1}$ and, using $\varepsilon \approx \varepsilon_0 = 8.85 \cdot 10^{-12} \text{Fm}^{-1}$, the displacement current in semiconductors devices can be safely ignored up to few hundred GHz. However, since the displacement current in (21) grows linearly with $\omega$, the displacement current cannot be

Fig. 5. Serial passage of potassium ions through an ion channel. The black just denotes repeating the sequence of conformations. Reprinted from A. Mirenenko et al. [55], under the creative commons usage license.
ignored for high enough frequencies (obviously, the displacement current cannot be ignored at any frequency in capacitors because the conductivity is zero, as discussed above).

How displacement current is modeled in semiconductor devices working at hundreds of GHz is the question? A straight-forward answer comes from the semi-classical simulation of electron devices. For example, the typical Monte Carlos solution of the Boltzmann equation provides the semi-classical trajectory $x(t)$ for each electron so that the total charge density $\rho$ can be defined. Then, the displacement current in (21) can be evaluated from the time-derivative of $D$ obtained by using Gauss’ Law in (12). But, when quantum phenomena become relevant, the mandatory inclusion of the displacement current in quantum transport simulators becomes a more complicated issue, either from a computational or fundamental point of view [57,58].

According to the orthodox quantum theory, any measured property of a system coincides with the eigenvalue of an operator linked to such property, and the state of the system “collapses” into the eigenstate of such eigenvalue. For modeling DC currents, the “collapse” is ignored assuming that time-averaged current is equivalent to an average over identical devices whose current is measured just once. However, the previous ergodic argument is no longer valid in far-from-equilibrium semiconductor devices, especially at high frequencies. In principle, then, one would have to face the perplexing effects of the “collapse” postulated by the orthodox machinery. However, in practice, this orthodox theory is avoided by more causal versions of quantum mechanics [57]. And, in these approaches, the high frequency performance of quantum devices is mainly understood from static quantum simulations. It is assumed that the quantum device behaves as a (small-signal) circuit. The resistances and capacitances of such circuit are then computed from static quantum simulations to evaluate variations of current (conductance) or charge (capacitance) for different voltage.

Fortunately, a direct quantum modelling of the displacement current in quantum devices without either the (small-signal) circuit assumption or the perplexing effects of the “collapse” law is possible. There are quantum theories where electrons have well-defined properties independently of their measurement (observation). Such quantum theories without observers, for example Bohmian mechanics [59,60], are well-known in the community dealing with the foundations of quantum mechanics. These remain mostly ignored in the electron device community. Yet, the great advantage of Bohmian formulation of quantum phenomena is that the evaluation of the displacement current can be done following
a similar strategy used in the semi-classical Monte Carlo simulations [47,61,62]. Once quantum (Bohmian) trajectories $\mathbf{x}(t)$ are computed, satisfying the continuity equation (2), the computation of the displacement follows straightforwardly without any need of the orthodox “collapse”. In Fig. 6, we plot the total current (particle plus displacement current) computed from Bohmian trajectories as a function of time for a resonant tunneling diode biased on a sinusoidal signal at different frequencies. The frequency-dependent non-linear behavior of the total current can be related to memory effects. There is plenty of room for unexplored applications of tunneling devices working at frequencies higher than the inverse of the electron transit time, where displacement current becomes more important than the particle current [63].

V. DISCUSSION

By now, it should be clear to the reader that there are two major threads running through this article. Unfortunately, both tend to be ignored and not sufficiently appreciated within the engineering community. In some sense, the first actually explains the second. The first is the historical record of just when displacement current entered into the world of electricity and magnetism. Here, it seems clear that it was Kirchhoff who first introduced this displacement some 4 years prior to Maxwell. Nevertheless, it was Maxwell who showed the importance in the connection with magnetism as well as currents. The second thread running through this work is the importance of displacement current, in that it forces the consideration of time-varying events into electromagnetics. Without this time varying term, there would be no wave equations for use in fields ranging from electric power distribution to optical information processing. There is also a caveat that comes with this importance of time variation, and this is that phrases such as “dielectric constant” are an oxymoron. The dielectric function is never constant except over very narrow frequency ranges.

Even in what is known as linear response [64], the dielectric function of a simple material like a semiconductor is a very complicated (even non-linear) function of frequency with multiple poles and zeroes [65], and it is further complicated by the formation of excitons, the existence of band-gap narrowing, and other dynamic effects. The method of studying this dielectric function is spectroscopy, which was discussed above. In composite systems, this becomes much harder to accomplish. It is clear that such a simple system as an ion channel of Figure 5 is an enormously complicated compound system, with each atom or molecular structure having its own dielectric response. Determining the overall dielectric response is extremely difficult and challenges our level of understanding at the fundamental level [45,47].

Even in modern semiconductor devices, layers of thin film materials are stacked and adjoined to one another. Even with simple stacking of thin films, such as in growth of superlattices and heterostructures, determination of the dielectric response, even over a limited range of frequency, is difficult [66]. By the time one tries to couple single photons to single quantum dots embedded into photonic bandgap material, the task is almost impossible [67]. Even the optical dielectric response of a single semiconductor (or even metal) layer is governed by the valence (bonding) electron response to the a.c. signals, and this is usually in the ultraviolet spectral region. Determination of the temporal response in this region, and the delay in which the electrons follow the optical signal, has fallen to the use of attosecond laser pulses [68].

There is a beautiful moral that arises from the discussion of this section. It seems that
Kirchhoff was motivated by the continuity equation in (2) to postulate the origin of the displacement current. Despite the fact that the concept of an electron was not known at that time, the meaning of Kirchhoff’s law (3), or the continuity equation (2), indicates that the electrons leaving a volume are equal to the those entering minus the temporal variation on the electrons inside such volume. By Gauss’ law, such temporal variation of the charge generates displacement current. Kirchhoff’s intuition at the middle of the 19th century is the seminal work for the development of our information society. After almost two centuries, his intuition is still helpful in computing displacement current, even in modern quantum electron devices working at THz frequencies, allowing the never-ending progress of our information society. Indeed, the importance of the displacement current addition to Ampere’s Law, and the continuity of the total current, provide the important elements necessary to design and understand our circuits for today’s technology and provide striking insights into many other systems of daunting complexity.
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