KAZHDAN-LUSZTIG CONJECTURE VIA ZASTAVA SPACES
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ABSTRACT. We deduce the Kazhdan-Lusztig conjecture on the multiplicities of simple modules over a simple complex Lie algebra in Verma modules in category $\mathcal{O}$ from the equivariant geometric Satake correspondence and the analysis of torus fixed points in zastava spaces. We make similar speculations for the affine Lie algebras and $W$-algebras.
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1. Introduction

1(i). The setup: simple version. Let $Z$ be a scheme of finite type over $\mathbb{C}$ and let $\mathcal{F}$ be a pure complex of constructible sheaves on $Z$ (i.e. the constructible part of data of a pure complex of Hodge $D$-modules). In particular, $\mathcal{F}$ is semi-simple.

Assume that some torus $\mathbb{T}$ acts on $Z$ and that $\mathcal{F}$ is $\mathbb{T}$-equivariant. Moreover, we shall assume that $Z$ is conical in the following sense: there exists a cocharacter $\mathbb{C}^\times \to \mathbb{T}$ and a point $z_0 \in Z$ such that the corresponding action of $\mathbb{C}^\times$ on $Z$ extends to a morphism $\mathbb{A}^1 \times Z \to Z$ sending $\{0\} \times Z$ to $z_0$. 


Let us set $U = \text{Ext}^*_\mathbb{T}(F, F)$, where the right hand side stands for Ext in the $\mathbb{T}$-equivariant derived category. This is an associative algebra over $\mathbb{C}$. In Section 2 we suggest a formalism that allows to study representation theory of $U$ in a geometric way. In the rest of the paper we explain how to apply this formalism in order to reprove the Kazhdan-Lusztig conjecture for category $O$ of representations of semi-simple Lie algebras (and their affine generalizations).

Let us first give a brief outline of the contents of Section 2 (and later we shall give a sketch explaining how to apply this to study representations of simple Lie algebras).

1(ii). Specialization of the central character and hyperbolic restriction. We have the obvious homomorphism $H^*_\mathbb{T}(\text{pt}, \mathbb{C}) \to U$ whose image lies in the center. The assumption that $F$ is pure together with the assumption that $Z$ is conical implies that this map is injective. For simplicity of the discussion let us assume that $U$ is free over $H^*_\mathbb{T}(\text{pt}, \mathbb{C})$ (we are going to relax this assumption a little later). For any $x \in t = \text{Spec}(H^*_\mathbb{T}(\text{pt}, \mathbb{C}))$ let us denote by $U_x$ the corresponding specialization of $U$. This is a finite-dimensional associative algebra. Any irreducible representation of $U$ factors through $U_x$ for some $x$. Thus in order to proceed we need to realize $U_x$ geometrically.

Let $\mathbb{T}_x$ be the subtorus of $\mathbb{T}$ generated by $x$. Then we can consider the functor of hyperbolic restriction $\Phi_x: D^b_\mathbb{T}(Z) \to D^b_{\mathbb{T}_x}(Z^{T_x})$ (here $D^b_\mathbb{T}(Z)$ stands for the derived category of $\mathbb{T}$-equivariant constructible sheaves on $Z$) — we recall the definition of $\Phi_x$ in §2(ii). Let $F_x = \Phi_x(F)$. We explain in Section 2 that under the above assumptions we get a natural morphism $U_x \to \text{Ext}(F_x, F_x)$ (note that in the RHS we deal with usual (i.e. non-equivariant) Ext’s). We do not have any general way to guarantee that this map is an isomorphism but often it is (one such instance is recalled in §2(i)). However, if we assume that this map is an isomorphism, we can do the following:

1) Classify geometrically irreducible representations of $U_x$;

2) Construct geometrically certain modules over $U_x$ that we call standard and costandard modules.

3) Compute geometrically the multiplicities of simple modules in standard (or costandard) ones.

Namely, the complex $F_x$ is semi-simple. Let us assume that there exists a stratification $Z^{T_x} = \bigsqcup_{w \in W_x} Z_w^{T_x}$ such that $F_x$ is constructible with respect to the above stratification (here $W_x$ is some finite index...
Thus $\mathcal{F}_x$ is isomorphic to a direct sum of the form

$$\bigoplus_{w \in W_x, \sigma \in \text{Irr}(\pi_1(Z_T^x))} \mathcal{F}_{x,w,\sigma} \otimes L_{x,w,\sigma}$$

where $\mathcal{F}_{x,w,\sigma}$ is the simple perverse sheaf on $Z_T^x$ which is equal to the Goresky-MacPherson extension of the irreducible local system on $Z_T^x$ given by $\sigma$, and $L_{x,w,\sigma}$ is a (graded) vector space. It is easy to see that every $L_{x,w,\sigma}$ acquires a natural action of $U_x$ such that

a) This action is irreducible.

b) The assignment $(w, \sigma) \mapsto L_{x,w,\sigma}$ is a bijection between pairs $(w, \sigma)$ such that $L_{x,w,\sigma} \neq 0$, and isomorphism classes of simple modules over $U_x$.

Moreover, for every $w \in W_x$ let $i_w$ be the embedding of some point of $Z_T^x$ into $Z_T^x$. Define the standard module $\Delta_{x,w,\sigma}$ as the $\sigma$-part of $i_w^* \mathcal{F}_x$ (similarly, we define the costandard module $\nabla_{x,w,\sigma}$ as the $\sigma$-part of $i_w^* \mathcal{F}_x$).

Assume for example, that all $L_{x,w,\sigma}$ and $\Delta_{x,w,\sigma}$ are equal to 0 unless $\sigma$ is trivial (in this case we shall omit $\sigma$ from the notation). Then it follows from the above that the multiplicity of $L_{x,w}$ in $\Delta_{x,w}$ is equal to the total dimension of $i_w^* \mathcal{F}_{x,w}$.

This framework is similar to one used for Kazhdan-Lusztig type character formula in other contexts, e.g., [CG97, GV93, Lus95, Vas98, Nak01, Nak12]. In these cases, $\mathcal{F} = \pi_* \mathcal{C}_\tilde{Z}$, where $\pi: \tilde{Z} \to Z$ is a proper $T$-equivariant morphism with $\tilde{Z}$ smooth, or $\mathcal{F}$ with some vanishing cohomology assumptions ([Lus95]). Our new point is to use the hyperbolic restriction functor $\Phi_x$ in order to drop the existence of $\pi: \tilde{Z} \to Z$ or the vanishing assumptions. See Section 2 for more detail.

1(iii). **Zastava spaces.** We would like to apply the above analysis to the case when $\mathcal{U}$ is some close relative of the universal enveloping algebra of a simple Lie algebra over $\mathbb{C}$. Of course, the latter is of infinite rank over its center, so the above formalism cannot be applied literally. However, we can extend the formalism in the following way: we can replace $Z$ by an ind-scheme $Z = \lim Z_i$ where each $Z_i$ is finite-dimensional and the limit is taken with respect to closed $T$-equivariant embeddings. Also we assume that the sheaf $\mathcal{F}$ is of the form $\oplus \mathcal{F}_i$ where each $\mathcal{F}_i$ is supported on $Z_i$. In this case for a finitely generated algebra $\mathcal{U}$ we can only expect an injective map $\mathcal{U} \to \text{Ext}(\mathcal{F}, \mathcal{F})$ (which can become an isomorphism after certain completion). The definitions of $L_{x,w}$ and $\Delta_{x,w}$ still make sense, and if we assume that every $L_{x,w}$ is simple (together with some additional assumptions, cf. §2(vi) for the
details), in this case we get a similar formula for the multiplicity of $L_{x,w}$ in every $\Delta_{x,w'}$.

Let us discuss which $Z$ we want to work with. Let $G$ be an almost simple simply connected algebraic group over $\mathbb{C}$ with Lie algebra $\mathfrak{g}$. Let $\Lambda$ be its coroot lattice; we denote by $\Lambda_+$ the sub-semigroup consisting of sums of positive coroots. For every $\alpha \in \Lambda_+$ we can consider the scheme $Z_{\alpha}$ of based quasi-maps from $\mathbb{P}^1$ to the flag variety $\mathcal{B}$ of $G$ of degree $\alpha$ (we recall the definition in Section 3). This is an affine scheme over $\mathbb{C}$ acted on by the torus $T = T \times \mathbb{C}^\times$, where $T$ is a maximal torus of $G$ (here $T$ acts on $\mathcal{B}$ and $\mathbb{C}^\times$ acts on $\mathbb{P}^1$). For every $\alpha \geq \beta$ we have a natural closed $T$-equivariant embedding $Z_{\beta} \hookrightarrow Z_{\alpha}$ (given by “adding defect at 0”) and we denote by $Z$ the corresponding ind-scheme; we also let $\mathcal{F} = \bigoplus_{\alpha \in \Lambda_+} \mathcal{F}_{\alpha}$ where $\mathcal{F}_{\alpha}$ is the IC-sheaf of $Z_{\alpha}$.

1(iv). The universal enveloping algebra and its relatives. Let us now discuss which algebra $\mathcal{U}$ we want to work with. Let $\mathfrak{g}'$ denote the Langlands dual Lie algebra. Let $U(\mathfrak{g}')$ be its universal enveloping algebra and let $U_h(\mathfrak{g}')$ be its “renormalized” version. By definition $U_h(\mathfrak{g}')$ is a graded $\mathbb{C}[\hbar]$-algebra generated by the linear subspace $\mathfrak{g}'$ with relations $XY - YX = h[X,Y]$ for $X,Y \in \mathfrak{g}'$; the grading is defined in such a way that $\deg(X) = \deg(h) = 2$ for $X \in \mathfrak{g}'$.

Let $Z_h(\mathfrak{g}')$ denote the center of $U_h(\mathfrak{g}')$. It follows from the Harish-Chandra homomorphism that the center $Z_h(\mathfrak{g}')$ is naturally isomorphic to $S_h(t^*)^W \simeq S(t^*)^W$ (here as before $t = t \oplus \mathbb{C}$ denotes the Lie algebra of $T$).\footnote{In what follows we shall always treat $S(t^*)$ as a graded algebra with generators having degree 2; in this way we can identity $S_h(t^*)$ with $S(t^*)$ as graded algebras.} We now set

$$\mathcal{U} = U_h(\mathfrak{g}') \otimes_{Z_h(\mathfrak{g}')} S(t^*).$$

Note that the center of $\mathcal{U}$ is $S(t^*)$ and for any $x \in t$ of the form $(\mu, n)$ with $\mu \in t$ and $n \in \mathbb{C}$, $n \neq 0$, the specialization $\mathcal{U}_x$ of $\mathcal{U}$ at $x$ is naturally isomorphic to the specialization of $U(\mathfrak{g}')$ at $\lambda := n^{-1}\mu$. Hence any $\mathcal{U}_x$-module can be regarded as a $\mathfrak{g}'$-module with central character $\lambda$.

1(v). What is actually done in this paper. The main results of this paper can be summarized as follows:

1. In Section 2 we develop carefully the abstract formalism discussed in §1(i) and §1(ii).
2. In Section 5 we construct an (injective) homomorphism $\mathcal{U} \to \text{Ext}(\mathcal{F}, \mathcal{F})$, satisfying some natural properties (cf. Theorem 3.1). The construction is an easy corollary of the derived Satake equivalence (that we also recall in Section 5).
(3) In Section 4 we compute the fixed point schemes \( Z^x_T \) with the corresponding stratifications. Here \( x \) is an element of \( \text{Spec}(H^*_T(\text{pt})) \), i.e. it is a pair \((\mu, n)\) where \( \mu \in \mathfrak{t} \) and \( n \in \mathbb{C} \). For simplicity, we restrict ourselves to the case when \( n \in \mathbb{Z}_{\geq 0} \), \( \mu \) is integral and the ratio \( \lambda = \mu/n \) is dominant (i.e. it is a dominant rational weight). In this case the scheme \( Z^x_T \) is always finite-dimensional, and in fact it can be identified with the open Bruhat cell in some partial flag variety of a certain (endoscopic) reductive subgroup of \( G \) (the choice of this flag variety is dictated by integrality properties of \( \lambda \)); moreover, the corresponding stratification comes from certain (opposite) parabolic Schubert stratification of the above flag variety (the type of the parabolic is determined by regularity properties of \( \lambda \)).

(4) In Section 6 we compute the corresponding standard and co-standard modules \( \Delta_{x,w} \) and \( \nabla_{x,w} \) and identify them with Verma and dual Verma modules for the Lie algebra \( \mathfrak{g}^\vee \) with appropriate highest weights. As a byproduct it follows that the modules \( L_{x,w} \) are the corresponding simple modules in category \( \mathcal{O} \) for \( \mathfrak{g}^\vee \). Together with the fixed points analysis discussed in (3) above this implies the Kazhdan-Lusztig conjecture (formally, we do it only for rational central characters, but the generalization to arbitrary central character is straightforward — we don’t perform it in this paper in order not to overload the reader with cumbersome notation). In fact, we prove the Kazhdan-Lusztig conjecture in the formulation that is “Koszul dual” to the usual one (cf. §4(xi)), but the two formulations are known to be equivalent. Note also that the formulation of the Kazhdan-Lusztig conjecture usually has to be adjusted to the integrality and regularity properties of the central character — here we get it algorithmically from the fixed points analysis discussed above.

(5) In Sections 7 and 8 we discuss a generalization of the above to the case of affine Lie algebras (and also the corresponding \( W \)-algebras). In this case, one can define the affine zastava spaces and perform similar fixed points analysis. Unfortunately, the derived Satake equivalence is not available in the affine case, so our construction of the homomorphism \( \mathcal{U} \to \text{Ext}(\mathcal{F}, \mathcal{F}) \) does not work in the affine case. However, we believe that this homomorphism can also be defined directly (by explicitly describing the images of the Chevalley generators) and such a definition should go through in the affine case; we postpone this for another publication. Assuming that the above homomorphism
can be constructed, we can again reprove the Kazhdan-Lusztig conjecture in the affine case. One nice feature of this approach is that it treats the cases of representations of affine Lie algebras of positive, negative and critical level uniformly (one just has to compute the fixed point schemes $Z^T_x$ as above with the natural stratification). Similarly, in this way we can potentially reprove the version of the Kazhdan-Lusztig conjecture for $W$-algebras (proved earlier by Arakawa).
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2. **Abstract formalism**

In this Section we keep the notations of §1(i). We first would like to discuss carefully how to realize the algebra $U_x$ geometrically (for some $x \in \mathfrak{t}$).

2(i). **Specialization of the central character: the easy case.** Let us first discuss a familiar example. Assume that we are given a proper $T$-equivariant morphism $\pi: \tilde{Z} \to Z$ with $\tilde{Z}$ smooth. Moreover, let us assume that $F = \pi_* \mathcal{C}_\tilde{Z}$. In this case $U_x$ admits the following description.

Let $T_x$ be the subtorus in $T$ defined as the Zariski closure of $\exp(tx)$ for all $t \in \mathbb{C}$. Then we can consider the fixed point sets $\tilde{Z}^{T_x}$ and $Z^{T_x}$. There is a natural proper morphism $\pi_x: \tilde{Z}^{T_x} \to Z^{T_x}$. Let $\mathcal{F}_x = (\pi_x)_* \mathcal{C}_\tilde{Z}$. The following result is contained in [CG97, Chapter 8]:

**Lemma 2.1.** Assume that $\tilde{Z} \times \tilde{Z}$ has an algebraic cell decomposition. Then $\mathcal{U}$ is free over $H^*_T(\text{pt}, \mathbb{C})$ and $U_x = \text{Ext}^*(\mathcal{F}_x, \mathcal{F}_x)$.

Let us continue to work under the assumptions of Lemma 2.1.

The complex $\mathcal{F}_x$ is semi-simple. Let us assume that there exists a stratification $Z^{T_x} \subseteq \bigcup_{w \in W_x} Z^{T_w}_w$ such that $\mathcal{F}_x$ is constructible with respect
to the above stratification (here $W_x$ is some finite index set). Thus $\tilde{F}_x$ is isomorphic to the direct sum of the form
\[ \bigoplus_{w \in W_x} \mathcal{F}_{x,w,\sigma} \otimes L_{x,w,\sigma} \]
where $\mathcal{F}_{x,w,\sigma}$ is the simple perverse sheaf on $Z^T_x$ which is equal to the Goresky-MacPherson extension of the irreducible local system on $Z^T_w$ given by $\sigma$, and $L_{x,w,\sigma}$ is a graded vector space.

It now follows easily that each $L_{x,w,\sigma}$ (with grading disregarded) is an irreducible representation of $\text{Ext}^*(\tilde{F}_x, \tilde{F}_x)$ and each irreducible representation of $\text{Ext}^*(\tilde{F}_x, \tilde{F}_x)$ appears in this way exactly once. See [CG97, Chapter 8]. So from Lemma 2.1 we get a complete classification of irreducible $\mathcal{U}_x$-modules.

2(ii). **Digression on hyperbolic restriction.** We would like to extend the above construction to more general $\mathcal{F}$. For this we first need to recall some well-known facts about the notion of hyperbolic restriction.

Let $Z$ and $T$ be as above. Let $A \subset T$ be a subtorus and $Z^A$ denote the fixed point set.

Let $X^*_{\lambda}(A)$ be the lattice of cocharacters of $A$. It is a free $\mathbb{Z}$-module.

Let
\[ a_{\mathbb{R}} = X^*_{\lambda}(A) \otimes_{\mathbb{Z}} \mathbb{R}. \]

Let $\text{Stab}_z \subset A$ be the stabilizer subgroup of a point $z \in Z$. A chamber $\mathcal{C}$ is a connected component of
\[ a_{\mathbb{R}} \setminus \bigcup_{z \in Z \setminus Z^A} X^*_{\lambda}(\text{Stab}_z) \otimes_{\mathbb{Z}} \mathbb{R}. \]

We fix a chamber $\mathcal{C}$. Choose a cocharacter $\lambda$ in $\mathcal{C}$. Let $z \in Z^A$. We introduce attracting and repelling sets:

\[ \mathcal{A}_z = \left\{ y \in Z \ \middle| \ \text{the map } t \mapsto \lambda(t)(y) \text{ extends to a map } \mathbb{A}^1 \to Z \text{ sending } 0 \text{ to } z \right\}, \]
\[ \mathcal{R}_z = \left\{ y \in Z \ \middle| \ \text{the map } t \mapsto \lambda(t^{-1})(y) \text{ extends to a map } \mathbb{A}^1 \to Z \text{ sending } 0 \text{ to } z \right\}. \]

These are locally closed subvarieties of $Z$, and independent of the choice of $\lambda \in \mathcal{C}$. Similarly we can define $\mathcal{A}_Z$, $\mathcal{R}_Z$ if we do not fix the point $z$ as above. These are closed subvarieties of $Z$ if we assume that $Z$ is affine; from now on we shall assume that this is the case. Note that $Z^A$ is a closed subvariety of both $\mathcal{A}_Z$ and $\mathcal{R}_Z$; in addition we have the natural morphisms $\mathcal{A}_Z \to Z^A$ and $\mathcal{R}_Z \to Z^A$. 
Let us now choose a chamber in \( a_\mathbb{R} \), and consider the diagram

\[
\begin{array}{c}
Z^A \xrightarrow{p_i} A_Z \xrightarrow{j} Z,
\end{array}
\]

where \( i, j \) are embeddings, and \( p \) is defined by \( p(y) = \lim_{t \to 0} \lambda(t)y \).

We consider Braden’s hyperbolic restriction functor [Bra03] (see also [DG14]) defined by \( \Phi = i^*j^! \).

**Theorem 2.6.** [Bra03, DG14] We have a canonical isomorphism

\[
i^*j^! \cong i_-^*j_-^*
\]

on weakly \( A \)-equivariant objects, where \( i_- \), \( j_- \) are defined as in (2.5) for \( R_Z \) instead of \( A_Z \).

Braden proved this theorem for a normal algebraic variety. In general this result is proved in [DG14, Theorem 3.1.6].

Note also that \( i^* \) and \( p_* \) are isomorphic on weakly equivariant objects, we have \( \Phi = p_*j^! \). (See [Bra03, (1)].)

2(iii). Localization theorem. (See [BFN16, Ch. 3] and references therein.) Let \( \mathcal{F}, \mathcal{G} \in D^b_T(Z) \) and let \( \varphi : Y \to Z \) be the embedding of a closed \( T \)-invariant subset of \( Z \) which contains \( Z^T \). Then

\[
\begin{align*}
\text{(2.8)} & \quad \text{Ext}_T \mathcal{F}, \mathcal{G} \to \text{Ext}_T (\varphi^! \mathcal{F}, \varphi^! \mathcal{G}), \\
\text{(2.9)} & \quad \text{Ext}_T (\mathcal{F}, \mathcal{G}) \to \text{Ext}_T (\varphi_* \mathcal{F}, \varphi_* \mathcal{G})
\end{align*}
\]

are isomorphisms after inverting an appropriate element \( f \) of \( S(t^*) \). Moreover, the zeros of \( f \) are located on the corresponding walls. More precisely, if \( f(x) = 0 \) then \( Z^T \neq Z^T_x \). In particular, if \( Z^T = Z^T_x \) then the above maps are isomorphisms in a neighbourhood of \( x \). In particular, this is true for any \( x \) such that \( T = T_x \).

Let \( \mathcal{F} \in D^b_T(Z) \). The homomorphism

\[
H^*_T(Z^A, i^*j^! \mathcal{F}) \cong H^*_T(Z^A, p_* j^! \mathcal{F}) = H^*_T(A_Z, j^! \mathcal{F}) \to H^*_T(Z, \mathcal{F})
\]

becomes an isomorphism after inverting a certain element by the above localization theorem, applied to the pair \( A_Z \subset Z \).

We also have two naive restrictions

\[
H^*_T(Z^A, (j \circ i)^! \mathcal{F}), \quad H^*_T(Z^A, (j \circ i)^* \mathcal{F}).
\]

For the first one, we have a homomorphism to the hyperbolic restriction

\[
H^*_T(Z^A, (j \circ i)^! \mathcal{F}) \to H^*_T(Z^A, i^*j^! \mathcal{F}),
\]

which factors through \( H^*_T(A_Z, j^! \mathcal{F}) \). Then it also becomes an isomorphism after inverting an element.
The second one in \((2.11)\) fits into a commutative diagram

\[
\begin{array}{ccc}
H^*_T(Z_A, i^*j^! \mathcal{F}) & \longrightarrow & H^*_T(Z_A, (j \circ i)^* \mathcal{F}) \\
\uparrow & & \uparrow \\
H^*_T(A_Z, j^! \mathcal{F}) & \longrightarrow & H^*_T(A_Z, j^* \mathcal{F}).
\end{array}
\] (2.13)

Two vertical arrows are isomorphisms after inverting an element \(f\). The lower horizontal homomorphism factors through \(H^*_T(Z, \mathcal{F})\) and the resulting two homomorphisms are isomorphisms after inverting an element, which we may assume equal to \(f\). Therefore the upper arrow is also an isomorphism after inverting \(f\).

2(iv). Specialization of the central character: the general case. Let us apply the above construction to the case when \(A = T_x\). We denote by \(t_x\) the Lie algebra of \(T_x\). It is clear that \(x \in \mathfrak{a}\) does not lie on any of the walls. Thus we have a canonical choice of chamber: the one which contains \(x\). We let \(\Phi_x : D^b_T(Z) \rightarrow D^b_T(Z_{T_x})\) denote the corresponding hyperbolic restriction functor.

We now set \(\mathcal{F}_x = \Phi_x(\mathcal{F})\). Note that even in the case when \(\mathcal{F} = \pi_* \mathcal{C}_{\tilde{Z}}\) for some \(\tilde{Z}\) we do not claim that \(\mathcal{F}_x\) is the same as \(\tilde{F}_x\) (although there are many interesting cases when it is indeed the case, cf. [Nak13]).

Lemma 2.14. There is a natural homomorphism \(U_x \rightarrow Ext(\mathcal{F}_x, \mathcal{F}_x)\).

Proof. We view \(\mathcal{F}_x\) as an object of the equivariant derived category and we have a natural homomorphism \(U \otimes S(t_x^*) \rightarrow Ext_T(\mathcal{F}_x, \mathcal{F}_x)\). On the other hand, we have (a non-canonical) isomorphism \(Ext_T(\mathcal{F}_x, \mathcal{F}_x) \simeq Ext(\mathcal{F}_x, \mathcal{F}_x) \otimes S(t_x^*)\) since \(\mathcal{F}_x\) is pure (due to our standing assumption of purity of \(\mathcal{F}\) and the fact that the hyperbolic restriction preserves purity). Indeed, by definition, \(Ext_T(\mathcal{F}_x, \mathcal{F}_x) = Ext_{Z_{T_x}}(ZF_x, BF_x)\), where \(Z_{T_x}\) is the classifying space \(Z_{T_x} \times_E T = Z_{T_x} \times B T_x\), and \(BF_x \simeq BF_x \otimes \mathbb{C}_{BT_x}\) due to purity of \(\mathcal{F}_x\) (this follows from the fact, that the purity of \(\mathcal{F}_x\) implies that it is a semi-simple complex, i.e. as an object of the derived category of \(T_x\)-equivariant sheaves on \(Z_{T_x}\) it is isomorphic to the direct sum of the form \(\oplus \mathcal{G}_i[i]\) where every \(\mathcal{G}_i\) is a \(T_x\)-equivariant perverse sheaf \(Z_{T_x}\); on the other hand, it is known that for perverse sheaves equivariance with respect to a connected group is a property rather than a structure – i.e. it is (canonically) unique if it exists. In particular, since \(T_x\) acts trivially on \(Z_{T_x}\), it follows that for every \(T_x\)-equivariant perverse sheaf \(\mathcal{G}\) on \(Z_{T_x}\) we have a canonical isomorphism \(BG = \mathcal{G} \otimes \mathbb{C}_{BT_x}\). Note that the isomorphism
$BF_x \simeq \mathcal{F}_x \boxtimes \mathbb{C}_{\mathcal{C}T_x}$ might still be not canonical, since the decomposition of $\mathcal{F}_x$ into a direct sum of shifted perverse sheaves is not canonical. Thus, $\text{Ext}_{\mathcal{C}T_x}(BF_x, BF_x) \simeq \text{Ext}_{\mathcal{C}T_x}(\mathcal{F}_x, \mathcal{F}_x) \otimes H^*(\mathcal{C}T_x, \mathbb{C}) = \text{Ext}_{\mathcal{C}T_x}(\mathcal{F}_x, \mathcal{F}_x) \otimes S(\mathfrak{t}_x^*)$.

Hence we get a homomorphism $U \otimes S(\mathfrak{t}_x^*) \rightarrow \text{Ext}(\mathcal{F}_x, \mathcal{F}_x) \otimes S(\mathfrak{t}_x^*)$. Since $x \in \mathfrak{t}_x$ we can specialize the above homomorphism and we get a homomorphism $U \rightarrow \text{Ext}(\mathcal{F}_x, \mathcal{F}_x)$. □

We shall say that $x$ is very good if the map $U \rightarrow \text{Ext}(\mathcal{F}_x, \mathcal{F}_x)$ is an isomorphism.

Unfortunately, we do not have any general criterion to decide when an element $x$ is very good. Let us assume, however, that it is the case. Then the analysis of §2(i) goes through (with $\widetilde{F}_x$ replaced by $F_x$). In particular (changing slightly the notation), we can now write

$$\mathcal{F}_x = \bigoplus_{w \in W_x, \sigma \in \text{Irr}(\pi_1(Z_{\mathfrak{t}_x^w}))} \mathcal{F}_{x,w,\sigma} \otimes L_{x,w,\sigma}.$$  \hfill (2.15)

Then the irreducible representations of $U_x$ are in one-to-one correspondence with pairs $(w, \sigma)$ for which $L_{x,w,\sigma} \neq 0$ and the corresponding irreducible representations are realized in $L_{x,w,\sigma}$.

We say that $x$ is good (but not necessarily very good) if every $L_{x,w,\sigma}$ is an irreducible module over $U_x$ and $L_{x,w,\sigma}$ is isomorphic to $L_{x,w',\sigma'}$ if and only if $w = w', \sigma = \sigma'$.

2(v). Standard and co-standard modules. For any (not necessarily good or very good) $x$ and for any $(w, \sigma)$ as in §2(iv) we can define two modules $\Delta_{x,w,\sigma}$ and $\nabla_{x,w,\sigma}$ over $U_x$ in the following way. Let $i_{x,w} : \text{pt} \rightarrow Z_{\mathfrak{t}_x^w}$ be the embedding of (any) point into $Z_{\mathfrak{t}_x^w}$. Then we set

$$\Delta_{x,w,\sigma} = \text{Hom}_{\pi_1(Z_{\mathfrak{t}_x^w})}(\sigma, i_{x,w}^! \mathcal{F}_x), \quad \nabla_{x,w,\sigma} = \text{Hom}_{\pi_1(Z_{\mathfrak{t}_x^w})}(\sigma, i_{x,w}^* \mathcal{F}_x)$$  \hfill (2.16)

(here we regard $i_{x,w}^! \mathcal{F}_x$ and $i_{x,w}^* \mathcal{F}_x$ just as vector spaces (or rather modules over the fundamental group of the corresponding stratum), i.e. we ignore the grading). We shall call $\Delta_{x,w,\sigma}$ the standard module corresponding to $(x, w, \sigma)$. Similarly, we shall call $\nabla_{x,w,\sigma}$ the costandard module corresponding to $(x, w, \sigma)$.

The canonical morphism of functors $i_{x,w}^! \rightarrow i_{x,w}^*$ gives rise to a homomorphism $\eta_{x,w,\sigma} : \Delta_{x,w,\sigma} \rightarrow \nabla_{x,w,\sigma}$ of $U_x$-modules. The image of $\eta_{x,w,\sigma}$ is naturally isomorphic to $L_{x,w,\sigma}$.

Let us now define a partial order on $W_x$ by setting $w_1 \leq w_2$ if $Z_{\mathfrak{t}_x^{w_1}}$ lies in the closure of $Z_{\mathfrak{t}_x^{w_2}}$. Also, for simplicity, let us assume
that $\Delta_{x,w,\sigma} = \nabla_{x,w,\sigma} = 0$ unless $\sigma$ has finite image (later on we shall even assume that only trivial $\sigma$ appears). Then we claim that $\Delta_{x,w,\sigma}$ has a filtration with terms corresponding to pairs $(w', \sigma')$ with $w' \geq w$ and with successive quotients being isomorphic to direct sums of $\dim \text{Hom}_{\pi_1(Z_{T,x}^w)}(\sigma, i_{x,w}^! F_{x,w',\sigma'})$ copies of $L_{x,w',\sigma'}$ (similarly for $\nabla_{x,w,\sigma}$ with $i_{x,w}^!$ replaced by $i_{x,w}^*$). Let us stress that here what we mean by the number $\dim \text{Hom}_{\pi_1(Z_{T,x}^w)}(\sigma, i_{x,w}^! F_{x,w',\sigma'})$ is just the sum of dimensions of all cohomology spaces of the complex $\text{Hom}_{\pi_1(Z_{T,x}^w)}(\sigma, i_{x,w}^! F_{x,w',\sigma'})$ (and not its Euler characteristics).

In particular, assume that $x$ is good and that $\Delta_{x,w,\sigma} = 0$ unless $\sigma$ is trivial (in particular, it implies that only trivial $\sigma$’s appear in (2.15)). In this case we shall omit $\sigma$ from the notation. Then we see that the multiplicity of the irreducible module $L_{x,w'}$ in a standard module $\Delta_{x,w}$ is equal to $\dim i_{x,w}^! F_{x,w'}$ and any simple subquotient of $\Delta_{x,w}$ is isomorphic to some $L_{x,w'}$. Moreover, in this case $F_{x,w'}$ is the IC-sheaf of the closure of $Z_{x,w'}^\tau$.

2(vi). The ind-scheme version. In what follows we need a slight generalization of the above formalism. Namely, let us assume that $Z$ is an ind-scheme of ind-finite type over $\mathbb{C}$. That means that $Z$ is the direct limits of schemes $Z^\alpha$ of finite type over $\mathbb{C}$. We allow $F$ to be any pure ind-finite complex. In other words, $F$ is the direct sum of complexes $F^\alpha$ where all $F^\alpha$ are pure (of the same weight) and the support of $F^\alpha$ lies in $Z^\alpha$.

In this case, the algebra $\text{Ext}_T^*(F, F)$ might be too big, so we shall just assume that we are given a subalgebra $U$ of $\text{Ext}_T^*(F, F)$ containing $S(t^*)$ which is free over it. Then we can still define $F_x$ as $\Phi_x(F)$ and we still get a homomorphism $U_x \to \text{Ext}^*(F_x, F_x)$ and the analysis of the previous subsections goes through (although the modules $\Delta_{x,w,\sigma}, \nabla_{x,w,\sigma}$ and $L_{x,w,\sigma}$ might become infinite-dimensional). Recall the definition of a good rational element $x \in t^*$ from the end of §2(iv). In the present ind-scheme case we additionally require that

a) $Z_{x,w}^\tau$ is a scheme of finite type over $\mathbb{C}$ (i.e. the limit $\lim_{\to} (Z^\alpha)^{T,x}$ stabilizes).

In particular, if $x$ is good, then the set $W_x$ is finite. Assuming again that all $\Delta_{x,w,\sigma}$ are 0 when $\sigma$ is non-trivial we see that in this case we have the following:

(i) Each $\Delta_{x,w}$ has finite length

(ii) The only simple constituents of $\Delta_{x,w}$ are of the form $L_{x,w'}$ for some $w' \geq w$

(iii) The multiplicity of $L_{x,w'}$ in $\Delta_{x,w}$ is equal to $\dim i_{x,w}^! \text{IC}(Z_{x,w'}^\tau)$. 
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2(vii). Another definition of standard and costandard modules. Let \( x, w \) be as above and let \( z \in \mathbb{Z}_x^w \); we shall denote by \( s_{x,w} \) the embedding of the point \( z \) into \( \mathbb{Z}_x^w \). To simplify the discussion we shall again assume that \( \Delta_{x,w,\sigma} = \nabla_{x,w,\sigma} = 0 \) if \( \sigma \) is nontrivial. Consider now \( s_x^1 \mathcal{F} \) and \( s_x^* \mathcal{F} \) as objects of \( D_{T_x}^{Z_T} \). The algebra \( U \otimes S(t_x) \) then naturally maps to \( \text{Ext}^*_{T_x}(s_x^1 \mathcal{F}, s_x^1 \mathcal{F}) \) and \( \text{Ext}^*_{T_x}(s_x^* \mathcal{F}, s_x^* \mathcal{F}) \). Hence \( U \otimes S(t_x) \) acts on \( H^*_{T_x}(s_x^1 \mathcal{F}) \) and \( H^*_{T_x}(s_x^* \mathcal{F}) \).

Lemma 2.17. We have natural isomorphisms of \( \mathcal{U}_x \)-modules

\[
\Delta_{x,w} \simeq (H^*_{T_x}(s_x^1 \mathcal{F}))_x; \quad \nabla_{x,w} \simeq (H^*_{T_x}(s_x^* \mathcal{F}))_x.
\]

Here the subscript \( x \) stands for the specialization at \( x \) with respect to the action of \( S(t_x^*) \).

Proof. We prove the lemma for \( \Delta_{x,w} \) (the proof for \( \nabla_{x,w} \) is completely analogous). By the definition we have \( \Delta_{x,w} = (H^*_{T_x}(i_x^1 \mathcal{F}))_x \). Let \( A_x \subset Z \) denote the corresponding attracting set and let \( j_x: A_x \to Z, i_x: Z_{T_x} \to A_x \) be the corresponding embeddings. Since \( \mathcal{F}_x = i_x^*j_x^! \mathcal{F} \) we get a natural map \( (i_x \circ j_x)^! \mathcal{F} \to \mathcal{F}_x \). This is a map of objects of the equivariant derived category \( D_{T_x}^{Z_T} \). Hence we get a canonical map \( s_x^1 \mathcal{F} \to i_x^! \mathcal{F}_x \) of objects of \( D^{Z_T}_{T_x}(\{z\}) \). Applying the functor \( H^*_{T_x} \) we get a morphism

\[
(2.18) \quad H^*_{T_x}(s_x^1 \mathcal{F}) \to H^*_{T_x}(i_x^! \mathcal{F}_x).
\]

Since the construction of the map (2.18) was completely canonical, it commutes with the action of \( \mathcal{U} \) on both sides. The algebra \( S(t_x^*) \) acts on both sides and it is enough now to check that this map becomes an isomorphism after tensoring both sides with the field of fractions of \( S(t_x^*) \), i.e. it is an isomorphism at the generic point of \( t_x^* \). Moreover, it is an isomorphism in a neighbourhood of \( x \in t_x \). This follows from \( \S(\text{iii}) \) and [GKM98, (6.2)]: the localization isomorphism holds true away from the union of Lie algebras of stabilizers in \( T \) of points \( z \in Z \setminus Z_{T_x} \), but \( x \) generates \( T_x \). \( \square \)

3. Zastava spaces and enveloping algebras: statements and fixed points analysis

3(i). Notation. Let \( G \) be an almost simple simply connected algebraic group over \( \mathbb{C} \). We denote by \( \mathcal{B} \) the flag variety of \( G \). Let us also fix a pair of opposite Borel subgroups \( B, B_- \) whose intersection is a maximal

\[\text{Recall that we denote by } i_{x,w} \text{ the embedding of } z \text{ into } \mathbb{Z}_x^w.\]
torus $T$ (thus we have $B = G/B = G/B$). We denote by $\mathfrak{g}$ the Lie algebra of $G$ and by $\mathfrak{t}, \mathfrak{b}, \mathfrak{b}_-$ the Lie algebras of $T, B, \mathfrak{b}_-$ respectively.

Let $\Lambda$ denote the cocharacter lattice of $T$; since $G$ is assumed to be simply connected, this is also the coroot lattice of $G$. We denote by $\Lambda_+ \subset \Lambda$ the sub-semigroup spanned by positive coroots. We say that $\alpha \geq \beta$ (for $\alpha, \beta \in \Lambda$) if $\alpha - \beta \in \Lambda_+$. We also let $\rho$ denote the half-sum of the positive coroots of $\mathfrak{g}$.

It is well-known that $H_2(B, \mathbb{Z}) = \Lambda$ and that an element $\alpha \in H_2(B, \mathbb{Z})$ is representable by an algebraic curve if and only if $\alpha \in \Lambda_+$. Let $\mathfrak{g}'$ denote the Langlands dual Lie algebra of $\mathfrak{g}$. It contains $\mathfrak{t}^*$ as its Cartan subalgebra. For any $\lambda \in \mathfrak{t}$ we denote by $M(\lambda)$ the Verma module over $\mathfrak{g}'$ with highest weight $\lambda$; we also denote by $\delta M(\lambda)$ the corresponding dual Verma module. There is a unique (up to scalar) non-zero map $M(\lambda) \to \delta M(\lambda)$. Its image is an irreducible $\mathfrak{g}'$-module $L(\lambda)$.

3(ii). The stack $\overline{\text{Bun}}_B$ and quasi-maps. Let $C$ be a smooth projective curve (later we are going to take $C = \mathbb{P}^1$). Then we can consider the stack $\text{Bun}_G$ of principal $G$-bundles on $C$ and the stack $\text{Bun}_B$ of principal $B$-bundles. The stack $\text{Bun}_B$ is disconnected; its connected components are in one-to-one correspondence with $\Lambda$. For any $\theta \in \Lambda$ we shall denote the corresponding connected component by $\text{Bun}_\theta B$.

We have a natural map $\text{Bun}_B \to \text{Bun}_G$ which is representable but not proper even when restricted to each $\text{Bun}_\theta B$. For each $\theta$ we can define certain canonical relative compactification $\overline{\text{Bun}}_\theta B \to \text{Bun}_G$ of the map $\text{Bun}_\theta B \to \text{Bun}_G$. Set also $\overline{\text{Bun}}_B = \cup_{\theta \in \Lambda} \overline{\text{Bun}}_\theta B$ (cf. [BG02] or [Bra06] for an expository review of the subject). A $\mathbb{C}$-point of $\overline{\text{Bun}}_B$ consists of the following data:

1) A $G$-bundle $\mathcal{P}_G$

2) $T$-bundle $\mathcal{P}_T$

3) For any dominant weight $\lambda'$ of $G$ an injective map of coherent sheaves $\kappa^{\lambda'} : \mathcal{P}_T^{\lambda'} \to \mathcal{P}_G^{V(\lambda')}$. Here $V(\lambda')$ denotes the irreducible representation of $G$ with highest weight $\lambda'$, $\mathcal{P}_G^{V(\lambda')}$ is the vector bundle on $C$ associated with $\mathcal{P}_G$ via $V(\lambda')$ and $\mathcal{P}_T^{\lambda'}$ is the corresponding line bundle.

These data must satisfy the following conditions: for any two dominant weight $\lambda', \mu'$ we have $\kappa^{\lambda'+\mu'} = \kappa^{\lambda'} \otimes \kappa^{\mu'}$ (this makes sense since $V(\lambda' + \mu')$ is naturally a submodule of $V(\lambda') \otimes V(\mu')$).

Consider the map $\text{Spec}(\mathbb{C}) \to \text{Bun}_G$ which corresponds to the trivial $G$-bundle on $C$ and let $\theta \in \Lambda$. Note that the cartesian product $\text{Bun}_B \times \text{Spec}(\mathbb{C})$ is just the space of maps $C \to B$ of degree
Then we define the space of quasi-maps $C \to B$ of degree $\theta$ as $\Bun_B^\theta \times \Spec(\mathbb{C})$.

3(iii). Zastava spaces. Let $\hat{Z}^\alpha$ denote the space of maps $\mathbb{P}^1 \to B$ of degree $\alpha$ sending $\infty \in \mathbb{P}^1$ to $b_- \in B$. It is known [FKMM99] that this is a smooth symplectic affine algebraic variety.

We denote by $Z^\alpha$ the corresponding space of based quasi-maps of degree $\alpha$ (i.e. quasi-maps of degree $\alpha$ which have no defect at $\infty$ and such that the corresponding map sends $\infty$ to $b_-\in B$). This is an affine algebraic variety. It has a natural action of the group $B$ and a commuting action of $C \times (\text{the former acts on } B \text{ preserving } B \text{ and the latter on } \mathbb{P}^1 \text{ preserving } \infty)$. In particular, it has an action of the torus $T := T \times \mathbb{C}^\times$.

Given $\alpha, \beta \in \Lambda_+$ such that $\alpha \geq \beta$ we have a natural $T$-equivariant closed embedding $Z^\beta \to Z^\alpha$ (it is called “adding defect at 0”). We denote by $Z$ the inductive limit of the $Z^\alpha$'s with respect to this embedding. It is an ind-scheme endowed with an action of $T$.

3(iv). The setup. Let us recall some notation already introduced in the Introduction. Set $\mathcal{F}^\alpha = \IC(Z^\alpha)$, $\mathcal{F} = \bigoplus_{\alpha \in \Lambda_+} \mathcal{F}^\alpha$. We want to use the formalism of §2(vi) for the pair $(Z, \mathcal{F})$. For this we need to describe the algebra $\mathcal{U}$.

Let $U_h(\mathfrak{g}^\vee)$ be the normalized universal enveloping algebra and let $Z_h(\mathfrak{g}^\vee)$ be its center. We then set

$$\mathcal{U} = U_h(\mathfrak{g}^\vee) \otimes_{Z_h(\mathfrak{g}^\vee)} S(\mathfrak{t}^\ast)$$

as in §1(iv).

We are now ready to formulate the first main result of this paper:

**Theorem 3.1.** There exists a homomorphism of graded algebras $\iota: \mathcal{U} \to \Ext_T^*(\mathcal{F}, \mathcal{F})$ that satisfies the following properties:

1. The map $\iota$ is injective.
2. Let $\theta \in \Lambda$ and let $\mathcal{U}_\theta$ be the part of $\mathcal{U}$ of weight $\theta$. Then

$$\iota(\mathcal{U}_\theta) \subset \prod_{\alpha \in \Lambda_+} \Ext_T(\IC(Z^\alpha), \IC(Z^{\alpha+\theta})).$$

3. Let $x \in \mathfrak{t}$ be of the form $(\mu, n)$ where $\mu \in \Lambda, n \in \mathbb{N}$. Then such $x$ is good in the sense of §2(vi).
4. For any $x$ as above the modules $\Delta_{x, w, \sigma}$ and $\nabla_{x, w, \sigma}$ can only be non-zero if $\sigma$ is trivial.
5. For $x$ as above set $\lambda = n^{-1}\mu$. Assume in addition that $\lambda$ is integral, regular and dominant. Then the set $W_x$ is just the Weyl group $W$ of $\mathfrak{g}$. Moreover, in this case for any $w \in W$ we
have $\Delta_{x,w} \simeq M(w(\lambda) - \rho)$ and $\nabla_{x,w} \simeq \delta M(w(\lambda) - \rho)$. More generally, for any integral dominant $\lambda$ the set $W_x$ can naturally be identified with $W/\text{Stab}_W(\lambda)$, where $\text{Stab}_W(\lambda)$ denotes the stabilizer of $\lambda$ in $W$, and the same description of standard and costandard modules holds true.

(6) Let $x = (\mu, n)$, where $\mu \in \Lambda$. Assume that $\lambda = n^{-1}\mu$ is regular and dominant (in the sense that $\langle \alpha^\vee, \lambda \rangle \not\in -\mathbb{N}$ for any $\alpha^\vee \in R^\vee$). Let $\lambda W$ denote the subgroup of $W$ consisting of all $w \in W$ such that $\lambda - w(\lambda) \in \Lambda$. Then the set $W_x$ is equal to $\lambda W$. Moreover, for any $w \in \lambda W$ we have $\Delta_{x,w} \simeq M(w(\lambda) - \rho)$ and $\nabla_{x,w} \simeq \delta M(w(\lambda) - \rho)$. Similar statement holds in the case when $\lambda$ is not necessarily regular (we shall not formulate it here in order not to overload the reader with notations). The appropriate choice of $W_x$ in the most general case is spelled out in §4(x).

The proof will occupy §§4-6.

4. Fixed points on zastava

In this Section we want to explain how Theorem 3.1 implies the Kazhdan-Lusztig conjecture using the formalism of §2.

4(i). Integral case: the setup. For a coweight $\lambda \in \Lambda$ consider a one-parametric subgroup $T_\lambda := \{(\lambda(c), c) \mid c \in \mathbb{C}^\times\} \subset T$ (the graph of $\lambda$). Recall that the torus $T$ acts on the zastava space $Z^\alpha$. We are interested in the fixed point set $(Z^\alpha)^{T_\lambda}$. In principle, the case of $\lambda$ is dominant is of principal importance to us, but for the sake of completeness and for future applications we shall treat the non-dominant case too. Recall that $Z^\alpha \subset Z^\alpha$ stands for the moduli space of degree $\alpha$ based maps from $\mathbb{P}^1$ to the flag variety $B$. The $T$-fixed points in $B$ are numbered by the Weyl group $W$ so that the neutral element $e \in W$ corresponds to $b_e \in B$, and the longest element $w_0 \in W$ corresponds to $b \in B$. We denote the orbit $U_\cdot w := \text{Rad} B_\cdot w$ (resp. $U \cdot w := \text{Rad} B \cdot w$) by $B^w$ (resp. $B_w$). The intersection $B^w_{y} := B^w \cap B_y$ is nonempty if and only if $w \geq y$. By a slight abuse of notation, we will denote the intersection of $B^w_y$ with the Schubert variety $B^w$ by $B^w_y$.

For a subset $J \subset I$ of simple roots we denote by $L_J$ the corresponding Levi subgroup (so that $L_\emptyset = T$). We denote by $W_J$ the parabolic subgroup of $W$ generated by the simple reflections in $J$. The corresponding generalized flag variety $G/P_J$ is denoted $^J \mathcal{B}$, and the flag variety of $L_J$ is denoted $^J \mathcal{B}$. We have a natural projection $^J \mathcal{B} \leftarrow ^J \mathcal{B}$ with a fiber $^J \mathcal{B}$. The $T$-fixed points in $^J \mathcal{B}$ are numbered by the right
cosets $W/W_J := W^J$. As above, we have $U_\pm$-orbits, their intersections and closures $\mathcal{B}_y^w$ and so on. Note that the open cell $J\mathcal{B}_e$ is the orbit of $\pi_J(b_-)$ under the free action of the unipotent radical $JU := \text{Rad } P_J$.

4(ii). Regular dominant case. First let $\lambda$ be regular dominant.

**Lemma 4.1.** If there is $w \in W$ such that $\lambda - w\lambda = \alpha$, then $(Z^\alpha)^{T_\lambda} \simeq \mathcal{B}_w \cap \mathcal{B}_e$. Otherwise, $(Z^\alpha)^{T_\lambda}$ is empty.

**Proof.** Take a point $z \in \mathcal{B}_e = U \cdot b_-$ (the big Schubert cell centered at $b_- \in \mathcal{B}$ in the flag variety). Consider a map $\mathbb{C}^\times \to \mathcal{B}$, $c \mapsto \lambda(c^{-1}) \cdot z$. It extends uniquely to a map $\mathbb{C}^\times \subset \mathbb{P}^1 \to \mathcal{B}$. Clearly, $\phi_z(\infty) = b_-$ (since $\lambda(\mathbb{C}^\times)$ contracts $U \cdot b_-$ to $b_-$). Conversely, given a $T_\lambda$-invariant map $\phi : \mathbb{P}^1 \to \mathcal{B}$ such that $\phi(\infty) = b_-$, we set $z_\phi := \phi(1) \in U \cdot b_-$. Clearly, $\phi(0)$ is a $\lambda(\mathbb{C}^\times)$-fixed point (equivalently, $T$-fixed point) $w \in W \subset \mathcal{B}$. The argument in the proof of [BF10, Lemma 5.3] shows that $\deg \phi = \lambda - w\lambda \in \Lambda_+ = \mathbb{N}[I]$. Finally, for $\phi = \phi_z$, we have $\phi(0) = w$ if and only if $z \in \mathcal{B}_w$.

We now want to study the fixed points of $T_\lambda$ in $Z^\alpha$. In what follows $(Z^\alpha)^{T_\lambda}$ will always denote the corresponding reduced scheme.

**Corollary 4.2.** There exists a morphism

$$(Z^\alpha)^{T_\lambda} \to \bigcup_{w : \lambda - w\lambda \leq \alpha} \overline{\mathcal{B}_w^e}$$

(the latter is understood as a locally closed subvariety of $\mathcal{B}$) which is bijective on $\mathbb{C}$-points. Moreover, assume that $\alpha$ is such that the subvariety $\bigcup_{w : \lambda - w\lambda \leq \alpha} \overline{\mathcal{B}_w^e}$ of $\mathcal{B}$ is irreducible (in particular, this is true when $\alpha$ is sufficiently large). Then the above morphism is an isomorphism.\[^3\]

**Proof.** A $T_\lambda$-invariant based quasimap can have a defect only at $0 \in \mathbb{P}^1$. So the evaluation at $1 \in \mathbb{P}^1$ is a well-defined morphism $p : (Z^\alpha)^{T_\lambda} \to \mathcal{B}$. The proof of Lemma 4.1 shows that the image of $p$ coincides with $\bigcup_{w : \lambda - w\lambda \leq \alpha} \overline{\mathcal{B}_w^e}$, and $p$ is bijective onto its image. For $\alpha$ such that $\bigcup_{w : \lambda - w\lambda \leq \alpha} \overline{\mathcal{B}_w^e}$ is irreducible (and hence open in a Schubert variety $\overline{\mathcal{B}_y}$ for some $y \in W$), the normality of $\mathcal{B}_y$ and reducedness of $(Z^\alpha)^{T_\lambda}$ finishes the proof.

**Corollary 4.3.** The (reduced) scheme $Z^{T_\lambda}$ is isomorphic to $\mathcal{B}_e$. The stratification induced on $\mathcal{B}_e$ by the standard stratification on $Z$ is that

\[^3\]The statement is probably true for any $\alpha$ but at this point we don’t know a proof.
by $B_v$'s. In particular, this proves the first assertion of part (4) of Theorem 3.1.

4(iii). **Regular non-dominant case.** Now let $\lambda$ be regular, and $y \in W$ be such that $\lambda' := y^{-1}\lambda$ is (regular) dominant.

**Proposition 4.4.** There is a morphism $(Z^\alpha)_{T\lambda} -> \bigcup_{w: \lambda' - w\lambda \leq \alpha} B^w_y$ which defines a bijection on $C$-points. It is an isomorphism if the RHS is irreducible.

**Proof.** For $\phi \in (Z^\alpha)_{T\lambda}$ we consider $\dot{y}^{-1} \cdot \phi$ (for a representative $\dot{y}$ of $y$ in the normalizer of $T$), following the proof of [BF10, Theorem 5.2 before Lemma 5.3]. Now we repeat the argument in the proof of Corollary 4.2. □

4(iv). **Singular dominant.** Now let $\lambda$ be singular dominant, and let $J := \{j \in I : \langle \alpha'_j, \lambda \rangle = 0 \}$.

**Lemma 4.5.** If there is $w \in W_J$ such that $\lambda - w\lambda = \alpha$, then $(\dot{Z}^\alpha)_{T\lambda} \simeq J B^w_e$. Otherwise, $(\dot{Z}^\alpha)_{T\lambda}$ is empty.

**Proof.** We repeat the argument of the proof of Lemma 4.1, and note that the attractor of $b_-$ under the action of $\lambda(C^\times)$ is nothing but the orbit of the radical $U \cdot b_-$. The projection $\pi_J$ takes this orbit isomorphically onto $J B_e$. The fixed point set $B^T_{\lambda}$ is nothing but the preimage $\pi_J^{-1}(W_J)$ of the fixed point set $J B^T_{\lambda} = W_J$. For $w \in W_J$, we denote by $R^w_J$ the repellent of the connected component $\pi_J^{-1}(w)$ under the action of $\lambda(C^\times)$. Then $\pi_J$ takes $R^w_J \cap (U \cdot b_-)$ isomorphically onto its image $J B^w_e$.

The same argument as in the proof of Corollary 4.2 establishes

**Corollary 4.6.** There exists a morphism

$$(Z^\alpha)_{T\lambda} -> \bigcup_{w \in W_J: \lambda - w\lambda \leq \alpha} J B^w_e$$

(the latter is understood as a locally closed subvariety of $J B$) which is bijective on $C$-points. Moreover, assume that $\alpha$ is such that the subvariety $\bigcup_{w \in W_J: \lambda - w\lambda \leq \alpha} J B^w_e$ of $J B$ is irreducible (in particular, this is true when $\alpha$ is sufficiently large). Then the above morphism is an isomorphism.
4(v). **Singular.** Now let \( \lambda \) be singular of the form \( y\lambda' \) where \( \lambda' \) is (singular) dominant. The coweight \( \lambda' \) defines a subset \( J \subset I \) as in §4(iv), and the class of \( y \) in \( W^J \) is well defined. The same argument as in the proof of Proposition 4.4 establishes

**Proposition 4.7.** There exists a morphism

\[
(Z^\alpha)^{\mathbb{T}_\lambda} \rightarrow \bigcup_{w \in W: J; \lambda' - w\lambda' \leq \alpha} J^y_B^w
\]

(the latter is understood as a locally closed subvariety of \( J^B \)) which is bijective on \( \mathbb{C} \)-points. Moreover, assume that \( \alpha \) is such that the subvariety \( \bigcup_{w \in W: J; \lambda' - w\lambda' \leq \alpha} J^y_B^w \) of \( J^B \) is irreducible (in particular, this is true when \( \alpha \) is sufficiently large). Then the above morphism is an isomorphism.

4(vi). **Rational case.** Now suppose that our 1-parametric subgroup in \( \mathbb{T} \) projects onto \( \mathbb{C} \times \mathbb{C} \) not bijectively, but with degree \( n \). We choose a coordinate on this subtorus, and view its projection into \( T \) as a cocharacter \( \mu \in \Lambda \). We define \( \lambda := \mu/n \in \Lambda \otimes \mathbb{Q} \), and continue to call our 1-parametric subtorus \( T_\lambda \). We choose a primitive \( \sqrt{n} \), and set \( \zeta := \mu(\sqrt{n}) \). The centralizer \( G_\zeta \subset G \) of \( \zeta \in T \subset G \) is connected reductive since \( G \) is simply-connected (a Borel-Siebenthal subgroup); \( T \) is a maximal torus of \( G_\zeta \), and the corresponding Weyl group \( \zeta W \) coincides with the subgroup \( \lambda W \) of \( W \) formed by all \( w \in W \) such that \( \lambda - w\lambda \in \Lambda \).

**Remark.** In general such a subgroup needs not be a Coxeter group, but for simply connected \( G \) it is. The set of its Coxeter generators \( I_\zeta \) is numbered by the indecomposable elements of \( R_{\mathbb{Z}^+} := \{ \alpha^\vee \in R_{\mathbb{V}^+} : \langle \alpha^\vee, \lambda \rangle \in \mathbb{Z} \} \).

The flag variety \( \zeta B \) of \( G_\zeta \) embeds into \( B \), and we keep the notation of §4(i) for \( \zeta B \) like \( \bar{B}_e^\mu \) etc.

4(vii). **Rational regular dominant.** Assume that \( \lambda \) is regular dominant (in the sense that \( \langle \alpha^\vee, \lambda \rangle \notin -\mathbb{N} \) for any \( \alpha^\vee \in R_{\mathbb{V}^+} \)).

**Lemma 4.8.** If there is \( w \in \zeta W \) such that \( \lambda - w\lambda = \alpha \), then \( (\hat{Z}^\alpha)^{\mathbb{T}_\lambda} \simeq \zeta B_e^w \). Otherwise, \( (\hat{Z}^\alpha)^{\mathbb{T}_\lambda} \) is empty.

**Proof.** For \( z \in B_e = U \cdot b_- \) we consider a map \( \mathbb{C}^x \rightarrow B \), \( c \mapsto \mu(c^{-1}) \cdot z \). This map factors through the n-fold covering \( \mathbb{C}^x \rightarrow \mathbb{C}^x \), \( c \mapsto c^n \) if and only if \( z \in (U \cap G_\zeta) \cdot b_- = \zeta B_e \). If it does, we denote the resulting map from the base of the n-fold covering by \( \mathbb{C}^x \rightarrow B : c \mapsto \lambda(c^{-1}) \cdot z \). Now we continue the same way as in the proof of Lemma 4.1. \( \square \)
The same argument as in the proof of Corollary 4.2 establishes

**Corollary 4.9.** There exists a morphism

$$(Z^α)^{T_λ} \to \bigcup_{w \in \zeta W : \lambda - w\lambda \leq α} \zeta \mathcal{B}^w$$

(the latter is understood as a locally closed subvariety of $\zeta \mathcal{B}$) which is bijective on $\mathbb{C}$-points. Moreover, assume that $α$ is such that the subvariety $\bigcup_{w \in \zeta W : \lambda - w\lambda \leq α} \zeta \mathcal{B}^w$ of $\zeta \mathcal{B}$ is irreducible (in particular, this is true when $α$ is sufficiently large). Then the above morphism is an isomorphism.

4(viii). **Rational regular.** Now let $λ$ be rational regular of the form $yλ'$ where $λ'$ is regular dominant in the sense of §4(vii), and $y \in \zeta W$. The standard by now argument establishes

**Proposition 4.10.** There exists a morphism

$$(Z^α)^{T_λ} \to \bigcup_{w \in \zeta W : λ' - wλ' \leq α} \zeta \mathcal{B}^w_y$$

(the latter is understood as a locally closed subvariety of $\zeta \mathcal{B}$) which is bijective on $\mathbb{C}$-points. Moreover, assume that $α$ is such that the subvariety $\bigcup_{w \in \zeta W : λ' - wλ' \leq α} \zeta \mathcal{B}^w_y$ of $\zeta \mathcal{B}$ is irreducible (in particular, this is true when $α$ is sufficiently large). Then the above morphism is an isomorphism. In particular, $Z^{T_λ}$ is isomorphic to $\zeta \mathcal{B}_y$.

4(ix). **Rational singular dominant.** Assume $λ$ is rational singular dominant, and let $J_ζ := \{ j \in I_ζ : \langle α'_j, λ \rangle = 0 \}$. The same argument as in the proof of Lemma 4.5 and Corollary 4.6 establishes

**Corollary 4.11.** There exists a morphism

$$(Z^α)^{T_λ} \to \bigcup_{w \in \zeta W^{J_ζ} : λ - w\lambda \leq α} \zeta J_ζ \mathcal{B}^w$$

(the latter is understood as a locally closed subvariety of $\zeta J_ζ \mathcal{B}$) which is bijective on $\mathbb{C}$-points. Moreover, assume that $α$ is such that the subvariety $\bigcup_{w \in \zeta W^{J_ζ} : λ - w\lambda \leq α} \zeta J_ζ \mathcal{B}^w$ of $\zeta J_ζ \mathcal{B}$ is irreducible (in particular, this is true when $α$ is sufficiently large). Then the above morphism is an isomorphism.

4(x). **Rational.** Finally, let $λ$ be rational singular of the form $yλ'$ where $λ'$ is (singular) dominant. The coweight $λ'$ defines a subset $J_ζ \subset I_ζ$ as in §4(ix), and the class of $y$ in $\zeta W^{J_ζ}$ is well defined. The standard by now argument establishes
Proposition 4.12. There exists a morphism

$$\left( Z^\alpha \right)^{\mathfrak{h}_L} \rightarrow \bigcup_{w \in \zeta W : \lambda' - w \lambda' \leq \alpha} J_{\zeta} \mathcal{B}_y^w$$

(the latter is understood as a locally closed subvariety of $J_{\zeta} \mathcal{B}$) which is bijective on $C$-points. Moreover, assume that $\alpha$ is such that the subvariety $\bigcup_{w \in \zeta W : \lambda' - w \lambda' \leq \alpha} J_{\zeta} \mathcal{B}_y^w$ of $J_{\zeta} \mathcal{B}$ is irreducible (in particular, this is true when $\alpha$ is sufficiently large). Then the above morphism is an isomorphism.

4(xi). Kazhdan-Lusztig conjecture. We now assume Theorem 3.1. Then using the above results and the results of Section 2 we get the following result. For any $w, y \in \zeta W$, the multiplicity of $L(y(\lambda) - \rho)$ in $M(w(\lambda) - \rho)$ equals the total costalk dimension $\dim i_w^! IC(J_{\zeta} \mathcal{B}_y^w)$. This result is well known, and follows from [Lus84, Theorem 1.24], [BB93, Corollary 5.35], and [BGS96, Theorem 3.11.4].

5. Construction of the action

In this Section we define the action of the algebra $\mathcal{U}$ on the sheaf $\mathcal{F}$ (cf. the notation of Theorem 3.1). The construction is an easy corollary of the derived Satake equivalence (cf. [BF08]) combined with some results from [BG02].

5(i). Derived Satake equivalence. As usually we set $\mathcal{O} = \mathbb{C}[t], \mathcal{K} = \mathbb{C}((t))$. We let $Gr_G = G(\mathcal{K})/G(\mathcal{O})$ denote the affine Grassmannian of $G$. This is an ind-projective ind-scheme over $\mathbb{C}$ of ind-finite type which carries a natural action of $G(\mathcal{K}) \rtimes \mathbb{C}^\times$. For a pro-algebraic subgroup $H$ of $G(\mathcal{O}) \rtimes \mathbb{C}^\times$ we denote by $D_H(Gr_G)$ the ind-completion of the $H$-equivariant derived category of constructible sheaves on $Gr_G$.\footnote{More precisely, we choose one of the standard dg-enhancements of $D^b_H(Gr_G)$ (see e.g. §5(iii)(b) below), take its ind-completion, and then pass to its homotopy category. Note that $D_H(Gr_G)$ is \emph{not} equivalent to the unbounded $H$-equivariant derived constructible category of $Gr_G$. It is often called the \emph{renormalized $H$-equivariant} derived category.} Let $Perv_H(Gr_G)$ denote the corresponding category of perverse sheaves. It is well-known that $Perv_{G(\mathcal{O})}(Gr_G) = Perv_{G(\mathcal{O}) \rtimes \mathbb{C}^\times}(Gr_G) \simeq \text{Rep}(G')$. For a dominant weight $\lambda$ of $G'$ we denote by $IC^\lambda$ the corresponding object of $Perv_{G(\mathcal{O})}(Gr_G)$; it is the IC-complex of the closure of a $G(\mathcal{O})$-orbit on $Gr_G$. This category naturally acts on $D_H(Gr_G)$ for any $H$ (by convolutions on the right).
Let now $A$ be a graded $C$-algebra. We denote by $A\mathbb{[]}$ the corresponding dg-algebra with zero differential. We denote by $A\mathbb{[]}$-mod the category of $A\mathbb{[]}$-modules and by $D(A\mathbb{[]})$ the corresponding derived category. Let also $D_{\text{perf}}(A\mathbb{[]})$ denote the category of perfect complexes. By definition this is the full subcategory of $D(A\mathbb{[]})$ generated by $A\mathbb{[]}$ by means of shifts, direct sums, cones and direct summands. If a reductive algebraic group $H$ acts on $A$ then we denote by $D_{H}^G(A\mathbb{[]})$ the category of $H$-equivariant $A\mathbb{[]}$-modules (resp. $D_{\text{perf}}(A\mathbb{[]})$) endowed with an action of $H$ compatible with its action on $A$. This category is endowed with a natural action of the tensor category $\text{Rep}(H)$.

Consider now the category $D^{G'\mathbb{[]}}_{G}(U_{h}(\mathfrak{g}'))$. This category has a natural monoidal structure. In order to construct it, let us just remark that the structure of a $U_{h}(\mathfrak{g}')$-module endowed with a compatible (with respect to adjoint action) $G'$-action on a vector space $M$ is the same as the structure of a $U_{h}(\mathfrak{g}')$-bimodule endowed with an action of $G'$ such that the action of the diagonal copy of $h\mathfrak{g}'$ is equal to the derivative of the $G'$-action multiplied by $h$ (we shall call such gadgets asymptotic Harish-Chandra bimodules over $\mathfrak{g}'$). Given two asymptotic Harish-Chandra bimodules $M, N$ their tensor product $M \otimes_{U_{h}(\mathfrak{g}')} N$ is again an asymptotic Harish-Chandra bimodule. Hence the category of asymptotic Harish-Chandra bimodules has a natural monoidal structure. It is easy to upgrade this construction to dg-modules; in this way we obtain a monoidal structure on $D^{G'\mathbb{[]}}_{\text{perf}}(U_{h}(\mathfrak{g}'))$ (cf. [BF08] for more details). The same applies to the bigger category $D^{G'\mathbb{[]}}_{G}(U_{h}(\mathfrak{g}'))$.

The following result is proved in [BF08]:

**Theorem 5.1.**

(1) Let $D^{b}_{G(\mathcal{O})\times \mathbb{C}^{\times}}(\text{Gr}_{G})$ denote the bounded derived category of $G(\mathcal{O}) \rtimes \mathbb{C}^{\times}$-equivariant sheaves on $\text{Gr}_{G}$ with constructible cohomology. Then there exists an equivalence of monoidal triangulated categories

$$
\Psi_{G} : D^{b}_{G(\mathcal{O})\times \mathbb{C}^{\times}}(\text{Gr}_{G}) \rightarrow D^{G'\mathbb{[]}}_{\text{perf}}(U_{h}(\mathfrak{g}'))
$$

Here $G'$ acts on $U_{h}(\mathfrak{g}')$ by means of the adjoint action.

(2) The functor $\Psi_{G}$ sends the action of $\text{Perv}_{G(\mathcal{O})}(\text{Gr}_{G})$ on the LHS to the natural $\text{Rep}(G')$-action on the RHS. In particular, we have $\Psi_{G}(\text{IC}^{\lambda}) = U_{h}(\mathfrak{g}') \otimes L(\lambda)$ where $L(\lambda)$ stands for the irreducible representation of $\mathfrak{g}'$ with highest $\lambda$ and the action of $G'$

on $U_h^I (\mathfrak{g}^\vee) \otimes L(\lambda)$ is the tensor product of the adjoint action of $G^\vee$ on $U_h^I (\mathfrak{g}^\vee)$ and its action on $V(\lambda)$.

(3) Let $D_{G(O) \times \mathbb{C}^\times} (\text{Gr}_G)$ denote the ind-completion of the category $D^b_{G(O) \times \mathbb{C}^\times} (\text{Gr}_G)$. The functor $\Psi_G$ extends to an equivalence between $D_{G(O) \times \mathbb{C}^\times} (\text{Gr}_G)$ and $D^{G^\vee} (U_h^I (\mathfrak{g}^\vee))$.

Remark 5.2. The category $D_{G(O) \times \mathbb{C}^\times} (\text{Gr}_G)$ is the renormalized derived category in the terminology of [AG15]; note that it is not the same as the actual derived category of $G(O) \times \mathbb{C}^\times$-equivariant sheaves on $\text{Gr}_G$ (the latter is studied in [AG15] as well (without the loop rotation) cf. [AG15, Theorem 12.5.3] for its description in Langlands dual terms.

5(ii). De-equivariantization. Let $\mathcal{C}$ be a co-complete additive category with an action of the tensor category $\text{Rep}(G^\vee)$ (here $G^\vee$ can be any algebraic group). For $X \in \mathcal{C}$, $V \in \text{Rep}(G^\vee)$ we shall denote the action of $V$ on $X$ by $V \rtimes X$. Then we can construct another category $\mathcal{C}_{G^\vee}$ endowed with an action of $G^\vee$ (cf. [AG03]), called the de-equivariantization of $\mathcal{C}$. We also refer the reader to [Gai05, Examples 12 and 21] for the definition of the relevant notions; note that in loc.cit. the categories in question are assumed to be abelian but the definitions are the same for arbitrary additive categories and in any case we shall soon switch to dg-categories for which the relevant theory is developed in [Gai15].

By definition, an object of $\mathcal{C}_{G^\vee}$ is an object $X$ of $\mathcal{C}$ endowed with an action of $R_{G^\vee}$ where $R_{G^\vee}$ is the regular representation of $G^\vee$ considered as a ring-object in $\text{Rep}(G^\vee)$. More explicitly, an object of $\mathcal{C}_{G^\vee}$ is an object $X$ of $\mathcal{C}$ together with a system of morphisms $V \rtimes X \to \underline{V} \otimes X$ for any $V \in \text{Rep}(G^\vee)$ (here $\underline{V} \otimes X$ just stands for the tensor product of the vector space $\underline{V}$ underlying a $G$-module $V$ and an object $X$), satisfying some natural compatibilities with respect to direct sums and tensor products.\footnote{It is not difficult to see that these compatibilities imply that above morphisms are necessarily isomorphisms, but we shall not use this.}

The category $\mathcal{C}_{G^\vee}$ is endowed with an action of the group $G$ and it makes sense to consider the category $\mathcal{C}^{G^\vee}$ of $G^\vee$-equivariant objects.

By definition we have a natural forgetful functor $l_{G^\vee} : \mathcal{C}_{G^\vee} \to \mathcal{C}$ (we denote this functor by $l$ since in certain more general situation it is related to the functor of induction from a subgroup). This functor admits a left adjoint $F_{G^\vee}$ which sends an object $X$ to $R_{G^\vee} \rtimes X$. In the case when $\mathcal{C} = \text{Rep}(G^\vee)$ we have $\mathcal{C}_{G^\vee} = \text{Vect}$ and this functor is the natural forgetful functor from $\text{Rep}(G^\vee)$ to $\text{Vect}$.\footnote{It is not difficult to see that these compatibilities imply that above morphisms are necessarily isomorphisms, but we shall not use this.}
The following result is proved in [AG03] in the abelian case and in [Gai15] in the dg-case, cf. [Gai15, Theorem 2.2.2]:

**Theorem 5.3.**

1. For abelian categories the procedures of equivariatization and de-equivarintizaion are mutually inverse.
2. The same is true for dg-categories (i.e. these procedures define a pair of mutually inverse equivalences between the $(\infty, 1)$-category of dg-categories with weak $G^\vee$-action and the $(\infty, 1)$-category of dg-categories with $\text{Rep}(G^\vee)$-action).

Some remarks are in order. First, let us say that in the terminology of [Gai15] the notion of category with (weak) $G^\vee$-action is the same as the notion of sheaf of categories over the classifying stack $\text{pt}/G^\vee$. The corresponding category of equivariant objects is the category of global sections of this sheaf on $\text{pt}/G^\vee$. Thus assertion (2) above is indeed equivalent to [Gai15, Theorem 2.2.2].

The second remark is this: given a dg-category $\mathcal{C}$ one can consider its homotopy category $\text{Ho}(\mathcal{C})$. Now assume that $\mathcal{C}$ is endowed with a $\text{Rep}(G^\vee)$-action. Then typically $\text{Ho}(\mathcal{C}_{G^\vee})$ is not the same as $\text{Ho}(\mathcal{C})_{G^\vee}$, and certainly the “correct” object to work with is the former rather than the latter. Thus from now on we shall switch to working with dg-categories. So if we want to de-equivariantize a triangulated category $\mathcal{D}$, we must do it on dg-level. In other words, we first must choose a dg-model (or dg-lift) of $\mathcal{D}$ (i.e. a pre-triangulated dg-category $\mathcal{D}^\text{dg}$ such that $\text{Ho}(\mathcal{D}^\text{dg}) \simeq \mathcal{D}$) also endowed with $\text{Rep}(G^\vee)$-action and then consider $\text{Ho}(\mathcal{D}^\text{dg}_{G^\vee})$. This category might depend on the choice of the dg-lift. However, abusing slightly the notation, when the choice of the dg-lift is clear we shall denote the resulting category just by $\mathcal{D}_{G^\vee}$.

5(iii). **Examples.** (a) Let $A$ be a dg-algebra over $\mathbb{C}$ with a $G^\vee$-action. Let $\mathcal{D}$ be the derived category of $G^\vee$-equivariant dg-modules over $A$. Its natural dg lift $\mathcal{D}^\text{dg}$ is the full subcategory of the category of $G^\vee$-equivariant dg-modules over $A$ generated by modules of the form $A \otimes V$ where $V$ is a finite-dimensional representation of $G^\vee$ by means of shifts, direct summands, cones and (infinite) direct sums. The de-equivariantized category $\mathcal{D}_{G^\vee}$ is then just the derived category of dg-modules over $A$.

(b) Let now $\mathcal{D}$ be the derived Satake category $D_{G(\mathcal{O}) \times \mathcal{C}^\times}(\text{Gr}_G)$. Then its natural dg-lift can be constructed in 3 steps:

1) We consider the dg-category $(\mathcal{D}^\text{dg})'$ whose objects are perverse $G(\mathcal{O})$-equivariant sheaves on $\text{Gr}_G$ and $\text{Hom}_{\mathcal{D}'}(\mathcal{F}, \mathcal{G}) = \oplus_i \text{Ext}^{i}_{G(\mathcal{O})}(\mathcal{F}, \mathcal{G})$ (the RHS is viewed as a complex with trivial differential).
2) We consider the Bondal-Kapranov pre-triangularisation \((\mathcal{D}^{dg})_{\text{pretr}}\), see e.g. [BV08, §1.5.4]) (i.e. we formally add direct summands, shifts and cones).

3) We let \(\mathcal{D}\) be the ind-completion of \((\mathcal{D}^{dg})_{\text{pretr}}\) (since we want to work with co-complete categories).

It follows from the very construction of [BF08] that the equivalence of Theorem 5.1(3) extends to an equivalence of the corresponding dg-lifts. Hence we have \((D_{G(\mathcal{O})\times C^\times (Gr_G)})_{G^\vee} \simeq D(U_{\mathfrak{g}^\vee})\).

The main result of this Section is a construction of a functor \(\Phi_Z\) as in the theorem below:

**Theorem 5.4.** There exists a natural triangulated functor

\[
\Phi_Z: D_{G(\mathcal{O})\times C^\times (Gr_G)} \to D_T(Z)
\]

such that

1) The object \(F_{G^\vee}(\text{IC}^0)\) goes over to \(\mathcal{F} = \bigoplus_{\alpha} \text{IC}(Z^\alpha)\).

2) Given an object \(G \in D_{G(\mathcal{O})\times C^\times (Gr_G)}\), the following diagram commutes:

\[
\begin{array}{ccc}
Z_{\mathfrak{g}^\vee}(\mathcal{G}) \simeq H_{G(\mathcal{O})\times C^\times (pt)}^* & \longrightarrow & \text{Ext}_{D_{G(\mathcal{O})\times C^\times (Gr_G)}}^*(\mathcal{G}, \mathcal{G}) \\
\downarrow & & \downarrow \Phi_Z \\
S(t) \simeq H_{T}^*(pt) & \longrightarrow & \text{Ext}_T^*(\Phi_Z(\mathcal{G}), \Phi_Z(\mathcal{G})).
\end{array}
\]

The proof of Theorem 5.4 occupies §§5(iv)-5(vi).

It follows from Theorem 5.1 that \(\text{Ext}^*(F_{G^\vee}(\text{IC}^0), F_{G^\vee}(\text{IC}^0))\) (computed in the category \(D_{G(\mathcal{O})\times C^\times (Gr_G)}\)) is equal to \(U_{\mathfrak{g}^\vee}\). Hence the first assertion of Theorem 5.4 gives rise to a homomorphism \(U_{\mathfrak{g}^\vee} \to \text{Ext}_T^*(\mathcal{F}, \mathcal{F})\). The second assertion guarantees it extends to a homomorphism \(U \to \text{Ext}_T^*(\mathcal{F}, \mathcal{F})\) which is claimed in Theorem 3.1.

5(iv). **More abstract nonsense.** In order to construct the functor \(\Phi_Z\) we need one more abstract categorical construction. Assume that in the setup of the previous subsection \(\mathcal{C}\) is actually a monoidal category. Assume in addition that we have a monoidal functor \(S: \text{Rep}(G^\vee) \to \mathcal{C}\) so that the action of \(V \in \text{Rep}(G^\vee)\) on \(\mathcal{C}\) is the right multiplication by \(S(V)\). Hence we have a system of functorial isomorphisms \(X \ast S(V) \simeq V \otimes X\) for \(X \in \mathcal{C}_{G^\vee}, V \in \text{Rep}(G^\vee)\).

Let us now assume that we are given another additive category \(\mathcal{D}\) endowed with an action of the monoidal category \(\mathcal{C}\). Then any \(M \in \text{Ob}(\mathcal{D})\) defines a functor \(\text{Act}_M: \mathcal{C} \to \mathcal{D}\) which sends any \(X \in \text{Ob}(\mathcal{C})\) to \(X \ast M\).
Lemma 5.5. Assume that for an object $M \in \text{Ob}(\mathcal{D})$ we are given a system of functorial isomorphisms

$$S(V) \star M \simeq V \otimes M \quad \text{for } V \in \text{Rep}(G^\vee) \quad (5.6)$$

satisfying obvious compatibility conditions with respect to tensor products. Then the functor $\text{Act}_M$ can be upgraded to a functor$^6$

$$\text{Act}_{M,G^\vee}: \mathcal{C}_{G^\vee} \to \mathcal{D}. \quad \text{Proof.}$$

The idea is as follows. Let $X \in \text{Ob}(\mathcal{C}_{G^\vee})$. The object $l_{G^\vee}(X) \star M$ of $\mathcal{D}$ has a natural structure of a module over the ring $R_{G^\vee}$. Indeed, to construct this module structure it is enough for any $V \in \text{Rep}(G^\vee)$ to construct an isomorphism $V \otimes (l_{G^\vee}(X) \star M) \simeq V \otimes (l_{G^\vee}(X) \star M)$. The latter is constructed as the composition

$$V \otimes (l_{G^\vee}(X) \star M) = l_{G^\vee}(X) \star (V \otimes M) \simeq l_{G^\vee}(X) \star (S(V) \star M) \simeq (l_{G^\vee}(X) \star S(V)) \star M \simeq (V \otimes l_{G^\vee}(X)) \star M = V \otimes (l_{G^\vee}(X) \star M).$$

We would like to define $\text{Act}_{M,G^\vee}(X)$ as the fiber of $l_{G^\vee}(X) \star M$ at $1 \in G^\vee$ (i.e. take tensor product with $\mathcal{C}$ over $R_{G^\vee}$ where the latter acts on the former via the evaluation map at $1 \in G^\vee$). Here we again have to work on dg-level. Namely, we assume that

1) The categories $\mathcal{C}$ and $\mathcal{D}$ are triangulated categories which are homotopy categories of some co-complete pre-triangulated dg-categories $\mathcal{C}^{\text{dg}}, \mathcal{D}^{\text{dg}}$.

2) All of the above functors (monoidal structure on $\mathcal{C}$, action of $\mathcal{C}$ on $\mathcal{D}$, the functor $\text{Rep}(G^\vee) \to \mathcal{C}$ and the corresponding morphisms between them) are lifted to the dg-level.

Then the above construction makes sense and we indeed get a functor $\text{Act}_{M,G^\vee}: \mathcal{C}_{G^\vee} \to \mathcal{D}$. The above choice of a dg-model will be automatic in applications (since all the categories involved will be some kind of derived categories of sheaves). \hfill $\square$

5(v). The stack $c, \infty \overline{\text{Bun}}_B$. Let $C$ again be a smooth projective curve and let $c \in C$. Recall the stack $c, \infty \overline{\text{Bun}}_B$ introduced in [BG02, 4.1.1]. It classifies the same data as in §3(ii) except that now the maps $\kappa^\lambda$ are allowed to have arbitrary poles at $c$. It contains $\overline{\text{Bun}}_B$ as a closed sub-stack. More generally, for any $\alpha \in \Lambda$ the ind-stack $c, \infty \overline{\text{Bun}}_B$ contains a locally closed sub-stack $c, \alpha \overline{\text{Bun}}_B$ such that the closure

$$c, \geq \alpha \overline{\text{Bun}}_B := c, \alpha \overline{\text{Bun}}_B = \bigsqcup_{\beta \geq \alpha} c, \beta \overline{\text{Bun}}_B.$$
By definition \( c,\alpha \text{Bun}_B \) consists of all triples \((\mathcal{P}_G, \mathcal{P}_T, \kappa)\) such that for any dominant weight \( \lambda' \) the map \( \mathcal{P}_T^{\lambda'}(\langle \alpha, \lambda' \rangle \cdot x) \to \mathcal{P}_G^{\lambda'(\lambda')} \) has neither zeroes nor poles at \( c \).

We have the Hecke correspondences
\[
\begin{align*}
\text{Hecke}_{G,c} & \quad \xleftarrow{\text{h}_G} \quad \text{Bun}_{B}^{\prime} \quad \xrightarrow{\text{h}_G^\ast} \quad \text{Bun}_B \to \quad \text{Hecke}_{G,c}
\end{align*}
\]
see [BG02, 4.1.4]. Let us also take \( C = \mathbb{P}^1, \ c = 0 \). Then the above correspondences give rise to the convolution action of the equivariant derived category \( D_{\mathcal{O}(\text{Gr}_G)} \) on the equivariant derived category of \( D_{\mathcal{O}(\text{Bun}_B)} \). Let now \( c,\alpha \text{Bun}_B' \) denote the ind-stack classifying the same data as before together with a trivialization of \( P_G \) at \( \infty \in \mathbb{P}^1 \) such that

1) The generalized \( B \)-structure \( \kappa \) does not have a defect at \( \infty \);
2) The value of the \( B \)-structure \( \kappa \) at \( \infty \in \mathbb{P}^1 \) is equal to \( B_- \) (this makes sense because the fiber of \( P_G \) at \( \infty \) is trivialized).

This stack is endowed with a natural action of the torus \( T = T \times \mathbb{C}^\times \) where the 2nd factor just acts on \( \mathbb{P}^1 \) (preserving the points 0 and \( \infty \)) and the 1st factor acts by changing the trivialization of \( P_G \) at \( \infty \) (note that the action of \( T \) on \( B \) preserves the point \( B_- \)).

Similarly we can define stacks \( c,\geq \alpha \text{Bun}_B' \). In particular, \( c,\geq 0 \text{Bun}_B' =: \text{Bun}_B' \). Then in the same way we get an action of \( D_{\mathcal{O}(\text{Gr}_G)} \) on \( D_{\mathcal{T}(\text{Bun}_B')} \).

In addition the ind-stacks \( c,\infty \text{Bun}_B' \) and \( c,\infty \text{Bun}_B' \) admit a natural action of the lattice \( \Lambda \) (by modifying the \( T \)-bundle \( P_T \) at \( c \)). Hence the corresponding derived categories of sheaves also admit an action of \( \Lambda \) which is the same as the action of the tensor category \( \text{Rep}(T^\vee) \). We would like now to use the formalism of the previous subsection. Namely, we set \( C = D_{\mathcal{O}(\text{Gr}_G)} \), \( D = D_{\mathcal{T}(\text{Bun}_B')} \), \( M = F_{T^\vee}(\text{IC}(\text{Bun}_B')) \). Note that the de-equivariantized derived category \( D_{\mathcal{T}(\text{Bun}_B')} \) is just the category of \( \Lambda \)-equivariant objects in the usual derived category \( D_{\mathcal{T}(\text{Bun}_B')} \). In this realization we have

\[
M = \bigoplus_{\alpha \in \Lambda} \text{IC}(c,\geq \alpha \text{Bun}_B').
\]

The isomorphisms (5.6) are essentially given by [BG02, Theorem 4.1.5].

Thus we get a functor \( \text{Act}_{M,G^\vee} : D_{\mathcal{O}(\text{Gr}_G)} \to D_{\mathcal{T}(\text{Bun}_B')} \).

\footnote{Formally in [BG02] the \( \mathbb{C}^\times \)-equivariant situation was never considered, but since all the sheaves involved in (5.6) are perverse, the results of [BG02, Theorem 4.1.5] extend automatically to the equivariant situation.}
5(vi). **End of the construction.** To finish the construction of $\Phi_Z$ it remains to notice that the ind-scheme $Z$ is an open sub-ind-scheme of the ind-stack $\underline{\text{Bun}}_{\mathcal{B}}$ (given by the condition that the $G$-bundle $\mathcal{P}_G$ is trivial). So we define the functor $\Phi_Z$ to be the composition of $\text{Act}_{\mathcal{M}(G^\vee)}$ with the (open) restriction to $Z$, followed by the forgetful functor $D_T(Z)_{TV} \to D_T(Z)$. The fact that it satisfies the conditions of Theorem 5.4 is straightforward.

5(vii). **Factorization.** Recall the factorization morphism $\pi_\theta : Z^\theta \to \mathbb{A}^\theta$. It is defined as the pullback of the Schubert divisor (the union of $B$-invariant divisors) in the flag variety $\mathcal{B}$. Recall the factorization property of $\pi$: a canonical isomorphism for a decomposition $\theta = \alpha + \eta$

$$(Z^\alpha \times Z^\eta)|_{(\mathbb{A}^\alpha \times \mathbb{A}^\eta)_{\text{disj}}} \cong Z^\theta \times_{\mathbb{A}^\theta} (\mathbb{A}^\alpha \times \mathbb{A}^\eta)_{\text{disj}}.$$ 

We may further restrict this isomorphism to the open subset

$$\tilde{Z}^\alpha \times Z^\eta|_{(G^\alpha_m \times \mathbb{A}^\eta)_{\text{disj}}} \subset (Z^\alpha \times Z^\eta)|_{(\mathbb{A}^\alpha \times \mathbb{A}^\eta)_{\text{disj}}}.$$ 

Given $\mathcal{F}_1, \mathcal{F}_2 \in D_T(Z)$ and $e \in \text{Ext}_{D_T(Z)}(\mathcal{F}_1, \mathcal{F}_2)$ we can restrict $e$ to $Z^\theta$, pull it back to $Z^\theta \times_{\mathbb{A}^\theta} (\mathbb{A}^\alpha \times \mathbb{A}^\eta)_{\text{disj}}$, and then restrict to the open subset $\tilde{Z}^\alpha \times Z^\eta|_{(G^\alpha_m \times \mathbb{A}^\eta)_{\text{disj}}} \subset Z^\theta \times_{\mathbb{A}^\theta} (\mathbb{A}^\alpha \times \mathbb{A}^\eta)_{\text{disj}}$ to obtain $e_{\alpha, \eta}$. In particular, by definition, $e_{0, \theta} = e|_{Z^\theta}$.

**Lemma 5.7.** (a) Given $\mathcal{P} \in D_{G(O)_{sc}}(\text{Gr}_G)_{G^\vee}$, $\Phi_Z(\mathcal{P})$ is factorizable in the sense that $\Phi_Z(\mathcal{P})$ restricted to $\tilde{Z}^\alpha \times Z^\eta|_{(G^\alpha_m \times \mathbb{A}^\eta)_{\text{disj}}}$ is canonically isomorphic to $(\text{IC}(Z^\alpha) \boxtimes \Phi_Z(\mathcal{P})|_{Z^\eta})|_{(G^\alpha_m \times \mathbb{A}^\eta)_{\text{disj}}}.

(b) Given $e \in \text{Ext}_{D_{G(O)_{sc}}(\text{Gr}_G)_{G^\vee}}(\mathcal{P}_1, \mathcal{P}_2)$, $\Phi_Z(e)$ is factorizable in the sense that $\Phi_Z(e)_{\alpha, \eta}$ is equal to $\text{Id}_{\text{IC}(Z^\eta)} \boxtimes \Phi_Z(e)_{0, \eta}$.

**Proof.** First of all, it is clear that (b) follows from (a) (provided that the natural isomorphism in the formulation of (a) is functorial with respect to $\mathcal{P}$). On the other hand (a) is essentially the statement of [ABB+05, Proposition 5.1.5] (in loc.cit. it is assumed that $\mathcal{P}$ is perverse but this does not affect the proof).

6. **Standard and co-standard modules**

In this Section we finish the proof of Theorem 3.1. Part (2) of the Theorem is obvious from the construction of the homomorphism $\iota$; part (1) will follow from the computation of the action of $U$ on the stalk of $\mathcal{F}$ at 0. Part (3) immediately follows from parts (4), (5) and (6). So, the main work will be to prove parts (4), (5) and (6). In fact, the set $W_\mathbb{Z}$ was already computed in §4, so we just need to identify standard and co-standard modules with Verma modules and their duals.
6(i). **The costalk at 0.** We begin by the following. Let \( s: \text{pt} \to Z \) be the embedding of the point 0 (the unique \( T \)-fixed point). Then \( s^! F \) can naturally be viewed as an object of \( D_T(\text{pt}) \) and the \( S(t^*) \)-module \( H_T^*(s^! F) \) acquires a natural structure of a graded \( \mathcal{U} \)-module. We want to give its algebraic description. Before we do this, let us first recall the computation of its graded character [BFGM02, Theorem 1.12]. Namely, \( \text{ch}(s^! F) = \sum_{\alpha \in \Lambda_+} K_\alpha(q) \), where \( \deg q = 2 \), and \( K_\alpha(q) = \sum_{\alpha_1 + \ldots + \alpha_i = \alpha} q^i \) (the sum is taken over the set of unordered partitions of \( \alpha \) into a sum of positive roots of \( g^\vee \)).

6(ii). **The module \( M \).** Now, let us define algebraically a graded module \( M \) over \( \mathcal{U} \) (which will eventually turn out to be isomorphic to \( H_T^*(s^! F) \)). Namely, let us first set \( M' = U_h(g^\vee)/\mathfrak{n}_+^\vee \).

It has a natural structure of a left \( U_h(g^\vee) \)-module. In addition it has the following structures:

1) Right action of \( S(t^*) \simeq S_h(t^*) \);
2) Action of the group \( T^\vee \) (i.e. grading by \( \Lambda \)).

These structures are compatible in the following way: given \( a \in t^* \), the action of \( a \) on \( M' \) coming from deriving the action of the group \( T^\vee \) multiplied by \( h \) is equal to the difference of the left action of \( a \in U_h(g^\vee) \) and the right action of \( a \in S_h(t^*) \).

In what follows we are going to slightly change the right action of \( S(t^*) \). Namely, we consider the following \( S(t^*)-S(t^*) \)-bimodule \( S(t^*)(-\rho) \): as a left \( S(t^*) \)-module it coincides with the free rank one module \( S(t^*) \), but the right action of \( a \in t^* \) is multiplication by \( a - h(\langle a, \rho \rangle) \). Finally, \( M := M' \otimes_{S(t^*)} S(t^*)(-\rho) \).

**Theorem 6.1.** \( H_T^*(s^! F) \) is isomorphic to \( M \) as a graded \( \mathcal{U} \)-module.

Let us remark that Theorem 6.1 implies part (1) of Theorem 3.1, since the action of the algebra \( \mathcal{U} \) on \( M \) is faithful.

**Proof.** We consider the \( S(t^*) \)-submodule \( \mathcal{H} \) of \( H_T^*(s^! F) \) spanned by \( 1 \in \text{IC}(Z^0) \) (notation \( \mathcal{H} \) stands for the highest weight component). So \( \mathcal{H} \) is a right \( S(t^*) \)-module, and it carries a commuting left \( S(t^*) \)-action from the embedding \( S(t^*) \subset \mathcal{U} \). First we identify the \( S(t^*)-S(t^*) \)-bimodule \( \mathcal{H} \) with \( S(t^*)(-\rho) \).

The right action of \( S(t^*) \) is nothing but the action of \( H_T^*(\mathcal{O} \times \mathbb{C}^\times) \) arising from the \( T(\mathcal{O}) \rtimes \mathbb{C}^\times \)-equivariance of \( \text{IC}(Z^0) \). On the highest weight component this right action arises from the \( T \times \mathbb{C}^\times \)-equivariance of the skyscraper sheaf \( \text{IC}(Z^0) \). The left action of \( S(t^*) \)
is the action of $H^*_g(U) \times \mathbb{C}^*$ (pt) arising from $T(O) \times \mathbb{C}^* \subset G(O) \times \mathbb{C}^*$-equivariance of the skyscraper sheaf $IC^0 \in D_G(O) \times \mathbb{C}^* (\text{Gr}_G)$ and the canonical isomorphism $IC^0 \times IC_{c = 0}(\text{Bun}_B) \cong IC_{c = 0}(\text{Bun}_B)$. Also, the left action of $Z\langle g' \rangle = S(t^*)^W \subset S(t^*)$ is nothing but the action of $H^*_g(U) \times \mathbb{C}^*$ (pt) arising from the $G(O) \times \mathbb{C}^*$-equivariance of $IC^0$. We conclude that the left action of $Z\langle g' \rangle = S(t^*)^W$ coincides with the restriction of the right action of $S(t^*)$ to the $W$-invariants. Since the left action of $Z\langle g' \rangle$ is the action of the Harish-Chandra center of $U^0(g')$, it follows that the right action of $S(t^*)$ is shifted by $-\rho$.

From the universality of the Verma module $M$ we have a morphism $\Xi: M \to H^*_x(s^F)$ of graded $U$-modules taking $1 \in M$ to $1 \in IC(Z^0)$. The source is a free $S(t^*)$-module, and $\Xi$ is generically injective, since the Verma module with generic highest weight is irreducible. Hence $\Xi$ is injective. The comparison of graded characters (see §6(i)) implies that $\Xi$ is an isomorphism.

Recall the setup of §2(iv). Consider $x = (\mu, t) \in t$ such that $\mu \in t$, $t \neq 0$. We consider the hyperbolic restriction $F_x = \Phi_x(F)$, and its costalk $s^F_x$. Then $H^*_x(s^F_x)$ acquires a natural structure of a graded $U$-module, as well as its fiber $(H^*_x(s^F_x))_x$ at $x \in t$.

**Corollary 6.2.** The $U(g')$-module $(H^*_x(s^F_x))_x$ is isomorphic to the Verma module $M(t^{-1} \mu - \rho)$.

**Proof.** The $U(g')$-module $(H^*_x(s^F_x))_x$ is isomorphic to the Verma module $M(t^{-1} \mu - \rho)$ by Theorem 6.1. The natural morphism $H^*_x(s^F_x) \to H^*_x(s^F_x)$ induces an isomorphism of fibers at $x \in t$ by Lemma 2.17. $\square$

6(iii). **Proof of Theorem 3.1(5,6).** By Lemma 2.17 we have to study $(H^*_x(\phi, s^F_{x,w}))_x$, where $s_{x,w}$ is the embedding into $Z$ of a fixed point $\phi$ in the stratum $Z^w_x$. The analysis of the dual $(H^*_x(\phi, s^F_{x,w}))_x$ is entirely similar and will be omitted. By Lemma 4.1 applied in the case of integral regular dominant $\lambda$ (resp. Lemma 4.5 in the case of integral singular dominant $\lambda$, resp. Lemma 4.8 in the case of rational regular dominant $\lambda$), $\phi \in \tilde{Z}^\alpha$, where $\alpha = \lambda - w \lambda$. More precisely, $\tilde{Z}^\alpha$ is embedded into $Z$ by adding defect at $0 \in A^1$. Let us fix $\Lambda_+ \ni \theta \geq \alpha$. Then the image $\phi_\theta$ of $\phi$ in $Z^\theta$ is $\phi_\alpha(\eta \cdot 0)$, where $\phi_\alpha \in \tilde{Z}^\alpha$, and $\Lambda_+ \ni \eta := \theta - \alpha$.

We will need the shifted universal Verma module $M(-\alpha)$ defined as follows. We consider the following $S(t^*) - S(t^*)$-bimodule $S^0(t^*)(-\alpha)$: as a left $S(t^*)$-module it coincides with the free rank one module $S(t^*)$, but the right action of $a \in t^*$ is multiplication by $a - h(a, \alpha)$. We
set $\mathcal{M}(\alpha) := \mathcal{M} \otimes_{S(t^*)} S(t^*)(-\alpha)$. Furthermore, we set $\mathcal{M}(\alpha)_{t_0} := \mathcal{M}(\alpha) \otimes_{S(t^*)} S(t^*_0)$: a “partially universal” shifted Verma module.

Since the highest weight of the $\mathcal{U}$-module $H^*_x(\phi, s^1_{x,w}\mathcal{F})$ is $-\rho - \alpha$, from the “partial universality” of $\mathcal{M}(\alpha)_{t_0}$ we obtain a morphism $\Xi: \mathcal{M}(\alpha)_{t_0} \to H^*_x(\phi, s^1_{x,w}\mathcal{F})$.

Claim. $\Xi$ is an isomorphism.

Indeed, both LHS and RHS are free $S(t^*)$-modules graded by $-\Lambda_+$, finitely generated in each degree. Hence it suffices to check that the fiber $\Xi_0$ of $\Xi$ at $0 \in t_0$ is an isomorphism. But this is a statement about nonequivariant cohomology.

Recall the factorization morphism $\pi_\theta: Z^\theta \to \mathbb{A}^\theta$. It is defined as the pullback of the Schubert divisor (the union of $B$-invariant divisors) in the flag variety $\mathcal{B}$. In particular, we have $\pi_\alpha(\phi_\alpha) = \alpha \cdot 0$. Now instead of $B$, we consider a general Borel subgroup $B'$ transversal to $B_-$. It gives rise to a new factorization morphism $\pi'_\alpha: Z^\theta \to \mathbb{A}^\theta$ (defined as the pullback of the $B'$-Schubert divisor). For a general $B'$ the divisor $\pi'_\alpha(\phi_\alpha)$ is disjoint from $0 \in \mathbb{A}^1$, and we fix such a $B'$. Recall the factorization property of $\pi'$: a canonical isomorphism

$$(Z^\alpha \times Z^\eta)|_{(\mathbb{A}^\alpha \times \mathbb{A}^\eta)} \cong Z^\theta \times_{\mathbb{A}^\alpha} (\mathbb{A}^\alpha \times \mathbb{A}^\eta).$$

It follows that $s^1_{x,w} \text{IC}(Z^\theta) \cong s^1_{\phi_\alpha} \text{IC}(Z^\alpha) \otimes s^1_{\phi_\eta} \text{IC}(Z^\eta)$, where $s_{\phi_\alpha}$ denotes the embedding of the point $\phi_\alpha$ into $Z^\alpha$. Now $\phi_\alpha \in Z^\alpha \subset Z^\alpha$ is a smooth point, so the first factor $s^1_{\phi_\alpha} \text{IC}(Z^\alpha)$ is trivial: $\mathbb{C}$ in cohomological degree $2|\alpha|$. The second factor $s^1 \text{IC}(Z^\eta)$ was studied in Theorem 6.1. So we obtain an isomorphism $M(-\alpha - \rho) \xrightarrow{\sim} H^*(\phi, s^1_{x,w}\mathcal{F})$ that coincides with $\Xi_0$ by Lemma 5.7. So the claim is proved.

Having established that $\Xi$ is an isomorphism, we are ultimately interested in its fiber at $x = (\mu, n) \in t_x$. Recall that $\alpha = \lambda - w\lambda$, and this is the shift in the highest weight we have to apply. Also, in the present case $t = n$, and $t^{-1}\mu = n^{-1}\mu = \lambda$. We get $\lambda - \rho - (\lambda - w\lambda) = w\lambda - \rho$, and Theorem 3.1(5,6) is proved. 

\section{Affine case}

\subsection{More notation.}

In this Section we would like to describe a conjectural extension of the above results to affine Lie algebras. We again would like to follow the formalism of §2. Let $G, \mathfrak{g}$ be as above and let $\mathfrak{g}_{aff}$ denote the corresponding affine Kac-Moody Lie algebra. By definition it is the canonical central extension of the algebra $\mathfrak{g}[t, t^{-1}] \times \mathbb{C}$ where $\mathbb{C}$ acts on $\mathfrak{g}[t, t^{-1}]$ by derivative of the loop rotation. Let also
\( g_{\text{aff}} \) denote the Langlands dual affine Kac-Moody algebra (i.e. this the Kac-Moody algebra whose root system is dual to that of \( g_{\text{aff}} \)).

We let \( \widehat{T} = T \times \mathbb{C}^\times \). This torus naturally sits inside \( G[t, t^{-1}] \times \mathbb{C}^\times \) where \( \mathbb{C}^\times \) acts by loop rotations on the affine objects. Furthermore, \( \widehat{I} := I \sqcup i_0 \) (the affine simple root); \( \widehat{W} = W \rtimes X_\ast(T) \) is the affine Weyl group. Surprisingly, the affine flag varieties stay hatless. Instead, \( B_w \) (resp. \( Kashiwara affine flag scheme \( B \))). We introduce two new notations: \( B_w^u \) is the intersection of \( B_w \) with the closure of \( B_y \), and \( B_w^\circ \) is the intersection of \( B_y \) with the closure of \( B_w^u \). In particular, \( B_w^u = B_w^\circ \) in other words,

\[ B_w^u = \bigsqcup_{v \geq w} B_w \cap B_v, \quad B_w^\circ = \bigsqcup_{v \leq w} B_v \cap B_y, \]

cf. §4(i).

**7(ii). Affine zastava spaces.** The affine zastava space is denoted \( Z_\alpha^{\text{aff}} \). This is an affine variety which contains the space of based maps from \( \mathbb{P}^1 \) to \( B \) as a dense open subset. As before for every \( \beta \geq \alpha \) we have a closed embedding \( Z_\alpha^{\text{aff}} \hookrightarrow Z_\beta^{\text{aff}} \) by adding defect at 0. More generally, for \( K \subset I \subset \widehat{I} \) we denote by \( Z_\alpha^{\text{aff},K} \) the corresponding parabolic affine zastava space (this is a partial compactification of the space of based maps from \( \mathbb{P}^1 \) to the corresponding thick partial affine flag variety \( ^KB \). Any we will be mostly interested in the case \( K = I \) where \( \Lambda_+^{G_{\text{aff},I}} = \mathbb{N} \), and \( Z_\alpha^{\text{aff},I} = U^a \) is the Uhlenbeck space.

**7(iii). Summary.** Let us summarize what we can do in the affine case. Let \( Z_{\text{aff}} = \lim_{\to} Z_\alpha^{\text{aff}} \), \( F = \bigoplus_{\alpha} F_\alpha \) where \( F_\alpha \) denotes the IC-sheaf of \( Z_\alpha^{\text{aff}} \). The ind-scheme \( Z_{\text{aff}} \) is endowed with an action of the torus \( T_{\text{aff}} = \mathbb{C}^\times \times \widehat{T} \) and the perverse sheaf \( F_{\text{aff}} \) is naturally \( T_{\text{aff}} \)-equivariant. Then we would like to do the following:

1. Define a homomorphism \( \iota_{\text{aff}} : U_h(g_{\text{aff}}^\vee) \to \text{Ext}_{T_{\text{aff}}} (F, F) \) satisfying the affine version of Theorem 3.1(2).
2. Compute the (ind)scheme \( (Z_{\text{aff}})^{\text{aff},\lambda} \) for a subtorus \( T_{\text{aff},\lambda} \subset T_{\text{aff}} \) as in §4.
3. Prove an analog of Theorem 3.1.

Unfortunately, the technique of §5 is not available in the affine case, since an affine analog of the derived geometric Satake equivalence is not known at present. We believe that instead it should be possible to
define $\iota_{\text{aff}}$ by describing explicitly the images of the Chevalley generators. So far, we haven’t done it carefully and we hope to address this issue in a future publication.

Let us assume that $\iota_{\text{aff}}$ has been defined. Then, we need to perform part 2 of the above problem — in the way which is analogous to §4. This is what the bulk of this Section is devoted to; we believe that after the analog of parts (3)–(6) of Theorem 3.1 will be straightforward along the lines of §6.

Let us briefly explain our results about fixed points (part 2 of the above program) and what it has to do with the affine version of the Kazhdan-Lusztig conjecture. Recall that the Lie algebra $\mathfrak{g}_{\text{aff}}$ contains canonical one-dimensional center and its weights have level which can be positive, negative, or critical (these notions are carefully defined below; as before to simplify the discussion we shall only consider rational weights). Let us for the sake of the current discussion assume that $\mathfrak{g}$ is simply laced, which implies that $\mathfrak{g}_{\text{aff}}'$ is isomorphic to $\mathfrak{g}_{\text{aff}}$.

It is known after Kashiwara and Tanisaki [KT98, KT96] that geometrically category $O$ for $\mathfrak{g}_{\text{aff}}$ on positive level is equivalent to certain category of $D$-modules on the Kashiwara flag scheme $\mathcal{B}$ and on negative level — on the ind-scheme $\mathcal{B}$. Thus geometrically multiplicities of Verma modules in simple modules (i.e. coefficients of the expansion of classes of simple modules in the basis of Verma modules in the $K$-group of category $O$) are given by dimensions of stalks of IC-sheaves of Schubert varieties in $\mathcal{B}$ for representations of positive level and by dimensions of stalks of IC-sheaves of Schubert varieties in $\mathcal{B}$ for negative level. For critical level it is believed that similar results hold for “semi-infinite Schubert varieties” (whose IC stalks can be defined using zastava spaces $Z^\alpha$ — cf. [Bra06]); we do not know a reference to such a result, although it should be easy to deduce it from the results of Frenkel and Gaitsgory [FG09].

Recall that in the finite-dimensional case, we have reproved the Kazhdan-Lusztig conjecture in a different formulation which differs from the standard one by Koszul duality: namely we expressed the multiplicities of simple modules in Verma modules for the Lie algebra $\mathfrak{g}$ using stalks of IC sheaves of Schubert varieties in the flag variety of $\mathfrak{g}$ (or its endoscopic subalgebras). Similar thing is going to happen in the affine case: we show below that when $\lambda$ has positive level, the variety of fixed points of $T_{\text{aff},\lambda}$ in $Z^{\alpha}_{\text{aff}}$ has to do with Schubert varieties in $\mathcal{B}$ and when $\lambda$ has negative level the above variety has to do with Schubert varieties in $\overline{\mathcal{B}}$. Thus assuming parts 1) and 3) above we shall be able to show that multiplicities of simple modules in Verma modules for representations $\mathfrak{g}_{\text{aff}}'$ of positive (resp. negative) level are
given by dimensions of IC-stalks of Schubert varieties in $\mathcal{B}$ (resp. in $\mathcal{B}$). The relevant Koszul duality is obtained by combination of the works of Soergel [Soe98] and Bezrukavnikov-Yun [BY13]. Similarly, assuming 1) and 3) our results on fixed points will imply that the corresponding multiplicities on critical level are given by stalks of IC-sheaves of semi-infinite Schubert varieties (which are given by Lusztig’s periodic polynomials [Lus81]).

Since part (1) above is only conjectural at the moment, in this paper we shall only perform the fixed points analysis (part (2)) and we shall postpone the rest until further publication. The fixed points analysis is interesting in itself, since it shows how transversal slices in various flag varieties (thin, thick or semi-infinite) (i.e. intersections of Schubert varieties in such a flag variety with the Schubert cells in the opposite flag variety) arise in a uniform way as fixed points in the same affine zastava spaces with respect to different tori $T_{\text{aff},\lambda}$.

7(iv). $W$-algebras. Here is a variant of the above construction which potentially should reprove the version of the Kazhdan-Lusztig conjecture for $W$-algebras proved by Arakawa [Ara07].

Let $\mathcal{U}^a$ be the Uhlenbeck space. Let $\mathbb{T} = T \times \mathbb{C}^\times \times \mathbb{C}^\times$ as before. It acts on $\mathcal{U}^a$: $T$ acts by the change of framing, and $\mathbb{C}^\times \times \mathbb{C}^\times$ acts through its natural action on the base $\mathbb{P}^2$ preserving the line at infinity. We consider equivariant cohomology groups $H^*_T(i^!\mathcal{F}^a)$, $H^*_T(i^*\mathcal{F}^a)$, where $i$ is the inclusion of the unique $\mathbb{T}$-fixed point of $\mathcal{U}^a$, and $\mathcal{F}^a = IC(\mathcal{U}^a)$.

Let $A = H^*_{\mathbb{C}^\times \times \mathbb{C}^\times}(pt) = \mathbb{C}[\varepsilon_1, \varepsilon_2]$. In [BFN16] we constructed a representation of an integral form of the $W$-algebra $\mathcal{W}_A(g)$ on $\bigoplus_a H^*_T(i^!\mathcal{F}^a)$ and $\bigoplus_a H^*_T(i^*\mathcal{F}^a)$, under the assumption that $G$ is simply-laced. Moreover the former is universal Verma module, and the latter is its dual.

In [BFN16] we considered $G = G \times \mathbb{C}^\times \times \mathbb{C}^\times$-equivaraint cohomology groups, but they are just $W$-invariant parts, and the difference is not essential.) If these representations would come from $\text{Ext}_\mathbb{T}(\mathcal{F}, \mathcal{F})$ with $\mathcal{F} = \bigoplus \mathcal{F}^a$, we could apply the formalism of §2. Hence multiplicities of simple modules in Verma modules could be expressed by stalks of IC sheaves of Schubert varieties, and hence Kazhdan-Lusztig polynomials, as in the case of $Z_{\text{aff}}$ and $g^\vee_{\text{aff}}$. Thus this would reprove the multiplicity formula given in [Ara07], again in the Koszul dual form.

However it is not clear whether our construction factors through $\text{Ext}_\mathbb{T}(\mathcal{F}, \mathcal{F})$: $\mathcal{W}_A(g)$ is understood as the intersection

$$\bigcap_i \text{Vir}_{iA} \otimes_A \text{Heis}_A(\alpha_i^\perp)$$
of tensor products of integral Virasoro and Heisenberg algebras (see [BFN16, Th. B.6.1]). Here $i$ runs over the index set of simple roots of $\mathfrak{g}$. Individual Virasoro and Heisenberg algebras are not mapped to $\text{Ext}_T(F,F)$. In fact, they act only on $H^*_T$ of the hyperbolic restriction $\Phi_{L_i,G}(F)$ (see [BFN16, §4.4]). Hence we need an additional care to apply our technique to this situation. We shall postpone it until a future publication.

7(v). **Twisted case.** The above program has one drawback: it only deals with representations of affine Lie algebras of the form $\mathfrak{g}^{\vee}_{\text{aff}}$ — i.e. affine Lie algebras which are Langlands dual to untwisted ones. In particular, it misses most untwisted affine Lie algebras which are associated with non-simply laced simple finite-dimensional algebras. In §8 we explain how to remedy this problem: namely, for any affine Lie algebra we explain how to twist the affine zastava spaces $Z^\alpha_{\text{aff}}$ so that this algebra conjecturally acts (in the derived sense) on the corresponding direct sum of IC-sheaves (similarly to 1) above). We also explain how to compute the corresponding fixed points varieties (Lemma 8.2).

Let us now pass to the description of fixed points in various cases.

7(vi). **Positive level.** Let $\Lambda^\alpha_{\text{aff}} = \Lambda \oplus \mathbb{Z}$. It is naturally isomorphic to the cocharacter lattice of $\hat{T}$. Let now $\lambda \in \Lambda^\alpha_{\text{aff}}$. Consider the one-dimensional subtorus $T^\alpha_{\text{aff},\lambda} \subset T^\alpha_{\text{aff}} = \mathbb{C}^\times \times \hat{T}$ consisting of points of the form $(c,\lambda(c))$, where $c \in \mathbb{C}^\times$. The projection of $T^\alpha_{\text{aff},\lambda} \subset \mathbb{C}^\times \times T^\alpha_{\text{aff}} = \mathbb{C}^\times \times T \times \mathbb{C}^\times$ to $\mathbb{C}^\times \times \mathbb{C}^\times$ is a cocharacter given by a pair of integers $(a,b)$. If $ab < 0$ we say that the level is positive. The same argument as in §4 establishes

**Proposition 7.1.** Let $\lambda$ be a positive level rational coweight of the form $y\lambda'$ where $\lambda'$ is dominant (possibly singular). Let $J_\xi \subset \hat{I}_\xi$ be the corresponding subset, so that the class of $y$ in $\hat{W}_{J_\xi}$ is well defined. Then

$$(Z^\alpha_{\text{aff}})^{T^\alpha_{\text{aff},\lambda}} \cong \bigcup_{w \in \hat{W}_{J_\xi}: \lambda' - w\lambda' \leq \alpha}^J_{\xi} \mathcal{B}_y^w.$$

7(vii). **Positive level parabolic zastava.** Under the assumptions of Proposition 7.1, given a subset $K \subset I \subset \hat{I}$, the image of the composed projection $\xi \mathcal{B} \hookrightarrow \mathcal{B} \twoheadrightarrow K \mathcal{B}$ is a partial flag variety $K_{\xi} \mathcal{B}$ for certain subset $K_{\xi} \subset \hat{I}_{\xi}$. We denote by $\check{y}$ the class of $y$ in $K_{\xi} \hat{W}_{J_\xi} = \hat{W}_{K_{\xi}} \backslash \hat{W}/\hat{W}_{J_\xi}$. Combining all the above arguments we arrive at

**Proposition 7.2.** $(Z^\alpha_{\text{aff},K})^{T^\alpha_{\text{aff},\lambda}} \cong \bigcup_{w \in K_{\xi} \hat{W}_{J_\xi}: \lambda' - w\lambda' \leq \alpha}^K_{\xi} \mathcal{B}_y^w.$
7(viii). **Negative level.** The projection of $T_{\text{aff}, \lambda} \subset \mathbb{C}^\times \times \hat{T} = \mathbb{C}^\times \times T \times \mathbb{C}^\times$ to $\mathbb{C}^\times \times \mathbb{C}^\times$ is a cocharacter given by a pair of integers $(a, b)$. If $ab > 0$ we say that the level is negative.

**Proposition 7.3.** Let $\lambda$ be a negative level rational coweight of the form $y\lambda'$ where $\lambda'$ is antidominant (possibly singular). Let $J_\zeta \subset \hat{I}_\zeta$ be the corresponding subset, so that the class of $y$ in $\hat{W}^{-J_\zeta}$ is well defined. Then

$$\left( Z_\alpha^\alpha \right)^{T_{\text{aff}, \lambda}} \cong \bigcup_{w \in \hat{W}^{-J_\zeta} : w\lambda' - \lambda' \leq \alpha} J_\zeta \overline{B}_w^{\hat{y}}.$$

**Proof.** Invert the coordinate $z$ on the source $\mathbb{P}^1$. \qed

7(ix). **Negative level parabolic zastava.** Under the assumptions of Proposition 7.3, given a subset $K \subset I \subset \hat{I}$, the image of the composed projection $\zeta B \hookrightarrow B \twoheadrightarrow K B$ is a partial flag variety $K_\zeta \hat{W}$ for certain subset $K_\zeta \subset \hat{I}_\zeta$. We denote by $\hat{y}$ the class of $y$ in $\hat{K}_\zeta \hat{W}^{-J_\zeta} = \hat{W}_K \setminus \hat{W} / \hat{W}$. Similarly to Proposition 7.2 and Proposition 7.3, we have

**Proposition 7.4.** $(Z_\alpha^\alpha)_{T_{\text{aff}, \lambda}} \cong \bigcup_{w \in \hat{K}_\zeta \hat{W}^{-J_\zeta} : w\lambda' - \lambda' \leq \alpha} K_\zeta \overline{B}_w^{\hat{y}}$.

7(x). **Critical level.** We say that the level is critical if the projection of $T_{\text{aff}, \lambda} \subset \mathbb{C}^\times \times \hat{T} = \mathbb{C}^\times \times T \times \mathbb{C}^\times$ to $\mathbb{C}^\times \times \mathbb{C}^\times$ lies entirely in the first factor $\mathbb{C}^\times$. In other words, $T_{\text{aff}, \lambda} \subset \mathbb{C}^\times \times T$ as in §4. To warm up, we start with a description of the fixed points in the Uhlenbeck space (parabolic affine zastava) $\hat{U}^a$ (see e.g. [BFG06]). There is an involution $\tau$ acting on $U^a$ that preserves the action of $T$ but interchanges the two actions of $\mathbb{C}^\times$. So applying $\tau$ we may consider the fixed points with respect to $T'_\lambda$ whose projection to $\mathbb{C}^\times \times \mathbb{C}^\times$ lies entirely in the second factor $\mathbb{C}^\times$. If we view $\hat{U}^a = \text{Bun}_G^a(\mathbb{A}^1 \times \mathbb{A}^1)$ as the moduli space of based maps from $\mathbb{P}^1$ to the thick Grassmannian (Kashiwara scheme) $\hat{G}$, then $(\hat{U}^a)^{T_{\lambda}}$ is nothing but the moduli space of degree $a$ based maps from $\mathbb{P}^1$ to $\hat{G}$ (the fixed points in the usual affine Grassmannian). As in §4, $\lambda$ defines $\zeta \in T \subset G$, and $G_\zeta$, and $I_\zeta$, and a dominant $\zeta$-conjugate $\lambda'$. Since $\lambda$ may be singular, it lies on a wall of type $J_\zeta \subset I_\zeta$. Let $Z_{G_\zeta, J_\zeta}$ be the corresponding parabolic zastava space.

**Lemma 7.5.** $(\hat{U}^a)^{T_{\lambda}} = \bigcup_{\alpha : (\alpha, \lambda') = a} Z_{G_\zeta, J_\zeta}^a$.


Proof. The $\mathbb{T}^\lambda$-fixed point set component passing through the base point of $\text{Gr}_G$ is isomorphic to the loop rotation fixed point set component passing through the point $\lambda \in \text{Gr}_G$. The latter is nothing but the parabolic flag variety $\mathcal{B}$. The degrees match because the restriction of the determinant line bundle on $\text{Gr}_G$ to the $\mathbb{T}^\lambda$-fixed point set component $\mathcal{B}$ passing through $\lambda$ is isomorphic to $\mathcal{O}_{\mathbb{T}(\mathbb{T})}$ where $\iota: X_*(T) \to X^*(\mathbb{T})$ is the minimal even symmetric bilinear form. \hfill $\square$

Corollary 7.6.

$$(\mathcal{U}^a)^{\text{aff,}\lambda} \simeq (\mathcal{U}^a)^{\mathbb{T}^\lambda} = \bigcup_{\alpha(\alpha,\lambda') = a} Z_{G,\zeta,J}^\alpha.$$ 

7(xi). **Uhlenbeck fixed points at the critical level.** We offer another explanation of the isomorphism $(\mathcal{U}^a)^{\text{aff,}\lambda} \simeq \bigcup_{\alpha(\alpha,\lambda') = a} Z_{G,\zeta,J}^\alpha$ of Corollary 7.6 without using the involution $\tau$. To this end we view $\mathcal{U}^a$ as the moduli space of based maps from $\mathbb{P}^1$ to the Beilinson-Drinfeld Grassmannian $\text{Gr}_{G,BD}$ (relative Grassmannian over the curve $\mathbb{A}^1 \subset \mathbb{P}^1$).

Then arguing as in the proof of Lemma 4.1 we see that $(\mathcal{U}^a)^{\text{aff,}\lambda}$ is naturally isomorphic to the locally closed subvariety of $\text{Gr}_{G,BD}$ formed by all the collections $(\zeta \in \mathbb{A}^{(a)}, x \in \text{Gr}_{G,\zeta})$ such that $x$ flows to the base point of $\text{Gr}_{G,\zeta}$ under the action of $\lambda(\mathbb{C}^\times) \subset T$ (for simplicity we assume $\lambda$ integral here; with obvious modifications for rational $\lambda$ like replacing $G$ with $G_{\zeta}$). For yet another (notational) simplification let us assume $\lambda = \lambda'$ dominant. Then the above condition says $x \in S^0_j$ (parabolic semiinfinite orbit; more precisely, if $\zeta = (z_1, \ldots, z_d)$, then $S^0_j$ stands for the product of the parabolic semiinfinite orbits $S^0_{i,z_i} \subset \text{Gr}_{G,z_i}$ of the loop group $J(U_+(\mathcal{K}))$). The degree condition $\deg = a$ implies $x \in T^a_j$ (the product of the opposite parabolic semiinfinite orbits of $J(U_-(\mathcal{K}) \cdot \mathcal{L}(\mathcal{O}))$ for $(\alpha, \lambda) = a$. Now the identification of $S^0_j \cap T^a_j$ with $Z_{b,\zeta,J}^\alpha$ is nothing but the factorization of $Z_{b,\zeta,J}^\alpha$.

7(xii). **Zastava fixed points at the critical level.** We recall the setup of §7(x), but now we consider the fixed points $(Z_{\text{aff}}^a)^{\text{aff,}\lambda}$. We denote by $\zeta\mathcal{B}_e(J_\zeta, y) \subset \zeta\mathcal{B}$ the orbit of the unipotent radical $J_\zeta U^y_\zeta$ of the parabolic $\zeta P^y_\zeta := y_\zeta P J_\zeta y_\zeta^{-1} \subset G_\zeta$ passing through the point $e \in \zeta\mathcal{B}$ (here $y \in \zeta(\mathcal{W}_\zeta)$. As we have seen in §4, conjugation by $y_\zeta^{-1}$ and projection to $\zeta\mathcal{B}$ establishes an isomorphism $\zeta\mathcal{B}_e(J_\zeta, y) \simeq J_\zeta\mathcal{B}_y$. We denote by $\zeta\mathcal{B}Z_{\text{aff}}^a$ the locally closed subset in the product $\zeta\mathcal{B}_e(J_\zeta, y) \times Z_{G,\zeta,J}^\alpha$ formed by the pairs $(b, \phi)$ such that the relative position of $b$
and $\phi(0)$ is $w \in \zeta \mathcal{W}^J$. Also, $\delta_\zeta \in \Lambda_{+}^{G,\text{aff}} \subset \Lambda_{+}^{G,\text{aff}}$ stands for the minimal imaginary root of $G_{\zeta,\text{aff}}$.

**Lemma 7.7.**

$$(\hat{\mathcal{Z}}^\beta)_{T,\zeta} \cong \bigsqcup_{w \in \zeta W^J, \alpha \in \Lambda_{+}^{G,\zeta}} J_{\zeta} \mathcal{B}_{\zeta}^w.$$

**Proof.** We view $\hat{\mathcal{Z}}^\beta_{T}$ as the moduli space of based maps from $\mathbb{P}^1$ to the Beilinson-Drinfeld-Kottwitz flag variety $\text{Fl}_{G,BD}$ (relative over the curve $\mathbb{A}^1 \subset \mathbb{P}^1$) which projects to the Beilinson-Drinfeld Grassmanian $\text{Gr}_{G,BD}$. Arguing as in §7(xi), we obtain a projection $p_2$ from $(\hat{\mathcal{Z}}^\beta)_{T,\zeta}$ to $\hat{\mathcal{Z}}^{\alpha}_{\zeta,J}$.

To obtain a projection $p_1: (\hat{\mathcal{Z}}^\beta)_{T,\zeta} \to \mathcal{B}_{\zeta}(J_{\zeta}, y)$ note that for $\phi \in (\hat{\mathcal{Z}}^\beta)_{T,\zeta}$, the value $\phi(1)$ lies in the preimage of $S_0 \subset \text{Gr}_{G,\zeta}$ under the natural projection $\text{Fl}_G \to \text{Gr}_G$. This preimage is $T$-equivariantly isomorphic to $\mathcal{B} \times S_0$, and we define $p_1(\phi)$ as the image of $\phi(1)$ under the projection to $\mathcal{B}$. The argument as in Proposition 4.12 proves that the image of $p_1$ lies in $\mathcal{B}_{\zeta}(J_{\zeta}, y) \subset \mathcal{B}$. It remains to identify the image under $(p_1, p_2)$ of the connected component of $(\hat{\mathcal{Z}}^\beta)_{T,\zeta}$ containing a $T_{\zeta}$-fixed point $\phi$ such that $\phi(0) = \hat{w} = -\alpha \cdot w \in \Lambda \times W = \hat{W}$.

To this end note first that the latter condition guarantees that $\text{deg}(\phi) \in \Lambda_{+} \oplus \mathbb{N}$ equals $(\lambda - w \lambda'; \alpha, \lambda')$. Second, recall that $p_2(\phi) \in \hat{\mathcal{Z}}^{\alpha}_{\zeta,J}$ may be viewed as a trivial $G_{\zeta}$-bundle on $\mathbb{P}^1$ equipped with a $P_{J_{\zeta}}$-structure, equal to $P_{J_{\zeta}}^\mu$ at $\infty \in \mathbb{P}^1$. This $P_{J_{\zeta}}$-structure is generically transversal to the (trivial) $J_{\zeta}U_+$-structure, equal to $J_{\zeta}U_+$ at $\infty \in \mathbb{P}^1$. These two structures define another trivialization of the $G_{\zeta}$-bundle away from the points of nontransversality $\hat{z} \subset \mathbb{A}^1$, i.e. a point of $\text{Gr}_{G,\zeta,\hat{z}}$. Conversely, the $P_{J_{\zeta}}$-structure extended from $\infty \in \mathbb{P}^1$ to $\mathbb{P}^1 \setminus \hat{z}$ via this trivialization, and then to the whole of $\mathbb{P}^1$ via the properness of $J_{\zeta} \mathcal{B}$ is nothing but the initial map $\mathbb{P}^1 \to J_{\zeta} \mathcal{B}$. It follows that the relative position of this $P_{J_{\zeta}}$-structure at $0 \in \mathbb{P}^1$, and the $B_+$-structure (extended from $\infty \in \mathbb{P}^1$ via the first (trivial) trivialization) is nothing but the class $w$ (mod $\zeta W_{J_{\zeta}}$) for $\hat{w} = -\alpha \cdot w$. □

**8. Twisted Uhlenbeck spaces**

8(i). **Root systems and foldings.** We recall the setup of [BF17, §2.1]. Let $\mathfrak{g}^\vee$ be a simple Lie algebra with the corresponding adjoint Lie group $G^\vee$. Let $T^\vee$ be a Cartan torus of $G^\vee$. We choose a Borel subgroup $B^\vee \supset T^\vee$. It defines the set of simple roots $\{\alpha_i, \, i \in I\}$. Let $G \supset T$ be the Langlands dual groups. We set $d_i = \frac{\langle \alpha_i, \alpha_i \rangle}{2}$.
We realize \( \mathfrak{g}' \) as a folding of a simple simply laced Lie algebra \( \mathfrak{g}' \), i.e. as invariants of an outer automorphism \( \sigma \) of \( \mathfrak{g}' \) preserving a Cartan subalgebra \( \mathfrak{t}' \subset \mathfrak{g}' \) and acting on the root system of \( (\mathfrak{g}', \mathfrak{t}') \). In particular, \( \sigma \) gives rise to the same named automorphism of the Langlands dual Lie algebras \( \mathfrak{g}' \supset \mathfrak{t}' \). We choose a \( \sigma \)-invariant Borel subalgebra \( \mathfrak{t}' \subset \mathfrak{b}' \subset \mathfrak{g}' \) such that \( \mathfrak{b} = (\mathfrak{b}')^{\sigma} \). The corresponding set of simple roots is denoted by \( I \). We denote by \( \Xi \) the finite cyclic group generated by \( \sigma \).

Let \( G' \supset T' \) denote the corresponding simply connected Lie group and its Cartan torus. The coinvariants \( X_{\ast}(T')_{\sigma} \) of \( \sigma \) on the coroot lattice \( X_{\ast}(T') \) of \( (\mathfrak{g}', T') \) coincide with the root lattice of \( \mathfrak{g}' \). We have an injective map \( a: X_{\ast}(T')_{\sigma} \to X_{\ast}(T')^{\sigma} \) from coinvariants to invariants defined as follows: given a coinvariant \( \alpha \) with a representative \( \tilde{\alpha} \in X_{\ast}(T') \) we set \( a(\alpha) := \sum_{\xi \in \Xi} \xi(\tilde{\alpha}) \).

8(ii). Twisted Uhlenbeck. We set \( d = \text{ord}(\sigma) = \max\{d_i\} \). We fix a primitive root of unity \( \zeta \) of order \( d \). We consider the affine plane \( \mathbb{A}^2 = \mathbb{A}^1 \times \mathbb{A}^1 \) with coordinates \( (z,t) \) (“horizontal” and “vertical”). We consider the moduli space \( \text{Bun}_{b'}(\mathbb{A}^1 \times \mathbb{A}^1) \) of \( G' \)-bundles on \( \mathbb{P}^1 \times \mathbb{P}^1 \), with second Chern class \( b \), equipped with trivialization at infinity \( (\mathbb{P}^1 \times \mathbb{P}^1) \setminus (\mathbb{A}^1 \times \mathbb{A}^1) \). It has the Uhlenbeck closure \( \mathcal{U}^a_{G'} \supset \text{Bun}_{b'}(\mathbb{A}^1 \times \mathbb{A}^1) \) [BFG06]. The automorphism \( \sigma \) acts on \( \text{Bun}_{b'}(\mathbb{A}^1 \times \mathbb{A}^1) \). Multiplication by \( \zeta \) along the first (“horizontal”) copy of \( \mathbb{A}^1 \) also acts there.

The twisted Uhlenbeck \( \mathcal{U}^a_{G'} \) is defined as the closure in \( \mathcal{U}^a_{G'} \) of the fixed points of the composition of the above automorphisms of \( \text{Bun}_{b'}(\mathbb{A}^1 \times \mathbb{A}^1) \).

Alternatively, we set \( \mathcal{K}_t = \mathbb{C}((t^{-1})) \supset \mathcal{O}_t = \mathbb{C}[t] \), and \( \mathcal{K}_z = \mathbb{C}((z^{-1})) \supset \mathcal{O}_z = \mathbb{C}[z] \). The group ind-scheme \( G'(\mathcal{K}_z) \) is equipped with an automorphism \( \zeta \) defined as the composition of two automorphisms: a) \( \sigma \) on \( G' \); b) \( z \mapsto \zeta z \). We consider the twisted thick Grassmanian \( \mathcal{G}(\mathcal{K}_z) := G'(\mathcal{K}_z)/G'(\mathcal{O}_z) \). Then \( \mathcal{U}_a \) coincides with the Uhlenbeck closure of the space of degree \( a \) based maps from \( \mathbb{P}^1 \) to \( \mathcal{G}(\mathcal{K}_z) \), cf. [BFG06].

Finally, there is the third equivalent definition of \( \mathcal{U}^a_{G'} \). We consider the space of degree \( da \) based twisted maps from \( \mathbb{P}^1 \) to \( \mathcal{G}(\mathbb{P}^1) := G'(\mathcal{K}_z)/G'(\mathcal{O}_z) \): the fixed point set of the composition of two automorphisms a) \( z \mapsto \zeta z \) on the source \( \mathbb{P}^1 \); b) \( \sigma \) on the target Grassmannian \( \mathcal{G}(\mathbb{P}^1) \). Its Uhlenbeck closure (cf. [BFG06] and [BF17, §2.4]) coincides with \( \mathcal{U}^a_{G'} \).

8(iii). Example. It is known that \( \mathcal{U}^a_{G'} \) is isomorphic to \( \mathbb{A}^2 \times \mathcal{N}^{\min}_g \): the product of the plane with the closure of the minimal nilpotent orbit. The action of \( \mathbb{C}^\times \times \mathbb{C}^\times \) is as follows: \( (q_1, q_2) \cdot (z,t,n) = (q_1 z, q_2 t, q_1 q_2 n) \). Hence the action of \( \zeta \) is as follows: \( \zeta (z,t,n) = (\zeta z, t, \zeta \sigma(n)) \). Say, let
$G' = \text{SL}(2N)$, $g' = \mathfrak{sp}(2N)$, $\zeta = -1$, $d = 2$. Then the only fixed point of $\varsigma = -\sigma$ on $N_{g'}^{\text{min}}$ is 0 (as opposed to $(N_{g'}^{\text{min}})^{\sigma} = N_{g'}^{\text{min}}$). This motivates somewhat the degree $da$ in the definition of $U_a^{\varsigma}$.

8(iv). **Degree twisted vs. untwisted.** We have a natural embedding $\iota: \text{Gr}_{\varsigma} \hookrightarrow \text{Gr}_{G'}$. It induces $\iota_*: H^2(\text{Gr}_{\varsigma}, \mathbb{Z}) \to H^2(\text{Gr}_{G'}, \mathbb{Z})$, and $\iota^*: \text{Pic}(\text{Gr}_{G'}) \to \text{Pic}(\text{Gr}_{\varsigma})$. All the four groups in question are $\mathbb{Z}$ with canonical generators. Now $\iota^*$ is an isomorphism, while $\iota_*$ is multiplication by $d$.

8(v). **Twisted zastava.** Similarly to §8(ii) we define the twisted zastava $Z_{a,\varsigma}^{\text{aff}}$ as the closure in $Z_{a}^{\alpha}(\text{G}_{\text{aff}}, G')$ of the fixed points of $\varsigma$ in $Z_{a}^{\alpha}(\text{G}_{\text{aff}}, G')$. Here $a(\alpha)$ is defined in §8(i), though we rather need its obvious affine version. As before we can organize them into one ind-scheme $Z_{\varsigma}$ endowed with an action of the torus $T_{\text{aff}}$.

8(vi). **Affine Lie algebra action.** Let $\mathfrak{g}_{\text{aff}, \varsigma}$ denote the affine Lie algebra corresponding to $g'$, $\sigma$ and $\varsigma$. In other words we do the following. First, we consider the Lie algebra $\mathfrak{g}'[z, z^{-1}]$ and as before we extend $\sigma$ to an automorphism $\varsigma$ of this algebra by combining the action of $\sigma$ on $g'$ and the action on $z$ by multiplication by $\varsigma$. Then we consider the algebra of invariants $\mathfrak{g}'[z, z^{-1}]^{\varsigma}$; the sought-for algebra $\mathfrak{g}_{\text{aff}, \varsigma}$ is obtained from it by adding the loop rotation and then considering its central extension. This is an affine Lie algebra and we let $\mathfrak{g}_{\text{aff}, \varsigma}$ be its Langlands dual algebra.

Then analogously to point (1) of §7(iii)

**Conjecture 8.1.** Let $\mathcal{F}_{\text{aff}, \varsigma} = \bigoplus_{\alpha} \mathcal{F}_{\text{aff}, \varsigma}^{\alpha}$ where $\mathcal{F}_{\text{aff}, \varsigma}^{\alpha}$ is the IC-sheaf of $Z_{a,\varsigma}^{\alpha}$ (viewed as a perverse sheaf on $Z_{a,\varsigma}$). Then we have a natural injective homomorphism $U_h(\mathfrak{g}_{\text{aff}, \varsigma}^{\prime}) \to \text{Ext}_{T_{\text{aff}}}^{\varsigma}(\mathcal{F}_{\text{aff}, \varsigma}, \mathcal{F}_{\text{aff}, \varsigma})$.

8(vii). **Fixed points.** Assuming the above conjecture, in order to compute geometrically the multiplicities of simple modules in Verma modules for the algebra $\mathfrak{g}_{\text{aff}, \varsigma}$ we now need to analyze the fixed points with respect to various $T_{\text{aff}, \lambda}$ in the twisted zastava spaces $Z_{a,\varsigma}^{\alpha}$. The fixed points (at positive, negative and critical levels) are described as in §7 in terms of the twisted flag varieties $\mathcal{B}_{\varsigma}, \mathcal{B}_{\varsigma}$ (which are nothing but certain Kac-Moody flag varieties). The relevant affine Weyl groups sometimes coincide with some other affine Weyl groups (“dual”) – cf. [Lus94], and here is a geometric explanation of this coincidence.

Recall that $\lambda$ is a rational coweight in

$$(X_\varsigma(T) \oplus \mathbb{Z}) \otimes \mathbb{Q} = (X_\varsigma(T')_\varsigma \oplus \mathbb{Z}) \otimes \mathbb{Q}.$$
We write it in the form \( \lambda = (\bar{\lambda}, k) \). We write \( B_\sigma \) (resp. \( \overline{B}_\sigma \)) for the fixed points of \( \sigma \) on the corresponding thin (resp. thick) affine flag varieties of \( G' \) (the untwisted flag varieties of the simply connected cover \( G^{\vee_{\text{sc}}} \)).

**Lemma 8.2.** Suppose the denominator of \( k \) is divisible by \( d \) (in particular, \( k \neq 0 \), that is, the level is not critical). Then the fixed point set \( (Z_{\text{aff}, \xi}^\lambda)^{T_{\text{aff}, \lambda}} \) is described as in Proposition 7.2, Proposition 7.4 but in terms of the untwisted flag varieties \( B_\sigma, \overline{B}_\sigma \).

**Proof.** Recall from the proof of Lemma 4.1 that the map from the fixed point set to the flag variety is defined as \( \phi \mapsto \phi(1) \). The flag variety in question is \( B_{G'} \) (resp. \( \overline{B}_{G'} \)). Unraveling the definition of the denominator of \( k \) in §4(vi) we see that if we write \( \phi \) as a function of \( z \), then it is actually a function of \( z^d \). In particular, \( \phi(\sqrt[1]{d}) = \phi(1) \). Hence this common value lies in the \( \sigma \)-fixed point set of \( B_{G'} \) (resp. of \( \overline{B}_{G'} \)), that is in \( B_\sigma \) (resp. in \( \overline{B}_\sigma \)). \( \Box \)
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