A Low-Latency Inference of Randomly Wired Convolutional Neural Networks on an FPGA
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SUMMARY Convolutional neural networks (CNNs) are widely used for image processing tasks in both embedded systems and data centers. In data centers, high accuracy and low latency are desired for various tasks such as image processing of streaming videos. We propose an FPGA-based low-latency CNN inference for randomly wired convolutional neural networks (RWCNNs), whose layer structures are based on random graph models. Because RWCNNs have several convolution layers that have no direct dependencies between them, our architecture can process them efficiently using a pipeline method. We build a conflict graph using the scheduling results. Then, we allocate the calculation results of each layer to the HBM2 channels by coloring the graph. The pipeline execution needs to be properly controlled, we developed an automatic generation tool for hardware functions. We implemented the proposed architecture on the Alveo U50 FPGA. We investigated a trade-off between latency and recognition accuracy for the ImageNet classification task by comparing the inference performances for different input image sizes. We compared our accelerator with a conventional accelerator for ResNet-50. The results show that our accelerator reduces the latency by 2.21 times. We also obtained 12.6 and 4.93 times better efficiency than CPU and GPU, respectively. Thus, our accelerator for RWCNNs is suitable for low-latency inference.
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1. Introduction

1.1 Low-Latency Computations for AI Applications

Artificial intelligence (AI) applications that use deep learning are critical for enabling a new era in which machines enhance human creativity. In particular, convolutional neural networks (CNNs) are widely used for computer-vision applications, such as segmentation \([1]\), object detection \([2]\)–\([4]\), and pose estimation \([5]\). The growing interest in using FPGAs to accelerate CNNs provides the driving force behind the deployment of FPGAs in cloud services, such as Amazon AWS and Microsoft Azure. The availability and flexibility of FPGAs in the cloud raise new challenges in the design and implementation of deep learning models on these platforms. The recent adoption of FPGA demonstrates its great ability to run CNN-related applications in both of the above cloud servers. The combination of programmable hardware and CNNs has resulted in many possibilities for reshaping the landscape of deep learning applications to achieve low latency (short-time response) and high energy efficiency.

Furthermore, in use cases where safety and human life are at risk, such as in driving-assistance systems and self-driving cars, a lower latency is extremely important, as system size and power constraints are more restricted than those in data centers. Tesla Inc. requested an AI chip for autonomous driving with an energy consumption of less than 100 W and low latency (batch size 1)\([6]\). The speed at which humans respond to visual input is within approximately a quarter of the second. However, automated driving systems ideally require quicker responses than humans. Actions such as emergency braking or detecting an object should be done in less than 1.5 seconds to ensure that an autonomous driving system is comparable to a human driver.

1.2 Randomly Wired Convolutional Neural Networks (RWCNNs)

A typical feed-forward CNN is illustrated in Fig. 1. We have to process the layers in order from front to back. Because it is difficult to process multiple layers in parallel, we cannot process them efficiently using a pipeline method. It is true that we can remove dependencies of successive layers by using a batch of two or more sizes, but this may increase latency and it is not suitable for inference tasks. In this work, we focus on randomly wired convolutional neural networks (RWCNNs)\([7]\), whose network structure is built based on random graphs. As depicted in Fig. 2, because
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RWCNNs have many layers that can be processed in parallel, we can process them efficiently using a pipeline method by properly scheduling their processing order.

1.3 RWCNN Realization on an FPGA

AI accelerators based on FPGAs have been proposed to solve issues related to the performance, power consumption, and future adaptability of AI applications. FPGAs can be configured with hundreds or thousands of highly parallelized arithmetic units with a minimum of resolution of 1-bit and customized memory interfaces to eliminate their bottlenecks. Because FPGAs can be easily re-programmed, we can take full advantage of the performance of new networks such as an RWCNN. In particular, flexibility is the most important factor because the connections of layers in an RWCNN change depending on its configuration.

This work is an extension of our previous publication [8]. An overview of the changes is depicted in Fig. 3. In the previous work, we proposed a CNN inference accelerator for RWCNNs on an FPGA. To realize low latency inference, we took advantage of the parallelism of convolutional layers in random graphs and used two convolution engines (CEs) to perform convolutions in parallel. To efficiently execute RWCNNs, we scheduled orders of execution of convolutional layers and allocated each layer to HBM2 channels. Thus, we achieved lower latency than a conventional FPGA-based CNN accelerator. However, we faced a problem that as we increase the number of the CEs, utilization efficiency of them becomes low because of the limitation of the layer parallelism. This made it difficult to further improve the performance of our previously proposed accelerator. In this work, we take advantage of the layer parallelism differently. We use only one CE for convolutional layers in random graphs and it performs convolutions with an efficient pipeline method. We changed our architecture to support the pipeline execution and developed an automatic hardware generation tool for the pipeline. To show the superiority of our RWCNN accelerator, we conducted some additional experiments.

Our contributions are as follows:

1. We propose an FPGA-based CNN inference accelerator for RWCNNs. The accelerator performs convolutional operations efficiently using a pipeline method over feature map tiles and layers. Because RWCNNs have several layers that have no direct dependencies between them, we can remove almost all pipeline stalls and improve its efficiency by appropriately scheduling the layers.

2. Because the proposed architecture requires proper control for pipeline processing, we developed an automatic generation tool for hardware functions. This tool takes RWCNN graph information as an input and performs node scheduling, HBM2 channel allocation, and code generation of hardware functions for pipeline control.

3. We evaluated the latency and accuracy of the ImageNet classification task [9] for different input image sizes. The result shows that we can further lower the latency by approximately 19% at the cost of accuracy degradation of 0.8%.

4. We compared the proposed accelerator with other platforms. The results show that the proposed accelerator for RWCNNs is suitable for low-latency inference.

The rest of the paper is organized as follows: Sect. 2 introduces related works. Section 3 explains the basics of CNNs and Sect. 4 explains the RWCNNs used in this study. Section 5 describes an architecture to efficiently perform convolutional operations using a pipeline method. In Sect. 6, we describe node scheduling, HBM2 channel allocation, and an automatic hardware generation tool. Section 7 presents the experimental results and Sect. 8 concludes the paper.

2. Related Works

Several FPGA-based CNN accelerators have been proposed. Most of them lower the latency by using techniques such as increasing the parallelism for convolutional operations and reducing the required memory bandwidth. Reference [10] analyzed optimization techniques for CNN accelerators and proposed a high-performance CNN accelerator that maximized the efficiency of resource usage and minimized the amount of data transfer. In [11], a low-latency CNN accelerator was realized by processing CNNs in the spectral domain and applying the model-pruning technique to reduce convolutional operations.

In addition, quantization techniques are often used. The performance of inference tasks can be improved by using low bit precision data types in place of 32-bit floating-point precision. Although most studies [10]–[12] proposed CNN accelerators that take advantage of 8-bit or 16-bit fixed-point precision, there are some works [13], [14] which focus on inference tasks with extremely low bit widths, such as 1-bit or 2-bit.

In addition, there are CNN accelerators that improve their performance by targeting efficient CNN models. Compared with general CNN models such as AlexNet [15], VGG16 [16], GoogleNet [17] and ResNet [18], efficient models such as MobileNet [19], [20] and ShuffleNet [21] can achieve similar accuracy with fewer parameters and operations. Many studies [22]–[24] have proposed CNN inference accelerators for MobileNetV1, which has depthwise separable convolution [25] as used in this research. Furthermore, inference accelerators targeting MobileNetV2, which

![Fig. 3](image-url)
performs convolutional operations with inverted residual blocks have also been proposed [26]–[28]. Reference [29] proposed a new CNN model that was suitable for hardware execution and realized low-latency inference on an FPGA. As in these works, we propose an FPGA-based CNN inference accelerator that targets the specific CNN model, RWCNN. Our accelerator can perform inference with an efficient pipeline method by taking advantage of its layer parallelism.

3. Definition

A typical CNN consists of a group of $L$ sequential layers, including convolutional, pooling, and fully-connected (FC) layers. We assume that a pretrained model is available, and the goal is to realize only inferences with low latency on an FPGA. In the following section, we present conventional techniques used in the study.

3.1 Convolutional Operation

Figure 4 shows the convolutional operation. The forward two-dimensional (2D) convolution layer computes output $Y$ by applying a set of $m$ 2D kernels $k \times k$ to $n$ input feature maps $X$. The following formula is applied:

$$ y_{ij}^{(m)} = \sum_{n} y_{ij}^{(m,n)} = \sum_{n} \sum_{s=0}^{k-1} \sum_{t=0}^{k-1} w_{s,t}^{(m,n)} x_{i+s,j+t} + b^{(m)}. $$

3.2 Depthwise Separable Convolution

Conventional convolutional operations perform in both spatial and channel directions of the input feature maps at a time, whereas depthwise separable convolution performs a convolution independently in the spatial and channel directions. It is based on the hypothesis that convolutions can be separated in these directions. The depthwise separable convolution is shown in Fig. 5. Spatial convolution and a channel direction convolution are also referred to as depthwise convolution (Dwcv) and pointwise convolution (Pwcv), respectively. Dwcv is a process of independently performing convolution in the spatial direction independently for each channel of the feature maps, while Pwcv is a $1 \times 1$ convolution operation. Consider $n \times r \times c$ input feature maps size and $m$ output feature maps. For $k \times k$ convolution, its computation order becomes $O(nrc^2m)$. The computation orders for a depthwise and a pointwise convolution are $O(nrc^2)$ and $O(nrcm)$, respectively. By converting the conventional $k \times k$ convolution to a separable convolution (a pair of depthwise and pointwise convolutions), its computation order can be relaxed to $O(nrc^2 + nrcm)$. Typically, $m \gg k^2$ (e.g., $k = 3$ and $m = 64$); thus, computations of the separable convolution can be reduced by a factor of $1/k^2$.

4. Randomly Wired Convolutional Neural Networks

Randomly wired convolutional neural networks (RWCNNs) were originally proposed in [7]. We will briefly explain how to compose one.

4.1 Generating Graphs

A network generator creates a set of nodes and edges that connect nodes. Once a graph is obtained, it is mapped to a computable neural network using a simple mapping method described as follows.

4.1.1 Edge Operations

Assuming that the graph is directed by construction, we define the edges as data flow; that is, a directed edge sends data (a tensor) from one node to another one.

4.1.2 Node Operations

A node in a directed graph may have some input edges and some output edges. As shown in Fig. 2, we define the operations represented by one node as follows:

- Aggregation: The input data (from one or more edges) to a node are combined using a weighted sum.
- Transformation: The aggregated data are processed via a transformation defined as a ReLU-convolution-batch normalization [30] triplet [31]. A $3 \times 3$ depthwise separable convolution [25] is used for all the nodes.
- Distribution: The same copy of the transformed data is sent out by the output edges of the node.
Table 1  RWCNN model structure used in this study. GAP denotes a global average pooling layer [32].

| In. F.Size | Stage        | #Node. | #In. | #Out. |
|------------|--------------|--------|------|-------|
| 224x224    | 3x3 Conv     | -      | 3    | 54    |
| 112x112    | Random       | 16     | 54   | 109   |
| 56x56      | Random       | 32     | 109  | 218   |
| 28x28      | Random       | 32     | 218  | 436   |
| 14x14      | Random       | 32     | 436  | 872   |
| 7x7        | 1x1 Conv     | -      | 872  | 1280  |
| 1x1        | 1x1 Conv     | -      | 1280 | 1280  |

Table 2  Comparison of ResNet-50 and RWCNN reported in [7]. ImageNet2012 1000-class classification task [9] is used for the accuracy comparison.

| network    | FLOPs (×10^9) | params (×10^6) | Accuracy (%) |
|------------|---------------|----------------|--------------|
| ResNet-50  | 4.1           | 25.6           | 77.1         |
| RWCNN      | 4.0           | 51.9           | 79.0         |

Parameter $P$, and it is denoted by ER($P$).

4.5 Advantages of RWCNN

A comparison between RWCNN and ResNet-50 [18] is presented in Table 2. Both models require almost the same amount of computation. Although we need more parameter transfers for RWCNNs, we can obtain a 1.9% higher ImageNet top-1 recognition accuracy. For hardware execution of RWCNNs, our proposed architecture can perform inference tasks with an efficient pipeline method by properly scheduling the order of node execution. The hardware implementations are explained in the following sections.

5. FPGA Implementation

5.1 Overview

Because most of the layers of RWCNN are depthwise separable convolution [25], $k \times k$ convolution and global average pooling [32] layers, we accelerate these layers by using an FPGA. An overview of our proposed architecture is depicted in Fig. 7. We use a separable convolution engine (SCE), an initial convolution engine (ICE) and a global average pooling engine (GAPE) to process a depthwise separable convolution, a convolution at the first layer, and a global average pooling, respectively. The SCE needs a weighted sum of calculation results of multiple nodes as input. Therefore, we use HBM2 to store the feature maps, thereby enabling simultaneous memory access with multiple channels. We connect the SCE and an aggregation engine (AE) to realize the weighted sum.

When processing a CNN, we store the weight parameters of each RWCNN node and input image values in the HBM2 by using PCI Express (PCIe) in advance. Prior to processing nodes at the SCE, the required input feature maps are read from the HBM2 channels via the AE. After the SCE completes the processing, the results are stored back to the HBM2 channels allocated to each node. After the calculations of all the layers are complete, the results are returned to a HOST CPU via PCIe.

5.2 Convolution Engine

SCE processes the nodes in turn. It performs a depthwise separable convolution, which consists of a depthwise convolution (Dwcv) and a pointwise convolution (Pwcv). Because of the limited number of on-chip memories on an FPGA and different sizes of feature maps between the stages of an RWCNN, we use a tiling technique to perform convolutional
operations, as performed in [10] and [35]. As depicted in Fig. 8, rows and columns of output feature maps are divided by \( T_R \) and \( T_C \), respectively, channels of input feature maps by \( T_N \), and weight filters by \( T_M \). Assuming that \( \text{PAD} \) denotes the number of zero paddings, rows and columns of input feature maps are divided by \( T_R + 2\text{PAD} \) and \( T_C + 2\text{PAD} \), respectively.

A convolution unit (CU) array is depicted in Fig. 9. In the ICE and SCE, we realize the convolutions by using the CU array. The CU has local memory to store weight parameters (W.mem) and several processing elements (PEs). At each PE, we use feature map data and weight parameters to calculate the inner product in a channel direction. Each CU can compute several output neurons in parallel by having \( P_R \) and \( P_C \) PEs in row and column directions of the feature maps, respectively. We also use \( P_M \) CUs in an output channel direction. Thus, we can compute a total of \( P_M \times P_R \times P_C \) number of output neurons in parallel.

The architecture of the PE is shown in Fig. 10. The PE requires an input feature maps vector of length \( P_N \) in a channel direction and a weight vector of the same length. We realize an inner product of vectors by computing element-wise products and then adding them up with an adder tree. The calculated result is stored to a temporary register and released after all calculations are complete. Especially for Dwcv, we set the \( P_N \) to 1 and remove the adder tree because convolutional operations along channel direction are not necessary. As the PE computes \( P_N \) elements at each cycle, the CU array can perform convolutional operations with a parallelism of \( P_M \times P_N \times P_R \times P_C \).

Different convolutional operations can be realized by setting the appropriate parameters and data flows for the CU array. For Conv and Pwcv, we broadcast the same input neurons to the CU array from the local memory (FM.mem) because the same input neurons are used at each CU. For Dwcv, each CU loads input neurons corresponding to each channel. In addition, we broadcast the same weight parameters from each W.mem because the same weight parameters are used at the PEs in each CU. By reusing feature map data and weight parameters in this way, we can efficiently perform convolutional operations. We perform convolutional operations along row and column directions by providing a different weight parameter and a corresponding input neuron at each cycle. Thus, we need \( K \times K \) cycles to complete a \( K \times K \) convolution.

Figures 11 and 12 show the pipeline executions of convolutions and depthwise separable convolutions, respectively. We perform the convolutions with the 3-stage pipeline: reading input feature maps (Read FM), applying the convolutional operation (Conv), and writing output feature maps (Write FM). We also perform the depthwise separable convolutions with the 4-stage pipeline: Read FM, Dwcv, Pwcv, and Write FM. In addition, we need to insert a pipeline stage of the reading weight parameters (Read W) at every start of the tile processes. Modules that perform each process are connected using double buffering; therefore, the processes can be performed in parallel.

In particular, for the pipeline execution of the depthwise separable convolution, it is important to set the degree of parallelism so that the execution times of Pwcv and Dwcv are as equal as possible. The number of operations for Pwcv is denoted by \( C_{\text{pwc}} \) and that for Dwcv by \( C_{\text{dwc}} \). They are represented as follows:

\[
C_{\text{pwc}} = \frac{m \cdot n \cdot r \cdot c}{P_{M,\text{pwc}} \cdot P_{N,\text{pwc}} \cdot P_{R,\text{pwc}} \cdot P_{C,\text{pwc}}}
\]

\[
C_{\text{dwc}} = \frac{n \cdot r \cdot c \cdot k^2}{P_{M,\text{dwc}} \cdot P_{C,\text{dwc}} \cdot P_{R,\text{dwc}}}
\]
If we set \( P_{N,\text{pucv}} \) and \( P_{M,\text{dwcv}} \) to be equal in order to keep the buffers between them simple, ratio \( R \) of the computational complexity of \( P_{\text{c},wcv} \) to that of \( D_{\text{c},wcv} \) is calculated as follows:

\[
R = \frac{C_{\text{pucv}}}{C_{\text{dwcv}}} = \frac{m \cdot P_{R,\text{dwcv}} \cdot P_{C,\text{dwcv}}}{k^2 \cdot P_{M,\text{pucv}} \cdot P_{R,\text{pucv}} \cdot P_{C,\text{pucv}}}.
\]

We adjust the values of \( P_{R,\text{dwcv}}, P_{C,\text{dwcv}}, P_{M,\text{pucv}}, P_{R,\text{pucv}} \), and \( P_{C,\text{pucv}} \) so that \( R \) is as close as possible to 1 for all the stages.

5.3 Aggregation Engine (AE)

When multiple edges are connected to a node, their weighted sum is used for the input values of the node to realize aggregation. However, if we perform weighted addition every time an input node is processed, multiple accesses to the off-chip memory will result in poor performance. As shown in Fig. 13, we implement an architecture for aggregation. Prior to processing a node, several feature map values are read from HBM2 channels. A weighted sum of them is calculated by performing MAC operations of the read values and the weights of the edges. This reduces the instances of access of each node to the feature map memory, resulting in the efficient processing of an RWCNN. We describe a method for allocating nodes to HBM2 channels in Sect. 6.2. We realize the aggregation by applying a ReLU function to the weighted sum at the end.

An extra node connected to the first nodes of each stage does not perform any convolutions; it only distributes the results from its previous stage to them. Similarly, an extra node connected to the last nodes only aggregates their results. To efficiently process an RWCNN, we remove the extra nodes and directly transfer the values from the output nodes of a stage to the input nodes of the next stage.

6. Design Method

6.1 Node Scheduling

As shown in Sect. 5.2, our proposed architecture realizes the depthwise separable convolutions using the pipeline method. Therefore, it is important to prevent pipeline stalls to improve efficiency. In general CNN models, there is a direct dependency between two consecutive layers as shown in Fig. 14. Because we have to process the layers in order, it is difficult to overlap the executions of the layers. Even by splitting convolutions with the tiling technique, it is still difficult to overlap because consecutive layers need to access to the same off-chip memory bank. This causes pipeline stalls and leads to poor performance. By increasing the batch size, we can remove direct dependencies and prevent pipeline stalls. However, it will cause high latency and will be inappropriate for inference tasks. In contrast, there are fewer direct dependencies between RWCNN nodes as depicted in Fig. 15. Therefore, by scheduling the processing order of nodes to avoid dependencies as much as possible, we can decrease pipeline stalls and realize efficient processing of RWCNNs.

Because the dependencies between RWCNN nodes do not change during inference, we determine the execution order before inference. We prioritize nodes that have no dependencies on a previously allocated node and belong to the longest path. In this way, we schedule nodes to minimize pipeline stalls.
6.2 Node Allocation to the HBM2 Channels

To optimally use the HBM2 channels, we need to allocate the calculation results of nodes to them. If we allocate nodes and their input nodes to the same HBM2 channels, then the HBM2 channel reads and writes will have a conflict between them, resulting in significant performance degradation. To prevent this, nodes must be allocated to the HBM2 channels so that the calculation results of those nodes are stored in different HBM2 channels.

We allocate nodes to the HBM2 channels by considering the coloring problem of a conflict graph that has edges between nodes that are simultaneously read or written. We use the Welsh-Powell algorithm [36] to solve this problem. Therefore, nodes can be allocated to HBM2 channels corresponding to their colors. We use some of the HBM2 channels that are not used for node allocation to transfer weight parameters to the CEs.

6.3 Automatic Generation of Hardware Functions

The dataflow of the RWCNN is complicated, and it is necessary to control it properly. Although we can control it by sequentially sending instructions from the HOST CPU, interactions between the HOST CPU and the accelerator will affect the overall performance. Therefore, we developed an automatic generation tool for the hardware functions for the pipeline control. As shown in Fig. 16, we first input information about the connections between the nodes. Next, the tool performs node scheduling and HBM2 channel allocation. Finally, it generates hardware functions that can properly control the pipeline execution. The generated hardware functions are converted to RTL by using high-level synthesis (HLS).

7. Experimental Results

7.1 Implementation Results

Because parallel access to the off-chip memory is essential for efficient processing of the RWCNN, we implemented our proposed architecture on the Xilinx Alveo U50 Data Center Accelerator Card (XCU50, 2,688 18Kb BRAMs, 5,952 DSP48E2 blocks, 1,743,360 FFs, 871,680 LUTs, 640 288Kb URAMs, and two 4GB HBM2) with a constraint of 125 MHz. We used the Xilinx Vitis 2020.1 and host PC with Ubuntu 16.04 OS, Intel Core i7-8700K CPU, and DDR4 64GBytes memory. The tiling parameters and the parallelism parameters for Conv, Dwcv, and Pwcv are listed in Table 3. We used the PyTorch deep learning framework [37] version 1.3.1 to train and evaluate the RWCNN. Table 4 shows the hardware resource usage obtained after logic synthesis. Because we apply 8-bit quantization, we can perform double MAC operations with a DSP48E2 block [38]. We allocate a large amount of resources to the SCE because most of the processing of an RWCNN is depthwise separable convolutions. Table 5 shows the results of applying the node scheduling and the channel allocation to the RWCNN model used in this experiment.

7.2 Comparison between Different Image Sizes

Table 6 shows a comparison of the recognition accuracy and latency for different input image sizes. We used quantization aware training [39] for 8-bit fixed-point training. Because we need to halve the size of feature maps five times in total, we use image sizes that are multiples of $2^5$ for the comparison. Because our proposed architecture performs convolutional operations with the tiling technique, the amount of resources is almost equal for all the input image sizes used in this comparison. Therefore, the degree of parallelism does not change and only the number of operations required for inference varies in proportion to the image size. From this result, there is a trade-off between the recognition accuracy and the latency; therefore, it is important to select an appropriate input image size according to applications. Comparing the results of $224 \times 224$ and that of $192 \times 192$, we can see that the latency can be reduced by approximately 19%
at the cost of only 0.8% accuracy degradation. Figure 17 shows the ratio of the amount of data transferred between the FPGA and the HBM2. This result indicates that as the image size decreases, the ratio of time to transfer weight parameters increases, which causes a decrease in throughput. Therefore, by using more HBM2 channels for weight parameter transfer, we can improve the scalability with respect to image size.

7.3 Comparison with an FPGA-Based Accelerator

Table 7 presents a comparison of our accelerator with an FPGA-based accelerator for ResNet-50 [12]. Although RWCNN has a computational complexity comparable to that of ResNet-50, it can achieve about 1.0% higher top-1 recognition accuracy in the ImageNet image-classification task. The comparative result shows that our accelerator that targets RWCNN can process an image in 13.1 ms, which is approximately 55% lower than the result of [12].

7.4 Comparison between Different Platforms

To show the advantage of using an FPGA, we compare the latency of the RWCNN executed on a CPU, a GPU, and an FPGA. To compare the lowest achievable latency on each device, we set the batch size to 1. We implemented a software program with the PyTorch deep learning framework and used it for the inference on the CPU and GPU. For the CPU inference, we used an Intel Core i7-8700K CPU and applied INT8 quantization. For GPU inference, we used a NVIDIA Quadro GV100 GPU, which equipped with 32GB HBM2, and we applied FP16 quantization. In this experiment, we used a larger size model whose channel size of convolution layers is a power of 2. We found that without this modification, the latency of the INT8-quantized model becomes much higher than that of the FP32 model. The throughput result of the FPGA becomes higher than the result in Sect. 7.3. This is because the utilization rate of DSP blocks becomes higher by modifying the channel sizes.

Table 8 shows the comparison results. Our accelerator achieves 12.6 times higher efficiency than the CPU, and 4.93 times than the GPU. The CPU can perform convolutional operations efficiently with SIMD instructions. However, the latency is higher than the others probably because its degree of parallelism is lower. It also suffers from high power consumption due to the overhead of circuits for increasing its instruction-level parallelism. We expect that although higher performance CPUs can complete inference with lower latency, they will suffer from higher power consumption and significant improvement in efficiency cannot be achieved. The GPU can also perform convolutional operations efficiently with SIMD processors. However, with the limited batch size, the utilization rate of the processors will be low and this will cause high latency. We can assume that the throughput result of the GPU will be the highest for a larger batch size. In contrast, our accelerator utilizes not only data-level parallelism with the CU arrays but also layer parallelism with the efficient pipeline method. This improves the utilization rate of DSP blocks during inference, resulting in lower latency.

7.5 Comparison with the Previously Proposed Accelerator

Table 9 shows the comparison with our previous work [8]. The proposed accelerator in this work can achieve lower latency with a lower operating frequency. This indicates that with the pipeline method, the proposed accelerator can perform convolutional operations more efficiently. The
Table 9 Performance and resource usage comparisons with the previous accelerator[8].

| Design | [8]      | This work |
|--------|----------|-----------|
| CNN model | RWCNN  | RWCNN  |
| FPGA   | Alveo U50 | Alveo U50 |
| Precision [bit] | 8   | 8   |
| Clock [MHz]    | 200  | 125  |
| LUT (%)        | 43.39 | 29.08 |
| DSP (%)        | 78.09 | 60.95 |
| BRAM (%)       | 46.39 | 60.31 |
| URAM (%)       | 57.50 | 70.00 |
| Latency [ms]   | 16.6  | 13.1  |
| Throughput [GOPS] | 474.7 | 601.5 |

previous accelerator processed convolutional layers in random graphs by using several independent CEs. This design method prevented the transfer of intermediate calculation results between CEs, and we assume that it led to a lower routing delay, resulting in a higher operating frequency. In contrast, since the proposed accelerator in this work use only one large CE for layers in random graphs, there are several routings for long distances inside the CE. Thus, we suffer from timing violations during logic placement and routing and achieved lower operating frequency. We assume that it can be improved by incorporating more efficient computational architectures like the systolic array architecture. As for resource usage, utilization ratios of the LUTs and DSPs become lower while those of the BRAMs and URAMs become higher. Since we reduce the number of CEs to one, the overheads of convolution circuits are also reduced, resulting in lower usages of the LUTs and DSPs. On the other hand, we use more on-chip RAMs in this work because the proposed accelerator uses the ping-pong buffers for the pipeline execution while the previous accelerator mainly used stream interconnections.

8. Conclusion

We proposed a low-latency CNN inference engine for RWCNNs. Because the network structure of RWCNNs is built based on random graph models, they have many layers that have no direct dependencies between them. Therefore, by appropriately scheduling them, our proposed architecture can perform convolutional operations with an efficient pipeline. For the hardware implementation, we used an FPGA with HBM2 because we needed parallel access to the computational results of previous layers. An automatic hardware generator was developed to realize the pipeline. It takes graph information as an input and generates hardware functions after performing node scheduling and HBM2 channel allocation. We implemented our proposed accelerator on the Xilinx Alveo U50 Data Center Accelerator Card. We researched the trade-off between recognition accuracy and latency for different input image sizes. For the ImageNet2012 classification task, we showed that the latency could be reduced by 19% at the expense of 0.8% accuracy degradation. We compared the results with a conventional implementation for ResNet-50. The results show that our accelerator can achieve a 2.21 times lower latency than the existing FPGA implementation. We also compared our FPGA-based implementation with a CPU-based and a GPU-based implementation, and achieved 12.6 and 4.93 times higher efficiency, respectively. Therefore, our accelerator for RWCNNs is suitable for low-latency applications.
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