Nonlinearity in simple phenomenological model for activity-dependent responses of target-cell specific synapses
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Abstract: Synaptic responses in activity-dependent manners are thought to play crucial roles in neuronal information processing and are called short-term synaptic plasticity. Typically, two major types of short-term plasticity are observed in the cortical or the hippocampal synapses: facilitation and depression. Although these synaptic responses are reproducible in a canonical phenomenological model, synaptic responses are diverse and target-cell specific, and then the phenomenological model does not cover synaptic responses such as facilitation growth and facilitation-depression. In contrast, while detailed models of short-term plasticity can trace the two synaptic responses, its computational costs are too heavy to simulate large-scale neuronal networks whose simulations are necessary to clarify functional roles and mechanisms of information processing in the cortical or the hippocampal fine-scale circuits. To understand them, the realization of the synaptic responses by a simple STP model is an important issue. In the current study, it is demonstrated a small extension of the canonical phenomenological model makes it possible to realize the synaptic responses of the facilitation growth and the facilitation-depression. Besides, the current study conducts basic analyses of responses in the synapses to both regular and random action potential trains and provides results of the analyses because the nature of the synapses is not clarified yet.
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1. Introduction

Neurons in the brain interact with one another by sending and receiving signals called spikes or action potentials (APs) via chemical synapses. Electrophysiological studies of the cortical and/or the hippocampal neurons often observe a phenomenon in which presynaptic AP effects on postsynaptic potential (PSP) of various types of synapses dynamically change according to a history of presynaptic activity [1–6]. The phenomenon, which is termed short-term synaptic plasticity (STP), is divided into two categories: depression and facilitation [7–9]. In the depression, the second presynaptic AP efficacy is smaller than the first one. Contrary, the response evoked by the second presynaptic AP
is enhanced in the facilitation. The changes of synaptic effects last in hundreds of millisecond to seconds.

It is suggested STP plays an important role for sustaining internal states [10–12] and neuronal information processing [13, 14]. Several theoretical studies suggest various functional roles of this phenomenon, such as low-pass, band-pass and high-pass filtering effects [15, 16], insensitivity of a postsynaptic neuron to absolute intensity of presynaptic activity [17, 18], making presynaptic AP trains decorrelated [19], optimizing synaptic information transmission [20], an optimal presynaptic AP estimator [21], sustaining working memory [22], and so on. STP among synapses, however, are highly heterogeneous [23, 24], and then its primitive functions are still unrevealed.

Tsodyks-Markram (TM) model covers and realizes the typical synaptic responses of the depression and the facilitation in STP [4]. A form of the canonical phenomenological model of STP is frequency-dependent of presynaptic APs and consists of two variables with three parameters. The model is described as

\[
\frac{dx}{dt} = \frac{1 - x}{\tau_d} - u^+ x^- \sum_n \delta(t - t_{n}^{sp}),
\]

\[
\frac{du}{dt} = -\frac{u}{\tau_f} + U(1 - u^-) \sum_n \delta(t - t_{n}^{sp}),
\]

where \(x\) is the fraction of available remaining resources after neurotransmitter releases and \(u\) is the neurotransmitter release probability [25]. The parameters \(\tau_d\) and \(\tau_f\) are respectively a time constant of the variables \(x\) and \(u\) and typical values of the parameters are in tens to thousands of milliseconds. The superscripts of \(\rightarrow\) and \(+\) in Eqs. (1) and (2) respectively represent a value of the variables just before and after updates triggered by presynaptic APs. Namely, \(x^- = \lim_{t - t_{n}^{sp} \rightarrow 0} x(t), x^+ = \lim_{t - t_{n}^{sp} \rightarrow +0} x(t), u^- = \lim_{t - t_{n}^{sp} \rightarrow 0} u(t), \) and \(u^+ = \lim_{t - t_{n}^{sp} \rightarrow +0} u(t)\), respectively. The time \(t_{n}^{sp}\) was the \(n\)th presynaptic AP arrival in Eqs. (1) and (2). Synapses tend to favor facilitation for a small value of \(U\) bounding in a range of \((0, 1]\), while a large value of \(U\) makes synapses depression-favor. Mismatches of the parameters \(\tau_d\) and \(\tau_f\) determining the time scale of the two variables generate depression or facilitation effects on synaptic responses. Postsynaptic current induced by an STP synapse is written as \(I(t) = g(E - V)\) where \(E\) is reversal potential, \(V\) is postsynaptic membrane potential in millivolts and \(g\), whose kinetics is

\[
\frac{dg}{dt} = -\frac{g}{\tau_{syn}} + \sum_n \bar{g} x^- u^+ \delta(t - t_{n}^{sp}),
\]

where \(\bar{g}\) is the synaptic potency, \(\tau_{syn}\) is the synaptic time constant in the milliseconds. This model, however, cannot reproduce some types of synaptic responses observed in electrophysiological studies because of its linearity.

Empirical studies have shown synaptic responses to the presence of regular AP trains are diverse and target-cell specific. For example, the amplitude of synaptic responses grows supralinearly. This is termed facilitation growth (FG). The FG is found in proximal muscle fibers of crayfish [26–32] and in excitatory synapses on low-threshold spiking neurons, which are inhibitory interneurons, in the layer 4 rat barrel cortex [23]. The model introducing an assumption of the existence of immobile \(\text{Ca}^{2+}\) buffers well mimics the FG in the synapses. Another example is that hippocampal CA3 to CA1 Shaffer collateral synapses exhibit large facilitation at the beginning of stimulations and depress after the facilitation [16]. This type of STP is termed as facilitation-depression (FD). A model assuming the equilibrium occupancy of the release site by a calcium-bound molecule accounts for FD behavior. In contrast to the phenomenological STP model, these biophysically detailed STP models have an ability to trace the two types of synaptic responses in Refs. [16, 26–30, 32]. These models are meaningful to unveil structures and mechanisms of presynaptic terminals, but the models are inefficient for large-scale neural network simulations due to their complexity. An FG- and an FD-reproducible but computationally efficient STP model is inevitable for understanding functional roles and/or mechanisms of information processing in the cortical and/or hippocampal fine-scale circuits.
To realize the above target-specific synaptic responses with keeping the simplicity of an STP model in the current study, I propose a phenomenological STP model by introducing a nonlinear function into the second term of Eq. (2) in Tsodyks-Markram STP model. The proposed model can well mimic both FG and FD reported in Refs. [16, 23] because of its nonlinearity. Besides, the current study also provides results of some analyses on synaptic responses of FG and FD synapses to regular and random AP trains.

2. Materials and methods

2.1 Augmentation of phenomenological STP model

A proposal in the current study was an augmentation of TM model defined in Eqs. (1) and (2). Although the typical synaptic responses in the cortex and/or the hippocampus were reproducible in the canonical model, the model could not mimic responses of some specific synapses, that is, FG and FD reported in Refs. [16, 23, 26]. The limitation of TM model derived from its linearity. Because of its linearity, the second term of Eq. (2) linearly decreased as $u$ increased. This constrained the canonical STP model to generate the two types of specific responses. Therefore, if the STP model had some types of nonlinearity, the synaptic responses might be reproducible in the model.

Based on this idea, a nonlinear function of $f(u)$ was multiplied into the second term of Eq. (2). The proposed model then had the following form:

$$\frac{du}{dt} = -\frac{u}{\tau_f} + U f(u^-) (1 - u^-) \sum_n \delta(t - t_{sp}^n).$$

(4)

In the current study, $f(u) = U^{-0.5} \{a - (\alpha u + b)^{-1}\}$ was adopted (Fig. 1(A)) as the multiplied nonlinear function. Here, it should be noted any types of nonlinear functions were possible to be chosen if $f(u)$ monotonically increased. The choice of $f(u)$, however, allowed the computational cost of the augmented model to be reduced (See also below). Consequently, the kinetics of $u$ of the augmented STP model was described by

$$\frac{du}{dt} = -\frac{u}{\tau_f} + \sqrt{U} \left( a - \frac{1}{\alpha u^- + b} \right) (1 - u^-) \sum_n \delta(t - t_{sp}^n),$$

(5)

where $a$ and $b$ were constant values yielded from the condition satisfying the $f(u)$ always passed through $(0, 1)$ and $(1, 1/\sqrt{U})$. The constant values $a$ and $b$, that were determined by only the parameters $U$ and $\alpha$, had the following forms:

$$a = \sqrt{U} + \frac{1 - \sqrt{U}}{2} \left\{ 1 + \frac{4}{\alpha \left(1 - \sqrt{U}\right)} \right\},$$

(6)

$$b = \frac{\alpha}{2} \left\{ 1 + \frac{4}{\alpha \left(1 - \sqrt{U}\right)} - 1 \right\}.$$

(7)

The parameter $\alpha$ ($> 0$) controlled the bending degree of $f(u)$ (Fig. 1(A)). As seen in Fig. 1(B), the resultant update function in Eq. (5) was convex upward. The smaller $\alpha$ made $f(u)$ closer to the original linear function in TM model, indicating the augmented STP model was almost equivalent to TM model when $\alpha$ was small.

To observe effect of the augmented STP model on postsynaptic responses evoked by presynaptic APs, a leaky integrator simulated the responses and its formulation was the following:

$$C_m \frac{dV}{dt} = g_l (V_{\text{hold}} - V) + I(t),$$

(8)

where $V$ was the membrane potential, $C_m$ was the membrane capacitance, $V_{\text{hold}}$ was the holding potential in the absence of presynaptic APs, $g_l$ was the leak conductance. $I(t) = g(V - E)$ was the presynaptic input. In all simulations of the current study, the parameters in Eqs. (3) and (8) were
Fig. 1. Examples of (A) the nonlinear function $f(u)$ and (B) the resultant presynaptic AP effects in Eq. (5). The parameter $U$ is set to 0.25. The solid line is the update function in the canonical model of Eq. (2).

set as $\tau_{\text{syn}} = 2$ ms, $\tau_m = C_m/g_l = 10$ ms, $\nu_{\text{hold}} = -62$ mV, and $g_l = 20$ nS. Besides, throughout this paper, $E = 0$ was used, which was assumed all synaptic responses were excitatory postsynaptic potentials (EPSPs). The parameters of all types of synapses were set as the EPSP evoked by the first presynaptic AP became 0.5 mV. The time resolution of all numerical simulations in the current study was 0.1 ms. The reason why a firing threshold was not introduced was to understand pure effect of the augmented STP model on postsynaptic responses.

2.2 Data for analyses

In the current study, synaptic responses to both regular and random presynaptic AP trains were numerically analyzed. In the case of the regular ones, the numerical simulations were continued until the difference between the $(n-1)$th and the $n$th response was less than $10^{-6}$ to evaluate the steady-state values for presynaptic AP trains with individual rates.

In the analysis on synaptic responses to random presynaptic AP trains, the AP trains were generated by Poisson process with the mean firing rate of $\lambda$ (sp/s). The synaptic responses to the random trains never settled down into a steady-state value in contrast to those to the regular trains. For the characterization of the synaptic responses, 105,000 synaptic responses were collected and the first 100 responses were ignored as the transient responses in the analysis of the mean response and the creation of tuning curves. In the mean response analysis, the first 100,000 synaptic responses were subtracted to obtain the mean value after the elimination of the 100 synaptic responses. For the creation of tuning curves (see also below), all the synaptic responses for the ISIs larger then eight-fold of the mean ISI were also eliminated from the data after the 100 response elimination because these ISIs rarely occurred due to their low probabilities. By using the data after the procedure, the tuning curves were created from the first 100,000 synaptic responses. In information-theoretic analyses, there were no limitations of ISIs in the information-theoretic analysis (see also below). In the case of the information-theoretic analyses, numerical simulations generated 10,100 synaptic responses and the first 100 transient responses were removed from the generated responses. The mutual information was computed with the 10,000 synaptic responses. Also, 100 different realizations were averaged over for the estimation of mutual information.

2.3 Theoretical predictions of steady-state value in synaptic response to regular-presynaptic-AP trains

Even though the dynamics of the variables $u$ and $x$ were both written by the ordinary differential equation with the presynaptic-AP effects, from Eq. (3), it was clear the computation needed only the values of $u$ and $x$ at the moments of presynaptic AP arrivals. Then, iterative expressions of Eqs. (1)
and (5) did not only make the model easier to analyze analytically but also was more efficient from a viewpoint of large-scale neural network simulations because solving the differential equations did not need. Here, let me define the values of the viewpoint of large-scale neural network simulations because solving the differential equations did not need. Here, let me define the values of $x^{-}_{n+1}$ at the $(n+1)$th presynaptic AP arrival as $x^{-}_{n+1}$ and $u^{+}_{n+1}$, namely, $x^{-}_{n+1} = \lim_{t \to t^{p^+}_{n+1} - 0} x(t)$ and $u^{+}_{n+1} = \lim_{t \to t^{p^+}_{n+1} + 0} u(t)$. After the simple transformations, $x^{-}_{n+1}$ and $u^{+}_{n+1}$ could respectively be given as the followings:

\[
x^{-}_{n+1} = 1 - \left\{ 1 - (1 - u^{+}_{n}) x_{n} \right\} e^{-\Delta_{n} u_{n} / \tau}, \quad (9)
\]
\[
u^{+}_{n+1} = u^{+}_{n} e^{-\Delta_{n} t_{n} / \tau} + \sqrt{U} \left( 1 - u^{+}_{n} e^{-\Delta_{n} t_{n} / \tau} \right) \left( a - \frac{1}{c u_{n} e^{-\Delta_{n} t_{n} / \tau} + b} \right). \quad (10)
\]

The above iterative expressions of $x^{-}$ and $u^{+}$ were satisfied for natural numbers $n$ when the followings were assumed: $x^{-}_{0} = 1$, $u^{+}_{0} = 0$, $\Delta t_{n} = t^{p^+}_{n+1} - t^{p^+}_{n}$, and $t^{p^+}_{0} = 0$ which was a virtual presynaptic AP.

Next, the trajectory of $V$ after the $n$th presynaptic AP was yielded to obtain the amplitude of the synaptic response. First, let me define $g^{-}_{n} = \lim_{t \to t^{p^+}_{n} - 0} g(t)$ and $g^{+}_{n} = \lim_{t \to t^{p^+}_{n} + 0} g(t)$. Using these descriptions, the following equation could be obtained from Eq. (3).

\[
g(t) = g^{+}_{n} e^{-t - t^{p^+}_{n} / \tau_{syn}}, \quad (11)
\]

Further, the relation between $g^{+}_{n}$ and $g^{+}_{n+1}$ could be written as

\[
g^{+}_{n+1} = g^{+}_{n} e^{-\Delta_{n} \tau_{m} / \tau_{syn}} + \gamma u^{+}_{n+1} x^{-}_{n+1}, \quad (12)
\]

where $g^{+}_{0} = 0$ because from Eq. (3) $g^{-}_{n+1}$ was increased by $\gamma u^{+}_{n+1} x^{-}_{n+1}$ at the moment of the $(n+1)$th presynaptic AP arrival. The approximation of $I(t) = g(E - V) \approx g(E - V_{hold})$ allowed me to lead Eq. (8) to the following solution:

\[
V(t) = V_{hold} + (V(t^{p^+}_{n}) - V_{hold}) e^{-\Delta_{n} t_{n} / \tau_{m}} + \frac{g^{+}_{n} \tau_{m} (E - V_{hold})}{g(t_{m} - \tau_{syn})} \left( e^{-\Delta_{n} t_{n} / \tau_{m}} - e^{-\Delta_{n} t_{n} / \tau_{syn}} \right), \quad (13)
\]

where $t \geq t^{p^+}_{n}$ and $V(t^{p^+}_{n}) = V_{hold}$. In Eq. (13), the first to the third terms respectively corresponded to the baseline of $V$, the dynamics of $V$ in the absence of the $n$th presynaptic AP, and the effect of the $n$th presynaptic AP on $V$. Assuming that $V$ reached a peak value at $T_{n} = t^{p^+}_{n} + \Delta_{n}$ where $t^{p^+}_{n} \leq T_{n} \leq t^{p^+}_{n+1}$, the peak value $V(T_{n})$ was

\[
V(T_{n}) = V_{hold} + (V(t^{p^+}_{n}) - V_{hold}) e^{-\Delta_{n} t_{n} / \tau_{m}} + \frac{g^{+}_{n} \tau_{m} (E - V_{hold})}{g(t_{m} - \tau_{syn})} \left( e^{-\Delta_{n} t_{n} / \tau_{m}} - e^{-\Delta_{n} t_{n} / \tau_{syn}} \right), \quad (14)
\]

where

\[
\Delta_{n} = -\frac{\tau_{m} \tau_{syn}}{\tau_{m} - \tau_{syn}} \ln \left\{ \frac{\tau_{syn} + g(t_{m} - \tau_{syn}) (V(t^{p^+}_{n}) - V_{hold})}{g(t_{m} - \tau_{syn}) (E - V_{hold})} \right\}. \quad (15)
\]

The time $\Delta_{n}$ where $V(t)$ reached a peak could be obtained from the condition of $\frac{dV}{dt} = 0$. Finally, the synaptic response $R_{n}$ to the $n$th-presynaptic AP was yielded as

\[
R_{n} \equiv V(T_{n}) - V(t^{p^+}_{n}) = (V_{hold} - V(t^{p^+}_{n})) \left( 1 - e^{-\Delta_{n} t_{n} / \tau_{m}} \right) + \frac{g^{+}_{n} \tau_{m} (E - V_{hold})}{g(t_{m} - \tau_{syn})} \left( e^{-\Delta_{n} t_{n} / \tau_{m}} - e^{-\Delta_{n} t_{n} / \tau_{syn}} \right). \quad (16)
\]

When a sequence of presynaptic APs was regular, the synaptic response $R_{n}$ fell into a steady-stage value for $n \to \infty$. From Eq. (16), the steady-state value $R_{\infty}$ could be described as

\[
R_{\infty} = (V_{hold} - V(t^{p^+}_{\infty})) \left( 1 - e^{-\Delta_{\infty} t_{\infty} / \tau_{m}} \right) + \frac{g^{+}_{\infty} \tau_{m} (E - V_{hold})}{g(t_{m} - \tau_{syn})} \left( e^{-\Delta_{\infty} t_{\infty} / \tau_{m}} - e^{-\Delta_{\infty} t_{\infty} / \tau_{syn}} \right), \quad (17)
\]

where
The values of $g_n^+$ and $V(t_{n}^{\text{sp}})$ in Eqs. (17) and (18) were the steady-state values of $g_n^+$ and $V(t_{n}^{\text{sp}})$ and could be obtained from Eqs. (12) and (13) because $g_n^+ = g_n^+ = g_n^+ = g_{n+1}^+$ and $V(t_{n}^{\text{sp}}) = V(t_{n}^{\text{sp}}) = V(t_{n+1}^{\text{sp}})$ were satisfied under the steady state. Besides, the situation of a regular presynaptic AP train allowed its inter-spike intervals (ISI) to be constant, so that $\Delta t_n = \Delta t$. Then,

$$g_{\infty}^+ = \frac{g_{\infty}^+ x_{\infty}}{1 - e^{-\frac{\Delta t_{\text{syn}}}{\tau_{\text{syn}}}}},$$

$$V(t_{n}^{\text{sp}}) = V_{\text{hold}} + \frac{g_{\infty}^+ \tau_{\text{syn}}(E - V_{\text{hold}})}{g_t(\tau_m - \tau_{\text{syn}})} e^{-\frac{\Delta t_{\text{syn}}}{\tau_m}} e^{-\frac{\Delta t_{\text{syn}}}{\tau_{\text{syn}}}}.$$  

In the same manner with $g_n^-$ and $V(t_n^{\text{sp}})$, the steady-state values $u_n^+$ and $x_n^-$ were yielded from Eqs. (9) and (10), and were as follows:

$$u_n^+ = \frac{l}{2e} \left( \sqrt{\zeta^2 - 4\epsilon}\zeta - \zeta \right),$$

$$x_n^- = \frac{\epsilon \lambda \tau_f}{e \lambda \tau_f + u_n^- - 1},$$

where $\epsilon = \alpha(1 + (a \sqrt{U} - 1)e^{-\frac{\Delta t_{\text{sp}}}{\tau_d}})e^{-\frac{\Delta t_{\text{sp}}}{\tau_d}}, \zeta = b + \{\sqrt{U}(ab - \alpha a - 1) - b\}e^{-\frac{\Delta t_{\text{sp}}}{\tau_d}}$, and $\eta = \sqrt{U}(1 - ab)$. In Eqs. (19)–(22), using the mean firing rate $\lambda$, the ISI $\Delta t$ was represented as $\Delta t = 10^3/\lambda$ since the unit of $\Delta t$ was milliseconds.

### 2.4 Map function analysis of discretized STP model

In the previous section, the augmented STP model defined as Eqs. (1) and (5) was transformed to the iterative expressions described in Eqs. (9) and (10). The iterative expressions permitted me to analyze the augmented STP model with a map function. A shape of a map function of $u$ was one of the important factors to determine synaptic responses. To reveal the mechanisms of the FG and the FD, the map function of the variable $u^+$ was analyzed since the $u^+$ was dominant in the two cases. Here, let me define the map function of $u$ as $h(u)$ from Eq. (10). Then, the $h(u)$ could be written as

$$h(u) = u e^{-\frac{\Delta t_{\text{sp}}}{\tau_d}} + \sqrt{U} \left( 1 - u e^{-\frac{\Delta t_{\text{sp}}}{\tau_d}} \right) \left( a - \frac{1}{a u e^{-\frac{\Delta t_{\text{sp}}}{\tau_d}} + b} \right),$$

then, Eq. (10) enabled to be written as $u_{n+1}^+ = h(u_n^+)$. The slope of the map function described by Eq. (23) at $u = 0$ was one of the statistics to characterize synaptic responses for regular presynaptic AP trains. From Eq. (23), the slope of the map function was yielded as

$$\frac{dh}{du}_{u=0} = e^{-\frac{\Delta t_{\text{sp}}}{\tau_d}} \left( 1 - U + \frac{a \sqrt{U}}{b^2} \right).$$

### 2.5 Identification of FG and FD

To characterize the dependence of the FG and the FD on a parameter space of $U$ and $\alpha$ in the augmented STP model, the FG and the FD behaviors should be identified. The identification of these behaviors came from eight synaptic responses to a regular presynaptic AP train. All the synaptic responses for the identification were normalized by the first response.

The FG is a phenomenon where synaptic responses to a few APs in a regular AP train continue to grow supralinearly (See also Sec. 3.1 and Refs. [23, 26]). To identify this property in synaptic responses, the synaptic responses were fit by a quadratic function of $p_1 n^2 + p_2 n + p_3$. On the fitting, the nonlinear least square method was employed. When synaptic responses grew supralinearly in the
FG, the fitting parameter $p_1$ would be positive if the function was well fit to the data of the synaptic responses.

Compared with the FG, the FD behavior was more complicated. When synaptic responses to a regular AP train exhibited the FD, early (typically the second and the third) responses were strongly facilitated and their following responses were depressed compared with the facilitated responses (See also Sec. 3.1 and Ref. [16]). Consequently, the seventh and the eighth responses got as small as the first response or less. To quantify such a complicated synaptic behavior, two statistical tests were conducted. First, a one-sample and one-sided t-test identified a part of the facilitation. In this first statistical test, the first response, the largest response, and the second-largest response were eliminated from all the synaptic responses and these data were regarded as a sample. An alternative hypothesis of the first test ($H_1^{(1)}$) was that the mean value of the sample was significantly smaller than the mean value of the largest and the second-largest response. Next, one-sample and two-sided t-test was also conducted. In this second test, the sample was the same data with the first test but the mean value of the sample was compared with the first response. Then, an alternative hypothesis of the second test ($H_1^{(2)}$) was the significant difference in the mean value of the sample from the first response. When the alternative hypothesis was accepted in the second test, whether the mean value was significantly smaller or larger than the first response was decided by comparing the first response. By combining the results of the two statistical tests, four modes of synaptic responses were distinguishable. Observed synaptic responses and their corresponding modes were summarized in Table I. In the current study, modes 1 and 3 were regarded as the FD because synaptic responses were strongly facilitated and then strongly depressed (depressed responses are same as the first response (mode 1) and smaller then the first response (mode 3)). It was confirmed the largest response were always the second or the third one in the range of the parameters tested in the current study (Data not shown).

| mode | 0 | 1 | 2 | 3 |
|------|---|---|---|---|
| $H_1^{(1)}$ | ✓ | ✓ | ✓ | |
| $H_1^{(2)}$ | – | ✓ | ✓ | |
| $\bar{R} < R_1$ | – | – | – | ✓ |

2.6 Tuning curves

To characterize synaptic responses to random presynaptic AP trains, tuning curves were introduced. A tuning curve was a function of a postsynaptic response against an ISI between a presynaptic AP evoking the response and it previous AP. In other words, the tuning curve was the relation between $R_n$ and $\Delta t_{n-1} = t_{n-1}^p - t_{n-1}^{sp}$. However, the evoked responses fluctuated due to the difference in the internal states of the system, even if presented ISIs were identical. Then, the tuning curve was created in the following manner:

1. All ISIs observed from a simulation were categorized into 20 groups, which categorized similar ISIs into the same group.

2. By referring to the corresponding or the paired ISIs, postsynaptic responses were categorized into 20 groups. Then, the responses triggered by similar ISIs were in the same group.

3. The postsynaptic responses in the same group were merged and then averaged over.

The bin width was 40 ms for $\lambda = 10$ sp/s presynaptic AP trains and was 10 ms for $\lambda = 40$ sp/s presynaptic AP trains to obtain the mean response of the categorized ISIs.
2.7 Information theoretical analysis
As a simple way to characterize synaptic responses to random presynaptic AP trains, the tuning curve was utilized in the previous section. To more deeply understand the relation between $\Delta t_{n-1}$ and $R_n$, the information-theoretic analysis was conducted. For the analysis, mutual information (MI) was employed. The MI of $I(X;Y)$ was defined as

$$I(X;Y) = \int_{y \in Y} \int_{x \in X} p(x,y) \log_2 \frac{p(x,y)}{p(x)p(y)} \, dx \, dy,$$

where $p(x)$ and $p(y)$ were the marginal probability density functions (PDFs) of $X$ and $Y$ and $p(x,y)$ was the joint PDF of $X$ and $Y$. In the present study, $X$ was a set of $R_n$ and $Y$ was a vector of $\Delta t_{n-1}$.

Bin widths to estimate PDFs were 1% of the maximum values of $X$ and $Y$.

3. Results

3.1 Synaptic responses against regular presynaptic AP trains
As the first step of analyses, four types of synaptic responses of the augmented STP model to regular AP trains are observed: depression, facilitation, facilitation growth (FG), and facilitation-depression (FD) (Figs. 2–5). For the convenience of comparing with the empirical results in Refs. [16, 23, 26], regular AP trains with 10 and 40 sp/s are applied to the four synapses.

The synaptic response of the model is slightly depressed for the low presynaptic AP rate when $U$ is large and $\tau_d > \tau_f$ (top panel of Fig. 2(A)). Because the time constant of $x$ is twice as the rate of the presynaptic APs, the next presynaptic AP comes before the convergence to the default value of $x$ (bottom panel of Fig. 2(A)). The variable $x^-$ then gradually decreases at every presynaptic AP arrivals. In contrast, the time constant of $u$ is four times smaller than the presynaptic AP rate, so that the variable $u$ almost goes back to the baseline after presynaptic APs (middle panel of Fig. 2(A)). That is why the variable $u^+$ keeps almost constant value at presynaptic AP arrivals. The response more reflects the values of $x^-$ in the synapse. For the higher presynaptic AP rate, the synapse exhibits the strong depression (top panel of Fig. 2(B)). In this case, the time constant of $x$ is eight times larger than the presynaptic AP rate. Therefore, $x^-$ converges to a smaller value than that for the lower presynaptic AP rate (bottom panel of Fig. 2(B)). The variable $u$ has the same time constant with the presynaptic AP rate, and then the convergence of $u^+$ converges to almost the same value with that of the lower presynaptic AP rate (middle panel of Fig. 2(B)). In both cases, the synapse displays simple behaviors. The presynaptic efficacy monotonically decreases and converges to a steady-state value until the eighth presynaptic AP for the repetitive presynaptic APs (Fig. 2(C)). The convergent value of the synaptic responses for the higher presynaptic AP rate is about three times as small as that for the lower presynaptic AP rate.

The model synapse displays facilitation when $U$ is small and $\tau_f > \tau_d$ (top panels of Fig. 3(A), (B)). Different from the depression synapse, the postsynaptic responses reflect the kinetics of $u$ rather than that of $x$ (middle and bottom panels of Fig. 3(A), (B)). The higher presynaptic AP rate leads the synapse to stronger facilitation (Fig. 3(C)).

Typical responses of synaptic depression and facilitation have already been shown and the results demonstrated in the previous sections can also be generated in the canonical model. The canonical model, however, cannot reproduce some STP phenomena observed in electrophysiological studies. One of the phenomena is the FG. In typical facilitation synapses, $R_n/R_1$ against the presynaptic AP number shows saturation as shown in Fig. 3(C). Contrary, a later presynaptic AP evokes a larger postsynaptic response in the FG at the early state of presynaptic AP stimuli. The FG is observable in excitatory synapses on low-threshold spiking neurons in layer 4 rat somatosensory cortex [23] and the most proximal muscle fibers in crayfish [26]. The linearity in the canonical model might prevent the realization of such synaptic behaviors. The nonlinearity has been introduced to the update function of $u$ triggered by presynaptic APs of TM model as in Eq. (5).

The augmented model succeeds to generate the FG when $U$ is very small and $\tau_f \gg \tau_d$ (top panel in Fig. 4(B)). In both kinetics of $x$ and $u$, the later presynaptic AP induces the larger degree of the update (middle and bottom panels of Fig. 4(B)) and the amplitude of the postsynaptic responses
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Fig. 2. Typical responses of depression synapses to regular presynaptic AP trains. Presynaptic AP rate is (A) 10 sp/s and (B) 40 sp/s. In the top panels in (A) and (B), the responses of a synapse without STP (black-dashed lines) are plotted as the guideline. (C) A function of the normalized response amplitude against the presynaptic AP number. (D) The steady state value of the response amplitude in the depression synapse. The circles are the values obtained from a simulation and the dashed line is the theoretical estimation of Eq. (17). The parameters of all the models are set as $g = 1.88\ nS$, $U = 0.64$, $\tau_d = 200\ ms$, $\tau_f = 25\ ms$, and $\alpha = 0.001$.

continues to supralinearly grow until the eighth presynaptic AP (Fig. 4(C)). The response evoked by the eighth presynaptic AP is much larger compared with the normal facilitation synapse (Figs. 3 and 4(C)). Contrary to the high presynaptic AP rate, the synaptic responses for the low presynaptic AP rate is quite similar to the responses of the facilitation synapse and both synapses exhibit sublinear growth of responses (Figs. 3 and 4(A)). FG is then only observable for a relatively high presynaptic AP rate (Fig. 4(A)–(C)).

The FD, that is not reproducible in the canonical model, is another phenomenon and is observed in Schaffer collateral to CA1 pyramidal synapses. In the FD, the second or the third presynaptic AP induces the strong facilitation of postsynaptic responses and the responses to the latter presynaptic APs are strongly depressed [16]. Analogous to the FG phenomenon the FD phenomenon can be reproduced in the augmented model in the case of high presynaptic AP rate (Fig. 5(A)–(C)). For the low presynaptic AP rate, the second and the third synaptic responses are the largest and the
Fig. 3. Typical behaviors of facilitation synapses to regular presynaptic AP trains. Presynaptic AP rate is (A) 10 sp/s and (B) 40 sp/s. In the top panels in (A) and (B), the responses of a synapse without STP (black-dashed lines) are plotted as the guideline. (C) A function of the normalized response amplitude against the presynaptic AP number. (D) The steady state value of the response amplitude in the facilitation synapse. The circles are the values obtained from a simulation and the dashed line is the theoretical values of Eq. (17). The parameters of all the models are set as $g = 8 \, \text{nS}$, $U = 0.15$, $\tau_d = 15 \, \text{ms}$, $\tau_f = 200 \, \text{ms}$, and $\alpha = 0.001$.

The latter responses are slightly depressed. The following responses gradually get smaller than the third response but are much larger than the first response. For the higher presynaptic AP rate, the synaptic responses are qualitatively similar for the lower presynaptic AP rate. The responses after the third response are, however, strongly depressed and are as same as the first response.

3.1.1 Steady-state analysis in postsynaptic responses for regular presynaptic AP trains

As a next step of the characterization of the synapses, it is analyzed the steady-state value $R_\infty$ of synaptic responses to regular presynaptic AP trains in different frequencies (Figs. 2–5(D)). Figures 2–5(D) display theoretical and numerical predictions of $R_\infty$ for the presynaptic AP rate ranging between 0.5 and 350 sp/s.

In the case of the depression synapse, $R_\infty$ does not change from the first response (0.5 mV) for less than the presynaptic AP rate of 2 sp/s in the depression synapse (Fig. 2(D)). For the higher
Fig. 4. Examples of facilitation growth to regular presynaptic AP trains. Presynaptic AP rate is (A) 10 sp/s and (B) 40 sp/s. In the top panels in (A) and (B), the responses of a synapse without STP (black-dashed lines) are plotted as the guideline. (C) A function of the normalized response amplitude against the presynaptic AP number. (D) The steady state value of the response amplitude in the synapse exhibiting the facilitation growth. The circles are the values obtained from a simulation and the dashed line is the theoretical values of Eq. (17). The parameters of all the models are set as $g = 0.24 \mu S$, $U = 0.005$, $\tau_d = 50$ ms, $\tau_f = 200$ ms, and $\alpha = 4.5$.

presynaptic AP rate, $R_\infty$ monotonically decreases. In contrast, there is a peak in the function of $R_\infty$ against the presynaptic AP rate in the other types of the facilitation synapses (Figs. 3–5(D)). This indicates that an optimal presynaptic AP rate exists for facilitation synapses.

In all the cases except for the FG synapse, the theoretical values of $R_\infty$ successfully predict and trace the numerically obtained values (Figs. 2–5(D)). In the FG case, the theory fails to predict $R_\infty$ obtained from numerical simulations around the peak of the function (Fig. 4(D)). The reason why the theory fails to predict $R_\infty$ for the high presynaptic AP rate is the assumption in yielding the theoretical predictions of the steady-state value. To yield the theoretical values, $g(E - V)$ is approximated as $g(E - V_{\text{hold}})$ in Eq. (13). However, this assumption is only satisfied under the condition where the postsynaptic potential is close to $V_{\text{hold}}$. Around the peak of the function, the next presynaptic AP arrives before $V$ goes back to $V_{\text{hold}}$ enough because the presynaptic AP effect is extremely large. Under this situation, the assumption of the approximation is no longer satisfied.
3.1.2 Mechanisms of FG and FD

In the previous section, it has already been shown the augmented STP model can reproduce both FG and FD (Figs. 4 and 5). The AP effect in the variable $u$ of the augmented STP model has the nonlinearity (Fig. 1(B)), however, it is still unclear how the FG and the FD are realized. To understand the mechanisms of the FG and the FD, not only the AP effect in $u$ but also the dynamics of whole $u$, especially $u^+$, should be analyzed. Since the differential equation of the variable $u$ in Eq. (5) has been transformed into the iterative expression of Eq. (10), the map function analysis is applicable. The map function of Eq. (10) can be described as Eq. (23).

The map functions of all the three types monotonically increase as $u^+_n$ increases (Fig. 6). While the monotonic increase of the map function is a common property among all the types, an alternative property is observed only in the cases of the FG synapse with a high presynaptic AP rate (Fig. 4 lower panel) and the FD synapse (Fig. 5). In these cases, the map function has the slope at $u = 0$. 

Fig. 5. Examples of facilitation-depression to regular presynaptic AP trains. Presynaptic AP rate is (A) 10 sp/s and (B) 40 sp/s. In the top panels in (A) and (B), the responses of a synapse without STP (black-dashed lines) are plotted as the guideline. (C) A function of the normalized response amplitude against the presynaptic AP number. (D) The steady state value of the response amplitude in the synapse exhibiting the facilitation and the depression. The circles are the values obtained from a simulation and the dashed line is the theoretical values of Eq. (17). The parameters of all the models are set as $g = 10$ nS, $U = 0.12$, $\tau_d = 200$ ms, $\tau_f = 150$ ms, and $\alpha = 100$. 

$\bar{g} = 10$ nS, $U = 0.12$, $\tau_d = 200$ ms, $\tau_f = 150$ ms, and $\alpha = 100$. 
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Fig. 6. Map function $h(u_n^+)$ (black solid lines) and trajectory of $u_n^+$ (colored lines) of (A) facilitation synapse, (B) FG synapse, and (C) FD synapse. The parameters of these synapses are the same as Figs. 3–5. The upper and the lower panels are maps in cases of 10 and 40 sp/s rate of presynaptic APs. A black dashed line represents $u_n^+ = u_{n+1}^+$. In (B), the insets are the enlargements in the area of $0 \leq u_n^+ \leq 0.02$ and $0 \leq u_{n+1}^+ \leq 0.02$.

Fig. 7. The dependency of the slope of the map function at $u = 0$ on the presynaptic AP rate described in Eq. (24). (A) facilitation synapse, (B) FG synapse, and (C) FD synapse. The parameters of these synapses are the same as Figs. 3–5. In each panel, the dashed lines are the baseline of unity.

larger than unity. Contrary, the slope is less than unity in the other cases (Fig. 6(B) upper panel and (C)). Besides, the slope is not only determined by the parameter values of the STP model but also is influenced by the presynaptic AP rate (Fig. 4). The theoretically yielded value of the slope of $h(u)$ at $u = 0$ includes a factor of the presynaptic AP rate in Eq. (24). The function of the slope against the presynaptic AP rate is plotted to check how the slope changes with the presynaptic AP rate.

In the case of the facilitation synapse, the slope takes over one at 60 sp/s of the presynaptic AP rate (Fig. 7A). Even though the presynaptic AP rate is higher, the slope does not get larger and almost converges to 1.1. Then, this type of synapse does not exhibit supralinear growth of responses such as the FG and the FD property to the presynaptic AP trains with 10 and 40 sp/s (Fig. 3(A), (B)).

The presynaptic AP train with 15 sp/s allows the slope of the FG synapse to be larger than one (Fig. 7B). This accounts for the sublinear growth of responses to 10 sp/s presynaptic AP trains and
the supralinear growth of responses to 40 sp/s presynaptic AP trains (Fig. 4(A), (B)). Additionally, the slope becomes more than 1.2 when the presynaptic AP rate is over 30 sp/s, different from the case of the facilitation synapse. This is the reason why the supralinear growth of responses is only observed for the high presynaptic AP rate.

The presynaptic AP rate of 3 sp/s is only needed for the slope taking over one in the FD synapse (Fig. 7C). Therefore, the FD synapse exhibits the prominent facilitation in the second response for both 10 and 40 sp/s presynaptic AP trains (Fig. 5(A), (B)). The second response is prominently facilitated but the facilitation in the third response is slightly weakened. This is because the variable \( u_n^+ \) passes through the close point where \( h(u_n^+ - u_n^-) \) is the largest. In addition to this, the dominance of the variables \( x \) and \( u \) switches resulting from the different time scales of these variables. The facilitation effect is, then, weaker in the synaptic responses to later presynaptic APs and the synaptic response is consequently depressed. This is the facilitation-depression switching mechanism in the FD synapse.

3.1.3 Parameter dependency of FG and FD
In the previous section, the mechanisms of the FG and the FD have been analyzed and it has been shown that the shape of the map function \( h(u) \) defined in Eq. (23), especially the slope of \( h(u) \) at \( u = 0 \) described in Eq. (24) is important to decide synaptic responses in the augmented STP model. The synaptic responses realized by the STP model, however, might drastically be dependent on its parameter values. In this section, it is numerically investigated how the synaptic responses of the FG and the FD vary on the parameter space of \( U \) and \( \alpha \). Besides, how the variation of the synaptic responses are affected by the presynaptic AP rate is also evaluated.

For 10 sp/s, the FG phenomenon never occurs in the parameter space. Conversely, when 40 sp/s, the STP model exhibits stronger FG phenomena for smaller \( U \) and larger \( \alpha \) (Fig. 8(A), (B)). More precisely, the values of \( U \) larger than 0.015 does not lead the FG to the STP model. Additionally, even though \( U < 0.015 \) is satisfied, \( \alpha < 1.5 \) induces no FG, indicating that the nonlinearity in the STP model plays a crucial role for the realization of the FG.

When the presynaptic AP arrivals are low rate (10 sp/s), the STP model does not show the FD phenomena in the wide range of the parameter space (Fig. 8(C)). The desired phenomena appear for \( U > 0.33 \). A great influence of \( \alpha \) on the synaptic responses is observed for \( \alpha < 30 \) and a little influence is apparent for the larger \( \alpha \). When presynaptic APs arrive in shorter time (40 sp/s), the FD region is made larger (Fig. 8(D)). Besides, the influence of the change of \( \alpha \) decreases.

3.2 Synaptic responses against random presynaptic AP trains
In the previous sections, the synaptic responses to regular presynaptic AP trains have been demonstrated and characterized in respects with instantaneous and a steady-state behaviors. In more realistic situations, however, presynaptic neuronal activities are not regular, and random presynaptic AP trains seem to be more appropriate for the conditions [33]. In the present section, synaptic responses of the augmented STP model to random presynaptic AP trains are evaluated (Fig. 9).

3.2.1 Mean synaptic responses to random presynaptic AP trains
The functions of the mean responses to random presynaptic AP trains against the mean presynaptic AP rate are quite similar to ones of the steady state values for the regular presynaptic AP trains (Fig. 10 and Figs. 2–5(D)). The qualitative similarity indicates the mean presynaptic AP rates are one of the most important factors for synaptic responses to be qualitatively characterized.

3.2.2 Tuning curve
In the previous section, the mean response has been analyzed as a function against the mean rate of random AP trains (Fig. 10). In the case of a random presynaptic AP train, however, the train involves various ISIs and synaptic responses vary due to the ISIs. To analyze synaptic responses to individual ISIs in an ongoing presynaptic AP train and to understand more details of the natures in the four types of synapses, the tuning curve is employed in this section (Fig. 11). The tuning curve
Fig. 8. Dependency of parameters $U$ and $\alpha$ on FG and FD. The parameter dependency on FG when (A) 10 sp/s and (B) 40 sp/s regular AP trains are applied. The colors indicate values of the fitting parameter $p_1$. A positive value of $p_1$ classifies synaptic responses into FG. (C)(D) The same as (A)(B) but for FD. The color indicates the modes of synaptic responses. Only modes 1 and 3 are regarded as FD. All the parameters of the STP model without $U$ and $\alpha$ are the same as Figs 4 and 5.

is a relationship between a synaptic response and an instantaneous ISI between a presynaptic AP evoking the response and its previous AP.

In the case of $\lambda = 10$ sp/s, the small ISIs around 20 ms weakly depress but the larger ISIs strongly depress the synaptic responses of the depression synapse (Fig. 11(A) filled points). The synaptic responses of $\lambda = 40$ sp/s inherit this trend although the tuning curve is shrink by 1/4 in the horizontal axis (Fig. 11(A) open points). The difference between 10 and 40 sp/s is the absolute value of synaptic responses. Taking into account the first response of the synapse is 0.5 mV, the presynaptic AP train with $\lambda = 40$ sp/s more depress synaptic responses, compared with that with the mean rate of $\lambda = 10$ sp/s.

Responses of the facilitation synapse exhibit more facilitation to the smaller ISIs of the presynaptic AP train with $\lambda = 10$ sp/s (Fig. 11(B) filled points). The larger ISIs have fewer effects to facilitate the synaptic responses and the ISIs larger than 500 ms have no longer the facilitation effects on the synaptic responses. In the case of $\lambda = 40$ sp/s, any ISIs induce the facilitation in synaptic responses of the facilitation synapse (Fig. 11(B) open points). Although the synaptic responses are always facilitated, their effects decrease as the ISIs are larger. In addition, the tuning curve of 40 sp/s locates above that of 10 sp/s, indicating the synapse favors the higher rate presynaptic AP trains.
Fig. 9. Responses of (A) depression synapse, (B) facilitation synapse, (C) FG synapse, and (D) FD synapse for the same random presynaptic AP trains (black vertical bars in each panel). All parameters of each synapse are same as Figs. 2–5. The left and the right panel are cases of 10 and 40 Hz mean rate of presynaptic AP trains.

The FG synapse exhibits a similar trend with the facilitation synapse (Fig. 11(B), (C)). For the $\lambda = 10$ sp/s presynaptic AP train, the responses of the FG synapse is twice as large as that of the facilitation synapse for the ISIs smaller than 300 ms, whereas there are no differences between the responses of the facilitation and the FD synapse for the ISIs larger than 300 ms. Compared with the facilitation synapse, in the case of the FG synapse, there are a much larger gap between the tuning curve of $\lambda = 10$ and 40 sp/s presynaptic AP train. These facts tell us the FG synapse is more sensitive to and is more affected by the presynaptic AP rate than the facilitation synapse.

In the case of $\lambda = 10$ sp/s, The tuning curve of the FD synapse monotonically decreases as the larger ISIs, which is the same property with the facilitation and the FG synapse (Fig. 11(D)). The different things of the FD synapse from these synapses are the following: the responses of the FD
synapse exhibit the facilitation when the ISIs are smaller than 500 ms and the synaptic responses are switched to the depression for the larger ISIs. Additionally, the tuning curve of the smaller $\lambda$ locates below that of the larger $\lambda$ and is almost flat against the ISIs. These are the shared properties with the depression synapse. Therefore, it can also be seen in the tuning curve that the FD synapse has the characteristics of both the depression and the facilitation synapse.

### 3.2.3 Information-theoretic analysis

The analysis with the turning curve has revealed the trend of synaptic responses to instantaneous ISIs in an ongoing random presynaptic AP train in each type of the four synapses. Namely, the relation between the amplitude of synaptic responses to instantaneous ISIs has been evaluated. To evaluate the amount of the information of the instantaneous ISIs in the synaptic responses rather than the amplitude, the information-theoretic analysis is conducted in this section.

In the case of the depression synapse, the information increases until the presynaptic AP rate reaches $\lambda = 1.5$ sp/s (Fig. 12 yellow line). For larger $\lambda$, once the information decreases slightly until 7 sp/s and increases and converges to around 0.4 sp/s in the depression synapse.
Different from the depression synapse, there is an apparent peak in the information of the facilitation synapse against the mean presynaptic AP rate (Fig. 12 light blue line). The peak value of the information is about 2.26 bits. The existence of a peak in the information function is expected because the effects of the STP disappear in small $\lambda$ because small $\lambda$ leads large ISIs which allow all the variables to recover to the baselines. In contrast, large $\lambda$ leads small ISIs and synaptic responses are strongly facilitated. Therefore, the optimal mean presynaptic AP rate ($\lambda_{opt}$) might exist at the mediate level of the mean presynaptic AP rate.

In the case of the FG synapse, $\lambda_{opt}$ is the same as the one of the facilitation synapse and the function of the information is almost the same in $0 \leq \lambda \leq 5$ sp/s (Fig. 12 blue line). In larger $\lambda$, the information of the FG synapse is smaller than that of the facilitation synapse.

The information function in the FD synapse exhibits a similar trend with the functions in the facilitation and the FG synapses (Fig. 12 red line). However, $\lambda_{opt}$ is slightly larger than the other synapses and is 3 sp/s.
4. Conclusions and discussions

In this paper, the augmentation of a canonical phenomenological model of short-term plasticity (STP) has been proposed by introducing the nonlinearity to reproduce postsynaptic responses observed in some target-specific synapses such as facilitation growth (FG) and facilitation-depression (FD), which are not reproducible in the canonical model. As a result, the introduction of the nonlinearity leads the model to the success to trace the FG and the FD. Besides, the augmented model is designed as its computational efficiency is almost the same as the canonical model, indicating the augmented model is usable in large-scale neural network simulations. The choice of the nonlinear function contributes to the computational efficiency of the augmented model.

The mechanisms of short-term depression and facilitation are widely and intensively analyzed in empirical and theoretical studies but are still unclear. Some theoretical studies with numerical simulations suggest several hypotheses of the mechanisms [9]. While there are some hypotheses of the depression and the facilitation, a common key factor is calcium in a presynaptic bouton. In particular, sensors of residual calcium, calcium-channel facilitation, and calcium-buffer saturation are discussed as the candidates of the facilitation mechanisms, and these factors can contribute to the facilitation not only individually but also multiply. Due to these factors or the cooperation of these factors, the neurotransmitter-release probability might complicatedly change and might prominently accelerate the increase and the decrease of the release probability, which is focused on and is expressed by the nonlinearity of the augmented STP model in the current study. Even though the nonlinearity in the augmented model derives from the suggested factors or their combinations, they are still under discussion and the mechanisms of the depression and the facilitation are not clarified yet. However, the nonlinearity introduced in the current study works well in the augmented model that can well trace or reproduce the FG and the FD behaviors. This fact lets the author believe the nonlinearity is the simplified form of the factors or their combinations so that introducing the nonlinearity leads the canonical phenomenological model to succeed in the reproductions of the synaptic responses such as the FG and the FD that are never observed in the canonical phenomenological model.
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