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Abstract—Network topology identification (TI) is an essential function for distributed energy resources management systems (DERMS) to organize and operate widespread distributed energy resources (DERs). In this paper, discriminant analysis (DA) is deployed to develop a network TI function that relies only on the measurements available to DERMS. The propounded method is able to identify the network switching configuration, as well as the status of protective devices. Following, to improve the TI resiliency against the interruption of communication channels, a quadratic programming optimization approach is proposed to recover the missing signals. By deploying the propounded data recovery approach and Bayes’ theorem together, a benchmark is developed afterward to identify anomalous measurements. This benchmark can make the TI function resilient against cyber-attacks. Having a low computational burden, this approach is fast-track and can be applied in real-time applications. Sensitivity analysis is performed to assess the contribution of different measurements and the impact of the system load type and loading level on the performance of the proposed approach.
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LIST OF ABBREVIATIONS

| DA       | Discriminant Analysis |
|---------|-----------------------|
| DERs    | Distributed Energy Resources |
| DERMS   | DERs Management Systems |
| DMS     | Distribution Management Systems |
| ROC     | Receiver Operating Characteristic |
| TI      | Topology Identification |

I. INTRODUCTION

VARIOUS functions have been developed until now for the management of traditional distribution systems, with the main objective of distributing electricity among scattered loads. However, the increase in the penetration of distributed energy resources (DERs) has fundamentally altered the logic of these functions since their contribution to the supply of the demand can greatly influence the operation of distribution systems. Besides, the coordination of these units is not straightforward since each unit has its own unique static and dynamic characteristics [1]. This has led to a turning point, where, with the current design, distribution management systems (DMS) cannot exploit the capabilities of DERs in the management of distribution systems [2].

To address this issue, a variety of software-based solutions have been developed by the utilities and industry, referred to as distributed energy resources management systems (DERMS) [3], to cover the gap between managing the distribution system as a whole entity and managing the DERs [4]. The main objective of DERMS is to aggregate, monitor, and operate the widely dispersed DERs to provide maximum grid support [5].

Logically, access to the full-detail model of the distribution network is not necessary for DERMS, but it is crucial to have a simplified hierarchy of the network organization that addresses the feeder section, feeder circuit, and substation of the DERs [1], [4]. Fig. 1 presents a typical network organization hierarchy [1]. This organization hierarchy is not a static structure as it depends on the topology of the system, which is subjected to continuous changes due to the operation of protective devices or network reconfiguration operations for load transferring, planned outage services, load balancing, etc. [1]. Therefore, the identification of the real-time network topology is essential for DERMS to form the hierarchy organization and consequently, operate the DERs.

Unlike transmission networks, the status of all the circuit breakers and protective devices is not available in distribution systems [6]. Therefore, developing a function to process the network topology is crucial in distribution systems [7]. Until now, different statistical and artificial intelligence techniques have been deployed for this purpose, as follows.

- Maximum likelihood approach [6]: this approach has been suggested for the identification of the network topology, by utilizing real-time measurements and the mean and covariance of the injected powers to all the network buses.
- Recursive Bayesian approach [7]: the recursive Bayesian approach has been employed for the topology identification (TI) problem, by evaluating the state estimation error in all the possible network topologies, and predicting the most probable topology, in a recursive manner.
- Mixed-integer quadratic programming approach [8]: a mixed-integer quadratic programming solution has been provided for the TI, based on minimizing the weighted square of the state estimation error. This approach is only applicable if the network is radially operated. In addition, the proposed formulation only applies to balanced networks.
- Nonconvex combinatorial optimization approach [9]: the
TI problem has been formulated as a nonconvex combinatorial optimization problem and a meter placement strategy has been adopted to ensure a unique solution. One of the drawbacks of this approach is that it does not support studying the weakly-meshed configurations. Furthermore, to employ this approach, meters should be of a specific type, i.e., measure the voltage and power transactions of system nodes together.

- **Mixed-integer nonlinear programming approach [10]:** when only current measurements are available, it has been demonstrated that TI can be described as a mixed-integer nonlinear programming problem. This approach is based on minimizing the state estimation error. The application of this approach is restricted only to the networks that are equipped with line current sensors. If instead, other types of measurements are available, this approach will not provide a solution.

- **Event-triggered approach [11]:** TI has been achieved by integrating an event-triggered TI stage to state estimation. This approach employs the recursive Bayesian approach of [7] only to track the change of the network topology.

- **Fuzzy logic model approach [12]:** a fuzzy logic model has been developed to identify the operation of protective devices. This approach does not provide the capability to identify the network switching configuration.

- **Artificial neural network approach [13]:** a feed-forward artificial neural network has been employed to evaluate the posterior probability of different network topologies, by applying the normalized exponential function as the output layer activation function.

Table I summarizes the capabilities and applications of these approaches. As noted, the applications of some of them are restricted to particular distribution systems. Besides, most of these approaches are based on minimizing the state estimation error, which requires accessing the full network model and pseudo-measurements. Since these approaches are originally developed for DMS, having access to this information has been presumed. In the case of DERMS, however, the availability of this information is debatable [1], [4]. It should also be remarked that in distribution systems, the quality of demand estimation is poor and pseudo-measurements generally contain a high level of uncertainty [14]. This situation has been aggravated by the wide utilization of electric vehicles and flexible demands, which introduce further uncertainty to the system. Therefore, even if available, pseudo-measurements are not reliable and it is beneficial if TI can be implemented without relying on them.

While deploying information technologies streamlines the system management, it can cause more dependencies between the physical and cyber components, which makes the system more vulnerable to natural disasters and cyber-attacks [15]. In fact, proneness to loss of online data has undermined the popularity of the approaches that rely on online measurements in practice, especially when the system may face the loss of multiple signals, because of, e.g., interruption of communication channels, or cyber-attacks. Securing the power system management against cyber-attacks has been the subject of many recent studies, like [16] and [17]. This highlights the importance of resiliency in the development of a TI function. None of the reviewed TI approaches is resilience-oriented.

This paper is dedicated to developing a topology identification function for distribution networks that relies only on the measurements available to DERMS. These measurements include the operating condition of the grid and DERs [1]. Considering the applicability of discriminant analysis (DA) as a widely-used statistical classifier, DA is employed for this purpose. While originally developed for DERMS, this method is applicable for DMS too since DMS and DERMS share the DERs measurements [1]. To enhance the resiliency of the proposed TI function against the interruption of communication channels, a quadratic programming optimization approach is proposed to recover the missing signals. Following, by deploying this data recovery approach and Bayes’ theorem, a benchmark is introduced to detect if some measurements contain anomalous values. This benchmark makes the proposed TI function resilient against cyber-attacks. This approach requires a lower processing time, which makes it suitable to be employed in real-time applications. This approach is able to consider weakly-meshed configurations, works with any type of mea-

![Fig. 1. A typical distribution network organization hierarchy [1].](image-url)
measurements, can treat unbalanced networks, and can be applied to identify the switching configuration and the operation of protective devices.

Following, the application of DA to TI is elaborated in Section II. In this section also an optimization-based approach is proposed to enhance the resiliency of the TI function. The propounded method is examined on a modified version of the IEEE 123 node test feeder. This test system is described in Section III and the results are discussed in Section IV. Sensitivity analysis is conducted in Section V. Section VI concludes the paper.

II. METHODOLOGY

Since network topologies are distinctive, TI is basically a classification problem. Classification techniques are categorized into statistical and artificial intelligence techniques. DA is a widely used statistical classifier [18] that has already proven its capability in different fields of science, e.g., financial studies [19], biomedical studies [20], earth science [21], etc. DA has also been applied in the field of power system studies, from load forecasting [22], load modeling [23], and fault detection [24], to assessing the power system security [25].

Let $X$ be an observation that contains $n$ predictors as $X = [x_1, ..., x_n]$ (a predictor is a system’s feature that is employed for the classification and an observation is a set that contains all the predictors). Suppose $X$ may belong to $K$ different classes and $p_k$ is the prior probability of $X$ associating with the $k$th class (the portion of the observations in the training set that are associated with the $k$th class). Assume that $f_k(X)$ is the density function of the $k$th class. The Bayes’ theorem states the probability of $X$ associating with the $k$th class, $p(\text{class} = k|X)$, as [27]:

$$p(\text{class} = k|X) = (f_k(X)p_k)/\sum_{i=1}^{K} f_i(X)p_i \quad (1)$$

DA assumes a multivariate normal distribution for each class as:

$$f_k(X) = \frac{\exp\left(-0.5(X-M_k)^{T}\Sigma_k^{-1}(X-M_k)\right)}{(2\pi|\Sigma_k|)^{0.5}} \quad (2)$$

where $M_k$ ($1 \times n$) and $\Sigma_k$ ($n \times n$) are the mean and covariance of the normal distribution for the $k$th class, respectively.

Classification to the largest probability will make the smallest expected number of misclassifications [27]. Therefore, DA assigns each observation to the class with the largest probability. This is equivalent to assigning to the class with the largest $\delta_k(X)$, as [28]:

$$\delta_k(X) = -0.5(X-M_k)^{T}\Sigma_k^{-1}(X-M_k)-0.5\log|\Sigma_k|+\log p_k \quad (3)$$

In this paper, maximum a posteriori estimation [29] is employed to form the Discriminant analysis model in the training phase, i.e., determining the mean vector and the covariance matrix concerning each network topology. While the normal distribution is assumed in DA, it has been demonstrated that DA is robust to the violation of this assumption [30], especially when predictors are continuous and bounded [31], like in the case of distribution systems.

A. Discriminant Analysis for Topology Identification

The topology of a distribution system changes mainly due to network reconfiguration operations and faults. Therefore, the proposed method is supposed to identify the network switching configuration and the status of protective devices, employing the measurements available to DERMS. In this regard, it is supposed that DERs and the MV-side of the HV/MV substation are equipped with PQV sensors (that measure the active power ($P$), reactive power ($Q$), and the connecting voltage, in the case of DERs, and the MV-side voltage, in the case of the substation ($V$)) [32]. The distribution system may be unbalanced and contain both the three- and one-phase parts. It may also contain auto-regulators, which make the identification process more arduous since they apply control actions on the system that DERMS might be ignorant of.

Without loss of generality, it is assumed that DERs are operated under a constant power factor (Irish regulations [33]). Therefore, the DERs reactive power generation does not contain new information; also since the network is unbalanced, the negative sequence component of the voltage should be considered in addition to the positive sequence component, resulting in three available measurements from each of the DERs: $P_{\text{DER}−j}$ (the active power generation of the $j$th DER), $V_{\text{DER}−j}^{+}$, and $V_{\text{DER}−j}^{−}$ (the positive and negative sequence components of the $j$th DER voltage, respectively). From the substation, four measurements are available: $P_{\text{sub}}$, $Q_{\text{sub}}$ (the active and reactive powers, respectively), $V_{\text{sub}}^{+}$, and $V_{\text{sub}}^{−}$ (the positive and negative sequence components of the MV-side voltage, respectively).

It should be emphasized that in this approach, we do not consider the objective of network reconfiguration operations, but instead, to form the training and test data sets, all the possible configurations are considered and in each configuration, all the probable variations of loads consumption and DERs generation are simulated. In this order, whatever the objective of network configuration is, it will include a subset of this data set.

B. Enhancing The Resiliency

As discussed, the loss of multiple signals and malicious data are two phenomena that jeopardize the applicability of approaches relying on online measurements in practice. In this section, an approach is proposed to recover the original values of the measurements that are missing or suspected to contain anomalous values. From now on, they are referred to as the missing signals.

Suppose $X = [x_1^u, ..., x_n^u]$ is an observation that belongs to the $k$th class (that we are unaware of) and it contains $n$ predictors. Let $X^u = [x_1^u, ..., x_l^u]$ contain the missing signals and $X^v = [x_{l+1}^v, ..., x_n^v]$ include the available signals, with $l$ the number of missing signals and $q$ the number of available signals, such that $l + q = n$. Assume that the minimum $(X_{\text{min}}^u = [\min(x_1^u), ..., \min(x_l^u)])$ and maximum
\( X_{\text{max}}^u = \max(\{x_1^u, \ldots, x_p^u\}) \) of the missing signals are known (considering the range of their variations in the training set). In the training process, DA looks for \( M \) and \( \Sigma \) which maximize \( \delta \) in (3) for the correct class; here, \( M \) and \( \Sigma \) are given, but some predictors are missing. The idea is to determine the values of the missing signals such that \( \delta \) gets to its maximum for the \( k \)th class, subject to the missing signals being confined to their known range of variations as:

\[
\max_{X^u} \delta_k([x_1^u, \ldots, x_p^u, \ldots])
\]

Subject to: \( X_{\text{min}}^u \leq X^u \leq X_{\text{max}}^u \) \( \cdots (4) \)

Substituting \( \delta_k(x) \) from (3) into (4) gives:

\[
\max_{X^u} \left( \sum_{i=1}^{p} \left( \sum_{k=1}^{K} \alpha_{ik} \right) T \right) - 0.5 \sum_{i=1}^{p} \sum_{k=1}^{K} \alpha_{ik} \sum_{q}^{q} \Psi_{ku} \Psi_{ku}^T
\]

Subject to: \( X_{\text{min}}^u \leq X^u \leq X_{\text{max}}^u \) \( \cdots (5) \)

As \( |\Sigma_k| \) and \( p_k \) are independent of \( X^u \), they can be omitted in (5). In addition, considering the minus sign, (5) can be rewritten as:

\[
\min_{X^u} \left( \sum_{i=1}^{p} \left( \sum_{k=1}^{K} \alpha_{ik} \right) T \right) - 0.5 \sum_{i=1}^{p} \sum_{k=1}^{K} \alpha_{ik} \sum_{q}^{q} \Psi_{ku} \Psi_{ku}^T
\]

Subject to: \( X_{\text{min}}^u \leq X^u \leq X_{\text{max}}^u \) \( \cdots (6) \)

Suppose \( X \) is rephrased to form \( X^{\text{ref}} = \{X^u, X^v\} \), such that the available and missing signals are separated. Suppose also \( M_k \) and \( \Sigma_k \) are rephrased in compliance to form \( M_k^{\text{ref}} = \{M_k^u, M_k^v\} \) and \( \Sigma_k^{\text{ref}} \), respectively. Let \( \Psi_k \) denote the inverse of \( \Sigma_k^{\text{ref}} \):

\[
(\Sigma_k^{\text{ref}})^{-1} = \Psi_k = \begin{bmatrix} \Psi_{ku} & \Psi_{kv} \\ \Psi_{ku} & \Psi_{kv} \end{bmatrix}
\]

where \( \Psi_{ku}, \Psi_{kv}, \Psi_{ku}, \) and \( \Psi_{kv} \) are \( l \times l \) and \( q \times q \) matrices, respectively.

Considering (7) and the rephrased terms, (6) can be presented as:

\[
\min_{X^u} \left( \sum_{i=1}^{p} \left( \sum_{k=1}^{K} \alpha_{ik} \right) T \right) - 0.5 \sum_{i=1}^{p} \sum_{k=1}^{K} \alpha_{ik} \sum_{q}^{q} \Psi_{ku} \Psi_{ku}^T
\]

Subject to: \( X_{\text{min}}^u \leq X^u \leq X_{\text{max}}^u \) \( \cdots (8) \)

Since \( X^u \Psi_k^{\text{ref}} [X^v - M_k^v]^T \) and \( X^u \Psi_k^{\text{ref}} [M_k^u]^T \) are of scalar type, we have:

\[
X^u \Psi_k^{\text{ref}} [X^v - M_k^v]^T = (X^v - M_k^v)^T (X^u)^T
\]

By considering (9) and omitting the parts that are independent of \( X^u \), (8) is simplified as:

\[
\min_{X^u} \left( 0.5 X^u \Psi_k^{\text{ref}} (X^u)^T + R_k (X^u)^T \right)
\]

Subject to: \( X_{\text{min}}^u \leq X^u \leq X_{\text{max}}^u \) \( \cdots (10) \)

where \( R_k \) is defined as:

\[
R_k = 0.5 \left( [X^v - M_k^v]^T (\Psi_k^{uu} + (\Psi_k^{uv})^T) - M_k^v (\Psi_k^{uu} + (\Psi_k^{uv})^T) \right)
\]

Equation (10) is an \( l \)-variable quadratic programming problem that can be solved by setting the gradient of the objective function equal to zero and checking the positive definiteness of the Hessian matrix \( (\Psi_k^{uu}) \) and lower/upper bounds. Since the true class of \( X \) is unknown, (10) should be solved for all the classes, resulting in \( K \) sets of values for the missing signals. Now, the maximum amount of (3) with different sets represents the most probable class and hence, the best matching set of recovered signals.

### C. Anomaly Detection

In addition to the loss of multiple signals, the TI approach should be resilient against malicious data. In this subsection, a benchmark is introduced to detect if one or a group of measurements contain anomalous values. Suppose the measurements from a specific meter, i.e., \( X^s = \{x_1^s, \ldots, x_p^s\} \), are suspected to contain anomalous values. Considering (10), the information of the other measurements can be exploited to estimate the normal value of \( X^s \), i.e., \( X^r = \{x_1^r, \ldots, x_p^r\} \). To discern if \( X^s \) is anomalous, the idea is to compare the likelihood of \( X^r \) associating with any of the network topologies, i.e., \( \cup_{i=1}^{K}(k_i) \), to that of \( X^s \), where \( \cup_{i=1}^{K}(k_i) \) denotes the union of all the possible topologies. For this purpose, the likelihood ratio, denoted by \( \alpha = \Lambda(X^r : X^s) \cup_{i=1}^{K}(k_i) \), is employed as a benchmark to detect if \( X^s \) is anomalous. The likelihood ratio is defined as:

\[
\alpha = \Lambda(X^r : X^s) \cup_{i=1}^{K}(k_i) = \frac{p(\cup_{i=1}^{K}(k_i)|X^r)}{p(\cup_{i=1}^{K}(k_i)|X^s)}
\]

If \( X^s \) is anomalous, the probability of \( X^s \) to be associated with any of the topologies would be small, which results in high values for \( \alpha \). If, on the other hand, \( X^s \) is normal, \( \alpha \) is expected to take smaller values (close to 1).

Since the network topologies are distinctive, (12) can be rewritten as:

\[
\alpha = \left( \sum_{i=1}^{K} p(k_i|X^r) \right) / \left( \sum_{i=1}^{K} p(k_i|X^s) \right)
\]

According to Bayes’ theorem, \( p(k_i|X) \) is equal to \( p(X|k_i)p(k_i)/p(X) \). Therefore, we have:

\[
\alpha = \left( \sum_{i=1}^{K} f_k(X^r) \rho_k / p(X^r) \right) / \left( \sum_{i=1}^{K} f_k(X^s) \rho_k / p(X^s) \right)
\]

Assuming that there is no privilege to choose \( X^r \) over \( X^s \), or in other words, no prior judgment is made about \( X^s \) being anomalous, \( p(X^s) / p(X^r) \) would be equal to one, which gives the following benchmark to detect if \( X^s \) is anomalous.

\[
\alpha = \left( \sum_{i=1}^{K} f_k(X^r) \rho_k \right) / \left( \sum_{i=1}^{K} f_k(X^s) \rho_k \right)
\]

It is worth emphasizing that the quadratic programming data recovery approach is applicable only when some mea-
Fig. 2. The IEEE 123 node test feeder, integrated with 6 DERs.

| TABLE II | NETWORK TOPOLOGIES |
|----------|-------------------|
| **Switching Configurations** | **C1** | **C2** | **C3** | **C4** | **C5** | **C6** |
| $S_{13-152}$ | 0 | 0 | 1 | 0 | 0 | 0 |
| $S_{60-160}$ | 0 | 0 | 0 | 0 | 1 | 0 |
| $S_{97-197}$ | 0 | 0 | 0 | 0 | 0 | 1 |
| $S_{151-300}$ | 1 | 0 | 0 | 0 | 0 | 0 |
| $S_{18-135}$ | 0 | 0 | 0 | 0 | 0 | 1 |

| **P. Devices** | **Cx-00** | **Cx-01** | **Cx-10** | **Cx-11** |
|----------------|------------|------------|------------|------------|
| PD$_{18}$ | 0 | 0 | 1 | 1 |
| PD$_{76}$ | 0 | 1 | 0 | 0 |

*0 represents close; 1 represents open.

measurements are not available or contain anomalous values. In this case, first, (10) is used to predict the original values of the missing or anomalous measurements and then (3) is applied to predict the network topology with the recovered measurements values. Should it be not the case, (3) is directly applied using the original measurements values.

III. STUDY SYSTEM

The IEEE 123 node test feeder in Fig. 2 is used as the test system [34]. This system operates at a nominal voltage of 4.16 kV and includes 3-phase, 2-phase, and 1-phase overhead lines and underground cables. This system also contains four shunt capacitor banks and four auto-regulators. Loads are unbalanced with constant current, impedance, and power. There are 16 switches in this system, five of which are used for network reconfiguration operations: $S_{13-152}$, $S_{60-160}$, $S_{97-197}$, $S_{151-300}$, and $S_{18-135}$ ($S_{94-54}$ is a one-phase switch and as its operation insignificantly changes the system operating condition, it is not considered here).

To simulate a high DERs penetrated system, the test system is modified by placing six DERs at buses 8, 18, 44, 57, 76, and 105 (DER1 to DER6 respectively) with the mean active power generation of 100, 100, 70, 200, 300, and 80 kW, respectively (about 7% penetration). Defining a reconfiguration zone as an artificial area surrounded by the network switches, DERs are located such that in each zone at least one of the DERs (and hence one measurement point) exists. It will be discussed later that the proposed approach is still potent, in case this assumption is neglected; also since DERMS are purposeful for a distribution system with a noticeable DERs penetration, this assumption is practical. Two protective devices are also placed at buses 18 and 76 ($PD_{18}$ and $PD_{76}$).

Considering the network switches, six possible configurations do not lead to the interruption of the system loads. They are labeled as configuration 1 (C1) to configuration 6 (C6). Table II presents the details. Only in C2 the network is weakly-meshed, while in the other five configurations, the network is radial. In each switching configuration, four statuses can be assumed for the two protective devices, resulting in a total of 24 possible topologies, and hence, classes to be identified. Fig. 3 depicts a schematic diagram for the proposed DA approach.

IV. SIMULATION RESULTS

In this section, first, the results of DA and then the results of the proposed data recovery approach are presented.

A. Topology Identification

Monte Carlo simulations (mean=1 and standard deviation=0.3) are used to explore different load values (15000 simulations per topology and 360000 simulations cumulatively). In these simulations, to capture the variations in the DERs active power generation, in addition to the loads...
active power consumption, the active power generation of DERs is varied too, within their range of variation. The high number of simulations ensures that all the variations of the DERs active power generation are considered. As mentioned before, due to the Irish regulations, the DERs power factor is assumed unchanged (0.95 lead). Another option is to consider different set points for the DERs, by sweeping their active power generation from zero to the rated power, and for each set point, Monte Carlo simulations are conducted. As we tried this scenario, no noticeable change was observed in the performance of the proposed approach. The measurement noise is simulated as an independent zero-mean Gaussian with a standard deviation of 1%. 90% of the simulations are used to train DA and the remainder 10% are used to form the test set (per configuration).

Receiver operating characteristic (ROC) analysis is a common tool to evaluate the performance of classifiers in the training phase [35]. In this analysis, in spite of 0.5, other thresholds (a real parameter between zero and one) are considered for the classification in (1) and the true-positive rate (fraction of correct classification) versus false-positive rate (fraction of misclassification) are depicted at different thresholds for each class. The area under a ROC curve, $AUC$, indicates the overall performance of a classifier. An ideal ROC curve hugs the top left corner that results in an $AUC$ of 1. Fig. 4 depicts the ROC curves for all the 24 network topologies. As noticed, the ROC curves show that DA performs near to ideal for this problem, such that all the curves are close to the top left corner, even for the farthest curve associated with the C5-11 topology ($AUC=0.995$).

After the training phase, DA is implemented on the test set. To access the performance of the proposed approach, three of the approaches reviewed in Section I, that have the same capabilities and applications as DA's, namely artificial neural network [13], recursive Bayesian [7], and maximum likelihood [6], are implemented on this test feeder, as well. Table III presents the misidentification rate of DA and its counterparts, for each switching configuration. In this table, to facilitate the comparison, the results are combined, such that topologies with the same switching configurations are considered together (for example the results of C1-00, C1-01, C1-10, and C1-11 are combined to form C1).

Considering the results provided in Table III, while the artificial neural network approach is somehow successful in identifying the correct topology, but its misidentification rate is greater than that of DA, especially in regard to identifying the status of the protective devices. Furthermore, the 61.98\% misidentification rate concerning the weakly-meshed configuration, C2, shows that the recursive Bayesian approach fails to distinguish this configuration from the others. The superiority of DA over the recursive Bayesian approach can be justified by considering that unlike DA, the recursive Bayesian approach does not make use of the covariance of the measurements in its formulation, but only their variances. It can also be noticed that the performance of the maximum likelihood approach for this case study is poor. The main reason is that this method is based on linearizing the power flow equations around the mean of the pseudo-measurements.

TABLE III
THE PERFORMANCE OF DIFFERENT TI APPROACHES IN IDENTIFYING THE CORRECT NETWORK TOPOLOGY: THE MAIN CASE.

| Actual SC | DA | ANN [13] | RB [7] | ML [6] |
|-----------|---|---------|-------|-------|
| C1        | 0.00\% | 1.33\% | 0.04\% | 7.29\% | 0.65\% | 2.65\% | 0.06\% | 33.91\% |
| C2        | 0.38\% | 5.55\% | 0.71\% | 5.71\% | 61.98\% | 1.53\% | 0.40\% | 28.44\% |
| C3        | 0.00\% | 0.20\% | 0.00\% | 2.96\% | 0.00\% | 0.00\% | 2.80\% | 47.43\% |
| C4        | 0.00\% | 1.47\% | 0.00\% | 7.67\% | 0.00\% | 3.80\% | 4.21\% | 45.87\% |
| C5        | 0.00\% | 0.27\% | 0.00\% | 4.88\% | 0.02\% | 2.82\% | 21.65\% | 27.27\% |
| C6        | 0.03\% | 1.82\% | 1.04\% | 3.42\% | 0.16\% | 4.57\% | 11.88\% | 40.40\% |

Average: 1.44\% | 0.50\% | 5.32\% | 10.47\% | 2.66\% | 6.82\% | 37.22\%

ANN = Artificial Neural Network, RB = Recursive Bayesian, ML = Maximum Likelihood.

As noticed, the ROC curves show that DA performs near to ideal for this problem, such that all the curves are close to the top left corner, even for the farthest curve associated with the C5-11 topology ($AUC=0.995$).

Afterward, (10) is employed to recover the values of the missing signals. Table IV shows the correlation coefficients between the recovered and actual values of the missing signals.

The problem is, the auto-regulators in this test feeder make the system’s behavior absolutely nonlinear. In addition, pseudo-measurements generally contain a high level of uncertainty, which results in high deviations around their mean in the simulations. This has made the linearity assumption more inaccurate. In fact, when we decreased the standard deviation of the simulations from 0.3 to 0.03, the performance of the maximum likelihood approach was comparable to DA’s, but this case would not present a practical distribution system.

B. Recovery of Missing Signals to Enhance Resiliency

To examine the performance of the proposed data recovery approach, the interruption of the communication channels from the substation or one of the DERs is simulated, resulting in simultaneous loss of four signals in the former case or three signals in the latter cases. Without a recovery plan, considering the mean values in the training set for the missing signals seems like the most logical choice. Fig. 5 presents the performance of DA in this scenario. As noted, DA can no longer predict the correct configuration, especially for the cases in which the communication from DER4, DER5, or DER6 is interrupted. This establishes the vulnerability of DA under the interruption of communication channels.

Fig. 5. The success rate of DA in TI, subjected to loss of the communication from one unit: considering the mean values in the training set for the missing signals.

The problem is, the auto-regulators in this test feeder make the system’s behavior absolutely nonlinear. In addition, pseudo-measurements generally contain a high level of uncertainty, which results in high deviations around their mean in the simulations. This has made the linearity assumption more inaccurate. In fact, when we decreased the standard deviation of the simulations from 0.3 to 0.03, the performance of the maximum likelihood approach was comparable to DA’s, but this case would not present a practical distribution system.

B. Recovery of Missing Signals to Enhance Resiliency

To examine the performance of the proposed data recovery approach, the interruption of the communication channels from the substation or one of the DERs is simulated, resulting in simultaneous loss of four signals in the former case or three signals in the latter cases. Without a recovery plan, considering the mean values in the training set for the missing signals seems like the most logical choice. Fig. 5 presents the performance of DA in this scenario. As noted, DA can no longer predict the correct configuration, especially for the cases in which the communication from DER4, DER5, or DER6 is interrupted. This establishes the vulnerability of DA under the interruption of communication channels.

Afterward, (10) is employed to recover the values of the missing signals. Table IV shows the correlation coefficients between the recovered and actual values of the missing signals.

It can be noticed that the proposed approach has recovered $v^-$
TABLE IV

| Signal | The unit from which the communication is interrupted |
|--------|-----------------------------------------------------|
|        | Sub | DER1 | DER2 | DER3 | DER4 | DER5 | DER6 |
| $v^+$  | 0.03 | 0.52 | 0.51 | 0.99 | 0.98 | 0.99 | 0.99 |
| $v^-$  | 0.98 | 0.98 | 0.98 | 0.99 | 1    | 0.98 | 1   |
| $P$    | 0.93 | 0.84 | 0.84 | 0.78 | 0.82 | 0.83 | 0.82 |
| $Q$    | 0.95 |      |      |      |      |      |      |

with a high correlation to the actual values. The correlation coefficients are also high for $P$ and $Q$. However, the correlation is relatively low regarding $V^+$ for the cases that the communication from DER1 or DER2 is interrupted. The main reason for that is these two DERs are electrically close to each other and therefore, there exists a high correlation between their voltage values (99.79%), and hence, they are redundant regarding the classification process. Another point is that this approach has failed to recover the values of $V^+$ for the case in which the communication from the substation is interrupted. This is mainly because the transformer at the substation controls the $V^+$ of the substation MV-side (and not the $V^-$) and therefore, its contribution to the classification process is insignificant.

Fig. 6 presents the performance of DA with the recovered signals. Comparing to the results shown in Fig. 5, great enhancement in the performance of DA is noticeable, especially in the recognition of the correct switching configuration. The only exceptions are C6 and C1, for the cases in which communication from DER3 and DER6 is interrupted, respectively. Considering the recovered versus actual values of $V^+$ for these cases in Figs. 7 and 8, respectively, it can be noticed that for a small portion of the observations, this approach has recovered incorrect values (C2 instead of C6 in the former and C2 instead of C1 in the latter case) and that is the main reason for the incorrect identification of the switching configuration in these cases. This implies that hardening the communication from DER6 and DER3 has a higher priority, regarding the resilient identification of the switching configuration.

It should be remarked that instead of recovering the missing signals, an alternative idea is to build a model bank, in which each model is trained without measurements from one of the units, and these models would be employed in the case of the communication interruption. However, this does not provide the ability to detect anomalous measurements, nor is it applicable if, e.g., only one signal is not available.

As, according to the results provided in Fig. 6, the least accuracy of DA in identifying the correct switching configuration is concerned with the DER3 communication interruption, this case is selected to compare the performance of DA with the performance of its counterparts. Table V presents the results. It can be seen that under this scenario, the performance of the artificial neural network approach has greatly deteriorated, which highlights its susceptibility. The performance of the other two approaches is still not acceptable.

C. Detecting Anomalous Measurements

To simulate anomalous measurements, at each step, the measurements from one of the DERs are multiplied by 0.9, to examine a negative bias, and then 1.1, to examine a positive bias. $\alpha$ is calculated with the manipulated values, as well as the original values. Fig. 9 presents the percentage of the data points placed in each specified range of $\alpha$. As noted, with the original values, for the majority of the data points $\alpha$ is below 60 (more than 92% of the data points, in all the scenarios), while with the manipulated values, $\alpha$ takes larger values (above 60 for over 95% of the data points, in all the scenarios).
scenarios), showing that $\alpha$ is an effective benchmark to detect anomalous measurements.

Table VI compares the performance of the proposed approach with the performance of its counterparts in the case that the DER3 measurements contain manipulated values. It can be noted that the performance of DA is similar to the case that DER3 communication is interrupted. This is because with the use of the proposed benchmark, $\alpha$, the manipulated measurements are successfully identified and replaced with the recovered values. On the contrary, the performance of the recursive Bayesian and maximum likelihood approaches is greatly influenced, such that they no longer can identify the correct switching configuration. The artificial neural network approach also does not provide an accurate solution either. In fact, this was expected as these approaches are not resilience-oriented.

V. SENSITIVITY ANALYSIS

In this section, firstly the performance of the proposed approach is investigated assuming different configurations of DERs in the network, and then, the impact of the load type and loading level is studied.

A. Assessing The Contribution of DERs

To investigate how the number and configuration of measurement points would influence the performance of the proposed topology identification method, firstly the model is trained and tested without the measurements from one of the units (substation or DERs). Fig. 10 presents the results. It is noted that regarding the identification of the network switching configuration, the method is still efficacious, while regarding the identification of the status of the protective devices, the performance of the model decreases to some extent in all the switching configurations without the measurements from the substation or DER5. It can be inferred that having a measurement unit in these areas has a high contribution to the identification of the status of the protective devices.

Afterward, the model is trained and tested without the measurements from two of the units. Fig. 11 presents the percentage of switching configuration misclassification on average in ascending order (the left axis) and per configuration (the right axis). Confusion matrix is often used to interpret the results of classification models. This matrix summarizes the percentage of correct and incorrect predictions, broken down by each class [28]. Table VII presents selected columns of the confusion matrices for this case. Considering Fig. 11 and Table VII together, it can be noticed that almost in each combination of two of the units. Fig. 11 presents the results. It is

Misidentification of protection devices status
Misidentification of switching configuration
Correct identification

Fig. 10. The success rate of DA in TI: DA was trained and tested without the measurements from one of the units.

**TABLE VI**

| Method | Resilient DA | ANN [13] | RB [7] | ML [6] |
|--------|--------------|----------|--------|--------|
| $\alpha$ | SC PDS | SC PDS | SC PDS | SC PDS |
| C1     | 0.70% 3.37% 12.75% 18.08% 100% 0.00% 0.00% 75.00% |
| C2     | 2.60% 2.83% 96.21% 0.10% 100% 0.00% 100% 0.00% |
| C3     | 0.00% 1.50% 0.00% 7.54% 0.00% 100% 0.00% |
| C4     | 0.00% 2.37% 0.00% 10.88% 0.00% 100% 0.00% |
| C5     | 0.00% 0.52% 0.00% 12.00% 0.00% 100% 0.00% |
| C6     | 10.32% 1.63% 0.00% 8.83% 0.00% 72.78% 0.00% |
| Average| 2.27% 2.04% 18.20% 6.99% 66.67% 24.85% 83.33% 12.50% |

**TABLE VII**

| Units without measure | DER3 & DER6 | DER3 & DER5 | DER3 & DER4 | DER3 & DER5 & DER4 |
|-----------------------|-------------|-------------|-------------|------------------|
| Correct sw. config.   | C1 → C2    | C1 → C3    | C1 → C4    | C1 → C5          |
|                       | 0% 0%      | 0% 0%      | 0% 0%      | 0% 0%            |
|                       | 84% 10%    | 87% 7%     | 87% 7%     | 87% 7%           |
|                       | 0% 0%      | 0% 0%      | 0% 0%      | 0% 0%            |
|                       | 16% 90%    | 13% 93%    | 13% 93%    | 13% 93%          |
| Sum                   | 100% 100%  | 100% 100%  | 100% 100%  | 100% 100%        |
TABLE VIII

THE PERFORMANCE OF DA IN IDENTIFYING THE CORRECT NETWORK TOPOLOGY: THE IMPACT OF LOADS TYPE AND LOADING LEVEL.

| Scenario → | Loss of comm. from DER3 | DER3 anomalous measurements |
|------------|-------------------------|----------------------------|
| Misidentification of. → | Main | SC | PDS | SC | PDS | SC | PDS |
| Load type | | | | | | | |
| Original | Original | 0.07% | 1.44% | 2.20% | 2.06% | 2.27% | 2.04% |
| PQ | Original | 0.10% | 1.70% | 1.70% | 2.37% | 1.72% | 2.37% |
| Z | Original | 0.02% | 3.50% | 1.61% | 3.40% | 1.61% | 3.40% |
| P | Original | 0.01% | 3.30% | 1.42% | 3.01% | 1.44% | 3.01% |
| Original | P 120% | 0.02% | 0.32% | 1.18% | 0.48% | 1.21% | 0.48% |
| Original | Q 120% | 0.02% | 1.50% | 1.23% | 2.10% | 1.25% | 2.10% |

* Switching configuration; † Protective devices status; ‡ Constant power; ‡‡ Constant impedance; ‡§ Constant current.

B. Impact of Load Type And Loading Level

The IEEE 123 test feeder contains different load types. To investigate how the system load type will influence the performance of the proposed approach, at each step, all the system loads are replaced with loads of similar values, but of homogeneous type, first, constant power, then constant impedance, and finally, constant current. Three scenarios are investigated: the main scenario, the loss of the DER3 communication scenario, and the scenario that the DER3 measurements are manipulated.

Table VIII presents the average misidentification rate over all the switching configurations for these scenarios. It can be noticed that with the constant impedance and current load types, the switching configuration misidentification rate has improved, while the rate of protective devices status misidentification has deteriorated to some extent. This can be justified by considering that with the constant impedance and constant current load types, the dependency between the active and reactive power consumption of the nodes with the voltage of the nodes increases, and therefore, with the change of the switching configuration, the voltages become more distinguishable, and since DA employs voltage measurements in this study system, its performance in identifying the correct switching configuration improves. On the other hand, since in these cases, a lower magnitude of the load is curtailed by the operation of the protective devices (as the voltage of the areas beyond the protective devices in this test system is lower than 1 per unit), it becomes more arduous to differentiate these topologies from the others.

Afterward, to investigate the impact of the loading level, at first all the active power values, and then the reactive power values, are multiplied by 1.2, and simulations are repeated. Table VIII presents the results. As seen, with the increase in the loading level, the misidentification rate of the stitching configuration decreases. It is because when the loading level increase, the voltage of the end nodes will decrease, and hence, the switching configurations become more distinguishable. Another noticeable trend is that with the increase in the active power, the rate of protective devices status misidentification shrinks. This is mainly because in this case, with the operation of the protective devices, a higher amount of active power is curtailed and this makes it more straightforward to detect their operation. This is not the case for the reactive power, as the power factor of loads in this feeder is around 0.9 lag, and therefore, the reactive power variations are less tractable than those of the active power.

To sum up, it can be concluded that the changes caused in the performance of the proposed approach with the change in the load type and loading level are mainly due to the topologies become less or more distinguishable by nature, and they do not noticeably influence the functionality of the proposed approach.

VI. CONCLUSION

A DA classification approach was proposed to identify the real-time topology of distribution networks that relies only on the measurements available to DERMS. The network topology changes due to the network reconfiguration operations and faults. The proposed approach was implemented on a modified version of the IEEE 123 node test feeder. Results demonstrated the superiority of DA over its counterparts in identifying the network switching configuration, as well as the protective devices. This approach could be implemented in practice, as it requires only a mean vector and a covariance matrix to calculate the probability of an observation belonging to a specific network topology.
Afterward, a quadratic programming optimization approach, based on the recovery of the lost signals, was presented to make the proposed TI approach resilient against the interruption of communication channels. The specific optimization problem can be settled efficiently and a global extremum is guaranteed. Furthermore, by exploiting this data recovery approach, a benchmark was introduced to detect anomalous measurements. This benchmark can be employed to enhance the resiliency of the proposed TI against cyber-attacks.

Sensitivity analysis shows that the load type and loading level do not noticeably influence the functionality of the proposed approach, although they might influence its performance as they can change the nature of the topology identification problem by making the system topologies less or more distinguishable.
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