Isolating cost drivers in interstitial lung disease treatment using nonparametric Bayesian methods
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Abstract
Mixture modeling is a popular approach to accommodate overdispersion, skewness, and multimodality features that are very common for health care utilization data. However, mixture modeling tends to rely on subjective judgment regarding the appropriate number of mixture components or some hypothesis about how to cluster the data. In this work, we adopt a nonparametric, variational Bayesian approach to allow the model to select the number of components while estimating their parameters. Our model allows for a probabilistic classification of observations into clusters and simultaneous estimation of a Gaussian regression model within each cluster. When we apply this approach to data on patients with interstitial lung disease, we find distinct subgroups of patients with differences in means and variances of health care costs, health and treatment covariates, and relationships between covariates and costs. The subgroups identified are readily interpretable, suggesting that this nonparametric variational approach to inference can discover valid insights into the factors driving treatment costs. Moreover, the learning algorithm we employed is very fast and scalable, which should make the technique accessible for a broad range of applications.
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1 INTRODUCTION
Efforts to improve health outcomes while simultaneously reducing health care spending require a detailed understanding of the drivers of variation in spending and outcomes. In this study, we examine variation in treatment costs among
patients diagnosed with interstitial lung disease (ILD) using recently developed techniques from Bayesian statistics. Our contribution is a practical review and comparison among mixture models for continuous health care cost data that can be fitted with standard software. In simulations, we compare the models’ ability to detect the true number of clusters.

1.1 Interstitial lung disease

ILD refers to a group of lung diseases that affect the interstitium. The pulmonary interstitium is the lace-like anatomic space that is bounded by the basement membranes of epithelial and endothelial cells. The pathologic features of ILD, even if originating in the interstitium, regularly include structures that are well beyond it, including the alveolar space, small airways, vessels, and even the pleura (Raghu & Brown, 2004). That makes ILD a very heterogeneous group of disorders that includes at least two dozen different types. Some forms of ILD are short-lived, while others are chronic and reversible. A U.S. study reported incidences of 31.5 per 100,000 among men and 26.1 per 100,000 among women (Coultas, Zumwalt, Black, & Sobonya, 1994). European studies have reported slightly lower ILD incidences between 4.6 and 7.6 per 100,000 inhabitants/year (Agostini et al., 2001; Schweisfurth, 1996; Thomeer et al., 2001; López-Campos & Rodríguez-Beccerra, 2004). The economic burden of ILD is very high, including direct costs for hospitalization and exacerbation (Raimundo et al., 2016; Rice et al., 2017) and indirect costs like lost productivity (Kawalec & Malinowski, 2015). To better understand the heterogeneity of ILD and its associated health care expenditures, researchers have sought to identify patient subgroups with different utilization and spending patterns (Hingorani et al., 2013).

1.2 Mixture modeling

Models based on mixtures of parametric models are commonly used as a flexible way to accommodate excess zeros, overdispersion, and heavy tails common in health care utilization cost data (Mihaylova et al., 2011). These mixture models, also known as latent class models (Böhning & Seidel, 2003; Muthén & Shedden, 1999) or switching models (Frühwirth-Schnatter, 2001), are motivated by the concern that different parts of the response distribution could be differently affected by covariates (e.g., low-cost users, high-cost users). Mixture models represent a complicated density as a linear combination of simpler densities and therefore identify groups of observations with similar outcomes using unsupervised clustering. They are widely used—see reviews in McLachlan and Peel (2004) and Titterington, Smith, and Makov (1985)—and often perform better than standard generalized linear models and the hurdle model (Deb & Trivedi, 1997), especially for health care utilization (Kurz & Hatfield, 2019; Oganisian, Mitra, & Roy, 2020).

In the simplest case of mixture modeling, one begins with a natural hypothesis as to which populations might exhibit different behavior, providing both an initial choice of the number of clusters and even which data points belong to each cluster. In general, however, the problem is precisely to infer the clusters and derive hypotheses for further study from the model. The usual practice, in fact, amounts to either deciding the number of components ex ante, by choosing a convenient and interpretable number such as two or three, or deciding ex post, by generating models with different numbers of components and manually searching for a plausible best fit by comparing quantities such as Akaike information criterion (AIC) (Akaike, 1973), Bayesian information criterion (BIC) (Schwarz, 1978), or likelihood ratio (McLachlan & Rathnayake, 2014). The model selection criterion applied in our study is similar, because it relies on model fit characteristics of the posterior distribution, but not in general equivalent to AIC or BIC. The advantage to our approach is that the criteria are efficiently and automatically applied during fitting, while yielding models that are very plausible according to the data.

1.3 Bayesian nonparametrics

In this paper, we will apply the nonparametric variational Bayesian (VB) approach to statistical inference. VB has been shown to be an efficient and accurate method especially suited for fitting mixture models (McGrory & Titterington, 2007). The development of advanced Markov chain Monte Carlo (MCMC) methods was a key step in making it possible to compute large hierarchical models that require integrations over hundreds of unknown parameters to perform Bayesian inference (Robert & Casella, 2005). Unfortunately, MCMC sampling can be prohibitively slow for large data sets or
complicated likelihood functions (Blei & Jordan, 2006; Müller, Erkanli, & West, 1996). Recently, VB methods have been developed for fast approximation of the intractable integrals arising in Bayesian inference. VB is an alternative to MCMC sampling methods for taking a fully Bayesian approach to statistical inference over complex distributions that are difficult to directly evaluate or sample from. MCMC techniques generate a numerical approximation to the exact posterior by averaging many (often computationally expensive) samples, VB provides an exact analytical approximate posterior by sampling parameters for members of a variational family of tractable distributions. Both the sampling procedure and inference done using the resulting approximate posterior are much more efficient. VB approximation can lead to good point estimates and estimates for the marginal posterior distribution, and excellent predictive inferences. By working with a suitably flexible prior, VB mixtures can automatically select the number of mixture components. Simulation studies have shown that the estimated number of mixture components is very accurate (Tan & Nott, 2014), and that variational approximations to the posterior are competitive with MCMC for mixture models (Blei & Jordan, 2006). When it comes to model selection criteria, Beal and Ghahramani (2003) argue that VB is generally preferable to BIC and comparable to annealed importance sampling (Neal, 2001) at much lower computational cost.

Because VB inference algorithms are usually faster than MCMC, they are an excellent choice for large-scale data sets, which are becoming more and more prevalent in health economic analyses through the availability of claims data and electronic health records. Especially in clinical decision support “speed is everything” Bates et al. (2003) and MCMC methods that take several hours to run can be infeasible in practice.

Please note that in the following we refer to mixture components as clusters for brevity and to emphasize the unsupervised clustering done by this kind of model.

1.4 Outline

The rest of the paper is organized as follows. First, we describe the VB approach to Bayesian inference in Section 2. Then, we detail our VB mixture regression model in Section 3. Section 4 outlines the data, and we present the results of applying VB to these data in Section 5. Finally, we conclude in Section 6 with implications of the model results.

2 VB Inference

Mixture models are a common approach to dealing with multimodal and skewed data, but we would like to take the additional step of allowing the model to find the number of clusters, which allows for the best overall fit to the data. This is the nonparametric approach, so-named simply because we do not specify a best guess as to the number of clusters. We begin with the prior view that our data set will look like a mixture of some number of Gaussian regressions, and then use a variational algorithm to find the best fitting number and shape of such regressions to model the data set. The specific technique we use, called memoized online variational inference (MOVI), was developed by Hughes and Sudderth (2013). It features a birth/merge technique for adaptively adjusting the number of clusters which manages to avoid local minima in some challenging cases.

Our approach is Bayesian in that we start with a diffuse prior distribution on the joint parameters which will describe our collection of approximately linear cost drivers, then use the evidence available in the data set to produce a posterior distribution from which we can sample candidate cluster assignments and regression coefficients. Maximum likelihood estimation (MLE) is also a common approach, but it is prone to singularities, which can compromise the results (Fraley & Raftery, 2007). Intuitively, pursuing a point estimate of the maximum likelihood can diverge because of unfortunate data distributions, which lead to singularities in covariance estimation. Bayesian modeling will produce estimates similar to those from MLE when applied to cleaner data sets, but is more robust when applied to the more awkward, irregular data sets which are so common in applications.

Finally, our approach is variational in nature because the family of possible distributions formed from convex combinations of an arbitrary number of component distributions is itself very large and the natural measure of goodness of fit—generally the Kullback–Leibler (KL) divergence—defines a nonconvex loss. It is not feasible to directly compute a unique best fitting mixture, so we must find iterative approximations that reduce the KL divergence from the true posterior distribution. We will provide a brief exposition of the variational approach before focusing on the specifics of our model, and recommend Blei, Kucukelbir, and McAuliffe (2017) and Ormerod and Wand (2010) as excellent reviews of the topic for readers seeking more insight.
Our goal is to assign our data to clusters that are each well approximated by Gaussian linear regressions and estimate the best fit for each of those regressions. In effect, we are choosing a variational family $D$ of analytically tractable distributions parameterized by a choice of subsets and corresponding regression coefficients, and we want to learn which member $q(z)$ of this family best approximates the true posterior. If the distributions involved were simpler, we might do this by directly maximizing the posterior distribution of the parameters given the evidence—traditional maximum a posteriori probability estimation. But given the complexity, we first approximate this true posterior with the closest fitting member of our variational family.

Writing our parameters for now as some latent variables $z = z_1:m$ to be specified later, and the observations as $x = x_1:n$, we want to approximate the posterior $p(z|x)$ with a variational distribution $q(z)$:

$$p(z|x) \approx q(z),$$

and then choose $z$ to maximize the selected $q(z)$. We find $q(z)$ by minimizing the KL-divergence between $q(z)$ and the true posterior $p(z|x)$, resulting in the following optimization problem:

$$q^*(z) = \arg \min_{q(z) \in D} \text{KL}(q(z) \| p(z|x)).$$

Recalling the definition of KL divergence:

$$\text{KL}(q(z) \| p(z|x)) = \mathbb{E}_q \left[ \ln \frac{q(z)}{p(z|x)} \right] = \mathbb{E}_q [\ln q(z)] - \mathbb{E}_q [\ln p(z|x)] = \mathbb{E}_q [\ln q(z)] - \mathbb{E}_q [\ln p(z, x)] + \ln p(x),$$

where $\| \|$ marks the statistical distance that emphasizes the order of the arguments. Note that the variational strategy is to minimize $\text{KL}(q(z) \| p(z|x))$ rather than the reverse $\text{KL}(p(z|x) \| q(z))$. These quantities are not always the same and $\text{KL}(q(z) \| p(z|x))$ has the advantage of using expectation with respect to the tractable $q(z)$ distribution. Note also that $\ln p(x)$ is constant as we vary $q(z) \in D$, so we can focus instead on maximizing the equivalent objective (with reversed sign):

$$\text{ELBO}(q) = \mathbb{E}_q [\ln p(z, x)] - \mathbb{E}_q [\ln q(z)].$$

Noting that $\text{KL}(\cdot \| \cdot) \geq 0$ and rearranging terms above, we find that:

$$\ln p(x) \geq \mathbb{E}_q [\ln p(z, x)] - \mathbb{E}_q [\ln q(z)] = \text{ELBO}(q),$$

which accounts for the name ELBO: short for evidence lower bound.

### 3. MODEL DEFINITION

We now focus on the specific model for our application case, adopting the notation of Hughes and Sudderth (2013) and Hughes (2016) as far as possible to make it easier to relate our model to their theoretical work. To identify patient sub-populations with distinctive health care costs and effects of covariates on costs, we model the cost data as a mixture of Bayesian linear regressions. The model is hierarchical with two stages: first, an allocation step which assigns each data point to a cluster, and second, an observation process that estimates the costs $y_n$ by regression on the known covariates $x_n$ within each cluster. Formally, for $n = 1, \ldots, N$ observations, the data set consists of pairs $(x_n, y_n)_{n=1}^N$, where $x_n$ is a covariate vector of length $D$ and outcome $y_n$ is scalar. For each pair there is a latent variable $z_n$ indicating the cluster assignment. Each cluster $k \in \{1, \ldots, K\}$ has linear regression coefficients $w_k$ (including intercept $w_0$) and precision scalar $\delta_k$ so the full
mixture model has the form:

\[ y_n \sim \sum_{k=1}^{K} r_{nk} \mathcal{N}\left( w_{0k} + \sum_{d=1}^{D} w_{dk} \cdot x_{nd}, \delta_k^{-1} \right), \]

\( r_{nk} \) is the probability that covariate vector \( x_n \) is assigned to cluster \( k \), or \( P(z_n = k) \). These are soft cluster assignments that evolve as the learning algorithm experiments with possible clusters. Then after training, we substitute hard cluster assignments in which each \( z_n \) is set to the cluster which has the max responsibility \( r_{nk} \). Typically, the learning process will move \( r_{nk} \) values close to either 0 or 1, so these hard assignments reflect a decision to accept the current soft assignments as having “converged.” In general, there cannot be more clusters than observations.

For the allocation step, we need a diffuse prior for the latent \( z_n \) variables. Because the posterior distribution for \( z_n \) should be a categorical (aka multinomial) on \( K \) clusters, the conjugate prior is the Dirichlet distribution on the \( K \)-dimensional simplex. This poses the awkward question of which dimension to work in—how many clusters to use—which we had hoped to avoid. The Dirichlet process (Blei & Jordan, 2006) is an elegant generalization of this, which folds all finite dimensional cases into an abstract infinite dimensional container, while leaving each finite dimensional truncation (first \( m \) dimensions) identical to the corresponding finite-dimensional categorical/Dirichlet conjugate pair.

More formally, the factorized variational family from which we will seek a good approximation to the true posterior \( p(z, w, \delta \mid x) \) is then:

\[ q(z, w, \delta) = \prod_{n=1}^{N} \text{Cat}(z_n \mid \hat{r}_{n1}, \ldots, \hat{r}_{nK}) \cdot \prod_{k=1}^{K} \mathcal{W}_1(\delta_k \mid \hat{\nu}_k, \hat{\tau}_k) \mathcal{N}(w_k \mid \hat{w}_k, \delta_k^{-1} \hat{P}_k^{-1}), \]

where the responsibility \( \hat{r}_{nk} \) is the probability that \( z_n = k \), the count \( \hat{\nu}_k \) and location \( \hat{\tau}_k \) are parameters of the Wishart prior on precision \( \delta_k \), \( \hat{P} \) is the precision matrix for the \((D + 1)\)-dimensional) Normal prior on \( w_k \), and the hat notation indicates a variational parameter undergoing updates. The MOVI algorithm (Hughes & Sudderth, 2013; Hughes, 2018) employs alternates between computing expectations of the local parameters \( \hat{r}_{nk} \) and updating global parameters \( \hat{\nu}_k, \hat{\tau}_k, \hat{w}_k, \hat{P}_k \) to maximize the evidence lower bound (ELBO) given the updated \( \hat{r}_{nk} \) values. The model is initialized with \( K = 10 \), global parameters: \( \hat{\nu}_k = 0.01, \hat{\tau}_k = 0.01, \hat{w}_k = 0, \hat{P}_k = \text{diag}(1.0) \), and \( \hat{r}_{nk} \) are inferred from initial samples of the global parameters using Mahalanobis distance between each \( x_n \) and cluster distribution \( k \).

Note that the variational family as presented is specific to a choice of \( K \). In their paper, Hughes and Sudderth (2013) are careful to use a nested truncation of the Dirichlet Process to ensure that as \( K \) is adjusted in the search for the best overall fit, the amount of probability mass assigned to most existing clusters will not need to be recomputed. The family of \( q(z, w, \delta) \) for a given \( K \) corresponds exactly to the subset of \( q \)'s in dimension \( K + 1 \) in which the last component has mass zero.

In the first iteration of the variational algorithm, each data point is assigned to one of the \( K = 10 \) initial clusters at random according to a truncated stick breaking process. In subsequent iterations, the points are reallocated only when the clusters are identified as needing improvement (birth/merge process described below). This procedure works because of two things: first, that we have an update procedure (learning algorithm) that refines the cluster assignment and attaches meaningful estimates of mean and precision to more sensible clusters of data points, and second, that a procedure for proposing new clusters and rejecting others is able to avoid settling on poorly chosen clusters. The learning algorithm (MOVI) is a variant of expectation maximization (EM) (Dempster, Laird, & Rubin, 1977), which reliably (provably) finds local optima, and the birth/merge procedure helps identify opportunities to find better (ideally global) optima.

The MOVI algorithm is based on earlier work by Ueda and Ghahramani (2002) where they described a VB split and merge procedure to optimize an objective function that simultaneously estimates the parameters and number of cluster in a Gaussian mixture while avoiding local optima. This was improved upon by Wu, McGrory, and Pettitt (2012), which added a delete move to trim out unnecessary clusters. These deletion moves were previously developed by Attias (1999) and Corduneanu and Bishop (2001).

In MOVI the birth/merge process runs as follows: for birth, each cycle includes Collection, Creation, and Adoption steps. Creation subsamples data \( x' \) largely explained by a specific target cluster (meaning responsibility \( \hat{r}_{nk} \) above a threshold), Creation allocates these data points to \( K' \) (eg. 10) new clusters, and Adoption updates local and global parameters for all \( K + K' \) clusters. Merges are handled by selecting a target cluster \( k_a \) at random, then a second cluster \( k_b \) most similar to
$k_a$. A merger of $k_a$ and $k_b$ into $k_m$ is tested by summing their responsibilities: $\hat{r}_{nk_m} = \hat{r}_{nk_a} + \hat{r}_{nk_b}$, recomputing the ELBO, and accepting the merge if it results in an improvement. Consult Hughes and Sudderth (2013) for details.

4  |  DATA

4.1  |  Monte Carlo simulation

To compare the ability of the VB approach to find the true number of clusters, we performed a small simulation study. We generated data from Gaussian mixtures with two, three, four, and five components. Data were drawn from bivariate Gaussian distributions with different mean and covariance matrices (summarized in Table 1) to produce a variety of shapes of Gaussian distributions. We limited the simulation study to two dimensions for simplicity and for visualization of the results. We compared the VB model to a finite mixture model that computes models for 2, 3, 4, and 5 clusters and selects the ideal number of clusters according to the lowest AIC value.

4.2  |  AOK data set

We analyzed a data set provided by the AOK Research Institute consisting of health care billing claims. AOK is a German health insurer that covers around 30% of the German resident population. The data set contains patient-level information on inpatient and outpatient diagnoses and procedures from 2010 to 2013, as well as health care expenditures in different categories. The study population in this data set consists of patients with ILD in this observation period.

The outcome of interest was the total health care expenditures for each patient in the year after diagnosis. Expenditures include inpatient, outpatient, and medication expenditures. We included only individuals who survived for the full year, resulting in $N = 8972$ individual observations. Individual medical expenditures range from 0 to 96874, with a mean of 8409. All monetary values are in 2013-€.

We included the following covariates in the model: age, sex, ILD type (nine different subgroups of ILD that were present in this data set), indicator variables for lung cancer, gastroesophageal reflux disease (GERD), and living in a nursing home, Charlson comorbidity index, and Elixhauser comorbidity index. The Charlson comorbidity index was calculated using ICD-10 codes as in Sundararajan et al. (2004) with the slight modification of excluding the diagnosis of lung cancer out of the group “solid tumor without metastases.”

The nine different subgroups of ILD in this data set were: idopathic interstitial pneumonia (IIP), emphysema sclerosis (Emphys.), sarcoidosis (Sarc.), drug-related ILD (Drug.), pneumoconiosis (Pneu.), radiotherapy associated ILD (Radio.), eosinophilic pneumonia (Eosino.), hypersensitivity pneumonitis (Hyper.), and rheumatic and connective tissue associated ILD (Rheum.).

Figure 1 summarizes the sample in a table plot (Tennekes, de Jonge, & Daas, 2013). This plot shows that some ILD types, the Charlson comorbidity index, the Elixhauser index, and age are positively correlated with increasing costs. We provide python code of our analysis online (Kurz, 2018).

| Cluster | Mean | Cov. matrix |
|---------|------|-------------|
| 1       | 0    | (0.7 0)     |
|         | 0.1  | (0 0.3)     |
| 2       | 2    | (0.5 0)     |
|         | 0    | (0 0.2)     |
| 3       | -1.6 | (0.3 0.2)   |
|         | 0.6  | (0.2 0.8)   |
| 4       | -2.8 | (0.9 0.5)   |
|         | -0.5 | (0.5 0.1)   |
| 5       | 0.5  | (1.5 0)     |
|         | 1.9  | (0 0.5)     |
RESULTS

5.1 Cluster identification in simulated data

Figure 2 presents the number of clusters in the mixture estimated by the VB and finite mixture models in our simulation study. The VB model identified the true number of clusters in all of the simulations (2, 3, 4, and 5 components), while the finite mixture model is only accurate in the four-cluster scenario.

5.2 AOK data set

For the AOK data set, the VB model finds five clusters (mixture components) as having the highest expected posterior mixture weights. In the following, we only show results based on this final model with five clusters.

Cluster 1 contains 24% (2139/8972) of all observations and corresponds to individuals who exhibit, on average, the least amount of costs. The mean costs in this cluster are 873 with a standard deviation of 514. Cluster 2 comprises 18% (2139/8972) of the population with mean costs of 2241 and standard deviation of 1017. Cluster 3 is the largest, with 27% (2397/8972) of individuals. Their mean costs in this cluster are 5012 with a standard deviation of 2201. The last two clusters capture the cases with the highest costs: 22% (1963/8972) of individuals are in cluster 4 and their mean costs are 12585 (standard deviation 4957). Cluster 5 has the highest spenders but is also the smallest cluster with only 10% (885/8972) of the population. Mean costs in cluster 5 are 37,724 with a standard deviation of 16,195. Please note that the percentages correspond to the cluster weights in the VB model specification.

In Figure 3, we show density histograms (including the kernel density estimate) for the distribution of costs in all clusters. This plot nicely exhibits the different means and variances for each cluster.

Figure 4 shows the standardized parameter estimates from the regression model for each component together with Bayesian 95% credible intervals (CIs). Standardized coefficients ignore the independent variable’s scale of units, making
FIGURE 2 True and estimated number of clusters based on the VB model and the finite mixture model (with AIC model selection). Ellipsoids represent the 95% confidence region for each cluster as estimated by the model, gray dots are the simulated data points.

it easier to compare the values. They can be interpreted as an increase in percentage of the mean in this covariate if costs increase by one standard deviation. For example, in cluster 1, the cluster with the lowest average costs, radiotherapy associated ILD has the highest impact on costs. This means, a one standard deviation increase in radiotherapy implies an increase in health care costs equal to 33% of mean health care costs. Other than the indicator for living in a nursing home, most covariates in cluster 1 only have a small (but very often significant, in terms of CIs not overlapping zero) impact on the total costs.
FIGURE 3  Density histograms and kernel density estimates for the costs in each clusters. Values on the x-axis (costs in €) are truncated for better visibility.

FIGURE 4  Estimation results for the five components on the AOK dataset. Estimates are standardized linear regression estimates with 95% Bayesian credible intervals. Intervals that exclude the zero are shown in purple. Intercept is not shown.

On the other hand, cluster 2 shows strong heterogeneity for effects of ILD subtypes on costs. Here, the subtypes sarcoidosis, pneumoconiosis, radiotherapy-associated ILD, and hypersensitivity pneumonitis show a strong negative effect of up to 90% on costs, while rheumatic ILD can increase costs up to 95%, although the uncertainty interval for this estimate is very wide. This cluster also exhibits a strong positive effect of the number of comorbidities through the Charlson index. Cluster 3 is again a very homogeneous cluster with two notable outliers: An increase of one standard deviation of drug-related ILD increases costs over 100%. Also radiation therapy–induced ILD accounts for a significant increase in costs in this cluster. Cluster 4 is similar to cluster 3 but the effect of drug-related ILD is smaller, while radiation ILD even decreases average costs slightly. The cluster with the highest average costs, cluster 5, has cost-saving effects for drug-related ILD, pneumoconiosis, radiation ILD, and hypersensitivity pneumonitis. The main reason for increased average costs in this cluster seems to be the number of comorbidities.

Figure 5 show ILD subtypes in the different clusters after classifying individuals based on their highest posterior probability. We see different ILD subtype patterns in each cluster. Cluster 1 is very heterogeneous, with a higher proportion of eosinophilic pneumonia and hypersensitivity pneumonitis but with less rheumatic ILD. Cluster 2 has two apparent spikes with high numbers of rheumatic ILD and drug-related ILD. Cluster 3 is overall very homogeneous with an almost equal representation of all subtypes. Cluster 4 has less individuals with sarcoidosis but more with drug-related ILD. In the high-cost cluster 5, sarcoidosis, pneumoconiosis, and hypersensitivity pneumonitis are the most prevalent subtypes.

6  DISCUSSION

This paper uses a VB model for fitting an infinite mixture regression model for continuous cost data. The advantage of this nonparametric model and the efficient implementation we used is that it automatically performs a search for the most
appropriate number of clusters from the data using a model selection criterion (ELBO), which is generally preferable to more familiar criteria like BIC (Beal & Ghahramani, 2003). Traditional approaches require manually fitting a range of models with different numbers of clusters and then deciding more subjectively when to stop searching for a better fit (Leroux, 1992; McLachlan & Rathnayake, 2014; Zivkovic & van der Heijden, 2004). Too many clusters may overfit the data and impair model interpretation, while too few clusters limit the flexibility of the mixture to approximate the true underlying data structure. This practice is vulnerable to model-selection bias and also computationally more expensive than the VB approach.

The VB approach also has several advantages over traditional MCMC estimation. Not only is it computationally faster (fitting this model to the AOK dataset took only 1 min on mainstream hardware, a comparable MCMC model in the Stan language took over 6 h), but it also avoids some of the identifiability issues (e.g., the label-switching problem) and the convergence problems that MCMC is prone to (Celeux, Hurn, & Robert, 2000; McGrory & Titterington, 2007).

Still, Bayesian mixtures are a highly complex problem that requires estimating a lot of parameters, making these models difficult to fit. Some authors even argued that interpreting the parameters of the mixture coefficients should be avoided (Rodriguez & Dunson, 2011; Ferguson, 1983). VB algorithms are often sensitive to their initialization scheme, even leading to different number of clusters. This may sound as a limitation to applied researchers, but is part of the nature of mixture models, where different fitted models with different number of clusters can be good representatives of the same data. Our initialization of $K = 10$ is a compromise between model complexity and the goal of our analysis to get a reasonable and interpretable number of clusters. In other applications higher values of $K$ may be useful.

There are other limitations to our study. Our simulation covered only a very small subset of possible scenarios, and the data-generating process closely resembled the model specification, making these results hardly conclusive. For example, both finite mixture and VB find the correct number of four clusters in the simulation study. These clusters are very different in both approaches, yet they do not appear wrong in either setting. In real data analysis, unlike in simulations, the concept of “true” clusters depends on the context and analytical goals (Hennig, 2015).

We restricted our consideration to mixtures of Gaussian regression models. Other research recommends more flexible kernels that can better account for the specific distributional properties of health care cost data (Fellingham, Kottas, and Hartman, 2015; Canale and Prünster, 2017). However, the large sample size ensures near-normality of sample means because of the Central Limit Theorem (Mihaylova et al., 2011). Still, distributions like the generalized gamma (Hill & Miller, 2010) or the tweedie (Kurz, 2017) could be examined, among others.

For the AOK data set, the VB model finds five clusters of individuals with strikingly different distributions of health care costs and ILD subtypes. All five clusters show an equal distribution of drug-related ILD and radiotherapy–induced ILD, that is, if one of these subtypes has a high proportion, the other has too. Both subtypes are indicators for the presence of lung cancer, causing high costs because of lung cancer treatment. However, the regression coefficients do not always

---

**Figure 5** Plot for ILD subtypes and the percentage of patients in each cluster (using hard cluster assignments)
point in the same direction (e.g., in clusters 2 and 4). An explanation could be that if standard chemotherapy causes ILD, a change to non-standard chemotherapy could be more expensive. Sarcoidosis can occur in two forms: the slow-progressing symptom-poor onset chronic course and the acute form (Löfgren syndrome). This could explain the high presence of sarcoidosis in both low-cost cluster 1 and high-cost cluster 5. Cluster 3 might capture all the “average” cases with relatively stable disease onset and progress. The same goes for cluster 4 but with higher average costs and less cases of sarcoidosis. Maybe focus in this cluster is more on palliative care. Cluster 5 includes the high-cost cases where there might by rapid disease progression and expensive treatment of comorbidities (e.g., exacerbations) or due to end of life care costs.

Identifying ILD subgroups with different spending and treatment patterns could help policymakers and clinicians seeking to improve care and reduce spending design interventions tailored to specific subpopulations.

7 CONCLUSION

This work presents a VB approach for mixture regression models that can be used to find interpretable subgroups of patients. It is easy-to-use, flexible, and avoids bias introduced by model specifications. In contrast to MCMC methods, it is extremely fast. In our application to health care costs of ILD patients, we find subgroups with specific properties that correspond well to the different spending pattern in each component. Our findings indicate that our model is ideal to represent the underlying heterogeneity of ILD and their association with costs.
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