Band topology in classical waves: Wilson-loop approach to topological numbers and fragile topology
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Abstract

The rapid development of topological photonics and acoustics calls for accurate understanding of band topology in classical waves, which is not yet achieved in many situations. Here, we present the Wilson-loop approach for exact numerical calculation of the topological invariants for several photonic/sonic crystals. We demonstrate that these topological photonic/sonic crystals are topological crystalline insulators with fragile topology, a feature which has been ignored in previous studies. We further discuss the bulk-edge correspondence in these systems with emphasis on symmetry broken on the edges.

1. Introduction

The concept of band topology was introduced into physics since the seminal work by Thouless et al.\(^1\). The integer quantum Hall effect is characterized by the total Chern number \(C\) of all bands below the Fermi level \(\mathrm{eV}\) [1–3]. The Hall conductance is related to this topological number by the rigorous relation \(\sigma_{xy} = C e^2/h\). The past decades has witnessed the rise of various topological phases of electrons in condensed matter systems, particularly, topological insulators, semimetals and superconductors [4–19]. In recent years, the study of band topology in classical waves, such as electromagnetic waves [20–55], acoustic waves [56–67], and mechanical waves [68–71] with and without time-reversal symmetry, has attracted lots of attention, due to their fundamental distinction from electrons as well as the emergent, unprecedented ways of molding the flow of the classical waves governed by topological mechanisms. Differing from electrons, there is no Fermi level and band filling is not an issue for classical waves (i.e. classical waves can be excited in a very broad band of frequencies). Topological numbers in classical waves are associated with band gaps (or partial band gaps), which consist of contributions from all bands below the gap.

To date, several prototypes of topological band-gaps and partial band-gaps have been proposed or observed in a number of different systems including photonic and sonic crystals. However, in much of the existing studies, topological numbers are obtained from analog with electronic systems, rough arguments, or indirect evidences (such as band inversion and edge states). In this work, we present systematic calculations of the Zak phase, Chern number, and Wannier bands for various one-dimensional (1D) and two-dimensional (2D) topological photonic and sonic crystals using first-principle calculation. Through these calculations, the topological nature of the band-gaps in those photonic and acoustic systems are clarified unambiguously. Furthermore, we also reveal the physics of ‘fragile topology’ in classical wave systems that mimic topological crystalline insulators protected by space groups. In particular, we use sonic crystals with \(C_6\) symmetry as an example to show that the Wilson-loop approach is an ideal tool to study fragile topology in classical wave systems. The Wilson-loop approach adopted in this work is reviewed in details for acoustic and photonic systems. We further discuss the bulk-edge correspondence in those photonic and sonic crystals by considering realistic boundary conditions and possible symmetry broken mechanisms on the edges.
The remaining of the paper is organized as follows: in section 2 we present the theory of Wilson-loop approach in photonic and acoustic systems. This theory is derived from the basic definition of Berry phases and topological numbers in photonic and acoustic systems. We also present numerical schemes for the implementation of the Wilson-loop calculation in these systems. In section 3 we apply the method to several 1D and 2D photonic and acoustic systems, as concrete examples. We give discussions on the bulk-edge correspondence and its possible issues for these systems in section 4 and then conclude in section 5.

2. Formalism

2.1. Berry connection and Berry phases for classical waves

Topological numbers characterize the global topological properties of the Bloch wavefunctions of the energy bands. These energy bands are defined on the wavevector space: an ‘infinite’ noncompact space for continuous media or systems, while the finite compact Brillouin zone (BZ) for periodic systems. The study in this work is restricted to periodic systems such as photonic and sonic crystals. Periodic systems are usually much more complicated (but also more versatile) than continuous systems. In the latter case the topological number can often be calculated analytically. It is known that the topological numbers of a band can be obtained by integration over various Berry phases in the BZ. Direct integration of Berry phases encounters gauge ambiguity and is inconsistent with numerical schemes since continuous evolution of the Bloch wavefunctions in the BZ are demanded for such calculations. Another approach, the Wilson-loop approach, is gauge invariant and compatible with numerical implementations. We will derive the Wilson-loop approach for electromagnetic and acoustic waves in periodic systems. We then apply this approach for the study of topological numbers in photonic and sonic crystals.

Before we introduce the Wilson-loop approach in details, the first thing to notice is that the formulation of Berry phase and Berry connection in classical waves are fundamentally different from the formulation of these quantities in electronic systems. Let us start with electromagnetic waves. A concrete derivation of the Berry phase for electromagnetic waves was established in [72]. Without magneto-electric coupling, the Berry connection in electromagnetic wave is given by [72]

$$\tilde{\Lambda}_{n,k} = \frac{i}{2} [\tilde{\Lambda}_{n,k}^E + \tilde{\Lambda}_{n,k}^H],$$

where

$$\tilde{\Lambda}_{n,k}^E = \frac{i \int d\hat{\tau} \hat{E}_{n,k}^\dagger(\hat{\tau}) \cdot \hat{\delta}(\hat{\tau}) \cdot \nabla_\xi \hat{E}_{n,k}(\hat{\tau})}{\int d\hat{\tau} \hat{E}_{n,k}(\hat{\tau}) \cdot \hat{\delta}(\hat{\tau}) \cdot \hat{E}_{n,k}(\hat{\tau})},$$

$$\tilde{\Lambda}_{n,k}^H = \frac{i \int d\hat{\tau} \hat{H}_{n,k}^\dagger(\hat{\tau}) \cdot \hat{\mu}(\hat{\tau}) \cdot \nabla_\xi \hat{H}_{n,k}(\hat{\tau})}{\int d\hat{\tau} \hat{H}_{n,k}(\hat{\tau}) \cdot \hat{\mu}(\hat{\tau}) \cdot \hat{H}_{n,k}(\hat{\tau})},$$

are the contributions from the electric and magnetic fields, respectively. Here \(\hat{E}_{n,k}(\hat{\tau})\) and \(\hat{H}_{n,k}(\hat{\tau})\) are the periodic part of the vectorial Bloch wavefunctions of the \(n\)th photonic band with wavevector \(k\) for the electric and magnetic fields, respectively. Here the symbol \(\dagger\) denotes complex conjugation and transpose for vectors and matrices. \(\hat{\delta}(\hat{\tau})\) and \(\hat{\mu}(\hat{\tau})\) give the spatial dependences of the permittivity and permeability tensors, respectively. Throughout this paper, the integration over \(\hat{\tau}\) is performed within a unit-cell.

Since the electric and magnetic fields can be determined from one another, one of them is enough to determine the Berry connection. In other words, \(\tilde{\Lambda}_{n,k}^E = \tilde{\Lambda}_{n,k}^H\). However, there may be situations with magneto-electric coupling, where we need a more general form for the Berry connection of electromagnetic Bloch wavefunctions. It is proven in [31] that the general form is given by

$$\tilde{\Lambda}_{n,k} = \frac{i \int d\hat{\tau} \hat{U}^\dagger_{n,k}(\hat{\tau}) \cdot \hat{M}(\hat{\tau}) \cdot \nabla_\xi \hat{U}_{n,k}(\hat{\tau})}{\int d\hat{\tau} \hat{U}^\dagger_{n,k}(\hat{\tau}) \cdot \hat{M}(\hat{\tau}) \cdot \hat{U}_{n,k}(\hat{\tau})},$$

Here \(\hat{U}_{n,k} = (\hat{E}_{n,k}^T, \hat{H}_{n,k}^T)\), and \(\hat{M}(\hat{\tau})\) is the position-dependent \(6 \times 6\) electromagnetic susceptibility tensor which is written as

$$\hat{M} = \begin{pmatrix} \hat{\varepsilon} & \hat{\xi} \\ -\hat{\xi} & \hat{\mu} \end{pmatrix},$$

where the \(3 \times 3\) tensor \(\hat{\xi}\) describes the magneto-electric coupling. For simplicity, we have ignored the frequency-dependence of the tensor \(\hat{M}\). A more careful treatment can be directly established from the above
formulation using the expression for the Berry connection of dispersive materials presented in [31]. Physical constraints on the susceptibility tensor and their consequences on the Berry phase is also analyzed in [31].

We now define the ‘inner product’ of the Bloch wavefunctions as follows,

$$\langle \psi_{n,k}(\vec{r}) | \psi_{n,k}(\vec{r}) \rangle \equiv (N_{n,k} N_{n,k}^*)^{-\frac{1}{2}} \int d\vec{r} \psi_{n,k}^*(\vec{r}) \cdot \tilde{L}(\vec{r}) \cdot \psi_{n,k}(\vec{r}),$$  

(5)

where $\psi_{n,k}(\vec{r})$ is the $\vec{k}$-dependent ‘wavefunction’ of the classical wave, $\tilde{L}(\vec{r})$ is energy density operator which makes the integration on the right hand side be proportional to the energy of the classical wave, when $\vec{k} = \vec{k}'$. The pre-factors on the right hand side is defined as,

$$N_{n,k} = \int d\vec{r} \psi_{n,k}^*(\vec{r}) \cdot \tilde{L}(\vec{r}) \cdot \psi_{n,k}(\vec{r}).$$  

(6)

In this way, the inner product is normalized. The Berry connection for the $n$th band is then defined as

$$\vec{A}_{n,k} = i \langle \psi_{n,k}(\vec{r}) | \nabla_{\vec{k}} \psi_{n,k}(\vec{r}) \rangle.$$  

(7)

The above form applies to both electromagnetic and acoustic waves. For electromagnetic waves, the position dependent energy density operator is $\tilde{L}(\vec{r}) = \tilde{M}(\vec{r})$, as given in equation (4). For acoustic waves, the energy density operator is $\tilde{L}(\vec{r}) = \frac{1}{2\rho(\vec{r})v^2(\vec{r})} \rho_{n,k}(\vec{r})$, which gives the acoustic pressure distribution for the $n$th acoustic band with wavevector $\vec{k}$, is given by

$$N_{n,k} = \int d\vec{r} \rho_{n,k}^*(\vec{r}) \rho_{n,k}(\vec{r}).$$  

(8)

With the above formalism for the Berry connection (7), the Berry phases can then be calculated whenever the system undergoes an adiabatic evolution along a closed loop. For instance, the Berry phase for adiabatic evolution of Bloch wavefunction along a closed loop $O$ in the BZ is defined as

$$\theta_n = \oint_O d\vec{k} \cdot \vec{A}_{n,k}.$$  

(9)

2.2. Wilson-loop approach

We shall start with the calculation of topological number in 1D classical waves. In this situation, the topological number is denoted as the Zak phase [73], which is defined as

$$\theta = \int_{-\pi}^{\pi} dk \Lambda_{n,k},$$  

(10)

where we have scaled the length by the lattice constant, i.e. we set the lattice constant to be unity. In systems with inversion symmetry, Zak phase can only be 0 (trivial) or $\pi$ (nontrivial) [73]. The integral of the Berry connection over the BZ $-\pi \leq k < \pi$ can be obtained by dividing the BZ into many small segments and approximating the integral as the summation of the contributions from each small segment. For instance, if the BZ is divided into $N$ segments, in a small segment from $k_i$ to $k_{i+1}$ ($i$ range from 1 to $N$, and $k_{N+1} = k_i$), the Berry phase $\theta_i$ is given by

$$e^{-i\delta} = \langle \psi_{n,k} | \psi_{n,k+1} \rangle.$$  

(11)

In the above we have used the fact that for a sufficiently small segment

$$e^{-i\delta} \approx 1 - i\delta = 1 - i\Lambda_{n,k} \delta k,$$  

(12)

and replaced the differentiation of Bloch wavefunctions over $k$ in $\Lambda_{n,k}$ by finite differences.

The total Berry phase is the summation of the Berry phase in each small segment,

$$\theta = \sum_{i=1}^{N} \theta_i.$$  

(13)

This direct numerical scheme, however, needs a continuous phase-fixing scheme for the Bloch wavefunctions at different $k$’s to ensure that the evolution of the Bloch wavefunctions is continuous in the BZ. As envisioned by Wilson, the total gauge phase can be calculated by accumulation of the Berry phase from each small segment in the following way

$$e^{-i\theta} = \prod_{i=1}^{N} e^{-i\theta_i} = \prod_{i=1}^{N} \langle \psi_{n,k} | \psi_{n,k+1} \rangle.$$  

(14)

Remarkably, the above formalism is gauge-invariant, since each Bloch wavefunction appears twice in the above product: one with complex conjugation, the other with complex conjugation. Arbitrary determination of the
phases of the Bloch wavefunctions, which often happens in numerical calculations, does not affect the calculated Berry phase $\theta$. This gauge-invariant formalism is the basic starting point of the Wilson-loop approach.

The situation becomes more complicated when there are multiple energy bands. For such situations, in the Wilson-loop approach, the Berry phase for each segment is fully represented by the matrix $M_{ij,\ell,\ell'}$ of which the matrix elements are given by

$$M_{ij,\ell,\ell'} = (U_{\ell,\ell'}, U_{\ell',\ell}, \ldots, U_{\ell,\ell'})$$

where the band indices $n$ and $n'$ go over all bands below the concerned band gap. If there are $\mathcal{N}$ bands below the concerned band gap, then the matrix is a $\mathcal{N} \times \mathcal{N}$ matrix. This matrix contains all information on the Berry phase for the bands below the gap (or more precisely, this is the Berry connection matrix for the small segment $|k_{i}, k_{i+1}|$). From this matrix one can obtain all topological numbers of the bands below the gap, e.g. the Chern number for quantum anomalous Hall effects.

The Berry phase (in a matrix form) for a loop in the BZ can be obtained by the matrix product of the $\mathcal{N} \times \mathcal{N}$ Berry connection matrices for the small segments in the loop through the following form,

$$\hat{W} = \prod_{i=1}^{\mathcal{N}} M_{ij,\ell,\ell'}$$

To evaluate the topological numbers, we need the eigenvalues of the above Berry phase matrix. The Berry phases associated with the eigenvalues are given by

$$\theta_n = \text{ilog}(w_n), \quad n = 1, \ldots, \mathcal{N},$$

where $w_n$ is the $n$th eigenvalue of the matrix $\hat{W}$. Since $\theta_n$ must be a real number, the above can also be written as

$$\theta_n = -\text{Im log}(w_n), \quad n = 1, \ldots, \mathcal{N}.$$

The Chern number is related to the Berry phase through the following relations, [6]

$$2\pi \mathcal{C}_n = -\int_{-\pi}^{\pi} \int_{-\pi}^{\pi} dk_x dk_y (\partial_{k_y} \Lambda_x^{(n)} - \partial_{k_x} \Lambda_y^{(n)})$$

$$= \int_{-\pi}^{\pi} dk_y \partial_{k_y} [\int_{-\pi}^{\pi} dk_x \Lambda_x^{(n)}]$$

$$\equiv \int_{-\pi}^{\pi} d\theta_{nk_y}$$

where

$$\theta_{nk_y} = \int_{-\pi}^{\pi} dk_x \Lambda_x^{(n)}$$

is the Berry phase for the $n$th band along the loop $k_y \in [-\pi, \pi]$ for a fixed $k_x$, which is obtained by the integration over the Berry connection $\Lambda_{x}^{(n)}$ (i.e. the $x$ component of $\Lambda_{nk_x}$) through equations (16) and (18) for the Wilson-loop approach. In numerical calculations, the Chern number $\mathcal{C}_n$ is obtained by counting the winding phase of $\theta_{nk_y}$ when $k_y$ goes from $-\pi$ to $\pi$. We remark that although the Berry phase $\theta_{nk_y}$ depends on the choice of the origin of the spatial coordinates, the winding phase of $\theta_{nk_y}$, however, does not depend on such choices. Thus, the Wilson-loop approach provides an effective and gauge-invariant method to evaluate the topological Chern number numerically. If there are multiple bands below the band gap, the total Chern number is given by the summation of the contributions from all bands below the concerned band gap, i.e.

$$2\pi \mathcal{C} = \sum_n \int_{-\pi}^{\pi} d\theta_{nk_y}.$$ 

Before proceeding, it is important to point out that the Berry phase in equation (20) is related to the Wannier center of the 2D crystal [74]. For the case where the Berry phase is calculated at fixed $k_x$, the Berry phase and Wannier center are related by $\nu_y = \theta/2\pi$ (Here, we set the lattice constant as unity; We may mix the words ‘Berry phase’ and ‘Wannier bands’ in the remaining part of the paper). The evolution of the Wannier center with respect to $k_y$ is denoted as the ‘Wannier bands’. As has been shown in [75], Wannier bands can be used to characterize both the time-reversal broken Chern insulator and the time-reversal invariant quantum spin Hall insulator. The former is illustrated above. The latter is characterized by gapless Wannier bands in half of the Brillouin zone [75], i.e. $k_y \in [0, \pi]$. Here, we shall also use the gapless Wannier bands as the signature of quantum spin Hall effect for photons and other classical waves.

3. Numerical results

In this section, we calculate the topological numbers for several photonic/sonic crystals in 1D or 2D systems numerically by using the Wilson-loop approach elaborated above.
3.1. Zak phase in 1D photonic crystals

We start with a 1D photonic crystal shown in figure 1(a) for transverse-electric (TE) modes. The material and geometric parameters are specified in figure caption. The photonic band structures and the electromagnetic Bloch wavefunctions are calculated numerically via the open software MIT PHOTONIC BANDS. The Zak phase of the second band is calculated using the Wilson-loop approach for various $d$ ($d$ is the thickness of the B layer). The numerical Zak phase is indeed quantized to 0 or $\pi$, because the system has inversion symmetry [73]. The topological phase transition takes place at $d = 0.325a$ where the Zak phase abruptly changes from $\pi$ to 0 (see figure 1(b)). The photonic band gap closes at the transition point, where the second and third bands touch each other linearly, forming a 1D Dirac point. To gain further insights, we plot the band structure and electric field profiles at the $k = 0$ and $k = \pi$ points for two cases with $d = 0.1a$ (topological) and $d = 0.75a$ (trivial), respectively. For $d = 0.1a$ (see figure 1(c)), the second band has Zak phase $\pi$ and the electrical field profiles at the $k = 0$ and $k = \pi$ points have opposite parities. In contrast, for $d = 0.75a$ (figure 1(d)), the second band has Zak phase 0, while the field profiles at the $k = 0$ and $k = \pi$ points are of the same parity. As envisioned by Zak [73], the Zak phase is connected with the parity inversion according to

$$\frac{\theta}{\pi} = \frac{1}{2} \{\xi(k = 0) - \xi(k = \pi)\} \mod 2,$$

where $\xi(k = 0)$ and $\xi(k = \pi)$ are the parity ($\pm 1$) at $k = 0$ and $\pi$, respectively. Our numerical calculation of the Zak phase through the Wilson-loop approach agrees with the parity inversion picture given by the above equation.

3.2. Chern number in 2D photonic crystals

In figures 3(a) and (b) we illustrate how to slice the first BZ of 2D square (or rectangular) lattices and triangle (or honeycomb, kagome) lattices. For square or rectangular lattices, a closed loop in the BZ can be formed directly by running $k_x$ from $-\pi$ to $\pi$ for each fixed $k_y$. For triangle, honeycomb, and kagome lattices, we deform the first BZ from a hexagon to a rhomb. In this way, a closed loop is formed by running $k_x$ from $-\pi$ to $\pi$ for each given $k_y$. For both situations, we plot the Berry phase as a function of $k_x$ or $k_y$. The Chern number can be determined by examining the winding number of the Berry phase for $k_x \in [-\pi, \pi]$ or $k_y \in [-\pi, \pi]$. A black curve on the torusal-shaped BZ is plotted in figure 2(c) to represent the closed-loop with a fixed $k_x$ or $k_y$. Another red curve represents the $k_x$ or $k_y$ direction along which we study the winding properties of the Berry phase to extract the topological numbers of the energy bands.

To benchmark our calculation, we first consider a 2D photonic crystal comprised of a square lattice of yttrium-iron-garnet (YIG) rods for transverse-magnetic modes. This is the photonic crystal studied in [21], which has photonic band gap with nontrivial Chern number. The material and geometry parameters are specified in the caption of figure 3. In order to attain nonzero Chern number, the time-reversal symmetry is broken by applying an external magnetic field along the z direction. The magnetic field induces strong gyromagnetic anisotropy in YIG, leading to the following relative permeability [21].
Essentially the permeability tensor is frequency-dependent in YIG materials. Nevertheless, it does not ruin the underlying physics, if the average permeability for the frequency-range of concern is adopted when the frequency-dependence is mild. The photonic band structures and Bloch wavefunctions are calculated using COMSOL Multiphysics, a commercial software for solving the Maxwell’s equations based on finite-element methods. The band structure is presented in figure 3(a). The Chern numbers of the first three bands are determined by plotting the Berry phase \( \theta_{n,k_x} \), \( n = 1, 2, 3 \) as functions of \( k_x \). Here the Berry phase is numerically calculated from the electromagnetic field profiles by dividing the interval \( k_y \in [-\pi, \pi] \) into a large number of small segments. For the first photonic band, we find that the Berry phase \( \theta_{1,k_x} \) remains zero for all \( k_x \), leading to zero Chern number (see figure 3(b)). The Berry phase for the second photonic band \( \theta_{2,k_x} \) winds from 0 to \( 2\pi \) when \( k_x \) runs from \(-\pi\) to \( \pi \), revealing that the Chern number for the second band is \( \mathcal{C}_2 = 1 \) (figure 3(c)). The Berry phase of the third band \( \theta_{3,k_x} \) has a winding number \(-2\), corresponding to a Chern number \( \mathcal{C}_3 = -2 \), as shown in figure 3(d). The Chern numbers calculated here from the Wilson-loop approach agree with the Chern numbers inferred from the chiral edge states in [21] using the bulk-edge correspondence [76].

We then apply the numerical Wilson-loop approach to honeycomb photonic crystals consisting of YIG rods. The honeycomb lattice has two rods in each unit cell. With identical rods and without breaking the time-reversal symmetry, there are Dirac points at the \( K \) and \( K' \) points. Photonic band gap can be obtained by breaking either the inversion symmetry or the time-reversal symmetry (see figures 4(a) and (b)). The former is realized by using two rods of different radii in each unit cell, while the latter is achieved by applying a magnetic field along the \( z \) direction and break the time-reversal symmetry through magneto-optic effects. The results from the Wilson-
loop approach are shown in figures 4(c) and (d). For the case with broken inversion symmetry, figure 4(c) indicates that the winding numbers of the Berry phase for the two photonic bands below and above the photonic band gap are zero, which indicates vanishing Chern number. This situation is often denoted as the valley-Hall effect [63, 64], where the valley polarized Chern number for the K and K′ valleys are opposite and close to ±1/2.

Such valley Hall insulators can lead to valley-polarized chiral edge states [63, 64] (see also discussions in section 4 of this paper). For the case with broken time-reversal symmetry, figure 4(d) shows that the winding number of the Berry phase for the first photonic band gap is −1, thus the Chern number is \( C = -1 \), agreeing with Haldane and Raghu’s calculation in [20].

3.3. Quantum spin Hall effect and fragile topology in photonic and sonic crystals

We now study the topological properties of quantum spin Hall effects in photonic and sonic crystals. Such photonic and sonic analogs of quantum spin Hall insulators have helical edge states on the boundary: a pair of edge states have opposite group velocities and angular momenta.

In photonics, such phenomena can emerge in systems with [32–38] or without [39] time-reversal symmetry. In the literature, there are various proposals for photonic topological insulators [32–41]. For simplicity, we shall consider 2D all-dielectric photonic crystals for the transverse-magnetic modes, which can be realized by metallic plates cladding along the \( z \) direction [38]. Within this scheme, there are two ways to achieve photonic topological insulators. The first one is proposed in [35] where the deformed honeycomb lattice photonic crystals are found to have helical edge states, resembling the quantum spin Hall effect of electrons. The second one is proposed in [36] where topological phase transition is achieved by continuously tuning the inner and outer radii of core–shell triangle-lattice photonic crystals. The topological phase transition takes place at the accidental degeneracy between the \( d \) and \( p \) doublets which form a four-fold degenerate Dirac point [36]. Near the band degeneracy, an effective Hamiltonian for photons is constructed using the \( \hat{k} \cdot \hat{p} \) theory as derived from the Maxwell equations [see [36, 44, 45]]. For both proposals, the pseudo-spins are emulated by the orbital angular momenta, which served as the photonic analog of the electronic Kramers pairs, and the effective Hamiltonian for photons can be directly mapped to the Bernevig–Hughes–Zhang Hamiltonian [9] for the quantum spin Hall insulators of electrons. For acoustics, the sonic analog quantum spin Hall are realized using similar schemes, as proposed and realized in [59, 60].

Below we present numerical calculation of the Berry phase for acoustic topological insulators studied in [59]. Specifically, the sonic crystal is made of a graphene-like lattice of steel rods. The acoustic band structures are presented in figures 5(a) and (b), representing a normal and topological acoustic band gaps, respectively. At the \( \Gamma \) point, the normal acoustic band gap has the \( d \) bands above the \( p \) bands, while the topological photonic band gap...
has the p bands above the d bands. The transition between these two band gaps is realized by tuning the radii of the two steel rods (or the ‘filling ratio’). With the increase of the radii of the two steel rods, the acoustic bands experience the processes of band gap closing and reopening, accompanying with the emergence of a four-fold degenerate Dirac point at the phase transition point, as schematically depicted in the background of figures 5(a) and (b).

Using the Bloch wavefunctions from first-principle calculations and adopting the Wilson-loop approach, we calculate the Berry phases for each given \( k_1 \), and examine the winding properties of the Berry phases. There are three acoustic bands below the second band gap of which the topological property is studied here. Note that the first acoustic band is isolated from the second and third acoustic bands. We can calculate the Wannier band for the first acoustic band (see the left panels of figures 5(c) and (d)). The calculation results show that the first acoustic band has Berry phase \( \theta = \pi \) for all \( k_1 \) for both the normal and topological band gaps. This Berry phase has no connection with the quantum spin Hall effect. The Berry phase characteristics of the acoustic quantum spin Hall effect can be revealed by the Wilson-loop calculation for the second and third bands. The Wannier bands for this set of bands is shown in the middle panels of figures 5(c) and (d). It is seen that the Wannier bands in the region \( k_1 \in [0, \pi] \) are gapless for the quantum spin Hall insulator, whereas the Wannier bands are gapped for the normal band gap. Here, by the term ‘gapless’ it means that the Wannier bands spread over the whole \( [0, 2\pi] \) region, as defined in [75]. The Berry phase characterization is thus consistent with the discovery in [59].

However, since the pseudo-spin degeneracy in acoustic systems is not guaranteed by time-reversal symmetry (because phonons are bosons) but by crystalline symmetries, the acoustic quantum spin Hall insulator is not as robust as the electronic quantum spin Hall insulator where the band topology is protected by the global time-reversal symmetry. Moreover, in contrast to the electronic quantum spin Hall systems, the photonic/ acoustic quantum spin Hall systems feature fragile topology. In the literature, bands with fragile topology have gapless Wannier bands by themselves, but the Wannier bands can become gapped when a set of bands with gapped Wannier bands are added to the Wilson-loop calculation [77–79]. Indeed, when the first band is added to the Wilson-loop calculation (i.e. the calculation include the first three bands), the Wannier bands become gapped,

![Figure 5. Numerical calculation of Berry phase in graphene-like sonic crystal. (a), (b) Band structure of graphene-like sonic crystal with (a) trivial insulator case, \( \tau = 0.3a \), (b) quantum spin Hall effect case, \( \tau = 0.45a \). The insets show the Bloch states at the BZ center corresponding to different parities, which indicate parity inversion. (c), (d) The evolution of Berry phase with different sets of bands for (c) the normal insulating phase, \( C_i = 0 \) and (d) the quantum spin Hall insulator phase, \( C_i = 1 \). Left panel: first band. Middle panel: first and second bands. Right panel: lowest three bands. The material parameters used for calculation are the density and longitudinal sound speed (stainless steel: 7880 kg m\(^{-3}\) and 6010 m s\(^{-1}\), air: 1.25 kg m\(^{-3}\) and 343 m s\(^{-1}\)).](image-url)
as shown in the right panels of figures 5(c) and (d). These results confirm that the acoustic system studied here has fragile topology. In fact, classical wave systems (e.g. sonic crystals and photonic crystals [78]) are ideal platform for the study of fragile topology. These topological systems have gapped edge states, unless certain edge symmetry protect them [61].

4. Bulk-edge correspondence

4.1. Chern number and chiral edge state
The bulk-edge correspondence is of fundamental importance in topological physics, which gives the relationship between the total number of edge states in a specific band gap and the topological properties of all the bulk bands below the band gap. In this section, we check the Wilson-loop calculation of the topological number by studying the edge states according to the bulk-edge correspondence in photonic/acoustic topological systems.

In many situations, the edge states in the nontrivial topological systems can be understood through the seminal Jackiw–Rebbi theory [80] which studies a continuum model of a 1D massive Dirac equation with a domain wall where the Dirac mass switches sign. The solution of such a position-dependent massive Dirac equation is a topological mid-gap mode which is localized at the domain wall and decays exponentially away from the domain wall (see figure 6(a)). The 2D extension of the Jackiw–Rebbi theory gives chiral edge states for the Haldane model with Chern number \( \mathcal{C} = \pm 1 \) [4], since the topological phase transition in the Haldane model between the valley Hall insulator with \( \mathcal{C} = 0 \) to the Chern insulator with \( \mathcal{C} = \pm 1 \) can be understood as the sign change of the Dirac mass at one of the valley (\( K \) or \( K' \)) [3].

We first give an example of the Jackiw–Rebbi bound state in a 1D photonic crystal. The topological transition of 1D binary photonic crystal is featured with band gap closing (with a Dirac point) and reopening. Such a topological transition can also be understood as the sign change of the Dirac mass in the massive Dirac equation. When two photonic crystals with opposite Dirac masses are placed together, a bound state emerge at the interface between them. To construct such a domain wall, we place two 1D binary photonic crystals with \( d = 0.1a \) and \( d = 0.75a \) (see figure 1) together. They have a common frequency gap from \( p_0 \) to \( p_0 \).

The total Zak phases of the photonic bands below the common frequency gap for the two photonic crystals are 0 and \( \pi \), respectively. The photonic spectrum of the combined photonic crystals is displayed in figure 6(b). There are two degenerate mid-gap bound states (red dots), of which the electromagnetic fields are localized at the interface (see the inset).

To study the chiral edge states in 2D systems, we use the honeycomb-lattice photonic crystals that have been studied in section 3.2 which break the inversion symmetry or time-reversal symmetry, respectively. We then calculate the edge and bulk photonic spectrum using a supercell with a zigzag boundary along the x-direction.

Figure 6. Topological mid-gap states and chiral edge states. (a) Schematic of the topological mid-gap mode. The distribution of Dirac mass and topological mid-gap mode are represented by blue and red lines, respectively. (b) Eigen-frequency solution of the combined photonic crystal composed of 1D photonic crystal studied in figure 1. Inset: topological mid-gap mode. (c), (d) The projected band structure mentioned in figure 2 with (c) inversion symmetry breaking and (d) time-reversal symmetry breaking. Both cases are calculated with zigzag boundary.
The zigzag boundary is formed by the photonic crystal and a perfect-electric-conducting boundary. The detailed parameters of the photonic crystals are the same as for figure 4. The calculated photonic spectrum of the supercells are shown in figures 6(c) and (d). For the photonic crystal with Chern number $\Omega = 0$, there are no gapless edge states in the photonic band gap. For the photonic crystal with Chern number $\Omega = 1$, there are chiral edge states (red color) in the photonic band gap. These results are consistent with the calculated Chern number and the bulk-edge correspondence principle.

4.2. Quantum spin Hall effect and helical edge state

Helical edge states, the hallmark of quantum spin Hall effects, have been widely studied in photonic and acoustic systems [32–38, 59–61]. Here we perform calculations for the edge states using the sonic crystals studied in section 3.3. As shown in figure 7(a), there are a pair of edge states in the acoustic band gap. We further plot the acoustic pressure profiles (both the amplitude and the phase) for the two edge states at $k_y = 0.1\pi$ (labeled as A and B) in figure 7(b). The acoustic pressure phase profiles of the edge states A and B indicate clockwise and anticlockwise winding phase vortices, as indicated by the green arrows in the left panels of figure 7(b). These phase vortices indicate finite and opposite orbital angular momenta, which mimic the opposite spin angular momentum in the helical edge states in the electronic quantum spin Hall insulator.

One of the difference between the electronic quantum spin Hall insulators and the bosonic or classical analogs of quantum spin Hall insulators is that the former is a topological order protected by the global time-reversal symmetry, whereas the latter is a topological crystalline order protected by crystalline symmetries. For electronic and other fermionic systems, time-reversal symmetry protects the Kramers degeneracy and the crossing of the helical edge states at time-reversal invariant wavevectors. However, for bosonic and classical systems, the pseudo-Kramers degeneracy is induced by the pseudo-time-reversal symmetry induced by the crystalline symmetry. For the sonic crystals studied here the $C_3\eta$ rotation symmetry inducing the pseudo-Kramers degeneracy is broken on the edge boundary. Therefore, there is a tiny band gap in the dispersion of the helical edge states (almost unnoticeable in figure 7(a)). In general the crossing between the two branches of the helical edge states are not protected when the boundary does not have the crystalline symmetry that protects the pseudo-Kramers degeneracy, which is often true for crystals with symmorphic symmetry [35–38, 59, 60]. However, in nonsymmmorphic symmetry crystals the gapless edge states can be protected by glide symmetries which are preserved on the edges, as shown in [40, 61]. The possibility that the edge states may open up a gap even when the bulk topological properties are well-defined is a key feature of fragile topology. This feature may reduce the topological robustness of the edge states, making them less efficient for one-way transport.
We further elaborate the bulk-edge correspondence by pointing out a difference between the edge states of the quantum spin Hall insulator and those of the valley Hall insulator (both of them for acoustic systems). The acoustic valley Hall insulators studied here are adopted from \cite{63,64} which are realized by sonic crystals made by hexagonal array of triangular rod-like scatters. It has been shown that the Dirac points at the $K$ and $K'$ points can be gapped by rotating the triangular scatters, accompanying with the symmetry reduction from the $C_{3v}$ point group to the $C_3$ point group. The resultant valley Hall insulators have opposite valley Chern numbers at the $K$ and $K'$ points. Both the $K$ and $K'$ valleys can be described by the massive Dirac equations in two dimensions with Dirac masses. When two acoustic valley Hall insulators with a common band gap but opposite Dirac masses at the $K$ point are placed together to form a Dirac mass domain wall, there are valley-polarized chiral edge states \cite{48–52,63,64}. The edge states at the $K'$ valley is related to those at the $K$ valley as dictated by the time-reversal symmetry (see figure 7(c)). These edge states with opposite group velocities seem to be phenomenologically like the helical edge states for the quantum spin Hall insulators, particularly when armchair boundaries are considered \cite{52}.

However, there is a difference between the edge states for the acoustic quantum spin Hall insulators and those for the acoustic valley Hall insulators: the former have phase vortices (indicating finite orbital angular momenta) while the latter do not have phase vortex (or have multiple phase vortices with opposite winding numbers, resulting vanishing orbital angular momentum) as indicated in figure 7(d). Such a difference indicates that the edge states for the acoustic valley Hall insulators cannot be regarded as pseudo-spin polarized helical edge states, reflecting that the bulk bands for those two types of insulators have distinct topological properties. Indeed, as shown in figure 4, Wannier bands are gapped for the quantum valley Hall case, whereas the Wannier bands are gapless for the quantum spin Hall case.

5. Conclusion

In conclusion, we presented the Wilson-loop approach toward topological numbers for classical (i.e. photonic and acoustic) energy bands. Specifically, based on the Wilson-loop approach, we obtained the Zak phase and Chern number for 1D and 2D photonic bands from first-principle calculations, starting from the definition of Berry phases in those classical systems. Such first-principle calculations rigorously verify the topological numbers in several topological classical systems widely studied in the literature. We further elaborate on the subtle features of the edge states in those topological classical-wave systems—in particular, the phase vortices in the edge states of acoustic quantum spin Hall insulators and the absence of such vortices for acoustic quantum valley Hall insulators. Moreover, using the Wilson-loop approach we are able to reveal the nature of fragile topology of those topological classical-wave systems, namely that the nontrivial winding of the Berry phases can be destroyed by adding trivial bulk bands. Those aspects, as complimentary to the existing studies, enrich the understanding of the underlying physics of topological classical-wave systems.
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