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TERM ORDERS
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Abstract. We will study monomial ideals $I$ in the exterior algebra as well as
in the polynomial ring whose generic initial ideal is constant for all term orders
up to permutations of variables. First, in the exterior algebra, we determine
all graphs and all flag complexes whose exterior face ideal satisfies the above
condition. Second, in the polynomial ring, it will be shown that the generic initial
ideal $\text{gin}_\sigma(I(G))$ of the edge ideal $I(G)$ of a graph $G$ is constant for all term orders
$\sigma$ up to permutations of variables if and only if $G$ is a complete bipartite graph.

1. Introduction

In this paper, we will study some monomial ideals $J$ in the exterior algebra $E$
which satisfies $\text{Gin}_\sigma(J) = \text{Gin}_\tau(J)$ for all term orders $\sigma$ and $\tau$ satisfying $e_1 > e_2 >
\cdots > e_n$, where $\text{Gin}_\sigma(I)$ is the generic initial ideal of $I$ with respect to the term
order $\sigma$ and where $E = \bigoplus_{k=0}^n \bigwedge^k V$ is the exterior algebra of a vector space $V$ over
an infinite field $K$ with basis $e_1, \ldots, e_n$. Our results determine all graphs and all
flag complexes whose exterior face ideal satisfies the above condition.

Let $\Gamma$ be a simplicial complex on $[n] = \{1, \ldots, n\}$. For a subset $S = \{i_1, \ldots, i_k\} \subset
[n]$, the element $e_S = e_{i_1} \wedge \cdots \wedge e_{i_k} \in E$ will be called a monomial in $E$ of degree
$k$, where $i_1 < \cdots < i_k$. The exterior face ideal $J_G$ of $\Gamma$ is the monomial ideal in $E$
generated by all monomials $e_S \in E$ with $S \notin \Gamma$. In this paper, a 1-dimensional
simplicial complex will be called a graph. If $G$ is a graph on $[n]$, then we write $F(G)$
for the flag complex of $G$, where the flag complex of $G$ is the simplicial complex
defined by

$$F(G) = \{S \subset [n] : \{i, j\} \in G \text{ for all } \{i, j\} \subset S\}.$$ 

For a graded ideal $J$ in $E$, let

$$\text{Gins}(J) = \{\text{Gin}_\sigma(J) : \sigma \text{ is a term order with } e_1 >_\sigma e_2 >_\sigma \cdots >_\sigma e_n\}.$$ 

We will consider graphs $G$ which satisfy $|\text{Gins}(J_{F(G)})| = 1$, where $|A|$ denotes the
cardinality of a finite set $A$.

A similar problem was asked by Kalai in [12, Problem 7]. Let $J \subset E$ be a
homogeneous ideal and $\text{in}_\sigma(J)$ the initial ideal of $J$ with respect to a term order $\sigma$.
A monomial ideal $J \subset E$ is said to be strongly stable if $e_S \in J$ implies $e_{S \setminus \{i\} \cup \{j\}} \in J$
for all $j \in S$ and $i \notin S$ with $i < j$. Kalai asked which simplicial complex $\Gamma$
satisfies $\text{in}_{\text{rev}}(\varphi(J_G)) = \text{gin}(J_G)$ for all $\varphi \in GL_n(K)$ with which $\text{in}_{\text{rev}}(\varphi(J_G))$ is strongly stable,
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where the general linear group $GL_n(K)$ acts linearly on $E$ and $\text{in}_{\text{rev}}(J)$ is the initial ideal of $J \subset E$ with respect to the reverse lexicographic order. We will show that if $G$ satisfies $|\text{Gins}(J_G)| = 1$ (resp. $|\text{Gins}(J_{F(G)})| = 1$) then $G$ (resp. $F(G)$) satisfies the above condition.

A strongly stable ideal $J' \subset E$ is called a transformed strongly stable ideal of $J$ if there exist $\varphi_1, \varphi_2, \ldots, \varphi_k \in GL_n(K)$ and term orders $\sigma_1, \sigma_2, \ldots, \sigma_k$ such that

$$J' = \text{in}_{\sigma_k}(\varphi_k(\cdots \text{in}_{\sigma_2}(\varphi_2(\text{in}_{\sigma_1}(\varphi_1(J))))\cdots)).$$

Set

$$\text{Trans}(J) = \{J' \subset E : J' \text{ is a transformed strongly stable ideal of } J\}.$$ 

Since every generic initial ideal is strongly stable, $\text{Trans}(J)$ contains $\text{Gins}(J)$ together with all strongly stable ideals considered in [12, Problem 7]. However, we will show that $|\text{Trans}(J_{F(G)})| = 1$ if and only if $|\text{Gins}(J_{F(G)})| = 1$.

Let $G$ be a graph on $[n]$. If $G$ contains at most two edges, then $|\text{Gins}(J_G)| = 1$ since there exists only one strongly stable ideal with the same Hilbert function as $J_G$. An example of a graph $G$ with $|\text{Gins}(J_G)| > 1$ appears when $G$ has more than three edges. Indeed, it is not hard to see that the following graphs satisfy $|\text{Gins}(J_G)| > 1$ (Proposition 5.1).

\begin{itemize}
  \item [(a)]
  \begin{tikzpicture}
    \foreach \i in {1, 2, 3, 4}
    \path[draw] (\i) circle (0.1cm);
    \foreach \i in {1, 2, 3}
    \foreach \j in {\i+1, \i+2}
    \draw[thick] (\i) -- (\j);
  \end{tikzpicture}
  
  \item [(b)]
  \begin{tikzpicture}
    \foreach \i in {1, 2, 3, 4}
    \path[draw] (\i) circle (0.1cm);
    \draw[thick] (1) -- (3) -- (4);
  \end{tikzpicture}
  
  \item [(c)]
  \begin{tikzpicture}
    \foreach \i in {1, 2, 3, 4}
    \path[draw] (\i) circle (0.1cm);
    \draw[thick] (1) -- (2) -- (3);
  \end{tikzpicture}
\end{itemize}

Our result will explain that these three examples are essential if we characterize graphs $G$ with $|\text{Gins}(J_G)| = 1$ from the viewpoint of induced subgraphs. (See Theorem 1.1 (v) below.)

To state our result, the notation about near cones is required. Let $\Gamma$ be a simplicial complex on $[n]$. We say that $\Gamma$ is a near cone with respect to a vertex $v \in [n]$ if $\Gamma$ satisfies $(S \setminus \{j\}) \cup \{v\}$ for all $S \in \Gamma$ and $j \in S$. If $\Gamma$ is a graph, then the structure of a near cone is quite simple. Let $G$ be a graph on $[n]$, $G - v$ the graph obtained by deleting a vertex $v \in [n]$ from $G$ and $\text{deg}_G(v) = |\{t : \{t, v\} \in G\}|$ the degree of the vertex $v$ on $G$. Then, $G$ is a near cone with respect to $v$ if and only if

$$G \supset \{v\} \cup \{v, t : t \in [n] \setminus \{v\} \text{ with } \text{deg}_G(t) > 0\} \cup (G - v).$$

Thus if $G$ is a near cone with respect to a vertex $v \in [n]$, then the structure of $G$ is determined from $G - v$ and $\text{deg}_G(v)$. We say that a graph $G$ is a $k$-near cone of $G'$ if there exists a sequence $v_1, v_2, \ldots, v_k \in [n]$ such that $G - \{v_1, \ldots, v_{k-1}\}$ is a near cone with respect to $v_t$ for $t = 1, 2, \ldots, k$ and $G' = G - \{v_1, \ldots, v_k\}$ is the graph on $[n] \setminus \{v_1, \ldots, v_k\}$ obtained from $G$ by deleting vertices $v_1, \ldots, v_k$.

We say that a graph $G$ is semi-complete (resp. semi-complete bipartite) if we can obtain a complete graph (resp. complete bipartite graph) by deleting isolated
vertices from $G$, in other words, $G$ is a union of a complete graph (resp. complete bipartite graph) and isolated vertices. The main result of this paper is the following.

**Theorem 1.1.** Let $G$ be a graph on $[n]$. The following conditions are equivalent.

(i) $|\text{Trans}(J_{F(G)})| = 1$;
(ii) $|\text{Gins}(J_{F(G)})| = 1$;
(iii) $|\text{Gins}(J_G)| = 1$;
(iv) $|\text{Trans}(J_G)| = 1$;
(v) $G$ and its complementary graph $\overline{G}$ contains none of the graphs (a), (b) and (c) as an induced subgraph;
(vi) $G$ is a $k$-near cone of a semi-complete bipartite graph or of a disjoint union of two semi-complete graphs for some $k \geq 0$.

We also consider edge ideals. Let $R = K[x_1, \ldots, x_n]$ be the polynomial ring in $n$ variables over a field $K$ with $\text{char}(K) = 0$. For a homogeneous ideal $I \subset R$, we write $\text{gin}_\sigma(I)$ for the generic initial ideal with respect to a term order $\sigma$ and define $\text{gins}(I) = \{\text{gin}_\sigma(I) \subset R : \sigma$ is a term order with $x_1 >_\sigma \cdots >_\sigma x_n\}$.

Let $G$ be a graph on $[n]$. The edge ideal $I(G) \subset R$ of $G$ is the ideal generated by all squarefree monomials $x_i x_j$ with $\{i, j\} \in G$. The second result of this paper is the following.

**Theorem 1.2.** Let $G$ be a graph on $[n]$. Assume that $\text{char}(K) = 0$. Then we have $|\text{gins}(I(G))| = 1$ if and only if $G$ is a semi-complete bipartite graph.

This paper is organized as follows: In §2, we study some properties for the homogeneous component of degree 2 of generic initial ideals. In §3, we introduce some techniques which will be used to prove main theorems. In §4, we will show that the exterior face ideal $J_{F(G)}$ of the flag complex $F(G)$ of a semi-complete bipartite graph $G$ satisfies $|\text{Gins}(J_{F(G)})| = 1$. In §5, the proof of Theorem 1.1 will be given. In §6, we will consider edge ideals $I(G)$ satisfying $|\text{gins}(I(G))| = 1$.

2. **The homogeneous component of degree 2 of generic initial ideals**

In this section, we study some properties for the homogeneous component of degree 2 of strongly stable ideals. Although we only consider the exterior algebra, all of the lemmas in this section can be proved for homogeneous ideals in the polynomial ring over a field $K$ with $\text{char}(K) = 0$ in the same way.

First, we recall the fundamental theorem for generic initial ideals. Let $K$ be an infinite field, $V$ an $n$-dimensional $K$-vector space with basis $e_1, \ldots, e_n$, $E = \bigoplus_{k=0}^n \Lambda^k V$ the exterior algebra of $V$ and $GL_n(K)$ the general linear group with coefficients in $K$. Any $\varphi = (a_{ij}) \in GL_n(K)$ induces an automorphism of the graded
$K$-algebra $E$ defined by
\[ \varphi(e_i) = \sum_{k=1}^{n} a_{ki} e_k \quad \text{for } i = 1, 2, \ldots, n. \]

**Lemma 2.1** (Galligo, Bayer–Stillman and Aramova–Herzog–Hibi). Let $J \subset E$ be a homogeneous ideal and $\sigma$ a term order. Then, there exists a nonempty Zariski open subset $U \subset GL_n(K)$ such that $\text{in}_\sigma(\varphi(J))$ is constant for all $\varphi \in U$. Furthermore, $U$ meets nontrivially the set of all upper triangular invertible matrices.

The above initial ideal $\text{in}_\sigma(\varphi(J))$ with $\varphi \in U$ is called the generic initial ideal of $J$ with respect to the term order $\sigma$, and will be denoted $\text{Gin}_\sigma(J)$. We list some basic properties below (see, e.g., [3, Lemma 3.3] for (i) – (iv) and [15, Corollary 2.3] for (v)).

**Lemma 2.2.** Let $J = \bigoplus_{d=0}^{n} J_d \subset E$ be a homogeneous ideal and $\sigma$ a term order induced by $e_1 > \cdots > e_n$, where $J_d$ is the homogeneous component of degree $d$ of $J$. Then

(i) $\text{Gin}_\sigma(J)$ is strongly stable;
(ii) if $J$ is strongly stable, then one has $\text{Gin}_\sigma(J) = J$;
(iii) $J$ and $\text{Gin}_\sigma(J)$ have the same Hilbert function, that is, $\dim_K \text{Gin}_\sigma(J)_d = \dim_K J_d$ for all integers $d \geq 0$;
(iv) if $J \subset J'$ are homogeneous ideals in $E$, then $\text{Gin}_\sigma(J) \subset \text{Gin}_\sigma(J')$;
(v) $\text{Gin}_\sigma(J) = \text{Gin}_\sigma(\varphi(J))$ for any $\varphi \in GL_n(K)$.

We also note similar properties for transformed strongly stable ideals.

**Lemma 2.3.** Let $J \subset E$ be a homogeneous ideal and $J' \in \text{Trans}(J)$. Then

(i) $J$ and $J'$ have the same Hilbert function;
(ii) if $J \subset I$ are homogeneous ideals in $E$, then there exists an $I' \in \text{Trans}(I)$ such that $J' \subset I'$;
(iii) $\text{Trans}(J) = \text{Trans}(\varphi(J))$ for any $\varphi \in GL_n(K)$.

**Proof.** The statement (i) follows from the fact that Hilbert functions do not change by taking initial ideals. The statement (ii) easily follows by using the fact that if $J \subset I$ then $\text{in}_\sigma(\varphi(J)) \subset \text{in}_\sigma(\varphi(I))$ for any $\varphi \in GL_n(K)$ and any term order $\sigma$. On the other hand, (iii) is obvious from the definition of transformed strongly stable ideals. \qed

Let $R = K[x_1, \ldots, x_n]$ be the polynomial ring in $n$ variables with each $\deg(x_i) = 1$. The graded Betti numbers $\beta_{ij}(I)$ of a homogeneous ideal $I \subset R$ are the integers defined by
\[ \beta_{ij}(I) = \dim_K \text{Tor}_i(I, K)_j. \]

Studying graded Betti numbers is one of the current trend in computational commutative algebra. Also, many nice relations between generic initial ideals and graded Betti numbers have been discovered (see, e.g., [1], [5], [6], [10] and [15]).
Let $J$ be a monomial ideal in $E$. We write $J^* \subset R$ for the ideal in the polynomial ring $R$ generated by all squarefree monomials $x_{i_1}x_{i_2}\cdots x_{i_k}$ with $e_{i_1} \wedge e_{i_2} \wedge \cdots \wedge e_{i_k} \in J$. For an integer $1 \leq k \leq n$, let

$$\min_{\leq k}(J, d) = |\{e_S \in J_d : \min(S) \leq k\}|$$

and

$$\max_{\leq k}(J, d) = |\{e_S \in J_d : \max(S) \leq k\}|.$$

The homogeneous component of degree 2 of strongly stable ideals has a simple structure. Indeed, the next lemma easily follows from [10, Corollary 3.6].

**Lemma 2.4** ([13, Lemma 3.1]). Let $J \subset E$ and $J' \subset E$ be strongly stable ideals which do not contain any monomial of degree 1. The following conditions are equivalent.

1. $J_2 = J'_2$;
2. $\max_{\leq k}(J, 2) = \max_{\leq k}(J', 2)$ for all $k$;
3. $\min_{\leq k}(J, 2) = \min_{\leq k}(J', 2)$ for all $k$;
4. $\beta_{i+2}(J') = \beta_{i+2}((J')^*)$ for all $i$.

Next, we recall the nice relation between generic initial ideals and transformed strongly stable ideals found by Conca. Let $\sigma$ be a term order and $e_S$ a monomial in $E$. Set

$$m_{\sigma,e_S}(J) = |\{e_T \in J : e_T \geq e_S, \deg(e_T) = \deg(e_S)\}|.$$

**Lemma 2.5.** Let $\sigma$ be a term order and $J \subset E$ a homogeneous ideal. If $J' \subset \text{Trans}(J)$, then, for any monomial $e_S \in E$, one has

$$m_{\sigma,e_S}(\text{Gin}_\sigma(J)) \geq m_{\sigma,e_S}(J').$$

**Proof.** It follows from [14, Proposition 2.4] that, for any $e_S \in E$ and term order $\tau$, one has $m_{\sigma,e_S}(\text{Gin}_\sigma(J)) \geq m_{\sigma,e_S}(\text{Gin}_\sigma(\text{in}_\tau(J)))$. (Note that the same property for the case of the polynomial ring is [5, Corollary 1.6].) If $J'$ is a transformed strongly stable ideal of $J$ with $J' = \text{in}_{\sigma_1}(\varphi_k(\cdots\text{in}_{\sigma_2}(\varphi_2(\text{in}_{\sigma_1}(\varphi_1(J))))\cdots))$, then the above inequality together with Lemma 2.2 (v) says that

$$m_{\sigma,e_S}(\text{Gin}_\sigma(J)) = m_{\sigma,e_S}(\text{Gin}_\sigma(\varphi_1(J))) \geq m_{\sigma,e_S}(\text{Gin}_\sigma(\text{in}_{\sigma_1}(\varphi_1(J))))$$

$$\geq m_{\sigma,e_S}(\text{Gin}_\sigma(\text{in}_{\sigma_2}(\varphi_2(\text{in}_{\sigma_1}(\varphi_1(J))))))$$

$$\vdots$$

$$\geq m_{\sigma,e_S}(\text{Gin}_\sigma(J')).$$

Since $J'$ is strongly stable, we have $\text{Gin}_\sigma(J') = J'$. Thus the assertion follows. \qed

Let $<_\text{lex}$ (resp. $<_\text{rev}$) be the degree lexicographic (resp. reverse lexicographic) order induced by $e_1 > \cdots > e_n$. We write $\text{Gin}(J)$ for the generic initial ideal of $J$ with respect to $<_\text{rev}$. The next lemma immediately follows from Lemma 2.5 together with the definition of $<_\text{lex}$ and that of $<_\text{rev}$.

**Lemma 2.6.** Let $J$ be a homogeneous ideal in $E$ and $J' \subset \text{Trans}(J)$. Then

1. $\min_{\leq k}(\text{Gin}_{\text{lex}}(J), d) \geq \min_{\leq k}(J', d)$ for all $k$ and $d$;
(ii) \( \max_{\leq k}(\mathrm{Gin}(J), d) \geq \max_{\leq k}(J', d) \) for all \( k \) and \( d \).

Moreover, the following fact is true.

**Proposition 2.7.** Let \( J \subset E \) be a homogeneous ideal and \( J' \in \text{Trans}(J) \). Then, for any integer \( k \geq 1 \), one has

\[
\max_{\leq k}(\mathrm{Gin}_{\text{lex}}(J), 2) \leq \max_{\leq k}(J', 2) \leq \max_{\leq k}(\mathrm{Gin}(J), 2). \tag{1}
\]

**Proof.** The right-hand side of (1) is Lemma 2.6 (ii). We will show the left-hand side. Fix an integer \( k \geq 1 \). Let

\[
q = \max\{t : e_i \land e_k \in J'\}
\]

where we let \( q = 0 \) if \( e_1 \land e_k \not\in J' \).

If \( q \geq k - 1 \), then \( J' \) contains all monomials \( e_i \land e_j \) with \( \max\{i, j\} \leq k \), and therefore we have the inequality (1). Hence we assume that \( q < k - 1 \).

Since \( J' \) is strongly stable, \( e_{q+1} \land e_k \not\in J' \) implies that any monomial \( e_i \land e_j \) with \( i > q \) and \( j \geq k \) does not belong to \( J' \). Thus we have

\[
\{e_i \land e_j \in J' : \max\{i, j\} > k\} = \{e_i \land e_j \in J' : \max\{i, j\} > k, \ \min\{i, j\} \leq q\}. \tag{2}
\]

Moreover, since \( e_i \land e_j \in J' \) for all \( i, j \) with \( i \leq k \) and \( j \leq q \), a routine computation says that

\[
|\{e_i \land e_j \in J' : \max\{i, j\} > k, \ \min\{i, j\} \leq q\}| = \min_{\leq q}(J', 2) - \{(k - 1) + (k - 2) + \cdots + (k - q)\}. \tag{3}
\]

Also, in the same way as (3), a simple counting says that

\[
|\{e_i \land e_j \in \mathrm{Gin}_{\text{lex}}(J) : \max\{i, j\} > k\}| \geq \min_{\leq q}(\mathrm{Gin}_{\text{lex}}(J), 2) - \{(k - 1) + (k - 2) + \cdots + (k - q)\}. \tag{4}
\]

On the other hand, for any strongly stable ideal \( I \subset E \), one has

\[
|\{e_i \land e_j \in I : \max\{i, j\} > k\}| = \dim_K I_2 - \max_{\leq k}(I, 2). \tag{5}
\]

Then (2), (3), (4) and (5) together with Lemma 2.6 (i) say that

\[
\dim_K J'_2 - \max_{\leq k}(J', 2) = \min_{\leq q}(J', 2) - \{(k - 1) + \cdots + (k - q)\} \leq \min_{\leq q}(\mathrm{Gin}_{\text{lex}}(J), 2) - \{(k - 1) + \cdots + (k - q)\} \leq \min_{\leq q}(\mathrm{Gin}_{\text{lex}}(J), 2) - \{(k - 1) + \cdots + (k - q)\} \leq \min_{\leq q}(\mathrm{Gin}_{\text{lex}}(J), 2) - \{(k - 1) + \cdots + (k - q)\}.
\]

Since \( J' \) and \( \mathrm{Gin}_{\text{lex}}(J) \) have the same Hilbert function, we have \( \max_{\leq k}(J', 2) \geq \max_{\leq k}(\mathrm{Gin}_{\text{lex}}(J), 2) \) as desired. \( \square \)

It is known that the inequality (1) yields the inequality of graded Betti numbers. Indeed, the next corollary can be proved in the same way as [6, Proposition 3.6] and [2, Theorem 4.4].
Corollary 2.8. Let $J \subset E$ be a homogeneous ideal and $J' \in \text{Trans}(J)$. Then one has
\[ \beta_{i+2}(\text{Gin}\text{lex}(J)^*) \geq \beta_{i+2}((J')^*) \geq \beta_{i+2}(\text{Gin}(J)^*) \text{ for all } i. \]

Also, Corollary 2.8 together with Lemma 2.4 implies the following fact. For an integer $d \geq 0$, define
\[ \text{Gins}(J, d) = \{ J'_d : J' \in \text{Gins}(J) \} \]
and
\[ \text{Trans}(J, d) = \{ J'_d : J' \in \text{Trans}(J) \}. \]

Corollary 2.9. Let $J \subset E$ be a homogeneous ideal. The following conditions are equivalent.
(i) $\text{Gin}\text{lex}(J)_2 = \text{Gin}(J)_2$;
(ii) $|\text{Trans}(J, 2)| = 1$;
(iii) $|\text{Gins}(J, 2)| = 1$.

If $G$ is a graph, then $J_G$ contains all monomials of degree $\geq 3$. Thus $|\text{Gins}(J_G, d)| = 1$ for $d \geq 3$. Also, $\text{Gins}(J_G, d) = \{0\}$ if $d = 1$ or $d = 2$. Then, by Corollary 2.9, we have $|\text{Gins}(J_G)| = 1$ if and only if $\text{Gin}\text{lex}(J_G) = \text{Gin}(J_G)$.

Example 2.10. Proposition 2.7 and Corollaries 2.8 and 2.9 are false for a degree $d \geq 3$. In fact, let $J$ be the strongly stable ideal generated by
\[ \{ e_1 \land e_2 \land e_3, e_1 \land e_2 \land e_4, e_1 \land e_2 \land e_5, e_1 \land e_2 \land e_6, e_1 \land e_3 \land e_4, e_1 \land e_3 \land e_5, e_1 \land e_3 \land e_6, e_2 \land e_3 \land e_4, e_2 \land e_3 \land e_5 \} \]
together with all monomials in $E$ of degree 4. Let
\[ J' = J + (e_4 \land e_5 \land e_6). \]

Since $J$ is strongly stable, we have $\text{Gin}_\sigma(J) = J$ for any term order $\sigma$. Thus, we have $\text{Gin}_\sigma(J') \supset \text{Gin}_\sigma(J) = J$ by Lemma 2.2 (iv). On the other hand, if $I \subset E$ is a strongly stable ideal which contains $J$ and has the same Hilbert function as $J'$, then $I$ is either $J + (e_1 \land e_4 \land e_5)$ or $J + (e_2 \land e_3 \land e_6)$. In fact, we have $\text{Gin}(J') = \text{Gin}\text{lex}(J') = J + (e_1 \land e_4 \land e_5)$. However, if $\sigma$ is a term order induced by the weight $(10, 9, 8, 3, 2, 1)$, then we have $\text{Gin}_\sigma(J') = J + (e_2 \land e_3 \land e_6)$. Moreover, we have
\[ \beta_{4+3}(\text{Gin}\text{lex}(J')^*) = 2 < 3 = \beta_{4+3}(\text{Gin}_\sigma(J')^*). \]
Thus this example shows that Proposition 2.7 and Corollaries 2.8 and 2.9 are false for homogeneous components of degree $\geq 3$.

Example 2.11. We will explain the advantage of considering $\text{Trans}(J)$. In general, it is not easy to determine $\text{Gin}_\sigma(J)$ since we must compute $\text{in}_\sigma(\varphi(J))$ for a generic matrix $\varphi \in GL_n(K)$. Thus determining $\text{Gins}(J)$ is quite difficult. However, we do not need to consider a generic matrix $\varphi \in GL_n(K)$ when we consider transformed strongly stable ideals, and $|\text{Trans}(J, 2)| > 1$ implies $|\text{Gins}(J)| > 1$ by Corollary 2.9.
Moreover, the following idea yields many transformed strongly stable ideals by considering only elementary matrices in $GL_n(K)$.

Let $J \subset E$ be a homogeneous ideal and $\sigma$ a term order induced by $e_1 > \cdots > e_n$. For positive integers $1 \leq a < b \leq n$, write $\varphi_{a,b} \in GL_n(K)$ for the elementary matrix defined by $\varphi_{a,b}(e_k) = e_k$ if $k \neq b$, and $\varphi_{a,b}(e_b) = e_a + e_b$. Then, it is not hard to show that there exists a sequence of pairs of positive integers $(a_1, a_2), \ldots, (a_p, b_p)$, where $a_k < b_k$ for each $k$, such that

$$J' = \text{gin}_\sigma(\varphi_{a_p,b_p}(\cdots \text{gin}_\sigma(\varphi_{a_1,b_1}(J))\cdots))$$

is strongly stable. This monomial ideal $J'$ is a transformed strongly stable ideal of $J$. In particular, if $J$ is a monomial ideal, the above construction does not depend on term orders and is known as combinatorial shifting. (See [10, Lemma 8.3].)

For example, let $J = (e_1 \wedge e_2, e_1 \wedge e_3, e_3 \wedge e_4)$. Then,

$$J' = \text{gin}_\sigma(\varphi_{1,3}(J)) = (e_1 \wedge e_2, e_1 \wedge e_3, e_1 \wedge e_4, e_2 \wedge e_3 \wedge e_4)$$

and

$$J'' = \text{gin}_\sigma(\varphi_{2,4}(J)) = (e_1 \wedge e_2, e_1 \wedge e_3, e_2 \wedge e_3)$$

are transformed strongly stable ideals of $J$. Thus we have $|\text{Trans}(J, 2)| > 1$, and therefore we have $|\text{Gins}(J)| > 1$ by Corollary 2.9.

3. SOME BASIC TECHNIQUES

In this section, we will introduce two techniques which will be used for the proof of Theorems 1.1 and 1.2. The first one (Lemmas 3.1 and 3.2) is required to prove $|\text{Gins}(J_G)| = 1$ and $|\text{gins}(I(G))| = 1$, and the second one (Lemmas 3.5 and 3.7) is required to prove $|\text{Gins}(J_G)| > 1$ and $|\text{gins}(I(G))| > 1$.

Let $K$ be an infinite field and $R = K[x_1, \ldots, x_n]$ the polynomial ring in $n$ variables with each $\text{deg}(x_i) = 1$. A monomial ideal $I \subset R$ is called strongly stable if $ux_q \in I$ implies $ux_p \in I$ for all $1 \leq p < q \leq n$. If $\text{char}(K) = 0$, then the generic initial ideal $\text{gin}_\sigma(I)$ of $I \subset R$ is strongly stable for an arbitrary term order $\sigma$. Thus we assume $\text{char}(K) = 0$ when we consider generic initial ideals in the polynomial ring $R$. For a $K$-vector subspace $W \subset R_d$ and $\varphi \in GL_n(K)$, let $\varphi(W) = \{\varphi(f) : f \in W\}$ and $\text{in}_\sigma(W)$ the $K$-vector space spanned by $\{\text{in}_\sigma(f) : f \in W\}$. Also, we define $\text{gin}_\sigma(W)$, $\text{gins}(W)$ and $\text{Trans}(W)$ in the same way as §1.

Let $W \subset R_d$ be a $K$-vector space spanned by monomials. We write $\overline{W}$ for the $K$-vector space spanned by all monomials $u \in R_d$ with $u \not\in V$. For a term order $\sigma$, we write $\sigma^{-1}$ for the term order defined by $u >_{\sigma^{-1}} v$ if $\text{deg}(u) > \text{deg}(v)$ or $\text{deg}(u) = \text{deg}(v)$ and $u <_\sigma v$. The following fact was written in [12, p. 133] without a proof.

**Lemma 3.1.** Let $W \subset R_d$ be a $K$-vector space spanned by monomials of degree 2 and $\sigma$ a term order. If $\text{char}(K) = 0$ then

$$\overline{\text{gin}_\sigma(W)} = \text{gin}_{\sigma^{-1}}(\overline{W}).$$
Proof. Recall that if $U \subset GL_n(K)$ and $U' \subset GL_n(K)$ are nonempty Zariski open subsets then $U \cap U'$ and $U^{-1} = \{ \varphi^{-1} : \varphi \in U \}$ are also nonempty Zariski open subsets of $GL_n(K)$. This fact together with Lemma 2.1 says that there exists a $\varphi = (a_{ij}) \in GL_n(K)$ such that $\text{in}_\sigma(\varphi(W)) = \text{gin}_\sigma(W)$ and $\text{in}_{\sigma^{-1}}(\varphi^{-1}(W)) = \text{gin}_{\sigma^{-1}}(W)$.

For each monomial $x_i x_j \in V$, $\varphi(x_i x_j)$ can be written in the form

$$\varphi(x_i x_j) = \sum_{1 \leq p < q \leq n} (a_{pi} a_{qj} + a_{pj} a_{qi}) x_p x_q + \sum_{p=1,2,\ldots,n} a_{pi} a_{pj} x_p^2.$$

Let

$$\alpha(x_i x_j, x_p x_q) = \begin{cases} a_{pi} a_{qj} + a_{pj} a_{qi}, & \text{if } p \neq q, \\ a_{pi} a_{pj}, & \text{if } p = q. \end{cases}$$

Consider the $\dim_K W \times \binom{n+1}{2}$ matrix

$$X = (\alpha(x_i x_j, x_p x_q))_{x_i x_j \in W, x_p x_q \in R_2}.$$

For each monomial $x_p x_q \in R_2$, let $X_{(\sigma, x_p x_q)}$ be the submatrix of $X$ which consists of the columns of $X$ indexed by $x_i x_j$ with $x_i x_j \geq_{\sigma} x_p x_q$ and $X'_{(\sigma, x_p x_q)}$ the submatrix of $X_{(\sigma, x_p x_q)}$ which is obtained by removing the columns of $X_{(\sigma, x_p x_q)}$ indexed by $x_i x_j$. Then, it is not hard to see that (see, e.g., [15, Lemma 2.1])

$$x_p x_q \not\in \text{in}_\sigma(\varphi(W)) \quad \text{if and only if} \quad \text{rank}(X_{(\sigma, x_p x_q)}) = \text{rank}(X'_{(\sigma, x_p x_q)}). \quad (6)$$

Next, consider the quotient space $A = R_2/\varphi^{-1}(W)$. For any polynomial $f \in R_2$, we write $[f]$ for its image in $A$. Then, for any monomial $x_p x_q \in R_2$, the next fact follows from the definition of initial monomials.

$$x_p x_q \in \text{in}_{\sigma^{-1}}(\varphi^{-1}(W)) \quad \text{if and only if} \quad [x_p x_q] \in \text{span}\{[x_s x_t] \in A : x_s x_t <_{\sigma^{-1}} x_p x_q\}, \quad (7)$$

where $\text{span}(V)$ with $V \subset A$ is the $K$-vector space spanned by all elements in $V$.

Also, since $[\varphi^{-1}(x_s x_t)] = 0$ for all $x_s x_t \not\in W$, for any monomial $x_p x_q$, we have

$$[x_p x_q] = [\varphi^{-1}(\varphi(x_p x_q))] = \left[ \varphi^{-1}\left( \sum_{1 \leq i < j \leq n} (a_{pi} a_{qj} + a_{pj} a_{qi}) x_i x_j + \sum_{i=1,2,\ldots,n} (a_{pi} a_{qi}) x_i^2 \right) \right] = \sum_{1 \leq i < j \leq n} (a_{pi} a_{qj} + a_{pj} a_{qi}) [\varphi^{-1}(x_i x_j)] + \sum_{i=1,2,\ldots,n} (a_{pi} a_{qi}) [\varphi^{-1}(x_i^2)]. \quad (8)$$

Let

$$\beta(x_i x_j, x_p x_q) = \begin{cases} a_{pi} a_{qj} + a_{pj} a_{qi}, & \text{if } i \neq j, \\ a_{pi} a_{qi}, & \text{if } i = j. \end{cases}$$

Consider the $\dim_K W \times \binom{n+1}{2}$ matrix

$$Y = (\beta(x_i x_j, x_p x_q))_{x_i x_j \in W, x_p x_q \in R_2}.$$
Let $Y_{(\sigma^{-1}, x_p x_q)}$ be the submatrix of $Y$ which consists of the columns of $Y$ indexed by $x_s x_t$ with $x_s x_t \leq_{\sigma^{-1}} x_p x_q$ and define $Y'_{(\sigma^{-1}, x_p x_q)}$ in the same way as $X'_{(\sigma, x_p x_q)}$. Since 

\[ \{[\varphi^{-1}(x_s x_t)] \in A : x_s x_t \in W \} \text{ is a } K\text{-basis of } A, (7) \text{ and (8) say that} \]

\[ x_p x_q \in \text{in}_{\sigma^{-1}}(\varphi^{-1}(W)) \quad \text{if and only if} \quad \text{rank}(Y_{(\sigma^{-1}, x_p x_q)}) = \text{rank}(Y'_{(\sigma^{-1}, x_p x_q)}). \quad (9) \]

We will show \(\text{rank}(X_{(\sigma, x_p x_q)}) = \text{rank}(Y_{(\sigma^{-1}, x_p x_q)})\) for any monomial \(x_p x_q\).

If we divide each \(x_p x_q\)-th column vector, with \(p \neq q\), of \(X\) by 2, then each \((x_i x_j, x_p x_q)\)-th entry becomes \(\frac{1}{2}(a_{pi} a_{qj} + a_{pj} a_{qi})\). On the other hand, if we divide each \(x_i x_j\)-th low vector, with \(i \neq j\), of \(Y\) by 2, then each \((x_i x_j, x_p x_q)\)-th entry becomes \(\frac{1}{2}(a_{pi} a_{qj} + a_{pj} a_{qi})\). Thus the definition of \(\sigma^{-1}\) says that \(\text{rank}(X_{(\sigma, x_p x_q)}) = \text{rank}(Y_{(\sigma^{-1}, x_p x_q)})\) for any monomial \(x_p x_q\). Also, this fact says that \(\text{rank}(X'_{(\sigma, x_p x_q)}) = \text{rank}(Y'_{(\sigma^{-1}, x_p x_q)})\) for any monomial \(x_p x_q\).

Recall that \(\text{in}_\sigma(\varphi(W)) = \text{gin}_\sigma(W)\) and \(\text{in}_{\sigma^{-1}}(\varphi^{-1}(W)) = \text{gin}_{\sigma^{-1}}(W)\). Then (6) and (9) say that, for any monomial \(x_p x_q\), we have \(x_p x_q \in \text{gin}_\sigma(W)\) if and only if \(x_p x_q \in \text{gin}_{\sigma^{-1}}(W)\), as desired. \(\square\)

**Remark.** Lemma 3.1 is false if \(\text{char}(K) \neq 0\). Let \(W \subset R_2\) be the \(K\)-vector space spanned by \(x_1^2\) and \(x_2^2\). If \(\text{char}(K) = 2\), then we have \(\text{gin}_\sigma(W) = W\) but \(\text{gin}_\sigma(W) \neq W\) for any term order \(\sigma\).

A similar property is true in the exterior algebra. (But we do not need to assume that \(\text{char}(K) = 0\).) Let \(W \subset E_2\) be a \(K\)-vector space spanned by monomials of degree 2 and \(\sigma\) a term order. Define the \(K\)-vector space \(\text{Gin}_\sigma(W) \subset E_2\) and \(\overline{W} \subset E_2\) in the same way as in the polynomial ring.

**Lemma 3.2.** Let \(W \subset E_2\) be a \(K\)-vector space spanned by monomials of degree 2 and \(\sigma\) a term order. Then

\[ \text{Gin}_\sigma(W) = \text{Gin}_{\sigma^{-1}}(W). \]

**Proof.** We sketch the proof since it is similar to the proof of Lemma 3.1. Let \(\varphi = (a_{ij}) \in GL_n(K)\) be a matrix with \(\text{in}_\sigma(\varphi(W)) = \text{Gin}_\sigma(W)\) and \(\text{in}_{\sigma^{-1}}(\varphi(W)) = \text{Gin}_{\sigma^{-1}}(W)\). Then, for each monomial \(e_i \land e_j \in E_2\), we have

\[ \varphi(e_i \land e_j) = \sum_{1 \leq p < q \leq n} (a_{pi} a_{qj} - a_{pj} a_{qi}) e_p \land e_q. \quad (10) \]

For any monomial \(e_p \land e_q \in E_2\), we write \([e_p \land e_q]\) for its image in \(E_2/\varphi^{-1}(W)\). Then, for any monomial \(e_p \land e_q \in E_2\), we have

\[ [e_p \land e_q] = \sum_{1 \leq i < j \leq n} (a_{pi} a_{qj} - a_{pj} a_{qi})[\varphi^{-1}(e_i \land e_j)]. \quad (11) \]

By using (10) and (11), the statement follows in the same way as Lemma 3.1. \(\square\)

Lemmas 3.1 and 3.2 would be true for an arbitrary degree. However, we only require these facts for a degree \(d = 2\) in this paper.
Example 3.3. By using Lemma 3.2, we can compute $\text{Gin}_{\text{lex}}(W)$ from $\text{Gin}(W)$ if $W \subset E_2$ is a $K$-vector subspace spanned by monomials. Let $W \subset E_2$ be the $K$-vector space spanned by $\{e_1 \wedge e_2, e_2 \wedge e_3, e_3 \wedge e_4\}$. Then $\text{Gin}(W)$ is spanned by $\{e_1 \wedge e_2, e_1 \wedge e_3, e_2 \wedge e_3\}$. Thus, by Lemma 3.2, $\text{Gin}_{\text{rev}}(W)$ is spanned by $\{e_1 \wedge e_4, e_2 \wedge e_4, e_3 \wedge e_4\}$. Recall that $<_{\text{rev}}$ is the lexicographic order induced by $e_1 < e_2 < \cdots < e_n$. This fact says that $\text{Gin}_{\text{lex}}(W)$ is spanned by $\{e_1 \wedge e_2, e_1 \wedge e_3, e_1 \wedge e_4\}$.

Next, we will introduce the property which will be used to prove $|\text{Gins}(J_G)| > 1$ and $|\text{gins}(I(G))| > 1$. We first require the following simple fact.

Lemma 3.4. Let $W \subset R_d$ be a $K$-vector space spanned by monomials. If $x_s x_t \notin W$ for all $(s, t)$ with $s \geq p$ and $t \geq q$, then $x_p x_q \notin \text{gin}_{\sigma}(W)$ for any term order $\sigma$ with $x_1 >_{\sigma} x_2 >_{\sigma} \cdots >_{\sigma} x_n$.

Proof. Lemma 2.1 says that there exists an upper triangular matrix $\varphi \in GL_n(K)$ such that $\text{in}_{\sigma}(\varphi(W)) = \text{gin}_{\sigma}(W)$. Then, by the assumption, $x_p x_q$ does not appear in $\varphi(u)$ for any monomial $u$ in $W$. Thus we have $x_p x_q \notin \text{in}_{\sigma}(\varphi(W)) = \text{gin}_{\sigma}(W)$. □

Let $W \subset R_d$ be a $K$-vector space spanned by monomials. For a subset $S = \{i_1, i_2, \ldots, i_k\} \subset [n]$, we write

$$W_S = \{f \in W : f \in K[x_{i_1}, x_{i_2}, \ldots, x_{i_k}]\}.$$ 

Lemma 3.5. Assume that $\text{char}(K) = 0$. Let $W \subset R_d$ be a $K$-vector space spanned by monomials of degree 2. If $|\text{Trans}(W)| = 1$, then we have $|\text{Trans}(W_S)| = 1$ for any subset $S \subset [n]$.

Proof. It is enough to prove the claim when $|S| = n - 1$. We may assume that $S = \{1, 2, \ldots, n - 1\}$ by Lemma 2.2 (v). For $\varphi \in GL_{n-1}(K)$, define $\tilde{\varphi} \in GL_n(K)$ by $\tilde{\varphi}(x_i) = \varphi(x_i)$ for $i = 1, 2, \ldots, n - 1$ and $\tilde{\varphi}(x_n) = x_n$. Let $\sigma$ be a term order and $t = |\{i : x_i x_n \in W\}|$. Then, in the same way as the proof of Lemma 3.1, there exists $\varphi \in GL_{n-1}(K)$ such that

$$\text{in}_{\sigma}(\tilde{\varphi}(W)) = \begin{cases} \text{gin}_{\sigma}(W_S) + \text{span}\{x_1 x_n, x_2 x_n, \ldots, x_{t-1} x_n\}, & \text{if } x_n \notin W, \\ \text{gin}_{\sigma}(W_S) + \text{span}\{x_1 x_n, x_2 x_n, \ldots, x_{t-1} x_n, x_n^2\}, & \text{if } x_n \in W \end{cases}$$

(12) for $\sigma = <_{\text{lex}}$ and $\sigma = <_{\text{rev}}$. By Corollary 2.9, if $|\text{Trans}(W_S)| > 1$ then $\text{gin}(W_S) \neq \text{gin}_{\text{lex}}(W_S)$. We will show that $\text{gin}(W_S) \neq \text{gin}_{\text{lex}}(W_S)$ implies $|\text{Trans}(W)| > 1$.

Suppose that $\text{gin}(W_S) \neq \text{gin}_{\text{lex}}(W_S)$. If $t = 0$, then $|\text{Trans}(W)| > 1$ is obvious. Thus we assume $t > 0$. Let $x_p x_q$ be the lexicographically largest monomial in $\text{gin}(W_S) \setminus \text{gin}_{\text{lex}}(W_S)$, where $1 \leq p \leq q \leq n$. Then we have $x_p x_{q-1} \in \text{gin}_{\text{lex}}(W_S)$. Set

$$W_1 = \text{in}_{\text{rev}}(\tilde{\varphi}(W)) \quad \text{and} \quad W_2 = \text{in}_{\text{lex}}(\tilde{\varphi}(W)).$$

[Case 1] Assume that $t < p$. Then, by (12), $\text{in}_{\text{lex}}(\varphi_{t,n}(W_2))$ does not contain any monomial $x_l x_m$ with $l \geq p$ and $m \geq q$, where $\varphi_{t,n} \in GL_n(K)$ is the matrix defined in Example 2.11. Thus Lemma 3.4 says that $x_p x_q \notin \text{gin}(\text{in}_{\text{lex}}(\varphi_{t,n}(W_2))) \subset \text{Trans}(W)$. On the other hand, $W_1$ contains all monomials $x_l x_m$ with $l \leq p$ and $m \leq q$. Thus, by Lemma 2.2 (ii) and (iii), we have $x_p x_q \in \text{gin}(W_1) \in \text{Trans}(W)$. Hence we have $|\text{Trans}(W)| > 1$. 


[Case 2] Assume that $p \leq t \leq q$. Since $x_{p-1}x_q \in \text{gin}_{\text{lex}}(W_S)$, we have
\[
\text{in}_{\text{lex}}(\varphi_{q,n}(W_2)) = \begin{cases} 
\text{gin}_{\text{lex}}(W_S) + \text{span}\{x_1x_n, \ldots, x_{p-1}x_n, x_px_q, \ldots, x_tx_q\} & \text{if } x_n^2 \notin W, \\
\text{gin}_{\text{lex}}(W_S) + \text{span}\{x_1x_n, \ldots, x_{p-1}x_n, x_px_q, \ldots, x_{t-1}x_q, x_t^2\} & \text{if } x_n^2 \in W \text{ and } t > p, \\
\text{gin}_{\text{lex}}(W_S) + \text{span}\{x_1x_n, \ldots, x_{p-1}x_n, x_px_q\} & \text{if } x_n^2 \in W \text{ and } t = p.
\end{cases}
\]

Then Lemma 3.4 says that $x_p x_{q+1} \notin \text{gin}(\text{in}_{\text{lex}}(\varphi_{q,n}(W_2)))$. Set
\[
W_3 = \text{in}_{\text{lex}}(\varphi_{p,q+1}(\text{in}_{\text{lex}}(\varphi_{q+1,n}(W_1)))).
\]

Then, by (12), $W_3$ contains all monomials $x_l x_m$ with $l \leq p$ and $m \leq q + 1$. Thus, by Lemma 2.2 (ii) and (iii), we have $x_p x_{q+1} \in \text{gin}(W_3)$. Hence we have $|\text{Trans}(W)| > 1$.

[Case 3] Assume that $t > q$. We substitute $x_0$ for $x_n$ and regard $W_1$ and $W_2$ as subsets of $K[x_0, x_1, \ldots, x_{n-1}]$. Let $\tau$ be a term order satisfying $x_0 >_\tau x_1 >_\tau \cdots >_\tau x_{n-1}$. Then, by Lemma 3.4, we have $x_p x_q \notin \text{gin}_\tau(W_2)$. On the other hand, (12) says that $\text{in}_\tau(\varphi_{0,t}(W_1))$ contains all monomials $x_l x_m$ with $0 \leq l \leq p$ and $0 \leq m \leq q$. Thus we have $x_p x_q \in \text{gin}_\tau(\text{in}_\tau(\varphi_{0,t}(W_1)))$ by Lemma 2.2 (ii) and (iii).

We regard $\text{gin}_\tau(W_2)$ and $\text{gin}_\tau(\text{in}_\tau(\varphi_{0,t}(W_1)))$ as subsets of $K[x_1, \ldots, x_n]$ again by substituting $x_n$ for $x_0$. Consider the permutation $\pi \in GL_n(K)$ with $\pi(x_i) = x_1$ and $\pi(x_i) = x_{i+1}$ for $i = 1, 2, \ldots, n - 1$. Then, $x_{p+1} x_{q+1} \notin \pi(\text{gin}_\tau(W_2)) \in \text{Trans}(W)$ and $x_{p+1} x_{q+1} \in \pi(\text{gin}_\tau(\text{in}_\tau(\varphi_{0,t}(W_1)))) \in \text{Trans}(W)$. Hence we have $|\text{Trans}(W)| > 1$. □

Lemma 3.5 immediately implies the next corollary.

Corollary 3.6. Let $G$ be a graph on $[n]$. If $|\text{Trans}(I(G), 2)| = 1$, then, for any subset $S \subset [n]$, one has $|\text{Trans}(I(G_S), 2)| = 1$, where $G_S$ is the induced subgraph of $G$ on $S$.

Also, the following fact can be proved in the same way as Lemma 3.5.

Lemma 3.7. Let $G$ be a graph on $[n]$. If $|\text{Trans}(J_G)| = 1$ then, for any subset $S \subset [n]$, one has $|\text{Trans}(J_{G_S})| = 1$.

Proof. Let $W = (J_G)_2$ and $W_S = (J_{G_S})_2$. It is enough to prove that if $|\text{Trans}(W_S)| > 1$ then $|\text{Trans}(W)| > 1$. Set $W_1 = \text{in}_{\text{rev}}(\varphi(W))$ and $W_2 = \text{in}_{\text{lex}}(\varphi(W))$. Assume that $\text{Gin}(W_S) \neq \text{Gin}_{\text{lex}}(W_S)$ and $e_p \wedge e_q$ is the lexicographically largest monomial in $\text{Gin}(W_S) \setminus \text{Gin}_{\text{lex}}(W_S)$, where $1 \leq p < q \leq n$.

If $t < q$, then we have $e_p \wedge e_q \in \text{Gin}(W_1)$ and $e_p \wedge e_q \notin \text{Gin}(W_2)$ in the same way as the [Case 1] in Lemma 3.5. On the other hand, if $t \geq q$, then we have $e_{p+1} \wedge e_{q+1} \in \text{Gin}(\pi(W_1))$ and $e_{p+1} \wedge e_{q+1} \notin \text{Gin}(\pi(W_2))$ in the same way as the [Case 3] in Lemma 3.5, where $\pi$ is the permutation defined by $\pi(e_n) = e_1$ and
\[ \pi(e_k) = e_{k+1} \text{ for } k = 1, \ldots, n - 1. \] In both cases, we have \(|\text{Trans}(W)| > 1\) as desired. \(\square\)

4. COMPLETE BIPARTITE GRAPHS AND GENERIC INITIAL IDEALS

In this section, we will show (vi) \(\Rightarrow\) (i) of Theorem 1.1.

Let \(\Gamma\) be a simplicial complex on \([n]\). Thus \(\Gamma\) is a collection of subsets of \([n]\) such that (i) \(\{j\} \in \Gamma\) for all \(j \in [n]\) and (ii) if \(T \in \Gamma\) and \(S \subset T\) then \(S \in \Gamma\). The \textit{dimension} of \(\Gamma\) is \(\dim \Gamma = \max\{|S| : S \in \Gamma\} - 1\). For an integer \(k \geq 1\), we write \(\Gamma_{k-1} = \{S \in \Gamma : |S| = k\}^{+}\). The \textit{cone} \(\{n+1\} \ast \Gamma\) of \(\Gamma\) over \(n+1\) is the simplicial complex on \([n+1]\) generated by \(\{n+1\} \cup S : S \in \Gamma\).

Let \(\sigma\) be a term order. For any simplicial complex \(\Gamma\), define the simplicial complex \(\Delta^\sigma(\Gamma)\) on the same vertex set as \(\Gamma\) by

\[ J_{\Delta^\sigma(\Gamma)} = \text{Gin}_\sigma(J_{\Gamma}). \]

In particular, we write \(\Delta^\sigma(\Gamma)\) for the simplicial complex defined by \(J_{\Delta^\sigma(\Gamma)} = \text{Gin}(J_{\Gamma})\), and call \(\Delta^\sigma(\Gamma)\) the \textit{exterior algebraic shifted complex} of \(\Gamma\). This construction says that knowing \(\Delta^\sigma(\Gamma)\) is equivalent to knowing \(\text{Gin}_\sigma(J_{\Gamma})\).

Relations between cones and exterior algebraic shifted complexes are well studied in [16, §5]. In particular, the following nice relation is known.

**Lemma 4.1** (Kalai [12, §2]). For any simplicial complex \(\Gamma\) on \([n]\), one has

\[ \Delta^\sigma(\{n+1\} \ast \Gamma) = \{n+1\} \ast \Delta^\sigma(\Gamma). \]

Let \(\Gamma\) and \(\Gamma'\) be simplicial complexes on \([n]\). We say that \(\Gamma'\) is combinatorially isomorphic to \(\Gamma\) if there exists a permutation \(\pi : [n] \rightarrow [n]\) such that \(\Gamma' = \{\pi(S) : S \in \Gamma\}\). We write \(\Gamma \cup \{n+1\}\) for the simplicial complex on \([n+1]\) obtained by adding the vertex \(n+1\) to \(\Gamma\).

**Lemma 4.2.** Let \(\Gamma\) be a \((d-1)\)-dimensional simplicial complex on \([n-1]\). If \(|\text{Trans}(J_{\Gamma \cup \{n\}})| = 1\), then one has \(|\text{Trans}(J_{\{n\} \ast \Gamma})| = 1\).

**Proof.** We use induction on \(d\). If \(d = 1\), then \(\{n\} \ast \Gamma\) is isomorphic to a shifted graph, that is, there exists a permutation \(\pi : [n] \rightarrow [n]\) such that \(\pi(\{n\} \ast \Gamma)\) is strongly stable. Thus, by Lemma 2.2 (ii) and Corollary 2.9, we have \(|\text{Trans}(J_{\{n\} \ast \Gamma})| = |\text{Gin}(J_{\{n\} \ast \Gamma})| = 1\).

Assume that \(d > 1\). Let \(J' = \text{Trans}(J_{\{n\} \ast \Gamma})\) and \(\Gamma'\) the simplicial complex defined by \(J_{\Gamma'} = J'\). Set \(\Sigma = \bigcup_{k=0}^{d-2} \Gamma_k\). Then \(\Sigma\) is a \((d-2)\)-dimensional simplicial complex on \([n-1]\). Also, we have \(|\text{Trans}(J_{\Sigma \cup \{n\}}, k)| = |\text{Trans}(J_{\Gamma \cup \{n\}}, k)| = 1\) for \(k \leq d-1\) by the assumption and \(|\text{Trans}(J_{\Sigma \cup \{n\}}, k)| = 1\) for \(k \geq d\) since \(J_{\Sigma \cup \{n\}}\) contains all monomials in \(E\) of degree \(\geq d\). Thus \(|\text{Trans}(J_{\{n\} \ast \Sigma})| = 1\) by the induction hypothesis. Since \(\{n\} \ast \Sigma \supset \{n\} \ast \Sigma\), we have \(J_{\{n\} \ast \Sigma} \subset J_{\{n\} \ast \Sigma}\). Since \(\text{Trans}(J_{\{n\} \ast \Sigma}) = \{\text{Gin}(J_{\{n\} \ast \Sigma})\}\) Lemma 2.3 (ii) says that \(J' \subset \text{Gin}(J_{\{n\} \ast \Sigma})\). Then Lemma 4.1 says that \(\Gamma' \supset \{n\} \ast \Delta^\sigma(\Sigma)\) We will show

\[ \Gamma' \supset \{n\} \ast \Delta^\sigma(\Gamma). \]

Since \(J_{\Gamma}\) and \(J_{\{n\} \ast \Delta^\sigma(\Gamma)}\) have the same Hilbert function, the above inclusion implies \(\Gamma' = \{n\} \ast \Delta^\sigma(\Gamma)\) and \(|\text{Trans}(J_{\{n\} \ast \Gamma})| = 1\). Also, to prove the above inclusion, what we must prove is \(\Gamma' \supset \{n\} \cup S : S \in \Delta^\sigma(\Gamma)\) for \(k = 0,1, \ldots, d-1\).
Lemma 4.3. Let $\Gamma' \supset \{\{n\} \cup S : S \in \Delta^e(\Gamma)_k\}$ since $\Gamma_k = \Sigma_k$ and $\Gamma' \supset \{n\} \ast \Delta^e(\Sigma)$. Thus we will show the case $k = d - 1$. Since $\{\{n\} \ast \Gamma\}_d = \{\{n\} \cup S : S \in \Gamma_{d-1}\}$, we have
\[
(J_{\{n\} \ast \Gamma})_{d+1} = (e_n J_{\Gamma \cup \{n\}} + (e_1, \ldots, e_{n-1})_{d+1})_{d+1}.
\]
Let $\varphi \in GL_n(K)$, $\sigma$ a term order and $e_t$ the monomial which does not belong to $\text{in}_\sigma(\varphi(e_1, \ldots, e_{n-1}))$. Then, for any $e_n \land f \in e_n J_{\Gamma \cup \{n\}}$, we have $f \in (e_1, \ldots, e_{n-1})_d$ and $e_k \land f \in (e_1, \ldots, e_{n-1})_{d+1}$ for $k = 1, 2, \ldots, n - 1$. Hence we have $e_k \land \varphi(f) \in \varphi(e_n J_{\Gamma \cup \{n\}} + (e_1, \ldots, e_{n-1})_{d+1})_{d+1}$ for all $k \in [n]$. This fact says that
\[
\text{in}_\sigma(\varphi(e_n J_{\Gamma \cup \{n\}} + (e_1, \ldots, e_{n-1})_{d+1}))_{d+1} 
\supset (e_n \text{in}_\sigma(\varphi(J_{\Gamma \cup \{n\}})) + \text{in}_\sigma(\varphi(e_1, \ldots, e_{n-1}))_{d+1})_{d+1}.
\]
Since $J'$ is strongly stable and since $\text{Trans}(J_{\Gamma \cup \{n\}}) = \text{Gin}(J_{\Gamma \cup \{n\}})$, the above inclusion says that $J'_{d+1} \supset (e_n \text{Gin}(J_{\Gamma \cup \{n\}}) + (e_1, \ldots, e_{n-1})_{d+1})_{d+1}$. Thus we have
\[
\Gamma'_{d+1} \subset \{\{n\} \cup S : S \in \Delta^e(\Gamma)_{d-1}\}.
\]
However, since the cardinalities of both sides of the above inclusion are same, we have $\Gamma' \supset \{\{n\} \cup S : S \in \Delta^e(\Gamma)_{d-1}\}$ as desired. \qed

Lemma 4.3. Let $G$ be a graph on $[n]$. Assume that $G$ is a near cone with respect to $v \in [n]$. If $|\text{Trans}(J_{F(G-v) \cup \{v\}})| = 1$, then one has $|\text{Trans}(J_{F(G)})| = 1$.

Proof. By Lemma 2.3 (iii), we may assume that $v = n$. We will show
\[
\{S \in F(G) : |S| \geq 3\} = \{S \in \{n\} \ast F(G-n) : |S| \geq 3\}. \quad (13)
\]
Note that the above equation and Lemma 4.2 immediately imply $|\text{Trans}(J_{F(G)}, d)| = 1$ for $d \geq 3$.

The inclusion $F(G) \subset \{n\} \ast F(G-n)$ is true for an arbitrary graph $G$. Let $S \in \{n\} \ast F(G-n)$ with $|S| \geq 3$. We will show $S \in F(G)$. If $n \not\in S$ then we have $S \in F(G-n) \subset F(G)$. Otherwise, we have $S \setminus \{n\} \in F(G-n) \subset F(G)$. Set $T = S \setminus \{n\}$. Then we have $\{i, j\} \in G$ for any $\{i, j\} \subset T$. Since $G$ is a near cone with respect to $n$ and $|T| > 1$, we have $\{i, j\} \in G$ for any $\{i, j\} \subset T \cup \{n\}$. Thus $S = \{n\} \cup T \in F(G)$. Hence the equation (13) follows.

It remains to prove $|\text{Trans}(J_{F(G)}, 2)| = 1$. Let $J' \in \text{Trans}(J_{F(G)})$ and $\Gamma'$ the simplicial complex with $J' = J'_{\Gamma'}$. We already show that $F(G) \supset \{S \in \{n\} \ast F(G-n) : |S| = 3\}$. Then we have $\Gamma' \supset \Delta^e(G-n)$ since $\text{Trans}(J_{\{n\} \ast F(G-n)}) = \{J_{\{n\}} \ast \Delta^e(F(G-n))\}$ by the assumption and Lemma 4.2. Let $H$ be the subgraph of $G$ with the edge set $\{\{i, n\} : \{i, n\} \in G\}$. Then $H$ is isomorphic to a shifted graph. Thus we have $|\text{Trans}(J_H)| = |\text{Gin}(J_H)| = 1$ and $\Delta^e(H)$ have the edge set $\{\{n, n-j\} : j = 1, 2, \ldots, \deg_G(n)\}$. Since $H \subset F(G)$, Lemma 2.3 (ii) says that $\Delta^e(H) \subset \Gamma'$. Hence we have
\[
\{S \in \Gamma' : |S| = 2\} \supset \Delta^e(G-n) \cup \{\{n, n-j\} : j = 1, 2, \ldots, \deg_G(n)\}. \quad (14)
\]
Since $(J_{F(G)})_2 = (J_G)_2$, the cardinality of the left-hand side of the above inclusion is equal to the number of edges in $G$. On the other hand, the number of edges in $G$ is
equal to the sum of the number of edges in \( G - n \) and \( \deg_G(n) \). Thus the inclusion (14) is an equation. Hence we have \(|\text{Trans}(J_{F(G)}, 2)| = 1\). \(\square\)

Let \( G \) be a graph on \([n]\). Write \( \overline{G} \) for the complementary graph of \( G \). By Corollary 2.9, to prove \(|\text{Gins}(J_G)| = 1\), what we must prove is \( \Delta^{\text{lex}}(G) = \Delta^e(G) \). On the other hand, as we saw in Example 3.3, since \( <_{\text{lex}^{-1}} \) is the reverse lexicographic order induced by \( e_1 < \cdots < e_n \), \( \Delta^{\text{lex}}(G) \) can be computed from \( \Delta^e(\overline{G}) \) by using Lemma 3.2. Now, we note the relation between \( \Delta^{\text{lex}}(\overline{G}) \) and \( \Delta^e(\overline{G}) \).

Let \( G \) be a graph on \([n]\) and \( f_1(G) \) the numbers of edges in \( G \). For an integer \( k = 1, 2, \ldots, n \), define

\[
\max_{\geq k}(G) = |\{(i, j) \in G : \max\{i, j\} \geq k\}|.
\]

We also define \( \max_{\leq k}(G) \) and \( \min_{\leq k}(G) \) in the same way. Then, by a simple counting, we have

\[
\max_{\geq n+1-k}(\Delta^{\text{lex}}(G)) = \binom{n}{2} - \binom{n-k}{2} - \left\{ f_1(\overline{G}) - \max_{\leq n-k}(\Delta^{\text{lex}}(\overline{G})) \right\}. \tag{15}
\]

Let \( \pi : [n] \to [n] \) be the permutation defined by \( \pi(j) = n + 1 - j \) for \( j = 1, 2, \ldots, n \). Since \( <_{\text{lex}^{-1}} \) is the reverse lexicographic order induced by \( e_1 < \cdots < e_n \), we have \( \pi(\Delta^{\text{lex}^{-1}}(\overline{G})) = \Delta^e(\overline{G}) \) and

\[
\max_{\leq n-k}(\Delta^{\text{lex}^{-1}}(\overline{G})) = \min_{\geq k+1}(\Delta^e(\overline{G})). \tag{16}
\]

Recall that Lemma 3.2 says that \( \Delta^{\text{lex}}(G) = \Delta^{\text{lex}^{-1}}(\overline{G}) \). Thus equations (15) and (16) yield the following relation.

\[
\max_{\geq n+1-k}(\Delta^{\text{lex}}(G)) = \binom{n}{2} - \binom{n-k}{2} - \left\{ f_1(\overline{G}) - \min_{\geq k+1}(\Delta^e(\overline{G})) \right\}. \tag{17}
\]

Let \( a \) and \( b \) be positive integers. We write \( K_{a,b} \) for the complete bipartite graph of size \( a, b \) and \( K_a \cup K_b \) for the disjoint union of two complete graphs \( K_a \) of size \( a \) and \( K_b \) of size \( b \), where the vertex set of \( K_{a,b} \) and \( K_a \cup K_b \) is \([a+b]\). Note that \( K_a \cup K_b \) is the complementary graph of \( K_{a,b} \). The exterior algebraic shifted graph \( \Delta^e(K_{a,b}) \) was computed by Kalai.

**Lemma 4.4** ([11, Theorem 6.1]). Let \( K_{a,b} \) be the complete bipartite graph of size \( a, b \), where \( a \leq b \). Set \( n = a + b \). One has

\[
\max_{\geq n+1-k}(\Delta^e(K_{a,b})) = \begin{cases} \binom{n}{2} - \binom{n-k}{2} - \binom{k}{2}, & \text{if } k \leq a, \\ \binom{k}{2}, & \text{if } k > a. \end{cases}
\]

On the other hand, we can compute \( \Delta^e(K_a \cup K_b) \) by using [16, Theorem 1.1].

**Lemma 4.5.** Let \( K_a \cup K_b \) be the disjoint union of two complete graphs \( K_a \) and \( K_b \), where \( a \leq b \). Set \( n = a + b \). Then one has

\[
\min_{\geq n+1-k}(\Delta^e(K_a \cup K_b)) = \begin{cases} \binom{k}{2}, & \text{if } k \leq b, \\ \left| f_1(K_a \cup K_b) \right| - \binom{n-k}{2}, & \text{if } k > b. \end{cases} \tag{18}
\]
Proof. Since $K_a$ and $K_b$ are complete graphs, we have $\Delta^e(K_a) = K_a$ and $\Delta^e(K_b) = K_b$ by Lemma 2.2 (ii), where we assume that $K_a$ is on $[a]$ and $K_b$ is on $[b]$. Let

$$h_k = |\{\{i, j\} \in \Delta^e(K_a \cup K_b) : \max\{i, j\} = n + 1 - k\}|.$$

Then, it follows from [16, Theorem 1.1] that

$$h_k = |\{\{i, j\} \in \Delta^e(K_a) : \max\{i, j\} = a + 1 - k\}| + |\{\{i, j\} \in \Delta^e(K_b) : \max\{i, j\} = b + 1 - k\}|$$

$$= \begin{cases} (a - k) + (b - k), & \text{if } k \leq a, \\ (b - k), & \text{if } b \geq k > a, \\ 0, & \text{if } k > b. \end{cases}$$

Since

$$\min_{k=1}^{n+1-k}(\Delta^e(K_a \cup K_b))$$

$$= \sum_{l=1}^{k-1} |\{\{i, j\} \in \Delta^e(K_a \cup K_b) : \max\{i, j\} = n + 1 - l, \min\{i, j\} \geq n + 1 - k\}|$$

$$= \sum_{l=1}^{k-1} \min\{k - l, h_l\},$$

a routine computation yields (18). \qed

Let $G$ be a graph on $[n]$. A vertex $v \in [n]$ is called an isolated vertex of $G$ if $\deg_G(v) = 0$. Since $\Delta^e(G)$ only depends on the combinatorial type of $G$ together with the characteristic of the field (see [12, §2]), $|\text{Gins}(J_G)|$ does not change by deleting isolated vertices form $G$.

**Theorem 4.6.** If $G$ is a semi-complete bipartite graph or a disjoint union of two semi-complete graphs, then one has $|\text{Gins}(J_G)| = 1$.

Proof. We may assume that $G$ has no isolated vertices. Moreover, by Lemma 3.2, we have $|\text{Gins}(J_G)| = 1$ if and only if $|\text{Gins}(J_{\overline{G}})| = 1$. Thus we may assume that $G$ is the complete bipartite graph $K_{a,b}$ for some positive integers $a$ and $b$. Also, by Corollary 2.9, what we must prove is $\Delta^\text{lex}(K_{a,b}) = \Delta^e(K_{a,b})$. Now, by Lemmas 4.4 and 4.5 together with the equation (17), we have

$$\max_{k=1}^{n+1-k}(\Delta^\text{lex}(K_{a,b})) = \max_{k=1}^{n+1-k}(\Delta^e(K_{a,b}))$$

for $k = 1, 2, \ldots, n$.

Hence we have $\max_{k}(\text{Gins}(J_{K_{a,b}}), 2) = \max_{k}(\text{Gins}(J_{K_{a,b}}), 2)$ for all $k$. Thus we have $\Delta^\text{lex}(K_{a,b}) = \Delta^e(K_{a,b})$ by Lemma 2.4. \qed

Let $I$ be a homogeneous ideal in the polynomial ring $R$. The regularity of $I$ is the integer $\text{reg}(I) = \max\{d : \beta_{i,d}(I) \neq 0 \text{ for some } i\}$.

**Lemma 4.7.** Let $J$ be a monomial ideal in $E$ with $d = \text{reg}(J^*)$ or a homogeneous ideal in $R$ with $\text{reg}(J) = d$. If $|\text{Trans}(J,k)| = 1$ for all $k \leq d$ then $|\text{Trans}(J)| = 1$. 
Proof. We will show the case \( J \subset E \). (The proof for the case \( J \subset R \) is same.) Let \( J' \in \text{Trans}(J) \). It follows from [10, Corollary 3.6 and Theorem 7.1] that \( \text{reg}(J^*) \) is equal to the highest degree of monomials belonging to the set of minimal monomial generators of \( \text{Gin}(J) \). Then, for any \( J' \in \text{Trans}(J) \), the assumption says that \( J' \supset \text{Gin}(J) \). Since \( J' \) and \( \text{Gin}(J) \) have the same Hilbert function, we have \( J' = \text{Gin}(J) \). Hence \( \text{Trans}(J) = \{ \text{Gin}(J) \} \).

Finally, we require the next lemma. A graph \( G \) is said to be chordal if every induced cycle of \( G \) has length 3, where an induced cycle of \( G \) is a cycle of \( G \) which is an induced subgraph of \( G \).

Lemma 4.8 (Fröesberg [9]). A graph \( G \) is chordal if and only if \( \text{reg}((J_{F(G)})^*) = 2 \).

Theorem 4.9. Let \( G \) be a \( k \)-near cone of a semi-complete bipartite graph or of a disjoint union of two semi-complete graphs. Then one has \( |\text{Trans}(J_{F(G)})| = 1 \).

Proof. By Lemma 4.3, we may assume that \( G \) is either a semi-complete bipartite graph or a disjoint union of two semi-complete graphs. Then Corollary 2.9 and Theorem 4.6 say \( |\text{Trans}(J_{F(G)}, 2)| = 1 \). If \( G \) is a semi-complete bipartite graph, then we have \( |\text{Trans}(J_{F(G)})| = |\text{Trans}(J_{G})| = 1 \). Otherwise, \( G \) is a chordal graph. Since \( \text{reg}(J_{F(G)}^*) = 2 \) by Lemma 4.8 and \( |\text{Trans}(J_{F(G)}, 2)| = 1 \), we have \( |\text{Trans}(J_{F(G)})| = 1 \) by Lemma 4.7.

5. THE PROOF OF THEOREM 1.1

In this section, we will give a proof of Theorem 1.1. First, we will show (iv) \( \Rightarrow \) (v).

Proposition 5.1. Let \( G \) be a graph on \([n]\). If \( G \) or \( \overline{G} \) contains one of the graphs (a), (b) and (c) given in §1 as an induced subgraph, then one has \( |\text{Trans}(J_G)| > 1 \).

Proof. First, we will consider the graph (a). Let \( H_a \) be the graph with the edge set \( \{\{1, 2\}, \{1, 3\}, \{3, 4\}\} \). Recall that Lemma 3.2 says that \( |\text{Gins}(J_{G})| = 1 \) if and only if \( |\text{Gins}(J_{\overline{G}})| = 1 \) for an arbitrary graph \( G \). Then, by Corollary 2.9 and Lemma 3.7, to prove the statement, it suffices to show that \( |\text{Trans}(J_{\overline{H_a}})| > 1 \). However, \( J_{\overline{H_a}} \) is the ideal generated by \( \{e_1 \land e_2, e_1 \land e_3, e_3 \land e_4\} \). We already proved \( |\text{Trans}(J_{\overline{H_a}})| > 1 \) in Example 2.11. Thus we have \( |\text{Trans}(J_G)| > 1 \) if \( G \) or \( \overline{G} \) contains the graph (a) as an induced subgraph.

Next, we will consider (b) and (c). Let \( H_b \) be the graph with the edge set \( \{\{1, 2\}, \{3, 4\}, \{3, 5\}\} \) and \( H_c \) be the graph with the edge set \( \{\{1, 2\}, \{3, 4\}, \{5, 6\}\} \). Consider graphs \( H'_b \) and \( H'_c \) defined by

\[
J_{H'_b} = \text{in}_{\text{lex}}(\varphi_{2,4}(J_{H_b})) \quad \text{and} \quad J_{H'_c} = \text{in}_{\text{lex}}(\varphi_{3,6}(J_{H_c})),
\]

where \( \varphi_{i,j} \) is the matrix defined in Example 2.11. Then the graph \( H'_b \) contains an induced subgraph which is isomorphic to the graph \( H_a \) and the graph \( H'_c \) contains an induced subgraph which is isomorphic to the graph \( H_b \). Thus we have \( |\text{Trans}(J_{H'_b}, 2)| > 1 \) and \( |\text{Trans}(J_{H'_c}, 2)| > 1 \) by Lemma 3.7. Hence the claim follows from Lemmas 3.2 and 3.7.
Next, we introduce some lemmas to prove (v) \( \Rightarrow \) (vi) of Theorem 1.1. Let \( G \) be a graph on \([n]\). A proper connected component of \( G \) is a connected component of \( G \) which is not an isolated vertex.

**Lemma 5.2.** Let \( G \) be a graph on \([n]\). Assume that \( G \) and \( \overline{G} \) contain none of the graphs (a), (b) and (c) as an induced subgraph. Then

(i) \( G \) does not contain an induced cycle of length \( \geq 5 \);

(ii) if \( G \) contains more than two proper connected components, then \( G \) is a disjoint union of two semi-complete graphs;

(iii) if \( G \) is a connected bipartite graph, then \( G \) is a complete bipartite graph.

**Proof.** (i) Suppose that \( G \) contains an induced cycle \( \{a_1, a_2\}, \{a_2, a_3\}, \ldots, \{a_t, a_1\} \) with \( t \geq 5 \). Then the induced subgraph \( G_{\{a_1, a_2, a_3, a_4\}} \) of \( G \) on \( \{a_1, a_2, a_3, a_4\} \) is isomorphic to the graph (a). This contradicts the assumption.

(ii) Suppose that \( G \) contains more than two proper connected components and \( G \) is not a disjoint union of two semi-complete graphs. Then \( G \) contains either (b) or (c) as an induces subgraph.

(iii) Suppose that \( G \) is not a complete bipartite graph. Then there exist \( i, j \in [n] \) such that \( \{i, j\} \not\subseteq G \) and \( G \) has a shortest path \( i = a_1, \ldots, a_{k-1}, a_k = j \) from \( i \) to \( j \). Since \( G \) is bipartite, the above path has length at least 3, and therefore we have \( k \geq 4 \). Then \( G_{\{a_1, \ldots, a_4\}} \) is isomorphic to the graph (a). \( \square \)

**Lemma 5.3.** Let \( G \) be a connected graph on the vertex set \( A \cup B = [n] \) with \( A \cap B = \emptyset \). Assume that \( \{u, v\} \subseteq G \) for all \( u,v \in A \) and \( \{u', v'\} \not\subseteq G \) for all \( u', v' \in B \). If \( G \) and \( \overline{G} \) contain none of the graphs (a), (b) and (c) as an induced subgraph, then there exists a vertex \( a \in A \) such that \( G \) is a near cone with respect to \( a \).

To prove Lemma 5.3, we require the next lemma.

**Lemma 5.4.** With the same notation as in Lemma 5.3, assume that \( V = \{v_1, \ldots, v_k\} \subseteq A \) and \( W = \{u_1, \ldots, u_t\} \subseteq B \) are subsets which satisfy \( \{u_i, v_j\} \subseteq G \) if and only if \( 1 \leq i \leq j \leq k \). If \( G \) is not a near cone with respect to \( v_k \), then there exist \( v_{k+1} \in A \setminus V \) and \( u_{k+1} \in B \setminus W \) such that (i) \( \{u_t, v_{k+1}\} \subseteq G \) for all \( t = 1, 2, \ldots, k + 1 \) and (ii) \( \{u_{k+1}, v_t\} \not\subseteq G \) for all \( t = 1, 2, \ldots, k \).

**Proof.** Since \( G \) is not a near cone with respect to \( v_k \) and \( \{u, v\} \subseteq G \) for all \( u, v \in A \), there exists a vertex \( u_{k+1} \in B \setminus W \) such that \( \{u_{k+1}, v_k\} \not\subseteq G \). First, we will show that this \( u_{k+1} \) satisfies the condition (ii). For each \( t = 1, 2, \ldots, k-1 \), if \( \{u_{k+1}, v_t\} \subseteq G \), then the induced subgraph \( G_{\{u_t, u_{k+1}, v_t, v_k\}} \) is isomorphic to the graph (a). This contradicts the assumption. Thus we have \( \{u_{k+1}, v_t\} \not\subseteq G \) for all \( t = 1, 2, \ldots, k \).

Next, since \( G \) is connected and \( \{u', v'\} \not\subseteq G \) for all \( u', v' \in B \), there exists a vertex \( v_{k+1} \in A \setminus V \) such that \( \{v_{k+1}, u_{k+1}\} \subseteq G \). We will show that this \( v_{k+1} \) satisfies the condition (i). For each \( t = 1, 2, \ldots, k \), if \( \{u_t, v_{k+1}\} \not\subseteq G \) then the induced subgraph \( G_{\{u_t, u_{k+1}, v_t, v_{k+1}\}} \) is isomorphic to the graph (a). This contradicts the assumption. Thus we have \( \{u_t, v_{k+1}\} \subseteq G \) for all \( t = 1, 2, \ldots, k + 1 \). \( \square \)
Proof of Lemma 5.3. If $B = \emptyset$ then the statement is obvious. Assume that $B \neq \emptyset$. Let $u_1 \in B$. Since $G$ is connected and $\{u, v\} \notin G$ for all $u, v \in B$, there exists a vertex $v_1 \in A$ such that $\{u_1, v_1\} \in G$. Then subsets $V_1 = \{v_1\} \subset A$ and $W_1 = \{u_1\} \subset B$ satisfy the conditions of Lemma 5.4. If $G$ is not a near cone w.r.t. $v_1$, then Lemma 5.4 says that there exist $v_2 \in A \setminus V_1$ and $u_2 \in B \setminus W_1$ such that $V_2 = \{v_1, v_2\}$ and $W_2 = \{u_1, u_2\}$ satisfy the conditions of Lemma 5.4. Thus, arguing inductively, there exists a vertex $a \in A$ such that $G$ is a near cone w.r.t. $a$. □

We already proved that if a graph $G$ satisfies the condition of Lemma 5.2, then the length of every induced cycle of $G$ is either 3 or 4. We will consider the case that $G$ contains an induced cycle of length 4.

Lemma 5.5. With the same notation as in Lemma 5.2. If $G$ is connected and contains an induced cycle of length 4, then $G$ is a bipartite graph or there exists a vertex $v_0 \in [n]$ such that $G$ is a near cone with respect to $v_0$.

Proof. We assume that $G$ contains an induced cycle of length 4 on $A = \{a_1, \ldots, a_4\} \subset [n]$. Then, for any vertex $v \in [n] \setminus A$, the induced subgraph $G_{\{v\} \cup A}$ must be isomorphic to one of the following graphs.

(0) \hspace{1cm} (i) \hspace{1cm} (ii)

\begin{center}
\begin{tikzpicture}
\node at (0,0) [v] {$v$};
\node at (1,1) [v] {$a_1$};
\node at (1,-1) [v] {$a_2$};
\node at (-1,-1) [v] {$a_3$};
\node at (-1,1) [v] {$a_4$};
\end{tikzpicture}
\end{center}

(iii) \hspace{1cm} (iv) \hspace{1cm} (v)

\begin{center}
\begin{tikzpicture}
\node at (0,0) [v] {$v$};
\node at (1,1) [v] {$a_1$};
\node at (1,-1) [v] {$a_2$};
\node at (-1,-1) [v] {$a_3$};
\node at (-1,1) [v] {$a_4$};
\end{tikzpicture}
\end{center}

However, (i) and (ii) contains the graph (a) as an induced subgraph and the complementary graph of (iv) is isomorphic to the graph (b). Hence the induced subgraph $G_{\{v\} \cup A}$ must be isomorphic to one of the graphs (0), (iii) and (v).

Let

\[
X_0 = \{v \in [n] \setminus A : \{v, a_k\} \notin G \text{ for all } a_k \in A\},
\]
\[
X_1 = \{v \in [n] \setminus A : \{v, a_k\} \in G \text{ for } k = 1, 3 \text{ and } \{v, a_k\} \notin G \text{ for } k = 2, 4\},
\]
\[
X_2 = \{v \in [n] \setminus A : \{v, a_k\} \notin G \text{ for } k = 1, 3 \text{ and } \{v, a_k\} \in G \text{ for } k = 2, 4\},
\]
\[
X_4 = \{v \in [n] \setminus A : \{v, a_k\} \in G \text{ for all } a_k \in A\}.
\]

Note that $X_0 \cup X_1 \cup X_2 \cup X_4 = [n] \setminus A$. The next claim easily follows.
[Claim]

(I) If \( u, v \in X_4 \), then \( \{u, v\} \in G \).

(II) If \( u \in X_1 \cup X_2 \) and \( v \in X_4 \), then we have \( \{u, v\} \in G \).

(III) If \( u \in X_1 \cup X_2 \) and \( v \in X_0 \), then we have \( \{u, v\} \notin G \).

(IV) If \( u, v \in X_0 \) then we have \( \{u, v\} \notin G \).

(V) For any \( u \in X_0 \), there exist \( v \in X_4 \) such that \( \{u, v\} \in G \).

Proof of Claim. We will show that if \( G \) does not satisfy one of (I), (II), (III) and (IV) then \( G \) contains one of the graphs (a), (b) and (c) as an induced subgraph. (I) If \( \{u, v\} \notin G \), then \( \overline{G}_{\{u, v\} \cup A} \) is isomorphic to the graph (c). (II) We may assume that \( u \in X_1 \). If \( \{u, v\} \notin G \), then \( \overline{G}_{\{a_1, a_2, 3, u, v\}} \) is isomorphic to the graph (b). (III) Assume that \( u \in X_1 \). If \( \{u, v\} \in G \), then \( G_{\{a_1, a_2, 3, u, v\}} \) is isomorphic to the graph (a). (IV) If \( \{u, v\} \in G \), then \( G_{\{a_1, a_2, 3, u, v\}} \) is isomorphic to the graph (b).

Finally, we will show (V). Let \( u \in X_0 \). Since \( G \) is connected, there exists a vertex \( v \in [n] \setminus A \) such that \( \{u, v\} \in G \). Then (III) and (IV) say that \( v \in X_4 \). \( \square \)

Now, we return the proof of Lemma 5.5.

[Case 1] We will show that if \( X_4 \neq \emptyset \) then there exists a vertex \( v_0 \in X_4 \) such that \( G \) is a near cone with respect to \( v_0 \).

Consider the graph \( H = G_{X_0 \cup X_1} \). Then, [Claim] (I) and (V) say that \( H \) is connected. Furthermore, [Claim] (I) and (IV) say that \( H \) satisfies the conditions of Lemma 5.3. Thus there exists a vertex \( v_0 \in X_4 \) such that \( H \) is a near cone with respect to \( v_0 \). Then [Claim] (II) says that \( G \) is a near cone with respect to \( v_0 \).

[Case 2] We will show that if \( X_4 = \emptyset \) then \( G \) is bipartite.

If \( X_4 = \emptyset \) then \( X_0 \) is also empty by [Claim] (V). Let \( B = \{a_1, a_3\} \cup X_2 \) and \( C = \{a_2, a_4\} \cup X_1 \). We will show that \( G \) is a bipartite graph with the bipartition \( \{B, C\} \). By the construction of \( X_1 \) and \( X_2 \), what we must prove is that \( \{u, v\} \notin G \) if \( \{u, v\} \subset X_1 \) or \( \{u, v\} \subset X_2 \). We may assume that \( \{u, v\} \subset X_1 \). Suppose that \( \{u, v\} \in G \). Then \( \overline{G}_{\{a_1, a_2, 3, u, v\}} \) is isomorphic to the graph (b). This contradicts the assumption. Thus we have \( \{u, v\} \notin G \) if \( \{u, v\} \subset X_1 \) or \( \{u, v\} \subset X_2 \). Hence \( G \) is a bipartite graph if \( X_4 = \emptyset \). \( \square \)

Next, we consider the case that \( G \) does not contain an induced cycle of length 4.

Lemma 5.6. With the same notation as in Lemma 5.2. If \( G \) is a connected chordal graph, then there exists a vertex \( v_0 \in [n] \) such that \( G \) is a near cone with respect to \( v_0 \).

Proof. If \( G \) is a complete graph, then \( G \) is a near cone w.r.t. any \( v \in [n] \). We assume that \( G \) is not a complete graph. Then there exist \( i, j \in [n] \) such that \( \{i, j\} \notin G \). Let

\[
A = \{v \in [n] \setminus \{i, j\} : \{i, v\} \in G \text{ and } \{j, v\} \in G \}
\]

\[
B = \{v \in [n] \setminus \{i, j\} : \{u, v\} \notin G \text{ for all } u \in [n] \setminus A \}
\]

and

\[
C = [n] \setminus ((\{i, j\} \cup A \cup B)).
\]

First, we will show that \( A \neq \emptyset \) and \( \{u, v\} \in G \) for all \( u, v \in A \).
If $A$ is empty, then the shortest path from $i$ to $j$ has at least length 3. Then $G$ contains the graph (a) as an induced subgraph in the same way as the proof of Lemma 5.2 (iii). Thus $A \neq \emptyset$. On the other hand, if $u, v \in A$, then $\{i, u\}, \{u, j\}, \{j, v\}, \{v, i\}$ is a cycle of $G$. Since $\{i, j\} \notin G$ and $G$ is chordal, we have $\{u, v\} \notin G$.

Second, we will show that $\{u, v\} \in G$ for any $u \in A$ and all $v \in C$.

Let $u \in A$ and $v \in C$. Suppose that $\{u, v\} \notin G$. Since $G$ is connected, by the construction of $C$, there exists a vertex $v' \in A \cup C \cup \{i, j\}$ such that $\{v, v'\} \in G$. Since $v \notin B$, we may assume that $v' \notin A$. Also, since $v \notin A$, we have either $\{v, i\} \notin G$ or $\{v, j\} \notin G$. If $\{v, i\} \in G$ or $\{v, j\} \in G$ then $G_{\{u,v,i,j\}}$ is isomorphic to the graph (a). Thus we may assume that $\{v, i\} \notin G$, $\{v, j\} \notin G$ and $v' \in C$. Then, since $v' \notin A$, we have either $\{v', i\} \notin G$ or $\{v', j\} \notin G$. Hence the induced subgraph $G_{\{u,v,v',i,j\}}$ is isomorphic to one of the following graphs.

\begin{itemize}
  \item[(i)] \begin{tikzpicture}
    \node (i) at (0,0) [shape=circle,draw] {i};
    \node (u) at (1,1) [shape=circle,draw] {u};
    \node (j) at (2,0) [shape=circle,draw] {j};
    \node (v) at (1,-1) [shape=circle,draw] {v};
    \node (v') at (1.5,-0.5) [shape=circle,draw] {v'};
    \path
      (i) edge (u)
      (u) edge (j)
      (v) edge (v')
    ;
  \end{tikzpicture}
  \item[(ii)] \begin{tikzpicture}
    \node (i) at (0,0) [shape=circle,draw] {i};
    \node (u) at (1,1) [shape=circle,draw] {u};
    \node (j) at (2,0) [shape=circle,draw] {j};
    \node (v) at (1,-1) [shape=circle,draw] {v};
    \node (v') at (1.5,-0.5) [shape=circle,draw] {v'};
    \path
      (i) edge (u)
      (u) edge (j)
      (v) edge (v')
    ;
  \end{tikzpicture}
  \item[(iii)] \begin{tikzpicture}
    \node (i) at (0,0) [shape=circle,draw] {i};
    \node (u) at (1,1) [shape=circle,draw] {u};
    \node (j) at (2,0) [shape=circle,draw] {j};
    \node (v) at (1,-1) [shape=circle,draw] {v};
    \node (v') at (1.5,-0.5) [shape=circle,draw] {v'};
    \path
      (i) edge (u)
      (i) edge (j)
      (v) edge (v')
    ;
  \end{tikzpicture}
  \item[(iv)] \begin{tikzpicture}
    \node (i) at (0,0) [shape=circle,draw] {i};
    \node (u) at (1,1) [shape=circle,draw] {u};
    \node (j) at (2,0) [shape=circle,draw] {j};
    \node (v) at (1,-1) [shape=circle,draw] {v};
    \node (v') at (1.5,-0.5) [shape=circle,draw] {v'};
    \path
      (i) edge (u)
      (u) edge (j)
      (v) edge (v')
    ;
  \end{tikzpicture}
\end{itemize}

Then (i) is isomorphic to the graph (b) and (ii), (iii) and (iv) contains the graph (a) as an induced subgraph. This contradicts the assumption that $G$ does not contain the graphs (a) and (b) as an induced subgraph. Thus we have $\{u, v\} \in G$ for any $u \in A$ and $v \in C$.

Now, we will prove the statement. Let $H = G_{A \cup B}$. Since $G$ is connected, for any $b \in B$, there exists a vertex $v_b \in A$ such that $\{b, v_b\} \in G$. Also, we proved that $\{u, v\} \in G$ for all $u, v \in A$. These facts say that $H$ is connected and satisfies the conditions of Lemma 5.3. Thus there exists a vertex $v_0 \in A$ such that $H$ is a near cone w.r.t. $v_0$. We already proved $\{u, v\} \in G$ for any $u \in A$ and $v \in C$. Since $v_0 \in A$, it follows that the graph $G$ is a near cone with respect to $v_0$, as desired. □

Now, we are in the position to give a proof of Theorem 1.1.

**Proof of Theorem 1.1.** (i) $\Rightarrow$ (ii) is obvious and (ii) $\Rightarrow$ (iii) follows from the facts that $(J_{\mathcal{F}(G)})_2 = (J_G)_2$ and $|\text{Gins}(J_G, d)| = 1$ for all $d \geq 3$. Also, (iii) $\Rightarrow$ (iv) follows from Corollary 2.9, (iv) $\Rightarrow$ (v) is Proposition 5.1 and (vi) $\Rightarrow$ (i) is Theorem 4.9.

We will show (v) $\Rightarrow$ (vi). Assume that $G$ and $\overline{G}$ contain none of the graphs (a), (b) and (c) as an induced subgraph. Let $G'$ be an induced subgraph of $G$ such that $G$ is the $k$-near cone of a graph $G'$ and $G''$ is not a near cone w.r.t. $v$ for any $v \in [n]$. If $G''$ contains no edges, then $G$ is a $(k-1)$-near cone of a star modulo isolated vertices, that is, $G$ is a $(k-1)$-near cone of a union of the complete bipartite graph of size $1, t$ for some integer $t > 0$ and isolated vertices.

Next, assume that $G'$ contains an edge. By Lemma 5.2, if $G'$ has more than two proper connected components, then $G$ satisfies the condition (vi) of Theorem 1.1.
On the other hand, if $G'$ has only one proper connected component $H$, then, by Lemma 5.2, $H$ does not have an induced cycle of length $\geq 5$. Also, for any $v \in [n]$, since $G'$ is not a near cone w.r.t. $v$, $H$ is not a near cone w.r.t. $v$. Then Lemma 5.6 says that $H$ is not a chordal graph. Thus $H$ contains an induced cycle of length $4$. Then Lemmas 5.2 and 5.5 say that $H$ is a complete bipartite graph. \qed

6. Edge ideals

Let $K$ be a field of characteristic 0 and $R = K[x_1, \ldots, x_n]$ the polynomial ring in $n$ variables with each $\deg(x_i) = 1$. In this section, the proof of Theorem 1.2 will be given. We split Theorem 1.2 into Theorem 6.4 and Theorem 6.8.

First, we will prove the “if” part of Theorem 1.2. Let $\Gamma$ be a simplicial complex on $[n]$. The Stanley–Reisner ideal $I_\Gamma \subset R$ of $\Gamma$ is the monomial ideal generated by all squarefree monomials $x_{i_1} \cdots x_{i_k}$ with $\{i_1, \ldots, i_k\} \not\subset \Gamma$. Let $I \subset R$ be a homogeneous ideal. We say that $I$ has a linear resolution if $I$ is generated in degree $d$ and $\reg(I) = d$. For example, by Lemma 4.8, if $G$ is a chordal graph then $I_{F(G)} = I(G)$ has a linear resolution.

**Lemma 6.1** ([1, Theorem 1.2 and Corollary 2.2]). Let $\Gamma$ be a simplicial complex. If $I_\Gamma$ has a linear resolution, then

$$\beta_{ij}(I_\Gamma) = \beta_{ij}(\Gin(I_\Gamma)) = \beta_{ij}(\Gin(J_\Gamma)^*) \quad \text{for all } i \text{ and } j.$$

Let $S_2 \subset R_2$ be the set of monomials in $R$ of degree 2 and $M_2 \subset E_2$ the set of monomials in $E$ of degree 2. Let $V$ be a $K$-vector space with basis $e_1, \ldots, e_n$ and $\varphi = (a_{ij}) \in GL_n(K)$. For $k = 1, 2, \ldots, n$, define the map $\rho_{\varphi,k} : M_2 \to \bigoplus_{i=1}^k V$ by

$$\rho_{\varphi,k}(e_i \wedge e_j) = (a_{1j}e_i - a_{1i}e_j, \ldots, a_{kj}e_i - a_{ki}e_j) \in \bigoplus_{i=1}^k V$$

and $\phi_{\varphi,k} : S_2 \to \bigoplus_{i=1}^k V$ by

$$\phi_{\varphi,k}(x_ix_j) = (a_{1j}e_i + a_{1i}e_j, \ldots, a_{kj}e_i + a_{ki}e_j) \in \bigoplus_{i=1}^k V.$$

The next property is known. (See [12, Lemma 7.1] and [13, Lemma 1.8].)

**Lemma 6.2.** Let $W_1 \subset E_2$ be a $K$-vector space spanned by monomials in $E$ and $W_2 \subset R_2$ a $K$-vector space spanned by monomials in $R$. Then, for a generic matrix $\varphi \in GL_n(K)$ and for $k = 1, 2, \ldots, n$, one has

$$|\{e_i \wedge e_j \not\in \Gin(W_1) : \max\{i, j\} \geq k\}| = \dim_K \span\{\rho_{\varphi,n+1-k}(e_i \wedge e_j) : e_i \wedge e_j \not\in W_1\}$$

and

$$|\{x_ix_j \not\in \Gin(W_2) : \max\{i, j\} \geq k\}| = \dim_K \span\{\phi_{\varphi,n+1-k}(x_ix_j) : x_ix_j \not\in W_2\}.$$

For a graph $G$ on $[n]$, set $\rho_{\varphi,k}(G) = \span\{\rho_{\varphi,k}(e_i \wedge e_j) : \{i, j\} \in G\}$ and $\phi_{\varphi,k}(G) = \span\{\phi_{\varphi,k}(x_ix_j) : \{i, j\} \in G\}$. Then, by using the fact that $\leq_{\text{lex}}^{-1}$ is the reverse
Thus we sketch the proof. Assume that

\[ \min_{i \leq k}(\text{Gin}_{\text{lex}}(J_{\mathcal{F}(G)}), 2) = \dim_K \rho_{\varphi,k}(G) \quad \text{for all } k \]  

(19)

and

\[ \min_{i \leq k}(\text{Gin}_{\text{lex}}(I(G), 2) = \dim_K \phi_{\varphi,k}(G) \quad \text{for all } k. \]  

(20)

By using the above formula, we can prove the next property.

**Lemma 6.3.** If \( G \) is a bipartite graph, then one has

\[ \min_{i \leq k}(\text{Gin}_{\text{lex}}(J_{\mathcal{F}(G)}), 2) = \min_{i \leq k}(\text{Gin}_{\text{lex}}(I(G), 2) \quad \text{for all } k. \]

Proof. (sketch) The proof of this lemma essentially appeared in [13, Lemma 2.2]. Thus we sketch the proof. Assume that \( G \) is a bipartite graph with the bipartition \( \{A, B\} \). Define the automorphism \( \Phi : V \to V \) by \( \Phi(e_i) = e_i \) for \( i \in A \), and \( \Phi(e_i) = -e_i \) for \( i \in B \). Let \( \Phi^{(k)} : \bigoplus_{i=1}^k V \to \bigoplus_{i=1}^k V \) be the automorphism defined by \( \Phi^{(k)}(u_1, \ldots, u_k) = (\Phi(u_1), \ldots, \Phi(u_k)) \). Then, for any \( \varphi \in GL_n(K) \) and for any integer \( k \), one has \( \Phi^{(k)}(\rho_{\varphi,k}(G)) = \phi_{\varphi,k}(G) \) since \( G \) is bipartite. Thus the claim follows from the equations (19) and (20). \( \square \)

For any monomial \( x_{i_1}x_{i_2}\cdots x_{i_k} \in R \) with \( i_1 \leq i_2 \leq \cdots \leq i_k \), define

\[ \alpha(x_{i_1}x_{i_2}\cdots x_{i_k}) = x_{i_1}x_{i_2+1}\cdots x_{i_k+k-1}. \]

Also, for any strongly stable ideal \( I \subset R \), we write \( \alpha(I) \) for the ideal generated by \( \{\alpha(u) : u \in G(I)\} \), where \( G(I) \) is the set of minimal monomial generators of \( I \) and we assume that \( \alpha(u) \in K[x_1, \ldots, x_n] \) for all \( u \in G(I) \). Then, it follows from [10, Lemmas 8.17 and 8.18] that

\[ \beta_{ij}(I) = \beta_{ij}(\alpha(I)) \quad \text{for all } i \text{ and } j \]  

(21)

and \( \alpha(I) \) is a squarefree strongly stable ideal, that is, there exists a strongly stable ideal \( J \subset E \) such that \( J^* = \alpha(I) \). In particular, if \( \Gamma \) is a simplicial complex on \([n]\), then it is known that \( \alpha(u) \in K[x_1, \ldots, x_n] \) for all \( u \in G(\text{gin}(I_{\Gamma})) \). (See [10, Lemma 8.15].)

**Theorem 6.4.** Let \( a \) and \( b \) be positive integers. One has \( |\text{gin}(I(K_{a,b}))| = 1 \).

Proof. Since \( \overline{K_{a,b}} = K_a \cup K_b \) and \( K_a \cup K_b \) is chordal, it follows from Lemma 4.8 that \( I_{\mathcal{F}(K_a \cup K_b)} = I(K_{a,b}) \) has a linear resolution. Then, by Lemma 6.1, we have

\[ \beta_{ij}(\text{gin}(I(K_{a,b}))) = \beta_{ij}(\text{Gin}(J_{\mathcal{F}(K_a \cup K_b)}^*)) \quad \text{for all } i, j. \]  

(22)

On the other hand, by Lemma 6.3, we have

\[ \min_{i \leq k}(\text{Gin}_{\text{lex}}(J_{\mathcal{F}(K_a \cup K_b)}), 2) = \min_{i \leq k}(\text{Gin}_{\text{lex}}(I(K_{a,b})), 2) \quad \text{for all } k. \]

Since \( \min\{t : x_t \text{ divides } u\} = \min\{t : x_t \text{ divides } \alpha(u)\} \), we have

\[ \min_{i \leq k}(\text{Gin}_{\text{lex}}(J_{\mathcal{F}(K_a \cup K_b)}), 2) = \min_{i \leq k}(\alpha(\text{Gin}_{\text{lex}}(I(K_{a,b}))), 2) \quad \text{for all } k. \]
Then, since \( \alpha(\gin(I(K_{a,b})) \) is squarefree strongly stable, Lemmas 2.4 says that 
\( \alpha(\gin_{\lex}(I(K_{a,b}))) = \gin_{\lex}(J_{F(K_{a,b})})^* \). Then the equations (21) say that
\[
\beta_{i+2}(\gin_{\lex}(I(K_{a,b}))) = \beta_{i+2}(\gin_{\lex}(J_{F(K_{a,b})}))^*
\]
for all \( i \).

We already proved \( \gin_{\lex}(J_{F(K_{a,b})}) = \gin(J_{F(K_{a,b})}) \) in Theorem 4.9. Thus the
above equation and (22) say that \( \beta_{i+2}(\gin(I(K_{a,b}))) = \beta_{i+2}(\gin_{\lex}(I(K_{a,b}))) \) for all \( i \).
Thus Lemma 2.4 and Corollary 2.9 say that \( \gin_{\lex}(I(K_{a,b})) = \gin(I(K_{a,b})) \) and
\( |\gin(I(K_{a,b})), 2| = 1 \). Then, since Lemma 4.8 says that \( \reg(I(K_{a,b})) = 2 \), we have
\( |\gin(I(K_{a,b}))| = 1 \) by Lemma 4.7 as required.

Next, we will prove the "only if" part of Theorem 1.2.

**Lemma 6.5.** Let \( G \) be a graph. If \( |\gin(I(G))| = 1 \), then \( G \) contains none of the
graphs (a), (b), (c) and a cycle of length 3 as an induced subgraph.

**Proof.** By Lemma 2.4, we have \(|\Trans(I(G), 2)| = 1 \). Then the claim for the graphs
(a), (b) and (c) follows from Lemma 3.5 in the same way as Proposition 5.1. We
will show that if \( G \) contains a cycle of length 3 as an induced subgraph then
\( |\gin(I(G))| > 1 \). By Corollary 2.9 and Lemma 3.5, what we must prove is that
if \( I = (x_1x_2, x_1x_3, x_2x_3) \) then \(|\Trans(I, 2)| > 1 \). Let
\[
I' = \in_{\lex}(\varphi_{2,3}(\in_{\lex}(\varphi_{1,2}(I)))) \text{ and } I'' = \in_{\lex}(\varphi_{1,3}(\in_{\lex}(\varphi_{1,2}(I)))�
\]
Then \( I'_2 \) and \( I''_2 \) are strongly stable. Moreover, \( I'_2 \) is the \( K \)-vector space
spanned by the monomials \( x^2_1, x_1x_2, x^2_2 \) and \( I''_2 \) is spanned by \( x^2_1, x_1x_2, x_1x_3 \). Thus we have
\( |\Trans(I, 2)| > 1 \).  \( \square \)

**Lemma 6.6.** Let \( G \) be a graph on \( [n] \) with \( |\gin(I(G))| = 1 \). Then
\begin{enumerate}
  \item \( G \) does not contain an induced cycle of length \( \geq 5 \);
  \item \( G \) has more than two proper connected components, then \( G \) has at most
        two edges;
  \item \( G \) is a connected bipartite graph, then \( G \) is a complete bipartite graph.
\end{enumerate}

**Proof.** The proofs for (i) and (iii) are the same as Lemma 5.2. We will show (ii).
If \( G \) has more than two proper connected components and have more than three
edges, since \( G \) does not have an induced cycle of length 3, the graph \( G \) must contain
the graphs (b) or (c) as an induced subgraph. Thus \( G \) has at most two edges.  \( \square \)

**Example 6.7.** If \( G \) has two proper connected components and has exactly two
edges, then we may assume that \( I(G) = (x_1x_2, x_3x_4) \). Then \( \CoC \)’s computation
says that
\[
\gin_{\lex}(I(G)) = (x^2_1, x_1x_2, x_1x_3, x^4_2)
\]
and
\[
\gin(I(G)) = (x^2_1, x_1x_2, x^3_2).
\]
\( \CoC \) computes the initial ideal \( \in_\sigma(\varphi(I)) \) for a random matrix \( \varphi \). Thus we can not
guarantee that the above computations are true. However, they are transformed
strongly stable ideals of \( I(G) \). Then, by using the fact that the homogeneous component of degree 3 of \( (x^2_1, x_1x_2, x_1x_3, x^4_2) \) is spanned by all monomials \( u \) of degree 3
with \( u \geq_{\text{lex}} x_1 x_2^2 \), Lemma 2.5 implies that it is in fact the same as the homogeneous component of degree 3 of \( \text{gin}_{\text{lex}}(I(G)) \). In particular, we have \( x_2^3 \not\in \text{gin}_{\text{lex}}(I) \). On the other hand, by using the fact that \( (x_1^2, x_1 x_2, x_3^2) \) contains all monomials \( u \) of degree 3 with \( u \geq_{\text{rev}} x_3^2 \), Lemma 2.5 says that \( x_3^2 \in \text{gin}(I(G)) \). Thus we have |\( \text{gin}(I(G)) \)| \( > 1 \).

Then, by the above example together with Lemma 6.6 (ii), we have |\( \text{gin}(I(G)) \)| \( > 1 \) if \( G \) is a graph which has more than two proper connected components.

**Theorem 6.8.** Let \( G \) be a graph on \([n]\). If |\( \text{gin}(I(G)) \)| \( = 1 \), then \( G \) is a semi-complete bipartite graph.

**Proof.** By Lemma 6.6 (ii) together with Example 6.7, it follows that \( G \) has one proper connected component. Also, by Lemmas 6.5 and 6.6 (ii), every induced cycle of \( G \) has length 4. Thus it follows from [7, Proposition 1.6.1] that \( G \) is a bipartite graph. Then Lemma 6.6 (iii) says that \( G \) is a complete bipartite graph. \( \Box \)
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