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Abstract—Binary neural networks (BNNs) show promising utilization in cost and power-restricted domains such as edge devices and mobile systems. This is due to its significantly less computation and storage demand, but at the cost of degraded performance. To close the accuracy gap, in this paper we propose to add a complementary activation function (AF) ahead of the sign based binarization, and rely on the genetic algorithm (GA) to automatically search for the ideal AFs. These AFs can help extract extra information from the input data in the forward pass, while allowing improved gradient approximation in the backward pass. Fifteen novel AFs are identified through our GA-based search, while most of them show improved performance (up to 2.54% on ImageNet) when testing on different datasets and network models. Our method offers a novel approach for designing general and application-specific BNN architecture. Our code is available at http://github.com/flying-Yan/GAAF.

Index Terms—BNN, Genetic Algorithm, Activation Function

I. INTRODUCTION

Binary Neural Networks (BNNs) [1], [2] binarize the full precision inputs and weights of deep neural networks into binary values: \{+1, −1\}. Consequently, the costly floating-point dot-product (or multiply accumulation) computation can be replaced by lightweight bit-wise exclusive-nor (\(\text{xnor}\)) and population-count (\(\text{popc}\)) operations. BNNs show great potential in cost- & power-restricted domains [3]–[7], such as Internet-of-Things (IoT), embedded systems, mobile devices, etc. This is primarily due to the significantly reduced computation requirements, lower power cost, lower storage demand, and improved robustness to input noise [1], [8], [9].

Existing research has shown that, through BNN, significant speedups and memory reduction can be harvested on CPUs [10], GPUs [8], [11], and FPGAs [12]–[14], compared with their DNN counterparts. As a result, BNNs have been adopted in a variety of practical applications such as COVID-19 face-cover detection [3], auto-driving [4], smart agriculture [5], image enhancement [6], 3D objection detection [7], etc.

Though BNNs significantly alleviate the computation cost, they suffer from non-trivial performance degradation largely due to the imperfection of the binarization function and its derivative approximation [15], [16]. Most existing BNN works binarize the inputs and weights into binary (+1/-1) tensors through a deterministic sign function. This sign function also serves as the non-linear activation function of the neural networks. However, the gradient of the sign function is always zero and is non-differentiable at zero. To allow standard backpropagation still able to work, the Straight Through Estimator (STE) [17] is adopted as an approximated gradient of the sign function [1], [2]. STE approximates the gradient as an identity function. To avoid the saturation effect where certain neurons can never get a chance to toggle its binary value, a clip function is placed prior to the sign function. It zeros out the gradient in the backward pass when real-value is outside the range (usually [-1,1]) but making no impact in the forward pass.

The accuracy degradation with the sign activation in training arises from the information loss due to the rigid binarization through sign in the forward pass [16], and the approximation imposed by the STE gradient. Consequently, significant efforts have been devoted in designing better activation functions for BNNs [18]–[21]. Bi-Real Net [18] presented a customized BNN sign function – ApproxSign, which is a differentiable piecewise polynomial function that has a triangle-shaped derivative, acting as a magnitude-aware gradient. BNN+ [19] showed a switch-like activation function for a better approximation of the sign derivative function. Self-Binarizing network [22] even adopted an evolving activation function to progressively reshape the scaled hyperbolic tangent function towards the sign function. Finally, ReActNet [23] generalized the sign and PReLu functions as RSign and RPReLU, allowing shifting and reshaping the distribution of the real-valued feature maps prior to binarization, mitigating the information loss from to the rigid sign activation.

Despite harvesting improved performance, most of these designs are crafted based on human expertise [18]–[23]. Whether they have already been optimal or if better activation functions can be found still remain an open question.

Recently, using machine-learning based search techniques for automatically discovering traditionally human-designed components of deep neural networks exhibits great effectiveness. For example, enhanced accuracy has been showcased with the new activation functions discovered by reinforcement learning [24], with respect to the widely used ReLU activation in DNNs. In EvoNorms, a set of new normalization-activation layers have been found by evolution-based search [25]. DARTS [26] modeled network architecture search (NAS) in a differentiable manner, thus can be efficiently handled by gradient descent.

Motivated by these search approaches, in this paper, we propose to leverage the genetic algorithm (GA) based search algorithms for discovering novel activation functions for BNNs, and perform associated design space exploration. Observing that the complementary activation function is one-to-one mapping (i.e., transforming a tensor under the same shape), we define the structure of the first-order (Type-I) and second-order (Type-
II) activation functions, acting as the templates describing how unary and binary functional operators can be composed to form an activation function. Each of the operators is selected from a list of labeled candidates, and the goal is to find the optimal combination. We encode the choice of each combination as a string of fixed length. We then rely on GA to auto-search the optimal combination. The newly discovered activation functions are evaluated on CIFAR10 and ImageNet with several BNN models, demonstrating improved validation accuracy (up to 2.54% on ImageNet). In total, seven lightweight activation functions are identified showing low computation cost and few parameters. Similar to the clip function, these complementary activation functions only show-up in the training, and do not impact BNN inference efficiency. This paper thus makes the following contributions:

- Our work is the first effort to automatically search complementary activation functions for BNNs, to the best of our knowledge.
- Through GA-based effective searching, we have identified seven activation functions that can show enhanced accuracy on different datasets and network models, with up to 2.54% performance improvement on ImageNet.

This paper is organized as follows. In Section II we discuss the background of BNNs and GA-based search, highlighting our motivation. In Section III we present the proposed searching methodology. In Section IV we show the experiment and evaluation results. We discuss our result in Section V summarize the related work in Section VI and conclude in Section VII.

II. BACKGROUND AND MOTIVATION

A. Binary Neural Networks

BNNs [1], [2] are seen as an alternative approach of neural network compression, in addition to network pruning [27], [28]. Instead of reducing the total number of weights in the network, BNN reduces the bit-width of the inputs and weights to the extreme of a single bit only. That is to say, both weights and inputs are expressed as 1-bit with two possible values: +1 or -1. Compared to traditional DNNs, the 32-bit floating-point multiplication and addition can be replaced by efficient bit operations (i.e., exclusive-nor and population-count), which is extremely hardware-friendly [11], [14], given the one-to-one mapping from a neuron to a logic-bit.

A typical binary convolution layer in BNNs is depicted in Fig. 1. First, the real-valued input$_L$ and weight $w_iL$ of layer $L$ are binarized. Then, a binarized convolution (BConv) is applied on the binary inputs and weights. The outputs of BConv are real-valued, and serve as the inputs for the consecutive layer $L + 1$ (i.e., input$_{L+1}$) after batch-normalization (BN) [29].

BNN uses the sign function in Eq. (1) for binarization, which also serves as the non-linear activation function. Its plot is shown in Fig. 2.

\[
\text{Forward: } x^b = \text{sign}(x) = \begin{cases} 
+1 & x \geq 0 \\
-1 & \text{otherwise} 
\end{cases} \quad (1)
\]

Since the gradient of sign function is always zero and is non-differentiable at 0, the Straight-Through-Estimator (STE) activation function and its gradient.

\[
\text{Backward: } \frac{\partial \text{Loss}}{\partial x} = \frac{\partial \text{Loss}}{\partial x^b} \cdot 1_{|x|<t_{clip}} \quad (2)
\]

where $t_{clip}$ is typically 1. This implies that for values within the range of [-1,+1], the gradient of full-precision values ($\frac{\partial \text{Loss}}{\partial x}$) is equal to the gradient of the binarized values ($\frac{\partial \text{Loss}}{\partial x^b}$). For values outside the range, the gradient keeps zero. The plot is shown in Fig. 3.

Eq. (1) and (2) are achieved in BNN through the combination of Clip(-1,1) (also known as hard tanh) and Sign in Eq. (1). Being followed by Sign, Clip(-1,1) does not impact the forward pass. However, for backward pass, it constraints the range of [-1,1] over the gradient and cuts-off values beyond the range.

As seen in Fig. 2 the sign function is very rigid by fixing the binarization boundary at value 0. In [23], Liu et al. observed that by involving small variations to distributions of feature maps, better performance can be achieved. This is because the output only has two options: +1/-1, a small shift or reshape to the distribution of the input feature maps could result in a completely distinct binary output [23].

With such an observation, they proposed two improving approaches: (i) $R\text{Sign}$, where a channel-wisely learnable bias is imposed to the original sign function, see Eq. (3).

\[
x^b_i = R\text{Sign}(x_i) = \begin{cases} 
+1 & x_i \geq \alpha_i \\
-1 & x_i < \alpha_i 
\end{cases} \quad (3)
\]

where $\alpha_i$ is a learnable channel-wise parameter. Fig. 4 and 5 show the plot of the $R\text{Sign}$ activation function and its gradient.
The challenge then is how to find a decent complementary representation of the solution domain that determines the search space; (ii) a fitness function that estimates the degree of how fit the candidate solution is, usually being the objective function of the optimization problem.

GA typically starts from a population of randomly generated individuals, where the fitness of each individual is evaluated. Then, the parent individuals are stochastically selected from the current population, where the individuals with better fitness scores have a better chance to be selected for reproduction. Based on the selected parent individuals, an offspring is generated by operations such as crossover, mutation. The new offspring is then evaluated. The best individuals among the population alongside the new offspring form the new population, which will be used for the next iteration. Usually the population size is predefined based on the problem settings. The iterative process stops when the population has converged (not producing any offspring that are significantly different from the previous generation) or a satisfactory solution is found.

GA is an appealing approach to obtain high-quality solutions for an optimization problem thanks to its ability to deliver a good solution fast-enough. Please refer to [31] for a detailed review about GA.

Motivation 2: Our purpose is to search a good complementary function, according to an architecture template with its operators selected from a list of candidate functions, the search space is discrete. Since the combination of good operators tends to produce a better solution, it better matches the process of GA. Additionally because of its simplicity and efficiency, we adopt GA in this work for searching the optimal activation function of BNNs.

III. Methodology

We first introduce the proposed encoding strategy and fitness function and then describe our GA-based searching approach in detail.

A. Encoding Strategy and Search Space

The gene encoding strategy plays a key role in GA, which essentially dictates the search space. The search space needs to be sufficiently large such that a strong solution can be generated, but not too vast and complex that the majority of the solution space cannot be traversed. The definition of the search space is a trade-off between the capacity (i.e., more likely to incorporate a good solution in the space) and the complexity (i.e., more difficult to find a good solution in the space).

In this paper, we represent the activation function as a graph that transforms an input tensor to an output tensor with the same shape (i.e., one-to-one mapping). To simplify the search process and constrain the size of the search space to a reasonable and computationally feasible size, we fix the graph structure in two patterns: Type-I, representing the first-order architecture, is shown in Figures 8; Type-II, representing the second-order architecture, as shown in Fig. 9. The order here refers to the number of combination operators as discussed later. Based on our observation, higher-order architectures show marginal benefits with substantially larger search space.

![Fig. 4: RSign from [23].](image1)

![Fig. 5: Gradient of RSign.](image2)

![Fig. 6: RPreLU+Clip(-1,1) in [23].](image3)

![Fig. 7: Gradient of RPreLU+Clip](image4)
In Fig. 8 and 9, \( X \) is the input tensor of the complementary activation function, \( Y \) is the output. Note that \( X \) is duplicated for extracting and integrating information from different paths. \( U \) represents a unary operator, which takes one tensor as input and one tensor as the output. The input and output tensors are in the same shape. \( B \) represents a binary operator, which takes two tensors with the same size as the input, and one tensor as output also with the same size. Overall, the mapping from \( X \) to \( Y \) respects to one-to-one mapping.

![Fig. 8: Type-I encoding (1st-order).](image)

![Fig. 9: Type-II encoding (2nd-order).](image)

For Type-I encoding shown in Fig. 8 the replicated \( X \) tensors pass through independent unary operators, and then combined through a binary operator to generate the output tensor \( Y \). As for Type-II encoding in Fig. 9, the three replicated \( X \) tensors pass through their independent unary operators respectively, and then merge gradually through two binary operators to generate the final output tensor \( Y \).

With the fixed graph structure, each candidate solution can be encoded as a fixed length string of values which represent the combination of different operators. Each value in the encoded string represents the index of a corresponding operator. For Type-I, the encoding output is a string with length of 3, representing 2 unary operators and 1 binary operator. The Type-II encoding, in contrast, has 6 values which include 4 unary operators and 2 binary operators. Regarding the format of the string, all unary operators stay on the left and binary operators stay on the right, which essentially yields benefits in the following processing which will be discussed later.

A complete list of unary and binary operators are summarized as follows:

**Unary Operator:** \( x, \sqrt{|x|}, \log(|x|), 1.0/(1 + e^{-x}), e^{(-|x|)}, e^{-x^2}, \sin(x), \cos(x), \tan(x), \arctan(x), \text{erf}(x), \text{erfc}(x), \max(x, 0), \min(x, 0), \alpha, \alpha + x, \alpha \cdot x \)

**Binary Operator:** \( x + y, x - y, x \cdot y, x/y, x/(x + y), \max(x, y), \min(x, y), x/(1 + e^{-y}), e^{(-|x-y|)}, \beta \cdot x + (1 - \beta) \cdot y \)

where \( \alpha \) and \( \beta \) are learnable channel-wise parameters, which can be jointly optimized with other parameters in the neural networks through back-propagation. 0 inUnary operators means the output is always 0, which enables the pruning of redundant operators.

Overall, there are 22 candidate unary operators and 11 candidate binary operators. Therefore, the value of gene-\( U \) thus can go from 0 to 21, where each value corresponds to an operator in the list. The same condition applies to gene-\( B \). Those operators are scalar to scalar which are easy to implement and lower the computation complexity. Using such a fixed graph structure, combinations of different unary and binary operators can form distinct candidates and constitute the search space. Although the search space is drastically shrunk with the fixed graph structure (i.e., architecture), it is still massive: for Type-I, the search space is \( 22 \times 22 \times 11 = 5.3K \); for Type-II, the search space is: \( 22^4 \times 11^2 = 28.3M \).

**B. Fitness Metric**

The fitness metric in GA is to assign a fitness value for each individual in the population, which indicates how good a candidate solution is. The fitness score also determines the ability of an individual to compete with other individuals during selection. The fitness function is designed according to the problem, which is usually the value returned by the objective function of the optimization problem.

In this paper, we focus on searching for promising generalized complementary activation functions for BNNs. The image classification is used to evaluate the fitness, the top-1 validation accuracy will be the fitness value. Since not all well-known real-valued models can be seamlessly applied to BNNs, and given the widely adoption of ResNet structure in BNNs (the shortcuts are essential for rich information flow tackling the information loss from binarization and gradient vanishing/explosion for the BNN latent variables), we use the classical ResNet18 model to perform the evaluation. As each trial assessment of the fitness evaluation requires the training of a BNN model, to be efficient, the BNN model is trained on CIFAR10 dataset. In particular, the top-1 validation accuracy after the BNN version of Resnet18 trained on CIFAR10 for 15 epoches will be assigned to each candidate individual as the fitness value.

**Early Rejection:** Since the candidate activation function can be generated pseudo-randomly, some of them may result in non-convergence during training, we adopt the early rejection strategy. We set a rejection threshold \( T_1 \), whereby when the validation accuracy is less than \( T_1 \) after the first epoch of training, the candidate individual will be discarded without further training, and we move-on to the next step. Otherwise, the training is continued up to 15 epochs. With this early rejection strategy, the search process can be much more efficient.

**C. GA Implementation**

Fig. 10 illustrates the implementation workflow of GA. By defining the encoding strategy and fitness function, the initial population of size \( S \) can be generated. Each individual of the population is evaluated and assigned with a fitness value. The population is then sorted according to the fitness values from high to low. Therefore, the first individual appears to show the best fit. From here, the evolution iteration starts. In each iteration, we first choose two parent individuals and then a new offspring is generated by combining the two parent individuals with crossover and mutation. The new offspring is evaluated to obtain its fitness value.
This fitness value is then compared with the fitness value of the last individual in the population: (i) if the new offspring shows a higher fitness value, the last individual is replaced by the new offspring, then the new population is sorted in descending order based on its fitness values. The next iteration then begins using the new population. (ii) Otherwise, the next iteration starts using the old population. During the evolution process, the total population size keeps unchanged \(S\). Once the population has converged, meaning that no more satisfactory solutions can be generated, the iterative search terminates and a series of optimal solutions are reported.

We describe each process of Fig. 10 in detail.

**Initialization:** To ensure the diversity of the population, individuals in the initial population are generated randomly. For Type-I (Type-II) encoding, the first two (four) genes are randomly sampled from the 22 unary operators; the last one (two) gene is randomly sampled from the 11 binary operators. The fitness value is then evaluated for the generated individual. This process of generation continues until the size of population reaches to \(S\). Then the population is sorted in descending order based on the fitness values.

**Selection:** Selection is a critical step in GA. The convergence rate of GA largely depends on the selection pressure. Selection involves choosing the parent individuals from the population which will be used for reproduction of the new offspring. The selection process is mostly based on fitness. For diversity, each individual should have the chance to be selected. Nevertheless, the theory of “Survival of the Fittest” of GA gives preference to the individuals with higher fitness values; those individuals have a higher chance of being selected for reproduction.

There are several well-known selection techniques, such as elitism, roulette wheel, rank, tournament, Boltzmann, stochastic universal sampling, etc. Each selection technique has its advantages and drawbacks. Taking into consideration the variability and efficiency of the algorithm, three selection techniques – elitism selection, tournament selection, and proportionate selection – are adopted here. In each iteration, one of the three selection techniques is randomly picked for selecting the two parent individuals. We discuss each selection technique:

1) **Elitism selection** chooses the two best individuals based on their fitness values. It always chooses the best individuals in the population for reproduction, which leads to a better chance of reproducing a better individual. However, Elitism may result in early convergence due to being trapped in a local maximum.

2) **Tournament selection** chooses individuals according to their fitness values from a stochastic roulette wheel in pairs. The first individual is randomly selected from the population; the second individual is randomly picked from the right part of the first one in the population. Therefore, the second individual has a lower fitness than the first one. Both the two individuals are chosen at random, which ensures each individual has a chance to be selected.

3) **Proportionate selection** is implemented by describing the fitness value as a probability distribution over the population. Then two random individuals are selected from the distribution. Due to the transformation, the chance of each individual being selected is proportional to its fitness value.

Elitism selection prefers the best individuals whereas tournament selection and proportionate selection stochastically choose individuals. The probabilistic combination of those three selection techniques can take the advantages of each technique, while avoiding their drawbacks, accelerating the convergence speed.

**Crossover:** The crossover step generates new offspring by combining different portions of two or more selected parent individuals. The well-known crossover operators include single-point, two-point, k-point, uniform, partially matched, ordered, precedence preserving, shuffle, etc. In this work, the single-point crossover is adopted due to its simplicity and the relatively simple settings of our GA problem.

Fig. 11 illustrates how crossover is performed between the two parent individuals in this paper. The crossover point is randomly picked. According to its position, both of the parent individuals are split into a left part and a right part. The new offspring is then formed by combining the left part of \(Parent_1\) with the right part of \(Parent_2\), or by combining the left part of \(Parent_2\) with the right part of \(Parent_1\). The new offspring has the same size as its parents.

**Mutation:** Mutation is essential for GA. The key idea is to
insert random genes in offspring to maintain the diversity of the population for avoiding premature convergence. The well-known mutation operators include displacement, simple inversion, and scramble mutation. Displacement mutation displaces a substring of a given individual within itself. Simple inversion mutation reverses the substring between any two specified locations of an individual solution. Scramble mutation places the elements in a specified range of an individual solution in a random order.

In our GA design, we use single point mutation, which is one variant of displacement mutation, as illustrated in Fig. 12. First, a single mutation point is randomly selected from the individual. Then the chosen gene is then replaced by a new randomly generated gene. Based on the mutation point, we figure out whether the mutation refers to operator $U$ or $B$. If $U$, a replacement gene is randomly generated from the 22 unary operators; if $B$, the replacement gene is randomly generated from the 11 binary operators.

Note that the mutation operator is capable of maximizing the variance of the newly generated individuals, which is important in finding the global optimal solution.

IV. EXPERIMENTS

A. GA Setting

We perform the GA-based searching for optimal BNN complementary activation functions. The BNN version of ResNet18 with candidate complementary activation function is trained on CIFAR10. We use the standard pre-processing, the batch size is 128. The Adam optimizer with $\text{betas} = (0.9, 0.999)$ is adopted with a constant learning rate $5\text{e}-3$. After 15 epochs of training, the top-1 validation accuracy is assigned to the candidate individual as its fitness value.

Like most BNNs, the first and last layer of BNN models used in this paper should always be left in full-precision. This is because the first layer extracts the initial information from the input images, whereas the last layer immediately dictates the final prediction – both require a higher capacity in order to show good performance.

The early rejection threshold $T_1$ is empirically set as 11% in our fitness evaluation. With the early rejection strategy, the compute resources can be allocated focusing on the most promising candidates. To further enhance searching efficiency, the threshold can be slowly increased as the search continues, so that it can early reject more unqualified candidate individuals and preserve promising solutions. This is based on the intuition that as time goes on, the descendants of the GA tend to be more well-behaved than in the early stage of the search. Increasing the early rejection threshold thus improves the search efficiency.

As the searching goes on, the threshold $T_1$ increases to be 25%, 35%, 40%. The size of population $S$ is set to be 30.

B. Activation Functions found by GA Search

| Type   | Function                        | Graph |
|--------|---------------------------------|-------|
| RSign  | $\begin{cases} +1 & x \geq \alpha \\ -1 & x < \alpha \end{cases}$ |       |
| RPreLU | $\begin{cases} x - \gamma + \zeta & x \geq \gamma \\ \beta \ast (x - \gamma) + \zeta & x < \gamma \end{cases}$ |       |
| AF1    | $\sin(x) - \cos(x)$             |       |
| AF2    | $\sin(x) + \cos(x)$             |       |
| AF3    | $\max(x, 0) + \sin(x)$          |       |
| AF4    | $\beta \ast \cos(x) + (1 - \beta) \ast x$ |       |
| AF5    | $\min(x, 0) + \sin(x)$          |       |
| AF6    | $\beta \ast \text{erf}(x) + (1 - \beta) \ast \max(x, 0)$ |       |
| AF7    | $\exp(-x^2) - \sin(x)$          |       |
| AF8    | $\cos(x) + \text{atan}(x)$      |       |
| AF9    | $\beta \ast \cos(x) + (1 - \beta) \ast \text{atan}(x)$ |       |
| AF10   | $\cos(x) - \text{atan}(x)$      |       |
| AF11   | $\cos(\text{atan}(x)/2) + x$    |       |
| AF12   | $\beta \ast \cos(x + \alpha) + (1 - \beta) \ast x$ |       |
| AF13   | $\cos(\text{atan}(x)) + x$      |       |
| AF14   | $\cos(\text{erf}(x)) - x$       |       |
| AF15   | $\cos(-x) + x$                  |       |

TABLE I: Top discovered activation functions and graphs

Through the GA-based searching, we identified multiple new complementary activation functions for BNNs, as listed in Table I. Specifically, the first two are the hand-crafted RSign...
and **RPReLU** from [23] discussed in Section 2.1, shown for comparison purposes. The 10 activation functions from AF1 to AF10 are obtained in the GA search with Type-I encoding. The last 5 AFs from AF11 to AF15 are obtained in the GA search with Type-II encoding. We show the math expression and the graph in Table I as well. Looking at the table, we draw the following observations:

- These obtained top performing AFs are all relatively simple in their expressions. This is potentially because complicated function increases difficulties in optimization.
- Counterintuitively, trigonometric functions such as \(\sin\) and \(\cos\) exist in almost all the AFs (except AF6). This observation indicates that incorporating periodic functions can extract more information from the inputs and enhances the representativeness of the activation function.
- For the binary operator \(B\), the linear combination such as \(x + y, x - y, \beta x + (1 - \beta) y\) exist more often than other complex binary operators. This might because alternative binary operators may lead to instant and significant jitters/pulses, or discrete gradients, which jeopardizes the stability of the training.
- For Type-II encoding (Fig. 9), all the searched AFs (AF11-AF15) are having their \(U_A\) gene being \(x\) or \(-x\). This may imply that although the unary operator can help in extracting information, the raw input \(x\) contains the most useful information and should always be kept as the residual in the combination.

### C. Testing the Searched Activation Functions

To showcase the performance and generalization of the obtained novel complementary activation functions, we test them on CIFAR10 and ImageNet with different BNN models. As mentioned before, the first and last layer of BNN models are left in full-precision. For each model, we evaluate each AF in Table I. The original BNN is used as the baseline. The two hand-crafted AFs (RSign and RPReLU) from [23] are used for comparison. All models are trained using the same hyperparameters except the activation functions. The Adam optimizer [32] with \(betas = (0.9, 0.999)\) is adopted for the training.

**CIFAR10**: We tested all the AFs in Table I on CIFAR10 with 3 widely used BNN models: ResNet18, NIN-Net and ResNet34. We use standard pre-processing. All models are trained until 300 epochs. The initial learning rate is 5e-3, and is shrunk by a factor of 0.2 at the 80th, 150th, 200th, 240th, and 270th epoch respectively. The batch size is 128. The final validation accuracy is shown in Table I.

As shown in Table I, all the 15 AFs obtained by the GA-based search attain performance improvement over the BNN baseline on ResNet18. Specifically, the top 5 functions (AF12, AF6, AF11, AF3, AF5) improve accuracy by 0.71%, 0.63%, 0.63%, 0.6%, 0.59%, respectively. For NIN-Net, 14 out of the 15 AFs show performance improvement. The top 5 functions (AF6, AF10, AF12, AF14, AF4) improve performance by 1.45%, 1.39%, 1.22%, 1.19%, 1.01%. Finally, for ResNet34, 14 out of the 15 functions outperform the original BNN architecture. The top 5 functions (AF13, AF11, AF14, AF9, AF4) improve accuracy by 1.2%, 1.08%, 0.93%, 0.75%, 0.68% respectively. The best improvement over the baseline BNN on CIFAR10 is attained by AF6 on NIN-Net, showcasing 1.45% accuracy enhancement. Overall for CIFAR10, most of the GA-searched AFs (except AF3, AF7, AF11 and AF15) match or outperform the baseline BNN, RSign and RPReLU on all of the three network models (ResNet18, NIN-Net and ResNet34). We did not observe significant performance improvement using RSign and RPReLU.

**ImageNet**: For ImageNet, two different network models are utilized: ResNet18 and NIN-E. NIN-E is an enhanced implementation of NIN-Net proposed in [33], which enlarges the kernel size of the first four mlpconv layers from \(1 \times 1\) to \(3 \times 3\), and increases the number of output channels of the first two mlpconv layers from 96 to 128.

We use the standard pre-processing technique: all images are resized to \(256 \times 256\) and randomly cropped to \(224 \times 224\) for training. The validation dataset uses center crop only. We set the initial learning rate as 5e-3, which is gradually decreased during training by a factor of 5 at the 25th, 35th, 40th, and 45th epoch. Each model is trained over 50 epochs. The batch size is 64. The validation accuracy is listed in Table III.

For ResNet18, 11 out of the 15 discovered AFs improve the top-1 accuracy. The best behaving functions (AF3, AF5, AF12, AF1, AF2) harvest 1.782%, 1.428%, 1.23%, 1.114%, 0.984% performance improvement respectively, over the BNN baseline. For NIN-E, all the 15 AFs improve the validation accuracy. The promising functions (AF9, AF4, AF6, AF1, AF3) improve the top-1 accuracy by 2.54%, 2.502%, 2.132%, 2.008%, 1.95%, respectively. The most significant improvement is attained by AF9 on NIN-E, showcasing as much as 2.54% accuracy improvement over the BNN baseline.

Overall, except AF5, AF8, AF9, AF10 and AF11, all the remaining AFs (10 out of 15) outperform the BNN baseline, RSign, and RPReLU approaches. Again, we did not observe performance improvements by using RSign and RPReLU on ResNet18. For NIN-E, RSign and RPReLU bring nearly 0.25% and 0.54% top-1 accuracy improvement.

### Table II: Validation Accuracy on CIFAR10.

| AF       | ResNet18 | NIN-Net | ResNet34 |
|----------|----------|---------|----------|
| BNN baseline | 90.69    | 86.03   | 91.00    |
| RSign [23]  | 90.64    | 86.36   | 91.10    |
| RPReLU [23] | 90.79    | 86.34   | 90.66    |
| AF1       | 91.20    | 86.87   | 91.45    |
| AF2       | 91.02    | 86.77   | 91.39    |
| AF3       | 91.29    | 86.55   | 91.08    |
| AF4       | 91.16    | 87.04   | 91.68    |
| AF5       | 91.28    | 86.36   | 91.26    |
| AF6       | 91.32    | 87.48   | 91.39    |
| AF7       | 90.75    | 86.09   | 90.98    |
| AF8       | 91.06    | 87.03   | 91.16    |
| AF9       | 90.93    | 86.96   | 91.75    |
| AF10      | 91.24    | 87.42   | 91.48    |
| AF11      | 91.22    | 86.46   | 92.08    |
| AF12      | 91.40    | 87.25   | 91.92    |
| AF13      | 90.90    | 86.56   | 92.20    |
| AF14      | 91.15    | 87.22   | 91.93    |
| AF15      | 91.14    | 86.15   | 91.58    |
which partially explains the better performance. The $\alpha$ activation functions stand out showing performance improvement. This is obvious with the monotonic feature is still conserved with our searched complementary design and eliminate runtime cost. We argue that this valuable Sign shown that the Fig. 15 shows the complete activation functions (i.e., AF + functions and Fig. 14 visualizes their gradients. Additionally, the training. Fig. 13 illustrates these complementary activation functions and successfully generalize such improvement to a different space, we propose to rely on genetic algorithm for identifying a complementary activation function prior to the sign-based network structure 

\begin{table}
\centering
\begin{tabular}{|c|c|c|}
\hline
AF & ResNet18 (Top-1/5) & NIN-E (Top-1/5) \\
\hline
BNN baseline [1] & 54.284 / 77.670 & 49.730 / 74.144 \\
RSign [23] & 54.292 / 77.618 & 49.980 / 74.514 \\
RPReLU [25] & 53.028 / 76.850 & 50.286 / 74.252 \\
AF1 & 55.398 / 78.558 & 51.738 / 75.290 \\
AF2 & 55.268 / 78.394 & 51.514 / 75.520 \\
AF3 & 56.066 / 79.035 & 51.680 / 75.752 \\
AF4 & 55.064 / 78.106 & 51.232 / 76.186 \\
AF5 & 55.712 / 78.454 & 50.210 / 74.494 \\
AF6 & 54.384 / 77.636 & 51.862 / 75.518 \\
AF7 & 54.624 / 77.752 & 50.502 / 74.514 \\
AF8 & 54.194 / 77.640 & 49.918 / 74.272 \\
AF9 & 53.414 / 77.960 & 52.270 / 75.822 \\
AF10 & 53.004 / 76.454 & 50.834 / 75.216 \\
AF11 & 54.025 / 77.836 & 50.722 / 74.768 \\
AF12 & 55.514 / 78.556 & 51.558 / 75.308 \\
AF13 & 54.390 / 77.728 & 50.714 / 74.742 \\
AF14 & 54.488 / 77.976 & 50.324 / 74.466 \\
AF15 & 55.092 / 78.246 & 50.374 / 74.500 \\
\hline
\end{tabular}
\caption{Validation Accuracy on ImageNet.}
\end{table}

V. DISCUSSION

Based on our evaluation with the three distinct network models on CIFAR10 and ImageNet, seven (i.e., AF1, AF2, AF4, AF6, AF12, AF13, AF14) out of the 15 investigated activation functions stand out showing performance improvement and successfully generalize such improvement to a different dataset. These seven searched activation functions are listed below. Compared to STE, the gradients of these functions are much smoother, rendering a more stable training process. Compared to STE, the gradients of these functions are much smoother, rendering a more stable training process, which partially explains the better performance.

- AF1: $\sin(x) - \cos(x)$
- AF2: $\sin(x) + \cos(x)$
- AF4: $\beta \cdot \cos(x) + (1 - \beta) \cdot x$
- AF6: $\beta \cdot \cos(x) + (1 - \beta) \cdot \max(x, 0)$
- AF12: $\beta \cdot \cos(x + \alpha) + (1 - \beta) \cdot x$
- AF13: $\cos(\text{atan}(x)) + x$
- AF14: $\cos(\text{erf}(x)) - x$

The $\alpha$ and $\beta$ here are channel-wise parameters learned during the training. Fig. 13 illustrates these complementary activation functions and Fig. 14 visualizes their gradients. Additionally, Fig. 15 shows the complete activation functions (i.e., AF + Cos(1.1)). Fig. 16 further depicts their gradients.

Regarding the impact of computation efficiency, we argue that these activation functions are very lightweight scalar functions. Additionally, existing works [8, 13] have already shown that the batchnorm layer can be integrated with the Sign layer to form a very efficient threshold-comparison layer during BNN inference, which can greatly simplify hardware design and eliminate runtime cost. We argue that this valuable feature is still conserved with our searched complementary activation functions. This is obvious with the monotonic functions (AF3-AF15):

$$A\text{Sign}(x) = \begin{cases} 
+1 & AF(x) \geq 0 \\
-1 & AF(x) < 0 \\
+1 & x \geq \tau \\
-1 & x < \tau
\end{cases}$$

For the two periodic functions (AF1 and AF2), the integration of batchnorm, activation, and sign can be achieved by piece-wise threshold operation.

Regarding the extra memory space cost, there are no additional parameters in AF1, AF2, AF13 and AF14. Other AFs may contain one or two parameters, but only in channel-wise, which is almost negligible comparing to the size of the weights.

Please note that although in this work we adopt GA-based searching to automatically find new complementary functions for BNNs, this approach can be applied to other network models such as quantized neural networks, transformers, CNNs, or for domain-specific architectural search.

VI. RELATED WORK

A. Binary Neural Networks

BNNs demonstrate substantially advanced memory and computational efficiency at the cost of certain accuracy degradation. Since the proposal of BNNs [1], [2], there have been significant efforts committed to closing the accuracy gap between BNNs and the full-precision DNNs. These include adding learnable scaling factors (also known as gain term) [33, 36], adopting multiple basis [33, 35, 37], designing BNN-oriented network structure [16, 18, 23, 38], and reforming BNN training methodologies [22, 23, 36, 39, 41]. More detailed information can be found in the BNN surveys [42, 43].

B. Automatic Search

Hand-crafted activation functions heavily rely on human expertise and prior network architecture design experience. Due to such limitations, the use of automatic searching algorithms has received more attention in recent years. Various searching strategies have been proposed, including Bayesian optimization [44, 45], evolutionary approaches [46, 48], reinforcement learning (RL) [49, 51], and gradient-based methodology [26, 52, 53], etc.

Particularly for activation function search, Ramachandran et al. [24] identified a new activation function called Switch through a combination of exhaustive search and RL, showcasing improved performance than widely used ReLU function. In [25], researchers co-design the normalization and activation functions as a single computation graph. After evolving the structure from low-level primitives, a novel structure called EvoNorm is identified that can work better on image classification, instance segmentation, image synthesis, etc.

VII. CONCLUSION

In this paper we focus on closing the accuracy gap between BNNs and their DNN counterparts by augmenting a complementary activation function prior to the sign-based binarization. In order to efficiently search in the large design space, we propose to rely on genetic algorithm for identifying novel AFs presenting improved and generalizable performance. Evaluations on different network models and datasets show that the auto-searched AFs can harvest considerable accuracy improvement (up to 2.54% on ImageNet).
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