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A B S T R A C T

Electrostatics on global Anti-de-Sitter (AdS) spacetime is sharply different from that on global Minkowski spacetime. It admits a multipolar expansion with everywhere regular, finite energy solutions, for every multipole moment except the monopole [1]. A similar statement holds for global AdS magnetostatics. We show that everywhere regular, finite energy, electric plus magnetic fields exist on AdS in three distinct classes: (I) with non-vanishing total angular momentum J; (II) with vanishing J but non-zero angular momentum density, $T^\phi_\phi$; (III) with vanishing J and $T^\phi_\phi$. Considering backreaction, these configurations remain everywhere smooth and finite energy, and we find, for example, Einstein–Maxwell–AdS solitons that are globally – Type I – or locally (but not globally) – Type II – spinning. This backreaction is considered first perturbatively, using analytical methods and then non-perturbatively, by constructing numerical solutions of the fully non-linear Einstein–Maxwell–AdS system. The variation of the energy and total angular momentum with the boundary data is explicitly exhibited for one example of a spinning soliton.

© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP³.

1. Introduction

In a recent letter [1] we have shown that electrostatics on global AdS presents two important differences from standard electrostatics on Minkowski spacetime. Firstly, all multipole moments (except for the monopole) are everywhere regular and finite energy. Secondly, all multipole moments decay with the same inverse power of the areal radius, $1/r$, as spatial infinity is approached. The first observation suggests the existence of regular, self-gravitating, asymptotically AdS Einstein–Maxwell solitons, obtained as the non-linear backreacting versions of these regular electric multipoles; the second observation renders inapplicable Lichnerowicz-type no-soliton theorems [2,3]. Such Einstein–Maxwell–AdS static solitons indeed exist, and examples were constructed perturbatively in [1] and non-perturbatively in [4].

Typically, static gravitating solitons allow for spinning generalizations; however, see [5,6]. Thus, in this letter, we address the existence of Einstein–Maxwell–AdS spinning solitons. A simple reasoning shows the way forward.

Given the aforementioned results for electrostatics on global AdS, electromagnetic duality implies that magnetostatics on global AdS also presents everywhere regular, finite energy solutions. We shall explicitly verify it is so. Moreover, at test field level, the superposition principle allows electric plus magnetic configurations which, again, are everywhere regular and with finite energy. The latter have, in general, a non-zero Poynting vector, i.e. a non-zero angular momentum density. As we show below, however, the existence of a local Poynting vector does not imply a non-zero global angular momentum; that only happens for the particular case when “next neighbour” electric and magnetic multipoles occur in the superposition. Then we consider the backreaction of these electromagnetic fields with non-vanishing total angular momentum, and construct, both perturbatively (analytically) and non-perturbatively (numerically) the corresponding spinning Einstein–Maxwell–AdS solitons.

2. The model: Einstein–Maxwell–AdS theory

Following [1], we shall be addressing Einstein–Maxwell theory in the presence of a negative cosmological constant (hereafter dubbed Einstein–Maxwell–AdS gravity), described by the action:

$$S = \int d^4x \sqrt{-g} \left\{ -\frac{1}{16\pi G} (R - 2\Lambda) - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} \right\}. \quad (1)$$

where $F = dA$ is the U(1) Maxwell field strength, $\Lambda \equiv -3/L^2 < 0$ is the negative cosmological constant and $L$ is the AdS “radius”. Varying the action one obtains the Maxwell equations.
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\[ d \star F = 0. \]
and the Einstein equations
\[ R_{\mu \nu} - \frac{1}{2} R g_{\mu \nu} + \Lambda g_{\mu \nu} = 8 \pi G T_{\mu \nu}, \]
where \( T_{\mu \nu} \) is the electromagnetic energy–momentum tensor
\[ T_{\mu \nu} = F_\nu \partial_\mu F^{\nu} - \frac{1}{4} g_{\mu \nu} F^2. \]
The background of our model is the (maximally symmetric) \( AdS \) spacetime, with \( F = 0 \). In global coordinates it takes the form
\[ ds^2 = -N(r) dt^2 + \frac{dr^2}{N(r)} + r^2 (d\theta^2 + \sin^2 \theta d\phi^2), \]
where \( N(r) = 1 + \frac{r^2}{L^2} \).

3. Test fields: electro-magnetostatics on \( AdS \)

We start by considering linear Maxwell perturbations around an empty \( AdS \) background. Thus we solve the (test) Maxwell equations (2) on the geometry (5). For time-independent, axially symmetric Maxwell fields, a suitable gauge potential ansatz reads
\[ A = A_\theta d\theta^\mu = V(r, \theta) dt + A(r, \theta) d\phi. \]

3.1. Static solutions

Let us start with the simplest case: either a purely electric or a purely magnetic field, but not both simultaneously. Then the Poynting vector vanishes and the solutions carry no angular momentum.

3.1.1. Electrostatics on global \( AdS \)

This case has been considered in [1]. Here we review its basic properties. The axisymmetric electric potential in (6) can be expressed as a multipolar expansion
\[ A_\theta \equiv V(r, \theta) = \sum_{\ell=0}^{\infty} c_\ell^{(e)} V_\ell(r, \theta), \]
where \( V_\ell(r, \theta) \equiv R_\ell(r) P_\ell(\cos \theta), \)
and \( P_\ell \) is a Legendre polynomial of degree \( \ell \) (with \( \ell \in \mathbb{N}_0 \) defining the multipolar structure) and \( c_\ell^{(e)} \) are arbitrary constants. Then Maxwell’s equations reduce to the radial equation
\[ \frac{d}{dr} \left( r^2 \frac{dR_\ell(r)}{dr} \right) = \frac{\ell(\ell + 1)}{N(r)} R_\ell. \]
An everywhere regular solution of this equation is found for \( \ell \geq 1 \), with
\[ R_\ell(r) = \frac{\Gamma \left( \frac{\ell + 1}{2} \right) \Gamma \left( \frac{3 + \ell}{2} \right) r^\ell}{\sqrt{\pi} \Gamma \left( \frac{2}{2} + \ell \right)} F_2 \left( \frac{1 + \ell}{2} - \frac{\ell}{2} + \frac{3}{2} + \ell; -\frac{r^2}{L^2} \right), \]
expressed in terms of the hypergeometric function \( F_2 \) and normalized such that \( R_\ell(r) \to 1 \) asymptotically.

At the origin, the \( AdS \) regular multipoles approach the behaviour of the Minkowski multipoles that are regular therein:
\[ R_\ell(r) = \frac{\Gamma \left( \frac{1}{2} + \ell \right) \Gamma \left( \frac{3 + \ell}{2} \right)}{\sqrt{\pi} \Gamma \left( \frac{2}{2} + \ell \right)} \left( \frac{r}{L} \right)^\ell + \ldots. \]
Asymptotically, however, the regular \( AdS \) multipoles are very different from the Minkowski multipoles which are regular at infinity. As \( r \to \infty \), the solutions become
\[ R_\ell(r) = 1 - \frac{2 \Gamma \left( \frac{1 + \ell}{2} \right) \Gamma \left( \frac{3 + \ell}{2} \right)}{\Gamma \left( 1 + \frac{1}{2} \right) \Gamma \left( \frac{3}{2} \right)} \frac{L^2}{r} + \ldots. \]
Thus, all multipoles fall-off with the same \( 1/r \) power, where \( r \) is the areal radius, cf. eq. (5). The total energy of each regular electric multipole can actually be expressed as a surface integral. Noticing that
\[ E_\ell = -\pi \lim_{r \to \infty} \int_0^\pi r^2 \sin \theta A_\theta F^\theta d\theta, \]
we obtain, for a given multipole \( \ell \),
\[ E_\ell^{(e)} = \frac{4\pi}{2\ell + 1} \frac{\Gamma \left( \frac{1 + \ell}{2} \right) \Gamma \left( \frac{3 + \ell}{2} \right)}{\Gamma \left( \frac{3}{2} \right)^2} L. \]

3.1.2. Magnetostatics on global \( AdS \)

Due to the electric–magnetic duality of Maxwell’s theory, which leaves invariant (1), the configurations of the previous subsection possess an equivalent magnetic picture in terms of the potential \( A(r, \theta) \) in (6) (and a vanishing \( V(r, \theta) \)). Thus, for each electric \( \ell \)-multipole (7), one finds a dual magnetic \( \ell \)-multipole solution of Maxwell’s equations, described by
\[ A_\phi \equiv A(r, \theta) = \sum_{\ell=1}^{\infty} c_\ell^{(m)} A_{\ell}(r, \theta). \]

The explicit form of the functions \( S_\ell(r) \) looks more complicated than in the electric case:
\[ S_\ell(r) = L \left( \frac{\Gamma \left( \frac{1}{2} + \ell \right)}{\sqrt{\pi} \Gamma \left( \frac{1}{2} + \ell \right)} \right)^\ell \left[ 2 F_1 \left( \frac{1 + \ell}{2}; \frac{3}{2} + \ell; -\frac{r^2}{L^2} \right) - \frac{\ell + 1}{2\ell + 3} 2 F_1 \left( \frac{3 + \ell}{2}; \frac{5 + \ell}{2} + \ell; -\frac{r^2}{L^2} \right) \right]. \]
Here, the solution is normalized such that \( S_\ell(r) \to L \) as \( r \to \infty \) and the factor of \( L \) is introduced for dimensional reasons.

As \( r \to 0 \), the radial part of the magnetic potential behaves as
\[ S_\ell(r) = L \left( \frac{\Gamma \left( \frac{1}{2} + \ell \right)}{\sqrt{\pi} \Gamma \left( \frac{1}{2} + \ell \right)} \right)^\ell + \ldots. \]
while its far field expression is
\[ S_\ell(r) = L \left\{ 1 - \frac{2L}{r} \left[ \Gamma \left( \frac{1}{2} + \ell \right) \Gamma \left( \frac{1}{2} + \ell \right) \right]^2 \right\} + \ldots. \]

Again, the total energy can be expressed as a surface integral, by noticing that
\[ E_m = -\pi \lim_{r \to \infty} \int_0^\pi r^2 \sin \theta A_\phi F^\phi d\theta. \]
Then, for a given multipole \( \ell \), we obtain:

\[
E_m^{(\ell)} = \frac{4\pi \ell (\ell + 1)}{2\ell + 1} \left[ \frac{\Gamma(\frac{1+\ell}{2})}{\Gamma(\frac{\ell+1}{2})} \right]^2 L.
\]

(21)

3.2. Stationary solutions

We now turn to generic axially symmetric configurations, consisting in the superposition of an electric potential plus a magnetic potential. Considering all possible regular electric and magnetic modes, the general expression for the gauge potential is:

\[
A = \sum_{\ell \geq 1} \left( \frac{E_\ell^{(\ell)}}{c^2} \right) R_\ell(r) \phi(t) \cos(\theta) dt + \sum_{p \geq 1} \left( \frac{E_M^{(p)}}{c^2} \right) S_p(r) U_p(\theta) d\phi.
\]

(22)

The total energy of the electro-magnetic configurations is obtained by adding the energy of the corresponding electric and magnetic modes

\[
E = \sum_{\ell \geq 1} \left( \frac{E_\ell^{(\ell)}}{c^2} \right)^2 + \sum_{p \geq 1} \left( \frac{E_M^{(p)}}{c^2} \right)^2
\]

(23)

in accordance with the superposition principle, where \( E_\ell^{(\ell)} \) and \( E_M^{(p)} \) are given by (13) and (21) respectively. But turning on simultaneously the electric and magnetic fields can also yield a non-trivial Poynting vector and consequently angular momentum. To check whether this happens or not, we consider the angular momentum density of the above solution

\[
T_\psi^l = F_{\psi\phi} F^{\phi l} - F_{\phi \psi} F^{\phi l},
\]

(24)

and the corresponding total angular momentum:

\[
J = 2\pi \int_0^\infty r^2 dr \int_0^{\pi} \sin \theta T_\psi^l d\theta.
\]

(25)

By using Maxwell’s equations it follows that \( J \) is given by the boundary integral

\[
J = 2\pi \lim_{r \to \infty} \int_0^\pi r^2 \sin \theta \delta_\psi T_\psi^l d\theta.
\]

(26)

This general expression can be evaluated by using the far field expressions (11) and (19), together with the properties of the Legendre polynomials. One finds

\[
J = 2\pi L^2 \sum_{p \geq 1} \left( \sum_{\ell \geq 1} \left( \frac{E_\ell^{(\ell)}}{c^2} \right) \frac{8(\ell + 2)}{(2\ell + 2)(2\ell + 3)} \frac{\Gamma(\frac{\ell+3}{2})}{\Gamma(\frac{\ell+1}{2})} \delta_{p,\ell+1} \right),
\]

(27)

interestingly, the total angular momentum vanishes unless there are “next neighbours” electric and magnetic multipoles in the superposition. One example of this type of configuration, with non-zero total angular momentum, which we call Type I (electric plus magnetic regular Maxwell field), is given in Fig. 1, where we exhibit the energy density \( -T_\psi^l \) and angular momentum density \( T_\phi^l \) for \( \ell = 2 \) and \( p = 1 \).

Fig. 1. The energy density \( -T_\psi^l \) and angular momentum density \( T_\phi^l \) (with a minus sign for a better visualization) are shown as functions of “cylindrical” coordinates \( \rho = r \sin \theta \) and \( z = r \cos \theta \), for an electric plus magnetic Maxwell field consisting on the superposition of a magnetic \( p = 1 \) and an electric \( \ell = 2 \) multipole.

For the cases where there are both electric and magnetic multipoles but not “next neighbours”, the total angular momentum vanishes; the angular momentum density, however, in general does not. One example of this type of configurations, with zero total angular momentum but non-vanishing angular momentum density, which we call Type II (electric plus magnetic regular Maxwell field), is given in Fig. 2, where it can be seen that the angular momentum density is odd under the \( \mathbb{Z}_2 \) transformation \( z \rightarrow -z \). This explains why the total angular momentum vanishes. Observe also that the energy density exhibits two distinct lumps, each corresponding to a different sign of the angular momentum density, whereas in the case of Fig. 1 there is a single lump.

Finally, for configurations with \( p = \ell + 1 \), the angular momentum density vanishes identically. \( T_\psi^l = 0 \). This type of configurations (which is akin to the well-known spherically symmetric Maxwell dyon), is called Type III (electric plus magnetic regular Maxwell field). These configurations, however, are duality trivial, in the sense that either the electric or the magnetic component can be eliminated by a duality transformation.

4. Backreacting solutions: Einstein–Maxwell–AdS solitons

The existence of everywhere regular, finite energy Maxwell fields on global AdS, as described in the previous section, some of which have non-zero total angular momentum, suggests the existence of fully non-linear Einstein–Maxwell–AdS spinning soli-

---

1 Observe that the energies of the regular electric and magnetic \( \ell \)-multipoles, eqs. (13) and (21), respectively, are different. This does not contradict the fact that electric–magnetic duality implies the energy density and total energy of dual \( \ell \)-modes must match. The difference arises due to the chosen normalization of the radial function \( S_\ell(r) \), which would be different in case the magnetic modes were computed directly from the duality transformation.

2 It is interesting to notice the existence of similar solutions in a flat space Yang–Mills–Higgs theory [7,8]. According to the terminology above, the dyons of that model are Type II solutions (i.e. they can spin only locally but not globally), while the composite configurations with a vanishing net magnetic charge are Type I solutions.
ton, as backreacting non-linear versions of the test field solutions. We shall now consider such backreaction starting with an analytic perturbative approach and then constructing them numerically, at fully non-linear level.

4.1. A perturbative analytic approach

Following the approach in [1] for the static case, we start testing the effects of backreaction by constructing a perturbative solution to the Einstein–Maxwell system. We consider a perturbative parameter $\alpha$, standing for the “magnitude” of both electric and magnetic potentials at infinity, thus taken to be equal.

The perturbative solutions are studied with the following line element, which yields a convenient metric gauge choice:

$$ds^2 = -F_1(r, \theta)\frac{dt^2}{N(r)} + F_2(r, \theta) dr^2 + F_3(r, \theta) (d\theta^2 + \sin^2 \theta (d\phi + W(r, \theta)dt)^2).$$

This corresponds to deforming the pure AdS line element (5) with four functions, $F_1$, $F_2$, $F_3$, $W$, all depending on $r$, $\theta$ only. The gauge potential ansatz, on the other hand, is still taken to be of the form (6), thus depending on the two functions $V$, $A$, of $r$, $\theta$. These gauge potentials, however, are now expanded in a power series in $\alpha$. Up to $O(\alpha^4)$, the expansion reads [$O(\alpha^4)$ terms vanish]:

$$V(r, \theta) = \alpha V^{(0)}(r, \theta) + \alpha^3 V^{(3)}(r, \theta) + \ldots,$$

$$A(r, \theta) = \alpha A^{(0)}(r, \theta) + \alpha^3 A^{(3)}(r, \theta) + \ldots,$$

where $V^{(0)}(r, \theta)$ and $A^{(0)}(r, \theta)$ are the (general linear combination of) test Maxwell fields on AdS studied in the previous section, given by (7) and (16), respectively. The backreaction of these Maxwell fields on the geometry is taken into account by considering a power series expansion in $\alpha$ of the metric functions, of the form:

$$F_1(r, \theta) = 1 + \alpha^2 F_{12}(r, \theta) + \alpha^4 F_{14}(r, \theta) + \ldots,$$

$$W(r, \theta) = \alpha^2 W_{2}(r, \theta) + \alpha^4 W_{4}(r, \theta) + \ldots,$$

and solving the coupled Einstein–Maxwell equations order by order. The test field solution ($O(\alpha)$ in this setup) supplies the boundary condition for $A$ at the AdS boundary.

To illustrate this perturbative procedure, let us briefly discuss it for the case one fixes, at the AdS boundary, the superposition of a $p = 1$ magnetic mode and an $\ell = 2$ electric mode. Thus the $O(\alpha)$ data is

$$A^{(0)}(r, \theta) = -c_m L \left[ 1 - \frac{L}{r} \arctan \left( \frac{r}{L} \right) \right] \sin^2 \theta,$$

$$V^{(0)}(r, \theta) = c_e \left[ 1 + \frac{3L^2}{2r^2} - \frac{3L}{2r} \left( 1 + \frac{L^2}{r^2} \right) \arctan \left( \frac{r}{L} \right) \right] \times \left[ \frac{3}{2} \cos^2 \theta - \frac{1}{2}\right],$$

where $c_e$, $c_m$ are two arbitrary constants.

Then, the perturbed solution is constructed by taking the metric perturbations as an angular expansion in Legendre functions with coefficients given by radial functions, the expression to lowest order being

$$F_{12}(r, \theta) = a_i(r) + P_2(\cos \theta) b_i(r) + P_4(\cos \theta) c_i(r),$$

$$W_{2}(r, \theta) = U_0(r) + P_2(\cos \theta) U_2(r),$$

with $i = 1, 2, 3$, and the gauge potential functions expanded in a similar way

$$A^{(3)}(r, \theta) = \sum_{k=0}^3 P_{2k}(\cos \theta) g_{2k}(r),$$

$$V^{(3)}(r, \theta) = \sum_{k=0}^3 P_{2k}(\cos \theta) h_{2k}(r).$$

In solving the Einstein equations, one uses a residual gauge freedom to set the radial function $a_3 = 0$. The remaining radial functions are found in closed form by solving the Einstein–Maxwell equations order by order in $\alpha$. When doing so, one requires preservation of the AdS asymptotics; for the gauge field we impose $A \to -c_m L \sin^2 \theta$ and $V \to c_e \left( \frac{3}{2} \cos^2 \theta - \frac{1}{2} \right)$ as $r \to \infty$.

We have solved for $F_i$, to $O(\alpha^2)$ and for $A$, $V$, $W$ to $O(\alpha^4)$. The explicit form of the solutions is very long and not enlightening, per se; thus, we shall not display them here. The only expressions which take a simpler form are for the functions that enter $W_2(r, \theta)$, and read (here we set $4\pi G = 1$)

$$U_0(r) = \frac{c_e c_m}{32L} \left\{ 2\pi^2 \left( 1 + \frac{L^2}{r^2} + \frac{3L^4}{2r^4} \right) - \frac{8L^2}{r^2} \left( 1 + \frac{3L^2}{r^2} \right) \right\},$$

$$U_2(r) = \frac{c_e c_m}{32L} \left\{ 2\pi^2 \left( -1 + \frac{5L^2}{r^2} + \frac{15L^4}{2r^4} \right) + \frac{8L^2}{r^2} \left( 1 - \frac{3L^2}{r^2} \right) \right\} \frac{F_{12}(r, \theta)}{P_2(\cos \theta)} \arctan \left( \frac{r}{L} \right) \left[ 16 + 3(\pi^2 - 16) \frac{L^2}{r^2} \right] \arctan \left( \frac{r}{L} \right) \left[ 16 + 3(\pi^2 - 5\pi^2) \frac{L^2}{r^2} \right] \arctan \left( \frac{r}{L} \right) \left[ 16 + 3(\pi^2 - 5\pi^2) \frac{L^2}{r^2} \right] \arctan \left( \frac{r}{L} \right) \)).
We have checked that the backreacted metric is smooth and no evidence of pathologies has been found. Moreover, we have verified that the spacetime is asymptotically AdS, according to the definition in [9]. The gauge potentials are also smooth. The total angular momentum has a sufficiently compact expression, which reads:

$$J = -c_e c_m \pi^2 \alpha^2 L^2 \left\{ \frac{2}{5} + \alpha^2 \left[ \frac{2 (32000 + 48 \pi^2 - 405 \pi^4)}{40320} \right] + C_s \right\}. \quad (32)$$

4.2. The fully non-linear numerical approach

In the absence of analytic methods to tackle the fully non-linear Einstein–Maxwell spinning solitons described in the previous sections, we shall resort to numerical methods.\(^3\)

4.2.1. Framework

Non-perturbative solutions will be constructed by employing the Einstein–De Turck (EDT) approach, proposed in [12,13]. This approach has become, in recent years, a standard tool in the numerical treatment of stationary problems in general relativity, and has the advantage of not fixing a priori a metric gauge, yielding at the same time full numerical solutions,\(^2\) as found.\(^4\) Moreover, the EDT approach, the Einstein–De Turck (EDT) approach, proposed in [12,13]. This approach has become, in recent years, a standard tool in the numerical treatment of stationary problems in general relativity, and has the advantage of not fixing a priori a metric gauge, yielding at the same time full numerical solutions,\(^2\) as found.\(^4\) Moreover, the EDT approach, the Einstein–De Turck (EDT) approach, proposed in [12,13]. This approach has become, in recent years, a standard tool in the numerical treatment of stationary problems in general relativity, and has the advantage of not fixing a priori a metric gauge, yielding at the same time full numerical solutions,\(^2\) as found.\(^4\) Moreover, the EDT approach, the Einstein–De Turck (EDT) approach, proposed in [12,13].

Starting with the $U(1)$ potential, one finds that both $A$ and $V$ vanish at $r = 0$; at $\theta = 0, \pi$ one imposes Neumann boundary conditions, $\partial_\theta V|_{\theta = 0, \pi} = \partial_\theta A|_{\theta = 0, \pi}$. As $r \to \infty$, the components of the $U(1)$ potential read

$$V = V^{(0)}(\theta) + \frac{V^{(1)}(\theta)}{r} + \ldots, \quad A = A^{(0)}(\theta) + \frac{A^{(1)}(\theta)}{r} + \ldots,$$

where $V^{(0)}$, $A^{(0)}$ are imposed as boundary conditions,

$$V|_{r = \infty} = V^{(0)}(\theta), \quad A|_{r = \infty} = A^{(0)}(\theta), \quad (35)$$

and $V^{(1)}$, $A^{(1)}$ result from the numerical output.

The boundary conditions satisfied by the metric functions at the origin read

$$\partial_r f_1|_{r = 0} = \partial_r f_2|_{r = 0} = \partial_r f_0|_{r = 0} = \partial_r S_1|_{r = 0} = \partial_r S_2|_{r = 0} = 0, \quad (36)$$

whereas the boundary conditions at the symmetry axis are

$$\partial_\theta f_1|_{\theta = 0, \pi} = \partial_\theta f_2|_{\theta = 0, \pi} = \partial_\theta f_0|_{\theta = 0, \pi} = \partial_\theta S_1|_{\theta = 0, \pi} = S_2|_{\theta = 0, \pi} = 0. \quad (37)$$

The far field behaviour of the functions which enter the line element (34) can be constructed in a systematic way. The expressions for the functions of interest are

$$f_0 = 1 + \frac{f_{03}(\theta)}{r^3} + \ldots, \quad f_1 = 1 + \frac{f_{23}(\theta)}{r^3} + \ldots, \quad S_1 = 1 + \frac{s_{13}(\theta)}{r^3} + \ldots, \quad W = \frac{w_{23}(\theta)}{r^2} + \ldots,$$

while $f_1$ decays faster than $1/r^3$ and $S_2$ faster than $1/r^4$. $f_{03}(\theta)$, $f_{23}(\theta)$, $s_{13}(\theta)$ and $w_{23}(\theta)$ are functions fixed by the numerics, with $f_{03}(\theta) + f_{23}(\theta) + s_{13}(\theta) = 0$. Thus, at infinity we impose, as boundary conditions for the metric functions,

$$f_0|_{r = \infty} = f_1|_{r = \infty} = f_2|_{r = \infty} = S_1|_{r = \infty} = 1, \quad S_2|_{r = \infty} = W|_{r = \infty} = 0. \quad (38)$$

The mass and angular momentum of the solutions are computed by employing the boundary counterterm approach in [16], wherein they are the conserved charges associated with Killing symmetries $\partial_\alpha$, $\partial_\phi$ of the induced boundary metric, found for a large value $r = \text{constant}$. A straightforward computation leads to the following expressions:

$$M = \frac{3}{8GL^2} \int_0^\pi \left[ f_{23}(\theta) + s_{13}(\theta) \right] \sin \theta d\theta, \quad \frac{3}{8G} \int_0^\pi \sin^3 \theta w_{23}(\theta) d\theta.$$

$$J = \frac{1}{8\pi G} \int R^2 \sqrt{-g} d\theta d\phi = \int T^r_r \sqrt{-g} d\theta d\phi = 2\pi \lim_{r \to \infty} \int_0^\pi \left[ r^2 \pi \sqrt{-g} \right] A^{(0)}(\theta) V^{(1)}(\theta) d\theta. \quad (39)$$

where we use also Maxwell's equations together with assumed asymptotic behaviour of the metric and matter functions.

\(^2\) Unfortunately, the powerful analytical techniques used to integrate the $\Lambda = 0$ axially symmetric Einstein–Maxwell system cannot be extended to the AdS case [10,11].
to that shown in Fig. 1, with the existence of a single extrema (located at the origin) for both mass and angular momentum densities. On the other hand, we have preliminary results for the existence of Type II solitons with boundary data corresponding to the superposition of a $p = 1$ magnetic mode and an $\ell = 4$ electric mode. As anticipated by the results in the test field limit, these spacetimes rotate locally ($T_\ell \neq 0$) but not globally ($J = 0$). A more systematic study of the spinning Einstein–Maxwell–AdS solitons, for different boundary data, will be discussed elsewhere.

5. Remarks

In this letter we have shown that Einstein–Maxwell–AdS theory admits spinning solitons. There are no analogous objects to these solutions in asymptotically flat spacetime and their existence can be traced back to the “box”–like behaviour of the AdS spacetime. This fact can be simply understood by the electrostatics–magnetostatics type analysis presented in [1] and further developed here. The only mechanism known to yield gravitating solitons with a spin–1 Abelian field minimally coupled to Einstein’s gravity in asymptotically flat spacetime is to consider a Proca, rather than Maxwell, field and take it to be complex, yielding the recently found Proca stars [17]. The latter can also spin, but trivialize in the flat space limit, unlike the solutions discussed here.4

As a final remark, all solutions of the Einstein–Maxwell–AdS model [1] can be uplifted to eleven dimensional supergravity [20], yielding the following line element

\[
\text{ds}^2_{11} = g_{\mu\nu} dx^\mu dx^\nu + 4L^2 \sum_{i=1}^4 \left[ d\mu_i^2 + \mu_i^2 (d\phi_i + A_i dx^\mu)^2 \right],
\]

and 4-form field strength

\[
F^{(4)} = \frac{3}{L} \epsilon^{(4)} + 4L^2 \sum_{i=1}^4 d\mu_i^2 d\phi_i \star^4 dA_i,
\]

where $\epsilon^{(4)}$ is the volume form of the reduced four 4-dimensional space, and $\star^4$ denotes Hodge duality in this space [21]. Thus, the solitons here yield new classes of solutions of eleven dimensional supergravity.
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