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Abstract. Dual first-order methods are powerful techniques for large-scale convex optimization. Although an extensive research effort has been devoted to studying their convergence properties, explicit convergence rates for the primal iterates have only been established under global Lipschitz continuity of the dual gradient. This is a rather restrictive assumption that does not hold for several important classes of problems. In this paper, we demonstrate that primal convergence rate guarantees can also be obtained when the dual gradient is only locally Lipschitz. The class of problems that we analyze admits general convex constraints including nonlinear inequality, linear equality, and set constraints. As an approximate primal solution, we take the minimizer of the Lagrangian, computed when evaluating the dual gradient. We derive error bounds for this approximate primal solution in terms of the errors of the dual variables, and establish convergence rates of the dual variables when the dual problem is solved using a projected gradient or fast gradient method. By combining these results, we show that the suboptimality and infeasibility of the approximate primal solution at iteration $k$ are no worse than $O(1/\sqrt{k})$ when the dual problem is solved using a projected gradient method, and $O(1/k)$ when a fast dual gradient method is used.
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1. Introduction. Lagrangian duality is a widely-used approach in large-scale optimization, especially when there are a few constraints that complicate an otherwise simple problem [1,2]. Although many first-order methods can be applied to solve such problems directly in the primal space, the iteration cost can be very high since the projection onto the constraint set is often computationally difficult [3]. The corresponding dual problem has a more desirable structure: the dual constraint set has a simple form and the (sub)gradient of the dual function is relatively easy to evaluate. In addition, the dual function is often additive and suitable for distributed implementation, which has been exploited in a wide range of recent applications, including communication systems [4,5], large-scale control [6], and multi-agent systems [7].

There are many practical and theoretical subtleties in using dual optimization methods to generate optimal solutions to the engineering problems cited above. First, one needs to ensure that the dual optimal value agrees with the primal optimal value (i.e., that there is no duality gap). For convex optimization problems, this can be done by verifying Slater’s constraint qualifications [2]. Then, one typically needs to guarantee that the iterates generated by the dual optimization method converge to a dual optimum, which is not always true. For instance, the subgradient method with constant step-size achieves suboptimality only. Further, for most applications it is desirable to construct approximate primal solutions (representing the actual decisions to implement) from the dual iterates. Whether the approximate primal solutions converge to a primal optimal solution or not is often of great practical concern. More-
over, to be able to assess solution times and understand how they depend on problem
data, it is preferable to estimate how quickly the solution converges. This motivates
research on on-line construction of approximate primal solutions and studying their
convergence properties.

A number of results on the convergence properties of approximate primal solu-
tions have been reported in the literature [6, 8–14]. At one extreme are results on
non-smooth convex problems with nonlinear constraints, e.g. [8, 9], where the corre-
sponding dual function is also non-smooth in general. For such problems, one typically
applies the subgradient method to the dual problem and forms running averages of
the generated primal iterates to construct an approximate primal solution. Such an
approximate primal solution converges asymptotically to the primal optimal set with
diminishing step-sizes [8] and has guaranteed bounds on suboptimality and infeasibil-
ity when a constant step-size is used [9]. At the other extreme are problems for which
the dual function is differentiable and has globally Lipschitz continuous gradient over
the entire dual feasible set, e.g. [6, 10–14]. To ensure differentiability of the dual func-
tion, one often needs to assume strong convexity of the objective function [6, 11–13] or
approach the dual problem using an augmented Lagrangian [10, 14]. To make the dual
gradient globally Lipschitz, the references cited above typically require the inequality
and equality constraints to be linear. One exception is [13] that allows for nonlin-
ear inequality constraints, but not equality constraints. However, [13] assumes that
both the objective and the inequality constraint functions are twice differentiable and
that the Jacobian of the constraint functions is element-wise bounded. The globally
Lipschitz dual gradient not only simplifies analysis but also allows the application
of dual gradient and fast gradient methods (e.g., [3, 15, 16]) that achieve sublinear
convergence rates for the dual iterates. This leads to sublinear convergence rates of
the approximate primal solution, be it either the primal iterates [6, 10, 12] or their
running average [11, 13, 14].

In this paper, we consider a general class of convex optimization problems that
covers the less explored middle ground between these two extremes. In particular,
we focus on a class of convex optimization problems with a strongly convex but
not necessarily differentiable objective function. We allow the problems to have all
three types of convex constraints: nonlinear inequalities, linear equalities, and set
constraints, while the related references [6, 8–14] tackle problems in the absence of
either nonlinear constraints or equality constraints. This problem class leads to a
differentiable dual function with locally Lipschitz gradient on the dual feasible set and
generalizes the problems with globally Lipschitz dual gradient considered in [6, 11–13].

For this problem class, we consider the unique minimizer of the Lagrangian for
given dual variables as an approximate primal solution and relate the errors of this
approximate primal solution in primal optimality and feasibility to those of the dual
variables in dual optimality. Based on such relationships, we study the convergence
properties of the approximate primal solution when the dual variables are generated
from the application of the classical projected gradient and fast gradient methods to
the dual problem. Specifically, by imposing mild assumptions on the smoothness of
the inequality constraint functions, we construct a sufficient condition on the step-
size to guarantee convergence of the dual iterates generated by the projected dual
gradient method and prove that they converge sublinearly at a rate of order $O(1/k)$.
It is worthwhile to mention that this is a new result, as the existing results on the
$O(1/k)$ convergence rate of the projected gradient method are established under global
Lipschitz continuity of the objective gradient, while for our problem, the dual gradient
is only locally Lipschitz on the dual feasible set. This leads to one of our main results, which states that the primal iterates (i.e., our approximate primal solution at each iteration) converge to optimality and feasibility at a rate no worse than $O(1/\sqrt{k})$. By assuming boundedness of the subgradients of the inequality constraint functions, we show that the fast gradient methods in [15, 16] can be applied to solve the dual problem and guarantee the $O(1/k^2)$ convergence rate of the dual iterates. As a result, the convergence rates of the primal iterates in both optimality and feasibility are improved to $O(1/k)$.

The paper is organized as follows: Section 2 gives a formal problem statement, while Section 3 establishes bounds for the error of the approximate primal solution in terms of errors of the dual variables. Convergence rate bounds for the dual and primal iterates in several dual first-order methods are derived in Section 4. Section 5 uses simulations to compare the practical performance of different choices of approximate primal solutions in various dual first-order methods. Finally, Section 6 concludes the paper. The proofs are in the appendix.

1.1. Notation. The following notation is adopted throughout the paper: Let $\mathbb{R}_+^n$ and $\mathbb{R}_-^n$ be the set of nonnegative and negative vectors in $\mathbb{R}^n$, respectively. For a vector $x \in \mathbb{R}^n$, let $x(i) \in \mathbb{R}$, $i = 1, 2, \ldots, n$ denote the $i$th element of $x$ and $x(i,j) \in \mathbb{R}^{j-i+1}$, $1 \leq i \leq j \leq n$ the vector consisting of the $i$th, $(i+1)$th, \ldots, $j$th elements of $x$. In addition, for any $x,y \in \mathbb{R}^n$, let $\max\{x,y\}$ be the element-wise maximum operation, i.e., $(\max\{x,y\})_{\ell_\infty} = \max\{x(i),y(i)\}$ $\forall i \in \{1,\ldots,n\}$. We use $\|\cdot\|$, $\|\cdot\|_1$, $\|\cdot\|_\infty$, and $\|\cdot\|_F$ to represent the Euclidean, $\ell_1$, infinity, and Frobenius norm, respectively. For any matrix $A \in \mathbb{R}^{p \times n}$, let $\sigma_{\max}(A) = \sqrt{\lambda_{\max}(A^T A)}$ and $\sigma_{\min}(A) = \max\{\sqrt{\lambda_{\min}(AA^T)}, \sqrt{\lambda_{\min}(A^T A)}\}$, where $\lambda_{\max}(\cdot)$ and $\lambda_{\min}(\cdot)$ represent the largest and smallest eigenvalues of a real symmetric matrix. We allow $A$ to have zero dimension, i.e., $p = 0$ or $n = 0$, in which cases we let $\sigma_{\max}(A) = 0$. For any function $h : \mathbb{R}^n \to \mathbb{R}$, let $\partial h(x) \subset \mathbb{R}^n$ be its subdifferential at $x \in \mathbb{R}^n$. If $h$ is differentiable at $x$, then $\partial h(x) = \{\nabla h(x)\}$, where $\nabla h(x) \in \mathbb{R}^n$ is the gradient of $h$ at $x$ and its $i$th element is represented by $\nabla(i)h(x)$. For any set $Q \subseteq \mathbb{R}^n$, let $\text{relint} Q$ be its relative interior, $\text{conv} Q$ its convex hull, $\text{diam}(Q)$ its diameter, $|Q|$ its cardinality, and $\mathcal{P}_Q(\cdot)$ the projection onto $Q$.

2. Problem formulation. We consider the following optimization problem with inequality, equality, and set constraints:

(2.1) \[
\begin{align*}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad g^{(i)}(x) \leq 0, \quad i = 1, 2, \ldots, m, \\
& \quad Ax + b = 0, \\
& \quad x \in X.
\end{align*}
\]

Here, $f : \mathbb{R}^n \to \mathbb{R}$ is the objective function, $g^{(i)} : \mathbb{R}^n \to \mathbb{R}$, $\forall i \in \{1, 2, \ldots, m\}$ represent the nonlinear inequality constraint functions, $A \in \mathbb{R}^{p \times n}$ and $b \in \mathbb{R}^p$ encode the linear equality constraints, and $X \subseteq \mathbb{R}^n$ is a closed and convex set. In addition, let the following assumption hold:

**Assumption 1.** Problem (2.1) satisfies the following:

(a) The objective function $f$ is strongly convex over $X$ with convexity parameter $\theta > 0$, i.e., $f(y) - f(x) - \nabla f(x)^T(y-x) \geq \frac{\theta}{2}\|x-y\|^2$, $\forall x, y \in X$, $\nabla f(x) \in \partial f(x)$.*

---

* $f$ is not necessarily differentiable. For instance, $f$ could be a quadratic function plus an $\ell_1$ norm.
(b) Each \( g^{(i)} \), \( i \in \{1, 2, \ldots, m\} \) is convex over \( X \) and satisfies a Lipschitz condition on \( X \): \( \| g^{(i)}(x) - g^{(i)}(y) \| \leq L_i \| x - y \| \) \( \forall x, y \in X \) for some \( L_i > 0 \).

c) There exists \( \bar{x} \in \text{relint} X \) such that \( g^{(i)}(\bar{x}) < 0 \) \( \forall i \in \{1, 2, \ldots, m\} \) and \( A\bar{x} + b = 0 \).

d) The number of inequality and equality constraints is not zero, i.e., \( m + p \neq 0 \). If \( p \neq 0 \), then \( A \) is not a zero matrix.

Assumptions 1(a), 1(b), and 1(c) guarantee that there is a unique optimal solution \( x^* \) to problem (2.1) and that the optimal value \( f^* = f(x^*) \) is finite. In addition, they ensure that problem (2.1) has no duality gap when dualizing the inequality and equality constraints, i.e., \( f^* \) is equal to the optimal value \( d^* \) of the corresponding dual problem, and that the dual optimal set \( D^* \) is nonempty [2, Prop. 5.3.2]. Note that we only require the convexity and Lipschitz continuity in Assumptions 1(a) and 1(b) to hold over \( X \), and not globally over the entire \( \mathbb{R}^n \).

To formulate the dual problem of (2.1), we first introduce the Lagrangian function \( \mathcal{L} : \mathbb{R}^n \times \mathbb{R}^{m+p} \rightarrow \mathbb{R} \) associated with (2.1):

\[
\mathcal{L}(x, u) = f(x) + \sum_{i=1}^{m} u^{(i)} g^{(i)}(x) + \left( u^{(m+1:m+p)} \right)^T (Ax + b).
\]

Given the Lagrangian \( \mathcal{L} \), the dual function \( d : \mathbb{R}^{m+p} \rightarrow \mathbb{R} \) can be expressed as

\[
d(u) = \min_{x \in X} \mathcal{L}(x, u) \\
= f(\bar{x}(u)) + \sum_{i=1}^{m} u^{(i)} g^{(i)}(\bar{x}(u)) + \left( u^{(m+1:m+p)} \right)^T (A\bar{x}(u) + b),
\]

where

\[
\bar{x}(u) \in \arg\min_{x \in X} \mathcal{L}(x, u),
\]

and the Lagrange dual problem of (2.1) is

\[
\begin{align*}
\text{maximize} & \quad d(u) \\
\text{subject to} & \quad u \in D \triangleq \{ u \in \mathbb{R}^{m+p} : u^{(1:m)} \in \mathbb{R}^m \}.
\end{align*}
\]

Since \( d \) is concave, the dual problem (2.3) is a convex optimization problem. Moreover, for every \( u \in D \), \( \mathcal{L}(\cdot, u) \) is strongly convex over \( X \), so \( \bar{x}(u) \) exists and is unique. Furthermore, \( \bar{x}(u) = x^* \) if \( u = u^* \) for some dual optimal solution \( u^* \in D^* \) [17, Prop. 6.1.1]. This makes \( \bar{x}(u) \) a legitimate candidate for an approximate primal solution to (2.1) based on the dual variable \( u \in D \).

Next, we establish the boundedness of \( \bar{x}(u) \) and then the differentiability of \( d \):

**Lemma 2.1.** Consider problem (2.1) under Assumption 1. Then, for any compact set \( S \subset D \), the set \( \{ \bar{x}(u) : u \in S \} \) is bounded.

**Proof.** See Appendix 7.1. \( \square \)

With Lemma 2.1 and Danskin’s Theorem [2], it can be shown that the dual function \( d \) is differentiable at every point in \( D \). Moreover, for any \( u \in D \),

\[
\nabla d(u) = [g^{(1)}(\bar{x}(u)), \ldots, g^{(m)}(\bar{x}(u)), (A\bar{x}(u) + b)^T]^T.
\]
Remark 1. Equations (2.2) and (2.4) suggest that the primal function value at \( \bar{x}(u) \), i.e., \( f(\bar{x}(u)) \), can be expressed in terms of the dual variable \( u \in D \) and the dual function \( d \) as follows:

\[
(2.5) \quad f(\bar{x}(u)) = d(u) - \nabla d(u)^T u, \quad \forall u \in D.
\]

This relationship will be essential in the results that we derive shortly.

In the above setting, the goal of this paper is to (a) quantify how close the approximate primal solution \( \bar{x}(u) \) is to optimality and feasibility for any given dual feasible point \( u \in D \), and (b) to derive the convergence rate of \( \bar{x}(u) \) when the dual problem (2.3) is solved using some common first-order methods. We investigate optimality in terms of both the distance to the optimizer

\[
\| \bar{x}(u) - x^* \|
\]

and the error in primal objective value

\[
|f(\bar{x}(u)) - f^*|
\]

while primal infeasibility is captured by the quantity

\[
\Delta(\bar{x}(u)) = \left( \| A\bar{x}(u) + b \|^2 + \sum_{i=1}^{m} \left( \max\{0, g^{(i)}(\bar{x}(u))\} \right)^2 \right)^{1/2}.
\]

2.1. Comparison with related work. It is instructive to compare Problem (2.1) with the problem classes considered in the related works [6,8–14] that also study primal convergence in dual first-order methods.

First of all, note that (2.1) allows for all three types of standard convex constraints (convex inequality, linear equality, and convex set constraints), while [6,8–14] do not. The constraints in [6,10–12,14] must be linear, and although [8,9,13] consider nonlinear inequality constraints, they do not allow for linear equality constraints.

Like our Assumption 1, references [6,11–13] also assume strong convexity of the objective function \( f \). Clearly, problem (2.1) generalizes the linearly constrained problems considered in [6,11,12]. In addition, the problem class with nonlinear inequality constraints in [13] requires that the objective and the inequality constraint functions are twice differentiable and that the Jacobian of the inequality constraint functions is element-wise bounded. These are more restrictive than Assumption 1.

Strong convexity of the objective function is relaxed to convexity in [8–10,14]. In [8,9], the dual function is non-differentiable and therefore only the subgradient method can be applied to the dual, which explains the lack of convergence rate guarantees. In [10,14], quadratic augmented Lagrangians are used to obtain a differentiable dual function. Nevertheless, they still require the constraint set \( X \) to be compact.

3. Primal errors in optimality and feasibility. In this section, we bound the errors of the approximate primal solution \( \bar{x}(u) \in X \) in optimality and feasibility in terms of the errors of the dual variable \( u \in D \). To present our first result, we introduce the following notation: for any \( u \in D \), let

\[
(3.1) \quad \gamma(u) = \frac{\sqrt{m+1}}{\theta} \max\left\{ \sigma_{\max}(A), \sup_{q \in G(u)} \| q \| \right\},
\]
where
\[
G(u) = \bigcup_{i=1}^{m} \partial g^{(i)}(\bar{x}(u)) \subset \mathbb{R}^n.
\]

Since \(G(u)\) is a compact set [17, Prop. 4.2.1], \(0 \leq \gamma(u) < \infty\). Also, if \(\gamma(u') = 0\) for some \(u' \in D\), then \(\bar{x}(u) = x^* \forall u \in D\). This means that the primal optimal solution \(x^*\) can be simply found by arbitrarily picking \(u \in D\) and computing \(\bar{x}(u)\). Hence, in the rest of the paper, we exclude this trivial case and assume \(\gamma(u) > 0 \forall u \in D\).

Then, consider the following lemma:

**Lemma 3.1.** Consider problem (2.1) under Assumption 1. For any \(u, v \in D\),
\[
\|\bar{x}(u) - \bar{x}(v)\| \leq \min\{\gamma(u), \gamma(v)\}\|u - v\|,
\]
where \(\gamma(u), \gamma(v) \in (0, \infty)\) are defined in (3.1).

**Proof.** See Appendix 7.2.

Lemma 3.1 allows one to relate the primal error \(\|\bar{x}(u) - x^*\|\) to the dual error \(\|u - u^*\|\) for any \(u \in D\) and any \(u^* \in D^*\). In addition, the next theorem bounds \(\|\bar{x}(u) - x^*\|\) by virtue of the error \(d^* - d(u)\) in dual optimality.

**Theorem 3.2.** Consider problem (2.1) under Assumption 1. For any \(u \in D\) and any \(u^* \in D^*\),
\[
\|\bar{x}(u) - x^*\| \leq \gamma(u^*)\|u - u^*\|,
\]
\[
\|\bar{x}(u) - x^*\| \leq \sqrt{\frac{2(d^* - d(u))}{\theta}},
\]
where \(\gamma(u^*) \in (0, \infty)\) is defined in (3.1).

**Proof.** See Appendix 7.3.

Note that both Lemma 3.1 and Theorem 3.2 do not require the Lipschitz condition in Assumption 1(b), which, however, is needed for deriving other results below.

Having derived bounds on \(\|\bar{x}(u) - x^*\|\), we turn our attention to the primal error \(|f(\bar{x}(u)) - f(x)|\). To this end, for any compact subset \(S \subset D\), define
\[
L(S) = \sup_{u \in S} \gamma(u) \left(\sigma_{\text{max}}^2(A) + \sum_{i=1}^{m} L_i^2\right)^{1/2} > 0.
\]

From Lemma 1 and [17, Prop. 4.2.3], the boundedness of \(S\) implies that the set \(\cup_{u \in S} G(u)\) is bounded, so \(L(S) < \infty\). Next, we show that \(L(S)\) is a Lipschitz constant of \(\nabla d\) on the compact set \(S \subset D\).

**Proposition 3.3.** Consider problem (2.1) under Assumption 1. Then, on every compact set \(S \subset D\), \(\nabla d\) satisfies a Lipschitz condition:
\[
\|\nabla d(u) - \nabla d(v)\| \leq L(S)\|u - v\|, \quad \forall u, v \in S,
\]
where \(L(S) \in (0, \infty)\) is defined in (3.6). Moreover, if \(S\) is convex, then
\[
d(v) - d(u) - \nabla d(u)^T (v - u) \geq -\frac{L(S)}{2}\|u - v\|^2, \quad \forall u, v \in S.
\]

---

1To see this, note that \(\gamma(u') = 0\) implies \(p = 0\) and \(\partial g^{(i)}(\bar{x}(u')) = \{0\} \forall i \in \{1, \ldots, m\}\). Hence, \(\partial_x L(\bar{x}(u'), u) = \partial f(\bar{x}(u')) \forall u \in D\), where \(\partial_x L\) represents the subdifferential of \(L\) with respect to the first argument. Since \(\bar{x}(u')\) minimizes \(L(\cdot, u')\) over \(X\), there exists \(\nabla f(\bar{x}(u')) \in \partial f(\bar{x}(u'))\) such that \(\nabla f(\bar{x}(u'))^T (x - \bar{x}(u')) \geq 0\). Therefore, \(\bar{x}(u') = \arg\min_{x \in X} L(x, u) = \bar{x}(u) \forall u \in D\) and thus \(\bar{x}(u) = x^* \forall u \in D\).
Proof. See Appendix 7.4. \(\Box\)

The local Lipschitz continuity of \(\nabla d\) on \(D\) established in Proposition 3.3 allows to guarantee bounds on the primal error \(|f(\bar{x}(u)) - f^*|\) and the primal infeasibility \(\Delta(\bar{x}(u))\) of any \(\bar{x}(u)\) with \(u\) in some compact set \(S \subset D\). The basic idea for deriving such bounds is to use (2.5), which gives

\[
(3.9) \quad f(\bar{x}(u)) - f^* = -\nabla d(u)^T u + d(u) - d^*
\]

and then bound \(-\nabla d(u)^T u\) using (3.8) with \(v = u + \frac{1}{L(\Phi(S))} \nabla d(u)\). However, since such a \(v\) may not belong to \(S\), we introduce the set

\[
(3.10) \quad \Phi(S) = \text{conv}\left(\left\{ P_D[u + \beta \nabla d(u)] : u \in S, \beta \in [0, 1/L(S)] \right\}\right),
\]

which is compact and convex. In addition, \(S \subseteq \Phi(S) \subset D\). Hence, if \(u \in S\) and we let \(v = P_D[u + \frac{1}{L(\Phi(S))} \nabla d(u)]\), then \(u, v \in \Phi(S)\) and we can apply (3.8) over \(\Phi(S)\).

The following theorem provides the formal results:

**Theorem 3.4.** Consider problem (2.1) under Assumption 1. Let \(S \subset D\) be compact. Then, for any \(u \in S\) and any \(w^* \in D^*\),

\[
(3.11) \quad f(\bar{x}(u)) - f^* \leq \left(\|u\|_\infty \sqrt{2L(\Phi(S))} + \sqrt{d^* - d(u)}\right),
\]

\[
(3.12) \quad f(\bar{x}(u)) - f^* \geq -\|u\|_\infty \sqrt{2L(\Phi(S))} + d(u),
\]

\[
(3.13) \quad \Delta(\bar{x}(u)) \leq \sqrt{2L(\Phi(S))} (d^* - d(u)),
\]

where \(\Phi(S)\) and \(L(\Phi(S)) \in (0, \infty)\) are defined in (3.10) and (3.6).

Proof. See Appendix 7.5. \(\Box\)

The bounds provided in (3.11), (3.12), and (3.13) depend on the compact set \(\Phi(S)\) defined in (3.10). Thus, unlike Theorem 3.2, the results in Theorem 3.4 only hold locally, which stems from the fact that \(\nabla d\) is locally Lipschitz continuous on \(D\). Nevertheless, under the assumption below, similar conclusions can be established globally over \(D\):

**Assumption 2.** The set \(\cup_{u \in D} G(u)\) is bounded.

Assumption 2 can be satisfied when each constraint function \(g^{(i)}\), \(i = 1, 2, \ldots, m\) is affine or the constraint set \(X\) is compact (cf. [17, Prop. 4.2.3]). For another example, if each \(g^{(i)}\) is differentiable at every point of \(X\) and satisfies the Lipschitz condition in Assumption 1(b) on an open set containing \(X\), then \(\|\nabla g^{(i)}(x)\| \leq L_i \forall x \in X\), which implies that Assumption 2 holds. However, if the Lipschitz condition only holds on \(X\) as in Assumption 1(b), then \(\|\nabla g^{(i)}(x)\|\) may be unbounded on \(X^\dagger\) and Assumption 2 is thus not guaranteed.

**Remark 2.** Note that even when both Assumption 1 and Assumption 2 are imposed, our results generalize those in references [6, 11–13], since we do not require \(f\) and \(g^{(i)}\), \(i = 1, 2, \ldots, m\) to be differentiable. Also note that Assumption 2 is not universally imposed throughout the paper; most results hold without Assumption 2.

\[\text{For instance, let } X = \{x \in \mathbb{R}^2 : x^{(1)} \geq 1, x^{(2)} = 1\}. \text{ Also, let } g^{(i)} : \mathbb{R}^2_+ \rightarrow \mathbb{R} \text{ be defined as } g^{(i)}(x) = -(x^{(1)})^{x^{(2)}}, \text{ which is differentiable, is convex, and satisfies a Lipschitz condition on } X. \text{ However, } \|\nabla g^{(i)}(x)\|^2 = 1 + (x^{(1)} \ln x^{(1)})^2 \forall x \in X, \text{ which is unbounded.}\]
Under Assumption 2, we have \( \sup_{u \in D} \gamma(u) < \infty \), which leads to the Lipschitz continuity of \( \nabla d \) on \( D \) and the following error bounds:

**Corollary 3.5.** Consider problem (2.1) under Assumptions 1 and 2. Then, \( \nabla d \) satisfies a Lipschitz condition on \( D \): \( \| \nabla d(u) - \nabla d(v) \| \leq \tilde{L} \| u - v \| \quad \forall u, v \in D \), where

\[
\tilde{L} = \sup_{u \in D} \gamma(u) \left( \sigma_{\max}(\bar{A}) + \sum_{i=1}^{m} L_i^2 \right)^{1/2} \in (0, \infty).
\]

Moreover, for any \( u \in D \), (3.11)–(3.13) hold with \( L(\Phi(S)) \) replaced by \( \tilde{L} \).

**Proof.** See Appendix 7.6.

In the final part of this section, we study a special case of (2.1) where all the constraints are linear and derive sharper and more explicit primal error bounds. Specifically, we consider

\[
\begin{aligned}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad A'x + b' \leq 0, \\
& \quad Ax + b = 0, \\
& \quad x \in X,
\end{aligned}
\]

where \( A' \in \mathbb{R}^{m \times n} \), \( b' \in \mathbb{R}^m \), and \( \leq \) represents element-wise inequality. For convenience, let \( \bar{A} = [(A')^T, A]^T \in \mathbb{R}^{(m+p) \times n} \) and \( \bar{b} = [(b')^T, b]^T \in \mathbb{R}^{m+p} \). Without loss of generality, we assume \( \bar{A} \) is not a zero matrix.

If \( f \) is strongly convex over the whole \( \mathbb{R}^n \), \( X \) is a polyhedral set, and the constraint set of problem (3.14) is nonempty, then Assumption 1(c) can be removed [2, Prop. 5.2.1]. Also, Assumption 2 is automatically satisfied for this problem due to the linearity of the constraints. Besides, \( \bar{x}(u) \) exists and is unique for any \( u \in \mathbb{R}^{m+p} \) and \( d \) is differentiable over \( \mathbb{R}^{m+p} \).

Following the proof of Lemma 3.1, we show in the corollary below that the distance between approximate primal solutions is proportional to that between the corresponding dual variables:

**Corollary 3.6.** Consider the linearly constrained problem (3.14) under Assumption 1. Then, for any \( u, v \in \mathbb{R}^{m+p} \),

\[
\| \bar{x}(u) - \bar{x}(v) \| \leq \frac{\sigma_{\max}(\bar{A})}{\theta} \| u - v \|.
\]

**Proof.** See Appendix 7.7.

Since the inequality constraints are linear in (3.14), the bound provided in Corollary 3.6 is independent of \( u \) and \( v \). Moreover, it is tighter than that in Lemma 3.1, i.e., \( \frac{\sigma_{\max}(\bar{A})}{\theta} \leq \min \{ \gamma(u), \gamma(v) \} \). This can be seen from the facts that \( \sup_{q \in G(u)} \| q \| \geq \frac{1}{\sqrt{m}} \| A' \|_F \geq \frac{1}{\sqrt{m}} \sigma_{\max}(A') \) and that \( \sigma_{\max}(\bar{A}) \leq \sigma_{\max}(A') + \sigma_{\max}(A) \). When there are no inequality constraints, i.e., \( m = 0 \), the two bounds are equal.

Due to the linearity of the constraints, the gradient of the dual function is globally Lipschitz continuous over the whole space with the Lipschitz constant \( \frac{\sigma_{\max}(\bar{A})}{\theta} \| d \| \) [12]. Based on this, we provide global error bounds on primal optimality and feasibility:

**Proposition 3.7.** Consider the linearly constrained problem (3.14) under Assumption 1. Then, for any \( u \in D \) and any \( u^* \in D^* \),

\[
\begin{aligned}
(3.15) \quad -\| u^* \| \sigma_{\max}(\bar{A}) \sqrt{\frac{2(d^* - d(u))}{\theta}} & \leq f(\bar{x}(u)) - f^* \leq \| u \| \sigma_{\max}(\bar{A}) \sqrt{\frac{2(d^* - d(u))}{\theta}}.
\end{aligned}
\]
Lemma 1.2.3] that for each $i$ and $\bar{\theta}$, first consider the projected dual gradient method. Let the dual iterates $(\bar{x}(u))_{k=0}^\infty$ be generated by

$$u_{k+1} = \mathcal{P}_D[u_k + \alpha \nabla d(u_k)], \quad \forall k \geq 0$$

from an arbitrary initial point $u_0 \in D$. To derive the convergence rates of $(u_k)_{k=0}^\infty$ and $(\bar{x}(u_k))_{k=0}^\infty$, we impose the following assumption:

**Assumption 3.** Problem (2.1) satisfies the following:

(a) The constraint functions $g^{(i)}$ $\forall i \in \{1, 2, \ldots, m\}$ are differentiable at every point in $X$.

(b) There exists $\bar{u} \in \mathbb{R}^{m+p}$ such that $\bar{u}^{(1:m)} \in \mathbb{R}^m$ and $\mathcal{L}(. , u)$ is strongly convex over $X$.

To satisfy Assumption 3(b), it suffices that each $\nabla g^{(i)}$ satisfies a Lipschitz condition on $X$ with Lipschitz constant $L'_i \geq 0$. To see this, note from the proof of [3, Lemma 1.2.3] that for each $i \in \{1, 2, \ldots, m\}$,

$$g^{(i)}(x_1) - g^{(i)}(x_2) - \nabla g^{(i)}(x_2)^T(x_1 - x_2) \leq L'_i \|x_1 - x_2\|^2 \quad \forall x_1, x_2 \in X.$$ 

Hence, by letting $\bar{u} \in \mathbb{R}^{m+p}$ be such that $\bar{u}^{(1:m)} \in \mathbb{R}^m$ and $-\sum_{i=1}^m \bar{u}^{(i)} L'_i < \theta$, we have

$$\mathcal{L}(x_1, \bar{u}) - \mathcal{L}(x_2, \bar{u}) - \nabla_x \mathcal{L}(x_2, \bar{u})^T(x_1 - x_2) \geq \frac{\theta + \sum_{i=1}^m \bar{u}^{(i)} L'_i}{2} \|x_1 - x_2\|^2,$$

for each $x_1, x_2 \in X$ and each subgradient $\nabla_x \mathcal{L}(x_2, \bar{u}) \in \partial_x \mathcal{L}(x_2, \bar{u})$. Thus, $\mathcal{L}(., \bar{u})$ is strongly convex over $X$. Using $\bar{u}$ in Assumption 3, we define the set

$$\hat{D} = \{u \in \mathbb{R}^{m+p} : u^{(1:m)} - \bar{u}^{(1:m)} \in [0, \infty)^m \} \supset D.$$ 

For any $u \in \hat{D}$, $\mathcal{L}(., u)$ is strongly convex over $X$ and thus $\bar{x}(u)$ uniquely exists.

The next lemma is an important step toward establishing the convergence rates of $(u_k)_{k=0}^\infty$ and $(\bar{x}(u_k))_{k=0}^\infty$:

**Lemma 4.1.** Consider problem (2.1) under Assumptions 1 and 3. Then, for any $u \in D$ and $v \in \hat{D}$,

$$\|\nabla d(u) - \nabla d(v)\| \leq \frac{\sqrt{m+1}}{\theta} \left(\sigma^2_{\max}(A) + \sum_{i=1}^m L_i^2\right)^{1/2}$$

and

$$\max\left\{\sigma_{\max}(A), \max_{i \in \{1, \ldots, m\}} \|\nabla g^{(i)}(\bar{x}(u))\|, \max_{i \in \{1, \ldots, m\}} \|\nabla g^{(i)}(\bar{x}(v))\|\right\} \|u - v\|.$$
the invariance of $\nabla u$ specialized to Theorem 2.1.5 in [3].

In particular,
is admittedly complicated, but it allows us to include the pathological cases that
the injection dual gradient method (4.1)

Moreover, for any $u, v \in S$ and any $\eta > 0$ such that $\eta \geq \eta(S)$,

**Proof.** See Appendix 7.9. □

The Lipschitz-like property of $\nabla d$ on $\hat{D}$ established in Lemma 4.1 will be used to derive further inequalities below. To present these, we need to introduce the following additional notation: For any convex and compact set $S \subset D$, let

$$(4.3) \quad \Psi(S) = \begin{cases} \text{conv} \left\{ \left( u + \beta (\nabla d(u) - \nabla d(v)) \right) : u, v \in S, \ \beta \in [0, \frac{1}{\eta(S)}] \right\} & \text{if } \eta(S) > 0, \\
S & \text{otherwise},
\end{cases}$$

where $\eta(S) \in [0, \infty)$ is defined by

$$(4.4) \quad \eta(S) = \begin{cases} \sup_{u, v \in S} \max_{i \in \{1, \ldots, m\}} -\frac{\|\nabla^{(i)} d(u) - \nabla^{(i)} d(v)\|}{\eta(v)} & \text{if } \sup_{u, v \in S} \max_{i \in \{1, \ldots, m\}} -\frac{\|\nabla^{(i)} d(u) - \nabla^{(i)} d(v)\|}{\eta(v)} > 0, \\
\sigma_{\text{max}}(A) & \text{otherwise}.
\end{cases}$$

This guarantees that $\Psi(S)$ is compact and $S \subseteq \Psi(S) \subset \hat{D}$. The expression of $\eta(S)$ is admittedly complicated, but it allows us to include the pathological cases that $\nabla d(u)$ is constant over $S$ and that there are no inequality constraints (i.e., $p = 0$) and the invariance of $\nabla d(u)$ on $S$. In this case, the above definition still guarantees that $u + \eta^{-1}(\nabla d(u) - \nabla d(v)) \in \Psi(S)$ for all $u, v \in S$.

Under Assumption 3, the definitions of $G(u)$, $\gamma(u)$, and $L(S)$ in (3.1), (3.2), and (3.6) can be extended to hold for any $u \in \hat{D}$ and any compact set $S \subset \hat{D}$. Also, Lemma 2.1 still holds when $D$ is replaced by $\hat{D}$, which implies that $0 < L(\Psi(S)) < \infty$. Moreover, Lemma 4.1 implies that $\|\nabla d(u) - \nabla d(v)\| \leq L(\Psi(S))\|u - v\|$ for all $u, v \in \Psi(S)$. With these observations, consider the following lemma:

**Lemma 4.2.** Consider problem (2.1) under Assumptions 1 and 3. Let $S \subset D$ be convex and compact. Also let $\eta(S) \in [0, \infty)$, $\Psi(S) \subset \hat{D}$, and $L(\Psi(S)) \in (0, \infty)$ be defined in (4.4), (4.3), and (3.6), respectively. Then, for any $u \in S$ and $v \in \Psi(S)$,

$$(4.5) \quad d(v) - d(u) - \nabla d(u)^T (v - u) \geq -\frac{L(\Psi(S))}{2}\|u - v\|^2.$$ 

Moreover, for any $u, v \in S$ and any $\eta > 0$ such that $\eta \geq \eta(S)$,

$$(4.6) \quad d(v) - d(u) - \nabla d(u)^T (v - u) \leq \frac{L(\Psi(S))}{2\eta^2} - \frac{1}{\eta}\|\nabla d(u) - \nabla d(v)\|^2,$$

$$(4.7) \quad (\nabla d(u) - \nabla d(v))^T (u - v) \leq 2\frac{L(\Psi(S))}{2\eta^2} - \frac{1}{\eta}\|\nabla d(u) - \nabla d(v)\|^2.$$ 

**Proof.** See Appendix 7.10. □

**Remark 3.** Lemma 4.2 is critical in deriving the convergence rates of the projected dual gradient method (4.1). Note that Theorem 2.1.5 in [3] gives similar inequalities as (4.5), (4.6), and (4.7). However, those inequalities require that $\nabla d$ is Lipschitz continuous over $\mathbb{R}^{m+p}$ and their proofs do not apply to our case where $\nabla d$ is locally Lipschitz continuous on $D$. Indeed, as is suggested by Example 3 below, when problem (2.1) reduces to the linearly constrained problem (3.14), Lemma 4.2 is specialized to Theorem 2.1.5 in [3].
Having established the inequalities in Lemmas 4.1 and 4.2, we provide the dual and primal convergence rates for the projected dual gradient method (4.1):

**Theorem 4.3.** Consider problem (2.1) under Assumptions 1 and 3. Let \((u_k)^\infty_{k=0} \subset D\) be a sequence generated by the projected dual gradient method (4.1). Also, let \(u^* \in D^*\) and \(D_0 = \{u \in D : \|u - u^*\| \leq \|u_0 - u^*\|\} \subset D\). Moreover, let \(\Phi(D_0) \subset D\) be defined in (3.10), \(L(\Phi(D_0)) \in (0, \infty)\) in (3.6), \(\eta(D_0) \in [0, \infty)\) in (4.4), \(\Psi(D_0) \subset D\) in (4.3), and \(L(\Psi(D_0)) \in (0, \infty)\) in (3.6). If

\[
0 < \alpha < \begin{cases} 
\frac{2}{L(\Psi(D_0))}, & \text{if } L(\Psi(D_0)) > \eta(D_0), \\
\frac{1}{\eta(D_0)} - \frac{L(\Psi(D_0))}{2\eta^2(D_0)}, & \text{otherwise},
\end{cases}
\]

then for any \(k \geq 0\),

\[
d^* - d(u_k) \leq \frac{R_0}{1 + kR_0\delta \rho^{-1}},
\]

\[
\|\bar{x}(u_k) - x^*\| \leq \left(\frac{2R_0\theta^{-1}}{1 + kR_0\delta \rho^{-1}}\right)^{1/2},
\]

\[
f(\bar{x}(u_k)) - f^* \leq (\|u^*\| + \|u_0 - u^*\|) \left(\frac{2(m + p)L(\Phi(D_0))R_0}{1 + kR_0\delta \rho^{-1}}\right)^{1/2}
\]

\[
+ \frac{R_0}{1 + kR_0\delta \rho^{-1}},
\]

\[
f(\bar{x}(u_k)) - f^* \geq -\|u^*\| \left(\frac{2L(\Phi(D_0))R_0}{1 + kR_0\delta \rho^{-1}}\right)^{1/2},
\]

\[
\Delta(\bar{x}(u)) \leq \left(\frac{2L(\Phi(D_0))R_0}{1 + kR_0\delta \rho^{-1}}\right)^{1/2},
\]

where \(R_0 = d^* - d(u_0) \in (0, \infty), \rho = (\sup_{u \in D_0} \|\nabla d(u)\| + \|u_0 - u^*\|/\alpha)^2 \in (0, \infty),\) and \(\delta = 1/\alpha - L(\Psi(D_0))/2 \in (0, \infty).

**Proof.** See Appendix 7.11. □

Theorem 4.3 says that under Assumptions 1 and 3 as well as a proper step-size choice (4.8), the dual function value at the dual iterates \((u_k)^\infty_{k=0}\) converges to \(d^*\) at a rate of \(O(1/k)\). Note that this result extends earlier analysis of the projected gradient method for functions with globally Lipschitz continuous gradient (e.g., [18]) to a class of functions with locally Lipschitz continuous gradient on closed and convex sets in the form of \(D\). Moreover, this result implies that the primal iterates \((\bar{x}(u_k))^\infty_{k=0}\) converge at a rate no worse than \(O(1/\sqrt{k})\) in primal optimality and feasibility. Furthermore, although (4.8) provides a sufficient condition for the range of step-sizes that guarantees these convergence rates, it does not explicitly tell how to select a proper step-size. In the examples below, we show explicit step-size rules satisfying (4.8) for some important problem classes.

**Example 1.** Suppose that \(X\) is a compact set. Note that if \(m \neq 0\),

\[
\max_{u, v \in S} \sup_{i \in \{1, \ldots, m\}} \frac{|\nabla_d u - \nabla_d v|}{\|u\|} \|d(u) - d(v)\| \leq \max_{u, v \in D_0} \sup_{i \in \{1, \ldots, m\}} \frac{|\nabla_d u - \nabla_d v|}{\|u\|} |\dot{g}^i(\check{x}(u)) - \dot{g}^i(\check{x}(v))|
\]

\[
\leq \max_{i \in \{1, \ldots, m\}} \frac{L_i}{\|u\|} \|\bar{x} - \check{x}\| \leq \frac{L_i}{\|u\|} \text{diam}(X),
\]

\[
0 < \alpha < \begin{cases} 
\frac{2}{L(\Psi(D_0))}, & \text{if } L(\Psi(D_0)) > \eta(D_0), \\
\frac{1}{\eta(D_0)} - \frac{L(\Psi(D_0))}{2\eta^2(D_0)}, & \text{otherwise},
\end{cases}
\]
where the first inequality is due to (2.4) and the second comes from Assumption 1(b). Hence,
\[ \eta(D_0) \leq \hat{\eta} \triangleq \max \left\{ \frac{\sigma^2_{\max}(A)}{\theta}, \max_{i \in \{1, \ldots, m\}} \frac{L_i}{\hat{u}^{(i)}} \text{diam}(X) \right\}. \]

Also note that
\[ \gamma(u) \leq \hat{\gamma} \triangleq \frac{\sqrt{m+1}}{\theta} \max\{\sigma_{\max}(A), \sup_{x \in X} \max_{i \in \{1, \ldots, m\}} \|\nabla g^{(i)}(x)\|\}, \quad \forall u \in \hat{D}, \]
and thus
\[ L(\Psi(D_0)) \leq \hat{L} \triangleq \hat{\gamma} \left( \sigma^2_{\max}(A) + \sum_{i=1}^{m} L_i^2 \right)^{1/2}. \]

Since $X$ is compact, we have $0 < \hat{\eta} < \infty$ and $0 < \hat{L} < \infty$. Then, as long as
\[ (4.15) \quad 0 < \alpha < \begin{cases} \frac{2}{\hat{L}}, & \text{if } \hat{L} > \hat{\eta}, \\ \frac{1}{\hat{\eta}} - \frac{L}{2\hat{\sigma}}, & \text{otherwise}, \end{cases} \]
the step-size $\alpha$ satisfies (4.8). Notice that unlike $\eta(D_0)$ and $L(\Psi(D_0))$, the constants $\hat{\eta}$ and $\hat{L}$ can be directly determined from the primal problem.

**Example 2.** Suppose, for each $i \in \{1, 2, \ldots, m\}$, that $g^{(i)}$ is Lipschitz continuous on an open set containing $X$ with Lipschitz constant $L_i > 0$. Then, $\|\nabla g^{(i)}(x)\| \leq L_i$ for all $x \in X$ and $\forall i \in \{1, 2, \ldots, m\}$, which implies that
\[ \gamma(u) \leq \hat{\gamma} \triangleq \frac{\sqrt{m+1}}{\theta} \max\{\sigma_{\max}(A), \max_{i \in \{1, \ldots, m\}} L_i\}, \quad \forall u \in \hat{D}. \]

Due to (4.14) and Lemma 3.1,
\[
\sup_{u, v \in S} \max_{i \in \{1, \ldots, m\}} \frac{-|\nabla g^{(i)}(u) - \nabla g^{(i)}(v)|}{\hat{u}^{(i)}} \leq \max_{i \in \{1, \ldots, m\}} \frac{L_i}{\hat{u}^{(i)}} \cdot \sup_{u \in D_0} \gamma(u) \cdot \sup_{u, v \in D_0} \|u - v\|
\leq \max_{i \in \{1, \ldots, m\}} \frac{L_i}{\hat{u}^{(i)}} \hat{\gamma} \text{diam}(D_0).
\]

Therefore,
\[ \eta(D_0) \leq \hat{\eta} \triangleq \max \left\{ \frac{\sigma^2_{\max}(A)}{\theta}, \max_{i \in \{1, \ldots, m\}} \frac{L_i}{\hat{u}^{(i)}} \hat{\gamma} \text{diam}(D_0) \right\}. \]

Also, $L(\Psi(D_0)) \leq \hat{L} \triangleq \hat{\gamma} \left( \sigma^2_{\max}(A) + \sum_{i=1}^{m} L_i^2 \right)^{1/2}$. Then, any step-size $\alpha$ satisfying (4.15) meets (4.8). Here, the constants $\hat{\eta}$ and $\hat{L}$ solely depend on the primal problem as well as an upper bound on the diameter of the set $D_0$.

**Example 3.** When problem (2.1) reduces to the linearly constrained problem (3.14), it becomes a special case of Example 2. In this case, Assumption 3(b) holds for every $\hat{u} \in \mathbb{R}^{m+p}$ with $\hat{u}^{(1:m)} \in \mathbb{R}^m$. By taking $\hat{u}^{(1:m)}$ sufficiently small, we can make $\hat{\eta}$ in Example 2 equal to $\sigma^2_{\max}(A)/\theta$. Thus, $\eta(D_0) \leq \sigma^2_{\max}(A)/\theta \leq \sigma^2_{\max}(A)/\theta$. This, along
with the fact that $\nabla d$ is Lipschitz continuous with Lipschitz constant $\frac{2\delta}{\sigma_{\max}(\hat{A})/\theta}$ implies that $0 < \alpha < \frac{2\delta}{\sigma_{\max}(\hat{A})}$ satisfies (4.8). This step-size condition coincides with the standard one used to guarantee the convergence of the gradient methods when the objective function has globally Lipschitz continuous gradient [3]. With such a step-size, (4.9)–(4.13) hold with $L(\Phi(D_0)) = L(\Psi(D_0)) = \sigma_{\max}(\hat{A})/\theta$. Also, from (3.15), we have a tighter upper bound on the primal convergence rate

$$f(\bar{x}(u_k)) - f^* \leq \sigma_{\max}(\hat{A})(\|u\| + \|u_0 - u\|) \left( \frac{2R_0\theta^{-1}}{1 + kR_0\delta^2} \right)^{1/2}.$$  

It is known that the projected gradient method is able to converge linearly when the objective function is strongly convex [3]. Theorem 3.2 thus suggests that the primal iterates could achieve linear convergence if the dual function is strongly concave. Indeed, if the subgradients of $f$ satisfy a Lipschitz condition on at least the feasible region in order to reach a primal iterates could achieve linear convergence if the dual function is strongly concave [3]. Theorem 3.2 thus suggests that the primal convergence in fast dual gradient methods. In this subsection, we move on to fast dual gradient methods. To the best of the authors’ knowledge, all the existing fast gradient methods require that the gradient of the objective function satisfies a Lipschitz condition on at least the feasible region in order to achieve a convergence rate of $O(1/k^2)$. Hence, throughout this subsection, we let Assumptions 1 and 2 hold, so that $\nablax$ satisfies a Lipschitz condition on $D$ with Lipschitz constant $\tilde{L}$ defined in Corollary 3.5. We also assume that (an upper bound on) $\sup_{u \in D} \gamma(u)$ and thus $\tilde{L}$ are known.\(^{3}\)

We consider the 1-memory fast gradient method in [15] for solving the dual problem (2.3). To start with, define the following: Let $h : \mathbb{R}^{m+p} \rightarrow \mathbb{R}$ be differentiable on an open set containing $D$ and let $Q(u, v) = h(u) - h(v) - \nabla h(v)^T(u - v) \forall u \in \mathbb{R}^{m+p}$ \forall $v \in D$. Assume $h$ is strictly convex and satisfies $Q(u, v) \geq \|u - v\|^2/2 \forall u, v \in D$. Also, let $\ell(u, v) = -d(v) - \nabla d(v)^T(u - v) \forall u, v \in D$. For completeness, we provide the algorithm below:

**Algorithm 1** (Algorithm 1, [15]).

**Initialization:**

1. Let $\beta_0 = 1$ and choose $u_0, w_0 \in D$.

**Operation:** At each time $k \geq 0$:

2. Choose a closed convex set $U_k \subseteq \mathbb{R}^{m+p}$ such that $U_k \cap D^* \neq \emptyset$.

\(^{3}\)In Examples 1 and 2, the upper bounds on $\sup_{u \in D} \gamma(u)$ and $\tilde{L}$ (i.e., $\hat{\gamma}$ and $\hat{L}$) can be easily computed from the primal problem.
3. Let \( v_k = (1 - \beta_k)u_k + \beta_k w_k \),
\[
\begin{align*}
    w_{k+1} &= \arg\min_{w \in \mathcal{U}} \ell_{-d}(u, v_k) + \beta_k \tilde{L} Q(u, w_k), \\
    \hat{u}_{k+1} &= (1 - \beta_k)u_k + \beta_k w_{k+1}.
\end{align*}
\]
4. Choose \( u_{k+1} \in \mathcal{D} \) be such that
\[
\ell_{-d}(w_{k+1}, v_k) + \frac{\tilde{L}}{2} \| u_{k+1} - v_k \|^2 \leq \ell_{-d}(\hat{u}_{k+1}, v_k) + \frac{\tilde{L}}{2} \| \hat{u}_{k+1} - v_k \|^2.
\]
5. Choose \( \beta_{k+1} \leq 2/(k+3) \).

In Algorithm 1, the variables \( u_k, v_k \), and \( w_k \) remain in \( \mathcal{D} \) at all times. One simple way to choose \( U_k \) in Step 2 and \( u_{k+1} \) in Step 4 is that \( U_k \supseteq \mathcal{D} \) and \( u_{k+1} = \arg\min_{u \in \mathcal{D}} \ell_{-d}(u, v_k) + \tilde{L} Q(u, w_k) \). In this case, if \( Q(u, v) = \|u - v\|^2/2 \), then the updates of \( w_{k+1} \) and \( u_{k+1} \) reduce to projected gradient steps \( w_{k+1} = \mathcal{P}_D[w_k + \nabla d(v_k)/\beta_k \tilde{L}] \) and \( u_{k+1} = \mathcal{P}_D[v_k + \nabla d(v_k)/\tilde{L}] \). Other options for \( U_k \) and \( u_{k+1} \) can also be found in [15]. Note that the above algorithm is indeed specialized from the more general Algorithm 1 in [15]. This is for the purpose of deriving the primal and dual convergence rates in the following proposition:

**Proposition 4.4.** Consider problem \((2.1)\) under Assumptions 1 and 2. Let \((u_k)_{k=0}^\infty \subset \mathcal{D} \) be a sequence generated by Algorithm 1 and let \( u^* \in \mathcal{D}^* \). Then, for any \( k \geq 1 \),
\[
\begin{align}
    d^* - d(u_k) &\leq \frac{4\tilde{L} Q(u^*, w_0)}{(k+1)^2}, \\
    \| \hat{x}(u_k) - x^* \| &\leq \frac{(8\tilde{L} Q(u^*, w_0) \delta^{-1})^{1/2}}{k+1}, \\
    f(\hat{x}(u_k)) - f^* &\leq \frac{\tilde{L} \| u_k \|_\infty (8(m + p)Q(u^*, w_0))^{1/2}}{k+1} + \frac{4\tilde{L} Q(u^*, w_0)}{(k+1)^2}, \\
    f(\hat{x}(u_k)) - f^* &\geq -\frac{\tilde{L} \| u^* \| (8Q(u^*, w_0))^{1/2}}{k+1}, \\
    \Delta(\hat{x}(u_k)) &\leq \frac{\tilde{L}(8Q(u^*, w_0))^{1/2}}{k+1},
\end{align}
\]

where \( \tilde{L} \) is defined in Corollary 3.5.

**Proof.** See Appendix 7.12. □

Proposition 4.4 says that Algorithm 1 yields \( O(1/k^2) \) convergence rate of \((u_k)_{k=1}^\infty \) in dual optimality. In addition, the distance between \( \hat{x}(u_k) \) and \( x^* \) as well as the primal infeasibility of \( \hat{x}(u_k) \) vanishes at a rate no worse than \( O(1/k) \). As Algorithm 1 does not guarantee that \((u_k)_{k=1}^\infty \) is bounded, it says nothing about the convergence rate of \( f(\hat{x}(u_k)) \). Nevertheless, if problem \((2.1)\) has only inequality constraints, then the dual optimal set is bounded [9] and so is \((u_k)_{k=1}^\infty \). This leads to the following proposition, which states that in the absence of equality constraints, \( f(\hat{x}(u_k)) \) converges to \( f^* \) at a rate \( O(1/k) \) after some finite time:

**Proposition 4.5.** Consider problem \((2.1)\) under Assumptions 1 and 2. Suppose \( p = 0 \). Let \((u_k)_{k=0}^\infty \subset \mathcal{D} \) be a sequence generated by Algorithm 1. Also, let \( \hat{x} \in \mathbb{R}^n \) satisfy Assumption 1(c), \( u^* \in \mathcal{D}^* \), and \( \bar{u} \in \mathcal{D} \setminus \mathcal{D}^* \). Then,
\[
\begin{align}
    f(\hat{x}(u_k)) - f^* &\leq \frac{\tilde{L}(d(\bar{u}) - f(\hat{x})) (8(m + p)Q(u^*, w_0))^{1/2}}{(k+1)(\max_{i \in \{1, 2, \ldots, m\}} g^{(i)}(\hat{x}))} + \frac{4\tilde{L} Q(u^*, w_0)}{(k+1)^2}, \\
    \forall k > \left( \frac{4\tilde{L} Q(u^*, w_0)}{d^* - d(\bar{u})} \right)^{1/2}.
\end{align}
\]
Then, for any $k$ (sumption 1. Let

(4.27)

are given below:

Algorithm 2, which have the same order as Algorithm 1 but have a more explicit form, in [16] applied to solve the dual problem. The primal and dual convergence rates of then Algorithm 2 becomes the fast iterative shrinkage-thresholding algorithm (FISTA)

(4.26)

in [15], the dual problem

(2.3)

Algorithm 1, can be adopted to solve the dual problem:

Algorithm 2 (Algorithm 2, [15]).

Initialization:

1. Let $\beta_0 = \beta_{-1} = 1$ and choose $u_0 = u_{-1} \in D$.

Operation: At each time $k \geq 0$:

2. Choose a closed convex set $U_k \subseteq \mathbb{R}^{m+p}$ such that $U_k \cap D^* \neq \emptyset$.

3. Let $v_k = u_k + \beta_k (1/\beta_{k-1} - 1)(u_k - u_{k-1})$ and

$u_{k+1} = \arg \min_{u \in U_k \cap D} \ell_{\theta}(u, v_k) + \frac{\sigma_{\max}(\tilde{A})}{2\theta} ||u - v_k||^2$.

4. Choose $\beta_{k+1} \leq 2/(k + 3)$.

Remark 4. In addition to Algorithm 1, i.e., the 1-memory fast gradient method in [15], the dual problem (2.3) can also be solved by the $\infty$-memory fast gradient method in [15], which would produce similar primal and dual convergence rates as those in Propositions 4.4 and 4.5. Due to space limitation and since such analyses are very similar to that in Propositions 4.4 and 4.5, we omit this algorithm in the paper.

Recall that for the linearly constrained problem (3.14), the dual function $d$ is differentiable and has globally Lipschitz continuous gradient with Lipschitz constant $\sigma_{\max}(\tilde{A})/\theta$. In this case, the following algorithm, which has a simpler form than Algorithm 1, can be adopted to solve the dual problem:

Algorithm 2 (Algorithm 2, [15]).

Let $\beta_0 = \beta_{-1} = 1$ and choose $u_0 = u_{-1} \in D$.

Operation: At each time $k \geq 0$:

2. Choose a closed convex set $U_k \subseteq \mathbb{R}^{m+p}$ such that $U_k \cap D^* \neq \emptyset$.

3. Let $v_k = u_k + \beta_k (1/\beta_{k-1} - 1)(u_k - u_{k-1})$ and

$u_{k+1} = \arg \min_{u \in U_k \cap D} \ell_{\theta}(u, v_k) + \frac{\sigma_{\max}(\tilde{A})}{2\theta} ||u - v_k||^2$.

4. Choose $\beta_{k+1} \leq 2/(k + 3)$.

Remark 4. In addition to Algorithm 1, i.e., the 1-memory fast gradient method in [15], the dual problem (2.3) can also be solved by the $\infty$-memory fast gradient method in [15], which would produce similar primal and dual convergence rates as those in Propositions 4.4 and 4.5. Due to space limitation and since such analyses are very similar to that in Propositions 4.4 and 4.5, we omit this algorithm in the paper.

Recall that for the linearly constrained problem (3.14), the dual function $d$ is differentiable and has globally Lipschitz continuous gradient with Lipschitz constant $\sigma_{\max}(\tilde{A})/\theta$. In this case, the following algorithm, which has a simpler form than Algorithm 1, can be adopted to solve the dual problem:

Algorithm 2 (Algorithm 2, [15]).

Let $\beta_0 = \beta_{-1} = 1$ and choose $u_0 = u_{-1} \in D$.

Operation: At each time $k \geq 0$:

2. Choose a closed convex set $U_k \subseteq \mathbb{R}^{m+p}$ such that $U_k \cap D^* \neq \emptyset$.

3. Let $v_k = u_k + \beta_k (1/\beta_{k-1} - 1)(u_k - u_{k-1})$ and

$u_{k+1} = \arg \min_{u \in U_k \cap D} \ell_{\theta}(u, v_k) + \frac{\sigma_{\max}(\tilde{A})}{2\theta} ||u - v_k||^2$.

4. Choose $\beta_{k+1} \leq 2/(k + 3)$.

If we pick $U_k \supseteq D$, then the update of $u_{k+1}$ in Step 3 is a projected gradient step $u_{k+1} = \mathcal{P}_D[v_k + \nabla d(v_k)\theta/\sigma_{\max}(\tilde{A})]$. If we also choose $\beta_{k+1} = (\sqrt{\beta_k^2 + 4\beta_k^2 - \beta_k^2})/2$, then Algorithm 2 becomes the fast iterative shrinkage-thresholding algorithm (FISTA) in [16] applied to solve the dual problem. The primal and dual convergence rates of Algorithm 2, which have the same order as Algorithm 1 but have a more explicit form, are given below:

Proposition 4.6. Consider the linearly constrained problem (3.14) under Assumption 1. Let $(u_k)_{k=0}^{\infty} \subseteq D$ be a sequence generated by Algorithm 2 and $u^* \in D^*$. Then, for any $k \geq 1$,

(4.23)

$$d^* - d(u_k) \leq \frac{2\sigma_{\max}(\tilde{A})||u_0 - u^*||^2}{\theta(k + 1)^2},$$

(4.24)

$$||\tilde{x}(u_k) - x^*|| \leq \frac{2\sigma_{\max}(\tilde{A})||u_0 - u^*||}{\theta(k + 1)},$$

(4.25)

$$-\frac{2||u^*||\sigma_{\max}(\tilde{A})||u_0 - u^*||}{\theta(k + 1)} \leq f(\tilde{x}(u_k)) - f^* \leq \frac{2||u_k||\sigma_{\max}(\tilde{A})||u_0 - u^*||}{\theta(k + 1)},$$

(4.26)

$$\Delta(\tilde{x}(u_k)) \leq \frac{2\sigma_{\max}(\tilde{A})||u_0 - u^*||}{\theta(k + 1)}.$$

Moreover, if $p = 0$, then

$$f(\tilde{x}(u_k)) - f^* \leq \frac{2\sigma_{\max}(\tilde{A})(d(\tilde{u}) - f(\tilde{x}))||u_0 - u^*||}{\theta(k + 1) \max_{i \in \{1, 2, ..., m\}} g_i^{(i)}(\tilde{x})},$$

(4.27)

$$\forall k > \sigma_{\max}(\tilde{A})||u_0 - u^*|| \left(\frac{2\theta^{-1}}{d^* - d(\tilde{u})}\right)^{1/2},$$

where $\tilde{x}$ and $\tilde{u}$ are defined as in Proposition 4.5.

Proof. See Appendix 7.14. □
The $O(1/k)$ primal convergence rates in (4.24) and (4.26) for linearly constrained problem (3.14) are also provided in [6,12]. Moreover, as is shown in [12], $\sigma_{\max}(\hat{A})$ can be replaced by $\|\hat{A}\|_{2,\infty} \triangleq \{\|\hat{A}x\|_{\infty} : \|x\| = 1\}$.

Compared with the projected dual gradient method (4.1), the fast dual gradient methods considered above are capable of increasing the primal convergence rates from $O(1/\sqrt{k})$ to $O(1/k)$. However, the problems that these methods can handle must satisfy Assumption 2, which is not necessary for projected dual gradient method. On the other hand, in order to guarantee the sublinear dual and primal convergence rates, the projected dual gradient method has to satisfy Assumption 3 while the fast dual gradient methods do not. Moreover, the fast dual gradient methods are more complicated to implement—in addition to solving $\min_{x \in X} L(x, u_k)$ for constructing the approximate primal solution $\bar{x}(u_k)$ that is also needed in the projected dual gradient method, they have to solve $\min_{x \in X} L(x, v_k)$ in order to compute $\nabla d(v_k)$.

5. Numerical example. In this section, we compare the dual and primal convergence performance of the dual first-order methods in Section 4 and the double smoothing method [10] via a numerical example.

We consider the following model predictive control (MPC) problem, which has a very similar form as the one formulated in [6]:

$$\begin{align*}
\text{minimize} & \quad f(x) = \frac{1}{2}x^T \! H x + t^T x + \gamma \|Px - s\|_1 \\
\text{subject to} & \quad A_1 x + b_1 \leq 0, \\
& \quad A_2 x + b_2 = 0, \\
& \quad x \in \{y \in \mathbb{R}^n : |y_i| \leq r_i \forall i \in \{1, 2, \ldots, n\}\},
\end{align*}$$

where $H \in \mathbb{R}^{n \times n}$ is positive definite, $t \in \mathbb{R}^n$, $\gamma > 0$, $P \in \mathbb{R}^{q \times n}$, $s \in \mathbb{R}^q$, $A_1 \in \mathbb{R}^{m \times n}$, $b_1 \in \mathbb{R}^m$, $A_2 \in \mathbb{R}^{p \times n}$, $b_2 \in \mathbb{R}^p$, $r_i > 0$, all of which are randomly generated with $n = 10$, $q = 5$, $m = 3$, and $p = 2$. Note that such a linearly constrained problem belongs to the intersection of the problem classes that the projected dual gradient method (4.1), the fast dual gradient methods in Algorithms 1 and 2, and the double smoothing method in [10] can handle. Also, since Algorithm 1 has similar convergence rates as Algorithm 2 for this problem, we omit Algorithm 1 to be able to visualize the results better.

For the projected dual gradient method (4.1), we choose the step-size $\alpha = 2\lambda_{\min}(H)/\lambda_{\max}(A_1^T A_1 + A_2^T A_2) \times 99\%$, which satisfies the step-size condition in Example 3. For the fast gradient method in Algorithm 2, we choose the parameters $U_k$ and $\beta_k$ to be such that this method reduces to FISTA [16]. For the double smoothing method [10], since the linear constraint of the problem class that this method can handle is in the form of $Ax \in T$ with $A$ being a linear operator and $T$ being a compact set, we put $A = A_2$, $T = \{b_2\}$, and view $\{y \in \mathbb{R}^n : A_1 y + b_1 \leq 0, \ |y_i| \leq r_i \forall i = 1, 2, \ldots, n\}$ as its set constraint. Moreover, since one smoothing parameter in the double smoothing method relies on an upper bound on some dual optimum, we adopt its practical implementation version in [10], which starts with an initial guess of this upper bound and repeatedly applying the method to a sequence of doubly smoothed dual problems with increasing guess on the upper bound until a correct guess is achieved. We choose the desired accuracy $\epsilon$ of the method to be 0.05.

In the approximate primal solution $\bar{x}(u_k)$ studied in this paper, we also consider in the simulation the average $\bar{x}_k \triangleq \sum_{t=0}^{k} \bar{x}(u_t)/k$ of the primal iterates as in [9] for the projected dual gradient method and FISTA, and the running average $\hat{x}_k \triangleq (\sum_{t=0}^{k} \beta_{-1}^{t-k} \bar{x}(u_t))/(\sum_{t=0}^{k} \beta_{-1}^{t-k})$ with the weights being $1/\beta_t$ as in [11] for FISTA.
For the double smoothing method, $u_k$ is a sequence generated by a fast gradient method in [3, Sec. 2.2.1] applied to the smoothed dual; the approximate primal solution $\bar{x}(u_k)$ for this specific problem is the unique minimizer of the Lagrangian of the original problem.

Figure 1 compares the convergence of the dual iterates generated by the three methods mentioned above, alongside with various choices for the approximate primal solution. Generally speaking, the dual convergence rate is faster than the primal in all of the three methods. Also, the primal iterates have faster convergence than their averages in the projected dual gradient method and FISTA. The projected dual gradient method converges slower than the other two methods in dual and primal optimality. FISTA and the double smoothing method have comparable performance, but the double smoothing method has the drawback that it only guarantees a prespecified target accuracy and does not ensure asymptotic convergence.

6. Conclusions. This paper studied primal convergence properties of dual first-order methods for solving optimization problems with a strongly convex objective function and general convex constraints including nonlinear inequality, linear equality, and set constraints. The unique minimizer of the Lagrangian at the current dual iterate, which is needed for evaluating the dual gradient, was considered as an approximate primal solution. The errors of this approximate primal solution, both in optimality and feasibility, were related to the dual errors. Sublinear dual and primal
convergence rates for the projected dual gradient method and a few fast dual gradient methods were established.

It is notable that this is the first work that ever provides primal convergence rates of dual first-order methods for \textit{nonlinearly} constrained convex optimization with \textit{locally} Lipschitz dual gradient. This work may also bring insights to future research on the convergence performance of other approximate primal solutions such as running averages of the primal iterates in dual first-order methods.

7. Appendix.

7.1. Proof of Lemma 2.1. Let $S \subset D$ be compact, $\bar{c} = \max_{u \in S} d(u)$, and $\underline{c} = \min_{u \in S} d(u)$, which are bounded due to the continuity of $d$. Also let $\partial \mathcal{L}$ denote the subdifferential of $\mathcal{L}$ with respect to the first argument. Fix $u_0 \in S$. Since the function $\mathcal{L}(\cdot, u_0)$ is strongly convex over $X$, the sublevel set $\mathcal{L} \equiv \{ x \in X : \mathcal{L}(x, u_0) \leq \bar{c} \}$ is nonempty and compact. Thus, $s \equiv \max_{x \in \mathcal{L}} m \sum_{i=1}^m (g^{(i)}(x))^2 + \|Ax + b\|^2 \in [0, \infty)$. Also let $r = \max_{u \in S} \|u - u_0\| \in [0, \infty)$. Then, for any $u \in S$ and any $x \in C$,

\begin{equation}
\mathcal{L}(x, u_0) - r \sqrt{s} \leq \mathcal{L}(x, u) \leq \mathcal{L}(x, u_0) + r \sqrt{s}.
\end{equation}

To prove the boundedness of \{ $\bar{x}(u) : u \in S$ \}, assume to the contrary that it is unbounded. Thus, given $x_0 \in \mathcal{L}$, there exists $u' \in S$ such that $\|\bar{x}(u') - x_0\|^2 > \frac{4(\mathcal{L}(x_0, u_0) + r \sqrt{s})}{\mathcal{L}(x_0, u_0) - \underline{c}} \geq 0$. Since $\mathcal{L}(-, u')$ is strongly convex over $X$ with convexity parameter $\theta$ and since there exists a subgradient $\nabla_\theta \mathcal{L}(\bar{x}(u'), u') \in \partial \mathcal{L}(\bar{x}(u'), u')$ satisfying $\nabla_\theta \mathcal{L}(\bar{x}(u'), u')^T(x - \bar{x}(u')) \geq 0 \ \forall x \in X$, we have $\mathcal{L}(x_0, u') - \underline{c} \geq \mathcal{L}(x_0, u') - \mathcal{L}(\bar{x}(u'), u') \geq \frac{\theta}{2} \|\bar{x}(u') - x_0\|^2$. This gives $\mathcal{L}(x_0, u') > \mathcal{L}(x_0, u_0) + r \sqrt{s}$, which contradicts (7.1). Therefore, \{ $\bar{x}(u) : u \in S$ \} is bounded.

7.2. Proof of Lemma 3.1. Let $u, v \in D$. From [20, Theorem 3, Sec. 7.1.2], there exist subgradients $\nabla \mathcal{L}(\bar{x}(u), u) \in \partial \mathcal{L}(\bar{x}(u), u)$ and $\nabla \mathcal{L}(\bar{x}(v), v) \in \partial \mathcal{L}(\bar{x}(v), v)$ such that

\begin{equation}
\nabla \mathcal{L}(\bar{x}(u), u)^T(\bar{x}(v) - \bar{x}(u)) \geq 0,
\end{equation}

\begin{equation}
\nabla \mathcal{L}(\bar{x}(v), v)^T(\bar{x}(u) - \bar{x}(v)) \geq 0.
\end{equation}

Due to [17, Prop. 4.2.4], $\partial \mathcal{L}(x, u) = \partial f(x) + \sum_{i=1}^m u^{(i)} \partial g^{(i)}(x) + A^T u^{(m+1:m+p)} \ \forall x \in \mathbb{R}^n \ \forall u \in D$. Thus, there exist subgradients $\nabla f(\bar{x}(u)) \in \partial f(\bar{x}(u))$, $\nabla f(\bar{x}(v)) \in \partial f(\bar{x}(v))$, and $\nabla g^{(i)}(\bar{x}(u)) \in \partial g^{(i)}(\bar{x}(u))$, $\nabla g^{(i)}(\bar{x}(v)) \in \partial g^{(i)}(\bar{x}(v))$, $\forall i \in \{1, 2, \ldots, m\}$ such that

$\nabla \mathcal{L}(x, u) = \nabla f(\bar{x}(u)) + \sum_{i=1}^m u^{(i)} \nabla g^{(i)}(\bar{x}(u)) + A^T u^{(m+1:m+p)}$,

$\nabla \mathcal{L}(x, v) = \nabla f(\bar{x}(v)) + \sum_{i=1}^m u^{(i)} \nabla g^{(i)}(\bar{x}(v)) + A^T u^{(m+1:m+p)}$.

Adding (7.2) and (7.3) and substituting the above into the resulting inequality, we obtain

\begin{equation}
\left( \nabla f(\bar{x}(u)) - \nabla f(\bar{x}(v)) \right)^T(\bar{x}(u) - \bar{x}(v)) \leq \left( u^{(m+1:m+p)} - v^{(m+1:m+p)} \right)^T A(\bar{x}(v) - \bar{x}(u))
\end{equation}

\begin{equation}
+ \sum_{i=1}^m u^{(i)} \nabla g^{(i)}(\bar{x}(u)) - v^{(i)} \nabla g^{(i)}(\bar{x}(v)) \right)^T(\bar{x}(v) - \bar{x}(u)).
\end{equation}
Note that
\[
\left(u^{(m+1:m+p)} - v^{(m+1:m+p)}\right)^T A(x^*) - \bar{x}(u)) \\
\leq \|A^T(u^{(m+1:m+p)} - v^{(m+1:m+p)})\| \cdot \|\bar{x}(u) - \bar{x}(v)\| \\
(7.5)
\leq \sigma_{\max}(A)\|\bar{x}(u) - \bar{x}(v)\| \cdot \|u^{(m+1:m+p)} - v^{(m+1:m+p)}\|.
\]
In addition,
\[
\sum_{i=1}^m u^{(i)} \nabla g^{(i)}(\bar{x}(u)) - v^{(i)} \nabla g^{(i)}(\bar{x}(v)) \\
= \sum_{i=1}^m u^{(i)} \left(\nabla g^{(i)}(\bar{x}(u)) - \nabla g^{(i)}(\bar{x}(v))\right) \\
+ \left(u^{(i)} - v^{(i)}\right) \nabla g^{(i)}(\bar{x}(v))^T (\bar{x}(v) - \bar{x}(u)) \\
(7.6)
\leq \sum_{i=1}^m \|\nabla g^{(i)}(\bar{x}(v))\| \cdot \|\bar{x}(u) - \bar{x}(v)\| \cdot |u^{(i)} - v^{(i)}|,
\]
where the inequality holds because for each \(i \in \{1, 2, \ldots, m\}\), \(g^{(i)}\) is convex and \(u^{(i)} \geq 0\). From (7.4), (7.6), (7.5), and the strong convexity of \(f\) over \(X\), we have
\[
\theta \|\bar{x}(u) - \bar{x}(v)\|^2 \leq \left(\sum_{i=1}^m \|\nabla g^{(i)}(\bar{x}(v))\| \cdot \|\bar{x}(u) - \bar{x}(v)\| \cdot |u^{(i)} - v^{(i)}| \right) \\
+ \sigma_{\max}(A)\|\bar{x}(u) - \bar{x}(v)\| \cdot \|u^{(m+1:m+p)} - v^{(m+1:m+p)}\|,
\]
which yields
\[
\|\bar{x}(u) - \bar{x}(v)\| \leq \frac{1}{\theta} \left(\sum_{i=1}^m \sup_{q \in \partial g^{(i)}(\bar{x}(v))} \|q\| \cdot |u^{(i)} - v^{(i)}| + \sigma_{\max}(A)\|u^{(m+1:m+p)} - v^{(m+1:m+p)}\|\right) \\
\leq \frac{1}{\theta} \max\{\sigma_{\max}(A), \sup_{q \in G(v)} \|q\|\} \left(\sum_{i=1}^m |u^{(i)} - v^{(i)}| + \|u^{(m+1:m+p)} - v^{(m+1:m+p)}\|\right) \\
\leq \frac{1}{\theta} \max\{\sigma_{\max}(A), \sup_{q \in G(v)} \|q\|\} \left[(m+1) \left(\sum_{i=1}^m |u^{(i)} - v^{(i)}| + \|u^{(m+1:m+p)} - v^{(m+1:m+p)}\|^2\right)^{1/2}ight] \\
= \gamma(v)\|u - v\|.
\]
Since \(u\) and \(v\) are interchangeable, (3.3) is satisfied.

**7.3. Proof of Theorem 3.2.** Let \(u \in D\) and \(u^* \in D^*\). Then, by letting \(v\) in Lemma 3.1 be \(u^*\), we get (3.4). To derive (3.5), note that \(\mathcal{L}(\cdot, u)\) is strongly convex on \(X\) with convexity parameter \(\theta\). Also note that there exists a subgradient \(\nabla_x \mathcal{L}(\bar{x}(u), u) \in \partial_x \mathcal{L}(\bar{x}(u), u)\) such that \(\nabla_x \mathcal{L}(\bar{x}(u), u)^T (x - \bar{x}(u)) \geq 0 \ \forall x \in X\). As a result, \(\frac{\theta}{2}\|\bar{x}(u) - x^*\|^2 \leq \mathcal{L}(x^*, u) - \mathcal{L}(\bar{x}(u), u) - \nabla_x \mathcal{L}(\bar{x}(u), u)^T (x^* - \bar{x}(u)) \leq \mathcal{L}(x^*, u) - \mathcal{L}(\bar{x}(u), u)\). From the Lagrangian saddle point theorem [17, Prop. 6.2.4], \(\mathcal{L}(x^*, u) \leq \mathcal{L}(x^*, u^*) = d^*\). Also, \(\mathcal{L}(\bar{x}(u), u) = d(u)\). Therefore, (3.5) holds.
7.4. Proof of Proposition 3.3. Let \( S \subset D \) be compact. Due to Lemma 3.1, for any \( u, v \in S \),
\[
\| \nabla d(u) - \nabla d(v) \|^2 = \| A(\bar x(u) - \bar x(v)) \|^2 + \sum_{i=1}^{m} \| g^{(i)}(\bar x(u)) - g^{(i)}(\bar x(v)) \|^2
\]
\[
\leq \sigma^2_{\text{max}}(A) \| \bar x(u) - \bar x(v) \|^2 + \sum_{i=1}^{m} L_i^2 \| \bar x(u) - \bar x(v) \|^2
\]
\[
\leq \sup_{w \in S} \gamma(w) \left( \sigma^2_{\text{max}}(A) + \sum_{i=1}^{m} L_i^2 \right) \| u - v \|^2.
\]
Therefore, (3.7) holds. In addition, if \( S \) is convex, the proof of [3, Lemma 1.2.3] can be applied to obtain (3.8).

7.5. Proof of Theorem 3.4. Let \( S \subset D \) be compact, \( u \in S \), and \( u^* \in D^* \). From (3.9), we know that to find an upper bound on \( f(\bar x(u)) - f^* \) in terms of \( d^* - d(u) \), it is sufficient to do so to \( -\nabla d(u)^T u \).

Let \( A(u) = \{ i \in \{ 1, 2, \ldots, m \} : u^{(i)} + \frac{1}{L(\Phi(S))} \nabla^{(i)} d(u) < 0 \} \) and \( I(u) = \{ 1, 2, \ldots, m + p \} \setminus A(u) \). These sets identify the components of the dual vector \( u \) for which, after a gradient step, the projection onto \( D \) will be active and inactive, respectively. Since
\[
-\nabla d(u)^T u = \left( \sum_{i \in A(u)} -\nabla^{(i)} d(u) u^{(i)} \right) + \left( \sum_{i \in I(u)} -\nabla^{(i)} d(u) u^{(i)} \right),
\]
below we derive upper bounds on \( \sum_{i \in A(u)} -\nabla^{(i)} d(u) u^{(i)} \) and \( \sum_{i \in I(u)} -\nabla^{(i)} d(u) u^{(i)} \).

To this end, let \( D^{(i)} = [0, \infty) \) for \( i = 1, 2, \ldots, m \) and \( D^{(i)} = \mathbb{R} \) for \( i = m + 1, \ldots, m + p \) and note that \( (P_{D^i}[v])^{(i)} = P_{D^{(i)}}[v^{(i)}] \) for all \( v \in \mathbb{R}^{m+p} \) and all \( i \). In this way,
\[
P_{D^{(i)}}[u^{(i)} + \frac{1}{L(\Phi(S))} \nabla^{(i)} d(u)] = \begin{cases} 0, & \text{if } i \in A(u), \\ u^{(i)} + \frac{1}{L(\Phi(S))} \nabla^{(i)} d(u), & \text{if } i \in I(u). \end{cases}
\]

Also, since \( \Phi(S) \supseteq S \), we have \( L(\Phi(S)) \geq L(S) \) and thus \( P_D[u + \frac{1}{L(\Phi(S))} \nabla d(u)] \in \Phi(S) \). It follows from (3.8) that
\[
d^* - d(u) \geq d(P_D[u + \frac{1}{L(\Phi(S))} \nabla d(u)]) - d(u)
\]
\[
\geq \nabla d(u)^T \left( P_D[u + \frac{1}{L(\Phi(S))} \nabla d(u)] - u \right) - \frac{L(\Phi(S))}{2} \left\| u - P_D[u + \frac{1}{L(\Phi(S))} \nabla d(u)] \right\|^2. \tag{7.8}
\]

We now look at the right-hand side of (7.8). For each \( i \in A(u) \),
\[
\nabla^{(i)} d(u) \left( P_{D^{(i)}}[u^{(i)} + \frac{1}{L(\Phi(S))} \nabla^{(i)} d(u)] - u^{(i)} \right)
\]
\[
- \frac{L(\Phi(S))}{2} \left( u^{(i)} - P_{D^{(i)}}[u^{(i)} + \frac{1}{L(\Phi(S))} \nabla^{(i)} d(u)] \right)^2
\]
\[
\geq -\nabla^{(i)} d(u) u^{(i)} - \frac{L(\Phi(S))}{2} \left( u^{(i)} - \frac{1}{L(\Phi(S))} \nabla^{(i)} d(u) \right) \left( u^{(i)} - \frac{1}{L(\Phi(S))} \nabla^{(i)} d(u) \right)
\]
\[
= -\frac{1}{2} \nabla^{(i)} d(u) u^{(i)},
\]
where the inequality is due to \( 0 \leq u^{(i)} < -\frac{1}{L(\Phi(S))} \nabla^{(i)} d(u) \) \forall i \in A(u). For each \( i \in I(u) \),
\[
\nabla^{(i)} d(u) \left( P_{D^{(i)}}[u^{(i)} + \frac{1}{L(\Phi(S))} \nabla^{(i)} d(u)] - u^{(i)} \right)
\]
\[
- \frac{L(\Phi(S))}{2} \left( u^{(i)} - P_{D^{(i)}}[u^{(i)} + \frac{1}{L(\Phi(S))} \nabla^{(i)} d(u)] \right)^2
\]
Then, it follows from the strong convexity of $f$ (7.4) is equivalent to corollary follows from Theorem 3.4.

Additionally, similar to (7.5), we obtain follows from (7.9) that $v$ (7.8) gives (7.9) that (3.13) holds. Due to (7.11) and (3.13), we obtain (3.12).

Let $\bar{u} \in \mathbb{R}^{m+p}$. Note that for problem (3.14), (7.4) is equivalent to

$$
\left( \nabla f(\bar{u}) - \nabla f(\bar{x}(v)) \right)^T (\bar{u} - \bar{x}(v)) \leq (u - v)^T \bar{A}(\bar{x}(v) - \bar{x}(u)).
$$

Additionally, similar to (7.5), we obtain

$$(u - v)^T \bar{A}(\bar{x}(v) - \bar{x}(u)) \leq \sigma_{\max}(\bar{A}) \|\bar{x}(u) - \bar{x}(v)\| \cdot \|u - v\|.$$

Then, it follows from the strong convexity of $f$ on $X$ that $\|\bar{x}(u) - \bar{x}(v)\| \leq \frac{\sigma_{\max}(\bar{A})}{\theta} \|u - v\|$.
7.8. Proof of Proposition 3.7. Let $u \in D$ and $u^* \in D^*$. We first prove that \((3.16)\) is satisfied. Note that \((\Delta(\tilde{x}(u)))^2 \leq \|(\hat{A}\tilde{x}(u) + \hat{b}) - (\hat{A}x^* + \hat{b})\|^2 = \|\nabla d(u) - \nabla d(u^*)\|^2\). Further, due to the inequalities \(d(u) - d(u^*) - \nabla d(u^*)^T (u - u^*) \leq -\frac{2\sigma^2_{\max}(A)}{\theta}\|\nabla d(u) - \nabla d(u^*)\|^2\) \cite[Theorem 2.1.5]{3} and \(\nabla d(u^*)^T (u - u^*) \leq 0\), we obtain

\[
\|\nabla d(u) - \nabla d(u^*)\|^2 \leq -\frac{2\sigma^2_{\max}(A)}{\theta}(d(u) - d(u^*) - \nabla d(u^*)^T (u - u^*))
\]

\[(7.12)\]

Consequently, \((3.16)\) holds. From \((3.9)\), we have \(f(\tilde{x}(u)) - f^* \leq -\nabla d(u)^T u + \nabla d(u^*)^T (u - u^*)\). This, along with \(\nabla d(u^*)^T u^* = 0\) \cite[Prop. 6.1.1]{17}, implies that

\[f(\tilde{x}(u)) - f^* \leq \|\nabla d(u^*) - \nabla d(u)\|^T u \leq \|u\| \cdot \|\nabla d(u^*) - \nabla d(u)\|\]

It follows from \((7.12)\), \((7.11)\), and \((3.16)\) that \((3.15)\) holds.

7.9. Proof of Lemma 4.1. Let $u \in D$ and $v \in \bar{D}$. We first show that

\[
\|\tilde{x}(u) - \tilde{x}(v)\| \leq \sqrt{\frac{m}{\theta} + 1}\|u - v\|
\]

\[(7.13)\]

\[\max\{\sigma_{\max}(A), \max_{i \in \{1, \ldots, m\}} \|\nabla g^{(i)}(\tilde{x}(u))\|, \max_{i \in \{1, \ldots, m\}} \|\nabla g^{(i)}(\tilde{x}(v))\|\}.
\]

To prove \((7.13)\), consider two mutually exclusive and exhaustive cases:

Case (i) $v \in D$. In this case, from \((3.3)\), we obtain \((7.13)\).

Case (ii) $v \in \bar{D} - D$. Let $I^- = \{i \in \{1, 2, \ldots, m\} : \tilde{u}^{(i)} \leq v^{(i)} < 0\} \neq \emptyset$ and $w = P_D[v]$, i.e., $w^{(i)} = 0 \forall i \in I^-$ and $w^{(i)} = v^{(i)} \forall i \in \{1, 2, \ldots, m + p\} \setminus I^-$. Notice from the proof of Lemma 3.1 that under Assumption 3, \((7.7)\) holds with $u = w$, which gives

\[
\|\tilde{x}(w) - \tilde{x}(v)\|
\]

\[
\leq \frac{1}{\theta} \left( \sum_{i=1}^{m} \|\nabla g^{(i)}(\tilde{x}(v))\| \cdot |w^{(i)} - v^{(i)}| + \sigma_{\max}(A)\|u^{(m+1:m+p)} - v^{(m+1:m+p)}\| \right)
\]

\[(7.14)\]

\[
= \frac{1}{\theta} \left( \sum_{i \in I^-} -\|\nabla g^{(i)}(\tilde{x}(v))\| v^{(i)} \right).
\]

Due again to \((7.7)\), we obtain

\[
\|\tilde{x}(u) - \tilde{x}(w)\|
\]

\[
\leq \frac{1}{\theta} \left( \sum_{i=1}^{m} \|\nabla g^{(i)}(\tilde{x}(u))\| \cdot |u^{(i)} - w^{(i)}| + \sigma_{\max}(A)\|u^{(m+1:m+p)} - w^{(m+1:m+p)}\| \right)
\]

\[
= \frac{1}{\theta} \left( \sum_{i \in I^-} \|\nabla g^{(i)}(\tilde{x}(u))\| u^{(i)} + \sum_{i \in \{1, 2, \ldots, m\} \setminus I^-} \|\nabla g^{(i)}(\tilde{x}(u))\| \cdot |u^{(i)} - v^{(i)}| \
\]

\[(7.15)\]

\[+ \sigma_{\max}(A)\|u^{(m+1:m+p)} - v^{(m+1:m+p)}\| \right).
\]

From \((7.14)\), \((7.15)\), and the fact that $|u^{(i)} - v^{(i)}| = u^{(i)} - v^{(i)} \forall i \in I^-$, we have

\[
\|\tilde{x}(u) - \tilde{x}(v)\| \leq \|\tilde{x}(u) - \tilde{x}(w)\| + \|\tilde{x}(w) - \tilde{x}(v)\|
\]
\[ \leq \frac{1}{\theta} \left( \sum_{i=1}^{m} \max \left\{ \| \nabla g^{(i)}(\bar{x}(u)) \|, \| \nabla g^{(i)}(\bar{x}(v)) \| \right\} \| u^{(i)} - v^{(i)} \| + \sigma_{\max}(A) \| u^{(m+1:m+p)} - v^{(m+1:m+p)} \| \right) \]

Akin to the last part of the proof of Lemma 3.1, it can be shown that (7.13) holds for this case. Having proved (7.13), we now show that (4.2) holds. Due to Assumption 3, Lemma 2.1 and (2.4) still hold when \( D \) is replaced by \( \bar{D} \). Thus, using the proof of Proposition 3.3 and (7.13), we have (4.2).

**7.10. Proof of Lemma 4.2.** Let \( u \in S \) and \( v \in \Psi(S) \). Since \( \Psi(S) \) is convex and \( S \subseteq \Psi(S), u + \tau(v - u) \in \Psi(S) \forall \tau \in [0, 1] \). Then, from Lemma 4.1,

\[ \| \nabla d(u + \tau(v - u)) - \nabla d(u) \| \leq \tau L(\Psi(S)) \| u - v \|, \quad \forall \tau \in [0, 1]. \]

It then follows from the proof of [3, Lemma 1.2.3] that (4.5) holds.

Next, we prove (4.6) and (4.7). Let \( u, v \in S \). Note that if \( \eta(S) = 0 \), then \( \nabla d(u) = \nabla d(v) \). Thus, due to the concavity of \( d \), (4.6) and (4.7) hold. Now assume \( \eta(S) > 0 \). To prove (4.6), we utilize the idea from the proof of [3, Theorem 2.1.5].

We define a function \( \phi : \Psi(S) \to \mathbb{R} \) such that \( \phi(w) = d(w) - \nabla d(u)^T w \). Note that \( \Phi \) is concave and \( \nabla \Phi(u) = 0 \), which implies \( \phi(u) \geq \phi(w) \forall w \in \Psi(S) \). In addition, \( v + \frac{1}{\eta} \nabla \phi(v) = v + \frac{1}{\eta}(\nabla d(v) - \nabla d(u)) \in \Psi(S) \forall \eta \geq \eta(S) \). It follows from (4.5) that

\[ \phi(u) \geq \phi(v) + \frac{1}{\eta} \nabla \phi(v) \]

\[ = d(v + \frac{1}{\eta} \nabla \phi(v)) - d(v) - \nabla d(v)^T \frac{1}{\eta} \nabla \phi(v) + \phi(v) + (\nabla d(v) - \nabla d(u))^T \frac{1}{\eta} \nabla \phi(v) \]

\[ \geq - L(\Psi(S)) \frac{\eta}{2} \| \frac{1}{\eta} \nabla \phi(v) \|^2 + \phi(v) + \frac{1}{\eta} \| \nabla \phi(v) \|^2, \quad \forall \eta \geq \eta(S), \]

which is equivalent to (4.6). Moreover, (4.7) can be obtained from (4.6) by interchanging \( u \) and \( v \) and adding the two inequalities.

**7.11. Proof of Theorem 4.3.** Let \( u^* \in D^* \) and \( \alpha \) satisfy (4.8). We first prove that \( u_k \in D_0 \forall k \geq 0 \) by induction. Clearly, \( u_0 \in D_0 \). Suppose \( u_k \in D_0 \) for some \( k \geq 0 \). Then, for any \( \eta > 0 \) such that \( \eta \geq \eta(D_0) \),

\[ \| u_{k+1} - u^* \|^2 = \| P_D[u_{k+1} + \alpha \nabla d(u_k)] - P_D[u^* + \alpha \nabla d(u^*)] \|^2 \]

\[ \leq \| u_k + \alpha \nabla d(u_k) - u^* - \alpha \nabla d(u^*) \|^2 \]

\[ = \| u_k - u^* \|^2 + 2\alpha (\nabla d(u_k) - \nabla d(u^*))^T (u_k - u^*) + \alpha^2 \| \nabla d(u_k) - \nabla d(u^*) \|^2 \]

\[ \leq \left( 4 \alpha \left( \frac{L(\Psi(D_0))}{2\eta^2} - \frac{1}{\eta} \right) + \alpha^2 \right) \| \nabla d(u_k) - \nabla d(u^*) \|^2 + \| u_k - u^* \|^2, \]

where the last inequality is due to (4.7) and \( u^* \in D_0 \). Notice that over the set \{\( \eta > 0 : \eta \geq \eta(D_0) \)\}, if \( L(\Psi(D_0)) > \eta(D_0) \), then \( 4 \left( \frac{L(\Psi(D_0))}{2\eta^2} - \frac{1}{\eta} \right) \) achieves its minimum \( \frac{2}{L(\Psi(D_0))} \) at \( \eta = L(\Psi(D_0)) \); otherwise, \( 4 \left( \frac{L(\Psi(D_0))}{2\eta^2} - \frac{1}{\eta} \right) \) reaches the minimum \( 4 \left( \frac{L(\Psi(D_0))}{2\eta(D_0)^2} - \frac{1}{\eta(D_0)} \right) \) at \( \eta = \eta(D_0) > 0 \). Hence, (4.8) leads to \( 4 \alpha \left( \frac{L(\Psi(D_0))}{2\eta^2} - \frac{1}{\eta} \right) + \alpha^2 < 0 \). Therefore, \( \| u_{k+1} - u^* \| \leq \| u_k - u^* \| \), which means that \( u_{k+1} \in D_0 \). This completes the proof by induction. With this property, we now prove (4.9). Because
of Proposition 3.3 and because $D_0 \subseteq \Psi(D_0)$, $\nabla d$ satisfies a Lipschitz condition on $D_0$ with Lipschitz constant no more than $L(\Psi(D_0))$. It then follows from the proof of [18, Theorem 5.1] that

$$d(u_k) - d(u_{k+1}) \leq -\delta\|u_{k+1} - u_k\|^2,$$
$$d^* - d(u_k) \leq \sqrt{\rho}\|u_{k+1} - u_k\|.$$  

Also, from (4.8), we have $\alpha < \frac{2}{L(\Psi(D_0))}$ and thus $\delta > 0$. Consequently,

$$d^* - d(u_{k+1}) \leq d^* - d(u_k) - \frac{\delta}{\rho}(d^* - d(u_k))^2.$$  

Then, from [20, Lemma 6, Sec. 2.2], (4.9) holds. Also, (4.9) and (3.5) give (4.10). Moreover, note that $\|u_k\| \leq \|u^*\| + \|u_0 - u^*\| \forall k \geq 0$. Then, (4.11) holds due to this, (3.11), and (4.9). Furthermore, (4.12) comes from (4.9) and (3.12). Finally, (4.9) and (3.13) yield (4.13).

7.12. Proof of Proposition 4.4. Inequality (4.17) is derived in the proof of [15, Corollary 1], which, along with (3.5) in Theorem 3.2, gives (4.18). In addition, from Corollary 3.5, we obtain (4.19), (4.20), and (4.21).

7.13. Proof of Proposition 4.5. From [9, Lemma 1], for any $u \in \{u' \geq 0 : d(u') \geq d(\bar{u})\}$,

$$\|u\|_{\infty} \leq \|u\| \leq \frac{d(\bar{u}) - f(\bar{x})}{\max_{i \in \{1,2,\ldots,m\}} g_i(\bar{x}).}$$

Also, due to (4.17), we have $d(u_k) \geq d(\bar{u})$ when $k + 1 \geq \left( \frac{4LQ(u^*, w_0)}{d^* - d(\bar{u})} \right)^{1/2}$ and $k \geq 1$. It then follows from (4.19) that (4.22) holds.

7.14. Proof of Proposition 4.6. Inequality (4.23) comes from [15, Corollary 2] and Proposition 3.7. Moreover, because of (3.5), (3.15), and (3.16), we obtain (4.24), (4.25), and (4.26). Similar to the proof of Proposition 4.5, we have $d(u_k) \geq d(\bar{u})$ if $k + 1 \geq \sigma_{\max}(\bar{A})\|u_0 - u^*\| \left( \frac{2\theta - 1}{\theta - d(\bar{u})} \right)^{1/2}$ and $k \geq 1$, implying that (4.27) holds.
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