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A two fluid model with parallel viscosity is employed to derive the dispersion relation for electromagnetic geodesic acoustic modes (GAMs) in the presence of drift (diamagnetic) effects. Concerning the influence of the electron dynamics on the high frequency GAM, it is shown that the frequency of the electromagnetic GAM is independent of the equilibrium parallel current but, in contrast with purely electrostatic GAMs, significantly depends on the electron temperature gradient. The electromagnetic GAM may explain the discrepancy between the $f \sim 40$ kHz oscillation observed in TCABR [Yu. K. Kuznetsov et al., Nucl. Fusion 52, 063044 (2012)] and the former prediction for the electrostatic GAM frequency. The radial wave length associated with this oscillation, estimated presently from this analytical model, is $\lambda_r \sim 25$ cm, i. e., an order of magnitude higher than the usual value for zonal flows (ZFs).
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I. INTRODUCTION

Zonal flows (ZFs)\(^1\) and associated geodesic acoustic modes (GAMs)\(^2\) play a crucial role in the drift wave (DW) turbulence suppression mechanism by shear flows\(^3–5\). Understanding deeply this mechanism have been challenging but may be essential to improve plasma confinement in tokamaks\(^3,6\). In addition to its relevance in the important problem of anomalous transport, the investigation of GAMs, just like of BAEs (Beta-induced Alfvén Eigenmodes)\(^7–9\), have been employed to diagnose the safety factor (\(q\)) and the ion temperature (\(T_i\)) radial profiles. For this purpose, MHD and GAM spectroscopy techniques have been developed\(^10–12\).

Low frequency oscillations (4 - 40 kHz in TCABR\(^13\)) observed mostly during the L-H transition\(^14\) have been reported in a variety of different size tokamaks\(^13,15–19\). Many of these oscillations have been recognized as ZFs and GAMs due to certain features regarding density perturbations and low poloidal modes (\(m = 0, 1\))\(^15\). For more details concerning experimental issues on these modes an extensive review presented by Fujisawa\(^20\) can be studied.

Since the early works of Winsor\(^2\) and Mikhailovskii\(^21\), several fluid\(^22–25\) and kinetic\(^9,26–29\) models have been developed to improve the theoretical prediction of the GAMs frequencies. Numerous corrections on the dynamics of these modes were included to account for realistic conditions observed in experiments and, among these corrections, those due to electromagnetic effects\(^30–34\) may be essential to predict correctly not only the value of the higher frequency of GAMs, \(f_{GAM} \sim T_e/m_iR_0\) (hereafter referred simply as the GAM frequency), but also the parallel current density (\(\tilde{j}_||\)). Here \(T_e\) is the electron temperature, \(m_i\) is the ion mass and \(R_0\) is the major radius of the tokamak. For an estimative of the radial wave length (\(\lambda_r\)) associated with the radial electric field, informations about electromagnetic perturbations is also necessary. The electromagnetic character of GAMs is determined by the dimensionless parameter \(K_\perp = k_r \lambda_{De}k_{||}c/\omega\) known as the radial mode width\(^32\), where \(k_r = 2\pi/\lambda_r\), \(k_{||} = 1/qR_0\) and \(\lambda_{De} = \sqrt{\varepsilon_0 T_e/ne^2}\). An alternative form to represent \(K_\perp\) is

\[
K_\perp = \sqrt{\frac{\tau_e v_A k_r \rho_i}{2 v_{Ti}}} \frac{\Omega}{\Omega} = \sqrt{\frac{\tau_e}{2}} \sqrt{\frac{1 + \tau_e}{\beta}} \frac{k_r \rho_i}{\Omega}, \tag{1}
\]

where \(v_{Ti} = \sqrt{2T_i/m_i}\), \(v_A = B/\sqrt{\mu_0 m_i}\), \(\beta = 2\mu_0 n(T_i + T_e)/B^2\), \(\Omega = qR_0 \omega/v_{Ti}\) and \(\tau_e = T_e/T_i\). Since electrostatic (electromagnetic) modes occurs for \(K_\perp \gg 1\) (\(K_\perp \ll 1\)) and \(K_\perp \propto \beta^{-1/2} \lambda_r^{-1}\), electromagnetic GAMs occurs in large beta plasmas and/or for large radial
wave length perturbations.

In high beta plasmas, such as those produced by energetic particles in NSTX\textsuperscript{35}, for example, electromagnetic GAMs can interact linearly with Alfvéneigenmodes (AEs), producing Beta-induced Alfvéen-Acoustic Eigenmodes (BAAE)\textsuperscript{11,35}. In fact, GAMs and BAEs display some common features, like the same dispersion relation for $m = n = 0$, for instance\textsuperscript{32,36}. Although in low beta plasmas electrostatic GAMs are expected to be found, recently, an oscillatory mode matching GAMs’ features with frequency $f \sim 40$ kHz significantly higher than that predicted theoretically for the electrostatic GAM was observed at the edge of a low beta plasma in TCABR\textsuperscript{13}. This observation suggests that electromagnetic GAMs can occur in low beta plasmas too and, in this case, the wave length associated with the radial perturbed electric field can be an order of magnitude higher than the usual\textsuperscript{20}. Since analytical studies on GAMs when perturbations in the magnetic field are considered in conjunction with radial gradients of density and temperature still lack in the literature, I devoted this paper to provide a study in this direction.

In this paper, from the two fluid model an analytical expression for the GAM frequency is derived by taking into account drift effects due to density, ion and electron temperature gradients for general $K_\perp$, thus extending the analysis for electrostatic ($K_\perp \gg 1$) and electromagnetic ($K_\perp \ll 1$) cases. The comparison between my theoretical prediction and experimental results from TCABR\textsuperscript{13,37,38} is also provided presently. Despite the fact that the derivation of the dispersion relation for ZFs and GAMs in the leading order involves only first harmonics, second harmonics of the magnetic potential are important to determine the parallel current density\textsuperscript{30,33} and, consequently, the value of $K_\perp$, which allows to compute the magnetic potential, may be used to guide future experiments and/or to compare with them.

The first prediction of the GAM frequency\textsuperscript{2}, $\omega_{GAM}^2 = \gamma(2 + q^{-2})(T_i + T_e)/m_i R_0^2$, which came from the ideal magnetohydrodynamics (MHD) theory, was in disagreement with the kinetic result\textsuperscript{9,39,40}. For such an agreement within the fluid theory, not only different adiabatic indexes for ions and electrons need to be considered ($\gamma_e \neq \gamma_i = \gamma$), but also the effect of parallel viscosity or, equivalently, pressure anisotropy ($p_\perp \neq p_\parallel$). In Refs.\textsuperscript{24,25}, $\gamma_i = 5/3$, $\gamma_e = 1$ and ion parallel viscosity ($\pi_i$) are considered and, apart from correction of $O(q^{-2})$ and related Landau damping\textsuperscript{9,28,40,41}, the kinetic result was recovered, viz., $\omega_{GAM}^2 = 2(7T_i/4 + T_e)/m_i R_0^2$. Later, drift effects due to density and ion temperature gradi-
ents were included to the dynamics of GAMs in the electrostatic limit \((K_\perp \to \infty)\) and high safety factor approximation \((q \to \infty)\) leading to the following frequencies:

\[
\Omega_{GAM\pm}^2 = \frac{(\Omega_{G0}^2 + \Omega_{se}^2)}{2} \left[ 1 \pm \sqrt{1 + \frac{(4\eta_i - 3)q^2\Omega_{se}^2}{(\Omega_{G0}^2 + \Omega_{se}^2)^2}} \right],
\]

where \(\Omega_{GAM} = qR_0\omega_{GAM}/v_{Ti}, \Omega_{G0}^2 = (7/4 + \tau_e)q^2, \Omega_{se} = -q\rho_i R_0/2rL_N\) is ratio between the drift frequency and the transit frequency \((v_{Ti}/qR_0)\), \(L_N = (\partial \ln n / \partial r)^{-1}\) is the radial density length scale, \(\eta_i = L_{Ti}/L_N\) and \(L_{Ti} = (\partial \ln T_i / \partial r)^{-1}\). In the electrostatic limit the GAMs frequencies are independent of the electron temperature gradient. The electromagnetic GAMs, on the other hand, as shown in this paper, are strongly influenced by the electron temperature gradients but not for the electron parallel velocity. Additional corrections of \(O(q^{-2})\), which are important mainly for the low frequency GAM \((\Omega_{GAM^-})\), and ion Landau damping on GAMs and on the ion sound mode were investigated later (but in the electrostatic limit too) using the gyrokinetic model\(^{42}\).

This paper is organized as follows. In section II we present the two fluid model considering ions in the fluid regime \((\gamma_i = 5/3)\) and electrons in the adiabatic and isotherm regime \((\gamma_e = 1)\). Then, in the same section, the set of two fluid equations is solved to obtain the dispersion relation for GAMs and the parallel current \((\tilde{j}_\parallel)\). The asymptotic analysis of the dispersion relation in the predominantly electrostatic and electromagnetic cases and the comparison between the theoretical prediction of the GAM frequency obtained in this paper and the experimental value observed in TCABR is shown in section III. A summary and discussions follows in the last section IV and, finally, in appendix A, useful relations are provided.

II. MODEL

A. Two fluid equations with parallel viscosity

I begin by considering the Braginskii’s equations\(^{43}\) without taking into account heat flux and dissipative terms due to collisions but, instead, we consider parallel viscosity \((p_\perp \neq p_\parallel)\). Ion heat flux was included in the investigation of equilibrium rotation (poloidal and toroidal) effects on GAMs and ZF and, in the leading order, it has been found that the GAM frequency remains unchanged\(^{44,45}\). In the ZF dynamics, however, heat flux must be included, at least for equilibrium with poloidal rotation and isotherm magnetic surfaces\(^{45}\).
The conservation of mass, momentum and energy laws are then expressed through the following equations:

\[
\frac{d}{dt} n^{(\alpha)} + \nabla \cdot \mathbf{v}^{(\alpha)} = 0, \tag{3}
\]

\[
m_{\alpha} \vec{n}^{(\alpha)} \frac{d}{dt} \vec{v}^{(\alpha)} + \nabla p^{(\alpha)} + \nabla \cdot \pi^{(\alpha)} - e_{\alpha} n^{(\alpha)} (\mathbf{E} + \mathbf{v}^{(\alpha)} \times \mathbf{B}) = 0, \tag{4}
\]

\[
\frac{d}{dt} p^{(\alpha)} + \gamma_{\alpha} p^{(\alpha)} \nabla \cdot \mathbf{v}^{(\alpha)} + (\gamma_{\alpha} - 1) \pi^{(\alpha)} : \nabla \mathbf{v}^{(\alpha)} = 0 \tag{5}
\]

where \(\alpha\) labels for ions (i) and electrons (e), \(n\), \(p\) and \(\mathbf{v}\) stands for density, pressure and velocity, \(d/\partial t = \partial / \partial t + \mathbf{v}^{(\alpha)} \cdot \nabla\) is the convective derivative and the ion and electron adiabatic indexes are \(\gamma_i = 5/3\) and \(\gamma_e = 1\), respectively. The equation describing the evolution of the viscosity tensor \(46,47\), valid for a general curvilinear magnetic field, is

\[
\frac{d}{dt} \pi^{(\alpha)} + \pi^{(\alpha)} \nabla \cdot \mathbf{v}^{(\alpha)} + \left[ \pi^{(\alpha)} \cdot \nabla \mathbf{v}^{(\alpha)} + (\pi^{(\alpha)} \cdot \nabla \mathbf{v}^{(\alpha)})^T - \frac{2}{3} \pi^{(\alpha)} : \nabla \mathbf{v}^{(\alpha)} \mathbf{I} \right] - p^{(\alpha)} \left[ \nabla \mathbf{v}^{(\alpha)} + (\nabla \mathbf{v}^{(\alpha)})^T - \frac{2}{3} \nabla \cdot \mathbf{v}^{(\alpha)} \mathbf{I} \right] + \omega_{\alpha} (\mathbf{b} \times \pi^{(\alpha)} - \pi^{(\alpha)} \times \mathbf{b}) = 0, \tag{6}
\]

where higher momentums of the distribution function were neglected. Although the gyroviscous contribution of the viscosity tensor is essential to account for finite Larmor radius effects (FLR)\(^48\), which must be considered in the analysis of eigenmode structure of GAMs\(^5\), for example, we only include the parallel contribution, \(\pi^{(\alpha)}_{\parallel} = (p_{\parallel} - p_{\perp}) (\mathbf{b} \mathbf{b} - \mathbf{I}/3)\) due to pressure anisotropy of ions\(^24\), leaving the former issue for a future paper.

If one computes the cross product of Eq. (4) with \(\mathbf{B}\), the general expression for the velocity is obtained, i.e.,

\[
\mathbf{v}^{(\alpha)} = \frac{\mathbf{B} \cdot \mathbf{v}^{(\alpha)}}{B^2} \mathbf{B} + \frac{\mathbf{E} \times \mathbf{B}}{B^2} - \frac{\nabla p^{(\alpha)} \times \mathbf{B}}{e_{\alpha} n^{(\alpha)} B^2} - \frac{\mathbf{v}^{(\alpha)} \times \mathbf{B}}{e_{\alpha} n^{(\alpha)} B^2} + \frac{m_{\alpha}}{e_{\alpha} B^2} \mathbf{B} \times \frac{d}{dt} \mathbf{v}^{(\alpha)}, \tag{7}
\]

but, as we consider the dynamics of GAMs, the \(\mathbf{E} \times \mathbf{B}\)-drift flow, as well as the parallel flow, is dominant. The MHD order, \(\mathbf{v}^{(\alpha)} = v_{\parallel}^{(\alpha)} \mathbf{b} + \tilde{\mathbf{v}}_E + \mathcal{O}(\delta v_{T_i})\), is adopted in this paper as it is customary in most studies on the dynamics of GAMs\(^2,24,49\). Here, \(\mathbf{b} = \mathbf{B}/B\), \(\mathbf{v}_E = \mathbf{E} \times \mathbf{B}/B^2 \sim v_{T_i}\), \(\delta = \rho_i/L_{\perp} \ll 1\), \(\rho_i = v_{T_i}/\omega_{ci}\) is the ion Larmor radius, \(\omega_{ci} = eB/m_i\) is the ion cyclotron frequency and \(L_{\perp}\) is the smallest perpendicular length scale of the macroscopic quantities of the plasma.
Note, however, in the analysis of the current density, \( j = e(n^{(i)}v^{(i)} - n^{(e)}v^{(e)}) \), that since the \( E \times B \)-drift flow is the same for ions and electrons, one must take the next order term to compute the perpendicular current, 
\[
  j_\perp = \frac{b \times \nabla p^{(i)}}{B} + \frac{b \times \nabla p^{(e)}}{B} + \frac{b \times \nabla \pi^{(i)}(i)}{B} + e\eta_{ci} \frac{b}{\omega_{ci}} \times \frac{d\mathbf{v}_E}{dt}.
\] (8)

B. Ion dynamics

Using “\( \tilde{\cdot} \)" to represent temporal perturbations, in eqs (3)–(6) we perform the following substitutions:

\[
n^{(i)} = n_0 + \tilde{n}^{(i)}, \quad v^{(i)} = \tilde{v}_E, \quad p^{(i)} = n_0T_i + \tilde{p}^{(i)} \quad \text{and} \quad \pi^{(i)} = \tilde{\pi}^{(i)},
\]
where the perturbed ion parallel velocity, which is responsible for corrections of \( O(c_s/q^2R_0) \) in the GAM frequency, has been neglect based on the fact that in most situations GAM are detected at positions in which \( q \) is high. We do not consider equilibrium rotation for ions either, but, in the next subsection, the existence of an equilibrium electron parallel velocity is assumed. Simultaneous poloidal and toroidal equilibrium rotation effects on ZFs and GAMs have been investigated in the framework of the one fluid MHD theory.44,45.

After performing the linearization procedure, eqs. (3), (5) and (6) becomes

\[
  \frac{\partial \tilde{n}^{(i)}}{\partial t} + \tilde{v}_E \cdot \nabla n_0 + n_0 \nabla \cdot \tilde{v}_E = 0,
\] (9)

\[
  \frac{\partial \tilde{p}^{(i)}}{\partial t} + \tilde{v}_E \cdot \nabla(n_0T_i) + \gamma_i n_0 T_i \nabla \cdot \tilde{v}_E = 0,
\] (10)

\[
  \frac{\partial \tilde{\pi}^{(i)}_\parallel}{\partial t} + n_0 T_i b b : \left[ \nabla \tilde{v}_E + (\nabla \tilde{v}_E)^T - \frac{2}{3}(\nabla \cdot \tilde{v}_E)I \right] = 0,
\] (11)

and the parallel component of Eq. (6) leads to the following equation:

\[
  m_i n_0 \frac{\partial \tilde{u}^{(i)}_\parallel}{\partial t} + \nabla_\parallel \tilde{p}^{(i)} + \tilde{\nabla}_\parallel(n_0 T_i) + b \cdot \nabla \cdot \tilde{\pi}^{(i)}_\parallel - e n_0 \tilde{E}_\parallel = 0,
\] (12)

where \( \nabla_\parallel = b \cdot \nabla, \tilde{\nabla}_\parallel = (\tilde{B}/B) \cdot \nabla, \tilde{B} = \nabla \times (\tilde{A}_\parallel b) \) and \( \tilde{E}_\parallel = -\nabla_\parallel \Phi - \partial \tilde{A}_\parallel/\partial t \).

The perturbed quantities, when expressed in the quasi-toroidal coordinate system characterized by the radial position \( r \), poloidal angle \( \theta \) and toroidal angles \( \phi \), are considered to be of the form: 
\( \tilde{x} = \sum m \tilde{x}_m(r) \exp [i(m \theta - \omega t)] \). Derivatives with respect to the radial position are computed via eikonal approximation for perturbed quantities \( (\partial \tilde{x}/\partial r \rightarrow k_r \tilde{x}, k_r \gg r^{-1}) \) and via density and temperature spatial length scales for equilibrium quantities, viz., 
\( (\partial \ln n_0/\partial r)^{-1} = L_N \) and \( (\partial \ln T_i/e/\partial r)^{-1} = L_{T_{ie}} = L_N/\eta_{ie} \).

By introducing the following perturbed normalized quantities,
\[ \Phi_m = \frac{e\Phi_m}{T_i}, \quad \mathbf{A}_m = \frac{e v T_i A_m}{T_i}, \quad \bar{N}^{(a)}_m = \frac{n^{(a)}_m}{n_0}, \quad \bar{P}^{(a)}_m = \frac{\bar{p}^{(a)}_m}{n_0 T_i}, \quad \bar{V}^{(a)}_m = \frac{\bar{v}^{(a)}_m}{v T_i}, \quad (13) \]

and the normalized frequencies,

\[ \Omega = \frac{q R_0 \omega}{v T_i}, \quad \Omega^{(a)}_{se} = \frac{-q R_0 T_e}{e B_r L_N v T_i}, \quad (14) \]

after the use of relations (A1), (A2) and (A7) in eqs. (9)–(11), it follows that

\[ \bar{N}^{(i)}_{\pm 1} = \pm \left( \frac{i q k_r \rho_i R_0}{\Omega} \phi_0 + \frac{1}{\tau_e} \Omega^{(a)}_{se} \phi_{\pm 1} \right), \quad (15) \]

\[ \bar{P}^{(i)}_{\pm 1} = \pm \left[ \frac{i q k_r \rho_i R_0}{\Omega} \phi_0 + \frac{1}{\tau_e} \Omega^{(a)}_{se} \phi_{\pm 1} \right], \quad \bar{\Pi}^{(i)}_{\pm 1} = \pm \frac{i q k_r \rho_i R_0}{6 \Omega} \phi_0. \quad (16) \]

From the solution of (12),

\[ \bar{V}^{(i)}_{\pm 1} = \pm \frac{\bar{P}^{(i)}_{\pm 1} + \bar{\Pi}^{(i)}_{\pm 1} + \phi_{\pm 1}}{2 \Omega} + \left[ 1 + \frac{1 + \eta_i}{\tau_e} \Omega^{(a)}_{se} \right] \phi_{\pm 1}, \quad (17) \]

we conclude that \( \bar{V}^{(i)}_{\pm 1} \sim \bar{N}^{(i)}_{\pm 1}/\Omega \) and since in most situation \( \Omega_{GAM} \propto q \gg 1 \), the term \( n_0 \nabla \cdot (v^{(i)}_{\parallel} \mathbf{b}) \) can be neglected in a first approximation.

C. Electron dynamics

First we consider the electron dynamics in equilibrium, where the magnetic field and current density for an axisymmetric system is given by

\[ \mathbf{B} = F \nabla \phi + \nabla \phi \times \nabla \Psi, \quad (18) \]

\[ \mathbf{j} = \mu_0^{-1} \nabla \times \mathbf{B} = \mu_0^{-1} (R^2 \Delta^* \Psi \nabla \phi - \nabla \phi \times \nabla F). \quad (19) \]

Here, \( \Psi \) is the magnetic surface, \( F = F(\Psi) \) is a flux function related to the toroidal magnetic field (note that the equality is satisfied in the absence of equilibrium poloidal rotation\(^{[14]}\)) and \( \Delta^* \Psi = \nabla \cdot (\nabla \Psi / R^2) \) is the Shafranov operator. Based on the argument that the electron inertia is much lesser than the ion’s, we assume that the parallel current density is due to the electron motion exclusively, i. e., \( J_\parallel = -e n_0 v_\| e \), where \( v_\| e \) is the electron parallel equilibrium velocity.
If we take the parallel component of (19), for a high aspect ratio tokamaks \((R_0 \gg r)\) with circular magnetic surfaces \((\Psi \approx \Psi(r))\), the following equation is obtained

\[
\frac{1}{R_0} \left( \frac{\partial^2 \Psi}{\partial r^2} - \frac{2}{R_0} \frac{\partial \Psi}{\partial r} \cos \theta \right) = -\mu_0 e n_0 v_{\|e},
\]

(20)

where, the radial derivatives of the magnetic surfaces, in terms of the safety factor, \(q = B \cdot \nabla \phi / B \cdot \nabla \theta\), and the magnetic shear, \(s = (r/q) dq/dr\), can be computed as

\[
\frac{\partial \Psi}{\partial r} \approx \frac{r F}{q R_0}, \quad \frac{\partial^2 \Psi}{\partial r^2} = \frac{(1 - s)}{r} \frac{\partial \Psi}{\partial r}.
\]

(21)

It follows that the electron equilibrium parallel flow can be represented in the leading order by

\[
v_{\|e} = (s - 1) (1 + \tau_e) \frac{\rho_i}{\beta} \frac{v_{Ti}}{q R_0}.
\]

(22)

In contrast to the ion equations, (9)–(12), the perturbed parallel velocity for electrons must be taken into account in the development of the electron equations. In fact, for a correct description of the GAM dynamics, it is reasonable to consider \(|\tilde{v}_{\|e}| \gg |\tilde{v}_E| \gg |\tilde{v}_{\|i}|\). Consequently, in the leading order, the following equations must be solved:

\[
\frac{\partial \tilde{n}^{(e)}}{\partial t} + v_{\|e} b \cdot \nabla \tilde{n}^{(e)} + n_0 \nabla \cdot (\tilde{v}_{\|e}^{(e)} b) = 0,
\]

(23)

\[
\frac{\partial \tilde{p}^{(e)}}{\partial t} + v_{\|e} b \cdot \nabla \tilde{p}^{(e)} + n_0 T_e \nabla \cdot (\tilde{v}_{\|e}^{(e)} b) = 0,
\]

(24)

\[
\nabla_{\|} \tilde{p}^{(e)} + \nabla_{\|} (n_0 T_e) + e n_0 \tilde{E}_{\|} = 0.
\]

(25)

The correspondent solutions are:

\[
\tilde{V}_{\pm 1}^{(e)} = \pm \left( \Omega \mp \frac{v_{\|e}}{v_{Ti}} \right) \tilde{N}_{\pm 1}, \quad \tilde{N}_{\pm 1}^{(e)} = \frac{\tilde{P}_{\pm 1}^{(e)}}{\tau_e},
\]

(26)

\[
\tilde{P}_{\pm 1}^{(e)} = \tilde{\Phi}_{\pm 1} \mp \left[ 1 \mp (1 + \eta_e) \frac{\Omega_{ce}}{\Omega} \right] \Omega \tilde{A}_{\pm 1}.
\]

(27)
D. Couple between ion and electron dynamics

As perturbations of the magnetic field is considered, the electromagnetic potential \( \tilde{A}_\parallel \) can be related to the electrostatic potential \( \tilde{\Phi} \). For that purpose, we consider the parallel component of the Ampère’s law,

\[
b \cdot (\nabla \times \tilde{B}) = \mu_0 \tilde{J}_\parallel,
\]

where \( \tilde{J}_\parallel \approx -eN_0 v_{Ti} (\tilde{V}^{(e)} + v_{\parallel e} \tilde{N}^{(e)}/v_{Te}) \) can be computed from (26)–(27) and, in terms of the magnetic potential, the LHS of (28) is shown in (A20). After some algebraic manipulation the relation between the electrostatic and electromagnetic potentials are provided:

\[
\tilde{\Phi}_{\pm 1} = \pm \left[ 1 - K_\perp^2 \mp (1 + \eta_e) \frac{\Omega_{se}}{\Omega} \right] \Omega \tilde{A}_{\pm 1}, \quad K_\perp^2 = \frac{(1 + \tau_e) \tau_e k_r^2 \rho_i^2}{\beta \Omega^2}
\]

At this point, it should be noted that \( \tilde{J}_\parallel \) is independent of \( v_{\parallel e} \), and the same occurs to the potentials.

Another constraint necessary for further analytical development is the quasi-neutrality condition,

\[
e(N^{(i)}_{\pm 1} - N^{(e)}_{\pm 1}) = 0,
\]

which, when (15), (26), (27) and (29) are invoked, yields

\[
\tilde{A}_{\pm 1} = -i \frac{\tau_e q k_r \rho_i}{2 \mathcal{D}_{\pm}} \tilde{\Phi}_0, \quad \mathcal{D}_{\pm} = K_\perp^2 - (1 + \eta_e) \frac{\Omega_{se}^2}{\Omega^2} \mp (1 - K_\perp^2) \frac{\Omega_{se}^2}{\Omega} \nabla \times \tilde{A}_{\pm 1}.
\]

\[
\tilde{P}^{(i)}_{\pm 1} = \pm \left( \gamma_i - i \frac{\tau_e q k_r \rho_i}{\Omega} \tilde{\Phi}_0 + \frac{(1 + \eta_e) \Omega_{se} \tilde{\Phi}_{\mp 1}}{\Omega} \right) \tilde{P}^{(e)}_{\pm 1} = \mp K_\perp^2 \Omega \tilde{A}_{\pm 1}.
\]

Note that in the electrostatic limit \( (K_\perp \rightarrow \infty) \) eqs. (29) and (32) are confirmed by eqs. (13), (15) and (16) of Ref.\(^{25}\).

For further analysis, it is convenient to use the trigonometric form of the perturbations, which is derived from the relations: \( \tilde{X}_{ms} = -i (\tilde{X}_m - \tilde{X}_{-m}) \) and \( \tilde{X}_{mc} = \tilde{X}_m + \tilde{X}_{-m} \) for \( m = 1, 2, 3, \ldots \). In the next step, the quantity defined as \( \tilde{P}^{(\Sigma)}_m = \tilde{P}^{(i)}_m + \tilde{P}^{(e)}_m + \tilde{\Pi}^{(i)}_m / 4 \) is properly employed to obtain the dispersion relation and to compute the second harmonic contributions from the magnetic potential. Note that

\[
\frac{\tilde{P}^{(\Sigma)}_m}{q k_r \rho_i} = \left[ \frac{\Omega_{se}^2}{\Omega^2} + \frac{(1 + \tau_e + \eta_e)}{\mathcal{D}_+ \mathcal{D}_-} \left( (1 - K_\perp^2)^2 + (1 + \eta_e) K_\perp^2 - (1 + \eta_e) \frac{\Omega_{se}^2}{\Omega^2} \right) \right] \frac{\Omega_{se}^2}{\Omega^2} \tilde{\Phi}_0 / \Omega.
\]
\[
\tilde{P}^{(\Sigma)}_c = -i(1 + \tau_e + \eta_i) \frac{(1 - K^2_\perp) K^2_\perp \Omega e \tilde{\Phi}_0}{\mathcal{D}_+ \mathcal{D}_-} \frac{\Omega}{\Omega}
\] (34)

To derive the dispersion relation we use the quasi-neutrality condition again, but, this time, in the form: \( \nabla \cdot \tilde{j} = 0 \). After integrating this term in the plasma volume and using the Divergence’s theorem, considering, for this computation, \( dS = \hat{e}_r r R_0 (1 + \varepsilon \cos \theta) d\theta d\phi \) as the surface element, we obtain the following relation:

\[
\oint d\theta (1 + 2 \varepsilon \cos \theta) (\tilde{J}^{(i)}_r + \tilde{J}^{(i)}_{pr} + \tilde{J}^{(i)}_{sr} + \tilde{J}^{(e)}_{pr}) = 0,
\] (35)

which, with the substitution of (A12)–(A14) in it, yields

\[
\oint d\theta \left[ \frac{\Omega}{q^2} (q_{k_r \rho_i} \tilde{\Phi}_0) + 2 \left( \frac{\partial \tilde{P}^{(e)}_s}{\partial \theta} + \frac{\partial \tilde{P}^{(e)}_c}{\partial \theta} \right) \cos \theta + \frac{3}{2} \tilde{P}^{(i)} \sin \theta - \frac{\partial \tilde{P}^{(i)}_c}{\partial \theta} \cos \theta \right] = 0. \] (36)

Since \( \varepsilon \ll 1 \) is considered, in the leading order, the dispersion relation takes the form

\[
- \frac{\Omega k_r \rho_i}{q} \tilde{\Phi}_0 + \tilde{P}^{(\Sigma)}_c = 0,
\] (37)

or, equivalently, by recalling eqs. (33) and (37),

\[
\frac{\Omega^2}{\Omega_G^0} = 1 + \frac{(1 + \tau_e + \eta_i) \left[ (1 - K^2_\perp)^2 + (1 + \eta_e)K^2_\perp - (1 + \eta_e)\Omega^2 \Omega^2_G / \Omega^2 \right] \Omega^2_e}{(7/4 + \tau_e) \left[ K^2_\perp - (1 + \eta_e)\Omega^2_e / \Omega^2 \right]^2 - (1 - K^2_\perp)^2 \Omega^2_e / \Omega^2 \Omega^2}. \] (38)

In this section we are concerned only with the analysis of the asymptotic values of the GAM frequency in the electrostatic and electromagnetic limits, viz.,

\[
\Omega^2_{GAM} = \begin{cases} \left( \frac{7}{4} + \tau_e \right) q^2 + \frac{(1 + \tau_e + \eta_i)q^2 \Omega^2_e}{1 - \Omega^2_e / \Omega^2_{GAM} \Omega^2_{GAM}}, & K_\perp \to \infty \\ \left( \frac{3}{4} - \eta_i \right) q^2, & K_\perp \to 0 \end{cases}
\] (39)

leaving other cases to be studied in the next section.

The second harmonic contribution is obtained from the equations

\[
\oint d\theta \sin(2\theta) \nabla \cdot \tilde{j} = 0, \quad \oint d\theta \cos(2\theta) \nabla \cdot \tilde{j} = 0,
\] (40)

which can be computed using relations (A15), (A16) and (A20) and yield

\[
\tilde{A}_{2s} = -i \frac{\tau_e q k_r \rho_i}{4 K^2_\perp \Omega^2} \tilde{P}^{(i)}_s, \quad \tilde{A}_{2c} = -i \frac{\tau_e q k_r \rho_i}{4 K^2_\perp \Omega^2} \tilde{P}^{(i)}_c.
\] (41)

Since \( \tilde{A}_{2s} \propto \tilde{P}^{(\Sigma)}_s \) and \( \tilde{P}^{(\Sigma)}_s \propto \Omega^2_{GAM} \), according to (37), it can be noted that the electromagnetic contribution from the vector potential \( \tilde{A}_\parallel \) causes a modification in the parallel current, which, in turn, exerts influence on the dynamics of the GAM’s mechanism and, hence, a modification in the value of the GAM frequency is caused.
III. ANALYSIS OF RESULTS FROM TCABR AND DERIVATION OF THE ANALYTICAL EXPRESSION FOR THE GAM FREQUENCY

In a recent experiment executed in TCABR by means of multi-pin Langmuir probes an oscillation with frequency \( f_{\text{exp}} \sim 40 \) kHz matching GAMs features was observed\(^{13}\). This value, however, is about 20% higher than the theoretical prediction for the electrostatic GAM frequency at the radial position in which \( T_e \sim 30 \) eV: \( f_{\text{GAM}}^{\text{teo}} \sim 34 \) kHz (considering ion temperature in the computation). Taking into account electromagnetic corrections, the analysis proposed in this paper may reconcile this discrepancy. According to previous experiments performed in TCABR under similar conditions\(^{13,37,38}\), for the present analysis, the following density and temperatures radial profiles are considered:

\[
n_0 = N_0 (1 - r^2/a^2)^{0.6},
\]

\[
T_e = T_{e0} (1 - r^2/a^2)^{1.5} + T_{ea} \quad \text{and} \quad T_i \approx T_{i0} (1 - r^2/a^2) + T_{ia},
\]

where \( T_{ea} \sim T_{ia} \sim 15 \) eV is the electron/ion temperature at \( r = a = 18 \) cm, \( T_{e0} = 400 - 600 \) eV and \( T_{i0} = 150 - 200 \) eV are the temperatures at the center (\( r = 0 \)) and \( N_0 = 1 - 3 \cdot 10^{19} \text{m}^{-3} \). These radial profiles are not exact but can provide an estimative for the radial localization of the GAM in TCABR: \( r/a \sim 0.94 \). An indication that the high frequency GAM is localized close to the last magnetic surface (\( \Psi_{95} \)), as in T-10 tokamak\(^{19}\), is observed in TCABR too.

To compare analytical and experimental predictions of the GAM frequency in Fig. 1 \( \tilde{P}^{(\Sigma)}_\delta / \tilde{P}^{(\Sigma)}_{\text{vec}} \) is plotted as a function of \( K_\perp \), where \( \tilde{P}^{(\Sigma)}_{\text{vec}} = \lim_{K_\perp \to \infty} \tilde{P}^{(\Sigma)}_\delta \) is a reference term proportional to the diamagnetic contribution of the current density in the electrostatic limit when drift effects are not considered. According to (33) and (37), \( \tilde{P}^{(\Sigma)}_\delta / \tilde{P}^{(\Sigma)}_{\text{vec}} \) represents the GAM frequency normalized by its reference value, \( (7/4 + \tau_e)^{1/2} v_T / R_0 \). In Fig. 1, the upper and lower dashed curves stand for the experimental and theoretical (previously obtained) values of the GAM frequency normalized by the reference value mentioned before and the solid (doted) curve represents the normalized GAM frequency computed from Eq. (33) for \( \Omega_{se}/\Omega_{GAM} = 0.03 \) (\( \Omega_{se}/\Omega_{GAM} = 0.35 \)). With respect to temperature gradients, in Fig. 1, two scenarios are considered: \( \eta_i = \eta_e = 1 \) (left) and \( \eta_i = \eta_e = 2 \) (right).

From the analysis of Fig. 1 it is possible to note that for small gradients (probably during the L mode), \( \eta_i = \eta_e = 1 \) and \( \Omega_{se}/\Omega \sim 0.03 \), a crude estimative provides \( K_\perp \sim 0.3 \) for the high frequency GAM generated in TCABR, indicating that it has an electromagnetic character. The correspondent radial wave length, estimated from Eq. (1) under the experimental conditions described above, is \( \lambda_r \sim 25 \) cm, i.e., an order of magnitude higher.
FIG. 1. $\tilde{P}_s^{(\Sigma)}/\tilde{P}_{s_{\text{ref}}}^{(\Sigma)}$ vs $K_\perp$ for $\Omega_{*e}/\Omega = 0.03$ (solid curve) and $\Omega_{*e}/\Omega = 0.35$ (doted curve) and for $\eta_i = \eta_e = 1$ (left) and $\eta_i = \eta_e = 2$ (right). The upper dashed line is the experimental value of the GAM frequency normalized by the reference value, $(7/4 + \tau_e)q$.

than the usual values for ZFs and GAMs\textsuperscript{20}. For large density gradients ($\Omega_{*e}/\Omega \sim 0.35$), possibly close to the transport barriers location, electrostatic and electromagnetic GAM can be excited, depending on the temperature gradients.

A simple expression for the GAM frequency consistent with the experimental result from TCABR can be derived for the following specifics cases: $K_\perp \sim 0.3$ and $\Omega_{*e}/\Omega \sim 0.03$ (electromagnetic GAM) and $K_\perp \sim 3$ and $\Omega_{*e}/\Omega = 0.35$ (electrostatic GAM). For this derivation, it is convenient to define the parameter $\Delta = \Omega_{*e}/K_\perp \Omega \sim 0.1$, which can be used to obtain a simpler expression for the dispersion relation in comparison with Eq. (38), viz.,

$$\frac{\Omega^2}{\Omega_{G0}^2} = 1 + \frac{\Omega_{*e}^2}{\Omega_{G0}^2} \left[ \frac{(1 - K_\perp^2)\Delta^2 + (1 + \eta_e)K_\perp^2 - (1 + \eta_e)^2 \Omega_{*e}^2/\Omega^2}{K_\perp^2 - (1 + \eta_e)\Omega_{*e}^2/\Omega^2} \right] \approx$$

$$\begin{cases}
\frac{\Delta^2/K_\perp^2}{1 - \Delta^2/K_\perp^2} \left( 1 + (\eta_e - 1)K_\perp^2 - (1 + \eta_e)^2 K_\perp^2 \Delta^2 \right) \frac{\Omega_{*e}^2}{\Omega_{G0}^2}, & K_\perp \ll 1 \\
1 + \frac{(1 + \eta_e)K_\perp^2 \Delta^2}{1 - (1 + \eta_e)K_\perp^2 \Delta^2} \frac{\Omega_{*e}^2}{\Omega_{G0}^2}, & K_\perp \approx 1, \quad (42) \\
\frac{K_\perp^2 \Delta^2}{1 - K_\perp^2 \Delta^2} \left( 1 + \frac{\eta_e - 1}{K_\perp^2} - (1 + \eta_e)^2 \frac{\Delta^2}{K_\perp^2} \right) \frac{\Omega_{*e}^2}{\Omega_{G0}^2}, & K_\perp \gg 1
\end{cases}$$

where $\Omega_{*e}^2 = (1 + \tau_e + \eta_e)q^2$. 


The simplest case to analyse is for $K_\perp \approx 1$ yielding two solutions,

$$
\Omega^2_{GAM+} = \Omega^2_{G0} + (1 + \eta_e)(1 + \tau_e + \eta_i)q^2 \frac{\Omega^2_{se}}{\Omega^2_{G0}}, \quad \Omega^2_{G0} = \left( \frac{7}{4} + \tau_e \right) q^2, \quad (43)
$$

$$
\Omega^2_{GAM-} = (1 + \eta_e)q^2 \left( \frac{3}{4} - \eta_i \right) \frac{\Omega^2_{se}}{\Omega^2_{G0}}, \quad (44)
$$

which agree with the result obtained for electrostatic GAMs in the limit $q \to \infty$ and $\eta_e = 0^{9,25,50}$. Note that when magnetic perturbations are considered in the dynamics of GAMs the effect of electron temperature gradient is enhanced. This occurs because the electron motion produces magnetic perturbations that modify the parallel current and, consequently, the diamagnetic current, which is proportional to the GAM frequency.

In the electrostatic limit ($K_\perp \gg 1$) the solutions are

$$
\Omega^2_{GAM+} = \Omega^2_{G0} + (1 + \tau_e + \eta_i)q^2 \left[ 1 + \frac{2\beta(\eta_e - 1)\Omega^2_{se}}{\tau_e(\tau_e + 1)k^2\rho_i^2} \right] \frac{\Omega^2_{se}}{\Omega^2_{G0}}, \quad (45)
$$

$$
\Omega^2_{GAM-} = q^2 \left( \frac{3}{4} - \eta_i \right) \frac{\Omega^2_{se}}{\Omega^2_{G0}}. \quad (46)
$$

The last and more important analysis is for the electromagnetic GAM ($K_\perp \ll 1$), which yields

$$
\Omega^2_{GAM+} = \Omega^2_{G0} + (1 + \tau_e + \eta_i)q^2 \left[ 1 + \frac{(\eta_e - 1)(\tau_e + 1)\tau_e k^2\rho_i^2}{7/2 + 2\tau_e} \right] \frac{\Omega^2_{se}}{\Omega^2_{G0}}, \quad (47)
$$

$$
\Omega^2_{GAM-} \propto \frac{1}{4} \frac{(\tau_e + 1)^2 \tau_e k^4\rho_i^4}{\Omega^2_{se} \beta^2}. \quad (48)
$$

Note from Eqs.\((43), (45)\) and \((47)\) that in all cases the GAM frequency is increases with $\eta_e$.

IV. SUMMARY AND DISCUSSION

In this paper, asymptotic analytical expressions for the frequency of GAMs are derived from a two fluid model that considers parallel viscosity due to pressure anisotropy ($p_\perp \neq p_\parallel$). Consequently, ions (electrons) are assumed to be in the fluid (adiabatic and isotherm) regime(s), i.e., $\gamma_i = 5/3$ and $\gamma_e = 1$ are considered. The influence of the electron dynamics on these modes are explored in two ways. First, due to their small mass, in equilibrium, the
electrons are assumed to have parallel velocity (with respect to the equilibrium magnetic field) and, thus, an equilibrium parallel, or anti-parallel, current, depending on the value of the magnetic shear \( s = r \partial \ln q / \partial r \), according with Eq. (22), is produced. Second, since a magnetic perturbation (mainly in the perpendicular direction) is considered, the coupling of the perturbed vector potential \( \tilde{A}_\parallel \) with the electron density and temperature gradients are taken into account in Eq. (25). For \( q \gg 1 \), as considered presently, \(|\tilde{v}_\parallel^{(e)}| \ll |\tilde{v}_E| \ll |\tilde{v}_\parallel^{(i)}|\), and, although \( \tilde{v}_\parallel^{(e)} \) depends on the equilibrium parallel velocity (Doppler effect) as shown in Eq. (26), the electron pressure, which is used to compute the frequency of GAMs, does not. Consequently, the GAM frequency is not modified by the electron parallel velocity. The magnitude of the electron temperature gradient, on the other hand, can modify significantly the value of the GAM frequency as suggested by Eq. (47), for example, in low beta plasmas or for electromagnetic perturbations with large radial wave lengths.

The electromagnetic character of GAMs can be measured by the radial mode width parameter\(^{32}\), \( K_\perp = k_r \lambda_{De} c / q R_0 \omega \sim k_r \rho_i / q \sqrt{\beta} \), which is dependent on several equilibrium quantities \( (T_i, T_e, n_0, q) \) and on only one perturbed parameter: the radial wave length \( (\lambda_r) \). Since the equilibrium quantities can be determined by plasmas diagnostics in general, measurements of ZFs and GAMs frequencies in tokamaks and stellarators may be useful to reveal informations concerning the perturbed radial electric field and, consequently, the mechanism of interaction between drift wave turbulence and zonal flows can better understood. When \( K_\perp \rightarrow \infty \) the GAMs may be said to be purely electrostatic and its frequency\(^{25}\) \( \omega_{GAM}^{E} \) is independent of \( \eta_e \) but dependents on \( \eta_i \) and on the electron drift frequency, \( \omega_{se} = -T_e / e B r L_N \). In the opposite limit, \( K_\perp \rightarrow 0 \), or purely electromagnetic GAMs, the GAM frequency, \( \omega_{GAM}^{EM} = (3/4 - \eta_i)^{1/2} v_{Ti} / R_0 \), can be considerably smaller and, apparently, unstable if \( \eta_i > 3/4 \). However, for the analysis of stability of the low frequency GAMs, it is necessary to take into account the ion parallel motion dynamics on the investigation of this modes. This issue is left for a future paper. In both limits described above the frequency of the GAMs is provided by Eq. (39). For \( K_\perp \sim 0.3, K_\perp \sim 1 \) and \( K_\perp \sim 3 \), Eqs. (43)–(48) shows approximate expressions for the GAMs frequencies. Accordingly to Eq. (47), it can be noted that electromagnetic GAMs are eigenmodes candidates and, hence, the possibility to use them in diagnostic applications\(^{12}\) (GAM spectroscopy) to determine the ion temperature radial profile may be explored.

The highest frequency oscillation with GAMs features observed in TCABR by long dis-
tance correlation analysis in biasing experiments\textsuperscript{13} was found to be about 20\% higher than the previous theoretical kinetic prediction for the GAM frequency\textsuperscript{39}. This paper proposes a model that predicts GAM expressions that are in agreement with the TCABR result for certain values of $K_\perp$, $K_\perp \sim 0.3$ and $K_\perp \sim 3$. In a scenario of small density and temperature gradients ($\Omega_{e\ast}/\Omega_{G0} \sim 0.03$, $\eta_i \sim \eta_e \sim 1$) it is expected that the $f \sim 40$ kHz oscillation observed in TCABR is a high frequency electromagnetic GAM with large radial wave length, $\lambda_r \sim 25cm$. The physics of the H mode and the experimental values of the equilibrium quantities at the transport barrier location may add new information to the present model, which needs to be improved in future works to account more accurately for the experimental reality of tokamaks.
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Appendix A: Useful relations

The expressions for the $\vec{E} \times \vec{B}$ flow in a plasma and its divergence (derived from basic vector relations) are generically given by

$$\vec{v}_E = \frac{\vec{b} \times \nabla \Phi}{B}, \quad \vec{b} = \frac{\vec{B}}{B},$$

(A1)

$$\nabla \cdot \vec{v}_E = -2\vec{v}_E \cdot \nabla \ln B.$$

(A2)

For a high aspect ratio tokamak ($\varepsilon = r/R_0 \ll 1$) with circular magnetic surfaces, the magnetic field can be approximated by $B \approx B_0(1 - \varepsilon \cos \theta)$ and, consequently, it follows that

$$\nabla \ln B = -\frac{\cos \theta \hat{e}_r + \sin \theta \hat{e}_\theta}{R_0}, \quad \vec{b} \cdot \nabla \ln B = \nabla_{\parallel} \ln B = \frac{\varepsilon}{R_0} \sin \theta.$$  

(A3)

Therefore, considering (A3), the perturbed contribution of the $\vec{E} \times \vec{B}$ flow is

$$\tilde{\vec{v}}_E = \frac{v_T_i}{2} \left(-\frac{\rho_i}{r} \frac{\partial \tilde{\Phi}}{\partial \theta} \hat{e}_r + i k_r \rho_i \tilde{\Phi} \hat{e}_\theta \right).$$

(A4)
and, if \( k_r \gg r^{-1} \) and \( k_r \rho_i \ll 1 \), its divergency can be approximated to

\[
\nabla \cdot \tilde{v}_E \approx -\frac{i v_{T_i}}{R_0} \tilde{\Phi}_0 k_r \rho_i \sin \theta \tag{A5}
\]

With respect to the parallel velocity, \( v_\parallel = \mathbf{v} \cdot \mathbf{B} / B \), it follows that

\[
\nabla \cdot (v_\parallel \mathbf{b}) = \nabla_\parallel v_\parallel - v_\parallel \nabla_\parallel \ln B \approx \frac{1}{q R_0} \frac{\partial v_\parallel}{\partial \theta} \tag{A6}
\]

and, since \( \mathbf{v} \approx \mathbf{v}_E + v_\parallel \mathbf{b} \) in the MHD order (|\( \tilde{v}_E | \sim v_{T_i} \)),

\[
\mathbf{b} \nabla \mathbf{v} = \mathbf{b} : (\nabla \mathbf{v})^T = -\mathbf{v}_E \cdot \nabla \ln B + \nabla_\parallel v_\parallel. \tag{A7}
\]

The parallel viscosity tensor can be expressed as \(^{51}\)

\[
\pi_\parallel = \frac{3}{2} \tilde{\pi}_\parallel \left( \mathbf{b} \mathbf{b} - \frac{1}{3} \mathbf{I} \right), \quad \tilde{\pi}_\parallel = \frac{2}{3} (p_\parallel - p_\perp), \tag{A8}
\]

and, consequently, by considering the approximations mentioned above, it follows that

\[
b \times \nabla \cdot \pi_\parallel = \frac{3}{2} \tilde{\pi}_\parallel \mathbf{b} \times \mathbf{b} \cdot \nabla \mathbf{b} - \frac{1}{2} \mathbf{b} \times \nabla \pi_\parallel, \tag{A9}
\]

\[
b \cdot \nabla \cdot \pi_\parallel = \nabla_\parallel \pi_\parallel + \frac{3}{2} \tilde{\pi}_\parallel \nabla_\parallel \ln B. \tag{A10}
\]

From the components of the velocities obtained from the momentum equation, see eqs. (4) and (7), the respective contributions of the current density (\( j_\alpha = e_\alpha n_\alpha \mathbf{v}_\alpha \)) can be computed from the following expressions:

\[
j_p = \frac{\mathbf{b} \times \nabla p}{B}, \quad j_\pi = \frac{\mathbf{b} \times \nabla \cdot \pi_\parallel}{B}, \quad j_I = \frac{m n}{B} \mathbf{b} \times \frac{d \mathbf{v}_E}{dt} \tag{A11}
\]

where the perturbed contributions can be approximated to

\[
\tilde{j}_p^{(\alpha)} = \frac{e n_0 v_{T_i}}{2} \left( -\frac{\rho_i}{r} \frac{\partial \tilde{P}^{(\alpha)}}{\partial \theta} \mathbf{e}_r + i k_r \rho_i \tilde{P}^{(\alpha)} \mathbf{e}_\theta \right), \quad \tilde{P}^{(\alpha)} = \frac{\tilde{p}^{(\alpha)}}{n_0 T_i} \tag{A12}
\]

\[
\tilde{j}_\pi^{(i)} = \frac{e n_0 v_{T_i}}{4} \left[ \rho_i \left( -\frac{3}{R_0} \tilde{\Pi}^{(i)} \sin \theta + \frac{1}{r} \frac{\partial \tilde{\Pi}^{(i)}}{\partial \theta} \right) \mathbf{e}_r - i k_r \rho_i \tilde{\Pi}^{(i)} \mathbf{e}_\theta \right], \quad \tilde{\Pi}^{(i)} = \frac{\tilde{\pi}^{(i)}}{n_0 T_i} \tag{A13}
\]

\[
\tilde{j}_I^{(i)} = \frac{e n_0 v_{T_i}}{2} \frac{\rho_i}{R_0} \frac{\Omega}{q} k_r \rho_i \tilde{\Phi}_0 \mathbf{e}_r, \quad \tilde{\Phi}_0 = \frac{e \tilde{\Phi}_0}{T_i}. \tag{A14}
\]

The divergence of these quantities can be computed from vector relations and similarly to (A2) and (A5) yields the following results:

\[
\nabla \cdot \tilde{j}_p^{(\alpha)} \approx -2 \tilde{j}_p^{(\alpha)} \cdot \nabla \ln B \approx -\frac{e n_0 v_{T_i}}{R_0} \left( \frac{\rho_i}{r} \frac{\partial \tilde{P}^{(\alpha)}}{\partial \theta} \cos \theta + i k_r \rho_i \frac{\partial \tilde{P}^{(\alpha)}}{\partial \theta} \sin \theta \right) \tag{A15}
\]
\[ \nabla \cdot \tilde{j}_\pi^{(i)} = \tilde{j}_\pi^{(i)} \cdot \nabla \ln B \approx \frac{e_n v_{Te}}{4R_0} \left[ \frac{\rho_i}{r} \frac{\partial \tilde{\Pi}^{(i)}}{\partial \theta} \cos \theta + i k_r \rho_i \tilde{\Pi}^{(i)} \sin \theta \right], \quad (A16) \]

\[ \nabla \cdot \tilde{j}_I^{(i)} = \tilde{j}_I^{(i)} \cdot \nabla \ln (n/B^2) = \frac{m n}{B^2} \frac{\partial}{\partial t} \nabla \cdot \tilde{\Phi} \approx -\frac{e_n v_{Te}}{2R_0} \left( i k_r \rho_i - \frac{\rho_i}{L_N} \right) \frac{\Omega}{q} k_r \rho_i \tilde{\Phi}_0. \quad (A17) \]

When the perturbed magnetic field (mainly in the perpendicular direction) is considered, in terms of the parallel vector potential \( \tilde{A}_\parallel \), the following approximation can be used:

\[ \tilde{B} = \nabla \times (\tilde{A}_\parallel) = -b \times \nabla \tilde{\Phi} + \tilde{A}_\parallel(\nabla \times b) \approx \frac{1}{r} \frac{\partial \tilde{A}_\parallel}{\partial \theta} \hat{e}_r - i k_r \tilde{A}_\parallel \hat{e}_\theta \quad (A18) \]

where

\[ \nabla \times b = \frac{\mu_0 \tilde{j}}{B} + b \times \nabla \ln B \sim \frac{\partial \tilde{A}_\parallel}{\partial \theta} \to i k_r \tilde{A}_\parallel. \quad (A19) \]

Note that, although \( k_r \gg r^{-1} \) is considered, we need to keep the radial component of \( \tilde{B} \) in (A18) to account for the coupling with equilibrium quantities (density and pressure).

In view of eq. (A18), the parallel current density can be computed as follows:

\[ \tilde{j}_\parallel = \frac{b \cdot (\nabla \times \tilde{B})}{\mu_0} = \frac{1}{\mu_0 r} \left[ \frac{\partial (r \tilde{B}_\theta)}{\partial r} - \frac{\partial \tilde{B}_r}{\partial \theta} \right] \approx \frac{k_r^2}{\mu_0} \tilde{A}_\parallel \quad (A20) \]

and, similar to eq. (A6), the correspondent divergence can be approximated to

\[ \nabla \cdot (\tilde{j}_\parallel b) = \frac{k_r^2 \rho_i}{\mu_0 q R_0} \frac{\partial \tilde{A}_\parallel}{\partial \theta} = \frac{e_n v_{Te}}{R_0} \frac{K^2 \Omega^2}{q \tau_e} \frac{\partial \tilde{A}}{\partial \theta}, \quad \tilde{A} = \frac{e v_{Ti} \tilde{A}_\parallel}{T_i}. \quad (A21) \]
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