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Metallic nanogranular films display a complex dynamical response to a constant bias, showing up as atypical resistive switching mechanism which could be used to create electrical components for neuromorphic applications. To model such a phenomenon we use a multiscale approach blending together an ab initio treatment of the electric current at the nanoscale, a molecular dynamical approach dictating structural rearrangements, and a finite-element solution of the heat equation for heat propagation in the sample. We also consider structural changes due to electromigration which are modelled on the basis of experimental observations on similar systems. Within such an approach, we manage to describe some distinctive features of the resistive switching occurring in nanogranular film and provide a physical interpretation at the microscopic level.

I. INTRODUCTION

The capability of engineering systems down to the atomic level reached in the last decades has open the door to the possibility of an unprecedented tailoring of material properties. Newly synthesized nanostructured materials can in fact also present features bearing the potential of unforeseen technological applications. This is the case, for instance, of cluster-assembled gold thin films, which present a rich dynamical non-Ohmic response to an external bias that could be exploited, it has been suggested [1,2], in the fabrication of unconventional computing hardware components. Even under a constant bias, the electrical resistance of such systems can suddenly change over macroscopic scales giving rise to what is usually called resistive switching events. The microscopic mechanisms behind them are still far from being identified and fully characterized. Partially, this is due to a lack of specialized theoretical tools that allow to carry out a quantitative analysis of the phenomenon. In two previous works, the first steps towards the definition of such tools have been moved [3,4], and a further one is presented here.

More specifically, we propose to model the electrical response of such systems with a multiscale approach. At the macroscopic scale a set of classical equations, Fourier heat equation and Kirchhoff’s circuit laws coupled via Joule heating, are numerically solved on a uniform grid; they allow to estimate the film electrical resistance and temperature. At the microscopic scale, molecular dynamics simulations and an ab initio tool previously developed [5] are used to estimate the value of electrical conductivity that enters into the classical equations. This allows us to treat such a quantity in its general form as a temperature-dependent tensor field, reflecting the anisotropic and non-homogeneous nature of the sample at small scales. In fact, we shall argue that for such systems electrical conductivity sensibly depends on the current as well and propose a model based on observations of electromigration effects in gold nanowires.

In Section II we will present our theoretical device in detail; after discussing some motivations, we shall introduce the macroscopic equations that dictate the evolution of the observables of interest; then we will discuss how theory and experiments can help us in estimating the highly nontrivial values that a temperature- and current-dependent inhomogeneous electrical conductivity can assume in those systems. In Section III we will present the results of a simulation of the entire procedure. Specific features of the experiments will emerge from the few ingredients of the model, allowing us to suggest an explanation about their microscopic nature. Conclusions and outlook will be presented at the end.

II. MULTISCALE MODELING

A. Experiments and modeling, an overview

Purely metallic clusters of a few nanometers of diameter can be produced in gas phase and gently deposited on a substrate to form, layer after layer, a “nanogranular film” (or ng-film), i.e. a large (∼mm×mm), uniform agglomerate of clusters that retain their individuality to a high degree. By growing a ng-film between two electrodes, one can probe its response to an external electrical bias [6]. Besides the usual insulating/metal transition occurring around the percolation threshold (a few nanometers), gold ng-films have been reported to present a complex non-Ohmic response even when the film has grown far from that threshold (tens of nanometers). In the simplest situation of a constant bias, the response of the film is highly dynamical. More specifically [1,2], upon application of a sufficiently high bias, the resistance of a ng-film, which starts with a low, constant value, suddenly increases to a much higher value (two orders of magnitude); after this initial phase, called of “sample activation”, resistive switching events show up, appearing
in the form of sudden “jumps” of the sample resistance; while jumps occur over macroscopic scales (seconds), the jump itself is characterized by a much shorter time scale (fraction of second); they can occur in either directions: to higher as well as to lower values; recurrent resistance values can be observed over long observational periods; the higher the voltage of the external bias the more frequent the jumps are; sample activation is permanent: after the bias is switched off, an activated sample will show right away resistive switching events the next time a bias is switched on.

What causes such a form of resistive switching is far from clear. Different mechanisms at different scales may occur; at the atomic scale, local charging/discharging phenomena may happen; at the cluster scale, the structure of single clusters may vary (defect migration, local melting or crystallization,...); at a larger scale, the configuration of groups of clusters may change over time (coalescence, aggregation, sliding, densification...). A cyclic mechanism of electric current bridges forming/breaking at the cluster interfaces has been suggested but not yet supported with sufficient experimental evidence or a convincing quantitative theoretical analysis.

From the theoretical side, indeed, the phenomenon poses some challenges, specifically for its dynamical character. In a static situation, the resistance of a ng-film can be estimated using a variety of approaches. If the ng-film is simply regarded as a thin film, one can use Matthiessen’s rule and conceptualize its resistivity as that of bulk Au plus the sum of different contributions; for most of them (grain boundaries, surface effects,...) there are well-developed models are routinely used for polyers crystalline thin films, while some other (interstitial voids, random grain orientation,...) may require an ad hoc treatment. Regarded as a granular system, the static resistance of ng-films can be estimated adapting analytical and numerical tools from percolation theory, or, for regimes far from the percolation threshold, those developed for ordered grain arrays based on Green’s function formalism, which well capture inter-grain quantum effects. If regarded as an inhomogeneous medium, its resistance can be estimated using effective medium approximations (effective medium approximations) which can also accurately describe quantum effects. In Ref. we presented a procedure based on an atomistic modeling of the film via molecular dynamics and a characterization of the electric transport via ab initio techniques which, although computationally expensive, provided us with a flexible tool to estimate the resistance of ng-films.

Although all of the mentioned approaches can, in principle, be made time-dependent, not all of them are flexible enough be model any possible microscopic mechanism. Consider, for instance, the approach we presented in Ref. To model the film in a dynamical situation we used a time-dependent effective medium approximation with which we were able to prove that local resistance changes can lead to global ones if they are triggered by the temperature; as the sample heats up due to Joule effect, resistive switching events at the sample scale appear in correspondence of some sort of phase transition, during which certain local structural arrangements become more likely then others. The model, however, relies on certain assumptions that prevent us to study other possible situations of interest. For instance, the underlying assumption of homogeneity of charge and heat diffusion prevents us to explore what happens if the current tends to circulate only on a few preferred percolation paths. Or, the independence of local resistance variations that are randomly decided prevents us to model the complex interplay between current and temperature at the cluster scale required by the above mentioned cyclic mechanism put forth in Ref.

In the present work we introduce a new approach designed to overcome these limitations. Using molecular dynamics simulations to model ng-films freed us from the constrains of dealing with clusters as fundamental brick of the modeling. Our system was indeed not just a network of pristine clusters, but a rich structure of randomly oriented grains, amorphous interfaces, interstitial voids, etc. This is a natural framework for describing local melting, crystallization and all sort of unbiased structural changes can arise at the cluster scale. However, molecular dynamics modeling comes with its own limits and one cannot directly introduce an electric current and see its effects on the atomic structure, simply for the lack of electrons in those simulations. Even bypassing the current and simply looking at its effects on an atomic structure due to Joule heating is a procedure that presents its conceptual difficulties: for structures such where charge transport is often in its ballistic regime, it might be hard to establish which atoms are heated up by Joule effect (cf Ref. and references therein); and even if the Joule heat was appropriately distributed, its propagation through neighboring atoms, in great part due to electronic degree of freedom, would not be correctly captured by molecular dynamics simulations, in which electrons are not included. A more sensible way to deal with Joule heating in atomistic simulations is to couple them to a resolution of an appropriate heat diffusion model. And this is the strategy we present here.

B. The non-homogeneous, anisotropic thermistor problem

When a bias is applied to a ng-film, such system can respond in a non-linear way. This is probably the result of structural changes happening at the cluster level and triggered by local variations of temperature and current. Key observables are therefore the temperature and vector current field, $T(\mathbf{r}, t)$ and $\mathbf{I}(\mathbf{r}, t)$, respectively. At a macroscopic level they can be described via what is sometimes called “the thermistor problem”, namely Kirchhoff’s circuit law and the Fourier heat equation with Joule heating as source term, complemented by
appropriate initial and boundary conditions. In a nonhomogeneous, anisotropic situation these equations can be written as

\[
\frac{\partial T}{\partial t} = \nabla \cdot \left( \kappa \nabla T \right) + \vec{I} \cdot \sigma \cdot \vec{I},
\]

(1)

\[
\nabla \cdot \vec{I} = 0
\]

(2)

where \( \rho \) is the mass density, \( c \) the specific heat capacity, \( \kappa \) the thermal conductivity, \( \sigma \) the electrical conductivity, and the notation \( \vec{v} \cdot M \cdot \vec{w} \) is used as a shorthand for \( \sum_{a,b} v_a M_{ab} w_b \). The source term in Eqn. (1) is obtained combining \( \vec{I} \cdot \vec{E} \) and \( \vec{I} = \sigma \cdot \vec{E} \), \( \vec{E} \) being the electric field. Just like its homogeneous, isotropic counterpart, Eqn. (1), which determines \( T(r, t) \), requires an initial value and some boundary condition, which can be Dirichelet, Neumann, or a mixture of the two; on the other hand, Eqn. (2), which determines \( \vec{I}(r, t) \), only requires the boundary conditions that are dictated by the request that the electric potential has the bias difference at the electrodes. Details on the numerical resolution of such a set of equations is provided in the Appendix.

The complex microscopic structure of a ng-film enters, therefore, via the quantities, \( \rho, c, \kappa \), and \( \sigma \). By approaching the numerical resolution of the equation with a finite element method, we discretize the space and partition it into a mesh. Those observables are therefore directly related to the mass, heat capacity, thermal and electrical conductance of each mesh cell. To simplify the problem, we consider a mesh large enough for \( \rho \) to be constant (i.e. space and time independent). The existence of such a scale is justified by the fact that during the experiments no appreciable changes to the topology of ng-film samples has been reported: even though, when a bias is applied, connections between clusters may form or deteriorate, the density of clusters inside the film seems to remain constant. Similarly, we also consider constant the specific heat capacity, which is primarily connected to the cell mass and not to the arrangement of clusters inside a cell. What can sensibly depend on the cluster arrangement inside a cell are the cell electrical and thermal conductance. For cells containing a small number of clusters (say, a few units), it is reasonable to expect that even a single junction, that for some reason breaks, can lead to a sizeable change of electrical/thermal conductance in that direction. We therefore consider \( \sigma = \sigma(r, t) \) and \( \kappa = \kappa(r, t) \). As we are dealing with a purely metallic system, the thermal conductance of a cell can be estimated from the electrical conductance using the Wiedemann-Franz law, therefore we consider

\[
\sigma = \frac{L T \kappa}{\rho c},
\]

(3)

\( T \) being the temperature field and \( L \) Lorenz number.

It follows that the key quantity, connecting the macroscopic level of the model to the lower one, is the electrical conductivity \( \sigma(r, t) \). Such an observable indeed encodes whatever changes happens at a “microscopic” scale, which in this context means “at the scale of a single cell”. Contrary to other common multiscale approaches, we do not opt to calculate such an information at each timestep of the resolution of the macroscopic equation (1), but rather use theoretical tools and available experiments to build, once for all, a map that connects \( \sigma \) with \( T \) and \( \vec{I} \) and use that in the resolution of the closed set of equations (1), (2), (3).

C. Temperature-induced conductivity variations

As we go from the macroscopic level of the model to the microscopic one, we consider the cell resistance, \( R \), from which \( \sigma(r, t) \) is readily obtained.\(^2\) For the equations characterizing the macroscopic level to make sense, each cell must includes (at least) a few gold clusters. This means that, in estimating the cell resistance, we can neglect the contribution of phonons, quantum tunneling, etc. and focus only on structural changes at the atomic level which, as argued in Ref. [3] and [5] are the main responsible for large resistance variations. As explained in Ref. [5] in doing this the only relevant quantum effect to take into account is the complex interplay between ballistic and diffusive electronic transport regimes between crystal and amorphous regions inside the system. Molecular dynamics (MD) simulations and the \( \text{ab initio} \) tool presented in Ref. [5] (an atomically-resolved equivalent resistor network, or AR-ERN) seem therefore adequate tools to estimate a cell resistance.

Next, starting from the large scale simulation of a chunk of a ng-film, as described in Ref. [4], we carve out of the entire system a few samples of the size of the cell of the macroscopic level (\( \sim 15 \) nm), as shown in Fig. 1 left panel. For the reasons mentioned in Section 1, we warm up the samples globally, rather then locally, and what we observe in general is a change of the structure of the samples even when the highest temperature is considerably lower than gold melting point (\( T_{\text{melt}} \sim 900 \) \( K \)). As one would expect, those changes depend on the specific function \( T(t) \) one uses. However, when it comes to the electrical resistance of the sample, we do observe

\(^1\) While both \( \rho \) and \( c \) can be estimated using molecular dynamics simulations, \( \rho \) can also be estimated using Au bulk density and a plausible porosity (cf [4]), while \( c \) can be estimated using the Dulong–Petit law, again adjusted to account for the porosity of the medium.

\(^2\) The symbol \( R \) should carry multiple indices: one for the cell, one for the timestep and one for the direction on which the tensor is projected (in our case \( i = x, y, z \)), but we shall avoid such a complicated notation unless necessary.
FIG. 1. To study as a cell resistance varies with the temperature we randomly carve samples out of a large scale MD simulation of a chunk of ng-film (left panel). As cubic samples have the tendency to deform when isolated from the surrounding system, we consider cylindrically shaped samples which present higher stability. We use periodic boundary conditions while cylinders are surrounded by vacuum so to effectively isolate periodic images of the cylinders. To represent cells of size 15nm we consider cylinders of length 15nm and section diameter 15nm (right panel). In calculating the resistance, electrodes are placed on the two opposite flat faces. By taking many samples, one can estimate the random distribution of the cell resistance for a given ng-film (right panel).

that, after a brief period of adjustment, if the sample is brought to a certain temperature \( T = \hat{T} \), its resistance will roughly be \( R = \hat{R} \), no matter how \( \hat{T} \) is achieved. This allows us to establish that, even though some hysteresis effects are present, it is indeed possible to describe \( R \) as function of \( T \). This is well exemplified by Fig. 2 in which we report the behavior of three samples under a complex temperature evolution. By randomly switching the sample temperature between room temperature (300 K) and a certain higher temperature (430 or 600 K), all three samples tend to respond in the same way: after a period during which the structure relaxes a bit, to each temperature switching correspond a resistance switching and a relation between specific values of \( T \) and \( R \) emerges, allowing us to consider a function \( R(T) \) indeed. On our limited set of samples considered, the exact form of \( R(T) \) sensibly depends on the sample, but we do recognize a trend that we encode in the following function:

\[
R(T) = R_0(1 + \vartheta(T - \hat{T})\Delta)
\]  

where \( R \) is the resistance of a specific cell, \( T \) the cell temperature, \( R_0 \) the resistance of the cell at room temperature, \( \hat{T} \) a certain threshold temperature (with \( T_{\text{room}} < \hat{T} < T_{\text{melt}} \)) that depends on the cell, \( \Delta \) a quantity that indicates a resistance variation, also depending on the specific cell, and \( \vartheta \) the Heaviside function. In words, Eqn. 4 encodes a sudden change of the cell resistance that might occur when the cell temperature is brought above a certain threshold. Such a behavior seems to be linked to cycles of amorphization/re-crystallization happening in key regions as cluster interfaces, as shown in Fig. 3 but further investigations would be required to make a general statement.

Based on our simulations, we give the rough estimates of \( \hat{T} \sim 400 ÷ 600K \) and \( \Delta \sim 0 ÷ 0.2 \). Providing more accurate ones would require the study of \( R(T) \) for many different cells under many different \( T(t) \) profiles, which, for its computational cost, is currently the scopes of the present work. A much more accurate estimate of \( R_0 \), however, can be already given; by considering a large set of samples carved out of the system of Ref. [5] which is indeed at room temperature, we recognise that the \( R_0 \) roughly follows a Poissonian distribution peaked around 110 Ω, as shown in Fig. 1 right panel.

Technical details about the MD simulations and the resistance estimates are provided in the Appendix.
As the dynamical observables of the macroscopic model are \( T \) and \( I \), we could speculate about a dependency of \( \beta \) not only on \( T \) but on \( I \) as well. In fact, we believe that in our case this is not only possible but actually necessary. When a current high enough is sustained over time, the structure of the conductor may deteriorate as effect of electromigration (EM), an effect that has been widely studied \cite{21-26} and reported also for poly-crystalline Au nanostructures \cite{27-29}.

A back-of-the-envelop calculation shows that such an effect is relevant for our case, too. In Ref. \cite{24}, Au nanowires are reported to completely break after having transmitted high enough currents. According to the authors, the highest value they can withstand before undergoing failure can be written as

\[
I_f = 6 \times 10^5 A_{\text{c}}^0.425 \ A
\]

where \( A_{\text{c}} \) stands for the nanowire cross-section. Such an expression has been confirmed for cross-sections ranging from \( 5 \times 10^5 \text{ nm}^2 \) down to \( 8 \times 10^4 \text{ nm}^2 \). In the case of the ng-films of Ref. \cite{1}, the cross-section is much higher (a typical ng-films has length and width equal to 1 mm and a thickness of a few tens of nm) and the intricate structure at the cluster scale makes the section of a ng-film quite different from that of a nanowire (and more akin to a section of a random stack of nanowires). Nonetheless we can use the same formula to get an idea of the order of magnitude of the failure current for those systems, which turns out to be \( I_f = 0.28 \ A \), a value that is not that far from the typical current in their experiments, \( I \sim 20 \text{V}/100\Omega = 0.2 \ A \). We therefore argue that such an effect may be present and must be taken into account.

Because of the interplay between electrons and atoms, it is hard to simulate the effects of electromigration on a generic structure with standard computational tools, since they are designed to treat the dynamics of either electrons or atoms. Nonetheless, to our purposes, a simple characterization based on available experiments is enough to give us some interesting effects in the macroscopic model. More specifically, we consider the work of Ref. \cite{28}, in which the degradation of Au junctions under the effects of different current regimes is systematically studied, and propose a simple way to reproduce their results within our macroscopic model.

When a Au junction is exposed to high biases for a long period, the material can develop some discontinuity in its structure that affects the flow of electrons. Such an effect can be quantified by measuring the sample resistance against the bias applied in a quasi-static experiment during which the bias is slowly increased over time. It is then possible to identify three regimes. For low enough voltages, the sample acts in a Ohm-like manner, as one would expect from a standard conductor in normal working conditions. For moderate voltages, electromigration effects kick in and the junction starts shrinking; the beginning of this phase is marked by a sudden fall of the junction conductance, in complete analogy with the activation of a ng-film. For high enough voltages, the junction reaches a failure point after which it no longer can sustain a current: the junction is effectively broken.

An experiment as such can be, not only qualitatively, but also quantitatively reproduced in our modeling if an appropriate \( R(I) \) is considered. For start, we neglect temperature variations and consider only the circuit equation, Eq. (2), with a potential difference at the electrodes that linearly increases in time. At each time step the current \( I \) of each cell is calculated. If such a value overcomes a certain (“activation”) threshold \( I_a \), which is randomly assigned for each cell from a given range, we say that the current shrinks the effective cross-section \( A_{\text{c}} \) of the it experiences inside the cell. Such a shrinking is quantified by a certain parameter \( \beta \), such that

\[
A_{\text{c}} \rightarrow A'_{\text{c}} := \beta^{-1} A_{\text{c}}
\]

According to Ref. \cite{30}, this implies an increase of the cell resistance \( R \rightarrow R' := \beta R \). At the next time step, the new values \( R' \) and \( A'_{\text{c}} \) will be considered, alongside some new values for the current activation and failure, for each cell. Note that we allow \( A_{\text{c}} \) to be reduced down to 0.16 mm$^2$ (corresponding to a minimal junction with area $a^2$, being $a$ the lattice constant of gold) and we use \( \beta = 5 \) to produce all the results in this work. If the cell current overcomes the failure threshold \( I_f \), which is also initially assigned to each cell at random from a certain range, then the cell is considered “failed”: a junction along the percolation path inside the cell breaks and no current is allowed to flow through that cell anymore.
FIG. 4. Replicating the experiment on the effects of electromigration on gold nanojunctions of Ref. 28 using our model for \( R(I) \). The values of the parameters have been chosen to match that experiment and then used in our simulation of a ng-film.

With this we are able to qualitatively reproduce the curves in 28 in which a polycrystalline Au nanowire 100 nm wide and 200 nm long (7 and 14 ERN cells, respectively) is first activated under 0.15 V to finally reach the electrical failure at 0.4 V. The curve obtained with our model is shown in Figure 4 at low voltages, \( V < 0.05 \) V, the sample displays a low resistance value (\( R < 100 \) \( \Omega \)). At \( V = 0.1 \) V some electromigration events occur (yellowish and bluish elements in the first panel in Figure 4) and, as a consequence, the sample becomes more resistive but still in the low resistance range (\(< 1 \) k\( \Omega \)). At \( V = 0.2 \) V EM events have brought the sample to a high resistive state (10 – 100 k\( \Omega \)) and some gaps can be identified as not colored grid elements in second to forth panel. Further increasing of the voltage produce the failure of an important portion of the grid cells ending up with a short-circuited gold sample. Data shown in Figure 4 are obtained with \( I_a \) and \( I_d \) uniformly distributed between 19 \( \mu A \) to 23 \( \mu A \) and 32 \( \mu A \) and 38 \( \mu A \), respectively. The values for \( I_a \) at \( t = 0 \) are chosen so that average current flowing through the sample just before the activation is in the order of magnitude of the measured one, i.e. 7 mA. The upper limit for the \( I_d \) range is set to be twice the lower limit for the \( I_a \) one.

In a ng-film, where junctions are interfaces between adjacent clusters, we hypothesize that a similar phenomenon happens. More specifically, when the voltage is sufficiently high, electromigration leads to a reduction of the cluster-cluster interface, up until the two clusters actually separate. We can therefore use the model we have outlined above also for ng-films. The only additional feature we introduce is that, within each cell, we allow junctions to shrink/break in each direction independently, to account for the higher degree of inhomogeneity characterizing small length scales of a ng-film. Indeed, in our picture, if in a cell two clusters get separated along, say, the main direction of the current, there might still be within the same cell a path connecting other clusters in some other direction. It follows that the resistance of the cell along the direction of the bias, say \( x \), is infinite, \( R_x = \infty \), but \( R_y \) and \( R_z \) are not, until, at least, the transversal current is not as strong.

Finally, we would like to emphasise that the modeling here proposed neglects one important piece of information: the timescale over which those effects are supposed to emerge (notice that Fig. 4 has no indication of time). As pointed out in literature 28, the damage of even failure of a nanojunction may occur over a period of hours. On the one hand, we do not have enough information to appropriately characterise the phenomenon in time; on the other hand, such a timescale is quite far from that of the phenomena we are interested in (of the order of seconds, at most). For now we make a strong assumption, to take electromigration effects as instantaneous. Later one, we shall come back on it and and offer the reader, on the basis of some concrete results, an explanation on why such an assumption is in fact good enough for our purposes.

### III. RESULTS

#### A. Model Parameters

The model just described can be computationally demanding when the evolution of a ng-film is simulated in the experimental conditions. Nevertheless, interesting insights can be gained already by considering smaller length and timescales. By running several simulations of hundreds timesteps on samples of a few thousands of cells under different conditions we were able to see some distinctive effects that can help understand the unusual behavior of ng-films.

Here we present a specific simulation that well captures some interesting, general trends observed. We consider a uniform mesh of \( 80 \times 80 \times 4 \) cubic cells of side \( d = 15 \) nm. A specific ng-film sample is identified by the set of parameters that characterize the cells. In our case, at \( t = 0 \) each cell is characterized by: an initial resistance tensor \( R^{(0)}_{i,j,k} \) \((a = x, y, z, i = 1, \ldots, 80, j = 1, \ldots, 80, \text{ and } k = 1, \ldots, 4) \) randomly picked between 0 and 250 \( \Omega \); a temperature threshold randomly picked between 300 and 340 K, and a resistance variation for the thermally-induced structural changes following 4 with \( \Delta \) between 0 and 0.2; two current thresholds randomly picked between 0.9\( \mu A \) – 1.08\( \mu A \) and 2.0\( \mu A \) – 2.4\( \mu A \) a shrinking factor \( \beta = 5 \). The value assumed for the remaining parameters appearing in the equations are \( \rho = \)}
0.016kg^2*K^{-1}*m^{-1}*s^{-2} and L = 2.44\times10^{-8}V^2K^{-2}. To ensure convergence of the finite element scheme a time step of τ = 1 ps has been adopted. We allow heat to escape from the sample through all the boundary of the sample by setting the temperature for those equal to their adjacent elements, i.e. \( \frac{\partial T}{\partial a}|_{\text{boundary}} = 0 \) \((a = x, y, z)\) and the temperature for all the elements is initially set to \( T = 300 \) K. Finally, as bias we consider an applied voltage along the \( x \) direction that is ramped up from 0 to 0.014 V, which produces an electric field close to the experimental one, during the first 30 timesteps and kept constant after that. A simulation as such can require up to a few hours on a dual-core laptop.

Some of the above parameters differ from our own estimates presented in the above sections. They have been tuned in order to explore an interesting region of the parameter space within a reasonable simulation time (for instance, temperature thresholds are much lower of those mentioned in Section II C). As we shall argue, this prevents us to interpret our results in an absolute, quantitative manner, but not from getting some relative, qualitative insights.

B. Sample evolution

In the left panel of Fig. 5, the evolution of the sample resistance over time is reported. We distinctly recognize two phases, connected with the external voltage. When the voltage is raised, the resistance rises, too, ultimately reaching a value that is orders of magnitude longer than the initial one. Once the voltage is constant, the resistance stabilizes, although, on a smaller scale, some variations are still present.

As we analyze the change of resistance of each single cell, we recognize that the initial phase is dominated by electromigration effects. They lead to an extensive deterioration of the sample, as shown in the top row of Fig. 6. Nearly a third of the cells experienced a shrinkage of an interface along the bias direction, and in most cases (~ 80%) the shrinkage turned into a broken connection. As an effect of the current trying to find its way through such an inhomogeneous medium, also interfaces along the transverse direction were highly affected by electromigration. Nearly 12% of cells experienced interface shrinkage along one or the other transverse direction and 65% of them completely lost the connection. Nevertheless, only 1.5% of cells were left completely insulating, i.e. with no current flowing in any direction. The voltage was chosen to be not high enough to actually break the sample, so at some point the system stabilizes and electromigration effects become negligible.

After that first phase, thermal effects dominates. On small time scales they lead to some noisy variations of the film resistance. But on a larger time scale, they seem to coordinate to form larger and more stable resistance variations, that one can appreciate in the inset plot of the left panel of Fig 5.

From the right panel of Fig. 5, we can see the evolution of the sample temperature. As one would expect from the boundary conditions, it always rises. Also, consistently with the two regimes for the sample resistance, such a rising happens at two different rates: a high one in the beginning, when the sample resistance is relatively low, and a low one, when the resistance is high. Such a behavior is direct consequence of the fact that the increase in temperature is inversely proportional to \( R^3 \), a relation one can obtain by combining the power dissipated by Joule effect, \( P = I^2/R \), and Ohm’s first law, \( I = V/R \). In the local temperature map plotted in the second row of Fig. 6, we also see that spots with higher resistance tend to become hotter. This is due to the fact that, as the spot electrical conductance lowers, so does its thermal one (the two are linked by Eqn. 3); and because of the slow heat dissipation rate, the spot overheats.

We notice that the rise in temperature in the second phase is, rather interestingly, somehow at odds with the trend of the resistance. In a simplified picture, one would expect that, as the sample temperature goes to higher values, cell resistances, which are subject to Eq. 4, would, on average, tend to rise as well; and, in turn, the sample resistance would rise, too. But this is not what happens. Although cell resistances do increase on average, the sample resistance, which is calculated using the circuit law, presents a rather different trend.

In the last row of Fig. 6, a comparison between the current before and after the sample deterioration is presented. Before the deterioration occurs, the current basically flows uniformly from one electrode to the other. But once the deterioration is over, clear preferred paths emerge. Although only few cells are completely insulating (\( \sigma_x = \sigma_y = \sigma_z = 0 \)), the fact that a third of the cells does not let the current flow along the bias direction (only \( \sigma_x = 0 \)) shapes the current in a very specific way.

C. Connection with experiments

To provide a physical interpretation of the simulation and compare it with experiments we need to remind the reader that the time scales of the simulations are not realistic, in two ways. First, as discussed in Sec. II D, the way \( R(I) \) has been modeled on electromigration experiments completely ignores the typical time scales of the phenomenon, for which too little information is given to know. It follows that the time scale of the first phase is somehow artificial, for it should almost certainly happen on macroscopic scales. Second, although we get some realistic estimates for the parameters of the function \( R(T) \), we deliberately altered them in order to probe interesting regions of the parameter space within a reasonable simulation time. Less dramatically than for the first phase, in the second phase the time scale, although not quite realistic, might well be, under certain conditions of external voltage and sample temperature, not that far from
Bearing that in mind, we see from the above analysis that, even though the two effects are treated, as we did, on the same timescale, they are distinct and consequential, with thermal effects being relevant only after electromigration has deteriorated the sample. In fact, this is representative of a more general trend we observed in our simulations. If electromigration effects are artificially switched off, thermally triggered local resistivity variations have little effects on the overall sample resistance. In other words, local resistance variations triggered by the temperature can have a macroscopic relevance only if the sample has previously been deteriorated by electromigration effects. It seems therefore reasonable to draw a direct comparison between the deterioration phase that we observe in the simulations and the sample “activation” observed in the experiments: in both cases the sample resistance rises by orders of magnitudes, it represent a necessary phase to go through for the emergence of resistive switching events at the macroscopic scale, and it is permanent.

As mentioned, in the second phase, when electromigration plays no longer a role, thermally activated local resistance variations can coordinate to lead to macroscopically appreciable ones. Those variations are actually also in a quantitative agreement with experiments: in our simulation the sample goes from an average resistance of 9200 Ω to 8900 Ω, which is indeed strikingly close to the resistance values explored by one of the sample discussed in Ref. 1 ranging from 9900 Ω to 9300 Ω. Time scale is indicative of a microscopic phenomenon, meaning that what here appears as a smooth variation, it would appears as a rapid transition on macroscopic scales, in agreement with the “sudden” jumps reported in experiments.

A piece of explanation of the reason why resistive switching events emerge on deteriorated samples comes from the analysis of the current field. As mentioned, on the scales considered, the deterioration leads to the emergence of a pattern of current, which does not flow uniformly from one electrode to the others but via some preferred paths. And, just like in the submonolayer regime when only a few percolation paths are available, also here it is true that even slight changes on a path can have macroscopic effects. If, for instance, the switching of just a few cells to a high resistive state makes a path no longer favourable, such an event can lead to a sensible resistance variation of the entire sample if the current has only limited options to run from one side to the other.

Under different experimental conditions, jumps in real samples present different features (cf panels (a) and (c) of Fig. 4 in Ref. 1) that may be sign of different microscopic origins. From current available information it is hard, if not impossible, to say whether the jumps we observe in our simulations are caused by the same mechanisms. Only a synergetic effort of theory and experiment in characterizing features such as recurrent values, plateauing duration, etc. in connection with the experimental setup and ng-film specs will enable a more precise characterisation of the relevant microscopical mechanism(s).

IV. CONCLUSIONS AND OUTLOOK

In this work we presented a way to model the electric response of large-scale complex nanostructures with local structural variations. The problem has been tackled at different scales with different tools. At the macroscopic level, a set of classical equations (the so-called thermistor problem) have been used to get the evolution in time of the system temperature and resistance in presence of local variations of conductivity. We then considered molecular dynamics simulations to characterize such variations when arising from thermally activated microscopic structural rearrangements. This was made possible by a tool,
We identified electromigration as responsible of an extensive deterioration of the sample occurring in experiments during the so called activation phase. Such a deterioration forces the current to flow only on a few preferred paths and amplifies the effect of local variations of resistance which can indeed have macroscopic relevance. Furthermore, in the measurement of the sample resistance over time, local resistance variations appear to coordinate and lead to large variations that, on macroscopic timescales, can be identified as resistive switching event.

Such encouraging results certainly motivate to extend our work in several directions: running larger scale (both of time and length) simulations in search of other key features of resistive switching in ng-films; exploring larger regions of the parameter space (also covering possible-but-yet-to-explore experimental conditions); refine the

---

**FIG. 6.** Conductivity along the bias direction (first row), temperature (second row), and current field (third row) inside the simulated ng-film at three different time steps. The first time step correspond to the beginning of the simulation when the sample is at room temperature, its conductivity is high and the current flows rather uniformly from one electrode to the other; the second plotted step corresponds to the end of the deterioration phase induced by electromigration effects; the last plotted step is the last simulated one, which shows that changes occurring the second phase are much less visible. Electrodes are placed at the left and right sides of a square; the section is taken at half the ng-film thickness; the arrows in the third row represent the project of the current over that section; to better visualize the current field, both the length and the color of the arrows represent its intensity.

Presented already in Ref. 5, that is based on an ab initio characterization of electronic transport at the atomic scale. Furthermore, electromigration effects, that were modeled on relevant experiments, were also included. Altogether, the model allowed us to simulate the emergence of resistive switching events in nanogranular gold films.
models for $\vec{\sigma}(T, I)$ using more extensive and systematic MD simulations and other theoretical tools; and, last but not least, apply the same methodology to other systems (submonolayer ng-films, more complex, or composite nanostructures, etc.).

**APPENDIX**

**Numerical resolution of the thermistor problem**

Once the map $T, I \rightarrow \vec{\sigma}$ has been characterized, the set of equations (1), (2), (3) supplied with appropriate initial and boundary conditions represent a well-defined system of equations. We use a regular mesh of cubic cells, $\Delta x \times \Delta y \times \Delta z = d^3$. This implies that the current can only flow in three directions through the mesh element (along $x$, $y$, or $z$), i.e. $\sigma_{ab} \rightarrow \sigma_a$ ($a = x, y, z$). With that simplification the heat equation reduces to

$$\rho C \frac{\partial T}{\partial t} = \nabla \cdot \left(\kappa \frac{\nabla T}{\kappa} + \rho c \frac{\partial T}{\partial t}\right)$$

where Einstein summation notation over $a = x, y, z$ is understood.

As pointed out in Ref. 31 one has to slightly change the algorithm for solving the heat equation in dealing with an inhomogeneous thermal conductivity. Using the anisotropic generalization of their Eqn.'s 30 and 31, we have that an explicit (in time) finite element version of the above equation is

$$\rho_{i,j,k} C_{i,j,k} \frac{T^{(n+1)}_{i,j,k} - T^{(n)}_{i,j,k}}{\Delta t} = 2 \left( \kappa^{(n)}_{x,i,j,k} \frac{T^{(n)}_{x,i+1,j,k} - 2T^{(n)}_{x,i,j,k} + T^{(n)}_{x,i-1,j,k}}{\Delta x^2} + \kappa^{(n)}_{y,i,j,k} \frac{T^{(n)}_{y,i,j+1/2,k} - 2T^{(n)}_{y,i,j-1/2,k} + T^{(n)}_{y,i,j-1/2,k}}{\Delta y^2} + \kappa^{(n)}_{z,i,j,k} \frac{T^{(n)}_{z,i,j+1/2,k} - 2T^{(n)}_{z,i,j-1/2,k} + T^{(n)}_{z,i,j-1/2,k}}{\Delta z^2} \right) + I^{(n)}_{x,i,j,k}/\sigma^{(n)}_{x,i,j,k} + I^{(n)}_{y,i,j,k}/\sigma^{(n)}_{y,i,j,k} + I^{(n)}_{z,i,j,k}/\sigma^{(n)}_{z,i,j,k}$$

(6)

for all free indices at each time step. For Neumann boundary conditions, one imposes

$$T^{(n)}_{i,j,k} = T^{(n)}_{i,j,k+1}$$

where $n$ is the timestep index and $i, j, k$ are the cell indices along the $x, y, z$ directions, respectively. With our cubic mesh, the electrical conductivity reduces to

$$\sigma_{a,i,j,k} = 1/(d R^{(n)}_{a,i,j,k})$$

while the thermal conductivity, for which we use Eq. 3, is

$$\kappa^{(n)}_{x,i,j,k} = L T^{(n)}_{i,j,k}/(d R^{(n)}_{a,i,j,k})$$

$R$ being the cell resistance.

The initial value is imposed by assigning a value to the entire temperature field. In experimental conditions, one would start from a sample at environment temperature: $T^{(0)}_{i,j,k} = T_{\text{environment}}$ for all $i, j, k$. When Dirichlet boundary conditions are chosen, one should impose

$$T^{(n)}_{i,j,k} = T_{\text{environment}}$$

for all free indices at each time step. Mixed boundary conditions, or even more complicated ones, can be used to model the presence of the electrodes, the substrate and the heat dissipation of the upper surface.

About the circuit equation. Eqn. 2, one can use the scheme we presented in Ref. 5, in which we actually used the integrated version of the stated circuit equation (sum of cell incoming currents = 0) which can be obtained using Gauss’s Divergence Theorem to the continuity equation assuming no accumulation/depletion of charges ($\partial_t q = 0$). See that paper for further information about the numerical resolution. In that framework, the current is rewritten in terms of the difference of potentials at the nodes and the cell resistances, $\vec{I} = -\nabla \Phi \cdot \nabla v$ which becomes $I_{x,i,j,k} = -(v_{i+1,j,k} - v_{i,j,k})/(d^2 R_{a,i,j,k})$. It should be mentioned that there is an underlying as-
assumption of staticity of the current, even when the jumps occur, which is here deemed as reasonable for the electronic dynamics is characterized by scales time quite far from those here considered.

**Molecular dynamics simulation and resistance estimates of carved samples**

MD simulations of the three systems presented in Section [1C] have been performed using the LAMMPS code [32], integrating the equations of motion by the velocity-Verlet algorithm. The Au-Au interactions were sampled using the embedded-atom potential of Ref. [33]. By means of a Nose-Hoover thermostat (relaxation time equal to 100 fs) we are able to dynamically modulate the temperature, $T$, of each of these gold systems (or “junctions”) while keeping track of the fcc and non-fcc regions evolution. We opt for a two-level switching scheme, meaning that we will modulate the junction temperature between two fixed values, $T_{\text{room}} = 300$ K and $T_{\text{hi}}$. We expect the microstructural changes to be more pronounced for higher temperatures. Unfortunately, we have no hint on the local or averaged temperature of the experimental samples in [1]. However, other studies have treated the relation between EM and temperature in gold nanojunctions: maximum temperatures in the range of 450 K [27, 28] and 850 K [29] have been reported at moderate temperatures. The observed jumps in the total junction resistance is modulated by the sample temperature in a reversible manner. The same MD protocol has been used for $T_{\text{hi}} = 430$ K and 600 K and three different gold junctions, all displaying similar behavior as shown in Fig. [3]; the total junction resistance is modulated by the sample temperature. The observed jumps in the $R$ value, $\Delta R$, reach maximum values in the order of a 25% of its initial value. Importantly, not all junctions perform equally: the junction corresponding to the upper panel shows very little $R$ variations for the $T_{\text{hi}} = 430$ K case ($\Delta R < 5\%$), while the modulation is much more pronounced for the $T_{\text{hi}} = 600$ K case ($\Delta R \sim 25\%$). The same feature is observed in the middle panel. Instead the junction corresponding to the lower panel responds similar for the two thermal modulation conditions providing a maximum $\Delta R$ equal to 7% and 10% for $T_{\text{hi}} = 430$ K and $T_{\text{hi}} = 600$ K, respectively.
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