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Abstract—Using age of information as the freshness metric, we examine a multicast network in which real-time status updates are generated by the source and sent to a group of $n$ interested receivers. We show that in order to keep the information freshness at each receiver, the source should terminate the transmission of the current update and start sending a new update packet as soon as it receives the acknowledgements back from any $k$ out of $n$ nodes. As the source stopping threshold $k$ increases, a node is more likely to get the latest generated update, but the age of the most recent update is more likely to become outdated. We derive the age minimized stopping threshold $k$ that balances the likelihood of getting the latest update and the freshness of the latest update for shifted exponential link delay. Through numerical evaluations for different stopping strategies, we find that waiting for the acknowledgements from the earliest $k$ out of $n$ nodes leads to lower average age than waiting for a pre-selected group of $k$ nodes. We also observe that a properly chosen threshold $k$ can prevent information staleness for increasing number of nodes $n$ in the multicast network.

I. INTRODUCTION

Recent advance in pervasive connectivity and ubiquitous computing has engendered many applications that require real-time information updates, including environmental sensor networks monitoring temperature and humidity, and connected vehicular network by self-driving cars. These applications share a common need: the freshness of the data at the interested recipients has to be maximized.

Recent works on status updating system has been focused on the analysis of a new “Age of Information” (AoI) timeliness metric [11–18]. In most status updating systems, a source generates time-stamped status update messages that are transmitted through a communication system to a receiver. Age of information, or simply age, measures the time difference between now and when the most recent update was generated. If the receiver receives an update at some time $t$, and the update packet was generated at time $u(t)$, then the instantaneous age of the update packet is $t - u(t)$.

In next-generation wireless networks with pervasive computing and dense IoT deployments, most delay-sensitive data will be popular and simultaneously requested by large numbers of users. For example, the information updates of an autonomous car will be broadcast to all nearby vehicles and passengers equipped with portable sensing devices, and the live video captured by a sports motion camera may be streamed to all portable devices in a stadium. In order to better utilize the radio spectrum and reduce the cost of resources, the 3GPP proposes to deliver multimedia content to the mobile devices using the evolved Multimedia Broadcast and Multicast Service (eMBMS) [9], [10]. For time-sensitive data gathering and monitoring systems consisting of multiple recipients, we are interested in the problem of how should the source send update messages through multicast or broadcast channels such that the age of information at each receiver can be minimized.

Although the age of information has been characterized in a variety of contexts by recent works, the study of status updating through multicast or broadcast networks is very limited. In [7], it was shown that a greedy scheduling policy that prioritize the highest age packet provides optimal weighted sum of age over all users for wireless broadcast networks. In [8], two different hybrid ARQ schemes were compared for status updating over multiple binary erasure channels, and showed that the average age at each user depends on the total number of users in the system.

In this work, we examine status updating systems in which real-time status update messages generated by the source are sent to a set of nodes through multicast channels with random network delays. Once a node receives an update message, it acknowledges the source by sending a response through an instantaneous feedback channel. Assuming that the source can terminate the transmission of the current update at any time and start the transmission of the next update, we ask the following question: how long should the source wait until it starts the next update in a multicast system with $n$ nodes? We start by considering a simple strategy that the source terminates the current update and sends out a new update as soon as it receives instantaneous responses from the earliest $k$ nodes. Intuitively, if the source waits for more responses, each node is more likely to get an update, but the update message is also more likely to be outdated. We show that the optimal stopping threshold $k$, which balances the likelihood of delivering an update and the freshness of the most recent update, depends on the order statistics of the delay distributions in the multicast network. We also note that the model we consider is relevant to many systems, e.g., coded multicast, where single source transmits coded file packets to multiple servers [11]. In these schemes, it is often required that each packet reaches a certain minimum number of users to ensure that the packet loss that each user experiences is recoverable by the code.

In Sec. III, we formulate the system model of updating through multicast channels. We then analyze the time-averaged age at each node in Sec. III. We show that for i.i.d. shifted-exponential delay at each link, an approximate
average age can be obtained by exploiting the logarithmic approximation of the order statistics, and there exists an optimal stopping threshold $k$ that minimizes the average age at each node. We also investigate another stopping scheme in which the source selects a group of $k$ nodes randomly in advance, and only waits for the responses from this group of $k$ nodes. The numerical evaluations in Sec. [V] demonstrates how the choice of threshold $k$ affects the average age for different distributions, and proves the tightness of our approximation. We conclude by summarizing our results and discussing possible future work in Sec. [V].

II. System Model and Metric

We consider a system with a single source broadcasting time-stamped updates to $n$ nodes through $n$ links with independent random delays, as shown in Fig. 1. Each update is time-stamped when it was generated. An update takes time $X_i$ to reach node $i$. We refer to $X_i$ as the service time of link $i$. We assume that the $X_i$ are i.i.d. shifted exponential ($\lambda, c$) random variables. Consequently, each $X_i$ has CDF $F_{X_i}(x) = 1 - e^{-\lambda(x-c)}$, for $x \geq c$. The constant time shift $c > 0$ captures the delay produced by the update generation and assembly process. On the other hand, it could also be a propagation delay on top of an exponential network delay if the source and database are geographically separated.

When most recently received update at time $t$ at node $i$ is time-stamped at time $u_i(t)$, the status update age or simply the age, is the random process $\Delta_i(t) = t - u_i(t)$. When an update reaches node $i$, $u_i(t)$ is advanced to the timestamp of the new update message and the node sends an acknowledgement to the source through an instantaneous feedback channel. When the earliest $k$ out of $n$ nodes report receiving the update $j$, we say that update $j$ has been completed. At this time, the transmissions of all $n - k$ remaining replicas are terminated. Following the completion of update $j$, we could choose to insert a waiting time before starting the transmission of update $j + 1$ as it has been shown that a nonzero wait can reduce the age in certain single node systems [4]. However, in this work we restrict our attention to zero-wait policies in which update $j + 1$ begins transmission immediately following the completion time of update $j$. We refer to this stopping scheme as the earliest $k$. Alternatively, the source can choose the $k$ out of $n$ nodes as a group in advance, and only wait for the acknowledgements from this group of nodes. We call this stopping scheme the pre-selected $k$. Note that $k = n$ in the special case that the source starts the transmission of the next update only if the current update is delivered to all $n$ nodes, which is called wait-for-all.

The time average of age process is defined as the age of information

$$\Delta = \lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau \Delta(t).$$

(1)

We will use a graphical argument similar to that in [8] to evaluate the average age at an individual node and at the client. Fig. 2 depicts a sample path of the age over time at some node $i$ in a system of $n$ nodes. Update 1 begins transmission at time $t = 0$ and is timestamped $T_0 = 0$. Here we define $X_{ij}$ as service time to deliver the update $j$ to node $i$. Since $\{X_{ij}\}$ are i.i.d. for all $i$ and $j$, the $\Delta_i(t)$ processes are statistically identical and each node $i$ will have the same average age $\Delta_i$.

III. Age Analysis

A. Order Statistics Notation

We denote the $k$-th order statistic of random variables $X_1, \ldots, X_n$, i.e., the $k$-th smallest variable, as $X_{k:n}$. For shifted exponential $X$, the expectation and variance of the order statistic $X_{k:n}$ are given by

$$E[X_{k:n}] = c + \frac{1}{\lambda} (H_n - H_{n-k})$$

(2)

$$\text{Var}[X_{k:n}] = \frac{1}{\lambda^2} (H_{n^2} - H_{(n-k)^2})$$

(3)

where $H_n$ and $H_{n^2}$ are the generalized harmonic numbers defined as $H_n = \sum_{j=1}^n \frac{1}{j}$ and $H_{n^2} = \sum_{j=1}^n \frac{1}{j^2}$. Thus the second moment of the order statistic is

$$E[X_{k:n}^2] = c^2 + 2c \frac{H_n}{\lambda} + \frac{1}{\lambda^2} ((H_n - H_{n-k})^2 + H_{n^2} - H_{(n-k)^2}).$$

(4)

B. Wait-for-all Scheme

We first consider the special case where the source waits for the receiving acknowledgements from all $k = n$ nodes;
that is, the delivery of an update to all \( n \) nodes is guaranteed. If one node gets an update earlier than any of the other \( n-1 \) nodes, it has to wait for an idle period until that the update is delivered to all \( n \) nodes. The transmission time of an update \( j \) to all \( n \) nodes, which we call a service interval, is given by

\[
Y_j = \max(X_{1j}, \ldots, X_{nj}).
\]

Note that \( Y_j \) is identical to \( X_{n:n} \). We denote that update \( j \) goes into service at time \( T_{j-1} \) with time stamp \( T_j \) and get delivered to all \( n \) nodes at time \( T_j = T_{j-1} + Y_j \). As shown in Figure 2, the age \( \Delta_i(t) \) drops when update \( j \) is delivered to node \( i \) at an earlier time \( T_{j-1} + X_{ij} \). This implies at time \( T_j \) when update \( j \) completes transmission to all nodes, the age at monitor \( i \) is \( \Delta_i(T_j) = Y_j \). We define \( \Delta_{(n)} \) as the average age \( \Delta_i \) at some node \( i \) for the wait-for-all scheme with \( n \) nodes in total. We represent the area under the sawtooth as the concatenation of the polygons \( A_1, \ldots, A_j \), thus the average age is \( \Delta_{(n)} = E[A]/E[Y] \). Fig. 2 shows that

\[
A_i = Y_j-1X_{ij} + X_{ij}^2/2 + X_{ij}(Y_j - X_{ij}) + (Y_j - X_{ij})^2/2
= Y_j-1X_{ij} + Y_{j}^2/2.
\]

Since \( X_{ij} \) is independent of the transmission time \( Y_j-1 \) of the previous update, \( E[A] = E[Y]E[X] + E[Y^2]/2 \) and we have the following theorem

**Theorem 1.** For wait-for-all stopping scheme with \( n \) nodes, the average age at an individual node is

\[
\Delta_{(n)} = E[X] + \frac{E[X_{n:n}^2]}{2E[X_{n:n}]}.
\]

We remark that Theorem 1 holds for any distribution of \( X \) if zero-wait policy is used and the update delivery acknowledgement is instantaneous.

**Corollary 1.** For shifted exponential \((\lambda, c)\) service time \( X \), the average age at an individual node for wait-for-all stopping scheme is given by

\[
\Delta_{(n)} = \frac{3c}{2} + \frac{1}{\lambda} + \frac{H_n}{2\lambda} + \frac{H_{n^2}}{2X^2c + 2\lambda H_n}.
\]

Corollary 1 follows by substituting (2) and (4) into Theorem 1. Note that \( H_{n^2} = \sum_{i=1}^{n} \frac{1}{i^2} \) is monotonically increasing for \( n \in \mathbb{Z}^+ \) and \( \lim_{n \to \infty} H_{n^2} = \pi^2/6 \). Thus, given \( \lambda \) and \( c \),

\[
\lim_{n \to \infty} \frac{H_{n^2}}{2X^2c + 2\lambda H_n} \to 0,
\]

and the average age can be approximated by

\[
\Delta_{(n)} \approx \frac{3c}{2} + \frac{1}{\lambda} + \frac{H_n}{2\lambda}.
\]

When \( n \) is large, we can further approximate the harmonic number by \( H_n \approx \log n + \gamma \) where \( \gamma \approx 0.577 \) is the Euler-Mascheroni constant. This implies that the average age with wait-for-all stopping strategy \( \Delta_{(n)} \) behaves similarly to a logarithmic function as the number of nodes \( n \) increases.

**C. Stopping at Earliest \( k \)**

For earliest \( k \) stopping scheme, the source preempts the current update in service with a new update after the delivery of the current update to the earliest \( k \) out of \( n \) nodes, where \( k \in \{1, 2, \ldots, n\} \). In this case, the transmission time of an update \( j \) to \( k \) nodes is \( Y_j = X_{k:n} \). Denote the set of the \( k \) out of \( n \) link with smallest service times as \( K \). Since the \( X_i \) are i.i.d., the probability that link \( i \) is the set \( K \) is

\[
p = \Pr[i \in K] = \frac{k}{n}.
\]

Otherwise, if update \( j \) is not delivered to a node \( i \), the node waits for time \( Y_j \) until the source generates the next update, and we refer to this random waiting time as a service interval for \( k \) nodes. Suppose an update is delivered to node \( i \) during service interval \( j \) and the next successful update delivery to node \( i \) is in service interval \( j + M \). In this case, \( M \) is a geometric r.v. with probability mass function (PMF) \( P_M(m) = (1-p)^{m-1}p \), and first and second moments

\[
E[M] = \frac{1}{p}, \quad \frac{n}{k},
\]

\[
E[M^2] = \frac{2 - p}{p^2} = \frac{2n^2}{k^2} - \frac{n}{k}.
\]

We remark that \( M \) and \( Y_j \) are independent. An example of the age process is shown in Figure 3. The update \( j \) is delivered in service interval \( j \) with end time \( T_j \), and the node \( i \) waits for \( M = 3 \) service intervals until the next successful delivery in interval \( j+3 \). In Figure 3 we represent each shaded trapezoid area as \( A \) and the average age for earliest \( k \) stopping scheme with stopping threshold \( k \) is

\[
\Delta_{(k)} = \frac{E[A]}{E[M]E[Y]}.
\]

Denote the random variable \( \hat{X} \) as the service time of a successful update delivered to some node \( i \), we have
Thus we have the following theorem

**Theorem 2.** For earliest $k$ stopping scheme, the average age at an individual node is \[ \Delta(k) = \frac{1}{k} \sum_{i=1}^{k} E[X_{i:n}] + \frac{2n-k}{2k} E[X_{k:n}] + \frac{\text{Var}[X_{k:n}]}{2E[X_{k:n}]} \] Proof. It follows from (10), (12) and (13) that

\[
\Delta(k) = E[\bar{X}] + \frac{E[M^2]E[Y]}{2E[M]} + \frac{\text{Var}[Y]}{E[Y]} = E[X_j|j \in \mathcal{K}] + \frac{E[M^2]E[X_{k:n}]}{2E[M]} + \frac{\text{Var}[X_{k:n}]}{2E[X_{k:n}]} \]

\[ = \sum_{i=1}^{k} E[X_{i:n}] \text{Pr}[j = i|i \in \mathcal{K}] + \frac{E[M^2]E[X_{k:n}]}{2E[M]} + \frac{\text{Var}[X_{k:n}]}{2E[X_{k:n}]} \] (14)

In (13), the expected service time of a successful update $E[\bar{X}]$ is obtained by averaging over the order statistics of service time $X_{i:n}$ from $i = 1$ to $k$. And the conditional probability

\[ \text{Pr}[j = i|i \in \mathcal{K}] = \frac{1/n}{k/n} = \frac{1}{k} \] (15)

Substituting (12) and (15) back to (14) completes the proof. \[ \square \]

Similar to Theorem 1, Theorem 2 is valid for any distribution of $X$ as long as the zero-wait policy is used and the update delivery acknowledgement is instantaneous.

**Corollary 2.** Assuming $n$ is large and $n > k$, we denote $\alpha = k/n$. For shifted exponential $(\lambda, c)$ service time $X$, the average age for earliest $k$ stopping scheme can be approximated as

\[ \Delta(k) \approx \Delta(\alpha) = \frac{1}{\lambda} - \frac{1}{2\lambda} \log(1 - \alpha) + \frac{c}{\alpha} + \frac{c}{2} \]

**Proof.** For shifted exponentials $X$, we can rewrite the first term in Theorem 2 as

\[ \delta_1 = \frac{1}{k} \sum_{i=1}^{k} E[X_{i:n}] = c + \frac{1}{k\alpha} \sum_{i=1}^{k} (H_n - H_{n-1}) \] (16)

Since the sum of Harmonic numbers has the following series identity $\sum_{i=1}^{k} H_i = (k+1)(H_{k+1} - 1)$, we have

\[ \delta_1 = c + \frac{H_n}{\lambda} - \frac{1}{k\lambda} \left( \sum_{i=1}^{n-1} H_i - \sum_{i=1}^{n-k-1} H_i \right) \]

\[ = c + \frac{H_n}{\lambda} - \frac{1}{k\lambda} \left( n(H_n - 1) - (n-k)(H_{n-k} - 1) \right) \]

\[ = c + \frac{1}{\lambda} - \frac{n-k}{\lambda k} (H_n - H_{n-k}). \] (17)

With large $n$, we can again simply approximate the harmonic number by $H_i \approx \log i + \gamma$ and let $k = \alpha n$. Thus,

\[ \delta_1 \approx c + \frac{1}{\lambda} - \frac{n-k}{\lambda k} \log \left( \frac{n}{n-k} \right) \]

\[ = c + \frac{1}{\lambda} + \frac{1 - \alpha}{\lambda \alpha} \log(1 - \alpha). \] (18)

Similarly, we denote the remaining terms in Theorem 2 as

\[ \delta_2 = \frac{2n-k}{2k} E[X_{k:n}] + \frac{\text{Var}[X_{k:n}]}{2E[X_{k:n}]} \]

\[ = \frac{2n-k}{2k} \left( c + \frac{H_n - H_{n-k}}{\lambda} \right) + \frac{\text{Var}[X_{k:n}]}{2E[X_{k:n}]} \] (19)

where the ratio

\[ \frac{\text{Var}[X_{k:n}]}{E[X_{k:n}]} = \frac{H_n^2 - H_{(n-k)^2}}{2\lambda c + 2\lambda (H_n - H_{n-k})}. \] (20)

Remark that the sequence $H_{n^2}$ is monotonically increasing and it converges to $\pi^2/6$, thus $H_{n^2} - H_{(n-k)^2}$ is relatively small and

\[ \lim_{n \to \infty} \frac{\text{Var}[X_{k:n}]}{E[X_{k:n}]} = 0. \] (21)

This also implies $E[X_{k:n}^2] \approx (E[X_{k:n}])^2$ when $n$ is large. Thus,

\[ \delta_2 \approx \frac{(2n-k)c}{2k} + \frac{2n-k}{2k\lambda} (H_n - H_{n-k}) \]

\[ \approx \frac{(2-\alpha)c}{2\alpha} + \frac{\alpha - 2}{2\alpha} \log(1 - \alpha). \] (22)

The logarithm approximation of the average age is then followed by the summation of (18) and (22).

Note that this log approximation is tight only if $k < n$, i.e. $\alpha < 1$. As $\alpha$ approaches 1, $\log n - \log(n-k) = -\log(1-\alpha)$ becomes unbounded, which differs from $H_n - H_{n-k} = H_n$.

When $c = 0$, the service time $X$ is exponential, and age is an increasing function of $\alpha$ for $\alpha \in (0, 1)$ in Corollary 2. Thus $k = 1$ is age minimized, implying that the source should send out a new update as soon as one node receives the current update. This can be explained by the memoryless property of exponential random variables. For memoryless service, the residual service time required to deliver the current update to additional nodes is identical to

\[ \text{This version is different from the published version in Allerton Conference 2017. An error correction has been made here based on the feedback from Prof. Sennar Ulukus at University of Maryland.} \]
the service time required to deliver a fresh update. However, the subsequent delivery of the fresh update will yield a larger reduction in age. Thus the average age may be reduced if the wait for the current update is replaced by the wait for a new update.

When $c > 0$, by taking the derivative of Corollary 2 we can show that there exists a local minimum $\Delta^* = \Delta(\alpha^*) \leq \Delta(\alpha)$ for $\alpha \in (0, 1)$ in Corollary 2 which is given by

$$
\alpha^* = \sqrt{V^2 c^2 + 2\lambda c - \lambda c}.
$$

(23)

We note that given the number of nodes $n$, the optimal ratio $\alpha^*$ only depends on the product $\lambda c$. Given the number of nodes $n$, the near-optimal $k^*$ can be obtained by rounding $\alpha^* n$ to the nearest integer, i.e., $k^* = \lfloor \alpha^* n \rfloor$.

D. Stopping at Pre-selected $k$

In contrast to the earliest $k$ stopping scheme which exploits all the feedback channels back to the source, we also provide the analysis for an alternative scheme, in which the source selected $k$ of $n$ nodes randomly in advance and only waits for the response from these pre-selected $k$ nodes. For every update packet, a node is randomly pre-selected to the group with probability $p = k/n$. The age process is similar to earliest $k$ scheme as shown in Figure 3 except that a particular user $i$ has a different probability $p^S$ for receiving an update, and the random service interval is reduced to $X_{k:k}$ since the source waits for the targetted $k$ nodes. Similarly, we have the following theorem

Theorem 3. For pre-selected $k$ stopping scheme, the average age at an individual node is

$$
\Delta^S_{(k)} = \frac{k}{n} E[X] + \frac{n - k}{kn} \sum_{i=1}^{k} E[X_{i:k+1}] + \frac{2n - k + nk}{2(k + nk)} E[X_{k:k}] + \frac{\text{Var}[X^2_{k:k}]}{2 E[X_{k:k}]}.
$$

Proof. Since the age process follows similar patterns as the earliest $k$ stopping scheme, the average can be obtained similarly from (10) and (12) as

$$
\Delta^S_{(k)} = E[\tilde{X}] + \frac{E[M^2]}{2 E[M]} E[Y] + \frac{1}{2} \text{Var}[Y],
$$

(24)

where the expected service interval $E[Y] = E[X_{k:k}]$ since the source only waits for the group of $k$ nodes. Note that $\tilde{X}$ is now the service time given an individual node successfully receives the update, and $M$ is the geometric random variable with a different success probability $p^S$.

We again denote the set of pre-selected nodes as $K$. If a particular node $i$ is pre-selected in the group of $k$ nodes, this node receives the current update with probability 1. On the other hand, if node $i$ is not in the pre-selected group, the link delay for node $i$ has to be smaller than the largest link delay in the pre-selected group. Hence, the probability that an individual node $i$ gets the update is

$$
p^S = p + (1 - p) Pr\{X_i < X_j, \exists j \in K\}
$$

It follows from (9) and (25) that

$$
\frac{E[M^2]}{2 E[M]} = \frac{2 - p^S}{2 p^S} = \left(\frac{1}{2}\right)\frac{n + (n - k)/(1 + k)}{n - (n - k)/(1 + k)} = \frac{2n - k + nk}{2(k + nk)}.
$$

(26)

Similarly, if node $i$ is in the pre-selected group, the conditional service time $\tilde{X}$ given that node $i$ gets the update is simply the service time $X_i$ since the delays are i.i.d. If node $i$ is not in the group, we compare the delay $X_i$ to the set of delay $\{X_j, j \in K\}$. Given that node $i$ receives the update, $X_i$ cannot be the largest among all $k + 1$ service times. Thus,

$$
\begin{align*}
E[\tilde{X}] & = p E[\tilde{X}_i | i \in K] + (1 - p) E[\tilde{X}_i | i \notin K] \\
& = \frac{k}{n} E[X] + \frac{n - k}{n} \left(\frac{1}{k} \sum_{i=1}^{k} E[X_{i:k+1}]\right).
\end{align*}
$$

(27)

Substituting (26) and (27) back to (24) completes the proof.

Corollary 3. For shifted exponential $(\lambda, c)$ service time $X$, the average age for pre-selected $k$ scheme is approximated by

$$
\Delta^S_{(k)} \approx c + \frac{1}{\lambda} + \frac{n - k}{\lambda kn} (H_{k+1} - 1) + \frac{2n - k + nk}{2(k + nk)} \left(\frac{c + H_k}{\lambda}\right).
$$

Corollary 3 follows directly by substituting the order statistics of shifted exponential r.v.s in (2) and (4), and exploiting the property in (21) that $\text{Var}[X_{k:n}] / E[X_{k:n}]$ is negligible.

IV. EVALUATION

Fig. 4 depicts the simulation of the average age $\Delta_{(k)}$ as a function of the stopping threshold $k$ using earliest $k$ stopping scheme with $n = 100$ nodes. We compare the average age for exponential service time with rate $\lambda = 2$, and hyper-exponential service time, which is the mixture of two exponentials with rates $\lambda_1 = 1$ and $\lambda_2 = 6$ and $\lambda_1 = 1$ occurs with probability $p = 0.4$. For $c = 0$, Corollary 2 becomes

$$
\Delta(\alpha) = \frac{1}{\lambda} + \frac{\log(1 - \lambda)}{2\lambda},
$$

which implies that the normalized age $\lambda \Delta(\alpha)$ is almost independent of the rate $\lambda$. We observe that the average age increases monotonically as $k$ increases for both exponential and hyper-exponential $X$, while the logarithmic term in Corollary 2 provides a tight approximation to the true average age with exponential service time. We also observe in Fig. 4 that the hyper-exponential service results in a steeper curve than the exponential, mainly because of the log-convex behavior of
which indicates that the more you wait for the completion
of event \(X\), the more likely you will wait even longer.
Thus, having a smaller stopping threshold will preempt the
current update earlier, which lowers the average age. Thus
the optimal strategy is to stop waiting as early as possible,
which yields \(k^* = 1\).

Similarly, Figure 5 compares the average age \(\Delta(k)\) for
the earliest \(k\) and pre-selected \(k\) stopping schemes, where
each link has shifted exponential transmission time with time shift
c = 1 and different rate \(\lambda\). The logarithmic approximation
in Corollary 2 for earliest \(k\) scheme is marked with \(\times\), and
the near-optimal stopping threshold \(k^*\) is marked with \(\circ\). We
observed that for a given number of nodes \(n\), and the optimal
stopping threshold \(k^*\) increases as the product \(\lambda c\) increases,
which also indicates the minimum of the actual average age
obtained by simulation. For instance, when \(\lambda c = 0.5\), the
optimal strategy is to wait for more than 60 responses from
the nodes before sending a new update.

We also observe that the earliest \(k\) scheme provides lower
average age than the pre-selected \(k\) scheme by choosing the
threshold \(k\) properly, and both schemes give the same average
age when \(k = n\). For pre-selected \(k\) scheme with large \(n\)
and very small threshold \(k\), e.g. \(k = 1\), an individual node
is very unlikely to be pre-selected in the group of \(k = 1\)
node, and this node has about half of the chance to be faster
than the chosen node and gets an update. That is, the source
will receive responses from around half of the \(n\) nodes while
it’s waiting for the pre-selected node. As \(k\) increases, the
probability that a particular node is pre-selected is increased,
and every unselected node has larger probability to be faster
than the slowest node in the pre-selected group. This implies
that the source actually waits for significantly more nodes
than \(k\) as the threshold \(k\) increases for the pre-selected \(k\)
scheme.

Figure 6 depicts the average age at an individual node as
the total number of nodes \(n\) in the system increases. For every
\(n\), a corresponding age-minimized stopping threshold \(k^*\) is
obtained by \(13\). When there is only one node in the system,
we observe that the average age is exactly at \(3(c + \frac{1}{\lambda})/2 = 3\).
The average age fluctuates for small \(n\) since the earliest \(k\)
scheme is a heuristic by waiting for an integer number of
users \(k\). As the number of users \(n\) grows, the average age
converges rapidly, which matches our analysis in Corollary 2
that the average age depends only on \(\lambda\) and \(c\) when \(n\) is large
enough. This implies the effect of increasing number of users
in a share network on the average age can be eliminated by
choosing the multicast strategy properly.

V. CONCLUSION AND FUTURE WORK

We have examined a status updates multicast system in
which real-time status update messages are replicated and
sent to a set of nodes. The source preempts the current update
with a new update as soon as it receives the acknowledgement back from any $k$ out of $n$ nodes. The freshness of the updating system is measured by the time-averaged age at each single node. As the stopping threshold $k$ increases, each node is more likely to get the most recent update generated by the source. However, the age of the content, which represents the freshness in time, also increases as $k$ increases for exponential link delay. For shifted exponential service model, we have derived the age optimized stopping threshold $k$ that balances the likelihood of getting the last generated update and the freshness of that update message. We have shown numerically that the earliest $k$ stopping scheme outperforms the pre-selected $k$ scheme by choosing the age minimized threshold $k$. The observations for different services distributions also lead us to believe that the tradeoff between the stopping threshold and the age of information is dictated by the heaviness of the tail of the service time distribution.

In this work, we assumed the feedback channels from the receivers are instantaneous, and a more generalized model with limited feedback from the receivers will be addressed in future work. Our results are limited to the scenario where the update transmission is incremental in time such that the transmission can be terminated at any time, but we are also interested in an alternative scenario where new packets are queued in the network because old packets are still in the service. A extensive characteristic of the tradeoff between network resources and age of information is also of our interest.
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