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Abstract

Recently, incremental learning for person re-identification receives increasing attention, which is considered a more practical setting in real-world applications. However, the existing works make the strong assumption that the cameras are fixed and the new-emerging data is class-disjoint from previous classes. In this paper, we focus on a new and more practical task, namely Camera Incremental person ReID (CIP-ReID). CIP-ReID requires ReID models to continuously learn informative representations without forgetting the previously learned ones only through the data from newly installed cameras. This is challenging as the new data only have local supervision in new cameras with no access to the old data due to privacy issues, and they may also contain persons seen by previous cameras. To address this problem, we propose a non-exemplar-based framework, named JPL-ReID. JPL-ReID first adopts a one-vs-all detector to discover persons who have been presented in previous cameras. To maintain learned representations, JPL-ReID utilizes a similarity distillation strategy with no previous training data available. Simultaneously, JPL-ReID is capable of learning new knowledge to improve the generalization ability using a Joint Plasticity Learning objective. The comprehensive experimental results on two datasets demonstrate that our proposed method significantly outperforms the comparative methods and can achieve state-of-the-art results with remarkable advantages.

1. Introduction

Person re-identification (ReID) aims to match the same identity across different camera views. Thanks to the outstanding advance in deep learning technology [22, 14, 26], we have recently seen many state-of-the-art performances of this task [7, 38]. Nevertheless, most of those [36, 23, 29] assume the person ReID model is trained with a fixed dataset, which inevitably hinders its scalability to real-world applications. In practice, ever-expanding data captured from surveillance systems every day pose a realistic demand to person ReID task, that is, to continuously improve the generalization of person ReID model with increasing new data.

To meet this demand, incremental learning for person ReID (ILReID) has recently emerged as a practical solution. ILReID follows the standard class-incremental training pipeline where new data is class-disjoint from the old ones. In contrast to the class-incremental classification task [20, 9, 15, 37], performing incremental learning for person ReID [35] poses additional challenges. The first one is that the training set and test set classes are disjoint, which is viewed as a zero-shot problem. Another overlooked problem is that the person ReID dataset is labeled without specific identity information (only number), making it difficult to identify whether the new data belongs to a seen or unseen class (see Fig. 1(a)).

Recent efforts [27, 11, 18] have been devoted to seeking a balance between catastrophic forgetting [19] and gener-
alization. They mainly focus on the scenarios where new identities keep increasing in fixed camera systems. However, contemporary surveillance systems are under dynamic changing, which means cameras can be added or removed from surveillance systems at any time. Motivated by this gap, we focus on a new and more practical task, named **Camera Incremental Person ReID (CIP-ReID)**. As illustrated in Fig. 1(b), CIP-ReID aims to optimize the model when one or more cameras are introduced in the existing surveillance systems. Furthermore, we expect the model can continuously learn more scalable feature representations by obtaining knowledge from new data (termed as plasticity learning).

Different from previous class-incremental and lifelong person ReID work, CIP-ReID is characterized by the following aspects. 1) **Class overlap setup.** Imagine that a new camera is installed in the community, old IDs (the old neighbors) and new ones (the new neighbors and visitors) will both exist. 2) **Local supervision.** Given that the cross-camera pairwise labels are missing due to privacy concern, at each stage, the identity labels can only be annotated within the new camera independently. In this case, we are supposed to tackle the label alignment for the unknown overlapping classes. 3) **Cross-camera domain gap.** Variations of lighting, viewpoint and background of new cameras will result in a cross-camera domain gap. To sum up, the challenge of CIP-ReID is how to overcome the class-overlap and domain gap issues with local supervision and how to further boost the model generalization ability.

To meet the aforementioned challenges, we first present a simple baseline to set a new lower-bound, and further propose our new framework for CIP-ReID task. Firstly, considering that the new data may contain identities seen in previous stages, we introduce a One-Vs-All (OVA) classifier [21] that can classify target samples into either seen or unseen categories. Based on the OVA classifier, we further propose an ID-wise label assignment strategy to align each local ID to one global pseudo label. Secondly, to mitigate the domain gap between the original cameras and the new ones, we propose a prototype-based joint plasticity learning method. This method memorizes the class mean instead of raw data as prototypes and then enables the samples in the new camera to pull or push away from the augmented embedding based on the prototypes. Moreover, to avoid catastrophic forgetting, we adopt a similarity distillation loss term together with the well-known knowledge distillation [8] loss function to maintain the similarity relation in feature space. In conclusion, our contributions can be summarized as follows:

- We introduce a novel yet more practical ReID task, named **Camera Incremental Person ReID (CIP-ReID)**. The task is fundamentally different from the existing class-incremental and lifelong person ReID tasks. It demands continuously learning more generalisable representations through data from newly installed cameras only with local supervision.
- We identify the peculiar class-overlap issue in incremental learning for person ReID and carefully design a new framework for CIP-ReID, named JPL-ReID. We propose a pseudo label assignment scheme and a joint plasticity learning method for tackling the classes-overlap issue and learning fine-grained camera-invariant features.
- For extensive assessment, we build a simple baseline in addition to JPL-ReID to tackle CIP-ReID. Experimental results show that the proposed approach gains significant advantages over the comparative methods.

2. Related Work

**Person Re-identification.** Fully supervised person ReID methods [17, 24] focus on learning scalable representations to metric the similarity among the unseen classes while using fully inter-camera labeled data. Considering that it is expensive to annotate a large scale dataset, some work attempt to train a model in an unsupervised manner [30, 31, 28], including unsupervised domain adaptation [2, 40] and unsupervised pre-training [1, 34]. In addition to the aforementioned person ReID setups, recently proposed intra-camera supervised person ReID [4, 39] is a special semi-supervised setting. These studies consider reducing the human efforts in the process of annotating the cross-camera pairwise positive labels. They assume that annotations are independently labeled in each camera view and further discover cross-camera identities associations. However, all the above researches do not concern the fact that the data is usually imported in a stream and the fixed model cannot perform well on ever-expanding databases. In this paper, we consider addressing a new task, i.e., CIP-ReID with intra-camera supervision. Different from the intra-camera supervised person ReID, our task is more challenging as we need to establish cross-cameras ID relationships without access to previous data.

**Incremental Learning for Person ReID.** Incremental or lifelong learning for Person ReID is a more scalable problem that has garnered significant interest recently. Different from the well-known image-classification task, incremental learning for person ReID need to concern how to improve the generalization ability to unseen classes. Moreover, similar to few-shot learning [13, 33], the scarcity of new data is more challenging in lifelong Person ReID. The existing work [18, 27, 16, 3] mainly focus on the cross-domain incremental scenarios, they attempt to train one unified model that learns several domains in an incremental fashion and
tests the model on all encountered domains with their corresponding test sets. However, such a paradigm is insufficient to achieve comparable performance than respectively training each model on their corresponding domain. In this paper, we undertake incremental learning for person ReID based on the most realistic scenario. Suppose a community with a surveillance system installs a new camera in a certain area, people who presented in the new camera may or may not have appeared in the previous cameras, how can we utilize the data in the new camera to develop the original person ReID model.

3. Preliminary

3.1. CIP-ReID Setting

In CIP-ReID setting, the training process can be split into several stages. In the first stage, the model is trained to learn a set of classes $Y^o$ using the data $D_o$ from the initial multiple cameras. Following the definition of incremental learning, in the incremental stage, the model will continue to be trained on a set of classes $Y^n$ employing the training data $D^n$ from the newly installed camera. Note that the old training data $D^o$ are no longer available due to the privacy concern. Unlike other existing incremental learning methods for person ReID that enforce strict class-disjoint $Y^o \cup Y^n = \emptyset$, we assume the old classes can still occur in the new training data. Different from classification tasks, data in person re-identification tasks do not have specific attribute categories but rather ID numbers, thus we can only label local ID for the data within the new camera. For the test phase, the model will be evaluated on unseen classes from all encountered cameras. In order to evaluate the generalization ability, we will additionally test the model trained at different stages on a fixed test set.

3.2. A CIP-ReID Baseline

We first present a straightforward baseline for CIP-ReID task.

Basically, in the $t$-th stage ($t > 1$), our baseline model contains a deep model consists of a feature extractor $F(\theta_t)$ and an identity classifier $G(\phi_t)$ initialized by the last stage. The classifier $G(\phi_t)$ will be expanded as a unified classifier for both old classes and new classes. As a common baseline LwF [15], in addition to ReID loss (e.g. ID loss $L_{ID} +$ triplet loss $L_{Triplet}$), knowledge distillation (KD) loss $L_{KD}$ are employed to prevent catastrophic forgetting, which can be formulated as:

$$L_{KD} = \sum_{i \in X_t} KL(p^o_i || p^n_i)$$ (1)

Where $KL(\cdot)$ is the Kullback Leibler (KL) divergence distance, $p^o_i$ and $p^n_i$ denote the probability output of the old and new models, respectively.

To discriminate the old and new identities without accessing the old data, a straightforward method is to leverage the classification output of the old model. We assume that a smoother probability distribution indicates the sample is ambiguous. In contrast, one class with significantly higher score than the other classes, indicating that the sample may belong to this seen class. To this end, we introduce a filtering mechanism to preprocess data before training. Specifically, we feed the new samples into the frozen old model and get their corresponding softmax classification output of the old classes. Then we can find the nearest neighbor class, i.e., the class with the highest probability output, and set a threshold $T$ to determine whether the sample is an old or new class. For samples identified as a new class, we add a new ID based on the existing old classes. As for samples classified into old classes, we directly use the old ID with the largest probability output as its pseudo label. Then we can minimize the entropy of the classifier with the global pseudo labels. The loss function can be formulated as:

$$L_{ID} = L_{CE}(G(F(X_t; \theta_t); \phi_t), Y'_t)$$ (2)

where $Y'_t$ is the pseudo label of samples $X_t$, $L_{CE}$ is the cross-entropy loss function.

Overall, the optimization objective of the baseline CIP-ReID model can be formulated as:

$$L = L_{ID} + L_{Triplet} + L_{KD}$$ (3)

4. The Proposed approach

The filtering mechanism proposed in our baseline method is an alternative way to address the class-overlap issue. However, the manual set threshold $T$ is not robust enough to identify old classes, mainly due to a large number of classes of person re-identification task. As more classes are incorporated into the classifier layer, the probability distribution becomes softer. Therefore, in this section, we introduce a new framework for CIP-ReID.

4.1. Overview of Framework

The framework of our method is shown in Fig. 2. The training data is input as a data stream $D^t = \{(x^t_i, y^t_i)\}_{i=1}^{N_t}$. It is noteworthy that ID labels $y^t_i \in Y^t$ are annotated intra new camera $C^t$ in the $t$-th stage. The first technical novelty comes from taking advantage of One-vs-All (OVA) detector for detecting the unknown identities. Then the samples are assigned corresponding pseudo labels based on our proposed strategy, as to be detailed in section 4.2. Meanwhile, their pseudo labels are used for calculating the ID loss as well as joint plasticity loss that is detailed in section 4.3. In addition, in section 4.4, the SD loss is employed as a regular term to restrain similarity relation.
4.2. One-vs-All Detector for Pseudo Label Assignment

In this section, we elaborate the process of pseudo label assignment. We first describe the training of the One-vs-All detector before describing the remaining methods.

**One-vs-All Detector.** The One-vs-All (OVA) detector was first proposed for the open-set problem [32, 10], which aims to train a classifier to learn a boundary between inliers and outliers for each class. Specifically, the OVA detector consists of multiple binary sub-classifiers, each of which is responsible for its class. For each sub-classifier, samples belonging to this class are trained to be positive while others are negative. Formally, we denote \( p(\hat{y}_c|x) \) as the positive probability output from softmax for the class \( c \). The optimization objective for a sample \( x_i \) within label \( y_i \) can be formulated as:

\[
L_{ova}(x_i, y_i) = -\log p(\hat{y}_{y_i}|x_i) - \min_{j \neq y_i} \log p(\hat{y}_j|x_i) \tag{4}
\]

For more effectively learning a boundary to identify unknown identities, herein we only pick hard negative samples to compute the loss in Eq. 4. For our setup, the number of sub-classifiers at each stage corresponds to the output dimension of the identity classifier. In the inference phase, we utilize both the OVA detector and the identity classifier of the old model. We first get the nearest neighbor class according to the identity classifier output and take the corresponding score of the OVA detector. Then we set a threshold \( \sigma = 0.5 \) to determine whether the sample is a known or unknown class, as illustrated in Fig. 2.

Although the trained detector can identify most of the samples correctly, we empirically found that there are still some hard negative samples that will be misjudged. In other words, two images of the same class may be paradoxically predicted as a new class and an old class. Likewise, several old classes may be predicted for the same new class, resulting in additional noise in the identity classifier expansion stage. To this end, we propose a ID-wise pseudo label assignment strategy to associate the samples with the same local label to the identical pseudo global label.

**ID-wise Pseudo Label Assignment Strategy.** Different from the open-set problem where unsupervised data can only be labeled instance-wise, our local supervised setup is capable of ID-wise annotation. Given a batch of \( N \) training samples \( \{(x_i, y_i)\}_{i=1}^{N} \) that follows PK sampling, i.e., \( N = P \times K \), we first analyze the output of the samples with the same ID from the OVA detector, and only when the number of which predicted as an unknown category is greater than \( K/2 \) can we identify it as a new class otherwise old class. Then we maintain a key-value structure where each local ID \( y_i \) predicted to be a new class corresponds to a pseudo global label. For the old class samples, we still use the predicted result of the old model as their pseudo-label.

4.3. Joint Plasticity Learning

As a common practice in fully supervised person ReID [22, 6], the plasticity learning objective readily provides a camera-invariant feature representation. The plasticity learning strive to ensure the embedding distance between an anchor \( F(x_{a}^{c_1}) \) from camera \( c_1 \) and a positive \( F(x_{p}^{c_2}) \)
from camera $c_2$, both of which have the same identity, and maximize the embedding distance between the anchor and a negative $F(x^{a}_{n})$ of a different identity from camera $c_3$, which is benefit to align feature distribution among different cameras. Formally, we have:

$$\|F(x^{t}_{n}) - F(x^{a}_{n})\|_2^2 < \|F(x^{t}_{n}) - F(x^{c}_{a})\|_2^2 \quad (5)$$

However, in our setup, we only have samples from the new camera to build the triple for intra-camera plasticity learning, which restricts the objective of cross-camera feature alignment. Inspired by [37], we perform the prototype augmentation as illustrated in Fig. 2. We do not memorize any old samples but the class center for each old class, which is assume to lie in Gaussian distribution. Then in the new stage, old class embedding is sampled based on those old prototypes with that assumption distribution:

$$\text{embedding}_{c} = \mu_{c} + \alpha * \delta \quad (6)$$

where $\alpha \sim \mathcal{N}(0,1)$, $\mu_c$ is the mean of features that belong to old class $c$, $\delta$ is a scale parameter to control the uncertainty of the augmented old class embedding, it can be calculated by the average variance of features in the first stage. Based on the augmented old class embedding, we design a joint plasticity learning method for learning camera-invariant features. On the one hand, we consider taking the augmented old class embedding as anchors, and taking new stage samples with the old class pseudo label as positive, augmented old class embedding as anchors, and taking new invariant features. On the one hand, we consider taking the sign a joint plasticity learning method for learning camera-calculated by the average variance of features in the first stage. 

Inter $$\mathcal{L}_{\text{Distill}} = \mathcal{L}_{\text{KD}} + \lambda_3 * \mathcal{L}_{\text{SD}} \quad (12)$$

where $\lambda_3 \in (0,1)$ is a hyper-parameter.

5. Experiments

5.1. Datasets and Evaluation Metrics

Datasets. We conduct extensive experiments on two large-scale person ReID datasets: Market-1501 [36] and MSMT17 [26]. To simulate the CIP-ReID setting, we split the original datasets into three separate sample sets (three stages) according to the specific camera order and generate intra-camera identity labels based on the provided annotations. In practice, a surveillance system would be set up with a batch of cameras installed first, followed by a steady stream of new ones. Thus, at the first stage, we select 4 cameras and 7 cameras for Market-1501 and MSMT17 respectively, and evenly add 1 more camera for each remaining stage. Besides, the order of new cameras and the ratio of seen and unseen persons are also unpredictable. To this end, we present additional two datasets considering different camera addition sequences and different ratios settings. The statistics of the datasets is detailed in Table 1.

Evaluation Metrics. We use the mean Average Precision (mAP) and Rank-1 accuracy for evaluation. To evaluate the
To evaluate the anti-forgetting ability, we test the model on unseen classes of the original cameras (the first stage). To evaluate the generalization performance more comprehensively, we further test the model on entire unseen gallery after each training stage.

### 5.2. Implementation Details.

For training, we choose the widely used ResNet-50 [5] as the backbone. The last layer of the network is followed by a Batch Normalization layer (BN) [12] to yield 2048-dimensional features. Adam optimizer with learning rate $\frac{1 \times 10^{-4}}{1 \times 0.1}$ is used. Following the few-shot learning [25] that scale learning rate during few-shot fine-tuning, the learning rate of backbone is separately set to $lr/10$ during the incremental learning stage. We train the model for 50 epochs per stage, and decrease the learning rate by $\times 0.1$ at the 25th epoch. We set the batch size to 64, including 16 identities and 4 images each identity. The number of augmented embedding corresponding to the batch size. The hyper-parameter $T$, $m$, $\lambda_1$, $\lambda_2$ and $\lambda_3$ is set to 0.5, 0.3, 0.5, 1 and 0.9, respectively.

For comparative experiments, we run the classical incremental learning method LwF [15] and the state-of-the-art methods including AKA [18], AGD [16], and the exemplar-based method PTKP [3] on our setting. It is noteworthy that these methods are based on a class-disjoint setting, and they do not match our setting. Therefore, to implement them in our setting, they can only treat old classes as new ones. For more extensive assessment, we design some other comparative methods, including the baseline described in section 3.2, the fine-tune method that fine-tunes the model on new data, the Joint-T that denotes an upper-bound by training the model on all data seen so far.

### 5.3. Forgetting and Generalization Evaluation

From Fig. 3(a), we can see the forgetting trend during the training process. Directly fine-tuning leads to catastrophic forgetting, LwF mitigated but still far from expectations, and our baseline with filtering mechanism improves greatly, clearly indicating that class-overlap is an issue to be addressed. JPL outperforms other methods, also the ones that uses the replay memory, demonstrating the effectiveness of our method. To verify that our method can continuously improve the model’s generalization ability, at each stage, we evaluate the model on the entire hold-off testing data. As shown in Fig. 3(b), our method achieves the best performance compared with the other competitive methods. The performance of our method doesn’t decrease at all and even increase during the entire training process. This demonstrates our method suffers from little knowledge forgetting and can further acquire new knowledge from new data.

### 5.4. Comparative Results with Different Settings

We report the comparative results of the methods using the three-stage CIP-ReID setting. Note that at each stage, we test the model on all encountered cameras. Consider that the camera addition sequences is agnostic, Table 2 reports the results with two different input camera orders. To verify that our method is effective in general scenarios, Table 4 additionally reports the results when there are more seen IDs than unseen IDs. We summarize the results as follows:

- On both Market-1501 and MSMT17, our method out-
Table 2. Comparison of the test mAP and R@1 on Market1501 using three stages CIP-ReID setting with two different camera addition orders. At each stage, the models are evaluated on a joint set of testing data of the cameras encountered so far. Joint-T refers to the upper-bound result. † means the examplar-based method uses the replay memory.

| Methods | Reference | Stage1 | Stage2 | Stage3 |
|---------|-----------|--------|--------|--------|
|         |           | mAP   | R@1    | mAP   | R@1    | mAP   | R@1    |
| Joint-T |           | 71.7  | 87.0   | 71.9  | 85.5   | 74.4  | 88.5   |
| Fine-tune |         | 71.7  | 87.0   | 53.7  | 74.6   | 40.3  | 63.4   |
| LwF     | TPAMI17   | 71.7  | 87.0   | 57.6  | 77.6   | 49.1  | 71.3   |
| AKA     | CVPR21    | 70.1  | 86.7   | 59.8  | 79.7   | 48.2  | 70.3   |
| AGD     | CVPR22    | 71.7  | 87.0   | 57.7  | 77.2   | 44.8  | 67.7   |
| PTKP†   | AAAI22    | 71.3  | 87.3   | 66.9  | 82.2   | 63.9  | 81.3   |
| Baseline |           | 71.7  | 87.0   | 64.1  | 81.8   | 55.0  | 76.6   |
| JPL     | Ours      | 71.7  | 87.0   | 69.4  | 84.8   | 69.7  | 84.5   |

Table 3. Comparison of the test mAP and R@1 on MSMT17. The test setup is consistent with Table 2.

| Methods | MSMT17 | Stage1 | Stage2 | Stage3 |
|---------|--------|--------|--------|--------|
|         |        | mAP   | R@1    | mAP   | R@1    | mAP   | R@1    |
| Joint-T |        | 47.2  | 71.6   | 46.5  | 70.1   | 46.2  | 69.4   |
| Fine-tune |         | 47.2  | 71.6   | 35.5  | 59.3   | 34.1  | 59.5   |
| LwF     |        | 47.2  | 71.6   | 36.1  | 60.5   | 26.9  | 51.6   |
| AKA     |        | 46.8  | 70.9   | 36.5  | 54.9   | 31.7  | 48.5   |
| AGD     |        | 47.2  | 71.6   | 39.9  | 63.7   | 32.7  | 56.8   |
| PTKP†   |        | 48.0  | 71.6   | 42.9  | 67.8   | 35.2  | 60.7   |
| Baseline |        | 47.2  | 71.6   | 40.2  | 64.8   | 32.9  | 58.0   |
| JPL     |        | 47.2  | 71.6   | 44.9  | 69.2   | 44.9  | 69.2   |

Table 4. Performance with the case when there are more seen IDs than unseen IDs.

| Methods | Market1501 | Stage1 | Stage2 | Stage3 |
|---------|-------------|--------|--------|--------|
|         |             | mAP   | R@1    | mAP   | R@1    |
| Joint-T |             | 79.4  | 91.1   | 79.1  | 90.6   |
| LwF     |             | 79.4  | 91.1   | 70.7  | 85.0   |
| AKA     |             | 80.4  | 90.3   | 58.4  | 78.6   |
| AGD     |             | 79.4  | 91.1   | 71.8  | 83.4   |
| PTKP†   |             | 79.3  | 91.0   | 77.0  | 87.3   |
| Baseline |             | 79.4  | 91.1   | 75.8  | 86.2   |
| JPL     |             | 79.4  | 91.1   | 78.3  | 89.7   |

Performs other state-of-the-art methods at each encountered stage, and is the closest to the upper bound Joint-T method. The superiority of our method becomes more significant as the incremental training phase proceeds.

• Surprisingly, our baseline method outperforms the state-of-the-art methods AKA and AGD, the reason for their poor performance lies in confirmation bias by misalignment of unknown classes from the new data.

• The order of camera sequences impacts the performance to some extent, depending on the differences between cameras, the degree of class overlap, etc.

• Intuitively, more seen IDs should alleviate catastrophic forgetting, however, Table 4 shows that when the cross-camera pairwise labels are not aligned correctly, current methods still achieve worse results.

5.5. Ablation Study

A closer look at ID-wise label assignment strategy. To further observe the behavior in the ID-wise label assignment strategy (las), we plot the normalized confusion matrix with and without that strategy in Fig.4. Specifically, in the second stage, we randomly sample total of 640 images from Market-1501, including 74 seen classes and 20 unseen classes. For easier evaluation, we uniformly use label 75 to denote all of the new classes. The diagonal entries represent the correction predictions and other entries represent the wrong prediction. Obviously, the matrix without the ID-wise label assignment strategy is more confusing, while the misclassification was alleviated by our strategy.

The effective of the OVA detector. In Fig. 5, we compare our method against the simplify filtering mechanism proposed in baseline, to validate the efficacy of the OVA detector in detecting the seen classes. As we can see, although both two methods can achieve promising results...
Table 5. The ablation study of combining different loss functions

| Method                      | \( L_{SD} \) | \( L_{Inter} \) | Market1501 | MSMT17 |
|-----------------------------|--------------|-----------------|------------|--------|
|                             | Stage2 mAP   | R@1             | Stage2 mAP | R@1    |
|                             | Stage3 mAP   | R@1             | Stage3 mAP | R@1    |
| Baseline w/o filtering      | X            | X               | 57.6       | 77.6   |
|                             |              |                 | 49.1       | 71.5   |
| Baseline w/ filtering       | X            | X               | 64.1       | 81.8   |
|                             |              |                 | 55.0       | 76.6   |
| Baseline+OVA                | X            | X               | 66.4       | 83.8   |
|                             |              |                 | 62.3       | 80.5   |
| Baseline+OVA+Inter-PL       | X            | ✔               | 67.1       | 84.0   |
|                             |              |                 | 64.9       | 82.2   |
| Baseline+OVA+SD             | ✔            | ✔               | 68.1       | 84.3   |
|                             |              |                 | 66.8       | 82.7   |
| Baseline+OVA+SD+Inter-PL    | ✔            | ✔               | 69.4       | 84.8   |
|                             |              |                 | 69.7       | 84.5   |

Figure 5. The confusion matrix of the old/new classes detection results on Market1501 (top) and MSMT17 (bottom)

in recall, almost half of the samples were misclassified as new classes using the baseline method, particularly on MSMT17, while our method greatly reduce the misclassification. This demonstrates that the OVA detector is more effective and robust to discrimination the seen or unseen person.

The contribution of the loss terms. We conduct ablation studies to investigate the contribution of the loss terms. We first compare the baseline with and without the simplify filtering mechanism against a modified form using the OVA detector. As the \( L_{intra} \) is also be used in baseline, we evaluate the performance gain brought by the additional \( L_{Inter} \). As shown in Table 5, the results on Market-1501 between baseline w/ and w/o the filtering operation demonstrate that without separating the old and the new classes can significantly harm the performance. However, the filtering mechanism perform poorly when processing a more difficult dataset (MSMT17). On this basic, utilizing the OVA detector achieves better performance than the baseline. Besides, both the similarity distillation and inter-domain plasticity learning can further improve the performance and the combined form achieves the best mAP/Rank-1.

5.6. Visualization

We report a qualitative analysis showing the feature space learned by our joint plasticity learning objective on Market-1501. Fig. 6 shows the feature distribution of different cameras in different colors. Generally, the feature distributions are more cluttered using the original model, while they are more tightly grouped using our method. This shows that the new model can achieve better generalization ability on unseen classes. The features extracted by the original model have a domain gap between the original cameras and new cameras, while this can be alleviated by optimizing our joint plasticity learning objective.

6. Conclusion

In this paper, we come up with a new yet very practical task, i.e., Camera Incremental person ReID (CIP-ReID). We particularly emphasize the class-overlap issue brought by CIP-ReID where the new camera may contain identities seen before and the ideal global cross-camera annotations are absent. To approach this task, we design a novel framework called JPL-ReID. The JPL-ReID exploits a one-vs-all detector combined with an ID-wise relabel strategy to achieve the global pseudo label assignment. In addition, a joint plasticity learning objective serves as the guide to facilitate learning more generalisable representations. Extensive experiments show the effectiveness of our method.
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