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Abstract. In this paper, we are interested in studying the set $A_{\| \cdot \|_p}(X,Y)$ of all norm-attaining operators $T$ from $X$ into $Y$ satisfying the following: given $\varepsilon > 0$, there exists $\eta$ such that if $\| Tx \| > 1 - \eta$, then there is $x_0$ such that $\| x_0 - x \| < \varepsilon$ and $T$ itself attains its norm at $x_0$. We show that every norm one functional on $c_0$ which attains its norm belongs to $A_{\| \cdot \|_p}(c_0, K)$. Also, we prove that the analogous result holds neither for $A_{\| \cdot \|_p}(\ell_1, K)$ nor $A_{\| \cdot \|_p}(\ell_\infty, K)$. Under some assumptions, we show that the sphere of the compact operators belongs to $A_{\| \cdot \|_p}(X,Y)$ and that this is no longer true when some of these hypotheses are dropped. The analogous set $A_{\text{num}}(X)$ for numerical radius of an operator instead of its norm is also defined and studied. We present a complete characterization for the diagonal operators which belong to the sets $A_{\| \cdot \|_p}(X, X)$ and $A_{\text{num}}(X)$ when $X = c_0$ or $\ell_p$. As a consequence, we get that the canonical projections $P_N$ on these spaces belong to our sets. We give examples of operators on infinite dimensional Banach spaces which belong to $A_{\| \cdot \|_p}(X, X)$ but not to $A_{\text{num}}(X)$ and vice-versa. Finally, we establish some techniques which allow us to connect both sets by using direct sums.

1. Introduction and Motivation

The famous theorem due to Bollobás on functionals which attain their norms states that if $x^*$ is a norm one functional which almost attains its norm at some element $x$, in the sense that $x^*(x) > 1 - \eta$ for some $\eta > 0$, then there exist a new functional $x_0^*$ and a new element $x_0$ such that $x_0^*$ attains its norm at $x_0$, $x_0 \approx x$, and $x_0^* \approx x^*$ (see [4]). This result opened the gate to further discussion on this topic and nowadays we have a large literature about various classes of functions which attain their norms and satisfy a Bollobás type result (see, for instance, [2, 3, 8, 9, 11, 12, 15, 19, 20] and the references therein). Lindenstrauss in [16] was the first one who answers negatively a question posed by Bishop and Phelps in [7] on the density of linear operators which attain their norms. In particular, Bollobás’ result is no longer true for this class of functions, which had allowed many researchers to study systematically when we have a Bollobás type result for other functions rather than functionals. For a starting point on this topic, we suggest the reader the seminal paper [3].
In order to explain properly what we will be doing in this paper, we briefly present some necessary notation so that the reader can follow the ideas easily. We denote by $B_X$ and $S_X$ the closed unit ball and the unit sphere of the Banach space $X$, respectively. We denote by $X^*$ the topological dual of $X$. Given two Banach spaces $X$ and $Y$, we denote by $\mathcal{L}(X,Y)$ the set of all bounded linear operators and by $\mathcal{L}(X)$ if $X = Y$. We will be using both notation $\langle x^*, x \rangle$ and $x^*(x)$ indistinctly throughout the paper for the action of an element $x^* \in X^*$ at an element $x \in X$. We say that $T \in \mathcal{L}(X,Y)$ attains its norm if there exists $x_0 \in S_X$ such that $\|T(x_0)\| = \|T\|$. In this case, we say that $T$ is a norm-attaining operator. The set of norm attaining operators from $X$ into $Y$ is denoted by $\text{NA}(X,Y)$. We introduce the set of all states on $X$ by $\Pi(X) = \{(x, x^*) \in S_X \times S_{X^*} : \langle x^*, x \rangle = 1\}$ and for a given operator $T \in \mathcal{L}(X)$, the numerical radius of $T$ is defined as $\nu(T) := \sup \{|\langle x^*, T(x) \rangle| : (x, x^*) \in \Pi(X)\}$. Notice that we always have $\nu(T) \leq \|T\|$. We say that $T$ attains the numerical radius when there is $(x_0, x_0^*) \in \Pi(X)$ such that $|\langle x_0^*, T(x_0) \rangle| = \nu(T)$. In this case, we say that $T$ is a numerical radius attaining operator.

For a background on this topic, we refer to [5, 6].

In this paper, we are interested in studying a set of linear operators which satisfy a Bollobás type theorem in a sense which will be clear in a moment. This was motivated by a natural question, although quite restrictive at first glance, whether we can get a Bollobás type theorem without changing the initial operator which almost attains its norm. In other words, given $\varepsilon > 0$, is it true that there exists $\eta > 0$, which depends just on $\varepsilon$, such that if $\|Tx\| > 1 - \eta$, then there exists $x_0$ such that $x_0 \approx x$ and $T$ itself attains its norm at $x_0$? It turns out that the answer for this problem is negative whenever the dimension of the involved Banach spaces are bigger than 2 (see [11, Theorem 2.1]) and, on the other hand, it characterizes uniformly convex Banach spaces when we consider the problem for linear functionals (see [15, Theorem 2.1]). Since there is no hope for a uniform version for the operator case of this problem (in the sense that $\eta$ depends just on a given $\varepsilon > 0$) and the functional case is completely characterized, it seems to be reasonable considering the same problem but now taking $\eta$ depending not just on $\varepsilon$ but also on a fixed norm one operator $T$. This was done in [9, 12, 13, 19, 20] and many positive results come out differently from the uniform case. Here, we will be working with a set of operators which satisfy such a property. Let us give the precise definitions.

**Definition 1.1.** Let $X, Y$ be Banach spaces.

(i) $\mathcal{A}_{\varepsilon,1}(X,Y)$ stands for the set of all norm-attaining operators $T \in \mathcal{L}(X,Y)$ with $\|T\| = 1$ such that if $\varepsilon > 0$, then there is $\eta(\varepsilon,T) > 0$ such that whenever $x \in S_X$ satisfies $\|T(x)\| > 1 - \eta(\varepsilon,T)$, there is $x_0 \in S_X$ such that $\|T(x_0)\| = 1$ and $\|x_0 - x\| < \varepsilon$.

(ii) $\mathcal{A}_{\nu,1}(X)$ stands for the set of all numerical radius attaining operators $T \in \mathcal{L}(X)$ with $\nu(T) = 1$ such that if $\varepsilon > 0$, then there is $\eta(\varepsilon,T) > 0$ such that whenever $(x, x^*) \in \Pi(X)$ satisfies $|\langle x^*, T(x) \rangle| > 1 - \eta(\varepsilon,T)$, there is $(x_0, x_0^*) \in \Pi(X)$ such that $|\langle x_0^*, T(x_0) \rangle| = 1$, $\|x_0 - x\| < \varepsilon$, and $\|x_0^* - x^*\| < \varepsilon$.

Let us notice the following. Suppose that the pair of Banach spaces $(X,Y)$ satisfies the following property: given $\varepsilon > 0$ and $T \in S_{\mathcal{L}(X,Y)}$, there exists $\eta(\varepsilon,T) > 0$ such that whenever $x \in S_X$ satisfies $\|Tx\| > 1 - \eta(\varepsilon,T)$, then there exists $x_0 \in S_X$ such that
one of main results, we give a complete characterization for the diagonal operators when the same cases except (analogously, from which show that the result is no longer true by dropping some of these hypothesis. Some compact operators is contained in a property, then \(X\) must be reflexive by the James theorem since, in this case, every operator attains its norm. Studying the set \(\mathcal{A}_{\|\cdot\|}(X, Y)\) gives us more freedom in the sense that we do not have to restrict ourselves to any condition on the involved spaces but of course on the definition of a concrete operator. On the other hand, very recently this property was used in [10] as a tool to prove that every nuclear operator can be approximated (in the nuclear norm) by nuclear operators which attain their nuclear norms. This makes us think that, studying the sets \(\mathcal{A}_{\|\cdot\|} \) and \(\mathcal{A}_{\|\cdot\|} \), might be helpful to get similar results in the context of tensor products by using an analogous definition of the set \(\mathcal{A}_{\|\cdot\|} \) for bilinear mappings. For instance (and this will be just a motivational thought by now), consider the projective tensor product \(X \widehat{\otimes}_\pi Y\) between two Banach spaces \(X\) and \(Y\), and denote by \(\| \cdot \|_\pi\) the projective tensor norm on \(X \widehat{\otimes}_\pi Y\). Define \(\mathcal{A}_{\|\cdot\|}(X \times Y)\) the set of all norm-attaining bilinear mappings satisfying its corresponding version of Definition 1.1.(i). If \(B \in \mathcal{A}_{\|\cdot\|}(X \times Y)\) and \(|B(z)| > 1 - \eta(\varepsilon, B)^2\), where \(z \in X \widehat{\otimes}_\pi Y\) with \(\|z\|_\pi = 1\) and \(\eta(\varepsilon, B) > 0\) is function which appears in the definition, then there exists a norm-attaining tensor \(z' \in X \widehat{\otimes}_\pi Y\) such that \(B(z') = 1\) and \(\|z' - z\|_\pi < \delta(\varepsilon)\), where \(\delta(\varepsilon) > 0\) is small. This leads us to the natural question of how often a bilinear mapping belongs to \(\mathcal{A}_{\|\cdot\|}\) and how often the function \(\eta(\varepsilon, B)\) depends just on \(\varepsilon\), since this would imply the density of the set of the tensors which attain their projective norms (see [10, Proposition 4.3] for more information in this direction). Thanks to the natural isometric identification between the bilinear mappings on \(X \times Y\) and the operators from \(X\) into \(Y^*\), our study on the sets \(\mathcal{A}_{\|\cdot\|} \) and \(\mathcal{A}_{\|\cdot\|} \) for operators might derive in new progresses on both nuclear operators and tensors which attain their nuclear and projective norms, respectively.

Now, we describe the content of this paper. We start by showing, as expected, that when we are working with finite dimensional spaces, we have a positive result. That is, if \(\dim(X) < \infty\), then the set \(\mathcal{A}_{\|\cdot\|}(X, Y)\) coincides with the sphere of \(\mathcal{L}(X, Y)\) for every Banach space \(Y\) and the set \(\mathcal{A}_{\|\cdot\|}(X)\) coincides with the set of all operators with numerical radius one. As a consequence of it, we get that every norm one functional on \(c_0\) which attains its norm belongs to \(\mathcal{A}_{\|\cdot\|}(c_0, \mathbb{K})\) by using the canonical embedding from a finite dimensional Euclidian space \((\mathbb{K}^n, \| \cdot \|_\infty)\) (the space \(\mathbb{K}^n\) with the topology induced by the norm of \(c_0\)) into \(c_0\). On the other hand, we present examples of norm one functionals on \(\ell_1\) and \(\ell_\infty\) which attain their norms but cannot be in \(\mathcal{A}_{\|\cdot\|}(\ell_1, \mathbb{K})\) and \(\mathcal{A}_{\|\cdot\|}(\ell_\infty, \mathbb{K})\), respectively. Next, we show that under some assumptions on the Banach space \(X\), the sphere of the compact operators is contained in \(\mathcal{A}_{\|\cdot\|}(X, Y)\) and also the set of all compact operators \(T\) with \(\nu(T) = \|T\| = 1\) belongs to \(\mathcal{A}_{\|\cdot\|}(X)\). Moreover, we provide some counterexamples which show that the result is no longer true by dropping some of these hypothesis. Some conditions on \(X\) which guarantee the possibility to pass from \(\mathcal{A}_{\|\cdot\|}(X, Y)\) to \(\mathcal{A}_{\|\cdot\|}(X^*, X^*)\) (analogously, from \(\mathcal{A}_{\|\cdot\|}(X)\) to \(\mathcal{A}_{\|\cdot\|}(X^*)\)) via the adjoint operation are also considered. As one of main results, we give a complete characterization for the diagonal operators when such operators belong to \(\mathcal{A}_{\|\cdot\|}(X, X)\) for \(X = c_0\) or \(\ell_p\) with \(1 \leq p \leq \infty\), and to \(\mathcal{A}_{\|\cdot\|}(X)\) in the same cases except \(p = \infty\). As a consequence, the canonical projections \(P_N\) belong to these sets. Finally, in the last section, we study some relations between \(\mathcal{A}_{\|\cdot\|}(X, Y)\) and \(\mathcal{A}_{\|\cdot\|}(X \oplus Y)\) through the natural correspondences between \(\mathcal{L}(X, Y)\) and \(\mathcal{L}(X \oplus Y)\).
2. Main results

In this section, we present the main results of the paper. Recall that in finite dimensional Banach spaces, every operator \( T \) attains both norm and numerical radius by compactness. The following result shows that, when \( X \) is finite dimensional, we can describe the sets \( \mathcal{A}_{\|\|}(X, Y) \) and \( \mathcal{A}_{\text{nu}}(X) \) entirely. Moreover, we show that \( S_{\ell_1} \cap \text{NA}(c_0, \mathbb{K}) \) is always contained in \( \mathcal{A}_{\|\|}(c_0, \mathbb{K}) \).

**Theorem 2.1.** Let \( X \) be a finite dimensional Banach space. Then

(i) \( \mathcal{A}_{\|\|}(X, Y) = \{ T \in \mathcal{L}(X, Y) : \| T \| = 1 \} \) for any Banach space \( Y \),

(ii) \( \mathcal{A}_{\text{nu}}(X) = \{ T \in \mathcal{L}(X) : \nu(T) = 1 \} \),

(iii) Every norm one functional on \( c_0 \) which attains the norm belongs to \( \mathcal{A}_{\|\|}(c_0, \mathbb{K}) \).

**Proof.** Items (i) and (ii) are proved by using the compactness of the unit ball of the finite dimensional space \( X \) as in [3, Proposition 2.4] or [9, Theorem 2.4]. To prove (iii), suppose \( x^* \in S_{c_0^*} \) attains its norm at some point in \( B_{c_0} \). Then, there exists \( n_0 \in \mathbb{N} \) so that \( x^*(n) = 0 \) for every \( n > n_0 \). Let \( \Psi : (\mathbb{K}^{\mathbb{N}_0}, \| \cdot \|_{\infty}) \rightarrow c_0 \) be the canonical embedding into \( c_0 \) that sends \( (k_1, \ldots, k_{n_0}) \mapsto (k_1, \ldots, k_{n_0}, 0, 0, \ldots) \). It is easy to see that \( \| \Psi \| = 1 \). Moreover, \( \| x^* \circ \Psi \| = 1 \), so (i) implies that \( x^* \circ \Psi \in \mathcal{A}_{\|\|}(\mathbb{K}^{\mathbb{N}_0}, \mathbb{K}) \). Given \( \varepsilon > 0 \), define

\[
\delta(\varepsilon, x^*) := \min \left\{ \frac{\varepsilon}{2}, \eta \left( \frac{\varepsilon}{2}, x^* \circ \Psi \right) \right\}
\]

and suppose that \( \langle x^*, x_0 \rangle > 1 - \delta(\varepsilon, x^*) \) for some point \( x_0 \in S_{c_0} \). Let \( z_0 \in \mathbb{K}^{\mathbb{N}_0} \) be the point such that \( z_0(n) = x_0(n) \) for \( 1 \leq n \leq n_0 \). Then,

\[
\left( x^* \circ \Psi \right) \left( \frac{z_0}{\| z_0 \|_{\infty}} \right) > 1 - \delta(\varepsilon, x^*)
\]

so, there is \( u_0 \in S_{\mathbb{K}^{\mathbb{N}_0}} \) such that \( \| (x^* \circ \Psi)(u_0) \| = 1 \) and \( \| u_0 - \frac{z_0}{\| z_0 \|_{\infty}} \|_{\infty} < \frac{\varepsilon}{2} \). Finally, let \( v_0 \in c_0 \) be such that \( v_0(n) = u_0(n) \) for \( 1 \leq n \leq n_0 \) and \( v_0(n) = x_0(n) \) for \( n > n_0 \). It follows that \( x^* \) attains its norm at \( v_0 \in S_{c_0} \) and

\[
\| v_0 - x_0 \| = \| u_0 - z_0 \|_{\infty} \leq \| u_0 - \frac{z_0}{\| z_0 \|_{\infty}} \|_{\infty} + \frac{z_0}{\| z_0 \|_{\infty}} - z_0 \|_{\infty} < \frac{\varepsilon}{2} + (1 - \| z_0 \|) \leq \varepsilon.
\]

Concerning linear functionals on \( \ell_p \)-spaces, we have the following result.

**Proposition 2.2.** Let \( X \) be a Banach space.

(i) If \( X \) is uniformly convex, then \( S_{X^*} = \mathcal{A}_{\|\|}(X, \mathbb{K}) \).

(ii) There is \( x^* \in \text{NA}(\ell_1, \mathbb{K}) \cap S_{\ell_1} \) such that \( x^* \notin \mathcal{A}_{\|\|}(\ell_1, \mathbb{K}) \).

(iii) There is \( x^* \in \text{NA}(\ell_{\infty}, \mathbb{K}) \cap S_{\ell_{\infty}} \) such that \( x^* \notin \mathcal{A}_{\|\|}(\ell_{\infty}, \mathbb{K}) \).

**Proof.** For item (i), we argue as in [15, Theorem 2.1]. Let us prove (ii) now. Consider the norm one functional \( z^* := (1, \frac{1}{2}, \frac{1}{2}, \ldots, \frac{1}{n}, \ldots) \in \ell_{\infty} \). Notice that \( z^* \) is a norm-attaining functional and it is not difficult to see that the rotations of the unit vector \( e_1 \in S_{\ell_1} \) are the only norming points of \( z^* \), that is, if \( \langle z^*, z \rangle = 1 \) with \( z \in S_{\ell_1} \), then \( z \) is of the form \( z = e^{i\theta}e_1 \) for some \( \theta \in [0, 2\pi) \). Given \( \varepsilon > 0 \), suppose that there is such a \( \eta(\varepsilon, z^*) > 0 \). We
take \( k \in \mathbb{N} \) to be such that \( \frac{1}{k} < \eta(\varepsilon, z^*) \) and then \( |\langle z^*, e_k \rangle| > 1 - \eta(\varepsilon, z^*) \). This means that there is \( z \in S_\ell \) such that \( |\langle z^*, e_k \rangle| = 1 \) and \( \|z - e_k\|_1 < \varepsilon \). This implies that \( z = e^\theta e_1 \) and \( \|e^\theta e_1 - e_k\|_1 = 2 \), which is a contradiction.

For item (iii), consider the functional \( x^* := \left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \ldots \right) \) on \( \ell_\infty \), which is as an element in \( S_\ell \); hence is embedded in \( S_{\ell^p} \). If there is \( z = (z(n))_{n=1}^\infty \in S_{\ell^p} \) such that \( |\langle x^*, z \rangle| = \|x^*\| = 1 \), then

\[
1 = |\langle x^*, z \rangle| = \left\| \sum_{n=1}^{\infty} \frac{1}{2^n} z(n) \right\| \leq \sum_{n=1}^{\infty} \frac{1}{2^n} |z(n)| \leq 1.
\]

From this, we get that \( z(n) = e^\theta \) for all \( n \in \mathbb{N} \). Now, assuming that such a \( \eta(\varepsilon, x^*) > 0 \) exists, we take \( k \in \mathbb{N} \) with \( 2^k \eta(\varepsilon, x^*) > 1 \) and consider the element \( e_1 + \ldots + e_k \in S_{\ell^p} \). Then, \( |\langle x^*, e_1 + \ldots + e_k \rangle| > 1 - \eta(\varepsilon, x^*) \). So, there is \( x \in S_{\ell^p} \) such that \( |\langle x^*, x \rangle| = 1 \) and \( \|x - (e_1 + \ldots + e_k)\|_\infty < \varepsilon \), which leads to a contradiction since \( \|x - (e_1 + \ldots + e_k)\|_\infty \geq 1 \).

Let us observe that it is immediate that an operator which has norm one but does not attain the norm cannot be in \( A_{\ell^p}(X, Y) \) by its definition. Analogously, the same argument for non numerical radius operators applies for the set \( A_{\mu}(X) \). Nevertheless, we present in Example 2.3 a norm one operator which attains its norm and numerical radius but belongs neither to \( A_{\ell^p}(X, X) \) nor to \( A_{\mu}(X) \).

**Example 2.3.** Let \( p > 0 \) and \( q > 0 \) be such that \( \frac{1}{p} + \frac{1}{q} = 1 \). We consider the spaces \( \ell_p \) and \( \ell_q \) as \( \ell_p(\ell_p^2) \) and \( \ell_q(\ell_q^2) \), respectively, where \( \ell_p^2 = (\mathbb{K}^2, |.|_p) \). For each \( n \in \mathbb{N} \), we define \( T_n \in \mathcal{L}(\ell_p^2) \) by

\[
T_n(x, y) := \left( \left( 1 - \frac{1}{2^n} \right) x, y \right) \quad ((x, y) \in \ell_p^2).
\]

Now, define \( T \in \mathcal{L}(\ell_p) \) as

\[
T(z) := (T_n(x(n), y(n)))_n = \left( \left( 1 - \frac{1}{2^n} \right) x(n), y(n) \right)_n = \left( z = ((x(n), y(n)))_n \in \ell_p \right).
\]

Following [9, Theorem 2.21.(ii)], we see that \( T \) attains its norm but \( T \notin A_{\ell^p}(\ell_p, \ell_p) \). Let us also see that \( T \notin A_{\mu}(X) \). Let \( e_i^2 \) be the unit canonical vectors of \( \ell_p^2 \) and \( \ell_q^2 \) for \( i = 1, 2 \), that is, \( e_1^2 = (1, 0) \) and \( e_2^2 = (0, 1) \). Consider \( e_{i,n} := ((0,0), \ldots, (0,0), \underbrace{e_i^2}_{n-th}, (0,0), \ldots) \in \ell_p^2 \) and \( e_{i,n} := ((0,0), \ldots, (0,0), \underbrace{e_i^2}_{n-th}, (0,0), \ldots) \in S_{\ell_p} \) for \( i = 1, 2 \). Since \( |\langle e_{2,n}^*, T(e_{2,n}) \rangle| = 1 \),

\[
T \text{ attains its numerical radius and } \nu(T) = ||T|| = 1. \]

Suppose that \( T \in A_{\mu}(\ell_p) \) and consider \( \frac{1}{2^n} < \eta(\varepsilon, T) \) for a given \( \varepsilon \in (0, 1) \). Since \( \nu(T) = ||e_{1,n}||_p = ||e_{1,n}^*||_q = ||e_{1,n}^*||_q = 1 \) and \( |\langle e_{1,n}^*, T(e_{1,n}) \rangle| > 1 - \eta(\varepsilon, T) \), there is \( (w, w^*) \in \Pi(\ell_p) \) such that \( |\langle w^*, T(w) \rangle| = 1 \), \( \|w - e_{1,n}\|_p < \varepsilon \), and \( \|w^* - e_{1,n}^*\|_q < \varepsilon \). Since \( ||T|| = 1 \) and \( |\langle w^*, T(w) \rangle| = 1 \), it follows that \( ||T(w)||_p = 1 \). If we denote \( w = ((u(n), v(n)))_n \in S_{\ell_p} \), then it is possible to see that \( u(j) = 0 \) for all \( j \in \mathbb{N} \). This implies that \( \|w - e_{1,n}\|_p = ||(0, v(n))||_n - e_{1,n}||_p \geq 1 \), which is a contradiction.

**Remark 2.4.** Due to the relation between the norm of an operator and its numerical radius, it is natural to wonder whether the fact that an operator is in \( A_{\ell^p}(X, X) \) for some
Banach space $X$ implies that it also belongs to $A_{\|\|}(X)$. Nevertheless, this is not the case in general even in Hilbert spaces. Indeed, on the one hand, every isometry on $X$ clearly belongs to $A_{\|\|}(X, X)$. On the other hand, this does not hold for the set $A_{\mu}(X)$. Consider the right shift operator $R \in L(\ell_2)$. It is known that the numerical range $W(R)$ of $R$ is the open unit disk $\mathbb{D}$ in the complex plane (see, for example, [17, Example 2]) which implies that $\nu(R) = 1$, but $|\langle Rx, x \rangle| < 1$ for every $x \in S_{\ell_2}$.

Recall that a Banach space $X$ satisfies the Kadec-Klee property when the weak and norm topologies coincide on the unit sphere $S_X$. It is well-known that every locally uniformly rotund space (LUR, for short) satisfies the Kadec-Klee property (the converse is not true, e.g., $\ell_1^\alpha$). Recall also that, by the Šmulian lemma, the norm of $X$ is Fréchet differentiable at $x$ if and only if $(x_n^*) \subset S_X^*$ is convergent whenever $\lim_n \langle x_n^*, x \rangle = 1$. In the next result, under some assumptions on the involved Banach spaces, we show that some subsets of the space of all compact operators belong to the classes $A_{\|\|}$ and $A_{\mu}$. We denote by $K(X, Y)$ the set of all compact operators from $X$ into $Y$.

**Theorem 2.5.** Let $X$ be a reflexive space which satisfies the Kadec-Klee property. Then,

(i) $S_{K(X, Y)} \subset A_{\|\|}(X, Y)$ for every Banach space $Y$.

(ii) \{ $T \in K(X) : \nu(T) = \|T\| = 1$ \} $\subset A_{\mu}(X)$ whenever $X$ is Fréchet differentiable.

**Proof.** Item (i) follows from the same argument as in [19, Theorem 2.12]. Let us prove (ii). Suppose by contradiction that it is not true. Then, there are $\varepsilon_0 \in (0, 1)$ and a compact operator $T \in K(X)$ with $\nu(T) = \|T\| = 1$ such that for every $n \in \mathbb{N}$, there is $(x_n, x_n^*) \in \Pi(X)$ such that

\begin{equation}
1 \geq \langle x_n^*, T(x_n) \rangle \geq 1 - \frac{1}{n}
\end{equation}

and whenever $(x, x^*) \in \Pi(X)$ satisfies $\|x - x_n\| < \varepsilon_0$ and $\|x^* - x_n^*\| < \varepsilon_0$, we have $\|\langle x^*, T(x) \rangle\| < 1$. By reflexivity of $X$, there is a subsequence of $(x_n)$, which we denote again by $(x_n)$, and $x_0 \in B_X$ such that $x_n \overset{w}{\to} x_0$. Thus, $T(x_n) \longrightarrow T(x_0)$ in norm. From this and $1 = \nu(T) = \|T\| \geq \|T(x_n)\| \geq \|\langle x_n^*, T(x_n) \rangle\| \longrightarrow 1$, we get that $\|T(x_0)\| = 1$. This shows that $x_0 \in S_X$. Since $w$ and norm topologies coincide in $S_X$, we have that $x_n \to x_0$ in norm. Notice now that for each $n \in \mathbb{N}$, we have

\begin{equation}
1 \geq \langle x_n^*, T(x_0) \rangle \geq \langle x_n^*, T(x_n) \rangle - \|x_n - x_0\|.
\end{equation}

Since $x_n$ converges to $x_0$ in norm, by using (1), we get that $\langle x_n^*, T(x_0) \rangle \longrightarrow 1$. Thus, there exists a subsequence of $(x_n^*)$, which we denote again by $(x_n^*)$, and some $\theta \in [0, 2\pi)$ such that $\langle x_n^*, T(x_0) \rangle$ converges to $e^{i\theta}$. Let $S \in K(X)$ be the operator defined by $S := e^{-i\theta}T$. One clearly has that $S(x_0) \in S_X$ and $\langle x_n^*, S(x_0) \rangle$ converges to 1. By Šmulian lemma, there is $x_0^* \in B_X^*$ such that $x_n^* \longrightarrow x_0^*$ in norm. Since $\langle x_n^*, x_0 \rangle = 1$ for every $n \in \mathbb{N}$, we get that $\langle x_0^*, x_0 \rangle = 1$. So, $x_0^* \in S_X^*$ and then $(x_0, x_0^*) \in \Pi(X)$. Finally, in view of (1) and $\langle x_0^*, T(x_0) \rangle \longrightarrow \|x_0^*, T(x_0)\|$, we get that $\langle x_0^*, T(x_0) \rangle = 1$. This is a contradiction. \hfill $\square$

In fact, the above argument shows, under the same assumptions on (ii), that every compact operator $T$ which has norm and numerical radius 1 attains its numerical radius. Notice also that the identity operator always belongs to $A_{\mu}(X)$ whereas it is not compact.
unless $X$ is finite dimensional. So, in the infinite dimensional setting, the inclusion in Theorem 2.5.(ii) must be strict. On the other hand, since every operator from a reflexive space into a space which satisfies the Schur’s property is compact and Hilbert spaces satisfy all the hypothesis of Theorem 2.5, we have the following consequence.

**Corollary 2.6.** Let $X$ be a reflexive Banach space with the Kadec-Klee property and let $H$ be a Hilbert space.

(i) If $Y$ has the Schur property, then $A_{\|\cdot\|}(X,Y) = S_{\mathcal{K}(X,Y)}$.

(ii) If $T \in \mathcal{K}(H)$ is with $\nu(T) = \|T\| = 1$, then $T \in A_{\text{nu}}(H)$.

Next, we present a numerical radius attaining compact operator $S \notin A_{\text{nu}}$ with $\nu(S) = \|S\| = 1$ defined on a Banach space $X$ which is not reflexive, its norm is nowhere Fréchet differentiable, and satisfies the Schur’s property (and, in particular, the Kadec-Klee property).

**Example 2.7.** Consider $c_0$ as a real space. Define the operator $T \in \mathcal{L}(c_0)$ by

$$(T(x))(1) = \sum_{j=1}^{\infty} \frac{1}{2^j} x(j) \quad \text{and} \quad (T(x))(k) = 0 \quad (k \geq 2) \quad (x = (x(j))_{j=1}^{\infty} \in c_0).$$

It is proved in [2, Proposition 2.8] that $\|T\| = \nu(T) = 1$ but $T$ attains neither its norm nor numerical radius. In particular, $T$ belongs neither to $A_{\|\cdot\|}(c_0,c_0)$ nor to $A_{\text{nu}}(c_0)$. We claim that $S := T^*$ is a compact numerical radius attaining operator with $\nu(S) = \|S\| = 1$ but does not belong to $A_{\text{nu}}(\ell_1)$. Indeed, first notice that $S \in \mathcal{L}(\ell_1)$ is given by

$$S(y) = \sum_{j=1}^{\infty} \frac{y(1)}{2^j} e_j \quad (y = (y(j))_{j=1}^{\infty} \in \ell_1).$$

Moreover, $\nu(S) = \nu(T) = 1$, $\langle z, e_1 \rangle = 1$ where $z = (1,1,1,\ldots) \in \ell_\infty$, and that $\langle z, Se_1 \rangle = \sum_{j=1}^{\infty} \frac{1}{2^j} = 1$, which implies that $S$ attains the numerical radius (and the norm). Before proving that $S \notin A_{\text{nu}}(\ell_1)$, let us first observe that $S \in A_{\|\cdot\|}(\ell_1, \ell_1)$. Indeed, given $\varepsilon > 0$, take $x \in S_{\ell_1}$ such that $\|S(x)\|_1 > 1 - \frac{\varepsilon}{2}$, that is, $\sum_{j=1}^{\infty} \frac{|x(1)|}{2^j} > 1 - \frac{\varepsilon}{4}$. Thus, $|x(1)| > 1 - \frac{\varepsilon}{8}$ and $\sum_{j=2}^{\infty} |x(j)| \leq \frac{\varepsilon}{8}$. Consider $y = \left(\frac{x(1)}{|x(1)|}, 0, 0, \ldots\right) \in S_{\ell_1}$, then

$$\|S(y)\|_1 = 1 \quad \text{and} \quad \|x - y\|_1 = |x(1) - y(1)| + \sum_{j=2}^{\infty} |x(j)| \leq (1 - |x(1)|) + \frac{\varepsilon}{2} < \varepsilon.$$

This shows that $S \in A_{\|\cdot\|}(\ell_1, \ell_1)$.

Next, we claim that $S$ cannot be in $A_{\text{nu}}(\ell_1)$. Indeed, observe that if $(y,z) \in \Pi(\ell_1)$ satisfy $\langle z, S(y) \rangle = 1$, then

$$\sum_{j=1}^{\infty} |y(j)| = 1, \quad \sum_{j=1}^{\infty} y(j) z(j) = 1, \quad \left|\sum_{j=1}^{\infty} \frac{1}{2^j} y(1) z(j)\right| = 1, \quad \text{and} \quad \max_{j \in \mathbb{N}} |z(j)| = 1.$$

From the third equality, we have

$$1 = \left|\sum_{j=1}^{\infty} \frac{1}{2^j} y(1) z(j)\right| \leq |y(1)| \sum_{j=1}^{\infty} \frac{1}{2^j} = |y(1)| \leq 1.$$
This implies that the only possible candidates are \( y = (1, 0, 0, 0, \ldots) \) and \( z = (1, 1, 1, 1, \ldots) \) or \( y = (-1, 0, 0, 0, \ldots) \) and \( z = (-1, -1, -1, -1, \ldots) \). Suppose, by contradiction, that for a given \( \varepsilon \in (0, 1) \), there is \( \eta(\varepsilon, S) > 0 \). Let \( n_0 \in \mathbb{N} \) be such that \( \sum_{j=1}^{n_0} \frac{1}{2^j} > 1 - \eta(\varepsilon, S) \). Set \( y_0 = (1, 0, 0, 0, \ldots) \in S_{\ell_1} \) and \( z_0 = (1, 1, 1, 1, \ldots, 1, 0, 0, \ldots) \in S_{\ell_1} \). Then, \((y_0, z_0) \in \Pi(\ell_1) \) and \( |\langle z_0, S(y_0) \rangle| = \sum_{j=1}^{n_0} \frac{1}{2^j} > 1 - \eta(\varepsilon, S) \). So, there is \((y, z) \in \Pi(\ell_1) \) such that \( |\langle z, S(y) \rangle| = 1 \), \( \|y - y_0\|_1 < \varepsilon \), and \( \|z - z_0\|_\infty < \varepsilon \). But this is not possible since \( \|z - z_0\|_\infty \geq |z(n_0 + 1) - z_0(n_0 + 1)| \geq 1 \).

Let us recall that in Corollary 2.6, we proved that if a compact operator \( T \) defined on a Hilbert space is such that \( \nu(T) = \|T\| = 1 \), then \( T \) must belong to the set \( \mathcal{A}_{\text{mix}}(H) \). However, the following result (inspired by [2, Example 1.9]) provides us a wide class of operators \( T \in \mathcal{A}_{\text{mix}}(H) \) such that \( 1 = \nu(T) < \|T\| \) and, in particular, examples of operators which belong to \( \mathcal{A}_{\text{mix}} \) but not to \( \mathcal{A}_{\text{mix}}^1 \). Notice, by item (iii) below, that \( T \) belongs to the set \( \mathcal{A}_{\text{mix}} \) in a uniform sense, that is, the \( \eta \) does not depend on the operator \( T \) defined there. We do not know how often this happens, that is, we do not know, for instance, whether the set of such an operators could be norming for the whole space.

**Proposition 2.8.** Let \( H \) be a separable infinite dimensional real Hilbert space. Then, there is \( T \in \mathcal{L}(H) \) such that

(i) \( T \) is a compact operator.

(ii) \( 1 = \nu(T) < \|T\| \) and \( T \) attains its numerical radius.

(iii) given \( \varepsilon > 0 \), there is \( \eta(\varepsilon) > 0 \) such that whenever \( x_0 \in S_H \) satisfies

\[
|\langle Tx_0, x_0 \rangle| > 1 - \eta(\varepsilon),
\]

there is \( x_1 \in S_H \) such that \( \nu(T) = \langle Tx_1, x_1 \rangle = 1 \) and \( \|x_1 - x_0\| < \varepsilon \).

In particular, \( T \in \mathcal{A}_{\text{mix}}(H) \) and \( T \notin \mathcal{A}_{\text{mix}}^1(H, H) \).

**Proof.** Let \( 0 < \alpha \leq 1 \) and \( \{\alpha_n\} \) be a sequence such that \( |\alpha_1| > 1 \), \( -1 < \alpha_n < 1 \) for \( n \geq 2 \), and \( \alpha_n \to 0 \) as \( n \to \infty \). Let \( \{J_1, J_2, J_3\} \) be a partition of \( \mathbb{N} \) such that \( |J_1| = |J_2| = \aleph_0 \), \( |J_3| = \ell < \infty \). Write the subsets \( J_1, J_2 \) as \( J_1 = \{n_k : k \geq 1\} \), \( J_2 = \{m_k : k \geq 1\} \) where \( n_1 \leq n_2 \leq \ldots, m_1 \leq m_2 \leq \ldots \) and each \( n_k \) corresponds to \( m_k \) via an one-to-one correspondence between \( J_1 \) and \( J_2 \). Define \( T \in \mathcal{L}(H) \) by

\[
T(e_{n_k}) = -\alpha_k e_{m_k} (k \in \mathbb{N}), \quad T(e_{m_k}) = \alpha_k e_{n_k} (k \in \mathbb{N}), \quad T(e_n) = \alpha e_n (n \in J_3),
\]

where \( \{e_n : n \geq 1\} \) is an orthonormal basis of \( H \). Note first that for every \( x \in H \), we have

\[
T(x) = \sum_{n=1}^{\infty} \langle x, e_n \rangle T(e_n) = \sum_{k \in \mathbb{N}} (-\alpha_k \langle x, e_{n_k} \rangle e_{m_k} + \alpha_k \langle x, e_{m_k} \rangle e_{n_k}) + \sum_{n \in J_3} \alpha \langle x, e_n \rangle e_n.
\]

The item (i) is clear. Let us calculate the norm and numerical radius of \( T \). Note for each \( x \in S_H \), we have

\[
\langle T(x), x \rangle = \sum_{k \in \mathbb{N}} \alpha_k \langle e_{n_k}, x \rangle \langle x, e_{m_k} \rangle - \alpha_k \langle e_{m_k}, x \rangle \langle x, e_{n_k} \rangle + \sum_{n \in J_3} \alpha \langle e_n, x \rangle \langle x, e_n \rangle.
\]
The first two terms are canceled out because \( H \) is real and then
\[
\langle T(x), x \rangle = \alpha \sum_{n \in J_3} \left| \langle x, e_n \rangle \right|^2
\]
for \( x \in S_H \) which implies that \( \nu(T) \leq \alpha \). Since \( \langle Te_n, e_n \rangle = \alpha \) for every \( n \in J_3 \), we have that \( T \) attains its numerical radius and \( \nu(T) = \alpha \).

On the other hand, let us notice that, for every \( x \in H \), we have
\[
\|T(x)\|^2 = \sum_{j=1}^{\infty} \left| \langle T(x), e_j \rangle \right|^2 = \sum_{k \in \mathbb{N}} \left( |\alpha_k \langle x, e_{m_k} \rangle|^2 + |\alpha_k \langle x, e_{n_k} \rangle|^2 \right) + \sum_{n \in J_3} |\alpha \langle x, e_n \rangle|^2.
\]
It follows that \( \|T\| \leq \max\{\|\alpha_n\|_x, |\alpha|\} \). However, we also have
\[
\|T\| \geq \sup\{\|T(e_n)\| : n \geq 1\} = \sup\{\|\alpha_k|, |\alpha| : k \geq 1\} = \max\{\|\alpha_n\|_x, |\alpha|\};
\]
hence \( \|T\| = \max\{\|\alpha_n\|_x, |\alpha|\} \). In particular, since \( |\alpha_1| > 1 \), we have \( \|T\| > 1 \geq \alpha = \nu(T) \). This proves item (ii).

Now we prove that \( T \in \mathcal{A}_{nu}(H) \) when \( \alpha = 1 \). Given \( \varepsilon \in (0, 1) \), let \( x_0 \in S_H \) be such that \( \left| \langle T(x_0), x_0 \rangle \right| > 1 - \frac{\varepsilon^2}{4} \). By equation (2), we have that
\[
\sum_{n \in J_3} \left| \langle x_0, e_n \rangle \right|^2 = \left| \langle T(x_0), x_0 \rangle \right| > 1 - \frac{\varepsilon^2}{4}, \quad \text{and then} \quad \sum_{k \in J_1 \cup J_2} \left| \langle x_0, e_k \rangle \right|^2 < \frac{\varepsilon^2}{4}.
\]
Let \( \pi_3 \) be the projection of \( H \) onto the closed subspace \( H_3 = \text{span}\{e_n : n \in J_3\} \). Then we have
\[
\langle T(\pi_3(x_0)), \pi_3(x_0) \rangle = \sum_{n \in J_3} \left| \langle \pi_3(x_0), e_n \rangle \right|^2 = \sum_{n \in J_3} \left| \langle x_0, e_n \rangle \right|^2.
\]
It follows that \( T \) attains its numerical radius at \( \|\pi_3(x_0)\|^{-1} \pi_3(x_0) \in S_H \). Moreover,
\[
\left\| \frac{\pi_3(x_0)}{\|\pi_3(x_0)\|} - x_0 \right\| = \left\| \frac{\pi_3(x_0)}{\|\pi_3(x_0)\|} - \pi_3(x_0) \right\| + \|\pi_3(x_0) - x_0\|
\leq |1 - \|\pi_3(x_0)\]| + \left( \sum_{k \in J_1 \cup J_2} \left| \langle x_0, e_k \rangle \right|^2 \right)^{1/2} < \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon.
\]

Observe that it is not true that \( T^* \) belongs to \( \mathcal{A}_{1,1} \) if \( T \) belongs to \( \mathcal{A}_{1,1} \) in general (see Examples 2.7 and 2.11). However, if we put some extra assumptions on the spaces \( X \) and \( Y \), then we can obtain the following duality results.

**Proposition 2.9.** Let \( X, Y \) be Banach spaces and \( T \in \mathcal{L}(X, Y) \).

1. Suppose that \( Y \) be uniformly smooth. If \( T \in \mathcal{A}_{1,1}(X, Y) \), then \( T^* \in \mathcal{A}_{1,1}(Y^*, X^*) \).
2. Suppose that \( X \) be uniformly convex. If \( T^* \in \mathcal{A}_{1,1}(Y^*, X^*) \), then \( T \in \mathcal{A}_{1,1}(X, Y) \).
3. Suppose that \( X \) is reflexive. Then, \( T \in \mathcal{A}_{\text{mu}}(X) \) if and only if \( T^* \in \mathcal{A}_{\text{mu}}(X^*) \).
Proof. Note that (ii) is just a consequence of (i) since, in this case, X is, in particular, reflexive. Let us prove (i). Let Y be a uniformly smooth Banach space. Let $T \in \mathcal{A}_{1,1}(X, Y)$. Then, $\|T^*\| = \|T\| = 1$ and $T^*$ is also norm-attaining. In order to prove that $T^* \in \mathcal{A}_{1,1}(Y^*, X^*)$, let $\varepsilon \in (0, 1)$ be given and consider $\eta(\varepsilon, T^*) > 0$. Set

$$
\eta(\varepsilon, T^*) := \min \left\{ \eta \left( \frac{\delta_{Y^*}(\varepsilon)}{2}, T \right), \frac{\delta_{Y^*}(\varepsilon)}{2} \right\} > 0,
$$

where $\varepsilon \mapsto \delta_{Y^*}(\varepsilon)$ stands for the modulus of convexity of $Y^*$. Pick $y^*_1 \in S_{Y^*}$ to satisfy $\|T^*(y^*_1)\| > 1 - \eta(\varepsilon, T^*)$. There is $x_1 \in S_X$ such that $\text{Re}\langle y^*_1, T(x_1) \rangle = \text{Re}\langle x_1, T^*(y^*_1) \rangle = \|T^*(y^*_1)\| > 1 - \eta(\varepsilon, T^*)$. This implies that $\|T(x_1)\| > 1 - \eta(\varepsilon, T^*)$. Since $T \in \mathcal{A}_{1,1}(X, Y)$, there is $x_2 \in S_X$ such that $\|T(x_2)\| = 1$ and $\|x_2 - x_1\| < \frac{\delta_{Y^*}(\varepsilon)}{2}$. Take $y^*_2 \in S_{Y^*}$ to be such that $\text{Re}\langle y^*_2, T(x_2) \rangle = \|T(x_2)\| = 1$ and notice that $\text{Re}\langle y^*_1, T(x_2) \rangle > 1 - \delta_{Y^*}(\varepsilon)$. Then, $\|y^*_1 + y^*_2\| > 2 - 2\delta_{Y^*}(\varepsilon)$. This shows that $\|y^*_2 - y^*_1\| < \varepsilon$. As $T^*$ attains its norm at $y^*_2$ which is close to $y^*_1$, henceforth, $T^* \in \mathcal{A}_{1,1}(Y^*, X^*)$.

Now we prove (iii). Since X is reflexive, we just have to prove one direction. Assume $T \in \mathcal{A}_{0,0}(X)$. Note that $T^* \in \mathcal{L}(X^*)$ also attains its numerical radius. Now let $\varepsilon > 0$ be given and set $\eta(\varepsilon, T^*) := \eta(\varepsilon, T) > 0$. Let $(x^*_1, x^*_2) \in \Pi(X^*)$ be such that $\|x^*_1, T^*(x^*_1)\| > 1 - \eta(\varepsilon, T^*)$. Since X is reflexive, there is $x_1 \in S_X$ such that $x_1 = x^*_1$. Then

$$\langle x^*_1, T(x_1) \rangle = \|x_1, T^*(x^*_1)\| = \|x^*_1, T^*(x^*_1)\| > 1 - \eta(\varepsilon, T^*) = 1 - \eta(\varepsilon, T).$$

Then there is $(x_2, x^*_2) \in \Pi(X)$ such that $\|x^*_2, T^*(x_2)\| = 1$, $\|x_2 - x_1\| < \varepsilon$ and $\|x^*_2 - x^*_1\| < \varepsilon$. So, $T^* \in \mathcal{A}_{0,0}(X^*)$ as desired. \qed

Given $T \in \mathcal{L}(c_0)$ and $N \in \mathbb{N}$, it is not difficult to see that $\text{ran} T^* \subset \text{span}\{e^*_1, \ldots, e^*_N\}$ if and only if $T = T \circ P_N$, where $P_N$ is the natural $N$-th projection on $c_0$. A property related to Proposition 2.9.(iii) above can be proved for $c_0$ under this condition.

**Proposition 2.10.** Let $T \in \mathcal{A}_{nu}(c_0)$ be an operator such that the range of $T^* \in \mathcal{L}(\ell_1)$ is in $\text{span}\{e^*_1, \ldots, e^*_N\}$ for some $N \in \mathbb{N}$. Then, $T^* \in \mathcal{A}_{nu}(\ell_1)$

Proof. Let $\varepsilon > 0$. Set $\eta(\varepsilon, T^*) := \min\left\{ \frac{\varepsilon}{2}, \eta\left( \frac{\varepsilon}{2}, T \right) \right\} > 0$. Let $(x^*_1, x^*_2) \in \Pi(\ell_1)$ be such that $\|x^*_1, T^*(x^*_1)\| > 1 - \eta(\varepsilon, T^*)$. Let $n_0 > N$ be big enough so that $\sum_{n=1}^{n_0} |x^*_1(n)| > 1 - \eta(\varepsilon, T^*)$. Define $(x^*_2, x^*_2) \in \ell_1 \times \ell_\infty$ as follows:

(a) $x^*_2(n) = (\sum_{n=1}^{n_0} |x^*_1(n)|)^{-1} x^*_1(n)$ for $1 \leq n \leq n_0$ and $x^*_2(n) = 0$ for $n > n_0$,

(b) $x^*_2(n) = x^*_1(n)$ for $1 \leq n \leq n_0$ and $x^*_2(n) = 0$ for $n > n_0$.

As $x^*_1(n)x^*_2(n) = |x^*_1(n)|$ for every $n \in \mathbb{N}$, we get that $(x^*_2, x^*_2) \in \Pi(\ell_1)$. Note that $\|x^*_2 - x^*_1\| < 2\eta(\varepsilon, T^*) < \frac{\varepsilon}{2}$. Now,

$$\|x^*_2, T(x^*_2)\| = \|x^*_2, T^*(x^*_2)\| = \left| \sum_{n=1}^{N} x^*_2(n)(T^*(x^*_2))(n) \right|$$

$$= \left( \sum_{n=1}^{n_0} |x^*_1(n)| \right)^{-1} \left| \sum_{n=1}^{N} x^*_1(n)(T^*(x^*_2))(n) \right| > 1 - \eta(\varepsilon, T^*).$$
Hence, there exists \((x_3, x_3^*) \in \Pi(c_0)\) such that \(|\langle x_3^*, Tx_3 \rangle| = 1\), \(\|x_3 - x_3^*\| < \varepsilon\), and \(\|x_3^* - x_2^*\| < \frac{\varepsilon}{3}\). Notice that \(|x_3(n)| < \frac{\varepsilon}{3}\) for every \(n > n_0\); hence \(x_3^*(n) = 0\) for every \(n > n_0\). Define \(x_3^* \in B_{\ell_\infty}\) by \(x_3^*(n) = x_3(n)\) for \(1 \leq n \leq n_0\) and \(x_3^*(n) = x_1^*(n)\) for \(n > n_0\). Then, \((x_3^*, x_3^*) \in \Pi(\ell_1)\), \(\|x_3^* - x_1^*\| < \varepsilon\), and \(\|x_3^* - x_1^*\| < \frac{\varepsilon}{3}\). Finally,

\[
|\langle x_3^*, T^*(x_3^*) \rangle| = \left| \sum_{n=1}^{N} x_3^*(n)(T^*(x_3^*))'(n) \right| = \sum_{n=1}^{N} x_3(n)(T^*(x_3^*))'(n) = 1.
\]

\[\square\]

In Proposition 2.9, if we drop off some of the hypothesis, then it is possible to construct operators which do not satisfy the conclusion of that result. Recall that, in Example 2.7, we have constructed an operator \(T^*\) such that \(T^* \in \mathcal{A}_{\|\cdot\|,\ell_1}(\ell_1, \ell_1)\) but \(T \notin \mathcal{A}_{\|\cdot\|,\ell_1}(c_0, c_0)\).

Next, we present an operator \(S\) such that \(S \in \mathcal{A}_{\|\cdot\|,\ell_1}(X, X)\) but \(S^* \notin \mathcal{A}_{\|\cdot\|,\ell_1}(X^*, X^*)\).

**Example 2.11.** The operator \(T\) defined in Example 2.7 is such that \(T^* \notin \mathcal{A}_{\|\cdot\|,\ell_1}(\ell_\infty, \ell_\infty)\) although \(T^* \in \mathcal{A}_{\|\cdot\|,\ell_1}(\ell_1, \ell_1)\). Indeed, \(T^* \in \mathcal{L}(\ell_\infty)\) is given by

\[
(T^*(z))(1) = \sum_{j=1}^{\infty} \frac{1}{2^j} z(j) \quad \text{and} \quad (T^*(z))(k) = 0 \quad \forall k \geq 2
\]

for \(z \in \ell_\infty\). Then, for the vector \(v_0 = (1, 1, 1, 1, \ldots) \in S_{\ell_\infty}\), we have \(\|T^*(v_0)\| = 1 = \|T^*\|\). Let \(z_0 \in S_{\ell_\infty}\) be such that \(\|T^*(z_0)\| = 1\). This implies that \(|z_0(j)| = 1\) for all \(j \in \mathbb{N}\). For a given \(\varepsilon \in (0, 1)\), suppose that there is \(\eta(\varepsilon, T^*) > 0\). Let \(n_0 \in \mathbb{N}\) be such that \(2^n \eta(\varepsilon, T^*) > 1\) for every \(n \geq n_0\). Consider the vector \(z \in S_{\ell_\infty}\) defined as \(z_1(n) = 1\) for \(1 \leq n \leq n_0\) and \(z_1(n) = 0\), otherwise. Then, \(\|T^*(z_1)\| = \sum_{j=1}^{n_0} \frac{1}{2^j} > 1 - \eta(\varepsilon, T^*)\). However, the vector \(z_1\) cannot be close to norming points of \(T^*\) by definition. This shows that \(T^* \notin \mathcal{A}_{\|\cdot\|}(\ell_\infty, \ell_\infty)\).

Our next aim is to characterize the diagonal operators which belong to \(\mathcal{A}_{\|\cdot\|}\) and \(\mathcal{A}_{\ell_\infty}\). We give a complete characterization for these operators which belong to \(\mathcal{A}_{\|\cdot\|,\ell_1}(X, X)\) whenever \(X = c_0\) or \(\ell_p\) with \(1 \leq p \leq \infty\) and for \(\mathcal{A}_{\ell_\infty}(X)\) whenever \(X = c_0\) or \(\ell_p\) with \(1 \leq p < \infty\). Next lemma describes the norm-attaining diagonal operators defined on \(c_0\) or \(\ell_p\). Although it might be well-known in the literature, we present a short proof of it for the sake of completeness and we use it to prove Theorem 2.13.

**Lemma 2.12.** Let \(X = c_0\) or \(\ell_p\) with \(1 \leq p \leq \infty\). Let \(T \in \mathcal{L}(X)\) be a norm one operator defined as

\[
Tx = (\alpha_n x(n))_{n=1}^{\infty}, \quad (x = (x(n))_{n=1}^{\infty} \in X),
\]

where \((\alpha_n)_{n=1}^{\infty}\) is a bounded sequence of complex numbers. Given \(x \in S_X\), \(T\) attains its norm at \(x\) if and only if the following is satisfied:

(i) Case \(X = c_0\): there exists \(n_0 \in \mathbb{N}\) such that \(|\alpha_{n_0}| = \|T\|\) and \(|x(n_0)| = 1\).

(ii) Case \(X = \ell_p\): either the same condition as in \(c_0\) holds or there exists a subsequence of the natural numbers, \((n_k)_{k=1}^{\infty}\), such that \(|\alpha_{n_k}| \) converges to \(\|T\|\) and \(|x(n_k)|\) converges to 1 as \(k \to \infty\).

(iii) Case \(X = \ell_p\) with \(1 \leq p < \infty\): setting \(J = \{n \in \mathbb{N} : |\alpha_n| = 1\}\), \(J\) is non-empty and \(|x(n)| = 0\) for all \(n \in \mathbb{N}\setminus J\).
Proof. In all cases, it is easy to prove that \( \|T\| = \sup_{n \in \mathbb{N}} |\alpha_n| \) and the implication \( \iff \) is clear. Conversely, the proofs for \( X = c_0 \) and \( X = \ell_\infty \) are a consequence of the fact that
\[
1 = \|T\| = \|Tx\| = \sup_{n \in \mathbb{N}} |\alpha_n x(n)| \leq \sup_{n \in \mathbb{N}} |\alpha_n| \leq \|T\| = 1,
\]
and the proof for \( X = \ell_p \) with \( 1 \leq p < \infty \) is a consequence of the fact that
\[
1 = \|Tx\|^p = \sum_{n=1}^{\infty} |\alpha_n|^p |x(n)|^p = \sum_{n \in J} |x(n)|^p + \sum_{n \in \mathbb{N}\setminus J} |\alpha_n|^p |x(n)|^p \leq \sum_{j=1}^{\infty} |x_n|^p = 1.
\]

\[\square\]

**Theorem 2.13.** Let \( X = c_0 \) or \( \ell_p, 1 \leq p \leq \infty \). Let \( T \in \mathcal{L}(X) \) be a norm one operator defined as
\[
Tx = (\alpha_n x(n))_{n=1}^{\infty} \quad (x = (x(n))_{n=1}^{\infty} \in X),
\]
where \((\alpha_n)_{n=1}^{\infty}\) is a bounded sequence of complex numbers. Then, the following assertions are equivalent:

(a) \( T \in \mathcal{A}_{1,1}(X, X) \),

(b) Both of these conditions are satisfied:

1. There exists some \( n_0 \in \mathbb{N} \) such that \( |\alpha_{n_0}| = 1 \).
2. If \( J = \{ n \in \mathbb{N} : |\alpha_n| = 1 \} \), then either \( J = \mathbb{N} \) or \( \sup_{n \in \mathbb{N}\setminus J} |\alpha_n| < 1 \).

**Proof.** We prove the result for \( X = c_0 \) first. The proof for \( X = \ell_\infty \) is very similar, so we omit it.

(a) \( \implies \) (b): By Lemma 2.12, it suffices to show that \( \sup_{n \in \mathbb{N}\setminus J} |\alpha_n| < 1 \) when \( J \neq \mathbb{N} \). Assume to the contrary that \( \sup_{n \in \mathbb{N}\setminus J} |\alpha_n| = 1 \). Pick a sequence \( (n_k) \subset \mathbb{N}\setminus J \) such that \( |\alpha_{n_k}| \geq 1 - \frac{1}{k} \) for each \( k \in \mathbb{N} \). Given \( \varepsilon \in (0,1) \), choose \( N \in \mathbb{N} \) so that \( N^{-1} < \eta(\varepsilon, T) \), then \( \|T(e_{n_N})\| > 1 - \eta(\varepsilon, T) \). Thus there exists \( x_0 \in S_{c_0} \) such that \( T \) attains its norm at \( x_0 \) and \( \|x_0 - e_{n_N}\| < \varepsilon \). Now, Lemma 2.12 implies that there exists \( k \in J \) such that \( |x_0(k)| = 1 = |\alpha_k| \). This contradicts \( \|x_0 - e_{n_N}\| < \varepsilon \).

(b) \( \implies \) (a): If \( J = \mathbb{N} \), then \( T \) attains its norm at every point in \( S_{c_0} \). Suppose that \( J \neq \mathbb{N} \) and \( \sup_{n \in \mathbb{N}\setminus J} |\alpha_n| < 1 \). Assume to the contrary that \( T \notin \mathcal{A}_{1,1}(c_0, c_0) \), then there is some \( \varepsilon_0 \in (0,1) \) such that for each \( n \in \mathbb{N} \), there is some \( x_n \in S_{c_0} \) such that \( 1 \geq \|T(x_n)\| > 1 - \frac{1}{n} \), and whenever \( x \in S_{c_0} \) satisfies that \( \|x - x_n\| < \varepsilon_0 \), we have that \( \|T(x)\| < 1 \). Let \( n_0 \in \mathbb{N} \) be such that
\[
\sup_{n \in \mathbb{N}\setminus J} |\alpha_n| < 1 - \frac{1}{n_0} \quad \text{and} \quad \frac{1}{n_0} < \varepsilon_0.
\]
Since \( \|T(x_{n_0})\| \geq 1 - \frac{1}{n_0} \), we can choose \( k \in J \) such that \( |x_{n_0}(k)| \geq 1 - \frac{1}{n_0} \). Let \( y_{n_0} \in S_{c_0} \) be the point such that

1. \( y_n(j) := x_n(j) \) for all \( j \in \mathbb{N}\setminus \{k\} \),
2. \( y_n(k) := \frac{x_n(k)}{\|x_n(k)\|} \).

It is clear that \( \|T(y_{n_0})\| = \|y_{n_0}\| = 1 \) and \( \|y_{n_0} - x_{n_0}\| \leq \frac{1}{n_0} < \varepsilon_0 \). This contradiction completes the proof.
Let us prove now the result for $X = \ell_p$ with $1 \leq p < \infty$.

(a) $\implies$ (b): It suffices to check that $\sup_{n \in \mathbb{N} \setminus J} |\alpha_n| < 1$ when $J \neq \mathbb{N}$. Assume to the contrary that $\sup_{n \in \mathbb{N} \setminus J} |\alpha_n| = 1$. Given $\varepsilon \in (0, 1)$, pick $n_0 \in \mathbb{N} \setminus J$ so that $|\alpha_{n_0}| > 1 - \eta(\varepsilon, T)$. Thus, $\|T e_{n_0}\| > 1 - \eta(\varepsilon, T)$. By Lemma 2.12, if $T$ attains its norm at $x \in S_{\ell_p}$, then $|x(n_0)| = 0$ which implies that $\|x - e_{n_0}\| \geq 1 > \varepsilon$.

(b) $\implies$ (a): If $J = \mathbb{N}$, then we are done. Suppose that $J \neq \mathbb{N}$ and $\beta := \sup_{n \in \mathbb{N} \setminus J} |\alpha_n| < 1$. Assuming that $T$ does not belong to $A_{\|\cdot\|}(\ell_p, \ell_p)$, there exists $\varepsilon_0 \in (0, 1)$ such that for each $n \in \mathbb{N}$, there is some $x_n \in S_{\ell_p}$ such that $1 \geq \|T(x_n)\| \geq 1 - \frac{1}{n}$, and whenever $x \in S_{\ell_p}$ satisfies that $\|x - x_n\| \leq \varepsilon_0$, we have that $\|T(x)\| < 1$. Note that

$$\left(1 - \frac{1}{n}\right)^p \leq \sum_{k \in J} |x_n(k)|^p + \beta \sum_{k \in \mathbb{N} \setminus J} |x_n(k)|^p < \sum_{k=1}^\infty |x_n(k)|^p = 1.$$ 

This implies that $\sum_{k \in J} |x_n(k)|^p$ converges to 1 and $\sum_{k \in \mathbb{N} \setminus J} |x_n(k)|^p$ converges to 0 as $n \to \infty$. Set $A_n := (\sum_{k \in J} |x_n(k)|^p)^{\frac{1}{p}}$ and choose $n_0 \in \mathbb{N}$ such that $1 - A_{n_0}^p < \frac{\varepsilon_0^p}{2}$. Define $y_{n_0} \in S_{\ell_p}$ by

$$y_{n_0}(k) = \frac{x_{n_0}(k)}{A_{n_0}} \text{ for every } k \in J \text{ and } y_{n_0}(k) = 0 \text{ for every } k \in \mathbb{N} \setminus J.$$ 

By Lemma 2.12 that $\|Ty_{n_0}\| = 1$. However,

$$\|y_{n_0} - x_n\|_p \leq (1 - A_{n_0})^p + \sum_{j \in \mathbb{N} \setminus J} |x_{n_0}(k)|^p \leq 2(1 - A_{n_0})^p < \varepsilon_0^p.$$ 



Next we are proving the counterpart of Lemma 2.12 and Theorem 2.13 for numerical radius. As in the $A_{\|\cdot\|}$ case, it gives a whole characterization for the set $A_{\|\cdot\|}$ for diagonal operators on $c_0$ and $\ell_p$. Let us notice that Lemma 2.14 establishes some properties for a numerical radius one diagonal operator on $c_0$ and $\ell_p$ which attains its numerical radius. We will use it to prove Theorem 2.15 and again we present a short proof of it for the sake of completeness.

**Lemma 2.14.** Let $X = c_0$ or $\ell_p$, $1 \leq p < \infty$. Let $T \in L(X)$ be a numerical radius one operator defined as

$$Tx = (\alpha_n x(n))_{n=1}^\infty \quad (x = (x(n))_{n=1}^\infty \in X),$$

where $(\alpha_n)_{n=1}^\infty$ is a bounded sequence of complex numbers. If $T$ attains its numerical radius at $(x, x^*) \in \Pi(X)$, then we have the following:

1. There exists $n_0 \in \mathbb{N}$ such that $|\alpha_{n_0}| = 1$.
2. For $X = c_0$, Re $x^*(n)x(n) = |x^*(n)x(n)| = |x^*(n)|$ for every $n \in \mathbb{N}$.
   For $X = \ell_p$, Re $x^*(n)x(n) = |x^*(n)x(n)| = |x(n)|^p = |x^*(n)|^p$ for every $n \in \mathbb{N}$.
3. There exists $\theta \in [0, 2\pi)$ such that $\alpha_n = e^{i\theta}$ on $\{n \in \mathbb{N} : |x^*(n)| \neq 0\}$.

**Proof.** Let us see the result for $X = c_0$. First of all, as $(x, x^*) \in \Pi(c_0)$, by using a convex argument, it follows that Re$(x^*(n)x(n)) = |x^*(n)x(n)| = |x^*(n)|$ for every $n \in \mathbb{N}$. This
proves item (2). Notice that (1) is clear as the operator \( T \) attains its norm as well (notice that for these operators, we always have \( \|T\| = \nu(T) = 1 \)). To see (3), observe that

\[
1 = |\langle x^*, Tx \rangle| = \left| \sum_{n \in \mathbb{N}} \alpha_n x^*(n) x(n) \right| \leq \sum_{n \in \mathbb{N}} |\alpha_n x^*(n) x(n)| \leq 1.
\]

Therefore, there exists \( \theta \in [0, 2\pi) \) such that \( \alpha_n = e^{i\theta} \) on \( \{n \in \mathbb{N} : |x^*(n)| \neq 0\} \). The proof for \( X = \ell_p \) with \( 1 \leq p < \infty \) is similar, just keeping in mind the equality case of Hölder’s inequality, so we omit it.

\[ \square \]

**Theorem 2.15.** Let \( X = c_0 \) or \( \ell_p \), \( 1 \leq p < \infty \). Let \( T \in \mathcal{L}(X) \) be a numerical radius one operator defined as

\[
Tx = (\alpha_n x(n))_{n=1}^\infty \quad (x = (x(n))_{n=1}^\infty \in X),
\]

where \( (\alpha_n)_{n=1}^\infty \) is a bounded sequence of complex numbers. Then, the following assertions are equivalent:

(a) \( T \in \mathcal{A}_{nu}(X) \).

(b) The following both conditions hold:

(1) There exists some \( n_0 \in \mathbb{N} \) such that \( |\alpha_{n_0}| = 1 \).

(2) If \( J = \{n \in \mathbb{N} : |\alpha_n| = 1\} \), then the cardinality of the set \( \{\alpha_n : n \in J\} \) is finite and \( \sup_{n \in \mathbb{N}, J} |\alpha_n| < 1 \) when \( J \neq \mathbb{N} \).

Before giving the precise proof of Theorem 2.15, let us notice that when \( (\alpha_n)_{n=1}^\infty \) is a bounded sequence of real numbers, we have that the set \( \{\alpha_n : n \in J\} \subseteq \{1, -1\} \), that is, it is automatically finite. Combining Theorem 2.13 and Theorem 2.15, we get the following immediate consequence.

**Corollary 2.16.** Let \( X = c_0 \) or \( \ell_p \), \( 1 \leq p < \infty \). Let \( T \in \mathcal{L}(X) \) be a numerical radius one operator defined as

\[
Tx = (\alpha_n x(n))_{n=1}^\infty \quad (x = (x(n))_{n=1}^\infty \in X),
\]

where \( (\alpha_n)_{n=1}^\infty \) is a bounded sequence of real numbers. Then, the following assertions are equivalent:

(a) \( T \in \mathcal{A}_{nu}(X) \).

(b) \( T \in \mathcal{A}_{nu}(X) \).

(c) Both of the following conditions are satisfied:

(1) There exists some \( n_0 \in \mathbb{N} \) such that \( |\alpha_{n_0}| = 1 \).

(2) If \( J = \{n \in \mathbb{N} : |\alpha_n| = 1\} \), then \( J = \mathbb{N} \) or \( \sup_{n \in \mathbb{N}, J} |\alpha_n| < 1 \) when \( J \neq \mathbb{N} \).

**Proof of Theorem 2.15.** Let us prove first the result for \( X = c_0 \). The case \( X = \ell_1 \) can be proved similarly to the case \( X = c_0 \) by using duality arguments, so we omit it.

(a) \( \implies \) (b): By Lemma 2.14, the set \( J \) is non-empty. Assume that the set \( \{\alpha_n : n \in J\} \) is an infinite set. Write \( \{\alpha_n : n \in J\} = \{e^{i\theta_1}, \ldots, e^{i\theta_n}, \ldots\} \). Then, there exists a subsequence \( (n_k)_{k=1}^\infty \subset J \) such that \( e^{i\theta_{n_k}} \) converges to some \( \lambda \in \mathbb{C} \) with \( |\lambda| = 1 \). Given \( \varepsilon \in (0, 1/2) \), let \( k_0 \in \mathbb{N} \) be such that \( |e^{i\theta_{n_k}} - \lambda| < \eta(\varepsilon, T) \) for every \( k \geq k_0 \). Then, for \( k \neq k' \geq k_0 \), we obtain that

\[
\left| e^{i\theta_{n_k}} + e^{i\theta_{n'}} - 2\lambda \right| < \eta(\varepsilon, T) \quad \text{Pick} \quad n \neq n' \quad \text{in} \quad J \quad \text{so that} \quad \alpha_n = e^{i\theta_{n_k}} \quad \text{and} \quad \alpha_{n'} = e^{i\theta_{n'}}. \]

Then,
for \( n \) as \( m \), \( \theta \) and whenever \( p \mid x \) where \( x \).

(B) \implies (A): Let us say that \( \{ \alpha_n : n \in J \} = \{ e^{i\theta_1}, \ldots, e^{i\theta_m} \} \) for some \( m \in \mathbb{N} \). Assume to the contrary that \( T \) does not belong to \( A_{\text{un}}(c_0) \). Then, there exists some \( \varepsilon_0 \in (0,1) \) such that for each \( n \in \mathbb{N} \), there is \( (x_n, x_n') \in \Pi(c_0) \) such that \( 1 \geq |\langle x_n', T(x_n) \rangle| \geq 1 - \frac{1}{n} \), and whenever \( (x, x^*) \in \Pi(c_0) \) is such that \( \|x - x_n\| < \varepsilon_0 \) and \( \|x^* - x_n^*\| < \varepsilon_0 \), we have that \( |\langle x^*, T(x) \rangle| < 1 \). If \( J \neq \mathbb{N} \), then, by Lemma 2.14,

\[
1 = \sum_{k=1}^{\infty} x_n^*(k)x_n(k) > \sum_{k \in J_1} x_n^*(k)x_n(k) + \ldots + \sum_{k \in J_m} x_n^*(k)x_n(k) + \beta \sum_{k \notin \mathbb{N} \setminus J} x_n^*(k)x_n(k) \geq 1 - \frac{1}{n},
\]

for every \( n \in \mathbb{N} \), where \( J_k = \{ n \in \mathbb{N} : \alpha_n = e^{i\theta_k} \} \) and \( \beta := \sup_{n \in \mathbb{N} \setminus J} |\alpha_n| < 1 \). Passing to a subsequence, we may assume that \( \sum_{k \in J_l} x_n^*(k)x_n(k) \) converges as \( n \to \infty \) for each \( 1 \leq l \leq m \). As \( e^{i\theta_l} \neq e^{i\theta_{l'}} \) for all \( 1 \leq l \neq l' \leq m \), we can choose \( 1 \leq s \leq m \) so that

\[
\sum_{k \in J_l} x_n^*(k)x_n(k) \to 0 \quad \text{for all } l \neq s, \quad \text{and} \quad \sum_{k \in J_s} x_n^*(k)x_n(k) \to 1
\]
as \( n \to \infty \). Also, notice that \( \sum_{k \notin \mathbb{N} \setminus J} x_n^*(k)x_n(k) \to 0 \) as \( n \to \infty \). Pick \( n_0 \in \mathbb{N} \) large enough so that

\[
\sum_{k \notin J_s} |x_n^*(k)| < \frac{\varepsilon}{3m} \quad \text{for all } l \neq 1 - \sum_{k \in J_s} |x_n^*(k)| < \frac{\varepsilon}{3}, \quad \text{and} \quad \sum_{k \notin \mathbb{N} \setminus J} x_n^*(k)x_n(k) < \frac{\varepsilon}{3},
\]

Let \( y_{n_0} = x_{n_0} \in S_{c_0} \) and define \( y_{n_0}^* \in S_{l_1} \) as

\[
y_{n_0}^*(k) = \frac{x_{n_0}^*(k)}{\gamma} \quad \text{for every } k \in J_s \quad \text{and} \quad y_{n_0}^*(k) = 0 \quad \text{for every } k \in \mathbb{N} \setminus J_s,
\]

where \( \gamma = \sum_{k \in J_s} |x_n^*(k)| \). Then, \( (y_{n_0}, y_{n_0}^*) \in \Pi(c_0) \),

\[
|\langle y_{n_0}, T(y_{n_0}^*) \rangle| = \left| \sum_{k \in J_s} e^{i\theta_s}x_{n_0}^*(k)x_{n_0}(k) \right| = 1,
\]

and

\[
\| y_{n_0}^* - x_{n_0}^* \| \leq (m - 1) \frac{\varepsilon}{3m} + \frac{\varepsilon}{3} + \frac{\varepsilon}{3} < \varepsilon.
\]
This is a contradiction. For the case when $J = \mathbb{N}$, we have
\[
1 = \sum_{k=1}^{\infty} x_n^*(k)x_n(k) = \sum_{k \in J_1} x_n^*(k)x_n(k) + \ldots + \sum_{k \in J_m} x_n^*(k)x_n(k) \\
\geq \left| e^{\theta_1} \sum_{k \in J_1} x_n^*(k)x_n(k) + \ldots + e^{\theta_m} \sum_{k \in J_m} x_n^*(k)x_n(k) \right| \geq 1 - \frac{1}{n},
\]
for every $n \in \mathbb{N}$. Arguing as above, we may choose $1 \leq s \leq m$ and $n_0 \in \mathbb{N}$ such that
\[
\sum_{k \in J_s} |x_{n_0}^*(k)| < \frac{\varepsilon}{2m} \quad \text{for all} \quad l \neq s, \quad \text{and} \quad 1 - \sum_{k \in J_s} |x_{n_0}^*(k)| < \frac{\varepsilon}{2}.
\]
By defining $(y_{n_0}, y_{n_0}^*) \in \Pi(c_0)$ as above, we get again another contradiction.

Let us prove the result for $X = \ell_p$ with $1 < p < \infty$.

$(a) \implies (b)$: Note that Lemma 2.14 implies (1). Assume that the set $\{\alpha_n : n \in J\}$ is an infinite set, say $\{\alpha_n : n \in J\} = \{e^{i\theta_1}, \ldots, e^{i\theta_n}, \ldots\}$. Then, there exists a subsequence $(n_k)_{k=1}^{\infty} \subset J$ such that $e^{i\theta_{n_k}}$ converges to some $\lambda \in \mathbb{C}$ with $|\lambda| = 1$. Given $\varepsilon \in (0, (\frac{1}{2})^{\frac{1}{p}})$, let $k_0 \in \mathbb{N}$ be such that $|e^{i\theta_{n_k}} - \lambda| < \eta(\varepsilon, T)$ for every $k \geq k_0$. Then, for $k \neq k' \geq k_0$, we obtain that $\left| \frac{|e^{i\theta_{n_k}} + e^{i\theta_{n_k'}}|}{2} - \lambda \right| < \eta(\varepsilon, T)$. Pick $n \neq n'$ in $J$ so that $\alpha_n = e^{i\theta_{n_k}}$ and $\alpha_{n'} = e^{i\theta_{n_k'}}$. Thus,
\[
((\frac{1}{2})^{\frac{1}{p}} (e_n + e_{n'}), ((\frac{1}{2})^{\frac{1}{p}} (e_n + e_{n'})) \in \Pi(\ell_p) \quad \text{and} \quad \left| \left( \frac{1}{2} \right)^{\frac{1}{p}} (e_n + e_{n'}) \right| T \left( \left( \frac{1}{2} \right)^{\frac{1}{p}} (e_n + e_{n'}) \right) \right| \geq \left| \frac{e^{i\theta_{n_k}} + e^{i\theta_{n_k'}}}{2} \right| \geq 1 - \eta(\varepsilon, T).
\]
However, if $T$ attains its numerical radius at $(x, x^*) \in \Pi(\ell_p)$, then, by Lemma 2.14, there exists $\theta \in [0, 2\pi)$ such that $\alpha_m = e^{i\theta}$ on $A := \{m \in \mathbb{N} : |x^*(m)| \neq 0\}$. If $n, n' \notin A$, i.e., $|x^*(n)| = |x^*(n')| = 0$, then Lemma 2.14 implies that $|x(n)| = |x(n')| = 0$. Thus,
\[
\|x - (\frac{1}{2})^{\frac{1}{p}} (e_n + e_{n'})\|^p \geq \frac{1}{2} + \frac{1}{2} = 1 > \varepsilon. \quad \text{Otherwise, without loss of generality, we may assume that} \quad n \in A. \quad \text{As} \quad \alpha_n = \alpha_{n'}, \quad \text{we have that} \quad n' \notin A, \quad \text{i.e.,} \quad |x^*(n')| = 0. \quad \text{It follows that} \quad \|x^* - (\frac{1}{2})^{\frac{1}{p}} (e_n + e_{n'})\|^q \geq \frac{1}{2} > \varepsilon^q. \quad \text{This proves that} \quad \{\alpha_m : m \in J\} \quad \text{must be a finite set.}
\]

By applying a similar argument used in the proof of Theorem 2.13, we can deduce that $\sup_{m \in \mathbb{N} \setminus J} |\alpha_m| < 1$ when $J \neq \mathbb{N}$. As the implication $(b) \implies (a)$ can be proved in a similar way as before, we omit its proof.

One may wonder whether or not there is a characterization for diagonal operators in the set $A_{\ell_1}$ when the domain is different from the range space. As a matter of fact, there is. Similar techniques as in Theorem 2.13 and Theorem 2.15 yield the following result on operators from $c_0$ into $\ell_p$ and from $\ell_p$ into $c_0$. Notice that in this case we cannot consider the set $A_m(X)$.

**Theorem 2.17.** Let $1 \leq p < \infty$ be given.

1. Let $T \in \mathcal{L}(\ell_p, c_0)$ be a norm one operator defined as
   \[
   Tx = (\alpha_n x(n))_{n=1}^{\infty} \quad \text{where} \quad (x(n))_{n=1}^{\infty} \in \ell_p,
   \]
where \((\alpha_n)_{n=1}^\infty\) is a bounded sequence of scalars. Then, the following assertions are equivalent:

(a) \(T \in \mathcal{A}_{\|\cdot\|}(\ell_p, c_0)\).

(b) If \(J = \{n \in \mathbb{N} : |\alpha_n| = 1\}\), then \(J\) is non empty and

(1) \(J = \mathbb{N}\) or

(2) \(\sup_{n \in J} |\alpha_n| < 1\).

(II) Let \(T \in \mathcal{L}(c_0, \ell_p)\) be a norm one operator defined as

\[Tx = (\alpha_n x(n))_{n=1}^\infty \quad (x = (x(n))_{n=1}^\infty \in c_0),\]

where \((\alpha_n)_{n=1}^\infty\) is a sequence of scalars with \(p\)-norm equal to 1. Then, the following assertions are equivalent:

(a) \(T \in \mathcal{A}_{\|\cdot\|}(\ell_p, c_0)\).

(b) There is some \(N \in \mathbb{N}\) such that \(\alpha_n = 0\) for all \(n > N\).

The previous theorems provide a wide class of operators that belong to our sets. For instance, the canonical projections \(P_N \in \mathcal{L}(X)\) belong to both \(\mathcal{A}_{\|\cdot\|}(X, X)\) and \(\mathcal{A}_{\text{nu}}(X)\) for the Banach spaces \(X = c_0\) or \(\ell_p\), with \(1 \leq p < \infty\), and to \(\mathcal{A}_{\|\cdot\|}(X, X)\) when \(X = \ell_\infty\).

Corollary 2.18. Let \(N \in \mathbb{N}\) be given.

(1) \(P_N \in \mathcal{A}_{\|\cdot\|}(c_0, c_0)\) and \(P_N \in \mathcal{A}_{\|\cdot\|}(\ell_p, \ell_p)\) for \(1 \leq p \leq \infty\).

(2) \(P_N \in \mathcal{A}_{\text{nu}}(c_0)\) and \(P_N \in \mathcal{A}_{\text{nu}}(\ell_p)\) for \(1 \leq p < \infty\).

3. Connecting the sets \(\mathcal{A}_{\|\cdot\|}\) and \(\mathcal{A}_{\text{nu}}\)

In this section, we introduce a natural approach to connect the sets \(\mathcal{A}_{\|\cdot\|}\) and \(\mathcal{A}_{\text{nu}}\) through direct sums. Throughout the section, we will be using the following notation. Given two Banach spaces \(X_1\) and \(X_2\), consider the mappings \(P_i \in \mathcal{L}(X_1 \oplus X_2, X_i)\) such that \(P_i(x_1, x_2) := x_i, i = 1, 2,\) and \(\iota_j \in \mathcal{L}(X_j, X_1 \oplus X_2)\) such that \(\iota_j(x) := e_j x\), where \(e_1 = (1, 0)\) and \(e_2 = (0, 1)\). For Banach spaces \(W\) and \(Z\), if we have an operator \(T \in \mathcal{L}(W, Z)\), then there is the simplest way to define \(\tilde{T} \in \mathcal{L}(W \oplus Z)\): consider \(\tilde{T} := \iota_2 \circ T \circ P_1\), that is, \(\tilde{T}(w, z) = (0, Tw)\) for every \((w, z) \in W \oplus Z\). Conversely, we can define a pseudo-inverse process as follows: if we have an operator \(S \in \mathcal{L}(W \oplus Z)\), then we can consider \(\tilde{S} \in \mathcal{L}(W, Z)\) defined as \(\tilde{S} := P_2 \circ S \circ \iota_1\), that is, \(\tilde{S}(w) = (P_2 \circ S)(w, 0)\) for every \(w \in W\). We start with the following result, which establishes a bond between the assertions \(T \in \mathcal{A}_{\|\cdot\|}(W, Z)\) and \(\tilde{T} \in \mathcal{A}_{\text{nu}}(W \oplus_1 Z)\) under some assumptions on the spaces.

Proposition 3.1. Let \(W\) and \(Z\) be two Banach spaces, and let \(T \in S_{\mathcal{L}(W, Z)}\). Then,

(a) If \(\tilde{T} \in \mathcal{A}_{\text{nu}}(W \oplus_1 Z)\), then \(T \in \mathcal{A}_{\|\cdot\|}(W, Z)\).

(b) Suppose that \(W\) and \(Z\) are uniformly smooth Banach spaces. If \(T \in \mathcal{A}_{\|\cdot\|}(W, Z)\), then \(\tilde{T} \in \mathcal{A}_{\text{nu}}(W \oplus_1 Z)\).

Proof. (a). Assume \(\tilde{T} \in \mathcal{A}_{\text{nu}}(W \oplus_1 Z)\) and for a given \(\varepsilon > 0\), set \(\eta(\varepsilon, T) := \eta(\varepsilon, \tilde{T}) > 0\). Pick \(w_0 \in S_W\) to be such that \(\|T(w_0)\| > 1 - \eta(\varepsilon, T)\). Let \(z^*_0 \in S_{Z^*}\) be such that
As we have stated, let \( w_0^* \in S_W \) be such that \( \langle w_0^*, w_0 \rangle = 1 \) and consider the point \( \langle (w_0^*, z_0^*), (w_0, 0) \rangle \in \Pi(W \oplus_1 Z) \). Since \( \tilde{T} \in A_m(W \oplus_1 Z) \) and

\[
|\langle (w_0^*, z_0^*), \tilde{T}(w_0, 0) \rangle| = |\langle z_0^*, T(w_0) \rangle| > 1 - \eta(\varepsilon, T) = 1 - \eta(\varepsilon, \tilde{T}),
\]

there is \( \langle (w_1^*, z_1^*), (w_1, z_1) \rangle \in \Pi(W \oplus_1 Z) \) such that

\[
\nu(\tilde{T}) = |\langle (w_1^*, z_1^*), \tilde{T}(w_1, z_1) \rangle|, \quad \| (w_1, z_1) - (w_0, 0) \|_1 < \varepsilon \quad \text{and} \quad \| (w_1^*, z_1^*) - (w_0^*, z_0^*) \|_\infty < \varepsilon.
\]

So \( 1 = |\langle (w_1^*, z_1^*), \tilde{T}(w_1, z_1) \rangle| = |\langle z_1^*, T(w_1) \rangle| \leq \| z_1^* \| \| T(w_1) \| \leq 1 \). This implies that \( \| T(w_1) \| = 1 \) and that \( z_1 = 0 \). So \( \| w_1 - w_0 \| < \varepsilon \). This proves that \( T \in A_W(W, Z) \).

(b) Suppose \( T \in A_{W, Z} \). It is plain to check that \( \tilde{T} \) attains its numerical radius and \( \nu(\tilde{T}) = 1 \). Given \( \varepsilon \in (0, 1) \), we set

\[
\eta(\varepsilon, \tilde{T}) := \min \left\{ \eta \left( \min \left\{ \frac{\delta_{W^*}(\varepsilon)}{2}, \frac{\delta_{Z^*}(\varepsilon)}{2}, \varepsilon \right\}, T \right), \frac{\delta_{W^*}(\varepsilon)}{2}, \frac{\delta_{Z^*}(\varepsilon)}{2}, \frac{\varepsilon}{2} \right\} > 0,
\]

where \( \varepsilon \to \delta_{W^*}(\varepsilon) \) and \( \varepsilon \to \delta_{Z^*}(\varepsilon) \) are the modulus of convexity of \( W^* \) and \( Z^* \), respectively. Let \( \{(w_1, z_1), (w_1^*, z_1^*)\} \in \Pi(W \oplus_1 Z) \) be such that

\[
|\langle z_1^*, T(w_1) \rangle| = |\langle (w_1^*, z_1^*), \tilde{T}(w_1, z_1) \rangle| > 1 - \eta(\varepsilon, \tilde{T}).
\]

As we have

\[
\| T(w_1) \| \geq |\langle z_1^*, T(w_1) \rangle| > 1 - \eta \left( \min \left\{ \frac{\delta_{W^*}(\varepsilon)}{2}, \frac{\delta_{Z^*}(\varepsilon)}{2}, \varepsilon \right\}, T \right),
\]

there is \( w_2 \in S_W \) such that

\[
\| T(w_2) \| = 1 \quad \text{and} \quad \| w_2 - w_1 \| < \min \left\{ \frac{\delta_{W^*}(\varepsilon)}{2}, \frac{\delta_{Z^*}(\varepsilon)}{2}, \varepsilon \right\}.
\]

Since \( \| w_1 \| \geq |\langle z_1^*, T(w_1) \rangle| > 1 - \eta(\varepsilon, \tilde{T}) \), we have that \( \| z_1^* \| < \eta(\varepsilon, \tilde{T}) \). Let \( w_2^* \in S_{W^*} \) be such that \( \langle w_2^*, w_2 \rangle = 1 \), then

\[
\left| \frac{\langle z_1^*, z_1 \rangle - \langle w_2^*, w_2 - w_1 \rangle}{2} \right| \leq \| z_1^* \| \| w_2 - w_1 \| < \delta_{W^*}(\varepsilon).
\]

So, we have

\[
\left( \frac{w_1 + w_2^*}{2} \right) \geq \left( \frac{w_2^* + w_2}{2}, w_2 \right) = \left( 2 - \langle z_1^*, z_1 \rangle + \langle w_2^*, w_2 - w_1 \rangle \right) \left( 2 \right) \geq 1 - \left( \frac{\langle z_1^*, z_1 \rangle - \langle w_2^*, w_2 - w_1 \rangle}{2} \right) \geq 1 - \delta_{W^*}(\varepsilon),
\]

which implies that \( \| w_2^* - w_1^* \| < \varepsilon \).

Let \( \theta \in \mathbb{R} \) be such that \( \| T(w_2) \| = e^{i\theta} \| z_1^*, T(w_2) \| \). Notice that

\[
\| z_1^*, T(w_2) \| \geq \| z_1^*, T(w_1) \| - \| z_1^*, T(w_2 - w_1) \| \geq 1 - \delta_{Z^*}(\varepsilon).
\]

Now, let \( z_2^* \in S_{Z^*} \) be such that \( \langle z_2^*, T(w_2) \rangle = e^{i\theta} \). Observe that

\[
\left( \frac{z_1^* + z_2^*}{2} \right) \geq \left( \frac{z_1^* + z_2^*}{2}, T(w_2) \right) \left( 2 \right) = \left( 1 + \| z_1^*, T(w_2) \| \right) \left( 2 \right) > 1 - \delta_{Z^*}(\varepsilon);
\]
From this, we have $\|z^*_0 - z^*_1\| < \varepsilon$. Finally, considering the point $((w_2, 0), (w_2, z^*_0)) \in \Pi(W \oplus_1 Z)$, we conclude that $\tilde{T} \in \mathcal{A}_{un}(W \oplus_1 Z)$.

\begin{remark}

Proposition 3.1.(b) no longer holds in general if we consider arbitrary Banach spaces instead of uniformly smooth ones. Indeed, consider the real Banach space $\ell_1$. Example 2.7 provides an operator that belongs to $\mathcal{A}_{1,1}(\ell_1, \ell_1)$ but not to $\mathcal{A}_{un}(\ell_1)$. We will show that this operator does not satisfy the property stated in Proposition 3.1.(b). Indeed, let $S \in \mathcal{L}(\ell_1)$ be the operator defined in Example 2.7. Note that if $((x, y), (x^*, y^*)) \in \Pi(\ell_1 \oplus_1 \ell_1)$ satisfies

\begin{equation}
\langle \langle (x^*, y^*), \tilde{S}(x, y) \rangle \rangle = |\langle y^*, S(x) \rangle| = \sum_{j=1}^{\infty} \frac{y^*(j)x(1)}{2^j} = 1,
\end{equation}

then, one gets easily that $y^*(j)x(1)$ has to be equal to either 1 or $-1$ for all $j \in \mathbb{N}$. From here, we get that the only possibilities have the form $x = se_1$, $y = 0$, $x^* = (s, x^*(2), x^*(3), \ldots)$, and $y^* = (r, r, r, \ldots)$ with $|x^*(j)| \leq 1$ for all $j > 1$, where $s, r \in \{-1, 1\}$. Now, suppose by contradiction that for a given $\varepsilon \in (0, 1)$, there is $\eta(\varepsilon, \tilde{S}) > 0$. Let $n_0 \in \mathbb{N}$ be such that $\sum_{j=n_0+1}^{\infty} \frac{1}{2^j} > 1 - \eta(\varepsilon, \tilde{S})$, and set $w = e_1$, $z = 0$, $w^* = e_1^*$, and $z^* = e_1^* + \ldots + e_{n_0}^*$. It is immediate to check that $((w, z), (w^*, z^*)) \in \Pi(\ell_1 \oplus_1 \ell_1)$ and also that $|\langle (w^*, z^*), \tilde{S}(w, z) \rangle| > 1 - \eta(\varepsilon, \tilde{S})$. Then, there must be some $((x, y), (x^*, y^*)) \in \Pi(\ell_1 \oplus_1 \ell_1)$ satisfying (3) and such that $\|\langle w, z \rangle - (x, y)\|_1 < \varepsilon$ and $\|\langle w^*, z^* \rangle - (x^*, y^*)\|_\infty < \varepsilon$. But this is already a contradiction, since $\|\langle x^* - w^*, y^* - z^* \rangle \|_\infty \geq \|y^* - z^*\|_\infty \geq 1$. Therefore $\tilde{S} \notin \mathcal{A}_{un}(\ell_1 \oplus_1 \ell_1)$ as desired, even though $S \in \mathcal{A}_{1,1}(\ell_1, \ell_1)$.

\begin{remark}

There exists an operator $S \in \mathcal{L}(W \oplus_1 Z)$, with both $W$ and $Z$ being uniformly smooth Banach spaces, such that $S \in \mathcal{A}_{un}(W \oplus_1 Z)$ but $\tilde{S} \notin \mathcal{A}_{1,1}(W, Z)$ (note that this does not contradict Proposition 3.1, since our $S$ is not of the form $\tilde{T}$ for any operator $T$). Indeed, let $S \in \mathcal{L}(\ell_2 \oplus_1 \ell_2)$ be defined as

$$S(x, y) = ((x(1), 0, 0, \ldots), (0, 0, 0, \ldots)), \quad \forall (x, y) \in \ell_2 \oplus_1 \ell_2,$$

where $\ell_2$ is a real space. Note that $\nu(S) = 1$ and $S$ attains its numerical radius. For $\varepsilon \in (0, 1)$, suppose that $|\langle x^*, y^* \rangle, S(x, y) \rangle > 1 - \varepsilon > 0$ for some $((x, y), (x^*, y^*)) \in \Pi(\ell_2 \oplus_1 \ell_2)$. Then $|x(1)| > 1 - \varepsilon$, $|x^*(1)| > 1 - \varepsilon$ and $\|y\| < \varepsilon$. Note also that

$$1 \geq |x(1)|^2 + \sum_{n \neq 1} |x(n)|^2 \geq |x(1)|^2 > (1 - \varepsilon)^2$$

which implies that $(\sum_{n \neq 1} |x(n)|^2)^{1/2} < (2\varepsilon - \varepsilon^2)^{1/2}$.

On the other hand,

$$1 = \sum_n x(n)x^*(n) + \sum_n y(n)y^*(n) \leq \|x\|\|x^*\| + \|y\|\|y^*\| \leq \|x\| + \|y\| = 1$$

From this, we have $\|x^*\| = \|y^*\| = 1$. As above, we can see that $(\sum_{n \neq 1} |x^*(n)|^2)^{1/2} < (2\varepsilon - \varepsilon^2)^{1/2}$. If we define pairs of vectors

$$(\tilde{x}, \tilde{y}) = \left( \left( \frac{x(1)}{|x(1)|}, 0, 0, \ldots \right), 0 \right)$$

and

$$(\tilde{x}^*, \tilde{y}^*) = \left( \left( \frac{x^*(1)}{|x^*(1)|}, 0, 0, \ldots \right), y^* \right),$$

then $|\langle \tilde{x}^*, \tilde{y}^* \rangle| = 1$.
then \(\|(x, y) - (\tilde{x}, \tilde{y})\| \leq \varepsilon + \sqrt{2\varepsilon}\) and \(\|(x^*, y^*) - (\tilde{x}^*, \tilde{y}^*)\| \leq \sqrt{2\varepsilon}\).

It is clear that \((\tilde{x}, \tilde{y}), (\tilde{x}^*, \tilde{y}^*) \in \Pi(\ell_2 \oplus_1 \ell_2)\) and that \(|\langle \tilde{x}^*, \tilde{y}^* \rangle, S(\tilde{x}, \tilde{y})\rangle| = 1\). This proves that \(S\) belongs to \(\mathcal{A}_{\ell_2}(\ell_2, \ell_2, \ell_2)\). However, \(\tilde{S} \in \mathcal{L}(\ell_2)\) is the operator such that
\[
\tilde{S} x = (P_2 \circ S)(x, 0) = P_2((x(1), 0, 0, \ldots), (0, 0, 0, \ldots)) = 0
\]
for every \(x \in \ell_2\); hence \(\tilde{S} = 0\), and the null operator cannot belong to \(\mathcal{A}_{\ell_2}(\ell_2, \ell_2)\).

We proceed now to prove the analogous results for \(\ell_{\infty}\)-sums but under different hypothesis on the underlying spaces.

**Proposition 3.4.** Let \(W\) and \(Z\) be two Banach spaces, and let \(T \in S_{\mathcal{L}(W, Z)}\). Then:

(a) If \(\tilde{T} \in \mathcal{A}_{\ell_2}(W \oplus_{\infty} Z)\), then \(T \in \mathcal{A}_{\ell_2}(W, Z)\).
(b) Suppose that \(Z\) is a uniformly convex Banach space and \(W\) is a uniformly smooth Banach space. If \(T \in \mathcal{A}_{\ell_1}(W, Z)\), then \(\tilde{T} \in \mathcal{A}_{\ell_2}(W \oplus_{\infty} Z)\).

**Proof.** (a). Suppose \(\tilde{T} \in \mathcal{A}_{\ell_2}(W \oplus_{\infty} Z)\). Given \(\varepsilon \in (0, 1)\), we set \(\eta(\varepsilon, T) := \eta(\varepsilon, \tilde{T}) > 0\). Let \(w_0 \in S_W\) be such that \(\|T(w_0)\| > 1 - \frac{\eta(\varepsilon, T)}{2}\). Take \(\tilde{z}_0^* \in S_{Z^*}\) to be such that
\[
\langle \tilde{z}_0^*, T(w_0) \rangle = \|T(w_0)\| = 1 - \frac{\eta(\varepsilon, T)}{2}.
\]
By the Bishop-Phelps theorem, there is \(z_0^* \in S_{Z^*}\) and \(\tilde{z}_0 \in S_Z\) such that \(\langle z_0^*, \tilde{z}_0 \rangle = 1\) and \(\|z_0^* - \tilde{z}_0^*\| < \frac{\eta(\varepsilon, T)}{2}\). Since \(\langle z_0^*, \tilde{z}_0 \rangle = e^{i\theta}\) for some \(\theta \in [0, 2\pi)\), we take \(z_0 := e^{-i\theta} \tilde{z}_0 \in S_Z\) which satisfies \(\langle z_0^*, z_0 \rangle = 1\) and
\[
\langle z_0^*, T(w_0) \rangle = \langle \tilde{z}_0^*, T(w_0) \rangle + \langle z_0^* - \tilde{z}_0^*, T(w_0) \rangle \\
\geq \|\tilde{z}_0^*, T(w_0)\| - \|z_0^* - \tilde{z}_0^*\| \\
= 1 - \eta(\varepsilon, T).
\]
Consider the point \((w_0, z_0) = (0, z_0^*) \in \Pi(W \oplus_{\infty} Z)\). Then, since \(\nu(\tilde{T}) = 1\) and
\[
\langle (0, z_0^*), \tilde{T}(w_0, z_0) \rangle = \langle z_0^*, T(w_0) \rangle > 1 - \eta(\varepsilon, T) = 1 - \eta(\varepsilon, \tilde{T}),
\]
there is \((w_1, z_1), (w_1^*, z_1^*) \in \Pi(W \oplus_{\infty} Z)\) such that
\[
\|\langle (w_1^*, z_1^*), \tilde{T}(w_1, z_1) \rangle\| = 1, \quad \|w_1, z_1\|_{\infty} < \varepsilon \quad \text{and} \quad \|(w_1^*, z_1^*) - (0, z_0^*)\|_1 < \varepsilon.
\]
So, since \(1 = \|\langle (w_1^*, z_1^*), \tilde{T}(w_1, z_1) \rangle\| \leq \|T(w_1)\| \leq 1\), we get that \(\|T(w_1)\| = \|w_1\| = 1\). Finally, \(\|w_1 - w_0\| \leq \|(w_1, z_1) - (w_0, z_0)\|_{\infty} < \varepsilon\). This shows that \(T \in \mathcal{A}_{\ell_2}(W, Z)\).

(b). Suppose \(T \in \mathcal{A}_{\ell_1}(W, Z)\). It is not difficult to see that \(\nu(\tilde{T}) = 1\) and that \(\tilde{T}\) attains its numerical radius. Now let \(\varepsilon \in (0, 1)\) be given and set \(\eta(\varepsilon, \tilde{T})\) as the positive real number \(\eta(\varepsilon, \tilde{T}) := \min \{\varepsilon_0, \eta(\varepsilon_0, T)\}\), where
\[
\varepsilon_0 = \min \left\{\frac{1}{2} \delta_Z \left( \min \left\{ \frac{\delta_Z (\varepsilon)}{2}, \frac{\varepsilon}{2} \right\} \right), \frac{\delta_Z (\varepsilon)}{2}, \frac{\varepsilon}{2} \right\}.
\]
Let \( ((w_1, z_1), (w_1^*, z_1^*)) \in \Pi(W \oplus_x Z) \) be such that
\[
\langle z_1^*, T(w_1) \rangle = \langle (w_1^*, z_1^*), \tilde{T}(w_1, z_1) \rangle > 1 - \eta(\varepsilon, \tilde{T}).
\]

Since \( \|T(w_1)\| \geq \langle z_1^*, T(w_1) \rangle > 1 - \eta(\varepsilon, \tilde{T}) \), there is \( w_2 \in S_W \) such that \( \|T(w_2)\| = 1 \) and \( \|w_2 - w_1\| < \varepsilon_0 \). Since \( \|z_1^*\| \geq \langle z_1^*, T(w_1) \rangle > 1 - \eta(\varepsilon, \tilde{T}) \), we get that \( \|w_1^*\| < \eta(\varepsilon, \tilde{T}) \). Let \( \theta \in \mathbb{R} \) be such that \( \langle z_1^*, T(w_2) \rangle = \langle z_1^*, T(w_2) \rangle e^{i\theta} \). Pick \( z_2^* \in S_{Z^*} \) to be such that \( \langle z_2^*, T(w_2) \rangle = e^{i\theta} \) and notice that \( \|z_2^*, T(w_2)\| > 1 - 2\varepsilon_0 > 1 - \delta_{Z^*} \left( \min \left\{ \frac{\delta_Z(\varepsilon)}{2}, \frac{\varepsilon}{2} \right\} \right) \).

Thus,
\[
\left\| \frac{z_1^* + z_2^*}{2} \right\| = \left\| \frac{z_1^* + z_2^*}{2} \right\| T(w_2) \| 1 - \frac{\delta_Z(\varepsilon)}{2}. \]
\[
This implies that \( \|z_2^* - z_1^*\| < \min \left\{ \frac{\delta_Z(\varepsilon)}{2}, \frac{\varepsilon}{2} \right\} \). By using the above estimates,
\[
\left\| \frac{T(e^{-i\theta} w_2) + z_1}{2} \right\| = \left\| \frac{T(e^{-i\theta} w_2) + z_1}{2} \right\| 1 - \frac{\delta_Z(\varepsilon)}{2}. \]
\[
and so \( \|T(e^{-i\theta} w_2) - z_1\| < \varepsilon \). Finally, we conclude that \( \tilde{T} \) attains its numerical radius at the point \( ((w_2, T(e^{-i\theta} w_2)), (0, z_2^*)) \in \Pi(W \oplus_x Z) \), which is close to \((w_1, z_1), (w_1^*, z_1^*)\); hence \( \tilde{T} \in \mathcal{A}_{\text{num}}(W \oplus_x Z) \).

Remark 3.5. Similar to what happened on Proposition 3.1, Proposition 3.4.(b) is not true in general for arbitrary Banach spaces. Indeed, consider the real Banach space \( \ell_1 \). Like we did in Remark 3.2, we will show that the operator introduced in Example 2.7 does not satisfy the property stated in Proposition 3.4.(b): Let \( S \in \mathcal{L}(\ell_1) \) be the operator defined in Example 2.7 and let \( \tilde{S} \in \mathcal{L}(\ell_1 \oplus_x \ell_1) \) be defined accordingly. Notice as before that if \( ((x, y), (x^*, y^*)) \in \Pi(\ell_1 \oplus_x \ell_1) \) satisfies \( \|x^*, y^*\|, \tilde{S}(x, y)\| = \|y^*, S(x)\| = \sum_{j=1}^{\infty} \frac{y^*(j)x(1)}{2^j} = 1 \), then \( y^*(j)x(1) \) has to be equal to either 1 or \(-1\) for all \( j \in \mathbb{N} \). From here, we get that the only possibilities have the form \( x = se_1, \ y = (y(1), y(2), y(3), \ldots) \) with \( \sum_{j=1}^{\infty} y(j) = r, \ x^* = 0, \) and \( y^* = (r, r, r, \ldots) \), where \( s, r \in \{ -1, 1 \} \). Assuming that for \( \varepsilon \in (0, 1) \), there exists \( \eta(\varepsilon, \tilde{S}) > 0 \), we get a contradiction in the same manner as in Remark 3.2.

Remark 3.6. Once again, there exists an operator \( S \in \mathcal{L}(W \oplus_1 Z) \), with \( W \) uniformly smooth and \( Z \) uniformly convex, such that \( S \in \mathcal{A}_{\text{num}}(W \oplus_x Z) \) but \( \tilde{S} \notin \mathcal{A}_{\text{num}}(W, Z) \) (note that this does not contradict Proposition 3.4, since our \( S \) is not of the form \( \tilde{T} \) for any operator \( T \)). Indeed, the same argument used in Remark 3.3 shows that \( S \in \mathcal{L}(\ell_2 \oplus_x \ell_2) \), which is defined as
\[
S(x, y) = ((x(1), 0, 0, \cdots), (0, 0, 0, \cdots)), \quad \forall (x, y) \in \ell_2 \oplus_x \ell_2,
\]
where \( \ell_2 \) is a real space, belongs to \( \mathcal{A}_{\text{num}}(\ell_2 \oplus_x \ell_2) \). However, \( \tilde{S} = 0 \) cannot belong to \( \mathcal{A}_{\text{num}}(\ell_2, \ell_2) \).
We finish the paper by noting that Propositions 3.1.(b) and 3.4.(b) are no longer true for $p$-sums with $1 < p < \infty$. Indeed, let $X$ be a uniformly convex and uniformly smooth Banach space and consider the identity operator $\text{Id}_X \in \mathcal{L}(X)$. Clearly, $\text{Id}_X$ belongs to $\mathcal{A}_{1,1}(X, X)$. On the other hand, $\tilde{\text{Id}}_X \in \mathcal{L}(X \oplus_p X)$ is defined as $\tilde{\text{Id}}_X(x_1, x_2) = (0, x_1)$ for all $x_1, x_2 \in X$. Then $\nu(\tilde{\text{Id}}_X) \leq \|\tilde{\text{Id}}_X\| = \|\text{Id}_X\| = 1$. If $\langle (x_1^*, x_2^*), \tilde{\text{Id}}_X(x_1, x_2) \rangle = 1$ for some $((x_1, x_2), (x_1^*, x_2^*)) \in \Pi(X \oplus_p X)$, we would have $\langle x_2^*, x_1 \rangle = 1$, which would imply $\|x_2^*\| = \|x_1\| = 1$. Because of this, we would have $x_2^* = x_2 = 0$ since $\|x_1^*\|^q + \|x_2^*\|^q = 1 = \|x_1\|^p + \|x_2\|^p$ with $\frac{1}{p} + \frac{1}{q} = 1$, contradicting the assumption $\langle x_1^*, x_1 \rangle + \langle x_2^*, x_2 \rangle = 1$. So, $\tilde{\text{Id}}_X$ cannot attain its numerical radius; hence cannot belong to $\mathcal{A}_{1,1}(X, X)$.
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