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ABSTRACT. Let \( B^n \subset \mathbb{R}^n \) and \( S^n \subset \mathbb{R}^{n+1} \) denote the Euclidean \( n \)-dimensional unit ball and sphere respectively. The extrinsic \( k \)-energy functional is defined on the Sobolev space \( W^{k,2}(B^n, S^n) \) as follows:

\[
E^\text{ext}_k(u) = \int_{B^n} |\Delta^s u|^2 \, dx \quad \text{when } k = 2s;
\]

\[
E^\text{ext}_k(u) = \int_{B^n} |\nabla \Delta^s u|^2 \, dx \quad \text{when } k = 2s + 1.
\]

We say that \( u \in W^{k,2}(B^n, S^n) \) is an extrinsic (weakly) \( k \)-harmonic map if

\[
\frac{d}{dt} E^\text{ext}_k(u_t) \bigg|_{t=0} = 0
\]

for all variations

\[
u_t = \Pi(u + t\phi),
\]

where \( \phi \in C^\infty_c(B^n, \mathbb{R}^{n+1}) \) and \( \Pi \) is the nearest point projection onto \( S^n \).

1. INTRODUCTION AND STATEMENT OF THE RESULTS

Let \( B^n \) and \( S^n \) denote the Euclidean \( n \)-dimensional unit ball and sphere respectively, and let \( k \) be a positive integer. We shall work in the Sobolev spaces

\[
W^{k,2}(B^n, S^n) = \left\{ u \in W^{k,2}(B^n, \mathbb{R}^{n+1}) : u(x) = (u^1(x), \ldots, u^{n+1}(x)) \in S^n \ a.e. \right\}.
\]

The extrinsic \( k \)-energy functional \( E^\text{ext}_k(u) \) is defined on \( W^{k,2}(B^n, S^n) \) as follows:

\[
E^\text{ext}_k(u) = \int_{B^n} |\Delta^s u|^2 \, dx \quad \text{when } k = 2s;
\]

\[
E^\text{ext}_k(u) = \int_{B^n} |\nabla \Delta^s u|^2 \, dx \quad \text{when } k = 2s + 1.
\]

We say that \( u \in W^{k,2}(B^n, S^n) \) is an extrinsic (weakly) \( k \)-harmonic map if

\[
\frac{d}{dt} E^\text{ext}_k(u_t) \bigg|_{t=0} = 0
\]

for all variations

\[
u_t = \Pi(u + t\phi),
\]

where \( \phi \in C^\infty_c(B^n, \mathbb{R}^{n+1}) \) and \( \Pi \) is the nearest point projection onto \( S^n \).

A very important class of critical points are the so-called minimizers. More specifically, a minimizer, or minimizing extrinsic \( k \)-harmonic map, is a map \( u \in W^{k,2}(B^n, S^n) \) such that

\[
E^\text{ext}_k(u) \leq E^\text{ext}_k(v)
\]

for all \( v \in W^{k,2}(B^n, S^n) \) such that \( u - v \in W^{k,2}_0(B^n, \mathbb{R}^{n+1}) \).

The study of the regularity of minimizers for the energy and the bienergy has a long history which began in the late seventies with the celebrated works of Hildebrandt et al. \[13\] and Uhlenbeck \[31\]. As for the biharmonic case, we cite \[3\] and \[15\], where it was shown that every minimizing biharmonic map from a domain \( \Omega \subset \mathbb{R}^m \) to \( S^n \) \( (m \geq 5) \) is smooth away from a closed set whose Hausdorff dimension is at most \( m - 5 \). Other significant contributions in this field can be found in \[11, 12, 16, 28, 29, 30, 32\].

If \( u \) is an extrinsic \( k \)-harmonic map, we say that \( u \) is stable if

\[
\frac{d^2}{dt^2} E^\text{ext}_k(u_t) \bigg|_{t=0} \geq 0
\]
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The main aim of this paper is to establish necessary and sufficient conditions on $u$ under which $u^* : B^n \to S^n$ is minimizing or unstable for the extrinsic $k$-energy functional.

First, in order to motivate our work and set it in an appropriate context, we briefly recall some basic facts about the well-known cases $k = 1, 2$.

In the case of maps $u : B^n \to S^n$, our extrinsic energy (1.2) with $s = 0$ coincides, up to an irrelevant constant factor $1/2$, with the classical energy functional whose critical points are the usual harmonic maps. We refer to [4, 6] for background on harmonic maps.

Writing, here and below, $u$ for $u \circ i$, $i : S^n \to \mathbb{R}^{n+1}$, the harmonicity equation is

\[ \Delta u + \lambda_1 u = 0 \]

with

\[ \lambda_1 = -\langle u, \Delta u \rangle = |\nabla u|^2. \]

Note that $\langle \cdot, \cdot \rangle$ denotes the Euclidean scalar product and

\[ \nabla u = \left( \nabla u^1, \ldots, \nabla u^{n+1} \right), \quad \Delta u = \left( \Delta u^1, \ldots, \Delta u^{n+1} \right). \]

Each entry of $\nabla u$ is an $n$-dimensional vector and our sign convention for the Laplace operator $\Delta$ is such that $\Delta f = f''$ on $\mathbb{R}$.

Jäger and Kaul (see [17]) carried out a detailed qualitative study of rotationally symmetric solutions of (1.3) and proved the following result concerning the equator map:

**Theorem 1.2.** The equator map $u^* : B^n \to S^n$ is

- (i) a minimizing harmonic map if $n \geq 7$;
- (ii) an unstable harmonic map if $3 \leq n < 7$.

When $k \geq 2$ the difference between the intrinsic case and the extrinsic one appears.

The intrinsic approach, as suggested in [5, 7], is the study of the so-called bienergy functional whose critical points are called biharmonic maps. There have been extensive studies on biharmonic maps and we refer to [4, 8, 18, 19, 25, 26] for an introduction to this topic.

In the case of maps $u : B^n \to S^n$ the bienergy functional, up to an irrelevant constant factor $1/2$, takes the following form:

\[ E_2(u) = \int_{B^n} |(\Delta u)^T|^2 \, dx = \int_{B^n} \left( |\Delta u|^2 - |\nabla u|^4 \right) \, dx, \]

where $(\cdot)^T$ denotes the tangential component.

In general, it is very difficult to apply variational methods and, particularly, direct minimization to deduce the existence of proper (i.e., not harmonic) biharmonic maps. The main reason for this is the fact that harmonic maps trivially provide absolute minima for the bienergy.

To overcome this difficulty, an interesting variant of (1.4) has been introduced. This is precisely the functional $E_2^{\text{ext}}(u)$ defined in (1.1) with $s = 1$. This functional, called extrinsic bienergy or Hessian energy, depends on the embedding of $S^n$ into the Euclidean space and a harmonic map into $S^n$ is not necessarily a minimizer for $E_2^{\text{ext}}(u)$ (actually, it may even not be a critical point).

On the other hand, the study of the extrinsic bienergy is very rich from the point of view of the stability and regularity of solutions to a nonlinear elliptic system in a geometrically significant setting. Important contributions in this area can be found in [3, 10, 14, 15, 20, 27, 32].
The Euler-Lagrange equation of $E_{2}^{\text{ext}}(u)$ is

$$\Delta^{2}u + \lambda_{2}u = 0$$

with

$$\lambda_{2} = \Delta \left( |\nabla u|^{2} \right) + |\Delta u|^{2} + 2 \left( \nabla u.\nabla \Delta u \right),$$

where, here and below, “.” denotes scalar product in the following sense:

$$\nabla u.\nabla \Delta u = \sum_{j=1}^{n+1} (\nabla u^{j}, \nabla \Delta u^{j}).$$

Hong and Thompson proved the following very interesting result:

**Theorem 1.3.** [14] The equator map $u^{*} : B^{n} \rightarrow S^{n}$ is

(i) a minimizing extrinsic biharmonic map if $n \geq 10$;

(ii) an unstable extrinsic biharmonic map if $5 \leq n < 10$.

When $k \geq 3$, an intrinsic approach was proposed in [5, 7] and several basic results were obtained in a series of paper by Maeta et al. (see [21, 22, 23, 24]). For recent progresses in this context and an updated bibliography we refer to [2] and references therein.

On the other hand, as we already pointed out for the case $k = 2$, the extrinsic energy functionals (1.1), (1.2) are more suitable to apply methods of elliptic analysis and calculus of variations.

More specifically, the main aim of this paper is to prove a version of Theorems 1.2 and 1.3 in the case that $k \geq 3$.

In order to state our result, it is convenient to introduce the following two sets of constants which depend on $n$ and $k$. First, we set

$$A_{k}(n) = (-1)^{k} \prod_{i=1}^{k} (n - 2i + 1)(2i - 1).$$

Next, we define $\alpha_{k}(n)$ as follows:

$$\alpha_{2s}(n) = \frac{1}{2^{s}} \sum_{i=1}^{s} \left( (n - 4i)^{2}(n + 4i - 4)^{2} \right) \quad (s \geq 1)$$

$$\alpha_{2s+1}(n) = \frac{1}{2^{s+2}} (n - 2)^{2} \sum_{i=1}^{s} \left( (n - 4i - 2)^{2}(n + 4i - 2)^{2} \right) \quad (s \geq 1)$$

$$\alpha_{1}(n) = \frac{(n - 2)^{2}}{4}.$$

As we shall see in Section 2 the constants $A_{k}(n)$ arise in the computation of $\Delta^{k}u^{*}$, while the $\alpha_{k}(n)$’s occur in a family of high order Hardy inequalities.

Finally, in the notation of (1.6), (1.7), we define the following family of polynomials $\mathcal{P}_{k}(n)$, $k \geq 1$:

$$\mathcal{P}_{2s}(n) = \alpha_{2s}(n) - A_{2s}(n) \quad (s \geq 1)$$

$$\mathcal{P}_{2s+1}(n) = \alpha_{2s+1}(n) + A_{2s+1}(n) \quad (s \geq 0).$$

Our main result is

**Theorem 1.4.** Let $\mathcal{P}_{k}(n)$ be the polynomial defined in (1.8) and assume $n \geq 2k + 1$. Then the equator map $u^{*} : B^{n} \rightarrow S^{n}$ is

(i) an energy minimizing extrinsic $k$-harmonic map if $\mathcal{P}_{k}(n) \geq 0$;

(ii) an unstable extrinsic $k$-harmonic map if $\mathcal{P}_{k}(n) < 0$.

In the case that $k = 1$ the extrinsic energy coincides with the classical intrinsic energy of harmonic maps and the analysis of

$$\mathcal{P}_{1}(n) = \frac{1}{4} \left( n^{2} - 8n + 8 \right)$$
shows immediately that \( \mathcal{P}_1(n) \geq 0 \) if and only if \( n \geq 7 \), and so we recover Theorem 1.2. Similarly,

\[
\mathcal{P}_2(n) = \frac{1}{16}(n-4)^2n^2 - 3(n-3)(n-1)
\]

and it is easy to check that \( \mathcal{P}_2(n) < 0 \) when \( 5 \leq n \leq 9 \), while \( \mathcal{P}_2(n) \geq 0 \) if \( n \geq 10 \): this is the result of Hong and Thompson stated in Theorem 1.3.

Next, it is important to discuss more in detail the consequences and specific applications of our Theorem 1.4. To give a first idea of these applications, the analysis of \( \mathcal{P}_3(n) \) and \( \mathcal{P}_4(n) \), as described in Remark 1.9 leads us to the following corollaries:

**Corollary 1.5.** The equator map \( u^* : B^n \to S^n \) is

(i) a minimizing extrinsic triharmonic map if \( n \geq 12 \);
(ii) an unstable extrinsic triharmonic map if \( 7 \leq n < 12 \).

**Corollary 1.6.** The equator map \( u^* : B^n \to S^n \) is

(i) a minimizing extrinsic 4-harmonic map if \( n \geq 15 \);
(ii) an unstable extrinsic 4-harmonic map if \( 9 \leq n < 15 \).

Next, we illustrate in more detail the consequences of Theorem 1.4 when the integer \( k \) is arbitrary.

The following technical lemma, which we shall prove in Section 2, contains some information which is very useful for our purposes.

**Lemma 1.7.**

\[
(1.9) \quad \mathcal{P}_k(2k + 1) < 0 \quad \forall k \geq 1.
\]

Moreover, for all \( k \geq 1 \), there exists an integer \( n_k^* > 2k + 1 \) such that the \( \mathcal{P}_k(n) \geq 0 \) if \( n \geq n_k^* \), and \( \mathcal{P}_k(n) < 0 \) if \( 2k + 1 \leq n < n_k^* \).

Now, as an immediate consequence of Theorem 1.4 and Lemma 1.7, we can state:

**Corollary 1.8.** Let \( n_k^* \) be the integer of Lemma 1.7. Then the equator map \( u^* : B^n \to S^n \) is

(i) a minimizing extrinsic \( k \)-harmonic map if \( n \geq n_k^* \);
(ii) an unstable extrinsic \( k \)-harmonic map if \( 2k + 1 \leq n < n_k^* \).

**Remark 1.9.** The degree of the polynomials \( \mathcal{P}_k(n) \) is \( 2k \). Therefore, finding a general formula to compute \( n_k^* \) seems to be a very difficult task because one has to compare the constants \( \alpha_k(n) \) with that of type \( \mathcal{A}_k(n) \), and the \( \alpha_k(n) \)'s factor into the product of terms of the type \( (n \pm 2j) \), while the \( \mathcal{A}_k(n) \)'s are built up with terms of the form \( (n - 2i + 1) \) or \( (2i - 1) \).

Nevertheless, using the method of the proof of (1.9), it is easy to check that \( n_k^* < 4(k + 1) \) for all \( k \geq 1 \). This upper bound for \( n_k^* \) is not sharp at all, but it enables us to write a simple computer algorithm which yields the value of \( n_k^* \) when \( k \) varies in a prescribed range (see Appendix 3).

For instance, the following table, which includes Theorems 1.2 1.3 as well as Corollaries 1.5 1.6 as special cases, reports the values of \( n_k^* \) for \( 1 \leq k \leq 40 \):

\[
(1.10) \quad n_1^* = 7 \quad n_2^* = 10 \quad n_3^* = 12 \quad n_4^* = 15 \quad n_5^* = 17 \\
 n_6^* = 19 \quad n_7^* = 21 \quad n_8^* = 24 \quad n_9^* = 26 \quad n_{10}^* = 28 \\
 n_{11}^* = 30 \quad n_{12}^* = 32 \quad n_{13}^* = 34 \quad n_{14}^* = 36 \quad n_{15}^* = 39 \\
 n_{16}^* = 41 \quad n_{17}^* = 43 \quad n_{18}^* = 45 \quad n_{19}^* = 47 \quad n_{20}^* = 49 \\
 n_{21}^* = 51 \quad n_{22}^* = 53 \quad n_{23}^* = 55 \quad n_{24}^* = 57 \quad n_{25}^* = 59 \\
 n_{26}^* = 62 \quad n_{27}^* = 64 \quad n_{28}^* = 66 \quad n_{29}^* = 68 \quad n_{30}^* = 70 \\
 n_{31}^* = 72 \quad n_{32}^* = 74 \quad n_{33}^* = 76 \quad n_{34}^* = 78 \quad n_{35}^* = 80 \\
 n_{36}^* = 82 \quad n_{37}^* = 84 \quad n_{38}^* = 86 \quad n_{39}^* = 88 \quad n_{40}^* = 90.
\]

Inspection of (1.10) suggests that either \( n_{k+1}^* = n_k^* + 2 \) (most of the occurrences) or \( n_{k+1}^* = n_k^* + 3 \). However, the dynamic of this progression is still unclear. Of course, using our computer algorithm we can
also determine $n^*_k$ for large values of $k$. For instance, we have

\[
\begin{align*}
  n^*_{2000} &= 4019 & n^*_{2001} &= 4021 & n^*_{2002} &= 4023 & n^*_{2003} &= 4025 \\
  n^*_{2004} &= 4027 & n^*_{2005} &= 4029 & n^*_{2006} &= 4031 & n^*_{2007} &= 4033 \\
  n^*_{4000} &= 8021 & n^*_{4001} &= 8023 & n^*_{4002} &= 8025 & n^*_{4003} &= 8027 \\
  n^*_{4004} &= 8029 & n^*_{4005} &= 8031 & n^*_{4006} &= 8033 & n^*_{4007} &= 8035 \\
  n^*_{6000} &= 12022 & n^*_{6001} &= 12024 \\
  n^*_{8000} &= 16023 & n^*_{8001} &= 16025 \\
  n^*_{10000} &= 20023 & n^*_{10001} &= 20025 \\
  n^*_{20000} &= 40025 & n^*_{20001} &= 40027.
\end{align*}
\]

Inspection of (1.11) suggests that there is at least one instance of $n^*_{k+1} \geq n^*_k + 3$ for $2000 \leq k \leq 4000$. Indeed, since $n^*_{2000} = 4019$ and $n^*_{4000} = 8021$, it follows that $n^*_{k+1} \leq n_k + 2$ for all $2000 \leq k \leq 4000$ would give a contradiction. Similarly, we have at least one instance of $n^*_{k+1} \geq n^*_k + 3$ for both $4000 \leq k \leq 6000$ and $6000 \leq k \leq 8000$; possibly none for $8000 \leq k \leq 10000$, although some $n^*_{k+1} \geq n^*_k + 3$ appears when $10000 \leq k \leq 20000$. We were not able to detect any case where $n^*_{k+1} = n^*_k + 1$.

The proofs of our results shall be carried out in Section 2. An important novelty in our method is the use of a family of general higher order Hardy inequalities which enable us to provide a unified treatment that includes the classical cases $k = 1, 2$ as special instances.

2. Proofs of the results

First, we state a general result which could prove useful also for further studies on the high order extrinsic energies (1.1), (1.2).

**Proposition 2.1.** Let $(M, g)$ denote a compact Riemannian manifold. Assume that $k \geq 2$ and let $u \in W^{k, 2}(M, \mathbb{S}^n)$. Then $u$ is an extrinsic weakly $k$-harmonic map if and only if

\[
\Delta^k u + \lambda_k u = 0
\]

in the sense of the distributions. Moreover, if (2.1) holds, then

\[
(2.2) \quad \lambda_k = \Delta^{k-1} \left( (\nabla u)^2 \right) + \sum_{j=0}^{k-2} \Delta^j \left( (\Delta^{k-1-j} u, \Delta u) \right) + 2 \sum_{j=0}^{k-2} \Delta^j \left( \nabla \Delta^{k-1-j} u, \nabla u \right)
\]

(note that, here and below, $\Delta^0 u = u$).

Proposition 2.1 is a straightforward extension of Proposition 1.1 of [3]. Therefore, in order to preserve the natural flow of the exposition, we postpone its proof to the final part of this section.

**Proof of Proposition 2.1.** Let $r = |x|$ and $u : B^n \setminus \{O\} \to \mathbb{S}^n \hookrightarrow \mathbb{R}^{n+1}$ be a map of the following form:

\[
(2.3) \quad x = (x_1, \ldots, x_n) \mapsto (p(r) x, 0) = (p(r) x_1, \ldots, p(r) x_n, 0),
\]

where $p(r)$ is any smooth function for $r > 0$. Then a simple computation yields:

\[
\nabla u = \begin{pmatrix}
  p' x_1 \\
  p' x_2 \\
  \vdots \\
  p' x_n \\
  \frac{p}{r} x_1 \\
  \frac{p}{r} x_2 \\
  \vdots \\
  \frac{p}{r} x_n \\
  0 \\
  0 \\
  \vdots \\
  0 \\
  \end{pmatrix},
\]

\[
|\nabla u|^2 = r^2 p'^2 + np^2 + 2r p' p'',
\]

\[
\Delta u = \left( p'' + \frac{n+1}{r} p' \right) x, 0,
\]

\[
|\Delta u|^2 = r^2 \left( p'' + \frac{n+1}{r} p' \right)^2.
\]
Now, we observe that the equator map \( u^* \) is a map of type (2.3) with \( p(r) = 1/r \). Then, using (2.4) together with a routine induction argument we deduce that
\[
(2.5) \quad (\Delta^k u^*)(x) = \left( \frac{A_k(n)}{r^{2k+1}} x, 0 \right), \quad (k \geq 1),
\]
where \( A_k(n) \) is the constant defined in (1.6). Next, using (2.4) with
\[
p(r) = \frac{A_s(n)}{r^{2s+1}}
\]
we obtain:
\[
(2.6) \quad |\Delta^s u^*|^2 = A_s^2(n) \frac{1}{r^{4s}}, \quad |\nabla \Delta^s u^*|^2 = A_s^2(n) \frac{n + 4s^2 - 1}{r^{4s+2}}.
\]
It is easy to deduce from (2.6) that
\[
u^* : B^n \rightarrow S^n \in W^{k,2}(B^n, S^n) \text{ iff } n \geq 2k + 1.
\]
Moreover, we deduce from (2.5) that
\[
\Delta^k u^* = \frac{A_k(n)}{r^{2k}} u^*.
\]
Then \( u^* \) satisfies (2.1) strongly on \( B^n \) except at the origin, so it is a weak critical point and the proof of Proposition 1.1 is completed. \( \square \)

An important ingredient in the proof of Theorem 1.4 are the following high order stability inequalities for the equator map. To shorten the notation, when the meaning is clear, we shall use “,” instead of \( \langle , \rangle \).

**Proposition 2.2.**

(i) Let \( k = 2s \). If \( u^* : B^n \rightarrow S^n \) is stable for the extrinsic \( k \)-energy \( E^\text{ext}_k(u) \), then
\[
(2.7) \quad \int_{B^n} |\Delta^s \phi|^2 - \left( \Delta^{2s} u^* . u^* \right) |\phi|^2 dx \geq 0
\]
for all \( \phi \in C_0^\infty(B^n, \mathbb{R}^{n+1}) \).

(ii) Let \( k = 2s + 1 \). If \( u^* : B^n \rightarrow S^n \) is stable for the extrinsic \( k \)-energy \( E^\text{ext}_k(u) \), then
\[
(2.8) \quad \int_{B^n} |\nabla \Delta^s \phi|^2 + \left( \Delta^{2s+1} u^* . u^* \right) |\phi|^2 dx \geq 0
\]
for all \( \phi \in C_0^\infty(B^n, \mathbb{R}^{n+1}) \).

**Proof.** (i) First, we consider variations of the type
\[
u_t = \frac{u^* + t \phi_\eta}{\sqrt{1 + t^2 \eta^2}}.
\]
where \( \phi_\eta = (0, ..., 0, \eta) \in C_0^\infty(B^n, \mathbb{R}^{n+1}) \), with \( \eta \in C_0^\infty(B^n, \mathbb{R}) \). The variation \( u_t \) is smooth except at the origin. So, we deduce that on \( B^n \setminus \{O\} \)
\[
(2.9) \quad \frac{d}{dt}(\Delta^s u_t) \big|_{t=0} = \Delta^s \left( \frac{d}{dt}(u_t) \right) \big|_{t=0} = \Delta^s \left( \frac{d}{dt}(u_t) \big|_{t=0} \right) = \Delta^s \phi_\eta
\]
and
\[
(2.10) \quad \frac{d^2}{dt^2}(\Delta^s u_t) \big|_{t=0} = \Delta^s \left( \frac{d^2}{dt^2}(u_t) \right) \big|_{t=0} = \Delta^s \left( \frac{d^2}{dt^2}(u_t) \big|_{t=0} \right) = - \Delta^s(u^* \eta^2).
\]
Now, \( u^* \) is stable with respect to the variations \( u_t \) if
\[
\frac{d^2}{dt^2}(E^\text{ext}_k(u_t)) \big|_{t=0} \geq 0.
\]
But
\[ \frac{d^2}{dt^2} \left( E_{k}^{\text{ext}}(u_t) \right) \bigg|_{t=0} = 2 \int_{B^n} \frac{d^2}{dt^2} \left( \Delta^s(u_t) \right) \bigg|_{t=0} \cdot (\Delta^s u_t) \bigg|_{t=0} \, dx + 2 \int_{B^n} \frac{d}{dt} \left( \Delta^s(u_t) \right) \bigg|_{t=0}^2 \, dx. \]
Substituting (2.9) and (2.10) into (2.11), we get
\[ \int_{B^n} \left[ \Delta^s \eta^2 - \Delta^s u^* \cdot \Delta^s (u^* \eta^2) \right] \, dx \geq 0 \]
for any arbitrary smooth function \( \eta \in C^\infty_0 \left( B^n, \mathbb{R} \right) \). Next, let \( \phi = (\phi^1, \ldots, \phi^{n+1}) \in C^\infty_0 (B^n, \mathbb{R}^{n+1}) \) and choose \( \eta = \phi^i \) in the above inequality. Summing over \( i \) from 1 to \( n + 1 \), if \( u^* \) is stable it follows that
\[ \int_{B^n} \left[ \Delta^s \phi^2 - \Delta^s u^* \cdot \Delta^s (u^* \phi^2) \right] \, dx \geq 0 \]
for all \( \phi \in C^\infty_0 (B^n, \mathbb{R}^{n+1}) \). Now (2.11) can be deduced easily from (2.12) using the Green identity. The proof of the inequality (2.8) is analogous and so we omit it. \( \square \)

In the following lemma we show that an extended version of the stability inequality implies the energy minimizing property. More precisely, we have:

**Lemma 2.3.**

(i) Let \( k = 2s \) and \( n \geq 2k + 1 \). If
\[ \int_{B^n} |\Delta^s \phi|^2 - \left( \Delta^{2s} u^* . u^* \right) |\phi|^2 \, dx \geq 0 \]
for all \( \phi \in W^{k,2}_0 (B^n, \mathbb{R}^{n+1}) \), then \( u^* \) is energy minimizing for the extrinsic \( k \)-energy.

(ii) Let \( k = 2s + 1 \) and \( n \geq 2k + 1 \). If
\[ \int_{B^n} |\nabla \Delta^s \phi|^2 + \left( \Delta^{2s+1} u^* . u^* \right) |\phi|^2 \, dx \geq 0 \]
for all \( \phi \in W^{k,2}_0 (B^n, \mathbb{R}^{n+1}) \), then \( u^* \) is energy minimizing for the extrinsic \( k \)-energy.

**Proof.** (i) We must show that
\[ E_k^{\text{ext}}(u^*) \leq E_k^{\text{ext}}(v) \]
for all \( v \in W^{k,2}(B^n, \mathbb{S}^n) \) such that \( u^* - v \in W^{k,2}_0 (B^n, \mathbb{R}^{n+1}) \).

On \( B^n \setminus \{O\} \) the equator map \( u^* \) satisfies
\[ \Delta^{2s} u^* = \left( \Delta^{2s} u^* . u^* \right) u^* \]
strongly. Thus we can multiply both sides of (2.16) by \( \phi \in W^{k,2}_0 (B^n, \mathbb{R}^{n+1}) \) and we obtain:
\[ \int_{B^n} \Delta^s u^* . \Delta^s \phi \, dx = \int_{B^n} \left( \Delta^{2s} u^* . u^* \right) u^* . \phi \, dx \]
Choosing \( \phi = u^* - v \) we have
\[ \int_{B^n} \Delta^s u^* . \Delta^s u^* \, dx - \int_{B^n} \Delta^s u^* . \Delta^s v \, dx = \int_{B^n} \left( \Delta^{2s} u^* . u^* \right) \, dx - \int_{B^n} \left( \Delta^{2s} u^* . u^* \right) \, u^* . v \, dx \]
from which we deduce
\[ \int_{B^n} \Delta^s u^* . \Delta^s v \, dx = \int_{B^n} \left( \Delta^{2s} u^* . u^* \right) \, u^* . v \, dx. \]

Next, we apply the hypothesis (2.13) with \( \phi = u^* - v \). Since \( u^*, v \) have values in \( \mathbb{S}^n \) we have
\[ |u^* - v|^2 = 2 - 2 u^* . v \]
and so we easily find
\[ \int_{B^n} |\Delta^s v|^2 \, dx - \int_{B^n} |\Delta^s u^*|^2 \, dx - 2 \int_{B^n} \Delta^s u^* . \Delta^s v \, dx + 2 \int_{B^n} \left( \Delta^{2s} u^* . u^* \right) \, u^* . v \, dx \geq 0. \]
Combining (2.17) and (2.18) we obtain precisely (2.15). The proof of part (ii) is analogous and so we omit the details.

Next, we recall the following well-known higher order Hardy inequalities (see, for instance, [9]):

**Theorem 2.4 (Hardy Inequalities).** Let $\alpha_k(n)$ be the constants defined in (1.7).

(i) Let $k = 2s$ and $n \geq 2k + 1$. Then

$$\int_{B^n} |\Delta^s \phi|^2 \, dx \geq \alpha_{2s}(n) \int_{B^n} \frac{|\phi|^2}{|x|^{4s}} \, dx \quad (s \geq 1).$$

for all $\phi \in W^{k,2}_0(B^n, \mathbb{R}^{n+1})$.

(ii) Let $k = 2s + 1$ and $n \geq 2k + 1$. Then

$$\int_{B^n} |\nabla \Delta^s \phi|^2 \, dx \geq \alpha_{2s+1}(n) \int_{B^n} \frac{|\phi|^2}{|x|^{4s+2}} \, dx \quad (s \geq 0).$$

for all $\phi \in W^{k,2}_0(B^n, \mathbb{R}^{n+1})$.

Moreover, the constants $\alpha_k(n)$ in (2.19) and (2.20) are the best possible, i.e., by density of $C_0^\infty(B^n, \mathbb{R}^{n+1})$ in $W^{k,2}_0(B^n, \mathbb{R}^{n+1})$,

$$\alpha_{2s}(n) = \text{Inf} \left\{ \frac{\int_{B^n} |\Delta^s \phi|^2 \, dx}{\int_{B^n} \frac{|\phi|^2}{|x|^{4s}} \, dx} : \phi \in C_0^\infty(B^n, \mathbb{R}^{n+1}) \right\},$$

(2.21)

$$\alpha_{2s+1}(n) = \text{Inf} \left\{ \frac{\int_{B^n} |\nabla \Delta^s \phi|^2 \, dx}{\int_{B^n} \frac{|\phi|^2}{|x|^{4s+2}} \, dx} : \phi \in C_0^\infty(B^n, \mathbb{R}^{n+1}) \right\}.$$

Finally, we are now in the right position to prove our main result.

**Proof of Theorem 1.4** First, we prove the statement (i). To this purpose, according to Lemma 2.3, it suffices to show that $u^*$ verifies the stability inequalities (2.13), (2.14).

Using (2.4) and (2.5), we compute the relevant terms on $B^n \setminus \{O\}$:

$$\Delta^{2s} u^* = \frac{A_{2s}(n)}{r^{4s}}.$$

(2.22)

$$\Delta^{2s+1} u^* = \frac{A_{2s+1}(n)}{r^{4s+2}}.$$

Now, using (2.19) and (2.22), we obtain:

$$\int_{B^n} |\Delta^s \phi|^2 - \left[ \Delta^{2s} u^* \right] |\phi|^2 \, dx \geq \int_{B^n} \left( \alpha_{2s}(n) - A_{2s}(n) \right) \frac{|\phi|^2}{r^{4s}} \, dx$$

$$= \int_{B^n} P_{2s}(n) \frac{|\phi|^2}{r^{4s}} \, dx.$$

Now, since $P_{2s}(n) \geq 0$ by assumption, the stability inequality (2.13) holds and then we can apply Lemma 2.3 to conclude that $u^*$ is minimizing, so ending the proof of (i) in the case that $k = 2s$ is even. Similarly, in the case of the odd extrinsic energies we have:

$$\int_{B^n} |\nabla \Delta^s \phi|^2 + \left[ \Delta^{2s+1} u^* \right] |\phi|^2 \, dx \geq \int_{B^n} \left( \alpha_{2s+1}(n) + A_{2s+1}(n) \right) \frac{|\phi|^2}{r^{4s+2}} \, dx$$

$$= \int_{B^n} P_{2s+1}(n) \frac{|\phi|^2}{r^{4s+2}} \, dx \geq 0,$$

and so the conclusion of (i) is immediate.
(ii) Now, we have to prove that \( u^* : B^n \to S^n \) is unstable for the extrinsic \( k \)-energy when \( \mathcal{P}_k(n) < 0 \). We start with the case that \( k = 2s \) and choose a small \( \varepsilon > 0 \) such that
\[
\mathcal{P}_{2s}(n) + \varepsilon < 0.
\]
Next, we deduce from (2.21) that there exists a not identically zero \( \phi_\varepsilon \in C_0^\infty(B^n, \mathbb{R}^{n+1}) \) such that
\[
\int_{B^n} |\Delta^s \phi_\varepsilon|^2 \, dx = \int_{B^n} |\phi_\varepsilon|^2 \, dx \leq \alpha_{2s}(n) + \varepsilon.
\]
We apply (2.22) and (2.24) in the left side of the stability inequality (2.7):
\[
\int_{B^n} |\Delta^s \phi_\varepsilon|^2 \leq \int_{B^n} \left( \alpha_{2s}(n) + \varepsilon - A_{2s}(n) \right) \frac{|\phi_\varepsilon|^2}{r^{4s}} \, dx = \int_{B^n} \left( \mathcal{P}_{2s}(n) + \varepsilon \right) \frac{|\phi_\varepsilon|^2}{r^{4s}} \, dx < 0
\]
by (2.23). The case \( k = 2s + 1 \) is analogous and so the proof of Theorem 1.4 is ended.

Remark 2.5. We point out that, in the case of the extrinsic 2-energy, a function \( \phi_\varepsilon \in W_0^{2,2}(B^n, \mathbb{R}^{n+1}) \) as in (2.24) was constructed explicitly by Hong and Thompson in their proof of Theorem 1.3 (see [14]).

Proof of Lemma 1.7. We give the details in the case that \( k = 2s \). In order to prove (1.9) we observe that, carefully rearranging the various factors, we have:
\[
\prod_{i=1}^s (4s + 1 - 4i)^2(4s + 4i - 3)^2 = \prod_{i=0}^{2s-1} (1 + 4i)^2.
\]
Indeed,
\[
\prod_{i=1}^s (4s + 1 - 4i)^2(4s + 4i - 3)^2 = \prod_{i=1}^s (4s + 1 - 4i)^2 \prod_{i=1}^s (4s + 4i - 3)^2 = \prod_{i=0}^{2s-1} (1 + 4i)^2 \prod_{i=s}^{2s-1} (1 + 4i)^2 = \prod_{i=0}^{2s-1} (1 + 4i)^2.
\]
Now we observe that, according to (1.7),
\[
\alpha_{2s}(4s + 1) = \frac{1}{16^s} \prod_{i=1}^s (4s + 1 - 4i)^2(4s + 4i - 3)^2.
\]
Thus, using (2.25), we deduce that
\[
\alpha_{2s}(4s + 1) = \frac{1}{16^s} \prod_{i=0}^{2s-1} (1 + 4i)^2 = \prod_{i=0}^{2s-1} \left( 4i^2 + 2i + \frac{1}{4} \right).
\]
Next, we start from (1.6) and proceed in a similar fashion:
\[
A_{2s}(4s + 1) = \prod_{i=1}^{2s} (4s + 2 - 2i)(2i - 1)
\]
(2.27)
\[
= \prod_{i=0}^{2s-1} (4s - 2i) \prod_{i=0}^{2s-1} (2i + 1)
\]
\[
= \prod_{i=0}^{2s-1} (2 + 2i) \prod_{i=0}^{2s-1} (2i + 1) = \prod_{i=0}^{2s-1} (4i^2 + 6i + 2).
\]
Finally, comparing (2.26) and (2.27), we conclude immediately that
\[
\mathcal{P}_{2s}(4s + 1) = \alpha_{2s}(4s + 1) - A_{2s}(4s + 1) < 0
\]
for all $s \geq 1$.

Next, we prove the existence of $n_k^s$. First, we observe that the highest order coefficient of $P_{2s}(n)$ is positive and so $\lim_{n \to +\infty} P_{2s}(n) = +\infty$. Therefore, because of \(1.9\), we deduce that there exists an integer $N > 4s + 1$ such that $P_{2s}(N) > 0$. It follows, by an obvious induction argument, that the proof is completed if we show that the following statement is true:

\[(2.28) \quad \text{If } N > 4s + 1 \text{ and } P_{2s}(N) \geq 0, \text{ then } P_{2s}(N + 1) > 0.\]

To this purpose, in a similar fashion to \((2.25)\), we write

\[
\alpha_{2s}(N) = 16^{-s} \prod_{i=0}^{2s-1} (N - 4s + 4i)^2
\]

\[
\alpha_{2s}(N + 1) = 16^{-s} \prod_{i=0}^{2s-1} (N + 1 - 4s + 4i)^2
\]

\[(2.29) \quad = 16^{-s} \prod_{i=0}^{2s-1} (N - 4s + 4i)^2 \gamma_i
\]

\[
= \alpha_{2s}(N) \prod_{i=0}^{2s-1} \gamma_i,
\]

where we have set

\[\gamma_i = \frac{(N + 1 - 4s + 4i)^2}{(N - 4s + 4i)^2}.
\]

Similarly, we have:

\[
A_{2s}(N) = \prod_{i=0}^{2s-1} (2i + 1) \prod_{i=0}^{2s-1} (N - 1 - 2i) = \prod_{i=0}^{2s-1} (2i + 1) \prod_{i=0}^{2s-1} (N - 4s + 1 + 2i)
\]

\[
A_{2s}(N + 1) = \prod_{i=0}^{2s-1} (2i + 1) \prod_{i=0}^{2s-1} (N - 4s + 2 + 2i)
\]

\[
= \prod_{i=0}^{2s-1} (2i + 1) \prod_{i=0}^{2s-1} (N - 4s + 1 + 2i) \beta_i
\]

\[(2.30) \quad = A_{2s}(N) \prod_{i=0}^{2s-1} \beta_i,
\]

where we have set

\[\beta_i = \frac{(N - 4s + 2 + 2i)}{(N - 4s + 1 + 2i)}.
\]

We point out that, since $N > 4s + 1$, all the numerators and denominators in $\gamma_i, \beta_i$ are positive. Moreover, it is easy to check that

\[\gamma_i > \beta_i \quad (0 \leq i \leq 2s - 1).
\]

In fact, since $N > 4s + 1$ putting $N = 4s + 1 + a$ with $a > 0$, the quantity $\gamma_i - \beta_i$ becomes

\[
\frac{a^2 + (5 + 4i)a + 14i + 5}{(a + 2i + 2)(a + 4i + 1)^2}
\]

which is positive for any $i \geq 0$ and any $a > 0$. Thus

\[(2.31) \quad \prod_{i=0}^{2s-1} \gamma_i - \prod_{i=0}^{2s-1} \beta_i > 0.
\]
Now, using (2.29), (2.30) and (2.31) it is easy to end the proof of (2.28). Indeed, since \( \alpha_{2s}(N) \) and \( A_{2s}(N) \) are positive,

\[
\mathcal{P}_{2s}(N + 1) = \alpha_{2s}(N + 1) - A_{2s}(N + 1)
= \alpha_{2s}(N) \prod_{i=0}^{2s-1} \gamma_i - A_{2s}(N) \prod_{i=0}^{2s-1} \beta_i
= \left( \alpha_{2s}(N) - A_{2s}(N) \right) \prod_{i=0}^{2s-1} \gamma_i + A_{2s}(N) \left[ \prod_{i=0}^{2s-1} \gamma_i - \prod_{i=0}^{2s-1} \beta_i \right]
= \mathcal{P}_{2s}(N) \prod_{i=0}^{2s-1} \gamma_i + A_{2s}(N) \left[ \prod_{i=0}^{2s-1} \gamma_i - \prod_{i=0}^{2s-1} \beta_i \right] > 0.
\]

The case that \( k = 2s + 1 \) can be handled with the same method and so we omit further details. \( \Box \)

**Proof of Proposition 2.1** If we considered \( u \) as a map into \( \mathbb{R}^{n+1} \) the Euler-Lagrange equation of the functional \( E_k^{\text{ext}}(u) \) would simply be \( \Delta^k u = 0 \). Therefore, when we regard \( u \) as a map into \( S^n \), we conclude that \( u \) is a critical point of \( E_k^{\text{ext}}(u) \) provided that \( \Delta^k u \perp T_u S^n \) in the sense of distributions (see also [32, Proposition 2.1]), i.e., if (2.1) holds. So, it only remains to determine the Lagrange multiplier \( \lambda_k \). In the case \( k = 2 \), the computation of \( \lambda_2 \) was achieved in [3, proof of Proposition 1.1] using the Green identity and integration by parts in a single step. Here we have to repeat the same process \( k - 1 \) times. Let us describe this in detail.

**Step 1:**
First, we inner product both sides of equation (2.1) with \( u \), we multiply by a compactly supported test function \( \varphi \in C_0^\infty(M) \) and integrate over \( M \). To simplify notation, we omit to write the volume element \( dv_g \). Using the Green identity and integrating by parts we have

\[
- \int_M \lambda_k \varphi = \int_M \langle \Delta^k u, u \rangle \varphi = \int_M \langle \Delta^{k-1} u, \Delta(u) \varphi \rangle
= \int_M \langle \Delta^{k-1} u, u \rangle \varphi + 2 \langle \Delta^{k-1} u, \nabla u \varphi \rangle + \langle \Delta^{k-1} u, \Delta \varphi \rangle
= \int_M \langle \Delta^{k-1} u, u \rangle \varphi - 2 \langle \Delta^{k-1} u, u \rangle \varphi - 2 \left( \nabla \Delta^{k-1} u, u \right) \varphi + \langle \Delta^{k-1} u, u \rangle \Delta \varphi
= \int_M - \left( \langle \Delta^{k-1} u, u \rangle + 2 \left( \nabla \Delta^{k-1} u, u \right) \right) \varphi + \int_M \langle \Delta^{k-1} u, u \rangle \Delta \varphi
\]

(note that we write \( \nabla u \varphi \) to denote the obvious version of (1.5) which yields as a result the \((n + 1)\) vector whose \( j \)-entry is \( \langle \nabla u^j, \varphi \rangle \)).

Now, the two terms within the brackets \( [ \ ] \) have the correct form. Indeed, they are the terms corresponding to \( j = 0 \) in the two sums which define \( \lambda_k \) in (2.2). Then we can start Step 2 to deal with the remaining term \( \int_M \langle \Delta^{k-1} u, u \rangle \Delta \varphi \).

**Step 2:**

\[
\int_M \langle \Delta^{k-1} u, u \rangle \Delta \varphi = \int_M \langle \Delta^{k-2} u, u \Delta \varphi \rangle
= \int_M \langle \Delta^{k-2} u, u \Delta \varphi \rangle + 2 \langle \Delta^{k-2} u, \nabla u \Delta \varphi \rangle + \langle \Delta^{k-2} u, u \Delta^2 \varphi \rangle
= \int_M \langle \Delta^{k-2} u, u \Delta \varphi \rangle - 2 \langle \Delta^{k-2} u, u \Delta \varphi \rangle - 2 \left( \nabla \Delta^{k-2} u, \nabla u \right) \Delta \varphi + \langle \Delta^{k-2} u, u \Delta^2 \varphi \rangle
= \int_M - \left[ \langle \Delta^{k-2} u, u \Delta \varphi \rangle + 2 \left( \nabla \Delta^{k-2} u, \nabla u \right) \Delta \varphi \right] + \int_M \langle \Delta^{k-2} u, u \Delta^2 \varphi \rangle
= \int_M - \left[ \langle \Delta^{k-2} u, u \Delta \varphi \rangle + 2 \Delta \left( \nabla \Delta^{k-2} u, \nabla u \right) \Delta \varphi \right] + \int_M \langle \Delta^{k-2} u, u \Delta^2 \varphi \rangle.
\]
Now, the two terms within the brackets \([\ ]\) have the correct form. Indeed, they correspond to \(j = 1\) in the two sums which define \(\lambda_k\) in (2.2). Of course, now the remaining term \(\int_M (\Delta^2 u, u) \Delta^2 \varphi\) shall be treated analogously in Step 3.

By way of summary, after \(k - 2\) steps of this type we recover all the terms with \(j = 0, \ldots, k - 3\) associated to the two sums in (2.2), and we are left with the term \(\int_M (\Delta^2 u, u) \Delta^{k-2} \varphi\).

**Step \(k - 1\):**

\[
\int_M (\Delta^2 u, u) \Delta^{k-2} \varphi = \int_M (\Delta u, \Delta (u \Delta^{k-2} \varphi))
\]

\[
= \int_M (\Delta u, \Delta u) \Delta^{k-2} \varphi + 2 \langle \Delta u, \nabla \Delta^{k-2} \varphi \rangle + \langle \Delta u, u \rangle \Delta^{k-1} \varphi
\]

\[
= \int_M \left[ - \langle \Delta u, \Delta u \rangle - 2 \langle \nabla \Delta u, \nabla u \rangle \right] \Delta^{k-2} \varphi - |\nabla u|^2 \Delta^{k-1} \varphi
\]

\[
= \int_M \left[ \Delta^{k-2} \left( \langle \Delta u, \Delta u \rangle \right) + 2 \Delta^{k-2} \langle \nabla \Delta u, \nabla u \rangle + \Delta^{k-1} \left( |\nabla u|^2 \right) \right] \varphi,
\]

where, for the third equality, we have used \(\langle \Delta u, u \rangle = -|\nabla u|^2\). Now, the first two terms correspond to \(j = k - 2\) in the two sums in (2.2), while the third term coincides with the first one in (2.2). Therefore, the proof of Proposition 2.1 is completed. □

3. Appendix

In the following *Wolfram Mathematica*® code \(P2[s, n]\) and \(a2[s, n]\) represent \(P_{2s}(n)\) and \(\alpha_{2s}(n)\) respectively. Evaluating the following cell

\[
a2[s\_n\_] := \text{Product}[(1/4) (n - 4 j) (n + 4 j - 4), \{j, 1, s\}];
A[k\_n\_] := (-1)^k \text{Product}[(n - 2 i + 1) (2 i - 1), \{i, 1, k\}];
P2[s\_n\_] := a2[s, n] - A[2s, n];
Do[{i := 4 s + 1;
Do[If[P2[s, n] < 0, i ++, i], \{n, (4 s + 1), 4 (2 s + 1)\}], Print["n*\[2 s\], "=" [i]], \{s, 1000, 1003\}]
\]

yields the values of \(n_{2s}^*\) for 1000 ≤ \(s\) ≤ 1003 and the output is:

\[
\begin{align*}
n^*_{2000} &= 4019 \\
n^*_{2002} &= 4023 \\
n^*_{2004} &= 4027 \\
n^*_{2006} &= 4031
\end{align*}
\]

A similar code computes \(n_{2s+1}^*\).
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