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Abstract—With the widespread use of communication and information technology, power system has been evolving into cyber-physical power system (CPPS) and becoming more vulnerable to cyber-attacks. Therefore, it is necessary to enhance the ability of the communication and information system in CPPS to defend against cyber-attacks. This paper proposes a method to enhance the survivability of the communication and information system in CPPS. Firstly, the communication and information system for critical business of power system is decomposed into certain types of atomic services, and then the survivability evaluation indexes and their corresponding calculation method for the communication and information system are proposed. Secondly, considering the efficacy and cost defensive resources, a defensive resource allocation model is proposed to maximize the survivability of communication and information system in CPPS. Then, a modified genetic algorithm is adopted to solve the proposed model. Finally, the simulation results of CPPS for an IEEE 30-node system verify the proposed method.

Index Terms—Cyber-physical power system (CPPS), cyber-attacks, survivability evaluation, communication and information system, defensive resource.

I. INTRODUCTION

With the large-scale application of modern advanced communication and information technology, power system has been evolving into cyber-physical power system (CPPS) [1]. Modern advanced communication and information technology not only enhances the safety and efficiency of power system operations [2], [3], but also makes the power system more vulnerable to cyber-attacks due to its critical businesses which are increasingly dependent on the communication and information system. In such case, by weakening or even destroying the functions of the communication and information system, cyber-attacks will threaten the safe and stable operation of power systems [4], [5].

In recent years, many researches on the decision making of real-time defense strategy against cyber-attacks have been reported. The behavior and purpose of cyber-attacks are analyzed in [6], [7], and a corresponding detection and identification method for cyber-attacks is proposed in [8]. The forms and the propagation processes of cyber-attacks are studied in [9], [10]. Based on these researches, [11] proposes a method to deploy security countermeasures to protect an organization by its attack graph, and [5] uses a graph-theoretical formulation for attacks of false data injection in smart grids and proposes the defense mechanisms to mitigate this type of attacks. However, these defensive methods are targeting for one or several types of cyber-attacks, and there is no guarantee that these defenses will succeed. So, even with the defense strategy, the communication and information system is still facing the security risks [12]. For example, the “Stuxnet” virus attacked a nuclear power plant in Iran and the plant stopped operating in 2010. A cyber-attack attacked the power grid in Ukraine and finally resulted in a large-scale blackout in 2015 [13]. And the corresponding defense countermeasures were implemented in time after a cyber-attack occurred in Israel in 2016, which blocked the spread of the cyber-attack effect and avoided a large-scale blackout, but cost a lot in economic terms [14].

Therefore, for existing power systems and their auxiliary communication and information system, there may be cyber-attacks that cannot be defended or can be defended but costly even with cyber-attack defense measures. This problem can only be solved by optimizing the defense resource allocation and improving the inherent survivability of CPPS. Many researchers have proposed some resource allocation methods for improving the survivability of CPPS. References [15] and [16] explore the survivability of the communication and information system and the effect of survivability in the process of defending against cyber-attacks. References [17]-[22] propose some survivability defensive methods for improving the vulnerability of the communication and information system in smart grids. However, the above references only investigate the methods to improve the survivability of communication and information system in CPPS, and do not...
consider how to maximize the survivability from a systemic perspective. There is still no effective optimization model of defense resource allocation to improve the survivability of the communication and information system in CPPS.

Targeting at improving the survivability of the communication and information system in CPPS, this paper proposes a model and the method for the defense resource allocation. Firstly, based on the analysis of the evaluation of the survivability in CPPS, each critical power business of CPPS is broken down into many atomic services. Then, a set of survivability indexes of atomic services and the corresponding calculation methods are proposed, and the defense resources for improving different survivability are given. Secondly, a defensive resource allocation model to decide the kind and number of defensive measures for enhancing the survivability of atomic services is established. The main contributions of this paper are as follows.

1) The goal of cyber-attack defense is to guarantee the key power businesses undertaken by the communication and information system in CPPS, but these critical businesses are difficult to be guaranteed. By decomposing the critical businesses into more operational atomic services, the critical businesses can be guaranteed by enhancing the survivability of these atomic services.

2) From the perspectives of attack identification ability at the beginning of the cyber-attacks, the resistance during the effect propagation of cyber-attacks and the recovering ability of critical businesses after cyber-attacks, the defensive resource allocation model for enhancing the survivability of the atomic services is established.

The rest of this paper is organized as follows. The method for assessing the survivability of communication and information system is given in Section II. A defensive resource allocation model for improving the survivability of communication and information system is proposed in Section III. An improved genetic algorithm for solving the optimal configuration of defensive resources is introduced in Section IV. Section V shows the simulations and Section VI draws the conclusion.

II. SURVIVABILITY EVALUATION OF COMMUNICATION AND INFORMATION SYSTEM IN CPPS

A. Definition of Survivability for Communication and Information System

The main mission of the communication and information system in CPPS is to complete the power businesses. According to the regulations issued by the Economic and Trade Commission of the People’s Republic of China [23] and the Electricity Regulatory Commission [24], the power businesses are classified into four major security areas. Area 1 contains safety and stability system (SSS), relay protection (RP) and power dispatch (PD). Area 2 contains protection management information system (PMIS) and electricity market (EM), etc. Area 3 contains hydrological information system (HIS) and lightning positioning system (LPS), etc. Area 4 contains shared resource management (SRM) and official document approval business (ODAB), etc. The businesses that the power system will not function properly after their failures are called critical businesses such as SSS, RP and PD in Area 1. In this paper, the survivability of the communication and information system in CPPS is defined as the ability to ensure the critical businesses of power system after cyber-attacks.

B. Decomposition of Power Businesses into Atomic Services

The power businesses are difficult to be guaranteed. In this section, the concept of atomic service is defined as the smallest independent unit of power business and can be implemented by one or several communication and information elements. Therefore, the consequences of attacking atomic services are independent of each other [25] and the critical businesses can be guaranteed by enhancing the survivability of these atomic services.

C. Survivability Indexes of Atomic Services

Three indexes are selected based on the time scale which are defined as follows.

1) Identifiability index: the ability of CPPS to identify cyber-attack at the beginning.
2) Resistibility index: the ability of CPPS to ensure critical businesses during the effect propagation of cyber-attack.
3) Recoverability index: the ability of CPPS to recover the critical businesses after cyber-attack.

D. Framework of Survivability Evaluation

In this section, the framework of survivability evaluation is proposed, as shown in Fig. 1. Firstly, the critical businesses are selected which need to be guaranteed according to the specific needs of the survivability in power system. Secondly, based on the concept of atomic service, the critical businesses are decomposed into the smallest independent unit that can impose the measures to enhance the survivability. Finally, the survivability of atomic services is evaluated for the perspectives of the ability to identify cyber-attacks at the beginning, the ability to ensure critical businesses during the effect propagating of cyber-attacks, and the ability to recover the critical businesses after cyber-attacks.

E. Calculation Method of Survivability Evaluation Indexes

1) Effect of Defensive Measures for Calculating Survivability Evaluation Index

The effect of defensive measures is needed to calculate the survivability evaluation indexes of atomic services. In or-
order to calculate the survivability index, the effect of defensive measures is collected through the simulation after the defense resources are configured. The steps shown in Fig. 2 are given as follows.

Step 1: based on the steps for the execution process of critical businesses, the critical businesses are decomposed into atomic services. The cyber-attacks are selected to form a cyber-attack library according to the degree of cyber-attack threat to different atomic services. The cyber-attack library includes the probability that different attacks choose different types of atomic services as targets.

Step 2: an unselected cyber-attack is selected in the cyber-attack library randomly.

Step 3: based on the characteristics of cyber-attacks, the consequences of cyber-attacks on the system are simulated for multiple times. And the basic data used to calculate the evaluation indexes are collected.

Step 4: judge if all cyber-attacks in the cyber-attack library have been selected. If yes, Step 5 is executed. Otherwise, go back to Step 2.

Step 5: calculate the expectation values of the collected data used to calculate the evaluation indexes.
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2) Calculation of Survivability Evaluation Indexes

This section quantifies the survivability indexes. The attack hazard index and the attack impedance rate index are used to evaluate the resistibility. The indexes of attack identification rate and the attack identification time are adopted to evaluate the identifiability while the indexes of attack recovery time and the attack recovery rate are utilized to evaluate the recoverability.

1) Calculation of identifiability index

The index of attack identification rate for the $j$th atomic service in the $m$th critical business atomic service is:

$$RI_{mj} = \sum_{i=1}^{K} RI_{mi} \cdot P_{D,mi}$$

$$RI_{mj} = \begin{cases} 1 & \text{attack can be identified} \\ 0 & \text{attack cannot be identified} \end{cases}$$

where $RI_{mj}$ is the identification result when $j$th atomic service in the $m$th critical business suffers the $i$th cyber-attack; $P_{D,mi}$ is the probability that the $j$th atomic service in the $m$th critical business suffers the $i$th cyber-attack; $i$ is the number of cyber-attacks; and $K$ is the total number of attacks in the attack library.

The index of attack identification rate for the $m$th critical business and the entire system are $RI_{Sm}$ and $RI_{S}$, respectively.

$$RI_{Sm} = \sum_{j=1}^{N_c} RI_{mj} \cdot W_{D,mj}$$

$$RI_{S} = \sum_{m=1}^{M} RI_{Sm} \cdot W_{Sm}$$

where $N_c$ is the total number of atomic services included in the $m$th critical business; $M$ is the total number of critical businesses; $W_{D,mj}$ is the relative weight of the $j$th atomic service in the $m$th critical business; and $W_{Sm}$ is the relative weight of the $m$th critical business. The sum of the relative weights of all atomic services is 1. The size of the weight depends on the impact of atomic service fault on the critical business. The sum of the relative weights of all critical businesses is 1. The weight depends on the impact of critical business failures on system security and stability.

The index of attack identification time for the $j$th atomic service in the $m$th critical business $TI_{mj}$ is:

$$TI_{mj} = \sum_{i=1}^{K} TI_{mi} \cdot P_{D,mi}$$

where $TI_{mj}$ is the rate of $T_{mj}$; and $T_{mj}$ is the attack identification time when the $j$th atomic service in the $m$th critical business suffers the $i$th cyber-attack.

The indexes of attack identification time for the $m$th critical business and the entire system are $TI_{Sm}$ and $TI_{S}$, respectively.

$$TI_{Sm} = \sum_{j=1}^{N_c} TI_{mj} \cdot W_{D,mj}$$

$$TI_{S} = \sum_{m=1}^{M} TI_{Sm} \cdot W_{Sm}$$

2) Calculation of resistibility index

The extent to which an atomic service is destroyed by an attack is:

$$AD_{mj} = \sum_{i=1}^{K} AD_{mi} \cdot P_{D,mi}$$

$$AD_{mj} = \begin{cases} 1 & \text{atomic service cannot work} \\ 0 & \text{atomic service works properly} \end{cases}$$

where $AD_{mj}$ is the attack hazard index of the $j$th atomic service in the $m$th critical business; and $AD_{mj}$ is the attack result when the $j$th atomic service in the $m$th critical business suffers the $i$th cyber-attack.
The attack hazard index of the \( m^{th} \) critical business with \( N_a \) atomic services is:

\[
AD_{s,m} = \sum_{j=1}^{N_a} AD_{a,mj} \cdot W_{a,mj}
\]

(11)

The attack hazard index of the entire system is:

\[
AD_s = \left\{ \begin{array}{ll} 1 & \exists AD_{s,m} \geq 1 \\ \sum_{m=1}^{M} AD_{s,m} \cdot W_{s,m} & \text{else} \end{array} \right.
\]

(12)

The probability that an atomic service is attacked successfully is:

\[
AS_{s,mj} = \sum_{i=1}^{K} AS_{mi} \cdot P_{D,mi}
\]

(13)

where \( AS_{mi} \) is the probability that the \( i^{th} \) cyber-attack will be succeed in the \( j^{th} \) atomic service of the \( m^{th} \) critical business.

The probability of successful attack on the \( m^{th} \) critical business with \( N_a \) atomic services is:

\[
AS_{s,m} = \sum_{j=1}^{N_a} AS_{s,mj} \cdot W_{a,mj}
\]

(14)

The probability of successful attack on the entire system is:

\[
AS_s = \left\{ \begin{array}{ll} 1 & \exists AS_{s,m} \geq 1 \\ \sum_{m=1}^{M} AS_{s,m} \cdot W_{s,m} & \text{else} \end{array} \right.
\]

(15)

The attack impedance index for the entire system is:

\[
AP_S = 1 - AS_S
\]

(16)

3) Calculation of recoverability index

The attack recovery time index of atomic service is:

\[
RT_{mj} = \left\{ \begin{array}{ll} T_{r,mj}/T_{0,mj} & T_{r,mj} \leq T_{0,mj} \\ 1 & T_{r,mj} > T_{0,mj} \end{array} \right.
\]

(17)

\[
RT_{a,mj} = \sum_{i=1}^{K} RT_{mi} \cdot P_{D,mi}
\]

(18)

where \( RT_{r,mj} \) is the index of attack recovery time for the \( j^{th} \) atomic service in the \( m^{th} \) critical business; \( RT_{mj} \) is the recovery time index when the \( j^{th} \) atomic service in the \( m^{th} \) critical business suffers the \( i^{th} \) cyber-attack; \( T_{r,mj} \) is the actual recovery time when the \( j^{th} \) atomic service in the \( m^{th} \) service suffers the \( i^{th} \) cyber-attack; and \( T_{0,mj} \) is the demand recovery time of the \( j^{th} \) atomic service in the \( m^{th} \) critical business.

The indexes of attack recovery time for critical business and the entire system are:

\[
RT_{s,m} = \sum_{j=1}^{N_a} RT_{a,mj} \cdot W_{a,mj}
\]

(19)

\[
RT_S = \sum_{m=1}^{M} RT_{s,m} \cdot W_{s,m}
\]

(20)

where \( RT_{s,m} \) is the index of attack recovery time for the \( m^{th} \) critical business; and \( RT_S \) is the index of attack recovery time for the entire system.

The index of attack recovery rate for critical business is:

\[
RR_{s,m} = \sum_{j=1}^{K} Q_{r,mj} \cdot P_{D,mi}
\]

where \( Q_{r,mj} \) is the system suffering from the \( j^{th} \) cyber-attack; and \( Q_s \) is the number of atomic services involved in the \( m^{th} \) critical business during normal operation. The number of atomic services involved in the \( m^{th} \) critical business after the system is restored.

The index of attack recovery rate for the entire system is:

\[
RR_S = \sum_{m=1}^{M} RR_{s,m} \cdot W_{s,m}
\]

(22)

4) Fusion of survivability assessment indexes

The fusion index can directly reflect the survivability of the system. Among all the above indexes, the smaller the \( AD_s \) and \( RT_S \), the better the system survivability, and the larger the \( RT_s, TI_S, AP_S \) and \( RR_S \), the better the system survivability. The relationship between unified indexes and survivability is that the composition vector \( R = [RI_S, TI_S, AP_S, RR_S, 1-AD_S, 1-RT_S] \). The formula for calculating the fusion index is:

\[
h(R) = a \frac{1}{E} ||R||_1 + b||R||_\infty
\]

(23)

where \( a \) and \( b \) are the weight coefficients which satisfy \( a + b = 1 \), and this paper takes \( a = b = 0.5 \); \( E \) is the total number of indexes; and \( ||R||_1 \), \( ||R||_\infty \) are the 1 norm and the infinite norm of the vector \( R \), respectively.

\[
||R||_1 = \sum_{j=1}^{E} R_j
\]

\[
||R||_\infty = \max |R_e|
\]

(24)

where \( R_e \) is the \( e^{th} \) element in vector \( R \).

F. Defensive Resources for Improving Survivability

Defensive resources are defense measures (hardware or software) equipped in CPPS to enhance its survivability. Corresponding to the survivability assessment indexes, the defensive resources are divided into three categories, which are respectively used to enhance the corresponding survivability [19]-[22].

1) Identifiability defensive resources are used to enhance the system recognizability. Commonly-used defensive measures include intrusion detection technology, honeypot technology [19], [20]. The cost is:

\[
C_{ide1}n_{ide1,mj} + C_{ide2}n_{ide2,mj} = C_{ide,mj}
\]

(25)

where \( C_{ide1} \) is the cost of adding an intrusion detection software to the atomic service; \( C_{ide2} \) is the cost of adding a honeypot component to the atomic service; \( n_{ide1,mj} \) is the number of intrusion detection software on the \( j^{th} \) atomic service in the \( m^{th} \) critical business; \( n_{ide2,mj} \) is the number of honeypot components on the \( j^{th} \) atomic service in the \( m^{th} \) critical business; and \( C_{ide,mj} \) is the identifiability defensive resource cost of the \( j^{th} \) atomic service in the \( m^{th} \) critical business.

2) Resistibility defensive resources are used to enhance the system resistance ability. Commonly-used defensive measures are firewall technology, access control technology, and the deployment of camouflage components [19], [21]. The
cost is:
\[ C_{\text{ref1}} n_{\text{ref1},mj} + C_{\text{ref2}} n_{\text{ref2},mj} + C_{\text{ref3}} n_{\text{ref3},mj} = C_{\text{ref},mj} \] (26)
where \( C_{\text{ref1}} \) is the cost of adding a firewall to the atomic service; \( n_{\text{ref1},mj} \) is the number of firewalls on the \( j \)-th atomic service in the \( m \)-th critical business; \( C_{\text{ref2}} \) is the cost of adding a right control software to the atomic service; \( n_{\text{ref2},mj} \) is the number of right control software on the \( j \)-th atomic service in the \( m \)-th critical business; \( C_{\text{ref3}} \) is the cost of adding a camouflage component to the atomic service; \( n_{\text{ref3},mj} \) is the number of camouflage components on the \( j \)-th atomic service in the \( m \)-th critical business; and \( C_{\text{ref},mj} \) is the resistibility defensive resource costs of the \( j \)-th atomic service in the \( m \)-th critical business.

3) Recoverability defensive resources are used to enhance the system recoverability capabilities. Commonly-used defensive measures include the creation of redundant components, data backup and recovery technology [22]. The cost is:
\[ C_{\text{rec1}} n_{\text{rec1},mj} + C_{\text{rec2}} n_{\text{rec2},mj} = C_{\text{rec},mj} \] (27)
where \( C_{\text{rec1}} \) is the cost of adding a spare component to the atomic service; \( n_{\text{rec1},mj} \) is the number of spare components on the \( j \)-th atomic service in the \( m \)-th critical business; \( C_{\text{rec2}} \) is the cost of adding a data backup and recovery component to the atomic service; \( n_{\text{rec2},mj} \) is the number of data backup and recovery components on the \( j \)-th atomic service in the \( m \)-th critical business; and \( C_{\text{rec},mj} \) is the recoverability defensive resource costs of the \( j \)-th atomic service in the \( m \)-th critical business.

III. MODEL OF DEFENSIVE RESOURCE ALLOCATION

Different defense effects can be achieved by configuring different numbers and types of defensive measures on the atomic service. Considering the constraints of defense resource configuration, we configure different numbers and types of defensive measures on all atomic services, and form different configuration schemes of defense resources. The optimization variables in the model are the number and type of defense measures on atomic services. The consequences of cyber-attacks are simulated and the survivability defense effect is evaluated by calculating the indexes.

A. Objective Function

Quantify system survivability through survivability fusion indexes based on (23). The objective function is:
\[ \max F(L) = h(R) \] (28)
where \( L \) is the atomic service defensive measure allocation matrix. The number of columns in \( L \) represents different atomic services. The number of rows in \( L \) represents the type of defensive measures. The elements in \( L \) represent the number of types of defensive measures configured on different atomic services.

B. Constraints

Resource allocation in the system is subject to the following conditions.

1) The total amount of defensive resources is limited as:
\[ \sum_{m=1}^{N} \sum_{j=1}^{M} (C_{\text{ref},mj} + C_{\text{rec},mj}) \leq C_0 \] (29)
where \( C_0 \) is the total cost of defensive resources.

2) Each defensive resource configurable on atomic service also has a cost cap as:
\[ \begin{aligned}
C_{\text{ref},mj} & \leq C_{\text{ref}}, j = 1, 2, ..., N, m = 1, 2, ..., M \\
C_{\text{rec},mj} & \leq C_{\text{rec}}, j = 1, 2, ..., N, m = 1, 2, ..., M \\
\end{aligned} \] (30)
where \( C_{\text{ref}} \) is the upper limit of the cost of identifiability defensive resource on atomic services; \( C_{\text{rec}} \) is the upper limit of the cost of resistibility defensive resource on atomic services; and \( C_{\text{ref}} \) is the upper limit of the cost of identifiability defensive resource on atomic services.

IV. MODIFIED GENETIC ALGORITHM FOR PROPOSED MODEL

A. Improvement of Genetic Algorithm

This paper uses an improved genetic algorithm [26]. The specific improvements are as follows:

1) In the encoding process, the decimal encoding is adopted.

2) The objective function of the proposed model is not directly selected as the fitness function. The following fitness function is used.
\[ H = \begin{cases} 
(1-e^{-k}) \frac{F-F_{\min}}{F-F_{\max}} & \text{if } F-F_{\min} < k \\
1 & \text{if } F-F_{\min} \geq k 
\end{cases} \] (31)
where \( H \) is an improved fitness function; \( F \) is the objective function value in (28); \( F_{\max} \) and \( F_{\min} \) are the maximum and minimum values of the objective function without consideration of constraints, respectively; \( F \) is the average of the maximum and minimum values of the objective function; and \( t \) is an evolutionary algebra with different values depending on the environment.

3) Roulette selection operator, adaptive crossover operator and adaptive mutation operator are adopted.

4) Chaotic perturbations are added to the algorithm. After performing selection, crossover, and mutation operations, we add some individuals with low fitness to the progeny population. Therefore, it is difficult for the group to fall into the local optimal solution.

B. Algorithm Flow

The specific process of applying improved genetic algorithm to the survivability defensive resource allocation of the communication and information system is given in Algorithm 1.

V. SIMULATIONS

This section takes IEEE 30-node system as an example. The single-line diagram and its communication and information system are given in Fig. 3.
Algorithm 1: improved genetic algorithm

Input the maximum number of iterations \( t \); the weight of critical business in the system \( W_{\text{crit}} \); the weight of atomic services in critical business \( W_{\text{crit}} \); the group size \( M_o \); the individual coding method \( C \); the terminate evolutionary algebra \( T \); the crossover probability \( P_c \); and the variation probability \( P_m \). Configure the defense effect of different defense measures.

Output the defensive measure configuration scheme.

Initialize the number of iterations \( t = 0 \) and the defensive measure configured on the atomic service.

Repeat

Step 1: randomly assign different numbers and types of defensive measures on atomic services within the constraints. The nodes are sorted by the number when encoding. Encode the number of defensive resources on the atomic service to obtain the individual gene \( C \) and generate the initial population \( Q_0 \).

Step 2: defensive effect data are brought into account based on the number and the type of defensive measures on the atomic service. Calculate the survivability assessment indexes \( AP_{\phi}, RI_{\phi}, TI_{\phi}, BB_{\phi}, AD_{\phi}, RT_{\phi} \) according to the formula in Section II. Calculate the fusion index and the fitness function. Get the individual fitness \( H \).

Step 3: perform crossover, selection, and mutation operations. The individual \( C \) that does not meet the constraint of defense resource cost is deleted, and the progeny population \( R \) is generated.

Step 4: perform chaotic perturbation operations, randomly add individuals that have been eliminated due to low fitness, ensure the population diversity, and obtain the next generation \( Q_{n+1} \).

Step 5: if the termination condition is satisfied, the termination condition that the maximum number of iterations reach, go to Step 6. Else go back to Step 2.

Step 6: calculate the fitness of the resulting population and obtain the optimal solution set.

End

Fig. 3. Diagram of IEEE 30-node system and its communication network. (a) IEEE 30-node system. (b) Communication network.

A. Basic Introduction of System

1) Atomic services of critical businesses

The functions of SSS include: data collection (DC) on the power nodes such as frequency, voltage, and power data, data uploading (DU) to the substation, substation processing (SP) of the data, transmitting data to control center (CC) through communication nodes (CNs) by the substation, making decisions by CC, transmitting orders to substation through CNs by CC, substation analysis (SA) of orders, substation sending orders (SI), controlling the action (CA) of electric components to adjust the power output of power plant. Based on these functions, the SSS can be decomposed into the following atomic services, as shown in Fig. 4.

The functions of RP include: DC (current, voltage, and phase data), DU, SP, CN, CC, CN, SA, SI, CA (adjusting the power output of the power plant). Based on these functions, the PD can be decomposed into the following atomic services, as shown in Fig. 6.

According to the functions of atomic services, they are classified into three categories: data acquisition atomic services (DCAS), data transfer and processing atomic services (DTPAS) and control action atomic services (CAAS). The
number of atomic services of all power businesses are shown in Table I.

Fig. 5. Schematic diagram of RP decomposition into atomic services.

Fig. 6. Schematic diagram of PD decomposition into atomic services.

Table I

| Power business | Atomic service | Number |
|----------------|----------------|--------|
| SSS            | DCAS           | 90     |
|                | DTPAS          | 162    |
|                | CAAS           | 6      |
| RP             | DCAS           | 90     |
|                | DTPAS          | 198    |
|                | CAAS           | 24     |
| PD             | DCAS           | 69     |
|                | DTPAS          | 170    |
|                | CAAS           | 24     |

ALL the CN critical services are in the same topology. The DCAS in PD and part of the DCAS in SSS are the same. In summary, there are 180 DCAS, 378 DTPAS, 54 CAAS, and a total of 612 atomic services.

2) Cyber-attack library

Three various cyber-attacks F1, F2, and F3 are set in the simulation. The probabilities of each atomic service being attacked by these cyber-attacks are given in Table II [17].

3) Defensive resource library

Seven defensive measures of three defensive resource are adopted for enhancing the survivability of atomic services. Since the cost of these defensive measures is difficult to determine, this paper does not quantify the specific value of defensive measures. The cost and cost caps for all types of defensive measures are shown in Table III [20]-[23].

Table II

| Atomic service | Probability (%) |
|----------------|-----------------|
|                | F1              | F2 | F3 |
| DCAS           | 50              | 25 | 25 |
| DTPAS          | 25              | 50 | 25 |
| CAAS           | 25              | 25 | 50 |

Table III

| Defensive resource | Defensive measure | Cost on atomic services | Cost cap on system |
|--------------------|-------------------|-------------------------|--------------------|
| Resistibility      | Firewall technology | 1                       |                    |
|                    | Access control technology | 1                       | 8                  |
|                    | Deployment of camouflage components | 2                       |                    |
| Identifiability    | Intrusion detection technology | 1                       | 6                  |
|                    | Honeypot technology | 2                       |                    |
| Recoverability     | Redundant components | 3                       | 10                 |
|                    | Data backup and recovery technology | 2                       |                    |

4) Weights of atomic services for power business

Different atomic services have different degrees of impact on the survivability of power business. The weights of atomic services in Table IV [27] are used in calculating the survivability evaluation indexes.

Table IV

| Atomic service | $W_{ai}$ (SSS) | $W_{ai}$ (RP) | $W_{ai}$ (PD) |
|----------------|----------------|---------------|---------------|
| DC             | 0.003          | 0.0025        | 0.0030        |
| DU             | 0.003          | 0.0025        | 0.0030        |
| SP             | 0.005          | 0.0035        | 0.0035        |
| CN             | 0.005          | 0.0045        | 0.0040        |
| SA             | 0.010          | 0.0045        | 0.0060        |
| SI             | 0.010          | 0.0040        | 0.0050        |
| CA             | 0.010          | 0.0040        | 0.0050        |

B. Simulation Results and Analysis

1) Effect of defensive measures

Firstly, the effect of defensive measures used to calculate the indexes is collected by simulation. There are three types of atomic services, and each type of atomic services can suffer from three types of cyber-attacks, with a total of nine attack scenarios. In Fig. 7, the abscissa is the number of different defensive measures (NDM), and the ordinate is divided into three groups from left to right: the effect of configuring firewall technology, access control technology, and cam-
outage components on $AD_S$ and $AP_S$; ② the effect of configuring intrusion detection technology and honeypot technology on $RI_S$ and $TI_S$; ③ the effect of configuring redundant components, data backup and recovery technologies on $RT_S$ and $RR_S$.

Fig. 7  Effect of defensive measures. (a) In the case of DCAS attacked by F1. (b) In the case of DCAS attacked by F2 or F3. (c) In the case of DTPAS attacked by F1 or F3. (d) In the case of DTPAS attacked by F2. (e) In the case of CAAS attacked by F1 or F2. (f) In the case of CAAS attacked by F3.

2) Allocation scheme of defense resources

With the data in Fig. 7, the survivability assessment indexes can be calculated. Then, the model of defense resource allocation can be solved by the improved genetic algorithm. The defense resource configuration scheme is shown in Fig. 8. Vectors are used to represent the number of defensive measures. For example, [$a$, $b$, $c$, $d$, $e$, $f$, $g$] indicates the numbers of firewall technology, access control technology, camouflage components, intrusion detection technology, honeypot technology, redundant components and data backup and recovery technologies, respectively.

As shown in Fig. 8, a large number of defense resources are allocated at all CNs because the execution of all critical businesses requires CN. Also, a large number of defense resources are allocated on the atomic services connected to the load nodes or generator nodes because the data collected on the load nodes or generator nodes are used for the SSS and the PD. The greatest number of defensive resources are allocated on the atomic services connected to the nodes conceded with both loads and generators. The specific allocation scheme of defense resources on atomic services of the SSS, the RP and the PD is shown in Fig. 9.

3) Effect of survivability improvement

A total 1000 simulations have been performed, in which the system configured with defensive resources are attacked by a randomly selected cyber-attack. As a comparison, 1000 simulations have been also performed for the system without defense resources. Then, the objective function of the proposed model and the fusion indexes are calculated based on these simulations. The results are shown in Fig. 4. It can be seen from Table V that after the defensive resources are configured, the survivability of the system increases significantly, which proves the effectiveness of the proposed method.

VI. CONCLUSION

Considering there may be cyber-attacks that cannot be defended or can be defended but costly for the existing power systems and their auxiliary communication and information systems, even with cyber-attack defense measures, a method of defense resource allocation is proposed to enhance the survivability of the communication and information system in CPPS.
TABLE V
SURVIVABILITY COMPARISON

| Whether to configure defensive resources | Fusion index |
|-----------------------------------------|--------------|
| No                                      | 0.5938       |
| Yes                                     | 0.7413       |

Simulation results show that the method of defense resource allocation is effective to enhance the inherent survivability of the CPPS. This paper is a preliminary study on the research methods of cyber-attack defense resource allocation. In the future, it can be further studied from the following aspects: 1) after configuring defense resources on atomic services, the survivability of atomic services can be enhanced. But the degree of improvement is still quantified by the simulation. In the future, the effect of defensive measures can be obtained through actual experiments to make the optimization result more realistic; 2) this paper focuses on how to enhance the survivability by configuring defense resources on atomic services (that is, configuring defense resources on the nodes of the communication and information system). One of the most noteworthy aspects of future research is how to optimize the topology of the communication and information system to enhance its survivability.
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