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1 Introduction

Dvoretzky, Wald and Wolfowitz [14, 15] showed that for any measurable function taking values in a finite dimensional simplex there exists a measurable function taking values in the extreme points of the simplex and such that it has an integral identical to that of the given function with respect to a finite set of bounded non-atomic measures. Its proof is based upon Lyapunov’s theorem [25]. Both results play a crucial role in control theory, statistical decision problems and game theory, see for instance [6, 8, 11, 19, 20, 23, 24].

Next, in 1976 Dynkin and Evstigneev [16] provided a generalization of Lyapunov’s theorem [25] in the sense that they considered conditional expectations of set-valued functions assuming that the $\sigma$-field on the state space has no conditional atom. Recently, this result was applied to stochastic games by He and Sun [21]. They showed that a stochastic game with a so-called coarser transition kernel possesses a stationary Markov perfect equilibrium.

In this paper, we provide a generalization of the Dvoretzky-Wald-Wolfowitz theorem to the case with conditional expectations using the Dynkin and Evstigneev approach. The proof combines the Carathéodory theorem and certain ideas used in [16]. Moreover, our result can be viewed as generalizations of the Dvoretzky-Wald-Wolfowitz reported in [19] and [7], see Remark 2 for further comments. Finally, we illustrate how to use the purification principle to solve a robust variational problem with integral constraints. In contrast to works [2, 3, 4, 9], we allow the malevolent nature to choose a parameter whose influences on the distribution of the state of the world.


2 Main Purification Result

Let \((\Omega, \mathcal{F}, \mu)\) be a complete probability space with a non-atomic measure \(\mu\) and let \(X\) be a complete separable metric space endowed with the \(\sigma\)-field \(\mathcal{B}(X)\) of all its Borel subsets. By \(P(X)\) we denote the space of all probability measures on \(X\) equipped with the topology of weak convergence and the Borel \(\sigma\)-field \(\mathcal{B}(P(X))\). Let \(A\) be a correspondence from \(\Omega\) to \(X\) such that \(A(\omega) \neq \emptyset\) for each \(\omega \in \Omega\) and its graph \(Gr(A) = \{(\omega, x) : \omega \in \Omega, x \in A(\omega)\}\) belongs to the product \(\sigma\)-field \(\mathcal{F} \otimes \mathcal{B}(X)\). A randomized decision function is a measurable mapping \(\varphi : \Omega \to P(X)\) such that \(\varphi(\omega)(A(\omega)) = 1\) for all \(\omega \in \Omega\). The set of all randomized decision functions is denoted by \(\Phi\). A non-randomized or pure decision function is a measurable mapping \(f : \Omega \to X\) such that \(f(\omega) \in A(\omega)\) for all \(\omega \in \Omega\). Clearly, the set \(F\) of all non-randomized decision functions can be viewed as a strict subset of \(\Phi\). By the von Neumann-Aumann measurable selection theorem (see Theorem 18.26 in [1] or Theorem III.22 in [12]) we know that \(F \neq \emptyset\).

Let \(\mathbb{R}^n\) be the Euclidean space endowed with the usual norm \(\| \cdot \|\) and the Borel \(\sigma\)-field \(\mathcal{B}(\mathbb{R}^n)\). Consider a family of functions \(g_i : Gr(A) \to \mathbb{R} \ (i = 1, \ldots, n)\), which are \(\mathcal{F} \otimes \mathcal{B}(X)\)-measurable and

\[
\int_{\Omega} \int_{A(\omega)} |g_i(\omega, x)| \varphi(\omega)(dx) \mu(d\omega) < \infty \quad \text{for all } i = 1, \ldots, n \tag{1}
\]

and for some \(\varphi \in \Phi\). Put \(g(\omega, x) := (g_1(\omega, x), \ldots, g_n(\omega, x))\) for \((\omega, x) \in Gr(A)\) and

\[
I_\varphi(g)(\omega) := \int_{A(\omega)} g(\omega, x) \varphi(\omega)(dx) \quad \text{and} \quad I_f(g)(\omega) := g(\omega, f(\omega)), \ \omega \in \Omega,
\]

where \(\varphi \in \Phi\), \(f \in F\).

Let \(\mathcal{G}\) be a sub-\(\sigma\)-field of \(\mathcal{F}\). Following He and Sun [21] (see also Chapter XIV in [22]), we say that \(D \in \mathcal{F}\) is a \(\mathcal{G}\)-atom if \(\mu(D) > 0\) and for any \(D_1 \in \mathcal{F}\) there exists a set \(D_2 \in \mathcal{G}\) such that \(\mu((D \cap D_1) \triangle (D \cap D_2)) = 0\).

**Remark 1** Inspired by the papers [26, 27], Dynkin and Evstigneev [16] used a different definition of a \(\mathcal{G}\)-atom in their studies of conditional expectation of correspondences (see page 334 in [16]). However, as noted by He and Sun [21] (see page 54) the definitions of a \(\mathcal{G}\)-atom in papers [16, 21, 22] coincide.

We can now state our basic purification result.

**Theorem 1** Let the above assumptions on \((\Omega, \mathcal{F}, \mu)\), the correspondence \(A\) and the functions \(g_i, (i = 1, \ldots, n)\) be satisfied. Let \(\varphi \in \Phi\) be such that (1) holds. If, in addition, the \(\sigma\)-field \(\mathcal{F}\) has no \(\mathcal{G}\)-atoms, then there exists some \(f \in F\) such that

\[
E(I_\varphi(g) | \mathcal{G}) = E(I_f(g) | \mathcal{G}) \pmod{\mu}.
\]

**Remark 2** If \(\mathcal{G} = \{\emptyset, \Omega\}\) and \(A(\omega) = X\) for each \(\omega \in \Omega\), Theorem 1 reduces to a result closely related with Theorem 5.10 in Balder [7], see also Theorem 2.1 in [8]. The proof
given in [7] makes use of the measurable correspondence $\Gamma$ from $\Omega$ to $X$, where $\Gamma(\omega)$ is the intersection of all closed sets $C \subset X$ such that $\varphi(\omega)(C) = 1$. If we applied Balder’s approach, then the sets $A(\omega)$, $\omega \in \Omega$, would coincide with $\Gamma(\omega)$, which are in turn closed by his assumption. In our case, the sets $A(\omega)$ need not be closed. Therefore, the arguments given by Balder [7] must be modified appropriately to cover the case, where the sets $A(\omega)$ depend on $\omega \in \Omega$ and may not be closed. The method used by Balder [7] is also connected with some measurability issues arising from an application of the measurable implicit function theorem. Our proof is somewhat simpler in the discussed special case of $\mathcal{G}$. If $\Omega$ is a Borel subset of a complete separable metric space and $\mathcal{G} = \{\emptyset, \Omega\}$, then our result is related with Theorem 1 of Feinberg and Pimovskiy [19], see also Theorem 2.1 for one-step models in [18]. The method used in [18, 19] is based on Theorem 1 on “strategic measures” in [17] whose proof is long, quite involved and strongly based on the Borel structure of the spaces $\Omega$ and $X$. Our approach is based on a relatively simple lemma stated below and some standard measurable selection techniques. In the general case with $\mathcal{F}$ having no $\mathcal{G}$-atom, we make use of the extension of Lyapunov’s theorem [25] due to Dynkin and Evstigneev [16].

Our proof is based on the following known fact.

**Lemma 1** Let $Y \in \mathcal{B}(X)$ and let $\nu \in P(X)$ be such that $\nu(Y) = 1$. Assume that $\psi : Y \to \mathbb{R}^n$ is a Borel measurable function such that $\int_Y \|\psi(x)\|\nu(dx) < \infty$ and define $R_\psi := \{\psi(y) : y \in Y\}$. Then, $\int_Y \psi(x)\nu(dx) \in \text{co}R_\psi$.

For a proof consider the distribution function of $\psi$ defined by: $p_\psi(B) := \nu(\psi^{-1}(B))$, where $B \in \mathcal{B}(\mathbb{R}^n)$. Using Theorem 16.13 on page 229 in [10] and Lemma 3 on page 74 in [20], we obtain

$$\int_Y \psi(x)\nu(dx) = \int_{\mathbb{R}^n} yp_\psi(dy) \in \text{co}R_\psi.$$  

**Proof of Theorem 1** Let $\varphi \in \Phi$ be such that (1) holds. For each $\omega \in \Omega$, define $H(\omega) := \{g(\omega, y) : y \in A(\omega)\}$. By Lemma 1, we know that $I_{\varphi}(g) (\omega) \in \text{co}H(\omega)$ for all $\omega \in \Omega$. Let $\Delta^{n+1}$ be the set of all probability vectors in $\mathbb{R}^{n+1}$. By Carathéodory’s theorem, for any fixed $\omega \in \Omega$ there exist $(\lambda_1, ..., \lambda_{n+1}) \in \Delta^{n+1}$ and $y_j \in A(\omega)$ ($j = 1, ..., n+1$) such that

$$I_{\varphi}(g)(\omega) = \sum_{j=1}^{n+1} \lambda_j g(\omega, y_j).$$  

(2)

Let $X^{n+1} := X \times \cdots \times X$ ($n+1$ times). Endow the metric space $\Delta^{n+1} \times X^{n+1}$ with the Borel $\sigma$-field $\mathcal{B}(\Delta^{n+1} \times X^{n+1})$. Let $K(\omega)$ be the set of all $(\lambda_1, ..., \lambda_{n+1}, y_1, ..., y_{n+1}) \in \Delta^{n+1} \times X^{n+1}$ for which (2) holds. Using standard methods [12], one can easily show that the graph of the correspondence $K$ belongs to the product $\sigma$-field $\mathcal{F} \otimes \mathcal{B}(\Delta^{n+1} \times X^{n+1})$. By the von Neumann-Aumann measurable selection theorem (see [1] or [12]), there exists measurable functions $\delta_j : \Omega \to [0, 1]$ and $x_j : \Omega \to X$ ($j = 1, ..., n+1$) such that for all $\omega \in \Omega$, we have

$$(\delta_1(\omega), ..., \delta_{n+1}(\omega), x_1(\omega), ..., x_{n+1}(\omega)) \in K(\omega).$$
Hence, we have
\[ I_\varphi(g)(\omega) = \sum_{j=1}^{n+1} \delta_j(\omega) g(x_j(\omega)) \quad \text{for all} \quad \omega \in \Omega. \] (3)

Put \( h_j(\omega) := g(\omega, x_j(\omega)), j = 1, ..., n+1, \omega \in \Omega. \) Then, every \( h_j \) is a measurable mapping from \( \Omega \) into \( \mathbb{R}^n \) and (3) can be rewritten as
\[ I_\varphi(g)(\omega) = \sum_{j=1}^{n+1} \delta_j(\omega) h_j(\omega) \quad \text{for all} \quad \omega \in \Omega. \] (4)

If \( \mathcal{F} \) has no \( \mathcal{G} \)-atom, then by Remark 1 \( \mathcal{F} \) has no \( \mathcal{G} \)-atom in the sense of Dynkin and Evstigneev [16]. Therefore, we can apply the arguments given on pages 337-338 in [16] to equation (4) and obtain a partition of \( \Omega \) into \( n+1 \) measurable subsets \( \Gamma_1,...,\Gamma_{n+1} \) such that
\[ E(I_\varphi(g)|\mathcal{G}) = E\left(\sum_{j=1}^{n+1} h_j 1_{\Gamma_j}|\mathcal{G}\right) \quad \text{(mod} \ \mu). \] (5)

Here, \( 1_{\Gamma_j} \) is the indicator function of the set \( \Gamma_j \). Define \( f(\omega) := x_j(\omega) \), whenever \( \omega \in \Gamma_j \). Then, \( f \in \mathcal{F} \) and from (5), it follows that
\[ E(I_\varphi(g)|\mathcal{G}) = E(I_f(g)|\mathcal{G}) \quad \text{(mod} \ \mu), \]
which completes the proof. \( \square \)

We close this section with some corollary to Theorem 1 for a purification problem involving a finite family of measures. Although the approach is standard, it may have some application to the statistical decision theory [11, 14, 15, 19, 20]. A similar result for Borel space \( \Omega \) and possibly discontinuous integrands was formulated in Theorem 2 in [19].

**Corollary 1** Let \((\Omega, \mathcal{F}, \mu)\) be a complete probability space where \( \mu = (\mu_1 + \cdots + \mu_k)/k \) and every \( \mu_i \) is a non-atomic probability measure \((i = 1, \ldots, k) \). Assume that the graph \( Gr(A) \) of \( A \) belongs to the \( \sigma \)-field \( \mathcal{F} \otimes \mathcal{B}(X) \). Let \( \varphi \in \Phi \) and \( \hat{g}(\omega, x) = (\hat{g}_1(\omega, x), ..., \hat{g}_m(\omega, x)) \) be a measurable mapping from \( Gr(A) \) into \( \mathbb{R}^m \) such that \( \int_\Omega \|\hat{g}(\omega, x)\|\varphi(\omega)(dx)\mu(d\omega) < \infty \).

Then, there exists some \( f \in \mathcal{F} \) such that
\[ \int_\Omega I_\varphi(\hat{g})(\omega)\mu_i(d\omega) = \int_\Omega I_f(\hat{g})(\omega)\mu_i(d\omega) \quad \text{for each} \quad i = 1, \ldots, k. \]

**Proof** It is sufficient to apply Theorem 1 with \( \mathcal{G} = \{\emptyset, \Omega\} \) and the vector valued function \( g : Gr(A) \rightarrow \mathbb{R}^m \) given by \( (\hat{g}_1, \ldots, \hat{g}_m) \). Here \( \frac{d\mu_i}{d\mu} \) is the Radon-Nikodym derivative of \( \mu_j \) with respect to \( \mu \). \( \square \)

### 3 An application to a Robust Variational Problem

Let \( c_i : Gr(A) \rightarrow \mathbb{R}_+ := [0, +\infty), \ i = 1, \ldots, m, \) and \( u : Gr(A) \rightarrow \mathbb{R} \) be \( \mathcal{F} \otimes \mathcal{B}(X) \)-measurable functions such that \( c_1(\omega, \cdot), \ldots, c_m(\omega, \cdot), -u(\omega, \cdot) \) are inf-compact on \( A(\omega) \) for
each $\omega \in \Omega$\footnote{Recall that inf-compactness of $c_i(\omega, \cdot)$ means that the set $\{x \in A(\omega) : c_i(\omega, x) \leq \beta\}$ is compact for each $\beta \in \mathbb{R}$.} In addition, suppose that there exists a $\mu$-integrable function $\Lambda : \Omega \to \mathbb{R}_+$ such that

$$|u(\omega, x)| \leq \Lambda(\omega) \quad \text{for} \quad (\omega, x) \in Gr(A).$$

Furthermore, we assume that the malevolent nature chooses a parameter $p$ from the given set $\mathcal{P}$. In this way, the nature has an influence on the distribution $q(\cdot|p)$ of a state of the world $\omega \in \Omega$. Suppose further that $q(\cdot|p)$ is absolutely continuous with respect to $\mu$ for every $p \in \mathcal{P}$. By $\rho(\cdot, p)$ we denote the density of $q(\cdot|p)$.

Let $a_1, \ldots, a_m$ be positive numbers. We study the following robust variational problem:

$$(RVP) \quad \sup_{f \in \mathcal{F}} \inf_{p \in \mathcal{P}} \int_{\Omega} u(\omega, f(\omega))\rho(\omega, p)\mu(d\omega)$$

subject to $\sup_{p \in \mathcal{P}} \int_{\Omega} c_i(\omega, f(\omega))\rho(\omega, p)\mu(d\omega) \leq a_i, \quad i = 1, \ldots, m.$

By $\mathcal{G}$ we denote the sub-$\sigma$-field of $\mathcal{F}$ generated by the family of functions $\{\rho(\cdot, p)\}_{p \in \mathcal{P}}$.

**Theorem 2** Let $a_1, \ldots, a_m \in \mathbb{R}_+$ be such that the set of $\varphi \in \Phi$ for which

$$\sup_{p \in \mathcal{P}} \int_{\Omega} \int_{A(\omega)} c_i(\omega, x)\varphi(\omega)(dx)\rho(\omega, p)\mu(d\omega) \leq a_i, \quad i = 1, \ldots, m$$

is non-empty. Moreover, assume that the $\sigma$-field $\mathcal{F}$ has no $\mathcal{G}$-atoms. Then, there exists a non-randomised decision function $f_* \in \mathcal{F}$ solving the problem $(RVP)$.

**Proof** We partly follow the idea from [4]. By the Urysohn Metrisation Theorem (see Theorem 3.40 in [1]), we embed $X$ in the Hilbert cube $H = [0, 1]^\infty$ (equipped with the topology of pointwise convergence). Then, $X$ can be identified with a dense Borel measurable subset of the compact metric space $\hat{X}$, where $\hat{X}$ is the closure of the embedded space $X$ in $H$. Observe that $Gr(A)$ is $\mathcal{F} \otimes \mathcal{B}(\hat{X})$-measurable. Next, we extend functions in the following way: $\hat{c}_i(\omega, x) = c_i(\omega, x)$ if $(\omega, x) \in Gr(A)$ and $\hat{c}_i(\omega, x) = +\infty$ if $(\omega, x) \notin Gr(A)$, $i = 1, \ldots, m$, and $\hat{u}(\omega, x) = u(\omega, x)$ if $(\omega, x) \in Gr(A)$ and $\hat{u}(\omega, x) = -\infty$ if $(\omega, x) \notin Gr(A)$. Note that $\hat{c}_1, \ldots, \hat{c}_m, \hat{u}$ are $\mathcal{F} \otimes \mathcal{B}(\hat{X})$-measurable and $\hat{c}_1(\omega, \cdot), \ldots, \hat{c}_m(\omega, \cdot), -\hat{u}(\omega, \cdot)$ are inf-compact on $\hat{X}$ for every $\omega \in \Omega$. Therefore, $\hat{c}_1(\omega, \cdot), \ldots, \hat{c}_m(\omega, \cdot), -\hat{u}(\omega, \cdot)$ are lower semicontinuous on $\hat{X}$ for each $\omega \in \Omega$.

Let $\hat{\Phi}$ be the set of all measurable functions $\phi : \Omega \to P(\hat{X})$. Our original problem (RVP) we now replace by the convexified (relaxed) one:

$$(CRVP) \quad \sup_{\phi \in \hat{\Phi}, p \in \mathcal{P}} \int_{\Omega} \int_{\hat{X}} \hat{u}(\omega, x)\phi(\omega)(dx)\rho(\omega, p)\mu(d\omega)$$

subject to $\sup_{p \in \mathcal{P}} \int_{\Omega} \int_{\hat{X}} \hat{c}_i(\omega, x)\phi(\omega)(dx)\rho(\omega, p)\mu(d\omega) \leq a_i, \quad i = 1, \ldots, m.$
Let $h : \Omega \times \hat{X} \to \mathbb{R} \cup \{+\infty\}$ be an $\mathcal{F} \otimes \mathcal{B}(\hat{X})$-measurable function. The weak topology on $\hat{\Phi}$ is defined as the coarsest topology for which all functionals $\phi \to J^p_\phi(\phi) := \int_\Omega \int_{\hat{X}} h(\omega, x) \phi(\omega)(dx)\rho(\omega, p)\mu(d\omega)$ are continuous for every integrably bounded Carathéodory function $h$. Moreover, the weak topology on $\hat{\Phi}$ is also the coarsest topology for which the functionals $\phi \to J^p_\phi(\phi)$ are lower semicontinuous for every non-negative function $\omega$, see [4]. Hence, $\phi \to J^p_{\hat{\psi}}(\phi)$ is lower semicontinuous for every $i = 1, \ldots, m$ and $p \in \mathcal{P}$. Therefore, the function

$$
\phi \to \sup_{p \in \mathcal{P}} J^p_{\hat{\psi}}(\phi)
$$

is lower semicontinuous for each $i = 1, \ldots, m$. Additionally, $\hat{\Phi}$ is compact (see Theorem 1(i) in [5] or Theorem V.1 in [12]). Consequently, the set

$$
\hat{\Phi}_0 := \{ \phi \in \hat{\Phi} : \sup_{p \in \mathcal{P}} J^p_{\hat{\psi}}(\phi) \leq a_1, \ldots, \sup_{p \in \mathcal{P}} J^p_{\hat{\psi}_{m}}(\phi) \leq a_m \}
$$

is non-empty and compact. Put $\hat{u}_+ = \max(\hat{u}, 0), \hat{u}_- = \max(-\hat{u}, 0)$ and observe that $\hat{u} = \hat{u}_+ - \hat{u}_- = u_+ - u_-$. Therefore,

$$
J^p_{\hat{u}}(\phi) = J^p_{\hat{u}_+}(\phi) - J^p_{\hat{u}_-}(\phi).
$$

Since $u_+ (\omega, \cdot)$ is upper semicontinuous on $\hat{X}$ and $\hat{u}_- (\omega, \cdot)$ is lower semicontinuous on $\hat{X}$, it follows from [4] that $\phi \to J^p_{\hat{u}_+}(\phi)$ is upper semicontinuous and $\phi \to J^p_{\hat{u}_-}(\phi)$ is lower semicontinuous. Consequently, the mapping $\phi \to J^p_{\hat{u}}(\phi)$ is upper semicontinuous for every $p \in \mathcal{P}$ and thus, the function

$$
\phi \to \inf_{p \in \mathcal{P}} J^p_{\hat{u}}(\phi)
$$

is upper semicontinuous. Hence, there exists $\phi^* \in \hat{\Phi}_0$, which is a solution to the problem (CRVP).

Now, due to our definition of extensions of functions used in (RVP), we conclude that $\phi^*(\omega)(A(\omega)) = 1 \mu$-a.e. Let $N$ be the null set of all $\omega \in \Omega$ for which $\phi^*(\omega)(A(\omega)) < 1$. Then, $N \in \mathcal{F}$. Let $f$ be any element in $F$. Define $\varphi^*(\omega) := \phi^*(\omega)$ if $\omega \in \Omega \setminus N$ and $\varphi^*(\omega) = \delta_{f(\omega)}$ if $\omega \in N$, where $\delta_{f(\omega)}$ is a measure concentrated at the point $f(\omega)$. Thus, we infer that $\varphi^* \in \Phi$ and $\varphi^*$ is also a solution to (CRVP).

By Theorem 1, it follows that there exists, say $f^* \in F$, such that

$$
E(I_{\varphi^*}(g)|\mathcal{G}) = E(I_{f^*}(g)|\mathcal{G}) \quad (\text{mod } \mu),
$$

where $g_1 := u, g_k := c_{k-1}$ for $k = 2, \ldots, n$ and $n := m + 1$. Hence, for every $p \in \mathcal{P}$, we have

$$
E(I_{\varphi^*}(g)\rho(\cdot, p)|\mathcal{G}) = E(I_{\varphi^*}(g)|\mathcal{G})\rho(\cdot, p) = E(I_{f^*}(g)|\mathcal{G})\rho(\cdot, p) = E(I_{f^*}(g)\rho(\cdot, p)|\mathcal{G}) \quad (\text{mod } \mu).
$$
Consequently,
\[
\int_{\Omega} I_{\varphi_\ast}(g)\rho(\omega,p)\mu(d\omega) = \int_{\Omega} E(I_{\varphi_\ast}(g)\rho(\omega,p)|\mathcal{G})\mu(d\omega) = \\
\int_{\Omega} E(I_{f_\ast}(g)\rho(\omega,p)|\mathcal{G})\mu(d\omega) = \int_{\Omega} I_{f_\ast}(g)\rho(\omega,p)\mu(d\omega).
\]

Obviously, the value of the problem (RVP) is not greater than the value of (CRVP). On the other hand, by the above equalities we have
\[
\sup_{\phi \in \hat{\Phi}} \inf_{p \in \mathcal{P}} \int_{\Omega} \int_{\hat{X}} \hat{u}(\omega,x)\phi(\omega)(dx)\rho(\omega,p)\mu(d\omega) = \inf_{p \in \mathcal{P}} \int_{\Omega} \int_{A(\omega)} u(\omega)\varphi(\omega)(dx)\rho(\omega,p)\mu(d\omega) \leq \inf_{f \in \mathcal{F}} \sup_{p \in \mathcal{P}} \int_{\Omega} u(\omega,f(\omega))\rho(\omega,p)\mu(d\omega).
\]

Moreover, for every \(i = 1, \ldots, m\) we get
\[
a_i \geq \sup_{p \in \mathcal{P}} \int_{\Omega} \int_{A(\omega)} c_i(\omega,x)\varphi(\omega)(dx)\rho(\omega,p)\mu(d\omega) \geq \sup_{p \in \mathcal{P}} \int_{\Omega} c_i(\omega,f(\omega))\rho(\omega,p)\mu(d\omega).
\]
This proves our assertion. \(\square\)

Below we provide three examples of robust variational problems. In the first two examples we do not specify the functions \(u\) and \(c_1, \ldots, c_m\).

**Example 1** Define \(\Omega := [0,1] \times [0,1]\) and assume that \(\mathcal{F}\) be the completion of \(\mathcal{B}([0,1]) \otimes \mathcal{B}([0,1])\) with respect to the Lebesgue measure \(\mu\) on the unit square. Furthermore, assume that \(\mathcal{P} = (0,1]\) and
\[
\rho(\omega,p) = \begin{cases} \frac{1}{p}, & \text{if } \omega_1 \in [0,p], \omega_2 \in [0,1] \\ 0, & \text{if } \omega_1 \in (p,1], \omega_2 \in [0,1] \end{cases} \quad \text{where } \omega = (\omega_1,\omega_2) \in \Omega, p \in \mathcal{P}.
\]
Since \(\rho(\cdot,p)\) is independent of \(\omega_2\), then \(\sigma\)-field generated by \(\{\rho(\cdot,p)\}_{p \in \mathcal{P}}\) is \(\mathcal{G} = \mathcal{B}([0,1]) \otimes \{\emptyset, [0,1]\}\). Clearly, \(\mathcal{F}\) has no \(\mathcal{G}\)-atom.

**Example 2** Assume that \((\Omega, \mathcal{F}, \mu)\) be a complete probability space with a non-atomic probability measure. Let \(\{B_j\}_{j \in \mathbb{N}}\) be a measurable partition of \(\Omega\), i.e., \(\Omega = \bigcup_{j \in \mathbb{N}} B_j\) and \(B_i \cap B_j = \emptyset\) for \(i \neq j\). By \(\mathcal{P}\) we denote the set of all density functions defined on this partition. Hence, \(p = \{x_j^p\}_{j \in \mathbb{N}} \in \mathcal{P}\) if
\[
\sum_{j=1}^{\infty} x_j^p \mu(B_j) = 1 \quad \text{and} \quad x_j^p \geq 0 \text{ for every } j \in \mathbb{N}.
\]
Then, we define
\[ \rho(\omega, p) := \sum_{j=1}^{\infty} x_j^p 1_{B_j}(\omega), \]
where \( 1_{B_j} \) denotes the characteristic function of \( B_j \in \mathcal{F} \). Since for each \( p \in \mathcal{P} \) the function \( \rho(\cdot, p) \) is constant on every set \( B_j, j \in \mathbb{N} \), it follows that the \( \sigma \)-field \( \mathcal{G} \) generated by the family \( \{\rho(\cdot, p)\}_{p \in \mathcal{P}} \) coincides with the \( \sigma \)-field generated by the partition \( \{B_j\}_{j \in \mathbb{N}} \). Clearly, \( \mathcal{F} \) has no \( \mathcal{G} \)-atom.

Our last example is motivated by some issues in economic theory. Similar models with endogeneous shocks were studied in dynamic stochastic games \[13, 21\], where attention is only paid to randomized strategies of the players.

**Example 3** Assume that \( \Omega := Q \times R \), where \( Q \) and \( R \) are complete separable metric spaces with their Borel \( \sigma \)-fields \( \mathcal{B}(Q) \) and \( \mathcal{B}(R) \). Consider a one-period model with a single firm. Let the state of an industry be \( \omega = (k, r) \in \Omega \), where \( k \in Q \) is a capital stock and \( r \in R \) is a random shock. Assume that the current state \( \omega \) is chosen by the nature. Hence, \( \mathcal{P} := \Omega \) with its element \( p = (k, r) \). The next state of the industry follows the distribution \( q(\cdot|p) \) given by the formula
\[ q(S|p) = \int_Q \int_R 1_S(k', r') \nu(dr') \mu_Q(dk'|p), \quad S \in \mathcal{B}(Q) \otimes \mathcal{B}(R), \]
where
- \( \nu \) is a non-atomic probability measure on \((R, \mathcal{B}(R))\),
- \( \mu_Q(\cdot|p) \) is the marginal of \( q(\cdot|p) \) on \( Q \); furthermore suppose that there exists a non-atomic probability measure \( \lambda \) on \((Q, \mathcal{B}(Q))\) such that \( \mu_Q(\cdot|p) \) is absolutely continuous with respect to \( \lambda \) for all \( p \in \mathcal{P} \); let \( \rho(\cdot, p) \) be the corresponding Radon-Nikodym derivative.

Put \( \mu := \lambda \otimes \nu \). Let \( \mathcal{F} \) be the completion of \( \mathcal{B}(Q) \otimes \mathcal{B}(R) \) with respect to \( \nu \). Then, the \( \sigma \)-field generated by the family \( \{\rho(\cdot, p)\}_{p \in \mathcal{P}} \) is \( \mathcal{G} = \mathcal{B}(Q) \otimes \{\emptyset, R\} \). Since \( \nu \) is non-atomic, \( \mathcal{F} \) has no \( \mathcal{G} \)-atom under \( \mu \).

The company has to choose a feasible production plan \( a \in A(\omega') \subset \mathbb{R}^d \) in the next period, where \( \omega' = (k', r') \in \Omega \). Assume that the function \( u \) and \( c_1, \ldots, c_m \) are \( \mathcal{B}(Q) \otimes \mathcal{B}(R) \otimes \mathcal{B}(\mathbb{R}^d) \) measurable. The objective of the firm is to maximize its future expected profit subject to the integral constraints corresponding to the expected production costs. In other words, the firm faces the following problem:

\[
\text{(RVP)} \quad \sup_{f \in \mathcal{F}} \inf_{p \in \mathcal{P}} \int_Q \int_R u((k', r'), f(k', r')) \rho((k', r'), p) \nu(dr') \lambda(dk')
\]
subject to \( \sup_{p \in \mathcal{P}} \int_Q \int_R c_i((k', r'), f(k', r')) \rho((k', r'), p) \nu(dr') \lambda(dk') \leq a_i, \quad i = 1, \ldots, m. \)
References

[1] C.D. Aliprantis, K.C. Border, Infinite Dimensional Analysis, A Hitchhiker’s Guide. Springer, Heidelberg, 2006.

[2] Z. Artstein, On a variational problem. J. Math. Anal. Appl. 45 (1974), 404-415.

[3] R.J. Aumann, M. Perles, A variational problem arising in economics. J. Math. Anal. Appl. 11 (1965), 488-503.

[4] E.J. Balder, On a useful compactification for optimal control problems. J. Math. Anal. Appl. 72 (1979), 391-398.

[5] E.J. Balder, An extension of the usual model in statistical decision theory with applications to stochastic optimization problems. J. Multivar. Anal. 10 (1980), 385-397.

[6] E.J. Balder, Elimination of randomization in statistical decision theory reconsidered. J. Multivar. Anal. 16 (1985), 260-264.

[7] E.J. Balder, Lectures on Young measure theory and its applications in economics. Rend. Istit. Mat. Univ. Trieste. 31 (2000), 1-69.

[8] E.J. Balder, Comments on purification in continuum games. Int. J. Game Theory 37 (2008), 73-92.

[9] M. Berliocchi, J.-M. Lasry, Intégrandes normales et mesures paramétrées en calcul des variations. Bull. Soc. Math. France 101 (1973), 129-184.

[10] P. Billingsley, Probability and Measure. Wiley, New York, 2012.

[11] D. Blackwell, On a theorem of Lyapunov, Ann. Math. Statist. 22 (1951), 112-114.

[12] C. Castaing, M. Valadier, Convex Analysis and Measurable Multifunctions. In: Lecture Notes in Mathematics, vol. 580. Springer, Berlin, 1977.

[13] J. Duggan, Noisy stochastic games. Econometrica 80 (2012), 2017-2045.

[14] A. Dvoretzky, A. Wald, J. Wolfowitz, Elimination of randomization in certain problems of statistics and of the theory of games. Proc. Nat. Acad. Sci. U.S.A. 36 (1950), 256-260.

[15] A. Dvoretzky, A. Wald, J. Wolfowitz, Elimination of randomization in certain statistical decision procedures and zero-sum two-person games. Ann. Math. Statist. 22 (1951), 1-21.

[16] E.B. Dynkin, I.V. Evstigneev, Regular conditional expectations of correspondences. Theory Probab. Appl. 21 (1976), 325-338.

[17] E.A. Fainberg, Non-randomized Markov and semi-Markov strategies in dynamic programming. Theory Probab. Appl. 27 (1982), 116-126.
[18] E.A. Feinberg, A.B. Piunovskiy, Nonatomic total rewards Markov decision processes with multiple criteria. J. Math. Anal. Appl. 273 (2002), 93-111.

[19] E.A. Feinberg, A.B. Piunovskiy, On the Dvoretzky-Wald-Wolfowitz theorem on non-randomized statistical decisions. Theory Probab. Appl. 50 (2006), 463-466.

[20] T.S. Ferguson, Mathematical Statistics: A Decision Theoretic Approach. Academic Press, New York, 1967.

[21] W. He, Y. Sun, Stationary Markov perfect equilibria in discounted stochastic games. J. Econ. Theory 169 (2017), 35-61.

[22] K. Jacobs, Measure and Integral. In: Z.W. Birnbaum, E. Lucas (Eds.). Academic Press, 1978.

[23] M.A. Khan, K.P. Rath, Y. Sun, The Dvoretsky-Wald-Wolfowitz theorem and purification in atomless finite-action games. Int. J. Game Theory 34 (2006), 91-104.

[24] M.A. Khan, N. Sagara, The bang-bang, purification and convexity principles in infinite dimensions. Additional characterizations of the saturation property. Set-Valued Var. Anal. 22 (2014), 721-746.

[25] A.A. Lyapunov, Sur les fonctions-vecteurs complètement additives. Izw. Akad. Nauk SSSR, Sér. Mat. 4 (1940), 465-478.

[26] J. Neveu, A. Hanen, Atomes conditionnels d’un espace de probabilité. Acta. Math. Acad. Hungarica 17 (1966), 443-449.

[27] V.A. Rokhlin, On the principal notions of measure theory. Matem. Sb. 25 (69) 1 (1949), 107-150. (In Russian.)