Anatomies for the thermal decomposition behavior and product rule of 5,5′-dinitro-2H,2H′-3,3′-bi-1,2,4-triazole
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Energetic materials (EMs), such as TNT, RDX, TATB, nitroguanidine and nitro imidazoles, have risen in the scientific community because of their unique properties. 1–4 Findings and discoveries of nitro metal salts and high energy density materials (HEDMs) in the early stage has obviously indicated the beginning of the epoch of EMs. The detonation velocity and pressure depend on the material density, with a high energy density trending to increase the explosive capability. Notably, dinitrotriazoles are the only ones among these energetic materials whose large-scale industrial production has been an accustomed pursuit. 5,6 Observations and strategies of DNBT include conventional ways are evaluable, in contrast with the traditional mechanical, 7 electronic 8 and optical properties, 9 moreover, dinitrotriazoles are applied in various fields of material science and technology such as fuel cells 10 and catalysts, 11 etc.

5,5′-Dinitro-2H,2H′-3,3′-bi-1,2,4-triazole (DNBT) is a potential explosive that can be synthesized in two steps starting from aminoguanidinium carbonate and oxalic acid. The synthesis strategies of DNBT include conventional ways are valuable, related report mentioned by the crystallization screening experiment that the water solubility is relatively stable for DNBT under the environment of methyl cyanide (MeCN) with a proportion 1:2 and 1:1.515. 12 DNBT prepared via these techniques is always have a diversity sample such as form of crystal, water activity slurry, crystallization of the initial solvates, non-solvates titration (crystal powder used for catalyst), whatsmore, removing these diversity sample is improved to be a changeable task which can turn on the limitation and potential application of DNBT. Despite that, the investigation of thermal decomposition phenomenon 13 is still one of the urgent problems to be solved in the current research for EMs,
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while, could be a good solution and approaches for DNBT to reveal the insight of the structure from crystal between the inner-molecule and inter-molecules. Nevertheless, the molecule structure analysis and the response character during the decomposition for reaction of DNBT get fail to obtain more effective results from the reactants and products, more than this, existing experimental methods cannot meet the current needs as dealing with these micro-mechanism issues. Unfortunately, these similar issues begin to need a sufficient discussion and the tow mechanism of hot smoking vaporized formation which dominated by the polynye model\textsuperscript{17} and energetic ion salt research,\textsuperscript{18–20} are still debating. To learn and comprehensive mechanisms of rules for decomposition reaction under the consideration of choosing starting temperature and setting reactive condition, shall be helpful and advantageous to produce of DNBT controllably and efficiently.

In recent years, many kinetic models and dynamic simulations have been developed to describe the chemical process of thermal degradation for nitro-compound and nitro ion salts, though there will be temperature and pressure enhancement in these simulations, it has been proven extensively that the enhancement will not give rise to any artificial feature.\textsuperscript{21–25} It’s a common approach of various molecular dynamics (MD) simulation to increase temperature significantly to overcome the limit for time scale. However, these processes are adopted to both comparing and fitting the elementary reactions with experimental observations to determine dominant reaction in the total conversions, and also cannot provide dynamic details of chemical conversion. Reactive force field with lg potential terms (ReaxFF-lg) become one of the opportunities to solve these problems by simulating chemical reactions via reactive molecular dynamics simulation (RMD), which can parsing more details of complicated chemical procedure under a given specific condition as time and space scale, the energy terms component described as eqn (1)–(3), where $E_{\text{Reax}}$ is the energy evaluated from the previous ReaxFF,\textsuperscript{26} $E_{lg}$ is the long-range correction using the low-gradients method.\textsuperscript{27}

$$E_{\text{Reax-lg}} = E_{\text{Reax}} + E_{lg} \quad (1)$$

$$E_{\text{Reax}} = E_{\text{bond}} + E_{\text{lg}} + E_{\text{over}} + E_{\text{under}} + E_{\text{val}} + E_{\text{pen}} + E_{\text{coul}} + E_{\text{tors}} + E_{\text{con}} + E_{\text{vdW}} + E_{\text{Coulomb}} \quad (2)$$

$$E_{lg} = - \sum_{g,j=1}^{N} C_{lg,j} \exp \left( - \frac{dR_{gj}}{\sigma} \right) \quad (3)$$

The unknown decomposition and degradation mechanism of different nitro-compound push us to extend the previous studies to more intentional reactive behavior for DNBT during analyses performed by combine the results in the micro scale\textsuperscript{28–31} that gave us a remarkable understanding of the thermal decomposition behavior of DNBT. Moreover, as a classic secondary explosive\textsuperscript{32–35} and from the perspective of safety, this makes us need to pay more attention to the performance of heating trend. More interesting information has been found. The initial degradation and decomposition accompany with temperature for DNBT undergoes the following stage, (i) selection of the initial thermal equilibrium temperature, (ii) dynamic changes for the potential and temperature of the system during heating process in the high temperature range, (iii) evaluating the generation of product and statistic the high frequency reaction during the decomposition process. Besides that, the transition state calculation and analysis of the electronic structure for the intermediate product in high-frequency decomposition reactions are also been investigated and discussed.

**Results and discussion**

Follow the trajectory of potential energy and temperature of the system during the simulation period cycle, evolution for the process of atomic shift and velocity (temperature) is a simple way to learn the reactive information for DNBT, at the same time, it is particularly necessary to perform a warm-up relaxation with thermal equilibrium before the simulation. Therefore, we establish the relationship between energy and temperature changes with the simulation time, and intend to select the effective range of atomic motion and temperature. Depending on the starting temperature of the reaction and the actual requirement for the storage and transportation of military equipment safety conditions, four initial temperature conditions were considered by statistic the atomic movement position information per time step and calculate the trajectory distribution, meanwhile, the whole balance process maintains 100 ps which demonstrated as time-depended curves in Fig. 1. The range of the initial thermal equilibrium temperature is 298 K, 315 K, 325 K, 350 K. Where the potential energy ($E_{\text{pe}}$) and the total energy ($E_{\text{total}}$) are the measurement for atomic location layout, all the number of molecules, carbon, nitrogen atoms beside density of the atoms in the whole crystal are counted out in different sizes after homogenization treatment. The initial thermal equilibrium simulation of the unit crystal cell at 100 ps is performed by extracting the standard crystal structure of DNBT from the Cambridge Crystallographic Data Centre (CCDC) and the unit crystal cell structure parameter is monoclinic with space group $P2_1/n$, lattice constant $a = 5.056 \, \AA$, $b = 6.308 \, \AA$, $c = 12.427 \, \AA$, $\alpha = 90^\circ$, $\beta = 95.14^\circ$, $\gamma = 90^\circ$, and $z = 2$ molecules.

The potential energy of the system for the initial thermal equilibrium decrease with the passage of time and tend towards balance after 100 ps, following as same as $E_{\text{total}}$ showed from Fig. 1. We found that in the four thermal equilibrium processes with different initial thermal equilibrium temperatures, the potential energy and total energy of the system all began to gradually decrease when they were equilibrated to 20 ps. However, the equilibrium temperature of the system is not the same, reflecting the difference from Fig. 1(a) and (b) is that both Fig. 1(c) and (d) have a temperature jump phenomenon at 20 ps, and the temperature of the system is finally maintained at 500 K. If a new merged atom migrate to another particle groups from the boundary moving to the geometry center, the degradation will turn into thermal decomposition is unavoidable, for the temperature is smooth during the simulation procedure.
from 298 K, a huge up and downs of a giant line drawing over the temperature at 2000 K broke the stable temperature trend shown in the Fig. 1(c) and (d). The number and the size of initial molecular bonds constructions is one of the information that effects the analysis which could result in more overview during the reaction. We trace the detail regions and analysis of partially enlarged initial thermal equilibrium processing in order to better observe the DNBT particle from the temperature surface inside, collect the selected illustration frames, and details of the decomposition and degradation of DNBT models are present from radial distribution function and displayed in ESI Fig. S1.†
When the initial thermal equilibrium temperature is 325 K, with the dissociation and recombination of DNBT molecules in the unit cell, the state before 40 ps shows chaotic characteristics including intermolecular collisions and direct atomic motion as is shown in Fig. 1(e). However, when the initial thermal equilibrium temperature is 315 K, the atoms in the unit cell are more moderate. We fixed and marked the two atoms located in the center of the unit cell and found that the average displacement of the two atoms in the DNBT unit cell with an initial thermal equilibrium temperature of 325 K reached 0.45 Å within the entire 40 ps, shows the tendency of the system to undergo a chemical reaction. Thus during the 100 ps before the start of the heating reaction, the first part of the decomposition is the torsion for the nitro group with expansion and contraction of the atoms occurred under the initial thermal equilibrium temperature of 325 K. In addition, there are other small-scale vibrations for the atoms in a molecule. Furthermore, we also found a situation similar to 325 K in the DNBT unit cell with an initial thermal equilibrium temperature of 298 K and 350 K (see ESI Fig. S2†).

In order to select a suitable initial thermal equilibrium temperature for DNBT and avoid the loss of DNBT molecular structure caused by the disordered movement of atoms in the unit cell system, we compared 3 kinds of common energetic materials and used them as a reference training set. These species are three kind of nitro compound [1,3,5-trinitrophenol-1,3,5-triazine (RDX), 1,3,5,7-tetranitro-1,3,5,7-tetrazacyclooctane (HMX) and 2,4,6,8,10,12-hexanitro-2,4,6,8,10,12-hexaazaisowurtzitane (CL-20)], each compound has demonstrated good mechanical properties and thermal behavior through the combination with the ReaxFF-lg force field.36–44 There have been references that when RDX and HMX changes from β phase to γ phase, the calculation results show that there is a surface effect, and the dipole moment is the main factor that provides the phase change based on the initial thermal equilibrium temperature.45–48 From Fig. 2(a), we can see that among the four initial thermal equilibrium temperatures we have applied, the average potential energy difference of the system is within 50 kcal under the conditions of the initial thermal equilibrium temperature of 298 K and 315 K, while the potential energy of the system at 325 K and 350 K is closer with the average difference value under 60 kcal. The system potential energy of each nitro compound has a large change in the thermal equilibrium temperature of 315 K and 325 K. Among them, in the initial thermal equilibrium temperature of 315 K and 325 K, the average potential energy difference of RDX, DNBT, HMX and CL-20 is 512 kcal, 369 kcal, 450 kcal and 426 kcal, respectively. In particular, from Fig. 2(b), the temperature jump phenomenon of the system temperature also appeared in sequence at the initial thermal equilibrium temperatures of RDX, HMX and CL-20 at 325 K and 350 K, respectively. It can be explained that these temperature jump phenomena obviously act on RDX, HMX and CL-20 is that the floating average of their temperature jump phenomenon exceeds 3000 K. According to the definition of RMD, the potential energy of the system and the temperature of the system are important indicators of the degree of atomic movement and disorder in the feedback system. Therefore, the appearance of this phenomenon will adversely affect the structural changes in the subsequent heating process. Thus the elimination of this unfavorable factor is conducive to the accurate performance of DNBT in the subsequent heating process.

Considering as the mention above, the species for the 4 initial thermal equilibrium temperatures difference between adjacent steps can be calculated and some patterns can be found and studied. Hence further follow-up studies on its behavior and characteristics at high temperatures need to be carried out. Fortunately, ReaxFF-lg has excellent performance in simulating nitro compounds at 2500–3600 K,47,48 combined with the structural characteristics of DNBT, which allows us to select a series of temperature for calculation with the form of heating up to explore the decomposition behavior in the high temperature range, and there are 2600 K, 2900 K, 3200 K and 3500 K. We expand side length a, b, and c of the single DNBT unit crystal cell into 2a × 2b × 2c super cells and 4a × 4b × 4c super cells respectively. And select 315 K as the initial thermal...
equilibrium temperature to simulate the heating process with removing the situation in the room temperature. System energy and temperature for these 2 kind of super cells were described and shown in Fig. 3.

As been proved by dynamic trajectory, for the thermal decomposition of $2 \times 2 \times 2$ DNBT super crystal cell, a stable thermal equilibrium for system energy of simulated time goes on with the increase in simulate time when the simulated temperature (ST) is 2600 K. It can be figured that the peak energy reached $-1.1 \times 10^4$ kcal for $\text{ST}_{3500}$ K; meanwhile, $\text{ST}_{3600}$ K exhibited the lowest energy $-1.16 \times 10^4$ after 100 ps exhibited in Fig. 3(a), furthermore, the system energy has fluctuating states under $\text{ST}_{3500}$ and a peak value appears at 400 ps. Pay attention to the temperature of the system temperature, the thermal decomposition of $2 \times 2 \times 2$ DNBT super crystal cell progresses, the system temperature rises over time and the heating rate during the simulation ordered as $\text{ST}_{2600}$ K $>$ $\text{ST}_{3200}$ K $>$ $\text{ST}_{3900}$ K before 350 ps, however, the system temperature is always higher than $\text{ST}_{2600}$, $\text{ST}_{2900}$ and $\text{ST}_{3200}$ for the $4 \times 4 \times 4$ super cell of DNBT under $\text{ST}_{3500}$ K, which explain that the heating rate is related to the size of the unit cell in Fig. 3(b). Nevertheless, the system energy of $\text{ST}_{3500}$ K is no longer the maximum after 425 ps in the $4a \times 4b \times 4c$ super cell of DNBT, and the system energy for $\text{ST}_{3500}$ K begin to drop after 350 ps from Fig. 3(c). Synchronously, the heating rate after the expansion of the unit cell ordered as $\text{ST}_{3500}$ K $>$ $\text{ST}_{3200}$ K $>$ $\text{ST}_{2900}$ K $>$ $\text{ST}_{3600}$ K mapping from Fig. 3(d).

According to Fig. 4, a large number of product species flow out at the beginning of the reaction. Learning the estimation of these species is helpful to grasp the essential mechanism of decomposition and degradation. Regardless of the atom type and bonding effect, all species with less than 20 atoms, molecules or intermediates will be counted. We follow this rule to match and keep up with the trajectory refresh rate of these decomposition models, and use 500 ps to outline the evolution of the product and the trajectory of the internal atoms. Among these various products, we have identified 4 frequently occurring high-frequency product intermediates, C$_4$N$_6$O$_4$, CNO$_3$H$_2$, C$_4$N$_2$H and C$_4$N$_8$O$_4$ (see ESI Tables S1–S4† for detailed high-frequency reaction). With the appearance of nitrogen, water, nitrogen dioxide, nitric oxide and other products, the quantitative changes of these high-frequency intermediate structures are also recorded and tracked, simultaneously.

According to the analysis of thermal decomposition products, when the ST is 2600 K, the peak N$_2$ yield of DNBT reaches 40% and decreases with the increase of the simulated
temperature until the yield of N₂ is gently maintained at about 35%. Similar to this situation, the generation rate of H₂O molecules in the system also has this situation, but the difference is that the generation time of H₂O molecules is delayed with the increase of ST, which mainly reflects in 3200 K and 3500 K. More interestingly, except the ST 2600 K, the amount of nitrogen dioxide in the system began to shrink. When the simulated temperature is 3200 K and 3500 K, it can be seen that the peak ratio of NO₂ is greater than the peak ratio of 2600 K and 2900 K, however, as the reaction time increases, the NO₂ yield drops below 10%. The amount of CO and carbon CO₂ increases slowly throughout the pyrolysis process. In addition to the above, looking back at the reaction time, both N₂ and NO₂ appeared in the system before 100 ps, indicating that N₂ and NO₂ had been produced from the initial stage of the heating reaction.

Among the four high-frequency intermediates, the appearance of C₄N₈O₄ is accompanied by the entire pyrolysis process, with the most frequent occurrences and occupying 30% of the proportion, which is higher than the other three intermediates, while C₄N₆O₄ occupies 20% of the proportion. It is worth noting that we can follow the two intermediates, C₄N₆H and CNO₃H₂, account for less than 20% when the ST is 2600 K and 2900 K. On the contrary, when the temperature is lower than 3200 K and 3500 K, their ratio peaks even exceeds 25%. In addition, the existence time of the four intermediates is significantly different between 2900 K and 3200 K. The appearance of C₄N₆O₄ has changed significantly, and the maximum number of C₄N₆O₄ has changed from 167 ps to 250 ps. Furthermore, C₄N₆O₄ no longer appears at 400 ps under ST 2600 K and ST 2900 K, yet C₄N₆O₄ does not completely disappear until 500 ps under ST 3200 K and ST 3500 K.

In order to track the above-mentioned interesting product generation results, N₂ and NO₂ are used as the main labeled products combined with high-frequency product statistics with two paths in the initial heating stage are outlined. We divided the initial decomposition of DNBT under the 4 STs into two modes: (i) initial decomposition and pyrolysis within 100–120 ps to produce N₂; (ii) initial decomposition and pyrolysis within 100–120 ps to produce NO₂. The circles and their sources in different colors in Fig. 5 have been marked. There have references guiding and believing that the nucleation centers of nitro compounds and high-energy ionic salts come from the dissociation mechanism N–N and N=O (from NO₂) and the π–π stacking between molecules, thus the reaction of N₂ can be expressed as C₄N₆O₄ ↆ C₄N₆O₄ + N₂, NO₂ on DNBT can be expressed as C₄N₆O₄ ↆ C₄N₆O₂ + 2NO₂, these two 2 reactions

Fig. 4  Statistical and evaluation of high-frequency products in the reaction process. Wherein (a) is the case that the ST is 2600 K, (b), (c) and (d) are 2900 K, 3200 K and 3500 K respectively.
Fig. 5  Diagram of the heating reaction path after 100 ps under the initial thermal equilibrium temperature 315 K.

Fig. 6  Transition state analysis of high frequency intermediate products. (a–d), represents the four main high-frequency intermediate products of DNBT. $\Delta E$ means difference of the global optimal Gibbs function, and the overall trend of IRC is from the beginning to the end of the reaction. The structure diagram in the figure shows the structure of the initial, transitional and final states of the reaction, the blue wire frame and the red wire frame on the way are the parts where the structure changes.
can be regarded as the main triggering reactions at this stage. The cleavage reaction of N–C bonds and N≡N bonds, meanwhile, the short intermediate reaction C₄N₈O₄ → C₄N₆O₄ + N₂, all occur under the 4 STs, and have been found in the high-frequency reaction of the initial decomposition of DNBT, nevertheless, the difference is that the reaction C₄N₈O₄ → C₄N₆O₄ + 2NO₂ is rarely occurs at 2600 K and 2900 K during the initial 100–120 ps. Therefore, the increase in the number of NO₂ vaguely feedbacks the relationship between temperature and them at ST1300 K and ST1500 K, which is thought-provoking. Therefore, we speculate that the intermediate product C₄N₆O₄ provides the conditions to initiate the bond dissociation sequence.

According to the high-frequency intermediate products obtained by four high-temperature annealing simulations of DNBT, transition state (TS) analysis and intrinsic reaction coordinate (IRC) calculation were employed to obtain the reaction pathway information of these intermediate products. As shown in Fig. 6(a), the transition state curve of C₄N₆O₄ goes through two saddle points, the first saddle point energy difference is 25.88 kcal mol⁻¹, and the second saddle point energy difference is only 7.7 kcal mol⁻¹, moreover, the existed distinct for the structure on the two saddle points showed one is that the nitrogen atom and the carbon atom form a ring, while the other is that the two nitrogen atoms are separated from the main structure. The structural changes of C₄N₆O₄ mainly occur on the nitro group and the coordination bond that provides the lone pair of electrons has a potential change, the energy change that occurs in this process needs to provide 29.51 kcal mol⁻¹ of energy. The highest energy barrier is the torsion of the C=N bond on C₄N₅H, whose energy barrier value reaches 121.23 kcal mol⁻¹. The O atoms in CNO₃H₂ are bound to N atoms, and the remaining O atoms and H atoms are bound to dissociate from the ontology. Therefore, from the perspective of overcoming the energy barrier, the difficulty of these reactions with the equilibrium temperature increases is C₄N₈O₄ > C₄N₆O₄ > CNO₃H₂ > C₄N₅H. Among these, the vibration of the structure at these saddle points is calculated and put into the supporting Fig. S3.†

Generally, electrostatic potential (ESP) calculation results show that the ESP value of the saddle point structure is higher than the ESP value of the initial structure. The ESP value of the right saddle point structure at 0.75 Å from the center in Fig. 7(a) is higher than that of the initial structure by 0.93 eV (the part

---

Fig. 7  Electron density analysis and electrostatic potential calculation for the changed part of the 4 high-frequency intermediate products. (The snapshot in the figure is an electron distribution map, and the rainbow area represents the ratio of the current distribution of electrons to the total number of electrons. The curve in the figure reflects the electrostatic potential at the place where the corresponding structure changes.) (a), (b), (c) and (d) correspond to C₄N₈O₄, C₄N₆O₄, C₄N₅H and CNO₃H₂, respectively.
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where nitrogen atoms dissociate), while the ESP value of the left saddle point structure in the range of 0.75 Å to 1.5 Å (the C-N binding position), which is 0.52 eV higher than the initial structure. In Fig. 7(c), the ESP value of the saddle point structure is 0.25 eV higher than that of the initial structure at a distance of 1.5 Å to 3 Å from the center position (the C-N torsion position). Meanwhile, the ESP value of the saddle point structure at the position 0–1.5 Å from the center (the part where the oxygen atoms bind) is higher than the initial structure by 0.53 eV demonstrated in Fig. 7(d).

According to the structure of these four high-frequency reaction intermediates, we have adopted electron density distribution statistics and electrostatic potential (ESP) calculations. As shown in Fig. 7(a), the electron density of the structure at the left saddle point of C₄N₅O₄ is significantly greater than that of the initial structure, indicating that more electrons are needed to dominate the entire ring system and the oxygen atoms on the ring become main electrophiles. At the right saddle point, there is a certain electron between the two N atoms that dissociate from the body at this time, and this process produces free N atoms. For the C₄N₅O₄ transition state structure in Fig. 7(b), the electron distribution of the two nitro groups is sparser than that of the transition state structure, moreover, the scattered electron distribution between the carbon atom and the nitrogen atom from the nitro group can potentially promote the dissociation of the nitro group. In Fig. 7(d), we captured the combination of oxygen atoms and hydrogen atoms in CNOH₂ to form a hydroxyl group. It is worth mentioning that for the changed structure, the electrons are mainly concentrated in the nitrogen atoms and oxygen atoms in the structure. Therefore, these atoms serve as potential reaction binding sites during the entire pyrolysis process.

Conclusions

As strict requirements requested by RMD for the accuracy of force field, meanwhile, the force field parameters need to accurately describe the van der Waals interaction between molecules, not only that, being able to effectively overcome the time scale and size effect is also a major challenge for RMD. These have become the main factors affecting and limiting RMD. Fitfully, for the CHON system, the ReaxFF-lg²² force field has effectively improved the long-range dispersion correction, which has brought a large number of EMs to RMD simulations, enabled us to continue the research and exploration for the potential excellent EMs such as DNBT.

The decomposition and pyrolysis process of DNBT is simulated by reaction molecular dynamics with ReaxFF-lg²² force field. Four different initial thermal equilibrium temperature are discussed, temperature jumps at 325 K and 350 K during the initial thermal equilibrium process, the appropriate initial thermal equilibrium temperatures for these thermal equilibrium temperatures is 315 K with the test results given by the training set of RDX, HMX and CL-20. According to the change of the unit cell size, the heating rate is related to the size of the unit cell during the pyrolysis process, the higher the ST is, the faster the heating rate. In addition, based on statistical pyrolysis gas products and high-frequency reaction information, the proportion of N₂ in DNBT products reflects the dominant position, followed by NO₂ and H₂O. NO₂ appears more frequently under ST₂600 K and ST₁500 K. Nevertheless, the amount of NO₂ in ST₂600 K, ST₁200 K and ST₁500 K showed a downward trend as the temperature increased. In the high-frequency chemical reaction, the reaction is mainly C₃N₃O₄ in ST₂600 K and ST₂900 K, and the reaction time of C₄N₅O₄ in ST₁200 and ST₁500 is prolonged. In addition, the amount of C₃N₃H and CNOH₂ in ST₂600 K and ST₁500 K is higher than in ST₂600 K and ST₁500 K. With the calculation of transition state and the potential energy of the electronic structure, the possibility of these high-frequency products in high-temperature environments has been affirmed. Therefore, this work is expected to effectively help deepen the insight mechanism of DNBT and the technical design of military and explosive manufacturing materials.

Methodologies

All the simulations are performed using LAMMPS package with the ReaxFF-lg²² force field which parameterized to reproduce the density function theory (DFT) and take to select system and properties, moreover, the description for ReaxFF-lg²² using low gradient to improve the London dispersion has been a classic DFT method. The temperature and volume ensemble that also referred to as the canonical ensemble (NVT), was employed into RMD calculations with the Nosé–Hoover thermostat method applied to control the thermodynamic temperature. In order to extend and relax the molecule in the crystal unit cell, each cell in thermodynamic progress is under a NVT ensemble simulation with 4 different initial thermal equilibrium temperature set for 100 ps. The timesteps was set 1 fs, time for the process of initial thermal equilibrium is 100 ps, and the time for the process of heating is 400 ps, respectively. The detailing calculation for the TS and IRC calculation of intermediate from the high frequency reactions with a DFT method that implemented with B3LYP/6-311G** by Gaussian 09 (ref. 52) software package. Each IRC calculation re-calculate force constant every 2nd point, and the maxpoint is 60 for C₄N₅OH, C₄N₅O₄ and CH₂O₂N. For C₄N₅O₄, the maxpoint is 90. Their calculation stepsize is 1. The value of the ESP and the snapshot drawing of the electron density are used in conjunction with the Multiwfn²³ code.
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