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One of the most important mathematical tools necessary for Quantum Field Theory calculations is the field propagator. Applications are always done in terms of plane waves and although this has furnished many magnificent results, one may still be allowed to wonder what is the form of the most general propagator that can be written. In the present paper, by exploiting what is called polar form, we find the most general propagator in the case of spinors, whether regular or singular, and we give a general discussion in the case of vectors.

I. INTRODUCTION

Quantum Field Theory (QFT) is a set of prescription used to provide some among the most precise predictions in physics. The central mathematical tool needed in QFT is the field propagator. In general, the field propagator is used in one of its simplest forms, that is for plane wave solutions. Nevertheless, one may ask what would happen if more general propagators are used in QFT processes.

In fact, richer propagators might contain in themselves additional information that can be employed for supplementary effects related to radiative corrections. In order to find more general, and even the most general, propagator, we will employ the reduction to the polar form.

The polar form is the process in which spinor fields \[ \psi \] are written in such a way as to have all components expressed like the product of a module times a phase while still respecting their spinorial covariance. The advantage of this form is that it allows the real degrees of freedom to be isolated from all components related to the frame, therefore rendering the description of the spinor field considerably cleaner. In addition, the components related to the frame can be transferred into the frame itself where they combine with the gauge connection so to give rise to objects that contain the same information of the gauge connection but which can also be proven to be real tensors [2, 3], with the consequence that this formalism will always display manifest general covariance, and as such it is ready to host any enlargement to curved space-times.

Spinor fields have a very specific structure that can be split into regular and singular [4–6]. Writing spinors in polar form depends on the specific structure of the spinor field itself, whether regular or singular [7, 8], and consequently the propagator could also feel this discrepancy so that a double analysis should be carried forward.

Additionally, we may also ask what happens not only when spinors, but also when vectors are considered [9].

In the present paper we will provide an exhaustive account of the most general propagators in all these cases.

II. FUNDAMENTAL GEOMETRY

We begin this paper with a section setting the stage.

A. Spinors

As a start, we introduce the Clifford matrices \( \gamma^a \) such that \( \{ \gamma_a, \gamma_b \} = 2 \eta_{ab} \) with \( \eta_{ab} \) being the usual Minkowski matrix. With \( [\gamma_a, \gamma_b] = 4 \sigma_{ab} \) we define the generators of the complex Lorentz algebra. Then \( 2i\sigma_{ab} = \varepsilon_{abcd} \pi \sigma^{cd} \) is the implicit definition of the \( \pi \) matrix, which is usually denoted as a gamma matrix with an index five, but since in space-time this index has no meaning, and sometimes it may also be misleading, we prefer to use a notation in which no index appears. An algebra of Clifford matrices also verifies the following general relationships

\[
\psi \gamma_j \gamma_k = \psi \eta_{jk} - \gamma_j \eta_{ik} + \gamma_k \eta_{ij} + i \varepsilon_{ijkq} \pi \gamma^q
\]

are valid as general geometric identities. By exponentiating the generators of the complex Lorentz algebra \( \sigma_{ab} \) for local parameters \( \theta_{ij} = - \theta_{ji} \), it is possible to find the local complex Lorentz group \( S \) and a field spinor \( \psi \) is defined as what transforms as \( \psi \rightarrow \sqrt{S} \psi \) in general. With Clifford matrices it is also possible to build a procedure that will convert a spinor \( \psi \) in its adjoint spinor \( \bar{\psi} = \psi^\dagger \gamma^0 \) so that we have \( \bar{\psi} \rightarrow \sqrt{S}^{-1} \bar{\psi} \) as adjoint transformation. Therefore, with all gamma matrices, and the pair of adjoint spinors, it is possible to construct the bi-linear spinor quantities

\[
\Sigma^{ab} = 2 \bar{\psi} \sigma^{ab} \pi \psi
\]

\[
M^{ab} = 2i \bar{\psi} \sigma^{ab} \psi
\]

\[
S^a = 2 \bar{\psi} \gamma^a \pi \psi
\]

\[
U^a = \bar{\psi} \gamma^a \psi
\]

\[
\Theta = i \bar{\psi} \pi \psi
\]

\[
\Phi = \bar{\psi} \psi
\]

which are all real tensors. Nonetheless, these six bi-linear spinor quantities are not independent, since

\[
\bar{\psi} \psi \equiv \frac{1}{4} \Phi + \frac{1}{2} U_a \gamma^a + \frac{1}{8} M_{ab} \sigma^{ab} - \frac{1}{8} \Sigma_{ab} \sigma^{ab} - \frac{1}{8} \Theta \pi
\]

and then

\[
\Sigma^{ab} = - \frac{1}{2} \epsilon^{abij} M_{ij}
\]

\[
M^{ab} = \frac{1}{2} \epsilon^{abij} \Sigma_{ij}
\]
with
\[ M_{ab}\Phi - \Sigma_{ab}\Theta = U_j^I \psi^{k_{j_{ab}}} \] (11)
\[ M_{ab}\Theta + \Sigma_{ab}\Phi = U_{[a}S_{b]} \] (12)
and with the orthogonality relations
\[ \frac{1}{2}M_{ab}M^{ab} = - \frac{1}{2}\Sigma_{ab}\Sigma^{ab} = \phi^2 - \Theta^2 \] (13)
\[ \frac{1}{2}M_{ab}\Sigma^{ab} = - 2\phi \Phi \] (14)
\[ U_{a}U^{a} = - S_{a}S^{a} = \Theta^{2} + \Phi^{2} \] (15)
\[ U_{a}S^{a} = 0 \] (16)

called Fierz identities. We notice that while the definition of the six bi-linear spinor quantities makes up for a
symmetric form of the Fierz identities, nevertheless we could drop either \( \Sigma^{ab} \) or \( M^{ab} \) since they are the Hodge
dual of each other. To conclude the introduction of kinematic quantities, we need to say that by employing the
metric we define the symmetric connection as usual with \( \Lambda_{\alpha\nu} \), and with it we define the spin connection accord-
ing to \( \Omega^a_{\beta\sigma} = \xi^a_{\beta\sigma}(\Lambda^\nu_{\alpha\sigma} - \xi^\nu_{\alpha\sigma}\partial_\nu \xi^\sigma_{\alpha\nu}) \) so that with the gauge potential \( qA_\mu \) we can finally define
\[ \Omega_\mu = \frac{i}{2}q_{\alpha\beta}\sigma^{\alpha\beta} + iqA_\mu \] (17)
called spinorial connection. It is needed to write
\[ \nabla_\mu \psi = \partial_\mu \psi + \Omega_\mu \psi \] (18)
as spinor covariant derivative. The commutator can justi-
fy the definitions of space-time and gauge tensors
\[ R_{j\mu\nu} = \partial_\nu \Omega_{j\mu} - \partial_\mu \Omega_{j\nu} + \Omega_{k\mu} \Omega_{j\nu} - \Omega_{k\nu} \Omega_{j\mu} \] (19)
\[ F_{j\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \] (20)
that is the Riemann curvature and the Maxwell strength.

For the dynamics, we take the spinor field subject to
\[ i\gamma^\mu \nabla_\mu \psi = XW_\mu \gamma^\mu \pi \psi - m\psi = 0 \] (21)
in which \( W_\mu \) is the axial-vector torsion whereas \( X \) is the torsion-spin coupling constant, and this is what is called
Dirac equation. If we multiply (21) by \( \gamma^\sigma \) and \( \gamma^\pi \) and then by \( \nabla^\sigma \) splitting real and imaginary parts gives
\[ i(\overline{\psi} \nabla^\pi \psi - \nabla^\pi \overline{\psi}) - \nabla_\mu M^{\mu\alpha} - \] (22)
\[ - XW_\sigma M_{\mu\sigma} e^{\mu\nu\sigma\alpha} - 2mu = 0 \]
\[ \nabla^\alpha \Phi - 2(\overline{\psi} \sigma_\mu \nabla^\mu \psi - \nabla^\mu \overline{\psi} \sigma_\mu \alpha \psi) + 
\] (23)
\[ + 2XW_\alpha = 0 \]
\[ \nabla_\mu \Theta - 2i(\overline{\psi} \sigma_\mu \pi \nabla^\mu \psi - \nabla^\mu \overline{\psi} \sigma_\mu \pi \psi) - 
\] (24)
\[ - 2XW_\mu + 2ms = 0 \]
\[ (\overline{\psi} \sigma_\mu \pi \nabla^\mu \psi - \nabla_\mu \overline{\psi} \sigma_\mu \psi) - \frac{1}{2} \nabla^\mu M^{\mu\alpha} e_{\rho\mu\alpha} + 
\] (25)
\[ + 2XW_\mu M_{\mu\alpha} = 0 \]
as easy to see, and called Gordon decompositions. These are not all the possible decompositions of the Dirac equa-
tions, but it will be possible to prove that these four, and in fact a sub-set of these, are enough to account for all in-
formation contained in the original Dirac equation itself and therefore nothing else is essentially needed.

B. Vectors

As for the case of vector fields, the geometrical back-
ground requires no additional structure other than the one we have provided in the case of spinors above.

The dynamics is set by assigning the field equations
\[ \nabla_\sigma (\partial V)^{\mu\sigma} + M^2 V^{\mu} = \Gamma^{\mu} \] (26)
with \( (\partial V)^{\mu\sigma} = \partial_\sigma V^{\mu} - \partial_\mu V^{\sigma} \) and \( \Gamma^{\mu} \) is an external source.

III. POLAR FORMS

What we have presented so far is the general theory, which we are next going to write in terms of polar forms.

A. Spinors

Spinor fields as presented above are characterized by a set of bi-linear quantities that provide the ground for a specific
spinor field classification \([4–6, 10–20]\). We split the cases obtained either when at least one between \( \Theta \) or \( \Phi \) is not identically zero and giving rise to the \textit{regular}
spinors or when \( \Theta = \Phi = 0 \) giving rise the \textit{singular} spinors.

1. Regular Spinors

Regular spinors are defined when at least \( \Theta \neq 0 \) or \( \Phi \neq 0 \) identically. As an example, they contain Dirac spinors.
In this case (15) tells that \( U^{\mu} \) is time-like, so that we can always perform up to three boosts to bring its spatial
components to vanish. Then, it is always possible to use the rotation around the first and second axes to bring the
space part of \( S^{\mu} \) aligned with the third axis. And finally, it is always possible to employ the last rotation to bring
the spinor, in chiral representation, into the form
\[ \psi = \phi e^{-\frac{1}{2} \beta \pi S} \]
(27)

where \( S \) is a general spinor transformation with \( \phi \) and \( \beta \) called module and Yvon-Takahayashi angle respectively,
and this is called polar form of regular spinors \([6]\). In the polar form regular spinor fields are such that
\[ \Sigma^{ab} = 2\phi^2 (\cos \beta u^a s^b - \sin \beta u^a s^b) \] (28)
\[ M^{ab} = 2\phi^2 (\cos \beta u^a s^b + \sin \beta u^a s^b) \] (29)
showing that the antisymmetric tensors are written in terms of the vectors
\[ S^a = 2\phi^2 s^a \] (30)
\[ U^a = 2\phi^2 u^a \] (31)
and the scalars
\[ \Theta = 2\Phi^2 \sin \beta \]
\[ \Phi = 2\Phi^2 \cos \beta \]
also showing that \( \beta \) and \( \phi \) are a pseudo-scalar and a scalar and thus they are the only real degrees of freedom of the spinor field. Then
\[ \psi^e = \frac{1}{2} \tilde{\psi}^2 [(u_a + s_a \pi) \gamma^4 + e^{-i\beta} \pi (-2u_a s_b \sigma^a \sigma^b \pi)] \]
and thus they are the only real degrees of freedom of the spinor field.

In general we can formally write that
\[ u_a u^a = -s_a s^a = 1 \]
\[ u_a s^a = 0 \]
showing that the normalized velocity vector \( u^a \) and spin axial-vector \( s^a \) are not free. The advantage of writing the spinor fields in polar form is that the 8 real components are rearranged into the special configuration in which the 2 real scalar degrees of freedom remain isolated from the 6 real components that are always transferable into the frame. In general we can formally write that
\[ \bar{S} \psi = \frac{1}{2} \tilde{\psi} \bar{\psi} = i \partial_a \alpha^a + \frac{1}{2} i \partial_a \theta^a_\beta \sigma^{a\beta} \]
so that we can define
\[ \partial_a \alpha - qA_\mu = P_\mu \]
\[ \partial_a \theta_\mu - \Omega_{a\mu} = R_\mu \]
which can be proven to be real tensors. Phase and parameters do not alter the information within gauge potential and spin connection, but the non-physical components of spinors encoded by phase and parameters combine with the non-covariant properties of gauge potential and spin connection in order to ensure covariance of \( P_\mu \) and \( R_{ij\mu} \) eventually. For this reason, expressions (38, 39) are called gauge-invariant vector momentum and tensorial connection. With them we can write
\[ \nabla_\mu \psi = \left(-\frac{i}{2} \nabla_\mu \beta \pi + \nabla_\mu \ln \phi \right) I - iP_\mu I - \frac{1}{2} R_{ij\mu} \sigma^{ij} \psi \]
is the spinorial covariant derivative. We also have
\[ \nabla_\mu s_i = R_{ij\mu} s^j \]
\[ \nabla_\mu u^i = R_{ij\mu} u^j \]
are general geometric identities. Taking the commutator gives the expressions
\[ qF_{\mu\nu} = -\left( \nabla_\mu P_\nu - \nabla_\nu P_\mu \right) \]
\[ R_{ij\mu} = -\left( \nabla_\mu R_{ij\nu} + \nabla_\nu R_{ij\mu} + R_{ik\mu} R_{kj\nu} - R_{ik\nu} R_{kj\mu} \right) \]
in terms of the Maxwell strength and Riemann curvature, and so they encode electromagnetic and gravitational information, filtering out all information about gauge and frames. However we recall that the gauge-invariant vector momentum and the tensorial connection encode information about electrodynamics and gravity as well as about gauge and frames [2]. Because we can find non-zero solutions of equations (43, 44) after setting the Maxwell strength and Riemann curvature to zero [3], these represent the gauge-invariant vector momentum and the tensorial connection encoding information related to gauge and frames but not to electrodynamics and gravity. The resulting gauge-invariant vector momentum and tensorial connection would hence describe a gauge-invariant vector potential as well as a covariant inertial acceleration.

Finally, by substituting the polar form of spinorial covariant derivative of regular spinor fields into the Gordon decompositions and setting
\[ \frac{1}{2} \varepsilon_{\mu\alpha\nu} R^{\alpha\nu} = B_\mu \]
\[ R_{\mu\alpha} = R_\mu \]
one can isolate the pair of independent field equations
\[ R_\mu - 2P_\mu u^a s_a \phi = 0 \]
\[ R_\mu - 2P_\mu u^a s_a \varepsilon_{\mu\rho\sigma} + 2s_\mu m \sin \beta \nabla_\mu \ln \phi^2 = 0 \]
and as it is possible to see they imply (21), so that (47, 48) are equivalent to the initial Dirac spinorial field equations [7]. The spinorial field equations (21) are 4 complex field equations, or 8 real field equations, which are as many as the 2 vector field equations given by (47, 48). Such pair of vector field equations specify all space-time derivatives of both degrees of freedom. The Yvon-Takabayashi angle, in its being the phase difference between chiral projections, has to be related to the mass term, as it is here.

Before concluding this section it is necessary to remark that with the Dirac equations in polar form it is easy to express the gauge-invariant vector momentum in an explicit way. Starting from (47, 48) and setting
\[ \frac{1}{2} \left( \nabla_k \beta - 2Xw_\mu + B_k \right) = Y_k \]
\[ \frac{1}{2} \left( \nabla_\mu \ln \phi^2 + R_k \right) = Z_k \]
and as well
\[ m \cos \beta \cdot Y \cdot = M \]
one can prove that
\[ P_\mu = M u^\mu + Y \cdot a s^a + Z_k s_j u^i \epsilon^{kji} \mu \]
showing that the momentum has a component along the velocity but also a component along the spin and a component orthogonal to both velocity and spin [21].

2. Singular Spinors

Singular spinors are defined by \( \Theta = \Phi = 0 \) identically, and they are also known generally as flag-dipole spinorial fields. They contain two sub-classes according to whether \( S^a \equiv 0 \) giving flagpole spinors, or Majorana spinors, while \( M^{ab} \equiv 0 \) gives dipole spinors, or Weyl spinors, as known.

In this case (13, 14) tell that if \( M_{ab} \) is written in terms of \( M_{0K} = E_k \) and \( M_{1J} = \varepsilon_{1JK} B_k \) then they are such
that \( E^2 = B^2 \) and \( \vec{E} \cdot \vec{B} = 0 \) and as above we can always boost and rotate them so to bring \( \vec{B} \) and \( \vec{E} \) aligned with the first and second axis. Then, the spinor field is

\[
\psi = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix}
\]

(53)

with \( S \) a general spin transformation and this is called polar form of singular spinor fields. The case \( \alpha = 0 \) gives

\[
\psi = \frac{1}{\sqrt{2}} (1 + \pi) S
\]

(54)

such that \( \gamma^2 \psi^* = \eta \psi \) with \( \eta \) a constant unitary phase and which is the well known case of the Majorana spinorial field, while \( \alpha = \pm \pi/2 \) gives

\[
\psi = \frac{1}{\sqrt{2}} (1 \mp \pi) S
\]

(55)

which are the cases of Weyl spinorial fields. In polar form singular spinors verify the relationships

\[
S^a = - \sin \alpha U^a
\]

(56)

showing that the pseudo-scalar \( \alpha \) is the only real degree of freedom. The case

\[
S^a = 0
\]

(57)

is that of Majorana spinors, the case

\[
S^a = \mp U^a
\]

(58)

as well as

\[
M_{ab} = 0
\]

(59)

is that of Weyl spinors. Consequently

\[
\overline{\psi} \psi = \frac{1}{4} U_a \gamma^a + \frac{i}{4} M_{ab} \sigma^{ab} - \frac{1}{8} S_{ab} \sigma^{ab} \pi - \frac{1}{8} S_a \gamma^a \pi
\]

(60)

with

\[
U_a U^a = M_{ab} M^{ab} = \varepsilon^{abij} M_{ab} M_{ij} = 0
\]

(61)

\[
M_{ab} U^j = \varepsilon_{ikab} M^{ij} U^j = 0
\]

(62)

identically. Again, the case

\[
\overline{\psi} \psi = \frac{1}{4} U_a \gamma^a + \frac{i}{4} M_{ab} \sigma^{ab}
\]

(63)

is valid for Majorana, while

\[
\overline{\psi} \psi = \frac{1}{4} U_a \gamma^a (1 \mp \pi)
\]

(64)

is valid for Weyl. With singular spinor fields in polar form we can still define the gauge-invariant vector momentum and tensorial connection as above. For singular spinorial fields we have that

\[
\nabla_\mu \psi = -\frac{i}{2} (1 \mp \pi) \nabla_\mu \psi - \frac{i}{2} (1 \mp \pi) R_{ij~\mu} \psi
\]

as spinorial covariant derivative. Then

\[
\nabla_\mu U_i = R_{ij\mu} U^j
\]

(66)

\[
\nabla_\mu M^{ab} = -M^{ab} \nabla_\mu \alpha - R^a_{~b\mu} M^{kb} + R^b_{~k\mu} M^{ka}
\]

(67)

are valid as geometric identities. Of course, the commutator would give the same results as for regular spinors.

Finally, by substituting the polar form of spinorial covariant derivative of singular spinor fields into the Gordon decompositions, then plugging the bilinear spinorial quantities, and diagonalizing the results, we get

\[
(e^\mu_{~\rho\sigma\nu} \nabla_\mu \alpha - 2P_{\rho}g^{\sigma\nu}) M_{\rho\sigma} = 0
\]

(68)

\[
M_{\rho\sigma} (g^{\rho\sigma} \nabla_\alpha \alpha - 2P_{\rho}g^{\sigma\nu}) + 4m \sin \alpha U^\nu = 0
\]

(69)

\[
[(2XW - B)^a \epsilon_{\sigma\rho\mu\nu} + R_{\rho\mu} g_{\sigma\nu} + g_{\sigma\mu} \nabla_\rho \alpha \tan \alpha] M_{\rho\sigma} = 0
\]

(70)

\[
[(2XW - B)^a \epsilon_{\sigma\rho\mu\nu} + R_{\rho\mu} g_{\sigma\nu} + g_{\sigma\mu} \nabla_\rho \alpha \tan \alpha] M^{\rho\sigma} + 4m U^\nu = 0
\]

(71)

equivalent to the Dirac spinorial field equations [8]. They specify all derivatives of the degree of freedom as should be expected. The cases of Majorana and Weyl spinorial fields however have no remaining degree of freedom.

Some solution to these equations have first been found [22, 23] and we believe that with the polar form the quest for further solutions might be generally simplified.

**B. Vectors**

Compared to spinors, the case of vectors is simple. If the vector is time-like then with the same derivation done above we can prove that we can always write

\[
V = \phi \Lambda
\]

(72)

while for light-like vectors we can always write

\[
V = \Lambda
\]

(73)

and for space-like vectors we can always write

\[
V = \phi \Lambda
\]

(74)
with $\Lambda$ a general real Lorentz transformation and $\phi$ called module, and this is called polar form of vectors. In the following, it will be simpler to define

$$V^a = \phi v^a$$  (75)

in terms of a $v^b$ such that $v^2 = 1$, $v^2 = 0$ or $v^2 = -1$ for the three cases above, and showing that the module is a scalar and consequently the only degree of freedom.

In any of these cases we have that we can write

$$(\Lambda^i_k \partial_{\mu}(\Lambda^{-1})^j_k = \partial_{\mu}^i \Theta j^k$$  (76)

so that we can define

$$\partial_{\mu}^i \Theta j^k - \Omega^i_{j \mu} \equiv R^i_{j \mu}$$  (77)

which is the tensorial connection as above. With it

$$\nabla \mu V^a = (\delta^a_\mu \nabla \mu \ln \phi - R^a_{\mu \nu}) V^b$$  (78)

covariant derivative. Then we have

$$\nabla_{\mu} v_a = R_{ba} u^b$$  (79)

as general identities. The commutator still gives the same expression for the Riemann curvature in general.

When in (26) we plug the polar form we get

$$(g_{\alpha \nu} \nabla^2 \phi - \nabla \nu \nabla \phi = -R^\nu \nabla \alpha \phi + R^{\nu [\alpha} \nabla \sigma \phi + R^{\nu [\alpha \sigma]} \nabla \phi +$$

$$+ \nabla \nu R^{[\alpha \sigma] \phi + R^{[\alpha] \sigma \nu} R^{\nu \sigma} \phi + M^2 g_{\alpha \nu} \phi) v_{\nu} = \Gamma^\alpha$$  (80)

as the polar form of the field equations for vector fields.

The interested reader can have a look at reference [9].

With this long but necessary introduction, we have all we need to find the propagators in the most general cases.

**IV. GENERAL PROPAGATORS**

We are now ready to employ the polar form to invert the field equations and obtain the propagators.

We split again the cases of spinors and vectors.

**A. Spinors**

In the case of the Dirac spinor field equations (21), to establish the propagator we write the Dirac spinorial field equation with (40) in polar form and introduce

$$\frac{1}{2} (\nabla_k \beta - 2X W_k + B_k) = Y_k$$  (81)

$$-\frac{1}{2} (\nabla_k \ln \phi^2 + R_k) = Z_k$$  (82)

as well as

$$E_k = Y_k$$  (83)

$$F_k = P_k - iZ_k$$  (84)

so that

$$(F_k \gamma^h + E_k \gamma^h \pi - m) \psi = 0$$  (85)

is the expression of the Dirac equation. Then the expression of the propagator $G$ is the solution to the equation

$$(F_k \gamma^h + E_k \gamma^h \pi - m) G = 1$$  (86)

which we have to find in the most general circumstance.

To do that, multiply on the left by the general matrix given by $F_k \gamma^h - E_k \gamma^h \pi - m I$ so to get

$$[-2mF_k \gamma^h + 2F \cdot E \pi + (m^2 + F^2 + E^2)] G =$$

$$= F_k \gamma^h - E_k \gamma^h \pi - m I$$  (87)

and then again by $2mF_k \gamma^h - 2F \cdot E \pi + (F^2 + E^2 + m^2) I$ as

$$[(F^2 + E^2 + m^2)^2 - 4m^2 F^2 - |2F \cdot E|^2] G =$$

$$= [2mF_k \gamma^h - 2F \cdot E \pi + (F^2 + E^2 + m^2)] I \cdot (F_k \gamma^h - E_k \gamma^h \pi - m I)$$  (88)

which can now be easily inverted. In fact we have

$$G = [(F^2 + E^2 + m^2)^2 - 4m^2 F^2 - |2F \cdot E|^2]^{-1} \cdot$$

$$\cdot [2mF_k \gamma^h - 2F \cdot E \pi + (F^2 + E^2 + m^2)] I \cdot (F_k \gamma^h - E_k \gamma^h \pi - m I)$$  (89)

as the most general propagator for regular spinors.

Similarly we may set in the case of singular spinors

$$\frac{1}{2} (B_k - 2X W_k) = Y_k$$  (90)

$$-\frac{1}{2} (R_k - \tan \alpha \nabla_k \alpha) = Z_k$$  (91)

as well as

$$E_k = Y_k - i \cos \alpha \nabla_k \alpha / 2$$  (92)

$$F_k = P_k - iZ_k$$  (93)

so that

$$(F_k \gamma^h + E_k \gamma^h \pi - m) \psi = 0$$  (94)

exactly as in the situation above.

Therefore, we have the same form for the most general propagator in the case of singular spinors.

**B. Vectors**

In the case of the vector field equations (26), we might substitute (78) and introduce the matrix

$$g_{\alpha \nu} \nabla^2 \phi - \nabla \nu \nabla \phi = -R^{\nu \sigma} \nabla \alpha \phi + R^{\nu [\alpha \sigma]} \nabla \phi +$$

$$+ \nabla \nu R^{[\alpha \sigma] \phi + R^{[\alpha] \sigma \nu} R^{\nu \sigma} \phi + M^2 g_{\alpha \nu} \phi = A^{\alpha \nu}$$  (95)

so to have

$$A^{\alpha \nu} v_{\nu} = \Gamma^\alpha$$  (96)
as the expression for the vector field equations. The propagator is the object $G_{\nu\rho}$ such that

$$A^{\nu\rho}G_{\nu\rho} = \delta^\alpha_\rho$$

(97)

and which we have to find in general.

Here the matrix we have to invert is not constituted in terms of gamma matrices, whose algebraic properties are well known, and because we have no specific information on the structure of the $A^{\nu\rho}$ matrix, then its inversion is generally not possible, at least with the same method.

We shall now discuss how the spinor propagator does in fact contain the propagator of the standard QFT.

**V. PERTURBATIVE QFT**

The restriction to QFT is done by imposing the condition of plane waves on the spinors. This means that

$$i\nabla_{\nu}\psi = P_{\nu}\psi$$

(98)

and upon comparison with the most general form given by expression (40) we obtain that

$$(\nabla_{\nu}\ln{\phi} - \frac{i}{2}\nabla_{\nu}\beta\pi - \frac{i}{2}R_{\nu\rho\sigma}(\sigma^{ij})\psi) = 0$$

(99)

for any spinor field. Then since $\sigma^{ij}$, $I$ and $\pi$ are linearly independent we get $R_{\nu\rho\sigma} = 0$ with $\beta$ and $\phi$ constant. For constant pseudo-scalars the only possible value is zero, and thus we get $R_{\nu\rho\sigma} = 0$ with $\beta = 0$ and $\nabla_{\nu}\phi = 0$ as the conditions that implement the reduction to plane waves and hence the reduction to the environment of QFT.

When these restrictions are implemented, and also torsion is neglected, we get that

$$Y_k = 0$$

(100)

$$Z_k = 0$$

(101)

so that

$$M = m$$

(102)

and (52) reduces to

$$P^\mu = mu^\mu$$

(103)

as is usual in QFT. The same approximation can be obtained when $\beta = 0$ also for $s^a \rightarrow 0$ and that is in the case of spinless approximation. Remark that while the common belief wants the momentum to be expressed in terms of the velocity alone, we have proved here that this can be done only when the internal structures are neglected, as in the macroscopic limit. In general, any internal dynamics would forbid non-relativistic regimes even in the rest frame, and thus (103) cannot be valid in such cases.

With the same restriction we obtain

$$E_k = 0$$

(104)

$$F_k = P_k$$

(105)

and so

$$G = \left[(P^2 + m^2)^2 - 4m^2P^2 \right]^{-1} \cdot [2mP_{\gamma}^\gamma + (P^2 + m^2)](P_k \gamma^k - mI)$$

(106)

and more specifically

$$G = (P^2 - m^2)^{-1} \cdot (P_k \gamma^k + mI)$$

(107)

which is precisely the usual propagator of QFT. As such it is singular on-shell. Because the same expression for the propagator can also be obtained in the spinless approximation, then it is possible to give a partial interpretation of QFT singular behaviour at the poles, and that is the singularity comes from neglecting the spin, and more in general the internal structure. This is to be expected for point-like particles such as those commonly used in QFT.

Consequently, we can say that the QFT propagator is the simplest of all possible propagators that can be employed to calculate scattering processes in general.

It may now be interesting to see what happens when QFT conditions are not taken exactly. For such a purpose we may relax the conditions $R_{\nu\rho\sigma} = 0$, $\beta = 0$ and $\nabla_{\nu}\phi = 0$, or $s^a = 0$, and take them as small corrections to QFT. In this way, we have that $E_k$ could be taken to be negligible compared to $F_k$ and in $F_k$ we can take $Z_k$ small compared to $P_k$ in the propagator. Then we have

$$G = (P^2 - m^2)^{-2} \cdot [(P^2 - m^2)(P_k \gamma^k + mI) - 2iP_{\gamma}Z(2m^2)(P_k \gamma^k + mI) - (P^2 - m^2)iZ_k \gamma^k - 2mP_{\gamma}E_k \sigma^{ik}\pi - (P^2 + m^2)E_k - 2P_{\gamma}E_k \gamma^k \pi]$$

(108)

to first order in $E_k$ and $Z_k$ alike. Remark that the term $-2iP_{\gamma}Z$ in the denominator plays the role of the $i\epsilon$ added by hand in QFT. Terms in $Z_k$ quite generally are related to the presence of a finite size for field distributions. With no such contribution we would have

$$G = (P^2 - m^2)^{-2} \cdot [(P^2 - m^2)(P_k \gamma^k + mI) + 2m\epsilon^{ikab}P_i E_k \sigma_{ab} - 2P^a E_k \gamma^a \pi]$$

(109)

having used the $P^2 = m^2$ approximation. Notice that the terms in $\sigma_{ab}$ and $\gamma^a \pi$ indicate the effects of spin contributions. Terms in $E_k$ generally are linked to the internal structure. And without such an internal structure we are going to reduce to the usual propagator of QFT.

It is therefore clear how the most general propagator can in fact be seen as some correction around the simplest propagator of QFT, with the correction being constituted of two terms encoded by $Z_k$ when the matter distribution has a size and by $E_k$ when there is an internal structure.

**VI. NON-PERTURBATIVE QFT**

There is a point that is now essential to high-light, and it concerns the fact that in the case of the singular spinor the general propagator contains a mass term. Mass terms
in this case may be allowed in general for flag-dipoles, and in particular, with some adjustments, for flag-poles, that is the Majorana case. However, for di-poles, that is Weyl spinors, the mass term should be set to zero. This creates problems for the inversion of the Dirac operator.

In perturbative QFT, Weyl spinors are treated by using both chiralities since the chiral information is contained inside the vertices [24]. Nevertheless, in non-perturbative QFT, where the full propagator is necessary, this can no longer be done. To see how this issue can be resolved in non-perturbative QFT let us consider it explicitly.

As we have said, the problems arise in the case of Weyl spinors, after taking the limit $m \to 0$ in the exact propagator (89). The result is then

$$ G = \left( (F^2 + E^2)^2 - |2F \cdot E|^2 \right)^{-1} \cdot \left[ -2F \cdot E \bar{\pi} + (F^2 + E^2) \mathbb{I} \right] \cdot (F_k \gamma^k - E_k \gamma^k \pi) $$

where we recall that

$$ E_k = Y_k - i \sec \alpha \nabla_k \alpha / 2 $$
$$ F_k = P_k - i Z_k $$

with

$$ \frac{1}{2} (B_k - 2XW_k) = Y_k $$
$$ \frac{1}{2} (R_k - \tan \alpha \nabla_k \alpha) = Z_k $$

because of (92, 93) and (90, 91). Weyl spinors are defined by the fact that $\alpha$ is a constant, which means that

$$ E_k = \frac{1}{2} (B_k - 2XW_k) $$
$$ F_k = P_k + \frac{1}{2} R_k $$

so if torsion is negligible and the tensorial connection is zero, as in QFT, we get $E_k = 0$ and $P_k = F_k$ so that

$$ G = (P^2)^{-1} P_k \gamma^k $$

and because for Weyl in QFT it is $P^2 = 0$ then we have a singular point and therefore lack of invertibility.

Nevertheless, this is true only in standard QFT, where plane waves are used. However, this is not the case when a more general treatment of QFT is considered. In fact, when torsion is not negligible or the tensorial connection is not zero, the general Weyl propagator is

$$ G = \left( (F^2 + E^2)^2 - |2F \cdot E|^2 \right)^{-1} \cdot \left[ -2F \cdot E \bar{\pi} + (F^2 + E^2) \mathbb{I} \right] \cdot (F_k \gamma^k - E_k \gamma^k \pi) $$

which would be singular if we were to have a zero at the denominator, and thus

$$ (F^2 + E^2)^2 - |2F \cdot E|^2 = 0 $$

which can be re-written as

$$ F^2 + E^2 \pm 2F \cdot E = 0 $$

or equivalently

$$ (F^a \pm E^a)(F_a \pm E_a) = 0 $$

in general. As a consequence

$$ B_k - 2XW_k \pm 2P_k = 0 $$
$$ R_k = 0 $$

which are relationships between fields that are in principle independent and so they can not be generally verified.

What this means is that in general situations there can be no singularity and the propagator will be invertible in the case in which $m = 0$ as for the Weyl spinor.

This circumstance also helps us see something important for general treatments of QFT, that is QFT might have problems of singularity coming from the fact that point-particles are themselves singular, but all these problems might not arise in a more general context.

The assumption of plane wave expansion that is at the basis of QFT is certainly a powerful hypothesis for simplification but it may very well carry with it too strong approximations generating problems that would not even appear if the study is done in more general environments.

### VII. FEYNMAN-DYSON ANALYSIS

In this section we introduce one of the most important mathematical tools for the treatment of interacting fields with perturbative methods, that is the Feynman-Dyson propagator. We start by defining quantum fields as

$$ \tilde{\mathfrak{g}}(x) = \int \frac{d^3 P}{(2\pi)^3} \frac{1}{\sqrt{2E(P)}} \sum_{\text{spin}} \left[ c_i(P) \psi_i(P) e^{-iP_\mu x^\mu} + d_i^+(P) \chi_i(P) e^{iP_\mu x^\mu} \right] (124) $$

and with the adjoint spinor $\tilde{\psi}$ we have the adjoint

$$ \tilde{\mathfrak{g}}(x) = \int \frac{d^3 P}{(2\pi)^3} \frac{1}{\sqrt{2E(P)}} \sum_{\text{spin}} \left[ c_i^+(P) \tilde{\psi}_i(P) e^{iP_\mu x^\mu} + d_i(P) \chi_i(P) e^{-iP_\mu x^\mu} \right] (125) $$

in which $\chi$ stands for the antiparticle spinor. Creation and annihilation operators $c_i(P)$ and $c_i^+(P)$ yield

$$ \{ c_i(P), d_j^+(P') \} = (2\pi)^3 \delta^3(P - P') \delta_{ij} $$
$$ \{ d_i(P), d_j^+(P') \} = (2\pi)^3 \delta^3(P - P') \delta_{ij} $$
$$ \{ c_i(P), d_j(P') \} = c_i^+(P), d_j^+(P') = 0 $$

as it is usual in QFT. The Feynman-Dyson propagator is given by the time-ordered product of $\tilde{\mathfrak{g}}(x)$ and $\tilde{\mathfrak{g}}(x)$ as

$$ iD(x - x') = (0|\tilde{\mathfrak{g}}(x)\tilde{\mathfrak{g}}(x')|0) \theta(x^0 - x'^0) $$
$$ - (0|\tilde{\mathfrak{g}}(x')\tilde{\mathfrak{g}}(x)|0) \theta(x'^0 - x^0) $$

(129)
in terms of the Heaviside function $\theta(t)$ in Fourier representation. Having defined the quantum fields operators, now we proceed by evaluating the two terms in the FD propagator. The first term of (129) is given by

$$
(0|\bar{\Phi}(x')\Phi(x)|0)\theta(x^0 - x'^0) = \frac{1}{2\pi i} \int \frac{d^3P}{(2\pi)^3} \frac{1}{2E(P)} \times \int_{-\infty}^{\infty} ds \sum_{\text{spin}} \psi_i(P) \bar{\psi_i}(P) e^{-i(x + P_0)(x^0 - x'^0) + iP(x - x')}
$$

(130)

for $x^0 > x'^0$ while for the evaluation of the second term

$$
\mathcal{D}(x - x') = \int \frac{d^4P}{(2\pi)^4} \frac{1}{2E(P)} \left[ \sum_{\text{spin}} \psi_i(P) \bar{\psi_i}(P)(P_0 + \sqrt{P_jP^j} + m^2) \right] e^{-iP_\mu(x^\mu - x'^\mu)}
$$

(132)

with $j = 1, 2, 3$. Inserting the spin-sum expression in (132), and caring to write all expression in manifestly covariant form we finally obtain that

$$
\mathcal{D}(x - x') = \int \frac{d^4P}{(2\pi)^4} \left[ \gamma_\mu (M u^\mu + Ys^h_{ij} + Z_k s_j u_\ell k_{ij}^\mu) + m_\mu \right] e^{-iP_\mu(x^\mu - x'^\mu)}
$$

(133)

VIII. CONCLUSION

In this article, we have considered the polar form of vectors, as well as singular and regular spinors, to search for the most general propagator in quantum field theory. We have seen that while for vectors the use of the polar form does not seem to bring any advantage, for both singular and regular spinors the polar form allows a rewriting of the field equations that permits the full inversion and therefore the most general propagator is found. We discussed how this spinorial general propagator does in fact contain the one usually employed in QFT but it also contains two types of corrections, one coming from the fact that the matter distribution has a finite size and one from the fact that it has an internal structure.

We eventually demonstrated how these results can be tied to those usually obtained by exploiting standard QFT calculations as the Feynman-Dyson propagator.

Having thus established the form of the most general propagator that can be used in QFT, what remains to be
done consists in finding possible applications for specific scattering processes, and hope that the additional information contained in this general propagator may give supplementary corrections, capable of being observed.
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