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Abstract. We investigate the constrained synchronization problem for weakly acyclic, or partially ordered, input automata. We show that, for input automata of this type, the problem is always in $\text{NP}$. Furthermore, we give a full classification of the realizable complexities for constraint automata with at most two states and over a ternary alphabet. We find that most constrained problems that are $\text{PSPACE}$-complete in general become $\text{NP}$-complete. However, there also exist constrained problems that are $\text{PSPACE}$-complete in the general setting but become polynomial time solvable when considered for weakly acyclic input automata. We also investigate two problems related to subset synchronization, namely if there exists a word mapping all states into a given target subset of states, and if there exists a word mapping one subset into another. Both problems are $\text{PSPACE}$-complete in general, but in our setting the former is polynomial time solvable and the latter is $\text{NP}$-complete.
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1 Introduction

A deterministic semi-automaton is synchronizing if it admits a reset word, i.e., a word which leads to a definite state, regardless of the starting state. This notion has a wide range of applications, from software testing, circuit synthesis, communication engineering and the like, see [28,30]. The famous Černý conjecture [7] states that a minimal length synchronizing word, for an $n$-state automaton, has length at most $(n - 1)^2$. We refer to the mentioned survey articles [28,30] for details.

Due to its importance, the notion of synchronization has undergone a range of generalizations and variations for other automata models. In some generalizations, related to partial automata [22], only certain paths, or input words, are allowed (namely those for which the input automaton is defined).

---

1 A new and updated survey article (in Russian) is currently in preparation by Mikhail V. Volkov [29].
In [13] the notion of constrained synchronization was introduced in connection with a reduction procedure for synchronizing automata. The paper [13] introduced the computational problem of constrained synchronization. In this problem, we search for a synchronizing word coming from a specific subset of allowed input sequences. For further motivation and applications we refer to the aforementioned paper [13]. In this paper, a complete analysis of the complexity landscape when the constraint language is given by small partial automata with up to two states and an at most ternary alphabet was done. It is natural to extend this result to other language classes, or even to give a complete classification of all the complexity classes that could arise. For commutative regular constraint languages, a full classification of the realizable complexities was given in [16]. In [17], it was shown that for polycyclic constraint languages, the problem is always in NP.

Let us mention that restricting the solution space by a regular language has also been applied in other areas, for example to topological sorting [1], solving word equations [9,10], constraint programming [23], or shortest path problems [24]. The road coloring problem asks for a labeling of a given graph such that a synchronizing automaton results. A closely related problem to our problem of constrained synchronization is to restrict the possible labeling(s), and this problem was investigated in [32].

In [13] it was shown that we can realize PSPACE-complete, NP-complete or polynomial time solvable constrained problems by appropriately choosing a constraint language. Investigating the reductions from [13], we see that most reductions yield automata with a sink state, which then must be the unique synchronizing state. Hence, we can conclude that we can realize these complexities with this type of input automaton.

Contrary, for example, unary automata are synchronizing only if they admit no non-trivial cycle, i.e., only a single self-loop. In this case, we can easily decide synchronizability for any constraint language in polynomial time. Hence, for these simple types of automata, the complexity drops considerably. So, a natural question is, if we restrict the class of input automata, what complexities are realizable?

Here, we will investigate this question for the class of weakly acyclic input automata. These are automata such that the transition relation induces a partial order on the state sets. We will show that for this class, the constrained synchronization problem is always in NP. Then, in the spirit of the work [13], we will give a full classification of the complexity landscape for constraint automata with up to three states and a ternary alphabet. Compared with the classification result from [13], we find that most problems that are PSPACE-complete in general will become NP-complete. However, a few, in general PSPACE-complete, cases become polynomial time solvable for weakly acyclic input automata.

Related synchronization problems for weakly acyclic automata were previously investigated in [27]. For example, in [27], it was shown that the problem to decide if a given subset of states could be mapped to a single state, a problem
PSPACE-complete for general automata \[2,26\], is NP-complete for weakly acyclic automata.

Furthermore, we investigate two problems related to subset synchronization, namely the problem if we can map the whole state set into a given target set by some word, and if we can map any given starting set into another target set. Both problems are PSPACE-complete in general \[2,17,21,25,28\]. However, for weakly acyclic automata the former becomes polynomial time solvable, as we will show here, and the latter becomes NP-complete.

Similar subset synchronization problems, for general, strongly connected and synchronizing automata, were investigated in \[2\].

Weakly acyclic automata are also known as partially ordered automata \[6\], or acyclic automata \[19\]. As shown in \[6\], the languages recognized by weakly acyclic automata the former becomes polynomial time solvable, as we will show here, and the latter becomes NP-complete.

We say a letter \(x\) is defined for any \(q, \in \Sigma^*\).

A partial deterministic finite automaton (PDFA) is denoted by a quintuple \(A = (\Sigma, Q, \delta, q_0, F)\), where \(Q\) is a finite set of states, \(\Sigma\) the input alphabet, \(\delta: Q \times \Sigma \rightarrow Q\) a partial transition function, \(q_0\) the start state and \(F \subseteq Q\) the set of final states. An automaton \(A = (\Sigma, Q, \delta, q_0, F)\) is called complete, if \(\delta\) is a total function, i.e., \(\delta(q, x)\) is defined for any \(q \in Q\) and \(x \in \Sigma\).

The language recognized by \(A\) is \(L(A) = \{u \in \Sigma^* \mid \delta(q_0, u) \in F\}\).

We say that \(q \in Q\) is reachable from \(p \in Q\) (in \(A\)) if there exists a word \(u \in \Sigma^*\) such that \(\delta(p, u) = q\).

For \(A = (\Sigma, Q, \delta, q_0, F)\) and \(\Gamma \subseteq \Sigma\), by \(A|_{\Gamma} = (\Gamma, Q, \delta|_{\Gamma}, q_0, F)\) we denote the automaton \(A\) restricted to the subalphabet \(\Gamma\), i.e., \(\delta|_{\Gamma}: Q \times \Gamma \rightarrow Q\) with \(\delta|_{\Gamma}(q, x) = \delta(q, x)\) for \(q \in Q\) and \(x \in \Gamma\).

We say a letter \(x \in \Sigma\) induces a self-loop at a state \(q \in Q\), if \(\delta(q, x) = q\).

A state \(s \in Q\) is called a sink state, if every letter induces a self-loop at it, i.e., \(\delta(q, x) = q\) for any \(x \in \Sigma\).

An automaton \(A = (\Sigma, Q, \delta, q_0, F)\) is called weakly acyclic, if it is complete and for any \(q \in Q\) and \(u \in \Sigma^*\), if \(\delta(q, u) = q\), then \(\delta(q, x) = q\) for any letter \(x\) appearing in \(u\), i.e., the simple cycles are self-loops. Equivalently, the reachability relation is a partial order. Here, we say a state \(q\) is larger than another state state\(q\).

\[\text{Constrained Synchronization and Weakly Acyclic Automata}\]
p, if q is reachable from p in A. A state in a weakly acyclic automaton is called maximal, if it is maximal with respect to this partial order. Note that here, we require weakly acyclic automata to be complete. This is in concordance with [27]. However, partially ordered automata are sometimes allowed to be partial in the literature [20]. Equivalently, an automaton is weakly acyclic if and only if there exists an ordering q₁, . . . , qₙ of its states such that if δ(qᵢ, x) = qⱼ for some letter x ∈ Σ, then i ≤ j, i.e., we can topologically sort the states.

A semi-automaton A = (Σ, Q, δ) is a finite complete automaton without a specified start state and with no specified set of final states. Every notion defined for complete automata that does not explicitly use the start state and the set of final states is also defined in the same way for semi-automata. For example, being weakly acyclic. When the context is clear, we call both finite automata and semi-automata simply automata.

A complete automaton A is called synchronizing if there exists a word w ∈ Σ* with |δ(Q, w)| = 1. In this case, we call w a synchronizing word for A. We call a state q ∈ Q with δ(Q, w) = {q} for some synchronizing word w ∈ Σ a synchronizing state.

For a fixed PDFA B = (Σ, P, μ, p₀, F), we define the constrained synchronization problem:

**Definition 1. L(B)-Constr-Sync**

Input: Deterministic semi-automaton A = (Σ, Q, δ).

Question: Is there a synchronizing word w for A with w ∈ L(B)?

The automaton B will be called the constraint automaton. If an automaton A is a yes-instance of L(B)-Constr-Sync we call A synchronizing with respect to B. Occasionally, we do not specify B and rather talk about L-Constr-Sync. The unrestricted synchronization problem, i.e., Σ*-Constr-Sync in our notation, is in P [20]. We are going to investigate this problem for weakly acyclic input automata only.

**Definition 2. L(B)-WAA-Constr-Sync**

Input: Weakly acyclic semi-automaton A = (Σ, Q, δ).

Question: Is there a synchronizing word w for A with w ∈ L(B)?

We assume the reader to have some basic knowledge in computational complexity theory and formal language theory, as contained, e.g., in [13]. For instance, we make use of regular expressions to describe languages. And we make use of complexity classes like P, NP, or PSPACE. The following was shown in [13].

**Theorem 3 ([13]).** Let B = (Σ, P, μ, p₀, F) be a PDFA. If |P| ≤ 1 or |P| = 2 and |Σ| ≤ 2, then L(B)-Constr-Sync ∈ P. For |P| = 2 with |Σ| = 3, up to symmetry by renaming of the letters, L(B)-Constr-Sync is PSPACE-complete precisely in the following cases for L(B):

\[a(b + c)^* (a + b + c)(a + b)^*(a + b)(a + c)^*(a + b)^c (a + b)^c \]
\[(a + b)^c a^* (a + b)^c(a + b)^c(a + b)^c (a + b)(a + c)^* a^*b(a + c)^* a^*b(a + c)^* a^*(b + c)(b + c)^* \]
and polynomial time solvable in all other cases.

In weakly acyclic automata, maximal states, sink states and synchronizing states are related as stated in the next lemmata.

**Lemma 4.** In a weakly acyclic automaton\(^\text{3}\) a state is maximal if and only if it is a sink state.

**Lemma 5.** Let \(A = (\Sigma, Q, \delta)\) be a weakly acyclic automaton. If \(A\) is synchronizing, then the synchronizing state must be a unique sink state in \(A\) that is reachable from every other state and, conversely, such a state is a synchronizing state.

With Lemma\(^5\) we can test if a given weakly acyclic automaton is synchronizing. First, check every state if it is a sink state. If we have found a unique sink state, then do a breadth-first search from this sink state by traversing the transitions in the reverse direction. This gives a better algorithm than the general algorithm, which runs in time \(O(|\Sigma||Q|^2)\), see [30].

**Corollary 6.** For weakly acyclic automata we can decide in time \(O(|\Sigma||Q| + |Q|)\) if it is synchronizing.

### 3 Constrained Synchronization of Weakly Acyclic Automata

In general, for any constraint automaton, the constrained synchronization problem is always in \(\text{PSPACE}\), see [13]. Here, we show that for weaky acyclic input automata, the constrained synchronization problem is always in \(\text{NP}\). First, we establish a bound on the size of a shortest synchronizing word, which directly yields containment in \(\text{NP}\) as we have a polynomially bounded certificate which could be verified in polynomial time.

**Proposition 7.** Let \(A\) be a weakly acyclic automaton with \(n\) states and \(B = (\Sigma, P, \mu, p_0, F)\) be a fixed PDFA. Then, a shortest synchronizing word \(w \in L(B)\) for \(A\) has length at most \(|F|\binom{n}{2}\).

**Proof.** Let \(q_1, \ldots, q_n\) be a topological sorting of the states of \(A\). We represent the situation after reading a word \(u \in \Sigma^*\), i.e., the set \(\delta(Q, u)\), by a tuple \((i_1, \ldots, i_n) \in \{1, \ldots, n\}^n\), where \(i_j\) is the index of \(\delta(q_j, u)\) in the topological sorting, i.e., \(\delta(q_j, u) = q_{i_j}\). Then, \(u \in \Sigma^*\) is synchronizing if and only if the corresponding tuple is \((n, \ldots, n)\). The starting tuple is \((1, \ldots, n)\). For \((i_1, \ldots, i_n), (j_1, \ldots, j_n) \in \{1, \ldots, n\}^n\) we write \((i_1, \ldots, i_n) < (j_1, \ldots, j_n)\) if, for all \(r \in \{1, \ldots, n\}\), we have \(i_r \leq j_r\) and there exists at least one \(s \in \{1, \ldots, n\}\) such that \(i_s < j_s\).

\(^{3}\) Recall that here, weakly acyclic automata are always complete. For partial automata such that the reachability relation is a partial order, this does not have to be true.
Let \( w = x_1 \cdots x_m \in L(\mathcal{B}) \) with \( x_i \in \Sigma \) for \( i \in \{1, \ldots, m\} \). Then, set \( S_i = \delta(Q, x_1 \cdots x_i) \) and \( S_0 = Q \). Suppose \( S_{i+\lfloor P \rfloor} = S_i \) for some \( i \in \{0, 1, \ldots, n\} \). Then, as \( \mathcal{A} \) is weakly acyclic\(^4\) for the word \( u = x_{i+1} \cdots x_{i+\lfloor P \rfloor} \) we have \( \delta(q, u) = q \) for any \( q \in S_i \) and, as it has length \( |P| \), it induces a loop in the constraint automaton \( \mathcal{B} \). So, we can replace this factor of \( w \) by a shorter word \( v \in \Sigma^* \) of length less than \( |P| \) that yields the same result, i.e., \( S_{i+\lfloor P \rfloor} = \delta(Q, x_1 \cdots x_i v) \) and \( x_1 \cdots x_i v x_{i+\lfloor P \rfloor+1} \cdots x_n \in L(\mathcal{B}) \).

Now, suppose \( w = x_1 \cdots x_m \in L(\mathcal{B}) \) is a shortest synchronizing word for \( \mathcal{A} \). By the previous paragraph, we can suppose \( S_{i+\lfloor P \rfloor} \notin S_i \) for any \( i \in \{1, \ldots, n\} \). As \( \mathcal{A} \) is weakly acyclic, and we can only move forward in the topological sorting, if \( \delta(Q, u) \neq \delta(Q, uv) \), then for the tuple \( (i_1, \ldots, i_n) \) corresponding to \( \delta(Q, u) \) and for the tuple \( (j_1, \ldots, j_n) \) for \( \delta(Q, uv) \) we have \( (i_1, \ldots, i_n) < (j_1, \ldots, j_n) \). Note that we have equality if and only if \( \delta(Q, u) = \delta(Q, uv) \). As we start with \( (1, \ldots, n) \) and want to reach \( (n, \ldots, n) \), we have to increase at least \( n-1 \) times the first entry, \( n-2 \) times the second and so on. Now, by the previous reasoning, every \( |P| \) symbols we can suppose we increase some component. Combining these observations yields that a shortest synchronizing word has length at most

\[
|P| \cdot \left( (n-1) + (n-2) + \ldots + 1 \right) = |P| \cdot \frac{n(n-1)}{2}.
\]

This finishes the proof.

With Proposition\(^7\) we can conclude that for weakly acyclic input automata, the constrained synchronization problem is always in \( \mathsf{NP} \).

**Theorem**\(^8\). For weakly acyclic input automata and an arbitrary constraint automaton, the constrained synchronization problem is in \( \mathsf{NP} \).

### 4 Subset Synchronization Problems

Here, we will investigate the following problems from \([2,3,17,21,25,28,31]\) for weakly acyclic input automata.

**Definition 9.** Sync-From-Subset

**Input:** \( A = (\Sigma, Q, \delta) \) and \( S \subseteq Q \).

**Question:** Is there a word \( w \) with \( |\delta(S, w)| = 1 \)?

**Definition 10.** Sync-Into-Subset

**Input:** \( A = (\Sigma, Q, \delta) \) and \( S \subseteq Q \).

**Question:** Is there a word \( w \) with \( \delta(Q, w) \subseteq S \)?

**Definition 11.** SetTransporter

**Input:** \( A = (\Sigma, Q, \delta) \) and two subsets \( S, T \subseteq Q \).

**Question:** Is there a word \( w \in \Sigma^* \) such that \( \delta(S, w) \subseteq T \)?

\(^4\) More generally, it is also easy to see that in weakly acyclic automata, no word can induce a non-trivial permutation of a subset of states.
These problems are PSPACE-complete in general \[2,25,28\] for at least binary alphabets. In \[27\] it was shown that Sync-From-Subset is NP-complete for weakly acyclic input automata. Interestingly, for weakly acyclic input automata, the complexity of Sync-Into-Subset drops considerably. Namely, we could solve the problem in polynomial time. Hence, the ability to have transitions that go backward seems to be essential to get hardness above polynomial time solvability for this problem.

Theorem 12. The problem Sync-Into-Subset is polynomial time solvable for weakly acyclic input automata. More generally, given \(S, T \subseteq Q\) such that \(S\) contains all maximal states reachable from \(S\), the existence of a word \(w \in \Sigma^*\) such that \(\delta(S, w) \subseteq T\) could be decided in polynomial time.

Not surprisingly, as Sync-From-Subset is NP-complete \[27\] for at least binary alphabets, SetTransporter is NP-complete for at least binary alphabets.

Theorem 13. SetTransporter is NP-complete for weakly acyclic input automata when the alphabet is fixed but contains at least two distinct letters.

Proof. For containment in NP, suppose \((A, S, T)\) with \(A = (\Sigma, Q, \delta)\), \(S, T \subseteq Q\), is an instance of SetTransporter with \(A\) being weakly acyclic. Let \(a, b \notin \Sigma\) be two new symbols and \(s_f \notin Q\) a new state. We can suppose \(S, T\) are non-empty, for otherwise, if \(S = \emptyset\) we have a trivial solution and if \(S\) is non-empty and \(T = \emptyset\) we have no solution at all. Then, construct \(A' = (\Sigma \cup \{a, b\}, Q \cup \{s_f\}, \delta')\) with, for \(q \in Q\) and \(x \in \Sigma \cup \{a, b\}\),

\[
\delta'(q, x) = \begin{cases} 
\delta(q, x) & \text{if } x \in \Sigma; \\
 s_f & \text{if } x = a \text{ and } q \notin S; \\
 s_f & \text{if } x = b \text{ and } q \in T; \\
 q & \text{otherwise.}
\end{cases}
\]

and \(\delta'(s_f, x) = s_f\) for any \(x \in \Sigma \cup \{a, b\}\). Note that \(\delta'(Q \cup \{s_f\}, a) = S \cup \{s_f\}\), \(\delta'(q, b) = s_f\) for \(q \in Q\) if and only if \(q \in T\) and that \(A'\) is weakly acyclic as we have only added self-loops or transitions going into the sink state \(s_f\). Then, there exists \(w \in \Sigma^*\) such that \(\delta(S, w) \subseteq T\) in \(A\) if and only if \(\delta'(Q, awb) = \{s_f\}\) in \(A'\). So, we have reduced the original problem to the problem to decide if \(A'\) has a synchronizing word for the constraint language \(a\Sigma^*b\). By Theorem 8, the last problem is in NP.

For NP-hardness, we can use the same reduction as used in \[27\] Theorem 4 to show NP-hardness of Sync-From-Subset with the same set \(S\) but setting \(T = \{f\}\), where \(f\) is the sink state used in the reduction from \[27\].

In \[17\], it was shown that SetTransporter is NP-complete for general unary automata. For unary weakly acyclic automata, the problem is in P.

Proposition 14. If \(|\Sigma| = 1\), then SetTransporter is in P for weakly acyclic input automata.

\(^5\) This more general formulation was pointed out by an anonymous referee.
5 Constraint Automata with Two States and at most Three Letters

Here, we give a complete classification of the complexity landscape of the constraint synchronization problem with weakly acyclic automata as input automata and when the constraint is given by an at most two state PDFA over an at most ternary alphabet.

For our NP-hardness result, we adapt a construction due to Eppstein and Rystsov [11,26] which uses the NP-complete SAT problem [8].

SAT
Input: A set $X$ of $n$ boolean variables and a set $C$ of $m$ clauses;
Question: Does there exist an assignment of values to the variables in $X$ such that all clauses in $C$ are satisfied?

First, we single out those constraint languages that give NP-hard problems.

Proposition 15. For the following constraint languages, the constrained synchronization problem for weakly acyclic automata is NP-hard:

\[
\begin{align*}
    a(b+c)^* & \quad (a+b+c)(a+b)(a+c)^* \\
    (a+b)^*c(a+b)^* & \quad a^*(b+c)(a+b)^* \\
    a^*b(b+c)^* & \quad (a+b)^*c(b+c)^* \\
    (a+b)^*c(b+c)^* & \quad a^*(b+c)(b+c)^*.
\end{align*}
\]

Proof (sketch). We only sketch the case $L(B) = (a+b)^*c(b+c)^*$, the other cases could be handled similarly. We adapt a reduction by Eppstein and Rystsov [11,26] to show NP-hardness for the decision variant of the problem of a shortest synchronizing word. Given a SAT instance with variables $X = \{x_1, \ldots, x_n\}$ and clauses $C = \{c_1, \ldots, c_m\}$, we construct a weakly acyclic automaton $A = (\Sigma, Q, \delta)$ over the alphabet $\{a, b, c\}$ with states $q_{i,j}$ for $1 \leq i \leq m$ and $0 \leq j \leq n + 1$, plus a sink state $q_f$. Then $\delta$ is defined, for $i \in \{1, \ldots, m\}$ and $j \in \{1, \ldots, n\}$, as

\[
\delta(q_{i,j}, b) = \begin{cases} 
    q_{i,j+1} & \text{if } x_j \in c_i \lor \{x_j, \overline{x_j}\} \cap c_i = \emptyset; \\
    q_f & \text{if } x_j \in c_i;
\end{cases}
\]

and, symmetrically,

\[
\delta(q_{i,j}, c) = \begin{cases} 
    q_{i,j+1} & \text{if } x_j \in c_i \lor \{x_j, \overline{x_j}\} \cap c_i = \emptyset; \\
    q_f & \text{if } \overline{x_j} \in c_i.
\end{cases}
\]

Furthermore, for $i \in \{1, \ldots, m\}$ and $j \in \{0, \ldots, n + 1\}$,

\[
\delta(q_{i,j}, a) = \begin{cases} 
    q_i & \text{if } j \in \{0, 1\}; \\
    q_f & \text{if } j \notin \{0, 1\}.
\end{cases}
\]

Lastly, for $i \in \{1, \ldots, m\}$, we set $\delta(q_{i,n+1}, b) = \delta(q_{i,n+1}, c) = q_{i+1}$, $\delta(q_{i,0}, b) = q_{i,1}$, $\delta(q_{i,0}, c) = q_{i,1}$ and $q_f = \delta(q_f, a) = \delta(q_f, b) = \delta(q_f, c)$. Note that we have $\{q_{1,1}, \ldots, q_{m,1}\} \subseteq \delta(Q, uc)$ for any $u \in \{a, b\}^*$ and, for $v \in \{b, c\}^*$, $\delta(q_{1,1}, v) = q_f$.
if and only if some symbol in $v$ at a position smaller or equal than $n$ branches out of the strand $q_i,1, \cdots ,q_i,n$, which means $v$ could be identified with a satisfying assignment for the clause $c_i$. Conversely, if we have a satisfying assignment, construct a word $v = v_1 \cdots v_n \in \{b,c\}^*$ by setting $v_i = b$ if the $i$-th variable is set to one, and $v_i = c$ otherwise. Then, $\delta(Q,acv) = \{q_f\}$. So, we can show that $A$ has a synchronizing word in $L(B)$ if and only if there exists a satisfying assignment for all clauses in $C$.

In the next two propositions, we handle those cases from the list given in Theorem 3 that do not appear in Proposition 15. It will turn out that for these cases, the complexity drops from $\text{PSPACE}$-completeness to polynomial time solvable.

**Proposition 16.** We have $((a+b)^*c)-\text{WAA-Constr-Sync} \in \text{P}$

*Proof (sketch).* By Lemma 5, if $A$ is synchronizable, it must possess a unique synchronizing sink state $s_f$. In that case, set $T = \delta^{-1}(s_f,c)$. Then, we have a synchronizing word in $(a+b)^*c$ if and only if there exists a word $w \in (a+b)^*$ such that $\delta_{\{a,b\}}(Q,w) \subseteq T$ in $A_{\{a,b\}} = (\Sigma,Q,\delta_{\{a,b\}})$. The latter problem is in $\text{P}$ by Theorem 12.

**Proposition 17.** We have $((a+b)^*ca^*)-\text{WAA-Constr-Sync} \in \text{P}$ and $((a+b)^*ca^*)-\text{WAA-Constr-Sync} \in \text{P}$.

*Proof (sketch).* By Lemma 5 the automaton $A$ could only be synchronizing if it has a unique sink state $s_f$. In this case, set $S_i = \delta^{-1}(s_f,a^i)$ and $n = |Q|$. We have $S_i = S_n$ for any $i \geq n$. Then, for each $i \in \{0, \ldots , n\}$, set $T_i = \delta^{-1}(S_i,c)$ and decide, which could be done in polynomial time by Theorem 12 if there exists a word $w \in \{a,b\}^*$ in $A_{\{a,b\}} = \{a,b\},Q,\delta_{\{a,b\}}$ such that $\delta_{\{a,b\}}(Q,w) \subseteq T_i$, which is equivalent to $\delta(Q,wc^i) = \{s_f\}$.

Combining the results of this section, we can give a precise classification of the complexity landscape for the problem with weakly acyclic input automata and when the constraint automaton has at most two states over a ternary alphabet.

**Theorem 18.** Let $B = (\Sigma,P,\mu,p_0,F)$ be a PDFA. If $|P| \leq 1$ or $|P| = 2$ and $|\Sigma| \leq 2$, then $L(B)-\text{WAA-Constr-Sync} \in \text{P}$. For $|P| = 2$ with $|\Sigma| = 3$, up to symmetry by renaming of the letters, $L(B)-\text{WAA-Constr-Sync}$ is $\text{NP}$-complete precisely for the cases listed in Proposition 15 and in $\text{P}$ otherwise.

### 6 Relation to Automata with TTSPL Automaton Graphs

In [4,5] the decision problem related to minimal synchronizing words was investigated for TTSPL automata. These are automata whose automaton graph, i.e., the multigraph resulting after forgetting about the labels, is a TTSPL graph,

---

6 Recall that the constraint automaton is a partial automaton, whereas the input (semi-)automaton is always complete.
i.e., a two-terminal series-parallel graph with a start and sink node and where self-loops are allowed.

In the context of automata theory, such automata were originally studied in connection with the size of resulting regular expressions, i.e., motivated by questions on the descriptional complexity of formal languages [14].

Many problems for series-parallel graphs are computationally easy [12], which partly motivated the aforementioned studies [4,5]. However, from a fixed parameter complexity perspective, for most parameters, synchronization problems remain hard on the corresponding automata class [4,5].

We will not give all the definitions, but refer the interested reader to the aforementioned papers. We only mention in passing that TTSPL automata form a proper subclass of the weakly acyclic automata. Also, by employing a similar construction as used in [4, Proposition 4.1], i.e., introducing two additional letters, an additional starting state and some auxiliary states to realize several paths from the start state by a tree-like structure to the starting states of the paths corresponding to the clauses in the reduction, we can alter the reduction from Proposition [15] to yield a TTSPL graph. However, we can even do better and note that for the reductions used in Proposition [15] we do not need additional letters, but can realize the branching from the additional starting state with two existing letters and use a third letter to map the additional states to the sink state. The resulting automaton is a TTSPL automaton, for example the transitions going directly to the sink state arise out of parallel compositions. Hence, we can even state the following.

**Theorem 19.** For the constrained synchronization problem restricted to input automata whose automaton graph is a TTSPL graph, we have the same classification result for small constraint PDFAs as stated in Theorem [18]. In particular, we can realize NP-complete constrained problems.

### 7 Conclusion

We have investigated the complexity of the constrained synchronization problem for weakly acyclic input automata. We noticed that in this setting, the problem is always in NP. In the general setting, it was possible to have PSPACE-complete constrained problems, whereas this is no longer possibly in our setting. We have investigated the complexities for small constrained automata in the same way as done in the general case in [13]. We found out that certain problems that are PSPACE-complete in general become NP-complete, whereas others that are PSPACE-complete even become polynomial time solvable. A similar phenomenon was observed for certain subset synchronization problems that are all PSPACE-complete in general.

It is natural to continue this investigation for other classes of automata, to find out what properties are exactly needed to realize PSPACE-complete problems or for what other classes we only have NP-complete constrained problems, or what are the minimum requirements on the input automata to realize NP-complete problems.
Also, a complete classification of all possible realizable complexities, a problem originally posed in [13], is still open. Hence, as a first step it would be interesting to know if for our restricted problem only the complexities P and NP-complete arise, or if we can realize a constrained problem equivalent to some NP-intermediate candidate problem.
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A Proofs for Section 2 (Preliminaries)

Lemma 4. In a weakly acyclic automaton a state is maximal if and only if it is a sink state.

Proof. As from a sink state no other state is reachable, it could not have any proper successor states, hence is maximal. Conversely, if a state is maximal, then by definition no other state is reachable from it, hence, every outgoing transition has to go back to this state, i.e., induces a self-loop.

Lemma 5. Let $A = (\Sigma, Q, \delta)$ be a weakly acyclic automaton. If $A$ is synchronizing, then the synchronizing state must be a unique sink state in $A$ that is reachable from every other state and, conversely, such a state is a synchronizing state.

Proof. Let $A = (\Sigma, Q, \delta)$ be weakly acyclic and $w \in \Sigma^*$ be such that $\delta(Q, w) = \{q\}$ for some $q \in Q$. Hence, $q$ is reachable from every other state and so must be maximal. By Lemma 4, $q$ is a sink state. Conversely, if we have a sink state $s \in Q$ reachable from every other state $q \in Q$ by a word $w_q$, we can construct a synchronizing word. We can suppose $Q$ has more than two states, for otherwise the problem is trivial. Set $w_1 = w_q$ and $S_i = \delta(Q, w_1)$ for some $q \in Q \setminus \{s\}$. Then, inductively, let $i > 1$ and, if $|S_{i-1}| > 1$, choose $q \in S_{i-1} \setminus \{s\}$ and set $w_i = w_{i-1}w_q$. As $q$ and $s$ are mapped to $s \in S_{i-1}$, in this case $|S_i| < |S_{i-1}|$. So, after at most $|Q| - 1$ many steps, for some $i \in \{1, \ldots, |Q|\}$ we must have $S_i = \{s\}$ and $\delta(Q, w_i) = \{s\}$.

Remark 1. Note that the procedure used in the proof of Lemma 5 works for any automaton with a sink state reachable from any other state.

B Proofs for Section 3 (Constrained Synchronization of Weakly Acyclic Automata)

Theorem 8. For weakly acyclic input automata and an arbitrary constraint automaton, the constrained synchronization problem is in $NP$.

Proof. By Proposition 7 we can guess a shortest synchronizing word in $L$ of polynomial length. Verifying that such a word is indeed synchronizing could be done in polynomial time.

C Proofs for Section 4 (Subset Synchronization Problems)

Theorem 12. The problem $\text{Sync-Into-Subset}$ is polynomial time solvable for weakly acyclic input automata. More generally, given $S, T \subseteq Q$ such that $S$ contains all maximal states reachable from $S$, the existence of a word $w \in \Sigma^*$ such that $\delta(S, w) \subseteq T$ could be decided in polynomial time.

Recall that here, weakly acyclic automata are always complete. For partial automata such that the reachability relation is a partial order, this does not have to be true. This more general formulation was pointed out by an anonymous referee.
Proof. We show the more general claim, the implication for SYNC-INTO-SUBSET is then implied by setting $S = Q$. Let $A = (\Sigma, Q, \delta)$ be a weakly acyclic automaton. Let $R \subseteq S$ be the set of maximal states reachable from $S$ in $A$ and suppose $R \subseteq S$ and $T \subseteq Q$. Set $n = |Q|$.

Claim: There exists $w \in \Sigma^*$ such that $\delta(S, w) \subseteq T$ if and only if $R \subseteq T$.

Proof of the Claim: By Lemma 4, the set $R$ only contains sink states. So, for any $w \in \Sigma^*$, we have $R \subseteq \delta(S, w)$. Hence, if $\delta(S, w) \subseteq T$, then $R \subseteq T$. Conversely, suppose $R \subseteq T$. Let $w \Sigma$ contain every symbol from the input alphabet $\Sigma$ exactly once, in any order. Apart from the states in $R$, for every other state $q$ in $S$, there is a state $q' \neq q$ that can be reached from $q$ by reading one symbol. As self-loops are the only cycles in weakly acyclic automata, we have $\delta(S, w_{\Sigma}^{n-1}) \subseteq R$. Hence, we find that $\delta(S, w_{\Sigma}^{n-1}) \subseteq T$. [End, Proof of the Claim]

Hence, we only have to check if $R \subseteq T$, which could be done in polynomial time, as $R$ is easily computable. □

Proposition 14. If $|\Sigma| = 1$, then SetTransporter is in $P$ for weakly acyclic input automata.

Proof. If $A = (\{a\}, Q, \delta)$ is weakly acyclic over a unary alphabet, then it is a collection of paths that end in single state with a self-loops, where multiple paths could end in the same state labeled by a self-loop. Hence, for a given set $S \subset Q$, the states in $\delta(Q, a_{\{|Q|-1\}})$ are precisely those states that are labeled by self-loops. Hence, $\delta(Q, a^i) = \delta(Q, a_{\{|Q|-1\}})$ for all $i \geq |Q|$ and we only need to test the state sets $\delta(Q, a^i)$ for $i \in \{1, \ldots, |Q| - 1\}$ if they equal a given target set $T \subseteq Q$. All these operations could be performed in polynomial time. □

D Proofs for Section 5 (Constraint Automata with Two States and at most Three Letters)

Proposition 15. For the following constraint languages, the constrained synchronization problem for weakly acyclic automata is $NP$-hard:

\[
\begin{align*}
    a(b + c)^* & \quad (a + b + c)(a + b)^* (a + b)(a + c)^* \\
    (a + b)^*c(a + b)^* & \quad a^*b(a + c)^* \\
    a^*b(b + c)^* & \quad (a + b)^*c(b + c)^* \\
    a^*(b + c)(b + c)^* & \quad a^*(b + c)(b + c)^*.
\end{align*}
\]

Proof. The following reductions are all adaptations of a reduction from Eppstein and Rystsov [Epp90,Rys80] to show $NP$-hardness for the decision variant of the problem of a shortest synchronizing word. The reduction works by constructing for every clause a linear path. The states on these paths correspond to the variables, and we can only leave this path and end in a synchronizing sink state at those states whose corresponding literals are contained in the clause associated to the path. The additional letter is used, in some sense, to reset all states either to the start states of the paths or to the sink state.

1. The constraint language $a(b + c)^*$. The adaption is similar to a reduction used in [Ryz19, Theorem 4].
Fig. 1. Example for the SAT formula $(x_1 \lor x_2) \land (x_1 \lor \neg x_2) \land (\neg x_1) \land (x_1 \lor x_2)$ of the reduction used in the proof of Proposition 15 for the constraint language $a(b + c)^*$. The transitions for $a$ are drawn with thick dotted lines, the transitions labeled by $b$ are drawn by dashed lines and those labeled by $c$ are drawn by solid lines.

Fig. 2. A concrete example, for the SAT formula $(x_1 \lor x_2) \land (x_1 \lor \neg x_2) \land (\neg x_1) \land (x_1 \lor x_2)$, of the reduction used in the proof of Proposition 15 for $(a + b)^* c(a + b)^*$. The transitions for the letter $c$ are drawn with dotted lines, the transitions labeled by $a$ are drawn by dashed lines and those labeled by $b$ are drawn by solid lines.
Fig. 3. Example for \((x_1 \lor x_2) \land (x_1 \lor \neg x_2) \land (\neg x_1) \land (x_1 \lor x_2)\) of the reduction used in the proof of Proposition 15 for \((a + b)^* c (b + c)^*\). The \(a\)-transitions are drawn with dotted lines, the \(b\)-transitions by solid lines and the \(c\)-transitions by dashed lines. The self-loops at the \(q_i,1\)'s could also be changed to transitions ending in \(q_f\).

Construction: Given a SAT instance with variables \(X = \{x_1, \ldots, x_n\}\) and clauses \(C = \{c_1, \ldots, c_m\}\), we construct a weakly acyclic automaton \(A = (\Sigma, Q, \delta)\) over the alphabet \(\{a, b, c\}\) with states \(q_{i,j}\) for \(1 \leq i \leq m\) and \(1 \leq j \leq n + 1\), plus a sink state \(q_f\). The transition function \(\delta\) is defined, for \(i \in \{1, \ldots, m\}\) and \(j \in \{1, \ldots, n\}\), as

\[
\delta(q_{i,j}, b) = \begin{cases} 
q_{i,j+1} & \text{if } x_j \in c_i \lor \{x_j, \overline{x}_j\} \cap c_i = \emptyset; \\
q_f & \text{if } \overline{x}_j \in c_i;
\end{cases}
\]

and, symmetrically,

\[
\delta(q_{i,j}, c) = \begin{cases} 
q_{i,j+1} & \text{if } \overline{x}_j \in c_i \lor \{x_j, \overline{x}_j\} \cap c_i = \emptyset; \\
q_f & \text{if } x_j \in c_i.
\end{cases}
\]

Furthermore, for \(i \in \{1, \ldots, m\}\) and \(j \in \{1, \ldots, n + 1\}\), we set

\[
\delta(q_{i,j}, a) = \begin{cases} 
q_{i,1} & \text{if } j = 1; \\
q_f & \text{if } j \neq 0.
\end{cases}
\]

Lastly, for \(i \in \{1, \ldots, m\}\), we set \(\delta(q_{i,n+1}, b) = \delta(q_{i,n+1}, c) = q_{i,n+1}\), and \(q_f = \delta(q_f, a) = \delta(q_f, b) = \delta(q_f, c)\). See Figure 3 for an example of the reduction.

Verification: Suppose \(A\) has a synchronizing word \(w \in L(B)\). Then, \(w = au\) with \(u \in \{b, c\}^*\). As \(q_f\) is a sink state, we have \(\delta(Q, w) = \{q_f\}\). Consider a state \(q_{i,1}\). As \(a\) labels a self-loop on this state, we have \(\delta(q_{i,1}, u) = q_f\). However, \(\delta(q_{i,1}, u) = s_f\) holds precisely if \(u\) has a prefix \(v \in \{b, c\}^n\) with \(v = v_1 \cdots v_n\) for \(\{v_1, \ldots, v_n\} \subseteq \Sigma\)
such that for any clause $c_i$ there exists $r \in \{1, \ldots, n\}$ with $v_r = b$ if $\overline{v}_r \in c_i$ or $v_r = c$ if $v_r \in c_i$. Hence, we get a satisfying assignment for all clauses by setting $x_j = 0$ if $v_j = b$ and $x_j = 1$ if $v_j = c$ for $j \in \{1, \ldots, n\}$.

Conversely, suppose a satisfying assignment for the variables $x_1, \ldots, x_n$ exists. Then, set $u = u_1 \cdots u_n$ with $u_j = b$ if $x_j = 0$ and $u_j = c$ if $x_j = 1$ for $j \in \{1, \ldots, n\}$. Then, we have $\delta(q_{i,1}, u) = s_f$ for $i \in \{1, \ldots, m\}$. As $\delta(Q, a) = \{q_{1,1}, \ldots, q_{m,1}, q_f\}$, we find $\delta(Q, au) = \{s_f\}$.

2. The constraint language $(a + b + c)(a + b)^*$. We can use the same reduction as in Case II but with the letters changed: the letter $c$ acts like the letter $a$ in Case I and the letter $a$ like the letter $c$ before. Note that we can use the letter $c$ if we have a satisfying assignment for the given SAT formula, but not conversely. However, by only investigating the paths taken from the start states $q_{i,1}$, we can read of a satisfying assignment.

3. The constraint language $(a + b)(a + c)^*$. We can use the same reduction as in Case II but with the letters changed: the letter $b$ acts like the letter $a$ in Case I and the letter $a$ like the letter $b$ before. Note that we can use the letter $b$ if we have a satisfying assignment for the given SAT formula, but we do not need to use it in the other direction of the reduction. However, by only investigating the paths taken from the start states $q_{i,1}$, we can read of a satisfying assignment.

4. The constraint language $(a + b)^*c(a + b)^*$. Here, we need a different construction. The reason is that the special letter that is only allowed to be read once, which was the letter $a$ in Case II and is the letter $c$ here, had, in the previous cases, the property that before it, it was not possible to read anything, i.e., if it appeared in a word of the constraint language, it appeared as the first letter of that word. Without this property, for example in the case we are considering now, we can read in any word long enough to drive everything into the last states of the strands corresponding to the clauses, i.e., the states $q_{i,n+1}$ in the reduction of Case II. Then, from this state we could read the special letter to map them to the the sink state.

We can circumvent this by introducing additional state $q_{i,0}$. More formally, we give the complete construction next.

**Construction:** Given a SAT instance with variables $X = \{x_1, \ldots, x_n\}$ and clauses $C = \{c_1, \ldots, c_m\}$, we construct a weakly acyclic automaton $A = (\Sigma, Q, \delta)$ over the alphabet $\{a, b, c\}$ with states $q_{i,j}$ for $1 \leq i \leq m$ and $0 \leq j \leq n + 1$, plus a sink state $q_f$. The transition function $\delta$ is defined as, for $i \in \{1, \ldots, m\}$ and $j \in \{1, \ldots, n\}$,

$$\delta(q_{i,j}, a) = \begin{cases} q_{i,j+1} & \text{if } x_j \in c_i \lor \{x_j, \overline{x}_j\} \cap c_i = \emptyset; \\ q_f & \text{if } \overline{x}_j \in c_i; \end{cases}$$

and, symmetrically,

$$\delta(q_{i,j}, b) = \begin{cases} q_{i,j+1} & \text{if } \overline{x}_j \in c_i \lor \{x_j, \overline{x}_j\} \cap c_i = \emptyset; \\ q_f & \text{if } x_j \in c_i. \end{cases}$$

Furthermore, for $i \in \{1, \ldots, m\}$ and $j \in \{1, \ldots, n + 1\}$,

$$\delta(q_{i,j}, c) = \begin{cases} q_{i,1} & \text{if } j = 1; \\ q_f & \text{if } j \neq 0. \end{cases}$$

Lastly, for $i \in \{1, \ldots, m\}$, we set $\delta(q_{i,n+1}, a) = \delta(q_{i,n+1}, b) = q_{i,n+1}$ and

$$\delta(q_{i,0}, a) = \delta(q_{i,0}, b) = q_{i,0}, \quad \delta(q_{i,0}, c) = q_{i,1}.$$
and $q_f = \delta(q_f, a) = \delta(q_f, b) = \delta(q_f, c)$.

**Verification:** Suppose $A$ has a synchronizing word $w \in L(B)$. As $q_f$ is a sink state, we have $\delta(Q, w) = \{q_f\}$. Write $w = ucv$ with $u \in \{a, b\}^*$ and $v \in \{a, b\}^*$. For $i \in \{1, \ldots, m\}$, we have $\delta(q_{i,0}, uc) = q_{i,1}$. Hence, we must have $\delta(q_{i,1}, v) = s_f$. By construction, this is the case precisely if $v$ has a prefix $v' \in \{a, b\}^*$ with $v' = v'_1 \cdots v'_n$ for $\{v'_1, \ldots, v'_n\} \subseteq \Sigma$ such that for any clause $c_i$ there exists $r \in \{1, \ldots, n\}$ with $v'_r = a$ if $\varphi_r \in c_i$ or $v'_r = b$ if $\varphi_r \notin c_i$. Hence, we get a satisfying assignment for all clauses by setting $x_j = 0$ if $v'_j = a$ and $x_j = 1$ if $v'_j = b$ for all $j \in \{1, \ldots, n\}$.

Conversely, suppose a satisfying assignment for the variables $x_1, \ldots, x_n$ exists. Then, set $u = u_1 \cdots u_n$ with $u_j = a$ if $x_j = 0$ and $u_j = b$ if $x_j = 1$ for $j \in \{1, \ldots, n\}$. Then, $\delta(q_{i,1}, u) = s_f$ for any $i \in \{1, \ldots, n\}$. Furthermore, we have $\delta(Q, c) = \{q_{1,1}, \ldots, q_{n,1}, q_f\}$. Hence, $\delta(Q, cu) = \{s_f\}$.

5. The constraint language $a^*b(a+c)^*$. We can use the same reduction as in Case 4 but with the letter $b$ acting like the letter $c$ in Case 4 and the letter $b$ before.

6. The constraint language $a^*(b+c)(a+b)^*$. Here, we can use the same reduction as in Case 4. Note that the construction enforces that we have to use a word that uses the letter $c$.

7. The constraint language $a^*b(b+c)^*$. We can use the same reduction as in Case 4 but with the letter $b$ acting like the letter $c$ in Case 4 and the letter $b$ before.

8. The constraint language $(a+b)^*c(b+c)^*$. Here, the letter $a$ will be the letter that is used as a special letter. However, we can not use the previous constructions, but use another one. The construction was already given in the main text. Also, see Figure 5 for an example of the reduction.

**Verification:** Suppose $A$ has a synchronizing word $w \in L(B)$. As $q_f$ is a sink state, we have $\delta(Q, w) = \{q_f\}$. Write $w = ucv$ with $u \in \{a, b\}^*$ and $v \in \{a, b\}^*$. For $i \in \{1, \ldots, m\}$, we have $\delta(q_{i,0}, uc) = q_{i,1}$. Hence, we must have $\delta(q_{i,1}, v) = s_f$. By construction, this is the case precisely if $v$ has a prefix $v' \in \{a, b\}^*$ with $v' = v'_1 \cdots v'_n$, with $v'_1 \cdots v'_n$ for $\{v'_1, \ldots, v'_n\} \subseteq \Sigma$ such that for any clause $c_i$ there exists $r \in \{1, \ldots, n\}$ with $v'_r = a$ if $\varphi_r \in c_i$ or $v'_r = b$ if $\varphi_r \notin c_i$. Hence, we get a satisfying assignment for all clauses by setting $x_j = 1$ if $v'_j = b$ and $x_j = 0$ if $v'_j = c$ for all $j \in \{1, \ldots, n\}$, and setting the remaining variables to arbitrary values.

Conversely, suppose a satisfying assignment for the variables $x_1, \ldots, x_n$ exists. Then, set $u = u_1 \cdots u_n$ with $u_j = b$ if $x_j = 1$ and $u_j = c$ if $x_j = 0$ for $j \in \{1, \ldots, n\}$. Then, $\delta(q_{i,1}, u) = s_f$ for any $i \in \{1, \ldots, n\}$. Furthermore, we have $\delta(Q, ac) = \{q_{1,1}, \ldots, q_{n,1}, q_f\}$. Hence, $\delta(Q, accu) = \{s_f\}$.

9. The constraint language $a^*(b+c)(b+c)^*$. We can use the same reduction as in Case 4.

So, we have handled all constraint languages from the statement and the proof is done.

**Proposition 16** We have $((a+b)^*c)\text{-WAA-CONSTR-SYNC} \in P$.

**Proof.** By Lemma 5, if $A$ is synchronizable, it must possess a unique synchronizing sink state $s_f$, which is easily testable. So, if it does not possess a unique sink state, it could not have a synchronizing word in $(a+b)^*c$. If it has such a unique sink state $s_f$,
set $T = \delta^{-1}(s_f, c)$. Then, we have a synchronizing word in $(a+b)^c$ if and only if there exists a word $w \in (a+b)^*$ such that $\delta_{(a,b)}(Q, w) \subseteq T$ in $A_{(a,b)} = (\Sigma, Q, \delta_{(a,b)})$. The latter problem is solvable in polynomial time by Theorem 12 and we have a polynomial time procedure for our original problem.

Proof. By Lemma 3 the automaton $A$ could only be synchronizing if it has a unique sink state $s_f$. Consider the sets $S_i = \delta^{-1}(s_f, a^i)$. As every path in $A$ has length at most $|Q|$ and the only loops are self-loops, we have

$$\{S_i : i \geq 0\} = \{S_i : i \in \{0, \ldots, |Q|\}\}.$$

More specifically, as paths of length $|Q|$ or more induce a (self-)loop, we have $\delta(q, a^{|Q|+1}) = s_f$ if and only if $\delta(q, a^{|Q|}) = s_f$, which yields $S_{|Q|+1} = S_{|Q|}$ and so, inductively, $S_i = S_{|Q|}$ for all $i \leq |Q|$. Then, for each $i \in \{0, \ldots, |Q|\}$, set $T_i = \delta^{-1}(S_i, c)$ and decide if there exists a word $w \in (a+b)^*$ in $A_{(a,b)} = ((a,b), Q, \delta_{(a,b)})$ such that $\delta_{(a,b)}(Q, w) \subseteq T_i$. By Theorem 12 the last step could be done in polynomial time and as we only have to perform this step $|Q| + 1$ many times and the sets $T_i$ and $S_i$ are computable in polynomial time, the whole procedure runs in polynomial time.

Theorem 18. Let $B = (\Sigma, P, p, F)$ be a PDFA. If $|P| \leq 1$ or $|P| = 2$ and $|\Sigma| \leq 2$, then $L(B)$-WAA-CONSTR-SYNC $\in \mathcal{P}$. For $|P| = 2$ with $|\Sigma| = 3$, up to symmetry by renaming of the letters, $L(B)$-WAA-CONSTR-SYNC is NP-complete precisely for the cases listed in Proposition 17 and in $\mathcal{P}$ otherwise.

Proof. By Theorem 3 for at most two states and a binary alphabet, the problem is always in P. Up to symmetry, for $|P| = 2$ and $|\Sigma| = 3$ we only have to check the cases listed in Theorem 3 as for the other ones it is in P for general input automata. Except for the cases the cases

$$(a+b)^c, (a+b)^{ca^*} \text{ and } (a+b)^{cc^*},$$

these are all listed in Proposition 15. And for the cases from Theorem 3 not appearing in Proposition 15 written above we have polynomial time solvable problems by Proposition 16 and Proposition 17. Containment in NP is stated in Theorem 3.
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