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Abstract

Flow-induced deformation of thin structures coupled with convective heat transfer has potential applications in energy harvesting and is important for understanding functioning of several biological systems. We numerically demonstrate large-scale flow-induced deformation as an effective passive heat transfer enhancement technique. An in-house, strongly-coupled fluid-structure interaction (FSI) solver is employed in which flow and structure solvers are based on sharp-interface immersed boundary and finite element method, respectively. In the present work, we validate convective heat transfer module of the in-house FSI solver against several benchmark examples of conduction and convective heat transfer including moving structure boundaries. The thermal augmentation is investigated as well as quantified for the flow-induced deformation of an elastic thin plate attached to lee side of a rigid cylinder in a heated channel laminar flow. We show that the wake vortices past the plate sweep higher sources of vorticity generated on the channel walls out into the high velocity regions – promoting the mixing of the fluid. The self-sustained motion of the plate assists in convective mixing, augmenting convection in bulk and near the walls; and thereby reducing thermal boundary layer thickness as well as improving Nusselt number at the channel walls. We quantify the thermal improvement with respect to channel flow without any bluff body and analyze the role of Reynolds number, Prandtl number and material properties of the plate in the thermal augmentation.
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1 Introduction

Fluid-structure interaction (referred as FSI hereafter) of flexible thin structures immersed in a flow coupled with convective heat transfer enhances thermal transport, which could be utilized to improve the thermal performance of engineering as well as biological systems. Examples include, energy harvesting [1], microelectronics cooling and microchannels, heat exchangers. Examples of biological systems include, thermoregulation in elephants via flapping of their large ears [2] and thermal transport enhancement in microchannels using oscillating synthetic cilia [3].

While analyzing the FSI of flexible thin structures without heat transfer, several previous numerical studies ignored internal stresses and thickness of the structure, and considered it as a membrane (see review by Shelley and Zhang [4]). Zheng et al. [5] considered the internal stresses in the structure in their FSI model; however, they considered small-scale deformation of the structure and neglected geometric non-linearity in the structure solver. In the context of large-scale deformation, Baaijens [6] presented numerical analysis of the FSI of slender bodies placed in a channel flow; however, this study ignored inertial terms in the governing equation of the structure domain. Similarly, Vigmostad et al. [7] showed capability of simulating thin, flexible structures using a sharp-interface Cartesian grid method. A FSI benchmark involving large-scale flow-induced deformation was first proposed by Turek and Hron [8]. In this benchmark, an elastic plate attached to the lee side of a rigid cylinder develops self-sustained oscillation in 2D laminar channel flow. The FSI studies of flexible thin structures by Dunne and Rannacher [9], Heil et al. [10], Bhardwaj and Mittal [11], Lee and You [12] and Tian et al. [13] showed validation of their respective solvers against the benchmark proposed by Turek and Hron [8].

The other class of FSI numerical studies considered coupled convective heat transfer; however, these studies ignored the flexibility of the immersed structure and considered it rigid. These studies demonstrated heat transfer enhancement and can be conveniently categorized in passive and active techniques [14, 15], which either harness flow energy or utilize external source of energy to augment the heat transfer, respectively. The flow past bluff, rigid bodies such as, rectangular cylinder [16], inclined square cylinder [17], triangular cylinder [18], wings [19, 20, 21] in a channel, conical [22] and louvered strip inserts [23] in a tube, and flow in wavy-wall channel [24] were utilized as a passive technique. On the other hand, the heat transfer improvement via oscillating bluff bodies inside the channel [25, 26] was shown as the active
technique. Recently, Mills et al. [3] considered an array of oscillating synthetic cilia to show heat transfer enhancement in microchannels, however, they did not consider flow-induced deformation in their model.

Very few numerical studies which considered FSI of the flexible structures coupled with convective heat transfer were reported. For instance, Khanafer et al. [27] simulated a heated flexible cantilever attached to a square cylinder in a channel. Very recently, Soti and Bhardwaj [28] demonstrated heat transfer enhancement via large-scale flow-induced deformation in the FSI benchmark at Reynolds number, \( Re = 100 \). They compared effectiveness of various configurations obtained from FSI benchmark using top-down approach (Table 1). Similarly, Shi et al. [29] showed thermal improvement in the FSI benchmark at \( Re = 204.8 - 327.7 \).

In addition, there is limited availability of numerical FSI benchmarks involving large-scale deformation coupled with convective heat transfer. In this context, the objective of the present work is twofold: First, numerically demonstrate and quantify large-scale flow-induced deformation as an effective passive heat transfer enhancement technique. Second, we provide benchmark results which will serve as validation data for FSI solvers coupled with convective heat transfer. Since several previous numerical studies [9, 10, 11, 12, 13] used FSI benchmark proposed by Turek and Hron [8] to validate FSI solvers, we propose an extension of this FSI benchmark to account for coupled convective heat transfer in the present paper.

In present work, we built upon our previous work [28] and employ a sharp-interface immersed boundary method based flow and heat transfer solver with finite-element based structural dynamics solver (section 2). First, we perform code validation for the heat transfer module of the in-house FSI solver (section 2.1). Second, we consider convective heat transfer in FSI benchmark problem proposed by Turek and Hron [8] and explain role of vortex dynamics in enhanced mixing of the fluid in section 3.1. The mechanism of thermal augmentation via large-scale flow-induced deformation is described in section 3.2. The quantification of the heat transfer improvement is analyzed by calculating and comparing the effectiveness of various configurations (Table 1) with respect to pumping power required in the channel in section 3.3. Finally, we quantify the influence of several relevant parameters such as Prandtl number, Reynolds number, Young's Modulus and channel length in section 3.3.
2 Computational Model

An in-house FSI solver based on sharp-interface immersed boundary method is employed to simulate the fluid dynamics, heat transfer and structure dynamics. The governing equations of the flow domain are solved on a fixed Cartesian (Eulerian) grid while the movement of the immersed structure surfaces is tracked in Lagrangian framework. As reviewed by Mittal and Iaccarino [30], the immersed boundary method is relevant for 3D complex moving boundaries on a Cartesian grid. Since governing equations are solved on body non-conformal, Cartesian grid, there is no need of re-meshing with deforming or moving immersed structures in the fluid domain. The FSI solver employed in the present study was developed by Mittal and co-workers [5, 31, 32, 33] and later developed for large-scale flow-induced deformation by Bhardwaj and Mittal [11]. The flow is governed by unsteady, viscous and incompressible Navier-Stokes equations:

\[
\frac{\partial v_i}{\partial x_i} = 0
\]  

\[
\frac{\partial v_i}{\partial t} + \frac{\partial v_i v_j}{\partial x_j} = -\frac{\partial p}{\partial x_j} + \frac{1}{Re} \frac{\partial^2 v_i}{\partial x_j^2}
\]  

where \(i, j = 1, 2, 3\), and \(v_i, t, p\) and \(Re\) are velocity components, time, pressure and Reynolds number, respectively. These equations are discretized in space using a cell-centered, collocated (non-staggered) arrangement of primitive variables \(v_i, p\) and a second-order, central-difference scheme is used for all spatial derivatives. In addition, the face center velocities are computed [34], which results in discrete mass conservation to machine accuracy. The implementation details can be found in previous and recent papers by Mittal and co-workers [5, 31, 32, 33]. Here we provide the methodology briefly. The unsteady Navier-Stokes equation is marched in time using a fractional-step scheme [31, 35] which involves two steps: solving an advection-diffusion equation followed by a pressure Poisson equation. During the first step, both the convective and viscous terms are treated implicitly using Crank-Nicolson scheme to improve the numerical stability. In the second step, the pressure Poisson equation is solved with the constraint that the final velocity be divergence-free. Once the pressure is obtained, the velocity field is updated to its final value in the final sub-step. A fast geometric multigrid solver [36] is used to solve the pressure Poisson equation. A sharp-interface immersed boundary method based on multi-dimensional ghost-cell methodology [31] is utilized and the immersed structure boundary is
represented using unstructured grid with triangular elements in Cartesian volume grid of the flow domain.

The structure dynamics was simulated using an open-source finite-element solver Tahoe© [37]. The governing equations for the structure are the Navier equations (momentum balance equation in Lagrangian form) and are written in non-dimensional form as:

\[
\rho_s \frac{\partial^2 d_i}{\partial t^2} = \frac{\partial \sigma_{ij}}{\partial x_j} + \rho_i f_i,
\]

where \( i \) and \( j \) range from 1 to 3, \( \rho_s \) is the dimensionless density of the structure with respect to the fluid density, \( d_i \) is the displacement component in the \( i \) direction, \( t \) is the time, \( \sigma \) is the Cauchy stress tensor and \( f_i \) is the body force component in the \( i \) direction. The structure solver was implicitly (two-way) coupled with the flow solver using a partitioned (segregated) approach by Bhardwaj and Mittal [11]. The implicit coupling ensures numerical stability at low structure-fluid density ratio [5]. The implementation details of the coupling can be found in Refs. [11, 38]. The structural solver Tahoe© [37] was coupled with a compressible flow solver in Ref. [38]. No slip boundary conditions are applied for the velocity at the fluid-structure interface which represents continuity of the velocity at the interface,

\[
v_{i,f} = \dot{d}_{i,s},
\]

where subscripts \( f \) and \( s \) denote fluid and structure, respectively. In addition, the balance of forces is applied at the interface,

\[
\sigma_{ij,n_j} = \sigma_{ij,s,n_j},
\]

where \( n_j \) is the local surface normal pointing outward from the surface. The pressure loading on the structure surface exposed to the fluid domain is calculated at the current location of the structure using interpolated fluid pressure via bilinear interpolation, as described by Mittal et al. [31].

The heat transfer inside the fluid is governed by the following dimensionless energy equation:

\[
\frac{\partial T}{\partial t} + v_i \frac{\partial T}{\partial x_i} = \frac{1}{Pe} \frac{\partial^2 T}{\partial x_j^2},
\]

where \( Pe \) is Peclet number and \( T \) is dimensionless temperature, defined in terms of dimensional temperature \( T^* \), reference wall temperature \( T^*_w \) and reference temperature \( T^*_r \), as follows,
\[ T = \frac{T^* - T_{\text{ref}}}{T_w - T_{\text{ref}}}, \]  

(7)

\( T_{\text{ref}} \) is taken as inlet temperature of the fluid in all simulations unless specified otherwise. The thermal boundary conditions are described as follows (Fig. 1). The temperature is considered as uniform at the inlet. The fluid-structure interface is insulated and channel walls are at constant temperature. Zero Neumann temperature boundary conditions are applied at the outlet. The heat transfer augmentation is characterized using instantaneous Nusselt numbers at the channel wall, which is defined as follows [39]:

\[ Nu(x,t) = \frac{2H \partial T}{T_m - 1 \partial_y}, \]  

(8)

where \( 2H \) is the dimensionless hydraulic diameter of the channel. The bulk mean temperature, \( T_m \), is defined as [39]:

\[ T_m(x,t) = \frac{\int_0^H uTdy}{\int_0^H udy}, \]  

(9)

where \( u \) stands for dimensionless axial velocity component. Time-average Nusselt number \( (Nu_{\text{avg}}) \) over one period of oscillation, \( \tau \), for time-periodic flow is expressed as:

\[ Nu_{\text{avg}}(x) = \frac{1}{\tau} \int_{t-\tau}^{t+\tau} Nu(x,t)dt, \]  

(10)

Time- and space-average Nusselt number \( (Nu_{\text{mean}}) \) over surface area \( A \) is defined as:

\[ Nu_{\text{mean}} = \frac{1}{A} \int_A Nu_{\text{avg}}(x)dA \]  

(11)

### 2.1 Code validation

The flow solver was extensively validated by Mittal et al. [31] against several benchmark problems such as flow past a circular cylinder, sphere, airfoil and suddenly accelerated circular cylinder and normal plate and was used to simulate 3D biological flows involving FSI [5, 33]. The capability of simulating large-scale flow-induced deformation with implicit (two-way) coupling in the FSI solver was implemented by Bhardwaj and Mittal [11]. We briefly present validation results for this module in section 2.1.1 for the sake of completeness of the validation of the model. The validation studies carried out in the present work for convective heat transfer module are described in subsequent subsections.
2.1.1 Large-scale flow-induced deformation

The flow-induced deformation module in the in-house FSI solver was validated by Bhardwaj and Mittal [11] against the FSI benchmark proposed by Turek and Hron [8]. In the benchmark, a $3.5D \times 0.2D$ elastic plate attached on the lee side of a rigid cylinder is placed inside a channel of width $4.1D$, where $D$ is the cylinder diameter (Fig. 1). The fluid is considered to be Newtonian and incompressible. The plate is considered to be of Saint Venant-Kirchhoff material, which accounts for geometric nonlinearity for a linear elastic material [40]. The boundary conditions for the benchmark problem are shown in Fig. 1. At the inlet, a fully developed parabolic velocity profile with mean velocity $U_m = 1$ is applied and no slip boundary conditions are applied at the channel walls and immersed structure boundaries. At the outlet, zero Neumann boundary condition is applied for the velocity. Note that the thermal boundary conditions shown in Fig. 1 will be used later in the discussion. The Reynolds number, dimensionless Young’s modulus, structure-fluid density ratio and Poisson’s ratio are 100, $1.4 \times 10^3$, 10 and 0.4, respectively. The minimum grid sizes in $x$ and $y$ directions are $\Delta x_{\text{min}} = 0.0231$ and $\Delta y_{\text{min}} = 0.02$, respectively, and time-step is $\Delta t = 0.01$. The validation in Ref. [11] was conducted for time-varying position of the tip of the plate (Fig. 2) and oscillation frequency, after the plate reaches self-sustained periodic oscillation state. The position as well as frequency was in good agreement with published results of Turek and Hron [8].

2.1.2 Conduction heat transfer

We present validation of 1D unsteady and 2D steady heat conduction cases against analytical model [41]. The temperature in these cases is governed by the heat conduction equation,

\[ \frac{\partial T^*}{\partial t} = \alpha \frac{\partial^2 T^*}{\partial x_j^2}, \]  

(12)

where $\alpha$ is thermal diffusivity of the material. The dimensionless form of eq. (12) with a reference velocity and length renders eq. (6) with flow velocity set to zero. The reference velocity in both cases is taken as 1 m/s. In 1D unsteady case, the reference length, the reference wall temperature ($T^*_w$) and reference temperature ($T^*_{\text{ref}}$) are taken as the slab length, right wall temperature and initial slab temperature, respectively. The left as well as right boundary is at $T_w = 1$ (Fig. 3a). The grid-size and time-step are $1.5 \times 10^{-2}$ and $1 \times 10^{-4}$, respectively. In Fig. 3b and
3c, we note good agreement between numerical and analytical results at different time instances for $Pe = 1$ and $Pe = 4$, respectively.

In 2D steady-state case, a square block of dimension $1 \times 1$ with a circular hole of diameter $D = 0.5$ at its center (Fig. 4(a)) is considered with $Pe = 1$ and $Re = 1$. The reference length, reference wall temperature ($T^*_w$) and reference temperature ($T^*_\text{ref}$) are taken as the block size, right wall temperature and left wall temperature, respectively. The left and right boundaries of the block are kept at temperatures 0 and 1, respectively with top and bottom boundaries insulated. A uniform heat flux $q''_w = 1$ is applied along the boundary of the hole. The unsteady heat conduction equation (eq. 6) was solved with uniform grid-size and time-step $1.5 \times 10^{-2}$ and $1 \times 10^{-3}$, respectively, until steady state is reached. In Fig. 4(c), we plot the temperature variation along the $x$-axis at $y = 0.5$, calculated by our numerical simulation and MATLAB partial differential equation solver [42]. The comparison is in good agreement and verifies our calculations. A qualitative comparison of isotherms is shown in Fig. 4(a) and (b).

### 2.1.3 Convective heat transfer without bluff body

We validate convective heat transfer module with analytical model given in Ref. [39] for steady-state channel flow with constant wall temperature and constant wall heat flux, respectively. In this validation, we consider a $20H \times H$ channel and dimensional reference temperature $T^*_\text{ref}$ is taken as wall temperature. At inlet, a fully-developed parabolic velocity is applied with maximum value of $1.5U_m$ at the center, $U_m$ being the mean velocity. Zero Neumann velocity boundary condition is applied at outlet. The Reynolds number, based on the mean velocity and channel hydraulic diameter ($2H^*$), and Prandtl number are taken as 200 and 1, respectively. A uniform inlet temperature, $T_{in} = 1$ and 0 is considered for constant wall temperature ($T_w = 0$) and constant wall heat flux ($q''_w = 1$) cases, respectively. Zero Neumann boundary condition is applied for temperature at the outlet. Simulation is performed till steady state on a $512 \times 64$ uniform grid with $\Delta x_{\text{min}} = 0.04$ and $\Delta y_{\text{min}} = 0.02$ with time step equal to 0.02. Local Nusselt numbers ($Nu$) (eq. 8)) calculated using the present numerical model and analytical expressions (eq. 3.111-3.114 in Ref. [39]) are compared in Fig. 5. The fully developed values of $Nu = 7.54$ and 8.23 are obtained for the constant wall temperature and constant wall heat flux cases,
respectively. These values as well as space-variation of $Nu$ match well with the analytical theory and verify the convective heat transfer module.

### 2.1.4 Convective heat transfer with stationary immersed boundary

We validate convective heat transfer module with an immersed stationary boundary for free stream flow around a heated cylinder (diameter $D = 1$) in a $40D \times 20D$ channel. The computational domain and boundary conditions are shown in Fig. 6a. The simulations are performed for a range of Reynolds number. The Reynolds number ($Re$) based on free stream velocity and the cylinder diameter are varied in range of 80-200, keeping Prandtl number constant, $Pr = 0.7$. We utilize a $384 \times 384$ non-uniform grid with $\Delta x_{\text{min}} = 0.005$ and $\Delta y_{\text{min}} = 0.005$, and $\Delta t = 0.0025$. The simulated local Nusselt number for $Re = 120$ is compared with published numerical [46] and experimental [47] results in Fig. 6b. The comparisons are in good agreement and therefore, verify our calculations. Comparisons of mean Nusselt numbers calculated at different $Re$ are shown in Table 2 and the maximum error in our calculations is around 3% as compared to the published results.

### 2.1.5 Convective heat transfer with moving immersed boundary

In order to validate the FSI solver for convective heat transfer with moving boundary, we consider a transversely oscillating heated cylinder of diameter $D = 1$ in a $40D \times 10D$ channel [48]. The cylinder is located midway between the channel walls at a distance of $10D$ from the inlet. The dimensionless oscillation frequency, amplitude of the transverse velocity of the cylinder, Reynolds number and Prandtl number are 0.2, 0.5, 200 and 0.71, respectively (case 2 in Ref. [48]). We employed a $256 \times 256$ non-uniform grid with $\Delta x_{\text{min}} = 0.01$ and $\Delta y_{\text{min}} = 0.01$, and $\Delta t = 0.0025$. The local Nusselt numbers at surface of the cylinder calculated in present work and by Fu and Tong [48] at different time instances are compared in Fig. 7. The present calculations are in good agreement with Fu and Tong [48] and thus verify the present numerical model for convective heat transfer with moving immersed boundary.

### 3 Results and Discussion

We demonstrate heat transfer enhancement via large-scale flow-induced deformation in the FSI benchmark proposed by Turek and Hron [8]. The flow boundary conditions and relevant
parameters of the benchmark are discussed in section 2.1.1. The thermal boundary conditions and associated simulation parameters are described as follows. At the inlet and channel walls, Dirichlet boundary condition for temperature, $T_0 = 0$ and $T_w = 1$, were applied, respectively. Zero Neumann boundary condition was applied for temperature at the channel outlet and the fluid-structure interface. The temperature is zero initially in a $4.1D \times 41D$ channel and Prandtl number is taken as 1 in the simulation.

We utilize a $384 \times 160$ non-uniform grid with $\Delta x_{\min} = 0.0231$ and $\Delta y_{\min} = 0.02$, and $\Delta t = 0.01$. The grid convergence study was performed in Ref. [11] for the FSI benchmark and 256 $\times$ 128 grid was deemed adequate for resolving the flow field coupled with structure dynamics. In the present work, in order to resolve thermal field in the downstream of the channel, we perform the grid convergence study for three grids keeping the resolution near the cylinder and plate same as those in Ref. [11] and adding more grid points in the downstream. Four different grid sizes: 256 $\times$ 128 (baseline), 320 $\times$ 160 (fine), 384 $\times$ 160 (finer) and 512 $\times$ 160 (finest) are selected and differences in the amplitude (frequency) of the plate obtained using the fine grid with respect to baseline grid, finer grid with respect to fine grid and the finest grid with respect to the finer grid are 2.2% (2.6%), 0.0% (0.0%) and 0.0% (0.0%), respectively. Similarly, these differences in the mean Nusselt number, (eq. (11)), are 4.8%, 4.3% and 2%, respectively. Since deviations in the results obtained using the finer grid are small, we employ the finer grid ($384 \times 160$) in all simulations presented in this work.

3.1 Enhanced mixing of the fluid due to FSI

The vorticity contours are plotted in Fig. 8 after the flow field reaches time-periodic state (see also associated computer animation provided as supplementary data [49]). The four plots a-d in Fig. 8 correspond to four time instances in a typical cycle of the oscillation of the plate, as shown by the black dots in inset of Fig. 8. As shown in Fig. 8a-b, the fluid accelerates near the cylinder in the lower half of the channel due to the partial blockage by the plate in the upper half. The clockwise (Fig. 8b) and counter-clockwise (Fig. 8d) vortices generated due to the motion of the plate interact with the bottom and top channel wall, respectively. The flow induces a wave-like deformation in the plate and the plate attains self-sustained periodic oscillation with plateau amplitude after a short time [11]. The vorticity generated on the cylinder surface is almost annihilated by the wall vorticity from the wall closest to it, as evidenced by the residual vorticity footprint downstream. The cross-annihilation of vorticity of a particular sign with the vorticity of
opposite sign generated on the cylinder or wall surfaces, results in descending strength of the vortices as they advect along the channel length. Thus, the wake vortices sweep the higher sources of vorticity generated on the channel walls out into the high velocity regions which aids in the mixing of the fluid in the bulk as well as near the channel walls.

3.2 Thermal augmentation due to FSI

The isotherms and instantaneous Nusselt numbers at channel walls are plotted in Fig. 9 and Fig. 10, respectively, after the flow as well as temperature field reach the time-periodic state (see also associated computer animation provided as supplementary data [49]). The four plots a-d in Fig. 9 and Fig. 10 corresponds to four time instances of the oscillation (black dots in inset of Fig. 8). The isotherms in Fig. 9 qualitatively indicate reduction in thermal boundary layer thickness at the locations of the convected vortices described in section 3.1. In order to confirm this trend quantitatively, we plot temperature profile at the four instances at $x = 8$ and $27$ in Fig. 11. The change in temperature gradient at the walls at these instances confirms the effect of the convected vortices. The enhanced mixing of the fluid described in section 3.1 assists in augmenting convection in the bulk as well as near the channel walls. The peaks of instantaneous Nusselt numbers at channel walls ($x > 8$) in Fig. 10 are signature of reduction in thermal boundary layer thickness due to convected vortices. The height of the local peaks decrease due to decrease in strength of the vortices along the channel length as described in section 3.1. The influence of decreasing strength of vortices can be seen through temperature profiles plotted at $x = 8$ and $27$ in Fig. 11a and b, respectively. The temperature gradients at the walls are larger at $x = 8$ as compared to those at $x = 27$, which implies larger Nusselt numbers at the former location. Overall, the vortices increase mixing in the channel as hot fluid near the channel walls moves towards the center of the channel and get replenished by relatively colder fluid. The interaction of the vortices with the channel wall helps in reducing thermal boundary layer.

The local fluid acceleration caused by the presence of cylinder also aids in improving heat transfer, however, this effect is regional. Due to upward motion of the plate (Fig. 8a-b), the fluid rushes through the lower half of the channel resulting in the fluid acceleration near the cylinder region, which reduces thermal boundary layer thickness (Fig. 9b, at $x \sim 6$) and improves Nusselt number ($N_{t_{bw}}$) regionally at bottom wall (Fig. 10b, at $x \sim 6$). Similarly, downward motion of the plate (Fig. 8b-d) improves Nusselt number ($N_{t_{tw}}$) regionally at top wall (Fig. 10d,
at $x \sim 6$). The peaks at $x \sim 2$ for the top as well as bottom wall are caused by the accelerating fluid due to blockage by the cylinder (Fig. 10a-d).

### 3.3 Quantification of augmentation in heat transfer

In order to quantify the heat transfer enhancement achieved in the case described in section 3.2 - the flow past rigid cylinder attached with deformable plate in a heated channel (referred as CDP hereafter) - we performed simulations for three additional configurations listed in Table 1. These cases correspond to a channel flow without bluff body (CHL), channel flow past a rigid cylinder (CYL) and channel flow past a rigid cylinder attached with rigid plate (CRP), with same simulations parameters as those used in CDP. The vorticity contours and isotherms for all configurations at $t = 80$ are plotted in Fig. 12 and Fig. 13, respectively. We note that the vortices are present in CYL and CDP (Fig. 12b and d, respectively) and strength of the vortices decreases in stream-wise direction. However, the vortices are stronger, closer to the walls and convect much further in the downstream in CDP as compared to those in CYL. The flow is steady in CHL and the rigid plate inhibits flow-instabilities to suppress the vortex shedding in CRP. As illustrated by isotherms in CYL and CDP in Fig. 13b and d, respectively, interaction of vortices with channel wall helps in reducing thermal boundary layer and thereby augmenting heat transfer. In order to quantify the augmentation, we plot stream-wise variation of time-averaged Nusselt number ($Nu_{avg}$, eq. (10)) for the above cases in Fig. 14. We note that the $Nu_{avg}$ decreases monotonically along the channel for CHL case while a local peak occurs at the location of the cylinder ($x \sim 2$) in rest of other cases. The local peaks occur due to partial blockage of the flow by the cylinder, as explained in section 3.2. The vortex shedding in CYL helps in improving the Nusselt number at all stream-wise locations and $Nu_{avg}$ improves by 18% at $x \sim 40$, as compared to that in CHL and CRP. The results indicate significant increase in $Nu_{avg}$ in CDP due to enhanced convection as explained in sections 3.1 and 3.2. With respect to CHL, the maximum enhancement is around 137% at $x \sim 10.6$ and 57% at channel outlet ($x \sim 40$). The regional thermal improvement, for instance at $x \sim 10.6$, implies that large-scale deformation could be leveraged to cool spatially-varying peak thermal loading on a surface, for instance, hotspots on electronic chips [50]. The time- and space-averaged Nusselt number ($Nu_{mean}$, eq. (11)) for all four configurations is compared using bar charts in Fig. 15a (first set of red bars) and Nusselt number is 69%, 41% and 54% larger in CDP as compared to that in CHL, CYL and CRP, respectively. We note that the augmentation in CDP is
the largest; however, power required in pumping the fluid may be different in these cases. We define dimensionless pumping power ($P$) required to maintain a given flow rate $Q$ in a channel of width $H$, as follows,

$$ P = Q \left[ \int_{0}^{H} p_{\text{inlet}}(y) dy - \int_{0}^{H} p_{\text{outlet}}(y) dy \right] $$

(13)

where $p_{\text{inlet}}$ and $p_{\text{outlet}}$ are pressures per unit span wise length across the channel inlet and outlet, respectively. The flow rate $Q$ per unit span wise length is same in all cases and defined as,

$$ Q = \int_{0}^{H} u(y) dy $$

(14)

In time-periodic flows, the average pumping power ($P_{\text{avg}}$) is time-average of the instantaneous pumping power over a period of oscillation. The dimensionless pumping power required in different cases is plotted in Fig. 15b (first set of red bars), which shows that the thermal enhancements in CYL, CRP and CDP are achieved at expense of more energy required in pumping of the fluid in the channel. It is worthwhile to compare the effectiveness of CYL, CRP and CDP with respect to CHL and we use the following metrics for the comparison among these configurations. We define efficiency index ($\eta$) [51],

$$ \eta = \frac{\eta_{h}}{\eta_{f}} $$

(15)

where $\eta_{h}$ and $\eta_{f}$ are enhancement factors for the heat transfer and pumping power, respectively, defined as follows [51],

$$ \eta_{h} = \frac{N_{u_{\text{mean}}}}{N_{u_{\text{mean}}} \text{ for channel}} $$

(16)

$$ \eta_{f} = \frac{P_{\text{avg}}}{P_{\text{avg}} \text{ for channel}} $$

(17)

We plot the efficiency indices for CYL, CRP and CDP in Fig. 15c (first set of red bars), which shows that CDP is 10% and 6% more efficient than CYL and CRP, respectively. Therefore, large-scale flow-induced deformation helps in the thermal augmentation as compared to a case in which rigid bluff body is employed as vortex generator.
3.3.1 Effect of Prandtl number

In this and the following sections, we perform additional simulations to assess the influence on Prandtl number ($Pr$), Reynolds number ($Re$), Young's Modulus ($E$) and channel length. In order to assess the effect of $Pr$, we increase it to $Pr = 2$, in CHL, CYL, CDP and CYL keeping all other parameters same. $Nu_{mean}$, $P_{avg}$ and $\eta$ for these four simulations are plotted using second set of green bars in Fig. 15a, b, and c, respectively. At $Pr = 2$, the $Nu_{mean}$ increases in all configurations as compared to the respective baseline cases (first set of red bars vs. second set of respective green bars in Fig. 15a) due to decrease in thermal boundary layer thickness at larger Prandtl number [39]. However, pumping power is same as compared to the respective baseline cases and the improvement in $\eta$ in CDP ($Pr = 2$) is 6% as compared to CYL ($Pr = 2$), which is lower than that in the baseline case (10%, first set of red bars in Fig. 15a). Therefore, larger Prandtl number assists in achieving the enhancement, however, it is less efficient than the baseline case (CDP, $Pr = 1$).

3.3.2 Effect of Reynolds number

The effect of Reynolds number is studied by increasing it to $Re = 200$ and 500 in CHL, CYL, CDP and CYL keeping all other parameters same. $Nu_{mean}$, $P_{avg}$ and $\eta$ for these eight simulations are plotted in Fig. 15a, b, and c, respectively. Third set of blue bars and fourth set of magenta bar show results for $Re = 200$ and 500, respectively. At $Re = 200$, $Nu_{mean}$ improves due to larger convection, pumping power reduces due to smaller pressure drop needed at larger $Re$, however, the efficiency index decreases for all configurations (compare first set of red bars vs. third set of respective blue bars in Fig. 15a, b, and c, respectively). Note that $\eta$ decreases because relative to CHL case the increase in $Nu_{mean}$ for other cases is not in proportion to the decrease in $P_{avg}$. In particular, vortex shedding (not shown in the paper) occurs behind the tip of the rigid plate in CRP case as compared to that in baseline CRP ($Re = 100$). The efficiency index in the CDP is around 23% more compared to CYL ($\eta = 0.30$ to 0.37) for $Re = 200$, which is larger than the baseline case (10%, $\eta = 0.45$ to 0.50). We see similar trends for $Re = 500$ with forth set of magenta bars in
Fig. 15. Larger thermal enhancement is achieved with lower pumping power at \( Re = 500 \) as compared to \( Re = 200 \). \( Nu_{\text{mean}} \) increases by around 59\% and \( \eta \) deceases by 40\% for the former as compared to the latter in the CDP case. Overall, larger Reynolds number helps in achieving larger thermal augmentation at lower pumping power, however, it is less efficient than the baseline case (CDP, \( Re = 100 \)).

### 3.3.3 Effect of Young's Modulus

We increase Young's Modulus to \( E = 2.8 \times 10^3 \) in CDP and keep all other parameters same in CHL, CYL, CRP and CDL. \( Nu_{\text{mean}}, P_{\text{avg}} \) and \( \eta \) for these four simulations are plotted using fifth set of black bars in Fig. 15a, b, and c, respectively. Since Young's Modulus is associated with the deformation of the plate, the results in only CDP are influenced. Due to 17\% reduction in the amplitude of the oscillating plate [11], \( Nu_{\text{mean}} \) and \( P_{\text{avg}} \) decrease, which results in lower \( \eta \). \( \eta \) in the CDP is same as that in CYL at \( E = 2.8 \times 10^3 \). Hence, larger Young's Modulus impedes the enhancement as well as costlier with respect to CHL. Overall, the Nusselt number (\( Nu_{\text{mean}} = 42.7 \)) and efficiency index (\( \eta = 0.5 \)) are the largest for CDP with \( Re = 500, Pr = 1, E = 1.4 \times 10^3 \) and CDP with \( Re = 100, Pr = 1, E = 1.4 \times 10^3 \), respectively for the simulations presented in Fig. 15.

### 3.3.4 Effect of channel length

Finally, we examined effect of channel length by varying it to \( L = 61 \) in the baseline case (CDP, \( L = 41, Re = 100, Pr = 1, E = 1.4 \times 10^3, Nu_{\text{mean}} = 18.71 \)). The mean Nusselt number decreases by 5.5\% (\( Nu_{\text{mean}} = 16.69 \)) for 49\% longer channel (\( L = 61 \)). Since strength of the vortices decrease as they convect in the downstream, the mean Nusselt number decreases marginally along the channel length. The pumping power increases by 47\% in the latter case and the efficiency index is 0.49, same as in the baseline case. Note that the Nusselt number is dependent on the channel length and plateau Nusselt number for an infinitely long channel is 7.54 [39]. Thus, a finite channel length should be employed in order to enhance the heat transfer.
4 Conclusions

We demonstrate effective thermal enhancement in a laminar, incompressible heated channel flow via large-scale flow-induced deformation of an elastic thin plate attached on lee side of a rigid cylinder. The in-house fluid-structure interaction (FSI) solver with convective heat transfer is based on a sharp-interface immersed boundary method. The flow solver is strongly-coupled with an open-source structure dynamics solver using partitioned approach. In the present work, several validations are carried out against benchmark examples of conduction and convective heat transfer including moving structure boundaries, in order to test the convective heat transfer module of the FSI solver. The mechanism to achieve thermal augmentation via large-scale flow-induced deformation is as follows. The wake vortices generated due to the self-sustained motion of the plate sweep higher sources of vorticity generated on the channel walls out into the high velocity regions which aids in the mixing of the fluid in the bulk as well as near the channel walls. Due to the enhanced mixing, the hot fluid near the channel walls moves towards the center of the channel and get replenished by relatively colder fluid. The interaction of the vortices with the channel wall helps in reducing thermal boundary layer and thereby increasing Nusselt number at the channel walls. The improvement is quantified via testing of three additional configurations, namely, channel flow without bluff body; channel flow with a stationary and rigid cylinder, and channel flow with a stationary and rigid cylinder with a rigid plate attached on its lee side. Simulation results suggest that larger Prandtl number and Reynolds number promote the thermal enhancement, however, with less efficiency. On the other hand, larger Young's Modulus impedes the enhancement as well as requires larger pumping power. The numerical data presented will help to design better thermal augmentation systems involving large-scale flow-induced deformation of thin structures. Overall, the large-scale flow-induced deformation harnesses available flow energy and does not require any external power sources to achieve the thermal augmentation. The large regional thermal improvements could be leveraged to cool non-uniform peak thermal loading on a surface.
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6 Nomenclature

\[ D \] Diameter of the cylinder
\[ H \] Height of the channel
\[ E \] Young’s modulus of the plate \( (E^* / (\rho_f U_m^2)) \)
\[ L \] Channel length
\[ P_{\text{avg}} \] Average pumping power \( (P_{\text{avg}}^* / (\rho_f D U_m^3)) \)
\[ p \] Pressure \( (p^* / (\rho_f U_m^2)) \)
\[ T \] Temperature (eq. 4)
\[ U_m \] Mean velocity at the left boundary of the channel
\[ v_i \] Component of dimensionless velocity vector
\[ Y_{\text{tip}} \] Maximum Y-displacement of the tip of the plate \( (Y_{\text{tip}}^* / D^*) \)

Greek symbols
\[ \rho \] Density \([\text{kg} \, \text{m}^{-3}]\)
\[ \mu \] Dynamic viscosity \([\text{N} \, \text{m}^{-2} \, \text{s}]\)
\[ \nu \] Kinematic viscosity \([\text{m}^2/\text{s}]\)
\[ \alpha \] Thermal diffusivity \([\text{N} \, \text{m}^{-2} \, \text{s}]\)
\[ \omega_z \] Vorticity component in z direction
\[ \eta \] Efficiency index of heat transfer enhancement
\[ \eta_h \] Heat transfer enhancement factor with respect to channel flow without bluff body
\[ \eta_f \] Pumping power with respect to channel flow without bluff body
\[ \Delta t \] Dimensionless time-step

Subscripts
\[ 0 \] Initial/inlet
\[ w \] Wall
\[ bw \] Bottom wall
\( tw \) Top wall \\
\( \text{avg} \) Time-average value \\
\( \text{mean} \) Time- and space-average value \\
\( f \) Fluid \\
\( s \) Structure \\

**Superscripts** \\
* Dimensional quantity \\

**Dimensionless numbers** \\
\( Re \) Reynolds number \( (\rho^* U^*_m D^* / \mu) \) \\
\( Pr \) Prandtl number \( (v / \alpha) \) \\
\( Pe \) Peclet number \( (RePr) \) \\
\( Nu \) Nusselt number (eq. 5) \\

**Acronyms** \\
1D One-dimensional \\
2D Two-dimensional \\
3D Three-dimensional \\
FSI Fluid-Structure interaction \\
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8 Tables

Table 1. Cases considered by Soti and Bhardwaj [28] and in present work to quantify heat transfer augmentation via flow-induced deformation

| Cases | Configuration |
|-------|---------------|
| CHL   | Channel flow without bluff body. |
| CYL   | Channel flow with a stationary and rigid cylinder. |
| CRP   | Channel flow with a stationary and rigid cylinder with a rigid plate attached on its lee side. |
| CDP   | Channel flow with a stationary and rigid cylinder with a deformable plate attached on its lee side. |

Table 2. Time- and space- averaged Nusselt number ($\text{Nu}_{\text{mean}}$) for flow around a stationary heated cylinder

| $Re$ | Present work | Knudsen and Katz [43] | Zhuauskas [44] | Churchill and Bernstein [45] |
|------|--------------|------------------------|-----------------|-----------------------------|
| 80   | 4.58         | 4.67                   | 4.56            | 4.64                        |
| 100  | 5.14         | 5.19                   | 5.10            | 5.16                        |
| 120  | 5.66         | 5.65                   | 5.59            | 5.62                        |
| 200  | 7.39         | 7.16                   | 7.21            | 7.19                        |
Figures

Fig. 1. Schematic and boundary conditions (BC) of the FSI benchmark problem with heat transfer. The FSI benchmark was first proposed by Turek and Hron [8] and later Bhardwaj and Mittal [11] validated their FSI solver with the benchmark. In present work, coupled convective heat transfer is considered with insulated cylinder and plate in a heated channel. Adapted with permission from [11]. Copyright (2011) Professor Rajat Mittal.
Fig. 2. Comparison between the present work and published results of Turek and Hron [8] for the stationary-state time-variation of X and Y displacement of the tip of the plate. Adapted with permission from [11]. Copyright (2011) Professor Rajat Mittal.

Fig. 3. Schematic of 1D conduction heat transfer in a slab with initial and boundary conditions (a). Comparisons of simulated time- and space-varying temperature in the slab for Peclet numbers, $Pe = 1$ (b), and $Pe = 4$ (c) with 1D analytical theory.
Fig. 4. 2D conduction heat transfer in a square block with boundary conditions shown in (a). Qualitative comparison of isotherms for $Pe = 1$ obtained using (a) MATLAB PDE Toolbox [42], and (b) the present numerical model. (c) Comparison of steady-state $x$-varying temperature at $y = 0.5$. 
Fig. 5. Comparison of local Nusselt number along channel length with analytical theory. Two cases, constant wall temperature and constant wall flux are considered.

Fig. 6. a) Schematic and boundary conditions for flow past a heated and stationary cylinder. b) Comparison of local Nusselt number for $Re = 120$, $Pr = 0.7$ as function of azimuthal angle (shown in inset) at the surface of the cylinder with published numerical and experimental results.
Fig. 7. Comparison of local Nusselt number as function of azimuthal angle (shown in inset of Fig 6b) at the surface of a transversely oscillating cylinder with numerical results of Fu and Tong [48] for \( Re = 200 \) and \( Pr = 0.71 \). Results are compared at different time instances, \( t = T/4 \) and \( 3T/4 \), where \( T \) is the time-period of the oscillation of the cylinder.
Fig. 8. Vorticity contours in a channel with a cylinder attached to an elastic plate at different time instances for $Re = 100$. The time instances are shown in the inset as black dots on time-varying position of the tip of the plate during a typical cycle of the plate oscillation.

Fig. 9. Isotherms in a channel with a cylinder attached to an elastic plate at different time instances for $Re = 100$ and $Pr = 1$. The time instances are shown in the inset of Fig. 8 as black dots on time-varying position of the tip of the plate during a typical cycle of the plate oscillation.
Fig. 10. Instantaneous Nusselt numbers at the bottom ($\text{Nu}_{bw}(x, t)$) and top ($\text{Nu}_{tw}(x, t)$) channel walls at different time instances, $Re = 100$, $Pr = 1$. The time instances are shown in the inset of Fig. 8 as black dots on time-varying position of the tip of the plate during a typical cycle of the plate oscillation.
Fig. 11. Variation of temperature in a channel with a cylinder attached to an elastic plate along y-axis at x = a) 8 and b) 27 for Re = 100, Pr = 1. The time instances are shown in the inset of Fig. 8 as black dots on time-varying position of the tip of the plate during a typical cycle of the plate oscillation.
Fig. 12. Vorticity contours obtained at $t = 80$, for configurations CHL, CYL, CRP and CDP, defined in Table 1 at $Re = 100$.

Fig. 13. Isotherms obtained at $t = 80$, for configurations CHL, CYL, CRP and CDP, defined in Table 1 at $Re = 100$, and $Pr = 1$. 
Fig. 14. Time-averaged Nusselt number ($\bar{N}u_{avg}$) for $Re = 100$ and $Pr = 1$, for configurations CHL, CYL, CRP and CDP, defined in Table 1.
Fig. 15. (a) Time- and space-average Nusselt number, (b) Time-average pumping power, and (c) efficiency index for configurations CHL, CYL, CRP and CDP, defined in Table 1. The Reynolds number, Prandtl number and Young Modulus of the plate are varied in separate cases keeping other two parameters as constant.
