Figure 1: We introduce a novel framework for semi-supervised image translation which can be applied to various image-to-image translation tasks. The key idea is to apply the transformation over the image features instead of the original images, resulting in improved quality of translation results even using a small number of paired data. Here we show results of the proposed method on several examples.

Abstract

Recent image-to-image translation works have been transferred from supervised to unsupervised settings due to the expensive cost of capturing or labeling large amounts of paired data. However, current unsupervised methods using the cycle-consistency constraint may not find the desired mapping, especially for difficult translation tasks. On the other hand, a small number of paired data are usually accessible. We therefore introduce a general framework for semi-supervised image translation. Unlike previous works, our main idea is to learn the translation over the latent feature space instead of the image space. Thanks to the low dimensional feature space, it is easier to find the desired mapping function, resulting in improved quality of translation results as well as the stability of the translation model. Empirically we show that using feature translation generates better results, even using a few bits of paired data. Experimental comparisons with state-of-the-art approaches demonstrate the effectiveness of the proposed framework on a variety of challenging image-to-image translation tasks\(^1\).

1. Introduction

Image-to-image translation aims to learn a mapping that transforms an input image in the source domain into a corresponding output image in the target domain, which can be applied to a wide range of applications, e.g., image colorization [14], semantic labels to real image [14], photo cartoonization [29, 2], style transfer [8], attribute transfer [3], and sketch-to-image generation [22].

If there is enough paired data from both domains, a simple encoder-decoder network is sufficient to obtain satisfactory results [14, 28, 30, 22, 25, 6]. The encoder extracts the relevant information from the input domain and passes it on to the decoder, which then decodes this information to generate an image from the output domain. However, large amount of supervised data can be difficult and expensive to obtain. Many recent works [36, 17, 32, 21] have proposed conducting training without any paired data.

Such unsupervised methods suffer from instability during training, since there exist infinite possible mapping functions satisfying the cycle-consistency constraint which
reconstructs the input image by mapping back the translated input image. This undermines the generality of the unsupervised methods over difficult translation tasks, e.g., the translation of profile faces to frontal faces (face frontalization) which involves geometric shape changing.

We observe that it is always possible to get some paired data in some situations. For example, for face frontalization, although it is hard to acquire a person’s frontal face and profile face at the same time, the Multi-PIE database [9] still contains a few such paired data. It is crucial to make good use of this existing knowledge to guide the model, especially when the amount of the pairs is small. Therefore, the interest of this paper is in semi-supervised image-to-image translation.

Unlike previous works which directly transform the input image to the target image, we propose performing translation in the latent space instead of the image space. The lower-dimensional latent space allows the translation model easier to find the desired mapping, leading to high quality image generation results with less paired images. Empirically we show that 1) feature translation improves the quality of the generated images under various settings; and 2) feature translation is able to achieve better results with only a small number of paired data than the image translation with full supervision. Besides higher quality generation results, another advantage of our approach compared with unsupervised image translation works, which adopt the cycle-consistency constraint, is that our model takes much less training time.

Our framework is a general-purpose solution for image translation tasks and can be applied to a wide variety of applications, including profile to frontal faces, semantic labels to street photos, edge maps to photographs, real faces to cartoons and so on, which is shown in Figure 1. We also compare our model against state-of-the-art approaches to show that our framework produces superior generation results.

2. Related Work

Image-to-Image Translation. The goal of image-to-image translation is to convincingly translate an input image from one domain to another. With the success of generative techniques in image generation, promising progress has been made in image-to-image translation. Existing approaches can be roughly divided into three categories: supervised, unsupervised and semi-supervised.

Supervised translation works aim to learn the translation model using the provided matching image pairs. Pix2pix [14] proposes a unified framework for image-to-image translation based on conditional GANs, which has been extended to generating high-resolution images in pix2pixHD [28]. There exist other efforts [30, 22, 25, 6] focusing on specific applications, e.g., transforming sketches, contours, or hand sketches to images. They usually use $L_1$ loss [12], adversarial loss [14], or perceptual loss [15] at the image level. However, it is well-known that a large amount of supervised data is expensive and difficult to obtain.

Many recent works [11, 10, 36, 21] have been devoted to unsupervised image translation. The most popular constraint is cycle-consistency: reconstructing the input sample by translating back the translated input result, which is adopted in CycleGAN [36], DiscoGAN [17], DUALGAN [32], and UNIT [21]. However, these unsupervised methods are still inferior to supervised methods and are not able to handle complex translation tasks, since there is no paired data showing how an image is transformed from one domain to another domain.

Another class is semi-supervised translation works, such as ALICE [20], Triple GAN [4] and Δ-GAN [7]. These models explore supervision from a few paired samples to guide the model which is unstable in the unsupervised setting. Nonetheless, in image translation task, they are still not comparable with supervised models. Our work also belongs to the semi-supervised category. We propose learning the translation in the latent space instead of the image space. We show that using the proposed feature translation, our model given only a few supervision is able to achieve better performance than the supervised method with full supervision.

Latent Space Constraint. Recent works have also explored the latent space by 1) introducing the feature cycle-consistency, i.e., minimizing the distance between the latent features of the real images and the generated images, such as the $f$-constancy term introduced in DTN [26], the latent reconstruction loss in MUNIT [13] and the latent cycle-consistency in XNet [24]; 2) assuming a shared latent (content) space so that the latent (content) features of the corresponding paired images are the same, e.g., UNIT [21] and MUNIT [13]. In contrast to the above prior works which introduce latent space constraint implicitly over the image level, the key idea of ours is to explicitly learn the translation model over the feature space, whose dimension is much lower than the image space, leading to the ease of model training and better translations.

3. Latent Space Translation Framework

In this section, we formally introduce our method. In the problem of semi-supervised image-to-image translation, we have two sets of images from two domains respectively, i.e., $X_1$ and $X_2$, in which there is a partial (e.g., $\approx 10\%$) paired dataset $\mathcal{P} = \{p_1, p_2\}$ with $p_1 \in X_1$ and $p_2 \in X_2$. The goal is to learn an image-to-image translation model that can faithfully transform images from the source domain to the target domain.

Towards this goal, we introduce our latent space translation framework. Figure 2 shows an overview of our frame-
work, which can be divided into two parts: 1) two autoencoder GANs are independently learned in each domain, mapping the images to the latent feature space; and 2) a transfer network learns the translation between the latent spaces of the two domains. Next we will introduce the details of these two parts.

**VAE-GAN.** As illustrated in the figure, for each domain, we adopt the variational auto-encoder GAN (VAE-GAN) [19] to extract the latent feature. The VAE-GAN combines VAEs and GANs to simultaneously learn the encoder, decoder and discriminator for generating high-quality images.

Without loss of generality, we use the first domain as an example. A VAE contains two neural networks: an encoder $E_1$ and a decoder $G_1$. Given a data sample $x_1 \in \mathcal{X}_1$, the encoder maps the data sample to a latent representation code $z_1$ and then the decoder maps the latent code back to the data $\hat{x}_1$, i.e.,

$$\hat{x}_1 \sim \mathcal{N}(G_1(z_1), z_1 \sim \mathcal{N}(E_1(x_1)).$$

(1)

The VAE assumes that the variational approximate posterior $q(z_1 | x_1)$ is a multivariate Gaussian with a diagonal covariance structure. In our formulation, we choose the identity matrix as the covariance matrix. We adopt the reparameterization trick in [18] to let the sampling operation be differentiable and hence enable back-propagation in networks.

A GAN also contains two neural networks: a generator $G_1$ and a discriminator $D_1$. The generator maps a latent code to an image, and the discriminator outputs a probability that the generated image is real. The goal of the generator is to produce realistic images that can fool the discriminator, whereas the discriminator tries to distinguish the generated images from real images as much as possible. The two networks play a zero-sum game until an equilibrium is achieved, where the generated images are indistinguishable from real images.

The VAE loss aims to minimize the variational upper bound that consists of the regularization term over the encoder and the minus expected reconstruction error, i.e.,

$$\mathcal{L}_{VAE_1} = D_{KL}(q(z_1 | x_1) || p(z_1)) - \mathbb{E}_{q(z_1 | x_1)}[\log p(x_1 | z_1)],$$

(2)

where $D_{KL}$ is the Kullback-Leibler divergence. The widely used adversarial loss for a GAN is $\mathbb{E}[\log D_1(x_1)] + \mathbb{E}[\log (1 - D_1(G_1(z_1))]$. Here we use LSGANs [23] for stable training, that is,

$$\mathcal{L}_{GAN_1} = \mathbb{E}[D_1(x_1^2)] + \mathbb{E}[(1 - D_1(G_1(z_1))^2)].$$

(3)

Similarly, we can get the loss $\mathcal{L}_{VAE_2}$ and $\mathcal{L}_{GAN_2}$ for the second domain in the same way.

**Feature Transformation.** Given the paired dataset $\mathcal{P}$, previous works usually learn the translation model directly on the image level, i.e., transforming $p_1$ to $p_2$ through the learned model. Consider the dimension of the image space, which is usually hundreds of thousands (e.g., 196,608 = 256 × 256 × 3), it may be easier to find the desired translation function if the transformed space could be low-dimensional. Inspired from this, our work is interested in the translation on the low-dimension latent feature level.

Specifically, after training the VAE-GANs, the paired image dataset can be converted to the corresponding paired latent feature dataset by applying the encoders $E_1$ and $E_2$ over the images. Let $\mathcal{F} = \{z_1, z_2\}$ denote the paired feature dataset with $z_1 = E_1(p_1)$ and $z_2 = E_2(p_2)$. We learn a feature translation model $T_{1 \rightarrow 2}: z_1 \rightarrow z_2$ with two objectives: 1) the transformed feature should be close to the target feature as much as possible; 2) the generated images from the transformed features should be indistinguishable from the real images.

Formally, the loss function for learning the feature translation model consists of two terms: one is $L_{1}$ loss penalizing the deviation of the transformed feature from the target feature; the other is the adversarial loss that encourages the generated images to look natural. The loss function is written as

$$\mathcal{L}_{F_{T_{1}}} = \mathcal{L}_{adv_1} + \lambda_f \mathcal{L}_{T_{1 \rightarrow 2}},$$

(4)

and $\mathcal{L}_{adv_1} = \mathbb{E}[D_T(p_2^2)] + \mathbb{E}[(1 - D_T(G_2(T_{1 \rightarrow 2}(z_1)))^2],$ where $D_T$ is the discriminator for the feature translation model. $\lambda_f$ is a weight controlling the balance of the two loss terms, and $\mathcal{L}_{T_{1 \rightarrow 2}} = \|T_{1 \rightarrow 2}(z_1) - z_2\|_1$.

**Feature Matching Loss.** We adopt feature matching loss in order to improve GAN loss, making GAN training more...
stable and the generated results more realistic. As with pix2pixHD [28], we match the intermediate representations of the real images and the synthesized images using the intermediate outputs of the discriminator at multiple scales. We also add a perceptual loss based on several intermediate layers of the VGG network. The feature matching loss is given as,

\[
 L_{FM}(x, \bar{x}) = \sum_i \frac{1}{M_{GAN}^i} \| F_G^i(x) - F_G^i(\bar{x}) \|_1 + \sum_i \frac{1}{M_{VGG}^i} \| F_V^i(x) - F_V^i(\bar{x}) \|_1, \tag{5}
\]

where \( F_G^i \) (\( F_V^i \)) denotes the \( i \)th intermediate feature of the GAN discriminator (VGG network), and \( M_{GAN}^i \) (\( M_{VGG}^i \)) indicates the total number of elements in that feature map.

Training Procedure. Our framework adopts a two-stage training strategy: we first train a VAE-GAN for each domain, and then train the translation network with the learned VAE-GAN fixed. Specifically, the loss function of training the VAE-GAN for the first domain is,

\[
 \min_{E_1, G_1} \max_{D_1} L_{VAE_1} + L_{GAN_1} + \lambda_f L_{FM}(x_1, \bar{x}_1), \tag{6}
\]

where \( \lambda_f \) is the loss weight and is set as 10. The loss function for the second domain can be similarly derived. For training feature translation model, the objective function is,

\[
 \min_{T_{1 \rightarrow 2}} \max_{D_T} L_{adv_1} + \lambda_f L_{T_{1 \rightarrow 2}} + \lambda_f L_{FM}(p_2, \bar{p}_2), \tag{7}
\]

where \( \bar{p}_2 = G_2(T_{1 \rightarrow 2}(E_1(p_1))) \), \( \lambda_f \) and \( \lambda_f \) are the loss weights that are set as 60 and 10 respectively.

One intuitive training strategy is the joint optimization of the VAE-GAN and the feature translation network. This is doable and seems to produce better results. However, considering the case of multiple domains, say \( N \) domains, in order to provide image translation for any two different domains, joint optimization needs to train \( A_N^2 \) (\( = N \times (N-1) \)) VAE-GANs, whereas independent training in our strategy only needs to train \( N \) VAE-GANs. Moreover, we empirically find that joint training performs similarly to two-stage training. Hence, we adopt this two-stage training procedure in the following experiments.

The feature translation network that we employ is 5 fully connected layers for the task of profile to frontal faces and is 9 residual blocks for other tasks. We train the VAE-GAN for 200 epochs, and the feature translation network for 400 epochs. We both use the Adam solver with a learning rate of 0.0001 and momentum parameters \( \beta_1 = 0.5, \beta_2 = 0.999 \), and the batchsize is set to 80. The training for feature translation network takes half an hour for face frontalization and at most eight hours for other tasks using 4 Tesla P100 GPUs.

Figure 3: Illustrating the effect of unpaired data. w/o U denotes our method without unpaired data.

More details about the implementation are provided in the supplementary material.

Inference Procedure. We use the encoder \( E_1 \), the feature translation network \( T_{1 \rightarrow 2} \) and the decoder \( G_2 \) to transform the image from the first domain to the second domain. For an input image \( x_1 \) in the first domain, the output image is \( \bar{x}_2 = G_2(T_{1 \rightarrow 2}(E_1(x_1))) \), and the one-to-many translation results can be achieved by \( G_2(T_{1 \rightarrow 2}(E_1(x_1) + \eta)) \) with \( \eta \) randomly sampled from a multi-variate Gaussian distribution: \( \eta \sim \mathcal{N}(0, I) \).

4. Experiments

In this section, we first provide a thorough empirical analysis about our approach. We then present the comparison results of our framework on two challenging tasks: labels-to-photo on the Cityscapes dataset[5] and face frontalization, showing the superiority of our method. Finally, we show more results to validate the generality of our proposed framework over a variety of tasks.

4.1. Empirical Analysis

We use the Cityscapes dataset for ablation experiments. This dataset has 2975 pairs of a semantic label map and a corresponding scene photo for training and 500 validation pairs for testing. The unpaired data consists of 20000 scene photos and 14000 semantic label maps\(^2\). We adopt FCN-score, the same evaluation protocol as in Pix2Pix [14], for quantitative comparison. We use the state-of-the-art segmentation network [37] (choose the same network with that outputting semantic label maps is fine since the outputted semantic label maps are considered as unpaired data) to evaluate the generated photos by the classification accuracy against the semantic label maps from which the photos are synthesized. The groundtruth results are evaluated by applying the segmentation network over the real photos.

Effect of Unpaired Data. Supervision is of great value for many computer vision tasks, including image-to-image translation. When there exists sufficient supervision, our framework also achieves good performance using only provided paired data. However, large scale supervised data is

\(^2\)These semantic label maps are obtained using the state-of-the-art scene segmentation algorithm [37] on the unpaired scene photos.
Figure 4: Comparison results of semantic labels to scene photos on the Cityscapes dataset for different methods. From top to bottom: input, ground truth, UNIT [21] CycleGAN [36], pix2pix [14], and ours.

Table 1: Illustrating the effect of feature translation evaluated on Cityscapes labels → photo. P (U) denotes paired (unpaired) data and IT (FT) denotes translation on image (feature) level.

| Method       | Per-pixel acc. | Per-class acc. | Class IOU |
|--------------|----------------|----------------|-----------|
| IT+P         | 0.856          | 0.445          | 0.356     |
| IT+U&P       | 0.797          | 0.361          | 0.268     |
| FT+U&P (ours)| **0.876**      | **0.513**      | **0.416** |

Table 2: Illustrating the effect of loss for feature transformation.

| Loss                        | Per-pixel acc. | Per-class acc. | Class IOU |
|-----------------------------|----------------|----------------|-----------|
| \(L_{T_{1 \rightarrow 2}}\) | 0.834          | 0.431          | 0.336     |
| \(L_{adv} (z_2, \bar{z}_2) + \lambda_f L_{T_{1 \rightarrow 2}}\) | 0.851          | 0.465          | 0.364     |
| Equation (4) (ours)         | **0.876**      | **0.513**      | **0.416** |

hard to obtain, requiring a lot of labor. In this case, the easy-acquired unsupervised data can be used in our approach to train the VAE-GAN for getting informative latent features. To show this, we study the results of our model and w/o U (our framework without unpaired data) over different sizes of paired data. The comparison is shown in Figure 3. We observe that the improvement brought by unpaired data is more significant as the size of data pairs becomes smaller, which is desirable since many real world tasks have only minimal supervision. When using all the paired data, the results with additional unpaired data show little improvement. The reason may be that the supervision information is dominant in this case.

Effect of Feature Translation. To show the importance of feature translation, we study two variants of our method: 1) translation on the image level, denoted as \(IT+U&P\), for which we adopt the idea of UNIT on unpaired data and the idea of pix2pix on paired data; 2) translation on the image level with only paired data, denoted as \(IT+P\), for which we adopt the idea of pix2pix. All the models are trained under the same setting. The comparison is given in Table 1. Our model achieves large improvement compared with \(IT+U&P\), verifying the effectiveness of feature translation. Comparing \(IT+U&P\) with \(IT+P\), it can be seen that adding additional unpaired data does not get improvement and instead cause performance drop. This indicates that the unpaired data should be exploited properly in order to improve the performance.

Effect of Loss for Feature Transformation. The loss that guides the feature transformation can be other two alternatives: 1) only using \(L_1\) loss over features, namely \(L_{T_{1 \rightarrow 2}}\); 2) imposing the adversarial loss on the features instead of the images, denoted as \(L_{adv} (z_2, \bar{z}_2) + \lambda_f L_{T_{1 \rightarrow 2}}\).
Table 3: Quantitative comparison in terms of FCN-scores for different methods on Cityscapes labels→photo. Pix2pix* denotes the results of pix2pix using our network structure. Our approach achieves the best performance. In addition, our method using only 20% (∼600) pairs also performs better than the baselines.

| Loss          | Per-pixel acc. | Per-class acc. | Class IOU |
|---------------|----------------|----------------|-----------|
| CycleGAN [36] | 0.569          | 0.231          | 0.152     |
| UNIT [21]     | 0.658          | 0.240          | 0.189     |
| pix2pix [14]  | 0.826          | 0.470          | 0.354     |
| pix2pix*      | 0.856          | 0.445          | 0.356     |
| pix2pix* (20% pairs) | 0.747  | 0.358          | 0.264     |
| ours (20% pairs) | 0.870  | 0.513          | 0.398     |
| ours          | **0.876**      | **0.513**      | **0.416** |
| Ground truth  | 0.897          | 0.615          | 0.506     |

Figure 5: Visual comparison of face frontalization for different methods on the IJB-A and AFLW2000 dataset.

where $L_{adv}(z_2, \tilde{z}_2) = E[D_T(z_2)^2] + E[(1 - D_T(\tilde{z}_2))^2]$ and $\tilde{z}_2 = T_1 \rightarrow z_1).$ We present the comparison results in Table 2, showing that our loss achieves the best performance. We have two observations: 1) adding adversarial loss helps generate better results; 2) adversarial loss encouraging generate realistic synthesized images is more effective than encouraging the translated features to be faithful.

4.2 Results

4.2.1 Results of Semantic Labels to Street Scenes

We show the results on the task of semantic labels to photos on the Cityscapes dataset, which has been widely studied in previous works. We compare our framework with three state-of-the-art baselines: pix2pix [14], an image-to-image translation work which uses the adversarial loss and paired data; CycleGAN [36], an unsupervised image-to-image translation work which introduces a cycle-consistency loss; UNIT [21], also an unsupervised image-to-image translation work based on the shared latent space assumption.

The visual comparison is shown in Figure 4. It can be easily seen that our generated results are more clear with less artifacts. The numerical comparison in terms of FCN-scores is shown in Table 3. As expected, the supervised method pix2pix [14] performs better than the unsupervised methods CycleGAN [36] and UNIT [21]. For fair comparison, we also present the results of pix2pix which adopt the same network architecture with ours, denoted as pix2pix*. Among all the compared methods, our framework achieves the best scores that are close to the groundtruth. It is worth noting that our method using only 20% pairs performs better than pix2pix with full supervision, further indicating the powerfulness of the proposed feature translation.

4.2.2 Results of Face Frontalization

Face frontalization is the process of generating frontalized faces given single unconstrained photos with large head pose variations. In fact, it can be treated as an image-to-image translation task: profile-to-front, where paired data is extremely hard to get. Compared to other cross-domain image generations tasks, face frontalization is more difficult due to significant geometric deformation.

We show that our framework is capable of handling image-to-image translation with large shape gaps. Experiments are conducted on the widely used datasets: VGGFace2[1] containing unpaired images from 9000 identities and Multi-PIE[9] containing paired images from 337 identities. In order to preserve the personality after translation, we add an identity preservation loss, which is the widely used feature matching loss over the identity features of the input face and the frontalized output.

We compare our results with two state-of-the-art face frontalization techniques, TP-GAN[12] and FF-GAN[33], as well as one representative image translation method, pix2pix [14]. TP-GAN[12] uses a global and multiple local aware GAN architectures to learn the translation us-
Figure 8: Synthesized results of real faces to cartoons. The first row is the input faces, the second row is the generated results.

Figure 9: Example results of our method on Google map \(\rightarrow\) photo, compared to ground truth.

ing paired data. FF-GAN[33] combines both the 3D morphable model and the GAN structure to generate frontal viewed faces. Figure 5 provides the visual comparison results, where we choose the input samples appeared in TP-GAN and FF-GAN. We can see that the generated results of pix2pix and TP-GAN fail to keep the skin color of the input face which causes uncertainty about the identity, although TP-GAN captures the details of the face because of the multiple local network paths. While FF-GAN generates near-frontal and blurry faces. In contrast, our model produces photo-realistic and reasonable results. More results of our model for face frontalization are shown in Figure 6.

4.2.3 More Applications

We further show more applications to demonstrate the generality of our proposed framework:

- \textit{face} \(\rightarrow\) \textit{cartoon}: The Celeba-HQ face dataset [16] is used to compose the images of the face domain. We use a pose estimator to remove the faces with large pose, and finally get 10000 face images. To collect images of the cartoon domain, we use an interactive tool from [29] and manually labeled 1200 paired data for face-to-cartoon translation. Some example pairs are illustrated in Figure 7.

- \textit{Map} \(\rightarrow\) \textit{aerial photo}: trained on the data scraped from Google Maps.

- \textit{Architectural labels} \(\rightarrow\) \textit{photo}: trained on the CMP Facades [27].

- \textit{Edges} \(\rightarrow\) \textit{photo}: trained on data from [35] and [34]; the binary edge maps are generated using the HED edge detector [31] plus postprocessing.

Implementation details on each dataset are presented in the supplementary material. The qualitative results are given in Figure 8, 9, 10, 11, 12. We show that our approach is able to achieve one-to-many translations in Figure 11 and Figure 12.

5. Conclusion

In this paper, we propose a novel framework for semi-supervised image-to-image translation. The novelty mainly
Figure 10: Example results of our method on architecture labels → photos, compared to ground truth.

Figure 11: Example results of our method on edges → shoes. The left column shows the input. The second column shows the ground truth. The last five columns show the randomly generated samples of our approach.

Figure 12: Example results of our method on edges → bags. The left column shows the input. The second column shows the ground truth. The last five columns show the randomly generated samples of our approach.

...stems from the idea of feature translation, which translates features instead of images, resulting in improved quality and stability of image translation. Experiments on a wide variety of applications verify the effectiveness of the proposed method.
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