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Abstract
Gaining a better understanding of how and what machine learning systems learn is important to increase confidence in their decisions and catalyze further research. In this paper, we analyze the predictions made by a specific type of recurrent neural network, mixture density RNNs (MD-RNNs). These networks learn to model predictions as a combination of multiple Gaussian distributions, making them particularly interesting for problems where a sequence of inputs may lead to several distinct future possibilities. An example is learning internal models of an environment, where different events may or may not occur, but where the average over different events is not meaningful. By analyzing the predictions made by trained MD-RNNs, we find that their different Gaussian components have two complementary roles: 1) Separately modeling different stochastic events and 2) Separately modeling scenarios governed by different rules. These findings increase our understanding of what is learned by predictive MD-RNNs, and open up new research directions for further understanding how we can benefit from their self-organizing model decomposition.

1. Introduction
Deep learning has greatly increased the ability for computers to perform complex tasks from a wide range of domains, including image recognition, language modeling, game playing and predicting the future (Mnih et al., 2015; LeCun et al., 2015; Wichers et al., 2018). However, we have an incomplete understanding of exactly how the deep learning models learn to perform these tasks. Gaining a better understanding of these models is considered to be one of the most important current challenges in artificial intelligence (Samek et al., 2017; Garcia et al., 2018). There are many reasons why a better understanding is important, ranging from increasing the ability to trust machine learning systems, to the benefits such understanding would have for continued research and development of algorithms. There are therefore many recent studies aiming to make deep learning models more understandable and explainable, for both convolutional neural networks (CNNs) (Yosinski et al., 2015), recurrent neural networks (RNNs) (Karpathy et al., 2015) and other architectures (Smilkov et al., 2017).

In this paper, we aim to gain a better understanding of one specific neural network architecture, mixture density RNNs (MD-RNNs). MD-RNNs are recurrent neural networks combined with a mixture density network (Bishop, 1994; Bishop & Others, 1995), such that that the output parametrizes a mixture of Gaussians distribution (Figure 1). MD-RNNs are particularly interesting for tasks involving creative prediction, since the recurrent part allows the modeling and forecasting of sequences, and the Gaussian mixture part allows predictions to be creative, modeling different types of scenarios in a single neural network (Ha & Eck, 2017).

MD-RNNs recently gained significant attention (Pearson, 2018; Yao, 2018) in Ha and Schmidhuber’s paper on “World Models” (Ha & Schmidhuber, 2018), which demonstrated that MD-RNNs, can learn to predict the future from a large number of observations of a simulated world. The internal models learned in Ha and Schmidhuber’s work represent the agent’s world so well that the authors were able to 1) train an agent inside its own internal model (or, said differently, inside its own “dream”) and 2) to be the first agent to solve the Car Racing environment in OpenAI gym. Despite the impressive results and the wide attention this work has gotten, we do not have a good understanding of how predictive MD-RNNs model the world.

MD-RNNs make predictions by sampling from a probability distribution with multiple different sub-distributions. We investigate two hypotheses about the role of these sub-distributions (mixture components) when MD-RNNs predict the future. The hypotheses are: 1) Different mixture components model different stochastic events and 2) Different mixture components model different situations with different “rules” (that is, different internal models – Figure 1). We train world models in a Doom game environment, similarly to (Ha & Schmidhuber, 2018), and let them hallucinate imagined scenarios. From these scenarios, we extract events...
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Figure 1. Left: MD-RNNs model data with probability distributions composed of several components, parametrized by π, µ and σ. Right: We investigate the roles of individual components to gain a better understanding of how MD-RNNs make predictions. One possibility (illustrated here) is that different mixture components represent situations governed by different rules.

and situations according to our two hypotheses, and then measure to which degree different events are produced by different components of the mixture model.

The main contributions of this paper are 1) A framework for automatically measuring the tendency for different components of a Gaussian mixture model to generate particular types of prediction, and 2) New insights into the roles of the Gaussian components of trained MD-RNNs. In particular, we find evidence for both our hypotheses, including a very clear demonstration of different mixture components self-organizing to serve as internal models for scenarios with different rules.

2. Background

2.1. MD-RNNs

Generative machine learning models for content such as text, images or sound typically model the generated content with a probability distribution (Goodfellow et al., 2016). Mixture density networks (MDNs) are neural networks that represent mixture density models (McLachlan & Basford, 1988), that is, probability distributions which are composed of several sub-distributions (several Gaussian distributions in the models applied here – see Figure 1). MDNs can in principle represent any conditional probability distribution, and are useful when the modeled phenomenon is not well represented by a simpler distribution. An example, which we study here, is learning internal models of an environment, where different events may or may not occur, but where the average over different events is not meaningful. In this case, the multiple sub-distributions of a mixture density model can help model the fact that the world has multiple possible states which should not be mixed together or averaged.

In practice, a mixture density network (MDN) operates by transforming the outputs of a neural network to form the parameters of a mixture distribution (Bishop, 1994), generally with Gaussian models for each mixture component. These parameters are the centres (µ) and scales (σ) for each Gaussian component, as well as a weight (π) for each component (see Figure 1). The MDN usually uses an exponential activation function to transform the scale parameters to be positive and non-zero. For training, the probability density function of the mixture model is used to generate the negative log likelihood for the loss function. This involves constructing probability density functions (PDFs) for each Gaussian component and categorical distribution from the mixture weights (see Appendix Section 1.4 for details). One advantage of an MDN is that various component distributions can be used so long as the PDF is tractable, for instance, 1D (Bishop, 1994) or 2D (Graves, 2013) Gaussian distributions, or, as in our case, a multivariate Gaussian with a diagonal covariance matrix.

For inference, results are sampled from the mixture distribution. First, the πs are used to form a categorical distribution by applying the softmax function. A sample is drawn from this distribution to determine which Gaussian component will provide the output. The index i of the sampled π is used to select a Gaussian distribution, 𝒩(µ̂, σ̂), from which a sample is drawn to provide the outcome. In some cases, it is advantageous to adjust the diversity of sampling (for instance, to favour unlikely predictions), in which case the temperature of the categorical distribution can be adjusted in the typical way, and the covariance matrices of the Gaussian components may be scaled. We refer the these operations as adjusting π- or σ-temperature respectively.

An MDN can be applied to the outputs of an RNN, forming an MD-RNN. This approach has been applied to model 2D pen data, such as for handwriting (Graves, 2013) and sketches (Ha & Eck, 2017) as well as musical performance (Martin & Torresen, 2018). Other applications include parametric speech synthesis (Wang et al., 2017), and identifying salient locations in video data (Bazzani et al., 2017). Ha and Schmidhuber applied an MD-RNN model to model the future state of a video game screen image and as-
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2.2. Predicting the future with deep neural networks

Progress in deep learning has recently made it possible to learn to predict future frames of video from observing sequences of video frames (Finn et al., 2016; Mathieu et al., 2016). However, most approaches for predicting future visual input from pixels have typically only had the ability to predict a few frames into the future before predicted images get blurry or static. Recently, techniques have been developed that attempt to mitigate this limitation by first encoding frames into a compact, high-level representation, then predicting how this compact representation develops over time. Finally, decoding the predicted compact representation produces a predicted future image. Compared to predictions made directly in pixel-space, such high-level predictions degrade less quickly, demonstrating good prediction performance many seconds into the future (Villegas et al., 2017; Wichers et al., 2018; Ha & Schmidhuber, 2018).

In Ha and Schmidhuber’s recurrent world model (Ha & Schmidhuber, 2018), the predictive model consists of two components: 1) A visual component (V), which learns an encoding/decoding between a visual scene and a compact representation and 2) A memory component (M), which learns how the compact representation develops over time (Figure 2). The first component is learned by a variational autoencoder (VAE (Kingma & Welling, 2013)), by presenting it with a large collection of pictures from the visual scene. The second is learned by an MD-RNN. This world model was demonstrated to be able to predict many frames into the future, and in fact to “dream” whole episodes of agent experience. It is, however, not clear what role the different mixture components in the MD-RNN play in predicting the future.

2.3. Architectures for multiple internal models

One of our hypotheses suggests that the different Gaussian components learn to model different situations with different “rules”, that is, situations where predictions need to be so different that they are best modeled separately. Humans show a remarkable ability to learn internal models (mental simulations) of a wide range of different situations, objects and people, without a high degree of conflict or interference between them.

One theory suggests that this ability is facilitated by the modular organization of our central nervous system. Neural modularity may be a key to allow multiple internal models to coexist, enabling the selection of the appropriate actions for the current context (Ghahramani & Wolpert, 1997; Wolpert et al., 2003). Computational models built around this idea have indeed demonstrated the ability to learn and maintain multiple internal models, and select the appropriate model for a given context (Wolpert & Kawato, 1998; Haruno et al., 2001; Demiris & Khadhouri, 2006). These models work by dividing learning experiences into multiple modules, where different modules compete to represent different situations. After a number of learning episodes, this causes different modules to specialize at representing different internal models, allowing the system to model situations with different rules, with minimal interference. Our hypothesis suggests that the Gaussian components of the MDN self-organize to perform a similar task, allowing scenarios with different rules to be modeled with little interference.

3. Methods

3.1. World Model MD-RNN

Ha and Schmidhuber’s world model (Ha & Schmidhuber, 2018) combines an MD-RNN and a VAE to predict future states of a video game screen (Figure 2). By training the VAE to compress representations of visual scenes, the MD-RNN has a more manageable job of predicting how scenes unfold in the future.
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Training the model happens in two steps: First, the VAE is trained on examples of images from the environment in which we wish to learn to make predictions. The VAE compresses each image (64x64 pixels, with 3 color channels in our setup) into a latent vector, \( z \) (64 floating-point numbers in our case). It then attempts to reconstruct the same image from the latent vector. The VAE is trained to both reconstruct images as well as possible, and to keep the representations of similar inputs close together in latent space (details are found in Appendix Section 1.3). This allows small changes to the latent vector to give meaningful changes in the compressed images.

After the VAE has learned to compress images of the world into latent vectors, the MD-RNN can be trained on sequences of latent vectors. We follow (Ha & Schmidhuber, 2018) in applying a single-layer LSTM (Hochreiter & Schmidhuber, 1997), trained by seeing examples of sequences of images as input, and the same sequence, shifted by one time-step, as outputs. Thereby, the LSTM learns to predict the next latent vector from a sequence of previous observations. More details on the World Model MD-RNN are found in the Appendix Section 1.4.

3.1.1. DATA COLLECTION AND TRAINING

The data collection and training process follows (Ha & Schmidhuber, 2018), except we do not train a controller, since we are here analyzing predictions, and not using them for agent control. The process can be summarized in the following steps (more details in Appendix Section 1.3):

1. Simulate 2,000 episodes with a random policy. Store all actions taken and frames observed.
2. Train a VAE to encode each frame into a length 64 latent vector \( z \), and to decode \( z \) back to the same image.
3. Generate latent vectors \( z \) for each frame from the simulated episodes. Further training can now be done without the actual images.
4. Train an MD-RNN to model \( P(z_{t+1}|a_t, z_t, h_t) \), that is, the probability distribution for next latent vector, given the current latent vector and action, as well as the RNN’s hidden state.

3.2. Training Scenario

We follow (Ha & Schmidhuber, 2018) in training the predictive MDN-RNNs to model the VizDoom (Kempka et al., 2017) Take Cover scenario\(^1\). This scenario takes place in a rectangular room, where a player is facing monsters on an opposite wall. Monsters will fire exploding fireballs at the player, and the player attempts to survive as long as possible by moving left and right, dodging the incoming projectiles. Agents receive 3D images of the scene ahead of them as input, and make only one decision at each timestep: Move to the left, move to the right or stay in the same place.

This scenario serves as a useful test for our hypotheses, since it has both stochastic events (e.g., monsters may or may not launch fireballs) and different situations governed by different rules (an exploding fireball behaves very differently than an incoming fireball mid-air).

3.3. Measuring how MD-RNNs make predictions

After training MD-RNNs, we analyze the predictions they make when “dreaming” about the future. We insert an initial latent vector (representing the real initial state from the game) into the MD-RNN, and then repeat the steps below for as long as we want to predict (Figure 3 illustrates the steps, following the same numbering as the list):

1. Produce a probability distribution over the next latent vector, \( P(\hat{z}_{t+1}|a_t, \hat{z}_t, h_t) \) parametrized by the MDN-parameters, \( \pi, \mu \) and \( \sigma \). Store \( \pi \) (the vector indicating the weight of each Gaussian component).
2. Sample a latent vector \( \hat{z}_{t+1} \) from the probability distribution, and decode it into a predicted frame with the VAE.
3. Analyze the predicted frame to measure which events are depicted (see below). Store the list of events for the current frame together with \( \pi \). Together, these can tell us whether different mixture components generate different events.
4. Repeat the process, starting from point 1, with the sampled \( \hat{z}_{t+1} \) as the RNN input, to predict the next latent vector \( P(\hat{z}_{t+2}|a_{t+1}, \hat{z}_{t+1}, h_{t+1}) \)

Every round through this process generates a new predicted latent vector, which is next used as input to predict the latent vector following it. Storing latent vectors and MD-RNN parameters allows us to subsequently analyze the way the MD-RNN has learned to represent the world and make predictions about it.

3.3.1. MEASURING EVENTS IN PREDICTED FRAMES

Our hypotheses suggest that different mixture components represent either different stochastic events, or different situations where different rules apply. In the world we make predictions about, we identify two stochastic events: 1) Monsters may appear, and 2) they may launch a fireball.
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1. Predict mixture parameters from previous state.

2. Sample next latent vector and decode to image

3. Measure events in scene

Figure 3. Our proposed framework for analyzing how MD-RNNs make predictions

towards the player. Note that monsters never disappear in the modeled world, and fireballs disappearing is not a stochastic event, since once a fireball has been fired, it will deterministically disappear after reaching the other end of the room.

For our second hypothesis, we identify three situations where the rules for how frames evolve in a time sequence are very different: 1) The normal situation (player is facing monsters, who sometimes launch fireballs), 2) an explosion takes place in front of the player and 3) the player is next to a wall. Situation 2 and 3 are so different from the normal situation that internal models of the three different situations could benefit from some separation. Explosions cover a large portion of the screen, and unfold according to a specific sequence, which has little to do with the way a normal scene unfolds (see Figure 5). Walls next to the agent result in unique dynamics, since they require a large portion of the screen to move sideways (in the opposite direction) as the player moves.

Since we are dealing with a quite simple and limited world, we can measure events from frames with straightforward image processing methods from the Python package scikit-image. The methods we apply to measure the presence of monsters, fireballs, walls and explosions are documented in Appendix Section 2, and also made available online.

4. Results

As previously discussed, we have two main hypotheses about the roles of different mixture components in the MD-RNN: 1) Different components learn to model different possible futures, allowing them to creatively sample what will happen next, and 2) Different components learn to form different internal models of the environment, that is, they specialize to model situations governed by a specific set of rules. Below, we analyze MD-RNN predictions along with the weights of mixture components to shed light on these hypotheses.

4.1. Common parameters

In our main experiments, we test 5 independently trained MD-RNNs, all with the same architecture (see Appendix Section 1), to reduce the chance that results are specific to one trained model. In practice, we found results to be very similar when training the same model multiple times with shuffled data. For all five, we generate multiple “dreams” by predicting future latent vectors, and feeding each prediction in as the input-vector to the RNN for the next time-step, along with a randomly sampled action. This allows us to dream up long prediction sequences which, although not always realistic, illuminate how mixture components relate to predicted events. In our main experiments, we generate 10 dreams for each of our 5 models, each dream 1000 time-steps long. Tests of statistical significance apply the Mann-Whitney U test.

---

3. https://scikit-image.org/
4. http://doi.org/10.5281/zenodo.2539145
4.2. Analyzing frames produced in prediction sequences

4.2.1. Stochastic events

Our first hypothesis suggests that different mixture components represent different stochastic events, allowing creative predictions about the future by sampling from different Gaussian components. We test this hypothesis by dreaming up many different futures as described above, and measuring 1) different stochastic events in the dreams and 2) the weight assigned to each component in the mixture model. As mentioned above, there are two different stochastic events in this scenario: fireballs appearing and monsters appearing.

To confidently say that a specific mixture component is particularly responsible for producing one event, we need to measure whether that component has produced the event more frequently than one would expect if events were evenly distributed among components. For instance, if we find that one component is responsible for 80% of the fireball appearances, but that component is also responsible for 80% of all generated frames, then we do not have any clear evidence. We therefore measure the relationship between components and events as follows:

1. Produce 10 different dreams with each of the 5 trained MD-RNNs, resulting in a total of 50 dreams.

2. For each time-step of a dream, measure a) the presence of the events described above, and b) which component is currently the most active (the one with the highest \( \pi \)-value output by the MD-RNN).

3. Within one dream, the component that produced an event most frequently, is denoted as the “main component” for that event. This is the Gaussian that is most likely responsible for generating the given event.

4. Measuring the proportion of the event produced by the “main component” versus the other components across all N dreams yields the leftmost boxes in the pairs in Figure 4.

5. To be sure the “main component” is specifically responsible for the specific event/situation, we also measure the proportion of all frames produced by that component. This yields the rightmost boxes.

6. A significantly higher value in the leftmost than the rightmost box thus indicates that one component is producing the relevant event/situation more frequently than one would expect by looking at the proportion of all events generated by that component.

As we can see in Figure 4, there is a strong tendency for fireball appearances to be produced more by one specific component. There is no similar tendency for monster appearances.

4.2.2. Different internal models

Our second hypothesis is that different mixture components represent different internal models, that is, models of scenarios where the rules are different. To study this, we repeated the calculations outlined above, measuring the presence of such scenarios, rather than stochastic events. As discussed above, we identify 3 scenarios in this game where the rules of how to generate the next frame are very different from the normal situation (facing monsters and any fireballs): 1) having a wall on the left, 2) having a wall on the right and 3) getting hit by an exploding fireball.

Figure 4. The tendency for different stochastic events to be produced by one specific Gaussian component (blue) vs the tendency for that component to be responsible for events overall (orange). *** indicates significant differences with \( p < 0.001 \).

Figure 5. Top: A monster launching a fireball at the player. Bottom: An explosion unfolding in front of the player. The two situations are governed by very different rules. Images down-sampled to the same resolution (64x64) used during training.
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The result of this calculation is shown in Figure 6. There are statistically significant differences ($p < 0.001$) between the main component’s tendency to generate the specific situations and their tendency to generate frames overall, for explosions and walls on either side. We also show that the same effect is not generally present for situations containing fireballs. We hypothesize that this is because fireballs are very common, and do not drastically change the way the world changes from one frame to the next. There should therefore be less need for modeling them in a separate mixture component.

![Figure 6](image)

*Figure 6.* The tendency for different scenarios to be produced by one specific Gaussian component (blue) vs the tendency for that component to be responsible for events overall (orange). ** indicates significant differences with $p < 0.001$.

### 4.3. Plotting component weights and dreams

To further illuminate the role of different mixture components, we let a single trained MD-RNN dream up 100-timestep predictions, while plotting the weights of all components, to see which one is currently most responsible for making predictions. An example of such a plot is shown in Figure 7. Notice one specific mixture component dominates from around timestep 75, the same time that an explosion is present in the frame. In other repetitions of the experiment, we found a different component tends to dominate when the agent is near a wall. In “normal” situations (no nearby walls or explosions), we tend to see different components being active together, without any clear dominance. This supports our second hypothesis, that different components specialize to model scenarios where the rules for generating future frames are different.

### 4.4. Committing to one mixture

As a final test of the role of different mixture components in making predictions, we generated dreams while committing to a single component during an entire dream. We con-
tioned the MD-RNN with a random start image, and made a
dream predicting 1000 steps into the future, sampling only
from the first mixture component. We then repeated this for
each of the five mixture components in the MD-RNN. Since
different trained models may not represent the same events
in the exact same mixture components, we base this analysis
on ten 1000-timestep dreams for each component, from a
single trained model.

The results are shown in Figure 8. There is a clear tendency
for this model to generate explosions with the second mix-
ture component, and walls (both right and left) with the fifth
component. Visualizing the conditional dreams, we observe
something interesting: The components that do not produce
explosions result in dreams where fireballs approach the
player, but stop and hover mid-air, or even reverse and re-
turn to the monsters. Presumably, these components have
never learned to model explosions, and can therefore not
produce them when being responsible for generating dreams
alone.

![Figure 8. The events generated in dreams, when committing to a
single Gaussian component during the entire prediction sequence.](image)

5. Discussion

The results give support for both our initial hypotheses: The
different Gaussian components in the MD-RNN specialize
to model both different stochastic events (Figure 4) and dif-
ferent internal models (Figure 6). For the stochastic events,
we saw a strong tendency for fireball appearances to be
generated more frequently by a specific mixture component,
but the same was not true for monster appearances. Detect-
ing monsters in the generated predictions is more difficult
than the other elements we detect (see Appendix section 2),
and we cannot rule out that a relationship exists here that
we could have measured if monster appearances were less
ambiguous.

For the second hypothesis, we observed very clear evidence
that situations where the rules governing predictions are
different were produced by separate Gaussian components.
This was seen clearly both when measuring which compo-
ents were most active in the different situations (Figures 6
and 7), and when sampling from a single component during
an entire prediction sequence (Figure 8).

6. Conclusion

Through automatic classification of predicted frames, we
have shed light on the way mixture density RNNs predict
the future. We started out with two hypotheses for the role
of the different components in the Gaussian mixture mod-
els, and found some evidence in support of both. First, we
found evidence that different components produce different
stochastic events more frequently, supporting the hypothesis
that different components of the mixture models represent
different potential directions for the predicted future. This
is a valuable property for systems modeling creative pre-
dictions (such as in generation of artistic text, music and
images), since it allows them to strike a balance between
modeling an observed phenomenon and improvising by
choosing between several possible predicted futures.

We found even more solid evidence for our second hypothe-
sis: There is a very strong tendency for different components
of the mixture model to be responsible for producing events
that are governed by different “rules”, that is, events that
require different internal models. Building machine learn-
ing systems that can represent different internal models is
a long-standing challenge, since learning of very different
skills tends to cause interference or forgetting (Ellefesen et al.,
2015). One way this challenge has been handled in the past,
is by building modular systems, where different modules
compete to represent different internal models (Demiris &
Khadhouri, 2006; Haruno et al., 2001). Our results sug-
uggest that mixture density RNNs self-organize to separate
different internal models into different components.

This ability of MD-RNNs opens up a further hypothesis:
Since these networks can automatically self-organize mul-
tiple internal models, they should be well equipped to model
different scenarios with a low degree of interference. In
future studies, we plan to examine this further by training
MD-RNNs on multiple different environments, studying
the effect of the number of components in the MDN on the
observed interference.
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