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Chapter 1

Introduction

The quest for the fundamental building blocks and laws of the world surrounding us has been a driving force to mankind since its early days. The idea that nature consists of small, invisible constituents was first expressed by the ancient Greek Democritus in the fifth century BC. It was not until the nineteenth century AD that this idea was picked up again and embedded in a scientific context. Over time experiments discovered ever smaller substructures, from atoms to electrons and hadrons, and thereon to quarks. From a theoretical point of view, the aim is to embed these experimental results in a model which is based on as few assumptions as possible and can explain all other physical effects.

The currently established model which performs this task is the Standard Model of elementary particle physics. It is one of the best-tested theories of contemporary physics. All known elementary particles are accommodated in this model. Solely the scalar Higgs boson is included in the theory, but could not be found in experiments so far. It is this particle which is assumed to be responsible for the masses of the fermions and weak gauge bosons.

In spite of its success, the Standard Model also has its insufficiencies, and new theories are searched for, which might provide an even better description of nature. One of the most popular ones is supersymmetry. It extends the two, fundamental symmetries of the Standard Model, the Poincaré group and the non-Abelian gauge group $SU(3)_C \otimes SU(2)_L \otimes U(1)_Y$ of strong, weak and electromagnetic interactions, by an anticommuting operator which induces an equal number of bosonic and fermionic states.

The search for supersymmetry and the Higgs boson are main tasks of the Large Hadron Collider (LHC) at CERN. It will start operation in mid-2007 and provide a wealth of data. To verify or falsify theories and to relate this data to parameters of a model, it is necessary to calculate precise theoretical predictions, which match the accuracy which LHC will be able to obtain. As both the Standard Model and its supersymmetric extension are defined as perturbative theories with a series expansion in Planck’s constant $\hbar$, the inclusion of effects beyond leading order is often necessary.
In this thesis production processes for Higgs bosons in the Standard Model and its supersymmetric extension, the Minimal Supersymmetric Standard Model (MSSM) [6], at hadron colliders are considered. The calculations are performed at the one-loop level and include the SUSY-QCD corrections, i.e. corrections with squarks and gluinos running in the loop, for the MSSM Higgs bosons.

The outline of this thesis is as following. First, a short introduction to the Standard Model (SM) is given in chapter 2. Special emphasis is put on the Higgs sector of the SM. Here also a possible extension including higher-order operators is discussed. Despite being a well-tested theory, the Standard Model also has its shortcomings, which are mentioned in the last section of this chapter.

Out of the possible extensions of the Standard Model which aim to solve these deficiencies, supersymmetry is the most popular one, as it is appealing from both an experimental and a theoretical point of view. Its discussion in chapter 3 of this dissertation starts with the basic principles of the theory. After the necessary ingredients to build a phenomenologically viable model are investigated, the focus is put on the simplest supersymmetric extension of the Standard Model, the Minimal Supersymmetric Standard Model (MSSM) [6]. The Lagrangian of the MSSM after supersymmetry breaking is written down and the particle content of the model is explained.

Chapter 4 is concerned with the methods of regularization and renormalization. The first one is necessary to cancel the divergences which appear in the calculation of one-loop cross sections, and renders the amplitudes finite. Renormalization then restores the physical meaning of the calculated cross sections. After a general introduction to the concepts, the renormalization of the strong coupling constant $\alpha_s$ in the way it is used in this thesis, is presented. The chapter concludes with a discussion of the bottom-quark Yukawa coupling. Here the mass counter term introduces large one-loop corrections to the cross section [7, 8]. They are universal, so they can be included in an effective tree-level coupling. Additionally, they are a one-loop exact quantity, so a resummation to all orders in perturbation theory is possible.

The next chapter deals with the calculation of hadronic cross sections. The underlying theory, QCD and the parton model, is briefly introduced. Then explicit formulae for the calculation of integrated and differential hadronic cross sections are given. An important technique to improve the cross-section ratio of signal over background processes and to enable the reconstruction of particular event-types in the detector is the application of cuts to final-state particles. The implementation of these formulae in computer code is done in a program, called HadCalc, which is developed by the author of this thesis and which is lastly presented. It is based on the tools FeynArts [9, 10], FormCalc [11, 12, 13] and LoopTools [11, 14, 15]. The latter is extended to include now the five-point loop integrals, such that a complete one-loop calculation of $2 \rightarrow 3$ processes is possible. HadCalc completes the tool set to provide a largely automated way of calculating hadronic cross sections.
In the subsequent chapters, this program is applied to the calculation of processes which contain supersymmetric Higgs bosons in the final state. The full one-loop SUSY-QCD corrections, i.e. corrections with squarks and gluinos running in the loop, are included in the numerical results.

The associated production of a charged Higgs boson $H^\pm$ and a $W$ boson via bottom quark–anti-quark annihilation is studied in chapter 6. The discovery of a charged Higgs boson would be a clear sign of physics beyond the Standard Model. The above-mentioned universal corrections to the bottom-quark Yukawa coupling are expected to yield a numerically large and dominant contribution for certain regions of the MSSM parameter space, but the size of the SUSY-QCD corrections in the other regions is not known and requires a full one-loop calculation, which is presented in this thesis.

In chapter 7 the production of the lighter CP-even neutral Higgs boson $h^0$ via vector-boson fusion is investigated. This process has a clear final state of two jets in the forward region of the detector and forms an important $h^0$-production mode with small theoretical uncertainties. For the corresponding Standard Model process with a Standard Model Higgs boson $H$ in the final state, the Standard-QCD corrections are already known. They are the same as for $h^0$-production in the MSSM up to the replacement of the Higgs coupling. In the MSSM case additional SUSY-QCD corrections appear. In this thesis the complete one-loop SUSY-QCD corrections are calculated and their effect on the total cross section is discussed. In the last section of this chapter a background to the vector-boson-fusion process, $h^0$-production with two outgoing jets and one or two gluons in the initial state, is considered and its numerical impact studied.

The SUSY-QCD corrections to $h^0$-production in association with heavy, i.e. bottom or top, quarks are presented in chapter 8. Besides being additional discovery channels for the Higgs boson, these processes can also be used to extract the respective quark Yukawa couplings from the data. This task can only be performed if the theoretical uncertainty of the cross section is small. The Standard-QCD corrections to these processes are available in the literature and greatly reduce the dependence on the renormalization and factorization scale. Additionally, there are SUSY-QCD corrections which can also yield large corrections and must be taken into account. Therefore, a full calculation of the one-loop SUSY-QCD corrections is necessary, which is presented in this dissertation.

Lastly, the possibility to measure the quartic Higgs coupling at hadron colliders is analyzed in chapter 9. For this purpose triple-Higgs production via gluon fusion is studied at the leading one-loop order. In this chapter not the MSSM is used as the underlying model, but an effective theory based on the Standard Model where the trilinear and quartic Higgs self-couplings are left as free parameters.

In appendix A the numerical values of the Standard Model parameters, which were kept fixed for all calculations in this thesis, and of the MSSM parameters for the reference point SPS1a' [16] are noted. Appendix B contains the defini-
tions of mathematical quantities which are used throughout the dissertation, and appendix C the parametrization of the phase space for two- and three-particle final states.

In loop calculations integrals over the loop momentum appear which can be solved analytically. The definition of these integrals is given in appendix D. Special attention is paid to the five-point integrals which have not been implemented in the package LoopTools [11, 14, 15] before. The numerical method of Gaussian elimination, which is used to further improve the stability of the loop-integral calculation, is presented in appendix E.

Finally, the complete user manual of HadCalc is attached in appendix F. The program itself can be obtained from the author\footnote{email: mrauch@mppmu.mpg.de}. 
Chapter 2

Standard Model

2.1 Structure of the Standard Model

The Standard Model (SM) of elementary particle physics [1, 2] is one of the best tested theories in physics. It consists of an outer symmetry of the Poincaré group of space-time transformations and a non-Abelian gauge group of the inner direct product $SU(3)_C \otimes SU(2)_L \otimes U(1)_Y$. $SU(3)_C$ is the color gauge group and describes the strong interactions by the theory of QCD. The product $SU(2)_L \otimes U(1)_Y$ specifies the electroweak interactions which unify the electromagnetic and weak interactions. The Higgs mechanism, which will be described in chapter 2.2, breaks this symmetry spontaneously, thereby leaving a $U(1)_Q$ symmetry of electromagnetic interactions which is described by QED. The one remaining interaction, gravitational interaction, is beyond the scope of the SM. In fact, a consistent theory which formulates general relativity in terms of a quantum field theory is not known until today. At the center-of-mass energies used at present or at planned future colliders, which are maximally of the order of a few hundred TeV, the effects due to gravitational interactions are negligibly small. The Standard Model therefore provides an excellent approximation to describe collider physics.

The fermionic sector of the SM consists of spin-$\frac{1}{2}$ leptons ($\nu_e, \nu_\mu, \nu_\tau, e, \mu, \tau$) and quarks ($u, c, t, d, s, b$) which appear in three different generations. The particles of each generation have the same quantum numbers but a different coupling to the Higgs field which will be introduced below. Left-handed fermions transform as a doublet under $SU(2)_L$ where the upper component forms the neutrinos ($\nu_e, \nu_\mu, \nu_\tau$) and up-type quarks ($u, c, t$), respectively, and the lower component the electron-type leptons ($e, \mu, \tau$) and the down-type quarks ($d, s, b$). Right-handed fermions transform as a singlet under $SU(2)_L$ the only exception being that there are no right-handed neutrinos at all. For each group generator a spin-1 gauge boson exists which transforms under the adjoint representation of the respective group. Consequently there are eight gauge bosons for $SU(3)_C$, the gluons, three gauge bosons for $SU(2)_L$, the $W$ bosons, and one for $U(1)_Y$, called $B$. 
Experiments show that not all gauge bosons are massless [17]. Adding an explicit mass term for these gauge bosons is not possible for renormalizable quantum field theories. Such terms are forbidden due to the postulate that the Lagrangian should be invariant under gauge transformations. Otherwise the resulting theory would be non-renormalizable. For this reason another way of giving masses to the gauge bosons is needed. This is achieved by the Higgs mechanism which will be described in the next chapter.

### 2.2 Higgs mechanism

#### 2.2.1 Standard Model Higgs sector

As mentioned above, it is a difficult task to construct a gauge theory which is renormalizable and has massive gauge bosons. In the Standard Model this problem is solved by the Higgs mechanism [3]. The idea is to add additional terms to the Lagrangian, such that the Lagrangian is invariant under the $SU(2)_L \otimes U(1)_Y$ gauge transformations with a ground state which does not share this invariance. To realize this idea one introduces a new complex scalar field, the Higgs field $\Phi$, which behaves like a doublet under $SU(2)_L$ gauge transformations and has hypercharge $Y = +1$. Its ground state acquires a vacuum expectation value $v$, such that a $U(1)_Q$ symmetry of electromagnetic interactions is preserved. The electromagnetic charge is defined as $Q = I_3 + \frac{Y}{2}$, where $I_3$ is the quantum number of the third component of the weak isospin operator. Therefore only the lower component of the doublet can have a vacuum expectation value, as assigning a vacuum expectation value to the upper component would also break the $U(1)_Q$. The Higgs field can be parametrized as

$$\Phi(x) = \begin{pmatrix} \phi^+(x) \\ \phi^0(x) \end{pmatrix} = \begin{pmatrix} G^+(x) \\ v + \frac{1}{\sqrt{2}} (H(x) + iG^0(x)) \end{pmatrix}, \quad (2.1)$$

where $G^+$ is a complex and $H$ and $G^0$ are two real scalar fields. The Higgs potential, i.e. the non-kinematic part of the SM Lagrangian which contains only Higgs fields, can be written as

$$V(\Phi) = -\frac{m_H^2}{2} (\Phi^\dagger \Phi) + \frac{m^2}{2v^2} (\Phi^\dagger \Phi)^2. \quad (2.2)$$

The breaking of a continuous global symmetry leads to massless scalar particles, the Goldstone bosons [18]. One Goldstone boson occurs for each broken generator of the symmetry group. In case of a broken continuous local symmetry, like a gauge symmetry, these Goldstone bosons are unphysical. They can be eliminated by an appropriate choice of gauge, the unitary gauge. Their degrees of freedom are “eaten up” by the gauge bosons which become massive. Once “eaten up”, the Goldstone bosons form the longitudinal modes of the gauge bosons.
2.2. Higgs mechanism

For electroweak symmetry breaking there are three broken generators leading to three “would-be” Goldstone bosons $G^\pm$ and $G^0$. Only the field $H$ in eq. (2.1) is physical. It is the field of the Higgs boson which has not been discovered yet. Its mass $m_H$ is a free parameter of the theory. It is bounded from below by experimental searches $m_H \geq 114.4$ GeV [19] and from above by electroweak precision data where a best fit yields $m_H = 114^{+69}_{-45}$ GeV [20].

After electroweak symmetry breaking the gauge boson triplet $W^i_\mu, i = 1 \ldots 3$, of $SU(2)_L$ and the gauge boson $B_\mu$ ($U(1)_Y$) no longer form the mass eigenstates of the theory. The mass eigenstates are obtained by rotations

$$W^\pm_\mu = \frac{1}{\sqrt{2}} \left( W^1_\mu \pm i W^2_\mu \right), \quad Z_\mu = c_W W^3_\mu - s_W B_\mu, \quad A_\mu = s_W W^3_\mu + c_W B_\mu. \quad (2.3)$$

$s_W$ and $c_W$ denote the sine and cosine of the electroweak mixing angle, the Weinberg angle. The photon field $A_\mu$ stays massless and can be interpreted as the gauge boson of the remaining $U(1)_Q$ symmetry of electromagnetic interactions. The electromagnetically neutral $Z$ and the charged $W$ bosons receive a mass, which is proportional to the vacuum expectation value of the Higgs field:

$$m_Z = \frac{e}{2s_Wc_W} v, \quad m_W = \frac{e}{2s_W} v \quad (2.4)$$

where $e$ is the electromagnetic unit charge. As $W$ and $Z$ have already been found in experimental searches these equations determine the Weinberg angle and the scale of electroweak symmetry breaking $v = 247$ GeV.

The Goldstone bosons $G^\pm$ and $G^0$ of eq. (2.1) are absorbed by the $W$ and $Z$ bosons, respectively. In this thesis the 't Hooft-Feynman gauge is used which has technical advantages for loop calculations since the gauge boson propagators in this gauge take a simpler form. In the 't Hooft-Feynman gauge the Goldstone bosons appear explicitly as internal propagators with a mass equal to that of the associated gauge boson. For external propagators their contribution is accounted for in the longitudinal component of the polarization vector of the respective gauge boson.

In analogy to the inclusion of massive gauge bosons into a renormalizable quantum field theory there is no possibility to introduce fermion mass terms directly. To generate fermion masses one introduces Yukawa interactions which couple the fermions to the Higgs field

$$\mathcal{L}_{\text{Yukawa}} = - \lambda_e^{IJ} \bar{L}_I \Phi e_{R,J} - \lambda_u^{IJ} \bar{Q}_I \Phi^c u_{R,J} - \lambda_d^{IJ} \bar{Q}_I \Phi d_{R,J} + \text{h.c.} \quad (2.5)$$

with

$$\Phi^c = i \sigma_2 \Phi^* = \begin{pmatrix} \phi^0 \star \\ -\phi^+ \star \end{pmatrix} \quad (2.6)$$

which is also an $SU(2)_L$ doublet but has hypercharge $Y' = -1$. The vacuum expectation value $v$ in the decomposition of $\Phi$ (eq. (2.1)) leads to terms which
are bilinear in the fermion fields, i.e. to mass terms for the fermions. The $\lambda^U_f$ are $3 \times 3$ Yukawa coupling matrices. They parameterize the masses of the quarks and further mixing effects in the quark sector.

### 2.2.2 Higher-dimensional operators

The realization of the Higgs sector in the SM is minimal in the sense that it contains just enough additional parameters and fields to give a consistent theory of the particles known nowadays. In extensions of the SM additional terms are possible, which lead to the following general parameterization of the Higgs potential with one doublet $\Phi$ [21, 22]:

$$V(\Phi) = \sum_{n\geq 0} \frac{\bar{\lambda}_n}{\Lambda^{2n}} \left( \Phi^\dagger \Phi - \frac{v^2}{2} \right)^{2+n} = \bar{\lambda}_0 \left( \Phi^\dagger \Phi - \frac{v^2}{2} \right)^2 + O\left( \frac{1}{\Lambda^2} \right). \quad (2.7)$$

The expansion for $n = 0$ on the right-hand side is identical to the SM Higgs potential eq. (2.2) with $\bar{\lambda}_0 = \frac{m_H^2}{2v^2}$ up to the constant term which is not a physical observable and leaves the equations of motion unchanged. The additional terms for $n > 0$ contain operators of mass dimension 6 and higher. Such terms are non-renormalizable but can be considered as effective terms of an extended theory. They are suppressed by the scale $\Lambda$ which is the scale where new physics sets in. The only requirement eq. (2.7) has to fulfill is that its highest non-vanishing coefficient $\bar{\lambda}_i$ is positive so that the potential is bounded from below.

### 2.3 Problems of the Standard Model

Despite its large success there are both experimental and theoretical hints that the SM is only the low-energy limit of a more general theory.

An experimental clue is the measured value of the anomalous magnetic moment of the muon [23]. This observable is known to an extremely high precision from both experiment and theory, where the uncertainty stems from unknown higher-loop contributions and experimental errors on the input parameters. The deviation from the SM prediction is about 0.7-3.26 standard deviations [24].

Another evidence comes from the dark matter problem in the universe [25]. Looking at the rotation of galaxies as a function of the distance from the center shows that for large distances the circular velocity is constant, whereas the observed radiating matter would result in a decrease of the velocity with the distance. This implies that there is some fraction of matter which is contributing to the overall mass density of the galaxy, but not emitting electromagnetic radiation, hence the name dark matter. Precision measurements of the cosmic microwave background [26] yield an average density of the universe that is very close to the so-called critical density, where the curvature of the universe vanishes. Combining these data with our current understanding how the universe
emerged and evolves requires that the total matter content of the universe which contributes to this density is about 27%. The rest is some form of energy, so-called **dark energy**. Of these 27% of matter content, only about 4% of the total matter content consist of the usual baryonic matter, i.e. of matter built up of protons and neutrons. The remaining 23% must be made of non-baryonic, only weakly-interacting matter. The only particles in the SM which fulfill this requirement are the neutrinos. Current upper limits on their masses \[17\] imply however that they cannot account for the whole required dark matter density.

One of the theoretical clues is the unification of coupling constants in Grand Unified Theories (GUT), where all three SM gauge groups merge in a single gauge group. Possible GUT gauge groups are $SU(5)$ \[27\], which is experimentally not viable due to a too large proton decay rate \[28\] or $SO(10)$ \[29\]. Via the renormalization group equations the coupling constants of the three SM gauge groups can be written as running coupling constants which depend on the energy. GUT theories predict that at a high energy scale, typically of the order $M_{\text{GUT}} \approx 10^{15}$ GeV, all three gauge couplings unify. Such a unification does not occur in the SM, even if one takes into account that new particles at the GUT scale might slightly modify the running.

Another hint is the so-called hierarchy problem. If one considers one-loop corrections to the mass of the Higgs boson quadratic divergences appear \[30\]. These divergences can be erased by renormalization. One finds that the corrections are of the order of the largest mass in the loop. If the SM is indeed the ultimate theory up to arbitrary high energies, this heaviest particle is the top quark and the corrections are well under control. But if the SM is replaced by a new theory at higher energies, like a Grand Unified Theory which unifies the electroweak with the strong interactions or a quantum theory which includes gravity, new particles with masses of the order of this new theory will appear, typically with masses of the Planck scale $M_{\text{Planck}} \approx 10^{19}$ GeV. In such new models extreme fine-tuning is necessary to get a Higgs mass of the order of the electroweak scale, as is predicted by electroweak precision data \[20\]. In particular there is no symmetry, neither conserved nor broken, which would explain such a fine-tuning in a natural way.

The last problem concerns the neutrino sector. Neutrinos are assumed to be massless in the SM. It is known from the observation of neutrino oscillations \[31\] that neutrinos possess a tiny mass. There is no conceptual problem to introduce such a mass in the SM. As neutrinos are not of importance for the work presented in this dissertation the exact formulation of the neutrino sector can be ignored.

To solve the problems mentioned above various models have been proposed. The model widely believed to be the most promising candidate is supersymmetry. This extension of the Standard Model was studied in this thesis and will be introduced in the following.
Chapter 3
Supersymmetry

3.1 Basic principles

It was shown by Coleman and Mandula \[32\] that combining space-time and internal symmetries is only possible in a trivial way. In the proof of this theorem only general assumptions on the analyticity of scattering amplitudes and the assumption that the S-matrix is invariant under Lorentz transformations are made.

Later it was realized \[33\] that besides of Lie-algebras, which are defined via commutation relations, one can also use so-called superalgebras, which also contain anticommutators. Then a new type of operators $Q$ is allowed which has the following properties \[6, 34, 35\]:

$$
\{ Q^A_{\alpha}, \bar{Q}^B_{\dot{\beta}} \} = 2\sigma^{\mu}_{\alpha\dot{\beta}} P_\mu \delta^A_B \\
\{ Q^A_{\alpha}, Q^B_{\beta} \} = \{ \bar{Q}_{\dot{\alpha}A}, \bar{Q}_{\dot{\beta}B} \} = 0 \\
[ P_\mu, Q^A_{\alpha} ] = [ P_\mu, \bar{Q}_{\dot{\alpha}A} ] = 0 
$$

(3.1)

The supersymmetry generators $Q$ and $\bar{Q}$ carry Weyl spinor indices $\alpha$, $\dot{\alpha}$, $\beta$, and $\dot{\beta}$ which run from 1 to 2, where the undotted indices transform under the $(0, \frac{1}{2})$ representation of the Poincaré group and the dotted ones under the $(\frac{1}{2}, 0)$ conjugated representation. The indices $A$ and $B$ refer to an internal space and run from 1 to a number $N \geq 1$. For $N > 1$ chiral fermions are not allowed \[36\].

These are necessary to construct the observed parity violation via $SU(2)_L$, where left- and right-handed fermions carry different quantum numbers. Therefore only $(N = 1)$-supersymmetries are relevant for phenomenologically interesting energy ranges and in the following only such supersymmetries will be considered. $P_\mu$ denotes the generator of Lorentz translations, the energy-momentum operator, and $\sigma^{\mu}_{\alpha\dot{\beta}} = (1, \sigma^{i}_{\alpha\dot{\beta}})$ is the four-dimensional generalisation of the Pauli matrices.

The first line of eq. (3.1) shows the entanglement of space-time symmetry and the internal symmetry. The last line indicates the invariance of supersymmetry under Lorentz transformations.
As the operators anticommute with themselves, they have half-integer spin according to the spin-statistics theorem. A detailed calculation shows that their spin is always $\frac{1}{2}$. Therefore we have

$$Q |\text{boson}\rangle = |\text{fermion}\rangle \quad \quad Q |\text{fermion}\rangle = |\text{boson}\rangle . \quad (3.2)$$

The one-particle states belong to irreducible representations of the supersymmetry algebra, the so-called supermultiplets. Each supermultiplet includes both bosonic and fermionic states which are called superpartners to each other. They can be transformed into each other by applying $Q$ and $\bar{Q}$.

Each supermultiplet contains the same number of bosonic and fermionic degrees of freedom. For example the simplest supermultiplet incorporates a Weyl fermion with two helicity states, hence two degrees of freedom. Its bosonic partners are two real scalars each with one degree of freedom, which can also be combined into one complex scalar field. This is called the scalar or chiral supermultiplet.

The next possibility is a spin-1 vector boson. To guarantee the renormalisability of the theory this has to be a gauge boson which is massless and contains two degrees of freedom. It follows that the partner is a massless Weyl fermion. A spin-$\frac{3}{2}$ fermion would render the theory non-renormalisable, so it must be a spin-$\frac{1}{2}$ fermion. This is called a gauge or vector supermultiplet.

From eq. (3.1) follows

$$[P_\mu P^\mu, Q_\alpha] = [P_\mu P^\mu, \bar{Q}_{\dot{\alpha}}] = 0 . \quad (3.3)$$

$P_\mu P^\mu$ is just $M^2$, the squared mass of a state in the supermultiplet. Applying the supersymmetry operator therefore does not change the mass of the state and all states in a supermultiplet have the same mass if supersymmetry is unbroken. This will be important later on when the Lagrangian is constructed.

### 3.2 Superfields

Starting from the supermultiplets one can construct superfields. To simplify the notation Grassmann variables are introduced. These are anticommuting numbers whose properties are defined in chapter B.3. The superalgebra can now be written in terms of commutators

$$\left[ \theta^\alpha Q_\alpha, \bar{Q}_{\dot{\beta}} \right] = 2 \theta^\alpha \sigma^\mu_{\alpha\dot{\beta}} \bar{\theta}^\dot{\beta} P_\mu \quad (3.4)$$

$$\left[ \theta^\alpha Q_\alpha, \theta^\beta Q_\beta \right] = \left[ \bar{Q}_{\dot{\alpha}} \bar{\theta}^{\dot{\alpha}}, \bar{Q}_{\dot{\beta}} \bar{\theta}^{\dot{\beta}} \right] = 0 . \quad (3.5)$$

In general a finite supersymmetric transformation is given by the group element

$$G \left( x_\mu, \theta^\alpha, \bar{\theta}_{\dot{\alpha}} \right) = e^{i \left\{ x_\mu P^\mu + \theta^\alpha Q_\alpha + \bar{\theta}_{\dot{\alpha}} \bar{Q}_{\dot{\alpha}} \right\}} . \quad (3.6)$$
in complete analogy to a general non-Abelian gauge transformation $e^{i\phi_a T^a}$ with the group generators $T^a$. $P^\mu$, $Q_a$ and $\bar{Q}^\dot{\alpha}$ are the generators of the supersymmetry group. The coordinates can be combined into a tuple which represents a superspace coordinate $z = (x_\mu, \theta^\alpha, \bar{\theta}^{\dot{\alpha}})$. The set of all possible coordinates spans the superspace.

The fields on which these generators operate must then also be a function of $\theta$ and $\bar{\theta}$ besides $x_\mu$. These are the so-called superfields $\Phi(x_\mu, \theta, \bar{\theta})$. In superspace one can obtain an explicit representation of $Q_a$ and $\bar{Q}^\dot{\alpha}$ as differential operators. For that purpose one considers a supersymmetry transformation of $\Phi$

$$G(y_\mu, \xi, \bar{\xi}) \Phi(x, \theta, \bar{\theta}). \quad (3.7)$$

Taking the parameters as infinitesimal and performing a Taylor expansion one obtains the following explicit representation of the supersymmetric generators

$$Q_a = \frac{\partial}{\partial \theta^a} - i\sigma^\mu_{\alpha\beta} \bar{\theta}^{\dot{\beta}} \frac{\partial}{\partial x^\mu} \quad (3.8)$$

$$\bar{Q}^\dot{\alpha} = -\frac{\partial}{\partial \bar{\theta}^{\dot{\alpha}}} + i\theta^\beta \sigma^\mu_{\dot{\beta} \dot{\alpha}} \frac{\partial}{\partial x^\mu} \quad (3.9)$$

$$P_\mu = i \frac{\partial}{\partial x^\mu}. \quad (3.10)$$

For the further treatment it is sufficient to consider only infinitesimal supersymmetric transformations which have the following form

$$\delta_G(\xi, \bar{\xi}) \Phi(x_\mu, \theta, \bar{\theta}) = \left[ \xi \frac{\partial}{\partial \theta^a} + \bar{\xi} \frac{\partial}{\partial \bar{\theta}^{\dot{\alpha}}} - i (\xi \sigma^\mu_{\alpha\beta} \bar{\theta}^{\dot{\beta}} - \theta \sigma^\mu_{\dot{\beta} \dot{\alpha}} \bar{\xi}) \frac{\partial}{\partial x^\mu} \right] \Phi(x_\mu, \theta, \bar{\theta}), \quad (3.11)$$

where $\xi$ and $\bar{\xi}$ are also Grassmann variables. Contracted indices which are summed over have been suppressed in this equation.

Analogously to the covariant derivative in gauge theories one also introduces covariant derivatives $D_\alpha$ and $\bar{D}^{\dot{\alpha}}$ with respect to the supersymmetry generators. These derivatives have to be invariant under $Q$ and $\bar{Q}$, which is equivalent to the postulate

$$\{D_\alpha, Q_a\} = \{\bar{D}^{\dot{\alpha}}, Q_a\} = \{D_\alpha, \bar{Q}^\dot{\alpha}\} = \{\bar{D}^{\dot{\alpha}}, \bar{Q}^\dot{\alpha}\} = 0. \quad (3.12)$$

Thus the covariant derivatives are

$$D_\alpha = \frac{\partial}{\partial \theta^a} + i\sigma^\mu_{\alpha\beta} \bar{\theta}^{\dot{\beta}} \frac{\partial}{\partial x^\mu} \quad (3.13)$$

$$\bar{D}^{\dot{\alpha}} = -\frac{\partial}{\partial \bar{\theta}^{\dot{\alpha}}} - i\theta^\beta \sigma^\mu_{\dot{\beta} \dot{\alpha}} \frac{\partial}{\partial x^\mu}. \quad (3.14)$$

From eqs. (3.8, 3.9, 3.13, 3.14) one can also deduce that the Grassmann variables $\theta$ and $\xi$ have spin $-\frac{1}{2}$, while $D$ and $Q$ have spin $+\frac{1}{2}$. 
Superfields can be expanded into component fields. The general expansion of superfields in terms of Grassmann variables is

\[ \Phi(x, \theta, \bar{\theta}) = f(x) + \theta \phi(x) + \bar{\theta} \bar{\chi}(x) + \theta \theta m(x) + \bar{\theta} \bar{\theta} n(x) + \theta \sigma^\mu \bar{\theta} v_\mu(x) + \theta \bar{\theta} \bar{\theta} \lambda(x) + \bar{\theta} \theta \bar{\theta} \psi(x) + \theta \theta \bar{\theta} \bar{\theta} d(x). \]  

(3.15)

Due to the anticommuting properties of Grassmann variables this expansion is complete, i.e., it truncates with the last shown term.

Up to now all expressions have been written out for general superfields. To construct a supersymmetric Lagrangian only two special types of superfields are needed. They are irreducible representations of the supersymmetry algebra. One obtains them by imposing covariant restrictions on a general superfield. In this way they still span a representation space of the algebra but have less components.

### 3.2.1 Chiral Superfields

One possibility are chiral superfields. They are defined by applying the covariant derivative \( \bar{D}_\dot{\alpha} \) on the scalar superfield \( \Phi \) as defined in eq. (3.15)

\[ \bar{D}_\dot{\alpha} \Phi(z) = 0. \]  

(3.16)

The solution of this differential equation leads to a chiral superfield which can be expressed in general component fields as

\[ \Phi = A(x) + i \theta \sigma^\mu \bar{\theta} \partial_\mu A(x) + \frac{1}{4} \theta \theta \bar{\theta} \bar{\theta} \bar{\partial}_\mu \partial^\mu A(x) + \sqrt{2} \theta \psi(x) \frac{i}{\sqrt{2}} \theta \theta \partial_\mu \psi(x) \sigma^\mu \bar{\theta} + \theta \theta F(x). \]  

(3.17)

A is a complex scalar field, \( \phi \) a complex Weyl spinor and \( F \) an auxiliary complex scalar field which has mass dimension two. It transforms under supersymmetry transformations into a total space-time derivative and therefore does not represent a physical, propagating degree of freedom. The product of chiral superfields is again a chiral superfield. For two chiral superfields \( \Phi_1 \) and \( \Phi_2 \) this follows directly from the product rule for derivatives

\[ \bar{D}_\dot{\alpha} (\Phi_1 \Phi_2) = (\bar{D}_\dot{\alpha} \Phi_1) \Phi_2 + \Phi_1 (\bar{D}_\dot{\alpha} \Phi_2) = 0. \]  

(3.18)

Analogously one can define an antichiral superfield \( \Psi \) by the equation

\[ D_\dot{\alpha} \Psi(z) = 0. \]  

(3.19)

In particular the hermitian conjugate \( \Phi^\dagger \) of a chiral superfield \( \Phi \) is an antichiral superfield.
3.2. Vector Superfields

The second special type of superfields are vector superfields. They are derived from a general scalar superfield $V$ by demanding it to be real:

$$V^\dagger(z) = V(z). \quad (3.20)$$

The name vector superfield stems from the fact that in the expansion a real vector field appears as a component field and that these fields are used as generalized gauge fields when supersymmetric gauge theories are constructed.

The complete expansion in terms of component fields is

$$V(x, \theta, \bar{\theta}) = C(x) + i\theta \chi(x) - i\theta \bar{\chi}(x) + \frac{i}{2} \theta \bar{\theta} [M(x) + iN(x)] - \frac{i}{2} \bar{\theta} \theta [M(x) - iN(x)]$$

$$- \theta \sigma^\mu \bar{\theta} v_\mu(x) + i\theta \bar{\theta} \lambda(x) + \frac{i}{2} \bar{\sigma}^\mu \partial_\mu \chi(x) - i\bar{\theta} \theta \lambda(x) + \frac{i}{2} \sigma^\mu \partial_\mu \bar{\chi}(x)$$

$$+ \frac{1}{2} \theta \bar{\theta} \bar{\theta} \lambda \bar{\lambda} + \frac{1}{2} \partial_\mu \partial^\mu C(x). \quad (3.21)$$

$C$, $D$, $M$ and $N$ are scalar fields and $v_\mu$ is the vector field which gives the name to this type of superfields. They all have to be real to fulfill eq. (3.20). $\lambda$ and $\chi$ are Weyl spinors.

For the vector superfield we can now define a supersymmetric gauge transformation which is in the general non-Abelian case described by

$$e^{gV} \rightarrow e^{-ig\Phi^\dagger} e^{gV} e^{ig\Phi} , \quad (3.22)$$

where $\Phi$ denotes again a chiral superfield. This simplifies in the Abelian case to

$$V \rightarrow V + i \left( \Phi - \Phi^\dagger \right) . \quad (3.23)$$

Using this gauge transformation we can simplify eq. (3.21) and choose

$$\chi(x) = C(x) = M(x) = N(x) \equiv 0 \quad (3.24)$$

thereby eliminating unphysical degrees of freedom. This choice of gauge is called Wess-Zumino gauge [5]. As we have used only three of the four bosonic degrees of freedom in $\Phi$ the “ordinary” gauge freedom of an Abelian gauge group is still present and the Wess-Zumino gauge is compatible with the usual gauges.

The vector superfield is now simplified to

$$V = -\theta \sigma^\mu \bar{\theta} v_\mu(x) + i\theta \bar{\theta} \lambda(x) - i\bar{\theta} \theta \lambda(x) + \frac{1}{2} \theta \bar{\theta} \bar{\theta} \lambda \bar{\lambda}$$

$$+ \frac{1}{2} \partial_\mu \partial^\mu D(x) \quad (3.25)$$

with the scalar auxiliary field $D$ with mass dimension two. As in the case of chiral superfields this auxiliary field turns into a total derivative under supersymmetry transformations and does not contribute to the propagating degrees of freedom.

Now we have all building blocks to construct a supersymmetric extension of the Standard Model.
3.3 A Supersymmetric Lagrangian

A supersymmetric Lagrangian requires the action to remain unchanged under supersymmetry transformations

$$\delta_G \int d^4 x \mathcal{L}(x) = 0 \quad .$$

(3.26)

This requirement is fulfilled if the Lagrangian $\mathcal{L}$ turns into a total space-time derivative under supersymmetry transformations. A comparison with the transformation properties of chiral and vector superfields shows that the $F$ and $D$ terms of eq. (3.17) and (3.21) show exactly this behavior. Schematically the Lagrangian can be written simply as

$$\mathcal{L} = \int d^2 \theta \mathcal{L}_F + \int d^2 \theta d^2 \bar{\theta} \mathcal{L}_D \quad .$$

(3.27)

As was noted already in the previous chapter the product of two chiral superfields is again a chiral superfield. Explicit multiplication of the component fields yields a term proportional to $\psi_i \psi_j$ which has the form of a fermion mass term. The product of three chiral superfields which is by induction also a chiral superfield contains terms of the type $\psi_i \psi_j A_k$ which describe Yukawa-like couplings between two fermions and a scalar. Products of four or more chiral superfields would lead to terms with a mass dimension greater than four and yield a Lagrangian which is no longer renormalizable. Thus the terms which can contribute to a supersymmetric Lagrangian can be written in a compact way with the superpotential

$$W(\Phi_i) = \lambda_i \Phi_i + \frac{1}{2} m_{ij} \Phi_i \Phi_j + \frac{1}{3!} g_{ijk} \Phi_i \Phi_j \Phi_k \quad .$$

(3.28)

The product $\Phi \Phi^\dagger$ of a chiral superfield with its hermitian conjugate is self-conjugate. Therefore it is a vector superfield according to the definition eq. (3.20) and a possible candidate for a contribution to $\mathcal{L}_D$:

$$\int d^2 \theta d^2 \bar{\theta} \Phi \Phi^\dagger = FF^* - A\partial_\mu A^\dagger - i\bar{\psi} \sigma_\mu \partial^\mu \psi \quad .$$

(3.29)

The expression contains terms for the kinetic energy of both the scalar and the fermionic component. The auxiliary fields $F$ do not have any kinematic terms so they can be integrated out.

Gauge interactions are introduced by a supersymmetric generalization of the “minimal coupling” $\Phi^\dagger \Phi \rightarrow \Phi^\dagger e^{2g V} \Phi$ with a vector superfield $V$ with $V = T^a V^a$, where $T^a$ are the generators of the gauge group. Written in component fields one can replace the ordinary derivatives by covariant derivatives $D_\mu = \partial_\mu + igv^a_\mu T_a$.

The terms for the kinetic energy of the gauge fields can also be expressed in terms of a superpotential

$$W_a = -\frac{1}{4} (\bar{D} D) e^{-2g V} D_a e^{2g V} \quad .$$

(3.30)
The product $W_a W^a$ is gauge invariant and also a chiral superfield, so its $\theta\bar{\theta}$-term can appear in the supersymmetric Lagrangian. Again only the gauge bosons and their superpartners, the gauginos, obtain kinetic terms, but not the auxiliary fields, so we can eliminate them.

Therefore the most general form of a supersymmetric Lagrangian has the following form:

$$L_{\text{SUSY}} = \int d^2 \theta \left[ \left( \frac{1}{16g^2} W_a W^{a\alpha} + W (\Phi) \right) + \text{h.c.} \right] + \int d^2 \theta d^2 \bar{\theta} (\Phi^\dagger e^{2gV} \Phi).$$

As the two auxiliary fields $F$ and $D$ do not have any terms for the kinetic energy, their equations of motion have a simple form

$$\frac{\partial L}{\partial F_i} = 0 \quad \frac{\partial L}{\partial D_a} = 0.$$

Solving these equations for the $F$ and $D$ fields

$$F_i = - \left[ \frac{\partial W(A_i)}{\partial A_j} \right]^* \quad D_a = -gA_i^* T_{ij} A_j$$

and inserting these expressions into eq. (3.31) the Lagrangian can be completely expressed in terms of physical fields.

### 3.4 Supersymmetry breaking

As shown in eq. (3.3) all members of a supermultiplet must have the same mass. This means if the Standard Model was supersymmetrized by just replacing the fields with their respective superfields there would exist for example a supersymmetric partner to the electron with a mass of 511 keV/c$^2$. This partner particle is a boson with spin 0, but otherwise with the same quantum numbers as the electron, i.e. particularly with a charge of one negative elementary charge. Such a particle would have been discovered experimentally a long time ago.

This problem can be circumvented by requiring that supersymmetry is broken. In this way one can give a mass to the supersymmetric partners which is beyond the current experimental limits. In analogy to spontaneous symmetry breaking in the electroweak sector the Lagrangian itself should be invariant under supersymmetry transformations, but have a vacuum expectation value which is not invariant under such transformations. For supersymmetry this problem is somewhat complicated because additional constraints appear which have to be fulfilled simultaneously. Such a constraint follows immediately from the definition of the supersymmetry algebra eq. (3.1) which implies

$$H \equiv P^0 = \frac{1}{4} \left( \bar{Q}_1 Q_1 + \bar{Q}_1 Q_1 + \bar{Q}_2 Q_2 + \bar{Q}_2 Q_2 \right) \geq 0.$$
Applying the Hamiltonian $H$ onto a state $|\Psi\rangle$ leads to the result that supersymmetry is broken if neither the $D$ nor the $F$ term can be made zero simultaneously.

The Fayet-Iliopoulos mechanism [37] achieves supersymmetry breaking by adding a $D$ term to the Lagrangian which is linear in the auxiliary field, while O’Raifeartaigh models [38] do this via chiral supermultiplets and a superpotential such that not all auxiliary fields $F$ can be made zero at the same time. Both mechanisms are phenomenologically not viable because they can lead to color breaking or the breaking of electromagnetism, or need an unacceptable fine-tuning [39].

Hence one expects that supersymmetry is not broken directly by renormalizable tree-level couplings, but indirectly or radiatively. For these purposes one introduces a hidden sector of particles in which supersymmetry is broken and which has only small or no direct couplings at all to the normal visible sector. The two sectors however share some common interaction which mediates the breaking from the hidden to the visible sector and leads to additional supersymmetry breaking terms. Two possible scenarios for this mediation are widely discussed in the literature [40]. The first one is gravity-mediated supersymmetry breaking. At the Planck scale gravity is anticipated to become comparable in size to the gauge interactions. The mediating interaction is associated with the new gravitational interactions which enter at this scale. Because of the flavor blindness of gravity these gravitational interactions are expected to be flavor-blind as well. A second possibility is that the mediating interactions are the ordinary QCD and electroweak gauge interactions. They connect the visible and the hidden sector via loop diagrams involving messenger particles. This scenario is called gauge-mediated supersymmetry breaking.

For a phenomenological analysis it is often not relevant what the exact way of supersymmetry breaking is but only which additional terms in the Lagrangian are generated. Thereby the cancellation of quadratic divergences should remain valid, such that the solution of the naturalness problem of the Standard Model is not lost. Terms which do not spoil the cancellation are called soft supersymmetry breaking terms. It was shown [41] that only the following terms are soft supersymmetry breaking up to all orders in perturbation theory:

- scalar mass terms $m_{ij}^2 A_i^* A_j$
- trilinear scalar interactions $t_{ijk} A_i A_j A_k + h.c.$
- mass terms for gauge particles $\frac{1}{2} m_l \tilde{\lambda}_l \lambda_l$
- bilinear terms $b_{ij} A_i A_j + h.c.$
- linear terms $l_i A_i$

Now all building blocks are in place and we can turn to building a supersymmetric version of the Standard Model.
3.5 Minimal Supersymmetric Standard Model

The simplest possibility of a supersymmetric extension of the Standard Model is called Minimal Supersymmetric Standard Model (MSSM). The underlying algebra is an (N=1)-supersymmetry with soft supersymmetry breaking. As in the Standard Model the MSSM shall have a local gauge symmetry with respect to the gauge group $SU(3)_C \otimes SU(2)_L \otimes U(1)_Y$, which describe the strong, weak and electromagnetic interactions. Its particle content is obtained by replacing all fields with their corresponding superfields.

Each matter field is assigned a chiral superfield. Its fermionic part describes the usual fermions of the Standard Model and its bosonic part contains the “scalar fermions”, the $s$fermions, as superpartners. For each gauge group a vector superfield is introduced whose vector bosons form the usual gauge bosons of the Standard Model, and the fermionic superpartners are two-component Weyl spinors, in general called $gauginos$. The nomenclature of the new particles usually follows the convention that the bosonic superpartners carry the name of the fermion with a prefix “s”, which is short for “scalar”, and the fermionic superpartners carry the name of the gauge boson with the suffix “-ino”.

In the Higgs sector of the MSSM it is not sufficient to replace the scalar field by a vector superfield. One would need both the field $H$ and its hermitian conjugate $H^*$ to give mass to both up- and down-type quarks. This is forbidden by the requirement that the superpotential must be analytic and so one needs a second Higgs doublet with negative hypercharge. Additionally the fermion which emerges from the single Higgs superfield would carry a non-vanishing hypercharge $Y$. This hypercharge contributes to the chiral anomaly [42] which is not compensated by other particles. The quantized version of such a theory would be inconsistent. In the MSSM the two fermions, one from each Higgs doublet, have opposite hypercharge and their contribution to the anomaly exactly cancels.

Table (3.1) gives an overview of the particle content of the MSSM in the interaction basis. For the gauge superfields we have the following field strengths in the MSSM

$$W^{\alpha}_C = -\frac{1}{4} (\bar{D}D) e^{-2g_s \hat{G}} D^{2g_s \hat{G}}$$

$$W^{i}_L = -\frac{1}{4} (\bar{D}D) e^{-2g_w \hat{W}} D^{2g_w \hat{W}}$$

$$W^{\alpha}_Y = -\frac{1}{4} (\bar{D}D) e^{-2g_y \hat{B}} D^{2g_y \hat{B}} = -\frac{g_y}{4} \bar{D}D D\hat{B}.$$ 

Additionally the superpotential must be fixed. In the MSSM it is defined as

$$W_{\text{MSSM}} = \epsilon^{ij} \left( \lambda_e^{ij} \hat{H}_1^i \hat{L}^j - \lambda_u^{ij} \hat{H}_2^i \hat{Q}^j + \lambda_d^{ij} \hat{H}_1^i \hat{Q}^j \hat{D}^j - \mu \hat{H}_1^i \hat{H}_2^j \right),$$

where $\lambda_e$, $\lambda_u$, and $\lambda_d$ are 3x3 Yukawa coupling matrices and $I$ and $J$ denote the generation index.
| fields | group representation |
|--------|----------------------|
| superfield | fermion field | boson field | $SU(3)_C$ | $SU(2)_L$ | $U(1)_Y$
| **matter sector** | | | |
| Quarks | $\hat{Q}_I$ | $\begin{pmatrix} u_{L,I} \\ d_{L,I} \end{pmatrix}$ | $\begin{pmatrix} \tilde{u}_{L,I} \\ \tilde{d}_{L,I} \end{pmatrix}$ | 3 | 2 | $\frac{1}{3}$
| | $\hat{U}_I$ | $u_{R,I}^c$ | $\tilde{u}_{R,I}$ | $\bar{3}$ | 1 | $-\frac{4}{3}$
| | $\hat{D}_I$ | $d_{R,I}^c$ | $\tilde{d}_{R,I}$ | $\bar{3}$ | 1 | $\frac{2}{3}$
| Leptons | $\hat{L}_I$ | $\begin{pmatrix} \nu_{L,I} \\ e_{L,I} \end{pmatrix}$ | $\begin{pmatrix} \tilde{\nu}_{L,I} \\ \tilde{e}_{L,I} \end{pmatrix}$ | 1 | 2 | -1
| | $\hat{E}_I$ | $e_{R,I}^c$ | $\tilde{e}_{R,I}$ | 1 | 1 | 2
| **gauge sector** | | | |
| $SU(3)_C$ | $\hat{G}^a$ | $\tilde{\chi}_G^a$ | $G_{\mu}^a$ | 8(adj.) | 1 | 0
| $SU(2)_L$ | $\hat{W}^i$ | $\tilde{\chi}_W^i$ | $W_{\mu}^i$ | 1 | 3(adj.) | 0
| $U(1)_Y$ | $\hat{B}$ | $\tilde{\lambda}_B$ | $B_\mu$ | 1 | 1 | 0
| **Higgs sector** | | | |
| $\hat{H}_1$ | $\begin{pmatrix} \tilde{H}_1^1 \\ \tilde{H}_1^2 \end{pmatrix}$ | $\begin{pmatrix} \tilde{H}_1^1 \\ \tilde{H}_1^2 \end{pmatrix}$ | 1 | 2 | -1
| $\hat{H}_2$ | $\begin{pmatrix} \tilde{H}_2^1 \\ \tilde{H}_2^2 \end{pmatrix}$ | $\begin{pmatrix} \tilde{H}_2^1 \\ \tilde{H}_2^2 \end{pmatrix}$ | 1 | 2 | 1

Table 3.1: Superfields and particle content of the MSSM in the interaction basis. Superfields are denoted with a hat and the superpartners all carry a tilde. The generation index $I$ of the quarks and leptons runs from 1 to 3. For the gauge fields the color index $a$ runs from 1 to 8 and the weak isospin index $i$ from 1 to 3. The bold numbers in the group representation of the non-Abelian groups $SU(3)_C$ and $SU(2)_L$ denote the dimension of the representation, where 1 is the trivial representation and the gauge bosons are in the adjoint representation of the group. The number for the Abelian group $U(1)_Y$ denotes the hypercharge of the particle.
3.5. Minimal Supersymmetric Standard Model

Inserting eqs. (3.35)-(3.38) into eq. (3.31) and adding the \( F \) terms to the Lagrangian yields the supersymmetric part of the MSSM Lagrangian

\[
\mathcal{L}_{\text{SUSY}} = \int d^2 \theta \left[ \left( \frac{1}{16g_w^2} W_{C \alpha}^a W_C^{\alpha a} + \frac{1}{16g_w^2} W_{L \alpha}^i W_L^{i \alpha} \right) + \frac{1}{16g_y^2} W_{Y \alpha} W_Y^{\alpha} + W_{\text{MSSM}} \right] + \text{h.c.} 
\]

\[ + \int d^2 \theta d^2 \bar{\theta} \left[ \hat{\mathcal{L}}^\dagger e^{-2g_w \hat{W} + 2g_y \hat{B}} \hat{L} + \hat{\mathcal{E}}^\dagger e^{-2g_y \hat{E}} + \hat{\mathcal{Q}}^\dagger e^{-2g_w \hat{G} + 2g_y \hat{B}} \hat{Q} + \hat{\mathcal{U}}^\dagger e^{-2g_s \hat{G} + 2g_y \hat{B}} \hat{U} + \hat{\mathcal{D}}^\dagger e^{-2g_s \hat{G} + 2g_y \hat{B}} \hat{D} + \hat{H}_1^\dagger e^{-2g_w \hat{W} + 2g_y \hat{B}} \hat{H}_1 + \hat{H}_2^\dagger e^{-2g_w \hat{W} + 2g_y \hat{B}} \hat{H}_2 \right] . \]  

(3.39)

Supersymmetry in the MSSM is broken explicitly by soft supersymmetry breaking terms, i.e. only the terms mentioned at the end of chapter 3.4 are allowed. This leads to the following contributions to the MSSM Lagrangian:

- Majorana mass terms for all gauginos

\[
\mathcal{L}_{\text{soft,majoranamass}} = \frac{1}{2} \left( M_3 \tilde{\lambda}_G^a \tilde{\lambda}_G^a + M_2 \tilde{\lambda}_W^i \tilde{\lambda}_W^i + M_1 \tilde{\lambda}_B \tilde{\lambda}_B \right) + \text{h.c.} 
\]

(3.40)

- mass terms for all scalar superpartners of the Standard Model fermions and for the scalar Higgs fields

\[
\mathcal{L}_{\text{soft,scalarmass}} = - M_L^2 \left( \tilde{\nu}_{L, I}^* \tilde{\nu}_{L, I} + \tilde{e}_{L, I}^* \tilde{e}_{L, I} \right) - M_{\hat{E}}^2 \tilde{e}_{R, I}^* \tilde{e}_{R, I} 
- M_Q^2 \left( \tilde{\tilde{u}}_{L, I}^* \tilde{\tilde{u}}_{L, I} + \tilde{\tilde{d}}_{L, I}^* \tilde{\tilde{d}}_{L, I} \right) - M_{\hat{U}}^2 \tilde{d}_{R, I}^* \tilde{d}_{R, I} - M_{\hat{U}}^2 \tilde{d}_{R, I}^* \tilde{d}_{R, I} 
- m_1^2 |H_1|^2 - m_2^2 |H_2|^2 . 
\]

(3.41)

- bilinear term which couples the two scalar Higgs fields

\[
\mathcal{L}_{\text{soft,bilinear}} = m_{12}^2 \left( \epsilon_{ij} H_1^i H_2^j + \text{h.c.} \right) 
\]

(3.42)

- trilinear interaction terms for the scalar superpartners of the Standard Model fermions

\[
\mathcal{L}_{\text{soft,trilinear}} = - \epsilon_{ij} \left( \lambda_{ie}^{ij} A_e H_1^i \tilde{L}^{ji} \tilde{E}^j - \lambda_{iu}^{ij} A_u H_2^i \tilde{Q}^{ji} \tilde{U}^j + \lambda_{id}^{ij} A_d H_1^i \tilde{Q}^{ji} \tilde{D}^j \right) + \text{h.c.} . 
\]

(3.43)
In the general case the Yukawa couplings $\lambda_e$, $\lambda_u$ and $\lambda_d$ as well as the trilinear couplings $A_e$, $A_u$ and $A_d$ are complex 3 × 3 matrices. The scalar mass parameters $M_{\tilde{L}}, M_{\tilde{E}}, M_{\tilde{Q}}, M_{\tilde{U}}, M_{\tilde{D}}$, are hermitian 3 × 3 matrices. The scalar Higgs mass parameters $m_1$ and $m_2$ are real numbers, and the gaugino mass parameters $M_1$, $M_2$ and $M_3$ as well as the bilinear Higgs coupling $m_{12}$ are complex numbers.

There is an additional possibility for soft-breaking trilinear couplings \[ L_{\text{soft,tri2}} = \left( A'_e I^{\mu} H^2_{ij} \tilde{L}_i I^{\nu} \tilde{E}_j - A'_u I^{\mu} H^1_{ij} \tilde{Q}_i I^{\nu} \tilde{U}_j + A'_d I^{\mu} H^2_{ij} \tilde{Q}_i I^{\nu} \tilde{D}_j \right) + h.c. \] (3.44)

This expression involves charge-conjugated Higgs fields which, in contrast to the superpotential, are possible for soft supersymmetry-breaking terms. However, it turns out that in most scenarios of supersymmetry breaking such terms are not generated. Therefore they are normally not considered and will also be neglected in this thesis.

The complete soft supersymmetry breaking Lagrangian is given by

\[ L_{\text{soft}} = L_{\text{soft,majoranamass}} + L_{\text{soft,scalarmass}} + L_{\text{soft,bilinear}} + L_{\text{soft,trilinear}} \] (3.45)

As next step gauge fixing terms must be added to the Lagrangian. This is required so that all Green functions are still calculable. In this dissertation the $R_\xi$- or ’t Hooft gauge is used

\[ L_{\text{gauge-fixing}} = \frac{1}{2\xi} \left( \partial^\mu G^a_{\mu} \right)^2 - \frac{1}{2\xi} \left( \partial^\mu W^1_\mu + \frac{i}{\sqrt{2}} m_W \xi \left( G^+ - G^- \right) \right)^2 
- \frac{1}{2\xi} \left( \partial^\mu W^2_\mu - \frac{1}{\sqrt{2}} m_W \xi \left( G^+ + G^- \right) \right)^2 
- \frac{1}{2\xi} \left( \partial^\mu W^3_\mu + c_W m_Z \xi G^0 \right)^2 
- \frac{1}{2\xi} \left( \partial^\mu B_\mu - s_W m_Z \xi G^0 \right)^2. \] (3.46)

$G^\pm$ and $G^0$ are the Goldstone bosons which were already described for the Standard Model case in chapter 2.2 and appear in the MSSM in the same way.

Setting $\xi = 1$ yields the ’t Hooft-Feynman gauge which is advantageous for one-loop calculations, because the propagators take a very simple shape, while the Goldstone bosons appear explicitly in the calculation. This kind of gauge is used throughout this thesis.

Finally unphysical modes which were introduced by the gauge-fixing terms are compensated by Faddeev-Popov ghost terms $L_{\text{ghost}}$ [44].

Adding up all contributions gives the complete Lagrangian of the MSSM

\[ L_{\text{MSSM}} = L_{\text{SUSY}} + L_{\text{soft}} + L_{\text{gauge-fixing}} + L_{\text{ghost}}. \] (3.47)

Additional terms could be added to the superpotential in eq. (3.38) which are also gauge-invariant and analytic in the superfields, but violate lepton or baryon
number conservation which has not been observed experimentally so far. Such terms include the coupling of three lepton or quark superfields or the coupling of lepton to quark superfields. The strictest limits on lepton and baryon number violation are obtained by searching for a possible decay of the proton which violates each baryon and lepton number by one unit. Experiments have established a lower limit on the proton lifetime of $10^{29}$ years [17] while general violating terms predict a decay time in the order of minutes or hours. Thus a mechanism must exist which forbids or at least heavily suppresses these terms. The simplest possibility is to postulate a conservation of baryon and lepton number. Such a postulate would be a regression with respect to the Standard Model. There the conservation is fulfilled automatically and a consequence of the fact that there are no renormalizable lepton and baryon number violating terms. Furthermore, postulating lepton and baryon number conservation as a fundamental principle of nature is generally not viable. It is known that there are non-perturbative effects in the electroweak sector which do violate lepton and baryon number conservation, although their effect is negligible for the energy ranges of current experiments.

Instead a symmetry should be introduced which has the conservation of these quantum numbers as a natural consequence. So in the MSSM as a perturbative theory baryon and lepton number conservation is again guaranteed while the existence of non-perturbative effects is not contradicted by demanding a fundamental symmetry. Such a symmetry is given by $R$-parity [45]. A new quantum number $R$ is introduced and from that a so-called $R$-parity $P_R = (-1)^R$ is derived. It is induced by the generators of supersymmetry, stays intact after spontaneous supersymmetry breaking and is multiplicatively conserved. $R = 0$ for all Standard Model particles and the additional Higgs scalars and $R = 1$ for all supersymmetric partners. The link to lepton and baryon number conservation is obvious if one writes the $R$-parity quantum number in terms of baryon number $B$, lepton number $L$ and spin $s$

$$P_R = (-1)^{2s+3(B-L)} \text{.}$$  

(3.48)

$B$ is $+\frac{1}{3}$ for the left-handed chiral quark superfield $Q_I$, $-\frac{1}{3}$ for the right-handed quark superfields $\hat{U}_I$ and $\hat{D}_I$, and 0 for all other particles. Analogously $L$ is +1 for the left-handed lepton superfield $\hat{L}_I$, −1 for the right-handed lepton superfield $\hat{E}_I$, and 0 for all other particles. Then all Standard Model particles and the Higgs scalars have $P_R = +1$ and the supersymmetric partners have an odd $R$-parity of $P_R = -1$.

An interesting consequence of this is that each interaction vertex connects an even number of supersymmetric particles. Therefore they can only be produced in pairs and the lightest supersymmetric particle (LSP) must be stable.
3.6 Particle content of the MSSM

3.6.1 Higgs and Gauge bosons

As in the Standard Model the $SU(2)_L \otimes U(1)_Y$ symmetry is broken by the vacuum expectation values of the Higgs fields in such a way that a $U(1)_Q$ symmetry of electromagnetic interactions remains. Its associated conserved quantum number is the usual electromagnetic charge. As shown before the Higgs sector of the MSSM must consist of two scalar isospin doublets

$$H_1 = \left( v_1 + \frac{1}{\sqrt{2}} (\phi_1^0 - i \chi_1^0) \right) \quad H_2 = \left( v_2 + \frac{1}{\sqrt{2}} (\phi_2^0 + i \chi_2^0) \right) \quad (3.49)$$

with opposite hypercharge. $\phi_1^0$, $\phi_2^0$, $\chi_1^0$ and $\chi_2^0$ are real scalar fields, and $\phi_1^-$ and $\phi_2^+$ are complex scalar fields. In eq. (3.49) an expansion around the vacuum expectation values has been performed, which satisfy the equation

$$\langle H_1 \rangle = \left( v_1 \right) \quad \langle H_2 \rangle = \left( 0 \right) \quad (3.50)$$

Collecting all terms in the Lagrangian which contain only the Higgs fields we have contributions to the Higgs potential from the $F$ terms in the superpotential, from the $D$ terms and finally from the soft supersymmetry breaking terms

$$V_{\text{Higgs}} = |\mu|^2 \left( |H_1|^2 + |H_2|^2 \right)$$
$$+ \frac{1}{8} \left( g_w^2 + g_y^2 \right) \left( |H_1|^2 - |H_2|^2 \right)^2 + \frac{1}{2} g_w^2 |H_1^\dagger H_2|^2$$
$$+ m_1^2 |H_1|^2 + m_2^2 |H_2|^2 - m_3^2 (\epsilon_{ij} H_1^i H_2^j + h.c.) \quad (3.51)$$

This equation shows the close entanglement between supersymmetry breaking and electroweak symmetry breaking. Only including the soft breaking terms it is possible that the minimum of the Higgs potential is not at the origin and the fields acquire a vacuum expectation value.

The mass matrices of the Higgs fields are obtained by differentiating twice with respect to the fields $\phi$ and $\chi$. This leads to four uncoupled real $2 \times 2$ matrices. To obtain the mass eigenstates these matrices have to be diagonalized by unitary matrices. In the case of a real $2 \times 2$ matrix this is simply a rotation matrix. We obtain

$$\begin{pmatrix} G_+ \\ H^+ \end{pmatrix} = \begin{pmatrix} c_\beta & s_\beta \\ -s_\beta & c_\beta \end{pmatrix} \begin{pmatrix} \phi_1^+ \\ \phi_2^+ \end{pmatrix} \quad (3.52)$$

$$\begin{pmatrix} G_0 \\ A^0 \end{pmatrix} = \begin{pmatrix} c_\beta & s_\beta \\ -s_\beta & c_\beta \end{pmatrix} \begin{pmatrix} \chi_1^0 \\ \chi_2^0 \end{pmatrix} \quad (3.53)$$

$$\begin{pmatrix} H_0 \\ h^0 \end{pmatrix} = \begin{pmatrix} c_\alpha & s_\alpha \\ -s_\alpha & c_\alpha \end{pmatrix} \begin{pmatrix} \phi_1^0 \\ \phi_2^0 \end{pmatrix} \quad (3.54)$$
\[ c_\beta, s_\beta, c_\alpha \text{ and } s_\alpha \text{ is a short-hand notation for } \cos \beta, \sin \beta, \cos \alpha \text{ and } \sin \alpha, \text{ respectively. Similar abbreviations will also be used for the other angles in this thesis, as well as } t_\beta \text{ denoting } \tan \beta. \] The mixing angle \( \beta \) is defined as the ratio of the two vacuum expectation values

\[ t_\beta = \frac{v_2}{v_1} \quad \text{with} \quad 0 < \beta < \frac{\pi}{2}. \] (3.55)

\( t_\beta \) is a free parameter of the MSSM. The mixing angle \( \alpha \) is determined by the relation

\[ t_{2\alpha} = t_{2\beta} \frac{m_A^2 + m_Z^2}{m_A^2 - m_Z^2} \quad \text{with} \quad -\frac{\pi}{2} < \alpha < 0. \] (3.56)

The restriction on the given interval determines \( \alpha \) uniquely and is chosen such that always \( m_{h^0} < m_{H^0} \). By electroweak symmetry breaking three group generators are broken and therefore as in the Standard Model three unphysical would-be Goldstone bosons \( G^\pm \) and \( G^0 \) emerge. The five remaining Higgs bosons are physical ones. There are two electrically neutral CP-even Higgs bosons \( h^0 \) and \( H^0 \), one CP-odd \( A^0 \) and two electrically charged ones \( H^\pm \). The mass of the CP-odd Higgs boson \( m_A \) is usually chosen to be the second free parameter of the MSSM Higgs sector. The masses of the other Higgs bosons at tree-level are then

\[ m_{h^0, H^0} = \frac{1}{2} \left( m_A^2 + m_Z^2 \mp \sqrt{(m_A^2 + m_Z^2)^2 - 4m_A^2m_Z^2c_\beta^2} \right), \] (3.57)

\[ m_{H^\pm} = m_A^2 + m_W^2. \] (3.58)

These relations receive large corrections at higher orders which must be taken into account when one wants to obtain realistic predictions. The one-loop corrections are known completely \([46, 47, 48, 49]\). On the two-loop level the calculation of the supposedly dominant corrections in the Feynman diagrammatic approach \([50]\) of \( \mathcal{O}(\alpha \alpha_s) \) \([51, 52, 53, 54, 55]\), \( \mathcal{O}(\alpha_t^2) \) \([51, 56, 57]\), \( \mathcal{O}(\alpha_b \alpha_s) \) \([58, 59]\) and \( \mathcal{O}(\alpha_t \alpha_b + \alpha_s^2) \) \([60]\), a calculation in the effective potential approach \([61]\) and the evaluation of momentum-dependent effects \([62]\) have been performed. As these expressions are rather lengthy they are not written out here. For the numerical evaluation the expressions given in \([63]\) have been used.

As in the Standard Model, electroweak symmetry breaking turns the \( W^i \) and \( B \) gauge bosons into the mass eigenstates \( W^\pm \), \( Z \) and the photon \( \gamma \). \( W \) and \( Z \) bosons acquire a mass, where the single vacuum expectation value of eq. (2.1) is replaced by \( v = \sqrt{v_1^2 + v_2^2} \).

The gauge bosons of \( SU(3)_C \) are the eight massless gluons. Their mass eigenstates are identical to the interaction eigenstates \( g_\mu^a = G_\mu^a \).

### 3.6.2 Higgsinos and Gauginos

All particles which have the same quantum numbers can mix with each other. As the \( SU(2)_L \otimes U(1)_Y \) symmetry is broken, only the \( SU(3)_C \) and \( U(1)_Q \) quantum
numbers have to match.

In the sector of non-colored, charged particles there are the Winos \( \tilde{W}^\pm \) and the charged Higgsinos \( \tilde{H}_1^+ \) and \( \tilde{H}_2^+ \) with

\[
\tilde{W}^\pm = \begin{pmatrix} -i \tilde{\lambda}_W^\pm \\ i \tilde{\lambda}_W^\pm \end{pmatrix} \quad \tilde{H}_1^+ = \begin{pmatrix} \tilde{H}_2^1 \\ \tilde{H}_2^2 \end{pmatrix} \quad \tilde{H}_2^+ = \begin{pmatrix} \tilde{H}_2^2 \\ \tilde{H}_2^1 \end{pmatrix}
\] (3.59)

As for the \( W \) bosons the relation

\[
\tilde{\lambda}_W^\pm = \frac{1}{\sqrt{2}} \left( \tilde{\lambda}_W^1 \mp i \tilde{\lambda}_W^2 \right)
\] (3.60)

holds.

These four two-component Weyl spinors combine into two four-component Dirac fermions called charginos. Their mass matrix is diagonalized by

\[
U^* \begin{pmatrix} \frac{M_2}{\sqrt{2} m_W c_\beta} \\ \mu \end{pmatrix} V^\dagger = \begin{pmatrix} m_{\tilde{\chi}_1^+} & 0 \\ 0 & m_{\tilde{\chi}_2^+} \end{pmatrix} .
\] (3.61)

\( U \) and \( V \) are two unitary matrices which are chosen such that \( m_{\tilde{\chi}_{1,2}^+} \) are both positive and \( m_{\tilde{\chi}_1^+} \leq m_{\tilde{\chi}_2^+} \). The chargino mass eigenstates are given by

\[
\tilde{\chi}_i^+ = \begin{pmatrix} \chi_i^+ \\ \chi_i^- \end{pmatrix} = \begin{pmatrix} V \left( \frac{-i \tilde{\lambda}_W^+}{H_2^1} \right) \\ U \left( \frac{-i \tilde{\lambda}_W^-}{H_2^2} \right) \end{pmatrix} .
\] (3.62)

The uncolored neutral higgsinos and gauginos also mix among each other. We have the two neutral Higgsinos \( \tilde{H}_1^0 \) and \( \tilde{H}_2^0 \), the Zino \( \tilde{Z} \) and the Photino \( \tilde{A} \)

\[
\tilde{H}_1^0 = \begin{pmatrix} \tilde{H}_1^1 \\ \tilde{H}_1^2 \end{pmatrix} \quad \tilde{H}_2^0 = \begin{pmatrix} \tilde{H}_2^1 \\ \tilde{H}_2^2 \end{pmatrix} \quad \tilde{Z} = \begin{pmatrix} -i \tilde{\lambda}_Z \\ i \tilde{\lambda}_Z \end{pmatrix} \quad \tilde{A} = \begin{pmatrix} -i \tilde{\lambda}_A \\ i \tilde{\lambda}_A \end{pmatrix} .
\] (3.63)

The latter two are obtained, as in the case of \( Z \) and \( \gamma \), by rotating \( \tilde{\lambda}_W^3 \) and \( \tilde{\lambda}_B \) by the Weinberg angle

\[
\tilde{\lambda}_Z = c_W \tilde{\lambda}_W^3 - s_W \tilde{\lambda}_B \quad \tilde{\lambda}_A = s_W \tilde{\lambda}_W^3 + c_W \tilde{\lambda}_B .
\] (3.64)

The four Weyl spinors form four Majorana fermions, called neutralinos, whose mass matrix is also diagonalized by a unitary matrix \( N \)

\[
N^* \begin{pmatrix} M_1 & 0 & -m_Z s_W c_\beta & m_Z s_W s_\beta \\ 0 & M_2 & m_Z c_W c_\beta & -m_Z c_W s_\beta \\ -m_Z s_W c_\beta & m_Z c_W c_\beta & 0 & -\mu \\ m_Z s_W s_\beta & -m_Z c_W s_\beta & -\mu & 0 \end{pmatrix} N^\dagger = \begin{pmatrix} m_{\tilde{\chi}_1^0} & 0 & 0 & 0 \\ 0 & m_{\tilde{\chi}_2^0} & 0 & 0 \\ 0 & 0 & m_{\tilde{\chi}_3^0} & 0 \\ 0 & 0 & 0 & m_{\tilde{\chi}_4^0} \end{pmatrix} .
\] (3.65)
Again the remaining freedom in the choice of $N$ is used to order the neutralino masses such that $m_{\tilde{\chi}_1^{0}} \leq m_{\tilde{\chi}_2^{0}} \leq m_{\tilde{\chi}_3^{0}} \leq m_{\tilde{\chi}_4^{0}}$. The neutralino mass eigenstates are given by

$$
\begin{pmatrix}
\tilde{\chi}_1^{0} \\
\tilde{\chi}_2^{0} \\
\tilde{\chi}_3^{0} \\
\tilde{\chi}_4^{0}
\end{pmatrix} = N
\begin{pmatrix}
-i\tilde{\lambda}_B \\
-i\tilde{\lambda}_W \\
\tilde{H}_1 \\
\tilde{H}_2
\end{pmatrix}
$$

(3.66)

The gauginos of $SU(3)_C$, the gluinos, do not mix with other particles as they are the only fermions which are subject to the strong interaction exclusively. There are eight gluinos with mass $m_{\tilde{g}} = |M_3|$. Gluinos are Majorana particles and have the following form

$$
\tilde{g}^a = \begin{pmatrix}
-i\tilde{\lambda}_G^a \\
i\tilde{\lambda}_G^a
\end{pmatrix}
$$

(3.67)

### 3.6.3 Leptons and Quarks

Leptons and quarks have similar properties as in the Standard Model. The Weyl spinors of left- and right-handed fermions can be combined into one Dirac spinor

$$
e_I = \begin{pmatrix}
e_L, I \\
e_R, I
\end{pmatrix} \quad u_I = \begin{pmatrix}
u_L, I \\
u_R, I
\end{pmatrix} \quad d_I = \begin{pmatrix}d_L, I \\
d_R, I
\end{pmatrix},
$$

(3.68)

where $I$ is again the generation index. The down-type quarks $d_I$ are not exact mass eigenstates. A rotation

$$
d'_I = V_{CKM}^{I, J} d_J
$$

(3.69)

by a unitary matrix, the Cabibbo-Kobayashi-Maskawa(CKM)-matrix $V_{CKM} [64]$, is required to turn the flavor eigenstates $d_J$ into mass eigenstates $d'_I$. As the CKM-matrix is close to a unity matrix and flavor-mixing effects do not play any role in the processes which are calculated in this thesis effects induced by the CKM-matrix will be neglected and the CKM-matrix is set to exactly the unity matrix.

Leptons and quarks receive their masses via the Yukawa terms in the superpotential which are bilinear in the lepton and quark fields:

$$
m_e = \lambda_e v_1 \quad m_u = \lambda_u v_2 \quad m_d = \lambda_d v_1
$$

(3.70)

These equations are often rewritten such that the Yukawa couplings are expressed in terms of the fermion masses and the mass of the $W$ boson

$$
\lambda_e = \frac{m_e e}{\sqrt{2}m_W c_\beta} \quad \lambda_u = \frac{m_u e}{\sqrt{2}m_W s_\beta} \quad \lambda_d = \frac{m_d e}{\sqrt{2}m_W c_\beta},
$$

(3.71)

e denoting the elementary charge.
3.6.4 Sleptons and Squarks

In the sfermion sector mixing between different interaction eigenstates can occur in the same way as for the gauginos. In general the $3 \times 3$ trilinear coupling matrices and mass matrices in the soft supersymmetry breaking part of the MSSM Lagrangian can be fully occupied, thus leading to mixing between the sfermions of different generations. Such mixing results in contributions to flavor changing neutral currents (FCNCs) besides the contribution of the CKM-matrix which is already present in the Standard Model. Experimental limits [17] show that such additional contributions have to be small [65]. Additionally, most popular models of supersymmetry breaking mediate this breaking from the hidden sector by flavor-blind interactions. Therefore the soft breaking mass matrices and trilinear couplings are chosen purely diagonal. Then the mass matrices of the electron-like sleptons and the squarks decompose into $2 \times 2$ matrices where only the left- and right-handed fields of each generation mix. These can be written as

$$M^\tilde{f} = \begin{pmatrix} M^\tilde{f}_{LL} + m_\tilde{f}^2 & m_\tilde{f} (M^\tilde{f}_{LR})^* \\ m_\tilde{f} (M^\tilde{f}_{LR})^* & M^\tilde{f}_{RR} + m_\tilde{f}^2 \end{pmatrix} \quad (3.72)$$

with

$$M^\tilde{f}_{LL} = m_Z^2 \left( I^f_3 - Q_f s_W^2 \right) c_{2\beta} + \begin{cases} M^2_L & \text{for left-handed sleptons} \\ M^2_Q & \text{for left-handed squarks} \end{cases} \quad (3.73)$$

$$M^\tilde{f}_{RR} = m_Z^2 \left( Q_f s_W^2 \right) c_{2\beta} + \begin{cases} M^2_R & \text{for right-handed electron-like sleptons} \\ M^2_U & \text{for right-handed up-like squarks} \\ M^2_D & \text{for right-handed down-like squarks} \end{cases} \quad (3.74)$$

$$M^\tilde{f}_{LR} = A_f - \mu^* \begin{cases} t_{3\beta} & \text{for up-like squarks} \\ t_{3\beta} & \text{for electron-like sleptons and down-like squarks} \end{cases} \quad (3.75)$$

$Q_f$ is the electromagnetic charge of the sfermion. $I^f_3$ denotes the quantum number of the third component of the weak isospin operator $T_3$ which is $+\frac{1}{2}$ for up-like squarks and $-\frac{1}{2}$ for down-like squarks and electron-like sleptons. These mass matrices can again be diagonalized by a unitary matrix

$$U_\tilde{f} M^\tilde{f} U_\tilde{f}^\dagger = \begin{pmatrix} m_{\tilde{f}_1}^2 & 0 \\ 0 & m_{\tilde{f}_2}^2 \end{pmatrix} \quad (3.76)$$

The fields then transform as

$$\begin{pmatrix} \tilde{f}_1 \\ \tilde{f}_2 \end{pmatrix} = U_\tilde{f} \begin{pmatrix} \tilde{f}_L \\ \tilde{f}_R \end{pmatrix} \quad (3.77)$$
In the sneutrino sector only left-handed fields exist. For this reason the mass matrix consists only of the $M^{LL}_{f}$ element given in eq. (3.73). $M^{LL}_{f}$ is therefore a free parameter of the theory which directly gives the squared mass of the sneutrinos according to

$$m_{\tilde{\nu}_I}^2 = \frac{1}{2} m_Z^2 c_{2\beta} + M_L^2 . \tag{3.78}$$

The interaction eigenstates $\tilde{\nu}_I$ are identical to the mass eigenstates.
Chapter 4

Regularization and Renormalization

In general the Lagrangian of a model contains free parameters which are not fixed by the theory, but must be determined in experiments. On tree-level these parameters can be identified directly with physical observables like masses or coupling constants. If one goes to higher-order perturbation theory these relations are modified by loop contributions. Additionally the integration over the loop momenta is generally divergent which further complicates the situation. To achieve a mathematically consistent treatment it is necessary to regularize the theory before predictions can be made. This introduces a cutoff in the relations between the parameters and the physical observables. As a consequence, the parameters appearing in the basic Lagrangian, the so-called “bare” parameters, have no longer a physical meaning. This physical meaning is then restored via renormalization. The renormalized parameters obtained in this way are again finite. Their value is fixed by renormalization conditions.

The details of this procedure are described in the following sections.

4.1 Regularization

The ultra-violet divergences appearing in the integration over loop momenta must be treated via a regularization scheme. Therefore a regularization parameter is introduced into the theory which leads to finite expressions, but leaves the expressions dependent on the renormalization parameter.

There exist different regularization schemes, three of which are shortly described in the following:

Pauli-Villars Regularization
This regularization scheme [66] is very simple. Originally the integration region over the four-dimensional loop momentum ranges from plus to minus infinity. In
this scheme it is restricted such that the absolute value of the loop momentum is below a certain finite value. This cutoff parameter must be much larger than any other mass scale appearing in the theory. Performing a regularization in this way usually destroys gauge symmetry, so it is not used for practical calculations and not further taken into account in this dissertation.

**Dimensional Regularization**
Loop integrals are divergent if the dimension of the integration is exactly four. Dimensional regularization [67] exploits this fact. If one shifts the dimension of the loop momentum by an infinitesimal value and performs the integration in $D = 4 - 2\epsilon$ dimensions, the integral becomes finite. The divergences now appear as poles in the infinitesimal parameter $\epsilon$. Additionally, the dimensions of all fields are also set to $D$ dimensions and the gauge couplings are multiplied by $\mu^{2\epsilon}$. The parameter $\mu$ has the dimension of a mass and specifies the regularization scale. It is introduced to keep the coupling constants dimensionless. This scheme is normally used in Standard Model calculations as it preserves gauge symmetry. It does, however, not preserve supersymmetry. As the fields are $D$-dimensional, additional degrees of freedom are introduced so that the number of fermionic degrees of freedom no longer equals the number of bosonic degrees of freedom and therefore supersymmetry is broken.

**Dimensional Reduction**
This scheme [68, 69] is similar to dimensional regularization in the respect that the loop integration is performed in $D$ dimensions and the divergences are recovered as poles in $\epsilon$. In this scheme the fields are kept four-dimensional in order to avoid explicit supersymmetry breaking. The mathematical consistency of dimensional reduction has long been questioned [70], but recently a consistent formulation [71] could be established. It could be shown that supersymmetry is conserved for matter fields at least up to the two-loop order.

### 4.2 Renormalization

The dependence on the unphysical scale $\mu$ can be removed via renormalization. It consists of a set of rules which consistently replaces the bare parameters in the Lagrangian by new finite ones.

There exist different degrees of renormalizability. One possibility are super-renormalizable theories. They are characterized by the fact that the coupling has positive mass dimension. In these theories only a finite number of basic Feynman diagrams diverge. These divergences can, however, appear as subdiagrams at every order in perturbation theory. An example for such a theory is scalar $\phi^3$-theory. Here apart from vacuum polarization graphs only the one- and two-loop tadpoles and the one-loop self-energy diagram are divergent.
In renormalizable theories only a finite number of amplitudes diverge, but these divergences occur at all orders of perturbation theory. In such theories there are also dimensionless couplings but none with a mass dimension smaller than zero. To cancel the divergences a finite set of rules is necessary. Non-Abelian gauge theories like the Standard Model and the MSSM belong to this category. Their renormalizability was first proven in ref. [72].

Finally a theory can be non-renormalizable. In this case all amplitudes are divergent if the order of perturbation theory is sufficiently high. The set of rules to absorb the divergences is infinite and new ones appear at each order of perturbation theory. This means that the theory loses its predictive power. It might at first sight look like such models would be useless, but this is not the case. Non-renormalizable models are often used for effective theories. Here operators of a mass dimension greater than four appear in the Lagrangian. As the final expression in the Lagrangian must be of mass dimension four, this is compensated by an appropriate power of a cut-off mass appearing in the denominator. This cut-off mass defines the energy scale up to which the effective theory is valid and above which it must be replaced by the full renormalizable theory. In the overlap region where both theories give a useful result, a matching between the two is performed, thereby fixing the renormalization conditions and allowing meaningful predictions.

4.2.1 Counter terms

One of the most popular renormalization approaches nowadays is multiplicative renormalization with counter terms. In this scheme the bare parameters $g_0$, i.e. couplings and masses appearing in the Lagrangian, are replaced by renormalized ones $g$, which are related to the bare ones via the renormalization constant $Z_g$

$$g_0 = Z_g g = (1 + \delta Z^{(1)}_g + \delta Z^{(2)}_g + \ldots) g,$$

where on the right-hand side the renormalization constant has been expanded in orders of perturbation theory and the order is denoted by the superscript. The renormalized $g$ have a finite value. The $\delta Z^{(i)}_g$ absorb the divergences which appear in the loop integrals and are parametrized in the regularization parameter. Therefore they remove the dependence on the unphysical regularization parameter. Additionally, finite parts can be absorbed in the renormalization constants, as the decomposition in eq. (4.1) is not unique. Which finite parts are absorbed in the renormalization constants depends on the chosen renormalization scheme, which will be discussed below. If one also adds the wave function renormalization of external particles, the renormalization of the parameters is sufficient to obtain finite S-matrix elements. To achieve the finiteness of off-shell Green functions, the fields must be renormalized as well. Therefore the bare fields $\Phi_0$ are replaced
by the renormalized ones $\Phi$ and the field renormalization constant $Z_\Phi$.

$$
\Phi_0 = \sqrt{Z_\Phi} \Phi = \left(1 + \frac{1}{2} \delta Z_\Phi^{(1)} - \frac{1}{8} \delta Z_\Phi^{(1)^2} + \frac{1}{2} \delta Z_\Phi^{(2)} + \ldots\right) \Phi .
$$

Again on the right-hand side the field renormalization constant is written out as an expansion in orders of perturbation theory. Thereby, the term containing the squared of the one-loop renormalization constant $(-\frac{1}{8} \delta Z_\Phi^{(1)^2})$ is part of the two-loop contribution. Similarly, for higher orders the orders of all renormalization constants which appear in a term must be added up to give the loop order to which the term contributes.

Using both parameter and field renormalization all Green functions are finite. We can now insert the renormalized parameters and fields into the bare Lagrangian

$$
\mathcal{L}(g_0, \Phi_0) = \mathcal{L}\left(Z_g g, \sqrt{Z_\Phi} \Phi\right) = \mathcal{L}(g, \Phi) + \mathcal{L}_{CT}(g, \Phi, Z_g, Z_\Phi) \quad (4.3)
$$

and write it as a sum of the renormalized Lagrangian $\mathcal{L}(g, \Phi)$ and the counter-term part which can be expanded in terms of the loop order

$$
\mathcal{L}_{CT}(g, \Phi, Z_g, Z_\Phi) = \mathcal{L}_{CT}^{(1)}(g, \Phi, \delta Z_g^{(1)}, \delta Z_\Phi^{(1)}) + \mathcal{L}_{CT}^{(2)}(g, \Phi, \delta Z_g^{(1)}, \delta Z_g^{(1)}, \delta Z_\Phi^{(2)}, \delta Z_\Phi^{(2)}) + \ldots . \quad (4.4)
$$

In this thesis only one-loop corrections to processes are considered. So only the one-loop counter terms $\delta Z^{(1)}$ enter the calculations, hence for simplicity the superscript (1) on the $\delta Z$ will be dropped from now on.

### 4.2.2 Renormalization Schemes

The finite part of the renormalization constants is not fixed by the divergences, but can be chosen in a suitable way. The definition of these finite parts together with an independent set of parameters comprises a renormalization scheme and therefore defines the relation between the observables and the parameters of the theory. If one adds up all orders of perturbation theory the result is independent of the chosen renormalization scheme. The value of the input parameters, however, still depends on the renormalization scheme and must be chosen appropriately. For actual calculations only a finite number of orders can be taken into account. The resulting dependence on the renormalization scheme is then a measure for the theoretical uncertainty which is induced by the missing higher-order terms.

The simplest renormalization scheme is the minimal-subtraction scheme or short MS-scheme [73]. It is based on dimensional regularization as regularization scheme. In this scheme the counter terms absorb just the divergent $\frac{1}{\epsilon}$-terms but
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no finite contributions. This scheme is actually a whole set of schemes, as the scale $\mu$, which was introduced in the regularization step, is still present. This scale is now taken as the renormalization scale $\mu_R$ and for specifying a concrete renormalization scheme $\mu_R$ must be fixed as well.

A commonly used variant of the MS-scheme is the modified minimal subtraction scheme or short $\overline{\text{MS}}$ scheme [74, 75, 76]. It is based on the observation that the $\frac{1}{\epsilon}$-terms are always associated with other constant terms that emerge from the continuation of the loop momentum in $D$ dimensions and are denoted by $\Delta^n$, where $n$ is the loop order. At one-loop order it has the following explicit form

$$\Delta = \frac{1}{\epsilon} - \gamma_E + \ln 4\pi,$$  \hspace{1cm} (4.5)

where $\gamma_E$ denotes the Euler-Mascheroni constant. The absorption of the numerical constants $\gamma_E$ and $\ln 4\pi$ corresponds to a redefinition of the renormalization scale

$$\mu^2_{R \overline{\text{MS}}} := \mu^2_R e^{\ln 4\pi - \gamma_E}. \hspace{1cm} (4.6)$$

If dimensional reduction is used as the regularization scheme, the renormalization scheme is called $\overline{\text{DR}}$. Apart from that the procedure is identical to the $\overline{\text{MS}}$ scheme. The $\Delta^n$ terms are subtracted by the renormalization constants but no other finite parts. As before, this corresponds to a redefinition of the renormalization scale $\mu^2_{R \overline{\text{DR}}}$. On the one-loop level the counter terms are identical, while at higher orders they differ because the two regularization schemes induce different finite parts.

Another, distinct possibility is the on-shell scheme (OS scheme) [77, 78]. The expression on-shell means that the renormalization conditions are set for particles which are on their mass shell. The mass of a particle which is on-shell is given by the real part of the pole of the propagator and can be interpreted as its physical mass. In the OS scheme the real parts of all loop contributions to the propagator pole and consequently to this mass are absorbed in the mass counter terms. Hence the counter terms in the OS scheme also have a non-vanishing finite part and the dependence on the regularization scale $\mu$ is completely eliminated in this scheme. Coupling constants are renormalized in the OS scheme by demanding that the coupling constants stay unchanged if all particles coupling to the vertex are on-shell. This means that all corrections to the vertex are compensated by the counter term of the coupling constant. For the on-shell renormalization of fields one demands that the propagators are correctly normalized, i.e. the residue of the renormalized on-shell propagator is equal to one.

The renormalization of $t_\beta$, the ratio of the two Higgs vacuum expectation values, is performed via $\overline{\text{DR}}$ also when otherwise the OS scheme is used [79]. As $t_\beta$ does not receive any SUSY-QCD corrections at one-loop order, its renormalization is not necessary for the calculations of this thesis. Also the strong coupling constant $\alpha_s$ is always renormalized in the $\overline{\text{MS}}$ or $\overline{\text{DR}}$ scheme. The details of the renormalization of $\alpha_s$ are presented in the next section.
A complete expression of all Standard Model one-loop counter terms in the OS scheme was given in ref. [78]. Its extension to the MSSM was performed in ref. [80]. In this thesis the same conventions as in these two references are used.

### 4.2.3 Renormalization of the strong coupling constant

As every other parameter, the coupling constant $g_s$ of the strong interaction receives divergent loop corrections. These divergences must be removed by renormalization. As shown in the previous section, $g_s \equiv \sqrt{4\pi\alpha_s}$ is renormalized multiplicatively such that

$$g_s^0 = Z_{g_s} g_s \overset{\text{one-loop}}{=} (1 + \delta Z_{g_s}) g_s.$$  \hfill (4.7)

The explicit form of $\delta Z_{g_s}$ depends on the renormalization scheme. Choosing the OS scheme for this task, however, is not possible. If the renormalization condition for $g_s$ is formulated completely analogous to the renormalization of the electromagnetic coupling constant, one must demand that the corrections to the gluon–quark–anti-quark vertex vanish in the limit of zero-momentum transfer. To formulate this condition the value of $g_s$ would be needed in a region which is below the QCD scale $\Lambda_{\text{QCD}}$. Coming from values above, $g_s$ formally reaches infinity at this scale and perturbative methods are no longer defined. As the OS scheme is based on the validity of perturbation theory this would lead to a self-contradiction.

Instead another renormalization scheme must be used, which avoids the dependence on $g_s$ at zero-momentum transfer. The $\overline{\text{MS}}$ and $\overline{\text{DR}}$ schemes share this property. In these schemes the counter term $\delta Z_{g_s}$ is fixed by the condition that the gluon–quark–anti-quark vertex is finite. Due to a Slavnov-Taylor identity, which guarantees the universality of $g_s$, this automatically results in finite three- and four-gluon vertices. The counter term has the following explicit form

$$\delta Z_{g_s} = -\frac{\alpha_s}{4\pi} \left(11 - \frac{2}{3} n_f - 2 - \frac{1}{3} n_f\right) \Delta,$$  \hfill (4.8)

where the contributions to the sum originate from gluons, quarks, gluinos and squarks. $n_f = 6$ denotes the number of quark flavors. The last two terms originate from the supersymmetric particles and are not present in the Standard Model.

The behavior of $g_s$ with respect to higher-order corrections can be improved by the use of renormalization group equations (RGE). The one-loop RGE sum up all leading-log contributions which have the form $g_s^{2n} (\mu_R) (\ln \mu_R)^n$. Their application
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leads to the following expression for the strong coupling constant \(^1\) [16]:

\[
\alpha_s^{\text{DR}}(\mu_R) = \frac{\alpha_s^{\text{DR}}(m_Z)}{1 - \frac{2}{2\pi}\alpha_s^{\text{DR}}(m_Z) \ln \frac{m_Z}{\mu_R}}.
\]  

(4.9)

The experimental value [17] for \(\alpha_s\) is given in the \(\overline{\text{MS}}\) scheme at the scale \(m_Z\) and using the Standard Model RGE for extracting \(\alpha_s^{\overline{\text{MS}}}\) from the data. This must be converted to \(\alpha_s^{\text{DR}}\) via

\[
\alpha_s^{\text{DR}}(m_Z) = \frac{\alpha_s^{\overline{\text{MS}}}(m_Z)}{1 - \Delta \alpha_s}.
\]  

(4.10)

with

\[
\Delta \alpha_s = \frac{\alpha_s^{\overline{\text{MS}}}(m_Z)}{2\pi} \left( \frac{1}{2} - \frac{2}{3} \ln \frac{m_t}{m_Z} - 2 \ln \frac{m_{\tilde{g}}}{m_Z} - \frac{1}{6} \sum_{\text{squarks}} \left( \ln \frac{m_{\tilde{q}_1}}{m_Z} + \ln \frac{m_{\tilde{q}_2}}{m_Z} \right) \right).
\]  

(4.11)

The \(\ln \frac{m}{m_Z}\) terms in the last equation decouple the particles heavier than \(m_Z\) from the running of \(\alpha_s\).

Also the finite part of the one-loop contribution to the gluon–quark–anti-quark vertex depends on the renormalization scale \(\mu_R\). It should best be chosen in a way that the error, which is induced by missing higher-order corrections, is as small as possible [81, 82]. Since \(R\)-parity is conserved in the MSSM, the one-loop diagrams decompose into two distinct sets, where the loop either consists solely of SUSY particles or does not contain any supersymmetric particles at all. The latter ones form the corrections which also appear in the Standard Model. Except for the top quark, which is decoupled, they take part in the running of \(\alpha_s\). For these contributions the same renormalization scale \(\mu_R\) should be used as in eq. (4.9) which is typically of the order of the energy scale of the considered process.

For the additional SUSY contributions another, special value \(\tilde{\mu}_R\) is chosen [81, 82]. This is possible because the two sets of diagrams are distinct and all supersymmetric particles are decoupled from the running of \(\alpha_s\). The scale is chosen such that the contribution of these diagrams vanishes at zero-momentum transfer. Under this condition \(g_s\) is taken at the scale \(\mu_R\), so the procedure is well-defined. It is fulfilled if

\[
2 \ln \frac{m_{\tilde{g}}^2}{\tilde{\mu}_R^2} + \frac{1}{6} \sum_{\text{squarks}} \left( \ln \frac{m_{\tilde{q}_1}^2}{\tilde{\mu}_R^2} + \ln \frac{m_{\tilde{q}_2}^2}{\tilde{\mu}_R^2} \right) = 0.
\]  

(4.12)

---

\(^1\)Here the formula for \(\alpha_s\) is quoted as this constant is normally used in calculations and also the experimental value of the coupling constant is given in terms of \(\alpha_s\). The corresponding expression for \(g_s\) can simply be derived from the relation \(\alpha_s \equiv \frac{g_s^2}{4\pi}\).
Figure 4.1: One-loop SUSY-QCD diagram mediating an effective coupling between the bottom quark and $H_2^2$. The cross in the gluino line here represents a mass insertion, i.e. the $m_{\tilde{g}}$ term is chosen when computing the trace over the fermion line. The subscripts $a$ and $b$ of the sbottom particles take the values 1 and 2.

Solving for $\tilde{\mu}_R$ yields

$$\tilde{\mu}_R = \sqrt{m_{\tilde{g}}} \prod_{\text{squarks}} (m_{\tilde{q}_1} m_{\tilde{q}_2})^{1/4} . \quad (4.13)$$

This procedure reduces the numerical value of the one-loop corrections and therefore makes the calculation more stable against the theoretical uncertainty from missing higher-order terms.

### 4.3 Bottom-quark Yukawa Coupling

The mass of the bottom quark and its Yukawa coupling to the Higgs particles are intimately related. They originate from the same term in the unbroken Lagrangian. After the Higgs fields have acquired a vacuum expectation value, the vacuum-expectation-value component yields the mass term of the bottom quark in the Lagrangian and the other components describe the Yukawa coupling of the bottom quark to the various Higgs particles. This relation can be modified by loop corrections, and it turns out that these are very large in the case of bottom quarks [7, 8]. A resummation of the leading corrections to all orders in perturbation theory can be performed, which greatly reduces the theoretical uncertainty originating from unknown higher-order corrections.

At tree-level the bottom quark only couples to the first Higgs doublet $H_1$ as can be seen from the superpotential eq. (3.38). A coupling to the second one $H_2$ is forbidden. Such a coupling can, however, be generated dynamically at the one-loop level. Taking into account only SUSY-QCD corrections, i.e. corrections with squarks and gluinos, this is done by the single diagram Fig. 4.1. Although this contribution is loop-suppressed, it can induce a potentially large shift in the tree-level relations, because it is enhanced by $t_\beta$. By electroweak symmetry breaking the Higgs field $H_2^2$ acquires a vacuum expectation value $v_2$ and firstly we
4.3. Bottom-quark Yukawa Coupling

will consider only this part. On tree-level the bottom-quark mass and its Yukawa coupling $\lambda_b$ are related via

$$m_b = \lambda_b v_1.$$  \hfill (4.14)

Adding the vacuum-expectation-value contribution from Fig. 4.1 changes this equation to

$$m_b = \lambda_b v_1 + \Delta \lambda_b v_2 = v_1(\lambda_b + \Delta \lambda_b t_\beta) = \lambda_b v_1 (1 + \Delta m_b).$$  \hfill (4.15)

As the numerical value of $m_b$ is fixed by experiments, this results in a change of the effective Yukawa coupling of the bottom quark

$$\lambda_b = \frac{m_b}{v_1} \frac{1}{1 + \Delta m_b}. \hfill (4.16)$$

Computing the diagram in Fig. 4.1 in the limit of vanishing external momentum yields the following explicit form for $\Delta m_b$:

$$\Delta m_b = \frac{2\alpha_s}{3\pi} m_\tilde{g} \mu t_\beta I(m_{\tilde{b}_1}, m_{\tilde{b}_2}, m_{\tilde{g}}) \hfill (4.17)$$

with

$$I(m_{\tilde{b}_1}, m_{\tilde{b}_2}, m_{\tilde{g}}) = - \left( \frac{m_{\tilde{b}_1}^2 m_{\tilde{b}_2}^2 \ln \frac{m_{\tilde{b}_1}^2}{m_{\tilde{b}_2}^2} + m_{\tilde{b}_2}^2 m_{\tilde{g}}^2 \ln \frac{m_{\tilde{b}_2}^2}{m_{\tilde{g}}^2} + m_{\tilde{g}}^2 m_{\tilde{b}_1}^2 \ln \frac{m_{\tilde{g}}^2}{m_{\tilde{b}_1}^2}}{m_{\tilde{b}_1}^2 - m_{\tilde{b}_2}^2} \right) \times \frac{1}{(m_{\tilde{b}_2}^2 - m_{\tilde{g}}^2)(m_{\tilde{g}}^2 - m_{\tilde{b}_1}^2)} \hfill (4.18)$$

and $\mu$ denoting the MSSM parameter which couples the two Higgs doublets. In the limit where the squark and gluino masses have approximately the same value, denoted by a common SUSY mass $m_{\text{SUSY}}$, the last equation simplifies to

$$I(m_{\text{SUSY}}, m_{\text{SUSY}}, m_{\text{SUSY}}) = \frac{1}{2m_{\text{SUSY}}^2}. \hfill (4.19)$$

If additionally $\mu$ is of comparable size, this results in

$$\Delta m_b = \text{sign}(\mu) \frac{\alpha_s(m_R = m_{\text{SUSY}})}{3\pi} t_\beta. \hfill (4.20)$$

So for large values of $t_\beta$ this effect can be of $O(1)$ and does not vanish for heavy SUSY spectra.

For computations up to one-loop order eq. (4.16) can be expanded so that it contains only corrections up to $O(\alpha_s)$. The equation is then modified and reads

$$\lambda_b = \frac{m_b}{v_1} (1 - \Delta m_b). \hfill (4.21)$$
So for large absolute values of $\Delta m_b$, which are phenomenologically very interesting, huge one-loop corrections appear. If $\Delta m_b$ exceeds one, the standard way of computing one-loop cross sections by adding the interference term between tree-level and one-loop diagrams even yields negative total cross sections which are obviously wrong. One might even question if perturbation theory is still valid in this regime, but definitely higher-order calculations would be needed to reduce the theoretical uncertainty.

This problem is solved by the observation that these corrections do not appear at higher orders. In ref. [7] it was proven that there are no contributions to $\Delta m_b$ of

$$O\left(\left(\alpha_s^\mu \frac{t_\beta}{m_{\text{SUSY}}}\right)^n\right)$$

for $n > 1$. Higher-order corrections either lack the enhancement factor $t_\beta$ or are suppressed by a mass ratio $\frac{m_b}{m_{\text{SUSY}}}$. Therefore $\Delta m_b$ is a one-loop exact quantity and including it as in eq. (4.16) contains the corrections to all orders in $\alpha_s$ which have the form given in eq. (4.22).

Using the resummed form eq. (4.16) is only useful when computing total cross sections. For a comparison with one-loop cross sections it is necessary to use eq. (4.21) so that the same order in $\alpha_s$ is taken into account in both calculations. This will be explained in more detail in chapter 6, where this procedure is applied to a physical process.

The $\Delta m_b$ corrections are universal. They occur in every coupling of the bottom quark to the different Higgs particles, both neutral and charged ones. They are also independent of the kinematic configuration.

When the bottom quark couples to the physical Higgs fields an additional term occurs. It also originates from diagram Fig. 4.1, but now not the coupling to the vacuum expectation value but to the remaining neutral Higgs field $\phi^0_2$ is considered. In addition to the tree-level coupling to the first Higgs doublet

$$\Gamma_{b\bar{b}\phi^0_1} = \lambda_b = \frac{m_b}{v_1}$$

this induces another term

$$\Gamma_{b\bar{b}\phi^0_2} = \lambda_b \Delta \lambda_b = \frac{m_b \Delta m_b}{v_1 t_\beta}.$$  

(4.24)  

After electroweak symmetry breaking the fields $\phi^0_1$ and $\phi^0_2$ must be rotated by the angle $\alpha$ to form the two CP-even mass eigenstates $h^0$ and $H^0$. Combining everything this leads to the following effective couplings of the bottom quark [7, 83]

$$\Gamma_{b\bar{b}h^0} = \Gamma_{b\bar{b}h^0}^0 \frac{1}{1 + \Delta m_b} \left(1 - \frac{\Delta m_b}{t_\beta t_\alpha}\right)$$

(4.25)  

$$\Gamma_{b\bar{b}H^0} = \Gamma_{b\bar{b}H^0}^0 \frac{1}{1 + \Delta m_b} \left(1 + \frac{\Delta m_b t_\alpha}{t_\beta}\right).$$  

(4.26)
where $\Gamma^0$ denotes the respective tree-level coupling. Expanding these equations up to the one-loop order yields

$$\Gamma^{1}_{bh} = \Gamma^{0}_{bh} \left( 1 - \Delta m_b \left( 1 + \frac{1}{t_\beta t_\alpha} \right) \right) \quad (4.27)$$

$$\Gamma^{1}_{bH} = \Gamma^{0}_{bH} \left( 1 - \Delta m_b \left( 1 - \frac{t_\alpha}{t_\beta} \right) \right) \quad (4.28)$$

In the coupling of the top quark to the Higgs fields a similar effect occurs. On tree-level the top quark couples only to $H_2$ and a coupling to the second doublet $H_1$ is generated perturbatively. This results in a modified Yukawa coupling which is given by

$$\lambda_t = \frac{m_t}{v_2} \frac{1}{1 + \Delta m_t} , \quad (4.29)$$

in complete analogy to eq. (4.16). The correction term $\Delta m_t$ has the form [84]

$$\Delta m_t = \frac{2\alpha_s}{3\pi} \frac{1}{m_t} \left( m_{\tilde{t}_1}, m_{\tilde{t}_2}, m_{\tilde{g}} \right) \quad (4.30)$$

In contrast to $\Delta m_b$ this equation has a suppression factor of $\frac{1}{t_\beta}$. Therefore its numerical impact is much smaller than the $t_\beta$-enhanced bottom-quark correction and it is largest for small values of $t_\beta$. The contribution of this correction is nevertheless significant and therefore it is justified to include its effect in the same way as for the bottom-quark correction.

Also the coupling of the top quark to the physical Higgs particles gets an additional contribution from the coupling to the $H_1$ doublet. In this case the modified couplings are

$$\Gamma^{1}_{th} = \Gamma^{0}_{th} \frac{1}{1 + \Delta m_t} \left( 1 - \Delta m_t t_\beta t_\alpha \right) \quad (4.31)$$

$$\Gamma^{1}_{tH} = \Gamma^{0}_{tH} \frac{1}{1 + \Delta m_t} \left( 1 + \frac{\Delta m_t}{t_\alpha} \right) , \quad (4.32)$$

where $\Gamma^0$ denotes the respective tree-level coupling. An expansion up to the one-loop order yields

$$\Gamma^{1}_{th} = \Gamma^{0}_{th} \left( 1 - \Delta m_t (1 + t_\beta t_\alpha) \right) \quad (4.33)$$

$$\Gamma^{1}_{tH} = \Gamma^{0}_{tH} \left( 1 - \Delta m_t \left( 1 - \frac{t_\beta}{t_\alpha} \right) \right) \quad (4.34)$$
Chapter 5

Hadronic Cross Sections

The cross sections which are obtained by applying the Feynman rules contain, amongst other particles, quarks and gluons. The leading interaction between these particles is the strong interaction, which is described by quantum-chromodynamics (QCD). This theory possesses two characteristic properties: asymptotic freedom \[85\] and confinement. Asymptotic freedom describes the behavior of the theory at small distances. In this region the interaction is weak and the coupling constant gets smaller with decreasing distance or, equivalently, with rising energy. At large distances confinement appears, because the interaction becomes strong and binds the particles tightly together. If the space between them becomes even larger, it is energetically favorable to form new quark–anti-quark pairs. One consequence of this behavior is that quarks and gluons cannot be observed as free particles, but only as constituents of hadrons, i.e. mesons, which are quark–anti-quark pairs, and baryons, which are states of three quarks or three anti-quarks. An example for these hadrons are protons, which are the colliding particles at the LHC. To make theoretical predictions it is necessary to relate the interactions at the parton level to the interactions at the hadron level \[86\]. The basis for doing this is the parton model \[87\], which will be described in the next section.

5.1 Parton Model

The parton model describes the inner structure of hadrons in hard collisions. It starts from the assumption that every observable hadron consists of constituents, the so-called partons, which can be identified as quarks and gluons. Experimental evidence for this assumption comes from the observation of scaling \[88\] in deep inelastic electron-proton-scattering. If the hadron carries some momentum $P^\mu$, the partons which take part in the partonic subprocess have momentum $xP^\mu$ with $x \in [0, 1]$. As normally the mass of the hadrons is small compared to their kinetic energy one can assume $P^2 = 0$.

The interaction of an electron and a hadron or of two hadrons among each
other can be split into two parts. Because of Lorentz contraction and time dilation
the interaction time of the two incoming particles in the laboratory frame is very
short. Therefore effectively a static hadron is seen. For the hard scattering
process interactions between partons of the same hadron need not be considered.
Also the process of hadronization after the interaction happens on time scales
which are much larger than the interaction itself.

From this the theorem of factorization [89] follows immediately. It states that
all diagrammatic contributions to the structure functions can be separated into
a product of two functions $C$ and $f$, which depend on two mass scales $\mu_R$ and
$\mu_F$. $\mu_R$ is the renormalization scale which was already defined in chapter 4, $\mu_F$ is
the so-called factorization scale and separates the long-distance from the short-
distance effects. Slightly simplifying one can say that every parton propagator
which is off-shell by $\mu_F$ or more contributes to $C$, while those which are below
this value contribute to $f$.

5.2 Integrated Hadronic Cross Sections

The hard scattering process $C$ therefore can be calculated in perturbation theory
by Feynman rules, using partons as incoming particles. It is independent of
long-distance effects and especially from the type of the colliding hadron.

The parton distribution function (PDF) $f_{i/h}(x,\mu_F)$ contains the long-distance
effects. It is independent of the underlying scattering process, but depends on $\mu_F$
and the type of hadron $h$. It is normalized such that it can also be interpreted as a
probability density, namely the probability of finding the parton $i$ in the hadron $h$
with a momentum $xP^\mu$. Its behavior as a function of the parameters is determined
by the Altarelli-Parisi integro-differential equations [90]. Its numerical value,
however, cannot be calculated a priori from the theory. At a single reference
point it must be determined by experiments.

Therewith one obtains the expression [86]

$$
\sigma_{pp \to fin + X} = \sum_{\{m,n\}} \int_{\tau_0}^{1} d\tau \frac{dL}{d\tau} \hat{\sigma}_{mn \to fin} (\tau S, \alpha_s(\mu_R))
$$

(5.1)

for an integrated hadronic cross section with the parton luminosity

$$
\frac{dL}{d\tau} = \int_{\tau}^{1} \frac{dx}{x} \frac{1}{1 + \delta_{mn}} \cdot \left( f_{m/p}(x,\mu_F) f_{n/p}(\frac{\tau}{x},\mu_F) + f_{n/p}(x,\mu_F) f_{m/p}(\frac{\tau}{x},\mu_F) \right).
$$

(5.2)

Here $\sqrt{S}$ denotes the hadronic center-of-mass energy, i.e. the one of the two
colliding protons, and $\hat{\sigma}_{mn \to fin}$ the partonic cross sections of the subprocesses,
where the two incoming partons $m$ and $n$ produce some final state, labeled $fin$. 
The sum includes all possible parton combinations $m$ and $n$ where the order of appearance is not taken into account. The integration variable $\tau$ relates the partonic and hadronic center-of-mass energies with each other. More specifically, $\sqrt{\tau}$ can be interpreted as the part of the hadronic center-of-mass energy which takes part in the partonic subprocess, as the partonic center-of-mass energy is given by $\sqrt{s} = \sqrt{\tau S}$. The lower limit of the integral $\tau_0$ is determined by the kinematic configuration. $\sqrt{\tau_0 S}$ is the minimal energy which is necessary to produce the final state $f_{in}$ and therefore denotes the production threshold.

The formula given above is valid for processes with two or more particles in the final state. For hadronic cross sections it is also possible to calculate integrated cross sections for $2 \rightarrow 1$ processes. One first obtains for the partonic cross section of the process $mn \rightarrow f$

$$d\sigma_{mn \rightarrow f} = \frac{\pi}{4p_f^0\sqrt{s}|\vec{p}_m|}|M_{fi}(mn \rightarrow f)|^2 \delta\left(p_0^m + p_0^n - p_0^f\right). \tag{5.3}$$

Again $m$ and $n$ specify the incoming partons, $f$ denotes the outgoing particle, $m_f$ its mass, and $p_i^0$ the energy of the respective particle $i$. $\vec{p}_m$ indicates the three-momentum of particle $m$ in the partonic center-of-mass system and $M_{fi}$ is the matrix element.

When convoluting with the parton distribution functions the single remaining $\delta$-function in the partonic cross sections solves the $\tau$ integral in eq. (5.1) analytically. Thus one obtains for the integrated hadronic cross section

$$\sigma_{pp \rightarrow f} = \sum_{\{m,n\}} \frac{dL}{d\tau} \bigg|_{\tau = \frac{m_f^2}{\tau}} \frac{\pi}{2m_f S|\vec{p}_m|}|M_{fi}(mn \rightarrow f)|^2. \tag{5.4}$$

### 5.3 Differential Hadronic Cross Sections

Additionally one can define hadronic cross sections that are differential in one or more parameters. For these parameters it is useful to take variables that are either invariant under Lorentz transformations or at least have very simple transformation properties. In this thesis three differential hadronic cross sections are presented which are also implemented in the HadCalc program that is described below in section 5.5. They are cross sections differential with respect to the invariant mass of the final-state particles, the rapidity of one final-state particle and, thirdly, the transverse momentum.

#### 5.3.1 Invariant Mass

The first differential hadronic cross section is the one with respect to the invariant mass of the final-state particles. The invariant mass of a process is equivalent to the partonic center-of-mass energy $\sqrt{s} \equiv \sqrt{\tau S}$ of the process or, in other words,
the sum of the final-state momenta of the outgoing particles. The differential
cross section takes the form
\[
\frac{d\sigma_{pp\rightarrow fin}}{d\sqrt{s}} = 4\pi \sqrt{\hat{s}} \sum_{\{m,n\}} \frac{dL}{d\tau} \left. \hat{\sigma}_{mn\rightarrow fin} \right|_{\tau = \frac{1}{2} \hat{s}},
\]
where \(fin\) again labels a general final state.

### 5.3.2 Rapidity

The rapidity \(y\) of a particle is defined as
\[
y = \text{artanh} \left( \frac{p_z}{p^0} \right) \equiv \frac{1}{2} \ln \frac{p^0 + p_z}{p^0 - p_z}, \tag{5.6}
\]
where \(p_z = \vec{p} \cdot \hat{c_\theta}\) denotes the fraction of the particle’s three-momentum \(\vec{p}\) that goes in the direction of the beam axis, labeled \(z\). The mass of the particle will later be referred to as \(m\). Using the rapidity instead of directly taking the angle \(\theta\) between the particle and the beam axis possesses some advantages because the rapidity of a particle has a few useful properties. Under a boost in the \(z\)-direction to a frame with a velocity \(\beta\), the rapidity transforms as \(y \rightarrow y - \text{artanh} \beta\). Thus the shape of the rapidity distribution \(\frac{d\sigma}{dy}\) stays unchanged. More generally, the sum of two rapidities when the momenta point into the same direction is given by the rapidity of the sum of the momenta, added via the formula for the relativistic addition of velocities:
\[
y(p_1) + y(p_2) = y\left(\frac{p_1^0 + p_2^0}{1 + p_1^0 p_2^0}\right). \tag{5.7}
\]
In experimental analyses often a slightly different measure, the pseudo-rapidity \(\eta\), is used. It is derived from the standard rapidity by taking the limit of a vanishing mass of the particle and is defined as
\[
\eta = \frac{1}{2} \ln \frac{1 + c_\theta}{1 - c_\theta}. \tag{5.8}
\]
In the HadCalc program both normal rapidity and pseudo-rapidity are implemented. As conversion between both variables can be performed by the simple transformation
\[
y = \text{artanh} \left( \sqrt{1 - \frac{m^2}{\vec{p}^2 + m^2}} \tanh \eta \right), \tag{5.9}
\]
in the following only the shorter expressions for the standard rapidity are given. The ones for pseudo-rapidity can then be deduced from them.

Using the above-mentioned definition of the rapidity the differential hadronic cross section with respect to the rapidity for \(2 \rightarrow 2\) processes then reads
\[
\frac{d\sigma}{dy} = \int_{\tau_0}^1 d\tau \frac{dL}{d\tau} \frac{d\hat{\sigma}}{d\hat{c_\theta}} \frac{\partial \hat{c_\theta}}{\partial y}. \tag{5.9}
\]
5.3. Differential Hadronic Cross Sections

The momenta and masses given in the formulae always refer to the particle for which the rapidity distribution is calculated. The angle $c_\hat{\theta}$ between the particle and the beam axis in the partonic center-of-mass system is fixed by the relation

$$c_\hat{\theta} = \sqrt{1 + \frac{m^2}{\vec{p}^2} \tanh \left( y + \frac{1}{2} \ln \frac{x^2}{\tau} \right)} \quad (5.10)$$

where the second term in the argument of tanh originates from the boost from the hadronic center-of-mass system, which is the laboratory frame, to the partonic one, in which the partonic subprocess is calculated. This leads to

$$\frac{\partial c_\hat{\theta}}{\partial y} = \sqrt{1 + \frac{m^2}{\vec{p}^2} \cosh^2 \left( y + \frac{1}{2} \ln \frac{x^2}{\tau} \right)} . \quad (5.11)$$

For processes with three or more particles in the final state the formula is very similar. Additional phase-space integrals appear for the further particles but otherwise eq. (5.9) stays unchanged. In the following equation the differential cross section for a $2 \to 3$ process is given

$$\frac{d\sigma}{dy} = \int_{\tau_0}^{1} d\tau \int dL \int d\eta \int d\sigma \frac{d\sigma}{dc_\hat{\theta} dp_T} \frac{\partial c_\hat{\theta}}{\partial p_T} . \quad (5.12)$$

The parametrization of the three-particle phase space is described in appendix C.2.

5.3.3 Transverse Momentum

The last implemented differential hadronic cross section is the one with respect to the transverse momentum $p_T = \sqrt{p_x^2 + p_y^2}$ of one of the final state particles. For $2 \to 2$ processes it is defined as

$$\frac{d\sigma}{dp_T} = \int_{\tau_0}^{1} d\tau \frac{dL}{dc_\hat{\theta}} \frac{d\sigma}{dc_\hat{\theta} dp_T} \quad (5.13)$$

with

$$\frac{\partial c_\hat{\theta}}{\partial p_T} = \frac{1}{\sqrt{\frac{p_T^2}{\vec{p}^2} - \vec{p}^2}} . \quad (5.14)$$

which follows from

$$c_{\hat{\theta} \pm} = \pm \sqrt{1 - \frac{p_T^2}{\vec{p}^2}} . \quad (5.15)$$

Here two possible solutions arise because of the sign ambiguity when taking the square root. In principle both solutions have to be taken into account and added up unless they are excluded by other constraints as shown below. The lower limit
of the $\tau$-integral $\tilde{\tau}_0$ must be adjusted such that $s_\hat{\theta}$ is always inside its co-domain $[0;1]$

$$\tilde{\tau}_0 = \frac{\left(\sqrt{m_{f_1}^2 + p_T^2} + \sqrt{m_{f_2}^2 + p_T^2}\right)^2}{S} , \quad (5.16)$$

$f_1$ and $f_2$ denoting the two final state particles.

For $2 \to 3$ processes the extension to include the third final-state particle is straightforward. The lower limit for $\tau$ in these processes is

$$\tilde{\tau}_0 = \frac{\left(\sqrt{m_{f_1}^2 + p_T^2} + \sqrt{(m_{f_2} + m_{f_3})^2 + p_T^2}\right)^2}{S} , \quad (5.17)$$

when the cross section is differential in the particle $f_1$. Therefore the expression for the differential cross section reads

$$\frac{d\sigma}{dp_T} = \int_{\tilde{\tau}_0}^1 d\tau \frac{dL}{d\tau} \int d\hat{\eta} \int d\hat{\sigma} \int d\hat{c} \int d\hat{\theta} \frac{d\hat{\sigma}}{d\hat{c} d\hat{\eta} d\hat{\theta}} \frac{d\hat{c}}{d\hat{\sigma} d\hat{\eta}} . \quad (5.18)$$

### 5.4 Cuts

In order to improve the ratio of the signal-process cross section to that of the background processes it can be useful to place appropriate cuts on the final-state particles. Also experimental techniques used in the reconstruction of events like jet-clustering algorithms can mandate the use of cuts in theoretical predictions, so that the behavior of these techniques is emulated there.

In the HadCalc program cuts on three different properties of the final-state particles are implemented [91]. The first two are cuts on the rapidity and the transverse momentum of a particle. The definition of these two variables was already presented in the previous section. The third one is a mutual property of two particles, the jet separation $\Delta R_{ij}$, which is defined as

$$\Delta R_{ij} = \sqrt{\Delta y_{ij}^2 + \Delta \phi_{ij}^2} . \quad (5.19)$$

$\Delta y_{ij}$ denotes the rapidity difference between the two particles $i$ and $j$ and $\Delta \phi_{ij}$ the difference in the azimuthal angles of the two particles in the transverse plane. Its main use are exclusive hadronic cross sections where final-state jets shall be observed explicitly. It mimics the behavior of jet-clustering algorithms. There two jets, which are separated by a jet separation below a certain limit, are seen in the reconstruction as a single jet which has kinematic properties that are averaged over the two final-state partons.

For the first two cut parameters, rapidity and transverse momentum, it is possible to translate these cuts into a limit on the integration parameters of the phase space. The most general case is assumed here that cuts on both the
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rapidity \( y_{\text{cut}} \) and the transverse momentum \( p_{\text{T}}\) of a particle shall be applied. Using eq. (5.15) the transverse-momentum cut can be translated into a cut on \( c_{\hat{\theta}} \) and one obtains

\[
c_{\hat{\theta}}^{\text{min}} \equiv -\sqrt{1 - \frac{p_{\text{T}}^2}{\hat{p}^2}} < c_{\hat{\theta}} < \sqrt{1 - \frac{p_{\text{T}}^2}{\hat{p}^2}} \equiv c_{\hat{\theta}}^{\text{max}} . \tag{5.20}
\]

Likewise, the cut on the rapidity can also be turned into a cut on \( c_{\hat{\theta}} \) via eq. (5.10), yielding

\[
c_{\hat{\theta}} > \sqrt{1 + \frac{m^2}{\hat{p}^2}} \tanh \left( -y_{\text{cut}} + \frac{1}{2} \ln \frac{x^2}{\tau} \right) \equiv c_{\hat{\theta}}^{\text{min}}
\]

\[
c_{\hat{\theta}} < \sqrt{1 + \frac{m^2}{\hat{p}^2}} \tanh \left( y_{\text{cut}} + \frac{1}{2} \ln \frac{x^2}{\tau} \right) \equiv c_{\hat{\theta}}^{\text{max}} . \tag{5.21}
\]

To shorten the notation the abbreviation

\[
r = \sqrt{1 - \frac{p_{\text{T}}^2}{\hat{p}^2}} \frac{1}{1 + \frac{m^2}{\hat{p}^2}} \tag{5.22}
\]

is used in the following. Again the momenta and mass used in the equations all refer to the particle whose phase space should be constrained.

Applying both cuts requires that the conditions on \( c_{\hat{\theta}} \) are all fulfilled simultaneously. This also restricts the integral on \( x \) which appears in the parton luminosity given in eq. (5.2). In total the \( x \)-interval divides into five different regions, which will be labeled by roman numbers. First the two cases where both cuts cannot be fulfilled simultaneously, are considered, because the lower limit of one cut lies above the upper limit of the other one:

Region I: \( c_{\hat{\theta}}^{\text{max}} \leq c_{\hat{\theta}}^{\text{min}} \Rightarrow x \leq \sqrt{\tau e^{y_{\text{cut}}}} \sqrt{\frac{1 - r}{1 + r}} \equiv x_1 \tag{5.23}\)

Region V: \( c_{\hat{\theta}}^{\text{min}} \geq c_{\hat{\theta}}^{\text{max}} \Rightarrow x \geq \sqrt{\tau e^{y_{\text{cut}}}} \sqrt{\frac{1 + r}{1 - r}} \equiv x_V \tag{5.24}\)

These two regions are excluded and the cross section vanishes there.

For specifying the other regions first two special cases are considered, where the lower limits on \( c_{\hat{\theta}} \) and the upper limits, respectively, coincide. For these cases the according value of \( x \) is determined

\[
c_{\hat{\theta}}^{\text{min}} = c_{\hat{\theta}}^{\text{min}} \Rightarrow x = \sqrt{\tau e^{y_{\text{cut}}}} \sqrt{\frac{1 - r}{1 + r}} \equiv x_{\text{min}} \tag{5.25}\]

\[
c_{\hat{\theta}}^{\text{max}} = c_{\hat{\theta}}^{\text{max}} \Rightarrow x = \sqrt{\tau e^{y_{\text{cut}}}} \sqrt{\frac{1 + r}{1 - r}} \equiv x_{\text{max}} \tag{5.26}\]
Using these two definitions the other intermediate regions can be specified. The ranges for $c_\theta$ which are deduced from these following regions specify the allowed area where the cuts are fulfilled and therefore the cross section does not vanish. The next two regions handle the cases where the limits on $c_\theta$ from rapidity and transverse momentum overlap and one limit is given by the rapidity cut and the other one by the transverse-momentum cut:

\begin{align*}
\text{Region II:} \quad & \frac{c_{\theta y}^\text{min}}{c_{\theta y}^\text{max}} \leq c_\theta < \frac{c_{\theta pT}^\text{min}}{c_{\theta pT}^\text{max}} \quad \Rightarrow \quad x_1 < x < \min(x_{\text{min}}, x_{\text{max}}) \\
\text{Region IV:} \quad & \frac{c_{\theta pT}^\text{min}}{c_{\theta pT}^\text{max}} \leq c_\theta < \frac{c_{\theta y}^\text{max}}{c_{\theta y}^\text{min}} \quad \Rightarrow \quad \max(x_{\text{min}}, x_{\text{max}}) < x < x_V .
\end{align*}

Finally the definition of the last region is the case whether one cut gives a range on $c_\theta$ that completely lies inside the other one. Depending on which cut this is, the limits on $x$ are different:

\begin{align*}
\text{Region III a):} \quad & \frac{c_{\theta pT}^\text{min}}{c_{\theta pT}^\text{max}} \leq c_\theta < \frac{c_{\theta y}^\text{max}}{c_{\theta y}^\text{min}} \quad \Rightarrow \quad x_{\text{min}} < x < x_{\text{max}} \\
\text{Region III b):} \quad & \frac{c_{\theta y}^\text{min}}{c_{\theta y}^\text{max}} \leq c_\theta < \frac{c_{\theta pT}^\text{max}}{c_{\theta pT}^\text{min}} \quad \Rightarrow \quad x_{\text{max}} < x < x_{\text{min}} .
\end{align*}

In addition to those regions the original constraint for $x$ for a hadronic cross section without cuts applies:

\begin{equation}
\tau < x < 1 . \tag{5.31}
\end{equation}

Combining the result of all regions one can see that no holes in the integration over $x$ or $c_\theta$ appear and the final borders of the integration routine can be simplified to

\begin{equation}
\max(\tau, x_1) < x < \min(x_V, 1) \tag{5.32}
\end{equation}

and

\begin{equation}
\max(c_{\theta pT}^\text{min}, c_{\theta y}^\text{min}) < c_\theta < \min(c_{\theta pT}^\text{max}, c_{\theta y}^\text{max}) . \tag{5.33}
\end{equation}

For a cross section which is differential with respect to the rapidity of a final state particle the cut on the transverse momentum yields a restriction on $c_\theta$ in the same way as in eq. (5.33)

\begin{equation}
c_{\theta pT}^\text{min} < c_\theta < c_{\theta pT}^\text{max} . \tag{5.34}
\end{equation}

The constraint on $x$ must then be adjusted such that $c_\theta$ is always inside this allowed interval, yielding

\begin{equation}
\max(\tau, \sqrt{\tau e^{-y} \sqrt{\frac{1-r}{1+r}}}) < x < \min(\sqrt{\tau e^{-y} \sqrt{\frac{1+r}{1-r}}}, 1) , \tag{5.35}
\end{equation}
which corresponds to eq. (5.32) where the rapidity cut \( y_{\text{cut}} \) is replaced by its value \( y \) given as an argument to the cross section.

Similarly, for cross sections that are differential in the transverse momentum of a final-state particle a cut on the rapidity puts a further constraint on the allowed interval for \( \hat{c}_{\theta \pm} \):

\[
c_{\hat{\theta}_y}^{\text{min}} < c_{\hat{\theta} \pm} < c_{\hat{\theta}_y}^{\text{max}}
\]

with

\[
c_{\hat{\theta}_y}^{\text{min}} \equiv \sqrt{1 + \frac{m_y^2}{\hat{p}^2}} \tanh \left( -y_{\text{cut}} + \frac{1}{2} \ln \frac{x^2}{\tau} \right)
\]

\[
c_{\hat{\theta}_y}^{\text{max}} \equiv \sqrt{1 + \frac{m_y^2}{\hat{p}^2}} \tanh \left( y_{\text{cut}} + \frac{1}{2} \ln \frac{x^2}{\tau} \right)
\]

Again this leads to a corresponding change in the limits of the \( x \)-integration which are given by

\[
\max(\sqrt{\tau} e^{-y_{\text{cut}}} \sqrt{\frac{1 - \tilde{r}}{1 + \tilde{r}}}, 1) < x < \min(\sqrt{\tau} e^{y_{\text{cut}}} \sqrt{\frac{1 + \tilde{r}}{1 - \tilde{r}}}, 1)
\]

with

\[
\tilde{r} = \sqrt{\frac{1 - \frac{p_T^2}{\hat{p}^2}}{1 + \frac{m_y^2}{\hat{p}^2}}}
\]

This again corresponds to eqs. (5.32) and (5.22) where instead of the cut on the transverse momentum \( p_{T,\text{cut}} \) its fixed value \( p_T \), which is an argument to the differential cross section, is taken.

5.5 HadCalc

For the numerical evaluation of the cross sections presented in the following chapters a program called HadCalc was developed to facilitate this task. It is based on the established program packages FeynArts [9] and FormCalc [11, 12] which are used to generate the partonic cross sections. The main task of HadCalc then consists of the convolution with the PDFs that are taken from the PDFlib [92] or LHAPDF [93] library packages that include PDF fits from various groups.

With this program it is possible to calculate both totally integrated and differential hadronic cross sections of processes with up to three particles in the final state. The latter ones can be differential with respect to the partonic center-of-mass energy, or the rapidity or the transverse momentum of one of the outgoing particles. Several cuts can be applied to the phase space. HadCalc operates either in batch mode, where the parameters are read from a file and the cross
sections are written back to disk, allowing for easy post-processing with e.g. a tool that generates plots. It can also be used in interactive mode where in- and output are done via keyboard and screen and which allows the user for example to tune the parameters most easily.

A complete manual of HadCalc can be found in appendix F. The program code is available on request from the author\textsuperscript{1}.

\textsuperscript{1}email: mrauch@mppmu.mpg.de
Chapter 6

Associated Production of $W^\pm H^\mp$

The discovery of a charged Higgs boson would be a clear signal of an extended Higgs sector and therefore of physics beyond the Standard Model. For relatively light charged Higgs bosons with a mass $m_H \lesssim m_t - m_b$ the main production process is $t\bar{t}$-production via a subsequent decay sequence $t \rightarrow bH^+ \rightarrow b\tau^+\nu_\tau$ [94]. Both decay steps are enhanced by large Yukawa couplings. The experimental signature is an excess of $\tau\nu_\tau$ pairs in the detector. In the case of charged Higgs-boson masses above the top-quark mass the dominant production process is $gb \rightarrow tH^-$ [95, 96, 97]. Afterwards the Higgs boson mainly decays into $b\bar{t}$ pairs with a branching ratio of at least 90%. The top-bottom-quark pairs lead to a detector signature which has a large QCD background at the LHC. The detection of a heavy charged Higgs boson is therefore much more difficult. Later studies [98, 99, 100] showed that the cross section is large enough so that the main decay channel can be ignored. It is sufficient to consider only the suppressed $H^- \rightarrow \tau\nu_\tau$ decay channel which has a clear detector signal while still yielding enough events.

In this chapter we investigate another production mechanism, the production in association with a $W$ boson. The leptonic decay modes of the $W$ boson avoid large QCD backgrounds and can therefore provide an easier way of detecting a charged Higgs boson.

6.1 The $H^+W^-$ final state

The production of a charged Higgs boson in association with a $W$ boson was first studied in ref. [101]. This process proceeds either via bottom quark–anti-quark annihilation (Fig. 6.1) or via gluon fusion and an intermediate quark or squark loop (Fig. 6.2). The leptonic decays of the $W$ boson could be used as a trigger for this process, thereby making charged Higgs boson detection easier. The calculation was updated in ref. [102] and triggered a detailed analysis [103] of the discovery potential at the LHC using this process. This paper concluded that an efficient separation of the signal process from the background processes
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Figure 6.1: Tree-level Feynman diagrams contributing to the dominant subprocess $b\bar{b} \to H^+W^-$

such as top-quark pair production is difficult for semileptonic $W$ boson decays including both low and high values of $t_\beta$. The cross sections were evaluated at leading order for both production processes.

The later studies of refs. [98, 99, 100] showed that a discovery is more likely in the main production channel $gb \to tH^-$ where only the rare decay into a $\tau\nu_\tau$ pair is taken into account. Nevertheless the associated production of a charged Higgs with a $W$ boson is an interesting process, especially when the existence of a charged Higgs boson has already been established before. If at that point no supersymmetric particles were detected, the question whether the $H^\pm$ originates from a Standard Model-like theory with an extended Higgs sector, like the Two-Higgs-Doublet Model (THDM), or from the MSSM remains open. In the latter case the cross section receives an additional contribution from virtual superpartners running in the loop. This can be used to tell the two models apart.

As already mentioned earlier there are two important production processes for this final state in proton-proton collisions. The dominant one is the tree-level production (see Fig. 6.1) via bottom quark–anti-quark annihilation. The s-channel diagrams shown in Fig. 6.1(a) are mediated by a virtual Higgs boson where all three neutral Higgs bosons of the MSSM ($h^0, H^0$ and $A^0$) can appear in the intermediate state. The appearance of the massive particles in the s-channel leads to a propagator suppression of this diagram type. In the t-channel diagrams the exchange of a top quark occurs and yields the leading contribution to the bottom quark–anti-quark annihilation process. As this class of diagrams contributes the most to the total $H^+W^-$ production rate one-loop corrections to this process are also important as they can modify the cross section significantly. Standard-QCD corrections of $O(\alpha_s)$ to this process were calculated in ref. [104]. Both the DR and the OS renormalization scheme were considered and good agreement between the two schemes could be found. The corrections are typically of $O(15\%)$ and can reach up to 30% in the small $t_\beta$ regime. The supersymmetric electroweak corrections, i.e. corrections where squarks together with charginos and neutralinos appear in the loop, of $O(\alpha m_{t(b)}^2/m_W^2)$ and $O(\alpha m_{t(b)}^4/m_W^4)$ were calculated in ref. [105].

The second parton process contributing to the $H^+W^-$ final state proceeds
6.2 SUSY-QCD corrections to $\bar{b}b \rightarrow H^+W^-$

In this chapter the supersymmetric QCD corrections to the main production process $\bar{b}b \rightarrow H^+W^-$ are calculated. As already shown in chapter 4.3 it is known that the coupling of the bottom quark to the Higgs bosons receives large one-loop corrections. These can be parametrized by introducing a correction term $\Delta m_b$ to the bottom-quark Yukawa coupling. Yet other terms also give significant contributions, as we will see later. So it is necessary to not only use the tree-

via gluon fusion and an intermediate loop as shown in Fig. 6.2. Since there is no tree-level process and the leading order contains a quark or squark loop it is suppressed by a factor $\alpha_s^2$ with respect to the bottom-quark annihilation process. The higher density of gluons in the proton partly compensates this effect, making both processes comparable in size. The contribution of quark loops was already included in the calculation of ref. [102]. The contribution of supersymmetric particles was calculated later on [106] and it was shown that they can reach up to 40%. Together with the QCD corrections this can raise the cross section for small $t_\beta$ so that it becomes comparable in size to the bottom-quark annihilation process which is not loop-suppressed.

In this thesis the missing supersymmetric QCD corrections, i.e. corrections with squarks and gluinos running in the loop, to the leading bottom-quark annihilation process are considered. They are the last contribution of $\mathcal{O}(\alpha^2\alpha_s)$ to the associated production of a charged Higgs boson with a $W$ boson in the MSSM which has not been calculated so far.

Figure 6.2: Leading-order types of Feynman diagrams contributing to the subprocess $gg \rightarrow H^+W^-$
level result with an effective bottom-quark Yukawa coupling but to perform a full one-loop calculation.

The possible types of diagrams which appear in the calculation of SUSY-QCD corrections are depicted in Fig. 6.3. A SUSY-QCD self-energy contribution to the bottom-quark propagator of $\mathcal{O}(\alpha_s)$ enters in the t-channel exchange diagram as shown in Fig. 6.3(a). Vertex corrections (Fig. 6.3(c)) appear in the s-channel diagrams in the vertex where the incoming bottom quark and anti-quark couple to the intermediate Higgs boson. The t-channel diagram receives vertex corrections at both the $btW$- and $btH$-vertices. Finally all four external particles can be connected via a box-shaped loop diagram (Fig. 6.3(e)). Additionally for the self-energy and vertex corrections appropriate counter-term diagrams appear (Fig. 6.3(b), (d)).

The cross sections were calculated in both the OS and $\overline{\text{DR}}$ renormalization
6.2. SUSY-QCD corrections to $\bar{b}b \rightarrow H^+W^-$ schemes. Additionally a $\Delta m_b$-corrected tree-level cross section was calculated. As shown in chapter 4.3 the bottom-quark mass and the bottom-quark couplings to the Higgs fields receive large contributions from the one-loop SUSY-QCD corrections which are parametrized in the variable $\Delta m_b$. To be able to compare the improved tree-level cross section with the full one-loop cross section it is necessary to use the same order in perturbation theory for both calculations. This means that one must use the non-resummed replacement eq. (4.21)

$$m_b \rightarrow m_b (1 - \Delta m_b)$$

and the non-resummed correction to the bottom-quark Yukawa coupling as in eq. (4.27). A matrix element with this replacement must be treated as a one-loop matrix element. Let us recall that the standard way of computing a one-loop cross section is to add the interference terms $(T^*L + TL^*)$ to the tree-level cross section $|T|^2$ and to discard the loop-squared term $|L|^2$ which is a two-loop quantity so that for the squared matrix element

$$|M_{fi}|^2 = |T|^2 + 2 \text{Re} (T^*L)$$

is obtained. In this equation $T$ denotes the tree-level amplitude and $L$ the amplitude of the one-loop diagrams. In complete analogy the squared matrix element of the $\Delta m_b$-corrected cross section is defined as

$$|M_{fi\Delta m_b}|^2 = |T|^2 + 2 \text{Re} (T^*L_{\Delta m_b})$$

with

$$L_{\Delta m_b} = T_{\Delta m_b} - T$$

$T_{\Delta m_b}$ denotes the tree-level cross section with the $\Delta m_b$ replacements of eq. (4.21) and eq. (4.27). Therefore $L_{\Delta m_b}$ contains the additional contribution which originates from the correction terms. The corresponding cross section to $|M_{fi\Delta m_b}|^2$ is denoted by $\sigma_{\Delta}$ in the following.

In order to present the numerical results several relative corrections $\Delta$ using various contributions are defined. Firstly there is the relative correction in the OS scheme,

$$\Delta_{OS} = \frac{\sigma_{1}^{OS} - \sigma_{0}^{OS}}{\sigma_{0}^{OS}} .$$

The relative correction in the DR scheme is defined analogously as

$$\Delta_{DR} = \frac{\sigma_{1}^{DR} - \sigma_{0}^{DR}}{\sigma_{0}^{DR}} .$$

The third relation consists of the difference between the one-loop result and the $\Delta m_b$-corrected tree-level result which is calculated according to eq. (6.2). Hence
it signifies the true one-loop corrections. It is defined as

$$\Delta m_b = \frac{\sigma_{OS}^0 - \sigma_{OS}^\Delta}{\sigma_{OS}^\Delta}.$$  \hspace{1cm} (6.6)

The subscript of the cross section $\sigma$ always denotes the order of the respective loop contribution, i.e. 0 for the tree-level result, 1 for the one-loop result including the SUSY-QCD corrections, and $\Delta$ for the $\Delta m_b$-corrected tree-level result. The superscript indicates the renormalization scheme in which the quantity is calculated.

### 6.3 Numerical Results

In this section the numerical results for the production process $\bar{b}b \rightarrow H^+W^-$ are presented. All quoted cross sections are given for the LHC with a proton-proton center-of-mass energy of 14 TeV. First of all we investigate the effect of varying the MSSM parameters on the SUSY-QCD corrections. To do so a parameter point is chosen for which the corrections of the $\Delta m_b$ term are expected to have a large impact. To that effect the parameter point

$$m_{H^+} = 200 \text{ GeV}$$
$$t_\beta = 30$$
$$A_t = A_b = 0$$
$$M_{\tilde{Q}} = M_{\tilde{U}} = M_{\tilde{D}} = -\mu = m_{\tilde{g}} \in [0, 10] \text{ TeV}$$  \hspace{1cm} (6.7)

is used as input. $t_\beta$ of this point is fairly large to enhance the $\Delta m_b$ contribution. The soft SUSY-breaking mass terms in the squark sector, jointly denoted as $M_{\text{SUSY}} = M_{\tilde{Q}} = M_{\tilde{U}} = M_{\tilde{D}}, -\mu$ and the gluino mass $m_{\tilde{g}}$ all take the same value which is varied over a large mass range. Eq. 4.17 then predicts that the SUSY-QCD corrections in the OS scheme should be large and independent of the varied mass scale as we are in the limit where all these masses are equal and the mass dependence drops out. This is indeed the case as one can see in Fig. 6.4. A naive calculation in the OS scheme yields a correction of above 60%. After subtracting the $\Delta m_b$ contribution only the real one-loop corrections are left. Their size is of around 0.2%. In the $\overline{\text{DR}}$ scheme the corrections are equally small for small mass values and show a logarithmic rise with growing mass. This is an artefact of the mismatch between the renormalization scale and the masses of the squarks and gluinos appearing in the loop diagrams. The former one was fixed to the sum of the final-state particle masses $\mu_R = m_{H^-} + m_W$. Terms of the order $\ln \frac{M_{\text{SUSY}}}{\mu_R}$ appear in the expression which originate from the dimensional regularization of the divergent loop integrals. Thus this logarithmic rise bears no physical meaning and will vanish if higher orders of perturbation theory are taken into account.
Figure 6.4: Hadronic cross section differences for the process $b\bar{b} \to H^+W^-$ in the large $t_\beta$ regime. The soft SUSY-breaking mass terms in the squark sector $M_{\text{SUSY}}$, $-\mu$ and the gluino mass $m_{\tilde{g}}$ are fixed to the same value and varied over a large mass range. The parameter set eq. (6.7) was used to obtain this plot.
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In the next plot (Fig. 6.5) the squark and gluino masses are now fixed and only $\mu$ is left as a free parameter. The parameter set for this plot is

$$
\begin{align*}
m_{H^+} &= 200 \text{ GeV} \\
t_\beta &= 30 \\
A_t &= A_b = 0 \\
M_{\tilde{Q}} &= M_{\tilde{U}} = M_{\tilde{D}} = 500 \text{ GeV} \\
m_{\tilde{g}} &= 580 \text{ GeV}
\end{align*}
$$

As expected the cross section in the OS scheme grows linearly with $\mu$. For $\mu$ values less than about $-750$ GeV the corrections even exceed 100%. Again, when the $\Delta m_b$ corrections are subtracted and only the true one-loop SUSY-QCD corrections remain the order of the corrections is below 1% and shows only a very low variation with $\mu$. In the DR scheme the corrections are also much smaller than in the OS scheme and almost constant as a function of $\mu$, as is expected from the remaining corrections appearing in this scheme.

As next step the dependence of the hadronic cross section differences as a function of $t_\beta$ is investigated in Fig. 6.6. Here a data point with a smaller soft-supersymmetry breaking mass is chosen to emphasize the effect which will be
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Figure 6.6: Hadronic cross section differences for the process $\bar{b}b \rightarrow H^+ W^-$ as a function of $t_\beta$. This plot was calculated with the parameter set eq. (6.9).

discussed below, namely

$$m_{H^+} = 200 \text{ GeV}$$
$$\mu = -200 \text{ GeV}$$
$$A_t = A_b = 0$$
$$M_{\tilde{Q}} = M_{\tilde{U}} = M_{\tilde{D}} = 200 \text{ GeV}$$
$$m_{\tilde{g}} = 580 \text{ GeV}.$$  \hspace{1cm} (6.9)

For large values of $t_\beta$ the respective corrections feature the behavior which was already observed in the previous plots. The $\Delta m_b$ corrections are large, while the true one-loop corrections almost vanish. The corrections in the OS scheme rise linearly with $t_\beta$ as is expected from eq. (4.17). For $t_\beta \lesssim 15$ however the behavior changes. There the difference between the full one-loop computation and the $\Delta m_b$-corrected tree-level cross section can increase up to 10%. This contribution for small $t_\beta$ originates mainly from the diagram given in Fig. 6.7. The Yukawa coupling of the charged Higgs to the stop and sbottom is proportional to the top-quark mass if a right-handed stop couples to a left-handed sbottom. Another factor $m_t$ appears in the trace over the fermion line where for the internal top quark line the mass term in the Dirac algebra is chosen. These two factors cancel the top-quark propagator which is dominated by the mass term and the top-quark mass dependence drops out. To get this left-right mixing term in the
Yukawa coupling also the mass term for the gluino appears during the calculation of the fermion trace, giving a factor $m_{\tilde{g}}$ in the nominator. Accordingly this vertex correction to the $tbH^+$ vertex is proportional to

$$\frac{\alpha_s}{3\pi} \mu m_{\tilde{g}} I (m_{\tilde{b}}, m_{\tilde{t}}, m_{\tilde{g}})$$

where $I$ was given in eq. (4.18) and is related to the three-point integral in the limit of vanishing external momenta. The expression is independent of $t_\beta$. So for small values of $t_\beta$, where the bottom-quark Yukawa coupling is not enhanced, this gives an important contribution. When $t_\beta$ takes larger values, the bottom-quark terms dominate. These terms have a factor of $t_\beta$ appearing in the amplitude so the cross section increases quadratically with $t_\beta^2$. Hence the relative contribution of Fig. 6.7 is reduced. This plot underlines the importance of performing a full one-loop calculation because only in such a full calculation the non-universal corrections are included and a tree-level calculation with effective couplings would give wrong results in the low-$t_\beta$ regime.

The variation of the cross section as a function of $\mu$ in the low-$t_\beta$ regime is investigated in Fig. 6.8. For this plot $t_\beta = 6$ was chosen and the other parameters were left unchanged from the last plot. Again the rather small value of 200 GeV is chosen for the soft-supersymmetry breaking masses in the squark sector, so that the function $I$, which is proportional to $\frac{1}{m_{\tilde{b}}^2}$, has a small denominator. One can clearly see two distinct properties. The one-loop corrections which cannot be absorbed into a redefinition of the bottom-quark Yukawa coupling now give a significant contribution. The $\Delta m_b$ corrections still yield an important contribution as can be seen from comparing the $\Delta OS$ and $\Delta \Delta m_b$ curves. Yet after subtracting the universal corrections to the bottom-quark Yukawa coupling the remaining non-universal corrections are large. For large values of $\mu$ they can reach more than 50%. They are equally present in the $\overline{\text{DR}}$ scheme where a numerical contribution close to the $\Delta m_b$-corrected result is obtained. Furthermore the correction to the cross section increases approximately linearly with the absolute value of $\mu$. 

Figure 6.7: Dominant one-loop contribution in the case of small $t_\beta$. The crosses in this diagram denote a mass insertion, i.e. when calculating the trace over the fermion line the mass term in the Dirac algebra is chosen.
as is expected from eq. (6.10).

Furthermore, in Fig. 6.9 a plot where the complete SUSY mass spectrum, i.e. soft-supersymmetry breaking mass terms for the squarks, $\mu$ and the gluino mass, is fixed to the same value and run up to 10 TeV is presented for the low-$t_\beta$ regime. The behavior as a function of the mass scale is the same as before in the case of large $t_\beta$. After having subtracted the $\Delta m_b$ corrections from the complete one-loop contributions there is still a correction of the order of 10% left which mainly originates from the diagram given in Fig. 6.7. For small mass values the relative correction slightly drops because in this region other diagrams also give a numerically significant contribution.

The scale dependence of the SUSY-QCD corrections is given in Fig. 6.10. The factorization and renormalization scale of the process are fixed to the same value and varied between 0.1 and 10 times their basic value $\mu_R = \mu_F = m_W + m_H$ which is used for the other plots. Even for this large scale variations there is only a mild dependence for the corrections in the OS scheme and the $\Delta m_b$ corrections. This is due to the fact that the only scale-dependent parameter is the strong coupling constant $\alpha_s$ and the PDFs. On-shell conditions render all other parameters independent of the scale. In the DR scheme also the quark masses are scale dependent resulting in a much larger variation as a function of the scale. Including the Standard-QCD corrections which are already known for
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Figure 6.9: Hadronic cross section differences for the process $b\bar{b} \rightarrow H^+ W^-$ in the low-$t_\beta$ regime, i.e. $t_\beta = 6$ is used. All other parameters take the values given in eq. (6.7). The soft SUSY-breaking mass terms in the squark sector, $-\mu$ and the gluino mass are fixed to the same value and varied over a large mass range.

Figure 6.10: Hadronic cross section differences for the process $b\bar{b} \rightarrow H^+ W^-$ as a function of the renormalization and factorization scale. The plot was calculated using the parameter set eq. (6.9) with additionally $t_\beta = 6$. 
6.3. Numerical Results

Figure 6.11: Total hadronic cross sections for the process $b\bar{b} \rightarrow H^+W^-$ as a function of $t_\beta$ using the parameter set eq. (6.9).

this process [104] would reduce this variation, but implementing these additional contributions was beyond the scope of this dissertation.

The last plot in Fig. 6.11 shows the total hadronic cross section as a function of $t_\beta$ in both OS and $\overline{\text{DR}}$ renormalization schemes. Various cross sections with different contributions taken into account are presented here. The same parameter set as in eq. (6.9) is used for this plot. In all cases the total cross section rises quadratically with $t_\beta$ in the region where $t_\beta$ is larger than about 15. This is the parameter space where the Yukawa coupling to the charged Higgs boson is dominated by the term proportional to the bottom-quark mass, which scales with

| Symbol | Description |
|--------|-------------|
| $\sigma_0^{\text{OS}}$ | Tree-level cross section |
| $\sigma_\Delta^{\text{OS}}$ | $\Delta m_b$-corrected tree-level result |
| $\sigma_1^{\text{OS}}$ | One-loop OS cross section |
| $\sigma_{\text{full}}^{\text{OS}}$ | One-loop OS cross section including resummed higher-order $\Delta m_b$ corrections |
| $\sigma_1^{\text{DR}}$ | One-loop $\overline{\text{DR}}$ cross section |

Table 6.1: Key to the total hadronic cross sections of the process $b\bar{b} \rightarrow H^+W^-$ plotted in Fig. 6.11.
$t_\beta$, and gives the leading contribution to the cross section. On the left-hand side of the plot, where $t_\beta$ is small, in contrast the top-quark mass part is responsible for the overall behavior of the cross section and leads to a decrease with $t_\beta$. In the intermediate region both terms contribute equally much, leading to a minimum of the cross section for $t_\beta \approx 8$.

In total five different cross-section types including miscellaneous contributions are depicted. An overview is given in Table 6.1. $\sigma_{0\text{OS}}$, the straight red line, denotes the tree-level contribution in the OS renormalization scheme. The short-dashed blue line, $\sigma_{0\text{OS}}$, is the one-loop cross section in the OS scheme without having used any further effective couplings. $\sigma_{0\text{OS}}$, the long-dashed green line contains the $\Delta m_b$-corrected tree-level result. As seen before in the plots of the relative corrections, this line agrees with the complete one-loop result in the case of large $t_\beta$ as in this region only the universal $\Delta m_b$ corrections are relevant. In the small-$t_\beta$ regime these terms can only account for a part of the total corrections. There are also non-universal terms, mainly coming from the sub-diagram given in Fig. 6.10, which cannot be absorbed into an effective coupling. These ones do not, as observed before, contain any factors of $t_\beta$ and hence their effects diminish for higher $t_\beta$ values as the total cross section scales with $t^2_\beta$. For $\sigma_{\text{fullOS}}$, the dotted pink line, the $\Delta m_b$ corrections are included in the resummed version of eq. (4.16). Additionally the non-universal one-loop corrections are added. To avoid double-counting the non-resummed $\Delta m_b$ contribution must then be subtracted again, resulting in the following formula

$$\sigma_{\text{fullOS}} = \sigma_{\Delta\text{resum}} + \left( \sigma_{1\text{OS}}^\text{OS} - \sigma_{\Delta\text{resum}}^\text{OS} \right).$$

(6.11)

In this line also phase-space effects from the reduced bottom-quark mass are taken into account, leading to an additional shift with respect to the tree-level cross section. Nevertheless the curve again shows the expected behavior which can be deduced from the results given above with rising corrections for increasing $t_\beta$. For large values of $t_\beta$ they largely exceed the one-loop result because of the $\Delta m_b$ resummation where contributions are added that in a naive calculation would appear in higher-order diagrams of perturbation theory. This curve presents the current best estimate for the total cross section in the OS scheme where higher-order contributions are included as much as possible. Lastly the one-loop expression in the DR scheme is plotted as dash-dotted light-blue line and labeled $\sigma_{1\text{DR}}$. It has a shape very similar to the previous curve because the $\Delta m_b$ corrections appear in the self-energy contributions to the bottom-quark mass. In this renormalization scheme they enter completely at one-loop order via the bottom-quark propagators and no further contributions at higher orders appear. Hence this corresponds to the resummed result in the OS scheme. The remaining difference between the two curves is a measure for the theoretical uncertainty of the calculation because of missing non-leading higher-order contributions from perturbation theory.
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| Cross section                              | Value       |
|--------------------------------------------|-------------|
| Tree-level cross section                   | $\sigma_0 = 2.684$ fb |
| $\Delta m_b$-corrected tree-level cross section | $\sigma_{\Delta m_b} = 2.266$ fb |
| One-loop OS cross section                  | $\sigma_1 = 2.176$ fb |
| Relative one-loop OS correction            | $\Delta_{OS} = -15.6\%$ |
| Relative true one-loop OS correction       | $\Delta_{\Delta m_b} = -4.0\%$ |

Table 6.2: Hadronic cross sections for the reference point SPS1a’, which is described in appendix A.2.

Finally the numerical results for the parameter point SPS1a’ [16] are given in table 6.2. This parameter point is described in appendix A.2, it was chosen as a reference point for MSSM calculations. Because of the positive sign of $\mu$ the one-loop cross section is now reduced with respect to the tree-level result. The $t_\beta$ value of 10 is in a region where the $\Delta m_b$ corrections are already the dominant ones, but the non-universal corrections still yield a numerically significant contribution.
Proving the existence of a neutral Higgs boson is one of the main tasks of the LHC. Its main production processes for both SM and MSSM Higgs bosons include Higgs-boson production via vector-boson fusion (Fig. 7.1) \[107, 108, 109\]. Its rate is surpassed only by the gluon-fusion process \( gg \rightarrow h^0 \) [110] shown in Fig. 7.2. This process has large NLO-QCD corrections with K-factors larger than 2 [111]. Even after including the NNLO-QCD corrections [112] theoretical uncertainties of \( \mathcal{O}(10 - 20\%) \) remain. They make the extraction of coupling constants from the gluon-fusion process difficult and lead to large errors.

The Standard-QCD corrections to the vector-boson-fusion process were already calculated before [113, 114]. At tree-level the process only consists of a t-channel exchange of a colorless gauge boson, which is why the contribution where an additional gluon connects the two quark lines has no interference term with the tree-level diagram. Only the quark–anti-quark–vector-boson vertex receives corrections of \( \mathcal{O}(\alpha_s) \) and hence the overall QCD corrections are relatively small and typically between 5 and 10\%. Therefore, the extraction of Higgs coupling constants leads to much smaller errors than in the gluon-fusion case, and

\[ q \rightarrow q' h^0 \]

Figure 7.1: Generic tree-level Feynman diagram of the vector-boson-fusion process \( qq \rightarrow qq h^0 \)
the vector-boson-fusion production process is, despite its lower cross section, an ideal instrument to study the Higgs boson.

This process possesses a clear experimental signature of two jets in the forward region and thus can be easily separated from background processes by applying appropriate cuts \[115\]. In this chapter the production of the lightest MSSM Higgs boson \(h^0\) via vector-boson fusion is investigated and the SUSY-QCD corrections to this process are calculated.

## 7.1 The Partonic Process

The partonic processes which contribute to the production of a Higgs boson via vector-boson fusion can be summarized in a single general Feynman diagram which is depicted in Fig. 7.1. It can be seen as scattering of two quarks which is mediated via a vector boson in the t-channel with a Higgs boson being radiated off the intermediate vector boson. This is why the process has a clear experimental signature of two jets in the forward region of the detector which allows one to easily distinguish the signal from background processes by using appropriate cuts.

In a strict sense, the general diagram given in Fig. 7.1 is not the only one which contributes to this final state. When a quark–anti-quark pair of the same flavor appears in the initial state they can form a \(Z h^0\) pair via an intermediate virtual \(Z\) boson and the \(Z\) subsequently decays again into a quark–anti-quark pair. Hence these diagrams have exactly the same particle content in both the external and internal lines. There are also similar processes where an intermediate \(W\) boson can appear in the same way. However, the vector-boson-fusion process has a very distinct signature of two jets in the forward region. Using only this particular phase-space region the interference between the two diagram types is strongly suppressed by the large momentum transfer appearing in the intermediate gauge bosons. Additionally a color suppression factor appears in the interference term \[114\]. Hence the effects from these additional diagrams can be safely neglected if appropriate cuts \[115\] to the phase space are applied.
An analysis of the statistical accuracies of the cross section which are achievable at the LHC was done in refs. [116, 117]. It could be shown that a measurement with an accuracy of 5 to 10\% can be performed, also taking uncertainties in the decay branching ratios of the Higgs boson into account. So the size of the NLO-QCD corrections already matches the accuracy which is achievable in experiment. Theoretical uncertainties are not expected to limit the precision with which the cross sections can be measured.

In the MSSM besides the Standard-QCD corrections also SUSY-QCD corrections appear which are of the same order $O(\alpha_s)$ or, in case of the pentagon diagrams, even enhanced and of $O\left(\frac{\alpha_s^2}{\alpha}\right)$ in the coupling constant. A full one-loop calculation of these corrections has not been done before and is presented in this thesis.

\section*{7.2 SUSY-QCD Corrections}

In this chapter the SUSY-QCD corrections to $h_0$-production via vector-boson fusion are studied. If their size is larger than the experimental uncertainties one might be able to use this to tell the SM and the MSSM apart. In the limit of large $m_A$ the couplings of the $h_0$ become SM-like. So if at the LHC only one Higgs boson with Standard-Model couplings and a mass below 140 GeV is found, the question arises whether a SM or a MSSM Higgs boson was seen in the detector. The SUSY-QCD corrections, which exist only in the case of a MSSM Higgs boson, could modify the Higgs boson coupling by an amount large enough and therefore make the distinction between the two models possible. Also if supersymmetry could be established by other means beforehand, these corrections give an indirect contribution to the coupling between the Higgs boson and two gauge bosons. To be able to extract the value from the experiment as precisely as possible it is necessary to include these higher-order corrections.

The possible types of diagrams which appear in the SUSY-QCD corrections are depicted in Fig. 7.3. The quark–quark–gauge boson vertices receive corrections which are depicted in Fig. 7.3(a). Their divergencies are cancelled by appropriate counter terms which are shown in Fig. 7.3(b). The contribution of these diagrams was already investigated before [118] for the special case where all squarks have equal mass. Additionally one of the gauge bosons can be replaced by a box-shaped sparticle loop as shown in Fig. 7.3(c). Finally, all external particles can be coupled via a pentagon-type loop as in Fig. 7.3(d). Because of the Majorana nature of the gluinos also the diagram displayed on the right-hand side of the figure, where two quark lines are connected, exists.

All cross sections are calculated in the OS renormalization scheme. For the tree-level diagrams the leading-order parton distribution functions of ref. [119] were used. The one-loop cross sections were convoluted with the NLO-PDFs of the same group given in ref. [120]. In both cases the implementation from the
Figure 7.3: Diagram types contributing to SUSY-QCD corrections to $h^0$ production via vector-boson fusion.
program package LHAPDF [93] was used to obtain the numerical results which are presented in the next section.

7.3 Numerical Results

In this section numerical results for the SUSY-QCD corrections to $h^0$-production via vector-boson fusion are presented. The hadronic cross sections for each individual process for the MSSM reference point SPS1a', which is described in detail in appendix A.2, are listed in the following table. The one-loop corrections are separated according to the loop type, where $\sigma_{\text{vertex}}$ includes the contributions from the diagrams shown in Fig. 7.3(a) and (b), $\sigma_{\text{box}}$ from the ones of Fig. 7.3(c) and $\sigma_{\text{fit}}$ from the pentagon diagrams depicted in Fig. 7.3(d).

| Partonic subprocess | $\sigma_{\text{tree}}$ [pb] | $\sigma_{\text{vertex}}$ | $\sigma_{\text{box}}$ | $\sigma_{\text{fit}}$ |
|---------------------|----------------------------|--------------------------|-----------------------|----------------------|
| $dd \rightarrow ddh^0$ | $1.76 \cdot 10^{-2}$ | $-1.72 \cdot 10^{-4}$ | $8.34 \cdot 10^{-4}$ | $1.24 \cdot 10^{-5}$ |
| $du \rightarrow duh^0$ | $3.46 \cdot 10^{-1}$ | $-1.60 \cdot 10^{-4}$ | $6.68 \cdot 10^{-5}$ | $1.46 \cdot 10^{-6}$ |
| $ds \rightarrow dsh^0$ | $1.21 \cdot 10^{-2}$ | $-1.58 \cdot 10^{-4}$ | $7.89 \cdot 10^{-5}$ | $-1.67 \cdot 10^{-5}$ |
| $dc \rightarrow dch^0$ | $6.39 \cdot 10^{-3}$ | $-1.58 \cdot 10^{-4}$ | $2.69 \cdot 10^{-5}$ | $1.83 \cdot 10^{-6}$ |
| $dc \rightarrow ush^0$ | $3.34 \cdot 10^{-2}$ | $-1.43 \cdot 10^{-4}$ | $9.07 \cdot 10^{-5}$ | $0$ |
| $d\bar{d} \rightarrow d\bar{dh}^0$ | $1.58 \cdot 10^{-2}$ | $-1.55 \cdot 10^{-4}$ | $7.77 \cdot 10^{-5}$ | $2.48 \cdot 10^{-6}$ |
| $d\bar{d} \rightarrow u\bar{uh}^0$ | $6.33 \cdot 10^{-2}$ | $-1.40 \cdot 10^{-4}$ | $1.02 \cdot 10^{-5}$ | $1.52 \cdot 10^{-6}$ |
| $d\bar{u} \rightarrow d\bar{uh}^0$ | $1.09 \cdot 10^{-2}$ | $-1.53 \cdot 10^{-4}$ | $2.16 \cdot 10^{-5}$ | $1.66 \cdot 10^{-6}$ |
| $d\bar{s} \rightarrow d\bar{sh}^0$ | $1.18 \cdot 10^{-2}$ | $-1.56 \cdot 10^{-4}$ | $7.83 \cdot 10^{-5}$ | $-8.90 \cdot 10^{-6}$ |
| $d\bar{s} \rightarrow u\bar{ch}^0$ | $4.75 \cdot 10^{-2}$ | $-1.41 \cdot 10^{-4}$ | $1.52 \cdot 10^{-5}$ | $0$ |
| $d\bar{c} \rightarrow d\bar{ch}^0$ | $6.26 \cdot 10^{-3}$ | $-1.56 \cdot 10^{-4}$ | $2.86 \cdot 10^{-5}$ | $1.96 \cdot 10^{-6}$ |
| $uu \rightarrow uu\bar{h}^0$ | $3.68 \cdot 10^{-2}$ | $-1.86 \cdot 10^{-4}$ | $-6.65 \cdot 10^{-5}$ | $-1.26 \cdot 10^{-5}$ |
| $us \rightarrow uu\bar{h}^0$ | $1.10 \cdot 10^{-1}$ | $-1.49 \cdot 10^{-4}$ | $8.16 \cdot 10^{-5}$ | $0$ |
| $us \rightarrow uu\bar{h}^0$ | $2.12 \cdot 10^{-2}$ | $-1.65 \cdot 10^{-4}$ | $1.53 \cdot 10^{-5}$ | $1.84 \cdot 10^{-6}$ |
| $uc \rightarrow uu\bar{h}^0$ | $1.14 \cdot 10^{-2}$ | $-1.64 \cdot 10^{-4}$ | $-6.23 \cdot 10^{-5}$ | $2.20 \cdot 10^{-5}$ |
| $ud \rightarrow uu\bar{h}^0$ | $2.75 \cdot 10^{-2}$ | $-1.63 \cdot 10^{-4}$ | $1.56 \cdot 10^{-5}$ | $1.59 \cdot 10^{-6}$ |
| $uu \rightarrow uu\bar{h}^0$ | $1.27 \cdot 10^{-1}$ | $-1.44 \cdot 10^{-4}$ | $1.60 \cdot 10^{-5}$ | $2.00 \cdot 10^{-6}$ |
| $uu \rightarrow uu\bar{h}^0$ | $1.92 \cdot 10^{-2}$ | $-1.61 \cdot 10^{-4}$ | $-6.05 \cdot 10^{-5}$ | $-3.15 \cdot 10^{-5}$ |
| $u\bar{s} \rightarrow uu\bar{h}^0$ | $2.08 \cdot 10^{-2}$ | $-1.64 \cdot 10^{-4}$ | $1.52 \cdot 10^{-5}$ | $1.82 \cdot 10^{-6}$ |
| $uc \rightarrow uu\bar{h}^0$ | $7.45 \cdot 10^{-2}$ | $-1.46 \cdot 10^{-4}$ | $1.56 \cdot 10^{-5}$ | $0$ |
| $u\bar{c} \rightarrow u\bar{c}h^0$ | $1.12 \cdot 10^{-2}$ | $-1.63 \cdot 10^{-4}$ | $-6.17 \cdot 10^{-5}$ | $1.77 \cdot 10^{-5}$ |
| $ss \rightarrow ssh^0$ | $8.40 \cdot 10^{-4}$ | $-1.48 \cdot 10^{-4}$ | $7.62 \cdot 10^{-5}$ | $7.40 \cdot 10^{-6}$ |
| $sc \rightarrow sch^0$ | $4.37 \cdot 10^{-3}$ | $-1.31 \cdot 10^{-4}$ | $6.04 \cdot 10^{-5}$ | $1.81 \cdot 10^{-6}$ |
| $sd \rightarrow s\bar{dh}^0$ | $2.22 \cdot 10^{-3}$ | $-1.41 \cdot 10^{-4}$ | $7.34 \cdot 10^{-5}$ | $-7.60 \cdot 10^{-6}$ |
| $s\bar{d} \rightarrow c\bar{uh}^0$ | $9.10 \cdot 10^{-3}$ | $-1.27 \cdot 10^{-4}$ | $1.93 \cdot 10^{-5}$ | $0$ |
| $su \rightarrow s\bar{uh}^0$ | $1.50 \cdot 10^{-3}$ | $-1.40 \cdot 10^{-4}$ | $-5.07 \cdot 10^{-6}$ | $1.72 \cdot 10^{-6}$ |
| $ss \rightarrow ssh^0$ | $1.62 \cdot 10^{-3}$ | $-1.42 \cdot 10^{-4}$ | $7.42 \cdot 10^{-5}$ | $1.58 \cdot 10^{-6}$ |
| $ss \rightarrow c\bar{ch}^0$ | $6.69 \cdot 10^{-3}$ | $-1.28 \cdot 10^{-4}$ | $2.33 \cdot 10^{-5}$ | $3.29 \cdot 10^{-8}$ |
The formal definition of these quantities was given in chapter 5.4.

There is an interesting observation already at tree-level. The partonic subprocesses which enter via a Z-boson exchange are suppressed with respect to the

\[
p_{T}(q, \bar{q}) \geq 40 \text{ GeV} \quad \eta(q, \bar{q}) \geq 2 \quad \Delta R_{qq, q\bar{q}, \bar{q}q, q\bar{h}^{0}, \bar{q}h^{0}} \geq 0.4 \quad (7.1)
\]

The quoted cross sections are hadronic ones, where the convolution with the PDFs has already been performed. They are given separately for each partonic subprocess to facilitate an easier analysis of the characteristic effects appearing in this process. Additionally the total hadronic cross section is stated, which is the sum of all subprocesses. For some partonic subprocesses no five-point loop diagrams exist at all. In this case the entry in the last column of the table is exactly zero. To exploit the unique characteristics of the final state of this process cuts were used to obtain the cross sections. A lower limit was placed on the transverse momentum \( p_{T} \) and the pseudo-rapidity \( \eta \) of the outgoing quarks and anti-quarks, so that the final-state jets are clearly separated from the beam pipe, but still in the forward region of the detector. Also a cut on the jet separation \( \Delta R \) between each combination of outgoing particles was set to emulate the behavior of the jet-clustering algorithms used in experimental analyses and to be able to resolve the particles in the detector separately. Thus the applied cuts were

\[
p_{T}(q, \bar{q}) \geq 40 \text{ GeV} \quad \eta(q, \bar{q}) \geq 2 \quad \Delta R_{qq, q\bar{q}, \bar{q}q, q\bar{h}^{0}, \bar{q}h^{0}} \geq 0.4 \quad (7.1)
\]
ones with a $W$ boson as intermediate vector boson. Firstly, the coupling of the $W$ boson to the quarks is enhanced by a factor of $\frac{1}{c_W}$, the inverse of the cosine of the electroweak mixing angle, with respect to the leading term of the $qqZ$-coupling. Secondly, the $Z$ boson is heavier than the $W$ boson, and the ratio of the two masses is also equal to $\frac{1}{c_W}$. As the gauge-boson propagators are dominated by their mass terms this leads to an additional enhancement of $\frac{1}{c_W}$ for each $W$ boson propagator. So in total the amplitude of a $W$ boson-exchange diagram is enhanced by about $\frac{1}{c_W}$ over one with a $Z$ boson exchange. Accordingly, this amounts to a factor $\frac{1}{c_W} = (0.877)^2 \approx 4.8$ for the tree-level cross section, which corresponds to the observed partonic cross-section ratios. Because of this effect and the large valence-quark densities of the up- and down-quarks in the proton, the partonic subprocess $ud \rightarrow udh^0$ gives the leading contribution to the hadronic process.

The vertex corrections all have the same size relative to the respective tree-level cross section and correspond to the results obtained in ref. [118]. Since the coupling of the $W$ boson to the quarks is purely left-handed, they are largest if the off-diagonal elements in the squark mixing matrix are small and therefore left- and right-handed squarks have almost equal masses. Also for the intermediate gluino propagator only the momentum term survives when calculating the trace over the fermion line. It is proportional to the momentum transfer in the t-channel and thus small. For diagrams with $Z$-boson exchange the situation is more complicated, because the $qqZ$-coupling contains both left- and right-handed parts. Nevertheless, any subdiagrams involving a mixing of left- and right-handed squarks are proportional to the off-diagonal terms in the squark mixing matrix, which contain the Yukawa coupling of the corresponding quark and are hence small. Hence, the same effects as in the $W$ boson case appear and lead to a similar relative size of the vertex corrections.

In the case of box diagrams the relative size of the corrections shows a much wider range. For some partonic subprocesses they exceed the vertex corrections significantly, which underlines the importance of performing a full one-loop calculation to take all effects into account. Yet for other subprocesses they are much smaller. This is due to the fact that for $W$-boson exchange large cancellation is manifest. It occurs between the diagrams on the left-hand side of each row of Fig. 7.3(c), where the $h^0$ couples to the squark with the flavor of the outgoing quark, and the ones on the right-hand side which have an $h^0$-coupling to the squark with the incoming-quark flavor. Because of the $W$ boson one of the squarks is always up-type and the other one down-type. Their couplings to the $h^0$ have a minus sign relative to each other. Any effects from CKM-mixing are neglected, therefore only squarks of the same generation can appear in a single diagram. This is also why only the superpartners of the four light quarks contribute at all. They all have very similar masses, so the absolute value of the $\tilde{q}\tilde{q}W$-coupling is roughly the same everywhere. Hence the diagrams on the left-
and right-hand side of Fig. 7.3(c) almost exactly cancel for $W$-boson exchange, leading to a strong suppression of this contribution. For $Z$-boson exchange no such effect occurs and the relative box-diagram contribution is larger by an order of magnitude. Since, as mentioned above, already the tree-level amplitude is smaller for this diagram type, the absolute value of the correction is small as well and these corrections cannot give a significant contribution to the total cross section. Again the correction is maximized in the case where the off-diagonal elements in the squark mixing matrix are small. Also the change of the coupling constant between tree-level, which is proportional to $s_{\alpha+\beta}$, to the one-loop one of $s_{\beta-\alpha}$ cannot give an important effect, because the ratio of the two is always above 0.9 and approaches 1 in the decoupling scenario, where the additional Higgs bosons of the MSSM are heavy and the $h^0$-coupling becomes SM-like.

For the five-point diagrams a cancellation similar to the box diagrams occurs when the corresponding tree-level process is mediated by a $W$-boson exchange. Additionally at least twice a left-right mixing term in the squark sector appears in the amplitude. For this reason a term proportional to the Yukawa coupling of the four light quarks enters the expression and leads to a suppression of the one-loop correction. The choice of parameters which yield the biggest one-loop corrections are in this case large terms in the off-diagonal entries of the squark mixing matrices and therefore a larger mass splitting in the squark sector. Additionally for both types the larger masses of the gluinos and squarks, where experimental limits require that they are heavier than the $W$ or $Z$ boson, lead to a further reduction of the cross section. Yet, there is also an enhancement factor. Except for the Higgs coupling, all other four couplings of the pentagon diagrams are proportional to the strong coupling constant, while for the triangular and box-type diagrams two of the couplings are strong and two of them are electroweak. Hence this type of diagram contains an enhancement factor of $\frac{\alpha_s}{\alpha_s^2} \approx 14$. This is however not sufficient to give a significant contribution to the cross section.

### 7.4 $h^0$-Production with External Gluons

Additionally the production of an $h^0$ with one or two gluons in the initial state was considered. The corresponding Feynman diagrams are shown in Fig. 7.4. Since there is no tree-level coupling of the gluons to the Higgs bosons, these processes occur at the one-loop level in leading order. This leads to an additional factor of $\alpha_s$ in the cross section so the total amplitude is of $\mathcal{O}(\alpha_s^4\alpha)$, while the vector-boson-fusion diagram has a factor $\alpha^3$. Given that $\alpha_s^2$ is of the same numerical size as $\alpha$ these contributions might prove important. Additionally, the gluon densities in the proton are much higher than those of the quarks at typical LHC energies and this further enhances this type of diagram.

The numerical results for these processes with external gluons for the reference
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Figure 7.4: Leading-order diagram types for $h^0$-production with one external gluon in the initial and final state. The Feynman diagrams with two gluons in the initial state have the same topology. They are obtained from these ones by taking both gluons as incoming particles and changing the incoming quark to an outgoing anti-quark.
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Table 7.2: One-loop hadronic cross sections for the subprocesses with one or two gluons in the initial state for the MSSM reference point SPS1a'.

| Partonic subprocess | $\sigma_{\text{one-loop}} [\text{pb}]$ |
|---------------------|----------------------------------------|
| $gd \rightarrow gdh^0$ | $2.2 \cdot 10^{-5}$ |
| $gu \rightarrow guh^0$ | $1.7 \cdot 10^{-5}$ |
| $gs \rightarrow gsh^0$ | $2.3 \cdot 10^{-6}$ |
| $gc \rightarrow gch^0$ | $9.3 \cdot 10^{-7}$ |
| $g\bar{d} \rightarrow g\bar{d}h^0$ | $3.2 \cdot 10^{-6}$ |
| $g\bar{u} \rightarrow g\bar{u}h^0$ | $2.5 \cdot 10^{-6}$ |
| $g\bar{s} \rightarrow g\bar{s}h^0$ | $2.1 \cdot 10^{-6}$ |
| $g\bar{c} \rightarrow g\bar{c}h^0$ | $8.2 \cdot 10^{-7}$ |
| $gg \rightarrow d\bar{d}h^0$ | $1.8 \cdot 10^{-7}$ |
| $gg \rightarrow u\bar{u}h^0$ | $2.3 \cdot 10^{-7}$ |
| $gg \rightarrow s\bar{s}h^0$ | $2.6 \cdot 10^{-7}$ |
| $gg \rightarrow c\bar{c}h^0$ | $2.5 \cdot 10^{-7}$ |

point SPS1a' are given in table 7.2. In this case the convolution with the PDFs is also already included in the numbers for the cross section. The same cuts as for the vector-boson-fusion process, given in eq. (7.1), were used. Also the same cuts were applied to the final-state gluons as to the quarks and anti-quarks.

Formally this process type constitutes a background to the previously considered process of $h^0$-production via vector-boson fusion. Therefore one wants to pursue the question, how large the total contribution of these diagrams is and if there are cuts which reduce their size with respect to the signal process.

The processes with one gluon in the initial and final state have a momentum distribution similar to the vector-boson-fusion one. The gluon densities in the proton are very large for small $x$, but rapidly diminish for larger $x$. In contrast the sea-quark densities fall off much slower and the valence-quark densities have their maximum at about $\frac{1}{6}$. So the most favorable configuration is the one where the energy to produce the final state mostly originates from the quark. Thus the hadronic center-of-mass frame is strongly boosted with respect to the partonic one, which leads to jets in the forward region of the detector. This would mimic the signature of a vector-boson-fusion process and produce events which cannot be eliminated by cuts. In contrast for processes with two gluons in the initial state the momentum configuration which maximizes the hadronic cross section is the one where both gluons have similar values of $x$. This leads to more central jets which are suppressed by the applied cuts.

As one can see from the cross sections in table 7.2, the total contribution of these diagrams is of $\mathcal{O}(10^{-4})$ and therefore well below the experimental uncertainties, which are in the range of 5 to 10%. As the total contribution of these background processes is below the statistical uncertainties which can be reached
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in a measurement of the vector-boson-fusion cross section, these background processes do not affect the experimental determination of the $h^0$-production rate via vector-boson fusion.
Chapter 8

Higgs-Boson Production in Association with Heavy Quarks

The coupling of Higgs bosons to fermions is of the Yukawa type and therefore proportional to the mass of the fermion. The four light quarks, $u$, $d$, $s$ and $c$, all have a mass below or of about 1 GeV. This mass should be compared to the Higgs vacuum expectation value $v$, the scale of electroweak symmetry breaking, to obtain the strength of their respective Yukawa couplings, which are therefore small. In contrast the top-quark mass is of the same order as the electroweak symmetry-breaking scale, making the top-Higgs coupling numerically sizable. The bottom-quark mass of a few GeV also leads to a rather weak coupling to the Higgs boson in the Standard Model. In the MSSM, the coupling to the $h^0$ is enhanced by a factor $t_\beta$, so for large values of $t_\beta$ its size can become comparable to the top-quark Yukawa coupling. These large Yukawa couplings make Higgs-boson production in association with heavy quarks \cite{121, 122} a phenomenologically interesting process.

In this chapter the production of the lightest CP-even neutral MSSM-Higgs boson $h^0$ in association with a bottom or top quark–anti-quark pair is studied. The top quarks decay rapidly into mainly $bW$ and the outgoing bottom quarks can be identified in the detector via $b$-quark tagging. Therefore both processes form distinct final states which neither interfere with each other nor with the Higgs-boson production via vector-boson fusion presented in chapter 7. First the peculiarities of each of the two processes are discussed separately. Then the one-loop SUSY-QCD corrections for both processes are described. Since the same basic Feynman diagrams appear in both cases, this task is done jointly. The Standard-QCD corrections have already been calculated in refs. \cite{123, 124} for $b\bar{b}h^0$-production and refs. \cite{125, 126, 127} for $t\bar{t}h^0$-production. Finally in the last two sections the numerical results for both processes are shown.
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8.1 The $b\bar{b}h^0$ Final State

The production of a Higgs boson in association with bottom quarks in the Standard Model was intensively studied in the literature [117, 128, 129]. At tree-level it originates from the annihilation of a quark–anti-quark pair or from a gluon fusion process, where the final-state $b\bar{b}$-pair is produced via an intermediate gluon, and the Higgs boson radiates off from one of the bottom quarks (Fig. 8.1(a)). Besides these s-channel diagrams the partonic gluon-fusion process also proceeds via a t-channel diagram shown in Fig. 8.1(b), where the Higgs boson can be emitted from both the internal and external bottom-quark lines. The analysis was soon extended [83, 94, 130] to include the lightest MSSM-Higgs boson $h^0$. The diagram types are exactly the same as in the Standard Model case. Only the bottom-quark–Higgs coupling is changed to its supersymmetric counterpart, resulting in

$$\sigma_{\text{MSSM}} (pp \rightarrow b\bar{b}h^0) = \left(-\frac{s_\alpha}{c_\beta}\right)^2 \sigma_{\text{SM}} (pp \rightarrow b\bar{b}H), \quad (8.1)$$

where $-\frac{s_\alpha}{c_\beta}$ is the ratio of the bottom-quark coupling to the MSSM $h^0$ boson and to the one of the SM Higgs boson $H$.

The Standard-QCD corrections [123, 124] to this process are also known and reduce the dependence of the cross section on the factorization and renormalization scales.

However, there are subtleties when making a theoretical prediction for total integrated $h^0$-production via this process, i.e. when the final-state bottom quarks are not explicitly detected. In a four-flavor-number scheme, where only gluons
and the four light quarks, but no bottom quarks appear in the initial state, large logarithms of \( \mathcal{O} \left( \ln \frac{Q^2}{m^2} \right) \) in the total cross section emerge, where \( Q \) is of the order of the Higgs-boson mass. They arise from the kinematical configuration where a gluon splits into a \( b\bar{b} \)-pair and the bottom quarks are collinear to the gluon. These logarithms can be resummed using bottom-quark parton densities, thereby using a five-flavor-number scheme. The bottom-quark densities in the proton originate purely from such splitting gluons. So for every bottom quark which appears in a partonic process another bottom (anti-)quark exists in the hadronic final state. This scheme uses the approximation that the outgoing bottom quarks have small transverse momentum and they are assigned zero transverse momentum at leading order. In the five-flavor-number scheme the leading-order partonic process is then \( b\bar{b} \rightarrow h^0 \). \( gg \rightarrow b\bar{b}h^0 \) only appears at NNLO together with the two-loop corrections to this process \([131]\).

In our case though these large logarithms are avoided by requiring bottom-quark jets with high transverse momenta and a tagging of the final-state bottom quarks in the detector. The additional cuts reduce the cross section by one or two orders of magnitude, but also greatly reduce the background and make this approach more interesting. The existence of bottom-quark jets with large transverse momenta also guarantees that the Higgs boson was emitted from a bottom quark and is therefore proportional to the bottom-quark Yukawa coupling, allowing its precise measurement.

The SUSY-QCD corrections to this process were partly calculated in ref. \([132]\). There an effective \( b\bar{b}h^0 \)-coupling was used which includes the one-loop squark and gluino contributions, but no box-type or pentagon diagrams were added in their analysis. In this dissertation a full one-loop calculation of the SUSY-QCD corrections is performed.

### 8.2 The \( t\bar{t}h^0 \) Final State

The production of a Higgs boson in association with a top quark–anti-quark pair \([122, 133, 134]\) proceeds in the same way as the one with a bottom quark–anti-quark pair discussed in the previous section and the same diagrams as in Fig. 8.1 appear. Since the mass of the top quark is of the same order as the electroweak symmetry-breaking scale, its Yukawa coupling gives a sizable contribution and the process is an important channel for Higgs-boson production in the mass region below 125 GeV \([135]\). Furthermore, this process can be used to measure the top-quark Yukawa coupling precisely \([136]\). The extension of the SM tree-level calculations to the MSSM, where the Higgs boson is an \( h^0 \), is again straightforward and amounts to a replacement of the Yukawa coupling such that

\[
\sigma_{\text{MSSM}} (pp \rightarrow t\bar{t}h^0) = \left( \frac{c_\alpha}{s_\beta} \right)^2 \sigma_{\text{SM}} (pp \rightarrow t\bar{t}H), \tag{8.2}
\]
where $\frac{c_\alpha}{s_\beta}$ is the ratio of the top-quark coupling to the MSSM $h^0$ boson and to the Higgs boson $H$ of the SM. Thus the total cross section in the MSSM is reduced with respect to the SM one by approximately a factor of $\frac{1}{t^2}$.

The Standard-QCD corrections for this process are available in the literature [125, 126, 127]. Their numerical size is of $\mathcal{O}(20\%-40\%)$ and leads to a stable prediction of total and differential cross sections with respect to variation of the renormalization and factorization scales.

The large mass of the top quark also reduces the size of the collinear logarithms to $\mathcal{O}\left(\ln \frac{Q^2}{m_t^2}\right)$. Now the argument of the logarithm is close to 1. So the higher-order corrections are small and no resummation of these terms needs to be performed. Hence one can safely use the four-flavor-number scheme for this process and need not apply any additional cuts to the final-state top quarks in this case.

A calculation of the SUSY-QCD corrections was performed quite recently in ref. [137]. As the figures of this article include both the Standard-QCD and the SUSY-QCD one-loop contributions a direct comparison of the numerical results is difficult. As far as the principal behavior with respect to a variation of the MSSM parameters is concerned, agreement could be found.

### 8.3 SUSY-QCD Corrections

In this section the SUSY-QCD corrections to $h^0$-production in association with a heavy quark–anti-quark pair are described. In the Feynman diagrams the heavy quark is denoted by a $Q$, which represents a $b$ for the bottom-quark and a $t$ for the top-quark final state. Correspondingly, in part of the diagrams the supersymmetric partners to the heavy quark appears, which is marked by $\tilde{Q}$, specifying $\tilde{b}$ and $\tilde{t}$, respectively. A small $\tilde{q}$ on the other hand signifies that all squarks can be inserted in the propagator. The $\tilde{q}'$ in the $q\bar{q}$ diagrams denotes the superpartner to the initial-state quark. In Fig. 8.2(a)-(f) the basic types of Feynman diagrams which appear as one-loop SUSY-QCD corrections to $h^0$-production via gluon fusion are depicted. Self-energy corrections (Fig. 8.2(a)) enter either via a squark or gluino loop which is inserted into the intermediate gluon propagator, or a combined squark-gluino two-point loop inserted into the heavy-quark line. In Fig. 8.2(b) the possible vertex corrections are displayed. Squark loops induce an effective gluon-Higgs coupling appearing in the two diagrams on the left-hand side of the first two rows. The diagrams on the right-hand side of the first two rows contain a correction to the coupling between $h^0$ and the heavy quark. The third and fourth row feature corrections to the gluon-quark interaction and the last row an additional contribution to the triple-gluon vertex. Diagrams where four particles are connected via a sparticle loop are presented in Fig. 8.2(c). Finally, all five external particles can be joined by a squark-
Figure 8.2: Types of Feynman diagrams contributing to SUSY-QCD corrections to $h^0$-production in association with heavy quarks
(c) box diagrams

(d) pentagon diagrams

(e) self-energy counter terms

Figure 8.2: (continued)
(f) vertex counter terms

(g) additional diagrams for quark–anti-quark annihilation

Figure 8.2: (continued)
gluino loop as shown in Fig. 8.2(d). The emerging divergences are cancelled by counter-term diagrams shown in Fig. 8.2(e) for the self-energy contributions and (f) for the vertex corrections. All gluon-fusion s-channel diagrams, where the two initial-state gluons couple to a further, intermediate gluon, also exist in the quark–anti-quark–annihilation subprocesses. The only change is the replacement of the two incoming gluons by a quark–anti-quark pair. The additional diagrams which appear for this type of subprocess are depicted in Fig. 8.2(g). They are corrections to the quark–anti-quark–gluon coupling together with the associated counter-term diagram as shown in the first row. Secondly, the coupling of the incoming light quark to the Higgs boson, which is neglected at tree-level, appears at one-loop order as indicated by the diagram in the second row. Finally in the last row the additional box and pentagon diagrams are shown.

In the remaining sections of this chapter the numerical results of $h^0$-production in association with a heavy quark–anti-quark pair are presented. In analogy to chapter 6 several cross-section differences are defined to illustrate the results. All calculations in this chapter were performed in the OS renormalization scheme, so the label indicating the renormalization scheme will in the following be dropped for all items. The relative one-loop correction is defined as

$$\Delta_1 = \frac{\sigma_1 - \sigma_0}{\sigma_0} , \quad (8.3)$$

where $\sigma_0$ denotes the tree-level and $\sigma_1$ the one-loop cross section. For the calculation of hadronic cross sections the PDF set of ref. [120] was used. Additionally, a $\Delta m_{b,t}$-corrected tree-level cross section $\sigma_\Delta$ was calculated in a similar way as already described in chapter 6, i.e. using the non-resummed version of eq. (4.21) and treating the $\Delta m_{b,t}$ term as a one-loop contribution. Additionally, the contribution to the vertex from the term proportional to the second mixing angle in the MSSM-Higgs sector, $\alpha$, was included in $\sigma_\Delta$ according to eqs. (4.27) and (4.33). The relative correction using only these contributions is defined as

$$\Delta_0 = \frac{\sigma_\Delta - \sigma_0}{\sigma_0} . \quad (8.4)$$

Finally, the difference between the $\Delta m_{b,t}$-corrected tree-level cross section and the full one-loop result, which denotes the true one-loop corrections, is given by

$$\Delta_{\Delta m_{b,t}} = \frac{\sigma_1 - \sigma_\Delta}{\sigma_0} . \quad (8.5)$$

The renormalization of the strong coupling constant $\alpha_s$ was performed as described in chapter 4.2.3.

### 8.4 Numerical Results for $bbh^0$

In this section the numerical results for the process $pp \rightarrow bbh^0$ are presented. First the total hadronic cross section for the MSSM reference point SPS1a' is given in
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| Partonic subprocess | $\sigma_0$ [fb] | $\sigma_1$ [fb] | $\Delta_1$ [%] | $\Delta_0$ [%] |
|---------------------|----------------|----------------|--------------|--------------|
| $\bar{d}d \rightarrow \bar{b}b^0$ | 0.107 | 0.104 | -2.48 | -1.95 |
| $\bar{u}u \rightarrow \bar{b}b^0$ | 0.168 | 0.164 | -2.56 | -1.95 |
| $\bar{s}s \rightarrow \bar{b}b^0$ | 0.028 | 0.028 | -2.26 | -1.95 |
| $\bar{c}c \rightarrow \bar{b}b^0$ | 0.013 | 0.012 | -2.20 | -1.95 |
| $gg \rightarrow \bar{b}b^0$ | 35.647 | 33.734 | -5.37 | -1.95 |
| $\sum (pp \rightarrow \bar{b}b^0)$ | 35.963 | 34.042 | -5.34 | -1.95 |

Table 8.1: Hadronic cross sections for $\bar{b}b^0$-production at the parameter point SPS1a’ (see appendix A.2).

table 8.1. It is also given separately for each partonic subprocess. As described before, the outgoing bottom-quark jets are required to have a high transverse momentum, so that large logarithms are avoided and the background processes, where the Higgs boson does not radiate off a bottom quark, are reduced. To this end a cut on the bottom quarks,

$$p_T(b, \bar{b}) \geq 20 \text{ GeV}, \quad (8.6)$$

was applied to obtain these results. The same cut will also be used for all other cross sections of this section.

As one can see in the table, the dominant contribution originates from the gluon-fusion process and the quark–anti-quark–annihilation processes are suppressed by two orders of magnitude. Hence their contribution is negligible and in the following analysis only the gluon-fusion subprocess is considered. This large difference in the cross sections is due to the fact that the quark–anti-quark–annihilation process can only proceed via the s-channel diagram shown on the left-hand side of Fig. 8.1(a). It contains a propagator suppression from the intermediate gluon which must carry at least the energy to produce the final-state Higgs boson and the two bottom quarks. In contrast the gluon-fusion subprocess also contains a t-channel diagram (Fig. 8.1(b)) which does not suffer from such a suppression. In fact, if one takes only the s-channel diagram on the right-hand side of Fig. 8.1(a) into account, the cross section of the gluon-fusion contribution is of comparable size ($\sigma_1 = 1.103$ fb) to the one of quark–anti-quark annihilation.

In the following plots the effect of varying MSSM parameters on the SUSY-QCD contributions is investigated. To that end a parameter point with a fairly
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Figure 8.3: Partonic cross section differences for the process $gg \to b\bar{b}h^0$, using $t_\beta = 30$, as a function of $M_{\text{SUSY}} \equiv M_{\tilde{Q}} = M_{\tilde{U}} = M_{\tilde{D}}$. All other parameters take the values given in eq. (8.7).

A light SUSY spectrum was chosen, namely

\[
\begin{align*}
    m_A &= 200 \text{ GeV} \\
    \mu &= 300 \text{ GeV} \\
    A_t &= A_b = 0 \\
    M_{\text{SUSY}} &\equiv M_{\tilde{Q}} = M_{\tilde{U}} = M_{\tilde{D}} = 250 \text{ GeV} \\
    m_{\tilde{g}} &= 400 \text{ GeV }
\end{align*}
\]  

The MSSM parameters were then varied around this point. The renormalization scale, which appears in $\alpha_s$ (see eq. (4.9)), was set to $\mu_R = 2m_b + m_{h^0}$. As the contribution of the quark–anti-quark annihilation diagrams is negligible compared to the gluon-fusion subprocess, only the latter one is considered in the following. Also for simplicity the quoted cross section differences are partonic ones with a center-of-mass energy of $\sqrt{s} = 500 \text{ GeV}$.

For the first plots $t_\beta$ is set to the large value 30. In the plot given in Fig. 8.3 a common mass scale $M_{\text{SUSY}}$, where all soft-supersymmetry breaking masses in the squark sector take the same value, is chosen. According to chapter 4.3, where the bottom-quark Yukawa coupling was studied, one would expect the universal corrections, which are parametrized in $\Delta m_b$, to give the dominant contribution. This is indeed the case for almost all $M_{\text{SUSY}}$-values. Also the decrease of the
corrections with growing SUSY mass scale, which is predicted by eq. (4.17) to fall off as \( \frac{1}{M_{\text{SUSY}}^2} \), can be seen in the plot. Only for rather small values of \( M_{\text{SUSY}} \) a deviation from this behavior occurs. Other terms contribute significantly in this region and lead to smaller cross-section differences than one would expect from the \( \Delta m_b \) terms alone.

The numbers for the second plot (Fig. 8.4) are also calculated in the regime of large \( t_\beta \), but now \( \mu \) is varied. For small values of \( \mu \), the \( \Delta m_b \)-corrected tree-level result and the full one-loop cross section coincide and show the expected linear rise with \( \mu \). When \( \mu \) becomes large, and thus the off-diagonal elements in the sbottom mixing matrix lead to a larger split between the lighter and heavier sbottom, this behavior changes and leads to a decelerated increase with \( \mu \). Also other terms begin to contribute to the cross section in a significant way and induce a deviation of the full one-loop result from the \( \Delta m_b \) corrections by up to 20%.

The effect of varying \( t_\beta \) is studied in Fig. 8.5. The \( \Delta m_b \)-corrected tree-level result grows linearly with \( t_\beta \) as predicted from eq. (4.17). In the small \( t_\beta \)-regime it approximates the full one-loop result rather well with a deviation of only about one percent. For larger values of \( t_\beta \) the complete one-loop corrections begin to deviate and additional contributions lead to a slower rise. Finally, the absolute value of the full corrections slightly decreases again. This is the same effect which
was already observed on the left-hand side of Fig. 8.3. As the common value of
the soft supersymmetry-breaking masses $M_{\text{SUSY}}$ was chosen to be 250 GeV we are
exactly in this regime. A higher value for $M_{\text{SUSY}}$ leads to a one-loop cross-section
difference which coincides with the $\Delta m_b$-corrected tree-level one over the whole
range of $t_\beta$. To verify this a value of $M_{\text{SUSY}} = 400$ GeV was chosen to obtain
Fig. 8.6. Additionally, the gluino mass was set to $m_{\tilde{g}} = 640$ GeV such that the
ratio of the two masses is the same as in the parameter set eq. (8.7). In this
case the discrepancy $\Delta_{\Delta m_b}$ between $\Delta_1$ and $\Delta_0$ stays below one percent for all
$t_\beta$-values.

In the final two plots the behavior of the cross-section differences in the small
$t_\beta$-regime, namely for $t_\beta = 6$, is studied. Firstly, in Fig. 8.7 the common mass
scale $M_{\text{SUSY}}$ of the soft supersymmetry-breaking masses appearing in the squark
sector is varied. The $\Delta m_b$-corrected tree-level result is a good approximation of
the full one-loop result over the whole mass range. The difference is about one
percent for small $M_{\text{SUSY}}$ and rapidly vanishes for larger values.

The last plot (Fig. 8.8) depicts the dependence of the cross-section differences
on $\mu$ for $t_\beta = 6$. It shows a similar behavior as the same plot for large $t_\beta$
(Fig. 8.4). For small values of $\mu$ the $\Delta m_b$-corrected tree-level result and the full
one-loop calculation coincide, while for larger ones significant deviations occur.
In the small $t_\beta$-regime the absolute value of the $\Delta_0$ corrections even grows slightly
larger than the linear behavior of eq. (4.17), which is due to additional effects
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Figure 8.6: $t_\beta$-dependence of the partonic cross section differences for $gg \to \bar{b}b\ell_0$. For this plot a slightly higher $M_{\text{SUSY}} = 400$ GeV and $m_{\tilde{g}} = 640$ GeV was used than the one of eq. (8.7).

Figure 8.7: Partonic cross section differences for $\bar{b}b\ell_0$-production via gluon fusion for $t_\beta = 6$ as function of a common mass $M_{\text{SUSY}}$ for the soft supersymmetry-breaking terms. All other parameters take the values given in eq. (8.7).
originating from the growing mass splitting between the two sbottoms. The one-loop corrections in contrast decrease again, once the absolute value has reached a maximum at about 1500 GeV, and even change sign and become positive. So in this parameter region true one-loop corrections contribute significantly.

8.5 Numerical Results for $\bar{t}th^0$

The numerical results for the second process of Higgs production in association with heavy quarks, $pp \to \bar{t}th^0$, are presented in this section. In table 8.2 the hadronic cross section for the MSSM reference point SPS1a$'$ is denoted. It is given separately for each partonic subprocess which contributes to the $\bar{t}th^0$-final state.

In this case the quark–anti-quark annihilation diagrams give a contribution which is of comparable size to the gluon-fusion ones. On the partonic level the same analysis as in the previous section for $h^0$-production in association with a bottom quark–anti-quark pair holds. The quark–anti-quark–annihilation processes are suppressed because there only a propagator-suppressed s-channel diagram exists, while the gluon-fusion subprocess also proceeds via a t-channel diagram which does not suffer from such a suppression. After the convolution with the parton distribution functions the situation however changes. The gluon
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| Partonic subprocess | $\sigma_0$ [fb] | $\sigma_1$ [fb] | $\Delta_1$ [%] |
|---------------------|-----------------|-----------------|----------------|
| $d\bar{d} \rightarrow t\bar{t}h^0$ | 42.7            | 37.6            | −11.77         |
| $u\bar{u} \rightarrow t\bar{t}h^0$ | 71.9            | 63.4            | −11.81         |
| $s\bar{s} \rightarrow t\bar{t}h^0$ | 7.5             | 6.6             | −11.58         |
| $c\bar{c} \rightarrow t\bar{t}h^0$ | 2.8             | 2.5             | −11.53         |
| $gg \rightarrow t\bar{t}h^0$       | 273.7           | 264.7           | −3.30          |
| $\sum (pp \rightarrow t\bar{t}h^0)$ | 399.0           | 374.8           | −5.96          |

Table 8.2: Hadronic cross sections for $t\bar{t}h^0$-production at the parameter point SPS1a', which is defined in appendix A.2.

Densities in the proton show a much steeper fall with growing parton-momentum fraction $x$ than the sea-quark ones. As the top quarks are much heavier than the bottom quarks, also the energy and thus the $x$ of the incoming partons must be larger to be above the threshold for $t\bar{t}h^0$-production. For this final state it approximately compensates the effect from the propagator suppression. The gluon-fusion process is still the dominant production mode, but all processes need to be taken into account for a complete analysis.

In the following plots the effect of varying MSSM parameters on the SUSY-QCD contributions is investigated. To that end the same parameter point as in the previous section with a fairly light SUSY spectrum was chosen, namely

$$
m_A = 200 \text{ GeV} \\
t_\beta = 6 \\
\mu = 300 \text{ GeV} \\
A_t = A_b = 0 \\
M_{\tilde{Q}} = M_{\tilde{U}} = M_{\tilde{D}} = 250 \text{ GeV} \\
m_{\tilde{g}} = 400 \text{ GeV}
$$

The MSSM parameters were then varied around this point. $t_\beta = 6$ was kept fixed for all plots of this section. The renormalization scale, which enters $\alpha_s$ via eq. (4.9), and the factorization scale were set to $\mu_R = \mu_F = 2m_t + m_{h^0}$. The hadronic cross-section calculations were performed for the LHC with a proton-proton center-of-mass energy of 14 TeV.

First a common mass scale $M_{\text{SUSY}}$, where the soft supersymmetry-breaking squark mass terms all take the same value, is introduced and varied between 200 and 2000 GeV, as shown in Fig. 8.9. The difference between the tree-level cross section and the $\Delta m_t$-corrected one falls off as $\frac{1}{M_{\text{SUSY}}}$, as expected from the form of the $\Delta m_t$ term given in eq. (4.30). The total one-loop contributions show a similar decrease, but with a larger coefficient which leads to a much steeper descent. This originates from the fact that the $\Delta m_t$ term only includes vertex
corrections to the $t\bar{t}h^0$ vertex. Yet there are many other one-loop diagrams which also contribute and lead to the modified behavior. In contrast to $\Delta m_b$, which is enhanced by a factor $t_\beta$, the $\Delta m_t$ corrections are suppressed by $\frac{1}{t_\beta}$ and their numerical effect is expected to be smaller. For small SUSY masses threshold effects of the squark masses induce a deviation from the scaling with $\frac{1}{M_{\text{SUSY}}^2}$.

In the second plot (Fig. 8.10) the dependence of the relative corrections on $\mu$, the mass parameter mixing the two Higgs doublets, is presented. Also in this case the $\Delta m_t$-corrected tree-level cross section is not a good approximation. Whereas the term rises with growing $\mu$, the full one-loop correction decreases in this case. The slope is constant over a large range of $\mu$. Only for bigger values, when the off-diagonal entries in the squark mixing matrices become very large and yield an additional contribution, also the gradient increases.

Finally, in Fig. 8.11 $t_\beta$ is varied. The corrections to the $\Delta m_t$-corrected tree-level result fall off with growing $t_\beta$. This is again the expected behavior of eq. (4.30). The full one-loop corrections are significantly larger in size. They show a mild dependence on this parameter, with a maximum at around $t_\beta = 15$. 

Figure 8.9: Hadronic cross section differences for the process $pp \rightarrow t\bar{t}h^0$ as a function of $M_{\text{SUSY}} \equiv M_{\tilde{Q}} = M_{\tilde{U}} = M_{\tilde{D}}$. For the value of the other parameters see eq. (8.8).
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Figure 8.10: Hadronic cross section differences for $t\bar{t}h^0$-production as a function of $\mu$. The values of all other parameters are given in eq. (8.8).

Figure 8.11: $t_\beta$-dependence of the hadronic cross section differences for $pp \to t\bar{t}h^0$. All other parameters take the values given in eq. (8.8).
Chapter 9

Quartic Higgs Coupling at Hadron Colliders

In this chapter another possibility is investigated to test the means of electroweak symmetry breaking. This is achieved by measuring the quartic Higgs coupling and hence fully determining the Higgs potential \[ \lambda_4. \]

After the discovery of a light Higgs boson the next step will be to study its properties, including its couplings to other particles. At the planned International Linear Collider (ILC) measuring these couplings with high precision will be possible for all Standard Model bosons and fermions \[ 138. \] Furthermore, if supersymmetric particles are found, the coupling of the Higgs to charginos and neutralinos can be measured precisely \[ 139. \] To fully understand electroweak symmetry breaking it is important to measure the Higgs self-couplings and to thereby determine the parameters of the Higgs potential.

9.1 Higgs potential

The Higgs potential of the Standard Model was already given in eq. (2.2). In this model the trilinear (\( \lambda_3 \)) and quartic (\( \lambda_4 \)) Higgs self-coupling are related to the Higgs mass via

\[
\lambda_3 = \frac{-3im^2_H}{v} \quad \lambda_4 = \frac{-3im^2_H}{v^2} = \frac{\lambda_3}{v},
\]  

(9.1)

where \( v \) is the vacuum expectation value of the Higgs field.

In models with more than one Higgs field, like the MSSM with its two fundamental Higgs doublets, the relations between the trilinear and quartic Higgs coupling can change significantly. For the lighter CP-even MSSM Higgs boson \( h^0 \) the ratio of the self-couplings is

\[
\frac{\lambda_{3h^0}}{\lambda_{4h^0}} = \frac{s_{\beta+\alpha}}{c_{2\alpha}},
\]  

(9.2)
where \( v = \sqrt{v_1^2 + v_2^2} \) and \( v_1 \) and \( v_2 \) are the vacuum expectation values of the two Higgs fields. If the parameter \( m_A \) is sufficiently large there is a mass splitting between \( h^0 \) and the remaining Higgs sector. Additionally, the angles \( \alpha \) and \( \beta \) are related via \( s_\alpha \simeq -c_\beta \) in this limit. Therefore \( \frac{s_\beta}{c_\beta} \) approaches 1 and the \( h^0 \)-coupling becomes Standard Model-like.

In this chapter we will not refer to the MSSM as our underlying theory. Instead we use an effective theory whose particle content is the same as the one of the Standard Model. Its Higgs sector also contains one doublet but the trilinear and quartic couplings are left as free parameters of the theory. In this way we are not restricted on a specific model but can accommodate for many different ones. Such deviations from the Standard Model couplings can for example be generated when higher-dimensional powers of the Higgs doublet are added to the potential as shown in chapter 2.2.2. Taking the first two higher-order terms into account the Higgs self-couplings become

\[
\lambda_3 = \lambda_3 \left( 1 + \frac{\tilde{\lambda}_1 v^2}{\lambda_0 \Lambda^2} \right), \\
\lambda_4 = \lambda_4 \left( 1 + \frac{6 \tilde{\lambda}_1 v^2}{\lambda_0 \Lambda^2} + \frac{4 \tilde{\lambda}_2 v^4}{\lambda_0 \Lambda^4} \right).
\]

The additional terms are suppressed by \( \Lambda \) which is the scale where new physics sets in. Both self-couplings receive different contributions from the additional terms. In general, the self-couplings may even become negative. The stability of the Higgs potential is guaranteed if the highest non-vanishing term in the potential has a positive sign. All other terms can have arbitrary values as long as the ground state has a non-vanishing vacuum expectation value to break the electroweak symmetry.

### 9.2 Trilinear Higgs coupling

As we will see below it is essential for the measurement of the quartic Higgs coupling to know the value of the trilinear Higgs coupling as precisely as possible. For a Higgs boson with a mass larger than 150 GeV this coupling can be extracted at the LHC [140, 141, 142]. At least two Higgs bosons must be produced to measure the three-Higgs coupling. At hadron colliders this is performed via a gluon fusion process. In this process two distinct types of diagrams appear, as shown in Fig. 9.1. Either (a) an intermediate Higgs boson is produced via a three-point top-quark loop diagram which couples to the two final-state Higgs bosons and contains the required trilinear coupling, or (b) the particles couple via a four-point box-type top-quark loop. For the detection of the Higgs bosons the decay channel into two \( W^+W^- \) boson pairs is analyzed [142]. Two or three of the four \( W \) bosons are required to decay leptonically into a lepton and a neutrino to have
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Figure 9.1: Leading-order types of Feynman diagrams contributing to the process $gg \rightarrow HH$

a clear detector signal and the other two or one, respectively, decay hadronically into two jets.

Additional information can be obtained from the kinematic distributions of the Higgs bosons. Not only the total cross section carries information on the trilinear Higgs coupling but also the differential hadronic distribution with respect to the invariant mass of the final state. This can only be calculated correctly if the top-quark loop is fully taken into account. Using the infinite top-quark mass limit and an effective gluon-gluon-Higgs coupling will yield completely incorrect results, as was shown in ref. [142].

Using this information it was evaluated [142] with which precision the trilinear Higgs coupling for Higgs bosons heavier than 150 GeV can be measured. In the beginning of LHC a non-zero value can be established with a confidence level of 95% after having accumulated a luminosity of 300 fb$^{-1}$. After a luminosity upgrade the self-coupling can be measured with a precision of up to 20% at the 95% confidence level using an integrated luminosity of 3 ab$^{-1}$. At a future high-energy Very Large Hadron Collider (VLHC) with a hadronic center-of-mass energy of 200 GeV, the measurement of $\lambda_3$ can be performed with an uncertainty of about 10% at a confidence level of 95% after having accumulated a luminosity of 1 ab$^{-1}$.

In contrast a linear collider can measure the three-Higgs coupling for small Higgs masses of around 120 GeV, but possibly not for higher ones [143, 144]. The mass region below 140 GeV is more difficult for hadron colliders, because the dominant decay mode for the Higgs boson is a bottom quark–anti-quark pair which has large QCD backgrounds. Anyway, it is still accessible using rare decays [145]. The creation of the two Higgs bosons at an $e^+e^-$ linear collider happens as double-Higgs strahlung in association with a $Z$ boson or as $WW$ double-Higgs fusion in association with a $\bar{\nu}\nu$-pair as shown in Fig. 9.2 and Fig. 9.3, respectively. For a Higgs mass of 120 GeV the planned International Linear Collider (ILC) with a center-of-mass energy of 500 GeV will be able to measure the trilinear Higgs coupling with an accuracy of 20% within one standard deviation after having accumulated a luminosity of 1 ab$^{-1}$. A proposed Compact Linear Collider (CLIC) with a center-of-mass energy of 3 TeV finally could measure a
180 GeV Higgs boson with a precision of 8% within one standard deviation using 5 ab\(^{-1}\) of integrated luminosity.

In general the proposed future generation of hadron (VLHC) and linear (CLIC) colliders will be able to measure the trilinear Higgs coupling with an accuracy of \(\mathcal{O}(10\%)\). A combination of both collider types thereby covers the whole mass range where a Standard Model Higgs boson is expected to be found, as derived from electroweak precision analyses [20].

### 9.3 Quartic Higgs coupling

As the production of two Higgs bosons is needed for measuring the trilinear Higgs coupling, three final-state Higgs bosons are necessary for a measurement of the quartic Higgs coupling.

Three-Higgs production at linear colliders has already been studied in ref. [146]. It was found that even at CLIC the cross section is too low, with only about five three-Higgs events per year being produced there at a center-of-mass energy of 10 TeV. Hence it will be impossible to determine the quartic Higgs coupling at the next generations of linear colliders.

At hadron colliders the three Higgs bosons are dominantly produced via gluon fusion and an intermediate top-quark loop, like in the two-Higgs case. Four distinct topologies appear as shown in Fig. 9.4: (a) continuum production of
three Higgs bosons via a five-point top-quark loop, (b) production of two Higgs bosons via a box-type loop and subsequent decay of one of the Higgs bosons via the trilinear self-coupling into two Higgs bosons, and finally the production of one intermediate Higgs boson via a three-point loop. This can either (c) decay via a chain of two three-Higgs couplings or (d) through one quartic Higgs coupling. Only the last diagram type contains the coupling we want to measure.

Looking at the diagrams it is clear that a precise knowledge of the trilinear self-coupling is necessary to obtain results on the quartic self-coupling. The process is also very sensitive to the top-quark Yukawa coupling which must be known very well. In the numerical analysis we have also included the diagrams where the top-quark loops are replaced by bottom-quark loops. The contribution of these diagrams is however less than one percent.

The total cross section as function of the Higgs mass is shown in Fig. 9.5 for the (a) LHC and a (b) 200 TeV VLHC. In the following the Higgs boson mass is set to 120 GeV for all cross sections and plots.

In Fig. 9.6 the dependence of the total cross section on the trilinear and quartic Higgs coupling is shown. The values of the trilinear and quartic self-couplings are varied between minus and plus two times the Standard Model value. One can clearly see the strong dependence on $\lambda_3$. The variation on $\lambda_4$ is much smaller, as one can see in more detail in Fig. 9.7. For positive values of $\lambda_3$ and $\lambda_4$ the variation of the cross section stays below 20% at both the LHC and the VLHC. Including negative values of $\lambda_4$ induces changes in the cross section of up to a factor 2. For negative values of $\lambda_3$ the absolute variation as a function of $\lambda_4$ stays at the same order of magnitude. While the total cross section depends strongly on $\lambda_3$, the relative variation with $\lambda_4$ is heavily suppressed.

As the quartic Higgs coupling contributes only to the single diagram Fig. 9.4(d)
this behavior is expected. It is also reflected in the partial contributions from the
different diagram types. Taking into account all diagrams leads to a Standard
Model cross section of $6.25 \cdot 10^{-2}$ fb at the LHC. Using Standard Model couplings
the five-(Fig. 9.4(a)), four-(Fig. 9.4(b)) and three-point(Fig. 9.4(c,d)) loop dia-
grams alone yield a cross section of $(17.07, 8.20, 0.46) \cdot 10^{-2}$ fb, respectively. The
small size of the triangle-type diagram results from a suppression factor by the
intermediate Higgs propagator. If one only takes this diagram type into account
and sets either $\lambda_4$ or $\lambda_3$ to zero, a cross section of $0.17 \cdot 10^{-2}$ fb from the trilinear
self-coupling and of $0.08 \cdot 10^{-2}$ fb from the quartic self-coupling is obtained. For
the VLHC the partial cross sections have similar ratios. So the diagram which
contains the quartic self-coupling is almost two orders of magnitude smaller than
the total cross section.

As one would expect from the evaluation of the trilinear Higgs coupling in
two-Higgs production [142] the interference between the pentagon and the box
diagrams is indeed destructive for positive values of $\lambda_3$. This results in the large
increase of the cross section when $\lambda_3$ gets smaller and therefore the contribution
from the box diagram diminishes as one can see in Fig. 9.6. For negative values of
$\lambda_3$ the single three-Higgs vertex in the box diagrams changes sign and therefore
makes this interference constructive, leading to the sharp rise of the cross section.
The trilinear and pentagon diagrams interfere constructively, but because the
triangle and box contributions have a more similar kinematic configuration, the
destructive interference between those two results in a slight decrease of the cross
section with growing $\lambda_4$. Only for $\lambda_3 = 0$, where the box diagrams do not
contribute any longer, the behavior of the cross section reverses and rises with
increasing $\lambda_4$. The relative signs of the different topologies can be understood
analytically by using the low-energy theorem for the leading form factors [147].
An expansion is performed in the ratio $\frac{m_H}{m_t}$ with a partonic center of mass energy

---

Figure 9.5: Total hadronic cross section for the triple-Higgs production process
via gluon fusion with Standard Model couplings as a function of the Higgs boson
mass.
Figure 9.6: Total hadronic cross section for triple-Higgs production via gluon fusion as a function of the trilinear and quartic Higgs coupling normalized to the Standard Model values. A color of green denotes the Standard Model value. A deviation of plus and minus 20% is signified by red and blue color, respectively. The maximum values obtained in the scanning interval are colored white and black, respectively, using a linear color gradient for intermediate values. The Standard Model point is additionally marked by a blue cross. A Higgs boson mass of 120 GeV was used to obtain this plot.
Figure 9.7: Variation of the hadronic cross section for $HHH$-production as a function of $\lambda_4$ normalized to the value where $\lambda_4$ takes its Standard Model value. The Higgs mass was fixed to 120 GeV.
\[ \hat{s} \sim m_h^2. \] The top-quark mass and the top-quark Yukawa coupling are both denoted by \( m_t \). These form factors are basically the squared matrix element without any couplings or additional propagators which are not part of the loop integral. They are obtained starting from the top loop in the gluon self-energy. An additional Higgs boson can be attached to the loop by using the following recursion relation:

\[ F_{(n+1)H} = m_t^2 \frac{\partial}{\partial m_t} \frac{F_{nH}}{m_t}. \] (9.4)

This relation yields

\[ F_{\text{pentagon}} = -F_{\text{box}} = F_{\text{triangle}} = \frac{2}{3} + \mathcal{O} \left( \frac{m_h^2}{m_t^2} \right). \] (9.5)

Therefore the structure of constructive and destructive interferences in the diagram types is explained by the relative minus sign in front of the box-type term.

In the case of two-Higgs production the information on the value of \( \lambda_3 \) was not only encoded in the total cross section. Also the differential hadronic cross section with respect to the invariant mass carries information on \( \lambda_3 \). The same is true for three-Higgs production. In Fig. 9.8 the normalized cross section as a function of the partonic center-of-mass energy is shown. The trilinear and quartic self-coupling both take the values 0, 1 and 2 times their respective Standard Model value. When varying \( \lambda_3 \) the position of the peak changes significantly and an extraction of this coupling is possible, as was already found in the analysis of two-Higgs production [142]. When changing \( \lambda_4 \), and keeping \( \lambda_3 \) constant, the size of the shift is about an order of magnitude smaller. Additionally for \( \lambda_3 = 0 \) the order of the \( \lambda_4/\lambda_{SM} = 0, 1, 2 \) peaks is inverted which is due to the different sign in the interference as explained above.

The total hadronic cross section for triple-Higgs production via gluon fusion using Standard Model Higgs self-couplings is \( 6.25 \cdot 10^{-2} \) fb at the LHC for a Higgs boson with a mass of 120 GeV. This rate is too low to be measurable even for the high-luminosity mode of the LHC. At the VLHC with a center-of-mass energy of 200 GeV the cross section is 9.45 fb so three-Higgs production might be observable at this future collider. The rather strong dependence of the total cross section on \( \lambda_3 \), especially for values smaller than the Standard Model value, allows to extract the value of this coupling, thereby possibly confirming the two-Higgs production result. The variation in \( \lambda_4 \) is much smaller, typically below 20%. Hence the extraction of this coupling is much harder. If one takes into account the theoretical uncertainties from missing higher-order corrections and the experimental error on the measurements of \( \lambda_3 \) and the top-quark mass, the chances to be able to extract the quartic Higgs coupling are tiny.

Also in the differential cross section there is a clear effect on the peak position when varying \( \lambda_3 \). This shift will be the mode to extract the trilinear coupling in double-Higgs production. The size of the shift for a variation of \( \lambda_4 \) is much smaller. If the errors on the measurements of \( \lambda_3 \) and the top-quark mass are
Figure 9.8: Differential hadronic cross section for three-Higgs production with respect to the partonic center-of-mass energy, normalized to the respective total cross section. The mass of the Higgs boson was set to 120 GeV.
again taken into account, the extraction of the quartic Higgs self-coupling looks challenging.
Chapter 10

Conclusions

In this thesis production processes for Higgs bosons at hadron colliders were considered. In order to facilitate the computation of hadronic cross sections from a large number of complicated parton processes, a computer code was developed. The calculation of hadronic cross sections, in particular for the production of supersymmetric Higgs bosons at the LHC in various processes was examined in the first part of this thesis. One-loop SUSY-QCD corrections, i.e. corrections with squarks and gluinos running in the loop, were calculated and the numerical results discussed. In the second part triple-Higgs production in an effective theory was examined and the question whether the quartic Higgs self-coupling can be measured at hadron colliders, pursued.

The calculation of cross sections for processes which contain hundreds of single Feynman diagrams is not possible without the help of automated tools. For partonic cross sections there are already programs, like the packages FeynArts, FormCalc and LoopTools. The latter one was extended, so that the five-point loop integrals are now included which makes a calculation of $2 \rightarrow 3$ processes with these tools possible. Additionally, the numerical stability of the loop integrals was improved. To obtain hadronic cross sections, which are the observables which will be measured at the LHC, the partonic cross sections must be convoluted with the parton distribution functions. Therefore a computer program, called HadCalc, was written which performs this task. Using this program it is possible to calculate both integrated and differential partonic and hadronic cross sections of processes which were generated by FormCalc beforehand. The cross sections can be differential with respect to the invariant mass of the final state, or rapidity or transverse momentum of one of the outgoing particles. Additionally, the possibility to apply cuts on the rapidity, the transverse momentum, and the jet separation of the final-state particles was implemented.

This program was then used to calculate SUSY-QCD corrections to various Higgs-boson-production processes at the LHC. The first considered process was the production of a charged Higgs boson in association with a $W$ boson via bottom quark–anti-quark annihilation. It is known that the bottom-quark Yukawa
coupling receives large one-loop corrections for large \( t_\beta \). They are universal and can be parametrized via the variable \( \Delta m_b \) and summed up to all orders in perturbation theory. The numerical analysis showed that in the large-\( t_\beta \) regime this term indeed represents the dominant contribution and the one-loop cross section is well approximated by the \( \Delta m_b \)-corrected tree-level result. For small \( t_\beta \), also other terms play an important role. The leading subdiagram of this region was identified and its analytical behavior studied. These contributions can reach a significant size, yielding corrections of up to 50\% for certain parameter combinations. It is a true one-loop result and cannot be taken into account by an effective tree-level coupling.

Furthermore, the production of an \( h^0 \) via vector-boson fusion was calculated. This process has a clear experimental signature of two jets in the forward region of the detector. In the theoretical analysis this phase-space region was selected by applying corresponding cuts. The numerical size of the SUSY-QCD corrections to this process is of \( \mathcal{O}(10^{-4}) \), and therefore significantly below the experimental uncertainty which LHC will be able to reach. This smallness of the corrections could be explained by cancellations between different one-loop Feynman diagrams and the appearance of suppression factors. Hence, they do not induce a sufficiently large modification of the cross section, which would allow to distinguish between the SM and the MSSM in the Higgs sector in this way. Additionally, \( h^0 \)-production with two final-state jets, where one or two of the incoming partons are gluons, was considered. This constitutes a background to the above-mentioned vector-boson-fusion process. Thus for the calculation the same cuts were applied. The total contribution of these processes is smaller than the total vector-boson-fusion cross section by more than four orders of magnitude, so they can be safely neglected in an analysis of \( h^0 \)-production via vector-boson fusion.

Moreover, the associated production of an \( h^0 \) with a heavy, i.e. bottom or top, quark–anti-quark pair was studied. These processes also form discovery channels for the Higgs boson. Additionally, they can be used to measure the respective Yukawa couplings. In the case of bottom quarks the final-state jets are required to have large transverse momenta to avoid the appearance of large logarithms and corresponding cuts on the phase space were applied. For the top quarks no such cuts are necessary and therefore the calculation of the cross section was conducted over the full phase space. Both times the SUSY-QCD corrections provide a significant contribution to the total cross section, which must be taken into account. For final-state bottom-quarks the \( \Delta m_b \)-corrected tree-level cross sections give a good estimate of the full one-loop result in large regions of the MSSM parameter space. Only when the off-diagonal elements of the sbottom mixing matrix become large, does this approximation break down. Here other terms also give significant contributions, which lead to a sizable change in the numerical result. As the sign of the two terms differs, the overall size of the one-loop corrections is reduced. Nevertheless, they provide a significant contribution
to the total cross section, which can reach up to 40% for certain combinations of MSSM parameters. In the top-quark case the full one-loop calculation is never well approximated by the $\Delta m_t$-corrected tree-level cross section. As the $\Delta m_t$ term contains a suppression of $\frac{1}{t_\beta}$ instead of the $t_\beta$-enhancement of $\Delta m_b$, this behavior is expected. The total size of the corrections to $t\bar{t}h^0$-production is of the order of several percent.

In the last part of this dissertation the production of three Higgs bosons at hadron colliders was considered. This process can be used to extract the quartic Higgs self-coupling, thereby determining the Higgs potential. In this calculation not the MSSM was used as the underlying model, but an effective theory deduced from the Standard Model, where the three- and four-Higgs self-couplings were left as free parameters. The numerical analysis showed that the cross section is too small to be measured at the LHC. A future Very Large Hadron Collider with a projected center-of-mass energy of 200 TeV would produce enough three-Higgs events. However, because of the interference structures of the different diagrams which contribute to this final state, the extraction of the quartic Higgs coupling from the invariant-mass distribution will be seriously challenging. This is especially true if the theoretical uncertainties and the statistical errors on the measurement of the trilinear self-coupling and the top-quark mass are taken into account.
Appendix A

Choice of Parameters

A.1 Standard Model Parameters

The parameters of the Standard Model have been measured by various experiments. Their current best average is [17]:

- **Masses:**
  
  Quarks:
  \[
  m_u = 53.8 \text{ MeV} \quad m_c = 1.5 \text{ GeV} \quad m_t = 178 \text{ GeV} \\
  m_d = 53.8 \text{ MeV} \quad m_s = 150 \text{ MeV} \quad m_b = 4.7 \text{ GeV} 
  \]

  Leptons:
  \[
  m_e = 510.999 \text{ keV} \quad m_\mu = 105.658 \text{ MeV} \quad m_\tau = 1.777 \text{ GeV} \\
  m_\nu_e = 0 \quad m_\nu_\mu = 0 \quad m_\nu_\tau = 0 
  \]

  Gauge bosons:
  \[
  m_W = 80.45 \text{ GeV} \quad m_Z = 91.1875 \text{ GeV} \quad m_\gamma = m_g = 0 
  \]

- **Coupling constants**
  \[
  \alpha^{-1}(Q^2 = 0) = 137.0359895 \quad \alpha_s^{MS}(Q^2 = m_Z^2) = 0.1172 
  \]

The masses of the first-generation quarks \(m_u\) and \(m_d\) are effective parameters. They were chosen in a way that the vacuum polarization of the photon, which was determined from experimental data via a dispersion relation and is known more exactly, is correctly reproduced [148].

The calculations in this thesis were performed with the parameters quoted above. Only the masses of the light quarks \(m_u, m_d, m_c\) and \(m_s\) were set to zero exactly as their contribution is negligible. Also the lepton masses are mentioned here only for completeness, as they do not enter any diagram.
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A.2 SPA scenario of the MSSM

Even after adding experimental bounds and eliminating regions of the parameter space which are disfavored by theoretical arguments the possible choices of the miscellaneous MSSM parameters are still plenty. In order to unify the conventions used in the calculations and to allow for a comparison of the results of different working groups, an effort was made to apply the same conventions and use certain points in the MSSM parameter space as benchmark scenarios. For this the SPA (Supersymmetry Parameter Analysis) conventions [16] were established.

One of the favored reference points of the MSSM parameter space in the SPA conventions is called SPS1a'. It is defined in the minimal supergravity (mSUGRA) scenario. This scenario assumes that all parameters are real, a unification of the gauge couplings happens at the GUT scale and the soft supersymmetry-breaking terms are universal at the high-energy scale. Therefore the number of parameters is greatly reduced to only four. They are a common scalar mass \( M_0 \), a common gaugino mass \( M_{1/2} \), a common trilinear coupling \( A_0 \) and the ratio of the Higgs vacuum expectation values \( t_\beta \). Additionally the sign of \( \mu \) is not fixed and can be chosen freely. For SPS1a' these variables take the following values

\[
M_0 = 70 \text{ GeV} \quad M_{1/2} = 250 \text{ GeV} \quad A_0 = -300 \text{ GeV} \\
\begin{align*}
t_\beta(\tilde{M}) &= 10 \\
\text{sign}(\mu) &= +1
\end{align*}
\]  

(A.1)

This parameter point was chosen in such a way that it is compatible with all current experimental bounds. The mass parameters are defined at the GUT scale and then evolved via renormalization group equations (RGEs) to the SPA scale \( \tilde{M} = 1 \text{ TeV} \) which is also the scale where \( t_\beta \) is specified.

Using this procedure the MSSM parameters take the following values at the SPA scale [16, 80]

\[
\begin{align*}
t_\beta &= 10 \\
M_1 &= 103.22 \text{ GeV} \\
M_2 &= 193.31 \text{ GeV} \\
M_3 &= 572.33 \text{ GeV} \\
A^{1,2}_u &= -784.7 \text{ GeV} \\
A^{1,2}_d &= -1025.7 \text{ GeV} \\
A^{1,2}_e &= -449.0 \text{ GeV} \\
A^3_u &= -535.4 \text{ GeV} \\
A^3_d &= -938.5 \text{ GeV} \\
A^3_e &= -445.5 \text{ GeV} \\
M^{1,2}_{1/2} &= 526.9 \text{ GeV} \\
M^{1,2}_U &= 507.7 \text{ GeV} \\
M^{1,2}_D &= 505.5 \text{ GeV} \\
M^3_{1/2} &= 471.3 \text{ GeV} \\
M^3_U &= 384.6 \text{ GeV} \\
M^3_D &= 501.3 \text{ GeV} \\
M^{1,2}_L &= 181.3 \text{ GeV} \\
M^{1,2}_R &= 115.6 \text{ GeV} \\
M^3_L &= 179.5 \text{ GeV} \\
M^3_R &= 109.8 \text{ GeV}
\end{align*}
\]

(A.2)

The RGE evolution leads to different values for the soft-breaking mass parameters and trilinear couplings of the first two and the third generation. In the above-mentioned table the generation index is denoted by the superscript.
A.2. SPA scenario of the MSSM

These parameters must be interpreted as parameters in the $\overline{\text{DR}}$ renormalization scheme. As most of the calculations in this thesis are done using OS renormalization a further conversion step is necessary. Using these $\overline{\text{DR}}$ parameters the masses of all supersymmetric particles are computed at the one-loop level. Then a minimal set of these masses is chosen and the OS parameters are calculated using the tree-level relations between parameters and masses. With this procedure the physical masses of the particles in both renormalization schemes are equal. Thus a meaningful comparison of the results of calculations in both schemes is possible.

This conversion procedure yields the following MSSM parameters in the OS scheme [80]:

\begin{align*}
  t_\beta & = 10 & \mu & = 399.26 \text{ GeV} & m_A & = 431.02 \text{ GeV} \\
  M_1 & = 100.11 \text{ GeV} & M_2 & = 197.55 \text{ GeV} & M_3 & = 612.85 \text{ GeV} \\
  A^1_u & = -784.7 \text{ GeV} & A^1_d & = -1025.7 \text{ GeV} & A^1_e & = -449.0 \text{ GeV} \\
  A^2_u & = -535.4 \text{ GeV} & A^2_d & = -938.5 \text{ GeV} & A^2_e & = -445.5 \text{ GeV} \\
  M^1_Q & = 565.97 \text{ GeV} & M^1_U & = 546.78 \text{ GeV} & M^1_D & = 544.95 \text{ GeV} \\
  M^2_Q & = 565.91 \text{ GeV} & M^2_U & = 546.84 \text{ GeV} & M^2_D & = 544.97 \text{ GeV} \\
  M^3_Q & = 453.05 \text{ GeV} & M^3_U & = 460.52 \text{ GeV} & M^3_D & = 538.13 \text{ GeV} \\
  M^1_L & = 184.12 \text{ GeV} & M^1_R & = 118.02 \text{ GeV} \\
  M^2_L & = 184.11 \text{ GeV} & M^2_R & = 117.99 \text{ GeV} \\
  M^3_L & = 182.18 \text{ GeV} & M^3_R & = 111.29 \text{ GeV} 
\end{align*}

(A.3)

These are the parameters used for the calculations in this thesis when the SPS1a' parameter set is referred to.
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Basic Principles of Supersymmetry

B.1 Poincaré group

Every point in four-dimensional space-time of Minkowski space is characterized by a contravariant vector which is defined by

\[ x^\mu = (x^0, x^1, x^2, x^3) = (t, \vec{x}) \quad \text{(B.1)} \]

as generalized space coordinate. With the metric tensor

\[ g_{\mu\nu} = g^{\mu\nu} = \text{diag} (1, -1, -1, -1) \quad \text{(B.2)} \]

a covariant vector

\[ x_\mu = g_{\mu\nu} x^\nu = (t, -\vec{x}) \quad \text{(B.3)} \]

can also be defined.

Here and in the following Greek indices run from 0 to 3 and Latin ones from 1 to 3 except where denoted otherwise. Einstein’s sum convention is implicitly assumed, i.e. indices which appear once as covariant and once as contravariant index are summed over. Additionally natural units are used where \( \hbar = c = 1 \).

Derivatives with respect to generalized space coordinates can be abbreviated as

\[ \partial_\mu := \frac{\partial}{\partial x^\mu} = \left( \frac{\partial}{\partial t}, \vec{\nabla} \right) \]  
\[ \partial^\mu := \frac{\partial}{\partial x_\mu} = \left( \frac{\partial}{\partial t}, -\vec{\nabla} \right) \quad \text{. (B.4)} \]

The momentum four-vector is defined as

\[ p^\mu = i \partial^\mu = (E, \vec{p}) \quad \text{. (B.5)} \]
Appendix B. Basic Principles of Supersymmetry

B.2 Spinors

B.2.1 Weyl spinors

Two-component anticommuting objects $\xi_\alpha$ which transform under a matrix $M$ of $SL(2, \mathbb{C})$ as

$$
\xi_\alpha \rightarrow M_\alpha^\beta \xi_\beta \quad \xi^\alpha \rightarrow (M^{-1})_\alpha^\beta \xi^\beta
$$

are called Weyl spinors. The spinor indices $\alpha, \dot{\alpha}, \beta$ and $\dot{\beta}$ can take the values 1 and 2. Additionally the relations

$$
\bar{\xi}^{\dot{\alpha}} \equiv \xi_\alpha^* \quad \xi_\alpha = \epsilon_{\alpha\beta} \xi^\beta
$$

hold. On the right-hand side the two-dimensional totally antisymmetric tensor

$$
\epsilon^{\alpha\beta} = -\epsilon_{\alpha\beta} = \begin{cases} 
1 & \text{for even permutations of } \{1, 2\} \\
-1 & \text{for odd permutations of } \{1, 2\} \\
0 & \text{else}
\end{cases}
$$

has been introduced. Along the same lines also three-dimensional

$$
\epsilon^{ijk} = \epsilon_{ijk} = \begin{cases} 
1 & \text{for even permutations of } \{1, 2, 3\} \\
-1 & \text{for odd permutations of } \{1, 2, 3\} \\
0 & \text{else}
\end{cases}
$$

and four-dimensional versions

$$
\epsilon^{\mu\nu\rho\sigma} = -\epsilon_{\mu\nu\rho\sigma} = \begin{cases} 
1 & \text{for even permutations of } \{0, 1, 2, 3\} \\
-1 & \text{for odd permutations of } \{0, 1, 2, 3\} \\
0 & \text{else}
\end{cases}
$$

are defined, which are needed later.

If one generalizes the definition of the Pauli matrices $\vec{\sigma}$

$$
\sigma^1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad \sigma^2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \quad \sigma^3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
$$

to four dimensions via

$$
\sigma^\mu = (1, \vec{\sigma}) \quad \bar{\sigma}^\mu = (1, -\vec{\sigma})
$$

then the Dirac equation can be written in two-component notation as follows:

$$
(\bar{\sigma}_\mu p^\mu)^{\dot{\alpha}\beta} \xi_\beta = m \eta^{\dot{\alpha}} \quad (\sigma_\mu p^\mu)_{\alpha\dot{\beta}} \eta^{\dot{\beta}} = m \xi_\alpha.
$$
\section{Spinors}

\subsection{Dirac and Majorana spinors}

Out of two two-component Weyl spinors a four-component spinor
\[
\psi = \begin{pmatrix} \xi_\alpha \\ \bar{\eta}^\dot{\alpha} \end{pmatrix}
\]  \hspace{1cm} (B.14)

can be constructed. If \( \eta = \xi \), \( \psi \) is called a Majorana spinor, else \( \psi \) is called Dirac spinor. The four-component equivalent to the Pauli matrices are the \( \gamma \) matrices which are defined via the Clifford algebra
\[
\{ \gamma^\mu, \gamma^\nu \} = \gamma^\mu \gamma^\nu + \gamma^\nu \gamma^\mu = 2g^{\mu\nu} . \hspace{1cm} (B.15)
\]

Their hermitian conjugates are
\[
\gamma^{\mu \dagger} = \gamma^0 \gamma^{\mu} \gamma^0 , \hspace{1cm} (B.16)
\]
so \( \gamma^0 \) is hermitian and the \( \gamma^i \) are antihermitian. There are different representations of the \( \gamma \) matrices which all fulfill eq. (B.15). The one corresponding to the form of the spinors in eq. (B.14) is called chiral representation and in that one the \( \gamma \) matrices have the following form
\[
\gamma_\mu = \begin{pmatrix} 0 & \sigma_{\mu \alpha \beta} \\ \bar{\sigma}_{\mu \dot{\alpha} \dot{\beta}} & 0 \end{pmatrix} . \hspace{1cm} (B.17)
\]

Additionally one defines \( \gamma_5 \) as
\[
\gamma_5 = \gamma^5 = i\gamma^0 \gamma^1 \gamma^2 \gamma^3 \overset{\text{chiral representation}}{=} \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} , \hspace{1cm} (B.18)
\]
for which the following relations hold:
\[
\{ \gamma^\mu, \gamma^5 \} = 0 \hspace{1cm} (\gamma_5)^2 = 0 . \hspace{1cm} (B.19)
\]

Then the projection operators
\[
P_L \equiv \frac{1}{2} (1 - \gamma_5) \hspace{1cm} P_R \equiv \frac{1}{2} (1 + \gamma_5) \hspace{1cm} (B.20)
\]
yield the left- and right-handed part of a Dirac spinor, respectively
\[
\psi_L = P_L \psi = \begin{pmatrix} \xi_\alpha \\ 0 \end{pmatrix} \hspace{1cm} \psi_R = P_R \psi = \begin{pmatrix} 0 \\ \bar{\eta}^\dot{\alpha} \end{pmatrix} . \hspace{1cm} (B.21)
\]

The \( 4 \times 4 \) tensor matrices \( \sigma^{\mu\nu} \) are constructed from the \( \gamma \) matrices via
\[
\sigma^{\mu\nu} = \frac{i}{2} [\gamma^\mu, \gamma^\nu] . \hspace{1cm} (B.22)
\]
The spinor $\bar{\psi}$ which is adjoint to $\psi$ is defined as

$$\bar{\psi} = \psi^\dagger \gamma^0 = (\eta^a, \bar{\xi}_a) \quad .$$

Starting from eq. (B.13) the Dirac equation can now also be written in a four-component notation

$$(\gamma_\mu p^\mu - m) \psi \equiv (\not{p} - m) \psi = 0 .$$

In the following a few contraction identities and traces over $\gamma$ matrices are collected which are needed for the calculation of cross sections:

$$\begin{align*}
\not{a} \not{b} &= a \cdot b - i\sigma_{\mu\nu} a^\mu b^\nu \\
\gamma^\mu \gamma_\mu &= 4 \\
\text{Tr} (\mathbb{1}) &= 4 \\
\text{Tr} (\gamma^\mu) &= 0 \\
\text{Tr} (\gamma^5) &= 0 \\
\text{Tr} (\gamma^\mu \gamma^5) &= 0 \\
\text{Tr} (\gamma^\mu \gamma^\nu) &= 4 g^{\mu\nu} \\
\text{Tr} (\gamma^\mu \gamma^\nu \gamma^5) &= 0 \\
\text{Tr} (\gamma^\mu \gamma^\nu \gamma^\rho \gamma^\sigma) &= 4 (g^{\mu\nu} g^{\rho\sigma} - g^{\mu\rho} g^{\nu\sigma} + g^{\mu\sigma} g^{\nu\rho}) \\
\text{Tr} (\underbrace{\gamma^\mu \gamma^\nu \ldots \gamma^\rho}_\text{odd number of } \gamma \text{'s} \gamma^5) &= -4 i \epsilon^{\mu\nu\rho\sigma} \\
\text{Tr} (\underbrace{\gamma^\mu \gamma^\nu \ldots}_\text{odd number of } \gamma \text{'s}) &= 0 .
\end{align*}$$

**B.3 Grassmann variables**

For the definition of the supersymmetric anticommutation relations in chapter 3.2 anticommuting numbers, so-called Grassmann numbers, were introduced. The basic relation between two such numbers $\theta$ and $\xi$ is

$$\theta \xi = -\xi \theta \quad ,$$

which is equivalent to

$$\{\theta, \xi\} = 0 .$$

The last relation shows the fermionic character of these numbers. In particular, the square of any Grassmann number is zero.

Grassmann numbers form an Abelian group under the operation of addition. The multiplication with ordinary complex numbers has the same properties as scalar multiplication of a vector, in particular the distributive law holds.
B.3. Grassmann variables

The integral over Grassmann numbers is defined as

$$\int d\theta (A + B\theta) = B \quad ,$$  \hspace{1cm} (B.28)

where $A$ and $B$ are complex numbers. This leads to the expression for differentiation with respect to Grassmann numbers

$$\frac{\partial}{\partial \theta} (A + B\theta) = B \quad .$$  \hspace{1cm} (B.29)

Complex Grassmann numbers can be built out of real and imaginary parts in the same way as for ordinary complex numbers. It is convenient to define the complex conjugation in such a way that the order of a product is reversed, as is done in hermitian conjugation of matrices:

$$(\theta \xi)^* = \xi^* \theta^* = -\theta^* \xi^* \quad .$$  \hspace{1cm} (B.30)

In the integral over complex Grassmann numbers $\theta$ and $\theta^*$ are treated as independent variables as the real and the imaginary part are independent of each other, so

$$\int d\theta d\theta^* \theta^* \theta = 1 \quad .$$  \hspace{1cm} (B.31)
Appendix C

Phase-space parametrization

In this appendix the parametrization of the phase space for $2 \rightarrow 2$ and $2 \rightarrow 3$ processes, as it was used for the calculations of this thesis, is presented. It is the same parametrization which is also used in FormCalc [11, 12, 13]. The parametrization is performed in the center-of-mass system of the two incoming particles, which define the beam axis and carry a center-of-mass energy of $\sqrt{s}$. For each final-state particle an integral over its three-momentum $\vec{k}$ occurs in the calculation of integrated cross sections. The energy $k^0$ of the particle is fixed by the on-shell condition $k^0 = \sqrt{|\vec{k}|^2 + m^2}$, where $m$ denotes the mass of the particle. Four of these integrals are eliminated by global energy-momentum conservation. In the following sections the parametrizations of the two- and three-particle phase space are shown.

C.1 Two-particle phase space

With two particles in the final state, labeled by the subscripts 3 and 4 in the following, the phase-space integral can be written in terms of two angles. They are the azimuth angle $\phi$ and the polar angle $\theta$ with respect to the beam axis. Because of rotational invariance around the beam axis the integration over $\phi$ is trivial and amounts to a factor of $2\pi$. So the integral over the two-particle phase space is given by

$$\int d\Gamma_2 = \int_{-1}^{1} d\cos \theta \frac{1}{8\pi} \frac{|\vec{k}_3|}{\sqrt{s}},$$

where

$$|\vec{k}_3|^2 = |\vec{k}_4|^2 = \frac{s^2 + m_3^4 + m_4^4 - 2m_3^2s - 2m_4^2s - 2m_3^2m_4^2}{4s}$$

denotes the squared absolute value of the three-momentum of the final-state particles, $m_3$ and $m_4$ are their respective masses, and $\sqrt{s}$ specifies the center-of-mass energy of the incoming particles.
C.2 Three-particle phase space

For the three-particle phase space, where the outgoing particles are labeled by the indices 3, 4 and 5, five independent integration variables remain after global energy-momentum conservation has been applied. They are the energies $k^0_3$ and $k^0_5$, the azimuth angle $\phi$ and the polar angle $\theta$ of the fifth particle with respect to the beam axis, and the angle $\hat{\eta}$ which rotates particle 3 out of the plane defined by particle 5 and the beam axis. A graphical representation of the angles is given in Fig. C.1.

The four-momenta of the outgoing particles have the following explicit form

$$
\begin{align*}
    k_3 &= (k^0_3, |\vec{k}_3| \vec{e}_3) \\
    k_4 &= (\sqrt{s} - k^0_3 - k^0_5, -\vec{k}_3 - \vec{k}_5) \\
    k_5 &= (k^0_5, |\vec{k}_5| \vec{e}_5)
\end{align*}
$$

(C.3)

with

$$
\begin{align*}
    \vec{e}_3 &= \begin{pmatrix} c_\theta c_\eta s_\xi + s_\theta c_\xi \\ s_\eta s_\xi \\ c_\theta c_\xi - s_\theta c_\eta s_\xi \end{pmatrix} \\
    \vec{e}_5 &= \begin{pmatrix} s_\theta \\ 0 \\ c_\theta \end{pmatrix}
\end{align*}
$$

(C.4)

The angle $\theta$, which is also plotted in the figure, is defined over

$$
c_\theta = \frac{(\sqrt{s} - k^0_3 - k^0_5)^2 - m^2 - |\vec{k}_3|^2 - |\vec{k}_5|^2}{2 |\vec{k}_3| |\vec{k}_5|}.
$$

(C.5)
\( m_i \) again denotes the mass of the respective particle \( i \) and \( \sqrt{s} \) is the center-of-mass energy of the initial-state particles. Due to axial symmetry the trivial integration over \( \phi \) can be carried out immediately and yields a factor of \( 2\pi \).

Then the parametrization of the three-particle phase space takes the following form

\[
\int d\Gamma_3 = \int_{m_5}^{(k_5^0)^{\text{max}}} dk_5^0 \int_{(k_3^0)^{\text{min}}}^{(k_3^0)^{\text{max}}} dk_3^0 \int_{-1}^{1} dc_\theta \int_{0}^{2\pi} d\eta \frac{1}{64\pi^3}, \quad (C.6)
\]

where the integration limits are given by

\[
(k_5^0)^{\text{max}} = \frac{\sqrt{s}}{2} - \frac{(m_3 + m_4)^2 - m_5^2}{2\sqrt{s}} \quad (C.7)
\]

and

\[
(k_3^0)^{\text{max, min}} = \frac{1}{2\tau} \left[ \sigma (\tau + m_+ m_-) \pm |\vec{k}_5| \sqrt{(\tau - m_+^2)(\tau - m_-^2)} \right], \quad (C.8)
\]

using

\[
\sigma = \sqrt{s} - k_5^0 \quad \tau = \sigma^2 - |\vec{k}_5|^2 \quad m_\pm = m_3 \pm m_4 \quad . \quad (C.9)
\]
Appendix D

Loop Integrals

When calculating quantum corrections to physical processes Feynman diagrams appear which contain loops. The rules for evaluating Feynman diagrams state that for every closed loop an integral over the loop momentum appears in the expression for the amplitude. In this thesis one-loop corrections are calculated and thus we are concerned only with one-loop integrals. The general one-loop integral which corresponds to the general N-point one-loop diagram depicted in Fig. D.1 is given by

$$T_{\mu_1...\mu_P} = \frac{(2\pi\mu)^{4-D}}{i\pi^2} \int d^Dq \frac{q_{\mu_1} \cdots q_{\mu_P}}{[q^2 - m_1^2] [(q + k_1)^2 - m_2^2] \cdots [(q + k_{N-1})^2 - m_N^2]}.$$  \hspace{1cm} (D.1)

The notation and conventions used in this chapter correspond to that used in ref. [15]. The loop momentum is denoted by $q$, the momenta $p_i$ are the momenta of the external propagators and the momenta $k_i$, which appear in the denominator, are related to the former via

$$p_1 = k_1, \quad p_2 = k_2 - k_1, \quad \ldots \quad p_N = k_N - k_{N-1} \quad k_1 = p_1, \quad k_2 = p_1 + p_2, \quad \ldots \quad k_N = p_1 + \cdots + p_N.$$  \hspace{1cm} (D.2)

Figure D.1: General one-loop diagram. The arrows denote the momentum flow.
It is assumed implicitly that all propagators in the denominator have an infinitely small positive imaginary part $\epsilon'$ which is set to zero only after the integration has been performed. Explicitly this is achieved by replacing the masses $m_i^2$ with $m_i^2 - i\epsilon'$ everywhere.

The expression given in eq. (D.1) is valid for both dimensional regularization and dimensional reduction (see chapter 4.1). $D = 4 - 2\epsilon$ is the dimension of the integral, where $\epsilon$ is a small positive number which will be sent to zero at the end of the calculation. The regularization parameter $\mu$ has the dimension of a mass and is introduced to keep the dimension of the whole expression fixed when going from 4 to $D$ dimensions.

Following ref. [149] the loop integrals are denoted by capital letters in ascending order, resulting in

\begin{align*}
T^1 &= A \quad \text{one-point loop integral}, \\
T^2 &= B \quad \text{two-point loop integral}, \\
T^3 &= C \quad \text{three-point loop integral}, \\
T^4 &= D \quad \text{four-point loop integral}, \\
T^5 &= E \quad \text{five-point loop integral}, \ldots.
\end{align*}

Scalar integrals, which do not have an index $\mu_i$, are denoted with an index 0, e.g. $A_0$.

The scalar one-point integral $A_0$ can be calculated analytically and reads

$$A_0(m) = m^2 \left( \Delta - \ln \frac{m^2}{\mu^2} + 1 \right) + O(\epsilon) \quad \text{(D.3)}$$

where

$$\Delta = \frac{1}{\epsilon} - \gamma_E + \ln 4\pi \quad \text{(D.4)}$$

contains the divergent part of the loop integral with the Euler-Mascheroni constant

$$\gamma_E \simeq 0.577215664901532\ldots \quad \text{(D.5)}$$

This one and expressions for the two-, three- and four-point loop integrals were first given in ref. [149] and further improved later [150, 151]. Scalar loop integrals with five and more internal propagators can be reduced to four-point ones [78, 152].

The tensor integrals can be decomposed into linear combinations of Lorentz-covariant tensors [153]. They consist of a basis which is formed of linearly independent momenta and the metric tensor $g^{\mu\nu}$, and coefficients which are Lorentz scalars. This decomposition is not unique. Here the momenta are chosen as the momenta $k_i$ appearing in the denominator. In this basis the coefficient functions are totally symmetric in their indices. The decomposition for tensors up to rank
four reads

\[ T^N_{\mu_1} = \sum_{a=1}^{N-1} k_{a\mu_1} T^N_a \]  
(D.6)

\[ T^N_{\mu_1\mu_2} = g_{\mu_1\mu_2} T^N_{00} + \sum_{a,b=1}^{N-1} k_{a\mu_1} k_{b\mu_2} T^N_{ab} \]  
(D.7)

\[ T^N_{\mu_1\mu_2\mu_3} = \sum_{a=1}^{N-1} \left( g_{\mu_1\mu_2} k_{a\mu_3} + g_{\mu_2\mu_3} k_{a\mu_1} + g_{\mu_3\mu_1} k_{a\mu_2} \right) T^N_{00a} + \sum_{a,b,c=1}^{N-1} k_{a\mu_3} k_{b\mu_2} k_{c\mu_1} T^N_{abc} \]  
(D.8)

\[ T^N_{\mu_1\mu_2\mu_3\mu_4} = \sum_{a,b=1}^{N-1} \left( g_{\mu_1\mu_2} g_{\mu_3\mu_4} + g_{\mu_1\mu_3} g_{\mu_2\mu_4} + g_{\mu_1\mu_4} g_{\mu_2\mu_3} \right) T^N_{0000} + \sum_{a,b,c=1}^{N-1} \left( g_{\mu_1\mu_2} k_{a\mu_3} k_{b\mu_4} + g_{\mu_1\mu_3} k_{a\mu_2} k_{b\mu_4} + g_{\mu_1\mu_4} k_{a\mu_2} k_{b\mu_3} \right) T^N_{00ab} + \sum_{a,b,c,d=1}^{N-1} k_{a\mu_1} k_{b\mu_2} k_{c\mu_3} k_{d\mu_4} T^N_{abcd} \]  
(D.9)

Furthermore the coefficient functions of the tensorial loop integrals can be written as functions of the scalar integrals [153]. This is known as Passarino-Veltman reduction scheme. A complete set of equations for reducing loop integrals up to point rank \(N = 4\) and up to tensor dimension \(N + 1\) can be found for example in ref. [152]. These are all loop integrals which can appear in processes with up to four external legs.

In the reduction the inverse of the Gram matrix occurs. The Gram matrix \(Z\) is a matrix which is built up from the momenta \(k_i\) by \(Z_{ij} = 2k_i k_j\). This matrix can become singular. For up to four-point loop integrals this happens only at the borders of phase space. Care has to be taken when calculating phase space points close to the edges, as the computation can become numerically unstable. A technique to improve stability will be presented in appendix E.1.

For loop integrals with five and more internal propagators the Gram matrix can become singular also at points inside the phase space. However the loop momenta are four-component Lorentz vectors, so a linear independent combination of four of them spans the whole Minkowski space. This allows one to eliminate the inverse Gram matrix. The reduction is done in such a way that \(N\)-point loop integrals are reduced to a combination of \((N - 1)\)-point loop integrals with the tensor rank increased by one [152]. Recently a slightly different scheme has been found which even reduces the tensor rank by one in the decomposition [154].

For phase space points close to those where the Gram matrix becomes singular
also expansions around vanishing determinant of the Gram matrix or methods
which use numerical integration can be applied. An overview of possible tech-
niques with explicit formulae for loop functions with point rank up to six was
given in ref. [155].

For the numerical evaluation of the loop integrals the LoopTools package [11,
14], which is based on FF [156], was used. In this package the stability of calcu-
lating the Passarino-Veltman reduction was improved numerically with the method
of Gaussian elimination, which will be described in appendix E.1. Addition-
ally the five-point functions up to tensor rank four were implemented based on
ref. [152] and the scalar four-point function amended according to ref. [151] so it
is valid for all cases. The numerical results of the code were compared to those
of an independent code from Dittmaier [157] and very good agreement could be
found. Moreover a Passarino-Veltman reduction of the five-point tensor integrals
was implemented. Also here a comparison yielded excellent agreement except for
points very close to the edges of phase space where the decomposition algorithm
is known to become numerically unstable.

The explicit formulae for this decomposition are given below. To shorten the
notation some abbreviations are introduced:

$$\bar{\delta}_{ij} = 1 - \delta_{ij} = \begin{cases} 0 & \text{for } i = j \\ 1 & \text{for } i \neq j \end{cases}, \quad i_j = \begin{cases} i & \text{for } i < j \\ i - 1 & \text{for } i > j \end{cases} . \quad (D.10)$$

A number in brackets behind the loop integral denotes that the term in the
denominator with a mass with this index is left out from the integrand, e.g. the
normal scalar four-point integral

$$D_0 = \frac{(2\pi\mu)^{4-D}}{i\pi^2} \cdot \int d^D q \frac{1}{[q^2 - m_1^2] [(q + k_1)^2 - m_2^2] [(q + k_2)^2 - m_3^2] [(q + k_3)^2 - m_4^2]} , \quad (D.11)$$

where the second propagator is left out, becomes

$$D_0 (2) = \frac{(2\pi\mu)^{4-D}}{i\pi^2} \int d^D q \frac{1}{[q^2 - m_1^2] [(q + k_2)^2 - m_3^2] [(q + k_3)^2 - m_4^2]} . \quad (D.12)$$

The resulting integral is a loop integral with the point-rank reduced by one,
as one can see in the example above, which is a three-point loop integral. For
integrals where the first propagator is eliminated the integration momentum must
be shifted by $q \rightarrow q - k_2$, so that the standard form eq. (D.1) is again obtained.
With this the tensorial coefficients of the five-point loop integrals are:

\[ E_i = \sum_{n=1}^{4} (Z^{(4)})^{-1}_{i n} S_n^1 \]  
\[ E_{ij} = \sum_{n=1}^{4} (Z^{(4)})^{-1}_{i n} S_{nj}^2 \]  
\[ E_{ijk} = \sum_{n=1}^{4} (Z^{(4)})^{-1}_{i n} S_{njk}^3 \]  
\[ E_{ijkl} = \sum_{n=1}^{4} (Z^{(4)})^{-1}_{i n} S_{njkl}^4 \] 

(D.13)

(D.14)

(D.15)

(D.16)

where \( i, j, k, l = 1, \ldots, 4 \) and with

\[ f_n = k_n^2 - m_{n+1}^2 + m_1^2 \] 
\[ S_n^1 = D_0 (n + 1) - D_0 (1) - f_n E_0 \] 
\[ S_{nj}^2 = D_{jn} (n + 1) \delta_{nj} - D_j (1) - f_n E_j \] 
\[ S_{njk}^3 = D_{jnkn} (n + 1) \delta_{nj} \delta_{nk} - D_{jk} (1) - f_n E_{jk} + 2 (Z^{(4)})^{-1}_{jk} (D_{00} (n + 1) - D_{00} (1)) \] 
\[ S_{njkl}^4 = D_{jnkl} (n + 1) \delta_{nj} \delta_{nk} \delta_{nl} - D_{jkl} (1) - f_n E_{jkl} + 2 (Z^{(4)})^{-1}_{jk} (D_{00jn} (n + 1) \delta_{nj} - D_{00j} (1)) + 2 (Z^{(4)})^{-1}_{kl} (D_{00jn} (n + 1) \delta_{nj} - D_{00j} (1)) + 2 (Z^{(4)})^{-1}_{ij} (D_{00jn} (n + 1) \delta_{nj} - D_{00j} (1)) \] 

(D.17)

(D.18)

(D.19)

(D.20)

and the Gram matrix

\[ Z^{(4)} = 2 \begin{pmatrix} k_1 k_1 & k_1 k_2 & k_1 k_3 & k_1 k_4 \\ k_1 k_2 & k_2 k_2 & k_2 k_3 & k_2 k_4 \\ k_1 k_3 & k_2 k_3 & k_3 k_3 & k_3 k_4 \\ k_1 k_4 & k_2 k_4 & k_3 k_4 & k_4 k_4 \end{pmatrix}. \] 

(D.22)

All coefficients which are multiplied by the metric tensor, i.e. have a 00 in the index, vanish identically

\[ E_{00} = E_{00i} = E_{0000} = E_{00ij} = 0. \] 

(D.23)

The decomposition into coefficients multiplied by the metric tensor and such multiplied by the momenta is not unique as the four linearly independent momenta \( k_i \) span the whole Minkowski space and are related to the metric tensor by

\[ g^{\mu \nu} = \sum_{i,j=1}^{4} 2 (Z^{(4)})^{-1}_{ij} k_i^\mu k_j^\nu. \] 

(D.24)
The formulae given in ref. [152] use a different decomposition in order to avoid inverse Gram matrices. This leads to a non-vanishing $E_{00}$ which is compensated by different $E_{ij}$ and the same happens for higher-tensor ranks.

For a numerical comparison the two expressions must be transformed into each other by exploiting the relation eq. (D.24):

\[
E^{PV}_{ij} = E^{D}_{ij} + 2 \left( Z^{(4)} \right)_{ij}^{-1} E^{D}_{00} \tag{D.25}
\]

\[
E^{PV}_{ijk} = E^{D}_{ijk} + 2 \left( Z^{(4)} \right)_{ij}^{-1} E^{D}_{00k} + 2 \left( Z^{(4)} \right)_{jk}^{-1} E^{D}_{00i} + 2 \left( Z^{(4)} \right)_{ki}^{-1} E^{D}_{00j} \tag{D.26}
\]

\[
E^{PV}_{ijkl} = E^{D}_{ijkl} + 2 \left( Z^{(4)} \right)_{ij}^{-1} E^{D}_{00kl} + 2 \left( Z^{(4)} \right)_{ik}^{-1} E^{D}_{00jl} + 2 \left( Z^{(4)} \right)_{jk}^{-1} E^{D}_{00il} + 4 \left( \left( Z^{(4)} \right)_{ij}^{-1} \left( Z^{(4)} \right)_{kl}^{-1} + \left( Z^{(4)} \right)_{ik}^{-1} \left( Z^{(4)} \right)_{jl}^{-1} + \left( Z^{(4)} \right)_{il}^{-1} \left( Z^{(4)} \right)_{jk}^{-1} \right) E^{D}_{0000} \tag{D.27}
\]

In the equations above the expressions from [152] are denoted by a superscript $D$ and the ones from the Passarino-Veltman reduction by a superscript $PV$. 
Appendix E

Numerical Methods

The numerical calculation of cross sections is only possible with the aid of computer programs. Computers can do floating point operations only with a finite precision so rounding errors occur inevitably in many steps of the program. Expressions which are still valid analytically might give a numerical result which is utter nonsense. Therefore not only the analytical correctness must be checked when implementing algorithms, but also that the code is numerically stable.

E.1 Gaussian Elimination

When calculating one-loop integrals, Gram matrices occur which contain scalar products of the momenta, as was shown in chapter D. For loop integrals with up to four external legs the inverse of the Gram matrix has to be calculated. This matrix can become singular at the edges of phase space, i.e. for forward scattering or at the production threshold. Already close to the edge naive matrix inversion can become unstable as will be shown below.

As is often the case in problems where the inverse of a matrix appears in the analytical expression the inverse of the Gram matrix itself actually is not needed in the Passarino-Veltman reduction scheme. This can be seen easily for example from the expression for the five-point loop integrals given in chapter D. Left-multiplying eqs. (D.13)-(D.16) with the Gram matrix $Z^{(4)}$ reduces the problem to the problem of solving a system of linear equations of the form

$$Ax = b,$$

(E.1)

where $A$ is an $n \times n$ matrix and $x$ and $b$ are vectors of dimension $n$. $A$ and $b$ are input parameters and $x$ is the solution vector of the system of equations. We are going to consider the most general case here, that all components of the matrix and the vectors can be complex numbers and $b$ is a generic vector. The physical case of real matrices $A$ then follows directly from this as a special case.
Let us first consider the analytic way of multiplying the input vector with the inverse matrix. Then eq. (E.1) can be written as a function $f$

$$f: \quad x = A^{-1}b \quad .$$

(E.2)

Calculating the solution vector $x$ in this manner however leads to numerical instabilities. Let us first decompose $f$ into the two partial steps

$$g: \quad A \mapsto A^{-1}$$

(E.3)

$$h: \quad A^{-1} \mapsto x$$

(E.4)

and assume the ideal case that both partial steps can be calculated in a numerically stable way. Then a stability analysis [158] yields, that the error on $x$ is proportional to $\kappa(A)$, the condition of $A$. The condition is defined as

$$\kappa(A) = ||A|| \cdot ||A^{-1}|| = \left( \min \left\{ \frac{||\Delta A||}{||A||} : A + \Delta A \text{ singular} \right\} \right)^{-1}, \quad \text{(E.5)}$$

where $|| \cdot ||$ denotes a matrix norm. In a geometrical interpretation this is the distance of $A$ to a singular matrix for which eq. (E.1) has no longer a unique solution.

The numerical evaluation of mathematical expressions was done in double precision in this thesis, i.e. floating point arithmetics with double precision as defined in ref. [159]. These numbers offer about sixteen valid digits, so that for a condition $\kappa(A) \geq 10^{16}$ the matrix cannot be distinguished any longer numerically from a singular matrix. One also says that the matrix is numerically singular. When calculating one-loop integrals this case occurs at the edges of phase space.

Even earlier the error $\Delta x$ of the solution vector $x$ increases,

$$\frac{||\Delta x||}{||x||} \approx \kappa(A) \cdot 10^{-16}, \quad \text{(E.6)}$$

and the result becomes inaccurate. Such a behavior could indeed be observed while doing the numerical evaluation of the vector boson fusion processes (chapter 7).

To avoid this problem, one decomposes the matrix $A$ into a unipotent, i.e. whose diagonal contains 1, lower triangular matrix $L$ and a non-singular upper triangular matrix $R$

$$A = LR = \begin{pmatrix}
1 & 0 & 0 & \ldots & 0 \\
* & 1 & 0 & \ldots & 0 \\
* & * & 1 & \ddots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
* & * & \ldots & * & 1
\end{pmatrix} \begin{pmatrix}
* & * & * & \ldots & * \\
0 & * & * & \ldots & * \\
0 & 0 & * & \ldots & * \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \ldots & 0 & * 
\end{pmatrix}. \quad \text{(E.7)}$$
E.1. Gaussian Elimination

*here is a place holder for an arbitrary complex number. The algorithm partitions the matrices such that

\[
\begin{pmatrix}
\alpha & u^T \\
v & A_*
\end{pmatrix} = \begin{pmatrix} 1 & 0 \\ w & L_* \end{pmatrix} \begin{pmatrix} \alpha & u^T \\ 0 & R_* \end{pmatrix}
\] (E.8)

where

\[
\alpha \in \mathbb{C}; \quad u, v, w \in \mathbb{C}^{n-1}; \quad A_*, L_*, R_* \in \mathbb{C}^{(n-1) \times (n-1)} \] (E.9)

so

\[
w = \frac{v}{\alpha} \quad (E.10)
\]

\[
L_*R_* = A_* - wu^T. \quad (E.11)
\]

$L_*$ and $R_*$ are again a unipotent lower and non-singular upper triangular matrix, respectively. In the next step of the iteration the matrix $L_*R_*$ has to be partitioned in this way. After applying this procedure recursively one obtains the desired decomposition.

If $\alpha$ happens to be zero, the algorithm breaks down. Therefore, not $A$ is decomposed, but $PA$, where $P$ is an $n \times n$ permutation matrix and chosen in such a way, that in every iteration step the first row and the row whose first column contains the largest element by absolute value are swapped. This method is called partial pivoting. It can be shown that with partial pivoting every non-singular matrix $A$ can be decomposed into $L$ and $R$ and the decomposition is unique. The system of linear equations now has the form

\[
LRx = P^{-1}b. \quad (E.12)
\]

To solve it one first solves the system

\[
Ly = P^{-1}b \quad (E.13)
\]

with an auxiliary vector $y$. Because of the triangular structure of $L$ this can be done very easily by a recursive forward substitution

\[
y_i = (P^{-1}b)_i - \sum_{j=1}^{i-1} y_j \quad i = 1 \rightarrow n. \quad (E.14)
\]

The arrow denotes the order in which the $y_i$ must be calculated. Finally,

\[
Rx = y \quad (E.15)
\]

is solved by backward substitution and one obtains the solution vector $x$

\[
x_i = y_i - \sum_{j=i+1}^{n} x_j \quad i = n \rightarrow 1. \quad (E.16)
\]
The algorithm presented here is known in the literature by the name of Gaussian elimination with partial pivoting \([158, 160]\).

An error analysis yields that the error on \(x\) is determined by

\[
\kappa = \frac{||L|| \cdot ||R||}{||PA||} \leq ||L|| \cdot ||L^{-1}|| = \kappa(L) \tag{E.17}
\]

If one chooses the norm as the maximum norm, the inequality \(|L_{ij}| \leq 1\) holds because \(L\) is unipotent and partial pivoting was used. Therefore

\[
||L||_{\infty} \leq n \tag{E.19}
\]
\[
||L^{-1}||_{\infty} \leq 2^{n-1} \quad [161], \tag{E.20}
\]

so

\[
\kappa \leq n \cdot 2^{n-1}. \tag{E.21}
\]

When calculating loop integrals only matrices of dimension \(n \leq 4\) occur, so the calculation of \(x\) in this manner is absolutely stable.
Appendix F

Manual of the HadCalc Program

For the calculation of hadronic cross sections a computer code, called HadCalc, was written (see chapter 5.5). In this appendix the manual of the program is presented.

F.1 Prerequisites and Compilation

F.1.1 Prerequisites

The following programs are required for compiling and running HadCalc and must be installed:

- a Fortran compiler compliant with the Fortran77 standard,
- a C compiler conforming to ANSI-C,
- GNU make,
- FormCalc 4 [11],
- one of the two following packages that include sets of parton distribution functions from various groups
  - PDFLIB (CERN Computer Program Library entry W5051) [92], or
  - LHAPDF [93].

Additionally, support for the following two programs is integrated into HadCalc

- FeynHiggs 2.1beta or newer [162],
- Condor workload management system for compute-intensive jobs.
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| PDG flavor code | Particle          |
|-----------------|-------------------|
| 0               | gluon $g$         |
| 1               | down quark $d$    |
| 2               | up quark $u$      |
| 3               | strange quark $s$ |
| 4               | charm quark $c$   |
| 5               | bottom quark $b$  |
| 6               | top quark $t$     |
| -1              | down anti-quark $\bar{d}$ |
| -2              | up anti-quark $\bar{u}$ |
| -3              | strange anti-quark $\bar{s}$ |
| -4              | charm anti-quark $\bar{c}$ |
| -5              | bottom anti-quark $\bar{b}$ |
| -6              | top anti-quark $\bar{t}$ |

Table F.1: PDG flavor codes

F.1.2 Configuration and Compilation

First the partonic subprocess must be generated and prepared by following the instructions in the FormCalc4 manual. Especially the definitions in process.h have to be updated correctly as HadCalc relies on those. It is not necessary to fill in correct MSSM parameters or tune integration parameters, however.

Then the distribution file HadCalc-0.5.tar.gz should be unpacked. As next step change into its subdirectory and run configure from there. The following configure options are mandatory:

--with-partonprocess=DIR This is the location of the FormCalc-generated partonic output.

--with-processtype=mn By this option the processtype is fixed, specified by the number of incoming particles $m$ and the number of outgoing particles $n$. Note that $m$ and $n$ form a single number, i.e. for a $2 \rightarrow 2$ process one would write --with-processtype=22. Currently, $2 \rightarrow 1$, $2 \rightarrow 2$ and $2 \rightarrow 3$ is implemented and can be entered here.

--with-parton1=i The type of the first parton is specified by $i$, given as the PDG flavor code [17] (see table F.1).

--with-parton2=i Similarly, this is the PDG flavor code for the second parton.
Additionally the following options are recognized by configure and enable optional features:

--enable-antiproton1 Hadron 1 is an anti-proton instead of a proton.

--enable-antiproton2 Hadron 2 is an anti-proton instead of a proton.

--with-condor[=DIR] Link the final code with the Condor workload management system libraries. If the binary is not in the standard search path of your shell, its location can be specified with the optional DIR argument.

--with-feynhiggs[=DIR] Link the final code with the FeynHiggs library. This is mandatory if the FormCalc option to compute the MSSM-Higgs sector via FeynHiggs is chosen. The optional DIR specifies the location of the FeynHiggs library libFH.a, if it is not in the standard search path of the compiler.

--with-looptools[=DIR] If LoopTools is not in the standard search path of the compiler, its location can be specified here.

--with-lhapdf[=DIR] Use LHAPDF for the parton distribution functions. If the LHAPDF library is not in the standard search path, its location can be given by the optional DIR argument. The PDF data is assumed to be found at the same place.

--with-pdflib[=DIR] Use PDFlib for the parton distribution functions. If the PDFlib library is not in the standard search path and the CERN-lib environment variables $CERN$ and $CERN\_LEVEL$ are not set, the DIR argument designates where it can be found.

Only one of the last two options can be given on the command line. If neither --with-lhapdf nor --with-pdflib was given, configure first tries to find LHAPDF and, if this fails, probes the existence of PDFlib.

After having run configure, a call to make compiles the program. When it successfully finishes, a binary called HadCalc has been created in the current path.
F.2 Running the program

The program is simply started by running ./HadCalc. It will then present a menu which allows one to tune various settings and start the calculation of cross sections. The following subsections describe the possible settings in detail. An item is chosen by typing the number shown in brackets before the item and pressing “Enter”. In every menu “(0)” exits the submenu or, for the top level menu, quits the program. Invalid input is ignored and an error message is written on the screen.

F.2.1 Physics parameters

This submenu sets the parameters of the MSSM and related things and is divided in three further submenus.

MSSM parameters

Here all values which correspond to parameters of the MSSM are set.

First let us look at menu item 16. This decides whether the program should use a common mass $M_{SUSY}$ in the sfermion sector, or if individual values for the left-handed squarks and sleptons and the right-handed supers, sdowns and selectrons are allowed. Depending on this flag either the MS* variables cannot be set (because they are fixed at $M_{SUSY}$) or $M_{SUSY}$ itself cannot be set (because it is irrevelant and not used in the computation). When choosing a common SUSY mass scale, the settings in the MS* variables are retained and restored when deselecting this option.

All other parameter settings can be in two states. They can either have a fixed setting, then this value is used for all calculations. Or their value can be running. In this case a lower and upper bound and the number of intermediate intervals must be chosen. Then the computation of the cross section is done (“intermediate intervals” + 1) times, with the value of the parameter increasing from lower bound to upper bound\(^1\). The distance between two values is equal for the setting “linear” and exponentially increasing for the setting “logarithmic”, i.e. the values are closer at the lower bound and they have equal distance again when plotting them on a logarithmic scale. A behavior vice versa with values closer at the upper bound can be easily achieved by exchanging lower and upper bound. If more than one parameter is chosen to be running, the iteration loops are nested, with the first parameter varying fastest.

\(^1\)Despite its name, the lower bound can be mathematically larger than the upper bound; then the value of the parameter is decreasing.
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Kinematic parameters

In this menu all parameters are set which are related to kinematic variables of the process.

The underlying parameter of items 3 and 4 depends on the type of process. For processes with two particles in the final state, this is the angle $\theta$ between the two outgoing particles, for those with three final particles, it denotes the energy $k_5^0$ of the fifth particle, which is the third final-state particle. The menu items 8, 12, 14 and 15, which refer to the fifth particle, are ignored for $2 \rightarrow 2$ processes and cannot be changed.

The settings of the parameters are possible in the same way as already described in the previous item.

Scale parameters

This menu sets the renormalization and factorization scale of the process in the same way as described above. A negative number for the renormalization scale has a special meaning. Then the sum of the masses of the final-state particles is taken, multiplied with the absolute value of the setting, and this number is taken as the renormalization scale. Additionally it can be chosen that both renormalization and factorization scale are always set to the same value.

Show ModelDigest (FormCalc)

Finally this choice invokes FormCalc’s ModelDigest function, which takes the parameters as an input and calculates the physical masses of the particles. Thereby it applies lower bounds on the masses established by experiment and refuses the calculation if these bounds are violated. The calculated cross section will also be zero in that case. The FormCalc manual contains a more detailed explanation of this function. There it is also described how the check for the violation of experimental bounds can be switched off by flipping a switch in FormCalc’s process.h.

F.2.2 PDF parameters

The set used for the calculation of the parton distribution functions is chosen by this submenu. The layout and choices presented depends on whether LHAPDF or PDFlib is used. For PDFlib three numbers must be entered. The first denotes the type of parton distribution functions and is 1 for proton PDFs. The second number specifies the respective group which has performed the fit to the experimental data and the third number chooses a specific PDF set. When using LHAPDF a string must be entered that directly specifies the filename of the PDF set in the LHAPDF subdirectory.
F.2.3 Integration parameters

This submenu chooses the integration routine and sets its parameters. Currently there are six integration routines available:

- **GAUSSKR**: One-dimensional Gauss-Kronrod algorithm
- **GAUSSAD**: One-dimensional adaptive Gauss algorithm
- **DCUHRE**: Multi-dimensional adaptive Gauss algorithm
- **VEGAS**: Monte Carlo integration algorithm
- **SUAVE**: Subregion adaptive Monte Carlo integration algorithm
- **DIVONNE**: Monte Carlo integration via stratified sampling

The last four algorithms are part of the CUBA library [163]. In the following only a short description of the possible parameter settings is given. The technical details of these algorithms and the precise impact of the variables are described in the CUBA manual and shall not be repeated here.

The GAUSSKR and GAUSSAD algorithms can only handle one-dimensional integrals. If multi-dimensional integrals are attempted to be computed, VEGAS is used as a fallback. In contrast the DCUHRE and DIVONNE algorithms cannot handle one-dimensional integrals. There the GAUSSKR algorithm is used instead. In both cases a warning is printed on the screen.

All integration routines share these two variables:

- relative error: the desired relative error
- absolute error: the desired absolute error

Additionally, the following variables are available for one or more of the routines. Which ones these are is denoted in square brackets after the entry.

- maximum # of points: the maximum number of function evaluations used [GAUSSAD, DCUHRE, VEGAS, SUAVE, DIVONNE]
- # of points for starting: the initial number of points per iteration [VEGAS]
- increase in # of points: the number of points the previous number is incremented for the next iteration [VEGAS]
- # of points for subdivision: the number of points used to sample a subdivision [SUAVE]
- flatness # for splits: the type of norm used to compute the fluctuation of a sample [SUAVE]
- # of passes: the number of passes after which the partitioning phase terminates [DIVONNE]
• key 1: determination of sampling in the partitioning phase [DIVONNE]
• key 2: determination of sampling in the final integration phase [DIVONNE]
• key 3: sets the strategy for the refinement phase [DIVONNE]
• maximum $\chi^2$ for subregion: the maximum $\chi^2$ value a single subregion is allowed to have in the final integration phase [DIVONNE]
• minimum deviation for split: a bound which determines whether it is worthwhile to further examine a region that failed the $\chi^2$ test [DIVONNE]

F.2.4 Amplitude switches

This submenu sets the type of diagrams used for the computation and how the cuts should be applied. The value of the cuts is set in the parameter section and was already described there.

The first entry decides whether the tree-level and the one-loop result shall be computed in one go or only one of them. Possible choices are “Tree only”, “Tree+Loop” and “Loop only”. Which way is better depends on the concrete circumstances and features of the problem. Computing both at the same time might save computation time, but the integration routine has to optimize its choices for both at the same time, which might lead to sub-optimal performance. On the other hand it is not too likely that there are problematic regions in the tree-level cross section which are no longer present in the one-loop computation, so normally this procedure gives satisfactory results. If only one cross section is computed, the value of the other one is set to zero.

The remaining entries decide if and how the cuts on rapidity, transverse momentum and jet separation should be applied. It is either possible to have the particle, or a pair of particles in case of the jet separation, fulfill a cut, violate it or ignore the cut altogether. Since HadCalc relies on FormCalc for the partonic process and implementation details, for the cuts for particle three in the $2 \rightarrow 2$ case and particle five in the $2 \rightarrow 3$ case it cannot be chosen that the rapidity and transverse momentum cut is violated, but they always have to be fulfilled. They can, however, be switched off by setting the relevant entry in the parameters section to zero.

F.2.5 Input/Output options

This submenu allows one to read in a set of parameters from a file and specify where and how to write the calculation output.

To read in a set of parameters a parameter specification must have been written into a file and this filename then has to be entered here. All possible variables which can be set in such a file are given in section F.3. There are three
basic types of variables. Those which specify a parameter can either take four comma-separated values that are the lower and upper bound, the behavior with respect to increments, i.e. linear or logarithmic, and the number of intermediate intervals, or a single number denoting its fixed value. The ones of type boolean turn on a certain switch and take no arguments. All remaining ones take a single argument and the variable is assigned to this parameter.

In the following also a formal definition of the parsing rules is given:

- The file is read line by line.
- White space at the beginning of a line is ignored.
- Empty lines are ignored.
- Lines starting with the character “#” (after optional white space) are comment lines and ignored.
- The first token which is separated by white space from the rest of the line is extracted. This token has to be a token from the list of valid tokens in section F.3.
- If the token type is boolean, its associated parameter is set.
- If the token type is integer, an attempt to read an integer value is made and if it succeeds, this is assigned to the associated parameter.
- If the token type is double, an attempt to read a double precision floating-point number is made and if it succeeds, this is assigned to the associated parameter.
- If the token type is string, the second token is assigned to the associated parameter.
- If the token type is parameter, the following actions happen:
  - An attempt to read four comma-separated double precision floating-point numbers is made.
  - If this attempt succeeds, the four numbers are assigned to lower bound, upper bound, log and number of intermediate intervals of the parameter. log means linear increase if this variable is zero and exponential one otherwise.
  - If this does not succeed, an attempt to read a single double precision floating point number is made.
  - If this succeeds, this number is the constant value of the parameter.
  - If this also does not succeed, the line is flagged as not parsable.
• For lines not parsable by the rules above a warning message is printed and their content is ignored.

Furthermore some integration routines offer the possibility to write intermediate results or progress report to the screen. This is turned on with *Verbose integration output*. For hadronic cross sections this also enables writing PDFlib statistics on the screen at the end of the calculation.

Finally one can choose whether the calculation results will be written to the screen or into a file. In the latter case the variable *outputstring* describes which elements should be written to the output file. The form of this variable together with the valid tokens is described in section F.4. The output-file format starts with a “#”-quoted header with a file identification and the content of *outputstring*. Then, each on a line by itself, for every scanned parameter point the values defined in *outputstring* are written, separated from each other by a space.

### F.2.6 Amplitude calculation

This submenu finally allows one to choose the cross section one wants to compute and does the calculation. During the following integration the process may be interrupted with “Ctrl-C”, after which it aborts the current calculation and jumps back into the main menu. Due to restrictions imposed by Condor this feature is not available if HadCalc was configured with the option --with-condor. Here pressing “Ctrl-C” aborts the whole HadCalc program.

### F.3 Allowed tokens in input files

The following list shows all token names that may appear in an input file together with its associated type. The tokens are not case-sensitive. Thereby *parameter* means that the variable can either be followed by four comma-separated values that denote the lower and upper bound, whether the increase is linear or logarithmic, and the number of intermediate intervals, or a single number that is the fixed value of this parameter. *boolean* means that a specific behavior is switched on. There is a corresponding separate token that switches the same behavior off again. *double* and *integer* tokens take a single double-precision or integer value, respectively, as input. *string* assigns the remainder of the line to the parameter. Finally *preselected* takes special values as an argument. The possible choices for each of these ones were discussed during the description of the menus given in section F.2. Any settings referring to particle 5 are relevant only for $2 \rightarrow 3$ processes and will be silently ignored otherwise.
| token       | type       | description                                                                 |
|------------|------------|-----------------------------------------------------------------------------|
| MA0        | parameter  | mass of the CP-odd Higgs boson                                              |
| TB         | parameter  | ratio of the Higgs vacuum expectation values                                 |
| MUE        | parameter  | $\mu$ parameter in the Higgs sector                                         |
| MSusy      | parameter  | common SUSY mass scale                                                       |
| MSQ        | parameter  | mass parameter of the left-handed squarks                                    |
| MSU        | parameter  | mass parameter of the right-handed sup-like squarks                          |
| MSD        | parameter  | mass parameter of the right-handed sdown-like squarks                        |
| MSL        | parameter  | mass parameter of the left-handed sleptons                                   |
| MSE        | parameter  | mass parameter of the right-handed selectron-like sleptons                  |
| A_t        | parameter  | trilinear coupling of the sup-like squarks                                   |
| A_b        | parameter  | trilinear coupling of the sdown-like squarks                                 |
| A_ttau     | parameter  | trilinear coupling of the selectron-like sleptons                            |
| M_1        | parameter  | $U(1)_Y$ gaugino mass                                                        |
| M_2        | parameter  | $SU(2)_L$ gaugino mass                                                       |
| MG1        | parameter  | $SU(3)_C$ gaugino mass                                                       |
| SQRTS      | parameter  | square root of the hadronic center of mass energy                            |
| SQRTSHAT   | parameter  | square root of the partonic center of mass energy                            |
| THETA $^2$ | parameter  | angle between the two outgoing particles (in degrees) $^3$                   |
| THETACUT $^2$ | parameter | cut on the angle between the two outgoing particles (in degrees)             |
| K50 $^3$   | parameter  | energy of the third outgoing particle                                         |
| K50CUT     | parameter  | cut on the energy of the third outgoing particle                             |
| PTRANS $^3$ | parameter | transverse momentum                                                          |
| PTRANS3CUT | parameter  | cut on the transverse momentum of particle 3                                 |
| PTRANS4CUT | parameter  | cut on the transverse momentum of particle 4                                 |

$^2$only for $2 \rightarrow 2$ processes
### F.3. Allowed tokens in input files

| token            | type       | description                                                                 |
|------------------|------------|------------------------------------------------------------------------------|
| PTRANS5CUT      | parameter  | cut on the transverse momentum of particle 5                                 |
| RAPID \(^3\)    | parameter  | rapidity                                                                      |
| RAPID3CUT       | parameter  | cut on the rapidity of particle 3                                             |
| RAPID4CUT       | parameter  | cut on the rapidity of particle 4                                             |
| RAPID5CUT       | parameter  | cut on the rapidity of particle 5                                             |
| DELTAR34CUT      | parameter  | cut on the distance between particles 3 and 4                                 |
| DELTAR35CUT      | parameter  | cut on the distance between particles 3 and 5                                 |
| DELTAR45CUT      | parameter  | cut on the distance between particles 4 and 5                                 |
| RENSSCALE       | parameter  | renormalization scale                                                         |
| FACTSCALE       | parameter  | factorization scale                                                           |
| CommonSUSYMassScale | boolean  | choose a common SUSY mass scale                                               |
| NoCommonSUSYMassScale | boolean  | do not choose a common SUSY mass scale                                         |
| CommonRenFactScale | boolean  | choose a common renormalization and factorization scale                        |
| NoCommonRenFactScale | boolean  | do not choose a common renormalization and factorization scale                 |
| AMPLITUDE       | preselected| choose which amplitude(s) to calculate                                         |
| Ptrans3>cut     | boolean    | require the transverse momentum of particle 3 to be larger than the cut       |
| Ptrans3<cut     | boolean    | require the transverse momentum of particle 3 to be smaller than the cut      |
| Ptrans3nocut    | boolean    | disable cut on the transverse momentum of particle 3                          |
| Rapid3>cut      | boolean    | require the rapidity of particle 3 to be larger than the cut                   |
| Rapid3<cut      | boolean    | require the rapidity of particle 3 to be smaller than the cut                  |
| Rapid3nocut     | boolean    | disable cut on the rapidity of particle 3                                     |
| Ptrans4>cut     | boolean    | require the transverse momentum of particle 4 to be larger than the cut       |

\(^3\)only for differential cross sections
| token             | type     | description                                                                 |
|------------------|----------|-----------------------------------------------------------------------------|
| Ptrans4<cut      | boolean  | require the transverse momentum of particle 4 to be smaller than the cut     |
| Ptrans4nocut     | boolean  | disable cut on the transverse momentum of particle 4                        |
| Rapid4<cut       | boolean  | require the rapidity of particle 4 to be larger than the cut                 |
| Rapid4<cut       | boolean  | require the rapidity of particle 4 to be smaller than the cut                 |
| Rapid4nocut      | boolean  | disable cut on the rapidity of particle 4                                    |
| DeltaR34>cut     | boolean  | require the jet separation between particles 3 and 4 to be larger than the cut |
| DeltaR34<cut     | boolean  | require the jet separation between particles 3 and 4 to be smaller than the cut |
| DeltaR34nocut    | boolean  | disable the cut on the jet separation between particles 3 and 4              |
| DeltaR35>cut     | boolean  | require the jet separation between particles 3 and 5 to be larger than the cut |
| DeltaR35<cut     | boolean  | require the jet separation between particles 3 and 5 to be smaller than the cut |
| DeltaR35nocut    | boolean  | disable the cut on the jet separation between particles 3 and 5              |
| DeltaR45>cut     | boolean  | require the jet separation between particles 4 and 5 to be larger than the cut |
| DeltaR45<cut     | boolean  | require the jet separation between particles 4 and 5 to be smaller than the cut |
| DeltaR45nocut    | boolean  | disable the cut on the jet separation between particles 4 and 5              |
| INTMETHOD        | preselected | choose the integration routine                                           |
| EPSABS           | double   | absolute integration error                                                  |
| EPSREL           | double   | relative integration error                                                  |
| MAXPTS           | integer  | maximum number of points                                                   |
| VSTARTPTS        | integer  | number of points for starting                                               |
| VINCREASE         | integer  | increase in number of points                                               |
| SNNEW             | integer  | number of points for subdivision                                           |
F.4  Allowed variable names for outputstring

The following list shows all variable names that may appear in outputstring. The
individual entries are separated from each other by spaces. Variables with the
dimension of a mass are output in GeV. Note that these names are case-sensitive.

| Name   | Parameter description               |
|--------|-------------------------------------|
| MAO    | $m_{A_0}$ mass of the CP-odd Higgs boson |
| TB     | $\tan \beta$ ratio of the Higgs vacuum expectation values |
| MUE    | $\mu$ parameter in the Higgs sector |
| MSusy  | $m_{SUSY}$ common SUSY mass scale |
| MSQ    | $m_{\tilde{q}}$ mass parameter of the left-handed squarks |
| MSU    | $m_{\tilde{u}}$ mass parameter of the right-handed sup-like squarks |
| MSD    | $m_{\tilde{d}}$ mass parameter of the right-handed sdown-like squarks |
| MSL    | $m_{\tilde{\ell}}$ mass parameter of the left-handed sleptons |
| MSE    | $m_{\tilde{e}}$ mass parameter of the right-handed selectron-like sleptons |
| A_t    | $A_t$ trilinear coupling of the sup-like squarks |

The following list shows all variable names that may appear in outputstring. The
individual entries are separated from each other by spaces. Variables with the
dimension of a mass are output in GeV. Note that these names are case-sensitive.

| Name   | Parameter description               |
|--------|-------------------------------------|
| MAO    | $m_{A_0}$ mass of the CP-odd Higgs boson |
| TB     | $\tan \beta$ ratio of the Higgs vacuum expectation values |
| MUE    | $\mu$ parameter in the Higgs sector |
| MSusy  | $m_{SUSY}$ common SUSY mass scale |
| MSQ    | $m_{\tilde{q}}$ mass parameter of the left-handed squarks |
| MSU    | $m_{\tilde{u}}$ mass parameter of the right-handed sup-like squarks |
| MSD    | $m_{\tilde{d}}$ mass parameter of the right-handed sdown-like squarks |
| MSL    | $m_{\tilde{\ell}}$ mass parameter of the left-handed sleptons |
| MSE    | $m_{\tilde{e}}$ mass parameter of the right-handed selectron-like sleptons |
| A_t    | $A_t$ trilinear coupling of the sup-like squarks |
| Name   | Description                                                                 |
|--------|-----------------------------------------------------------------------------|
| $A_b$  | trilinear coupling of the sdow-like squarks                               |
| $A_{\tau}$ | trilinear coupling of the selectron-like sleptons                        |
| $M_1$  | $U(1)_Y$ gaugino mass                                                      |
| $M_2$  | $SU(2)_L$ gaugino mass                                                     |
| $M_{\tilde{g}}$ | gluino mass                                                               |
| $\sqrt{S}^4_4$ | square root of the hadronic center-of-mass energy                        |
| $\sqrt{\hat{s}}^5_5$ | square root of the partonic center-of-mass energy                     |
| $\theta$ | angle between the two outgoing particles (in degrees)                    |
| $\theta_{\text{cut}}$ | cut on the angle between the two outgoing particles (in degrees)          |
| $k_5^0$ | energy of the third outgoing particle                                     |
| $k_{5\text{cut}}^0$ | cut on the energy of the third outgoing particle                         |
| $p_{\text{trans}}$ | transverse momentum                                                       |
| $p_{\text{transcut}}^3$ | cut on the transverse momentum of particle 3                            |
| $p_{\text{transcut}}^4$ | cut on the transverse momentum of particle 4                            |
| $p_{\text{transcut}}^5$ | cut on the transverse momentum of particle 5                            |
| $\eta$ | rapidity                                                                   |
| $\eta_{\text{cut}}^3$ | cut on the rapidity of particle 3                                          |
| $\eta_{\text{cut}}^4$ | cut on the rapidity of particle 4                                          |
| $\eta_{\text{cut}}^5$ | cut on the rapidity of particle 5                                          |
| $\Delta R_{\text{cut}}^{34}$ | cut on the distance between particles 3 and 4                            |
| $\Delta R_{\text{cut}}^{35}$ | cut on the distance between particles 3 and 5                            |
| $\Delta R_{\text{cut}}^{45}$ | cut on the distance between particles 4 and 5                            |
| $\mu_R$ | renormalization scale                                                      |
| $\mu_F$ | factorization scale                                                        |
| $m_{h^0}$ | mass of the lighter CP-even Higgs boson                                   |
| $m_{H^0}$ | mass of the heavier CP-even Higgs boson                                   |
| $m_{H^\pm}$ | mass of the charged Higgs boson                                            |
| $m_{\chi^\pm_1}$ | mass of the lighter chargino                                              |
| $m_{\chi^\pm_2}$ | mass of the heavier chargino                                              |
| $m_{\chi^0_1}$ | mass of the lightest neutralino                                            |
| $m_{\chi^0_2}$ | mass of the second-lightest neutralino                                     |
| $m_{\chi^0_3}$ | mass of the second-heaviest neutralino                                     |
| $m_{\chi^0_4}$ | mass of the heaviest neutralino                                            |
| $m_{\tilde{g}}$ | mass of the gluino                                                        |
| $m_{\tilde{\nu}_e}$ | mass of the electron sneutrino                                             |

*only relevant for the computation of hadronic cross sections*

*only relevant for the computation of partonic cross sections and differential hadronic cross section with respect to invariant mass*

*only for $2 \rightarrow 2$ processes*

*only for $2 \rightarrow 3$ processes*
F.4. Allowed variable names for `outputstring`

| Name     | Parameter description                      |
|----------|-------------------------------------------|
| MSn(2)  | : $m_{\tilde{\nu}_\mu}$ mass of the muon sneutrino |
| MSn(3)  | : $m_{\tilde{\nu}_\tau}$ mass of the tau sneutrino |
| MS1(1)  | : $m_{\tilde{e}_1}$ mass of the lighter selectron |
| MS1(2)  | : $m_{\tilde{\mu}_1}$ mass of the lighter smuon |
| MS1(3)  | : $m_{\tilde{\tau}_1}$ mass of the lighter stau |
| MSL(1)  | : $m_{\tilde{e}_2}$ mass of the heavier selectron |
| MSL(2)  | : $m_{\tilde{\mu}_2}$ mass of the heavier smuon |
| MSL(3)  | : $m_{\tilde{\tau}_2}$ mass of the heavier stau |
| MSu(1)  | : $m_{\tilde{u}_1}$ mass of the lighter sup |
| MSu(2)  | : $m_{\tilde{c}_1}$ mass of the lighter scharm |
| MSu(3)  | : $m_{\tilde{t}_1}$ mass of the lighter stop |
| MSU(1)  | : $m_{\tilde{u}_2}$ mass of the heavier sup |
| MSU(2)  | : $m_{\tilde{c}_2}$ mass of the heavier scharm |
| MSD(1)  | : $m_{\tilde{d}_1}$ mass of the lighter sdown |
| MSD(2)  | : $m_{\tilde{s}_1}$ mass of the lighter sstrange |
| MSD(3)  | : $m_{\tilde{b}_1}$ mass of the lighter sbottom |
| MSD(1)  | : $m_{\tilde{d}_2}$ mass of the heavier sdown |
| MSD(2)  | : $m_{\tilde{s}_2}$ mass of the heavier sstrange |
| MSD(3)  | : $m_{\tilde{b}_2}$ mass of the heavier sbottom |
| TREE    | : $\sigma^0$ tree-level cross section     |
| LOOP    | : $\sigma^1$ one-loop cross section       |
| TREEERR | : $\sigma(\sigma^0)$ integration error of the tree-level cross section |
| LOOPERR | : $\sigma(\sigma^1)$ integration error of the one-loop cross section |
| TREEPROB| : $\chi^2(\sigma(\sigma^0))$ probability of the integration error of the tree-level cross section |
| LOOPPROB| : $\chi^2(\sigma(\sigma^1))$ probability of the integration error of the one-loop cross section |
| NREGIONS| : number of regions used for integration  |
| NEVAL   | : number of function evaluations used for integration |
| FAIL    | : a non-zero value indicates that the desired accuracy could not be reached |

*only relevant for some integration routines*
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