Learning Task-relevant Representations for Generalization via Characteristic Functions of Reward Sequence Distributions
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ABSTRACT
Generalization across different environments with the same tasks is critical for successful applications of visual reinforcement learning (RL) in real scenarios. However, visual distractions—which are common in real scenes—from high-dimensional observations can be hurtful to the learned representations in visual RL, thus degrading the performance of generalization. To tackle this problem, we propose a novel approach, namely Characteristic Reward Sequence Prediction (CRESP), to extract the task-relevant information by learning reward sequence distributions (RSDs), as the reward signals are task-relevant in RL and invariant to visual distractions. Specifically, to effectively capture the task-relevant information via RSDs, CRESP introduces an auxiliary task—that is, predicting the characteristic functions of RSDs—to learn task-relevant representations, because we can well approximate the high-dimensional distributions by leveraging the corresponding characteristic functions. Experiments demonstrate that CRESP significantly improves the performance of generalization on unseen environments, outperforming several state-of-the-arts on DeepMind Control tasks with different visual distractions.
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1 INTRODUCTION
Visual reinforcement learning (RL) algorithms aim to solve complex control tasks from high-dimensional visual observations. Notable successes include DrQ for locomotion control [30], IMPALA for multi-task learning [5], and QT-Opt for robot grasping [13]. Although these methods perform well on training environments, they can hardly generalize to new environments, even these environments are semantically similar to the training environments. This is because image observations often involve many task-irrelevant visual factors, such as dynamic backgrounds and colors of the object under control. Minor changes in such visual factors may cause large distributional shifts of the environments, which prevent the agent from extracting underlying task-relevant information when we put it into a new environment. This indicates that many existing RL agents memorize the trajectories on specific environments [22, 25], rather than learning transferable skills.

To learn a policy with transferable skills for generalization, many prior works focus on learning representations that encode
Figure 1: The agent-environment interactions in Block MDPs with visual distractions. Each environment \( e \) provides a state \( s_t \) and a background \( x_t \), which generate an observation \( o_t = g(s_t, x_t) \) through a nonlinear function \( g \). The agent receives \( o_t \) and takes an action \( a_t \) in \( e \), leading to the transitions of states (from \( s_t \) to \( s_{t+1} \)), backgrounds (from \( x_t \) to \( x_{t+1} \)), and thus the observation transitions (from \( o_t \) to \( o_{t+1} \)). Notice that the red arrows represent the transitions that vary with different environments, while the blue arrow represents the transition invariant to environments.

only the task-relevant information while discarding task-irrelevant visual factors. Some of them propose similarity metrics [3, 16] to find semantically equivalent observations for representation learning [1, 34]. Others design objectives by integrating MDP properties to learn a causal representation that is invariant to irrelevant features [23, 33]. These aforementioned methods leverage rewards and transition dynamics to encode task-relevant features. However, the observation transition dynamics (see Figure 1) may induce the task-irrelevant information relating to visual distractions into the representations, thus hindering generalization [24, 33]. Detailed discussions are in Section 4.1.

In contrast to the above methods, we propose a novel approach, namely Characteristic Reward Sequence Prediction (CRESP), which only uses reward signals but observation transition dynamics to learn task-relevant representations, as the reward signals are task-relevant in RL and invariant to visual factors. To preserve information that is relevant to the task, CRESP introduces the reward sequence distributions (RSDs), which are the conditional distributions of reward sequences given a starting observation and various subsequent actions. CRESP leverages RSDs to learn a task-relevant representation that only encodes the information of RSDs, which we call reward sequence representation. Specifically, considering that the characteristic function can specify high-dimensional distributions [2], we propose to learn such task-relevant representation by an auxiliary task that predicts the characteristic functions of RSDs. Moreover, we provide a theoretical analysis of the value bounds between the true optimal value functions and the optimal value functions on top of the reward sequence representations. Experiments on DeepMind Control Suite [27] with visual distractors [26] demonstrate that CRESP significantly improves several state-of-the-arts on unseen environments.

Our main contributions in this paper are as follows:

- We introduce the reward sequence distributions (RSDs) to discard the task-irrelevant features and preserve the task-relevant features.
- We propose CRESP, a novel approach that extracts the task-relevant information by learning the characteristic functions of RSDs for representation learning.
- Experiments demonstrate that the representations learned by CRESP preserve more task-relevant features than prior methods, outperforming several state-of-the-arts on the majority of tasks by substantial margins.

2 RELATED WORK

Generalization in visual RL. The study of generalization in deep RL focuses on the capability of RL methods to generalize to unseen environments under a limited set of training environments. Several works propose to apply regularization techniques originally developed for supervised learning, including dropout [12] and batch normalization [7, 12]. Although practical and easy to implement, these methods do not exploit any properties of sequential decision-making problems. Other approaches for preventing overfitting focus on data augmentation [17, 19, 21, 31], which enlarge the available data space and implicitly provide the prior knowledge to the agent. Although these methods show promising results in well-designed experimental settings, strong assumptions such as prior knowledge of the testing environments may limit their real applications. In contrast to these methods, we consider a more realistic setting without assuming this prior knowledge of environments.

Representation Learning in visual RL. Many prior works focus on representation learning for generalization in visual RL. Some of the works [14, 15] use a two-step learning process, which first trains an auto-encoder by using a reconstruction loss for low-dimensional representations, and then uses this representation for policy optimization. However, such representations encode all elements from observations, whether they are relevant to the task or not. Other works use bisimulation metrics to learn a representation that is invariant to irrelevant visual features [34]. However, such methods use the transition dynamics, which vary with the environments, leading to the learned representation involving task-irrelevant features of the visual distractions. A recent study [20] leverages the reward prediction for representation learning. However, the representation learning method only considers finite MDPs, which cannot extend to visual RL tasks.

Characteristic Functions of Random Variables. Characteristic functions are the Fourier transforms of probability density functions. They are well studied in probability theory and can be used to specify high-dimensional distributions. This is because two random variables have the same distribution if and only if they have the same characteristic function. Some prior works [2, 32] use characteristic functions to solve some statistical problems. We leverage this tool for a simple and tractable approximation of high-dimensional
distributions. Our experiments demonstrate that the characteristic functions perform well to specify the distributions of reward sequences in our method.

3 PRELIMINARIES

In visual RL tasks, we deal with high-dimensional image observations, instead of the states as the inputs. We consider a family of environments with the same high-level task but different visual distractions. Denote \( E \) as the set of these environments. We model each environment \( e \in E \) as a Block Markov Decision Process (BMDP) [4, 33], which is described by a tuple \( M_e = (S, O, A, R, p, p^\gamma, \gamma) \). Here \( S \) is the state space, \( O \) is the observation space, \( A \) is the action space, \( R \) is the reward space, which we assume to be bounded, \( p(s', r|s, a) \) is the state transition probability, \( p^\gamma(a', r|o, a) \) is the observation transition probability, which varies with environments \( e \in E \), and \( \gamma \in [0, 1) \) is the discount factor.

At each time step \( t \), we suppose that the environment is in a state \( S_t \). The agent, instead of directly achieving \( S_t \), obtains an observation \( O_t \) on environment \( e \in E \). It is reasonable to assume that the observation is determined by the state and some task-irrelevant visual factors that vary with environments, such as backgrounds or agent colors in DeepMind Control tasks. Symbolically, let \( X \) be the set of such visual factors. We suppose that there exists an observation function \( g : S \times X \rightarrow O \) [4, 25] such that \( O_t = g(S_t, X_t) \), where \( X_t \) is a random variable in \( X \), independent with \( S_t \) and \( A_t \), with a transition probability \( q^e(x'|x) \). See Figure 1 for an illustration. We aim to find a policy \( \pi(\cdot | o_t) \) that maximizes the expected accumulated reward \( E^e[\sum_{t=0}^{\infty} \gamma^t R_t] \) simultaneously in all environments \( e \in E \), where \( E^e[\cdot] \) means that the expectation is taken in the environment \( e \).

Moreover, we assume that the environments follow a generalized Block structure [4, 33]. That is, an observation \( o \in O \) uniquely determines its generating state \( s \), and the visual factor \( x \). This assumption implies that the observation function \( g(s, x) \) is invertible with respect to both \( s \) and \( x \). For simplicity, we denote \( s = [o]_s \) and \( x = [o]_x \) as the generating state and visual factor, respectively. Furthermore, we have \( p^e(a', r|o, a) = p(s', r|s, a)q^e(x'|x) \), where \( s = [o]_s \), \( s' = [o']_s \), \( x = [o]_x \), and \( x' = [o']_x \).

4 REPRESENTATION LEARNING VIA REWARD SEQUENCE DISTRIBUTIONS

An encoder, or a representation, refers to an embedding function \( \Phi : O \rightarrow Z \), which maps the observational inputs onto a latent state representation space \( Z \). Our goal is to find a suitable representation that encodes only task-relevant information and is invariant to visual distractions. In Section 4.1, we discuss the notion of task relevance in visual RL, introduce reward sequence distributions (RSDs), and formulate the reward sequence representations for generalization. In Section 4.2, we provide a theoretical analysis that reformulates the reward sequence representation via the characteristic functions of RSDs. In Section 4.3, we present a practical method, based on the prediction of characteristic functions of RSDs, to learn such a reward sequence representation.

For a mathematical formulation, we introduce some new notations. We denote \( A^T = \{ a = (a_1, \ldots, a_T) : a_t \in A \} \) and \( R^T = \{ r = (r_1, \ldots, r_T) : r_t \in R \} \) as the spaces of action sequences and reward sequences with length \( T \), respectively. Let \( \Delta(R^T) \) be the set of probability distributions over \( R^T \). At each time step \( t \),

\[ p(x_{t+1} | x_t, a_t) = q^e(x'_{t+1} | x_t, a_t) \]
the sequence of the subsequent actions $A_t^T = (A_t, \ldots, A_{t+T-1})$ is a $T$-dimensional random vector over $\mathcal{A}^T$. The sequence of the subsequent rewards $R_t^{T+1} = (R_{t+1}, \ldots, R_{t+T})$ is a $T$-dimensional random vector over $\mathcal{R}^{T+2}$.

To clarify our idea, we first consider a deterministic environment. Starting from an observation $o_T \in O$, with the corresponding state $s_T \equiv [o_T], \in S$, suppose that we perform a given action sequence $a_T \equiv (a_t, \ldots, a_{t+T-1}) \in \mathcal{A}^T$ and receive a reward sequence $r_T^{T+1} = (r_{t+1}, \ldots, r_{t+T}) \in \mathcal{R}^{T+1}$ from the environment. This reward sequence $r_T^{T+1}$ is uniquely determined by the starting state $s_T$ and the given action sequence $a_T$. Therefore, we can find that the relationship between the given action sequence $a_T$ and the received reward sequence $r_T^{T+1}$ is invariant to visual distortions. We can use such a relationship to identify the task-relevant information from observations. To formulate this relationship, we consider the mappings from action sequences $a \in \mathcal{A}^T$ to the corresponding reward sequences $r \in \mathcal{R}^{T+1}$—that the agent receives from an observation $o_T$ by following the action sequence $a$. We consider two observations $o_T$ and $o_T'$ that have same mappings from $a \in \mathcal{A}^T$ to $r \in \mathcal{R}^{T+1}$ for any dimension $T$. In other words, we suppose that the agent receives the equal reward sequence $r \in \mathcal{R}^{T+1}$ from $o_T$ and $o_T'$ when it follows any action sequence $a \in \mathcal{A}^T$ for any $T$. Then the two observations have similar task properties, in the sense that the agent will receive the equal cumulative rewards from $o_T$ and $o_T'$ no matter what actions the agent takes. Therefore, the mappings from action sequences $a \in \mathcal{A}^T$ to the corresponding reward sequences $r \in \mathcal{R}^{T+1}$ can be used to identify the task-relevant information from the observations.

We then consider the stochastic environment, the case of which is similar to the deterministic environment. In the stochastic environment, the reward sequence $R_t^{T+1}$ is random even for fixed observation $o_T$ and action sequence $A_t^T$. Therefore, we cannot simply consider the mappings from $\mathcal{A}^T$ to $\mathcal{R}^T$. Instead, we apply the mappings from $\mathcal{A}^T$ to $\Delta(\mathcal{R}^T)$, which map the action sequences to the distributions of the sequences of reward random variables.

Formally, let $p(r|o,a)$ be the probability density function of the random vector $R_t^{T+1}$ at the point $r \in \mathcal{R}^{T+1}$, conditioned on the starting observation $O_T = o$ and the action sequence $A_t^T = a \in \mathcal{A}^T$. For any $o \in O$, $a = (a_1, \ldots, a_T)$, and $r = (r_1, \ldots, r_{T+1})$, we have

$$p(r|o,a) = p(r_1|s_1,a_1)p(r_2|s_1,a_1,a_2)\cdots p(r_{T+1}|s_1,a_1,\ldots,a_T),$$

where $s = [o_1]$, and $p(r|s,a_1,\ldots,a_t)$ denotes the probability density function of the reward $r$ that the agent receives, following an action sequence $(a_1, \ldots, a_t)$, starting from the state $s$. Furthermore, for any $o, o' \in O$ such that $[o_1] = [o'_1]$, we have $p(r|o,a) = p(r|o',a)$. The formulas imply that the conditional distributions $p(r|o,a)$ of reward sequences are determined by the generating states of the observations as well as the action sequences. Therefore, the mappings from the action sequences $a \in \mathcal{A}^T$ to the corresponding RSDs $p(r|o,a)$ are task-relevant and invariant to visual distortions. Thus we can use the mappings to determine task relevance. See Figure 2 for an illustration.

The analysis above motivates our method that leverages the RSDs to learn representations. Specifically, we learn a representation

\[\text{that can derive a function, which maps the action sequences to the corresponding RSDs. Formally, we define the } T\text{-level reward sequence representation as follows.}\]

**Definition 4.1.** A representation $\Phi : O \to \mathcal{Z}$ is a $T$-level reward sequence representation if it can derive the distribution of any reward sequence received from any observation by following any action sequence with length $T$, i.e., there exists $f$ such that

$$f(r; \Phi(o), a) = p(r|o,a), \ \forall r \in \mathcal{R}^{T}, o \in O, a \in \mathcal{A}^T.$$

Intuitively, the $T$-level reward sequence representation encodes the task-relevant information about the relation between the action sequences and the RSDs $p(r|o,a)$ in the next $T$ steps. Notice that a $T$-level reward sequence representation is also a $T'$-level reward sequence representation, where $T, T' \in \mathbb{N}^*$ and $T > T'$. If $T$ tends to infinity, the representation will encode all task-relevant information from the objective of RL tasks. This derives the following definition.

**Definition 4.2.** A representation $\Phi : O \to \mathcal{Z}$ is a reward sequence representation if it is a $T$-level reward sequence representation for all $T \in \mathbb{N}^*$.

The reward sequence representation is equivalent to a $\infty$-level reward sequence representation. In practice, we learn a finite $T$-level reward sequence representation as an approximation of the reward sequence representation. To provide a theoretical guarantee for the approximation, the following theorem gives a value bound between the true optimal value function and the value function on top of the $T$-level reward sequence representation.

**Theorem 4.3.** Let $\Phi : O \to \mathcal{Z}$ be a $T$-level representation, $V^e_T : O \to \mathbb{R}$ be the optimal value function in the environment $e \in E$, $V^e_T : \mathcal{Z} \to \mathbb{R}$ be the optimal value function on the latent representation space, built on top of the representation $\Phi$. Let $r$ be a bound of the reward space, i.e., $|r| < r$ for any $r \in \mathbb{R}$. Then we have

$$0 \leq V^e_T(o) - \bar{V}^e_T \circ \Phi(o) \leq \frac{2r^{T}}{1 - \gamma},$$

for any $o \in O$ and $e \in E$.

**Proof.** See Appendix A.1 \hfill \Box

### 4.2 Characteristic Functions for Representation Learning

In Section 4.1, we formulate the $T$-level reward sequence representation that can derive the probability density function $p(r|o,a)$, where $r \in \mathcal{R}^T$ is a reward sequence, $o \in O$ is an observation, and $a \in \mathcal{A}^T$ is an action sequence. However, learning the probability density functions is usually technically impractical [2]. Leveraging the characteristic function of random vectors, we propose an alternative approach, which is simple to implement and effective to learn the distributions.

Consider a random vector $R$ defined on the space $\mathcal{R}^T$, with a probability density function $p_R(\cdot)$. The characteristic function $\varphi_R : \mathbb{R}^T \to \mathbb{C}$ of $R$ is defined as

$$\varphi_R(\omega) = \mathbb{E}_{R \sim p_R(\cdot)} \left[ e^{i\omega \cdot R} \right] = \int e^{i\omega \cdot x} p_R(\cdot)dx,$$

where $\omega \in \mathbb{R}^T$ denotes the input of $p_R(\cdot)$, and $i = \sqrt{-1}$ is the imaginary unit. Since we consider discounted cumulative rewards
in RL tasks, we use $\langle \cdot, \cdot \rangle$ to denote the weighted inner product in $\mathbb{R}^T$, i.e., $\langle \omega, r \rangle = \sum_{t=1}^{T} y^t \omega_t r_t$, where $y$ is the discounted factor.

Characteristic functions are useful tools well studied in probability theory. In contrast to the probability density function, the characteristic function has some good basic properties. 1) $|\varphi_R(\omega)| \leq \mathbb{E}_{R \sim p_R(\cdot)} e^{i \langle \omega, R \rangle} = 1$, which indicates that the characteristic function always exists and is uniformly bounded. 2) The characteristic function $\varphi_R$ is uniformly continuous on $\mathbb{R}^T$, which makes it tractable for learning.

The following lemma states a fact that the distribution of a random vector can be specified by its characteristic function.

**Lemma 4.4.** [8] Two random vectors $X$ and $Y$ have the same characteristic function if and only if they have the same probability distribution function.

This lemma implies that we can recapture the information about the distributions of random vectors via their characteristic functions. Therefore, instead of learning the conditional density functions of reward sequences that are intractable, we propose to leverage characteristic functions of the RSDs for representation learning. Specifically, we have the following theorem.

**Theorem 4.5.** A representation $\Phi : O \rightarrow \mathbb{R}^T$ is $T$-level reward sequence representation if and only if there exists a predictor $\Psi$ such that for all $o \in \mathbb{R}^T$, $o \in O$ and $\alpha \in \mathbb{R}^T$,

$$\Psi(\omega; \Phi(o), a) = \varphi_{R \sim p_R(\cdot; |o, a)} e^{i \langle \omega, R \rangle}.$$  

**Proof.** See Appendix A.2. □

Theorem 4.5 provides an equivalent definition of $T$-level reward sequence representation and inspires our novel approach to predict the characteristic functions of RSDs for representation learning.

**Algorithm 1** Characteristic Reward Sequence Prediction

```
Initialize a replay buffer $\mathcal{D}$, a policy $\pi$, a representation $\Phi$, and a function approximator $\Psi$
for each iteration do
    for $e$ in $E$ do
        for each environment step $t$ do
            Execute action $a_t \sim \pi(\cdot | \Phi(o_t))$
            Receive a transition $o_{t+1}, r_{t+1} \sim p^e(\cdot | o_t, a_t)$
            Record partial trajectories $\{(o_{t-i}, a_{t-i}, r_{t+i-1})\}_{i=0}^{T-1}$ in $\mathcal{D}$
        end for
    end for
    for each gradient step do
        Sample partial trajectories from $\mathcal{D}$
        Update the representation: $\mathcal{L}_D^N(\Phi, \Psi)$
        Update the policy: $\mathcal{L}_{RL}(\pi)$
    end for
end for
```

4.3 Characteristic Reward Sequence Prediction

To improve the generalization of a learned policy on unseen environments with visual distractions, we propose Characteristic Reward Sequence Prediction (CRESPE), a novel approach to learn representations for task relevance from high-dimensional observations. As discussed above, CRESPE learns RSDs by predicting the characteristic functions $\varphi_{R \sim p_R(\cdot; | o, a)}(\omega)$. In this section, we focus on the detailed learning procedure for the prediction.

For an observation $o \in O$ and an action sequence $a \in \mathcal{A}^T$, the true characteristic function of the corresponding reward sequence is $\varphi_{R \sim p_R(\cdot; | o, a)} = \mathbb{E}_{R \sim p_R(\cdot; | o, a)} e^{i \langle \omega, R \rangle}$. We estimate the characteristic function by a predictor $\hat{\Psi}_\omega(\omega; \Phi(o), a)$. We use the weighted squared
distance between the true and predicted characteristic functions as the prediction loss:

\[
L^W(\Psi, \mathcal{O}, a) = \mathbb{E}_{\mathcal{O} \sim \mathcal{W}} \left[ \left\| \Psi(\mathcal{O}, \Phi(a)) - \varphi_{\mathcal{R}|a, \mathcal{O}}(\mathcal{O}) \right\|^2 \right]
\]

where \( \mathcal{W} \) is any probability density function on \( \mathbb{R}^T \). We optimize the expected loss for observations and action sequences taken from the replay buffer \( \mathcal{D} \):

\[
L^W_{\mathcal{D}}(\Psi, \mathcal{O}, a) = \mathbb{E}_{(\mathcal{O}, a) \sim \mathcal{D}} \left[ \left\| \Psi(\mathcal{O}, \Phi(a)) - \varphi_{\mathcal{R}|a, \mathcal{O}}(\mathcal{O}) \right\|^2 \right].
\]

In practice, since we have no access to the true characteristic functions, we propose to optimize an upper bound on \( L^W_{\mathcal{D}} \):

\[
L^W_{\mathcal{D}}(\Phi, \Psi) = \mathbb{E}_{(\mathcal{O}, a) \sim \mathcal{D}} \left[ L^W(\Phi, \Psi|\mathcal{O}, a) \right]
\]

\[
= \mathbb{E}_{(\mathcal{O}, a) \sim \mathcal{D}} \left[ \left\| \Psi(\mathcal{O}, \Phi(a)) - \varphi_{\mathcal{R}|a, \mathcal{O}}(\mathcal{O}) \right\|^2 \right].
\]

In the training process, we update the encoder \( \Phi \) and the predictor \( \Psi \) due to the auxiliary loss \( L^W_{\mathcal{D}}(\Phi, \Psi) \), and use the trained encoder \( \Phi \) for the RL tasks. The whole architecture of CRESP and training procedure are illustrated in Figure 3 and Algorithm 1.

5 EXPERIMENTS

In this paper, we improve the performance of generalization on unseen environments with visual distractions. We focus on training agents in multi-environments under traditional off-policy settings without any prior environmental knowledge, such as strong augmentations designed for visual factors [6, 19, 35], fine-tuning in test environments [11], or environmental labels for invariance [1, 24]. We then investigate the performances of agents trained by different algorithms on various unseen test environments.

For each environment, we benchmark CRESP extensively against prior state-of-the-art methods: 1) CURL [18]: a RL method with an auxiliary contrastive task; 2) DrQ [30]: an effective method with state-of-the-art performance on DeepMind Control (DMControl) [27]; 3) MISA [33]: a recent approach from causal inference to learn invariant representations by approximating one-step rewards and dynamics; 4) DBC [34]: a research for generalization in RL to learn representations via the bisimulation metric; 5) SAC [9]: a traditional off-policy deep RL algorithm.

Network Details. Our method builds upon SAC and follows the network architecture of DrQ and CURL. We use a 4-layer feed-forward ConvNet with no residual connection as the encoder. Then,
we apply 3 fully connected layers with hidden size 1024 for actor and critic respectively. We also use the random cropping for image preprocessing proposed by DrQ as a weak augmentation without prior knowledge of test environments. To predict characteristic functions, we use 3 additional layers and ReLU after the pixel encoder. We present a detailed account of the architecture in Appendix B.1.

**Experiment Parameters.** In Section 5.1 and Section 5.2, all experiments report the means and standard deviations of cumulative rewards over 6 trials per task for 500K environment steps. The experiments in Section 5.3 are on 3 random seeds. We apply the batch size 256 in CRESP and use the default values in the other methods respectively. The action repeat of each task is adopted from Planet [10], which is the common setting in visual RL. Moreover, we use 3 additional layers and ReLU after the pixel encoder. We present a detailed account of the architecture in Appendix B.1.

**Experiment Parameters.** In Section 5.1 and Section 5.2, all experiments report the means and standard deviations of cumulative rewards over 6 trials per task for 500K environment steps. The experiments in Section 5.3 are on 3 random seeds. We apply the batch size 256 in CRESP and use the default values in the other methods respectively. The action repeat of each task is adopted from Planet [10], which is the common setting in visual RL. Moreover, we use 3 additional layers and ReLU after the pixel encoder. We present a detailed account of the architecture in Appendix B.1.

**Experiment Parameters.** In Section 5.1 and Section 5.2, all experiments report the means and standard deviations of cumulative rewards over 6 trials per task for 500K environment steps. The experiments in Section 5.3 are on 3 random seeds. We apply the batch size 256 in CRESP and use the default values in the other methods respectively. The action repeat of each task is adopted from Planet [10], which is the common setting in visual RL. Moreover, we use 3 additional layers and ReLU after the pixel encoder. We present a detailed account of the architecture in Appendix B.1.

**5.1 Evaluation with Dynamic Backgrounds**

To illustrate the effectiveness of our approach for generalization, we follow the benchmark settings in Distracting Control Suite (DCS) [26] with dynamic background distractions (Figure 1) based on 6 DMControl tasks. We use 2 dynamic backgrounds during training and use the distracting background instead of original background ($\beta_{bg} = 1.0$). We then evaluate generalization on 30 unseen dynamic backgrounds. We leverage the data from a replay buffer to approximate the reward sequence distributions in practice. Although we make the above approximation, CRESP performs well on the majority of tasks and advances MISA, the prior method similar with us by learning the properties of BMDP. On average of all tasks, CRESP achieves performance improvement by 12.3% margins (Table 1). Figure 4 shows the learning curves of six methods.

To visualize the representations learned by CRESP, we apply the t-distributed stochastic neighbor embedding (t-SNE) algorithm, a nonlinear dimensionality reduction technique to keep the similar high-dimensional vectors close in lower-dimensional space. Figure 5 illustrates that in cheetah-run task, the representations learned by CRESP from different observations with similar backgrounds, which are in the same colors.

**5.2 Evaluation with Dynamic Color Distractions**

To further demonstrate that CRESP can learn robust representations without task-irrelevant details in observations for generalization, we exhibit the performance on DCS with color distractions [26]. In these tasks, the color of the agent, which is the objective under control, changes during the episode. The change of colors is modeled by CRESP from different observations with similar states are the neighboring points in the two-dimensional map space.

**Table 1: DMControl results with dynamic distractions at 500K steps.** In dynamic background settings, all methods are evaluated on 30 unseen dynamic backgrounds. In dynamic color settings, $\beta_{test} = 0.5$. Highest mean scores are boldfaced. CRESP outperforms prior SOTA methods in 11 out of 12 settings with +31.0% boost on average.

| Method | Bi-catch | C-swingup | C-run | F-spin | R-easy | W-walk |
|--------|----------|-----------|-------|--------|--------|--------|
| **Backgrounds** |          |           |       |        |        |        |
| CRESP  | 665 ± 185 ( +17%) | 689 ± 49 ( +36%) | 327 ± 54 ( +11%) | 778 ± 134 ( +4%) | 667 ± 82 | 794 ± 83 ( +6%) |
| DrQ    | 570 ± 126 | 506 ± 54 | 295 ± 24 | 654 ± 157 | 683 ± 177 | 661 ± 126 |
| CURL   | 167 ± 142 | 329 ± 45 | 185 ± 39 | 745 ± 78 | 714 ± 81 | 746 ± 41 |
| DBC    | 113 ± 133 | 296 ± 213 | 133 ± 98 | 154 ± 149 | 129 ± 64 | 119 ± 46 |
| MISA   | 123 ± 44 | 240 ± 156 | 178 ± 21 | 607 ± 44 | 360 ± 91 | 170 ± 21 |
| SAC    | 199 ± 124 | 209 ± 14 | 102 ± 24 | 188 ± 114 | 217 ± 84 | 96 ± 62 |
| **Colors** |          |           |       |        |        |        |
| CRESP  | 711 ± 75 ( +12%) | 629 ± 76 ( +108%) | 413 ± 51 ( +78%) | 801 ± 98 ( +22%) | 339 ± 64 ( +47%) | 317 ± 271 ( +30%) |
| DrQ    | 634 ± 85 | 302 ± 58 | 216 ± 144 | 465 ± 279 | 160 ± 52 | 193 ± 178 |
| CURL   | 470 ± 128 | 299 ± 43 | 232 ± 35 | 655 ± 105 | 231 ± 82 | 243 ± 203 |
| DBC    | 243 ± 106 | 129 ± 18 | 147 ± 47 | 25 ± 34 | 168 ± 4 | 140 ± 57 |
| MISA   | 370 ± 88 | 169 ± 1 | 41 ± 4 | 2 ± 1 | 72 ± 69 | 94 ± 3 |
| SAC    | 244 ± 136 | 188 ± 6 | 87 ± 45 | 2 ± 1 | 109 ± 46 | 37 ± 7 |
To understand the generalization performance of representations learned by using different properties of MDPs, such as reward signals and transition dynamics, we provide additional experiments on DCS with dynamic backgrounds to evaluate different representation learning methods: 1) CRESP: predicting the characteristic functions of RSDs. 2) RP: predicting the expectations of reward sequences. We apply a 3-layer MLP with $T$-dimensional outputs after the pixel encoder to estimate the $T$-dimensional expectations of reward sequences via $\ell_1$ distance. 3) RDP: predicting the transition dynamics in addition to expectations of reward sequences. We apply a contrastive loss [28] to estimate the transition dynamics by maximizing the mutual information of representations from $q_t$ and $q_{t+1}$. 4) RDP-DBC: based on RDP, also calculating bisimulation metrics [34]. We calculate bisimulation metrics in RDP and optimize the distances between representations to approximate their bisimulation metrics. 5) RP-DBC-ND: based on RP, calculating bisimulation metrics, but without predicting transition dynamics.

The discussion on performance of these methods on unseen environments is in Section 5.3.1. To demonstrate the improvement of representations learned by CRESP, we visualize the task-irrelevant and task-relevant information in Section 5.3.2. We present other results in Appendix B.2.

### 5.3.1 Prediction of Rewards and Dynamics

To compare the effect of reward signals and transition dynamics to generalization, we conduct experiments in *cheetah-run* and *cartpole-swingup* tasks with dynamic backgrounds to evaluate the agents learned by different methods: 1) RP; 2) RDP; 3) RP-DBC-ND; 4) RDP-DBC. We also ablate the length $T$ of reward sequences from 1 to 7. Notice that RDP with $T = 1$ is similar to MISA and RDP-DBC with $T = 1$ is similar to DBC. In our experiments, all methods adopt the common architecture and hyperparameters other than the length $T$. According to the experimental results, the performance is best when $T = 5$. Figure 6 illustrates the performances on *cartpole-swingup*, where CRESP outperforms others for long reward lengths (except for length 1). These results show that the auxiliary task for estimating RSDs in CRESP performs better than the task for estimating the expectations of reward sequences in RP. Moreover, the additional task for learning the transition dynamics may hinder the performance of generalization, because RP outperforms RDP for the same reward length except for length 5. The performances of the methods using bisimulation metrics are lower than others, indicating that bisimulation metrics may be ineffective in RP and RDP.

### 5.3.2 The Empirical Evaluations of task relevance

To demonstrate the generalization of representations, we design two experiments to quantify the task irrelevance and relevance of the representations learned by: 1) DrQ; 2) CRESP; 3) RP; 4) RDP; 5) RDP-DBC.

#### Problem Setup

We collect an offline dataset with 100K transitions (data of 800 episodes) drawn from 20 unseen environments. Then, we sample 80K transitions for training and the rest for evaluation. In each experiment, we apply a 3-layer MLP using ReLU activations up until the last layer. The inputs of the MLP are the learned representations at 500K environment steps. We train the MLP by Adam with the learning rate 0.001, and we evaluate the results every 10 epochs. In Figure 7, we report the final values of cross-entropy of each algorithm with 3 random seeds.

#### Task irrelevance of Representations

In the first column of Figure 7, we evaluate the task irrelevance of representations from different methods. We leverage the environmental label, an one-hot vector of the environment numbers from 1 to 20. The information of the environmental label is explicitly task-irrelevant. Thus, we propose to measure the mutual information between the fixed representations and the random variable of the environmental label to quantify the task irrelevance. Based on contrastive learning, we update the MLP to estimate the mutual information by minimizing the cross-entropy between representations and environmental labels. A small cross-entropy indicates a high lower bound on the mutual information. Therefore, a smaller cross-entropy means that there is more task-irrelevant information in the representations.

The experimental results in the first column of Figure 7 reveal that CRESP has less task irrelevance than other methods. However, the task-irrelevant information in the representations learned by RP is almost identical to that by RDP. This is the empirical evidence that the prediction task of characteristic functions of reward sequence distributions allows the representations to focus on task-relevant information and discard visual distractions.
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A PROOFS

Theorem A.1. Let $\Phi : O \to Z$ be a $T$-level representation, $V^e : O \to \mathbb{R}$ be the optimal value function in the environment $e \in E$, and $\bar{V}^e : Z \to \mathbb{R}$ be the optimal value function on the latent representation space, built on top of the representation $\Phi$. Let $\bar{r}$ be a bound of the reward space, i.e., $|r| < \bar{r}$ for any $r \in \mathcal{R}$. Then we have

$$0 \leq V^e(o) - \bar{V}^e \circ \Phi(o) \leq \frac{2\bar{r}}{1 - \gamma}$$

for any $o \in O$ and $e \in E$.

Proof. By the definition of optimal value function, obviously we have $V^e \circ \Phi(o) \leq V^e(o)$. It suffices to show that $V^e(o) - \bar{V}^e \circ \Phi(o) \leq \frac{2\bar{r}}{1 - \gamma}$. Without loss of generality, let $\pi_e$ be an optimal policy such that $\pi_e(o) = \pi_e(o')$ if $[o] = [o']$. Let $\hat{\pi}$ be any policy built on top of $\Phi$. Then we have

$$V^e(o) - \bar{V}^e \circ \Phi(o) \leq E_{\pi_e}(\sum_{t=0}^{\infty} \bar{r}^t R_{t+1}) - E_{\pi_e}(\sum_{t=0}^{\infty} \bar{r}^t R_{t+1})$$

$$\leq E_{\pi_e}(\sum_{t=0}^{\infty} \bar{r}^t R_{t+1}) - E_{\pi_e}(\sum_{t=0}^{\infty} \bar{r}^t R_{t+1})$$

$$\leq E_{\pi_e}(\sum_{t=0}^{\infty} \bar{r}^t R_{t+1}) - E_{\pi_e}(\sum_{t=0}^{\infty} \bar{r}^t R_{t+1})$$

We are now to show that there exists a $\hat{\pi}$ such that

$$E_{\pi_e}(\sum_{t=0}^{\infty} \bar{r}^t R_{t+1}) = E_{\pi_e}(\sum_{t=0}^{\infty} \bar{r}^t R_{t+1})$$

For any two observations $o, o' \in O$ such that $\Phi(o) = \Phi(o')$, since $\Phi$ is a $T$-level reward sequence representation, the RSDs $p(x|o, a) = p(r(o', a))$. Thus we have

$$E_{\pi_e}(\sum_{t=0}^{\infty} \bar{r}^t R_{t+1}|o = o) = E_{\pi_e}(\sum_{t=0}^{\infty} \bar{r}^t R_{t+1}|o = o')$$

for any $\hat{\pi}$. Define $\hat{\pi} : Z \to \Delta(\mathcal{R}^T)$ as $\hat{\pi}(z) = \pi_e(\hat{o})$, where $\hat{o}$ is an representative observation such that $\Phi(\hat{o}) = z$. Then we have

$$E_{\pi_e}(\sum_{t=0}^{\infty} \bar{r}^t R_{t+1}|o = o) = E_{\pi_e}(\sum_{t=0}^{\infty} \bar{r}^t R_{t+1}|o = \hat{o})$$

which completes the proof. □

Theorem A.2. A representation $\Phi : O \to Z$ is a $T$-level reward sequence representation if and only if there exists a predictor $\Psi$ such that

$$\Psi(w; \Phi(o), a) = \Psi_{\Lambda(\mathcal{R}^T)}(\omega) = E_{R \sim \rho(\cdot|o, a)} \left[ e^{i(o, \omega)} \right],$$

for all $w \in \mathbb{R}^T$, $o \in O$ and $a \in \mathcal{A}^T$.

Proof. By definition, $\Phi$ is a $T$-level reward sequence representation if and only if there exists $f$ such that

$$f(r, \Phi(o), a) = p(r|o, a).$$

Let $\mathcal{M}$ be the set of mappings from $\mathcal{A}^T$ to $\Lambda(\mathcal{R}^T)$. Then $\Phi$ is a $T$-level reward sequence representation if and only if there exists $\hat{f} : Z \to \mathcal{M}$ such that $\hat{f} \circ \Phi(o) = M_o$ for any $o \in \mathcal{O}$, where $M_o(a) = p(o|a)$ for any $a \in \mathcal{A}^T$. Since a characteristic function uniquely determines a distribution, and vice versa, there exists a bijection between the distributions $p(o|a)$ and their corresponding characteristic functions $\phi_{\Lambda(\mathcal{R}^T)}(\omega) = E_{R \sim \rho(\cdot|o, a)} \left[ e^{i(o, \omega)} \right]$. As a result, $\Phi$ is a $T$-level reward sequence representation if and only if there exists $\hat{f} : Z \to \mathcal{M}$ such that $\hat{f} \circ \Phi(o) = M_o$ for any $o \in \mathcal{O}$, where $M_o(a) = \phi_{\Lambda(\mathcal{R}^T)}(\omega)$ for any $a \in \mathcal{A}^T$, which is equivalent to what we want. □

B RESEARCH METHODS

B.1 Implementation Details

Dynamic Background Distractions. We follow the dynamic background settings of Distracting Control Suite (DCS) [26]. We take the 2 first videos from the DAVIS 2017 training set and randomly sample a scene and a frame from those at the start of every episode. In the RL training process, we alternate the 2 videos. Moreover, we set $\beta_k = 1.0$, which means we use the distracting background instead of original skybox. We then apply the 30 videos from the DAVIS 2017 validation dataset for evaluation.

Dynamic Color Distractions. In dynamic color settings of DCS [26], the color is sampled uniformly per channel $x_0 \sim U(x - \beta, x + \beta)$ at the start of each episode, where $x$ is the original color in DCS, and $\beta$ is a hyperparameter. We enable the dynamic setting that the color $x_i$ changes to $x_{i+1} = clip(x_{i+1}, x_0 - \beta, x_0 + \beta)$, where $x_{i+1} \sim N(x, 0.03 - \beta)$. During the training process, we use $\beta_1 = 0.1, \beta_2 = 0.2$ and evaluate agents with $\beta_{test} = 0.5$.

Network Details. A shared pixel encoder utilizes four convolutional layers using $3 \times 3$ kernels and 32 filters with an stride of 2 for the first layer and 1 for others. Rectified linear unit (ReLU) activations are applied after each convolution. Thereafter, a 50 dimensional output dense layer normalized by LayerNorm is applied with a tanh activation. Both critic and actor networks are parameterized with 3 fully connected layers using ReLU activations up until the last layer. The output dimension of these hidden layers is 1024. The pixel encoder weights are shared for the critic and the actor, and gradients of the encoder are not computed through the actor optimizer. Moreover, we use the random cropping for image pre-processing proposed by DrQ and RAD [17] as a weak augmentation without prior knowledge of test environments. For the predictor of characteristic functions, we use 3 additional layers and ReLU after the pixel encoder.

Auxiliary Loss in CRESP. For all our experiments, we estimate the auxiliary loss $L_{\text{aux}}(\Phi, \Psi)$ to learn representations. For the computation of $E_{\Omega \sim \mathcal{N}(\cdot)} [ L_{\text{aux}}(\Phi, \Psi) ]$, we take an ablation study of the sample number $k$ of $\Omega$ in the left of Figure 8. The results show that $k = 256$ performs better than others. Then, for the choice of the distribution $\mathcal{N}$, we also parameterize this distribution to maximize
the auxiliary loss (N-max) or minimize (N-min). The results with batch size 128 in the right of Figure 8 indicate that PN-max is not stable and PN-min is similar to CRESP with the standard Gaussian distribution. For computational efficiency, we choose the standard Gaussian distribution in all experiments.

Furthermore, we list the hyperparameters in Table 2.

Table 2: Hyperparameters in the Distracting Control Suite.

| Hyperparameter                  | Setting       |
|---------------------------------|---------------|
| Optimizer                       | Adam          |
| Discount \( \gamma \)           | 0.99          |
| Learning rate                   | 0.0005        |
| Number of batch size            | 256           |
| Number of hidden layers         | 2             |
| Number of hidden units per layer| 1024          |
| Replay buffer size              | 100,000       |
| Initial steps                   | 1000          |
| Target smoothing coefficient \( \tau \) | 0.01       |
| Critic target update frequency  | 2             |
| Actor update frequency          | 1             |
| Actor log stddev bounds         | [-5, 2]       |
| Initial temperature \( \alpha \) | 0.1           |

**Hyperparameters of CRESP**
- Gaussian distribution \( \mathcal{N} \)
- Sample number \( \kappa \) from \( \mathcal{N} \)
- Discount of reward sequences \( \delta \)

B.2 Additional Results

Additional Curves. In Figure 10 we show learning curves under the default settings on 6 different environments from DCS with dynamic color distractions.

Table 3: Performance comparison with 3 seeds on cartpole-swingup task via t-SNE. We leverage 500 observations from 2 environments with different dynamic backgrounds. All labels are generated by KMeans with the original states as inputs.

| R Length | RP   | RP-Sum | CRESP | CRESP-Sum |
|----------|------|--------|-------|-----------|
| \( \tau = 1 \) | 625 ± 85 | 625 ± 85 | 616 ± 155 | 616 ± 155 |
| \( \tau = 3 \) | 645 ± 55 | 631 ± 35 | 666 ± 42 | 610 ± 88 |
| \( \tau = 5 \) | 575 ± 111 | 610 ± 85 | 687 ± 50 | 629 ± 61 |
| \( \tau = 7 \) | 654 ± 97 | 599 ± 136 | 667 ± 43 | 639 ± 61 |
| Average    | 625 ± 94 | 613 ± 96 | 658 ± 98 | 623 ± 100 |

Additional Visualizations. In addition to Figure 9, we also visualize the representations of CRESP and DrQ in cartpole-swingup task via t-SNE. We leverage 500 observations from 2 environments with different dynamic backgrounds. All labels are generated by KMeans with the original states as inputs.

B.3 Code

We implement all of our codes in Python version 3.8 and make the code available online. We used NVIDIA GeForce RTX 2080 Ti GPUs for all experiments. Each trial of our method was trained for 20 hours on average.

B.2.1 Reward Sequence Distributions vs Distributions of Sum of Reward Sequences. In Section 4.1, we introduce the notion of reward sequence distributions (RSDs) to determine task relevance. We can also identify the task relevance—learning \( T \)-level representations—via the distributions of sum of reward sequences. Therefore, we compare the performance of learning reward sequence distributions (CRESP) with that of learning distributions of sum of reward sequences (CRESP-Sum). Moreover, we evaluate the method to estimate the expected sums of reward sequences (RP-Sum). We adopt the same hyperparameters and ablate the reward length \( T \).

In Table 3, we boldface the results that have highest means. The average performances of different reward lengths of RP-Sum are lower than that of RP. This result shows that the high-dimensional targets can provide more helpful information than one-dimensional targets, which is similar to the effectiveness of knowledge distillation by a soft target distribution. Moreover, CRESP has higher average performance than CRESP-Sum, outperforming RP and RP-Sum, which empirically demonstrates that learning distributions provides benefits for representation learning in the deep RL setting.

B.3 Code

We implement all of our codes in Python version 3.8 and make the code available online. We used NVIDIA GeForce RTX 2080 Ti GPUs for all experiments. Each trial of our method was trained for 20 hours on average.
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