Raman spectroscopy of graphene-based materials and its applications in related devices
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Graphene-based materials exhibit remarkable electronic, optical, and mechanical properties, which has resulted in both high scientific interest and huge potential for a variety of applications. Furthermore, the family of graphene-based materials is growing because of developments in preparation methods. Raman spectroscopy is a versatile tool to identify and characterize the chemical and physical properties of these materials, both at the laboratory and mass-production scale. This technique is so important that most of the papers published concerning these materials contain at least one Raman spectrum. Thus, here, we systematically review the developments in Raman spectroscopy of graphene-based materials from both fundamental research and practical (i.e., device applications) perspectives. We describe the essential Raman scattering processes of the entire first- and second-order modes in intrinsic graphene. Furthermore, the shear, layer-breathing, G and 2D modes of multilayer graphene with different stacking orders are discussed. Techniques to determine the number of graphene layers, to probe resonance Raman spectra of monolayer and multilayer graphenes and to obtain Raman images of graphene-based materials are also presented. The extensive capabilities of Raman spectroscopy for the investigation of the fundamental properties of graphene under external perturbations are described, which have also been extended to other graphene-based materials, such as graphene quantum dots, carbon dots, graphene oxide, nanoribbons, chemical vapor deposition-grown and SiC epitaxially grown graphene flakes, composites, and graphene-based van der Waals heterostructures. These fundamental properties have been used to probe the states, effects, and mechanisms of graphene materials present in the related heterostructures and devices. We hope that this review will be beneficial in all the aspects of graphene investigations, from basic research to material synthesis and device applications.
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1 Introduction

Graphene is a truly two-dimensional (2d) system, consisting of sp² carbon hexagonal networks with strong covalent bonds.¹ Multiparticle graphene (MLG) can be stacked layer by layer in a Bernal (AB) or rhombohedral (ABC) way through van der Waals (vdW) coupling.²–⁶ High-quality monolayer graphene (1LG) and MLG can be produced by several methods, such as micro-mechanical exfoliation (ME), chemical vapor deposition (CVD), and epitaxial growth from the SiC surface.¹⁷–¹⁰ Other artificial fabrication routes for production, such as the reduction of a graphene oxide (GO) solution and organic synthesis, tend to introduce defects into the graphene,¹¹–¹³ such as vacancies and dislocations, as well as exposing the graphene to oxidation, hydrogenation, fluorination, and other chemical functionalizations.¹⁴–¹⁶ Graphene can also be decomposed into one-dimensional (1d) and zero-dimensional (0d) forms, such as graphene nanoribbons (GNR) and nanographene.¹⁷–²¹ All these materials with various dimensions are derived from 1LG and can be termed graphene-based materials. The remarkable properties of graphene-based materials, including their high carrier mobility (near-ballistic transport), high thermal conductivity, unique optical and mechanical properties, and high specific surface area, make them promising materials for high-frequency nanoelectronics, micro- and nanomechanical systems, thin-film transistors, transparent and conductive composites and electrodes, batteries and supercapacitors with high charging speeds, highly sensitive chemical sensors, flexible and printable optoelectronics, and photonics.¹,²²–²⁷ On the other hand, recent research studies have advanced to investigate vertical van der Waals heterostructures (vdWHs) because they can be formed by vertically stacking various 2d materials (2DMs) by van der Waals forces but without any constraints of lattice matching and fabrication compatibility, offering huge opportunities for the design of new functionalities.²⁸–³⁰ In particular, hybrid systems consisting of transition metal dichalcogenides (TMD) and graphene (TMD/graphene vdWHs) have been used for various high-performance devices by taking advantage of the high mobility of graphene and the natural band gap of TMDs.³¹–³⁵ 1LG and MLG are the essential building blocks for vdWHs as electrodes in various high-performance devices, such as field-effect tunneling transistors, logic transistors, photovoltaics, and memory devices.³⁷–⁴² Therefore, a versatile technique to identify and characterize graphene-based materials both at the laboratory and the mass-production scale and to probe the state, effects, and functionalization mechanism of these materials in the heterostructures and devices is essential for material synthesis, basic research, and device applications.

Raman spectroscopy is a fast, nondestructive, and high-resolution tool for the characterization of the lattice structure and the electronic, optical, and phonon properties of carbon materials, including three-dimensional (3d) diamond and graphite, 2d graphene, 1d carbon nanotubes, and 0d fullerenes, as shown in Fig. 1(a).⁴³–⁵⁴ Raman spectra of all graphene-based materials.
materials show few prominent features regardless of the final structure.\textsuperscript{55} However, the positions, line shapes, and intensities of these peaks give abundant useful information for the investigation of the structures and electronic properties of graphene-based materials.\textsuperscript{55–57} For example, for the G mode of graphene excited by an excitation energy (\(\varepsilon_L\), \(\varepsilon_G\), or \(\varepsilon_E\)), the peak position (\(\nu_G\)) or frequency (\(\omega_G\)), or \(\omega_E\)), line shapes (Lorentzian or Fano), full width at half maximum (FWHM(G) or \(\Gamma_G\)), peak intensities (\(I_G\)), and peak area (\(A(G)\) or \(A_E\)), i.e., integrated intensity, are closely related to its doping level.\textsuperscript{58–65} In Fig. 1(b), the Raman spectra of various graphene-based materials showing the D, G and 2D spectral regions are shown, demonstrating their similarity. The intrinsic properties of samples from monolayer to few-layer graphene, as well as bulk graphite, can be distinguished from the spectral profile of the 2D modes. In addition, the D peak can be used to characterize graphene-based materials with defects, such as disordered graphene, graphene oxide, and nanographene.\textsuperscript{66–68} On the other hand, the Raman features of graphene-based materials depend not only on the phonon properties but also on the corresponding electronic properties, e.g., the unique linear band structure in 1LG and distinct band structures in MLG.\textsuperscript{44} In 1LG, the origin of the overtone and combination modes, such as the 2D and \(D + D^*\) modes, is the triple resonance (TR) or double resonance (DR) process, which is related to the linear dispersion of its electronic bands.\textsuperscript{66,69} For \(N\)-layer graphene (NLGs), the stacking order has an important influence on the band and interlayer phonon properties, leading to \(N\)- and stacking-orientation-dependent Raman spectra.\textsuperscript{56,63,55,57,70,71} In addition, quantum interference effects play a key role in determining the Raman intensity of graphene.\textsuperscript{68,72,73} Moreover, in the presence of external perturbations, such as defects,\textsuperscript{55,16,74–80} doping,\textsuperscript{58–65} strain,\textsuperscript{81–87} magnetic fields,\textsuperscript{88–98} and temperature,\textsuperscript{99–103} the electronic and lattice vibration properties change significantly, which can be determined using Raman spectroscopy. Based on the Raman spectra of intrinsic 1LG and MLG and their responses to external perturbations, Raman spectroscopy has been widely utilized to investigate the properties of graphene materials and their effects on the performance of related devices.

2 Raman spectroscopy of monolayer graphene

2.1 Electronic band structure of monolayer and multilayer graphene

1LG is a single layer of carbon atoms with each atom bound to three neighbors in a honeycomb structure. The unit cell of its crystal lattice contains two carbon atoms, A and B, each forming a triangular in-plane network. The displacement of the A and B atoms, i.e., the length of carbon–carbon covalent bond \(a_{\text{C-C}}\), is 0.142 nm, which results in a lattice constant of \(a = 0.246 \text{ nm}\), as shown in Fig. 2(a). NLG is a layered stacking structure prepared from 1LG in the out-of-plane direction (c-axis). The most common and stable stacking type is AB stacking, in which two adjacent graphene layers are stacked, oriented by a 60° rotation. From the top view, the empty centers of the hexagons on one layer are occupied by the carbon atoms at the hexagonal corner sites of the adjacent layers. Fig. 2(b) shows the atomic structure of the AB-stacked 2LG (AB-2LG). The typical value of the interlayer space is 0.35 nm. For AB-3LG, the atoms of the top layer are in the same positions as those of the second nearest layer from the top view, continuing in this manner for MLG with more layers. Thus, AB-3LG can be represented as ABA graphene and AB-4LG is ABAB graphene. Moreover, the unit cell of graphite can also be shown as in Fig. 2(b), having lattice constants of \(a = 0.246 \text{ nm}\) and \(c = 0.67 \text{ nm}\). In reciprocal space, 1LG also has a honeycomb structure, as shown in Fig. 2(c). There are some high symmetry points within the first Brillouin zone (BZ) of 1LG: the \(\Gamma\) point at the zone center, the \(M\) points in the middle of the hexagonal sides,
Fig. 2 (a) The top view of the unit cell of 1LG showing the inequivalent atoms A and B and unit vectors $\vec{a}_1$ and $\vec{a}_2$. (b) A top view of AB-stacked 2LG. (c) The unit cell of the reciprocal space of 1LG showing the first Brillouin zone with its high symmetry points and axes. The primitive vectors $\vec{b}_1$ and $\vec{b}_2$ and high symmetry points are shown. (d) Optical image of NLG mechanically exfoliated on a SiO$_2$/Si substrate. (e) Band structure of 1LG. Reproduced with permission from ref. 104. Copyright 2009, American Physical Society. (f–i) Band structures of 1LG (f), AB-stacked 2LG (g), 3LG (h), and 4LG (i) in the vicinity of the K point near the Fermi level (shown by the horizontal gray dashed line).

Graphene is a zero-gap semi-metal with a linear electronic band structure, and it has a high mobility. Mechanical exfoliation is an important method to produce NLG and can yield clean and extremely high-quality graphene. This band structure also gives rise to its unique optical properties. Fig. 2(d) shows an optical image of an NLG flake on a SiO$_2$/Si substrate. Spreading graphene flakes on the SiO$_2$/Si substrate with a specific thickness (90 or 300 nm) of SiO$_2$ layer can make the graphene flake visible and enhance its Raman signal, an effect originating from optical interference effects in the air/NLG/SiO$_2$/Si multilayers.

Graphene is a zero-gap semi-metal with a linear electronic band dispersion, which leads to its high mobility. This band structure also gives rise to its unique optical properties. Fig. 2(f–i) show the band structure of 1LG, AB-2LG, -3LG, and -4LG, respectively. The band structure of AB-2LG shows a parabolic line near the Fermi level, whereas that of AB-3LG is a composite of 1LG and AB-2LG band structures. The band structures from 1LG to 4LG are inequivalent.

2.2 Phonon dispersion and Raman spectrum of graphene

The phonon modes (lattice vibrations) of a crystal at the $\Gamma$ point correspond to the irreducible representation of its symmetry group, which is essential for the interpretation of the Raman spectra. There are two and four atoms in the unit cell of 1LG and graphite, respectively, resulting in six and twelve phonon modes at the $\Gamma$ point, respectively. The point group symmetries of 1LG and graphite are both $D_{6h}$. The lattice vibrations of 1LG and graphite at the $\Gamma$ point can be expressed as:

$$\Gamma_{1LG} = A_{2u} + B_{2g} + E_{1u} + E_{2g} \quad \text{and} \quad \Gamma_{\text{bulk}} = 2(A_{2u} + B_{2g} + E_{1u} + E_{2g}),$$

respectively. The three acoustic modes in both 1LG and the bulk correspond to one $A_{2u}$ mode and one $E_{1u}$ (doubly degenerate) mode. There are three optical phonon modes in 1LG, containing a doubly degenerate in-plane mode, $E_{2g}$, and one out-of-plane mode, $B_{2g}$, as shown in Fig. 3(a). In graphite, because the neighboring layers are inequivalent, Davydov splitting of the optical modes occurs. The $E_{2g}$ mode in 1LG generates an infrared-active $E_{1u}$ mode and a Raman-active...
Fig. 3(a and b). The LO and TO branches split when the phonon of 1LG and graphite are shown in Fig. 3(a). The Raman active low (less than 130 cm\(^{-1}\)) optical (TO) phonon mode (E\(_{2g}\) symmetry) at the BZ center and the so-called G mode. The G band is associated with the doubly degenerate (longitudinal optical (LO) and in-plane transverse optical (TO)) phonon mode (E\(_{2g}\) symmetry) at the BZ center and is a characteristic peak of graphene-related materials. The peak position of the G mode is sensitive to external perturbations, such as defects, doping, strain, and temperature and, thus, is widely used to probe the responses of graphene-based materials and related devices to external perturbations. However, owing to the weak interlayer vdW couplings, Pos(C) and Pos(LB), are very low (less than 130 cm\(^{-1}\)) and exhibit significant layer-number dependence in MLG, as discussed later.

Fig. 3(b) shows the phonon dispersion of 1LG calculated by density functional perturbation theory (DFPT) within the local density approximation,\(^{116}\) which provides information about the atomic vibrations out of the BZ center. The phonon dispersion of 1LG has three acoustic and three optical branches inherited from the six vibrational modes at the \(G\) point. The three acoustic branches are the in-plane longitudinal acoustic (LA), transverse acoustic (TA), and out-of-plane acoustic (ZA) modes. The LA and TA branches have linear dispersion and higher frequencies than the ZA branch near the \(G\) point. The large slopes of the LA (21.36 km s\(^{-1}\)) and TA (13.79 km s\(^{-1}\)) branches result in the high in-plane sound velocity of graphene,\(^{122,123}\) which is also responsible for the ultrahigh thermal conductivity of graphene.\(^{124}\)

The three optical branches are the LO, TO, and out-of-plane optical (ZO) branches, with the corresponding optical modes at the \(G\) point: E\(_{2g}\) (LO and TO) and B\(_{2g}\) (ZO) modes, as shown in Fig. 3(a and b). The LO and TO branches split when the phonon wave vector \(q\) is far from the \(G\) point, and the frequency of the TO branch monotonically decreases along the \(G\)–\(K\) axis. Inelastic X-ray and neutron scattering are the most common techniques used to detect the phonon dispersion of solid materials,\(^{125,126}\) but they are not suitable for 2DMs because of the size limit. Raman spectroscopy can usually be used to probe the phonon modes at the BZ center. However, for graphene-based materials, the phonon modes far from \(G\) can also be probed by Raman spectroscopy via the double resonant Raman process.\(^{59,127,128}\)

Fig. 3(c) shows two typical Raman spectra of pristine 1LG (at the sample center) and 1LG at its edge. The Raman spectrum of pristine 1LG consists of a set of distinct peaks in the spectral region from 1500–3400 cm\(^{-1}\). Except for the G mode at around 1580 cm\(^{-1}\), the 2D and 2D’ peaks appear around 2700 and 3240 cm\(^{-1}\), respectively. The 2D peak arises from the overtone of TO phonons around the \(K\) point and is activated by triple resonance Raman scattering (TRRS); moreover, it is strongly dispersive with excitation energy because of a Kohn anomaly at the \(K\) point.\(^{129}\) The 2D’ peak arises from the overtone of LO phonons around the \(\Gamma\) point, which is also activated by TRRS. The corresponding fundamental modes of the 2D and 2D’ peaks, i.e., the D and D’ peaks, require a defect for their activation in the double resonance Raman scattering (DRRS), and, thus, they are absent in the Raman spectrum of pristine 1LG. Edges naturally exist in every graphene sample and are a kind of defect because the translational symmetry is broken. Thus, the D and D’ peaks are observed in the Raman spectrum of 1LG at its edge, as shown in Fig. 3(c). Defects can be introduced into 1LG by some techniques, such as ion-implantation, so that the D and D’ peaks can also be observed in ion-implanted 1LG (ion-1LG) and other kinds of disordered 1LG,\(^{15,10,111}\) as shown in Fig. 3(d).

Besides the distinct D, G, D’, G, 2D, and 2D’ modes, other weak Raman modes can also be observed in 1LG. All of the expected Raman modes in 1LG have been observed in graphite whiskers.\(^{117}\) The spiral structure and cone tip suggest the existence of a twist angle between adjacent layers in the whisker, leading to weaker interlayer coupling compared to graphite, similar to the case of twisted 2LG with small twist angle.\(^{57}\) Therefore, the graphite whisker exhibits a typical Raman spectral feature identical to that of graphene, such as a single Lorentzian 2D peak and much stronger intensity of the 2D mode relative to the G mode (\(I(2D) = 13I(G)\)) in Fig. 3(e)). Therefore, graphite whiskers are considered to be a prototype to show the abundant Raman modes that should be observed in 1LG. Indeed, many weak first- and second-order Raman modes have been revealed in its Raman spectrum, as indicated in Fig. 3(e), which can be well understood by DRRS or TRRS based on the phonon dispersion of 1LG, as discussed later.

2.3 The principle of double and triple resonance Raman scattering in graphene

The peculiar band structures of graphene and other materials result in the corresponding Raman modes being involved in the resonant Raman process, e.g., the case of graphene depicted in Fig. 4. In principle, according to the fundamental Raman selection rule of momentum conservation,\(^{132}\) a one-phonon mode of an intrinsic crystal at the \(\Gamma\) point can be Raman active if it is symmetry allowed. In fact, the G-band is the only band originating from a normal first-order Raman scattering process in graphene systems. When the excitation energy is chosen to match or be near to an optical transition bandgap of the crystal, the Raman intensity can be enhanced by orders of 2 to 6, so-called resonant Raman spectroscopy. Because two linear electronic bands of intrinsic 1LG cross at the Fermi energy, an incoming photon with energy \(\varepsilon_b\) can always excite a resonant transition from state \(a\) in the valence band to state \(b\) in the conduction band with \(\varepsilon_L = E_b(\vec{k}) - E_a(\vec{k})\), where \(E_b(\vec{k})\) and \(E_a(\vec{k})\) are the energies of the electrons in the conduction and valence bands with momentum \(\vec{k}\), respectively. The excited
electron can be scattered by the E\textsubscript{2g} phonons to recombine with a hole, satisfying the incoming single resonance process. The outgoing single resonance process can also be satisfied for the G mode of 1LG. Both resonance processes are shown in Fig. 4(a).

The excited electron (E\textsubscript{b}k\textsuperscript{*}/C16/C17) can also be scattered by phonons of an arbitrary wave vector, q\textsuperscript{*}, as shown in Fig. 4(b) by the dashed arrows. The scattering probability, however, will be particularly high if the phonon scatters the electron from the real electronic state b into another real state c. If the electronic transition b \rightarrow c is allowed, for a given phonon and electron dispersion, the scattering process is only fulfilled by one pair of phonon energies, \hbarw/\textsuperscript{ph}, and phonon wave vector, q\textsuperscript{*}\textsuperscript{ph}; thus, the electron energy at state c is E\textsubscript{c}(k + q\textsuperscript{*}\textsuperscript{ph}) and E\textsubscript{b}(k) = E\textsubscript{c}(k + q\textsuperscript{*}\textsuperscript{ph}) = \hbarw/\textsuperscript{ph} to maintain energy conservation. Such one-phonon first-order Raman scattering is forbidden by selection rules. However, the electron at state c can be scattered back to the state d with wave vector k by crystal defects, which then emits a photon by recombining with a hole at state a, as depicted in Fig. 4(b). The above resonant process is one-phonon second-order Raman scattering, where the two scattering processes consist of one inelastic scattering event by emitting a phonon and one elastic scattering event by crystal defects. This scattering process yields the double resonance condition where E\textsubscript{b}(k) is always one of the resonant electronic states and E\textsubscript{c}(k + q\textsuperscript{*}\textsuperscript{ph}) is the second resonant state. The two scattering processes can also start from an elastic scattering event followed by an inelastic scattering event (Fig. 4(c)).

If the elastic scattering of defects, such as the electron from E\textsubscript{c}(k + q\textsuperscript{*}\textsuperscript{ph}) to a virtual state d in Fig. 4(b) or from E\textsubscript{b}(k) to E\textsubscript{c}(k + q\textsuperscript{*}\textsuperscript{ph}) in Fig. 4(c), is displaced by another inelastic phonon scattering, the process becomes two-phonon second-order Raman scattering, as illustrated in Fig. 4(d). Further, if the valence and conduction bands are almost mirror bands, a TR Raman process can occur. For example, for the special case of 1LG, as shown in Fig. 4(e), the photo-excited electron can be scattered by a phonon (\w/\textsuperscript{ph}) with q\textsuperscript{*}\textsuperscript{ph}; meanwhile, the photo-excited hole can be scattered by a phonon (\w/\textsuperscript{ph}) with \textsuperscript{-q}\textsuperscript{*}\textsuperscript{ph}. In this case, the electron–hole generation is a resonant process, and both electron and hole scattering will be resonant.
Finally, the electron–hole recombination will also be resonant. Therefore, for the TR Raman process, all steps in the normal double resonance process become resonant.

The resonance processes in Fig. 4(b–e) are intravalley double resonance processes because two resonant electronic states are connected within the same Dirac cones at the K point (or the K’ point) of 1LG. Instead, if the resonance process connects two associated resonant electronic states within the two inequivalent Dirac cones at the K and K’ points of 1LG, the corresponding double resonance mechanism is called an intervalley process. By analogy to the intravalley DR and TR processes in Fig. 4(b–e), the intervalley DR and TR processes also occur, as shown in Fig. 4(f–i). The double resonance processes in Fig. 4 only depict the incoming resonance process. The outgoing resonance process can also occur; thus, there are four possible resonant processes of fundamental and combination Raman modes because the order of the two scattered phonons leads to phonons with various wave vectors, \( \mathbf{q}_{\text{ph}} \). However, the selected wave vector of the phonon produced by the outgoing resonance process is equal to that of the corresponding incoming resonance process. Finally, there are two inequivalent double resonant processes for the fundamental and combination Raman modes mediated by the scattering of electrons. Two inequivalent processes for combination Raman modes are degenerate for the overtone, so there is only one double resonant process for the overtone mediated by the scattering of electrons. It should be pointed out that the inelastic scattering of the hole by phonon emission/absorption and elastic scattering of the hole mediated by the defect can also be involved in the DR Raman process.\(^{56}\)

In principle, many different initial electronic states around the Dirac point and phonons with different symmetries and wave vectors can satisfy the DR conditions. However, considering (1) the existence of singularities in the density of phonon states that satisfy the DR condition, (2) the angular dependence of the electron–phonon scattering matrix elements, and (3) destructive interference effects when the Raman transition probability is calculated, only a few specific DR processes contribute to the observed Raman modes. Because there are two inequivalent DR Raman processes for both intravalley and intervalley DR Raman processes, each \( \epsilon_L \) can select two phonon wave vectors of \( \mathbf{q}_{\text{ph}} \) and \( \mathbf{q}_{\text{ph}}' \) for the fundamental and combination modes and one phonon wave vector of \( \mathbf{q}_{\text{ph}} \) for the overtones near the \( \Gamma \) and \( K \) points, respectively. Because the phonon energy in 1LG is much smaller than \( \epsilon_L \), \( \mathbf{q}_{\text{ph}} \) is almost equal to \( \mathbf{q}_{\text{ph}}' \). Thus, in principle, for each \( \epsilon_L \), the phonons with almost equal \( \mathbf{q}_{\text{ph}} \) at different branches of the phonon dispersion curves can be probed by the DR Raman process. These are linked by the vertical dotted-dashed lines close to the \( \Gamma \) and \( K \) points, respectively, for the intravalley and intervalley DR Raman processes in Fig. 3(b).

2.4 Understanding the Raman spectrum of graphene based on resonance Raman scattering

In 1LG, only the G mode is Raman active at the \( \Gamma \) point. The other observed Raman modes in Fig. 3(c and e) originate from the DR or TR Raman scattering in which one phonon or two phonons are involved. These Raman modes can be assigned based on the electronic band structures and phonon dispersion curves of 1LG, as labeled in Fig. 3(c–e). The Raman modes associated with one-phonon DR Raman process can only be observed in the presence of defects because defects are necessary to activate such Raman processes. However, the combination modes and overtones can be observed in the defect-free 1LG. The possible DR Raman process for each mode is depicted in Fig. 4(b–i). Because \( \hbar \omega_{\text{ph}} \ll \epsilon_L \), once a phonon with \( \mathbf{q}_{\text{ph}} \) in one branch satisfies the requirement of the DR Raman process, the other phonons with \( -\mathbf{q}_{\text{ph}} \) should also satisfy the requirement. Therefore, for each \( \epsilon_L \), the phonons in the different branches (linked by three vertical lines in Fig. 3(b)) can satisfy the requirements of the intravalley or intervalley DR Raman processes. However, because of different electron–phonon coupling for different phonon branches, not all the phonons excited by \( \epsilon_L \) can be observed in the Raman spectra.

The well-known D and 2D bands originate from intervalley one-phonon and two-phonon DR Raman scattering between two nonequivalent Dirac cones (\( K \) and \( K' \)), respectively, involving one TO phonon near the \( K(\overline{K}) \) point and one defect in the case of the D band and two TO phonons for the 2D band.\(^{69,133}\) The two inequivalent one-phonon DR processes separately activate one TO phonon near the \( K \) point so that the observed D mode actually has an asymmetrical profile that can be fitted by two Lorentzian subpeaks, as shown in Fig. 3(d) for the experimental result and in Fig. 4(f and g) for their resonance processes. The intervalley TR resonance process of the 2D mode is depicted in Fig. 4(i). For the intervalley DR process, Fig. 4(f–i) only depict the inner intervalley DR or TR processes, which activate the phonons along \( -\Gamma \rightarrow \Gamma \). Although the outer DR (or TR) processes (Fig. 4(j–m)) can also satisfy the DR (or TR) conditions and activate the phonons along the \( K-M \) axis, the main contribution to both the D and 2D modes is from the phonons along the \( \Gamma-K \) axis according to the numerical calculations.\(^{80}\)

The phonon at the LA branch near the \( K \) point can also be activated by a defect in the intervalley DR process, which has been observed at \( \sim 1150 \text{ cm}^{-1} \) in graphite whiskers and is assigned to the D’ peak.\(^{117,128,134-135}\) In 1LG, an asymmetrical Raman peak is observed at \( \sim 2450 \text{ cm}^{-1} \), whose intensity is comparable to that of the 2D’ mode. The assignment of this mode has puzzled scientists for a long time because it also appears in graphite.\(^{117,128,135,136}\) This mode is also observed in graphite whiskers and has been assigned to the D + D’ peak,\(^{117} \) and was confirmed by later theoretical work, see ref. 80 and 137. A very weak peak at \( \sim 2250 \text{ cm}^{-1} \) has been observed in graphene whiskers and other carbon materials. It can be assigned to the D + TA\(_K\), mode, which is a combination of a D phonon and a phonon belonging to the TA branch near the \( K \) point.\(^{80}\) It should be noted that the fundamental TA\(_K\) mode has not been observed in carbon materials. All these modes result from the intervalley DR processes of the fundamental and combination modes, as depicted in Fig. 4(f–h).

The well-known D’ (\( \sim 1620 \text{ cm}^{-1} \)) and 2D’ (\( \sim 3240 \text{ cm}^{-1} \)) bands originate from intravalley one-phonon and two-phonon
DR Raman processes, respectively, involving one LO phonon near the $\Gamma$ point and one defect in the case of the $D'$ band and two LO phonons for the $2D'$ band.\textsuperscript{128} The asymmetrical profile of the D mode cannot be revealed for the $D'$ mode because of its weak intensity and the small dispersion of the corresponding LO phonon near the $\Gamma$ point. The TA and LA phonons near the $\Gamma$ point can also be activated by defects in the one-phonon DR intravalley Raman process. There have been few reports on the corresponding Raman modes in 1LG, but they have been observed in graphite whiskers and are assigned as TA and LA modes (Fig. 3(e)), which also exhibit asymmetrical spectral profiles. Their combination modes (TA + LA) and overtones (2TA, 2LA) are also observed in graphite whiskers (Fig. 3(e)). The typical intravalley combination modes are the $D'$ + TA and $D'$ + LA modes, which can be clearly observed in 1LG. The two modes are, respectively, a combination of a $D'$ phonon with the TA and LA phonons, which have opposite $q$ with respect to the $D'$ phonon.\textsuperscript{80,122,123} The intravalley DR processes of the fundamental and combination modes are depicted in Fig. 4(b–d), and the intravalley TR process of the overtone is depicted in Fig. 4(e).

Obviously, the frequency of Raman modes is usually independent of $\varepsilon_{\ell}$, because these Raman modes usually arise from optical phonons at the $\Gamma$ point and the quasi-momentum of a photon is usually much smaller than the phonon wave vector at the zone edge. However, for DR or TR Raman processes, as depicted in Fig. 5, the wave vector ($\mathbf{q}_{\text{ph}}$) of the involved phonons is determined by $\varepsilon_{\ell}$.\textsuperscript{122,123,129,131,139} Thus, the peak position of the corresponding Raman mode is dependent on $\varepsilon_{\ell}$. For example, as shown in Fig. 5(a and b), Pos(2D) of graphene is dispersive with a slope of $\sim 100$ cm$^{-1}$ eV$^{-1}$, which is twice that of the D mode. Similar behavior has been observed in various graphite materials. It is also well known that the frequencies of the Stokes and anti-Stokes components of a Raman mode should be equal to each other. However, the wave vectors of phonons involved in the Stokes and anti-Stokes DR and TR processes are different from each other. Therefore, there exists a frequency discrepancy between the Stokes and anti-Stokes components of the dispersive Raman modes. Such a frequency discrepancy had been observed in other graphene-based materials, such as bulk graphite,\textsuperscript{135} graphite whiskers,\textsuperscript{117} and multi-walled carbon nanotubes.\textsuperscript{128}

In contrast to the unpolarized G mode, the intensities of the D, D', 2D, and 2D' peaks of disordered graphene are dependent on the polarization configuration of Raman scattering, as shown in Fig. 5(c), because of the selective optical absorption and emission mediated by electron–phonon coupling.\textsuperscript{80,117,140,141}

Besides graphene, the DR Raman process is also present in other graphene-based materials, such as graphite, carbon nanotubes, and multilayer graphenes, although they do not have linear band structures.

3 Raman spectroscopy of multilayer graphene

3.1 Group theory of AB-stacked multilayer graphene

Lattice vibrations can be classified based on the irreducible representation of the symmetry groups of the crystal. Table 1 presents the space groups for 1LG, AB-NLG, and graphite and the corresponding point groups at the high symmetry points.\textsuperscript{49} Because the phonon along the $\Gamma$–K ($T$) axis mainly contributes to the DR Raman process in graphene,\textsuperscript{80} the symmetry information along the $\Gamma$–K direction is also shown. Both 1LG and graphite have $D_{3h}$ symmetry, and even NLG (ENLG) has $D_{3d}$ symmetry, whereas odd NLG (ONLG) ($N \geq 3$) has $D_{3h}$ symmetry.

The first-order Raman process usually occurs at the $\Gamma$ point because of momentum conservation. The Raman-active modes can be revealed by looking at the quadratic form of the basis function corresponding to the representation. The irreducible representations of 1LG and NLG for the lattice vibrations $(I_{	ext{vib}})$ at the $\Gamma$ point and along the $\Gamma$–K direction in the first BZ are listed in Table 2. The notations of both Bethe and Mulliken are adopted here. A more complete group theory analysis for every high symmetry point inside the first BZ and its dependence on the number of layers can be found in ref. 142. The irreducible representations of the lattice vibrations $(I_{	ext{vib}})$ at $\Gamma$ are summarized for 1LG, AB-2LG, and AB-3LG with Mulliken notation as follows:

\[
\begin{align*}
\Gamma_{1LG} &= A_{2u} + B_{2g} + E_{1u} + E_{2g}, \\
\Gamma_{AB-2LG} &= 2(A_{1g} + E_{1u} + A_{2g} + E_{2g}), \\
\Gamma_{AB-3LG} &= 2A' + 4A'' + 4E' + 2E''
\end{align*}
\]

Table 1 The space groups for 1LG, AB-NLG, and graphite and the point groups at the high symmetry points in the Brillouin zone

| Space group | Point group | $I$ | $K(K')$ | $M$ | $T(\Gamma-K)$ |
|-------------|-------------|-----|---------|-----|---------------|
| 1LG         | P6/mmm      | $D_{3h}$ | $D_{3h}$ | $D_{3h}$ | $C_{3v}$ |
| NLG even    | P3m1        | $D_{3d}$ | $D_{3h}$ | $C_{3v}$ | $C_{3v}$ |
| NLG odd     | P6m2        | $D_{3h}$ | $C_{3h}$ | $C_{3v}$ | $C_{3h}$ |
| Graphite    | P6/mmc      | $D_{3h}$ | $D_{3h}$ | $D_{3h}$ | $C_{3v}$ |
We take AB-2LG as an example to show the different lattice vibrations in MLG with respect to 1LG. There are nine optical modes at \( \Gamma \) in AB-2LG. The G band in AB-2LG belongs to the \( E_g \) irreducible representation, which is doubly degenerate. The \( E_g \) mode represents the atomic motion of the nearest neighbor carbon atoms moving against each other within the plane and in phase between the two layers, denoted as the symmetric G mode.\(^{49} \) This \( E_g \) mode can become active if the inversion symmetry operation is broken by the presence of twisted stacking.\(^{57,143,144} \) There also exists an ultralow-frequency (ULF) \( E_g \) mode at \( \sim 31 \text{ cm}^{-1} \), which corresponds to the interlayer rigid shear vibration.\(^{70} \) The other two \( A_{1g} \) irreducible representations give rise to phonon modes at \( \sim 90 \text{ cm}^{-1} \) and \( \sim 867 \text{ cm}^{-1} \).\(^{71,144,149} \) The mode at \( \sim 90 \text{ cm}^{-1} \) corresponds to the interlayer breathing vibration normal to the basal plane, which is denoted as the LB mode.

With increasing \( N \), the atomic displacements of each phonon vibration in AB-NLG become more complicated. In AB-3LG, the corresponding G and C modes are assigned to be \( E' \) and \( E'' \) representations, and the out-of-plane vibrational modes are assigned to \( A_1' \) and \( A_2'' \) representations, respectively.

### 3.2 High-frequency Raman spectra of AB-stacked multilayer graphene

The Raman spectra of MLG consist of two fundamentally different sets of peaks. Those, such as D, G, 2D, \( \text{etc.} \), also present in 1LG and arise from in-plane vibrations and others, such as the C and LB modes, arise from the relative motions of the planes themselves, either perpendicular or parallel to the normal direction. In NLG, all vibrational modes split due to the confinement in the direction perpendicular to the basal plane. In the high-frequency region, because of the weak interlayer coupling in MLG, the peak position of the G mode, \( \text{Pos}(G) \), in the intrinsic NLG is almost \( \sim 1582 \text{ cm}^{-1} \) and is not sensitive to \( N \). However, because NLGs with fewer than ten layers show distinctive band structures, the peak parameters of the Raman modes activated by the DR Raman process \( \text{(e.g., the 2D mode)} \) in NLG are significantly dependent on \( N \).

Fig. 6(a-c) shows the Raman spectra of 1LG and AB-stacked 2–5LGs excited by a 633 nm laser and AB-stacked 4–5LGs excited by a 532 nm laser. Indeed, all the G peaks are at around 1582 cm\(^{-1} \) and can be fitted with a single Lorentzian line shape.\(^{14} \) 1LG has a single 2D peak at 2629.7 cm\(^{-1} \). The 2D peaks are fitted by Lorentzian line shapes (gray peaks). The solid lines with colors are the sum of fitted Lorentzian curves. The arrows, crosses, and stars indicate the low energy side of the 2D peaks for AB-stacked 1–3LGs measured using a 633 nm laser (a) and those of AB-stacked 4–5LGs excited by both 633 (b) and 532 nm lasers (c). The 2D peaks are fitted by Lorentzian line shapes (gray peaks). Therefore, the set of fitted Lorentzian curves. The arrows, crosses, and stars indicate the low energy side of the 2D peaks for AB-stacked 1–3LGs measured using a 633 nm laser (a) and those of AB-stacked 4–5LGs excited by both 633 (b) and 532 nm lasers (c). The 2D peaks are fitted by Lorentzian line shapes (gray peaks). Therefore, the set of fitted Lorentzian curves. The arrows, crosses, and stars indicate the low energy side of the 2D peaks for AB-stacked 1–3LGs measured using a 633 nm laser (a) and those of AB-stacked 4–5LGs excited by both 633 (b) and 532 nm lasers (c). The 2D peaks are fitted by Lorentzian line shapes (gray peaks). Therefore, the set of fitted Lorentzian curves. The arrows, crosses, and stars indicate the low energy side of the 2D peaks for AB-stacked 1–3LGs measured using a 633 nm laser (a) and those of AB-stacked 4–5LGs excited by both 633 (b) and 532 nm lasers (c). The 2D peaks are fitted by Lorentzian line shapes (gray peaks). Therefore, the set of fitted Lorentzian curves. The arrows, crosses, and stars indicate the low energy side of the 2D peaks for AB-stacked 1–3LGs measured using a 633 nm laser (a) and those of AB-stacked 4–5LGs excited by both 633 (b) and 532 nm lasers (c). The 2D peaks are fitted by Lorentzian line shapes (gray peaks). Therefore, the set of fitted Lorentzian curves. The arrows, crosses, and stars indicate the low energy side of the 2D peaks for AB-stacked 1–3LGs measured using a 633 nm laser (a) and those of AB-stacked 4–5LGs excited by both 633 (b) and 532 nm lasers (c). The 2D peaks are fitted by Lorentzian line shapes (gray peaks). Therefore, the set of fitted Lorentzian curves. The arrows, crosses, and stars indicate the low energy side of the 2D peaks for AB-stacked 1–3LGs measured using a 633 nm laser (a) and those of AB-stacked 4–5LGs excited by both 633 (b) and 532 nm lasers (c). The 2D peaks are fitted by Lorentzian line shapes (gray peaks). Therefore, the set of fitted Lorentzian curves.

### 3.2 High-frequency Raman spectra of AB-stacked multilayer graphene

The Raman spectra of MLG consist of two fundamentally different sets of peaks. Those, such as D, G, 2D, \( \text{etc.} \), also present in 1LG and arise from in-plane vibrations and others, such as the C and LB modes, arise from the relative motions of the planes themselves, either perpendicular or parallel to the normal direction. In NLG, all vibrational modes split due to the confinement in the direction perpendicular to the basal plane. In the high-frequency region, because of the weak interlayer coupling in MLG, the peak position of the G mode, \( \text{Pos}(G) \), in the intrinsic NLG is almost \( \sim 1582 \text{ cm}^{-1} \) and is not sensitive to \( N \). However, because NLGs with fewer than ten layers show distinctive band structures, the peak parameters of the Raman modes activated by the DR Raman process \( \text{(e.g., the 2D mode)} \) in NLG are significantly dependent on \( N \).
used. Because the different components of the 2D bands may exhibit different resonant behaviors with laser excitation,\textsuperscript{114} it is very important to choose an appropriate laser wavelength (longer than 630 nm) to identify the number of layers of graphene flakes by Raman spectroscopy.\textsuperscript{115} For example, the 2D band of AB-4LG excited by 633 nm laser light shows more distinct spectral features than that by 532 nm excitation. The D mode of disordered NLG also exhibits similar spectral features to the corresponding 2D mode.

Because of the existence of several electronic bands in MLG and several possible DR Raman processes, many 2D components may be expected in MLG. How many 2D components actually exist in NLG is determined by the selection rules of the electron–photon and electron–phonon couplings in the DR Raman process. The symmetries of the electrons and phonons can be obtained from space group analysis. Taking AB-2LG as an example, the number of allowed DR processes will be larger than 1LG because both electronic and phonon branches are doubled. Along the $T$ direction in the $BZ$, the transitions of $T_1 \rightarrow T_2$ and $T_2 \rightarrow T_2$. This also happens for the electron scattering by a T2 phonon but it connects conduction bands of different symmetries, i.e., $T_1 \rightarrow T_2$. This gives rise to four possible DR processes, as shown in Fig. 6(a). The 2D components associated with the four DR processes have been clearly observed in the Raman spectra of AB-2LG, as shown in Fig. 6(a). The case for AB stacked 3–5LG is more complex according to point group analysis.\textsuperscript{142} However, because of the possible degeneracy and overlapping of these peak components, the number of observed components is much lower than the theoretical one. To obtain good fits, six and eight components, respectively, are required for the 2D bands of AB-3LG and AB-4LG if the peak widths of all components are kept as a fixed constant of 24 cm$^{-1}$ in the fitting process.\textsuperscript{115}

Besides the D and 2D modes, other Raman modes in NLG activated by DR Raman process also show N-dependent spectral features, such as the LA + D$, TA + D$, and D + D$ modes.

### 3.3 Ultralow-frequency Raman spectra of AB-stacked multilayer graphene

The Raman modes of AB-MLG in the ultralow-frequency region are mainly related to the interlayer C and LB vibrations.\textsuperscript{53,54,70} There are $N - 1$ degenerate pairs of C modes and $N - 1$ LB modes for AB-NLG, which are denoted as $C_{NN-1}$ and $LB_{NN-1}$ ($i = 1, 2, \ldots, N - 1$), respectively, where $C_{N1}$ (LB$_{N1}$) (i.e., $i = N - 1$) has the highest frequency and $C_{NN-1}$ (LB$_{NN-1}$) (i.e., $i = 1$) has the lowest frequency. The C and LB modes can be Raman active (R), infrared active (IR) or both, depending on the symmetry of NLG and the number of layers ($N$).\textsuperscript{53,54,70,150} The symmetry can be divided into $D_{6h}$ for ENLG and $D_{3b}$ for ONLG, as discussed above.\textsuperscript{53,142,150} The $N - 1$ C modes in ENLG and ONLG can be represented by

$$\frac{N}{2} E_g(R) + \frac{N - 2}{2} E_g(IR)$$

and

$$\frac{N - 1}{2} E''(R) + \frac{N - 1}{2} E'(R, IR),$$

respectively, where $E_g$ and $E''$ are Raman active, $E_u$ is IR active, and $E'$ is both Raman and IR active. According to their Raman tensors, only $E_g$ and $E'$ can be observed in the backscattering configuration. $N - 1$ LB modes in ENLG and ONLG are represented by

$$\frac{N}{2} A_{1g} + \frac{N - 2}{2} A_{1u}$$

and

$$\frac{N - 1}{2} A''_1 + \frac{N - 1}{2} A'_1,$$

respectively, in which $A_{1g}$ and $A'_1$ are Raman active and $A_{1u}$ and $A''_1$ are IR active.

Because the C and LB modes are rigid layer lattice vibrations, $\omega(C)$ and $\omega(LB)$ can be identified by regarding each graphene layer in AB-MLG as a single ball so that AB-NLG can be simplified as a linear chain with $N$ balls in which only nearest-neighbor interlayer interaction is considered. This is known as the linear chain model (LCM).\textsuperscript{70,151} By assuming that the force constant of the interlayer coupling per unit area is $z_0$ ($\chi_0$) for the C (LB) modes, the frequencies $\omega$ (in cm$^{-1}$) of the $N - 1$ C and LB modes can be calculated by solving the corresponding $N \times N$ (tridiagonal) dynamical matrix as follows:\textsuperscript{70,71}

$$\omega^2 = \frac{1}{2\pi^2c^2} Du_i,$$

where $mu_i$ is the phonon eigenvector with mode $i$ and frequency $\omega$, $\mu = 7.6 \times 10^{-27}$ kg A$^{-2}$ is the monolayer mass per unit area, $c = 3.0 \times 10^{10}$ cm s$^{-1}$ is the speed of light, and $D$ is the shear or layer-breathing part of the force constant matrix. Thus, the frequency of the $C_{NN-1}$ and $LB_{NN-1}$ modes can be given by\textsuperscript{53,54,70,71}

$$\omega(C_{NN-1}) = \frac{1}{\pi c} \sqrt{z_0^2 / \mu \sin(\pi i / 2N)},$$

$$\omega(LB_{NN-1}) = \frac{1}{\pi c} \sqrt{z_0^2 / \mu \sin(\pi i / 2N)},$$

respectively, where $i = 1, 2, \ldots, N - 1$. Accordingly, the $ith$ displacement eigenvector $v_i$ is

$$v_i = \cos[i(2j - 1)\pi / 2N]$$

where $j$ labels the layers. In the case of bulk graphite, $N \rightarrow \infty$, $\omega(C_{bulk}) = \frac{1}{\pi c} \sqrt{z_0^2 / \mu}$, and $\omega(LB_{bulk}) = \frac{1}{\pi c} \sqrt{z_0^2 / \mu}$, which is $\sqrt{2}$ times of $\omega(C_{21})$ and $\omega(LB_{21})$, respectively. $\omega(C_{bulk})$ was measured as 43.5 cm$^{-1}$,\textsuperscript{152} while $\omega(LB_{bulk})$ was estimated as $\sim 125.3$ cm$^{-1}$ based on the Pos(LB) measurements in rMLGs,\textsuperscript{57,71} and, thus, $z_0 = 12.8 \times 10^{-11}$ N m$^{-2}$ and $\chi_0 = 106.5 \times 10^{-11}$ N m$^{-3}$. Therefore, eqn (2) can be simplified as follows:

$$\omega(C_{NN-1}) = \omega(C_{bulk}) \sin(\pi i / 2N),$$

$$\omega(LB_{NN-1}) = \omega(LB_{bulk}) \sin(\pi i / 2N).$$

Once the normal mode displacements corresponding to $\omega(C)$ and $\omega(LB)$ have been obtained, the symmetry and Raman activity of the C and LB modes can be deduced.\textsuperscript{53,54,70,71} As examples, Fig. 7(a and b) depict the frequencies and the corresponding normal mode displacements for $N = 1$ C and LB modes in AB-stacked 2–4LG, respectively. Fig. 7(c and d) plot all the C and LB modes as a function of $N$, respectively, in
which the Raman-active and infrared-active modes are also identified. The C modes in Fig. 7(c) are plotted with the branches of \( i = N - 1, N - 2, \ldots \), because only the \( C_{N1} \) modes are observed in the intrinsic MLG at room temperature.\(^{70} \) The LB modes in Fig. 7(d) are plotted with the branches of \( i = 1, 2, 3, \ldots \), because all the LB modes in the branches of \( i = 2N - 1 \) \((n = 2, 3, \ldots)\) are Raman active.

Based on the LCM, if \( x_0^L \) and \( x_0^O \) are independent of \( N \) in AB-MLG, \( \omega(C) \) and \( \omega(LB) \) in AB-MLG are determined by \( \omega(C_{\text{bulk}}) \) and \( \omega(LB_{\text{bulk}}) \). In the intrinsic AB-MLG, whether the C or LB modes can be experimentally observed relies on their Raman activity, the strength of the electron–phonon coupling (EPC), and the appropriate polarization configuration. Fig. 8(a) plots the C mode, as well as the G mode, of AB-stacked 2–8LG and bulk graphite,\(^{70} \) whereas Fig. 8(b) shows the positions of these two modes as a function of \( 1/N \). In contrast to the G peak, which remains constant at \( \approx 1582 \text{ cm}^{-1} \), \( \omega(C) \) decreases monotonically with decreasing \( N \). The \( N \)-dependent \( \omega(C) \) can be well fitted by \( \omega(C_{N1}) = \omega(C_{\text{bulk}}) \cos(\pi/2N) \) based on the LCM,\(^{70} \) which suggests that \( x_0^L \) remains constant at \( 12.8 \times 10^{18} \text{ N m}^{-3} \) in AB-MLG. Concerning the line shape, the G peaks maintain Lorentzian line shapes, while the C modes display a unique profile asymmetry and can be well fitted by the Breit–Wigner–Fano (simplified as Fano) line shape. Details about the line shapes of the C modes will be discussed later. Unlike the C modes, the LB modes of AB-MLG cannot be observed directly at room temperature because of the weak EPC.\(^{70} \) However, these modes have been observed either indirectly (via overtones and combination modes)\(^{153} \) or by increasing the laser power (heating).\(^{154} \)

Overall, the LCM can predict the \( N \)-dependence of \( \omega(C) \) in NLG and the constant interlayer interaction of \( x_0^L \) from AB-2LG to bulk graphite. The LCM discussed above could be applied to the C and LB modes of all 2D materials, such as MoS\(_2\), WSe\(_2\), black phosphorus (BP), ReS\(_2\), ReSe\(_2\), and even 2D heterostructures.\(^{151,155–167} \) Because \( \omega(C) \) and \( \omega(LB) \) are significantly dependent on the number of layers, \( N \), the C and LB modes can be used to identify the thickness or number of layers of two-dimensional material flakes.\(^{151,155,167,168} \)

### 3.4 Raman spectra of ABC-stacked multilayer graphene

Stacking order has a strong impact on the electrical and optical properties of MLG. Apart from the AB stacking, ABC (rhombohedral) stacking is also common in NLG. Lui \textit{et al.}\(^{169} \) found that \( \approx 85\% \) of the area in graphene flakes corresponds to ABA stacking and the remaining \( \approx 15\% \) corresponds to ABC stacking, which is in agreement with the X-ray diffraction study on bulk graphite.\(^{170} \) The spectral profiles of the 2D mode are quite different for AB- and ABC-stacked NLG,\(^{5,6,150,171} \) which reflects their different electronic structures. Taking 3LG as an example, Fig. 9(a) plots the G and 2D modes of ABC- and AB-stacked 3LG. Similar to the DR Raman process in AB-2LG discussed above, the three degenerate TO phonons in 3LG can couple to all electron bands, in theory generating fifteen sub-peaks for AB-stacked 3LG; however, the profiles can be well-fitted using six sub-peaks, as shown by dashed-dotted lines in Fig. 9(a).\(^{142} \) In ABC-3LG, the 2D mode is more asymmetrical. Additionally, the G mode of ABC-stacked 3LG (\( \approx 1581 \text{ cm}^{-1} \)) is \( 1 \text{ cm}^{-1} \) red shifted compared to that of AB-stacked 3LG (\( \approx 1582 \text{ cm}^{-1} \)). Detailed characterization of the 2D mode profile in ABC-stacked and AB-stacked 4–6LG can be found in ref. 5, 150 and 171. However, the differences in the 2D mode profile between AB- and ABC-stacked NLG are \( x_0 \)-dependent and become more complicated with increasing \( N \).

Later, Lui \textit{et al.}\(^{169} \) and Zhang \textit{et al.}\(^{150} \) demonstrated that the interlayer vibrations such as the C modes can be used to reveal the stacking order of NLG based on their different symmetries. Lui \textit{et al.} observed a noticeable Raman peak at \( \approx 33 \text{ cm}^{-1} \), assigned to C\(_{31} \) in AB-3LG, whereas a pronounced peak at \( \approx 19 \text{ cm}^{-1} \), attributed to C\(_{32} \), was observed in ABC-3LG at a
high temperature (800 K) induced by laser heating when the samples were suspended on a quartz substrate. Thus, this can be utilized as a new method to distinguish AB- and ABC-stacking in NLG.

3.5 Raman spectra of twisted multilayer graphene

Besides the AB and ABC stacking configurations, NLG can also be formed by assembling nLG (AB-nLG if \( n > 1 \)) and nLG (AB-nLG if \( n > 1 \)) flakes together with a twist angle (\( \theta_t \)) at the twisted interface, which is denoted as \( t(n+1)LG \). More constituents and twisted interfaces in \( t(n+1)LG \) are also possible. The twist angle in NLG can be determined by the positions of the so-called R and R’ Raman bands. The R and R’ modes originate from the non-center LO and TO phonons of the constituents, which are folded back to the \( \Gamma \) point by the presence of Moiré superlattices in \( t(m+n)LG \). In twisted 2LG (2LG or \( t(1+1)LG \)), novel physical properties arise because of the periodically modulated interactions between the two Dirac electron gases with a large Moiré supercell, as shown in Fig. 10(a). 2LG has a Dirac-like linear dispersion with a Fermi velocity lower than that of 1LG. In principle, the band structure of \( t(m+n)LG \) can be considered as the overlapping of the band structures of the \( mLG \) and \( nLG \) constituents after considering the effects of zone folding resulting from the Moiré superlattices. By changing \( \theta_t \), it is possible to tune the optical absorption of \( tNLG \). Because of the \( \theta_t \)-dependent energy of van Hove singularities (VHS) in \( tNLG \) and different stacking sequences, \( tNLG \) exhibits rich electronic and optical properties.

\( tNLG \) can be formed by the accidental folding of graphene flakes during the exfoliation process or by the transfer of graphene flakes onto other graphene flakes. Most MLG flakes grown by CVD also exhibit twisted stacking. The optical properties of twisted multilayer graphene (TMG) have been extensively studied. In twisted 2LG and 4LG, optical contrasts of both \( t(1+1)LG \) and \( t(1+3)LG \) exhibit additional resonant spectral features around 2.0 eV. These features correspond to the energies of VHSs in the joint density of states (JDOS) of all optically allowed transitions (JDOS\(_{OA} \)) in \( t(m+n)LG \). Since \( \theta_t \) matches the energies of the VHSs, the C and LB modes are resonantly observed in the Raman spectra.

The twist in \( t(m+n)LG \) significantly modifies the symmetry and Raman activity of the C and LB modes with respect to AB-MLG. \( t(m+n)LG \) (\( m \neq n \)) has \( C_3 \) symmetry, and the corresponding irreducible representation is \( \Gamma_{\text{vib}} = A + E \), and both A and E modes are Raman active. In \( t(n+1)LG \) with \( m \neq n \), all nondegenerate LB modes have A symmetry, and all doubly degenerate C modes have E symmetry. \( t(n+m)LG \) (\( n \geq 2 \)) has \( D_3 \) symmetry, and the corresponding irreducible representation is \( \Gamma_{\text{vib}} = A_1 + A_2 + E \). The A1 and E modes are Raman active, whereas the A2 mode is Raman inactive. In \( t(2+2)LG \), LB\(_{41} \), and LB\(_{43} \) have A1 symmetry, whereas LB\(_{42} \) has A2 symmetry, and all the C modes are E symmetry. The changes of the symmetry and Raman activity and the presence of VHS energies of JDOS\(_{OA} \) in \( tNLGs \) make the C and LB modes observable when \( \theta_t \) matches the corresponding VHS energies.
However, the second-nearest-neighbor layers are always in-phase for the LB modes, based on LCM. The shear coupling at the twisted interface ($\alpha$) is found to be 20% of the bulk case ($\alpha_0$). However, the twisted interface will not affect the interlayer breathing coupling, so that the LB modes of all layers are observed. For the LB modes, based on LCM and experimental $\omega$(LB$_{21}$) in tNLGs, the fitted $\omega_0$ is $\sim$106 $\times$ 10$^{16}$ Nm$^{-3}$, and the silent LB mode (B$_{2g}$) in graphite is determined to be $\sim$125.3 cm$^{-1}$, slightly smaller than $\sim$128 cm$^{-1}$ determined by neutron spectrometry. However, the simulated $\omega$(LB$_{21}$) and $\omega$(LB$_{22}$) based on LCM are 3–4 cm$^{-1}$ lower than those observed in t(1+3)LG and t(2+3)LG, suggesting that the $\theta_{\parallel}$-independent second-nearest-neighbor breathing interactions ($\beta_{\parallel}$) is necessary to fit the experimental values of $\omega$(LB$_{21}$) and $\omega$(LB$_{22}$). The new model is denoted as 2LCM and $\beta_{\parallel}$ of $\sim$9.3 $\times$ 10$^{18}$ Nm$^{-3}$ can be used to fit well the experimental data. Because the relative motions of the second-nearest-neighbor layers are always out-of-phase for the LB$_{21}$ modes, $\omega_0$ with additional $\beta_{\parallel}$ is crucial to reproduce their frequencies, as indicated by Fig. 10(e). However, the second-nearest-neighbor layers are always in-phase for the LB$_{22}$ modes; thus, $\omega$(LB$_{21}$) is insensitive to $\beta_{\parallel}$, and it can be well estimated by the LCM.

Because of the softened $\alpha$ and identical $\alpha_0$ to the bulk case at the twist interface in tNLGs, $\omega$(C) is mainly determined by the number of layers of each AB-stacked constituents, whereas $\omega$(LB) is mainly determined by the number of layers of tNLGs, as shown in Fig. 10(d) for t(1+3)LG, t(2+2)LG and t(2+3)LG. Therefore, the number of layers of AB-stacked constituents and tNLG itself can be identified by the observed $\omega$(C) and $\omega$(LB), respectively, under resonant conditions.

4 Resonance Raman spectroscopy of monolayer and multilayer graphenes

Raman scattering is a process related to photo-excited electron-hole pairs, phonon scattering by electrons or holes, and electron–hole recombination. Thus, the Raman intensities and profiles of Raman modes are determined by the EPC and band structures of the materials. The intensity of the Raman modes of graphene can be calculated by second-order perturbation theory. Because of the unique band structure, most of the Raman modes in graphene are involved in resonance processes. As discussed before, the combination modes and first-order Raman modes activated by defects, e.g., 2D, D + D’, and D, originate from the TR or DR process. The intensity of the G mode in 1LG is also dominated by quantum interference effects. In AB-NLG, the Fano profile of C modes arises from the quantum interference between the C mode and a continuum of electronic transitions near the K point, as shown in Fig. 8(c and d). In tNLG, the first-order modes (C, LB and G modes) can be enhanced by the singularities in JDOS$_{S\text{ATT}}$. Because the DR and TR Raman processes in graphene and MLG have been discussed above in detail, we will address the latter three cases of resonance in the following subsections.
4.1 Quantum interference of the G mode in graphene

The peculiar linear band structure of graphene means that the G mode always satisfies the incoming and outgoing resonant conditions, as demonstrated in Fig. 4(a). Besides the two resonant intermediate excited states (pathway I in Fig. 11(a)), there are many nonresonant intermediate excited states (pathway II in Fig. 11(a)), which also contribute to the Raman scattering of the G mode. The Raman intensity of the G mode, $I(G)$, is a result of total quantum interference between different Raman pathways in graphene. For an intrinsic graphene sample with $E_F = 0$, it is not easy to reveal the effects of quantum interference between different Raman pathways because it requires the modification of intermediate excited states with transition energies close to the laser excitation energy $E_{\text{ex}}$. When graphene is doped to $E_F$, an optical transition can be blocked by hole doping when the initial state has an energy higher than the Fermi level and is not occupied, as shown in Fig. 11(b). In this case, one can modify intermediate excited states with transition energies close to $E_{\text{ex}}$.

Chen et al. tuned the hole doping by electrostatic doping\(^{58}\) in an ion-gel-gated graphene device on a SiO\(_2\) substrate, as illustrated in Fig. 11(c). They found that, when near-infrared laser excitation ($E_{\text{ex}} = 1.58$ eV) is used and some of the pathways are blocked, $I(G)$ does not diminish as expected but increases dramatically,\(^{58}\) as depicted in Fig. 11(d). The observation cannot be interpreted well by the general assumption that the pathway for G mode Raman scattering is due to resonance alone (I in Fig. 11(a)).

To further understand the phenomenon, the pathways close to resonance (II in Fig. 11(a) and off-resonance are expanded. Under these conditions, all pathways interfering with each other have different quantum mechanical amplitudes, including phase and magnitude. For any specific one-phonon and one-photon state, $I(G)$ can be described by

$$ I(G) = \left| \sum_k C_k R_k \right|^2 $$

where $C_k$ and $R_k$ are the matrix elements and resonance factor, respectively. For a Raman pathway through a vertical electronic transition at wave vector $k$, $E_k$ is the transition energy, and $\gamma$ is the energy broadening of the excited state. Fig. 11(e) plots the phase of quantum pathways, $\phi = \arg(R_k)$, through different intermediate electronic transitions for $E_k = 1.58$ eV. Phase differences between different pathways arise mainly from the resonance factor, $R_k$. In particular, pathways with transition energies $E_k$ above and below energy $E_{\text{ex}}-\hbar\omega(G)/2$ have an average phase difference of $\pi$, and they interfere destructively if all quantum pathways are allowed, leading to an overall weak Raman signal. Blocking pathways below $E_{\text{ex}}-\hbar\omega(G)/2$, thus, leads to a large enhancement of G-mode Raman scattering. When $2E_F$ is increased further, more in-phase pathways are blocked and the Raman intensity starts to decrease.

The above results show that the simple picture of G-mode graphene Raman scattering, in which only the on-resonance pathways are considered, is invalid. This unexpected phenomenon presents evidence for a new understanding of resonance Raman scattering in graphene.

4.2 Fano resonance in multilayer graphenes

A Raman peak usually exhibits a symmetric Lorentzian line shape, such as the G peak in 3LG and graphite, as shown in Fig. 12(a). However, the C modes in AB-NLG and graphite show Fano line shapes, as shown in Fig. 12(b) for 3LG and graphite. The Fano resonance effect describes a quantum interference effect between a discrete state (in this case phonon states) and a continuum transition, in which the excited eigenstates are a mixture of the discrete and continuum states.\(^{193}\) Historically, the Fano line shape was observed in heavily doped silicon systems,\(^{194}\) metallic carbon nanotubes,\(^{195}\) nanowires,\(^{196}\) and topological insulators.\(^{197}\) The Fano resonance is highly asymmetric, in which the asymmetry of the line shape depends on the coupling coefficient between discrete and continuum states. The Fano lineshape can be expressed by\(^{70,198}\)

$$ I(\omega) = I_0 \frac{[1+2(\omega-\omega_0)/(\Gamma q)]^2}{1+4(\omega-\omega_0)^2/\Gamma^2} $$

where $I_0$, $\omega_0$, $\Gamma$, and $1/|q|$ are the intensity, uncoupled mode frequency, broadening parameters, and the coupling coefficient, respectively. The peak maximum is at $\omega_{\text{max}} = \omega_0 + \Gamma/2q$, whereas the full-width at half-maximum (FWHM) is $\Gamma(q^2+1)|q|^2-1$. Both are related to the coupling coefficient, $1/|q|$. The Lorentzian line shape recovers from the Fano shape in the limit of $1/|q| \rightarrow 0$.

The laser-induced electron–hole plasma and the multiphonon
resonance can be excluded as reasons for the Fano line shape because $\hbar\omega(G)$ remains constant and the C peak at 77 K has the same $1/|q|$ as at room temperature.\textsuperscript{70} The Fano line shape for the C mode, thus, is ascribed to the quantum interference between the C mode and a continuum of electronic transitions near the C mode, thus, is ascribed to the quantum interference between the adsorption of air molecules,\textsuperscript{59} have significant effects on the increase of the Fano resonance, regardless of doping.\textsuperscript{199} The Fano resonance is asymmetric peak. The G band of AB-2LG does not exhibit any line shape. Many factors, such as charge transfer coefficient in this effect becomes more significant. Therefore, the coupling between phonons and intercalation agent\textsuperscript{58,59,61,115} and the quantum interference. Many factors, such as charge transfer from the substrate or an intercalation agent\textsuperscript{58,59,61,115} and the adsorption of air molecules,\textsuperscript{59} have significant effects on the increase in the Fermi level (especially for $E > E(C)/2$), thus reducing the coupling coefficient. As the graphene flakes become thinner, this effect becomes more significant. Therefore, the coupling coefficient in NLG decreases with decreasing N.

In principle, the G mode in graphene and NLG should also exhibit the Fano line shape. Indeed, the G band of 1LG exhibits an asymmetric line shape near the charge neutrality point as a manifestation of Fano resonance, whereas the line shape is symmetric when the graphene sample is electron or hole doped.\textsuperscript{199} The observed Fano resonance can be interpreted as an interference between the phonon and excitonic many-body spectra in graphene.\textsuperscript{199} However, the line shape of the G mode in neutral 1LG shows only a very slight asymmetry because of the small $1/|q|$, ~0.07, which is much smaller than that of the C modes (~0.3\textsuperscript{70}), leading to an almost imperceptibly asymmetric peak. The G band of AB-2LG does not exhibit any Fano resonance, regardless of doping.\textsuperscript{199} The Fano resonance can also be observed in the infrared spectra of phonons in NLG because of the strong coupling between phonons and interband electronic transitions.\textsuperscript{200,201}

4.3 Resonant Raman spectroscopy of twisted multilayer graphene

In comparison to AB-NLG, the band structures of $t$NLG are significantly affected by the presence of a twisted interface and Moiré pattern, introducing several $t_\theta$-dependent VHSs to the density of states (DOSs).\textsuperscript{57,71,182,185,186} The relationship between the energies of the VHSs of parallel bands near $K$ and $\theta_\parallel$ can be estimated,\textsuperscript{186} $E_{\text{VHS}} \approx 4\pi n_l \hbar v_f / \sqrt{3a}$, where $a$ is the lattice constant of graphene (2.46 Å), $h$ is the reduced Planck's constant, and $v_f$ is the Fermi velocity of 1LG (~10^6 m s^-1). For a fixed laser excitation energy $\hbar\omega$, the Raman signal of $t(1+1)$LG is enhanced around a specific $\theta_\parallel$ when $\hbar\omega$ matches the VHS energy of the corresponding $t(1+1)$LG.\textsuperscript{185,186} Similar results had been observed in $t(m+n)$LG.\textsuperscript{202}

To probe the intrinsic resonant Raman behavior of $t(m+n)$LG, it is necessary to study a $t(m+n)$LG with specific $\theta_\parallel$ using tunable excitation energies. Indeed, as shown in Fig. 13(a), $I(G)$ of a $t(1+1)$LG can be enhanced by a factor of more than 30 at a specific $\epsilon_\parallel$. In the quantum mechanical picture of Raman scattering, incident photons first excite a set of intermediate electronic states, which are then scattered by phonons and radiate energy-shifted photons. However, only the optically allowed electronic transitions are involved in the resonant Raman process. Therefore, the VHS energies of JDOS\textsuperscript{OAT} should be considered for Raman resonance in $t(m+n)$LG. JDOS\textsuperscript{OAT} can be calculated using the following equation:\textsuperscript{57}

\begin{equation}
\text{JDOS}_{\text{OAT}}(E) \propto \sum_{\theta} \sum_{k} \left| M_{ij}(k) \right|^2 \delta \left( E_{ij}(k) - E \right)
\end{equation}

where $M_{ij}(k)$ is the optical matrix element between the $i$th conduction and $j$th valence bands, and $E_{ij}(k)$ gives the transition energy of a $i \rightarrow j$ band pair at the wave vector $k$. The band structure of $t(1+1)$LG with 10.6° ($p,q = (1,9)$) is calculated and shown in Fig. 13(b), and the optically allowed transitions are marked by dashed arrows. The squared optical matrix elements of the corresponding transitions are shown in Fig. 13(c). Indeed, the transitions with energy ~1.15 eV between parallel bands along $K-M$ are forbidden, as indicated by solid arrows with crosses. The JDOS\textsuperscript{OAT} of $t(1+1)$LG is shown in Fig. 13(d). There is one distinctive VHS in the JDOS\textsuperscript{OAT} of $t(1+1)$LG, which is...
labeled by an arrow. When $\varepsilon_L$ matches the VHS energies of $J_{\text{DOS}}^{\text{SAT}}$ of the $(1+1)LG$, the Raman resonance of the G mode occurs. The experimental $\varepsilon_L$-dependent peak area of the G mode ($A(G)$) in $(1+1)LG$ can be well fitted using the calculated VHS energy of 1.95 eV.

The DR process in $(1+1)LG$ is more complicated than that in $1LG$ because of the zone-folding effect of the band structures. Similar to $1LG$, the 2D peak of $(1+1)LG$ usually shows a single Lorentzian peak; however, the FWHM and frequency of the 2D peak in $(1+1)LG$ also depend on $\varepsilon_L$.186,203,204

The resonance Raman behavior of $(m+n)LG$ ($m > 1$, $n > 1$) becomes complicated because of its novel band structures and EPC. Because there may exist multiple VHS energies of $J_{\text{DOS}}^{\text{SAT}}$ in $(m+n)LG$, the resonant profiles of $A(C)$, $A(LB)$, and $A(G)$ are usually composed of several subpeaks corresponding to each VHS energy.57 The strong resonance Raman effect makes the C and LB modes observable in $(m+n)LG$, paving the way to probe interface coupling and stacking orders of $tNLG$, especially for CVD-grown $tNLG$.57,71,144,202,205

5 Disordered monolayer and multilayer graphenes

One generally refers to defects in graphene as anything that breaks the symmetry of the infinite carbon honeycomb lattice.206 The amount and nature of the defects strongly depend on the production method and may change from sample to sample. Both the amount and the nature of defects can have a strong influence on the properties of graphene samples.208 For example, atomic-sized defects can introduce midgap states close to the Dirac point and have been identified as the major limiter of electron mobility for graphene deposited on substrates.209,210 Extended line defects could be used to guide charge, as well as spin, atoms, and molecules.211,212 Defects also have a strong influence on chemical reactivity, which makes defective graphene a prospective catalyst.213 It is crucial to understand how the defects in graphene affect its Raman spectrum and how to use Raman spectroscopy to identify these defects.

5.1 Raman spectra of defect-containing graphene flakes

It is well-known that, with respect to pristine graphite and graphene, additional Raman modes can be observed in disordered graphite and graphene, e.g., the so-called D and D’ modes. These modes cannot be attributed to the vibration mode from defects themselves, but correspond to phonons with momentum $q \neq 0$ because of the presence of defects in the sample. This defect induced process is not allowed in a purely crystalline sample (without defects) because of momentum conservation. The intensity, peak position, and linewidth of the Raman modes in pristine graphite and graphene can significantly change with the increasing number of defects.

Fig. 14(a) shows an example of the Raman spectra of $1LG$ samples subjected to different ion implantation conditions.15 By increasing the ion dose, $I(D)$ increases from the zero value of pristine $1LG$. Above $10^{13}$ Ar$^+$ per cm$^2$ the Raman peaks start to broaden significantly. Above $10^{15}$ Ar$^+$ per cm$^2$ the spectra show a decreased intensity, indicating the full amorphization or
partial sputtering of the graphene layer.\(^{15}\) Fig. 14(b and c) show the peak intensity and peak area (integrated intensity) of the D, G, D', and 2D modes in oxidized graphenes with increasing plasma exposure.\(^{206}\) Note that the units are arbitrary, that is, we can compare the trend of the different peaks with exposure time, but we cannot compare the absolute numbers for a fixed time. The number of defects increases with increasing plasma exposure time. \(I(D)\) and \(I(D')\) show similar trends to that of Ar\(^+-\)implanted 1LG, as shown in Fig. 14(a). The evolution of \(I(D)\) with respect to the number of defects can be divided into two stages. In stage 1, the low defect stage, \(I(D)\) increases with respect to the number of defects. In stage 2, as the number of defects further increases, \(I(D)\) decreases, as shown in Fig. 14(b and c). Interestingly, \(I(2D)\) decreases sharply in stage 2. Because the 2D mode can be easily observed only when the crystallinity of graphene is high (pristine or with a few defects), it can be employed as an indicator of relatively high-quality graphene. \(I(G)\) in Fig. 14(b) slightly decreases with increasing plasma exposure time, and \(A(G)\) shows the opposite behavior because of the width broadening. \(I(G)\) and \(A(G)\) at low defect concentrations are insensitive to the number of defects because they arise from the in-plane C–C bond stretching of all pairs of sp\(^2\) atoms in both rings and chains.\(^{214}\) This makes \(I(G)\) or \(A(G)\) an intensity reference for the defect-induced Raman modes in defect-containing graphene flakes, as discussed later.

The Raman intensity of the defect-induced modes (e.g., D and D') is proportional to the average number of defects in the unit cell, \(n_g\), at a low defect concentration. Based on the double resonance theory,\(^{215}\) the intensity of a Raman mode in graphene is closely related to the finite lifetime \(\tau\) of the electronic states involved in the Raman process, which corresponds to a line broadening energy \(\gamma = \hbar/\tau\) because the electronic states interact, e.g., with phonons and defects. The total broadening energies \(\gamma^\text{tot}\) should consider the sum of the broadening of the corresponding electronic states. \(\gamma^\text{tot}\) can be considered as the sum of two contributions, \(\gamma^\text{ep}\) and \(\gamma^\text{i}\), where \(\gamma^\text{ep}\) is the intrinsic broadening (present in perfectly crystalline samples) arising from electron–phonon scattering and \(\gamma^\text{i}\) is extrinsic (induced by the presence of defects and dependent on the sample quality), arising from electron-defect elastic scattering. For a simplified case, \(\gamma^\text{tot}\) depends only on the excitation energy, \(\epsilon_L\), of the type of defect and its concentration, \(n_d\), through \(\gamma^\text{tot} = \gamma^\text{ep}(\epsilon_L) + \gamma^\text{i}(\epsilon_L, n_d)\).

The D mode depends on \(n_d\), through two distinct mechanisms. First, it is proportional to \(n_d (I(D) \propto n_d)\). Secondly, it depends on \(n_d\) through electron/hole broadening energies \(\gamma^\text{tot} = \gamma^\text{ep} + \gamma^\text{i}\). With increasing \(n_d\), \(\gamma^\text{D}\) increases, thus leading to a decrease in the intensity of the resonant phonon modes. At low defect concentrations \((\gamma^\text{tot} >> \gamma^\text{D})\), the first mechanism is dominant and, thus, \(I(D)\) increases as \(n_d\) increases. With further increasing \(n_d\), the second mechanism becomes dominant, leading to a decrease in \(I(D)\). However, \(I(2D)\) is sensitive to \(\gamma^\text{tot}\) and the electronic structure of the defect-containing graphene. Therefore, \(I(2D)\) decreases with \(\gamma^\text{tot}\) broadening when the band structure changes slightly.\(^{215}\) The process can also be divided into two steps: (1) \(\gamma^\text{ep} \gg \gamma^\text{D}\) and \(\gamma^\text{tot} \sim \gamma^\text{ep}\), where \(I(2D)\) remains constant, and (2) \(\gamma^\text{D} \gg \gamma^\text{ep}\) and \(\gamma^\text{tot} \sim \gamma^\text{D}\), where \(I(2D)\) reduces continuously. Thus, the decreasing slope of \(I(2D)\) depends on how heavily the various types of defects influence the graphene, in particular, the band structure. Some special laser lines should be chosen to enhance the 2D band when the bandgap is open to the visible and even ultraviolet range, similar to that in carbon nanotubes.\(^{216,217}\) Furthermore, for defect-containing graphene in stage 2, \(I(2D)\) gradually becomes weaker. \(I(2D)\) can even become invisible for heavily disordered graphene. In this case, the graphene sheet starts to be dominated by the fully-disordered areas. The above analysis can be extended to different types of defects, allowing the characterization of the defects in graphene.

Raman spectra of ion-implanted MLGs show similar spectral features to that of 1LG, as discussed above.\(^{207,218}\) As depicted in Fig. 14(d), the D band of ion-implanted 1LG exhibits an asymmetrical lineshape and can be fitted by two Lorentzian subpeaks, i.e., the D\(_1\) and D\(_2\) peaks, which result from two DRaman processes, as demonstrated in Fig. 4(f and g), respectively. \(I(D_1) = 3I(D_2)\).
If we assume that one of the two D subpeaks corresponding to each 2D component in the MLGs is dominant, as in 1LG, the D band profiles should be very similar to the corresponding 2D band. Indeed, similar profiles of the D and 2D bands have been observed for ion-implanted NLG, as indicated by the arrows in Fig. 14(b). When NLGs are implanted by the same ion dose, I(D) becomes weaker with increasing N because the average number of defects in ion-implanted NLG decreases with increasing N.

5.2 A general model for point defects and line defects

Point and line defects are two typical sets of defects in graphene, whose schematic diagrams are shown in Fig. 15(a and b), respectively. Point defects are characterized by the average distance between nearest defects (\(l_{D}\)) or by the defect density (\(\omega = 1/l_{D}^2\)). The typical point defects in graphene and MLG can be introduced by ion implantation or ion-bombardment.15,16,66,207 These techniques have been used for other two-dimensional materials to create point defects.220–222 Line defects are characterized by their average crystallite size (\(L_{c}\)) or by the crystallite area (\(L_{a}^2\)). A highly crystalline turbostratic graphitic structure from amorphous carbon under a high heat treatment temperature is formed by graphene layers with line defects.223,224 Most graphene samples are likely to exhibit both types of defects, as illustrated in Fig. 15(c). Raman spectroscopy is an ideal tool to identify the number of defects.15,77,219 Thus, we will address a phenomenological theory to identify the concentrations of point and line defects using \(I(D)/I(G)\) or \(A(D)/A(G)\) in the following paragraphs.

Because of the quantum confinement effect, the FWHM of the G peak (\(\Gamma_G\)) increases with increasing defect density. Fig. 15(d) shows \(\Gamma_G\) as a function of \(L_{D}\) or \(L_{D}/L_{G}\). \(\Gamma_G\) increases exponentially as the phonon localization length \(\xi\) decreases with respect to the phonon coherence length \(l_{ph}\), as proposed by Ribeiro-Soares et al.224

\[
\Gamma_G(L_{D}/L_{G}) = 15 + 87 \exp (-\xi/l_{ph}). \tag{10}
\]

For samples containing only line defects, \(\xi = L_{a}\) (because phonons are confined within a crystallite size of \(L_{a}\)). For samples with pure point defects, \(\xi = xL_{D}\), where \(x = 10\). Point defects are less effective in localizing phonons compared to line defects; therefore, \(x > 1\). The experimental data are in good agreement with theory (solid and dashed lines, respectively, as shown in Fig. 15(d)).

The other protocol is based on the intensity ratio between the disorder-induced D band and the G band, i.e., \(I(D)/I(G)\). To avoid the influence of peak broadening and the wavelength dependence of the peak intensity, the integrated intensity (peak area) ratio, \((A_D/A_G)E_{L}^{A}\), is considered here. \((A_D/A_G)E_{L}^{A}\) as a function of \(L_{D}\) and \(L_{G}\) is shown in Fig. 15(e). There are two stages for the evolution of \((A_D/A_G)E_{L}^{A}\) with increasing defect density.

---

**Fig. 15** Illustrations of graphene samples with point defects (a) and line defects (b). (c) Illustrations of a graphene sample containing both point and line defects. The red regions in (a–c) define the structurally damaged area (S-region), and the green circles and lines in (a–c) are the activated area (A-regions) where the D band is active. (d) \(\Gamma_G\) as a function of \(L_{D}\) or \(L_{G}\). The solid and dashed lines are the plots of eqn (10) as a function of \(L_{D}\) (\(\xi = L_{D}\)) and \(L_{G}\) (\(\xi = 10L_{D}\)), respectively. (e) \((A_D/A_G)E_{L}^{A}\) as a function of \(L_{D}\) or \(L_{G}\). The solid and dashed lines are the plots of eqn (11) and (12) as a function of \(L_{D}\) and \(L_{G}\), respectively. (f) \((A_D/A_G)E_{L}^{A}\) as a function of \(\Gamma_G\). The solid and dashed lines are obtained by simultaneously solving eqn (10) vs. eqn (11) and eqn (10) vs. eqn (12), respectively. (g and h) Theoretical calculation for \((A_D/A_G)E_{L}^{A}\) as a function of the G band spectral linewidth \(\Gamma_G\). The symbols were obtained from numerical simulations. In (g), equal symbols connected by lines represent samples with a given \(L_{D}\) value (indicated in the legend), with decreasing \(L_{D}\) distances from smaller to larger \(\Gamma_G\) values. (h) The opposite: equal symbols connected by lines represent samples with a given \(L_{G}\) value (indicated in the legend) with decreasing \(L_{G}\) distances from smaller to larger \(\Gamma_G\) values. Reproduced with permission from ref. 219. Copyright 2017, IOP Publishing.
In the low defect density stage, \((A/D)E_L^4\) increases, because the intensity of the D peak increases with increasing number of defects. At a high defect density stage, \((A/D)E_L^4\) decreases because the disordered lattice structure reduces \(A_D\). The evolution of \(A_D/A_C\) can be understood quantitatively using a phenomenological model.\(^{15}\) For point defects, a single point defect on the graphene sheet causes modifications on two length scales, here denoted as \(r_A\) and \(r_S\) (with \(r_A > r_S\)), which are the radii of two circular areas measured from the impact point. Within the shorter radius \(r_S\), structural disorder from the impact occurs, labeled as the structurally damaged region (S-region) and marked in green in Fig. 15(a and c). For distances larger than \(r_S\) but shorter than \(r_A\), the lattice structure is preserved, but the proximity to a defect causes a breaking of selection rules, and leads to an enhancement of the D band, labeled as the activated region (A-region) and marked by red in Fig. 15(a and c). Similarly, the S-region and A-region of line defects are shown in Fig. 15(b and c). Thus, the emergence of the D mode requires both A- and S-regions. \((A/D)E_L^4\) is dominated by the competition between the S- and A-regions. At a low defect density, there is no competition between the S-region and A-region, leading to an increase in \((A/D)E_L^4\). At a high defect density, the A-region is occupied by the S-region, leading to a decrease in \((A/D)E_L^4\). Based on this phenomenological model, \((A/D)E_L^4\) as a function of \(L_a\) or \(L_D\) can be given by solving the approximate rate equations for the evolution of S- and A-regions:

\[
\frac{A(D)}{A(G)}E_L^4(L_a) = \frac{1}{L_a}[467.36L_a - 1384.6 - 224.96(L_a - 4)\exp\left(\frac{4 - L_a}{4.1}\right)],
\]

\[
(11)
\]

and

\[
\frac{A(D)}{A(G)}E_L^4(L_D) = 51 - \frac{51}{\exp(15.2/L_D)} + \frac{4298.6}{L_D\exp(15.2/L_D^2)\exp(15.2/L_D^2)}.
\]

\[
(12)
\]

As shown in Fig. 15(d and e), the defect-density-dependent behavior of \(I_G\) is different between the point and line defects. This is also true for \((A/D)E_L^4\). Thus, by combining the experimental \(I_G\) and \((A/D)E_L^4\), the defect types can be identified, as shown in Fig. 15(f).

For the situation where the line and point defects coexist, \((A/D)E_L^4\) as a function of \(L_a\) and \(L_D\) can also be given by solving the approximate rate equations for the evolution of the S- and A-regions:

\[
\frac{A(D)}{A(G)}E_L^4(L_a, L_D) = 51 - \frac{51}{\exp(15.2/L_D^2)} + \frac{4300.8(L_a - 4)^2}{L_a^2L_D^2\exp(15.2/L_D^2)}
\]

\[
+ \frac{491.68L_a - 249.28(L_a - 4)\exp\left(\frac{4 - L_a}{4.1}\right) - 1481.92}{L_D^2\exp(15.2/L_D^2)}.
\]

\[
(13)
\]

Fig. 15(g and h) show the theoretical calculation of \((A/D)E_L^4\) as a function of the G band spectral linewidth, \(I_G\), for the coexistence of point and line defects. Because both crystallite size and point defects contribute to phonon localization, the localization length \(\xi\) is chosen as the minimum value between \(L_a\) and \(L_D\), for the calculation of \(I_G\). The plots in Fig. 15(g and h) provide a user-friendly diagram for the quantification of defects by varying \(L_a\) and \(L_D\), respectively. The dashed lines in Fig. 15(g and h) are the same plot of \(I_G\)-dependent \((A/D)E_L^4\) obtained from eqn (13) and (10) by varying \(L_D\) and considering a fixed value of \(L_a = 500\) nm \((L_a \rightarrow \infty\), which reproduces pure point defects). Similarly, the solid lines in Fig. 15(g and h) correlate the \(I_G\)-dependent \((A/D)E_L^4\) obtained from eqn (13) and (10) for different \(L_a\) with \(L_D\) fixed at 500 nm \((L_D \rightarrow \infty\), which reproduces pure line defects). These two curves delimit a phase space that embraces samples with point and line defects. One can obtain the density of line and point defects by locating the positions in Fig. 15(g and h) according to the experimental \((A/D)E_L^4\) and \(I_G\).

Fig. 15(g and h) and the related equations contain clear specifications for the quantification of defects, establishing a protocol for disentangling the contributions of point-like and line-like defects in the Raman spectra of graphene-based materials. \(L_a\) and \(L_D\) are important structural parameters to identify the transition between perfect graphene and amorphous carbon. The evaluation of the values from Fig. 15(g and h) is useful for understanding and optimizing the synthetic, purification, and functionalization processes of graphene-based materials, such as graphitic nanocarbon made for inks\(^{225}\) and conductive coatings.\(^{226}\)

5.3 Edges

Edges naturally exist in graphene samples and also appear when graphene layers are etched into nanoribbons and quantum dots.\(^{227,228}\) The properties of graphene strongly depend on the edge orientation in different crystallographic directions.\(^{229-231}\) Edge is a special kind of defect because the translational symmetry is broken here. An immediate consequence of symmetry breaking is the Raman activation of the defect-related modes, such as the intervalley scattering mode (i.e., D\(^{0}\)), which can be activated both by armchair and zigzag edges.\(^{26}\) Because the atomic structures of perfect zigzag and armchair edges in a graphene layer are only constructed from the two outermost atoms at the edge, the edge of the graphene layer is quite different from line defects, as discussed in Section 5.2.

To understand the Raman spectrum at graphene edges, the Raman process in real space should be considered. In real space, phonons, defects, electrons, and holes can be viewed as quasi-particles. A complete Raman process is limited by the
momenta (spatial extent and direction) of electrons and holes. Therefore, first, a perfect armchair edge requires that the electronic momentum is perpendicular to the edge so that electron and hole can meet and recombine radiatively to activate the D mode. Moreover, the spatial extent of electron and hole involved in the DR Raman process to meet and recombine radiatively is estimated to be \( \sim 4 \text{ nm} \), which means that only the zone \( \sim 4 \text{ nm} \) from the edge contributes to the D mode, as shown in Fig. 16(b).\(^{56}\). The D mode at perfect armchair edges shows polarization dependence because of the requirements of the DR Raman process. When the polarization of the incident laser is along the \( K-M \) direction, the D mode presents the strongest intensity. For a linearly polarized light oriented at an angle \( \theta \) with respect to the perfect armchair edge, the \( \theta \)-dependent \( I(D) \) is: \( I(D) \propto \cos^2(\theta) \), as shown in Fig. 16(c). For the D' peak, its real-space Raman process is analogous to that of the D peak. For both zigzag and armchair edges, this leads to the same \( I(D') \propto \cos^2(\theta) \) dependence.\(^{56,75–77,232}\). For ideal edges, the D peak is zero for zigzag orientations and large for armchair orientations. However, for real samples, \( I(D)/I(G) \) does not always show a significant dependence on the edge orientation. For exfoliated samples, even though edges can appear macroscopically smooth and oriented at well-defined angles, they are not necessarily microscopically ordered.\(^{77}\). In this case, the polarization dependence for a disordered edge is determined by contributions from armchair and zigzag segments with different orientations.

In the case of MLG edges, each graphene layer in MLG will contribute its own edge to the overall edges. Ideal MLG edges should exhibit good alignment of all the edges of the graphene layers, as shown in Fig. 17(a and b) for 2LG and 3LG cases, respectively. In reality, each graphene layer in MLG is misaligned with adjacent layers to a significant extent, from micrometers (see Fig. 17(c)) to nearly zero. This is also true of CVD-grown NLG samples.\(^{202}\). The well-aligned NLG edge can be denoted as \( nLG_{mE} \), where the subscript \( E \) refers to ‘edge’. In the general case, a specific alignment configuration at the \( nLG \) edge is the well-aligned edge of \( mLG \) (including \( m = 1 \)) lying on \( (n-m)LG \), denoted as \( nLG_{mE} \) (\( n > m \)). The edge of a graphene layer lying on \( (n-1)LG \), denoted as \( nLG_{1E} \), is a building block for MLG edges, and, thus, the edges of each graphene layer in Fig. 17(d) can be denoted as \( 1LG_{1E} \), \( 2LG_{1E} \), \( 3LG_{1E} \), and \( 4LG_{1E} \).

Raman spectroscopy is a rapid and nondestructive technique to identify MLG edges.\(^{207,218}\) Fig. 17(e) depicts the Raman spectra of a graphene flake at \( nLG_{1E} \) edges (\( n = 1, 2, 3, 4 \)), which can be clearly identified in the optical image. The D-band profile at \( nLG_{1E} \) resembles that of ion-implanted NLG. Because only one graphene layer contributes to the D band at \( nLG_{1E} \) (\( n > 1 \)), its intensity is weaker than that at the corresponding \( nLG_{mE} \).
The 2D bands at $n\text{LG}_{1E} \ (n > 1)$ are composed of the 2D bands from $n\text{LG}$ and $(n-1)\text{LG}$, as shown by the dashed lines in Fig. 17(e). Moreover, based on the spectral features of the D and 2D bands, the alignment configurations of the edges in NLG can be identified.\(^{207}\) It is possible to identify the misalignment distance between $2\text{LG}_{1E}$ and $1\text{LG}_{1E}$ of $2\text{LG}$ down to the nanometer scale.\(^{218}\)

5.4 Probing the nature of defects in graphene by Raman spectroscopy

According to their nature and origin, defects in graphene can be defined such as edges, implanted atoms, vacancies, grain boundaries, and defects associated with a change in carbon hybridization, for example, from sp\(^2\) to sp\(^3\).\(^{206}\) One, two, or more kinds of defects can exist in a graphene sample. The general models for point defects introduced by implanted atoms, line defects, and edges have been discussed above. Vacancies (see Fig. 18(a)) can be viewed as point defects\(^{15,16,237}\) that are slightly different from common point defects\(^{66,219}\) induced by the ion-implantation technique. The grain boundaries are the interfaces between two graphene domains with different crystallographic orientations and can be defined by the misorientation angle between two crystalline domains,\(^{238}\) e.g., the misorientation angle for grain boundary in Fig. 18(b) is $27^\circ$. This type of defect can behave as a line defect.\(^{208}\) However, it is difficult to define a similar parameter for the vacancy and grain boundary defects in the same way as the $L_D$ and $L_A$ parameters in common point or line defects.

The sp\(^3\)-type defects are usually induced by chemical decoration, such as mild oxidation, hydrogenation, or fluorination.\(^{130,239-242}\) Thus, they are also known as chemical defects. By attaching exotic atoms to each site of graphene, as illustrated in Fig. 18(c), the optical, electronic, and magnetic properties can be modified. For example, the change of the hybridization of carbon atoms from sp\(^2\) to sp\(^3\) can remove the conducting $\pi$ band and open the energy gap\(^{240,242,243}\) or form local magnetic moments.\(^{244,245}\) Therefore, the quantitative characterization of such defects in graphene-based systems via Raman spectroscopy is of intense research interest.

Here, we take fluorinated graphene as an example to elucidate the Raman fingerprint of sp\(^3\)-type defects (chemical derivatives),\(^{130,246}\) which can be prepared by the mechanical cleavage of graphite fluoride or by exposing the graphene to atomic fluorine compounds such as XeF\(_2\) and CF\(_4\) plasma. Fig. 18(d) shows the Raman spectra of fluorinated graphene after repeated exposure to XeF\(_2\) plasma. As shown in the figure, prominent defect-induced D and D' peaks have emerged. Fig. 18(e) summarizes $I(D)/I(G)$ and $I(2D)/I(G)$. The $I(D)/I(G)$ ratio suddenly increases after the initial fluorination and then gradually decreases to saturation upon increasing the fluorination time. However, the $I(2D)/I(G)$ ratio monotonically decreases. Both the G and 2D modes broaden and the D' peak overlaps with the G modes after continuous fluorination. $I(G)$ changes only slightly for fluorination times of less than 9 h. Although it is difficult to characterize the sp\(^3\)-type defect concentration quantitatively in this case, $I(D)/I(G)$ and $I(2D)/I(G)$ follow a two-stage evolution, as depicted in Fig. 14(b and c).

Compared with the other types of defects, one characteristic feature of sp\(^3\)-type defects is that such defects can be partially recovered under specific conditions.\(^{235,240,246}\) In the case of...
after treatment in acetone. The defluorination process is attributed to the presence of vacancies after different treatment times in acetone. The recovery of the 2D peak and weakening of \( I(D') \), as well as the reduction in the FWHM of all peaks, can be clearly observed, implying that the sample undergoes defluorination. After defluorination, although the \( I(2D)/I(G) \) ratio increases, \( I(D)/I(G) \) is still so large that the full recovery of defects cannot occur. The sharp D peak after the defluorination process is attributed to the presence of vacancies in the fluorinated graphene, which cannot be recovered again after treatment in acetone. The defluorination is more likely to occur in a more polar solvent, such as acetone, isopropanol, and deionized water, because a polar solvent is more likely to interact with the F atoms attached to the graphene.

Until now, significant work has been performed to investigate the nature of defects in graphene-based systems, usually using the D and D' modes. Generally, both the D and D' modes show similar trends in peak intensities and widths at low defect concentrations. In this case, \( I(D) \) and \( I(D') \) increase with increasing ion dose and fluorination time, as shown in Fig. 14(a) and 18(d), respectively. When investigating the intensities, different types of defects can induce different features in the D and D' modes. Two representative Raman spectra (with low defect concentrations) of fluorinated graphene and defective graphene obtained by anodic bonding in graphene are shown in Fig. 18(g), where the D, G, and 2D modes exhibit similar intensities but those of \( I(D') \) are quite different. Fluorinated graphene has a higher \( I(D)/I(D') \) than defective graphene formed by anodic bonding. Considering both D and D' modes are defect-induced modes, \( I(D) \) and \( I(D') \) are linearly proportional to the defect concentration. Consequently, \( I(D)/I(D') \) only depends on the physical origin of the defect but is independent of the defect concentration. This suggests that \( I(D)/I(D') \) can be used to identify the nature of the defects. Using a systematic analysis of their relationship of all types of defects, such as sp\(^2\)-type defects, vacancies, and boundaries, the \( I(D)/I(D') \) values are revealed to reach maximum (~13) for sp\(^2\)-type defects and decrease to ~7 for vacancies and ~3.5 for boundaries. Interestingly, \( I(D)/I(D') \) of the pristine defects introduced by anodic bonding is the same as that of ion-implanted graphene, which is an indicator of vacancy-like defects. Therefore, \( I(D)/I(D') \) can be used experimentally to obtain information on the nature of defects in graphene. This makes Raman spectroscopy a powerful tool to fully characterize the disorder in graphene.

6 Identifying number of layers of graphene flakes by Raman spectroscopy for standardization

There are several hundred companies worldwide producing or using graphene-based materials. Many issues concern the large-scale production, processing, and application of graphene-based materials outside of the laboratory. For industry to have confidence in the graphene materials that are produced commercially, the properties of these materials must be accurately, reliably, and reproducibly measured. For example, the properties of graphene flakes are strongly related to their thickness, i.e., number of layers (N), and, thus, the determination of N of graphene flakes is critical for quality appraisal in graphene industrial products. According to the N-dependent band lattice vibrations and band structures, the value of N of graphene flakes can be identified by several parameters (position, profile, and intensity) of the corresponding Raman bands. Thus, Raman spectroscopy can be expected to serve as a robust, fast, accurate, nondestructive, and even substrate-free approach for the N counting or thickness identification of graphene flakes produced by micromechanical exfoliation, CVD growth, or transfer processes on various substrates, bridging the gap between the characterization and international standardization of the thickness determination of graphene flakes and the gap between academia and industry.

6.1 Identification of monolayer graphene

The \( I(G) \) of NLG deposited on a SiO\(_2\)/Si substrate increases monotonically until reaching ten or more layers and decreases for thicker graphene flakes. To identify N of NLG by \( I(G) \), the crucial step is to distinguish 1LG in the graphene flake. For exfoliated flakes on a SiO\(_2\)/Si substrate, the 2D band exhibits a single Lorentzian peak, while AB-nLG (n = 1) and ABC-nLG (n > 2) exhibit broad bands, which can be fitted by several Lorentzian peaks. Therefore, the profile of the 2B band can be used to identify 1LG in the exfoliated flakes, as shown in Fig. 19(a). This method is a substrate-free approach to identify the exfoliated 1LG on any substrate.

It is challenging to identify 1LG produced by CVD and other methods. For example, CVD-2LG tends to be \( I(1+1)LG \), in which the 2D-band profile is mostly likely to be a single Lorentzian peak with a blueshift in peak position because of its small Fermi velocity. Therefore, a single Lorentzian peak of the 2D band is no longer a reliable index to identify 1LG in CVD-grown flakes. The \( I(G) \) of 1LG on a multilayer dielectric substrate is mainly modified by the multiple reflections at the interfaces and optical interference within the medium. If the CVD-grown flake contains 1LG, its \( I(G) \) should be approximately equal to that of ME-1LG when they are deposited on the same substrate. Thus, ME-1LG can be considered as a standard sample when it is transferred onto the same substrate as the CVD-grown flake to be characterized. By comparing the \( I(G) \) of the CVD-grown flake with that of the standard ME-1LG, CVD-1LG can be easily identified. Indeed, as shown in Fig. 19(b), the \( I(G) \) values of CVD-1LG and ME-1LG on SiO\(_2\)/Si are identical, although \( \omega(G) \) of CVD-1LG is blueshifted to 1590 cm\(^{-1}\) because it is slightly doped. Meanwhile, ME-1LG and CVD-1LG deposited on the same substrate should have similar optical contrast, almost identical amplitudes, and similar profiles, as demonstrated in the inset to Fig. 19(b), which is helpful to further confirm the identity of CVD-1LG.
This approach can be extended to identify 1LG produced by other methods, such as epitaxial growth on SiC. The 2D band of NLG epitaxially-grown on SiC also exhibits a single Lorentzian peak.23 Thus, it is necessary to transfer ME-1LG onto SiC for use as a standard sample to identify 1LG epitaxially grown on SiC.

### 6.2 Intensity of the G and Si peaks

Once 1LG has been determined, the experimental \( I(G) \) of NLG, i.e., \( I_{\text{NLG}}(G) \), normalized by \( I_{\text{1LG}}(G) \) must be compared with the theoretical one to precisely identify \( N \) of the graphene flakes. If NLG is exfoliated on the SiO\(_2\)/Si substrate, \( I_{\text{NLG}}(G) \) is modified by multiple reflections at the interfaces and optical interference within the four-layer structure, which contains air(\( n_0 \)), NLG(\( n_1 \), \( d_1 \)), SiO\(_2\)(\( n_2 \), \( d_2 \)), and Si(\( n_3 \), \( d_3 \)), where \( n_i \) and \( d_i (i = 0, 1, 2, 3) \) are the complex refractive index and the thickness of each medium, respectively, as shown in Fig. 20(a). The thickness of the SiO\(_2\) layer is denoted as \( h_{\text{SiO}_2} \). The transfer-matrix method can quantify the Raman intensities of NLG on multilayer structures,23,252 in which excitation wavelength, objective NA, and Raman tensor must be considered, and the s- and p-polarization components should be treated separately.23,252

Fig. 20(b) shows the experimental and theoretical \( I_{\text{NLG}}(G)/I_{\text{1LG}}(G) \) for NLG transferred onto a Si(110) substrate covered with 89 nm SiO\(_2\). \( I_{\text{NLG}}(G)/I_{\text{1LG}}(G) \) is not monotonically dependent on \( N \). However, the case of the Si Raman signal from the SiO\(_2\)/Si substrate beneath the NLG (denoted as \( I_0(\text{Si}) \)) is different. \( I_0(\text{Si}) \) decreases monotonically with increasing \( N \) because both the laser excitation and the Raman signal from the Si substrate are absorbed by the NLG flake. If \( I(\text{Si}) \) from the bare SiO\(_2\)/Si substrate is denoted as \( I_0(\text{Si}) \), \( I_0(\text{Si})/I_0(\text{Si}) \) can be used to identify graphene flakes with \( N \) up to 100 because of the strong Si Raman signal and high signal-to-noise ratio of \( I_0(\text{Si})/I_0(\text{Si}) \), as shown in Fig. 20(c). In general, this technique can be utilized to identify \( N \) of mechanically exfoliated NLG or epitaxially-grown NLG on SiC, whose complex refractive index is not sensitive to the \( N \) of NLG. This technique is not suitable for CVD-grown NLG because its \( I(\text{G}) \) exhibits \( N \)-dependent resonant behavior.

It should be noted that both \( I_{\text{NLG}}(G)/I_{\text{1LG}}(G) \) and \( I_0(\text{Si})/I_0(\text{Si}) \) are very sensitive to \( h_{\text{SiO}_2} \), objective NA, and laser wavelength (\( \lambda_{\text{exp}} \)). To get reliable theoretical values of \( I_{\text{NLG}}(G)/I_{\text{1LG}}(G) \) and \( I_0(\text{Si})/I_0(\text{Si}) \) to precisely identify \( N \) of graphene flakes, \( h_{\text{SiO}_2} \) must be confirmed by initial measurement by a spectroscopic ellipsometer or another technique, and it is better to use an objective with an NA smaller than 0.55. Considering that \( I_0(\text{Si})/I_0(\text{Si}) < 0.45 \) when \( N > 10 \), one can identify \( N \) \((N < 10)\) of NLG by \( I_{\text{NLG}}(G)/I_{\text{1LG}}(G) \) with a constraint condition of \( I_0(\text{Si})/I_0(\text{Si}) > 0.45 \). In principle, it is sufficient to determine \( N \) up to 10 because the electronic structure of NLG rapidly evolves with \( N \), approaching the three-dimensional limit of graphite at 10 layers.22

### 6.3 Peak profile of the 2D mode

As discussed above, the peak profile of NLG also shows \( N \)-dependent spectral features. Because the 2D band originates from a two-phonon DR Raman process, it is closely related to
the band structure of the graphene layers. 1LG has a single and sharp 2D band, but the 2D band of NLG can be fitted by multiple Lorentzian peaks because of the multiple resonance Raman processes related to its electronic band structures. Ferrari et al.14 clearly explained the changes of the 2D bands of monolayer and bilayer graphenes based on their line shape and peak positions. Zhao et al.15 have demonstrated that the 2D-band profiles of 1LG and AB-stacked NLG (N < 5) excited at 633 nm clearly exhibit distinct subpeaks, which can be used to identify 1LG and AB-stacked 2–4LG with AB stacking, as shown in Fig. 5, while the 2D bands excited by blue or green lasers do not exhibit these distinct features even for 3LG. However, for more than five graphene layers, the difference between their Raman spectra is insufficient to distinguish them accurately. Because the different components of the 2D band may exhibit different resonant behaviors with different laser excitations, it is very important to choose an appropriate laser wavelength to identify N of NLG.15

The peak profile of the 2D band can also be used to determine whether mechanically-exfoliated NLG is ABC-stacked.5,6,150

6.4 Peak positions of the C and LB modes

According to the LCM, ω(C) and ω(LB) of AB- and ABC-NLG are directly determined by N. However, at room temperature, only the C1 modes can be observed in AB-NLG,70 and both the C and LB modes are absent in ABC-NLG.150 Based on ω(C1,AB) = ω(Cbulk)cos(π/2N), one can determine N of AB-NLGs up to an N of 5.79 However, the weak I(C31) limits its application in the determination of N for AB-NLG.

For the tNLG, because of the formation of a Moiré superlattice, the band structure of tNLG is quite different from its constituents. A series of VHSs appear in the JDOSAT of tNLG, as revealed from its optical contrast.57 I(C) and I(LB) are significantly enhanced in tNLG once the excitation energy is in resonance with the energies of the VHSs in the JDOSAT, as shown in Fig. 10. Because the interface shear coupling in tNLG is only ~20% of the corresponding value in graphite, whereas the interface layer-breathing coupling in tNLG is almost identical to the bulk case, the observed C modes in tNLG are related to the shear vibrations of its constituents and the LB modes are revealed to be dependent on the total N of tNLG but not on its constituents. Therefore, the LB modes can be used to identify the number of layers of tNLG, while the C modes provide a convenient method to determine the number of layers of its constituents. For example, in t(2+3)LG, under the resonant condition, one can observe the C31 mode of the AB-2LG constituent, the C31 and C32 modes of the AB-3LG constituent, and the LB31 and (or) LB52 modes corresponding to AB-5LG. Because twisted stacking commonly occurs in CVD-NLG, this technique has been developed to distinguish the stacking orders of CVD-grown tNLG.202,205

In short, this approach, based on the interlayer vibrational modes, is a robust, nondestructive, and substrate-free way to identify N of AB-NLG and CVD-grown tNLG and the number of layers of the constituents in tNLG. The method can be extended to the determination of N of ultrathin flakes of other two-dimensional materials, such as semimetals (NiTe2 and VS2),153 semiconductors (WS2, WSe2, MoS2, MoSe2, MoTe2, TaS2, RhTe2, and PdTe2),151,155,156,234–239 insulators (HfS2)260 superconductors (NbS2, NbSe2, NbTe2, and TaSe2),261–263 and topological insulators (Bi2Se3 and Bi2Te3).160,264,265

7 Raman spectra of monolayer and multilayer graphenes under external perturbation

Graphene and MLG under external perturbation have attracted considerable attention because external perturbations can modify the electric, phonon, thermal, and mechanical properties of NLG. This facilitates various applications such as in tunable photonic devices, flexible electronics, FETs, and catalysts for hydrogen evolution.110,266 For example, the band gap of AB-2LG can be widened under an asymmetric electric field.267,268 Under the magnetic field, the quantum Hall effect and Berry phase in 1LG can be observed.98,269,270 Negative thermal expansion coefficients have also been observed.271,272 In addition, high-performance elastic properties and intrinsic strengths have been observed under stress.273,274

Raman spectroscopy is an ideal technique to probe the influence of external environmental conditions on material systems by spectral-feature analysis with high spectral resolution.56 This makes Raman spectroscopy useful in fundamental research and device characterization. Indeed, the phonon spectra of graphene are significantly affected by external perturbations, and their responses to external perturbations can be precisely probed by Raman spectroscopy.56,98,273 In the following sections, we will discuss how external perturbations, such as doping induced by an electric field or charge transfer, strain, and temperature, modify the Raman spectra of graphene and MLG and how to use Raman spectroscopy to probe those external perturbations.

7.1 Doping

The Fermi level of graphene can be tuned by doping, which makes it a candidate for use in electronic and photoelectric devices.266,277–279 The carrier density in graphene layers can reach a high level via electronic doping and chemical doping. By means of electronic doping, a gate voltage is used to tune the Fermi level, in which the doping level of graphene can reach up to 5 × 10¹³ cm⁻². Furthermore, A strong perpendicular electric field can open up a band gap of ~0.3 eV in 2LG.

Doped graphene at various top-gated voltages has been characterized by Raman spectroscopy, as shown in Fig. 21(a).60,63 The G peak stiffens and sharpens for both electron and hole doping (see Fig. 21(a and b)), implying the breakdown of the adiabatic Born–Oppenheimer (ABO) approximation.63 The 2D peak will blueshift monotonically when it is p-doped, but redshift when it is n-doped (see Fig. 21(c)).60,63 The doping level can be determined by I(2D)/I(G), as shown in Fig. 21(d), and will be discussed in detail later. Moreover, two splitting G modes (a symmetric, in-phase Raman-active mode and an
Besides electrostatic doping, NLG can also be doped chemically by depositing or absorbing atoms/molecules on one or both sides, and a charge carrier density is introduced by charge transfer between the chemical impurity and graphene layers.\textsuperscript{281–285} When 1–4LG flakes were dipped into sulfuric acid, H$_2$SO$_4$ molecules were found to be only physically adsorbed on the surface layers of the graphene flakes as an electron–acceptor dopant without intercalation.\textsuperscript{115} For example, 18 M H$_2$SO$_4$ can be used to fully dope NLG, whose Raman spectra are almost identical to those of stage-$N$ graphite intercalation compounds (GIC), as shown in Fig. 22(a). Here, the stage-$N$ GIC means a NLG sandwiched by two intercalant layers.\textsuperscript{121} The G peak of H$_2$SO$_4$-doped 1LG blue-shifts to 1624 cm$^{-1}$ from that (1582 cm$^{-1}$) of pristine flakes. The doped 2LG has a single G peak at 1613 cm$^{-1}$, which indicates symmetric doping on both sides, and there is no net electric field between the layers.\textsuperscript{115} Two G peaks (G$^+$ and G$^-$) have been observed in H$_2$SO$_4$-doped 3LG and 4LG. The G peak splitting shows that doping is primarily in the surface graphene layers, creating perpendicular electric fields that point inward. The interior layers have lower hole densities. This situation could also be created by top and bottom gates of the same voltage in a device configuration. With further increasing $N$, the electric field no longer penetrates the innermost layers, and, thus, the outermost two graphene layers on each surface have non-negligible doping, but the interior layers are undoped and experience no electric field. Thus, the $I(G^-)$ of the interior layers increases with increasing $N$.

Chemical doping of NLG ($N > 1$) can also be realized by intercalating molecules or atoms into the graphene layers, resulting in stage-$n$ GIC with $n \leq N$. In fact, stage-$n$ GIC can be considered as $n$ graphene layers sandwiched by two intercalant layers,\textsuperscript{121} where two adjacent $n$-graphene-layers are decoupled from each other. The charge transfer between intercalants and graphene layers in stage-$n$ GIC makes the $n$ graphene layers heavily doped.\textsuperscript{61,286} This can also occur for NLG, and the NLG IC is formed.\textsuperscript{61,286} NLG flakes can be intercalated by FeCl$_3$ by a two-zone vapor transport method to form stage-1 NLG ICs.
(see Fig. 22(b)). Fig. 22(b) also shows that \( \omega_s \) (G) of pristine 2LG and 3LG is significantly blueshifted to \( \sim 1624 \text{ cm}^{-1} \) after the intercalation, and their 2D bands exhibit a single Lorentzian profile, resulting in electronic decoupling of each layer in 2LG and 3LG ICs. The \( E_p \) of stage-1 NLG ICs can be as large as 0.9 eV, which can be confirmed by multi-wavelength Raman spectroscopy.61

To determine the doping level of 1LG by Raman scattering, in addition to multi-wavelength Raman spectroscopy,61 the \( E_p \) of p-doped 1LG or stage-1 NLG ICs can also be determined from \( \omega_s \) (G) and \( \sqrt{A(2D)/A(G)} \). Wang and co-workers found that the relationship between the Fermi level shift and \( \omega_s \) (G) peak position is linear if the Fermi level shift is larger than \( \sim 0.1 \text{ eV} \), as shown in the inset of Fig. 22(c). One can use the following relationship to determine the doping level,

\[
|E_p| = \Delta \omega_s \text{ (G)}/21, \tag{14}
\]

where \( \Delta \omega_s \text{ (G)}/21 \) is the frequency difference of the G mode between doped and pristine 1LG, and \( E_p \) is in eV. Furthermore, considering the influence of electron-electron interactions in 1LG, \( E_p \) as a function of \( \sqrt{A(2D)/A(G)} \) can be written as follows:61

\[
|E_p| = 0.9 \sqrt{A(G)/A(2D)} - 0.23, \tag{15}
\]

where \( E_p \) is in electronvolts. It must be noted that eqn (15) works only at an excitation wavelength of 514 nm. For other excitation wavelengths, the parameters in eqn (15) should be modified. Based on eqn (14) and (15), \( \sqrt{A(2D)/A(G)} \) is linear with \( \omega_s \) (G). Indeed, the data collected from different doping levels of doped 1LG and NLG ICs show a linear relationship between \( \sqrt{A(2D)/A(G)} \) (also \( \sqrt{I(2D)/I(G)} \)) and \( \omega_s \) (G). In stage-1 FeCl3-GIC, eqn (15) gives \(|E_p| \sim 0.85 \text{ eV} \), similar to that determined by the multi-wavelength Raman method.61

### 7.2 Magnetic fields

When graphite is exposed to a perpendicular magnetic field (\( B \)), the carriers precess around the zone edge in two-dimensional circular orbits, resulting in its electronic spectrum quenching into discrete Landau levels (LLs).287 This is also the case for 1LG. 1LG under \( B \) exhibits discrete fourfold (spin and valley) degenerate LLs with energies \( E_n = \text{sgn}(n) \sqrt{2n}\hbar c/\ell_0 \), where \( n \) is the index of LLs in the conduction \( (n > 0) \) and valence \( (n < 0) \) bands, \( \ell_0 = \hbar/eB \) is the electron velocity of the Dirac cone at zero \( B \), and the magnetic length, respectively, as shown in Fig. 23(a). The LL occupancy is characterized by the filling factor, \( \nu = 2n\rho_s/e \), where \( \rho_s \) is the carrier density. Fully filled LLs with \( n = 0, 1, \ldots \) have \( \nu = 2, 6, \ldots \) Electron excitations between LLs can be described in terms of magneto-excitations. If the energy of an optical phonon matches that of the inter-Landau-level (LL) transitions, the effects of electron–phonon interactions will be enhanced, so-called magnetophonon resonances (MPRs).88,94,95,96,288 According to the matrix structure of the interaction terms between different LLs, the following selection rules are optically active in 1LG:249

(i) \( n^- \rightarrow n^+ \); (ii) \( (n + 1)^- \rightarrow (n + 1)^+ \); and (iii) \( n^- \rightarrow (n + 1)^- \).
change in the G peak.\(^{95}\) When the carrier density is \(\sim 2 \times 10^{12} \text{ cm}^{-2}\), the G peak exhibits a strong, anticrossing like splitting, reaching \(\sim 150 \text{ cm}^{-1} (\sim 20 \text{ meV})\) for \(B = 25 \text{ T}\), as shown in Fig. 23(d). The electron–phonon coupled modes appear only in the \(\sigma^+\) geometry, implying MPRs at \(2 < \nu < 6\). As the carrier density further decreases so that \(\nu < 2\), the G peak splitting changes (Fig. 23(e)). In contrast to the \(2 < \nu < 6\) case, the coupled modes now appear in both \(\sigma^+\) and \(\sigma^-\) polarizations. The spectra at \(B > 30 \text{ T}\) reveal that the coupled mode consists of two peaks (pink and gray peaks), which can be assigned to the \(\sigma^\pm\) polarized modes originating from the coupling of \(E_{2g}\) phonons with \(0 \rightarrow 1\) and \(-1 \rightarrow 0\) magnetoexcitons. All the experimental data are in agreement with those calculated, as shown in Fig. 23(c). It should be noted here that the additional component at an intermediate carrier density inside the anticrossing gap (Fig. 23(d)) results from the overall effect of inhomogeneous strain.

A similar MPR effect has been observed in 1LG on the surface of graphite,\(^{91,92,96}\) non-Bernal stacked MLG on SiC,\(^{90}\) ABA- and ABC-stacked 3LG,\(^{97}\) and bulk graphite.\(^{93}\) In addition, a simultaneous redshift and line broadening of the 2D mode in a magnetic field have also been revealed, which are attributed to the modified momenta of the optical phonons emitted during the double resonance Raman scattering process.\(^{92}\) A knowledge of the Raman spectra of graphene flakes under a magnetic field can be helpful in uncovering the subtleties of the magneto-phonon resonance. The mode splitting can be further utilized to estimate the strength of electron–phonon coupling and to distinguish various circular-polarized lattice vibrations.

### 7.3 Strain and stress

The application of an external stress on a crystal results in a lattice strain, i.e., a change in the interatomic distances and consequent redistribution of the electronic charge. In graphene, strain can even open the band gap.\(^{85,293}\) Isotropic compression (hydrostatic pressure) generally results in an increase in the frequency of the vibrational modes (phonon hardening), while isotropic tension results in a decrease in the vibrational frequency (phonon softening).\(^{294}\) The Grüneisen parameter gives the rate of change of a given phonon frequency with strain in a crystal. In metrology applications, accurate values of Grüneisen parameters are crucial for quantifying the amount of strain in the system, which can be estimated by probing the phonon frequency change from its value in the absence of strain.

Graphene bubbles and balloons can be used to study the Raman spectrum of graphene under biaxial strain.\(^{147,295}\) Graphene bubbles are formed during the deposition of large graphene flakes on an oxidized silicon substrate. Bilayer graphene balloons are produced by pressurizing a specially made metallic container covered with large bilayer graphene membranes with nitrogen gas, as shown in Fig. 24(a). The Raman shifts of the G and 2D modes in the graphene bubbles are shown in Fig. 24(b and c), respectively. All the Raman modes redshift under the tensile strain. The Grüneisen parameters (\(\gamma\)) of the G (1.8), 2D (2.6), D (2.52), and 2D’ (1.66) peaks have been measured, and they are in excellent agreement with calculated parameters.\(^{84,147}\) Because the initial doping or strain caused by the interaction between graphene and the substrate can strongly affect the measured Grüneisen parameters, graphene balloons are a better system to observe the pure strain effect on the Raman modes.\(^{147}\) For the Raman spectrum of bilayer graphene balloons, the strain does not alter the AB-stacking configuration when the strain is less than 1.2%, as shown in Fig. 24(d).

The application of anisotropic stress, e.g., uniaxial strain, has more complex effects. The uniaxial strain can break the symmetry, resulting in the lifting of the degeneracy of phonon frequencies.\(^{84,294}\) The G mode, which arises from the doubly degenerate \(E_{2g}\) mode in the intrinsic 1LG, will split into two peaks,
G’ and G‘‘ (E2g and E1g). The eigenvectors of the G’ and G‘‘ are orthogonal.81,84,87,167,234,296 When the uniaxial tension strain is applied, sp2 bonds along the direction parallel to the applied strain are lengthened and softened, yielding the G’ peak, while those perpendicular to it are only slightly affected, giving the G‘‘ peak. Thus, under uniaxial strain, only the peak of the G‘‘ mode is significantly shifted relative to the G peak of unstrained 1LG (by as much as 30 cm⁻¹ for 1.3% strain), while the peak G’ mode is only moderately shifted (up to 15 cm⁻¹). Because this effect is purely mechanical,84,294 the FWHM of G’ and G‘‘ remain constant. For the 2D band, the FWHM is also unchanged but the peak can redshift and split because of the softening of the TO phonon and the changing band structure.81–83,85 Moreover, according to the Raman tensor, the E + + and G + modes are polarized.297 The polarized directions of those modes are orthogonal, which results in E2g showing a depolarization behavior in the intrinsic 1LG. The intensities of the two peaks G’ and G‘‘ vary with the polarization of the scattered light along the direction of the strain, allowing the crystallographic orientation with respect to the strain to be probed.87,294,298 A good understanding of the Raman spectrum in graphene under strain can help us to characterize the wrinkles in CVD-grown graphene,299,300 understand the strain transfer in supported graphene,301 and investigate the properties of the graphene engine.302

7.4 Temperature

Phonon anharmonicity in a solid is a fundamental topic in solid state physics. Temperature-dependent Raman spectroscopy is a powerful technique to probe the phonon anharmonicity. In the first-order approximation, the frequency of a Raman mode is linear with temperature, i.e., Δω = \( \chi T \), where \( \chi \) is the first-order temperature coefficient. The frequency shift of the Raman mode with temperature can be represented as follows:303

\[
\Delta \omega = \left( \frac{d \omega}{dT} \right)_V \Delta T + \left( \frac{d \omega}{dT} \right)_T \Delta T + \left( \frac{d \omega}{dT} \right)_P \Delta T
\]

where \( \chi_T \) and \( \chi_V \) represent the shift arising from the direct coupling of the phonon modes (denoted as a pure temperature effect) and the thermal expansion induced by the volume change (denoted as pure volume effect), respectively.

The pure temperature coefficient for pristine graphite was found to be \( \chi_T = -0.01 \text{ cm}^{-1} \text{ K}^{-1} \) while \( \chi_V \) can be ignored in the measured temperature range.303 In most experiments, both contributions are reflected in the extracted values of the temperature coefficient and it must be interpreted as the sum of both contributions,303,304 i.e., \( \chi = \chi_T + \chi_V \).

Temperature-dependent Raman spectra of 1LG and MLG have been measured by several groups.99,101,103,304 The extracted values of the 1LG and AB-2LG temperature coefficient of the G mode are \(-1.6 \pm 0.2 \times 10^{-2} \text{ cm}^{-1} \text{ K}^{-1} \) and \( -1.5 \pm 0.06 \times 10^{-2} \text{ cm}^{-1} \text{ K}^{-1} \), respectively.99,101,103,304 The temperature coefficient of the 2D mode is \(-3.4 \pm 0.4 \times 10^{-2} \text{ cm}^{-1} \text{ K}^{-1} \) for 1LG, which means the 2D peak is more sensitive to the temperature than the G mode.305 The uncertainty may result from factors such as the cleanliness of the sample, influence of the substrate, doping, and disorder. Once the \( \chi \) values of 1LG and MLG have been determined, the temperature of the graphene flakes can be obtained in situ. This temperature measurement method can be utilized to determine the thermal conductivity102,103,276,306 and thermal expansion coefficient271 of 1LG and the thermal transport of graphene FETs307 by in situ Raman spectroscopy.

8 Raman images of graphene flakes

Confocal Raman spectroscopy gives spatially resolved information about the vibrational spectrum, so-called Raman images. A state of the art Raman imaging system can achieve a spatial resolution of \( \sim 300 \text{ nm} \) if we do not use some special techniques, such as near-field Raman technique, tip enhanced Raman scattering (TERS),311 or microspheres (or lens). With the development of high-performance charge-coupled devices (CCDs) and also the optimization of optical items, the integration time required for obtaining a smooth Raman spectrum can be as short as milliseconds, which greatly minimizes the time to acquire...
Raman imaging. Raman images can be generated based on different parameters of Raman peaks, e.g., peak intensity, peak area (or integrated intensity), position, width, and also the ratios or differences between two peaks. As mentioned above, the Raman spectra of graphene are sensitive to its morphology and external perturbations. Thus, Raman images of graphene can yield information concerning the spatial distribution of the number of layers, stacking order, defects, doping, strain, and temperature, which is important for device applications. In this section, we show several examples of Raman images of graphene with different morphologies and external perturbations, including the number of layers, stacking order, edge, strain, and temperature. Raman images can also be used to reveal the growth mechanism of graphene flakes.

8.1 Number of layers, crystal domain, and stacking order

As discussed above, the \( I(G) \) of a graphene flake depends on its number of layers,\(^{252,308,312} \) Thus, Raman intensity images can offer an identification to \( N \) of graphene flakes with high spatial resolution. Indeed, using the Raman intensity image in Fig. 25(a), one can identify 1–4LG.

A significant proportion of CVD-grown 2LG is twisted 2LG. There are several single crystal domains in each 2LG flake. Polygonal domains in CVD-grown 2LG flakes evoke the orientation \( \theta_t \)-dependent grain structure, as shown in Fig. 25(b), where the dark field (DF)-TEM image is a false color composite of the domains mapped individually by diffraction-filtered imaging.\(^{185} \) Each 2LG exhibits a \( \theta_t \)-dependent band structure and optical properties, resulting in \( \theta_t \)-dependent \( I(G) \), as discussed in Section 4.3. The right panel of Fig. 25(b) clearly demonstrates that the variations in Raman intensity are strongly correlated with \( \theta_t \); furthermore, \( I(G) \) is nearly constant within a domain. In particular, there is a strong enhancement of the G band integrated area for a few specific domains, such as the 12.4° domain excited at 2.33 eV. Thus, the single crystal domains can be distinguished by Raman images of \( I(G) \) with an appropriate excitation energy.

The stacking order of MLG affects the band structure, and the band structure can be revealed by the profile of its 2D band. For example, ME-NLG exhibits different stacking orders, i.e., AB and ABC, in the same flake.\(^{3} \) The different DR resonant processes result in different FWHM(2D) for AB- and ABC-stacked MLG. Therefore, FWHM images of the 2D band can yield a stacking distribution in the ME-NLG, especially ME-3LG and -4LG, as shown in Fig. 25(c).

8.2 Edges and strain

The edge is a special defect\(^{29} \) that can also activate the D peak. Based on the DR Raman process, the D peak cannot be activated at a perfect zigzag edge, although it is observable at the armchair edge. \( I(D) \) at the armchair edge shows polarization dependence.\(^{59} \) Thus, by fixing the laser polarization at a particular angle, the Raman mapping of \( I(D) \) can be used to identify the chirality of the graphene edge.\(^{25} \) As shown in the left panel of Fig. 25(e), the two edges with angles of 90° in the same flake can be determined as armchair and zigzag edges based on the absence and appearance of the D peak, respectively. The two edges with angles of 60° in the same flake are armchair edges, which can also be confirmed from the right panel of Fig. 25(e).

![Fig. 25](image-url) (a) Optical image and Raman image of \( I(G) \) of graphene flakes with one, two, three, and four layers. Reproduced with permission from ref. 308. Copyright 2007, American Chemical Society. (b) DF-TEM of a 2LG flake (\( \theta_t \) is labeled for each domain in the TEM image) and Raman image of \( I(G) \) of the same 2LG sample. Reproduced with permission from ref. 185. Copyright 2012, American Chemical Society. (c) Optical images and spatial maps of FWHM(2D) for 3LG samples under 514 nm excitation, where the red and yellow regions correspond to ABA and ABC 3LG domains, respectively. The scale bars are 10 μm in length. Reproduced with permission from ref. 5. Copyright 2010, American Chemical Society. (d) Raman maps of \( I(G) \) and \( I(D) \) in the proximity of the graphene edge. Reproduced with permission from ref. 77. Copyright 2009, American Chemical Society. (e) Raman imaging of \( I(D) \) and \( I(G) \) at edges with angles of 90° (zigzag and armchair) and of 60° (armchair). The images of \( I(G) \) show the positions and shapes of the 1LG sheets. Green arrows: the laser polarization. The superimposed frameworks are eye guides indicating the edge chirality. Reproduced with permission from ref. 75. Copyright 2008, AIP Publishing. (f) Raman images of (f1) unstrained graphene, (f2–f5) strained graphene, and (f6) relaxed graphene by extracting \( \omega(2D) \) and (f7) mean of \( \omega(2D) \) of the entire graphene as a function of strain. The inset shows the area of interest subjected to statistical analysis. The bending/strain is in the horizontal direction. Reproduced with permission from ref. 309. Copyright 2008, American Chemical Society. (g) Optical micrographs of the isotope-labeled graphene grown under isothermal conditions with different \( P_{\text{CH}_4} \) (g1) 160 and (g2) 285 mTorr, and the corresponding Raman images of \( \omega(G) \), (g3) 160 mTorr, and (g4) 285 mTorr, which schematically show the isotope distributions of \( ^{12}\text{C} \) and \( ^{13}\text{C} \). The colors are decoded in the color bar with methane dosing sequences and times. Scale bars are 5 μm. Reproduced with permission from ref. 310. Copyright 2010, American Chemical Society.
However, one cannot exclude the existence of some zigzag fragments in the armchair edges only by using Raman images.

Strain has a large influence on the frequency shift of the G and 2D bands.\textsuperscript{84} If graphene is mechanically exfoliated on a polyethylene terephthalate (PET) film, tensile strain is introduced into the graphene layer on the top surface of the PET film by bending, as shown in Fig. 25(f). The amount of strain is determined by dividing the increase in length of the strained top surface by the unstrained length. Fig. 25(f) shows an image of \( \omega(2D) \) of the graphene layer on PET under strain.\textsuperscript{309} The strain distribution is not perfectly uniform because of the contact between graphene and PET. Consequently, the van der Waals force between the graphene and substrate differs from region to region, which is revealed in the Raman image of \( \omega(2D) \). Fig. 25(f\textsuperscript{7}) shows the mean of \( \omega(2D) \) from the entire graphene sample as a function of strain, which can be applied to analyze the strain status of graphene in related devices.

### 8.3 Growth mechanism

CVD growth on Ni and Cu provides large area graphene that can be transferred to other substrates after the removal of the metal by wet chemical etching. However, the temperature, methane-to-hydrogen ratio, growth pressure, and substrates are also critical parameters affecting the structural perfection of the CVD-grown graphene.\textsuperscript{310,316–318} A technique based on isotope labeling has been widely used to reveal the growth mechanism of low-dimensional materials, such as single-walled carbon nanotubes and graphene.\textsuperscript{318} The same materials grown with different isotopes exhibit different physical and chemical properties because of the different masses of the isotopes. In particular, the frequencies and linewidths of Raman modes in materials labeled by isotopes will be significantly different between different isotopes. For example, \( \omega(G) \) of \( ^{13}\text{C} \) graphene is located at \( \sim 1520 \text{ cm}^{-1} \), while that of \( ^{12}\text{C} \) graphene is located at \( 1582 \text{ cm}^{-1} \).\textsuperscript{318} Thus, Raman mapping of \( \omega(G) \) in the graphene labeled with \( ^{13}\text{C} \) and \( ^{12}\text{C} \) during the growth sequence and with time allows the mechanism of graphene growth by CVD to be determined.

Large area graphene can be grown by the CVD of methane on Cu foils. The growth parameters such as temperature (T), methane flow rate (\( J_{\text{Me}} \)), and methane partial pressure (\( P_{\text{Me}} \)) could affect the domain size and crystal quality of the grown graphene film. The effect of \( P_{\text{Me}} \) on graphene growth kinetics has been studied under isothermal conditions with a fixed T of 1035 °C and \( J_{\text{Me}} \) of 7 standard cubic centimeters per minute (scm). To grow graphene using the C isotope labeling technique, the Cu surface was exposed to \( ^{13}\text{CH}_4 \) and \( ^{12}\text{CH}_4 \) (normal methane) sequentially. Because graphene growth on Cu occurs by surface adsorption, the isotope distribution in the local graphene regions will reflect the dosing sequence and can be mapped according to their different \( \omega(G) \). Fig. 25(g\textsuperscript{1} and g2) show optical micrographs of graphene grown under \( P_{\text{Me}} \) of 160 and 285 mTorr, and the corresponding Raman images of \( \omega(G) \) are shown in Fig. 25(g\textsuperscript{3} and g4), respectively, where the isotope distributions of the two cases using the A(G) of \( ^{13}\text{C} \) graphene at 1490–1550 cm\(^{-1}\) and that of \( ^{12}\text{C} \) graphene at 1550–1610 cm\(^{-1}\) are indicated in the color bar with methane dosing sequences and time. Under the condition of \( P_{\text{Me}} = 160 \text{ mTorr} \) (Fig. 25(g3)), graphene growth terminated after the sixth dose (3 min) and achieved a maximum coverage of \( \sim 90\% \). Afterward, there was no change, even though the Cu surface was further exposed to \( \text{CH}_4 \). However, graphene growth terminated after the fourth dose (1.5 min) and achieved a full coverage in the case of \( P_{\text{Me}} = 285 \text{ mTorr} \), as shown in Fig. 25(g4). Additionally, the growth rate of graphene sharply reduced with increasing coverage at both pressures because of C species formed by the Cu-catalyzed decomposition of \( \text{CH}_4 \). When the Cu surface is undersaturated, there is no nucleation for graphene even though \( \text{C}_x\text{H}_y \) converts to the vapor phase. However, graphene starts to nucleate, grow, and becomes an island under saturation conditions, stopping because the lack of \( \text{C}_x\text{H}_y \) means that C cannot be absorbed on the island edges. That is, partial coverage on the Cu surface is achieved by the formation of graphene islands. Furthermore, when the Cu surface is supersaturated, graphene islands continue to grow to form graphene domains, fully covering the Cu surface because of sufficient \( \text{C}_x\text{H}_y \).

This Raman imaging technique based on isotope labeling can also be utilized to monitor the other parameters of graphene growth, such as \( T \) and \( J_{\text{Me}} \). Moreover, the growth mechanism of other 2DMs can also be optimized by this method.

### 9 Raman spectroscopy in graphene-based materials

#### 9.1 Graphene quantum dots and carbon dots

Graphene quantum dots (GQDs) and carbon dots (C-dots) are typical graphene materials with a lateral size down to the nanometer scale.\textsuperscript{322,323} GQDs and C-dots have attracted a great deal of attention in recent years because of their promise in bioimaging,\textsuperscript{324} optoelectronic devices,\textsuperscript{325} pollutant detection,\textsuperscript{326} and catalysis.\textsuperscript{327} GQD is also referred to as nanographene. GQDs are originally defined as the products obtained by cutting graphene into small pieces with dimensions of a few nanometers (2–20 nm).\textsuperscript{328} GQDs are crystalline and mainly composed of sp\(^2\)-hybridized carbon.\textsuperscript{329} With time, small disks with dimensions of a few nanometers cut from MLGs have also become known as GQDs. Quantum confinement and edge effects in GQDs with sizes of less than 100 nm become pronounced as the sheets become smaller, particularly once their dimensions fall below 10 nm.\textsuperscript{329} This results in nonzero band gaps, leading to strong photoluminescence once the GQD size is sufficiently small. The band gaps of GQDs can be tuned by changing their size, shape, and geometry, as well as the nature of their edges.\textsuperscript{68,328,330–334} The correlation between size and band gap has been demonstrated by scanning tunneling spectroscopy experiments.\textsuperscript{333}

Atomic force microscopy (AFM) images of as-grown GQDs on SiO\(_2\) substrates with different growth durations are shown in Fig. 26(a–c).\textsuperscript{68,335} In the early growth stages, GQDs are nucleated everywhere on the SiO\(_2\) surface (Fig. 26(a)). The larger graphene islands are \(~1.2–1.5\) \text{nm} thick, which is equivalent to four or five layers, as confirmed by the AFM measurements.
C-Dots are quasi-spherical carbon nanoparticles with diameters of 2–10 nm that have a high oxygen content and consist of combinations of graphitic and turbostratic carbon in various volumetric ratios (see Fig. 26(g)). The graphitic structure of C-dots is also apparent in the XPS spectra, which contain a strong peak corresponding to sp² carbon atoms, as shown in Fig. 26(j). Therefore, C-dots can be considered as a kind of graphene-based material. In particular, compared with conventional inorganic quantum dots, C-dots have many advantages, including low toxicity, chemical inertness, and biocompatibility. Typical C-dots have excellent water solubility and are suitable for subsequent functionalization with various organic, polymeric, inorganic, or biological species. C-dots with well-defined dimensions and tunable surface functionalities can be used as building blocks for advanced functional architectures. The most characteristic and significant property of C-dots is their relatively strong photoluminescence, which depends on their size, the excitation wavelength, and the surface functionalization, as shown in Fig. 26(h) and (i). The Raman spectra of C-dots contain characteristic D and G bands at about 1350 and 1600 cm⁻¹, respectively, as shown in Fig. 26(k). The high \( \text{I(D)}/\text{I(G)} \) ratio indicates its small size, the presence of turbostratic carbon, and disordered surface structures.

### 9.2 Nanoribbons

Graphene nanoribbons (GNR) are a special graphene material with two edges. Both the edge effects and quantum confinement effect must be considered to understand their Raman spectra. Therefore, the Raman spectrum of a GNR is similar to that of graphene edges and is also dependent on its width. The edges are in perfect position to add functional groups, and the type of functional group affects the properties of the GNRs and the corresponding Raman spectra.

Fig. 27(a) shows four GNRs, which are functionalized with long alkyl chains (–C₁₂H₂₅) to increase solubility. The structures in Fig. 27(a(i–iii)) represent a series of ‘cove-shaped’ GNRs with the same edge pattern and increasing width, where a benzo ring periodically decorates the zigzag (ZZ) edge. These structures are labeled \( m \)-CNRs, where \( n \) indicates the width of the ZZ GNR core (here, \( n = 4, 6, 8 \)). In addition to those samples, Fig. 27(a(iv)) also shows a GNR based on the chiral-edged (4,1)-GNR with periodically fused benzo rings; this is called \( m \)-ANR in ref. 343. The \( m \)-ANR has the same width as the 8CNR, but its ‘chirality’ leads to slightly different edge patterns.

In the ultralow frequency region, there is a new Raman peak corresponding to radial-like breathing mode (RLBM), which is the relative in-plane vibration between the atoms close to the edges. The frequency of the RLBMs is between 120 and 250 cm⁻¹, as shown in Fig. 27(b). The RLBM is especially sensitive not just to the width but also to the edge modulation and functionalization, making it very different from the ideal cases studied to date, where the RLBM does not show a significant dependence on edge type.

The G peaks of all the GNRs in Fig. 27(a) are upshifted (~1605 cm⁻¹) and broader (FWHM ~ 25 cm⁻¹) than that (FWHM ~ 15 cm⁻¹) of pristine graphene, as shown in Fig. 27(c).
Similar results were observed in small graphite domains\textsuperscript{50} and polycyclic aromatic hydrocarbons (PAH)\textsuperscript{345} because of the relaxation of the momentum conservation induced by the finite size.

Fig. 27(c) also shows a prominent D peak that is characterized by a dominant component at about 1310–1330 cm\textsuperscript{-1} with an intensity comparable to that of the G peak and one or more shoulders at its lower energy side. In graphene, the D peak activated by the intervalley DR process\textsuperscript{69} is strongly dispersive with an excitation energy arising from a Kohn anomaly at $K\textsuperscript{129}$ where the typical phonon dispersion of graphene is $\sim 50$ cm\textsuperscript{-1} eV\textsuperscript{-1}.\textsuperscript{44,77} In the case of GNRs, smaller D-peak dispersions of 10–30 cm\textsuperscript{-1} eV\textsuperscript{-1} have been measured for the different GNRs, as shown in Fig. 27(d). The observed dispersion is expected to be related to some disorder-induced scattering, for example, edge functionalization, defects formed during the GNR production, or length distribution. Thus, the small dispersion of the D peak can be used to fingerprint the presence of GNRs and differentiate them from other sp\textsuperscript{2} carbon nanostructures.

9.3 Graphene layers grown on SiC

Graphene can be epitaxially grown on Si terminated SiC (Si-SiC) and C terminated SiC (C-SiC) substrates,\textsuperscript{346–348} which is suitable for large area fabrication and is more compatible with current Si processing techniques for future applications. Epitaxial graphene (EG) may interact with the SiC substrate, which could modify its optical and electronic properties. A bandgap of $\sim 0.26$ eV was observed by angle-resolved photoemission spectroscopy, which can be attributed to the interaction of EG with the SiC substrate. Fig. 28(a) shows the top view and side view of a graphene on the SiC(0001) surface. A $13 \times 13$ graphene lattice lies above the $6\sqrt{3}$ reconstructed SiC surface. The small and the large black circles represent $\sqrt{3}$ and $6\sqrt{3}$ lattices, respectively.

Fig. 28(b) shows the intrinsic Raman spectrum of the EG sample on SiC. The G and 2D peaks show different blueshifts in peak position with respect to ME-1LG.\textsuperscript{251,349} The blueshift varies by up to 18 cm\textsuperscript{-1} for the G peak and 35 cm\textsuperscript{-1} for the 2D peak,\textsuperscript{351} and the G mode on SiC is broadened. The blueshift of the G and 2D peaks cannot be attributed to charge transfer\textsuperscript{60} from defects and the substrate but, instead, is due to the presence of compressive strain in the graphene layer.\textsuperscript{349,350}

The small difference between the lattice constant of the reconstructed $13 \times 13$ graphene layer supercell ($a_{\text{G}} = 3.1923$ Å) and the reconstructed SiC $6\sqrt{3} \times 6\sqrt{3}$ supercell ($a_{\text{SiC}} = 3.1935$ Å) cannot account for the significant amount of strain measured. However, compressive strain at room temperature in the graphene layer can be ascribed to the large difference in the coefficients of thermal expansion between graphene ($\beta_{\text{G}}$)\textsuperscript{351} and SiC ($\beta_{\text{SiC}}$)\textsuperscript{352} during the cooling process from the synthesis temperature.\textsuperscript{349,350}

If the epitaxial film is in mechanical equilibrium with the SiC surface, as a stress-free monolayer commensurate with the $6\sqrt{3}$-reconstructed SiC surface at $T_s$, a large compressive strain would develop in the film during the cooling process because SiC contracts on cooling whereas graphene expands.\textsuperscript{350}

Fig. 28(c) shows the thickness-dependent Raman spectra of the EG samples on a C-SiC substrate.\textsuperscript{251} The 2D mode of
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EG samples on C-SiC (also Si-SiC) substrates exhibit a single Lorentzian profile no matter how many layers exist in the EG samples. It has been experimentally shown that MLG grown on the carbon terminated face of 4H-SiC does not grow as simple AB stacked layers. Instead, MLG grows with a high density of rotational faults where adjacent sheets are rotated about 2° relative to each other. First principles calculations demonstrate that the small twist angle between adjacent graphene layers produces an epitaxially-grown MLG on SiC with an electronic structure that is indistinguishable from an isolated single graphene sheet in the vicinity of the Dirac point. This explains its single-layer electronic properties, even though the film is composed of tens of graphene layers. Therefore, the 2D mode of epitaxial MLGs on C-SiC and Si-SiC substrates exhibits similar line shapes to that of graphene. As the thicknesses of epitaxial MLG increase, the Raman peaks (D, G, and 2D) of epitaxial MLG shift to lower frequencies, i.e., toward that of bulk graphite. This can be easily understood because, when the thickness of epitaxial MLG increases, the effect of the substrate on epitaxial MLG becomes weaker and the lattice of epitaxial MLG relaxes.

9.4 CVD-grown multilayer graphene

CVD can grow graphene films of high quality. Given the many possible applications of high-quality graphene, routes toward industrial-scale synthesis are of great importance. For most industrial-level devices (and other) applications, large single-crystal graphene films are ideal for top-down processing. In the past ten years, the island size of single-crystal graphene has increased by more than four orders of magnitude, from micrometers to inches. Raman spectroscopy has been widely used to characterize the quality, disorder, domain boundaries, and doping of CVD-grown graphene films. However, we do not address the Raman spectra of CVD-grown graphene films because they are almost identical to those of mechanically-exfoliated 1LG.

When the growth conditions are optimized, MLG flakes can also be grown by CVD. CVD-grown NLG (CVD-NLG) with transparency, high electrical conductivity, and flexibility is considered to be a candidate for transparent and conducting electrodes, which could be used in touchscreen panels, organic light-emitting diodes, and solar cells. By changing the growth conditions, NLG with different stacking orders, including AB and twisted stacking, can be obtained. Here, we will review Raman features of CVD-2LG, -3LG, and thicker flakes. These islands sitting on 1LG have in general a multilobe star morphology. The lobes constitute the second layer and, in the center, three or more stacked layers can be identified by optical contrast when using an optical microscope, as shown in Fig. 29(a). In particular, it has been shown that a significant proportion of CVD-2LG is twisted 2LG (t2LG), where the two layers are rotated by a relative angle of \( \theta_l \) (Fig. 29(a), inset). DF-TEM studies have demonstrated that polygonal domains in CVD-2LG evoke the orientation \( \theta_l \)-dependent grain structure (Fig. 29(b)), where the DF-TEM image is a false color composite of the domains.

Fig. 29 (a) Optical image of CVD-NLG flakes. (b) Dark-field TEM of a t2LG, where \( \theta_l \) is labeled for each domain in the TEM image. (c) G band Raman image of the same t2LG sample in (b). (d) A plot of G band integrated intensity vs. \( \theta_l \) across many t2LG samples. Panels (a–d) are reproduced with permission from ref. 185. Copyright 2012, American Chemical Society. (e) Raman spectra of t2LG with different \( \theta_l \) values. * Indicates the new Raman peaks observed in t2LG. Reproduced with permission from ref. 354. Copyright 2013, Tsinghua University Press and Springer-Verlag, Berlin, Heidelberg. (f) Optical micrographs of as-grown 3LG grains after transfer onto SiO\(_2\) (90 nm)/Si substrates. Four different types of stacking arrangements are shown. Scale bar: 20 \( \mu m \). (g) The 2D peaks in the trilayer domains correspond to four types of stacking arrangements in (f), respectively. Panels (f and g) are reproduced with permission from ref. 355. Copyright 2014, American Chemical Society. (h) Optical image of a CVD-MLG flake and the corresponding I(G) Raman image under 633 nm excitation. The zones with different I(G) are indicated by white dashed lines. (i) Raman spectra of different NLG in a zone in (g) in the C, LB, R, and G spectral regions excited at 488 nm. The spectra are scaled and offset for clarity. Panels (h and i) were adapted with permission from ref. 202. Copyright 2016, Elsevier.
mapped individually by diffraction-filtered imaging.\textsuperscript{185,186} \(I(G)\) images clearly demonstrate that the variations in Raman intensity are strongly correlated with \(\theta_t\); furthermore, \(I(G)\) is nearly constant within a domain (Fig. 29(c)). In particular, there is a strong enhancement of the G band integrated area (\(A_G\)) for a few specific domains, such as the 12.4\(^\circ\) domain in Fig. 29(d).\textsuperscript{185} This enhancement results from the singularity in the JDOS\(_{\text{OAT}}\) of t2LG,\textsuperscript{57} whose energy is exclusively a function of \(\theta_1\) and whose optical transition strength is governed by interlayer interactions, as discussed in Section 4.3.

Besides the G mode, the so-called R and R' modes have been observed at the low and high energy sides of the G mode.\textsuperscript{172,173,354,360} The R and R' band frequency is related to a Raman process that involves the scattering of a photo-excited electron by a phonon with wave vector \(q\), and momentum conservation is achieved by the electron being elastically scattered by a superlattice wave vector \(-q\) determined by \(\theta_t\).\textsuperscript{354,360} The R and R' modes come from the in-plane TO and LO phonon branches, and their frequencies are directly determined by \(\theta_t\). In principle, the phonons in other phonon branches can also be involved in such a Raman process and become Raman active. Indeed, several Raman modes can be observed in the range of 100–900 cm\(^{-1}\), which can be assigned to the phonons of the ZO', TA, LA, and ZO branches.\textsuperscript{360} Because the q of the observed phonons in the 1LG BZ is determined by \(\theta_t\), phonons with wave vectors \(q\) in the interior of the BZ of 1LG can be spanned by changing the \(\theta_t\) of t2LG.

Regular stacked NLG can also be grown by CVD. Mechanical exfoliation of graphite offers a simple way to obtain high-quality 3LG with ABA or ABC stacking. Crystallographically, 3LG can be viewed as two 2LGs with two separate stacking orientations, \(i.e.,\) top and bottom 2LG. Atmospheric pressure CVD-grown 3LG can form some special stacking configurations. If the angle \(\theta_t\) between adjacent layers is used to denote the stacking orientation, ABA, 30–30, 30-AB, and AB-30 have been found to be major stacking orientations in the CVD-grown 3LG under specific growth conditions, and the optical micrographs of each stacking orientation are shown in Fig. 29(f). If we define the possible twist angle between bottom two layers as \(\theta_1\) and that between top two layers as \(\theta_2\), the 30–30 stacking orientation can be denoted as \(t(1+1+1)\)LG with \(\theta_1 = \theta_2 = 30^\circ\), 30-AB as \(t(1+2)\)LG with \(\theta_1 = 30^\circ\), \(\theta_2 = 30^\circ\), and AB-30 as \(t(2+1)\)LG with \(\theta_1 = 30^\circ\).

The profile of the 2D peak in ABA CVD-3LG (top left corner of Fig. 29(g)) is almost identical to that of natural AB-3LG prepared by exfoliation, which can be fitted by six Lorentzian peaks. The \(t(1+1+1)\)LG (30–30) and \(t(1+1)\)LG (30) show a linear band structure similar to 1LG, leading to the single Lorentzian peak of the 2D mode,\textsuperscript{186} as shown in the top right corner of Fig. 29(g). The 30-AB and AB-30 3LG are the \(t(1+2)\)LGs with \(\theta_1\) or \(\theta_2\) of 30°. The band structure of \(t(n+m)\)LG can be considered as the overlapping of the band structure of the nLG and mLG constituents. Thus, the 2D mode profile of \(t(1+2)\)LG can be viewed as the superposition of the 2D mode profile of 1LG and AB-2LG. The 2D mode profile of AB-2LG can be fitted by four Lorentzian peaks, and that of 1LG shows a single Lorentzian peak. Therefore, the 2D mode profiles of 30-AB and AB-30 3LG can be fitted by five Lorentzian peaks, as shown in the lower panel of Fig. 29(g).

Once one twisted interface exists in NLG, the NLG is tNLG. In principle, there may exist up to \(N - 1\) twisted interfaces in tNLG. CVD-grown NLG (\(N > 1\)) tends to be tNLG, which opens the possibility of studying various tNLG with different stacking sequences and twist angles. The stacking sequence of tNLG becomes more and more complicated with increasing \(N\). When an additional layer is incorporated into a tNLG, AB-stacked or twisted interface can be formed relative to its adjacent layer. Continuing this trend, if \(N > 2\), the number of stacking sequences of tNLG can reach \(2^{N-1} - 1\). For example, t3LG can be \((t2+1)\)LG, \((t1+2)\)LG, or \((t1+1+1)\)LG. Adding one twisted interface can result in significant changes to its band structures and result in new singularities in the JDOS\(_{\text{OAT}}\) of the twisted system. The number of twisted interfaces in tNLG can be probed by the corresponding R modes; for example, three R modes have been observed in CVD-t(1+1+1)LG.\textsuperscript{205} Meanwhile, in comparison to CVD-1LG and CVD-t2LG, CVD-tNLG (\(N > 2\)) exhibits abundant spectral features in the ULF range, which are related to the interlayer vibration modes once the excitation energy matches the energies of the singularities in the JDOS\(_{\text{OAT}}\) of the twisted system, and the enhanced C and LB modes can be resonantly observed.\textsuperscript{57,71,202,205} The peculiar interlayer coupling in tNLG makes \(\omega(\text{C})\) sensitive to the number of layers of the constituents and \(\omega(\text{LB})\) to the total number of layers.\textsuperscript{57,71,202,205} This offers a convenient and reliable way to identify the stacking order of CVD-MLG by probing its C, LB, and R modes.\textsuperscript{205}

Fig. 29(h) shows an optical image of a CVD-NLG flake (left panel), in which 1–6LG can be clearly identified, and an \(I(G)\) Raman image under 633 nm excitation (right panel).\textsuperscript{202} The zones with different \(I(G)\) are indicated by white dashed lines and marked as Z1, Z2, Z3, and Z4, respectively. The images have the same scale. Fig. 29(i) shows typical Raman spectra of tNLG from \(N = 2\) to \(N = 6\) at the same zone in the ULF region.\textsuperscript{202} Only one R mode with the same frequency is observed in this zone, indicating that all the NLGs (\(N > 1\)) in the same zone have only one twisted interface. This may indicate that all the NLGs share one twisted interface between the top two graphene layers according to the growth mechanism of CVD-MLG. The LB mode contributions in the tNLG originate from all graphene layers,\textsuperscript{74} thus, we can determine \(N\) according to the observed \(\omega(\text{LB})\) and mark them as tNLG in the corresponding spectra in Fig. 29(i). Because the twisted interface would obstruct the interlayer shear coupling,\textsuperscript{57,74} the C modes in tNLGs are localized in the AB-stacked constituents. With increasing total number of layers (\(N\)), it is found that the C modes in the tNLG (\(N > 2\)) always follow those of AB-(\(N - 1\))LG and all the (\(N - 2\)) C modes are observed. This indicates that tNLG contains an AB-(\(N - 1\))LG constituent. Therefore, the stacking sequence of the tNLG flakes is \(t(1+n)\)LG (\(N = n + 1\)). Moreover, \(t(1+n)\)LG in different zones exhibits similar spectral features (\(e.g.,\) the number and frequency of the C and LB modes) independent of \(\theta_t\). This offers a reliable way to identify the stacking orders (number of layers and stacking sequence) and interlayer coupling strength of CVD-MLGs, and one can determine whether a MLG sample
exhibits a fully non-stacked arrangement or if some of these layers are stacked in the AB-stacking with respect to the non-stacked layers.265

9.5 Graphene-based van der Waals heterostructures

Graphene-based vdWHs formed by vertically stacking other types of 2DMs (e.g., TMDs) with graphene flakes have attracted significant interest.28 The wide range of assemblies with 2DMs pave a way to modulate the fascinating physical properties with promising potential in nanoelectronics and optoelectronic devices. In these heterostructures, interfacial interactions between two atomic layers can dramatically influence the properties of the systems and induce remarkable phenomena that are absent in individual layers.28,162–166 Normally, graphene and TMD flakes are two types of essential building blocks for vdWHs. Because graphene materials exhibit high mobilities, whereas TMD flakes have finite band gaps, TMD/graphene vdWHs have been used for various high-performance devices, such as field-effect tunneling transistors,31 logic transistors, photovoltaics, and memory devices,32–35,167 taking advantage of the properties of these two materials. In general, graphene flakes have been widely used as electrodes in vdWH-based devices to achieve higher performance because they have fewer defects compared with devices directly deposited on metal contacts.31,35 An atomically sharp and non-damaged interface and a modified interfacial coupling are essential to the performance of TMD/graphene vdWHs. Therefore, it is very important to investigate the interfacial coupling in TMD/graphene vdWHs for their future application in high-performance devices.

Taking MoS2 as an example, the graphene-MoS2 vdWHs can be usually prepared by transferring one m-layer MoS2 (mLM) flake onto an nLG or the nLG onto the mLM, denoted as mLM/nLG and nLG/mLM, respectively. Fig. 30(a) shows the optical images of 2LM/MoS2(2LM)/2LG, and the corresponding atomic structure is represented in Fig. 30(b). In general, an annealing process is necessary after transfer to form good interfacial coupling because the two as-transferred 2DM flakes may not couple with each other. For MoS2/graphene vdWHs, it is revealed that 30 min of annealing in an Ar atmosphere at 300°C is the best condition to remove moisture and impurities. A slight redshift of E2g and a blueshift of A1g have been observed after annealing, originating from the multiple effects of doping, strain, and changes to the interface coupling.36 Thus, it is difficult to evaluate the interface quality of mLM/nLG vdWHs by these high-frequency Raman modes. However, the C and LB modes, which are sensitive to the interlayer coupling, are a good choice to estimate the interface quality, as depicted by the ULF Raman signals of 2LM/nLG (n = 1, 2, ..., 6, 8) in Fig. 30(c). Several LB branches can be detected in 2LM/nLGs, whose frequencies redshift with increasing n of nLG, as indicated by the dashed lines. This implies that the LB interfacial coupling between 2LM and nLG constituents is significant and both constituents contribute to the observed LB modes. Therefore, the vdWHs must be considered as an overall system with N (N = n + 2) layers to model the LB vibration in 2LM/nLG vdWHs, similar to the case of twisted multilayer graphenes.71
In short, in comparison to the C modes, the LB modes can provide significant information about the interface quality and also the interlayer lattice dynamics of vdWHs, whereas the shear modes tend to localize in the constituents because of the much weaker shear coupling in the graphene-based vdWHs. Such ULF Raman studies on semimetal–semiconductor vdWH prototypes\(^{36}\) can be extended to measure the interfacial interactions in various vdWHs\(^{368}\) and would be beneficial to fundamentally understand their properties for further engineering of vdWH-based electronic and photonic devices.

### 9.6 Graphene oxide and reduced graphene oxide

Graphite oxide (GO) is a compound of carbon, oxygen, and hydrogen in variable ratios, obtained by treating graphite with strong oxidizers and subsequent exfoliation in water. GOs have a broad range of properties depending on the degree of oxidation and synthesis and have been recognized as promising precursors for the bulk production of graphene-based materials and devices.\(^{12,371–373}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, significant research efforts have been dedicated to the reduction of GO, as evidenced by the vast body of related publications.\(^{374–377}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, significant research efforts have been dedicated to the reduction of GO, as evidenced by the vast body of related publications.\(^{374–377}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, significant research efforts have been dedicated to the reduction of GO, as evidenced by the vast body of related publications.\(^{374–377}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, significant research efforts have been dedicated to the reduction of GO, as evidenced by the vast body of related publications.\(^{374–377}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, significant research efforts have been dedicated to the reduction of GO, as evidenced by the vast body of related publications.\(^{374–377}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, significant research efforts have been dedicated to the reduction of GO, as evidenced by the vast body of related publications.\(^{374–377}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, significant research efforts have been dedicated to the reduction of GO, as evidenced by the vast body of related publications.\(^{374–377}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, significant research efforts have been dedicated to the reduction of GO, as evidenced by the vast body of related publications.\(^{374–377}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, significant research efforts have been dedicated to the reduction of GO, as evidenced by the vast body of related publications.\(^{374–377}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, significant research efforts have been dedicated to the reduction of GO, as evidenced by the vast body of related publications.\(^{374–377}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, significant research efforts have been dedicated to the reduction of GO, as evidenced by the vast body of related publications.\(^{374–377}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, significant research efforts have been dedicated to the reduction of GO, as evidenced by the vast body of related publications.\(^{374–377}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, significant research efforts have been dedicated to the reduction of GO, as evidenced by the vast body of related publications.\(^{374–377}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, significant research efforts have been dedicated to the reduction of GO, as evidenced by the vast body of related publications.\(^{374–377}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, significant research efforts have been dedicated to the reduction of GO, as evidenced by the vast body of related publications.\(^{374–377}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, significant research efforts have been dedicated to the reduction of GO, as evidenced by the vast body of related publications.\(^{374–377}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, significant research efforts have been dedicated to the reduction of GO, as evidenced by the vast body of related publications.\(^{374–377}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, significant research efforts have been dedicated to the reduction of GO, as evidenced by the vast body of related publications.\(^{374–377}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, significant research efforts have been dedicated to the reduction of GO, as evidenced by the vast body of related publications.\(^{374–377}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, significant research efforts have been dedicated to the reduction of GO, as evidenced by the vast body of related publications.\(^{374–377}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, significant research efforts have been dedicated to the reduction of GO, as evidenced by the vast body of related publications.\(^{374–377}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, significant research efforts have been dedicated to the reduction of GO, as evidenced by the vast body of related publications.\(^{374–377}\) However, there exist abundant oxygen-containing groups (e.g., epoxy, hydroxyl, and carboxyl) on the GO sheet, which makes it insulating and significantly restricts its applications in electronics.\(^{374}\) Reducing GO to produce reduced graphene oxide (rGO) has been used in the mass production of graphene. To date, signif...
(HI-AcOH)) that allows for the efficient, one-pot reduction of a solution-phased rGO powder. The clusters in the powders are not fully restored into the hexagonal graphene framework, and the rGO platelets have inclusions containing aperiodically decorated functional groups. Furthermore, the graphitic lamellar structure of stacks of rGO platelets could be resolved in the ‘ordered’ region. Fig. 31(e) shows a cross-section of one such stack, and the average interlayer distance of the stack is 3.64 Å. Fig. 31(f) shows powder XRD patterns of graphite, GO, and rRG. The 2θ angles of the XRD peaks (d-spacing) of rGO shifted from 10.27° (d-spacing ~ 8.60 Å) of GO to 24.57° (d-spacing ~ 3.62 Å) after reduction, which is similar to the SEM measurements. The XPS peaks of rGO at 285 eV in Fig. 31(g) assigned to C are one main C-C and four small C-O components. The peak intensities and atomic ratios (O/C) of rGO in the C1s peaks are decreased significantly in comparison with those of GO. Fig. 31(h) shows the Raman spectra of rGO and a GO reference. The G-band of rGO occurs at 1581 cm⁻¹, which corresponds to the recovery of the hexagonal network of carbon atoms with defects. The I(D)/I(G) ratio of rGO increases notably, indicating that the reduction process may alter the structure of GO, resulting in a high number of structural defects. However, if we note the G peak at 1581 cm⁻¹ and the appearance of the D peak, the defect status of GO should be at stage 1 while that of rGO should be at stage 2. Therefore, the higher I(D)/I(G) ratio of rGO actually indicates fewer defects with respect to GO after the reduction process. The 2D peak (~2680 cm⁻¹) becomes significant in rGO and the D + G band is present at ~2910 cm⁻¹, demonstrating the restoration of graphite structures. Analogously, by combining the XPS and Raman spectra, rGO produced by other methods can also be analyzed.

9.7 Graphene–polymer composites

Because of the excellent mechanical, thermal, and electrical properties, graphene–polymer composites are expected to have a variety of applications in the automotive, aerospace, construction, and electronics industries. A classic example of such a system is the birefringence measurements made on poly(methyl methacrylate) (PMMA) and polystyrene (PS) structures. There are already commercially available photoelasticity-based sensors, such as the Photostress gray-field polariscope from Stress Photonics.

Raman spectroscopy is the ideal tool to probe the status of graphene in this system. The exfoliated and CVD-grown graphene composite coatings are prepared by the dry-transfer method. Fig. 32(a) shows a schematic of the sample preparation. The in situ Raman measurements were carried out on the graphene and the graphene/polymer composite coating. Well-defined Raman spectra with a characteristic 2D band (around 2640 cm⁻¹) and G band (around 1580 cm⁻¹) are obtained from both the exfoliated and CVD-grown graphene. The top panel of Fig. 32(b) shows the example flakes found in the composite system with increasing number of layers, where the I(2D)/I(G) is greater than three for monolayer graphene. The absence of the D band for the exfoliated graphene reveals its high-quality. The bottom panel of Fig. 32(b) shows the Raman spectra of as-grown CVD graphene on Cu foil and in the coatings. I(2D)/I(G) is greater than 2 and the FWHM of 2D mode ~ 25 cm⁻¹. The G peak of different graphene layers in exfoliated composite coatings does not change with increasing number of layers and ω(G) is close to that of intrinsic 1LG, while ω(G) in CVD-graphene composite coatings blue-shifts about ~20 cm⁻¹ from the CVD-graphene on the copper foil. This difference is due to the strain induced in the transfer process. The dry-transfer mechanically exfoliated sample has no residual stresses, whereas the CVD sample is in compression following the solvent evaporation during its transfer. 

10 Applications of Raman spectroscopy in graphene-based devices

When graphene materials are incorporated into some functional devices, their intrinsic properties are modified by the environment and even the device itself. During device fabrication, the graphene materials undergo several processes. For example, to realize the specific functions of the device, graphene materials might be decorated with functional groups or be in a certain state so that their peculiar properties can be used. In all cases, on-line, real-time, and nondestructive characterization techniques are crucial for the monitoring of the properties (and their modification) of graphene materials during the fabrication process and to probe the functions of graphene materials in the device. Some conventional methods show limitations concerning characterization, especially as device dimensions continue to shrink. Raman spectroscopy is a powerful scientific tool that allows researchers to identify important physical and chemical parameters of graphene materials in devices, such as number of layers, chemical identity, stacking geometry, doped charge, defects, contaminants, edge chirality, strain, stability,
chemically attached functional groups, and energy gaps. For 1LG and MLG, which are only angstrom-scale in the z-direction, the electronic band structure of graphene is easily modified by changing any of the above mentioned physical and chemical parameters. In the following subsections, we show the advantages and efficiencies of Raman spectroscopy in effectively characterizing some typical graphene-based devices, which is expected to be an important examination tool in the industrialization of graphene applications in the future.

### 10.1 Graphene-based field-effect transistors

The graphene FET is a device with source and drain electrodes, and the Si/SiO$_2$ substrate can be adopted as a back gate. A graphene FET is not only the basic device of analog and digital circuits but also the basic structure of other devices, e.g., photodetectors and sensors. One of the most important variables in a graphene FET is its doping level, which can be identified by Raman spectroscopy, as discussed above. Another important issue concerning graphene FETs is the heat generation and dissipation when a large current drive is necessary to address several other FETs or when high switching speeds for radio frequency applications are desired. The dissipated electric power can increase the operating temperature of the device so that thermal management of the device becomes critical. Therefore, it is important to understand the heat generation and dissipation in the graphene FET.

Freitag et al. fabricated a graphene FET whose SEM image is shown in Fig. 33(a) as an inset. The graphene FET is 2.65 μm long and 1.45 μm wide. The SiO$_2$ gate oxide thickness is 300 nm. The FET can support electrical power densities up to at least 210 kW cm$^{-2}$. Fig. 33(a) shows the 2D-band of the graphene FET while a current flows through it. $\omega$ decreases sharply with increasing electric power and the peak broadens. As Fig. 33(b) shows, the decrease in energy is proportional to the dissipated electric power, which suggests that Joule heating is responsible for the phonon softening. It is known that $\omega$ decreases linearly with temperature. Using the proportionality factor of $-29.4$ K cm$^{-1}$, one can calibrate a temperature scale for the electronic measurements and, thus, it was shown that the center of the graphene FET heats up at a rate of $3.3$ K kW$^{-1}$ cm$^{-2}$. At the highest power density, 210 kW cm$^{-2}$, the graphene 2D-derived temperature reaches 1050 K. The intensity mapping of $\omega$ can give the temperature distribution in the graphene. As shown in Fig. 33(c), $\omega$ in the graphene FET shows a unified distribution in the absence of an applied voltage. When a voltage is applied, because of the different energy dissipation pathways, the center of the FET has a higher temperature than the edges. The temperature distribution in the graphene FET at different electrical powers is shown in Fig. 33(d). The yellow bars are the electrodes. The temperature distribution can be explained by a model that considers the thermal resistance between the graphene and electron and also the thermal resistance between the graphene and SiO$_2$ substrate, as shown in Fig. 33(e). The simulation shows that the lateral heat flow in the thin graphene sheet is five times larger than the lateral flow in SiO$_2$ (despite being 1000 times thinner than the SiO$_2$ film). This helps spread the hot spot in the graphene sheet, which would otherwise be even hotter in the middle, and it also spreads some of the heat power to the contacts. Nevertheless, 77% of the power is dissipated through the SiO$_2$ directly below the FET, while the remaining 23% is dissipated through the contacts and the neighboring sites. Thus, the main heat dissipation channel is the silicon under the graphene FET, as shown in Fig. 33(f).

Notably, the doping level changes slightly with a drain voltage but without a gate voltage. At low doping, $\omega$ depends simply on the temperature. $\omega$ is sensitive to both doping level and temperature change. Thus, $\omega$ cannot be used to identify the thermal distribution in a graphene FET under a drain voltage.

**Fig. 33** (a) The 2D band spectra measured in the middle of the FET device at various drain voltages. The gate voltage is 0 V, $V_{ds} = 2.41$ eV. Inset: SEM image of the device. (b) $\omega$ and temperature as a function of applied electrical power. Inset: Corresponding $I$–$V$ curve. (c) Spatially resolved images of $\omega$ at four different drain voltages. The graphene flake extends beyond the left and right contacts (indicated in yellow). (d) Experimental temperature along the graphene sheet (parallel to the current flow) at 59.3 (black), 125.7 (green), and 161.3 kW cm$^{-2}$ (red) dissipated electronic power. The blue line corresponds to the zero-power case, defined as room temperature. Electrodes are depicted in yellow. (e) The corresponding modeled temperature profile along the graphene device for the same bias conditions. (f) Cross section of the temperature distribution in the gate stack for 161.3 kW cm$^{-2}$ of dissipated electronic power. Reproduced with permission from ref. 307. Copyright 2009, American Chemical Society.
The above result shows the ability of Raman spectroscopy to probe the in situ temperature of graphene in electronic devices. This technique can be extended to other graphene-based FETs, such as the graphene/BN FET.497

10.2 Graphene-based energy storage devices

Technologies for efficient energy storage are urgently required because of environmental pollution, limited fossil resources, and the huge demand for energy. Therefore, interest in energy storage devices, such as ion batteries and electrochemical capacitors (ECs), has increased enormously.399,400 The main reactions of ion batteries are reversible ion intercalation/de-intercalation cycles between two layered compounds, corresponding to the charge–discharge process, with electrochemical reactions.401 For ECs, the interface between the electrodes and electrolyte can be treated as a capacitor.400 According to the electrochemical activity or inactivity of electrode materials, the ECs are divided into electric double-layer capacitors (EDLCs) and pseudocapacitors, respectively. Thus, the electrode material is important for energy storage. The 2DMs, such as TMDs,402 MXenes,403 and graphene-based materials,47,404 have many fantastic properties, e.g., high surface area and possible redox reactions, and are widely used as electrodes in ion batteries and ECs. In situ spectroelectrochemical measurements can be used to characterize electrode materials during ion (lithium,405 sodium,406 and potassium398) battery or EC processes.382,405,407

Here, we take potassium ion (K-ion) batteries with NLG electrodes as an example to show how Raman spectroscopy can help us to understand the mechanisms of energy storage and the distortion of the electrode material in the charge–discharge process of energy storage devices.398

To ensure equilibrium conditions between subsequent Raman scans, an extremely slow scan rate (0.05 mV s⁻¹) is used in the linear sweep voltammetry (LSV) measurements. Selective Raman spectra are shown in Fig. 34(a) for different states of charge. Fig. 34(b) displays all Raman spectra taken from 0.37 to 0.01 V in a waterfall plot. The top of Fig. 34(c) shows the LSV measured during the in situ Raman experiment. The G peak positions and intensities are shown in the bottom and middle of Fig. 34(c), respectively. Together these plots help visualize and quantify the distinct peak shifts and intensity changes of the Raman spectra. Notably, the D peak (~1330 cm⁻¹) was not observed throughout the in situ measurements, indicating that no significant degradation of the sp² hybridized carbon in the NLG takes place.398,406 An initial scan taken at 2.0 V reveals a similar spectrum to that of NLG, containing 2D and G peaks with the G peak at 1582 cm⁻¹. At 0.37 V, the G peak blue shifts to 1589 cm⁻¹ because of the formation of a low-defect-concentration stage GIC. From 0.37 to 0.25 V, minimal changes are observed in both the electrochemical and Raman data, which are attributed to the sparse ion composition of the low-defect-concentration stage compound. Near 0.24 V, the first reduction peak occurs in the LSV as ordered staging begins, indicated by a higher frequency shoulder in the G peak and a decrease in the 2D intensity. Initially, the charge is equally distributed between all layers, and only a single uncharged G peak (Guc) is present.

When cations start to intercalate into graphite, the charge density increases on layers adjacent to the intercalants, forming an upsifted Gc (G charged) peak.146,406,407 The graphene layers not adjacent to the ions continue to show the Guc peak leading to a doublet in the Raman spectra at stages above stage 2.408,409 At 0.24 V, the Gc/Guc intensity ratio is indicative of stage 6 KC⁺.410 From 0.24 to 0.15 V, the Gc peak increases in intensity, the Guc and 2D peaks decrease, and all peaks red shift. The opposite behavior of the Gc and Guc intensities is due to continued staging where more graphene layers become charged and fewer uncharged layers remain. Both the Guc peak and 2D peak have vanished by 0.15 V. This is because stage 2 no longer involves any uncharged graphene layers, correlating with the disappearance of the Guc peak because of the emergence of a stage 2 compound. At this stage, the doping level ([Eg], Eg is the Fermi level) is sufficiently high to invalidate the transitions of the DR process for the 2D peak.38,60,61 From 0.15 to 0.01 V, the Raman spectra evolve from a symmetrical G peak to an asymmetric Fano resonance shape because of interference between the metallic like behavior of stage 1 GICs.410 Optical microscope images of the NLG at an open circuit voltage of 0.01 V also show the formation of stage 1 KC⁺, as shown by the change in color from gray to bright orange (inset of Fig. 34(c)).

The above results demonstrate that Raman spectroscopy is useful in electrode material preparation and redox reactions, as
well as to increase the cycle life of energy storage devices. This method can be extended to identify ion batteries and ECs containing other 2D materials as electrodes.\(^{411}\)

### 10.3 Graphene-based solar cells and organic light emitting diodes

Having unique properties, \(\text{i.e.}\), high optical transparence, high electrical conduction, and excellent mechanical flexibility, graphene and its derivatives have been investigated extensively in the field of solar cells and organic light emitting diodes (OLEDs). Many impressive results have been reported, where graphene-based materials (GO film and CVD-grown graphene) have been used as the electrodes, \(\text{i.e.}\), transparent anodes,\(^{357,413,414}\) non-transparent anodes,\(^{415}\) transparent cathodes,\(^{416}\) and catalytic counter electrodes,\(^{417}\) as well as where graphene has been used as the active layer, \(\text{i.e.}\), light harvesting materials,\(^{418}\) Schottky junctions,\(^{419}\) electron transport layers,\(^{420}\) hole transport layers, both hole and electron transport layers,\(^{421}\) and interfacial layers in the tandem configuration.\(^{422}\)

Usually, CVD-grown graphene has a higher electrical conductivity than the GO film because of the higher crystal quality. Here, we present an example of the layer-by-layer (LBL) transferred CVD-grown graphene as the solar cell anode,\(^{412}\) as shown in Fig. 35(a). A single layer of graphene does not have sufficiently high sheet conductivity. Stacking multilayer graphene together, followed by doping, is required to achieve higher extrinsic conductivity. A direct LBL interface coupling route for fabricating multilayer graphene films is shown in Fig. 35(b). In this LBL stacked graphene, the overall electrical conductivity is determined by the crystal quality and also the interlayer coupling. Raman spectroscopy is an ideal tool to identify the interlayer coupling and also the number of layers in this LBL transferred system.

As shown in Fig. 35(c), \(f(G)\) increases with the number of layers because of the increased signal from the graphene flake. In the AB- and ABC-stacked NLG, the interlayer coupling affects the electronic band and results in a complicated 2D band profile. Here, the LBL transferred graphene is the \(t\text{NLG}\) with randomly stacked orientations at each interface, denoted as complete \(t\text{NLG}\). This complete \(t\text{NLG}\) has a linear electronic band dispersion similar to 1LG.\(^{182}\) Thus, the 2D band of the complete \(t\text{NLG}\) also shows a single Lorentzian peak. However, the Fermi velocity of the \(t\text{NLG}\) is reduced because of the interlayer coupling. The lower Fermi velocity would lead to the blueshift of the 2D peak, as shown in Fig. 35(c and d). Moreover, the FWHM of the 2D peak in the complete \(t\text{NLG}\) would be broadened with respect to the number of layers. Therefore, according to the behavior of the 2D peak, the interlayer coupling and the number of layers of the LBL transferred graphene can be identified.

Graphene can also be adopted as the electrode of an OLED.\(^{423}\) In these OLEDs, the transparent conducting top electrode can be formed of a large-area multilayer graphene/bonding layer/polyethylene terephthalate structure. In this structure, the strain is induced in the NLG. As a means of probing the uniaxial strain on the NLG, polarized Raman spectroscopy is usually performed.\(^{423}\) The splitting of the G mode (denoted as the G\(^+\) and G\(^-\) bands) can be observed under uniaxial strain. The upshift and downshift of the G mode indicate compression and tension, respectively. The local stress can be estimated from the expression, \(\Delta \omega = \omega_{G0} - \omega_{GC} = -2\gamma \alpha_k tN\), where \(\omega_{GC}\) is the G-band peak of unstrained graphene, \(\gamma = 2\) is the Grüneisen parameter of G mode,\(^{47,424}\) and \(\alpha\) is the stress.

### 10.4 Graphene-based nanoelectromechanical systems

The outstanding mechanical,\(^{473}\) electrical,\(^{4,426}\) and optical properties of graphene make it an ideal material for flexible, conductive, and semitransparent films. Multilayer graphene with several tens of graphene layers is sufficiently stiff\(^{428}\) to produce freestanding cantilevers with very high aspect ratios that can be used to make suspended mirrors with masses from tens to hundreds of femtograms. Moreover, the optical cavities formed by suspending the cantilevers over a silica surface can be electrostatically actuated, making them well suited for the development of nanoelectromechanical systems (NEMS).\(^{429}\) NEMS can be operated as ultrasensitive mass sensors\(^{430,431}\) and ultrahigh-frequency resonators\(^{432}\) and can also be used to explore fundamental physical phenomena such as nonlinear damping\(^{273}\) and quantum effects in macroscopic objects.\(^{433}\) Various dissipation mechanisms are known to limit the mechanical quality factors of NEMS and to induce aging because of material degradation; thus, there is a need for methods that can probe the motion of these systems and the stresses within them at the nanoscale.\(^ {425}\) Raman spectroscopy has been used to probe the local stress within such a multilayer graphene cantilever.\(^{425}\)

Fig. 36(a) depicts a NEMS prepared from micrometer-sized multilayer graphene planar flakes, which are clamped on one side by a gold film with overhanging silicon oxide. The typical samples have a thickness of 100 graphene layers (30 nm) to
shown in Fig. 36(c), and exhibits softening of $1.9 \text{ cm}^{-1}/C_0$ with the interferometric response intensity of G mode, as voltage variations. The G peak shift is indeed synchronized graphene flake follows a quadratic dependence with small measurements of strained graphene, one can extract a the maximum cantilever deflection. This peak softening continuously increasing electrostatic field effect owing to (Fig. 36(d), inset). This linear shift could be interpreted as a fast photodiode. (b) SEM images showing a typical multilayer graphene properties are analyzed with a high-sensitivity Raman spectrometer and a fast photodiode. (b) SEM images showing a typical multilayer graphene cantilever clamped to a gold film on an oxidized silicon substrate. (c) The intensity $I_G$ (black symbols, left axis) and shift $\omega_G$ (red symbols, right axis) of the Raman G peak of a multilayer graphene cantilever vs. time during electrostatic actuation (dashed line). Peak softening can be seen. (d) False color plot showing the value of $\omega_G$ measured during a confocal ($x, z$) scan of the cantilever cross-section. The inset shows how $\omega_G$ varies along the cantilever before (purple) and after (green) the collapse of the cantilever onto the silica substrate. Black marks indicate the hinge position. Scale bar: 5 $\mu$m. (e and f) Amplitude of cantilever oscillations (black line: left axis) and Raman shift (green symbols: right axis) vs. drive frequency in a vacuum (e) and in air (f). Reproduced with permission from ref. 425. Copyright 2012, Nature Publishing Group.

prevent collapse, as shown in Fig. 36(b). $\omega(G)$ (or $\omega_Q$) of the graphene flake follows a quadratic dependence with small voltage variations. The G peak shift is indeed synchronized with the interferometric response intensity of G mode, as shown in Fig. 36(c), and exhibits softening of 1.9 $\text{cm}^{-1}$ at the maximum cantilever deflection. This peak softening is interpreted as a stress/strain effect and, by analogy with measurements of strained graphene, one can extract a corresponding strain value of 0.06% at the maximum deviation resulting from a quasi-static stress of 600 MPa.

The Raman signature of graphene flakes in NEMS depends on the position along the flake, which reflects the stress distribution in the cantilever. A micro-Raman confocal depth scan ($x, z$) (Fig. 36(d)) reveals a linear increase of $\omega(G)$ along the cantilever axis, from the free end of the cantilever to the hinge. This is not observed when the multilayer graphene is collapsed (Fig. 36(d), inset). This linear shift could be interpreted as a continuously increasing electrostatic field effect owing to charge within the substrate, which also influences $\omega(G)$. In Fig. 36(e and f), the fundamental mechanical resonance of this multilayer graphene cantilever is detected using the Raman signal under different experimental conditions. A large softening behavior (green curve, $\sim 6 \text{ cm}^{-1}$) is observed when mechanical excitation coincides with the mechanical resonance width, which is in agreement with Fizeau interferometry measurements (black curve). In contrast to the vacuum case (Fig. 36(e), the quality factor $Q_{air} \sim 26.1$), the same sample in air (Fig. 36(f)) presents a reduced quality factor ($Q_{air} \sim 2.3$), as well as a reduced Raman G-peak softening, which illustrates that the dynamical stress in air is less intense. The value of $Q_{air}$ agrees with a typical viscous damping model for this particular geometry and represents the predominant damping mechanism limiting the quality factor in air. However, this mechanism is no longer dominant under vacuum, where dissipation may be governed by clamping losses.

10.5 Graphene-based vdW two-dimensional heterostructure devices

Recently, vdW heterostructures formed by vertically stacked various 2DMs, such as graphene and TMDs, have offered more promising properties and functionalities for many electronic and optoelectronic applications than the constituent materials. Charge transfer between graphene and TMDs in the graphene/TMD heterostructures occurs, forming a Schottky junction.

Fig. 36 (a) Schematic view of a nanoelectromechanical device. The cantilever can be actuated with an external voltage while its optical properties are analyzed with a high-sensitivity Raman spectrometer and a fast photodiode. (b) SEM images showing a typical multilayer graphene cantilever clamped to a gold film on an oxidized silicon substrate. (c) The intensity $I_G$ (black symbols, left axis) and shift $\omega_G$ (red symbols, right axis) of the Raman G peak of a multilayer graphene cantilever vs. time during electrostatic actuation (dashed line). Peak softening can be seen. (d) False color plot showing the value of $\omega_G$ measured during a confocal ($x, z$) scan of the cantilever cross-section. The inset shows how $\omega_G$ varies along the cantilever before (purple) and after (green) the collapse of the cantilever onto the silica substrate. Black marks indicate the hinge position. Scale bar: 5 $\mu$m. (e and f) Amplitude of cantilever oscillations (black line: left axis) and Raman shift (green symbols: right axis) vs. drive frequency in a vacuum (e) and in air (f). Reproduced with permission from ref. 425. Copyright 2012, Nature Publishing Group.

Fig. 37 (a) Schematic diagram of a graphene/MoS₂ system. Optical microscope image (b) and topographical diagram (c) of a CVD grown graphene single crystal on MoS₂. Spatial Raman maps for $I_{2D}/I_G$ (d), $\omega_G$ (e), and the calculated $E_{Dirac} - E_F$ (f) for the graphene/MoS₂ heterostructure. Reproduced with permission from ref. 437. Copyright 2014, American Chemical Society.
A technique is necessary to in situ probe the charge transfer within the heterostructures. The doping carrier density \( n \) and the Fermi level relative to the Dirac point \( E_{\text{Dirac}} \) of graphene can be calculated based on \( \omega(G) \) and \( \omega(2D) \). In particular, \( \omega(G) \) upshifts monotonically upon increasing the doping level for \( p \) and moderate \( n \) doping in graphene, while \( \omega(2D) \) upshifts in the case of p-doping \( (E_F < E_{\text{Dirac}}) \) and downshifts in the case of n-doping \( (E_F > E_{\text{Dirac}}) \). Therefore, following the discussion in Section 7.1, the doping level and the calculated \( n \) by the spectral parameters of Raman spectroscopy. The spectral parameters of graphene are more sensitive to its doping level than those of TMDs; thus, the charge transfer between graphene and MoS\(_2\) in the heterostructures can be determined by the spectral features of the graphene constituent.

Fig. 37(d–f) show the spatial Raman maps of \( I(2D)/I(G) \), \( \omega_{C2} \), and the calculated \( E_{\text{Dirac}} - E_F \) of the graphene constituent in the heterostructures, respectively. According to eqn (15), \( I(2D)/I(G) \) under 514 nm excitation can be used to identify the doping level of graphene. The average positions of the G and 2D peaks for the graphene on SiO\(_2\) \( (\omega_{G} = 1593 \text{ cm}^{-1} \) and \( \omega_{2D} = 2648 \text{ cm}^{-1} \), as well as their intensity ratio \( (I(2D)/I(G) = 4) \), indicate that graphene is heavily p-doped with a carrier density \( n = 2 \times 10^{13} \text{ cm}^{-2} \) and \( E_F = E_{\text{Dirac}} = -550 \text{ mV} \). On the other hand, the corresponding parameters for graphene in contact with MoS\(_2\) \( (\omega_{G} = 1586 \text{ cm}^{-1} \), \( \omega_{2D} = 2644 \text{ cm}^{-1} \), and \( I(2D)/I(G) = 6 \)) suggest that graphene is p-doped with \( n = -1 \times 10^{13} \text{ cm}^{-2} \) and \( E_F - E_{\text{Dirac}} = -250 \text{ mV} \). This suggests that additional electrons are transferred from MoS\(_2\) to graphene so that graphene is ‘counter doped’ by the underlying MoS\(_2\) flake or, in other words, MoS\(_2\) is hole doped by graphene.

11 Conclusions

Graphene has extraordinary electronic, optoelectronic, and mechanical properties, and a variety of device applications. We have reviewed the origin of all Raman modes in intrinsic graphene, including the first-order G mode and DR-activated first-order and second-order Raman modes. The C, LB, and 2D modes in NLGs have also been discussed in detail, which are significantly sensitive to the number of layers \( N \) and stacking order (AB, ABC, and twist stacking). The resonance Raman spectroscopy of NLG has also been presented. The external perturbations to graphene flakes could affect their lattice vibrations and also band structures, which can be revealed by Raman spectroscopy. The effects of point defects, line defects, and edges on the D, G, and 2D modes have been discussed in detail, and it has been clearly demonstrated how to probe the nature of defects in graphene by Raman spectroscopy. The Raman spectral features, such as the lineshape and peak positions of the C, LB, and 2D modes, the intensity of the G mode of NLG, and that of the Si mode of the substrate, have been utilized to identify the value of \( N \) of graphene flakes. Raman spectroscopy has also been applied to characterize graphene-based materials, such as nanographene, carbon dots, graphene oxide, epitaxial graphene on SiC, NLG grown by CVD, and graphene-based van der Waals heterostructures. Raman imaging has also been shown to provide spatially distributed information concerning the number of layers, stacking order, edges, strain, and growth mechanism of graphene flakes. Finally, Raman spectroscopy has been shown to be an on-line, real-time, and nondestructive characterization technique to monitor the property modification or designed function on demand of graphene materials in related devices, such as FETs, energy storage devices, solar cells, OLEDs, NEMS, and graphene-based vdW heterostructures. We hope that this review will be an essential guide to the Raman spectroscopy of graphene-based materials for scientists in the field of material synthesis, basic research, and device and industrial applications.
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