DENSITY OF THE UNION OF POSITIVE DIAGONAL BINARY QUADRATIC FORMS

YIJIE DIAO

Abstract. Let $X$ be a sufficiently large positive integer. We prove that one may choose a subset $S$ of primes with cardinality $O(\log X)$, such that a positive proportion of integers less than $X$ can be represented by $x^2 + py^2$ for at least one of $p \in S$.

1. Introduction

A celebrated theorem of Landau [La] states that
$$\# \{n \leq X : n = x^2 + y^2, \ x, y \in \mathbb{Z} \} \sim \kappa X (\log X)^{-1/2},$$
where $\kappa$ is the Landau-Ramanujan constant. It implies that the density of the integers which can be represented by the sum of two squares is zero. Bernays [Be] generalized Landau’s result by showing that
$$\# \{n \leq X : n = x^2 + zy^2, \ x, y \in \mathbb{Z} \} \sim \kappa z X (\log X)^{-1/2},$$
for any positive integer $z$.

In this paper, we consider the set
$$N(X, Z) = \# \bigcup_{1 \leq z \leq Z} \{n \leq X : n = x^2 + zy^2\}.$$

It is natural to ask when $Z$ is sufficiently large, with respect to $X$, such that $N(X, Z)$ takes a positive proportion of $X$. According to (1.1), we require $Z \gg (\log X)^{1/2}$ at least. In an interesting and difficult recent paper, Hanson and Vaughan [HV] showed that $Z \gg \log X (\log \log X)$ is sufficient. More precisely, they chose a subset $S'(Z) = \{z \leq Z : z \text{ is odd and square-free} \}$ and proved for $Z = \log X (\log \log X)$ that
$$\# \bigcup_{z \in S'(Z)} \{n \leq X : n = x^2 + zy^2\} \gg X.$$

In this paper, we will use a very different approach from [HV] to give a simpler proof of a stronger result. Note that $#S'(Z) \asymp Z = \log X (\log \log X)$. We will show that one can choose a strictly smaller subset with size $O(\log X)$.

For a subset $\Omega \subset \mathbb{N}$, we denote
$$S_\Omega(Z) = \{z \leq Z : z \in \Omega\},$$
and
$$N_\Omega(X, Z) = \# \bigcup_{z \in S_\Omega(Z)} \{n \leq X : n = x^2 + zy^2\}.$$

Let $\mathcal{P}$ be the set of all primes congruent to 1 modulo 4 and let $\mathcal{Q}$ be a subset of $\mathcal{P}$ satisfying
$$#S_\mathcal{Q}(Z) \asymp Z / \log Z,$$
for $Z$ sufficiently large. Our primary result is the following theorem.
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Theorem 1. For $Z = \log X (\log \log X)$ and $Q$ as above, we have

$$N_Q(X, Z) \gg X.$$ 

The implicit constant only depends on the subset $Q \subset \mathcal{P}$. Note that with the choice of $Z$, we have $\#S_Q(Z) \asymp \log X$.

1.1. Preliminaries. Following the notation of [BG] and [HV], we call two solutions $(x_1, y_1)$ and $(x_2, y_2)$ with $x_1^2 + y_1^2 = x_2^2 + y_2^2$ equivalent if there is an automorphism $A \in \mathrm{SL}_2(\mathbb{Z})$ such that $(x_1, y_1) = (x_2, y_2)A$. By considering the field norm, we know that the number of automorphisms $g_z$ equals the number of units in the ring of integers of $\mathbb{Q}(\sqrt{-z})$. We denote

$$r(n, z) = \# \{(x, y) \in \mathbb{Z}^2 : x^2 + y^2 = n \}/g_z,$$

and

$$R_Q(n, Z) = \sum_{p \in S_Q(Z)} p^{1/2} r(n, p).$$

The Cauchy-Schwarz inequality shows that

$$N_Q(X, Z) \cdot \sum_{n \leq X} R_Q(n, Z)^2 \geq \left( \sum_{n \leq X} R_Q(n, Z) \right)^2. \quad (1.2)$$

For the right hand side, according to [BG, Lemma 3.1] we have uniformly

$$\sum_{n \leq X} r(n, z) = \pi z^{-1/2} X + O(X^{1/2}).$$

Then for $Z \ll X^{1/10}$, we have

$$\sum_{n \leq X} R_Q(n, Z) = \sum_{p \in S_Q(Z)} \left( p^{1/2} \cdot \sum_{n \leq X} r(n, p) \right) \asymp X(Z/\log Z).$$

Hence by (1.2), we need to find when $Z$ is sufficiently large, such that

$$\sum_{n \leq X} R_Q(n, Z)^2 \ll X(Z/\log Z)^2. \quad (1.3)$$

For the estimate of $\sum_n R_Q(n, Z)^2$, we treat the diagonal part and the off-diagonal part separately, namely

$$R_Q(n, Z)^2 = \sum_{p \in S_Q(Z)} p r(n, p)^2 + \sum_{p_1 \neq p_2} (p_1 p_2)^{1/2} r(n, p_1) r(n, p_2).$$

By [BG, Theorem 2] we have uniformly

$$\sum_{n \leq X} r(n, z)^2 = 2\pi z^{-1/2} X + E_z(X),$$

where the error term $E_z(X)$ satisfies the following bound:

$$E_z(X) \ll X^{1/2} + \tau(z)(X \log X \cdot z^{-1} + X \cdot z^{-3/4}).$$

Hence for $Z \ll X^{1/10}$ and $p \in S_Q(Z)$, we have

$$\sum_{n \leq X} r(n, p)^2 \ll X(p^{-1/2} + \log X \cdot p^{-1}).$$

We have the following estimate for the diagonal part:

$$\sum_{n \leq X} \sum_{p \in S_Q(Z)} p r(n, p)^2 \ll X \cdot (Z/\log Z) \cdot (Z^{1/2} + \log X). \quad (1.4)$$

---

1. If we restrict $z$ to be square-free and $z \equiv 1 \pmod{4}$, then $g_z$ is always equal to 2.
Therefore, in order to obtain (1.3), we will choose
\[ Z \gg (\log \log X). \]
This reveals the limitation of the Cauchy-Schwarz inequality (1.2).

By positivity, we may and will from now on only consider the full set \( P \). It is sufficient to prove Theorem 1 by showing the following proposition.

**Proposition 2.** For \( Z = \log X (\log \log X) \) and \( P = \{ p \text{ prime} : p \equiv 1 \pmod{4} \} \), we have
\[
\sum_{n \leq X} \sum_{p_1 \neq p_2} (p_1 p_2)^{1/2} r(n, p_1) r(n, p_2) \ll X(Z/\log Z)^2.
\]

1.2. General strategy. For \( p_1, p_2 \in S_P(Z) \) and \( p_1 \neq p_2 \), we will study the Dirichlet series
\[
(1.5) \quad \sum_{n=1}^{\infty} r(n, p_1) r(n, p_2) n^{-s},
\]
and we will then use Perron’s formula to estimate the partial sum
\[
(1.6) \quad \sum_{n \leq X} r(n, p_1) r(n, p_2).
\]

A standard way to include the remaining \((p_1 p_2)^{1/2}\) factor is by partial summation. We will instead obtain the necessary estimates directly from the class number formula (see Proposition 3). In order to apply the Perron’s formula, we need to investigate analytic properties of the Dirichlet series (1.5). A possible method is to compare it to other well-known Dirichlet series. We require the forms to be both diagonal and positive definite because there is a simple representation (1.9) of \( r(n, z_j) \) by the orthogonality relations.

We will now establish the following proposition, which is slightly more general than what we need for Proposition 2. We denote
\[
\mathcal{W} = \{ z \in \mathbb{N} : z \equiv 1 \pmod{4} \text{ and square-free} \} \supset P.
\]
Let \( \Delta \) denote the set of discriminants and \( \Delta_0 \) denote the set of fundamental discriminants. For \( d \in \Delta \), let \( \chi_d \) be the corresponding quadratic character, specifically \( \chi_d(n) = (\frac{d}{n}) \).

**Proposition 3.** Let \( Z \ll X^{1/10} \). Suppose that \( z_1, z_2 \in S_{\mathcal{W}}(Z) \) and \( z_1 \neq z_2 \). For \( j = 1, 2 \), we denote \( z_j^* = -4z_j \). Then we have
\[
\sum_{n \leq X} r(n, z_1) r(n, z_2) = \pi^2 X \frac{L(1, \chi_{z^*_1} \chi_{z^*_2})}{\sqrt{z^*_1 z^*_2}} \cdot \sum_{d \in \Delta_0} \frac{1}{d(z_1^*, z_2^*)} \prod_{p | d} \frac{1 - p^{-1}}{1 - \chi_d(z_1^*) / d \chi_d(z_2^*) / (d p)^{-1}} + O(X^{3/4+\epsilon} \cdot Z),
\]
where the implicit constant is independent to the choice of \( z_1, z_2 \).

Let \( \mathcal{C}_j \) be the class group of \( \mathbb{Q} (\sqrt{z_j^*}) \) and \( h_j \) be the class number; let \( \chi_j \in \mathcal{C}_j \) be a character. We denote
\[
(1.7) \quad a_j(n, \chi_j) = \sum_{N \mathfrak{a} = n} \chi_j(\mathfrak{a}).
\]
Note that for \( \text{Re}(s) > 1 \), we have
\[
(1.8) \quad L_{\mathbb{Q}(\sqrt{z_j^*})}(s, \chi_j) = \sum_{n=1}^{\infty} a_j(n, \chi_j) n^{-s},
\]
where \( L_{\mathbb{Q}(\sqrt{z_j^*})}(s, \chi_j) \) is the class group \( L \)-function.
By the orthogonality relations, we have

\[ r(n, z_j) = \frac{1}{h_j} \sum_{a=n} \sum_{\chi_j \in \hat{C}_j} a_j(n, \chi_j). \]

Hence we have

\[ r(n, z_1) r(n, z_2) = \frac{1}{h_1 h_2} \sum_{\chi_1 \in \hat{C}_1} \sum_{\chi_2 \in \hat{C}_2} a_1(n, \chi_1) a_2(n, \chi_2). \]

This makes it possible for us to study the Dirichlet series (1.5) by investigating the Dirichlet series

\[ \sum_{n=1}^{\infty} a_1(n, \chi_1) a_2(n, \chi_2) n^{-s}. \]

The function \( a(n, \chi) \) is multiplicative (we may temporarily forget the index), so it is crucial to detect its values on prime powers. By direct computation, we obtain the following lemma.

**Lemma 4.** Let \( z \equiv 1 \pmod{4} \) be positive and square-free. We denote \( z^* = -4z \) and \( A = \mathcal{O}_{\mathbb{Q}(\sqrt{z^*})} \).

- If \( \chi_{z^*}(p) = -1 \), then \( (p)_A \) is a prime ideal with norm \( p^2 \), and
  \[ a(p^k, \chi) = \frac{(-1)^k + 1}{2}. \]

- If \( \chi_{z^*}(p) = 1 \), then \( (p)_A = p \mathfrak{p} \), where \( p \) and \( \mathfrak{p} \) are both primes ideals with norm \( p \), and
  \[ a(p^k, \chi) = \sum_{j=0}^{k} \chi(p)^j \chi(\mathfrak{p})^{k-j}. \]

- If \( \chi_{z^*}(p) = 0 \), then \( (p)_A = p^2 \), where \( p \) is a prime ideal with norm \( p \), and
  \[ a(p^k, \chi) = \chi(p)^k. \]

In all cases, we have

\[ |a(p^k, \chi)| \leq k + 1. \]

**Remark.** It is worth mentioning that recently there has been notable activity in investigating representation of integers by binary form, for example the work of [LSX], [SX] and [FW]. The latter is slightly similar to the problem studied in [HV] and this paper.

**Notation.** For \( s \in \mathbb{C} \), we denote \( \sigma = \text{Re}(s) \) and \( t = \text{Im}(s) \).

- For a positive square-free integer \( z \equiv 1 \pmod{4} \), we will continue to write \( z^* = -4z \).
- For \( c \in \mathbb{R} \), we denote \( \int_{(c)} \) to be the vertical complex integral \( \int_{c-i\infty}^{c+i\infty} \), and \( \int_{(c)}^T \) to be the truncated vertical complex integral \( \int_{c-iT}^{c+iT} \).

We will continue use the symbol \( \Delta \) to denote the set of discriminants and \( \Delta_0 \) to denote the set of fundamental discriminants.

**Acknowledgements.** This article is a version the author’s master thesis at the University of Bonn. The author would like to thank his advisor Valentin Blomer for introducing the problem, and giving generous feedback and encouragement along the way, especially during the global pandemic. The author thanks Edgar Assing for his lectures on analytic number theory. Finally, the author is grateful to the anonymous referees for their valuable time and comments.
2. Analytic properties of the Dirichlet series (1.11)

The main result of this section is the following proposition.

**Proposition 5.** The Dirichlet series (1.11) is absolutely convergent for $\sigma > 1$. It has a meromorphic continuation in the half plane $\sigma > 1/2$, and the only possible (simple) pole is at $s = 1$, which appears only if $\chi_1$ and $\chi_2$ are both real characters.

The first statement is clear, since by Lemma 4 we have

\[ |a_1(p^k, \chi_1)a_2(p^k, \chi_2)| \leq (k + 1)^2. \tag{2.1} \]

For the remaining parts, we will consider a class group $L$-function on the field $K = \mathbb{Q}(\sqrt{z_1}, \sqrt{z_2})$, with a character $\chi$ defined first on prime ideals by

\[ \chi(p) = \chi_1(N_1 \mathfrak{p}) \cdot \chi_2(N_2 \mathfrak{p}). \tag{2.2} \]

Here $N_j$ denotes the ideal norm from $\mathcal{O}_K$ to $\mathcal{O}(\sqrt{z_j})$, and we extend $\chi$ to all non-zero fractional ideals by multiplicativity. Note that the ideal norm preserves principal ideals, so it indeed induces a character on the class group of $K$.

Now we consider the following two Euler products:

\[ \sum_{n=1}^{\infty} a_1(n, \chi_1)a_2(n, \chi_2)n^{-s} = \prod_p A_p(s, \chi_1, \chi_2) = \prod_p \left( 1 + \sum_{k=1}^{\infty} \alpha_k(p, \chi_1, \chi_2)p^{-ks} \right), \]

and

\[ L_K(s, \chi) = \prod_p B_p(s, \chi_1, \chi_2) = \prod_p \left( 1 + \sum_{k=1}^{\infty} \beta_k(p, \chi_1, \chi_2)p^{-ks} \right). \tag{2.3} \]

Note that $L_K(s, \chi)$ is a degree 4 $L$-function with unit local parameters, so we have

\[ |\beta_k(p, \chi_1, \chi_2)| \leq \left( \frac{k + 3}{3} \right) \leq (k + 1)^3. \]

Let $p$ be an unramified prime, namely $p \nmid z_1^* z_2^*$. Then by Lemma 4 and (2.2), we know that $\alpha_1(p, \chi_1, \chi_2) \neq 0$ if and only if $\beta_1(p, \chi_1, \chi_2) \neq 0$, and they are both equivalent to $\chi_1(p) = \chi_2(p) = 1$. In this case, we write

\[ (p)\mathcal{O}_{\mathbb{Q}(\sqrt{z_1})} = \mathfrak{p}_1 \mathfrak{F}_1; \quad (p)\mathcal{O}_{\mathbb{Q}(\sqrt{z_2})} = \mathfrak{p}_2 \mathfrak{F}_2; \quad (p)\mathcal{O}_K = \prod_{j=1}^{4} \mathfrak{F}_j. \]

We may check that

\[ \alpha_1(p, \chi_1, \chi_2) = \beta_1(p, \chi_1, \chi_2) = (\chi_1(p_1) + \chi_1(p_1)^{-1}) \cdot (\chi_2(p_2) + \chi_2(p_2)^{-1}). \]

Hence by (2.1), we can apply Lemma 12 (in Appendix A) to obtain a holomorphic function $G(s, \chi_1, \chi_2)$ defined in the half plane $\sigma > 1/2$, such that

\[ \sum_{n=1}^{\infty} a_1(n, \chi_1)a_2(n, \chi_2)n^{-s} = L_K(s, \chi) \cdot G(s, \chi_1, \chi_2), \tag{2.4} \]

for $\sigma > 1$.

Recall that the class group $L$-function $L_K(s, \chi)$ has a meromorphic continuation in the whole complex plane; it has a pole at $s = 1$ if and only if the character $\chi$ is principal. Hence our Dirichlet series (1.11) has a meromorphic continuation in the half plane $\sigma > 1/2$, and we may conclude the proof by showing the following lemma.

**Lemma 6.** Suppose that $\chi$ is a principal character, then $\chi_1$ and $\chi_2$ are both real characters.

**Proof.** We only need to consider the unramified primes here, since every ideal class contains infinite elements. Moreover, for any rational prime $p$ which is inert in both extensions, we know $\chi_1((p)) = \chi_2((p)) = 1$ automatically. There are only two remaining situations:
• For a totally split rational prime $p$, we have
\[
(p)\mathcal{O}_{\mathcal{Q}(z_1)} = \mathfrak{P}_p, 
(p)\mathcal{O}_{\mathcal{Q}(z_2)} = \mathfrak{P}_2, 
\text{and } (p)\mathcal{O}_K = \prod_{j=1}^{4} \mathfrak{P}_j.
\]
Then $\chi(\mathfrak{P}_j) = 1$ for every $j$ implies that
\[
\chi_1(p_1)\chi_2(p_2) = \chi_1(p_1)^{-1}\chi_2(p_2) = \chi_1(p_1)\chi_2(p_2)^{-1} = \chi_1(p_1)^{-1}\chi_2(p_2)^{-1} = 1.
\]
Hence we have $\chi_1^2(p_1) = \chi_2^2(p_2) = 1$.

• Let $p$ be a rational prime which is split in one quadratic field and is inert in the other. Without loss of generality we assume that $\chi_1(p) = 1$ and $\chi_2(p) = -1$, then
\[
(p)\mathcal{O}_{\mathcal{Q}(z_1)} = p\mathfrak{P}, 
(p)\mathcal{O}_{\mathcal{Q}(z_2)} = (p), 
\text{and } (p)\mathcal{O}_K = \mathfrak{P}\mathfrak{P}.
\]
Now $\chi(\mathfrak{P}) = 1$ implies $\chi_1(p^2)\chi_2(p^2) = 1$, so $\chi_1^2(p) = \chi_1^2(p) = \chi_2(p) = 1$.

\[\square\]

Let $\mathcal{A}(s, \chi_1, \chi_2)$ denote the meromorphic continuation of the Dirichlet series (1.11) for $\sigma > 1/2$. It has the following uniform convexity bound.

**Lemma 7.** Let $\epsilon, \delta > 0$ be sufficiently small. Then in the vertical strip $\sigma \in [1/2 + \epsilon, 1]$, we have
\[
\mathcal{A}(s, \chi_1, \chi_2) \ll \left((1 + |t|) \cdot Z\right)^{2(1-\sigma)+\delta},
\]
for any $z_1, z_2 \in S_W(Z)$, $z_1 \neq z_2$, and for any $\chi_1 \in \widehat{\mathcal{C}}_1$, $\chi_2 \in \widehat{\mathcal{C}}_2$.

**Proof.** For any $\chi_1, \chi_2$ and for any prime $p$, by (2.1) and (2.3) we know that the quotient
\[
\frac{|A_p(s, \chi_1, \chi_2)|}{|B_p(s, \chi_1, \chi_2)|}
\]
is uniformly bounded in the half plane $\sigma \geq 1/2 + \epsilon$. By Lemma 12, we have a decomposition
\[
G(s, \chi_1, \chi_2) = G_\infty(s, \chi_1, \chi_2) \cdot \prod_{p \in V} \frac{A_p(s, \chi_1, \chi_2)}{B_p(s, \chi_1, \chi_2)},
\]
where $G_\infty$ is absolutely convergent for $\sigma > 1/2$, and $V$ is a finite set of primes, with size less than the number of ramified primes plus an absolute constant\(^2\). Again by (2.1) and (2.3), we know that $G_\infty$ is uniformly bounded for $\sigma \geq 1/2 + \epsilon$. Note that for any $z_1, z_2 \in S_W(Z)$, the number of ramified primes is $O\left(\frac{\log Z}{\log \log Z}\right)$. Hence we have uniformly
\[
G(s, \chi_1, \chi_2) \ll \exp\left(\frac{\log Z}{\log \log Z}\right),
\]
in the half plane $\sigma \geq 1/2 + \epsilon$.

The convexity bound of class group $L$-functions shows that
\[
L_K(s, \chi) \ll \left|(1 + |t|)^{\deg(K/Q)} \cdot \Delta_{K/Q}\right|^{(1-\sigma)/2+\delta} \ll \left|(1 + |t|)^{4} \cdot Z^4\right|^{(1-\sigma)/2+\delta}.
\]
Along with (2.4) and (2.5), we have uniformly
\[
\mathcal{A}(s, \chi_1, \chi_2) \ll \left((1 + |t|) \cdot Z\right)^{2(1-\sigma)+\delta},
\]
for $\sigma \in [1/2 + \epsilon, 1]$.

\[\square\]

\(^2\)By Lemma 12, this constant only depends on $d$ and $n$ (see Appendix A for the definitions), which are both fixed here.
Let \( z \equiv 1 \pmod{4} \) be positive and square-free. Following [IK, Chapter 22.3], the real characters on the class group of \( \mathbb{Q}(\sqrt{z^2}) \) are simply the genus characters. For \( f, g \in \Delta_0 \) and \( f g = z^2 \), the genus character \( \chi_{f,g} \) is first defined on prime ideals by

\[
\chi_{f,g}(p) = \begin{cases} 
\chi_f(\mathcal{N}p), & \text{if } p \nmid f, \\
\chi_g(\mathcal{N}p), & \text{if } p \nmid g.
\end{cases}
\]

And we extend \( \chi_{f,g} \) to all non-zero fractional ideals by multiplicativity.

Along with (1.8), the Kronecker factorization formula [IK, (22.57)]:

\[
L_{\mathbb{Q}(\sqrt{z^2})}(s, \chi_{f,g}) = L(s, \chi_f)L(s, \chi_g)
\]

implies that

\[
a(n, \chi_{f,g}) = (\chi_f \ast \chi_g)(n).
\]

We may expand the product of two of these convolutions.

**Lemma 8.** Suppose that \( f_1, g_1, f_2, g_2 \in \Delta_0 \). Then we have

\[
(\chi_{f_1} \ast \chi_{g_1})(n) \cdot (\chi_{f_2} \ast \chi_{g_2})(n) = \sum_{n=abcde^2} \mu(e)\chi_{f_1}(abe)\chi_{g_1}(cde)\chi_{f_2}(ace)\chi_{g_2}(bde).
\]

**Proof.** We may write the left hand side as

\[
\sum_{n=r s} \chi_{f_1}(r)\chi_{g_1}(s) \cdot \sum_{n=tu} \chi_{f_2}(t)\chi_{g_2}(u).
\]

For fixed \( r, s, t, u \), let \( m \) be the greatest common divisor of them. Then for each \( e \mid m \), there are \( \tau(m/e) \) possible decompositions satisfying \( abe = r, cde = s, ace = t, bde = u \). Then by Möbius inversion, we have

\[
\sum_{e \mid m} \mu(e)\tau(m/e) = 1,
\]

which implies that we count each decomposition from the left hand side exactly once. \( \square \)

We can now prove the following lemma.

**Lemma 9.** For \( j = 1, 2 \), let \( \chi_j = \chi_{f_j, g_j} \) be a genus character of the class group of \( \mathbb{Q}(\sqrt{z_j^2}) \). Then \( \mathcal{A}(s, \chi_1, \chi_2) \) has a pole at \( s = 1 \), if and only if there exists a fundamental discriminant \( d \mid (z_1^2, z_2^2) \), such that

\[
\mathcal{A}(s, \chi_1, \chi_2) = \frac{\zeta^{(d)}(s)L(s, \chi_{z_1^2})L(s, \chi_{z_2^2})L(s, \chi_{z_1^2/dz_2^2/d})}{L(2s, \chi_{z_1^2 z_2^2})}
\]

where \( \zeta^{(d)}(s) = \zeta(s) \cdot \prod_{p \mid d}(1 - p^{-s}) \).

**Proof.** By Lemma 8, we have

\[
\mathcal{A}(s, \chi_1, \chi_2) = \sum_{n=1}^{\infty} \sum_{n=abcde^2} \mu(e)\chi_{f_1}(abe)\chi_{g_1}(cde)\chi_{f_2}(ace)\chi_{g_2}(bde) n^{-s}
\]

(2.7)

\[
= \sum_{n=1}^{\infty} \chi_{f_1}f_2(a)\chi_{f_1}g_2(b)\chi_{g_1}f_2(c)\chi_{g_1}g_2(d) \mu(e)\chi_{z_1^2 z_2^2}(c) n^{-s}
\]

\[
= L(s, \chi_{f_1}f_2)L(s, \chi_{f_1}g_2)L(s, \chi_{g_1}f_2)L(s, \chi_{g_1}g_2)L(2s, \chi_{z_1^2 z_2^2})^{-1}.
\]

Note that \( f_1, f_2, g_1, g_2 \in \Delta_0 \), and \( z_1, z_2 \) are square-free. The function \( \mathcal{A}(s, \chi_1, \chi_2) \) has a pole at \( s = 1 \), if and only if \( f_1 = f_2 \), or \( f_1 = g_2 \), or \( f_2 = g_1 \) or \( g_1 = g_2 \). Without loss of generality, we may assume that \( f_1 = f_2 = d \). In this case, the factorization in (2.7) becomes

\[
\frac{\zeta^{(d)}(s)L(s, \chi_{z_1^2})L(s, \chi_{z_2^2})L(s, \chi_{z_1^2/dz_2^2/d})}{L(2s, \chi_{z_1^2 z_2^2})}.
\]

\( \square \)
3. Proof of Proposition 3

Let \( \alpha(n) \) be an arithmetic function. We denote its Dirichlet series by

\[
D(s) = \sum_{n=1}^{\infty} \alpha(n)n^{-s}.
\]

We have the following version of Perron’s formula ([Br, Lemma 1.4.2]).

**Theorem 10** (Perron’s formula, an effective version). Let \( c > 0 \) and \( X, T \geq 2 \). Suppose that \( D(s) \) is absolutely convergent in the half plane \( \sigma \geq c \). Then we have

\[
\sum_{n \leq X} \alpha(n) = \frac{1}{2\pi i} \int_{(c)} \frac{D(s)X^s ds}{s} + O\left(\frac{X^c}{T} \sum_{n=1}^{\infty} |\alpha(n)|n^{-\sigma} + AX\left(1 + \frac{X \log X}{T}\right)\right),
\]

where \( AX = \max_{X \leq n \leq 2X} |\alpha(n)| \).

Let \( \alpha(n) = r(n, z_1)r(n, z_2) \). By (1.10) and Proposition 5, we know that

\[
D(s) = \sum_{n=1}^{\infty} r(n, z_1)r(n, z_2)n^{-s} = \frac{1}{b_1b_2} \sum_{\chi_1, \chi_2} \sum_{n=1}^{\infty} a_1(n, \chi_1)a_2(n, \chi_2)n^{-s}.
\]

has a meromorphic continuation for \( \sigma > 1/2 \). For \( \delta > 0 \) sufficiently small, by (1.10) and (2.1) we have \( |\alpha(n)| \ll n^{\delta} \), and hence \( A_X \ll X^\delta \). Let \( \epsilon = \delta/10 \), then by Theorem 10 we have

\[
\sum_{n \leq X} r(n, z_1)r(n, z_2) = \frac{1}{2\pi i} \int_{(1+\epsilon)} \frac{D(s)X^s ds}{s} + O\left(\frac{X^{1+\epsilon}}{T} + X^\delta\right).
\]

In the region \( \sigma \in [1/2+\epsilon, 1+\epsilon], t \in [-T, T] \), we know that \( D(s)X^s s^{-1} \) has only one pole at \( s = 1 \). So by the residue theorem, the main term of (3.2) becomes

\[
X \cdot \text{res}_{s=1} \frac{D(s)}{s} + \frac{1}{2\pi i} \left( \int_{1+\epsilon+iT}^{1+\epsilon+iT} - \int_{1+\epsilon-iT}^{1+\epsilon-iT} + \int_{(1+\epsilon)} \right) D(s) \cdot \frac{X^s ds}{s}.
\]

For those \( s \) on these integral segments, by (1.10) and Lemma 7 we have

\[
D(s) \ll |(1 + |t|) \cdot Z|^{\max(0, 2(1-\sigma) + \delta)}.
\]

If we assume that \( X, T \) sufficiently large and \( T \leq \sqrt{X}/2 \), then we have

\[
\int_{1/2+\epsilon+iT}^{1+\epsilon+iT} \ll Z \int_{1/2+\epsilon}^{1+\epsilon} T^{\max(-1, 1-2\sigma + \delta)} \cdot X^\sigma d\sigma
\]

\[
\ll Z \cdot (X^{1/2+\epsilon} + X^{1+\epsilon} \cdot T^{-1}).
\]

The estimate for the segment \([1/2 + \epsilon - iT, 1 + \epsilon - iT] \) is similar. For the vertical integral, we have

\[
\int_{(1+\epsilon)} \ll Z \cdot \int_{-T}^{T} (1 + |t|)^{1-2\epsilon + \delta} \cdot \frac{X^{1/2+\epsilon}}{|t|^{1/2 + \epsilon + iT}} dt
\]

\[
\ll Z \cdot X^{1/2+\epsilon} \cdot T^{1-2\epsilon + \delta}.
\]

Now we choose \( T = X^{1/4} \), then (3.2) becomes

\[
\sum_{n \leq X} r(n, z_1)r(n, z_2) = X \cdot \text{res}_{s=1} \frac{D(s)}{s} + O\left(X^{3/4+\epsilon} \cdot Z\right).
\]

Since the convexity bound (Lemma 7) is uniform for all \( z_1, z_2 \in S_W(Z) \), the implicit constant here is independent to the choice of \( z_1 \) and \( z_2 \).
By (3.1), Proposition 5 and Lemma 9, we have

\[
D(s) = \frac{1}{h_1 h_2} \sum_{d \in \Delta_0 \atop d \mid \Delta_1 \Delta_2} \frac{\zeta(d)(s) L(s, \chi_{\Delta_1} \chi_{\Delta_2})}{L(2s, \chi_{\Delta_1} \chi_{\Delta_2})} + H(s).
\]

Here \(H(s)\) is the contribution of the pair of characters such that the Dirichlet series (1.11) has no pole at \(s = 1\). Recall that the class number formula shows that

\[
h_j = \frac{\sqrt{4\pi}}{\pi} L(1, \chi_{\Delta_j}^*).
\]

Hence we obtain

\[
X \cdot \text{res}_{s=1} D(s) = X \cdot \frac{\pi^2}{\sqrt{\Delta_1 \Delta_2}} \cdot \frac{L(1, \chi_{\Delta_1} \chi_{\Delta_2})}{L(2, \chi_{\Delta_1} \chi_{\Delta_2})} \sum_{d \in \Delta_0 \atop d \mid \Delta_1 \Delta_2} \prod_{p \mid d} \frac{1 - p^{-1} \chi_{\Delta_1} \chi_{\Delta_2}(p) p^{-1}}{1 - \chi_{\Delta_1}^* \chi_{\Delta_2}(p) p^{-1}}.
\]

Along with (3.6), this concludes the proof of Proposition 3.

4. PROOF OF PROPOSITION 2

According to Proposition 3, we have

\[
\sum_{n \leq X} \sum_{\substack{p_1, p_2 \in S_p(Z) \atop p_1 \neq p_2}} (p_1 p_2)^{1/2} r(n, p_1) r(n, p_2) \ll X \sum_{\substack{p_1, p_2 \in S_p(Z) \atop p_1 \neq p_2}} L(1, \chi_{p_1} \chi_{p_2}).
\]

Then it is sufficient to prove Proposition 2 by showing the following lemma.

**Lemma 11.** We have

\[
\sum_{\substack{p_1, p_2 \in S_p(Z) \atop p_1 \neq p_2}} L(1, \chi_{p_1} \chi_{p_2}) \ll Z^2 \log^{-2} Z.
\]

**Proof.** Let \(\chi\) be a primitive character modulo \(q > 1\). Then by the approximate functional equation for Dirichlet \(L\)-functions [Ra, Corollary (a)], we have

\[
L(1, \chi) = \sum_{n \leq Y} n^{-1} \chi(n) + O\left(q^{1/2} Y^{-1} \log(q + 2)\right).
\]

We choose \(Y = Z \log Z\) and sum over \(p_1, p_2\) to obtain

\[
\sum_{\substack{p_1, p_2 \in S_p(Z) \atop p_1 \neq p_2}} L(1, \chi_{p_1} \chi_{p_2}) = \sum_{n \leq Z \log Z \atop n \text{ odd}} n^{-1} \sum_{p_1, p_2} \chi_{p_1, p_2}(n) + O(Z^2 \log^{-2} Z).
\]

Recall \(p^* = -4p\), so we only need to sum over odd \(n\) and we have \(\chi_{p_1} \chi_{p_2}(n) = \chi_{p_1, p_2}(n)\).

For the sum over squares, we have

\[
\sum_{n = \square} n^{-1} \sum_{p_1, p_2} \chi_{p_1, p_2}(n) \ll Z^2 \log^{-2} Z.
\]

For the remaining sum, note that

\[
\sum_{n \leq Z \log Z \atop n \text{ odd}, n \neq \square} n^{-1} \sum_{\substack{p_1, p_2 \in S_p(Z) \atop p_1 \neq p_2}} \chi_{p_1, p_2}(n) = \sum_{n \leq Z \log Z \atop n \text{ odd}, n \neq \square} n^{-1} \sum_{p \in S_p(Z)} \chi_p(n)^2 + O(Z).
\]

Hence it is sufficient to show that

\[
\sum_{n \leq Z \log Z \atop n \text{ odd}, n \neq \square} n^{-1} \sum_{p \in S_p(Z)} \chi_p(n)^2 \ll Z^2 \log^{-2} Z.
\]
We denote 
\[ A(n, Z) = n^{-1} \left| \sum_{p \in Sp(Z)} \chi_p(n) \right|^2. \]

For a positive odd non-square integer \( n \), we decompose \( n = n_1 n_2^2 \) with \( n_1 \) square-free. Observe that 
\[ A(n, Z) \leq n_1^{-1} n_2^{-2} \left| \sum_{p \in Sp(Z)} \chi_p(n_1) + O(\tau(n_2)) \right|^2. \]

Then we have 
\[ \sum_{n \leq Z \log Z} A(n, Z) = \sum_{n_2 \text{ odd}} n_2^{-2} \left( \sum_{n_1 \leq n_2^{-2} Z \log Z} A(n_1, Z) + O(Z^{1+\epsilon}) \right), \]

where \( \sum^* \) henceforth indicates restriction to positive odd square-free integers. Now we may conclude the proof by showing that

\[ (4.1) \sum^* A(n, Z) \ll Z^2 \log^{-2} Z. \]

According to Heath-Brown’s quadratic large sieve [HB, Theorem 1], we have

\[ \sum^* \left| \sum_{p \in Sp(Z)} \chi_p(n_1) \right|^2 \ll Z^{2+\epsilon}. \]

Then by partial summation, we obtain

\[ \sum^* A(n, Z) = \sum_{N < Z \log Z} N^{-1} (N + 1)^{-1} \sum^* \left| \sum_{n \leq N} \chi_p(n) \right|^2 + O(Z^{1+\epsilon}). \]

Now we separate the \( N \)-sum into the following three sums:

\[ S_1 = \sum_{N \leq \log^B Z} , \quad S_2 = \sum_{\log^B Z < N < Z^4} , \quad S_3 = \sum_{Z^4 < N < Z \log Z} . \]

The parameters \( B \) and \( \delta \) will be determined later. We will obtain the required upper bound of \( S_1 \) by applying the Siegel-Walfisz theorem, and of \( S_2 \) by using Heath-Brown’s quadratic large sieve once more. For the intermediate sum \( S_2 \), we will apply a lemma by Elliott.

In fact, we have

\[ \sum_{p \in Sp(Z)} \chi_p(n) = \sum_{d \equiv 1 (mod 4) \atop d \equiv d' (mod 4)} \chi_d(4n) \cdot \tau(Z; 4n, d), \]

where

\[ \tau(Z; 4n, d) := \# \{ p \leq Z : p \equiv d (mod 4) \}. \]

Since \( n \) is odd, by the Chinese remainder theorem we know

\[ \sum_{d \equiv 1 (mod 4) \atop d \equiv d' (mod 4)} \chi_d(4n) = \sum_{d \equiv 1 (mod 4) \atop d \equiv d' (mod 4)} \chi_d(n) = \sum_{d' \equiv 1 (mod 4)} \left( \frac{d'}{n} \right). \]

For a positive odd square-free integer \( n \), note that \( \left( \frac{\cdot}{n} \right) \) is a non-principal Dirichlet character modulo \( n \). Then by the orthogonality relations, we have

\[ \sum_{d \equiv 1 (mod 4) \atop d \equiv d' (mod 4)} \chi_d(4n) = 0. \]
Now choose $A > 2$. By [IK, Corollary 5.29], we know that\footnote{When $n \leq \log(Z)^{A+1}$, it is the classical Siegel-Walfisz theorem. For larger $n$, this display is simply trivial.}
\[
\pi(Z; n, d) = \varphi(4n)^{-1}Z + O(Z \log^{-A} Z),
\]
where the implicit constant only depends on $A$. Then we have
\[
\sum_{p \in S_P(Z)} \chi_p(n) = \sum_{d \equiv 1 (mod 4n), d \equiv 1 (mod 4)} \chi_d(4n) \cdot \pi(Z; 4n, d) \ll n \cdot Z^{\log^{-A} Z}.
\]
It follows that
\[
S_1 \ll \sum_{N \leq \log^B Z} NZ^2 \log^{-2A} Z \ll Z^2 \log^{2B-2A} Z.
\]
After expanding the square and exchanging sums, we have
\[
\sum_{n \leq N} \sum_{p \in S_P(Z)} \chi_p(n) = \left| \sum_{n \leq N} \sum_{p_1 \neq p_2 \in S_P(Z)} \chi_{p_1 p_2}(n) \right|^2 + O(NZ/\log Z).
\]
An estimate by Elliott [EI, Lemma 10] (or more precisely, [HB, (6)]) shows that\footnote{Elliott’s estimate is much weaker than Heath-Brown’s quadratic large sieve in the $N$-aspect, but it wins an extra $Z^\epsilon$. This is exactly what we need for estimating $S_2$.}
\[
\sum_{n \leq N} \sum_{p_1 \neq p_2 \in S_P(Z)} \chi_{p_1 p_2}(n)^2 = \sum_{n \leq N} \left| \sum_{p_1 \neq p_2 \in S_P(Z)} \frac{n}{p_1 p_2} \right|^2 \ll (Z^2 + N^2 \log N)N.
\]
The first equality follows from the quadratic reciprocity, since $p_1 p_2 \equiv 1$ (mod 4). Let $N \ll Z^\delta$, where $\delta > 0$ is sufficiently small. Then by the Cauchy-Schwarz inequality, we have
\[
\sum_{n \leq N} \sum_{p_1 \neq p_2 \in S_P(Z)} \chi_{p_1 p_2}(n) \ll N^{1/2}Z^2 \log^{-1} Z.
\]
Hence we obtain
\[
S_2 \ll \sum_{\log^B Z < N \leq Z^\delta} N^{-3/2}Z^2 \log^{-1} Z \ll Z^2 \log^{-B-2-1} Z.
\]
Again by [HB, Theorem 1], we have
\[
S_3 \ll \sum_{Z^\delta < N \leq Z \log Z} N^{-2}Z^{2+\epsilon} \ll Z^{2+\epsilon-\delta}.
\]
Now we choose $\epsilon > 0$ sufficiently small, $\delta = 2\epsilon$, $B = 2$, and $A = 3$. Then by (4.2), (4.3) and (4.4), we finally obtain (4.1).

\[\square\]

**Appendix A: Quotient of a Dirichlet series by an $L$-function**

Let $a(n)$ be a multiplicative arithmetic function. We denote $a_k(p) = a(p^k)$. Suppose that for any prime $p$, we have
\[
a_k(p) \ll k^c,
\]
where $c$ is a positive constant. Then the Euler product
\[
A(s) = \prod_p A_p(s) = \prod_p \left(1 + \sum_{k=1}^{\infty} a_k(p)p^{-ks}\right)
\]
is absolutely convergent for $\sigma > 1$.

Let $B(s)$ be an $L$-function of degree $d$ with unit local parameters $\lambda_k(p)$. Then the Euler product

\begin{equation}
B(s) = \prod_p B_p(s) = \prod_p (1 - \lambda_1(p)p^{-s})^{-1} \cdots (1 - \lambda_d(p)p^{-s})^{-1}
\end{equation}

is absolutely convergent for $\sigma > 1$. Note that for any prime $p$, we have uniformly

\begin{equation}
|b_k(p)| \leq \left( \frac{k + d - 1}{d - 1} \right) \leq (k + 1)^d.
\end{equation}

We will prove the following lemma.

**Lemma 12.** Let $A(s)$ and $B(s)$ as above; let $U$ be a finite set of primes and let $n \geq 2$. Suppose that for all primes $p \notin U$, we have $a_k(p) = b_k(p)$ for any $1 \leq k < n$. Then there exists a function $G(s)$, such that

\[ A(s) = B(s) \cdot G(s), \]

for $\sigma > 1$. Moreover, the function $G(s)$ is holomorphic in the half plane $\sigma > 1/n$, and it has an Euler product with decomposition

\[ G(s) = G_\infty(s) \cdot \prod_{p \in V} \frac{A_p(s)}{B_p(s)}. \]

Here $G_\infty(s)$ is an absolutely convergent infinite product for $\sigma > 1/n$, and $V$ is a finite set of primes with $\#V \leq \#U + C$, where $C$ is a constant only depending on $n$ and $d$.

**Proof.** We define $g_1(p) = a_1(p) - b_1(p)$; for $k \geq 2$, we recursively define

\[ g_k(p) = a_k(p) - b_k(p) - \sum_{m=1}^{k-1} b_m(p)g_{k-m}(p). \]

Then we define

\[ G(s) = \prod_p G_p(s) = \prod_p \left( 1 + \sum_{k=1}^\infty g_k(p)p^{-ks} \right). \]

For all $p \notin U$, we have $g_k(p) = 0$ for $1 \leq k < n$. By induction, we have $g_k(p) \ll T^k$, where $T$ is a constant only depending on the degree $d$ of the $L$-function. In fact, we can choose any $T > 1$ satisfying

\[ \sum_{m=1}^\infty (m + 1)^d \cdot T^{-m} < 1. \]

For $\sigma > 1/n$, by (A.1) and (A.3) we know that the $p$-factors $A_p(s)$ and $B_p(s)$ are absolutely convergent. Moreover, for any prime $p$, by (A.2) we have $|B_p(s)| \geq \delta > 0$. We denote

\[ V = \{ p \text{ prime} : p \leq (2T)^n \text{ or } p \in U \}. \]

Then the finite product

\[ \prod_{p \in V} G_p(s) = \prod_{p \in V} \frac{A_p(s)}{B_p(s)} \]

is holomorphic. For $\sigma > 1/n$ and for any prime $p \notin V$, we have

\[ \sum_{k=1}^\infty g_k(p)p^{-ks} = \sum_{k=n}^\infty g_k(p)p^{-ks} \ll \sum_{k=n}^\infty (Tp^{-s})^k \ll (Tp^{-s})^n. \]
Therefore, the infinite product

\[ G_\infty(s) = \prod_{p \in V} G_p(s) \]

is absolutely convergent for \( \sigma > 1/n \), hence the function \( G(s) \) is holomorphic for \( \sigma > 1/n \).

For \( \sigma > 1 \), we have \( A(s) = B(s) \cdot G(s) \), simply by comparing their coefficients.

\[ \square \]
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