EMBEDDINGS AMONG QUANTUM AFFINE $\mathfrak{sl}_n$

YIQIANG LI†

Abstract. We establish an explicit embedding of a quantum affine $\mathfrak{sl}_n$ into a quantum affine $\mathfrak{sl}_{n+1}$. This embedding serves as a common generalization of two natural, but seemingly unrelated, embeddings, one on the quantum affine Schur algebra level and the other on the non-quantum level. The embedding on the quantum affine Schur algebras is used extensively in the analysis of canonical bases of quantum affine $\mathfrak{sl}_n$ and $\mathfrak{gl}_n$. The embedding on the non-quantum level is used crucially in a work of Riche and Williamson on the study of modular representation theory of general linear groups over a finite field. The same embedding is also used in a work of Maksimau on the categorical representations of affine general linear algebras. We further provide a more natural compatibility statement of the embedding on the idempotent version with that on the quantum affine Schur algebra level. A $\mathfrak{gl}_n$-variant of the embedding is also established.

Introduction

Consider the following rule

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto \begin{pmatrix} a & 0 & b \\ 0 & 0 & 0 \\ c & 0 & d \end{pmatrix}.
\]

It defines an embedding of $\mathfrak{sl}_2(R)$ into $\mathfrak{sl}_3(R)$ over any commutative ring $R$ where $a, b, c$ and $d$ belong to. Further, by regarding $a, b, c$ and $d$ as block matrices, the embedding generalizes to a natural embedding of $\mathfrak{sl}_n(R)$ into $\mathfrak{sl}_{n+1}(R)$. When $R$ is the local field $\mathbb{C}((t))$, such an embedding plays a key role in the study of categorical representations of affine general Lie algebras in Maksimau’s work [M15, M18]. An affine $\mathfrak{gl}$ variant of the embedding is further used in the study of modular representations of general linear groups over finite fields in a recent work [RW18] of Riche and Williamson.

Now consider the $n$-step affine flag variety $\mathfrak{F}_{n,d}$ associated with $\text{GL}_d(\mathbb{C})$. It is well known that quantum affine Schur algebras $S_{n,d}$ admit a geometric realization as the convolution algebra on $\mathfrak{F}_{n,d} \times \mathfrak{F}_{n,d}$. The ind-variety $\mathfrak{F}_{n,d}$ parametrizes lattice chains in a $d$-dimensional vector space over $\mathbb{C}((t))$. The operation of adding an extra copy of the lattice in a prescribed step in lattice chains defines a natural embedding $S_{n,d} \subset S_{n+1,d}$. Such a natural embedding of quantum affine Schur algebras is used crucially in the study of canonical bases and multiplication formulas of quantum affine $\mathfrak{sl}_n(\mathbb{C})$ and $\mathfrak{gl}_n(\mathbb{C})$ in [FLLLW], [LS]. We refer to [DDF] for a Hecke-algebra approach to, and further applications of, this embedding.
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So we have a natural embedding of affine $\mathfrak{sl}_n$ into affine $\mathfrak{sl}_{n+1}$ on the one hand and a natural embedding $S_{n,d} \subseteq S_{n+1,d}$ on the other hand. Note that $S_{n,d}$ receives an algebra homomorphism from quantum affine $\mathfrak{sl}_n$. To this end, it is desirable to understand the relationship between the two kinds of seemingly unrelated embeddings. In this paper, we establish an explicit embedding of quantum affine $\mathfrak{sl}_n$ into its higher rank. It is a natural quantization of the embedding on affine $\mathfrak{sl}_n$ defined by (1) and used in the works [RW18, M15, M18]. We further provide a compatibility of the embedding with that on the quantum affine Schur algebra level. It is somewhat unnatural. However when consider the embedding on Lusztig’s modified quantum affine $\mathfrak{sl}_n$, it becomes natural again. So the embeddings established in this paper can be regarded as a common generalization of the previous two kinds of embeddings. It is worthwhile to point out that the quantization is not unique, depending on a parameter $\varepsilon \in \{\pm 1\}$. In an upcoming paper [Li], the author will extend the embeddings established in this paper to a much broader setting.

Let $\theta_n$ be an involution of $\mathfrak{sl}_n(R)$ by sending a matrix to the matrix whose $(i, j)$ entry is the $(n + 1 - i, n + 1 - j)$ entry of the original matrix. The pair $(\mathfrak{sl}_n(R), \mathfrak{sl}_n(R)^{\theta_n})$ is a quasi-split symmetric pair. The embedding defined in (1) with appropriate block sizes of $a$ and $d$ is compatible with the involutions $\theta_n$ and $\theta_{n+1}$ on $\mathfrak{sl}_n(R)$ and $\mathfrak{sl}_{n+1}(R)$ respectively. Thus it induces an embedding on the fixed-point set: $\mathfrak{sl}_n(R)^{\theta_n} \subset \mathfrak{sl}_{n+1}(R)^{\theta_{n+1}}$. On the geometry side, there is a quantum affine Schur algebras $S_{\mathfrak{sl}_n,d}$ defined as the convolution algebras of $n$-step affine isotropic flag varieties in the works [FLLLW] (see also [BKLW]). These algebras are homomorphic images of a quantum version of $\mathfrak{sl}_n^{\theta_n}$, i.e., the coideal subalgebras in an affine quantum symmetric pair of quasi-split type $A$. There are natural embeddings $S_{n,d}^t \subseteq S_{n+1,d}^t$, which play a key role in loc. cit. It is a natural question to see if there exists an embedding for these types of coideal subalgebras as a common generalization of the embedding $\mathfrak{sl}_n(R)^{\theta_n} \subset \mathfrak{sl}_{n+1}(R)^{\theta_{n+1}}$ and $\mathfrak{sl}_n(R)^{\theta_n} \subset \mathfrak{sl}_{n+1}(R)^{\theta_{n+1}}$.

The embedding established in this paper certainly calls for a further investigation of a more intrinsic connection between the above lines of research.
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1. Preliminaries

This section recalls the basic definitions of quantum affine $\mathfrak{sl}_n$ and its Schur quotients.

1.1. Definition. Let $\mathbb{Q}(v)$ be the field of rational functions with the variable $v$. For each integer $a \in \mathbb{N}$, we define

$$[a] = \frac{v^a - v^{-a}}{v - v^{-1}}, \quad [a]! = [a][a-1] \cdots [1].$$

If $x$ is an element in an associative algebra over $\mathbb{Q}(v)$, we write

$$x^{(a)} = x^a/[a]!$$

Let $I_n = \mathbb{Z}/n\mathbb{Z}$. If there is no danger of confusion, we write elements in $I_n$ by $0, 1, \cdots, n-1$. Recall that the Cartan matrix of affine type $A^{(1)}_{n-1}$ is the $n \times n$ matrix $C = (c_{ij})_{i,j \in I_n}$ such that $c_{ij} = 2\delta_{i,j} - \delta_{i,j+1} - \delta_{i,j-1}$. Let $U(\widehat{\mathfrak{sl}_n})$ be the quantum affine $\widehat{\mathfrak{sl}_n}$ associated with $C$. It is an associative algebra over $\mathbb{Q}(v)$ and it admits a generator-and-relation presentation. Precisely, the generators are standard Chevalley generators $E_i, F_i,$ and $K_i^{\pm 1}$ for all $i \in I_n$ and the defining relations are given as follows.

\begin{align*}
(R1) & \quad K_i K_j = K_j K_i, \quad K_i K_i^{-1} = 1 = K_i^{-1} K_i, \\
(R2) & \quad K_i E_j = v^{c_{ij}} E_j K_i, \quad K_i F_j = v^{-c_{ij}} F_j K_i, \\
(R3) & \quad E_i F_j - F_j E_i = \delta_{i,j} \frac{K_i - K_i^{-1}}{v - v^{-1}}, \\
(R4) & \quad \sum_{p=0}^{1-c_{ij}} (-1)^p E_i^{(p)} E_j E_i^{(1-c_{ij}-p)} = 0, \\
(R5) & \quad \sum_{p=0}^{1-c_{ij}} (-1)^p F_i^{(p)} F_j E_i^{(1-c_{ij}-p)} = 0, \forall i, j \in I_n.
\end{align*}

The algebra $U(\widehat{\mathfrak{sl}_n})$ can be endowed with a Hopf algebra structure with the comultiplication $\Delta$ defined by

$$\Delta(E_i) = E_i \otimes 1 + K_i \otimes E_i, \quad \Delta(F_i) = F_i \otimes K_i^{-1} + 1 \otimes F_i, \quad \Delta(K_i) = K_i \otimes K_i, \quad \forall i \in I_n.$$
1.2. Idempotent form. Let \( n \) be a positive integer greater than 1. Let \( \mathcal{S}_n \) be the set of all sequences \((a_i)_{i \in \mathbb{Z}}\) such that \( a_i \in \mathbb{Z} \) and \( a_i = a_{i+n} \) for all \( i \). Note that any sequence \((a_i)_{i \in \mathbb{Z}}\) in \( \mathcal{S}_n \) is completely determined by the entries \((a_1, \cdots, a_n)\), which we shall use to denote the sequence itself. The set \( \mathcal{S}_n \) carries a natural abelian group structure with the component-wise addition. It is naturally isomorphic to \( \mathbb{Z}^n \). Let \( Y_n \) be the subset of \( \mathcal{S}_n \) consisting of all sequences \((a_i)_{i \in \mathbb{Z}}\) such that \( \sum_{1 \leq i \leq n} a_i = 0 \). Let \( \mathbf{1} \) be the sequence in \( \mathcal{S}_n \) such that each entry is 1. Let \( X_n = \mathcal{S}_n / \langle \mathbf{1} \rangle \) be the quotient of \( \mathcal{S}_n \) by the subgroup generated by \( \mathbf{1} \). Let \( \langle \cdot, \cdot \rangle : Y_n \times X_n \rightarrow \mathbb{Z} \) be the perfect pairing defined by 

\[
\langle b, \overline{a} \rangle = \sum_{1 \leq i \leq n} b_i a_i \quad \text{for all } b \in Y_n \text{ and } \overline{a} \in X_n.
\]

There is an embedding \( I_n \rightarrow Y_n \) defined by \( i \mapsto \alpha_i^\vee \) where the \( i \) (resp. \( i+1 \)) entry of \( \alpha_i^\vee \) is 1 (resp. \(-1\)) mod \( n \) and 0 otherwise. Similarly there is an embedding \( I_n \rightarrow X_n \) defined by \( i \mapsto \alpha_i \) where \( \alpha_i \) is the coset of \( \alpha_i^\vee \) in \( X_n \). Let \( i \cdot j = \langle \alpha_i^\vee, \alpha_j \rangle \) for all \( i, j \in I_n \). Then \( (I_n, \cdot) \) is the Cartan datum of affine type \( A_n \). Further, \( (Y_n, X_n, \langle \cdot, \cdot \rangle) \) is a root datum of \( (I_n, \cdot) \). The root datum is neither \( X \)-regular nor \( Y \)-regular.

Let \( \hat{U}_n \) be the modified quantum group associated with the root datum \((Y_n, X_n)\) ([L10]). The algebra \( \hat{U}_n \) is an associative algebra over \( \mathbb{Q}(v) \) without unit. Instead it has a collection of idempotents \( 1_\lambda \) for \( \lambda \in X_n \). It carries a natural \( \mathcal{U} (\hat{\mathfrak{sl}}_n) \)-bimodule structure generated by the \( 1_\lambda \)'s.

1.3. Quantum affine Schur algebra. Let \( V_n \) be the vector space over \( \mathbb{Q}(v) \) spanned by the symbols \( u_k \) for all \( k \in \mathbb{Z} \). To avoid confusion, we write \( k \) for the congruence class of \( k \) in \( I_n = \mathbb{Z}/n\mathbb{Z} \). We define a \( \mathcal{U} (\hat{\mathfrak{sl}}_n) \)-module structure on \( V_n \) by the following rules: for all \( i \in I_n \), \( k \in \mathbb{Z} \),

\[
E_i u_k = \delta_{k+1}^i u_{k-1}, \quad F_i u_k = \delta_{k,i}^i u_{k+1}, \quad K_i u_k = v^{\delta_{k, i-1}} u_k.
\]

Via the comultiplication \( \Delta \), there is a \( \mathcal{U} (\hat{\mathfrak{sl}}_n) \)-module structure on the tensor product \( V_n^{\otimes d} = V_n \otimes \cdots \otimes V_n \) of \( d \) copies of \( V_n \). There exists a natural action of the affine Hecke algebra \( H_d \) of type \( A \) on \( V_n^{\otimes d} \). The quantum affine Schur algebra is defined to be the centralizer algebra \( S_{n,d} = \text{End}_{H_d} (V_n^{\otimes d}) \). We shall not recall the precise definition of the \( H_d \)-action as it plays no role in later analyses, instead we shall recall a geometric definition of \( S_{n,d} \) in the following. Since the two actions on \( V^{\otimes d} \) are commutative, there exists an algebra homomorphism \( \hat{U}(\hat{\mathfrak{sl}}_n) \rightarrow S_{n,d} \). The morphism is not surjective in general. Let \( S'_{n,d} \) be its image, a subalgebra in \( S_{n,d} \). The algebra \( S'_{n,d} \) was first studied by Lusztig. In particular, we have a surjective algebra homomorphism

\[
\pi_{n,d} : \mathcal{U} (\hat{\mathfrak{sl}}_n) \rightarrow S'_{n,d}.
\]

It is well known from ([L00]) that there exists an algebra homomorphism \( \phi_{d+n,d} : S'_{n,d+n} \rightarrow S'_{n,d} \) such that \( \pi_{n,d} = \phi_{d+n,d} \pi_{d+n,d} \). Moreover \( \mathcal{U} (\hat{\mathfrak{sl}}_n) \) is in the inverse limit of the inverse system \( \{ S_{n,d}, \phi_{d+n,d} \}_{d \in \mathbb{N}} \).

Let \( k \) be a finite field of \( q \) elements. Let \( k((t)) \) be the field of formal Laurent polynomials. Let \( k[[t]] \) be the subring of \( k((t)) \) consisting of all formal power series. Consider a \( k((t)) \)-vector space \( V \) of dimension \( d \). A free \( k[[t]] \)-module \( L \) of rank \( d \) such that \( k((t)) \otimes_{k[[t]]} L = V \) is called a lattice of \( V \). The collection of chains of lattices \( L_\bullet = (L_1 \subseteq L_2 \subseteq \cdots \subseteq L_n \subset t^{-1} L_1) \) will be denoted by \( \mathfrak{F}_{n,d} \), the \( n \)-step affine flag variety. When specialized at \( v = q^{1/2} \), the algebra \( S_{n,d} \) is isomorphic to the convolution algebra on \( \mathfrak{F}_{n,d} \times \mathfrak{F}_{n,d} \).
Let \( \Lambda_{n,d} \) be the subset in \( S_n \) of all sequence \((a_i)\) such that \( \sum_{1 \leq i \leq n} a_i = d \). For each \( (a_i) \in \Lambda_{n,d} \), define \( \mathcal{F}_{(a_i)} \) to be the subset of \( \mathfrak{S}_{n,d} \) consisting of all lattice chains \( L_i \) such that \( \dim_k L_i / L_{i-1} = a_i \) for all \( 1 \leq i \leq n \). For each \( (a_i) \in \Lambda_{n,d} \), there is an idempotent \( 1_{(a_i)} \) in \( S_{n,d} \) such that, when specialized to \( v = q^{1/2} \), it is the characteristic function of the diagonal of \( \mathcal{F}_{(a_i)} \times \mathcal{F}_{(a_i)} \).

2. The embedding \( \Phi_{r,\varepsilon} \)

In this section, we present an explicit embedding of the quantum affine \( \mathfrak{sl}_n \) to its higher rank and a compatibility with the natural embedding on the Schur algebra level.

2.1. The statement. Let us fix forever an integer \( r \in [0, n-1] \) and \( \varepsilon \in \{ \pm 1 \} \). Consider \( \mathbb{U}(\widehat{\mathfrak{sl}}_{n+1}) \). To avoid confusion, we denote the Chevalley generators in \( \mathbb{U}(\widehat{\mathfrak{sl}}_{n+1}) \) by \( \widehat{E}_i, \widehat{F}_i, \widehat{K}_i^{\pm 1} \) for \( i \in I_{n+1} \). Consider the following elements in \( \mathbb{U}(\widehat{\mathfrak{sl}}_{n+1}) \). For all \( i \in I_n \), we define

\[
\begin{align*}
  e_i &= \begin{cases} 
  \widehat{E}_i & \text{if } i = 0, \ldots, r - 1, \\
  \widehat{E}_i \widehat{E}_{i+1} - v^\varepsilon \widehat{E}_{i+1} \widehat{E}_i & \text{if } i = r, \\
  \widehat{E}_{i+1} & \text{if } i = r + 1, \ldots, n - 1.
\end{cases} \\
  f_i &= \begin{cases} 
  \widehat{F}_{i+1} \widehat{F}_i - v^{-\varepsilon} \widehat{F}_i \widehat{F}_{i+1} & \text{if } i = r, \\
  \widehat{F}_{i+1} & \text{if } i = r + 1, \ldots, n - 1.
\end{cases} \\
  k_i &= \begin{cases} 
  \widehat{K}_i & \text{if } i = 0, \ldots, r - 1, \\
  \widehat{K}_i \widehat{K}_{i+1} & \text{if } i = r, \\
  \widehat{K}_{i+1} & \text{if } i = r + 1, \ldots, n - 1.
\end{cases}
\end{align*}
\]

(3)

Recall that for any \( x \in \mathbb{U}(\widehat{\mathfrak{sl}}_{n+1}) \) we write \( x^{(a)} = x^a / \lvert a \rvert! \). For any \( p \in \mathbb{N} \), we have

\[
\begin{align*}
  e_r^{(p)} &= \sum_{j=0}^p (-1)^j v^{\varepsilon j} E_{r+1}^{(j)} E_r^{(p-j)} E_{r+1}^{(p)} , \\
  f_r^{(p)} &= \sum_{j=0}^p (-1)^j v^{-\varepsilon j} F_{r+1}^{(j)} F_r^{(p-j)} F_{r+1}^{(p)}.
\end{align*}
\]

(4)

(5)

The equality (4) is [L10, Lemma 42.1.2 (c)]. We have the following.

**Theorem 2.1.1.** There is an injective homomorphism of associative algebras

\[
\Phi_{r,\varepsilon} : \mathbb{U}(\mathfrak{sl}_n) \to \mathbb{U}(\widehat{\mathfrak{sl}}_{n+1}) \text{ defined by } E_i \mapsto e_i, F_i \mapsto f_i, K_i^{\pm 1} \mapsto k_i^{\pm 1}, \forall i \in I_n.
\]

**Proof.** We shall show the existence of \( \Phi_{r,\varepsilon} \) in Section 3. We show for \( n > 2 \), it is given in Section 3.1 and for \( n = 2 \) it is given in Section 3.2.

Assume now that the algebra homomorphism \( \Phi_{r,\varepsilon} \) is well-defined. We shall show that the map \( \Phi_{r,\varepsilon} \) is injective. Let \( \mathbb{U}_{r,\varepsilon} \) be the subalgebra of \( \mathbb{U}(\widehat{\mathfrak{sl}}_{n+1}) \) generated by \( e_i, f_i, K_i^{\pm 1} \) for all \( i \in I_n \). We consider the module \( \mathcal{V}_{n+1} \) of \( \mathbb{U}(\widehat{\mathfrak{sl}}_{n+1}) \). It restricts automatically to a
$U_{r,\varepsilon}$-module. To avoid confusion, we write its basis element by $\bar{u}_k$ for all $k \in \mathbb{Z}$. We define an embedding $V_n \to V_{n+1}$ by

$$u_k \mapsto \begin{cases} \bar{u}_{k+[k/n]} & \text{if } \bar{k} \in \{0, 1, \ldots, r-1\} \subseteq I_n, \\ \bar{u}_{k+[k/n]} & \text{if } \bar{k} \in \{r, \ldots, n-1\} \subseteq I_n. \end{cases}$$

Let $W_n$ be the image of the embedding $V_n \to V_{n+1}$. One can check that $W_n$ is a $U_{r,\varepsilon}$-submodule of $V_n$, and moreover the actions of the generators in $U_{r,\varepsilon}$ on $W_n$ is compatible with the action of the generators in $U(\mathfrak{s}\mathfrak{l}_n)$ under the isomorphism $V_n \to W_n$. Observe that

(7) $\Delta(e_r) = e_r \otimes 1 + k_r \otimes e_r + (v^{-1} - v^e)\tilde{E}_{r+1}K_r \otimes \tilde{E}_r + (v - v^e)\tilde{K}_{r+1}\tilde{E}_r \otimes \tilde{E}_{r+1},$

(8) $\Delta(f_r) = f_r \otimes k_r^{-1} + 1 \otimes f_r + (v - v^{-e})\tilde{F}_r \otimes \tilde{K}_r^{-1}\tilde{F}_{r+1} + (v^{-1} - v^{-e})\tilde{F}_{r+1} \otimes \tilde{F}_r \tilde{K}_r^{-1}.$

This indicates that when restricting to $W_n^\otimes d$, as a summand of $V_n^\otimes d$, the last two operators in $\Delta(e_r)$ and $\Delta(f_r)$ are zero. Thus $W_n^\otimes d$ is a $U_{r,\varepsilon}$-module and thanks to (7) the actions of $e_r$ and $f_r$ on $W_n^\otimes d$ are compatible with the actions of $E_r, F_r$ on $V_n^\otimes d$ via the isomorphism $V_n \to W_n$. Identifying $V_n$ with $W_n$, we see that there exists an algebra homomorphism $\pi_{n,d} : U_{r,\varepsilon} \to S_{n,d}'$ such that $\pi_{n,d}(e_i) = \pi_{n,d}(E_i)$, $\pi_{n,d}(f_i) = \pi_{n,d}(F_i)$ and $\pi_{n,d}(k_i) = \pi_{n,d}(K_i)$ for all $i \in I_n$. Since $U(\mathfrak{s}\mathfrak{l}_n)$ is in the inverse limit of an inverse system $(S_{n,d}, S_{n,d+n} \to S_{n,d})_{d \in \mathbb{N}}$, by the universality there exists a unique algebra homomorphism $\Psi_{r,\varepsilon} : U_{r,\varepsilon} \to U(\mathfrak{s}\mathfrak{l}_n)$ such that $\Psi_{r,\varepsilon}(e_i) = E_i$, $\Psi_{r,\varepsilon}(f_i) = F_i$ and $\Psi_{r,\varepsilon}(k_i^{\pm 1}) = K_i^{\pm 1}$ for all $i \in I_n$. This is the inverse of the map $\Phi_{r,\varepsilon} : U(\mathfrak{s}\mathfrak{l}_n) \to U_{r,\varepsilon}$ induced by $\Phi_{r,\varepsilon}$. So $\Phi_{r,\varepsilon}$ is an isomorphism, and in other words, $\Phi_{r,\varepsilon}$ is injective. The theorem is thus proved. \hfill $\square$

We end this section with a remark.

**Remark 2.1.2.**

1. The assumption that $r \in [0, n-1]$ is not essential. One can define the morphism $\Phi_{r,\varepsilon}$ when $r = n$ as well in a similar manner.
2. The $v = 1$ version of the embedding $V_n \to V_{n+1}$ and (3) first appeared in [M18].
3. The analysis in the Proof of Theorem 2.1.1 yields the following commutative diagram of linear maps.

$$
\begin{array}{ccc}
U(\mathfrak{s}\mathfrak{l}_n) & \xrightarrow{\Phi_{r,\varepsilon}} & U_{r,\varepsilon} \\
\pi_{n,d} \downarrow & & \downarrow \tilde{\pi}_{n+1,d} \\
S_{n,d}' & \xleftarrow{\pi} & S'_{n+1,d}
\end{array}
$$

where $\tilde{\pi}_{n+1,d}$ is the restriction of the map $\pi_{n+1,d}$ in (2) to $U_{r,\varepsilon}$ and $\pi$ is the projection of a linear endomorphism of $V_{n+1}^\otimes d$ to a linear endomorphism of $V_n^\otimes d$ under the embedding $V_n \to V_{n+1}$. (Note that $\pi$ is not an algebra homomorphism.) A more natural compatibility will be given in the following section. The injectivity of $\Phi_{r,\varepsilon}$ can be proved by exploring the above commutative diagram as follows. Suppose that $x \in U(\mathfrak{s}\mathfrak{l}_n)$ is in the kernel of $\Phi_{r,\varepsilon}$. Then by the above commutative diagram, we have $\pi_{n,d}(x) = \pi\pi_{n+1,d}\Phi_{r,\varepsilon}(x) = 0$ for all $d$. It is well-known that if $\pi_{n,d}(x) = 0$ for all $d$, then $x = 0$. Therefore $\Phi_{r,\varepsilon}$ is injective.
2.2. A variant. In [G99], Green defines a version of quantum affine \( \mathfrak{g}l_n \). This is a variant of \( U(\hat{\mathfrak{g}}l_n) \). More precisely, it is defined as an associative algebra \( U(\mathfrak{g}l_n) \) over \( \mathbb{Q}(v) \), which has generators \( E_i, F_i, L_i^{\pm 1} \) for \( i \in I_n \) and which subject to the following defining relations.

\[
\begin{align*}
L_i L_j - L_j L_i &= L_i L_j^{\pm 1} = 1, \\
L_i E_j &= v^{\delta_{i,j} - \delta_{i-1,j}} E_j L_i, \\
L_i F_j &= v^{-\delta_{i,j} + \delta_{i-1,j}} F_j L_i, \\
E_i F_j - F_j E_i &= \delta_{i,j} \frac{L_i L_i^{1} - L_i^{1} L_i}{v - v^{-1}}, \\
\sum_{p=0}^{1-c_{ij}} (-1)^p E_i^{(p)} E_j^{(1-c_{ij} - p)} &= 0, \\
\sum_{p=0}^{1-c_{ij}} (-1)^p F_i^{(p)} F_j^{(1-c_{ij} - p)} &= 0, \forall i, j \in I_n.
\end{align*}
\]

(9)

Note that in [G99], there is an assumption that \( n \geq 3 \). We do not need this assumption. Recall that, to avoid confusion, a superscript \( \sim \) is put on the Chevalley generators of \( \mathfrak{g}l_n \). Recall the root datum \((\Lambda, X)\). Recall that we fix an integer \( r \in [0, n-1] \). Consider the following element in \( U(\hat{\mathfrak{g}}l_{n+1}) \).

\[
l_i = \begin{cases} 
\tilde{K}_i \tilde{K}_{i+1} \cdots \tilde{K}_r & 1 \leq i \leq r, \\
\tilde{K}_{r+1} \cdots \tilde{K}_i^{-1} & r+1 \leq i \leq n.
\end{cases}
\]

(10)

Let \( U(\hat{\mathfrak{g}}l_{n+1})_1 \equiv U(\hat{\mathfrak{g}}l_{n+1})/(\prod_{i=1}^{n+1} \tilde{K}_i - 1) \) be the quotient algebra of \( U(\hat{\mathfrak{g}}l_{n+1}) \) by the two-sided ideal generated by \( \prod_{i=1}^{n+1} \tilde{K}_i - 1 \). This is the quantum affine \( \mathfrak{g}l_{n+1} \) at level 1. We still use the same notations for the images of the Chevalley generators of \( U(\hat{\mathfrak{g}}l_{n+1}) \) under the canonical projection map. We have the following \( \mathfrak{g}l_n \)-variant of Theorem 2.1.1.

**Proposition 2.2.1.** There is an embedding \( \Phi_{r, \varepsilon, 1} : U(\mathfrak{g}l_n) \to U(\hat{\mathfrak{g}}l_{n+1})_1 \) defined by \( E_i \mapsto e_i, F_i \mapsto f_i, L_i \mapsto l_i \) for all \( i \in I_n \), where \( e_i, f_i \) are in \( \mathfrak{g}l_n \).

The proof is given in Section 3.3.

2.3. Compatibility with quantum affine Schur algebras. Recall the root datum \((Y_n, X_n)\) from Section 1.2. Define a morphism

\[
\phi = (f, g) : (Y_n, X_n) \to (Y_{n+1}, X_{n+1})
\]

where \( f : Y_n \to Y_{n+1} \) sends a sequence \((a_1, \cdots, a_n)\) to \((a_1, \cdots, a_r, 0, a_{r+1}, \cdots, a_n)\), and \( g : X_{n+1} \to X_n \) sends a coset of \((a_1, \cdots, a_{n+1})\) to the coset of \((a_1 - a_{r+1}, \cdots, a_i - a_{r+1}, a_{r+2} - a_{r+1}, \cdots, a_{n+1} - a_{r+1})\). The root datum \((Y_{n+1}, X_{n+1})\) can be regarded as a root datum of affine type \( A_n \), instead of \( A_{n+1} \), in an appropriate way such that \( \phi \) is a morphism of root data of affine type \( A_n \). Note that \( f \) extends naturally to a map \( f : \mathfrak{S}_n \to \mathfrak{S}_{n+1} \).

There is an embedding \( \Lambda_{n,d} \to X_n \) defined by \( \lambda \mapsto \tilde{\lambda} \) as the composition of the embedding \( \Lambda_{n,d} \to \mathfrak{S}_n \) and the quotient map \( \mathfrak{S}_n \to X_n \). For \( \tilde{\lambda} \in X_n - \Lambda_{n,d} \), then there is a \( d' \neq d \) such that \( \tilde{\lambda} \in \Lambda_{n,d'} \). Clearly different representatives of \( \tilde{\lambda} \) yield different \( d' \). We fix once and for all a representative for each class in \( X_n \) so that if \( \tilde{\lambda} \in \Lambda_{n,d} \) then \( \tilde{\lambda} \in \Lambda_{n,d} \). Under this assumption, we can define a map \( f_d : X_n \to X_{n+1} \) by sending \( \tilde{\lambda} \to \overline{f(\lambda)} \). Clearly \( gf_d(\tilde{\lambda}) = \tilde{\lambda} \).

In light of Theorem 2.1.1, we thus have an algebra embedding

\[
\phi_{d, \varepsilon} : \hat{U}_n \to \hat{U}_{n+1}
\]

(11)
defined by $1_\lambda \mapsto 1_{f(\lambda)}$, $E_i1_\lambda \mapsto e_i1_{f(\lambda)}$ and $F_i1_\lambda \mapsto f_i1_{f(\lambda)}$ for all $i \in I_n$ and $\lambda \in \mathfrak{S}_n$.

Recall from [33] the quantum affine Schur algebra $S_{n,d}$. It has idempotents $1_\lambda$ for $\lambda \in \Lambda_{n,d}$. It is known that there is an algebra homomorphism $\pi : \hat{U}_n \to S_{n,d}$ such that $\pi_n.d(1_\lambda) = 1_\lambda$ if $\lambda \in \Lambda_{n,d}$, and $\pi_n.d(1_\lambda) = 0$ otherwise. One the other hand, the subset $\mathfrak{F}_{n+1,d}$ of $\mathfrak{F}_{n,d}$ consisting of all lattice chains $L_\bullet$ such that $L_r = L_{r+1}$ is naturally in bijection with $\mathfrak{F}_{n,d}$. Via this bijection, there is an algebra homomorphism $\sigma_d : S_{n,d} \to S_{n+1,d}$ such that $\sigma_d(1_\lambda) = 1_{f(\lambda)}$ for all $\lambda \in \Lambda_{n,d}$ (see e.g., [LS]). We are ready to state the compatibility of the embeddings on $\hat{U}_n$ and $S_{n,d}$.

**Proposition 2.3.1.** Let $\varepsilon \in \{\pm 1\}$. The following diagram is commutative.

\[
\begin{array}{ccc}
\hat{U}_n & \xrightarrow{\phi_{d,\varepsilon}} & \hat{U}_{n+1} \\
\pi_{n,d} \downarrow & & \downarrow \hat{\pi}_{n+1,d} \\
S_{n,d} & \xrightarrow{\sigma_d} & S_{n+1,d}
\end{array}
\]

where $\phi_{d,\varepsilon}$ is from (11).

**Proof.** By definition, the two compositions $\sigma_d \circ \pi_{n,d}$ and $\hat{\pi}_{n+1,d} \circ \phi_{d,\varepsilon}$ coincide when evaluating at the idempotents $1_\lambda$ for all $\lambda \in X_n$. Now the maps are all $\hat{U}_n$-module homomorphisms and hence the two compositions coincide when evaluating at any element in $\hat{U}_n$. Hence the diagram must be commutative. The proposition follows.

\[
\square
\]

3. Existence of $\Phi_{r,\varepsilon}$

This section is devoted to the proof of the existence of $\Phi_{r,\varepsilon}$. In Section 3.1, we present the proof when $n > 2$ and in Section 3.2 we present the proof for the $n = 2$ case.

3.1. Existence of $\Phi_{r,\varepsilon}$ in the $n > 2$ case. In this section we assume that $n > 2$. We shall show that $\Phi_{r,\varepsilon}$ is an algebra homomorphism, i.e., the set $\{e_i, f_i, k_i^{\pm 1} | i \in I_n\}$ satisfies the defining relations of $U(\mathfrak{sl}_n)$.

It is easy to see that the elements $k_i^{\pm 1}$ satisfy the relation (R1).

Next, we show that the pair $(k_i, e_j)$ satisfies the defining condition in (R2). All are a consequence of the definition, except the case $(k_i, e_i)$, $(k_i^{\pm 1}, e_i)$ for $i = r$. Observe that

\[
\bar{K}_{i-1}e_i = v^{-1}e_i\bar{K}_{i-1}, \bar{K}_i e_i = ve_i\bar{K}_i, \bar{K}_{i+1}e_i = ve_i\bar{K}_{i+1}, \bar{K}_{i+2}e_i = v^{-1}e_i\bar{K}_{i+2} \text{ if } i = r.
\]

So we have

\[
k_i e_i = \bar{K}_i \bar{K}_{i+1} e_i = v^2 e_i \bar{K}_i \bar{K}_{i+1} = v^2 e_i k_i, \ k_i^{\pm 1} e_i = v^{-1} e_i k_i^{\pm 1}.
\]

Thus the pair $(k_i, e_j)$ satisfies the relation in (R2). Similarly the pair $(k_i, f_j)$ satisfies the relation in (R2) because we have

\[
\bar{K}_{i-1} f_i = v f_i \bar{K}_{i-1}, \bar{K}_i f_i = v^{-1} f_i \bar{K}_i, \bar{K}_{i+1} f_i = v^{-1} f_i \bar{K}_{i+1}, \bar{K}_{i+2} f_i = v f_i \bar{K}_{i+2} \text{ if } i = r.
\]

Next, we show that the triple $(e_i, f_j, k_i^{\pm 1})$ satisfies the commutator relation in (R3). The relation is satisfied automatically if $i, j \neq r$. Assume that $i = r, j \neq r$, and $j < r$. Then we
have
\[ e_if_j - f_je_i = (\hat{E}_i\hat{E}_{i+1} - v^\varepsilon\hat{E}_{i+1}\hat{E}_i)\hat{F}_j - \hat{F}_j(\hat{E}_i\hat{E}_{i+1} - v^\varepsilon\hat{E}_{i+1}\hat{E}_i) \]
\[ = \hat{E}_i\hat{E}_{i+1}\hat{F}_j - \hat{F}_j\hat{E}_i\hat{E}_{i+1} - v^\varepsilon(\hat{E}_{i+1}\hat{E}_i\hat{F}_j - \hat{F}_j\hat{E}_{i+1}\hat{E}_i) \]
\[ = (\hat{E}_i\hat{F}_j - \hat{F}_j\hat{E}_i)\hat{E}_{i+1} - v^\varepsilon\hat{E}_{i+1}(\hat{E}_i\hat{F}_j - \hat{F}_j\hat{E}_i) = 0. \]

So the commutator relation holds for the case \( i = r, j \neq r \) and \( j < r \). Similarly one can show that the commutator relation holds for the case \( i = r, j \neq r \) and \( j > r \) and the case \( i \neq r, j = r \). We now show the remaining case \( i = j = r \). In this case, a direct simplification yields
\[ e_if_i - f_ie_i = (\hat{E}_i\hat{E}_{i+1}\hat{F}_i - \hat{F}_i\hat{E}_{i+1}\hat{F}_i) - v^\varepsilon(\hat{E}_{i+1}\hat{F}_i\hat{E}_i - \hat{F}_i\hat{E}_{i+1}\hat{F}_i) \]
\[ + v^\varepsilon(\hat{E}_i\hat{F}_i\hat{E}_{i+1} - \hat{F}_i\hat{E}_{i+1}\hat{F}_i) + (\hat{E}_{i+1}\hat{E}_i\hat{F}_i\hat{E}_{i+1} - \hat{F}_i\hat{E}_{i+1}\hat{F}_i\hat{E}_{i+1}\hat{E}_i). \]

By using the commutator relations in \( \mathcal{U}(\hat{\mathfrak{sl}}_{m+1}) \) on \( \hat{E}_{i+1}\hat{F}_i\hat{E}_i \) and \( \hat{F}_i\hat{E}_i \), we see that the term in the first parenthesis in (13) is equal to
\[ \hat{E}_i\hat{K}_{i+1} - \hat{K}_{i+1}^{-1}\hat{F}_i + \hat{F}_i\hat{K}_{i+1} - \hat{K}_{i+1}^{-1}\hat{E}_i. \]

Note that \( \hat{F}_i\hat{E}_{i+1}\hat{E}_i = \hat{F}_i\hat{E}_{i+1}\hat{E}_i \) and by applying the commutator relation on both \( \hat{F}_i\hat{E}_{i+1} \) and \( \hat{F}_i\hat{E}_i \), the term in the second parenthesis in (13) is simplified to
\[ -v^\varepsilon\left( \hat{K}_{i+1}^{-1}\hat{E}_i\hat{F}_i + \hat{F}_i\hat{E}_{i+1}\hat{K}_{i+1}^{-1} - \hat{K}_{i+1}^{-1}\hat{K}_{i+1} - \hat{K}_{i+1}^{-1}\hat{K}_{i+1}^{-1}\hat{K}_{i+1} \right). \]

By doing the same operation on the second monomial in the term in the third parenthesis in (13), the term is simplified to
\[ -v^{-\varepsilon}\left( \hat{K}_{i+1}^{-1}\hat{E}_i\hat{F}_i + \hat{F}_i\hat{E}_{i+1}\hat{K}_{i+1}^{-1} - \hat{K}_{i+1}^{-1}\hat{K}_{i+1} - \hat{K}_{i+1}^{-1}\hat{K}_{i+1}^{-1}\hat{K}_{i+1} \right). \]

Just like the term in the first parenthesis, the term in the last parenthesis in (13) is simplified to
\[ \hat{E}_{i+1}\hat{K}_i - \hat{K}_i^{-1}\hat{F}_{i+1} + \hat{F}_{i+1}\hat{K}_i - \hat{K}_i^{-1}\hat{E}_{i+1}\hat{K}_i. \]

The sum of the terms in (14)-(17) having \( \hat{E}_i\hat{F}_i \) or \( \hat{F}_i\hat{E}_i \) can be simplified to
\[ \frac{-v^{-1}\hat{K}_{i+1} + v\hat{K}_{i+1}^{-1}}{v - v^{-1}} \cdot \frac{\hat{K}_i - \hat{K}_i^{-1}}{v - v^{-1}}. \]

The sum of the terms in (14)-(17) having \( \hat{E}_{i+1}\hat{F}_i \) or \( \hat{F}_{i+1}\hat{E}_i \) can be simplified to
\[ \frac{-v^{-1}\hat{K}_i + v\hat{K}_i^{-1}}{v - v^{-1}} \cdot \frac{\hat{K}_{i+1} - \hat{K}_{i+1}^{-1}}{v - v^{-1}}. \]

The term involving only \( \hat{K}_i^{\pm 1} \) and \( \hat{K}_{i+1}^{\pm 1} \) in (15) plus the term in (17) is equal to
\[ \hat{K}_i^{-1}\hat{K}_i - \hat{K}_i^{-1}\hat{K}_{i+1}^{-1}. \]
The term involving only $\tilde{K}_i^{\pm 1}$ and $\tilde{K}_{i+1}^{\pm 1}$ in (16) plus the term in (18) is equal to

$$\tilde{K}_i \frac{\tilde{K}_{i+1} - \tilde{K}_{i+1}^{-1}}{v - v^{-1}}.$$  

So the commutator $e_i f_i - f_i e_i$ for $i = r$ is equal to the sum of (20) and (21), which is

$$\frac{\tilde{K}_{i+1} - \tilde{K}_{i+1}^{-1}}{v - v^{-1}} + \tilde{K}_i \frac{\tilde{K}_{i+1} - \tilde{K}_{i+1}^{-1}}{v - v^{-1}} = \frac{\tilde{K}_i \tilde{K}_{i+1} - \tilde{K}_i \tilde{K}_{i+1}^{-1}}{v - v^{-1}} = \frac{k_i - k_i^{-1}}{v - v^{-1}}.$$  

The commutator relation (R3) for the case $i = j = r$ is proved. This finishes the proof that the triple $(e_i, f_i, k_i^{\pm 1})$ satisfies the relation (R3).

Next, we show that the pair $(e_i, e_j)$ satisfies the quantum Serre relation (R4). First we observe that all cases are a consequence of the corresponding defining relations of $U(\widehat{\mathfrak{sl}}_{n+1})$, except the cases $(r \pm 1, r)$ and $(r, r \pm 1)$. For the case $(r - 1, r)$, we can simplify the quantum Serre relation, say $S_{r-1,r}$, as follows.

$$\begin{align*}
E_{r-1}^{(2)}(E_r E_{r+1} - v^\delta E_r E_{r+1}) &= E_{r-1}^{(2)}(E_r E_{r+1} - v^\delta E_r E_{r+1}) + (E_r E_{r+1} - v^\delta E_r E_{r+1}) E_{r-1}^{(2)} \\
&= E_{r-1}^{(2)}(E_r E_{r+1} - E_r E_{r+1} + E_r E_{r+1}) E_{r-1}^{(2)} \\
&= (E_{r-1}^{(2)} E_r - E_r E_{r-1}) E_{r-1}^{(2)} = 0.
\end{align*}$$

So the quantum Serre relation holds for the case $(i, j) = (r - 1, r)$. The case for $(i, j) = (r + 1, r)$ can be shown in exactly the same way. Now we show the quantum Serre relation for the case $(r, r - 1)$. First of all, we need the formula (1) for $p = 2$, which reads

$$e_r^{(2)} = E_r^{(2)} E_{r+1}^{(2)} - v^\delta E_r E_{r+1}^{(2)} E_{r+1} + v^{2\delta} E_r E_{r+1}^{(2)} E_{r+1}^{(2)}.$$  

By using this formula, we see immediately that the left-hand side of the quantum Serre relation for $(r, r - 1)$, i.e., $e_r^{(2)} e_{r-1}^{(2)} - e_{r-1}^{(2)} e_r e_r + e_{r-1}^{(2)} e_r^{(2)}$, is equal to

$$\begin{align*}
(\tilde{E}_{r-1}^{(2)} \tilde{E}_r^{(2)} \tilde{E}_{r+1}^{(2)} - \tilde{E}_r \tilde{E}_{r+1}^{(2)} \tilde{E}_{r-1}^{(2)} + \tilde{E}_{r-1}^{(2)} \tilde{E}_r^{(2)} \tilde{E}_{r+1}^{(2)}) &- v^\delta (\tilde{E}_{r-1}^{(2)} \tilde{E}_r^{(2)} \tilde{E}_{r+1}^{(2)} - \tilde{E}_r \tilde{E}_{r+1}^{(2)} \tilde{E}_{r-1}^{(2)} + \tilde{E}_{r-1}^{(2)} \tilde{E}_r^{(2)} \tilde{E}_{r+1}^{(2)}) \\
&+ v^{2\delta} (\tilde{E}_{r-1}^{(2)} \tilde{E}_r^{(2)} \tilde{E}_{r+1}^{(2)} - \tilde{E}_r \tilde{E}_{r+1}^{(2)} \tilde{E}_{r-1}^{(2)} + \tilde{E}_{r-1}^{(2)} \tilde{E}_r^{(2)} \tilde{E}_{r+1}^{(2)}).
\end{align*}$$

Replace the piece $\tilde{E}_{r+1} \tilde{E}_r \tilde{E}_{r+1}$ by $\tilde{E}_r \tilde{E}_{r+1}^{(2)} + \tilde{E}_{r+1}^{(2)} \tilde{E}_r$ in the second monomial, we see that the terms in the first parenthesis in (22) are equal to

$$- \tilde{E}_r \tilde{E}_{r-1}^{(2)} \tilde{E}_{r+1}^{(2)}.$$  

Similarly, the third term with the coefficient $v^{2\delta}$ in (22) is equal to

$$- v^{2\delta} \tilde{E}_r \tilde{E}_{r+1}^{(2)} \tilde{E}_{r-1}^{(2)}.$$  

The monomials in (23) and (24) add up to

$$- v^\delta [2] \tilde{E}_r \tilde{E}_{r-1}^{(2)} \tilde{E}_{r+1}^{(2)}.$$
The first, second and fourth monomials in the term with coefficient $v^e$ add up to zero. The remaining monomial in the term with $v^e$ is $v^e \hat{E}_{r} \hat{E}_{r+1} \hat{E}_{r-1} \hat{E}_{r+1} \hat{E}_r = v^e [2] \hat{E}_r \hat{E}_{r-1} \hat{E}_{r+1} \hat{E}_r$, which cancels with (25). So the quantum Serre relation for $(r, r - 1)$ holds. This finishes the proof of the quantum Serre relation (R4) for the pair $(e_i, e_j)$.

Similarly one can show that the quantum Serre relation (R5) for the pair $(f_i, f_j)$ holds. One can also apply the involution on $U(\tilde{\mathfrak{sl}}_{n+1})$, defined by $\hat{E}_i \mapsto \hat{F}_i, \hat{F}_i \mapsto \hat{E}_i, \hat{K}_i \mapsto \hat{K}_i^{-1}$ for all $i \in I_{n+1}$, to obtain the proof.

The proof of $\Phi_{r, \varepsilon}$ being an algebra homomorphism for $n > 2$ is thus finished.

3.2. Existence of $\Phi_{r, \varepsilon}$ in the $n = 2$ case. In this section, we assume that $n = 2$, and we shall show that the set $\{e_i, f_i, k_i^\pm | i \in I_2\}$ satisfies the defining relations of $U(\tilde{\mathfrak{sl}}_2)$. The relations (R1) and (R2) can be verified directly, just like the $n > 2$ case, with very minor modifications. The commutator relation (R3) can be proved in exactly the same way as the $n > 2$ case. So we only need to verify the quantum Serre relations (R4) and (R5).

Let us verify the relation (R4). For simplicity, we use $(i, j, \ell)$ for $(r, r + 1, r - 1)$. The first relation to show is

$$e_i^{(3)} e_i - e_i^{(2)} e_i e_\ell + e_\ell e_i e_i^{(2)} - e_i e_i^{(3)} = 0. \quad (26)$$

A simplification yields that the left-hand side of (26) is equal to

$$\hat{E}_i^{(3)} \hat{E}_i \hat{E}_\ell - \hat{E}_i^{(2)} \hat{E}_i \hat{E}_i \hat{E}_\ell + \hat{E}_i \hat{E}_i \hat{E}_i \hat{E}_\ell - \hat{E}_i \hat{E}_i \hat{E}_i^{(3)} \hat{E}_\ell - v^e (\hat{E}_i^{(3)} \hat{E}_i \hat{E}_\ell - \hat{E}_i^{(2)} \hat{E}_i \hat{E}_i \hat{E}_\ell + \hat{E}_i \hat{E}_i \hat{E}_i \hat{E}_\ell - \hat{E}_i \hat{E}_i \hat{E}_i^{(3)} \hat{E}_\ell). \quad (27)$$

Observe that if the term in the first parenthesis is zero, so is the term in the second one by switching the roles of $i$ and $j$. Recall that we have

$$\hat{E}_i^{(3)} \hat{E}_i = \hat{E}_i \hat{E}_i \hat{E}_i^{(2)} - [2] \hat{E}_i \hat{E}_i \hat{E}_i^{(3)}, \hat{E}_i \hat{E}_i^{(3)} = \hat{E}_i \hat{E}_i \hat{E}_i^{(2)} \hat{E}_i - [2] \hat{E}_i \hat{E}_i \hat{E}_i^{(3)} \hat{E}_i. \quad (28)$$

Applying the above identities to the first and fourth monomials in the term in the first parenthesis in (27), we have

$$\hat{E}_i^{(3)} \hat{E}_i \hat{E}_\ell - \hat{E}_i^{(2)} \hat{E}_i \hat{E}_i \hat{E}_\ell + \hat{E}_i \hat{E}_i \hat{E}_i \hat{E}_\ell - \hat{E}_i \hat{E}_i \hat{E}_i^{(3)} \hat{E}_\ell = \hat{E}_i \hat{E}_i \hat{E}_i \hat{E}_\ell + \hat{E}_i \hat{E}_i \hat{E}_i \hat{E}_\ell - \hat{E}_i \hat{E}_i \hat{E}_i^{(3)} \hat{E}_\ell = 0.$$

Therefore, the relation (26) holds.

The second relation we need to verify is

$$S_{i\ell} \equiv e_i^{(3)} e_i - e_i^{(2)} e_i e_i + e_i e_i e_i^{(2)} - e_i e_i^{(3)} = 0. \quad (29)$$

Instead of proving it directly, which involves monomials of degree 7, we shall make use of Lusztig’s twisted derivation $r_k$ on the positive half of a quantum group in [L10, 1.2.13]. Let $U^+(\hat{\mathfrak{sl}}_3)$ be the positive half of $U(\hat{\mathfrak{sl}}_3)$ generated by $\hat{E}_k$ for all $k \in I_3$. To each $k$, there is a linear map $r_k : U^+(\hat{\mathfrak{sl}}_3) \to U^+(\hat{\mathfrak{sl}}_3)$ such that

$$r_k(1) = 0, r_k(\hat{E}_k') = \delta_{k, k'}, r_k(xy) = v^{k|y|r_k(x)g + x r_k(y)}.$$
for all homogeneous element $y$. Here $|y| = (y_0, y_1, y_2) \in \mathbb{Z}^3$ is the degree of $y$ and $k \cdot |y| = 2y_k - y_{k+1} - y_{k-1}$. Recall $(r, r + 1, r - 1) = (i, j, \ell)$. For now we assume that $\varepsilon = -1$. We will freely use the following formulas in later analysis.

**Lemma 3.2.1.** For all $p \geq 0$, we have

\begin{align}
& (s1) \quad r_\ell(e_i^{(p)}) = 0, \\
& (s2) \quad r_i(e_i^{(p)}) = 0, \\
& (s3) \quad r_j(e_i^{(p)}) = (v - v^{-1})v^{p-2}\sum_{a=0}^{p-1}(-1)^a v^{-2a} \tilde{E}_j(a) \tilde{E}_i^{(p)} \tilde{E}_j^{(p-1-a)}, \\
& (s4) \quad r_i r_j(e_i^{(p)}) = (v - v^{-1})v^{p-2}e_i^{(p-1)}, \\
& (s5) \quad r_j r_j(e_i^{(p)}) = (v - v^{-1})(v^2 - v^{-2})v^{2(p-3)}\sum_{a=0}^{p-2}v^{-3a} \tilde{E}_j(a) \tilde{E}_i^{(p)} \tilde{E}_j^{(p-2-a)}.
\end{align}

**Proof.** The equality (s1) is because the $\ell$-degree of $e_i$ is zero. For (s2), we only need to show that $r_i(e_i) = 0$, which can be done as follows.

\[ r_i(e_i) = r_i(\tilde{E}_i \tilde{E}_j - v^{-1} \tilde{E}_j \tilde{E}_i) = v^{i-j}r_i(\tilde{E}_i) \tilde{E}_j - v^{-1} \tilde{E}_j r_i(\tilde{E}_i) = v^{-1} \tilde{E}_j - v^{-1} \tilde{E}_j = 0 \]

We show (s3) by induction. When $p = 1$, we have

\[ r_j(e_i) = r_j(\tilde{E}_i \tilde{E}_j - v^{-1} \tilde{E}_j \tilde{E}_i) = \tilde{E}_i - v^{-1} v^{i-j}r_j(\tilde{E}_j) \tilde{E}_i = (v - v^{-1})v^{-1} \tilde{E}_i. \]

Assume that (s3) holds for $p$, we want to show that it holds for $p + 1$. We have

\begin{equation}
(30) \quad r_j(e_i^{(p+1)}) = \frac{1}{p+1} r_j(e_i^{(p)})e_i = \frac{1}{p+1} \left( vr_j(e_i^{(p)})e_i + e_i^{(p)} r_j(e_i) \right)
\end{equation}

We simplify the first term as follows.

\begin{align}
\frac{1}{p+1} vr_j(e_i^{(p)})e_i &= \frac{(v - v^{-1})v^{p-1}}{p+1} \sum_{a=0}^{p-1}(-1)^a v^{-2a} \tilde{E}_j(a) \tilde{E}_i^{(p)} \tilde{E}_j^{(p-1-a)}(\tilde{E}_i \tilde{E}_j - v^{-1} \tilde{E}_j \tilde{E}_i) \\
&= (v - v^{-1})v^{p-1} \sum_{a=0}^{p-1}(-1)^a v^{-2a} \tilde{E}_j(a) \tilde{E}_i^{(p+1)} \tilde{E}_j^{(p-a)} \\
&\quad + \frac{(v - v^{-1})v^{p-1}}{p+1} \sum_{a=0}^{p-1}(-1)^a (v^{-2a}[p - 1 - a] - v^{-1-2a}[p - a]) \tilde{E}_j(a) \tilde{E}_i^{(p)} \tilde{E}_j^{(p-1-a)} \tilde{E}_i,
\end{align}

where we use the fact

\[ \tilde{E}_j^{(p-1-a)} \tilde{E}_i \tilde{E}_j = \tilde{E}_i \tilde{E}_j^{(p-a)} + [p - 1 - a] \tilde{E}_j^{(p-a)} \tilde{E}_i. \]

The second term can be simplified as follows.

\begin{align}
\frac{1}{p+1} e_i^{(p)} r_j(e_i) &= (v - v^{-1})v^{p-1}(-1)^p v^{-2p} \tilde{E}_j(a) \tilde{E}_i^{(p)} \tilde{E}_j^{(p+1)} \\
&\quad + \frac{(v - v^{-1})v^{-1}}{p+1} \sum_{a=0}^{p-1}(-1)^a v^{-a} \tilde{E}_j(a) \tilde{E}_i^{(p)} \tilde{E}_j^{(p-a)} \tilde{E}_i.
\end{align}
The second terms in (31) and (32) cancel once we observe that
\[ v^{p-2a}[p-1-a] - v^{p-1-2a}[p-a] + v^{-a} = 0. \]
The equality (33) is then followed by adding the first terms in (31) and (32). Now we show (34). By (34), we have
\[
\begin{align*}
    r_i r_j (e^{(p)}_i) &= (v - v^{-1}) v^{p-2} \sum_{a=0}^{p-1} (-1)^a v^{-2a} \tilde{E}_j \tilde{E}_j^{(a)} (v^{(p)}_i) \tilde{E}_j^{(p-1-a)} \\
    &= (v - v^{-1}) v^{p-2} \sum_{a=0}^{p-1} (-1)^a v^{-a} \tilde{E}_j \tilde{E}_j^{(p)} \tilde{E}_j^{(p-1-a)} \\
    &= (v - v^{-1}) v^{p-2} e_i^{(p-1)}.
\end{align*}
\]
So (34) holds. Finally we show (35). By (33), we have
\[
\begin{align*}
    r_j r_j (e^{(p)}_i) &= (v - v^{-1}) v^{p-2} \sum_{a=0}^{p-1} (-1)^a v^{-2a} (v^{p-2a-2} r_j (E^{(a)}_i) \tilde{E}_j^{(p)} \tilde{E}_j^{(p-1-a)} + \tilde{E}_j^{(a)} \tilde{E}_j^{(p)} r_j (E^{(p-1-a)}_j)) \\
    &= (v - v^{-1}) v^{p-2} \sum_{a=0}^{p-2} (-1)^a v^{-3a-2} (v^{p-3a-2} \tilde{E}_j^{(a)} \tilde{E}_j^{(p)} \tilde{E}_j^{(p-1-a)} + v^{p-2-a} \tilde{E}_j^{(a)} \tilde{E}_j^{(p)} \tilde{E}_j^{(p-2-a)}) \\
    &= (v - v^{-1}) (v^2 - v^{-2}) v^{2(p-3)} \sum_{a=0}^{p-2} (-1)^a v^{-3a} \tilde{E}_j^{(a)} \tilde{E}_j^{(p)} \tilde{E}_j^{(p-2-a)}.
\end{align*}
\]
So (35) holds. The lemma is therefore proved.

In light of [L10 Lemma 1.2.15], to show that \( S_{i\ell} = 0 \), it is sufficient to show that
\[
(35) \quad r_i (S_{i\ell}) = 0, r_j (S_{i\ell}) = 0, r_{\ell} (S_{i\ell}) = 0.
\]
Due to (32) and \( r_i (\tilde{E}_\ell) = 0 \), we have immediately that \( r_i (S_{i\ell}) = 0 \). Moreover, we have
\[
\begin{align*}
    r_{\ell} (S_{i\ell}) &= e_i^{(3)} - e_i^{(2)} + e_i r_{\ell} (e_{\ell} e_i^{(2)}) - v^{3(i+j)} e_i^{(3)} \\
    &= e_i^{(3)} - v^{-2} e_i + v^{-4} e_i e_i^{(2)} - v^{-6} e_i^{(3)} \\
    &= (1 - v^{-2}[3] + v^{-4}[3] - v^{-6}) e_i^{(3)} = 0.
\end{align*}
\]
So it remains to show that \( r_j (S_{i\ell}) = 0 \). This is further reduced to show that
\[
(36) \quad r_i r_j (S_{i\ell}) = 0, r_j r_j (S_{i\ell}) = 0, r_{\ell} r_j (S_{i\ell}) = 0.
\]
By a direct computation, we get
\[
\begin{align*}
    r_j (S_{i\ell}) &= v^{-1} r_j (e_i^{(3)}) \tilde{E}_\ell - r_j (e_i^{(2)}) \tilde{E}_\ell e_i - v^{-1} (v - v^{-1}) e_i^{(2)} \tilde{E}_\ell \tilde{E}_i \\
    &\quad + (v - v^{-1}) \tilde{E}_i \tilde{E}_\ell e_i^{(2)} + e_i \tilde{E}_\ell r_j (e_i^{(2)}) - \tilde{E}_i r_j (e_i^{(3)}).
\end{align*}
\]
By applying \( r_i \) to the formula (37) and a direction computation, we have
\[
\begin{align*}
\ell r_j(S_{\ell \iota}) &= v^{-2} r_i r_j(e_i^{(3)}) \ddot{E}_\ell - (v - v^{-1}) e_i \ddot{E}_\ell e_i \\
&- v^{-1} (v - v^{-1}) e_i^{(2)} \ddot{E}_\ell + v(v - v^{-1}) \ddot{E}_\ell e_i^{(2)} + (v - v^{-1}) e_i \ddot{E}_\ell e_i - \ddot{E}_\ell r_i r_j(e_i^{(3)}) \\
&= v^{-1} (v - v^{-1}) e_i^{(2)} \ddot{E}_\ell - v^{-1} (v - v^{-1}) e_i^{(2)} \ddot{E}_\ell + v(v - v^{-1}) \ddot{E}_\ell e_i^{(2)} - v(v - v^{-1}) \ddot{E}_\ell e_i^{(2)} = 0.
\end{align*}
\]

So to show that \( r_j(S_{\ell \iota}) = 0 \), it remains to show that \( r_{\ell r_j}(S_{\ell \iota}) = 0 \) and \( r_{j r_j}(S_{\ell \iota}) = 0 \). By a direct computation, we get
\[
\begin{align*}
\ell r_j(S_{\ell \iota}) &= v^{-3} (v^2 - v^{-2}) r_j(e_i^{(3)}) - v^{-2} r_j(e_i^{(2)}) e_i - v^{-2} (v - v^{-1}) e_i^{(2)} \ddot{E}_\ell \\
&+ v^{-4} (v - v^{-1}) \ddot{E}_\ell e_i^{(2)} + v^{-3} e_i r_j(e_i^{(2)}).
\end{align*}
\]

Since there is no \( \ddot{E}_\ell \) in \( r_i r_j(S_{\ell \iota}) \), so \( r_{\ell r_j}(S_{\ell \iota}) = 0 \). Next, we compute \( r_{r_j r_j}(S_{\ell \iota}) \) as follows.
\[
\begin{align*}
\ell r_j r_j(S_{\ell \iota}) &= [v^{-2} (v^2 - v^{-2}) (v - v^{-1}) - v^{-1} (v - v^{-1}) [2] + v^{-3} (v - v^{-1}) [2]] e_i^{(2)} = 0.
\end{align*}
\]

Further we compute \( r_j r_j r_j(S_{\ell \iota}) \). We have
\[
\begin{align*}
r_j r_j r_j(S_{\ell \iota}) &= v^{-3} (v - v^{-1})^3 (\ddot{E}_i^{(3)} \ddot{E}_j - \ddot{E}_j^{(3)} \ddot{E}_i) \ddot{E}_\ell - \ddot{E}_i^{(2)} \ddot{E}_\ell e_i \\
&- v^{-1} (v \ddot{E}_i^{(2)} \ddot{E}_j - v^{-1} \ddot{E}_j \ddot{E}_i^{(2)}) \ddot{E}_\ell \ddot{E}_i + \ddot{E}_i \ddot{E}_\ell (v \ddot{E}_i^{(2)} \ddot{E}_j - v^{-1} \ddot{E}_j \ddot{E}_i^{(2)}) \\
&+ e_i \ddot{E}_\ell \ddot{E}_i^{(2)} - v^2 \ddot{E}_\ell (\ddot{E}_i^{(3)} \ddot{E}_j - v^{-3} \ddot{E}_j \ddot{E}_i^{(3)}).
\end{align*}
\]

Now substitute \( e_i \) by \( \ddot{E}_i \ddot{E}_{i+1} - v^{-1} \ddot{E}_{i+1} \ddot{E}_i \), we see that (38) is equal to
\[
\begin{align*}
\ell r_j r_j(S_{\ell \iota}) &= (\ddot{E}_i^{(3)} \ddot{E}_j \ddot{E}_\ell - \ddot{E}_j^{(3)} \ddot{E}_i \ddot{E}_\ell) \\
&- v^{-3} \ddot{E}_j \ddot{E}_i^{(3)} \ddot{E}_\ell + v^{-2} \ddot{E}_\ell \ddot{E}_i^{(2)} \ddot{E}_i \ddot{E}_j - v^{-1} \ddot{E}_i \ddot{E}_i^{(2)} \ddot{E}_j \\
&- \ddot{E}_i^{(2)} \ddot{E}_\ell \ddot{E}_i \ddot{E}_j + v \ddot{E}_i \ddot{E}_\ell \ddot{E}_j \ddot{E}_j - v^2 \ddot{E}_i \ddot{E}_i^{(3)} \ddot{E}_j \\
&+ \ddot{E}_i^{(2)} \ddot{E}_\ell \ddot{E}_i \ddot{E}_j - v^{-1} \ddot{E}_\ell \ddot{E}_j \ddot{E}_i^{(2)} + v^{-1} \ddot{E}_\ell \ddot{E}_j \ddot{E}_i^{(3)}.
\end{align*}
\]

Now substitute \( e_i \) by \( \ddot{E}_i \ddot{E}_{i+1} - v^{-1} \ddot{E}_{i+1} \ddot{E}_i \), we see that (38) is equal to
\[
\begin{align*}
\ell r_j r_j(S_{\ell \iota}) &= (\ddot{E}_i^{(3)} \ddot{E}_j \ddot{E}_\ell - \ddot{E}_j^{(3)} \ddot{E}_i \ddot{E}_\ell) \\
&- v^{-3} \ddot{E}_j \ddot{E}_i^{(3)} \ddot{E}_\ell + v^{-2} \ddot{E}_\ell \ddot{E}_i^{(2)} \ddot{E}_i \ddot{E}_j - v^{-1} \ddot{E}_i \ddot{E}_i^{(2)} \ddot{E}_j \\
&- \ddot{E}_i^{(2)} \ddot{E}_\ell \ddot{E}_i \ddot{E}_j + v \ddot{E}_i \ddot{E}_\ell \ddot{E}_j \ddot{E}_j - v^2 \ddot{E}_i \ddot{E}_i^{(3)} \ddot{E}_j \\
&+ \ddot{E}_i^{(2)} \ddot{E}_\ell \ddot{E}_i \ddot{E}_j - v^{-1} \ddot{E}_\ell \ddot{E}_j \ddot{E}_i^{(2)} + v^{-1} \ddot{E}_\ell \ddot{E}_j \ddot{E}_i^{(3)}.
\end{align*}
\]

By (28), the first row in (39) is equal to \( \ddot{E}_j \ddot{E}_\ell \ddot{E}_i^{(3)} \), which cancels with the second row. The third row in (39) is equal to \(- v^{-1} \ddot{E}_i^{(3)} \ddot{E}_j \ddot{E}_\ell \), which cancels with the fourth row. So we get \( r_j r_j r_j(S_{\ell \iota}) = 0 \). This finishes the proof of (39), and therefore \( r_j(S_{\ell \iota}) = 0 \). In turn, this shows that (35) holds, and thus \( S_{\ell \iota} = 0 \), i.e., (29), as desired. The above proof assumes that \( \varepsilon = -1 \). The case for \( \varepsilon = 1 \) can be proved by rewriting \( e_i \) as \( \varepsilon \ddot{E}_j \ddot{E}_i - v^{-\varepsilon} \ddot{E}_i \ddot{E}_j \) and the proof for \( \varepsilon = 1 \) case applies by switching the roles of \( i \) and \( j \).

The relation (R3) is a consequence of the relation (R4) by applying the involution on \( \bar{U}(\tilde{g}_3) \) sending \( \ddot{E}_k \) to \( \ddot{F}_k \) \( \forall k \in I_3 \). This finishes the proof of \( \Phi_{r,\varepsilon} \) being an algebra homomorphism for \( n = 2 \).
3.3. Proof of Proposition 2.2.1 In this section, we provide a proof of Proposition 2.2.1. The last two relations in (9) have been verified in the proof of Theorem 2.1.1. The relations in the first three rows of (9) can be checked directly. By using the relation \( \prod_{i=1}^{n+1} \tilde{K}_i = 1 \), we see that \( k_i = l_i l_{i+1}^{-1} \) for all \( i \in \mathcal{I}_n \). Indeed, the equality holds for all \( i \in \mathcal{I}_n \setminus \{n\} \) obviously. If \( i = n \), then 
\[ l_n l_{n+1}^{-1} = l_n l_1^{-1} = \tilde{K}_{r+1} \cdots \tilde{K}_n^{-1} (\tilde{K}_1 \cdots \tilde{K}_r)^{-1} = \tilde{K}_{n+1} = k_n. \]

So the commutator relation in (9) is a consequence of the commutator relation of \( \mathbf{U}(\hat{\mathfrak{sl}}_{n+1}) \). This implies that the map \( \Phi_{r,\varepsilon} \) is an algebra homomorphism. The injective property follows from the triangular decompositions of \( \mathbf{U}(\hat{\mathfrak{gl}}_n) \) and \( \mathbf{U}(\hat{\mathfrak{sl}}_{n+1}) \). This finishes the proof.

References

[BKLW] H. Bao, J. Kujawa, Y. Li and W. Wang, Geometric Schur duality of classical type, with an appendix by H. Bao, Y. Li and W. Wang, Transform. Groups 23 (2018), no. 2, 329–389.

[DDF] B. Deng, J. Du and Q. Fu, A double Hall algebra approach to affine quantum Schur-Weyl theory. London Mathematical Society Lecture Note Series, 401. Cambridge University Press, Cambridge, 2012. viii+207 pp.

[DF15] J. Du and Q. Fu, Quantum affine \( \mathfrak{gl}_n \) via Hecke algebras. Adv. Math. 282 (2015), 23-46.

[FLLLW] Z. Fan, C. Lai, Y. Li, L. Luo and W. Wang, Affine flag varieties and quantum symmetric pairs, Mem. Amer. Math. Soc. 265 (2020), no. 1285, v+123 pp.

[G99] R.M. Green, The affine \( q \)-Schur algebra, J. Algebra 215 (1999), 379-411.

[Li] Y. Li, Quantum groups and edge contractions, in preparation.

[LS] Y. Li and A. Samer, On multiplication formulas of affine \( q \)-Schur algebras, Journal of Pure and Applied Algebra, 2021, https://doi.org/10.1016/j.jpaa.2021.106943

[L10] G. Lusztig, Introduction to quantum groups, Reprint of the 1994 edition. Modern Birkhäuser Classics. Birkhäuser/Springer, New York, 2010. xiv+346 pp.

[L00] G. Lusztig Transfer maps for quantum affine \( \mathfrak{sl}_n \), in Representations and quantizations (Shanghai, 1998), 341-356, China High. Educ. Press, Beijing, 2000.

[M15] R. Maksimau, Categorical representations, KLR algebras and Koszul duality, arXiv:1512.04878

[M18] R. Maksimau, Categorical representations and KLR algebras, Algebra and Number Theory 12 (2018), no. 8, 1887–1921.

[RW18] S. Riche and G. Williamson, Tilting modules and the \( p \)-canonical basis, Astérisque 397, 2018.

Department of Mathematics, University at Buffalo, the State University of New York, Buffalo, NY 14260

Email address: yiqiang@buffalo.edu