Automatic COVID-19 pneumonia diagnosis from x-ray lung image: A Deep Feature and Machine Learning Solution
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Abstract. Coronavirus disease 2019 was announced after unidentified pneumonia was discovered in Wuhan, China, and quickly spread around the world (COVID-19). This outbreak has claimed the lives of so many people. It has a long-term negative impact on public health. The goal of this study is to develop an intelligent computer-aided system that can detect positive COVID-19 cases automatically, which can help with daily medical problems. The proposed system is based on the convolution neural network (CNN) architecture and can automatically expose discriminative features on chest X-ray images due to its convolution with rich filter families and weight-sharing characteristics. As a deep feature extractor, the CNN model SqueezeNet was used. The extracted deep discriminative features were fed machine Decision Tree, Random Forest, Neural Network (NN), Naive Bayes, Logistic Regression, and k-nearest neighbor learning algorithms. As a result, the NN classifier with an accuracy of 97.24 per cent, a sensitivity of 0.9724, a specificity of 0.9858, and an F-score of 0.972 provided the most effective results. The high detection performance obtained in this study demonstrates the utility of deep CNN features and an NN classifier approach for detecting COVID-19 cases in CXR images. With the current resources, this would be hugely beneficial in speeding up disease diagnosis.
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1. Introduction

The coronavirus (COVID-2019), which was first identified in the Chinese city of Wuhan at the end of 2019, rapidly spread across the world and became a pandemic. There were more than 42,079,495 confirmed cases and 1,144,224 reported deaths worldwide by October 23, 2020 [1]. COVID-2019 affects the entire world and all countries suffered because of this virus [2, 3]. It has had a major influence on daily life, public health, and the global economy [4, 5]. According to research, the virus's propagation rate (TR) is exceedingly harmful, varying between 2.24 and 3.58, which is much greater than most other forms of viral flu. Since there is no preventive treatment or vaccine for the new COVID-19 disease, early diagnosis is critical to allow rapid isolation of the suspected individual and to reduce the risk of infection in the general population. The need for supplementary diagnostic tools has increased, as there are no accurate automatic toolkits available [6, 7]. Thus, the key solution is to development of the automated AI technique-based detection systems. Recent radiology imaging studies have shown that
certain photographs contain key COVID-19 virus characteristics [8]. Tests indicate that individuals with COVID-19 experience chest radiographic abnormalities when they are infected with COVID-19. Radiologists play a crucial role due to their extensive experience in this field. However, often a sufficient number of specialized doctors of radiologists is not available in every hospital. Thus, AI technologies in radiology can help to achieve an accurate diagnosis. In addition, AI methods can reduce the drawbacks such as the limited number of available RT-PCR test kits, cost of test, and waiting time of test results.

Advanced artificial intelligence (AI) techniques combined with radiological imaging would help assess the infection diagnosing accurately. In addition, it can also help tackle the problem of a shortage of qualified doctors in rural areas. Thus, the use of machine learning methods for automatic diagnosis in medicine has recently gained popularity as a supplementary tool for physicians. Deep learning, a well-known area in artificial intelligence (AI) technology, enables the creation of end-to-end algorithms that generate desired outcomes using input data without the need for handcrafted feature extraction. Many problems such as arrhythmia identification [9], skin cancer detection [10], breast cancer identification [3], brain disease classification [11], pneumonia detection [12], image segmentation [13], and lung segmentation [14] have been successfully implemented and developed based on deep learning techniques. Recently, researchers have applied the technology of deep learning to diagnose infection with Coronavirus (COVID-19) from radiological images such as CT scans and X-rays. Many radiological images have recently been commonly used for the identification of COVID-19. In [15], the authors suggested a framework model based on Capsule Networks to diagnose COVID-19 disease using X-ray imagery. To address the question of class disparity, they use a variety of convolution layers and capsules. COVIDCAPS' satisfactory performance on a small number of trainable parameters has been demonstrated in their experimental research. In the study [16], researchers proposed using a deep learning model to train the data and classify the pneumonia data. The proposal includes convolution layers, dense blocks, and flatten layers, among other components. The model's input size was 200 x 200 pixels, which was used to compute the classification choices using the sigmoid function. X-ray images of pneumonia found a 93.73 per cent success rate. In the study [17], researchers used the Backpropagation Neural Network classifier to delineate pneumonia. The system was evaluated using a general dataset containing x-ray images of two normal and two pneumonia cases. Performance of identifying the proposed approach compared to current CNN models. The detection system was able to rate 89.57 percent correctly. The study [18] used the TL in DL method to distinguish between COVID-19 and viral pneumonia using a dataset obtained from a public database. Based on augmentation and without augmentation, the networks were validated using COVID-19, viral pneumonia, and normal chest X-ray images. The proposed methodology achieved high accuracy, specificity, and sensitivity. In the study [19], the researchers demonstrated a hybrid framework with artificial intelligence that used machine learning and deep learning algorithms to detect COVID-19 cases in chest X-ray images. In the study [20], The authors used transfer learning to classify X-ray images into normal and COVID-19 classes and used ResNet50, InceptionV3, and Inception-ResNetV2 to do so. This system performed well with ResNet50, achieving a 98 percent accuracy rate. However, there are only 100 X-ray images, which is a very modest sample size. In the study [21], the authors used the SVM approach to distinguish pneumothorax in [22]. They mined the traits of lung images using a Local Binary Pattern (LBP). The authors used multi-scale texture segmentation to segment the areas of abnormal lungs in the proposed detection model by eliminating impurities from chest images. This transformation was also used to modify the texture in order to discover several overlapping block. In the study [23], the authors proposed a COVID-RENet model for COVID-19 identification. The model extract the features from x-ray images using CNN. SVM classifier was used to classify the collected images. The system evaluated with 5-fold cross-validation. A medical specialist in the early detection of COVID-19-infected patients primarily intends this proposed method for use.

Despite the extensive studies conducted by researchers to diagnose COVID-19 from radiological images, more detailed investigations and enhancements are still possible. In this research, we propose an automated diagnosis system of COVID-19 infection based on convolutional neural networks (CNNs) and machine learning methods. The proposed model guarantees an end-to-end learning schema that can
learn discriminative features directly from the input chest X-ray images, eliminating the need for a handcrafted feature engine. The main contributions of the current study are:

1. In contrast to the previous research, the model was learned using a relatively large X-ray radiology image data of COVID-19.
2. There is no data imbalance in this study.
3. The proposed model is a completely automatic method of diagnosis, which does not require any prior features extraction.
4. To increase COVID-19 infection detection, deep features extracted from deep layers of CNNs were used as input to machine learning models.
5. The evolved model can be used to aid decision-making by field experts, surgeons, and radiologists.

2. Developed System

The proposed COVID-19 diagnostic approach is involved dataset collection, data pre-processing feature extraction from x-ray images and training a machine-learning algorithm as shown in figure 1. COVID-19, Pneumonia, and normal images were used to classify the CXR images in this study. The following is a breakdown of the system stages.

![Diagram of the proposed system architecture for COVID-19 detection.](image-url)

2.1. Dataset Description

The major source of Chest X-Ray (CXR) photographs in this study is seven publicly available datasets. CXR photographs of patients (COVID-19 and Pneumonia) and healthy patients are included in the dataset (Normal). Dr. Joseph Cohan provided the first publicly available dataset from the GitHub repository. CXR images for COVID-19 positive patients, severe acute respiratory syndrome (SARS), Middle East respiratory syndrome (MARS), and acute respiratory distress syndrome are included in the dataset (ARDS) [24]. It includes frontal CXR images, non-frontal CXR images, and computed tomography scans (CT-scan) images, for 340 images. The chest X-ray dataset initiative COVID-19, the second GitHub dataset, includes 55 CXR photographs of patients infected with the novel coronavirus disease. As a third dataset, we gathered “Chest X-Ray Images (Pneumonia)” from the Kaggle repository, which contains CXR images of patients with Pneumonia and normal CXR images. [25]. The third dataset includes 5679 CXR images of two classes: Normal and Pneumonia. Under the fourth dataset, 2905 frontal and non-frontal CXR images are included in the COVID-19 Radiography Database. The
images distribute into three classes COVID-19, Normal, and Viral Pneumonia. "Chest X-ray for covid-19 detection" is the fifth dataset obtained from the Kaggle repository. The dataset comprises 174 CXR images of coronavirus-infected positive cases and 174 images of not infected cases. Similarly, the sixth dataset COVID-19 and Normal-poster anterior (PA) X-rays contain 280 CXR images belongs to COVID-19 and Normal cases. Finally, from the Robofow repository, we collect COVID-19 and Pneumonia Scans dataset, which contains 199 COVID-19 images and 1965 Healthy images as the seventh dataset. The chest picture samples of a patient with COVID-19 and Pneumonia, as well as a healthy person.

We only used frontal X-rays of positive COVID-19, Pneumonia, and normal cases for this study. Images from non-frontal X-rays, CT scans, and non-COVID-19 patients were omitted. Furthermore, to address the issue of data imbalance, the distribution of images used in both categories is equal. As a result, the dataset's final set of images contains 3000 images: 1000 COVID-19 cases, 1000 Pneumonia cases, and 1000 Normal cases.

2.2. Data Pre-processing
The preprocessing steps that were used in this analysis are described as following. The first step is to reduce the size of all images by rescaling them. The collected COVID CXR images ranging in scale from 508 500 pixels to 4248 3480 pixels. so that, we resized the images to 227 x 227 pixels for the experimental arrangement. The built-in Keras feature "preprocess input" is used to convert and resize the input picture to meet the model's requirements. The second step is to convert all of the images to grayscale from RGB. Finally, the NumPy array uses for reading the images at that time is normalized by separating the image matrix using 255.

2.3. Feature extraction using transfer learning
Accurate feature extraction is one of the most important steps in learning the machine from raw input data to produce reliable results. Deep transfer learning is a deep extraction process based on pre-trained CNN models (DTL). With a small amount of training data, the DTL approach is very effective. [26]. DTL refers to the transfer of information from a source with a large number of training samples to a target domain with a smaller number of samples. Effective image classification can be achieved with the help of a large dataset from the source domain. DTL is defined as the process of moving certain layers of a pre-trained CNN model that has been trained with millions of images from a deep learning standpoint, especially in the case of CNN.

The input images are encoded into a feature vector using pre-trained CNN models in this study. SqueezeNet, a robust CNN architecture, is used for feature extraction with the option of transfer learning advantage for limited datasets, as well as their satisfactory performances in various computer vision tasks [27-31]. The task-dependent layers of the CNN model, such as the fully connected layers and the classification output layer, are omitted from the network architecture, according to the research [32], and the remaining layers are spared for the existing classification task application. The encoded feature vectors computed by CNN's pre-trained models are fed into a learner to obtain the classification.

2.4. Model Developing
Benchmarking is a technique for demonstrating the ability of experimental methodologies to perform as expected and comparing the results to existing methods [33]. According to a previous study [10], for gesture classification, ten different ML algorithms, both linear and nonlinear, were routinely used. The following algorithms were used in this study: k-nearest neighbors (KNN), gradient boosting (GB), artificial neural network (ANN), SVM, decision tree (DT), linear discriminant (LD), logistic regression (LR), random forest (RF), nave Bayes (NB), and stochastic gradient descent (SGD).

2.5. System Evaluation
In this study, split data and cross-validation approaches are used to evaluate the performance of the diagnostic method. Split data and cross-validation were used to evaluate the performance of the diagnosis system in this study. For training and testing, the dataset was split into 70% and 30%, 75% and 25%, and 80% and 20%, respectively. Furthermore, 3-fold, 5-fold, and 10-fold cross-validation techniques were used to obtain the result. Several assessment criteria were used in this study to assess the proposed model in terms of performance (see figure 3). The different measures from which the alternatives can be judged and benchmarked are referred to as criteria. The definitive set of criteria used in this study is shown in Figure 2.

![Figure 2. The evaluation criteria used for assessing the performance of the detection framework](image)

We used a variety of criteria in this study, including classification accuracy (CA), specificity, F1 score, sensitivity, and Area Under the Curve (AUC), which are the most commonly used metrics [34-36]. True Positive (TP) denotes the number of accurately labelled positive samples, True Negative (TN) denotes the correctly detected negative sample, False Positive (FP) denotes the number of negative examples classified as positive, and finally, the number of positive predicted samples (FN). The criteria are formulated and presented in the form of the following:

The most common metric for assessing classification models is Classification Accuracy (CA), which describes how close a model is to the true value. It is computed as the ratio of the number of correct detections to the total number of input examples using the formula below.

$$CA = \frac{TP + TN}{TP + FP + FN + TN}$$  \hspace{1cm} (1)

The F1 score is a weighted average of the recall and precision scores. The 0 value of F1 scoring is the worst value and 1 value is the best. A low F1 score, for example, indicates poor accuracy as well as recall. The following formula is used to calculate the F1 scoring metric:

$$F_{-score} = \frac{2 * TP}{2 * TP + FP + FN}$$  \hspace{1cm} (2)

Sensitivity (True Positive Rate) is a term used to describe how sensitive a system is. The number of properly identified image labels from all positive representations is referred to as recall. It may be defined as a test's ability to properly identify patients with a disease. A highly sensitive result indicates that there are few false-negative cases, resulting in fewer disease samples being missed. The Sensitivity formula is as follows:

$$Sensitivity = \frac{TP}{TP + FN}$$  \hspace{1cm} (3)
The metric that measures a model's ability to detect true negatives in each category is called specificity (True Negative Rate). Specificity in Covid-19 detection refers to a test's ability to properly classify individuals who do not have the disease. A high specificity value indicates that there are few false-positive results. The formulas for calculating the Specificity metric can be found below.

\[
\text{Specificity} = \frac{TN}{TN + FP}
\]  

The Area Under the Curve (AUC) is a Receiver Operating Characteristics (ROC) curve that is used to evaluate the classification model's performance at multiple thresholds. By discriminating between classes, the AUC value demonstrates how well the model performs (i.e. a degree of separability). Higher the AUC, for example, the model is better at distinguishing between COVID-19 and normal examples.

3. Results and discussion
Automated diagnostic modality is helping to confirm the primary diagnosis from the COVID-19 test. This study presented an automated COVID-19 diagnostic system from X-ray image using machine-learning techniques. In this study, we used a pre-trained CNN model, namely SqueezeNet to calculate a feature vector for each X-ray images of the chest. In the training phase, the extracted features from radiographs are fed to machine learning algorithms, namely Decision Tree, Random Forest, Neural Network, Naive Bayes, Logistic Regression, and K-NN, which are the most popular supervised learning methods, to classify the X-ray images. The experiments are implemented in the Python environment with Keras package and TensorFlow2 running on a Windows-based computer system with 2.50 GHz dual Intel(R) Core (TM) i7, 8 GB RAM and 2 GB graphical processing unit (GPU). Table 1 outline the accuracy of six machine-learning algorithms on the feature extracted for COVID-19.

| Table 1. Accuracy analysis of different machine learning classifiers for different validation technique. The bold value is the best. | 70% | 75% | 80% | 3-fold | 5-fold | 10-fold |
|---|---|---|---|---|---|---|
| Decision Tree | 82.73% | 81.04% | 80.98% | 81.88% | 81.75% | 84.82% |
| Random Forest | 92.42% | 92.36% | 92.79% | 93.21% | 93.28% | 93.69% |
| Neural Network | 96.44% | 96.27% | 96.82% | 96.83% | 97.24% | 97.1% |
| Naive Bayes | 85.95% | 85.72% | 85.69% | 86.66% | 86.69% | 86.63% |
| Logistic Regression | 94.85% | 95.27% | 95.12% | 95.91% | 95.87% | 96.35% |
| k-nearest neighbors | 91.82% | 92.04% | 92.73% | 92.6% | 93.01% | 93.28% |

According to Table 1, an ANN classifier with different validation technique achieved the best result. The second-best result attained by the Logistic Regression classifier. The remaining classifiers still have high accuracy values indicating the success of the model in distinguishing true positives and negatives. The highest accuracy was 79.24% obtained by the ANN classifier using the 5-fold cross-validation methodology. The Decision Tree classifier's lowest performance had an accuracy of 80.98 percent, according to the findings. Table 2 shows the F1-scores of the features extracted from SqueezeNet architecture trained with different machine learning models. The ANN recorded the highest F1-score with a value of 0.972, as seen in Table 2. The second highest F1-score was also produced by the ANN with a value of 0.971. With values of 0.809, the decision Tree provided the lowest F1-score. The obtained sensitivity, specificity, and AUC of the recognition COVID-19 using different classifiers are presented in tables 3, 4, and 5.

| Table 2. F1-score analysis of different machine learning classifiers for different validation technique. The bold value is the best. | 70% | 75% | 80% | 3-fold | 5-fold | 10-fold |
|---|---|---|---|---|---|---|
| Decision Tree | 0.972 | 0.972 | 0.972 | 0.972 | 0.972 | 0.972 |
| Random Forest | 0.972 | 0.972 | 0.972 | 0.972 | 0.972 | 0.972 |
| Neural Network | 0.972 | 0.972 | 0.972 | 0.972 | 0.972 | 0.972 |
| Naive Bayes | 0.972 | 0.972 | 0.972 | 0.972 | 0.972 | 0.972 |
| Logistic Regression | 0.972 | 0.972 | 0.972 | 0.972 | 0.972 | 0.972 |
| k-nearest neighbors | 0.972 | 0.972 | 0.972 | 0.972 | 0.972 | 0.972 |
As seen in these tables, the ANN classifier trained on the SqueezeNet feature vector produced sensitivity, specificity, and AUC values of 0.9724, 0.9858, and 1, respectively, which are the maximum sensitivity, specificity, and AUC values obtained. With 10-fold cross-validation, the logistic regression classifier obtained the second-best results, with sensitivity, specificity, and AUC values of 0.96350, 0.9815, and 0.99 respectively. For other models, the same assumptions can be drawn. The experimental
results indicate that the performance of the deep CNNs using squeezeNet trained by ANN, Logistic regression and random forest classifiers yield satisfactory results in COVID-19 classification.

Figure 3 depicts the effect of validation techniques on classification results. Comparing the performance of the trained classifier with different evaluation method, 10 fold cross-validation yield the best result. A decision tree with 10-fold cross-validation has a marginally higher classification accuracy (3%) than a decision tree with 75 percent splitting data for training. Random forest with 10-fold cross-validation increases classification accuracy by 1.3 percent as compared to random forest with 75% data splitting for training. 5-fold validation achieved the best accuracy in case the ANN. The classification accuracy of ANN with 5-fold validation is slightly better (1%) than ANN with 75% splitting data for training, while the training time of the second winner is tempting, almost 20 times better than the first winner in terms of accuracy. Table 6 illustrated the training time for the learning algorithm.

![Figure 3. Comparison of the accuracy of machine learning classifiers with different evaluation methods.](image)

Table 6. Comparison of training time of different machine learning models including validation techniques. The bold and underlined value indicates the faster execution time; the bold value represents the slowest execution time.

| Decision Tree | Random Forest | Neural Network | Naive Bayes | Logistic Regression | k-nearest neighbors |
|---------------|---------------|----------------|-------------|---------------------|---------------------|
| 70%           | 3.848         | 30.271         | 30.787      | 2.392               | 4.236               |
| 75%           | 4.713         | 38.609         | 37.978      | **2.081**           | 4.111               |
| 80%           | 5.207         | 37.408         | 41.77       | 2.537               | 4.355               |
| 3-fold        | 4.433         | 31.544         | 34.929      | 2.458               | 5.407               |
| 5-fold        | 8.647         | 62.699         | 57.338      | 7.284               | 7.606               |
| 10-fold       | 31.19         | 195.147        | **214.772** | 14.255              | 19.048              |

Analyzing Table 6, the total training time for 3000 images using SqueezeNet architectures and ANN was estimated at 214.772 s and is the longest training time. Random forest with 10-fold cross-validation was 19.625 seconds faster than ANN. The Naive Bayes model, which took the least time consuming to
train, took 2.081 seconds with a data splitting of 75%. Figure 4 visually illustrates the average training time of six machine-learning classifiers with numerous validation approaches.

![Figure 4](image_url)

**Figure 4.** Comparison of the average training time related to numerous validation approaches.

Splitting the data at 70% and 3-fold validation was the roughly least time to train six classifiers with 3000 chest X-ray images. 10-fold cross-validation, on the other hand, was the slowest and required the utmost training time. In conclusion, relative to training the CNN deep model from the outset, the training time for the proposed approach is remarkably low, implying faster processing time and less use of the resource.

The system produces 99.5%, which proves the efficiency of the proposed approach. The high value of AUC is an indicator of the ability of the system in distinguishing between disease COVID-19 and Normal cases. The main goal of this work is to achieve successful results in identifying cases of COVID-19 and not recognizing false cases of COVID-19. The evaluation results revealed that abnormal cases and normal cases were successfully identified in the proposed approach. The proposed approach is generic and requires limited pre-processing since it does not need handcrafted features and can be readily adapted. The supplied dataset, obtained from numerous sources, is still limited in size. However, despite the small data set size of the given dataset, the transfer learning approach has effectively migrated information from the source to the target domain. Finally, we found the proposed approach that no overfitting takes place to negatively affect the accuracy of the classification.

The results of this work are compared with the benchmark studies to study the efficiency of the proposed network architecture. In Table 7, studies based on CXR images for the detection of COVID-19 are used as an alternative for benchmarking purpose, and the criteria for evaluation are accuracy, sensitivity, and specificity. It can be shown that most of the previous research works were conducted on a limited number of images for training and testing the detection models. Also, some of the reported studies suffer from data imbalance issues.

| Study                  | Number of Samples | Total | ACC (%) | SEN (%) | SPE (%) |
|------------------------|-------------------|-------|---------|---------|---------|
|                        | Normal | COVID-19 | Pneumonia |         |         |         |
| **Ezz El-Din Hemdan**  | 25     | 25       | -        | 50      | 90      | 100     | 80      |
| **Tanvir Mahmud**      | 305    | 305      | 305      | 915     | 90.3    | 89.9    | 89.1    |
| **Linda Wang**         | -      | -        | -        | 13,975  | 93.3    | -       | -       |

Table 7. Comparison of our method versus the state of art models.
4. Conclusion
COVID-19 must be detected early in order to avoid human-to-human infection and to treat patients. Isolating and quarantining potential COVID-19 patients is currently the most powerful method to prevent the virus from spreading. In COVID-19 positive patients, chest X-ray pictures, as effective diagnostic modalities, play a vital role in disease diagnosis, tracking disease progression, and severity. This paper presents a computer-aided diagnosis of COVID-19 pneumonia based on deep learning and machine learning. Six well-known machine-learning classifiers were trained on features extracted using deep CNN namely squeezeNet architectures to find the right learners. The developed system has been evaluated using many evaluation metrics, including accuracy, sensitivity, specificity, AUC, F1-score, and training time. The obtained results reveal that our system achieves flavour performance and surpass many existed methods for COVID-19 detection. The results obtained from this study bring benefits to the implementation of efficient and reliable imaging data-based diagnostic tools merged with intelligent techniques and further contribute to the development of more specific diagnostic and detection means to manage the coronavirus pandemic. Additional COVID-19 chest X-ray images are required for future work and other deeper CNN models will be investigated for COVID-19 identification. In addition, other lung diseases will also be included in a prospective study.
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