Machine Learning for Supply Chain’s Big Data: State of the art and application to Social Networks’ data
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Abstract. In the context of today’s pattern of globalization and a huge amount of information, a smart supply management chain is required. Naturally, statistics and operations research are used for optimizing supply and demand objectives. However, the new context brings out new opportunities at descriptive, predictive and prescriptive levels for supply chain network design, logistics and distribution and strategic sourcing. The key question is still how to capture and to use information. One striking example can be taken from social media, where their use allow to gain insight into the perception of consumers and to capture a real time overview of consumer reactions, regarding one or more specific events. In this regard, different modern approaches, such as IoT or Quantum neural network, are developed. In the same line of thought, we propose an analytic approach, based on KNN, Logistic Regression and SVM with the use of Twitter data in chicken supply chain management. Results identify the main concerns related to chicken products and allow to the development of a consumer-centric supply chain. The proposed approach can be extended to other topics such as anomaly detection and codification of customer intelligence.

1 Introduction

Supply chain management is presented as the field which consists, in parts, to provide the right quantities of goods most efficiently at the right place in the right order within the right time. Meeting these demands requires planning the inbound logistics. The process of planning depends on frequently changing information of product development, assembly line planning and purchasing. Currently, a high amount of time is spent for gathering information during planning and existing knowledge from previous planning processes. Planning process can be separated into strategic (long-term) planning which generates an initial evaluation for feasibility of different plant and supplier locations to integrate new products into production network, tactical (mid-term) inbound logistics planning which focuses on the engineering of logistics process alternatives and their evaluation and operational (short-term) planning of logistics before start of production and where all preselected logistics processes and resources will be continuously detailed and integrated into the production plant by pre-series processes during the ramp up.

Analytics in supply chain management is not a new task[1]. For a long time, supply chain management has use statistics and operation research for optimizing the objectives of matching supply and demand. Business analytics using information system support has a strong relationship to supply chain performance [2]. However, the development of big data indeed brings out new opportunities. The term supply chain analytics can be used to define the advanced big data analytics in supply chain management [3]. This analytics can be categorized into descriptive, predictive and prescriptive analytics [4]. Big data analytics permits users to capture, store, and analyse huge amount of data, from internal as well as external of the organization, from multiple sources such as corporate database, sensor-captured data such as RFID, mobile-phone records and locations, and internet in order to understand the meaningful insights [5]. Akter et al. [6] suggested that big data analytics has a big impact to enhance firm performance. By improving big data analytics capability, a firm could create new products and services, provides better customer service, increases sales and revenue, and expands into the new market. Zhong et al. [7] provided the discussion on the big data applications in various sectors such as financial services sector, healthcare, logistics, and manufacturing. However, present research reveals that there is a limited agreement regarding the performance of big data that support supply chain management, especially for strategic sourcing, supply chain network design, product design and development; demand planning, procurement, production, inventory, logistics and distribution, supply chain agility and sustainability.

Consequently, this article aims to explore the application of social media big data and its analysis in supply chain management, especially for chicken supply chain.

In this regard, we propose an analytic approach, based on a comparison between three machine learning models: K-Nearest Neighbours (KNN), Logistic Regression, and Support Vector Machine (SVM) with the use of Twitter data related to chicken supply chain. Results identify the main concerns for chicken products and allow to the development of a consumer-centric supply chain. The proposed approach can be extended to other topics such as anomaly detection and codification of customer intelligence.
intelligence. The rest of this paper is organized as follow: the next section expose several works related to the analyse of supply chain using big data. The third part explains preparation of data extracted from Twitter. In the fourth section, we present theoretical overview of methods and algorithms used, and the processing steps, when the fifth part presents the obtained results. This document ends with conclusion and an overview of further works.

2 Related works

Food products supply chain, such as chicken products pass through several steps, from production (farmer, abattoir and processor), to retailer and consumer. To have a constantly improved supply chain, continuous information should be analysed in every step, especially the one provided by consumer [8, 9]. Indeed, more and more industries are nowadays pursuing a consumer-driven supply chain [10, 11].

To meet aforementioned goals, researchers have employed social media information to retrieve valuable insights [12]. In fact, consumer opinion, given by comments on online social media provide management with unprecedented opportunities to leverage collective consumer intelligence for enhancing supply chain management and sales forecasting [13]. Several methods could be used for extraction of intelligence from tweets, such as Naïve Bayesian classifier, support vector machine, or artificial neural networks [10]. The sentiment analysis and social media are used to study several phenomena in different filed such as finance, medicine and others [14, 15].

N. Shukla et al. [16] propose a big data analytics based approach, which considers Twitter data for identifying supply chain management issues in beef supply chain. The results indicated that the proposed text analytic approach can be helpful to identify crucial customer feedback for supply chain management.

Other research works are conducted to investigate the effectiveness of e-retailers’ logistics-related customer service interactions on Twitter with a view towards identifying effective and ineffective social media customer service strategies [17]

Social media have been used by many businesses, W. He et al. [18] apply text mining to analyze unstructured text content on Facebook and Twitter of three largest pizza chains. The results show the competitiveness of social media analysis and the power of text mining to extract business value from the vast amount of available social media data.

3 Data

To harvest Twitter posts, we developed a python script that uses Twitter API, we used a list of keywords to get data related to a specific topic. This list contains 22 keywords of the logistics and supply chain’s jargon combined with the word “chicken”. We then got all the 10 days of the available historical data for each keyword.

The script send as much queries as needed to get all available tweets, each query returns a JSON file with 100 posts and a huge amount of related information we call metadata. Each file should be parsed to keep only needed information. In our case, we’ve been interested in variables like: Twitter post’s ID so we can follow the historical line while harvesting data, the post itself is the more important variable, the place so we can do some geographical analysis, the retweeted count, the keyword used to get the tweet, date, time, and time zone when the tweet was posted.

The database where we store our data contains six tables: keywords, raw tweets table with different variables which will be cleaned and transformed to another table in order to train and test models, a backup table for raw tweets, a table for stop words, those are commonly used words we ignore, and a table of new tweets’ extractions on which final classification model will be applied.

Figure 1. Data extraction process from Twitter servers to our databases.

Figure 2. Database schema
As demonstrated by Morstatter et al.[19], the available free data collected using Twitter API is a good and sufficient representations of the full data on Twitter. This allows us to generate results obtained to the general consumer present on Twitter.

4 Proposed Methodology

4.1 Overview of used Models

The extracted data will be analyzed based on three main machine learning classification algorithms, K-Nearest neighbors (KNN), support vector machine (SVM) and logistic regression.

4.1.1 K-Nearest neighbors (KNN)

KNN algorithm is one of the most basic classification algorithms in Machine Learning. It belongs to the supervised learning domain and finds intense application in pattern recognition, data mining and intrusion detection. KNN is a non-parametric algorithm, i.e. it does not make any assumptions on the underlying data distribution and the model structure is completely determined from the data. Its purpose is to use a database in which the data points are separated into several classes to predict the classification of a new sample point, which will be classified according to the K (integer number) nearest points on the database [20].

4.1.2 Support Vector Machine (SVM)

A Support Vector Machine (SVM) is a discriminative classifier formally defined by a separating hyper-plane, it belongs to the supervised learning field. The SVM was developed in the 1990s and was extremely popular around the time and continue to be the high-performing algorithm with little tuning [21].

Given labelled training data, the algorithm outputs an optimal hyper-plane, dividing a plane in two parts where each class lay in a side, the hyper-plane maximizes the margin between classes.

The margin is expressed by the following equations:

\[
\begin{align*}
\mathbf{w}^T \mathbf{x}_i + b &\geq +1 \quad \text{for } y_i = +1 \\
\mathbf{w}^T \mathbf{x}_i + b &\leq -1 \quad \text{for } y_i = -1
\end{align*}
\]

Both constraints can be combined into one set of inequalities:

\[
\mathbf{y}_i (\mathbf{w}^T \mathbf{x}_i + b) - 1 \geq 0 \quad \forall i
\]

Maximize the margin is equivalent to:

\[
\text{Maximize } \frac{2}{||\mathbf{w}||} \Rightarrow \text{Minimize } ||\mathbf{w}|| = \text{Minimize } \Phi(\mathbf{w}) = \frac{1}{2} \mathbf{w}^T \mathbf{w}
\]

This is a classic optimization problem that could be resolved using Lagrangian method.

In some cases, data are not linearly separable, we use then a transformation to another space where it is easier to find the optimal hyper-plan.

4.1.2 Logistic regression

Logistic regression is a statistical method for analysing a dataset in which there are one or more independent variables that determine an outcome, called dependent variable, which is a binary variable. The goal of logistic regression is to find the best fitting model to describe the relationship between the dependent variable and a set of independent variables.

Logistic regression predicts the probability of occurrence of an event by fitting a logistic function to data, called also, the sigmoid function and defined by:

\[
S(x) = \frac{1}{1 + e^{-x}}
\]

We can remark that the curve given by S has a finite limit of 0 as x approaches −∞ and 1 as x approaches +∞ and when x=0 is S(x)= 0.5.

Thus, if the output is more than 0.5, we can classify the outcome as 1 (or YES) and if it is less than 0.5, we can classify it as 0 (or NO) [22].
4.2 Processing Steps

The data on social media is highly unstructured. In fact, tweets contain text, URLs, hashtags, numbers, emoticons, and emoji. Therefore, appropriate text cleaning approach is required for effective knowledge gathering. Since there is no optimal data cleaning way, we develop our specific approach, depending on each case. Indeed, after extracting the appropriate tweets that populate the main table, this table contains 13,693 entry. Since the models shouldn’t be trained and tested on data with high similarity scores, the first step consists of deleting duplicates tweets and retweeted ones, next step is to perform a similarity test on the remaining tweets, so we reject tweets with similarity score higher than 80%, this operation took more than 5 hours, at this stage, we’ve got 4,906 tweets left. We used then a dictionary approach to label tweets; this generates labels between -5 and 5 depending on how many positive or negative dictionary words the tweet contains. Tweets with scores between -1 and 1 are dropped. Finally, we keep only 1,509 tweets with positive labels, and 1,509 tweets with negative labels. Those are the tweets populating the training and testing table of our database.

First step is to remove “stop words”, then delete words with length less than 3 characters, next step is to transform the words into their basic forms using python library NLTK, then transforming capital letters to small ones, then it is necessary to add new words to the dictionary. At this stage, a vector with dimension of dictionary size could represent a tweet by putting in each word on the dictionary the number of times it appears on the tweet, the values should be standardized, finally, we assign labels, 0 to negative and 1 to positive tweets.
The KNN model made in average a score of 60% and may reach 66%, the logistic regression model records in average a score of 67% on testing data and can reach 73%, the SVM model scores on testing set in average around 72% and reaches 78%. Logistic regression model got the best score in 0.8% of cases and SVM is the best model in 99.2% of cases.

The SVM model with Gamma = 1, C = 10, and a radian basis function kernel is the one we’ll be using next. We fit this model to the training data as much as needed until we got the SVM parameters that reach at least a score of 78% on testing data. The final SVM model made a score of 78.8% on testing set.

5 Results

After performing the benchmark study which compares performance of KNN, Logistic regression, and SVM models, we do know the model that works the best on our kind of data. At this step, we perform a second massive extraction of Twitter data, respecting same keywords as before, during another 10 days. We obtained 11 032 of raw tweets, after a cleaning process (removing exact duplicates, removing URLs, removing emoticons and emoji, …), we have a number of 6 417 tweets left on which our SVM model will be run.

Results of classification show sentiments related to the chicken supply chain based on consumer feedbacks on Twitter.

Each point on the data visualization above is a one of the 6 417 tweets, 49% of customers on Twitter are expressing positive opinion about chicken supply chain. On the other side, 51% of feedbacks are negative.

It will be interesting to explore a geographical distribution of positive and negative feedbacks and how it is different from a country to another.
Higher parts of positive feedbacks are shown for keyword “Flavour” (90%), followed by the keyword “Supermarket” with 87%, and keyword “Colour” (78%), then 57% of opinions related to keyword “Delivery” are positives.

For negative opinions, 77% of consumers reacting on Twitter about “Packaging” are not happy, keyword “Price” has a proportion of 60%, then 57% of people speaking about “Meat” have a negative opinion.

6 Conclusion and further works

Analysis of the given information from social media, is used to understand the chicken supply chain, based on consumer feedback on Twitter. The study of such type of data conduct to understand reasons for positive and negative sentiments, identify communication nature and remarks of Twitter users discussing about several aspects related to chicken supply chain.

Consumers are using social media like Twitter to express their point of view on chicken meet quality (color, taste, price, packaging,...), which generates plenty of useful available information to develop and improve supply chain strategy. This information is big in size considering its volume, variety and velocity and it is vague and unstructured in nature. In the proposed methodology, customers’ tweets associated with chicken supply chain are being extracted, sorted and organized into tables with different variables which will be cleaned and transformed in order to train and test models. A new table of tweets is extracted on which final classification model will be applied.

Based on this analysis, results of classification showed interesting insights on how consumers are reacting on Twitter about topics related to chicken supply chain. Twitter provides several metadata that could be used for more advanced analysis like geographical data, date and time for time series analysis on how opinions polarity progresses, users, etc.

For businesses that adopt a consumer-centric strategy especially in supply chain management, this kind of studies could be very helpful to understand more and more consumers’ needs.

In future, an enhanced list of keywords could be used for further analysis of the issue. Twitter analytics could be employed for longer time duration and, like time series analysis on tweets classifications could be performed. We also intend to use machine learning models to generate scores rather than binary classifications and using more advanced machine learning models such as deep artificial neural networks on larger datasets.
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