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Abstract

Asymptotic theory for M-estimation problems usually focuses on the asymptotic convergence of the sample descriptor, defined as the minimizer of the sample loss function. Here, we explore a related question and formulate asymptotic theory for the minimum value of sample loss, the M-variance. Since the loss function value is always a real number, the asymptotic theory for the M-variance is comparatively simple. M-variance often satisfies a standard central limit theorem, even in situations where the asymptotics of the descriptor is more complicated as for example in case of smeariness, or if no asymptotic distribution can be given as can be the case if the descriptor space is a general metric space. We use the asymptotic results for the M-variance to formulate a hypothesis test to systematically determine for a given sample whether the underlying population loss function may have multiple global minima. We discuss three applications of our test to data, each of which presents a typical scenario in which non-uniqueness of descriptors may occur. These model scenarios are the mean on a non-euclidean space, non-linear regression and Gaussian mixture clustering.

1 Introduction

Asymptotic theory is a cornerstone of statistics and an important underpinning for the use of asymptotic distribution quantiles in hypothesis tests. For this reason, asymptotic theory has been generalized to a variety of different settings. Here we focus on M-estimators, which are a fairly broad class of estimators. The motivation of our approach stems from the Fréchet mean on manifolds but our results are applicable to a variety of different scenarios as illustrated by our data applications. In order to include descriptors like covariance matrices of normal distributions we do not restrict ourselves to linear spaces but develop asymptotic theory for non-Euclidean data and descriptor spaces. Asymptotic theory for such settings has been developed among others by Hendriks and Landsman (1998); Bhattacharya and Patrangenaru (2005); Huckemann (2011); Bhattacharya and Lin (2017). Notably, Eltzner and Huckemann (2019) even extend asymptotic theory to probability measures featuring a lower asymptotic rate than $n^{-1/2}$, a phenomenon termed “smeariness”.

M-estimators, to which we restrict our attention here, are descriptors defined as minimizers of a loss function, the Fréchet function. In all of the following, we call the minimum values of the population and sample Fréchet function the population and sample M-variance, respectively. In the case of the Fréchet function being the expected square distance, the M-variance is also known as the variance. This should not be confused with the trace of the CLT-covariance, which is in the general case an unrelated quantity. We show a Central Limit Theorem (CLT) for the M-variance, building on the CLT for the Fréchet variance in general metric spaces given by Dubey and Müller (2019) and making heavy use of empirical process theory as presented in van der Vaart and Wellner (1996); van der Vaart (2000). We show that a CLT can be formulated for the more general case that the Fréchet function does not have a unique global minimum but still a finite number of global minima in a straight-forward manner.

In the literature on the asymptotics of M-estimators on non-Euclidean data spaces, it is usually assumed that the population value of the descriptor is unique. However, while Sturm (2003) showed
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that the population Fréchet mean is unique on spaces with non-positive Alexandrov curvature, this need not hold on positively curved spaces, as illustrated by straightforward examples like two uniform modes centered at antipodal points of a circle or a uniform distribution on the equator of a sphere. On the other hand, real data always consists only of finitely many values, therefore one might ask whether the sample descriptor is unique under more general conditions. Arnaudon and Miclo (2014) showed that for a sample from a continuously distributed random variable the sample Fréchet mean is almost surely unique.

Given this result, one may be tempted to rely on the sample mean as a meaningful data descriptor, since it is unique under general conditions. Furthermore, it is conceivable that the result can be generalized to a broad class of M-estimators. However, it is not clear, whether a sample with a unique descriptor may have been drawn from a population with non-unique descriptor. If this is the case, the full descriptor set of the population is not adequately reflected by the sample descriptor and conclusions from the sample descriptor may be invalid.

Here, we approach this problem and devise a hypothesis test for non-uniqueness of the population descriptor. The null hypothesis is that the population descriptor is not unique, since wrongly assuming a unique population descriptor could lead to wrong results. As an example, consider a population with two population descriptor values \( \mu^1 \) and \( \mu^2 \) and two samples with unique sample descriptors, one near \( \mu^1 \) and the other near \( \mu^2 \), then a two-sample \( T^2 \)-type test for equality of the descriptor might wrongly reject the null hypothesis because of the tacit underlying assumption of a unique population descriptor. To achieve an asymptotic size result for the hypothesis test, the generalized asymptotic theory for the M-variance formulated before is used.

We now give a brief sketch of our proposed hypothesis test to motivate the program of this paper. The null hypothesis of our test is that there are a number \( m > 1 \) of population descriptors \( \mu^i \). Let \( \hat{V}_n^i \) denote the sample M-variance in the neighborhood of any \( \mu^i \) and let \( W^{ij} \) be the CLT variance such that \( \sqrt{n}(\hat{V}_n^i - V_n^i) \rightarrow N(0, W^{ij}) \). For any \( i \) consider the index sets \( I_i := \{ 1, \ldots, i - 1, i + 1, \ldots, m \} \). Then the type I error \( \zeta_\alpha \) is given by the probability that the sample M-variance \( \hat{V}_n^i \) in the neighborhood of any \( \mu^i \) is smaller by at least the normal quantile \( q_{\alpha}^n \left( \frac{\alpha}{2} \right) \) than all other \( \hat{V}_n^j \), where \( q \) is the standard normal quantile function,

\[
\zeta_\alpha := \sum_{i=1}^{m} \mathbb{P} \left( \forall j \in I_i : \left( \hat{V}_n^i - \hat{V}_n^j \right) \leq q_{\alpha}^n \left( \frac{\alpha}{2} \right) \right).
\]

As first step of our hypothesis test, we take a set of \( B \) \( n \)-out-of-\( n \) bootstrap samples and calculate bootstrap M-variances \( V_{n,n}^{*,i} \) in the neighborhoods of the \( \mu^i \). We define probabilities of bootstrap M-variances under the condition that \( \hat{V}_n^i - \hat{V}_n^j \approx q_{\alpha}^n \left( \frac{\alpha}{2} \right) \) for all \( j \),

\[
\xi_n(\alpha) := \lim_{\varepsilon \to 0} \mathbb{P} \left( \exists j \in I_i : V_{n,n}^{*,i} - V_{n,n}^{*,j} > 0 \mid \forall j \in I_i : \frac{1}{q_{\alpha}^n \left( \frac{\alpha}{2} \right)} \left( \hat{V}_n^i - \hat{V}_n^j \right) \in [1, 1 + \varepsilon] \right).
\]

Thus, \( \xi_n \) is the probability that despite the fact that \( \hat{V}_n^i - \hat{V}_n^j = q_{\alpha}^n \left( \frac{\alpha}{2} \right) \) for all \( j \), which is the boundary of the region defining the type I error, the bootstrap M-variance \( V_{n,n}^{*,i} \) is not the smallest, but there is some \( V_{n,n}^{*,j} < V_{n,n}^{*,i} \). The probability is defined over all samples of size \( n \) and all corresponding bootstrap samples of size \( n \) and is therefore a deterministic value. This means that the bootstrap minimizer \( \mu_{n,n}^{*,n} \) will not be close to the global sample descriptor \( \hat{\mu}_n = \hat{\mu}_n^* \) but to the local sample descriptor \( \hat{\mu}_n^* \). In other words, under the null hypothesis there are multiple clusters of bootstrap descriptors.

The second step of our hypothesis test is therefore to determine whether there are multiple clusters in the set of bootstrap descriptors \( \{ \mu_{n,n}^{*,n} \} \), and count the number \( k_{\text{tot}} \) of bootstrap descriptors, which are in another cluster than the global sample descriptor \( \hat{\mu}_n \). For this, we use the multiscale test by Dümbgen and Walther (2008), so we can use their uniform size and power results to show an asymptotic size result and conjecture an asymptotic power result for our test. To do this, we only consider the distances of the bootstrap descriptors from the sample descriptor, thereby translating the hypothesis test into a search for modes in a set of one-dimensional values.
The third and last step of our test determines whether \( k_{\text{far}} \) is small enough to reject the null hypothesis. For this, we use the asymptotic result shown in Theorem 3.15,

\[
\lim_{n \to \infty} 2\xi_n(\alpha) \geq \alpha \geq \lim_{n \to \infty} \zeta_n(\alpha)
\]

which means that the test rejects at level \( \alpha \) if \( 2k_{\text{far}}/B < \alpha \), and we can conclude that the descriptor is unique to the chosen level. Otherwise, the possibility that the mean is not unique cannot be rejected.

We present three data examples to show the wide range of application scenarios of our test. The first data set concerns the mean on a circle and is therefore very close to the motivating ideas presented above. The second application is to non-linear least-squares regression, formulated as an M-estimation problem. Such curve fit estimators are very common in the natural sciences and are therefore highly relevant. We find that, although the parameter space looks innocuous, curve fits are found to be non-unique in some cases. The third application concerns a Gaussian mixture which is used for clustering. This method and related centroid clustering methods are very commonly used and the question which number of clusters should be assumed to describe a data set is a well known subject of discussion. If one assumes the point of view that an unambiguous cluster result is essential, our test for non-uniqueness can be used as a model selection tool.

It has been repeatedly suggested to us in private communication that instead of uniqueness we should use the term identifiability of the descriptor. However, in the case of non-uniqueness, the descriptor of interest can be regarded as set-valued and the set of descriptors might be identifiable in the sense that consistent estimators can be given by using clusters of bootstrap estimators. A detailed discussion of identifiability of set-valued descriptors is deferred to future research but since it seems plausible that such a limited form of identifiability is preserved in some cases, we use the less absolute term non-unique instead of non-identifiable in this paper.

2 M-Variance Asymptotics on a Metric Space

In this section we discuss the CLT for the M-variance, which plays a crucial role for our considerations, in the very general setting of metric spaces. Especially, we will show that even when an estimator exhibits a lower asymptotic rate than \( n^{-1/2} \), see e.g. Eltzner and Huckemann (2019), the asymptotic rate for the M-variance will remain \( n^{-1/2} \) under fairly generic circumstances.

In all of the following let \( Q \) be a topological space called the data space and \( P \) a separable topological space with continuous metric function \( d \) called the parameter space. \( \Omega \) is a silently underlying probability space as usual. Let \( \rho : \mathcal{P} \times Q \to \mathbb{R} \) a continuous function, \( X : \Omega \to Q \) a \( Q \)-valued random variable and \( X_1, \ldots, X_n \overset{i.i.d.}{\sim} X \) a random sample. Define Fréchet functions and descriptors for samples and populations

\[
F(p) = \mathbb{E}[\rho(p, X)] \quad \quad E = \left\{ p \in \mathcal{P} : F(p) = \inf_{p \in \mathcal{P}} F(p) \right\} \tag{1}
\]

\[
F_n(p) = \frac{1}{n} \sum_{j=1}^{n} \rho(p, X_j) \quad \quad E_n = \left\{ p \in \mathcal{P} : F_n(p) = \inf_{p \in \mathcal{P}} F_n(p) \right\}. \tag{2}
\]

The elements of \( E_n \), if it is non-empty, are commonly called M-estimators. The term M-estimator has been widely used in the field of robust statistics. In the field of Statistics on non-Euclidean spaces the term generalized Fréchet means has been introduced by Huckemann (2011) for M-estimators where the elements of \( \mathcal{P} \) define geometrical objects, for example geodesics of \( Q \). In the present article, we are not specifically concerned with robust M-estimators nor with geometric objects, so we use the term M-estimator in its general meaning.

Before continuing the exposition, we fix some notation.

Notation 2.1.

(i) For a point \( p \in \mathcal{P} \) and \( \varepsilon > 0 \) let \( \mathcal{B}_\varepsilon(p) = \{ p' \in \mathcal{P} : d(p, p') < \varepsilon \} \).
(ii) For a point $x \in \mathbb{R}^p$ and $\varepsilon > 0$ let $B_\varepsilon(x) = \{x' \in \mathbb{R}^p : |x' - x| < \varepsilon\}.$

To define the asymptotics of the estimator $E_n$, it is first necessary to make sure that it is consistent, i.e. it converges to $E$ for large $n$. We will use a rather general formulation of consistency, introduced by Bhattacharya and Patrangenaru (2003) and based on earlier work by Ziezold (1977). Consistency has been derived by Bhattacharya and Patrangenaru (2003); Huckemann (2011) under a few technical conditions on $\rho$ as well as $\mathcal{P}$ satisfying separability and the cluster points of the sample Fréchet mean sets satisfying the Heine Borel property. In the present article we do not expand on this subject. We will simply require $E_n$ to be consistent in all of the following.

**Assumption 2.2** (Bhattacharya-Patrangenaru strong consistency (BPSC)).

The estimator $E_n$ is Bhattacharya-Patrangenaru strongly consistent (BPSC), i.e. for every $\varepsilon > 0$ there is an $\Omega_0 \subseteq \Omega$ with $P(\Omega_0) = 1$ such that

$$\forall \omega \in \Omega_0 \ \exists n_0 > 0 \ \forall n \geq n_0 \ \forall \mu \in E_n \ \exists \mu' \in E : d(\mu, \mu') \leq \varepsilon$$

The proofs of BPSC given by (Bhattacharya and Patrangenaru, 2003, Theorem 2.3) and (Huckemann, 2011, Theorem A.4) do not assume that $E$ contains exactly one element, but that $E \neq \emptyset$. Therefore, the existing theory is readily applicable in our setting. The assumption of BPSC is fundamental to all arguments presented here and it is unlikely that it can be relaxed without requiring significant restrictions in return.

We will approach the case that the population descriptor is not unique but we will assume throughout this article that the population descriptor set consists of a finite number of points.

**Assumption 2.3.** The set of population descriptors comprises $m$ points $E = \{\mu^1, \ldots, \mu^m\} \subset \mathcal{P}$ and we define $\delta > 0$ such that $B_\delta(\mu^i) \cap B_\delta(\mu^j) = \emptyset$ holds for any two points in $E$.

This assumption excludes cases, where the population descriptor set contains a submanifold of descriptor space. This can happen for example due to symmetry in the system leading to minima sets given by orbits of symmetry transformations. One simple example is the set of Fréchet means on a sphere with a point mass on the north pole and a point mass on the south pole, which is a circle of constant latitude. A generalization to such cases requires a different approach and is beyond the scope of the article.

In the following, we will briefly consider the general case that $\mathcal{P}$ is simply a metric space, not necessarily a manifold. The setting we use is very similar to the one used by Dubey and Müller (2019). However, for general M-variance, we need the following additional assumption that the function $\rho$ exhibit some regularity beyond what is needed for strong consistency.

**Assumption 2.4** (Almost Surely Locally Lipschitz). Assume $\delta > 0$ from Assumption 2.3 and that for every $\mu^i \in E$, there is a measurable function $\hat{\rho}^i : Q \to \mathbb{R}$ satisfying $\mathbb{E}[\hat{\rho}^i(X)^2] < \infty$ and a metric $d_i$ of $\mathcal{P}$, such that the following Lipschitz condition

$$|\rho(p_1, X) - \rho(p_2, X)| \leq \hat{\rho}^i(X)d_i(p_1, p_2) \quad \text{a.s.}$$

holds for all $p_1, p_2 \in B_\delta(\mu^i)$.

This assumption is always satisfied for the Fréchet variance corresponding to the case $\mathcal{P} = Q$ and $\rho(p, x) = d(p, x)^2$, as can be seen from Dubey and Müller (2019). More precisely, that article employs the additional restriction that the space $Q$ be compact but since we rely on the consistency Assumption 2.2, the Lipschitz condition is only required to hold locally.

Finally, one needs a so-called entropy condition. To state this assumption, we need to introduce two important concepts

**Definition 2.5.**

(i) For a class of functions $\mathcal{F}$ from $Q$ to $\mathbb{R}$, an envelope function $F : Q \to \mathbb{R}$ is any function, such that for any $f \in \mathcal{F}$ and $q \in Q$, $|f(q)| \leq F(q)$. 


(ii) For a totally bounded metric space \((\mathcal{P}, d)\) and a size \(\varepsilon\) the covering number \(N(\varepsilon, \mathcal{P}, d)\) is defined as the minimal number of \(\varepsilon\) balls needed to cover \(\mathcal{P}\).

**Assumption 2.6** (Entropy bound). For the classes \(\mathcal{F}^i := \{\rho^i(p, \cdot) - \rho^i(\mu^i, \cdot), p \in \mathcal{B}_\delta(\mu^i)\}\) with envelope functions \(2\delta \rho^i\) the following entropy bound holds

\[
\lim_{\delta \to 0} \frac{1}{\delta} \int_0^1 \sqrt{1 + \log N(\varepsilon \delta, \mathcal{B}_\delta(\mu^i), d_1)} \, d\varepsilon = 0.
\]

This bound is called an entropy bound, because the integral can be expressed in terms of the covering entropy defined in Definition A.2 in the appendix. The bound is fairly general as discussed in Dubey and Müller (2019). Lemma B.1 and Theorem B.2 show that a slightly altered entropy bound holds in the finite dimensional manifold setting discussed below. The local Lipschitz and entropy assumptions are discussed in more detail in Appendix A.

Now, we have introduced all the tools necessary to extend the result of Dubey and Müller (2019) to general M-estimators.

**Theorem 2.7** (CLT for the M-variance on metric spaces). Under Assumptions 2.2, 2.3, 2.4 and 2.6 we have, for a measurable selection \(\hat{\mu}_n^i \in \{x \in \mathcal{B}_\delta(\mu^i) : F_n(x) = \inf_{y \in \mathcal{B}_\delta(\mu^i)} F_n(y)\}\)

\[
\sqrt{n}(F_n(\hat{\mu}_n^i) - F(\mu^i)) \overset{D}{\to} N(0, \text{Var}[\rho(\mu^i, X)]).
\]

**Proof.** From Proposition A.6 we have

\[
\sqrt{n}(F_n(\hat{\mu}_n^i) - F(\mu^i)) = \frac{1}{\sqrt{n}} \sum_{j=1}^n (\rho(\mu^i, X_j) - \mathbb{E}[\rho(\mu^i, X)]) + o_P(1).
\]

The result follows using the standard CLT. \(\square\)

# 3 M-Variance Asymptotics on a Manifold

## 3.1 Preliminaries

We will now restrict to the case that \(\mathcal{P}\) additionally has a Riemannian manifold structure and is finite dimensional. In that case, we can drop Assumption 2.6, since it will follow from a suitably modified form of Assumption 2.4. We now introduce some notation and assumptions for the case that the population descriptor is not unique as formulated in Assumption 2.3, i.e. \(E = \{\mu^1, \ldots, \mu^m\}\), in order to use them in later sections.

**Assumption 3.1** (Local Manifold Structure). For every \(\mu^i \in E\), assume that there is an \(2 \leq r_i \in \mathbb{R}\) and a neighborhood \(\tilde{U}_i\) of \(\mu^i\) that is a \(p\)-dimensional Riemannian manifold, \(p \in \mathbb{N}\), such that with a neighborhood \(U_i\) of the origin in \(\mathbb{R}^p\) the exponential map \(\exp_{\mu^i} : U_i \to \tilde{U}_i, \exp_{\mu^i}(0) = \mu^i\), is a \(C^{[r_i]}\)-diffeomorphism. For \(x \in U_i\) and \(q \in Q\) we introduce the notation

\[
\tau^i : (x, q) \mapsto \rho(\exp_{\mu^i}(x), q),
\]

\[
G^i : x \mapsto F(\exp_{\mu^i}(x)),
\]

\[
G^i_n : x \mapsto F_n(\exp_{\mu^i}(x)).
\]

This assumption allows for slightly more general descriptor spaces than manifolds, like stratified spaces. However, in such spaces one is restricted to random variables which take their descriptor values in the manifold part of the space. Stratified spaces, in which the mean is generically taken on the manifold part, are called manifold stable and Huckemann (2012) showed that landmark shape spaces enjoy this property. The local manifold assumption serves mostly as a convenience and it allows for the generalization of assumptions 3.2 and 3.12 to Hölder continuity.
Assumption 3.2 (Almost Surely Locally Hölder Continuous and Differentiable at Descriptor). Assume that for every $\mu^i \in E$

(i) the gradient $\dot{\tau}^i_0(X) := \text{grad}_{\tau} \tau^i(q, X)|_{q=0}$ exists almost surely;

(ii) there is a measurable function $\dot{\tau}^i : Q \to \mathbb{R}$ satisfying $\mathbb{E}[\dot{\tau}^i(X)^2] < \infty$ and some $0 < \beta \leq 1$ such that the following Hölder condition

$$|\tau^i(x_1, X) - \tau^i(x_2, X)| \leq \dot{\tau}^i(X) \|x_1 - x_2\|^\beta \text{ a.s.}$$

holds for all $x_1, x_2 \in U_i$.

This Assumption holds for many loss functions including for the $L_p$-minimizer, principal geodesics and maximum likelihood estimators. The assumption boils down to requiring a finite second moment of the random variable in case of the mean on Euclidean space. A generalization of this type of condition using so-called quadruple inequalities was discussed by Schöttz (2019).

Using Assumptions 3.1 and 3.2, one can replace the entropy condition with a similar condition. This is detailed in Lemma B.1 in Appendix B.1.

3.2 A CLT for Fréchet M-Variance and M-Variance Differences

The first asymptotic result we show is the asymptotic behavior of the M-variance. This result will be used repeatedly throughout the following.

Definition 3.3. For a population descriptor $\mu^i$ the set of all $\delta$-local sample $i$-descriptors is defined by

$$E^i_n = \left\{ x \in B_\delta(0) \subset \mathbb{R}^p : G^i_n(x) = \inf_{y \in B_\delta(0)} G^i_n(y) \right\}.$$

Elements from this set are denoted $\tilde{\tau}^i_n \in E^i_n$. In a slight abuse of terminology, we will also call $\tilde{\mu}^i_n := \exp_{\mu^i} (\tilde{\tau}^i_n)$ a $\delta$-local sample $i$-descriptor.

According to the result of Arnaudon and Miclo (2014), the $\delta$-local sample $i$-descriptors are almost surely unique in case of the Fréchet mean if the random variable $X$ possesses a density with respect to Lebesgue measure in charts. However, to account for more general cases, where they may not be unique, we will state the following results in terms of measurable selections of $\delta$-local sample $i$-descriptors.

We denote the vector of $\tau^i(0, X)$ and its covariance as

$$\tau(0, X) := \begin{pmatrix} \tau^1(0, X) \\ \vdots \\ \tau^m(0, X) \end{pmatrix}$$

$$\text{Cov}[\tau(0, X)] := \mathbb{E} \left[ (\tau(0, X) - \mathbb{E}[\tau(0, X)])(\tau(0, X) - \mathbb{E}[\tau(0, X)])^T \right]$$

Furthermore, we introduce the shorthand notations

$$\hat{V}^i_n := G^i_n(\tilde{\tau}^i_n)$$

$$\hat{V}_n := \begin{pmatrix} \hat{V}^1_n \\ \vdots \\ \hat{V}^m_n \end{pmatrix}$$

$$V := G^1(0) = \cdots = G^m(0)$$

$$1_m := \begin{pmatrix} 1 \\ \vdots \\ 1 \end{pmatrix}$$

for the sample M-variance $\hat{V}^i_n$ and the population M-variance $V$.

Theorem 3.4 (M-Variance Asymptotics). Under Assumptions 2.2, 2.3, 3.1 and 3.2, using the notation from Equation (3) we have for measurable selections $\tilde{\tau}^i_n$ of $\delta$-local sample $i$-descriptors for all $i \in \{1, \ldots, m\}$

$$\sqrt{n} \left( \hat{V}_n - V 1_m \right) \overset{D}{\to} \mathcal{N} \left( 0, \text{Cov}[\tau(0, X)] \right).$$
The claim follows from the standard multivariate Euclidean CLT.

\[ E \mathbb{E} \left( \frac{\sqrt{n} \left( \hat{\tau}_n^1 - \tau^1(0) \right)}{\sqrt{n} \left( \hat{\tau}_n^2 - \tau^2(0) \right)} \right) = \mathbb{E} \left( \frac{\tau^1(0)}{\tau^2(0)} \right) + o_P(1) \]

\[ = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \left( \tau^1(0, X_j) - \mathbb{E}[\tau^1(0, X)] \right) + o_P(1). \]

The claim follows from the standard multivariate Euclidean CLT.

**Corollary 3.5** (M-Variance Difference Asymptotics). Under Assumptions 2.2, 2.3, 3.1 and 3.2 we have, for measurable selections \( \hat{\tau}_n^1 \) of \( \delta \)-local sample i-descriptors for any \( i, j \in \{1, \ldots, m\} \)

\[ \sqrt{n} \left( \hat{\tau}_n^1 - \tau^1(0) \right) \overset{D}{\rightarrow} \mathcal{N} \left( 0, \mathbb{Var}[\tau^1(0, X) - \tau^j(0, X)] \right) \]

**Proof.** The claim follows immediately from Theorem 3.4 where we use \( G_0^i(0) = G_0^j(0) = V \), the definition of the multivariate normal and

\[ (e_i - e_j)^T \mathbb{Var}[\tau(0, X)](e_i - e_j) = \mathbb{Var}[\tau^i(0, X) - \tau^j(0, X)]. \]

For the following it is necessary that the covariance matrix in the CLT \( \mathbb{Cov}[\tau(0, X)] \) has full rank. This is true for a wide range of population measures and descriptors. A detailed investigation of this topic is beyond the scope of this paper, so we introduce a new assumption to this effect.

**Assumption 3.6.** The covariance matrix \( \mathbb{Cov}[\tau(0, X)] \) has full rank.

Note that this assumption ensures that also \( \mathbb{Var}[\tau^i(0, X) - \tau^j(0, X)] > 0 \) for any \( i \neq j \).

### 3.3 Asymptotics for M-Variance Bootstrap and Covariance

We are working towards a hypothesis test based on the bootstrap, therefore we need to establish asymptotic results for bootstrap estimates as well. In all of the following, recall \( \hat{\mu}_n := \exp_{\mu_n}(\hat{\tau}_n^i) \).

**Definition 3.7** (Bootstrap Fréchet function). For a sample \( X_1, \ldots, X_n \overset{i.i.d.}{\sim} X \) let \( X_1^*, \ldots, X_k^* \) be a bootstrap sample which is drawn with replacement. Let \( X^* \) be the random variable associated with the empirical measure \( P_n \). For measurable selections \( \hat{\mu}_n \) of \( \delta \)-local sample i-descriptors we define

\[ \tau_n^{*, i} : (x, q) \mapsto \rho( \exp_{\hat{\mu}_n}(x), q), \]

\[ G_n^{*, i} : x \mapsto \mathbb{E}[\tau_n^{*, i}(x, X^*)] = \frac{1}{n} \sum_{j=1}^{n} \tau_n^{*, i}(x, X_j), \]

\[ G_{n,k}^{*, i} : x \mapsto \frac{1}{k} \sum_{j=1}^{k} \tau_n^{*, i}(x, X_j^*). \]

**Remark 3.8.** The notation \( \tau_n^{*, i} \) is chosen in analogy to the notation for bootstrap quantities, since it is evaluated on the bootstrap random variable \( X^* \). In the definition of \( G_n^{*, i} \) and everywhere else below, the expected value \( E[\cdot] \) as well as the covariance \( \mathbb{Cov}[\cdot] \) if applied on a function of \( X^* \) are understood to use the distribution measure of this random variable. Note that in the notation chosen here, we have \( \tau_n^{*, i}(0, q) = \tau^i(\hat{\tau}_n^i, q) \) and in consequence \( G_n^{*, i}(0) = G_n^{*, i}(\hat{\tau}_n^i) = \hat{\tau}_n^i \) as equivalent notation for the sample M-variance.
Definition 3.9. For a population descriptor $\mu$ and corresponding measurable selection of $\delta$-local sample $i$-descriptor $\hat{\nu}_n^i$, let $U_i := \log G_n^i(\mathcal{B}(\mu))$. Then the set of all $\delta$-local bootstrap $i$-descriptors is defined by

$$E_{n,k}^{*,i} = \left\{ x \in U_i : G_{n,k}^{*,i}(x) = \inf_{x \in U_i} G_{n,k}^{*,i}(x) \right\}.$$ 

Elements from this set are denoted $\nu_{n,k}^{*,i} \in E_{n,k}^{*,i}$.

Denoting the vector of $\nu_{n,k}^{*,i}(0, X^i)$ and its covariance as

$$\nu_{n}^{*,i}(0, X^i) := \left( \tau_{n}^{*,i}(0, X^i) \right) \quad \nu_{n}^{*,m}(0, X^i) := \left( \tau_{n}^{*,m}(0, X^i) \right) \quad \text{Cov}[\nu_{n}^{*,i}(0, X^i)] := E \left[ \left( \tau_{n}^{*,i}(0, X^i) - E[\tau_{n}^{*,i}(0, X^i)] \right) \left( \tau_{n}^{*,i}(0, X^i) - E[\tau_{n}^{*,i}(0, X^i)] \right)^T \right]$$

and using notation

$$V_{n,k}^{*,i} := G_{n,k}^{*,i}(\nu_{n,k}^{*,i}) \quad V_{n,k}^{*} := \begin{pmatrix} V_{n,k}^{*,1} \\ \vdots \\ V_{n,k}^{*, m} \end{pmatrix}$$

for the bootstrap M-variance, we get

Corollary 3.10 (Bootstrap M-Variance Asymptotics). Under Assumptions 2.2, 2.3 and 3.1 and assuming that the population measure $P$ and the empirical measure $\mathbb{P}_n$ both satisfy Assumption 3.2, we have, for measurable selections $\nu_{n}^{i}$ of $\delta$-local sample $i$-descriptors for all $i \in \{1, \ldots, m\}$ in the limit $k \to \infty$,

$$\sqrt{k} \left( V_{n,k}^{*} - \hat{\nu}_n \right) \overset{D}{\sim} N \left( 0, \text{Cov}[\nu_{n}^{*,i}(0, X^i)] \right),$$

$$\sqrt{k} \left( \left( V_{n,k}^{*,i} - \nu_{n,k}^{*,i} \right) - \left( \hat{\nu}_n - \hat{\nu}_n^2 \right) \right) \overset{D}{\sim} N \left( 0, \text{Var} \left[ \nu_{n}^{*,1}(0, X^i) - \nu_{n}^{*,2}(0, X^i) \right] \right).$$

Note that by requiring $\mathbb{P}_n$ to satisfy Assumption 3.2 and since the covariance depends explicitly on the sample, this result is dependent on the sample.

Proof. The claims follow immediately from Theorem 3.4 and Corollary 3.5. \qed

Next, we are looking for an asymptotic result for Cov$[\nu_{n}^{*,i}(0, X^i)]$ and Cov$[\tau(0, X)]$.

Definition 3.11 (Product Fréchet function). For a sample $X_1, \ldots, X_n$ of $X$, define

$$\tau^{ij} : (x^1, x^2, X) \mapsto \tau^i(x^1, X) \tau^j(x^2, X)$$

$$G^{ij} : (x^1, x^2) \mapsto E[\tau^{ij}(x^1, x^2, X)]$$

$$G^{ij}_n : (x^1, x^2) \mapsto \frac{1}{n} \sum_{k=1}^n \tau^{ij}(x^1, x^2, X_k).$$

Assumption 3.12 (Almost Surely Locally Hölder Continuous and Differentiable at Descriptor). Let Assumption 3.2 hold for both the population measure $P$ and the empirical measure $\mathbb{P}_n$ and, denoting $\tau_{\max}(X) := \max_{x \in \mathcal{P}} \tau^i(x, X)$, assume that for every $\mu^i, \mu^j \in E$ the function

$$\tilde{\tau}^{ij}(X) := \tau_{\max}(X) \tilde{\tau}^i(X) + \tau_{\max}(X) \tilde{\tau}^j(X)$$

is measurable and satisfies $E[\tilde{\tau}^{ij}(X)^2] < \infty$. 
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Remark 3.13. From Assumption 3.12 one can see, using $\tau_{\text{max}}^i$ from Assumption 3.12, that the following Hölder condition

$$
|\tau^{ij}(x^i, x^j, X) - \tau^{ij}(y^i, y^j, X)| \leq \tau_{\text{max}}^i(X) \left|\tau^i(x^i, X) - \tau^i(y^i, X)\right|
$$

holds for all $x^i, y^i \in U_i$ and $x^j, y^j \in U_j$.

Assumption 3.12 includes a moment condition which amounts to finiteness of the sixth moment in case of the mean on Euclidean space. Again, the assumption holds in many cases including $L_p$ minimizers, principal geodesics and maximum likelihood estimators. Like Assumption 3.2, it holds if the $\tau^i$ are differentiable in the first argument and their derivatives are bounded in neighborhoods of the $\mu^i$. If Assumption 3.2 is generalized by using quadruple inequalities as presented by Schötz (2019), Assumption 3.12 would have to be adjusted accordingly.

For our setting, we do not need a CLT for Cov[$\tau(0, X)$]. Instead we restrict attention to a simpler result which is sufficient for our purposes.

**Theorem 3.14** (M-Variance Covariance Asymptotics). Under Assumptions 2.2, 2.3, 3.1, 3.6 and 3.12, for a measurable selection of $\delta$-local sample i-descriptors $\tilde{v}_n^i$ and for any vector $v \in \mathbb{R}^m$ there is a $W_v \in \mathbb{R}^+$ such that

$$
\sqrt{n} \left( v^T \text{Cov}[\tau_n^i(0, X^*); v] - v^T \text{Cov}[\tau(0, X); v] \right) \overset{D}{\rightarrow} N(0, W_v),
$$

with the variance given by

$$
W_v = \text{Var} \left( (v^T \tau(0, X))^2 \right) - 4\|v\|_1 V C^{\alpha} + 4\|v\|_1^2 V^2 \text{Var} \left[ v^T \tau(0, X) \right].
$$

**Proof.** The proof can be found in Appendix B.4.

Based on Corollaries 3.5 and 3.10 and Theorem 3.14 we now get a convergence result for quantiles. For any $i, j \in \{1, 2, \ldots, m\}$ with $i \neq j$ let $e_{ij} := (e_i - e_j)$, where $e_i$ denote canonical basis vectors as usual, and

$$
W^{ij} = e_{ij}^T \text{Cov}[\tau(0, X); e_{ij}] = \text{Var}[\tau^i(0, X) - \tau^j(0, X)],
$$

$
\tilde{W}_n^{ij} = e_{ij}^T \text{Cov}[\tau_n^i(0, X^*); e_{ij}] = \text{Var} \left[ \tau_n^{i1}(0, X^*) - \tau_n^{j2}(0, X^*) \right].
$

Recall that $W^{ij}$ appears as asymptotic variance $\sqrt{n} \left( \tilde{V}_n^{ij} - \tilde{V}_n^{ij} \right) \overset{D}{\rightarrow} N(0, W^{ij})$ in Corollary 3.5 and analogously $\sqrt{n} \left( \tilde{V}_n^{i1} - \tilde{V}_n^{i1} - \tilde{V}_n^{j2} - \tilde{V}_n^{j2} \right) \overset{D}{\rightarrow} N(0, \tilde{W}_n^{ij})$ in Corollary 3.10. Let $q$ be the standard normal quantile function and use the shorthand $q_n^{ij} \left( \frac{a}{2} \right) := \frac{\sqrt{\text{W}_{n,q}} + a}{\sqrt{n}}$. In all of the following, we will always consider $\alpha \leq 1$ and thus $q_n^{ij} \left( \frac{a}{2} \right) \leq 0$. With this notation, we define the following sets,

$$
A_{n,ij}^{\alpha, \varepsilon} := \left\{ x \in \mathbb{R}^m : (1 + \varepsilon)q_n^{ij} \left( \frac{\alpha}{2} \right) \leq x_i - x_j \leq q_n^{ij} \left( \frac{\alpha}{2} \right) \right\}
$$

$$
A_{n,ij}^{\alpha} := \bigcap_{\varepsilon = 1}^m A_{n,ij}^{\alpha, \varepsilon}
$$

Then we have the following result
Theorem 3.15 (Convergence of Quantiles). Under Assumptions 2.2, 2.3, 3.1, 3.6 and 3.12 there exists a sequence \( \{\varepsilon_n\} \) such that \( \lim_{n \to \infty} \varepsilon_n = 0 \) and for \( n \to \infty \)
\[
\lim_{n \to \infty} \sum_{i=1}^{m} P\left( \tilde{V}_n \in A_{n,i}^\alpha \right) - \alpha \leq 0 \quad \text{for } m \in \{2, 3\}, \alpha \in [0, 1] \quad (5)
\]
\[
\lim_{n \to \infty} \sum_{i=1}^{m} P\left( \tilde{V}_n \in A_{n,i}^\alpha \right) - \alpha \leq 0 \quad \text{for } m \geq 4, \alpha \text{ sufficiently small} \quad (6)
\]
\[
\lim_{n \to \infty} 2 \cdot P\left( V_{n,n}^* \notin A_{n,j}^1 \mid \tilde{V}_n \in A_{n,j}^{1, \varepsilon_n} \right) - \alpha \geq 0 \quad \text{for } m \geq 2, \alpha \in [0, 1] . \quad (7)
\]

The probability in equation (7) is understood as a probability over all samples and corresponding bootstrap samples. Thus it is a deterministic value.

Proof. The proof can be found in Appendix B.5. \qed

Remark 3.16. Theorem 3.15 can be understood in terms of a hypothesis testing framework. Assume the null hypothesis that there are a number \( m > 1 \) of global minimizers \( \mu^i \). Then the sum \( \sum_{i=1}^{m} P\left( \tilde{V}_n \in A_{n,i}^\alpha \right) \) in equation (5), denoting the total probability that any \( \tilde{V}_n^i \) is smaller by at least the absolute value of the asymptotic \( \frac{a}{2} \) quantile than all other \( \tilde{V}_n^j \), can be understood as type I error probability.

Equation (7) then describes an asymptotically conservative (i.e. overestimating the error of first kind) estimator of the error of first kind. For \( m = 2 \) the bounds are sharp and thus the test has size \( \alpha \). The probability \( \lim_{\varepsilon \to 0} P\left( V_{n,n}^* \notin A_{n,j}^1 \mid \tilde{V}_n \in A_{n,j}^{1, \varepsilon} \right) \) is the probability that the bootstrap variance \( V_{n,n}^* \) is not the smallest, but there is some \( V_{n,n}^{*,k} < V_{n,n}^* \), despite conditioning on the fact that \( \tilde{V}_n^i \) is smaller by the \( \frac{a}{2} \) quantile than all other \( \tilde{V}_n^j \), which is the boundary of the region defining the type I error as explained above. This means that the bootstrap minimizer \( \mu_{n,n}^* \) will not be close to the sample minimizer \( \hat{\mu}_n = \hat{\mu}_n^i \) but to the local minimizer \( \hat{\mu}_n^k \).

4 Hypothesis Test

Many data analysis tools, including \( T^2 \)-like tests and principal component analysis require the population descriptor \( \mu \) to be unique. It is therefore useful to be able to determine with confidence whether the descriptor \( \mu \) is unique. Wrongly assuming a unique \( \mu \) leads to wrong assumptions about the distributions of test statistics and misplaced confidence in estimated values. This error is therefore more problematic than wrongly assuming a non-unique descriptor. Therefore, with Assumptions 2.3, we design a test with null hypothesis and alternative as follows

\[ H_0 : |E| \geq 2 \quad \quad H_1 : |E| = 1 . \]

Remark 4.1. At first glance, it may seem as if the null hypothesis is considerably larger than the alternative. Indeed, the space describing tuples of multiple descriptors has higher dimension than the space describing a unique descriptor. In the present setting, where any finite number of descriptors in permissible in the null hypothesis, the space even has infinite dimension.

However, these considerations of parameter space dimension are misleading if one is trying to determine, whether the null hypothesis or the alternative is larger. Since the test gives a result about a probability measure, the relevant question is whether probability measures with unique population descriptors are more abundant or more rare than those with non-unique population descriptors in the model under consideration.

In the models considered here, one may intuitively expect that almost all probability measures have unique population descriptors. However, a rigorous formulation and proof of such a hypothesis, which would require a considerably more complex result in the vain of Arnaudon and Miclo (2014) but for population descriptors, appears currently elusive.
To approach the definition of the test statistic, we recall Remark 3.16. We can thus get an asymptotically conservative test statistic as follows. Determine the sample descriptor $\hat{\mu}_n$, and simulate a large number $B$ of $n$-out-of-$n$ bootstrap samples whose estimated descriptor values are denoted as $\{\mu_{\ast 1,n,n}^n, \ldots, \mu_{\ast B,n,n}^n\}$. Then, count the number $n_{\text{far}}$ of $\mu_{\ast j,n,n}^n$ which are “far from” $\hat{\mu}_n$. To make this last step precise, note that according to Assumption 2.2 the set $\{\mu_{\ast 1,n,n}^n, \ldots, \mu_{\ast B,n,n}^n\}$ always contains one cluster which includes $\hat{\mu}_n$ but under the null hypothesis Assumption 3.6 ensures that it contains additional clusters. Our goal is to identify additional clusters and count the number of points therein. To this end, we can define

$$d_j := d(\hat{\mu}_n, \mu_{\ast j,n,n}^n) + X_j$$

with the metric $d$ of $P$ and $X_j \overset{i.i.d.}{\sim} N(0, n^{-1/2})$, even if $P$ does not have a manifold structure.

Equation (8) provides a way to map the bootstrap descriptors to $\mathbb{R}^+$. Next, we apply the multiscale test described by Dümbgen and Walther (2008) to identify slopes in the set $\{d_1, \ldots, d_B\}$. This test is designed to estimate intervals containing rising and falling slopes of a one-dimensional probability density based on an i.i.d. sample from said density. The density in the present case is implicitly defined as the density of distances $d_j$ determined via bootstrap estimated from the data sample. The choice to project the bootstrap descriptors to one dimension and use the method by Dümbgen and Walther (2008) is not arbitrary, but it is made because this method provides uniform size and power properties, which we use in our own size and power considerations.

Figure 1 illustrates typical distributions of $d_j$. It shows that the cluster containing $\hat{\mu}_n$ is characterized by the falling slope closest to 0. However, this falling slope may be preceded by a rising slope due to the spherical volume element such that the first slope starting from 0 is due to the cluster containing $\hat{\mu}_n$. Thus, we look for the first interval containing a rising slope which begins at a higher value of $d_j$ than the earliest end point of an interval containing a falling slope. Call the first point of this rising slope interval $d_+$. (a) Dimension $p = 1$ (b) Dimension $p = 2$

Figure 1: Typical distributions of $d_j$ in case that the population Fréchet function has two minima. In the one-dimensional case, the cluster containing $\hat{\mu}_n$ appears as a falling slope and the second cluster as a full mode. However, in the two-dimensional case, the cluster containing $\hat{\mu}_n$ also appears as a full mode with rising and falling slope due to the volume element.

We define the hypothesis test for non-uniqueness as follows.

**Hypothesis Test 4.2.**

**Null hypothesis and alternative:**

$$H_0 : |E| \geq 2, \quad H_1 : |E| = 1.$$  

**Test statistic:**

$$T_d := \frac{2}{n} \{d_j : d_j > d_+\}.$$
Rejection region and p-value:

Reject if $T_d < \alpha$, p-value $p_d = \min \{1, T_d\}$.

Remark 4.3. As remarked above, the result by Arnaudon and Meclo (2014), which shows almost sure uniqueness of Fréchet means under general conditions, may lead one to expect that a similar result could be shown for general M-estimators. However, in case that the sample descriptor is not unique, we propose preferring the sample descriptor which is located within the largest cluster of bootstrap descriptors. To this end, one could perform the test with each of the sample descriptor and pick the smallest p-value, since that should place the sample descriptor in the largest cluster of bootstrap descriptors. In all simulations and applications presented here, the sample descriptor was always unique.

In order to state asymptotic size and power results for this hypothesis test, we introduce the notation $\alpha_{MS}$ for the level of the multiscale test by Dümbgen and Walther (2008) and $\alpha_{ND}$ for the level of the non-unique descriptors test. For clarity of our argument, we here reproduce Theorem 4.1 (a) from Dümbgen and Walther (2008) and an equivariance property stated in Dümbgen and Walther (2008) Section 4.

Theorem 4.4 (Dümbgen and Walther (2008) Theorem 4.1 (a)). Let $\{I_n\}_{n \in \mathbb{N}}$ be a sequence of bounded intervals and consider sequences $\{\delta_n \in (0,1)\}_{n \in \mathbb{N}}$ and $\{C_n > 0\}_{n \in \mathbb{N}}$ such that $C_n\sqrt{1 - \log \delta_n} \to \infty$. Then consider a sequence of densities $f_n$ whose cumulative distribution functions satisfy $F_n(I_n) = \delta_n$ and $H(f_n, I_n) := \inf_{x \in I_n} \frac{\int_{I_n} |f_n'(x)|}{\sqrt{F_n(I_n)}} > (C_n + \sqrt{24})\sqrt{1 - \log \delta_n}n^{-1/2}$. Then, the probability of the test by Dümbgen and Walther (2008) to detect a rising slope within $I_n$ goes to 1 for $n \to \infty$.

Lemma 4.5 (Equivariance property stated in Dümbgen and Walther (2008) Section 4). Assume $\mu \in \mathbb{R}$ and $\sigma > 0$, $I_{\mu,\sigma} := [\mu, \mu + \sigma]$ and define $f_{\mu,\sigma}(x) := \sigma^{-1}f_{0,1}(\sigma^{-1}(x - \mu))$, then

$$H(f_{0,1}, I_{0,1}) := \inf_{x \in I_{0,1}} \frac{|f_{0,1}'(x)|}{\sqrt{F_{0,1}(I_{0,1})}} = H(f_{\mu,\sigma}, I_{\mu,\sigma}).$$

Lemma 4.6. Let $X$ be an $\mathbb{R}$-valued random variable with smooth Lebesgue probability density function $f$ and assume $f$, $f'$ and $f''$ are $L^1$-bounded. Let $\{Y_n\}_{n \in \mathbb{N}}$ be a sequence of $\mathbb{R}$-valued random variables with cumulative distribution functions $G_n$ which converge uniformly in distribution to a random variable $Y$ with continuous distribution function $G$. Then the random variable $Z_n := X + Y_n$

(i) converges in distribution to $Z := X + Y$,

(ii) has a $C^3$ Lebesgue probability density function $j_n : x \mapsto \int_{-\infty}^{\infty} f'(x-y)G_n(y)dy$,

(iii) $j_n$ converges to $j : x \mapsto \int_{-\infty}^{\infty} f'(x-y)G(y)dy$ in the $L^\infty$-norm,

(iv) $j_n'$ converges to $j'$ in $L^\infty$-norm.

Proof.

(i) The distribution functions of $Z_n$ and $Z$ can be expressed as

$$J_n : x \mapsto \int_{-\infty}^{\infty} f(x-y)G_n(y)dy \quad J : x \mapsto \int_{-\infty}^{\infty} f(x-y)G(y)dy$$

Thus we get

$$|J_n(x) - J(x)| = \left| \int_{-\infty}^{\infty} f(x-y)(G_n(y) - G(y))dy \right| \leq \int_{-\infty}^{\infty} f(x-y) \cdot |G_n(y) - G(y)|dy \leq \sup_{y \in \mathbb{R}}|G_n(y) - G(y)| \to 0,$$

Which proves the claim.

(ii) One calculates $j_n(x) = J_n'(x) = \int_{-\infty}^{\infty} f'(x-y)G_n(y)dy.$
Proof. Applying the generalized CLT from Eltzner and Huckemann (2019), we conclude that for every \( \mu \) with any \( r = 2 \), the distribution of \( d(\widehat{\mu}_n, \mu_{n,n}^* \cdot \mu_{n,n}^*) \) conditioned on \( \forall k \neq i : V_{n,n}^{*;i} < V_{n,n}^{*;k} \) converges uniformly in distribution to a random variable \( D^1 \) with continuous distribution function.

Proof. Applying the generalized CLT from Eltzner and Huckemann (2019), we conclude that for every \( i \), the distribution of \( \log_{\widehat{\mu}_n} (\mu_{n,n}^{*,i}) \) converges to the normal distribution. Conditioning on \( \forall k \neq i : V_{n,n}^{*,i} < V_{n,n}^{*,k} \) preserves the continuity of the distribution since it cannot introduce point masses. Lastly, the continuity of the distribution function carries over to the \( d(\widehat{\mu}_n, \mu_{n,n}^{*,i}) \), since the asymptotic distribution of the \( \mu_{n,n}^{*,i} \) is not concentrated on spheres around \( \widehat{\mu}_n \). The uniform convergence then follows by Egorov’s Theorem.

Now, we state our theorem for the asymptotic test size, which is proved using the above Theorem and Lemmas.

**Theorem 4.8** (Asymptotic Test Size). Under Assumptions 2.2, 2.3 with \( m \geq 2 \), 3.1, 3.6, 3.12, as well as Assumption B.3 in Appendix B.2 holding for every \( \mu \) with any \( r = 2 \) and for sufficiently small \( \alpha_{ND} \), Test 4.2 satisfies in the limit \( n \to \infty \), \( B \to \infty \) and \( \alpha_{MS} \to 0 \)

\[
\mathbb{P}(T_d \geq \alpha_{ND}) \to C \geq 1 - \alpha_{ND}
\]

with \( C = 1 - \alpha_{ND} \) for \( m = 2 \).

Proof. From Theorem 3.15 and Remark 3.16 it becomes clear that, if \( d_j \) can be determined asymptotically with probability 1, these test statistics have asymptotically the correct size for \( m = 2 \) and may be conservative otherwise. To show that the second mode in the distribution of \( d_j \) is found with probability 1 for \( B \to \infty \) we apply Theorem 4.4 as well as Lemmas 4.5, 4.6, 4.7.

We now consider all minima of the loss function, corresponding to possible modes in the distribution of the \( d_j \). For each \( i \), we thus condition on \( \forall k \neq i : V_{n,n}^{*,i} < V_{n,n}^{*,k} \) in all of the following, i.e. we restrict attention to the points contributing to the \( i \)-th mode. Furthermore, we introduce the shorthand \( \overline{d} := E[d(\widehat{\mu}_n, \mu_{n,n}^{*,i})] \). The distribution of distances \( d(\widehat{\mu}_n, \mu_{n,n}^{*,i}) \) converges to \( \overline{d} + O_P(n^{-1/2}) \) according to Lemma 4.7, so in particular \( \overline{d} \) is well-defined. This allows us to define the sequence of random variables

\[
Z_n^i := n^{1/2} \left( d(\widehat{\mu}_n, \mu_{n,n}^{*,i}) - \overline{d} + X \right)
\]

with \( X \sim N(0, n^{-1/2}) \). According to Lemma 4.6, each of the random variables \( Z_n^i \) has a continuous first derivative of a density function, which converges uniformly to the first derivative of density function of the random variable \( Z^i := \lim_{n \to \infty} Z_n^i \), which exists according to Lemma 4.7. For any interval \( I^Z \subset \mathbb{R} \) the sequences \( F_n^Z(I^Z) \) and \( H(f_n, I^Z) \) then converge to constants. Therefore, using for example \( C_n = n^{1/4} \)
and $B \propto n$, the conditions for Theorem 4.4 are satisfied by every interval $I^Z$ for which the density of $Z^i$ is strictly positive.

Now, using Lemma 4.5, the random variable

$$W_n := d(\tilde{\mu}_n, \mu^*_n) + X$$

has the exact same value of the function $H$ introduced in Theorem 4.4 as the random variable $Z_n^i$ under appropriate equivariant transformation of $I^Z$ to $I^W$ and $F^W_n(I^W) = F^Z_n(I^Z)$. In consequence, the conditions for Theorem 4.4 are satisfied by every interval $I^W = [a, b]$ such that for the corresponding transformed interval $I^Z := [n^{1/2}(a - \Delta), n^{1/2}(b - \Delta)]$ the density of $Z^i$ is strictly positive.

In consequence, the rising slope (and by completely analogous arguments also the falling slope) of every mode in the distribution of $Z^i$ will be underestimated, leading to an at worst conservative test. The claim follows.

The size result for Test 4.2 builds on the power result for the multiscale test by Dümbgen and Walther (2008). Conversely, a power result for Test 4.2 builds on the asymptotic test size from Dümbgen and Walther (2008). However, for Test 4.2 to reject the null-hypothesis, the properly rescaled asymptotic distribution of $d_j$ must be unimodal. In analogy to the proof of Theorem 4.8, define the random variable

$$Z_n := n^{1/2} (d(\tilde{\mu}_n, \mu^*_n) - \mathbb{E}[d(\tilde{\mu}_n, \mu^*_n)] + X) = n^{1/2} (\|\log \pi_n(\mu^*_n)\| + X)$$

with $X \sim N(0, n^{-1/2})$.

If the random variable $\|\log \pi_n(\mu^*_n)\|$ converges to a unimodal random variable, the probability that only one mode is found in the distribution of $Z_n$ to go to 1 for $n \to \infty$. To this end we make an additional assumption.

**Assumption 4.9.** Under Assumptions 2.2, 2.3 with $m = 1, 3.1, 3.6, 3.12$ Assumption B.3 in Appendix B.2 with $r = 2$ in the notation of Assumption B.3, i.e. a unique non-smeary descriptor, the CLT covariance

$$\Sigma := \lim_{n \to \infty} \text{Cov}[n^{1/2} \log \pi_n(\tilde{\mu}_n)]$$

has the property that for $Y \sim N(0, \Sigma)$ the random variable $|Y|$ has a unimodal density.

We conjecture that this assumption is tautological and the required unimodality holds for every positive semidefinite $\Sigma$. However, while this conjecture looks deceptively simple, it does not appear to be easily provable using previous results like Khinchine (1938); Olshen and Savage (1970); Moschopoulos (1985).

**Theorem 4.10 (Asymptotic Test Power).** Under Assumptions 2.2, 2.3 with $m = 1, 3.1, 3.6, 3.12, 4.9$, Assumption B.3 in Appendix B.2 with $r = 2$ in the notation of Assumption B.3, i.e. a unique non-smeary descriptor, and for $\alpha_{\text{ND}} \in (0, 1)$, Test 4.2 satisfies in the limit $n \to \infty$, $B \to \infty$ and the level of the multiscale test $\alpha_{\text{MS}} \to 0$

$$\mathbb{P}(T_d < \alpha_{\text{ND}}) \to 1$$

**Proof.** According to Lemma 4.6, each of the random variables $Z_n$ has a continuous first derivative of a density function, which converges uniformly to the first derivative of density function of the random variable $Z := \lim_{n \to \infty} Z_n$, which exists according to the CLT. Now, using Lemma 4.5, the random variable

$$W_n := d(\tilde{\mu}_n, \mu^*_n) + X$$

has the exact same value of the function $H$ introduced in Theorem 4.4 as the random variable $Z_n$ under appropriate equivariant transformation of $I^W = [a, b]$ to $I^Z := [n^{1/2}(a - \mathbb{E}[d(\tilde{\mu}_n, \mu^*_n)]), n^{1/2}(b - \mathbb{E}[d(\tilde{\mu}_n, \mu^*_n)])]$. 
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whenever the density of $Z$ is strictly positive in $I^Z$. Thus it suffices to consider the random variables $Z_n$ and $Z$. Due to Assumption 4.9, $Z$ is unimodal. Now, let $\zeta_n$ be the maximal deviation of the derivative of the density function of $Z_n$ from the derivative of the density function of $Z$. We use $B \propto n$ again and define for $\alpha_{\text{MS},n}$ the probability $p_n$ that a slope of steepness $\zeta_n$ is found at the level $\alpha_{\text{MS},n}$. Since $\zeta_n \to 0$, $p_n \to 0$ if $\alpha_{\text{MS},n}$ decreases slowly enough with $n$. The claim follows.

**Remark 4.11.** Note that Theorems 4.8 and 4.10 exclude three cases, for which Test 4.2 may have insufficient power.

1. If no asymptotic result can be shown, i.e. if either of the Assumptions 2.2, 3.1, 3.2 or 3.12 is violated, none of the considerations shown here are applicable.

2. If the covariance of the $M$-variances does not have full rank, i.e. Assumption 3.6 is violated, then there are vectors $v$ such that $v^T \text{Cov}[\tau(0,X)]v = 0$, which undermines Theorem 3.14. In light of Theorem 3.15, one might weaken Assumption 3.6, and Theorem 3.14 accordingly, to only require $\text{Var}[^T(0,X) - \tau^1(0,X)] > 0$ for any $i \neq j$. If this is violated, the $M$-variance of the $i$-th and $j$-th local Fréchet mean are always the same, so either both of them or neither are global sample descriptors.

3. If 2.3 does not hold and the population descriptor is a continuous subset of parameter space, the test is not applicable. If an asymptotic distribution of descriptors on the population descriptor set can be shown, the properties of this distribution will determine the result of the test.

4. If $m = 1$ and Assumption B.3 in Appendix B.2 holds with $r > 2$, i.e. there is a unique smeary descriptor, our test is not guaranteed to reject non-uniqueness. In fact, on the circle and the torus the asymptotic distribution of smeary means was shown to be multimodal by Hotz and Huckemann (2015); Hundrieser (2017) which means that the test will asymptotically not reject the null hypothesis. Furthermore, since in all cases of smeariness described so far, probability measures with smeary descriptors are always adjacent to measures with non-unique descriptors, the lack of power of the test in this case appears natural.

In the following section, we show simulations exemplifying the performance of Hypothesis Test 4.2 in terms of size and power for finite sample size $n$. In the final section we apply the test to various data examples to illustrate its range of applicability. The examples comprise the Fréchet mean on manifolds, non-linear regression and clustering. The interpretation of test results varies according to the data application and is highlighted in each example for clarity.

## 5 Simulations

In this section we provide numerical results for performance of Hypothesis Test 4.2 under the null hypothesis for $m = 2$ and some alternatives close to the null. The simulations consider Fréchet means on $S^p$ with $p \in \{1, 2, 5\}$. For the tests in case of the null hypothesis, we use on $S^1$ a mixture of two wrapped normal distributions, denoted by $N_w$

$$X \sim 0.5N_w \left(0, \frac{\pi}{50}\right) + 0.5N_w \left(\frac{\pi}{50}\right)$$

which has means $\pm \frac{\pi}{2}$ and for higher dimensions $p > 1$ we use, denoting the normal distribution by $N$

$$Y \sim N \left(0, \frac{10^{-6}}{p^2}\right) \quad Z \sim U_{S^{p-1}} \quad X \sim \left(\frac{Y}{\sqrt{1-Y^2Z}}\right)$$

which has means $(\pm 1, 0, \ldots, 0)^T$, i.e. two opposite poles.

For $p = 1$ we use $B = 10000$ and otherwise $B = 2000$. We then perform tests on $T = 1000$ samples for each sample size and display the resulting sorted p-valued in a pp-plot in Figures 2, and 3. The test
Figure 2: $T = 1000$ sorted p-values for the null hypothesis in dimension $p = 1$ plotted against equidistant values for sample sizes $n = 10, 30, 100, 300, 1000$. $B = 10000$ were used for the test. While the test is noticeably conservative for $n = 10$ it attains the theoretical size very well for $n \geq 30$.

Figure 3: $T = 1000$ sorted p-values for the null hypothesis in dimensions $p = 2, 5$ plotted against equidistant values for sample sizes $n = 30, 100, 300, 1000$. $B = 2000$ were used for the test. For $p = 2$ the test appears to achieve the correct size for $n \geq 100$, while for $p = 5$ it is preferable to have $n \geq 1000$.

approaches the size predicted by the asymptotics for large $n$, and in the one-dimensional situation the test achieves very good performance already for $n = 30$.

Since the multiscale test by D"umbgen and Walther (2008) works best if modes consist of $\geq 50$ points, p-values below 0.05 are often underestimated to be 0 when $B = 1000$, therefore it is advisable to use $B = 10000$ in data applications. Furthermore, we observe that for small sample sizes and $p > 1$ many sample means are close to the equator, $e_i^T \hat{\mu}_n \approx 0$. This effect becomes more pronounced with increasing dimension $p$. Therefore, the tests require increasing sample size with increasing dimension in our setting to avoid being too liberal. In our simulations $n \geq 300$ is sufficient to achieve good performance. In other scenarios dimension dependence can vary but in general greater sample sizes are needed in higher dimension.

Next, we investigate the power of the test in dimension $p = 1$ for distributions close to the null
Figure 4: Ratio of rejecting tests for dimension $p = 1$ using $T = 1000$ tests to level $\alpha = 0.05$ with $B = 2000$ bootstrap samples each for distributions close to the null hypothesis as defined in Equation (9). We see that the power increases rapidly with $n$ as expected and the correct size is attained at the null hypothesis for large enough $n$ with good results already for $n = 30$.

hypothesis. We use on $S^1$ a mixture of two wrapped normal distributions, denoted by $N_w$

$$X \sim 0.5 N_w \left( a, \frac{\pi}{50} \right) + 0.5 N_w \left( \pi - a, \frac{\pi}{50} \right)$$

(9)

where $a \in [-0.1, 0.1]$. Note that for $a > 0$ the mean is unique $\mu = \pi/2$, for $a < 0$ the mean is unique $\mu = -\pi/2$ and for $a = 0$ the mean is non-unique $\mu = \pm \pi/2$.

The numerical results for the power of the test are displayed in Figure 4. The test can clearly discern the tested alternative from the null in the tested family of distributions. The power of the test increases appreciably with $n$, as one would expect. These numerical results illustrate that test is suited for its purpose and is for low dimensions already reliably applicable for fairly low $n$.

6 Application to Data

6.1 Wind Directions in Rome

As a first data example, we consider a data set consisting of hourly wind directions from the years 2000 to 2019 in Rome, Italy, from meteoblue AG (2020). As in Hundrieser et al. (2024), where similar data sets were considered for Basel, Switzerland, and Göttingen, Germany, we consider the intrinsic mean of wind directions for every day. Additional examples for applications to centroid clustering are given in Appendix C.2.

Table 1: Ratio of days for each year on which the test for non-uniqueness of the intrinsic mean of wind directions did not reject the null hypothesis of a non-unique mean at level $\alpha = 0.05$.

| year | 2000   | 2001   | 2002   | 2003   | 2004   | 2005   | 2006   | 2007   | 2008   | 2009   |
|------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| $p \geq 0.05$ | 11.2%  | 12.1%  | 10.4%  | 12.9%  | 11.2%  | 12.1%  | 10.1%  | 13.4%  | 12.0%  | 10.7%  |
| year | 2010   | 2011   | 2012   | 2013   | 2014   | 2015   | 2016   | 2017   | 2018   | 2019   |
| $p \geq 0.05$ | 10.7%  | 11.2%  | 9.0%   | 14.6%  | 12.1%  | 11.8%  | 11.2%  | 10.7%  | 11.0%  | 12.3%  |

The relative ratios of days for each year on which non-uniqueness of the intrinsic mean of the wind directions could not be ruled out are displayed in Table 1. As this potential non-uniqueness affected more than 10% of days in all but one year, the resulting distributions of daily means is qualitatively very
distinct from the distribution of hourly wind directions. As a result, if one considers bootstrap intrinsic means of hourly wind directions in comparison to bootstrap means of daily mean wind directions, one get starkly different results, as shown in Figure 5.

Figure 5: Histograms of bootstrap means of hourly wind directions (dark) and daily mean wind directions (light). The years 2001 and 2019 were picked as they are typical years with a unimodal distribution for the hourly wind directions and a bimodal distribution for daily means. The year 2011 is the only case, in which the bootstrap means of the hourly wind directions exhibit more than one mode.

**Interpretation 6.1.** Similar data sets were investigated in Hundrieser et al. (2024) for Basel and Göttingen. In those cases, the daily means were generally unique and the distribution of daily mean wind directions was similar to the distribution of hourly wind directions. The data sets of daily means exhibited appreciable finite sample smeariness of the mean and nonuniqueness of the mean cannot be ruled out for most of the years. In the present data set for Rome, we see a different picture, where already on the scale of single days non-uniqueness of the mean direction is common. A closer examination of the data set, shown in Appendix C.1, indicates that the wind in Rome has a pronounced daily pattern, as is typical for coastal regions, coming from the northeast (from land to sea) in the night and morning and from the southwest (from sea to land) in the afternoon and evening. This frequently leads to a bimodal distribution of wind directions over the day, such that nonuniqueness of the mean cannot be ruled out.

### 6.2 Platelets Spreading on a Substrate

The second data set we are considering was first presented in Paknikar et al. (2019). The data describe the total length $\ell$ of actin stress-fiber-like structures in blood platelets over time $t$ during spreading on a substrate. The expected behavior is an initial growth of fiber structures which is completed after a certain growth time. This leads to a regression problem with a more involved M-estimator. Consider two-dimensional data $x := (t, \ell)$, four parameters $\theta := (\theta_1, \theta_2, \theta_3, \theta_4) \in \mathbb{R} \times \mathbb{R}^+ \times \mathbb{R} \times \mathbb{R}$ and the loss function

$$f(t, \theta) := \max \left\{ 0, (\theta_3 + \theta_4 t) \cdot \left( 1 - \exp \left( \theta_1 - \frac{t}{\theta_2} \right) \right) \right\}$$

$$\rho(x, \theta) := (\ell - f(t, \theta))^2$$

which amounts to a standard quadratic loss regression model with a somewhat unusual four-parametric regression function $f$. However, since this loss function is treated in an M-estimator setting, the theory and test laid out in this paper can be applied in this setting. The parameter $\theta_2$ describes the time scale of fiber growth and is therefore the parameter of greatest interest.

Since imaging on such small scales and such high time resolution is very challenging, images frequently feature low brightness and some blurring, which in turn poses a challenge for image analysis. The semi-automated line detection using the Filament Sensor Eltzner et al. (2015) comes with some amount of artifacts which lead to a high variance of $\ell$. As a results, for some of the platelets several local minima of the sample M-variance exist and our test with $B = 10000$ shows that these can sometimes not be rejected as valid minima of population M-variance.
The distance between two sets of parameters is defined via $L^2$ distance of the curves within the experimental time $[0, T]$, using a simple sum approximation to reduce calculation time.

$$d(\theta, \tilde{\theta}) := T^2 \int_0^T |f(t, \theta) - f(t, \tilde{\theta})|^2 dt \approx \sum_{i=1}^n |f(t_i, \theta) - f(t_i, \tilde{\theta})|^2$$

(a) Test does not reject with $p_d = 0.2270$

(b) Test rejects with $p_d = 0.0438$

Figure 6: Plots for two of the time series. Panel (a) displays a typical example, where the test does not reject the possibility for a second valid optimal fit. The fits are very similar for long times but differ more strongly at short times. Panel (b) displays an extreme case, in which the best fit leads to extreme parameter values and an unusual curve shape. The test rejects in this case because the secondary cluster is small, however the alternative fit looks much closer to an expected result. In this case, it can be beneficial to restrict the parameter space. In Paknikar et al. (2019) the restriction $\theta_1 \theta_2 \geq -30$ was used, since the begin of spreading, marked by the initial departure of the curve from 0, must be within the movie or very briefly before due to the experimental setup.

In Figure 6 we show two examples. Panel (a) displays a typical example where the fact that the test does not reject indicates a non-unique optimum.

**Interpretation 6.2.** In the example in Figure 6, panel (b) the best fit violates assumptions of the experiment, namely the fact that the movies are started once the platelet begins spreading on the substrate and thus the begin of spreading can at most lie a few seconds before the start of the time series. Therefore, this fit suggests that restricting parameter space to $\theta_1 \theta_2 \geq -30$ as done by Paknikar et al. (2019) is necessary here.

The results of Paknikar et al. (2019) concerning the time scale of actin fiber formation remains mostly unaffected by the result presented here, since only five platelet in the full data set exhibit non-uniqueness in their fits and only for two this remains true if the parameter space is restricted to $\theta_1 \theta_2 \geq -30$. In these two cases, the two candidates for the optimum have very similar time constants $\theta_2$.

### 6.3 Clustering of RNA Residues

For the third example, we consider a large RNA data set carefully selected for high experimental X-ray precision (0.3 nanometers) by Duarte and Pyle (1998), updated by Wadley et al. (2007) and analyzed by them and others, for example, Murray et al. (2003); Richardson et al. (2008). Additional examples for applications to centroid clustering are given in Appendix C.3.

Specifically, we revisit the clustering approach presented in Wiechers et al. (2023) and pick out four clusters of moderate sizes, namely 182, 64, 53, and 49 points, respectively, adding up to $n = 348$ points. The data space is $(S^1)^7$, i.e. a seven dimensional flat torus defined by the 7 dihedral angles describing a suite. We consider truncated multivariate isotropic normal distributions for a mixture model clustering, both with individual variances per cluster $(\sigma_j)_j$ and with same variance $\sigma_0$ for all clusters. The latter
case corresponds to a “fuzzy” k-means clustering. The p-values for different numbers of clusters and the two approaches are listed in Table 2.

Table 2: Results for the p-values for the clustering results with different numbers of clusters and either the same variance $\sigma_0$ or individual cluster variances $(\sigma_j)_j$. The additional flexibility afforded by individual cluster variance leads to less reliability of the cluster results.

| clusters | $k = 2$ | $k = 3$ | $k = 4$ | $k = 5$ | $k = 6$ |
|----------|---------|---------|---------|---------|---------|
| p-value, same variance | 0.0 | 0.0142 | 0.0 | 0.2558 | 0.255 |
| p-value, individual variances | 0.0 | 0.3244 | 0.0 | 1.0 | 1.0 |

Figure 7: Scatter plots of the first two tangent principal components of the RNA data. The colors in panel (a) highlight the three species, while the colors in panels (b) and (c) show the four clusters in the four-cluster segmentation. The clustering results are in very good agreement with the true labels and the test results indicate that the clustering results are reliable.

One can see that for $k = 2$ and $k = 4$ mixture components the clustering result is unique for either variant of the clustering algorithm. This is due to the fact that the four clusters are arranged in two groups of two clusters, as illustrated in Figure 7. If one considers 3, 5, or 6 mixture components, the null hypothesis of non-uniqueness cannot be rejected, except for same $\sigma_0$ and $k = 3$.

**Interpretation 6.3.** Taken together, these results show that the test for non-uniqueness accurately predicts that the data set consists of four clusters. Remarkably, 3 clusters yield a less stable fit than 2 clusters and individual cluster variances generally lead to less stable fits than requiring the same variance for all clusters. This shows that adding more parameters does not necessarily improve the quality of the fit in terms of uniqueness of the results. Unlike in model selection criteria like BIC and AIC, additional parameters are not directly penalized in the test for non-uniqueness. Instead, models which do not achieve unique results with confidence can be considered inherently unreliable for the given application on their own merit alone.
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A  Additional Results for Asymptotics on Metric Spaces

To understand the importance of the local Lipschitz condition 2.4, it is necessary to introduce some empirical process theory. The most important notion for the following is the notion of the bracketing entropy of a function class.

**Definition A.1.** For a class of functions $F$ from $Q$ to $\mathbb{R}$, a norm $\| \|$ on $F$ and $\varepsilon > 0$, consider two functions $f_1, f_2 \in F$ such that $\| f_1 - f_2 \| < \varepsilon$ and call

$$[f_1, f_2](\varepsilon, F, \| \|) := \{ f \in F : \forall q \in Q \ f_1(q) \leq f(q) \leq f_2(q) \}$$

an $\varepsilon$ bracket. Then the bracketing number $N([\varepsilon, F, \| \|)]$ is defined as the minimal number of $\varepsilon$ brackets needed such that their union is $F$. If $F$ has an envelope function $F$, the bracketing entropy is defined as

$$J(\varepsilon, F, \| \|) := \int_0^\varepsilon \sqrt{1 + \log N(\varepsilon, F, \| \|)} \, d\varepsilon$$

The bracketing entropy for a function class is difficult to determine. However, there is a similar concept for general metric spaces, namely the covering entropy, which is usually much simpler to determine.

**Definition A.2.** The covering entropy is defined as

$$J(\eta, \mathcal{P}, d) := \int_0^\eta \sqrt{1 + \log N(\varepsilon, \mathcal{P}, d)} \, d\varepsilon$$

The local Lipschitz condition 2.4 connects the bracketing number of a function class indexed by a totally bounded metric space to the covering number of this metric space. Consider the function classes $F^i := \{ \rho^i(p, \cdot) - \rho^i(\mu^i, \cdot), p \in B_\delta(\mu^i) \}$, then the connection is as follows.

**Theorem A.3** (van der Vaart and Wellner (1996), Theorem 2.7.11).
Under Assumption 2.4, we have for any norm $\| \|$ on $F^i$

$$N([2\varepsilon, \| \|], F^i, \| \|) \leq N(\varepsilon, B_\delta(\mu^i), d_i).$$

For the next theorem we introduce the empirical process and two relevant norms.

**Definition A.4.** Let $Q$ be the data space and $P = \mathbb{P} \circ X^{-1}$ the distribution measure in $Q$ corresponding to the random variable $X$.

a) For an i.i.d. sample $\{X_1, \ldots, X_n\}$ from $P$ let $\mathbb{P}_n := \frac{1}{n} \sum_{j=1}^n \delta_{X_j}$ be the empirical measure.

b) For any measurable function $f : Q \to \mathbb{R}$ let $G_n(f) := \sqrt{n}(\mathbb{P}_n f - P f)$ be the empirical process.

c) For any measurable function $f : Q \to \mathbb{R}$ let $\| f \|_{P, r} := (\int |f|^r dP)^{\frac{1}{r}}$ be the $L_r(P)$ norm.

For any class $\mathcal{F}$ of measurable functions let $\| G_n \|_r := \sup_{f \in \mathcal{F}} |G_n(f)|$.

**Theorem A.5** (van der Vaart and Wellner (1996), Theorem 2.14.2).
For any class $\mathcal{F}$ of measurable functions with measurable envelope function $F$, $E(\| G_n \|_r) \leq J(1, \mathcal{F}, L_2(P)) \| F \|_{L_2}$

Now, we have all the tools to show an auxiliary proposition for Theorem 2.7.
Proposition A.6 (Preparation for the CLT). Under Assumptions 2.2, 2.3, 2.4 and 2.6 we have, for a measurable selection \( \tilde{\rho}_n \in \left\{ x \in B_\delta(\mu^i) : F_n(x) = \inf_{y \in B_\delta(\mu^i)} F_n(y) \right\} \)
\[
\sqrt{n}(F_n(\tilde{\rho}_n^i) - F(\mu^i)) = \sqrt{n}(F_n(\mu^i) - F(\mu^i)) + o_P(1).
\]

Proof. We follow the strategy laid out in Dubey and Müller (2019) Proposition 3.
\[
P \left[ \sqrt{n}|F_n(\tilde{\rho}_n^i) - F_n(\mu^i)| > \varepsilon \right] = P \left[ \sqrt{n}(F_n(\mu^i) - F_n(\tilde{\rho}_n^i)) > \varepsilon \right]
\]
\[
\leq P \left[ \sqrt{n}(F_n(\mu^i) - F_n(\tilde{\rho}_n^i)) - (F(\mu^i) - F(\tilde{\rho}_n^i)) > \varepsilon \right]
\]
\[
= P \left[ \sup_{x \in B_\delta(\mu^i)} \sqrt{n}|F_n(x^i) - F(x^i) - (F_n(\mu^i) - F(\mu^i))| > \varepsilon \right] + P[d(\tilde{\rho}_n^i, \mu^i) > \delta]
\]
Now, we can apply the Markov inequality, and Assumption 2.2 to get
\[
P \left[ \sqrt{n}|F_n(\tilde{\rho}_n^i) - F_n(\mu^i)| > \varepsilon \right] \leq \frac{1}{\varepsilon} \mathbb{E} \left[ \sup_{x \in B_\delta(\mu^i)} |G_n(\rho^i(x^i, \cdot) - \rho^i(\mu^i, \cdot))| \right] + o_P(1)
\]
\[
\leq \frac{1}{\varepsilon} \mathbb{E} \left[ \|G_n\|_{\mathcal{F}^i} \right] + o_P(1).
\]
And finally, using Theorem A.5 and Assumption 2.6, we get
\[
P \left[ \sqrt{n}|F_n(\tilde{\rho}_n^i) - F_n(\mu^i)| > \varepsilon \right] \leq \frac{1}{\varepsilon} \mathbb{E} \left[ \|G_n\|_{\mathcal{F}^i} \right] + o_P(1)
\]
\[
\approx \frac{2\delta}{\varepsilon} \left\| \rho^i \right\|_{p, 2} J_1(1, \mathcal{F}^i, L_2(P)) + o_P(1)
\]
\[
= \frac{2\delta}{\varepsilon} \left\| \rho^i \right\|_{p, 2} \int_0^1 \sqrt{1 + \log N(1, 2\varepsilon\|\rho^i\|, \mathcal{F}^i, L_2(P))} d\varepsilon + o_P(1)
\]
\[
\leq \frac{2\delta}{\varepsilon} \left\| \rho^i \right\|_{p, 2} \int_0^1 \sqrt{1 + \log N(\varepsilon\delta, B_\delta(\mu^i), d_i)} d\varepsilon + o_P(1) = o_P(1).
\]
This proves the result taking the limit \( \delta \to 0. \)

\section*{B Auxiliary Results for Manifolds}

\subsection*{B.1 An Entropy Result}

As a first step in the auxiliary results for the CLT we show a bound for the empirical process. In Lemma B.1 we derive an entropy bound which is only coarsely sketched in van der Vaart (2000) for the special case \( \beta = 1. \) We set out to make the argument more explicit and generalize it to general \( \beta. \) With this auxiliary result we can prove a bound on the empirical process in Theorem B.2.

Lemma B.1. Under Assumptions 3.1 and 3.2 we have, with a dimension dependent constant \( K_p, \) the following entropy condition
\[
J_1(\eta, \mathcal{F}^i, \| \cdot \|) \leq \int_0^1 \sqrt{1 + \log K_p + \frac{p}{\beta} \log \left( \frac{2^{1-\beta}}{\varepsilon} \right)} d\varepsilon
\]
for any \( 0 < \eta < \infty \) and any norm \( \| \cdot \| \) on \( \mathcal{F}^i := \left\{ \tau^i(y, \cdot) - \tau^i(0, \cdot), y \in B_\delta(0) \right\} \)
Proof. Note that \((2\delta)^{\beta}\|\dot{\tau}^i\|\) is an envelope function of \(F^i\). \(\|\|\) is a norm for \(0 < \beta \leq 1\) and \(\dot{\tau}^i\) takes the role of the Lipschitz “constant” in Theorem A.3. This yields

\[
J_1(\eta, F^i, \|\|) = \int_0^\eta \sqrt{1 + \log N(\eta (2\delta)^{\beta}\|\dot{\tau}^i\|, F^i, \|\|)} \, d\varepsilon \leq \int_0^\eta \sqrt{1 + \log N(\varepsilon (2\delta)^{\beta}/2, B_\delta(0), \|\|)} \, d\varepsilon .
\]

Next, we see that \(N(\kappa, B_\delta(0), \|\|) = K_p \left( \frac{\delta}{\kappa^{1/\beta}} \right)^p = K_p \left( \frac{\delta}{\kappa} \right)^{p/\beta}\) with \(K_p\) being a dimension dependent constant and thus

\[
J_1(\eta, F^i, \|\|) \leq \int_0^\eta \sqrt{1 + \log K_p + \frac{p}{\beta} \log \left( \frac{2\delta^{\beta}}{\varepsilon (2\delta)^{\beta}} \right)} \, d\varepsilon = \int_0^\eta \sqrt{1 + \log K_p + \frac{p}{\beta} \log \left( \frac{2^{1-\beta}}{\varepsilon} \right)} \, d\varepsilon .
\]

Now, we can prove a bound on the empirical process.

**Theorem B.2.** Under Assumptions 2.2, 3.1 and 3.2 there is a constant \(C\) such that

\[
\mathbb{E} \left[ \sup_{\|y\| < \delta} \|G_n(\tau^i(y, X) - \tau^i(0, X))\| \right] \leq C\delta^\beta
\]

**Proof.** The claim follows by combining Theorem A.5 and Lemma B.1 since \((2\delta)^{\beta}\|\dot{\tau}^i\|\) is an envelope function of \(F^i\), thus giving the order \(\delta^\beta\) while

\[
J_1(1, F^i, L_2(P)) \leq \int_0^1 \sqrt{1 + \log K_p + \frac{p}{\beta} \log \left( \frac{2^{1-\beta}}{\varepsilon} \right)} \, d\varepsilon
\]

is independent of \(\delta\) and therefore only contributes a constant. \qed

This result is used extensively in the proofs of auxiliary results to the CLT below.

**B.2 Auxiliary Results Used in the Proof of Theorem 3.4**

We prove two incarnations of a preliminary proposition to Theorem 3.4. Under the additional Assumption B.3 on the Fréchet function Proposition B.4 holds, which highlights an explicit order of convergence. Proposition B.5 holds without Assumption B.3 but does not give a specific order of convergence.

**Assumption B.3 (Smooth Fréchet Function).** Under Assumption 2.3, assume for every \(\mu_i \in E\) a rotation matrix \(R_i \in SO(p)\) and \(T_{i,1}, \ldots, T_{i,p} \neq 0\). Furthermore, assume that the Fréchet function admits the power series expansion

\[
G_i(x) = G_i(0) + \sum_{j=1}^p T_{i,j} (R_i x)_j |r_i + o(\|x\|^{r_i}) .
\]

where the same \(r_i\) are assumed in Assumption 3.1.

Note that for \(r_i = 2\) Equation (10) encompasses every possible covariance whereas for \(r_i > 2\) this represents a restriction to easily tractable tensors.
Proposition B.4 (Preparation for CLT – convergence rate). Under Assumptions 2.2, 2.3, 3.1, 3.2 and B.3 we have, for a measurable selection \( \hat{\nu}_n \) of \( \delta \)-local sample i-descriptors
\[
\sqrt{n}(G_n^i(\hat{\nu}_n) - G^i(0)) = \sqrt{n}(G_n^i(0) - G^i(0)) + O_P \left( n^{-\beta/(2(r_i-1))} \right).
\]

Proof. In Eltzner and Huckemann (2019), it was shown that the assumptions of the theorem imply an asymptotic rate \( \hat{\nu}_n = O_P(n^{-1/(2(r_i-1))}) \). Thus we see
\[
\sqrt{n}(G_n^i(\hat{\nu}_n) - G^i(0)) = \sqrt{n}(G_n^i(0) - G^i(0)) + \sqrt{n}(G^i(\hat{\nu}_n) - G^i(0)) \]
\[
+ \sqrt{n}(G_n^i(\hat{\nu}_n) - G^i(\hat{\nu}_n) - (G_n^i(0) - G^i(0))).
\]

The second term yields, using Lemma 5.52 in van der Vaart (2000) or correspondingly Lemma 2.9 in Eltzner and Huckemann (2019)
\[
\sqrt{n}(G^i(\hat{\nu}_n) - G^i(0)) = \sqrt{n}O(\|\hat{\nu}_n\|) = O_P \left( n^{1/2-r_i/(2(r_i-\beta))} \right) = O_P \left( n^{-\beta/(2(r_i-\beta))} \right).
\]

For the third term we get
\[
P \left[ |\sqrt{n}(G_n^i(\hat{\nu}_n) - G^i(\hat{\nu}_n) - (G_n^i(0) - G^i(0)))| > \epsilon \right] \leq P \left[ \sup_{|x| \leq \delta} |\sqrt{n}(G_n^i(x) - G^i(x) - (G_n^i(0) - G^i(0)))| > \epsilon \right] + P \left[ |\hat{\nu}_n| \geq \delta \right].
\]

Now, we can apply the Markov inequality, Theorem B.2 from this appendix, and Lemma 2.9 of Eltzner and Huckemann (2019) to get
\[
P \left[ |\sqrt{n}(G_n^i(\hat{\nu}_n) - G^i(\hat{\nu}_n) - (G_n^i(0) - G^i(0)))| > \epsilon \right] \leq C \delta^\beta + P \left[ |\hat{\nu}_n| \geq \delta \right] = O_P \left( n^{-\beta/(2(r_i-\beta))} \right).
\]

The claim follows at once. \[\square\]

Proposition B.5 (Preparation for CLT – general). Under Assumptions 2.2, 2.3, 3.1 and 3.2 we have, for a measurable selection \( \hat{\nu}_n \) of \( \delta \)-local sample i-descriptors
\[
\sqrt{n}(G_n^i(\hat{\nu}_n) - G^i(0)) = \sqrt{n}(G_n^i(0) - G^i(0)) + o_P(1).
\]

Proof. We use the analogous argument to the proof of Proposition A.6 to show, using the Markov inequality
\[
P \left[ |\sqrt{n}(G_n^i(\hat{\nu}_n) - G^i(0))| > \epsilon \right] \leq \frac{1}{\epsilon} \mathbb{E} \left[ \sup_{|y| < \delta} \|G_n(\tau^i(y, X) - \tau^i(0, X))\| \right] + P \left[ |\hat{\nu}_n| \geq \delta \right].
\]

At this point we exploit the additional structure present in the finite dimensional manifold setting by applying Theorem B.2 and Assumption 2.2 and taking the limit \( \delta \to 0 \) to get
\[
P \left[ |\sqrt{n}(G_n^i(\hat{\nu}_n) - G^i(0))| > \epsilon \right] \leq \frac{C}{\epsilon} \delta^\beta + P \left[ |\hat{\nu}_n| \geq \delta \right] = o_P(1).
\]

This proves the claim. \[\square\]

Remark B.6. From Proposition B.5 it follows that Assumption B.3 is not necessary for the results we aim to prove here. However, Proposition B.4 highlights that the asymptotic rate of the \( m \)-variance is not affected by smearing, discussed in Eltzner and Huckemann (2019). Instead, the rate remains \( n^{-1/2} \), even if the order of the Fréchet function \( r_i \) in Assumption B.3 or the Hölder continuity order \( \beta \) in Assumption 3.2 depart from their standard values \( r_i = 2 \) and \( \beta = 1 \). This is an interesting side result in its own right. Furthermore, the rate shown in Proposition B.4 may be regarded as a step in the direction of a Berry-Esseen type result for the \( m \)-variance.

The proof of Theorem 3.4 is in the main text.
B.3 Auxiliary Result Used in the Proof of Theorem 3.14

Proposition B.7. Under Assumptions 2.2, 2.3, 3.1 and 3.12, for a measurable selection of \( \delta \)-local sample i-descriptors \( \hat{\nu}_n \) and for all combinations of \( i, j \in \{1, \ldots, m\} \)
\[
\sqrt{n}(G^{ij}_n(\hat{\nu}_n^i, \hat{\nu}_n^j) - G^{ij}(0, 0)) = \sqrt{n}(G^{ij}_n(0, 0) - G^{ij}(0, 0)) + o_P(1)
\]

Proof. We follow the strategy laid out in Dubey and Müller (2019) Proposition 3.
\[
P\left[ \sqrt{n}(G^{ij}_n(\hat{\nu}_n^i, \hat{\nu}_n^j) - G^{ij}_n(0, 0)) > \varepsilon \right] = P\left[ \sqrt{n}\left(G^{ij}_n(0, 0) - G^{ij}_n(\hat{\nu}_n^i, \hat{\nu}_n^j)\right) > \varepsilon \right]
\]
\[
\leq P\left[ \sqrt{n}\left| G^{ij}_n(0, 0) - G^{ij}_n(\hat{\nu}_n^i, \hat{\nu}_n^j)\right| > \varepsilon \right] = P\left[ \frac{1}{\sqrt{n}}\left| G^{ij}_n(0, 0) - G^{ij}(0, 0)\right| > \varepsilon \right]
\]
\[
\leq \frac{1}{\varepsilon}P\left[ \frac{1}{\sqrt{n}}\sum_{|x_i| < \delta} \left| G^{ij}_n(x^i, x^j) - G^{ij}(x^i, x^j)\right| > \varepsilon \right] + P[|\hat{\nu}_n^i| > \delta_i] + P[|\hat{\nu}_n^j| > \delta_j]
\]
Now, we can apply the Markov inequality, Theorem B.2 from this appendix, Lemma 2.9 in Eltzner and Huckemann (2019) and Assumption 2.2 to get
\[
P\left[ \sqrt{n}|G^{ij}_n(\hat{\nu}_n^i, \hat{\nu}_n^j) - G^{ij}_n(0, 0)| > \varepsilon \right] \leq C(\delta_i + \delta_j)^\beta + P[|\hat{\nu}_n^i| > \delta_i] + P[|\hat{\nu}_n^j| > \delta_j] = o_P(1).
\]
This proves the claim. \( \Box \)

The proof of Theorem 3.14 is in the main text.

B.4 Proof of Theorem 3.14

We follow the strategy laid out in Dubey and Müller (2019) Proposition 4. Using \( q \in \mathbb{R}^m \) we denote
\[
D^v_n(q, X) := \sum_{i=1}^{m} \sum_{j=1}^{m} v_i v_j G^{ij}_n(q, q_j, X)
\]
\[
D^v(q, X) := \sum_{i=1}^{m} \sum_{j=1}^{m} v_i v_j G^{ij}(q, q_j, X)
\]
Writing \( \hat{\nu}_n := (\hat{\nu}_n^1, \ldots, \hat{\nu}_n^m)^T \), note that
\[
v^T \text{Cov}[\tau(0, X)]v = \mathbb{E}\left[ (v^T \tau(0, X))^2 \right] - \mathbb{E}\left[ v^T \tau(0, X) \right]^2
\]
\[
= D^v(0, X) - \left( \sum_{i=1}^{m} v_i G^{ii}(0, X) \right)^2
\]
\[
v^T \text{Cov}[\tau_n^*(0, X^*)]v = \frac{1}{n} \sum_{j=1}^{n} \left( v^T \tau(\hat{\nu}_n, X_j) \right)^2 - \left( \frac{1}{n} \sum_{j=1}^{n} \left( v^T \tau(\hat{\nu}_n, X_j) \right) \right)^2
\]
\[
= D^v(\hat{\nu}_n, X) - \left( \sum_{i=1}^{m} v_i G^{ii}(\hat{\nu}_n, X) \right)^2.
\]
Therefore, we consider a two-dimensional setting and we get from Proposition B.7 and Corollary 3.5
\[
W := \sqrt{n}\left( \sum_{i=1}^{m} v_i G^{ii}(\hat{\nu}_n, X) - \sum_{i=1}^{m} v_i G^{ii}(0, X) \right)
\]
\[
= \sqrt{n}\left( D^v_n(\hat{\nu}_n, X) - D^v(0, X) \right) + o_P(1) \mathcal{D}_{\mathcal{N}}(0, \Sigma_{v,2}),
\]
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with convergence by the standard CLT.

Here, writing \( C_v := \text{Cov} \left( (v^T \tau(0, X))^2, v^T \tau(0, X) \right) \), the covariance is

\[
\Sigma_{v,2} = \begin{pmatrix}
\text{Var} \left( (v^T \tau(0, X))^2 \right) & C_v \\
C_v & \text{Var} \left( v^T \tau(0, X) \right)
\end{pmatrix}.
\]

With the function \( f(x, y) := x - y^2 \) we have

\[
v^T \text{Cov}[\tau(0, X)]v = f \left( \mathbb{E} \left[ (v^T \tau(0, X))^2 \right], \mathbb{E} \left[ v^T \tau(0, X) \right] \right),
\]

and thus asymptotic normality of \( v^T \text{Cov}[\tau^*_n(0, X^*)]v \) follows with the delta method, where the variance is

\[
W_v = \begin{pmatrix} 1, -2\mathbb{E} \left[ v^T \tau(0, X) \right] \end{pmatrix} \Sigma_{v,2} \begin{pmatrix} 1 \\
-2\mathbb{E} \left[ v^T \tau(0, X) \right]
\end{pmatrix} = \text{Var} \left( (v^T \tau(0, X))^2 \right) - 4\|v\|_1 V C_v + 4\|v\|_2^2 V^2 \text{Var} \left[ v^T \tau(0, X) \right].
\]

where the last equality follows from the fact that \( \mathbb{E} \left[ v^T \tau(0, X) \right] = \|v\|_1 V \).

### B.5 Proof of Theorem 3.15

Equation (5) follows from Theorems 3.4 and B.8 and Equation (6) follows from Theorems 3.4 and B.9. From Corollary 3.10 we have for any fixed sampling sequence \( X_1, \ldots \) with \( \tilde{\nu}_n^i \) and \( \tilde{\nu}_n^j \) for \( i, j \in \{1, \ldots, m\} \) with \( i \neq j \)

\[
\lim_{n \to \infty} 2 \cdot \mathbb{P} \left( V_{n,i}^* - V_{n,j}^* \leq \left( \tilde{V}_{n,i}^* - \tilde{V}_{n,j}^* \right) \right) < \sqrt{W_{n,i}^j / n} q \left( \frac{\alpha}{2} \right) = \alpha.
\]

Note that in this equation and all the following, the probability is taken over all samples with the distribution measure of \( X \) and the corresponding bootstrap samples with their discrete uniform bootstrap measure. In consequence, the probability is to be understood as a deterministic value. We can condition on any subset of sampling sequences without loss of generality to get

\[
\lim_{n \to \infty} 2 \cdot \mathbb{P} \left( V_{n,i}^* - V_{n,j}^* \leq \left( \tilde{V}_{n,i}^* - \tilde{V}_{n,j}^* \right) \right) < \sqrt{W_{n,i}^j / n} q \left( \frac{\alpha}{2} \right) \left( \tilde{V}_{n,i}^* \in A_{n,i}^{\alpha, \varepsilon} \right) = \alpha
\]

for any fixed \( \varepsilon > 0 \). Now, for all \( k \in \mathbb{N} \) define \( n_k \) such that

\[
\forall n \geq n_k : 2 \cdot \mathbb{P} \left( V_{n,i}^* - V_{n,j}^* \leq \left( \tilde{V}_{n,i}^* - \tilde{V}_{n,j}^* \right) \right) < \sqrt{W_{n,i}^j / n} q \left( \frac{\alpha}{2} \right) \left( \tilde{V}_{n,i}^* \in A_{n,i}^{\alpha, \varepsilon} \right) = \alpha - 2^{-1-k}
\]

where the convergence for fixed \( \varepsilon \) guarantees the existence of these \( n_k \). Now define

\[
\varepsilon_n = \begin{cases} 
1/2 & \text{for } n < n_1 \\
2^{-1-k} & \text{for } n_k \leq n < n_{k+1}
\end{cases}
\]

and note that

\[
\lim_{n \to \infty} 2 \cdot \mathbb{P} \left( V_{n,i}^* - V_{n,j}^* \leq \left( \tilde{V}_{n,i}^* - \tilde{V}_{n,j}^* \right) \right) < \sqrt{W_{n,i}^j / n} q \left( \frac{\alpha}{2} \right) \left( \tilde{V}_{n,i}^* \in A_{n,i}^{\alpha, \varepsilon_n} \right) = \alpha.
\]
Consider a random vector $X \sim N(0, \Sigma)$ and for any $i, j \in \{1, 2, \ldots, m\}$ with $i \neq j$ let $e_{ij} := (e_i - e_j)$. Define the following sets

$$A_{ij}^\alpha = \left\{ x \in \mathbb{R}^m : e_{ij}^T x \leq \left( e_{ij}^T \Sigma e_{ij} \right)^{1/2} q \left( \frac{\alpha}{2} \right) \right\}$$

$$A_i^\alpha := \bigcap_{j=1}^m A_{ij}^\alpha.$$

**Theorem B.8.** Let $X \sim N(0, \Sigma)$ with $\Sigma$ being of full rank be a multivariate normal random vector in $\mathbb{R}^m$ for $m \in \{2, 3\}$. Then for all $\alpha \in [0, 1]$

$$\sum_{i=1}^m \mathbb{P}(A_i^\alpha) \leq \alpha$$

**Proof.** For $m = 2$ we get

$$\sum_{i=1}^2 \mathbb{P}(A_i^\alpha) = \mathbb{P}(A_{12}^\alpha) + \mathbb{P}(A_{21}^\alpha) = \alpha.$$

For $m = 3$ we get

$$\sum_{i=1}^3 \mathbb{P}(A_i^\alpha) = \mathbb{P}(A_{12}^\alpha \cap A_{13}^\alpha) + \mathbb{P}(A_{21}^\alpha \cap A_{23}^\alpha) + \mathbb{P}(A_{13}^\alpha \cap A_{23}^\alpha)$$

$$= \mathbb{P}(A_{12}^\alpha \cap A_{13}^\alpha) + \mathbb{P}(A_{21}^\alpha \cap A_{23}^\alpha) + \mathbb{P}(A_{13}^\alpha \cap A_{23}^\alpha)$$

$$= \mathbb{P}(A_{13}^\alpha \cap A_{23}^\alpha) + \mathbb{P}(A_{13}^\alpha \cap A_{23}^\alpha) + \mathbb{P}((A_{12}^\alpha \cup A_{13}^\alpha \cup A_{23}^\alpha) \cap A_{13}^\alpha)$$

$$\leq \mathbb{P}(A_{13}^\alpha) + \mathbb{P}(A_{23}^\alpha) = \alpha.$$

**Theorem B.9.** Let $X \sim N(0, \Sigma)$ with $\Sigma$ being of full rank be a multivariate normal random vector in $\mathbb{R}^m$ for $m \geq 4$. Then for sufficiently small $\alpha \geq 0$

$$\sum_{i=1}^m \mathbb{P}(A_i^\alpha) \leq \alpha.$$

**Proof.** Define the functions

$$f_i : \alpha \mapsto \frac{1}{(2\pi)^{m/2} \det \Sigma^{1/2}} \int_{A_i^\alpha} \exp \left( -\frac{1}{2} x^T \Sigma^{-1} x \right) dx.$$
The claim follows, if \( f'_i(0) = 0 \) for all \( i \), therefore we will show this. In order to simplify calculations, we make a basis transform to “homoscedastic coordinates”. Let \( \tilde{v}_{ij} := \Sigma^{1/2} e_{ij} \), \( v_{ij} := \frac{\tilde{v}_{ij}}{|v_{ij}|} \) and \( \tilde{y} := \Sigma^{-1/2} x \).

Let \( \epsilon_0 := \frac{1}{\sqrt{m}} \sum_{i=1}^{m} e_i \) and define
\[
H_i := (\Sigma^{1/2} \epsilon_0 \quad v_{i1} \ldots \quad v_{i(i-1)} \quad v_{i(i+1)} \ldots \quad v_{im})^T \quad w_i := H_i^{-1} (0 \quad 1 \ldots \quad 1)^T .
\]

This allows us to define \( y := \tilde{y} - w_i q \left( \frac{x}{\sqrt{2}} \right) \). Then, the following sets are equivalent to the \( A_{ij}^0 \) defined above
\[
B_{ij}^0 := \left\{ \tilde{y} \in \mathbb{R}^m : v_{ij}^T \tilde{y} \leq q \left( \frac{\alpha}{2} \right) \right\} \quad B_i^0 := \bigcap_{j=1}^{m} B_{ij}^0 .
\]

We note that \( \tilde{y} \in B_i^0 \iff y \in B_i^1 \). We can now introduce shorthand notation and express the above defined functions \( f_i \) as
\[
\exp_i(y, \alpha) := \exp \left( -\frac{1}{2} \left| y + w_i q \left( \frac{\alpha}{2} \right) \right|^2 \right) \quad f_i(\alpha) = \frac{1}{(2\pi)^{\frac{m+1}{2}}} \int_{B_i^1} \exp_i(y, \alpha) \, dy .
\]

In the following we suppress the arguments of \( q \) and \( \exp_i \) to calculate the derivative with respect to \( \alpha \)
\[
f'_i(\alpha) = -\frac{q}{2(2\pi)^{\frac{m+1}{2}}} \int_{B_i^1} w_i^T (y + w_i q) \exp_i \, dz .
\]

To simplify this expression we define the boundary of \( B_i^1 \) as
\[
\partial B_{ij}^1 := \left\{ y \in B_i^1 : v_{ij}^T y = 0 \right\} , \quad \partial B_i^1 := \bigcup_{j=1}^{m} \partial B_{ij}^1 ,
\]

and we use the fact that for every \( j \neq i \) we have \( w_i^T v_{ij} = 1 \). Then, we get by applying Gauss’ integral theorem, substituting \( y = -q z \) (note that \( q < 0 \) for \( \alpha < 1 \)) and using \( q' = (2\pi)^{1/2} \exp \left( \frac{1}{2} q^2 \right) \) we get
\[
f'_i(\alpha) = -\frac{q'}{2(2\pi)^{\frac{m+1}{2}}} \int_{B_i^1} \text{div}_y (w_i \exp_i) \, dy = \frac{q'}{2(2\pi)^{\frac{m+1}{2}}} \int_{\partial B_i^1} \exp_i \, dz .
\]

Let \( p_i := \arg\min_{p \in B_i^1} |p - w_i| \) and note that we have \( |p_i - w_i|^2 = 1 + \delta_i > 1 \). Furthermore, let
\[
C_i := \{ z \in \mathbb{R}^m : (w_i - p_i)^T z \leq 0 \} \quad \partial C_i := \{ z \in \mathbb{R}^m : (w_i - p_i)^T z = 0 \}
\]

where, according to Lemma B.10, \( B_i \subset C_i \) and \( p_i \in \partial C_i \) and for \( z \in \partial C_i \), one has \( (z - w_i)^2 = (z - p_i)^2 + (p_i - w_i)^2 \).

Then we calculate,
\[
f'_i(\alpha) \leq -\frac{(q')^{m-1}}{2(2\pi)^{\frac{m+1}{2}}} \int_{\partial C_i^1} \exp \left( \frac{1}{2} \left( (z - w_i)^2 - 1 \right) q^2 \right) \, dz
\]
\[
= \frac{(q')^{m-1}}{2(2\pi)^{\frac{m+1}{2}}} \int_{\partial C_i^1} \exp \left( \frac{1}{2} \left( (z - p_i)^2 + (p_i - w_i)^2 - 1 \right) q^2 \right) \, dz
\]
\[
= \frac{1}{2} \exp \left( -\frac{1}{2} (p_i - w_i)^2 - 1 \right) q^2 = \frac{1}{2} \exp \left( -\frac{1}{2} \delta_i q^2 \right) .
\]

Now, one can immediately read off \( \lim_{\alpha \to 0} f'_i(\alpha) = \lim_{q \to -\infty} f'_i(\alpha) = 0 \), which proves the claim. \( \square \)
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Lemma B.10. Consider the following sets defined in Theorem B.9

\[ B_i^1 := \{ z \in \mathbb{R}^m : \nu_{ij}^T z \leq 0 \} \quad \text{and note that for all } i \in \{1, \ldots, m\} \text{ the set } B_i^1 \text{ is convex and if } v \in B_i^1 \text{ then } \lambda v \in B_i^1 \text{ for every } \lambda \geq 0. \]

Now, for \( w_i \notin B_i^1 \) let \( p_i := \arg \min_{p \in B_i^1} |p - w_i| \) and define

\[ C_i := \{ z \in \mathbb{R}^m : (w_i - p_i)^T z \leq 0 \} \quad \text{and } \partial C_i := \{ z \in \mathbb{R}^m : (w_i - p_i)^T z = 0 \} \]

Then we have

(i) \((w_i - p_i)^T p_i = 0 \) and thus \( p_i \in \partial C_i \)

(ii) \( B_i \subset C_i \)

(iii) For \( z \in \partial C_i \) one has \((z - w_i)^2 = (z - p_i)^2 + (p_i - w_i)^2 \).

Proof.

(i) The proof is done by contradiction. As first case, assume \((w_i - p_i)^T p_i > 0 \). Then, for \( \lambda > 1 \), let

\[ |w_i - \lambda p_i|^2 - |w_i - p_i|^2 = (\lambda^2 - 1)p_i^T p_i - 2(\lambda - 1)w_i^T p_i = (\lambda - 1) \left( \left( \lambda - 1 \right)p_i^T p_i - 2(w_i - p_i)^T p_i \right) \]

Therefore,

\[ |w_i - \lambda p_i|^2 < |w_i - p_i|^2 \quad \iff \quad 1 < 1 + 2 \frac{(w_i - p_i)^T p_i}{p_i^T p_i}, \]

which can be satisfied. Therefore, \( p_i \neq \arg \min_{p \in B_i^1} |p - w_i| \) and we have a contradiction.

As second case, let \((w_i - p_i)^T p_i < 0 \). Then, for \( \lambda < 1 \) we get by the same computation

\[ |w_i - \lambda p_i|^2 < |w_i - p_i|^2 \quad \iff \quad 1 + 2 \frac{(w_i - p_i)^T p_i}{p_i^T p_i} < \lambda < 1, \]

which again can be satisfied, such that we get a contradiction.

(ii) The proof is done by contradiction. Assume \( z \in B_i^1 \) such that \( z \notin C_i \). Because \( B_i^1 \) is convex, we know that for every \( \lambda \in [0, 1] \) we have \( p_x := (1 - \lambda)p_i + \lambda z \in B_i^1 \). Now, note that

\[ |w_i - p_x|^2 - |w_i - p_i|^2 = |w_i - p_i + \lambda(p_i - z)|^2 - |w_i - p_i|^2 = 2 \lambda(w_i - p_i)^T (p_i - z) + \lambda^2 |p_i - z|^2 = \lambda^2 |p_i - z|^2 - 2 \lambda(w_i - p_i)^T z. \]

In consequence,

\[ |w_i - p_x|^2 < |w_i - p_i|^2 \quad \iff \quad \lambda < 2 \frac{(w_i - p_i)^T z}{|p_i - z|^2}, \]

which can be satisfied. Thus, we have a contradiction.

(iii) The proof is done by direct calculation.

\[ |z - p_i|^2 + |p_i - w_i|^2 - |z - w_i|^2 = |z|^2 - 2p_i^T z + |p_i|^2 + |w_i|^2 - 2w_i^T p_i + |p_i|^2 - |z|^2 + 2w_i^T z - |w_i|^2 \]

\[ = 2(w_i - p_i)^T z - 2(w_i - p_i)^T p_i = 0 \]

\( \square \)
C Additional Background on Applications

C.1 Rome Wind Directions

Here, we show some more illustrations to give a more complete picture of the wind direction data set. This is still far from a full analysis of the data set, but it serves to illustrate the points made in the article.

Figure 8: Daily wind pattern illustrated for all years from 2000 to 2019. The plot clearly demonstrates that during night and morning the predominant wind direction is from the northeast, whereas in the afternoon and evening, wind comes predominantly from the southwest. Overall, the southwestern wind covers a longer share of the day, which illustrates that the overall predominant wind direction is still southwest, as expected in a temperate zone. A slight seasonal effect is visible in the fact that for some days, wind in the afternoon still comes from the northeast.
Figure 9: Bootstrap mean wind directions for all years from 2000 to 2019. The dark histograms indicate the means of hourly wind directions while the lighter histograms indicate means of the daily mean wind directions. One can clearly see that the distribution of means of the hourly wind directions is unimodal for all years except 2011. The means of daily means are much more prone to exhibiting a multimodal distribution, indicating non-uniqueness.

C.2 Nesting Sea Turtles

As another classic example of the mean on the circle, we consider the turtle data set presented by Stephens (1969) and (Mardia and Jupp, 2000, p. 9), which gives the compass directions under which \( n = 76 \) female turtles leave their nests after egg laying. This data set was discussed above as an example of finite sample smeariness, so we expect the test not to reject.

The data and the bootstrap histogram used for the hypothesis test are illustrated in Figure 10. Indeed the hypothesis test with \( B = 10,000 \) yields a p-value of 0.7868, which means that the hypothesis that the mean is not unique cannot be rejected.

Interpretation C.1. The data set was previously investigated for finite sample smeariness, as defined by Hundrieser et al. (2024), in Eltzner and Huckemann (2019) where it was shown to exhibit very pronounced finite sample smeariness. Indeed, due to the fact that the limiting distribution of the mean in case of smeariness is not unimodal, the test for non-uniqueness of the mean can be expected not to reject in case of finite sample smeariness. This is desirable, since smeariness occurs generically as a boundary case between distributions with a unique mean and distributions with non-unique mean. The data set is therefore compatible with a smeary mean of the population as well as with non-unique means.
C.3 Gaussian Mixture Clustering

For another example of clustering, we consider centroid based clustering of data on $\mathbb{R}^2$ and $\mathbb{R}^4$. In the examples presented here, we use a Gaussian mixture model and apply an EM algorithm for the optimization. We use two classic data sets which are provided by the GNU R datasets package.

The faithful data set from Azzalini and Bowman (1990) contains eruption duration and preceding inactivity displayed in $\mathbb{R}^2$ of $n = 272$ eruptions of the Old Faithful geyser in Yellowstone national park. The data set is famously bimodal and the fit of a two-cluster mixture model displayed in Figure 11 clearly rejects the hypothesis of non-uniqueness with a p-value of $p_d = 0$ with $B = 10000$. However, when fitting a three-cluster mixture model, which can be considered overfitting, the test no longer reject, with p-value $p_d = 0.6804$. This reinforces the notion that three clusters cannot be uniquely fit to the data in a meaningful way.

The iris data set collected by Anderson (1935) and analyzed by Fisher (1936) is a widely used benchmark and illustration data set for classification methods. It contains measurements of 4 features of 50 iris blossoms for each of three different species, leading to an overall sample size of $n = 150$ of data in $\mathbb{R}^4$. One of the three species forms a clearly distinct cluster, which can be easily identified. However, the clusters of the two other species have some overlap and it is not immediately clear from the data, whether three clusters should be fit to the data. A two-cluster model fits the data very well and our test
rejects with a p-value of 0 with $B = 10000$. However, when fitting three clusters, as shown in Figure 12, although the results reproduce the true classes well, we find p-value $p_{d} = 1$, so the test does not reject the possibility of multiple minima. This indicates that the three-cluster Gaussian mixture segmentation of the data set is unreliable and more data are needed for a unique result.

![Figure 12: Scatter plots of the first two principal components of the iris blossom data. The colors in panel (a) highlight the three species, while the colors in panel (b) show the three clusters and their centers in the three-cluster segmentation. The clustering results are in very good agreement with the true labels. However, the fact that our hypothesis test does not reject the hypothesis that another clustering result may be equally valid calls the significance of this result into question.](image)

Interpretation C.2. For the simple Gaussian mixture clustering, which can be interpreted as an unsupervised classification algorithm, we find that the result assuming two components yields a unique result for both data sets. Since the faithful data set consists of two modes, the results that the fit with three components is ambiguous is expected. The iris data set, however, consists of three subsets and a clustering assuming three components reflects the true labels surprisingly well. However, the test for non-uniqueness leads one to question the reliability of the result, since the existence of an alternate “best fit” for the population is not ruled out. This is an example for how the test for non-uniqueness of descriptors can be used to indirectly determine the optimal number of clusters.
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