On Classical solution to the Discrete Coagulation Equations with Collisional Breakage

Mashkoor Ali and Ankik Kumar Giri∗
Department of Mathematics, Indian Institute of Technology Roorkee,
Roorkee-247667, Uttarakhand, India

Abstract. In this article, the existence of global classical solutions to the discrete coagulation equations with collisional breakage is established for collisional kernel having linear growth whereas the uniqueness is shown under additional restrictions on collisional kernel. Moreover, mass conservation property and propagation of moments of solutions are also discussed.
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1. INTRODUCTION

Coagulation and breakage models aim at describing the mechanisms by which clusters combine to form bigger clusters or break into smaller fragments. These models are used to explain a wide range of phenomena, such as cloud droplets formation [29, 34] and planet formation [11, 31]. Each cluster in these situations is fully characterized by a size variable (volume, mass, number of clusters, etc.) that can be either a positive real number (continuous models) or a positive integer (discrete models). The clusters we are looking at are discrete in the sense that they are made up of a finite number of fundamental building blocks (monomers) having unit mass. In nature, when we examine a very short period of time, coagulation is binary, whereas breakage can occur in two ways: linear (spontaneous) or non-linear. The linear breakage process is governed solely by clusters properties (and also by external forces, if any), whereas the non-linear breakage process occurs when two or more clusters encounter and matter is transferred between them. As a result, the mass of the emerging cluster in a non-linear breakage process may be larger than the colliding clusters. The discrete coagulation equations with collisional breakage describe the time evolution of concentration $w_i(t)$ for the $i^{th}$-cluster at time $t \geq 0$ and read

$$\frac{dw_i}{dt} = \frac{1}{2} \sum_{j=1}^{i-1} p_{j,i-j} a_{j,i-j} w_j w_{i-j} - \sum_{j=1}^{\infty} a_{i,j} w_i w_j$$
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\[ w_i(0) = w_i^0, \quad i \in \mathbb{N}. \tag{1.2} \]

The first term on the right-hand side of (1.1) accounts for the appearance of \( i \)-clusters through collision and coagulation of smaller ones, while the second term accounts for their disappearance due to collisions with other clusters. The third term describes the appearance of \( i \)-clusters after the collision and breakup of larger clusters. Here \( a_{i,j} \) denotes the rate by which clusters of size \( i \) collide with clusters of size \( j \) and \( p_{i,j} \) is the probability of the event that the two colliding clusters of sizes \( i \) and \( j \) join to form a single cluster. If this does not occur, clusters fragment with the possibility of matter transfer, and this event occurs with the probability \((1 - p_{i,j})\). The distribution function of the generated fragments, \( \{N_{i,j}^s, s = 1, 2, ..., i + j - 1\} \), has the properties listed below.

\[ N_{i,j}^s = N_{j,i}^s \geq 0 \quad \text{and} \quad \sum_{s=1}^{i+j-1} sN_{i,j}^s = i + j. \tag{1.3} \]

The second term in (1.3) infer that mass is conserved during each collisional breakage event.

For a solution \( w(t) = (w_i(t))_{i \in \mathbb{N}} \) of (1.1), we define the \( r \)-th moment as

\[ M_r(w(t)) = M_r(t) := \sum_{i=1}^{\infty} i^r w_i(t) \quad \text{for} \quad r \geq 0. \tag{1.4} \]

In the above equation (1.4), the zeroth \((r = 0)\) and first \((r = 1)\) moments denotes the total number of particles and the total mass of particles, respectively, in the system. Before going any further, it is important to note that in the absence of fragmentation \((p_{i,j} = 1)\), the system (1.1)–(1.2) is Smoluchowski coagulation equation which has been widely studied by physicists and mathematicians (see, e.g., [15] and the references therein). Since, it is known that the total mass of particles are neither created nor destroyed in the reactions described by (1.1). Thus it is expected that total the total mass \( M_1(t) \) remain conserved throughout the time evolution. In the last few decades, the linear(spontaneous) fragmentation equation with coagulation has received a lot of attention which intially studied by Filippov [18], Kapur [22], McGrady and Ziff [30, 36]. In [2, 3, 4, 5, 23], semigroup technique has been employed to study the existence and uniqueness of classical solutions to linear fragmentation equation with coagulation having appropriate assumptions on coagulation and fragmentation kernels whereas in [12, 13, 26, 27, 28], issues related to existence and uniqueness of weak solutions to coagulation equation with spontaneous fragmentation have been investigated by using weak \( L^1 \) compactness method (for more information, see [6] and references therein). The nonlinear breakage equation, on the other hand, has not been studied to that level. In [14], Cheng and Redner discussed the dynamics of continuous, linear and collision-induced nonlinear fragmentation events. For a linear fragmentation process, they looked at scaling theory to characterise the evolution of the cluster size distribution, whereas for a non linear fragmentation process, they have examined the asymptotic behaviour of a class of models in which a two-particle collision
causes both particles to break into two equal parts, just the larger particle to split in two, or only the smaller particle to split. Later, Krapivsky and Ben-Naim [25] studied the kinetics of nonlinear collision-induced fragmentation, obtaining the fragment mass distribution analytically using the travelling wave behaviour of the nonlinear collision equation. They have also demonstrated that the system goes through a shattering transition, in which a finite part of the mass is lost to fragments of infinitesimal sizes. Laurençot and Wrzosek [27] discussed the existence, uniqueness, mass conservation, and the large time behaviour of weak solutions to (1.1)–(1.2) with suitable restrictions on the collision kernel and probability function using the weak $L^1$ compactness technique. Using the same technique, one of the authors has extensively studied the continuous version of the (1.1)–(1.2) in recent years in [9, 10, 20, 21], where the existence and uniqueness of weak solutions have been discussed for different classes of collision kernels, while global classical solution is discussed in [8]. The present work is motivated from [27] and the goal of this paper is to prove the existence, uniqueness and propagation of moments of the classical solution to equation (1.1)–(1.2) using the approach developed in [19].

The paper is organized as follows. Section 2 contains definition, assumptions on kernels and initial data and the statement of the main theorem, while Section 3 covers the local existence theorem, moment estimates, time equicontinuity, and the proof of main theorem. In Section 4, it is shown that the solution is unique, and finally the propagation of moments is explored in Section 5.

2. Function spaces and Assumptions

Fix $T \in (0, \infty)$. Let $\Omega_\beta(T)$ be the space of $w = (w_i)_{i \in \mathbb{N}} \in C([0, T], l^\beta_1)$ with bounded norm defined by

$$||w|| := \sup_{t \in [0, T]} \sum_{i=1}^{\infty} i^\beta |w_i(t)|, \quad \text{where} \quad 1 < \beta \leq 2,$$

and its positive cone

$$\Omega_\beta^+(T) = \{w = (w_i)_{i \in \mathbb{N}} \in \Omega_\beta(T) : w_i \geq 0 \text{ for each } i \geq 1\}.$$

In order to show the existence, mass conservation property and propagation of moments of classical solution to (1.1)–(1.2), assume that the collision kernel $a_{i,j}$ and the probability function $p_{i,j}$ are non-negative and symmetric i.e.

$$0 \leq a_{i,j} = a_{j,i} \leq A(i + j) \quad \text{and} \quad 0 \leq p_{i,j} = p_{j,i} \leq 1 \quad \forall i, j \geq 1,$$

where $A$ is a positive constant. Moreover, for proving the uniqueness of classical solution to (1.1)–(1.2), the following additional restriction on the collision kernel is required

$$0 \leq a_{i,j} = a_{j,i} \leq B(i^\gamma + j^\gamma), \quad \text{where} \quad \gamma \in [0, 1] \quad \text{and} \quad 1 < 1 + \gamma \leq \beta,$$

where $B$ is a positive constant.

We are now ready to state the main theorem:

**Theorem 2.1.** (Main Theorem) Assume that the collision rate $a_{i,j}$ and the probability function $p_{i,j}$ satisfy (2.1) and initial data $w^0 = (w^0_i)_{i \in \mathbb{N}} \in \Omega_\beta^+(0)$. Further assume that there is a constant $\alpha_0$ such that

$$N_{i,j}^s \leq \alpha_0 \quad \text{for} \quad s = 1, 2, ...i + j - 1.$$  

(2.3)
Then there exists a mass conserving classical solution to (1.1)–(1.2) in $\Omega^+_1(T)$. In addition, if (2.2) holds, then the classical solution to (1.1)–(1.2) is unique.

**Remark 2.1.** A typical example satisfying (2.3) is given by

$$N^s_{i,j} := (\nu + 2)\frac{s'}{(i + j)^{\nu + 1}}, \quad (i, j) \in \mathbb{N}^2, \quad s = 1, 2, \ldots i + j - 1 \quad \text{and} \quad -1 < \nu \leq 0.$$  

Clearly (2.3) holds for $\alpha_0 = 2$.

Now, in the next section, the existence of solutions to (1.1)–(1.2) is shown by passing to the limit of solutions to the truncated finite dimensional system of (1.1)–(1.2). Most of the technical tools which have been utilised to prove the main theorem were adapted from [19] and [33], with appropriate modifications.

### 3. Existence of Classical Solution

In this section we establish the existence of solution for the truncated system of (1.1)–(1.2). For $n \geq 2$, consider the following truncated system of $n$ ordinary differential equations,

$$
\frac{d}{dt}w^n_i = \frac{1}{2} \sum_{j=1}^{i-1} p_{j,i-j} a_{j,i-j} w^n_j w^n_{i-j} - \sum_{j=1}^{n-i} a_{i,j} w^n_i w^n_j - \sum_{j=i}^{n} \sum_{k=1}^{j-1} N_{j-k,k}^i (1 - p_{j-k,k}) a_{j-k,k} w^n_{j-k} w^n_k, \quad (3.1)
$$

with truncated initial data

$$w^n_i(0) = w_0^i, \quad (3.2)$$

for $i \in \{1, \ldots, n\}$.

Proceeding as in [1], Lemmas 2.1 and 2.2 we obtain the following result.

**Theorem 3.1.** Let $0 < T < +\infty$ be given and the collision kernel satisfies assumption (2.2). Then for each $n \geq 2$ the system (3.1)–(3.2) has a unique solution $w^n = \{w^n_i\}_{i=1}^n \in C^1([0, T], \mathbb{R}^n)$. Furthermore, the truncated mass conservation law is also satisfied, i.e.

$$\sum_{i=1}^n iw^n_i(t) = \sum_{i=1}^n iw^n_i(0) \quad \text{for all} \quad t \in [0, T]. \quad (3.3)$$

From Theorem 3.1, for each $n \geq 2$, we obtain that, $w^n$ is unique non negative classical solution of (3.1)–(3.2). Next we define the zero extension of each solution $w^n$, i.e.

$$\tilde{w}^n_i(t) = \begin{cases} w^n_i(t), & 1 \leq i \leq n \\
0, & i > n \end{cases} \quad (3.4)$$

For the rest of the paper, we will drop the $\tilde{}$ notation. With this convention $w^n = \{w^n_i\}_{i \in \mathbb{N}}$ satisfies the equation

$$\frac{dw^n_i}{dt} = \frac{1}{2} \sum_{j=1}^{i-1} p_{j,i-j} a_{j,i-j} w^n_j w^n_{i-j} - \sum_{j=1}^{\infty} a_{i,j} w^n_i w^n_j$$

for $i \in \{1, \ldots, n\}$.  


\[ + \frac{1}{2} \sum_{j=i+1}^{\infty} \sum_{k=1}^{j-1} N_{j-k,k}^i (1 - p_{j-k,k}) a_{j-k,k} w_j^n w_k^n, \quad (3.5) \]
\[ w_0^n(0) = w_0^n, \quad (3.6) \]

It follows from Theorem 3.1 that there exists a non-negative unique classical solution \( w_n(t) = \{w_i^n(t)\}_{i \in \mathbb{N}} \) to (3.5)–(3.6) in \( \Omega_\beta^+(T) \) which satisfies the mass conservation law. And for this solution we define the \( r \)-th moment as

\[ \mathcal{M}_r(w^n(t)) = \mathcal{M}_r^n(t) := \sum_{i=1}^{\infty} i^r w_i^n(t). \]

Now, we prove a number of results that are essential for the proof of the main theorem.

3.1. Uniform boundedness of approximated moments. Fix \( T \in (0, \infty) \) and \( w^0 \in \Omega_\beta^+(0) \). Multiplying equation (3.5) with the weight \( g_i \) and taking the summation over \( i \), we get

\[ \sum_{i=1}^{\infty} g_i \frac{d w_i^n}{dt} = \frac{1}{2} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} (g_{i+j} - g_i - g_j) a_{i,j} w_i^n w_j^n \]
\[ - \frac{1}{2} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} (1 - p_{i,j}) \left( g_{i+j} - \sum_{s=1}^{i+j-1} g_s N_{i,j}^s \right) a_{i,j} w_i^n w_j^n. \quad (3.7) \]

Putting \( g_i = i \) in (3.7) and using (1.3) gives

\[ \frac{d \mathcal{M}_1^n(t)}{dt} = 0. \]

After integrating with respect to \( t \), we obtain

\[ \mathcal{M}_1^n(t) = \sum_{i=1}^{\infty} i w_i^n(t) = \sum_{i=1}^{\infty} i w_i^n(0) \leq \sum_{i=1}^{\infty} i w_0^n = \Lambda_1. \quad (3.8) \]

Next, taking \( g_i = i^\beta \) in (3.7), we find that

\[ \sum_{i=1}^{\infty} i^\beta \frac{d w_i^n}{dt} = \frac{d}{dt} \sum_{i=1}^{\infty} i^\beta w_i^n = \frac{1}{2} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} (i + j)^\beta - i^\beta - j^\beta) a_{i,j} w_i^n w_j^n \]
\[ - \frac{1}{2} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} (1 - p_{i,j}) (i + j)^\beta - \sum_{s=1}^{i+j-1} s^\beta N_{i,j}^s) a_{i,j} w_i^n w_j^n. \]

Thanks to the inequality

\[ \sum_{s=1}^{i+j-1} s^\beta N_{i,j}^s \leq (i + j)^\beta, \]
which is applied in the last term on the right-hand side of above equation and then from (2.1), we infer that
\[
\frac{d}{dt} \sum_{i=1}^{\infty} \beta^i w_i^n \leq \frac{A}{2} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} ((i + j)^\beta - i^\beta - j^\beta) (i^\beta) w_i^nw_j^n. \tag{3.9}
\]

Further, let us utilize the following inequality from [12, Lemma 2.3], there is a constant \(\alpha > 0\) that depends only on \(\beta\), such that
\[
(i + j)((i + j)^\beta - i^\beta - j^\beta) \leq \alpha(i^\beta + j^\beta),
\]
in (3.9) to obtain
\[
\frac{d}{dt} \sum_{i=1}^{\infty} \beta^i w_i^n \leq \frac{A\alpha}{2} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} ((i^\beta + j^\beta) w_i^n w_j^n,
\]
which can be rewritten as
\[
\frac{d}{dt} M^n_\beta(t) \leq A\alpha M^n_\beta(t)M^n_\beta(t). \tag{3.10}
\]
On integrating the above inequality and using (3.8), we obtain
\[
M^n_\beta(t) \leq \Lambda_\beta(T), \tag{3.11}
\]
where \(\Lambda_\beta(T) := M^n_\beta(0) \exp(A\alpha\Lambda_\beta T).

Now we will show that \(w^n_i(t)\) is uniformly bounded for each \(i \in \mathbb{N}\) and \(t \in [0, T]\), where \(T < \infty\) is arbitrary.

3.2. Uniform boundedness of approximated solutions. Due to non negativity of second term in equation (3.5), we get
\[
\frac{d}{dt} w_i^n \leq \frac{1}{2} \sum_{j=1}^{i-1} p_{j,i-j} w_{i-j}^n w_i^n + \frac{1}{2} \sum_{j=1}^{i-1} \sum_{k=1}^{\infty} N_{j-k,k}^i (1 - p_{j-k,k}) a_{j-k,k} w_{j-k}^n w_k^n \
\leq \frac{1}{2} \sum_{j=1}^{i-1} p_{j,i-j} w_{i-j}^n w_i^n + \frac{1}{2} \sum_{j=2}^{\infty} \sum_{k=1}^{j-1} N_{j-k,k}^i (1 - p_{j-k,k}) a_{j-k,k} w_{j-k}^n w_k^n.
\]

Next, we infer from Fubini’s theorem that
\[
\frac{d}{dt} w_i^n \leq \frac{1}{2} \sum_{j=1}^{i-1} p_{j,i-j} a_{j,i-j} w_{i-j}^n w_i^n + \frac{1}{2} \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} N_{j-k,k}^i a_{j,k} w_j^nw_k^n.
\]

From (2.1), (2.3) and (3.8) it follows that
\[
\frac{d}{dt} w_i^n \leq A \sum_{j=1}^{i-1} i^\beta w_{i-j}^n + A\alpha_0 \Lambda_\beta^2. \tag{3.12}
\]
Let the upper equation of (3.12) be
\[
\frac{d}{dt}x_i = \frac{A}{2} \sum_{j=1}^{i-1} ix_j x_{i-j} + A\alpha_0 \Lambda_1^2, \quad (3.13)
\]
for \( i \in \mathbb{N} \).

**Lemma 3.1.** Let \( w^n(t) = (w^n_i(t))_{i \in \mathbb{N}} \) and \( x(t) = (x_i(t))_{i \in \mathbb{N}} \) be unique solution to (3.5)–(3.6) and (3.13)–(3.14) respectively. Then for each \( i \in \mathbb{N} \), \( w^n_i(t) \leq x_i(t) \), provided \( w^n_i(0) \leq x_i(0) \).

**Proof.** For \( i = 1 \), from (3.12), we obtain
\[
\frac{d}{dt}w^n_1(t) \leq A\alpha_0 \Lambda_1^2, \quad w^n_1(t) \leq w^n_1(0) + A\alpha_0 \Lambda_1^2 t \leq x_1(0) + A\alpha_0 \Lambda_1^2 t = x_1(t).
\]

For \( i = 2 \), we have
\[
\frac{d}{dt}w^n_2(t) \leq \frac{1}{2} \sum_{j=1}^{1} a_{j,2-j} w^n_j w^n_{2-j} + A\alpha_0 \Lambda_1^2 \leq \frac{A}{2} w^n_1(t) w^n_1(t) + A\alpha_0 \Lambda_1^2 \leq \frac{A}{2} (x_1(t)^2 + 2\alpha_0 \Lambda_1^2), \quad w^n_2(t) \leq \int_0^t \frac{A}{2} (x_1(s)^2 + 2\alpha_0 \Lambda_1^2) ds + w^n_2(0) \leq \frac{A}{2} \int_0^t (x_1(s)^2 + 2\alpha_0 \Lambda_1^2) ds + x_2(0) = x_2(t).
\]

Assume that the assertion is true for \( i = 1, 2, \ldots, k \), i.e., if \( w^n_i(0) \leq x_i(0) \), then \( w^n_i(t) \leq x_i(t) \) for \( i = 1, 2, \ldots, k \),
\[
\frac{d}{dt}w^n_{k+1}(t) \leq \frac{A}{2} \sum_{j=1}^{k} (k+1) w^n_j(t) w^n_{k+1-j}(t) \leq \frac{d}{dt}x_{k+1}(t).
\]

On integrating
\[ w^n_{k+1}(t) \leq x_{k+1}(t), \]
which demonstrates that the assumed hypothesis is also valid for \( i = k + 1 \). As a consequence of the principle of mathematical induction, the proof of Lemma 3.1 is complete.

**Remark 3.1.** It is worth to mention that by replacing the inequality in the proof of Lemma 3.1 by equality for \( x_i \) in place of \( w^n_i \), it can easily be shown that the solution of (3.13)–(3.14), \( x = (x_i(t))_{i \in \mathbb{N}} \), for each \( i \in \mathbb{N} \) is bounded on \([0, T]\).

It follows from Lemma 3.1 and Remark 3.1 that for each \( i \in \mathbb{N} \), \( w^n_i(t) \) is uniformly bounded on \([0, T]\) i.e.
\[
|w^n_i(t)| \leq W_i(T). \quad (3.15)
\]
We will now show the time equicontinuity for applying the Arzela–Ascoli theorem.
3.3. **Time Equicontinuity.** To show that for each \( i \in \mathbb{N} \), \( w_i^n(t) \) is equicontinuous on \([0, T]\), we exhibit that for each \( \epsilon > 0 \), \( \exists \) a \( \delta(\epsilon) \) such that

\[
(t - \tau) < \delta(\epsilon) \quad \text{implies} \quad |w_i^n(t) - w_i^n(\tau)| < \epsilon,
\]

where \( 0 \leq \tau < t \leq T \). It follows from equation (3.5) that

\[
|w_i^n(t) - w_i^n(\tau)| = \int_{\tau}^{t} \left[ \frac{1}{2} \sum_{j=1}^{i-1} \sum_{k=1}^{j} a_{i-j} w^n_j(s) w^n_{i-j}(s) \right] ds,
\]

where

\[
0 = \frac{1}{2} \sum_{j=1}^{i-1} \sum_{k=1}^{j} N_{j-k,k}^i (1 - p_{j-k,k}) a_{j-k,k} w^n_{j-k}(s) w^n_k(s) ds
\]

\[
\leq \frac{1}{2} \int_{\tau}^{t} \sum_{j=1}^{i-1} \sum_{k=1}^{j} N_{j-k,k}^i (1 - p_{j-k,k}) a_{j-k,k} w^n_{j-k}(s) w^n_k(s) ds,
\]

\[
:= \vartheta_1^i + \vartheta_2^i + \vartheta_3^i.
\]

With the help of (2.1) and (3.15), \( \vartheta_1^i \) can be evaluated as

\[
\vartheta_1^i = \frac{1}{2} \int_{\tau}^{t} \sum_{j=1}^{i-1} \sum_{k=1}^{j} a_{i-j} w^n_j(s) w^n_{i-j}(s) ds
\]

\[
\leq \frac{A}{2} \int_{\tau}^{t} \sum_{j=1}^{i-1} i w^n_j(s) w^n_{i-j}(s) ds
\]

\[
\leq \frac{A}{2} \int_{\tau}^{t} \sum_{j=1}^{i-1} i W_j(T) W_{i-j}(T) ds
\]

\[
= \frac{A}{2} V_i(T)(t - \tau),
\]

where

\[
V_i(T) := \sum_{j=1}^{i-1} i W_j(T) W_{i-j}(T).
\]

Similarly, we obtain

\[
\vartheta_2^i = \frac{1}{2} \int_{\tau}^{t} \sum_{j=1}^{i-1} \sum_{k=1}^{j} a_{i-j} w^n_j(s) w^n_{i-j}(s) ds \leq \frac{A}{2} W_i(T)(i + 1) \Lambda(t - \tau).
\]

Next, we deduce from (2.1), (2.3) and (3.8) that

\[
\vartheta_3^i = \frac{1}{2} \int_{\tau}^{t} \sum_{j=1}^{i-1} \sum_{k=1}^{j} N_{j-k,k}^i (1 - p_{j-k,k}) a_{j-k,k} w^n_{j-k}(s) w^n_k(s) ds
\]
\[
\leq A\alpha_0 \int_{\tau}^{t} \infty \sum_{j=2}^{i-1} jw_{j-k}^{n}(s)w_{k}^{n}(s)ds,
\]
\[
\leq 2A\alpha_0 \Lambda_{1}(t - \tau).
\]  
(3.19)

Finally, substituting the estimates (3.17), (3.18) and (3.19) into (3.16) yields

\[
|w_{i}^{n}(t) - w_{i}^{n}(\tau)| \leq \Gamma_{i}(t - \tau),
\]

where

\[
\Gamma_{i} := A\left(\frac{V_{i}(T)}{2} + W_{i}(T)(i + 1)\Lambda_{1} + 2\alpha_{0}\Lambda_{2}\right).
\]

By choosing \(\delta \leq \frac{1}{\Gamma_{i}}\), we obtain the equicontinuity of \(w_{i}^{n}(t)\) for all \(n \geq 2\) and for each fixed \(i \in \mathbb{N}\) on \([0, T]\).

Now invoking the Arzela–Ascoli theorem, which warrants that for each fixed \(i \in \mathbb{N}\), the sequence \(\{w_{i}^{n}\}_{n=2}^{\infty}\) is relatively compact on \(C([0, T], \mathbb{R})\). For \(i = 1\), we choose a subsequence \(w_{1}^{n_{m}} \to w_{1}\) as \(m \to \infty\); then for \(i = 2\), we choose a subsequence \(w_{2}^{n_{k}} \to w_{2}\) as \(k \to \infty\); and so on. Finally applying the diagonal process for each \(i \in \mathbb{N}\), we get a subsequence \(\{w_{i}^{l}\}_{l=2}^{\infty}\) and a function \(w_{i} \in C([0, T], \mathbb{R})\), such that

\[
\lim_{l \to \infty} w_{i}^{l}(t) = w_{i}(t),
\]

(3.20)

uniformly on \([0, T]\). We now aim to show that the sequence \(w(t) = \{w_{i}(t)\}_{i \in \mathbb{N}}\) is actually a solution of (1.1)–(1.2).

3.4. **Proof of main Theorem.** Since the convergence of subsequence (3.20) stipulates that for an arbitrary \(\epsilon > 0\) there exists \(l \in \mathbb{N}\) such that

\[
\sum_{i=1}^{\infty} i^{\beta}|w_{i}(t) - w_{i}^{l}(t)| < \epsilon.
\]

As \(\epsilon\) and \(l\) are arbitrary and owning to (3.11), we can easily obtain

\[
\sum_{i=1}^{\infty} i^{\beta}w_{i} \leq \Lambda_{\beta}(T).
\]

(3.21)

Since \(1 < \beta \leq 2\), hence (3.21) shows that \(w = (w_{i})_{i \in \mathbb{N}} \in \Omega_{\beta}^{+}(T)\). In order to prove that \(w\) is a solution of (1.1)–(1.2), let us consider the following equation with the help of (1.1) and (3.5) as

\[
(w_{i}^{l} - w_{i}) + w_{i} = w_{i}^{0} + \int_{0}^{t} \left[ \frac{1}{2} \sum_{j=1}^{i-1} a_{j,i-j}p_{j,i-j}(w_{i-j}^{l}(s) - w_{i-j}(s))w_{j}^{l}(s)

+ \frac{1}{2} \sum_{j=1}^{i-1} a_{j,i-j}p_{j,i-j}(w_{j}^{l}(s) - w_{j}(s))w_{i-j}(s)

- \sum_{j=1}^{\infty} a_{i,j}(w_{j}^{l}(s) - w_{j}(s))w_{j}(s) - \sum_{j=1}^{\infty} a_{i,j}(w_{j}^{l}(s) - w_{j}(s))w_{i}(s) \right] ds.
\]
Similarly, the tail of the fifth term can be controlled as

\[ \sum_{j=i+1}^{\infty} \sum_{k=1}^{j-1} N_{j-k,k}^i (1 - p_{j-k,k}) a_{j-k,k} \left( w_{j-k}^i(s) - w_{j-k}(s) \right) w_k^i(s) \]

\[ + \sum_{j=i+1}^{\infty} \sum_{k=1}^{j-1} N_{j-k,k}^i (1 - p_{j-k,k}) a_{j-k,k} \left( w_k^i(s) - w_k(s) \right) w_{j-k}(s) \]

\[ + \frac{1}{2} \sum_{j=1}^{i-1} p_{j-i-j} a_{j,i-j} w_j(s) w_{i-j}(s) - \sum_{j=1}^{\infty} a_{i,j} w_i(s) w_j(s) \]

\[ + \frac{1}{2} \sum_{j=1}^{i-1} \sum_{k=1}^{j-1} N_{j-k,k}^i (1 - p_{j-k,k}) a_{j-k,k} w_{j-k}(s) w_k(s) \] \( ds. \)  \( (3.22) \)

As a consequence of (3.3), (3.11) and (3.20), it is now easy to pass the limit as \( l \to \infty \) in the terms ranging over the finite sums. On the other hand, passing to the limit in an infinite series involves an additional justification. To overcome this difficulty, we must show that for a given \( \epsilon > 0, \) there exists a \( J(\epsilon) \) (large enough) such that the tails of infinite series goes to zero as \( \epsilon \to 0. \)

Let \( \epsilon > 0 \) be given. Then, we consider the tail of the fourth term on the right-hand side of (3.22),

\[ \left| \sum_{j=J(\epsilon)}^{\infty} a_{i,j} w_j^i \right| \leq A \sum_{j=J(\epsilon)}^{\infty} (i + j) w_j^i \leq A \frac{i}{J(\epsilon)} \sum_{j=J(\epsilon)}^{\infty} jw_j^i + A \frac{1}{J(\epsilon)\beta-1} \sum_{j=J(\epsilon)}^{\infty} j^\beta w_j^i \]

\[ \leq A i \Lambda_1 \frac{1}{J(\epsilon)} + A \Lambda_\beta(T) \frac{1}{J(\epsilon)^{\beta-1}}. \]  \( (3.23) \)

Similarly, the tail of the fifth term can be controlled as

\[ \left| \sum_{j=J(\epsilon)}^{\infty} a_{i,j} (w_j^i - w_j) \right| \leq 2 A i \Lambda_1 \frac{1}{J(\epsilon)} + 2 A \Lambda_\beta(T) \frac{1}{J(\epsilon)^{\beta-1}}. \]  \( (3.24) \)

Moving on to the sixth term on the right-hand side of (3.22),

\[ \left| \sum_{j=J(\epsilon)}^{\infty} \sum_{k=1}^{j-1} a_0 (1 - p_{j-k,k}) a_{j-k,k} \left( w_{j-k}^i(s) - w_{j-k}(s) \right) w_k^i(s) \right| \]

\[ \leq a_0 \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} a_{j,k} |w_j^i(s) - w_j(s)| w_k^i(s). \]

Let us now control the tail of the term on the right hand side in the above inequality as

\[ a_0 \sum_{k=1}^{\infty} \sum_{j=J(\epsilon)}^{\infty} a_{j,k} |w_j^i(s) - w_j(s)| w_k^i(s) \leq A a_0 \sum_{k=1}^{\infty} \sum_{j=J(\epsilon)}^{\infty} (j + k) |w_j^i(s) - w_j(s)| w_k^i(s) \]

\[ \leq 2 A a_0 \Lambda_1 \frac{1}{J(\epsilon)} + \Lambda_\beta(T) \frac{1}{J(\epsilon)^{\beta-1}}. \]
We will select $J(\epsilon)$ so that $\max \left( \frac{A_J}{J(\epsilon)}, \frac{A_T}{J(\epsilon)^{\beta}} \right) \leq \epsilon$. Next by taking first $\epsilon \to 0$ and then $l \to \infty$ on equation (3.22), we accomplish,

$$w_i(t) = w_i^0 + \int_0^t \left[ \frac{1}{2} \sum_{j=1}^{i-1} p_{j,i-j} a_{j,i-j} w_j(s) w_{i-j}(s) - \sum_{j=1}^{\infty} a_{i,j} w_i(s) w_j(s) \right. \left. + \frac{1}{2} \sum_{j=i+1}^{\infty} \sum_{k=1}^{j-1} N_{j-k,k}^i (1 - p_{j-k,k}) a_{j-k,k} w_{j-k}(s) w_k(s) \right] \, ds. \quad (3.25)$$

Based on the above estimates and continuity of $w_i$, we can ensure that the right hand side of (1.1) is also a continuous function of $t \in [0, T]$. Since for each $i \geq 1$, the first term under the integral sign is a continuous function of $t$, whereas second and third term requires additional justification as they contain infinite series.

Thus to prove the continuity of integrand, we must show that the function

$$g(t) = \sum_{j=1}^{\infty} a_{i,j} w_j(t) \quad \text{and} \quad h(t) = \frac{1}{2} \sum_{j=i+1}^{\infty} \sum_{k=1}^{j-1} N_{j-k,k}^i (1 - p_{j-k,k}) a_{j-k,k} w_{j-k}(t) w_k(t) \quad (3.26)$$

are continuous in $t$. First, let

$$g(t) = \sum_{i=1}^{M} a_{i,j} w_j(t) + \sum_{j=M+1}^{\infty} \beta_{i,j} w_j(t)$$

Let $t_1, t_2 \in [0, T]$ such that

$$|g(t_1) - g(t_2)| \leq \sum_{j=1}^{M} \beta_{i,j} |w_j(t_1) - w_j(t_2)| + \sum_{j=M+1}^{\infty} a_{i,j} w_j(t_1) + \sum_{j=M+1}^{\infty} a_{i,j} w_j(t_2).$$

Now invoking the continuity of $w_i$, for all $\epsilon > 0$, there exists $N(\epsilon)$ and $\delta(\epsilon, N(\epsilon))$ such that if $|t_1 - t_2| < \delta$, then we have

$$\sum_{j=1}^{M} a_{i,j} |w_j(t_1) - w_j(t_2)| < \frac{\epsilon}{3},$$

and using (3.11), we conclude that

$$\sum_{j=M+1}^{\infty} a_{i,j} w_j(t_1) < \frac{\epsilon}{3}, \quad \sum_{j=M+1}^{\infty} a_{i,j} w_j(t_2) < \frac{\epsilon}{3},$$

which shows that $g$ is continuous. Similarly, we can show that $h$ is a continuous function of $t$.

Hence the integrand in (3.23) is continuous. Therefore differentiating equation (3.25) with the help of Leibniz’s rule guarantee that $w_i$ is a continuously differentiable solution to (1.1)–(1.2) and finally, from (3.21) we obtain that $w = \{w_i\}_{i \in \mathbb{N}} \in \Omega^*_{\beta}(T)$.

In the next section, we will examine the uniqueness of classical solution to (1.1)–(1.2).
4. Uniqueness of classical solution

Let us assume that the collision kernel satisfy (2.2) and \( w^0 \in \Omega^+_{\beta}(0) \). Let \( w(t) = (w_i(t))_{i \in \mathbb{N}} \) and \( v(t) = (v_i(t))_{i \in \mathbb{N}} \) in \( \Omega^+_{\beta}(T) \) be two solutions to (1.1)–(1.2) on \([0, T]\), where \( T > 0 \) with the same initial condition \( w^0 = (w^0_i)_{i \in \mathbb{N}} \). Let \( u := w - v \).

Define

\[
\rho(t) = \sum_{i=1}^{\infty} i |u_i(t)|, \tag{4.1}
\]

where

\[
u(t) = w_i(t) - v_i(t) = \int_{0}^{t} \frac{1}{2} \sum_{j=1}^{i-1} p_{j,i-j}a_{j,i-j}[w_j(s)w_{i-j}(s) - v_j(s)v_{i-j}(s)]ds
- \int_{0}^{t} \sum_{j=1}^{\infty} a_{i,j}[w_i(s)w_j(s) - v_i(s)v_j(s)]ds
+ \int_{0}^{t} \sum_{j=i+1}^{\infty} \sum_{k=1}^{j-1} (1 - p_{j-k,k})N^i_{j-k,k}a_{j-k,k}[w_{j-k}(s)w_k(s) - v_{j-k}(s)v_k(s)]ds. \tag{4.2}
\]

Substituting equation (4.2) into (4.1), we get

\[
\rho(t) = \frac{1}{2} \int_{0}^{t} \sum_{i=1}^{\infty} \sum_{j=1}^{i-1} \text{sgn}(u_i(s))p_{j,i-j}a_{j,i-j}[w_j(s)w_{i-j}(s) - v_j(s)v_{i-j}(s)]ds
- \int_{0}^{t} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \text{sgn}(u_i(s))a_{i,j}[w_i(s)w_j(s) - v_i(s)v_j(s)]ds
+ \frac{1}{2} \int_{0}^{t} \sum_{i=1}^{\infty} \sum_{j=i+1}^{\infty} \sum_{k=1}^{j-1} \text{sgn}(u_i(s))(1 - p_{j-k,k})N^i_{j-k,k}a_{j-k,k}
\times [w_{j-k}(s)w_k(s) - v_{j-k}(s)v_k(s)]ds.
\]

By repeated application of Fubini’s theorem in the first and third terms on the right hand side of the preceding equation, and rearranging the indices in summation, we arrive

\[
\rho(t) = \frac{1}{2} \int_{0}^{t} \sum_{i=1}^{\infty} \sum_{j=1}^{i+j} \text{sgn}(u_{i+j}(s))p_{j,i}a_{i,j}[w_i(s)w_j(s) - v_i(s)v_j(s)]ds
- \int_{0}^{t} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \text{sgn}(u_i(s))a_{i,j}[w_i(s)w_j(s) - v_i(s)v_j(s)]ds
+ \frac{1}{2} \int_{0}^{t} \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \sum_{i=1}^{j+k-1} \text{sgn}(u_i(s))N^{i}_{j,k}(1 - p_{j-k})a_{j,k}[w_j(s)w_k(s) - v_j(s)v_k(s)]ds. \tag{4.3}
\]
Note that

\[ w_i(s)w_j(s) - v_i(s)v_j(s) = u_i(s)w_j(s) + v_i(s)u_j(s). \]

With the help of above identity and after rearranging the terms, (4.3) becomes,

\[ \rho(t) = \frac{1}{2} \int_0^t \sum_{i=1}^\infty \sum_{j=1}^\infty [(i + j) \text{sgn}(u_{i+j}(s)) - i \text{sgn}(u_i(s)) - j \text{sgn}(u_j(s))] p_{i,j} a_{i,j} \]

\[ \times [u_i(s)w_j(s) + v_i(s)u_j(s)] ds \]

\[ + \frac{1}{2} \int_0^t \sum_{k=1}^\infty \sum_{j=1}^\infty \left( \sum_{i=1}^{j+k-1} i \text{sgn}(u_i(s)) N_{i,j}^k - j \text{sgn}(u_j(s)) - k \text{sgn}(u_k(s)) \right) (1 - p_{j,k}) a_{j,k} \]

\[ \times [w_j(s)u_k(s) + v_k(s)u_j(s)] ds. \]

(4.4)

This can be rewritten as

\[ \rho(t) = \frac{1}{2} \int_0^t \sum_{i=1}^\infty \sum_{j=1}^\infty P(i, j, s) p_{i,j} a_{i,j} u_i(s) w_j(s) ds + \frac{1}{2} \int_0^t \sum_{i=1}^\infty \sum_{j=1}^\infty P(i, j, s) p_{i,j} a_{i,j} v_i(s) u_j(s) \]

\[ + \frac{1}{2} \int_0^t \sum_{k=1}^\infty \sum_{j=1}^\infty Q(j, k, s) (1 - p_{j,k}) a_{j,k} w_j(s) u_k(s) ds \]

\[ + \frac{1}{2} \int_0^t \sum_{k=1}^\infty \sum_{j=1}^\infty Q(j, k, s) (1 - p_{j,k}) a_{j,k} v_k(s) u_j(s) := \sum_{i=1}^4 \mathcal{R}_i(t), \]

(4.5)

where

\[ P(i, j, t) := (i + j) \text{sgn}(u_{i+j}(s)) - i \text{sgn}(u_i(s)) - j \text{sgn}(u_j(s)), \]

and

\[ Q(i, j, t) := \sum_{k=1}^{i+j-1} k \text{sgn}(u_k(s)) N_{i,j}^k - i \text{sgn}(u_i(s)) - j \text{sgn}(u_j(s)). \]

Using the properties of signum function, we can evaluate

\[ P(i, j, t)u_i(t) = [(i + j) \text{sgn}(u_{i+j}(t)) - i \text{sgn}(u_i(t)) - j \text{sgn}(u_j(t))] u_i(t) \]

\[ \leq [(i + j) - i + j] |u_i(t)| = 2j |u_i(t)|. \]

Similar to preceding argument, we obtain

\[ P(i, j, t)u_j(t) \leq 2i |u_j(t)|, \quad Q(i, j, t)u_j(t) \leq 2i |u_j(t)| \]

and

\[ Q(i, j, t)u_i(t) \leq 2j |u_i(t)|. \]

Let us evaluate the first term in (4.5) as

\[ \mathcal{R}_1(t) = \frac{1}{2} \int_0^t \sum_{i=1}^\infty \sum_{j=1}^\infty P(i, j, s) p_{i,j} a_{i,j} w_i(s) w_j(s) ds. \]
\[
\frac{d}{dt} \mathcal{M}_1(t) = \sum_{i=1}^{\infty} i \left( \frac{1}{2} \sum_{j=1}^{i-1} p_{j,i-j} a_{j,i-j} w_{j}(t) w_{i-j}(t) \right) - \sum_{i=1}^{\infty} i \left( \sum_{j=1}^{\infty} a_{i,j} w_{i}(t) w_{j}(t) \right) + \sum_{i=1}^{\infty} i \left( \frac{1}{2} \sum_{j=i+1}^{\infty} \sum_{k=1}^{j-1} (1 - p_{j-k,k}) N_{j-k,k}^{i} a_{j-k,k} w_{j-k}(t) w_{k}(t) \right)
\]

(5.1)
Successive application of the results (2.1), (1.3), and (3.11) leads to
\[
\sum_{i=1}^{\infty} i \left( \frac{1}{2} \sum_{j=1}^{i-1} p_{j,i-j} a_{j,i-j} w_j(t) w_{i-j}(t) \right) = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} i p_{i,j} a_{i,j} w_i(t) w_j(t)
\]
\[
\leq A \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} i(i+j) w_i(t) w_j(t)
\]
\[
= A(M_2(T) + M_1(T)) M_1(T) < +\infty.
\]
Similarly, we obtain
\[
\sum_{i=1}^{\infty} i \left( \sum_{j=1}^{\infty} a_{i,j} w_i(t) w_j(t) \right) = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} ia_{i,j} w_i(t) w_j(t)
\]
\[
\leq A(M_2(T) + M_1(T)) M_1(T) < +\infty,
\]
and
\[
\sum_{i=1}^{\infty} i \left( \frac{1}{2} \sum_{j=i+1}^{\infty} \sum_{k=1}^{j-1} (1 - p_{j-k,k}) N_{j-k,k} a_{j-k,k} w_{j-k}(t) w_k(t) \right)
\]
\[
= \frac{1}{2} \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} (j+k) a_{j,k} (1 - p_{j,k}) w_j(t) w_k(t)
\]
\[
\leq A(M_2(T) + M_1(T)) M_1(T) < +\infty.
\]
Since all the summation terms on the right hand side of (5.1) are finite. Therefore by Fubini’s theorem, on changing the order of summation, we get
\[
\frac{d}{dt} M_1(t) = 0.
\]
On integrating with respect to \( t \), we get the desired result.

6. Propagation of Moments

In this section, by mean of the following proposition, we show that for a given \( w_0 = (w_0^i)_{i \geq 1} \in \Omega_0^+ \) such that \( \sum_{i=1}^{\infty} i^q w_0^i < \infty \) for some \( q > 1 \), the solution \( w \) to (1.1) - (1.2), established in Theorem 2.1 is finite throughout time evolution i.e., \( \sum_{i=1}^{\infty} i^q w_i(t) < \infty \).

**Proposition 6.1.** Assume that (2.1) and (1.3) are fulfilled, and let \( w_0 = (w_0^i)_{i \in \mathbb{N}} \in \Omega_0^+ \) such that
\[
\sum_{i=1}^{\infty} i^q w_0^i < \infty \text{ for some } q > 1.
\]
Then for each \( T > 0 \), the solution \( w \) to (1.1) - (1.2) on \([0, +\infty)\), constructed in Theorem 2.1 satisfies
\[
\sup_{t \in [0,T]} \sum_{i=1}^{\infty} i^q w_i(t) < \infty.
\]
Proof. By (3.20), we know that, for each \( t \in [0, +\infty) \),

\[
\lim_{n \to \infty} w_n^i(t) = w_i(t), \quad i \geq 1.
\]

where \( w_n^i \) refers to the solution to (3.5)-(3.6) given by Theorem 3.1. Taking \( g_i = i^q, 1 \leq i \leq n \) in (3.7) and following the calculations similar to (3.10), we obtain

\[
\frac{d}{dt} \sum_{i=1}^{n} i^q w_n^i \leq \frac{A_j q}{2} \sum_{i=1}^{n-1} \sum_{j=1}^{n-i} (i^q j^q + i^q j) w_i w_j^n
\]

\[
\leq A_j q \| w_0^0 \| \sum_{i=1}^{n} i^q w_i^0,
\]

and by the application of Gronwall’s lemma, we have

\[
\sum_{i=1}^{n} i^q w_i^0(t) \leq \exp(A_j q \| w_0^0 \| t) \sum_{i=1}^{n} i^q w_i^0 \quad t \geq 0.
\]

Now, thanks to (3.20) and (6.1), we may pass to the limit as \( n \to \infty \) in the aforementioned inequality

\[
\sum_{i=1}^{\infty} i^q w_i(t) \leq \exp(A_j q \| w_0^0 \| t) \sum_{i=1}^{\infty} i^q w_i^0 \quad t \geq 0.
\]

By taking the supremum over \( t \), we complete the proof of Proposition 6.1.
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