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Abstract—Despite high accuracy of Convolutional Neural Networks (CNNs), they are vulnerable to adversarial and out-distribution examples. There are many proposed methods that tend to detect or make CNNs robust against these fooling examples. However, most such methods need access to a wide range of fooling examples to retrain the network or to tune detection parameters. Here, we propose a method to detect adversarial and out-distribution examples against a pre-trained CNN without needing to retrain the CNN or needing access to a wide variety of fooling examples. To this end, we create adversarial profiles for each class using only one adversarial attack generation technique. We then wrap a detector around the pre-trained CNN that applies the created adversarial profile to each input and uses the output to decide whether or not the input is legitimate. Our initial evaluation of this approach using MNIST dataset show that adversarial profile based detection is effective in detecting at least $92\%$ of out-distribution samples and $59\%$ of adversarial examples.

Index Terms—CNN, Out-distribution, Adversarial examples

I. INTRODUCTION

Convolutional Neural Networks (CNNs) have become popular due to their promising accuracy achievements on vision tasks such as image classification. Similar to many traditional classification methods, CNNs are typically trained only on data relevant to the task (in-distribution samples) and therefore they are only able to classify in-distribution samples correctly. In other words, CNNs assume that any received sample is from one of its in-distribution classes and classify it confidently [1], [2]. However, when such CNNs are deployed in real systems they may need to deal with images that do not belong to any of its in-distribution classes either inadvertently or because of adversarial intent. Hence, an adversary can fool CNNs with minimum effort.

In addition to the vulnerability to out-distribution samples, it has also been shown that traditional CNNs are ill-equipped to deal with adversarial examples [3]. Adversarial examples are in-distribution samples crafted by adding a learned noise (adversarial perturbation) to cause misclassification in the target CNN. In other words, an adversary can learn adversarial examples using his local CNN(s) to fool an unknown target CNN (black-box attacks) [3]. An adversarial example conceptually belongs to the source image’s class, but for from the target CNN’s perspective it belongs to another class.

Many methods have been proposed for out-distribution and adversarial examples detection which need to train/retrain network(s) (e.g., [1], [4]–[6]) or access or even train wide range of adversarial/out-distribution samples (to tune thresholds or add to training set) [1], [2], [7], [8]. Furthermore, most of proposed methods only address one of these issues not both (e.g., [1], [9]). While, there are lot of high-accurate CNNs for different tasks and retraining all them to make robust against out-distribution/adversarial samples are computationally expensive. Moreover, users prefer to improve available networks to make them capable of rejecting out-distribution samples.

Here, we propose to employ an adversarial attack itself in service of detecting out-distribution and adversarial samples. Adversarial attack models generate adversarial examples that have target class features since they are misclassified to the target class. Also, these examples have the source class features because they conceptually belong to the source class. This property of adversarial examples can be utilized for learning adversarial perturbations such that they result in misclassification of instances from a specific source class to a specific target class (i.e., targeted adversarial examples). We propose to create a set of such targeted adversarial perturbations for each source class, where each perturbation is designed to move an instance of the source class to a different target class. We refer to this set of adversarial perturbations as an adversarial profile of the source class.

In this paper we propose to create and use adversarial profiles to detect out-distributions and adversarial samples thrown at a pre-trained CNN without having to re-train the CNN in question or needing access to a wide variety of out-distribution and adversarial samples to train the detector. In particular we show that outputs of the CNN on instances of the input sample perturbed using adversarial profiles can be used to detect out-distribution samples and adversarial examples.

We demonstrate that our proposed method can detect at least $92\%$ of out-distribution examples and $59\%$ of adversarial examples for MNIST dataset. Although our proposed method has lower detection rate compared to previously proposed methods (e.g., [2], [4]), unlike those methods our proposed method works for both out-distribution and adversarial detection problems. Further, we only need a few in-distribution samples to learn adversarial profiles. Note that the adversarial profiles can be learned once (off-line) and be deployed in CNNs for out-distribution and adversarial examples detection.

Briefly, our contributions are:

• We aim to make existing CNNs robust against out-
distribution examples without retraining them or requiring any out-distribution or adversarial samples for learning.

- We use an adversarial model to generate adversarial profiles for in-distribution classes to detect out-distribution samples.
- We evaluate our adversarial profiles against both out-distribution samples and black-box adversarial examples.

II. PRELIMINARIES

A CNN is a neural network with some convolutional, ReLU and pooling layers followed by fully connected layers. A neural network is represented with \( F(x) \) where \( F \) is function that takes input images \( x \) and returns a probability vector \([y_1, y_2, \cdots, y_c]\). The input \( x \) is assigned to \( i^{th} \) class if \( y_i \) has the largest value.

In [10], it was shown that CNNs are vulnerable to crafted images with small noise (\( \delta \)) learned over CNN. These carefully crafted images are called adversarial examples. Adversarial attacks can be targeted or untargeted. In a targeted attack, an adversary’s aim is to make the given CNN misclassify the adversarial example to a target class (\( y_t \)).

While in an untargeted attack, an adversary aims to make the target CNN misclassify any clean sample from other classes (\( \neq y_t \)). Adversarial attacks can be targeted or untargeted. In a targeted attack, an adversary’s aim is to make the given CNN misclassify the adversarial example to a target class (\( y_t \)).

\[
\text{min} \| \delta \|_p, \ s.t. \ \text{argmax} \ F(x + \delta) = j, \ x + \delta \in [0,1] \tag{1}
\]

Where \( F(x) \) is the the probability assigned to \( k^{th} \) class by CNN for given input \( x \). Also, \( j \) and \( \kappa \) denote the target class and confidence parameter, respectively. To ensure that the input values remain in range after adding the perturbation, in CW [10] the perturbation \( \delta \) is added to arctangent hyperbolic value of an image instead of added directly to images as follows:

\[
f(x) = \text{max}(\text{max} \{ F(x)_k : k \neq j \} - F(x)_j, -\kappa) \tag{2}
\]

Where \( F(x)_k \) is the probability assigned to \( k^{th} \) class by CNN for given input \( x \). Also, \( j \) and \( \kappa \) denote the target class and confidence parameter, respectively. To ensure that the input values remain in range after adding the perturbation, in CW [10] the perturbation \( \delta \) is added to arctangent hyperbolic value of an image instead of added directly to images as follows:

\[ z = \text{arctanh}((x - 0.5) \times 2) + \delta \]
\[ x_{\text{pert.}} = \frac{1}{2}(\tanh(z) + 1) \tag{3} \]

Where \( x_{\text{pert.}} \) is the perturbed image \( x \) and the variable \( \delta \) can take any value from \([-\infty, \infty]\).

III. PROPOSED METHOD

In this section, we describe our proposed method for out-distribution and black-box adversarial examples detection. In our method, for each class we learn an adversarial profile that is specific that class. Let assume that the given in-distribution samples belong to \( c \) classes.

**Definition 3.1:** For a given CNN, adversarial profile of \( i^{th} \) class \( (C_i) \) is a set of adversarial perturbations \( \{ \delta_{i,1}, \cdots, \delta_{i,i-1}, \delta_{i,i+1}, \cdots, \delta_{i,c} \} \) that satisfy the following two properties: i) adding \( \delta_{i,j} \) to any clean sample from class \( i \) leads the target CNN to misclassify that sample to any other class \( j \); and ii) adding \( \delta_{i,j} \) to any clean sample from other classes \( (\neq i) \), would lead the CNN to misclassify that sample to any other class except \( j \) (i.e., if \( x \notin C_i \), argmax \( F(x + \delta_{i,j}) = j \) with high probability; and adding \( \delta_{i,j} \) to any clean sample from other classes \( (\neq i) \), would lead the CNN to misclassify that sample to any other class except \( j \) (i.e., if \( x \notin C_i \), argmax \( F(x + \delta_{i,j}) = j \) with high probability.

In the rest of this section, we first explain how we learn these adversarial profiles, and then demonstrate how to utilize them for detecting out-distribution and adversarial examples.

**Learning Adversarial Profile:** Finding an adversarial perturbation \( \delta_{i,j} \) that is be able to fool all samples from class \( i \) to target class \( j \) is hard and computationally expensive.
Therefore, we only use $n$ randomly selected samples from each source class to learn an adversarial perturbation and accept it for use in the adversarial profile if it can fool the CNN for at least $p \times n$ of them ($0 < p < 1$).

Increasing $p$ value increases the computational cost of learning adversarial profiles, but a large value of $p$ also leads to more powerful adversarial profile members (larger perturbation amount ($\delta_{i,j}$)) that can fool all samples from a given class to the respective target class more confidently. On the other hand, a low value of $p$ will result in adversarial profile whose members can not fool the source class samples to the target classes well. Therefore, selecting an appropriate $p$ value is very important.

We extended CW [10] attack model to generate an adversarial perturbation that is able to work for a batch of images and get them misclassified to a targeted class as below.

$$\delta_{i,j} = \min_{\delta} \sum_{x_t \in X} \max_{k \neq j} \max_k \{F(x_{pert,t})_k - F(x_{pert,t})_j, -\kappa\}$$

where $X$ is set of $n$ inputs belonging to class $i$ ($\{x_t \in C_i| t = 1 \cdots n\}$) used for learning adversarial profiles.

**Algorithm 1 Out-Distribution & Adversarial Detection Detection**

1: $i \leftarrow \text{argmax } F(x)$
2: score $\leftarrow 0$
3: for $j \in \{1, \cdots , i-1, i+1, \cdots , C\}$ do
4:     score $\leftarrow$ score $+ (p_{i,j} - e_{i,j}) \times I(\text{argmax } F(x) == j)$
5: end for
6: $\%I(\text{True}) = 1 \& I(\text{False}) = 0$
7: score $\leftarrow \sum_{j \in \{p_{i,j} - e_{i,j}\}}$
8: $\%$ Select $K$ random profiles out of $|C| - 1$
9: $S \leftarrow \text{random} - \text{select}(K, C - \{i\})$
10: for $k \in S$ do
11:     score$_k \leftarrow 0$
12:     for $j \in \{1, \cdots , k-1, k+1, \cdots , C\}$ do
13:         if score $> \tau$ then
14:             score$_k \leftarrow$ score$_k$ $+ (p_{k,j} - e_{k,j}) \times I(\text{argmax } F(x) \neq j)$
15:         else
16:             score$_k \leftarrow$ score$_k$ $+ (p_{k,j} - e_{k,j}) \times I(\text{argmax } F(x) == j)$
17:         end if
18:     end for
19: end for
20: score $\leftarrow$ score $+ \sum_k \frac{\text{score}_k}{K+3}$
21: if $\frac{\text{score}}{K+3} > \tau$ then
22:     return $i$
23: else
24:     Null
25: end if

**Detection Algorithm:** To detect out-distribution and adversarial examples, we evaluate the behaviour of input data after applying an adversarial profile. All perturbations in an adversarial profile do not have same effect. To assess a perturbation’s effectiveness we define two metrics, Intra-Class Transferability and Inter-Class Transferability.

**Definition 3.2:** We say an adversarial perturbation $\delta_{i,j}$ is $p_{i,j}$-intra-class transferable if the probability of fooling CNN to the target class $j$ for samples from source class $i$ is $p_{i,j}$ (i.e., $p(\text{argmax } F(x + \delta_{i,j}) == j|x \in C_i) = p_{i,j}$).

Although, the adversarial perturbation $\delta_{i,j}$ is learned on source class $i$ but there is a possibility that this perturbation also works on samples from other classes ($\neq i$). To measure transferability of an adversarial perturbation for other classes we define Inter-Class Transferability.

**Definition 3.3:** We call adversarial perturbation $\delta_{i,j}$ is $e_{i,j}$-inter-class-transferable if the probability of fooling the CNN to the target class $j$ for samples from other classes ($\neq i$) is $e_{i,j}$ (i.e., $p(\text{argmax } F(x + \delta_{i,j}) == j|x \notin C_i) = e_{i,j}$).

To estimate intra-class transferability ($p_{i,j}$) of a perturbation $\delta_{i,j}$, we sample from source class $i$ and apply the perturbation $\delta_{i,j}$ on the samples and measure how many of them are misclassified to the target class $j$. To estimate inter-class transferability ($e_{i,j}$), we sample from other classes ($\neq i$) and apply adversarial profile $\delta_{i,j}$ on them. Then we measure how many of them are misclassified to the target class $j$. An ideal adversarial profile member $\delta_{i,j}$ has a large value (close to 1) of inter-class transferability ($p_{i,j}$) and a small value (close to 0) of intra-Class transferability ($e_{i,j}$). We give preference to ideal perturbations by using $p_{i,j} - e_{i,j}$ as weights in the detection decision process (see line 4 in Algorithm 1).

Note that out-distribution samples do not belong to in-distribution space and therefore they do not have source or target class features. Hence applying an adversarial perturbation designed for in-distribution samples to out-distribution samples should induce a different behavior than expected. To detect out-distribution samples, we apply the perturbations from the adversarial profile associated with the assigned class on the input sample and compute a score that measures how close its behaviour is to that expected of an in-distribution sample of the assigned class. The score we use is as follows:

$$\text{score} = \frac{1}{\sum_j (p_{i,j} - e_{i,j})} \sum_j (p_{i,j} - e_{i,j}) \times I(\text{argmax } F(x) == j)$$

(5)

For a clean in-distribution sample, and an ideal adversarial profile this score will be close to 1 as all perturbations will take the sample to the expected target class. For out-distribution samples, with high probability this will be less than 1. We find and use a detection threshold to distinguish between in- and out-distributions samples (see Section IV).

Unlike out-distribution samples that may not have any in-distribution class features, adversarial samples tend to have features of both original class (albeit weakened) and fooling class. Hence, when an adversarial profile associated with the fooling class is applied it tends to work well making it hard to distinguish from clean samples. However, unlike with clean class samples, for adversarial samples adversarial
profile associated with other classes also tends to work well because of weakened features due to the perturbation. We leverage this difference to detect adversarial samples (see line 14 in Algorithm 1). As shown in Algorithm 1 to increase the accuracy, we test every input sample with the adversarial profile of the assigned class, and also using adversarial profiles of $K$ other randomly selected classes.

**Usage Example:** Let us assume $x$ is a sample submitted to CNN for classification. Let us say that the CNN classifies this samples to class $i$. If $x$ is indeed an instance of class $i$, then perturbations in adversarial profile associated with $C_i$ when applied to $x$ will lead the CNN to classify the perturbed samples to their respective target classes with high probability.

On the other hand, perturbing the sample using members from adversarial profiles associated with other classes $C_j$ ($j \neq i$) will not take the sample to their target class with high probability.

However, if $x$ is an out-distribution sample then then perturbations in adversarial profile associated with $C_i$ when applied to $x$ will not consistently lead the CNN to classify the perturbed samples to their respective target classes. On the other hand if $x$ is an adversarial sample, then adversarial profiles associated with both class $C_i$ and other classes $C_j$ ($j \neq i$) can potentially take the sample to their target class.

**IV. Evaluation**

In this section we evaluate our proposed method on MNIST [11] dataset. This dataset contains 60000 images of hand-writing digits ($\{0, 1, \ldots , 9\}$), 50k for training and 10k images for testing in each class. The learned CNN reached to 99.2% accuracy on test data. We sampled 100 images for each class from test data to create adversarial profiles with $p$ value of 0.9 which means adversarial profiles can successfully fool at least 90% of samples used for training to the target class. To assess learned adversarial examples, we randomly took $n = 100$ samples from each class and applied adversarial profile on them. we estimate the intra-class transferability ($p_{i,j}$) and inter-class transferability ($e_{i,j}$) as following:

$$p_{i,j} = \frac{\sum_{i} I(\text{argmax } F(x + \delta_{i,j}) == j)}{n}$$

$$e_{i,j} = \frac{\sum_{i} I(\text{argmax } F(x + \delta_{i,j}) == j)}{n}$$

The estimated $p_{i,j}$ and $e_{i,j}$ values for MNIST dataset are shown in Figure 1. For example, adversarial perturbation $\delta_{5,4}$ has intra-class transferability value of 0.885 which means that this adversarial profile can cause 88.5% of the samples of class 5 to be misclassified to class 4. Moreover this adversarial perturbation causes samples from other classes to misclassify to target class 4 with probability of 71%. Therefore, this adversarial perturbation is not ideal and will have less weight ($0.885 - 0.71 = 0.175$) in our decision making process. On the other hand $\delta_{0,9}$ is a good perturbation because it has a high intra-class transferability of 93% and a low inter-class transferability of 10% and will be weighted more ($0.93-0.10 = 0.83$). To estimate the best threshold $\tau$, we minimized false positive rate and maximized detection rate on in-distribution samples as follow:

$$\tau = \max_{\tau} \frac{1}{n} \sum_i I(\text{score}(x_i + \delta_{i,j}|x_i \in C_i) > \tau) +$$

$$I(\text{score}(x_i + \delta_{i,j}|x_i \notin C_i) < \tau)$$

To estimate $\text{score}(x_i + \delta_{i,j}|x_i \in C_i) > \tau$, we took 100 samples from different classes and then applied out-distribution method detection with their true label. Similarly, to estimate $\text{score}(x_i + \delta_{i,j}|x_i \notin C_i) < \tau$, we used the same samples with labels different from true labels, therefore adversarial profiles of the fake labels will be applied on them (to satisfy condition of $x_i \notin C_i$).

We considered the 4 datasets, SVHN [14], ImageNet [15], LSUN [16] and CIFAR-100 [17] as out-distribution samples to evaluate our method. We sampled 100 images from each dataset and applied our detection algorithm on them. As shown in Table I our proposed method is able to reject at least 92% of out-distribution samples from ImageNet and CIFAR-100, and as high as 97% from SVHN and LSUN. Similar to out-distribution samples, we used 4 different attack models (FGS,T-FGS,DeepFool,I-FGS) to generate $n = 100$ adversarial test examples. As shown in Table II our method can detect between 59%–65% of adversarial examples (DeepFool and T-FGS respectively). Compared to previously proposed methods (e.g. [2], [4]), our approach has a lower detection rate. But in contrast to previous work, we do not need to retrain the CNN, and we do not need to have access to a lot of out-distribution or adversarial samples. The only thing we need is a small in-distribution set to make a given CNN robust against out-distribution samples and majority of adversarial samples.

| Input          | Detection Rate | Parameters |
|----------------|----------------|------------|
| SVHN           | 97%            | -          |
| ImageNet       | 92%            | -          |
| CIFAR-100      | 92%            | -          |
| LSUN           | 97%            | -          |
| FGS [3]        | 65% $\epsilon$ | 0.2        |
| T-FGS [3]      | 65% $\epsilon$ | 0.2        |
| DeepFool [4]   | 59%            | -          |
| I-FGS [13]     | 64% $\epsilon = 0.02, \alpha = 0.2$ # of iter. = 20 |

**V. Conclusion**

In this paper, we proposed using adversarial profiles to detect out-distribution and adversarial examples without retraining the model or having to train on examples of out-distribution or adversarial examples. We deploy an adversarial generation model to create a set of profiles for each class. These profiles are adversarial perturbations that can lead samples of the source class to misclassify to target classes. We show that we can learn an adversarial profile for each class with high intra-class transferability and low inter-class transferability. Our evaluation on MNIST dataset shows that our proposed method can detect at least 92% of out-distribution examples and 59% of adversarial examples.
In the future we would like to evaluate this approach on other datasets (e.g., CIFAR). Further we would like to explore more sophisticated detectors instead of using simple threshold based detection.
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