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ABSTRACT

This paper proposes a hierarchical and symbolic And-Or graph (AOG) to objectively explain the internal logic encoded by a well-trained deep model for inference. We first define the objectiveness of an explainer model in game theory, and we develop a rigorous representation of the And-Or logic encoded by the deep model. The objectiveness and trustworthiness of the AOG explainer are both theoretically guaranteed and experimentally verified. Furthermore, we propose several techniques to boost the conciseness of the explanation.

1 INTRODUCTION

Deep models have shown promise in various tasks in recent years, but the black-box nature of the deep model makes it difficult for people to understand its internal behavior. Many post-hoc explanation methods have been proposed either to explain the deep model visually (Yosinski et al., 2015; Simonyan et al., 2013; Zeiler & Fergus, 2014), or to estimate the attribution/importance of input variables (Ribeiro et al., 2016; Lundberg & Lee, 2017; Selvaraju et al., 2017).

Beyond the above post-hoc explanations at the pixel-wise and unit-wise levels, in this study, we aim to explain the feature representation of the deep model using a hierarchical and symbolic graph, which can be better aligned with human cognition. To this end, previous studies have proposed some hierarchical and symbolic explainer models for deep models, for example, using the decision tree (Frosst & Hinton, 2017; Wu et al., 2018), the explanatory graph (Zhang et al., 2018), and the additive model (Vaughan et al., 2018; Tan et al., 2018) to explain deep models.

Unfortunately, most of the above hierarchical and symbolic explainer models cannot guarantee that the explanation/explainer model objectively reflects the internal logic of the deep model, and lack solid theoretical foundations for the trustworthiness of explanations. For example, some explainer models are learned to mimic the output of the pre-trained deep model via knowledge distillation (Hinton et al., 2015). However, the distilled explainer model may just fit the output of the pre-trained deep model, instead of accurately illustrating all internal logic of the deep model, which is investigated in Section 3.2. More crucially, there is no theoretical design to ensure that the explainer model reflects the exact inference logic used by the deep model.

Objectiveness. In this paper, we define the objectiveness of an explainer model in game theory, and based on this definition, we develop a hierarchical and symbolic explainer to objectively explain the deep model. The objectiveness of an explainer model is defined as follows. If an explainer model is considered objective, then it is supposed to generate exactly the same output as the explained deep model given any arbitrary input. More crucially, we can derive the following deduction from this definition. An objective explainer model should not only generate the same output as the deep model, but also use the same underlying logic/reasons for inference.

Fortunately, our findings in game theory enable us to evaluate the objectiveness of an explainer model, i.e. we find that we can accurately decompose the inference logic of a deep model into utilities of interactions between input variables in game theory. Given an input sample with n variables
\[ v(N) = 3AB + 2.5BC + 2.1ABE + 1.7ABD + 1.3ABDE + 0.9AC + 0.7BC \]

Figure 1: We transform the logic of a model into an three-layer And-Or graph (AOG), and extract common coalitions of variables to build a deeper AOG, so as to further simplify the explanation.

\[ (e.g. \text{ a sentence with } n \text{ words}) \quad N = \{1, 2, \ldots, n\} \]

Input variables usually interact with each other for inference, instead of working individually. For each subset of variables \( S \subseteq N \), we measure the numerical utility of the interaction between variables in \( S \) using the Harsanyi dividend \( I(S) \). The subset \( S \) with a considerable utility is termed an interaction pattern. It is proved that the model output can be decomposed as the sum of utilities of all potential interactions patterns, i.e. model output \( = \sum_{S \subseteq N} I(S) \). For example, in Figure 1 let us consider the pattern \( S = \{A, B, E\} \) in the input \( N = \{A, B, C, D, E\} \). Only if the \( A, B, E \) appear together, the deep model will generate an additional interaction utility \( I(S = \{A, B, E\}) = 2.1 \) to the output. The absence of any variable in \( S = \{A, B, E\} \) will remove the interaction utility. Then, we obtain the following conclusions.

1. We can use the interaction utility to evaluate the objectiveness of the explainer model. For each interaction pattern \( S \subseteq N \), if its interaction utility \( I_S(S) \) encoded by the explainer model does not equal to its utility \( I(S) \) encoded by the deep model, then the explainer model does not satisfy the objectiveness mentioned above.

2. We can directly consider interaction patterns decomposed from the model output as a set of underlying reasons to explain the inference of the deep model.

Conciseness. Beyond the objectiveness, the explanation is supposed to be concise enough for people to understand. The above explanation consists of \( 2^n \) interaction patterns, which is quite complex. Therefore, we develop the following three techniques to further simplify the explanation.

1. Boosting sparsity. We find that the \( 2^n \) interaction patterns are actually sparse. Only a few patterns have significant effects on the model output with large values of \( |I(S)| \), namely salient patterns. Other patterns have little effects with small values of \( |I(S)| \), namely noisy patterns. Therefore, we can just choose salient patterns with large \( |I(S)| \) to approximately explain the model output, and ignore noisy ones. Furthermore, we can boost the sparsity of salient patterns by learning baseline values, so as to further simplify the explanation. Here, baseline values are used to represent the absence states of input variables, which are used in the computation of \( I(S) \).

2. Learning hierarchy. We transform the above interaction-based explanation into an And-Or graph (AOG) with a deep hierarchy. The AOG combines variables, which frequently co-appear in different interaction patterns, to construct a single node in the AOG, thereby simplifying the explanation.

3. Adversarial training. Moreover, we discover that adversarial training \( (\text{Madry et al., 2018}) \) makes the deep model encode more sparse interaction patterns than standard training.

Discussion about the trustworthiness of the AOG explainer. First, the interaction utility based on the Harsanyi dividend is proved to be compositional elements in other classical metrics for attributions and interactions \( (\text{Shapley, 1953}) \). Grabisch & Roubens \( (1999) \) Sundararajan et al. \( (2020) \). Second, our interaction utility is proved to satisfy seven axioms. Third, strictly speaking, the fully objective explanation consists of \( 2^n \) interaction patterns. Thus, there is a trade-off between the explanation conciseness and the explanation accuracy. To achieve scientific rigour, we can quantify the limitation of the AOG explainer, i.e. measuring the ratio of components of the model output that cannot be explained by the AOG.

Contributions of this paper can be summarized as follows: (1) We define two types of objectiveness of an explainer model in game theory. (2) We develop an axiomatic, hierarchical, and symbolic AOG to objectively explain the internal logic of a deep model. Furthermore, we propose three techniques to simplify the explanation. (3) We prove the objectiveness and trustworthiness of the AOG explainer in both theory and practice. In particular, the interaction utility used in this paper is proved to have strong connections with other classical game-theoretic attribution/interaction metrics.
2 Related Works

Explanations for deep models. Many explanation methods have been proposed to explain the knowledge learned by deep models. The typical explanation methods include the visualization of features learned by the DNN (Simonyan et al., 2013; Zeiler & Fergus, 2014; Yosinski et al., 2015; Dosovitskiy & Brox, 2016), and the estimation of the pixel-wise attribution/saliency/importance of input samples (Ribeiro et al., 2016; Lundberg & Lee, 2017; Fong & Vedaldi, 2017; Zhou et al., 2015; Selvaraju et al., 2017).

Beyond the above pixel-wise visualization and attribution, some studies explain the logic encoded by a deep model by transforming its feature representations into an interpretable symbolic model. Vaughan et al. (2018); Tan et al. (2018) learned an explainable additive model from a pre-trained DNN via knowledge distillation. Frosst & Hinton (2017); Che et al. (2016); Wu et al. (2018) distilled feature representations of a DNN into tree structures. Zhang et al. (2018) built an explanatory graph to explain the And-Or grammar (Song et al., 2013) between visual concepts learned by a DNN. In fact, the And-Or grammar was also used to learn an interpretable AOGNet (Li et al., 2019).

However, the above previous explainer models were mainly learned to fit the model output, but there is no principle to make the explainer objectively illustrate the actual logic of the deep model. This may raise the risk of incorrect explanations in unusual samples. In this study, we first define the objectiveness of an explainer model, and further theoretically prove the objectiveness of the AOG explainer.

Interactions. Many studies focus on interactions between input variables learned by deep models in recent years (Sorokina et al., 2008; Murdoch et al., 2018; Singh et al., 2018; Jin et al., 2019; Janizek et al., 2020). In game theory, Grabisch & Roubens (1999) first proposed the Shapley interaction index, and this index was used by Lundberg et al. (2018) to analyze tree ensembles. Sundararajan et al. (2020) defined the Shapley-Taylor interaction index based on the Shapley value (Shapley, 1953). In this paper, we use the Harsanyi dividend (Harsanyi, 1963) to measure the utility of interactions between input variables. This interaction metric has a strong connection to (Grabisch & Roubens, 1999), but satisfies the efficiency axiom. The efficiency axiom enables our interaction metric to be used to decompose the model output.

3 Method

3.1 Decomposing the Output of a Deep Model

As the theoretical foundation of the objectiveness metric for explanations, let us first introduce how to decompose the output score of a deep model into the sum of utilities of interaction patterns. Given an input sample \( x \) with \( n \) input variables (e.g., a sentence with \( n \) words) \( N = \{1, 2, \ldots, n\} \) and a pre-trained deep model \( v(\cdot) \), \( v(N) \) denotes the output score of the model w.r.t. the entire input \( N \). In a deep model, input variables do not contribute to the output score individually. Instead, they interact with each other. Let \( I(S) \) denote the numerical utility of the interaction between variables in the subset \( S \subseteq N \). Let us take a model learned for sentiment classification and the input sentence “Hi, sit down and take it easy” for example. If we add the word “easy” and obtain the sentence “Hi, sit down and take it easy,” then the co-appearing of “take it easy” will significantly increase the output score of the “positive” sentiment, and the score increase is referred to as the interaction utility \( I(S = \{\text{take, it, easy}\}) \). Therefore, we consider the interaction between words in the subset \( S \) has a positive interaction utility \( I(S) > 0 \) on the output score, and we call \( S \) a positive interaction pattern. The absence of any word in \( S \) will destroy the interaction between words in \( S \), thereby removing its utility \( I(S) \). Similarly, if \( I(S) < 0 \), \( S \) is referred to as a negative interaction pattern. If \( I(S) \) approximates 0, it means that variables in \( S \) have no interactions.

Fortunately, we discover that we can decompose the output score \( v(N) \) of a deep model into the sum of interaction utilities \( I(S) \) (as shown in Figure 2 (left)), when we use the Harsanyi dividend (Harsanyi, 1963) to quantify the interaction utility.

\[
v(N) = \sum_{S \subseteq N} I(S), \quad \text{s.t.} \quad I(S) \overset{\text{def}}{=} \sum_{L \subseteq S} (-1)^{|S| - |L|} \cdot v(L)
\] (1)
The output score of the model $v(S)$ can be decomposed into the sum of marginal utilities of interactions between input variables in $S$, $\{I(L) | L \subseteq S\}$. The interaction utility $I(S)$, $|S| = m$, is fairly assigned to the $m$ variables in $S$ in the computation of Shapley values.

where $v(S)$ denotes the output score of the model when only variables in $S$ are given. In particular, $I(\emptyset) = v(\emptyset)$. In the computation of $v(S)$, variables out of $S$ are usually replaced by their baseline values to represent their absence. Computational details will be introduced in Section 3.3.

In this way, we can understand the Harsanyi dividend to measure the marginal utility of the interaction between input variables in $S$, when we remove interaction utilities of all smaller subsets of variables in $S$, $\{I(L) | L \subseteq S\}$. In the aforementioned sentence “Hi, sit down and take it easy,” the interaction utility of the pattern $S = \{\text{take, it, easy}\}$ is defined as $I(\{\text{take, it, easy}\}) = v(\{\text{take, it, easy}\}) - I(\emptyset) - I(\{\text{take}\}) - I(\{\text{it}\}) - I(\{\text{easy}\}) - I(\{\text{take, it}\}) - I(\{\text{take, easy}\}) - I(\{\text{it, easy}\})$.

**Axioms and theorems.** In this paper, we further prove that the interaction utility based on the Harsanyi dividend satisfies the following desirable axioms, which enhance the trustworthiness of this metric. Except for the efficiency axiom, detailed proofs of other axioms are shown in Appendix A.

1. **Efficiency axiom** (proved by Harsanyi [1963]). The output score of a model can be decomposed into interaction utilities of different patterns, i.e. $v(N) = \sum_{S \subseteq N} I(S)$.
2. **Linearity axiom.** If we merge output scores of two models $u$ and $v$ as the output of model $u$, i.e. $\forall S \subseteq N, u(S) = w(S) + v(S)$, then their interaction utilities $I_u(S)$ and $I_w(S)$ can also be merged as $\forall S \subseteq N, I_u(S) = I_v(S) + I_w(S)$.
3. **Dummy axiom.** If a variable $i \in N$ is a dummy variable, i.e. $\forall S \subseteq N \setminus \{i\}, v(S \cup \{i\}) = v(S) + v(\{i\})$, then it has no interaction with other variables, $\forall S \subseteq N \setminus \{i\}, I(S \cup \{i\}) = 0$.
4. **Symmetry axiom.** If input variables $i, j \in N$ cooperate with other variables in the same way, $\forall S \subseteq N \setminus \{i, j\}, v(S \cup \{i\}) = v(S \cup \{j\})$, then they have same interaction utilities with other variables, $\forall S \subseteq N \setminus \{i, j\}, I(S \cup \{i\}) = I(S \cup \{j\})$.
5. **Anonymity axiom.** For any permutations $\pi$ on $N$, we have $\forall S \subseteq N, I_{\pi}(S) = I_{\pi}(\pi S)$, where $\pi S \triangleq \{\pi(i) | i \in S\}$, and the new model $\pi v$ is defined by $(\pi v)(\pi S) = v(S)$. This indicates that interaction utilities are not changed by permutation.
6. **Recursive axiom.** The interaction utilities can be computed recursively. For $i \in N$ and $S \subseteq N \setminus \{i\}$, the interaction utility of the pattern $S \cup \{i\}$ is equal to the interaction utility of $S$ with the presence of $i$ minus the interaction utility of $S$ with the absence of $i$, i.e. $\forall S \subseteq N \setminus \{i\}, I(S \cup \{i\}) = I(S|i) \text{ is always present} - I(S).$ I(S|i) \text{ is always present} denotes the interaction utility when the variable $i$ is always present as a constant context, i.e. $I(S|i) \text{ is always present} = \sum_{L \subseteq S} (-1)^{|S|-|L|} v(L \cup \{i\})$.
7. **Interaction distribution axiom.** This axiom characterizes how interactions are distributed for “interaction functions” (Sundararajan et al. 2020). An interaction function $v_T$ parameterized by a context $T$ satisfies $\forall S \subseteq N, \text{if } T \subseteq S, v_T(S) = c_\text{; otherwise, } v_T(S) = 0$. Then, we have $I(T) = c$, and $\forall S \neq T, I(S) = 0$.

Furthermore, we have also proven that the interaction utility $I(S)$ can explain the elementary mechanism of existing game-theoretic attributions/interactions, and $I(S)$ is equivalent to an existing interaction metric in some cases.

**Theorem 3.1** (Connection to the Shapley value, proved by Harsanyi [1963]). Let $\phi(i)$ denote the Shapley value (Shapley [1953]) of an input variable $i$. Then, its Shapley value can be represented as the weighted sum of interaction utilities, i.e. $\phi(i) = \sum_{S \subseteq N \setminus \{i\}} \frac{1}{|S|+1} I(S \cup \{i\})$. In other words, the utility of an interaction pattern with $m$ variables should be equally assigned to the $m$ variables in the computation of Shapley values.
Figure 3: Knowledge distillation cannot ensure the objectiveness of the student model, because the student model and the trained teacher model use different image regions to compute features. The first row shows the Grad-CAM attention (Selvaraju et al., 2017) of the teacher model. The second row shows the Grad-CAM attention of the student model.

This theorem also proves that the Shapley value is a fair assignment of attributions from the perspective of Harsanyi dividend, as shown in Figure 2 (right). We also conducted experiments to compute the cosine similarity between the accurate Shapley value $\phi(i)$ and the estimated Shapley value $\tilde{\phi}(i) = \sum_{S \in \mathcal{N} \setminus \{i\}} \frac{1}{|S|} I(S \cup \{i\})$ in Figure 8, when we used different numbers of patterns $S$. The result in Figure 8 shows that the Harsanyi dividend can accurately approximate the Shapley value.

**Theorem 3.2** (Connection to the marginal benefit, proved in Appendix A.2). $\Delta v_T(S) = \sum_{i \in T} (-1)^{|T-1|} v(L \cup S)$ denotes the marginal benefit (Grabisch & Roubens, 1999) of variables in $T \subseteq N \setminus S$ given the environment $S$. We have proven that $\Delta v_T(S)$ can be decomposed into the sum of interaction utilities inside $T$ and sub-environments of $S$, i.e. $\Delta v_T(S) = \sum_{S' \subset S} I(T \cup S')$.

**Theorem 3.3** (Connection to the Shapley interaction index, proved in Appendix A.2). Given a subset of input variables $T \subseteq N$, $I_{\text{Shapley}}(T) = \sum_{S \subseteq N \setminus T} \frac{|S|!}{(|S|+1)!} I(S \cup T)$ denotes the Shapley interaction index (Grabisch & Roubens, 1999) of $T$. We have proven that the Shapley interaction index can be represented as the weighted sum of utilities of interaction patterns, $I_{\text{Shapley}}(T) = \sum_{S \subseteq N \setminus T} |S| \cdot I(S \cup T)$. This metric treats the coalition of variables in $T$ as a single variable, and thus uniformly allocates the attribution $I(S \cup T)$ to all variables including $T$.

**Theorem 3.4** (Connection to the Shapley Taylor interaction index, proved in Appendix A.2). Given a subset of input variables $T \subseteq N$, let $I_{\text{Shapley-Taylor}}(T)$ denote the Shapley Taylor interaction index (Sundararajan et al., 2020) of order $k$ for $T$. We have proven that the Shapley Taylor interaction index can be represented as the weighted sum of interaction utilities, i.e. $I_{\text{Shapley-Taylor}}(T) = I(T)$ if $|T| < k$; $I_{\text{Shapley-Taylor}}(T) = \sum_{S \subseteq N \setminus T} \left( \frac{1}{|T|+1} \right)^k I(S \cup T)$ if $|T| = k$; and $I_{\text{Shapley-Taylor}}(T) = 0$ if $|T| > k$.

### 3.2 Objectiveness of explanations

**Lack of objectiveness of previous explainer models.** Previous studies have proposed some symbolic explainer models to explain black-box models, especially explaining DNNs (Krishnan et al., 1999; Che et al., 2016; Wu et al., 2018). Most explainer models lack of theoretical support for their objectiveness, thereby hurting the trustworthiness of such explainer models. For example, some methods used knowledge distillation (Hinton et al., 2015) to transform a pre-trained DNN into another explainer model (Che et al., 2016; Frosts & Hinton, 2017; Tan et al., 2018). However, as Figure 3 shows, knowledge distillation cannot ensure that the student model exhibits the same logic as the teacher model. We distilled the output before the softmax of a pre-trained VGG-11 (Simonyan & Zisserman, 2014) into another VGG-11 on the CIFAR-10 dataset (Krizhevsky et al., 2009). The result shows that although the student DNN had similar outputs with the teacher DNN, their attention computed by Grad-CAM (Selvaraju et al., 2017) was significantly different. Therefore, knowledge distillation cannot ensure the student model represents the internal logic of the teacher model, making the student model a non-objective explainer of the teacher model. Just like the explainer models learned based on knowledge distillation, explainer models based on clustering (Zhang et al., 2018) also cannot guarantee the objectiveness.

**Definition of objectiveness.** Therefore, we define the following two types of objectiveness, in order to ensure that the explainer model objectively illustrates the true logic used by the deep model for inference, and provides a trustworthy explanation to people.

**Definition 1** (Objectiveness over arbitrary samples). $\forall x \in \mathbb{R}^n$, $g(N|x) = v(N|x)$. 

This definition guarantees the explainer model $g(\cdot)$ always generates the same output as the pre-trained model $v(\cdot)$ for any input $x$, including both normal samples and out-of-distribution (OOD) samples. $g(N|x)$ and $v(N|x)$ denote output scores of the explainer model and the deep model given all input variables in the sample $x$, respectively. From this perspective, the distillation-based explanation can only ensure the explainer model to have the same outputs as the deep model on training samples, but cannot mimic the deep model in all arbitrary samples, including OOD samples.

**Understanding patterns as symbolic reasons.** Based on Definition 1, we further define and derive the sample-wise objectiveness of explanations from the perspective of symbolic reasoning. *I.e.* the explainer model should use the same reasons for inference as the deep model. Before this, let us first introduce how to understand interaction patterns as symbolic reasons for inference. For example, given an input sentence “*sit down and take it easy,*” the model output can be decomposed as $v(\{\text{sit}, \text{down}, \text{and}, \text{take, it, easy}\}) = I(\{\text{sit}\}) + I(\{\text{sit, down}\}) + I(\{\text{sit, take}\}) + I(\{\text{and}\}) + I(\{\text{take, it}\}) + I(\{\text{take, it, easy}\}) + \ldots$. The model considers the sentiment of this sentence positive because of the large positive utility of the pattern $I(\{\text{take, it, easy}\})$, which represents the AND relationship between words. The absence of any word in the pattern will deactivate this interaction. Therefore, the pattern $\{\text{take, it, easy}\}$ is considered as a symbolic explanation for the underlying reason of the deep model’s inference.

**Definition 2** (Sample-wise objectiveness of symbolic reasoning). Given a certain input sample $x \in \mathbb{R}^n$, $\forall S \subseteq N$, $g(S|x) = v(S|x)$, where $g(S|x)$ and $v(S|x)$ denote output scores of the explainer model and the deep model when only partial variables of the sample $x$ in the subset $S$ are input to the model. Variables out of $S$ are masked by their baseline values to represent their absence, which will be introduced in Section 3.3.

**Corollary 1 (proved in Appendix B).** If an explainer model $g$ satisfies Definition 2, then given an input sample $x \in \mathbb{R}^n$, $\forall S \subseteq N$, $I_g(S|x) = I_v(S|x)$. $I_g(S|x)$ and $I_v(S|x)$ denote interaction utilities of $S$ in the explainer model and the explained model, respectively.

Corollary 1 is derived from Definition 2, and Definition 2 is actually a necessary condition of Definition 1 (proofs in Appendix B). Definition 2 mainly focuses on the objectiveness of the explanation on a single input sample. Corollary 1 further shows that the explainer model is supposed not only to generate the same output as the deep model, but also to use the same underlying reasons. According to Equation 1 $v(N|x) = \sum_{S \subseteq N} I(S|x)$, we can consider these interaction utilities $I(S|x)$ as underlying reasons for the inference of the deep model. Thus, Corollary 1 ensures that the reasons used by the explainer model are the same as the reasons used by the deep model.

### 3.3 Constructing the Hierarchical and Symbolic And-Or Graph

**And-Sum relationship between input variables.** The decomposition of the model output in Equation 1, i.e. $v(N) = \sum_{S \subseteq N} I(S)$, explains the deep model as an And-Sum representation. Each interaction utility $I(S)$ represents an AND relationship between variables in $S$. For example, in Figure 1 for the pattern $S = \{A, B, E\}$, when all variables $A, B, E$ appear together in the input, the utility $I(S)$ will be added to the model output. Otherwise, the absence of any variable $i \in S$ will remove the interaction utility $I(S)$ from the model output. The SUM relationship refers to that all utilities $I(S)$ of all interaction patterns add up to the model output $v(N)$.

**Learning baseline values to obtain concise explanations.** The above And-Sum representation is the sum of $2^n - 1$ interaction patterns and a constant bias $I(\emptyset)$, which is too complex for people to understand. Among all $2^n - 1$ patterns, most of them have little influence on the model output with small absolute values $|I(S)|$, namely noisy patterns. A few patterns have large impacts on the model output with large absolute values $|I(S)|$, namely salient patterns. The sparsity of salient patterns enables us to only use salient patterns to approximate the model output as $v(N) \approx \sum_{S \in \Omega^{salient}} I(S)$, which ensures the conciseness of the explanation. $\Omega^{salient}$ denotes the set of salient patterns.

In fact, the sparsity of salient patterns does not only depend on the deep model itself, but it is also determined by the choice of baseline values. In this way, we can further boost the sparsity of salient patterns by learning baseline values, in order to enhance the conciseness of the explanation. Specifically, according to Equation 1 $I(S) = \sum_{L \subseteq S} \sum_{|L|} (-1)^{|S| - |L|} \cdot v(L)$, where $v(L)$ is the model output when only variables in $L$ are given. In this case, input variables out of $L$ are masked by their
baseline values (or called reference values) to represent the absence of these variables, as follows.

\[
v(L) = \text{model}(x^\text{mask}), \quad x^\text{mask} = \begin{cases} x_i, & i \in L \\ r_i, & i \in N \setminus L \end{cases}
\]

where \(r_i\) denotes the baseline value of the \(i\)-th input variable. \(r = [r_1, r_2, \ldots, r_n]\). Therefore, we minimize the following loss to learn baseline values that maximize the sparsity of salient patterns.

\[
\text{Loss}(r) = \sum_{S \in \Omega^\text{all} \setminus \Omega^\text{salient}} |I(S)|
\]

where \(\Omega^\text{all} = 2^N = \{S|S \subseteq N\}\) denotes the set of all interaction patterns.

**Ratio of the explained utilities \(R_k\).** Considering the sparsity of salient patterns, we only use salient patterns with the top-\(k\) largest absolute values \(|I(S)|\), denoted by \(\Omega^\text{salient}_k\), to approximately explain the output of the deep model. In this way, the ratio of the explained interaction utilities to the overall model output can be quantified \(R_k\) as follows.

\[
R_k = \frac{\sum_{S \in \Omega^\text{salient}_k} |I(S)|}{\sum_{S \in \Omega^\text{salient}_k} |I(S)| + \Delta}
\]

Instead of computationally expensive enumeration of all interaction patterns (e.g. the metric in Appendix [H]), we compute \(\Delta = v(N) - v(\emptyset) - \sum_{S \in \Omega^\text{salient}} I(S)\) to denote utilities of the unexplained patterns to save the computational cost. Appendix [H] shows another metric for the explained utilities.

**Transforming the And-Sum representation into a hierarchical And-Or Graph (AOG).** In fact, the above And-Sum representation can be further transformed into a deep hierarchical AOG to make the explanation more concise. Actually, we can consider the And-Sum representation as a three-layer AOG. Then, we summarize common coalitions of input variables shared by different AND nodes to construct a deeper AOG. Figure 1 (left) shows an example of the three-layer And-Sum representation (AOG). At the bottom layer, there are \(n\) leaf nodes representing \(n\) variables of the input sample. The second layer of the AOG has multiple AND nodes, each representing the AND relationship between its child nodes. The node \(ABE\) indicates the AND relationship between its child nodes \(A, B,\) and \(E\), i.e. the interaction pattern \(S = \{A, B, E\}\). Its interaction utility \(I(A,B,E) = 2.1\) is labeled on the top of the node. The root node is a noisy OR node (as discussed in [Li et al., 2019]), which sums up utilities of all its child AND nodes to mimic the model output, i.e. output = \(\sum_{S \in \Omega^\text{salient}_k} I(S)\).

Furthermore, we extract common coalitions shared by different interaction patterns as single nodes to simplify the AOG. In Figure 1, input variables \(A, B\) frequently co-appear in different salient interaction patterns. Thus, we consider \(A, B\) as a coalition and add a single AND node \(\alpha = \{A, B\}\) to represent their co-appearing. Therefore, the pattern \(\{A, B, E\}\) is simplified as \(\{\alpha, E\}\).

The extraction of common coalitions of input variables is guided by the minimum description length (MDL) principle ([Hansen & Yu, 2001]). Given an AOG \(g\) and input variables \(N\), let \(M = N \cup \Omega^\text{coalition}\) denote the set of all terminal nodes and AND nodes in the bottom two layers (e.g. \(M = N \cup \Omega^\text{coalition} = \{A, B, C, D, E\} \cup \{\alpha, \beta, \gamma\}\) in Figure 1 (right)). The MDL principle can be formulated as follows.

\[
L(g, M) = \frac{L(M)}{\text{length of describing the set of nodes } M} + \frac{L_M(g)}{\text{length of using nodes in } M \text{ to describe interaction patterns in } g}
\]

The first term \(L(M) = -\lambda \sum_{m \in M} p(m) \log p(m)\) represents the description length of the set of nodes \(M\), where \(\forall m \in M, p(m) = \text{count}(m)/\sum_{m' \in M} \text{count}(m')\) s.t. \(\text{count}(m) = \sum_{S \in \Omega^\text{salient}_k} I(S)|I(S)|\), \(p(m)\) measures the probability of the node \(m\) appearing in salient interaction patterns. \(\Omega^\text{salient}_k\) denotes the set of top-\(k\) salient patterns which are represented using all nodes in \(M\). \(\Omega^\text{salient}_k\) needs to be updated when we insert a new AND node into \(M\). \(\lambda = 10/\text{Z}\) is a scalar weight, where \(Z = \sum_{S \in \Omega^\text{salient}_k} I(S)\).

The second term \(L_M(g) = -E_{S \in \Omega^g} |S| \cdot \sum_{m \in S} \log p(m)\) represents the length of describing salient interaction patterns using nodes in \(M\). The appearing probability of the interaction pattern \(S\) in the AOG \(g\) is sampled as \(p(S|g) \propto |I(S)|\). The loss \(L(g, M)\) can be minimized via the greedy strategy to extract common coalitions of input variables by following ([Hansen & Yu, 2001]). Please see Appendix [C] for more discussions.
Almost lawyer no lawyer almost could lawyer could that question (a) output 𝑔(𝑉) = 15.62, grammatically correct, 𝑅_𝑖 = 98.1%.

Almost lawyer no lawyer almost could lawyer could that question (b) output 𝑔(𝑉) = 24.08, positive sentiment, 𝑅_𝑖 = 95.7%

Figure 4: Examples of the AOG extracted from the CNN trained on (a) the CoLA dataset and (b) the SST-2 dataset, respectively. The red color of nodes in the second layer indicates interaction patterns with positive utilities, while the blue color represents patterns with negative utilities. Red edges indicate the parse graph of an interaction pattern.

Table 1: IoU on the synthesized datasets. Our method correctly extracted salient interaction patterns.

| Dataset                          | Model                  | Average IoU |
|----------------------------------|------------------------|-------------|
| Addition-Multiplication dataset  | MLP-5                  | 0.9761      |
| [Zhang et al., 2021]             | MLP-5                  | 0.9787      |
| Dataset in [Ren et al., 2021]    | ResMLP-5               | 0.9875      |
| Manually labeled And-Or dataset  | ResMLP-5               | 0.9875      |
| Re-labeled TV news dataset       | ResMLP-5               | 0.9819      |
| [Dua & Graff, 2017]              |                        |             |

Table 2: Jaccard similarity between two models. Two adversarially trained models were more similar than two normally trained models.

|                        | Model          |  |                      |                           |                      |                      |                      |                      |
|------------------------|----------------|---|----------------------|---------------------------|----------------------|----------------------|----------------------|----------------------|
|                        |                |   | TV news census bike  |                           |                      |                      |                      |                      |
| MLP-2                  | normal adversarial | 0.3965 | 0.4019 | 0.6109 | 0.6292 | - |
| MLP-5                  | normal adversarial | 0.3664 | 0.2482 | 0.3816 | 0.4074 | 0.4741 |                      |
| ResMLP-5               | normal adversarial | 0.3480 | 0.2764 | 0.3992 | 0.3664 | 0.2482 | 0.3816 | 0.4074 | 0.4741 | 0.5731 | 0.4489 | 0.4491 |

4 EXPERIMENTS

Datasets and models. We focused on both tasks of natural language processing and the classification/regression task based on tabular datasets. For the natural language processing, we explained LSTMs [Hochreiter & Schmidhuber, 1997] and CNNs used in [Rakhlin, 2016]. Each model was trained for the sentiment prediction on the SST-2 dataset [Socher et al., 2013] and trained for the linguistic acceptability classification on the CoLA dataset [Warstadt et al., 2019], respectively. The tabular datasets included the UCI census income dataset [Dua & Graff, 2017], the UCI bike sharing dataset [Fanaee-T & Gama, 2013], and the UCI TV news channel commercial detection dataset [Dua & Graff, 2017]. These datasets were termed census, bike, and TV news for simplicity. Each tabular dataset was trained on MLPs, LightGBM [Ke et al., 2017], and XGBoost [Chen & Guestrin, 2016], and we explained these models. For MLPs, we used two-layer MLPs (namely MLP-2) and five-layer MLPs (namely MLP-5), where each layer contained 100 neurons. Besides, we added a skip-connection to each layer of the MLP-5 to build the residual-MLP (namely ResMLP-5). Please see Appendix D.1 for more discussions. Figure 4 shows examples of the AOG generated by our method on CNNs trained on the SST-2 dataset and the CoLA dataset. Please see Appendix C.1 for the visualization of more AOGs.

Intersection over union (IoU) between the extracted salient patterns and ground-truth patterns. In this experiment, we evaluated whether the extracted salient interaction patterns correctly reflected the interaction in the model. However, for most datasets, people could not annotate the ground-truth patterns learned by deep models, as discussed in [Zhang et al., 2021]. To this end, we used the following functions and datasets with ground-truth interaction patterns for evaluation. The first two datasets were the Addition-Multiplication dataset [Zhang et al., 2021] and the dataset proposed in [Ren et al., 2021]. The third dataset was extended from the TV news dataset [Dua & Graff, 2017]. In order to construct ground-truth interaction patterns, we re-labeled samples in this dataset following a set of pre-defined And-Or functions, namely the re-labeled TV news dataset. Besides, we also labeled samples from the Gaussian distribution based on the same set of And-Or functions, namely the manually labeled And-Or dataset. Please see Appendix D.2 for more details. Then, we learned MLP-5 and ResMLP-5 based on the two And-Or datasets.

Given a model and an input sample, let \( k \) denote the number of ground-truth patterns \( \Omega^\text{truth} \), which has been labeled in the dataset. Then, for a fair comparison, we also extracted the top-\( k \) salient patterns \( \Omega^\text{salient}_\text{top-k} \) from the model. We measured the IoU between \( \Omega^\text{truth} \) and \( \Omega^\text{salient}_\text{top-k} \) as

\[
\text{IoU} = \frac{|\Omega^\text{salient}_\text{top-k} \cap \Omega^\text{truth}|}{|\Omega^\text{salient}_\text{top-k} \cup \Omega^\text{truth}|}
\]
1. Objectiveness of the AOG explainer. We also proposed a metric to evaluate the objectiveness of explainer models according to the definition in Section 3.2. We compared the AOG explainer with seven baseline explanation methods, including distillation-based explainer models and attribution-based explanations. The AOG explainer exhibited much stronger objectiveness than baseline explanation methods. Please see Appendix E for detailed metrics and experiments.

2. Ratio of the explained utilities $R_k$. As discussed in Section 3.3, we just used salient interaction patterns with top-$k$ absolute values $|I(S)|$ to approximate the model output. Figure 5 (a) shows the relationship between $k$ and the ratio of the explained utilities $R_k$ in different models based on the TV news dataset. When we used a few interaction patterns, we could explain most utilities of interaction patterns to the model output. Figure 5 (b,c) shows that the node number and the edge number of the AOG increased along with the increase of $R_k$. Please see Appendix G.2 for results on other datasets.

3. Effects of baseline values on the conciseness of explanations. In this experiment, we explored whether the learning of baseline values in Section 3.3 could boost the sparsity of salient patterns. To this end, we followed Dabkowski & Gal [2017] to initialize baseline values of input variables as their mean values over different samples. Then, we learned baseline values via Equation (3). Figure 6 shows the histogram of the interaction strength $|I(S)| \div \max_{S' \subseteq N} |I(S')|$, which was re-scaled to the range of $[0, 1]$. Compared with mean baseline values, the learned baseline values usually generated fewer salient interaction patterns with more significant strength. Thus, the learned baseline values boosted the sparsity of salient interaction patterns and enhanced the conciseness of explanations. In this experiment, we used MLP-5 and computed the re-scaled strengths of interaction patterns with training samples in the TV news dataset. Please see Appendix I for more experimental results.

4. Effects of adversarial training. In this experiment, we learned MLP-2, MLP-5, and ResMLP-5 on the TV news dataset via adversarial training (Madry et al. [2018]). Figure 5 (a) shows that compared with the normally trained model, we could use less salient patterns (smaller $k$) to explain the same ratio of interaction utilities $R_k$ in the adversarially trained model. Moreover, Figure 5 (b,c) also shows that AOGs corresponding to adversarially trained models were less complex than AOGs corresponding to normally trained models. This indicated that adversarial training made models encode more sparse interaction patterns than normal training.

Besides, adversarial training also made different models encode common patterns. To this end, we trained different pairs of MLP-2, MLP-5, and ResMLP-5 models with the same architecture but using different initial parameters. Given the same input, we measured the Jaccard similarity coefficient between interaction utilities of each pair of models, in order to examine whether the two models encoded similar interaction patterns. Let $I_{\text{model}}$ and $I'_{\text{model}}$ denote the interaction utilities of these two models. The Jaccard similarity coefficient was computed as $J = \frac{\sum_{S \subseteq N} \min(|I_{\text{model}}(S)|, |I'_{\text{model}}(S)|)}{\sum_{S \subseteq N} \max(|I_{\text{model}}(S)|, |I'_{\text{model}}(S)|)}$. Table 2 shows that the Jaccard similarity between two adversarially trained models was significantly higher than the Jaccard similarity between two normally trained models. This indicated that adversarial training made different models encode common interaction patterns for inference.
5 Conclusion

In this paper, we define the objectiveness of an explainer model in game theory, and develop a hierarchical and symbolic And-Or graph (AOG) to explain the deep model. We theoretically prove and experimentally verify the objectiveness and trustworthiness of the AOG explainer. Furthermore, we propose several techniques to boost the conciseness of the explanation. Besides, we discover that adversarial training usually makes different models learn simple and similar interactions.
Reproducibility Statement. Most work in this research is to theoretically derive the AOG representation for the deep model. Therefore, there is no problem with the reproducibility. Appendix A and Appendix B provide proofs for all theoretical results in the paper. Besides, the implementation of MDL is just an engineering module. We have discussed all experimental details about datasets, models, and the implementation of MDL in Section 3 and Appendix D which ensure the reproducibility. Furthermore, we will release the code of building the AOG when the paper is accepted.
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A PROOFS OF AXIOMS AND THEOREMS OF THE INTERACTION UTILITY

A.1 PROOFS OF AXIOMS

In this section, we prove that the interaction utility $I(S)$ satisfies the efficiency, linearity, dummy, symmetry, anonymity, recursive, and interaction distribution axioms.

(1) Efficiency axiom. The output score of a model can be decomposed into interaction utilities inside different patterns, i.e. $v(N) = \sum_{S \subseteq N} I(S)$.

Proof: According to the definition of the interaction utility, we have

$$\sum_{S \subseteq N} I(S) = \sum_{S \subseteq N} \sum_{L \subseteq S} (-1)^{|S|-|L|} v(L)$$

$$= \sum_{L \subseteq N} \sum_{S \subseteq N, S \supseteq L} (-1)^{|S|-|L|} v(L)$$

$$= \sum_{L \subseteq N} \sum_{n \geq |L|} \sum_{S \subseteq N, S \supseteq L} (-1)^{n-|L|} v(L)$$

$$= \sum_{L \subseteq N} v(L) \sum_{m=0}^{n-|L|} \frac{n-|L|}{m} (-1)^m = v(N)$$

(2) Linearity axiom. If we merge output scores of two models $w$ and $v$ as the output of model $u$, $\forall S \subseteq N$, i.e. $u(S) = w(S) + v(S)$, then their interaction utilities $I_v(S)$ and $I_w(S)$ can also be merged as $\forall S \subseteq N, I_u(S) = I_v(S) + I_w(S)$.

Proof: According to the definition of the interaction utility, we have

$$I_u(S) = \sum_{L \subseteq S} (-1)^{|S|-|L|} u(S)$$

$$= \sum_{L \subseteq S} (-1)^{|S|-|L|} [v(S) + w(S)]$$

$$= \sum_{L \subseteq S} (-1)^{|S|-|L|} v(S) + \sum_{L \subseteq S} (-1)^{|S|-|L|} w(S)$$

$$= I_v(S) + I_w(S).$$

(3) Dummy axiom. If a variable $i \in N$ is a dummy variable, i.e. $\forall S \subseteq N \setminus \{i\}, v(S \cup \{i\}) = v(S) + v(\{i\})$, then it has no interactions with other variables, $\forall S \subseteq N \setminus \{i\}, I(S \cup \{i\}) = 0$.

Proof: According to the definition of the interaction utility, we have

$$I(S \cup \{i\}) = \sum_{L \subseteq S \cup \{i\}} (-1)^{|S|-|L|} v(L)$$

$$= \sum_{L \subseteq S} (-1)^{|S|+1-|L|} v(L) + \sum_{L \subseteq S} (-1)^{|S|-|L|} v(L \cup \{i\})$$

$$= \sum_{L \subseteq S} (-1)^{|S|+1-|L|} v(L) + \sum_{L \subseteq S} (-1)^{|S|-|L|} [v(S) + v(\{i\})]$$

$$= \sum_{L \subseteq S} (-1)^{|S|-|L|} \cdot v(\{i\})$$

$$= 0.$$  

(4) Symmetry axiom. If input variables $i, j \in N$ cooperate with other variables in the same way, $\forall S \subseteq N \setminus \{i, j\}, v(S \cup \{i\}) = v(S \cup \{j\})$, then they have same interaction utilities with other variables, $\forall S \subseteq N \setminus \{i, j\}, I(S \cup \{i\}) = I(S \cup \{j\})$. 

$$I(S \cup \{i\}) = \sum_{L \subseteq S \cup \{i\}} (-1)^{|S|-|L|} v(L)$$

$$= \sum_{L \subseteq S} (-1)^{|S|+1-|L|} v(L) + \sum_{L \subseteq S} (-1)^{|S|-|L|} v(L \cup \{i\})$$

$$= \sum_{L \subseteq S} (-1)^{|S|+1-|L|} v(L) + \sum_{L \subseteq S} (-1)^{|S|-|L|} [v(S) + v(\{i\})]$$

$$= \sum_{L \subseteq S} (-1)^{|S|-|L|} \cdot v(\{i\})$$

$$= 0.$$  

$$I(S \cup \{j\}) = \sum_{L \subseteq S \cup \{j\}} (-1)^{|S|-|L|} v(L)$$

$$= \sum_{L \subseteq S} (-1)^{|S|+1-|L|} v(L) + \sum_{L \subseteq S} (-1)^{|S|-|L|} v(L \cup \{j\})$$

$$= \sum_{L \subseteq S} (-1)^{|S|+1-|L|} v(L) + \sum_{L \subseteq S} (-1)^{|S|-|L|} [v(S) + v(\{j\})]$$

$$= \sum_{L \subseteq S} (-1)^{|S|-|L|} \cdot v(\{j\})$$

$$= 0.$$  

$$I(S \cup \{i\}) = I(S \cup \{j\}).$$
• **Proof:** According to the definition of the interaction utility, we have

\[
I(S \cup \{i\}) = \sum_{L \subseteq S \cup \{i\}} (-1)^{|S|+1-|L|} v(L)
\]

\[=
\sum_{L \subseteq S} (-1)^{|S|+1-|L|} v(L) + \sum_{L \subseteq S} (-1)^{|S|-|L|} v(L \cup \{i\})
\]

\[=
\sum_{L \subseteq S} (-1)^{|S|-|L|} v(L) + \sum_{L \subseteq S} (-1)^{|S|-|L|} v(L \cup \{j\})
\]

\[=
\sum_{L \subseteq S \cup \{j\}} (-1)^{|S|+1-|L|} v(L)
\]

\[= I(S \cup \{j\}).
\]

(5) **Anonymity axiom.** For any permutations \(\pi\) on \(N\), we have \(\forall S \subseteq N, I_v(S) = I_{\pi v}(\pi S)\), where \(\pi S \triangleq \{\pi(i) | i \in S\}\), and the new model \(\pi v\) is defined by \((\pi v)(\pi S) = v(S)\). This indicates that interaction utilities are not changed by permutation.

• **Proof:** According to the definition of the interaction utility, we have

\[
I_{\pi v}(\pi S) = \sum_{L \subseteq S} (-1)^{|S|-|L|} (\pi v)(\pi L)
\]

\[=
\sum_{L \subseteq S} (-1)^{|S|-|L|} v(L)
\]

\[= I_v(S).
\]

(6) **Recursive axiom.** The interaction utilities can be computed recursively. For \(i \in N\) and \(S \subseteq N \setminus \{i\}\), the interaction utility of the pattern \(S \cup \{i\}\) is equal to the interaction utility of \(S\) with the presence of \(i\) minus the interaction utility of \(S\) with the absence of \(i\), i.e. \(I(S \cup \{i\}) = I(S|i)\) (s.t. \(S \subseteq N \setminus \{i\}\)). \(I(S|i)\) is always present denotes the interaction utility when the variable \(i\) is always present as a constant context, i.e. \(I(S|i) = I(S)\).

• **Proof:** According to the definition of the interaction utility, we have

\[
I(S \cup \{i\}) = \sum_{L \subseteq S \cup \{i\}} (-1)^{|S|+1-|L|} v(L)
\]

\[=
\sum_{L \subseteq S} (-1)^{|S|+1-|L|} v(L) + \sum_{L \subseteq S} (-1)^{|S|-|L|} v(L \cup \{i\})
\]

\[=
\sum_{L \subseteq S} (-1)^{|S|-|L|} v(L \cup \{i\}) - \sum_{L \subseteq S} (-1)^{|S|-|L|} v(L)
\]

\[= I(S|i) = I(S).
\]

(7) **Interaction distribution axiom.** This axiom characterizes how interactions are distributed for “interaction functions” (Sundararajan et al., 2020). An interaction function \(v_T\) parameterized by a context \(T\) satisfies \(VS : T \subseteq S \subseteq N, v_T(S) = c,\) and \(v_T(S) = 0\) if \(T \nsubseteq S\). Then, we have \(I(T) = c,\) and \(\forall S \neq T, I(S) = 0\).

• **Proof:** If \(S \subseteq T\), we have

\[
I(S) = \sum_{L \subseteq S} (-1)^{|S|-|L|} v(L) = 0.
\]

If \(S = T\), we have

\[
I(S) = \sum_{L \subseteq S} (-1)^{|S|-|L|} v(L) = 0.
\]
\[ I(S) = I(T) = \sum_{L \subseteq T} (-1)^{|T| - |L|} v(L) \]
\[ = v(T) + \sum_{L \subseteq T} (-1)^{|T| - |L|} v(L) = c. \]

If \( S \subseteq T \), we have
\[ I(S) = \sum_{L \subseteq S} (-1)^{|S| - |L|} v(L) \]
\[ = c \cdot \sum_{L \subseteq S \subseteq T} (-1)^{|S| - |L|} \]
\[ = c \cdot \sum_{m=0}^{\infty} \binom{|S| - |T|}{m} (-1)^m = 0. \]

### A.2 Proofs of theorems

In this section, we prove connections between the interaction utility \( I(S) \) and several game-theoretic attributions/interactions. We first prove Theorem 3.2, which can be seen as the foundation for proofs of Theorem 3.1, 3.3, 3.4, and 3.5.

**Theorem 3.2 (Connection to the marginal benefit)** \( \Delta v_T(S) = \sum_{L \subseteq T} (-1)^{|T| - |L|} v(L \cup S) \) denotes the marginal benefit (Grabisch & Roubens, 1999) of variables in \( T \not\subseteq N \setminus S \) given the environment \( S \). We have proven that \( \Delta v_T(S) \) can be decomposed into the sum of interaction utilities inside \( T \) and sub-environments of \( S \), i.e. \( \Delta v_T(S) = \sum_{S' \subseteq S} I(T \cup S') \).

- **Proof**: By the definition of the marginal benefit, we have

\[ \Delta v_T(S) = \sum_{L \subseteq T} (-1)^{|T| - |L|} v(L \cup S) \]
\[ = \sum_{L \subseteq T} (-1)^{|T| - |L|} \sum_{K \subseteq L,S} I(K) \quad \text{// Equation [left]} \]
\[ = \sum_{L \subseteq T} (-1)^{|T| - |L|} \sum_{L' \subseteq L, S' \subseteq S} I(L' \cup S') \quad \text{// since } L \cap S = \emptyset \]
\[ = \sum_{S' \subseteq S} \left[ \sum_{L' \subseteq T} (-1)^{|T| - |L|} I(L' \cup S') \right] \]
\[ = \sum_{S' \subseteq S} \left[ \sum_{L' \subseteq T} \sum_{L \subseteq T} (-1)^{|T| - |L|} I(L' \cup S') \right] \]
\[ = \sum_{S' \subseteq S} \left[ I(S' \cup T) + \sum_{L' \subseteq T} \left( \sum_{l' \subseteq L'} \binom{|T|}{l'} \frac{|T| - |L'|}{l - |L'|} (-1)^{|T| - |L|} I(L' \cup S') \right) \right] \]
\[ = \sum_{S' \subseteq S} \left[ I(S' \cup T) + \sum_{L' \subseteq T} \left( \sum_{l \in L'} \binom{|T|}{l} \frac{|T| - |L'|}{l - |L'|} (-1)^{|T| - |L|} \right) \right] \]
\[ = \sum_{S' \subseteq S} I(S' \cup T) \quad \square \]
In particular, if $T$ is a singleton set, i.e., $T = \{i\}$, we can obtain the conclusion in (Ren et al. 2021) that 
$\Delta v(i)(S) = \sum_{k \subseteq S} I(L \cup \{i\})$.

The proof for Theorem 3.1, 3.3, and 3.4 are similar. Since the Shapley interaction index is a generalization of the Shapley value and the bi-variate interaction utility, we first prove Theorem 3.4, and then prove Theorem 3.1 and 3.3.

**Theorem 3.1 (Connection to the Shapley value)** Let $\phi(i)$ denote the Shapley value (Shapley 1953) of an input variable $i$. Then, its Shapley value can be represented as the weighted sum of interaction utilities, $\phi(i) = \sum_{S \subseteq N \setminus \{i\}} \frac{1}{|S| = m} I(S \cup \{i\})$. In other words, the utility of an interaction pattern with $m$ variables should be equally assigned to the $m$ variables in the computation of Shapley values.

*Proof:* By the definition of the Shapley value, we have

$$\phi(i) = \mathbb{E}_{m} \mathbb{E}_{S \subseteq N \setminus \{i\}} [v(S \cup \{i\}) - v(S)]$$

$$= \frac{1}{|N|} \sum_{m=0}^{|N|-1} \frac{1}{|S| = m} \sum_{S \subseteq N \setminus \{i\}} [v(S \cup \{i\}) - v(S)]$$

$$= \frac{1}{|N|} \sum_{m=0}^{|N|-1} \frac{1}{|S| = m} |S| \Delta v(i)(S)$$

$$= \frac{1}{|N|} \sum_{L \subseteq N \setminus \{i\}} \sum_{m=0}^{|N|-1} \frac{1}{|S| = m} |S| \sum_{S \subseteq L \cup \{i\}} I(S \cup \{i\})$$

$$= \frac{1}{|N|} \sum_{L \subseteq N \setminus \{i\}} \sum_{m=0}^{|N|-1} \frac{1}{|L| - m} \sum_{S \subseteq L} \sum_{S \subseteq L \cup \{i\}} I(S \cup \{i\})$$

$$= \frac{1}{|N|} \sum_{L \subseteq N \setminus \{i\}} \sum_{m=0}^{|N|-1} \frac{1}{|L| - m} \sum_{S \subseteq L} \sum_{S \subseteq L \cup \{i\}} I(S \cup \{i\})$$

$$= \frac{1}{|N|} \sum_{L \subseteq N \setminus \{i\}} \sum_{m=0}^{|N|-1} \frac{1}{|L| - m} \sum_{S \subseteq L} I(S \cup \{i\})$$

$$= \frac{1}{|N|} \sum_{L \subseteq N \setminus \{i\}} \sum_{m=0}^{|N|-1} \frac{1}{|L| - m} \sum_{S \subseteq L} \frac{1}{\binom{|N| - |L| - 1}{k}} \binom{|N| - |L| - 1}{k}$$

Then, we leverage the following properties of combinatorial numbers and the Beta function to simplify the term $w_L = \sum_{k=0}^{n-|L|-1} \frac{1}{\binom{n-|L|-1}{k}} \cdot \frac{1}{\binom{n-|L|-1}{k}}$.

(i) A property of combinatorial numbers. $m \cdot \binom{n}{m} = n \cdot \binom{n-1}{m-1}$.

(ii) The definition of the Beta function. For $p, q > 0$, the Beta function is defined as $B(p, q) = \int_0^1 x^{p-1}(1 - x)^{q-1}dx$.

(iii) Connections between combinatorial numbers and the Beta function.

- When $p, q \in \mathbb{Z}^+$, we have $B(p, q) = \frac{1}{\binom{p+q-1}{p-1}}$.
- For $m, n \in \mathbb{Z}^+$ and $n > m$, we have $\binom{n}{m} = \frac{1}{m \cdot B(n-m+1, m)}$. 
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Then, we solve (1) and (2) respectively. For (1), we have

\[
(1) = \int_0^1 |L| \left[ \sum_{k=0}^{[N]-|L|-1} \left( \frac{[N]-|L|-1}{k} \right) \cdot x^{[N]-|L|-k-1} \cdot (1-x)^{|L|+k-1} \right] dx
\]

\[
= \int_0^1 |L| \left[ \sum_{k=0}^{[N]-|L|-1} \left( \frac{[N]-|L|-1}{k} \right) \cdot x^{[N]-|L|-k-1} \cdot (1-x)^{|L|+k-1} \right] \cdot (1-x)^{|L|-1} dx
\]

\[
= \int_0^1 |L|(1-x)^{|L|-1} dx = 1
\]

For (2), we have

\[
(2) = \sum_{k=1}^{[N]-|L|-1} (|N|-|L|-1) \cdot \left( \frac{|N|-|L|-2}{k-1} \right) \cdot B(|N|-|L|-k, |L|+k)
\]

\[
= (|N|-|L|-1) \sum_{k'=0}^{[N]-|L|-2} \left( \frac{|N|-|L|-2}{k'} \right) \cdot B(|N|-|L|-k'-1, |L|+k'+1)
\]

\[
= (|N|-|L|-1) \int_0^1 \sum_{k'=0}^{[N]-|L|-2} \left( \frac{|N|-|L|-2}{k'} \right) \cdot x^{[N]-|L|-k'-2} \cdot (1-x)^{|L|+k'} dx
\]

\[
= (|N|-|L|-1) \int_0^1 \sum_{k'=0}^{[N]-|L|-2} \left( \frac{|N|-|L|-2}{k'} \right) \cdot x^{[N]-|L|-k'-2} \cdot (1-x)^{k'} \cdot (1-x)^{|L|} dx
\]

\[
= (|N|-|L|-1) \int_0^1 (1-x)^{|L|} dx = \frac{|N|-|L|-1}{|L|+1}
\]

Hence, we have

\[
w_L = (1) + (2) = 1 + \frac{|N|-|L|-1}{|L|+1} = \frac{|N|}{|L|+1}
\]

Therefore, we proved \( \phi(i) = \frac{1}{|N|} \sum_{S \subseteq N \setminus \{i\}} w_L \cdot I(L \cup \{i\}) = \sum_{S \subseteq N \setminus \{i\}} \frac{1}{|S|+1} I(S \cup \{i\}) \). \( \square \)

**Theorem 3.3 (Connection to the Shapley interaction index)** Given a subset of input variables \( T \subseteq N \), \( I_{Shapley}^{\Delta T}(T) = \sum_{S \subseteq N \setminus T} \frac{|T!|}{(|N|-|T|-1)!} \Delta_{TV}(S) \) denotes the Shapley interaction index of \( T \). We have proven that the Shapley interaction index can be represented as the weighted sum of utilities of interaction patterns, \( I_{Shapley}^{\Delta T}(T) = \sum_{S \subseteq N \setminus T} \frac{1}{|S|+1} I(S \cup T) \).
Proof:

\[
\text{Shapley}(T) = \sum_{S \subseteq N \setminus T} \frac{|S|!([N] - |S| - |T|)!}{(|N| - |T| + 1)!} \Delta v_T(S)
\]

\[
= \frac{1}{|N| - |T| + 1} \sum_{m=0}^{|N| - |T|} \frac{1}{m!} \sum_{S \subseteq N \setminus T \atop |S|=m} \Delta v_T(S)
\]

\[
= \frac{1}{|N| - |T| + 1} \sum_{m=0}^{|N| - |T|} \frac{1}{m!} \sum_{S \subseteq N \setminus T \atop |S|=m} \left[ \sum_{L \subseteq S} I(L \cup T) \right]
\]

\[
= \frac{1}{|N| - |T| + 1} \sum_{L \subseteq N \setminus T} \sum_{m=|L|}^{|N| - |T|} \frac{1}{m!} \sum_{S \subseteq N \setminus T \atop |S|=m \atop S \supseteq L} \left( \frac{|N| - |L| - |T|}{m - |L|} \right) I(L \cup T)
\]

\[
= \frac{1}{|N| - |T| + 1} \sum_{L \subseteq N \setminus T} I(L \cup T) \sum_{k=0}^{|N| - |L| - |T|} \frac{1}{\binom{|N| - |L| - |T|}{k}} \binom{|N| - |L| - |T|}{k}
\]

Just like the proof of Theorem 3.1, we leverage the properties of combinatorial numbers and the Beta function to simplify \( w_L \).

\[
w_L = \sum_{k=0}^{|N| - |L| - |T|} \frac{1}{\binom{|N| - |L| - |T|}{k}} \binom{|N| - |L| - |T|}{k}
\]

\[
= \sum_{k=0}^{|N| - |L| - |T|} \binom{|N| - |L| - |T|}{k} \cdot \binom{|L| + k}{k} \cdot B\left(\binom{|N| - |L| - |T|}{k} \binom{|N| - |L| - |T|}{k} + 1, |L| + k\right)
\]

\[
= \sum_{k=0}^{|N| - |L| - |T|} |L| \cdot \binom{|N| - |L| - |T|}{k} \cdot B\left(\binom{|N| - |L| - |T|}{k} \binom{|N| - |L| - |T|}{k} + 1, |L| + k\right) \quad \cdots (1)
\]

\[
+ \sum_{k=0}^{|N| - |L| - |T|} k \cdot \binom{|N| - |L| - |T|}{k} \cdot B\left(\binom{|N| - |L| - |T|}{k} \binom{|N| - |L| - |T|}{k} + 1, |L| + k\right) \quad \cdots (2)
\]

Then, we solve (1) and (2) respectively. For (1), we have

\[
(1) = \int_0^1 |L| \left[ \sum_{k=0}^{|N| - |L| - |T|} \binom{|N| - |L| - |T|}{k} \cdot x^{|N| - |L| - |T| - k} \cdot (1 - x)^{|L| + k + 1} \right] dx
\]

\[
= \int_0^1 |L| \cdot \left[ \sum_{k=0}^{|N| - |L| - |T|} \binom{|N| - |L| - |T|}{k} \cdot x^{|N| - |L| - |T| - k} \cdot (1 - x)^{|L| + k} \right] \cdot (1 - x)^{|L| - 1} dx
\]

\[
= \int_0^1 |L| \cdot (1 - x)^{|L| - 1} dx = 1
\]

For (2), we have
\[ \mathbb{1} = \sum_{k=1}^{[N]-|L|-|T|} \binom{|N|-|L|-|T|}{k-1} \left| \frac{|N|-|L|-|T|}{k-1} - 1 \right| \cdot B \left( \left| \frac{|N|-|L|-|T|}{k-1} - k + 1, |L| + k \right| \right) \]
\[ = ([N] - |L| - |T|) \sum_{k'=0}^{[N]-|L|-|T|-1} \left| \frac{|N|-|L|-|T|}{k'} - 1 \right| \cdot B \left( \left| \frac{|N|-|L|-|T|}{k'} - k', |L| + k' + 1 \right| \right) \]
\[ = ([N] - |L| - |T|) \int_{0}^{1} \sum_{k'=0}^{[N]-|L|-|T|-1} \left| \frac{|N|-|L|-|T|}{k'} - 1 \right| \cdot B \left( \left| \frac{|N|-|L|-|T|}{k'} - k', |L| + k' + 1 \right| \right) \cdot (1 - x)^{|L| + k'} dx \]
\[ = ([N] - |L| - |T|) \int_{0}^{1} (1 - x)^{|L|} dx = \frac{|N| - |L| - |T|}{|L| + 1} \]
\[ = \frac{|N| - |T| + 1}{|L| + 1} \]

Hence, we have

\[ w_L = \mathbb{1} + \mathbb{2} = 1 + \frac{|N| - |L| - |T|}{|L| + 1} = \frac{|N| - |T| + 1}{|L| + 1} \]

Therefore, we proved that \( I^{\text{Shapley}}(T) = \frac{1}{|N|-|T|+1} \sum_{L \subseteq N \setminus T} w_L \cdot I(L \cup T) = \sum_{L \subseteq N \setminus T} \frac{1}{|N|-|T|+1} I(L \cup T) \).

**Theorem 3.4 (Connection to the Shapley Taylor interaction index)** Given a subset of input variables \( T \subseteq N \), let \( I^{\text{Shapley-Taylor}}(T) \) denote the Shapley Taylor interaction index (Sundararajan et al. 2020) of order \( k \) for \( T \). We have proven that the Shapley taylor interaction index can be represented as the weighted sum of interaction utilities, i.e., \( I^{\text{Shapley-Taylor}}(T) = I(T) \) if \( |T| < k \); \( I^{\text{Shapley-Taylor}}(T) = \sum_{S \subseteq N \setminus T} \binom{|S|-k}{k} \Delta v_T(S) \) if \( |T| = k \); and \( I^{\text{Shapley-Taylor}}(T) = 0 \) if \( |T| > k \).

**Proof:** By the definition of the Shapley Taylor interaction index,

\[ I^{\text{Shapley-Taylor}}(k)(T) = \begin{cases} \Delta v_T(\emptyset) & \text{if } |T| < k \\ \frac{k}{|N|} \sum_{S \subseteq N \setminus T} \binom{|N|-|T|}{|S|-k} \Delta v_T(S) & \text{if } |T| = k \\ 0 & \text{if } |T| > k \end{cases} \]

When \( |T| < k \), by the definition of the interaction utility in Equation (1), we have

\[ I^{\text{Shapley-Taylor}}(k)(T) = \Delta v_T(\emptyset) = \sum_{L \subseteq T} (-1)^{|T|-|L|} \cdot v(L) = I(T). \]

When \( |T| = k \), we have
For the function to simplify, Just like the proof of Theorem 3.1, we leverage the properties of combinatorial numbers and the Beta function to simplify $w_L$.

$$w_L = \sum_{m=0}^{\frac{|N|-|L|-k}{m+1}} \frac{1}{(\frac{|N|-1}{|L|+m})} \left( \frac{|N|-|L|-k}{m} \right)$$

$$= \sum_{m=0}^{\frac{|N|-|L|-k}{m+1}} \left( \frac{|N|-|L|-k}{m} \right) \cdot \left( \frac{|L|+m}{1} \right) \cdot B\left( N - |L| - m, |L| + m \right)$$

$$= \sum_{m=0}^{\frac{|N|-|L|-k}{m+1}} \left( \frac{|N|-|L|-k}{m} \right) \cdot B\left( N - |L| - m, |L| + m \right) \cdots \text{①}$$

$$+ \sum_{m=0}^{\frac{|N|-|L|-k}{m+1}} m \cdot \left( \frac{|N|-|L|-k}{m} \right) \cdot B\left( N - |L| - m, |L| + m \right) \cdots \text{②}$$

Then, we solve ① and ② respectively. For ①, we have

$$① = \int_0^1 |L| \cdot \sum_{m=0}^{\frac{|N|-|L|-k}{m+1}} \left( \frac{|N|-|L|-k}{m} \right) \cdot x^{N-|L|-m-1} \cdot (1-x)^{|L|+m-1} \, dx$$

$$= \int_0^1 |L| \cdot \left[ \sum_{m=0}^{\frac{|N|-|L|-k}{m+1}} \left( \frac{|N|-|L|-k}{m} \right) \cdot x^{N-|L|-m-k} \cdot (1-x)^m \right] \cdot x^{k-1} \cdot (1-x)^{|L|-1} \, dx$$

$$= \int_0^1 |L| \cdot x^{k-1} \cdot (1-x)^{|L|-1} \, dx = |L| \cdot B(k, |L|) = \frac{1}{\binom{|L|+k-1}{k-1}}$$

For ②, we have
by their baseline values, i.e., for any input $x$, we obtained by replacing variables out of $S$.

In this section, we prove the relationship between Definition 1 and Definition 2. Since $g(N|x) = v(N|x)$ holds for any input $x \in \mathcal{R}^n$, it also holds for the input $x^{\text{mask}}$ when some of input variables in $x$ are masked by their baseline values, i.e., $g(N|x^{\text{mask}}) = v(N|x^{\text{mask}})$. Let $S$ be an arbitrary subset of $N$, and $x^{\text{mask}}$ is obtained by replacing variables out of $S$ with their baseline values, as follows.

$$x^{\text{mask}} = \begin{cases} x_i, & i \in S \\ r_i, & \text{otherwise} \end{cases}$$  \tag{6}$$

Hence, we have

$$w_L = \frac{1}{(L+1)} + \frac{1}{(L+1)(L+k)} + \frac{1}{(L+k)} \cdot \frac{1}{L} \cdot \frac{1}{L+k} \cdot \frac{1}{L+k}$$

Therefore, we proved that when $|T| = k$, $I^{\text{Shapley-Taylor}}(T) = \frac{1}{|N|} \sum_{L \subseteq N \setminus T} \frac{|N|}{k} \cdot I(L \cup T) = \frac{1}{|N|} \sum_{L \subseteq N \setminus T} \frac{|N|}{k} \cdot (l+1)^{-1} I(L \cup T)$.

### B Proof of the relationship between two types of objectiveness and Corollary 1

Section 3.2 formally defined two types of objectiveness. In this section, we prove the relationship between them, i.e., Definition 2 is actually a necessary condition of Definition 1. We also prove the Corollary 1 from Definition 2.
where \( r_i \) denotes the baseline value of the \( i \)-th input variable, as discussed in Section 3.3. In this case, \( g(S|x) = g(N|x^{\text{mask}}) \) and \( v(S|x) = v(N|x^{\text{mask}}) \). Therefore, we have \( g(S|x) = v(S|x) \). Because \( S \) is an arbitrary subset of \( N \), we have proven that given an input sample \( x \in \mathbb{R}^n, \forall S \subseteq N, g(S|x) = v(S|x) \). Hence, Definition 2 is a necessary condition of Definition 1.

**Proof of Corollary 1.** According to Definition 2, given a certain input sample \( x \), \( \forall S \subseteq N, g(S|x) = v(S|x) \). Thus, we have \( I_o(S|x) = \sum_{L \subseteq S} (-1)^{|S|-|L|}v(S|x) = \sum_{L \subseteq S} (-1)^{|S|-|L|}g(S|x) = I_o(S|x) \). Thus, we proved Corollary 1.

### C Simplifying the Explanation Using the Minimum Description Length Principle

In this section, we discussed the algorithm of extracting common coalitions to minimize the total description length in Equation (5). Given an AOG \( g \) and input variables \( N \), let \( M = N \cup \Omega^{\text{coalition}} \) denote the set of all terminal nodes and AND nodes in the bottom two layers (e.g. \( M = N \cup \Omega^{\text{coalition}} = \{A, B, C, D, E\} \cup \{\alpha, \beta, \gamma\} \) in Figure 1 (right)). The total description length \( L(g, M) \) was given in Equation (5).

In order to minimize \( L(g, M) \), we used the greedy strategy to iteratively extract common coalitions of input variables. In each iteration, we chose the coalition \( \alpha \subseteq N \) which most efficiently decreased the total description length. Then we took this coalition as an AND node, and added it into \( \Omega^{\text{coalition}} \) in the third layer of the AOG. The efficiency of a coalition \( \alpha \) w.r.t. the decrease of the total description length was defined as follows.

\[
\delta(\alpha) = \frac{\Delta L}{|\alpha|} = \frac{L(g, M \cup \{\alpha\}) - L(g, M)}{|\alpha|},
\]

where \( L(g, M) \) denoted the total description length without using the newly added coalition \( \alpha \), and \( L(g, M \cup \{\alpha\}) \) denoted the total description when we added the node \( \alpha \) to further simplify the description of \( g \). \(|\alpha|\) denotes the number of input variables in \( \alpha \). We iteratively extracted the most efficient coalitions \( \alpha \) to minimize the total description length. The extracting process stopped when there was no new coalition \( \alpha \) could further reduce the total description length (i.e. \( \forall \alpha \notin M, L(g, M \cup \{\alpha\}) - L(g, M) > 0 \)), or the most efficient \( \alpha \) was not shared by multiple patterns. Alg. 1 shows the pseudo-code of this algorithm.

**Algorithm 1:** The greedy algorithm to minimize total description length \( L(g, M) \)

**Input:** The set of terminal nodes \( N \), the set of top-\( k \) salient patterns \( \Omega^{\text{salient}}_{\text{top-}k} \), the interaction utilities of these patterns \( \{I(S)\}_{S \subseteq \Omega^{\text{salient}}_{\text{top-}k}} \), the maximum iteration times \( T \), the coefficient \( \lambda \) in Equation (3).

**Output:** The set of nodes in the bottom two layers \( M = N \cup \Omega^{\text{coalition}} \)

1. Initialize \( \Omega^{\text{coalition}} = \emptyset \) and \( M = N \cup \Omega^{\text{coalition}} \)
2. for iteration 1 to \( T \) do
3.  foreach possible coalition \( \alpha \subseteq N \) do
4.     Calculate the efficiency \( \delta(\alpha) \) according to Equation (7)
5.  end
6.  Select \( \alpha \) as the coalition whose \( \delta(\alpha) \) is the smallest
7.  if \( \delta(\alpha) > 0 \) or \( \alpha \) co-appears in only one pattern then
8.     break
9.  end
10. Update AND nodes, \( \Omega^{\text{coalition}} \leftarrow \Omega^{\text{coalition}} \cup \{\alpha\} \)
11. Rewrite each pattern \( S \in \Omega^{\text{salient}}_{\text{top-}k} \) according to \( M = N \cup \Omega^{\text{coalition}} \)
12. end
13. return \( M = N \cup \Omega^{\text{coalition}} \)
D EXPERIMENT DETAILS

D.1 DATASETS AND MODELS

Datasets. We conducted experiments on both tasks of natural language processing and the classification/regression tasks based on tabular datasets. For natural language processing, we used the SST-2 dataset (Socher et al., 2013) for sentiment prediction and the CoLA dataset (Warstadt et al., 2019) for linguistic acceptability. For tabular datasets, we used the UCI census income dataset (census) (Dua & Graff, 2017), the UCI bike sharing dataset (bike) (Fanaee-T & Gama, 2013), and the UCI TV news channel commercial detection dataset (TV news) (Dua & Graff, 2017). We followed (Covert et al., 2020; Covert & Lee, 2021) to conduct data pre-processing for these tabular datasets. We also normalized data in each dataset to zero mean and unit variance.

Models. We trained LSTMs and CNNs based on NLP datasets. The LSTM was unidirectional and had two layers, with a hidden layer of size 100. The architecture of the CNN was the same as the network architecture in (Rakhlin, 2016). Besides, for tabular datasets, we followed (Covert et al., 2020; Covert & Lee, 2021) to train LightGBMs (Ke et al., 2017), XGBoost (Chen & Guestrin, 2016), and two-layer MLPs (namely MLP-2). We also trained five-layer MLPs (namely MLP-5) and five layer MLPs with skip-connections (namely ResMLP-5) on these datasets. For the ResMLP-5, we added a skip connection to each fully connected layer of the MLP-5. Figure 7 shows the architecture of the ResMLP-5. The hidden layers in MLP-5 and ResMLP-5 had the same width of 100. In our experiment, we also learned MLP-2, MLP-5, and ResMLP-5 on each tabular dataset via adversarial training (Madry et al., 2018). During adversarial training, adversarial examples $x^\text{adv}$ were generated by the $\ell_\infty$ PGD attack, where $\|\delta\|_\infty \leq 0.1$. The attack was iterated for 20 steps with the step size of 0.01.

![The architecture of the ResMLP-5.](image)

Accuracy of the models. Table 3 reports the classification accuracy of models trained on the commercial dataset, the classification accuracy of models trained on the census dataset, and the mean squared error of models trained on the bike dataset. Table 4 reports the classification accuracy of models trained on the CoLA dataset and the SST-2 dataset.

Table 3: Classification accuracy (on commercial and census dataset) and mean squared error (on bike dataset) of different models.

| Dataset     | MLP-2 normal | MLP-2 adversarial | MLP-5 normal | MLP-5 adversarial | XGBoost normal | XGBoost adversarial | LightGBM normal | LightGBM adversarial |
|-------------|--------------|-------------------|--------------|-------------------|----------------|---------------------|-----------------|---------------------|
| commercial  | 83.11%       | 78.99%            | 80.24%       | 77.79%            | 80.49%         | 77.99%              | 87.13%          | 87.54%              |
| census      | 79.91%       | 75.77%            | 82.49%       | 80.82%            | 78.49%         | 77.99%              | 87.13%          | 87.54%              |
| bike        | 87.86%       | 83.11%            | 84.19%       | 84.09%            | 84.48%         | 83.77%              | 87.13%          | 87.54%              |

Table 4: Accuracy of models trained on NLP datasets.

| Dataset | LSTM | CNN |
|---------|------|-----|
| CoLA    | 64.42% | 65.79% |
| SST-2   | 86.83% | 78.19% |

D.2 DETAILS OF EXPERIMENTS ON SYNTHESIZED FUNCTIONS AND DATASETS

This section provides details of synthesized functions and datasets used in Section 4.

The Addition-Multiplication dataset (Zhang et al., 2021). This dataset contained 100 functions, which only consisted of addition and multiplication operations. For example, $v(x) = x_1 + x_2x_3 + x_3x_4x_5 + x_4x_6$. Each variable $x_i$ was a binary variable, i.e., $x_i \in \{0, 1\}$.

The ground-truth interaction patterns corresponding to these functions can be easily determined. For each term in these functions (e.g., the term of $x_1, x_2x_3, x_3x_4x_5, x_4x_6$ in the function $v(x) = x_1 + x_2x_3 + x_3x_4x_5 + x_4x_6$), only when variables contained by this term were all present, $x_i = 1$, this term would contribute to the output. Therefore, we could consider input variables in each term formed a ground-truth interaction pattern. In the above example function, given the input $x = (1, 1, 1, 1, 1, 1)$, the ground-truth interaction patterns were $\Omega^\text{truth} = \{\{x_1\}, \{x_2, x_3\}, \{x_3, x_4, x_5\}, \{x_4, x_6\}\}$. Given the input $x = (1, 1, 0, 1, 1, 1)$, the ground-truth interaction patterns were $\Omega^\text{truth} = \{\{x_1\}, \{x_4, x_6\}\}$. 
In our experiments, we randomly generated 100 Addition-Multiplication functions. Each of them had 10 input variables, and had 10 to 100 terms. Then, we randomly generated 200 binary input samples for each of these functions. For each input sample, let \( k = |\Omega^{\text{truth}}| \) denote the number of the labeled ground-truth patterns. For fair comparison, we computed interaction utilities \( I(S) \) and extracted the top-\( k \) salient patterns \( \Omega^{\text{salient}}_{\text{top-k}} \). Then, we averaged the value of IoU \( \frac{\sum_{\Omega^{\text{salient}}_{\text{top-k}}, \Omega^{\text{truth}}} |\Omega^{\text{salient}}_{\text{top-k}} \cap \Omega^{\text{truth}}|}{\sum_{\Omega^{\text{salient}}_{\text{top-k}}, \Omega^{\text{truth}}} |\Omega^{\text{salient}}_{\text{top-k}} \cup \Omega^{\text{truth}}|} \) over all samples.

**The dataset in (Ren et al., 2021).** This dataset contained 100 functions, which consisted of addition, subtraction, multiplication, and the sigmoid operations. Just like the Addition-Multiplication dataset, the ground-truth interaction patterns in this dataset could also be easily determined. Let us consider the function \( v(x) = \sim x_1 x_2 x_3 \sim \text{sigmoid}(5x_4 x_5 - 5x_6 - 2.5), x_i \in \{0, 1\} \) as an example. The term \( x_1 x_2 x_3 \) was activated (= 1) if and only if \( x_1 = x_2 = x_3 = 1 \). The term \( \text{sigmoid}(5x_4 x_5 - 5x_6 - 2.5) \) was activated (> 0.5) if and only if \( x_4 = x_5 = 1 \) and \( x_6 = 0 \). Thus, we could also consider this function contained two ground-truth interaction pattern. In other words, for the above function, given the input \( x = (1, 1, 1, 1, 0) \), the ground-truth interaction patterns were \( \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}, \{x_4, x_5, x_6\}\} \). Given the input \( x = (1, 1, 1, 1, 1) \), the ground-truth interaction patterns were \( \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}\} \).

In our experiments, we followed (Ren et al., 2021) to randomly generated 100 functions. Each of these functions contained two ground-truth interaction pattern. In other words, \( \text{for the above function, given the input} \ x = (1, 1, 1, 1, 0), \text{the ground-truth interaction patterns were} \ \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}, \{x_4, x_5, x_6\}\}. \text{Given the input} \ x = (1, 1, 1, 1, 1), \text{the ground-truth interaction patterns were} \ \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}\}. \)

In our experiments, we followed (Ren et al., 2021) to randomly generated 100 functions. Each of these functions contained two ground-truth interaction pattern. In other words, \( \text{for the above function, given the input} \ x = (1, 1, 1, 1, 0), \text{the ground-truth interaction patterns were} \ \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}, \{x_4, x_5, x_6\}\}. \text{Given the input} \ x = (1, 1, 1, 1, 1), \text{the ground-truth interaction patterns were} \ \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}\}. \)

In our experiments, we followed (Ren et al., 2021) to randomly generated 100 functions. Each of these functions contained two ground-truth interaction pattern. In other words, \( \text{for the above function, given the input} \ x = (1, 1, 1, 1, 0), \text{the ground-truth interaction patterns were} \ \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}, \{x_4, x_5, x_6\}\}. \text{Given the input} \ x = (1, 1, 1, 1, 1), \text{the ground-truth interaction patterns were} \ \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}\}. \)

In our experiments, we followed (Ren et al., 2021) to randomly generated 100 functions. Each of these functions contained two ground-truth interaction pattern. In other words, \( \text{for the above function, given the input} \ x = (1, 1, 1, 1, 0), \text{the ground-truth interaction patterns were} \ \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}, \{x_4, x_5, x_6\}\}. \text{Given the input} \ x = (1, 1, 1, 1, 1), \text{the ground-truth interaction patterns were} \ \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}\}. \)

In our experiments, we followed (Ren et al., 2021) to randomly generated 100 functions. Each of these functions contained two ground-truth interaction pattern. In other words, \( \text{for the above function, given the input} \ x = (1, 1, 1, 1, 0), \text{the ground-truth interaction patterns were} \ \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}, \{x_4, x_5, x_6\}\}. \text{Given the input} \ x = (1, 1, 1, 1, 1), \text{the ground-truth interaction patterns were} \ \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}\}. \)

In our experiments, we followed (Ren et al., 2021) to randomly generated 100 functions. Each of these functions contained two ground-truth interaction pattern. In other words, \( \text{for the above function, given the input} \ x = (1, 1, 1, 1, 0), \text{the ground-truth interaction patterns were} \ \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}, \{x_4, x_5, x_6\}\}. \text{Given the input} \ x = (1, 1, 1, 1, 1), \text{the ground-truth interaction patterns were} \ \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}\}. \)

In our experiments, we followed (Ren et al., 2021) to randomly generated 100 functions. Each of these functions contained two ground-truth interaction pattern. In other words, \( \text{for the above function, given the input} \ x = (1, 1, 1, 1, 0), \text{the ground-truth interaction patterns were} \ \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}, \{x_4, x_5, x_6\}\}. \text{Given the input} \ x = (1, 1, 1, 1, 1), \text{the ground-truth interaction patterns were} \ \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}\}. \)

In our experiments, we followed (Ren et al., 2021) to randomly generated 100 functions. Each of these functions contained two ground-truth interaction pattern. In other words, \( \text{for the above function, given the input} \ x = (1, 1, 1, 1, 0), \text{the ground-truth interaction patterns were} \ \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}, \{x_4, x_5, x_6\}\}. \text{Given the input} \ x = (1, 1, 1, 1, 1), \text{the ground-truth interaction patterns were} \ \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}\}. \)

In our experiments, we followed (Ren et al., 2021) to randomly generated 100 functions. Each of these functions contained two ground-truth interaction pattern. In other words, \( \text{for the above function, given the input} \ x = (1, 1, 1, 1, 0), \text{the ground-truth interaction patterns were} \ \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}, \{x_4, x_5, x_6\}\}. \text{Given the input} \ x = (1, 1, 1, 1, 1), \text{the ground-truth interaction patterns were} \ \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}\}. \)

In our experiments, we followed (Ren et al., 2021) to randomly generated 100 functions. Each of these functions contained two ground-truth interaction pattern. In other words, \( \text{for the above function, given the input} \ x = (1, 1, 1, 1, 0), \text{the ground-truth interaction patterns were} \ \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}, \{x_4, x_5, x_6\}\}. \text{Given the input} \ x = (1, 1, 1, 1, 1), \text{the ground-truth interaction patterns were} \ \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}\}. \)

In our experiments, we followed (Ren et al., 2021) to randomly generated 100 functions. Each of these functions contained two ground-truth interaction pattern. In other words, \( \text{for the above function, given the input} \ x = (1, 1, 1, 1, 0), \text{the ground-truth interaction patterns were} \ \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}, \{x_4, x_5, x_6\}\}. \text{Given the input} \ x = (1, 1, 1, 1, 1), \text{the ground-truth interaction patterns were} \ \Omega^{\text{truth}} = \{\{x_1, x_2, x_3\}\}. \)
which consisted of addition and multiplication operations. Each variable $x_i$ was a binary variable, i.e. $x_i \in \{0, 1\}$. Different from functions in the Addition-Multiplication dataset, there were different coefficients before each term in each function. For example, $v(x) = 3x_1 - 2x_2x_3 - x_3x_4x_5 + 5x_4x_6$.

The ground-truth interaction utilities in these functions can be easily determined. Just like the original Addition-Multiplication dataset, each term was a ground-truth pattern. In this case, we could consider the interaction utility of each pattern as the value of its coefficient. For the above function, given the input $x = (1, 1, 1, 1, 1)$, the ground-truth utilities of interaction patterns were $I(\{x_1\}) = 3$, $I(\{x_2, x_3\}) = -2$, $I(\{x_3, x_4, x_5\}) = -1$, $I(\{x_4, x_6\}) = 5$, and for other $S \subseteq \{x_1, ..., x_6\}$, $I(S) = 0$. Given the input $x = (1, 1, 0, 1, 1)$, the ground-truth interaction utilities were $I(\{x_1\}) = 3$, $I(\{x_4, x_6\}) = 5$, and for other $S \subseteq \{x_1, ..., x_6\}$, $I(S) = 0$.

In our experiments, we randomly generated 100 functions. Each of them had 10 input variables, and had 10 to 100 terms. Then, we randomly generated 200 binary input samples for each of these functions. For each input sample, we measured the Jaccard similarity coefficient between ground-truth interaction utilities $φ^{\text{truth}}(S)$ and interaction utilities $I(S)$ computed by our method as $J = \frac{\sum_{S \subseteq N} \min(\{I^{\text{truth}}(S), I(S)\})}{\sum_{S \subseteq N} \max(\{I^{\text{truth}}(S), I(S)\})}$. The average value of $J$ over all samples was 1.00, indicating that our interaction metric based on the Harsanyi dividend correctly extracted the interaction utilities in these functions.

D.3 Settings of $v(\cdot)$

In the computation of interaction utilities, people usually used different settings of $v(\cdot)$. For example, Lundberg & Lee (2017) directly set $v(S) = p(y^{\text{truth}}|x^{\text{mask}})$ in the classification task, where $x^{\text{mask}}$ was defined in Equation (7). $p(y^{\text{truth}}|x^{\text{mask}})$ denoted the output probability of the ground-truth category. Covert et al. (2020) computed $v(S)$ as the cross-entropy loss. In this paper, we used $v(S) = \log \frac{p(y^{\text{truth}}|x^{\text{mask}})}{p(y^{\text{truth}}|x^{\text{mask}})}$ for models learned on classification tasks. For models learned on regression tasks, we directly computed $v(S)$ as the scalar output of the model on $x^{\text{mask}}$.

E Verification of Theorem 3.1

In this section, we conducted an experiment to verify Theorem 3.1, i.e. the Shapley value can be accurately approximated by the Harsanyi dividend. Let $\phi(i)$ denote the accurate Shapley value and $\hat{\phi}(i)$ denote the estimated Shapley value using the Harsanyi dividend $I(S)$, which was mentioned in Section 3.1. In order to estimate the Shapley value via interaction utilities $I(S)$, we first selected the most salient $k$ interaction patterns $Ω_{\text{top-k}}$. Then, according to Theorem 3.1, we computed the estimated Shapley value $\hat{\phi}(i)$ as $\hat{\phi}(i) = \sum_{S \subseteq Ω_{\text{top-k}}} \frac{1}{\binom{n}{k}} I(S)$. Figure 8 shows the cosine similarity between the accurate Shapley values $\phi = [\phi(1), \phi(2), \ldots, \phi(n)] \in \mathbb{R}^n$ and the estimated Shapley values $\hat{\phi} = [\hat{\phi}(1), \hat{\phi}(2), \ldots, \hat{\phi}(n)] \in \mathbb{R}^n$, when we used different ratios of salient patterns $\frac{k}{n}$ to approximate the Shapley value. It indicated that the interaction utilities based on the Harsanyi dividend could accurately approximate the Shapley value.

Figure 8: The cosine similarity between the accurate Shapley value $\phi$ and the estimated Shapley value $\hat{\phi}$, when we used different ratios of salient patterns for estimation.
We compared the objectiveness of the AOG explainer with both distillation-based explainer models and attribution-based explanations, including GBT (Che et al., 2016), SDT (Frosst & Hinton, 2017), knowledge distillation (Hinton et al., 2015), the Shapley value (Shapley, 1953), Input × Gradient (Shrikumar et al., 2016), LRP (Bach et al., 2015), and Occlusion (Zeiler & Fergus, 2014). Due to their different formulation for explanations, the computation of $g(S)$ in different explanation methods were different, which were discussed as follows.

- For distillation-based explainer models, given the input sample $x$, let $f_{\text{explainer}}(x)$ denote the output of the explainer model. Then, $g(S)$ was computed as the output of the explainer model when only variables in $S$ were given. In this case, input variables out of $S$ were masked by their baseline values to represent the absence of these variables, as follows.

$$g(S) = f_{\text{explainer}}(x^{\text{mask}}), \quad x^{\text{mask}} = \begin{cases} x_i, & i \in S \\ r_i, & \text{otherwise} \end{cases}$$

where $r_i$ denotes the baseline value of the $i$-th input variable.

- For attribution-based explainer models, given the input sample $x$, let $\phi_{\text{Shapley}}(i), \phi_{\text{IG}}(i), \phi_{\text{LRP}}(i), \phi_{\text{Occlusion}}(i)$ denote the attribution of the input variable $i$ computed by the Shapley value, Input × Gradient, LRP, and Occlusion, respectively. For Input × Gradient, LRP, and Occlusion, $g(S)$ was computed as the sum of attributions of input variables in $S$, as follows.

$$g_{\phi}(S) = \sum_{i \in S} \phi_{\phi}(i), \quad g_{\text{LRP}}(S) = \sum_{i \in S} \phi_{\text{LRP}}(i), \quad g_{\text{Occlusion}}(S) = \sum_{i \in S} \phi_{\text{Occlusion}}(i)$$

In particular, due to the efficiency property of the Shapley value (Shapley, 1953), i.e. $v(N) = v(\emptyset) + \sum_{i \in N} \phi_{\text{Shapley}}(i)$, $g(S)$ was computed as follows.

$$g_{\text{Shapley}}(S) = v(\emptyset) + \sum_{i \in S} \phi_{\text{Shapley}}(i)$$

In this way, we have $g_{\text{Shapley}}(N) = v(\emptyset) + \sum_{i \in N} \phi_{\text{Shapley}}(i) = v(N)$.

- For the AOG explainer, given the input sample $x$, $g(S)$ was computed as the sum of interaction utilities of all patterns in $S$, as follows.

$$g_{\text{AOG}}(S) = \sum_{L \subseteq S} I(L)$$

Table 5: Non-objectiveness ($\downarrow$) of different explanation methods. The AOG explainer exhibited the strongest objectiveness.

| Explanation method          | IV news | census | bike |
|-----------------------------|--------|--------|------|
| Distillation-based explainer models |        |        |      |
| GBT                         | 0.7661 | 0.4305 | 9.3453 |
| SDT                         | 1.1612 | 0.8991 | 25.9458 |
| distillation                | 0.6718 | 0.5573 | 12.7566 |
| ResMLP-5                    | 5.7450 | 152.1785 | 0.7897 |
| MLP-5                       | 1.5120 | 1.6904 |
| Attribution-based explainer models |        |        |      |
| Shapley value               | 0.7897 | 0.6157 | 3.8734 |
| Input × Gradient            | 2.5373 | 2.2533 | 78.2222 |
| LRP                         | 2.7904 | 1.9336 | 62.8212 |
| Occlusion                   | 1.3585 | 7.9203 | 49.9572 |
| Ours                        | 3.58 × 10⁻⁷ | 1.93 × 10⁻⁷ | 3.68 × 10⁻⁸ |

F.1 The objectiveness of the AOG explainer

In this section, we proposed a metric to evaluate the objectiveness of explainer models, according to definitions in Section 5.2. Given a pre-trained model $v(\cdot)$ and a corresponding explainer model $g(\cdot)$, we defined the metric $\rho_{\text{non-obj}}$ to measure the non-objectiveness of the explainer model $g$, as follows.

$$\rho_{\text{non-obj}} = \frac{1}{|v(N)|} \mathbb{E}_{S \subseteq N} \left[ |v(S) - g(S)| \right]$$

$\rho_{\text{non-obj}}$ measured the components of the deep model output $v(S)$ that was not explained by the output $g(S)$ of the explainer model. For fair comparisons, $|v(N)|$ was used for normalization. A lower value of $\rho_{\text{non-obj}}$ indicated a stronger objectiveness.

### Proof

We compared the objectiveness of the AOG explainer with both distillation-based explainer models and attribution-based explanations, including GBT (Che et al., 2016), SDT (Frosst & Hinton, 2017), knowledge distillation (Hinton et al., 2015), the Shapley value (Shapley, 1953), Input × Gradient (Shrikumar et al., 2016), LRP (Bach et al., 2015), and Occlusion (Zeiler & Fergus, 2014). Due to their different formulation for explanations, the computation of $g(S)$ in different explanation methods were different, which were discussed as follows.

- For distillation-based explainer models, given the input sample $x$, let $f_{\text{explainer}}(x)$ denote the output of the explainer model. Then, $g(S)$ was computed as the output of the explainer model when only variables in $S$ were given. In this case, input variables out of $S$ were masked by their baseline values to represent the absence of these variables, as follows.

$$g(S) = f_{\text{explainer}}(x^{\text{mask}}), \quad x^{\text{mask}} = \begin{cases} x_i, & i \in S \\ r_i, & \text{otherwise} \end{cases}$$

where $r_i$ denotes the baseline value of the $i$-th input variable.

- For attribution-based explainer models, given the input sample $x$, let $\phi_{\text{Shapley}}(i), \phi_{\text{IG}}(i), \phi_{\text{LRP}}(i), \phi_{\text{Occlusion}}(i)$ denote the attribution of the input variable $i$ computed by the Shapley value, Input × Gradient, LRP, and Occlusion, respectively. For Input × Gradient, LRP, and Occlusion, $g(S)$ was computed as the sum of attributions of input variables in $S$, as follows.

$$g_{\phi}(S) = \sum_{i \in S} \phi_{\phi}(i), \quad g_{\text{LRP}}(S) = \sum_{i \in S} \phi_{\text{LRP}}(i), \quad g_{\text{Occlusion}}(S) = \sum_{i \in S} \phi_{\text{Occlusion}}(i)$$

In particular, due to the efficiency property of the Shapley value (Shapley, 1953), i.e. $v(N) = v(\emptyset) + \sum_{i \in N} \phi_{\text{Shapley}}(i)$, $g(S)$ was computed as follows.

$$g_{\text{Shapley}}(S) = v(\emptyset) + \sum_{i \in S} \phi_{\text{Shapley}}(i)$$

In this way, we have $g_{\text{Shapley}}(N) = v(\emptyset) + \sum_{i \in N} \phi_{\text{Shapley}}(i) = v(N)$.

- For the AOG explainer, given the input sample $x$, $g(S)$ was computed as the sum of interaction utilities of all patterns in $S$, as follows.

$$g_{\text{AOG}}(S) = \sum_{L \subseteq S} I(L)$$
Table 6: Non-objectiveness (↓) of attribute-based explanations when we used the normalized and original attributions, respectively.

| Explanation method | TV news | census | bike |
|--------------------|--------|-------|------|
|                    | MLP-5  | ResMLP-5 | MLP-5 | ResMLP-5 | MLP-5 | ResMLP-5 |
| Input × Gradient   | 2.5373 | 2.2533 | 78.2222 | 7.5902 | 5.7450 | 6.9758 |
| LRP                | 2.2418 | 3.9514 | 26.6890 | 6.2027 | 4.5947 | 6.2172 |
| Occlusion          | 2.6272 | 1.5283 | 28.2636 | 5.2428 | 4.5947 | 5.9722 |
| Ours               | 1.8665 | 1.9336 | 63.8212 | 9.1191 | 9.1114 | 11.3653 |

Figure 9: The relationship between $R_k$ and the non-objectiveness $\rho^{\text{non-ob}}$ of the AOG explainer.

Then, we compared the non-objectiveness of the AOG explainer with the above seven baseline explanation methods. Based on each tabular dataset, we computed the average $\rho^{\text{non-ob}}$ over the training samples, i.e., $\mathbb{E}_x[\rho^{\text{non-ob}}]_{\text{given } x}$. Table 7 shows that the AOG explainer exhibited significantly stronger objectiveness than other explanation methods.

Besides, for fair comparison, we also normalized attribution values of Input × Gradient, LRP, and Occlusion, in order to force them to satisfy the efficiency property. I.e., $\tilde{\phi}_{\text{LRR}}(i) = \frac{\phi_{\text{LRR}}(i)}{\sum_{i \in N} \phi_{\text{LRR}}(i)}$, and $\tilde{\phi}_{\text{OCC}}(i) = \frac{\phi_{\text{OCC}}(i)}{\sum_{i \in N} \phi_{\text{OCC}}(i)}$. In this way, we have $v(N) = \sum_{i \in N} \phi_{\text{LRR}}(i) = 1$, $v(N) = \sum_{i \in N} \phi_{\text{OCC}}(i) = 1$, and $v(N) = \sum_{i \in N} \phi_{\text{OCC}}(i) = 1$. Therefore, in this case $g(S)$ can be calculated as follows.

$$\tilde{g}_{\text{OCC}}(S) = \sum_{i \in S} \tilde{\phi}_{\text{OCC}}(i), \quad \tilde{g}_{\text{LRR}}(S) = \sum_{i \in S} \tilde{\phi}_{\text{LRR}}(i), \quad \tilde{g}_{\text{OCC}}(S) = \sum_{i \in S} \tilde{\phi}_{\text{OCC}}(i)$$

(13)

Table 6 shows that the normalized attributions usually exhibited stronger objectiveness, compared with their original attributions. Nevertheless, the AOG explainer still exhibited much stronger objectiveness compared with the normalized attributions.

F.2 The relationship between ratio of the explained utilities and the objectiveness

We further studied the relationship between the ratio of explained utilities $R_k$ in Equation (4) and the non-objectiveness $\rho^{\text{non-ob}}$ of the explanation. We averaged the $R_k$-$\rho^{\text{non-ob}}$ curve over the training samples in each tabular dataset. Figure 9 shows that the objectiveness of the AOG explainer increased along with the increase of ratio of the explained utilities $R_k$.

G More experimental results

G.1 More visualization of AOGs

This section provides the visualization of more AOGs generated by our method on various datasets.

For tabular datasets, Figure 12, Figure 13, Figure 14, Figure 15, and Figure 16 show examples of AOGs generated by our method on different models trained on the census, bike, and commercial dataset, respectively. The up-arrow(↑)/down-arrow(↓) labeled in terminal nodes indicated the actual value of the input variable was greater than / smaller than the baseline value.

For NLP datasets, Figure 17 and Figure 18 show examples of AOGs generated by our method on LSTMs and CNNs trained on the SST-2 dataset and the CoLA dataset. We discovered that in
LSTMs, single words were prone to be assigned a large utility to the model output. In comparison, CNNs were prone to encode salient patterns that consisted of multiple words.

G.2 MOR E EXPERIMENTAL RESULTS ON THE RATIO OF THE EXPLAINED UTILITIES $R_k$

This section provides more experimental results on the relationship between the ratio of explained utilities $R_k$ and the AOG explainer.

Just like the experiment in Paragraph Ratio of the explained utilities, Section we used salient interaction patterns with top-$k$ absolute values $|I(S)|$ to approximately explain the model output. Figure 10(a) and Figure 11(a) show the relationship between $k$ and the ratio of explained utilities $R_k$ in different models, based on the census dataset and the bike dataset. We found that when we used a few interaction patterns, we could explain most utilities of interaction patterns to the model output. Figure 10(b,c) and Figure 11(b,c) show that the node number and the edge number increased along with the increase of $R_k$.

Besides, Figure 10(a) and Figure 11 also show that compared with the normally trained model, we could use less salient patterns (smaller $k$) to achieve the same ratio of the explained utilities $R_k$ in the adversarially trained model. Moreover, Figure 10(b,c) and 11(b,c) also show that AOGs corresponding to adversarially trained models were less complex than AOGs corresponding to normally trained models. This indicated that adversarial training made models encode more sparse interaction patterns than normal training.
Figure 12: An example of the AOG extracted from the MLP-5 network, trained on the census dataset. Red edges indicate the parse graph of the most salient interaction pattern.
Figure 13: An example of the AOG extracted from the ResMLP-5 network, trained on the census dataset. Red edges indicate the parse graph of the most salient interaction pattern.
(a) Examples of AOGs extracted from the MLP-2 network, adversarially trained on the census dataset.

(b) Examples of AOGs extracted from the MLP-5 network, adversarially trained on the census dataset.

(c) Examples of AOGs extracted from the ResMLP-5 network, adversarially trained on the census dataset.

Figure 14: Examples of AOGs extracted from models trained on the census dataset. Red edges indicate the parse graph of a specific interaction pattern.
Figure 15: Examples of AOGs extracted from models trained on the bike dataset. Red edges indicate the parse graph of a specific interaction pattern.
(a) Examples of AOGs extracted from the MLP-2 network, adversarially trained on the commercial dataset.

(b) Examples of AOGs extracted from the MLP-5 network, adversarially trained on the commercial dataset.

(c) Examples of AOGs extracted from the ResMLP-5 network, adversarially trained on the commercial dataset.

Figure 16: Examples of AOGs extracted from models trained on the commercial dataset. Red edges indicate the parse graph of a specific interaction pattern.
Figure 17: Examples of AOGs extracted from models trained on the SST-2 dataset. Red edges indicate the parse graph of the most salient interaction pattern.

Figure 18: Examples of AOGs extracted from models trained on the CoLA dataset. Red edges indicate the parse graph of the most salient interaction pattern.
### H Another Metric for the Ratio of the Explained Utilities

In this section, we provide another metric for the ratio of the explained utilities. As is discussed in Section 3.3, we only used salient patterns with the top-\(k\) largest absolute values \(|I(S)|\), denoted by \(s_{\text{salient}}^{i}\), to approximately explain the output of the deep model. The ratio of the explained interaction utilities could also be quantified as follows.

\[
Q_k = \frac{\sum_{S \in s_{\text{salient}}^{i}} |I(S)|}{\sum_{S \subseteq \mathbb{N}} |I(S)|},
\]

where we used \(\sum_{S \in s_{\text{salient}}^{i}} |I(S)|\) to quantify the explained interaction utilities in the AOG explainer, while \(\sum_{S \subseteq \mathbb{N}} |I(S)|\) represented all interaction utilities encoded by the deep model.

We also studied the relationship between the number of salient patterns \(k\) and \(Q_k\), the relationship between \(Q_k\) and the non-objectiveness of the AOG explainer, and the relationship between \(Q_k\) and the AOG complexity. Figure 19 shows that the ratio of explained utilities \(Q_k\) increased along with the increase of the number of salient patterns \(k\). Besides, the objectiveness of the AOG explainer was boosted along with the increase of \(Q_k\). Moreover, the number of nodes and the number of edges in the AOG also increased along with the increase of \(Q_k\).

### I More Analysis on the Effectiveness of the Learned Baseline Values

This section provides more experimental analysis on the effects of baseline values on the conciseness of explanations. Beyond experiments in the Paragraph Effects of baseline values on the conciseness of explanations, Section 4, in this section, we analyzed the effectiveness of the learned baseline values in terms of the AOG complexity from different perspectives. To this end, we first computed interaction utilities using baseline values obtained in different epochs during the learning phase. Then, based on the computed interaction utilities, we measured the number of salient patterns, the node number, and the edge number in the AOG at each learning epoch. For fair comparison, we selected the minimum number \(k\) of salient patterns such that the ratio of the explained utilities \(Q_k\) exceeded 70%, i.e., \(k = \arg \min_{k'} \{Q_{k'} > 70\}\), to construct the AOG. Figure 20 shows the change of the AOG complexity during the learning process of baseline values, in terms of the number of salient patterns, the number of nodes, and the number of edges in the AOG. We found...
that the learning of baseline values significantly simplified the AOG, thus boosting the conciseness of explanations.