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Abstract

The theoretical information threshold for the planted clique problem is $2 \log_2(N)$, but no polynomial algorithm is known to recover a planted clique of size $O(N^{1/2-\epsilon})$, $\epsilon > 0$. In this paper we will apply a standard method for the analysis of disordered models, the Parallel-Tempering (PT) algorithm, to the clique problem, showing numerically that its time-scaling in the hard region is indeed polynomial for the analyzed sizes. We also apply PT to a different but connected model, the Sparse Planted Independent Set problem. In this situation thresholds should be sharper and finite size corrections should be less important. Also in this case PT shows a polynomial scaling in the hard region for the recovery.

1 Introduction

The planted clique problem is the following [1]: We extract a random graph with $N$ nodes, each node is connected to another one with probability $p$. Then, we plant a clique $C$, imposing $K$ nodes among the $N$ ones to be connected to each other with probability $q = 1$. Given the resulting graph, we search for an algorithm able to identify the elements of the planted clique. The problem can be studied for all the values of the probabilities $p$ and $q$, but in the following we will focus on the values $p = \frac{1}{2}$, $q = 1$ [1]. Given a random graph with probability $p = \frac{1}{2}$ to have a link between two nodes, one can easily show that the largest purely random clique is of size $K_{\text{max}}(N) \approx 2 \cdot \log_2(N)$ for $N$ large [2]. As a consequence, an exhaustive search for a clique of size $K$ returns the planted clique if $K > K_{\text{max}}$. However, it has long been conjectured that no polynomial-time algorithm can find cliques of size $N^{1/2-\epsilon}$, $\epsilon > 0$. In Ref. [3] this has been proved for the class of sum-of-squares algorithms. In Ref. [4], a message passing algorithm has been constructed that fails unless $K > K_{\text{BP}} = \sqrt{N}$. In Ref. [5], an analogous gap between the threshold for exhaustive and polynomial algorithms has been found in the sparse clique problem. In this case, it is shown how the problem undergoes two phase transitions: The first one is a dynamical one, and below that threshold no local algorithm is able to find the planted clique. The second transition is a static transition that identifies the threshold for exhaustive search. The existence of such kind of gaps is common in recovery problems, but the clique problem is in a certain manner special because for this problem the two thresholds scale differently with $N$. Some recent works prove hardness in other problems assuming the hardness of the planted clique problem (in the

1 Clearly, if $q \neq 1$, $C$ is no more a real clique, but the problem to find it retains the same properties and can be analyzed with the same methods of the $q = 1$ case.
corresponding region) [5],[7],[8],[9]. For this reason, there is a lot of current interest in the planted clique problem. In the first part of this paper we will show that also in this dense limit, the clique problem undergoes a static and a dynamic phase transition, as demonstrated in [5] in the sparse case. Then applying standard methods for the analysis of disordered models, and in particular a Parallel Tempering (PT) algorithm, we will see how to find the planted clique down to $K_{\text{max}}$. The thermal algorithms are not easy to be analyzed: In particular, the challenge is to understand how the time of convergence scales with $N$. We show that data from PT are in very good agreement with a polynomial scaling. However, for the clique problem an exhaustive search algorithm can find the planted clique of size $K > 2 \log_2(N)$ in a time $O(\exp(c \log^2(N)))$: It is sufficient to find a clique of size $k_0 = 2 \log_2(N)$, that takes a time $(N^{k_0})$ and then to expand starting from that one. Thus it is quite difficult to distinguish between a polynomial or a non-polynomial $O(\exp(c \log^2(N)))$ behavior. For this reason, in the second part of this paper, we move to a different but connected model: The planted Independent Set (IS) model. Being this problem sparse, the thresholds are sharper: The exhaustive algorithm can find solutions in time $O(\exp(N))$. For this problem in the hard region we numerically show that for the analyzed sizes the PT algorithm can find solutions in polynomial time. This gives good reasons to believe that also in the case of the planted clique problem the PT algorithm finds solutions in polynomial time.

2 The planted clique problem and its transitions

To be concrete, we construct a graph of $N$ nodes with a planted clique $C$ of size $K$. On each node there is a variable $v_i$, $v_i = 1$ if node $i \in C$, $v_i = 0$ if node $i \notin C$. On each edge between nodes $i$ and $j$ we put a variable $A_{ij}$. The edge variables are 0 or 1 with the following probabilities:

$$p(A_{ij} = 1|\{v\}) = \begin{cases} 1 & \text{if } v_i v_j = 1 \\ \frac{1}{2} & \text{otherwise} \end{cases}$$

(1)

Given a realization of the graph we want to estimate the variables $v_i$. We will call our estimation $x_i$. We introduce a Belief-Propagation (BP) algorithm that is essentially the one proposed in Ref. [4]. Following the Bayes formula, the posterior probability for $x_i$ given the graph is

$$P(x_i|\{A_{ij}\}) = P(A_{ij}|\{x_i\})P(x_i),$$

(2)

where the likelihood $P(A_{ij}|\{x_i\})$ is the one of eq. [1] and $P(x)$ is the prior probability. The original problem has a global constraint on the size of the clique to be recovered (we are treating the case of known $K$): $P(\{x\})$ should be zero if $\sum_i x_i \neq K$. However we are using local algorithms, that cannot implement global constraints. Thus we choose a local prior on the single node: $P(x) = (\frac{K}{N})^x (1 - \frac{K}{N})^{1-x}$. The BP algorithm is a way to extract the marginal probabilities for each node from Eq. (2). We introduce cavity messages $\psi_{i\rightarrow j}(x_i)$ proportional to the probability that node $i$ takes value $x_i$, conditioned on the absence of edge $(ij)$. Iterative equations on the messages read:
\[
\psi_{i \rightarrow j}(x_i = 0) = \frac{N - K}{N} \left( \frac{1}{2} \right)^{N-1}, \\
\psi_{i \rightarrow j}(x_i = 1) = \frac{K}{N} \left( \frac{1}{2} \right)^{N-1} \prod_{k \neq j} [1 + (2A_{ij} - 1)\psi_{k \rightarrow i}(1)].
\]

Cavity probabilities are obtained from the normalization of the cavity messages: \( \eta_{i \rightarrow j}(x_i) = \frac{\psi_{i \rightarrow j}(x_i)}{z_{i \rightarrow j}} \), with \( z_{i \rightarrow j} = \psi_{i \rightarrow j}(0) + \psi_{i \rightarrow j}(1) \).

Once the iteration of the cavity messages has reached a fixed point, marginal probabilities are obtained as:

\[
\psi_i(x_i = 0) = \frac{N - K}{N} \left( \frac{1}{2} \right)^N, \\
\psi_i(x_i = 1) = \frac{K}{N} \left( \frac{1}{2} \right)^N \prod_k [1 + (2A_{ij} - 1)\psi_{k \rightarrow i}(1)].
\]

\( \eta_i(x_i) = \frac{\psi_i(x_i)}{z_i} \), with \( z_i = \psi_i(0) + \psi_i(1) \). The Bethe free energy associated to the reached solution is \( f = -\frac{1}{N} \left[ \sum_i \log(z_i) - \sum_{ij} \log(z_{ij}) \right] \), with \( z_{ij} = \frac{z_i z_{i \rightarrow j}}{z_{j \rightarrow i}} \). We then assume the elements of the clique to be the first \( K \) elements with largest \( \eta_i(1) \). In the thermodynamic limit the recovery is possible if \( K > K_{BP} = \sqrt{N/e} \) \cite{2}. Let us emphasize the difference in the Fixed Point of BP when the algorithm finds the planted clique and when it does not: If the planted clique is recovered, the BP messages are completely polarized: \( \eta_i(1) = 0 \) (if \( i \notin C \)) or \( \eta_i(1) = 1 \) (if \( i \in C \)). If the planted clique is not recovered, the fixed point \( \eta^*_i(1) \) reached by BP is not completely polarized: \( \eta_i(1) = \eta^*_i(1) \neq 0, 1 \forall i \). We will call this solution the paramagnetic solution.

In the rest of this Section, we will identify the different phases of the planted clique problem. We will introduce the scaling variable \( \tilde{K} = K / \log_2(N) \), to take into account the fact that the important thresholds of the model scale non-trivially with the size of the system. In terms of this variable, we will see that the finite-size scaling reduces to the usual one in presence of a first-order phase transition.

First of all, we study the stability of the planted solution. To do this, we initialize the BP messages near enough to the planted solution and we look to the solution reached after iteration. Results are shown in Fig. 1. The planted solution is reached well below the threshold \( K_{ran} = 2 \), until the threshold \( K_{sp} \approx 1.3 \). This value is extracted from the intersection of data in Fig. 1 for the two larger analyzed sizes, \( N = 5000 \) and \( N = 10000 \). We know that there exist other random cliques of size \( K \leq K_{max} \), but for \( K_{sp} < K < K_{max} \) the planted solution is still locally stable under small perturbations: Speaking in terms of the free energy, the planted solution represents a local minimum, well separated from the paramagnetic one. In the statistical physics language, \( K_{sp} \) corresponds to the spinodal point for the existence of the planted solution. \cite{1}

\footnote{Below the spinodal of the planted solution, in general, the recovery in the non-planted ensemble is easy \cite{1}. This should imply that for \( K < K_{sp} \) there should exist a polynomial algorithm able to find a random clique of size \( K \). However, the threshold for the polynomial}
Figure 1: Probability for recovery starting around the planted solution. Averages are performed over 100 samples. Even if we know that random cliques of size $K \leq K_{ran} = 2$ are present, the planted solution remains locally stable down to $K_{sp} \simeq 1.3$.

Then, we compare the average Bethe free energy $f_{plan}$ and $f_{ran}$ of the solutions found respectively from planted and random initialization, where the average is intended over different realizations of the planted clique and of the graph at fixed $N$ and $K$. We name as $K_s(N)$ the threshold at which $f_{ran}(N) = f_{plan}(N)$; it corresponds to a static phase transition, at which the global minimum of the free energy changes from the planted to the paramagnetic solution. For large $N$, it was analytically shown that $K_s(\infty) = 2$. We find, however, that finite size corrections are huge and for finite $N$, $K_s(N)$ is quite different from its large $N$ limit: $K_s(10000) \simeq 1.6$ as shown in Fig. 2. The values found for $K_s(N)$ are in good agreement with the finite size estimate for the largest size $K_{max}(N)$ of a random clique in a random graph of size $N$. $K_{max}(N)$ can be obtained by the following probabilistic argument: The expected number of cliques of size $K$ in an Erdős-Rényi graph of size $N$ with bonds present with probability $p$ is given by $E(N,K) = (\binom{N}{K})p^{(K^2)/2}$. Defining $K_{max}(N)$ as the largest integer $K$ for which $E(N,K) > 1$, the largest naturally occurring clique is shown to have with high probability size $K_{max}$ or $K_{max} + 1$ in graphs with $N$ large $[13,14,15]$. $K_{max}(N)$ asymptotically tends to $2 \log_2(N)$ for $N \to \infty$. Thus in the case of the planted clique we find that the static threshold corresponds to the threshold for the existence of purely random cliques.

Summarizing:

- For $K > K_{BP}$ there is just one minimum of the free energy, that is the one corresponding to the planted clique, found by randomly initialized BP. We will call this phase an easy phase for the recovery.

- For $K_s < K < K_{BP}$ there are two local minima of $f$: The global one corresponds to the planted clique, and it is reached by BP with planted algorithms in the non-planted case is believed to be $K_{Karp} = 1$ in the large $N$ limit $[10]$. Whether the difference between $K_{sp}$ and $K_{Karp}$ is just due to finite size effects or has a deeper meaning should be better analyzed and will be the subject of a subsequent work.
Figure 2: Comparison between the average free energy $f$ of the paramagnetic solution and the one of the planted solution. Averages are over 10 samples. The point where the planted solution has the same $f$ with respect to the paramagnetic solution locates the static threshold $\tilde{K}_s$.

initialization; the other local minimum corresponds to a paramagnetic solution, that is the one where BP stops if randomly initialized. If we know how to nucleate the planted solution, it is still possible to find it. We will call this phase a hard phase.

- For $K_{sp} < K < K_s$ the planted solution is still a local minimum of the free energy, that can be found if BP is initialized around the planted solution. However, the global minimum of $f$ is the paramagnetic one. This phase corresponds to an impossible phase.

- For $K < K_{sp}$ the number of random cliques is large and the planted solution is no more stable, it is no more a minimum of the free energy: Even starting near to the planted solution, the BP algorithm will flow to the unique paramagnetic minimum.

A similar analysis was performed in Ref. [16] for the so-called stochastic block model and in Ref. [5] for the problem of finding a highly connected subset of vertices in a sparse graph. From the results of Ref. [5], the dynamical threshold associated with the failure of BP in the sparse case is shown to reduce to $K = \sqrt{N/e}$ in the dense planted clique case, while the thresholds associated with the static and the spinodal phase transition are located at $K^* = o(\sqrt{N})$ in the dense limit. In statistical physics such a situation is called a first order transition: There are two competing minima of $f$; varying the parameters of the problem, the global one changes from one to another. Such a situation is present in other recovery problems. A well-known example is the compressed sensing [18].
3 Parallel Tempering for the planted clique problem

We will now look to the statistical mechanical model constructed by introducing a Hamiltonian associated to the Bayes probability for the clique problem, following an approach similar to Ref. [17]. In statistical physics, the appearance of metastable minima is encountered in a large number of problems. In these cases, the more efficient algorithm for the research of the true minimum is the so-called Parallel Tempering (PT) [19], that we will apply to the clique problem.

We define an Hamiltonian associated to the posterior probability of eq. (2) as:

\[ P_\beta(\{x\}|\{A\}) \equiv e^{-\beta H} \]

where the Hamiltonian has the form:

\[ H(\{x\}) = -\sum_i \log(P(x_i)) + \sum_{ij} \left[ (1 - A_{ij}) \log \frac{1 - x_i x_j}{2} + A_{ij} \log \frac{1 + x_i x_j}{2} \right] \]

The energy assumes the value \( H = \infty \) if \( A_{ij} = 0 \) and \( x_i x_j = 1 \), preventing from having configurations without links between two elements of a clique. We have introduced an additional parameter, the inverse temperature \( \beta = \frac{1}{T} \), that takes the value \( \beta = 1 \) in the original problem. Given a realization of the graph \( \{A\} \), we introduce \( n = 19 \) replicas of the system with the same graph, each replica \( i \) is at a different inverse temperature: \( \beta_i = 1 - i \cdot 0.05 \), \( i \in [0, 18] \). The \( i = 0 \) replica is the original system. For each replica we perform a standard Metropolis Monte Carlo (MC) simulation. After 5 MC steps for each replica, we try to flip the configuration of the \( i \)-th and \((i + 1)\)-th replicas with probability

\[ p = \min \left( 1, e^{(\beta_i - \beta_{i+1})(E_i - E_{i+1})} \right), \quad (5) \]

where \( E_i \) is the actual energy value of the \( i \)-th replica. We then measure the magnetization \( M \) of the original replica \( i = 0 \): \( M = \sum_j x_j \). When \( M = K \) we stop our simulation, having identified the planted clique. If \( K < K_{BP} \), the original system will be firstly attracted to the secondary minimum of the free energy and should overcome a barrier to reach the true minimum. However at \( \beta < 1 \), this barrier lowers or eventually it disappears. Replicas at higher temperature are free to explore a larger part of the phase space in less time. Flipping replicas thus permits the original system to reach the true minimum in a smaller time. Being the system fully connected, one could naïvely think that the MC algorithm takes \( O(N^2) \) time: An iteration step is intended as the attempt to flip each of the \( N \) variables, and the computation of the new energy is of order \( O(N) \). However, the proposal to flip a spin is accepted only \( O(K) \) times, because if \( x_i = 0 \) and we propose to flip it, the flip is accepted only if \( A_{ij} = 1 \) for all spins \( j \) with \( x_j = 1 \), while if \( x_i = 1 \) it is always possible to flip it. A single step of the algorithm thus is \( O(K \cdot N) \). In Ref. [3] it is stated that no local algorithm can find the planted solution for \( K < K_{BP} \). PT is not local because of the flipping procedure between replicas. It finds the planted solution for \( \tilde{K} > \tilde{K}_s(N) \). Please note that the PT algorithm finds the planted solution until the actual size-dependent static threshold \( \tilde{K}_s(N) \), that is well below the \( N \to \infty \) static threshold \( 2 \log_2(N) \) for the analyzed sizes. As in all first-order phase transitions, the time for convergence is diverging at the static transition point \( \tilde{K}_s \). The time of convergence seems to diverge as
$t(N, \tilde{K}) \propto \frac{\nu^{N'}}{(\tilde{K} - \tilde{K}_s(N))^{a}}$, as shown in Fig. 3. The value for the exponents are $\nu = 5.78(4)$, $a = 3.64(12)$. In the right part of fig. 3 we show the collapse of the data for the convergence time as a function of $\tilde{K}$ for different sizes $N$ once the proper scaling variables are used. Summarizing, the time of convergence grows as a power law with $N$ and diverges with a power law at the static threshold $\tilde{K}_s(N)$. The value for the critical exponents $a$ and $\nu$ is not optimal. In fact, the parameters of PT (number of replicas, spacing in temperature...) can be modified leading probably to a changing in the exponents. However, our purpose is not to optimize the PT but only to show that it is indeed a polynomial algorithm. For the clique problem, an exhaustive search algorithm can find the planted clique in a time $O(c \log N)$. Even if we showed that the collapse of the data with a polynomial scaling is very good, one could always criticize that the analyzed sizes are too small to capture the difference between a polynomial and an exponential $O(c \log N)$ behavior. Thus a better setting to numerically study the problem is a sparse graph, for which thresholds are sharper and a non-polynomial algorithm should take $O(c \log N)$ time. In this situation, it is easier to distinguish between a polynomial or an exponential algorithm. A first way to translate the planted clique problem on a sparse graph is the one proposed in Ref. 3. A second way is to move to the planted Independent Set problem, as explained in the next Section. We will show that also for this problem in the hard region the scaling of the PT time to find solutions is well-fitted by a power-law for the analyzed sizes. This gives indications to believe that also in the case of the planted clique problem the PT algorithm really finds solutions in polynomial time.

4 The planted independent set problem

An Independent Set (IS) is a subset of vertices of a graph that are not connected. It is clear that a clique becomes an Independent Set on the complementary graph, thus the original problem to find a planted Clique results in finding an IS on the complementary graph. The useful property of the IS problem is that
it can be safely defined on a sparse graph of finite degree \( d \).

We define the density of the IS \( \rho = \frac{K}{N} \). For \( d > 30 \), one can show that the paramagnetic solution of the BP equations to find a random IS of size \( \rho \) is stable up to density \( \rho_l(d) \) well above the density \( \rho_{\text{max}}(d) \) of the largest random IS \[21\]. This means that if we study the planted problem, we expect the existence of a region in the density of the planted IS \( \rho_{\text{max}}(d) < \rho(d) < \rho_l(d) \) where it will be hard to find the planted IS even if we are above the theoretical threshold for the recovery: We are in a situation analogous to the case of the planted clique of size \( K_s < K < K_{BP} \). The thresholds for the IS problem as a function of \( d \) on a Random Regular Graph has been computed in Ref. \[21\].

To be concrete, we plant a IS \( I \) of size \( K \) on a graph of size \( N \) with average degree \( d \) in the following way: We extract link \( A_{ij} = 1 \) between nodes \( i, j \notin I \) with probability \( c_{\text{in}} \), and links between \( i \in I, j \notin I \) with probability \( c_{\text{out}} \). We do not put links between \( i, j \in I \). Imposing that all elements have average degree \( d \) (in this way a generic algorithm cannot classify elements on the basis of their degree), we find \( c_{\text{in}} = \frac{d(1-2\rho)}{N(1-\rho)} \), \( c_{\text{out}} = \frac{d}{N(1-\rho)} \). The thresholds, in this case, are slightly different from the ones in Ref. \[21\] that were for graphs of fixed degree but the behavior is the same. We restrict ourselves to the case of average degree \( d = 40 \). In this case, for fixed degree, following Ref. \[21\], the thresholds are \( \rho_l(40) = 0.138 \), \( \rho_{\text{max}}(40) = 0.1273 \), \( \rho_s(40) = 0.1231 \). We write the BP equations following the same reasoning of the ones for the clique problem, practically the equations are those in Eqs. (26),(27) of Ref. \[16\] for the general case of clustering. We numerically extract the threshold \( \rho_l \) as the limit for the convergence of the BP equations to the planted solution once they are randomly initialized: \( \rho_l(40) = 0.1351 \). Analogously to the clique problem, we identify the static transition as the threshold at which the free energy of the planted solution, reached by BP initialized near enough to the planted solution, is equal to the free energy of the paramagnetic solution, reached by randomly initialized BP, finding \( \rho_s(40) = 0.1217(1) \), as shown in Fig 4. Please note that in the case of sparse IS the static threshold \( \rho_s \) does not corresponds to the threshold \( \rho_{\text{max}} \) for the maximal density of random IS, at variance with what happens in the clique problem, where we find that the static threshold \( K_s \) numerically corresponds to the size \( K_{\text{max}} \) of the largest naturally occurring clique. We have that \( \rho_s < \rho_{\text{max}} \). Even if for \( \rho_s < \rho < \rho_{\text{max}} \) there exist random ISs, in this region the planted IS dominates the measure and can be reconstructed. In the dense limit \( d \to \infty \), \( \rho_{\text{max}} = \rho_s \[21\], as it is expected because of the exact mapping into the dense clique problem.

5 Parallel Tempering for the planted IS

Having identified the important transitions, we run PT in the hard region for the recovery of the planted solution. As for the clique problem, we write the Hamiltonian associated to the posterior Bayes probability that is essentially the one in Eq. (8) of Ref. \[10\]. A MC step takes time \( O(dN) \). We introduce \( n \) replicas at different inverse temperatures \( \beta \): \( \beta_i = 1 - i \cdot 0.02, i \in [0,18] \). We run PT at two different densities: \( \rho = 0.14 \) that is in the easy phase, and \( \rho = 0.13 \) (The original dense problem to find the planted clique as defined in the previous section is exactly equivalent to the problem of finding a planted IS when \( d = N/2 \)
Figure 4: Comparison between the free energy $f$ of the paramagnetic solution (reached by BP randomly initialized) and the one of the planted solution (reached by BP initialized near enough to the planted solution) for the planted IS problem on a Bethe lattice with average degree $d = 40$. The point where the planted solution has the same $f$ with respect to the paramagnetic solution locates the static threshold $\rho_s(40) = 0.1217(1)$. Averages are performed over 1000 sample for $N = 1000$ and 300 samples for $N = 10000, 20000$.

that is in the hard phase for the reconstruction of the planted solution. PT succeeds to find the planted solution, and the times are reported in Fig. 5 as a function of $N$. For both $\rho = 0.13$ and $\rho = 0.14$ we have tried to fit data both with a polynomial $f(x) = ax^b$ and an exponential function $g(x) = c \exp(dx)$. In both cases, the exponential fit has to be excluded, while times are well fitted with a polynomial growth. The best-fit parameters for the exponent $b$ are: $b(\rho = 0.14) = 2.5(1)$, $b(\rho = 0.13) = 3.15(9)$. Also the time of convergence of the 90% of samples grows as a power-law with $N$ (see Fig. 5).

6 Conclusions and perspectives

Concluding, we have applied a standard method for the analysis of disordered models in statistical physics, the Parallel Tempering algorithm, to the planted clique problem. The performances are quite surprising: It succeeds in finding the planted solution down to the information theoretical threshold in a time numerically compatible with a power-law in the size of the system. Moving to the planted IS sparse problem, that should be harder because thresholds become sharper, the performances of PT still remains really good, succeeding in finding the correct solution in the hard region in polynomial time. The PT algorithm is a non-local algorithm because replicas of the system at different effective temperatures are flipped during the simulation. When looking to the associated statistical mechanical problem, the hardness of the planted clique or planted IS problems relies on the presence of an extensive barrier in the free energy landscape between the correct planted solution and a wrong paramagnetic solution. However, when the temperature is added, this barrier can become smaller and
eventually disappears. For this reason, in the PT algorithm, replicas at higher
temperature can explore rapidly a larger space of configurations preventing from
being trapped by the paramagnetic solution. This paper just shows numerical
evidence that there could exist a polynomial algorithm for the clique problem
and related problems. A crucial point in the PT algorithm is the choice of the
number of replicas that should satisfy two important properties:

- The $\beta$ associated to the last replica should be low enough to allow the
  system to explore the whole phase space, without trapping barriers.

- The spacing in $\beta$ should be not so large: In this way, the difference in the
  energy associated to two near replicas could be small enough to permit
  the flipping with a non-null probability in Eq. (5).

For the analyzed sizes we have seen that $n = 19$ is a good number to have both
these properties. One could criticize that $n$ could grow with $N$: It could be
possible that a diverging number of replicas are needed in the thermodynamic
limit to ensure the convergence for the PT algorithm to the planted solution.
However for the analyzed sizes we verified that $n \simeq O(\log(N))$ is sufficient.
Even if such a scaling of $n$ with $N$ is needed, the time of convergence of the
algorithm will stay polynomial.

An analytical study of the performance of thermic algorithms is quite diffi-
cult. However, we think it could be of crucial importance for the determination
of the real scaling of PT, and its application also for other optimization
problems. The application of PT algorithm to the largest clique (and largest IS)
problem on a Random Regular Graph is currently under study.

Let us finally point out the huge finite size effects of the planted clique
problem for which the analytical thresholds for the static and the spinodal phase
transitions in the $N \to \infty$ limit, known in the literature, are so different from the
real ones at finite but large sizes computed in this paper. This result suggests
that the mathematical analysis of the $N \to \infty$ limit for such kind of problems
should be complemented by a more deep study of the finite size behavior. A
similar thing happens also for the Independent Set problem, for which there are
a lot of mathematical results for the $d \to \infty$ limit, while at finite $d$ things are
different, as found for example in Refs. [21][22].
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