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Abstract. This paper wants to analyze and compare the mainstream algorithms for moving target detection and lay a foundation for algorithm improvements as well as for such research directions as intelligent transportation system and traffic calculation, this paper selects three target detection algorithms for comparative study: methods of interframe difference, background difference and optical flow. It conducts simulation experiment on traffic surveillance videos with MATLAB programming, selects the threshold for frame difference method suitable for the current video and improves detection accuracy by binaryzation, expansion, corrosion and other processing methods. Interframe difference method compares the effects between the original difference image and grayscale difference image and considers bad difference caused by excessive moving distance. Background difference method compares the effect images after morphological processing, and reduces the impact of noises. The advantages are shown by comparing the original image with the labeled optical flow diagram using the optical flow method. By comparing the recognition effect images and processing time of these three algorithms, it analyzes and concludes the strengths and weaknesses as well as the ranges of application in intelligent transportation system.
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1. Introduction

Due to the rise of computer vision, it has been widely used in the field of intelligent transportation\cite{1}. The detection and recognition of moving targets in video sequence, especially the extraction and tracking of moving vehicle information\cite{2} has already been a hot research topic in intelligent transportation control. The recognition and tracking of moving target is the core issue in the research of computer vision\cite{3} and the foundation for target detection in video sequence is image processing technology\cite{4,5}. To extract and analyze the information of moving vehicle in the surveillance video\cite{6} can help effectively monitor the vehicle movement status, and make intelligent analysis of moving path\cite{7}, which plays an important role in driverless technology. It can accurately identify the number of vehicles, effectively monitor traffic flow, and prevent road congestion in advance. While tracking the moving objects in surveillance video sequence\cite{8}, it may be restricted by many factors like object blockage, deformation, different illumination, extra-rapid velocity, and actual-time demands; So, accurate detection and recognition of moving object has become a research priority.

Object detection in motion in the video sequence is divided into object recognition of each frame, and interframe difference method\cite{9,10}, background difference method\cite{11} and optical flow method\cite{12,13} are compared. Conventional interframe difference method is simple and fast in calculation, but the difference region of two adjacent frames will have holes, ghosts and streaking so that it cannot completely and accurately extract the moving target region and it is greatly affected by shadow and
noises. Background difference method mainly depends on the effect of background image built upon model. The misjudgment as a result of the waggling actual background objects and weather influence will affect the detection effect and background update is also a problem to be considered in the background model, but the stability of model building is its advantage. Optical flow method recognizes and tracks moving object by calculating the changes of optical flow vector features of moving object. It involves a great amount of calculation; it cannot ensure the actual-time requirements of surveillance video and it suffers huge impact from noises. At present, many scholars have done plenty of work on and made excellent achievements in the research of moving target detection in video sequence through the above three mainstream methods. Literature\cite{14} proposes the adaptive interframe difference adaptive moving target detection algorithm where the maximum probability grayscale is calculated via histogram statistics. This method has good adaptivity, but it involves much calculation when extracting the background with histogram statistics and holes may occur when the threshold is too close. Literature\cite{15} proposes the moving object detection algorithm which combines background difference method and three-frame difference method. It can get adapted to sudden changes in illumination for quick detection and it has strong robustness. Literature\cite{16} combines five-frame difference with background difference. It extracts the moving region with dynamic thresholds, and it has strong adaptivity to background and excellent actual-time, but it has no good effect under complex and dynamic backgrounds. Literature\cite{17} introduces three-frame difference method to reduce the computation of optical flow method. It selects Harris corner features and it only calculates the optical flow information of some points so that it effectively reduces complexity and meet the actual-time requirement, but the effect is related to the velocity of moving target and the effect is bad when it comes to slow velocity. Literature\cite{18} obtains binary image with the gradient threshold of frame difference method, extracts feature points and make markers in vector segment, ROI region is set. It has real-time and robustness and it can calculate vehicle flow, but the optical flow is slight sparse and it also has difficulties in feature extraction and accurate matching.

This paper makes a comparative study of the algorithms in transportation field, detects and recognizes the moving vehicles in road surveillance video sequence. It selects vehicle surveillance video for simulation experiment with MATLAB, conducts comparative analysis of the detection results by three algorithms, and obtains their respective strengths and weaknesses as well as ranges of application, thus providing a foundation and development direction for the application of computer vision in intelligent transportation system. The comparative study of these three algorithms in moving target detection is as follows: interframe difference method has simple calculation and a wide application scope, but it is not good in moving objects; background difference method has good stability and the key is the building of background, but the update problem will slow down the operation; and optical flow method involves large calculation in early stage. It is suitable for the objects with a fast velocity and it can recognize multiple objects, but it is greatly affected by noises. In this paper, Section 1 introduces the research background, the research basis of related work and the main procedures of the comparative analysis; Section 2 introduces the theoretical foundations of the above three algorithms and their applications in vehicle monitoring videos in the field of intelligent transportation system; Section 3 and 4 introduces the simulation experiment by applying MATLAB programming in vehicle monitoring video sequence and the comparative analysis of the results of three algorithms; and Section 5 concludes the research results.

2. Theoretical Foundation
This paper selects three mainstream moving object detection algorithms for simulation experiment and comparative study and the study is mainly applied in traffic calculation and intelligent transportation system.

2.1. Interframe Difference Method
Interframe difference method is the simplest method to extract moving objects and it extracts the information of moving target according to the difference of two adjacent frames. Select the \(t^\text{th}\) frame and \(t+1^\text{th}\) frame to make a difference, extract the general contour of moving target and see its effect in Fig. 1.
Convert the RGB image in the video sequence into grayscale image and what affect the difference result is illumination change. Grayscale image changes significantly. Compare the grayscale difference image with the original difference image (as shown in Fig. 2 below) and it is clear that grayscale image has a better effect; so grayscale image is selected for difference calculation.

The main principles of interframe difference algorithm are as follows: Let \( I_t \) indicate the input video image sequences and take two adjacent frames \( G_t \) and \( G_{t+1} \) and the pixel values of pixel \( O(i,j) \) at \( t \) are \( G(i,j,t) \) and \( G(i,j,t+1) \) respectively. \( t \geq 1 \).

\[
M(i,j) = \|G(i,j,t) - G(i,j,t+1)\|
\]  
(1)

In order to improve the difference effect and cut the calculation amount, binarize the difference result. Gray RGB image in the video sequence. Take two adjacent grayscale images: \( G_t \) and \( G_{t+1} \) and the grayscale value of pixel \((i,j)\) at \( t \) is \( \delta(i,j,t) \). \( M(i,j) \) is difference image and \( t \geq 1 \).

\[
M(i,j) = \begin{cases} 
255 & \text{if } \|\delta(i,j,t) - \delta(i,j,t+1)\| \geq Th \\
0 & \text{otherwise}
\end{cases}
\]  
(2)

\( Th \) indicates the threshold and it is determined mainly by the experience of predecessors, but it can also be properly adjusted according to different video effects. When the difference result of the pixels in two adjacent frames is bigger than the threshold \( Th \), it is the moving target (i.e. the white region in Fig.2); otherwise, i.e. the black area in Fig.2 is the background.

Select the proper threshold based on current video, compare the difference results of different \( Th \) s, as shown in Fig.3.

As shown in Fig.3, the threshold is too small and it will consider the object in the background region as the moving object and increase the threshold. It is clear that has a better effect, when it is too big and
part of the moving object is recognized as the background, resulting in a reduced recognition effect. So, is the threshold limit value for the current difference method.

The premise of good interframe difference effect is small changes in two adjacent frames. If the moving distance of the object is too big, the difference effect is seen Fig.4. The recognized moving target region is far bigger than the right region, thus greatly lowering the target recognition accuracy. Therefore, interframe difference effect is more suitable for the moving objects with small interframe changes.

Figure 4. Interframe difference image.

2.2. Background Difference Algorithm

Background difference algorithm builds its background model according to the current video sequence, selects the background and the current frame to make the interframe difference, extracts the moving target region, and conducts recognition and tracking. If the pixel in the difference image is bigger than the threshold, it is in the moving region and it does not need to be counted in the background; otherwise, it needs to be updated into the background. It is important to build and update background model for background difference algorithm. See Fig.5 below for the moving target detection flow chart:

Figure 5. Flow chart of moving target detection

Here are the main steps to building a background model:

(1) As the premise, convert the RGB image in the video sequence into grayscale image. It is the illumination change that affects the difference result. Grayscale image changes greatly. It needs little calculation to build the background model and it has a fast velocity and excellent effect. So, grayscale image is chosen for the subsequent processing.

(2) Make a difference on adjacent frames. Let $\delta(i,j,t)$ denote the grayscale value of pixel $O(i,j)$ at $t$, $M(i,j)$ be the difference image and $t \geq 1$.

$$
M(i,j,t) = |\delta(i,j,t) - \delta(i,j,t+1)|
$$

(3) Binarize the difference image.

$$
L(i,j) = \begin{cases} 
1 & M(i,j) \geq Th \\
0 & \text{others}
\end{cases}
$$

$L(i,j,t)$ is the binarized image after difference, the binarized threshold is $Th$. When $L(i,j,t) = 1$, it means that this pixel point is moving; otherwise, it is static and it needs to be updated into the background.
In the background building process, it needs to calculate the model according to different circumstances and the update calculation formula is as follows:

\[ B(i, j, t) = (1 - \lambda) L(i, j, t) + \lambda B(i, j, t-1) \]  

(5)

\( B(i, j, t) \) is current background image and \( \lambda \) is the update factor.

The background building process is mainly divided into the following four situations:

When \( L(i, j, t) = 0 \) and \( t = 1 \), initialize and set the first frame of image as the initial background image.

\[ B(i, j, t) = L(i, j, t) \]  

(6)

When \( L(i, j, t) = 1 \) and \( t = 1 \), initialize and take the all-black image as the initial background image.

\[ B(i, j, t) = 0 \]  

(7)

When \( L(i, j, t) = 0 \) and \( t > 1 \), according to the result of the comparison between the moving target and the background, the update factor is introduced to update the current background image in real time.

\[ B(i, j, t) = (1 - \lambda) L(i, j, t) + \lambda B(i, j, t-1) \]  

(8)

When \( L(i, j, t) = 1 \) and \( t > 1 \), the background at the time of \( t \) is the same as that at the time of \( t-1 \) and keep it unchanged.

\[ B(i, j, t) = B(i, j, t-1) \]  

(9)

When \( \lambda \) is close to 1, the background image at this moment is highly similar to that at the previous moment, which is mainly a result of illumination impact. The smaller the illumination change, the higher level of similarity. When its value approaches 0, it will suffer less illumination impact and the relationship between the updated background image and the sequence image is becoming more and more irrelevant. To change the update factor can make the model adapted to the impact of illumination change on detection result and build a relatively stable background model, but the background model has poor real-time and it needs to obtain the video and build the model in advance.

Apply MATLAB programming to build the model, select moving vehicle surveillance video for simulation experiment and use part of video sequence to build the background model. The experiment result is seen in Fig.6.

![Figure 6. Interframe difference background model renderings.](image)

Fig.6 shows the 105th foreground image, the 105th background image and the 105th processed image after difference and morphological expansion and corrosion. It can be seen that the background built may be a little blur, but the background is basically stable and the foreground target can be extracted.

2.3. Optical Flow Method

The optical flow field\(^{[19,20]}\) is the apparent motion of grayscale and the pixel-level movement. Optical flow method through to the change of the velocity vector of the image of each pixel motion object detection recognition, No movement object in video image sequence, the change of the optical flow vector is continuous. When a moving object appears, the moving object will move relative to the
background, and the velocity vector will change to form a difference with the velocity vector of the field background, so as to detect and identify the moving object and its position. According to the difference, the moving target and its position can be detected and recognized.

The optical flow marker effect by optical flow field on the moving target is seen in Fig.7 below.

![Optical Flow Marker Rendering](image)

**Figure 7.** Optical flow marker rendering.

The calculation method of optical flow field is mainly gradient-based methods, which use the gradient of image grayscale. The premise of gradient-based methods is to maintain the grayscale unchanged before and after the movement and obtain the optical flow constraint equation. The determination of optical flow needs not only the restrictions of constraint equation, but also other constraints.

Let the grayscale value of pixel \( O(i,j) \) at \( t \) be \( \delta(i,j,t) \). And at the time of \( t + dt \), the new position of this pixel is \( (i + di, j + dj) \) and the grayscale value of the current pixel is \( \delta(i + di, j + dj, t + dt) \). According to the premise constraints, pixel moves along the track, but the brightness does not change,

\[
\delta(i, j, t) = \delta(i + di, j + dj, t + dt)
\]  

(10)

If the grayscale value changes slowly with pixel \( O(i,j) \), the above formula will be the following according to Taylor series expansion.

\[
\delta(i + di, j + dj, t + dt) \approx \delta(i, j, t) + \frac{\partial \delta}{\partial i} di + \frac{\partial \delta}{\partial j} dj + \frac{\partial \delta}{\partial t} dt
\]  

(11)

\[
\frac{\partial \delta}{\partial i} di + \frac{\partial \delta}{\partial j} dj + \frac{\partial \delta}{\partial t} dt = \delta u + \delta v + \delta t = 0
\]  

(12)

where \( \delta_i = \frac{\partial \delta}{\partial i} \), \( \delta_j = \frac{\partial \delta}{\partial j} \) and \( \delta_t = \frac{d \delta}{dt} \) are the rates of change of the grayscale value of pixel \( O \) over \( i,j,t \); \( u = \frac{di}{dt} \) and \( v = \frac{dj}{dt} \) are the velocities of pixel \( O \) changing along the directions of \( i,j \).

Present the following equation with vectors:

\[
\nabla \delta \cdot U + \delta_t = 0
\]  

(13)

where \( \nabla \delta = [\delta_i, \delta_j] \) is the gradient direction and \( U = [u, v]^T \) is optical flow constraint equation. Directions \( u,v \) constitute a 2D plane space and all the optical flows \( U = [u, v]^T \) that meet the constraint equation of \( \delta u + \delta v + \delta t = 0 \) are in this straight line and this line is vertical to the gradient \( \nabla \delta = [\delta_i, \delta_j] \). As there are two unknowns \( u,v \) in the optical flow equation, one constraint equation
cannot be solved. As shown in Fig.8. In order to identify the optical flow, it needs to introduce new constraints according to different algorithms and actual demands. As for the moving vehicle surveillance video selected in this paper, the flow chart of detecting moving target with optical flow field is shown in Fig.9 below:

\[
\delta \mu + \delta \nu + \delta t = 0
\]

\[
\nabla \delta = [\delta_x, \delta_y]
\]

**Figure 8.** Optical flow basic equation constraint line image.

**Figure 9.** Flow chart of optical flow field detecting moving target.

### 3. Experimental Simulation

This paper selects the above vehicle surveillance video and conducts simulation experiment through MATLAB programming with interframe difference method, background difference method and optical flow method. As for the moving object detection results by interframe difference method, Fig.10 (a) show part of the images with good recognition effect and Fig.10 (b) are some unrecognized images.
Figure 10. (a) Interframe difference recognition effect image (b) Interframe difference unrecognized image.
For the background difference method, the images with good recognition effect, the unrecognized images and the images in special case can be seen in Fig.11(a), Fig.11(b) and Fig.11(c).

Figure 11. (a) Background difference recognition effect image (b)Background difference unrecognized image (c) Special case recognition image.
As for the optical flow method, see Fig.12(a) for the images with excellent recognition effect, Fig.12 (b) for the unrecognized images and Fig.12 (c) for the images in special case.
4. Analysis of Comparative Results

In order to demonstrate the strengths and weaknesses as well as the applicable scopes of these three algorithms more accurately, it segments the video into 120 frames of images as samples. Then it adopts these algorithms for target detection, and calculates the operation time needed to process every frame of image. The result can be seen in Fig.13.

From what has been discussed above, It concludes that interframe difference algorithm needs more or less the same operation time, which is basically in the scope of 0.11 and that it is fast in calculation. The calculation time of background model changes greatly with background fluctuation and the operation time also gradually increases. Due to the background update problem, operation time also increases over update. The running time of the optical flow method is stable in the range of 0.01-0.03s. It is the fastest among these algorithms. Optical method consumes a longer time when calculating optical flow in the early stage, and then its velocity accelerates after that.

For this traffic surveillance video, the simulation results show that the optical flow method has the best effect and meets the real-time requirement; however, it is more suitable for fast surveillance videos with...
little noise impact; moreover, the calculation at early stage is huge. Though interframe difference method fast, simple and stable, it needs to make sure that between the adjacent frames, the object moves slightly; otherwise, the recognized region will go beyond the accurate region and cause a rising error rate. Background difference method has the slowest calculation speed. The reason is that background update problem gradually increase the calculation time and the time fluctuates greatly; additionally, the more similar the adjacent background, the better the result. This method has high stability.

5. Conclusion
This paper has made simulation experiment and careful comparison among interframe difference method, background difference method and optical flow method in their applications of traffic monitoring videos and analyzed their potential strengths and weaknesses as well as ranges of application. Interframe difference method has simple calculation and a fast velocity, but it needs to ensure that the distance of the moving objects between adjacent frames is not extra-big. Background difference method is slow in calculation though, its model is stable and the key to the effect is the effect of background building and updating. But it has its own advantages. Optical flow method has a huge amount of calculation in early stage and it needs some time, but it is suitable for the videos with fast moving velocity and small noise impact. The comparative study of these three algorithms has provided a direction for their improvements as well as applications and development in intelligent transportation system.
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