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Abstract. We show that the closed Dyson-Schwinger equation for the 2-point function of the noncommutative \( \lambda \phi^4 \)-model can be rearranged into the boundary value problem

\[ \Psi(a+, b+) \Psi(a-, b-) = \Psi(a+, b-) \Psi(a-, b+) \]

for a sectionally holomorphic function \( \Psi \). This expresses the 2-point function as Hilbert transform of an angle function which itself satisfies a highly non-linear integral equation. A solution of that equation as formal power series in \( \lambda \) shows a surprisingly simple structure. The solution to 10th order is matched by Stirling numbers of the first kind. Its extrapolation to all orders is resummed with the Lagrange-Bürmann formula to Lambert-W. This leads to an explicit exact formula of the 2-point function, real-analytic at any coupling constant \( \lambda > -1/(2 \log 2) \), in terms of Lambert-W.

1. Main result

In this paper we give strong evidence for

Conjecture 1. The non-linear integral equation for a function \( G_{\lambda}: \mathbb{R}_+ \times \mathbb{R}_+ \rightarrow \mathbb{R} \),

\[
(1 + a + b) G_{\lambda}(a, b) = 1 + \lambda \int_0^\infty dp \frac{G_{\lambda}(p, b) - G_{\lambda}(a, b)}{p - a} + \frac{G_{\lambda}(a, b)}{1 + p} \\
+ \lambda \int_0^\infty dq \frac{G_{\lambda}(a, q) - G_{\lambda}(a, b)}{q - b} + \frac{G_{\lambda}(a, b)}{1 + q} \\
- \lambda^2 \int_0^\infty dp \int_0^\infty dq \frac{G_{\lambda}(a, b) G_{\lambda}(p, q) - G_{\lambda}(a, q) G_{\lambda}(p, b)}{(p - a)(q - b)},
\]

which describes a scaling limit of the connected 2-point function of the \( \lambda \phi^4 \)-model with harmonic propagation on 2-dimensional noncommutative Moyal space, is for any real coupling constant \( \lambda > -1/(2 \log 2) \approx -0.721348 \) solved by

\[
G_{\lambda}(a, b) = G_{\lambda}(b, a) = \frac{(1 + a + b) \exp(N_{\lambda}(a, b))}{(b + \lambda W \left( \frac{1}{\lambda} e^{(1+a)/\lambda} \right) (a + \lambda W \left( \frac{1}{\lambda} e^{(1+b)/\lambda} \right))}, \quad \text{where} \quad \lambda > 0
\]

\[
N_{\lambda}(a, b) := \frac{1}{2\pi i} \int_{-\infty}^\infty dt \log \left( 1 - \frac{\lambda \log(\frac{t}{2} - it)}{b + \frac{\lambda}{2} + it} \right) d\log \left( 1 - \frac{\lambda \log(\frac{1}{2} + it)}{a + \frac{\lambda}{2} - it} \right).
\]

Here, \( W \) denotes the Lambert function [7, 20], more precisely its principal branch \( W_0 \) for \( \lambda > 0 \) and the other real branch \( W_{-1} \) for \(-1 < \lambda < 0 \) of the solution of \( W(z) e^{W(z)} = z \). The function \( N_{\lambda}(a, b) \) defined for \( \lambda > -1/(2 \log 2) \) has a perturbative expansion into Nielsen polylogarithms [22].
As by-product we establish identities involving the Lambert function:

\[
\int_0^\lambda \frac{dt}{t} \frac{1}{1 + \frac{e^{1/t + \alpha/\lambda}}{W}}} = \log a - \log \left( \frac{e^{(1+a)/\lambda}}{\lambda W} \right) - 1, \tag{4}
\]

\[
\frac{1}{\pi} \int_0^\infty dp \arctan \left( \frac{\lambda \pi}{1 + p - \lambda \log p} \right) = \log \left( \sqrt{1 + a + b - \lambda \log a} + (\lambda \pi)^2 \right)^\lambda, \tag{5}
\]

where \( \int \) denotes a principal value integral and the arctan ranges in \([0, \pi]\).

We explain in sections 2 and 3 how the integral equation (1) arises from a quantum field theory model on a noncommutative geometry. In sec. 4 we rewrite (1) as a boundary value problem for a sectionally holomorphic function in two variables which can partially be integrated to a function \( \tau(a) \) of a single variable. In sec. 5 we determine the first terms of a formal power series for \( \tau(a) \). These terms are surprisingly simple and allow to guess the whole formal power series in \( \lambda \). We resum the series in sec. 6 and convert the result into a manifestly symmetric form in sec. 7. Further treatment of the final integral (3) will be postponed to subsequent work. Some initial thoughts are given in sec. 8. We finish by a discussion (sec. 9).

2. The setup

The \( \lambda \phi^4 \)-model with harmonic propagation on the 2-dimensional Moyal plane is defined by the action functional [13]

\[
S(\phi) = \int_{\mathbb{R}^2} d^2x \left( \frac{1}{2} \left( -\Delta + 4 \Omega^2 |\Theta^{-1}x|^2 + \mu^2 \right) \phi + \frac{\lambda}{4} \phi \phi \phi \phi \right)(x), \tag{6}
\]

where \( \mu^2, \lambda, \Omega \) are real numbers (mass\(^2\), coupling constant, oscillator frequency) and \( \star \) denotes the Moyal product with deformation matrix \( \Theta = \begin{pmatrix} 0 & \theta \\ -\theta & 0 \end{pmatrix} \), \( \theta > 0 \).

The Moyal product is defined by the oscillatory integral

\[
(\phi \star \psi)(x) = \int_{\mathbb{R}^2 \times \mathbb{R}^2} \frac{dydk}{(2\pi)^2} \phi(x + \frac{1}{2}\Theta k)\psi(x) e^{i(y,k)}.
\]

There exists a family \( \{f_{mn}\}_{m,n \in \mathbb{N}} \) of “matrix basis functions” on \( \mathbb{R}^2 \) which satisfy \((f_{mn} \star f_{kl})(x) = \delta_{nk} f_{ml}(x), \langle f_{mn}(x) \rangle = f_{nm}(x) \) and \( \int_{\mathbb{R}^2} dx f_{mn}(x) = 2\pi \theta \delta_{mn} \). See e.g. [10]. The resulting correspondence

\[
\phi(x) = \sum_{m,n=0}^\infty \Phi_{mn} f_{mn}(x) \quad \Leftrightarrow \quad \Phi_{kl} = \frac{1}{2\pi \theta} \int_{\mathbb{R}^2} dx \phi(x) f_{lk}(x) \quad (7)
\]

defines an isomorphism of Fréchet algebras between Schwartz functions with Moyal product and infinite matrices with rapidly decaying entries. This isomorphism extends to Moyal products between other classes of functions. Real functions \( \phi \) are represented by self-adjoint matrices \( \Phi \).
At critical frequency $\Omega = 1$, the matrix basis functions satisfy

$$(-\Delta + 4 |\Theta^{-1} x|^2) f_{mn} = \frac{4}{\Omega} (m + n + 1) f_{mn}.$$ 

Therefore, at $\Omega = 1$ the isomorphism (7) leads to

$$S(\phi) \equiv S(\Phi) \overset{\Omega=1}{=} V \text{ tr}(E\Phi^2 + \frac{4}{3}\Phi^4),$$

where $V = \frac{4}{\Omega}$ and $E = (E_m \delta_{mn})$ with $E_m = \frac{4}{\Omega^2} + \frac{m}{\Omega}$. For the next steps matrix sizes are restricted to $m, n \leq N$. Now the (Fourier transform of the) partition function is well-defined:

$$Z(J) := \int D\Phi \exp(-S(\Phi) + iV \text{ tr}(J\Phi)),$$

where $D\Phi$ is the Lebesgue measure on $\mathbb{R}^{(N+1)^2}$ and $J$ another matrix with (for $N \to \infty$) rapidly decaying entries. As usual for matrix models, the logarithm of $Z(J)$ has an expansion into boundary cycles ($p^\beta_{N+1} \equiv p^\beta_1$)

$$\log \frac{Z(J)}{Z(0)} = \sum_{B=1}^{\infty} \sum_{N_B \geq N_1 \geq \cdots \geq N_B} \frac{V^{2-B}}{S_{N_1 \ldots N_B}} G_{[p_1 \ldots p_{N_1} | \ldots | p_B \ldots p_{N_B}]} \prod_{\beta=1}^{B} \left( \prod_{j=1}^{N_\beta} \frac{iJ_{j\beta} p^\beta_{j+1}}{p^\beta_j} \right).$$

3. Dyson-Schwinger equation for the 2-point function

The following Dyson-Schwinger equations for the 2- and 4-point functions were derived in [14], here with $O(\frac{1}{N})$-terms suppressed$^1$:

$$G_{[ab]} = \frac{1}{E_a + E_b} + \frac{(-\lambda)}{E_a + E_b} \left( \frac{1}{V} \sum_{m,n=0}^{N} G_{[ab]G_{[am]} - \frac{1}{V} \sum_{a\neq n=0}^{N} \frac{G_{[ab]} - G_{[nb]}}{E_a - E_n} \right),$$

$$G_{[abcd]} = (-\lambda) \frac{G_{[ab]}G_{[cd]} - G_{[ad]}G_{[cb]}}{(E_a - E_c)(E_b - E_d)}. $$

These equations rely on a Ward identity discovered in [8]. By the same techniques one can derive another Dyson-Schwinger equation for the 2-point function (again with $O(\frac{1}{N})$-terms suppressed):

$$G_{[ab]} = \frac{1}{E_a + E_b} + \frac{(-\lambda)}{E_a + E_b} \left( \frac{1}{V^2} \sum_{m,n=0}^{N} G_{[bamn]} + \frac{1}{V} \sum_{n=0}^{N} G_{[ab]}(G_{[an]} + G_{[nb]}) \right).$$

This Dyson-Schwinger equation has an obvious graphical interpretation. The proof combines [14, equations (3.2) and (3.3)] in our conventions and for $a \neq b$ to

$$G_{[ab]} = \frac{1}{E_a + E_b} + \frac{(-\lambda)}{(E_a + E_b)V^3} \sum_{m,n=0}^{N} \frac{\partial^4(\exp(\log \frac{Z(J)}{Z(0)}))}{\partial J_{ba}\partial J_{am}\partial J_{mn}\partial J_{nb}} \bigg|_{J=0}.$$

$^1$A behaviour $\sum_n \sim V$ is assumed so that the sums in (10) are kept.
Generically the \( J \)-differentiations yield the 4-point function \( G_{[barn]} \) to be summed over \( m, n \). But there are also the cases \( m = b \) or \( n = a \) where a disconnected product of 2-point functions contributes in \( \exp(\log(Z(J))) \), producing the last terms in (12). Other contributions such as \( m = n = a \) and \( m = n = b \) are \( \mathcal{O}(\frac{1}{N}) \)-suppressed.

We eliminate \( \sum_n G_{[an]} \), \( \sum_n G_{[nb]} \) in (12) via (10) and express \( G_{[barn]} \) in (12) via (11). The sums can safely exclude \( m = b \) and \( n = a \) because these contribute with an exceeding \( \frac{1}{N} \)-factor which is anyway ignored. We have thus proved:

**Lemma 2.** The 2-point function of the \( \lambda \phi^4 \)-model with harmonic propagation

on 2-dimensional Moyal space satisfies in matrix representation (with cut-off \( N \), up to \( \mathcal{O}(\frac{1}{N}) \)-corrections) the following closed Dyson-Schwinger equation:

\[
G_{[ab]} = \frac{1}{E_a + E_b} \left\{ 1 - \frac{(-\lambda)^2}{V^2} \sum_{a \neq n = 0}^{N} \sum_{b \neq m = 0}^{N} \frac{G_{[ab]} G_{[am]} - G_{[an]} G_{[nb]}}{(E_a - E_n)(E_b - E_m)} \right. \\
- \left. \frac{(-\lambda)}{V} \sum_{a \neq n = 0}^{N} \frac{G_{[ab]} G_{[nb]} - G_{[an]} G_{[nm]}}{E_a - E_n} - \frac{(-\lambda)}{V} \sum_{b \neq m = 0}^{N} \frac{G_{[ab]} - G_{[an]}}{E_b - E_m} \right\}.
\]

Compared with (10) this equation in manifestly symmetric in \( a, b \) and contains the \( G \)-quadratic terms in a more regular way.

As in [14] we take a combined limit \( N, V \to \infty \) with \( \frac{2}{N} = \Lambda^2 \) fixed. In this limit, \( E_n \mapsto \frac{\mu^2}{2} + p \) with \( p = \frac{\mu}{N} \), \( \frac{N}{\Lambda^2} \in [0, \Lambda^2] \). The 2-point function becomes a function \( G(a, b) \) of real arguments \( a, b \in [0, \Lambda^2] \), and the densitised sums converge to principal value Riemann integrals\(^2\) over \([0, \Lambda^2] \):

\[
(a + b + \mu^2)G(a, b) = 1 + \lambda \int_0^{\Lambda^2} dp \frac{G(p, b) - G(a, b)}{p - a} + \lambda \int_0^{\Lambda^2} dq \frac{G(a, q) - G(a, b)}{q - b} \\
- \lambda^2 \int_0^{\Lambda^2} dp \int_0^{\Lambda^2} dq \frac{G(a, b)G(p, q) - G(a, q)G(p, b)}{(p - a)(q - b)}. \tag{13}
\]

This equation is exact: the previously ignored \( \mathcal{O}(\frac{1}{N}) \)-terms are strictly absent.

4. A BOUNDARY VALUE PROBLEM À LA GAKHOV

We employ a method described in Gakhov’s book [9] on boundary value problems.\(^3\) Consider for \( w, z \in \mathbb{C} \setminus [0, \Lambda^2] \) the integral

\[
Q(z, w) = \frac{1}{\pi^2} \int_0^{\Lambda^2} dp \int_0^{\Lambda^2} dq \frac{G(p, q)}{(p - z)(q - w)}. \tag{14}
\]

\(^2\)In fact for \( G(a, b) \) Hölder-continuous the ordinary integral arises. Since the next step takes the numerators apart we write principal values already here.

\(^3\)RW would like to thank Alexander Hock for pointing out this reference.
The Plemelj formulae give for $\sigma_1, \sigma_2 = \pm 1$

$$Q(a + \ii \sigma_1 \epsilon, b + \ii \sigma_2 \epsilon) = \frac{1}{\pi^2} \int_0^{\Lambda^2} \frac{dp}{p - a} \int_0^{\Lambda^2} \frac{dq}{q - b} G(p, q) - \sigma_1 \sigma_2 G(a, b)$$

Equation (15) is reverted to (with$^4 a \pm \equiv a \pm \ii \epsilon$)

$$\frac{1}{\pi^2} \int_0^{\Lambda^2} \frac{dp}{p - a} \int_0^{\Lambda^2} \frac{dq}{q - b} G(p, q)$$

These identities are inserted into (13), where also $\int_0^{\Lambda^2} \frac{dp}{p - a} = \log \frac{\Lambda^2 - a}{a}$ is used:

$$-\frac{\lambda^2 \pi^2}{4} \left( Q(a+, b+)Q(a-, b-) - Q(a+, b-)Q(a-, b+) \right)$$

$$= 1 + \frac{1}{4} \left( a + b + \mu^2 + \lambda \log \frac{\Lambda^2 - a}{a} + \lambda \log \frac{\Lambda^2 - b}{b} \right) Q(a+, b+) + \frac{1}{4} \left( a + b + \mu^2 + \lambda \log \frac{\Lambda^2 - a}{a} + \lambda \log \frac{\Lambda^2 - b}{b} \right) Q(a-, b-)$$

This suggests the renormalisation $\mu^2 = 1 - 2\lambda \log(1 + \Lambda^2)$. Now (16) can easily be rearranged as follows:

**Theorem 3.** The closed integral equation (13) for the 2-point function of the $\lambda \phi^4$-model with harmonic propagation on 2-dimensional Moyal space is in the scaling limit $N \to \infty$ subject to $\frac{N}{2} = \Lambda^2$ fixed equivalent to the following boundary value problem: Define by

$$\Psi(z, w) := 1 + z + w + \lambda \log \frac{\Lambda^2 - z}{(-z)(1 + \Lambda^2)} + \lambda \log \frac{\Lambda^2 - w}{(-w)(1 + \Lambda^2)}$$

$$+ \lambda^2 \int_0^{\Lambda^2} \frac{dp}{p - z} \int_0^{\Lambda^2} \frac{dq}{q - w} G(p, q)$$

$^4$Here and throughout this paper a limit $\epsilon \to 0$ in all $i\epsilon$-descriptions is self-understood.
a function holomorphic on \((\mathbb{C} \setminus [0, \Lambda^2])^2\). Then
\[
\Psi(a+, b+)\Psi(a-, b-) = \Psi(a+, b-)\Psi(a-, b+) .
\] (17)

Note that \(\Psi\) has a well-defined limit \(\Lambda \to \infty\). We find it remarkable that a complicated interacting quantum field theory which when expanded into Feynman graphs evaluates to a huge number of Nielsen polylogarithms (see later) admits such simple presentation. Unfortunately we are not aware of a solution theory for such boundary value problems, and therefore develop an ad hoc approach in the sequel.

Observe that (17) can be written as \(|\Psi(a+, b+)\) = \(|\Psi(a+, b-)|\). Hence there is a real function \(\tau_a(b)\), not symmetric in \(a, b\), with
\[
\Psi(a+, b+)e^{-i\tau_a(b)} = \Psi(a+, b-)e^{i\tau_a(b)}. \tag{18}
\]

Inserting (15) with gives with the finite Hilbert transform
\[
\mathcal{H}_\Lambda^a[f(\bullet)] := \frac{1}{\pi} \int_0^{\Lambda^2} \frac{dp}{p-a} f(p) \quad \text{in one variable and}
\]
\[
\mathcal{H}_{a,b}^\Lambda[f(\bullet, \bullet)] := \frac{1}{\pi^2} \int_0^{\Lambda^2} \frac{dp}{p-a} \int_0^{\Lambda^2} \frac{dq}{q-b} f(p, q)
\]
in two variables:
\[
(1 + a + b + \lambda \log \frac{\Lambda^2-a}{(1+\Lambda^2)q} + \lambda \log \frac{\Lambda^2-b}{(1+\Lambda^2)p} + 2\pi i
+ \lambda^2 \pi^2 (\mathcal{H}_{a,b}^\Lambda[G(\bullet, \bullet)] - G(a, b) + i\mathcal{H}_a^\Lambda[G(a, \bullet)] + i\mathcal{H}_b^\Lambda[G(\bullet, b)])e^{-i\tau_a(b)}
= (1 + a + b + \lambda \log \frac{\Lambda^2-a}{(1+\Lambda^2)q} + \lambda \log \frac{\Lambda^2-b}{(1+\Lambda^2)p}
+ \lambda^2 \pi^2 (\mathcal{H}_{a,b}^\Lambda[G(\bullet, \bullet)] + G(a, b) + i\mathcal{H}_a^\Lambda[G(a, \bullet)] - i\mathcal{H}_b^\Lambda[G(\bullet, b)])e^{i\tau(a,b)}
\]
or
\[
G(a, b) \cot(\tau_a(b)) - \mathcal{H}_b^\Lambda[G(a, \bullet)] = \frac{1}{\lambda \pi}, \tag{19}
\]
\[
G(a, b) \cot(\tau_a(b)) - \mathcal{H}_b^\Lambda[G(a, \bullet)] = \frac{1 + a + b + \lambda \log \frac{\Lambda^2-a}{(1+\Lambda^2)q} - \lambda \log(1+\Lambda^2)}{\lambda^2 \pi^2},
\]
where \(G(a, b) := \frac{1}{\Lambda^2} + \mathcal{H}_a^\Lambda[G(\bullet, b)]\). These equations are Carleman-type singular integral equations for which a solution theory is developed e.g. in [28, §4.4]. It turns out that the cases \(\lambda > 0\) and \(\lambda < 0\) must be carefully distinguished and are not both compatible with the conventions in [28]. We therefore repeat and adapt the algebraic solution strategy of Carleman equations.

Compatibility with perturbation theory requires \(G(a, b) > 0\) for all \(a, b\) at least in a neighbourhood of \(\lambda = 0\). Then (19) together with continuity of the angle function – necessary for its Hilbert transform – imply the convention
\[
\tau_b(a) \in [0, \pi] \quad \text{for } \lambda > 0, \quad \tau_b(a) \in [-\pi, 0] \quad \text{for } \lambda < 0. \tag{20}
\]
Consider the function \( \varphi^\pm_a(z) := \exp \left( \frac{\mp i}{\pi} \int_0^{\Lambda^2} dp \, \frac{\tau_a(p)}{p-z} \right) - 1 \) which (for \( \tau_a \) continuous) is holomorphic on \( \mathbb{C} \setminus [0, \Lambda^2] \) and vanishes for \( z \to \infty \). The general properties (Plemelj formulae or dispersion relations) of the Hilbert transform imply that the Hilbert transform – here understood as integral over the whole real line – of the imaginary part of \( \varphi^+_a(\bullet+) \) is the real part of \( \varphi^-_a(b+) \). Taking \( \frac{1}{\pi} \int_0^{\Lambda^2} dp \, \frac{\tau_a(p)}{p-b} = H^\Lambda_b[\tau_a(\bullet)] + i\tau_a(b) \) into account, we arrive at

\[
\pm \mathcal{H}^\Lambda_b[e^{\pm \mathcal{H}^\Lambda_b[\tau_a]} \sin \tau_a(\bullet)] = e^{\pm \mathcal{H}^\Lambda_b[\tau_a]} \cos \tau_a(b) - 1, \tag{21}
\]

which is essentially \([28, \S 4.4, \text{eqs.} \ (18)+(28)]\). Chosing the upper sign we can immediately solve or partially solve (19) to

\[
G(a, b) = e^{\mathcal{H}^\Lambda_b[\tau_a(\bullet)]} \sin \tau_a(b) \frac{1}{\lambda \pi},
\]

\[
G(a, b) = \frac{1 + a + \lambda \log \left( \frac{\Lambda^2 - a}{1 + \Lambda^2} \right) - \lambda \log(1 + \Lambda^2)}{\lambda \pi} G(a, b) + \gamma_a(b), \tag{22}
\]

where \( \gamma_a \) solves \( \gamma(b) \cot(\tau_a(b)) = -\mathcal{H}^\Lambda_b[\gamma(\bullet)] \). Let \( \beta_a(z) := \frac{1}{\pi} \int_0^{\Lambda^2} dt \, \frac{\tau_a(t)}{t-z} \) for \( z \in \mathbb{C} \setminus [0, \Lambda^2] \). The dispersion relations \( \gamma_a(b) = \frac{\beta_a(b+) - \beta_a(b-)}{2} \) and \( \mathcal{H}^\Lambda_b[\gamma_a(\bullet)] = \frac{\beta_a(b+)}{\Lambda^2} \sin \tau_a(b) \) give

\[
\beta_a(b+)e^{-i\tau_a(b)} - \beta_a(b-)e^{i\tau_a(b)} = \frac{2ib}{\lambda \pi^2} \sin \tau_a(b). \tag{23}
\]

The standard ansatz is \( \beta_a(z) = F_a(z) e^{T_a(z)} \) for sectionally holomorphic functions \( F_a, T_a \) which are chosen according to \( e^{T_a(b+)} e^{-i\tau_a(b)} = e^{T_a(b-)} e^{i\tau_a(b)} \). That equation is solved by \( T_a(z) = \frac{1}{\pi} \int_0^{\Lambda^2} dp \, \frac{\tau_a(p)}{p-z} \), which turns (23) into \( F_a(b+) - F_a(b-) = e^{-\mathcal{H}^\Lambda_b[\tau_a]} \frac{b}{\lambda \pi^2} \sin \tau_a(b) \) with solution

\[
F_a(z) = \frac{1}{\pi} \int_0^{\Lambda^2} dp \, \frac{dp}{p-z} e^{-\mathcal{H}^\Lambda_b[\tau_a]} \frac{p}{\lambda \pi^2} \sin \tau_a(p), \quad z \notin [0, \Lambda^2].
\]

We easily extract \( F_a(b\pm) \) and obtain together with \( T_a(b\pm) \) derived before the solution

\[
\gamma_a(b) = \frac{e^{\mathcal{H}^\Lambda_b[\tau_a]} \sin(\tau_a(b))}{\lambda \pi^2} \left( be^{-\mathcal{H}^\Lambda_b[\tau_a]} \cos(\tau_a(b)) + \mathcal{H}^\Lambda_b[e^{-\mathcal{H}^\Lambda_b[\tau_a]} \bullet \sin(\tau_a(\bullet))] \right)
\]

\[
= \frac{G(a, b)}{\lambda \pi} \left( b + \frac{1}{\pi} \int_0^{\Lambda^2} dp \, e^{-\mathcal{H}^\Lambda_b[\tau_a]} \sin(\tau_a(p)) \right), \tag{24}
\]

where the 2nd line follows from \( \bullet = (\bullet - b) + b \) together with the lower sign in (21). Inserting (24) together with \( G(a, b) = \frac{1}{\lambda \pi} + \mathcal{H}^\Lambda_a[G(\bullet, b)] \) back into the 2nd equation (22) we obtain exactly the symmetric partner \( a \leftrightarrow b \) of the 1st equation.
provides the unique (partial) solution. Note that Carleman-type singular integral equations permit solutions of the homogeneous case because of $\mathcal{H}_b^\lambda \frac{\sin \tau_b(p)}{\Lambda^2 - b} = \frac{\sin \tau_b(0)}{\Lambda^2 - b}$.

In particular, $\cot \tau_0(a) = \frac{a}{\Lambda^2} + \cot \tau_0(a)$. This equation and (22) are analogous to identities for the $\lambda \phi^4_1$-model [14] derived by a completely different strategy. We summarise the results obtained so far for the limit $\Lambda^2 \to \infty$:

**Proposition 4.** Let $\mathcal{H}_a[f(\bullet)] := \frac{1}{\pi} \int_0^\infty \frac{dp}{p^2 - a} f(p)$ denote the one-sided Hilbert transform. The boundary value problem of Theorem 3 is partially solved by $G_\lambda(a, b) = \frac{\sin \tau_0(a)}{\Lambda^2 - a} e^{\mathcal{H}_a[\tau_0(\bullet)]}$, where the angle function obeys the non-linear integral equation

\[
\lambda \pi \cot \tau_b(a) = 1 + a + b - \lambda \log a + I_\lambda(a), \quad \text{where}
\]

\[
I_\lambda(a) := \frac{1}{\pi} \int_0^\infty dp \left( e^{-\mathcal{H}_a[\tau_0(\bullet)]} \sin \tau_a(p) - \frac{\lambda \pi}{1 + p} \right)
\]  

and the branch $\tau_0(a) \in [0, \pi]$ for $\lambda \geq 0$ and $\tau_0(a) \in [-\pi, 0]$ for $\lambda \leq 0$ is chosen.

We do not claim that Proposition 4 provides the unique (partial) solution. Note that Carleman-type singular integral equations permit solutions of the homogeneous case because of $\mathcal{H}_b^\lambda \frac{\sin \tau_b(0)}{\Lambda^2 - b} = \frac{\sin \tau_b(0)}{\Lambda^2 - b}$. We discuss this freedom in sec. 9.

5. Perturbative solution

We try to solve (26) as a formal power series in $\lambda$. This strategy leads surprisingly far. The solution clearly starts with $\tan \tau_0(a) = \frac{\lambda \pi}{1 + a + b} + \mathcal{O}(\lambda^2)$ which gives $G_\lambda(a, b) = \frac{\lambda \pi}{1 + a + b} + \mathcal{O}(\lambda)$.

5.1. 1st order. From $\tau_0(a) = \frac{\lambda \pi}{1 + a + b} + \mathcal{O}(\lambda^2)$ we conclude

\[
I_\lambda(a) = \lambda \int_0^\infty dp \left( \frac{1}{1 + p + a} - \frac{1}{1 + p} \right) + \mathcal{O}(\lambda^2) = -\lambda \log(1 + a) + \mathcal{O}(\lambda^2).
\]

Inserted into (26) gives

\[
\tau_b(a) = \frac{\lambda \pi}{1 + a + b} + \frac{\lambda^2 \pi}{(1 + a + b)^2} \left( \log a + \log(1 + a) \right) + \mathcal{O}(\lambda^3).
\]

This produces $\frac{\sin \tau_0(a)}{\Lambda^2}$ necessary for the 1st order of (22). For the same order we need the Hilbert transform of (27) also to 1st order. This is an elementary exercise; nonetheless we describe our strategy which permitted to compute $\mathcal{H}_a[\tau_b(\bullet)]$ up to $\mathcal{O}(\lambda^4)$ by hand: One should identify $\tau_b(p)$ as imaginary part of a sectionally
holomorphic function with branch cut exactly \( \mathbb{R}_+ \). The Hilbert transform is then the real part of that function:

\[
\mathcal{H}_a \left[ \frac{\pi}{1 + \bullet + b} \right] = \mathcal{H}_a \left[ \text{Im} \left( \frac{-\log(-(\bullet + i\epsilon)) + \log(1+b)}{1 + \bullet + i\epsilon + b} \right) \right] = \text{Re} \left( \frac{-\log(-(a + i\epsilon)) + \log(1+b)}{1 + a + i\epsilon + b} \right) = -\frac{\log(a) + \log(1+b)}{1 + a + b}.
\]

In the 1st line the term \( \log(1+b) \) has vanishing imaginary part but must be added to kill the pole at \( \bullet = -(1+b) \) from the denominator. The above Hilbert transform gives \( e^{\mathcal{H}_a[\tau_0(\bullet)]} = 1 + \frac{\lambda(-\log a + \log(1+b))}{1+a+b} + O(\lambda^2) \).

5.2. 2nd to 4th order. By elementary techniques we pushed the integrations \( I_\lambda(a) \) and \( \mathcal{H}_a[\tau_0(\bullet)] \) up to \( O(\lambda^5) \). This involved polylogarithms up to \( \text{Li}_4 \) which arise via \( \text{Im}(\text{Li}_n(1 + a + i\epsilon)) = \frac{\pi}{(n-1)!} \log(1+a)^n \). We obtained:

\[
I_\lambda(a) = (-\lambda) \log(1+a) + \frac{(-\lambda)^2}{1+a} ((1+a) + a) \log(1+a) - \frac{(-\lambda)^3}{(1+a)^2} \left( (1+a)^2 + a^2 \right) \log(1+a) - \frac{(-\lambda)^4}{(1+a)^3} \left( (1+a)^3 + a^3 \right) \log(1+a) + O(\lambda^5).
\]

This is astonishing because the very many individual contributions to that integral evaluate to combinations of \( \text{Li}_3(a), \text{Li}_3\left(\frac{1}{1+a}\right), \text{Li}_2(-a), \log a, \log(1+a), \zeta(2), \zeta(3) \) of weight \( \leq 3 \), but in the end everything collapses. So the following conjecture arises:

**Conjecture 5.** In the class of formal power series, the integral in (26) evaluates to \( O(\lambda^n) \) into a polynomial in \( \log(1+a) \) of degree \( n-1 \) with coefficients in rational functions of \( a \).

Interestingly, this simple angle function produces for the 2-point function a rich number-theoretic structure. To 2nd order one finds

\[
G_\lambda(a, b) = \frac{1}{1 + a + b} + \frac{\lambda}{(1 + a + b)^2} \left( \log(1+a) + \log(1+b) \right)
\]

\[
- \frac{\lambda^2}{(1 + a + b)^2} \left( \frac{1 + 2a}{a(1+a)} \log(1+a) + \frac{1 + 2b}{b(1+b)} \log(1+b) \right)
\]

\[
+ \frac{\lambda^2}{(1 + a + b)^3} \left( \zeta(2) + (\log(1+a))^2 + (\log(1+b))^2 \right) + \log(1+a) \log(1+b) - \text{Li}_2(-a) - \text{Li}_2(-b) + O(\lambda^3).
\]

(28)
5.3. Higher orders. As illustrated above, the perturbative calculation leads to expressions that are rational linear combinations of polylogarithmic functions. Furthermore, they have only very simple singularities, confined to the hyperplanes
\[ a = 0, \quad b = 0, \quad a + 1 = 0, \quad b + 1 = 0 \quad \text{and} \quad 1 + a + b = 0. \]
The integration theory on such hyperplane complements\(^5\) is completely understood [5, 25] in terms of iterated integrals, and computer implementations are available [3, 23]. We note that there is also an alternative approach based on the toolbox of holonomic recurrences [2, 26].

Using HyperInt [23], we confirmed Conjecture 5 up to corrections in \( \mathcal{O}(\lambda^{11}) \). As an illustration, let us consider the Hilbert transform of (27). With
\[
> \text{read } "\text{HyperInt.mpl}";
> \text{tau := } \text{Pi}/(1+a+b)^2*(\log(a)+\log(1+a));
> \text{H := hyperInt(eval(tau, a=p)/(p-a)/Pi, p=0..infinity);} \]
one computes the coefficient \( H \) of \( \lambda^2 \) of the integral
\[
\frac{1}{\pi} \int_{0}^{\infty} \frac{d}{p-a} \tau(p).
\]
The program HyperInt assumes that \( a \) has a non-zero imaginary part and computes the integral over \( p \) along positive reals \( p \in (0, \infty) \). The result is revealed with the command
\[
> \text{fibrationBasis(H, [a,b]);}
\]
\[
\text{Hlog (b, [0, -1]) + Hlog (b, [-1, -1]) - Hlog (a, [-1, 0]) - Hlog (a, [0, 0]) + 4} \zeta(2)
\]
\[
+ \frac{\text{Hlog (b, [-1])}}{1 + a + b} \left( \frac{1}{b} + \frac{1}{1 + b} \right) + I\pi \delta_a \frac{\text{Hlog (a, [0])} + \text{Hlog (a, [-1])}}{(1 + a + b)^2}
\]
which brings the expression into a normal form where \( \text{Hlog (a, [-1])} = \log(1 + a) \) and \( \text{Hlog (a, [\sigma, \tau])} = \int_{0}^{a} \frac{dz}{z-\sigma} \int_{0}^{z} \frac{dw}{w-\tau} \) denote hyperlogarithms. Some of these can be expressed as polylogarithms, e.g. \( \text{Hlog (b, [0, -1])} = -\text{Li}_2(-b) \). But there is no need to do so, since in the final result for \( I_\lambda \), all multiple polylogarithms cancel and collapse to barely powers of the logarithm \( \log(1 + a) \).

The sign of the imaginary part of \( a \) is denoted by \( \delta_a \). The Hilbert transform \( \mathcal{H} \) is obtained by taking the real part of \( H \), i.e. dropping the term with \( \delta_a \) altogether. The subsequent integration over \( p \) in (26) is even simpler, as no imaginary parts have to be taken care of.

Hence it is straightforward to compute moderately high orders, and we obtained the coefficients of \( \lambda^{\leq 10} \) in this way. The results are of such striking simplicity and structure that we could obtain an explicit formula. Concretely,
\[
I_\lambda(a) = -\lambda \log(1 + a) + \sum_{n=1}^{\infty} \lambda^{n+1} \left( \frac{(\log(1 + a))^n}{n a^n} + \frac{(\log(1 + a))^n}{n(1 + a)^n} \right)
\]
\[
+ \sum_{n=1}^{\infty} \frac{(n-1)! \lambda^{n+1}}{(1+a)^n} \sum_{j=1}^{n-1} \sum_{k=0}^{j} (-1)^j s_{j,n-k} \left( \left( \frac{1+a}{a} \right)^{n-j} + 1 \right) \left( \log(1+a) \right)^k \tag{29}
\]
\(^5\)We note that our case is isomorphic to the moduli space \( \mathfrak{M}_{0,5} \).
correctly reproduces the first 10 terms of the expansion in $\lambda$. We conjecture that it holds true to all orders. By $s_{n,k}$ we denote the Stirling numbers of the first kind, with sign $(-1)^{n-k}$.

We remark that HyperInt can easily find (28) by direct integration of the perturbative expansion of (1).

6. Resummation

The Stirling numbers of first kind have generating function

$$(1 + z)^u = \sum_{n=0}^{\infty} \frac{n^u}{n!} s_{n,k} , \quad (-1)^j s_{j,n-k} = \frac{1}{(n-k)!} \frac{d^{n-k}}{du^{n-k}} \frac{\Gamma(j-u)}{\Gamma(-u)} \bigg|_{u=0}. $$

Let $\left(29\right)_2$ be the 2nd line of (29). Writing also $(\log(1 + a))^k = \frac{d^k}{da^k} (1 + a)^u |_{u=0}$, this line takes the from

$$\left(29\right)_2 = \sum_{n=1}^{\infty} \frac{\lambda^{n+1}}{n(1 + a)^n} \sum_{j=1}^{n-1} \left( \frac{1 + a}{a} \right)^{n-j} + 1 \\
\times \sum_{k=0}^{n} \frac{n^k}{k!} \left( \frac{d^{n-k}}{du^{n-k}} \frac{n!}{j! \Gamma(-u)} \right) \left( \frac{d^k}{du^k} (1 + a)^u \right) \bigg|_{u=0} \quad (30) \tag{30}$$

The summation over $k$ gives for the 2nd line of (30)

$$\frac{d^n}{du^n} \left( \frac{\Gamma(j-u)}{j! \Gamma(-u)} (1 + a)^u \right) \bigg|_{u=0} = \frac{d^n}{du^n} \left( (-1)^j (1 + a)^j \frac{d^j}{da^j} (1 + a)^u \right) \bigg|_{u=0} = (-1)^j (1 + a)^j \frac{d^j}{da^j} (\log(1 + a))^n. $$

This is inserted back into (30) and the 2nd line of (29). Now the first line of (29) is the missing case $j = 0$ to extend $I_\lambda(a)$ to

$$I_\lambda(a) = -\lambda \log(1 + a) + \sum_{n=1}^{\infty} \frac{\lambda^{n+1}}{n} \sum_{j=0}^{n-1} \left( \frac{1}{(1 + a)^{n-j}} + \frac{1}{a^{n-j}} \right) (-1)^j \frac{d^j}{da^j} (\log(1 + a))^n. $$

Writing $\frac{1}{a^{n-j}} = (-1)^{n-1-j} \frac{d^{n-1-j}}{da^{n-1-j}} a$ and similarly for $\frac{1}{(1+a)^{n-j}}$, we thus arrive at

$$I_\lambda(a) = -\lambda \log(1 + a) + \sum_{n=1}^{\infty} \frac{(-\lambda)^{n+1}}{n!} \frac{d^{n-1}}{da^{n-1}} \left( \frac{(\log(1 + a))^n}{1 + a} + \frac{(\log(1 + a))^n}{a} \right) \\
= \sum_{n=1}^{\infty} \frac{\lambda^n}{n!} \frac{d^{n-1}}{da^{n-1}} (-\log(1 + a))^n - \lambda \sum_{n=1}^{\infty} \frac{\lambda^n}{n!} \frac{d^{n-1}}{da^{n-1}} (-\log(1 + a))^n \quad (31) \tag{31}$$

There are several ways to sum these series. The most efficient approach seems to be the Lagrange-Bürmann inversion formula [6, 19]:
Theorem 6. Let $\phi(w)$ be analytic at $w = 0$ with $\phi(0) \neq 0$ and $f(w) := \frac{w}{\phi(w)}$. Then the inverse $g(z)$ of $f(w)$, such that $z = f(g(z))$, is analytic at $z = 0$ and given by

$$g(z) = \sum_{n=1}^{\infty} \frac{z^n}{n!} \frac{d^{n-1}}{dw^{n-1}} \bigg|_{w=0} \phi(w)^n.$$ (32)

More generally, if $H(z)$ is an arbitrary analytic function with $H(0) = 0$, then

$$H(g(z)) = \sum_{n=1}^{\infty} \frac{z^n}{n!} \frac{d^{n-1}}{dw^{n-1}} \bigg|_{w=0} (H'(w)\phi(w)^n).$$ (33)

By virtue of (32), we see upon setting $z = \lambda$ and $\phi(w) = -\log(1 + a + w)$ that the first summand in (31),

$$K(a, \lambda) := \sum_{n=1}^{\infty} \frac{\lambda^n}{n!} \frac{d^{n-1}}{da^{n-1}} (-\log(1 + a))^n,$$ (34)

is the inverse of the function $\lambda(w) = -\frac{w}{\log(1+a+w)}$:

$$K(a, \lambda) = -\lambda \log(1 + a + K(a, \lambda)).$$ (35)

This functional equation is easily solved in terms of Lambert-W [7],

$$K(a, \lambda) = \lambda W \left( \frac{1}{\lambda} e^{\frac{1+a}{\lambda}} \right) - 1 - a.$$ (36)

Let us now turn to the second summand (up to a factor $-\lambda$) in (31),

$$L(a, \lambda) := \sum_{n=1}^{\infty} \frac{\lambda^n}{n!} \frac{d^{n-1}}{da^{n-1}} \frac{(-\log(1 + a))^n}{a}.$$ (37)

This can directly be recognised as (33) with $H(w) = \log(1 + w/a)$, such that

$$L(a, \lambda) = \log \left( 1 + \frac{K(a, \lambda)}{a} \right) = \log \frac{\lambda W \left( \frac{1}{\lambda} e^{(1+a)/\lambda} \right) - 1}{a}.$$ (38)

In conclusion, we have resummed (31) in the form

$$I_\lambda(a) = \lambda W \left( \frac{1}{\lambda} e^{\frac{1+a}{\lambda}} \right) - \lambda \log \left( \lambda W \left( \frac{1}{\lambda} e^{\frac{1+a}{\lambda}} \right) - 1 \right) - 1 - a + \lambda \log a.$$ (39)

Remark 7 (Negative coupling). In the above formulae, we assumed $\lambda > 0$ and $W$ denotes the principal branch $W_0$ of the Lambert W function. However, by Theorem 6, the power series (31) define analytic functions of $\lambda$, i.e. with a non-zero radius of convergence. Hence, $I_\lambda(a)$ extends into the negative domain of $\lambda$. In the standard notation [7] for the Lambert W function, the correct branch in
that negative domain is denoted by $W_{-1}$. That is, (39) remains valid for negative $\lambda$ when we define

$$W(z) := \begin{cases} W_0(z) & \text{for } z \geq 0 \text{ and} \\ W_{-1}(z) & \text{for } z < 0. \end{cases}$$ (40)

With this definition, $\lambda W(z)$ with $z = \frac{1}{\lambda} e^{(1+a)/\lambda}$ extends smoothly from positive $\lambda$ through $\lambda = 0$ to an analytic function for all $\lambda > -1$. Although $W_{-1}(z)$ is well-defined and real for all negative $\lambda$, due to

$$\frac{1}{\lambda} e^{(1+a)/\lambda} \geq -\frac{1}{e} \frac{1}{1+a} \geq -\frac{1}{e} \text{ for all } \lambda < 0 \leq a,$$

beware that the value $K(0, \lambda) = \lambda W_{-1} \left( \frac{1}{\lambda} e^{1/\lambda} \right) - 1$ at $a = 0$ becomes non-zero for $\lambda < -1$, which is incompatible with the perturbation series. This shows that we must restrict to $\lambda > -1$. The non-analyticity keeps in at the critical value $\lambda = -1$, where $K(a, -1) = \sqrt{2a} - \frac{a}{\pi} + O(a^{3/2})$ develops a square root singularity at $a = 0$, corresponding to the branch point of $W_{-1}(z)$ at $z = -e^{-1}$. We also see that $L(0, \lambda) = -\log(1 + \lambda)$ from (38) has a branch cut on $\lambda \in (-\infty, -1]$.

Hence, $I_\lambda(a)$ can only be extended to $\lambda > -1$, if it is to be defined for all $a \geq 0$.

**Remark 8** (Complex coupling). To obtain the maximal domain of analytic continuation of $I_\lambda(a)$ into the complex plane, let us assume a to be fixed. To keep the symmetry $K(a, \lambda) = K(a, \bar{\lambda})$, we consider $K$ in the slit plane $\mathbb{C} \setminus (-\infty, -1 - a]$ and choose the principal branch for the logarithm in the functional equation (35). Note that a branch point of $K(a, \lambda)$ at $\lambda = \lambda^*$ corresponds to a zero at $\lambda = K^* := K(a, \lambda^*)$ of the derivative

$$0 = \frac{d \lambda}{d K} = \frac{\frac{\partial K}{\partial K} \log(1 + a + K)}{(1 + a + K)^2} = \frac{K - (1 + a + K) \log(1 + a + K)}{(1 + a + K)^2},$$

which are given by the complex conjugate pair $K_j^*(a) = e^{1+W_j(-\frac{1+a}{e})} - 1 - a$ where $j \in \{0, -1\}$. Inserting this into (35) gives

$$\lambda_j^*(a) = \frac{1 + a}{W_j(-\frac{1+a}{e})} \text{ where } \lambda_{-1}^* = \overline{\lambda}_0^.$$. (41)

These branch points bound the maximal domain in $\lambda$ for which $K(a, \lambda)$ can be defined analytically (for all $a > 0$ simultaneously). This boundary curve can be parametrised with $\xi + i \eta = W_0(-\frac{1+a}{e})$ as $-e^{1-\eta \cot \eta + i \eta}$ (one finds $\xi = -\eta \cot \eta$ for $\eta \in [0, \infty)$. One sees that $|\lambda_j^*(a)|$ increases with $a$ (and $\eta$), such that the radius of convergence of $I_\lambda(a)$ is given by

$$\frac{1 + a}{|W_j(-\frac{1+a}{e})|}.$$ (42)

Its infimum is unity, taken at $a = 0$. Also note that $\arg \lambda_j^*(a) \to 0$ for $a \to \infty$, such that $\Re_j$ is the only ray in the $\lambda$ plane along which $K(a, \lambda)$ may be analytically continued for all values of $a > 0$. 

LAMBERT-W SOLVES THE NONCOMMUTATIVE $\Phi^4$-MODEL
Remark 9 (Strong coupling). When $\lambda \to \infty$, eventually $z = \frac{1}{\lambda} e^{(1+a)/\lambda}$ fulfils $|z| < 1/e$, such that the power series $W_0(z) = \sum_{n=1}^{\infty} \frac{(-n)^{n-1}}{n!} z^n$ yields a convergent strong-coupling expansion of $I_{\lambda}(a)$. For $\lambda > 0$, the condition $|z| < 1/e$ is equivalent to

$$\lambda > \frac{1 + a}{W_0 \left( \frac{1 + a}{e} \right)}.$$ 

Remark 10 (Alternative solution). One could express the multiple derivatives via Cauchy’s formula, which after inserting $\frac{1}{n} = \int_0^1 \frac{dt}{t^n}$ gives rise to a geometric series. It results a single residue located at the solution of $1 + a = 1 + z + \lambda t \log(1+z)$.

Remark 11 (Alternative solution II). Starting from the series expansion

$$\log(1 + a) = \sum_{n=1}^{\infty} \frac{(-1)^n a^n}{n!} \text{valid for } |a| < 1,$$

where $s_{m,n}$ are again the Stirling numbers of first kind, we can expand (34) and (37) for $|a| < 1$ as

$$K(a, \lambda) = \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} s_{m+n-1,n} (-\lambda)^n \frac{a^m}{m!}, \quad L(a, \lambda) = \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} s_{m+n,n} (-\lambda)^n \frac{a^m}{m!}.$$

The recursion relation $n s_{n,k} = s_{n,k-1} - s_{n+1,k}$ of the Stirling numbers translates into the following PDE:

$$\left[ (1 + a + \lambda) \frac{\partial}{\partial a} + \lambda \frac{\partial}{\partial \lambda} \right] K(a, \lambda) = K(a, \lambda) - \lambda,$$

$$\left[ a \frac{\partial}{\partial a} + \lambda \frac{\partial}{\partial \lambda} \right] L(a, \lambda) = \frac{\partial K(a, \lambda)}{\partial a}.$$ 

(43)

It is straightforward to check that the solutions (36) and (38) solve these equations. In fact, the solution (36) of the first equation (for $K$) is found by Maple and fixed through the boundary conditions $K(0, \lambda) = 0$ and $K(a, 0) = 0$. Remark 7 gives the additional information to select for $\lambda > 0$ the principal branch $W_0$ and for $\lambda < 0$ the branch $W_{-1}$.

Changing variables $(a, \lambda) \mapsto (v = \frac{a}{\lambda}, \lambda)$, the 2nd equation in (43) becomes the ODE

$$\lambda \frac{d}{d\lambda} L(v, \lambda) = -1 + W'(\frac{1}{\lambda} e^{v+\frac{1}{\lambda}}) \frac{1}{\lambda} e^{v+\frac{1}{\lambda}} = -\frac{1}{1 + W(\frac{1}{\lambda} e^{v+\frac{1}{\lambda}})}$$

in which $v$ is merely a parameter. Again, it is easily checked that (38) solves this equation. However, the integration starting from the boundary value $L(v, 0) = 0$

---

6It is well-known that the expansion of Lambert-W at infinity is related to Stirling numbers, see [7]. However, we did not find the precise form we obtain here in the literature.
provides the solution in a different form,

\[ L(a, \lambda) = - \int_0^\lambda \frac{1}{t} \frac{1}{1 + W(\frac{1}{\lambda} e^{1/1+a/\lambda})}. \]  \hfill (44)

We conclude the non-trivial identity (4) given in the beginning.

With \( I(\lambda) \) established in (39) we can resolve (26) for \( \tau_b(a) \). The result is inserted into the 1st equation (22) and gives

\[ G(\lambda, a, b) \equiv G(\lambda, b, a) \]

\[ \exp \left( \frac{1}{\pi} \int_0^\infty \frac{dp}{p-a} \arctan \left( \frac{\lambda \pi}{b + \lambda W(e^{(1+p)/\lambda}) - \lambda \log \left( \lambda W(e^{(1+p)/\lambda}) - 1 \right)} \right) \right) \]

\[ \sqrt{(\lambda \pi)^2 + \left( b + \lambda W(e^{(1+p)/\lambda}) - \lambda \log \left( \lambda W(e^{(1+p)/\lambda}) - 1 \right) \right)^2} \]

For \( \lambda \geq 0 \), \( W \) denotes the principal branch \( W_0 \) of the Lambert function \([7, 20]\), and the branch \([0, \pi]\) of the \( \arctan \) is chosen. For \( -1 < \lambda < 0 \), \( W \) denotes the other real branch \( W_{-1} \) of the Lambert function, and the branch \([-\pi, 0]\) of the \( \arctan \) is chosen.

7. Simplification of the Hilbert transform

For a direct verification that (26) is solved by (39) more information about the Hilbert transform of \( \tau_b(a) \) is necessary. In the following we let \( \gamma_\epsilon \) be the curve in the complex plane which encircles the positive real axis clockwise at distance \( \epsilon \).

Lemma 12. In the previous convention for branches of \( \arctan \) and the Lambert function one has for all \( \lambda > -1 \)

\[ \mathcal{H}_a \left[ \arctan \left( \frac{\lambda \pi}{1+b+p-\lambda \log(p)} \right) \right] = \log \left( \frac{\sqrt{(1+a+b-\lambda \log a)^2 + (\lambda \pi)^2}}{a + \lambda W(e^{(1+b)/\lambda})} \right) \]

\[ \frac{1}{2\pi i} \int_{\gamma_\epsilon} \frac{dz}{z-a} \log \left( \frac{1 - \lambda \log(-z)}{1+b+z} \right) = \log \left( \frac{1 + a + b}{a + \lambda W(e^{(1+b)/\lambda})} \right). \]  \hfill (46)

Proof. The branch conventions give for any \( p, b \geq 0 \) and \( \lambda > -1 \)

\[ \arctan \left( \frac{\lambda \pi}{1+b+p-\lambda \log(p)} \right) = \text{Im} \left( \log \left( 1+b+p - \lambda \log(-p-i\epsilon) \right) \right) \]

\[ = \text{Im} \left( \log \left( 1 - \frac{\lambda \log(-p-i\epsilon)}{1+b+p} \right) \right). \]  \hfill (47)

We divide the integral of the Hilbert transform into \([0, \delta]\) and \([\delta, \infty)\). The contribution of \([0, \delta]\) can be bounded by \( O(-\delta \log \delta) \). For any \( p \in [\delta, \infty) \) the logarithm
in (47) has finite radius of convergence in $\lambda$. Denoting by $\delta$ equality up to $\mathcal{O}(-\delta \log \delta)$ we have for $a > \delta$

$$
\mathcal{H}_a \left[ \arctan \left( \frac{\lambda \pi}{1+b+\bullet - \lambda \log(\bullet)} \right) \right]
\begin{equation}
\delta = \sum_{n=1}^{\infty} \frac{\lambda^n}{\pi n} \int_0^\infty \frac{dp}{p - (a-\delta)} \frac{\text{Im} \left( (\log(-p - \delta - ie))^n \right)}{(1+b+p+\delta)^n}
\end{equation}
\begin{equation}
= \sum_{n=1}^{\infty} \frac{\lambda^n}{\pi n! \partial^n \partial_1^{n-1}} \int_0^\infty \frac{dp}{p - (a-\delta)} \text{Im} \left( \frac{(-\log(-p - \delta - ie))^n - (-\log(1+b-\delta - ie))^n}{(1+b+p+\delta)^n} \right)
\end{equation}
\begin{equation}
\delta = \sum_{n=1}^{\infty} \frac{\lambda^n}{n! \partial^n \partial_1^{n-1}} \text{Re} \left( \frac{(-\log(-a - ie))^n - (-\log(1+b-\delta - ie))^n}{(1+b+a)} \right).
\end{equation}
(48)

From the 2nd to 3rd line we wrote $(1+b+p+\delta)^{-n}$ as $(n-1)$-fold derivative and subtracted $(-\log(1+b-\delta - ie))^n$ which has vanishing imaginary part for $\epsilon \to 0$. This term cancels the pole at $p + \delta = -(1+b)$. The extension to $p \in (-\infty,-\delta]$ has vanishing imaginary part, and the missing $[-\delta,0]$ can be estimated by $\mathcal{O}(-\delta \log \delta)$. The Hilbert transforms thus extends to $\mathbb{R}$ and produces via Plemelj formulae the real part of the sectionally holomorphic integrand at $p = a - \delta$. The contributions of $(-\log(-a - ie))^n$ are straightforward to differentiate and resum to $\log \left( \sqrt{1 + a + b - \lambda \log a + \frac{(\lambda \pi)^2}{1+b+a}} \right)$. The other term is again a Lagrange-Bürmann problem (33) for $\phi(w) = -\log(1+b+w)$ and $H(w) = \log(1 + \frac{w}{1+a+b})$.

Therefore, the result (46) follows first up to $\mathcal{O}(-\delta \log \delta)$ and $|\lambda|$ small enough, but then extends to all $\lambda > -1$ because of analyticity of both sides. The limit $\delta \to 0$ is now safe.

Alternatively, the Cauchy integral of (47) becomes

$$
\mathcal{H}_a \left[ \arctan \left( \frac{\lambda \pi}{1+b+\bullet - \lambda \log(\bullet)} \right) \right] + i \arctan \left( \frac{\lambda \pi}{1+b+a - \lambda \log a} \right)
\begin{equation}
= \frac{1}{\pi} \int_0^\infty \frac{dp}{p - (a + ie)} \text{Im} \left( \log \left( 1 - \frac{\lambda \log(-p - ie)}{1+b+p} \right) \right)
\end{equation}
\begin{equation}
= \frac{1}{2\pi i} \int_{\gamma_{ie}} \frac{dz}{z - (a + ie)} \log \left( 1 - \frac{\lambda \log(-z)}{1+b+z} \right).
\end{equation}
(49)

We subtract and add the same integral but with curve $\gamma_{2\epsilon}$. The difference retracts to the residue at $z = a$. Its imaginary part is, unsurprisingly, the imaginary part in the 1st line of (48). Spelling out the real part and shifting $a + ie \mapsto a$, now safe, we arrive at the 2nd equation (46).

We are now able to split $\mathcal{H}_a[\tau_0(\bullet)]$ into an explicit formula and an integral which is symmetric in $a,b$:
Proposition 13. Let \( \tau_\lambda(a) = \arctan \left( \frac{\lambda\pi}{1 + a + b - \lambda \log a + I_\lambda(a)} \right) \) where \( I_\lambda(a) \) is given in (39). For any \( \lambda > -\frac{1}{2\log 2} \) one has
\[
\mathcal{H}_a[\tau_\lambda(\bullet)] = \log \sqrt{(1 + \lambda W(\frac{1}{\lambda} e^{(1+a)/\lambda}) - \lambda \log(\lambda W(\frac{1}{\lambda} e^{(1+a)/\lambda}) - 1)) \lambda \log(1 + \lambda W(\frac{1}{\lambda} e^{(1+a)/\lambda})))} + (\lambda\pi)^2
\]
\[
+ \log \left( \frac{(1 + a + b) \exp(N_\lambda(a, b))}{(b + \lambda W(\frac{1}{\lambda} e^{(1+a)/\lambda}))(a + \lambda W(\frac{1}{\lambda} e^{(1+b)/\lambda}))} \right),
\]
where \( N_\lambda(a, b) = N_\lambda(b, a) \) is given by
\[
N_\lambda(a, b) = \frac{1}{2\pi i} \int_{\gamma_e} dz \log \left( 1 - \frac{\lambda \log(-z)}{1 + b + z} \right) \frac{d}{dw} \log \left( 1 - \frac{\lambda \log(1 + z + w)}{1 + a - (1 + z + w)} \right) \bigg|_{w=0}
\]
or equivalently by (3). In particular, formula (2) follows.

Proof. A substitution \( p = u + \lambda \log(1 + u) \) with inverse \( u = \lambda W(\frac{1}{\lambda} e^{(1+p)/\lambda}) - 1 \) in the integration variable leads to the alternative formula
\[
\mathcal{H}_a[\tau_\lambda(\bullet)] + i\tau_\lambda(a) = \frac{1}{\pi} \int_0^\infty du \left( \frac{1 + u + \lambda}{1 + u} \right) \arctan \left( \frac{\lambda\pi}{1 + b + u - \lambda \log u} \right).
\]
Similar as in in (49) this integral is rewritten as a contour integral of a logarithm over \( \gamma_{e/2} \). We subtract and add the same integral over the curve \( \gamma_{2\epsilon} \). The difference produces the residue at the solution of \( z + \lambda \log(1 + z) = a \) which makes it convenient to transform back to the Lambert function. The imaginary part of the residue is again \( i\tau_\lambda(a) \), and it remains
\[
\mathcal{H}_a[\tau_\lambda(\bullet)] = \frac{1}{2\pi i} \int_{\gamma_e} dz \frac{(1 + z + \lambda) \log \left( 1 - \frac{\lambda \log(-z)}{b + 1 + z} \right)}{(1 + z)(z + \lambda \log(1 + z) - a)}
\]
\[
+ \Re \left( \log \left( 1 - \frac{\lambda \log(-\lambda W(\frac{1}{\lambda} e^{(1+p)/\lambda}) + 1 - \lambda\pi) + 1 + \lambda\pi)}{b + \lambda W(\frac{1}{\lambda} e^{(1+p)/\lambda})} \right) \right).
\]
Adding \( 0 = \text{rhs} - \text{lhs} \) of the 2nd identity (46) identifies \( N_\lambda(a, b) \) in (51).

It remains to prove the symmetry. This would be achieved via deformation of \( \gamma_\epsilon \) into a curve encircling \((-\infty, -1] \). However, this is not directly possible because of the infinite number of branch cuts in the complex plane traced back to the branches of the Lambert function. But we can use the same trick as in (48). Outside a ball of radius \( \delta \) which contributes at most \( O(-\delta \log \delta) \) we can expand the logarithms into power series in \( \lambda \) with finite radius of convergence. All terms are holomorphic outside \((-\infty, -1] \cup [0, \infty) \) so that we can deform the contour \( \gamma_\epsilon \) into the straight line \(-\frac{1}{2} + i\mathbb{R} \) which (for small \(|\lambda|\)) does not intersect any branch cuts. Therefore, the series can be resummed and yields equation (3) given in the
beginning. This formula has a maximal real-analytic extension to $\lambda > -\frac{1}{2\log 2}$ and is – by integration by parts – manifestly symmetric, $N_{\lambda}(a, b) = N_{\lambda}(b, a)$.

The argument of the logarithms in (3) is real at the solutions of $t = -\lambda \arctan 2t$. For $\lambda \geq -\frac{1}{2}$ only the trivial solution $t = 0$ arises. For any $\lambda \leq -\frac{1}{2\log 2}$ both logarithms in (3) are singular at $t = 0$ for some $a, b \geq 0$. Since the argument of the logarithms is strictly positive at the other two solutions arising for $-\frac{1}{2\log 2} < \lambda < \frac{1}{2}$, no other singularity occurs, and (3) is real-analytic for any $\lambda \geq -\frac{1}{2\log 2}$ and $a, b \geq 0$.

The proof of our initial Conjecture 1 is thus reduced to the verification that two formulae for $I_{\lambda}(a)$ coincide:

$$
\lambda \int_{0}^{\infty} dp \left( \frac{(a + \lambda W(e^{(1+p)/\lambda}))(p + \lambda W(e^{(1+a)/\lambda})) \exp(-N_{\lambda}(a, p))}{(\lambda \pi)^2 + (a + \lambda W(e^{(1+p)/\lambda}) - \lambda \log(\lambda W(e^{(1+p)/\lambda}) - 1))^2} - \frac{1}{1 + p} \right)
$$

$$= \lambda W\left(\frac{1}{\lambda e^{1/a}}\right) - \lambda \log \left(\lambda W\left(\frac{1}{\lambda e^{1/a}}\right) - 1\right) - 1 - a + \lambda \log a.
$$

(54)

8. Perturbative Expansion of the Final Integral

The $\lambda$-expansion of $N_{\lambda}(a, b)$ from (51) is computable symbolically with HyperInt:

```maple
> ln(1-lambda*ln(-z)/(1+b+z))*ln(1-lambda*ln(1+z+w)/(a-z-w));
> eval(diff(%,w),w=0);
> series(%,lambda) :
> coeff(%,lambda,2);
> hyperInt(%,2*I*Pi),z);
> X := fibrationBasis(%,[a,b]);
```

The integral $X$ over $z$ from 0 to $\infty$ depends on the signs $\delta_z$ and $\delta_a$ of the imaginary parts of $z$ and $a$. To get the half of $\gamma_{\epsilon}$ above $\mathbb{R}_+$, we have to set $\delta_z = 1$ and $\delta_a = -1$ (since $a$ lies below $z$). The first half of $\gamma_{\epsilon}$ subtracts the conjugate, so

```maple
> Above := eval(X,[delta[z]=1,delta[a]=-1]);
> Below := eval(X,[delta[z]=-1,delta[a]=1]);
> N[2] := collect(Above-Below,Hlog,factor);
```

gives $[\lambda^2]N_{\lambda}(a, b) = \frac{\zeta(2) - \log(1+a) - \log(1+b) - \log(1+a+b)}{(1+a+b)^2}$. These terms show up in (28). In fact, we can characterize the emerging polylogarithms very precisely: They belong to the family of multiple polylogarithms studied by Nielsen, [16, 22],

$$S_{n,p}(z) = \frac{(-1)^n}{(n-1)!p!} \int_{0}^{1} \frac{\log^{n-1}(t) \log^p(1 - zt)}{t} \ dt.
$$

(55)
To make this clear, we expand (51) in the form

$$N_\lambda(a, b) = \frac{\partial}{\partial w} \sum_{m,n=1}^{\infty} \frac{(-\lambda)^{m+n}}{m!n!} \frac{\partial^{m-1}}{\partial a^{m-1}} \frac{\partial^{n-1}}{\partial b^{n-1}} \int_\gamma \frac{d_z (\log(z+w))^n (\log(-z))^n}{2\pi i} (1+b+z)(a-z-w).$$

(56)
taken at $w = 0$. Pulling out the prefactor $(1+a+b-w)^{-1}$, the decomposition

$$\frac{1+a+b-w}{(1+b+z)(a-z-w)} = \frac{1+a}{(a-z-w)(1+w+z)} - \frac{b-w}{(1+b+z)(1+w+z)}$$
of the integration kernel completely separates the $a$- and $b$-dependence of the integral (up to the prefactor). The remaining integrals can be transformed into the form (55). In fact, we can compute the generating function

$$R_{\alpha,\beta}(a, b; w) := \frac{1}{\pi} \int_0^\infty d_z \text{Im} \left( \frac{(-z-i\epsilon)^\beta (1+z+w+i\epsilon)^\alpha}{(1+b+z+i\epsilon)(a-z-w-i\epsilon)} \right)$$
defined so that the coefficient of $\alpha^m \beta^n$ is $m!n!$ times the contour integral in (56):

$$N_\lambda(a, b) = \sum_{m,n=1}^{\infty} \frac{\partial}{\partial a^{m-1}} \frac{\partial}{\partial b^{n-1}} [\alpha^m \beta^n] \frac{\partial}{\partial w} \bigg|_{w=0} R_{-\lambda a,-\lambda \beta}(a, b; w).$$

(58)

Resolving the $i\epsilon$-descriptions in (57) and the substitution $z = (1+w)p$ give

$$R_{\alpha,\beta}(a, b; w) = \cos(\beta \pi) \frac{(a-w)^\beta (1+a)^\alpha}{(1+a+b-w)} + \frac{(1+w)^{\alpha+\beta-1} \sin(\pi \beta)}{\pi (1+a+b-w)} (b-w) \int_0^\infty dp \frac{p^\beta (1+p)^{\alpha-1}}{(p+\frac{a-w}{1+w})}$$

$$+ \frac{(1+w)^{\alpha+\beta-1} \sin(\pi \beta)}{\pi (1+a+b-w)} (1+a) \int_0^\infty dp \frac{p^\beta (1+p)^{\alpha-1}}{(p-\frac{a-w}{1+w})}.$$  

(59)

The integral in the 2nd line is a standard hypergeometric integral. Writing $p^\beta (1+p)^{\alpha-1} = \frac{1}{\Gamma(1-\alpha)} G_{1,1}^{1,0}(p; \alpha+\beta)$, the last line of (59) is the Hilbert transform at $\frac{-w}{1+w}$ of a Meijer-G function. This Hilbert transform is simply obtained by adding a leading 0 and a terminating $\frac{1}{2}$ to both rows of arguments:

$$\frac{1}{\pi} \int_0^\infty dp \frac{p^\beta (1+p)^{\alpha-1}}{(p-\frac{a-w}{1+w})} = \frac{1}{\Gamma(1-\alpha)} G_{3,3}^{2,2}(a-w \mid 0, 0, \alpha+\beta; 0, 0, \frac{1}{2});$$

The Meijer-G function on the rhs is expanded into a $\,_2F_1$ function and a $\,_1F_0$ function. The latter one cancels the first term on the rhs of (59), giving

$$R_{\alpha,\beta}(a, b; w) = \frac{(1+w)^{\alpha+\beta}}{(1+a+b-w)} \frac{(b-w) \beta \Gamma(1-\alpha-\beta)}{(1+b) \Gamma(2-\alpha) \Gamma(1-\beta)} \,_2F_1 \left( 1+\beta \mid b-w \mid 1+b \right)$$

$$+ \frac{(1+w)^{\alpha+\beta}}{(1+a+b-w)} \frac{\Gamma(1-\alpha-\beta) \, \beta}{\Gamma(1-\alpha) \Gamma(1-\beta)} \,_2F_1 \left( 1, 1-\alpha-\beta \mid w-a \mid 1+w \right).$$
A contiguous relation in the first line together with fractional transformations of both lines bring this formula into the following manifestly symmetric form:

\[
R_{\alpha,\beta}(a, b; w) = \frac{1}{(1 + a + b - w) \Gamma(1 - \alpha - \beta)} \left\{ - (1 + w)^{\alpha + \beta} 
+ (1 + w)^\alpha (1 + b)^{\beta} \binom{-\alpha, \beta}{1 - \alpha} w - b \binom{1}{1 + w} 
+ (1 + w)^\beta (1 + a)^{\alpha} \binom{-\beta, \alpha}{1 - \beta} w - a \binom{1}{1 + w} \right\}.
\]

This hypergeometric function generates the Nielsen polylogarithms, as observed in [17, Equation (2.12)] and [4, Theorem 6.6]:

\[
\binom{-x, y}{1 - x} = 1 - \sum_{n,p \geq 1} S_{n,p}(z)x^n y^p.
\]

We note that the Gamma functions in (60) expand into Riemann zeta values,

\[
\frac{\Gamma(1 - \alpha - \beta)}{\Gamma(1 - \alpha) \Gamma(1 - \beta)} = \exp \left( \sum_{k=2}^{\infty} \left( (\alpha + \beta)^k - \alpha^k - \beta^k \right) \frac{\zeta(k)}{k} \right).
\]

For the derivative with respect to \( w \), note that for \( z = (w - a)/(1 + w) \), we have

\[
\frac{\partial}{\partial w} \bigg|_{w=0} S_{n,p}(z) = S'_{n,p}(-a) \frac{\partial z}{\partial w} \bigg|_{w=0} = (1 + a) S'_{n,p}(-a) = -(1 + a) \partial_a S_{n,p}(-a).
\]

The contribution to \( \partial_w |_{w=0} R \) from the third line in (60) is then

\[
\frac{(1 + a)^\alpha}{1 + a + b} \left\{ \frac{1}{1 + a + b} + \beta - (1 + a) \partial_a \right\} \left( 1 - \sum_{n,p=1}^{\infty} S_{n,p}(-a) \beta^n \alpha^p \right),
\]

up to the Gamma prefactor. Hence, we can compute the expansion of \( \partial_w |_{w=0} R \) in terms of zeta values, logarithms \( \log(1 + a) \) and polylogarithms \( S_{n,p}(-a) \) (and those with \( a \) replaced by \( b \)), with rational functions of \( a \) and \( b \) as coefficients.

9. Discussion

9.1. Conjecture 1 is true if one accepts the following hypothesis: A sequence \( (a_n) \) of rational numbers arising from a seemingly simple mathematical problem such as (17), for which \( a_1, \ldots, a_{36} \) are integers of combinatorial significance, will continue as the same integer sequence. The integer sequence in question is \( (s_{j,k}) \) in (29) for \( 1 \leq j \leq n - 2 \) and \( 1 \leq k \leq j \) which was verified by HyperInt for \( n \leq 10 \). In principle, Conjecture 1 is verifiable by induction. For that one would restrict (29) to \( n \leq n_0 \), insert into (26) and reexpand to \( \tau_a(p) \) up to order \( n_0 + 1 \). The resulting polynomials in \( \log p \) and \( \log(1 + p) \) of degree \( \leq n_0 \) must be reshuffled into the basis of Nielsen polylogarithms. Evaluate the Hilbert transform, exponentiate, integrate the product with \( \sin \tau_a(p) \). Comparison with (29) for \( n \leq n_0 + 1 \) gives rise to a tremendous number of combinatorial identities.
involving polynomials in Stirling numbers of degree \( \leq n_0 \). Proving Conjecture 1 could be a treasure for combinatorics.

9.2. In the derivation of (26) we ignored possible non-trivial solutions of the homogeneous Carleman equation which we briefly mentioned after Proposition 4. Such solutions are constant in the Hilbert transform variable but might depend on the parameter \( a \) of the angle function \( \tau_a(\cdot) \). Expanding these functions \( C_a \) in \( \lambda \) and comparing with the Feynman graph expansion of the original partition function shows that at least the first orders are absent. In the spirit of the above hypothesis – that a sequence starting with many zeros is zero – we have \( C_a = 0 \) to all orders in \( \lambda \). This does not rule out flat functions such as \( e^{-\frac{1}{\lambda}} \). However, their presence is hard to make compatible with the symmetry \( G_\lambda(a, b) = G_\lambda(b, a) \) at large \( \lambda \). With this numerical reasoning we are convinced that Conjecture 1 is not only true as a whole, it also gives the unique symmetric solution of (1).

9.3. We recall that (29) has non-zero radius of convergence, in contrast to what is expected from non-integrable quantum field theory.

9.4. More work is necessary to better understand the remaining integral \( N_\lambda(a) \) given in (3). Its perturbative expansion started in (56) gives rise to linear combinations of Nielsen polylogarithms which must reproduce the perturbative solution of (26). We expect that \( N_\lambda(a) \) will also be given as solution of an implicit equation, similar to the occurrence of the Lambert function. This solution should involve the same terms \( \frac{1}{\lambda} e^{(1+\alpha)/\lambda} \) as in (2) because otherwise \( G_\lambda(a, b) \) would have an infinite number of branch cuts in the complexified variables \( a, b \). Experience with the \( \lambda \phi^4 \)-model tells us that \( G_\lambda(a, b) \) is holomorphic at least in \( \text{Re}(a), \text{Re}(b) \geq 0 \).

9.5. The solution method should also extend to the \( \lambda \phi^4 \)-model on 4-dimensional Moyal space. For finite \( \Lambda^2 \) this amounts to change the integration measure in (13) from \( dp \) to \( p dp \). This creates much more severe divergences for \( \Lambda^2 \to \infty \) which require subtle rescaling by a wavefunction renormalisation \( Z(\Lambda^2) \) and a more complicated dependence \( \mu^2(\Lambda^2) \). Whereas (22) already agrees with [14, Thm. 4.7], up to a global factor \( a \) from the changed measure and a global renormalisation constant, an analogue of (26) was missing in [14]. This lack was compensated by a symmetry argument which allowed to prove existence of a solution, but there was no way to obtain an explicit formula. The methods developed here give hope to achieve such a formula.

9.6. Solving a non-linear problem such as (1) by (generalised) radicals can only be expected if some deep algebraic structure is behind. We have no idea what it is\(^7\), but we find it worthwhile to explore that connection. We remark that the initial action (8) is closely related to the action \( S(\Phi) = V \text{ tr}(E \Phi^2 + \frac{1}{3} \Phi^3) \) of

\(^7\)We quote from the bibliographical notes of [7]: “We find it a remarkable coincidence that the curves defining the branch cuts of the Lambert W function (which contain the Quadratrix of Hippias) can be used not only to square the circle—which, by proving \( \pi \) irrational, Lambert went
the Kontsevich model [18]. This model gives rise to solvable $\lambda\Phi^3$-matricial QFT-models in dimension 2, 4 and 6 [11, 12] which, however, are modest from a number-theoretical point of view: In a perturbative expansion of correlation functions only $\log(1 + a)$ arises and only at lowest order, no polylogarithms as in (28). The $\Phi^4$-model is much richer and closer to true QFT-models. The Kontsevich model relates to infinite-dimensional Lie algebras and to the $\tau$-function of the KdV-hierarchy. It generates intersection numbers of stable cohomology classes on the moduli space of complex curves [18]. Something similar should exist for $\Phi^4$ as well.

9.7. Perturbative expansions in realistic quantum field theories like the Standard Model also produce (much more complicated) polylogarithms and other transcendental functions; see for example [1, 15, 21, 24, 27]. It would be exciting if the tremendous apparent complexity of those series could also be produced by an integral transform of a simpler function.
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