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A novel magnetosphere–ionosphere (M-I) coupling model is proposed to simulate the brightening of the onset auroral arc of a magnetospheric substorm event. The new M-I coupling model is modified from the M-I coupling model proposed by the Alaska research team in 1988. We adjust the magnetospheric boundary conditions by including the Hall effects in the thin current sheet and allowing the spatial distributions of the reflection–transmission coefficient to vary with time. As a result, brightening and poleward drifting of multiple auroral arcs appear for the first time in an M-I coupling model. The new results indicate that the coupled Hall effects in the near-Earth plasma sheet and the E-region ionosphere play a vital role in triggering the onset of a magnetospheric substorm.
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INTRODUCTION

Kan and Sun. (1985), Kan et al. (1988), and Kan and Sun. (1996) have proposed a highly simplified but an elegant simulation scheme to model the substorm-associated magnetosphere–ionosphere (M-I) coupling processes. Their results show a plasma flow pattern similar to the observed westward traveling surge during the substorm. The cross-polar-cap potential drop in the E-region ionosphere obtained in their model is slightly lower than the initial input cross-polar-cap potential drop. The nonuniform distributions of the conductivities and electric fields in the E-region ionosphere can result in the region-1 and region-2 field-aligned current distributions (e.g., Iijima and Potemra, 1976). Similar results have been obtained in the M-I coupling simulations studied by Miura and Sato. (1980); Miura and Sato. (1981). However, these early simulation studies (e.g., Miura and Sato, 1980, Miura and Sato, 1981); (Kan and Sun, 1985; Kan et al., 1988) fail to show onset aurora arc–associated upward field-aligned currents in the midnight region (e.g., Akasofu, 1964).

Kan and Sun. (1996) changed the conductivity enhancement scheme and modified the convection electric field by adding localized convection electric fields on the magnetotail boundary of the M-I coupling model. They successfully obtain upward field-aligned currents in the midnight region (Kan and Sun, 1996).

Based on satellite observations, the near-Earth plasma sheet shows a tail-like structure before the onset of a substorm. It changes to a dipole-like structure after the onset of the substorm (e.g., McPherron, 1972). Kaufmann. (1987) showed that the dipolarization of the near-Earth plasma sheet at the onset of a substorm is associated with the formation of current wedges. Dipolarization of the magnetic field occurs inside the current wedges, whereas the thinning processes continuously take place outside of the current wedges and tailward from the current wedges (Kaufmann, 1987). Ohtani et al. (1992) found several substorm onset events with explosive thinning of the plasma sheet before the onset of substorms.
It is believed that disruption of cross-tail currents in the near-Earth plasma sheet can trigger the dipolarization process. Theoretical models have been proposed to explain the current disruption in the near-Earth plasma sheet. These theoretical models include, but not limited to, the magnetic reconnection–associated resistive tearing-mode instability (e.g., Furth et al., 1963; Coppi et al., 1966; Schindler, 1974), the ion Weibel instability (e.g., Lui et al., 1993; Lui et al., 2008), the ballooning instability (e.g., Roux et al., 1991; Cheng and Lui, 1998), and the unloading instability triggered by the incident Alfvén waves from the ionosphere (Kan and Sun, 1996). Lyu and Chen. (2000) proposed another type of unloading instability due to the M-I coupling process and the nonuniform Hall effect in the explosively thinning region.

When a current sheet has a finite normal magnetic field component, and when the thickness of the current sheet is equal to or smaller than the gyroradius of the thermal ions, a sufficient amount of ions will become unmagnetized, whereas electrons are still magnetized. The unmagnetized electrons will move across the thin current sheet along the electric field direction with a meandering trajectory. Magnetized electrons and unmagnetized ions will set up a Hall electric field along the drift direction of the magnetized electrons. As a result, the electric field will rotate left-handed with respect to the ambient magnetic field. If the thickness of the current sheet is nonuniform, it can lead to a nonuniform left-handed rotation of the electric field and results in localized field-aligned currents. The upward field-aligned current from the ionosphere to the thin current sheet in the premidnight region can increase the normal magnetic field component in the thin current sheet downward from the field-aligned current. Since the meandering motion of ions in the thin current sheet can enhance the cross-tail current intensity, increasing the current sheet thickness will reduce the number of unmagnetized ions. Decreasing the number of unmagnetized ions can reduce the cross-tail current intensity and further increase the current sheet thickness. This positive feedback process can result in current disruption and trigger the onset of a substorm (Lyu and Chen, 2000).

Unlike the other instabilities analyses, where waves of a given frequency are amplified with a well-determined growth rate, the unloading instability proposed by Lyu and Chen. (2000) does not have a well-defined growth rate or a well-defined frequency. Since the background magnetic field of the unloading instability is highly nonuniform and time dependent, we can only qualitatively show a positive feedback process to trigger the current disruption in the thin current sheet.

This study aimed to modify the M-I coupling model proposed by Kan et al. (1988) by including the Hall effects in the magnetotail as proposed by Lyu and Chen. (2000). The coupling between the nonuniform Hall effect in the high-latitude E-region ionosphere and the nonuniform Hall effect on the magnetospheric boundary will be examined.

Basic Equations of the Magnetosphere–Ionosphere Coupling Model

The new M-I coupling model is modified from the M-I coupling model proposed by Kan et al. (1988). For convenience, we shall call the M-I coupling model proposed by Kan et al. (1988) as the KZA’88 model. The high-latitude ionosphere in the KZA’88 model is a plane with uniform magnetic field \( B_0 \) perpendicular to the ionosphere. The nonuniform electric fields and conductivities yield nonuniform electrical currents in the high-latitude ionosphere. Since no charge accumulation could take place in the timescale of the KZA’88 model, the divergence of the height-integrated perpendicular current density in the E-region ionosphere implies a downward field-aligned current at the top of the E-region ionosphere. Likewise, the convergence of the height-integrated perpendicular current density can lead to an upward field-aligned current at the top of the E-region ionosphere. The upward field-aligned current \( J_z \) at the top of the E-region ionosphere can be written in the following form (e.g., Kan et al., 1988).

\[
J_z = -\nabla_\perp \cdot \left( \Sigma_E E_z + \Sigma_B \vec{B}_0 \times \vec{E}_z \right),
\]

where \( \vec{B}_0 \) is the unit vector parallel to \( B_0 \), \( \Sigma_E \) is the height-integrated Pedersen conductivity, \( \Sigma_B \) is the height-integrated Hall conductivity, and \( \vec{E}_z \) is the vertical averaged electric field in the E-region ionosphere. The direction of \( \vec{E}_z \) is perpendicular to the background magnetic field \( B_0 \) in this study.

The coupling between the ionosphere and the magnetosphere in the KZA’88 model is achieved by the Alfvén waves that carry the electric field and field-aligned current and propagate back and forth between these two regions along the magnetic field lines. Based on the Walén relation (Walén, 1944), Kan and Sun. (1985) have shown that the Alfvén waves with group velocity parallel to the background magnetic field will carry field-aligned currents:

\[
J_{B1} = +\Sigma_A \nabla \cdot \vec{E}_{z1},
\]

where \( J_{B1} = \vec{B}_0 \cdot \nabla \times \vec{B}_1/\mu_0 \), \( \vec{B}_1 \) is the perturbed magnetic field in the Alfvén wave, \( \Sigma_A = 1/\mu_0 V_A \) is the effective height-integrated conductivity in the Alfvén wave, \( V_A = B_0/\sqrt{\mu_0 \rho_0} \) is the Alfvén speed, \( \rho_0 \) is the background plasma mass density, and \( \vec{E}_{z1} \) is the perpendicular component of the perturbed electric field in the Alfvén wave. Likewise, Alfvén waves with group velocity antiparallel to the background magnetic field will carry field-aligned currents:

\[
J_{I1} = -\Sigma_A \nabla \cdot \vec{E}_{z1}.
\]

Since the background magnetic field is downward in the northern hemisphere high-latitude ionosphere, we have \( J_{B1} = -J_{I1} \), and the group velocity of the incident Alfvén wave is parallel to the background magnetic field, whereas the group velocity of the reflected Alfvén wave is antiparallel to the background magnetic field. Thus, \( \text{Eqs } 2, 3 \) yield

\[
-J_{I1} = +\Sigma_A \nabla \cdot \vec{E}_{z1}',
\]

\[
-J_{I1} = -\Sigma_A \nabla \cdot \vec{E}_{z1}'
\]

where \( \vec{E}_{z1}' \) is the perpendicular component of the perturbed electric field in the incident Alfvén wave, \( \vec{E}_{z1} \) is the upward field-aligned current carried by the incident Alfvén wave, \( \vec{E}_{z1}' \) is the perpendicular component of the perturbed electric field in
the reflected Alfvén wave, and \( J_{z,1}^B \) is the upward field-aligned current carried by the reflected Alfvén wave.

The reflected Alfvén waves from the ionosphere are determined in the following way in the KZA'88 model. When the sum of the \( J_{z,1}^B \) carried by the incident Alfvén waves and the preexisting field-aligned currents above the E-region ionosphere \( J_{z,0} \) do not match the required \( J_z \) at the top of the E-region ionosphere, as shown in Eq. 1, Alfvén waves will be reflected from the ionosphere so that the upward field-aligned currents carried by the reflected Alfvén waves satisfy
\[
J_{z,1}^B = J_z - (J_{z,1}^B + J_{z,0}).
\] (6)

According to Eq. 1, the preexisting field-aligned current \( J_{z,0} \) satisfies
\[
J_{z,0} = -\nabla \cdot \left( \Sigma_p E_0 + \Sigma_H \mathbf{B}_0 \times \mathbf{E}_0 \right),
\] (7)
where \( E_0, \Sigma_p, \) and \( \Sigma_H \) are the preexisting \( E_i, \Sigma_p, \) and \( \Sigma_H \), respectively.

Substituting Eqs 1, 4, 5, 7 into Eq. 6 to eliminate \( J_z, J_{z,1}^B, \) and \( J_{z,0} \), respectively, for the northern hemisphere ionosphere, it yields (Kan et al., 1988) the following equation:
\[
\Sigma_p \nabla \cdot E_{z,1}^B = -\nabla \cdot \left( \Sigma_p E + \Sigma_H \mathbf{B}_0 \times \mathbf{E}_1 \right) + \Sigma_A \nabla \cdot E_{z,1}^P
+ \nabla \cdot \left( \Sigma_p E_0 + \Sigma_H \mathbf{B}_0 \times \mathbf{E}_0 \right).
\] (8)

The electric field in the E-region ionosphere is determined in the following way in the KZA'88 model.
\[
E_i = (E_0 + E_{z,1}^B + E_{z,1}^P).
\] (9)

Substituting Eq. 9 into Eq. 8 to eliminate \( E_i \) for the northern-hemisphere ionosphere, it yields
\[
\nabla \cdot \left( \left[ (\Sigma_p - \Sigma_H) + (\Sigma_H - \Sigma_0) \mathbf{B}_0 \times \right] E_0 \right)
+ \left[ (\Sigma_p - \Sigma_H) + \Sigma_H \mathbf{B}_0 \times \right] E_{z,1}^P
+ \left[ (\Sigma_p + \Sigma_H) + \Sigma_H \mathbf{B}_0 \times \right] E_{z,1}^B = 0.
\] (10)

Note that the KZA'88 model is modified from the M-I coupling model proposed by Kan and Sun. (1985). For convenience, we shall call the M-I coupling model proposed by Kan and Sun. (1985) as the KS'85 model. The matching conditions of the field-aligned currents and the perpendicular electric field used in the KS'85 model are given as follows:
\[
J_{z,1}^B = (J_z - J_{z,1}^B),
\] (11)
\[
E_i = (E_{z,1}^B + E_{z,1}^P).
\] (12)

Namely, both the preexisting field-aligned current \( J_{z,0} \) and the preexisting ionospheric perpendicular electric field \( E_0 \) are ignored in the KS'85 model.

Since a current loop cannot last forever, especially when there is a finite Pederson conductivity in the E-region ionosphere, the current intensity in the preexisting current loop should decrease with time. In this study, we ignore the preexisting field-aligned current \( J_{z,0} \) and adopt the matching condition of the field-aligned currents used in the KS'85 model. On the other hand, the preexisting electric field \( E_0 \) should be included in the M-I coupling model. When the preexisting electric field in the ionosphere is strong enough, the neutral particles might be pushed by the ions. Since the ionospheric conductivities are obtained in the neutral wind moving frame, we should determine the neutral wind flow velocity and modify the preexisting electric field to the neutral wind moving frame. However, modeling the enhanced neutral wind is beyond the scope of this study. We shall ignore the neutral wind effect and determine the electric field in the E-region ionosphere based on Eq. 9. Note that Kan and Sun (1996) also used Eqs 11, 9 instead of Eqs 6, 12 to match the field-aligned currents and to model the ionospheric electric field, respectively.

Substituting Eqs 1, 4, 5 into Eq. 11 to eliminate \( J_z, J_{z,1}^B, \) and \( J_{z,0} \), respectively, for the northern-hemisphere high-latitude ionosphere, it yields the following equation:
\[
\Sigma_p \nabla \cdot E_{z,1}^B = -\nabla \cdot \left( \Sigma_p E_1 + \Sigma_H \mathbf{B}_0 \times \mathbf{E}_1 \right) + \Sigma_A \nabla \cdot E_{z,1}^P.
\] (13)

Substituting Eq. 9 into Eq. 13 to eliminate \( E_i \) for the northern-hemisphere ionosphere, it yields the following equation:
\[
\nabla \cdot \left( \left[ (\Sigma_p + \Sigma_H) \mathbf{B}_0 \times \right] E_0 + \left[ (\Sigma_p - \Sigma_H) + \Sigma_H \mathbf{B}_0 \times \right] E_{z,1}^P
+ \left[ (\Sigma_p + \Sigma_H) + \Sigma_H \mathbf{B}_0 \times \right] E_{z,1}^B \right) = 0.
\] (14)

Eq. 14 yields
\[
\left( E_{z,1}^B \right)_1 \mathbf{B}_0 \times \left( E_{z,1}^P \right)_1 = \nabla \cdot \psi,
\] (15)
where \( \psi \) is a vector field. For simplicity, we choose \( \psi = 0 \) in our simulation. Solving Eq. 15 for \( E_{z,1}^B \) with \( \psi = 0 \), it yields
\[
\left( E_{z,1}^B \right)_1 = \left( E_{z,1}^P \right)_1 = 0.
\]
The corresponding wave equation is given as follows:

\[
\nabla \cdot \left( \nabla \times \mathbf{E}_{1} \right) = \frac{1}{\mu_0} \left( \frac{\partial J_z}{\partial t} \right). 
\]

Substituting Faraday’s law into Eq. 17 to eliminate \( \partial B_1/\partial t \), it yields

\[
\frac{\partial J_z}{\partial t} = -\frac{\nabla \times (\nabla \times \mathbf{E}_1)}{\mu_0}. \tag{18}
\]

The field-aligned component of Eq. 18 is

\[
\frac{\partial J_{z1}}{\partial t} = \frac{\nabla^2 E_{1z}}{\mu_0} - \frac{\nabla \cdot (\nabla \times \mathbf{E}_{11})}{\mu_0}, \tag{19}
\]

where \( \nabla \cdot \mathbf{E}_1 \) is a scalar differential operator. The first term on the right-hand side of Eq. 19, \( \nabla^2 E_{1z}/\mu_0 \), is associated with the localized field-aligned potential jump. The formation of field-aligned potential jump is a kinetic process which is not included in this wave-associated M-I coupling model. Ignoring \( \nabla^2 E_{1z}/\mu_0 \) in Eq. 19, it yields

\[
\frac{\partial J_{z1}}{\partial t} = -\frac{\nabla \cdot (\nabla \times \mathbf{E}_{11})}{\mu_0}. \tag{20}
\]

The field-aligned currents carried by parallel propagating waves with wave speed equal to the Alfvén speed \( V_A \) should have a function form \( J_{z1} (x_1, x_1, t) = J_{z1} (x_1, x_1 - V_A t) \). The corresponding wave equation is

\[
\left( \frac{\partial J_{z1}}{\partial t} \right) + V_A \nabla \cdot J_{z1} = 0. \tag{21}
\]

Comparing Eqs 20, 21, it yields, for parallel propagating waves, the following equation:

\[
J_{z1} = \left( \frac{1}{V_A \mu_0} \right) \nabla \cdot \mathbf{E}_{11} = \Sigma_A \nabla \cdot \mathbf{E}_{11}. \tag{22}
\]

Likewise, the field-aligned currents carried by antiparallel propagating waves with a wave speed equal to the Alfvén speed should have a function form \( J_{z1} (x_1, x_1, t) = J_{z1} (x_1, x_1 + V_A t) \). The corresponding wave equation is given as follows:

\[
\left( \frac{\partial J_{z1}}{\partial t} \right) - (V_A \nabla \cdot J_{z1}) = 0. \tag{23}
\]

Comparing Eqs 20, 23, it yields, for antiparallel propagating waves, the following equation:

\[
J_{z1} = \left( \frac{1}{V_A \mu_0} \right) \nabla \cdot \mathbf{E}_{11} = \Sigma_A \nabla \cdot \mathbf{E}_{11}. \tag{24}
\]

Equations 22 and 24 are the same as Eqs 2, 3. Namely, Eqs 2, 3 are applicable to the field-aligned propagating fast-mode or slow-mode waves as long as the wave speed is equal to the Alfvén speed.

**MODELING THE ENHANCEMENT OF THE HALL CONDUCTANCE BY UPWARD FIELD-ALIGNED CURRENTS**

The enhancement of the conductance by the upward field-aligned current is included in the KZA’88 model, where the conductance is the height-integrated conductivity. For strong upward field-aligned current, the precipitating energetic electrons will bombard the neutral particles and increase the ionization rate. In the KZA’88 model, the Hall conductance \( \Sigma_H \) is modeled by

\[
\begin{aligned}
&\Sigma_0 \quad \text{if } J_z \leq J_{the} \text{ or } \nabla \cdot \mathbf{E}_i > 0 \\
&\sqrt{\Sigma_0^2 + \gamma J_z (J_z - J_{the})} \quad \text{if } J_z > J_{the} \text{ and } \nabla \cdot \mathbf{E}_i < 0, \\
&\sqrt{\Sigma_0^2 + \gamma J_z (J_z - J_{the})} \quad \text{if } J_z > J_z \text{ and } \nabla \cdot \mathbf{E}_i < 0,
\end{aligned}
\tag{25}
\]

where \( \Sigma_0 \) is the initial Hall conductance at the given location, \( J_{the} = 0.08 \mu\text{A}/\text{m}^2 \) is the electron thermal flux in the loss cone, the coefficient \( \gamma \) is chosen to be 300 (mho \( \text{m}^2/\mu\text{A})^2 \), and the critical current density \( J_z \) is chosen to be 0.8 \( \mu\text{A}/\text{m}^2 \) in the KZA’88 model. Based on Eq. 25, the maximum Hall conductance in the KZA’88 model is limited by the following equation:

\[
\Sigma_{z \text{max}} = \sqrt{\gamma J_z (J_z - J_{the})} = 19.9 \text{ mho},
\]

which is only slightly higher than the maximum of the initial Hall conductance in their simulation. Kan and Sun (1996) have removed the third condition in Eq. 25 in their new M-I coupling simulation model. As a result, their simulations show a maximum Hall conductance above 50 mho (Kan and Sun, 1996).

Based on the ground and satellite observations, the upward field-aligned current density can be as high as 5 \( \mu\text{A}/\text{m}^2 \) (Kamide and Horwitz, 1978; Kamide, 1982; Podgorny et al., 2003; Wing and Johnson, 2015; Bunescu et al., 2019) or even 10 \( \mu\text{A}/\text{m}^2 \) (e.g., Pitout et al., 2015). The enhancement of the Hall conductance can reach 40 mho or even 80 mho (Robinson et al., 1985). The ratio of the Hall conductance to the Pedersen conductance increases with increasing the Hall conductance (Robinson et al., 1985). For simplicity, we choose a constant ratio \( \Sigma_{Hi}/\Sigma_H = 1.5 \), which is the same as the one used in the KZA’88 model. To improve the conductance enhancement, we constructed a new model to determine \( \Sigma_{Hi} \). The field-aligned currents in our model do not include the preexisting field-aligned currents, but the preexisting conductance is
included in our new model. The conductance enhancement is rewritten in the following form:

$$\Sigma_{H} = \begin{cases} \sqrt{[\Sigma_{0} + \alpha(\Sigma_{H0} - \Sigma_{0})]^{2} + \gamma J_{z}(J_{z} - J_{the})} & \text{if } J_{the} < J_{z} \text{,} \\ \Sigma_{0} + \alpha(\Sigma_{H0} - \Sigma_{0}) & \text{if } J_{z} < J_{the} \end{cases} \quad (26)$$

where \(\Sigma_{0}\) is the initial Hall conductance; \(\Sigma_{H0}\) is the preexisting Hall conductance; \(\alpha\) is the decaying parameter, which satisfies \(0 < \alpha < 1\); and the coefficient \(\gamma\) is chosen to be \(300 \text{ (mho m}^{2}/\mu\text{A)}^{2}\) similar to the one used in Eq. 25. Note that the conductance enhancement shown in Eq. 25 was obtained based on the electron acceleration by a steady field-aligned potential drop (Knight, 1973; Fridman and Lemaire, 1980; Kan and Kamide, 1985). Therefore, to determine the field-aligned potential drop from the upward field-aligned current, only the electron thermal flux in the loss cone is removed from \(J_{z}\). However, the electron acceleration process in a steady field-aligned potential drop is different from the electron energization and acceleration by a propagating wave along the magnetic field line. In this study, we found that the relationship between \(\Sigma_{H}\) and \(J_{the}\) will lead to a similar relationship between \(\Sigma_{H}\) and \(J_{z}\). To limit the conductance enhancement in a finite range of a given \(J_{z}\), we assume \(J_{the}\) increases linearly with increasing Hall conductance. Based on the Hall conductance and the field-aligned current density reported in Robinson et al. (1985), we modeled the \(J_{the}\) in the following way:

$$\left(\frac{J_{the} - J_{the0}}{J_{the0} - J_{the0}}\right) = \left(\frac{\Sigma_{H0} - \Sigma_{00}}{\Sigma_{00} - \Sigma_{00}}\right). \quad (27)$$

where \(\Sigma_{H0}\) is the preexisting Hall conductance. In this study, we choose \(J_{the0} = 0.08 \text{ } \mu\text{A/m}^{2}\), \(J_{00} = 1 \text{ } \mu\text{A/m}^{2}\), \(\Sigma_{00} = 1 \text{ mho}\), and \(\Sigma_{00} = 40 \text{ mho}\). As a result, for \(\Sigma_{H0} = 40 \text{ mho}\), the conductance will be enhanced only if \(J_{z} > 1 \text{ } \mu\text{A/m}^{2}\).

**MODELING THE WAVE REFLECTIONS AT THE MAGNETOSPHERIC BOUNDARY**

According to the KZA'88 model, the incident perturbed electric field \(E_{i1}\) at the \(n^{th}\) step satisfies

![Figure 1](https://example.com/figure.png)

**FIGURE 1** | Color-level plots of \(R_{m}\) and \(R_{mPS}\) with different \(\lambda_{Rm}\), where \(\lambda_{Rm}\) is the magnetic latitude of \(R_{m} = 0\) at 23 MLT. Panels (A) and (B) show the distributions of \(R_{m}\) with \(\lambda_{Rm} = 60^\circ\) and \(54^\circ\), respectively. Panels (C) and (D) show the distributions of \(R_{mPS}\) with \(\lambda_{Rm} = 60^\circ\) and \(54^\circ\), respectively.
FIGURE 2 | Simulation results obtained from Case 1 simulation. Case 1 is characterized by time-independent $R_m$ and $R_{mPS}$ distributions with $\lambda_{Rm}=54^\circ$. Panels (A) and (B) show color-level plots of $\Sigma_H$ obtained at the 10th step and the 15th step of the simulation, respectively. Panels (C) and (D) show color-level plots of the upward field-aligned current density $J_z$ obtained from the simulation at the 10th step and the 15th step, respectively. Strong field-aligned currents and enhanced Hall conductances appear in the midnight region.

TABLE 1 | Simulation parameters.

| Case   | Initial $\Sigma_H$* | Conductivity enhancement in the E-region ionosphere | Hall effects in the magnetotail $\lambda_{Rm}=\theta^\circ$ | Initial $\Phi_{PC}$c |
|--------|---------------------|-----------------------------------------------|-------------------------------------------------|-------------------|
| Case 1 | $1 - 9$ mho         | Yes                                           | Yes                                             | $54^\circ$        | $180$ kV          |
| Case 2 | $1 - 9$ mho         | Yes                                           | No                                              | $54^\circ$        | $180$ kV          |
| Case 3 | $1 - 9$ mho         | Yes                                           | Yes                                             | $54^\circ - 62^\circ$ | $180$ kV          |
| Case 4a| $9$ mho             | Yes                                           | Yes                                             | $60^\circ$        | $180$ kV          |
| Case 4b| $9$ mho             | Yes                                           | No                                              | $60^\circ$        | $180$ kV          |
| Case 4c| $9$ mho             | Yes                                           | No                                              | $60^\circ$        | $180$ kV          |
| Case 5a| $1$ mho             | Yes                                           | Yes                                             | $60^\circ$        | $180$ kV          |
| Case 5b| $1$ mho             | Yes                                           | No                                              | $60^\circ$        | $180$ kV          |
| Case 5c| $1$ mho             | Yes                                           | No                                              | $60^\circ$        | $180$ kV          |
| Case 5a| $1 - 9$ mho         | Yes                                           | Yes                                             | $60^\circ$        | $180$ kV          |
| Case 5b| $1 - 9$ mho         | Yes                                           | No                                              | $60^\circ$        | $180$ kV          |
| Case 5c| $1 - 9$ mho         | Yes                                           | No                                              | $60^\circ$        | $180$ kV          |

*For simulation cases with initial $\Sigma_H = 1 - 9$ mho, the initial $\Sigma_H$ is nonuniform with sunlight on the dayside and diffuse aura on the nightside, similar to those used in the KZA’88 model.

$\lambda_{Rm}$ varies with time in Case 3, where $\lambda_{Rm}=60^\circ$ at $k \leq 6$, $\lambda_{Rm}=58^\circ$ at $k = 7 & 8$, $\lambda_{Rm}=56^\circ$ at $k = 9 & 10$, $\lambda_{Rm}=54^\circ$ at $k = 11$, $\lambda_{Rm}=58^\circ$ at $k = 12$, and $\lambda_{Rm}=62^\circ$ at $k = 13$.

$c\Phi_{PC}$ denotes the cross-polar-cap potential drop.
During a substorm event, the distribution of plasma sheet and Sun (1996) used a time-dependent reflection–transmission coefficient (Kan and Sun, 1985; Kan et al., 1988).

\[
R_m = \begin{cases} 
-1 & \text{on open field lines} \\
-1 < R_m \leq 1 & \text{on closed field lines}
\end{cases}
\]  

(Kan and Sun, 1985) considered \( R_m = +1 \) in the near-Earth plasma sheet, and \(-1 < R_m \leq 1 \) in the low-latitude boundary layer and the distant plasma sheet. The boundary of the open-field-line region mapping onto the ionosphere \((R_m = -1)\) is located at a higher latitude in the nightside ionosphere than it is in the dayside ionosphere in the early simulation studies (Kan and Sun, 1985; Kan et al., 1988). Kan and Sun (1996) used a time-dependent \( R_m \) distribution. The boundary of \( R_m = -1 \) is nearly a circle at 80° magnetic latitude at the beginning of their simulation. The boundary of \( R_m = -1 \) gradually expanded toward lower latitudes on the nightside. As a result, the boundary of the open-field-line region mapping onto the ionosphere is located at a lower latitude in the nightside ionosphere than it is in the dayside ionosphere (Kan and Sun, 1996).

In this study, we consider the magnetotail maps to ionosphere within an 8-h sector, from 20 MLT to 04 MLT in the nightside ionosphere, where MLT denotes the magnetic local time. Eq. 29 is applicable to the region outside the 8-h sector. Inside the 8-h sector, \( 0 < R_m \leq 1 \) denotes regions map to the thick current sheet and \(-1 < R_m < 0 \) denotes regions map to the thin current sheet. Namely, for MLT between 20 MLT and 04 MLT, we have

\[
\begin{align*}
-1 < R_m < 0 & \quad \text{thin current sheet} \\
0 < R_m < 1 & \quad \text{thick current sheet}
\end{align*}
\]  

Since the thickness of the near-Earth plasma sheet varies during a substorm event, the distribution of \( R_m \) inside the 8-h sector is allowed to change with time in this study.

In addition to the reflection–transmission coefficient \( R_m \), we introduce a new coefficient \( R_{m_{PS}} \) to mimic the proposed Hall effect in the thin current sheet region (Lyu and Chen, 2000). Since the Hall effect is a dynamo process, the Hall electric field and the Hall current should point in opposite directions. The Hall current is in the direction of \( \hat{B}_0 \times \mathbf{E} \). The Hall electric field should be in the direction of \( -\hat{B}_0 \times \mathbf{E} \). Thus, we modify Eq. 28 to the following form:

\[
\mathbf{E}_{1+} = \left(1 - R_{m_{PS}} \hat{B}_0 \times \mathbf{E}\right) R_m \mathbf{E}_{1+}^{(n-1)n}.
\]  

**Figure 1** shows two examples of \( R_m \) and \( R_{m_{PS}} \) distributions used in this study. Panels (A) and (B) show the distributions of \( R_m \) with \( \lambda_{R_m=0} = 60° \) and 54°, respectively, where \( \lambda_{R_m=0} \) is the magnetic latitude of \( R_m = 0 \) at 23 MLT. Panels (C) and (D) show the distributions of \( R_{m_{PS}} \) with \( \lambda_{R_{m_{PS}}=0} = 60° \) and 54°, respectively. In this study, we choose the equatorward boundary of the open-field-line region \( (R_m = -1) \) at 70° magnetic latitude and the poleward boundary of the dipole-field-line region \( (R_m = +1) \) at 50° magnetic latitude similar to those used in previous simulation studies (Kan and Sun, 1985; Kan et al., 1988). The \( R_m = 0 \) contour is located at 60° magnetic latitude outside the 8-h sector and gradually shifts to \( \lambda_{R_m=0} \) magnetic latitude at 23 MLT inside the 8-h sector. We choose \( \lambda_{R_m=0} \) to be the magnetic latitude of \( R_m = 0 \) at 23 MLT, but not at 00 MLT, because the cross-tail current is enhanced by the duskward motion of the unmagnetized dipole-field-line region.
ions, which are accelerated by the dawn-to-dusk electric field. Thus, we expect the thin current sheet to extend over the pre-midnight region.

SIMULATION RESULTS

Table 1 lists the simulation parameters used in the 12 simulation cases to be present in this section. The magnetic latitude \( \lambda_{Rm=0} \) is 54° in Cases 1 and 2 but varies from 54° to 62° in Case 3. We choose \( \lambda_{Rm=0} = 60° \) in Cases 4a~6c. To show the importance of the Hall effect in the near-Earth plasma sheet, we set \( R_{mPS} = 0 \) in Cases 2, 4c, 5c, and 6c. We also turn off the conductance enhancement scheme in Cases 4b, 5b, and 6b to show the effect of conductance enhancement in the E-region ionosphere. The initial distributions of the Hall conductance in Cases 1, 2, 3, 6a, 6b, and 6c are similar to the one shown in the KZA’88 model. The initial distribution of the Hall conductance is uniform in Cases 4a~5c. The uniform conductance is 9 mho in Cases 4a, 4b, and 4c but 1 mho in Cases 5a, 5b, and 5c.

Figure 2 shows the simulation results obtained from Case 1 simulation. Case 1 is characterized by time-independent \( R_{m} \) and \( R_{mPS} \) distributions with \( \lambda_{Rm=0} = 54° \). Panels (A) and (B) show color-level plots of \( \Sigma_H \) obtained at the 10th step and the 15th step of the simulation, respectively. Panels (C) and (D) show color-level plots of the upward field-aligned current density \( J_z \) obtained from the simulation at the 10th step and the 15th step, respectively. Strong field-aligned currents and enhanced Hall conductances appear in the midnight region.

Figure 3 shows color-level plots of (A) \( \Sigma_H \) and (B) \( J_z \) obtained from the 10th step of the simulation study of Case 2. Case 2
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Case 3
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Figure 4 | Simulation results of Case 3. Panels (A) and (B) show color-level plots of \( \Sigma_H \) obtained at the 10th step and the 15th step of the simulation, respectively. Panels (C) and (D) show color-level plots of the upward field-aligned current density \( J_z \) obtained from the simulation at the 10th step and the 15th step, respectively. Case 3 is characterized by time-dependent \( R_{m} \) and \( R_{mPS} \) distributions with \( \lambda_{Rm=0} \) changes from 60° to 54° and back to 62°. Since the distributions of \( R_{m} \) and \( R_{mPS} \) are time dependent, the maximum of the Hall conductance \( \Sigma_H \) and the maximum of the upward field-aligned current density \( J_z \) obtained in Case 3 are lower than those shown in Case 1.
simulation has a time-independent $R_m$ distribution with $\lambda_{R_m=0} = 54^\circ$. The Hall effect in the thin plasma sheet is turned off in Case 2. A weak upward field-aligned current can be found on the duskside of the polar cap boundary, which can slightly enhance the conductance in that region. The simulation has reached a steady state with very little change on $\Sigma_H$ and $J_z$ at the 8th step and beyond. The enhancement of $\Sigma_H$ on the duskside of the polar cap boundary is less than 10 mho, which is slightly above the maximum of the initial Hall conductance in the diffuse aurora region.

Figure 4 shows simulation results of Case 3, in the same format as those shown in Figure 2. Case 3 is characterized by time-dependent $R_m$ and $R_{mPS}$ distributions with $\lambda_{R_m=0}$ changes from 60$^\circ$ to 54$^\circ$ and back to 62$^\circ$. Since the distributions of $R_m$ and $R_{mPS}$ are time-dependent, the maximum of the Hall conductance $\Sigma_H$ and the maximum of the upward field-aligned current density $J_z$ obtained in Case 3 are lower than those shown in Case 1.

Figure 5 shows the time evolution of (A) $(J_z)_{\text{max}}$, (B) $(J_z)_{\text{min}}$, and (C) $(\Sigma_H)_{\text{max}}$ obtained from the simulations of Case 1 (the solid curves), Case 2 (the dashed curves), and Case 3 (the dotted curves). $(J_z)_{\text{max}}$ denotes the maximum upward field-aligned current density in the entire simulation domain obtained at the $k$th step of the simulation. The absolute value of $(J_z)_{\text{min}}$ denotes the maximum of the downward field-aligned current density in the entire simulation domain obtained at the $k$th step of the simulation. $(\Sigma_H)_{\text{max}}$ denotes the maximum Hall conductance in the entire simulation domain obtained at the $k$th step of the simulation. The time evolution of $(J_z)_{\text{max}}$ is similar to the time evolution of $(\Sigma_H)_{\text{max}}$ due to the choice of the conductance enhancement scheme discussed in Eqs 26, 27. The Hall effects in the magnetotail lead to a similar growth phase ($5 < k < 11$) in Case 1 and Case 3. The time-independent distributions of $R_m$ and $R_{mPS}$ used in the Case 1 simulation yield a second growth phase at $k > 17$ in the Case 1 simulation. Ignoring the Hall effects in the magnetotail, the three dashed curves of Case 2 show very little enhancement on the field-aligned current density and the Hall conductance.

Figure 6 shows the time evolution of (A) $(J_z)_{\text{max}}$, (B) $(J_z)_{\text{min}}$, and (C) $(\Sigma_H)_{\text{max}}$ obtained from the simulations of Case 4a (the solid curves), Case 4b (the dashed curves), and Case 4c (the dotted curves). Simulation Cases 4a, 4b, and 4c are characterized by uniform high conductances at the beginning of the simulations. The initial Hall conductance
The conductance enhancement scheme is turned off in Case 4b. Without gradient on the ionospheric conductances, the field-aligned current density obtained in Case 4b is lower than it in Case 4a. The plasma sheet Hall effect is turned off in Case 4c. Without the Hall effect in the plasma sheet, very little enhancement on the field-aligned current density and the Hall conductance can be seen in the simulation of Case 4c.

Figure 7 shows the time evolution of (A) \( (J_z)_{\text{max}} \), (B) \( (J_z)_{\text{min}} \), and (C) \( (\Sigma H)_{\text{max}} \) obtained from the simulations of Case 5a (the solid curves), Case 5b (the dashed curves), and Case 5c (the dotted curves). Simulation Cases 4a, 4b, and 4c are characterized by uniform high conductances \( (\Sigma H) = 9 \text{ mho} \) at the beginning of the simulations. The conductance enhancement scheme is turned off in Case 4b. The plasma sheet Hall effect is turned off in Case 4c.

Let us compare the simulation results of Case 4a and Case 5a shown in Figures 6, 7. The \( (J_z)_{\text{max}} \) curve obtained in Case 4a shows a short lag phase followed by a growth phase from the 4th step to the 10th step, but with a relatively low saturation level \( (J_z)_{\text{max}} \approx 2.3 \mu A/m^2 \). The \( (J_z)_{\text{max}} \) curve obtained in Case 5a shows a prolonged lag phase followed by a growth phase from the 8th step to the 16th step, but with a relatively high saturation level at \( (J_z)_{\text{max}} \approx 3.8 \mu A/m^2 \). The \( (J_z)_{\text{max}} \) curve obtained in the simulation study of Case 4a shows a second peak at the 14th step and a third peak at the 18th step. The highest upward field-aligned current density can be found at the 18th step with \( (J_z)_{\text{max}} \approx 3.8 \mu A/m^2 \). The differences between the \( (J_z)_{\text{max}} \) curves shown in Case 4a and Case 4b are less significant than the differences between the \( (J_z)_{\text{max}} \) curves shown in Case 5a and Case 5b.

Figure 8 shows the time evolution of (A) \( (J_z)_{\text{max}} \), (B) \( (J_z)_{\text{min}} \), and (C) \( (\Sigma H)_{\text{max}} \) obtained from Case 6a (the solid curves), Case 6b (the dashed curves), and Case 6c (the dotted curves) simulations. The initial distributions of the conductances of the three cases are

is 9 mho. The conductance enhancement scheme is turned off in Case 4b. Without gradient on the ionospheric conductances, the field-aligned current density obtained in Case 4b is lower than it in Case 4a. The plasma sheet Hall effect is turned off in Case 4c. Without the Hall effect in the plasma sheet, very little enhancement on the field-aligned current density and the Hall conductance can be seen in the simulation of Case 4c.

Figure 7 shows the time evolution of (A) \( (J_z)_{\text{max}} \), (B) \( (J_z)_{\text{min}} \), and (C) \( (\Sigma H)_{\text{max}} \) obtained from the simulations of Case 5a (the solid curves), Case 5b (the dashed curves), and Case 5c (the dotted curves). Simulation Cases 5a, 5b, and 5c are characterized by uniform low conductances at the beginning of the simulations. The initial Hall conductance is 1 mho. The conductance enhancement scheme is turned off in the simulation study of Case 5b. The plasma sheet Hall effect is turned off in the simulation study of Case 5c. Without gradient on the ionospheric conductances, the field-aligned current density obtained in Case 5b shows a minimal growth rate. Without considering the Hall effect in the plasma sheet, very little enhancement on the field-aligned current density and the Hall conductance can be found in the simulation study of Case 5c.

Let us compare the simulation results of Case 4a and Case 5a shown in Figures 6, 7. The \( (J_z)_{\text{max}} \) curve obtained in Case 4a shows a short lag phase followed by a growth phase from the 4th step to the 10th step, but with a relatively low saturation level \( (J_z)_{\text{max}} \approx 2.3 \mu A/m^2 \). The \( (J_z)_{\text{max}} \) curve obtained in Case 5a shows a prolonged lag phase followed by a growth phase from the 8th step to the 16th step, but with a relatively high saturation level at \( (J_z)_{\text{max}} \approx 3.8 \mu A/m^2 \). The differences between the \( (J_z)_{\text{max}} \) curves shown in Case 4a and Case 4b are less significant than the differences between the \( (J_z)_{\text{max}} \) curves shown in Case 5a and Case 5b.

Figure 8 shows the time evolution of (A) \( (J_z)_{\text{max}} \), (B) \( (J_z)_{\text{min}} \), and (C) \( (\Sigma H)_{\text{max}} \) obtained from Case 6a (the solid curves), Case 6b (the dashed curves), and Case 6c (the dotted curves) simulations. The initial distributions of the conductances of the three cases are
nonuniform and are similar to the one used in Cases 1–3. The conductance enhancement scheme in the ionosphere is turned off in the simulation study of Case 6b. The plasma sheet Hall effect is turned off in the simulation study of Case 6c. Again, without the Hall effect in the plasma sheet, very little enhancement on the field-aligned current density and the Hall conductance can be found in the simulation study of Case 6c. But the differences between the \(J_z\) max curves obtained in Case 6a and Case 6b are relatively small due to the preexisting nonuniform conductance in the diffuse aurora region. The \(J_z\) max curves of Case 6a show a growth phase from the 6th step to the 12th step and with a saturation level at \(J_z\) max \(\approx 2 \mu A/m^2\).

### Summary and Discussion

In summary, we have constructed a new M-I coupling model modified from the M-I coupling model proposed by Kan et al. (1988). We adjust the magnetospheric boundary conditions by including the Hall effects in the thin current sheet. As a result, multiple brightening auroral arcs appear in the midnight region and gradually move poleward. This region is characterized by \(-1 \leq R_m < 0\) and \(0 < R_mPS \leq 1\).

A steady midnight auroral arc has also been found in the simulation study by Kan and Sun (1996). The formation of the midnight arc results from an enhanced localized convection electric field added in their simulation. A localized convection electric field has also been considered in the early simulation studies (e.g., Kan et al., 1988), but no midnight aurora arc can be found. These results indicate that only a particular type of convection electric field can result in a midnight aurora arc.

The enhancement of ionospheric conductances by the upward field-aligned currents can increase the nonuniformity of the ionospheric conductances. The nonuniform Hall effect in the plasma sheet can result in the nonuniform rotation of the electric field in the plasma sheet. The nonuniform rotation of the electric field in the plasma sheet obtained in this study and the localized convection electric field proposed by Kan and Sun (1996) can result in upward and downward field-aligned currents in the midnight region.

The simple M-I coupling model provides much helpful information for 3-dimensional global simulations of magnetospheric substorms. The simulation results shown in Figures 6–8 in the last section indicate that the high conductance in the ionosphere can speed up the growth phase of a substorm event but result in a relatively weak upward field-aligned...
current in the auroral arc. On the other hand, a substorm event with low preexisting conductance in the ionospheric boundary requires a longer time to complete the growth phase. Still, it can build up a much stronger upward field-aligned current in the auroral arc. The simulation results discussed in Figures 6–8 also indicate that including the conductance enhancement processes on the ionosphere boundary can increase the field-aligned current intensity in a global simulation of the magnetospheric substorm. The Hall effect in the thin current sheet should also be included in future simulation studies of magnetospheric substorms.
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