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We have studied the low-energy excitations in a minimalistic protected Josephson circuit which contains two basic elements (rhombi) characterized by the \(\pi\) periodicity of the Josephson energy. Novel design of these elements, which reduces their sensitivity to the offset charge fluctuations, has been employed. We have observed that the life time \(T_1\) of the first excited state of this quantum circuit in the protected regime is increased up to \(70 \mu s\), a factor of \(\sim 100\) longer than that in the unprotected state. The quality factor \(\omega_0 T_1\) of this qubit exceeds \(10^6\). Our results are in agreement with theoretical expectations; they demonstrate the feasibility of symmetry protection in the rhombi-based qubits fabricated with existing technology.

Quantum computing requires the development of quantum bits (qubits) with a long coherence time and the ability to manipulate them in a fault tolerant manner (see, e.g. [1] and references therein). Both goals can be achieved by the realization of a protected logical qubit formed by a collective state of an array of faulty qubits [2][7]. The building block (i.e. the faulty qubit) of the array is the Josephson element with an effective Josephson energy \(E(\phi) = -E_2 \cos(2\phi)\), which is \(\pi\)-periodic in the phase difference \(\phi\) across the element. In contrast to the conventional Josephson circuits with \(E(\phi) = -E_1 \cos(\phi)\), this element supports the coherent transport of pairs of Cooper pairs (the “4e” transport), whereas single Cooper pairs are localized and the “2e” transport is blocked \([5][8][9]\). Though this proposal has attracted considerable theoretical attention \([10]\), the experimental realization of a protected qubit was lacking.

In this Letter we make an essential step towards building a protected Josephson qubit by fabricating the simplest protected circuit and demonstrating that the first excited state of the circuit is protected from energy relaxation.

The idea of protection is illustrated in Fig. 1. Let us consider the simplest chain of two cos(2\(\phi\)) elements. They share the central superconducting island whose charge is controlled by the gate. The Hamiltonian of this quantum circuit can be written as

\[
H = -2E_2 \cos(2\phi) + E_C(n - n_g)^2
\]

where the energy \(E_2\) describes the Josephson coupling of the central superconducting island to the current leads, \(E_C\) is the effective charging energy of the island, \(n\) is the number of Cooper pairs on the island, \(n_g\) is the charge induced on the island by the gate. The parity of \(n\) is preserved if the transfer of single Cooper pairs is blocked \((E_1 = 0)\). In this case the states of the system can be characterized by the quantum number \(N = n \mod (2)\). The low energy states corresponding to number \(N = 0, 1\) are shown in Fig. 1. The energy \(E_2\) plays the role of the kinetic term that controls the “spread” of the wave functions along the \(n\) axis. Provided \(E_2 \gg E_C\), the number of components with different \(n\) in these discrete Gaussian wavefunctions is large: \(\langle n^2 \rangle = \sqrt{E_2/E_C} \gg 1\), and the energy difference between the two states, \(E_{01} = E_{11} - E_{00}\), is exponentially small (see [11] and Supplementary Material 1):

\[
E_{01} = 4A(g)g^{1/2} \exp(-g) \cos(\pi n_g) \omega_p.
\]

Here \(g = 4\sqrt{E_2/E_C}\), \(\omega_p = 4\sqrt{E_2E_C}/\hbar\) is the plasma frequency, \(A(g) \sim 1\) (Supplementary Material 1). Furthermore, these states cannot be distinguished by the noise operators, and, thus, the decay and dephasing rates are both reduced by the same large factor \(\exp(g)\).

In real circuits, the 2e processes are not completely suppressed, and a non-zero amplitude \(E_1\) mixes the odd and even components (Fig. 1) and increases \(E_{01}\). For a small amplitude \(E_1\) the decay of the first excited state is due to the mixture of \(N = 0, 1\) states and is suppressed by the factor \((E_{01}/E_1)^2 > 1\) in addition to the suppression by the factor \(\exp(g)\) that is common to decay and dephasing. Thus, for the coherence protection two conditions are required: \(E_2 \gg E_1\) (i.e. slow energy relaxation) and \(E_2 \gg E_C\) (i.e. small dephasing rate).

The simplest cos(2\(\phi\)) Josephson elements is represented by the Josephson rhombus: a superconducting loop interrupted by four identical Josephson junctions \([5][8][9][12][13]\) (Fig. 2a). When the rhombus is threaded by the magnetic flux \(\Phi_R = \Phi_0/2\) (\(\Phi_0\) is the flux quantum), its effective Josephson energy \(E_R = -E_{2R} \cos(2\phi)\) becomes \(\pi\)-periodic in the phase difference across the rhombus, \(\phi\). In line with theoretical predictions, recent experiments [12] have demonstrated that the properly designed small rhombi arrays can support a non-zero 4e supercurrent in the regime when the 2e supercurrent vanishes.

In the current work, we have implemented the two-rhombi chain with an improved design of individual rhombi proposed in Ref. [11]. The key requirement for the protection is the cancellation of \(E_1\) due to the destructive interference between the Cooper pair transfer amplitudes along the upper and lower branches of a rhombus.
junctions in each arm of a rhombus. In the improved regime where the amplitudes depend on the uncontrolled offset charges on the side islands. This dependence is sensitive to the random offset charges on all islands except for the central island shared by both rhombi. Below we refer to the characteristic energies of the smaller and larger junctions as $E_{JS,JC}$ and $E_{JL,JC}$ respectively. An optimal operation of the rhombus is realized for $E_{JL} = mE_{JS}$ and $E_{JC} = E_{CS}/m$, where $m$ is the number of larger junctions in the chain ($m = 3$ for the studied devices).

The chains, the readout circuits, and the microwave (MW) transmission line were fabricated using multi-angle electron-beam deposition of Al films through a lift-off mask (for fabrication details see Refs. [15, 16]). The in-plane dimensions of the small and large junctions were $0.14 \times 0.13 \mu m^2$ and $0.25 \times 0.25 \mu m^2$, respectively. The ratio $E_{JS}/E_{CS} \approx 3 - 5$ was chosen to realize the resonance frequency of the $|0\rangle \rightarrow |1\rangle$ transition, $f_{01}$, within the (1 - 10) GHz range. Below we show the data for one representative device with $E_{JL} = 190 GHz$, $E_{JC} = 4 GHz$, $E_{JS} = 60 GHz$, and $E_{JC} = 18.6 GHz$ (throughout the paper all energies are given in the frequency units, $20 GHz \approx 1 K$).

The readout lumped-element $LC$ resonator was formed by the meandered 2-$\mu$m-wide Al wire with the kinetic inductance $L = 3 \mu H$ and an interdigitated capacitor $C = 100 \mu F$. The resonator was coupled to the chain via a narrow superconducting wire with a kinetic inductance of $L_C = 0.4 n H$. The chain and the wire formed a superconducting loop; the flux $\Phi$ of the external magnetic field in this phase loop controlled the phase difference across the chain $\varphi \equiv 2\pi \Phi/\Phi_0$ (Fig.2c). Because the phase loop area ($1,140 \mu m^2$) was much greater than the rhombus area ($13.5 \mu m^2$), the phase across the chain could be varied at an approximately constant value of $\Phi_R$. Several devices with systematically varied values of $E_{JS}$ and $E_{CS}$ were fabricated on the same chip and inductively coupled to the same microstrip line (Fig.2b). The devices could be individually addressed due to different resonance frequencies of the $LC$ resonators. All measurements have been performed at $T = 20 \mu K$.

In the experiment, the microwaves traveled along the microstrip line inductively coupled to the device. The microwaves at the frequency $\omega_1$ probed the $LC$ resonance. The microwaves at the second-tone frequency $\omega_2$ excited the transitions between the quantum states of the chain, which resulted in a change of the impedance of this nonlinear system. The chain excitations were detected as a change in the amplitude $|S|_2^2$ and the phase of the microwaves at the probe-tone frequency $\omega_1$ (for measurement details, see Supplementary Material 2).

Below we focus on the most interesting range of magnetic fields close to full frustration ($\Phi_R \approx \Phi_0/2$), where each rhombus represents a $\cos(2\phi)$ Josephson element.
The measurements at the probe-tone frequency (no microwaves at $\omega_2$) show that in this regime the response of the chain to the phase difference $\varphi$ is indeed periodic with the period $\Delta \varphi = \pi$ (see Supplementary Material 3).

Figure 3 summarizes the spectroscopic data obtained in the two-tone measurements. The inset in Fig. 3 shows the resonance frequency $f_{01}$ measured as a function of $n_g$ at a fixed magnetic flux $\Phi_R = 0.5\Phi_0$, $\varphi \approx 0$. Note that during the data acquisition time for the inset in Fig. 3 ($\sim 1.5$ hours), no long-term shifts in the offset charge were observed. Also, quasiparticle poisoning was strongly suppressed due to (a) a larger superconducting gap of the central island (in comparison with the neighboring islands) and a relatively large $E_C$ [15, 17], and (b) shielding of the device from stray infra-red photons by the double-wall light-tight sample holder (see, e.g. [18]).

For perfectly symmetric rhombi, the two states corresponding to $K = 0$, 1 (odd and even number of Cooper pairs on the central island) should become degenerate ($f_{01} = 0$) at $n_g = \pm 0.5$. Slight asymmetry of the studied rhombi results in a non-zero $E_{01}(n_g = \pm 0.5) \approx 2E_1$ (see also Supplementary Material 4). At $n_g = 0$ and $E_2 = 0$, $E_{01}$ is equal to the effective charging energy $E_C = 15\, \text{GHz}$. The non-zero energy $E_2$ suppresses $E_{01}$ to 6.7 GHz. The energies $E_1$, $E_2$, and $E_C$ were obtained from the experimental dependences $f_{01}(n_g)$ measured at different values of $\varphi$ by fitting them with the computations of the spectra based on the full Hamiltonian diagonalization.

As a function of the phase difference across the chain, $E_2$ oscillates with the period $\Delta \varphi = \pi$ (Fig. 3). The dependence $E_2(\varphi)$ agrees very well with the one expected theoretically: $E_2(\varphi) = \sqrt{(2E_{2R}\cos(2\varphi))^2 + (\Delta E_{2R})^2}$ (solid red line) where $E_{2R} = 4.3\, \text{GHz}$ is the energy of an individual rhombus, $\Delta E_{2R}$ is the difference between these energies for two rhombi. The fit shows that $\Delta E_{2R}$ does not exceed 0.1$E_{2R}$ for the studied chain. The oscillations of $E_2$ result in a periodic dependence of the measured energy $E_{01}(\varphi)$. The estimated values of $E_1$ do not exceed 0.75 GHz around the optimal values $\varphi = 0, \pi, \ldots$ corresponding to a maximum $E_2$. This small asymmetry in rhombi branches is consistent with the reproducibility of submicron junctions fabricated with the Manhattan-pattern technique [12, 15, 16].

Because the bandwidth of the second-tone microwave line in our set-up was limited to 30GHz, we could not access higher energy states directly. However, by increasing the second-tone power, we were able to observe the resonances corresponding to the multiphoton (n=2,3,4) excitations of the $|0\rangle \rightarrow |2\rangle$ transition around the optimal values $\varphi = 0, \pi, \ldots$. The energy $E_{02}$ extracted from these measurements exceeded 50 GHz which is in good agreement with our expectations, and confirms the validity of the theoretical model (Eq. 1).

The energy relaxation of the state $|1\rangle$ was measured by exciting the rhombi chain with a $\pi$-pulse and then measuring its state after a variable time $\Delta t$ (see Fig. 4a inset for pulse sequence). The results of the energy relaxation measurements at the optimal working point ($\Phi_R = \Phi_0/2$, $\varphi = 0$) are presented in Fig. 4a and Table 1. We also included in Table 1 the $T_1$ data for the device with a large degree of asymmetry (device 2). This asymmetry was caused by different values of the flux $\Phi_R$ in the nominally identical rhombi: variations of the magnetic field across the chip were caused by conventional (slightly magnetic) microwave connectors on the sample holder. After replacing these connectors with the non-magnetic ones, this source of asymmetry was eliminated, and all the measured devices consistently demonstrated $T_1 \geq 30\, \mu\text{s}$. The values of $T_1$ for the rhombi chains with a high degree of symmetry are 1-2 orders of magnitude greater than that for less symmetric rhombi circuits and unprotected Josephson qubits coupled to the same read-out circuit [15, 16]. The comparison shows that the symmetry protection suppresses the decay rate by almost two orders of magnitude, in agreement with the large value of the decay suppression factor $(E_{01}/E_{1})^2 \exp \left(4\sqrt{2E_{2}/E_C}\right)$ (Table 1). Note that the value of $T_1$ at $n_g = 0$ might be limited by the Purcell decay into the $LC$ resonator [19].

The quality factor $\omega_{01}T_1$ for the protected rhombi chains exceeds 1 $\cdot$ 10$^6$ (see Table 1), and is comparable with that for the state-of-the-art transmons coupled to
Figure 4: The time-domain measurements at $\varphi = 0$ and $\Phi_R = 0.5\Phi_0$. Panel (a): Energy relaxation of the first excited state after application of a $\pi$-pulse: $n_g = 0.5$ (blue circles), $n_g = 0$ (red squares). Inset: pulse sequence used in the measurement. Panel (b): Ramsey ($T_2$) and spin echo ($T_{\text{echo}}$) measurements. Inset: pulse sequence used in the measurements. For the spin echo measurement, a refocusing $\pi$-pulse (red dashed line) was applied at $t = \Delta t/2$. 

3D cavities [20] and TiN coplanar resonators [21]. However, the reasons for such a large $\omega_{01}T_1$ in the transmon and in the rhombi chain are different. In the former case the decay is suppressed by the carefully designed microwave environment whereas in the latter case the rhombi symmetry prohibits the decay.

Table 1.

| Dev. $n_g$ | $E_{01}$/GHz | $(E_{01}/E_1)^2$ | $\exp\left(4\sqrt{E_2/E_C}\right)$ | $\omega_{01}T_1$ ($10^6$) | $T_1$ ($\mu$s) |
|------------|--------------|------------------|----------------------------------|--------------------------|---------------|
| 1          | 0            | 6                | 64                               | 20                       | 0.1           | 30            |
| 1.5        | 0.5          | 2                | 7                                | 20                       | 0.9           | 70            |
| 2.5        | 0.5          | 4                | 3                                | 1                        | 0.03          | < 1           |

In contrast to the long decay time, the decoherence time in the studied devices was relatively short ($\sim 1\mu$s). The time $T_2$ was determined in Ramsey measurements by applying an $X_{\pi/2}$ pulse followed by another $X_{\pi/2}$ pulse after a time $\Delta t$ (see Fig.4b inset for pulse sequence). In the spin echo measurements, a refocusing $X_{\pi}$ pulse was applied between the two $X_{\pi/2}$ pulses. From the Ramsey and spin echo measurements we found $T_2 = 0.45\mu$s and $T_{\text{echo}} = 0.8\mu$s. The dephasing time is expected to be long if $E_C \ll E_2$. In the studied chain, these energies were of the same order of magnitude, which resulted in significant dephasing (Fig.4b).

To conclude, we have demonstrated that a Josephson circuit can be symmetry-protected from the energy decay. We have studied the minimalistic protected circuit which contains two Josephson rhombi. The symmetry between the rhombus branches translates into the halving the periodicity of its Josephson energy $E(\phi) = -E_2 \cos(2\phi)$, and allows only the simultaneous transfer of pairs of Cooper pairs on the central island mutual to both rhombi. The logical states of the protected qubit correspond to the even and odd number of Cooper pairs on this island. Our data indicate that the improved design of the Josephson rhombi [11] reduces the sensitivity of the chain spectrum to the offset charge asymmetry. The measured phase and charge dependences of the energy of the $|0\rangle \rightarrow |1\rangle$ transition are in good agreement with our numerical simulations. Symmetry protection results in a long energy relaxation time $T_1$ (up to 70\mu$s) and a large quality factor $\omega_{01}T_1 > 10^6$ of this qubit. The experiments provide a solid foundation for the next stage – the implementation of a qubit with much improved coherence due to a larger ratio $E_2/E_C$ which can be realized, e.g., by parallel connection of a few rhombi chains.
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SUPPLEMENTARY MATERIALS

1. Estimate of the energy difference between protected states and the matrix element of perturbation.

In this section we give the details of the computation of the properties of the studied system which is equivalent to the discrete oscillator

\[ H_0 = -2E_2 \cos(2\phi) + E_C(n - n_g)^2. \]  

(3)

We begin with the ideal system described by (3). Two lowest energy states of this problem correspond to wave functions that are non-zero on even or odd charges as explained in the main text. For brevity, we shall refer to these states as odd and even states. In the limit \( E_2 \gg E_C \)

the splitting of the even and odd states can be found analytically. In this limit the wave functions in the phase representation \( \Psi(\phi) \) are mostly localized near the minima of the first term in (3). Quantum transitions between two minima result in the coherent mixture of these two states with the bonding state corresponding to the even and antibonding state to the odd state in charge representation. To prove the correspondence between bonding and even states we notice that the bonding state does not change under transformation \( \phi \to \phi + \pi \), while the antibonding state changes sign under this transformation. In the charge basis this implies that bonding state has only even components while antibonding - only odd ones. In the quasiclassical approximation the amplitude of this transition in which the phase slips by \( \pi \) is

\[ t = A(g)g^{1/2}\exp(-g)\omega_p. \]  

(4)

Here \( A(g) \approx 1, \omega_p = 4\sqrt{E_2/E_C} \) is the plasma frequency, the dimensionless parameter \( g = 4\sqrt{E_2/E_C} \) has a physical meaning of the extent of the wave function in the charge representation: \( \langle n^2 \rangle = g/4 \). In the asymptotic limit of very large \( g \gg 1 \) the prefactor in (4), \( A(g) = \sqrt{\frac{2}{\pi}} \approx 0.8 \) but for moderately large \( g \) \( A(g) \) is significantly different from its asymptotic value as shown in Fig. S3.

The phase slip transitions by \( \pm \pi \) lead to the same states. Adding these amplitudes we get 2t \( \cos \pi n_g \) that gives energy splitting between odd and even states

\[ E_{\text{ov}} = 4t \cos \pi n_g \]  

(5)

We now discuss the effect of perturbations. Small but non-zero \( E_1 \cos \phi \) term in the Hamiltonian leads to the transition between odd and even states. In the limit of large \( \langle n^2 \rangle \gg 1 \) the amplitude of this transition is \( E_1 \),
so in the basis of odd and even states the Hamiltonian becomes

\[ H = \begin{pmatrix} 2t \cos \pi n_g & E_1 \\ E_1 & -2t \cos \pi n_g \end{pmatrix} \]

that gives energy splitting between ground and the first excited state

\[ E_{01} = 2\sqrt{E_1^2 + (2t \cos \pi n_g)^2} \] (6)

We now discuss the effect of external noises. The largest source of noise is produced by fluctuating potentials that are coupled to the charge operator. Another smaller but potentially dangerous source of noise are fluctuations of \( E_1 \) caused by flux fluctuations in each rhombus: \( \delta E_1 \sim (\delta \Phi/\Phi_0) E_J \) where \( E_J \) is the Josephson energy of the small Josephson junction. These noises are described by the Hamiltonian

\[ H_{\text{noise}} = V(t)n + \delta E_1(t) \cos \phi \]

In the charge basis the operator \( \hat{n} \) is diagonal, so it remains diagonal in the basis of even and odd states. At \( n_g = 0 \) the wave functions of these states are symmetric in \( n \), so the potential fluctuations are decoupled in the linear order at \( n_g = 0 \). For \( n_g \neq 0 \) the diagonal matrix elements of \( \hat{n} - n_g \) can be found by differentiating of \( E_{oe} \):

\[ M = (\hat{n} - n_g)_{oo} - (\hat{n} - n_g)_{ee} = \frac{1}{E_C} \frac{dE_{oe}}{dn_g} = -\frac{4\pi t}{E_C} \sin \pi n_g \]

It contains the same exponential factor as the energy splitting. In the absence of \( E_1 \) the external potential leads only to the dephasing proportional to \( M^2 \). For instance, the Johnson noise associated with the effective impedance \( Z \) of the central island leads to dephasing rate

\[ \Gamma_2^Q = \frac{1}{2} \tilde{M}^2 \sin^2 \pi n_g S_V(\omega_r) \] (7)

\[ \tilde{M} = 4\pi A(g)g^{3/2} \exp(-g) \]

\[ S_V(\omega) = \omega \coth \left( \frac{\omega}{2T} \right) \frac{\Re Z(\omega)}{Z_Q} \]

Here \( Z_Q = h/(2e)^2 \) is the quantum of resistance and \( \omega_r \sim \Gamma_2 \) is the typical frequency responsible for dephasing process, for realistic temperatures \( \omega_r \ll T \) so \( S_V = 2T \Re Z/Z_Q \). This equation assumes slow frequency dependence of the \( S_V(\omega) \) in a relevant frequency range \( \omega \sim \Gamma_2 \). Small \( E_1 \) results also in a decay:

\[ \Gamma_1^Q = \frac{1}{2} \tilde{M}^2 \left( \frac{E_1}{E_{01}} \right)^2 \sin^2 \pi n_g S_V(E_{01}) \]

The effect of the flux fluctuations is more direct because they affect the energy difference between the levels \[\text{[1]}\]. Assuming that flux noise is characterized by the \( 1/f \) spectrum with \( \Omega_0 \) infrared cutoff that translates into the \( 1/f \) spectrum of \( E_1 \) fluctuations

\[ \langle \delta E_1(t)\delta E_1(0) \rangle_\omega = \delta E^2/\omega \]

\[ \Gamma_2^\phi = \sqrt{\frac{\log(E_1/\Omega_0)}{4\pi}} \frac{E_1}{E_{01}} \delta E \]

Here \( \delta E \) is the typical scale of \( E_1 \) fluctuations caused by low frequency noise, it is related to the typical flux variations by \( \delta E = \gamma E_J (\delta \Phi/\Phi_0) \) where \( E_J \) is the Josephson energy of the small contact in individual rhombus. The numerical coefficient \( \gamma \) in this equation is of the order of unity in the regime \( E_1 \gg E_C (\gamma = \pi) \), similarly to \( E_2 \) it decreases at \( E_J \lesssim E_C \).

2. Measurement setup and procedures.

The main elements of the MW set-up are shown in Fig. S2. The microwave response of the Josephson rhombi chain coupled to the read-out LC resonator (see Fig. 2) was probed by measuring both the phase and amplitude of the microwaves traveling along a microstrip feedline coupled to the resonators. This setup enabled the testing of several devices fabricated on the same chip in a single cooldown.

The microwaves at the probe frequency \( \omega_1 \), generated by a microwave synthesizer, were coupled to the cryostat input line through a 16 dB coupler and transmitted through the microstrip line coupled to the LC resonators. The cold attenuators and low-pass filters in the input microwave lines prevent leakage of thermal radiation into the resonator. On the output line, two cryogenic Pamtech isolators (\( \sim 36 \) dB isolation between 3 and 10 GHz) anchored to the mixing chamber attenuate the 5 K noise from the cryogenic HEMT amplifier (Caltech CITCRYO 1-12, 35 dB gain between 1 and 12 GHz). The amplified signal is mixed by mixer M1 with the local oscillator signal at frequency \( \omega_r \), generated by another synthesizer. The intermediate-frequency signal \( A(t) = A \sin(\Phi t + \phi) + \text{noise} \) at \( \Phi \equiv (\omega_1 - \omega_r)/2\pi = 30 \text{MHz} \) is digitized by a 1 GS/s digitizing card (AlazarTech ATS9870). The signal is digitally multiplied by \( \sin(\Omega t) \) and \( \cos(\Omega t) \), averaged over an integer number of periods, and its amplitude \( A \) (proportional to the microwave amplitude \( |S_{21}| \)) and phase \( \phi \) is extracted as \( A = \sqrt{\langle (A(t)\sin\Omega t)^2 \rangle + \langle (A(t)\cos\Omega t)^2 \rangle} \) and 

\[ \phi = \arctan \left( \frac{\langle (A(t)\sin\Omega t)^2 \rangle}{\langle (A(t)\cos\Omega t)^2 \rangle} \right) \]

The reference phase \( \phi_0 \) (which randomly changes when both \( \omega_1 \) and \( \omega_r \) are varied in measurements) is found using similar processing of the low-noise signal provided by mixer M2 and digitized by the second channel of the ADC. This setup enables accurate measurements of small changes \( \phi - \phi_0 \) unaffected by the phase jitter between the two
synthesizers. The low noise of this setup allowed us to perform measurements at a microwave excitation level of -133 dBm which corresponded to a sub-single-photon population of the tank circuit. In the second-tone measurements, the tested rhombi chain was excited by the microwaves at frequency $\omega_2$ coupled to the transmission line via a 16 dB coupler.

In the presence of charge fluctuation on the central island of the chain, we have applied a sweep-by-sweep averaging method. Since these fluctuations are slow (on the time scale of seconds), we perform 10-100 full-range sweeps of the second tone frequency (at a rate of 10ms per one value of $\omega_2$) and then perform averaging of the completed sweeps rather than a point-by-point averaging of the second tone sweep.

The sample was mounted inside an rf-tight copper box that provided the ground plane for the microstrip line and LC resonator. This box was placed inside another rf-tight copper box in order to eliminate any stray infrared photons. This nested-box construction was housed inside a cryogenic magnetic shield (A4k), followed by a superconducting aluminum magnetic shield. All the connectors inside the magnetic shields were non-magnetic (EZForm); this reduces the stray magnetic field at the sample location down to 0.1 mGauss. The entire sample and shielding construction was anchored to the mixing chamber of a cryogen-free dilution refrigerator with a base temperature of 20 mK.

In order to control the charge on the central island of the chain, a DC gate voltage was applied to the microstrip line via a bias-T. External noises at the DC port of the bias-T were attenuated with a voltage divider and a series of low-pass filters and stainless steel powder filters.

3. The probe-tone measurements

The oscillations in the $LC$ resonance frequency versus the magnetic flux are shown in Fig. S3 near zero magnetic field (a) and full frustration $\Phi_R = \Phi_0/2$ (b). The oscillations in the $LC$ resonance frequency reflect the dependence of the inductance of the chain in its ground state as a function of the phase across the chain, $\varphi = 2\pi\Phi/\Phi_0$. Near full frustration, the period of oscillations corresponds to $\Delta\varphi = \pi$. The range of fluxes where the $\pi$-periodicity was observed agrees well with the theory. The dependence $|S_{21}|(\varphi)$ also demonstrates avoided crossings observed when the resonance frequency $f_{01}$ coincides with the resonance in the read-out $LC$ resonator (the “spikes” in Fig. S3b), but the second-tone measurements discussed in the main text provide much more detailed information on the chain spectrum.

Figure 6: Simplified circuit diagram of the measurement setup. The microwaves at the probe frequency $\omega_1$ are transmitted through the microstrip line inductively coupled to the rhombi chain and the $LC$ resonator located inside the rf sample box. The microwaves at $\omega_r$, after mixing with the microwaves at $\omega_1$, provide the reference phase $\phi_0$. The signal at $\omega_1$ is amplified, mixed down to an intermediate frequency $\omega_1 - \omega_r$ by mixer M2, and digitized by a fast digitizer (ADC). The microwaves at the second-tone frequency $\omega_2$ were used to excite the $|0\rangle - |1\rangle$ transitions in the qubit.

Figure 7: The color-coded plots show the transmission microwave amplitude $|S_{21}|$ versus the probe-tone microwave frequency and the phase across the chain near zero field (a) and near full frustration $\Phi_R = \Phi_0/2$ (b). The period of the inductance oscillations changes from $\Delta\Phi = \Phi_0$ ($\Delta\varphi = 2\pi$) to $\Delta\Phi = \Phi_0/2(\Delta\varphi = \pi)$ near full frustration.

The energy $E_2$ can be estimated from the measurements of the probe-tone microwave amplitude $|S_{21}|$ ver-
sus the magnetic flux (Fig. S3). The energy $E_2$ is inversely proportional to the Josephson inductance $L_J$ of the chain: $E_2 = \left(\frac{\Phi_0}{4\pi}\right)^2 \frac{1}{L_J}$. Both quantities depend on the phase across the chain - $E_2(\varphi) = E_2 \cos(2\varphi)$, $L_J = L_{J0}/\cos(2\varphi)$ - so $E_2 \to 0$ and $L_J \to \infty$ when $\varphi \to \pi/2$. Using the equivalent circuit in Fig. 2c, one can estimate $L_{J0}$ from the swing of the resonance frequency of the $LC$ resonator coupled to the chain (10MHz in Fig. S2b). Using $L = 3nH$ and $L_C = 0.4nH$, we estimate $L_{J0} = 19nH$, which translates into $E_2 = 0.39K$ (or 7.7 GHz). This estimate agrees very well with the fitting parameters used to simulate the chain spectrum.

4. Spectroscopic data at $n_g = 0$ and $n_g = 0.5$

![Figure 8: The dependences of the resonance frequency $f_{01}$ on the phase $\varphi$ across the chain near full frustration at $n_g = 0$ (blue dots) and 0.5 (red squares). For comparison, $E_1(\varphi)$ is shown on the same plot (black triangles).](image-url)