Path-integral methodology and simulations of quantum thermal transport: Full counting statistics approach
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We develop and test a computational framework to study heat exchange in interacting, nonequilibrium open quantum systems. Our iterative full counting statistics path integral (iFCSPI) approach extends a previously well-established influence functional path integral method, by going beyond reduced system dynamics to provide the cumulant generating function of heat exchange. The method is straightforward; we implement it for the nonequilibrium spin boson model to calculate transient and long-time observables, focusing on the steady-state heat current flowing through the system under a temperature difference. Results are compared to perturbative treatments and demonstrate good agreement in the appropriate limits. The challenge of converging nonequilibrium quantities, currents and high order cumulants, is discussed in detail. The iFCSPI, a numerically exact technique, naturally captures strong system-bath coupling and non-Markovian effects of the environment. As such, it is a promising tool for probing fundamental questions in quantum transport and quantum thermodynamics.

I. INTRODUCTION

Understanding the transfer of energy in nanoscale systems is of central importance for the design of energy efficient devices [1–5], and for uncovering fundamental physical bounds on the rates of computation and information flow [6–7]. How do particles and energy travel through nanostructures, quantum dots, small or large organic and biological molecules? At the nanoscale, quantum effects may play an instrumental role in the management of waste heat and the function of electronic, thermal and thermoelectric devices. Furthermore, understanding quantum heat flow is a critical step for further developments in quantum thermodynamics [8–10].

In this paper, we focus on the problem of quantum heat transfer in nanojunctions. Beyond the average heat current, fluctuations are of significant interest, in particular at the nanoscale when they are substantial [11, 12]. A full-counting statistics (FCS) analysis provides the probability distribution function $P_I(Q)$ of the transferred heat $Q$ within a time interval $t$. Obtaining this function in interacting systems is a formidable task, achieved through the development of e.g. perturbative [13, 21] and numerically-exact [22, 25] treatments. FCS calculations not only hand over the cumulants of heat exchange, but allow one to test fundamental relations, such as the steady state heat exchange fluctuation symmetry [11, 12, 26].

The non-equilibrium spin-boson (NESB) model generalizes the dissipative spin-boson model [27] to include two or more heat baths. As such, it serves as a test-bed to explore the fundamentals of quantum heat flow in anharmonic nanojunctions [28–30]. In the NESB model, the spin represents an anharmonic mode, constructed from a truncated harmonic spectrum, and the heat baths are described by a collection of harmonic oscillators (phonons). The NESB model is an extremely rich platform for studying nonlinear effects in quantum transport [3], including the operation of thermal diodes [28, 29], transistors [31], and heat machines [13, 32, 33]. To simulate the transients and steady state behavior of heat exchange in the NESB model, efforts have been made to generalize methodologies originally developed for time evolving the reduced density matrix. A partial list includes perturbative (Born-Markov) quantum master equation tools [28, 29, 34], the noninteracting blip approximation (NIBA) [14, 28, 29], the nonequilibrium polaron-transformed Redfield equation [18, 19], Green’s function methods [20, 35–38], wavefunction approaches [39], hierarchical equations of motion [24, 30, 41], path integral methodologies [22, 42–45], and mixed quantum-classical equations [46].

In this work, we present and apply a new tool for the study of the full counting statistics (FCS) of heat exchange in nanojunctions. Our numerically exact path integral method, which we name the “iterative full counting statistics path integral” (iFCSPI) method, provides the steady state cumulants of heat exchange, specifically, the averaged heat current and its noise. Focusing on the NESB model we perform simulations of the heat current beyond the weak system-bath coupling and the nonadiabatic (weak tunneling) transport limits.

The iFCSPI is built on the influence functional path integral representation of quantum dissipative dynamics [47], with the influence functional modified to include counting information. The implementation of the iFCSPI is based on combining (i) the two-time measurement protocol, which rigorously builds the characteristic function for heat exchange, and (ii) the iterative quasi-adiabatic influence functional path integral approach (iQuAPI) of
Makri and Makarov [18, 19], which was originally developed for iteratively time-evolving the reduced density matrix. Therefore, similarly to iQuAPI, the convergence of iFCSPI to the exact limit relies on the existence of a well-defined decorrelation time of the nonlocal influence functional.

Like other iterative influence functional approaches, the iFCSPI relies on discretization of the system and time coordinates. The standard iQuAPI approach can be difficult to converge depending on the system and bath parameters, though significant progress with improved algorithms based on e.g. path filtering [50] or alternative construction of the propagator has been made in recent years [51–54]. Nevertheless, to establish our method and understand its strength and limitations, we here implement iFCSPI based on the elementary iQuAPI algorithm [48, 49].

The paper is organized as follows. We introduce the NESB model and the FCS formalism in Sec. II. We describe the iFCSPI algorithm in Sec. III, with technical details set aside for Appendices A and B. Simulation results are presented in Sec. IV. Convergence and error analysis are discussed in Appendix C. We conclude in Sec. V.

II. FULL COUNTING STATISTICS FOR HEAT EXCHANGE

A. The nonequilibrium spin-boson model

The iFCSPI approach is presented here in the language of the Feynman-Vernon (FV) influence functional [47]. The main assumptions underlying this approach are that the environment is composed of harmonic oscillators, and that the system-bath interaction Hamiltonian is a linear function in the baths’ displacements. As such, the method naturally fits to describe the Caldeira Leggett and the spin-boson models [27]. Nevertheless, the iFCSPI method can be extended beyond this construction to setups missing an analytic form for the influence functional and including correlations beyond pairwise interactions [55, 56]. For simplicity, here we implement the iFCSPI within the minimal NESB model.

The Feynman-Vernon path integral approach has been recently used to study work statistics [57] and heat statistics [22, 23, 58] in the Caldeira-Leggett and the spin-boson models. However, these studies were focused on describing the analytical properties of the path integral formula for heat exchange and work (e.g. proving the Jarzynski’s equality for work fluctuations), while our focus here is on the presentation of a feasible numerical implementation to compute heat transfer cumulants.

Let us now describe the NESB model. The total Hamiltonian consists of a spin system $\hat{H}_S$, which is coupled via $\hat{H}_{S\alpha}$ to two reservoirs $\hat{H}_\alpha$ ($\alpha = L, R$),

$$\hat{H} = \hat{H}_S + \hat{H}_L + \hat{H}_R + \hat{H}_{SL} + \hat{H}_{SR}. \quad (1)$$

The $L$ and $R$ heat baths are assumed to be prepared at thermal equilibrium at the inverse temperatures $\beta_L$ and $\beta_R$, respectively. In the long time limit, a nonequilibrium steady state in reached when the thermal baths are set at different temperatures. In the NESB model, the system comprises a single spin,

$$\hat{H}_S = \frac{\omega_0}{2} \sigma_z + \frac{\Delta}{2} \sigma_x, \quad (2)$$

with $\sigma_x, \sigma_z$ as the Pauli matrices, $\omega_0$ the spin splitting, and $\Delta$ the tunneling energy. For simplicity, in what follows we take $\omega_0 = 0$, therefore $\Delta$ becomes the level splitting in the system eigenbasis. The bath plus system-bath interaction, collectively, the “environmental Hamiltonian” are given by

$$\hat{H}_{env} = \sum_{\alpha=L,R} \left( \hat{H}_\alpha + \hat{H}_{S\alpha} \right). \quad (3)$$

We model the baths by collections of independent harmonic oscillators. These oscillators are bilinearly coupled to the spin, $\hat{H}_{S\alpha} = \hat{S} \otimes \hat{B}_\alpha$, with $\hat{S}$ as the system operator (spin polarization $\sigma_z$) and $\hat{B}_\alpha = \sum_k \lambda_{\alpha,k} (\hat{b}^\dagger_{\alpha,k} \hat{b}_{\alpha,k})$ given in terms of the displacements of the baths’ normal modes. Altogether, the environmental Hamiltonian is given by

$$\hat{H}_{env} = \sum_{\alpha,k} \left[ \omega_{\alpha,k} \hat{b}^\dagger_{\alpha,k} \hat{b}_{\alpha,k} + \lambda_{\alpha,k} (\hat{b}^\dagger_{\alpha,k} \hat{b}_{\alpha,k}) \sigma_z \right]. \quad (4)$$

Here, $\hat{b}^\dagger_{\alpha,k}$ ($\hat{b}_{\alpha,k}$) are bosonic creation (annihilation) operators for modes of frequency $\omega_{\alpha,k}$ in the $\alpha$ bath. The system-bath interaction is characterized by a spectral density function,

$$g_\alpha(\omega) = \pi \sum_k \Lambda_{\alpha,k}^2 \delta(\omega - \omega_{\alpha,k}). \quad (5)$$

In simulations we employ an Ohmic function of the form $g_\alpha(\omega) = \gamma_\alpha \omega e^{-\omega/\omega_c}$. The method is general for other physical spectral densities, though the convergence characteristics depend intimately on this choice. The dimensionless system-bath coupling parameter $\gamma$ is related to the dimensionless Kondo parameter $K$, $\gamma = \pi K/2$ [27]. $\omega_c$ is the cutoff frequency of the baths, taken here as identical between hot and cold reservoirs.

B. Cumulant generating function for heat transfer

To glean information about transport statistics we compute the generating function of heat exchange. First, we define the energy current operator as the rate of change of energy in one of the reservoirs, $J_{Q,\alpha}(t) = -d\hat{H}_\alpha^H(t)/dt$. Operators are written in the Heisenberg representation and evolve with respect to the total Hamiltonian $\hat{H}$. Therefore, the total energy change in


\[ G(\xi) \equiv \lim_{t \to \infty} \frac{1}{t} \ln Z(t, \xi) \]

\[ = \lim_{t \to \infty} \frac{1}{t} \sum_{n=1}^{\infty} \frac{(i\xi)^n}{n!} \langle \langle Q_L^n(t,0) \rangle \rangle, \]

with \( \langle \langle Q_L^n(t,0) \rangle \rangle \) standing for the cumulants for heat exchange between the system and the \( L \) bath within the interval \([0,t]\). Explicitly,

\[ G(\xi) = (i\xi) \left( \frac{\langle Q_L(0,0) \rangle}{t} \right) \left|_{t \to \infty} \right. + \frac{(i\xi)^2}{2} \left. \left( \frac{\langle Q_L^2(t,0) \rangle}{t} \right) \right|_{t \to \infty} + \ldots, \]

where we calculate cumulant in the long time limit when the CGF reaches a constant value. To find the steady-state heat current, we take the first derivative of the CGF with respect to the counting parameter \( \xi \),

\[ \langle J_Q \rangle = \left. \frac{dG(\xi)}{d(i\xi)} \right|_{\xi=0}. \]

Higher cumulants are computed as higher derivatives.

The counting field has the effect of “dressing” the forward and backward time evolution operators \( e^{\mp i\hat{H}_t} \). This can be observed from Eq. (7) after making some rearrangements,

\[ Z(t, \xi) = \left. \langle e^{i\xi \hat{H}_t} \hat{U}_-^\dagger(t) e^{-i\xi \hat{H}_t} \hat{U}(t) \rangle \right|_{t \to \infty} \]

\[ = \text{Tr} \left[ e^{-i\frac{i\xi}{2} \hat{H}_L} \hat{U}_-^\dagger(t) e^{i\frac{i\xi}{2} \hat{H}_L} \rho_0 e^{i\frac{i\xi}{2} \hat{H}_L} \hat{U}_-^\dagger(t) e^{-i\frac{i\xi}{2} \hat{H}_L} \right] \]

\[ = \text{Tr}_S \left[ \text{Tr}_B [\rho_S(t)] \right] \]

Throughout this work, \( \xi \)'s are assigned to operators dressed by counting fields. In the last line we define \( \rho_S(t) \), which closely resembles the standard density operator, but evolving with modified, counting field dependent propagators. Similarly, \( \text{Tr}_B [\rho_B(t)] \) can be regarded as the counting field dependent reduced density matrix. The dressing of the propagators is defined as

\[ \hat{U}_-^\dagger(t) = e^{-i\frac{i\xi}{2} \hat{H}_L} \hat{U}_-^\dagger(t) e^{i\frac{i\xi}{2} \hat{H}_L} = e^{-i\hat{H}_- t}, \]

\[ \hat{U}_+^\dagger(t) = e^{i\frac{i\xi}{2} \hat{H}_L} \hat{U}_+^\dagger(t) e^{-i\frac{i\xi}{2} \hat{H}_L} = e^{i\hat{H}_+ t}, \]

and we used the fact that \( \hat{A} e^{i\hat{H}_t} \hat{A}^\dagger = e^{i\hat{A} \hat{H}_t} \hat{A}^\dagger \) for a unitary \( \hat{A} \) to define the dressed Hamiltonians \( \hat{H}_{\pm \xi} \) above. This transformation impacts only the system-bath interaction part of the Hamiltonian. For example, the forward time evolution operator \( e^{-i\hat{H}_- t} \) is given in terms of

\[ \hat{H}_- = \hat{H}_S + \hat{H}_L + \hat{H}_R + \hat{H}_{S\xi} + \hat{H}_{SR}. \]

where the transformed system-bath Hamiltonian is

\[ \hat{H}_{S\xi}^\pm = \hat{\sigma}_z \sum_k \lambda_{L,k} \left( \hat{b}_{L,k} e^{-i\omega_L k / 2} + \hat{b}_{L,k}^\dagger e^{i\omega_L k / 2} \right). \]
The counting field therefore enters as phase factors inside the interaction Hamiltonian. For a schematic representation of the model and the counting process, see Fig. 1(a). From here, one can follow the regular derivation of the Feynman-Vernon influence functional, and obtain the counting-field dependent analogue. In Appendix A we show a detailed derivation based on a cumulant expansion. In Appendix B we discuss the exact derivation of the influence functional following Ref. [22].

Back to Eq. (11), in order to extract information on the heat current, we need to time evolve the counting field dependent reduced density matrix, obtain the generating function \( Z(t, \xi) \) and compute the cumulant generating function \( \mathcal{G}(\xi) \) via a numerical derivative in the long time limit. To find the steady-state heat current, one further needs to take the derivative of the CGF with respect to the counting parameter, see Eq. (10).

To facilitate error cancellation as explained in Appendix C, it is necessary in this implementation to apply the counting field in a symmetrized manner with respect to the two baths [59]; for a schematic representation, see Fig. 1(b). Therefore, we repeat steps (6)-(11): We define the symmetrized heat exchange in the interval \([0, t]\),

\[
Q(t) = \frac{1}{2} \left[ \hat{H}_L(0) - \hat{H}_R(t) \right] - \frac{1}{2} \left[ \hat{H}_R(0) - \hat{H}_L(t) \right],
\]

and the generating function of heat exchange

\[
Z(t, \xi) = \left\langle e^{i\xi(\hat{H}_L - \hat{H}_R)/2} e^{-i\xi[\hat{H}_L(t) - \hat{H}_R(t)]/2} \right\rangle. \tag{16}
\]

These definitions again allow us to arrive at Eq. (11), but with symmetrized time evolution operators

\[
\hat{U}_{-\xi}(t) = e^{-i\xi(\hat{H}_L - \hat{H}_R)/4} \hat{U}(t) e^{i\xi(\hat{H}_L - \hat{H}_R)/4} \tag{17}
\]

and

\[
\hat{U}_{\xi}^\dagger(t) = e^{i\xi(\hat{H}_L - \hat{H}_R)/4} \hat{U}^\dagger(t) e^{-i\xi(\hat{H}_L - \hat{H}_R)/4}. \tag{18}
\]

Note that in the symmetrized representation, the sign of the counting field is flipped between the two baths, and its magnitude is halved.

III. FCS PATH INTEGRAL

A variety of approaches have been used to compute FCS for quantum heat transport problems using the two-time measurement protocol, including Green’s functions [17, 20], quantum master equations [14, 18, 19, 21], hierarchical equations of motion [24] and mixed quantum-classical methods [46]. Here, we implement the two-time measurement protocol within the machinery of iQuAPI scheme developed by Makri and Makarov [48, 49].

A. The influence functional

We start by presenting the influence functional path integral. We discretize the time evolution, then break the time evolution operators into “free” (system) and “environmental” parts using the symmetrized Trotter decomposition formula. For example, the forward time evolution is organized as

\[
e^{-i\hat{H}_{-\xi} t} = \left( e^{-i\hat{H}_{-\xi} \delta t} \right)^N = \lim_{N \to \infty} \left( e^{-i\hat{H}_{-\xi}^{\delta t/2} e^{-i\hat{H}_{-\xi} \delta t} e^{-i\hat{H}_{-\xi}^{\delta t/2}} \right)^N,
\]

where \( t = N\delta t \), with \( N \) as the number of time steps of duration \( \delta t \). We note again that the sign of the counting field flips in the backward propagator. Following the usual derivation [48], we insert resolutions of the system’s identity \( \hat{I} = \sum_s |s\rangle \langle s| \), between each of the short time propagators, and take the trace over the two baths’ degrees of freedom. We thereby obtain the generating function in a path integral form,

\[
Z(t, \xi) = \sum_{\{s_s^\pm\}} \langle s_N | e^{-i\hat{H}_S \delta t} | s_{N-1}^+ \rangle \cdots \langle s_1^+ | e^{-i\hat{H}_S \delta t} | s_0^+ \rangle \langle s_0^- | \sigma_0^- | s_0^+ \rangle \langle s_0^+ | e^{i\hat{H}_S \delta t} | s_1^- \rangle \cdots (s_{N-1}^- | e^{i\hat{H}_S \delta t} | s_N)
\]

\[
\times \text{Tr}_B \left[ e^{-i\hat{H}_{-\xi}^{\delta t/2} e^{-i\hat{H}_{-\xi} \delta t} e^{-i\hat{H}_{-\xi}^{\delta t/2}} \rho_B e^{i\hat{H}_{-\xi}^{\delta t/2} \rho_B e^{i\hat{H}_{+\xi} \delta t/2} e^{i\hat{H}_{+\xi}^{\delta t/2}} \rho_B e^{i\hat{H}_{-\xi}^{\delta t/2}} e^{-i\hat{H}_{-\xi} \delta t} e^{-i\hat{H}_{-\xi}^{\delta t/2}} \rho_B e^{i\hat{H}_{-\xi}^{\delta t/2}} \rho_B e^{i\hat{H}_{+\xi} \delta t/2} e^{i\hat{H}_{+\xi}^{\delta t/2}} \rho_B e^{i\hat{H}_{-\xi}^{\delta t/2}} \right]
\]

\[
= \sum_{\{s_s^\pm\}} K(s_0^+; s_1^-) \cdots K(s_{N-2}^+; s_{N-1}^-) K(s_{N-1}^+; s_N) \langle s_0^- | \sigma_0^- | s_0^+ \rangle \langle s_0^+ | e^{i\hat{H}_S \delta t} | s_1^- \rangle \langle s_1^+ | e^{-i\hat{H}_S \delta t} | s_0^- \rangle \cdots \langle s_{N-1}^+ | e^{i\hat{H}_S \delta t} | s_N \rangle (s_0^+; s_1^-; \cdots; s_N) I_{L}^{\xi/2}(s_0^+; s_1^-; \cdots; s_N) I_R^{\xi/2}(s_0^-; s_1^-; \cdots; s_N). \tag{20}
\]

Here, \(+ (-)\) refers to the forward (backward) time evolution. Since we are evaluating a trace over the system, \( s_N^+ = s_N^- = s_N \) for the outer sum.

The free evolution is contained in \( K(s_{j+1}^+; s_j^-) = \langle s_{j+1}^+ | e^{-i\hat{H}_S \delta t} | s_j^+ \rangle \langle s_j^- | e^{i\hat{H}_S \delta t} | s_{j+1}^- \rangle \). The influence functionals, \( I_{L}^{\xi/2}(\{s_s^\pm\}) \) carry the details of the environment, its interaction with the system, and the counting field. Since the baths are independent, their respective influence functionals factorize to a simple product, see Appendix A. The counting parameter appears in both influence functionals since we used the symmetrized definition of the FCS.

An analytic form for the influence functional can be
are coupled to the spin, the autocorrelation function of the relation functions, \( \eta \) and \( \eta \), and the density matrix \([48]\), see Appendix A. The coefficients \( \eta \) appear in the standard derivation for the reduced density matrix of correlation functions, rather than the two that do not depend on the counting field, and are coupled to the spin, \( \eta(t + \xi) = \langle \hat{B}_\alpha^\dagger(t) \hat{B}_\alpha^\xi(0) \rangle \), (22)

where e.g. from Eq. \([14]\),

\[
\hat{B}_L^{-\xi}(t) = \sum_k \lambda_{L,k} \left[ \hat{b}_L^\dagger(t)e^{-i\omega_{L,k}\xi/2} + \hat{b}_L(t)e^{i\omega_{L,k}\xi/2} \right].
\]

(23)

\[
I_\alpha^\xi(\{s^\pm\}) = \exp\left[ -\sum_{k=0}^{N} \sum_{k'}=0 \left( s_k^+ s_k^+ \eta_{kk',\alpha}^{++} - s_k^- s_k^- \eta_{kk',\alpha}^{--} - d_k^+ s_k^+ \eta_{kk',\alpha}^{+-} + s_k^- s_k^- \eta_{kk',\alpha}^{--} \right) \right].
\]

(25)

The \( \eta_{kk',\alpha}^{\pm,\xi} \) coefficients are the discretized versions of Eq. \([24]\). The influence functional contains four different types of correlation functions, rather than the two that appear in the standard derivation for the reduced density matrix \([48]\). The coefficients \( \eta^{++} \) and \( \eta^{--} \) do not depend on the counting field, and are complex conjugates, \( \eta_{kk'}^{++} = \eta_{kk'}^{--} \). The two new correlation functions, \( \eta^{+-,\xi} \) and \( \eta^{-+,\xi} \), are dressed by the counting field, and they approach \( \eta^{++} \) and \( \eta^{--} \), respectively, at \( \xi = 0 \) when one retrieves the standard influence functional for the reduced density matrix. Note that \( \eta^{+-,\xi} \neq \eta^{-(+,-\xi)} \), thus the counting field destroys the blip-sojourn symmetry of the standard influence functional underlying recent blip decomposition based path integrals \([51]\).

We explicitly evaluate Eq. \([22]\) and get

\[
\eta_\alpha(t + \xi) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \ g_\alpha(\omega)e^{\frac{\eta_\alpha}{\omega}} e^{-i\omega(t+\xi)},
\]

(24)

where we extend the range of the spectral density to negative frequencies, \( g(\omega) = g(-\omega) \). We conclude that the impact of the counting field is a multiplicative phase factor onto the standard integrand.

To evaluate Eq. \([20]\) we time-discretize the influence functional and accompanying correlation functions. This is accomplished in the same way as in Ref. \([48]\), and we receive

\[
-\sum_{k=0}^{N} \sum_{k'}=0 \left( s_k^+ s_k^+ \eta_{kk',\alpha}^{++} - s_k^- s_k^- \eta_{kk',\alpha}^{--} - d_k^+ s_k^+ \eta_{kk',\alpha}^{+-} + s_k^- s_k^- \eta_{kk',\alpha}^{--} \right).
\]

(25)

### B. Iterative time evolution

Attempting to evaluate Eq. \([20]\) directly is impractical, in particular, when looking for steady-state properties. The cost scaling of this full path integral is exponential, \( d^{2N} \), where \( d \) is the dimensionality of the Hilbert state of the system and \( N \) is the number of time steps. We therefore implement an iterative scheme, in the mold of the celebrated iQuAPI approach.

Following the reasoning of Makri and Makarov \([48]\), the correlation function (or kernel) \( \eta(t) \) has a finite range (captured by a decorrelation timescale) if the environment is characterized by a smooth and continuous spectrum. This observation allows the development of an iterative time evolution scheme that is numerically exact when sufficiently long memory, \( \Delta k = k - k' \), is accounted for, and when the Trotter error is minimized, \( \delta t \rightarrow 0 \). The introduction of the counting field simply shifts the time axis. Therefore, the same principles underlying the development of the iQuAPI apply to the iFCSPI method,
and by propagating the path integral using the counting field dependent influence functional we should converge to the exact generating function.

We now provide the working expressions for the iterative time evolution scheme. First, recall the definition of counting field dependent reduced density matrix and the characteristic function,

$$\sigma^\xi(t) \equiv \text{Tr}_B[\rho^\xi(t)], \quad Z(t, \xi) = \text{Tr}_S[\sigma^\xi(t)].$$

We define the truncated IF, which is used for time evolution,

$$I^\Delta k, \xi(s_k, s_{k-1}, \ldots, s_0) = \exp \left[ - \sum_{k'=k-\Delta k}^k \left( s_{k'}^+ \eta_{k',s_k \alpha} - s_{k'}^- \eta_{k',s_k \alpha} - \xi_{k',s_k \alpha} \right) \right].$$

It includes the pairwise coupling terms between $s_k$ and previous time steps within the memory time. Time evolution is dictated by

$$\sigma^\xi_{\Delta k}(s_k, s_{k-1}, \ldots, s_0) = \sum_{s_{k-\Delta k}} \sigma^\xi_{\Delta k}(s_k, s_{k-\Delta k}, \ldots, s_0) K(s_k, s_{k-1}) \times I^\Delta k, \xi/2(s_k, s_{k-1}) I^\Delta k, -\xi/2(s_k, s_{k-1}),$$

where we introduce the augmented reduced density matrix $\sigma^\xi_{\Delta k}$ (also known as the reduced density tensor), which carries the path information within $\tau_m = \Delta k \delta t$. It is initialized by performing exact time evolution up to $t_{\Delta k} = \Delta k \delta t$, without any summation. To get the time-local value, we construct an additional truncated IF as in Eq. (27), but with the final time step $k = N \delta t$ (see Appendix A). We use this truncated IF in the last time evolution step Eq. (28), and sum over the intermediate times,

$$\sigma^\xi(t_k) = \sum_{s_{k-\Delta k}^\pm} \sigma^\xi_{\Delta k}(s_k, s_{k-1}, \ldots, s_0).$$

The counting-dressed reduced density matrix has four elements. We trace over the diagonal elements, $s_k = s_k^+$ to construct the characteristic function of heat exchange at time $t_k$, $Z(t_k, \xi) = \sum_{s_k} \langle s_k | \sigma^\xi(t_k) | s_k \rangle$.

Examining the form of Eq. (25), it is trivial to show that $I^\xi_{\alpha=0}(s^\pm) = I_0(s^\pm)$. Therefore, from the trace conservation that is inherent to the iQuAPI algorithm we conclude that $Z(t, \xi = 0) = 1$.

IV. RESULTS

A. Choice of parameters

The iterative path integral method provides the exact answer when the time step is infinitely short, $\delta t \to 0$, and the entire range of the memory kernel is covered, $\Delta k = N$. In practice, we minimize the Trotter error by taking a small enough time step $\delta t$, while aiming to adequately capture the memory of the bath, by increasing $\Delta k$, which controls the range of the memory retained. Convergence is approached by adjusting these parameters until the result remains constant for multiple iterations.

Balancing the Trotter error with the memory-truncation error is tricky: Shortening the time step increases the number of steps required to span the memory kernel. Since the computational effort scales as $d^2 \Delta k$, with $d$ the dimension of the Hilbert space of the system, simulations with the basic iQuAPI algorithm are typically limited to $\Delta k \lesssim 10$ [48]. Advanced algorithms based on path filtering [50] or tensor decomposition [52], for example, extend this limit by an order of magnitude or more—at the cost of additional algorithmic complexity and introduction of new convergence parameters. In particular, filtering approaches are not trace conserving. Other approaches to improving on the basic iQuAPI include those based on blip decomposition [51] or mixed quantum-classical setups [53, 54], but are not compatible with the iFCSPI algorithm. To lucidly present our method and its computational challenges, we therefore limit ourselves to the basic iQuAPI algorithm of Refs. [48, 49].

To facilitate convergence, our simulations are typically performed using the following parameters: spin splitting $\Delta = 1$, and high averaged temperature, $T = (T_L + T_R)/2 = 5$. We assume an Ohmic spectral density function for the baths and work in the scaling limit with a high cutoff frequency $\omega_c = 10 - 50$. Since the iFCSPI method is not restricted to the linear response regime (and in fact, converges well far from equilibrium), we play with biases in the range $T_L - T_R = 0 - 0.5$. For the dimensionless system-bath coupling we use $\gamma = 10^{-3} - 1$, but convergence was achieved only at weak-to-intermediate coupling, $\gamma \lesssim 0.15$. With these parameters, iFCSPI simulations typically converge with $\Delta k = 4 - 7, \delta t = 0.05 - 0.2$. We also define the memory span $\tau_m \equiv \Delta k \delta t$. Roughly, we find that iFCSPI simulations converge when $\tau_m \gtrsim 1/T$.

The iFCSPI protocol has comparable convergence characteristics to iQuAPI. We found that it is slightly more difficult to converge the imaginary part of the CGF.
FIG. 2. Representative examples of the imaginary (a)-(b) and real (c) components of the generating function for heat exchange in the NESB model. Panel (b) displays the imaginary part of the cumulant generating function as it reaches steady state. Results in panel (c) are not fully converged, and should be considered qualitative. Parameters are $\Delta = 1$, $\omega_c = 10$, $\bar{T} = 5$, $T_L - T_R = 0.05$, $\gamma = 10^{-3}$, $\delta t = 0.3$, $\Delta k = 5$.

than the reduced density matrix, and much more difficult to converge the real part of the CGF. After presenting as an example the CGF, in the rest of the paper we focus on the behavior of the first cumulant of heat exchange, the heat current.

B. Perturbative methods

In order to assess the viability of the iFCSPI we compared its results to several other methods, which are perturbative in the interaction parameter $\alpha$ or the tunneling element $\Delta$:

(i) The Markovian Redfield quantum master equation (QME) is a second order perturbative approach, valid for a system weakly coupled to a Markovian environment [60]. The resulting heat current expression only includes resonant heat exchange processes. We use expressions developed in Refs. [28, 29], and more recently reviewed in Ref. [20]. We refer to this approach as the “Redfield QME” method.

(ii) The Majorana fermion Green’s function (Majorana-GF) approach is perturbative in the system-bath coupling, but it can capture non-resonant processes beyond the Redfield QME. The working expressions were organized in Ref. [20].

(iii) Polaron transforming the spin-boson model, one can derive expressions for the heat current that are related to the noninteracting blip approximation (NIBA) literature [18, 19, 44]. Under the Markov approximation we organize the NIBA QME [14, 15, 28, 29], which is valid for intermediate-strong system-bath coupling when $\bar{T} \gg \Delta$. We note that a more accurate polaron transformed method was developed more recently: It interpolate between the Redfield limit and NIBA [18, 19], or go beyond the Markovian limit [44]. Here we limit ourselves to the high temperature Markov equation that was described in Refs. [14] [28], referred to as “NIBA” expression for heat exchange.

C. Cumulant Generating Function

The behavior of the function $\ln Z(t, \xi)$ is displayed in Fig. 2. The imaginary part of the function is odd in the counting parameter. In panel (b) we show the cumulant generating function as it approaches and reaches its nonequilibrium steady-state. Taking the derivative with respect to $i\xi$ provides the averaged heat current. The real part of $\ln Z(t, \xi)$ is displayed in panel (c). As expected, it is even in the counting parameter, see Eq. (8). While our results for the imaginary part of $Z(t, \xi)$ easily converge with respect to the time step and memory size (here with $\delta t = 0.3$, $\Delta k = 5$), the real part of this function requires stringent conditions for convergence, beyond what our implementation can currently meet.

We compute the steady-state current via numerical derivatives of the cumulant generating function, following Eq. (10). The cumulant generating function reaches its steady-state limit when $\ln|Z(t, \xi)|$ becomes linear in time. At that point, one evaluates a numerical derivative with respect to $t$ to extract $G(\xi)$. Here $\xi$ is always the smallest timescale of the system, and particularly, small compared to $\delta t$. It is further not difficult to check the convergence with respect to $\xi$, to ensure one captures only the linear behavior of the cumulant generating function. In our simulations we typically take $\xi$ on the order $\delta t/100$. 
FIG. 3. (a) Steady-state heat current in the NESB model as a function of the dimensionless system-bath coupling parameter $\gamma$ with $\Delta k = 7$ and different time steps $\delta t$. Results are compared to NIBA simulations. (b) weak coupling results are compared to the Redfield QME and the Majorana Green’s function approaches. (c)-(d) Exemplifying convergence of results at $\gamma = 0.1$ as a function of (c) $\Delta k$ while fixing the time step and (d) $\delta t$ for a fixed memory time. Parameters are $\Delta = 1$, $\omega_c = 50$, $T = 5$, $T_L - T_R = 0.5$.

FIG. 4. (a) Steady state heat current in the NESB model as a function of temperature difference $T_L - T_R$. iFCSPI simulations are compared to Redfield and Majorana-GF approaches. (b)-(c) Convergence is achieved for both small and large temperature bias as illustrated upon varying (b) the memory range $\Delta k$ with a fixed $\delta t = 0.07$, and the (c) time step $\delta t$ with a fixed $\Delta k = 7$. The arrow in panel (b) points to the direction of converging results. Parameters are $\Delta = 1$, $\gamma = 0.1$, $\omega_c = 50$, $T = 5$.

D. Heat current

System-bath coupling. Figure 3 displays the main result of this work, that is the behavior of the heat current as a function of the coupling strength to the baths. We compare the behavior of the iFCSPI to other approaches, and to facilitate comparison we define a dimensionless parameter, $\frac{\Delta}{\bar{T}}$. We expect iFCSPI simulations to comfortably converge when $\frac{\gamma \Delta}{\bar{T}} \ll 1$. Here, $\gamma \Delta$ is the system-bath interaction energy in the Redfield limit; the bath-induced transition rate in the Redfield QME is proportional to this factor through its dependence on $g(\omega)$, assuming an Ohmic form. The Redfield formalism holds for the NESB so long as the interaction energy is assumed smaller than the energy spacing in the system, i.e. $\gamma \Delta < \Delta$ or $\gamma < 1$. NIBA is valid at high temperatures in the nonadiabatic limit, $\Delta < T$.

The agreement with weak-coupling approaches is excellent when $\gamma$ is small, as we observe in panel (b), while at weak-intermediate coupling, $\gamma \gtrsim 0.1$ (or equivalently,
As we push the iFCSPI method into the stronger system-bath coupling regime, \( \gamma > 0.25 \) (or equivalently, \( \frac{\Delta}{T} > 0.05 \)), convergence becomes difficult in the current implementation. Results are compared to the Markovian NIBA approach \([14]\), which is known to be qualitatively correct at strong coupling for Ohmic dissipation, though in general it overestimates the current. We understand a priori that we will not be able to converge the iFCSPI at strong coupling with our current implementation, simply due to the prohibitive computational cost of additional system-bath memory. That being said, the method converges quite well up to \( \gamma \approx 0.2 \), and the qualitative behavior of iFCSPI simulations is fair over the full range. The peak position is close to that from NIBA, and it follows the expected turnover behavior.

Panels (c) and (d) in Fig. 3 exemplify the convergence of the iFCSPI at weak-intermediate coupling. We first show the convergence as a function of the memory time covered by increasing \( \Delta k \) with a short time step. We then demonstrate a fixed-memory analysis, where the total memory time is kept fixed, \( \tau_m = \Delta k \cdot \delta t \), and the number of time steps required to cover this memory range is increased, eventually converging with a short enough time step.

Temperature difference. In Fig. 4 we study the behavior of the heat current as a function of the temperature difference, observing a linear dependence. This trend agrees with weak coupling approaches across the full range of temperature biases examined; for a symmetric junction, the Redfield approaches predicts \( \langle J_Q \rangle \propto (T_R - T_L) / \bar{T} \) \([28, 29, 61]\). While weak coupling methods are qualitatively correct for the presented parameters, the Redfield QME overestimates the heat current by almost a factor of two throughout, which is quite significant. We note that our results fully converge both at small, \( (T_L - T_R) / \Delta < 1 \), and large, \( (T_L - T_R) / \Delta > 1 \), temperature differences, see panels (b)-(c). With algorithmic improvements, one could test the behavior of the heat current as a function of temperature difference at strong coupling. Furthermore, by introducing a spatial asymmetry with different coupling energies at the two boundaries one could assess the extent of the thermal diode effect, which so far was predicted and evaluated based on perturbative methods \([28, 29]\).

Coherent tunneling/level splitting. Fig. 5 shows the behavior of the current as we increase the eigenenergy splitting, \( \Delta \), which corresponds to the tunneling energy in the site basis. Note that we enter an effective low temperature regime as we increase \( \Delta \), and it is more difficult to converge the iFCSPI when \( \Delta \gtrsim T \). That being said, the iFCSPI maintains excellent agreement with weak coupling approaches up to \( \frac{\Delta}{T} \approx 0.02 \), and is in qualitative agreement for the full range. The three lines shown for the path integral are each converged in terms of memory length \( (\Delta k \cdot \delta t) \), and we approach the correct answer by successively reducing the time step \( \delta t \). NIBA follows the expected \( \langle J_Q \rangle \propto \Delta^2 \) trend \([14]\), and it breaks down when \( \frac{\Delta}{T} \geq 0.01 \). In panel (b) we display convergence in \( \Delta k \) for the shortest time step, and we find that the method converges for the full range of \( \Delta \), for the given \( \tau_m \).

V. CONCLUSIONS

We introduced an iterative influence functional path integral approach to simulate the full counting statistics of heat exchange in quantum impurity models. This iFCSPI generalizes the celebrated iQuAPI, going beyond iterative evolution of the reduced density matrix to study energy transfer statistics in a numerically exact manner.

The numerical implementation of the iFCSPI relies on a discretized representation of the system’s coordinates. To test the this new approach, we applied it to the nonequilibrium spin-boson model and focused on the average heat current in steady state. We studied the heat transfer behavior as a function of system-bath coupling and tunneling splitting, demonstrating turnover behavior in both cases. The iFCSPI method can be employed far from equilibrium at large temperature difference since its working expressions are not based in a linear response assumption. Though not elaborated on in this work, one can employ the iFCSPI to retrieve transient energy exchange statistics by considering the behavior of the generating function between its initial condition and the steady-state limit.

Key challenges associated in converging iFCSPI simulations were elaborated on. Most critically, Trotter splitting leads to spurious heat current at zero temperature difference when the time step \( \delta t \) is finite. Nevertheless, this error is precisely canceled out in junctions with identical bath spectral functions and upon symmetrizing the counting fields at the two boundaries. Besides numerical exactness, a key benefit of the iFCSPI approach is the ease of implementation, coming as a straightforward modification to the iQuAPI method.

Converging the path integral for parameters in the range \( \omega_c > \bar{T} > \Delta > \gamma \Delta \) was feasible even with the basic iQuAPI algorithm.

Beyond the spin-boson model, the principles outlined here can be used to study other models for charge and energy transport based on a path integral representation of the generating function, constructed similarly to Eq. \([20]\). For example, FCS of the interacting Anderson dot model \([52, 66]\) or the spin-fermion model can be similarly implemented using an iterative algorithm.

Future work will be focused on implementing the iFCSPI within efficient path integral algorithms developed in the area of dissipative dynamics, such as path filtering \([53]\) and tensor decomposition \([52]\). Coupled with a sufficiently powerful algorithm, the iFCSPI is a tremendously enabling tool, handing over not only the system reduced density matrix, but also the energy exchange statistics to
FIG. 5. (a) Steady state heat current as a function of the tunneling element $\Delta$ in the weak system-bath coupling regime. We present three curves for the iFCSPI with different time steps $\delta t$. iFCSPI results are compared to Redfield QME (full), Majorana-GF (dashed-dotted), and NIBA (dashed) results. The latter is known to fail in the large $\Delta$ regime. (b) Demonstration of convergence behavior: series of results from $\Delta k = 1 - 6$ for $\delta t = 0.05$. The arrow points to the direction of increasing $\Delta k$. The case $\Delta k = 7$, which is presented in panel (a) is highlighted in filled circles. Parameters are $\gamma = 0.01$, $\omega_c = 50$, $\overline{T} = 5$, $T_L - T_R = 0.5$.

numerically exact precision. An improved iFCSPI algorithm would enable the exploration of non-Markovianity, strong system-bath coupling effects, quantum coherences and time-dependent driving, offering itself as a powerful instrument for studies of quantum thermal machines.
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APPENDIX A: COUNTING-FIELD DRESSED INFLUENCE FUNCTIONALS FOR GENERAL BATHS

The influence functional was derived in Ref. following the original derivation of the Feynman-Vernon influence functional. The derivation relies on harmonic baths and a bilinear interaction Hamiltonian in the displacements of the reservoirs. Here, we construct the counting field-dressed influence functional using perturbation theory and re-exponentiation. This procedure does not rely on the details of the model, and it therefore applies to more general cases, e.g. anharmonic baths.

A. IF for a single bath

For simplicity, we begin by describing the IF assuming the system is coupled to a single bath, $L$. The influence functional is derived by focusing on the time-dependent environmental Hamiltonian $H_{env} = H_L + H_{SL}(t)$, which evolves along the system’s path $s(t)$ as $H_{SL}(t) = s(t)B$. We later generalize our results to the case of two baths.

We begin with the formal expression for the total influence functional,

$$I^L_{\xi}(\{s^+\}) = Tr_B \left[ \rho_B \hat{U}^{+\xi}_t |s^-(t)\rangle \langle s^+ | \hat{U}^{\xi}_t \right], \quad (A1)$$
where e.g. \( \hat{U}^{-\xi}_{\text{env}}(s^+(t)) = \text{Te}^{-i\int_0^t \hat{H}^{-\xi}_{\text{env}}(s^+\tau)d\tau} \) is the interaction picture propagator of the environmental Hamiltonian moving on the forward (+) path. Here, we define the interaction picture operators as

\[
\hat{\xi}^{-\xi}_{\text{env}}(s^+, t) \equiv \hat{H}^{-\xi}_{\text{env}}(s^+, t) \hat{H}^{-\xi}_{\text{env}}(s^+, t) - \hat{H}^{-\xi}_{\text{env}}(s^+, t).
\]

In this equation, the time dependence \( \hat{\xi}^{-\xi}_{\text{env}}(s^+, t) \) results from the interaction picture, while \( s(t) \) corresponds to the time dependent coordinate of the system (path) along which the bath coordinates evolve. To simplify our notation, we omit the time argument of the system coordinate, \( s^+(t) \rightarrow s^+ \) until we arrive at Eq. (A6), where we recover it. Similar definitions hold for the backward time evolution along the system coordinate \( s \), preparing the time-dependent environmental Hamiltonian \( \hat{H}^{-\xi}_{\text{env}}(s^-, t) \).

Expression (A1) can be evaluated by a Dyson expansion and a re-exponentiation procedure as we show next, or by explicit consideration of a time-dependent force on a harmonic oscillator, as in Ref. [22, 67]. We now explicitly write the time evolution operators as a Dyson series,

\[
\hat{U}^{\xi}_{\text{env}}(s^-, t) = e^{-i\hat{H}Lt} \left[ 1 - \frac{i}{\hbar} \int_0^t d\tau \int_0^t d\tau' \hat{H}^{-\xi}_{\text{env}}(s^+, \tau) \hat{H}^{-\xi}_{\text{env}}(s^+, \tau') + ... \right]
\]

Multiplying the two propagators and keeping terms up to second order, then rearranging, we retrieve

\[
\hat{U}^{\xi}_{\text{env}}(s^-, t)\hat{U}^{-\xi}_{\text{env}}(s^+, t) = 1 - \int_0^t d\tau \left[ \hat{H}^{-\xi}_{\text{env}}(s^+, \tau) - \hat{H}^{\xi}_{\text{env}}(s^-, \tau) \right] + \int_0^t d\tau \hat{H}^{\xi}_{\text{env}}(s^-, \tau) \int_0^t d\tau' \hat{H}^{-\xi}_{\text{env}}(s^+, \tau')
\]

The third term (product of two integrals) can be rearranged, resulting in

\[
\hat{U}^{\xi}_{\text{env}}(s^-, t)\hat{U}^{-\xi}_{\text{env}}(s^+, t) = 1 - \int_0^t d\tau \left[ \hat{H}^{-\xi}_{\text{env}}(s^+, \tau) - \hat{H}^{\xi}_{\text{env}}(s^-, \tau) \right]
\]

Next, we evaluate the trace over the bath with averages performed over the thermal state \( \rho_B \), and assuming that the thermal average of the interaction vanishes, \( \langle \hat{H}_{\text{SL}} \rangle = 0 \). Relying on the bilinear form of the interaction, e.g. \( \hat{H}^{\xi}_{\text{env}}(s^+, t) = s^+(t)\hat{B}^{\xi}_{\text{env}}(t) \), we get

\[
\langle \hat{B}^{\xi}_{\text{env}}(t')\rangle = 1 + \int_0^\infty d\tau \int_0^\infty d\tau' \left[ \hat{B}^{\xi}_{\text{env}}(t')\hat{B}^{\xi}_{\text{env}}(t') + s^+(t')s^-(t')\hat{B}^{\xi}_{\text{env}}(t')\hat{B}^{\xi}_{\text{env}}(t') \right]
\]

Using the stationary bath condition and the cyclic property of the trace we lose the counting parameter in correlation functions of the form

\[
\langle \hat{B}^{\xi}_{\text{env}}(t')\hat{B}^{\xi}_{\text{env}}(t) \rangle = \text{Tr}_B [e^{i\hat{H}_{\text{eff}}/2}\hat{B}_{\text{env}}(t')e^{-i\hat{H}_{\text{eff}}/2}\hat{B}_{\text{env}}(t)e^{-i\hat{H}_{\text{eff}}/2}\rho_B] = \text{Tr}_B [\hat{B}_{\text{env}}(t')\hat{B}_{\text{env}}(t)\rho_B].
\]

In contrast, the counting parameter survives in the following combination,

\[
\langle \hat{B}^{\xi}_{\text{env}}(t')\hat{B}^{\xi}_{\text{env}}(t) \rangle = \text{Tr}_B [e^{i\hat{H}_{\text{eff}}/2}\hat{B}_{\text{env}}(t')e^{-i\hat{H}_{\text{eff}}/2}\hat{B}_{\text{env}}(t)e^{i\hat{H}_{\text{eff}}/2}\rho_B] = \text{Tr}_B [\hat{B}_{\text{env}}(t')\hat{B}_{\text{env}}(t)\rho_B] = \langle \hat{B}_{\text{env}}(t')\rangle \langle \hat{B}_{\text{env}}(t) \rangle.
\]
So far, the derivation only includes terms up to second order in the system-bath interaction. Fortunately, for a bilinearly-position coupled harmonic bath, the re-exponentiation of this expression is exact. Therefore, the continuous-time counting-dressed influence functional is given as

\[
I_L^x(|s^\pm\rangle) = \exp \left[ - \int_0^\infty d\tau \int_0^\infty d\tau' \left[ s^+ (\tau) s^+ (\tau') \eta_L (\tau - \tau') - s^- (\tau) s^+ (\tau') \eta_L (\tau - \tau' + \xi) - s^+ (\tau) s^- (\tau') \eta_L (\tau' - \tau + \xi) + s^- (\tau) s^- (\tau') \eta_L (\tau' - \tau) \right] \right].
\]

(A9)

Using the interaction Hamiltonian \((23)\), we get the correlation function,

\[
\eta_L (\tau - \tau' + \xi) = \langle \hat{B}_L (\tau - \tau' + \xi) \hat{B}_L (0) \rangle = \left\{ \sum_k \lambda^2_{L,k} \left( \hat{b}^\dagger_{L,k} e^{i \omega_{L,k} (\tau - \tau' + \xi)} + \hat{b}_{L,k} e^{-i \omega_{L,k} (\tau - \tau' + \xi)} \right) \right\} \int_0^\infty d\omega g_L (\omega) [2 n_L (\omega) + 1] e^{-i \omega (\tau - \tau' + \xi)}
\]

\[
= \frac{1}{\pi} \int_0^\infty d\omega g_L (\omega) e^{i \beta_L \omega / 2} e^{-i \omega (\tau - \tau' + \xi)} + \frac{1}{\pi} \int_0^\infty d\omega g_L (\omega) e^{-i \beta_L \omega / 2} e^{-i \omega (\tau - \tau' + \xi)}
\]

\[
= \frac{1}{2 \pi} \int_{-\infty}^\infty d\omega g_L (\omega) e^{i \beta_L \omega / 2} e^{-i \omega (\tau - \tau' + \xi)},
\]

(A10)

where \(n_L (\omega_L,k) = [e^{\beta_L \omega_L,k} - 1]^{-1}\) is the Bose Einstein distribution function, and we extended the spectral density function to the negative domain, \(g_L (\omega) = -g_L (-\omega)\). We now discretize the path, e.g. in the forward direction,

\[
s^+ (t) = s^+_0 \Theta (t - t_0) + \sum_{k=1}^N \left( s^+_k - s^+_{k-1} \right) \Theta (t - t_k),
\]

(A11)

with the Heaviside function \(\Theta (t)\) and the time series \(t_0 = 0, t_1 = (1 - 1/2) \delta t, t_2 = (2 - 1/2) \delta t, \ldots, t_{N-1} = (N - 1/2) \delta t, t_N = N \delta t\), and obtain the discrete IF,

\[
I_L^x(|s^\pm\rangle) = \exp \left[ - \sum_{k=0}^{N-1} \sum_{k'}^{N} \left( s^+_k s^+_k \eta^+_{k'k'}, L - s^-_k s^+_k \eta^-_{k'k'}, L - s^+_k s^-_k \eta^+_{k'k'}, L + s^-_k s^-_k \eta^-_{k'k'}, L \right) \right].
\]

(A12)

The coefficients are given by

\[
\eta_{kk',L}^{\mu,\nu,\xi} = \frac{2}{\pi} \int_{-\infty}^{\infty} d\omega A_L^{\mu,\nu,\xi} (\omega) \sin^2 (\omega \delta t / 2) e^{i \omega (k' - k)}, \quad 0 < k' < k < N
\]

\[
\eta_{kk,L}^{\mu,\nu,\xi} = \frac{1}{2 \pi} \int_{-\infty}^{\infty} d\omega A_L^{\mu,\nu,\xi} (\omega) (1 - e^{-i \omega \delta t}), \quad 0 < k < N,
\]

\[
\eta_{NN0,L}^{\mu,\nu,\xi} = \eta_{NN0,L}^{\mu,\nu,\xi} = \frac{1}{2 \pi} \int_{-\infty}^{\infty} d\omega A_L^{\mu,\nu,\xi} (\omega) \left( 1 - e^{-i \omega \delta t} \right),
\]

\[
\eta_{k0,L}^{\mu,\nu,\xi} = \frac{2}{\pi} \int_{-\infty}^{\infty} d\omega A_L^{\mu,\nu,\xi} (\omega) \sin (\omega \delta t / 4) \sin (\omega \delta t / 2) e^{-i \omega (k \delta t - \delta t / 4)}, \quad 0 < k < N
\]

\[
\eta_{k'k,L}^{\mu,\nu,\xi} = \frac{2}{\pi} \int_{-\infty}^{\infty} d\omega A_L^{\mu,\nu,\xi} (\omega) \sin (\omega \delta t / 4) \sin (\omega \delta t / 2) e^{-i \omega (k' \delta t - \delta t / 4)}, \quad 0 < k' < N.
\]

(A13)

Here \(\mu = \pm 1\), and \(\nu = \pm 1\) correspond to the different (forward and backward) combinations. We put together the spectral function of the reservoir, the thermal factors, and the counting-field phase elements into the function

\[
A_L^{\mu,\nu,\xi} (\omega) = \frac{g_L (\omega) e^{i \nu \delta t / 2}}{\omega^2 \sin \left( \frac{\delta t \omega}{2} \right)} e^{-i \omega (\nu - \mu) / 2}, \quad \mu = \pm 1, \ \nu = \pm 1.
\]

(A14)
It is important to note that \( \eta(\tau - \tau' + \xi) \neq [\eta(\tau' - \tau + \xi)]^\ast \), equivalent to \( \eta^{-\ast} - \eta^{-\ast} \), therefore one must compute these different combinations explicitly. This further precludes a blip decomposition, since the influence functional does not neatly reorganize into a blip-sojourn form: the influence functional with the counting field couples all time points to all others, regardless of their blip or sojourn character. Next, we generalize this result in two ways.

B. Generalization I: Two baths with asymmetric counting

Here, we couple the system to two heat baths, but we count energy only in one of the terminals, say \( L \). The environmental Hamiltonian for the forward time evolution branch is given by

\[
\hat{H}_{\text{env}}^{-\xi}(s^{+}, t) = \hat{H}_L + \hat{H}_R + \hat{H}_{SL}^{-\xi}(s^{+}, t) + \hat{H}_{SR}(s^{+}, t).
\]  

(A15)

An analogous expression holds for the backward time evolution expression. The influence functional is given by

\[
I^{\xi}(\{s^{\pm}\}) = \text{Tr}_B \left[ \rho_B \hat{U}_{\text{env}}^{\ast\xi}[s^{-}(t)] \hat{U}_{\text{env}}[s^{+}(t)] \right],
\]  

(A16)

yet since the initial condition of the total bath is factorized, \( \rho_B = \rho_L \otimes \rho_R \), the IF is given by a product of two independent terms,

\[
I^{\xi}(\{s^{\pm}\}) = I^{\xi}_L(\{s^{\pm}\})I_R(\{s^{\pm}\}).
\]  

(A17)

The IF without counting, \( I_R(\{s^{\pm}\}) \), corresponds to the IF [Eq. (A12)] evaluated at \( \xi = 0 \).

C. Generalization II: Two baths with symmetric counting

As we explain in the main text and in Appendix C, we symmetrize the definition of the moment generating function. Therefore, we count energy transfer at both the \( L \) and \( R \) terminals, and the environmental Hamiltonian is given by

\[
\hat{H}_{\text{env}}^{\xi}(s^{+}, t) = \hat{H}_L + \hat{H}_R + \hat{H}_{SL}^{-\xi/2}(s^{+}, t) + \hat{H}_{SR}^{\xi/2}(s^{+}, t)
\]  

(A18)

The derivation outlined previously for the IF of the \( L \) bath can be repeated for the \( R \) bath, only with the counting parameter halved and its sign switched throughout all the expressions \([A1]-[A14]\). Again, based on the factorized initial condition the total influence function is separable

\[
I^{\xi}(\{s^{\pm}\}) = I^{\xi/2}_L(\{s^{\pm}\})I^{\xi/2}_R(\{s^{\pm}\}),
\]  

(A19)

where each term follows Eqs. \([A12]-[A13]\).

APPENDIX B: COUNTING FIELD DRESSED FEYNMAN VERNON INFLUENCE FUNCTIONAL

The characteristic function in a path integral form was previously derived by Carrega et al. \[22\] as part of a primarily analytical work on time-dependent heat exchange in the spin-boson model. Their work generalizes the standard-dissipative Feynman-Vernon influence functional to count heat exchange processes in system-boson bath models. That derivation relies on the Gaussian property of harmonic oscillators, which allows tracing out exactly the degrees of freedom of the bath. Though the authors in \[22\] considered both a different picture of the two-time measurement protocol and an alternate derivation of the influence functional from Appendix A, we show here that we arrive at the same result in the continuous time limit. For simplicity, we limit this discussion to include a single heat bath, though the result is general.

First, following \[22\] we break the influence functional into so-called “normal”, \( I^{(0)} \), and “counting”, \( I^{(c)} \), parts,

\[
I^{\xi} = I^{(0)}I^{(c)}.
\]  

(B1)

The normal part is the original influence functional, without any effects from the counting field, or simply the influence functional one retrieves when \( \xi = 0 \) at which point the counting part is unity. The normal part \( I^{(0)} \) in Ref. \[22\] can be easily shown to agree with the standard IF recast in so-called blip-sojourn form using sum and difference coordinates \( \tilde{s}(t) \equiv s^{+}(t) + s^{-}(t) \), \( \Delta \bar{s}(t) \equiv s^{+}(t) - s^{-}(t) \)[51]. The counting term derived in \[22\] is somewhat more involved and it reads
\[
I^{(c)} = \exp \int_0^t dt \int_0^t dt' \left \{ [\bar{s}(\tau)\bar{s}(\tau') - \Delta s(\tau)\Delta s(\tau')]iL^\xi(t - \tau') + [\bar{s}(\tau)\Delta s(\tau') - \Delta s(\tau)\bar{s}(\tau')]iL^\xi(t - \tau') \right \},
\]

(B2)

with the counting-dressed correlation functions given as

\[
L^\xi_1(t) = \frac{1}{\pi} \int_0^\infty d\omega g(\omega) \frac{\sinh(\beta \omega/2 - i\omega \xi/2)}{\sinh(\beta \omega/2)} \cos(\omega t) \sin(-\omega \xi/2)
\]

(B3)

\[
L^\xi_2(t) = -\frac{i}{\pi} \int_0^\infty d\omega g(\omega) \frac{\cosh(\beta \omega/2 - i\omega \xi/2)}{\sinh(\beta \omega/2)} \sin(\omega t) \sin(-\omega \xi/2).
\]

Note that we flipped the sign of the counting field, \( \xi \) from the original work to match our notation. This has the effect only of reversing the sign of the current, which is by convention taken positive when flowing towards the system. We expand and multiply the sum and difference coordinates and retrieve the following,

\[
I^{(c)} = \exp \int_0^t dt \int_0^t dt' \left [ s^-(\tau)s^+(\tau')C^\xi_1(\tau - \tau') + s^+(\tau)s^-(\tau')C^\xi_2(\tau - \tau') \right ].
\]

(B4)

The new correlation functions are organized from the rearrangement of the coordinates, and come out as follows,

\[
C^\xi_1(t) = \frac{2}{\pi} \int_0^\infty d\omega g(\omega) \frac{\sin(-\omega \xi/2)}{\sinh(\beta \omega/2)} \left [ \cosh(\beta \omega/2 - i\omega \xi/2) \sin(\omega t) + i \sinh(\beta \omega/2 - i\omega \xi/2) \cos(\omega t) \right ]
\]

\[
C^\xi_2(t) = -\frac{2}{\pi} \int_0^\infty d\omega g(\omega) \frac{\sin(-\omega \xi/2)}{\sinh(\beta \omega/2)} \left [ \cosh(\beta \omega/2 - i\omega \xi/2) \sin(\omega t) - i \sinh(\beta \omega/2 - i\omega \xi/2) \cos(\omega t) \right ].
\]

(B5)

These expressions are somewhat obtuse in their current forms, and we decompose them into their real (\( \Re \)) and imaginary (\( \Im \)) parts,

\[
\Re[C^\xi_1(t)] = \frac{1}{\pi} \int_0^\infty d\omega g(\omega) \coth \left (\frac{\beta \omega}{2} \right ) \left [ \cos(\omega(t + \xi)) - \cos(\omega t) \right ]
\]

\[
\Im[C^\xi_1(t)] = -\frac{1}{\pi} \int_0^\infty d\omega g(\omega) \sin(\omega(t + \xi)) - \sin(\omega t)
\]

\[
\Re[C^\xi_2(t)] = \frac{1}{\pi} \int_0^\infty d\omega g(\omega) \coth \left (\frac{\beta \omega}{2} \right ) \left [ \cos(\omega(t - \xi)) - \cos(\omega t) \right ]
\]

\[
\Im[C^\xi_2(t)] = \frac{1}{\pi} \int_0^\infty d\omega g(\omega) \sin(\omega(t - \xi)) - \sin(\omega t)
\]

(B6)

Combining these terms, we re-express the correlation functions as

\[
C^\xi_1(t) = \frac{1}{\pi} \int_0^\infty d\omega g(\omega) \coth \left (\frac{\beta \omega}{2} \right ) \left [ \cos(\omega(t + \xi)) - \cos(\omega t) \right ] - i \sin(\omega(t + \xi)) - \sin(\omega t)
\]

\[
C^\xi_2(t) = \frac{1}{\pi} \int_0^\infty d\omega g(\omega) \coth \left (\frac{\beta \omega}{2} \right ) \left [ \cos(\omega(t - \xi)) - \cos(\omega t) \right ] + i \sin(\omega(t - \xi)) - \sin(\omega t)
\]

(B7)

We are now ready to show that these expressions, adopted from Ref. [22], agree with Eq. (21) from the main body text. First, we define \( \eta^{(c)}(t + \xi) \equiv \eta(t + \xi) - \eta(t) \), excluding the normal kernel. It can be shown that \( \eta^{(c)}(\tau - \tau' + \xi) = C^\xi_1(\tau - \tau') \) and \( \eta^{(c)}(\tau' - \tau + \xi) = C^\xi_2(\tau - \tau') \). To make this identification clear, we re-express the counting dressed continuous time correlation function, Eq. (24) as an integral from zero to infinity.

\[
\eta^{(c)}(t + \xi) = \frac{1}{\pi} \int_0^\infty d\omega g(\omega) \left \{ \coth \left (\frac{\beta \omega}{2} \right ) \cos(\omega(t + \xi)) - i \sin(\omega(t + \xi)) \right \} - g(\omega) \left \{ \coth \left (\frac{\beta \omega}{2} \right ) \cos(\omega t) - i \sin(\omega t) \right \}
\]

\[
= \frac{1}{\pi} \int_0^\infty d\omega g(\omega) \left \{ \coth \left (\frac{\beta \omega}{2} \right ) \left [ \cos(\omega(t + \xi)) - \cos(\omega t) \right ] - i \left [ \sin(\omega(t + \xi)) - \sin(\omega t) \right ] \right \}.
\]

(B8)

For the second correlation function, we have

\[
\eta^{(c)}(-t + \xi) = \frac{1}{\pi} \int_0^\infty d\omega g(\omega) \left \{ \coth \left (\frac{\beta \omega}{2} \right ) \left [ \cos(\omega(t - \xi)) - \cos(\omega t) \right ] + i \left [ \sin(\omega(t - \xi)) - \sin(\omega t) \right ] \right \},
\]

(B9)
thus \( \eta^{(c)}(\tau' - \tau + \xi) = C_1^2(\tau - \tau') \). Altogether, when we use these functions in Eq. \( \text{(B4)} \) we get

\[
I^{(c)} = \exp \int_0^\delta t \int_0^\tau d\tau' \left[ s^- (\tau) s^+(\tau') \eta^{(c)}(\tau - \tau' + \xi) + s^+(\tau') s^- (\tau') \eta^{(c)}(\tau' - \tau + \xi) \right],
\]

which corresponds to Eq. \( \text{(21)} \) in the main text, stripped from the “normal” influence functional.

**APPENDIX C: ERROR ANALYSIS AND SYMMETRIZATION OF THE INFLUENCE FUNCTIONAL**

Iterative path integral schemes suffer from known numerical challenges, depending on the precise implementation and the system under study. For a recent example, Strathearn and coworkers \[52\] found that for certain forms of the spectral density function, the path integral may produce nonphysical long-time behaviors. Here, we inherit the errors that come from the Trotter splitting of the propagator and the truncation of the memory kernel. Strategies to converge out these errors, as shown in e.g. Fig. 3, are generally successful here.

![Figure 3](image)

**FIG. 3.** Error Analysis: An asymmetric counting of energy exchange in the NESB model leads to nonzero heat current at zero temperature difference. We display a fixed-memory analysis of the nonphysical current by reducing the time step \( \delta t \rightarrow 0 \). Parameters are \( \Delta = 1 \), \( T_L = T_R = 5 \), \( \gamma_{L,R} = 0.01 \), \( \omega_c = 50 \).

The familiar Trotter error manifests itself in new ways in the iFCSPI, in steady state. For example, when naively using a non-symmetric form of the heat current expression for a single bath or multi-bath setup

\[
Q(t, 0) = \dot{H}_L(0) - \dot{H}^H_L(t),
\]

one develops a significant erroneous current in the long time limit, appearing at zero temperature bias. We exemplify this issue in Fig. 6 where we display the iFCSPI steady state heat current in a junction at zero temperature difference \( (T_L = T_R) \), with the counting field dressing only the left bath. To understand the origin of this spurious effect, we perform a fixed-memory analysis so as to determine the scaling of the error with the time step \( \delta t \).

We use a range of memory times \( (\tau_m = \Delta k \cdot \delta t) \) in Fig. 6: Simulations with \( \tau_m = 0.5, 0.8 \) reasonably agree with each other, indicating that the total memory time is encapsulated in \( \tau_m \sim 0.5 \). Most notably, we find that the nonphysical current diminishes with \( \delta t \), and that it linearly extrapolates to a value near, but not always exactly at zero for \( \delta t = 0 \). The discrepancy from zero is usually small and depends on the parameters used. It indicates that the scaling is not strictly linear for all parameter regimes at all values of \( \delta t \). An important point is that the same erroneous phenomenon is observed even when the right bath is removed altogether.

The nonphysical current demonstrated in Fig. 6 can be quenched by reducing the time step \( \delta t \) to the required accuracy. Naturally, this approach is difficult to follow numerically, and we opt for a more economic approach, that is, symmetrizing the definition of heat exchange, as we discuss in Sec. II:

\[
Q(t, 0) = \frac{1}{2} \left[ \dot{H}_L(0) - \dot{H}^H_L(t) - \dot{H}_R(0) + \dot{H}^H_R(t) \right].
\]

(C2)

This form results in strictly zero current at zero temperature difference for the two-bath case, when \( g_L(\omega) = g_R(\omega) \). We show this by taking a look at the discretized influence functional, Eq. \( \text{(25)} \). When counting at both baths, we consider the combination \( \eta_{kk',L}^+ + \eta_{kk',R}^- \cdot \). Since \( \eta_{kk',R}^+ = (\eta_{kk',L}^+)^* \) when \( T_L = T_R \) and \( g_L(\omega) = g_R(\omega) \), the sum of the kernels is an even function in \( \xi \), thus the moment generating function provides identically zero odd moments of heat exchange, specifically zero averaged current.

However, a related error (of finite current at zero temperature bias) arises whenever \( g_L(\omega) \neq g_R(\omega) \), which we demonstrate in Fig. 7. Here again we test the equilibrium scenario and find nonzero current behaving as in Fig. 6. The erroneous heat current scales linearly with the asymmetry in the system-bath coupling \( \Delta \gamma / \gamma_{\text{avg}} \), with \( \gamma_{\text{avg}} = (\gamma_L + \gamma_R) / 2 \) and \( \Delta \gamma = \gamma_L - \gamma_R \). We infer via the scaling with \( \delta t \) that the error (nonzero current) is introduced by the Trotter splitting of the counting-dressed bath Hamiltonians, and that it disappears exactly at finite-large \( \delta t \) only under the choice of identical spectral functions for the baths with symmetric counting fields.

The results presented in this main body of the paper were all computed from the symmetrized definition of the
heat and using identical spectral functions for the reservoirs. We emphasize that the iFCSPI method can be used beyond that—once significantly shorter time steps are employed. The symmetrization of the counting field introduces a significant limitation of the approach as yet, since the method cannot be straightforwardly employed beyond the case of two baths, e.g., to describe the behavior of a (three bath) quantum absorption refrigerator.

A further challenge encountered with the current implementation of the iFCSPI is that the real part of the generating function is more difficult to converge compared to the imaginary part. To illustrate the technique, we focused here only on the behavior of the averaged heat current. It bears repeating however, that powerful new algorithms exist that should be able to tackle this issue.

[1] E. Pop, Energy dissipation and transport in nanoscale devices, Nano Research 3, 147 (2010).
[2] L. Cui, R. Miao, C. Jiang, E. Meyhofer, and P. Reddy, Perspective: Thermal and thermoelectric transport in molecular junctions, J. Chem. Phys. 146, 092201 (2017).
[3] D. Segal and B. K. Agarwalla, Vibrational heat transport in molecular junctions, Ann. Rev. Phys. Chem. 67, 185 (2016).
[4] J. Pendry, Quantum limits to the flow of information and entropy, J. Phys. A 16, 2161 (1983).
[5] M. P. Blencowe and V. Vitelli, Universal quantum limits on single-channel information, entropy, and heat flow, Phys. Rev. A 62, 052104 (2000).
[6] I. L. Markov, Limits on fundamental limits to computation, Nature 512, 147 (2014).
[7] E. Taylor and D. Segal, Quantum bounds on heat transport through nanojunctions, Phys. Rev. Lett. 114, 220401 (2015).
[8] J. Millen and A. Xuereb, Perspective on quantum thermodynamics, New J. Phys. 18, 11002 (2016).
[9] S. Vinjanampathy and J. Anders, Quantum thermodynamics, Contemp. Phys. 57, 545 (2016).
[10] R. Alicki and R. Kosloff, Introduction to quantum thermodynamics: History and prospects, arXiv:1801.08314
[11] M. Esposito, U. Harbola, and S. Mukamel, Nonequilibrium fluctuations, fluctuation theorems, and counting statistics in quantum systems, Rev. Mod. Phys. 81, 1665 (2009).
[12] M. Campisi, P. Hänggi, and P. Talkner, Colloquium: Quantum fluctuation relations: Foundations and applications, Rev. Mod. Phys. 83, 771 (2011).
[13] J. Ren, P. Hänggi, and B. Li, Berry-phase-induced heat pumping and its impact on the fluctuation theorem, Phys. Rev. Lett. 104, 170601 (2010).
[14] L. Nicolin and D. Segal, Non-equilibrium spin-boson model: Counting statistics and the heat exchange fluctuation theorem, J. Chem. Phys. 135, 164106, (2011).
[15] L. Nicolin and D. Segal, Quantum fluctuation theorem for heat exchange in the strong coupling regime, Phys. Rev. B 84, 161414 (2011).
[16] B. K. Agarwalla, B. Li, and J.-S. Wang, Full-counting statistics of heat transport in harmonic junctions: Transient, steady states, and fluctuation theorems, Phys. Rev. E 85, 051142 (2012).
[17] J. S. Wang, B. K. Agarwalla, H. Li and J. Thingna, Nonequilibrium Greens function method for quantum
thermal transport, Front. Phys. 9, 637 (2014).
[18] C. Wang, J. Ren, and J. Cao, Nonequilibrium energy transfer at nanoscale: A unified theory from weak to strong coupling, Sci. Rep. 5, 11787 (2015).
[19] C. Wang, J. Ren, and J. Cao, Unifying quantum heat transfer in nonequilibrium spin-boson model with full counting statistics, Phys. Rev. A 95, 023610 (2017).
[20] B. K. Agarwalla and D. Segal, Energy current and its statistics in the nonequilibrium spin-boson model: Majorana fermion representation, New J. Phys. 19, 043030 (2017).
[21] H. Friedman, B. K. Agarwalla, and D. Segal, Quantum energy exchange and refrigeration: A full-counting statistics approach, New J. Phys. 20, 083026 (2018).
[22] M. Carrega, P. Solinas, A. Braggio, M. Sassetti, and U. Weiss, Functional integral approach to time-dependent heat exchange in open quantum systems: general method and applications, New J. Phys. 17, 045030 (2015).
[23] M. Carrega, P. Solinas, M. Sassetti, and U. Weiss, Energy exchange in driven open quantum systems at strong coupling, Phys. Rev. Lett. 116, 240403 (2016).
[24] J. Cerrillo, M. Buser, and T. Brandes, Non-equilibrium quantum transport coefficients and the transient dynamics of full counting statistics in the strong coupling and non-Markovian regimes, Phys. Rev. B 94, 214308 (2016).
[25] L. Song and Q. Shi, Hierarchical equations of motion method applied to nonequilibrium heat transport in model molecular junctions: Transient heat current and high-order moments of the current operator, Phys. Rev. B 95, 064308 (2017).
[26] G. Gallavotti and E. G. D. Cohen, Dynamical ensembles in nonequilibrium statistical mechanics, Phys. Rev. Lett. 74, 2694 (1995).
[27] U. Weiss, Quantum Dissipative Systems (World Scientific, Singapore, 1999).
[28] D. Segal and A. Nitzan, Spin-boson thermal rectifier, Phys. Rev. Lett. 94, 034301 (2005).
[29] D. Segal, Heat flow in nonlinear molecular junctions: Master equation analysis, Phys. Rev. B 73, 205415 (2006).
[30] N. Boudjada and D. Segal, From dissipative dynamics to studies of heat transfer at the nanoscale: Analysis of the spin-boson model, J. Phys. Chem. A 118, 11323 (2014).
[31] C. Wang, X.-M. Chen, K.-W. Sun, and J. Ren, Heat amplification and negative differential thermal conductance in a strongly coupled nonequilibrium spin-boson system, Phys. Rev. A 97, 052112 (2018).
[32] D. Segal and A. Nitzan, Molecular heat pump, Phys. Rev. E 73, 026109 (2006).
[33] D. Segal, Stochastic pumping of heat: Approaching the Carnot efficiency, Phys. Rev. Lett. 101, 266001 (2008).
[34] T. Ruokola and T. Ojanen, Thermal conductance in a spin-boson model: Cotunneling and low-temperature properties, Phys. Rev. B 83, 045417 (2011).
[35] K. A. Velizhanin, M. Thoss, and H. Wang, Meir-Wingreen formula for heat transport in a spin-boson nanojunction model, J. Chem. Phys. 133, 084503 (2010).
[36] J. Thingna, H. Zhou, and J.-S. Wang, Improved Dyson series expansion for steady-state quantum transport beyond the weak coupling limit: Divergences and resolution, J. Chem. Phys. 141, 194101 (2014).
[37] Y. Yang and C. Wu, Quantum heat transport in a spin-boson nanojunction: Coherent and incoherent mechanisms, Europhys. Lett. 107, 30003 (2014).
[38] J. Liu, H. Xu, B. Li, and C. Wu, Energy transfer in the nonequilibrium spin-boson model: From weak to strong coupling, Phys. Rev. E 96, 012135 (2017).
[39] K. A. Velizhanin, H. Wang, and M. Thoss, Heat transport through model molecular junctions: A multilayer multiconfiguration time-dependent Hartree approach, Chem. Phys. Lett. 460, 325 (2008).
[40] A. Kato and Y. Tanimura, Quantum heat transport of a two-qubit system: Interplay between system-bath coherence and qubit-qubit coherence, J. Chem. Phys. 143, 064107 (2015).
[41] A. Kato and Y. Tanimura, Quantum heat current under non-perturbative and non-Markovian conditions: Applications to heat machines, J. Chem. Phys. 145, 224105 (2016).
[42] D. Segal, Qubit-mediated energy transfer between thermal reservoirs: beyond Markovian Master equation, Phys. Rev. B 87, 195436 (2013).
[43] K. Saito and T. Kato, Signature in heat transfer via a local two-state system, Phys. Rev. Lett. 111, 214301 (2013).
[44] T. Yamamoto, M. Kato, T. Kato, and K. Saito, Heat transport via a local two-state system near thermal equilibrium, New J. Phys. 20, 093014 (2018).
[45] T. Yamamoto and T. Kato, Quantum critical phenomena in heat transport via a two-state system arXiv:1809.03898.
[46] J. Liu, C. Y. Hsieh, D. Segal, and G. Hanna, Heat transfer statistics in mixed quantum-classical systems, J. Chem. Phys., in press.
[47] R. P. Feynman and F. L. Vernon, The theory of a general quantum system interacting with a linear dissipative system, Ann. Phys. New York 24, 118 (1963).
[48] N. Makri and D. E. Makarov, Tensor propagator for iterative quantum time evolution of reduced density matrices. I. Theory, J. Chem. Phys. 102, 4600 (1995).
[49] N. Makri and D. E. Makarov, Tensor propagator for iterative quantum time evolution of reduced density matrices. II. Numerical methodology, J. Chem. Phys. 102, 4611 (1995).
[50] R. Lambert and N. Makri, Memory path propagator matrix for long-time dissipative charge transport dynamics, Mol. Phys. 110, 1967-1975 (2012).
[51] N. Makri, Iterative blip-summed path integral for quantum dynamics in strongly dissipative environments, J. Chem. Phys. 146, 134101 (2017).
[52] A. Strathearn, P. Kirton, D. Kilda, J. Keeling, and B. W. Lovett, Efficient non-Markovian quantum dynamics using time-evolving matrix product operators, Nat. Comm. 9, 1 (2018).
[53] R. Lambert and N. Makri, Quantum-classical path integral: I. Classical memory and weak quantum nonlocality, J. Chem. Phys. 137, 22A552 (2012).
[54] R. Lambert and N. Makri, Quantum-classical path integral: II. Numerical methodology, J. Chem. Phys. 137, 22A553 (2012).
[55] N. Makri, Iterative evaluation of the path integral for a system coupled to an anharmonic bath, J. Chem. Phys. 111, 6164 (1999).
[56] D. Segal, A. J. Mills and D. R. Reichman, Numerically exact path integral simulation of nonequilibrium quantum transport and dissipation, Phys. Rev. B 82, 1 (2010).
[57] K. Funo and H. T. Quan, Path integral approach to quantum thermodynamics, Phys. Rev. Lett. 121, 040602
K. Funo and H. T. Quan, Path integral approach to heat in quantum thermodynamics, Phys. Rev. E 98, 012113 (2018).

The heat current had to be symmetrized in other computational studies of heat transport, see e.g. Refs. [35, 39].

A. Nitzan, Chemical Dynamics in Condensed Phases: Relaxation, Transfer, and Reactions in Condensed Molecular Systems, (Oxford University Press, Oxford, 2006).

L.-A. Wu, C. X. Yu, and D. Segal, Nonlinear quantum heat transfer in hybrid structures: Sufficient conditions for thermal rectification, Phys. Rev. E 80, 041103 (2009).

S. Weiss, J. Eckel, M. Thorwart, and R. Egger, Iterative real-time path integral approach to nonequilibrium quantum transport, Phys. Rev. B 77, 195316 (2008).

S. Weiss, R. Htzen, D. Becker, J. Eckel, R. Egger, and M. Thorwart, Iterative path integral summation for nonequilibrium quantum transport, Phys. Status Solidi B 250, 2298 (2013).

M. Ridley, V. N. Singh, E. Gull, and G. Cohen, Numerically exact full counting statistics of the nonequilibrium Anderson impurity model, Phys. Rev. B 97, 115109 (2018).

P. Stegman, B. Sothmann, A. Hucht, and J. König, Detection of interactions via generalized factorial cumulants in systems in and out of equilibrium, Phys. Rev. B 92, 155413 (2015).

E. Kleinherbers, P. Stregmann, and J. König, Revealing attractive electron-electron interaction in a quantum dot by full counting statistics, arXiv preprint arXiv:1806.05518.

J. Schwinger, Brownian motion of a quantum oscillator, J. Math. Phys. 2, 407 (1961).