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Abstract

In this paper, we introduce a random environment for the exclusion process in $\mathbb{Z}^d$ obtained by assigning a maximal occupancy to each site. This maximal occupancy is allowed to randomly vary among sites, and partial exclusion occurs. Under the assumption of ergodicity under translation and uniform ellipticity of the environment, we derive a quenched hydrodynamic limit in path space by strengthening the mild solution approach initiated in \cite{39} and \cite{21}. To this purpose, we prove, employing the technology developed for the random conductance model, a homogenization result in the form of an arbitrary starting point quenched invariance principle for a single particle in the same environment, which is a result of independent interest. The self-duality property of the partial exclusion process allows us to transfer this homogenization result to the particle system and, then, apply the tightness criterion in \cite{40}.
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1 Introduction

In recent years there has been extensive study of the scaling limit of random walks in both static and dynamic random environment. In this realm, the random conductance model (RCM) takes a prominent place. Various analytic tools have been developed to prove scaling properties such as quenched invariance principles, local central limit theorems as well as detailed estimates on the random walks such as heat kernel bounds (see, e.g., \cite{10} for an overview on the subject).

A natural next step is to consider interacting particle systems in random environment, where particles model transport of mass or energy, while the random environments model, e.g., impurities or defects in the conducting material. The macroscopic effects of the environment may be studied through scaling limits such as hydrodynamic limits, fluctuations and large deviations around the hydrodynamic limit, as well as via the study of non-equilibrium behavior of systems coupled to reservoirs which, in random environment, is still a challenge.

Due to the presence of the random environment, these systems are typically non-gradient and standard gradients methods to study the hydrodynamic behavior do not carry on. Nevertheless, interacting particle systems with (self-)duality are especially suitable to make the step from...
single-particle scaling limits towards the derivation of the macroscopic equation for the many-particle system. Indeed, in such systems, the macroscopic equation can be guessed from the behavior of the expectation of the local particle density which, in turn, amounts to understand the scaling behavior of a single “dual” particle. However, this intuitive “transference principle” from the scaling limit of one random walker to the macroscopic equation has to be made rigorous.

1.1 Model

In the present work, we introduce a random environment for the exclusion process in $\mathbb{Z}^d$ obtained by assigning a maximal occupancy $\alpha_x \in \mathbb{N}$ to each site $x \in \mathbb{Z}^d$ and we study its hydrodynamic limit.

Figure 1: Schematic description of the one-dimensional partial exclusion process in the environment $\alpha = \{\alpha_x, x \in \mathbb{Z}\}$, where $\alpha_x \in \mathbb{N}$ denotes the maximal occupancy of site $x \in \mathbb{Z}$.

In what follows, we refer to random environment as the collection $\alpha = \{\alpha_x, x \in \mathbb{Z}^d\}$, for which we assume the following.

Assumption 1.1 (Ergodicity and uniform ellipticity of $\alpha$). We fix a constant $\epsilon \in \mathbb{N}$ for which the random environment $\alpha = \{\alpha_x, x \in \mathbb{Z}^d\}$ is chosen according to a distribution $\mathcal{P}$ on $\{1, ..., \epsilon\}^{\mathbb{Z}^d}$, which is stationary and ergodic under translations $\{\tau_x, x \in \mathbb{Z}^d\}$ in $\mathbb{Z}^d$.

In particular, all realizations $\alpha$ of the random environment satisfy the following uniform upper and lower bounds:

$$1 \leq \alpha_x \leq \epsilon, \quad x \in \mathbb{Z}^d.$$  \hfill (1.1)

Let us introduce the exclusion process in the environment $\alpha$ (see Figure 1) and indicate the configuration of particles by $\eta = \{\eta(x), x \in \mathbb{Z}^d\}$, consisting of a collection of occupation variables indexed by the sites of $\mathbb{Z}^d$. These variables indicate the number of particles at each site, i.e.,

$$\eta(x) := \text{number of particles at } x.$$  

We define the configuration space $\mathcal{X}^\alpha$ (endowed with the product topology) as

$$\mathcal{X}^\alpha := \Pi_{x \in \mathbb{Z}^d} \{0, ... , \alpha_x\} ;$$  \hfill (1.2)

here the superscript emphasizes the dependence of the configuration space on the realization of the environment. Hence, given a realization $\alpha$ of the random environment, the partial (simple) exclusion process in the environment $\alpha$, abbreviated by SEP($\alpha$), is the Markov process on $\mathcal{X}^\alpha$.
whose generator acts on bounded cylindrical functions $\varphi : X^\alpha \to \mathbb{R}$, i.e., functions which depend only on a finite number of occupation variables, as follows (all throughout the paper, $|\cdot|$ will always denote the Euclidean norm):

$$L^\alpha \varphi(\eta) = \sum_{\{x,y\} \subseteq \mathbb{Z}^d, |x-y|=1} \left\{ \eta(x)(\alpha_y - \eta(y))(\varphi(\eta^{x,y}) - \varphi(\eta)) + \eta(y)(\alpha_x - \eta(x))(\varphi(\eta^{y,x}) - \varphi(\eta)) \right\}.$$ \hspace{1cm} (1.3)

In the above formula, $\eta^{x,y}$ denotes the configuration obtained from $\eta$ by removing a particle (if any) from the site $x$ and adding a particle to the site $y$, i.e.,

$$\eta^{x,y} = \begin{cases} \eta - \delta_x + \delta_y & \text{if } \eta(x) \geq 1 \text{ and } \eta(y) < \alpha_y \\ \eta & \text{otherwise} \end{cases}.$$ \hspace{1cm} (1.4)

Condition (1.1) ensures the existence of the process (see, e.g., [35, Chapter 1]), which we call $\{\eta_t, t \geq 0\}$, defined via the generator (1.3). We highlight that $\text{SEP}(\alpha)$ is an inhomogeneous variant of the partial exclusion process considered in [42] (see also [27]), where $\alpha_x = m$ for any $x \in \mathbb{Z}^d$ and $m$ is a natural number, while, for the choice $\alpha_x = 1$ for any $x \in \mathbb{Z}^d$, we recover the simple symmetric exclusion process in $\mathbb{Z}^d$ (see, e.g., [35]). Moreover, if there is only one particle in the system, no interaction takes place and we are left with a single random walk in the environment $\alpha$, that we call random walk in the random environment $\alpha$, abbreviated by $\text{RW}(\alpha)$. More precisely, $\text{RW}(\alpha)$ is the Markov process $\{X_t^\alpha, t \geq 0\}$ on $\mathbb{Z}^d$ with law $P^\alpha$ induced by the infinitesimal generator given by

$$A^\alpha f(x) := \sum_{y \in \mathbb{Z}^d, |y-x|=1} \alpha_y (f(y) - f(x)) ,$$ \hspace{1cm} (1.5)

where $f : \mathbb{Z}^d \to \mathbb{R}$ is a bounded function. For all $x \in \mathbb{Z}^d$, let $X^{\alpha,x}_t = \{X_{t}^{\alpha,x}, t \geq 0\}$ denote the random walk $\text{RW}(\alpha)$ started in $x \in \mathbb{Z}^d$.

### 1.2 Quenched hydrodynamics and discussion of related literature

The main result of this paper, Theorem 2.2, states that, under Assumption 1.1, for almost every realization of the environment $\alpha$, the path-space hydrodynamic limit of $\text{SEP}(\alpha)$ is a deterministic diffusion equation with a non-degenerate diffusion matrix not depending on the realization of the environment. To this purpose, we run through the following steps. First, we show that $\text{SEP}(\alpha)$ is dual to $\text{RW}(\alpha)$ and we express the occupation variables of $\text{SEP}(\alpha)$ at time $t$ as mild solutions of a lattice stochastic partial differential equation, linear in the drift. Then we show that the microscopic disorder $\alpha$ undergoes a homogenization effect, in the form of a quenched invariance principle for the random walks $\text{RW}(\alpha)$. In conclusion, we transfer this homogenization effect from the random walk to the interacting particle system via the aforementioned duality. To the essence, this transference principle boils down to the following two requirements:

(i) Consistency of the initial conditions (see Definition 2.1 below) stating, roughly speaking, that a law of large numbers holds for the initial particle densities;

(ii) The validity of a quenched homogenization result for the random walks $\text{RW}(\alpha)$ in the form of an arbitrary starting point quenched invariance principle (see (3.1) below).
The mild solution approach to hydrodynamic limits in random environment has been initiated in [39] in $\mathbb{Z}^d$ with $d = 1$ and further developed to any dimension and with less restrictive conditions in [21]. Hence, the idea of deriving the hydrodynamic limit in random environment from a homogenization result for the dual random walk is not new. These works, though, lack of a proof of path space tightness for the empirical density fields of the particle system, as more classical tightness criteria such as Aldous-Rebolledo and Censov (see, respectively, e.g., [33] and [17]) do not apply when employing a mild solution representation for the density fields.

On the other hand, along with the derivation of the limiting hydrodynamic equation, the proof of tightness for particle systems in random environment has been obtained in several works by introducing the so-called corrected empirical density field, an auxiliary process for which the evolution equation “closes” and the aforementioned tightness criteria apply. Thus, one has to face the extra step consisting in proving that the empirical density field and the corrected one are close in a suitable sense. The idea of the corrected empirical density field has been introduced in [31] for the exclusion process with random conductances on $\mathbb{Z}^d$ with $d = 1$ and later extended to the $d$-dimensional torus in [28], with $d \geq 1$, and more general geometries in [30]. The construction of the corrected empirical density field as in [28] is general enough to apply, by employing the convergence of either the random walk generators or the associated Dirichlet forms, also to different contexts, like in [25] for a one-dimensional subdiffusive exclusion process, [23] for a zero range process with random conductances and our context of site-varying maximal occupancy exclusion process. However, we believe that a general strategy to establish tightness and the hydrodynamic limit for sequences of tempered distribution-valued mild solutions may be of help when stochastic convolutions, although not being martingales, ensure a stronger space-time regularity of the stochastic processes as in the context, e.g., of Gaussian SPDEs. In [40], in which the hydrodynamic limit of the simple exclusion process in presence of dynamic random conductances is studied, a criterion for relative compactness, based on the notion of uniform stochastic continuity, has been presented. We apply this criterion to our context of partial exclusion, which has the advantages to directly apply to the sequence of mild solutions and avoid the introduction of the auxiliary sequence of the corrected empirical density fields.

Next to the problem of ensuring relative compactness for the empirical density, another main challenge in the study of scaling limits of particle systems in random environment is to prove a homogenization result for the underlying environment. To get the desired homogenization result we employ, via a suitable random time change, several concepts and results developed in the context of the random conductance model (RCM) (see, e.g., [10]). So far, the technology developed in the last two decades for RCM has not been employed in the context of particle systems in random environment, other types of convergence being preferred. In particular, either $\Gamma$-convergence (see, e.g., [30]) or two-scale convergence (see, e.g., [22, 24]) were employed to recover quenched hydrodynamic limits for the simple exclusion process in more general settings than RCM with uniformly elliptic conductances.

For the RW($\alpha$) under Assumption 1.1, one does not need such a level of generality and it is natural to try to use the existing quenched invariance principles for the random conductance model. However all quenched invariance principles for RCM (see, e.g., [1,2,3,7,43]) are derived for the walk starting at the origin, which is, in general, too weak as a convergence to ensure the quenched hydrodynamic limit for the particle system. To fill the gap between quenched invariance principle and quenched hydrodynamic limit, a homogenization result involving the random walks RW($\alpha$) starting from all spatial locations suffices. To this purpose, we choose to extend the quenched invariance principle valid for the random walk starting from the origin to walks starting from arbitrary sequences of starting points; we believe the latter to be a result of interest in its own right. Note that this strengthening is not trivial due to the lack of translation invariance of the law of the random walk in quenched random environment.

The problem of deriving quenched arbitrary starting point invariance principles has been
posed in [41] and only recently solved in [14] for the static random conductance model on the
supercritical percolation cluster. In our context of random environment α, in order to prove
the quenched invariance principle with arbitrary starting positions for the dual random walk,
we use the formalism and ideas from [14].

The connection between the quenched invariance principle in RCM and hydrodynamics in
random environment seems to be promising, at least in the case of particle systems with self-
duality, and this gives hope, for future works, to obtain path-space hydrodynamic limit also in
degenerate environments. In conclusion, we remark that other strategies than self-duality to prove
hydrodynamic limits for interacting particle systems in random environment are available and
rely on the non-gradient methods (see, e.g., [26]) and methods based on Riemann-characteristics
for hyperbolic concentration laws (see, e.g., [55]).

The remaining of the paper is organized as follows. In Section 2 we state the main theorem –
the quenched hydrodynamic limit in path space – and explain the strategy of the proof in more
detail. Section 3 is devoted to the arbitrary starting point quenched invariance principle and
Section 4 to the proof of the hydrodynamic limit. The proofs of some auxiliary results stated in
the body of the paper are collected in separate appendices at the end of the manuscript.

2 Main result and strategy of the proof

As observable of the macroscopic behavior of the interacting particle system, we consider the
empirical density fields, indicated, for all $N \in \mathbb{N}$, by $X^N = \{X^N_t, t \geq 0\}$. Given, for a fixed
realization of the environment $\alpha$, a sequence of probability measures $\nu^N = \{\nu^N_x\}_{x \in \mathbb{N}}$ on
the configuration space $\mathcal{X}^\alpha$, for all $N \in \mathbb{N}$, the empirical density field $X^N$ is a measure-valued
process obtained as a function of the system $\eta = \{\eta_t, t \geq 0\}$ as follows:

$$X^N_t := \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} \delta_{\frac{x}{N}} \eta_{tN^2}(x), \quad (2.1)$$

where $\eta$ is the process $\text{SEP}(\alpha)$ introduced in Section 1 initially distributed as $\nu^\alpha_N$. We refer to $\mathbb{E}^\alpha_{\eta, N}$ as the probability measure on the Skorokhod space $D([0, \infty), \mathcal{X}^\alpha)$ of such process and let $\mathbb{E}^\alpha_{\eta}$ denote the corresponding expectation, while $\mathbb{E}^\alpha_{\eta, N}$ and $\mathbb{E}^\alpha_{\eta}$ indicate the law and the corresponding
expectation, respectively, of the process starting from the configuration $\eta$. We note that the
definition (2.1) encodes a space-time diffusive rescaling of the microscopic system. Moreover,
due to the uniform upper bound in (1.1) on the maximal occupancies, we view (as done, e.g.,
in the textbook [17, Chapter 2]) the empirical density fields as processes in $D([0, \infty), \mathcal{S}'(\mathbb{R}^d))$;
here, $\mathcal{S}'(\mathbb{R}^d)$ denotes the topological dual of the Schwartz class of smooth and rapidly decreasing
functions $\mathcal{S}(\mathbb{R}^d)$ and $D([0, \infty), \mathcal{S}'(\mathbb{R}^d))$ the Skorokhod space of $\mathcal{S}'(\mathbb{R}^d)$-valued càdlàg trajecto-
ries. For further details on the construction and topologies of these spaces, we refer to, e.g., [17]
Chapter 2, Section 6], [38], as well as [32 Chapter 2, Section 4]. Hence, for all $t \geq 0$, the action
of $X^N_t$ on the test function $G \in \mathcal{S}(\mathbb{R}^d)$ is given by

$$X^N_t(G) := \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} G \left( \frac{x}{N} \right) \eta_{tN^2}(x). \quad (2.2)$$

Let us remark that this choice of the functional spaces $D([0, \infty), \mathcal{S}'(\mathbb{R}^d))$, while being standard
when studying fluctuation fields, is less canonical in the context of hydrodynamic limits (cf.,
e.g., [33]). The motivation behind this choice is twofold. On the one side, the nuclear structure
of the pair $\mathcal{S}(\mathbb{R}^d)$ and $\mathcal{S}'(\mathbb{R}^d)$ allows, in Section 4.1 to employ Mitoma’s tightness criterion
for processes in $D([0, \infty), \mathcal{S}'(\mathbb{R}^d))$, see [38]. On the other side, in Section 4.2 we need that
$\mathcal{S}(\mathbb{R}^d)$ is dense and invariant under the action of the semigroup on $C_0(\mathbb{R}^d)$ – the Banach space
of continuous and vanishing at infinity functions endowed with the supremum norm – of the $d$-dimensional Brownian motion $\{B^\Sigma_t, \ t \geq 0\}$ with diffusion matrix $\Sigma \in \mathbb{R}^{d \times d}$, i.e., the strongly continuous and contraction semigroup $\{S^\Sigma_t, \ t \geq 0\}$ on $C_0(\mathbb{R}^d)$ associated to the following second-order differential operator

$$A^\Sigma = \frac{1}{2} \nabla \cdot (\Sigma \nabla) .$$

As our goal is to study the limit of the $N$-th empirical density field $X^N$ as $N$ goes to infinity, we need to require that the initial particle configurations suitably rescale to a macroscopic profile. We make this requirement precise in the following definition, in which $\mathcal{P}(\mathcal{X}^\alpha)$ denotes the space of probability measures on $\mathcal{X}^\alpha$.

**Definition 2.1** (Consistency of the initial conditions). We say that, for a given environment $\alpha$, a sequence of probabilities $\nu^\alpha := \{\nu^\alpha_N\}_{N \in \mathbb{N}}$ in $\mathcal{P}(\mathcal{X}^\alpha)$ is consistent to a continuous macroscopic profile $\bar{\rho} : \mathbb{R}^d \to [0, 1]$ if the following convergence

$$\nu^\alpha_N \left( \left\{ \eta \in \mathcal{X}^\alpha : \left| \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} G(\frac{x}{N}) &\eta(x) - \int_{\mathbb{R}^d} G(u) E_P [\alpha_0] \bar{\rho}(u) \, du \right| > \delta \right\} \right) \xrightarrow{N \to \infty} 0 \quad (2.3)$$

holds for all $G \in \mathcal{S}(\mathbb{R}^d)$ and $\delta > 0$.

We are ready to state our main theorem, whose proof is deferred to Section 4 below.

**Theorem 2.2** (Hydrodynamic limit in quenched random environment). Let $\bar{\rho} : \mathbb{R}^d \to [0, 1]$ be a continuous macroscopic profile and, for all realizations of the environment $\alpha$, let $\nu^\alpha := \{\nu^\alpha_N\}_{N \in \mathbb{N}}$ be a sequence of probabilities on $\mathcal{P}(\mathcal{X}^\alpha)$. Recall Definition 2.1, define

$$\mathcal{C} := \left\{ \alpha \in \{1, \ldots, \varepsilon\}^{\mathbb{Z}^d} : \nu^\alpha \text{ is consistent with } \bar{\rho} \right\}, \quad (2.4)$$

and assume that $\mathcal{P}(\mathcal{C}) = 1$.

Then, there exists two measurable subsets $\mathcal{A}$ and $\mathcal{B} \subseteq \{1, \ldots, \varepsilon\}^{\mathbb{Z}^d}$ with $\mathcal{P}(\mathcal{A}) = \mathcal{P}(\mathcal{B}) = 1$ (given, respectively, in (2.16) and (3.11) below) such that, for all $\alpha \in \mathcal{A} \cap \mathcal{B} \cap \mathcal{C}$ and for all $T > 0$, we have the following weak convergence in $\mathcal{D}([0, T], \mathcal{S}'(\mathbb{R}^d))$:

$$\{X^N_t, \ t \in [0, T]\} \xrightarrow{N \to \infty} \{\pi^\Sigma_t, \ t \in [0, T]\}, \quad (2.5)$$

where the empirical density fields $\{X^N_t, \ t \in [0, T]\}_{N \in \mathbb{N}}$ are given as in (2.1) and

$$\pi^\Sigma_t(du) := E_P [\alpha_0] \rho^\Sigma_t(u) \, du, \quad (2.6)$$

with $\{\rho^\Sigma_t, \ t \geq 0\}$ being the unique strong solution in $\mathbb{R}^d$ to

$$\begin{cases}
\partial_t \rho = \frac{1}{2} \nabla \cdot (\Sigma \nabla \rho) \\
\rho_0 = \bar{\rho} .
\end{cases} \quad (2.7)$$

In particular, the diffusion matrix $\Sigma \in \mathbb{R}^{d \times d}$ in (2.7) and given in Proposition 3.4 below is non-degenerate, symmetric, positive-definite and does not depend on the particular realization of the environment.

**Remark 2.3** (Existence and uniqueness of the limit). Let $C_b(\mathbb{R}^d)$ denote the Banach space of continuous and bounded functions from $\mathbb{R}^d$ to $\mathbb{R}$ endowed with the supremum norm. It is well-known (see, e.g., [20, Chapter 2, Section 3.1, Theorem 1]) that, $\bar{\rho}$ being bounded and continuous,
the strong solution \{\rho^\Sigma_t, t \geq 0\} to (2.7) exists, is unique and admits the following stochastic representation in terms of the contraction and strongly continuous semigroup of Brownian motion \{B^\Sigma_t, t \geq 0\} on \mathcal{C}_0(\mathbb{R}^d), still referred to – with a slight abuse of notation – as \{S^\Sigma_t, t \geq 0\}:

\rho^\Sigma_t = S^\Sigma_t \bar{\rho}, \quad t \geq 0.

(2.8)

Moreover, by [29, Theorem 1.4], there exists a unique element \{\pi_t, t \geq 0\} in the space of \mathcal{S}'(\mathbb{R}^d)-valued continuous trajectories \mathcal{C}([0, \infty), \mathcal{S}'(\mathbb{R}^d)) (see, e.g., [29, Chapter 2, Section 4]) such that either one of the following two identities hold for all \(t \geq 0\) and \(G \in \mathcal{S}(\mathbb{R}^d):

\pi_t(G) = \pi^\beta(G) + \int_0^t \pi_s(A^\Sigma G) \, ds \quad \text{or} \quad \pi_t(G) = \pi^\beta(S^\Sigma_t G),

(2.9)

where

\pi^\beta(du) := \mathbb{E}_P[\alpha_0] \bar{\rho}(u) \, du.

(2.10)

As a consequence of (2.8) and

\int_{\mathbb{R}^d} S^\Sigma_t G(u) H(u) \, du = \int_{\mathbb{R}^d} G(u) S^\Sigma_t H(u) \, du, \quad G \in \mathcal{S}(\mathbb{R}^d), H \in \mathcal{C}_0(\mathbb{R}^d), \ t \geq 0,

(2.11)

such a unique element must coincide with \{\pi^\Sigma_t, t \geq 0\} in (2.6).

Before discussing the strategy of proof of Theorem 2.2, we present an ergodic theorem (Lemma 2.5 below) of importance at various stages of the paper; in particular, this allows us to exhibit in Proposition 2.6 below a class of initial distributions for SEP(\(\alpha\)) which verify the assumption of Theorem 2.2. Preliminarily, we need the following definition.

**Definition 2.4.** A subset \(F\) of \(\mathcal{C}_0(\mathbb{R}^d)\) is said to be equicontinuous if

\[ \lim_{\delta \downarrow 0} \sup_{u,v \in \mathbb{R}^d} \sup_{F \in F} |F(u) - F(v)| = 0 \]

(2.12)

holds, bounded if

\[ \sup_{F \in F} \sup_{u \in \mathbb{R}^d} |F(u)| < \infty \]

(2.13)

holds, and uniformly integrable if

\[ \sup_{F \in F} |F(u)| \leq f(u), \quad u \in \mathbb{R}^d, \]

(2.14)

holds for some function \(f \in L^1(\mathbb{R}^d) \cap \mathcal{C}_0(\mathbb{R}^d)\).

**Lemma 2.5.** Under Assumption [1,1] on the environment, for \(\mathcal{P}\)-a.e. realization of the environment \(\alpha\), the following holds:

For all equicontinuous, bounded and uniformly integrable subsets \(F\) of \(\mathcal{C}_0(\mathbb{R}^d)\) (see Definition 2.4), we have

\[ \sup_{F \in F} \left| \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} F(\frac{x}{N}) \alpha_x - \mathbb{E}_P[\alpha_0] \int_{\mathbb{R}^d} F(u) \, du \right| \xrightarrow{N \to \infty} 0. \]

(2.15)
The proof of Lemma 2.5 can be found in Appendix B below. Moreover, we find convenient to define
\[ \mathfrak{A} := \{ \alpha \in \{1, \ldots, c\}^{\mathbb{Z}^d} : \text{the claim in Lemma 2.5 holds for } \alpha \} \quad (2.16) \]

By a detailed balance computation, it is simple to check that the following product measures
\[ \nu_\alpha^\alpha := \bigotimes_{x \in \mathbb{Z}^d} \text{Binomial}(\alpha_x, p) \quad (2.17) \]
are reversible measures for \( \text{SEP}(\alpha) \), for all parameters \( p \in [0,1] \). In general, if the parameter \( p \) depends on the site \( x \in \mathbb{Z}^d \), the corresponding Bernoulli product measures are not invariant for the exclusion dynamics. Nevertheless, as shown in Proposition 2.6 below, such probability measures with slowly varying parameter satisfy the assumptions of Theorem 2.2.

**Proposition 2.6.** For all \( \alpha \in \mathfrak{A} \) (see (2.16)) and for all continuous profiles \( \tilde{\rho} : \mathbb{R}^d \to [0,1] \), the sequence of probabilities \( \{\nu_N^{\alpha,\tilde{\rho}}\}_{N \in \mathbb{N}} \) in \( \mathcal{P}(\mathcal{X}^\alpha) \) given, for all \( N \in \mathbb{N} \), by
\[ \nu_N^{\alpha,\tilde{\rho}} := \bigotimes_{x \in \mathbb{Z}^d} \text{Binomial}(\alpha_x, \tilde{\rho}(\frac{x}{N})) \quad (2.18) \]
is consistent with the continuous profile \( \tilde{\rho} \) (Definition 2.1), thus, satisfying the assumption of Theorem 2.2.

**Proof.** Note that, for all realizations of the environment \( \alpha \), \( N \in \mathbb{N} \) and \( x \in \mathbb{Z}^d \), one has
\[ \mathbb{E}^{\alpha}_{\nu_N^{\alpha,\tilde{\rho}}} [\eta(x)] = \alpha_x \tilde{\rho}(\frac{x}{N}) \quad \text{and} \quad \mathbb{E}^{\alpha}_{\nu_N^{\alpha,\tilde{\rho}}} \left[ (\eta(x) - \alpha_x \tilde{\rho}(\frac{x}{N}))^2 \right] = \alpha_x \tilde{\rho}(\frac{x}{N}) \left( 1 - \tilde{\rho}(\frac{x}{N}) \right) \quad (2.19) \]
Hence, by Chebyshev’s inequality, for all \( \delta > 0 \) and \( G \in \mathcal{F}(\mathbb{R}^d) \),
\[ \nu_N^{\alpha,\tilde{\rho}} \left( \left\{ \eta \in \mathcal{X}^\alpha : \left| \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} G(\frac{x}{N}) (\eta(x) - \alpha_x \tilde{\rho}(\frac{x}{N})) \right| > \delta \right\} \right) \to 0 \quad (2.20) \]
holds true for all \( \alpha \). With the observation that, for all functions \( G \in \mathcal{F}(\mathbb{R}^d) \) and continuous profiles \( \tilde{\rho} : \mathbb{R}^d \to [0,1] \), the product of \( G \) and \( \tilde{\rho} \) is continuous, bounded and integrable, Lemma 2.5 yields the desired result for \( \alpha \in \mathfrak{A} \).

\[ \Box \]

### 2.1 Duality

For all given environments \( \alpha \), \( \text{SEP}(\alpha) \) and \( \text{RW}(\alpha) \), besides being the latter a particular instance of the former when the system consists of only one particle, are connected through the notion of **stochastic duality**, or, shortly, **duality**. This notion occurs in various contexts (see, e.g., [13]) and, in the particular case of interacting particle systems, turns useful when quantities of a many-particle system may be studied in terms of quantities of a simpler, typically a-few-particle, system. Moreover, when this duality relation is established between two copies of the same Markov process, one speaks about **self-duality**.

\( \text{SEP}(\alpha) \) is a self-dual Markov process, meaning that there exists a function \( D^\alpha : \mathcal{X}^\alpha \times \mathcal{X}^\alpha \to \mathbb{R} \) (with \( \mathcal{X}^\alpha \) being the subset of configurations in \( \mathcal{X}^\alpha \) with finitely-many particles), called **self-duality function**, given by
\[ D^\alpha(\xi, \eta) := \prod_{x \in \mathbb{Z}^d} \frac{\eta(x)!}{(\eta(x) - \xi(x))!} \frac{(\alpha_x - \xi(x))!}{\alpha_x!} 1_{\{\xi(x) \leq \eta(x)\}} \]
for which the following self-duality relation holds: for all $\xi \in X^\alpha_f$ and $\eta \in X^\alpha$,\[ L^\alpha D^\alpha(\cdot, \eta)(\xi) = L^\alpha D^\alpha(\xi, \cdot)(\eta) . \] (2.21)

In particular, the l.h.s. corresponds to apply the generator $L^\alpha$ to the function $D(\cdot, \eta)$ and evaluate the resulting function at $\xi$; similarly for the r.h.s.. This property was proven for the first time in [12] for the homogeneous partial exclusion, i.e., for $\alpha_x = m \in \mathbb{N}$ for all $x \in \mathbb{Z}^d$, (see also [27]) and extends to the random environment context.

We are interested in a particular instance of this self-duality property, namely when the dual configuration consists in a single particle configuration, i.e., $\xi = \delta_x$ for some $x \in \mathbb{Z}^d$. In this case the function $D^\alpha(\delta_x, \eta) =: D^\alpha(x, \eta)$ reads
\[ D^\alpha(x, \eta) = \frac{\eta(x)}{\alpha_x} \] (2.22)
and the self-duality relation reduces to
\[ A^\alpha D^\alpha(\cdot, \eta)(x) = L^\alpha D^\alpha(x, \cdot)(\eta) , \] (2.23)
which may be checked by a straightforward computation. Relation (2.23) has to be interpreted as a duality relation between SEP($\alpha$) and RW($\alpha$) with duality function $D^\alpha$ given in (2.22).

Notice that the generator $A^\alpha$ is, in view of Assumption 1.1, a bounded operator on both Banach spaces $\ell^\infty(\mathbb{Z}^d, \alpha)$ and $\ell^1(\mathbb{Z}^d, \alpha)$, where $\alpha$ plays the role of reference measure on $\mathbb{Z}^d$ assigning to each site $x \in \mathbb{Z}^d$ the positive value $\alpha_x$. Likewise, $A^\alpha$ is a bounded operator on the weighted Hilbert space $\ell^2(\mathbb{Z}^d, \alpha)$ whose inner product is defined as
\[ \langle f, g \rangle := \sum_{x \in \mathbb{Z}^d} f(x) g(x) \alpha_x . \] (2.24)

With a slight abuse of notation, we continue to use $\langle \cdot, \cdot \rangle$ also for the bilinear map on $\ell^1(\mathbb{Z}^d, \alpha) \times \ell^\infty(\mathbb{Z}^d, \alpha)$ defined by the r.h.s. of (2.24); moreover, we let $A_\alpha$ and $\{ S^\alpha_t, \ t \geq 0 \}$ denote the generator and corresponding semigroup associated to RW($\alpha$), indistinguishably of the Banach space they act on.

As it follows from a detailed balance relation, RW($\alpha$) is reversible with respect to the weighted counting measure $\alpha$. More precisely, $A^\alpha$ is self-adjoint in $\ell^2(\mathbb{Z}^d, \alpha)$ and, moreover, for all $f \in \ell^1(\mathbb{Z}^d, \alpha)$ (resp. $\ell^2(\mathbb{Z}^d, \alpha)$) and $g \in \ell^\infty(\mathbb{Z}^d, \alpha)$ (resp. $\ell^2(\mathbb{Z}^d, \alpha)$) and for all $t \geq 0$, we have
\[ \langle S^\alpha_t f, g \rangle = \langle f, S^\alpha_t g \rangle , \] (2.25)
or, equivalently,
\[ \alpha_x p^\alpha_{t}(x, y) = \alpha_y p^\alpha_{t}(y, x) , \quad x, y \in \mathbb{Z}^d , \ t \geq 0 , \] (2.26)
for the corresponding transition probabilities.

2.2 Strategy of the proof

The self-duality relation (2.23) suggests that the limiting collective behavior of the particle density is connected to the limiting behavior of the diffusively rescaled RW($\alpha$). Let us describe the strategy of the proof of our main result and the role of this connection.

2.2.1 Mild solution representation

As a first observation, by following closely [39] and [21], for all realizations of the environment $\alpha$, we apply Dynkin’s formula to the bounded cylindrical functions $\{ D^\alpha(x, \cdot) : X^\alpha \rightarrow \mathbb{R} \}_{x \in \mathbb{Z}^d}$ given in (2.22): for all initial configurations $\eta \in X^\alpha$, we have
\[ D^\alpha(x, \eta) = D^\alpha(x, \eta) + \int_0^t L^\alpha D^\alpha(x, \cdot)(\eta_s) \, ds + M^\alpha_t(x) , \quad x \in \mathbb{Z}^d , \ t \geq 0 , \] (2.27)
where \( \{M_t^\alpha(x), t \geq 0\}_{x \in \mathbb{Z}^d} \) is a family of martingales w.r.t. the natural filtration of the process whose joint law is characterized in terms of their predictable quadratic covariations (see (4.12)–(4.3) below; for an explicit construction of these martingales, see Appendix A below). We remark that in (2.27) above \( L^\alpha \) acts on the function \( D^\alpha(\cdot, \cdot) \) w.r.t. the \( \eta \)-variables. We recall from (2.23) that the function \( D^\alpha : \mathbb{Z}^d \times \mathcal{X}^\alpha \rightarrow \mathbb{R} \) of the joint system is a duality function between \( \text{SEP}(\alpha) \) and \( \text{RW}(\alpha) \). Hence, by using (2.23), we rewrite (2.27) as

\[
D^\alpha(x, \eta_t) = D^\alpha(x, \eta) + \int_0^t A^\alpha D^\alpha(\cdot, \eta_s)(x) \, ds + M_t^\alpha(x), \quad x \in \mathbb{Z}^d, \ t \geq 0, \tag{2.28}
\]

yielding a system (indexed by \( x \in \mathbb{Z}^d \)) of linear – in the drift – stochastic integral equations. As a consequence, the solution of this system may be represented as a mild solution by considering the semigroup \( \{S_t^\alpha, t \geq 0\} \) associated to the generator \( A^\alpha \) of \( \text{RW}(\alpha) \), i.e., we have

\[
D^\alpha(x, \eta_t) = S_t^\alpha D^\alpha(\cdot, \eta_0)(x) + \int_0^t S_{t-s}^\alpha dM_s^\alpha(x), \quad x \in \mathbb{Z}^d, \ t \geq 0, \tag{2.29}
\]

where

\[
\int_0^t S_{t-s}^\alpha dM_s^\alpha(x) := \int_0^t \sum_{y \in \mathbb{Z}^d} P^\alpha(\mathcal{X}_{t-s}^\alpha = y) \, dM_s^\alpha(y) \tag{2.30}
\]

(for a definition of \( \mathcal{X}_{t-s}^\alpha \) and its law, see the end of Section 1.1; for a proof of the absolute convergence of the latter infinite sum, we refer the reader to Lemma A.2 below).

Combining the definitions (2.1)–(2.2) and (2.22) with the mild solution representation in (2.29), we rewrite the empirical density fields, for all test functions \( G \in \mathcal{S}(\mathbb{R}^d) \), as follows:

\[
X^N_t(G) = \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} G(x) \, D^\alpha(x, \eta_{tN^2}) \, \alpha_x
\]

\[
= \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} G(x) \, S_{tN^2}^\alpha D^\alpha(\cdot, \eta_0)(x) \, \alpha_x + \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} G(x) \left( \int_0^{tN^2} S_{tN^2-s}^\alpha \, dM_s^\alpha(x) \right) \, \alpha_x.
\]

Furthermore, because both \( A^\alpha \) and the corresponding semigroup are self-adjoint in \( l^2(\mathbb{Z}^d, \alpha) \) (see (2.23)), we obtain:

\[
X^N_t(G) = \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} S_{tN^2}^\alpha G(x) \, D^\alpha(x, \eta_0) \, \alpha_x + \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} \left( \int_0^{tN^2} S_{tN^2-s}^\alpha G(x) \, dM_s^\alpha(x) \right) \, \alpha_x
\]

\[
= \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} S_{tN^2}^\alpha G(x) \, \eta_0(x) + \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} \left( \int_0^{tN^2} S_{tN^2-s}^\alpha G(x) \, dM_s^\alpha(x) \right) \, \alpha_x
\]

\[
= X^N_t(S_{tN^2}^\alpha) + \int_0^t \, dM_s^N(S_{tN^2-s}^\alpha G), \tag{2.31}
\]

where we adopted the shorthand, for all \( G \in \mathcal{S}(\mathbb{R}^d) \),

\[
\int_0^t \, dM_s^N(S_{tN^2-s}^\alpha G) := \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} \left( \int_0^{tN^2} S_{tN^2-s}^\alpha G \, dM_s^\alpha(x) \right) \, \alpha_x, \tag{2.32}
\]

with

\[
S_t^\alpha G(x) := S_t^\alpha G(x), \quad \alpha \in \mathbb{Z}^d, \ t \geq 0. \tag{2.33}
\]

Hence, we obtain in (2.31) the same decomposition as in, e.g., [39, 21, 25, 40], in which the empirical density field is written as a sum of its expectation (the first term on the r.h.s. of (2.31)), and “noise” (the second term), which is not a martingale.
2.2.2 From the arbitrary starting point invariance principle towards the path space hydrodynamic limit

As in those works, our first aim is to prove that, for \( P \)-a.e. \( \alpha \), the finite-dimensional distributions of the empirical density fields converge in probability to those of the solution of the hydrodynamic equation \( (2.7) \). Moreover, since convergence in probability of finite-dimensional distributions is implied by the convergence in probability of single marginals, it suffices to prove convergence of one-dimensional distributions. In particular, we will show in Section 4 below that, for all \( G \in \mathcal{S}(\mathbb{R}^d) \), \( t \geq 0 \) and \( \delta > 0 \),

\[
\mathbb{P}_\nu^{\alpha \nu}( \left| \int_0^{tN^2} \text{d}M_s^{\alpha}(S_{N^2-s}^{\alpha} G) \right| > \delta ) \rightarrow N \rightarrow \infty 0 (2.34)
\]

holds for all environments \( \alpha \), and that (recall \( (2.10) \))

\[
\mathbb{P}_\nu^{\alpha \nu}( \left| X_0^{\alpha}(S_{N^2}^{\alpha} G) - \pi^\alpha(S_1^G) \right| > \delta ) \rightarrow N \rightarrow \infty 0 (2.35)
\]

holds for \( P \)-a.e. environment \( \alpha \). Hence, provided that \( \{X_t^N, t \geq 0\} \) is relatively compact in \( D([0, \infty), \mathcal{S}'(\mathbb{R}^d)) \) and that all limit points belong to \( C([0, \infty), \mathcal{S}'(\mathbb{R}^d)) \), \((2.34)–(2.35)\) and the uniqueness result in Remark 2.3 would then yield a quenched (w.r.t. the environment law \( P \)) convergence in probability of finite-dimensional distributions for the empirical density fields.

More specifically, the convergence in \((2.34)\) (whose proof is close in spirit to that in all other related works) relies on Chebyshev’s inequality and the uniform upper bound \((1.1)\) on the environment \( \alpha \). This result is established in Section 4.2 below. For what concerns \((2.35)\), as done in the aforementioned references, the idea is to go through a homogenization result which ensures convergence – in a sense to be made precise – of semigroups for \( P \)-a.e. \( \alpha \). In particular, provided \( \alpha \) is an environment for which the following \( L^1 \)-convergence

\[
\frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} \left| S_{N^2}^{\alpha\nu}(\frac{\bar{x}}{N}) - S_1^G(\frac{\bar{x}}{N}) \right| \rightarrow N \rightarrow \infty 0 , \quad t \geq 0 , (2.36)
\]

holds for all \( G \in \mathcal{S}(\mathbb{R}^d) \), Markov’s inequality, the uniform boundedness of the occupation variables \( \{\eta(x), x \in \mathbb{Z}^d\} \) and \((2.36)\) yield

\[
\mathbb{P}_\nu^{\alpha \nu}( \left| X_0^{\alpha}(S_{N^2}^{\alpha} G) - X_0^{\nu}(S_1^G) \right| > \delta ) \rightarrow N \rightarrow \infty 0 , \quad t \geq 0 , (2.37)
\]

for that same environment \( \alpha \) and all test functions \( G \in \mathcal{S}(\mathbb{R}^d) \). By combining \((2.37)\) – which will hold for \( P \)-a.e. \( \alpha \) – with the assumption of \( P \)-a.s. consistency of initial conditions (see the statement of Theorem 2.2 and Definition 2.1), we obtain \((2.35)\) for \( P \)-a.e. \( \alpha \). All the details of the proof of \((2.35)\) may be found in Proposition 4.4 below.

In view of these considerations, the proof of convergence of the finite dimensional distributions of the empirical density fields boils down to show \((2.34) \) and \((2.36)\). Several methods have been developed in, e.g., [39, 21, 25, 24] to obtain \((2.36)\). The road we follow here is to derive \((2.36)\) from quenched invariance principle results for random conductance models (RCM) (see, e.g., [10]) in the following two steps:

(i) By viewing our random walks \( \text{RW}(\alpha) \) as random time changes of suitable RCM, we derive from well-known analogous results in the context of RCM, a quenched invariance principle for the random walk \( \text{RW}(\alpha) \) started from the origin.
(ii) By means of the space-time Hölder equicontinuity of the semigroups \( \{ S^N_t, t \geq 0 \} \) for its definition), heat kernel upper bounds and building on the ideas in Appendix A.2], we obtain: for \( P \)-a.e. realization of the environment \( \alpha \),

For all \( T > 0 \) and \( G \in C_0(\mathbb{R}^d) \),

\[
\sup_{t \in [0,T]} \sup_{x \in \mathbb{Z}^d} \left| S^N_{tN} G(x_N) - S^G_t G(\frac{x_N}{N}) \right| \xrightarrow{N \to \infty} 0 , \quad (2.38)
\]

holds true.

Relating the above convergence of Markov semigroups to the weak convergence in path-space of the corresponding Markov processes, it is straightforward to check that (2.38) implies the weak convergence of the finite dimensional distributions of \( \text{RW}(\alpha) \) with arbitrary starting positions, i.e., for \( P \)-a.e. \( \alpha \),

For all \( u \in \mathbb{R}^d \) and for any sequence of points \( \{ x_N \} \subseteq \mathbb{Z}^d \) such that \( \frac{x_N}{N} \to u \) as \( N \to \infty \),

\[
E^\alpha \left[ G_1 \left( \frac{X_{t_1,N}^{\alpha,x_N}}{N} \right) \cdots G_n \left( \frac{X_{t_n,N}^{\alpha,x_N}}{N} \right) \right] \xrightarrow{N \to \infty} E \left[ G_1 \left( B_{t_1}^{\Sigma,u} \right) \cdots G_n \left( B_{t_n}^{\Sigma,u} \right) \right]
\]

holds true for all \( n \in \mathbb{N} \), \( 0 \leq t_1 < \cdots < t_n \) and \( G_1, \ldots, G_n \in C_0(\mathbb{R}^d) \), where \( \{ B_{t}^{\Sigma,u} := B_{t}^{\Sigma} + u, t \geq 0 \} \) is the Brownian motion introduced in Section 2 started from \( u \in \mathbb{R}^d \).

Moreover, as a direct consequence of the heat kernel upper bound in Proposition 3.7 below, the tightness of the random walks \( \{ X_{tN}^{\alpha,x_N}, t \geq 0 \} \) in \( \mathcal{D}([0, \infty), \mathbb{R}^d) \) can also be derived (see, e.g., [40, Lemma C.3]). In view of this implication, we will refer to (2.38) as the arbitrary starting point invariance principle. See also Theorem 3.1 below for a slightly more precise statement regarding the equivalence between (2.38) and the weak convergence in path-space of the corresponding Markov processes for a general result on the fact that the convergence in (2.38) implies convergence of the corresponding Markov processes we refer the interested reader to [34, Theorem 4.29].

As shown in Corollary 3.2 below, the convergence in (2.38) implies, in particular, for \( P \)-a.e. \( \alpha \) and for all \( T > 0 \) and \( G \in \mathcal{S}(\mathbb{R}^d) \),

\[
\sup_{t \in [0,T]} \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} \left| S^N_{tN} G(x_N) - S^G_t G(\frac{x_N}{N}) \right| \alpha_x \xrightarrow{N \to \infty} 0 . \quad (2.39)
\]

Note that the above convergence differs from (2.36) by the uniformity of the convergence over bounded intervals of times.

The results (2.38) and (2.39) are stronger than what is strictly needed for the proof of convergence of finite dimensional distributions of the empirical density fields, but they turn out to be very useful in the proof of relative compactness of the probability distributions of

\[
\{ X_t^N, t \in [0, T] \} \quad (4.0)
\]

in \( \mathcal{D}([0, T], \mathcal{S}(\mathbb{R}^d)) \). Indeed, because the random walk \( \text{RW}(\alpha) \) semigroups enter in the decomposition of the empirical density fields, it has to be expected that some sort of equicontinuity in time of such semigroups is needed for the sequence (2.40) to be tight. This intuition can be made rigorous by means of a combination of the tightness criteria developed in [33, Theorem 4.1] and [40, Appendix B], which apply directly to the empirical density fields decomposed as mild solutions. We refer the reader to Section 4.4 below for all the details on the proof of tightness.
3 Arbitrary starting point quenched invariance principle

This section is devoted to the proof of a quenched homogenization result for the dual random walk in random environment \( \alpha \), \( \text{RW}(\alpha) \) with generator \( A_\alpha \) given in (1.5) and corresponding semigroup \( \{ S^\alpha_t, t \geq 0 \} \). More precisely, we will prove the following theorem:

**Theorem 3.1** (Arbitrary starting point quenched invariance principle). There exists a measurable subset \( \mathcal{B} \subseteq \{1, \ldots, c\}^{Z^d} \) (defined in (3.11) below) with \( P(\mathcal{B}) = 1 \) and such that, for all environments \( \alpha \in \mathcal{B} \), for all \( T > 0 \) and \( G \in C_0(\mathbb{R}^d) \), (2.38) holds, i.e.,

\[
\sup_{t \in [0,T]} \sup_{x \in Z^d} \left| S^N_{tN^2} G(\frac{x}{N}) - S^\Sigma_t G(\frac{x}{N}) \right| \overset{N \to \infty}{\to} 0.
\]

The proof of the above theorem is deferred to Section 3.3 below, and goes through the proof of three intermediate results: the quenched invariance principle for the random walk started from the origin (see Proposition 3.4 in Section 3.1 below), the space-time equicontinuity of the random walk semigroups (see Proposition 3.6 in Section 3.2 below) and heat kernel upper bounds (see Proposition 3.7 in Section 3.2 below).

As a consequence of Theorem 3.1 above and Lemma 2.5, and recalling from there the characterizations of the subsets \( \mathcal{B} \) and \( \mathcal{A} \subseteq \{1, \ldots, c\}^{Z^d} \), respectively, we obtain:

**Corollary 3.2.** For all environments \( \alpha \in \mathcal{A} \cap \mathcal{B} \), for all \( T > 0 \) and \( G \in \mathcal{S}(\mathbb{R}^d) \), (2.39) holds, i.e.,

\[
\sup_{t \in [0,T]} \frac{1}{N^d} \sum_{x \in Z^d} \left| S^N_{tN^2} G(\frac{x}{N}) - S^\Sigma_t G(\frac{x}{N}) \right| \alpha_x \overset{N \to \infty}{\to} 0.
\]

The proof of the above corollary – whose main ideas are adapted from [40, Proposition 5.3] – is postponed to Appendix B below.

### 3.1 Quenched invariance principle for RW(\( \alpha \)) starting from the origin

For all realizations \( \alpha \) of the environment, the random walk \( \text{RW}(\alpha) \), \( X^\alpha,0 = \{ X^\alpha_t, t \geq 0 \} \) – with generator given in (1.5) and with the origin of \( Z^d \) as starting position – can be viewed as a random time change of a specific RCM, i.e., the continuous-time random walk \( X_\omega,0 = \{ X_\omega_t, t \geq 0 \} \), abbreviated by \( \text{RW}(\omega) \) and with law \( P_\omega \) (and corresponding expectation \( E_\omega \)), starting from the origin of \( Z^d \) and evolving on \( Z^d \) according to the generator given by

\[
A_\omega f(x) := \sum_{y \in Z^d, |y-x| = 1} \omega_{xy} (f(y) - f(x)) , \quad x \in Z^d ,
\]

where \( f : Z^d \to \mathbb{R} \) is a bounded function and

\[
\omega_{xy} := \alpha_x \alpha_y , \quad \forall x,y \in Z^d \text{ such that } |x-y| = 1 .
\]

Indeed, when in position \( x \in Z^d \), the walk \( X^\alpha,0 \) spends there an exponential holding time with parameter \( \lambda^\alpha_x \) given by

\[
\lambda^\alpha_x = \sum_{y \in Z^d, |y-x| = 1} \alpha_y ,
\]

and then jumps to a neighbor of \( x \), say \( z \), with probability \( r^\alpha(x,z) \) given by

\[
r^\alpha(x,z) = \frac{\alpha_z}{\lambda^\alpha_x} .
\]
The corresponding quantities (3.5) and (3.6) for the walk $X^{\omega,0}$ are given, respectively, by

$$\lambda_x^\omega = \sum_{y \in \mathbb{Z}^d} \alpha_x \alpha_y = \alpha_x \lambda_x^\alpha , \quad (3.7)$$

and

$$r^\omega(x, z) = \frac{\alpha_x \alpha_z}{\alpha_x \lambda_x^\alpha} = r^\alpha(x, z) . \quad (3.8)$$

Hence, if we define the random time change \( \{ R(t), t \geq 0 \} \) by

$$R(t) := \int_0^t \alpha_{X^{\omega,0}_s} \, ds , \quad (3.9)$$

then, in law,

$$\{ X^{\omega,0}_{R^{-1}(t)}, t \geq 0 \} = \{ X^{\alpha,0}_t, t \geq 0 \} ,$$

where \( R^{-1} \) is the inverse of the continuous piecewise linear and increasing bijection \( R : [0, \infty) \to [0, \infty) \).

In what follows, we let \( \Omega \) denote the space of all conductances \( \omega \) with \( \omega_{xy} \in \{1, \ldots, c^2\} \) endowed with the Borel \( \sigma \)-algebra induced by the discrete topology. Recall the definition of \( P \) in Assumption 1.1. We then let \( Q \) be the probability measure on \( \Omega \) for which, for all measurable \( U \subseteq \Omega \),

$$Q(U) = P \left( \alpha \in \{1, \ldots, c\}^{\mathbb{Z}^d} : \exists \omega \in U \text{ s.t. } \omega_{xy} = \alpha_x \alpha_y \quad \forall \ x, y \in \mathbb{Z}^d \text{ with } |x - y| = 1 \right) . \quad (3.10)$$

We remark that the measure \( Q \) inherits the invariance and ergodicity under space translations from \( P \) (see Assumption 1.1). We then have the following result, taken from [43, Theorem 1.1 and Remark 1.3].

**Theorem 3.3** (Quenched invariance principle for RW(\( \omega \)) started from the origin [43]). The quenched invariance principle holds for the random walk RW(\( \omega \)) started from the origin with a limiting non-degenerate covariance matrix \( \Lambda \), i.e., for \( Q \)-a.e. environment \( \omega \) and for all \( T > 0 \), the following convergence in law in the Skorokhod space \( D([0, T], \mathbb{R}^d) \) holds

$$\left\{ \frac{X^{\omega,0}_{tN^2}}{N}, t \in [0, T] \right\} \quad \overset{N \to \infty}{\Longrightarrow} \quad \left\{ B^1_t, t \in [0, T] \right\} ,$$

where the r.h.s. is a Brownian motion on \( \mathbb{R}^d \) starting at the origin with a non-degenerate covariance matrix \( \Lambda \in \mathbb{R}^{d \times d} \) independent of the realization of the environment \( \omega \).

We remark that [43] and [36] were the first two works in which the quenched invariance principle for RCM with ergodic and uniformly elliptic conductances was proven for any dimension \( d \geq 1 \). We refer to, e.g., [8, 37, 11, 8, 7] as a partial list for further results in which the uniform ellipticity assumption on the conductances has been replaced by more general conditions on the conductance moments.

In order to get the quenched invariance principle for the random walk RW(\( \alpha \)), we only need to check that the random time change defined in (3.9) properly rescales. In the proof of the following result, we follow closely Section 6.2 in [11].
Proposition 3.4 (Quenched invariance principle for RW(\(\alpha\)) started from the origin). The quenched invariance principle holds for the random walk RW(\(\alpha\)) started from the origin with a limiting non-degenerate covariance matrix \(\Sigma := \frac{1}{\mathbb{E}_R[\alpha_0]} \Lambda\). Here \(\Lambda\) is the covariance matrix appearing in Theorem 3.3. In particular, the covariance matrix \(\Sigma\) does not depend on the specific realization of the environment \(\alpha\), but only on the law \(\mathcal{P}\).

Remark 3.5. For later purposes, we define
\[
\mathcal{B} := \{\alpha \in \{1, \ldots, c\}^{\mathbb{Z}^d} : \text{the invariance principle for RW(\(\alpha\)) in Proposition 3.4 holds}\}.
\] (3.11)

Proof. Consider the random walk \(X^{\omega,0}\) starting from the origin and the corresponding process of the environment \(\alpha\) as seen from the random walk \(X^{\omega,0}\), i.e.,
\[
\left\{\tau_{X^{\omega,0}}, t \geq 0 \right\} \subseteq \{1, \ldots, c\}^{\mathbb{Z}^d}. \tag{3.12}
\]
By our Assumption 1.1 and \([16, Lemma 4.3]\), \(\mathcal{P}\) is an invariant (actually reversible) and ergodic law for the process in (3.12). Hence, recalling the random time change \(\{R(t), t \geq 0\}\) defined in (3.9), Birkhoff’s ergodic theorem for the process in (3.12) yields, for \(\mathcal{P}\)-a.e. environment \(\alpha\),
\[
\lim_{t \to \infty} \frac{R(t)}{t} = \mathbb{E}_\mathcal{P}[\alpha_0]. \tag{3.13}
\]
Because \(R : [0, \infty) \to [0, \infty)\) is a strictly increasing bijection, (3.13) is, in turn, equivalent to
\[
\lim_{t \to \infty} \frac{R^{-1}(t)}{t} = \frac{1}{\mathbb{E}_\mathcal{P}[\alpha_0]]. \tag{3.14}
\]
The conclusion of the theorem follows from the argument in Section 6.2 in \([1]\) as soon as we prove that, for all \(t > 0\) and \(\epsilon > 0\), we have, for \(\mathcal{P}\)-a.e. \(\alpha\) (recall from (3.4) that \(\omega = \omega(\alpha)\) with \(\omega_{xy} = \alpha_x \alpha_y\) for all \(x, y \in \mathbb{Z}^d\) with \(|x - y| = 1\)),
\[
\lim_{N \to \infty} \mathbb{P}_\omega\left(\left|\frac{X^{\omega,0}_{R^{-1}(tN^2)} - X^{\omega,0}_{\frac{1}{\mathbb{E}_R[\alpha_0]}tN^2}}{N} \right| > \epsilon\right) = 0, \tag{3.15}
\]
where \(\mathbb{P}_\omega\) denotes the law of \(X^{\omega}\).

We are, thus, left with the proof of (3.15). Fix \(t > 0\) and \(\epsilon > 0\). Then, for all \(\delta > 0\), we have
\[
\mathbb{P}_\omega\left(\left|\frac{X^{\omega,0}_{R^{-1}(tN^2)} - X^{\omega,0}_{\frac{1}{\mathbb{E}_R[\alpha_0]}tN^2}}{N} \right| > \epsilon\right) \leq \mathbb{P}_\omega\left(\left|\frac{X^{\omega,0}_{R^{-1}(tN^2)} - X^{\omega,0}_{\frac{1}{\mathbb{E}_R[\alpha_0]}tN^2}}{N} \right| > \epsilon, \left|\frac{R^{-1}(tN^2)}{N^2} - \frac{t}{\mathbb{E}_R[\alpha_0]}\right| \leq \delta\right) + \mathbb{P}_\omega\left(\left|\frac{R^{-1}(tN^2)}{N^2} - \frac{t}{\mathbb{E}_R[\alpha_0]}\right| > \delta\right). \tag{3.16}
\]
The second term on the r.h.s. of (3.16) goes to zero as \(N \to \infty\) by (3.14), while the first term is bounded above by
\[
\mathbb{P}_\omega\left(\sup_{|s-r| \leq \delta} \left|\frac{X^{\omega,0}_{sN^2} - X^{\omega,0}_{rN^2}}{N} \right| > \epsilon\right). \tag{3.17}
\]
for some positive $T = T(t, \epsilon)$ independent of $N \in \mathbb{N}$. Due to Theorem 3.3 and the continuity of the trajectories of the limit process, the expression in (3.17) vanishes as $N \to \infty$ and $\delta \to 0$, i.e.,

$$
\lim_{\delta \to 0} \limsup_{N \to \infty} P^{\omega} \left( \sup_{|s-r| \leq \delta, r,s \leq T} \frac{|X_{s \Delta N^2}^{\omega} - X_{r \Delta N^2}^{\omega}|}{N} > \epsilon \right) = 0.
$$

Indeed, let $\tilde{X}_{t}^{\omega, 0} = \{\tilde{X}_{t}^{\omega, 0}, t \in [0, T]\}$ denote the piecewise linear interpolation of the jump process $X_{t}^{\omega, 0}$. Then, due to the continuity of the trajectories of the limiting Brownian motion in Theorem 3.3, the same theorem holds with $C([0, T], \mathbb{R}^d)$ (the Banach space of continuous functions from $[0, T]$ to $\mathbb{R}^d$ endowed with the supremum norm; see, e.g., [9, Chapter 8]) and $\tilde{X}_{t}^{\omega, 0}$ in place of $D([0, T], \mathbb{R}^d)$ and $X_{t}^{\omega, 0}$, respectively. By Prohorov’s theorem (see, e.g., [9, Theorem 6.2]) and the characterization of tightness of probability measures on $C([0, T], \mathbb{R}^d)$ (see, e.g., [9, Theorem 8.2]), we have, for all $\epsilon > 0$,

$$
\lim_{\delta \to 0} \limsup_{N \to \infty} P^{\omega} \left( \sup_{|s-r| \leq \delta, r,s \leq T} \frac{|\tilde{X}_{s \Delta N^2}^{\omega, 0} - \tilde{X}_{r \Delta N^2}^{\omega, 0}|}{N} > \epsilon \right) = 0.
$$

For all $\delta > 0$ and $\epsilon > 0$, $X_{t}^{\omega, 0}$ being a nearest-neighbor random walk implies that

$$
\limsup_{N \to \infty} P^{\omega} \left( \sup_{|s-r| \leq \delta, r,s \leq T} \frac{|\tilde{X}_{s \Delta N^2}^{\omega, 0} - \tilde{X}_{r \Delta N^2}^{\omega, 0}|}{N} > \epsilon \right) = \limsup_{N \to \infty} P^{\omega} \left( \sup_{|s-r| \leq \delta, r,s \leq T} \frac{|X_{s \Delta N^2}^{\omega, 0} - X_{r \Delta N^2}^{\omega, 0}|}{N} > \epsilon \right)
$$

holds true. This and (3.19) yield (3.18), thus, concluding the proof of the proposition.

## 3.2 Hölder equicontinuity of the semigroup and heat kernel upper bounds for $\text{RW}(\alpha)$

In this section, $\alpha$ is an arbitrary realization of the environment. We start by proving that the family of semigroups corresponding to the diffusively rescaled random walks $\text{RW}(\alpha)$ are Hölder equicontinuous in both space and time variables. It is well-known (see, e.g., [41, 18] as references in the context of graphs) that Hölder equicontinuity of solutions to parabolic partial differential equations may be derived from parabolic Harnack inequalities (see, e.g., [18, Definition 1.6]). In our context, for all bounded functions $f : \mathbb{Z}^d \to \mathbb{R}$, the parabolic partial difference equation that $S^{\alpha} f(x) = \{S^{\alpha} f(x), t \geq 0, x \in \mathbb{Z}^d\}$ solves reads as follows:

$$
\alpha_x \frac{\partial}{\partial t} \psi(t, x) = \sum_y \alpha_y \alpha_y (\psi(t, y) - \psi(t, x)) , \quad t \geq 0 , \quad x \in \mathbb{Z}^d ,
$$

with initial condition $\psi(0, \cdot) = f$. By applying the Moser iteration scheme as in [18, Section 2], we recover the parabolic Harnack inequality ([18, Theorem 2.1]) for positive solutions of (3.20). We note that $\alpha$, viewed as a $\sigma$-finite measure on $\mathbb{Z}^d$ and due to the assumption of uniform ellipticity, plays the role of speed measure (cf. $m$ in [18, Section 1.1]; see also [4, Remark 1.5] for an analogous discussion).

In conclusion, by applying the aforementioned parabolic Harnack inequality as, e.g., in [18, Proposition 4.1] and [14, Theorem 1.31], we obtain the following result:

**Proposition 3.6** (Hölder equicontinuity of semigroups). There exists $C > 0$ and $\gamma > 0$ such that, for all realizations $\alpha$ of the environment, for all $N \in \mathbb{N}$ and for all $G \in C_0(\mathbb{R}^d)$, we have

$$
\left| S_{t \Delta N^2}^{N, \alpha} G(\frac{x}{N}) - S_{s \Delta N^2}^{N, \alpha} G(\frac{y}{N}) \right| \leq C \sup_{u \in \mathbb{R}^d} |G(u)| \left( \frac{\sqrt{|t - s|} \vee \frac{|x - y|}{N}}{\sqrt{t \wedge s}} \right)^\gamma.
$$
for all $s, t > 0$ and $x, y \in \mathbb{Z}^d$.

The second result is an upper bound for the heat kernel of the random walk $\text{RW} (\alpha)$, i.e.,

\[
q^\alpha_t (x, y) := \frac{1}{\alpha_y} P^\alpha_t (X^\alpha_t = y) = \frac{P^\alpha_t (x, y)}{\alpha_y}.
\]

More precisely, we need to ensure that the tails of the heat kernels satisfy a uniform integrability condition. To this aim, many results of heat kernel upper bounds which have been established in the literature, such as Gaussian upper bounds (see, e.g., \cite[Eq. (1.8)]{44}), would suffice. Here, we follow Nash-Davies’ method as in Section 3 in \cite{13} applied to our context. Indeed, by \cite[Theorem 3.25]{13}, for $\rho$ with the above quantity corresponding to the equation one line above \cite[Theorem 3.9]{13}. For what concerns Nash inequality, since $\alpha(x)\alpha(y) \geq 1$ for all $x, y \in \mathbb{Z}^d$, we have, for all $f \in l^1 (\mathbb{Z}^d, \alpha)$,

\[
\mathcal{E}_\alpha (f, f) := \frac{1}{2} \sum_{x \in \mathbb{Z}^d} \sum_{y \in \mathbb{Z}^d, |y - x| = 1} \alpha(x)\alpha(y) (f(y) - f(x))^2 \\
\geq \frac{1}{2} \sum_{x \in \mathbb{Z}^d} \sum_{y \in \mathbb{Z}^d, |y - x| = 1} (f(y) - f(x))^2 \\
\geq C \| f \|_{l^2 (\mathbb{Z}^d, \nu)}^2 \| f \|_{l^1 (\mathbb{Z}^d, \alpha)}^{-\frac{d}{2}},
\]

where $\lambda$ is the counting measure on $\mathbb{Z}^d$. Note that for the last inequality above we used Nash inequality for the continuous-time simple random walk (see, e.g., \cite[Eq. (1.8)]{44}), with the constant $C > 0$ depending only on the dimension $d \geq 1$. Due to the assumed uniform ellipticity of $\alpha$ (see Assumption \ref{assumption1.1}), the equivalence of the norms $\| \cdot \|_{l^p (\mathbb{Z}^d, \lambda)}$ and $\| \cdot \|_{l^p (\mathbb{Z}^d, \alpha)}$ together with (3.26) yield

\[
\mathcal{E}_\alpha (f, f) \geq C \epsilon^{-(1 + \frac{d}{2})} \| f \|_{l^2 (\mathbb{Z}^d, \alpha)}^{2 + \frac{d}{2}} \| f \|_{l^1 (\mathbb{Z}^d, \alpha)}^{-\frac{d}{2}},
\]

which corresponds to \cite[Eq. (1.8)]{13} with $A = \left( C^{-1} c^{1 + \frac{d}{2}} \right)$, $\nu = d$ and $\delta = 0$. Therefore, we get (3.23) by \cite[Theorem 3.25]{13} for $\rho = 1$.

Finally, by arguing as in the proof of Lemma 1.9 in \cite{44} and by the uniform ellipticity of $\alpha$, we obtain the following proposition:

**Proposition 3.7** (**Heat kernel upper bound**). There exists a constant $c > 0$ depending only on $d \geq 1$ and $\epsilon$ such that, for all environments $\alpha$, $t > 0$ and $x, y \in \mathbb{Z}^d$, the following upper bound holds:

\[
P^\alpha (X^\alpha_t = y) \leq c \frac{1}{\sqrt{t}} e^{-\frac{|x - y|}{\sqrt{t}}},
\]
3.3 Proof of Theorem 3.1

Let us conclude the proof of Theorem 3.1.

Proof of Theorem 3.1. First we prove that, for all \( \alpha \in \mathcal{B} \) (see (3.11)), for all \( t \geq 0 \) and \( G \in \mathcal{C}_0(\mathbb{R}^d) \), we have

\[
\sup_{x \in \mathbb{Z}^d} \left| S_{tN}^{N,\alpha} G(\frac{\bar{x}}{N}) - S_t^{\Sigma} G(\frac{\bar{x}}{N}) \right| \xrightarrow{N \to \infty} 0. \tag{3.29}
\]

We follow the ideas in [14, Appendix A.2]. For all \( u \in \mathbb{R}^d \) and \( \varepsilon > 0 \), let \( \mathcal{B}_\varepsilon(u) \) (resp. \( \bar{\mathcal{B}}_\varepsilon(u) \)) denote the open (resp. closed) Euclidean ball of radius \( \varepsilon > 0 \) centered in \( u \in \mathbb{R}^d \). Moreover, for all \( \alpha \), we define

\[\sigma_\varepsilon^N(u) := \inf \left\{ t \geq 0 : \frac{X_{tN}^{\alpha,0}}{N} \notin \mathcal{B}_\varepsilon(u) \right\} \quad \text{and} \quad \sigma_\varepsilon(u) := \inf \left\{ t \geq 0 : B_t^{\Sigma} \in \mathcal{B}_\varepsilon(u) \right\}\]

to be the first hitting times of \( \mathcal{B}_\varepsilon(u) \) of the random walks and Brownian motion, respectively. Then, as a consequence of Proposition 3.4 (see also Remark 3.5) and the strong Markov property of both processes, we have, for all \( \alpha \in \mathcal{B} \), for all \( t \geq 0 \), \( T > 0 \) and \( G \in \mathcal{C}_0(\mathbb{R}^d) \),

\[
\sum_{\frac{y}{N} \in \mathcal{B}_\varepsilon(u) \cap \mathbb{Z}^d_N} \mathbb{E}^{\alpha} \left[ G \left( \frac{X_{tN}^{\alpha,y}}{N} \right) \right] P_{\varepsilon,u,T}^\alpha \left( \frac{y}{N} \right) \xrightarrow{N \to \infty} \int_{\mathcal{B}_\varepsilon(u)} \mathbb{E} \left[ G \left( B_t^{\Sigma} + v \right) \right] P_{\varepsilon,u,T}(dv), \tag{3.30}
\]

where

\[P_{\varepsilon,u,T}^\alpha \left( \frac{y}{N} \right) := P^{\alpha} \left( \frac{X_{\sigma_\varepsilon^N(u)}^{\alpha,0}}{N} = \frac{y}{N} \right) |\sigma_\varepsilon^N(u) < T| \quad \text{and} \quad P_{\varepsilon,u,T}(dv) := \mathbb{P}(B_{\sigma_\varepsilon(u)}^{\Sigma} = dv | \sigma_\varepsilon(u) < T).
\]

Let \( \{x_N\}_{N \in \mathbb{N}} \subseteq \mathbb{Z}^d \) be such that \( \frac{x_N}{N} \to u \) as \( N \to \infty \). Then, by the triangle inequality, we have, for all \( \varepsilon > 0 \),

\[
\left| S_{tN}^{N,\alpha} G(\frac{x_N}{N}) - S_t^{\Sigma} G(\frac{x_N}{N}) \right| \leq \left| S_{tN}^{N,\alpha} G(\frac{x_N}{N}) - \sum_{\frac{y}{N} \in \mathcal{B}_\varepsilon(u) \cap \mathbb{Z}^d_N} \mathbb{E}^{\alpha} \left[ G \left( \frac{X_{tN}^{\alpha,y}}{N} \right) \right] P_{\varepsilon,u,T}^\alpha \left( \frac{y}{N} \right) \right| + \left| \sum_{\frac{y}{N} \in \mathcal{B}_\varepsilon(u) \cap \mathbb{Z}^d_N} \mathbb{E}^{\alpha} \left[ G \left( \frac{X_{tN}^{\alpha,y}}{N} \right) \right] P_{\varepsilon,u,T}^\alpha \left( \frac{y}{N} \right) - \int_{\mathcal{B}_\varepsilon(u)} \mathbb{E} \left[ G \left( B_t^{\Sigma} + v \right) \right] P_{\varepsilon,u,T}(dv) \right| + \left| \int_{\mathcal{B}_\varepsilon(u)} \mathbb{E} \left[ G \left( B_t^{\Sigma} + v \right) \right] P_{\varepsilon,u,T}(dv) - S_t^{\Sigma} G(\frac{x_N}{N}) \right|. \tag{3.31}
\]

As for the first term on the r.h.s. above, for all environments \( \alpha \in \mathcal{B} \), we have, by Hölder’s inequality,

\[
\left| S_{tN}^{N,\alpha} G(\frac{x_N}{N}) - \sum_{\frac{y}{N} \in \mathcal{B}_\varepsilon(u) \cap \mathbb{Z}^d_N} \mathbb{E}^{\alpha} \left[ G \left( \frac{X_{tN}^{\alpha,y}}{N} \right) \right] P_{\varepsilon,u,T}^\alpha \left( \frac{y}{N} \right) \right| \leq \sup_{x \in \mathbb{Z}^d} \left| G(\frac{x_N}{N}) - \sum_{\frac{y}{N} \in \mathcal{B}_\varepsilon(u) \cap \mathbb{Z}^d_N} \mathbb{E}^{\alpha} \left[ G \left( \frac{X_{tN}^{\alpha,y}}{N} \right) \right] P_{\varepsilon,u,T}^\alpha \left( \frac{y}{N} \right) \right| \xrightarrow{N \to \infty} 0.
\]
\[ \sum_{\frac{x}{N} \in B(u)} |S_{tN^2}^\alpha G(\frac{x}{N}) - S_{tL^2}^\alpha G(\frac{y}{N})| \leq \sup_{\frac{x}{N} \in B(u)} |S_{tN^2}^\alpha G(\frac{x}{N}) - S_{tL^2}^\alpha G(\frac{y}{N})| . \]

The above upper bound, since \( \frac{x}{N} \to u \) as \( N \to \infty \), yields, by Proposition 3.6 and the uniform boundedness of the function \( G \in C_0(\mathbb{R}^d) \),

\[ \lim_{\varepsilon \to 0} \lim_{N \to \infty} \sup_{u} |S_{tN^2}^\alpha G(\frac{x}{N}) - \sum_{\frac{x}{N} \in B(u) \cap \mathbb{Z}^d} E^\alpha \left[ G \left( \frac{X_{tN^2}^{\alpha,y}}{N} \right) \right] P_{\varepsilon,u,T}(\frac{y}{N})| = 0 \quad (3.32) \]

for all environments \( \alpha \in \mathcal{B} \) and \( t \geq 0 \). A similar argument employing the uniform continuity of \( G \in C_0(\mathbb{R}^d) \) and the translation invariance of the law of Brownian motion ensures

\[ \lim_{\varepsilon \to 0} \lim_{N \to \infty} \left| \int_{B(u)} E \left[ G(B^\Sigma_t + v) \right] P_{\varepsilon,u,T}(dv) - S_{t^2}^{\Sigma} G(\frac{x}{N}) \right| = 0 \quad (3.33) \]

for all \( t \geq 0 \). By combining (3.30)–(3.33), we obtain, for all \( \alpha \in \mathcal{B} \), for all \( G \in C_0(\mathbb{R}^d) \), \( t \geq 0 \), \( u \in \mathbb{R}^d \) and approximating points \( \frac{x}{N} \to u \),

\[ \left| S_{tN^2}^\alpha G(\frac{x}{N}) - S_{t^2}^{\Sigma} G(\frac{x}{N}) \right|_{N \to \infty} = 0 \quad (3.34) \]

In order to go from pointwise (i.e., (3.34)) to uniform convergence over points in \( \mathbb{Z}^d \) (i.e., (3.29)), we crucially use the heat kernel upper bound in Proposition 3.7 and the Hölder equicontinuity in Proposition 3.6. First, note that proving (3.29) for continuous and compactly supported functions \( G \in C_c(\mathbb{R}^d) \) suffices, due to the density of \( C_c(\mathbb{R}^d) \) in \( C_0(\mathbb{R}^d) \) and the contractivity of the semigroups \( \{S_{tN^2}^\alpha \}, t \geq 0 \) and \( \{S_{t^2}^{\Sigma} \}, t \geq 0 \) w.r.t. the supremum norms on \( \mathbb{Z}^d \) and \( \mathbb{R}^d \), respectively. Hence, for all \( G \in C_c(\mathbb{R}^d) \) and for all compact sets \( K \subseteq \mathbb{R}^d \), (3.34), Proposition 3.6 and the uniform continuity of \( S_{t^2}^{\Sigma} G \in C_0(\mathbb{R}^d) \) imply, for all \( \alpha \in \mathcal{B} \),

\[ \sup_{\frac{x}{N} \in K \cap \mathbb{Z}^d} \left| S_{tN^2}^\alpha G(\frac{x}{N}) - S_{t^2}^{\Sigma} G(\frac{x}{N}) \right|_{N \to \infty} = 0 \quad (3.35) \]

Letting \( \text{supp}(G) \subseteq \mathbb{R}^d \) denote the compact support of \( G \in C_c(\mathbb{R}^d) \), we have

\[ \sup_{\frac{x}{N} \in K \cap \mathbb{Z}^d} \left| S_{tN^2}^\alpha G(\frac{x}{N}) - S_{t^2}^{\Sigma} G(\frac{x}{N}) \right| \leq \sup_{u \in \mathbb{R}^d} |G(u)| \sup_{\frac{x}{N} \in K \cap \mathbb{Z}^d} \left\{ P^\alpha \left( \frac{X_{tN^2}^{\alpha,x}}{N} \in \text{supp}(G) \right) + P(B^\Sigma_t + x \in \text{supp}(G)) \right\} . \quad (3.36) \]

Thus, by the heat kernel upper bounds for RW(\( \alpha \)) (Proposition 3.7) and analogous bounds for the non-degenerate Brownian motion \( \{B^\Sigma_t, t \geq 0 \} \), we can choose \( K \subseteq \mathbb{R}^d \) such that the r.h.s. in (3.36) is arbitrarily small. This yields (3.29) for all \( \alpha \in \mathcal{B} \).

To go from (3.29) to (3.3), in which the convergence is uniform over bounded intervals of time, we apply [19 Chapter 1, Theorem 6.1]. Indeed, for all realizations of the environment \( \alpha \), the semigroups \( \{S_{tN^2}^\alpha, t \geq 0 \} \subseteq \mathbb{N} \) and \( \{S_{t^2}^{\Sigma}, t \geq 0 \} \) are strongly continuous contraction semigroups in the Banach spaces \( \{C_0(\mathbb{Z}^d) \} \subseteq \mathbb{N} \) and \( C_0(\mathbb{R}^d) \) (endowed with the corresponding supremum norms), respectively; moreover, the projections \( \pi_N : C_0(\mathbb{R}^d) \to C_0(\mathbb{Z}^d) \) given by \( \pi_N G(\frac{x}{N}) := G(\frac{x}{N}) \) are linear and such that \( \sup_{N \in \mathbb{N}} \|\pi_N\|_N = 1 < \infty \), with \( \|\pi_N\|_N \) denoting the operator norm of \( \pi_N \).
Remark 3.8 (Equivalent formulations of the arbitrary starting point quenched invariance principle). If one assumes, for a given realization of the environment $\alpha$, the invariance principle for the random walk $\text{RW}(\alpha)$ with arbitrary starting positions, i.e.,

For all $T > 0$, for any macroscopic point $u \in \mathbb{R}^d$ and for any sequence of points \( \{x_N\}_{N \in \mathbb{N}} \subseteq \mathbb{Z}^d \) such that \( \frac{x_N}{N} \to u \) as $N \to \infty$, the laws of \( \{ \frac{1}{N} X_{tN^2}^{\alpha,x_N}, t \in [0,T] \}_{N \in \mathbb{N}}, \) the diffusively rescaled $\text{RW}(\alpha)$ started from \( \frac{x_N}{N} \), converge weakly to the law of \( \{ B_t^{\Sigma,\alpha} := B_t^\Sigma + u, \ t \in [0,T] \} \), the Brownian motion started from $u \in \mathbb{R}^d$ and with a non-degenerate covariance matrix $\Sigma$ independent of the realization of the environment $\alpha$.

then \( (3.34) \) follows immediately by the uniform continuity of $S_{\Sigma}^\ell G \in C_0(\mathbb{R}^d)$. By the same argument used in the final part of the proof of Theorem 3.7 above (i.e., the part of the proof immediately after (3.34) involving the heat kernel upper bound in Proposition 3.7 and the Hölder equicontinuity in Proposition 3.6) one gets the convergence in (2.38). Therefore, in view of the discussion just after (2.38), we obtain that, under Assumption 1.1 \( (3.37) \) and (2.38) are equivalent.

Remark 3.9 (Quenched local CLT). As already mentioned, \( (3.1) \), namely the arbitrary starting point quenched invariance principle for the diffusively rescaled random walks $\text{RW}(\alpha)$, is stronger than the quenched invariance principle for $\text{RW}(\alpha)$ starting from the origin. Another well-known strengthening of the quenched invariance principle is the quenched local central limit theorem (see, e.g., [3, Theorem 1.11 and Remark 1.12]), which applies to our context) for $\text{RW}(\alpha)$: if we denote by $k_t^\Sigma$ the heat kernel of the Brownian motion started at the origin, it holds that, for $\mathcal{P}$-a.e. environment $\alpha$ and for any $\ell$, $T > 0$ and $\delta > 0$,

$$
\lim_{N \to \infty} \sup_{\frac{x}{N} \leq t \in [0,T]} \left| N^d \mathbb{P}^\alpha \left( \frac{X_{tN^2}^{\alpha,x}}{N} = \frac{y}{N}, -k_t^\Sigma \left( \frac{y}{N} \right) \right) \right| = 0 . \tag{3.38}
$$

The proof of (3.38) resembles that of Theorem 3.7 and, thus, one may wonder whether (3.38) directly yields (3.1). However, (3.38) does not seem to be of help when proving (3.29), being the supremum over space in the arrival point and not in the starting point – fixed to be the origin – and being the supremum over time only on bounded intervals away from $t = 0$.

4 Proof of the hydrodynamic limit

In this section we present the proof of Theorem 2.2 which consists of two steps: ensuring tightness of the empirical density fields and establishing convergence of their finite dimensional distributions to the unique solution of (2.7). In both steps, we use the following representation for the renormalized occupation variables: for all realizations of the environment $\alpha$, there exists a probability space such that a.s., for all initial configurations $\eta \in \mathcal{X}^\alpha$, for all $x \in \mathbb{Z}^d$ and $t \geq 0$,

$$
\frac{\eta(x)}{\alpha_x} = S_{t}^{\alpha} \left( \frac{\eta(x)}{\alpha_x} \right) (x) + \int_0^t S_{t-s}^{\alpha} dM_s^{\alpha}(x) , \tag{4.1}
$$

where $\{M^\alpha(x), x \in \mathbb{Z}^d \}$ is a family of square integrable martingales w.r.t. the natural filtration of $\text{SEP}(\alpha)$ (see also (2.29)–(2.30)), whose predictable quadratic covariations are given by

$$
\langle M^\alpha(x), M^\alpha(y) \rangle_t = -1_{\{|x-y|=1\}} \int_0^t \alpha_x \alpha_y \left( \frac{\eta_x}{\alpha_x} - \frac{\eta_y}{\alpha_y} \right)^2 ds . \tag{4.2}
$$
for $x, y \in \mathbb{Z}^d$ with $x \neq y$, and

$$\langle M^\alpha(x), M^\alpha(x) \rangle_t = - \sum_{y \in \mathbb{Z}^d, |y-x|=1} \langle M^\alpha(x), M^\alpha(y) \rangle_t$$  \hspace{1cm} (4.3)$$

for $x \in \mathbb{Z}^d$. The identity in (4.1) expresses the solution of the following infinite system of stochastic differential equations (cf. (2.22), (2.23))

\[
\begin{cases}
    d(\eta^\alpha_t)(x) = A^\alpha(\eta^\alpha_{t-})(x) dt + dM^\alpha_t(x), & x \in \mathbb{Z}^d, t \geq 0 \\
    \eta^\alpha_0(x) = \eta^\alpha(x), & x \in \mathbb{Z}^d,
\end{cases}
\]

as a mild solution (see, e.g., [15, Chapter 6, Section 1]). The rigorous proof of the identity in (4.1) – in which the r.h.s. contains infinite summations – is postponed to Appendix A below. The idea of the proof is to first provide a so-called “ladder representation” for SEP($\alpha$) in terms of a symmetric exclusion process which allows at most one particle per site; then obtain a mild solution representation analogous to the one in (4.1) for such “ladder” exclusion process as done in, e.g., [39, 21, 40]. The same strategy can be applied to rigorously verify the identities in (4.2)–(4.3). We refer to Appendix A for further details.

4.1 Tightness

In the proof of tightness for the empirical density fields we employ the uniform convergence over time of the semigroups established in Theorem 3.1 and Corollary 3.2. Tightness in quenched random environment, which by Mitoma’s tightness criterion [38] follows from tightness of the following real-valued processes

$$\{X^N_t(G), t \in [0, T]\}_{N \in \mathbb{N}}, \quad \forall G \in \mathcal{S}(\mathbb{R}^d),$$  \hspace{1cm} (4.4)$$

has been established via the strategy of employing corrected empirical density fields ([31, 28, 25, 23] and [30]). In what follows, we opt for a different strategy by applying the tightness criterion developed in [40, Appendix B], which, for convenience of the reader, we report below.

**Theorem 4.1** (Tightness criterion [40, Theorem B.4]). For a fixed $T > 0$, let $\{Z^N_t, t \in [0, T]\}_{N \in \mathbb{N}}$ be a family of real-valued stochastic processes with laws $\{\mathcal{P}^N\}_{N \in \mathbb{N}}$. Then, this family is tight in the Skorokhod space $\mathcal{D}([0, T], \mathbb{R})$ if the following conditions hold:

(T1) For all $t$ in a dense subset of $[0, T]$ which includes $T$,

$$\lim_{\ell \to \infty} \limsup_{N \to \infty} \mathcal{P}^N(\{|Z^N_t| > \ell\}) = 0.$$

(T2) For all $\varepsilon > 0$, there exists $h_\varepsilon > 0$ and $N_\varepsilon \in \mathbb{N}$ such that, for all $N \geq N_\varepsilon$, there exist deterministic functions $\psi^N_\varepsilon, \psi_\varepsilon : [0, h_\varepsilon] \to [0, \infty)$ and non-negative values $\phi^N_\varepsilon$ satisfying the following properties:

(i) The functions $\psi^N_\varepsilon$ are non-decreasing.

(ii) For all $h \in [0, h_\varepsilon]$ and $t \in [0, T]$, we have

$$\mathcal{P}^N\left(|Z^N_{t+h} - Z^N_t| > \varepsilon |\mathcal{F}_t^N\right) \leq \psi^N_\varepsilon(h), \quad \text{a.s.},$$

where $\{\mathcal{F}_t^N, t \geq 0\}$ denotes the natural filtration of $\{Z^N_t, t \geq 0\}$.

(iii) For all $h \in [0, h_\varepsilon]$, we have $\psi^N_\varepsilon(h) \leq \psi_\varepsilon(h) + \phi^N_\varepsilon$.  
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(iv) $\phi_\varepsilon^N \to 0$ as $N \to \infty$.

(v) $\psi_\varepsilon(h) \to 0$ as $h \to 0$.

As we show in the proof of Proposition 4.2 below, this criterion, the semigroup convergence in Theorem 3.1 and the following mild solution representation of the empirical density fields (see also (2.31))

$$X_{t+h}^N(G) = X_t^N(S_{hN^2}^N G) + \int_{tN^2}^{(t+h)N^2} dM_s^N(S_{(t+h)N^2-s}^N G), \quad t, h > 0, \ G \in \mathcal{S}^d,$$

(4.5)
yield tightness directly for the processes in (4.4).

**Proposition 4.2 (Tightness).** For all environments $\alpha \in \mathfrak{A} \cap \mathfrak{B}$ (see (2.16) and (3.11)) and for all $T > 0$, the sequence

$$\{X_t^N, t \in [0, T]\}_{N \in \mathbb{N}}$$

is tight in $\mathcal{D}([0, T], \mathcal{S}^d)$. As a consequence, $\{X_t^N, t \geq 0\}_{N \in \mathbb{N}}$ is tight in $\mathcal{D}([0, \infty), \mathcal{S}^d)$. 

**Proof.** All throughout the proof, we fix $\alpha \in \mathfrak{A} \cap \mathfrak{B}$. As mentioned above, it suffices to show that conditions (T1) and (T2) in Theorem 4.1 hold for

$$\{Z_t^N, t \in [0, T]\}_{N \in \mathbb{N}} = \{X_t^N(G), t \in [0, T]\}_{N \in \mathbb{N}},$$

(4.6)

for all $G \in \mathcal{S}^d$. Because (T1) is a consequence of Proposition 4.4 below, it suffices to show (T2). To this purpose, we fix $G \in \mathcal{S}^d$ and set, for all $\varepsilon > 0$, $h \geq 0$ and $N \in \mathbb{N}$,

$$\psi_\varepsilon(h) := \frac{C}{\varepsilon^2} \sup_{\alpha \in [0, 1]} \sup_{x \in \mathbb{R}^d} \left| G(x) - S_t^N \alpha G(x) \right|,$$

(4.7)

$$\psi_\varepsilon(h) := \frac{C}{\varepsilon^2} \sup_{\alpha \in [0, 1]} \sup_{u \in \mathbb{R}^d} \left| G(u) - S_t^\alpha G(u) \right|,$$

(4.8)

and

$$\phi_\varepsilon^N := \frac{C}{\varepsilon^2} \sup_{t \in [0, T]} \sup_{x \in \mathbb{R}^d} \left| S_t^N \alpha G(x) - S_t^\alpha G(x) \right|,$$

(4.9)

where

$$C := \sup_{N \in \mathbb{N}} \frac{1}{N^2} \sum_{x \in \mathbb{Z}^d} \left| G(x) \right| \alpha_x,$$

(4.10)
is a constant independent of $N \in \mathbb{N}$ and, since $\alpha \in \mathfrak{A}$ (see (2.16)), finite. As a consequence of the triangle inequality, Theorem 3.1 and the continuity of $h \in [0, \infty) \mapsto S_t^\alpha G \in \mathcal{C}_0(\mathbb{R}^d)$, the functions in (4.7)–(4.9) satisfy the conditions in items (i), (ii) and (iv) of the tightness criterion in Theorem 4.1. In the remainder of the proof, we verify also the remaining condition (iii) in that theorem.

By (4.5) and the triangle inequality, we have, for all $t, h \geq 0$ and $N \in \mathbb{N}$,

$$\mathbb{P}_{\nu_N}^\alpha \left( |X_{t+h}^N(G) - X_t^N(G)| > \varepsilon \left| \mathcal{F}_t^N \right| \right) \leq \mathbb{P}_{\nu_N}^\alpha \left( \left| X_t^N(S_{hN^2}^N G - G) \right| > \varepsilon \left| \mathcal{F}_t^N \right| \right)$$

$$\quad + \mathbb{P}_{\nu_N}^\alpha \left( \left| \int_{tN^2}^{(t+h)N^2} dM_s^N(S_{(t+h)N^2-s}^N G) \right| > \varepsilon \left| \mathcal{F}_t^N \right| \right),$$

(4.11)

with $\mathcal{F}_t^N := \sigma \{X_s^N, s \leq t \}$. The boundedness of the occupation variables of $\text{SEP}(\alpha)$, the convergence in (3.2) and the continuity of $h \in [0, \infty) \mapsto S_t^\alpha G \in \mathcal{C}_0(\mathbb{R}^d)$ allows us to choose
\( h_\varepsilon > 0 \) and \( N_\varepsilon \in \mathbb{N} \) such that the first term on the r.h.s. in (4.11) equals zero for all \( h \in [0, h_\varepsilon] \), \( N \geq N_\varepsilon \) and \( t \geq 0 \), i.e.,

\[
\mathbb{P}_\nu^{\alpha} \left[ |X_t^N (S_{(t+h)N^2}^{\alpha} G - G)| > \frac{\varepsilon}{2} \big| \mathcal{F}_t^N \right] = 0 , \quad h \in [0, h_\varepsilon] , \quad N \geq N_\varepsilon . \tag{4.12}
\]

As for the second term on the r.h.s. in (4.11), by Chebyshev’s inequality and the first inequality in (4.14) below, we obtain, for all \( h \in [0, h_\varepsilon] \), \( N \geq N_\varepsilon \) and \( t \geq 0 \),

\[
\mathbb{P}_\nu^{\alpha} \left( \int_{tN^2}^{(t+h)N^2} dM_s^N (S_{(t+h)N^2-s}^{\alpha} G) > \frac{\varepsilon}{2} \big| \mathcal{F}_t^N \right) \leq \psi_\varepsilon^N (h) , \quad \text{a.s.} . \tag{4.13}
\]

By combining (4.11)–(4.13), condition (iii) in Theorem 4.1 holds true for the process (4.6), thus yielding the desired result. \( \square \)

### 4.2 Convergence of finite dimensional distributions

In the following proposition – which is an adaptation of, e.g., [39, Lemma 12], [21, Lemma 3.1], [40, Lemma 5.1] – we prove (2.34). To this purpose, recall the definitions of \( \mathbb{P}_\nu^{\alpha}, \mathbb{P}_\eta^{\alpha}, \mathbb{E}_\nu^{\alpha} \) and \( \mathbb{E}_\eta^{\alpha} \) at the beginning of Section 2 (below (2.1)).

**Lemma 4.3.** For any given realization of the environment \( \alpha \), for all \( N \in \mathbb{N} \), \( G \in \mathcal{S}(\mathbb{R}^d) \), \( \eta \in \mathcal{X}^{\alpha} \) and \( t \geq 0 \), we have

\[
\mathbb{E}_\eta^{\alpha} \left[ \left( \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} \alpha_x \int_0^{tN^2} S_{tN^2-s}^{N^{\alpha}} G \left( \frac{x}{N} \right) dM_s^{\alpha} (x) \right)^2 \right] \\
\leq \frac{1}{2N^d} \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} \left( |G(\frac{x}{N})|^2 - \left| S_{tN^2-s}^{N^{\alpha}} G \left( \frac{x}{N} \right) \right|^2 \right) \alpha_x \leq \frac{1}{2N^d} \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} |G(\frac{x}{N})|^2 \alpha_x . \tag{4.14}
\]

As a consequence of (4.14) and the uniformity of the upper bound w.r.t. \( \eta \in \mathcal{X}^{\alpha} \), we further get

\[
\mathbb{E}_\nu^{\alpha} \left[ \left( \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} \alpha_x \int_0^{tN^2} S_{tN^2-s}^{N^{\alpha}} G \left( \frac{x}{N} \right) dM_s^{\alpha} (x) \right)^2 \right] \rightarrow_{N \rightarrow \infty} 0 , \tag{4.15}
\]

where \( \{\nu_n^{\alpha}\}_{n \in \mathbb{N}} \) is the sequence of probability measures on \( \mathcal{X}^{\alpha} \) given in Theorem 2.2.

**Proof.** A simple computation employing the explicit form of the predictable quadratic covariances of the martingales (4.2)–(4.3) yields

\[
\mathbb{E}_\eta^{\alpha} \left[ \left( \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} \alpha_x \int_0^{tN^2} S_{tN^2-s}^{N^{\alpha}} G \left( \frac{x}{N} \right) dM_s^{\alpha} (x) \right)^2 \right] \\
= \int_0^{tN^2} \frac{1}{N^d} \sum_{x,y \in \mathbb{Z}^d} \left| S_{tN^2-s}^{N^{\alpha}} G \left( \frac{x}{N} \right) - S_{tN^2-s}^{N^{\alpha}} G \left( \frac{y}{N} \right) \right|^2 \alpha_x \alpha_y \mathbb{E}_\eta^{\alpha} \left[ \left( \frac{v_s(x)}{\alpha_x} - \frac{v_s(y)}{\alpha_y} \right)^2 \right] ds .
\]

Because a.s. \( 0 \leq \left( \frac{v_s(x)}{\alpha_x} - \frac{v_s(y)}{\alpha_y} \right)^2 \leq 1 \), we further get

\[
\mathbb{E}_\eta^{\alpha} \left[ \left( \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} \alpha_x \int_0^{tN^2} S_{tN^2-s}^{N^{\alpha}} G \left( \frac{x}{N} \right) dM_s^{\alpha} (x) \right)^2 \right] \]
where \( \{ \}

Proof.

Remark 2.3 and the following proposition conclude the proof of Theorem 2.2.

For the first term on the r.h.s. in (4.19), by Markov’s inequality and the uniform boundedness

\[ \text{Hence, by Chebychev’s inequality and Lemma 4.3, the second term on the r.h.s. in (4.18) vanishes} \]

By combining this with the relative compactness of \( \{ X^N_t, \ t \geq 0 \} \) in \( D([0, T], \mathcal{F}(\mathbb{R}^d)) \) (see Proposition 4.2), we obtain that all limit points of \( \{ X^N_t, \ t \geq 0 \} \) belong to \( C([0, T], \mathcal{F}(\mathbb{R}^d)) \). Hence, Remark 2.3 and the following proposition conclude the proof of Theorem 2.2.

Proposition 4.4. Recall the definitions (2.16), (3.11) and (2.4), and fix \( \alpha \in \mathcal{A} = \mathcal{B} \cap \mathcal{C} \). Then, for all \( \delta > 0 \), \( t \geq 0 \) and \( G \in \mathcal{F}(\mathbb{R}^d) \), we have

\[ \mathbb{P}_N^\alpha \left( |X^N_t(G) - \pi^\Sigma_t(G)| > \delta \right) \rightarrow_{N \to \infty} 0 \]

where \( \{ \pi^\Sigma_t, \ t \geq 0 \} \) is given in (2.6).

Proof. Due to the uniform boundedness of the environments \( \alpha \) (Assumption 1.1) and the decomposition (2.31) of the empirical density fields, we obtain, for all \( \delta > 0 \),

\[ \mathbb{P}_N^\alpha \left( |X^N_t(G) - \pi^\Sigma_t(G)| > \delta \right) \]

\[ \leq \mathbb{P}_N^\alpha \left( |X^N_0(S^N_{tN^2}G) - \pi^\Sigma_t(G)| > \delta \right) + \mathbb{P}_N^\alpha \left( \left| \sum_{s=0}^{tN^2} dM^N(sS^\alpha_{tN^2-s}G) \right| > \frac{\delta}{2} \right) \]

Hence, by Chebychev’s inequality and Lemma 4.3, the second term on the r.h.s. in (4.18) vanishes as \( N \to \infty \). Concerning the first term on the r.h.s. in (4.18), in view of \( \pi^\Sigma_t(G) = \pi^\Sigma_t(S^\Sigma_t G) \) (see Remark 2.3), we proceed as follows:

\[ \mathbb{P}_N^\alpha \left( |X^N_0(S^N_{tN^2}G) - \pi^\Sigma_t(G)| > \delta \right) \leq \mathbb{P}_N^\alpha \left( |X^N_0(S^N_{tN^2}G) - X^N_0(S^\Sigma_t G)| > \frac{\delta}{4} \right) \]

\[ + \mathbb{P}_N^\alpha \left( |X^N_0(S^\Sigma_t G) - \pi^\Sigma_t(S^\Sigma_t G)| > \frac{\delta}{4} \right) \]

For the first term on the r.h.s. in (4.19), by Markov’s inequality and the uniform boundedness of the occupation variables \( \{ \eta(x), \ x \in \mathbb{Z}^d \} \), we obtain

\[ \mathbb{P}_N^\alpha \left( |X^N_0(S^N_{tN^2}G) - X^N_0(S^\Sigma_t G)| > \delta \right) \leq \frac{4}{\delta} \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} |S^N_{tN^2}G(x) - S^\Sigma_t G(x)| \alpha_x \]

In turn, this latter upper bound vanishes for all environments \( \alpha \in \mathcal{A} = \mathcal{B} \), for all \( G \in \mathcal{F}(\mathbb{R}^d) \) and \( t \geq 0 \), in view of Corollary 3.2. The second term on the r.h.s. in (4.19) vanishes because \( \mathcal{F}(\mathbb{R}^d) \) is invariant under the action of the Brownian motion semigroup and because of the assumed consistency of the initial conditions (see Definition 2.1) for \( \alpha \in \mathcal{C} \) (see (2.4)). This concludes the proof. \( \square \)
Appendix A  Mild solution and ladder construction

In this section we derive the mild solution representation for SEP(α). More in detail, we start from a so-called α-ladder symmetric exclusion process (see, e.g., [27]), we obtain the a.s. mild solution representation as in e.g. [21] Section 3 and [40] Proposition 4.1] for this ladder counterpart and, then, by means of a projection which preserves the Markov property, we derive an a.s. mild solution representation for SEP(α).

Let us fix a realization of the environment α satisfying Assumption 1.1 Then, we define

\[ \{N_r(\{(x,i),(y,j)\}) : x,y \in \mathbb{Z}^d \text{ with } |x-y| = 1, i \in \{1,\ldots,\alpha_x\}, j \in \{1,\ldots,\alpha_y\} \} \quad (A.1) \]

to be a family of independent and identically distributed compensated Poisson processes with intensity one.

We denote by (\(\tilde{N},F,\{F_t : t \geq 0\},P\)) the probability space on which this compensated Poisson processes are defined. This randomness will be responsible (see Lemma A.1 below) for the stirring construction (see, e.g., [35] p. 399) of the so-called ladder symmetric exclusion process with parameter α \(\in \{1,\ldots,c\}\mathbb{Z}^d\), the particle system with configuration space

\[ X^\alpha = \{\tilde{\eta} : \tilde{\eta}(x,i) \in \{0,1\} \text{ for all } x \in \mathbb{Z}^d \text{ and } i \in \{1,\ldots,\alpha_x\} \} \quad (A.2) \]

and with infinitesimal generator \(\tilde{L}^\alpha\) acting on bounded cylindrical functions \(\tilde{\varphi} : \tilde{X}^\alpha \rightarrow \mathbb{R}\) as follows:

\[ \tilde{L}^\alpha \tilde{\varphi}(\tilde{\eta}) = \sum_{\{x,y\} \in \mathbb{Z}^d} \sum_{|x-y|=1} \tilde{L}_{xy}^\alpha \tilde{\varphi}(\tilde{\eta}) , \quad (A.3) \]

where

\[ \tilde{L}_{xy}^\alpha \tilde{\varphi}(\tilde{\eta}) = \sum_{i=1}^{\alpha_x} \sum_{j=1}^{\alpha_y} \left\{ \tilde{\eta}(x,i) (1 - \tilde{\eta}(y,j)) (\tilde{\varphi}(\tilde{\eta}(x,i),\tilde{\eta}(y,j)) - \tilde{\varphi}(\tilde{\eta})) + \tilde{\eta}(y,j) (1 - \tilde{\eta}(x,i)) (\tilde{\varphi}(\tilde{\eta}(y,j),\tilde{\eta}(x,i)) - \tilde{\varphi}(\tilde{\eta})) \right\} . \]

Here \(\tilde{\eta}(x,i),(y,j)\) denotes, also in this context, the configuration obtained from \(\tilde{\eta} \in \tilde{X}^\alpha\) by removing a particle at position \((x,i)\) and placing it on \((y,j)\).

This process may be considered as a special case of a symmetric exclusion process on the set \(\mathbb{Z}^d = \{(x,i), x \in \mathbb{Z}^d, i \in \{1,\ldots,\alpha_x\}\}\). For this reason and from the uniform boundedness assumption of the environment, we obtain the following representation of \(\tilde{\eta}, t \geq 0\), whose proof is completely analogous to the one of, e.g., [21] Section 3 and [40] Proposition 4.3. We restate this result below for convenience of the reader.

Lemma A.1 (Mild solution for the ladder exclusion). Fix an environment \(\alpha \in \{1,\ldots,c\}\mathbb{Z}^d\).
For \(P\)-a.e. realization of the compensated Poisson processes \(\{N,(\cdot,\cdot)\}\) and for all initial configurations \(\tilde{\eta} \in \tilde{X}_\alpha\), we have, for all \((x,i) \in \mathbb{Z}^d\) and \(t \geq 0\),

\[ \tilde{\eta}_t(x,i) = \tilde{S}^\alpha_t \tilde{\eta}_0(x,i) + \int_0^t \tilde{S}^\alpha_{t-s} d\tilde{M}^\alpha_s(x,i) . \quad (A.4) \]

In the above formula, \(\{\tilde{S}^\alpha_t, t \geq 0\}\), resp. \(\{p^\alpha_t(\cdot,\cdot), t \geq 0\}\), corresponds to the transition semigroup, resp. probabilities, associated to the continuous-time random walk on \(\mathbb{Z}^d\) whose infinitesimal generator \(\tilde{A}^\alpha\) is given below:

\[ \tilde{A}^\alpha f(x,i) = \sum_{y \in \mathbb{Z}^d} \sum_{|y-x|=1} (f(y,j) - f(x,i)) , \quad (x,i) \in \tilde{X}^d , \]
where \( f : \mathbb{Z}^d \to \mathbb{R} \) is a bounded function. Moreover, for all \((x, i) \in \mathbb{Z}^d \) and \( t, s \geq 0 \),

\[
\mathrm{d}\tilde{M}_s^\alpha(x, i) \equiv \mathrm{d}\tilde{M}_s^\alpha((x, i), \tilde{\eta}_{s-}) := \sum_{y \in \mathbb{Z}^d} \sum_{j=1}^{\alpha_y} (\tilde{\eta}_s-(y, j) - \tilde{\eta}_{s-}(x, i)) \, \mathrm{d}\tilde{\eta}_s((x, i), (y, j)),
\]

(A.5)

and

\[
\int_0^t \tilde{S}_{t-s}^\alpha \mathrm{d}M_s^\alpha(x, i) := \sum_{y \in \mathbb{Z}^d} \sum_{j=1}^{\alpha_y} \int_0^t \tilde{p}_{t-s}^\alpha((x, i), (y, j)) \, \mathrm{d}M_s^\alpha(y, j),
\]

where the above time-integrals are Lebesgue-Stieltjes integrals w.r.t. the realizations of the compensated Poisson processes. Furthermore, the infinite summations in (A.4) are \( \mathbb{P} \) a.s. – for all times and initial configurations – absolutely convergent.

We leave to the reader to check that, \( \mathbb{P} \) a.s., for all times \( t \geq 0 \) and initial configurations \( \tilde{\eta} \in X^\alpha \), the predictable quadratic covariations of the martingales \{\( M_t^\alpha(\cdot), t \geq 0 \)\} in (A.4) read as

\[
\langle M^\alpha(x, i), M^\alpha(y, j) \rangle_t = -1_{\{|x-y|=1\}} \int_0^t (\tilde{\eta}_s(x, i) - \tilde{\eta}_s(y, j))^2 \, \mathrm{d}s
\]

(A.6)

for \((x, i), (y, j) \in \mathbb{Z}^d\) with \( x \neq y \), and

\[
\langle \tilde{M}^\alpha(x, i), \tilde{M}^\alpha(x, i) \rangle_t = - \sum_{y \in \mathbb{Z}^d} \sum_{j=1}^{\alpha_y} \langle \tilde{M}^\alpha(x, i), \tilde{M}^\alpha(y, j) \rangle_t
\]

(A.7)

for \((x, i) \in \mathbb{Z}^d\).

In the following lemma, we show how to obtain SEP(\( \alpha \)), with generator given in (1.3), from the ladder symmetric exclusion process with parameter \( \alpha \) (see, e.g., [27] for further details on this construction). By combining this result with Lemma A.1, we obtain a mild solution representation of SEP(\( \alpha \)) which employs the same randomness used to define the ladder process.

**Lemma A.2 (Mild solution for SEP(\( \alpha \))).** Fix an environment \( \alpha \in \{1, \ldots, c\}^{\mathbb{Z}^d} \).

Let \( \eta \in X^\alpha \) and \( \tilde{\eta} \in \tilde{X}^\alpha \) be configurations satisfying the following relation:

\[
\eta(x) = \sum_{i=1}^{\alpha_x} \tilde{\eta}(x, i), \quad x \in \mathbb{Z}^d.
\]

(A.8)

Let \{\( \eta_t, t \geq 0 \)\} be the ladder symmetric exclusion process with parameter \( \alpha \), started from \( \tilde{\eta} \in \tilde{X}^\alpha \) presented above and represented as in Lemma A.1. Then, the stochastic process \{\( \eta_t, t \geq 0 \)\} taking values in \( X^\alpha \) defined in terms of \{\( \eta_t, t \geq 0 \)\} as follows

\[
\eta_t(x) := \sum_{i=1}^{\alpha_x} \tilde{\eta}_t(x, i), \quad t \geq 0, \quad x \in \mathbb{Z}^d,
\]

(A.9)

is a Markov process with infinitesimal generator \( L^\alpha \) as given in (1.3) and started from \( \eta \in X^\alpha \).

Moreover, for \( \mathbb{P} \) a.e. realization of the compensated Poisson processes in (A.1) and for all initial configurations \( \eta \in X^\alpha \), we have (cf. the definition of the semigroup \{\( S_t^\alpha, t \geq 0 \)\} in Section 2.2 as well as (2.29)–(2.30))

\[
(\frac{\mathrm{d}}{\mathrm{d}t}) \left( S_t^\alpha \right)(\frac{\eta}{\alpha})(x) + \int_0^t S_{t-s}^\alpha \, \mathrm{d}M_s^\alpha(x), \quad t \geq 0, \quad x \in \mathbb{Z}^d,
\]

(A.10)
where
\[
d M_\alpha^\alpha(x) := \frac{1}{\alpha} \sum_{x = 1}^{\alpha} d \tilde{M}^\alpha((x, i)) , \quad x \in \mathbb{Z}^d ,
\] (A.11)

with \( \{ \tilde{M}^\alpha(\cdot), t \geq 0 \} \) being the martingales given in (A.5) and defined in terms of the ladder exclusion process \( \{ \tilde{\eta}, t \geq 0 \} \) started from any configuration \( \tilde{\eta} \in X^\alpha \) related to \( \eta \in X^\alpha \) as in (A.8); furthermore, the predictable quadratic covariations of the martingales in (A.11) are those given in (4.2)–(4.3).

**Proof.** Arguing as in [27, Theorem 4.2(a)], the process \( \{ \eta, t \geq 0 \} \) defined in (A.9) is Markov; furthermore, it is simple to check that, by uniqueness in law of the solution to the martingale problem associated to \( (L^\alpha, \eta) \) (see, e.g., [35, Chapter 1]), its infinitesimal generator is \( L^\alpha \) (we refer to [27, Section 4.1] for further details).

As for the second part of the claim, by definition of the process \( \{ \tilde{\eta}, t \geq 0 \} \) in terms of the process \( \{ \tilde{\eta}, t \geq 0 \} \) and formula (A.4), we obtain, \( \mathbb{P} \text{-a.s.} \), for all \( x \in \mathbb{Z}^d \) and \( t \geq 0 \), the following expression for \( \eta_t(x) \):

\[
\eta_t(x) := \sum_{i = 1}^{\alpha_x} \tilde{\eta}_t(x, i) = \sum_{i = 1}^{\alpha_x} \sum_{y = 1}^{\alpha_y} \sum_{j = 1}^{\alpha_y} \left( \tilde{p}^\alpha_t((x, i), (y, j)) \tilde{\eta}_0(y, i) + \int_0^t \tilde{p}^\alpha_{t-s}((x, i), (y, j)) d \tilde{M}^\alpha_s(y, j) \right).
\] (A.12)

Since the infinite summations above are absolutely convergent, we may re-order them so to obtain:

\[
\eta_t(x) = \sum_{y \in \mathbb{Z}^d} \mathcal{Y}_t(y) ,
\]

where

\[
\mathcal{Y}_t(y) := \sum_{i = 1}^{\alpha_x} \sum_{j = 1}^{\alpha_y} \tilde{p}^\alpha_t((x, i), (y, j)) \tilde{\eta}_0(y, j) + \int_0^t \tilde{p}^\alpha_{t-s}((x, i), (y, j)) d \tilde{M}^\alpha_s(y, j) .
\] (A.13)

We observe that, for all sites \( x, y \in \mathbb{Z}^d \) and labels \( i, j' \in \{1, \ldots, \alpha_x\} \), \( j, j' \in \{1, \ldots, \alpha_y\} \), \( \tilde{p}^\alpha_t((x, i), (y, j)) = \tilde{p}^\alpha_t((x, i'), (y, j')) \); in other words, the transition probabilities \( \tilde{p}^\alpha(\cdot, \cdot) \) do not depend on the labels, but only on the sites. Therefore, we define \( \tilde{p}^\alpha_t(x, y) := \tilde{p}^\alpha_t((x, i), (y, j)). \) If we combine this with the definition of \( \eta_t(y) := \sum_{i = 1}^{\alpha_y} \tilde{\eta}_t(y, j) \), the expression in (A.13) rewrites as follows:

\[
\mathcal{Y}_t(y) = \alpha_x \tilde{p}^\alpha_t(x, y) \eta_0(y) + \int_0^t \alpha_x \tilde{p}^\alpha_{t-s}(x, y) \sum_{j = 1}^{\alpha_y} \tilde{M}^\alpha_s((y, j), \tilde{\eta}_{s-}) .
\]

Recalling from Section 2.2 the definition of transition probabilities \( \{ p^\alpha_t(\cdot, \cdot), t \geq 0 \} \) associated to \( \text{RW}(\alpha) \) and after observing that

\[
p^\alpha_t(\cdot, \cdot) = \sum_{j = 1}^{\alpha_y} \tilde{p}^\alpha_t((x, i), (y, j)) = \alpha_y \tilde{p}^\alpha_t(x, y) ,
\] (A.14)

the proof of the identity (A.10) is concluded.

In order to recover the predictable quadratic covariations (4.2)–(4.3) for the martingales \( \{ M^\alpha_t(\cdot), t \geq 0 \} \), it suffices to combine (A.11) with (A.6)–(A.7) and (A.9); we leave the details to the reader. \( \square \)
We take the construction and \( (A.9) \) in Lemma \( A.2 \) as a definition of our partial exclusion process \( \text{SEP}(\alpha) \). In particular, we consider the process \( \{\eta_t, t \geq 0\} \) as a Markov functional of the ladder process \( \{\eta_t, t \geq 0\} \), whose evolution, in turn, is prescribed in Lemma \( A.1 \) in terms of the compensated Poisson processes \( \{\mathcal{N}(\cdot, \cdot)\} \) in \( (A.1) \) and its initial configuration \( \tilde{\eta}_0 \in \mathcal{X}^\alpha \).

However, to any given \( \text{SEP}(\alpha) \)-configuration \( \eta \in \mathcal{X}^\alpha \) there may correspond, in general, many “compatible ladder configurations”, namely configurations \( \tilde{\eta} \in \mathcal{X}^\alpha \) of the following type:

\[
\left\{ \tilde{\eta} \in \mathcal{X}^\alpha : \sum_{i=1}^{\alpha_x} \tilde{\eta}(x,i) = \eta(x) \text{ for all } x \in \mathbb{Z}^d \right\} .
\]

Therefore, when we say that the particle system \( \{\eta_t, t \geq 0\} \) starts from the configuration \( \eta \in \mathcal{X}^\alpha \), we first need to specify how to initialize the underlying ladder process and, then, unequivocally follow the Poissonian source of randomness yielding \( (A.10) \) and \( (A.11) \). We will always assume that, given an initial configuration \( \eta \in \mathcal{X}^\alpha \), the compatible ladder configurations \( \tilde{\eta} \in \mathcal{X}^\alpha \) are chosen according to some probability distribution independent of the compensated Poisson processes in \( (A.1) \). We can, for instance, make the deterministic choice of filling up the ladders at each site starting from bottom to top.

**Appendix B Proofs of auxiliary results**

In order to fix notation, for all compact subsets \( K \subseteq \mathbb{R}^d \), \( C_b(K) \) (resp. \( C_c(K) \)) denotes the space of continuous and bounded (resp. compactly supported) functions from \( K \) to \( \mathbb{R} \) endowed with the supremum norm, while \( M_+(K) \) denotes the space of non-negative finite Borel measures on \( K \) endowed with the weak* topology w.r.t. \( C_b(K) \). Moreover, for all \( \mu \in M_+(K) \) and \( F \in C_b(K) \), we define

\[
\mu(F) := \int_K F(u) \mu(du) . \tag{B.1}
\]

**B.1 Proof of Lemma 2.5**

*Proof of Lemma 2.5.* The methodology of the proof is inspired by \cite[Theorem 8.2.18]{12}.

By applying \cite[Proposition 3.2]{21} to the integrable function \( g : \alpha \in \{1, \ldots, \epsilon\} \mathbb{Z}^d \mapsto \alpha_0 \in \mathbb{R} \), there exists a (translation invariant) measurable subset \( \mathfrak{A} \subseteq \{1, \ldots, \epsilon\} \mathbb{Z}^d \) such that \( \mathcal{P}(\mathfrak{A}) = 1 \) holds, as well as

\[
\left| \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} G\left(\frac{x}{N}\right) \alpha_x - \mathbb{E}_\mathcal{P}[\alpha_0] \int_{\mathbb{R}^d} G(u) \, du \right| \to 0 \quad N \to \infty \tag{B.2}
\]

hold for all \( \alpha \in \mathfrak{A} \) and \( G \in C_c(\mathbb{R}^d) \), the subspace of \( C_0(\mathbb{R}^d) \) of compactly supported functions.

In the remainder of this proof, \( \alpha \in \mathfrak{A} \); moreover, we define

\[
\mathcal{Y}^{N,\alpha} := \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} \delta_{\frac{x}{N}} \alpha_x \quad \text{and} \quad \mathcal{Y} := \mathbb{E}_\mathcal{P}[\alpha_0] \, du \tag{B.3}
\]

as elements in \( \mathcal{S}'(\mathbb{R}^d) \).

Recall from the proof of Theorem 3.1 the definitions of the open and closed Euclidean balls \( B_\ell(u) \) and \( \overline{B_\ell(u)} \). Then, for all \( \ell > 0 \), since the restriction map \( \overline{B_\ell(0)} : C_c(\mathbb{R}^d) \to C_c(\overline{B_\ell(0)}) \) is onto and since \( C_c(B_\ell(0)) \equiv C_b(\overline{B_\ell(0)}) \), \( (B.2) \) implies that, for all \( \alpha \in \mathfrak{A} \), \( \mathcal{Y}^{N,\alpha}_\ell \) weakly converge as non-negative finite Borel measures as \( N \to \infty \) to \( \mathcal{Y}_\ell \), where

\[
\mathcal{Y}^{N,\alpha}_\ell(du) := \frac{1}{N^d} \sum_{\frac{x}{N} \in \overline{B_\ell(0)}} \delta_{\frac{x}{N}}(du) \alpha_x \quad \text{and} \quad \mathcal{Y}_\ell(du) := \mathbb{E}_\mathcal{P}[\alpha_0] \mathbf{1}_{\{u \in \overline{B_\ell(0)}\}} \, du . \tag{B.4}
\]
By the compactness of \( \overline{B(0)} \subseteq \mathbb{R}^d \), for all \( \delta > 0 \), there exists a finite sub-cover \( U_\ell(\delta) := \{ B_\delta(u_i) \}_{i=1}^n \) of open balls of radius \( \delta > 0 \) (with \( n = n(\delta) \in \mathbb{N} \)). Moreover, by defining recursively \( V_1 := B_\delta(u_1) \cap \overline{B(0)} \) and \( V_i := (B_\delta(u_i) \cap \overline{B(0)}) \setminus V_{i-1} \), it is simple to check that the pairwise disjoint sets \( V_i(\delta) := \{ V_i \}_{i=1}^n \) cover \( B(0) \) and \( \mathcal{Y}_\ell(\partial V_i) = 0 \) for all \( i = 1, \ldots, n \), where \( \partial V_i \) denotes the boundary of \( V_i \) in the subspace topology on \( \overline{B(0)} \). Hence,\[
\sup_{F \in \mathcal{F}} \left\| \mathcal{Y}^{\ell, \alpha}_N(F) - \mathcal{Y}_\ell(F) \right\| \leq \sup_{F \in \mathcal{F}} \sum_{i=1}^n \frac{1}{N^d} \sum_{\mathfrak{F} \in V_i} \left| F(\frac{x_i}{N}) - F(u_i) \right| \alpha_x + \sup_{u \in \mathbb{R}^d} \int_{V_i} \mathbb{E} \left[ \alpha_0 \right] \left| F(u) - F(u_i) \right| du \quad \text{for } \mathfrak{F} \subseteq \mathcal{C}(\mathbb{R}^d) \text{ and } \| u - v \| < \delta.
\]

The boundedness of \( \mathcal{F} \) (see (2.13)), and the convergence (recall that \( \mathcal{Y}^{\ell, \alpha}_N \) weakly converges to \( \mathcal{Y}_\ell \) as \( N \to \infty \) as well as \( \mathcal{Y}_\ell(\partial V_i) = 0 \) for all \( i = 1, \ldots, n \))

\[
\mathcal{Y}^{\ell, \alpha}_N(V_i) \xrightarrow{N \to \infty} \mathcal{Y}_\ell(V_i), \quad i = 1, \ldots, n \quad (B.6)
\]

ensure that, for all \( \delta > 0 \), the second term on the r.h.s. in (B.5) vanishes as \( N \to \infty \):

\[
\sup_{u, v \in \mathbb{R}^d} \sup_{F \in \mathcal{F}} \left| F(u) - F(v) \right| \left\{ \mathcal{Y}^{\ell, \alpha}_N(\overline{B(0)}) + \mathcal{Y}_\ell(\overline{B(0)}) \right\} = 0 \quad (B.8)
\]

hence, by the definition (2.12) of equicontinuity of the subset \( \mathcal{F} \subseteq \mathcal{C}(\mathbb{R}^d) \) and

\[
\limsup_{N \to \infty} \mathcal{Y}^{\ell, \alpha}_N(\overline{B(0)}) + \mathcal{Y}_\ell(\overline{B(0)}) = 2 \mathcal{Y}_\ell(\overline{B(0)}) < \infty \quad (B.9)
\]

we obtain

\[
\lim \limsup_{\delta \downarrow 0} \sup_{F \in \mathcal{F}} \left\{ \sum_{i=1}^n \frac{1}{N^d} \sum_{\mathfrak{F} \in V_i} \left| F(\frac{\mathfrak{F}}{N}) - F(u_i) \right| \alpha_x + \sup_{u \in \mathbb{R}^d} \int_{V_i} |F(u) - F(u_i)| du \right\} = 0 \quad (B.10)
\]

Hence, (B.7) and (B.10) combined with (B.5) yield, for all \( \ell > 0 \),

\[
\sup_{F \in \mathcal{F}} \left| \mathcal{Y}^{\ell, \alpha}_N(F) - \mathcal{Y}_\ell(F) \right| \xrightarrow{N \to \infty} 0 \quad (B.11)
\]

The uniform integrability assumption (see (2.14)) and the upper bound \( \alpha_x \leq c < \infty \) (see Assumption 1.1) ensure

\[
\lim \limsup_{\ell \to \infty} \sup_{N \to \infty} \sup_{F \in \mathcal{F}} \left\{ \frac{1}{N^d} \sum_{\mathfrak{F} > \ell} \left| F(\frac{\mathfrak{F}}{N}) \right| \alpha_x + \mathbb{E} \left[ \alpha_0 \right] \int_{\{ |u| > \ell \}} |F(u)| du \right\} = 0 \quad (B.12)
\]
The triangle inequality
\[
\sup_{F \in \mathcal{F}} |Y^{N,\alpha}(F) - Y(F)| \leq \sup_{F \in \mathcal{F}} |Y^{N,\alpha}(F) - Y_\ell(F)| + \sup_{F \in \mathcal{F}} \left\{ \frac{1}{N^d} \sum_{|x| > \ell} |F(\frac{x}{N})| \alpha_x + \mathbb{E}_F [\alpha_0] \int_{|u| > \ell} |F(u)| \, du \right\},
\] (B.13)
which holds for all \(\ell > 0\) and \(N \in \mathbb{N}\), combined with (B.11) and (B.12), yields the desired result.

### B.2 Proof of Corollary 3.2

**Proof of Corollary 3.2** In what follows, let \(\alpha\) be an environment in the subset \(\mathcal{A} \cap \mathcal{B} \subseteq \{1, \ldots, c\}^{\mathbb{Z}^d}\) (see (2.16) and (3.11)). Fix \(T > 0\) and \(G \in \mathcal{S}(\mathbb{R}^d) \subseteq \mathcal{C}_0(\mathbb{R}^d)\). Let \(G^+\) and \(G^-\) be the positive and negative parts of \(G\) \((G = G^+ - G^-)\); then, \(G^\pm \in L^1(\mathbb{R}^d) \cap \mathcal{C}_0(\mathbb{R}^d)\) (hence they satisfy (3.1)) and there exist functions \(H^\pm \in \mathcal{S}(\mathbb{R}^d)\) (see, e.g., [40, Proposition 5.3] for an explicit construction) such that
\[
0 \leq G^\pm(u) \leq H^\pm(u), \quad u \in \mathbb{R}^d.
\] (B.14)

As a consequence, there exist constants \(C^\pm > 0\) such that
\[
\sup_{0 \leq t \leq T} |S^\Sigma_t G^\pm(u)| \leq \frac{C^\pm}{1 + |u|^{2d}}, \quad u \in \mathbb{R}^d.
\] (B.15)

This follows from the bounds (B.14), the fact that \(S^\Sigma_t\) acts as convolution with a non-degenerate Gaussian kernel and the use of Fourier transformation in \(\mathcal{S}(\mathbb{R}^d)\). Moreover, because of the uniform continuity of \(G^\pm\) and the contractivity of the semigroup in \(\mathcal{C}_0(\mathbb{R}^d)\), we have
\[
\sup_{t \in [0,T]} \sup_{|u-v| < \delta} |S^\Sigma_t G^\pm(u) - S^\Sigma_t G^\pm(v)| \leq \sup_{t \in [0,T]} \sup_{|u-v| < \delta} |G^\pm(u) - G^\pm(v)| \to 0. \quad \delta \to 0.
\]

As a consequence, for all \(T > 0\), both subsets of \(\mathcal{C}_0(\mathbb{R}^d)\) given by
\[
\mathcal{F}_{[0,T]}(G^\pm) := \left\{ S^\Sigma_t G^\pm \in \mathcal{C}_0(\mathbb{R}^d) : t \in [0,T] \right\}
\] (B.16)
satisfy the assumptions in Lemma 2.5. Therefore, since \(\alpha \in \mathcal{A}\), Lemma 2.5 ensures that, for all \(G \in \mathcal{S}(\mathbb{R}^d)\) and \(T > 0\), we have
\[
\sup_{t \in [0,T]} \left| \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} S^\Sigma_t G^\pm(\frac{x}{N}) \alpha_x - \int_{\mathbb{R}^d} S^\Sigma_t G^\pm(u) \mathbb{E}_F [\alpha_0] \, du \right| \to 0, \quad N \to \infty. \quad (B.17)
\]

Let us now prove
\[
\sup_{t \in [0,T]} \left| \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} S^N_{t,\lambda N^2} G^\pm(\frac{x}{N}) - S^\Sigma_t G^\pm(\frac{x}{N}) \right| \alpha_x \to 0, \quad N \to \infty, \quad (B.18)
\]
from which (3.2) follows.

Since \(|c| = c + 2 \max\{-c, 0\}\) for all \(c \in \mathbb{R}\), we have
\[
\sup_{t \in [0,T]} \left| \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} S^N_{t,\lambda N^2} G^\pm(\frac{x}{N}) - S^\Sigma_t G^\pm(\frac{x}{N}) \right| \alpha_x
\]
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As for the first term in the r.h.s. above, by detailed balance (see \eqref{eq:2.26}),
\(\sum_{x \in \mathbb{Z}^d} p_{1N^2}(y, x) = 1\), as well as \(\int_{\mathbb{R}^d} S_t^{\pm}(u) \, du = \int_{\mathbb{R}^d} G^{\pm}(u) \, du\), we obtain
\[
\sup_{t \in [0, T]} \left| \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} \left( S_t^{N, \alpha} G^{\pm}(\frac{x}{N}) - S_t^\Sigma G^{\pm}(\frac{x}{N}) \right) \alpha_x \right| 
= \sup_{t \in [0, T]} \left| \frac{1}{N^d} \sum_{y \in \mathbb{Z}^d} G^{\pm}(\frac{y}{N}) \alpha_y \sum_{x \in \mathbb{Z}^d} p_{1N^2}(y, x) - \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} S_t^\Sigma G^{\pm}(\frac{x}{N}) \alpha_x \right|
\leq \left| \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} G^{\pm}(\frac{x}{N}) \alpha_x - \int_{\mathbb{R}^d} G^{\pm}(u) \, \mathbb{P}[\alpha_0] \, du \right|
+ \sup_{t \in [0, T]} \left| \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} S_t^\Sigma G^{\pm}(\frac{x}{N}) \alpha_x - \int_{\mathbb{R}^d} S_t^\Sigma G^{\pm}(u) \, \mathbb{P}[\alpha_0] \, du \right| ;
\]
thus, the first expression on the r.h.s. of \eqref{eq:B.19} vanishes as \(N \to \infty\) by \eqref{eq:B.17}.
Moreover, we have, for all \(N \in \mathbb{N}\) and \(x \in \mathbb{Z}^d\),
\[
\sup_{t \in [0, T]} \max \left\{ \left| S_t^\Sigma G^{\pm}(\frac{x}{N}) - S_t^{N, \alpha} G^{\pm}(\frac{x}{N}) \right|, 0 \right\} \alpha_x \leq \sup_{t \in [0, T]} S_t^\Sigma G^{\pm}(\frac{x}{N}) \alpha_x . \tag{B.20}
\]
Therefore, for all \(\ell > 0\) and combining \eqref{eq:B.20} and \eqref{eq:B.15}, we obtain
\[
\lim_{N \to \infty} \sup_{t \in [0, T]} \left| \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} \max \left\{ \left| S_t^\Sigma G^{\pm}(\frac{x}{N}) - S_t^{N, \alpha} G^{\pm}(\frac{x}{N}) \right|, 0 \right\} \alpha_x \right|
\leq \lim_{N \to \infty} \sup_{t \in [0, T]} \frac{1}{N^d} \sum_{|x| \leq \ell} \left| S_t^\Sigma G^{\pm}(\frac{x}{N}) - S_t^{N, \alpha} G^{\pm}(\frac{x}{N}) \right| \frac{1}{N^d} \sum_{|x| \leq \ell} \alpha_x \tag{B.21}
+ \lim_{N \to \infty} \frac{2}{N^d} \sum_{|x| > \ell} \frac{C^\pm \alpha_x}{1 + |\frac{x}{N}|^2} \tag{B.22} .
\]
By Theorem 3.1 applied to the functions \(G^\pm\) and \(\sup_{N \in \mathbb{N}} \frac{1}{N^d} \sum_{|x| \leq \ell} \alpha_x < \infty\), \eqref{eq:B.21} equals zero for all \(\ell > 0\), while \eqref{eq:B.22} vanishes as \(\ell \to \infty\). This concludes the proof. \qed
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