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Abstract

We propose a novel strategy for Neural Architecture Search (NAS) based on Bregman iterations. Starting from a sparse neural network our gradient-based one-shot algorithm gradually adds relevant parameters in an inverse scale space manner. This allows the network to choose the best architecture in the search space which makes it well-designed for a given task, e.g., by adding neurons or skip connections. We demonstrate that using our approach one can unveil, for instance, residual autoencoders for denoising, deblurring, and classification tasks. Code is available at https://github.com/TimRoith/BregmanLearning.

1 Introduction

The success story of Deep Neural Networks (DNNs) in fields like computer vision, image and language processing, etc., can be attributed to different factors: First, DNNs are highly overparametrized nonlinear mappings which therefore possess large expressiveness. Second, increasingly sophisticated architecture choices, most prominently convolutional layers and residual connections, resembling biological processes have proved to be adequate models for catching up to or even surpassing human performance on tasks like image classification [1], segmentation [2], or gaming [3].

Their overparametrization is both boon and bane of DNNs since it may cause instabilities and overfitting, and makes the networks difficult to train [4]. Mitigating these drawbacks is an active field of research and popular approaches aim to train sparse neural networks [5, 6, 7, 8, 9], which are both less prone to overfitting, more memory-efficient, and facilitate efficient sparse training. Also the usage of more advanced optimization methods like stochastic gradient descent with momentum, Adam or related methods [10, 11, 12, 13] empirically tends to produce more stable networks.

Seemingly unrelated to sparsity and optimization is the question which network architectures work best for a specific application. However, as we discuss below, these topics are strongly related. Handcrafted architectures like the VGG networks [14], residual neural networks (ResNets) [1], or U-Nets [2] perform extremely well for various applications. Furthermore, more recently designed architectures like, e.g., dense convolutional networks [15] or Momentum ResNets [16] suggest that network design has not yet reached its limit. However, designing successful architectures manually is very time-consuming and at the same time it is not entirely clear how much influence the specific architecture has on the great performance of these networks.

To obtain more insights on this question, the vibrant field of Neural Architecture Search (NAS) aims to let networks “learn their own architecture”, cf. [17] for a detailed review with many important references. The different approaches for NAS can be coarsely subdivided based on which search space and which search strategy are used. Common search spaces comprise simple chain-structured networks, more complicated networks with skip connections and branching, convolutional neural networks, etc. Popular search strategies include random search, evolutionary algorithms, Bayesian or gradient-based optimization, and reinforcement learning.
2 The Method

In this article we propose a novel gradient-based one-shot Neural Architecture Search method using Bregman iterations for training sparse neural networks [18]. Bregman iterations are a generalized gradient descent algorithm and were originally proposed in [19, 20, 21, 22] for applications in compressed sensing and image processing. Their main characteristic is that they start with a sparse solution and successively add features to minimize a loss function, this way forming an inverse scale space. As we demonstrate in this article this special feature makes them a well-suited algorithm for NAS, additionally being supported with a rich mathematical theory [23, 24, 25, 26, 27].

Search Strategy Our search strategy for discovering suitable neural network architectures is gradient-based and utilizes the algorithm AdaBreg [18], an inverse scale space variant of Adam [11].

Algorithm 1: AdaBreg [18], a Bregman variant of Adam [11] for Neural Architecture Search.

```plaintext
// Standard Adam steps
k ← k + 1
\[ g \leftarrow \nabla L(\theta; B) \]
\[ m_1 \leftarrow \beta_1 m_1 + (1 - \beta_1) g \]
\[ m_2 \leftarrow \beta_2 m_2 + (1 - \beta_2) g^2 \]
\[ v \leftarrow -\eta \frac{m_1}{\sqrt{m_2 + \epsilon}} \]
\[ \theta \leftarrow \text{prox}_{\delta J}(\delta v) \]
```

Here, $\eta > 0$ is the learning rate and $\delta > 0$, which we set equal to one, is a hyperparameter steering the magnitude of the network parameters $\theta$. Furthermore, $T$ denotes a training set and $L(\theta; B)$ is a
batch loss function of the network parameters $\theta$. The functional $J$ is sparsity-enforcing, and $\text{prox}$ denotes the proximal operator \cite{proximal}, defined as
\[
\text{prox}_J(v) = \arg \min_w \frac{1}{2} \| w - v \|^2 + J(w). \tag{2.1}
\]
When choosing the functional $J(\theta) = 0$, this is the identity operator and \text{Algorithm 1} reduces to the popular Adam optimization method \cite{adam}. The algorithm features two variables $v$ and $\theta$ which are linked through the condition that $v$ is a subgradient of the elastic net \cite{elasticnet} functional
\[
J_\delta(\theta) := J(\theta) + \frac{1}{2\delta} \| \theta \|^2 \quad \tag{2.2}
\]
i.e., $v \in \partial J_\delta(\theta)$. In the case that $J(\theta) = \| \theta \|_1$ equals the $\ell_1$-norm, the subgradients basically encode the support of non-zero parameters since $v = \text{sign}(\theta) + \frac{1}{\delta} \theta$.

\text{Algorithm 1} first updates the variable $v$ by performing a gradient descent step on the loss function $L(\theta; B)$ and successively recovers only relevant parameters $\theta$ by applying the proximal operator, which for $J(\theta) = \mu \| \theta \|$ reduces to soft-thresholding \cite{softthresholding} with parameter $\mu > 0$:
\[
\text{prox}_\delta \mu \| \| (\delta v) = \delta \text{shrink}(v; \mu) := \delta \text{sign}(v) \max(|v| - \mu, 0). \tag{2.3}
\]
Since the threshold $\mu$ does not change over the iterations, \text{Algorithm 1} exhibits an inverse scale space behavior by adding more and more parameters as soon as the corresponding entries of $v$ exceed it.

\textbf{Search Space} For the proposed Neural Architecture Search method the functional $J$ typically involves a $\ell_{1,2}$ group-norm of different parameter groups of the network, first proposed in \cite{linear}:
\[
J(\theta) = \sum_{g \in \mathcal{G}} \sqrt{n_g} \| g \|_2. \tag{2.4}
\]
Here, $\mathcal{G}$ denotes the collection of all parameter groups, such as weight matrices, convolutional kernels, skip connections, etc., and $n_g$ denotes the number of elements of a group member $g$, which ensures a balanced influence of all groups based on their number of parameters. The norm $\| \cdot \|_2$ denotes a suitable $\ell_2$-norm of the group member $g$, which depending on the data structure can be the Euclidean norm of a vector, the Frobenius norm of a matrix, etc.

Note that we use the argument $\theta$ in \eqref{equation:searchspace} as a collective variable containing all free parameters of the network. The parameter groups $\mathcal{G}$, which are regularized through \eqref{equation:searchspace}, together with the parameter groups not entering the regularizer constitute the search space of our NAS method.

As a prototypical example, let us study the following dense residual network structure with $L$ layers, where $x^{(0)} \in \mathbb{R}^d$ denotes the $d$-dimensional input and the output of the $l + 1$-st layer is given by
\[
x^{(l+1)} = \sigma(W^{(l)} x^{(l)} + b^{(l)}) + \sum_{i=0}^{l} \tau^{(l,i)} x^{(i)}, \quad l \in \{0, \ldots, L - 1\}. \tag{2.5}
\]
Here, $W^{(l)} \in \mathbb{R}^{d \times d}$ denote weight matrices, $b^{(l)} \in \mathbb{R}^d$ are bias vectors, and $\tau^{(l,i)} \in \mathbb{R}$ are residual skip parameters. For suitable choices of the skip parameters, weights, and biases the architecture \eqref{equation:dense_res} covers special cases like standard feedforward network, ResNets or Neural ODE \cite{ode}, momentum ResNets \cite{resnets}, residual autoencoders \cite{autoencoders}, etc.

Possible parameter groups of the model \eqref{equation:dense_res} are the row vectors of all weight matrices
\[
\mathcal{G}_\text{neur} = \{ W^{(l)}_{r,c} : l = 0, \ldots, L - 1, r = 0, \ldots, d - 1 \}, \tag{2.6}
\]
the collection of all skip parameters
\[
\mathcal{G}_\text{skip} = \{ \tau^{(l,i)} : l = 0, \ldots, L - 1, i = 0, \ldots, l \}, \tag{2.7}
\]
or the layers of the network
\[
\mathcal{G}_\text{layer} = \{ W^{(l)} : l = 0, \ldots, L - 1 \}. \tag{2.8}
\]
Obviously, these group can also be combined, leading to simultaneous regularization of different parameter groups.
Regularizing the first group enforces a small number of active neurons, which makes it a suitable model for discovering autoencoder-like architectures. Similarly, the second group enforces few active residual connections and the third group few active layers. Note that enforcing the latter is only meaningful when allowing for residual connections since otherwise the network does not transfer information.

As an example, consider the following two regularizers which enforce row sparsity with no skip connections, and joint sparsity of rows and skip connections, respectively:

\[
J(\theta) = \mu \sum_{l=0}^{L-1} \left( d - \sum_{r=0}^{d-1} \sqrt{d} \| W^{(l)}_{r,:} \|_2 + \sum_{i=0}^{l} \chi_{(l)}(\tau^{(l,i)}) \right),
\]

(2.9)

\[
J(\theta) = \mu \sum_{l=0}^{L-1} \left( d - \sum_{r=0}^{d-1} \sqrt{d} \| W^{(l)}_{r,:} \|_2 + \sum_{i=0}^{l} |\tau^{(l,i)}| \right),
\]

(2.10)

where \( \mu > 0 \) is a regularization parameter. Note that by using the characteristic function \( \chi_{(0)}(\tau) \)—which is zero if \( \tau = 0 \) and \( \infty \) otherwise—the first regularizer forces all skip parameters to zero, whereas the second one just penalizes their \( \ell_1 \)-norm. For ResNet-type architectures one could additionally include a positivity constraint for the skip connection parameters \( \tau^{(l,i)} \), whereas for Momentum ResNet-type architectures positivity does not have to be enforced.

**Parameter Initialization** We combine the proposed NAS method, which utilizes a suitable sparsity regularization as described before, with a sparse parameter initialization strategy, c.f., [6, 18, 32]. This allows our method to unveil its own architecture as it is not predetermined by the initialization. For this we choose an initial sparsity level \( r \in [0, 1] \) for each parameter group over which we optimize and initialize their group members in the following masked way:

\[
g = \tilde{g} \cdot m, \quad m \sim \mathcal{B}(r).
\]

Here, \( m \) is a random variable drawn from a Bernoulli distribution \( \mathcal{B}(r) \) with parameter \( r \in [0, 1] \), and \( \tilde{g} \) is a non-sparse random initialization. For the latter, we either follow standard initialization techniques like [33, 34] or utilize a modification proposed for sparse initialization in [18], which rescales the variance of \( \tilde{g} \) with \( 1/r \).

Note that while initializing all weight matrices with zero is a bad idea because of the resulting unbreakable symmetry, it is possible to set all skip connections in (2.5) to zero initially since the symmetry breaking will be accounted for by the weights.

### 3 Related Work

The corpus of existing literature on NAS is tremendous with new articles being released on a daily basis, see [17] for an overview. The majority of the established methods can be attributed the labels evolutionary, reinforcement learning based, or optimization based. Furthermore, also sparsity enforcing methods (most prominently network pruning) have strong relations to NAS.

Evolutionary methods, which construct neural networks and optimize their parameters by using, e.g., genetic algorithms, have been already proposed in the 90s [35] and are still being actively investigated [36, 37]. However, these techniques are difficult to scale to large architectures and are typically outperformed by gradient-based methods, cf., [17].

A very successful branch of NAS uses reinforcement learning, see, e.g., [38] [39] [40]. Here, an agent designs and trains new architectures and receives rewards based on their performance or other quality measures. While these techniques work very well, they typically require vast amounts of computational resources since they require a full training of a possibly large architecture in every learning step.

Therefore, gradient-based optimization methods enjoy increasing popularity and oftentimes require only one training phase, which is referred to as One-Shot Neural Architecture Search. In [41] a differentiable architecture search method (DARTS), which continuously relaxes the search space and solves a bilevel optimization problem, is proposed. A Bayesian optimization algorithm for determining the weights in a linear combination of network operations is studied in [42]. In [43, 44]
4 Results

In this section we will apply the proposed NAS algorithm to different scenarios. First, we show that it can be used to discover autoencoder-like and residual architectures for image denoising and deblurring on MNIST [53]. Second, we also utilize our algorithm to unveil residual substructures of a DenseNet [15] for the classification task on FashionMNIST.

4.1 Denoising and Deblurring

In this section we perform NAS for denoising and deblurring images from the MNIST dataset [53]. The set consists of 60,000 gray scale images of handwritten digits with $28 \times 28$ pixels, which we split into 55,000 images used for the training and 5,000 test images. For the denoising experiment we added Gaussian noise with standard deviation 0.05. For the deblurring experiment we first blurred the images with a Gaussian filter of size $9 \times 9$ and standard deviation 5.0, and then added the same amount of noise. Our search space is the general network architecture (2.5) with $L = 6$ and ReLU activations, meaning that the network has one input layer, five hidden layers, and one output layer. This architecture allows for feedforward networks, ResNets, Momentum ResNets, etc. We used the algorithmic parameters as given in Algorithm 1 with MSE loss, and a batch size of 128. We initially set all skip parameters to zero and set 1% of all weight matrix rows non-zero, following the strategy described in Section 2. Using different regularization functionals $J$ we show in the following that different architectures are discovered.

Autoencoders In our first experiment we choose the regularizer (2.9) with $\mu = 0.07$ which enforces row sparsity of the weights, i.e., a small number of neurons per layer, and sets all residual connections to zero. Hence, the search space consists of all multi-layer perceptrons with six layers of 784 neurons each.
Figure 2 shows box plots of the layer sizes of the trained networks, averaged over 10 training runs of 100 epochs each. Note that we added the input layer of size 784 manually for visualization purposes. Evidently, both for the denoising and the deblurring task our algorithm unveils autoencoder architectures. While the widths of the third to sixth layer have some spread over the runs, the average widths of the second and in particular the last layer have high statistical significance. This suggests some degree of redundancy of the central layers, whereas the width of the output layer matches well the average amount of non-zero pixels in the MNIST data, which is around 65%, and hence accounts for the fact that the MNIST digits do not fill the whole image domain.

Notably, the unveiled autoencoder architectures for denoising and deblurring are very similar both qualitatively and quantitatively. We hypothesize that this is due to the fact that the networks’ architectures stem from the challenging task of removing the noise, whereas the inversion of the Gaussian blur with a fixed kernel can be learnt easily without significantly changing the autoencoder architecture.

Residual Autoencoders To enlarge the search space and thus allow for more interesting neural architectures we allow residual connections in this experiment and use the regularizing functional (2.10) with $\mu = 0.07$, which enforces both sparse residual connections and weight rows. The top row of Figure 3 shows box plots of the layer sizes for denoising and deblurring, again averaged over 10 training runs of 100 epochs each. Additionally, in the bottom row we show the average skip parameters $\tau(l,i)$ in (2.5) as connectivity matrices, with negative values in red and positive values in blue. Opposed to the previous experiment without skip connections, the unveiled autoencoder structures are tilted in the sense that the coding layer of approximately 200 neurons arises as first or second hidden layer of the network. Also the sizes of the output layers are larger than in the previous experiment, which we attribute to the fact that the skip connections into the output layer require a larger number of neurons there to fully remove the noise or blur.
The residual connectivity matrices in the second row of Figure 3 show that for both denoising and deblurring the learned architectures feature negative and positive residual parameters \( \tau(l,j) \). Interestingly, for both tasks the output layer in average receives positive residual connections from the previous layers, similar to ResNets, DenseNets, or U-Nets. In contrast, most of the other skip parameters are negative, which is reminiscent of Momentum ResNets [16] and typically leads to better performance than non-negative skip parameters, as observed, e.g., in [54]. Note that the residual networks do not form a U-Net structure [2], which would mean that most skip parameters are on the counterdiagonal of the residual connectivity matrix, connecting the first and last, second and penultimate layer, etc. Instead the residual network for the denoising task has a triangular structure, mapping the input to the coding layer and then linearly increasing layer sizes towards the output layer, which also receives skip connections from all previous layers but the input one.

Finally, we compare the different architectures in terms of their MSE loss on the MNIST testing data set. Table 1 shows the average MSE losses and standard deviations of the unveiled autoencoders and residual autoencoders for both the denoising and the deblurring tasks. Here, the residual architectures have a significantly lower loss than the autoencoder like structures. The improvement is especially high for the denoising task where the loss drops more than one order of magnitude when allowing for residual connections.

### 4.2 Classification

In this experiment we perform classification on the Fashion-MNIST dataset, which is a more challenging drop-in replacement of MNIST. We use the same train-test splits and algorithmic parameters as before. The loss function is chosen as cross-entropy loss.

The search space is constituted by a DenseNet architecture [15], which consists of a 5-layer dense block with a growth rate of \( k = 12 \), followed by a convolutional and a linear layer. As regularizer we choose a group norm on all convolutional kernels,

\[
J(\theta) = \mu \sum_{i \in I_{\text{conv}}} \sqrt{s} \| K^{(i)} \|_F,
\]

where \( I_{\text{conv}} \) is the index set of the kernels, \( s \) denotes the kernel size, and \( \| \cdot \|_F \) is the Frobenius norm. The regularization parameter was chosen as \( \mu = 0.05 \). In this case the skip connections are realized as concatenations, where the \( l \)-th layer of a dense block with growth rate \( k \) receives an input \( x^{(l)} \in \mathbb{R}^{l \cdot k, n, m} \) and outputs a vector \( x^{(l+1)} \), which is given by

\[
\begin{align*}
x_{j,*,*}^{(l+1)} &= x_{j,*,*}^{(l)}, & j \in \{0, \ldots, l \cdot k - 1\}, \\
x_{j+l \cdot k, *,*}^{(l+1)} &= \sum_{i=0}^{l \cdot k} K^{(l,i,j)} \ast x_{i,*,*}^{(l)}, & j \in \{0, \ldots, k - 1\}.
\end{align*}
\]

In this formulation, the kernel matrices for \( j \leq (l-1) \cdot k \) are a generalization of the skip connections in \( (2.5) \) since they multiply the outputs of previous layers. In particular one can compute the values

\[
\tau^{(l,r)} := \sum_{i=r \cdot k}^{(r+1) \cdot k} \sum_{j=1}^{k} \| K^{(l,i,j)} \|
\]

for \( r \leq l \), which act as strength of the residual connections from layer \( r \) to layer \( l \).

The left part of Figure 4 shows the norms of all kernels and the right part demonstrates the residual connections \( \tau^{(l,r)} \), as defined above. Similar to the previous experiments, which however dealt with the completely different tasks of denoising and deblurring, the last layer receives most skip connections. This again indicates a “triangular” structure of the unveiled network. Furthermore, from the left image in Figure 4 we note that some of the input and output channels are not used by the network.

|          | Denoising       | Deblurring     |
|----------|-----------------|----------------|
| Autoencoders | 0.081(±0.012)  | 0.147(±0.021) |
| Residual autoencoders | 0.005(±0.000)  | 0.112(±0.006) |

Table 1: Average MSE loss (± standard deviation) on MNIST test data set.
Figure 4: **Left:** Residual kernel matrix for individual channels. **Right:** Residual kernel matrix summed over all channels in a layer.

## 5 Discussion and Future Work

In this paper we proposed a new one-shot approach for optimization-based Neural Architecture Search (NAS) based on an inverse scale space method. We initialize a sparse neural network within a defined search space and the proposed algorithm performs Bregman iterations to add only relevant parameters to the sparse network. This strategy allows the neural network to evolve to a sparse neural architecture that is well-designed for a given task. Our experiments with different application tasks demonstrated that choosing different regularization functionals yield interesting neural architectures, which are also known to be successful from the literature, e.g., autoencoders and residual networks.

Some limitations of our method are the following: First, it requires a network superstructure which can become infeasibly large when supposed to cover, e.g., convolutional layers with hundreds of channels. Second, it contains two hyperparameters $\delta > 0$ and $\mu > 0$, which might require tuning. For Bregman iterations of convex losses $\delta$ can be shown to have no influence [55], which is why chose $\delta = 1$ in this work. The second parameter $\mu > 0$ steers the amount of thresholding applied to the subgradients in Algorithm 1 and has greater influence on the sparsity of the resulting networks [18].

The proposed method has great potential for unveiling unexplored architectures for real world applications. Hence, in future work we aim to perform computations on larger neural architectures, possibly combining it with reinforcement learning-based NAS. Furthermore, we will investigate if the proposed method can be translated to meta neural architecture search [56], in which suitable architecture blocks (known as motifs) are automatically combined by the inverse scale space approach. This would mean that neural architecture design becomes significantly less time-consuming than manually testing combinations of different building blocks of neural networks, e.g., pooling, dropout, dense, or residual layers.
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