Perturbative and non-perturbative photoionization of H$_2$ and H$_2$O using the molecular “R-matrix with time” method
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The ab initio “R-matrix with time” method has recently been extended to allow simulation of fully non-perturbative multielectron processes in molecules driven by ultra-short arbitrarily polarized strong laser fields. Here we demonstrate the accuracy and capabilities of the current implementation of the method for two targets: we study single- and multi-photon ionization of H$_2$, one-photon and strong-field ionization of H$_2$O and compare the results to available experimental and theoretical data as well as our own time-independent R-matrix calculations. We obtain the most accurate description of total and state-to-state single-photon ionization of H$_2$O to date and, using a simplified coupled-channel model, we show that state coupling is essential to obtain qualitatively correct results and that its importance as a function of laser intensity changes. We find that electron correlation plays a more important role at low intensities (up to approx. 50 TW/cm$^2$).

I. INTRODUCTION

Laser technology has been advancing rapidly in the last few decades, providing new tools for probing processes in atoms and molecules with sub-Angstrom spatial and attosecond temporal resolution (See e.g Ref. [1]). One of the most sophisticated experimental techniques available is 3D High Harmonic Spectroscopy (HHS) [2] recently developed to reconstruct the ionization and recombination steps of strong-field driven dynamics on the single-molecule level with unprecedented detail. Complementing these measurements with a high-level theoretical description is necessary to understand the multielectron (and nuclear) dynamics that are involved [3-5] and to further our understanding of the behaviour and control of laser-driven molecules.

The enormous complexity of modelling dynamics of continuum molecular states embedded in an external field has led to development of several different ab initio computational approaches, each with their own strengths and weaknesses, thus providing complementary insights into the problem. This includes the haCC approach [6, 7], the B-spline ADC code [8], the Spanner-Patchkovskii method [9], the MC-SFA-GWP approach [10] capable of describing coupled electronic-nuclear dynamics, the recent extension of the XChem package [11] to calculations of field-ionization of small molecules, the TD-ORMAS method [12], MCTDH [13, 14], TD-Coupled Cluster [15-17], TD-Close-Coupling [18] and others [19].

Among the methods capable of accurate description of multielectron dynamics in strong fields is the well-established ab initio RMT “R-matrix with time dependence” approach [20, 21]. Until now, RMT has been applied only to processes involving atoms and used to model high harmonic generation [22], analyze angular distributions of photoelectron momentum in complicated field configurations, including pairs of counter-rotating circularly polarized short laser pulses [23, 24], angular streaking [25], and even to processes involving spin-orbit interactions [26]. We note that an alternative implementation of RMT has been applied to H$_2^+$ [27].

Recently we have extended the RMT code to enable molecular calculations [28]. In this paper, we present the first applications of the method to several simple processes involving small molecules in laser fields of various parameters. Following the standard R-matrix approach [29], the physical space is divided into an inner and outer region. In the inner region, RMT represents the time-dependent electronic wavefunction as a linear combination of field-free time-independent multi-electron eigenstates, while in the outer region standard one-electron channels sampled on a uniformly spaced finite difference grid are used.

The extension of RMT to molecules is based on the use of the time-independent (stationary) fixed-nuclei molecular R-matrix package UKRmol+ [30] which provides the eigenstates for the inner region as well as all other time-independent molecular input data required by RMT. The RMT code is then responsible for the time evolution of the molecular wavefunction.

A key feature of the UKRmol+ codes is the flexibility in the description of electron correlation and polarization including the possibility to perform electronically inelastic calculations. Over the years a number of detailed studies have been performed with UKRmol+ and UKRmol+ on identifying accurate R-matrix models to use in electron collisions with small to large molecules [32, 33] and recently in photoionization of small molecules [34, 37] and substituted benzenes [35].
However, with the move to time-dependent multiphoton and non-perturbative dynamics using RMT, the field-free scattering models must be tested and modified, where necessary, so as to enable new insights into multielectron dynamics of molecules in external fields. One of the aims of this initial application of the molecular RMT approach is to establish the models required in UKRmol+ to generate molecular data of sufficient quality and study how the RMT results depend on the level of description used.

For the photoionization processes studied in this work, it is also possible to determine cross sections and other quantities like the asymmetry parameter from the stationary approach using UKRmol+: these results are also reported here. As we shall see, the results set an upper bound on the quality of their time-dependent counterparts.

In addition, the unique combination of capabilities of the stationary and time-dependent R-matrix approaches allows us to use them both to perform photoionization calculations in the perturbative regime on the same level of quality with regards to description of molecular structure and electron correlation. This allows us to compare the stationary and RMT results and study the field-induced effects in detail.

The paper is organized as follows: in the next section we summarize the theoretical approach; in Sections III and IV we present the calculations performed using RMT for H\textsubscript{2} and H\textsubscript{2}O and describe their characteristics. Finally, in Section V we summarize the results obtained so far and highlight future applications of the method to molecules.

II. THEORETICAL APPROACH

The molecular RMT calculations are performed within the fixed-nuclei approximation: this assumes that photoionization processes occur on sufficiently short time scales such that the nuclei can be considered fixed in space. The internal coordinates used in the calculations are normally those of the ground state equilibrium geometry of the target molecule, whereas its orientation with respect to the field can be selected. The approach can be applied both to neutral targets (when the residual, N-electron system, is charged) or to charged targets (when the residual, N-electron system, can be neutral or charged). However, for the sake of simplicity we assume from now on that the residual molecule is an ion.

While the main strength of RMT is the accurate description of correlated multielectron dynamics in strong fields, the method is also applicable to simpler problems of single- and multiphoton ionization. We have chosen the study of these processes to test the validity of the approach and assess the quality of the results that can be obtained.

As already stated, the method is based on the separation of space into the inner and outer regions. These are divided by a sphere of radius $a$. A small overlap, in the form of a spherical shell of thickness $\delta$, between the inner and outer region is needed to ensure continuity of the wavefunction between the regions. The effect of the laser field is described within the dipole approximation. The choice of the radius $a$ should be such that the R-matrix sphere (without the overlapping spherical shell) fully contains the charge density of the residual (N-electron) states included. In the following we denote by $X_{N+1}/X_{N}$ all spin-space coordinates of the $(N+1)/N$ electrons.

In the inner region, $r \leq a$, the full electron-electron and electron-laser interaction is considered and the time-dependent Schrödinger equation for $(N+1)$ electrons is solved

$$\frac{\partial}{\partial t} \Psi(X_{N+1}, t) = H(t)\Psi(X_{N+1}, t),$$

(1)

$$H(t) = H_{N+1} + D_{N+1}(t).$$

(2)

Here $H_{N+1}$ is the non-relativistic fixed-nuclei Hamiltonian of the molecule and $D_{N+1}$ describes the time-dependent electric field $E(t)$ in the length gauge

$$H_{N+1} = \sum_{i=1}^{N+1} \left( -\frac{1}{2} \nabla_i^2 + \sum_{i>j}^{N+1} \frac{1}{|r_i - r_j|} - \sum_{k=1}^{N_{\text{nuclei}}} \frac{Z_k}{|r_i - R_k|} \right),$$

(3)

$$D_{N+1} = E(t) \cdot \sum_{i=1}^{N+1} r_i,$$

(4)

where $R_k$ and $Z_k$ are respectively the positions of the nuclei and their charges. The time-dependent wavefunction $\Psi(X_{N+1}, t)$ of the whole $(N+1)$-electron system is expressed as a linear combination of time-independent eigenstates $\psi_k(X_{N+1})$

$$\Psi(X_{N+1}, t) = \sum_k C_k(t) \psi_k(X_{N+1}),$$

(5)

$$(H_{N+1} + L_{N+1})\psi_k(X_{N+1}) = E_k \psi_k(X_{N+1}),$$

(6)

where the wavefunctions $\psi_k(X_{N+1})$, restricted to the inner region, contain a continuum contribution (see below) and don’t vanish on the boundary $r = a$ between the inner and the outer region. Hermiticity of the inner-region Hamiltonian in this basis is ensured by including the Bloch operator $L_{N+1}$ acting only at the boundary.

With the help of the Bloch operator the full Hamiltonian $H(t)$ is rewritten in the following form

$$H(t) = H_I(t) - L_{N+1},$$

(7)

$$H_I(t) = (H_{N+1} + L_{N+1}) + D_{N+1},$$

(8)

where $(H_{N+1} + L_{N+1})$ is now hermitian. Inserting the expansion (5) into the Schrödinger equation (1) and projecting it on the inner-region basis $\psi_k(X_{N+1})$ we obtain
a system of equations for the expansion coefficients $C_k(t)$

$$\frac{d}{dt} C(t) = H(t) C(t) - S(t),$$

(9)

$$H_{I,k;k}(t) = \langle \psi_k | H_{N+1} + L_{N+1} + E(t) \rangle \cdot \sum_{i=1}^{N+1} r_i | \psi_k \rangle = \delta_{k',k} E_k - E(t) \cdot \sum_k d_{k', k},$$

(10)

$$S_{k'}(t) = \langle \psi_k | L_{N+1} | \Psi(t) \rangle,$$

(11)

where $E_k$ is the eigenenergy of state $\psi_k(X_{N+1})$, $S_{k'}(t)$ are surface terms connecting the inner and outer regions and $d_{k',k}$ is the transition dipole moment vector in Cartesian basis

$$d_{k',k} = -e \langle \psi_k | \sum_{i=1}^{N+1} r_i | \psi_k \rangle,$$

(12)

$$r_i = (x_i, y_i, z_i).$$

(13)

The time evolution is implemented using an accurate high-order Arnoldi method [20].

In the outer region, $r \geq (a - \delta)$, the exchange interaction between the unbound electron and the residual molecule can be safely neglected. Therefore the wavefunction can be expanded in terms of direct products of a residual $N$-electron wavefunction and a continuum function represented on a finite difference grid

$$\Psi(X_{N+1}, t) = \sum_p \phi_p^{\sigma_{N+1}}(X_N; \hat{r}_{N+1} \sigma_{N+1}) \frac{1}{r} f_p(r, t),$$

(14)

where the channel wavefunctions $\phi_p^{\sigma_{N+1}}$ are defined as the residual $N$-electron state coupled to the real spherical harmonic $X_{ip, mp}(\hat{r}_{N+1})$ and spin $\sigma_{N+1}$ of the continuum electron in the outer region. They are indexed with the collective index $p = \{i_p, l_p, m_p\}$ denoting the index of the residual state, $i_p$, and the angular parts of the unbound electron coupled to it. Finally, $f_p(r, t)$ is the time-dependent reduced radial wavefunction of the outer-region electron in channel $p$, and $r = r_{N+1}$. Each combination of a residual state and a channel spherical harmonic transforms as an irreducible representation $\Gamma_p$ of the molecular point group. The expansion (14) implies that only single ionization is currently possible in RMT. As stated, the continuity between the inner region and the outer region is maintained by an overlapping shell with thickness $\delta$ of a few atomic units. This overlap allows us to use Eq. (14) to evaluate the surface terms $S_{k'}(t)$ from Eq. (11)

$$S_{k'}(t) = \frac{1}{2} \sum_{p} \omega_{pk'} \left. \frac{\partial f_p(r, t)}{\partial r} \right|_{r=a},$$

(15)

where $\omega_{pk'}$ are amplitudes of the inner-region wavefunction $\psi_k'(X_{N+1})$ on the boundary projected on the channel functions $p$. The radial derivative is evaluated using a finite-difference approximation straddling the boundary [20].

The time-dependent Schrödinger equation for the outer region is [20, 28]

$$\frac{d}{dt} f_p(r, t) = h_p(r) f_p(r, t) + \sum_{p'} V_{pp'} f_{p'}(r, t),$$

(16)

$$h_p(r) = \frac{1}{2} \frac{d^2}{dr^2} + \frac{l_p(l_p + 1)}{2r^2} - \frac{Z - N}{r} + E_p,$$

(17)

where $h_p$ is a 1-electron operator that includes the channel energy, $E_p$, the screened Coulomb interaction and the centrifugal barrier. The operator with matrix elements $V_{pp'}$ can be written as

$$V = W^E + W^D + W^P.$$

(18)

Here $W^E$ is the long-range multipole coupling between channels, $W^D$ is the laser interaction with the residual ion and $W^P$ that of the laser with the ionized electron (the formulas for the individual terms of $V$ are given in [28]). No absorbing boundaries are used in this method (although this would be, in principle, possible), so the outer grid needs to be sufficiently large to prevent reflections of the ionized wave packets from the end point. RMT supports arbitrary electric fields $E(t)$, both in terms of time-dependence and polarization orientation, which allows its application to a wide range of ultrafast strong-field phenomena (e.g. HHG) but also to simple pseudo-stationary ionization.

As explained above, the UKRmol+ suite is used to generate the eigenstates of the field-free molecular Hamiltonian of the (final) $N$-electron and $(N+1)$-electron states of the system. The $(N+1)$-electron eigenstates are expressed in terms of “continuum configurations” $A \Phi_i^N \eta_{ij}$ and “$L^2$ configurations” $\chi_m^{N+1}$ as

$$\psi_k = A \sum_{i,j} c_{ijk} \Phi_i^N(X_N) \eta_{ij}(r_{N+1}\sigma_{N+1})$$

$$+ \sum_m b_{mk} \chi_m^{N+1}(X_{N+1}),$$

(19)

where $A$ indicates the antisymmetrization operation, $\eta_{ij}(r_{N+1}\sigma_{N+1})$ are continuum spin-orbitals dependent on the position vector $r_{N+1}$ and spin $\sigma_{N+1}$ with a non-zero amplitude on the R-matrix sphere (see below), $\chi_m^{N+1}$ are configurations not containing continuum orbitals and the coefficients $c_{ijk}$ and $b_{mk}$ are obtained by diagonalizing the Hamiltonian using equation (6). The summation over $i$ runs over the subset of all residual ion eigenstates included in the model; $j$ runs over those continuum orbitals that are coupled by symmetry to the respective residual ion states and that over $m$ involves configurations generated from the molecular orbitals fully contained inside the inner region.

Implicit in equation (19) is the assumption that the correct space-spin coupling of the individual configurations is used to ensure the resulting wavefunctions are eigenstates of the total spin and transform as irreducible representations of an Abelian subgroup of the $D_{2h}$ point group.
The residual ion states $\Phi_n^{N}$ and the $L^2$ configurations $\chi_m^{N+1}$ are generated using a configuration-interaction approach. The selection of the configurations to include in both terms is very flexible, independent of each other, and ranges from a single-configuration (i.e. Hartree-Fock model) to the Complete Active Space and Full CI models. Significant work has been done over several years to define the best possible models to use in electron scattering calculations. A detailed description of the different models and their capabilities can be found in [30].

The orbitals used to generate the configurations in the above expansions are of two types: (i) molecular orbitals generated from a set of standard atom-centred Gaussian orbitals (GTOs) fully contained in the inner region; (ii) continuum orbitals $\eta$ represented by centre-of-mass-centred GTOs and/or B-spline type orbitals (BTOs). (The requirement for all orbitals used in the UKRmol+ calculation to be orthogonal means that the continuum orbitals will also have a contribution from the atom-centred GTOs.) We use external software (usually Molpro [39]) to generate the molecular orbitals, which allows us to employ different approximations (SCF, Hartree-Fock, CASSCF, etc.) and investigate their effect. The choice of basis set and orbital model is guided by the need to describe accurately both the ground state of the initial (neutral) molecule and the residual ionic states energetically accessible in the photon energy range of interest.

The transition dipole moments between eigenstates of the $(N + 1)$-electron system, Eq. (12) obtained from UKRmol+ are used in both the stationary and the time-dependent photoionization calculation. In the time-dependent calculation using RMT, transition dipole moments between all pairs $(k, k')$ of inner-region states are required. Other quantities generated by UKRmol+ and required by RMT include the coefficients that define the long-range potentials in Eq. (15), and the amplitudes $\omega_{jk}$ of wavefunctions $\psi_k$ at several radii smaller than $a$ inside the overlapping spherical shell, as Eq. (11); more details of how these are generated and used can be found in [28, 30].

In the time-independent (i.e. stationary) calculation the transition dipoles from equation (12) for only a single, $k = i$, initial state are required and computed. The inner-region transition dipoles can be used to compute channel-resolved partial-wave dipoles and related to perturbative cross sections and corresponding photoelectron angular distribution parameters [12].

III. PHOTOIONIZATION OF $\text{H}_2$

The well-studied hydrogen molecule is an obvious test for a new method (see Ref. [40] and references therein). In particular, multiphoton ionization was investigated by various time-independent methods [11,41]. A comparison of two- and four-photon ionization cross sections between RMT and R-matrix-Floquet approach [11] was performed [28] for a very simplified model of $\text{H}_2$ involving just two bound molecular orbitals and considering a single cation state. Here we provide results obtained with a more sophisticated description of the electronic properties of $\text{H}_2$.

A. Characteristics of the calculation

As stated, the time-independent input data, including the transition dipole moments between eigenstates of both the neutral and singly ionized molecule, needed by RMT were obtained using the UKRmol+ package [30]. The same models were used to determine the cross sections using the second order perturbation method and for the time-dependent (RMT) results.

In these calculations we used two different atom-centred GTO bases, aug-cc-pVDZ (further abbreviated as ADZ) and aug-cc-pVTZ (abbreviated as ATZ), to describe the stationary electronic states of $\text{H}_2$ and $\text{H}_2^+$. In both cases we generated all the $\text{H}_2^+$ states resulting from single occupation of one of the bound orbitals of the cation; this led to the inclusion of 18 and 46 ionic states in the calculation, respectively. Since all generated orbitals were used, the $L^2$ functions included in the expansion of the wavefunction of the $(N + 1)$-electron system corresponded to a full configuration interaction. The molecular orbitals were obtained using the restricted open-shell Hartree-Fock (ROHF) option in Psi4 [45].

The atomic bases were supplemented with a continuum basis for partial wave angular momenta up to $\ell = 6$, centred on the centre of mass of the molecule. For ADZ, the basis consisted of 30 B-splines of order 6 spanning the distance from the origin to the R-matrix radius $a = 20$ a.u.. This radius was sufficient to contain the electronic density of the molecular orbitals and provided sufficient margin for the inner-outer region overlap. For ATZ, the R-matrix radius needed to be increased to 30 a.u. to contain the electronic density. We used the same number of B-splines, as it proved to be sufficient—at the energies considered—even for the larger radius. Some test calculations were performed with partial waves up to $\ell = 7$ as well as (separately) with radius $a = 100$ a.u. to make sure that the above mentioned parameters were sufficient for converged results.

The resulting Hamiltonian matrices for each irreducible representation in the inner region had the rank of about 3,500 for ADZ and 9,000 for ATZ. In the time-dependent calculation, only the open channels, associated with the ground state of $\text{H}_2^+$, were included in the wavefunction of the outer region. This avoided unnecessary solutions for channels never receiving any electronic population. After the reduction, there were at most 10 channels for each of the 8 irreducible representations; note the $D_{2h}$ point group was used in these calculations.

In our calculations, the ionizing pulse was linearly polarized, parallel with the internuclear axis. The field intensity was $I = 10^9$ W/cm$^2$, i.e., weak enough to avoid non-perturbative effects. The profile of the time-
dependent electric field consisted of a 30-cycle ramp-on of \( \sin^2 \) shape, followed by a long uniform monochromatic part. In another set of calculations we used a 300-cycle ramp-on instead to investigate the effect of this parameter. The generalized \( n \)-photon ionization cross section (in units area\(^n \times \) time\(^{n-1} \)) can be calculated from

\[
\sigma^{(n)}(\omega) = \kappa \omega^n / I^n, \tag{20}
\]

where \( \omega \) is the energy of a single photon and \( \kappa \) the photoionization rate.

The total time of simulation was 2000 a.u. of time (48.4 fs) for the 30-cycle ramp-on and 5000 a.u. (120.9 fs) for the 300-cycle ramp-on, to allow the system to enter a quasi-stationary regime with a well defined constant \( \kappa \), resulting typically in a computational time of several tens of thousands of core-hours per single photon energy. The time needed for preparation of the structural data in UKRmol+ was much shorter, with the majority (around 80 core-hours for ATZ) spent in the integral calculation.

### B. Two-photon ionization

The stationary two-photon cross sections from state \( i \) to channel \( p \) for ionization by component \( c \) of the field can be expressed directly in terms of the inner-region dipoles

\[
\sigma^{(2)}_{c,im}(\omega) = 2\pi(2\pi\alpha \omega)^2 \sum_{mn} A_{pm}^{(-)}(E_{pi}) \frac{d_{c,mn} d_{c,ni}}{E_i + \omega - E_n}, \tag{21}
\]

where \( \alpha \) is the fine structure constant and the wavefunction coefficients \( A_{pm}^{(-)}(E_{pi}) \) are used to combine the inner, energy-independent eigenstates \( \psi_n \) into a specific channel solution with a given energy and the correct photoionization boundary condition [34]. The kinetic energy of the ejected photoelectron is given by \( E_{pi} = 2\omega - 1P_{pi} \), where \( 1P_{pi} \) is the vertical ionization threshold of channel \( p \) from the initial state \( i \).

In Eq. (21) we used the approximation

\[
\frac{1}{E_i + \omega - H_{N+1}} \approx \frac{1}{E_i + \omega - H_{N+1} - L_{N+1}} = \sum_n \frac{|\psi_n|^2}{E_i + \omega - E_n |\psi_n|}, \tag{22}
\]

valid for photon energies \( \omega \) below the single-photon ionization threshold. That is, instead of using the physical Hamiltonian \( H_{N+1} \) in the Green’s operator in Eq. (21) we employed the modified Hamiltonian that includes the Bloch operator, resulting in the Green’s function expansion in terms of the eigenstates \( \psi_i \) (Eq. (19)) and eigenenergies \( E_n \) introduced earlier. This is possible because during the two-photon ionization—at energies below the single-photon ionization threshold—the first photon only excites the target, producing a bound intermediate state. Since bound state wavefunctions do not reach the inner region boundary, the action of the Bloch operator on the bound intermediate state gives zero. This way, though, the size of the inner region puts a constraint on the accurate description of the highly excited states of the neutral molecule whose tail is represented largely by the continuum orbitals \( \eta \) entering equation (19). In the following study we restrict ourselves to sufficiently low energies where only the lowest two bound states \( 1^1\Sigma_u^+ \) and \( 2^1\Sigma_u^+ \) affect the cross sections. For this setup, in the ATZ model, the inner region radius \( a = 30 \) a.u. is sufficient, as can be seen from Fig. 1 (one can see, however, that just above the second resonance, the results for radius \( a = 50 \) a.u. seem in better agreement with those of Morales et al. [44]).

Fig. 2 shows the total two-photon ionization cross sections obtained from a linear fit of the time-dependent increase of the outer region population as calculated by RMT with UKRmol+ input generated using both basis sets. These are compared to the stationary results obtained with UKRmol+ using Eq. (21), and to a two-electron calculation of Morales et al. [44], where the photoelectron wavefunctions were obtained solving the Schrödinger equation on a DVR grid with the exterior complex scaling (ECS) boundary condition. The general agreement of all cross sections is very good, with differences increasing in the region of the second resonance. Given the very different numerical methods used in RMT and the calculation of Morales et al., the agreement seen here clearly demonstrates the reliability of our approach.

An aspect that needs to be addressed when using RMT for comparison against results obtained from monochromatic calculations is the bandwidth of the finite-length pulse; RMT is fully time-dependent and the laser pulse has only a given number of cycles. To reproduce results from the perturbation method and similar ones, the pulse...
must be very long and the turn-on of the field very slow to achieve a sufficiently narrow spectrum. In Fig. 2, the RMT cross sections shown were obtained for very long pulses (> 100 cycles); for the ATZ basis set we tested the use of a 30- (empty blue circles) and a 300-cycle turn-on (the blue full-circles, calculated for a subset of photon energies). As can be seen in the figure, in the close vicinity of resonances, a 300-cycle turn-on of the field must be used to obtain agreement with the time-independent results.

The figure also shows the strong improvement of description of the second resonance (2 $\Sigma^+_u$) when moving from the ADZ model to the better ATZ basis. The results obtained with the latter are barely distinguishable from those of Morales et al.[44]. These calculations demonstrate the ability of the RMT approach and software to accurately model multiphoton induced processes in molecules, but show the need for a careful tailoring of the pulse and the use of good quality basis sets.

As a further test of the quality of our time-independent calculations, we have calculated the dipole asymmetry parameter $\beta_2$ of the photoelectron angular distribution for one-photon ionization; see [30] for the exact definition.

Figure 3 shows our results, determined with the ADZ basis set and related input parameters, compared with experimental values and earlier calculations. We chose ADZ over ATZ due to its lower computational requirements, which were particularly significant for the many-geometry calculations discussed below. Still, the agreement is very good, particularly with the newest experimental data, except for the 30–35 eV region, where some resonant peaks are clearly visible in the fixed-nuclei (equilibrium geometry) results.

For selected observables and energies, vibrational motion does not necessarily alter the investigated physics. However, this is not the case for $\beta_2$. We demonstrate the effect of the vibrational motion in Fig. 3, in which the vibrationally averaged $\beta_2$ is also shown. The asymmetry parameter was calculated for all final residual vibronic levels from vibrationally resolved partial-wave dipole moments, and finally averaged over the vibronic levels using the partial cross sections as weights. The vibrational states themselves were obtained as eigenstates of the nuclear Hamiltonian on the potential curves of the ground state of the neutral and ionized hydrogen molecule calculated using the multi-configuration self-consistent field method with the basis aug-cc-pV5Z in Psi4 [45]. The disappearance of the resonances is obvious in the figure, and small differences in the size of the asymmetry parameter can be seen below 27 eV; the spread of the experimental results prevents us from ascertaining which results agree best with them. In any case, in the present form, RMT does not allow for vibrational motion to be taken into account.
IV. PHOTOIONIZATION OF H$_2$O

The main strength of the molecular extension of RMT is its direct applicability to arbitrary polyatomic molecules, limited only by the R-matrix radius and computational resources. We illustrate this feature on photoionization of the water molecule. We note that other, complementary, approaches exist which can treat ab initio photoionization of molecules of similar or larger size [54].

Time-dependent calculations for H$_2$O were performed in the single active electron approximation [55, 56], strong field approximation [57], recently using a time-dependent configuration-interaction singles approach [58] and the Coupled-Cluster method [59]; time-independent calculations have been performed using several approaches [59–61] including a recent GTO-only R-matrix one [62].

In this section we present photoionization cross sections calculated by the RMT approach, as well as polarization-direction-dependent ionization yields associated with several final cation states after irradiation of the molecule by a short, strong laser pulse. For the former, we have performed high-quality calculations; their characteristics are described in the next section. In the case of the ionization yields, we have employed much simpler models described in Section IV.C.

A. Characteristics of the calculation

For the water molecule we employed the cc-pVTZ basis set and generated ROHF orbitals of the molecular ion H$_2$O$^+$ in Psi4 [44]. Tests with the aug-cc-pVTZ basis set showed only a small effect on the results. To generate the residual ion wavefunctions, two complete active space models were used: the larger active space was used for a benchmark stationary calculation only, while the smaller active space was used for both the time-dependent and time-independent calculations. In both active spaces two electrons were kept frozen in the lowest energy orbital (leaving 7 active); in the smaller model the next 5 orbitals (in energy order) were included in the active space whereas in the larger 14 orbitals were used in the active space. These active spaces can be summarized as (7,5) and (7,14) respectively.

We chose an R-matrix radius $a = 15$ a.u., partial waves up to $\ell = 6$ (although $\ell = 4$ is sufficient to obtain converged single-photon results) and a purely B-spline continuum consisting of 30 B-splines of order 6. In the expansion of the $N + 1$ electronic wavefunction according to Eq. (19) we included the 50 lowest lying ionic states of the residual ion in the larger model for a good flexible description in the inner region but only 4 states in the smaller model. Altogether, this leads to a continuum-contracted Hamiltonian of rank around 80,000 for the large model and 1,500 for the small model, per each of the four irreducible representations of the C$_2v$ point group to which the molecule belongs. The resulting calculated vertical ionization potentials for the lowest 3 states of H$_2$O$^+$ are listed in Tab. I. For the purpose of Figs. 4 and 5, the ground state in the larger calculation was shifted to recover the experimental first ionization potential (12.6 eV [63]) when determining the cross section.

| Final state IP ('S') | IP ('L') | Ref. | Ref. |
|----------------------|---------|------|------|
| X 1$^2$B$_1$         | 12.20 eV| 12.82 eV | 12.6 eV |
| A 1$^2$A$_1$         | 14.74 eV| 15.18 eV | 14.7 eV |
| B 1$^2$B$_2$         | 19.04 eV| 19.35 eV | 18.55 eV |

TABLE II. Vertical ionization potentials for the large ('L') and smaller ('S') benchmark calculations of photoionization of H$_2$O. Earlier experimental values of Potts and Price [64] and Brundle et al [64] are also listed.

For the time-dependent calculation we used long pulses (around 30 cycles), linearly polarized along one of the three coordinate axes, and intensity $I = 10^{10}$ W/cm$^2$. The pseudo-stationary orientation-averaged photoionization cross section was obtained from Eq. (20), where $\kappa$ is the calculated ionization rate averaged over the three orthogonal polarization directions.

B. Single-photon ionization

Fig. 4 presents a benchmark RMT calculation for the total stationary photoionization cross sections, as well as time-independent UKRmol+ results. The upper panel shows the latter results for the bigger model compared with earlier experiments and calculations. The lower panel shows both time-dependent and independent calculations with the smaller model.

When the larger model is used, the UKRmol+ calculation reproduces the experimental data for the total cross section very closely, down to a very low broad bump between 25 and 30 eV, which here appears to be a cumulative effect of the Rydberg resonances in that area. This calculation also reproduces well the partial cross sections for ionization into the lowest 3 states of H$_2$O$^+$ shown in Fig. 5. In this case, our cross sections tend to be larger than the older experimental data, but generally very close to the most recent measurement by Banna et al [68]. The exception is the photoionization into the ground state of H$_2$O$^+$, for which the experimental results of Brion and Carnovale [69] are noticeably bigger than our results below 20 eV. Note, however, that in this energy range our results are strongly influenced by the smoothing procedure (see below).

For the photoionization into the ground state of H$_2$O$^+$, Fig. 5 includes the results of Engin et al [70] obtained from a fixed-nuclei, density-functional theory calculation that shows slightly poorer agreement with the experiment. However, very recent B-spline DFT calculations [71] show similarly good agreement to ours whereas earlier R-matrix results [62] show poorer agreement par-
FIG. 4. Orientation-averaged cross section for one-photon ionization of H$_2$O calculated using the stationary (UKRmol+) and time-dependent (RMT) approaches. Comparison with experimental data from Haddad and Samson [65] and photoabsorption calculations from Ruberti et al. [66] and Tenorio et al. [67] and photoionization calculation of Modak and Antony [62]. Upper panel: time-independent calculation with the larger model; both smoothed and raw UKRmol+ are shown. Lower panel: RMT and UKRmol+ results for the smaller model compared with the larger model results.

particularly for higher photon energies (their calculations go up to 40 eV only). This calculation employed a smaller active space, fewer cationic states in Eq. (19), did not use B-splines (that ensure a significantly improved description of the continuum) and also only included continuum partial waves up to ℓ = 4. Finally, the single-centre calculations of Novikovskiy et al. [72] seem to show a better agreement with experiment at higher energies for the second and third states of H$_2$O$. In contrast to photoionization calculations for CO$_2$ [57] and NO$_2$ [56], partial waves beyond ℓ = 4 do not contribute significantly to photoionization of water at energies below 50 eV, most likely due to the location of the oxygen atom with p-type valence orbitals close to the centre of mass: s and d partial waves then constitute the dominant contribution to photoionization into the low-lying valence states of H$_2$O$^+$.

We note that only the partial cross sections for the lowest 14 final ionic states were used to produce the time-independent total cross section for the larger model in Fig. 4. Those for the cationic states with thresholds greater than 33 eV were not, as they showed (particularly that for state 15) an unusual energy dependence that lead us to believe there may be a problem with accurate description of at least some of these states (inclusion of all states, excluding 15, leads to small changes to the size of cross section that slightly improve agreement with experiment).

The curves labelled “(smoothed)” were produced from partial wave dipoles convoluted with a Gaussian distribution with the width dependent on the photoelectron kinetic energy (~3 meV close to the channel threshold, linearly increasing to ~3 eV at the high-energy end of the energy range), as implemented in the program DIPELM [80]. The aim of the smoothing is to remove the very narrow spikes associated with resonances that are unlikely to be visible in the experiment. As can be seen in the upper panel of Fig. 4, both raw and smoothed cross sections agree very well with experiment above around 18 eV. Below that energy, the raw cross section is dominated by the Rydberg series converging to the second and third ionization thresholds. When smoothed, the cross section in this region shows clearly non-physical energy dependence: on the one hand, the sharp step-like character will, in reality, be smoothed by the vibrational motion; on the other some effect due to the closely-spaced resonances might be visible in the physical cross section.

The lower panel in Fig. 4 shows the comparison between the RMT results and the one-photon time-independent results from UKRmol+ both determined using the smaller model. Use of this model leads to a bigger cross section in most of the energy range presented: the difference is mainly due to the change of active space between the UKRmol+ and RMT data confirms the validity of the time-dependent method for polyatomic molecules in the perturbative limit of weak and long pulses.

Finally, in Fig. 8 we show the UKRmol+ asymmetry parameters for the X, A, B states in comparison to available theoretical and experimental data. The R-matrix results are in excellent agreement with the experiment of Bunna et al. [68] at higher energies above approx. 30 eV. At low energies the experimental data of Truesdale et al. [74] exhibit a large scatter in the region of intense autoionizing resonances. Nevertheless, our smoothed results interpolate the experimental data very well, especially for the B-state, where the scatter in the experimental data is smaller. Other calculations deviate from the experiment noticeably either in the high- or the low-energy range.

C. Strong field ionization: polarization-dependent photoionization yields

To assess the accuracy of simulation of short and strong laser-driven processes in polyatomic molecules, we attempted to reproduce the results from single-active-
electron calculations of Petretti et al [55], where it was suggested that the total yield of electrons ionized from a particular state of H$_2$O by a linearly polarized pulse depends on the polarization direction in a way that follows the shape of the ionized orbital. Our results for these yields are shown in Fig. 7. Two different models have been used for this calculation:

A. single-channel Hartree-Fock model — the ionization can result in only one specific ionic state; three separate calculations are run in which only one of the three lowest lying ionic states (1$^2$B$_1$, 1$^2$A$_1$ or 1$^2$B$_2$) is included in the wavefunction of the (N+1)-electron system, Eq. (19).

B. coupled model — any of the considered final ionic states can be produced; a single calculation is run, which includes all three lowest electronic states of H$_2$O$^+$, fully coupled.

In both cases we used the basis cc-pVTZ, with 1 frozen and 4 active orbitals (chosen to resemble the model used in [55]), $a = 15$ a.u., partial waves up to $\ell = 4$ and a purely B-spline continuum consisting of 15 B-splines of order 6. Unlike the benchmark calculations in the previous section, we used HF orbitals of the neutral molecule, in order to capture the neutral molecule structure reasonably well even in this very crude model. The resulting vertical ionization thresholds are summarized in Tab. III. In the actual calculation in RMT the ground state energy was shifted so that all thresholds from [55] or the lowest one were recovered for models A and B respectively. This is important, because in the non-perturbative regime the yields are exponentially sensitive to the threshold energy; our calculated ionic energies are inaccurate because of the use of the same few molecular orbitals for both the charged and the neutral molecule. Note that with the chosen active space, while states X and B are single-configuration states, the state A is formed by two configurations; however, we have confirmed that the contribution of the higher energy configuration is negligible.

In Tab. IV we give the permanent and transition dipole moments for the three states as calculated in our model and we discuss them further below.

To generate Figs. 7 and 8 we used a linearly polarized 8-cycle sin$^2$ pulse with the wavelength $\lambda = 800$ nm and intensity $I = 20$ TW/cm$^2$ with many different orientations of the polarization vector. After 2000 a.u. of time (49.8 fs) of the simulation (around 1150 a.u. (28.6...
gen orbitals. This allows the HOMO-1 orbital to show the nodal planes of the ionization yield. This is mainly due to the orthogonality of the deeper lying states (orbitals) is exponentially suppressed and state coupling (both field and correlation-driven) is responsible for redistribution of the dominant photoelectron yield from the state X (1^2B_1) to the deeper-lying channels A (1^2A_1) and B (1^2B_2). The only non-negligible exception is the ionization into the A state by a pulse with field polarization along the molecular axis (second row, right-hand column in Fig. 7), where the direct ionization of the A state (HOMO-1 orbital) is still visible in the overall polarization dependence of the ionization yield. This is mainly due to the orthogonality of the nodal planes of the p-type HOMO and HOMO-1 oxygen orbitals. This allows the HOMO-1 orbital to show when the polarization vector lies in the nodal plane of the otherwise dominant HOMO orbital.

Crucially, our results show that the exponential scaling of ionization yields is significantly mitigated when coupling between the states is allowed. We can see that the coupled-channel yields decrease always by an order of magnitude as we go from state X to A and B while in the uncoupled model the yield of state B is three orders of magnitude smaller than the yield of state A. Therefore, our results demonstrate the key importance of channel coupling in strong field ionization of molecules, just as we have found previously for atomic systems.

Interestingly, the picture changes for the coupled model when even larger intensities are used, see Fig. 9. While at the investigated intensity of 20 TW/cm^2 the maximal yield corresponding to the final state A (1^2A_1) is reached with pulses polarized along the x axis, at intensities of 100 TW/cm^2 and higher the total yield corresponding to this state is maximal for polarization along the z axis instead. Thus, for very high intensities, the yield distribution in the coupled model mimics the uncoupled case. Nevertheless, quantitative differences between the coupled and uncoupled models prevail even at these high intensities. Therefore our calculations reveal two different effects: (a) the importance of a coupled-channel approach (electron correlation), and (b) the switching of the relative importance of ionization yields for the different polarizations.

The effect (b) might be related to the transition from the below-barrier to above-barrier ionization regime. A rough estimate for a purely static field places the intensity dividing these two regions at 110–220 TW/cm^2 which lies in the vicinity of the observed crossing point of approximately 50 TW/cm^2.

More insight into the effect (a), the coupled channel dynamics, can be gained with the help of the transition dipole moments, shown in Tab. IV in combination with the vertical excitation energies of the states shown in Tab. III and the photon spectrum of the pulse shown in Fig. 10. We see that the X → A transition can be realized by absorption of the photon by the ion. In fact the 2 eV transition X → A is close to resonance with the dominant spectral component of the field peaking at approximately 1.6 eV (see Fig. 10). However, the B state cannot be reached by successive absorptions of linearly polarized photons since the X → A and A → B transitions are orthogonal to each other. The enhancement of ionization into state B therefore suggests that electron correlation contributes non-negligibly too.

Indeed, we were able to confirm that removing the dipolar couplings W^D between the ionic states (the off-diagonal terms in Table IV) responsible for channel couplings due to photon absorption by the residual ion, does not change the results noticeably therefore corroborating the importance of field-free and/or laser-assisted electron correlation. The importance of the laser-induced transitions in the ion is the only interaction we can straightforwardly test in the current Hartree-Fock model where

| Final state IP (model A) | IP (model B) |
|-------------------------|--------------|
| X 1^2B_1 13.79 → 13.15 eV 13.83 → 13.15 eV | |
| A 1^2A_1 15.78 → 15.09 eV 15.83 → 15.15 eV | |
| B 1^2B_2 19.37 → 18.69 eV 19.41 → 18.73 eV | |

TABLE III. Vertical ionization potentials for H_2O: calculated vs. manually shifted.

| X 1^2B_1 | A 1^2A_1 | B 1^2B_2 |
|----------|----------|----------|
| X 1^2B_1 | 0.737 x | 0.147 x | |
| A 1^2A_1 | 0.147 x | 0.595 x | 0.161 y | |
| B 1^2B_2 | 0.161 y | 1.076 z | |

TABLE IV. Permanent and transition dipoles (in atomic units) for the three states of H_2O^+ included in the coupled model B. The dipole component is also indicated. For the orientation of the molecule used in this work see Fig. 7.

fs) after the end of the pulse) we obtained the ionization yield by integrating the electron density for distances r > 65 a.u. By omitting contributions from the density closer to the origin than r = 65 a.u. we avoided counting towards the ionization yield the electron density related to excited bound states and included only the outgoing wave packet.

With model A we get qualitative agreement with the findings of Petretti et al [55], as can be seen comparing the middle column of Fig. 7 with the data presented by Petretti et al in their Fig. 2 and looking also at Fig. 8 (The latter figure presents the same data as Fig. 7, this time focused on a particular coordinate plane and explicitly includes the results from [55].) That is, the yield from the photoionization of a single orbital is maximal when the polarization of the field is aligned with the orientation of the orbital, and it quickly decreases with angular deviation. A quantitative agreement with said calculation cannot be expected, due to the differences in both the molecular and ionization descriptions and the different analysis techniques used to determine the ionization yields.

For model B, the states are coupled; as is the case physically. Here, the final distribution of the yield always resembles the HOMO orbital 1b_1, regardless of the chosen final residual ion state. This is because the ionization of the deeper lying states (orbitals) is exponentially suppressed and state coupling (both field and correlation-driven) is responsible for redistribution of the dominant photoelectron yield from the state X (1^2B_1) to the deeper-lying channels A (1^2A_1) and B (1^2B_2). The only non-negligible exception is the ionization into the A state by a pulse with field polarization along the molecular axis (second row, right-hand column in Fig. 7), where the direct ionization of the A state (HOMO-1 orbital) is still visible in the overall polarization dependence of the ionization yield. This is mainly due to the orthogonality of the nodal planes of the p-type HOMO and HOMO-1 oxygen orbitals. This allows the HOMO-1 orbital to show
FIG. 7. Dimensionless strong-field ionization yield associated with the ionization of water to (top to bottom) the X 1\(^2\)B\(_1\), A 1\(^2\)A\(_1\) and B 1\(^2\)B\(_2\) states of H\(_2\)O\(^+\). Left column: visualization of the Hartree-Fock (Dyson) orbitals from which the electron is ionized (1\(b_1\), 3\(a_1\) and 1\(b_2\) respectively) from Gabedit. Middle column: polarization-orientation-dependent yields using the single-channel model (A, corresponding to ionization of a single orbital of H\(_2\)O). Right column: same, but with the electronic coupling between cation states included (model B). Different colours are used for different coordinate planes for easier identification. Note the different scales in the plots of the middle and right-hand columns.

both the ionic and the neutral states are described by a single configuration: this interaction can be consistently switched off in both the inner and the outer regions. Studying the relative importance of the \(W^P\) (laser-assisted) and field-free electron correlations would require non-trivial manipulations of many intermediate quantities which goes beyond the remit of this work but may be done in the future. We remark that the type of electron-correlation accompanying the laser-assisted one corresponds to the field-free electron impact electronic excitation. The importance of this interaction is supported by the fact that electron-impact electronically inelastic cross sections are typically larger than the single-photon cross sections. Previous analytic works have also highlighted the key importance of electron correlation in obtaining accurate ionization yields in small molecules.

Finally, we remark that similar trends concerning the importance of electron correlation and its dependence on field strength were reported in static field calculations for strong field ionization of water. There,
it was found that electron correlation enhances significantly the total photoelectron yield and that this effect becomes less important as the field strength is increased from 0.05 a.u. to 0.14 a.u. This general conclusion is in agreement with our calculations which show greater differences between the coupled/uncoupled models at low field intensities. Additionally, our calculations for a time-dependent field predict a change in the relative importance of the yields for state A for the different polarizations of the field as shown in Fig. 9 and discussed above.

V. CONCLUSION

We have demonstrated that the “R-matrix with time” method is able to describe many-electron and multiphoton processes in molecules interacting with laser fields. This was illustrated for weak-field two-photon ionization of H₂ and one-photon and strong-field ionization of H₂O using coupled-channels models. The calculated photoionization cross sections are in excellent agreement with experiment and prior accurate calculations. Our strong field calculations for H₂O show that when state-coupling is included the exponential penalty of tunnel ionization is removed, in agreement with earlier analytical analysis [4, 5], highlighting the importance of using multielectron approaches to strong-field molecular dynamics.

We show in these model calculations that the accuracy of the time-dependent results is inherently limited by the time-independent structural data supplied as input: for two-photon ionization of the hydrogen molecule, the cross section values eventually converged to the time-independent ones when the spectral bandwidth related to the sharp turn-on of the field was narrowed, but did not improve beyond the time-independent results. For one-photon ionization of water, the accuracy of the cross sections was similarly limited by the active space used for generating the molecular data.

In the case of the water molecule we were able to confirm that, in the single-channel approximation and at intensity of 20 TW/cm², the polarization-orientation-dependent ionization yield associated with a given final ionic state of the molecule follows the shape of the corresponding orbital. However, we have shown that the picture completely changes when channel coupling is included; then, due to the tunnelling exponential law and state coupling, ionization into state X completely dominates and the electron angular distribution predomi-
FIG. 9. Peak field intensity dependence of the yield pertaining to the selected pulse polarization for the two lowest final states $X(1^2B_1)$ and $A(1^2A_1)$ of the $H_2O^+$ cation (left and right panel, respectively), compared to results of Petretti et al.\cite{55}. The RMT results using the uncoupled model A are indicated with empty triangles, while those from the coupled model B are indicated by full lines with empty circles. Note that the maximal total yields in Fig. 9 calculated by Petretti et al.\cite{55} go to 2 in the limit of large intensities due to an additional factor of 2 used to correct the yields in the low intensities; this factor is said by the authors to be surplus for large intensities. In contrast, the maximal total yields calculated from RMT have the limit of 1, corresponding to a complete ionization of the single ionizable electron available to the theory. This limit is reached also in the case of the coupled-state calculations when the yields are summed over all final states.

FIG. 10. Time-dependence of the electric field amplitude used in strong field ionization of $H_2O$ (left panel) and its spectrum (right panel).

The generality of the RMT approach and its link to the UKRmol+ package makes it possible—and reasonably straightforward—to treat any molecule with RMT: from diatomics to fairly large polyatomic molecules of biological interest. The current limitation is computational: due to the lower molecular symmetry performing beyond approx. 100 TW/cm$^2$ where the coupled-channel yields resemble the uncoupled results. Nevertheless, inclusion of the channel coupling in both cases affects the magnitudes of the yields significantly and therefore cannot be omitted.

In our calculations the role of field-free state coupling and electron correlation is intertwined with the laser-induced electronic dynamics and cannot be directly separated but can be inferred indirectly by varying the laser-field parameters, in particular, the wavelength and duration. Future work will therefore focus on detailed investigation of the role of electron correlation in strong field ionization of small molecules using different correlation models and employing pulses of various parameters, in particular mid-IR pulses whose use has proved instrumental in revealing the significant role of electron correlation in strong field ionization\cite{7} and HHG\cite{3,53} of $CO_2$.

The generality of the RMT approach and its link to the UKRmol+ package makes it possible—and reasonably straightforward—to treat any molecule with RMT: from diatomics to fairly large polyatomic molecules of biological interest. The current limitation is computational: due to the lower molecular symmetry performing
calculated on the same level of quality as for atoms remains a challenge. However, the use of UKRmol+ and RMT enables great flexibility in terms of the molecular models that can be employed. Simple, single-channel Hartree Fock models and coupled state descriptions that include electron correlation are similarly straightforward to set up. This means that appropriate models can be found to study in detail a variety of targets and ultrafast processes within the fixed-nuclei approximation.
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