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Abstract
The recursion tree resulting from Karatsuba’s formula is built here using an interleaved splitting scheme rather than the traditional left/right one. This allows an easier access to the nodes of the tree and some of them are initially flattened all at once into a single recursive formula. The whole tree is then flattened further into a convolution formula involving less elementary multiplications than the usual Cauchy product—leading to iterative (rather than recursive) implementations of the algorithm. Unlike the traditional splitting scheme, the interleaved approach may also be applied to infinite power series, and the corresponding formulas are also given.
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Introduction
The fast multiplication algorithm discovered by Anatoly Karatsuba in 1960 (and published two years later Karatsuba’s paper [2]) is known to be the oldest algorithm faster than the “grade school” method (when involved numbers or polynomials are large enough), while newer algorithms are still faster for sufficiently large numbers or polynomials; it is still widely used today for multiplying medium-sized numbers or polynomials.

Due to its recursive divide-and-conquer approach, implementing this algorithm with no care about various issues (mostly related to storage of the temporary data) will lead to poor and often slow programs. Furthermore, the triple recursion involved by the algorithm, along with propagating changes in the computed data due to consecutive subtractions, makes implementing it in an iterative style more challenging.

The purpose of this paper is to deeply rewrite Karatsuba’s formula in such a way that an iterative implementation would at first glance naturally arise. The last example of high-level pseudocode given in the paper thus relies on a single simple loop. The current paper will rather focus on identifying and writing down the new formula rather than on computational issues.

While keeping the very same number of elementary products, namely \( n^{\log_2 3} \) multiplications, where \( n \) is the degree of the polynomials, the formulas that will be presented in Sect. 5 do not necessarily keep also the number of additions and subtractions as low as in the state-of-the-art implementations of the algorithm—deeper study of the question has not been made however.

Karatsuba’s Recursion Tree

Let \( A \) and \( B \) be two polynomials in the same indeterminate \( x \); the divide-and-conquer paradigm to be used in the next sections requires splitting both \( A \) and \( B \) with the help of a third polynomial \( X \) (most likely a monomial) in the same indeterminate \( x \); the exact purpose of \( X \) will be discussed in the current section as well as the following one.

While the ideas discussed here may be applied to any variant of Karatsuba’s initial formula, we take the following one as a starting point and group all terms as factors around each of its three distinct branches:

\[
AB = (X + 1)A_0B_0 + X(X + 1)A_1B_1 - X(A_1 - A_0)(B_1 - B_0)
\]

(1)
with $A = A_1X + A_0$ and $B = B_1X + B_0$. The formula is intended to be applied recursively until elementary products are encountered, and at each step the five terms $A_0$, $A_1$, $B_0$, $B_1$ and $X$ must be redefined according to the exact level of the recursion. Each node in the recursion tree will be labelled here according to a radix-3 labelling system—by aggregating the arbitrary reference numbers, which are specified in (1), of the successive branches leading to it. Computing the product $AB$ now amounts to summing all contributions corresponding to the leaf nodes of a tree.

When a node is reached (by starting from the root node) without walking on any branch-2 nodes, we call it here a direct node; it will otherwise be called indirect. Obviously, direct nodes are reached by walking along paths whose label does not contain any digit 2. An indirect node whose parent is a direct node will be called primary indirect. The following diagram illustrates that by showing direct and primary indirect nodes in a ternary recursion tree: hatched nodes are the primary indirect ones while all others are direct nodes (furthermore, shaded nodes are direct leaf nodes). Non-primary indirect nodes are discarded here, since they will be taken into account during the recursive process applied to each primary indirect node.

The Art of Splitting Polynomials

Karatsuba’s algorithm seems to be most of the time implemented or studied using the same splitting scheme which involves taking apart terms of lower and higher degree (this may intuitively be seen as a left/right approach); it will be referred to here as the “traditional splitting scheme”.

Several other splitting schemes are fully compliant with formula (1), namely any scheme taking apart groups of some power-of-2 sequential terms. The simplest one will be considered from now on: taking apart terms of even and odd rank. Such choice will have two main benefits: identifying the exact labelling number of a node is now easier and applying the algorithm to infinite power series will also be possible. This splitting scheme will be referred to here as the “interleaved splitting scheme”. Applying it recursively is illustrated below:

$$\begin{align*}
  a_7x^7 + a_6x^6 + a_5x^5 + a_4x^4 + a_3x^3 + a_2x^2 + a_1x + a_0 \\
  = (a_7x^6 + a_5x^5 + a_3x^3 + a_1)x + (a_6x^5 + a_4x^4 + a_2x^2 + a_0) \\
  = ((a_7x^4 + a_5)x^2 + (a_6x^4 + a_2)x^2 + (a_4x^4 + a_0))
\end{align*}$$

New iterations of the interleaved splitting scheme lead to increasingly-sparse polynomials: each next term has initially a non-null coefficient, then each second term, then each fourth term, etc. If the term $X$ in the formula (1) is initially some $x$, then it will become $x^2$ at the second iteration, then $x^4$, etc.

Obviously, computing the whole product can also be seen as summing the contributions of all direct leaf nodes and primary indirect nodes (which are either shaded or hatched on the diagram above). This strategy will be deeper studied in the Sect. 4.

Lemma 3.1 Let $K$ be a direct leaf node, built according to the interleaved splitting scheme, and reached by following the $(d_1d_2d_3 \ldots d_m)_3$-labelled path (where all $d_i$ are digits from \{0, 1\} since a direct node has no digit 2 in its path and with $m = \log_3 n$). The contribution of this node $K$ to the whole summation is
\[ \frac{1 - x^2}{1 - x} a_k b_r x^r \] with \( r = (d_m d_{m-1} \ldots d_2 d_1) \)

which means that an initial radix-3 string is merely read later as a binary string with no further conversion (other than reordering the order of the digits).

**Proof** The left factor is the same for all direct leaf nodes; it does not rely on the path to the node \( K \) but only on the number \( m \) of iterations. Its purpose is to accumulate all iterated \( X + 1 \) factors from the formula (1), namely

\[(1 + x)(1 + x^2)(1 + x^4) \cdots = 1 + x + x^2 + x^3 + x^4 + x^5 + \cdots x^{2m-1}.\]

The fraction is a shorthand notation for this expression.\(^1\)

The \( x^r \) part, which is the fourth factor in the formula from the lemma, comes by following the given path made of selected branches 0 and branches 1 in different levels of the tree. Accumulating the iterated \( X \) factors from the branch 1 in the formula (1) again is done as

\[(x^1)^{d_1} (x^2)^{d_2} (x^4)^{d_3} \cdots (x^{2m-1})^{d_m}\]

where the digit \( d_k \) is used for indicating whether the \( x^{2^{k-1}} \) factor is accumulated or not—which is only the case in a branch 1, allowing to use the digit as an exponent. Of course, the whole product is equal to \( x^r \).

Finally, the \( a_k \) and \( b_r \) factors are identified by induction: in the formula (1) \( A \) and \( B \) are increasingly sparse polynomials having both \( a_k \) and \( b_r \) as their constant term for some arbitrary direct node of the tree, where \( k \) also is the degree of all previously accumulated \( X \) factors. This is obviously true at the root level of the tree (with \( k = 0 \)), and this property remains true at each new level of the tree whatever the selected branch is.\(^2\) Thus, the selected terms in \( A \) and in \( B \) are the coefficients of the terms of degree \( r \) in each polynomial. \(\square\)

### Partially Flattening the Recursion Tree

In this section, we compute all direct leaf nodes at once while gathering separately all primary indirect nodes (thus taking care of all shaded or hatched nodes in the diagram from the Sect. 2).

Lemma 3.1 helps achieving the first part of this goal: gathering all \( a_k b_r x^r \) terms is done by computing the term-wise product of \( A \) and \( B \)—which will be written down as \( A(x) \odot B(x) \)—for both polynomials and series. Furthermore, the following conventions will be used from now on

- explicit symbols for multiplication and convolution (\( \times \) and \( \ast \) respectively) for formulae which are applied recursively;
- an implicit notation if one of the factors is a polynomial—or the generating function of an integer sequence—containing only 0 and 1 coefficients.

Let \( A \) and \( B \) be two polynomials of degree \( n - 1 \) (for clarity, \( n \) being a power of 2). Once Karatsuba’s formula has been applied repeatedly \( \log(n) \) times, matching coefficients in \( A \) and \( B \) are multiplied together for all direct leaf nodes of the recursion tree. We can group the \( n \) elementary multiplications as

\[ \frac{1 - x^n}{1 - x} (A(x) \odot B(x)) \]

where, from a computational point of view, the left factor does not involve a true multiplication but rather \( n \) shiftadd operations—which match the required additions in Karatsuba’s formula.

We now have to gather all primary indirect nodes, as stated at the end of the Sect. 2 and at the beginning of the current section. There are \( 2^k \) of them on the level \( k \) of the tree (\( k = 0 \) corresponding to the first level under the root node) as can be noticed on the diagram from the Sect. 2, and we will collect them in the so-called *level-order*.\(^3\)

Using two nested summation symbols, we can “iterate” on all levels (there are \( \log_2(n) \) of them) and then on all \( 2^k \) primary indirect nodes in the \( k \)th level.

We now have to remember that \( A \) and \( B \) are sparse polynomials, splitting them according to the interleaved splitting scheme and then subtracting the lowest part from the highest is equivalent to the two consecutive steps:

- multiplying \( A(x) \) and \( B(x) \) by \( 1 - x^{2^{k-1}} \);
- keeping only terms of degree \( x^{0 \cdot 2^k}, x^{1 \cdot 2^k}, x^{2 \cdot 2^k}, x^{3 \cdot 2^k}, \) etc.

The second task involves filtering a polynomial in order to keep specific terms and cancel all others; this is easily achieved by performing the termwise product of such polynomial with a relevant *mask* being another polynomial whose coefficients are in \( \{0, 1\} \). Building this mask is achieved using some convenient tools from the theory

---

1. The \( 1/(1 - x) \) part is an usual generating function for \( 1 + x + x^2 + x^3 + \cdots \) and multiplying it by \( (1 - x^2) \) allows to truncate the series to an arbitrary degree.
2. This property can also be noticed in the illustration of the interleaved splitting scheme at the beginning of the current section for a polynomial of degree 7, formally applying this splitting scheme being deeply related to applying the formula (1) with regard to the degree of computed terms. In this example, the constant term of each sparse polynomial in parentheses at any level is \( a_k \) when the external factor of this polynomial is \( x^k \).
3. A tree is traversed in level-order when each node on a level is visited before going to a lower level. Of course, we only care here about primary indirect nodes.
of generating functions: it has to be remembered first that \(1/(1 - x^2)\) expands to \(1 + x^2 + x^4 + x^6 + \cdots\), which can be truncated and shifted as required with

\[
1 - x^n = \sum_{x_{2^{k-1}+j} \text{ with } x \in \{0, 1\}} \sum_{j=0}^{2^{k-1}-1} \frac{1 - x^{2^{k-1}+j}}{(1 - x)x^{2^{k-1}+j}} \times \begin{cases}
1 - x^m & \text{if } x \text{ is the rank of each}\n1 - x^{2^{k-1}+j} & \text{if } x \text{ is the rank of each}\n1 - x^{2^{k-1}+j}A(x) & \text{if } x \text{ is the rank of each}\n1 - x^{2^{k-1}+j}B(x) & \text{if } x \text{ is the rank of each}\n\end{cases}
\]

where \(x^{2^{k-1}+j}\) gives the relevant “offset” for the \(j\)th primary indirect node at the \(k\)th level of the tree. Again, the binary encoding of \(2^{k-1} + j\) is closely related to the radix-3 string labelling the path for reaching the parent of a given primary indirect node: we merely track all accumulated \(X\) factors by iterating with the formula (1) before reaching the primary indirect node; more precisely, we want to match the term of lowest degree still available in \(A\) and in \(B\) (since many terms have been discarded through the splitting process).

To follow very closely the formula (1), each termwise product should immediately be divided by \(x^{2^{k-1}+j}\) (before multiplying the two newly-built polynomials) because we actually want each polynomial to have a constant term while separately accumulating the required \(X\) factors; but the division can occur later since

\[
x^{2^{k-1}+j} \left( \frac{P(x)}{x^{2^{k-1}+j}} \times \frac{Q(x)}{x^{2^{k-1}+j}} \right) = \frac{P(x) \times Q(x)}{x^{2^{k-1}+j}}
\]

where the three factors match those in the branch 2 in the formula (1), except for one thing: while all \(X\) factors have been correctly accumulated here, the \(X + 1\) ones (from the branches 0 and 1 in the previous steps) are still missing—but there is exactly one of them at each level of the tree, as previously, and we can accumulate them with the same method as in the formula (2).

Thus, gathering all primary indirect nodes finally gives

\[
\sum_{k=1}^\log_2(m) \sum_{j=0}^{2^{k-1}-1} \frac{1 - x^{2^{k-1}+j}}{(1 - x)x^{2^{k-1}+j}} \times \begin{cases}
1 - x^m & \text{if } x \text{ is the rank of each}\n1 - x^{2^{k-1}+j}A(x) & \text{if } x \text{ is the rank of each}\n1 - x^{2^{k-1}+j}B(x) & \text{if } x \text{ is the rank of each}\n\end{cases}
\]

Summing both parts (2) and (3) results in \(A(x) \times B(x)\) and is more or less equivalent to Karatsuba’s algorithm from a computational point of view—as long as some variable substitution is done before each recursive call to map sparse polynomials to new polynomials of smaller degree.

Using the previously described interleaved splitting scheme now allows to apply Karatsuba’s recursive formula to infinite power series (which is not the case with the traditional splitting scheme).

In the formulas (2) and (3), all \(1 - x^d\) numerators in the generating functions are intended to truncate periodical sequences of unitary and null coefficients to the required length. Extending these formulas to infinite power series is then easily achieved by removing such numerators

\[
f(x) * g(x) = \frac{f(x) \odot g(x)}{1 - x} - \sum_{m=1}^\infty \frac{1 - x^{2^{\log_2(n)}d}}{(1 - x)x^m} \times \begin{cases}
1 - x^m & \text{if } x \text{ is the rank of each}\n1 - x^{2^{\log_2(n)}d}A(x) & \text{if } x \text{ is the rank of each}\n1 - x^{2^{\log_2(n)}d}B(x) & \text{if } x \text{ is the rank of each}\n\end{cases}
\]

As a separate question, we may wonder for which values the index of summation \(m\) in the formulas (3) and (4) will contribute to the computation of a term of degree \(d\) in the final result. Otherwise said, we want to gather the primary indirect nodes involved in a given resulting term—these primary indirect nodes are labelled according to the previously specified enumeration 1, 2, 3, …, \(n - 1\) by following the level-order (on the diagram of the Sect. 2, the seven hatched nodes will be labelled 1, 2, 3, …, 7). The set \(S_d\) of all such indices \(m\) is

\[
S_d = \left\{ m \mid 1 \leq m \leq d, \left( (d - m) \mod 2^{\log_2(m)+1} \right) < 2^{\log_2(m)} \right\}
\]

where \(k\) is the level of each considered row of nodes, and \(j\) is the rank of each direct subtracting node on the level \(k\).

Since \(2^{k-1} + j\) merely iterates over 1, 2, 3, …, \(n - 1\), it is easy to use a single summation for directly iterating over all the considered subtrees:

\[
\sum_{m=1}^{n-1} \frac{1 - x^{2^{\log_2(m)}}}{(1 - x)x^m} \times \begin{cases}
1 - x^m & \text{if } x \text{ is the rank of each}\n1 - x^{2^{\log_2(m)}}A(x) & \text{if } x \text{ is the rank of each}\n1 - x^{2^{\log_2(m)}}B(x) & \text{if } x \text{ is the rank of each}\n\end{cases}
\]

\[
\sum_{m=1}^{n-1} \frac{1 - x^{2^{\log_2(m)}}}{(1 - x)x^m} \times \begin{cases}
1 - x^m & \text{if } x \text{ is the rank of each}\n1 - x^{2^{\log_2(m)}}A(x) & \text{if } x \text{ is the rank of each}\n1 - x^{2^{\log_2(m)}}B(x) & \text{if } x \text{ is the rank of each}\n\end{cases}
\]

Given the context, it appears that the text is discussing a mathematical algorithm for generating functions, focusing on the iterative process and the transformation of polynomials, with a particular emphasis on Karatsuba’s algorithm. The text explains the process of subdividing and multiplying polynomials to achieve efficient computation, and it outlines the conditions under which certain terms contribute to the final result. The set \(S_d\) is defined to capture terms that significantly impact the final computation, indicating the complexity and efficiency of the algorithm.
some \( P(x) = c_0 + c_1 x^{2^{k+1}} + c_2 x^{2^{2k+1}} + \cdots \) (at the \( k \)th level of the tree, and of course \( k = \lfloor \log_2 m \rfloor \)). Because of all \( X + 1 \) accumulated factors, each computed coefficient will also be shifted \( 2^k \) times “to the right”. The definition (5) gathers all primary indirect nodes such that one term in the involved sparse polynomial has a degree “close” enough to \( d \).

The cardinality \( |S_d| \) of such sets of indices is empirically found to be the sequence A268289 in the On-Line Encyclopedia of Integer Sequences [1], namely the cumulated differences between the number of digits 1 and the number of digits 0 in the binary expansions of integers up to \( d \). Another explicit expression for \( |S_d| \) resorting to the \( \tau \) Takagi function can also be given

\[
|S_d| = A268289_d = d - 2^k \tau \left( \frac{d + 1}{2^k} - 1 \right)
\]

with \( d \) some non-negative integer and \( k = \lfloor \log_2 (d) \rfloor \).

While inserting an extended proof of the previous identity would be far beyond the scope of the current paper, a quick hint will help building such a proof: when terms of the three sequences share the same initial terms, and since the three sequences share the same initial terms, we finally prove that they are identical.

\[
a_7 x^7 + a_6 x^6 + a_5 x^5 + a_4 x^4 + a_3 x^3 + a_2 x^2 + a_1 x + a_0
\]

\[
= (a_7 x^6 + a_5 x^4 + a_3 x^2 + a_1) x + (a_6 x^5 + a_4 x^4 + a_2 x^2 + a_0)
\]

\[
= ((a_7 x^4 + a_3) x^2 + (a_5 x^4 + a_1)) x + ((a_6 x^4 + a_2) x^2 + (a_4 x^4 + a_0))
\]

The last line of the example shows four sparse polynomials which would occur in four different paths, namely \((11)_1, \quad (10)_3, \quad (01)_1, \quad \text{and} \quad (00)_3 \) (when reading these paths in the reversed order as binary encoded strings, we can identify the index of the constant term for all these polynomials). Instead of exploring again the branches 0 and 1, we now explore the branch 2 from each of these four nodes—reaching the lowest level of the tree with four elementary terms:

\[
(a_7 - a_3), \quad (a_5 - a_1), \quad (a_6 - a_2) \text{ and } (a_4 - a_0)
\]

which have to be multiplicated with the corresponding \( b \) coefficients. We want to compute the four multiplications as \((1 - x^4) A(x) \odot (1 - x^4) B(x)\). Extraneous coefficients are easily cancelled with a mask. While the mask should be applied before the termwise product from a computational point of view, we focus rather on building the most concise formula and the use of the mask will be postponed.

It has to be noticed that the \( 1 - x^{2^{k+1}} \) factor is the same for all nodes from the \( k \)th level; of course, such factors may also be accumulated when walking on several branches 2 on a given path. Since all nodes must be visited by the recursion process, all possible selections of such factors have to be considered. The ternary initial tree built from the formula (1) now becomes a more classical binary tree: at each level, we can choose between either accumulating a new \( 1 + X \) factor (to be used after the termwise product) or accumulating a new \( 1 - X \) factor (to be used before the termwise product). Indeed, walking on a branch 0 or 1 implies accumulating the relevant \( 1 + X \) factor according to the initial identity (1), while walking on the branch 2 implies subtracting coefficients to other ones which is performed here by accumulating the relevant \( 1 - X \) factor. The \( 1 - X \) factors have an arithmetical purpose and must be applied on the actual numerical values before the termwise multiplication (which is going to

\[\text{Fully Flattening the Recursion Tree}\]

Having described in the previous section how to handle two branches of the tree at once using the termwise multiplication formula, we now go one step further. The key ideas from the previous section obviously are

- handling several leaf nodes as a whole using termwise products of polynomials;
- performing all required operations (additions, subtractions, shifts) by accumulating factors finally expanding as polynomials with unitary and null coefficients;
- keeping or cancelling coefficients of polynomials by performing the termwise product of the latter with relevant masks.

We will extend the application of these ideas to handle all the \( n^{\log_2 3} \) leaf nodes by computing only \( n \) termwise products. As a starting point, we consider again the interleaved splitting scheme which is illustrated in Sect. 3 by the following example:
Of course the expected \( n \log_2^3 \) elementary multiplications are embedded in the previous formula, since the whole idea of the current section was to track them and to shift/add/subtract them according to the initial (1) formula; no supplementary multiplication was added anywhere.

An alternate version of the formula comes from the fact that \( f^W \) is either some \(-x^k\) or \( x^k\) with \( k \) being the sum of powers of 2 involved in the product of \( 1 - x^2 \) when building the \( f \) polynomial. We can thus iterate over 1, 2, \ldots, \( n - 1 \) as the degree of \( f^W \) and build other terms from it:

\[
A \times B = \sum_{k=0}^{n-1} \tilde{f}_k (\sigma_k x^k \odot \tilde{f}_k A \odot \tilde{f}_k B)
\]

with \( \tilde{f}_k = (1 - X)^{d_k} (1 - X^2)^{d_k} (1 - X^4)^{d_k} \ldots \) by referring to the binary digits of \( k = (\ldots d_1 d_2 d_3)_2 \), with also \( \tilde{f}_k = (1 + X)^{1 - d_k} (1 + X^2)^{1 - d_k} (1 + X^4)^{1 - d_k} \ldots \) where the bar is intended to show that the product is truncated to the same “format” than \( \tilde{f}_k \), made of \( \log_2 n \) different factors, despite the infinite number of leading zeros in the binary encoding of \( k \), and with \( \sigma_k = \frac{A106400_k}{\text{On-Line Encyclopedia of Integer Sequences}}\) \( (\sigma_k = -1 \text{ if the binary weight of } k \text{ is odd and } \sigma_k = 1 \text { otherwise}) \) [1]. Several expressions for \( \sigma_k \) are published on the page of the sequence \( A106400 \)—one involving an hypergeometric \( _2F_1 \) function.

Formula (8) can now easily be adapted to infinite power series as

\[
a(x) \ast b(x) = \sum_{k=0}^{\infty} f_k(x) (\sigma_k f_k(x) x^k \odot \tilde{f}_k(x) a(x) \odot \tilde{f}_k(x) b(x))
\]

by merely removing the bar from \( \tilde{f}_k \), now defining \( f_k \) as an infinite product.

### Implementing the New Formula

Implementing the formula (7) with no care about the true purpose of each part does not lead to a very efficient code: some elementary multiplications would be done though they are going to be cancelled soon after, many operations involving null coefficients in very sparse polynomials could be avoided, etc. But a first attempt can be given as a proof of concept and we give below two pieces of pseudocode intended to be used with any computer algebra system handling the polynomial type; they do not focus on low-level implementation issues (how more or less sparse polynomials are internally represented to give the most efficient access to their coefficients). Termwise multiplication of polynomials should of course be already implemented.

---

5 This symbol is compact but not very common; it can be found however in an article by Shigeru Kuroda, Shestakov–Umbraei reductions and Nagata’s conjecture on a polynomial automorphism (2007).
Two polynomials $f$ and $f'$ are used below for accumulating \textit{shift/add} and \textit{shift/subtract} operations according to what was previously discussed.

The following code shows how subtracting and masking factors are accumulated while iterating on the branches of the tree; the key idea is to use the $1 + X$ factors for selecting subtracted terms as well as for propagating them and the $1 - X$ corresponding factors for performing the subtractions:

```
MULTIPLY($A, B$)
1  \text{d} \leftarrow \lfloor \log_2(1 + \max(\deg A, \deg B)) \rfloor
2  \text{n} \leftarrow 2^d
3  \text{s} \leftarrow 0
4  \text{for } k \leftarrow 0 \text{ to } n - 1
5     \text{do } f \leftarrow 1
6     f' \leftarrow 1
7     \text{for } j \leftarrow 0 \text{ to } d - 1
8         \text{do if } k \& 2^j \neq 0 \triangleright \text{test if bit } j \text{ of } k \text{ is set}
9             \text{then } f' \leftarrow (1 - X^{2^j}) f' \triangleright \text{subtracting factor}
10            \text{else } f \leftarrow (1 + X^{2^j}) f \triangleright \text{termwise mask}
11    \text{degree} \leftarrow \deg f'
12    \text{lt} \leftarrow \text{COEFF}(f', X, \text{degree}) X^{\text{degree}} \triangleright \text{leading term in } f'
13    \text{s} \leftarrow \text{s} + f (\text{lt} \odot f' A \odot f' B)
14  \text{return } s
```
A lower-level implementation of this pseudocode should avoid actually storing the \( f' \) polynomial in a separate buffer and computing both \( f'A \) and \( f'B \) products—the idea being rather to directly store \( f'A \) and \( f'B \), and merely update them at each step of the loop.

Furthermore, efficiently implementing the previous pseudocode should take care of the subtracting and adding steps: since polynomials become very sparse for some values of \( k \), very few terms should be manipulated at these points. Two main directions should be explored for that purpose: using linked lists for representing polynomials or tracking the remaining non-null coefficients using an elaborated system of strides.\(^6\) Elementary multiplications should of course be aware of the mask to be applied to avoid useless computation.

### Computing Arbitrary Coefficients

Adapting the formula (9) to a more or less Cauchy-like one is actually achievable—though very inefficient from a computational point of view since the same multiplications will be performed again and again rather than propagated through the shift/add process. It may, however, have some interest in further theoretical investigations.

For that purpose, we do not need the \( \circ \) termwise operator any longer since we have no interest in computing several coefficients at once, but we now need the \& bitwise multiplication operator (the bitwise “and” operator) since the new formula will highly rely on testing whether such or such \( 1 \pm X \) factor is selected or not.

Let \( g(x) = a_0 + a_1 x + a_2 x^2 + \cdots \) and \( h(x) = b_0 + b_1 x + b_2 x^2 + \cdots \), then

\[
g(x) * h(x) = \sum_{m=0}^{\infty} x^m \left( \sum_{k=0}^{m} \sigma_k \sum_{j=k}^{m} \tau_k(m,j) \tau_k(j,k) \right)\left( \sum_{j=0}^{i} v_k(j,t) \sigma \tau_k(j,t) b_t \right)
\]

with \( \tau_k(m,j) = [k & (m-j) = 0] \) and \( v_k(j,t) = [k & (j-t) = j-t] \), both defined using Iverson bracket, and \( \sigma_k \) as previously defined in the formulas (8) and (9).

The \( \tau_k \) function is used for testing whether a coefficient from a given degree will actually be shifted and added as a contribution to another given degree; the \( v_k \) function is used for testing whether a coefficient of a given degree will be shifted and subtracted when accumulating all \( 1 - X \) factors.

After having noticed that \( \tau_k \) is related to the sequence A047999 and that \( v_k \) is related to the sequence A106344, we decide to clean up the previous formula by relying on A047999 only, namely on the Sierpiński triangle, finally getting

\[
g(x) * h(x) = \sum_{m=0}^{\infty} x^m \left( \sum_{k=0}^{m} \sigma_k \sum_{j=k}^{m} T(k+m-j,k) T(j,k) \right)\left( \sum_{j=0}^{i} T(k,j-t) \sigma \tau_k(j,t) b_t \right)
\]

\(^6\) This is one of the most important concepts behind the famous Numpy module for Python; strides allow to build views on parts of an existing array without actually copying it.
with \( T(n, k) \) being \( A047999 \)—defined as \( T(n, k) = [k \& (n - k) = 0] \). While the resulting nested summations may look rather heavy, a quick glance at the famous graphical representation of Sierpiński triangle will show that most of the involved terms are null.

**Conclusion**

While the section “Implementing the new formula” highly relies on pseudocode parts, identifying and publishing the formulas (7) to (9) as new theoretical convolution formulas actually was the true purpose of the current paper. While the number of elementary multiplications remains identical to the expected \( n^{\log_3 3} \) one, actually applying the formula probably involves more additions and subtractions than what would be the case by following the conventional recursive approach—their exact amount being, however, not investigated here.

The final formula, in the previous section, shows that tracking individual coefficients through the whole recursion tree is achievable; as a sophisticated convolution involving the Sierpiński triangle, it may be seen as a starting point for further investigations focused towards combinatorics.
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