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Entanglement and Ground States of Gapped Hamiltonians

Abstract

This thesis weaves together three separate results whose common thread is the study of quantum entanglement, a physical resource which, much like energy, may be exploited to perform tasks with the potential for extraordinary applications in areas of security, computing and simulation of classically intractable quantum phenomena.

We begin by considering entanglement properties of an important class of quantum states, introduced by Fannes, Nachtergaele and Werner, known as Finitely Correlated States (FCS). We derive bounds for the entanglement of a spin with an (adjacent and non-adjacent) interval of spins in an arbitrary pure FCS. Finitely Correlated States are otherwise known as matrix product states or generalized valence-bond states. The bounds we derive become exact in the case where one considers the entanglement of a single spin with a half-infinite chain to the right (or the left) of it. Our bounds provide a proof of the recent conjecture by Benatti, Hiesmayr, and Narnhofer that their necessary condition for non-vanishing entanglement in terms of a single spin and the “memory” of the FCS, is also sufficient [6]. Our result also generalizes the study of entanglement in the ground state of the AKLT model by Fan, Korepin, and Roychowdhury [14]. Furthermore, our result permits a more efficient calculation, numerically and in some cases even analytically, of the entanglement in arbitrary finitely correlated quantum spin chains.

We continue the study of entanglement in the setting of ground states of Hamiltonians with a spectral gap. In particular, for $V$ a finite subset of $\mathbb{Z}^d$, we let $H_V$ denote a Hamiltonian on $V$ with finite range, finite strength interactions and a unique ground state with a non-vanishing spectral gap. For a density matrix $\rho_A$ that describes the finite-volume restriction to a region $A$ of the unique ground state, we
provide a detailed version of Hastings’ proof in one dimension \cite{23}, that the entropy of $\rho_A$ is bounded by a uniform constant $C$, where $C$ depends only on the interaction strength, the spectral gap and the maximum among the dimensions of the state spaces associated with each site in $V$. Moreover, we provide a detailed generalization of the 1-dimensional construction of Hastings’ approximation to the ground state in dimensions 2 and higher, which may prove useful for understanding the underlying structure of ground states of gapped Hamiltonians in higher dimensions.

Finally, we turn our attention to the study of a conjecture central to Quantum Information Theory, the multiplicativity of the maximal output Schatten $p$-norm of quantum channels, for $p > 1$. In particular, we study the output 2-norm for a special class of quantum channels, the depolarized Werner-Holevo channels, and show that multiplicativity holds for a product of two identical channels in this class. Moreover, it is shown that the depolarized Werner-Holevo channels do not satisfy the entrywise positivity (EP) condition introduced by C. King and M.B. Ruskai, which suggests that the main result is non-trivial, since the EP condition has been shown to imply multiplicativity of the output 2-norm.
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Chapter 1

Introduction

1.1 Informal Overview and Historical Motivation

The newly developed fields of Quantum Information Theory (QIT) and Quantum Computation (QC) have cross-fertilized a variety of areas in long established fields of mathematics and physics, such as Operator Theory and Condensed Matter Physics. The mysterious resource of quantum entanglement, the stronger-than-classical non-local correlation between quantum particles, is at the center of many exciting new theories and applications, such as polynomial-time factoring and quantum teleportation. The physical and mathematical framework behind many of these applications can be formulated in the language of one dimensional arrays of quantum particles (spins), known as quantum spin chains. These systems are completely described by their associated Hamiltonian, a mathematical object which encodes the interactions between the particles. More importantly, the Hamiltonian contains information about the possible states of the system it describes and the energy level associated with each such state. Of special importance is the state of the system with the lowest energy, often called the ground-state of the system. The minimum amount of energy
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required to excite the system from its ground-state is called the spectral gap.

Not long ago, quantum spin chains were primarily the object of study in Condensed Matter Physics. Since the advent of QIT and QC, there has been a renewed interest in the properties of these seemingly simple quantum objects. The dynamics that govern spin chains can be applied to quantum states to transform them to desired target states, thus achieving quantum computation. The existence of a spectral gap in the Hamiltonian describing the dynamics of the spin chain is key to performing quantum computation reliably. The gap not only acts as a safeguard against external perturbations that might otherwise derail the computation, but it also determines the time it takes computational protocols such as adiabatic quantum evolution \[2\] to solve problems which are intractable for classical computers. Hence, the study of the spectral gap and its implications is central to efficient and reliable quantum computation.

Recent progress in the study of the velocity with which interactions spread between spins on a spin chain \[15, 24\] has been combined with techniques used for splitting Hamiltonians with a spectral gap into “frustration free” components \[43, 26\], to produce some spectacular results in Quantum Information Theory, with applications to Quantum Computation. A question central to the study of the complexity of simulating quantum systems with classical resources \[59, 3\] is the conjecture that the entropy of a bounded region of spins in the ground state of a gapped Hamiltonian grows proportionally to the surface area of the region and not the bulk (volume). This conjectured entropy scaling has attracted much attention lately as it may both help explain and optimize the running time of algorithms \[55\], such as the Density Matrix Renormalization Group (DMRG) algorithm \[63\], that exploit the underlying structure of “frustration free” ground states, such as the one describing the ground
1.2. Summary of the Main Results

In the chapters that follow, we present research that has either been published (Chapter 2 in [41] and Chapter 4 in [42]), or, is being prepared for publication (Chapter 3).

In particular, in Chapter 2 we present a proof of a conjecture posed by Benatti et al. in [6]. In their paper, using the structure of Finitely Correlated Pure States, introduced by Fannes et al. in [15, 16], the authors construct a “dual” state $F(\rho)$ that encodes a large part of the information found in the original state of the spin-chain. Using a brilliantly simple argument, they proceed to show that in order for entanglement to exist between a spin at position 1 of the spin-chain and a subset of spins in positions $[p, n]$ ($p > 1$) in the original state, it is a necessary condition that the ”dual” state $F(\rho)$ has non-zero entanglement. Using numerical evidence, they conjecture then that this condition is also sufficient for entanglement between subsets of spins on the translation invariant state. In this chapter, we resolve this conjecture by proving the stronger claim that the entanglement of formation between
1.2. Summary of the Main Results

the first spin and the spins at sites \([2, n]\) converges exponentially fast in \(n\) to the entanglement of formation of \(F(\rho)\).

In the first section of Chapter 3, we turn our focus to the Area Law for 1-dimensional ground states of gapped Hamiltonians and provide a detailed proof of a ground breaking result by Hastings [23], the proof of the conjectured area law for 1-dimensional Hamiltonians with a spectral gap. In section 3.4, we leave the realm of Quantum Information Theory and enter the field of Quantum Statistical Mechanics in order to construct a higher-dimensional generalization of Hastings’ approximation for the ground state of a gapped Hamiltonian, which is central to the proof of the area law in one dimension. It is our hope that a clear presentation of the techniques and ideas involved in the construction of such an approximation, will shed more light on the underlying entanglement of the ground states of Hamiltonians that describe quantum systems with a spectral gap [43, 57, 36], leading to a better understanding of the scaling of entropy in 2 and higher dimensions.

The results in Chapter 4 came about after a conversation with M. B. Ruskai at the 2006 International Congress of Mathematical Physics in Rio de Janeiro, where she posed a question related to the “multiplicativity conjecture” for a certain class of quantum channels. In mathematical terms, a quantum channel is a completely positive, trace-preserving map between the algebras of bounded operators on Hilbert spaces, and “multiplicativity” refers to the maximal output (Schatten) \(p\)-norm equality \(\|\Phi \otimes \Psi\|_p = \|\Phi\|_p \|\Psi\|_p\), where \(\Phi, \Psi\) denote quantum channels and \(\|\Omega\|_p = \sup_\rho \|\Omega(\rho)\|_p\), \(\rho\) being the input state. The study of this conjecture and its implications are at the center of Quantum Information Theory, as other important “additivity” conjectures involving the capacity of quantum channels and the role of entanglement in transmitting quantum information may be proven [56, 19] by show-
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ing the following sufficient condition: For each quantum channel $\Phi$, there exists a $p(\Phi) > 1$ such that $\|\Phi \otimes \Phi\|_{p_n} = \|\Phi\|_{p_n}^2$ for $1 < p_n < p(\Phi)$ and $p_n \to 1$. Focusing on the special case of the maximal output 2-norm (a.k.a. Hilbert-Schmidt norm), I was able to prove multiplicativity for a class of channels given by $\Phi(\rho) = \lambda \rho + (1 - \lambda) \frac{1}{d-1} \rho^T$, for all $d \geq 2, \lambda \in [0, 1]$ \cite{42}. The channels I studied are a generalization of the well-known Werner-Holevo channels $W(\rho) = \frac{1}{d-1} \rho^T$, which gave the first counterexamples to multiplicativity (for $p > 4.79$). It was recently shown that for $p \neq 2$ there exist quantum channels that yield counterexamples to the conjecture of multiplicativity \cite{64, 27}. To the best of my knowledge, there is no published counterexample for $p = 2$, but the focus has shifted to studying multiplicativity in the region of $p < 1$.

In any case, like with so many other questions in Quantum Information Theory, the study of multiplicativity and entanglement in general, promises to be both fruitful for various areas of mathematics, physics and computer science and truly exciting in the development of both the theory and future applications!
Chapter 2

Entanglement in Finitely Correlated Spin States

2.1 Introduction

Entanglement properties of quantum spin-chains have recently attracted attention from researchers in quantum information theory and condensed matter physics. From the perspective of quantum information theory, the distribution of entanglement over long ranges via local operations on a spin-chain \[8, 12, 44\] has obvious applications to teleportation-based models of quantum computation \[53, 10, 20\]. Moreover, it has recently been shown that entanglement in finitely correlated chains \[15\] can be used to achieve universal quantum computation \[60\] and provide a computational tool for adiabatic quantum computation \[5\]. On the other hand, the scaling behavior of quantum correlations in infinite spin-chains is intimately related to their critical behavior (recent work has established a general mathematical framework for studying entanglement in infinite quantum spin-chains \[33\].)
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Finitely Correlated States (FCS) are a generalization of the so-called Valence Bond Solid (VBS) states, which arise as the exact ground states of a considerable variety of quantum spin Hamiltonians \([43, 1]\). Interestingly, FCS also provide approximate ground states of \textit{any} quasi-one-dimensional spin system with finite-range interactions \([17]\). In particular, Density Matrix Renormalization Group calculations produce numerical approximations of the ground state of spin chains that can be regarded as FCS \([50]\).

Motivated by the potential applications of distributed entanglement in finitely correlated chains, Benatti, \textit{et al}. in \([6]\), give a \textbf{necessary} condition for entanglement between a spin and a subset of other spins; namely, that the entanglement between a spin and, what one may think of as \([37]\), the “memory” of the finitely correlated state must be non-zero. They, furthermore, conjecture that the same condition is \textbf{sufficient}, in the sense that it implies entanglement between a spin and a subset of other spins. We present here a proof of that conjecture by showing that the entanglement between a spin and its neighbors converges exponentially fast (in the number of neighboring spins) to the entanglement between a spin and the “memory” of the finitely correlated state. Moreover, we show that entanglement between distant spins vanishes exponentially fast in the length of their separation.

Since finitely correlated states provide the exact ground states for generalized valence-bond solid models \([43]\), our result generalizes the calculation of entanglement \([14]\) for the AKLT model \([1]\).

More importantly, our result implies a simple and computationally efficient way for detecting distributed entanglement in finitely correlated states. Namely, the Positive Partial Transpose (PPT or Peres-Horodecki) criterion \([51, 30]\) can be applied to the state describing the interactions of a spin with the ”memory” of the finitely correlated
2.2. The setup and main result

We will work with translation invariant pure FCS on the infinite one-dimensional lattice. For each \( i \in \mathbb{Z} \), the spin at site \( i \) of the chain will be described by the algebra \( \mathcal{A} \) of \( d \times d \) complex matrices. The observables of the spins in an interval, \([m, n]\), are given by the tensor product \( \mathcal{A}_{[m,n]} = \otimes_{j=m}^{n}(\mathcal{A})_j \). The algebra \( \mathcal{A}_\mathbb{Z} \) describing the infinite chain arises as a suitable limit of the local tensor-product algebras \( \mathcal{A}_{[-n,n]} := \otimes_{j=-n}^{n}(\mathcal{A})_j \). Any translation invariant state \( \omega \) over \( \mathcal{A}_\mathbb{Z} \) is completely determined by a set of density matrices \( \rho_{[1,n]}, n \geq 1 \), which describe the state of \( n \) consecutive spins. In the case of a pure FCS, as was shown in [16], these density matrices can be constructed as follows:

The memory, \( \mathcal{B} \), of a FCS is represented by the algebra of \( b \times b \) complex matrices. Let \( \mathbb{E} : \mathcal{A} \otimes \mathcal{B} \mapsto \mathcal{B} \) be a completely positive unital map of the form \( \mathbb{E}(A \otimes B) = V(A \otimes B)V^\dagger \), where \( V : \mathbb{C}^d \otimes \mathbb{C}^b \mapsto \mathbb{C}^b \), is a linear map such that \( VV^\dagger = \mathbb{1}_b \). We define the completely positive map \( \hat{\mathbb{E}} : \mathcal{B} \mapsto \mathcal{B} \), by \( \hat{\mathbb{E}}(B) = \mathbb{E}(\mathbb{1}_A \otimes B) \). The condition on \( V \) implies that \( \hat{\mathbb{E}} \) is unital: \( \hat{\mathbb{E}}(\mathbb{1}_B) = \mathbb{1}_B \). In [16] it is proved that for any pure translation invariant FCS, it is always possible to choose \( \mathcal{B} \) and \( V \) such that there is a unique, non-singular \( b \times b \) density matrix, \( \rho \), with the property \( \operatorname{Tr} \rho \hat{\mathbb{E}}(B) = \operatorname{Tr} \rho B \), for all \( B \in \mathcal{B} \).

We introduce the density matrix \( \rho_{A \otimes \mathcal{B}} \) associated with the state encoding the interaction between the spin at site 1 and the “memory” of the FCS:

\[
\operatorname{Tr}_{A \otimes \mathcal{B}}(\rho_{A \otimes \mathcal{B}} A \otimes B) = \operatorname{Tr}_{\mathcal{B}}(\rho \mathbb{E}(A \otimes B)).
\]
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Using the cyclicity of trace we also have $\rho_{A\otimes B} = V^\dagger \rho V$.

We are now ready to define the density matrices $\rho_{[1,n]}$ recursively, by the following identity:

$$\operatorname{Tr}(\rho_{[1,n]} A_1 \otimes A_2 \otimes \cdots \otimes A_n) = \operatorname{Tr}_B(\rho \mathbb{E}(A_1 \otimes \mathbb{E}(A_2 \otimes \cdots \otimes \mathbb{E}(A_{n-1} \otimes \mathbb{E}(A_n \otimes 1_B)) \cdots))) .$$

(2.2.1)

From the above definition and the cyclicity of the trace we get the equivalent definition

$$\rho_{[1,n]} = \operatorname{Tr}_B(V_n^\dagger \rho_{A\otimes B} V_n) ,$$

where $V_n = (\mathbb{1}_A \otimes V)(\mathbb{1}_{A\otimes 2} \otimes V) \cdots (\mathbb{1}_{A\otimes n-1} \otimes V)$.

An important property, intimately related to the exponential decay of correlations in a pure FCS is that the peripheral spectrum of $\hat{E}$ is trivial; that is, $\mathbb{1}_B$ is the only eigenvector of $\hat{E}$ with eigenvalue of modulus 1 [10]. This implies that the iterates of $\hat{E}$ converge exponentially fast to $\hat{E}_\infty$ given by $\hat{E}_\infty(B) = \lim_{n\to\infty} \hat{E}^n(B) = \operatorname{Tr}(\rho B) \mathbb{1}_B$.

More precisely, for any $\lambda$ such that $|\lambda_i| < \lambda < 1$, for all eigenvalues $\lambda_i$ of $\hat{E}$ different from 1, there exists a constant $c$ such that for all $n \geq 1$:

$$\|\hat{E}^n - \hat{E}_\infty\| \leq c \lambda^n ,$$

(2.2.2)

where the norm is the $\infty$-norm on $\mathcal{B}$ considered as a Banach space with the 1-norm.

Our object of study is the entanglement of formation, $\text{EoF}$ [7]. The $\text{EoF}$ is defined for states of composite systems with a tensor product algebra of observables $\mathcal{X}_1 \otimes \mathcal{X}_2$.

Definition 2.2.1 (Entanglement of Formation). The entanglement of formation of
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A bipartite state over $\mathcal{X}_1 \otimes \mathcal{X}_2$ with associated density matrix $\sigma_{12}$ is given by:

$$E_{[\mathcal{X}_1, \mathcal{X}_2]}(\sigma_{12}) = \inf \sum_i p_i S\left(\text{Tr} \sigma_{12}^i\right),$$

where $S(\rho) = -\text{Tr} \rho \log \rho$ is the von Neumann entropy and the infimum of the average entropy is taken over all convex decompositions $\sigma_{12} = \sum_i p_i \sigma_{12}^i$ into pure states.

Whenever $\mathcal{X}_1$ is finite dimensional, as will be the case for us, the infimum can be replaced by a minimum in the above definition, i.e., there is an optimal decomposition, $\{p_i, \sigma_{12}^i\}$, where the infimum is attained (see [40] for details). We call $\{|\phi_i\rangle\}$ an ensemble for the density matrix $\sigma$ whenever the latter can be decomposed as $\sigma = \sum_i |\phi_i\rangle \langle \phi_i|$. There are an infinite number of ensembles corresponding to a given density matrix. The following lemma provides us with a complete classification:

**Lemma 2.2.2 (Isometric Freedom in Ensembles, [51, 32]).** Let $\{|e_i\rangle\}_{i=1}^d$ be the ensemble corresponding to the eigen-decomposition of the density matrix $\sigma$, where $d = \text{rank}(\sigma)$. Then, $\{|\psi_i\rangle\}_{i=1}^m$ is an ensemble for $\sigma$ if and only if there exists an isometry $U : \mathbb{C}^d \mapsto \mathbb{C}^m$ such that

$$|\psi_i\rangle = \sum_{j=1}^d U_{i,j} |e_j\rangle, \ 1 \leq i \leq m.$$  

The above lemma implies that any two ensembles for the same density matrix, $\{|\psi_j\rangle\}_{j=1}^{M_1}$, and $\{|\phi_i\rangle\}_{i=1}^{M_2}$, are similarly related via a partial isometry $W : \mathbb{C}^{M_1} \mapsto \mathbb{C}^{M_2}$.

Our main result is the following theorem:

**Theorem 2.2.3.** For any pure translation invariant FCS we have

$$0 \leq E_{[\mathcal{A}, \mathcal{B}]}(\rho_{\mathcal{A} \otimes \mathcal{B}}) - E_{[\mathcal{A}_n, \mathcal{A}^n \otimes \mathcal{B}]}(\rho_{[1,n]}) \leq \epsilon(n), \quad (2.2.3)$$
where $\epsilon(n)$ decays exponentially fast in $n$.

### 2.3 Proof of the Theorem

The lower bound is proven in [6]. For the sake of completeness, we include here the following proof.

The definition of $\rho_{[1,n]}$ implies that every decomposition of $\rho_{A\otimes B}$ into pure states induces a decomposition of $\rho_{[1,n]}$. Moreover, the restrictions to the spin at site 1 of the $i$-th state in the corresponding decompositions of $\rho_{A\otimes B}$ and $\rho_{[1,n]}$ are equal. To see this, note that since the operators $V_n$ leave the first spin invariant, the cyclicity of the trace implies

$$\text{Tr}_{A\otimes n-1}(\rho_i^{[1,n]}) = \text{Tr}_{A\otimes n-1\otimes B}(V_n^\dagger \rho_i^{A\otimes B} V_n) = \text{Tr}_B(\rho_i^{A\otimes B}),$$

where we have used $V_n V_n^\dagger = \mathds{1}_A \otimes \mathds{1}_B$. It follows that for each decomposition of $\rho_{A\otimes B}$ there is a corresponding decomposition of $\rho_{[1,n]}$ with equal average entropy. Since the average entropy of $\rho_{[1,n]}$ is minimized over a (possibly) larger set of decompositions, the lower bound follows.

We now focus on the upper bound. We start with the following decompositions of $\rho_{A\otimes B}$ and $\rho_{[1,n]}$ into (unnormalized) pure states:

$$\rho_{A\otimes B} = \sum_{i=1}^b V_i^\dagger |\chi_i\rangle \langle \chi_i| V$$

$$\rho_{[1,n]} = \sum_{i,j=1}^b G_{n,j}^\dagger V_i^\dagger |\chi_i\rangle \langle \chi_i| VG_{n,j},$$

where \{|$\chi_i$\rangle\}_{i=1}^b is the eigen-ensemble of $\rho$ and $G_{n,j} = V_n (\mathds{1}_A \otimes |\chi_j\rangle/\|\chi_j\|)$. The
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term in parenthesis in the expression for \( G_{n,j} \) comes from the Kraus operators in the
decomposition of the completely positive map \( \text{Tr}_B \).

By the observation following Lemma 2.2.2 we have that the (unnormalized) states
\(|\Phi^n_l\rangle\) in the \textbf{optimal decomposition} of \( \rho_{[1,n]} \) are given by:

\[
|\Phi^n_l\rangle = \sum_{i,j=1}^b U_{l,ij} G_{n,j}^\dagger V_{i}^\dagger |\chi_i\rangle,
\]

for some partial isometry \( U : \mathbb{C}^b \mapsto \mathbb{C}^L \), whose dependence on \( n \) we suppress. Moreover, it is easy to check that \( \rho_{A\otimes B} \) has a decomposition into \( \sum_l \sigma_l \), with \( \sigma_l = \sum_j |\Psi_l(j)\rangle\langle\Psi_l(j)| \) and

\[
|\Psi_l(j)\rangle = \sum_{i=1}^b u_{l,ij} \sqrt{p_i} V_{i}^\dagger |\chi_i\rangle,
\]

(2.3.4)

To calculate the \textbf{EoF} we need the restrictions of \{\(|\Phi^n_l\rangle\langle\Phi^n_l|\}\} and \{\sigma_l\} to \( A \):

\[
\tilde{\phi}_l^n = \text{Tr}_{A^{\otimes n-1}}(|\Phi^n_l\rangle\langle\Phi^n_l|), \quad \tilde{\sigma}_l = \text{Tr}_B(\sigma_l).
\]

(2.3.5)

Define the density matrices \( \phi_l^n = \tilde{\phi}_l^n/\alpha_l^n \) and \( \sigma_l = \tilde{\sigma}_l/\beta_l \), where \( \alpha_l^n = \|\tilde{\phi}_l^n\|_1 = \text{Tr}(\tilde{\phi}_l^n) \), \( \beta_l = \|\tilde{\sigma}_l\|_1 = \text{Tr}(\tilde{\sigma}_l) \).

From the definition of the \textbf{EoF} and the optimality of \{\( \tilde{\phi}_l^n \)\}_{l=1}^L we get:

\[
E_{[A,B]}(\rho_{A\otimes B}) - E_{[A,A^{\otimes n-1}]}(\rho_{[1,n]}) \leq \sum_{l=1}^L \epsilon_l(n),
\]

(2.3.6)

where \( \epsilon_l(n) = \beta_l S(\sigma_l) - \alpha_l^n S(\phi_l^n) \).

It remains to show that \( \sum_{l=1}^L \epsilon_l(n) \) is exponentially small. We estimate each term
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in the sum as:

\[ |\epsilon_l(n)| \leq \beta_l |S(\sigma_l) - S(\phi^n_l)| + |\beta_l - \alpha^n_l| \log d, \]  

(2.3.7)

since \( \text{rank}(\phi^n_l) \leq d \).

To bound \( |S(\sigma_l) - S(\phi^n_l)| \) we use Fannes’ inequality for the continuity of the von Neumann entropy [18]:

\[ |S(\sigma_l) - S(\phi^n_l)| \leq (\log d + 2)\|\sigma_l - \phi^n_l\|_1 + \eta(\|\sigma_l - \phi^n_l\|_1), \]  

(2.3.8)

where \( \eta(x) = -x \log x \) and \( \log \) is the natural logarithm. By the triangle inequality we have:

\[ |\beta_l - \alpha^n_l| = \|\tilde{\sigma}_l\|_1 - \|\tilde{\phi}_l^n\|_1 \leq \|\tilde{\sigma}_l - \tilde{\phi}_l^n\|_1. \]  

(2.3.9)

Another application of the triangle inequality gives:

\[ \|\sigma_l - \phi^n_l\|_1 \leq \frac{\|\beta_l \sigma_l - \alpha^n_l \phi^n_l\|_1 + \|(\alpha^n_l - \beta_l) \phi^n_l\|_1}{\beta_l}, \]  

which simplifies, with the use of (2.3.9), to the following inequality:

\[ \|\sigma_l - \phi^n_l\|_1 \leq 2 \frac{\|\tilde{\sigma}_l - \tilde{\phi}_l^n\|_1}{\beta_l}. \]  

(2.3.10)

Combining equations (2.3.7)-(2.3.10) and setting

\[ \tau^n_l \equiv \|\tilde{\sigma}_l - \tilde{\phi}_l^n\|_1 / \beta_l, \]  

(2.3.11)

we get the following bound for \( \epsilon_l(n) \):

\[ |\epsilon_l(n)| \leq \beta_l [(\log d^3 + 4) \tau^n_l + \eta(2 \tau^n_l)]. \]  

(2.3.12)
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where we have assumed that $2\tau_n^1 \leq 1/e$, to assure $\eta(x)$ is increasing.

To complete the proof, we show that $\tau_n^1$ is exponentially small for large $n$. Since each $G_{n,j}$ leaves the spin at site 1 invariant, the cyclicity of the trace yields:

$$\tilde{\phi}_l^n = \sum_{i,i',j,j'=1}^b U^*_l(i',j')U_l(ij) \text{Tr}_B(V^\dagger|\chi_i\rangle\langle\chi_{i'}|VG_{n,j'}G_{n,j}^\dagger),}$$

But $G_{n,j'}G_{n,j}^\dagger = \mathds{1}_A \otimes \hat{\mathcal{E}}^{n-1} - (|\chi_j\rangle\langle\chi_j|)/(|\chi_j||\chi_j||)$. Substituting $\hat{\mathcal{E}}^\infty$ for $\hat{\mathcal{E}}^{n-1}$ we get:

$$\tilde{\sigma}_l - \tilde{\phi}_l^n = \sum_{i,i',j,j'=1}^b U^*_l(i',j')U_l(ij) \text{Tr}_B(X_{i,i'}Y_{j,j'},)$$

where $X_{i,i'} = V^\dagger|\chi_i\rangle\langle\chi_{i'}|V$ and $Y_{j,j'} = \mathds{1}_A \otimes [\hat{\mathcal{E}}^\infty - \hat{\mathcal{E}}^{n-1}]/(|\chi_{j'}\rangle\langle\chi_j|)/(|\chi_{j'}||\chi_j||)$.

Like all trace preserving quantum operations, the partial trace is contractive with respect to the 1-norm. Hence, an application of the triangle inequality for the 1-norm gives:

$$\|\tilde{\sigma}_l - \tilde{\phi}_l^n\|_1 \leq \sum_{i,i',j,j'=1}^b |U^*_l(i',j')||U_l(ij)||X_{i,i'}||Y_{j,j'}||_1$$

It is not hard to see that

$$\|X_{i,i'}\|_1 = \|\chi_i||\chi_{i'}||, \quad \|Y_{j,j'}\|_1 \leq \|\hat{\mathcal{E}}^{(n-1)} - \hat{\mathcal{E}}^\infty\|$$

and hence

$$\|\tilde{\sigma}_l - \tilde{\phi}_l^n\|_1 \leq \left(\sum_{i=1}^b \sum_{j=1}^b |U_l(ij)||\chi_i||\right)^2 \|\hat{\mathcal{E}}^{(n-1)} - \hat{\mathcal{E}}^\infty\|$$
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Since $\sum_{i,j=1}^{b} |U_{l,(ij)}|^2 \|\chi_i\|^2 = \beta_l$, two applications of Cauchy-Schwarz give:

$$\|\tilde{\sigma}_l - \tilde{\phi}_l^n\|_1 \leq b^2 \beta_l \|\hat{E}^{(n-1)} - \hat{E}^\infty\|. \quad (2.3.13)$$

Finally, combining (2.2.2) with (2.3.13), equation (2.3.11) becomes:

$$\tau_l^{n} \leq c_1 \lambda^n, \quad c_1 = cb^2/\lambda. \quad (2.3.14)$$

To conclude the proof, we note that since the bound for $\tau_l^n$ is independent of $l$, summing over $l$ in equation (2.3.12) yields:

$$\sum_{l=1}^{L} |\epsilon_l^n| \leq (\log d^3 + 4)c_1 \lambda^n + \eta(2c_1 \lambda^n).$$

It is clear that for $\lambda' > \lambda$ there exists a constant $c_2$ such that

$$\eta(2c_1 \lambda^n) \leq c_2 (\lambda')^n.$$

The only condition on $n$ was imposed in equation (2.3.12) were we assumed that $2\tau_l^n \leq \frac{1}{\epsilon}$. Using equation (2.3.14) we see that there is an $n_0$ such that the above condition is satisfied for all $n \geq n_0$. The previous observations imply that for all $\lambda'$ with $\lambda < \lambda' < 1$, there is a constant $c_3$ such that:

$$\epsilon(n) = c_3 (\lambda')^n \geq \sum_{l=1}^{L} |\epsilon_l^n|, \text{ for all } n.$$

Finally, equation (2.3.6) implies that:

$$E_{[A,B\otimes B]}(\rho_{A\otimes B}) - E_{[A,A\otimes^{n-1}]}(\rho_{[1,n]}) \leq \epsilon(n),$$
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and this completes the proof of the theorem.

A natural question to ask at this point is the following: *How does the entanglement between the spin at site 1 and spins at sites \([p, n]\), \(p \geq 2\) behave as \(p\) becomes large?*

Since the state \(\rho_{1,[p,n]}\) factorizes into \(\rho_1 \otimes \rho_{[p,n]}\) as \(p \to \infty\) [28], we expect that the bulk of the entanglement is concentrated near site 1. The following theorem confirms this:

**Theorem 2.3.1.** For any pure translation invariant FCS and \(n \geq p \geq 2\), the following bound holds:

\[
E_{\{A,\mathbb{A}^{n-p+1}\}}(\rho_{1,[p,n]}) \leq C \ln d (n - p + 1) \epsilon(p),
\]

where \(C\) is of order unity, \(d\) is the dimension of each spin and \(\epsilon(p)\) decays exponentially fast in \(p\).

Note that the above theorem implies exponential decay of the entanglement between spin 1 and spins \([p, n]\) as long as \(n - p\) does not grow exponentially in \(p\).

**Proof.** The main observation is that the trace distance between the states \(\rho_{1,[p,n]}\) and \(\rho_1 \otimes \rho_{[p,n]}\) vanishes exponentially fast with \(p\). This is a consequence of the exponential rate of convergence described in equation (2.2.2). To see this, note that

\[
\|\rho_{1,[p,n]} - \rho_1 \otimes \rho_{[p,n]}\|_1 = \text{Tr}\left[ (\rho_{1,[p,n]} - \rho_1 \otimes \rho_{[p,n]} ) P \right],
\]

where \(P\) is the projection onto the positive eigenvalues of \(\rho_{1,[p,n]} - \rho_1 \otimes \rho_{[p,n]}\). But,

\[
\text{Tr}(\rho_{1,[p,n]} P) = \sum_{i_1, i_p, i_{p+1}, \ldots, i_n = 1}^d \text{Tr} \left( \rho_{[1,n]} P_{i_1} \otimes \mathbb{1}_{[2,p-1]} \otimes P_{i_p} \otimes \cdots \otimes P_{i_n} \right),
\]
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and applying (2.2.1) we get,

\[ \text{Tr}(\rho_1, [p,n] P) = \sum_{i_1,i_2,i_3,\ldots,i_n=1}^d \text{Tr}_B \left( \rho \mathbb{E}(P_{i_1} \otimes \hat{E}^{p-2} \left( \mathbb{E}(P_{i_2} \otimes \cdots \otimes \mathbb{E}(P_{i_n} \otimes \mathbb{1}_B)) \cdots \right) \right), \]

(2.3.16)

where \( P = \sum_{i_1,i_2,i_3,\ldots,i_n=1}^d P_{i_1} \otimes P_{i_2} \otimes \cdots \otimes P_{i_n} \) is a decomposition of \( P \) into simple tensor products over some fixed basis for each tensor. Furthermore, from the definition of \( \hat{E}_\infty \) and (2.2.1) we have

\[ \text{Tr} \rho_1 \otimes \rho_{[p,n]} P = \sum_{i_1,i_2,i_3,\ldots,i_n=1}^d \text{Tr}_B \left( \rho \mathbb{E}(P_{i_1} \otimes \hat{E}_\infty \left( \mathbb{E}(P_{i_2} \otimes \cdots \otimes \mathbb{E}(P_{i_n} \otimes \mathbb{1}_B)) \cdots \right) \right). \]

(2.3.17)

Combining (2.3.16) and (2.3.17) we get that

\[ \| \rho_{[1,p,n]} - \rho_1 \otimes \rho_{[p,n]} \|_1 \]

\[ = \sum_{i_1,i_2,i_3,\ldots,i_n=1}^d \text{Tr}_B \left( \rho \mathbb{E}(P_{i_1} \otimes (\hat{E}^{p-2} - \hat{E}_\infty) \left( \mathbb{E}(P_{i_2} \otimes \cdots \otimes \mathbb{E}(P_{i_n} \otimes \mathbb{1}_B)) \cdots \right) \right) \]

\[ \leq \| \mathbb{1}_A \otimes (\hat{E}^{p-2} - \hat{E}_\infty) \|_\infty \left| \sum_{i_1,i_2,i_3,\ldots,i_n=1}^d \text{Tr}_B \left( \rho \mathbb{E}(P_{i_1} \otimes (\mathbb{E}(P_{i_2} \otimes \cdots \otimes \mathbb{E}(P_{i_n} \otimes \mathbb{1}_B)) \cdots) \right) \right| \]

\[ \leq c \lambda^{p-2} \text{Tr} \left( \rho_{[1,n-p+2]} P \right) \leq c \lambda^{p-2} \]

(2.3.18)

Now, note that for two density matrices \( \rho \) and \( \sigma \) the (normalized) trace distance \( T(\rho, \sigma) = \frac{\| \rho - \sigma \|_1}{2} \) is an upper bound on the Bures distance \( D(\rho, \sigma) = 2\sqrt{1 - F(\rho, \sigma)} \) [9], where \( F(\rho, \sigma) = \text{Tr} \sqrt{\rho^{1/2} \sigma \rho^{1/2}} \) is the fidelity measure. In particular, the following bound holds [48 Ch. 9]:

\[ D(\rho, \sigma) \leq 2\sqrt{T(\rho, \sigma)}. \]

Since \( E_{[A,A \otimes \cdots \otimes p+1]}(\rho_1 \otimes \rho_{[p,n]}) = 0 \), a straightforward application of Nielsen’s inequality for the continuity of the EoF [49] yields the desired result. \( \square \)
2.4 Discussion

Having established such a strong connection between the states $\rho_{[1,n]}$ and $\rho_{A \otimes B}$, one can apply various entanglement criteria on $\rho_{A \otimes B}$ to deduce entanglement properties of the spin chain. To start with, we note that for qubit chains with 2-dimensional memory algebra $\mathcal{B}$, the entanglement of $\rho_{[1,n]}$ can be computed analytically (in the limit) by evaluating the concurrence [29] of $\rho_{A \otimes B}$. For higher dimensions one can apply the PPT criterion to $\rho_{A \otimes B}$ to detect distributed entanglement in the finitely correlated state. Specifically, the main theorem in [31] implies that there can be no PPT bound entanglement in $\rho_{A \otimes B}$ since $\text{rank}(\rho_{A \otimes B}) = b \leq \max\{d, b\}$. Hence, if the partial transpose of $\rho_{A \otimes B}$ is positive, then $\rho_{A \otimes B}$ is separable. On the other hand, if the partial transpose of $\rho_{A \otimes B}$ is negative, then for $n$ large enough $\rho_{[1,n]}$ becomes entangled. The amount of maximum entanglement in $\rho_{[1,n]}$ depends on the amount of entanglement found in $\rho_{A \otimes B}$. From this point of view, it would be very interesting to look at FCS that maximize entanglement of $\rho_{A \otimes B}$. Moreover, understanding how entanglement of $\rho_{A \otimes B}$ varies with different CP maps $\mathcal{E}$ could lead to a better understanding of how phase transitions occur when we vary the parameters in the underlying Hamiltonian of the system.

To conclude, we note that the conjecture of Benatti, et al. [6], follows as a corollary of Theorem 2.2.3 In particular, our result implies that a spin at site 1 of the chain is entangled with spins at sites $[2,n]$ (for $n$ large enough) if and only if $\rho_{A \otimes B}$ is entangled. Moreover, the entanglement of $\rho_{[1,n]}$ approaches the entanglement of $\rho_{A \otimes B}$ exponentially fast.
Chapter 3

Entanglement in the Ground State of Gapped Hamiltonians

3.1 Introduction

It is widely believed that the entanglement entropy of a region $A$ in the ground state of a gapped quantum spin Hamiltonian with finite range interactions does not grow faster than the area of the boundary of $A$. Although this property in its general formulation is still a conjecture, this is called the Area Law for the entropy. The Area Law is of interest not only for theoretical reasons, but also because it has practical implications for the computational complexity of calculating the ground state with a desired level of accuracy [61]. The intuition behind the Area Law is simple. By the Exponential Clustering Theorem, a non-vanishing spectral gap implies a finite correlation length [45, 22] and this puts an exponentially decaying bound on the entanglement of two spins as a function of the distance. From this, one may guess that only spins near the boundary contribute significantly to the total entanglement
with the exterior of the region and hence, an area law should hold. The relationship
between the correlations and entanglement of a region with its exterior, however, is
not sufficiently well understood to lead to a proof based directly on this intuition.
If one assumes a decay property of the mutual information instead of correlations,
one can indeed prove an area law [65]. The Area Law itself has only been proven
in one dimension by Hastings [23]. In more than one dimension, for special systems
with valence bond (i.e. matrix product) ground states, the area law is easy to derive,
but there is no general result. Here, we review in detail the one dimensional result
by Hastings and provide a higher dimensional generalization of his ground state
approximation. Although the Area Law bound we discuss below applies only to
1–dimensional systems, we describe the result in a more general setup in case this
leads to future insight on how to treat the Area Law question in higher dimensions.

3.2 Setup and Main Results

We will consider a finite system of spins located at sites in $V$, a finite subset of $\mathbb{Z}^d$. At
each $x \in V$, we have a finite-dimensional Hilbert space of dimension $n_x$ and assume
that $n_x \leq N$, $\forall x \in V$, for some constant $N$. Let $\mathcal{A}_X$ be the algebra of observables
associated with $X \subset V$. We consider the dynamics $\tau_t$ generated by the Hamiltonian

$$H_V = \sum_{X \subset V} \Phi(X).$$

The main assumptions are as follows: The interactions $\Phi(X)$ are uniformly bounded
and finite range, and, for convenience, we will take pair interactions with range 1.
So, for all $X \subset V$, $\Phi(X) = \Phi(X)^* \in \mathcal{A}_X$, $\|\Phi_X\| \leq J$, for some constant $J > 0$, and
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\( \Phi(X) = 0 \) if \( \text{diam}(X) > 1 \). Here, for \( X \subset V \),

\[
\text{diam}(X) = \max\{d(x, y) \mid x, y \in X\}.
\]

We will also assume that the Hamiltonian \( H_V \) has a unique, normalized ground state, which we will denote by \( |\Psi_0\rangle \), and a spectral gap \( \gamma > 0 \) to the first excited state.

For a set \( Y \subset V \), the boundary of \( Y \), denoted by \( \partial Y \), is

\[
\partial Y = \{x \in Y \mid \exists y \in V \setminus Y, \text{with } d(x, y) \leq 1\}.
\]

Moreover, for \( \ell \geq 1 \), we define the following sets:

\[
I_Y = I_Y(\ell) = \{x \in Y \mid \forall y \in \partial Y, d(x, y) > \ell\}.
\]

\( (3.2.1) \)

The set \( I_Y \) corresponds to the \( \ell \)-interior of \( Y \) and it will be empty if \( \ell > \text{diam}(Y) \).

\[
B_Y = B_Y(\ell) = \{x \in V \mid \exists y \in \partial Y, d(x, y) \leq \ell\}.
\]

\( (3.2.2) \)

The set \( B_Y \) corresponds to the \( \ell \)-boundary of \( Y \).

\[
E_Y = E_Y(\ell) = \{x \in V \setminus Y \mid \forall y \in \partial X, d(x, y) > \ell\}.
\]

\( (3.2.3) \)

The set \( E_Y \) corresponds to the \( \ell \)-exterior of \( Y \). Note that \( I_Y, B_Y \) and \( E_Y \) are disjoint and moreover, \( V = I_Y \cup B_Y \cup E_Y \), as can be seen from Figure \( \text{3.2.1} \).

Finally, define \( B_I = B_I(\ell) = Y \cap B_Y(\ell) \) and \( B_E = B_E(\ell) = (V \setminus Y) \cap B_Y(\ell) \) and set \( D_I = \Pi_{x \in B_I} n_x \) and \( D_E = \Pi_{x \in B_E} n_x \). We will assume from now on that the
volume of the interior of the \( \ell \)-boundary satisfies

\[
|B_I| \leq r \ell |\partial Y|,
\]

for some constant \( r \geq 1 \). For convex \( Y \), this inequality holds with \( r = 1 \). The regions we will be working with will be convex.

We denote by \( P_0 \) the orthogonal projection onto \( |\Psi_0\rangle \) and by \( \rho_A \) the density matrix describing the ground state restricted to the region \( A \): \( \rho_A = \text{Tr}_{V \setminus A} P_0 \).

We are now ready to state the main result of [23].

**Theorem 3.2.1** (Area Law). Let \( H_V \) denote a 1-dimensional Hamiltonian on an interval \([1, |V|]\), with the properties described above. For any \( 1 \leq M \leq |V| \), let \( A = [1, M] \). Then, the following bound, independent of \( M \) applies to the entropy of
the region $A$:

$$S(\rho_A) \leq C \xi \ln C(\gamma, d, J) \ln N 2^{\xi \ln N}. \quad (3.2.4)$$

where $C$ is of order unity and the constants $\xi$ and $C(\gamma, d, J)$ are defined in Theorem 3.2.2.

We will provide the complete proof of Theorem 3.2.1 assuming Theorem 3.2.2 below, which is a generalization to higher dimensions of a result of Hastings [23]. The proof of Theorem 3.2.2 proceeds along the same lines as in the one-dimensional case [23, 25, 24], but it is a bit long and technical and therefore we present its proof in section 3.4.

**Theorem 3.2.2** (Ground state approximation). There exists $\xi > 0$, such that for any sufficiently large $\ell \geq c_0 d^2 \xi^2$ and $Y \subset V$, there exist two orthogonal projections $P_Y \in A_Y$, $P_{V\setminus Y} \in A_{V\setminus Y}$ and an operator $P_B \in A_{B_Y(\ell)}$ with $\|P_B\| \leq 1$, such that

$$\|P_B P_Y P_{V\setminus Y} - P_0\| \leq C(\gamma, d, J)|\partial Y|^2 e^{-\ell/\xi} \quad (3.2.5)$$

where $P_0$ is the projection onto the (unique) ground state, $c_0$ is of order unity and $C(\gamma, d, J)$, $\xi$ are explicit in terms of $J$, $\gamma$ and $d$, the dimensionality of $V$.

The operator $P_B$ in (3.2.5) is responsible for all correlations in the ground state approximation between the region $Y$ and its exterior. Its support is concentrated along the boundary of $Y$. This is reminiscent of the structure of matrix product states [1, 15, 60]. The finite extent of correlations and entanglement across any boundary is essentially a consequence of the non-vanishing spectral gap and the existence of a finite Lieb-Robinson velocity [38, 45, 22, 46]. The problem of calculating such an approximation of the ground state is a related but separate question we intend to
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We present now the proof of Theorem 3.2.1.

Proof. First, we introduce the length $m^* = \frac{S(\rho_A)}{4 \ln |\partial A|}$ and then set $Y \equiv Y(m) \equiv I_A(m), m \leq m^*$. The first step is to use the well known subadditivity of the Von Neumann entropy, which follows from the non-negativity of quantum relative entropy $S(\rho||\sigma) = \text{Tr}(\rho \ln \rho - \rho \ln \sigma)$, to get the following bound for $S(\rho_A)$:

$$S(\rho_A) = S(\rho_Y \otimes \rho_{A \setminus Y}) = S(\rho_Y) + S(\rho_{A \setminus Y}) - S(\rho_A) \geq 0 \quad (3.3.1)$$

The above bound, combined with the fact that

$$S(\rho_{A \setminus Y}) \leq |A \setminus Y| \ln N \leq m^* |\partial A| \ln N = S(\rho_A)/4,$$

implies that

$$S(\rho_A) \leq \frac{4}{3} S(\rho_{Y(m)}), \quad m \leq m^* \quad (3.3.2)$$

We can now focus on bounding the entropy of the region $Y(m)$. We will do this by looking at the rate of decay of the Schmidt coefficients in the Schmidt decomposition of $|\Psi_0\rangle$ along the boundary of $Y(m)$. Since we will be using the Schmidt decomposition of the ground state $|\Psi_0\rangle$, let us introduce it here as

$$|\Psi_0\rangle = \sum_\alpha \sqrt{\sigma_0(\alpha)} |\Psi_{Y,0}(\alpha)) \otimes |\Psi_{V \setminus Y,0}(\alpha)),$$
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where $\sum_\alpha \sigma_0(\alpha) = 1$ and $\{|\Psi_{Y;0}(\alpha)\rangle\}, \{|\Psi_{V\setminus Y;0}(\alpha)\rangle\}$ are orthonormal sets supported on $Y$ and $V \setminus Y$, respectively. We order the Schmidt coefficients of $|\Psi_0\rangle$ in decreasing order such that if $\alpha < \beta$ then $\sigma_0(\alpha) \geq \sigma_0(\beta)$. Moreover,

$$\rho_Y = \sum_\alpha \sigma_0(\alpha)|\Psi_{Y;0}(\alpha)\rangle \langle \Psi_{Y;0}(\alpha)|$$

and

$$\rho_{V\setminus Y} = \sum_\beta \sigma_0(\beta)|\Psi_{V\setminus Y;0}(\beta)\rangle \langle \Psi_{V\setminus Y;0}(\beta)|.$$  

Having fixed $m^*$ and $Y(m)$, we are interested in the overlap of the density matrix $\rho_Y \otimes \rho_{V\setminus Y}$ with $P_0$, since we will be treating the cases when the overlap is small and when it is large, separately. We define the overlap to be

$$P \equiv P(m) \equiv \text{Tr}(P_0 \rho_Y \otimes \rho_{V\setminus Y}). \quad (3.3.3)$$

We use the approximation operator $P_B P_Y P_{V\setminus Y}$ of Theorem 3.2.2 in order to relate the overlap $P$ with the approximation error $\epsilon(\ell)$, over which we have some control. Thus, we choose the following approximation to the ground state:

$$\rho(\ell) \equiv P_B P_Y P_{V\setminus Y} \rho_Y \otimes \rho_{V\setminus Y} P_Y P_{V\setminus Y} P_B^\dagger \quad (3.3.4)$$

which, as we will see shortly, has Schmidt rank bounded by an exponential in $m$ and $|\partial Y|$, but independent of the volume of $Y$. More concretely, we will show that $\rho(\ell)$ has a decomposition into pure states, each with Schmidt decomposition along the boundary $\partial Y$ with Schmidt rank at most $N^{2\ell|\partial Y|}$. To see this, first note that pure states in the decomposition of $P_Y P_{V\setminus Y} \rho_Y \otimes \rho_{V\setminus Y} P_Y P_{V\setminus Y}$ are product states along $\partial Y$. Using the spectral decompositions of $\rho_Y$ and $\rho_{V\setminus Y}$ introduced earlier, we may
focus our attention to product states of the form

\[ |\Psi_Y(\gamma, \delta)\rangle = P_Y|\Psi_{Y,0}(\gamma)\rangle \otimes P_{V\setminus Y}|\Psi_{V\setminus Y,0}(\delta)\rangle. \tag{3.3.5} \]

We study now how the action of \( P_B \) on \( |\Psi_Y(\gamma, \delta)\rangle \) affects its Schmidt rank.

Since \( P_B \) is an operator acting non-trivially only on sites in a subset of \( B_Y(\ell) \), we have the following general decomposition:

\[ P_B = \sum_{\alpha,\beta = 1}^{D_I} \mathbb{1}_I \otimes E(\alpha, \beta) \otimes G(\alpha, \beta) \otimes \mathbb{1}_E, \tag{3.3.6} \]

where the \( D_E \times D_E \) matrices \( G(\alpha, \beta) \) act on sites in \( B_E \) and the matrix units \( E(\alpha, \beta) \), which act non-trivially on \( B_I \), form an orthonormal basis for \( D_I \times D_I \) matrices. Moreover, \( D_I \leq N|B_I| \leq N^\ell |\partial Y| \).

To bound the Schmidt rank of \( P_B|\Psi_Y(\gamma, \delta)\rangle \) we trace over sites in \( Y \) and study the rank of the operator

\[ \text{Tr}_Y \left( P_B|\Psi_Y(\gamma, \delta)\rangle \langle \Psi_Y(\gamma, \delta)|P_B^\dagger \right) = \sum_{\alpha = 1}^{D_I} \left[ \sum_{\beta,\beta' = 1}^{D_I} c(\beta, \beta') |F_\alpha(\beta)\rangle \langle F_\alpha(\beta')| \right], \tag{3.3.7} \]

with \( |F_\alpha(\beta)\rangle = G(\alpha, \beta) \otimes \mathbb{1}_E \otimes P_{V\setminus Y}|\Psi_{V\setminus Y,0}(\delta)\rangle \) and \( c(\beta, \beta') = \langle \Psi_{Y,0}(\gamma)|P_Y \mathbb{1}_I \otimes E(\beta', \beta) P_Y|\Psi_{Y,0}(\gamma)\rangle \), coming from \([3.3.6]\) and the definition of \( |\Psi_Y(\gamma, \delta)\rangle \).

Clearly, as a sum of \( D_I \) matrices each with rank at most \( D_I \), the above operator has rank bounded by \( D_I^2 \) and, hence, the Schmidt rank of \( P_B|\Psi_Y(\gamma, \delta)\rangle \) is bounded above by \( N^{2\ell |\partial Y|} \).

Now that we have a good grasp on the entanglement overhead produced by the approximation operator \( P_B P_Y P_{V\setminus Y} \), we return to the question of how the overlap \( P \) relates to the approximation error \( \epsilon(\ell) \). Remembering from \([3.3.3]\) that \( P = \)...
3.3. Proof of Main Theorem

\[ \text{Tr}(P_0 \rho_Y \otimes \rho_{V \setminus Y}), \]
we have the following overlap estimate between \( \rho(\ell) \) and \( P_0 \):

\[
\sqrt{\text{Tr}(P_0 \rho(\ell))} = \| P_0 P_B P_Y P_{V \setminus Y} \sqrt{\rho_Y} \otimes \sqrt{\rho_{V \setminus Y}} \|_2 \\
\geq \| P_0 \sqrt{\rho_Y} \otimes \sqrt{\rho_{V \setminus Y}} \|_2 - \| P_0 (P_0 - P_B P_Y) \| \| \sqrt{\rho_Y} \otimes \sqrt{\rho_{V \setminus Y}} \|_2 \\
\geq \sqrt{P} - \epsilon(\ell),
\]

where \( \| X \|_2 = \sqrt{\text{Tr} X^\dagger X} \) and \( \| \cdot \| \) is the sup-norm. Hence, for all \( \ell \) such that \( \epsilon^2(\ell) \leq P \), we have

\[
\text{Tr}(P_0 \rho(\ell)) \geq \left( \sqrt{P} - \epsilon(\ell) \right)^2. \tag{3.3.8}
\]

Moreover, we have that

\[
\text{Tr}[(1 - P_0) \rho(\ell)] = \| (1 - P_0)(P_B P_Y P_{V \setminus Y} - P_0) \sqrt{\rho_Y} \otimes \sqrt{\rho_{V \setminus Y}} \|_2^2 \\
\leq \| 1 - P_0 \|^2 \| P_B P_Y P_{V \setminus Y} - P_0 \|^2 \leq \epsilon^2(\ell) \tag{3.3.9}
\]

Finally, upon normalization the overlap becomes:

\[
\frac{\text{Tr}(P_0 \rho(\ell))}{\text{Tr}(\rho(\ell))} = 1 - \frac{1}{1 + \frac{\text{Tr}(P_0 \rho(\ell))}{\text{Tr}[(1 - P_0) \rho(\ell)]}} \geq 1 - \frac{1}{1 + \frac{1}{\left( \sqrt{P} - \epsilon(\ell) \right)^2}} \geq 1 - \frac{2 \epsilon^2(\ell)}{P} \tag{3.3.10}
\]

We will now use (3.3.10) for the case when \( P \geq 2 \epsilon^2(m^*) \). The case \( P \leq 2 \epsilon^2(m^*) \) will be treated later on.

**Case I: \( P \geq 2 \epsilon^2(m^*) \).**

In this case, the next step is to relate the above overlap to the Schmidt coefficients
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of $|\Psi_0\rangle$. More specifically, we will now show that for $\ell \geq 0$:

$$\sum_{\alpha \leq N^{2\ell[\partial Y]}} \sigma_0(\alpha) \geq \frac{\text{Tr}(P_0\rho(\ell))}{\text{Tr}(\rho(\ell))}. \quad (3.3.11)$$

To prove this, first note we already showed that $\rho(\ell)$ is a convex combination of pure states $P_B|\Psi_Y(\gamma, \delta)\rangle$, each with Schmidt rank bounded above by $N^{2\ell[\partial Y]}$. Let $|\Psi_0(\ell)\rangle$ be the (not necessarily unique) pure state in the aforementioned decomposition of $\rho(\ell)$ satisfying

$$\text{Tr}(P_0|\Psi_0(\ell)\rangle\langle\Psi_0(\ell)|) \geq \frac{\text{Tr}(P_0\rho(\ell))}{\text{Tr}(\rho(\ell))} \quad (3.3.12)$$

and introduce its Schmidt decomposition as

$$\sum_{\beta=1}^s \sqrt{\tau_\beta} |\Phi_Y(\beta)\rangle \otimes |\Phi_{V\setminus Y}(\beta)\rangle, \quad \text{with} \quad \sum_{\beta=1}^s \tau_\beta = 1 \quad \text{and} \quad s \leq N^{2\ell[\partial Y]}, \quad (3.3.13)$$

as we have already demonstrated. For notational convenience, let $M_Y(\alpha, \beta) = |\langle \Phi_Y(\beta)|\Psi_Y,0(\alpha)\rangle|$ and $M_{V\setminus Y}(\alpha, \beta) = |\langle \Phi_{V\setminus Y}(\beta)|\Psi_{V\setminus Y,0}(\alpha)\rangle|$. Note that since each of $\{|\Phi_Y(\beta)\rangle\}, \{|\Phi_{V\setminus Y}(\beta)\rangle\}, \{|\Psi_Y,0(\alpha)\rangle\}$ and $\{|\Psi_{V\setminus Y,0}(\alpha)\rangle\}$ is an orthonormal set, Bessel’s inequality implies that

$$\sum_{\beta=1}^s M_Y(\alpha, \beta)^2 \leq 1 \quad \text{and} \quad \sum_{\alpha} M_{V\setminus Y}(\alpha, \beta)^2 \leq 1,$$

as well as

$$\sum_{\alpha} M_Y(\alpha, \beta)^2 \leq 1 \implies \sum_{\alpha, \beta} M_Y(\alpha, \beta)^2 \leq s.$$

Then, an application of the triangle inequality followed by Cauchy-Schwarz gives
the following upper bound for $\text{Tr}(P_0|\Psi_0(\ell)\rangle\langle\Psi_0(\ell)|) = |\langle\Psi_0|\Psi_0\rangle|^2$ :

$$
|\langle\Psi_0|\Psi_0\rangle|^2 \leq \left( \sum_{\alpha,\beta} \sqrt{\sigma_0(\alpha)} \sqrt{\tau(\beta)} M_Y(\alpha,\beta) M_{V|Y}(\alpha,\beta) \right)^2 \\
\leq \left( \sum_{\alpha,\beta} \sigma_0(\alpha) M_Y(\alpha,\beta)^2 \right) \left( \sum_{\alpha,\beta} \tau(\beta) M_{V|Y}(\alpha,\beta)^2 \right) \\
\leq \sum_{\alpha \leq s} \sigma_0(\alpha).
$$

The last inequality follows from Schur convexity of $f([p(\alpha)]) = \sum_\alpha \sigma_0(\alpha) p(\alpha)$ and the observation that the vector $[1, 1, \ldots, 1, 0, \ldots, 0]$, with at most $s$ ones, majorizes $[\sum_\beta M_Y(1,\beta)^2, \sum_\beta M_Y(2,\beta)^2, \ldots]$.

To see that $f([p(\alpha)])$ is Schur convex, note that if we set $S_p(\alpha) = \sum_{k=1}^n p(k)$ and $\Delta(\alpha,\beta) = \sigma_0(\alpha) - \sigma_0(\beta)$ then the condition that $[p(\alpha)]$ majorizes $[q(\alpha)]$ ($p \succeq q$) becomes $p \succeq q \Leftrightarrow S_p(\alpha) \geq S_q(\alpha), \forall \alpha$. Moreover,

$$
f([p(\alpha)]) - f([q(\alpha)]) = \sum_\alpha \Delta(\alpha,\alpha + 1) (S_p(\alpha) - S_q(\alpha)),
$$

which is non-negative since we have arranged the $\sigma_0(\alpha)$ in decreasing order so that $\Delta(\alpha,\alpha + 1) \geq 0, \forall \alpha$.

Now that we have demonstrated (3.3.11), we may use it in combination with (3.3.10) to show that $S(\rho_Y)$ satisfies an area law in Case I. We begin by setting $\ell'$ to be the smallest integer $\ell$ such that $2\epsilon^2(\ell)/P \leq 1$. Using (3.3.10) and (3.3.11), we have for $\ell > \ell'$

$$
\sum_{\alpha \geq N^{2\epsilon(\partial Y)} + 1} \sigma_0(\alpha) \leq \exp[-2(\ell - \ell')/\xi].
$$
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We now maximize the entropy of \( \rho_Y = \text{Tr}_{V\setminus Y} P_0 \), given by

\[
S(\rho_Y) = -\sum_{\alpha=1}^{\sigma_0} \sigma_0(\alpha) \ln(\sigma_0(\alpha))
\]

subject to the constraint (3.3.14). Following the notation of Lemma 3.3.2 set \( s_n = N^{2(\ell' + n)|\partial Y|}, n \geq 1 \) and \( c = \exp[-2/\xi] \). Then, \( R = N^{2|\partial Y|} \) and \( s_1 = N^{2(\ell' + 1)|\partial Y|} \) and Lemma 3.3.2 implies that \( S(\rho_Y) \) is bounded above by:

\[
(\xi + 2 + 2\ell') \ln N |\partial Y| + \left(\frac{\xi}{2} + 1\right) \ln 2,
\]

(3.3.15)

where we used the inequalities \( 2c/(1 - c) \leq \xi, 1/(1 - c) \leq \xi/2 + 1 \) and \( H_2(1 - c) \leq \ln 2 \).

Using the definition of \( \ell' \) we have that

\[
2\ell' \leq \xi \ln \left(\frac{2C^2(\gamma, d, J)|\partial Y|^4}{P}\right) + 2 = \xi \ln \left(\frac{2c^2(m^*)}{P}\right) + 2m^* + 2.
\]

Since we are considering Case I, we have furthermore that \( 2\ell' \leq 2m^* + 2 \). Hence, using (3.3.15) we get

\[
S(\rho_Y) \leq C_1 \ln N |\partial Y| + S(\rho_A)/2 + C_2
\]

(3.3.16)

with \( C_1 = \xi + 4 \) and \( C_2 = (\frac{\xi}{2} + 1) \ln 2 \). Using (3.3.2) and rearranging terms gives

\[
S(\rho_A) \leq 4C_1 \ln N |\partial Y| + 4C_2 \leq 4(C_1 \ln N + C_2) |\partial A|,
\]

(3.3.17)

which is an area law bound.
It remains to treat the following case:

**Case II:** \( P \leq 2\epsilon^2(m^*) \).

The main idea here is to show that in this case, there is a non-trivial lower bound on the relative entropy

\[
S_R(\ell) \equiv S\left(\rho_{B(\ell)} \| \rho_{B_I(\ell)} \otimes \rho_{B_E(\ell)}\right) = S(\rho_{B_I(\ell)}) + S(\rho_{B_E(\ell)}) - S(\rho_{B(\ell)}),
\]

(3.3.18)

remembering that \( B(\ell) = B_Y(\ell) \) is the \( \ell \)-boundary of \( Y(m) = I_A(m) \), for \( m \leq m^* \), and that \( B_I(\ell), B_E(\ell) \) represent the interior and exterior of \( B(\ell) \) along \( \partial Y \), respectively. In particular, we will show that for any fixed \( m \) and for \( \ell \) sufficiently large,

\[
S_R(\ell) \geq -(1 - \epsilon(\ell))^2 \ln(2P + 4\epsilon(\ell)) + (1 - \epsilon(\ell))^2 \ln(1 - \epsilon(\ell))^2 - \ln 2,
\]

(3.3.19)

which, in the case that \( \epsilon(m^*) \leq 1/2 \) and \( P \leq 2\epsilon^2(m^*) \), implies

\[
S_R(\ell) \geq -(1 - \epsilon(\ell))^2 \ln(4\epsilon^2(m^*) + 4\epsilon(\ell)) + (1 - \epsilon(\ell))^2 \ln(1 - \epsilon(\ell))^2 - \ln 2 \\
\geq -(1 - \epsilon(\ell))^2 \ln(2\epsilon(m^*) + 4\epsilon(\ell)) + (1 - \epsilon(\ell))^2 \ln(1 - \epsilon(\ell))^2 - \ln 2 \\
\geq -(1 - \epsilon(\ell))^2 \ln(6\epsilon(\ell)) + (1 - \epsilon(\ell))^2 \ln(1 - \epsilon(\ell))^2 - \ln 2 \\
\geq -\ln \epsilon(\ell) - \ln 12, \quad \ell \leq m^*,
\]

(3.3.20)

where we used \((1 - \epsilon(\ell))^2 \ln(1 - \epsilon(\ell))^2 + (1 - (1 - \epsilon(\ell))^2) \ln 2\epsilon(\ell) \geq -H_2 ((1 - \epsilon(\ell))^2) \geq -\ln 2\) in the final inequality. Note that if \( \epsilon(m^*) \geq 1/2 \), then we have the following upper bound on \( m^* \):

\[
m^* \leq \xi \ln(2 C(\gamma, d, J) |\partial Y|^2),
\]
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which implies an area law bound on $S(\rho_A)$ with a logarithmic correction:

$$S(\rho_A) \leq (4\xi \ln(2C(\gamma, d, J)) + 8\xi \ln |\partial A|) \ln N|\partial A|,$$

where we have used the definition of $m^*$ and the simple inequality $|\partial Y| \leq |\partial A|$.  

We now go back to proving (3.3.19), which, combined with (3.3.18) and (3.3.20), ultimately implies for $m \leq m^*$ and $\ell_1 \leq \ell \leq m^*$:

$$S(\rho_{B_1(\ell)}) + S(\rho_{B_2(\ell)}) - S(\rho_{B(\ell)}) \geq \frac{\ell}{\xi} - \ln(12C(\gamma, d, J)|\partial Y(m)|^2) = \frac{\ell - \ell_2}{\xi}, (3.3.21)$$

where $\ell_1$ is the smallest $\ell$ for which $\epsilon(\ell) \leq 1$ and $\ell_2 = \xi \ln(12C(\gamma, d, J)|\partial Y(m)|^2) \leq \xi \ln 12 + \ell_1$.

We begin by restating the following important result about the relative entropy [39, 58, 52]:

**Lemma 3.3.1 (Monotonicity of Relative Entropy).** Let $\mathcal{H}$ and $\mathcal{K}$ be finite dimensional Hilbert spaces, and let $\rho, \sigma$ be two density matrices on $\mathcal{H}$. Then, for any trace preserving, 2-positive map $\Phi : \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{K})$, the following inequality holds for the relative entropy:

$$S(\rho\|\sigma) \geq S(\Phi(\rho)\|\Phi(\sigma)) \quad (3.3.22)$$

In particular, for any operator $M$ on $\mathcal{H}$, with $\|M\| \leq 1$, setting

$$\Phi(\rho) = \left( \begin{array}{cc} \text{Tr}(|M|\rho) & 0 \\ 0 & \text{Tr}((1-|M|)\rho) \end{array} \right), \quad (3.3.23)$$

we get a trace preserving, 2-positive map $\Phi : \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathbb{C}^2)$. To verify that $\Phi$ is
2-positive, we note that for any positive $2 \times 2$ block matrix $A = \begin{pmatrix} a & b \\ b^\dagger & c \end{pmatrix} \geq 0$, the determinant of the $4 \times 4$ matrix $\mathbb{1}_2 \otimes \Phi(A) = \begin{pmatrix} \Phi(a) & \Phi(b) \\ \Phi(b^\dagger) & \Phi(c) \end{pmatrix}$ is given by the product of the determinants of the following two matrices:

\[
\mathbb{1}_2 \otimes \text{Tr} \begin{pmatrix} \sqrt{|M|} & 0 \\ 0 & \sqrt{|M|} \end{pmatrix} \begin{pmatrix} a & b \\ b^\dagger & c \end{pmatrix} \begin{pmatrix} \sqrt{|M|} & 0 \\ 0 & \sqrt{|M|} \end{pmatrix} \]
\[
\mathbb{1}_2 \otimes \text{Tr} \begin{pmatrix} \sqrt{1-|M|} & 0 \\ 0 & \sqrt{1-|M|} \end{pmatrix} \begin{pmatrix} a & b \\ b^\dagger & c \end{pmatrix} \begin{pmatrix} \sqrt{1-|M|} & 0 \\ 0 & \sqrt{1-|M|} \end{pmatrix}
\]

whose positivity follows immediately from the 2-positivity (in fact, complete positivity) of the trace operator.

For our purposes, we will choose $\rho = \rho_{B(\ell)}$ and $\sigma = \rho_{B_{1}(\ell)} \otimes \rho_{B_{E}(\ell)}$ and take $M$ to be $P'_B$, the non-trivial part of $P_B = P'_B \otimes \mathbb{1}_{V \backslash B(\ell)}$, noting that $\|P'_B\| \leq 1$, since $\|P_B\| \leq 1$. Letting $\mu_1 = \text{Tr}(|P'_B|\rho_{B(\ell)})$ and $\mu_2 = \text{Tr}(|P'_B|\rho_{B_{1}(\ell)} \otimes \rho_{B_{E}(\ell)})$, we get from (3.3.22) and the definition of $\Phi$:

\[
S(\rho_{B(\ell)}\|\rho_{B_{1}(\ell)} \otimes \rho_{B_{E}(\ell)}) \geq -H_2(\mu_1) - \mu_1 \ln \mu_2 - (1 - \mu_1) \ln(1 - \mu_2) \geq -\mu_1 \ln \mu_2 - \ln 2,
\]

(3.3.24)

where we used again the bound $H_2(c) \leq \ln 2$ for the binary entropy and the observation that $(1 - \mu_1) \ln(1 - \mu_2) \leq 0$. We will now show that $\mu_1 \geq (1 - \epsilon(\ell))^2$ and $\mu_2 \leq (2P + 4\epsilon(\ell))/(1 - \epsilon(\ell))^2$. We start with the lower bound for $\mu_1 = \text{Tr}(|P'_B|\rho_{B(\ell)}) =$
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\(\text{Tr}(|P_B|P_0) \geq \text{Tr}(|P_B|^2P_0) = \|P_0P_B\|_2^2\) and hence,

\[
\sqrt{\mu_1} \geq \|P_0P_B\|_2 \geq \|P_0P_BP_YP_{V\setminus Y}\|_2 \geq \|P_0\|_2^2 - \|P_0(P_BP_YP_{V\setminus Y} - P_0)\|_2 \geq 1 - \epsilon(\ell),
\]

(3.3.25)

which translates, for \(\ell \geq \ell_1\) such that \(\epsilon(\ell) \leq 1\), into the lower bound \(\mu_1 \geq (1 - \epsilon(\ell))^2\).

For \(\mu_2\), we note that \(\text{Tr} (|P_B'|\rho_{B_1(\ell)} \otimes \rho_{B_2(\ell)}) = \text{Tr} (|P_B|\rho_Y \otimes \rho_{V\setminus Y})\). Moreover, given the polar decomposition \(P_B = U|P_B|\), we have that

\[
\text{Tr}(|P_B|P_YP_{V\setminus Y}\rho_Y \otimes \rho_{V\setminus Y}) = \text{Tr}(U^*P_BP_YP_{V\setminus Y}\rho_Y \otimes \rho_{V\setminus Y}) \\
\leq ||U^*||\cdot |\text{Tr}(P_BP_YP_{V\setminus Y}\rho_Y \otimes \rho_{V\setminus Y})| \\
\leq \text{Tr}(P_0\rho_Y \otimes \rho_{V\setminus Y}) + \|P_BP_YP_{V\setminus Y} - P_0\| \\
\leq P + \epsilon(\ell).
\]

Now, observe that setting \(\mu_3 = \text{Tr}(P_YP_{V\setminus Y}\rho_Y \otimes \rho_{V\setminus Y})\) we have:

\[
\mu_3 \geq |\text{Tr}(P_YP_{V\setminus Y}P_0)|^2 \geq |\text{Tr}(P_BP_YP_{V\setminus Y}P_0)|^2 \geq (1 - \epsilon(\ell))^2 \quad \text{(3.3.26)}
\]

from which we get:

\[
\text{Tr} [|P_B|P_YP_{V\setminus Y}\rho_Y \otimes \rho_{V\setminus Y}] = \text{Tr} [(|P_B| - \mu_2) (P_YP_{V\setminus Y} - \mu_3) \rho_Y \otimes \rho_{V\setminus Y}] + \mu_2\mu_3. 
\]

(3.3.27)

Hence, by the triangle inequality,

\[
\mu_2\mu_3 \leq \text{Tr} [|P_B|P_YP_{V\setminus Y}\rho_Y \otimes \rho_{V\setminus Y}] + |\text{Tr} [(|P_B| - \mu_2) (P_YP_{V\setminus Y} - \mu_3) \rho_Y \otimes \rho_{V\setminus Y}]|.
\]

(3.3.28)
Moreover, by Cauchy-Schwarz, we have the following upper bound

\[
\left| \text{Tr} \left[ \left( |P_B| - \mu_2 \right) \left( P_Y P_{\mathcal{V}\backslash Y} - \mu_3 \right) \rho_Y \otimes \rho_{\mathcal{V}\backslash Y} \right] \right| \\
\leq \sqrt{\text{Tr} \left[ \left( |P_B| - \mu_2 \right)^2 \rho_Y \otimes \rho_{\mathcal{V}\backslash Y} \right]} \cdot \sqrt{\text{Tr} \left[ \left( P_Y P_{\mathcal{V}\backslash Y} - \mu_3 \right)^2 \rho_Y \otimes \rho_{\mathcal{V}\backslash Y} \right]} \\
= \sqrt{\text{Tr} \left[ |P_B|^2 \rho_Y \otimes \rho_{\mathcal{V}\backslash Y} \right]} - \mu_2^2 \cdot \sqrt{\mu_3 - \mu_3^2} \\
\leq \sqrt{\mu_2 - \mu_2^2} \cdot \sqrt{\mu_3 - \mu_3^2} \leq \sqrt{2\epsilon(\ell)} \sqrt{\mu_2 \mu_3} \tag{3.3.29}
\]

where we used \( \|P_B\| \leq 1 \) in the previous to last inequality and \( 1 - \mu_3 \leq 2\epsilon(\ell) \) in the last inequality. Setting \( x = \sqrt{\mu_2 \mu_3} \), the above inequalities imply:

\[
x^2 - \sqrt{2\epsilon(\ell)} x - (P + \epsilon(\ell)) \leq 0, \tag{3.3.30}
\]

and solving the quadratic inequality implies that \( x^2 \leq 2P + 4\epsilon(\ell) \), and hence,

\[
\mu_2 \leq \frac{2P + 4\epsilon(\ell)}{(1 - \epsilon(\ell))^2}. \tag{3.3.31}
\]

Plugging things back in (3.3.24), yields (3.3.19). We are now ready to make use of bound (3.3.21). Setting

\[
S_\ell = \max \left\{ S(\rho_{B_Y(m)}(\ell)) : B_{Y(m)}(\ell) \subset B_{Y(m^*/2)}(m^*/2) \right\},
\]

we get from (3.3.21):

\[
S_{2\ell} \leq 2S_\ell - \frac{\ell - \ell_2}{\xi} \tag{3.3.32}
\]

and one can easily check that for \( \ell_2 \leq \ell \leq m^*/2 \) we have:

\[
S_\ell \leq \ell \frac{S_{\ell_2}}{\ell_2} - \ell \frac{\lg(\ell/(4\ell_2))}{2\xi} - \frac{\ell_2}{\xi}. \tag{3.3.33}
\]
Finally, since $S_{m^*/2} \geq 0$ and $S_{\ell_2} \leq \ell_2 \ln N|\partial A|$, the above bound implies that:

$$m^* \leq 8\ell_2 2^{2\xi \ln N|\partial A|} \implies S(\rho_A) \leq 32\ell_2 \ln N 2^{2\xi \ln N|\partial A|} |\partial A|,$$

(3.3.34)

which ultimately yields:

$$S(\rho_A) \leq 32\xi (\ln(12C(\gamma, d, J)) + 2 \ln |\partial A|) \ln N 2^{2\xi \ln N|\partial A|} |\partial A|.$$

(3.3.35)

Obviously, the above bound gives a constant upper bound in one dimension. Nevertheless, the exponential factor prohibits any direct extension of the area law to higher dimensions.

\[\Box\]

### 3.3.1 Proof of Entropy Bound

In the proof of Case I in the above Theorem the following lemma was used.

**Lemma 3.3.2 (Entropy bound).** Let $\rho$ be a density matrix with spectral decomposition $\sum \sigma(\alpha) |\psi(\alpha)\rangle \langle \psi(\alpha)|$ and assume that there is $0 < c < 1$, such that for an increasing sequence $s_n$, $n \geq 1$ with $s_{n+1}/s_n \leq R$, $\forall n \geq 1$ and $s_1 > 1$, the following constraint holds on the eigenvalues $\sigma(\alpha)$:

$$\sum_{\alpha \geq s_n+1} \sigma(\alpha) \leq c^n, \forall n \geq 1.$$

(3.3.36)

Then, the entropy of $\rho$ is bounded by:

$$S(\rho) \leq \ln s_1 + \frac{c}{1 - c} \ln R + \frac{1}{1 - c} H_2(1-c),$$

where $H_2(1-c) = -c \ln c - (1-c) \ln(1-c)$ is the binary entropy.
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Proof. Since the Shannon entropy is Schur-concave, it is maximized when the input probability distribution \( \{\sigma(\alpha)\} \) is “minimized per entry” (i.e. majorized by all other probability vectors satisfying the constraint (3.3.36)). Note that \( s_{n+1} \leq s_1 R^n, n \geq 1 \) and hence \( s_{n+1} - s_n \leq s_1 R^n \).

For \( \alpha \leq s_1 \) we have that \(- \sum_\alpha \sigma(\alpha) \ln \sigma(\alpha) \) is minimized when all \( \sigma(\alpha) \) are equal and their sum is minimized according to (3.3.36):

\[
\sum_{\alpha = 1}^{s_1} \sigma_0(\alpha) = 1 - c \implies \sigma(\alpha) = \frac{1 - c}{s_1}.
\]

Similarly, for \( \alpha \in [s_n + 1, s_{n+1}] \), \( n \geq 1 \), we see that the entropy is minimized when

\[
\sum_{\alpha = s_n + 1}^{s_{n+1}} \sigma(\alpha) = c^n - c^{n+1} \implies \sigma(\alpha) = \frac{(1 - c)c^n}{s_{n+1} - s_n}.
\]

Gathering terms, the entropy can be written as \( S(\rho) = \sum_{n=0}^\infty S_n(\rho) \), where \( S_0(\rho) = -\sum_{\alpha=1}^{s_1} \sigma(\alpha) \ln \sigma(\alpha) \) and \( S_n(\rho) = -\sum_{\alpha=s_n+1}^{s_{n+1}} \sigma(\alpha) \ln \sigma(\alpha), n \geq 1 \). We can bound each \( S_n(\rho) \) as follows:

\[
S_0(\rho) \leq -(1 - c) \ln (1 - c) + (1 - c) \ln s_1
\]

and for \( n \geq 1 \),

\[
S_n(\rho) \leq (1 - c)c^n \left(- \ln((1 - c)c^n) + \ln(s_{n+1} - s_n)\right)
\leq c^n(1 - c)(\ln s_1 - \ln(1 - c)) + nc^n(1 - c)(\ln R - \ln c)
\]
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Hence, we get the desired bound:

\[
S(\rho) \leq \ln s_1 - \ln(1 - c) + (1 - c) \left( \sum_{n=1}^{\infty} nc^n \right) (\ln R - \ln c)
= \ln s_1 + \frac{c}{1 - c} \ln R + \frac{1}{1 - c} H_2(1 - c).
\]

and this completes the proof of this Lemma. \(\square\)

3.4 Approximation for the ground state of a gapped Hamiltonian

In this section, we construct an approximation to the ground state of a gapped Hamiltonian. The setup is the same as in the previous section, but we restate the main assumptions here for the sake of completeness. Again, we consider a system of the following type: Let \(V\) be a finite subset of \(\mathbb{Z}^d\). At each \(x \in V\), we have a finite-dimensional Hilbert space of dimension \(n_x\). Let \(\mathcal{A}_X\) be the algebra of observables associated with \(X \subset V\). We consider the dynamics \(\tau_t\) generated by the Hamiltonian

\[
H_V = \sum_{X \subset V} \Phi(X).
\]

The main assumptions are as follows: The interactions \(\Phi(X)\) are uniformly bounded and finite range, and, for convenience, we will take pair interactions with range 1. So, for all \(X \subset V\), \(\Phi(X) = \Phi(X)^* \in \mathcal{A}_X\), \(\|\Phi_X\| \leq J\), for some constant \(J > 0\), and \(\Phi(X) = 0\) if \(\text{diam}(X) > 1\). Here, for \(X \subset V\),

\[
\text{diam}(X) = \max\{d(x, y) \mid x, y \in X\}.
\]
Moreover, the boundary of $X$, denoted by $\partial X$, is

$$\partial A = \{ x \in A \mid \text{there exists } y \in V \setminus A, \text{with } d(x, y) \leq 1 \},$$

and we define the distance between sets $X$ and $Y$ to be

$$d(X, Y) = \min \{ d(x, y) \mid x \in X, y \in Y \}.$$ 

For an observable $A$, we define $\tau_\Lambda(t)(A) = e^{itH_\Lambda}Ae^{-itH_\Lambda}$, where $H_\Lambda = \sum_{X \subset \Lambda} \Phi(X)$.

In order to construct the approximation to the ground state given below, we will assume further that the Hamiltonian $H_V$ has a unique, normalized ground state, which we will denote by $|\Psi_0\rangle$, and a spectral gap $\gamma > 0$ to the first excited state.

**Theorem 3.4.1.** There exists $\xi > 0$, such that for any sufficiently large $\ell \geq c_0 d^2 \xi^2$ there exist two orthogonal projections $P_A \in \mathcal{A}_A$, $P_{V \setminus A} \in \mathcal{A}_{V \setminus A}$ and an operator $P_B \in \mathcal{A}_{B(A, \ell)}$ with $\|P_B\| \leq 1$, such that

$$\|P_BP_A P_{V \setminus A} - P_0\| \leq C(\gamma, d, J)|\partial A|^2 e^{-\ell/\xi} \quad (3.4.1)$$

where $P_0$ is the projection onto the (unique) ground state, $c_0$ is of order unity and $C(\gamma, d, J)$, $\xi$ are explicit in terms of $J$, $\gamma$, and the dimensionality of $V$.

The following lemma is an essential tool for the approximation theorem, so we state it and prove it here.

**Lemma 3.4.2** (Lieb-Robinson Bound). Let $H_V$ be a Hamiltonian satisfying the above assumptions. Then, for a region $\Lambda \subset V$ and two observables $A \in \mathcal{A}_X$ and $B \in \mathcal{A}_Y$,
with $X \subset \Lambda$ and $Y \cap \Lambda \neq \emptyset$, we have the following bound:

$$\|[[\tau_t^\Lambda (A), B]]\| \leq 2\|A\|\|B\|\|\partial X|e^{-\mu d(X,Y)}e_v|t|, \quad \forall |t| \leq e^{-(1+\mu)\frac{d(X,Y)}{v}},$$ (3.4.2)

where $v = 4(2d - 1)J$ is the Lieb-Robinson velocity of the system, and $\mu$ is a free parameter.

We should note here that similar to the bound given in [46], the above bound is actually true for all times $t$, since for large $|t|$ and fixed $d(X,Y)$, $\mu$ becomes negative, making the above upper bound non-optimal, as one always has the naive bound $\|[[\tau_t^\Lambda (A), B]]\| \leq 2\|A\|\|B\|$. The above “constraint” in $|t|$ is given only to clarify the regime in which the Lieb-Robinson bound can be more useful than the naive upper bound given above.

**Proof.** Following closely the proof in [46], we define the quantity

$$C_B(Z; t) = \sup_{A \in A_Z} \frac{\|[[\tau_t^\Lambda (A), B]]\|}{\|A\|},$$

where $B \in A_Y$ is fixed, and $Z \subset \Lambda$ is considered arbitrary. For $A \in A_X$, we introduce the operator function $f(t) = [[\tau_t^\Lambda (\tau_{-t}^X (A)), B]]$. Noting that $\tau_{-t}^X (A) \in A_X$ and that $\tau_t^\Lambda ([A, B]) = [[\tau_t^\Lambda (A), \tau_t^\Lambda (B)]]$ we may compute

$$f'(t) = i \left[[\tau_t^\Lambda (H_{S(X)}), \tau_t^\Lambda (\tau_{-t}^X (A))], B]\right] = i \left[[\tau_t^\Lambda (H_{S(X)}), f(t)] - i \left[[\tau_t^\Lambda (\tau_{-t}^X (A)), [\tau_t^\Lambda (H_{S(X)}), B] \right]\right],$$

where we used the Jacobi identity $[A, [B, C]] + [B, [C, A]] + [C, [A, B]] = 0$ for the second equality, and defined $S(X)$ to be the set of nearest-neighbor interactions.
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\{ Z \subset \Lambda \setminus X : Z \cap \partial X \neq \emptyset \}. Now, one may easily verify that \( f(t) \) is given by:

\[
e^{iA(t)} \left( f(0) - i \int_0^t e^{iA(-s)} \left( \left[ \tau_s^\Lambda (\tau_{-s}^X (A)), \left[ \tau_s^\Lambda (H_{S(X)}), B \right] \right] \right) e^{-iA(-s)} \, ds \right) e^{-iA(t)},
\]

where \( A(t) = \int_0^t \tau_s^\Lambda (H_{S(X)}) \, ds \). Since \( A(t) \) is self-adjoint, we have that:

\[
\| f(t) \| \leq \| f(0) \| + \int_0^t \| [\tau_s^\Lambda (\tau_{-s}^X (A)), [\tau_s^\Lambda (H_{S(X)}), B]] \| \, ds \quad (3.4.3)
\]

\[
\leq \| [A, B] \| + 2 \| A \| \sum_{Z \in S(X)} \int_0^t \| [\tau_s^\Lambda (\Phi(Z)), B] \| \, ds \quad (3.4.4)
\]

From (3.4.4) and the fact that \( \| \tau_{-s}^X (A) \| = \| A \| \), we get the following recursive relation:

\[
C_B(X; t) \leq C_B(X; 0) + 2 \sum_{Z \in S(X)} \| \Phi(Z) \| \int_0^t C_B(Z, s) \, ds \quad (3.4.5)
\]

Moreover, it should be clear that \( C_B(Z, 0) \leq 2 \| B \| \delta_Y(Z) \), where \( \delta_Y(Z) = 0 \) if \( Y \cap Z = \emptyset \) and \( \delta_Y(Z) = 1 \), otherwise. Iterating (3.4.5) we get:

\[
C_B(X; t) \leq 2 \| B \| \sum_{n=0}^{\infty} \frac{(2|t|)^n}{n!} a_n, \quad (3.4.6)
\]

where

\[
a_n = \sum_{Z_1 \in S(X)} \sum_{Z_2 \in S(Z_1)} \cdots \sum_{Z_n \in S(Z_{n-1})} \delta_Y(Z_n) \prod_{i=1}^n \| \Phi(Z_i) \|,
\]

for \( n \geq 1 \). Since \( |S(Z)| \leq 2(2d - 1) \) for \( Z \) with \( \text{diam}(Z) \leq 1 \), we have the following upper bound on \( a_n \):

\[
a_n \leq \left( \frac{|S(X)|}{4d - 2} \right) [2(2d - 1)J]^n \delta_Y(S^{(n)}(X)), \quad (3.4.7)
\]

where \( S^{(n)}(X) = S(S(\cdots S(S(X)) \cdots )) \), composition \( n \) times. Now, note that the set
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\( S^{(n)}(X) \) contains sites at most distance \( n \) away from \( X \); that is \( d(S^{(n)}(X), X) = n \).

Hence, \( d(S^{(n)}(X), Y) \geq d(X, Y) - n \), which implies that \( a_n = 0 \), for \( n < d(X, Y) \).

Going back to (3.4.6) and noting that \( |S(X)| \leq |\partial X| \) we get:

\[
C_B(X; t) \leq 2\|B\| \|\partial X\| \sum_{n=d(X,Y)}^{\infty} \frac{(2|t|)^n}{n!} a_n
\]
\[
\leq 2\|B\| \|\partial X\| \frac{(4(2d-1)J|t|)^{d(X,Y)}}{d(X,Y)!} \sum_{n=0}^{\infty} \frac{(4(2d-1)J|t|)^n}{n!}
\]
\[
\leq 2\|B\| \|\partial X\| \frac{(v|t|)^{d(X,Y)}}{d(X,Y)!} e^{v|t|},
\tag{3.4.8}
\]

where \( v = 4(2d-1)J \). Now, using the simple bound \( \ln n! \geq n \ln(n/e) \) for \( n \geq 1 \), which one may easily prove by induction, we have that:

\[
\frac{(v|t|)^{d(X,Y)}}{d(X,Y)!} \leq e^{-\frac{d(X,Y)}{v} \ln \left( \frac{d(X,Y)}{e} \right)} \leq e^{-\mu d(X,Y)} \leq e^{-(1+\mu) \frac{d(X,Y)}{v}},
\tag{3.4.9}
\]

which combined with (3.4.8) and the definition of \( C_B(X; t) \) completes the proof. \( \square \)

We are now ready to prove Theorem 3.4.1. The proof consists of three main steps, which translate into Propositions 3.4.4, 3.4.6 and 3.4.8 respectively. Here is a brief overview of the proof:

The first step is to use the spectral gap in order to transform the original Hamiltonian into one consisting of 3 parts, each of which has exponentially small energy in the ground state with respect to some length \( \ell \). In particular, the 3 pieces are chosen so that the middle piece, which is a boundary-like region of increasing thickness \( \ell \), acts as an interaction bridge between the other two pieces of the Hamiltonian.

Nevertheless, at this point, the transformation of the Hamiltonian will introduce long-range interactions within each of the 3 components, which becomes an obstacle
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when one wishes to isolate the contribution of each piece to the ground state of the original Hamiltonian. In order to reclaim a strictly local range of interactions for each component, we use the Lieb-Robinson bound given in Lemma 3.4.2 to concentrate the interactions within each component in regions of larger, but strictly local, support.

At this stage, we will have transformed the original Hamiltonian into a new one that is close in norm to the original and has, furthermore, the desirable property of consisting of components each of which has small energy in the ground state and whose support is localized within a region of our choice. It remains now to construct projectors onto the low energy states of each component and combine them to produce the desired approximation to the ground state.

After this brief overview, we are now ready to prove the theorem.

Proof. First we note that $H_V$ can be partitioned as a sum

$$H_V = H_I + H_B + H_E,$$  \hspace{1cm} (3.4.10)

where

$$H_I = \sum_{\substack{X \subseteq V: \ X \cap I \neq \emptyset}} \Phi(X),$$ \hspace{1cm} (3.4.11)

$$H_B = \sum_{\substack{X \subseteq V: \ X \subseteq B}} \Phi(X),$$ \hspace{1cm} (3.4.12)

and

$$H_E = \sum_{\substack{X \subseteq V: \ X \cap E \neq \emptyset}} \Phi(X).$$ \hspace{1cm} (3.4.13)

Moreover, we have that

Lemma 3.4.3. The following commutators have norms bounded by the number of
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interactions at the boundary of the relevant regions:

\[
\|[H_V, H_I]\| \leq 8d^2J^2|\partial I|, \quad \|[H_V, H_E]\| \leq 8d^2J^2|\partial E|, \quad (3.4.14)
\]

and

\[
\|[H_V, H_B]\| \leq 8d^2J^2 (|\partial I| + |\partial E|). \quad (3.4.15)
\]

We prove this lemma after the proof of Theorem 3.4.1.

Without loss of generality, we may add a constant to each of the above Hamiltonians and thus assume that their ground state energy is zero. In other words, we really work with the Hamiltonians \( \tilde{H}_X = H_X - \langle \Psi_0, H_X \Psi_0 \rangle \), for \( X \in \{V, I, B, E\} \).

In this case, each term has zero ground state expectation. However, it is not clear that these terms have a quantifiably small norm when applied to the ground state. To achieve small norms, we introduce non-local versions of these observables. Given any self-adjoint Hamiltonian \( H \), any local observable \( O \), and any \( \alpha > 0 \), we may define the (non-local) observable

\[
(O)_\alpha = \sqrt{\alpha \pi} \int_{-\infty}^{\infty} \tau_t(O) e^{-\alpha t^2} dt, \quad (3.4.16)
\]

where here \( \tau_t(O) = e^{itH}Oe^{-itH} \). It is easy to see that for every \( \alpha > 0 \), \( \|O_\alpha\| \leq \|O\| \).

With respect to the Hamiltonian \( H_V \) and \( \alpha > 0 \) (a free parameter to be chosen later), we now consider the non-local operator

\[
(H_X)_\alpha = \sqrt{\alpha \pi} \int_{-\infty}^{\infty} \tau_t(H_X) e^{-\alpha t^2} dt, \quad (3.4.17)
\]

for \( X \in \{I, B, E\} \).
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Note that these non-local observables still sum to the total Hamiltonian, i.e.,

\[(H_I)_\alpha + (H_B)_\alpha + (H_E)_\alpha = H_V.\] (3.4.18)

Also, they have zero ground state expectation, i.e.,

\[\langle \psi_0, (H_I)_\alpha \psi_0 \rangle = \langle \psi_0, (H_B)_\alpha \psi_0 \rangle = \langle \psi_0, (H_E)_\alpha \psi_0 \rangle = 0.\] (3.4.19)

Lastly, each of these observables, when applied to the ground state, has a small vector norm.

**Proposition 3.4.4.** Under the assumptions above, we have that for any \(\alpha > 0\),

\[\| (H_X)_\alpha \psi_0 \| \leq \frac{\|[H_V, H_X]\|}{\gamma} e^{-\frac{\gamma^2}{4\ell}},\] (3.4.20)

for \(X \in \{I, B, E\}\).

We will prove Proposition 3.4.4 after we finish the proof of this theorem. We want the above bound to have an exponential decay of the form \(e^{-\ell/\xi'}\) for some positive \(\xi'\) that will be determined later. Thus, we set

\[\alpha = \frac{\gamma^2 \xi'}{4\ell}.\] (3.4.21)

This completes the first step in the proof of Theorem 3.4.1. The next step is to approximate each of \((H_I)_\alpha\), \((H_B)_\alpha\), and \((H_E)_\alpha\) with observables \(M_I(\alpha)\), \(M_B(\alpha)\) and \(M_E(\alpha)\). These observables will be constructed in such a way that each has support on a specific subset of \(V\) and a small vector norm when applied to the ground state.
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For \( X \in \{I, B, E\} \), set

\[
M_X(\alpha) = \sqrt{\frac{\alpha}{\pi}} \int_{-\infty}^{\infty} \sigma_t^X (H_X) e^{-\alpha t^2} dt. \tag{3.4.22}
\]

Here, for any local observable \( O \), we have introduced the following evolutions

\[
\sigma_t^I = \tau_t^A(O) = e^{itH_A}Oe^{-itH_A} \tag{3.4.23}
\]
\[
\sigma_t^B = \tau_t^{B(A;2\ell)}(O) = e^{itH_{B(A;2\ell)}}Oe^{-itH_{B(A;2\ell)}} \tag{3.4.24}
\]
\[
\sigma_t^E = \tau_t^{V\setminus A}(O) = e^{itH_{V\setminus A}}Oe^{-itH_{V\setminus A}}. \tag{3.4.25}
\]

Observe that the local Hamiltonians defined above have been chosen such that \( \text{supp}(M_I(\alpha)) = A \), \( \text{supp}(M_B(\alpha)) = B(A; 2\ell) \), and \( \text{supp}(M_E(\alpha)) = V \setminus A \).

We now state and prove an upper bound on the number of lattice points on the surface of a sphere in \( \mathbb{Z}^d \).

**Lemma 3.4.5.** Let \( s(n,d) \) denote the number of points on a sphere of radius \( n \) in \( \mathbb{Z}^d \). Then, the following bound holds:

\[
s(n,d) \leq 2^d n^{d-1}. \tag{3.4.26}
\]

**Proof.** Spheres in \( \mathbb{Z}^d \) look like \( d \)--dimensional diamonds. The sphere of radius \( n \) may be constructed by choosing any of the \( d \) hyperplanes going through an “equator” of a sphere of radius \( n - 1 \), and lifting the two “hemispheres” in a direction normal to the chosen hyperplane to insert an equator of radius \( n \) between them. Noting that an equator of radius \( n \) of a \( d \)-dimensional sphere is just a \((d - 1)\)-dimensional sphere
of radius \( n \), we get the following recursive relation:

\[
s(n, d) = s(n-1, d) + s(n, d-1) + s(n-1, d-1), \quad s(1, d) = 2d, \ s(n, 1) = 2, \quad (3.4.27)
\]

where the term \( s(n - 1, d - 1) \) comes from adding the missing equator to one of the two lifted hemispheres that make up the new polar caps. Note that the above bound is true for \( d = 1, 2 \), with equality. Moreover, we have from (3.4.27) that

\[
s(n, d) \leq s(n-1, d) + 2s(n, d-1) \implies s(n, d) \leq 2 \sum_{k=1}^{n} s(k, d-1) + s(1, d) - 2s(1, d-1),
\]

and noting that \( s(1, d) - 2s(1, d-1) = -2(d-2) \leq 0 \), for \( d \geq 2 \), we get

\[
s(n, d) \leq 2 \sum_{k=1}^{n} s(k, d-1) \leq 2n s(n, d-1) \leq (2n)^{d-1} s(n, 1), \quad d \geq 2.
\]

which proves (3.4.5).

We will now use the finite (Lieb-Robinson) velocity \( v = 4(2d-1)J \) of our dynamics, to show that our newly defined local Hamiltonian operators are close in norm to the original ones.

**Proposition 3.4.6.** Set \( \xi' = 4 + 4 \left( \frac{v}{\gamma} \right)^2 \). For \( X \in \{I, E\} \), the following bound holds

\[
\| (H_X)_\alpha - M_X(\alpha) \| \leq e^{-\ell/\xi'} \left\{ \left( \frac{4}{\sqrt{\pi} \sqrt{\gamma^2 + v^2}} \ell^{1/2} |\partial X| + 3^{d+2} 4^d \ell^{d-1} |\partial A| \right) \frac{4d^2J^2}{v} \right\} \quad (3.4.28)
\]
and similarly,

\[
\|(H_B)_\alpha - M_B(\alpha)\| \leq e^{-\ell/\xi'} \left\{ \frac{4}{\sqrt{\pi} \sqrt{\gamma^2 + v^2}} \ell^{1/2} \left( |\partial B(A; \ell)| \right) + 3^{d+2} 4^d \ell d^{-1} |\partial B(A; 2\ell)| \frac{4d^2 J^2}{v} \right\}.
\]

The proof of Proposition 3.4.6 appears after the proof of Proposition 3.4.4 below.

Now, for any \( X \in \{I, B, E\} \), the bound

\[
\|M_X(\alpha)\psi_0\| \leq \|(H_X)_\alpha\psi_0\| + \|(M_X(\alpha) - (H_X)_\alpha)\psi_0\| \quad (3.4.29)
\]

is trivial. Thus, given Proposition 3.4.4 and 3.4.6 when applied to the ground state, each of these local observables will have small vector norm along the perscribed parametrization.

As an immediate consequence of Proposition 3.4.6 and Lemma 3.4.5, we have the following corollary.

**Corollary 3.4.7.** Set \( D = \max\{\frac{1}{2}, 2(d-1)\} \) and

\[
C_1(\gamma, d, J) = \left( \frac{2^{d+2}}{\sqrt{\pi} \sqrt{\gamma^2 + v^2}} + \frac{2v}{\gamma} + 3^{d+2} 4^{2d} d^{d-1} \right) \frac{(2dJ)^2}{v}.
\]

Then, the bounds

\[
\|H_V - (M_I(\alpha) + M_B(\alpha) + M_E(\alpha))\| \leq 2 C_1(\gamma, d, J) |\partial A| \ell^D e^{-\frac{\ell}{\xi}} \quad (3.4.30)
\]

and

\[
\max_{X \in \{I, B, E\}} \|M_X(\alpha)\Psi_0\| \leq C_1(\gamma, d, J) |\partial A| \ell^D e^{-\frac{\ell}{\xi}} \quad (3.4.31)
\]

are valid.
3.4. Approximating the Ground State

Proof. From the definitions of the relevant sets, it is clear that since for each point in $\partial A$ there are $s(\ell, d)$ sites at a distance $\ell \geq 1$, using Lemma 3.4.5 we have

$$\max \{2|\partial A|, |\partial I| + |\partial E|, |\partial B(A; \ell)|\} \leq 2^d \ell^{d-1} |\partial A|. \quad (3.4.32)$$

and similarly,

$$|\partial B(A; 2\ell)| \leq 2^{2d-1} \ell^{d-1} |\partial A|. \quad (3.4.33)$$

Now, the first bound follows from (3.4.18) and Proposition 3.4.6. Similarly, the second bound is obtained by combining (3.4.29) with Propositions 3.4.4 and 3.4.6. Note that the constant $C_1(\gamma, d, J)$ was chosen optimally for the second bound, but one could eliminate the $\frac{2v}{\gamma}$ term for the first bound.

The next step in the proof of this theorem is to define an approximate ground state projector. Consider

$$\tilde{P}_\alpha = \sqrt{\frac{\alpha}{\pi}} \int_{-\infty}^{\infty} e^{iH_V t} e^{-\alpha t^2} dt. \quad (3.4.34)$$

Observe that for any functions $f$ and $g$,

$$\langle f, (\tilde{P}_\alpha - P_0)g \rangle = \sqrt{\frac{\alpha}{\pi}} \int_{-\infty}^{\infty} e^{-\alpha t^2} \int_0^{\infty} e^{iEt} d\langle f, P_Eg \rangle dt - \langle f, P_0g \rangle$$

$$= \int_{-\infty}^{\infty} \sqrt{\frac{\alpha}{\pi}} \int_{-\infty}^{\infty} e^{iEt} e^{-\alpha t^2} dt d\langle f, P_Eg \rangle$$

$$= \int_{-\infty}^{\infty} e^{-\frac{E^2}{4\alpha}} d\langle f, P_Eg \rangle, \quad (3.4.35)$$

which then readily yields that

$$\| \tilde{P}_\alpha - P_0 \| \leq e^{-\frac{\gamma^2}{4\alpha}} = e^{-\ell^2} \quad (3.4.36)$$
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We now define a first approximation of this ground state projector. Set

\[ \hat{P}_\alpha = \sqrt{\frac{\alpha}{\pi}} \int_{-\infty}^{\infty} e^{i(M_I + M_B + M_E)t} e^{-\alpha t^2} dt, \]  

(3.4.37)

where we have dropped the dependence of \( M_I, M_B, \) and \( M_E \) on \( \alpha \). Clearly,

\[ \left\| \hat{P}_\alpha - P_0 \right\| \leq \left\| \hat{P}_\alpha - \tilde{P}_\alpha \right\| + \left\| \tilde{P}_\alpha - P_0 \right\|. \]  

(3.4.38)

The final term above we have bounded in (3.4.36). To see a bound on the first term, we introduce the function

\[ F_t(\lambda) = e^{i\lambda(M_I + M_B + M_E)t} e^{i(1-\lambda)H_V t}. \]  

(3.4.39)

One easily calculates that

\[ F'_t(\lambda) = -i t e^{i\lambda(M_I + M_B + M_E)t} \{ H_V - (M_I + M_B + M_E) \} e^{i(1-\lambda)H_V t}. \]  

(3.4.40)

Thus clearly,

\[ \left\| \hat{P}_\alpha - \tilde{P}_\alpha \right\| \leq \sqrt{\frac{\alpha}{\pi}} \int_{-\infty}^{\infty} \| F_t(1) - F_t(0) \| e^{-\alpha t^2} dt \]
\[ \leq \sqrt{\frac{\alpha}{\pi}} \int_{-\infty}^{\infty} \| H_N - (M_I + M_B + M_E) \| |t| e^{-\alpha t^2} dt \]
\[ = \frac{1}{\sqrt{\pi\alpha}} \| H_N - (M_I + M_B + M_E) \| \]
\[ \leq \frac{2 C_1(\gamma, d, J)}{\sqrt{\pi} \sqrt{\gamma^2 + v^2}} \partial A \ell^{D+1/2} e^{-\frac{\ell}{\xi}}, \]  

(3.4.41)

(3.4.42)
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along the given parametrization for $\alpha$ and $\xi'$. Thus, (3.4.38) now yields

$$\| \hat{P}_\alpha - P_0 \| \leq \left\{ \frac{2C_1(\gamma, d, J)}{\sqrt{\pi} \sqrt{\gamma^2 + v^2}} |\partial A| \ell^{D+1/2} + 1 \right\} e^{-\ell/\xi'},$$

(3.4.43)

We now define the spectral projections $P_A$ and $P_{V\setminus A}$ which appear in the statement of Theorem 3.4.1.

Denote by

$$c = C_1(\gamma, d, J) |\partial A| \ell^{D+1/2} e^{-\ell\sqrt{\gamma'}}.$$

For $X \in \{I, E\}$, define $P_A$ and $P_{V\setminus A}$ to be the spectral projection, corresponding to the self-adjoint matrices $M_I$ and $M_E$, respectively, onto those eigenvalues less than $c$. In light of Corollary 3.4.7, the following bounds:

$$\|(1 - P_A) \Psi_0\| \leq \frac{1}{c} \|M_I \Psi_0\| \leq e^{-\ell/2\xi'},$$

(3.4.44)

easily follow, and the same bound holds for $1 - P_{V\setminus A}$. To see that we can always find a non-zero $P_A$ (and similarly $P_{V\setminus A}$), we simply observe that the above inequality for $P_A$ can be written as

$$\langle \Psi_0 | P_A | \Psi_0 \rangle \geq 1 - e^{-\ell/2\xi'},$$

(3.4.45)

which implies that $P_A$ is non-zero. Moreover, it is obvious that both $P_A$ and $P_{V\setminus A}$ satisfy the required support assumption.

These spectral projections may be inserted into our previous estimates as

$$\| \hat{P}_\alpha P_A P_{V\setminus A} - P_0 \| \leq \| (\hat{P}_\alpha - P_0) P_A P_{V\setminus A} \| + \| P_0 (1 - P_A P_{V\setminus A}) \|,$$

(3.4.46)

here we have dropped the dependence on $A$ and $\ell$. The first term above is estimated
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as in (3.4.43) above. Since

\[(1 - PA P_{\nabla A}) = \frac{1}{2} \left\{ (1 - PA)(1 + P_{\nabla A}) + (1 - P_{\nabla A})(1 + PA) \right\}, \quad (3.4.47)\]

it is clear that

\[\|P_0 (1 - PA P_{\nabla A})\| \leq \|P_0(1 - PA)\| + \|P_0(1 - P_{\nabla A})\| \leq 2e^{-\ell/2\xi'}, \quad (3.4.48)\]

using (3.4.44). Therefore, we now have that

\[\left\| \hat{P}_\alpha PA P_{\nabla A} - P_0 \right\| \leq \left( 2C_1(\gamma, d, J) \right) \sqrt{\pi} \sqrt{\gamma^2 + v^2} |\partial A|^{D+1/2} + 3 e^{-\ell/2\xi'}. \quad (3.4.49)\]

We are now left with the task of finding a local operator \(P_B \in \mathcal{A}(A; 3\ell)\) that approximates \(\hat{P}_\alpha\). In order to do so let us write

\[\hat{P}_\alpha PA P_{\nabla A} = \sqrt{\frac{\alpha}{\pi}} \int_{-\infty}^{\infty} e^{i(M_I + MB + ME)t} e^{-i(M_I + ME)t} e^{i(M_I + ME)t} P_A P_{\nabla A} e^{-\alpha t^2} dt. \quad (3.4.50)\]

Since the supports of \(M_I\) and \(M_E\) are disjoint, it is clear that

\[e^{i(M_I + ME)t} P_A P_{\nabla A} - P_A P_{\nabla A} = \frac{1}{2} \left( e^{iM_t} P_A - P_A \right) \left( e^{iMe_t} P_{\nabla A} + P_{\nabla A} \right) + \frac{1}{2} \left( e^{iMe_t} P_{\nabla A} - P_{\nabla A} \right) \left( e^{iM_t} P_A + P_A \right).\]

Moreover, we have that

\[\left| \langle f, (e^{iM_I t} - 1)PA g \rangle \right| = \left| \int_0^e (e^{iEt} - 1) d\langle f, P_E P_A g \rangle \right| \leq c |t| \|f\| \|g\|. \quad (3.4.51)\]
and similarly for \(|\langle f, (e^{iM_{\text{E}}t} - 1)P_{V \setminus A}g \rangle|\). If we now define the following operator,

\[
P_B(\alpha) = \sqrt{\frac{\alpha}{\pi}} \int_{-\infty}^{\infty} e^{i(M_I + M_B + M_{\text{E}})t} e^{-i(M_I + M_{\text{E}})t} e^{-\alpha t^2} dt,
\]

then we have just demonstrated that

\[
\|P_B(\alpha)P_A P_{V \setminus A} - P_0\|
\]

\[
\leq \|P_B(\alpha)P_A P_{V \setminus A} - \hat{P}_a P_A P_{V \setminus A}\| + \|\hat{P}_a P_A P_{V \setminus A} - P_0\|
\]

\[
\leq 2\sqrt{\frac{\alpha}{\pi}} \int_{-\infty}^{\infty} c|t|e^{-\alpha t^2} dt + \left( \frac{2C_1(\gamma, d, J)}{\sqrt{\pi} \sqrt{\gamma^2 + v^2}} |\partial A| \ell^{D+1/2} + 3 \right) e^{-\ell/2\xi'}
\]

\[
\leq \left( \frac{4C_1(\gamma, d, J)}{\sqrt{\pi} \sqrt{\gamma^2 + v^2}} |\partial A| \ell^{D+1/2} + 3 \right) e^{-\ell/2\xi'}
\]

\[
\leq C_2(\gamma, d, J)|\partial A| \ell^{2d-1} e^{-\ell/2\xi'},
\]

where we have used the simple bound \(D \leq 2d - 3/2\) and set

\[
C_2(\gamma, d, J) = \frac{4C_1(\gamma, d, J)}{\sqrt{\pi} \sqrt{\gamma^2 + v^2}} + 3
\]

in the last line.

Given our arguments above, we need only show that \(P_B(\alpha)\) may be approximated by a local operator \(P_B\).

**Proposition 3.4.8.** There exists a local operator \(P_B\) with support in \(B(A; 3\ell)\) and \(\|P_B\| \leq 1\), for which

\[
\|P_B - P_B(\alpha)\| \leq C_3(\gamma, d, J)|\partial A| \ell^{3d} e^{-\ell/2\pi}.
\]

(3.4.54)
where
\[ C_3(\gamma, d, J) = \frac{4^d J}{v} \left( \frac{2v}{\sqrt{\pi} \sqrt{\gamma^2 + v^2}} + 4^d + \frac{2v}{\gamma^2 + v^2} C_1(\gamma, d, J) \right) \]
and \( C_1(\gamma, d, J) \) is given in Corollary 3.4.7.

The proof of Proposition 3.4.8 can be found at the end of this section. It is clear that once we have proven Proposition 3.4.8, the estimate (3.4.1) readily follows from the triangle inequality
\[
\|P_B P_A P_{V \setminus A} - P_0\| \leq \|P_B(\alpha) P_A P_{V \setminus A} - P_0\| + \|P_B - P_B(\alpha)\|
\leq (C_2(\gamma, d, J) + C_3(\gamma, d, J)) |\partial A|^2 \ell^3 \ell' e^{-\frac{\ell'}{4 \ell'}}
\]
(3.4.55)
after setting \( \ell' = 3\ell \), since \( P_B \in B(A; \ell') \) in the statement of theorem, and setting \( \xi = 25/4 \ell' = 25(1 + (\frac{\ell'}{\ell})^2) \), since the final decay above is of the form \( e^{-\frac{\ell'}{4 \ell'}} \) and we wish to cover the factor \( \ell'^3 \) by choosing a slower exponential decay for \( \ell' \) large enough.

This completes the proof of Theorem 3.4.1.

Now we prove the various Propositions used in the proof of the Theorem.

**Proof of Lemma 3.4.3** Define
\[
C_I = [H_V, H_I], \quad C_B = [H_V, H_B], \quad \text{and} \quad C_E = [H_V, H_E].
\]
(3.4.56)

From the definitions of the sets \( I, B, \) and \( E \), it is easy to see that \( C_I = [H_B, H_I] \), \( C_E = [H_B, H_E] \), and \( C_B = [H_I, H_B] + [H_E, H_B] \). Clearly, for \( Z \in \{I, E\} \), we have
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that

\[ [H_Z, H_B] = \sum_{X \in V, X \cap Z \neq \emptyset} [\Phi(X), H_B] \]

\[ = \sum_{z \in \partial Z} \sum_{i=1}^d \chi_{Z^c}(z + e_i) \left[ \Phi(\{z, z + e_i\}), H_B \right] \]

\[ + \sum_{z \in \partial Z} \sum_{i=1}^d \chi_{Z^c}(z - e_i) \left[ \Phi(\{z, z - e_i\}), H_B \right] \]

\[ = \sum_{z \in \partial Z} \sum_{i=1}^d \chi_{Z^c}(z + e_i) \sum_{w \in B, d(z + e_i, w) = 1} [\Phi(\{z, z + e_i\}), \Phi(\{z + e_i, w\})] \]

\[ + \sum_{z \in \partial Z} \sum_{i=1}^d \chi_{Z^c}(z - e_i) \sum_{w \in B, d(z - e_i, w) = 1} [\Phi(\{z, z - e_i\}), \Phi(\{z - e_i, w\})], \]

from which we get:

\[ \|[H_Z, H_B]\| \leq 2 (|\partial Z| d^2 (2d - 1) (2J^2)). \] (3.4.57)

The bound

\[ \|[H_Z, H_B]\| \leq 8d^2 J^2 |\partial Z|, \]

is now clear.

Here is the proof of Proposition 3.4.4.
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Proof of Proposition 3.4.4. We begin by observing that

\[
\| (H_X)_\alpha \Psi_0 \| \leq \frac{1}{\gamma} \| H_V (H_X)_\alpha \Psi_0 \|
\]

\[
= \frac{1}{\gamma} \| [H_V, (H_X)_\alpha] \Psi_0 \|
\]

\[
= \frac{1}{\gamma} \| (C_X)_\alpha \Psi_0 \|.
\]  

(3.4.58)

For the first inequality above, we used that \((H_X)_\alpha \Psi_0\) projects off the ground state, since \(\langle \Psi_0 | (H_X)_\alpha | \Psi_0 \rangle = 0\).

The value of \(\| (C_X)_\alpha \Psi_0 \|\) can be estimated using the spectral theorem. For any vector \(f\), one has that

\[
\langle f, (C_X)_\alpha \Psi_0 \rangle = \sqrt{\frac{\alpha}{\pi}} \int_{-\infty}^{\infty} e^{-\alpha t^2} \langle f, \tau_t (C_X) \Psi_0 \rangle dt
\]

\[
= \sqrt{\frac{\alpha}{\pi}} \int_{-\infty}^{\infty} e^{-\alpha t^2} \langle f, e^{it H_V} C_X \Psi_0 \rangle dt
\]

\[
= \sqrt{\frac{\alpha}{\pi}} \int_{-\infty}^{\infty} e^{-\alpha t^2} \int_{\gamma} e^{it E} d\langle f, P_E C_X \Psi_0 \rangle dt
\]

\[
= \int_{\gamma} \sqrt{\frac{\alpha}{\pi}} \int_{-\infty}^{\infty} e^{-\alpha t^2} e^{it E} dt d\langle f, P_E C_X \Psi_0 \rangle
\]

\[
= \int_{\gamma} e^{-\frac{E^2}{4\alpha}} d\langle f, P_E C_X \Psi_0 \rangle.
\]  

(3.4.59)

In the third equality above we have introduced the notation \(P_E\) for the spectral projection corresponding to the self-adjoint operator \(H_V\), and we also used that \(\langle \Psi_0, C_X \Psi_0 \rangle = 0\). The last equality is a basic result concerning Fourier transforms of gaussians (and re-scaling), (see e.g. (5.59) in [47]). We conclude then that

\[
| \langle f, (C_X)_\alpha \psi_0 \rangle | \leq e^{-\frac{E^2}{4\alpha}} \|f\| \|C_X\|,
\]  

(3.4.60)
and with \( f = (C_X)_\alpha \psi_0 \) we find that
\[
\| (C_X)_\alpha \psi_0 \| \leq e^{-\frac{\gamma^2}{4\alpha}} \| C_X \|. \tag{3.4.61}
\]

Putting everything together, we have shown that
\[
\| (H_X)_\alpha \psi_0 \| \leq \frac{1}{\gamma} \| (C_X)_\alpha \psi_0 \| \leq \frac{e^{-\frac{\gamma^2}{4\alpha}}}{\gamma} \| C_X \| = \frac{\| [H_V, H_X] \|}{\gamma} e^{-\frac{\gamma^2}{4\alpha}}. \tag{3.4.62}
\]

Here is the proof of Proposition 3.4.6.

**Proof of Proposition 3.4.6.** Since our method of bounding this difference is similar for \( X \in \{ I, B, E \} \), we will provide the details only in the case of \( X = I \). We begin by observing that
\[
\| (H_I)_\alpha - M_I(\alpha) \| \leq \sqrt{\frac{\alpha}{\pi}} \int_{-\infty}^{\infty} \| \tau_t(H_I) - \tau_t^I(H_I) \| e^{-\alpha t^2} dt. \tag{3.4.63}
\]

To bound the integral above, we introduce a parameter \( T > 0 \). For \( |t| > T \), we use that
\[
\| \tau_t(H_I) - \tau^A_t(H_I) \| \leq \int_{[0]t} d\left( \tau_s(H_I) - \tau^I_t(H_I) \right) ds \leq 2\| [H_V, H_I] \| |t|. \tag{3.4.64}
\]

From this, it follows readily that
\[
\sqrt{\frac{\alpha}{\pi}} \int_{|t| > T} \| \tau_t(H_I) - \tau^A_t(H_I) \| e^{-\alpha t^2} dt \leq \frac{2\| [H_V, H_I] \|}{\sqrt{\alpha \pi}} e^{-\alpha T^2}. \tag{3.4.65}
\]
Again, we want the exponential decay to be of the form $e^{-\ell/\xi'}$, which implies that

$$T = \frac{2\ell}{\gamma \xi'}. \quad (3.4.66)$$

For $|t| \leq T$, the estimate below is an immediate consequence of Proposition 1 in [47]:

$$\|\tau_t(H_I) - \tau_t^A(H_I)\| \leq \int_0^{|t|} \| [H_V - H_A, \tau_s^A(H_I)] \| \, ds. \quad (3.4.67)$$

The above commutator may be written as

$$[H_V - H_A, \tau_s^A(H_I)] = \sum_{x \in \partial A} \sum_{i=1}^d \chi_{A^c}(x + e_i) [\Phi(\{x, x + e_i\}), \tau_s^A(H_I)]$$

$$+ \sum_{x \in \partial A} \sum_{i=1}^d \chi_{A^c}(x - e_i) [\Phi(\{x, x - e_i\}), \tau_s^A(H_I)], \quad (3.4.68)$$

and for each $x \in \partial A$,

$$[\Phi(\{x, x \pm e_i\}), \tau_s^A(H_I)] = \sum_{Y \subset V: Y \cap I \neq \emptyset} \left[ \Phi(\{x, x \pm e_i\}), \tau_s^A(\Phi(Y)) \right]. \quad (3.4.69)$$

Each of these commutators we estimate using the Lieb-Robinson bound from Lemma 3.4.2, remembering that it is useful for times $|s| \leq e^{-(1+\mu) \ell/v}$, since from the definition of $I$, we have $d(Y, \partial A) \geq \ell$ for $Y \cap I \neq \emptyset$. We may easily satisfy this requirement by choosing $T \leq e^{-(1+\mu) \ell/v}$, which combined with (3.4.66) implies that

$$T = \frac{2\ell}{\gamma \xi'} \leq e^{-(1+\mu) \ell/v} \quad (3.4.70)$$
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and, hence

\[ 1/\xi' \leq e^{-(1+\mu)} \gamma/(2\nu) \]  
\( (3.4.71) \)

Remembering that \( x \in \partial A \), Lemma [3.4.2] and (3.4.69) imply the following bound:

\[ \| [\Phi(\{x, x \pm e_i\}), \tau_s^A (H_I)] \| \leq \sum_{y \in I} \sum_{y' \in I, \frac{d(y, y')}=1} \| [\Phi(\{x, x \pm e_i\}), \tau_s^A (\Phi(\{y, y'\}))] \| \]
\[ \leq (2d) 2|\partial \{y, y'\}| \| \Phi(\{x, x \pm e_i\}) \| \| \Phi(\{y, y'\}) \| e^{\nu|s|} \]
\[ \times \sum_{y \in I} e^{-\mu(d(x, y)-1)} \]
\[ \leq 8d J^2 e^{\nu|s|} e^{-\mu} \sum_{y \in I} e^{-\mu(d(x, y)-\ell+1)} \]
\( (3.4.72) \)

For the last inequality, note that the number of sites \( y \in I \) that are a distance \( d(x, y) = n + \ell + 1, n \geq 0 \) from \( x \) is bounded above by \( s(n + \ell + 1, d) \), the number of lattice points on a sphere of radius \( n + \ell + 1 \) in \( \mathbb{Z}^d \). We now use Lemma [3.4.5] to bound the sum \( \sum_{y \in I} e^{-\mu(d(x, y)-\ell+1)} \) in (3.4.72):

\[ \sum_{y \in I} e^{-\mu(d(x, y)-\ell+1)} \leq \sum_{n \geq 0} s(n + \ell + 1, d) e^{-\mu n} \]
\[ \leq 2^d \ell^{d-1} \sum_{n \geq 0} (n + 2)^{d-1} e^{-\mu n} \]
\[ \leq 2^d \ell^{d-1} e^{2\mu} \frac{\partial^{d-1}}{\partial (-\mu)^{d-1}} \left( \sum_{n \geq 0} e^{-\mu n} \right), \]

where we used the bound \( \ell + n + 1 \leq \ell(n + 2) \), for \( \ell \geq 1, n \geq 0 \), for the second inequality. But, \( \sum_{n \geq 0} e^{-\mu n} = (1 - e^{-\mu})^{-1} \) and one can show inductively that

\[ \frac{\partial^{d-1}}{\partial (-\mu)^{d-1}} (1 - e^{-\mu})^{-1} \leq (d - 1)! (1 - e^{-\mu})^{-d} \leq \frac{(d - 1)!}{\mu^d} e^{\mu d} \]
This demonstrates that
\[ \left\| \Phi(\{x, x \pm e_i\}), \tau^A_s(H_1) \right\| \leq 8d! e^{2\mu} \left( \frac{2e^\mu}{\mu} \right)^d J^2 \ell^{-1} e^{-\mu \ell} e^{v|s|} \] (3.4.73)
and feeding back into (3.4.67) - (3.4.69), we get
\[ \left\| \tau_t(H_1) - \tau^A_t(H_1) \right\| \leq 2d|\partial A| \frac{8d! e^{2\mu}}{v} \left( \frac{2e^\mu}{\mu} \right)^d J^2 \ell^{-1} e^{-\mu \ell} (e^{v|t|} - 1). \] (3.4.74)

Letting \( C(d, \mu) = 16 e^{2\mu} \left( \frac{2e^\mu}{\mu} \right)^d d^{d+1} \) we may now estimate
\[
\sqrt{\frac{\alpha}{\pi}} \int_{-T}^T \left\| \tau_t(H_1) - \tau^A_t(H_1) \right\| e^{-\alpha t^2} dt
\leq \frac{C(d, \mu)}{v} J^2 \ell^{-1} |\partial A| e^{-\mu \ell} \sqrt{\frac{\alpha}{\pi}} \int_{-T}^T e^{v|t|} e^{-\alpha t^2} dt
\leq \frac{C(d, \mu)}{v} J^2 \ell^{-1} |\partial A| e^{-\mu \ell} e^{\frac{v^2}{4\alpha}}.
\] (3.4.75)

At this point, since we are interested in exponential decay of the form \( e^{-\ell/\xi'} \), (3.4.21) gives the following constraint on \( \xi' \):
\[
\frac{1}{\xi'} = \frac{\mu}{1 + \left( \frac{v}{\gamma} \right)^2}\]
combined with (3.4.71), the above constraint implies the following bound on \( \mu \):
\[
\mu e^{1+\mu} \leq \frac{v^2 + \gamma^2}{2v\gamma},
\]
which is satisfied naively for \( \mu = 1/4 \), since the r.h.s is bounded below by 1. Hence,
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we finally have that

\[ \xi' = 4 \left( 1 + \left( \frac{v}{\gamma} \right)^2 \right) \]  

Adding our results for \(|t| \geq T\) and \(|t| \leq T\), it is clear that along the given parametrization \([3.4.66]\),

\[ \| (H_I)_{\alpha} - M_I(\alpha) \| \leq \left\{ \frac{2\| [H_V, H_I] \|}{\sqrt{\alpha \pi}} + \frac{3(12d)^{d+1}}{v} J^2 \ell^{d-1} |\partial A| \right\} e^{-t/\xi'}, \]  

where we used the bound \( e^{\mu}/\mu \leq 6 \), for \( \mu = 1/4 \) to bound \( C(d, \mu) \) in \([3.4.75]\). The bound claimed in \([3.4.28]\) now follows from \([3.4.21]\) and Lemma \([3.4.3]\).

Here is the proof of Proposition \([3.4.8]\).

**Proof of Proposition \([3.4.8]\)**. Our goal is to show that the operator

\[ P_B(\alpha) = \sqrt{\frac{\alpha}{\pi}} \int_{-\infty}^{\infty} e^{i(M_I + M_B + M_E)t} e^{-i(M_I + M_E)t} e^{-\alpha t^2} dt \]  

is well approximated by a local observable; one with support in \( B(A; 3\ell) \). To do so, we will take the normalized partial trace over the complimentary Hilbert space, i.e., the one associated with \( B(A; 3\ell)^c \subset V \).

For our estimates, it is convenient to calculate the partial trace as an integral over the group of unitaries \([8]\), see also \([46]\). Given an arbitrary observable \( A \in \mathcal{A}_V \) and a set \( Y \subset V \), define

\[ \langle A \rangle_Y = \int_{U(Y^c)} U^* AU \mu(dU) \]  

where \( U(Y^c) \) denotes the group of unitary operators over the Hilbert space \( \mathcal{H}_{Y^c} \) and \( \mu \) is the associated, normalized Haar measure. It is easy to see that for any \( A \in \mathcal{A}_V \), the quantity \( \langle A \rangle_Y \) has been localized to \( Y \) in the sense that \( \langle A \rangle_Y \in \mathcal{A}_Y \).
Let us define
\[ P_B = \langle P_B(\alpha) \rangle_{B(A;3\ell)}. \] (3.4.80)

Clearly \( P_B \) has the desired support and, moreover, \( \| P_B \| \leq 1 \) since \( \| P_B(\alpha) \| \leq 1 \).

The difference between \( P_B \) and \( P_B(\alpha) \) may be written in terms of a commutator, i.e.
\[ P_B - P_B(\alpha) = \int_{\mathcal{U}(B(A;3\ell)^c)} U^* [P_B(\alpha), U] \mu(dU). \] (3.4.81)

Thus, to show that the difference between \( P_B \) and \( P_B(\alpha) \) is small (in norm), we need only estimate the commutator of \( P_B(\alpha) \) with an arbitrary unitary supported in \( B(A;3\ell)^c \).

This is easy to calculate. Note that
\[ [P_B(\alpha), U] = \sqrt{\frac{\alpha}{\pi}} \int_{-\infty}^{\infty} [e^{i(M_I+M_B+M_E)t} e^{-i(M_I+M_E)t}, U] e^{-\alpha t^2} dt. \] (3.4.82)

To estimate the integrand, we define the function
\[ f(t) = [e^{i(M_I+M_B+M_E)t} e^{-i(M_I+M_E)t}, U]. \] (3.4.83)

A short calculation demonstrates that
\[ f'(t) = i [e^{i(M_I+M_B+M_E)t} M_B e^{-i(M_I+M_E)t}, U]. \] (3.4.84)

The form of the derivative appearing in (3.4.84) suggests that we define the evolution
\[ \alpha_t(A) = e^{i(M_I+M_B+M_E)t} A e^{-i(M_I+M_B+M_E)t}, \quad \text{for any local observable } A. \] (3.4.85)
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With this in mind, we rewrite

\[ f'(t) = i \left[ e^{i(M_I + M_B + M_E)t} M_B e^{-i(M_I + M_E)t} , U \right] \]
\[ = i \left[ \alpha_t(M_B) e^{i(M_I + M_B + M_E)t} e^{-i(M_I + M_E)t} , U \right] \]
\[ = i\alpha_t(M_B) f(t) + i [\alpha_t(M_B) , U] e^{i(M_I + M_B + M_E)t} e^{-i(M_I + M_E)t}. \]  (3.4.86)

Written as above, the function \( f \) can be bounded using norm-preservation. In particular, let \( V(t) \) be the unitary evolution that satisfies the time-dependent differential equation

\[ i \frac{d}{dt} V(t) = V(t) \alpha_t(M_B) \quad \text{with} \quad V(0) = \mathbb{I}. \]  (3.4.87)

Explicitly, one has that

\[ V(t) = e^{i(M_I + M_E)t} e^{-i(M_I + M_B + M_E)t}. \]  (3.4.88)

Considering now the product

\[ g(s) = V(s)f(s) \]  (3.4.89)

it is easy to see that

\[ g'(s) = V'(s)f(s) + V(s)f'(s) = iV(s) [\alpha_s(M_B) , U] V(s)^*. \]  (3.4.90)

Thus

\[ V(t)f(t) = g(t) - g(0) = \int_0^t g'(s)ds, \]  (3.4.91)

and therefore,

\[ f(t) = iV(t)^* \int_0^t V(s) [\alpha_s(M_B) , U] V(s)^* ds. \]  (3.4.92)
The bound
\[ \|f(t)\| \leq \int_0^{\|k\|} \|[\alpha_s(M_B),U]\| \, ds. \] (3.4.93)
readily follows.

Since the Lieb-Robinson velocity associated to the dynamics \(\alpha_t(\cdot)\) grows with \(\ell\), we estimate (3.4.93) by comparing back to the original dynamics. Consider the interpolating dynamics
\[ h_s(r) = \alpha_r(\tau_{s-r}(M_B)), \] (3.4.94)
for \(0 \leq r \leq s\) and \(\tau_r(A) = e^{iH_{V,r}} A e^{-iH_{V,r}}\). With \(s\) fixed, it is easy to calculate
\[ h'_s(r) = i\alpha_{s-r}([(M_I + M_B + M_E) - H_V, \tau_r(M_B)]). \] (3.4.95)

We conclude then that
\[ \|\alpha_s(M_B) - \tau_s(M_B)\| = \left\| \int_0^s h'_s(r) \, dr \right\| \]
\[ \leq 2 \|M_B\| \|H_V - (M_I + M_B + M_E)\| \, s \]
\[ \leq 2 (|B(A; 2\ell)| J) \left( 2C_1(\gamma, d, J)|\partial A|\ell^{D+\ell} e^{-\ell'/\xi} \right) s \]
\[ \leq 4^{d+1}JC_1(\gamma, d, J)|\partial A|\ell^{D+\ell} e^{-\ell'/\xi} \, s, \] (3.4.96)
where for the second to last inequality above we used the definition of \(M_B\) and Corollary 3.4.7 and for the last inequality we used Lemma 3.4.5 to get \(|B(A; 2\ell)| \leq \)
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\[(2\ell)^{d}(2\ell)^{d-1}|\partial A|\]. Hence,

\[
\|f(t)\| \leq \int_{0}^{\|t\|} \|[\tau_{s}(MB), U]\| \, ds + \int_{0}^{\|t\|} \|[\alpha_{s}(MB) - \tau_{s}(MB), U]\| \, ds
\]

\[
\leq \int_{0}^{\|t\|} \|[\tau_{s}(MB), U]\| \, ds + 4^{d+1}JC_{1}(\gamma, d, J)|\partial A|^{2\ell^{D+d}e^{-\ell/\xi'}} t^{2}.
\]  \(3.4.97\)

Plugging the above bound into \(3.4.82\), we find that

\[
\|[P_{B}(\alpha), U]\| \leq \sqrt{\frac{\alpha}{\pi}} \int_{-\infty}^{\infty} \|f(t)\| e^{-\alpha t^{2}} \, dt
\]

\[
\leq \sqrt{\frac{\alpha}{\pi}} \int_{-\infty}^{\infty} \left( \int_{0}^{\|t\|} \|[\tau_{s}(MB), U]\| \, ds \right) e^{-\alpha t^{2}} \, dt + \frac{J}{\alpha}2^{d+1}C_{1}(\gamma, d, J)|\partial A|^{2\ell^{D+d}e^{-\ell/\xi'}}
\]

since

\[
\sqrt{\frac{\alpha}{\pi}} \int_{-\infty}^{\infty} t^{2} e^{-\alpha t^{2}} \, dt = \frac{1}{2\alpha}.
\]  \(3.4.98\)

We estimate the double integral above separately for \(|t| \geq T\) and \(|t| \leq T\), taking \(T\) according to \(3.4.66\). The integral for \(|t| \geq T\) is easily bounded as follows:

\[
\sqrt{\frac{\alpha}{\pi}} \int_{|t| \geq T} \left( \int_{0}^{\|t\|} \|[\tau_{s}(MB), U]\| \, ds \right) e^{-\alpha t^{2}} \, dt
\]

\[
\leq 2\|MB\| \sqrt{\frac{\alpha}{\pi}} \int_{|t| \geq T} |t| e^{-\alpha t^{2}} \, dt
\]

\[
\leq \frac{2^{d+1}J}{\sqrt{\alpha\pi}} |\partial A|^{\ell^{d}e^{-\alpha T^{2}}}
\]

\[
= \frac{2^{d+1}J}{\sqrt{\pi} \sqrt{\gamma^{2} + v^{2}}} |\partial A|^{\ell^{d+1/2}e^{-\ell/\xi'}}
\]  \(3.4.99\)

To bound the integral for \(|t| \leq T\) we use Lemma 3.4.2. Remembering that supp\((U) \subset
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$B(A; 3\ell)^c$ and $\text{supp}(M_B) \subset B(A; 2\ell)$ we have for $|t| \leq e^{-(1+\mu)\ell/v}$

$$
\|\tau_s(M_B), U\| \leq 2\|M_B\| \|U\| |\partial B(A; 2\ell)| e^{-\mu\ell e^{|s|}}
\leq 2\|M_B\| |\partial B(A; 2\ell)| e^{-\mu\ell e^{|s|}}
\leq 2 (4^d \ell^d |\partial A| J) (2^{2d-1} \ell^{d-1} |\partial A|) e^{-\mu\ell e^{|s|}}
\leq 4^d J |\partial A|^2 \ell^{2d-1} e^{-\mu\ell e^{|s|}} \quad (3.4.100)
$$

Note that as we have already shown in the proof of Proposition 3.4.6, since $|t| \leq T$,
the above bound is useful for $\mu = 1/4$, and $\xi'$ given in the statement of Proposition 3.4.6. Hence,

$$
\sqrt{\frac{\alpha}{\pi}} \int_{-T}^{T} \left( \int_0^{|t|} \|\tau_s(M_B), U\| ds \right) e^{-\alpha t^2} dt
\leq 4^d J^2 |\partial A|^2 \ell^{2d-1} e^{-\frac{\ell}{4} e^{|s|}}
\leq 4^d J^2 |\partial A|^2 \ell^{2d-1} e^{-\frac{\ell}{4} e^{|s|}}
= 4^d J^2 |\partial A|^2 \ell^{2d-1} e^{-\ell/\xi'} \quad (3.4.101)
$$

Combining (3.4.99) and (3.4.101) with (3.4.98) we get:

$$
\| [P_B(\alpha), U] \| \leq \frac{4^d J}{v} \left( \frac{2v}{\sqrt{\pi} \sqrt{\gamma^2 + v^2}} + 4^d + \frac{2v}{\gamma^2 + v^2} C_1(\gamma, d, J) \right) |\partial A|^2 \ell^{d+1} e^{-\ell/\xi'}
\leq C_3(\gamma, d, J) |\partial A|^2 \ell^{3d} e^{-\ell/\xi'},
$$

where we set

$$
C_3(\gamma, d, J) = \frac{4^d J}{v} \left( \frac{2v}{\sqrt{\pi} \sqrt{\gamma^2 + v^2}} + 4^d + \frac{2v}{\gamma^2 + v^2} C_1(\gamma, d, J) \right)
$$
and used the bound $D \leq 2d - 1$ in the last line. The estimate claimed in (3.4.54) now easily follows from (3.4.81).
Chapter 4

Multiplicativity of the maximal 2-norm for depolarizing Werner-Holevo Channels

4.1 Introduction

In this chapter, we explore the question of multiplicativity for the output 2-norm of a class of quantum channels related closely to the $d$-dimensional Werner-Holevo (WH) channel $W_d(\rho) = \frac{1}{d-1}((\text{Tr}(\rho))I_d - \rho^T)$, which is known [62] to give a counterexample to the multiplicativity of the maximal output $p$-norm for $p > 4.79$, when $d = 3$. For large dimensions, the WH channel acts like the completely depolarizing channel, since $\|W_d(\rho) - \frac{1}{d}I_d\|_\infty = 1/d$. This is a property shared by the recent counterexamples to multiplicativity for $p > 2$ by Winter and for $1 < p < 2$, by Hayden [64, 27]. Nevertheless, it has been shown [11, 4] that $W_d(\rho)$ satisfies multiplicativity for $1 \leq 
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4.2 The setup and some useful lemmas

It is a natural extension of the previous research on constructing counterexamples to multiplicativity, to study the output $p$-norm of channels of the form

$$W_{\lambda,d}(\rho) = \lambda \rho + (1-\lambda)W_d(\rho),$$

and ask if those channels satisfy multiplicativity for $p$-norms with $p = 2$. We adopt the name “depolarized” Werner-Holevo channels due to the close connection of $W_{\lambda,d}$ with depolarizing channels in higher dimensions. We focus our attention to the study of the output 2-norm for the tensor product channel $W_{\lambda,d} \otimes W_{\lambda,d}$ acting on bipartite states in $M_d(\mathbb{C}) \otimes M_d(\mathbb{C})$ and show that multiplicativity is satisfied for this norm for all dimensions $d$.

A direct computation of the eigenvalues of $W_{\lambda,d} \otimes W_{\lambda,d}(|\psi_{12}\rangle\langle\psi_{12}|)$ turns out to be much harder for $0 < \lambda < 1$, than for the boundary cases $\lambda = 0, 1$. The reason is that the output consists of a combination of the input state and its transpose/partial transpose, which in general do not share a common eigenbasis. To work around this difficulty, we compute explicitly the output 2-norm of $W_{\lambda,d} \otimes W_{\lambda,d}(|\psi_{12}\rangle\langle\psi_{12}|)$ and the maximal output 2-norm of $W_{\lambda,d}$ and study the difference

$$D_{\lambda,d}(\psi_{12}) = (\|W_{\lambda,d}\|_2^2)^2 - \|W_{\lambda,d} \otimes W_{\lambda,d}(|\psi_{12}\rangle\langle\psi_{12}|)\|_2^2 \quad (4.2.1)$$

We show that $D_{\lambda,d} \geq 0$ for all input states and $\lambda \in [0, 1]$, $d \geq 2$. We begin with the computation of $\|W_{\lambda,d}\|_2^2$ in the following Lemma.
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Lemma 4.2.1. The (squared) maximal output 2-norm of $W_{\lambda,d}$ is given by

$$\|W_{\lambda,d}\|_2^2 = \frac{(d - 2)\lambda^2 + 1}{d - 1}$$

Proof. It is easy to check that $\|W_{\lambda,d}(|\psi\rangle\langle\psi|)\|_2^2$ is

$$\begin{align*}
&= \text{Tr}(W_{\lambda,d}(|\psi\rangle\langle\psi|)^2) \\
&= \lambda^2 + \frac{2\lambda(1 - \lambda)(1 - |\langle\psi|\bar{\psi}\rangle|^2)}{d - 1} + \frac{(1 - \lambda)^2}{d - 1} \\
&\leq \frac{(d - 2)\lambda^2 + 1}{d - 1},
\end{align*}$$

where $|\bar{\psi}\rangle$ denotes the complex conjugate of $|\psi\rangle$ in the standard basis. Taking $|\psi\rangle = \frac{|0\rangle + |1\rangle}{\sqrt{2}}$, with $|0\rangle, |1\rangle$ two standard basis vectors, we see that equality can be achieved in the above expression and the result follows.

We now turn our attention to the more complicated output 2-norm of $W_{\lambda,d} \otimes W_{\lambda,d}(|\psi_{12}\rangle\langle\psi_{12}|)$.

Lemma 4.2.2. The (squared) output 2-norm $\|W_{\lambda,d} \otimes W_{\lambda,d}(|\psi_{12}\rangle\langle\psi_{12}|)\|_2^2$ is given by:

$$(\|W_{\lambda,d}\|_2^2)^2 \quad \begin{aligned}
&+ S_\lambda^2 |\langle\psi_{12}|\bar{\psi}_{12}\rangle|^2 \\
&- 2(S_\lambda + R_\lambda^2)(S_\lambda + (d - 2)Q_\lambda^2)(1 - \|\rho_1\|_2^2) \\
&- S_\lambda\|W_{\lambda,d}\|_2^2 \text{Tr}(\rho_1 \rho_1^T + \rho_2 \rho_2^T),
\end{aligned}$$

where $Q_\lambda = \frac{1 - \lambda}{d - 1}$, $R_\lambda = \lambda - Q_\lambda$, $S_\lambda = 2\lambda Q_\lambda$, $\rho_1 = \text{Tr}_2|\psi_{12}\rangle\langle\psi_{12}|$, $\rho_2 = \text{Tr}_1|\psi_{12}\rangle\langle\psi_{12}|$ and $T$ denotes transposition.
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Proof. It is easy to check that

\[
W_{\lambda,d} \otimes W_{\lambda,d}(|\psi_{12}\rangle\langle\psi_{12}|) = \lambda^2 |\psi_{12}\rangle\langle\psi_{12}|
\]

\[
+ Q\lambda R_{\lambda} [\rho_1 \otimes \mathbb{I}_d + \mathbb{I}_d \otimes \rho_2]
\]

\[
+ Q^2\lambda [\mathbb{I}_d \otimes \mathbb{I}_d + \langle\psi_{12}\rangle\langle\psi_{12}\rangle]
\]

\[
- \frac{S\lambda}{2} (|\psi_{12}\rangle\langle\psi_{12}|)^T_1
\]

\[
- \frac{S\lambda}{2} (|\psi_{12}\rangle\langle\psi_{12}|)^T_2,
\]

where $T_1, T_2$ denote partial transposition w.r.t. the 1st, 2nd tensor factor, respectively. Taking the trace after squaring the above expression and noting that

\[
\text{Tr} |\psi_{12}\rangle\langle\psi_{12}|(|\psi_{12}\rangle\langle\psi_{12}|)^T_k = \text{Tr} \rho_k \rho_k^T,
\]

for $k = 1, 2$ (which one can show using the Schmidt decomposition of $|\psi_{12}\rangle$), we get the desired result.

The following observations will be very useful in the proof of the main theorem, so we state them here as lemmas.

Lemma 4.2.3. Let $\sigma_1 \leq \sigma_2 \leq \ldots \leq \sigma_d$ be non-negative numbers that sum up to 1. Then, the following inequality holds:

\[
\sigma_d \geq \sum_{i=1}^{d} \sigma_i^2
\]

Proof. The r.h.s. of the inequality can be thought of as the expected value of the random variable $X$ given by $\text{Pr}(X = \sigma_i) = \sigma_i$. The upper bound then follows immediately. □
Lemma 4.2.4. Let $\Phi$ be a quantum channel and denote by $\overline{\Phi}$ the complex conjugate (w.r.t. the Kraus operators) channel. Then, the following inequality holds:

$$\|\Phi \otimes \Phi\|_2 \leq \|\Phi \otimes \overline{\Phi}\|_2$$

More importantly, the maximal output 2-norm on the r.h.s. is achieved on inputs with conjugate Schmidt bases:

$$|\psi_{\text{max}}\rangle = \sum_i \sqrt{\sigma_i} |e_i\rangle |\overline{e_i}\rangle,$$

where the conjugate is taken w.r.t. the standard basis.

Proof. Let $|\psi_{12}\rangle = \sum_i \sqrt{\sigma_i} |e_i\rangle |f_i\rangle$ be the Schmidt decomposition of the input. Computing $\|\Phi \otimes \Phi(|\psi_{12}\rangle \langle \psi_{12}|)\|_2^2$ and setting $\alpha_{i,j,k,l} = \text{Tr}(\Phi(|e_i\rangle \langle e_j|)\Phi(|e_k\rangle \langle e_l|))$, $\beta_{i,j,k,l} = \text{Tr}(\Phi(|f_i\rangle \langle f_j|)\Phi(|f_k\rangle \langle f_l|))$ and $\sigma_{i,j,k,l} = \sigma_i \sigma_j \sigma_k \sigma_l$, we get:

$$\|\Phi \otimes \Phi(|\psi_{12}\rangle \langle \psi_{12}|)\|_2^2 = \sum_{i,j,k,l} \sqrt{\sigma_{i,j,k,l}} \alpha_{i,j,k,l} \beta_{i,j,k,l}$$

$$= \sum_{i,j,k,l} \sqrt{\sigma_{i,j,k,l}} \text{Re}\{\alpha_{i,j,k,l} \beta_{i,j,k,l}\}$$

$$\leq \sum_{i,j,k,l} \sqrt{\sigma_{i,j,k,l}} \frac{|\alpha_{i,j,k,l}|^2}{2}$$

$$+ \sum_{i,j,k,l} \sqrt{\sigma_{i,j,k,l}} \frac{|\beta_{i,j,k,l}|^2}{2}$$

$$\leq \sum_{i,j,k,l} \sqrt{\sigma_{i,j,k,l}} |\alpha_{i,j,k,l}|^2,$$

where we assumed the last inequality w.l.o.g. But, the last expression is equal to $\|\Phi \otimes \overline{\Phi}(|\psi_{\text{max}}\rangle \langle \psi_{\text{max}}|)\|_2^2$. Moreover, one can follow the above steps to show that for
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every input $|\psi_{12}\rangle$ there is an input $|\psi'_{\text{max}}\rangle$ such that

$$\|\Phi \otimes \Phi(\langle \psi_{12}\rangle\langle \psi_{12}\rangle)||^2_2 \leq \|\Phi \otimes \Phi(\langle \psi'_{\text{max}}\rangle\langle \psi'_{\text{max}}\rangle)||^2_2.$$ This concludes the proof.

At this point, it is important to note that the above lemma and the fact that $\|\Phi\|_2 = \|\Phi_\text{max}\|_2$ imply that $\|\Phi \otimes \Phi\|_2 \leq \|\Phi\|_2^2$ follows from $\|\Phi \otimes \Phi(\langle \psi'_{\text{max}}\rangle\langle \psi'_{\text{max}}\rangle)||^2_2 \leq \|\Phi\|_2^2$.

4.3 Proof of the Main Result

In this section, we will show that the difference $D_{\lambda,d}$ defined in (4.2.1) is always non-negative, which is equivalent to multiplicativity of the output 2-norm for $W_{\lambda,d}$. We state this as a theorem:

**Theorem 4.3.1.** For the depolarized Werner-Holevo channel $W_{\lambda,d}$, we have for $\lambda \in [0, 1], d \geq 2$:

$$\|W_{\lambda,d} \otimes W_{\lambda,d}\|_2 = \|W_{\lambda,d}\|_2^2$$

**Proof.** From Lemma 4.2.2 we see that the condition $D_{\lambda,d}(\langle \psi_{12}\rangle) \geq 0$ is equivalent to

$$S^2_\lambda |\langle \psi_{12}\rangle| \leq 2(S^2_\lambda + P^2_\lambda)(1 - \|\rho_{1}\|_2^2)$$

$$+ S_\lambda \|W_{\lambda,d}\|_2^2 \Tr(\rho_1 \rho_1^T + \rho_2 \rho_2^T),$$

where $P^2_\lambda = [Q^2_\lambda + (d - 2)R^2_\lambda]S_\lambda + (d - 2)Q^2_\lambda R^2_\lambda \geq 0$. Using Lemma 4.2.1 to write $\|W_{\lambda,d}\|_2^2$ as $(1 + \sqrt{d - 1})S_\lambda + (\lambda - \frac{1}{\sqrt{d - 1}})^2$, we see that it is sufficient to prove the
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following inequality

$$|\langle \psi_1 | \psi_1 \rangle|^2 \leq 2(1 - \|\rho_1\|^2_2) + (1 + \sqrt{d-1}) \text{Tr}(\rho_1 \rho_1^T + \rho_2 \rho_2^T)$$ (4.3.1)

(the boundary cases $\lambda = 0, 1$ follow from $1 \geq \|\rho_1\|^2_2$).

Since both the identity and the WH channel remain unchanged under complex conjugation, their convex combination inherits that property. With this in mind, Lemma 4.2.4 implies that we only need to check if:

$$|\langle \psi_{\max} | \psi_{\max} \rangle|^2 \leq 2(1 - \|\rho_1\|^2_2) + 2(1 + \sqrt{d-1}) \text{Tr}(\rho_1 \rho_1^T)$$ (4.3.2)

since $\rho_1 = \rho_2^T$ for $|\psi_{\max}\rangle = \sum_i \sqrt{\sigma_i} |e_i\rangle |e_i\rangle$. Moreover, $\|\rho_1\|^2_2 = \sum_{i=1}^d \sigma_i^2$, where some of the $\sigma_i$ may be zero. Applying Lemma 4.2.3 (and borrowing its notation w.l.o.g.), it follows that $\|\rho_1\|^2_2 \leq \sigma_d$. It becomes clear now that in order to prove (4.3.1), it is sufficient to show:

$$|\langle \psi_{\max} | \psi_{\max} \rangle|^2 \leq 2(1 - \sigma_d) + 2(1 + \sqrt{d-1}) \text{Tr}(\rho_1 \rho_1^T)$$ (4.3.3)

for $\sigma_d \geq 1/2$, since $|\langle \psi_{\max} | \psi_{\max} \rangle| \leq 1$ and $\text{Tr}(\rho_1 \rho_1^T) \geq 0$. We now compute the following two quantities:

$$|\langle \psi_{\max} | \psi_{\max} \rangle| = \sum_{i,j} \sqrt{\sigma_i \sigma_j} |\langle e_i | e_j \rangle|^2$$ (4.3.4)

$$\text{Tr}(\rho_1 \rho_1^T) = \sum_{i,j} \sqrt{\sigma_i \sigma_j} |\langle e_i | e_j \rangle|^2$$ (4.3.5)

We will need to treat dimensions $d \leq 4$ and $d \geq 5$ separately. For $d \leq 4$ we use
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Cauchy-Schwarz to get the following estimate for

\[
\left( \sum_{i,j} \sqrt{\sigma_i \sigma_j} |\langle e_i | e_j \rangle|^2 \right)^2
\]

\[
\leq \left( \sum_{i,j} \sigma_i \sigma_j |\langle e_i | e_j \rangle|^2 \right) \left( \sum_{i,j} |\langle e_i | e_j \rangle|^2 \right)
\]

\[
\leq d \sum_{i,j} \sigma_i \sigma_j |\langle e_i | e_j \rangle|^2
\]

\[
= d \text{Tr}(\rho_1 \rho_1^T) \quad (4.3.6)
\]

where we have used Parseval’s identity in the last inequality. Using (4.3.3) and (4.3.4) we see from estimate (4.3.6) that it is sufficient to show that \(d \leq 2(1 + \sqrt{d-1})\), which is true for \(d \leq 4\). We now turn our attention to the case \(d \geq 5\). We will need a different estimate than the one given in (4.3.6), since we need to make use of the assumption that \(\sigma_d \geq 1/2\) in order to lower the factor \(d\) in (4.3.6). We start by using Cauchy-Schwarz to get the following upper bound:

\[
\left( \sum_{i,j} \sqrt{\sigma_i \sigma_j} |\langle e_i | e_j \rangle|^2 \right)^2 \leq 3(I_1^2 + I_2^2 + I_3^2), \quad (4.3.7)
\]

where

\[
I_1 = \sum_j \sqrt{\sigma_d \sigma_j} |\langle e_d | e_j \rangle|^2
\]

\[
I_2 = \sum_i \sqrt{\sigma_i \sigma_d} |\langle e_i | e_d \rangle|^2
\]

\[
I_3 = \sum_{i \neq d,j \neq d} \sqrt{\sigma_i \sigma_j} |\langle e_i | e_j \rangle|^2
\]

A further application of Cauchy-Schwarz on \(I_1 = I_2\) and \(I_3\) will give us the desired
result. We start with an estimate for $I_1$. Noting that one of the summation indices is fixed to $d$, we get

$$I_1^2 = \left( \sum_j \sqrt{\sigma_d \sigma_j} |\langle e_d | e_j \rangle|^2 \right)^2$$

$$\leq \left( \sum_j \sigma_d \sigma_j |\langle e_d | e_j \rangle|^2 \right) \left( \sum_j |\langle e_d | e_j \rangle|^2 \right)$$

$$= \sum_j \sigma_d \sigma_j |\langle e_d | e_j \rangle|^2$$

$$\leq \text{Tr}(\rho_1 \rho_1^T)$$

Similarly, we have $I_2^2 \leq \text{Tr}(\rho_1 \rho_1^T)$. Since $1 + \sqrt{d - 1} \geq 3$ for $d \geq 5$, we see from (4.3.3) and (4.3.7) that it remains to show $3 I_3^2 \leq 2 (1 - \sigma_d)$. We have

$$I_3^2 = \left( \sum_{i \neq d, j \neq d} \sqrt{\sigma_i \sigma_j} |\langle e_i | e_j \rangle|^2 \right)^2$$

$$\leq \left( \sum_{i \neq d, j \neq d} \sigma_i |\langle e_i | e_j \rangle|^2 \right)^2$$

$$\leq \left( \sum_{i \neq d} \sigma_i \right)^2$$

$$= (1 - \sigma_d)^2$$

It remains to show that $3 (1 - \sigma_d)^2 \leq 2 (1 - \sigma_d) \Leftrightarrow (1 - \sigma_d)(3\sigma_d - 1) \geq 0$, which follows from our earlier observation that we only need to consider $\sigma_d \in [\frac{1}{2}, 1]$.

4.4 Beyond entrywise positivity

In this section, we show that the depolarized Werner-Holevo channels satisfy multiplicativity despite having a more complex structure than quantum channels satisfying a condition sufficient for multiplicativity of the maximal output 2-norm.
Proposition 4.4.1. The depolarized Werner-Holevo channels $\mathcal{W}_{\lambda,d}$ with $\lambda \in (0,1)$ and $d \geq 3$ do not satisfy the following entrywise-positivity (EP) condition: There exists an orthonormal basis $\{|e_i\rangle\}_{i=1}^d$ of $\mathbb{C}^d$ such that

$$\text{Tr} \mathcal{W}_{\lambda,d}(|e_i\rangle\langle e_i|) \mathcal{W}_{\lambda,d}(|e_j\rangle\langle e_k|) \geq 0, \quad \forall i,j,k,l.$$

Proof. One can check that $\text{Tr} \mathcal{W}_{\lambda,d}(|e_i\rangle\langle e_i|) \mathcal{W}_{\lambda,d}(|e_j\rangle\langle e_k|)$ is given by:

$$\left[\lambda^2 + \left(\frac{1-\lambda}{d-1}\right)^2\right] \delta_{i,j} \delta_{k,l} + \left[\frac{2\lambda(1-\lambda)}{d-1} + (d-2)\left(\frac{1-\lambda}{d-1}\right)^2\right] \delta_{i,l} \delta_{j,k} - \frac{2\lambda(1-\lambda)}{d-1} \langle e_i|\overline{e_k}\rangle \langle \overline{e_l}|e_j\rangle,$$

where $|\overline{e_k}\rangle$ denotes the complex conjugate of $|e_k\rangle$, as before. Now, taking $i = j, k \neq l$ in the above expression, we see that the EP condition implies:

$$\langle e_i|\overline{e_k}\rangle \langle \overline{e_l}|e_i\rangle \leq 0, \quad \forall i,k \neq l.$$

Summing over $i$ in the above inequality gives us 0, which implies that:

$$\langle e_i|\overline{e_k}\rangle \langle \overline{e_l}|e_i\rangle = 0, \quad \forall i,k \neq l. \quad (4.4.1)$$

Fixing $l$, we choose $i = \pi(l)$ such that $\langle \overline{e_l}|e_{\pi(l)}\rangle \neq 0$ (we can always find such a $\pi(l)$, since otherwise $|\overline{e_l}\rangle = 0$; a contradiction to $|\overline{e_l}\rangle$ being an orthonormal basis vector). Condition $(4.4.1)$ then implies that $\langle e_{\pi(l)}|\overline{e_k}\rangle = 0, \forall k \neq l$. Since the $\{|\overline{e_k}\rangle\}$ form an orthonormal basis, it follows that $|e_{\pi(l)}\rangle = |\overline{e_l}\rangle, \forall l$. We may now rewrite the EP condition as:

$$\left[\lambda^2 + \left(\frac{1-\lambda}{d-1}\right)^2\right] \delta_{i,j} \delta_{k,l} + \left[\frac{2\lambda(1-\lambda)}{d-1} + (d-2)\left(\frac{1-\lambda}{d-1}\right)^2\right] \delta_{i,l} \delta_{j,k} \geq \frac{2\lambda(1-\lambda)}{d-1} \delta_{i,\pi(k)} \delta_{j,\pi(l)}.$$
Choosing \( i = \pi(k), j = \pi(l) \) and \( k \neq l \), the above condition becomes:

\[
\left[ \frac{2\lambda(1 - \lambda)}{d - 1} + (d - 2) \left( \frac{1 - \lambda}{d - 1} \right)^2 \right] \delta_{\pi(k),l} \delta_{\pi(l),k} \geq \frac{2\lambda(1 - \lambda)}{d - 1}
\]

The EP condition forces \( \pi(l) = k, \forall k \neq l \) (note that \( \pi(k) = l \) then follows from the definition of \( \pi(k), \) which is impossible for \( d \geq 3 \). For \( d = 2 \), choosing \( |e_1\rangle = \frac{|0\rangle + i|1\rangle}{\sqrt{2}} \) satisfies the EP condition.

\[\Box\]

### 4.5 Discussion

We have shown that for depolarized Werner-Holevo channels the maximum output 2-norm is multiplicative. For \( \lambda \in (0, 1) \) and \( d \geq 3 \), the depolarized Werner-Holevo maps do not satisfy the entrywise-positivity (EP) condition introduced by C. King and M.B. Ruskai in [34, 35], which makes our result non-trivial. Moreover, a closer look at Lemma 4.2.4 in conjunction with random unitary channels may yield a counterexample for the multiplicativity of the maximal output 2-norm in the vein of [64].
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