On suitability of modified Weibull extension distribution in modeling product lifetimes and reliability
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Abstract
The Weibull distribution (WD) is an important lifetime model. Due to its prime importance in modeling life data, many researchers have proposed different modifications of WD. One of the most recent modifications of WD is Modified Weibull Extension distribution (MWEM). The MWEM has been shown better in modeling lifetime data as compared to WD. However, in comparison with other modifications of WD, in modeling product lifetimes and reliability, it is missing in the current literature. We have attempted to bridge up this gap. The Bayesian methods have been proposed for the analysis under non-informative (uniform) and informative (gamma) priors. Since the Bayes estimates for the model parameters were not available in closed form, the Lindley’s approximation (LA) has been used for numerical solutions. Based on detailed simulation study and real life analysis, it has been concluded that Bayesian methods performed better as compared to maximum likelihood estimates (MLE) in estimating the model parameters. The MWEM performed better than eighteen other modifications of WD in modeling real datasets regarding electric and mechanical components. The reliability and entropy estimation for the said datasets has also been discussed. The estimates for parameters of MWEM were quite consistent in nature. In case of small samples, the performance of Bayes estimates under ELF and informative prior was the best. However, in case of large samples, the choice of prior and loss function did not affect the efficiency of the results to a large extend.
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Introduction
The use of WD in reliability engineering is very frequent due to its flexibility in modeling the life datasets. It has increasing, decreasing, or constant hazard rate function. These kinds of models are very useful in reliability engineering while modeling the complete life cycle of a system. Due to its popularity, many researchers have introduced different modifications of this model to make it more flexible. Some valuable contributions regarding the classical and Bayesian analysis for the various modifications of the WD have been discussed in the following. Silva et al.¹ introduced five parametric
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lifetime distribution named as beta modified WD which was used for modeling phenomenon with monotone failure rates. Using real life dataset, the proposed model was proved to be better model as compared to exponentiated Weibull, generalized modified Weibull and modified Weibull distribution. Almalki and Yuan\(^2\) introduced a new modified WD and obtained moment estimates and maximum likelihood estimate (MLE) using order statistics. The Bayes estimates were obtained using LA. Ahmad and Iqbal\(^3\) proposed the generalized flexible Weibull extension distribution and compared its applicability with different conventional life models, such as flexible Weibull extension, Weibull, Rayleigh and exponential distribution. The proposed model was explored to be an appealing alternative to the competing models. El-Morshedy et al.\(^4\) introduced three parametric exponentiated inverse flexible Weibull extension distribution and compared its performance with various modification of WD. The other recently introduced modifications of WD and their estimation can be seen from the contributions of Tahir et al.\(^5\) Cordeiro et al.\(^6\) Basheer,\(^7\) Hassan et al.\(^8\) and Afify et al.\(^9\)

The Bayesian estimation of modifications of the WD has also attracted the attention of many researchers. Kaur et al.\(^10\) implemented the Bayesian and semi Bayesian estimation of generalized inverse WD parameters using LA. Nofal et al.\(^11\) proposed transmuted exponentiated additive WD and estimated the concerned model parameters using classical and Bayesian methods. Similarly, the MLE and Bayesian estimation was considered for Burr XII exponential distribution,\(^12\) modified beta modified WD,\(^13\) beta exponentiated modified Weibull distribution,\(^14\) inverse WD,\(^15\) exponentiated inverse Rayleigh distribution,\(^16\) and transmuted exponentiated modified Weibull distribution.\(^17\) The other important contributions regarding Bayesian analysis of the other models are available in the following contributions. Feroze\(^18\) proposed Bayesian improved estimation for highly skewed data. Feroze et al.\(^19\) considered analysis of heterogeneous datasets having detection limits via improved Bayes estimates. Feroze et al.\(^20\) proposed Bayesian estimation for models with U-shaped hazard rate. Alshenawy et al.\(^21\) discussed the Bayesian analysis for Burr distribution. Tung et al.\(^22\) proposed a class of Bayes estimates for estimating a novel modification of the Weibull model. Ajmal et al.\(^23\) considered Bayesian analysis for randomly censored samples from Weibull distribution. Chacko and Mohan\(^24\) proposed Bayesian analysis of Weibull model under random censoring.

Many of the reliability datasets can be modeled by using a model having bathtub hazard rate function. Many authors have considered the modeling of bathtub curve. However, majority of those models are not the generalization of the Weibull model. Due to versatility of the Weibull model it can be interesting to model the bathtub-shaped hazard rate function by extension of Weibull model. The modified Weibull extension model (MWEM), proposed by Xie et al.\(^25\) is convenient for lifetime modeling with three model parameters. In modeling the bathtub curve, the use of this model has some advantages over the other Weibull extension models. As this model has less number of parameters, the confidence interval for the shape parameter and joint confidence interval can be derived explicitly. Xie et al.\(^25\) showed that this model can produce more efficient results, in modeling lifetime data, as compared to Weibull and exponentiated Weibull model. Yang et al.\(^26\) considered the MWEM to estimate the reliability of satellites. The orbit lifetime dataset was used for analysis. The Bayesian approach was used for numerical estimation. Different models such as Weibull, mixed Weibull were compared with MWEM in modeling the said data. However, the MWEM was found to be the most efficient model in estimating the satellite reliability.

We have compared the performance of MWEM with eighteen other modifications of WD using different real datasets. In addition, we have conducted the detailed analysis of three-parametric MWEM under Bayesian approach. The non-informative (uniform) prior and informative (conjugate gamma) prior has been assumed for the Bayesian estimation. In addition, different loss functions such as, squared error loss function (SELF), quadratic loss function (QLF), precautionary loss function (PLF), and entropy loss function (ELF) have been used for the posterior estimation. As the posterior estimates do not have explicit forms, LA has been used for the numerical solutions. The results from the study suggest that MWEM performed better than other three to six parametric modifications of the WD. The proposed Bayes estimates for the parameters of MWEM were consistent in nature.

The rest of the article is arranged in the following sections. Section-2 contains the methods to estimate the parameters of MWEM. The numerical estimation of model parameters from MWEM and comparison of MWEM with other modifications of WD has been reported in Section-3. Finally, Section-4 concludes the article.

### Methods

The probability density function (PDF) of the MWEM is

\[
f(x | \alpha, \beta, \lambda) = \beta \lambda \left(\frac{x}{\alpha}\right)^{\beta - 1} \text{Exp}\left[\left(\frac{x}{\alpha}\right)^{\beta} + \lambda \left\{1 - \text{Exp}\left(\frac{x}{\alpha}\right)^{\beta}\right\}\right]
\]  

(1)

where \(\alpha\) represents the location parameter, \(\beta\) is the shape parameter, \(\lambda\) is the scale parameter, and \(\text{Exp}\) is the exponential function. The parameters of MWEM are estimated using Bayesian approach. The non-informative (uniform) prior and informative (conjugate gamma) prior have been used for the posterior estimation. As the posterior estimates do not have explicit forms, LA has been used for the numerical solutions.
where $\alpha, \beta, \lambda \geq 0$ are the parameters of the model and $x \geq 0$.  

The cumulative distribution function (CDF) of the MWEM is

$$F(x | \alpha, \beta, \lambda) = 1 - \exp \left[ \lambda \alpha \left( 1 - \exp \left( x / \alpha \right)^\beta \right) \right], \quad \alpha, \beta, \lambda \geq 0, t \geq 0$$  

(2)

The reliability function for the MWEM is

$$R(x | \alpha, \beta, \lambda) = \exp \left[ \lambda \alpha \left( 1 - \exp \left( x / \alpha \right)^\beta \right) \right], \quad \alpha, \beta, \lambda \geq 0, t \geq 0$$  

(3)

The failure rate function for the MWEM is

$$r(x | \alpha, \beta, \lambda) = \beta \left( x / \alpha \right)^{\beta - 1} \exp \left( x / \alpha \right)^\beta$$  

(4)

The quantile function of MWEM is

$$q(x | \alpha, \beta, \lambda) = \alpha \log \left[ \left( 1 - \frac{1}{\beta \alpha} \right) + (1 - u) \right]^{1/\lambda}$$  

(5)

where $\alpha$ is a scale parameter and $\beta, \lambda$ are shape parameters and “$u$” is uniformly distributed over range (0, 1). The Weibull distribution is special case of MWEM model. For $\beta \geq 1$, the hazard rate function of MWEM is an increasing function and for $\beta \leq 1$ the hazard rate function is a bathtub-shaped.

**Likelihood function under complete dataset**

The likelihood function for MWEM using a sample of size “$n$” is

$$L(\alpha, \beta, \lambda; x) = \beta^n \alpha^n \prod_{i=1}^{n} \left( \frac{x_i}{\alpha} \right)^{\beta - 1} \exp \left[ \frac{x_i}{\alpha} \beta + \lambda \alpha \left( 1 - \exp \left( \frac{x_i}{\alpha} \right)^\beta \right) \right]$$  

(6)

**Prior distributions for parameters of MWEM**

The additional advantage of the Bayesian methods is that they can incorporate the prior information to update the current state of knowledge about the model parameters. This study includes the assumption of non-informative and informative priors for Bayesian estimation under different loss functions.

The joint non-informative (uniform) prior for the parameters of MWEM is:

$$g_1(\Omega_1) \propto 1$$  

(7)

where $\Omega_1 = (\alpha, \beta, \lambda)$

The joint informative prior assuming gamma prior for each parameter of MWEM is:

$$g_2(\Omega_1) \propto \alpha^{a_1 - 1} \beta^{a_2 - 1} \lambda^{a_3 - 1} e^{-(ab_1 + \beta b_2 + \lambda b_3)}$$  

(8)

where $a_1, a_2, a_3, b_1, b_2, b_3$ are hyper-parameters.

**Posterior distribution and loss functions**

The posterior distribution under uniform prior

$$P(\alpha, \beta, \lambda | x) \propto \beta^n \lambda^n \prod_{i=1}^{n} \left( \frac{x_i}{\alpha} \right)^{\beta - 1} \exp \left[ \frac{x_i}{\alpha} \beta + \lambda \alpha \left( 1 - \exp \left( \frac{x_i}{\alpha} \right)^\beta \right) \right]$$  

(9)

The posterior distribution under Gamma prior

$$P(\alpha, \beta, \lambda | x) \propto \beta^n \lambda^n \prod_{i=1}^{n} \left( \frac{x_i}{\alpha} \right)^{\beta - 1} \exp \left[ \frac{x_i}{\alpha} \beta + \lambda \alpha \left( 1 - \exp \left( \frac{x_i}{\alpha} \right)^\beta \right) \right] \times \left( \alpha^{a_1 - 1} \beta^{a_2 - 1} \lambda^{a_3 - 1} e^{-(ab_1 + \beta b_2 + \lambda b_3)} \right)$$  

(10)

As the closed form expressions for the Bayes estimates of model parameters under SELF, PLF, QLF, and ELF are not possible, the Bayesian approximate method, namely, LA has been used to obtain the numerical solutions for model parameters under the said loss functions.

The introduction of the loss functions used in the study is presented in the following.

The SELF is defined as: $L(\alpha, \alpha_{SELF}) = (\alpha - \alpha_{SELF})^2$. The Bayes estimator and posterior risks under SELF are $\alpha_{SELF} = E(\alpha)$ and $P(E(\alpha)) = (E(\alpha))^2$, respectively. The PLF is defined as $L(\alpha_{PLF}, \alpha) = (\alpha_{PLF} - \alpha)^2$. The Bayes estimator and posterior risk considering PLF are $\alpha_{PLF} = \left( E(\alpha^2) / 2 \right)$ and $P(E(\alpha)) = 2(\alpha_{PLF} - E(\alpha))$, respectively. The QLF is defined as $L(\alpha, \alpha_{QLF}) = (\alpha - \alpha_{QLF})^2$. The Bayes estimator and posterior risk using QLF are $\alpha_{QLF} = E(\alpha^{-1})^{-1}$ and $P(E(\alpha)) = E\left(\frac{1}{\alpha}\right)^2 = 1 - E\left(\frac{1}{\alpha}\right)^{-1}$, respectively. The ELF is defined as $L(\alpha, \alpha_{ELF}) = \left( \frac{\alpha_{ELF}}{\alpha} \right) - \ln \left( \frac{\alpha_{ELF}}{\alpha} \right) - 1$. The Bayes estimator and posterior risk for ELF are $\alpha_{ELF} = E(\alpha^{-1})^{-1}$ and $P(E(\alpha)) = E\{L(\alpha_{ELF}, \gamma)\} = E\{\ln(\alpha)\} - \ln(\alpha_{ELF})$, respectively.

**Lindley’s approximation**

Having sufficiently large samples, Lindley27 proposed that function of the form

$$I(\Omega) = E[h(\Omega)] = \int \frac{h(\Omega) e^{(\Omega, \gamma)}}{G(\Omega) / \Omega} d\Omega$$  

(11)

where $\Omega = (\alpha_1, \alpha_2, \beta_1, \beta_2, \lambda_1, \lambda_2)$, $h(\Omega)$ is some function involving $\Omega$, $I(\Omega | x)$ is the logarithmic of likelihood.
function, and $G(\Omega)$ in the logarithmic of $g(\Omega)$ given in (3), can be given in the following form

$$I(\Omega) = h(\hat{\Omega}) + (h_1 v_1 + h_2 v_2 + h_3 v_3 + v_4 + v_5 + \frac{1}{2}(K_1 W_1 + K_2 W_2 + K_3 W_3))$$

where $\hat{\Omega}$ is MLE of the parametric set $\Omega$, $W_t = h_1 S_1 + h_2 S_2 + h_3 S_3$, $K_t = S_{11} L_{11} + S_{22} L_{22} + S_{13} L_{13} + 2 S_{12} L_{12} + 2 S_{13} L_{13}$, $v_t = A_1 S_{11} + A_2 S_{12} + A_3 S_{13}$, $v_6 = h_5 S_{12} + h_4 S_{13} + h_3 S_{23} + h_3 S_{23}$, $v_7 = \frac{1}{2}(h_1 S_{11} + h_2 S_{22} + h_3 S_{33})$, $A_t = \frac{\partial G(\Omega)}{\partial \Omega_t}$, $t = 1, 2, 3$, $\Omega = (\alpha_1, \alpha_2, \beta_1, \beta_2, \lambda_1, \lambda_2)$, $h_m = \frac{\partial^2 h(\Omega)}{\partial \Omega_t \partial \Omega_u}$, $L_{uu} = \frac{\partial^2 L(\Omega)}{\partial \Omega_t \partial \Omega_u}$, $t, u = 1, 2, 3$, $L_{uk} = \frac{\partial^2 L(\Omega)}{\partial \Omega_t \partial \Omega_k}$, $t, u, k = 1, 2, 3$, and $S_{ik}$ is the $(t, u)^{th}$ element of the inverse of the matrix $\{L_{uu}\}$, where the elements of $\{L_{uk}\}$ will be evaluated using MLEs of the model parameters.

### Results and discussion

This section has two main parts. The first part presents the comparison of MWEM with eighteen other modifications of WD using two real datasets. The competing modifications of the WD involve three to six parameters. The second part reports the detailed simulation study for comparing different estimates for the parameters of MWEM. The said comparison has been made between MLE and Bayes estimates using different priors and loss functions. In particular, we have assumed informative (gamma) priors and non-informative (uniform) priors for estimation of the model parameters. Additionally, the SELF, PLF, QLF, and ELF have been used for comparing estimates under Bayesian methods.

### Comparison of MWEM with modifications of WD using real datasets

We have used two real datasets reported by Murthy et al.\textsuperscript{28} dataset-1 (D1) represents the lifetimes of 20 electrical component having following observations 0.03, 0.12, 0.22, 0.35, 0.73, 0.79, 1.25, 1.41, 1.52, 1.79, 1.80, 1.94, 2.38, 2.40, 2.87, 2.99, 3.14, 3.17, 4.72, and 5.09. The dataset-2 (D2) contains the observations regarding number of shocks before failure of system. The data are 2, 3, 6, 7, 9, 9, 10, 10, 11, 12, 12, 12, 13, 13, 15, 16, 16, and 18. The summary statistics for these data have been given in Table 1.

The goodness-of-fit results for MWEM using the real datasets and estimates of the parameters of MWEM, -2log-likelihood value, AIC, BIC K-S, and p-value, have been given in Table 2. From this table, it can be seen that MWEM fits both datasets efficiently. The $p$-values for goodness of fit using K–S test are 0.8 and 0.96, respectively, which reveals that the fits are quite good.

The modeling capability of the proposed model has been compared with different modifications of WD. These modification include Weibull Extended Generalized Exponential Distribution (WEGED), Weibull Extended Generalized Rayleigh Distribution (WEGRD), Weibull Extended Generalized Weibull Distribution (WEGWD), Weibull Extended Generalized Gamma Distribution (WEGGD), Weibull Extended Generalized Gamma Distribution (WEGGD)

### Table 1. Description of real datasets.

| Dataset | N | Mean | Median | SD  | Skewness | Kurtosis |
|---------|---|------|--------|-----|----------|----------|
| D1      | 20| 1.9355 | 1.7950 | 1.4361 | 0.6025   | 2.7201   |
| D2      | 20| 10.6500 | 11.5000 | 4.2831 | -0.3589  | 2.4970   |

### Table 2. Goodness of fit for MWEM using different real data sets.

| Dataset | $\alpha$ | $\beta$ | $\lambda$ | $-2LL$ | AIC | BIC | K–S | p-Value |
|---------|----------|---------|-----------|------|-----|-----|-----|---------|
| D1*     | 0.2201   | 0.6879  | 1.1678    | 62.9395 | 68.9395 | 71.9267 | 0.2201 | 0.9802  |
| D2*     | 0.0061   | 0.3740  | 0.0436    | 112.8188 | 118.8188 | 121.8060 | 0.0061 | 0.9631  |

* $D_i$, denotes $i^{th}$ real dataset.
Generalized lognormal Distribution (WEGLND), Weibull Extended Generalized Burr XII Distribution (WEGBXIID), Weibull Extended Generalized Chi-square Distribution (WEGCSD), Weibull Extended Generalized Frechet Distribution (WEGFD), Weibull Extended Generalized Gompertz Distribution (WEGGOD), Weibull Extended Generalized Log-Frechet Distribution (WEGLFD), Weibull Extended Generalized Lomax Distribution (WEGDLOD), Weibull Extended Generalized Log-Logistic Distribution (WEGLLD), Exponentiated Weibull Distribution (EWD), Beta Extended G Weibull Distribution (BEGWD), Exponentiated Kumaraswamy Weibull Distribution (EKWD), Exponentiated Generalized Weibull Distribution (EGWD), Gamma GI Weibull Distribution (GGIWD), and Gamma GII Weibull Distribution (GGIIWD). Tables 3 and 4 represent the comparison of MWEM with eighteen other modifications of the WD, having three to six parameters. From these tables, it can be accessed that the fits under MWEM are better than those under other modifications of the WD for both datasets. Hence, the MWEM is a

Table 3. Comparison of MWEM with different modifications of WD using D1.

| Models          | No. of parameters | LL      | AIC      | BIC      | K–S  | p-Value |
|-----------------|-------------------|---------|----------|----------|------|---------|
| MWEM            | 3                 | 62.9395 | 68.9395  | 71.9266  | 0.0981 | 0.9802  |
| EWD             | 3                 | 62.9336 | 68.9336  | 71.9908  | 0.1077 | 0.9553  |
| GGI WD          | 3                 | 63.2446 | 69.2446  | 72.2318  | 0.1031 | 0.9689  |
| GGI WD          | 3                 | 65.4352 | 71.4352  | 74.4404  | 0.1185 | 0.8598  |
| WEGED           | 4                 | 65.8032 | 71.8032  | 74.7861  | 0.1258 | 0.8710  |
| WEGRD           | 4                 | 69.7392 | 75.7392  | 78.7179  | 0.1469 | 0.7365  |
| WEGCSD          | 4                 | 67.0812 | 73.0812  | 76.0641  | 0.1248 | 0.8768  |
| EGWD            | 4                 | 62.9336 | 68.9336  | 71.936   | 0.1077 | 0.9553  |
| WEGWD           | 5                 | 64.4788 | 70.4788  | 73.4575  | 0.1269 | 0.8649  |
| WEGGD           | 5                 | 67.3676 | 73.3676  | 76.3463  | 0.1152 | 0.9262  |
| WEGLND          | 5                 | 68.2076 | 74.2076  | 77.1863  | 0.1333 | 0.8237  |
| WEGBX IID       | 5                 | 67.708  | 73.708   | 76.6867  | 0.1426 | 0.7593  |
| WEGFD           | 5                 | 67.5358 | 73.5358  | 76.5145  | 0.1131 | 0.9353  |
| WEGGOD          | 5                 | 66.221  | 72.221   | 75.1997  | 0.1294 | 0.8492  |
| WEGLFD          | 5                 | 64.2568 | 70.2568  | 73.2355  | 0.1165 | 0.9203  |
| WEGDLOD         | 5                 | 66.5558 | 72.5558  | 75.5345  | 0.115  | 0.9271  |
| WEGLLD          | 5                 | 66.9206 | 72.9206  | 75.8993  | 0.1167 | 0.9193  |
| BEWD            | 5                 | 63.116  | 69.116   | 72.0947  | 0.1021 | 0.9713  |
| EKWD            | 6                 | 62.6028 | 68.6028  | 71.5772  | 0.1158 | 0.9235  |

Table 4. Comparison of MWEM with different modifications of WD using D2.

| Models          | No. of parameters | LL      | AIC      | BIC      | K–S  | p-Value |
|-----------------|-------------------|---------|----------|----------|------|---------|
| MWEM            | 3                 | 112.8188| 118.8188 | 121.806  | 0.1121 | 0.9631  |
| EWD             | 3                 | 113.1502| 119.1502 | 122.1374 | 0.1243 | 0.9168  |
| GGI WD          | 3                 | 115.4906| 121.4906 | 124.4778 | 0.1465 | 0.7839  |
| GGI WD          | 3                 | 114.2340| 120.2340 | 123.2212 | 0.1349 | 0.8565  |
| WEGED           | 4                 | 113.4784| 119.4784 | 122.4613 | 0.1339 | 0.8659  |
| WEGRD           | 4                 | 114.3922| 120.3922 | 123.3709 | 0.1336 | 0.8652  |
| WEGCSD          | 4                 | 111.0092| 117.0092 | 120.9921 | 0.1372 | 0.8461  |
| EGWD            | 4                 | 118.8880| 124.8880 | 127.8709 | 0.2172 | 0.3019  |
| WEGWD           | 5                 | 113.5236| 120.5236 | 123.5023 | 0.1322 | 0.8755  |
| WEGGD           | 5                 | 113.0460| 119.0460 | 122.0247 | 0.1508 | 0.7536  |
| WEGLND          | 5                 | 113.8738| 120.8738 | 123.8525 | 0.1232 | 0.9209  |
| WEGBX IID       | 5                 | 113.9338| 120.9338 | 123.9125 | 0.1405 | 0.8249  |
| WEGFD           | 5                 | 113.8506| 120.8506 | 123.8293 | 0.1266 | 0.9056  |
| WEGGOD          | 5                 | 113.1736| 119.1736 | 122.1523 | 0.1327 | 0.8726  |
| WEGLFD          | 5                 | 113.3956| 120.3956 | 123.3743 | 0.1317 | 0.8788  |
| WEGDLOD         | 5                 | 113.7966| 120.7966 | 123.7753 | 0.1241 | 0.9179  |
| WEGLLD          | 5                 | 113.8428| 120.8428 | 123.8215 | 0.1270 | 0.9034  |
| BEWD            | 5                 | 113.9098| 120.9098 | 123.8885 | 0.1474 | 0.7779  |
| EKWD            | 6                 | 113.9048| 120.9048 | 123.8792 | 0.1193 | 0.9383  |
promising alternative candidate to various complex modifications of WD in modeling different lifetime data sets.

The amounts of MSEs associated with estimates under MLE and Bayesian methods, using D1 and D2, have been presented in Figures 1 and 2, respectively. These figures elucidate that all the estimation methods have provided satisfactory estimates. However, the estimates under ELF are slightly better than those under MLE, SELF, QLF, and PLF.

Since the estimation under ELF outperformed its counterparts, we have reported the description of estimates under ELF in detail. For that purpose, the density plots and CDF plots for both real datasets have been reported in Figures 3–6, respectively. These figures indicate that the estimates under ELF have been quite efficient in describing the behavior of each real datasets. This is due to the fact that estimated density

Figure 1. MSEs for estimates using real dataset-1.

Figure 2. MSEs for estimates using dataset-2.

Figure 3. Density curve for uncensored real D1.

Figure 4. CDF plot for D1 using estimates under ELF.

Figure 5. Density curve for uncensored real D2.
curves and CDF curves, under ELF, are quite closer to the corresponding empirical curves.

Reliability estimation from MWEM. The reliability plots, under different estimation methods MLE and Bayes have been reported in Figures 7 and 8. These figures have been obtained using D1 and D2 respectively. The reliability curves under proposed estimates have been compared to those under Kaplan-Meier method. From the represented figures, it can be seen that reliability curves under ELF are closer to the empirical reliability curves, especially in case of D2. Hence the proposed estimator under ELF can be efficiently used to study reliability of products using MWEM.

Entropy estimation for MWEM. This section contains the entropy estimation for MWEM using D1 and D2, respectively. Here we estimate only two types of entropy namely Shannon's entropy and Renyi's entropy and also find Gini index and presented the Lorenz curves for MWEM.

The Shannon entropy and Renyi entropy are used to measure the diversity in the systems. The results for Shannon's and Renyi’s entries using real datasets have been reported in Table 5. From the results it can be assessed that the diversity in D2 is lower than D1. The pattern is similar both under Shannon’s and Renyi's entropy. The result for the Gini index has also been placed in the Table 5. The results for Gini index are again relatively lower for D2 as compared to D1.

The Lorenz curves for D2, given in Figure 9, has less difference from the baseline curves, suggesting the less inequality of the observation in data. On the other hand, the Lorenz curve for D1, given in Figure 10, exhibit more spread from the respective baseline curves suggesting slightly increase inequality in the distribution of data.

Simulation study

This section contains the simulation study for the proposed Bayes estimates and MLEs using different sample size, different parametric values, different loss functions, under informative prior (I.P) and non-informative prior (N.I.P). Tables A1–A9, given in appendix, reports the estimates for the parameters of MWEM using different simulated datasets. The graphs for amounts of mean square errors (MSEs) associated with estimates using simulated datasets of size \( n = 20 \) and 100 for different parametric values, have been placed in Figures 11 to 19. In the said figures, MLE1 along X-axis represents the amount of MSEs associated with estimates under MLE using \( n = 20 \), while the amount of MSEs under SELF, PLF, QLF, and ELF using \( n = 20 \) have represented by SELF1, QLF1,
PLF₁, and ELF₁. On the other hand, the amounts of MSEs under different loss function, for \( n = 100 \) have been denoted by SELF₂, QLF₂, PLF₂, and ELF₂. From Figures 11–19, it can be assessed that the amounts of MSEs for \( n = 100 \) are considerably smaller as compared to those for \( n = 20 \). Hence, the MSEs tend to decrease by increasing the sample size. Further, the amounts of MSEs under Bayesian estimation are smaller than those under MLEs for \( n = 20 \). However, for \( n = 200 \), the amounts of MSEs under all estimation methods are fairly closer. Additionally, the amounts of MSEs are the minimum under ELF, with only few exceptions. Hence, the results from simulate uncensored datasets revealed that the posterior estimation under ELF can provide gains in efficiencies for estimating the model parameter from MWEM for small to moderate samples sizes.

The detailed comparison among different estimates has been reported in Tables A1–A9, given in Appendix.

### Table 5. Entropy estimation from MWEM using different real datasets.

| Datasets | \( n \) | Shannon’s entropy | Renyi’s entropy | Gini index |
|----------|--------|-------------------|----------------|------------|
|          |        | \( z(x) \) | SD (x) | \( z(x) \) | SD (x) |         |
| D1       | 20     | 2.6793 | 0.4565 | 2.9081 | 1.1316 | 0.4123 |
| D2       | 20     | 2.2232 | 0.3507 | 2.5075 | 1.0054 | 0.2250 |

**Figure 9.** Lorenz curve for MWEM using D2.

**Figure 10.** Lorenz curve for MWEM using D1.

**Figure 11.** MSEs using \( \alpha = 1, \beta = 1, \) and \( \lambda = 1 \).

**Figure 12.** MSEs using \( \alpha = 1, \beta = 2, \) and \( \lambda = 1 \).
The amounts of MSEs have been presented in the bold fonts. The estimate with lower values of MSEs is considered a better estimate. In particular, the comparison between MLE and Bayesian estimation has been considered. Additionally, in case of Bayesian inference the estimates have been compared with respect to (i) informative and non-informative priors (ii) different loss functions. The detailed comparison has been carried out using different sample sizes and various parametric values. In case of informative prior, the values of hyper-parameters have been chosen using prior mean approach. The prior mean approach chooses the values for hyper-parameters in such a way that the prior mean becomes equal to the assumed true value of the parameters.

The results from the analysis suggest that Bayes estimates performed better than MLE especially in small samples, as the amounts of MSEs associated with estimates under Bayesian inference are smaller than those under MLEs. On the other hand, in case of Bayes estimates, the estimates under informative prior are better than those under non-informative prior. Further, the estimates under ELF are better than those under SELF, PLF, and QLF for (i) each sample size, (ii) each parametric set, and (iii) under both priors. Hence, the performance of estimates under ELF assuming informative prior is superior to their counter parts.

**Conclusion**

The study has been conducted to analyze the recently introduced MWEM using Bayesian approach. The applicability of the model has been compared with other modification of WD using two real datasets. The detailed simulation studies have been carried out using different datasets. The simulated datasets have been generated using different sample sizes and various true parametric values. Based on the simulated datasets, the
comparison between MLEs and Bayes estimates has been made. This comparison is based on amounts of MSEs, AICs, BICs, K–S statistics, and corresponding p-values. In case of Bayesian estimation, the comparison among different Bayes estimates has been considered with respect to different priors Informative and Non-Informative and using four loss functions namely SELF, PLF, QLF, and ELF. Since the closed form Bayes estimates were not possible, LA was used to obtain the numerical solution. Based on detailed analysis, the study reached the following conclusions.

1. The comparison of Bayesian estimation with MLE suggested the better performance of the Bayes estimators, especially in smaller sample sizes \( n \leq 20 \). The proposed estimators are also consistent in nature.

2. In comparison of prior information it has been observed that the results under informative priors were slightly better than those under non-informative priors. However, the difference in the results under non-informative and informative priors was not drastic in large samples. Hence, the proposed estimators are quite insensitive with respect to change in the prior information, especially in large samples. As far as the comparison of loss functions is concerned, the Bayes estimates were superior under ELF as compared to their counterparts.

3. The comparison of MWEM with eighteen other modifications of the WD based on two real datasets suggested that the MWEM is superior to its counterparts in modeling these data.

4. The Shannon’s and Renyi’s entropies suggested that diversity is low in dataset-2 as compared to dataset-1. It was interesting to observe that the performance of MWEM was comparatively better for datasets with lower diversity. The reliability estimation from MWEM has also been considered using real datasets. The estimates based on ELF were better able to represent the behavior of reliability curves.

The study has explored the MWEM as an appealing alternative to WD and its modifications in modeling life data. The study will be useful for the researchers dealing with lifetime data needing more flexibility in modeling.
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## Appendix

### Table A1. MLEs, BEs, and MSEs (in bold fonts) for using complete data for $\alpha = 1$, $\beta = 2$, and $\lambda = 1$.

| N  | I.P               | (MLE SELF PLF QLF ELF SELF PLF QLF ELF) | N.I.P               | (SELF PLF QLF ELF) |
|----|-------------------|----------------------------------------|---------------------|--------------------|
| 20 | $\alpha$          | 1.1370 1.1257 1.0930 1.1189 1.0843    | 1.1387 1.1200 1.1223 1.1236 |
|    | $\beta$           | 2.1480 2.1267 2.1181 2.1154 2.0751    | 2.1540 2.0569 2.1327 2.1235 |
|    | $\lambda$         | 1.1608 1.1140 1.1103 1.1493 1.1172    | 1.2303 1.2027 1.1473 1.2181 |
|    | $\alpha$          | 0.0690 0.0683 0.0572 0.0643 0.0397    | 0.0986 0.0856 0.0744 0.0976 |
| 50 | $\alpha$          | 1.0984 1.0876 1.0578 1.0501 1.0508    | 1.1227 1.0848 1.1052 1.1116 |
|    | $\beta$           | 2.1233 2.1023 2.0706 2.0869 2.0673    | 2.1364 2.0321 2.1106 2.1056 |
|    | $\lambda$         | 1.1403 1.0988 1.0968 1.1290 1.0955    | 1.2053 1.1468 1.1164 1.1933 |
|    | $\alpha$          | 0.0354 0.0250 0.0291 0.0351 0.0200    | 0.0580 0.0456 0.0317 0.0574 |
| 70 | $\alpha$          | 1.0720 1.0614 1.0515 1.0300 1.0329    | 1.1041 1.0432 1.0932 1.0846 |
|    | $\beta$           | 2.1110 2.0901 2.0110 2.0384 2.0484    | 2.1222 2.0280 2.0989 2.0842 |
|    | $\lambda$         | 1.0983 1.0874 1.0784 1.0516 1.0618    | 1.1641 1.1046 1.1091 1.1526 |
|    | $\alpha$          | 0.0212 0.0210 0.0183 0.0148 0.0110    | 0.0379 0.0250 0.0261 0.0376 |
| 100| $\alpha$          | 1.0389 1.0201 1.0229 1.0258 1.0286    | 1.0901 1.0237 1.0752 1.0793 |
|    | $\beta$           | 2.0858 2.0652 2.0066 2.0005 2.0305    | 2.1202 2.0138 2.0934 2.0790 |
|    | $\lambda$         | 1.0572 1.0320 1.0183 1.0467 1.0113    | 1.1229 1.0956 1.0946 1.1118 |
|    | $\alpha$          | 0.0105 0.0093 0.0093 0.0104 0.0052    | 0.0227 0.0207 0.0189 0.0225 |

### Table A2. MLEs, BEs, and MSEs (in bold fonts) for using complete data for $\alpha = 1$, $\beta = 2$, and $\lambda = 2$.

| n  | I.P               | (MLE SELF PLF QLF ELF SELF PLF QLF ELF) | N.I.P               | (SELF PLF QLF ELF) |
|----|-------------------|----------------------------------------|---------------------|--------------------|
| 20 | $\alpha$          | 1.1376 1.1263 1.0871 1.1015 1.1031    | 1.1476 1.1334 1.1355 1.1342 |
|    | $\beta$           | 2.1368 2.1134 2.0892 2.1041 2.1157    | 2.1445 2.0809 2.1232 2.1035 |
|    | $\lambda$         | 0.2184 0.2163 0.0571 0.0485 0.0267    | 0.0909 0.0900 0.0610 0.0406 |
|    | $\alpha$          | 0.0129 0.0116 0.0087 0.0128 0.0110    | 0.0220 0.0202 0.0218 0.0145 |
| 50 | $\alpha$          | 1.1017 1.0618 1.0554 1.0877 1.0908    | 1.1265 1.1513 1.1140 1.0913 |
|    | $\beta$           | 2.1231 2.1110 2.0797 2.0641 2.0838    | 2.1254 2.0684 2.1006 2.0971 |
|    | $\lambda$         | 0.0484 0.0479 0.0269 0.0226 0.0127    | 0.0554 0.0549 0.0341 0.0206 |
|    | $\alpha$          | 0.0409 0.0250 0.0375 0.0484 0.0105    | 0.1266 0.1253 0.0768 0.0569 |
| 70 | $\alpha$          | 1.1013 1.0371 1.0414 1.0387 1.0904    | 1.1248 1.0542 1.1136 1.0836 |
|    | $\beta$           | 0.0104 0.0062 0.0053 0.0050 0.0102    | 0.0183 0.0083 0.0181 0.0113 |
|    | $\lambda$         | 0.0368 0.0364 0.0174 0.0140 0.0073    | 0.0395 0.0391 0.0214 0.0167 |
|    | $\alpha$          | 0.0348 0.0210 0.0302 0.0307 0.0073    | 0.0693 0.0677 0.0686 0.0451 |
| 100| $\alpha$          | 1.0895 1.0136 1.0233 1.0200 1.0787    | 1.1031 1.0234 1.0921 1.0725 |
|    | $\beta$           | 0.0075 0.0021 0.0033 0.0033 0.0075    | 0.0116 0.0036 0.0115 0.0085 |
|    | $\lambda$         | 0.0268 0.0265 0.0129 0.0104 0.0028    | 0.0234 0.0232 0.0153 0.0104 |
|    | $\alpha$          | 0.0185 0.0093 0.0183 0.0153 0.0050    | 0.0606 0.0517 0.0600 0.0283 |
Table A3. MLEs, BEs, and MSEs (in bold fonts) for using complete data for $\alpha = 2$, $\beta = 2$, and $\lambda = 2$.

| $n$ | I.P | N.I.P |
|-----|-----|-------|
|     | MLE | SELF | PLF | QLF | ELF | MLE | SELF | PLF | QLF | ELF |
| 20  | $\alpha$ | 2.2072 | 2.0972 | 2.1472 | 2.1854 | 2.1071 | 2.1545 | 2.0995 | 2.1146 | 2.1210 |
|     | $\beta$ | 2.2468 | 2.2266 | 2.1052 | 2.1235 | 2.0982 | 2.2609 | 2.1074 | 2.1127 | 2.2385 |
|     | $\lambda$ | 0.1572 | 0.1556 | 0.0374 | 0.0484 | 0.0181 | 0.0843 | 0.0681 | 0.0835 | 0.0734 |
| 50  | $\alpha$ | 2.1874 | 2.0602 | 2.1212 | 2.1657 | 2.0881 | 2.1499 | 2.0926 | 2.1109 | 2.1090 |
|     | $\beta$ | 2.0997 | 2.1779 | 2.0817 | 2.1002 | 2.0454 | 2.2271 | 2.0928 | 2.1081 | 2.2050 |
|     | $\lambda$ | 0.0894 | 0.0563 | 0.0895 | 0.0907 | 0.0646 | 0.3384 | 0.3350 | 0.1364 | 0.0688 |
| 70  | $\alpha$ | 2.1697 | 2.0491 | 2.1024 | 2.1482 | 2.0872 | 2.1405 | 2.0403 | 2.0913 | 2.1061 |
|     | $\beta$ | 2.1470 | 2.1257 | 2.0736 | 2.0538 | 2.0127 | 2.1797 | 2.0740 | 2.0949 | 2.1582 |
|     | $\lambda$ | 0.0314 | 0.0138 | 0.0145 | 0.0293 | 0.0025 | 0.0301 | 0.0270 | 0.0284 | 0.0298 |
| 100 | $\alpha$ | 2.0945 | 2.0327 | 2.0738 | 2.0414 | 2.0405 | 2.1338 | 2.0305 | 2.0747 | 2.0875 |
|     | $\beta$ | 2.0957 | 2.0750 | 2.0527 | 2.0449 | 2.0112 | 2.1288 | 2.0563 | 2.0999 | 2.1078 |
|     | $\lambda$ | 0.0236 | 0.0240 | 0.0221 | 0.0398 | 0.0264 | 0.1129 | 0.1117 | 0.0813 | 0.0346 |
| 150 | $\alpha$ | 2.1154 | 2.0944 | 2.0942 | 2.0942 | 2.0942 | 2.0942 | 2.0942 | 2.0942 | 2.0942 |
|     | $\beta$ | 2.1194 | 2.1094 | 2.1094 | 2.1094 | 2.1094 | 2.1094 | 2.1094 | 2.1094 | 2.1094 |
|     | $\lambda$ | 0.0116 | 0.0116 | 0.0116 | 0.0116 | 0.0116 | 0.0116 | 0.0116 | 0.0116 | 0.0116 |

Table A4. MLEs, BEs, and MSEs (in bold fonts) for using complete data for $\alpha = 2$, $\beta = 2$, and $\lambda = 1$.

| $n$ | I.P | N.I.P |
|-----|-----|-------|
|     | MLE | SELF | PLF | QLF | ELF | MLE | SELF | PLF | QLF | ELF |
| 20  | $\alpha$ | 2.1371 | 2.1159 | 2.0906 | 2.1041 | 2.0830 | 2.1570 | 2.0891 | 2.1124 | 2.1357 |
|     | $\beta$ | 2.1955 | 2.1657 | 2.1271 | 2.1738 | 2.1393 | 2.2582 | 2.1788 | 2.2094 | 2.2359 |
|     | $\lambda$ | 1.1561 | 1.1447 | 1.1092 | 1.0903 | 1.1040 | 1.1655 | 1.1110 | 1.1155 | 1.1411 |
| 50  | $\alpha$ | 2.1286 | 2.1075 | 2.0846 | 2.0741 | 2.0552 | 2.1431 | 2.0591 | 2.1080 | 2.1218 |
|     | $\beta$ | 2.1496 | 2.1283 | 2.1092 | 2.1243 | 2.0537 | 2.2259 | 2.1383 | 2.2005 | 2.2770 |
|     | $\lambda$ | 0.0786 | 0.0511 | 0.0679 | 0.0679 | 0.0368 | 0.0741 | 0.0734 | 0.0483 | 0.0711 |
| 70  | $\alpha$ | 2.1154 | 2.0944 | 2.0471 | 2.0508 | 2.0427 | 2.1229 | 2.0471 | 2.0979 | 2.1018 |
|     | $\beta$ | 2.1141 | 2.0932 | 2.0316 | 2.0703 | 2.0497 | 2.2220 | 2.1139 | 2.1946 | 2.1685 |
|     | $\lambda$ | 0.0353 | 0.0350 | 0.0148 | 0.0148 | 0.0065 | 0.0546 | 0.0433 | 0.0540 | 0.0365 |
| 100 | $\alpha$ | 2.1040 | 2.0832 | 2.0082 | 2.0088 | 2.0130 | 2.1126 | 2.0325 | 2.0866 | 2.0917 |
|     | $\beta$ | 2.0963 | 2.0756 | 2.0094 | 2.0003 | 2.0094 | 2.2049 | 2.0849 | 2.1796 | 2.1111 |
|     | $\lambda$ | 1.0306 | 1.0204 | 1.0123 | 1.0133 | 1.0139 | 1.1187 | 1.0631 | 1.0977 | 1.0745 |
| 150 | $\alpha$ | 1.9936 | 2.0000 | 2.0000 | 2.0000 | 2.0000 | 2.0000 | 2.0000 | 2.0000 | 2.0000 |
|     | $\beta$ | 1.9936 | 2.0000 | 2.0000 | 2.0000 | 2.0000 | 2.0000 | 2.0000 | 2.0000 | 2.0000 |
|     | $\lambda$ | 0.0116 | 0.0116 | 0.0116 | 0.0116 | 0.0116 | 0.0116 | 0.0116 | 0.0116 | 0.0116 |
Table A5. MLEs, BEs, and MSEs (in bold fonts) for using complete data for $\alpha = 0.1$, $\beta = 0.5$, and $\lambda = 0.1$.

| $n$ | MLE | SELF | PLF | QLF | ELF | N.I.P | SELF | PLF | QLF | ELF |
|-----|-----|------|-----|-----|-----|-------|------|-----|-----|-----|
| 20  | $\alpha$ | 0.1188 | 0.1176 | 0.1092 | 0.1095 | 0.1075 | 0.1266 | 0.1140 | 0.1254 | 0.1121 |
|     | $\beta$  | 0.1157 | 0.1146 | 0.1052 | 0.1056 | 0.1073 | 0.1160 | 0.1106 | 0.1149 | 0.1023 |
|     | $\lambda$ | 0.1181 | 0.1068 | 0.1169 | 0.1085 | 0.1110 | 0.1164 | 0.1071 | 0.1153 | 0.1090 |
| 50  | $\alpha$ | 0.0104 | 0.0082 | 0.0072 | 0.0073 | 0.0063 | 0.0086 | 0.0073 | 0.0070 | 0.0051 |
|     | $\beta$  | 0.0107 | 0.0163 | 0.1040 | 0.1046 | 0.1053 | 0.1086 | 0.1045 | 0.1075 | 0.1013 |
|     | $\lambda$ | 0.0104 | 0.0040 | 0.0040 | 0.0040 | 0.0040 | 0.0010 | 0.0009 | 0.0016 | 0.0008 |
| 70  | $\alpha$ | 0.0097 | 0.0062 | 0.0065 | 0.0054 | 0.0043 | 0.0078 | 0.0072 | 0.0056 | 0.0063 |
|     | $\beta$  | 0.1047 | 0.1002 | 0.1029 | 0.1021 | 0.1037 | 0.1049 | 0.1016 | 0.1023 | 0.1001 |
|     | $\lambda$ | 0.1047 | 0.1002 | 0.1029 | 0.1021 | 0.1037 | 0.1049 | 0.1016 | 0.1023 | 0.1001 |
| 100 | $\alpha$ | 0.0097 | 0.0010 | 0.0008 | 0.0006 | 0.0003 | 0.0008 | 0.0009 | 0.0007 | 0.0004 |
|     | $\beta$  | 0.1047 | 0.1002 | 0.1029 | 0.1021 | 0.1037 | 0.1049 | 0.1016 | 0.1023 | 0.1001 |
|     | $\lambda$ | 0.1047 | 0.1002 | 0.1029 | 0.1021 | 0.1037 | 0.1049 | 0.1016 | 0.1023 | 0.1001 |

Table A6. MLEs, BEs, and MSEs (in bold fonts) for using complete data for $\alpha = 0.1$, $\beta = 0.5$, and $\lambda = 0.5$.

| $n$ | MLE | SELF | PLF | QLF | ELF | N.I.P | SELF | PLF | QLF | ELF |
|-----|-----|------|-----|-----|-----|-------|------|-----|-----|-----|
| 20  | $\alpha$ | 0.1273 | 0.1241 | 0.1096 | 0.1261 | 0.1194 | 0.1439 | 0.1425 | 0.1280 | 0.1157 |
|     | $\beta$  | 0.1159 | 0.1100 | 0.1099 | 0.1053 | 0.1023 | 0.1161 | 0.1106 | 0.1149 | 0.1023 |
|     | $\lambda$ | 0.1181 | 0.1068 | 0.1169 | 0.1085 | 0.1110 | 0.1164 | 0.1071 | 0.1153 | 0.1090 |
| 50  | $\alpha$ | 0.0100 | 0.0017 | 0.0029 | 0.0024 | 0.0012 | 0.0040 | 0.0078 | 0.0085 | 0.0020 |
|     | $\beta$  | 0.1190 | 0.1178 | 0.1070 | 0.1145 | 0.1121 | 0.1196 | 0.1116 | 0.1153 | 0.1079 |
|     | $\lambda$ | 0.1273 | 0.1241 | 0.1096 | 0.1261 | 0.1194 | 0.1439 | 0.1425 | 0.1280 | 0.1157 |
| 70  | $\alpha$ | 0.0126 | 0.0012 | 0.0011 | 0.0010 | 0.0009 | 0.0018 | 0.0015 | 0.0017 | 0.0014 |
|     | $\beta$  | 0.0126 | 0.0012 | 0.0011 | 0.0010 | 0.0009 | 0.0018 | 0.0015 | 0.0017 | 0.0014 |
|     | $\lambda$ | 0.1273 | 0.1241 | 0.1096 | 0.1261 | 0.1194 | 0.1439 | 0.1425 | 0.1280 | 0.1157 |
| 100 | $\alpha$ | 0.0100 | 0.0017 | 0.0029 | 0.0024 | 0.0012 | 0.0040 | 0.0078 | 0.0085 | 0.0020 |
|     | $\beta$  | 0.0100 | 0.0017 | 0.0029 | 0.0024 | 0.0012 | 0.0040 | 0.0078 | 0.0085 | 0.0020 |
|     | $\lambda$ | 0.0100 | 0.0017 | 0.0029 | 0.0024 | 0.0012 | 0.0040 | 0.0078 | 0.0085 | 0.0020 |
MLEs, BEs, and MSEs (in bold fonts) for using complete data for $\alpha = 0.5$, $\beta = 0.5$, and $\lambda = 0.5$.

| n  | I.P |        |        |        |        |        | N.I.P |        |        |        |        |
|----|-----|--------|--------|--------|--------|--------|------|--------|--------|--------|--------|
|    | MLE | SELF  | PLF    | QLF    | ELF    |        | SELF | PLF    | QLF    | ELF    |
| 20 | $\alpha$ | 0.5619 | 0.5205 | 0.5083 | 0.5235 | 0.5564 | 0.5813 | 0.5050 | 0.5756 | 0.5131 |
|    | $\beta$  | 0.5429 | 0.5182 | 0.5375 | 0.5256 | 0.5281 | 0.5310 | 0.5100 | 0.5258 | 0.5141 |
|    | $\lambda$ | 0.0031 | 0.0014 | 0.0019 | 0.0017 | 0.0016 | 0.0024 | 0.0019 | 0.0022 | 0.0016 |
| 50 | $\alpha$ | 0.5341 | 0.5098 | 0.5080 | 0.5066 | 0.5288 | 0.5326 | 0.5018 | 0.5273 | 0.5104 |
|    | $\beta$  | 0.5382 | 0.5167 | 0.5329 | 0.5241 | 0.5131 | 0.5281 | 0.5065 | 0.5229 | 0.5114 |
|    | $\lambda$ | 0.0025 | 0.0024 | 0.0023 | 0.0019 | 0.0017 | 0.0025 | 0.0024 | 0.0018 | 0.0015 |
| 70 | $\alpha$ | 0.5214 | 0.5048 | 0.5032 | 0.5012 | 0.5162 | 0.5198 | 0.5013 | 0.5147 | 0.5111 |
|    | $\beta$  | 0.5290 | 0.5054 | 0.5238 | 0.5237 | 0.5123 | 0.5267 | 0.5057 | 0.5214 | 0.5106 |
|    | $\lambda$ | 0.0012 | 0.0010 | 0.0008 | 0.0009 | 0.0007 | 0.0011 | 0.0010 | 0.0012 | 0.0009 |
| 100| $\alpha$ | 0.5090 | 0.5039 | 0.4968 | 0.5010 | 0.4831 | 0.5159 | 0.4969 | 0.5108 | 0.5059 |
|    | $\beta$  | 0.5031 | 0.5018 | 0.4913 | 0.4914 | 0.4871 | 0.5024 | 0.4867 | 0.5016 | 0.4913 |
|    | $\lambda$ | 0.0010 | 0.0011 | 0.0009 | 0.0007 | 0.0003 | 0.0009 | 0.0010 | 0.0008 | 0.0005 |

Table A8. MLEs, BEs, and MSEs (in bold fonts) for using complete data for $\alpha = 0.5$, $\beta = 0.5$, and $\lambda = 0.1$.

| n  | I.P |        |        |        |        |        | N.I.P |        |        |        |        |
|----|-----|--------|--------|--------|--------|--------|------|--------|--------|--------|--------|
|    | MLE | SELF  | PLF    | QLF    | ELF    |        | SELF | PLF    | QLF    | ELF    |
| 20 | $\alpha$ | 0.5495 | 0.5153 | 0.5441 | 0.5285 | 0.5287 | 0.5366 | 0.5313 | 0.4477 | 0.5065 |
|    | $\beta$  | 0.5413 | 0.5149 | 0.5184 | 0.5159 | 0.5359 | 0.5402 | 0.5083 | 0.5090 | 0.0021 |
|    | $\lambda$ | 0.0029 | 0.0013 | 0.0018 | 0.0016 | 0.0015 | 0.0023 | 0.0018 | 0.0020 | 0.0015 |
| 50 | $\alpha$ | 0.5394 | 0.5303 | 0.5341 | 0.5125 | 0.5241 | 0.5331 | 0.5278 | 0.4475 | 0.5044 |
|    | $\beta$  | 0.5248 | 0.5121 | 0.5157 | 0.5120 | 0.5196 | 0.5208 | 0.5099 | 0.5157 | 0.5132 |
|    | $\lambda$ | 0.0024 | 0.0023 | 0.0021 | 0.0018 | 0.0016 | 0.0024 | 0.0023 | 0.0017 | 0.0014 |
| 70 | $\alpha$ | 0.5214 | 0.5071 | 0.5147 | 0.5071 | 0.5162 | 0.5231 | 0.5179 | 0.4446 | 0.5003 |
|    | $\beta$  | 0.5229 | 0.5102 | 0.5084 | 0.5105 | 0.5177 | 0.5174 | 0.5024 | 0.5123 | 0.5074 |
|    | $\lambda$ | 0.0012 | 0.0010 | 0.0008 | 0.0009 | 0.0006 | 0.0011 | 0.0010 | 0.0012 | 0.0009 |
| 100| $\alpha$ | 0.5144 | 0.5018 | 0.5093 | 0.5015 | 0.5048 | 0.5213 | 0.5161 | 0.4291 | 0.4980 |
|    | $\beta$  | 0.5132 | 0.5055 | 0.5048 | 0.5081 | 0.5030 | 0.5100 | 0.5003 | 0.5034 | 0.5049 |
|    | $\lambda$ | 0.0010 | 0.0011 | 0.0009 | 0.0006 | 0.0003 | 0.0009 | 0.0010 | 0.0008 | 0.0004 |
|    | $\lambda$ | 0.0049 | 0.0039 | 0.0037 | 0.0034 | 0.0029 | 0.0041 | 0.0039 | 0.0038 | 0.0032 |
Table A9. MLEs, BEs, and MSEs (in bold fonts) for using complete data for $\alpha = 1$, $\beta = 1$, and $\lambda = 1$.

| n  | LP | N.I.P |
|----|----|------|
|    | MLE | SELF | PLF | QLF | ELF | SELF | PLF | QLF | ELF |
| 20 | 1.0767 | 1.1762 | 1.1079 | 1.1039 | 1.0750 | 1.1591 | 1.2279 | 1.2688 | 1.1511 |
|    | 0.1832 | 0.1024 | 0.0947 | 0.0890 | 0.0342 | 0.2638 | 0.1221 | 0.1377 | 0.1068 |
|    | 1.1088 | 1.1374 | 1.1213 | 1.1181 | 1.0778 | 1.1652 | 1.1560 | 1.1347 | 1.1295 |
|    | 0.1240 | 0.0712 | 0.0480 | 0.0460 | 0.0276 | 0.1757 | 0.0796 | 0.0608 | 0.0493 |
|    | 1.1432 | 1.1586 | 1.1712 | 1.1788 | 1.0710 | 1.3158 | 0.9502 | 1.3019 | 1.2008 |
|    | 0.1512 | 0.0782 | 0.0672 | 0.0832 | 0.0310 | 0.2087 | 0.0088 | 0.0069 | 0.0089 |
| 50 | 1.0698 | 1.1564 | 1.0928 | 1.0966 | 1.0437 | 1.0829 | 1.2158 | 1.1890 | 1.0455 |
|    | 0.1051 | 0.0404 | 0.0356 | 0.0373 | 0.0126 | 0.1698 | 0.0468 | 0.0378 | 0.0560 |
|    | 1.0698 | 1.1209 | 1.1182 | 1.0693 | 1.0469 | 1.0872 | 1.1026 | 1.1253 | 1.0550 |
|    | 0.0681 | 0.0278 | 0.0254 | 0.0163 | 0.0097 | 0.0713 | 0.0292 | 0.0239 | 0.0141 |
|    | 1.0674 | 1.1264 | 1.1278 | 1.1251 | 1.0505 | 1.1633 | 1.0320 | 1.1985 | 1.1048 |
|    | 0.0440 | 0.0383 | 0.0340 | 0.0309 | 0.0127 | 0.0461 | 0.0388 | 0.0326 | 0.0250 |
| 70 | 1.0160 | 1.1233 | 1.0816 | 1.0744 | 1.0383 | 1.0370 | 1.1287 | 1.1116 | 1.0336 |
|    | 0.0349 | 0.0250 | 0.0225 | 0.0215 | 0.0094 | 0.0508 | 0.0350 | 0.0375 | 0.0349 |
|    | 1.0393 | 1.1085 | 1.1039 | 1.0525 | 1.0278 | 1.0539 | 1.1006 | 1.1120 | 1.0438 |
|    | 0.0223 | 0.0211 | 0.0202 | 0.0120 | 0.0087 | 0.0248 | 0.0271 | 0.0278 | 0.0160 |
|    | 1.0445 | 1.1257 | 1.0635 | 1.1202 | 1.0219 | 1.1339 | 1.1140 | 1.0773 | 1.1318 |
|    | 0.0403 | 0.0338 | 0.0182 | 0.0266 | 0.0077 | 0.0507 | 0.0374 | 0.0189 | 0.0390 |
| 100 | 0.9730 | 1.0776 | 1.0751 | 1.0357 | 1.0352 | 1.0186 | 1.0640 | 1.0772 | 0.9997 |
|    | 0.0274 | 0.0142 | 0.0160 | 0.0116 | 0.0067 | 0.0356 | 0.0162 | 0.0240 | 0.0203 |
|    | 0.9536 | 1.0746 | 1.0362 | 1.0452 | 1.0223 | 0.9679 | 1.0714 | 1.0376 | 1.0448 |
|    | 0.0130 | 0.0111 | 0.0076 | 0.0088 | 0.0038 | 0.0104 | 0.0125 | 0.0089 | 0.0117 |
|    | 1.0313 | 1.0467 | 1.0283 | 1.0438 | 1.0052 | 1.1046 | 1.0518 | 1.0458 | 1.0788 |
|    | 0.0157 | 0.0107 | 0.0103 | 0.0103 | 0.0051 | 0.0165 | 0.0112 | 0.0118 | 0.0113 |