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Abstract

This paper presents Poisoning MorphNet, the first backdoor attack method on point clouds. Conventional adversarial attack [2] takes place in the inference stage, often fooling a model by perturbing samples. In contrast, backdoor attack [12] aims to implant triggers into a model during the training stage, such that the victim model acts normally on the clean data unless a trigger is present in a sample. This work follows a typical setting of clean-label backdoor attack, where a few poisoned samples (with their content tampered yet labels unchanged) are injected into the training set. The unique contributions of MorphNet are two-fold. First, it is key to ensure the implanted triggers both visually imperceptible to humans and lead to high attack success rate on the point clouds. To this end, MorphNet jointly optimizes two objectives for sample-adaptive backdoor attack, where a few poisoned samples (with their content tampered yet labels unchanged) are injected into the training set. The unique contributions of MorphNet are two-fold. First, it is key to ensure the implanted triggers both visually imperceptible to humans and lead to high attack success rate on the point clouds. To this end, MorphNet jointly optimizes two objectives for sample-adaptive poison- ing: a reconstruction loss that preserves the visual similarity between benign / poisoned point clouds, and a classification loss that enforces a modern recognition model of point clouds tends to mis-classify the poisoned sample to a pre-specified target category. This implicitly conducts spectral separation over point clouds, hiding sample-adaptive triggers in fine-grained high-frequency details. Secondly, existing backdoor attack methods are mainly designed for image data, easily defended by some point cloud specific operations (such as denoising). We propose a third loss in MorphNet for suppressing isolated points, leading to improved resistance to denoising-based defense. Comprehensive evaluations are conducted on ModelNet40 and ShapeNetcorev2. Our proposed Poisoning MorphNet outstrips all previous methods with clear margins.

1. Introduction

Deep neural networks have re-calibrated the performance records for a large spectrum tasks that tackle image [13], video [5] or point cloud [29, 19]. However, deep models are known to be vulnerable to adversarial attacks [2, 4, 11], which brings high risks to the practical deployment of deep models. Recently, a new attack paradigm named backdoor attack [15, 18, 10] has attracted increasing attention. Conceptually, conventional adversarial attack methods mislead the inference of a well-trained model by adding perturbation into a clean sample. On the contrary, backdoor attack assumes the access of training data. It attempts to poison a portion of data and inject them into the training set. The poisoned data contain pre-defined triggers. The main purpose of backdoor attack is to attract deep models to mis-categorize a sample with trigger, regardless of its original content. During inference, the victim model acts normally on the clean data unless a trigger is present. The hidden backdoors can pose a huge threat to the security of point cloud oriented deep models. Owing to be data-hungry, many models are trained including gigantic crowd-sourced point-clouds as in the case of learning high-definition maps from many anonymous autonomous vehicles, which leaves space for poisoned data injection.

The essence of backdoor attack is that triggers can provide a shortcut, through which the deep model quickly makes high-confidence decision by fully skipping the sample’s content. A good trigger should strike balance between stealthy trigger embedding and attack effectiveness. In this paper, we study the backdoor attack on point clouds in a clean-label setting [32]. Importantly, a poisoned sample indeed owns two labels: a ground-truth label that is consistent with its content, and an arbitrary label that trigger defines (often different from the ground-truth label). When adding a poisoned sample into the training set, it is crucial to determine which label is used during training the model. In a clean-label setting, a sample will not have label altered after being poisoned. This ensures the consistency between the content / label and thus reduces the risk of being detected by human eyes, at the cost of increasing difficulty of implanting triggers into the learned model.

Our proposed model, dubbed as Poisoning MorphNet, is strongly motivated by two considerations:

First, existing state-of-the-art methods of backdoor attack (such as [43, 17]) are mostly designed for images or videos, leaving the study on point clouds untouched. It is seemingly natural to directly borrow insights in the image domain for attacking point clouds. Nonetheless, most...
key insights are either image-specific (e.g., [17] harnesses the low visibility of image reflection that is not applicable for point clouds), or lead to inferior performance when directly tailed to the point clouds, as revealed by our experiments. In addition, unlike images, we observe that backdoor attack models are surprisingly vulnerable to some point cloud oriented defenses, such as point cloud denoising [47]. This spurs more domain-specific neural architectural designs in our proposed Poisoning MorphNet for improving the model’s resistance to defenses.

Secondly, we argue that sample-adaptive backdoor attack is still inadequately explored in current literature. To make the victim model more easily recognize the trigger, existing backdoor attack methods mostly learn triggers that are universal for all samples from the same category. As a main weakness under such a treatment, poisoned samples can be easily filtered out by a naive PCA (Principal Component Analysis) process [31]. Additionally, if the attack targets multiple classes, one needs to manually design unique triggers for each class or iterate complicated class-wise optimization [43]. Instead, our MorphNet reads both a benign sample and a target trigger label as its input and returns a poisoned sample. This renders a sample-adaptive attack, rather than on a fixed-trigger basis. This bears advantages in several-folds: poisoning that adapts to sample can arguably make the trigger less detectable by human inspectors. This is a key metric for evaluating the success of clean-label backdoor attacks. In addition, treating trigger labels as part of the model’s input also makes the backdoor injection more flexible, since one can trivially generate more poisoned samples by changing the conditional class in MorphNet.

To our best knowledge, this is the first backdoor attack method for 3D point cloud. Comprehensive evaluations are conducted on ModelNet40 and ShapeNetcorev2. In all experiments our proposed Poisoning MorphNet outstrips all computing methods (mainly adapted from image-oriented methods [32][33]) with clear and significant margins.

2. Related Work

Backdoor Attack. It is a novel attack paradigm that is still inadequately researched. A few attack settings have been explored towards improved flexibility and robustness, including 1) clean-label attack [32]. It has been proposed in order to better conceal the attack intention, where the poisoned sample must be visually consistent with the ground-truth label. Recent works [17, 43, 25] under such settings either add adversarial perturbation on benign sample in advance, or design more powerful triggers. 2) sample-adaptive: Most existing methods utilize a fixed trigger, which heavily affects the principal components of the data and can be detected by simple targeted defense method [51]. More recent works proposed input-aware triggers [20] where the trigger varies between different samples. Such input-adaptive trigger is less likely to be detected by defense methods. 3) multi-label attack: The vast majority of attack methods focus on single label attack, where only one class is selected as the target class. In this work, we consider a more difficult setting, i.e., multi label attack, where the attackers can freely attack all classes according to their will. In other words, when attacking, the attacker can generate poison samples to attack different target classes by processing the same clean sample differently. This attack setting gives the attacker greater authority and also brings greater danger to model security.

Backdoor Defense. Many defense methods against backdoor attacks have also been proposed. Data augmentation is a concise and general method, previously also widely-used to defend adversarial attack. Besides, Tran et al. [31] tried to screen poisoned samples in a pre-processing step. The key insight is that, for clean-label backdoor attack, fixed triggers will bring a salient principal component in the feature space. One can thereby find data with triggers by investigating the similarity between data and the principal component. Wang et al. [33] devised Neural Cleanse to detect whether the model has concealed a trigger. It is assumed that the perturbation required for an infected model to misclassify samples into target class is usually smaller than other classes. Thus, one can use robust statistics to detect the outliers and reveal possible trigger.

3D Point Cloud Recognition. 3D point clouds have diverse applications in many fields, including autonomous driving [8], robotics, scene reconstruction, etc. Numerous deep networks for point clouds have been built. In the early works, MVCNN [29] is proposed to max-pool multi-view features into a global representation. Several following works [42, 41] further improved the performance of multi-view based method. The work in [19] voxelizes the point clouds into 3D grids and applies 3D CNN to obtain the final representation. Point-based methods [22, 23, 34] empirically achieve higher performance and better computational efficiency. In this work, we mainly focus on attacking the point-based models, such as PointNet [22], DGCNN [34] and PointNet++ [23].

3. Our Approach

3.1. Design of Poisoning MorphNet

The process of generating poisoned samples in existing methods (e.g., [43][17]) can be summarized as:

\[ \hat{x}_i = m \odot x_i + (1 - m) \odot s, \]  

where \( x_i, \hat{x}_i \) denote a clean sample and its poisoned version, respectively. \( m \) is a binary mask and \( s \) represents the trigger. \( \odot \) is point-wise multiplication. This framework essentially attaches triggers to the sample piloted by a mask.
Triggers can be either manually specified \cite{12, 17} or obtained through optimization \cite{43, 14, 45}. However, in either case, triggers is often universal for different samples and highly perceptible to humans. Previous works \cite{31, 43} have also revealed the vulnerability when facing PCA-style defense method and inefficacy when attacking multiple target classes.

To overcome above weakness, we design a novel solution with inspired ideas from generative models on point clouds \cite{38, 40}. Specifically, we propose Poisoning MorphNet in a sample-adaptive manner, whose objective is described as below:

\[
\hat{x}_i = M(x_i), \quad s.t. \quad f(x_i) = y_i, \quad f(\hat{x}_i) = t, \tag{2}
\]

where \(M\) abstracts our generative MorphNet and \(f\) denotes the backdoor victim classifier. Let \(y_i\) and \(t\) be the original class and target class of the sample, respectively. MorphNet reads a benign sample \(x_i\) and returns a poisoned \(\hat{x}_i\). Essentially, we optimize \(M(\cdot)\) such that \(\hat{x}_i\) is visually similar to \(x_i\), and stealthily conceals the trigger required for the attack (since \(f(\hat{x}_i) = t\) is also enforced).

Figure 1 depicts the neural design of Poisoning MorphNet. It takes three considerations into account, which progressively refines and instantiated the idea in Eqn. 2:

I: two-branch structure for spectral separation. Critically, MorphNet seeks to simultaneously optimize two objectives which seemingly contradict each other, namely high visual similarity (thus \(||x_i - \hat{x}_i||\) should be small) and strong trigger embedding (thus \(||x_i - \hat{x}_i||\) should be sufficiently large to satisfy \(f(\hat{x}_i) = t\)). We resolve the contradiction via an implicitly spectral analysis method. Our main insight is, point clouds can be spectrally decomposed into low-frequency and high-frequency components. The former scaffolds the key geometric structure, and the latter depicts more local fine-grained details. Such a spectral decomposition sheds light on achieving both goals of visual similarity (through maximally preserving low-frequency information in \(x_i\)) and trigger injection (i.e., poisoning \(x_i\) by morphing the high-frequency signal). Formally, we can refine Eqn. 2 via:

\[
\hat{x}_i = M(x_i) = T_2(concat[T_1(x_i), P(T_1(x_i))]), \tag{3}
\]

where \(T_1\) and \(T_2\) are both multi-layer perceptron (MLP) functions that do the job of feature processing. \textit{concat}(\cdot) is the operator of vanilla feature concatenation. As shown in Figure 1, the module \(T_1\) first squeezes the key information of \(x_i\). The network then diverges into two branches: a residual branch that conveys \(T_1(x_i)\) untouched, and a poisoning branch \(P(T_1(x_i))\) is responsible for modifying \(x_i\) and hiding triggers in it. Inspired by AutoEncoder \cite{3, 1} based generative model, we implement \(P\) as following:

\[
z = \text{Encoder}(d), \quad P(d) = \text{Decoder}(z), \tag{4}
\]

where the module names \textit{Encoder}(\cdot) and \textit{Decoder}(\cdot) tell their functionalities.

For the encoder, we design it as a combination of MLP and graph local max-pooling layer, following the successful practice in mainstream graph-based point cloud models \cite{1, 34}. The architecture of the decoder part is a significantly-improved version of FoldingNet \cite{40}. To be specific, it repeats \(z\) to be consistent with the number of points, and each point is concatenated with coordinates uniformly sampled from a fixed grid. The original implementation in FoldingNet samples from a 2-D rectangle, which unreasonably constrains the number of points in the output.
to some squared integer. In MorphNet, we instead sample coordinates from a 3-D sphere, which makes the sampling process more flexible and elegantly align the dimensions of input / output points. Different from the previous works, this MorphNet-based sample-generating method is sample-variant, since the poisoning branch adaptively find the best positions to hide the trigger information. More network details are deferred to the supplemental material.

II: label encoding for conditional morphing. For multi-target backdoor attack, in order to reduce the cost of repetitive selection of multiple triggers, we desire the flexibility of poisoning $x_i$ with different target class $t$. MorphNet in Eqn. 3 is further refined by incorporating target classes:

$$\hat{x}_i^t = M(x_i, t), \text{s.t. } f(x_i) = y_i, f(\hat{x}_i^t) = t,$$  \hspace{1cm} (5)

where the new $M$ generates a poisoned sample $\hat{x}_i^t$ conditioned on an arbitrary target class $t$. The superscript $t$ in $\hat{x}_i^t$ emphasizes its dependence on $t$. This enables the attack to multiple target classes using a single model.

Accordingly, the poisoning branch previously defined in Eqn. 4 is converted to be conditional AutoEncoder \cite{cfr}. In practice, we concatenate the compressed representation $z$ obtained from encoder with a one-hot code $H_t$ (all-zero except for the $t$-th element) that encodes the target class $t$:

$$z = Encoder(d), \quad P(d) = Decoder(concat(z, H_t)).$$ \hspace{1cm} (6)

III: progressive refinement using stacked blocks. Previous clean-label attack methods \cite{gao2019universally} \cite{gilmer2018universal} \cite{li2020adversarial} all sacrifice trigger’s low visibility for high attack success rate. It is non-trivial to generate poisoned sample which is both visually similar to the clean version and easily recognized by the victim model. One natural remedy is to adopt more complex trigger-embedding module. To further promote MorphNet, we unroll M multiple times and stack them:

$$\hat{x}_{1i} = M_1(x_i, t),$$
$$\hat{x}_{2i} = M_2(\hat{x}_{1i} + x_i, t),$$
$$\ldots$$
$$\hat{x}_{ni} = M_n(\hat{x}_{(n-1)i} + x_i, t),$$ \hspace{1cm} (7)

where $M_k$ is the $k$-th instance of $M$, described as in Eqns. 5 and 6, $\hat{x}_{ni}$ is the $n$-th intermediate output. Notably, there is also a residual link in each layer that feeds the benign input $x_i$ to every layer, which is designed to preserve the main structure of $x_i$. The unrolled $M$ gradually improves the performance with diminishing gains, as later demonstrated by our experiments.

3.2. Threat model

Basic Poisoning MorphNet. We first train MorphNet using a cleanly-trained model $f^{\text{clean}}$ as simulated target model. To enable that MorphNet could attack multi-targets, we use an adversarial classification loss, where all categories are traversed as the target class, regardless of the ground-truth class of the sample:

$$L_{cls} = -\sum_{t \in C} \sum_{x_i \in D_{\text{train}}} \log(f^{\text{clean}}(x_i^t))$$
$$= -\sum_{t \in C} \sum_{x_i \in D_{\text{train}}} \log(f^{\text{clean}}(M(x_i, t))),$$ \hspace{1cm} (8)

where $f^{\text{clean}}$ is the $t$-th softmaxed score given by $f^{\text{clean}}$, indicating the classification score for class $t$. Besides, in order to keep the similarity between the generated sample and the original sample, an reconstruction loss $L_{rec}$ is also used:

$$L_{rec} = \sum_{t \in C} \sum_{x_i \in D_{\text{train}}} \sum_{k=1, \ldots, n} l_{\text{chamfer}}(x_i, \hat{x}_{ki}^t),$$ \hspace{1cm} (9)

where we aggregate the Chamfer distance \cite{goshtasby2002chamfer} between the benign sample and all intermediate output, enforcing a progressive refinement:

$$l_{\text{chamfer}}(x_i, \hat{x}_{ki}^t) = \sum_{p_1 \in x_i, p_2 \in \hat{x}_{ki}^t} \min \|p_1 - p_2\|^2 + \sum_{p_2 \in \hat{x}_{ki}^t} \min \|p_1 - p_2\|^2.$$  \hspace{1cm} (10)

The loss of basic MorphNet weighs above two losses $L = L_{cls} + \lambda L_{rec}$, with $\lambda$ as the weighting hyper-parameter.

MorphNet*: enhanced model with denoising loss. Denoising \cite{wang2021denoising} \cite{yuan2019comprehensive} is known to be particularly effective to resist various attacks on point clouds. It eliminates a large body of outliers in a sample, where adversarial signals or triggers conceal. To make MorphNet more resistant to such defense methods, we devise a third denoising loss which suppresses the outliers in poisoned samples generated by the MorphNet.

To be specific, for each point $p_i$ in point cloud $x$, we first find its $k$-nearest neighbors ($k = 3$ in practice), forming an index set $N_i$. We use the notation $D(p_i)$ to denote the average distance of $p_i$ to its $k$ neighbors, namely $D(p_i) = 1/k \sum_{p_j \in N_i} \|p_i - p_j\|$. Afterwards, we pick up $m$ points (set to 30 in the experiments) points with largest $D(\cdot)$, obtaining an index set $N_x$. Those points are supposed to most possible “outliers”. We abuse the notation $D$ to measure the degree of outliers in $x$, as $D(x) = 1/m \cdot \sum_{p_i \in N} D(p_i)$. The denoising loss is defined by the aggregation over all generated poisoned samples:

$$L_{den} = \sum_{t \in C} \sum_{x_i \in D_{\text{train}}} D(\hat{x}_i^t),$$ \hspace{1cm} (10)

which intuitively encourages fewer wild points for counteracting the denoising operation. We denote the denoising-enhanced version as MorphNet*, whose objective is $L = L_{cls} + \lambda L_{rec} + \theta L_{den}$, with $\lambda$ and $\theta$ as hyper-parameters.
Attack with poisoned samples. Under multi-target clean-label setting, for each class $t \in C$, we take $\alpha\%$ ($\alpha\%$ is the poison rate) clean samples and morph them into poisoned samples conditioned on $t$. After data generation, we inject the poisoned sample from all classes into the training set to train the victim model. The victim model can recognize triggers once converged. At inference time, one can attack the victim model by generating a poisoned sample conditioned on any target class.

4. Evaluations

4.1. Data Preparation and Evaluation Protocols

Datasets and recognition model. We adopt two widely-used point cloud datasets: ModelNet40 [33] and ShapeNetcorev2 [6]. The former contains 12,311 pre-aligned samples from 40 categories, split into 9,843 for training and 2,468 for testing. The latter contains 51,127 pre-aligned samples from 55 categories, with 35,708 for training and 10,261 shapes for testing. Following [22], we uniformly sample 2,048 points from each sample on both datasets. For recognition model, we use PointNet [22] as our victim model, and further explore the transferability between different recognition models, e.g., DGCNN [34] and PointNet++ [23].

Baselines. Since MorphNet is the first work of its kind, we tailor two state-of-the-art clean-label backdoor attack methods originally for images and videos into point cloud as our baselines: Turner et al. [32] and Zhao et al. [43]. For the adversarial perturbation used by [32] [43], we use PGD to perturb the benign samples same to [43]. For the static trigger used in [32], we randomly sample 20 points from the point cloud, and rearrange them into a straight line emitting from the origin to certain angle. For the adversarial trigger used in [43], same operation as in [43] are adopted to obtain the optimized trigger. We initialize the trigger with 20 randomly selected points from the sample, attach the trigger on the non-target sample and optimize it, such that the benign model would misclassify it as target class. 5 classes are randomly drawn from ModelNet40 as the target classes.

We would emphasize that both [32][43] are designed for single-target attack and need to iterate the whole optimization for each target class. In contrary, our proposed MorphNet works in a multi-target attack setting, attacking all classes in a single poisoning process. For a fair comparison with Zhao et al. [43], we also add a denoising loss in its trigger optimization process to enhance its performance on defended model.

Attack settings. MorphNet is implemented in PyTorch [21] and trained using Adam with an initial learning rate of 0.0001 and batchsize of 16 for 200 epochs. $\lambda$ and $\theta$ are set as 0.05 and 0.02 by default. We train the target model using SGD with an initial learning rate of 0.1 and batchsize of 32 for 250 epochs.

| Dataset       | Model     | mASR/mASR-D | Chamfer Dist. |
|--------------|-----------|-------------|--------------|
| ModelNet40   | MorphNet  | 82.4 / 7.6  | 3.81         |
|              | MorphNet* | 62.8 / 17.7 | 3.78         |
| ShapeNetcorev2| MorphNet  | 76.7 / 4.3  | 3.56         |
|              | MorphNet* | 57.2 / 15.1 | 3.53         |

Table 1. Attack performance on ModelNet40 and ShapeNetcorev2 in terms of mASR/mASR-D (%) and reconstruction loss evaluated by Chamfer Distance.

Figure 2. Qualitative comparison of poisoned samples generated by MorphNet and two baselines [32] [43]. Better viewing when enlarged.

To evaluate the attack performance of certain target class, we use MorphNet to generate poison samples conditioned this target class for all test data. Then Attack Success Rate (ASR) is obtained as the proportion of samples misclassified as the target class by the victim model. mASR is further calculated by averaging the ASR of all classes. Besides, we also test the model that uses Statistical Outlier Removal (SOR) denoising defense [47] for removing outliers before feeding the sample to the victim model. Hyper-parameters of SOR are set following [47]. The attack results are denoted as mASR-D, which ‘D’ implies the denoising defense. Surprisingly, the accuracy of the poisoned model on clean test set has no obvious decline compared with the benign model in most cases. For saving space, we defer the detailed report of the former in the supplemental.

4.2. Experimental Results

Main results on two datasets are shown in Table 1. Enhanced by denoising loss, MorphNet* achieves better attack performance on defended models (5.6 → 17.1 and 4.8 → 15.1, respectively). As the cost, the denoising loss limits the generation of wild points, which sacrifices the attack performance on undefended model to some extent (82.4 → 62.8 and 76.7 → 57.2, respectively). With fewer wild points, the reconstruction performance of MorphNet* is slightly better than MorphNet.

Comparisons with baselines are shown in Table 2. When attacking undefended model, our method significantly surpasses both baselines. Enhanced with the denoising loss, the attack performance of Zhao et al. [43] on defended model demonstrates clear improvement (3.3 → 5.6), and the attack performance on undefended model slightly decreases (18.3 → 14.4), which is consistent to the observation in Table 1. Under all evaluation metrics, our proposed MorphNet* clearly outruns the baselines when attacking the
defended models. Regarding the trigger visibility, the mean Chamfer distance between our generated sample and benign sample is also consistently smaller than baseline’s.

Visualization of some poisoned samples is found in Figure 2. As seen, the fixed trigger proposed by [32] can be easily distinguished from the benign sample. The optimized trigger in [33] introduces many outliers. Our generated sample has fewer outliers, and keeps the same salient structure to the benign sample while achieving a good attack performance.

### 4.3. Ablation Study

Due to the space limit, we here only report the attack results of MorphNet on undefended models. Full results on defended model and MorphNet∗ can be found in supplementary materials.

**Structure of MorphNet.** We first conduct ablation study to investigate the network designs of MorphNet in terms of attack performance and reconstruction capacity. In specific, we choose a base model FoldingNet [40] with similar complexity to MorphNet, and tailor it for generating samples according to the condition class. The results are found in Table 3. Compared with the more generic FoldingNet, the 1-stacked MorphNet could significantly improve the reconstruction ability (6.31 vs. 3.68), which supposedly attributes to the structure-preserving main branch in MorphNet. When more stacks are used, the attack performance notably increases while the reconstruction loss still stays at a low level. Using even more stacks will have diminishing returns. Therefore, we choose 2 as our best stacking choice. To sum up, our stacked MorphNet can achieve better attack performance compared with FoldingNet (82.4 vs. 81.3), meanwhile significantly improving the reconstruction capacity.

**Attack performance vs. poison rate.** We further conduct experiments to investigate the effect of poison rate on the attack performance. Results are found in Figure 3. When the poison rate increases, the attack performance increases accordingly. As seen, a poison rate below 30% does not affect much the accuracy of the model on clean testing set. However, when the poison rate reaches 50%, the accuracy of the model will decrease by a non-trivial extent (about 1%). Nevertheless, with the poison rate as 30%, our method can still achieve a very impressive attack performance (over 80% mean success rate). Therefore, as long as the poisoning rate is reasonably controlled, our method can achieve a good attack performance without much sacrifice of the clean accuracy of the model.

**Attack performance vs. reconstruction loss.** We also check the effect of hyper-parameter λ that balances the attack performance and reconstruction capacity. Results are shown in Table 4. Intuitively, a larger value of λ is more biased towards visual reconstruction, which will improve the quality of the generated samples yet reduce the attack performance. Qualitative results at different λs are shown in Figure 4. In our experiments, we set λ as 0.02 to get a good trade-off between reconstruction and attack.

### 4.4. Transferability

In practice, the attacker may not be knowledgable about the specific structure of target models. Equivalently stated,
the model used for training MorphNet may be different from the target models. In previous adversarial attack methods on point cloud [46, 50], such a structural difference can lead to attack failure, implying a low transferability.

To validate the transferability of our generated samples, we choose two other representative models as our target models, including DGCNN [34] and PointNet++ [23], which differ from PointNet for their neural designs. We firstly train MorphNet with a benign PointNet, and inject the poison samples generated by the trained MorphNet into the training set of different recognition models. The poison rate is set as 30%. Table 5 shows the attack performance, including random rotation, random jitter, etc. It is also popularly used to resist attacks, because it may change or destroy the adversarial signals or triggers. In order to verify whether data augmentation can resist MorphNet, we conduct data augmentation in the training phase of the target model. Following [40], we apply a random rotation that is one of the 24 axis-aligned in right-handed system. For random translation, we randomly scale the point cloud and jitter the position of each points by random noises with zero mean. Results are shown in the left of Table 6. It is shown that, data augmentation can reduce the attack performance, among which the random rotation is more resistant and can reduce the attack success rate by roughly 20 points. However, the attack performance is still at a relatively high level, e.g., 53.9%, which shows that data augmentation does not provide a good defense against our attack method.

### 4.6. Resistance to Defense Methods

**Data augmentation.** In the point cloud recognition task, data enhancement is a common way to improve the model performance, including random rotation, random jitter, etc. It is also popularly used to resist attacks, because it may change or destroy the adversarial signals or triggers. In order to verify whether data augmentation can resist MorphNet, we conduct data augmentation in the training phase of the target model. Following [40], we apply a random rotation that is one of the 24 axis-aligned in right-handed system. For random translation, we randomly scale the point cloud and jitter the position of each points by random noises with zero mean. Results are shown in the left of Table 6. It is shown that, data augmentation can reduce the attack performance, among which the random rotation is more resistant and can reduce the attack success rate by roughly 20 points. However, the attack performance is still at a relatively high level, e.g., 53.9%, which shows that data augmentation does not provide a good defense against our attack method.

**Spectral signature detection.** Tran et al. [31] proposed Spectral Signatures to filter out the poisoned samples from the training set. We conduct experiments to test whether our generated sample can be detected by this defense method. In detail, given a certain class in the injected training set with a poison rate of 30%, we calculate the cosine similarity between a feature and the top right singular vector of the feature matrix for every sample. Then, we sort the samples according to the cosine similarity, and take the top 50% samples as the candidate poison samples. According to [31], poisoned sample with the fixed trigger shall have higher similarity score, so it will also appear in the candidate poison sample. We calculate the proportion of poisoned data in the candidate poison samples and take the av-

| Augmentation          | mASR  | Poison rate | mean proportion | min proportion | max proportion |
|-----------------------|-------|-------------|-----------------|----------------|---------------|
| None                  | 82.4  | 30          | 38.03           | 28.9           | 46.1          |
| Rotation              | 58.1  |             |                 |                |               |
| Translation           | 73.3  |             |                 |                |               |
| Rotation & Translation| 53.9  |             |                 |                |               |

Table 6. Resistance to data augmentation (left) and spectral signature detection (right) on ModelNet40.
Neural cleanse. The work in [33] aims to detect whether a model has been hidden with triggers. It assumes that the perturbation required for the infected model to misclassify samples into a target class is usually smaller than other classes. Thus, with outlier detection method like median absolute deviation (MAD), Neural Cleans can determine whether a model has been infected or not, if a certain class requires significantly smaller perturbation than other categories. Our attack method could attack all classes at the same time, and the perturbation required by all classes would stay at a same level. Therefore, Neural Cleanse is actually not applicable to our method. Nevertheless, to get a better understanding of our attack model, we simulate a scenario where only one target class is attacked, by only injecting poisoned samples for one target class, as done in previous clean-label backdoor attack methods. The results are shown in Figure 6, where our backdoored anomaly index is below 2, which means that Neural Cleanse fails to detect our attack. We suppose this is mainly because our sample-adaptive poisoned sample makes the defense method unable to find a suitable universal perturbation to fit our trigger.

5. Conclusion

We propose a novel model for attacking point clouds in a clean-label setting, dubbed as Poisoning MorphNet, which is the first work on clean-label backdoor attack for point cloud. We conduct comprehensive experiments to fully validate our method. The results show the effectiveness and excellent concealment of our method.
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