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ABSTRACT. In [5], together with J. C. Wood, the authors gave a completely explicit formula
for all harmonic maps from 2-spheres to the unitary group $U(n)$ in terms of freely chosen
meromorphic functions on $S^2$. The simplest harmonic maps are the isotropic ones. Using Morse
theory Burstall and Guest [1] showed that the harmonic maps come in clusters labeled by the
isotropic ones. In this work, using the formula for harmonic maps aforementioned, we describe
explicitly this procedure, showing how all harmonic maps can be built from the isotropic ones.

INTRODUCTION

A harmonic map $\varphi : M \rightarrow N$ between two Riemannian manifolds is a critical point of a natural
Energy functional given by $E(\varphi) = \int_M \|d\varphi\|^2 v_M$, where $\|d\varphi\|^2$ denotes the square norm of
differential of $\varphi$ and $v_M$ the volume element of $M$. Its Euler-Lagrange equation is a second
order elliptic partial differential equation of divergence type. When the target manifold $N$ is a
Lie group $G$ the harmonic map equation is one example of an “integrable” partial differential
equation, that is a differential equation which allows a zero-curvature formulation. In this setting
the harmonic map equation allows a spectral deformation, that is, a one-parameter deformation
depending on a parameter $\lambda \in S^1$ (the extended solution) [9]. This means that the given harmonic
map may be regarded as a map into the loop group $\Omega G$ of based loops $\gamma : S^1 \rightarrow G$ ($\gamma(1) = Id$).
Therefore such an extended solution admits a Fourier expansion. When this Fourier series has
finitely many terms one says that the corresponding harmonic map has finite uniton number.
This article deals with harmonic maps of finite uniton number, from a Riemann surface $M$
into the unitary group $U(n)$. For such a map, Uhlenbeck showed that the extended solution, and
so the harmonic map, admits a factorization into linear factors – the so called unitons. This
construction gives a systematic procedure of obtaining the harmonic map by starting with a
constant map and adding successive factors. J. C. Wood and the authors exploited this point
of view and showed that all harmonic maps of finite uniton number can be explicitly written in
terms of known meromorphic functions [5]. Since the complex Grassmannian $G_+(\mathbb{C}^n)$ can be
totally geodesically immersed in its group of isometries, this procedure may be refined to obtain
a correspondent explicit description of all harmonic maps from a Riemann surface into $G_+(\mathbb{C}^n)$
with finite uniton number [6].

We remark that $\Omega U(n) = \Omega_{alg} U(n)$, the subspace of all algebraic loops with finite Fourier
expansion. Using Morse theory, Burstall and Guest classified these harmonic maps [1]. As it
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is well known the energy functional $E : \Omega U(n) \to \mathbb{R}$ is a Morse-Bott function and its critical points are precisely the homomorphisms $S^1 \to U(n)$. They come in conjugate classes $\Omega_\gamma = \{ g\gamma g^{-1} : g \in U(n) \}$, where $\gamma$ is a closed geodesic in $U(n)$ passing through the identity $\text{Id}$. They are the fixed points of the action of $S^1$ on $\Omega U(n)$ given by $(\mu \gamma \lambda) = \gamma (\mu \lambda) \gamma (\mu)^{-1}$ ($\gamma \in \Omega U(n), \mu \in S^1$). Under the gradient flow of $E$ the extended solution is deformed to a simpler one, i.e. one taking values in a critical manifold. Therefore, starting with a harmonic map $\varphi : M \to U(n)$ and following the flow line of $\nabla E$ one obtains a one parameter family $(\varphi_t)_{t \in [0, 1]}$ of harmonic maps whose end point $\lim_{t \to 0} \varphi_t$ is a harmonic map whose extended solution is $S^1$ invariant. The purpose of this paper is to give an explicit description of the one parameter family $\varphi_t$ in terms of the meromorphic data used [5] to built the initial harmonic map $\varphi$.

The paper is organized as follows: Section 1 is a preliminar section where we introduce the basic material on harmonic maps and extended solutions. In Section 2 we review the explicit formulas describing all harmonic maps of finite uniton number from a Riemann surface into the unitary group in terms of freely chosen meromorphic functions and their derivatives, presented in [5], [6]. The main results of these paper are presented in Section 3 and their complete proofs in Section 4.

1. Harmonic Maps and Extended Solutions

Let $M^2$ be a Riemann surface, $U(n)$ the unitary group equipped with its bi-invariant metric induced, via left translation, by the inner product $(A, B) = \text{tr} AB^*$ on its Lie algebra $\mathfrak{u} = \mathfrak{u}(n)$ of skew-hermitian matrices.

A smooth map $\varphi : M \to U(n)$ is harmonic if it is a critical point of the Euler-Lagrange (energy) functional $\varphi \to \int_M |d\varphi|^2 \nu_M$, where $d\varphi$ is the differential of the map $\varphi$ and $\nu_M$ is the volume element on $M$ induced by its metric.

For convenience we choose a local complex coordinate $z$ on an open subset of $M$; our theory will be independent of that choice.

The Euler-Lagrange equation for the energy functional is the following partial differential equation:

\begin{equation}
(\varphi^{-1}_z \varphi)_{\tau} + (\varphi^{-1}_\tau \varphi_z)_{\bar{\tau}} = 0,
\end{equation}

equivalently

\[ d^* A = 0, \]

where $A = A^z \varphi^{-1}_z d\varphi$ is the pull-back of the Maurer-Cartan form on $U(n)$. We let $A_z$ and $A_{\bar{\tau}}$ denote the $(1, 0)$ and $(0, 1)$ parts of the $\mathfrak{u}(n)$-valued one form $A$, respectively.

Uhlenbeck [9] showed that the equation (1.1) allows a spectral deformation, introducing the notion of extended solution. This is a family of smooth maps $\phi_\lambda : M \to U(n)$ depending smoothly on $\lambda \in S^1$ such that whose Maurer-Cartan form

\[ A_\lambda = \phi^{-1}_\lambda d\phi_\lambda \in \Omega^1(M, \mathfrak{u}(n)), \]

satisfies

\[ A_\lambda = (1 - \lambda^{-1}) A_z + (1 - \lambda) A_{\bar{\tau}}, \]

and $\phi_{-1} = \varphi$, $\phi_1 = \text{Id}$ (the identity element of $U(n)$). Moreover [9] $\varphi$ is harmonic if and only if there exists (at least locally) an extended solution $\phi_\lambda$ with $\phi_{-1} = \varphi$. Note that any two extended
solutions for a harmonic map may differ by a function $Q : S^1 \to U(n)$ with $Q(1) = \text{Id}$. Since the inversion $U(n) \to U(n)$ ($g \to g^{-1}$) is an isometry, if $\varphi$ is harmonic, $\varphi^{-1}$ is again harmonic and, up to left translation, an extended solution for $\varphi^{-1}$ is $\phi_\lambda \varphi_\lambda^{-1}$ [1].

The map $\phi$ can be interpreted as a map into a loop group $\Omega U(n)$. We write $\phi : M \to \Omega U(n)$, $\phi_\lambda = \phi(\lambda)$. Each loop $\gamma : S^1 \to U(n)$ is represented by a Fourier series $\gamma(\lambda) = \sum_{j \in \mathbb{Z}} A_j \lambda^j$ with coefficients $A_j \in \text{End} U(n)$, for some $k \in \mathbb{N}$. If we let $\Omega_k(U(n))$ denote the set of loops in $U(n)$ with Fourier series $\sum_{|j| \leq k} A_j \lambda^j$, then

$$\Omega(U(n)) = \bigcup_k \Omega_k(U(n)).$$

An extended solution is said to have finite uniton number if $\phi(M) \subset \Omega_k(U(n))$ for some $k$. As we have remarked above, the correspondence between harmonic maps and extended solutions is not one to one. If $\phi$ is an extended solution for a given harmonic map $\varphi : M \to U(n)$, the minimal $k$ such that $Q\phi(M) \subset \Omega_k(U(n))$, $Q \in \Omega(U(n))$, is called the uniton number of the harmonic map $\varphi$ and will be denoted by $r_\varphi$, or simply by $r$. Equivalently, [9],

$$r = \min \left\{ k \in \mathbb{N} : Q\phi = \sum_{i=0}^k \lambda^i A_i, \ Q \in \Omega(U(n)) \right\}.$$ 

Every harmonic map on a compact simply connected Riemann surface has finite uniton number [9].

Let $\Lambda GL(\mathbb{C}^n)$ denote the space of all smooth maps $\gamma : S^1 \to GL(\mathbb{C}^n)$ and $\Lambda_+$ its subgroup consisting of maps such that $\gamma$ extends holomorphically to the unit disc, i.e.

$$\Lambda_+ = \{ \gamma : S^1 \to GL(\mathbb{C}^n) : \gamma = \sum_{i \geq 0} \lambda^i A_i, \ \gamma^{-1} = \sum_{i \geq 0} \lambda^i B^i \}.$$ 

We refer to [7] for further developments on this theory. We only need the fact that $\Lambda GL(\mathbb{C}^n) = \Omega(U(n)) \Lambda_+$ (Iwasawa decomposition), where $\Omega(U(n)) \cap \Lambda_+ = \{ \text{Id} \}$. Indeed, multiplication

$$\Omega(U(n)) \times \Lambda_+ \to \Lambda GL(\mathbb{C}^n)$$ 

is a diffeomorphism [7]. Therefore each $\gamma \in \Lambda GL(\mathbb{C}^n)$ may be written uniquely as

$$\gamma = \gamma_u \gamma_+,$$

where $\gamma_u \in \Omega(U(n))$ and $\gamma_+ \in \Lambda_+$.

The Iwasawa decomposition yields an action of $\Lambda GL(\mathbb{C}^n)$ on $\Omega(U(n))$ with isotropy subgroup $\Lambda_+$. Since $\Lambda GL(\mathbb{C}^n)$ and $\Omega(U(n))$ are complex groups we obtain $\Omega(U(n)) = \Lambda GL(\mathbb{C}^n) / \Lambda_+$ so that $\Omega(U(n))$ is endowed with a complex homogeneous structure. Another consequence of the Iwasawa decomposition is that each extended solution $\phi : M \to \Omega(U(n))$ may be written as $\phi = [\Psi]$ for some $\Psi : M \to \Lambda GL(\mathbb{C}^n)$, i.e. $\phi = \Psi_u$. Such $\Psi$ will be called a complex extended solution.

One has a natural action of $\mathbb{C}^* = \mathbb{C} \setminus \{ 0 \}$ on $\Omega(U(n))$: namely,

$$(u\gamma)(\lambda) = \gamma(\lambda u)\gamma(u)^{-1},$$

for $u \in \mathbb{C}^*$, $\gamma \in \Omega(U(n))$. It is easily seen that, if $\phi : M \to \Omega(U(n))$ is an extended solution, $u\phi : M \to \Omega(GL(\mathbb{C}^n))$ is a complex extended solution [9]. Clearly, $\phi_\lambda$ is a fixed point of this
we explicitly $\perp$. For each $\gamma \in \Omega(U(n))$ the critical manifolds are the conjugacy classes of such homomorphisms, namely the classes $\Omega_\gamma = \{g\gamma g^{-1} : g \in U(n)\}$. The harmonic maps arising this way are called isotropic (see [3], [4]).

In this situation ($\Omega U(n) = \Omega_{\text{alg}} U(n)$), it turns out that the flow line of $\nabla E$ starting at some $\gamma \in \Omega(U(n))$ is defined for all time; it is given by the action of the sub-semigroup $[0, 1]$ of $\mathbb{C}^*$ [1]. Thus, given an extended solution $\phi$ and applying the gradient flow of the Morse-Bott function $E$ defined above, we associate a one parameter family of extended solutions $\{t\phi\}_{t \in [0, 1]}$ in such a way that $\lim_{t \to 0}(t\phi)$ is a $S^1$-invariant extended solution [1]. In Section 3 we explicitly describe this procedure.

2. Explicit Formulae for Harmonic Maps into $U(n)$

Starting with a constant map, Uhlenbeck showed how to construct all harmonic maps $S^2 \to U(n)$ through a series of successive multiplications by suitable maps into Grassmannians – the so-called adding a uniton method. In [5] J. C. Wood and the authors showed how to explicitly build those unitons. To explain this we need some notation.

Let $\mathbb{C}^n$ denote the trivial complex bundle equipped with the standard Hermitian inner product on each fiber. For each subbundle $\alpha$ of $\mathbb{C}^n$, let $\pi_\alpha$ and $\pi_\perp$ denote the orthogonal projection onto $\alpha$ and $\alpha_\perp$, respectively, where $\alpha_\perp$ represents the orthogonal complement of $\alpha$. For each $\mathbb{C}^n$-valued meromorphic function $H$ on $M$ we denote by $H^{(k)}$ ($k \geq 0$) its $k$-th derivative with respect to some local complex coordinate on $M$.

The next theorem tells how all harmonic maps can be explicitly built in terms of freely chosen meromorphic functions.

**Theorem 2.1.** For any $r \in \{0, 1, \ldots, n - 1\}$, let $(H_{i,j})_{0 \leq i < r-1, 1 \leq j \leq J}$ be an $r \times J$ ($J \leq n$) array of $\mathbb{C}^n$-valued meromorphic functions on $M^2$, and let $\varphi_0$ be an element of $U(n)$. For each $i = 0, 1, \ldots, r - 1$, set $\alpha_{i+1}$ equal to the subbundle of $\mathbb{C}^n$ spanned by the vectors

$$\alpha^{(k)}_{i+1,j} = \sum_{s=k}^{i} C^i_s H^{(k)}_{s-k,j} \quad (j = 1, \ldots, J, k = 0, 1, \ldots, i).$$

Then, the map $\varphi : M^2 \to U(n)$ defined by

$$\varphi = \varphi_0(\pi_1 - \pi_1^\perp) \cdots (\pi_r - \pi_r^\perp)$$

is harmonic.

Further, all harmonic maps of finite uniton number, and so all harmonic maps from $S^2$, are obtained this way.

Here we have used the following notation: for each $i, \pi_i$ denotes $\pi_{\alpha_i}$, whereas $\pi_i^\perp$ stands for $\pi_{\alpha_i^\perp}$.

Moreover, for integers $i$ and $s$ with $0 \leq s \leq i$, $C^i_s$ denotes the $s$'th elementary function of the projections $\pi_1^\perp, \ldots, \pi_i^\perp$ given by

$$C^i_s = \sum_{1 \leq i_1 < \cdots < i_s \leq i} \pi_{i_1}^\perp \cdots \pi_{i_s}^\perp.$$
The knowledge of the uniton number and initial data \((H_{i,j})\) completely describes the feature of the harmonic map.

The array \((H_{i,j})\) which determines a given list of \(\alpha_i\) is not unique; for example it can be replaced by any array with the same column span over the meromorphic functions. We will say that two arrays \((H_{i,j})\) and \((\overline{H}_{i,j})\) are equivalent if they determine the same harmonic map. Indeed, through column operations, one can replace the array by one equivalent with linearly independent columns in the \textit{echelon} form

\[
\tilde{\mathcal{H}} = \begin{bmatrix}
H_{0,1} & \ldots & H_{0,d_1} & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 & \ldots & 0 \\
H_{1,1} & \ldots & H_{1,d_1} & H_{1,d_1+1} & \ldots & H_{1,d_2} & 0 & 0 & \ldots & 0 & \ldots & 0 \\
H_{2,1} & \ldots & H_{2,d_1} & H_{2,d_1+1} & \ldots & H_{2,d_2} & H_{2,d_2+1} & \ldots & H_{2,d_3} & 0 & \ldots & 0 \\
\vdots & \ldots & \vdots & \vdots & \ldots & \vdots & \vdots & \ldots & \vdots & \ldots & \vdots & \ldots \\
H_{r-1,1} & \ldots & H_{r-1,d_1} & H_{r-1,d_1+1} & \ldots & H_{r-1,d_2} & H_{r-1,d_2+1} & \ldots & H_{r-1,d_3} & H_{r-1,d_3+1} & \ldots & H_{r-1,d_r}
\end{bmatrix}
\]

with \(0 \leq d_1 \leq d_2 \leq \ldots \leq d_r \leq n\), where, for each \(i = 1, \ldots, r\), the sub-array made up of the first \(i\) rows and the first \(d_i\) columns has linearly independent columns; equivalently, for each \(i\) the vectors \(H_{i,d_i+1}, \ldots, H_{i,d_{i+1}}\) are linearly independent. \(\alpha_i^{(0)}\) is built from that sub-array by the formula (2.1) and so has rank at most \(d_i\).

In the sequel the above array will be referred as the initial data for the harmonic map \(\varphi\); we will assume that an initial data is always given in an echelon form.

For a given array \(\tilde{\mathcal{H}}\) we denote by \(\varphi^{\tilde{\mathcal{H}}}\) the corresponding harmonic map, according to Theorem 2.1.

It can be easily seen that if the data \((H_{i,j})\) is in diagonal form

\[
\begin{bmatrix}
H_{0,1} & \ldots & H_{0,d_1} & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 & \ldots & 0 \\
0 & \ldots & 0 & H_{1,d_1+1} & \ldots & H_{1,d_2} & 0 & 0 & \ldots & 0 & \ldots & 0 \\
0 & \ldots & 0 & 0 & \ldots & 0 & H_{2,d_2+1} & \ldots & H_{2,d_3} & 0 & \ldots & 0 \\
\vdots & \ldots & \vdots & \vdots & \ldots & \vdots & \vdots & \ldots & \vdots & \ldots & \vdots & \ldots \\
0 & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & H_{r-1,d_{r-1}+1} & \ldots & H_{r-1,d_r}
\end{bmatrix}
\]

then the unitons \(\alpha_i\) are nested, i.e. \(\alpha_i \subseteq \alpha_{i+1}\). Therefore the harmonic map \(\varphi^{\tilde{\mathcal{H}}} = (\pi_{1 - \pi_i^1})\ldots(\pi_{r - \pi_i^r})\) has image in \(G_s(\mathbb{C}^n)\), where \(\pi_i = \pi_{i_\mathbb{R}}\) and \(\pi_i^1 = \pi_{i_\mathbb{R}}^1\). These are the harmonic maps invariant by the \(S^1\)-action described above [9]. They are also called isotropic harmonic maps [4].

\textbf{Remark 2.2.} Consider now the arrays \(\tilde{\mathcal{H}} = (H_{i,j})\) and \(\overline{\mathcal{H}} = (\overline{H}_{i,j})\), where \(\tilde{\mathcal{H}}\) is in diagonal form as in (2.5) and, for each \(d_k < j \leq d_{k+1}\) \((k \in \mathbb{N})\) and \(i > k\), \(\overline{H}_{k,j} = H_{k,j}\) and \(\overline{H}_{i,j} = a_{i,j}H_{k,j}\) \((a_{i,j} \in \mathbb{R})\), i.e.: \(\overline{\mathcal{H}}\) is given by
Example 2.3. It is well known [9] that the maximal uniton number for a harmonic map \( \phi : S^2 \to U(n) \) is \( n - 1 \). Those maps with maximal uniton number are built out of an initial array of the type

\[
\begin{bmatrix}
H_{0,1} & 0 & \cdots & 0 \\
H_{1,1} & 0 & \cdots & 0 \\
H_{2,1} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
H_{n-2,1} & 0 & \cdots & 0
\end{bmatrix}
\]

In this case, \( \alpha_{i+1}^{(k)} = \sum_{s=k}^{i} H_{s-k,1}^{(k)} \) and \( \alpha_{i+1} = \text{span}\{\alpha_{i+1}^{(k)}\}_{0 \leq k \leq i} \) for each \( i \leq n - 2 \).

Example 2.4. Let us consider now the case \( r = 2 \). We may now choose several non-null columns. For instance, take the array \( (H_{ij}) \) consisting of two rows

\[
\begin{bmatrix}
H_{0,1} & \cdots & H_{0,d_1} & 0 & 0 \\
H_{1,1} & \cdots & H_{1,d_1} & 0 & 0
\end{bmatrix}
\]

In this case, \( \alpha_{1} \) is the span of \( \{H_{01}, \ldots, H_{0d_1}\} \) and \( \alpha_{2} \) is the span of \( \{H_{0j} + C_{1j}H_{1j}, C_{1j}H_{0j} : 1 \leq j \leq d_1\} \).

Example 2.5. Let \( F_0 \) denote a constant subspace of \( \mathbb{C}^7 \) with \( \text{dim } 3 \), \( L_0 \), \( L_1 \) be linearly independent \( F_0 \)-valued meromorphic functions and \( E_0 \) a \( F_0^1 \)-valued meromorphic function. The following array:

\[
\mathcal{S}_2 = \begin{bmatrix} L_0 & E_0 & 0 \\ 0 & 0 & L_1 \end{bmatrix}
\]

corresponds to a \( S^1 \)-invariant harmonic map into \( G_2(\mathbb{C}^7) \), \( \varphi = Q(\pi_1 - \pi_1)(\pi_2 - \pi_2) \), where \( Q = \pi_{F_0} - \pi_{F_0^1} \).

Notice that left multiplication by a constant map \( Q \) does not, in general, preserves the image in \( G_4(\mathbb{C}^n) \). Letting \( \varphi : M \to G_2(\mathbb{C}^7) \) denote the above harmonic map, \( \varphi^5 = (\pi_{F_0} - \pi_{F_0^1}) \varphi \) is not Grassmannian valued since \( \varphi^5 \times \varphi^5 \neq \text{Id} \).
Example 2.6. Let \( \varphi : M \to G_*(\mathbb{C}^n) \) be a non-constant harmonic map of uniton number 1. Then, if \( \varphi \) is not holomorphic, it must be of the form \( \varphi = (\pi_{F_0} - \pi_{F_0}) (\pi_1 - \pi_1) \). It is easily seen that \( \varphi \) is \( G_*(\mathbb{C}^n) \)-valued if and only if \( \pi_{F_0} \) and \( \pi_1 \) commute, i.e. if and only if \( F_0 \) decomposes \( \alpha_1 \)

\[
(2.6) \quad \alpha_1 = \alpha_1 \cap F_0 \oplus \alpha_1 \cap F_0.
\]

General harmonic maps into Grassmannian manifolds can also be described in terms of meromorphic data. To describe that we need the following definition:

Definition 2.7. Let \( F_0 \) be a constant subspace in \( \mathbb{C}^n \). An \( r \times n \) \( F_0 \)-array is a family of \( \mathbb{C}^n \)-valued meromorphic functions \( (K_{i,j})_{0 \leq i \leq r-1, 1 \leq j \leq n} \) such that, for each \( j \), either

\[
(2.7) \quad \pi_{F_0} (K_{2k,j}) = 0 \text{ and } \pi_{F_0} (K_{2k+1,j}) = 0 \text{ or }
\pi_{F_0} (K_{2k,j}) = 0 \text{ and } \pi_{F_0} (K_{2k+1,j}) = 0,
\]

where \( 0 \leq k \leq \frac{r-1}{2} \).

For \( G_*(\mathbb{C}^n) \)-valued harmonic maps theorem 2.1 specializes in the following way [6]:

Theorem 2.8. Let \( F_0 \) be a constant subspace in \( \mathbb{C}^n \). For any \( r \in \{0, 1, \ldots, n-1\} \), let \( (K_{i,j})_{0 \leq i \leq r-1, 1 \leq j \leq n} \) be an \( r \times n \) \( F_0 \)-array of \( \mathbb{C}^n \)-valued meromorphic functions on \( M^2 \). For each \( j \), consider the meromorphic functions

\[
(2.8) \quad H_{0,j} = K_{0,j} \text{ and } H_{i,j} = \sum_{s=1}^{i} (-1)^{s+i} \binom{i-1}{s-1} K_{s,j}, \ i \geq 1.
\]

For each \( 0 \leq i \leq r-1 \), set \( \alpha_{i+1} \) equal to the subbundle of \( \mathbb{C}^n \) spanned by the vectors

\[
\alpha_{i+1}^{(k)} = \sum_{s=k}^{i} C_{i}^{s} H_{s-k,j}, \ (j = 1, \ldots, n, \ k = 0, \ldots, i).
\]

Then, the map \( \varphi : M^2 \to U(n) \) defined by

\[
\varphi = (\pi_{F_0} - \pi_{F_0}) (\pi_1 - \pi_1) \cdots (\pi_r - \pi_r)
\]

is harmonic.

Further, all harmonic maps from \( M^2 \) to \( G_*(\mathbb{C}^n) \) of finite uniton number, and so harmonic maps from \( S^2 \) to \( G_*(\mathbb{C}^n) \) are obtained this way.

3. The Spectral Parameter

Our main result is based on the fact that the harmonic maps \( S^2 \to U(n) \) come into clusters labeled by the different isotropic harmonic maps (basic maps). The flow lines of \( \nabla E \) carry the harmonic maps to its corresponding basic harmonic map. The main purpose of this section is to explicitly describe this procedure in terms of our initial data.

Throughout this section we let

\[
(3.1) \quad \varphi = Q (\pi_1 - \pi_1) \cdots (\pi_r - \pi_r)
\]
be a harmonic map with uniton number \( r \) built out of the array \( \mathcal{H} \) as in (2.4).

As mentioned above, its extended solution \( \phi \) can be regarded as a map \( \phi : S^2 \to \Omega_{\text{alg}} U(n) \).

Then, under the gradient flow of the energy functional, \( E : \Omega U(n) \to \mathbb{R}, E(\gamma) = \int_{S^1} |\gamma'|, \phi \) can be deformed into a simpler extended solution \( \phi_0 \), one taking values in a conjugacy class of a Lie group homomorphism \( S^1 \to \Omega U(n) \).

The corresponding harmonic map \( \varphi_0 \) is isotropic and has the same uniton number.

To describe this feature in terms of the initial data just consider the following one parameter family:

\[
\mathcal{H}(t) = (H_{i,j}(t)),
\]

where, for each \( d_k + 1 \leq j \leq d_k + 1, \)

\[
H_{i,j}(t) = \sum_{s=0}^{i} \binom{i}{s} t^{i-k}(t-1)^{i-s} H_{s,j}
\]

We recall that \( d_k \) denotes the number of non zero entries in row \( k \) and we will consider \( d_0 = 0 \).

Clearly \( \mathcal{H}(1) = \mathcal{H} \).

We now state the main theorem:

**Theorem 3.1.** Let \( \varphi^0 : S^2 \to U(n) \) be a harmonic map of uniton number \( r \) corresponding to an array \( \mathcal{H} \). Then, the one parameter family of harmonic maps \( \varphi^t \) corresponding to the flow line \( \nabla E \) is associated to the one parameter family of arrays \( \mathcal{H}(t) \).

We remark that, when the parameter \( t \) goes to zero, the one parameter family of arrays \( \mathcal{H}(t) \) ends up in a diagonal array \( \mathcal{H}(0) \). Therefore, reversing the procedure, i.e., departing from an array \( \mathcal{H}_0 \) in diagonal form, corresponding to an isotropic harmonic map with uniton number \( r \), and filling in the entries of each non zero line below the diagonal, we obtain all harmonic maps with the same uniton which flow into \( \varphi^0 \). In this way we see how all the harmonic maps with uniton number \( r \) can be explicitly built up from the isotropic harmonic maps with the same uniton number.

The extended solution of an isotropic harmonic map \( \varphi^0 \), up to a discrete subset of \( S^2 \), takes values in a conjugacy class \( \Omega_\gamma \), for some geodesic \( \gamma : S^1 \to U(n) \), where \( \Omega_\gamma = \{ g\gamma g^{-1} : g \in G \} \) is a critical manifold of the Morse Bott function \( E \). It is well known that \( \Omega U(n) = \Omega_{\text{alg}} U(n) \) is a disjoint union of the so called "unstable manifolds" \( U_\gamma \), where \( U_\gamma \) is the domain of attraction of the critical manifold \( \Omega_\gamma \) under the flow of \( \nabla E \).

Burstall and Guest [1] showed that, up to a discrete subset of \( S^2 \), every extended solution takes values in a single unstable manifold \( U_\gamma \). Starting with an isotropic harmonic map \( \varphi^0 \) whose extended solution takes values almost everywhere in \( \Omega_\gamma \) and denoting by \( u_\gamma : U_\gamma \to \Omega_\gamma \subset \Omega \) the map assigning to each \( \eta \in U_\gamma \) the corresponding end point of the flow line of \( \nabla E \), we have \( u_\gamma \circ \varphi^t = \varphi^0 \) almost everywhere. Then the above procedure explicitly describes all harmonic maps which culminate into a given \( \varphi^0 \).
Example 3.2. Let us start with the array
\[
\begin{bmatrix}
H_{01} & 0 & 0 \\
0 & H_{12} & 0 \\
0 & 0 & H_{23}
\end{bmatrix}
\]
corresponding to a basic harmonic map \( \varphi = (\pi_1 - \pi_1^\perp)(\pi_2 - \pi_2^\perp)(\pi_3 - \pi_3^\perp) \) of uniton number 3, where
\[
\alpha_1 = \text{span} \{ H_{01} \},
\alpha_2 = \alpha_1 \oplus \text{span} \{ \pi_1^\perp H'_{01}, \pi_1^\perp H_{12} \} \quad \text{and}
\alpha_3 = \alpha_2 \oplus \text{span} \{ \pi_2^\perp \pi_1^\perp H''_{01}, \pi_2^\perp \pi_1^\perp H'_{12}, \pi_2^\perp \pi_1^\perp H_{23} \}.
\]
Now, take the array
\[
\begin{bmatrix}
H_{01} & 0 & 0 \\
H_{11} & H_{12} & 0 \\
H_{21} & H_{22} & H_{23}
\end{bmatrix}
\]
corresponding to the harmonic map \( \tilde{\varphi} = (\pi_{\alpha_1 - \pi_{\alpha_1}^\perp})(\pi_{\alpha_2 - \pi_{\alpha_2}^\perp})(\pi_{\alpha_3 - \pi_{\alpha_3}^\perp}) \). \( \tilde{\varphi} \) “flows” into \( \varphi \) through the one parameter family \( \tilde{\varphi}_t = (\pi_{\alpha_1(t) - \pi_{\alpha_1(t)}^\perp})(\pi_{\alpha_2(t) - \pi_{\alpha_2(t)}^\perp})(\pi_{\alpha_3(t) - \pi_{\alpha_3(t)}^\perp}) \), where
\[
\tilde{\alpha}_1(t) = \alpha_1,
\tilde{\alpha}_2(t) = \text{span} \{ H_{01} + \pi_1^\perp (tH_{11} + (t - 1)H_{01}), \pi_1^\perp H'_{01}, \pi_1^\perp H_{12} \} = \text{span} \{ H_{01} + t\pi_1^\perp H_{11}, \pi_1^\perp H'_{01}, \pi_1^\perp H_{12} \},
\tilde{\alpha}_3(t) = \text{span} \{ H_{01} + C_2^2 H_{11}(t) + C_2^2 H_{21}(t), C_2^2 H_{01} + C_2^2 H_{11}(t), C_1^2 H_{12} + C_2^2 H_{22}(t), C_2^2 H_{01}, C_2^2 H_{23} \}
\]
We now have that
\[
\begin{align*}
H_{01} + C_2^2 H_{11}(t) + C_2^2 H_{21}(t) &= H_{01} + C_2^2 (tH_{11} + (t - 1)H_{01}) + C_2^2 (t^2 H_{21} + 2t(t - 1)H_{11} + (t - 1)^2 H_{01}) \\
&= H_{01} + tC_2^2 H_{11} + C_2^2 t^2 H_{21} + t(t - 1)H_{11} + \pi_2^\perp ((t - 1)H_{01} + \pi_1^\perp t(t - 1)H_{11}) \\
&= H_{01} + tC_2^2 H_{11} + C_2^2 t^2 H_{21} + t(t - 1)H_{11}
\end{align*}
\]
Analogously,
\[
C_2^2 H'_{01} + C_2^2 H'_{11}(t) = C_2^2 H'_{01} + tC_2^2 H'_{11} \quad \text{and}
\]
\[
C_2^2 H_{12} + C_2^2 H_{22}(t) = C_2^2 H_{12} + tC_2^2 H_{22}
\]
so that
\[
\tilde{\alpha}_3(t) = \text{span} \{ H_{01} + tC_2^2 H_{11} + C_2^2 (t^2 H_{21} + t(t - 1)H_{11}),
C_2^2 H'_{01} + tC_2^2 H'_{11}, C_2^2 H_{12} + tC_2^2 H_{22}, C_2^2 H_{01}, C_2^2 H_{23} \}
\]
Of course when \( t \) goes to 0 we go back to the initial basic harmonic map.

Remark 3.3. Regarding the \( G_r(\mathbb{C}^n) \) valued harmonic maps \( \varphi = (\pi_{F_0} - \pi_{F_1})(\pi_1 - \pi_1^\perp) \cdots (\pi_r - \pi_r^\perp) \) with uniton number \( r \) we recall [6] that the entries of an initial array \( \tilde{F}_i \) for this harmonic map are built up from an \( r \times n \) \( F_0 \)-array of meromorphic functions \( R^\varphi = (K_{i,j}) \), where \( 1 \leq i \leq r - 1 \) and \( 1 \leq j \leq n \), according to the rule
\[ H_{0,j} = K_{0,j} \] and
\[ H_{i,j} = \sum_{s=1}^{j} (-1)^{s+i} \binom{i-1}{s-1} K_{s,j}, \ i \geq 1. \] (3.4)

Now it is a matter of standard algebraic computations to see that our array \( \tilde{\mathcal{F}}(t) \) is equivalent to the array \( \mathcal{F}(t) \) built out of the family \( \mathcal{F}(t) = (K_{i,j}(t)) \) according with the rule described above, where \( K_{i,j}(t) = t^{-k} K_{i,j} \) for \( d_k \leq j < d_{k+1} \).

Of course, when \( \varphi \) has values in \( G_p(C^n) \) all the one parameter family \( \varphi_t \) is also \( G_p(C^n) \)-valued.

4. PROOF OF THEOREM 3.1

Let \( \varphi^\lambda : S^2 \to U(n) \) be a harmonic map of uniton number \( r \), built out of an array \( \mathcal{F} \) as in (2.4). As before, we consider its complex extended solution \( \phi^\lambda : S^2 \to \Omega(GL(C^n)) \). Following the flow lines of the energy \( E : \Omega(GL(C^n)) \to \mathbb{R} \), the flow \( \phi_t : S^2 \to GL(C^n) \) starting at \( \phi_1 = \phi^\lambda \) is given by \( t\phi^\lambda \) (see (1.2)).

From [9], we know that \( t\phi^\lambda \) is an extended solution. Since the diffeomorphism \( \Omega(U(n)) \times \Lambda_+ \to \Lambda GL(C^n) \) preserves extended solutions [2], \( \phi_t = (t\phi^\lambda)_u \) is an extended solution of a harmonic map \( \varphi_t : S^2 \to U(n) \). To conclude that \( \varphi_t \) is the harmonic map built out of the array \( \mathcal{F}(t) \) as in Theorem 3.1, we just have to show that \( (\phi^\lambda(t))^{-1} \phi_t \in \Lambda_+ \), where \( \phi^\lambda(t) \) denotes the extended solution associated to \( \varphi^\lambda(t) \).

To see this we consider \( (\phi^\lambda(t))^{-1} \phi_t = \eta^k \), and for each integer \( k \), \( \eta^k \) will denote the coefficient of \( \lambda^k \). Everything will be settled proving that \( \eta^k = 0 \) if \( k < 0 \). Before going into a detailed proof of this theorem, we consider first the cases \( r = 1 \) and \( r = 2 \).

Example 4.1. Let \( \varphi : S^2 \to U(n) \) be a harmonic map of uniton number 1. Then, \( \varphi = \pi_1 - \pi_1^\perp \), where \( \alpha_1 = \text{span}\{H_{0j}\} \). Since \( H_{0j}(t) = H_{0j} \), we get \( \alpha_1(t) = \alpha_1 \) and therefore \( \pi_{\alpha_1}(t) = \pi_{1}\perp = \pi_1 \) so that \( \varphi(t) \equiv \varphi \). In particular, as it is well-known, uniton number one harmonic maps are \( S^3 \)-invariant.

Also notice that
\[
\Phi_{\lambda}^{-1} \Phi_{\lambda'} = (\pi_1 + \lambda^{-1} \pi_1^\perp)(\pi_1 + \lambda \pi_1^\perp) = (\pi_1 + \lambda^{-1} \pi_1^\perp)(\pi_1 + \lambda \pi_1^\perp) = \pi_1 + t \pi_1^\perp
\]
has no negative powers of \( \lambda \). We conclude that \( \eta_1 = \eta_1^0 \). Hence, the first case is proved.

From now on, we will use the notation \( \pi_{\alpha_t} \) and \( \pi_{\alpha_t}^\perp \) to denote the orthogonal projections \( \pi_{\alpha_t}(t) \) and \( \pi_{\alpha_t}^\perp(t) \), respectively. In the same way, given the subbundles \( \alpha_s(t) \), we use the notation \( C_s^t(t) \) \((s \leq t)\) to denote the \( s \)th elementary function of \( \pi_{\alpha_t} \).

Example 4.2. For the uniton-two case, we start with \( \alpha_1 \) as above and \( \alpha_2 = \text{span}\{H_{0j1} + \pi_1^\perp H_{1j1}, \pi_1^\perp H_{0j1}, \pi_1^\perp H_{1j1}\} \). Considering
\[
\alpha_2(t) = \text{span}\{H_{0j1}(t) + \pi_1^\perp H_{1j1}(t), \pi_1^\perp H_{0j1}(t), \pi_1^\perp H_{1j1}(t)\} = \text{span}\{H_{0j1} + \pi_1^\perp ((t - 1)H_{0j1} + tH_{1j1}), \pi_1^\perp H_{0j1}, \pi_1^\perp H_{1j1}\}.
\]
We have that
\[ \eta_2 = (\pi_{2,t} + \lambda^{-1}\pi_{2,t})\eta_1^0(\pi_2 + \lambda t\pi_2) \]
\[ \Rightarrow \eta_2^{-1} = \pi_{2,t}^{-1}\eta_1^0\pi_2, \quad \eta_2^0 = \pi_{2,t}^{-1}\eta_1^0 + t\pi_{2,t}^{-1}\eta_1^0\pi_2 \quad \text{and} \quad \eta_2^1 = t\pi_{2,t}^{-1}\eta_1^0\pi_2. \]

Notice that for any pair of functions \((V_m, V_{m+1})\),
\[ \eta_1^0(V_m + \pi_1 V_{m+1}) = (\pi_1 + t\pi_1^+)(V_m + \pi_1 V_{m+1}) = (\pi_1 + t\pi_1^+)V_m + t\pi_1^+V_{m+1} = V_m + \pi_1^+((t-1)V_m + tV_{m+1}) \]

Therefore, from (4.1), we have that
\[ \pi_{2,t}^+\eta_1^0(H_{0j} + \pi_1^+H_{1j}) = \pi_{2,t}^+(H_{0j} + \pi_1^+((t-1)H_{0j} + tH_{1j})) = 0 \quad \text{and} \quad \pi_{2,t}^+\eta_1^0(\pi_1^+H_{0j}) = \pi_{2,t}^+(\pi_1^{+t}H_{0j}) = 0, \]
so that \(\eta_2^{-1} = 0\) and thus showing that \(\eta_2 \in \Lambda_+\).

Given any family \((V_m, ..., V_{m'})\) of \(\mathbb{C}^n\)-valued meromorphic functions defined on \(M^2\) we define an auxiliary 1-parameter family of \(\mathbb{C}^n\) valued maps by
\[ V_i^k(t) = \sum_{l=0}^{k} \binom{k}{l} (t-1)^{k-l}d^{i}V_{i+l}, \quad i \in \mathbb{Z}, \quad k \geq 0 \]
where we interpret \(V_{ij} = 0\) if \(i < m\) or \(i > m'\).

Notice that when the family \((V_m, ..., V_{m'})\) is the \(j\)-th column \((H_{0,j}, ..., H_{i,j})\) \((d_0 < j \leq d_i)\) of \(\mathcal{R}\), then we have that, in this notation,
\[ H_{i,j}^i(t) = \sum_{l=0}^{i} \binom{i}{l} (t-1)^{i-l}d^{i}H_{i,j} \]
which is exactly our \(H_{i,j}^i(t)\) (see (3.3)). We introduce this auxiliary family of \(V\)'s as the proof of Theorem 3.1 relies on an algebraic Lemma valid for any family of \(\mathbb{C}^n\) valued functions.

For the array \((V_m, ..., V_{m'})\) we define, for \(k = 0, 1, \)
\[ \beta_{i+1}^k = \sum_{s=0}^{i} C_s^k V_{m+s+k}, \quad \text{as well as} \]
\[ \hat{\beta}_{i+1}^k(t) = \sum_{s=0}^{i} C_s^k(t) V_{n+m+k}^s(t) \quad \text{and} \]
\[ \beta_{i+1}^k(t) = \sum_{s=0}^{i} C_s^k(t) V_{m+s+k}^s(t) \]
where again we interpret \( V_i = 0 \) if \( i < m \) or \( i > m' \). We also notice that the \( C^r_i(t) \) are defined as in (2.3) but with the underlying subbundles \( \omega_j \) replaced by \( \omega_j(t) \).

If \((V_m, \ldots, V_{m'}) = (H_{0j}, \ldots, H_{ij})\) (eventually, some entries null if \( j > d_1 \)), then

\[
\beta_{i+1}^0 = \alpha_{i+1,j}^{(0)}, \quad \text{and} \quad \beta_{i+1}^0(t) = \xi^0 \alpha_{i+1,j}^{(0)}(t), \quad d_k < j \leq d_{k+1}
\]

Moreover, if \((V_m, \ldots, V_{m'}) = (0_0, \ldots, 0_{k-1}, H_{0j}^{(k)}, \ldots, H_{i-k,j}^{(k)})\), then

\[
\beta_{i+1}^0 = \alpha_{i+1,j}^{(k)}
\]

Besides, we also have the following Lemma, which proof is presented in Section 5.

**Lemma 4.3.** For \( d_0 < j \leq d_1 \),

\[
\beta_{i+1}^0(t)(0_0, \ldots, 0_{k-1}, H_{0j}^{(k)}, \ldots, H_{i-k,j}^{(k)}) = t^k \alpha_{i,j}^{(k)}(t).
\]

More generally, for \( d_1 < j \leq d_{l+1} \),

\[
\beta_{i+1}^0(t)(0_0, \ldots, 0_{k-1}, H_{0j}^{(k)}, \ldots, H_{i-k,j}^{(k)}) = t^{k-l} \alpha_{i,j}^{(k)}(t).
\]

The idea to prove Theorem 3.1 is to establish an induction that allows one to conclude that \( \eta \) has no negative powers of \( \lambda \). More precisely, we shall establish the following Lemma, which we prove in Section 5.

**Lemma 4.4.** For any \( r' \), if \( \eta_{r'} \) has no \( \lambda \) negative powers, there are \( \text{End}(\mathbb{C}^n) - \text{valued} \) 1-forms \( A^r_j \) (see (5.14)) such that for any fixed collection \((V_m, \ldots, V_{m+r'})\),

\[
\eta_{r'}(\beta_{r+1}^0) = \beta_{r+1}^0(t) + \sum_{s=0}^{r'} \pi_{s,t}^s \beta_{r+1}^0(t) - \sum_{s=2}^{r'} A^r_{s+1} \beta_{r+1}^0.
\]

**Proof of Theorem 3.1.**

Since

\[
\eta_{r+1} = (\pi_{r+1,t} + \lambda^{-1} \pi_{r+1,t}^l) \eta_{r'}(\pi_{r+1} + \lambda t \pi_{r+1}^l),
\]

if \( \eta_{r'} \) has no negative powers of \( \lambda \), we shall have that

\[
\eta_{r+1} = \pi_{r+1,t} \eta_{r+1}^0,
\]

so that \( \eta_{r+1}^0 \) will vanish as long as \( \eta_{r'}^0 \) maps \( \alpha_{r+1} \) into \( \alpha_{r+1}^0(t) \).

But applying (4.9) when \((V_m, \ldots, V_{m'}) = (H_{0j}, \ldots, H_{ij})\) together with (4.6) yields that \( \eta_{r'}^0 \) maps \( \alpha_{r+1,j}^{(0)} \) into \( \alpha_{r+1,j}^{(0)}(t) \) since, in that case, (4.9) reduces to \( \eta_{r'}^0(\beta_{r+1}^0) = \beta_{r+1}^0(t) \).

Applying (4.9) when \((V_m, \ldots, V_{m'}) = (0_0, \ldots, 0_{k-1}, H_{0j}^{(k)}, \ldots, H_{i-k,j}^{(k)})\) together with (4.7) and Lemma 4.3 shows that \( \eta_{r'}^0 \) maps \( \alpha_{r+1,j}^{(k)} \) into \( \alpha_{r+1,j}^{(k)}(t) \), since once again (4.9) reduces to \( \eta_{r'}^0(\beta_{r+1}^0) = \beta_{r+1}^0(t) \). Hence, this concludes the proof of Theorem 3.1.

Therefore, we are now left with showing Lemmas 4.3 and 4.4.
5. Proof of Lemmas 4.3 and 4.4

Lemma 5.1. For a given \( i \), we have that

\[
(5.1) \quad \sum_{s=0}^{l} C_{i-l-1+s}^{l-1}(t) H_{st}^{(k)} = 0, \quad \text{for all } 0 \leq l \leq i - 1
\]

Proof. We prove (5.1) by induction on \( l \). When \( l = 0 \), we get

\[
C_{i-1}^{i-1}(t) H_{0t}^{(k)} = \pi_{i-1,t} \pi_{i-2,t} \ldots \pi_{k+1,t} C_{k}^{k}(t) H_{0t}^{(k)} = \pi_{i-1,t} \pi_{i-2,t} \ldots \pi_{k+1,t} \alpha_{k+1}^{(k)}(t) = 0
\]

Next, assume that (5.1) is true and let us show that

\[
\sum_{s=0}^{l+1} C_{i-l-2+s}^{l-1}(t) H_{st}^{(k)} = 0.
\]

\[
\sum_{s=0}^{l+1} C_{i-l-2+s}^{l-1}(t) H_{st}^{(k)} = \sum_{s=0}^{l} C_{i-l-2+s}^{l-1}(t) H_{st}^{(k)} + C_{i-1}^{i-1} H_{i+1,t}^{(k)}
\]

\[
= \sum_{s=0}^{l} C_{i-l-1+s}^{l-2}(t) H_{st}^{(k)} + \pi_{i-1,t} \left( \sum_{s=0}^{l} C_{i-l-3+s}^{l-2}(t) H_{st}^{(k)} + C_{i-2}^{i-2}(t) H_{i+1,t}^{(k)} \right)
\]

\[
= \ldots = \pi_{i-1,t} \pi_{i-2,t} \ldots \pi_{k+1,t} \left( \sum_{s=0}^{l} C_{i-l-s-(i-k-l-1)}^{k+l+1}(t) H_{st}^{(k)} + C_{k+l+1}^{k+l+1}(t) H_{i+1,t}^{(k)} \right)
\]

\[
= \pi_{i-1,t} \pi_{i-2,t} \ldots \pi_{k+l+2,t} \alpha_{k+l+2}^{(k)}(t) = 0.
\]

\( \square \)

Proof of Lemma 4.3

We start by noticing that

\[
(5.2) \quad \beta_{i+1}^{0}(t)(V_0, \ldots, V_i) = \beta_{i-1}^{0}(t)(V_0, \ldots, V_{i-1}) + \pi_{i,t}^{1}(t) \beta_{i}^{0}(t)(V_1, \ldots, V_i) + (t - 1) \beta_{i}^{0}(t)(V_0, \ldots, V_{i-1})
\]

We shall prove the lemma by induction on \( i \) for the case \( d_0 < j \leq d_1 \). The general case \( d_i < j \leq d_{i+1} \) will follow easily. For \( i = 1 \), we have that

\[
\beta_{1}^{0}(t)(H_0) = H_0 = t^{0} \alpha_{1}^{(0)}(t).
\]

Next, assume that (4.8) holds up to order \( i \) and let us prove that

\[
\beta_{i+1}^{0}(t)(0, \ldots, 0, H_{0}^{(k)}, \ldots, H_{i-k}^{(k)}) = t^{k} \alpha_{i+1}^{(k)}(t)
\]

As a matter of fact, using (5.2),
\[
\beta^0_{i+1}(t)(0, \ldots, 0, H^{(k)}_0, \ldots, H^{(k)}_{i-k}) - t^k \alpha^0_{i+1}(t) \\
= \beta^0_t(t)(0, \ldots, 0, H^{(k)}_0, \ldots, H^{(k)}_{i-k-1}) + t \pi^t_{i+1} \beta_i(t)(0, \ldots, 0, H^{(k)}_0, \ldots, H^{(k)}_{i-k}) \\
+ (t-1) \pi^t_{i+1} \beta_i(t)(0, \ldots, 0, H^{(k)}_0, \ldots, H^{(k)}_{i-k-1}) - t^k \sum_{s=k}^{i-1} C^{i-1}s t H^{(k)}_{s-k,t} - t^k \pi^t_{i+1} \sum_{s=k-1}^{i-1} H^{(k)}_{s-k+1,t}
\]

Now, the third parcel vanishes by induction and the first cancels out with the forth, also using the induction hypothesis. Hence, we are left with

\[
t \pi^t_{i+1} \left( \sum_{s=k}^{i-1} C^{i-1}s t H^{(k)}_{s-k+1,t} \right)
\]

Next, noticing that

\[
\sum_{s=k-1}^{i-1} C^{i-1}s t H^{(k)}_{s-k+1,t}
\]

Now, all the first terms that do not have \((t-1)\) as a factor cancel. Hence, we get

\[
= t^{k}(t-1) \pi^t_{i+1} \sum_{s=k}^{i-1} C^{i-1}s t \sum_{l=0}^{s-k} \left( s - k + 1 - l \right) t^{l}(t-1)^{s-k-l} H^{(k)}_{l}
\]

Next, noticing that

\[
\sum_{s=0}^{k} \binom{k}{s} \binom{i-(k+j)}{l-s} = \sum_{s=0}^{k} \binom{k}{s} \binom{i-(k+j)}{l-s},
\]

(when, as usual, \((j) = 0\) if \(j > i\) or \(j < 0\)), the last expressions becomes

\[
= t^{k}(t-1) \pi^t_{i+1} \left( C^{i-1}_k t \binom{k}{1} H^{(k)}_0 + C^{i-1}_{k+1}(t) \binom{i}{0} t H^{(k)}_1 + \binom{i}{1} t H^{(k)}_1 \right) + \ldots
\]

Now, look first to the positive terms. The parcels that start with \(\binom{k}{i}\) give precisely \(\binom{k}{i} \alpha^k_i\). The negative parcels give \(\alpha^k_i\) plus a remainder, that cancels precisely with the positive parcels that start with \(\binom{k}{0}\). Hence, we get \(\binom{k}{1} \alpha^k_i - \alpha^k_i\) plus all the positive parcels that start with \(\binom{k}{j}\) with \(j \geq 2\), all of which have \((t-1)\) as a factor. We are hence left with
Repeating the argument, we end up with obtained as in the case noticing that.

\[(5.8)\]
\[(5.9)\]
\[(5.10)\]

Proof. We have that defining \(\hat{\beta}_{t+1}^0(t) = \hat{\beta}_{t+1}^0(t) + \pi_{i,t}^{-1}\beta_{t+1}^1(t)\) but in general

\[(5.11)\]

We do have the following relation, whose proof follows by manipulation of the expressions defining \(\beta_{t+1}^0(t), \beta_{t+1}^1(t), \beta_{t+1}^0(t)\) and \(\beta_{t+1}^0(t)\):

**Lemma 5.2.** For any collection \((V_m, ..., V_{m'})\) we have

\[(5.12)\]

**Corollary 5.3.** For any \(i,\)

\[(5.13)\]

Proof. We have that

\[(5.14)\] using (5.7).

Before proceeding into the proof of Lemma 4.4, we need a final extra notation. We start by noticing that

\[
\eta_k^r = ((\pi_{r,t} + \lambda^{-1}\pi_{r,t}^{-1})\eta_{r-1}(\pi_r + \lambda t\pi_r^{-1}))^k
\]
Since the first factor has only $\lambda$ powers 0 or $-1$ and the last one only powers 0 or 1, we see that
\[
\eta_r^k = \pi_{r,t}\eta_{r-1}^k \pi_r + t\pi_{r,t}\eta_{r-1}^{k-1} \pi_r + \pi_{r,t}\eta_{r-1}^{k+1} \pi_r + t\pi_{r,t}\eta_{r-1}^{k+1} \pi_r \\
= t(\pi_{r,t}\eta_{r-1}^{k-1} + \pi_{r,t}\eta_{r-1}^{k+1}) \pi_r + \pi_{r,t}\eta_{r-1}^k \pi_r + \pi_{r,t}\eta_{r-1}^{k+1} \pi_r.
\]

We denote by $\eta_r^{k,1}$ the coefficient of $\pi_r^1$ in the above expression:
\[
\eta_r^{k,1} = t(\pi_{r,t}\eta_{r-1}^{k-1} + \pi_{r,t}\eta_{r-1}^{k+1})
\]
For completeness, we denote $\eta_r^k$ by $\eta_r^{k,0}$ and define recursively for $l \leq k$
\[
(5.11) \quad \eta_r^{k,l} = t(\pi_{r,t}\eta_{r-1}^{k-1,l-1} + \pi_{r,t}\eta_{r-1}^{k,l-1}).
\]

We then have

**Lemma 5.4.** For all $j$ and for all $l \leq k \leq j$
\[
(5.12) \quad \eta_j^{k,l} \frac{1}{\pi_{j-l}} = t^{-1} \eta_j^{k+1,l+1} \pi_{j-l} \quad \text{and}
\]
\[
(5.13) \quad \eta_j^{k,l} \frac{1}{\pi_{j-l}} = \eta_j^{k+1,l+1} \pi_{j-l}.
\]

**Proof of (5.12).** We begin by showing that (5.12) is true for all $j$ and for all $k \leq j$ when $l = 0$:
\[
\eta_j^{k,0} \pi_j = t^{-1} \eta_j^{k+1,1} \pi_j \iff (\pi_j \eta_{j-1}^k + \pi_j \eta_{j-1}^{k+1}) \pi_j = t^{-1} t(\pi_j \eta_{j-1}^k + \pi_j \eta_{j-1}^{k+1}) \pi_j,
\]
as wanted. Next, assume (5.12) is valid for $l$ fixed, for any $k \leq j$ and let us prove that it is also valid for any $k \leq j$ for $l + 1$. As a matter of fact, we have
\[
\eta_j^{k,l+1} \frac{1}{\pi_{j-(l+1)}} = t(\pi_j \eta_{j-1}^{k-1,l+1} + \pi_j \eta_{j-1}^{k,l+1}) \pi_{j-(l+1)} = t \pi_j (t^{-1} \pi_{j-1}^{k-1,l+1} \pi_{j-1-l} + t \pi_j t^{-1} \eta_{j-1}^{k,l+1} \pi_{j-1-l})
\]
\[
= (\pi_j \eta_{j-1}^{k,l+1} + \pi_j \eta_{j-1}^{k+1,l+1}) \pi_{j-1-l} = t^{-1} \eta_j^{k+1,l+1} \pi_{j-(l+1)},
\]
as desired.

**Proof of (5.13).** As before, let us prove the case when $l = 0$:
\[
\eta_j^{k,0} \frac{1}{\pi_j} = \eta_j^{k+1,0} \pi_j \iff t(\pi_j \eta_{j-1}^{k-1} + \pi_j \eta_{j-1}^{k+1}) \pi_j = t(\pi_j t^{-1} \pi_{j-1}^{k-1,0} + \pi_j t^{-1} \eta_{j-1}^{k,0}) \pi_j,
\]
which is true. As for the induction:
\[
\eta_j^{k,l+1} \frac{1}{\pi_{j-(l+1)}} = t(\pi_j \eta_{j-1}^{k-1,l} + \pi_j \eta_{j-1}^{k,l}) \pi_{j-1-l} = t \pi_j (t^{-1} \pi_{j-1}^{k-1,l+1} \pi_{j-1-l} + t \pi_j t^{-1} \eta_{j-1}^{k,l+1} \pi_{j-1-l})
\]
\[
= \eta_j^{k+2,l+2} \pi_{j-(l+1)},
\]
as wanted.
Now, we introduce the following operators

\[ A_2^r = A_2^{r-1} = \ldots = A_2^1 = \eta_1^0, \]

\[ A_2^r = \eta_{r-1}^0 + \pi_{r,t}^1 \eta_{r-1}^0 (r > 2) \]

(5.14)

\[ A_3^r = A_3^{r-1} + t^{3-r} \pi_{r,t}^1 \eta_{r-1}^0 - 2r-3 - 1, \]

\[ \ldots \]

\[ A_j^r = A_j^{r-1} + t^{j-r} \pi_{r,t}^j \eta_{r-1}^0 + j-1, r-j-1 \quad (j < r) \]

**Lemma 5.5.** For any \( r' \) and for any fixed collection \( (V_m, \ldots, V_{m+r'}) \), the following equation holds

(5.15) \[ \eta_{r'-1}^0 \beta_{r'}^0 + \sum_{s=2}^{r'-1} \pi_{r,t}^s \beta_{r-1}^0 (t) - t \sum_{s=2}^{r'-1} A_s^r \pi_{r,t}^s \beta_{r-1}^0 = - \sum_{s=3}^{r'-1} t^{s-r-1} \eta_{r'-1}^0 \beta_{r-1}^0 \]

**Proof.** The equation (5.15) shall be proved by induction on \( r \). Besides the induction hypothesis, we shall now use the following equations

(5.16) \[ \eta_{r,t}^1 = \pi_{t,t}^1 \eta_{r-1}^1 \pi_{r,t} + t \pi_{r,t} \eta_{r-1}^0 \pi_{r,t} + \pi_{r,t} \eta_{r-1}^0 \quad (r < 1) \]

(5.17) \[ A_2^r = \eta_{r-1}^0 + \pi_{r,t}^1 \eta_{r-1}^0 \]

(5.18) \[ \pi_{r,t}^1 \beta_{r+1}^1 (t) = \pi_{r,t}^1 \left( t \eta_{r-1}^0 \beta_{r+1}^0 + \eta_{r-1}^0 \beta_{r+1}^0 - \eta_{r-1}^0 \pi_{r,t} (\beta_{r+1}) + \sum_{s=3}^{r-1} t^{s-r} \eta_{r'-1}^0 \pi_{r,t}^s \right) \]

(we shall prove (5.18) in the end). We have that

\[ \eta_{r,t}^1 \beta_{r+1}^0 + \sum_{s=2}^{r} \pi_{r,t}^s (\beta_{r+1}^0 (t)) - t \sum_{s=2}^{r} A_s^r \pi_{r,t}^s (\beta_{r+1}^0 (t)) \]

\[ = (\pi_{r,t} \eta_{r-1}^1 \pi_{r} + t \pi_{r,t} \eta_{r-1}^0 \pi_{r} + \pi_{r,t} \eta_{r-1}^0 \pi_{r}) + t \pi_{r,t} \eta_{r-1}^0 \pi_{r}) + \sum_{s=2}^{r} \pi_{r,t}^s (\beta_{r+1}^0 (t)) \]

\[ + \pi_{r,t}^1 \left( t \eta_{r-1}^0 \beta_{r+1}^0 + \eta_{r-1}^0 \beta_{r+1}^0 - \eta_{r-1}^0 \pi_{r,t} (\beta_{r+1}) + \sum_{s=3}^{r-1} t^{s-r} \eta_{r'-1}^0 \pi_{r,s} \right) \]

\[ - t \sum_{s=2}^{r} A_s^r \pi_{r,t}^s (\beta_{r+1}^0) - t (\eta_{r-1}^0 + \pi_{r,t}^1 \eta_{r-1}^0) \pi_{r,t} (\beta_{r+1}^0) \]

\[ = t \pi_{r,t} \eta_{r-1}^0 \pi_{r,t}^1 \beta_{r+1}^0 + t \pi_{r,t} \eta_{r-1}^0 \beta_{r+1}^0 + \pi_{r,t} \eta_{r-1}^0 \pi_{r,t} \beta_{r+1}^0 + \pi_{r,t} \eta_{r-1}^0 \pi_{r,t} \beta_{r+1}^0 \]

\[ + \sum_{s=2}^{r} \pi_{r,t}^s (\beta_{r+1}^0 (t)) \]

\[ - t A_2^r \pi_{r,t}^1 (\beta_{r+1}^0) - \sum_{s=3}^{r-1} (A_s^r - t \pi_{r,t} \eta_{r'-s-1}^0 \pi_{r,t} (\beta_{r+1}^0)) \]

Now, parcels with \( \beta_{r+1}^0 \) vanish. Using the induction hypothesis (5.15),
Using (5.19), we have that
\[ \eta_{r-1} = \eta_{r-1}^1 + \frac{1}{r} \eta_{r-1}^2 + \eta_{r-1}^3 + \eta_{r-1}^4 + \sum_{s=3}^{r-1} t^{s-r} \eta_{s-1}^r \]

Thus, from Lemma 5.4 (equation (5.12)), we obtain
\[ = - (\pi_{r,t} \eta_{r-1}^1 + \pi_{r,t} \eta_{r-1}^2 - \pi_{r,t} \eta_{r-1}^3 - \pi_{r,t} \eta_{r-1}^4) \]

\[ = - (\pi_{r,t} \eta_{r-1}^1 + \pi_{r,t} \eta_{r-1}^2 - \pi_{r,t} \eta_{r-1}^3 - \pi_{r,t} \eta_{r-1}^4) + \sum_{s=3}^{r-1} t^{s-r} (\pi_{r,t} \eta_{s-1}^r) \]

Again from Lemma 5.4 (equation (5.13)) and (5.11)
\[ = - \sum_{s=3}^{r} t^{s-r} \eta_{r}^s \sum_{s=3}^{r} t^{s-r} \pi_{s,t}^r \]

Thus,
\[ \eta_{r,t}^1 = \eta_{r,t}^2 + \sum_{s=2}^{r} \pi_{s,t}^r (\beta_{s+1}^{0}) - \sum_{s=3}^{r} t^{s-r} \eta_{s-1}^r \]

**Proof of Lemma 4.4.**

Using (5.3) and (5.4), we notice that for any collection \((V_m, \ldots, V_{m'})\) of vectors,
\[ \eta_{r}^0 (\beta_{r+1}^{0} (V_m, \ldots, V_{m'})) = \beta_{r+1}^{0} (V_m, \ldots, V_{m'}) \]
\[ + \pi_{r,t}^1 (\beta_{2}^{0} (V_m, \ldots, V_{m'})) + \ldots + \pi_{r,t}^r (\beta_{r}^{0} (V_m, \ldots, V_{m'})) \]
\[ - A_{r}^{r} \pi_{r,t}^r (\beta_{r}^{0} (V_m, \ldots, V_{m'})) \]

or, more succinctly,
\[ \eta_{r}^0 (\beta_{r+1}^{0}) = \beta_{r+1}^{0} + \sum_{s=2}^{r} \pi_{s,t}^r (\beta_{s+1}^{0}) - \sum_{s=3}^{r} t^{s-r} \eta_{s-1}^r \]

We have that
\[ \eta_{r+1} = (\pi_{r+1,t} + \lambda^{-1} \pi_{r+1,t}^1) \eta_{r} (\pi_{r+1,t} + \lambda t \pi_{r+1,t}^1) \]

Since \(\eta_{r}\) has no negative powers of \(\lambda\),
On the other hand, from (4.9), we may conclude that $\eta^0_r$ maps $\alpha_{r+1}$ into $\alpha_{r+1}(t)$ so that

$$\pi_{r+1}^\perp \eta^0_r \pi_{r+1} = 0.$$ 

Now, fix a collection ($V_m, \ldots, V_{m+r+1}$) of $\mathbb{C}^n$ vectors. Then,

$$\eta^0_{r+1}(\beta^0_{r+2}) = (\pi_{r+1}^* \eta^0_r \pi_{r+1} + \pi_{r+1}^* t \eta^1_r \pi_{r+1} + t \pi_{r+1}^* \eta^0_r \pi_{r+1}) \big( \beta^0_{r+1} + \pi_{r+1}^* \beta^1_{r+1} \big)$$

(see (5.6))

$$= \pi_{r+1}^* \eta^0_r \pi_{r+1}(\beta^0_{r+1}) + \pi_{r+1}^* t \eta^1_r \pi_{r+1}(\beta^0_{r+1}) + t \pi_{r+1}^* \eta^0_r \pi_{r+1}(\beta^0_{r+1} + \beta^1_{r+1})$$

$$= \eta^0_r(\beta^0_{r+1}) - \pi_{r+1}^* t \eta^1_r \pi_{r+1}(\beta^0_{r+1}) + \pi_{r+1}^* t \eta^0_r(\beta^0_{r+1} + \beta^1_{r+1})$$

$$= \eta^0_r(\beta^0_{r+1}) - \pi_{r+1}^* t \eta^1_r(\beta^0_{r+1} + \beta^1_{r+1}) + \pi_{r+1}^* t \eta^1_r(\beta^0_{r+1} + \beta^1_{r+1})$$

$$= \pi_{r+1}^* t \eta^1_r(\beta^0_{r+1} + \beta^1_{r+1}) + \pi_{r+1}^* t \eta^1_r(\beta^0_{r+1} + \beta^1_{r+1})$$

where we have used the induction hypothesis. We can proceed to get

$$= \beta^0_{r+1}(t) + \sum_{s=2}^{r} \pi_{s,t} \beta^0_s(t) - \sum_{s=2}^{r} A^s_{r} \pi^s \beta^0_s - A^r_{s+1} \pi^s \beta^0_{s+1} + \pi_{r+1}^* t \eta^1_r(\beta^0_{r+1} + \beta^1_{r+1})$$

Now, using (5.7), (4.9) and (5.20), this expression becomes

$$= \beta^0_{r+2}(t) + \sum_{s=2}^{r} \pi_{s,t} \beta^0_s(t) - \sum_{s=2}^{r} A^s_{r} \pi^s \beta^0_s - A^r_{s+1} \pi^s \beta^0_{s+1}$$

$$+ \pi_{r+1}^* t \eta^0_r(\beta^0_{r+1} + \beta^1_{r+1}) + t \pi_{r+1}^* t \eta^0_r(\beta^0_{r+1} + \beta^1_{r+1})$$

Using (5.9), (5.10) and (5.6) we get

$$= \beta^0_{r+2}(t) + \sum_{s=2}^{r} \pi_{s,t} \beta^0_s(t) - \sum_{s=2}^{r} A^s_{r} \pi^s \beta^0_s - A^r_{s+1} \pi^s \beta^0_{s+1}$$

$$+ \pi_{r+1}^* t \eta^0_r(\beta^0_{r+1} + \beta^1_{r+1}) + t \sum_{s=2}^{r} A^s_{r} \pi^s \beta^0_s - A^r_{s+1} \pi^s \beta^0_{s+1}$$

$$= \beta^0_{r+2}(t) + \sum_{s=2}^{r} \pi_{s,t} \beta^0_s(t) + \pi_{r+1}^* t \eta^0_r(\beta^0_{r+1} + \beta^1_{r+1}) - t \sum_{s=2}^{r} A^s_{r} \pi^s \beta^0_s$$

Using (5.15),

$$= \beta^0_{r+2}(t) + \sum_{s=2}^{r+1} \pi_{s,t} \beta^0_s(t) - \sum_{s=2}^{r} A^s_{r} \pi^s \beta^0_s - A^r_{s+1} \pi^s \beta^0_{s+1} + \pi_{r+1}^* t \eta^0_r(\beta^0_{r+1} + \beta^1_{r+1})$$
and, re-organizing terms:

\[
\begin{align*}
\beta^0_{r+2}(t) + \sum_{s=2}^{r+1} \pi^\perp r,s \beta^0_0(t) - A^r_2 \pi^\perp 2 \beta^0_2 \\
= (A^r_3 + t^{2r} \pi^\perp r+1,t \eta^2_{r-1} r^3) \pi^\perp 3 \beta^0_3 - \ldots - (A^r_1 + t^{-r} \pi^\perp r+1,t \eta^2_{r-1} r^2) \pi^\perp r \beta^0_r - A^r_1 \pi^\perp r+1 \beta^0_{r+1}
\end{align*}
\]

= \beta^0_{r+2}(t) + \sum_{s=2}^{r+1} \pi^\perp r,s \beta^0_0(t) - \sum_{s=2}^{r+1} A^r_{s+1} \pi^\perp s \beta^0_s,

completing the proof.

We conclude by proving (5.18):

Since we may use (4.9) applied to \( \beta^0_r \), we can write

\[
\pi^\perp r,t \beta^0_{r+1}(t) = \pi^\perp r,t (\eta^0_r (r^0_{r+1} - \sum_{s=2}^{r} \pi^\perp s,t \beta^0_s(t) + \sum_{s=2}^{r} A^r_{s+1} \pi^\perp s \beta^0_s)
\]

Using (5.14),

\[
\begin{align*}
\pi^\perp r,t (\eta^0_r (r^0_{r+1} - \pi^\perp r,t \beta^0_0(t) - \sum_{s=2}^{r-1} \pi^\perp s,t \beta^0_s(t) + \sum_{s=2}^{r-1} A^r_{s-1} \pi^\perp s \beta^0_s) + \\
+ A^r_2 \pi^\perp 2 \beta^0_2 + \sum_{s=3}^{r-1} (A^r_{s-1} + t^{s-r} \pi^\perp r,t \eta^1_{r-1} r^1,s-1) \pi^\perp s \beta^0_s + (\eta^0_{r-1} + \pi^\perp r,t \eta^0_{r-1} \pi^\perp r \beta^0_r) = \\
\pi^\perp r,t (\eta^0_{r-1} r + t \eta^0_{r-1} \pi^\perp r \beta^0_0) - \eta^0_{r-1} (\beta^0_r) - \sum_{s=3}^{r-1} t^{s-r} \eta^1_{r-1} r^1,s-1 \pi^\perp s \beta^0_s + (\eta^0_{r-1} + \pi^\perp r,t \eta^0_{r-1} \pi^\perp r \beta^0_r) = \\
\pi^\perp r,t (t \eta^0_{r-1} \pi^\perp r \beta^0_0 + \eta^1_{r-1} r \pi^\perp r \beta^0_0 - \eta^0_{r-1} (\beta^0_r) + \sum_{s=3}^{r-1} t^{s-r} \eta^1_{r-1} r^1,s-1 \pi^\perp s \beta^0_s + (\eta^0_{r-1} + \pi^\perp r,t \eta^0_{r-1} \pi^\perp r \beta^0_r) = \\
\pi^\perp r,t (t \eta^0_{r-1} \pi^\perp r \beta^0_0 + \eta^1_{r-1} r \pi^\perp r \beta^0_0 - \eta^0_{r-1} (\beta^0_r) + \sum_{s=3}^{r-1} t^{s-r} \eta^1_{r-1} r^1,s-1 \pi^\perp s \beta^0_s).
\end{align*}
\]

\[
\square
\]
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