In this paper, we propose a new texture descriptor, completed local derivative pattern (CLDP). In contrast to completed local binary pattern (CLBP), which involves only local differences at each scale, CLDP encodes the directional variation of the local differences of two scales as a complementary component to local patterns in CLBP. The new component in CLDP, with regard as the directional derivative pattern, reflects the directional smoothness of local textures without increasing computation complexity. Experimental results on the Outex database show that CLDP, as a uni-scale pattern, outperforms uni-scale state-of-the-art texture descriptors on texture classification and has comparable performance with multi-scale texture descriptors.
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1. INTRODUCTION

Texture descriptors are widely used in applications of computer vision such as image retrieval [1] and image matching [2]. One typical example is the local binary pattern (LBP) proposed by Ojala et al. [3], which describes the sign information of local differences between each pixel and its neighbors. By encoding the sign information in a circular manner into binary codes, LBP can achieve high efficiency on texture representation.

Because of LBP’s great success in face recognition and texture classification, several methods derived from LBP have been introduced in recent years. Guo et al. [4] proposed CLBP, which extracts not only local sign and magnitude information, but also global intensity information. Without uniform patterns in LBP, Liao et al. [5] proposed the dominant local binary pattern (DLBP), which computes the occurrence frequencies of all rotation invariant LBP patterns and defines the most frequent ones as dominant patterns. Moreover, to enhance classification performance and robustness, LBP-based algorithms [4, 6, 7, 8, 9] involving multi-scale patterns have been proposed. However, almost all of these LBP-based methods ignore local derivatives, which contain complementary discriminative information [10]. To address this drawback, Zhang et al. [10] proposed the local derivative pattern (LDP) to encode the local derivative information of various directions. Although LDP shows good performance on face recognition, it cannot ensure rotation invariance in texture classification without a circular coding strategy. To accomplish rotation invariance in local derivative patterns, Guo et al. [7] proposed the local directional derivative pattern (LDDP). However, the performance of LDDP is not comparable to that of CLBP in texture classification because of the lack of magnitude information.

In this paper, we propose the framework of a new texture descriptor, CLDP, to represent local texture features. In contrast to CLBP, which encodes local binary patterns in each scale separately, CLDP adds a new component, the directional derivative pattern, which involves the patterns of two neighboring scales in the same direction to calculate the corresponding directional cross-scale correlation. The directional derivative pattern in CLDP characterizes local texture smoothness along each direction. Therefore, we utilize four types of patterns in CLDP to represent the sign, magnitude, and local directional derivative information in local differences and the intensity values of center pixels, respectively. We combine these four patterns using histogram-based manners and generate feature vectors for texture classification. To verify the performance of CLDP, we compare it with state-of-the-art uni- and multi-scale texture descriptors on the Outex database [11]. The experimental results show that CLDP outperforms its CLBP counterpart in texture classification accuracy without adding computational complexity. Furthermore, the proposed CLDP method has better classification performance than the uni-scale descriptors and is comparable to the multi-scale texture descriptors on the classification accuracy as well.

The rest of the paper is organized as follows. Section
introduces the proposed texture descriptor CLDP and its application in texture classification. Section 3 presents experimental results on the Outex database. Section 4 makes a conclusion.

2. PROPOSED METHOD

The block diagram of the proposed method is shown in Fig. [1]. In following subsections, we are going to introduce each block in detail. Our notations here follow those of [4].

2.1. Binary Pattern Extraction

2.1.1. Local Difference

The local difference has been widely used in texture representation because of its robustness to illumination changes. As Fig. [2] shows, each pixel $g_c$ in the texture image corresponds to $P$ neighbors, which are evenly distributed on a circle with radius $R$. We denote these neighbors as $g_{p,R}$, $p = 0, 1, \ldots, P - 1$. If $g_{p,R}$ does not have integer coordinates, its intensity value can be estimated by bilinear interpolation. On the basis of $g_{p,R}$, we define the local difference, denoted $d_{p,R}$, as $d_{p,R} = g_{p,R} - g_c$.

2.1.2. Circular Sign Pattern

According to local difference, we define the sign component of CLDP as $s_{p,R} = \begin{cases} 1, & d_{p,R} \geq 0 \\ 0, & d_{p,R} < 0 \end{cases}$ [4]. For simplification, we denote such a thresholding function as $s_{p,R} = t(d_{p,R}, 0)$, where 0 represents the threshold. By applying function $t(d_{p,R}, 0)$ on all directions, we obtain $P$ binary bits and encode them in a counter-clockwise manner, denoted $CLDP\_S_{P,R}$. To guarantee the rotation invariance in texture classification, we group binary codes with the same circularly shifted format into one pattern and denote the new pattern as $CLDP\_S_{P,R}^{\text{riu}}$, where “riu” represents rotation invariance. For example, if $P = 8$, we can reduce the total number of patterns from $2^8 = 256$ to 36 [12]. In addition, to further reduce the number of patterns, researchers commonly involve another criterion, the uniform pattern, denoted as “u2”, in which the frequency of bitwise transitions from 0 to 1 or 1 to 0 is less than two. Therefore, the uniform patterns of $CLDP\_S_{P,R}^{\text{riu}}$, denoted $CLDP\_S_{P,R}^{\text{riu2}}$, can be calculated as follows:

$$CLDP\_S_{P,R}^{\text{riu2}}(p,R) = \left\{ \begin{array}{ll} \sum_{p=0}^{P-1} s_{p,R} U(\text{CLDP}\_S_{P,R}^{\text{riu}}) & \leq 2 \\ P + 1, & \text{Otherwise} \end{array} \right. ,$$

where function $U(\cdot)$ counts the frequency of bitwise transitions and superscript “riu2” represents the pattern involving rotation invariance and uniform mapping. When $P = 8$, the number of patterns, with regarded as “features dimension”, has been reduced from 36 to 10 [12].

2.1.3. Circular Magnitude Pattern

Since magnitude information $m_{p,R} = |d_{p,R}|$ of the local difference is complementary to sign information $s_{p,R}$, we obtain the magnitude component of CLDP by applying a thresholding function $t(m_{p,R}, c_{m,R})$ [4], where $c_{m,R}$ is the mean magnitude values of local differences of all pixels in the entire image. Similar to the coding strategy in circular sign patterns, we define circular magnitude pattern $CLDP\_M_{P,R}$ as follows:

$$CLDP\_M_{P,R}^{\text{riu2}} = \left\{ \begin{array}{ll} \sum_{p=0}^{P-1} (m_{p,R}, c_{m,R}) U(\text{CLDP}\_M_{P,R}^{\text{riu}}) & \leq 2 \\ P + 1, & \text{Otherwise} \end{array} \right. .$$

2.1.4. Directional Derivative Pattern

To characterize texture smoothness along each direction, we propose a new component, the directional derivative of local
difference. Different from CLBP, which involves only one circle, we define two neighboring circles with radii \( R \) and \( R - 1 \), respectively, as Fig. 2 shows. On the basis of sign components \( s_{p,R} \) and \( s_{p,R-1} \) from two neighboring circles, we define directional derivative pattern \( \text{CLDP}_D \) as follows:

\[
\text{CLDP}_D^{P,R} = \sum_{p=0}^{P-1} (s_{p,R} \oplus s_{p,R-1}) \cdot 2^p,
\]

where operator \( \oplus \) represents a bitwise exclusive OR (XOR) operation between the sign components of two neighboring circles in the same direction. In the outcome of \( s_{p,R} \oplus s_{p,R-1} \), “1” means two local differences in one direction have different sign components, and it is likely that the intensity values of the two neighboring pixels vary remarkably. In contrast, “0” means the two local differences have the same sign component, which represents certain smoothness. To have the consistent coding format with \( \text{CLDP}_S \), \( \text{CLDP}_M \), and \( \text{CLDP}_C \), we define \( \text{CLDP}_D^{\text{riu2}}_{P,R} \) as follows:

\[
\text{CLDP}_D^{\text{riu2}}_{P,R} = \begin{cases} 
\sum_{p=0}^{P-1} (s_{p,R} \oplus s_{p,R-1}) \cdot U(\text{CLDP}_D^{\text{riu}}_{P,R}) \leq 2 \\
P + 1, & \text{Otherwise}
\end{cases}
\]

Since we use “\( \text{riu2} \)” patterns in all the following sections, for simplification, we denote \( \text{CLDP}_S^{\text{riu2}}_{P,R} \), \( \text{CLDP}_M^{\text{riu2}}_{P,R} \), and \( \text{CLDP}_D^{\text{riu2}}_{P,R} \) as \( \text{CLDP}_S \), \( \text{CLDP}_M \), and \( \text{CLDP}_D \), respectively.

2.1.5. Global Sign Pattern

Since all local patterns are extracted based on the local difference, the intensity value of center pixel, \( g_c \), which reflects the global information, has been removed. To involve global features, we utilize a binary bit for each center pixel as follows [4]:

\[
\text{CLDP}_C = t(g_c, c_1),
\]

where \( c_1 \) represents the mean intensity value of the whole image.

2.2. CLDP Histogram Generation and Classification

2.2.1. CLDP Histogram Generation

As we discussed in previous sections, \( \text{CLDP}_S \), \( \text{CLDP}_M \), and \( \text{CLDP}_D \) reflect local texture features, and \( \text{CLDP}_C \) encodes global information. To combine these four types of patterns, we can utilize three histogram-based schemes: the concatenated, joint, and hybrid histograms, which are similar to the combination schemes in CLBP. In the concatenated histogram, we calculate the histograms of “\( \text{riu2} \)” local patterns separately and concatenate their histograms. Such an operation can be denoted as “\( \odot \)”. For example, when we combine \( \text{CLDP}_S \) and \( \text{CLDP}_D \) into a concatenated histogram, we denote this combination strategy as \( \text{CLDP}_S \odot \text{CLDP}_D \). In contrast, the joint histogram first concatenates CLDP codes and then calculates the corresponding histogram. From another perspective, this scheme can be understood as the conversion from a joint multi-dimensional histogram to a 1-D histogram. By defining this operation as “\( \mathcal{P} \)”, we denote the joint histogram of \( \text{CLDP}_M \) and \( \text{CLDP}_C \) as \( \text{CLDP}_M \mathcal{P} \text{CLDP}_C \). The hybrid scheme contains the combination of both the joint and concatenated histograms. For example, \( \text{CLDP}_S \mathcal{P} \text{CLDP}_D \) contains the concatenated histogram of \( \text{CLDP}_S \) and \( \text{CLDP}_D \) and the joint histogram of \( \text{CLDP}_M \) and \( \text{CLDP}_C \). Then, the concatenated histogram of \( \text{CLDP}_S \mathcal{P} \text{CLDP}_D \) and \( \text{CLDP}_M \mathcal{P} \text{CLDP}_C \) forms \( \text{CLDP}_S \mathcal{P} \text{CLDP}_D \mathcal{P} \text{CLDP}_M \mathcal{P} \text{CLDP}_C \). These three combination schemes of CLDP codes will be used in the Section 3.

2.2.2. Classification

On the basis of the CLDP histograms of texture images, we can implement rotation invariant texture classification. To measure the similarity of two CLDP histograms \( T \) and \( M \) for test image \( I_T \) and model image \( I_M \), we use the nearest neighborhood classifier with the chi-square distance [12] as follows:

\[
D(T, M) = \sum_{n=1}^{N} \frac{(T_n - M_n)^2}{T_n + M_n},
\]

where \( N \) is the number of bins and \( T_n \) and \( M_n \) are the values of \( T \) and \( M \) at the \( n \)-th bin, respectively. The test image \( I_T \) is assigned to the class of \( I_M \) that corresponds to the minimal chi-square distance.

3. EXPERIMENTAL RESULTS

To evaluate the performance of the proposed method, we focus on the Outex database, which contains 24 classes of texture images with various rotations and illuminations. From the Outex database, we select test suits TC10 and TC12, in which the 24 classes of texture images are captured under 27 conditions, including three types of illumination conditions (“inca”, “\( t184 \)”, and “horizon”) and nine rotation angles (0°, 15°, 30°, 45°, 60°, 75°, and 90°). Under each situation, every class contains twenty non-overlapping samples. The details of the experiment setup are listed as follows:

1. For test suit TC10, all samples are captured under the illumination “inca” and divided into training and testing parts for the evaluation purpose. In each class, samples with rotation angle 0° are used for classifier training and samples with the remaining eight rotation angles are used for testing. Therefore, the total number of training samples is \( 24 \times 20 = 480 \), and the total number of testing samples is \( 24 \times 20 \times 8 = 3840 \).

2. For test suit TC12, samples are collected under two different illuminations, “\( t184 \)” and “horizon”, respectively. Since the training set of TC12 is the same to
that of TC10, samples with all rotation angels can be used for testing. Therefore, the total number of testing samples under each illumination is $24 \times 20 \times 9 = 4320$.

Because of the efficiency and robustness of CLBP, we choose it as an important benchmark and compare its classification accuracy with that of the proposed method in different combination schemes as Table 1 shows. Each row in Table 1 represents the classification accuracy under a certain scheme with six types of $(P, R)$ changing from $(8, 2)$ to $(24, 3)$. For each scheme of CLBP, we create a corresponding scheme that adds our newly proposed CLDP using joint or concatenated histograms. Each entry in Table 1 represents the average classification accuracy over three test suits mentioned above. We notice that CLDP improves the classification accuracy over the CLBP counterparts for all $(P, R)$ selections except for the last two schemes at the last two columns. Along with the changing of $(P, R)$, CLDP with fewer sampling points has more accuracy improvement. This implies that adding the directional derivative pattern is the most helpful when the number of sampling points is smaller. In addition, more complicated combination schemes correspond to less accuracy improvement. The superior performance of CLDP proves that CLDP describes the variations of texture along radial directions and provides complementary information to $CLBP_S$, $CLBP_M$, and $CLBP_C$. Under scheme $CLBP_S/M/D/C$ with $(P, R) = (8, 3)$, CLDP achieves its highest accuracy rate, 97.14%, which is 0.86% higher than that of CLBP, 96.28%. In scheme $CLBP_S/M/C$ with $(P, R) = (24, 3)$, the feature dimension of $CLBP_S/M/D/C$ with $(P, R) = (8, 3)$, $2 \times 10^3 = 2000$, is only one third of that of $CLBP_S/M/C$ with $(P, R) = (24, 3)$, $26^2 \times 10 = 6760$. Therefore, CLDP with lower $(P, R)$ has better performance in both accuracy and efficiency.

In addition to CLBP, we compare CLDP with other texture descriptors and list the corresponding classification accuracy on three test suits in Table 2. Since the training and testing data of TC12 have different illumination, we average the classification accuracy of the only two test suits in TC12 without involving that of TC10 for fair comparison. In Table 2, the upper and lower parts correspond to uni- and multi-scale operators, respectively. We notice that, the proposed method, being a uni-scale operator, has the best performance when compared with other uni-scale state of the art. In addition, the proposed method can also achieve comparable accuracy with multi-scale operators, which increase accuracy by sacrificing computational efficiency.

### 4. CONCLUSIONS

We proposed a new texture descriptor, CLDP, on the basis of CLBP. CLDP involves four patterns, $CLBP_S$, $CLBP_M$, $CLBP_D$, and $CLBP_C$, in which the last pattern, as a complement to the other three, reflects the smoothness of local texture. We combine these patterns using histogram-based schemes for high accuracy on texture classification. Experimental results showed that the proposed CLDP has the best performance in contrast to other state-of-the-art uni-scale descriptors. In our future research, we will extend CLDP to a multi-scale version. By involving more local information, the multi-scale-based CLDP may have better performance on texture classification. Furthermore, we will also explore ways to reduce feature dimensions.

### Table 1: Average classification accuracy (%) of CLBP and CLDP on TC10 (“inha”) and TC12 (“t184” and “horizon”) using different combination schemes

| Classification Scheme | $(P, R)$ | $(8, 2)$ | $(8, 3)$ | $(16, 2)$ | $(16, 3)$ | $(24, 2)$ | $(24, 3)$ |
|------------------------|----------|----------|----------|-----------|-----------|-----------|-----------|
| CLBP_S                 | 77.67    | 80.94    | 82.40    | 85.89     | 84.07     | 87.04     |
| CLBP_S/M/D/C           | 86.01    | 90.69    | 89.44    | 92.03     | 90.18     | 92.55     |
| $\Delta$ (Accuracy)    | 8.34     | 9.75     | 7.04     | 6.14      | 6.11      | 5.51      |
| CLBP_M                 | 75.45    | 79.32    | 79.96    | 84.35     | 80.35     | 85.12     |
| CLBP_M/D/C             | 81.81    | 84.46    | 84.88    | 88.56     | 84.80     | 89.24     |
| $\Delta$ (Accuracy)    | 6.36     | 3.14     | 4.92     | 4.21      | 4.45      | 4.12      |
| CLBP_S/M/C             | 88.03    | 88.37    | 91.79    | 92.36     | 91.47     | 93.15     |
| CLBP_S/M/D/C           | 91.48    | 91.42    | 92.83    | 94.39     | 92.37     | 94.57     |
| $\Delta$ (Accuracy)    | 3.54     | 3.05     | 1.04     | 2.03      | 0.90      | 1.42      |
| CLBP_S/M/C             | 92.11    | 92.31    | 93.41    | 94.52     | 93.51     | 94.94     |
| CLBP_S/M/D/C           | 92.40    | 93.87    | 93.68    | 95.24     | 93.69     | 95.35     |
| $\Delta$ (Accuracy)    | 0.29     | 1.56     | 0.27     | 0.72      | 0.18      | 0.41      |
| CLBP_S/M               | 92.66    | 94.54    | 93.24    | 95.00     | 93.80     | 95.40     |
| CLBP_S/M/D             | 94.87    | 96.43    | 95.07    | 96.26     | 93.67     | 95.59     |
| $\Delta$ (Accuracy)    | 2.21     | 1.89     | 1.83     | 1.26      | 0.27      | 0.10      |
| CLBP_S/M/C             | 95.41    | 96.68    | 95.44    | 96.16     | 95.19     | 96.28     |
| CLBP_S/M/D/C           | 96.29    | **97.14**| 96.25    | 96.45     | 94.94     | 95.97     |
| $\Delta$ (Accuracy)    | 0.88     | 1.06     | 0.81     | 0.29      | -0.25     | -0.31     |

### Table 2: Classification accuracy (%) of state-of-the-art texture descriptors on TC10 (“inha”) and TC12 (“t184” and “horizon”). Accuracies are as originally reported, expect those for PRICoLBPs which are taken from the work by Liu et al. [13].

| Classification Scheme | TC10 | TC12 | Average |
|-----------------------|------|------|---------|
| Classification Scheme | 1184 | horizon | Average |
| CLBP                  | 99.30 | 95.32 | 94.54 | 94.93 |
| CLBP + NGF            | 99.10 | 93.20 | 90.40 | 91.80 |
| PRICOlbP              | 94.48 | 92.57 | 92.50 | 92.54 |
| LDP                   | 97.89 | 95.30 | 93.40 | 94.35 |
| CLBC                  | 98.80 | 94.00 | 94.07 | 94.04 |
| DNS + LB8 [24, 15]    | 99.27 | 94.40 | 93.85 | 93.63 |
| P-LBP [16]            | 98.95 | 95.32 | 94.95 | 95.14 |
| NTLBP [17]            | 99.24 | 96.18 | 94.28 | 95.23 |
| CLBP_S/M/C            | 98.47 | 95.18 | 95.55 | 95.37 |
| LDPD_U2 [8, 1] + (16, 2) + (24, 3) (Multi-scale) | 98.64 | 95.9 | 94.16 | 95.08 |
| CLBP_S/M/C            | 99.38 | 94.98 | 95.51 | 95.25 |
| CLBP_S/M/C            | 96.53 | 94.95 | 96.34 | 95.65 |
| P-LBP [16]            | 99.17 | 95.72 | 94.54 | 95.13 |
| P-LBP [16]            | 98.96 | 97.36 | 97.11 | 97.24 |
| CLDP (Proposed)       | 99.32 | 96.55 | 95.63 | 96.09 |
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