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Abstract—We consider a secure communication scenario through the two-user Gaussian interference channel: each transmitter (user) has a confidential message to send reliably to its intended receiver while keeping it secret from the other receiver. Prior work investigated the performance of two different approaches for this scenario; i.i.d. Gaussian random codes and real alignment of structured codes. While the latter achieves the optimal sum secure degrees of freedom (s.d.o.f.), its extension to finite SNR regimes is challenging. In this paper, we propose a new achievability scheme for the weak and the moderately weak interference regimes, in which the reliability as well as the confidentiality of the transmitted messages are maintained at any finite SNR value. Our scheme uses lattice structure, structured jamming codewords, and lattice alignment in the encoding and the asymmetric compute-and-forward strategy in the decoding. We show that our lower bound on the sum secure rates scales linearly with $\log(SNR)$ and hence, it outperforms i.i.d. Gaussian random codes. Furthermore, we show that our achievable result is asymptotically optimal. Finally, we provide a discussion on an extension of our scheme to $K > 2$ users.

I. INTRODUCTION

It has been shown that structured codes along with alignment techniques can improve achievability results over i.i.d. random codes in different secure communication scenarios. For instance, two schemes based on real alignment of structured signals were tested on a multi-user Gaussian interference channel with confidential messages [1], [2]. In [1], a two-user Gaussian interference channel with no helper was considered, in which each user had a message for its intended receiver to be kept confidential from the other receiver. It was shown that the optimal sum secure degrees of freedom can be achieved for this channel through cooperative jamming signals and real alignment [1]. The case with extra nodes serving as helpers was further investigated at infinite SNR in [1]. Also, the scheme proposed in [2] attained the optimal sum s.d.o.f. for the $K > 2$-user Gaussian interference channels with confidential messages and no helper; it was shown that the optimal s.d.o.f. for this general case is equal to $\frac{K(K-1)}{2K-1}$ [2].

Although the aforementioned schemes showed promising performance in the infinite SNR regime, their extension to the finite SNR regimes is challenging due to the difficulty in bounding their decoding error probability at a finite SNR value. In this work, we consider the two-user Gaussian interference channel with no helper in which each transmitter wishes to send a message to its intended receiver while keeping it confidential from the other receiver. For this scenario, we offer an achievability scheme that combines the idea of using cooperative jamming with the Han-Kobayashi achievability scheme [3]. More specifically, in our scheme each transmitter sends out a superposition of lattice codewords, taken from multiple nested lattice sets. The jamming codewords are also constructed using a lattice structure. Using careful alignments, each transmitter helps the other transmitter to keep its confidential message secret from the unintended receiver. This implies cooperation between the transmitters without any connection. To handle the finite SNR regimes, each receiver applies the compute-and-forward decoding strategy in [4], [5]. We investigate the performance of our scheme for any finite SNR value (as long as $\log(SNR) > 0$) and whenever the interference level lies either in the weak or moderately weak interference regimes. Also, we show that our achievable result reaches the optimal sum secure degrees of freedom for the considered model. Moreover, we provide a discussion on the extension of our scheme to the general case of $K > 2$ users.

The rest of the paper is organized as follows. In Section [I] we state the considered problem formally. In section [II] we present our achievable results. Section [III] provides the proposed achievable scheme along with the analysis of security. Section [IV] extends our scheme to the $K > 2$-user case. Finally, the paper is concluded in Section [V].

II. PROBLEM STATEMENT

We consider the problem of reliable transmission over a two-user interference channel in which each transmitter has a confidential message to send to one intended receiver while keeping it secret from the other receiver. The relationships among channel inputs and outputs are described as:

$$y_1 = h_{11}x_1 + h_{21}x_2 + z_1$$  \hspace{1cm} (1)
$$y_2 = h_{22}x_2 + h_{12}x_1 + z_2$$  \hspace{1cm} (2)

where $x_\ell$ is transmitter $\ell$’s channel input with length $N$, and $y_\ell$ is the channel output at receiver $\ell$, for $\ell = 1, 2$. The real-valued $h_{\ell\ell}$ is the channel gain from user $\ell$ to its respective receiver (the direct link gain) and the real-valued $h_{\ell j}$, for $j = 1, 2$ and $j \neq \ell$, is the cross link gain (the leakage link gain). We assume that the transmitter knows the channel states, i.e., the channel gains, in advance. Finally, the random vector $z_\ell$ is an independent channel noise, which is i.i.d. Gaussian with zero mean and normalized variance.

Transmitter $\ell$ has an independent confidential message $W_\ell$, uniformly distributed over the set $\{1, \ldots, 2^{NR}\}$, for $\ell = 1, 2$. In our scheme, knowledge of the channel state is not beneficial either to the receiver or to the eavesdropper.
Consider \(P_{t_1}, P_{u_1}, P_{t_2}, P_{u_2}\) as non-negative scalar variables such that \(P_{t_1} + \left(\frac{b_{u_1}}{h_{11}}\right) P_{u_1} \leq P\) and \(P_{t_2} + \left(\frac{b_{u_2}}{h_{22}}\right) P_{u_2} \leq P\). Then, the following theorem provides a lower bound on the achievable secure rates.

**Theorem 1:** A rate pair \((R_1, R_2)\) which satisfies the following inequalities is an achievable secure rate pair for the weak and moderately weak interference regimes.

\[
R_1 < R_{\text{comb},2}^{(1)} - \frac{1}{2} \log\left(\frac{P_{u_2} + P_{t_1}}{P_{u_2}}\right) \quad (8)
\]

\[
R_2 < R_{\text{comb},2}^{(2)} - \frac{1}{2} \log\left(\frac{P_{u_1} + P_{t_2}}{P_{u_1}}\right) \quad (9)
\]

In which, \(R_{\text{comb},2}^{(1)}\) is a lower bound on the optimal combination rate at which transmitter 1’s message can be reliably decoded by receiver 1 using the asymmetric compute-and-forward decoding strategy. The achievable combination rate \(R_{\text{comb},2}^{(1)}\) is mathematically computed in (20). The combination rate \(R_{\text{comb},2}^{(2)}\) is similarly defined for receiver 2. The proof of Theorem 1 is shown in Section IV.

**Corollary 1:** The secure rates in (8) and (9) scale linearly with \(\log(P)\). The proof of Corollary 1 is provided in Section IV.

**Corollary 2:** The optimal sum secure degrees of freedom of \(\frac{2}{3}\) is achievable using our proposed scheme, i.e.,

\[
\lim_{P \to \infty} \frac{R_1 + R_2}{\frac{1}{2} \log(1 + P)} = \frac{2}{3} \quad (10)
\]

The achievability proof of Corollary 2 is deduced by applying Corollary 5 in (12) to \(R_{\text{comb},2}^{(1)}\) and \(R_{\text{comb},2}^{(2)}\) and the fact that the second terms in (8) and (9) are constant with respect to power \(P\). Also, the upper bound was shown in (11).

**Remark 1:** Recall that the performance of i.i.d. Gaussian random codes was investigated in (17) under three different schemes including time-sharing, multiplexed transmission, and incorporation of artificial noise. According to the results in (17), i.i.d. Gaussian random codes achieve zero sum secure degrees of freedom for the two-user Gaussian interference channel in all the three schemes.

### III. Main Results

In our model, the interference to noise ratio (INR) for receivers 1 and 2 is defined as

\[
\text{INR}_1 \triangleq h_{11}^{-1} P, \quad \text{INR}_2 \triangleq h_{22}^{-1} P \quad (5)
\]

Then, the **weak interference regime** includes all channel gains such that

\[
\frac{1}{2} \leq \left(\frac{\log(h_{11}^2 P)}{\log(h_{11}^2 P)}\right) \quad \frac{1}{2} \leq \left(\frac{\log(h_{22}^2 P)}{\log(h_{22}^2 P)}\right) \quad (6)
\]

Furthermore, the **moderately weak interference regime** includes all channel gains such that

\[
\frac{2}{3} \leq \left(\frac{\log(h_{11}^2 P)}{\log(h_{11}^2 P)}\right) < 1, \quad \frac{2}{3} \leq \left(\frac{\log(h_{22}^2 P)}{\log(h_{22}^2 P)}\right) < 1 \quad (7)
\]

Note that Definition 2 is aligned with the common notions of weak and moderately weak interference regimes in the literature, e.g., as in (4).

We assume that \(\log(h_{11}^2 P) > 0\) and \(\log(h_{22}^2 P) > 0\) which are consistent with the assumption that users operate above noise level.
The transmitter picks two $n$-dimensional pairs of coarse and fine lattice sets $(\Lambda_{t,2}, \Lambda_{t,1})$ and $(\Lambda_{u,2}, \Lambda_{u,1})$. The former coarse and fine lattice pair, indexed by $t$, is used for encoding the transmitter’s message and the latter pair indexed by $u$ is used for encoding the transmitter’s jamming signal. Assume that the lattice sets chosen by both transmitters form a nested structure as

\[ \Lambda_{t,2} \subseteq \Lambda_{t,1} \subseteq \Lambda_{u,2} \subseteq \Lambda_{u,1} \]  

(11)

We scale the coarse lattice sets such that the second moments of $\Lambda_{t,2}, \Lambda_{t,1}, \Lambda_{u,2}, \Lambda_{u,1}$ are determined by $P_{t,2}, P_{t,1}, P_{u,2}, P_{u,1}$, respectively. We denote the fundamental Voronoi region of the coarse lattice $\Lambda_{t,1}$ as $V_{t,1}$. The cosets of the fine lattice $\Lambda_{t,f,1}$ are $n$-length lattice words which are considered as the realizations of the $n$-length random vector $t_1$. Then, the lattice codebook of transmitter 1 is constructed as $L_{t,1} \triangleq \{ t_1 | t_1 \in V_{t,1} \}$ and is dubbed as the inner codebook. Assume a probability distribution $P(t_1)$ over the corresponding Voronoi region of the coarse lattice $\Lambda_{t,1}$. In the next step, codebook $C_{t,1}$ is denoted by the rate at which the inner codewords of transmitter 1 are generated.

In addition to the codebooks for the confidential message, the transmitter constructs an inner codebook $C_{u,1}$ and an outer codebook $C_{u,2}$ for the jamming signal, in a similar manner. The random vector assigned to the jamming inner lattice codewords is denoted by $u_1$, and $u_1$ represents the random vector for the jamming outer codewords. In the next step, codebook $C_{u,1}$ is randomly partitioned into $2^{NR_1}$ bins of equal size. The random variable representing the bin index is denoted by $W_1$ and its realization $w_1$ takes values from the set $\{1, \ldots, 2^{NR_1}\}$. $C_{t,1}(w_1)$ is the set of outer codewords belonging to bin $w_1$.

Finally, a set of random $N$-length vectors $d_{t,1}$ and $d_{u,1}$ are generated for dithering. Assume that each $n$-length block of dither $d_{t,1}$ has a uniform distribution over $V_{t,1}$, and similarly, each $n$-length block of dither $d_{u,1}$ has a uniform distribution over the corresponding Voronoi region $V_{u,1}$. Dithers are public and hence they don’t add to secrecy. Note that transmitter 2 constructs its codebooks similarly.

### B. Encoding

We describe the encoding procedure for transmitter 1; similar arguments hold for encoding at transmitter 2. To encode the confidential message $y_1$, transmitter 1 randomly picks a codeword $t_1$ from the bin set $C_{t,1}(w_1)$. Then, it dithers the codeword using a randomly generated $N$-length vector $d_{t,1}$. The result is reduced to the Voronoi region $V_{t,1}$ using the modular operation. Also, $u_1$ is chosen at random. We have:

\[ \bar{t}_{1,d} \triangleq [t_1 + d_{t,1}] \mod \Lambda_{t,1}, \bar{u}_{1,d} \triangleq [u_1 + d_{u,1}] \mod \Lambda_{u,1} \]

(12)

Next step in the encoding procedure is scaling the jamming codeword such that it aligns with the confidential codeword of transmitter 2 at receiver 1. The superposition of the confidential codeword with the scaled jamming codeword is sent through the channel as the transmitter 1 input, i.e.,

\[ x_1 = \bar{t}_{1,d} + \frac{h_{31}}{h_{21}} \bar{u}_{1,d} \]

Note that $x_1$ satisfies the channel input power constraint, thus, $P_{t1} + \left(\frac{h_{31}}{h_{21}}\right)^2 P_{u1} \leq P$.  

### C. Decoding

As in the previous steps, we describe the decoding procedure at receiver 1; receiver 2 acts similarly. The decoding procedure is based on the asymmetric compute-and-forward strategy, introduced in [4] and [5]. In our model, receiver 1 observes sequence $y_1$ from the channel as

\[ y_1 = h_{11} \bar{t}_{1,d} + h_{21} (\bar{t}_{2,d} + \bar{u}_{1,d}) + h_{31} h_{12} \bar{u}_{2,d} + z_1 \]

(13)

Assume that the powers of codewords $\bar{u}_{1,d}$ and $\bar{u}_{2,d}$ are set such that the codewords $\frac{h_{31} h_{12}}{h_{21}} \bar{u}_{1,d}$ and $\frac{h_{31} h_{12}}{h_{21}} \bar{u}_{2,d}$ are below the noise power level. As jamming codewords do not carry useful information about the confidential signals, receiver 1 treats the third term in (13) as noise. Therefore, receiver 1 observes an effective two-user Gaussian multiple-access channel (GMAC) as $y_1 = h_{11} \bar{t}_{1,d} + h_{21} (\bar{t}_{2,d} + \bar{u}_{1,d}) + \tilde{z}_1$, in which $\tilde{z}_1$ is the effective noise seen by receiver 1. Now, let us normalize the noise power to form a standard effective MAC as in [4]. We have:

\[ \tilde{y}_1 = \frac{h_{11}}{\sqrt{1 + \alpha_1^2 P_{u2}}} \bar{t}_{1,d} + \frac{h_{21}}{\sqrt{1 + \alpha_1^2 P_{u2}}} (\bar{t}_{2,d} + \bar{u}_{1,d}) + \tilde{z}_{eff,1} \]

(14)

where $\tilde{z}_{eff,1}$ is the normalized-power effective noise; the factor $\alpha_1$ is defined as $\alpha_1 \triangleq \frac{h_{21}}{h_{22}}$, finally, $\tilde{y}_1$ is the scaled sequence observed at receiver 1.

Consider the effective channel vector, $h_{eff,1}$, and the power scaling vector, $b_{eff,1}$, defined as

\[ h_{eff,1} = \left( \frac{h_{11}}{\sqrt{1 + \alpha_1^2 P_{u2}}}, \frac{h_{21}}{\sqrt{1 + \alpha_1^2 P_{u2}}} \right)^T \]

and

\[ b_{eff,1} = \left( \frac{\alpha_1}{\sqrt{1 + \alpha_1^2 P_{u2}}}, \frac{1}{\sqrt{1 + \alpha_1^2 P_{u2}}} \right)^T \]

, respectively. Then, according to Theorem 7 in [4], the sum of the optimal combination rates for the above effective two-user GMAC seen by receiver 1 is lower-bounded as

\[ \sum_{\ell=1}^{2} R_{comb,\ell} \geq \frac{1}{2} \log \left( 1 + \frac{h_{11}^2}{b_{eff,1}(1)} \frac{h_{21}^2}{b_{eff,1}(2)} \right) - 1 \]

(15)

Next, assume the optimal combination rates for the aforementioned effective GMAC are sorted in a descending order, i.e., $R_{comb,1} \geq R_{comb,2}$. Then, based on Theorem 9 in [4], it is guaranteed that transmitter 1’s confidential message can be decoded reliably by receiver 1 for all rates not bigger than

\[ A \] is the common coarsest lattice set.
which is equivalent to finding an upper bound on the achievable rate $R_{\text{comb},1}^{(1)}$, which maps to the decoding rate of the aligned codewords $t_{2,d} + u_{1,d}$. Therefore, the computation rate for $R_{\text{comb},1}^{(1)}$ is given as $R_{\text{comb},1}^{(1)} = \frac{1}{2} \log(P_2 + P_{u1}) - \frac{1}{2} \log(\sigma_{\text{eff},1}^2)$, in which $\sigma_{\text{eff},1}^2$ is the variance of the effective noise in the first integer linear combination of the codewords decoded at receiver 1. Let us denote the first integer linear combination as $v_1$. Assume it is determined by the integer-valued $2 \times 1$ vector $a_1$, i.e., $v_1 \triangleq a_1(1)(t_2 + u_1) + a_1(2)t_1$. Recall that according to the compute-and-forward strategy in [8], the receiver decodes an estimate of $v_1$ as follows:

$$s_1 = [\beta y_1 - a_1(1)(d_{t,2} + d_{u,1}) - a_1(2)d_{t,1}] \mod \Lambda \quad (17)$$

$$= [v_1 + z_{\text{eff},1}] \mod \Lambda \quad (18)$$

in which $\beta \in \mathbb{R}$ is a scaling factor. To estimate $v_1$ from (18), the receiver quantizes (18) with respect to the first participating lattice, i.e., $\hat{v}_1 \triangleq Q_{\Lambda_{\text{eff},1}}(s_1)$. Note that the modular operation as well as the quantization are done blockwise.

To upper-bound the combination rate $R_{\text{comb},1}^{(1)}$, it is sufficient to lower bound $\sigma_{\text{eff},1}^2$; which is computed as

$$\sigma_{\text{eff},1}^2 = \left(\beta^2 + P \left(3h_{\text{eff},1}(1)(h_{\text{eff},1}(1) - a_1(1))^2ight)ight)$$

Finally, the effective variance is minimized over $\beta$ and $a_1$ and it is denoted by $\sigma_{\text{eff},1}^2$, i.e., $\sigma_{\text{eff},1}^2 = \min_{\beta, a_1} \sigma_{\text{eff},1}^2$. As a result, a lower bound on the achievable rate $R_{\text{comb},2}^{(1)}$ is obtained as

$$R_{\text{comb},2}^{(1)} \geq \frac{1}{2} \log \left(1 + \sigma_{\text{eff},1}^2 \right) P_{t_1} + \frac{1}{2} \log \left(1 + \sigma_{\text{eff},2}^2 \right) P_{t_2} + P_{u_1} + \frac{1}{2} \log \left(1 + \sigma_{\text{eff},2}^2 \right) P_{t_2} + P_{u_1}) - 1 \quad (20)$$

Prior to security analysis, we show that the rates in (8) and (9) scale with power as it was claimed in Corollary 1.

**Proof of Corollary 1:** We show that $R_1$ scales linearly with $\log(P)$; the same result can be shown for $R_2$, using similar arguments. To this end, let us assume a power allocation among the users’ jamming powers and confidential-message powers as $P_{t_1} = P_{t_2} = (1 - \gamma^2)P$ and $\frac{1}{2}P_{t_1} = \frac{1}{2}P_{t_2} = \gamma^2P$, for some $0 < \gamma^2 < 1$. This is a valid choice as it satisfies the power constraint. Substituting these power values in (15), we observe that the second term in (15) is constant with respect to $P$ for any valid choice of $\gamma$. Therefore, it is enough to show that $R_{\text{comb},2}^{(1)}$ grows linearly with $\log(P)$. Now assume $\gamma^2 = \frac{1}{2}\log(P)$, which may be a sub-optimal choice.

The validity of this choice can be checked easily for the weak and the moderately weak interference regimes. Note that this choice for $\gamma^2$ makes the power of the third term in (15) to be within noise level. Choosing a $\gamma^2$ as mentioned, we can compute $P_{u2}$, $P_{t_1}$ accordingly. As a result, we observe that the first and fourth terms in (20) can be rewritten as $\frac{1}{2} \log(P) + c_1$ and $\frac{1}{2} \log(P) + c_2$ for some constants (with respect to $P$) $c_1$, $c_2$, respectively; additionally, the fifth term can be simplified as $\log(P) + c_3$ for a constant $c_3$. As a result, we have $R_{\text{comb},2}^{(1)} \geq \frac{1}{2} \log(\sigma_{\text{eff},1}^2) + c_1 + c_2 + c_3$. Now, consider the expression in (19); note that it can be rewritten as $\sigma_{\text{eff},1}^2 = (\beta^2 + c_4(\alpha, \beta)P)$ in which $c_4(\alpha)$ is a positive number. Since the latter holds for any choice of $\beta$ and integer coefficient vector $\alpha$, it is also true for the the infimum and as a result, $\log(\sigma_{\text{eff},1}^2) \propto \log(P)$. This completes the proof of Corollary 1.

### D. Analysis of Security

In this subsection we show that our scheme provides weak secrecy for each transmitter’s confidential message. Specifically, we prove weak secrecy for transmitter 1’s confidential message $W_1$; the proof of weak secrecy for transmitter 2’s message is deduced similarly. We have

$$\frac{1}{N} I(W_1|y_2) \leq \frac{1}{N} I(W_1; y_2, t_2) = R_1 - \frac{1}{N} H(W_1|y_2, t_2) \quad (21)$$

Next, we find a lower bound on the second term in (21) as follows:

$$\frac{1}{N} H(W_1|y_2, t_2) = \frac{1}{N} H(t_1, W_1|y_2, t_2) - \frac{1}{N} H(t_1|y_2, t_2, W_1) \geq \frac{1}{N} H(t_1|y_2, t_2) - \frac{1}{N} H(t_1|y_2, t_2, W_1) \geq \frac{1}{N} \log(\frac{1}{1 - \epsilon_2}) - 2\epsilon_2 \geq \frac{1}{N} H(t_1|y_2, t_2, W_1, d_1, d_2) - 2\epsilon_2 \quad (22)$$

Inequality (a) is deduced by applying Lemma 1 in [9] to outer codewords $t_1$. Inequality (b) holds since conditioning reduces entropy. In (22), $D$ denotes the collection of all the dither vectors. Note that receiver 2 observes $y_2 = h_{22} t_{2,d} + h_{12}(t_{1,d} + u_{2,d}) + h_{21}u_{1,d} + z_2$. Hence, if the receiver 2 had the information of the random vectors $D$, $z_2$, and $t_2$, it could decode the aligned lattice codeword $t_{1,d} + u_{2,d}$. As a result, based on (22), we have

$$\frac{1}{N} H(W_1|y_2, t_2) \geq \frac{1}{N} H(t_1|t_{1,d} + u_{2,d}, t_2, u_1, z_2) - 2\epsilon_2$$

$$= \frac{1}{N} H(t_1|t_{1,d} + u_{2,d}, t_2, u_1, z_2) - 2\epsilon_2$$

$$\geq \frac{1}{N} H(t_1|t_{1,d} + u_{2,d}) \mod \Lambda_{u_2} \bar{t}_2, u_1, z_2) - 2\epsilon_2$$

$$= \frac{1}{N} H(t_1|t_{1,d} + u_{2,d}) \mod \Lambda_{u_2} \bar{t}_2, u_1, z_2) - 2\epsilon_2$$

$$= \frac{1}{N} H(t_1|t_{1,d} + u_{2,d}) \mod \Lambda_{u_2} \bar{t}_2, u_1, z_2) - 2\epsilon_2$$

The Lebesgue measure of such event is small [4].
in which equality (a) is due to the fact that the random vectors $t_1, u_2$ are independent from the dithers, the noise and random vectors $u_1, t_2$. Equality (b) follows from Crypto Lemma, Lemma 2 in [10], which states that the lattice codeword $[t_1 + u_2] \mod \Lambda_{u,2}$ belongs to the codebook $\mathcal{L}_{u,2}$ (operation mod is done for each $n$-length block) and is independent of codeword $t_1$. Finally, inequality (c) is deduced from Lemma 1 in [11], which bounds the discrete entropy of the quantized vector. Eventually, from (8), (23), and (21), the weak secrecy proof for transmitter 1’s confidential message is concluded.

V. THE GENERAL CASE: THE GAUSSIAN INTERFERENCE CHANNEL WITH $K > 2$ USERS

Our scheme in Section IV can be modified to preserve the confidentiality of all the messages from the unintended receivers when there are $K > 2$ users. Recall that in our scheme, each jamming signal was designed to protect one confidential message at one receiver. For the case of $K > 2$ users, we divide each confidential message into $K - 1$ independent random sub-messages and assign each of them a lattice codebook. For transmitter $\ell$, the sub-messages outer codewords are denoted by $\{t_{\ell,1}\}_{i=1}^{K}, \ell \neq \ell'$, for $\ell \in \{1, \ldots, K\}$. Now, each jamming codeword of transmitter $\ell$, i.e., $u_2$ conceals all codewords $\{t_{\ell,1}\}_{i=1, i \neq \ell, i \neq \ell'}$ at receiver $j$. However, this requires that $u_2$ get aligned with the same codeword at multiple receiver even though the channel link gains are not the same for different receivers. As an example, consider the case of $K = 3$: $u_1$ needs to align with $t_{2,1}$ at receivers 1 and 2; additionally, it should protect $t_{3,1}$ at receivers 1 and 3. Clearly, perfect alignment would not be achieved given that channel link gains are not the same. To remedy this alignment issue, we incorporate a generalization of the asymptotic real alignment proposed in [12] and used in [12, 13]. Using this technique, we further split each sub-message inner codeword into large number of components each of which is an $n$-dimensional lattice vector. Next, using a proper beamforming of the transmitted signals, we can show that a subset of components of each codeword gets aligned with a subset of components of a jamming codeword. Hence, even though a perfect alignment between two desired codewords cannot be achieved at more than one receiver, a partial alignment among their corresponding components can occur at all the required receivers, simultaneously. It can be shown that for a large number of components, the desired alignments happen at all the receivers asymptotically. We aim to further elaborate our scheme for this general case in the extended version of this paper.

VI. CONCLUSION

In this paper, we considered a reliable and secure communication scenario through the two-user Gaussian interference channel when the interference level is either weak or moderately weak. We showed that our achievable result scales linearly with $\log(SNR)$, when $\log(SNR) > 0$, and reaches the optimal sum secure degrees of freedom at infinite SNR. We also argued how our scheme could be extended to the $K > 2$-user case.
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