The support of dually epi-translation invariant valuations on convex functions

Jonas Knoerr

We study dually epi-translation invariant valuations on cones of convex functions containing the space of finite-valued convex functions. The existence of a homogeneous decomposition is used to associate a distribution to every valuation of this type similar to the Goodey-Weil embedding for translation invariant valuations on convex bodies. The relation between the valuation and its associated distribution is used to establish a notion of support for valuations. As an application, we show that there are no $\text{SL}(n)$ or translation invariant valuations except constant valuations in this class and we discuss which valuations on finite-valued convex functions can be extended to larger cones. In addition, we examine some topological properties of spaces of valuations with compact support.
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1 Introduction

1.1 General background

Let $V$ be a finite dimensional real vector space and let $\mathcal{K}(V)$ denote the space of convex, compact subsets of $V$. Then a valuation on $\mathcal{K}(V)$ with values in an abelian semigroup $(F,+)$ is a map $\mu : \mathcal{K}(V) \rightarrow F$ that satisfies

$$\mu(K) + \mu(L) = \mu(K \cup L) + \mu(K \cap L)$$

for all $K, L \in \mathcal{K}(V)$ such that $K \cup L \in \mathcal{K}(V)$. Valuations on convex bodies are a classical part of convex geometry and many structural results have been established (for an overview see for example [26] Chapter 6). For a Hausdorff real topological vector space $F$ let $\text{Val}(V,F)$ denote the space of all valuations $\mu : \mathcal{K}(V) \rightarrow F$ that are translation invariant and continuous with respect to the Hausdorff metric. A valuation $\mu \in \text{Val}(V,F)$ is called $k$-homogeneous, or homogeneous of degree $k \in \mathbb{R}$, if $\mu(tK) = t^k \mu(K)$ for all $K \in \mathcal{K}(V)$, $t \geq 0$. Let $\text{Val}_k(V,F)$ denote the subspace of $k$-homogeneous valuations. Then we have the following homogeneous decomposition:

**Theorem 1.1** (McMullen [20]).

$$\text{Val}(V,F) = \bigoplus_{i=0}^{\dim V} \text{Val}_i(V,F)$$

In other words, $\mu(tK)$ is a polynomial in $t \geq 0$ for $\mu \in \text{Val}(V,F)$ and $K \in \mathcal{K}(V)$, and the degree of this polynomial is bounded by the dimension of $V$. Polarizing this polynomial for a $k$-homogeneous valuation, one obtains the notion of mixed valuations. For example, by polarizing the volume we obtain functionals known as mixed volumes, which play an important role in convex geometry.

In this paper we are interested in a functional version of this homogeneous decomposition for a special class of valuations on convex functions and additional structures derived from this decomposition.
A valuation on some class of real-valued functions \( X \) with values in some abelian semi-group \((F, +)\), is a map \( \mu : X \to F \) satisfying
\[
\mu(f) + \mu(h) = \mu(\max(f, h)) + \mu(\min(f, h))
\]
for all \( f, h \in X \) such that the pointwise maximum \( \max(f, h) \) and minimum \( \min(f, h) \) belong to \( X \).

To see the connection to the notion of valuations on convex bodies, assume that the functions in \( X \) are defined on some set \( A \). Consider the epi-graph \( \text{epi}(f) := \{(a,t) \in A \times \mathbb{R} : f(a) \leq t\} \) for \( f \in X \). Then
\[
\text{epi}(\max(f, h)) = \text{epi}(f) \cap \text{epi}(h), \quad \text{epi}(\min(f, h)) = \text{epi}(f) \cup \text{epi}(h),
\]
for all \( f, h \in X \). Thus a valuation on a space of functions can also be considered as a valuation on their epi-graphs.

Although the study of valuations on functions was started only recently, a number of classification results have been established for different spaces of functions, for example Sobolev-spaces \([16, 17, 19]\), \(L^p\)-spaces \([18, 23, 27, 28]\), quasi-concave functions \([4, 7, 8]\), Orlicz-spaces \([15]\), and functions of bounded variation \([29]\). Due to their intimate relation to convex bodies, valuations on convex functions have been the object of intense research: Monotone or \( \text{SL}(n) \)-invariant valuations were classified in \([5, 9, 10, 21, 22]\) and a connection between certain valuations on convex functions and translation invariant valuations on convex bodies was studied by Alesker in \([3]\) with the help of Monge-Ampère operators.

Let us introduce the general framework for this paper. We will be interested in valuations on convex functions on a finite dimensional real vector space \( V \). The spaces of functions under consideration are subspaces of
\[
\text{Conv}(V) := \{f : V \to (-\infty, \infty) : f \text{ convex, lower semi-continuous and proper}\},
\]
where a function \( f : V \to (-\infty, \infty) \) is called proper if it is not identical to \(+\infty\). This space carries a natural topology, the topology of epi-convergence, which we will recall in Section 2.1. Especially valuations on the subspaces of finite or super-coercive convex functions
\[
\text{Conv}(V, \mathbb{R}) := \{f \in \text{Conv}(V) : f < +\infty\},
\]
\[
\text{Conv}_{s.c.}(V) := \left\{f \in \text{Conv}(V) : \lim_{x \to \infty} \frac{f(x)}{|x|} = \infty\right\}
\]
have been of interest, see for example \([12, 10, 11]\). From a valuation theoretic point of view, these two spaces are identical: It was shown in \([12]\) that the Legendre transform establishes a continuous involution between the two spaces that exchanges minimum and maximum. Thus any continuous valuation on one space induces a unique continuous valuation on the other.

Following the terminology in \([11]\), let us call a valuation \( \mu : \text{Conv}_{s.c.}(V) \to F \) translation invariant if
\[
\mu(f \circ \tau) = \mu(f) \quad \forall f \in \text{Conv}_{s.c.}(V)
\]
for all translations \( \tau : V \to V \). We will call it vertically translation invariant if
\[
\mu(f + c) = \mu(f) \quad \forall f \in \text{Conv}_{s.c.}(V), c \in \mathbb{R},
\]
and *epi-translation invariant* if $\mu$ is both translation and vertically translation invariant. These invariance properties are equivalent to the invariance of the valuation with respect to translations of the epigraph of its argument in $V \times \mathbb{R}$. In the dual setting (i.e. considering the composition of an epi-translation invariant valuation with the Legendre transform), this leads to the following notion:

A valuation $\mu : \text{Conv}(V, \mathbb{R}) \to F$ is called *dually epi-translation invariant*, if

$$\mu(f + \lambda + c) = \mu(f) \quad \forall f \in \text{Conv}(V, \mathbb{R}), \lambda \in V^*, c \in \mathbb{R}.$$ 

Real-valued valuations on $\text{Conv}(V, \mathbb{R})$ invariant under the addition of linear functionals were considered by Alesker in [3]. The examples constructed by him are extensions of functionals of the form

$$f \mapsto \int_{\mathbb{R}^n} B(x) \det(H_f(x) [k], A_1(x), ..., A_{n-k}(x)) dx \quad \text{for } f \in \text{Conv}(\mathbb{R}^n, \mathbb{R}) \cap C^2(\mathbb{R}^n).$$

Here $H_f$ denotes the usual Hessian of a twice differentiable function $f$, $B \in C_c(\mathbb{R}^n)$, $A_1, ..., A_k \in C_c(\mathbb{R}^n, \mathbb{R}^{n \times n})$ are compactly supported functions with values in the space of symmetric $n \times n$-matrices, and det denotes the mixed determinant of $n$ symmetric matrices ($H_f(x)$ is taken with multiplicity $k$ in the example above). From this representation it is easy to deduce that the valuations Alesker used in his proofs are actually dually epi-translation invariant, so his results also apply to the type of valuations considered in this paper. Similar functionals were also examined in [12] by Colesanti, Ludwig and Mussnig.

Let us introduce another example: Let $\nu$ be a compactly supported signed Radon measure on $V$ with the property $\int_V d\nu = \int_V \lambda d\nu = 0$ for all $\lambda \in V^*$. Then

$$\mu(f) := \int_V f d\nu \quad \forall f \in \text{Conv}(V, \mathbb{R})$$

defines a dually epi-translation invariant valuation. This class includes valuations such as

$$\mu_1(f) := f(x) + f(-x) - 2f(0) \quad \text{for } f \in \text{Conv}(V, \mathbb{R}),$$

$$\mu_2(f) := \frac{1}{\text{vol}_{n-1}(S^{n-1})} \int_{S^{n-1}} f d\sigma - f(0) \quad \text{for } f \in \text{Conv}(\mathbb{R}^n, \mathbb{R}),$$

where $x \in V \setminus \{0\}$ is an arbitrary point and $\sigma$ denotes the usual measure on the unit sphere.

### 1.2 Results of the present paper

We will consider valuations with values in some Hausdorff topological vector space $F$ on certain cones $C \subset \text{Conv}(V)$ containing the space $\text{Conv}(V, \mathbb{R})$ of finite-valued convex functions. Let $\text{VConv}(C; V, F)$ denote the space of continuous, dually epi-translation invariant valuations on $C$ with values in $F$ (see Section 3 for the precise definition). A valuation $\mu \in \text{VConv}(C; V, F)$ will be called $k$-homogeneous if $\mu(tf) = t^k \mu(f)$ for all $f \in C$ and $t > 0$, and the subspace of $k$-homogeneous valuations will be denoted by $\text{VConv}_k(C; V, F)$. Then we have the following decomposition:

**Theorem 1.** If $C \subset \text{Conv}(V)$ is a cone containing $\text{Conv}(V, \mathbb{R})$, then

$$\text{VConv}(C; V, F) = \bigoplus_{i=0}^{\dim V} \text{VConv}_i(C; V, F).$$
In [13], this was proved by Colesanti, Ludwig and Mussnig for real-valued valuations on $\text{Conv}(V,\mathbb{R})$. The more general statement can be deduced from their proof with only minor modifications. Instead of repeating their arguments, we will present a slightly different proof in Section 5 using an embedding of $\text{VConv}(C; V, F)$ into $\text{Val}(V^* \times \mathbb{R}, F)$ using support functionals of convex bodies.

Similar to the classical McMullen decomposition (and to [11] Theorem 23), this allows us to define the polarization of any homogeneous valuation $\mu \in \text{VConv}_k(C; V, F)$ under the following regularity assumption on the cone: We will call a cone $C \subset \text{Conv}(V)$ regular if every function $f \in C$ satisfies $f < +\infty$ on some open subset in $V$. We obtain a symmetric functional $\bar{\mu} : C^k \to F$ which satisfies $\bar{\mu}(f, ..., f) = \mu(f)$ for all $f \in C$ and which is a continuous, 1-homogeneous and additive valuation in each coordinate, i.e. it satisfies

$$\bar{\mu}(f + h, f_2, \ldots, f_k) = \bar{\mu}(f, f_2, \ldots, f_k) + \bar{\mu}(h, f_2, \ldots, f_k)$$

for all $f, h, f_2, ..., f_k \in C$. Goodey and Weil used the polarization of a valuation in $\text{Val}_k(\mathbb{R}^n)$ to define a distribution on the $k$-fold product of the unit sphere in $\mathbb{R}^n$ (see [14]). Alesker proved in [11] that the support of this distribution is contained in the diagonal of this Cartesian product of spheres, which plays a crucial role in the proof of his Irreducibility Theorem (see [12]). Following the ideas of Goodey-Weil and Alesker, we establish the following version of the Goodey-Weil embedding for valuations on convex functions in Section 5.

**Theorem 2.** Let $F$ be a locally convex vector space admitting a continuous norm, $C \subset \text{Conv}(V)$ a regular cone containing $\text{Conv}(V, \mathbb{R})$. For every $\mu \in \text{VConv}_k(C; V, F)$ there exists a unique distribution $\text{GW}(\mu) \in \mathcal{D}'(V^k, F)$ with compact support which satisfies the following property: If $f_1, ..., f_k \in \text{Conv}(V, \mathbb{R}) \cap C^\infty(V)$, then

$$\text{GW}(\mu)(f_1 \otimes \ldots \otimes f_k) = \bar{\mu}(f_1, ..., f_k),$$

where $\bar{\mu}$ is the polarization of $\mu$.

Moreover, the support of $\text{GW}(\mu)$ is contained in the diagonal in $V^k$.

Here $\bar{F}$ denotes the completion of $F$ and $\mathcal{D}'(V^k, F)$ denotes the space of all distributions on $V^k$ with values in $\bar{F}$, i.e. the space of all continuous functionals $\phi : C^\infty_c(V^k) \to \bar{F}$, where $C^\infty_c(V^k)$ is equipped with the usual topology on test functions. We will call the distribution $\text{GW}(\mu)$ the Goodey-Weil distribution of $\mu$. We thus obtain an injective map $\text{GW} : \text{VConv}_k(C; V, F) \to \mathcal{D}'(V^k, F)$, which will be called the Goodey-Weil embedding.

More generally, we also define a version of the Goodey-Weil distribution for valuations with values in an arbitrary locally convex vector space. Although the Goodey-Weil distribution is still uniquely determined by its underlying valuation in this case, the support is, in general, not compact. To illustrate this fact, we examine the Hessian measures (see [12]), which can be considered as continuous, dually epi-translation invariant valuations with values in the space of signed Radon measures on $V$ (equipped with the vague topology). This example was also our main motivation to examine valuations with values in arbitrary locally convex vector spaces.

In Section 6 we use the support of the Goodey-Weil distribution to obtain a notion of support for the corresponding valuation and we discuss how the support can be defined intrinsically. As an application, we show that there are no non-trivial, real-valued dually epi-translation
invariant valuations (except constant valuations) that are also invariant under the operation of the special linear group or translations. We also characterize the image of the embedding used in the proof of Theorem III.

It is natural to consider the subspace $\text{VConv}_A(C;V,F)$ of valuations with support contained in a fixed subset $A \subset V$. In Section 6.1 we discuss some topological properties of $\text{VConv}_A(V,F)$ in the case where $A$ is compact and we show the following topological result:

**Proposition 1.2.** Let $F$ be a locally convex vector space admitting a continuous norm. If a sequence $(\mu_j)_j$ converges to $\mu$ in $\text{VConv}(V,F)$, then there exists a compact set $A \subset V$ such that the support of $\mu$ and $\mu_j$ is contained in $A$ for all $j \in \mathbb{N}$. In particular, $(\mu_j)_j$ converges to $\mu$ in $\text{VConv}_A(V,F)$.

In Section 7.1 we relate the valuations in $\text{VConv}(C;V,F)$ to the common domains of $f \in C$, i.e. the sets $\text{dom} f := \{x \in V : f(x) < \infty\}$. This also gives a partial answer to the question, which valuations on finite-valued convex functions can be extended to larger cones in $\text{Conv}(V)$. Together with Corollary 7.2, this refines [11] Theorem 30, where valuations on the maximal cone $C = \text{Conv}(V)$ were considered.

These results apply in particular to cones of the form $C_U := \{f \in \text{Conv}(V) : f|_U < \infty\}$ for some open and convex subset $U \subset V$. In Section 7.2 we considering valuations on the space $\text{Conv}(U,\mathbb{R}) := \{f : U \to \mathbb{R} : f \text{ convex}\}$ with values in a locally convex vector space $F$ that are dually epi-translation invariant and continuous with respect to the topology of uniform convergence on compact subsets in $U$. Denoting the space of these functionals by $\text{VConv}(U,F)$, we can identify this space of valuations with valuations on the cone $C_U$:

**Theorem 3.** If $U \subset V$ is an open convex subset and $F$ is a locally convex vector space admitting a continuous norm, then the map

$$\text{res}^* : \text{VConv}(U,F) \to \text{VConv}(C_U;V,F)$$

$$\mu \mapsto [f \mapsto \mu(f|_U)]$$

is a topological isomorphism.

Here both spaces are equipped with the topology of uniform convergence on compact subsets in $\text{Conv}(U,\mathbb{R})$ and $C_U$ respectively.
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## 2 Convex functions

In this section, we collect some facts about the space of convex functions and its topology. For simplicity we will assume that $V$ is a euclidean vector space. Let $B_R := B_R(0)$ denote the closed ball of radius $R > 0$ in $V$. 
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Let $U \subset V$ be a convex subset. A function $f : U \to \mathbb{R} \cup \{+\infty\}$ is called convex if for any $x_0, x_1 \in U$ and every $t \in [0, 1]$ the following inequality holds:

$$f(tx_0 + (1 - t)x_1) \leq tf(x_0) + (1 - t)f(x_1).$$

Equivalently, $f : U \to \mathbb{R} \cup \{+\infty\}$ is convex if and only if its epi-graph $\text{epi}(f) := \{(x, t) \in U \times \mathbb{R} : f(x) \leq t\}$ is a convex subset in $U \times \mathbb{R}$. Note that $f$ is lower semi-continuous if and only if $\text{epi}(f)$ is closed in $U \times \mathbb{R}$. In this paper we are mostly interested in subsets of $\text{Conv}(V) := \{f : V \to \mathbb{R} \cup \{+\infty\} : f \text{ convex, lower semi-continuous, } f \not\equiv +\infty\}$.

For any $f \in \text{Conv}(V)$, we define the domain of $f$

$$\text{dom}(f) := \{x \in V : f(x) < +\infty\}.$$  

By definition, $\text{dom}(f)$ is a non-empty convex subset of $V$. $f$ is always continuous on the interior of $\text{dom}(f)$. In particular, the space of finite-valued convex functions

$$\text{Conv}(V, \mathbb{R}) := \{f : V \to \mathbb{R} : f \text{ convex}\} \subset \text{Conv}(V)$$

contains only continuous functions. Note that $\text{Conv}(V, \mathbb{R})$ is closed under the formation of the pointwise maximum, while the maximum of two elements of $\text{Conv}(V)$ may be identical to $+\infty$.

### 2.1 Topology on the space of convex functions

**Definition 2.1.** A sequence $(f_j)_j$ in $\text{Conv}(V)$ epi-converges to $f \in \text{Conv}(V)$ if and only if for every $x \in V$ the following conditions hold:

1. For every sequence $(x_j)_j$ in $V$ converging to $x$: $f(x) \leq \liminf_{j \to \infty} f_j(x_j)$.

2. There exists a sequence $(x_j)_j$ converging to $x$ such that $f(x) = \lim_{j \to \infty} f_j(x_j)$.

It is known that this notion of convergence is induced by a metrizable topology on $\text{Conv}(V)$ (see for example [25] Theorem 7.58).

In the constructions used in this paper, the limit function $f \in \text{Conv}(V)$ will usually be finite on some open subset of $V$. In this case epi-convergence, pointwise convergence and locally uniform convergence are compatible in the following sense:

**Proposition 2.2.** [25, Theorem 7.17] For a function $f \in \text{Conv}(V)$ such that $\text{dom}f$ has non-empty interior and a sequence $(f_j)_j$ in $\text{Conv}(V)$ the following are equivalent:

1. $(f_j)_j$ epi-converges to $f$.

2. $(f_j)_j$ converges pointwise to $f$ on a dense subset.

3. $(f_j)_j$ converges uniformly to $f$ on all compact subsets that do not contain a boundary point of $\text{dom}f$.

In particular, a sequence $(f_j)_j$ in $\text{Conv}(V, \mathbb{R})$ epi-converges to $f \in \text{Conv}(V, \mathbb{R})$ if and only if it converges uniformly on compact subsets.
2.2 Compactness in \( \text{Conv}(V, \mathbb{R}) \)

**Proposition 2.3.** Let \( U \subset V \) be a convex open subset and \( f : U \to \mathbb{R} \) a convex function. If \( X \subset U \) is a set with \( X + \varepsilon B_1 \subset U \) and \( f \) is bounded on \( X + B_\varepsilon \), then \( f \) is Lipschitz continuous on \( X \) with Lipschitz constant \( \frac{2}{\varepsilon} \| f \|_{X + B_\varepsilon} \).

**Proof.** This is a special case of [25] 9.14. \( \square \)

**Proposition 2.4.** A subset \( U \subset \text{Conv}(V, \mathbb{R}) \) is relatively compact if and only if it is bounded on compact subsets.

**Proof.** As the topology on \( \text{Conv}(V, \mathbb{R}) \) is metrizable, we only have to show that the closure of such a subset is sequentially compact. Let \((f_k)_k\) be a sequence in \( \text{Conv}(V, \mathbb{R}) \) that is bounded on compact subsets of \( V \). Then the Lipschitz constants of these functions are also uniformly bounded on \( B_j \) for all \( j \in \mathbb{N} \) by Proposition 2.3. In particular, the set \( \{f_k|_{B_j} : k \in \mathbb{N}\} \subset C(B_j) \) is equicontinuous. By the theorem of Arzelà-Ascoli, we can choose a subsequence \( f_{j,k} \) that converges uniformly on \( B_j \) to some function \( f_j, \infty \in C(B_j) \) for \( k \to \infty \). Iterating this argument for all \( j \in \mathbb{N} \) and taking an appropriate diagonal series, we find a subsequence that converges uniformly on \( B_j \) for all \( j \in \mathbb{N} \) to some function \( f \in C(V) \). It is easy to see that \( f \) is convex. Now the claim follows from Proposition 2.2. \( \square \)

### 2.3 The Legendre transform, subdifferentials and some density results

The **Legendre transform** or **convex dual** of a function \( f \in \text{Conv}(V) \) is the function \( f^* : V^* \to (-\infty, \infty] \) given by

\[
f^*(y) = \sup_{x \in V} \langle y, x \rangle - f(x) \quad \text{for } y \in V^*,
\]

where \( \langle \cdot, \cdot \rangle : V^* \times V \to \mathbb{R} \) denotes the canonical pairing. As a consequence of [24] Theorem 12.2 and Corollary 12.2.1, we have

**Proposition 2.5.** For \( f \in \text{Conv}(V) \), \( f^* \in \text{Conv}(V^*) \) and \( f^{**} := (f^*)^* = f \).

Let \( f \in \text{Conv}(V) \). An element \( y \in V^* \) is called a **subgradient** of \( f \) in \( x_0 \in V \) if

\[
f(x_0) + \langle y, x - x_0 \rangle \leq f(x) \quad \text{for all } x \in V.
\]

The set of all subgradients of \( f \) in a point \( x_0 \in V \) is called the subdifferential of \( f \) in \( x_0 \) and will be denoted by \( \partial f(x_0) \).

We recall the following basic properties of the subdifferential:

**Lemma 2.6 (24 Theorem 23.5).** For \( f \in \text{Conv}(V) \), \( x \in V \), \( y \in V^* \) the following are equivalent:

1. \( y \in \partial f(x) \),
2. \( \langle y, x \rangle = f(x) + f^*(y) \),
3. \( y \in \text{argmax}_{x \in V} \langle y, x \rangle - f(x) \).

**Lemma 2.7.** Let \( f \in \text{Conv}(V, \mathbb{R}) \). Then \( \partial f(x) \in K(V^*) \) for all \( x \in V \) and if \( f \) is \( L \) Lipschitz continuous on a neighborhood of \( x \in V \), then \( \partial f(x) \subset B_L(0) \).
Proof. This is a special case of [6] 2.1.2. \(\square\)

Also note that \(\partial f(x) \neq \emptyset\) for any \(x \in V\), if \(f \in \text{Conv}(V, \mathbb{R})\). The support function \(h_K \in \text{Conv}(V, \mathbb{R})\) of a convex body \(K \in \mathcal{K}(V^*)\) is defined as
\[
h_K(y) := \sup_{x \in K} \langle y, x \rangle.
\]

These functions will play an important role in Section 4.1 where we relate valuations on convex functions to valuations on convex bodies. This construction relies on a density result contained in Corollary 2.9 below, which we will deduce from the following proposition.

**Proposition 2.8.** Let \(f \in \text{Conv}(V, \mathbb{R})\) be a finite-valued convex function, \(f^*\) its convex dual, \(R > 0\). If \(\|f\|_{C(B_{R+2})} \leq c\), then the set
\[
K_{f,R} := \text{epi}(f^*) \cap \{(y, t) \in V^* \times \mathbb{R} : |y| \leq 2c, |t| \leq (2R + 3)c\}
\]
is a convex body in \(V^* \times \mathbb{R}\) and satisfies
\[
f(x) = h_{K_{f,R}}(x, -1) \quad \text{for all } x \in B_{R+1}.
\]

**Proof.** Consider the set \(C := \{y \in V^* : y \in \partial f(x) \text{ for some } x \in B_{R+1}\}\). As \(f|_{B_{R+1}}\) is Lipschitz continuous with Lipschitz constant \(L = 2\|f\|_{C(B_{R+2})}\) by Proposition 2.3, Lemma 2.7 implies that \(C\) is contained in a ball of radius \(L\) centered at the origin.

Any \(y \in C\) satisfies \(f^*(y) = \langle x, y \rangle - f(x)\) for some \(x \in B_{R+1}\) due to Lemma 2.6. Thus
\[
|f^*(y)| \leq |\langle y, x \rangle| + |f(x)| \leq L(R + 1) + \|f\|_{C(B_{R+2})} \leq (2R + 3)\|f\|_{C(B_{R+2})} \leq (2R + 3)c.
\]

Let us show that \(f(x) = h_{K_{f,R}}(x, -1)\) for all \(x \in B_{R+1}\). Obviously, the left hand side is equal to or larger than the right hand side. By Lemma 2.8, we know that for any \(x \in B_{R+1}\) there exists \(y \in V^*\) such that \(f(x) = \langle y, x \rangle - f^*(y)\). In particular, \(y \in C\). Then
\[
(y, f^*(y)) \in \text{epi}(f^*) \cap \{(y, t) \in V^* \times \mathbb{R} : |y| \leq 2c, |t| \leq (2R + 3)c\} = K_{f,R}
\]

by the previous discussion, so
\[
f(x) = \langle y, x \rangle - f^*(y) \leq \sup_{(\tilde{y}, t) \in K_{f,R}} \langle \tilde{y}, x \rangle - t = h_{K_{f,R}}(x, -1).
\]

As \(f^*\) is lower semi-continuous, the set \(\text{epi}(f^*) \cap \{(y, t) \in V^* \times \mathbb{R} : |y| \leq 2(R + 2)c, |t| \leq 3(R + 2)c\}\) is closed. As it is also convex and bounded, it belongs to \(\mathcal{K}(V^* \times \mathbb{R})\). \(\square\)

We thus obtain the following density results.

**Corollary 2.9.** The following families of functions are dense in \(\text{Conv}(V, \mathbb{R})\):

1. \(\{h_K(\cdot, -1) : K \in \mathcal{K}(V^* \times \mathbb{R})\}\),
2. \(\{h_P(\cdot, -1) : P \in \mathcal{K}(V^* \times \mathbb{R}) \text{ polytope}\}\),
3. \(\{h_K(\cdot, -1) : K \in \mathcal{K}(V^* \times \mathbb{R}) \text{ smooth and strictly convex}\}\),
4. \(\text{Conv}(V, \mathbb{R}) \cap C^\infty(V)\).

**Proof.** For the first set this follows directly from Proposition 2.8 and the continuity of the map \(\mathcal{K}(V^* \times \mathbb{R}) \to \text{Conv}(V, \mathbb{R}), \ K \mapsto h_K(\cdot, -1)\), see Lemma 2.3 below. As \(\{P \in \mathcal{K}(V^* \times \mathbb{R}) : P \text{ polytope}\}\) and \(\mathcal{K}(V^* \times \mathbb{R})^{\text{sm}}\) are dense subsets of \(\mathcal{K}(V^* \times \mathbb{R})\) respectively, this implies the density of the second and third set. For the last set, observe that the support function of any smooth and strictly convex body is smooth, so the last set contains a dense subset and is thus dense itself. \(\square\)
2.4 Lipschitz regularization

Most of our results are actually results on valuations on $\text{Conv}(V, \mathbb{R})$ which generalize to more general subspaces of $\text{Conv}(V)$ by approximation.

For $r > 0$ the Lipschitz regularization or Pasch-Hausdorff envelope of a convex function $f \in \text{Conv}(V)$ is defined as

$$\text{reg}_r(f) := (f^* + 1_{B_1/r})^*.$$ 

We will need the following properties:

**Proposition 2.10** (Propositions 4.1, 4.2, 4.3). For $f, h \in \text{Conv}(V)$ and $r > 0$, the Lipschitz regularization has the following properties:

i. There exists $r_0 > 0$ such that $\text{reg}_r f \in \text{Conv}(V, \mathbb{R})$ for all $0 < r \leq r_0$.

ii. $\text{reg}_r f$ epi-converges to $f$ for $r \to 0$.

iii. If $x \in \text{dom}(f)$ and $\partial f(x) \cap B_{1/r} \neq \emptyset$, then $\text{reg}_r f(x) = f(x)$ and $\partial \text{reg}_r f(x) = \partial f(x) \cap B_{1/r}$.

iv. If $(f_j)_j$ is a sequence in $\text{Conv}(V)$ that epi-converges to $f$, then there exists $r_0 > 0$ such that $(\text{reg}_r f_j)_j$ epi-converges to $\text{reg}_r f$ for all $0 < r \leq r_0$.

v. If $\min(f, h)$ is convex, then there exists $r_0 > 0$ such that

$$\text{reg}_r(\max(f, h)) = \max(\text{reg}_r f, \text{reg}_r h) \quad \text{reg}_r(\min(f, h)) = \min(\text{reg}_r f, \text{reg}_r h)$$

for all $0 < r \leq r_0$.

Note that ii. implies that $\text{Conv}(V, \mathbb{R}) \subset \text{Conv}(V)$ is dense. Thus the sets considered in Corollary 2.9 are also dense in $\text{Conv}(V)$.

3 Dually epi-translation invariant valuations on convex functions

Let $C \subset \text{Conv}(V)$ be a non-empty subset and let $(F, +)$ be an abelian semigroup.

**Definition 3.1.** A map $\mu : C \to F$ is called a valuation if

$$\mu(f) + \mu(h) = \mu(\max(f, h)) + \mu(\min(f, h))$$

for all $f, h \in C$ such that the pointwise maximum $\max(f, h)$ and minimum $\min(f, h)$ belong to $C$.

A valuation $\mu : C \to F$ is called dually epi-translation invariant if

$$\mu(f + \lambda + c) = \mu(f) \quad \forall f \in C, \lambda \in V^*, c \in \mathbb{R} \text{ s.t. } f + \lambda + c \in C.$$ 

**Definition 3.2.** If $F$ is a topological vector space, we let $\text{VConv}(C; V, F)$ denote the space of all valuations $\mu : C \to F$ that are

i. continuous with respect to epi-convergence,
2. dually epi-translation invariant.

If $C = \text{Conv}(V, \mathbb{R})$, we will use the notation $V\text{Conv}(V, F)$ instead. For $F = \mathbb{R}$, we will write $V\text{Conv}(C; V) := V\text{Conv}(C; V, \mathbb{R})$ and $V\text{Conv}(V) := V\text{Conv}(V, \mathbb{R})$ for brevity.

We also equip $V\text{Conv}(C; V, F)$ with the compact-open topology, which is generated by the open sets

$$M(K, O) := \{ \mu \in V\text{Conv}(C; V, F) : \mu(f) \in O \quad \forall f \in K \}$$

for $K \subset C$ compact and $O \subset F$ open. If $F$ is locally convex, $V\text{Conv}(C; V, F)$ is a locally convex vector space equipped with the family of semi-norms

$$\|\mu\|_{F,K} := \sup_{f \in K}|\mu(f)|_F,$$

where $K \subset C$ is compact and $| \cdot |_F$ is a continuous semi-norm on $F$. It is easy to see that $V\text{Conv}(C; V, F)$ is complete if $F$ is complete. Also note that Proposition 2.4 provides a characterization of all compact subsets for $C = \text{Conv}(V, \mathbb{R})$.

3.1 Relation to valuations on convex bodies

As noted in Section 2, the support function $h_K$ of $K \in K(V^*)$ is defined by $h_K(y) := \sup_{x \in K} \langle y, x \rangle$. It has the following well known properties:

1. $h_K \in \text{Conv}(V^*, \mathbb{R})$.
2. $h_{tK} = th_K$ for all $t \geq 0$.
3. If $K, L$ are convex bodies such that $K \cup L$ is convex, then $h_{K \cup L} = \max(h_K, h_L)$ and $h_{K \cap L} = \min(h_K, h_L)$.
4. A sequence $(K_j)_j$ of convex bodies converges to $K$ with respect to the Hausdorff metric if and only if $(h_{K_j})_j$ converges to $h_K$ uniformly on compact subsets.

The last property implies

**Lemma 3.3.** The map

$$P : K(V^* \times \mathbb{R}) \rightarrow \text{Conv}(V, \mathbb{R})$$

$$K \mapsto h_K(\cdot, -1)$$

is continuous.

Here we have used the canonical isomorphism $(V \times \mathbb{R})^* \cong V^* \times \mathbb{R}$. For $\mu \in V\text{Conv}(C; V, F)$ we define $T(\mu) : K(V^* \times \mathbb{R}) \rightarrow F$ by $T(\mu)[K] := \mu(h_K(\cdot, -1))$.

**Theorem 3.4.** Let $F$ be a Hausdorff real topological vector space and $C \subset \text{Conv}(V)$ a subset with $\text{Conv}(V, \mathbb{R}) \subset C$. Then

$$T : V\text{Conv}(C; V, F) \rightarrow \text{Val}(V^* \times \mathbb{R}, F)$$

is well defined, continuous, and injective.
Proof. It is clear that $T(\mu) = \mu \circ P \in \text{Val}(V^* \times \mathbb{R}, F)$.

Let us show that $T$ is injective: If $T(\mu) = 0$, then $\mu(h_K(\cdot,-1)) = 0$ for all $K \in \mathcal{K}(V^* \times \mathbb{R})$.

By Corollary 2.32 these functions form a dense subspace of $\text{Conv}(V, \mathbb{R})$, which is dense in $C$, so the continuity of $\mu$ implies $\mu = 0$, as $F$ is Hausdorff. Thus $T$ is injective.

A basis for the topology of $\text{Val}(V^* \times \mathbb{R}, F)$ is given by the open sets

$$\mathcal{M}(B, O) = \{\mu \in \text{Val}(V^* \times \mathbb{R}, F) : \mu(K) \in O \quad \forall K \in B\},$$

where $O \subset F$ is open and $B \subset \mathcal{K}(V^* \times \mathbb{R})$ is compact. Then

$$T^{-1}(\mathcal{M}(B, O)) = \{\mu \in \text{VConv}(C; V, F) : \mu(h_K(\cdot,-1)) \in O \quad \forall K \in B\}$$

$$= \{\mu \in \text{VConv}(C; V, F) : \mu(f) \in O \quad \forall f \in P(B)\}$$

$$= \mathcal{M}(P(B), O).$$

As $P$ is continuous, $P(B)$ is compact in $C$, so $T^{-1}(\mathcal{M}(B, O)) = \mathcal{M}(P(B), O)$ is open in \text{VConv}(C; V, F).

\[\Box\]

4 Homogeneous decomposition

4.1 Proof of Theorem 1

In this section we prove Theorem 1. Let $F$ be a Hausdorff real topological vector space and $C \subset \text{Conv}(V)$.

Definition 4.1. A continuous valuation $\mu : C \to F$ is called $k$-homogeneous if $\mu(tf) = t^k \mu(f)$ for all $f \in C$ and for all $t > 0$ such that $tf \in C$. We will denote the space of $k$-homogeneous valuations in $\text{VConv}(C; V, F)$ by $\text{VConv}_k(C; V, F)$.

We will call a subset $C \subset \text{Conv}(V)$ a cone, if $f + th \in C$ for all $f, h \in C, t > 0$.

Proposition 4.2. Let $F$ be a Hausdorff real topological vector space, $C \subset \text{Conv}(V)$ a cone containing $\text{Conv}(V, \mathbb{R})$, and $\mu \in \text{VConv}(C; V, F)$. Then there exist valuations $\mu_i \in \text{VConv}_i(C; V, F)$, $i = 0, \ldots, n + 1$ such that

$$\mu = \sum_{i=0}^{n+1} \mu_i.$$

Proof. Consider the injective map $T : \text{VConv}(C; V, F) \to \text{Val}(V^* \times \mathbb{R}, F)$ from Theorem 3.3 given by $T(\mu)[K] = \mu(h_K(\cdot,-1))$ for $K \in \mathcal{K}(V^* \times \mathbb{R})$.

For $t > 0$ define $\mu^t \in \text{VConv}(C; V, F)$ by $\mu^t(f) := \mu(tf)$ for $f \in C$. Then $T(\mu^t)[K] = T(\mu)[tK]$, as $h_{tK} = th_K$ for $t > 0$.

Using the McMullen decomposition (Theorem 1.1) for $\text{Val}(V^* \times \mathbb{R}, F)$, we see that $T(\mu^t) = \sum_{i=0}^{n+1} t^i \tilde{\mu}_i$ for homogeneous elements $\tilde{\mu}_i \in \text{Val}_i(V^* \times \mathbb{R}, F)$. Plugging in $0 < t_0 < \cdots < t_{n+1}$ and using the inverse of the Vandermonde matrix, we obtain constants $c_{ij} \in \mathbb{R}$ such that $\tilde{\mu}_i = \sum_{j=0}^{n+1} c_{ij} T(\mu^j)$.

Now define $\mu_i \in \text{VConv}(C; V, F)$ by $\mu_i := \sum_{j=0}^{n+1} c_{ij} \mu^j$. Then, obviously, $T(\mu_i) = \tilde{\mu}_i$ and for any $K \in \mathcal{K}(V^* \times \mathbb{R})$, $t > 0$:

$$T(\mu^t_i)(K) = T(\mu_i)(tK) = \tilde{\mu}_i(tK) = t^i \tilde{\mu}_i(K) = t^i T(\mu_i)(K) = T\left(t^i \mu_i\right)(K).$$
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The injectivity of $T$ implies $t^i \mu_i = \mu_i^i$, i.e. $\mu_i$ is $i$-homogeneous. In addition,

$$T(\mu) = \sum_{i=0}^{n+1} \bar{\mu}_i = \sum_{i=0}^{n+1} T(\mu_i) = T \left( \sum_{i=0}^{n+1} \mu_i \right).$$

Thus the injectivity of $T$ implies $\mu = \sum_{i=0}^{n+1} \mu_i$. $\square$

To show that the $n+1$-homogeneous component is trivial, we need the following lemma:

**Lemma 4.3.** Let $(G, +)$ be an Abelian semi-group with cancellation law that carries a Hausdorff topology, and $\mu_1, \mu_2 : \text{Conv}(V, \mathbb{R}) \to G$ two continuous valuations. If $\mu_1(hP(\cdot - y) + c) = \mu_2(hP(\cdot - y) + c)$ for all polytopes $P \in \mathcal{K}(V^*)$ with $0 \in \text{int}P$, $y \in V$ and $c \in \mathbb{R}$, then $\mu_1 \equiv \mu_2$ on $\text{Conv}(V, \mathbb{R})$.

**Proof.** This is [22] Lemma 5.1. To be precise, the version in [22] considers translation invariant valuations, however, the proof only uses the weaker property stated above. $\square$

**Proposition 4.4.** $\text{VConv}_{n+1}(C; V, F) = 0$

**Proof.** Let $\mu \in \text{VConv}_{n+1}(C; V, F)$. As $\text{Conv}(V, \mathbb{R})$ is dense in $C$, we only need to show that $\mu$ vanishes on finite-valued convex functions. Using Lemma 4.3, it is thus sufficient to show $\mu(h_K(\cdot - y)) = 0$ for all $K \in \mathcal{K}(V^*)$ and $y \in V$. However, $K \mapsto \mu(h_K(\cdot - y))$ defines an element of $\text{Val}_{n+1}(V^*, F) = 0$. The claim follows. $\square$

**Proof of Theorem 1.** This follows directly from Proposition 4.2 and Proposition 4.4.

### 4.2 Polynomiality and polarization

From now on we will assume that $F$ is a Hausdorff real topological vector space and that $C \subset \text{Conv}(V)$ is a cone containing $\text{Conv}(V, \mathbb{R})$. Then we can consider the question of polynomiality for elements of $\text{VConv}(C; V, F)$. To define the polarization of a homogeneous valuation in $\text{VConv}_k(C; V, F)$, we need the following regularity assumption on the cone $C$:

**Definition 4.5.** A cone $C \subset \text{Conv}(V)$ will be called regular if $\text{dom}f$ has non-empty interior for all $f \in C$.

**Lemma 4.6.** If $C \subset \text{Conv}(V)$ is a regular cone, then

$$+ : C \times C \to C$$

$$(f, h) \mapsto f + h$$

is continuous.

**Proof.** This follows directly from Proposition 2.2. $\square$

Note that this map is in general not continuous if $C$ is not a regular cone. From Theorem 1 we deduce

**Corollary 4.7.** Let $C \subset \text{Conv}(V)$ be a regular cone with $\text{Conv}(V, \mathbb{R}) \subset C$. For $\mu \in \text{VConv}(C; V, F)$, and $f_1, ..., f_m \in C$, $\mu(\sum_{j=1}^{m} \lambda_j f_j)$ is a polynomial in $\lambda_j > 0$. 
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Proof. We will use induction on \( m \in \mathbb{N} \). For \( m = 1 \), this is just Theorem 1. Assume we have shown the statement for \( m \in \mathbb{N} \). The map

\[
f \mapsto \mu(h + f)
\]

belongs to VConv\((C;V,F)\) for all \( h \in C \) by Lemma 4.6. Using Theorem 1, we obtain

\[
\mu(h + tf) = \sum_{i=0}^{n} t^i \mu_i(h,f),
\]

where \( \mu_i : C^2 \to F \) is an \( i \)-homogeneous, continuous, and dually epi-translation invariant valuation in the second argument and a dually epi-translation invariant valuation in the first. To see that \( \mu_i \) is continuous in the first argument, apply the inverse of the Vandermonde matrix to the formula above to write \( \mu_i(h,f) \) as a linear combination of elements of the form \( \mu(h + tf) \) for a finite number of fixed values of \( t > 0 \).

The induction assumption implies that \((\lambda_1, \ldots, \lambda_m) \mapsto \mu_i(\sum_{j=1}^{m} \lambda_j f_j, f)\) is a polynomial in \( \lambda_j > 0, 1 \leq j \leq m \). The claim follows.

Definition 4.8. A valuation \( \mu \in \text{VConv}(C;V,F) \) is called additive if \( \mu(f + g) = \mu(f) + \mu(g) \) for all \( f, g \in C \).

By continuity, any additive valuation is 1-homogeneous.

Theorem 4.9. For \( \mu \in \text{VConv}_k(C;V,F) \), there exists a unique map \( \bar{\mu} : C^k \to F \), called the polarization of \( \mu \), with the following properties:

1. \( \bar{\mu} \) is additive and 1-homogeneous in each coordinate,
2. \( \bar{\mu} \) is symmetric,
3. \( \mu(f) = \bar{\mu}(f, ..., f) \) for all \( f \in C \).

Proof. We start by showing uniqueness: Using 1. and 3. we obtain

\[
\mu \left( \sum_{j=1}^{k} \lambda_j f_j \right) = \bar{\mu} \left( \sum_{j=1}^{k} \lambda_j f_j \right) = \sum_{j_1, ..., j_k=1}^{k} \lambda_{j_1} \cdots \lambda_{j_k} \bar{\mu}(f_{j_1}, ..., f_{j_k}).
\]

Differentiating and using 2., we obtain the formula

\[
k! \bar{\mu}(f_1, ..., f_k) = \frac{\partial}{\partial \lambda_1} \bigg|_0 \cdots \frac{\partial}{\partial \lambda_k} \bigg|_0 \mu \left( \sum_{j=1}^{k} \lambda_j f_j \right).
\]

This shows uniqueness. To prove the existence of \( \bar{\mu} \), we use Corollary 4.7 to see that the right-hand side of (1) is actually well defined, so we can use this equation to define \( \bar{\mu} \).

Obviously the definition is symmetric in \( f_1, ..., f_k \). To see that \( \bar{\mu} \) is additive in each coordinate, we thus only need to consider one coordinate: Setting

\[
F(t,s) := \frac{1}{k!} \frac{\partial}{\partial \lambda_1} \bigg|_0 \cdots \frac{\partial}{\partial \lambda_{k-1}} \bigg|_0 \mu \left( \sum_{j=1}^{k-1} \lambda_j f_j + tf + sg \right),
\]

\[
G(t) := F(t,t),
\]
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Corollary 4.10. For each coordinate. We will now show that \( \bar{\mu} \) converges to some \( \mu \).

\[
\bar{\mu}(f_1, \ldots, f_{k-1}, f + g) = G'(0) = \left. \frac{\partial F}{\partial t} \right|_{(0,0)} + \left. \frac{\partial F}{\partial s} \right|_{(0,0)} = \bar{\mu}(f_1, \ldots, f_{k-1}, f) + \bar{\mu}(f_1, \ldots, f_{k-1}, g).
\]

Let us see that we can recover \( \mu(f) \):

\[
\bar{\mu}(f_1, \ldots, f) = \frac{1}{k!} \frac{\partial}{\partial \lambda_1} \cdots \frac{\partial}{\partial \lambda_k} \mu \left( \sum_{j=1}^k \lambda_j f \right) = \frac{1}{k!} \frac{\partial}{\partial \lambda_1} \cdots \frac{\partial}{\partial \lambda_k} \left( \sum_{j=1}^k \lambda_j \right)^k \mu(f)
\]
as \( \mu \) is \( k \)-homogeneous. Thus \( \bar{\mu}(f, \ldots, f) = \mu(f) \). \( \square \)

Note that the construction shows that \( \bar{\mu} \) is a dually epi-translation invariant valuation in each coordinate. We will now show that \( \bar{\mu} \) is jointly continuous. From the defining properties of \( \bar{\mu} \) we deduce the following corollary.

**Corollary 4.11.** For \( \mu \in \VConv_k(C; V, F) \), \( m \in \mathbb{N} \) and \( f_1, \ldots, f_m \in C \), \( \mu(\sum_{j=1}^m \lambda_j f_j) \) is a polynomial of degree at most \( k \) in \( \lambda_j \geq 0 \).

**Corollary 4.12.** \( \bar{\mu} : C^k \to \mathbb{R} \) is continuous for \( \mu \in \VConv_k(C; V, F) \).

**Proof.** Assume we are given sequences \( (f_{i,j})_j \), \( 1 \leq i \leq k \), in \( C \) such that each sequence \( (f_{i,j})_j \) converges to some \( f_i \in C \). Then the polynomials \( P_j(\lambda_1, \ldots, \lambda_k) := \mu(\sum_{i=1}^k \lambda_i f_{i,j}) \) converge pointwise to \( P(\lambda_1, \ldots, \lambda_k) := \mu(\sum_{i=1}^k \lambda_i f_i) \) for \( \lambda_i \geq 0 \). Note that the degree of \( P_j \) is bounded by \( k \) due to Corollary 4.11, so we see that the coefficient in front of \( \lambda_1 \cdot \ldots \cdot \lambda_k \) converges. Now the claim follows from the definition of \( \bar{\mu} \) in the proof of Theorem 4.9. \( \square \)

We close this section with an inequality that will be used in the construction of the Goodey-Weil embedding. It also shows that the map which associates the polarization to a given valuation is continuous with respect to the natural topologies.

**Lemma 4.12.** There exists a constant \( C_k > 0 \) depending on \( 0 \leq k \leq n \) only such that the following holds: If \( C \subset \Conv(V) \) is a regular cone containing \( \Conv(V, \mathbb{R}) \) and if \( K \subset C \) is compact, then

\[
\| \bar{\mu} \|_{F; K} := \sup_{f_1, \ldots, f_k \in K} |\bar{\mu}(f_1, \ldots, f_k)|_F \leq C_k \| \mu \|_{F; K'}
\]

for every semi-norm \( | \cdot |_F \) on \( F \) and all \( \mu \in \VConv_k(V, F) \), where

\[
K' := \bigcup_{j=1}^k \bigcup_{i=1}^{j+1} iK = \left\{ \sum_{j=1}^k f_j : f_j \in \bigcup_{i=1}^{j+1} iK \right\} \subset C
\]
is compact. If \( K \) is convex with \( 0 \in K \), there exists a constant \( C'_k > 0 \) independent of \( K \) such that

\[
\| \bar{\mu} \|_{F; K} \leq C'_k \| \mu \|_{F; K'}.
\]
Proof. For \( f, g \in C \) and \( \lambda \geq 0 \)
\[
\mu(f + \lambda g) = \sum_{i=0}^{k} \lambda^{i}!(k-i)!\mu(f[k-i], g[i]).
\]

We are only interested in the linear term. Plugging in \( \lambda = 1, \ldots, k+1 \) and setting \( \mu_i(f) := \mu(f + ig) \), we obtain a valuation \( P_g(\mu) = (\mu_1, \ldots, \mu_{k+1}) \in \text{VConv}(C; V, F^{k+1}) \). Let \( \pi_i : F^{k+1} \rightarrow F \) denote the \( i \)-th projection and \( S_k \) the Vandermonde matrix with entries corresponding to \((1, \ldots, k+1)\). Then
\[
\bar{\mu}(f[k-1], g) = \frac{1}{(k-1)!} \pi_1[S_k^{-1}P_g(\mu)].
\]

If we equip \( F^{k+1} \) with the family of semi-norms \(|(v_1, \ldots, v_{k+1})|_F := \max_{i=1, \ldots, k+1} |v_i|_F \), and denote by \( \|S_k^{-1}\|_\infty \) the operator norm of \( S_k^{-1} : \mathbb{R}^{k+1} \rightarrow \mathbb{R}^{k+1} \) with respect to the maximum norm on \( \mathbb{R}^{k+1} \), we obtain
\[
\|\bar{\mu}(f[k-1], g)\|_F \leq \frac{1}{(k-1)!}\|S_k^{-1}\|_\infty \|P_g(\mu)(f)\|_F.
\]

For \( g \in K, P_g : \text{VConv}(C; V, F) \rightarrow \text{VConv}(C; V, F^{k+1}) \) satisfies
\[
|P_g(\mu)(f)|_F = \max_{i=1, \ldots, k+1} |\mu(f + ig)|_F \leq \sup \left\{ |\mu(f + \tilde{g})|_F : \tilde{g} \in \bigcup_{i=1}^{k+1} iK \right\}
\]

independent of \( g \in K \). Iterating this construction starting with the \( k-1 \)-homogeneous valuation \( \nu(f) := \bar{\mu}(f[k-1], g) \), we see that there exists \( C_k > 0 \) depending on \( k \) only such that for \( f_1, \ldots, f_k \in K \)
\[
|\bar{\mu}(f_1, \ldots, f_k)|_F \leq C_k \sup \left\{ |\mu(\tilde{g})|_F : \tilde{g} \in \bigcup_{j=1}^{k+1} jK \right\} = C_k \|\mu\|_{F,K'},
\]

for every semi-norm \( |\cdot|_F \) on \( F \). Also note that \( K' \) is compact, as it is the image of a compact subset under the addition map, which is continuous on \( C \) by Lemma \ref{lemma:continuous_addition_map}.

If \( K \) is convex with \( 0 \in K \), then \( K' \subset (k+1)^2K \), so
\[
\|\mu\|_{F,K'} = \sup_{g \in K'} |\mu(g)|_F \leq \sup_{g \in (k+1)^2K} |\mu(g)|_F \leq ((k+1)^2)^k \sup_{g \in K} |\mu(g)| = (k+1)^{2k}\|\mu\|_{F,K},
\]
i.e. we can choose \( C_k' := (k+1)^{2k}C_k \).

\[\square\]

5 Goodey-Weil embedding

5.1 Construction and basic properties

In this section, we will assume that \( V \) carries an euclidean structure. Let \( C^2_0(V) \) denote the Banach space of twice differentiable functions with finite \( C^2 \)-norm
\[
\|\phi\|_{C^2_0(V)} := \|\phi\|_\infty + \|\nabla \phi\|_\infty + \|H_\phi\|_\infty = \sup_{x \in V} |\phi(x)| + \sup_{x \in V} |\nabla f(x)| + \sup_{x \in V, v \in S(V)} |(H_\phi(x)v, v)|,
\]
where \( H_\phi \) denotes the Hessian matrix of a twice differentiable function \( \phi : V \rightarrow \mathbb{R} \) and \( S(V) \subset V \) is the unit sphere. Let us also set \( c(A) := \sup_{x \in A} \left|\frac{|x|^2}{2}\right| + 1 \) for any compact subset \( A \subset V \).
Lemma 5.1. For every \( \phi \in C^2_b(V) \) there exist two convex functions \( f, h \in \text{Conv}(V, \mathbb{R}) \) such that \( f - h = \phi \) and such that \( \|f|_A\|_\infty, \|h|_A\|_\infty \leq c(A)\|\phi\|_{C^2_b(V)} \) for all compact subsets \( A \subset V \). These functions can be chosen in \( C^\infty(V) \).

Proof. Take \( f(x) := c\frac{|x|^2}{2} + \phi(x), h(x) = c\frac{|x|^2}{2} \), where \( c := \|\phi\|_{C^2_b(V)} \). Then \( f \) and \( h \) are convex, as their Hessians are positive semi-definite. In addition

\[
\|f|_A\|_\infty, \|f|_A\|_\infty \leq c \cdot \sup_{x \in A} \frac{|x|^2}{2} + \|\phi\|_\infty \leq \left( \sup_{x \in A} \frac{|x|^2}{2} + 1 \right) \|\phi\|_{C^2_b(V)} = c(A)\|\phi\|_{C^2_b(V)}.
\]

To every \( \mu \in \text{VConv}_k(C; V, F) \) we can associate a \( k \)-multilinear functional \( \tilde{\mu} \) on formal differences of convex functions: Assume that \( h_1 + \phi_1 = f_1, \ldots, h_k + \phi_k = f_k \) for convex functions \( f_1, \ldots, f_k, h_1, \ldots, h_k \in C \). Using the polarization \( \tilde{\mu} \) from Theorem 4.9 we define the following functionals inductively for arbitrary convex functions \( g_1, \ldots, g_k \in \text{Conv}(V, \mathbb{R}) \) and \( 1 \leq i \leq k - 1 \):

\[
\mu^{(1)}(\phi_1, g_2, \ldots, g_k) := \tilde{\mu}(f_1, g_2, \ldots, g_k) - \tilde{\mu}(h_1, g_2, \ldots, g_k),
\]

\[
\mu^{(i+1)}(\phi_1, \ldots, \phi_{i+1}, g_{i+2}, \ldots, g_k) := \mu^{(i)}(\phi_1, \ldots, \phi_i, f_{i+1}, g_{i+2}, \ldots, g_k)
\]

\[
- \mu^{(i)}(\phi_1, \ldots, \phi_i, h_{i+1}, g_{i+2}, \ldots, g_k).
\]

Then we set \( \tilde{\mu}(\phi_1, \ldots, \phi_k) := \mu^{(k)}(\phi_1, \ldots, \phi_k) \). It is easy to see that this is equivalent to

\[
\tilde{\mu}(\phi_1, \ldots, \phi_k) = \sum_{i=0}^{k-1} (-1)^{k-1-i} \frac{1}{(k-i)!!} \sum_{\sigma \in S_k} \tilde{\mu}(f_{\sigma(1)}, \ldots, f_{\sigma(i)}, h_{\sigma(i+1)}, \ldots, h_{\sigma(k)}).
\]

where \( \tilde{\mu} \) denotes the polarization of \( \mu \) from Theorem 4.9. Thus \( \tilde{\mu} \) is also symmetric.

Using the additivity of \( \tilde{\mu} \) in each argument, one readily verifies that this definition only depends on the functions \( \phi_1, \ldots, \phi_k \) (and not the special choices of \( f_i \) and \( h_i \)) and that this functional is multilinear.

By Lemma 5.6, \( C^2_b(V) \) is contained in the space generated by differences of elements of \( \text{Conv}(V, \mathbb{R}) \). For the construction of the Goodey-Weil embedding, we will thus consider the restricted map

\[
\tilde{\mu} : C^2_b(V)^k \to F.
\]

Given functions \( \phi_1, \ldots, \phi_k \in C^2_b(V) \), we take the special convex functions \( f_1, \ldots, f_k, h_1, \ldots, h_k \) in \( \text{Conv}(V, \mathbb{R}) \) with \( \phi_i = f_i - h_i \) satisfying the inequality in Lemma 5.1. The set \( K \) of all convex functions that are bounded by \( c(A) \) on every compact set \( A \) (as defined above) is compact in \( \text{Conv}(V, \mathbb{R}) \) by Proposition 2.4, so it is also compact in \( C \). Note that the functions

\[
\tilde{f}_i := \frac{f_i}{\|\phi_i\|_{C^2_b(V)}}, \quad \tilde{h}_i := \frac{h_i}{\|\phi_i\|_{C^2_b(V)}}
\]
belong to \( K \) by construction. As \( K \) is also convex with \( 0 \in K \), Lemma 4.12 and Equation (2) imply

\[
|\tilde{\mu}(\phi_1, \ldots, \phi_k)|_F = \left| \sum_{l=0}^{k} (-1)^{k-l} \frac{1}{(k-l)!} \sum_{\sigma \in \mathcal{S}_k} \tilde{\mu}(f_{\sigma(1)}, \ldots, f_{\sigma(l)}, h_{\sigma(l+1)}, \ldots, h_{\sigma(k)}) \right|_F
\]

\[
\leq \sum_{l=0}^{k} \frac{1}{(k-l)!} \sum_{\sigma \in \mathcal{S}_k} |\tilde{\mu}(f_{\sigma(1)}, \ldots, f_{\sigma(l)}, h_{\sigma(l+1)}, \ldots, h_{\sigma(k)})|_F
\]

\[
= \sum_{l=0}^{k} \frac{1}{(k-l)!} \sum_{\sigma \in \mathcal{S}_k} |\tilde{\mu}(f_{\sigma(1)}, \ldots, f_{\sigma(l)}, h_{\sigma(l+1)}, \ldots, h_{\sigma(k)})|_F \cdot \prod_{i=1}^{k} \|\phi_i\|_{C_0^k(V)}
\]

\[
\leq c_k \|\mu\|_{F;K} \cdot \prod_{i=1}^{k} \|\phi_i\|_{C_0^k(V)}
\]

(3)

for any continuous semi-norm \( | \cdot |_F \) on \( F \) for some constant \( c_k > 0 \) depending on \( k \) only (we can choose \( 2^k \) times the constant \( C_k \) from Lemma 4.12). Here we have used that \( \tilde{\mu} \) is 1-homogeneous in each argument. As \( \tilde{\mu} \) is multilinear, this inequality implies that \( \tilde{\mu} \) is continuous. In particular, we can apply the L. Schwartz kernel theorem (see [13] for a simple proof).

**Theorem 5.2** (L. Schwartz kernel theorem). Let \( F \) be a complete locally convex vector space and let \( V, W \) be finite dimensional real vector spaces. For every continuous bilinear map

\[ b : C_0^\infty(V) \times C_0^\infty(W) \to F \]

there exists a unique continuous linear map

\[ B : C_0^\infty(V \times W) \to F \]

such that \( B(f \otimes h) = b(f, h) \) for all \( f \in C_0^\infty(V), h \in C_0^\infty(W) \).

Let us denote by \( \mathcal{D}'(V, F) \) the space of all distributions on \( V \) with values in a locally convex vector space \( F \), i.e. the space of all continuous linear functionals \( \phi : C_0^\infty(V) \to F \). Applying the L. Schwartz kernel theorem to the functional \( \tilde{\mu} \) for \( \mu \in \text{VConv}_k(C; V, F) \), we obtain the following notion:

**Definition 5.3.** Let \( F \) be a locally convex vector space, \( 1 \leq k \leq n \). To every \( \mu \in \text{VConv}_k(C; V, F) \) we associate the distribution \( \overline{\text{GW}}(\mu) \in \mathcal{D}'(V^k, F) \) determined by

\[ \overline{\text{GW}}(\mu)(\phi_1 \otimes \ldots \otimes \phi_k) = \tilde{\mu}(\phi_1, \ldots, \phi_k) \]

for \( \phi_1, \ldots, \phi_k \in C_0^\infty(V) \). The distribution will be called the Goodey-Weil distribution of \( \mu \).

**Lemma 5.4.** Let \( \mu \in \text{VConv}_k(C; V, F) \) and let \( f \in \text{Conv}(V, \mathbb{R}) \) be a strictly convex function. If \( \phi_1, \ldots, \phi_k \in C_0^\infty(V) \), then \( \mu(f + \sum_{i=1}^{k} \delta_i \phi_i) \) is a polynomial in \( \delta_i \geq 0 \) for all \( \delta_i \) small enough and

\[ \overline{\text{GW}}(\mu)[\phi_1 \otimes \ldots \otimes \phi_k] = \frac{1}{k!} \frac{\partial}{\partial \delta_1} \bigg|_0 \ldots \frac{\partial}{\partial \delta_k} \bigg|_0 \mu \left( f + \sum_{i=1}^{k} \delta_i \phi_i \right) . \]
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**Proof.** Note that the strict convexity implies that \( f + \sum_{i=1}^{k} \delta_i \phi_i \) is a convex function for all \( \delta_i \) sufficiently small. Let us consider the multilinear functional \( \tilde{\mu} \) from Section 5. The construction of \( \tilde{\mu} \) implies \( \tilde{\mu}(h, \ldots, h) = \mu(h) \) for \( h \in \text{Conv}(V, \mathbb{R}) \), so

\[
\mu \left( f + \sum_{i=1}^{k} \delta_i \phi_i \right) = \tilde{\mu} \left( f + \sum_{i=1}^{k} \delta_i \phi_i, \ldots, f + \sum_{i=1}^{k} \delta_i \phi_i \right).
\]

In particular, the left hand side is a polynomial in \( \delta_i \) for all \( \delta_i \) small enough and we calculate

\[
\frac{1}{k!} \frac{\partial}{\partial \delta_1} \ldots \frac{\partial}{\partial \delta_k} \mu \left( f + \sum_{i=1}^{k} \delta_i \phi_i \right) = \frac{1}{k!} \frac{\partial}{\partial \delta_1} \ldots \frac{\partial}{\partial \delta_k} \tilde{\mu} \left( f + \sum_{i=1}^{k} \delta_i \phi_i, \ldots, f + \sum_{i=1}^{k} \delta_i \phi_i \right) = GW(\mu) | \phi_1 \otimes \cdots \otimes \phi_k |,
\]

where we have used that \( \tilde{\mu} \) is multilinear and symmetric. \( \square \)

**5.2 Diagonality of the support of the Goodey-Weil distributions**

The following theorem is an adaption of the proof of the corresponding statement for the Goodey-Weil embedding for translation invariant valuations on convex bodies (see [I]). It also proves the second part of Theorem 2.

**Theorem 5.5.** Let \( F \) be a locally convex vector space. For \( \mu \in \text{VConv}_k(C;V,F) \) the support of \( GW(\mu) \) is contained in the diagonal in \( V^k \).

**Proof.** Let us assume that \( V \) carries a Euclidean structure. Using a partition of unity, it is sufficient to show that \( GW(\mu)(h_1 \otimes \cdots \otimes h_k) = 0 \) if \( h_1, \ldots, h_k \in C^\infty(V) \) are smooth functions satisfying \( \text{supp } h_i \subset U_\epsilon(a_i) \), where \( a_i \in V, 1 \leq i \leq k, \) are points with \( U_\epsilon(a_i) \cap U_\epsilon(a_j) = \emptyset \) for \( i \neq j \) and some fixed \( \epsilon > 0 \).

First, there exists \( \delta > 0 \) such that the function \( x \mapsto 1 + |x|^2 + \sum_{i=1}^{k} \delta_i h_i \) is convex and non-negative for all \( |\delta_i| \leq \delta \). Set

\[
H(x) := 1 + |x|^2 + \sum_{i=3}^{k} \delta_i h_i
\]

and choose an affine hyperplane that separates \( U_\epsilon(a_1) \) and \( U_\epsilon(a_2) \). This plane is given by the equation \( \langle y - x_0 \rangle = 0 \) for some \( y, x_0 \in V \). We can choose \( y \) such that \( U_\epsilon(a_1) \) is contained in the positive half space with respect to the normal \( y \). Define the convex functions

\[
G_\pm(x) := \max(0, \pm \langle y, x - x_0 \rangle) = \begin{cases} 0 & \text{if } \mp \langle y, x - x_0 \rangle \leq 0, \\ \pm \langle y, x - x_0 \rangle & \text{if } \pm \langle y, x - x_0 \rangle > 0. \end{cases}
\]

As \( G_\pm \) is positive on the supports of \( h_1 \) and \( h_2 \) respectively, we can rescale \( y \) such that \( G_+ \) is larger than \( H + \delta_1 h_1 \) on the support of \( h_1 \) and \( G_- \) is larger than \( H + \delta_2 h_2 \) on the support of \( h_2 \) for all \( |\delta_i| \leq \delta \). Now set \( H_+ := \max(H + \delta_1 h_1, G_+) \) and \( H_- := \max(H + \delta_1 h_1, G_-) \). Then
\( \tilde{H}_+ \) and \( \tilde{H}_- \) are convex functions with

\[
\tilde{H}_+(x) = \begin{cases} 
H(x) + \delta h_1(x) & \langle y, x - x_0 \rangle \leq 0, \\
\max(H(x), \langle y, x - x_0 \rangle) & \langle y, x - x_0 \rangle > 0,
\end{cases}
\]

\[
\tilde{H}_-(x) = \begin{cases} 
H(x) + \delta h_1(x) & \langle y, x - x_0 \rangle \geq 0, \\
\max(H(x) + \delta h_1(x), -(y, x - x_0)) & \langle y, x - x_0 \rangle < 0.
\end{cases}
\]

In particular \( \min(\tilde{H}_+, \tilde{H}_-) = \tilde{H} := H + \delta h_1 \) is convex. As the support of \( h_1 \) is contained in the positive half space with respect to \( y \), we see that in fact

\[
\tilde{H}_+(x) = \begin{cases} 
H(x) & \langle y, x - x_0 \rangle \leq 0, \\
\max(H(x), \langle y, x - x_0 \rangle) & \langle y, x - x_0 \rangle > 0,
\end{cases}
\]

\[
\tilde{H}_-(x) = \begin{cases} 
H(x) + \delta h_1(x) & \langle y, x - x_0 \rangle \geq 0, \\
\max(H(x), -(y, x - x_0)) & \langle y, x - x_0 \rangle < 0.
\end{cases}
\]

Thus \( \max(\tilde{H}_+, \tilde{H}_-) = \max(H, |\langle y, \cdot - x_0 \rangle|) \).

Let us also define \( H_\pm := \max(H, G_\pm) \). Then \( H_+ = \tilde{H}_+ \), and, using the non-negativity of \( H \), it is easy to see that \( \min(H_+, H_-) = H \) and \( \max(H_+, H_-) = \max(H, |\langle y, \cdot - x_0 \rangle|) = \max(\tilde{H}_+, \tilde{H}_-) \).

The valuations property implies

\[
\mu(\tilde{H}_+) + \mu(\tilde{H}_-) = \mu(\max(\tilde{H}_+, \tilde{H}_-)) + \mu(\min(\tilde{H}_+, \tilde{H}_-)),
\]

\[
\mu(H_+) + \mu(H_-) = \mu(\max(H_+, H_-)) + \mu(\min(H_+, H_-)).
\]

Thus using \( \max(H_+, H_-) = \max(\tilde{H}_+, \tilde{H}_-) \), and \( \tilde{H}_+ = H_+ \), we obtain

\[
\mu(\tilde{H}_-) - \mu(H_-) = \mu(\min(\tilde{H}_+, \tilde{H}_-)) - \mu(\min(H_+, H_-))
\]

by subtracting the two equations. Plugging in the relations for the minima, we arrive at

\[
\mu(\tilde{H}_-) - \mu(H_-) = \mu(\tilde{H}) - \mu(H).
\]

Set

\[
\Delta(x) := H_-(x) = \begin{cases} 
H(x) & \langle y, x - x_0 \rangle \geq 0, \\
\max(H(x), -(y, x - x_0)) & \langle y, x - x_0 \rangle < 0,
\end{cases}
\]

\[
\tilde{\Delta}(x) := \tilde{H}_-(x) = \begin{cases} 
H(x) + \delta h_1(x) & \langle y, x - x_0 \rangle \geq 0, \\
\max(H(x), -(y, x - x_0)) & \langle y, x - x_0 \rangle < 0.
\end{cases}
\]

to rewrite the previous equation as

\[
\mu(\tilde{\Delta}) - \mu(\Delta) = \mu(\tilde{H}) - \mu(H) = \mu(H + \delta h_1) - \mu(H).
\]
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Now, if we replace $H$ by $H + \delta_2 h_2$ and repeat the argument, the convex functions $\Delta'$ and $\tilde{\Delta}'$ defined by

$$\Delta'(x) = \begin{cases} H(x) + \delta_2 h_2(x) & \langle y, x - x_0 \rangle \geq 0, \\ \max(H(x) + \delta_2 h(x), -\langle y, x - x_0 \rangle) & \langle y, x - x_0 \rangle < 0, \end{cases}$$

$$\tilde{\Delta}'(x) = \begin{cases} H(x) + \delta_1 h_1(x) + \delta_2 h_2(x) & \langle y, x - x_0 \rangle \geq 0, \\ \max(H(x) + \delta_2 h_2(x), -\langle y, x - x_0 \rangle) & \langle y, x - x_0 \rangle < 0, \end{cases}$$

satisfy

$$\mu(\tilde{\Delta}') - \mu(\Delta') = \mu(H + \delta_1 h_1 + \delta_2 h_2) - \mu(H + \delta_2 h_2).$$

However, the support of $h_2$ is contained in the negative half space and $H + \delta_2 h_2$ is smaller than $-\langle y, \cdot - x_0 \rangle$ on the support of $h_2$. Thus $\Delta' = \Delta$ and $\tilde{\Delta}' = \tilde{\Delta}$, and we obtain the equation

$$\mu(H + \delta_1 h_1) - \mu(H) = \mu(\tilde{\Delta}) - \mu(\Delta) = \mu(H + \delta_1 h_1 + \delta_2 h_2) - \mu(H + \delta_2 h_2)$$

for all $\delta_l$ with $|\delta_l| < \delta$. Both the left and the right hand side are polynomials in $\delta_l$ for all $\delta_l$ small enough by Lemma 5.3 but the left hand side is independent of $\delta_2$. Thus Lemma 5.3 implies

$$0 = \frac{1}{k!} \frac{\partial}{\partial \delta_1} \cdots \frac{\partial}{\partial \delta_k} \left[ \mu(H + \delta_1 h_1 + \delta_2 h_2) - \mu(H + \delta_2 h_2) \right]$$

$$= \frac{1}{k!} \frac{\partial}{\partial \delta_1} \cdots \frac{\partial}{\partial \delta_k} \mu(H + \delta_1 h_1 + \delta_2 h_2)$$

$$= GW(\mu)[h_1 \otimes \cdots \otimes h_k].$$

\[ \square \]

### 5.3 Compactness of the support

**Lemma 5.6.** For every $\phi \in C^2(V)$ there exists a convex function $h \in \text{Conv}(V, \mathbb{R})$ with the following property: If $\psi \in C^\infty(V)$ is a function with $\|\psi\|_{C^2(B_j)} \leq \|\phi\|_{C^2(B_j)}$ for all $j \in \mathbb{N}$, then $h + \psi$ is convex.

**Proof.** Assume that we are given $\phi$ and let $\psi$ be an arbitrary function with the property stated above. Let us inductively define a sequence of convex functions $h_j \in \text{Conv}(V, \mathbb{R})$. Set $c_j := \|\phi\|_{C^2(B_{j+1})}$. Then $c_j \geq \sup_{x \in B_{j+1}, v \in S(V)} (H_{\phi}(x)v, v)$ for all $j \in \mathbb{N}$.

For $j = 1$ define $h_1$ by $h_1(x) := c_1 \frac{|x|^2}{2}$. As its Hessian is positive semi-definite, $h_1 + \psi$ is convex on $B_2$.

Assume that we have already constructed $h_j$. Then the Hessian of $c_{j+1} \frac{|x|^2}{2} + \psi$ is positive semi-definite on $B_{j+2}$, so this function is convex on $B_{j+2}$. We set

$$h_{j+1}(x) := \max \left( c_{j+1} \frac{|x|^2}{2} - j^2, 0 \right) + h_j(x).$$

Thus $h_{j+1}$ is a finite-valued convex function for all $j \in \mathbb{N}$, that coincides with $h_j$ on $B_j$. We deduce that for each point $x \in V$ the sequence $(h_j(x))_j$ becomes constant for large $j$ and thus
$(h_j)_j$ converges pointwise to a function $h \in \text{Conv}(V, \mathbb{R})$. By Proposition 2.2, this implies that this sequence epi-converges to $h$.

It remains to see that $h + \psi$ is convex. Observe that for every point $x \in V$ there exists an open, convex neighborhood such that the restriction of $h + \psi$ to this neighborhood is convex, i.e., $h + \psi$ is a locally convex function: On $U_{j+1} \setminus B_{j-1}$

$$h(x) + \psi(x) = \max \left( c_{j+1} \frac{|x|^2 - j^2}{2}, 0 \right) + h_j(x) + \psi(x)$$

$$= \max \left( c_{j+1} \frac{|x|^2 - j^2}{2}, 0 \right) + h_{j-1}(x) + c_j \frac{|x|^2 - (j-1)^2}{2} + \psi(x),$$

where $c_j \frac{|x|^2 - (j-1)^2}{2} + \psi(x)$ is locally convex on this set, as its Hessian is positive semi-definite. Obviously, the other two functions are locally convex on this set as well, so the same applies to $h + \psi$.

As any locally convex function defined on $V$ is convex, $h + \psi \in \text{Conv}(V, \mathbb{R})$.

We will now prove the remaining parts of Theorem 2.

**Theorem 5.7.** Let $F$ be a locally convex vector space admitting a continuous norm. Then the following holds: For every $\mu \in \text{VConv}_c(C; V, F)$ the distribution $\text{GW}(\mu) \in \mathcal{D}'(V^k, F)$ has compact support and is uniquely defined by the following property: If $f_1, \ldots, f_k \in \text{Conv}(V, \mathbb{R}) \cap C^\infty(V)$ then

$$\text{GW}(\mu)(f_1 \otimes \cdots \otimes f_k) = \bar{\mu}(f_1, \ldots, f_k),$$

where $\bar{\mu}$ is the polarization of $\mu$.

**Proof.** Uniqueness follows directly from Equation (4), as every function $\phi \in C^\infty_c(V)$ can be written as a difference of two smooth convex functions due to Lemma 5.1 and a distribution on $V^k$ is uniquely determined by its values on functions of the form $\phi_1 \otimes \cdots \otimes \phi_k$ for $\phi_1, \ldots, \phi_k \in C^\infty_c(V)$ by the L. Schwartz kernel theorem.

Let us assume that $\text{GW}(\mu)$ does not have compact support and let $\| \cdot \|$ denote a continuous norm on $F$. Then we can inductively define a sequence of functions $(\phi_i^j)_j$ in $C^\infty_c(V)$ for each $1 \leq i \leq k$ and a strictly increasing sequence $(r_j)_j$ of positive real numbers with $\lim_{j \to \infty} r_j = \infty$ with the following properties:

1. For each $1 \leq i \leq k$ the functions $(\phi_i^j)_j$ have pairwise disjoint support.

2. The support of $\phi_i^j$ is contained in $V \setminus B_{r_j}(0)$ for all $j \in \mathbb{N}$, $1 \leq i \leq k$.

3. $\|\text{GW}(\mu)(\phi_1^1 \otimes \cdots \otimes \phi_k^j)\| = \|\bar{\mu}(\phi_1^1, \ldots, \phi_k^j)\| = 1$.

To see this, assume that we have constructed $\phi_i^1, \ldots, \phi_i^{j+1}$ as well as $r_{j+1} > 0$. First choose $r_{j+1} > r_j + 1$ such that the restriction of $\text{GW}(\mu)$ to $[U_{r_{j+1}} \setminus B_{r_{j+1}}]^k \subset V^k$ does not vanish. This is possible, as the support of $\text{GW}(\mu)$ is contained in the diagonal due to Theorem 5.5. Then take $\phi_1^{j+1}, \ldots, \phi_k^{j+1} \in C^\infty(U_{r_{j+1}} \setminus B_{r_{j+1}})$ with $\text{GW}(\mu)[\phi_1^{j+1} \otimes \cdots \otimes \phi_k^{j+1}] \neq 0$ and rescale one function by an appropriate constant.

Note that $\phi_i := \sum_{j=1}^\infty \phi_i^j \in C^\infty(V)$ is well defined as this sum is locally finite. More precisely, the supports of the functions $\phi_i^j$ are disjoint for each $1 \leq i \leq k$, so $\|\phi_i^j\|_{C^2(B_N)} \leq \|\phi_i\|_{C^2(B_N)}$. 
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Lemma 5.6 for the function \( \|C \) We arrive at a contradiction to \( \|C \)

Using the Leibniz-rule, we see that there exists \( \text{compact, we obtain} \)

As \( f_j \rightarrow h_i \) uniformly on compact subsets for all \( 1 \leq i \leq k \), the joint continuity of the polarization \( \mu \) from Corollary 4.11 and the continuity of the norm \( \| \cdot \| \) imply

We arrive at a contradiction to \( \| \mu(f_j^1, \ldots, f_j^j) \| = 1 \) for all \( j \in \mathbb{N} \), so the distribution \( \text{GW}(\mu) \)

It remains to see that \( \text{GW}(\mu)(f_1 \otimes \cdots \otimes f_k) = \mu(f_1, \ldots, f_k) \) for all convex functions \( f_i \in \text{Conv}(V, \mathbb{R}) \cap C^\infty(V) \). Take a sequence of functions \( \phi_j \in C_c^\infty(V) \) with \( \phi_j \equiv 1 \) on \( B_j(0) \) and such that \( \|\phi_j\|_{C^2(V)} \leq C \) for all \( j \in \mathbb{N} \) and some \( C > 0 \). Such a sequence can be constructed by setting \( \phi_j(x) := \psi(\|x\|) \) for \( \psi \in C_c^\infty(V) \) with \( \psi \equiv 1 \) on \( B_1(0) \). As the support of \( \text{GW}(\mu) \) is compact, we obtain \( N \in \mathbb{N} \) such that

Using the Leibniz-rule, we see that there exists \( C' > 0 \) such that for any compact set \( A \subset V \) the inequality \( \|\phi_j f_i\|_{C^0(A)} \leq C'\|f_i\|_{C^0(A)} \) holds for all \( j \in \mathbb{N} \). Now take the function \( h_i \) from Lemma 5.6 for the function \( \phi = C' f_i \). Then \( h_i + \phi_j f_i \) is convex for all \( j \in \mathbb{N} \) and \( h_i + \phi_j f_i \) converges to \( h_i + f_i \) uniformly on compact subsets, i.e. in \( \text{Conv}(V, \mathbb{R}) \). Plugging in the definition of \( \mu \) and using the joint continuity of the polarization \( \mu \), we obtain

where we have used the additivity of \( \mu \) in the last step.
Corollary 5.8. \( \overline{GW} : VConv_k(C;V,F) \to D'(V^k,F) \) is injective.

Proof. Assume first that \( F \) admits a continuous norm. As Conv\((V,\mathbb{R}) \cap C^\infty(V) \) is dense in \( C \) due to Proposition 2.10, the claim follows from Theorem 5.7 and the continuity of \( \mu \).

If \( F \) is an arbitrary locally convex vector space, then the definition of \( GW \) implies

\[
\lambda \circ \overline{GW}(\mu) = \overline{GW}(\lambda \circ \mu) \quad \forall \lambda \in F' \approx F',
\]

where \( F' \) denotes the topological dual of \( F \). In particular, \( \overline{GW}(\mu) = 0 \) if and only if \( \overline{GW}(\lambda \circ \mu) = 0 \) for all \( \lambda \in F' \). By the previous discussion, \( \overline{GW}(\lambda \circ \mu) = 0 \) implies \( \lambda \circ \mu = 0 \). If this holds for all \( \lambda \in F' \), we obtain \( \mu = 0 \), as \( F \) is locally convex.

Let us contrast the compactness of the support of \( \overline{GW}(\mu) \) for valuations with values in a locally convex vector space admitting a continuous norm with the more general case. Consider the following example: As a special case of the Hessian measures examined by Colesanti, Ludwig and Mussnig in [12], we can consider the valuation \( \Phi_n \in VConv_n(V,M(V)) \) with values in the space \( M(V) \) of signed Radon measures on \( V \) that extends \( \tilde{\Phi}_n(f)[B] := \int_V 1_B(x) \det(H_f(x)) \, dx \) \( \forall f \in \text{Conv}(V,\mathbb{R}) \cap C^2(V) \), \( B \subset V \) Borel set, where \( M(V) \) is equipped with the vague topology, i.e. the topology induced by the semi-norms \( |\mu|_\phi := | \int_V \phi d\mu | \) for \( \phi \in C_c(V) \). Then \( M(V) \) is a complete locally convex vector space that does not admit a continuous norm. The Goodey-Weil distribution \( \overline{GW}(\Phi_n)[\phi_1 \otimes \ldots \otimes \phi_n] \) is the signed measure given by integrating the mixed determinant of the Hessians of the functions \( \phi_1, \ldots, \phi_n \in C^\infty_c(V) \). In particular, \( \overline{GW}(\Phi_n) \) does not have compact support.

6 A notion of support for dually epi-translation invariant valuations

Throughout this section, let \( F \) be a locally convex vector space. Motivated by Theorem 5.7 we make the following definition:

Definition 6.1. For \( 1 \leq k \leq n \) and \( \mu \in VConv_k(C;V,F) \) let the support \( \text{supp} \mu \subset V \) be the set

\[
\text{supp} \mu := \bigcap_{A \subset V \text{ closed}, \supp \overline{GW}(\mu) \subset \Delta A} A.
\]

Here \( \Delta : V \to V^k \) is the diagonal embedding. For \( \mu \in VConv_0(C;V,F) \), we set \( \text{supp} \mu = \emptyset \).

If \( \mu = \sum_{i=0}^n \mu_i \) is the homogeneous decomposition of \( \mu \in VConv(C;V,F) \) we set \( \text{supp} \mu := \bigcup_{i=0}^n \text{supp} \mu_i \).

Theorem 5.7 implies

Corollary 6.2. If \( F \) admits a continuous norm, then any \( \mu \in VConv(C;V,F) \) has compact support.

Let us justify the terminology:

Proposition 6.3. The support of \( \mu \in VConv(V) \) is minimal (with respect to inclusion) amongst the closed sets \( A \subset V \) with the following property: If \( f,g \in \text{Conv}(V,\mathbb{R}) \) satisfy \( f = g \) on an open neighborhood of \( A \), then \( \mu(f) = \mu(g) \).
Proof. Let us first show that any closed set \( A \) satisfying the property contains the support of \( \mu \). Using the homogeneous decomposition, we can assume that \( \mu \) is \( k \)-homogeneous. We will argue by contradiction. Assume the support was not contained in \( A \). Then \( \text{supp} \, \overline{GW}(\mu) \setminus \Delta A \neq \emptyset \). In particular, we find functions \( \phi_1, ..., \phi_k \) with support in \( V \setminus A \) such that
\[
\overline{GW}(\mu)(\phi_1 \otimes ... \otimes \phi_k) \neq 0.
\]
Using the Hahn-Banach theorem, we can choose \( \lambda \in \mathcal{F}' \) with
\[
\lambda(\overline{GW}(\mu))(\phi_1 \otimes \cdots \otimes \phi_k) \neq 0.
\]
Choose an euclidean structure on \( V \) and let \( f \in \text{Conv}(V, \mathbb{R}) \) be given by \( f(x) := |x|^2 \). Then \( f + \sum_{i=1}^k \delta_i \phi_i \) is convex for all \( \delta_i \) small enough. Let us compare \( \lambda(f) \) and \( \lambda(f + \sum_{i=1}^k \delta_i \phi_i) \). By construction, the two functions coincide on an open neighborhood of \( A \) and thus the assumption implies \( \lambda(f) = \lambda(f + \sum_{i=1}^k \delta_i \phi_i) \) for all \( \delta_i \) small enough. Applying Theorem 5.7 we see that the right hand side is a polynomial in \( \delta_i \) for all \( \delta_i \) small enough and that the coefficient in front of \( \delta_1 \ldots \delta_k \) is exactly \( k! \overline{GW}(\lambda \circ \mu)(\phi_1 \otimes \ldots \otimes \phi_k) \). As the left hand side is independent of \( \delta_i \), this coefficient has to vanish, so we obtain a contradiction.

It remains to see that supp \( \mu \) actually satisfies the property. Again, we can assume that \( \mu \) is \( k \)-homogeneous. As \( F \) is locally convex, it is sufficient to show the claim for all valuations \( \lambda \circ \mu \in \text{VConv}(C; V) \) for \( \lambda \in \mathcal{F}' \). As this is a real-valued valuation, its support is compact, so under the assumptions above the mollified functions \( f_\epsilon, g_\epsilon \in \text{Conv}(V, \mathbb{R}) \cap C^\infty(V) \) satisfy \( f_\epsilon = g_\epsilon \) on an open neighborhood of the support of \( \lambda \circ \mu \) for all \( \epsilon > 0 \) small enough. In particular, \( f_\epsilon^{\otimes k} = g_\epsilon^{\otimes k} \) on a neighborhood of \( \text{supp} \overline{GW}(\lambda \circ \mu) \) and using Theorem 5.7 we obtain
\[
\lambda(\mu(f)) = \lim_{\epsilon \to 0} \lambda(\mu(f_\epsilon)) = \lim_{\epsilon \to 0} \overline{GW}(\lambda \circ \mu)(f_\epsilon^{\otimes k}) = \lim_{\epsilon \to 0} \overline{GW}(\lambda \circ \mu)(g_\epsilon^{\otimes k}) = \lim_{\epsilon \to 0} \lambda(\mu(g_\epsilon)) = \lambda(\mu(g)).
\]

As a first application of this notion of support, we will discuss the (non-) existence of invariant real-valued valuations for non-compact groups \( G \subset \text{Aff}(V) \), where a valuation \( \mu \in \text{VConv}(V) \) is called \( G \)-invariant, if \( \mu(f \circ g) = \mu(f) \) for all \( f \in \text{Conv}(V, \mathbb{R}) \) and \( g \in G \). We need the following preparatory proposition:

**Proposition 6.4.** If the support of \( \mu \in \text{VConv}(C; V, F) \) is contained in a one-point set, then it is empty and \( \mu \) is constant.

**Proof.** By considering \( \lambda \circ \mu \) for \( \lambda \in \mathcal{F}' \) again, it is enough to consider the case \( F = \mathbb{R} \). Let us also assume \( V = \mathbb{R}^n \) and, without loss of generality, let the support of \( \mu \) be contained in \( \{0\} \). By taking the homogeneous decomposition of \( \mu \), we can assume that \( \mu \) is homogeneous of degree \( k \). We thus only need to show that the assumptions imply \( \mu = 0 \) for \( k > 0 \).

If \( \mu \) is 1-homogeneous, \( \overline{GW}(\mu) \) is a distribution with compact support of order at most 2 due to Inequality (2), so there exist constants \( c_\alpha \in \mathbb{R} \) such that
\[
\overline{GW}(\mu) = \sum_{|\alpha| \leq 2} c_\alpha \partial^{\alpha} \delta_0.
\]
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Plugging in linear and constant functions, we see that \( c_\alpha = 0 \) for \( |\alpha| < 2 \). Thus for any \( f \in C^\infty(V) \):

\[
\overline{GW}(\mu)(f) = \sum_{|\alpha| = 2} c_\alpha \partial^\alpha f(0).
\]

Fix \( 1 \leq i \leq n \) and consider the functions \( f_\epsilon(x) = \sqrt{\epsilon^2 + x_i^2} \) for \( \epsilon > 0 \). Then

\[
\partial^\alpha f_\epsilon(x) = \begin{cases} 
\frac{\epsilon^2}{\sqrt{\epsilon^2 + x_i^2}} & \alpha = (i,i), \\
0 & \text{else}.
\end{cases}
\]

Moreover, \( f_\epsilon(x) \to f(x) = |x_i| \) for \( \epsilon \to 0 \), so the continuity of \( \mu \) implies

\[
\mu(f) = \lim_{\epsilon \to 0} \mu(f_\epsilon) = \lim_{\epsilon \to 0} \overline{GW}(\mu)(f_\epsilon) = \lim_{\epsilon \to 0} c_{(i,i)} \frac{1}{\epsilon}.
\]

Thus we must have \( c_{(i,i)} = 0 \). In total, we are left with an expression of the form

\[
\overline{GW}(\mu) = \sum_{i<j} c_{ij} \partial_i \partial_j \delta_0.
\]

Now consider \( f_\epsilon(x) = \sqrt{\epsilon^2 + (x_i + x_j)^2} \) for \( i \neq j \), which converges to \( f(x) = |x_i + x_j| \) for \( \epsilon \to 0 \). Then

\[
\partial_i \partial_j f_\epsilon(x) = \frac{\epsilon^2}{\sqrt{\epsilon^2 + (x_i + x_j)^2}^3}
\]

and all other mixed derivatives vanish, so the same argument as before shows that

\[
\mu(f) = \lim_{\epsilon \to 0} \mu(f_\epsilon) = \lim_{\epsilon \to 0} \overline{GW}(\mu)(f_\epsilon) = \lim_{\epsilon \to 0} c_{ij} \frac{1}{\epsilon}.
\]

Thus \( c_{ij} = 0 \) for all \( 1 \leq i,j \leq n \), i.e. \( \overline{GW}(\mu) = 0 \). The injectivity of \( \overline{GW} \) from Corollary 5.8 implies \( \mu = 0 \).

If \( \mu \) is \( k \)-homogeneous, we consider the valuation

\[
\mu_f := \tilde{\mu}(\cdot, f[k-1])
\]

for \( f \in C \) obtained from \( \tilde{\mu} \) by setting the last \( k - 1 \) arguments equal to \( f \). Then \( \mu_f \) is a 1-homogeneous valuation. Using Proposition 6.3, it is easy to see that the support of \( \mu_f \) is a subset of the support of \( \mu \), so we deduce \( \mu_f = 0 \) from the case \( k = 1 \). In particular, \( \mu(f) = \tilde{\mu}(f, f[k-1]) = \mu_f(f) = 0 \).

\[\square\]

**Corollary 6.5.** Let \( G \subset Aff(V) \) be a subgroup such that either

1. there exists no compact orbit in \( V \), or
2. the only compact orbit in \( V \) consists of a single point.

Then any \( G \)-invariant valuation in \( V_{Conv}(V) \) is constant. In particular, any translation or \( SL(V) \)-invariant valuation (for \( \dim V \geq 2 \)) is constant.
Proof. Without loss of generality we can assume that $\mu$ is homogeneous of degree $k$ and $G$-invariant. We will show that $\mu$ has to vanish identically if $k > 0$.

Suppose $k > 0$. It is easy to see that $GW : V\text{Conv}_k(V) \to D'(V^k)$ is equivariant with respect to the operation of the affine group. In particular, any $G$-invariant valuation induces a $G$-invariant distribution. As the support of any such distribution must be invariant with respect to the group, the same holds true for the support of $\mu$. However, the support of $\mu$ is compact, so we directly see that the support of $\mu$ is either empty or consists of a single point. Due to Proposition 6.4 the second case cannot occur, so the support of $\mu$ is empty, i.e. $\mu = 0$. 

6.1 Subspaces of valuations with compact support

The goal of this section is to establish some useful results on the topology of spaces of valuations with support contained in a fixed (compact) set. An application of these results will be presented in an upcoming work.

Throughout this section let $F$ be a locally convex vector space and let us assume for simplicity that $V$ carries some euclidean structure.

Definition 6.6. For $A \subset V$ we denote by $V\text{Conv}_A(V,F)$ the space of valuations that have support in $A$.

Lemma 6.7. If $A \subset V$ is closed, then $V\text{Conv}_A(V,F)$ is a closed subspace of $V\text{Conv}(V,F)$.

Proof. If $(\mu_\alpha)_\alpha$ is a net in $V\text{Conv}_A(V,F)$ converging to $\mu$ in $V\text{Conv}(V,F)$ and $f, h \in \text{Conv}(V,R)$ are two functions with $f = h$ on a neighborhood of $A$, we deduce $\mu_\alpha(f) = \mu_\alpha(h)$ for all $\alpha$ using Proposition 6.3. Taking the limit, we obtain $\mu(f) = \mu(h)$. As this is true for any $f, h \in \text{Conv}(V,R)$ with $f = h$ on a neighborhood of $A$, the support of $\mu$ has to be contained in $A$ by Proposition 6.3. Thus $V\text{Conv}_A(V,F)$ is closed in $V\text{Conv}(V,F)$. 

To illustrate the relevance of these spaces, let us prove Proposition 1.2:

Proof of Proposition 1.2. Let us denote the continuous norm by $\| \cdot \|$ and let $U_R := U_R(0)$ denote the open ball in $V$ with radius $R > 0$. Using the homogeneous decomposition, we can assume that all valuations are $k$-homogeneous.

Assume that the supports of the valuations $\mu_j$ are not bounded. Choosing a subsequence if necessary, we can assume that the following holds: There exists a strictly increasing sequence $(r_j)$ of positive real numbers converging to $+\infty$ such that

1. $\text{supp} \ \mu \subset U_{r_0}$,
2. $\text{supp} \ \mu_j \subset U_{r_j}$ for all $j \geq 1$,
3. $\text{supp} \ \mu_{j+1} \setminus B_{r_j} \neq \emptyset$ for all $j \geq 1$.

In particular, for every $j \in \mathbb{N}$ we can inductively define functions $\phi_1^j, ..., \phi_k^j \in C_c^\infty(V)$ with the properties

1. $\text{supp} \ \phi_i^j \subset U_{r_j} \setminus B_{r_{j-1}}$ for all $j \geq 1$,
2. $\| \sum_{l=1}^{j} GW(\mu_j)(\phi_1^l \otimes \ldots \otimes \phi_k^l) \| \geq 1$ for all $j \geq 1$, 
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as follows: Assume that we have constructed the functions \( \phi_i^j \) for all \( 1 \leq i \leq k \) and \( l \leq j - 1 \). If \( \| \sum_{i=1}^{j-1} \overline{GW}(\mu_j)(\phi_i^1 \otimes \ldots \otimes \phi_i^l) \| \geq 1 \), choose \( \phi_i^1 = \ldots = \phi_i^l = 0 \).

If \( \| \sum_{i=1}^{j-1} \overline{GW}(\mu_j)(\phi_i^1 \otimes \ldots \otimes \phi_i^l) \| < 1 \), choose \( \phi_i^j \in C_c^\infty(U_{r_j} \setminus B_{r_j-1}) \) such that \( \overline{GW}(\mu_j)(\phi_i^1 \otimes \ldots \otimes \phi_i^j) \neq 0 \). Then

\[
\| \sum_{i=1}^{j} \overline{GW}(\mu_j)(\phi_i^1 \otimes \ldots \otimes \phi_i^j) \| \geq \| \overline{GW}(\mu_j)(\phi_i^1 \otimes \ldots \otimes \phi_i^l) \| - \| \sum_{i=1}^{j-1} \overline{GW}(\mu_j)(\phi_i^1 \otimes \ldots \otimes \phi_i^l) \|
\]

\[
> \| \overline{GW}(\mu_j)(\phi_i^1 \otimes \ldots \otimes \phi_i^j) \| - 1.
\]

Scaling one of the functions \( \phi_i^j \) appropriately for \( 1 \leq i \leq k \), we can make the right hand side equal to 1.

In any case, we obtain functions satisfying \( \| \sum_{i=1}^{j} \overline{GW}(\mu_j)(\phi_i^1 \otimes \ldots \otimes \phi_i^j) \| \geq 1 \) for all \( j \geq 1 \).

For \( 1 \leq i \leq k \) define \( \phi_i := \sum_{j=1}^{\infty} \phi_i^j \). By construction, this is a locally finite sum, so we obtain an element in \( C_c^\infty(V) \). As the supports of the functions \( \phi_i^j \) are pairwise disjoint for each \( 1 \leq i \leq k \), we can apply Lemma 5.6 to find functions \( f_i \in \text{Conv}(V, \mathbb{R}) \), \( 1 \leq i \leq k \), such that \( f_i^j := f_i + \sum_{j=1}^{\infty} \phi_i^j \) is convex for all \( 1 \leq i \leq k \), \( j \in \mathbb{N} \). Then \( (f_i^j) \) converges to \( f_i + \bar{\mu}i \) uniformly on compact subsets, i.e. in \( \text{Conv}(V, \mathbb{R}) \). Furthermore, \( f_i^j = f_i \) on an open neighborhood of the support of \( \mu \), so \( \mu(f_i) = \mu(f_i^j) \) for all \( j \). As the polarization \( \bar{\mu}i \) is a linear combination of \( \mu \) evaluated in positive linear combinations of the arguments, exchanging \( f_i \) and \( f_i^j \) does not change the value of \( \bar{\mu}i \). For any \( j \in \mathbb{N} \) we thus obtain

\[
0 = \| \overline{GW}(\mu)(0 \otimes \ldots \otimes 0) \|
\]

\[
= \| \sum_{i=0}^{k} (-1)^{k-i} \frac{1}{(k-i)!} \sum_{\sigma \in S_k} \bar{\mu}(f_{\sigma(1)}, \ldots, f_{\sigma(i)}, f_{\sigma(i+1)}, \ldots, f_{\sigma(k)}) \|
\]

\[
= \| \sum_{i=0}^{k} (-1)^{k-i} \frac{1}{(k-i)!} \sum_{\sigma \in S_k} \bar{\mu}(f_{\sigma(1)}^j, \ldots, f_{\sigma(i)}^j, f_{\sigma(i+1)}, \ldots, f_{\sigma(k)}) \|
\]

i.e. \( \sum_{i=0}^{k} (-1)^{k-i} \frac{1}{(k-i)!} \sum_{\sigma \in S_k} \bar{\mu}(f_{\sigma(1)}^j, \ldots, f_{\sigma(i)}^j, f_{\sigma(i+1)}, \ldots, f_{\sigma(k)}) = 0 \).

Set \( K := \{ f_i^j : j \in \mathbb{N}, 1 \leq i \leq k \} \cup \{ f_1 + \phi_1, \ldots, f_k + \phi_k, f_1, \ldots, f_k \} \). Then \( K \subset \text{Conv}(V, \mathbb{R}) \) is compact, so \( (\mu_j) \) converges to \( \mu \) uniformly on \( K \). By Lemma 4.12 the same holds for the polarizations \( (\bar{\mu}_j) \). In particular, there exists \( N \in \mathbb{N} \) such that

\[
\| \sum_{i=0}^{k} (-1)^{k-i} \frac{1}{(k-i)!} \sum_{\sigma \in S_k} \bar{\mu}_j(f_{\sigma(1)}^j, \ldots, f_{\sigma(i)}^j, f_{\sigma(i+1)}, \ldots, f_{\sigma(k)}) \|
\]

\[
= \| \sum_{i=0}^{k} (-1)^{k-i} \frac{1}{(k-i)!} \sum_{\sigma \in S_k} \bar{\mu}(f_{\sigma(1)}^j, \ldots, f_{\sigma(i)}^j, f_{\sigma(i+1)}, \ldots, f_{\sigma(k)})
\]

\[
- \sum_{i=0}^{k} (-1)^{k-i} \frac{1}{(k-i)!} \sum_{\sigma \in S_k} \bar{\mu}_j(f_{\sigma(1)}^j, \ldots, f_{\sigma(i)}^j, f_{\sigma(i+1)}, \ldots, f_{\sigma(k)}) \| < \frac{1}{2}
\]
for all \( j \geq N \). By definition

\[
\sum_{i=0}^{k} \frac{(-1)^{k-i}}{(k-i)!} \sum_{\sigma \in S_k} \mu_j(f_{\sigma(1)}, \ldots, f_{\sigma(i)}, f_{\sigma(i+1)}, \ldots, f_{\sigma(k)})
\]

\[= \text{GW}(\mu_j) \left( \sum_{i=1}^{j} \phi_1^i \otimes \cdots \otimes \phi_k^i \right). \]

As the support of \( \text{GW}(\mu_j) \) is contained in the diagonal and the functions belonging to different superscripts \( i \) have disjoint support, we obtain

\[
\sum_{i=0}^{k} \frac{(-1)^{k-i}}{(k-i)!} \sum_{\sigma \in S_k} \mu_j(f_{\sigma(1)}, \ldots, f_{\sigma(i)}, f_{\sigma(i+1)}, \ldots, f_{\sigma(k)}) = \sum_{l=1}^{j} \text{GW}(\mu_j)(\phi_1^l \otimes \cdots \otimes \phi_k^l).
\]

Thus we arrive at

\[
\left\| \sum_{l=1}^{j} \text{GW}(\mu_j)(\phi_1^l \otimes \cdots \otimes \phi_k^l) \right\| < \frac{1}{2}
\]

for all \( j \geq N \), which is a contradiction. \( \square \)

In the rest of this section, we introduce special continuous semi-norms on \( \text{VConv}_A(V,F) \) for compact subsets \( A \subset V \). The main goal for the introduction of these semi-norms is to simplify convergence arguments. Together with Proposition \ref{Proposition 6.8} this gives us a rather effective set of tools for approximation problems.

**Proposition 6.8.** Let \( A \subset V \) be compact and convex. Let \( | \cdot |_F \) denote a continuous semi-norm on \( F \) and choose \( s > 0 \). For \( \mu \in \text{VConv}_A(V,F) \) define

\[
\| \mu \|_{F,A,s} := \sup \{ |\mu(f)| : f \in \text{Conv}(V,\mathbb{R}), |f|_{C(A+sB_1)} \leq 1 \}.
\]

This defines a continuous semi-norm on \( \text{VConv}_A(V) \). If \( | \cdot |_F \) is a norm, so is \( \| \cdot \|_{F,A,s} \). In addition, the topology induced by the family \( \| \cdot \|_{F,A,s} \) (for all continuous semi-norms \( | \cdot |_F \) on \( F \)) on \( \text{VConv}_A(V,F) \) coincides with the relative topology.

**Proof.** It is clear that \( \| \cdot \|_{F,A,s} \) defines a semi-norm if it is finite. Let \( f \in \text{Conv}(V,\mathbb{R}) \) with \( |f|_{C(A+sB_1)} \leq 1 \) be given. By Proposition \ref{Proposition 2.3} \( f \) is Lipschitz continuous on \( B_{A+sB_1} \) with Lipschitz constant \( L = \frac{2}{s} \| f \|_{A+sB_1} \|_\infty \leq \frac{2}{s} \). Consider the function

\[
\tilde{f}(x) := \begin{cases} 
\sup_{x=\lambda y+(1-\lambda)z, \lambda \geq 1} \lambda f(y) + (1-\lambda) f(z) & x \in V \setminus (A+sB_1), \\
\sup_{f(x)} & x \in A+sB_1.
\end{cases}
\]

By the proof of Theorem 4.1 in \cite{30}, \( \tilde{f} \) is a finite-valued convex extension of the Lipschitz continuous function \( f|_{A+sB_1} \). For any \( \lambda \geq 1, y,z \in A+sB_1 \) with \( x = \lambda y + (1-\lambda)z \):

\[
\lambda f(y) + (1-\lambda) f(z) \leq \lambda |f(y) - f(z)| + |f(z)| \leq \frac{2}{s} \lambda |y - z| + \|f\|_{C(A+sB_1)} \leq \frac{2}{s} \lambda |y - z| + 1 = \frac{2}{s} |x - z| + 1.
\]
For \( x \in V \setminus (A + sB_1) \) we thus obtain
\[
\tilde{f}(x) \leq 2 \sup_{z \in A + sB_1} |x - z| + 1 \leq 2 \left( \text{dist}(x, A + sB_1) + \text{diam}(A + sB_1) \right) + 1.
\]
Choosing \( \lambda = \frac{|z-x|}{s} \), \( y = z + s \frac{x-z}{|z-x|} \) and \( z \in A \), we also obtain the inequality
\[
\left| \frac{|z-x|}{s} f(z + s \frac{x-z}{|z-x|}) + (1 - \frac{|z-x|}{s}) f(z) \right| \leq \tilde{f}(x).
\]
As
\[
\left| \frac{|z-x|}{s} f(z + s \frac{x-z}{|z-x|}) + (1 - \frac{|z-x|}{s}) f(z) \right| \leq 2 \frac{|z-x|}{s} + 1 \leq \frac{2}{s} \left( \text{dist}(x, A + sB_1) + \text{diam}(A + sB_1) \right) + 1,
\]
\( |\tilde{f}(x)| \leq \frac{2}{s} \left( \text{dist}(x, A + sB_1) + \text{diam}(A + sB_1) \right) + 1 \) for all \( x \in V \), so the set
\( K := \{ f \in \text{Conv}(V, \mathbb{R}) : f = \tilde{h} \text{ for some } h \in \text{Conv}(V, \mathbb{R}) \text{ with } \|h\|_{C(A+2sB_1)} \leq 1 \} \)
is uniformly bounded on compact subsets and therefore relatively compact in \( \text{Conv}(V, \mathbb{R}) \) due to Proposition 2.4. In particular, \( \mu \) is bounded on \( K \), as it is continuous.

Any function \( f \in \text{Conv}(V, \mathbb{R}) \) satisfies \( \tilde{f} = f \) on \( A + sB_1 \), i.e. these functions coincide on an open neighborhood of the support of \( \mu \). Proposition 6.3 implies \( \mu(f) = \mu(\tilde{f}) \), and therefore
\[
\|\mu\|_{F;A,s} := \sup_{f \in K} \|\mu(f)\|_F \leq \sup_{f \in K} \|\tilde{f}\|_F < \infty.
\]
In addition, we see that the compact subset \( \tilde{K} \subset \text{Conv}(V, \mathbb{R}) \) satisfies
\[
\|\mu\|_{F;A,s} \leq \|\mu\|_{F;K} \quad \text{for all } \mu \in \text{VConv}_A(V, F).
\]
On the other hand, any \( f \in \tilde{K} \) satisfies
\[
\|f\|_{C(A+2sB_1)} \leq \sup_{x \in A + 2sB_1} \frac{2}{s} \left( \text{dist}(x, A + sB_1) + \text{diam}(A + sB_1) \right) + 1 \leq c_{A,s} := \frac{2}{s} \left( \text{diam}(A) + 3s \right) + 1 = \frac{2}{s} \text{diam}(A) + 7.
\]
By considering the \( k \)-homogeneous component \( \mu_k \) of \( \mu \), we obtain
\[
\|\mu_k\|_{F;K} = \sup_{f \in K} |\mu_k(f)| = c_{A,s}^{k} \sup_{f \in K} \left| \mu_k \left( \frac{f}{c_{A,s}} \right) \right| \leq c_{A,s}^{k} \|\mu_k\|_{F;A,s}.
\]
Thus \( \| \cdot \|_{F;A,s} \) and \( \| \cdot \|_{F;K} \) are equivalent, so the semi-norm \( \| \cdot \|_{F;A,s} \) is in particular continuous on \( \text{VConv}_A(C; V, F) \).

More generally, any compact set \( D \subset \text{Conv}(V, \mathbb{R}) \) satisfies \( t := \sup_{f \in D, x \in A + 2sB_1} |f(x)| < \infty \). Assuming \( t > 0 \), this implies
\[
\|\mu_k\|_{F;D} = \sup_{f \in D} \left| \mu_k(f) \right| = \left( \frac{t}{t} \right) \sup_{f \in D} \left| \mu_k \left( \frac{f}{t} \right) \right| \leq \|\mu_k\|_{F;A,s}.
\]
If \( t = 0 \), then any \( f \in D \) coincides with the zero function on a neighborhood of the support of \( \mu \), so \( \mu_k(f) = \mu_k(0) \) for all \( f \in D \) due to Proposition 6.3, i.e. \( \|\mu_k\|_{F;D} \leq \|\mu_k\|_{F;A,s} \).

In any case, we see that \( \| \cdot \|_{F;A,s} \) defines a continuous semi-norm on \( \text{VConv}_A(V, F) \) and that the family of these semi-norms generates the subspace topology.

Let us now assume that \( \| \cdot \|_F \) is a norm. If \( \mu \neq 0 \), we can find \( f \in \text{Conv}(V, \mathbb{R}) \) with \( \mu(f) \neq 0 \). Repeating the argument above for \( D = \{ f \} \), we see that \( \|\mu\|_{F;D} > 0 \) for \( \mu \in \text{VConv}_A(V, F) \) implies \( \|\mu\|_{F;A,s} > 0 \). Thus \( \| \cdot \|_{F;A,s} \) is indeed a norm. \( \square \)
For completeness, let us relate these semi-norms for different parameters $s > 0$:

**Corollary 6.9.** Let $A \subset V$ be a compact convex subset. For $0 < s < t$

$$
\|\mu\|_{F;A,t} \leq \|\mu\|_{F;A,s} \leq \left(\frac{2}{s}(2t + \text{diam}A) + 1\right)^k \|\mu\|_{F;A,t}
$$

for all $k$-homogeneous $\mu \in \text{VConv}_A(V,F)$.

**Proof.** The first inequality is obvious. For the second inequality, let $f \in \text{Conv}(V,\mathbb{R})$ be a function with $\|f\|_{C(A+2sB_1)} \leq 1$. Considering the function $\tilde{f} \in \text{Conv}(V,\mathbb{R})$ given by

$$
\tilde{f}(x) := \begin{cases} 
\sup_{x=\lambda y+(1-\lambda)z, \lambda \geq 1} \lambda f(y) + (1-\lambda)f(z) & x \in V \setminus (A + sB_1), \\
f(x) & x \in A + sB_1 
\end{cases}
$$

from the previous proof, we see that $|\tilde{f}(x)| \leq \frac{2}{s}(\text{dist}(x, A + sB_1) + \text{diam}(A + sB_1)) + 1$, so $\|\tilde{f}\|_{C(A+2tB_1)} \leq \frac{2}{s}(2t - s + \text{diam}A + s) + 1 = \frac{2}{s}(2t + \text{diam}A) + 1$. As $f = \tilde{f}$ on a neighborhood of the support of $\mu$, we obtain

$$
|\mu(f)|_F = \left(\frac{2}{s}(2t + \text{diam}A) + 1\right)^k \left|\mu\left(\frac{2}{s}(2t + \text{diam}A) + 1\right)\right|_F,
$$

$$
\leq \left(\frac{2}{s}(2t + \text{diam}A) + 1\right)^k \|\mu\|_{F;A,s}.
$$



**Corollary 6.10.** If $A$ is compact and $F$ is a Banach or Fréchet space, then $\text{VConv}_A(V,F)$ is also a Banach or Fréchet space respectively.

**Proof.** By Lemma 6.7, $\text{VConv}_A(V,F)$ is a closed subspace of the complete locally convex space $\text{VConv}(V,F)$ and so it is also complete. If $A$ is compact and convex, we can take one of the semi-norms from Proposition 6.8 which generates the subspace topology, so the space $\text{VConv}_A(V,F)$ is complete with respect to this semi-norms. If $F$ is a Banach space, we only obtain one norm, while we get a sequence of norms if $F$ is a Fréchet space. In both cases, the claim follows.

If $A$ is not convex, choose $R > 0$ such that $A \subset B_R(0)$. Using the same argument as in Lemma 6.7 we see that $\text{VConv}_A(V,F) \subset \text{VConv}_{B_R(0)}(V,F)$ is a closed subspace of a Banach or Fréchet space. The claim follows.

### 6.2 Vertical support of valuations on convex bodies and the image of the embedding $T : \text{VConv}(V,F) \to \text{Val}(V^* \times \mathbb{R}, F)$

Similar to the definition of support of valuations in $\text{VConv}(C;V,F)$, we will give a notion of **vertical support** for elements of $\text{Val}(V)$. Starting point is the Goodey-Weil embedding for translation invariant valuations on convex bodies. Consider the space $\mathbb{P}_+(V^*)$ of oriented lines in $V^*$ and the line bundle $L$ over $\mathbb{P}_+(V^*)$ with fiber over $l \in \mathbb{P}_+(V^*)$ given by

$$
P_l := \{h : t^+ \to \mathbb{R} \text{ 1-homogeneous}\}.
$$

Note that every support function defines a continuous section of $L$. For $y \in V^* \setminus \{0\}$ we will write $[y]$ for the corresponding oriented line in $\mathbb{P}_+(V^*)$. 
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Theorem 6.11. Let $F$ be a locally convex vector space. For every $\mu \in \text{Val}_k(V,F)$ there exists a unique distribution $\text{GW}(\mu) \in \mathcal{D}'(\mathbb{P}_+(V^*)^k, L^\infty_\mathbb{R}(F))$ such that

$$\text{GW}(\mu)(h_{K_1} \otimes \cdots \otimes h_{K_k}) = \hat{\mu}(K_1, \ldots, K_k).$$

Here $\hat{\mu}$ denotes the polarization of $\mu \in \text{Val}_k(V,F)$. Furthermore, the support of this distribution is contained in the diagonal.

Proof. In [14], the existence of such a distribution was shown in the case $F = \mathbb{R}$. The same construction can be done for arbitrary locally convex vector spaces $F$, similar to our construction of the Goodey-Weil embedding for $\text{VConv}(V,F)$. The diagonality of the support was first shown in [1] for real-valued valuations, but as in the proof of Theorem 5.5, this implies the more general statement. 

Following the approach in the previous section, we define the vertical support:

Definition 6.12. For $1 \leq k \leq n$, we define the vertical support of $\mu \in \text{Val}_k(V,F)$ to be the set

$$\nu \text{-supp}\mu := \bigcap_{\text{supp } \text{GW}(\mu) \subseteq \Delta A, A \subseteq \mathbb{P}_+(V^*) \text{ compact}} A.$$

For $k = 0$, we set $\nu \text{-supp}\mu = \emptyset$. If $\mu = \sum_{i=0}^n \mu_i$ is the homogeneous decomposition, we set $\nu \text{-supp}\mu := \bigcup_{i=0}^n \nu \text{-supp}\mu_i$.

As before, the vertical support can be characterized without reference to the Goodey-Weil embedding.

Lemma 6.13. If $K, L \in \mathcal{K}(V)$ are two convex bodies with $h_K = h_L$ on an open neighborhood of $\nu \text{-supp}\mu$, then $\mu(K) = \mu(L)$.

Proof. Using the homogeneous decomposition, we can assume that $\mu$ is $k$-homogeneous. Let us choose identify $V \cong \mathbb{R}^n$ to identify $\mathbb{P}_+(V^*) \cong S(V)$, which also trivializes $L$. Take a sequence of positive functions $\phi_j \in C^\infty(SO(n))$ with $\int_{SO(n)} \phi_j(g)dg = 1$, such that the diameter of the support of $\phi_j$ converges to zero for $j \to \infty$. It is easy to see that $f_j(v) := \int_{SO(n)} \phi_j(g)f(g^{-1}v)dg$ defines a sequence of smooth functions on $S(V)$ for every $f \in C(S(V))$, that converges uniformly to $f$. Moreover, if $f = h_K$, then $f_j$ is the restriction of a support function of some convex body $K_j$. The uniform convergence $h_{K_j} \to h_K$ on $S(V)$ implies that $K_j \to K$ in the Hausdorff metric. Similarly, we obtain convex bodies $L_j$ from $h_L$.

Note that $f_j(v)$ only depends on the values of $f$ in a neighborhood of $v$ depending on the diameter of the support of $\phi_j$. As the diameter of $\phi_j$ converges to zero and $h_K = h_L$ on a neighborhood of $\Delta A$, we see that there exists $N \in \mathbb{N}$ such that $h_{K_j} = h_{L_j}$ on a neighborhood of $\Delta A$ for all $j \geq N$. Thus $h_{K_j}^{\otimes k} = h_{L_j}^{\otimes k}$ on a neighborhood of the support of $\text{GW}(\mu)$ and we obtain

$$\mu(K) = \lim_{j \to \infty} \mu(K_j) = \lim_{j \to \infty} \text{GW}(\mu) \left( h_{K_j}^{\otimes k} \right) = \lim_{j \to \infty} \text{GW}(\mu) \left( h_{L_j}^{\otimes k} \right) = \lim_{j \to \infty} \mu(L_j) = \mu(L).$$

Proposition 6.14. Let $\mu \in \text{Val}(V)$ and $A \subseteq \mathbb{P}_+(V^*)$ be a compact subset with the following property: If $K, L \in \mathcal{K}(V)$ are two convex functions with $h_K = h_L$ on an open neighborhood of $\Delta A$, then $\mu(K) = \mu(L)$. Then the vertical support of $\mu$ is contained in $\Delta A$. 
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Proof. Again let us choose a metric on $V$ and identify $\mathbb{P}_+(V^*) \cong S(V)$, trivializing $L$.

Using the homogeneous decomposition, we can assume that $\mu$ is $k$-homogeneous. Now assume that the claim was false. Then we would find functions $\phi_1, \ldots, \phi_k \in C^\infty(S(V))$ with support contained in $S(V) \setminus A$ such that $GW(\mu)(\phi_1 \otimes \ldots \otimes \phi_k) = 1$. Consider the function $1 + \sum_{i=1}^k \delta_i \phi_i$ on $S(V)$. For small $\delta_i > 0$, it is the support function of a convex body $K_{\delta}$ and by definition, $h_{K_{\delta}} = 1 = h_B$ on a neighborhood of $A$, where $B$ is the unit ball in $V$, so by assumption, $\mu(K_{\delta}) \neq \mu(B)$. Note that $\mu(K_{\delta})$ is a polynomial in $\delta_i > 0$. The coefficient before $\delta_1 \ldots \delta_k$ is exactly $k!$ $GW(\mu)(\phi_1 \otimes \ldots \otimes \phi_k) = k!$, while the right side does not depend on $\delta_i > 0$, i.e. the coefficient has to vanish. Thus we obtain a contradiction.

For $A \subset \mathbb{P}_+(V^*)$ let $\text{Val}_A(V)$ denote the subspace of valuations with vertical support contained in $A$.

Corollary 6.15. Let $A \subset \mathbb{P}_+(V^*)$ be closed. Then $\text{Val}_A(V)$ is closed in $\text{Val}(V,F)$.

Proof. As in Lemma 6.7.

We are now able to describe the image of $T : \text{VConv}(V,F) \to \text{Val}(V^* \times \mathbb{R}, F)$ in the case, that $F$ admits a continuous norm. Note that by Theorem 2, all valuations $\mu \in \text{VConv}(V,F)$ have compact support in this case. We start with the following observation:

Proposition 6.16. For $\mu \in \text{VConv}(V)$, $v \cdot \text{supp}(T(\mu)) \subset P(\text{supp} \mu)$, where

$$P : V \to \mathbb{P}_+(V \times \mathbb{R}),$$

$$v \mapsto [(v,-1)].$$

Proof. By Proposition 6.14, we only need to show that $T(\mu)(K) = T(\mu)[L]$ whenever $h_K$ and $h_L$ coincide on an open neighborhood of $P(\text{supp} \mu)$. Considering $h_K$ and $h_L$ as $1$-homogeneous functions on $V \times \mathbb{R}$, the equality $h_K = h_L$ on an open neighborhood $U$ of $P(\text{supp} \mu)$ implies that they coincide on the open set $\pi^{-1}(U) \subset V \times \mathbb{R}$, where $\pi : (V \times \mathbb{R}) \setminus \{0\} \to \mathbb{P}_+(V \times \mathbb{R})$ is the natural projection. Obviously, this is an open neighborhood of $\text{supp} \mu \times \{1\}$, so we can apply Proposition 6.3 to obtain $\mu(h_K(\cdot,-1)) = \mu(h_L(\cdot,-1))$, i.e. $T(\mu)(K) = T(\mu)(L)$. The claim follows.

Theorem 6.17. Let $F$ be a locally convex vector space that admits a continuous norm. The image of $T : \text{VConv}_k(V,F) \to \text{Val}_k(V^* \times \mathbb{R}, F)$ consists precisely of the valuations $\mu \in \text{Val}_k(V^* \times \mathbb{R}, F)$ whose vertical support is contained in the negative half sphere $\mathbb{P}_+(V \times \mathbb{R})_- := \{[[y,s]] \in \mathbb{P}_+(V \times \mathbb{R}) : s < 0\}$. If $F$ is a Fréchet space, $T : \text{VConv}_A(V,F) \to \text{Val}_{P(A)}(V^* \times \mathbb{R}, F)$ is a topological isomorphism for any compact subset $A \subset V$.

Proof. Starting with $\mu \in \text{VConv}_k(V,F)$, Proposition 6.10 shows that $T(\mu)$ has vertical support contained in $\mathbb{P}_+(V \times \mathbb{R})_-$. Conversely, let $\nu \in \text{Val}_k(V^* \times \mathbb{R}, F)$ be a valuation with vertical support contained in $\mathbb{P}_+(V \times \mathbb{R})_-$. As $P : V \to \mathbb{P}_+(V \times \mathbb{R})_-$ is a diffeomorphism, $P^{-1}(v \cdot \text{supp} \nu)$ is compact.

Let us construct a functional $\mu$ on $\text{Conv}(V,F)$ as follows: Given $f \in \text{Conv}(V,F)$, let $K_f \in K(V^* \times \mathbb{R})$ be a convex body with $h_{K_f}(\cdot,-1) = f$ on some neighborhood of $P^{-1}(v \cdot \text{supp} \nu)$, which exists by Proposition 2.5. Now set

$$\mu(f) := \nu(K_f).$$
Note that this does not depend on the special choice of $K_f$: If $K$ is another convex body with $h_K(\cdot, -1) = f$ on some neighborhood of $P^{-1}(\nu\text{-supp} \nu)$, then $h_K(\cdot, -1) = f = h_{K_1}(\cdot, -1)$ on a neighborhood of $P^{-1}(\nu\text{-supp} \nu)$, i.e., $h_K = h_{K_j}$ on a neighborhood of $\nu\text{-supp} \nu$, so Lemma 6.13 implies $\nu(K) = \nu(K_f)$.

The functional constructed this way is also a valuation: Choose a scalar product on $V$ and let $R > 0$ be such that $P^{-1}(\nu\text{-supp} \nu)$ is contained in $B_R$. If $\min(f, h)$ is convex, then

$$
\text{epi}\max(f, h)^* = \text{epi}\min(f^*, h^*) = \text{epi}(f^*) \cup \text{epi}(h^*),
$$

$$
\text{epi}\min(f, h)^* = \text{epi}\max(f^*, h^*) = \text{epi}(f^*) \cap \text{epi}(h^*).$$

For $c = \max(||f||_{C(B_{R+2})}, ||h||_{C(B_{R+2})}, ||\min\{f, h\}||_{C(B_{R+2})}, ||\max\{f, h\}||_{C(B_{R+2})})$ choose

$$K_f = \text{epi}(f^*) \cap \{||y|| \leq 2(n+2)c, ||t|| \leq 3(n+2)c\},$$

$$K_h = \text{epi}(h^*) \cap \{||y|| \leq 2(n+2)c, ||t|| \leq 3(n+2)c\}.$$

Proposition 2.8 shows that

$$\max(f, h) = h_{K_f \cup K_h}(\cdot, -1),$$

$$\min(f, h) = h_{K_f \cap K_h}(\cdot, -1)$$
on $B_{R+1}$,

so the definition of $\mu$ implies

$$\mu(\max(f, h)) + \mu(\min(f, h)) = \nu(K_f \cup K_h) + \nu(K_f \cap K_h) = \nu(K_f) + \nu(K_h) = \mu(f) + \mu(h).$$

Furthermore, $\mu$ is invariant under the addition of linear or constant functions, as $\nu$ is translation invariant. It remains to show that $\mu$ is continuous. We will argue by contradiction.

Let $(f_j)_j$ be a sequence in $\text{Conv}(V, \mathbb{R})$ converging to $f \in \text{Conv}(V, \mathbb{R})$ uniformly on compact subsets and assume that there exists $\epsilon > 0$ such that $|\mu(f_j) - \mu(f)| > \epsilon$ for all $j \in \mathbb{N}$ for some continuous semi-norm $| \cdot |$ on $F$. Recall that we have chosen $R > 0$ such that $P^{-1}(\nu\text{-supp} \nu) \subset B_R$. As the set $\{f_j | j \in \mathbb{N}\} \cup \{f\}$ is compact, these functions are bounded on $B_{R+2}$ by some constant $c > 0$. Using Proposition 2.8, we see that the convex bodies

$$K_{f_j} = \text{epi}(f_j^*) \cap \{||y|| \leq 2(R+2)c, ||t|| \leq 3(R+2)c\},$$

$$K_f = \text{epi}(f^*) \cap \{||y|| \leq 2(R+2)c, ||t|| \leq 3(R+2)c\},$$

satisfy $h_{K_{f_j}} = f_j$ and $h_{K_f} = f$ on $B_{R+1}$. By construction, the sequence $(K_{f_j})_j$ of convex bodies is bounded, so by the Blaschke selection theorem we find a subsequence $K_{f_{j_k}}$ converging to some convex body $K \in \mathcal{K}(V^* \times \mathbb{R}, F)$. Then $h_K(\cdot, -1) = h_{K_f}(\cdot, -1)$ on $B_{R+1}$, as $h_{K_{f_{j_k}}}(\cdot, -1) = f_{j_k}$ on $B_{R+1}$ and $f_j \rightarrow f$. As $\mu(f)$ does not depend on the special choice of the convex body, we deduce that

$$\lim_{k \rightarrow \infty} \mu(f_{j_k}) = \lim_{k \rightarrow \infty} \nu(K_{f_{j_k}}) = \nu(K) = \nu(K_f) = \mu(f).$$

This is a contradiction to $|\mu(f_j) - \mu(f)| > \epsilon$ for all $j \in \mathbb{N}$. Thus $\mu$ has to be continuous.

We have constructed $\mu \in \text{VConv}(V, F)$ with $T(\mu) = \nu$ and the support of $\mu$ is obviously contained in $P^{-1}(\nu\text{-supp} \nu)$. 
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Now let $A \subset V$ be compact, $F$ a Fréchet space. Observe that the restriction $T : \text{VConv}_A(V, F) \to \text{Val}_P(A)(V^* \times \mathbb{R})$ is a well defined, injective, and continuous map between Fréchet spaces by Corollary 6.10 and Theorem 6.13. By the preceding discussion it is also surjective, so Banach’s inversion theorem implies that $T^{-1} : \text{Val}_P(A)(V^* \times \mathbb{R}, F) \to \text{VConv}_A(V, F)$ is continuous, i.e. $T : \text{VConv}_A(V, F) \to \text{Val}_P(A)(V^* \times \mathbb{R}, F)$ is a topological isomorphism. 

Note that Proposition 7.2 shows that the inverse $T^{-1} : \text{Im}T \to \text{VConv}(V; F)$ is not continuous if $F$ admits a continuous norm: If $(\mu_j)_j$ is a sequence in $\text{Val}(V^* \times \mathbb{R}, F)$ that converges to zero such that $\mu_j \notin \text{Im}T$ and such that the distance of the vertical supports of these valuations to the set $\{(v, s) \in P_+(V \times \mathbb{R}) : s = 0\}$ converges to zero, then $T^{-1}(\mu_j)$ defines a sequence of valuations in $\text{VConv}(V, F)$ with unbounded supports. Thus the sequence cannot converge in $\text{VConv}(V, F)$.

7 Valuations on special cones of convex functions

7.1 Restrictions on the support

In this section we are going to relate valuations on a regular cone $C \subset \text{Conv}(V)$ to valuations on finite-valued convex functions that satisfy certain restrictions on their support. As usual, let $F$ denote a locally convex vector space.

**Theorem 7.1.** Let $C \subset \text{Conv}(V)$ be a regular cone containing $\text{Conv}(V, \mathbb{R})$. Consider the sets $B_C := \bigcap_{f \in C} \text{dom}f$, $U_C := \text{int} B_C$. Then the following holds:

1. The support of any valuation in $\text{VConv}(C; V, F)$ is contained in $B_C$.
2. If $F$ admits a continuous norm, then every valuation in $\text{VConv}(V, F)$ with support contained in $U_C$ extends uniquely to an element of $\text{VConv}(C; V, F)$.

If $F$ admits a continuous norm, we thus have inclusions $\text{VConv}_{U_C}(V, F) \hookrightarrow \text{VConv}(C; V, F) \hookrightarrow \text{VConv}_{B_C}(V, F)$.

**Proof.** For the first statement, consider the Goodey-Weil distribution of $\mu$ and let $\phi_1, \ldots, \phi_k \in C^\infty_c(V \setminus B_C)$. We need to show $\text{GW}(\mu)(\phi_1 \otimes \cdots \otimes \phi_k) = 0$. Using a partition of unity, we can assume that $\text{supp} \phi_i \subset U_x(x_i)$ for some $x_i \in V \setminus B_C$ and that $B_{x_i}(x_i) \subset V \setminus B_C$. We claim that every point $y \in B_{x_i}(x_i)$ has a neighborhood where some $f_{x_i} \in C$ is identical to $\infty$. Indeed, if $y \in B_{x_i}(x_i)$ is a point where the assertion is violated, then $y \notin \text{dom}f$ for all $f \in C$. Thus $y \in B_C$, which is a contradiction to $y \in B_{x_i}(x_i) \subset V \setminus B_C$. As $B_{x_i}(x_i)$ is compact, we can thus find a finite number of functions $f_{1,i}, \ldots, f_{j,i} \in C$, such that $f_i := \sum_{l=1}^{j_i} f_{l,i} = \infty$ on $B_{x_i}(x_i)$.

The Lipschitz regularization $f_{i,r} := \text{reg}_{\sigma_i} f_i$ belongs to $\text{Conv}(V, \mathbb{R})$ for all $r > 0$ small enough. Let $h_i \in \text{Conv}(V, \mathbb{R})$ be a convex function such that $h_i + \phi_i \in \text{Conv}(V, \mathbb{R})$. Then $h_{i,r} := f_{i,r} + h_i \in C$ satisfies $h_{i,r} + \phi_i \in C$ as well, so

$$
\text{GW}(\mu)(\phi_1 \otimes \cdots \phi_k)
= \sum_{i=0}^{k} (-1)^{k-i} \frac{1}{(k-l)!!} \sum_{\sigma \in S_k} \tilde{\mu} \left( \tilde{h}_{\sigma(1),r} + \phi_{\sigma(1)}, \ldots, \tilde{h}_{\sigma(l),r} + \phi_{\sigma(l)}, \tilde{h}_{\sigma(l+1),r}, \ldots, \tilde{h}_{\sigma(k),r} \right)
$$
for all \( r > 0 \) sufficiently small. Of course, \( \tilde{h}_{i,r} \) epi-converges to \( f_i + h_i \) for \( r \to 0 \) and \( \tilde{h}_{i,r} + \phi_i \) epi-converges to \( f_i + h_i + \phi_i = f_i + h_i \), as \( f_i = \infty \) on the support of \( \phi_i \). The joint continuity of \( \bar{\mu} \) implies

\[
\overline{GW}(\mu)(\phi_1 \otimes \ldots \otimes \phi_k) = \sum_{l=0}^k (-1)^{k-l} \frac{1}{(k-l)!l!} \sum_{\sigma \in S_k} \bar{\mu}(f_{\sigma(1)} + h_{\sigma(1)}, \ldots, f_{\sigma(k)} + h_{\sigma(k)})
\]

\[
= \bar{\mu}(f_1 + h_1, \ldots, f_k + h_k) \sum_{l=0}^k (-1)^{k-l} \binom{k}{l} = 0.
\]

For the second statement, let \( \mu \in V_{\text{Conv}} k(V) \) be a valuation with support in \( U_C \). If \( f \in C \) is any function, it is finite and thus continuous on \( U_C \). In particular, it is bounded on a compact neighborhood \( A \subset U_C \) of the support of \( \mu \) by definition of \( U_C \). Taking a smaller neighborhood \( U \) of the support of \( \mu \) with \( \bar{U} \subset \text{int} A \), Proposition 2.10 iv. implies that there exists \( A \) set \( \mu \) of \( \{ f_j : j \in \mathbb{N} \} \cup \{ f \} \) is uniformly Lipschitz continuous on \( U \). In particular, any subgradient of \( f \) on \( U \) has norm bounded by the Lipschitz constant. Proposition 2.10 iv. implies that there exists \( r_0 > 0 \) such that \( \text{reg}_r f = f \) on \( U \) for all \( 0 < r \leq r_0 \). By Proposition 6.3 this shows that \( \mu(\text{reg}_r f) \) does not depend on \( 0 < r \leq r_0 \) and thus

\[
\mu'(f) := \lim_{r \to 0} \mu(\text{reg}_r f)
\]

defines an extension of \( \mu \) to \( C \). Due to Proposition 2.10 v., it is a valuation. We need to show that this extension is continuous. As the topology on \( C \) is metrizable, we only need to show that \( \mu' \) is sequentially continuous. Let \( (f_j)_j \) be a sequence in \( C \) epi-converging to \( f \in C \). Then all functions are finite on \( U_C \) and thus they converge uniformly on the compact set \( A \subset U_C \). The estimate in Proposition 2.3 shows that \( \{ f_j : j \in \mathbb{N} \} \cup \{ f \} \) is uniformly Lipschitz continuous on \( U \), so Proposition 2.10 iii. implies that there exists \( r_0 > 0 \) such that \( \text{reg}_r f_j = f_j \) and \( \text{reg}_r f = f \) on \( U \) for all \( 0 < r \leq r_0 \) independent of \( j \in \mathbb{N} \). In particular, using Proposition 6.3 we see that there exists \( r_0 > 0 \) such that \( \mu(\text{reg}_r f) \) and \( \mu(\text{reg}_r f_j) \) do not depend on \( 0 < r \leq r_0 \). As \( \text{reg}_r f_j \to \text{reg}_r f \) for \( j \to \infty \) and all \( r \) sufficiently small, we obtain

\[
\mu(\text{reg}_r f) = \lim_{j \to \infty} \mu(\text{reg}_r f_j) \quad \text{for all } r \text{ sufficiently small.}
\]

However, \( \mu(\text{reg}_r f_j) \) and \( \mu(\text{reg}_r f) \) are constant in \( r \) for \( 0 < r \leq r_0 \) independent of \( j \in \mathbb{N} \), so we conclude \( \mu'(f) = \lim_{j \to \infty} \mu'(f_j) \).

Obviously, the inclusion constructed this way is injective.

\[\square\]

Let us show that the both inclusions in Theorem 7.1 are strict in general:
Define \( \mu(f) := f(0) + f(2) - 2f(1) \) for \( f \in \text{Conv}(\mathbb{R}, \mathbb{R}) \). It is easy to see that \( \mu \) is a dually epi-translation invariant valuation with support contained in \( \{0, 1, 2\} \).

For the first inclusion, let \( C \) be the regular cone generated by \( \text{Conv}(\mathbb{R}, \mathbb{R}) \) and the convex indicator functions \( I_{[\frac{n}{2}, \infty]}^\infty \) for all \( n \in \mathbb{N} \), where the convex indicator function of a closed convex set \( K \subset \mathbb{R} \) is defined by

\[
I_K^\infty(x) := \begin{cases} 0 & x \in K, \\ \infty & x \notin K. \end{cases}
\]
Then $U_C = (0, \infty)$ and any $f \in C$ satisfies $\text{supp} \mu \subset \text{intdom}(f)$. Now let $(f_j)_j$ be a sequence in $C$ epi-converging to $f$. Due to Proposition 2.2, the sequence converges locally uniformly on the interior of $\text{dom} f$, so in particular on $\{0, 1, 2\}$, i.e. $\mu(f_j) = f_j(0) + f_j(2) - 2f_j(1) \to f(0) + f(2) - 2f(1)$. Thus we can extend $\mu$ continuously to $C$ by setting $\mu(f) := f(0) + f(2) - 2f(1)$ for $f \in C$.

For the second inclusion, let $C \subset \text{Conv}(\mathbb{R})$ be the regular cone generated by $\text{Conv}(\mathbb{R}, \mathbb{R})$ and the convex indicator $I_{[0,\infty)}$. Consider the sequence $(f_j)_j$ in $C$ given by

$$f_j(x) = j^2 \max\left(\frac{1}{j} - x, 0\right) = \begin{cases} j - j^2 x & x \leq \frac{1}{j}, \\ 0 & x > \frac{1}{j}. \end{cases}$$

Using Proposition 2.2 again, we see that $(f_j)_j$ epi-converges to $I_{[0,\infty)}$, but $\mu(f_j) = j$ for all $j \in \mathbb{N}$, so $\mu$ does not extend to $C$ by continuity.

The restrictions on the support apply in particular to cones that are invariant under large subgroups of the affine group.

**Corollary 7.2.** Let $C \subset \text{Conv}(V)$ be a regular cone containing $\text{Conv}(V, \mathbb{R})$ such that $C$ is invariant with respect to translations or $\text{SL}(V)$ for $\dim V \geq 2$. If $C$ contains a non-finite convex function, then any dually epi-translation invariant valuation is constant.

*Proof.* In both cases $B_C$ is either empty or contains only the origin. But for any $1 \leq k \leq n$ there are no non-trivial valuations with this support due to Proposition 6.4. Thus the only valuations are the constant valuations. □

Let us see that in special cases we have an equality for the first inclusion in Theorem 7.1.

**Proposition 7.3.** Let $U \subset V$ be an open convex set, $C_U := \{ f \in \text{Conv}(V) : f|_U < \infty \}$, and $F$ a locally convex vector space. Then the support of any valuation $\mu \in \text{VConv}(C_U; V, F)$ is contained in $U$.

*Proof.* This is trivial for $U = V$, thus let us assume $U \neq V$. Due to Theorem 7.1 it is enough to show that the support of any valuation $\mu \in \text{VConv}(C_U; V, F)$ does not contain any point $x_0 \in \partial U$. By considering $\lambda \circ \mu$ for all $\lambda \in F'$, it is also sufficient to consider real-valued valuations. Let us assume that $\mu \in \text{VConv}(C_U; V, F)$ is $k$-homogeneous for $1 \leq k \leq n$ and that $x_0 \in \text{supp} \mu \cap \partial U$. Let us identify $V \cong \mathbb{R}^n$. By taking a supporting hyperplane through $x_0$ and using translations as well as rotations, we can assume that $x_0 = 0$ and that $\tilde{U} \subset [0, \infty) \times \mathbb{R}^{n-1}$. As $0 \in \text{supp} \mu$, we can choose functions $\phi^1_k, \ldots, \phi^n_k \in C^\infty_c(\mathbb{R}^n)$ with supp $\phi^j_k \subset U_j(0)$ such that

$$\overline{GW}(\mu)(\phi^1_k \otimes \ldots \otimes \phi^n_k) = 1 \quad \forall j \in \mathbb{N}.$$

Consider the function $f_j \in C_U$ given by

$$h_j(x) = \begin{cases} \infty & x \in (-\infty, 0) \times \mathbb{R}^{n-1}, \\ \max\left(\frac{(x_1 - j + \frac{1}{2})^2}{2} + \sum_{i=2}^n \frac{x_i^2}{2}, \frac{j^2}{2}\right) & x \in [0, \infty) \times \mathbb{R}^{n-1}. \end{cases}$$
Then \( h_j \equiv 0 \) on \( B_j(j + \frac{1}{j}, 0, \ldots, 0) \). Setting \( x_j := (j + \frac{1}{j}, 0, \ldots, 0) \), we see that \( x \in B_j(x_j) \) implies
\[
|x - x_{j+1}| \leq |x - x_j| + |x_j - x_{j+1}| \leq j + \frac{1}{j} - \frac{1}{j+1} \leq j + 1,
\]
so \( B_j(x_j) \subset B_{j+1}(x_{j+1}) \). If \( y = (y_1, \ldots, y_n) \in (0, \infty) \times \mathbb{R}^{n-1} \) is given,
\[
|y - x_j|^2 - j^2 = -2 \left( j + \frac{1}{j} \right) y_1 + \frac{1}{j^2} + 2 + \sum_{i=1}^n y_i^2 \rightarrow -\infty \quad \text{for} \ j \rightarrow \infty,
\]
so we see that \( \bigcup_{j \in \mathbb{N}} B_j(x_j) = (0, \infty) \times \mathbb{R}^{n-1} \). In particular, the sequence \( (h_j)_j \) converges pointwise to \( h := I_{\{0, \ldots, \infty\} \times \mathbb{R}^{n-1}} \) for all \( x \notin \{0\} \times \mathbb{R}^{n-1} \). By Proposition 2.2 this implies that \( (h_j)_j \) epi-converges to \( h \).

Now set \( c_j := \max_{i=1,\ldots,k} \|\phi_i^j\|_{C^2(V)} \) and define \( f_i^j \) := \( c_j h_j + \phi_i^j \). Then \( f_i^j \in C_U \) for all \( 1 \leq i \leq k, \ j \in \mathbb{N} \). By construction \( \lim_{j \rightarrow \infty} f_i^j(x) = I_{\{0, \ldots, \infty\} \times \mathbb{R}^{n-1}}(x) = h(x) \) for \( x \notin \{0\} \times \mathbb{R}^{n-1} \), so Proposition 2.2 shows that \( (f_i^j)_j \) epi-converges to \( h \) for \( j \rightarrow \infty \). Using the definition of the Goodey-Weil embedding and the joint continuity of the polarization \( \tilde{\mu} \), we obtain the contradiction
\[
1 = \lim_{j \rightarrow \infty} GW(\mu)(\phi_1^j \otimes \cdots \otimes \phi_k^j)
= \lim_{j \rightarrow \infty} \sum_{l=0}^k (-1)^{k-l} \frac{1}{(k-l)!!} \sum_{\sigma \in S_k} \tilde{\mu} \left( f_{\sigma(1)}^j, \ldots, f_{\sigma(l)}^j, h_{\sigma(l+1)}, \ldots, h_{\sigma(k)} \right)
= \sum_{l=0}^k (-1)^{k-l} \frac{1}{(k-l)!!} \sum_{\sigma \in S_k} \tilde{\mu}(h[l], h[k-l])
= (-1)^k \mu(h) \sum_{l=0}^k \frac{(-1)^l (k-l)!}{(k-l)!!} = 0.
\]

Thus \( 0 \notin \text{supp} \ \mu \).

\[ \square \]

### 7.2 Valuations on convex functions on open convex sets

For an open and convex subset \( U \subset V \) let us denote by \( \text{Conv}(U, \mathbb{R}) \) the space of all convex functions \( f : U \rightarrow \mathbb{R} \). Equipped with the topology of uniform convergence on compact subset of \( U \), \( \text{Conv}(U, \mathbb{R}) \) becomes a metrizable topological space.

**Lemma 7.4.** For \( f \in \text{Conv}(U, \mathbb{R}) \), define \( \tilde{f} \) by
\[
\tilde{f}(x_0) = \begin{cases} 
 f(x_0) & x_0 \in U, \\
 \liminf_{x \rightarrow x_0, x \in U} f(x) & x_0 \in \partial U, \\
 \infty & x_0 \in V \setminus \hat{U}.
\end{cases}
\]

Then \( \tilde{f} \in \text{Conv}(V) \).
Proof. Observe that \( \tilde{f}(x_0) = \liminf_{x \to x_0, x \in U} f(x) \) for all \( x \in \bar{U} \), as \( f \) is continuous on \( U \).

Obviously, \( \tilde{f} \) is lower semi-continuous. We need to show that \( \tilde{f} > -\infty \) and that \( \tilde{f} \) is convex. Let \( x \in \partial U \) be any point, \((x_j)_j\) a sequence in \( U \) converging to \( x \) such that \( \lim_{j \to \infty} f(x_j) = \tilde{f}(x) \). For \( y \in U \) and \( \lambda \in (0, 1) \) the convexity of \( f \) implies

\[
f(\lambda y + (1 - \lambda)x) \leq \lambda f(y) + (1 - \lambda) f(x).
\]

As \( U \) is open, \( \lambda y + (1 - \lambda)x \to \lambda y + (1 - \lambda)x \) in \( U \) for all \( \lambda \in (0, 1) \), so the continuity of \( f \) implies

\[
f(\lambda y + (1 - \lambda)x) \leq \lambda f(y) + (1 - \lambda) f(x).
\]

In particular, \( \tilde{f}(x) > -\infty \). In addition, we see that \( \tilde{f} \) is convex along line segments \([x, y]\), where \( x \in \partial U \) and \( y \in U \). To see that \( \tilde{f} \) is convex, the only non-trivial case remaining is a line segment \([x, y]\) where \( x, y \in \partial U \). Take a sequence \((y_j)_j\) in \( U \) converging to \( y \) such that \( \lim_{j \to \infty} f(y_j) = \tilde{f}(y) \). Using the inequality above we see that for \( \lambda \in (0, 1) \)

\[
f(\lambda y_j + (1 - \lambda)x) \leq \lambda f(y_j) + (1 - \lambda) \tilde{f}(x).
\]

Now \( \lambda y_j + (1 - \lambda)x \in U \) defines a sequence converging to \( \lambda y + (1 - \lambda)x \in \bar{U} \). Thus taking limits and using the remark we obtain

\[
\tilde{f}(\lambda y + (1 - \lambda)x) \leq \lim \inf_{j \to \infty} f(\lambda y_j + (1 - \lambda)x) \leq \lambda \tilde{f}(y) + (1 - \lambda) \tilde{f}(x).
\]

\( \Box \)

Proposition 7.5. The extension \( f \mapsto \tilde{f} \) defines a continuous, injective map \( i_U : \text{Conv}(U, \mathbb{R}) \to C_U := \{f \in \text{Conv}(V) : f|_U < \infty\} \). The inverse map is given by restricting the map

\[
\text{res} : C_U \to \text{Conv}(U, \mathbb{R})
\]

\[
f \mapsto f|_U
\]

to the image of \( \text{Conv}(U, \mathbb{R}) \) in \( C_U \) and is also continuous. In addition, \( i_U \) and \( \text{res} \) are compatible with the formation of pointwise maximum and minimum of two convex functions.

Proof. It is clear that \( i_U \) is injective. To see that it is continuous, it is enough to show that it is sequentially continuous, as both spaces are metrizable.

Let \((f_j)_j \subset \text{Conv}(U, \mathbb{R})\) be a sequence converging to \( f \in \text{Conv}(U, \mathbb{R}) \). Then \((\tilde{f}_j)_j\) converges pointwise on the dense subset \( V \setminus \partial U \) to \( \tilde{f} \), so the claim follows from Proposition 2.2. Of course, the restriction map defines the inverse to this extension procedure. The continuity follows again from Proposition 2.2.

Obviously, the restriction map is compatible with the formation of the pointwise maximum and minimum. If \( f, h \in \text{Conv}(U, \mathbb{R}) \), then \( i_U(\max(f, h)) = \max(i_U(f), i_U(h)) \) on \( V \setminus \partial U \). Thus \( i_U(\max(f, h))(x_0) \leq \max(i_U(f), i_U(h))(x_0) \) for \( x_0 \in \partial U \) by definition of \( i_U \). For the reverse inequality, take a sequence \((x_j)_j\) in \( U \) converging to \( x_0 \) such that

\[
\lim_{j \to \infty} \max(f(x_j), h(x_j)) = i_U(\max(f, h))(x_0).
\]
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As $i_U(f)$ and $i_U(h)$ are lower semi-continuous, given $\epsilon > 0$ there exists $N \in \mathbb{N}$ such that $i_U(f)(x_0) \leq f(x_j) + \epsilon$ and $i_U(h)(x_0) \leq h(x_j) + \epsilon$ for all $j \geq N$ and thus

$$\max(i_U(f), i_U(h))(x_0) \leq \max(f(x_j), h(x_j)) + \epsilon \quad \forall j \geq N.$$ 

Thus $\max(i_U(f), i_U(h))(x_0) \leq i_U(\max(f, h))(x_0)$. The same argument can be applied to the minimum. \hfill \qed

**Definition 7.6.** Let $U$ be an open convex subset, $F$ a real locally convex vector space. We will denote the space of all continuous valuations $\mu : \text{Conv}(U, \mathbb{R}) \to F$ that are dually epi-translation invariant by $\text{VConv}(U, F)$.

As usual, we equip $\text{VConv}(U, F)$ with the topology of uniform convergence on compact subsets, which is generated by the semi-norms $\|\mu\|_{F; K} := \sup_{f \in K} |\mu(f)|_F$ for all continuous semi-norms $| \cdot |_F$ of $F$ and compact subsets $K \subset \text{Conv}(U, \mathbb{R})$.

Let $C_U := \{f \in \text{Conv}(V) : f|_U < \infty \}$ be the cone of convex functions that are finite on $U$. Using Proposition 7.6, we can consider the map

$$\text{res}^* : \text{VConv}(U, F) \to \text{VConv}(C_U; V, F)$$

$$\mu \mapsto [f \mapsto \mu(f|_U)].$$

**Lemma 7.7.** $\text{res}^* : \text{VConv}(U, F) \to \text{VConv}(C_U; V, F)$ is injective and continuous.

**Proof.** Assume that $\text{res}^*(\mu) = 0$. Let $f \in \text{Conv}(U, \mathbb{R})$. The Lipschitz regularization $\text{reg}_r \tilde{f}$ belongs to $\text{Conv}(V, \mathbb{R})$ for $r > 0$ small enough, Proposition 2.10 together with Proposition 7.6 implies that $\mu([\text{reg}_r \tilde{f}]|_U)$ converges to $\mu(f)$. However $\mu([\text{reg}_r \tilde{f}]|_U) = 0$, so $\mu(f) = 0$. As this holds for arbitrary $f \in \text{Conv}(U, \mathbb{R})$, $\mu = 0$.

To see that the map is continuous, let $K \subset C_U$ be a compact subset. As the restriction $\text{res} : C_U \to \text{Conv}(U, \mathbb{R})$ is continuous due to Proposition 7.6, $\text{res}(K) \subset \text{Conv}(U, \mathbb{R})$ is compact, and

$$\|\text{res}^* \mu\|_{F; K} = \|\mu\|_{F; \text{res}(K)}.$$ 

Thus $\text{res}^*$ is continuous. \hfill \qed

In addition to $\text{res}^*$, we can also consider

$$i_U^* : \text{VConv}(C_U; V, F) \to \text{VConv}(U, F)$$

$$\mu \mapsto [f \mapsto \mu(i_U(f))].$$

Using the same argument as in Lemma 7.7, we see that this is well defined and continuous.

**Proposition 7.8.** Let $F$ be a locally convex vector space admitting a continuous norm. Then $i_U^*$ and $\text{res}^*$ are topological isomorphisms and inverse to each other.

**Proof.** It is easy to see that $i_U^* \circ \text{res}^* = \text{Id}_{\text{VConv}(U; F)}$, so $i_U^*$ is surjective. Let us show that $i_U^*$ is injective. Assume that $\mu \in \text{VConv}(C_U; V, F)$ satisfies $\mu(i_U(f)) = 0$ for all $f \in \text{Conv}(U, \mathbb{R})$. Due to Proposition 7.3, the support of $\mu$ is compactly contained in $U$. Given $h \in \text{Conv}(V, \mathbb{R})$, the function $i_U(h|_U)$ coincides with $h$ on $U$, i.e. they coincide on a neighborhood of the support of $\mu$. Proposition 6.3 implies $\mu(h) = \mu(i_U(h|_U)) = 0$. Thus $\mu$ vanishes on the dense subset $\text{Conv}(V, \mathbb{R}) \subset C_U$, i.e. $\mu = 0$.

We obtain $(i_U^*)^{-1} = \text{res}^*$, which is continuous. The same applies to $(\text{res}^*)^{-1} = i_U$. \hfill \qed
Proof of Theorem 3. This is just a reformulation of Proposition 7.8.
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