Accelerated NMR Spectroscopy: Merge Optimization with Deep Learning

Zi Wang, Di Guo, Yihui Huang, Zhangren Tu, Vladislav Orekhov, Xiaobo Qu

Abstract: Multi-dimensional NMR spectroscopy is an invaluable biophysical tool in studies of structure, interactions, and dynamics of large molecules like proteins and nuclear acids. Non-uniform sampling is a powerful approach for shortening measurement time and increasing spectra resolution. Several methods have been established for spectra reconstruction from the undersampled data, typical approaches include model-based optimization and data-driven deep learning. The former is well theoretically grounded and provides high-quality spectra, while the latter has a huge advantage in reconstruction time potential and push further limits of spectra quality and analysis. Combining the merits of the two, we propose a model-inspired deep learning, for reliable, high-quality, and ultra-fast spectra reconstruction, exemplified by multi-dimensional spectra of several representative proteins. We demonstrate that the proposed network needs very few parameters, and shows very high robustness in respect to dissimilarity of the training and target data in the spectra size, type, and sampling level. This work can be considered as a proof-of-concept of merging optimization with deep learning in NMR spectroscopy.

NMR spectroscopy serves as an indispensable biophysical tool in modern chemistry, biology, and life science. Since the duration of an NMR experiment is proportional to the number of measured data points and increases rapidly with the dimensionality and spectral resolution, accelerating the measurement time by using the non-uniform sampling (NUS) approach becomes widely accepted practice. Over the past two decades, a number of methods have been successfully used in the NMR field to reconstruct high-quality spectra from NUS data. The two distinct strategies are model- or prior-based optimization and data-driven deep learning. The former has the explicit modeling and specific priors with insights from NMR spectroscopy, while the latter relies on low-complexity algorithms to greatly reduce the reconstruction time.

For model-based optimization methods, similarly, they rely on the prior knowledge or assumptions, to compensate for the lack of information introduced by the NUS scheme. A range of modern approaches include the maximum entropy, spectral lineshape estimation, tensor structures, compressed sensing (CS), and low-rank Hankel matrices and tensors. Among them, CS introduces the reasonable assumption of NMR spectral sparsity, and utilizes the explicit structure and simple iterative algorithms to reconstruct NMR spectra. It can be regarded as an effective self-learning method by iterating on a single input. Nevertheless, the sparseness prior of the CS has limitations on broad peaks and the increase of the spectra size, the computational time for reconstructing high-quality spectra increases significantly, which drives development of new techniques.

Data-driven deep learning (DL) is a representative artificial intelligence technique utilizing neural networks. Due to the low-complexity non-iterative algorithm and massive parallelization with graphic processing units (GPUs), a trained network can reconstruct a high-quality spectrum very fast. However, the existing NMR DL networks contain too many adjustable parameters and are over-parametrized. Consequently, they require very large pool of data for training, an excessively large operative memory, and suffer from lack of robustness and explainability. Hence, the question remains, can a deep network achieve even better performance in spectra quality and computational efficiency while having an understandable architecture for human NMR experts?

Now, we feel strongly that, so far independent development of optimization and deep learning methods approached to the merging stage, and it is a trend of the future technology development. Effectiveness of fusion between the optimization and deep learning has been recently successfully demonstrated in signal processing and other areas, which encourages us to provide a clear guidance for merging the optimization and deep learning in NMR.

Herein, we introduce a Model-inspired Deep learning framework, called MoDern. Our design of architecture starts from the sparse prior knowledge and adopts the main idea from the classic CS algorithm: iterative soft-thresholding (IST).

Let $\mathbf{r}$ be the complete NMR time-domain signal, called free induction decay (FID), and the forward Fourier transform $\mathbf{F}$ converts it into a NMR spectrum $\mathbf{s} = \mathbf{F} \mathbf{r}$. In NMR spectroscopy, CS model states that the sparsest solution can be always found by the $l_1$ norm optimization. This task can be efficiently solved by the IST algorithm, and its $k^{th}$ ($k = 1, \ldots, K$) iteration process can be written as follows:

\begin{equation}
\text{(Data Consistency)} \quad d_k = x_{k-1} + \mathbf{F}^T \left( \mathbf{y} - \mathbf{F} \mathbf{s}_{k-1} \right), \quad (1a)
\end{equation}

\begin{equation}
\text{(Soft-thresholding)} \quad x_k = S(d_k, \theta), \quad (1b)
\end{equation}

where $\mathbf{y}$ is the FID signal undersampled by operator $\mathbf{U}$, $\mathbf{F}^T$ is the inverse Fourier transform, $\mathbf{d}$ is the spectrum after data consistency, the superscript $T$ is the transpose operator, $\theta$ is the threshold, and $S(x, \theta) = \max \{ \|x\| - \theta, 0 \} \cdot x / \|x\|$ is the soft-thresholding operator. Initialized with $x_0 = \mathbf{F}^T \mathbf{y}$, CS reconstructs the spectrum by alternating the data consistency and the soft-thresholding.

Once the overall number of iterations is fixed, the data flow can be viewed as an unfolded deep learning network, as shown in Figure 1. Same to Eq. (1a), the spectrum is forced to maintain the data consistency to the sampled signal. Since the proper
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choice of thresholds is still of great demand and challenging, thus, instead of Eq. (1b), we use a learnable network $LS$ which can change thresholds with the characteristics of the input data, for adaptive soft-thresholding. The single network $LS$ is composed of convolutional layers, fully-connected layers, and a soft-thresholding (See in the Supplement S1.2 for details). Our experiments demonstrate the effectiveness of this scheme (See in the Supplement S1.4 for details). With the increase of iterations, artifacts are gradually removed, and finally a high-quality reconstructed spectrum can be obtained.

Given the success of training neural networks using solely synthetic data with the exponential functions$^{20,22}$, we also employ this scheme to train our network to learn the best internal parameters $\hat{\Theta}$ and an optimal mapping $f(y, \hat{\Theta})$ by minimizing the mean square error between outputs of the learnable adaptive soft-thresholding and fully sampled spectra. For a well-trained network, the spectrum $\hat{x}$ can be reconstructed reliably and fast from an undersampled signal $y$ via $f(y, \hat{\Theta})$. Notably, the self-learning CS approach often needs lots of iterations, however, the trained deep learning network with the fixed number of iterations is a simple forward model, which greatly shorten the reconstruction time.

![Diagram](https://via.placeholder.com/150)

**Figure 1.** MoDern: The proposed Model-inspired Deep Learning framework for NMR spectra reconstruction. The recursive MoDern framework that alternates between the data consistency (DC), which is same to Eq. (1a), and the learnable adaptive soft-thresholding (LS) inspired by Eq. (1b). With the increase of the iteration, artifacts are gradually removed, the spectrum tends to be “sparse”, and finally a high-quality reconstructed spectrum can be obtained. Note: “FT” is the Fourier transform. A data consistency followed by a learnable adaptive soft-thresholding constitutes an iteration.

MoDern is inspired by the CS, but go beyond it due to the learning ability of the deep neural network. For example, we solve the limitation of CS on broad peaks. Figure 2 shows a comparison between a synthetic fully sampled reference spectrum and its NUS reconstructions obtained using CS$^{10}$ and MoDern. The spectrum contains five peaks with different line widths. It can be observed that while the narrowest Peak 5 is successfully recovered, the other four peaks have visible distortions exacerbated as the peaks get broader (Figure 2b). Meanwhile, MoDern reconstructs all five peaks faithfully (Figure 2c). Figure 2d and 2e show that, for the NUS density in the range 10%–20%, MoDern has higher peak intensity correlations to the reference spectrum than CS in recovering three broadest peaks, and results are comparable for the remaining peaks. Similar results have been observed on a 2D $^{1}$H-$^{15}$N HSQC spectrum of the cytosolic domain of CD79b in Figure 3 (See in the Supplement S2 for details). Thus, we can conclude that, MoDern produces at least as good spectra reconstruction as CS and often outperforms it for broadest and weakest peaks, which indicate high effective sensitivity$^{32}$ of MoDern.

By abandoning a large number of redundant convolution layers, which is often used in the data-driven deep learning$^{20,22}$, number of the network parameters of MoDern is ca 9% of that needed for the state-of-the-art DLNMR$^{20}$ (Figure 4a), resulting in a significant reduction in both training and reconstruction time (Figure 4b) without loss of spectral reconstruction quality (See in the Supplement S4 for details).
Figure 2. Reconstruction of the synthetic spectrum with five peaks. (a) The fully sampled spectrum. (b) and (c) are the reconstructed spectra using CS and MoDem from 20% data, respectively. (d) and (e) are peak intensity correlations between fully sampled spectrum and reconstructed spectrum using CS and MoDem under different NUS densities, respectively. Note: The solid, dashed, and dot-dashed lines in (d) and (e) connect results of the reconstructions using 20%, 15% and 10% NUS, respectively. The average and standard deviations of correlations in (d) and (e) are computed over 100 NUS trials (different sampling masks under the same NUS densities).

Figure 3. Reconstruction of 2D $^1$H-$^{15}$N HSQC spectrum of the cytosolic domain of CD79b. (a) The fully sampled spectrum. (b) and (c) are the reconstructed spectra using CS and MoDem from 15% data, respectively. (d) and (e) are peak intensity correlations between fully sampled spectrum and reconstructed spectrum using CS and MoDem, respectively. Note: The $R^2$ denotes the square of Pearson correlation coefficient. The closer the value of $R^2$ gets to 1, the stronger the correlation between the fully sampled spectra and the reconstructed spectra is.

Figure 3. Comparison between DLNMR and MoDem in 2D and 3D spectra reconstruction. (a) is the number of trainable parameters of two networks. (b) is the reconstruction time of two networks. (c) Peak intensity correlations of DLNMR and MoDem trained using 15% NUS density dataset respectively, to reconstruct 2D $^1$H-$^{15}$N HSQC spectrum of the cytosolic domain of CD79b, under a series of NUS densities ranging from 10% to 25%. (d) Peak intensity correlations of DLNMR and MoDem trained using 10% NUS density dataset respectively, to reconstruct 3D HNCACB spectrum of GB1-HttNTQ7, under a series of NUS densities ranging from 5% to 20%. Note: Below each bar of (b), the spectrum type, corresponding protein, and spectrum size are listed. For 2D (3D) spectra, the size of the directly detected dimension is followed by the size(s) of the indirect dimension(s). The peak intensity correlations of DLNMR (orange line) are shifted horizontally for clear display but the values unchanged. The average and standard deviations of correlations in (c) and (d) are computed over 100 and 50 NUS trials, respectively.

To demonstrate the reliability and high-quality of MoDem, we perform spectrum reconstructions of several fully sampled two- and three-dimensional experiments of representative proteins. Figure 5a shows that MoDem can faithfully reconstruct the high dynamic range 2D NOESY spectrum of human ubiquitin with many weak peaks using 40% NUS data. We observe 0.9931 correlation (vs the fully sampled spectrum) for the intensities of the weak peaks (<4% of the highest diagonal peak intensity), which is comparable to CS$^{10}$ and much better than DLNMR$^{20}$ (See in the Supplement S2.2 for details). The peak intensity correlations over 0.99 are also observed for three other 2D spectra with moderate dynamic range (See in the Supplement S2.2 for details). MoDem also shows its great potential in fast high-quality reconstruction of 3D spectra, exemplified by 3D HNCACB experiment for GB1-HttNTQ7 (Figure 5c). The peak intensity correlation reaches 0.99 even at 20 times acceleration, i.e. 5% NUS. The excellent performance also indicates on another 3D HNCO for Azurin, while its peak intensity correlation over 0.99 (See in the Supplement S2.3 for details).
In summary, we propose a deep learning framework inspired by the CS model, called MoDern, as a reliable, versatile, and ultra-fast technique for obtaining high-quality spectra from NUS data. As such, MoDern will benefit numerous NMR applications in structural and medical biology. Furthermore, by combining the power of data-driven deep learning with the model-based optimization, the method provides a rarely available understanding of the complex mapping of the deep neural network. This opens an avenue for theoretical analysis of this network to explore its underlying mechanisms, and also be valuable to other biomedical imaging tools. This work is a proof-of-principle demonstration of the effectiveness of merging the model-based optimization and deep learning in biological NMR.
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### S1. Theory and methodology

#### 1.1 The network architecture

In NMR spectroscopy, the typical signal sampled in the time domain $r \in \mathbb{C}^N$, called free induction decay (FID), is commonly described as a sum of decaying complex exponents:

$$ r_j = \sum_{j=1}^{J} (a_j e^{i \phi_j}) e^{\frac{-n \Delta \tau_j}{\tau_j}}, \quad n \in \{1, 2, ..., N\}, $$

(S1-1)

where $\Delta \tau$ is the time interval, $J$ is the number of spectral peaks, $a_j$, $f_j$, $\tau_j$, and $\phi_j$ are the amplitude, frequency, decay time, and phase of the $j^{th}$ spectral peak, respectively.

The NMR spectrum $x = F r \in \mathbb{C}^N$ can be reconstructed by solving the following compressed sensing (CS) problem:

$$ \min_x \frac{1}{2} \| y - UF^H x \|_2^2 + \lambda \| x \|_1, $$

(S1-2)

where $y \in \mathbb{C}^M$ is the FID undersampled by operator $U \in \mathbb{R}^{M \times N}$, $F$ is the forward Fourier transform, superscript $H$ denotes the Hermitian conjugate operator, $\| \cdot \|_2$ represents the $l_2$ norm, $\| \cdot \|_1$ represents the $l_1$ norm, and $\lambda$ is the regularization parameter that balances the data consistency and the sparsity. Iterative soft-thresholding (IST) is an efficient algorithm to solve Eq. (S1-2), and its $k^{th}$ iteration process can be written as follows:

$$ \begin{cases} d_k = x_{k-1} + F U^T (y - UF^H x_{k-1}) \\ x_k = S(d_k, \theta) \end{cases}, $$

(S1-3)

where $k = 0, 1, 2, ..., K$ represents the $k^{th}$ iteration process, superscript $T$ denotes the transpose operator, $\theta$ is the threshold, and $S(x, \theta) = \max \{ |x| - \theta, 0 \} \cdot x/|x|$ is the soft-thresholding operator.

Herein, inspired by the CS approach, then we derived the data flow of IST algorithm and design a model-inspired deep learning framework, called MoDern, whose detailed architecture is shown in Figure S1-1. The implementation of MoDern includes two stages, training stage and reconstruction stage, and both of them are
illustrated in the following.

**Figure S1-1.** MoDern: The proposed Model-inspired Deep learning framework for NMR spectra reconstruction. (a) is the Unfold architecture for $K$ iterations and it alternates between data consistency (DC) and learnable adaptive soft-thresholding (LS). (b) shows the learnable adaptive soft-thresholding block $LS$ and threshold auto-setting sub-block $A$ in detail. Note: in (b), the trainable parts are highlighted in red box. ‘Conv’ is the convolution layer, ‘Abs’ is the absolute operation, ‘GAP’ is the global average pooling, ‘FC’ is the fully-connected layer, ‘BN’ is the batch normalization, ‘ReLU’ and ‘Sigmoid’ are non-linear functions.

### 1.2 Training stage of the network

#### 1.2.1 Generation of the training/validation datasets

Given the success of training neural networks using solely synthetic data with the exponential functions\(^7\), our network also employs this scheme to form the training dataset and validation dataset, which makes the network training not affected by the lack of realistic data.

The 40000 fully sampled synthetic FIDs are generated according to Eq. (S1-1) and their parameters are in Table S1-1. The white Gaussian noise at the level with the standard deviation of $10^{-4}$ is added to the each synthetic FID to simulate the realistic NMR data, so that the trained network can be better applied to the reconstruction of measurements.

Let $y$ denotes the FID undersampled by operator $U$ following the Poisson-gap sampling scheme\(^8\), $F$ denotes the forward Fourier transform, so 40000 undersampled FIDs $y = Ur$ (the sampling mask is different for each of 40000 FIDs to enrich the diversity of the training dataset) and 40000 fully sampled spectra $x = Fr$ are generated correspondingly. To eliminates the dispersion part of the spectrum, make the spectrum “sparser”,

---

1. **Figure S1-1.** MoDern: The proposed Model-inspired Deep learning framework for NMR spectra reconstruction. (a) is the Unfold architecture for $K$ iterations and it alternates between data consistency (DC) and learnable adaptive soft-thresholding (LS). (b) shows the learnable adaptive soft-thresholding block $LS$ and threshold auto-setting sub-block $A$ in detail. Note: in (b), the trainable parts are highlighted in red box. ‘Conv’ is the convolution layer, ‘Abs’ is the absolute operation, ‘GAP’ is the global average pooling, ‘FC’ is the fully-connected layer, ‘BN’ is the batch normalization, ‘ReLU’ and ‘Sigmoid’ are non-linear functions.

1.2 **Training stage of the network**

1.2.1 **Generation of the training/validation datasets**

Given the success of training neural networks using solely synthetic data with the exponential functions\(^7\), our network also employs this scheme to form the training dataset and validation dataset, which makes the network training not affected by the lack of realistic data.

The 40000 fully sampled synthetic FIDs are generated according to Eq. (S1-1) and their parameters are in Table S1-1. The white Gaussian noise at the level with the standard deviation of $10^{-4}$ is added to the each synthetic FID to simulate the realistic NMR data, so that the trained network can be better applied to the reconstruction of measurements.

Let $y$ denotes the FID undersampled by operator $U$ following the Poisson-gap sampling scheme\(^8\), $F$ denotes the forward Fourier transform, so 40000 undersampled FIDs $y = Ur$ (the sampling mask is different for each of 40000 FIDs to enrich the diversity of the training dataset) and 40000 fully sampled spectra $x = Fr$ are generated correspondingly. To eliminates the dispersion part of the spectrum, make the spectrum “sparser”,
and allows spectrum reconstruction with better fidelity and from fewer measurements, virtual echo (VE) method is used\textsuperscript{9}.

Let $q = 1, 2, \ldots, Q$ denotes the $q^{th}$ sampling trail, then we have $Q = 40000$ pairs of data $(y_q, x_q)$. The undersampled FID $y_q$ and the fully sampled spectrum $x_q$, are the input and label of the network, respectively. Among the 40000 pairs of data $(y_q, x_q)$, 90% of the data (36000 pairs) is used as training dataset to train the neural network for obtaining the optimal internal parameters and mapping, and 10% of the data (4000 pairs) is used as validation dataset to adjust the hyper-parameters and evaluate the network’s performance preliminarily.

### Table S1-1. Parameters of the generated synthetic training dataset

| Parameters       | Minimum | Increment | Maximum |
|------------------|---------|-----------|---------|
| Number of peaks  | 1       | 1         | 10      |
| Amplitude        | 0.05    | continuous | 1.00    |
| Frequency        | 0.01    | continuous | 0.99    |
| Decay time       | 10.00   | continuous | 179.20  |
| Phase            | 0       | continuous | 2π      |

1.2.2 Data consistency block

In this block, each spectrum is forced to maintain the data consistency to the sampled signal, which can ensure reconstructed spectra are aligned to acquired data. Just like the first step of the IST algorithm (Figure S1-1(a)), after inputting the output of the last iteration, i.e. the output of the learnable adaptive soft-thresholding block $x_s$, the spectrum becomes

$$x_{dc} = x_s + F U^\dagger \left( y - UF^H x_s \right),$$  \hspace{1cm} (S1-4)

where $F$ is the forward Fourier transform, superscript $H$ denotes the Hermitian conjugate operator, $x_{dc}$ is the output of the data consistency block, $U$ is the undersampling operator. To show the function of this block more intuitively, Eq. (S1-4) can also be equivalent to

$$(x_{dc})_n = \begin{cases} x_s, & n \notin \Omega \\ y, & n \in \Omega \end{cases},$$  \hspace{1cm} (S1-5)

where $n$ is the index of FIDs and $\Omega$ is the set of the sampled positions in FIDs. Eq. (S1-5) implies that, at the sampled positions, the points should be replaced with the original inputs $y$, while the update of the unsampled points depends entirely on the reconstruction results of the network.

In our implementation, the initial spectrum that inputs the neural network is computed as $x_0 = FU^\dagger y$. The initial input $x_0$ is with strong artifacts since those unsampled FIDs are filled with zeros on non-acquired positions.
1.2.3 Learnable adaptive soft-thresholding block

Soft-thresholding operation is always used to remove irrelevant artifact-related information. In conventional iterative methods \(^3,^6\), the optimal value of the threshold depends on the data, i.e. number of signals and their signal dynamic range, noise level, and even position in the spectrum. Thus, in practice, a relatively safe, high threshold is applied resulting in large number of iterations and, consequently, long calculations as well as poor reconstruction of broad lines. The key advantage of our approach is the use of a neural network for defining the optimal threshold for each iteration and for each point in the spectrum. We introduce the learnable adaptive soft-thresholding blocks, which sets the optimal threshold according to the characteristics of the input, to reduce artifacts of the input spectra. The block consists of several elements, including convolution layer (Conv), absolute (Abs), global average pooling (GAP), fully-connected layer (FC), batch normalization (BN), non-linear functions (ReLU and Sigmoid), and soft-thresholding.

As shown in Figure S1-1(b), similar to IST algorithm, we directly use the soft-thresholding operation to remove artifacts, and discard a lot of redundant convolution layers\(^10\), which makes the network architecture easier to understand and reduces the computational complexity dramatically. The specific process is as follows: First, we use one Conv for the output of the data consistency block \(x_{dc}\) to realize feature extraction, then GAP is applied to the Abs values of the feature maps to encode the features of the entire space on each channel as global features \(g\). After that, \(g\) is fed into a two-layer FC network which contains Sigmoid at the end, so that the excitation values \(a\) can be obtained. The adaptive selected thresholds are \(\theta = g \cdot a\). This arrangement is motivated by the fact the threshold not only needs to be positive, but also cannot be too large, thereby preventing the output features from being all zeros. For simplicity, the threshold auto-setting sub-block \(A\) can be regarded as a nonlinear function

\[
\theta = A(x_{dc}), \quad (S1-6)
\]

The adaptive-setting thresholds \(\theta\) are used in the soft-thresholding operation \(S\). Note that, an individual threshold is applied to each channel of the feature map. Finally, we can obtain the output spectrum \(x_s\) through one Conv, which restores the number of channels of the feature map to be consistent with \(x_{dc}\). The overall learnable adaptive soft-thresholding block \(LS\) is

\[
x_s = LS(x_{dc}, \theta). \quad (S1-7)
\]

In our implementation, the architecture-related hyper-parameters of the network are listed in Table S1-2. The learnable adaptive soft-thresholding are interleaved with data consistency, to remove artifacts gradually, and finally the high-quality reconstructed spectra can be obtained.
Table S1-2. Architecture-related hyper-parameters of the learnable adaptive soft-thresholding block

| Operations         | 2D NMR                      | 3D NMR                      |
|--------------------|-----------------------------|-----------------------------|
|                    | Hyper-parameters | Output size | Hyper-parameters | Output size     |
| Input              | /                          | 1×N×2                     | /                          | 1×(N1×N2)×2     |
| 1st Conv           | 1×3×2, 32                  | 1×N×32                    | 3×3×2, 32                  | 1×(N1×N2)×32    |
| 1st FC             | 32                         | 1×1×32                    | 32                         | 1×(1×1)×32      |
| 2nd FC             | 32                         | 1×1×32                    | 32                         | 1×(1×1)×32      |
| 2nd Conv (output)  | 1×3×32, 2                  | 1×N×2                     | 3×3×32, 2                  | 1×(N1×N2)×2     |

Note: Take 2D NMR for example, 1, N, 2 in the output size ‘1×N×2’ represent the number of width, height, and channels of the feature map, respectively. 1, 3, 2, 32 in the hyper-parameters of Conv ‘1×3×2, 32’ represent the size and the number of filters. 32 in the hyper-parameters of FC ‘32’ represent the number of neurons.

1.2.4 Loss function and implementation details

Let \( k \) represents the \( k^{th} \) iteration (can be seen in Figure S1-1), and \( \Theta \) denotes the network trainable parameters, then the output at the \( k^{th} \) phase is \( \hat{x}_k(\Theta_k, y) \), and the total number of iterations is \( K \). The overall loss function is

\[
L(\Theta) = \frac{1}{KQ} \sum_{k=1}^{K} \sum_{q=1}^{Q} \left\| x_{qf} - \hat{x}_k^Q(\Theta_k, y) \right\|_2^2 ,
\]

where \( q \) is the \( q^{th} \) (\( q = 1, 2, \ldots, Q \)) FID signals, and \( x_{ref} \) is the label spectrum.

In the network training phase, the number of iterations of MoDern are 10, i.e. \( K = 10 \). He initialization\(^{11}\) is used to initialize the network weights, Adam\(^{12}\) is selected as the optimizer. The batch size is 10. The initial learning rate was set to 0.001 with an exponential decay of 0.95. Thus, the optimal parameters \( \hat{\Theta} \) are obtained by minimizing the loss function on the training dataset. The total training time are 4.7 hours and 15.8 hours for 2D and 3D NMR within 80 epochs, respectively.

We use the relative \( l_2 \) norm error \( RLNE = \frac{\| x_{ref} - \hat{x} \|_2}{\| x_{ref} \|_2} \) as the quantitative criteria to evaluate the reconstruction performances in the training stage, where \( x_{ref} \) is the fully sampled spectrum and \( \hat{x} \) is the reconstructed spectrum. Note that, the lower \( RLNE \) represents the better performance. Figure S1-2 shows that MoDern has good convergence on both training datasets and validation datasets.
1.3 Reconstruction stage of the trained network and its robustness

For given undersampled FID signals $y$ which needs to be reconstructed, we can get the reconstructed result $\hat{x} = f(y, \hat{\theta})$ through the trained network, where $\hat{\theta}$ and $f(y, \hat{\theta})$ are optimal network parameters and the optimal mapping, respectively.

Notably, MoDern is very flexible and robust, the network which is trained once under a given NUS density and spectra dimensionality (2D or 3D) can be directly applied to reconstruct the spectra with different sizes and types on different NUS density, and maintain the stable performance. So that, re-training of the network is not needed for different spectra provided that the datasets have the same dimensionality. The discussion on the mismatch between training datasets and targets can be find below, in Supplement S3.

1.4 Discussion on the adaptive soft-thresholding

Threshold plays an important role in the reconstruction results and exploring the proper choice of it is still of great demand and challenging. For a deep neural network with the fixed number of iterations, a too small threshold makes the majority of the artifacts remains since the effect of the $l_1$ norm minimization is ignorable; a too large one results in serious distortion of the reconstructed spectra.

Herein, we discuss the necessity of employing adaptive soft-thresholding by comparing reconstruction results of networks with and without adaptability. The adaptive network is the proposed MoDern. The non-adaptive network is to remove the sub-block $A$ in Figure S1-1, so that thresholds in a trained network are fixed and should not change with the characteristics of the input.

Figure S1-3 shows that, in the training stage, the adaptive network MoDern has lower reconstruction error and faster convergence speed on both training datasets and validation datasets, which implies its higher reconstruction fidelity. The above viewpoint is confirmed by the realistic NMR data. In Figure S1-4, the adaptive network MoDern surpasses the non-adaptive network in spectra quality, while being robust and can
maintain excellent performance at low NUS density.

Therefore, the adaptive soft-thresholding scheme is used to achieve more excellent and robust reconstruction results of NMR spectra.

**Figure S1-3.** The RLNE curve of training datasets and validation datasets in the network training stage for 2D NMR. (a) The RLNE curve of training datasets of two network strategies. (b) The RLNE curve of validation datasets of two network strategies. Note: The proposed MoDern uses the ‘adaptive soft-thresholding’ strategy, due to its lowest RLNE on both two datasets.

**Figure S1-4.** Peak intensity correlation obtained by the network with/without adaptive soft-thresholding under different NUS levels for 2D HSQC spectrum of cytosolic CD79b (introduced in Supplement S2). Note: The $R^2$ denotes the square of Pearson correlation coefficient. The average and standard deviations of correlations are computed over 100 NUS trials.

**S2. More details on spectra reconstruction**

The proposed MoDern will be compared with two state-of-the-art NMR spectra reconstruction methods, including a model-based optimization method (CS$^3$) and a data-driven deep learning method (DLNMR$^7$). And all undersampled spectra are generated according to Poisson-gap sampling$^8$. 

2.1 Details of the NMR spectra

2.1.1 2D spectra

The 2D $^1$H-$^1$H NOESY spectrum of human ubiquitin (Figure S2-1) was acquired from ubiquitin at 298K on an 600 MHz Varian spectrometer as was described previously\textsuperscript{3}. The fully sampled spectrum has $928 \times 512$ complex points, the size of the directly detected dimension ($^1$H) is followed by the size of the indirect dimension ($^1$H).

The 2D $^1$H-$^{15}$N HSQC spectrum of cytosolic CD79b protein (Figure S2-2) was acquired for 300 μM $^{15}$N-$^{13}$C labeled sample of cytosolic CD79b in 20 mM sodium phosphate buffer at 298K on an 800 MHz Bruker spectrometer as was described previously\textsuperscript{2,7}. The fully sampled spectrum has $1024 \times 256$ complex points, the size of the directly detected dimension ($^1$H) is followed by the size of the indirect dimension ($^{15}$N).

The 2D $^1$H-$^{15}$N HSQC spectrum of Gb1 (Figure S2-3) was acquired from GB1 at 298K on a 600 MHz Bruker spectrometer as was described previously\textsuperscript{7}. The fully sampled spectrum has $1676 \times 170$ complex points, the size of the directly detected dimension ($^1$H) is followed by the size of the indirect dimension ($^{15}$N).

The 2D $^1$H-$^{15}$N TROSY spectrum of ubiquitin (Figure S2-4) was acquired from ubiquitin at 298K on an 800 MHz Bruker spectrometer as was described previously\textsuperscript{9}. The fully sampled spectrum has $682 \times 128$ complex points, the size of the directly detected dimension ($^1$H) is followed by the size of the indirect dimension ($^{15}$N).

2.1.2 3D spectra

The 3D HNCACB spectrum of GB1-HttNTQ7 (Figure S2-5) was acquired at 298K on an 700 MHz Bruker spectrometer as was described previously\textsuperscript{7}. The fully sampled spectrum has $1024 \times 90 \times 44$ complex points, the size of the directly detected dimensions ($^1$H) is followed by the size of the indirect dimensions ($^{15}$N and $^{13}$C).

The 3D HNCO spectrum of Azurin protein (Figure S2-6) was acquired on an 800 MHz Bruker spectrometer as was described previously\textsuperscript{7}. The fully sampled spectrum has $1024 \times 60 \times 60$ complex points, the size of the directly detected dimensions ($^1$H) is followed by the size of the indirect dimensions ($^{15}$N and $^{13}$C).

2.2 Reconstruction of 2D spectra

To demonstrate the applicability of the trained MoDern in 2D spectra, we reconstruct four spectra, including the 2D $^1$H-$^1$H NOESY spectrum of human ubiquitin (Figure S2-1), the 2D $^1$H-$^{15}$N HSQC spectrum of CD79b (Figure S2-2), the 2D $^1$H-$^{15}$N HSQC spectrum of Gb1 (Figure S2-3), and the 2D $^1$H-$^{15}$N TROSY spectrum of ubiquitin (Figure S2-4).

For the reconstruction of a high dynamic range NOESY spectrum with many weak peaks at the NUS density of 40% (Figure S2-1), MoDern and CS also can obtain high correlations (>0.99) even on low-intensity peaks,
while DLNMR fails to handle this scenario.

For the reconstruction of three spectra with moderate dynamic range at the NUS density of 20% (Figure S2-2, S2-3, and S2-4), MoDern can obtain very high peak intensity correlation (>0.99), and representative lineshapes of the spectra closing to the fully sampled spectra can demonstrate this. CS and DLNMR also can achieve high peak intensity correlation, >0.98 and >0.97, respectively.

**Figure S2-1.** 2D $^1$H-$^1$H NOESY spectrum of human ubiquitin. (a) The fully sampled spectrum. (b), (c) and (d) are reconstructed spectra using CS, DLNMR, and MoDern from 40% data, respectively. (e), (f), and (g) are the correlations obtained by CS, DLNMR, and MoDern, respectively. The insets of (e-g) show the peak intensity correlations of low-intensity peaks (4% of the highest intensity) obtain by CS, DLNMR, and MoDern, respectively. Note: The $R^2$ denotes the square of Pearson correlation coefficient. The closer the value of $R^2$ gets to 1, the stronger the correlation between the fully sampled spectra and the reconstructed spectra is.
Figure S2-2. 2D $^1$H-$^{15}$N HSQC spectrum of the cytosolic domain of CD79b protein from the B-cell receptor. (a) The fully sampled spectrum. (b), (c) and (d) are reconstructed spectra using CS, DLNMR, and MoDern from 20% data, respectively. (e) and (f) are zoomed out 1D $^{15}$N traces, and the red, purple, orange, and green lines represent the fully sampled spectra, CS, DLNMR, and MoDern reconstructed spectra, respectively. (g), (h), and (i) are the peak intensity correlations obtained by CS, DLNMR, and MoDern, respectively.
Figure S2-3. 2D $^1$H-$^{15}$N HSQC spectrum of Gb1. (a) The fully sampled spectrum. (b), (c) and (d) are reconstructed spectra using CS, DLNMR, and MoDern from 20% data, respectively. (e) and (f) are zoomed out 1D $^{15}$N traces, and the red, purple, orange, and green lines represent the fully sampled spectra, CS, DLNMR, and MoDern reconstructed spectra, respectively. (g), (h), and (i) are the peak intensity correlations obtained by CS, DLNMR, and MoDern, respectively.
Figure S2-4. 2D $^1$H-$^{15}$N TROSY spectrum of ubiquitin. (a) The fully sampled spectrum. (b), (c) and (d) are reconstructed spectra using CS, DLNMR, and MoDern from 20% data, respectively. (e) and (f) are zoomed out 1D $^{15}$N traces, and the red, purple, orange, and green lines represent the fully sampled spectra, CS, DLNMR, and MoDern reconstructed spectra, respectively. (g), (h), and (i) are the peak intensity correlations obtained by CS, DLNMR, and MoDern, respectively.

2.3 Reconstruction of 3D spectra

To demonstrate the applicability of the trained MoDern in 3D spectra, we reconstruct two spectra, including the 3D HNCACB spectrum of GB1-HttNTQ7 (Figure S2-5) and the 3D HNCO spectrum of Azurin protein (Figure S2-6).

For the reconstruction of two spectra, all of three methods CS, DLNMR, and MoDern can produces nice
reconstructions that are very close to the fully sampled ones. And the peak intensity correlations of them with $R^2 > 0.99$ shows the high fidelity of reconstruction.

**Figure S2-5.** The sub-region of the projections on $^1$H-$^{15}$N and $^1$H-$^{13}$C planes of the 3D $^1$H-$^{15}$N HNCACB spectrum of GB1-HttNTQ7. (a) and (e) are projections of the fully sampled spectrum. (b) and (f) are projections of the CS reconstructed spectrum. (c) and (g) are projections of the DLNMR reconstructed spectrum. (d) and (h) are projections of the MoDern reconstructed spectrum. (i), (j), and (k) are the peak intensity correlations obtained by CS, DLNMR, and MoDern, respectively. Note: 5% NUS data were acquired for reconstruction.
Figure S2-6. The sub-region of the projections on \(^1\)H-\(^{15}\)N and \(^1\)H-\(^{13}\)C planes of the 3D \(^1\)H-\(^{15}\)N HNCO spectrum of Azurin protein. (a) and (e) are projections of the fully sampled spectrum. (b) and (f) are projections of the CS reconstructed spectrum. (c) and (g) are projections of the DLNMR reconstructed spectrum. (d) and (h) are projections of the MoDern reconstructed spectrum. (i), (j), and (k) are the peak intensity correlations obtained by CS, DLNMR, and MoDern, respectively. Note: 10% NUS data were acquired for reconstruction.

S3. Discussion on the mismatch between training datasets and targets

In accelerated NMR spectroscopy, the existing data-driven deep learning methods\(^7,13,14\) have strong dependence on training datasets, and have weak robustness and universality. Herein, we will focus on the applicability and compatibility of the proposed MoDern, to explore another important benefit of merging optimization and deep learning, in addition to the clarity of network structures and the greatly reduction of network parameters.

The strong applicability of MoDern to the spectra size and type has been detailedly demonstrated through multiple sets of reconstruction experiments in Supplement S2. In Supplement S2, for the same spectra dimensionality (2D or 3D) and NUS density, all reconstruction results are obtained by the same MoDern network, without re-training.
Next, we will discuss the compatibility of the proposed MoDern to different NUS densities. Among all reconstruction results in a 1D synthetic spectrum (Figure S3-1) and realistic 2D/3D NMR spectra (from Figure S3-2 to S3-6), it can be seen that the state-of-the-art data-driven deep learning method, DLNMR, shows a significant performance decline if the NUS density of the spectrum is far from trained one. However, MoDern can maintain the stable and reliable performance, due to the introduction of reasonable sparse prior relaxing its dependence on the training dataset.

In summary, MoDern can overcome the mismatch between training datasets and real datasets, leading to work effectively in a wide range of scenarios without re-training.

3.1 1D synthetic spectrum

For 1D synthetic spectrum, MoDern is compared with a representative NUS NMR reconstruction methods, the data-driven deep learning method (DLNMR). To demonstrate the applicability and compatibility of the trained MoDern, we reconstruct a synthetic spectrum with five peaks, which is introduced in Main text (Figure 2).

In Figure S3-1, MoDern can maintain the high-quality reconstruction performance even the NUS density of the spectrum is far from trained one, and lineshapes of the spectra closing to the fully sampled spectra can demonstrate this. However, DLNMR shows the significant performance decline, e.g. peak intensity distortions and artifacts, which can be seen reflected in intensity correlations of Peak 1 and reconstructed spectra.
Figure S3-1. The reconstruction results of the trained MoDern, and the trained DLNMR from varied NUS density for 1D synthetic spectrum with five peaks. (a) The fully sampled spectrum. (b) The correlations of DLNMR and MoDern trained using 15% NUS density dataset respectively, to reconstruct the broadest Peak 1 of spectra sampled under a series of NUS densities ranging from 10% to 25%. (c) and (e) are the typical of reconstructed results of DLNMR trained using 25% and 15% NUS density datasets, respectively, to reconstruct spectra from 25% data. (d) and (f) are the typical of reconstructed results of MoDern trained using 25% and 15% NUS density datasets, respectively, to reconstruct spectra from 25% data. Note: The average and standard deviations of correlations in (b) are computed over 100 NUS trials. The peak intensity correlations of DLNMR (orange line) are shifted horizontally for clear display but the values unchanged. The intensity distortions and artifacts in (e) are marked with the black arrow.

3.2 2D NMR spectra

For 2D NMR spectra, MoDern is compared with a representative NUS NMR reconstruction methods, the data-driven deep learning method (DLNMR). To demonstrate the applicability and compatibility of the trained MoDern, we reconstruct three spectra, which are introduced in Supplement S2.

For the reconstruction of two spectra with moderate dynamic range (Figure S3-2 and S3-3), MoDern can maintain the high-quality reconstruction performance even the NUS density of the spectrum is far from trained one, and very high peak intensity correlations (>0.999) can demonstrate this. However, DLNMR shows the significant performance decline, e.g. peak intensity distortions and artifacts, which can be seen reflected in peak intensity correlations and reconstructed spectra.

For the reconstruction of a high dynamic range NOESY spectrum with many weak peaks (Figure S3-4), MoDern also have the stable and reliable performance, and can maintain the high peak intensity correlation (>0.99) even on low-intensity peaks, while as we mentioned before, DLNMR fails to handle this scenario.
Figure S3-2. The reconstruction results of the trained MoDern, and the trained DLNMR from varied NUS density for 2D $^1$H-$^{15}$N HSQC spectrum of CD79b. (a) The fully sampled spectrum. (b) The correlations of DLNMR and MoDern trained using 15% NUS density dataset respectively, to reconstruct spectra sampled under a series of NUS densities ranging from 10% to 25%. (c) and (d) are the typical of reconstructed results of DLNMR trained using 25% and 15% NUS density datasets, respectively, to reconstruct spectra from 25% data. (e) and (f) are the typical of reconstructed results of MoDern trained using 25% and 15% NUS density datasets, respectively, to reconstruct spectra from 25% data. The insets of (c-f) show the peak intensity correlation between fully sampled spectrum and reconstructed spectrum. Note: The $R^2$ denotes the square of Pearson correlation coefficient. The average and standard deviations of correlations in (b) are computed over 100 NUS trials. The peak intensity correlations of DLNMR (orange line) are shifted horizontally for clear display but the values unchanged. The intensity distortions and artifacts in (d) are marked with the black arrow.
Figure S3-3. The reconstruction results of the trained MoDern, and the trained DLNMR from varied NUS density for 2D $^1$H-$^{15}$N HSQC spectrum of Gb1. (a) The fully sampled spectrum. (b) and (c) are the typical of reconstructed results of DLNMR trained using 25% and 15% NUS density datasets, respectively, to reconstruct spectra from 25% data. (d) and (e) are the typical of reconstructed results of MoDern trained using 25% and 15% NUS density datasets, respectively, to reconstruct spectra from 25% data. The insets of (b-e) show the peak intensity correlation between fully sampled spectrum and reconstructed spectrum. Note: The intensity distortions and artifacts in (c) are marked with the black arrow.
The reconstruction results of the trained MoDern, and the trained DLNMR from varied NUS density for 2D $^1$H-$^1$H NOESY spectrum of human ubiquitin. (a) The fully sampled spectrum. (b) and (c) are the typical of reconstructed results of DLNMR trained using 40% and 30% NUS density datasets, respectively, to reconstruct spectra from 40% data. (d) and (e) are the typical of reconstructed results of MoDern trained using 40% and 30% NUS density datasets, respectively, to reconstruct spectra from 40% data. The insets of (b-e) show the peak intensity correlation between fully sampled spectrum and reconstructed spectrum. Note: The intensity distortions and artifacts in (c) are marked with the black arrow.

### 3.3 3D NMR spectra

For 3D NMR spectra, MoDern is also compared with a representative NUS NMR reconstruction methods, the data-driven deep learning method (DLNMR\(^7\)). To demonstrate the applicability and compatibility of the trained MoDern, we reconstruct two spectra, which are introduced in Supplement S2.

For the reconstruction of two spectra with moderate dynamic range (Figure S3-5 and S3-6), MoDern can maintain the high-quality reconstruction performance even the NUS density of the spectrum is far from trained one, and very high peak intensity correlations (>0.996) can demonstrate this. However, DLNMR shows the performance decline, e.g. peak intensity distortions and artifacts, which can be seen reflected in reconstructed spectra.
Figure S3-5. The reconstructed sub-region of the projections on $^{13}$C-$^{15}$N planes of the trained MoDern, and the trained DLNMR from varied NUS density for 3D HNCACB spectrum of GB1-HttNTQ7. (a) The fully sampled spectrum. (b) The correlations of DLNMR and MoDern trained using 10% NUS density dataset respectively, to reconstruct spectra sampled under a series of NUS densities ranging from 5% to 20%. (c) and (d) are the typical of reconstructed results of DLNMR trained using 20% and 10% NUS density datasets, respectively, to reconstruct spectra from 20% data. (e) and (f) are the typical of reconstructed results of MoDern trained using 20% and 10% NUS density datasets, respectively, to reconstruct spectra from 20% data. The insets of (c-f) show the peak intensity correlation between fully sampled spectrum and reconstructed spectrum. Note: The average and standard deviations of correlations in (b) are computed over 50 NUS trials. The peak intensity correlations of DLNMR (orange line) are shifted horizontally for clear display but the values unchanged. The intensity distortions and artifacts in (d) are marked with the black arrow.
Figure S3-6. The reconstructed sub-region of the projections on $^{15}$N-$^{13}$C planes of the trained MoDern, and the trained DLNMR from varied NUS density for 3D HNCO spectrum of Azurin. (a) The fully sampled spectrum. (b) and (c) are the typical of reconstructed results of DLNMR trained using 20% and 10% NUS density datasets, respectively, to reconstruct spectra from 20% data. (d) and (e) are the typical of reconstructed results of MoDern trained using 20% and 10% NUS density datasets, respectively, to reconstruct spectra from 20% data. The insets of (b-e) show the peak intensity correlation between fully sampled spectrum and reconstructed spectrum. The intensity distortion in (c) is marked with the black arrow.

S4. Computational platform and time

In this section, we describe the computational platform and parameters corresponding to the results shown in the paper. Herein, the computational time of all methods is reported in Table S4-1.

All experiments implemented on a server equipped with dual Intel Xeon CPUs (2.2 GHz, 24 cores in total), 128 GB RAM, and one Nvidia Tesla K40M GPU. The proposed MoDern is performed on Python 3.6 and Tensorflow 1.14.0\textsuperscript{15} as backend, as well as DLNMR\textsuperscript{7}. CS\textsuperscript{3} was implemented by using MATLAB 2018b with 24 threads for synthetic data and using MddNMR toolbox\textsuperscript{3} with 24 threads for realistic NMR data. The CS was parallelized with aspects to the direct dimensions to maximally reduce the computation time under multiple CPU cores, and the deep learning methods were trained under one GPU.

The direct dimensions of all spectra were processed using nmrPipe\textsuperscript{16}, in which the amide regions were
extracted. After reconstruction, the indirection dimensions of reconstructed data were also processed in nmrPipe. Finally, the shown spectra were analyzed using Sparky17.

CS does not require pre-training, and uses the IST algorithm with virtual echo (VE)9 for optimal performance. For reconstructing synthetic data in MATLAB, its key parameters are as follows: lambda is 2.2e5, maximum iteration is 300, and tolerance is 1e-6. For reconstructing realistic NMR data in MddNMR, its key parameters are as follows: maximum iteration is 300.

DLNMR needs training before reconstruction. The network hyper-parameters are exactly the same as the original paper7. It is trained once under a given NUS density and spectra dimensionality, and then exploits for different spectra on different samples. The total training time are 10.4 hours and 43.7 hours for 2D and 3D NMR within 80 epochs, respectively.

MoDern reduces the network trainable parameters dramatically and reduces the computational complexity. It is also trained once under a given NUS density and spectra dimensionality, and then exploits for different spectra on different samples. The total training time are 3.9 hours and 15.1 hours for 2D and 3D NMR within 80 epochs, respectively, which is ca. 35% of that needed for DLNMR.

| Spectra Type | Protein | Spectra size | 2D          | 3D          |
|--------------|---------|--------------|-------------|-------------|
|              |         |              | Computational time |              |
|              |         |              | CS  | DLNMR | MoDern | CS  | DLNMR | MoDern |
|              |         |              |    |       |        |    |       |        |
| HSQC         | CD79b   | 116 × 256    | 0.29 | 0.08  | 0.04  | 44.84 | 9.44  | 2.38   |
| HSQC         | Gb1     | 1146 × 170   | 3.32 | 0.62  | 0.13  | 225.12 | 13.08 | 3.18   |
| TROSY        | Ubiquitin | 512 × 128    | 1.22 | 0.17  | 0.05  | 1.39  | 0.85  | 0.17   |
| NOESY        | Ubiquitin | 928 × 512    | 1.39 | 0.85  | 0.17  | 13.08 | 13.08 | 3.18   |
| HNCACB       | GB1-HttNTQ7 | 879 × 90 × 44 | 225.12 | 13.08 | 3.18  |       |       |       |
| HNCO         | Azurin  | 732 × 60 × 60 | 44.84 | 9.44  | 2.38  |       |       |       |

Note: For 2D (3D) spectra, the size of the directly detected dimension is followed by the size(s) of the indirect dimension(s).
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