Optimal Protocols in Quantum Annealing and QAOA Problems
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Quantum Annealing (QA) and the Quantum Approximate Optimization Algorithm (QAOA) are two special cases of the following control problem: apply a combination of two Hamiltonians to minimize the energy of a quantum state. Which is more effective has remained unclear. Here we analytically apply the framework of optimal control theory to show that generically, given a fixed amount of time, the optimal procedure has the pulsed (or “bang-bang”) structure of QAOA at the beginning and end but can have a smooth annealing structure in between. This is in contrast to previous works which have suggested that bang-bang (i.e., QAOA) protocols are ideal. To support this theoretical work, we carry out simulations of various transverse field Ising models, demonstrating that bang-anneal-bang protocols are more common. The general features identified here provide guideposts for the nascent experimental implementations of quantum optimization algorithms.

Introduction. The ongoing development of Noisy Intermediate Scale Quantum devices is guided by the question of how to leverage limited resources to best prepare the desired state of a system. Both Quantum Annealing (QA) [1, 2] and the Quantum Approximate Optimization Algorithm (QAOA) [3] search for a combination of two Hamiltonians which prepares the ground state of one of the Hamiltonians as quickly and accurately as possible. QA smoothly interpolates between the two Hamiltonians, whereas QAOA applies one or the other in sequence. It has previously been unclear which method, if either, is the most efficient.

Previous works [4–7] have applied the formalism of optimal control theory, in particular Pontryagin’s Maximum/Minimum Principle [8], to this problem. It has been suggested on the basis of Pontryagin’s principle that a “bang-bang” protocol, as in QAOA, is optimal [4]. Yet as we demonstrate, some of the assumptions behind this result are not true in general. We show that hybrid protocols, consisting of both bang-bang and annealing segments, are often best, backing up our analytic results with numerics for Ising models. Indeed, Ref. [7] found that a bang-anneal-bang protocol is optimal for the unstructured search problem. Our work elucidates this observation, and extends it further.

QA is closely related to Adiabatic Quantum Computing [4], in which the Hamiltonian interpolates from a simple “mixer” to the desired “problem” Hamiltonian. The adiabatic theorem guarantees that the system, if initially in the ground state of the mixer Hamiltonian and deformed sufficiently slowly, will remain in the ground state throughout. QA generalizes this to allow for non-adiabatic protocols. Even in adiabatic regimes, optimization of the annealing schedule can potentially give polynomial speedups over both classical algorithms and unoptimized quantum schedules [10, 11].

QAOA, on the other hand, applies the mixer and problem Hamiltonians alternately, using the timings of those pulses (“bangs”) as variational parameters to be optimized over [3]. There is evidence that restricted forms of QAOA are more powerful than adiabatic protocols with the same restrictions [12] (although both are known to be quantum universal [13, 14]), but this does not address whether a non-adiabatic annealing procedure can outperform QAOA.

Optimal control theory [8] is well-suited to address such questions. It has long been used in a variety of physics and chemistry fields [15–25]. Applications to QA/QAOA are more recent, beginning with Ref. [4] and continuing with Refs. [5–7]. The QA/QAOA problem is distinct from the majority of quantum optimal control problems in that it has only one control function to be applied in a large Hilbert space. As a result, unlike in standard quantum optimal control, the desired state typically cannot be prepared exactly in finite time. Some work has been done to examine the standard theory in this limit [26], but the results in this direction remain sparse.

In what follows, we first carefully articulate the control problem under consideration, pulling in standard ideas from optimal control and applying them to the QAOA/Annealing problem. We then prove general statements about where bang-bang vs. annealing forms are preferred and what forms those will take in practice and finally present numerical results that support the analytic results. Our results also provide both a novel recasting of QAOA within the Quantum Annealing framework and an analysis of Quantum Annealing in the low time regime where it deviates heavily from the adiabatic dynamics that inspired it.

Control Problem. The problem which both QA and QAOA seek to solve is as follows: given Hamiltonians $B$ and $C$, with the system in the ground state of $B$ at time...
0, find the protocol $u(t)$ which minimizes the energy
\begin{equation}
J \equiv \langle x(t_f)|\hat{C}|x(t_f)\rangle,
\end{equation}
where the time evolution of $|x(t)\rangle$ is given by
\begin{equation}
\frac{d}{dt}|x(t)\rangle = -i\hat{H}(t)|x(t)\rangle,
\end{equation}
\begin{equation}
\hat{H}(t) \equiv u(t)\hat{B} + (1 - u(t))\hat{C}.
\end{equation}
To avoid extreme protocols, we require that
\begin{equation}
u(t) \in [0, 1] \ \forall t.
\end{equation}
Our analytic results apply for any two Hamiltonians where the initial state is the ground state (or any eigenstate) of $\hat{B}$ and the target state is the ground state of $\hat{C}$. Often in Annealing/QAOA problems $\hat{C}$ (the problem Hamiltonian) is diagonal in the computational basis, while $\hat{B}$ (the mixer Hamiltonian) is a transverse field on the qubits. As stated above, QA assumes a smooth $u(t)$ whereas QAOA assumes that $u(t)$ jumps suddenly between 0 and 1 in bangs.

To apply optimal control theory to this problem, we interpret Eq. (2) as a constraint relating $|x(t)\rangle$ to $u(t)$ and account for it by introducing a Lagrange multiplier $\delta u(t)$. The cost function is modified to
\begin{equation}
J = \langle x(t_f)|\hat{C}|x(t_f)\rangle + \int_0^{t_f} dt \langle k(t)|\left[-\frac{d}{dt} - i\hat{H}(t)\right]|x(t)\rangle + c.c..
\end{equation}
Optimal control theory \cite{8, 34} then uses calculus-of-variations techniques to derive necessary conditions for a minimum of $J$ (see Appendix A for the full derivation of these equations):
\begin{equation}
\frac{d}{dt}|x(t)\rangle = -i\hat{H}(t)|x(t)\rangle,
\end{equation}
\begin{equation}
\frac{d}{dt}|k(t)\rangle = -i\hat{H}(t)|k(t)\rangle,
\end{equation}
\begin{equation}
|k(t_f)\rangle = \hat{C}|x(t_f)\rangle,
\end{equation}
and finally, for all allowed variations $\delta u(t)$ of the protocol,
\begin{equation}
\frac{\delta J}{\delta u(t)} \delta u(t) = \Phi(t) \delta u(t) \geq 0,
\end{equation}
\begin{equation}
\Phi(t) = \left[i\langle k(t)|\left(\hat{C} - \hat{B}\right)|x(t)\rangle + c.c.\right].
\end{equation}

Note that Eq. (8), which is a form of Pontryagin’s Minimum Principle \cite{8} applied to this problem, can be satisfied at any given time in one of three ways: i) $\Phi(t) = 0$; ii) $\Phi(t) > 0$ and $u(t) = 0$; iii) $\Phi(t) < 0$ and $u(t) = 1$. The first possibility, that the functional derivative is 0 at the minimum of $J(t)$, is natural from a calculus-of-variations perspective. The latter two are legitimate only because $u(t)$ is restricted to be between 0 and 1, and Eq. (8) needs to hold merely for all allowed $\delta u(t)$. However, situations in which $\Phi(t) = 0$ for an extended interval have historically been referred to as “singular” \cite{44}. Previous works have argued that such situations are uncommon in practice and thus that the optimal protocol must be of bang-bang form \cite{4}. One of our key results is that singular regions are in fact quite natural, meaning that the exceptions noted in Ref. [4] are often the rule. This point is obscured by the fact that some common classical systems cannot exhibit such singular regions and are always bang-bang \cite{8, 34}.

Through Eq. (8), we learn the following about the QA/QAOA problem: if an optimal protocol has a smooth annealing form in some interval, then $\Phi(t)$ must equal zero in that interval. Correspondingly, if $\Phi(t)$ is non-zero in some interval, then the protocol must be of bang-bang form in that interval.

Just as one transforms the Lagrangian of a dynamical system into a Hamiltonian by the Legendre transform, one can construct from the cost function $J$ a “control Hamiltonian” $\mathbb{H}$ (not to be confused with the system Hamiltonian $\hat{H}$). For our problem, the control Hamiltonian evaluates to
\begin{equation}
\mathbb{H}(t) = i\langle k(t)|\hat{H}|x(t)\rangle + c.c.
\end{equation}
The derivation of $\mathbb{H}$, as well as a proof that it is a constant in time, is carried out in Appendix B.

Eq. (8) is often expressed in terms of the control Hamiltonian, in which case singular regions are defined as those where $\delta \mathbb{H}/\delta u(t) = 0$. This is equivalent to the definition used here, since (see Eq. (11) below) $\delta \mathbb{H}/\delta u(t) = -\Phi(t)$.

Time constraints. It is important that we restrict to a fixed runtime $t_f$. If protocols are allowed arbitrarily long times, then the problem becomes trivial: the adiabatic theorem guarantees that any sufficiently slow protocol will end in the desired ground state. Since adiabatic protocols are often prohibitively inefficient, we constrain ourselves to more feasible runtimes. One way to do so is to simply fix $t_f$ (“hard constraint”), as we have done. Another would be to allow protocols of varying $t_f$ but include a penalty term $\lambda t_f$ (“soft constraint”) in the action [Eq. (4)].

There is a useful connection between these two means of enforcing the time constraint which shows that they ultimately yield the same protocol. Furthermore, this connection gives physical meaning to the control Hamiltonian $\mathbb{H}$. The value of $\mathbb{H}$ in a hard-constraint problem with given $t_f$ equals the value of $\lambda$ needed in a soft-constraint problem for the optimal protocol to have the same runtime $t_f$. We prove this equivalence in detail in Appendix C.

As a final point, we will assume that $t_f$ is small enough that the desired ground state cannot be reached exactly, which is often the case in the setting of variational state preparation. Given enough time, the control problem is under-constrained and has several optimal solutions that
may in general be hard to characterize. This assumption implies that $\mathbb{H}$ is strictly positive, since some amount of penalty is needed for $t_f$ to be the optimal runtime.

**Initial and final bangs.** We now show that any optimal protocol for our control problem must both begin and end with a bang. For some finite time interval at the beginning, the protocol must have $u(t) = 0$, and for another finite time interval at the end, it must have $u(t) = 1$.

To prove this, write $\Phi(t) = \Phi_C(t) - \Phi_B(t)$, where

$$\Phi_X(t) \equiv i \langle k(t) | \hat{X} | x(t) \rangle + c.c.,$$

for any operator $\hat{X}$. Note that $\Phi_B$, $\Phi_C$, and thus $\Phi$ are continuous functions of time, as is clear from the continuity of $|x\rangle$ and $|k\rangle$ [see Eqs. (5) and (6)]. Also, the control Hamiltonian can be written as

$$\mathbb{H} = u(t) \Phi_B(t) + (1 - u(t)) \Phi_C(t).$$

Consider the final portion of the protocol first. Eq. (7) gives $\Phi_C(t_f) = \text{Re} [i \langle x | \hat{C}^2 | x \rangle] = 0$. Eq. (11) then gives $\Phi_B(t_f) > 0$ (remember that $\mathbb{H} > 0$), and thus $\Phi(t_f) < 0$. The continuity of $\Phi(t)$ then implies that $\Phi(t) < 0$ for a finite interval ending at $t_f$. We thus have that $u(t) = 1$ for a finite interval at the end of the protocol.

The initial portion of the protocol can be treated similarly, albeit with one additional step. Note that by Eqs. (5) and (6), the time derivative of $\langle k(t) | x(t) \rangle$ is 0, thus $\langle k(0) | x(0) \rangle = \langle k(t_f) | x(t_f) \rangle$. Since the system is assumed to initially be in the ground state of $\hat{B}$,

$$\Phi_B(0) = \text{Re} [i \langle k(0) | \hat{B} | x(0) \rangle]$$

$$\propto \text{Re} [i \langle k(0) | x(0) \rangle] = \text{Re} [i \langle k(t_f) | x(t_f) \rangle].$$

Eq. (7) thus gives $\Phi_B(0) = 0$. Identical reasoning to above then shows that $\Phi(t) > 0$ and $u(t) = 0$ for a finite interval at the beginning of the protocol.

These results make sense heuristically. At the beginning of the protocol, the system is in an eigenstate of $\hat{B}$ and thus application of $\hat{B}$ does nothing to the state. While the final state is not exactly an eigenstate of $\hat{C}$, it should be close to the target state which is the ground state of $\hat{C}$. Therefore, roughly we might expect that similar logic about the futility of $\hat{C}$ at the end might hold. Our results above prove that this is indeed the case.

In Appendix D we discuss how the lengths of the initial and final bangs vary with the parameters of the problem. In particular, we find that they become small as $t_f$ increases, with the procedure approaching the monotonic annealing schedule typical of adiabatic quantum computing. Our results can be interpreted as saying that optimal quantum annealing for short timescales deviates from the monotonic ramp characteristic of the adiabatic regime.

The condition for a singular region is that $\Phi(t)$ and all its time derivatives must be zero for a finite interval of time. This condition can be achieved in a variety of ways. It is known in classical systems [34] that uncontrollability can lead to singularities, but our system is guaranteed to be able to reach the desired state due to the adiabatic theorem since the initial and final states are the ground states of the two Hamiltonians. Even without reachability problems, there are other forms of singularities that exist and impose conditions on the optimal $u(t)$. In Appendix E we explain these conditions. Numerous options are possible, largely based on the structure of the control space and how the derivatives of $\Phi(t)$ are set to zero. We put particular emphasis on the simplest to derive condition which is the form we have seen for all singular regions numerically and is given by:

$$u^*(t) = \frac{\Phi[[\hat{B}, \hat{C}], \hat{C}](t)}{\Phi[[\hat{B}, \hat{C}], \hat{B}](t) - \Phi[[\hat{B}, \hat{C}], \hat{C}](t)}.$$  (13)

While this equation describes how a singular region behaves, it does not specify whether the critical point/minimum determined by such a singular condition will be the global versus local minimum, for which we turn to numerics.

**Numerical results.** The basic form and structure of the optimal protocol has been discussed for general Hamiltonians. The variety of singularity types and bang-bang possibilities in the middle region turns out to be problem dependent. To shed light on these concepts in practice, we here support our analytic results with extensive numerical simulations for transverse-field Ising models; though, our analytic results are valid for other models. The mixer and problem Hamiltonians are

$$\hat{B} = -\sum_{i=1}^{N} \tilde{\sigma}_i^z,$$  (14)

$$\hat{C} = \sum_{ij} J_{ij} \tilde{\sigma}_i^x \tilde{\sigma}_j^x.$$  (15)

We examine a variety of different couplings $J_{ij}$: long-range antiferromagnets $J_{ij} \propto |i-j|^{-\alpha}$ (inspired by current experimental apparatuses [27, 28]), instances of all-to-all spin glasses having every $J_{ij}$ chosen randomly from $[-1, 1]$, and instances of the MaxCut problem on random 4-regular graphs ($J_{ij}$ being the adjacency matrix of the graph).

All models studied show the same qualitative behavior: the optimal protocol begins and ends with a bang, as it must, and in between has extended annealing portions (possibly punctuated by additional bangs). We term such protocols “bang-annal-bang”. For concreteness, we shall present the results obtained for the MaxCut problem, with numerics for other models presented in Appendix F.

To find the optimal protocol, we discretize the time evolution in Eqs. (5) and (6), and apply gradient descent (specifically Nesterov’s method [35]) to $J$ as a functional of $u(t)$. The order in which the time evolution is performed is important: since $|x(0)\rangle$ is known, we first evolve forward in time to determine $|x(t)\rangle$, then compute $|k(t_f)\rangle$
and 31 plot respectively shows a representation of a protocol thus obtained, denoted \( u_{QAOA}(t) \) (dashed green line), as well as the corresponding \( \Phi_{\text{GD}}(t) \) (dashed blue line). As proven, it has bangs at the beginning and end. In the middle, either bangs or smooth anneals are possible based on our theoretical analysis which is part of the reason for numerical study. Numerically, we always find the middle region dominated by smooth anneals, possibly with an additional bang at the end as seen in Fig. 1. Also note the consistency between the behavior of \( u_{\text{GD}}(t) \) and the sign of \( \Phi_{\text{GD}}(t) \).

Fig. 1 also shows the result of QAOA for the same instance, using a fixed number of bangs (\( p = 20 \) bangs each of \( u = 0 \) and \( u = 1 \)) and optimizing over the length of each interval (with the sum constrained to be \( t_f \)). The bangs in the middle of the protocol, where gradient descent would produce an annealing segment, are significantly shorter than those at the beginning or end. This makes sense given the Suzuki-Trotter decomposition:

\[
e^{-i(\beta \hat{H} + \gamma \hat{C})} = e^{-i\frac{\beta}{p} \hat{H}} e^{-i\frac{\gamma}{p} \hat{C}} \cdot \left(e^{-i\frac{\beta}{p} \hat{H}} e^{-i\frac{\gamma}{p} \hat{C}}\right)^{p-1} e^{-i\frac{\beta}{p} \hat{H}} + O\left(\frac{1}{p^2}\right). \tag{16}
\]

A large number of short bangs serves as a reasonable approximation to an annealing segment. Fig. 1 suggests that QAOA is indeed attempting to approximate the bang-annal-bang protocol found by gradient descent. Note that this behavior is only seen when QAOA is constrained to a fixed time but with increasing QAOA depth \( p \). QAOA without the time constraint does not approach a Trotterization [29, 37].

For further evidence, Figs. 2 and 3 plot respectively the energy and “approximation quotient” of the QAOA output state (i.e., \( |x(t_f)\rangle \)) as functions of the number of bangs \( p \). Here the approximation quotient is defined as \( \langle E_{\text{GD}} - E_{QAOA} \rangle / E_{\text{GD}} \), where \( E_{\text{GD}} \) and \( E_{QAOA} \) are the output energies of gradient descent and QAOA. We see that the QAOA protocol performs worse than gradient descent, but with an error that decreases as \( p \) increases. Fitting the error to a power law \( C p^{-\nu} \), we find \( \nu \approx 2.2 \) for all \( t_f \). This is reasonably consistent with the scaling expected from Eq. 16.

FIG. 1: Optimal control functions found through either gradient descent (\( u_{\text{GD}}(t) \)) or constrained-time QAOA (\( u_{QAOA}(t) \)) for a random instance of the MaxCut problem. Also shown is the gradient \( \Phi_{\text{GD}}(t) \) for the gradient descent method. Parameters: \( N = 8 \) spins, total time \( t_f = 2.0 \), \( 2p = 40 \) bangs for the QAOA method.

FIG. 2: QAOA output energy as a function of the circuit depth \( p \) (i.e., number of bangs), for a \( N = 10 \) MaxCut instance on a 4-regular graph. Dashed lines are the QAOA energies; solid horizontal lines are the energies obtained from gradient descent.

FIG. 3: Approximation quotient of QAOA output energy versus circuit depth \( p \), for the same data as in Fig. 2. Solid lines are power-law fits, \( C p^{-\nu} \), to the last 5 data points in each curve. The fitted \( \nu \approx 2.2 \) for all \( t_f \).
It should be noted that even though time-constrained QAOA approximates the bang-anneal-bang protocol, it may be the more effective approach in practice. QAOA has a much smaller parameter space to explore – the durations of the pulses as opposed to an entire function – and pulses may be simpler to implement experimentally than arbitrary combinations of Hamiltonians.

Conclusions. We have shown that for the control problem of minimizing the energy of a quantum state, the optimal protocol under time constraints is often of the bang-anneal-bang form. This shows that recent conjectures about the optimality of QAOA based on Pontryagin’s principle are not as general as previously thought. Our results do not preclude bang-bang entirely, but they do provide the theoretical framework in which non-bang-bang protocols are possible. Furthermore, our numeric results indicate that these non-bang-bang protocols are extremely common for Ising models; though, there are known non-Ising examples where bang-bang is still optimal \[38–40\]. Nonetheless, Pontryagin’s principle and optimal control theory do serve as valuable tools. We have used them to prove that the optimal protocol must begin and end with a finite-length bang when not enough time is allowed for the desired state to be reached perfectly. Furthermore, optimal control theory provides guidance about the form of the protocol in the middle both analytically and numerically through the gradient, \(\Phi(t)\).

Keep in mind that these results say nothing of the practicality of finding the optimal protocol. Since the algorithms require simulating the time evolution of the \(N\)-spin system, they are extremely expensive in computation time and memory on a classical computer. The main attraction of QAOA is that the time evolution required can be performed on a quantum computer, by which we mean simply that the evolution is implemented experimentally on a real system \[29, 41, 42\]. The gradient descent method used in the present paper would be more difficult to implement on the same experimental setups that QAOA is typically implemented on; though other hardware and setups, such as \[34\] might utilize a similar gradient based method for optimization. It is obviously of great interest and utility to consider how one might better merge the tools of optimal control theory with current experimental capabilities.
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We are subject to a fixed initial state $|x(0)\rangle$. The function $u(t)$ is our control parameter, bound in the range $u(t) \in [0,1]$.

The following derivation is a reworking of classical optimal control theory \cite{8,34} in the context of the QAOA/QA quantum problem. Classical Optimal Control Theory is just an extension of the Calculus of Variations, tasked now with finding the necessary conditions to optimize $J$. To ensure that the Schrödinger Equation is obeyed in $J$, we introduce the equation as a constraint to be satisfied alongside a Lagrange multiplier $|k(t)\rangle$:

$$J = \langle x(t_f) | \hat{C} | x(t_f) \rangle$$

$$+ \int_0^{t_f} dt \left[ \langle k(t) \mid -i\hat{H}(t) | x(t) \rangle - | \dot{x}(t) \rangle \right] + c.c..$$  

As per convention, the c.c. just refers to the complex conjugate of the preceding equation.

We find the necessary conditions for minimization by looking at what happens to $J$ when we perturb each variable in the same manner as the calculus of variations. Our goal will be to get $\delta J = 0$, and we are going to need perturbations in $\delta t_f$, $|\delta x(t)\rangle$, $|\delta \dot{x}(t)\rangle$, and $|\delta k(t)\rangle$. Each one of these perturbations is independent, and for the relevant ones, we will also need to consider the complex conjugate (handled through the convenient c.c. at the end of each necessary line):

$$0 = \delta J = \left[ \langle x(t_f) | \hat{C} - \langle k(t_f) | \right] \left| \delta x(t) \rangle + c.c. \right.$$  

$$+ i \left[ \langle x(t_f) | \hat{H}(t_f) | k(t_f) \rangle \right] \delta t_f + c.c.$$  

$$+ \int_0^{t_f} dt \left[ -i \langle k(t) | \hat{H}(t) + \langle k(t) | \right] \left| \delta x(t) \rangle + c.c.$$  

$$+ \int_0^{t_f} dt \left[ i \langle x(t) | \frac{\partial \hat{H}}{\partial u} | k(t) \rangle \right] \delta u(t) + c.c.$$  

$$+ \int_0^{t_f} dt \left[ - \langle \dot{x}(t) \rangle + i \langle x(t) | \hat{H}(t) \rangle \right] | \delta k(t) \rangle + c.c..$$

The third and fifth lines lead to the fairly straightforward equations of motion

$$\dot{x}^*(t) = -i\hat{H}^*(t) |x^*(t)\rangle,$$  

$$\dot{k}^*(t) = -i\hat{H}^*(t) |k^*(t)\rangle.$$  

where the * refers to an optimal solution.

Since our final state is allowed to vary, the first line gives us a condition relating $k$ and $x$:

$$\hat{C} | x^*(t_f) \rangle = | k^*(t_f) \rangle.$$  

The final condition on time,

$$\left[ | x^*(t_f) \rangle \hat{H}^*(t_f) | k^*(t_f) \rangle - c.c. \right] \delta t_f = 0,$$  

Appendix A: Control Problem

The main text uses the conditions for an optimal protocol, derived from optimal control theory \cite{8,34}, and in this section we go through the details, deriving Eqs. \cite{35,38} from the main text. Our goal in QA/QAOA is to minimize the function

$$J = \langle x(t_f) | \hat{C} | x(t_f) \rangle,$$  

subject to the evolution

$$| \dot{x}(t) \rangle = -i\hat{H}(t) | x(t) \rangle,$$  

$$\hat{H}(t) = u(t)\hat{B} + (1-u(t))\hat{C}.$$  

The terminology is due to the fact that, for problems linear in both the state $x(t)$ and control $u(t)$ without their product (unlike the Schrödinger equation), one can show that $\Phi(t)$ can only vanish in a finite-length interval if the control matrices are non-invertible.
can either be satisfied automatically if we fix the final time, $\delta t_f = 0$, or can give an additional condition if the final time is allowed to vary, $\delta t_f \neq 0$. In the main text, we assume a fixed $t_f$, so this condition does not appear.

The last condition,

$$\left[ i \langle x^* (t) \right] \frac{\partial H}{\partial u} |k(t)\rangle - i \langle k^* (t) \right] \frac{\partial H}{\partial u} |x^* (t)\rangle \delta u(t) = 0,$$

is complicated by the fact that $u(t)$ is restricted to the region $u(t) \in [0, 1]$. This restriction means that we need to restrict ourselves down to only $\delta u(t)$ that are allowed. This restriction means that the optimum might not be a true extremal point with zero $\frac{\partial}{\partial u}$ since a disallowed $\delta u$ could still lower $J$. Pontryagin’s Minimum/Maximum Principle says that whatever our configuration is needs to be better than what can be achieved through any allowed perturbation of $u(t)$. Therefore, for a minimum, we need

$$\left[ i \langle x^* (t) \right] \frac{\partial H}{\partial u} |k(t)\rangle - i \langle k^* (t) \right] \frac{\partial H}{\partial u} |x^* (t)\rangle \delta u(t) \geq 0,$$

for all allowed perturbations $\delta u(t)$. If we sought a maximum, this would involve $\leq$ instead.

### Appendix B: Control Hamiltonian

In this section we will derive and explore the properties of the optimal control Hamiltonian $\mathbb{H}(t)$, presented in Eq. (B1). Much of this section will be the application of classical Control Theory and the standard Calculus of Variations to the specific quantum problem at hand.

Consider a general quantity to be minimized (our $J$ or equivalently an action from Lagrangian Mechanics) given by

$$J = h(x(t_f), t_f) + \int_0^{t_f} dt \left[ g(x(t), \dot{x}(t), u(t), t) + \frac{d}{dt} h(x(t), t) \right]$$

(B1)

where $x(t)$ is our state variable and $u(t)$ is our control variable, both possibly vectors. Our goal is to recast this in a traditional Lagrangian format and then perform a Legendre transform to get the corresponding Hamiltonian.

As a first step, note that the “action” can be recast as

$$J = \int_0^{t_f} dt \left[ g(x(t), \dot{x}(t), u(t), t) + \frac{d}{dt} h(x(t), t) \right] + h(x(0), 0),$$

(B2)

where the final $h(x(0), 0)$ will be ignored from now on since our initial conditions are fixed and this term will not contribute to the minimization procedure:

$$J = \int_0^{t_f} dt \left[ g(x(t), \dot{x}(t), u(t), t) + \frac{d}{dt} h(x(t), t) \right]$$

(B3)

Next, we calculate the generalized momenta via

$$p(t) = \frac{\partial \mathbb{L}}{\partial \dot{x}},$$

(B4)

and calculate the Hamiltonian

$$\mathbb{H} = p(t) \cdot \dot{x}(t) - \mathbb{L}.$$  (B5)

To restrict down to our case our state variables are given by $|x(t)\rangle$, $|k(t)\rangle$, $(x(t), \dot{x}(t))$, and the control Lagrangian can be computed starting from the comparison of the cost function (with a Lagrange multiplier imposing the Schrödinger equation):

$$J = \langle x(t_f) | \hat{C} | x(t_f) \rangle$$

(B6)

with $\hat{H}$ and continuing through to Eq. (B3)

$$\mathbb{L} = \langle k(t) \rangle (i \hat{H} |x(t)\rangle - |\dot{x}(t)\rangle) + c.c.$$  (B7)

The generalized momenta are given by

$$|p_x(t)\rangle = \frac{\partial \mathbb{L}}{\partial \langle \dot{x}(t) \rangle} = \hat{C} |x(t)\rangle - |k(t)\rangle,$$

(B8)

$$|p_k(t)\rangle = \frac{\partial \mathbb{L}}{\partial \langle k(t) \rangle} = 0,$$

(B9)

$$p_u(t) = \frac{\partial \mathbb{L}}{\partial u(t)} = 0.$$  (B10)

Therefore, calculation of the control Hamiltonian gives

$$\mathbb{H} = \langle p_x(t) | \dot{x}(t) \rangle + \langle \dot{x}(t) | p_x(t) \rangle + \langle k(t) | \hat{H}(t) |x(t)\rangle + c.c.$$  (B11)

Since $\frac{d}{dt} \mathbb{H} = 0$ (remember that we are treating $u(t)$ as a variable), the control Hamiltonian should be conserved for all time. To verify this we can take the full time derivative

$$\frac{d}{dt} \mathbb{H} = -i \langle \dot{x}(t) | \hat{H}(t) |k(t)\rangle + c.c.$$  (B12)

$$- i \langle x(t) | \hat{H}(t) |k(t)\rangle + c.c.$$  
$$- i \langle x(t) | \dot{u}(t)(\hat{H} - \hat{C}) |k(t)\rangle + c.c..$$
Using the Schrödinger equations,
\[
\begin{align*}
\dot{x}^*(t) &= -i\hat{H}^*(t) |x^*(t)\rangle , \\
\dot{k}^*(t) &= -i\hat{H}^*(t) |k^*(t)\rangle ,
\end{align*}
\] (B13)
the first two lines exactly cancel with each other. The leaves the last line which can be rewritten using the notation of the main text as
\[
\frac{d\mathbb{H}}{dt} = -i \langle x(t) \rangle \dot{u}(t)(\hat{B} - \hat{C}) |k(t)\rangle + \text{c.c.} \quad \text{(B14)}
\]
\[
= -\dot{u}(t) \Phi(t).
\]
For optimal protocols we either are in a bang region where \(u(t)\) is constant implying \(\dot{u}(t) = 0\) or we are in a singularity where \(\Phi(t) = 0\). Therefore, \(\frac{d\mathbb{H}}{dt} = 0\) and the control Hamiltonian must be a conserved quantity.

Finally, we consider what modifications would need to be done to this picture by including a soft time constraint. Using the primes to refer to the setting where we have a soft time constraint and \(t_f\) is allowed to vary and unprimed quantities to refer to the original \(t_f\) fixed problem, we can relate
\[
J' = J + \lambda t_f
\] (B15)
where \(\lambda\) gauges the strength of the soft constraint and makes additional time usage unfavorable. Going through the derivation, we get the following modifications
\[
\mathbb{L}' = \mathbb{L} + \lambda, \quad \text{(B16)}
\]
\[
\mathbb{H}' = \mathbb{H} - \lambda. \quad \text{(B17)}
\]
Obviously since \(\lambda\) is time independent, \(\mathbb{H}'\) is still a conserved quantity.

**Appendix C: Soft Time Constraints**

This section explores the different forms of soft and hard time constraints, providing the details and derivations behind the explanation of “Time constraints” in the main text. This derivation also highlights the physical meaning of the control Hamiltonian, \(\mathbb{H}(t)\), discussed in the previous section.

We will consider two forms of time constraint: the first is a hard-constraint where we just give the system time \(t_f\) as considered in the main text, and the second imposes a linear cost for each additional amount of time taken. In terms of the hard constraint cost function (unprimed), the soft constraint cost function (primed) is
\[
J' = \langle x(t_f) \rangle \hat{C} |x(t_f)\rangle + \lambda t_f = J + \lambda t_f. \quad \text{(C1)}
\]
For the most part, this does not modify the equations of motion except the condition due to variations in the final time:
\[
\left[\langle x^*(t_f) \rangle \hat{H}^*(t_f) |k^*(t_f)\rangle - \text{c.c.} \right] \delta t_f = 0, \quad \text{(C2)}
\]
which does not apply in the hard constraint case since \(\delta t_f = 0\) and becomes
\[
(\langle x^*(t_f) \rangle \hat{H}^*(t_f) |k^*(t_f)\rangle - \text{c.c.}) = i\lambda, \quad \text{(C3)}
\]
for the soft constraints which can be thought of as a condition solely on \(t_f\).

When \(\lambda = 0\) and \(t_f\) is allowed to be free, Eq. (C2) combined with the form of \(\mathbb{H}(t_f)\), Eq. (B11), implies that \(\mathbb{H}(t) = 0\), and we can verify this numerically in both the quantum adiabatic limit and for QAOA protocols that are constrained by \(p\) but not \(t_f\).

However, the introduction of \(\lambda \neq 0\) modifies the \(\lambda = 0\) control Hamiltonian \(\mathbb{H}(t)\) so that the soft-constrained version (primed) is
\[
\mathbb{H}'(t) = \mathbb{H}(t) - \lambda. \quad \text{(C4)}
\]
Since this problem has a free final time, \(\mathbb{H}'(t) = 0\) (see Eq. (C3)), which means that the original control Hamiltonian for an equivalent hard constraint problem has \(\mathbb{H}(t) = \lambda\).

Furthermore, if we look at a hard-constrained problem with a cutoff of \(t_f\), the equations of motion are again the same, but the control Hamiltonian is equal to a non-zero constant, with the constant being dependent on \(t_f\). Since the equations of motion are identical, this constant is just \(\lambda\) again and just dictates how much soft-constraint would
lead to the same \( t_f \) as our hard-constrained solution. In practice, the dependence of \( \lambda \) on \( t_f \) (or vice-versa) is heavily influenced by the nature of the problem and how quickly the system approaches its ground state energy.

In Fig. 4 we plot the value of the control Hamiltonian versus \( t_f \) for \( t_f \)-constrained QAOA applied to a random MaxCut instance. To read off the equivalence between soft and hard constraints in this plot, draw a horizontal line from the \( y \) axis at the value of \( \lambda \) you have. Where that line intersects the desired \( p \) curve is the time that a soft-constrained problem with \( \lambda \) would prefer. Note that the \( \lambda \) line could intersect at multiple points, in this case, take the right-most point. For instance the intersections in the green shaded region will never be preferred by soft-constrained QAOA. Furthermore, any soft constraints, \( \lambda \), above the black dashed line are so constricted that they prefer a \( t_f = 0 \) solution with the \( p \) shown. As \( p \) increases further, the curves slowly start encroaching upward into this region.

Since soft and hard constraints are theoretically equivalent through this factor \( \lambda \), we focus on hard time constraints for most of the paper. Also note that \( \mathbb{H}(t_f) = \lambda = i \langle x(t_f) | [\hat{C}, \hat{B}] | x(t_f) \rangle \) can be measured and could be used as an estimate of the error rates in the system after a QAOA variational loop has been completed.

**Appendix D: Non-singular Bang Length**

One of our key results is that all optimal protocols must begin with a finite length bang (assuming we start in an eigenstate of \( \hat{B} \)) and end with a finite length bang (assuming our cost function is an expectation value of \( \hat{C} \)). One important question is whether we can estimate how long these respective bangs should be. Numerically, as seen in Fig. 2, these initial and final bangs remain large on the timescale of the system.

While the initial and final bangs are undergoing Hamiltonian evolution under a static Hamiltonian, it is not possible to use simple a priori arguments to determine the exact lengths of the bangs. This is because of a lack of boundary information. For instance, in the initial bang, we know the starting point of \( |x(0)\rangle \) but not the starting point of \( |k(0)\rangle \), both of which we need to determine the first value of \( t \) such that \( \Phi(t) = 0 \) which would herald the probable end of the bang. Similarly, at the end, we know that \( |k(t_f)\rangle = \hat{C} |x(t_f)\rangle \), but there is no a priori way of knowing what \( |x(t_f)\rangle \) is, that being the goal of these algorithms.

For both the initial and final bang, the length of the bang is determined by the time it takes \( |\Phi(t)\rangle \) to transition from \( \lambda \) to 0. Therefore, the value of \( \lambda \) will determine the lion’s share of how long the bang takes. As described in the main text, \( \lambda \) can be thought of as the penalty to the cost function for each extra amount of calculation. Therefore, the function \( \lambda(t_f) \) will depend primarily on how the achieved QAOA energy scales with \( t_f \). For instance, if the QAOA energy scales with \( O(1/t_f) \) towards the true ground state, then the cost function \( J' \) in Eq. C1 will be the trade-off between \( 1/t_f \) scaling in the energy and \( t_f \) scaling in the time cost, resulting in some balance that produces a preferred \( t_f \) curve like that seen in Fig. 4. We expect \( \lambda \) to decrease with increasing \( t_f \), but the exact form of that decrease will be problem specific as discussed in the main text.

In addition to \( \lambda \), one of the key factors determining the length of the bangs is how fast \( \Phi(t) \) can change. To first order, we can approximate this by \( \Phi(t_f) \) and \( \Phi(0) \). At the final time, it is easy to see that

\[
\Phi(t_f) = \langle x(t_f) | [\hat{B}, \hat{C}] | x(t_f) \rangle.
\]

For large enough \( t_f \), this quantity should depend primarily on the nature of the ground state and a few excited states. Because of our boundary conditions, we cannot write \( \Phi(0) \) in terms of only \( \langle x(0) | \) and not \( \langle k(0) | \), but we similarly expect (and see numerically) that this quantity is roughly constant.

Therefore, up to multiplicative constants, we expect \( \lambda \) to determine the scaling of the sizes of the bangs. Therefore, these bangs should become smaller and smaller as \( t_f \) is increased. Eventually in the true \( t_f \to \infty \) adiabatic limit, these bangs disappear recovering the standard form expected for quantum adiabatic computing.

**Appendix E: Classifying Singularities**

In the main text we prove that all optimal protocols begin and end with non-singular bang regions. In this section, we find no evidence that singular regions (i.e. smooth annealing regions) cannot exist frequently in the middle region, and we derive the conditions for such singularities. In fact numerically as seen in Fig. 2, we find that such singular regions are common in the true optimal protocol.

First, a singular region implies that \( \Phi(t) = 0 \) for an extended period of time, which by the constancy of the optimal control Hamiltonian [see Eq. 0 or Eq. E11] means that in a singular region with \( u^\star(t) \in (0, 1) \), \( \Phi_C(t) = \lambda \) and \( \Phi_B(t) = \lambda \).

In order for \( \Phi_C(t) \) and \( \Phi_B(t) \) to remain constant, all their time derivatives must be zero. Simple differentiation and application of the Shr"odinger equation show that the first derivative condition reduces to

\[
\Phi'[\hat{B}, \hat{C}] = 0,
\]

where \( \Phi_X \) for any operator \( X \) is defined by

\[
\Phi_X(t) \equiv i \langle k(t)| \hat{X} | x(t) \rangle + \text{c.c.}
\]

The second derivatives give the condition

\[
0 = \Phi[[\hat{B}, \hat{C}], \hat{B}] u^\star(t) + \Phi[[\hat{B}, \hat{C}], \hat{C}] (1 - u^\star(t)).
\]
At this level, there are three possibilities. The first possibility is that

$$u^*(t) = \frac{\Phi[[\hat{B},\hat{C}],[\hat{B},\hat{C}]](t)}{\Phi[[\hat{B},\hat{C}],[\hat{B},\hat{B}]](t) - \Phi[[\hat{B},\hat{C}],[\hat{B},\hat{C}]](t)}.$$  \hspace{1cm} (E4)

A similar form of singular control was explored geometrically in [7] where it was used to show a singular control for the Grover search problem that outperforms the traditional Grover problem (but has the same asymptotic scaling).

The second possibility is that only $\Phi[[\hat{B},\hat{C}],[\hat{B},\hat{C}]](t) = 0$, but this necessitates $u^*(t) = 0$, and while this is a singular protocol, it matches the form of a bang-bang procedure. There are known examples (for non-Ising models) of cases where such a bang-bang singularity is optimal [40].

The last would be that $\Phi[[\hat{B},\hat{C}],[\hat{B},\hat{B}]](t) = 0$ and $\Phi[[\hat{B},\hat{C}],[\hat{C},\hat{C}]](t) = 0$ which would necessitate considering higher derivatives, and this eventuality is discussed later.

If we have the first case, that just guarantees the derivatives are zero at this level, so we would need to go up to higher levels and verify compliance there. That compliance could be through a condition on $u(t)$ such as seen in Eq. (E4), but as we go up the ladder to higher derivatives, the requirements become overconstrained with two equations to satisfy at the next level, four at the next, and so on, making this possibility unlikely.

Another possibility is that all the $\Phi_k(t) = 0$ due to the nature of the states $|x(t)\rangle$ and $|k(t)\rangle$ which is the only possible source of singularities in classical systems linear in $\bar{x}(t)$ and $u(t)$ and then only if the control system lacks full controllability. This is not possible in our case by construction because our initial state, as a ground state of $\hat{B}$ must lie within the subspace defined by the shared symmetries of $\hat{B}$ and $\hat{C}$. Therefore, $|x(t)\rangle$ (and also $|k(t)\rangle$) must lie entirely within this same symmetry subspace. The Lie algebra generated by $\hat{B}$ and $\hat{C}$ can move us around fully within that subspace, with symmetries being what restricts down the controllability of the system, meaning that some operator within the Lie algebra generated by nested commutators of $\hat{B}$ and $\hat{C}$ must have a non-zero matrix element between $|x(t)\rangle$ and $|k(t)\rangle$.

For the reasons discussed above, we expect most singularities to be of the form shown in Eq. (E4) with other forms increasingly unlikely. The big question is whether we will see this form of singularity or a bang-bang form in general as the global, rather than local, optimum.

These singularities are similar to the forms seen in more traditional quantum optimal control literature for their version of singularities [32, 33].

It should be noted that all the conditions listed here are necessary conditions for optimality, not sufficient. In order for these conditions to be sufficient, $J$ would need to be a convex function of $|x(t)\rangle$ [30] which is not true in general for quantum systems. In quantum optimal control problems with no constraints on the control parameter and other conditions such as full controllability, false minima or traps that satisfy the optimal conditions but are not true optima are exceedingly rare [33]. However, when control and time constraints apply (as in our case), traps become more likely.

Our case does have a large number of constraints, so the standard logic from quantum optimal control theory about the non-idealness of singular solutions [32, 33] does not hold here. As was seen in the main text and discussed further in the next part of this section, in Ising models at least, the singularity from Eq. (E4) turns out to be the global minimum for the control landscape.

1. Forms of Singularities in Practice

While Fig. (2) was constructed using a gradient descent method, the singular regions must still follow the different forms of singularities possible for this problem as discussed in the previous section. This section discusses how the analytic results of the previous section apply to our numerics.

For instance, a large question is whether $u(t)$ in Fig. (4) obeys the singularity condition in Eq. (E4) or if it obeys some other condition derived from a higher derivative as discussed in the previous section. The answer to this question is twofold. For the most part, the singular $u(t)$ does obey Eq. (E4), especially in the middle of the smooth curve. However, it does not always follow this condition.

In Fig. 5, we reproduce Fig. (2), highlighting the re-
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\[
\mathcal{C} = \sum_{i<j} J_{ij} \hat{\sigma}_i^x \hat{\sigma}_j^x. \tag{F1}
\]

FIG. 6: This plot shows results for a particular instance of our Random Ising (RI) model, showing the optimal \(u(t)\) protocol, a \(p = 20\) constrained QAOA protocol that takes the same amount of time, and a highlighting of where the \(u(s)\) matches the singular condition from Eq. \(E4\). Note that the singular condition does not match for the entire annealing region, and we claim that this deviation is due mostly to premature stopping of the gradient descent procedure. Each plot represents a different final \(t_f\) value.

gion where the singular control obeys Eq. \(E4\) to within a numerical tolerance. Notice that the highlighted region does not encompass the entire singular region. This implies that for portions of the evolution, \(u(t)\) is obeying some higher order singularity condition as discussed, but not derived, in the main text.

Note that our simulation requires a discretization of \(u(t)\) into 1001 \(\Delta t\) steps and that our gradient descent only achieves the optimal up to some precision based on how long we run it. Therefore, the \(u(t)\) shown in Fig. 6 could have numerical errors shortening the range of agreement with Eq. \(E4\), but it is possible that higher derivative conditions are relevant here.

Appendix F: Additional Numerics

In the main text we focus on a particular instance of the MaxCut problem to provide example numerics. In this section, we expand to examining other problems, most Ising but with also some Heisenberg models, all of which exhibit roughly the same qualitative behavior. We also examine more in depth the behavior of these optimal bang-anneal-bang curves as \(t_f\) and \(n\) change. There are two additional Ising models that we will be considering here, both conforming to the basic form

\[
\alpha = 0.25 \quad \alpha = 0.75 \quad \alpha = 1.25 \quad \alpha = 1.50
\]

\[
\alpha = 0.50 \quad \alpha = 1.00 \quad \alpha = 1.50
\]

The first model, Randomized Ising (abbreviated RI), will just involve a randomized all-to-all connected \(J_{ij}\) matrix where each coupling is chosen randomly from the range \([-1, 1]\). The second model, Long-Range Ising (abbreviated LR), is motivated by our experimental collaboration \[29\] and involves a 1D chain of qubits interacting via

\[
J_{ij} = \frac{J}{|i-j|^\alpha}, \tag{F2}
\]

where we have taken \(J = 1\) in our dimensionless calculations.

First in Fig. 6 we show data from an instance of our RI model. In blue, we show the optimal \(u(t/t_f)\) procedure; in green we show a \(p = 20\) constrained QAOA procedure for the same problem; and in red we show where the protocol matches up with the singular condition from Eq. \(E4\). The singular condition does have gaps which we attribute mostly to the numerical precision of our gradient descent method. Note that this figure also demonstrates some of the key features we see in these protocols. The initial and final bangs become shorter and shorter as \(t_f\) increases, in accordance with our predictions from Section 1. Finally, the annealing region gains more structure and the number of oscillations grows as \(t_f\) increases. The structure of this oscillatory pattern is being explored further in follow-up work including a subset of the current authors \[43\].

In Fig. 6 we show results from the LR model for \(n = 5\) and \(t_f = 2\). Notice that the oscillations in the middle of the evolution have large enough amplitude that they reach the edge of the allowed domain and become bangs, at least for low \(\alpha\) plots. It is also interesting that for \(\alpha \geq 1\), the procedures are very similar in appearance. In
general, we have noticed that similar problem instances often lead to qualitatively similar curves.

Finally to give a non-Ising example, we present Fig. 8 which shows the optimal protocol when the Hamiltonian corresponds to a Heisenberg model:

\[
\hat{C} = \sum_{i<j} \frac{J_{ij}}{3} (\hat{\sigma}_i^x \hat{\sigma}_j^x + \hat{\sigma}_i^y \hat{\sigma}_j^y + \hat{\sigma}_i^z \hat{\sigma}_j^z) .
\]  

(F3)

The specific $J_{ij}$ matrix for this figure is the connectivity graph for an $n = 8$ 4-regular graph (the same one used in Fig. (1) of the main text). Most notably, this optimal protocol still maintains the bangs at the beginning and end and strongly requires them based off the sign and magnitude of $\Phi(t)$. In the interior region, both bangs and anneals are seen. The $\Phi(t)$ here is rougher and indicates that further fine-tuning with gradient descent is possible. This tuning is much harder numerically for this model since the current $\hat{C}$ is non-diagonal and more complicated to simulate. Overall, this plot does match with the results of our analytic analysis.