Spatial mapping of protein composition and tissue organization: a primer for multiplexed antibody-based imaging
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Tissues and organs are composed of distinct cell types that must operate in concert to perform physiological functions. Efforts to create high-dimensional biomarker catalogs of these cells have been largely based on single-cell sequencing approaches, which lack the spatial context required to understand critical cellular communication and correlated structural organization. To probe in situ biology with sufficient depth, several multiplexed protein imaging methods have been recently developed. Though these technologies differ in strategy and mode of immunolabeling and detection tags, they commonly utilize antibodies directed against protein biomarkers to provide detailed spatial and functional maps of complex tissues. As these promising antibody-based multiplexing approaches become more widely adopted, new frameworks and considerations are critical for training future users, generating molecular tools, validating antibody panels, and harmonizing datasets. In this Perspective, we provide essential resources, key considerations for obtaining robust and reproducible imaging data, and specialized knowledge from domain experts and technology developers.

Mammalian tissues comprise a diverse array of cells that possess unique functional attributes and activation states. Many existing methods—immunohistochemistry (IHC), immunofluorescence (IF), transcriptomics, mass spectrometry—and cytometry—capture this heterogeneity and complexity by studying tissues and organ systems at single-cell resolution. All of these approaches represent a trade-off between spatial information and coverage depth. Flow- or droplet-based single-cell methods, such as multiparameter flow and mass cytometry, single-cell RNA sequencing (scRNA-seq), and cellular indexing of transcriptomes and epigenomes by sequencing (CITE-seq) can define unique cell subsets with incredible granularity. These technologies have greatly expanded our understanding of cell types and states and offer new ways for multiparametric stratification of samples or patients while identifying potential targets for clinical research. However, they typically require tissue dissociation and do not provide a spatial context for cell-to-cell interactions present in normal tissues and altered in disease. Furthermore, these methods fail to retrieve all cell types owing to a combination of factors including, but not limited to, differences in dissociation procedures for individual cell types within a tissue, cell loss during sorting, and low sampling owing to cost or sequencing depth. While recent imaging- or sequencing-based methods probe the spatial transcriptome at single-cell resolution, in situ protein detection overwhelmingly relies on antibodies. Hence antibodies have been at the core of several new multiplexing approaches that allow detection of spatial...
cellular organization and composition of tissues at the protein level\(^{17,18}\) (Supplementary Table 1).

These multiplexed imaging technologies enable detailed interrogation and characterization of cell types of interest—lymphocytes, stromal cells, structural markers—in human tissues beyond the spectral limitations of conventional fluorescence microscopy (typically <5 targets). As the number of protein biomarkers detected via multiplexing increases (typically >10–50 parameters) (Fig. 1a), the assays become increasingly more complex. Therefore, additional effort is required for multiplexed panel design, antibody validation, and careful data acquisition to avoid artifacts while maintaining reproducibility. Future analyses will require robust workflows that yield high-quality images and the computational tools needed to optimally mine these data. Here, we provide a summary of several multiplexed antibody-based imaging approaches and outline strategies for sample and custom reagent preparation, rigorous antibody validation, and multiplex panel building. We then discuss unique challenges surrounding the processing, analysis, and storage of imaging data. Finally, we share a perspective on the future of the field that highlights the utility of these methods and provides practical guidelines for widespread adoption for the methods discussed here.

**Multiplexed antibody-based imaging methods**

Multiplexed antibody-based imaging methods can be classified on the basis of the mode of antibody tagging (such as metal tag, fluorophore, DNA oligonucleotide barcode, or enzyme) and detection...
modality (for example mass spectrometry, spectroscopy, fluorescence, or chromogen deposition), with each approach providing distinct advantages and disadvantages (Supplementary Table 1 and Fig. 1b). Detailed descriptions of these methodologies have been discussed elsewhere\(^1,10,20\), so we focus on the practical aspects of highly multiplexed imaging experiments. Of these antibody-based imaging modalities, fluorescence-based multiplexed imaging is the most established given the wide availability of reagents and imaging systems (Fig. 1b). Typically, fluorescence experiments are limited to visualizing 4–7 antigens within a single imaging cycle owing to spectral overlap of selected fluorophores and availability of labeled commercial antibodies. Hyperspectral methods enable data collection beyond this limit, achieving single-pass multiplexed imaging of up to 21 channels by utilizing fluorophores with diverse excitation and emission spectra, advanced instruments, and methods that enable compensation for spectral overlap\(^4\) (Supplementary Table 1).

Even higher-dimensional datasets can be obtained through an iterative, multistep process (or cycle) that includes (Fig. 1b) (1) immunolabeling with fluorescent or oligonucleotide-barcoded antibodies, (2) direct image acquisition (fluorescent antibody-stained material), or reaction with fluorescent complementary oligonucleotides for a subset of the tagged antibodies, followed by image acquisition, and (3) fluorophore inactivation or removal of antibodies or hybridized oligonucleotide probes. This process circumvents spectral overlap by removing fluorescent signals after each cycle. Using iterative staining, imaging, and bleaching/antibody-removal methods, such as tissue-based cyclic immunofluorescence (t-CyCIF), iterative indirect immunofluorescence imaging (4i), iterative bleaching extend multiplexity (IBEX), multiepitope-ligand cartography (MELC), and multiplexed immunofluorescence (MxF; Cell DIVE), it is possible to detect >60 targets in the same tissue section using off-the-shelf antibodies with fluorescent secondaries or fluorcently conjugated primaries\(^11,12\). Critical considerations for the implementation of such methods are the extended experimental time due to lengthy antibody incubation steps, potential for epitope loss, tissue degradation, and incomplete fluorophore inactivation over successive cycles. For these reasons, it is important to include appropriate controls as outlined here and described previously\(^22–24,29\).

Alternative methods that rely on DNA-barcoding of antibodies, such as DNA exchange imaging (DEI)\(^39\), immunostaining with signal amplification by exchange reaction (immuno-SABER)\(^38\), and co-detection by indexing (CODEX)\(^22,23\), allow one-step immunostaining and fast sequential barcode readout through rapid binding/unbinding of fluorescent oligonucleotides. Although these methods can detect a high number of target molecules in a wide range of tissues, their utility is limited in samples in which harsh fixation has reduced epitope retention or tissues with high autofluorescence. Amplification methods such as Immuno-SABER\(^38\), immunosignal hybridization chain reaction\(^36,39\), and enzymatic (for example horseradish peroxidase\(^36\)) or tyramide signal amplification (TSA)\(^4\) approaches can be used to improve signal-to-noise while increasing the detection of low-abundance epitopes. Until recently, TSA methods such as Opal IHC\(^8\) have been restricted to the simultaneous detection of 6–8 markers\(^8\) as tyramide-linked fluorophores remain bound to the tissue despite rounds of antibody removal and amplification. Nonetheless, it has recently been shown that the fluorophore limitations of Opal IHC could be extended using lithium borohydride to eliminate signal from several Opal dyes, providing a means for the capture of highly multiplexed images in heavily fixed tissues\(^34\).

An alternative to fluorescence-based approaches is mass spectrometry (MS)-based methods that incorporate ionizable metal mass tags (Fig. 1b). These technologies enable visualization of >40 biomarkers in a tissue section using a single master mix of metal-conjugated primary antibodies and do not require antibody staining/removal cycles. The two most common technologies are multiplex ion beam imaging (MIBI)\(^25\) and imaging mass cytometry (IMC)\(^8\), which differ by the use of an ion beam or laser, respectively, for tag ionization. The major benefit of these MS-based technologies is the ability to detect and resolve dozens of metal-isotope-labeled antibodies simultaneously, aptly named ‘all in one.’ The metal ion barcodes possess low background signal by circumventing auto-fluorescence and incorporating high instrumental mass-resolving power. Unlike other multiplexed approaches, samples must be vacuum stable, and antibody labels cannot be amplified. However, the limit of detection of MS systems is on the order of attomoles. The availability of bovine serum albumin (BSA)-free antibody formulations is a limitation shared with other imaging workflows requiring custom reagent creation, for example chelation or fluorophore conjugation. An additional potential barrier associated with expanding metal-tagged antibody panels is access to sufficient amounts of isotopically pure lanthanide metals. While image acquisition occurs in one cycle, it can be slow when considering large fields of view (~200 px/s or 1 mm²/2 h)\(^3\). Finally, to date, the instruments are less operationally stable than conventional fluorescence microscopes and require more specialized staff and environments for effective use.

Other spectroscopy methods that also employ all-in-one data collection include multiplexed vibrational imaging\(^36\) using techniques such as stimulated Raman scattering (SRS) or surface enhanced Raman spectroscopy (SERS). Instead of mass barcodes, these methods utilize the enhanced vibrational signatures of fluorophores and specialized modifiers at different wavelengths for multiplexing over 20 targets. Sample preparation for spectroscopic multiplexed imaging is similar to that for fluorescence microscopy and can be performed on various tissue preparations without a vacuum system.

Beyond investigating tissues in two dimensions (2D), recent advances in sample preparation and imaging have enabled exploration of entire tissue volumes (three dimensions, 3D) to allow a deeper understanding of total organ architecture while permitting detailed characterizations of rare cells that are frequently undersampled in thin (~5–10 µm) tissue sections\(^41\). For instance, chemical clearing methods can be applied to transform intact tissues and organs into robust, transparent samples for future antibody staining and imaging. Importantly, clearing methods must preserve the spatial distribution of proteins and nucleic acids while remaining permeable to fluorescent probes. Several tissue-clearing options can be used, such as: clear lipid-exchanged anatomically rigid imaging/immunostaining-compatible tissue hydrogel (CLARITY), clearing-enhanced 3D (Ce3D), system-wide control of interaction time and kinetics of chemicals (SWITCH), magnified analysis of proteome (MAP), stabilization under harsh conditions via intramolecular epoxide linkages to prevent degradation (SHIELD), entangled link-augmented stretchable tissue-hydrogel (ELAST), and protein retention expansion microscopy (pro-ExM)\(^42–46\). After clearing, tissues have been reported to be amenable to antibody staining and subsequent probe removal using either heat, detergents\(^42,44–46\), oligo-probe dehybridization, or fluorochrome reduction. This allows the potential for higher multiplexed 3D imaging. Owing to the volume of tissue being analyzed, staining and imaging steps are significantly longer than in conventional histology, although the use of electrophoresis-accelerated antibody transport\(^46\) and light-sheet microscopy enables whole murine organs to be stained in a day and imaged within hours. Together, these approaches enable rapid and multiplexed 3D interrogation of intact tissues, providing system-scale structural and molecular information.

Initial experimental considerations

When selecting a multiplexed antibody-based workflow to adopt or implement, we suggest following the mantra: ‘begin with the end in mind.’ The number of samples, whether multiplexed imaging will be a core focus of the outlined work, available budget, and analytical support are key considerations when choosing an approach for spatial profiling of tissues (Fig. 2a). As discussed above, each
multiplexed imaging method has distinct advantages and disadvantages. Therefore, questions about final data requirements, available samples and format, and existing infrastructure must guide the choice of multiplexed imaging method (Fig. 2b and Supplementary Table 1). Similarly, the first and most essential step of creating a multiplexed imaging panel is to determine the scientific questions to be addressed. As all multiplexed imaging modalities share the process of creating and validating multiplexed antibody panels, we focus on the majority of our recommendations on creating a validated panel of 10–60 antibodies (Fig. 3).

Tissue handling. The multiplexed antibody-based imaging methods described here are compatible with a wide range of tissue and sample preparations including fresh frozen (FF), formalin-fixed, or formalin-fixed paraffin embedded (FFPE, Fig. 3). When deciding on a sample preparation method, one should consider the preservation of tissue architecture, long-term storage conditions, epitope accessibility, and ease of multiplex tissue imaging. To this end, FFPE workflows preserve overall tissue architecture and cellular morphology better than do most FF methods.54,55. Additionally, most clinical or archival tissues are stored as FFPE blocks due to enhanced preservation and compatibility with room-temperature storage. However, FFPE preservation renders many target epitopes inaccessible, increases autofluorescence due to formalin fixation56–59, and frequently requires antigen retrieval52,53. In contrast to single-marker IF/IHC, antigen retrieval conditions suitable for one epitope may be incompatible with another epitope, requiring different antigen-retrieval methods for distinct molecules, making multiplex panel development increasingly challenging. In contrast, FF tissues overcome the need for antigen retrieval but instead require immediate snap freezing and ultralow temperature storage (≤−80 °C) for best tissue preservation60–62. Lastly, a tissue-preservation method employing 1% paraformaldehyde and a detergent has been shown to preserve tissue architecture, minimize tissue autofluorescence by lysing red blood cells, and enable immunolabeling with a large range of antibodies without the need for antigen retrieval in a variety of human and mouse tissues63–65.

Costs. An overlooked consideration when designing highly multiplexed imaging experiments is the overall cost and time investment, including that for reagents, antibodies, training, panel optimization, image acquisition, and data analysis (Fig. 3). Ultimately, the cost per unique data point and power of contextual multiplexed data can be useful metrics when rationalizing the increased costs described below. For example, whereas a single-plex experiment can cost a few hundred US dollars, a 50-plex panel could cost many thousands of US dollars for an identical number of tissue samples. Several factors contribute to the substantial increase in time and cost of the panel, including the complexity of the panel (for example number of antibodies, specimen type, sample preparation steps), stability of target epitopes over multiple cycles (if applicable), antibody compatibility and performance under unified immunolabeling conditions, and iterative panel design and adjustment for optimal results. Moreover, identifying and obtaining candidate antibodies can take days to weeks and may additionally require modification of primary antibodies with direct tags. In particular, in situ validation can consume weeks or even months for complex panels applied to a new tissue type where each antibody needs to be validated first in single-plex experiments and then assessed for performance within the entire panel. Not all antibody clones are likely to work across all multiplexed technologies, and each multiplexing technology requires sample-specific antibody titration. MS-based platforms are even more expensive, requiring specialized imaging instrumentation and expensive labeling reagents. Beyond raw materials, training requirements vary widely across different assays and methodologies and can dramatically increase costs. More time is invested in panel development in fluorescence-based approaches than in MS-based approaches because of the cyclic nature of these methods. However, as multiplexed methodologies are commercialized and adopted by core facilities, the time, training, and optimization costs will ultimately decrease.

Target selection. Additionally, it is critical to consider downstream analytical requirements: image registration (for example nuclear labels such as DAPI or Hoechst 33342)66–69, cellular segmentation (for example robust nuclear and membrane stains)70, and unsupervised clustering (for example phenotyping discrete populations using a combination of markers)71,72. By considering these requirements, putative markers are suggested to be ranked and categorized as ‘essential’ or ‘desired,’ greatly expediting overall panel development. This information, along with the budget and approximate timeline, will determine the number of markers to be included in a multiplexed imaging panel.

Marker selection can be guided by expert knowledge, existing literature, orthogonal datasets, and/or online resources (Supplementary Table 2). After establishing a target list of molecules, evaluating and purchasing appropriate antibodies is the next step. In recent years, multiple antibody search engines have been generated, offering intuitive user interfaces that curate antibody clones by citations or artificial-intelligence-based approaches (Supplementary Table 3). In addition to identifying highly cited antibody clones, these platforms allow investigators to query many relevant search fields, such as tissue and cell type, application, company, and host species, while often providing reference images. Notably, these databases do not provide details on performance related to multiplexed imaging, such as epitope stability, steric hindrance, and compatibility with other antibodies. For these reasons, we provide a list of antibody clones previously validated for FF, formalin-fixed, and/or FFPE prepared mouse and human tissues using high-content imaging methods (Supplementary Dataset). Additionally, a recent report outlining tissue-specific panels for highly multiplexed imaging of diverse human tissues is available73. These resources serve as a starting point for creating custom panels and can be tailored to the multiplexed imaging method and question(s) of interest.

For laboratories interested in routine multiplexed imaging, we recommend creating base panels with well-established antibodies that can be expanded as needed. Such an approach reduces the time and capital associated with antibody validation. Moreover, recombinant monoclonal or multiclonal antibodies with appropriate quality-control measures offer the least lot-to-lot variation, making them preferable for highly multiplexed panel development. Beyond that, preference is given to rigorously quality controlled hybridoma-derived monoclonal antibodies and, lastly, to polyclonal antibodies. Applications and sample-specific testing of each vendor lot is recommended to ensure reproducibility across experiments regardless of antibody type.

Creating custom reagents

Many low-plex IHC and IF methods utilize primary antibody detection via a secondary antibody (indirect detection) to enable signal amplification. While convenient, these indirect labeling approaches often cannot be employed to obtain highly multiplexed datasets owing to significant overlap between the primary antibody host species and isotype. Consequently, it is often necessary to modify primary antibodies with functional groups that enable detection (Fig. 4 and Supplementary Table 1). Ultimately, reagent preparation strategies are driven by the cost, availability of materials, technical capabilities, scale, and intended experimental design.

Numerous conjugation methods are used for antibody labeling, each having distinct advantages and disadvantages as well as several tunable variables including, but not limited, to: crosslinker chemistry, crosslinker concentration, pH, modifier concentration,
reaction buffer, and purification strategy. Factors like degree of labeling and conjugate purity/homogeneity might vary depending on the method and adjustable variables. Frequently, conjugation chemistries target lysine, cysteine, or glycan residues of the antibody (Fig. 4), though there are other site-directed approaches that target the amino terminus, defined lysine groups, or the fragment

---

**Fig. 2** | Considerations for the choice and implementation of multiplexed antibody-based imaging technologies into existing workflows. a, Open-source, commercial, and core facility options can be separated by advantages and disadvantages related to ease of implementation, initial cost investment, cost per experiment, flexibility and customization, and the required expertise. b, Several factors govern which method to implement: imaging data requirements (area of tissue needed to be imaged per sample, resolution of final images, time required for imaging each sample, number of markers), sample requirements (number and format of samples, preservation method used for samples, tissue autofluorescence, and whether 2D or 3D volume data are needed), and infrastructure requirements (where existing equipment can be leveraged, level of bioinformatics needed for analysis, technical support, and whether reagents can be purchased or must be customized). Comparisons between different multiplexed imaging techniques are summarized in Supplementary Table 1 and have been described in greater detail in other reviews.
Conjugation chemistries. Lysine-directed conjugations are typically preferred for conventional dyes and oligonucleotide barcodes because they are quick, cost effective, controllable, and scalable. A typical IgG has over 40 solvent-exposed lysines, and the extent of conjugation on these residues enables adjustment of the antibody to modifier ratio. While optimized, the labeling is not site-specific and can result in heterogeneous conjugation and crossreactivity with non-lysine amino acid residues. If critical lysines are in the antibody active site, the modification can reduce epitope binding activity. These factors can make probe standardization and validation more difficult, although recent publications have described site-specific lysine modification, which may address some of these issues.

Alternatively, cysteine-directed conjugations are also fast, cost effective, scalable, and preferred for the addition of metal tags and oligonucleotide barcodes. While cysteine-based conjugation has been shown to generate more homogeneous and reproducible outcomes, there are only 12 available cysteine sites on a typical IgG. In addition to a lower degree of labeling, the proximity of cysteine residues may result in dyes conjugating near one another, which tends to reduce fluorescence due to quenching. Furthermore, the antibody must be mildly reduced with dithiothreitol or 2-carboxyethyl phosphine (tris) prior to conjugation with maleimide-fluorophore/chelator or crosslinkers, which can impact the antibody structure and affinity.

Often, glycan-directed approaches are preferred for small-scale conjugations, when other protocols fail, or when conjugating oligonucleotide barcodes. On average, an IgG contains two glycan sites on the heavy chain. Because of this, glycan-directed conjugations are site-specific, require less optimization of the antibody to modifier ratio, are more reproducible, and avoid binding site inactivation. Unfortunately, the protocol is typically longer and requires enzymatic reactions, which are more costly and difficult to scale.

Standard commercial antibody formulations may not be directly compatible with conjugation chemistries since they often contain sodium azide, bovine serum albumin (BSA), glycerol, and/or cryoprotectants. To facilitate conjugation, we recommend purchasing antibodies in simple buffers such as PBS or performing affinity purification. Further, stocks should be maintained in PBS or borate buffered saline. As each conjugation results in antibody loss, starting with 50–100 µg of the purified antibody is recommended to yield an appreciable amount of product. Although conjugation procedures and methods significantly vary, we visually summarize common approaches (Fig. 4).

Conjugation considerations. Ultimately, the generation and validation of custom antibody reagents is a major bottleneck for developing multiplexed antibody-based imaging panels. Extended experimental planning and validation of conjugated antibodies associated with multiplexed experiments increases the cost and effort compared to their single-plex counterparts. Custom conjugation also introduces additional batch-to-batch variations, especially for the small-scale preparations done in academic research groups. While commercial custom conjugation services and ready-made conjugation kits make it easier to modify antibodies for custom panels, a wider selection of off-the-shelf primary antibodies conjugated with standard sets of dyes, metals, and oligonucleotide barcode libraries will facilitate their greater adoption. Additionally, antibody performance is frequently affected by the choice of metal tag, fluorophore, or oligonucleotide barcode to which it is conjugated (Supplementary Fig. 1). For this reason, antibodies that target low-abundance epitopes should be conjugated to bright fluorophores that do not overlap
with native autofluorescence. Similarly, metal groups and oligonucleotide sequence combinations that have been previously validated for the tissue type are preferred. After custom conjugations, the functionality of the final antibody–conjugate should be confirmed by comparison to the unconjugated version and reassessed with the target assay (Fig. 4). Modified antibodies may also require alterations in tissue blocking and antibody incubation conditions for optimal performance.

Multiplexed antibody panel design and development

Antibody validation. Antibodies must be validated for each workflow as antibody performance depends on tissue type, preservation method, antigen retrieval conditions, final antibody concentration, incubation buffers, and detection method (Fig. 3). While best practices for antibody validation have been described by Uhlen et al., and have been extensively covered before, for multiplexed antibody-based tissue imaging, we recommend considering: (1) tissue and subcellular location of an antibody target, (2) positive and negative tissue controls, (3) native tissue autofluorescence and other types of background, (4) marker compatibility (for example no crossreactivity or steric hindrance between antibodies), (5) confirming antibody specificity through single-plex IF or IHC experiments, and (6) signal-to-noise, particularly for experiments that cannot be amplified (Supplementary Fig. 1). In addition to the antibody-specific search engines discussed here (Supplementary Table 3), regularly updated databases (Supplementary Table 2) can
aid in establishing the location and relative abundance of a marker. Using this information, one can validate antibodies using appropriate tissues with well-documented expression of targeted molecules. Additionally, knockout or knockdown cell lines\(^{24,27}\) or tissues with distinct spatial expression patterns of targets, can be used to further validate the specificity of an antibody\(^{31,36}\). Finally, pathologists can provide invaluable input into the specificity of antibody staining, particularly in the case of rare clinical samples or atypical markers, where artifactual staining may be more difficult to discern. While we provide an overview of antibody validation for multiplexing here, earlier resources provide a more in-depth and focused discussion of the antibody validation process\(^{26,29}\). To increase reproducibility and confidence in the results, we recommend including metadata on antibody validation with published work (Supplementary Table 4).

An additional consideration affecting antibody performance is native tissue autofluorescence, which can vary widely with tissue type, disease state, sample preparation, and fixation method\(^{30,31}\). Autofluorescence can significantly impact the visualization of markers, particularly if these markers are not paired with fluorophores or spectral channels that have higher signal yields. Thus, even if an antibody is validated for its target specificity, its effective use will depend on the anticipated signal in each tissue as compared with tissue autofluorescence, particularly if the label cannot be amplified. Although there is no standard protocol for controlling autofluorescence, we provide strategies for minimizing signal from commonly encountered endogenous fluorophores as a resource to the field (Supplementary Table 5).

**Full-panel validation.** Many of the multiplexed imaging methods discussed here employ high numbers of antibodies incubated simultaneously or iteratively\(^{31,21,25,30}\). Therefore, once the desired marker list is established and antibody specificity validation is complete, it is necessary to validate the full panel, as there may be cross-reactivity between antibodies or spectral overlap from reporters or barcodes within the panel that need to be adjusted (Fig. 3). When antigen retrieval is required for any of the antibodies in a multiplex panel, the same method of antigen retrieval must work for all antibodies in the panel. Thus it is crucial to compare specificity of an antibody within a multipplexed panel to its performance within a single-plex experiment. If an antibody does not perform similarly to this single-plex experiment, further adjustments may be needed (for example optimization of the staining or conjugation conditions, or alternative clones).

Finally, we recommend titrating antibodies over their dynamic range to determine the best signal-to-noise ratio while limiting spectral overlap\(^{31}\). Initial antibody validation and multiplex panel design can be performed in control tissues that are prepared in the same manner as the experimental tissues. The use of control tissue allows precious samples to be reserved for final image collection using the fully validated panel of antibodies. Cell or tissue microarrays (TMAs) are particularly useful for a quantitative assessment of the optimal antibody titrations on the same slide\(^{22,78}\). TMAs, especially multi-organ TMAs, are also recommended for validation of the antibody specificity across multiple tissues in a single staining round. Recently, TMAs were used to validate IMC antibodies and predict biomarkers relevant to disease outcome using AQUA\(^{26,29}\), a software that uses molecularly defined compartments to automatically measure signal intensity with subcellular resolution. For cyclic methods, it is necessary to verify that tissue morphology and target epitopes remain intact during each stain/bleach cycle or the antibody-removal steps. Verification methods have been detailed elsewhere and include (1) comparing antibody performance in single-plex (serial) and cyclic (iterative) imaging experiments\(^1\), (2) varying the order of antibody addition (first cycle versus the fourth cycle), and (3) reimaging the same target across multiple cycles\(^{24}\). If loss of antibody immunogenicity is observed, we recommend placing the affected antibody earlier within the cycle order, substituting with a different clone, or optimizing the cycling conditions such that low-intensity antibodies proceed high-intensity antibodies.

**Reproducibility and data analysis**

One of the greatest challenges facing any scientific method involves reproducibility and rigor of the published conclusions\(^{30}\), particularly for antibody-based approaches that are prone to variable results in the absence of tightly controlled experiments\(^{31}\). Owing to the complexity surrounding multiplexed antibody-based experiments, we encourage the inclusion of detailed validation data in published work or for these data to be deposited as part of publicly available datasets. By mandating and standardizing these processes, we can facilitate appropriate data publishing and use practices, which will undoubtedly improve the experimental rigor and reproducibility. Sharing data on effective antibodies collectively saves an enormous amount of time and resources, but requires extensive, multipronged validation and stable antibody production. We believe that commercial products play a major role in the future adoption and high-fidelity use of multiplexed methods. Access to application-specific vendor validation and quality-control data with detailed information (for example optimal concentration, tested antigen-retrieval protocols, buffer conditions, stability/storage conditions, RRID/clone information), production of monoclonal antibodies with known sequences/epitopes, broader antibody tag options, and flexible formulations (for example conjugation compatible buffers, lyophilized products) will greatly support the field. Publicly available data repositories, such as the HubMAP data portal\(^2\), HTAN data portal\(^3\), The Human Protein Atlas\(^4\), The Cancer Imaging Archive\(^5\), and The Image Data Resource\(^6\), can be leveraged as early domains for sharing and assessing data.

Another large source of variability comes from how and to what extent the raw imaging data are processed. To facilitate this discussion, we propose using predefined data states that can describe any multiplexed imaging set (Supplementary Table 6). Many of these processing and segmentation analyses can be performed using a combination of commercial, freeware, and lab-built software packages. Some of the most widely used software packages include Zen (commercial and freeware, Zeiss), ImageJ (open source)\(^7\), ASHILAR (open source)\(^8\), cytofiks (open source)\(^9\), CellProfiler (open source)\(^10\), CellPose (open source)\(^11\), NAPARI (open source), CODEX Processing and inForm/MAV (commercial, Akoya Biosciences), HALO (commercial, Indica Labs), QUPath (open source)\(^12\), DeepCell (open source)\(^13\), ilastik (open source)\(^14\), Visiopharm TissueAlign/TMA (commercial, Visiopharm), his-tocAT (open source)\(^15\), MCMICRO (open source)\(^16\), Squidpy (open source)\(^17\), CytoMAP (open source)\(^18\), and many others\(^19-100\). Alternative, segmentation-free approaches have also been developed for quantitative analysis of imaging data using pixel-based assignment of subcellular features\(^92,97,99\) as well as classification of irregularly shaped myoepithelial cells\(^101\).

Multiplexed tissue-imaging experiments typically result in sizable files owing to multiple imaging cycles for large regions of interest scanned with tiling and z-stacks. To account for this, workstations or computer servers with extensive memory, high processing speeds, efficient graphic cards, integrated storage, and multicore processors are required for handling these large datasets. Generally, processing pipelines work down the data state levels and are, principally, an accumulation of different software packages that transform the raw data into processed and segmented data. Of note, cell type or functional unit annotations typically require incorporating the opinion of a field expert (for example a pathologist or tissue biologist) which limits the speed, and sometimes the accuracy, of the assignment, as such tasks cannot be easily automated.
Future directions and challenges

Despite the efforts required for more complicated experimental design and thorough validation, multiplexed imaging experiments are important, and often the only way to visualize diverse cell types and physiological states within complex biological systems in situ. For instance, the most recent advances in multiplexed imaging technologies allow over 60 antigens to be stained within a single tissue section; an order of magnitude higher than single-pass experiments performed on the best microscopy systems. Most mammalian systems contain hundreds of different cell types that serve essential functions and are subject to regulation by their spatial position and neighbors. Importantly, disease formation, progression, and treatment response may be governed by unique cellular associations within tissues. All of these factors necessitate highly multiplexed microscopy approaches to understand the complexity of healthy and diseased tissues. In a recent example, >50 proteins were visualized to reveal how distinct cellular neighborhoods orchestrate the spatial organization of the immune tumor microenvironment and contribute to colorectal cancer outcome.

Extending capabilities and reach. Antibodies have long formed the backbone of in situ protein detection, yet they are imperfect tools that require careful characterization and empirical optimization, which makes multiplexed implementation tedious. They are large molecules whose diffusion, target access and binding are highly sensitive to sample preparation conditions, and critical biochemical characterization information, such as antibody protein sequence, stability, exact epitopes, or binding kinetics, is rarely available. Widespread availability of recombinant antibodies, a bigger selection of nanobodies, and alternative probes like aptamers and engineered binders have the potential to make multiplexed antibody panel creation more efficient and lower cost in the future. Also adoption of multiplexable signal amplification methods (as described above) and brighter nano-emitters as alternatives to commonly used organic dyes would improve the detection sensitivity of multiplex experiments.

Further improvements are expected to include improved reproducibility, automated end-to-end workflows, a higher number of markers per experiment, larger imageable areas, and inspiration from outside the field of multiplexed imaging. Of note, a recent study incorporated principles from astronomy to aid in the collection of high-quality datasets from a six-plex TSA-based imaging assay of human melanoma samples. The resulting workflow, AstroPath, offers guidelines for operator-independent field selection and solutions for commonly encountered problems in multispectral imaging including image processing artifacts, improper image segmentation and classification, and batch-effects due to variation in marker intensities. Importantly, these principles are scalable to the high-content imaging assays described here. Another exciting area of development involves computational/automated segmentation of multiplexed images for specific cell types and subtypes to enable tissue-wide assessment of cellular populations. To this end, the HuBMAP consortium has invested significant resources to compare existing cell-segmentation algorithms for their ability to segment membrane and nuclei across multiplexed imaging platforms and defined data-processing pipelines. In contrast to the many methods described for cellular segmentation, our ability to segment bulk functional units, such as glomeruli within the kidney or ventricles in the heart, are not as advanced. While individual cells are functionally important, their active coordination within anatomical structures is critical for overall organ function. Multiplexed microscopy approaches are key for advancing this field, as several markers are often needed to define a structure completely, and automation enables bulk tissues to be analyzed quickly. Finally, effective implementation of these analytical methods in thicker volumes will greatly advance organ-level studies.

Dealing with data: standardization, reproducibility, and storage challenges. While the increased parameter depth is crucial for understanding complex mammalian systems, each cycle or protein biomarker provides additional data, often leading to terabytes of raw microscopy images. As such, there are considerable challenges associated with transferring, storing, and sharing raw data. These datasets present challenges, as multiplexed experiments often require proprietary software, and scale with the number of cycles, markers, and samples captured. The sheer size of datasets alone presents unique challenges for storage and handling. For instance, the raw data for a 10-cycle CODEX experiment (200 tiles, 11 z-stacks, ×20 objective) is >1.5 TB (150 GB/cycle of 3 probes and DAPI). Many databases or data banks will not store data of this size without considerable cost to the authors or journal, discouraging open data sharing. Processing steps such as compression, extended depth of field, and overlap cropping will reduce the file size considerably (~290 GB using the above example), but this involves altering the image, preventing others from reprocessing the original data with improved algorithms and software. Moreover, data analysis and processing steps should be transparent, such that analysis-specific metadata or processing standards are reported to enhance the reproducibility and reliability of the final dataset in line with FAIR data reporting standards. The HTAN consortium has recently provided detailed guidelines and references for components and a structured database for recording of multiplex tissue-imaging metadata. Datasets are most valuable if available in an open or nonproprietary format, such as OME-tiff or BDV, which enables free access to datasets in standardized formats. As an alternative, long-term storage or archiving solutions (cheap but slow) can be utilized for raw data (state 0), whereas higher-level data states are maintained on more accessible storage solutions (more expensive but easier to access) (Supplementary Table 6).

Challenges in managing these large datasets are further compounded by the different approaches and tools used to acquire and process the data. Remedying this requires standardized, nonproprietary formats and common infrastructures for sharing and depositing data. We see value in adopting the open science culture and nationally or internationally funded and managed large data repository structures, such as the HuBMAP data portal and the Cancer Imaging Archive. This endeavor surely requires a concerted effort from all stakeholders including funding bodies, publishers, method developers, biotechnology companies that commercialize these methods into hardware, software, and chemical products, and the scientists who utilize these resources.

From multiplexed imaging to sequencing. As multiplexed imaging approaches are integrated with orthogonal modalities such as flow cytometry, CITE-seq, mass spectrometry, transcriptomics, and spectroscopy, it is crucial to bring the resulting data closer to established ‘omics’ practices. Incorporating the multiplexed antibody recommendations discussed here will improve the characterization of cell types and potentially lead to the discovery of cell (sub)types. In addition to independent validation of new discoveries, such multimodal analysis will enable simultaneous measurement of gene expression and protein products for individual cell types and allow a better understanding of the physiological functions and interacting partners of cells in complex tissues. In addition to the multiplexed imaging methods covered here, new techniques such as DBit-Sequencing and Digital Spatial Profiling offer a spatially defined collection of nucleotide barcodes and enable multiplexed protein detection using sequencing platforms. The best practices described here are also largely applicable to these hybrid methods, although distinct considerations may apply for subcellular sampling and sequencing-based detection of targets.
Conclusion
Here, we have provided an overview for multiplexed antibody-based imaging, collated key resources, and outlined considerations for planning and executing multiplexed protein detection experiments which can provide the highly resolved spatial context that is much needed to create true cell and tissue atlases. Furthermore, these approaches offer direct insights for cell–cell interactions, signaling events, subcellular localizations or translational modifications of proteins, and can complement other bulk assays or single-cell omics analyses of dissociated tissues. By following the suggestions presented here and in cited resources, we aim to empower other investigators to obtain high-quality imaging data using state-of-the-art multiplexed methods. We believe that this primer will facilitate important contributions to biomedical research, and that the emerging findings will be of great impact to the larger scientific community.

Ethics declaration. Human tissues in Fig. 1 and Supplementary Fig. 1 were obtained by following a NIH Institutional Review Board (IRB)-approved protocol (13-C-0076) at the time of risk-reducing surgery performed as a consequence of germline genetic mutation(s). All tissue procured was grossly normal, as determined by the operative surgeon, and histopathologically normal, as determined by a board-certified pathologist.

Reporting Summary. Further information on research design is available in the Nature Research Reporting Summary linked to this article.
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