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Abstract—Machine learning techniques lend themselves as promising decision-making and analytic tools in a wide range of applications. Different ML algorithms have various hyper-parameters. In order to tailor an ML model towards a specific application, a large number of hyper-parameters should be tuned. Tuning the hyper-parameters directly affects the performance (accuracy and run-time). However, for large-scale search spaces, efficiently exploring the ample number of combinations of hyper-parameters is computationally challenging. Existing automated hyper-parameter tuning techniques suffer from high time complexity. In this paper, we propose HyP-ABC, an automatic innovative hybrid hyper-parameter optimization algorithm using the modified artificial bee colony approach, to measure the classification accuracy of three ML algorithms, namely random forest, extreme gradient boosting, and support vector machine. Compared to the state-of-the-art techniques, HyP-ABC is more efficient and has a limited number of parameters to be tuned, making it worthwhile for real-world hyper-parameter optimization problems. We further compare our proposed HyP-ABC algorithm with state-of-the-art techniques. In order to ensure the robustness of the proposed method, the algorithm takes a wide range of feasible hyper-parameter values, and is tested using a real-world educational dataset.

Index Terms—Hyper-parameter Tuning, Machine Learning Optimization, AutoML, Artificial Bee Colony Algorithm

I. INTRODUCTION

A. Motivation

Deploying Machine Learning (ML) for real-world problems causes a number of challenges, e.g., selecting the proper model among a set of candidate models, hyper-parameter tuning, and selecting the dataset’s features to feed to ML models. An ML model’s performance depends on such initial design decisions, which can be confusing to new users who want to choose the suitable model [1]. These decisions need to be made based on some selection criteria, and are usually based on the model’s obtained quality (performance indicator) [2]. According to the principle of Occam’s razor, a model should not be too simple nor too complex so that it can be efficient (in regards to computations) and at the same time capture data patterns, without overfitting [1], [3]. Hyper-parameter tuning is choosing the parameters’ values that have a more considerable impact on the ML model’s final performance (e.g., accuracy and run-time). Hyper-parameters on an ML model control the convergence of the learning process. Hence, to find an ML models’ optimal performance, it is crucial to find the optimal values for hyper-parameters [4]. Independent from the ML users, obtaining desirable results for their specific dataset can be conducted manual and tedious [5], [6]. This is where Automated ML (AutoML) comes into the picture, to alleviate such burden in an automated way. Automated Hyper-parameter Optimization (HPO) is one of the decisive and primary tasks of AutoML [7].

In HPO, the challenge is that there exists a large number of possible configurations. However, there is always a trade-off between performance and time. Therefore, there should be a balance in the number of candidates and the resources allocated to them [6]. Population-Based Algorithms (PBAs) have recently gained much attention across fields as they are used for different applications. Swarm intelligence (SI), a type of PBA, is the collective behavior of self-organized and decentralized swarms (such as birds, ants, or bees). The self-organization and division of labor characteristic of swarm intelligence can be observed in bee colonies, so they are ideal for developing intelligent approaches. Among different bee colony algorithms, Artificial Bee Colony (ABC) is the most popular due to its capabilities [8]. Therefore, in this work, ABC is chosen to tackle large-scale optimization problems (regarding search space) in HPO.

B. Objective

Manual search and automated exhaustive search among \( n^k \) configurations of hyper-parameters are impractical and time inefficient [9]. Manual tuning does not provide reproducibility. Exhaustive search, on the other hand, suffers from dimensionality issues in large search spaces. As such, there has been increased research in HPO to optimize the performance of ML models regarding both accuracy and time. When making decisions, time is of the essence. Hence, many of the black-box optimization models are not a good fit for such optimization problems because they do not consider the function evaluation time [6]. Therefore, proper algorithms should be applied to such a problem to find the optimal set of hyper-parameters. Mohammadi et al. provided different examples of applying PBAs, such as feature extraction, in
different domains and encouraged researchers to apply such methods to solve large-scale optimization problems [10], [11].

On the other hand, automated HPO methods may change the final model in comparison to when a model is being trained with default hyper-parameters [12]. Hence, they also provide fairness to research and scientific studies. Our goal is to design and develop an HPO framework to tackle the challenges discussed above in this work. The framework utilizes ABC to minimize the run-time caused by large dimensions of search-space scales, known as Curse of Dimensionality (CoD), and possibly improving the accuracy of the ML model. This framework will assist the predictions for intelligent and real-time educational decision-making and lessen the costs and manual and human efforts.

In the literature, ABC has been used to tune the parameters of deep learning algorithms, convolutional neural networks, and least squares support vector machine [13]–[15]. In this paper, a real-world educational dataset is used to build a binary classification model to predict students’ success, specifically graduation. Figure 1 shows the general diagram of our experiment. We utilize HyP-ABC to tune the main hyper-parameters of Random Forest (RF), Extreme Gradient Boosting (XGBoost), and Support Vector Machine (SVM). These three models are based on the reports from an earlier study [12] indicating the high tuning-time using exhaustive automated HPO approaches, namely Grid Search (GS) and Random Search (RS).

C. Contribution

The main contributions of this study are as follows:

1) This paper is developing a novel optimization method for three ML algorithms using a modified heuristic optimization algorithm.

2) The proposed HyP-ABC algorithm outperforms the state-of-the-art HPO methods utilized in an existing study in 2021 [12], in terms of both tuning time and accuracy.

3) This paper is the first to investigate the optimization of ML models tailored towards the MIDFIELD dataset.

4) Unlike most of the previous works that try to address the issues on single ML models, in this work, we explore utilizing the HyP-ABC on three different ML algorithms to tune their hyper-parameters and select the final model among them based on their performance.

D. Organization of Paper

The rest of the paper is organized as follows: in section II we provide an introduction to PBA and a comprehensive explanation of ABC, in section III. Then, we present the related work regarding hyper-parameter tuning and different automated tuning methods in section III. We also cover ABC applications in this section. Section IV covers hyper-parameter tuning using the ABC approach and the advantages of ABC over other techniques. In section V we propose the HyP-ABC algorithm, which is an ABC-based algorithm fitted to HPO problems. The experimental methodology, search space, and dataset are then presented in section VI. Section VII presents experimental results to demonstrate the performance achievable by the proposed approach. Last, section VIII concludes the paper and discusses future directions.

II. POPULATION-BASED OPTIMIZATION ALGORITHMS

Population-based optimization algorithms work based on generating and updating individuals in each generation; this continues until the final optimal solution is identified [16]. These algorithms are based on the interaction between different individuals called food sources to find the near-global optimal solutions. These algorithms garnered much attention because of their excellent performance and are particularly useful to solve optimization problems [17]. PBA include different heuristic algorithms such as EAs, Genetic Algorithms (GAs), Particle Swarm Optimization (PSO), Ant Colony Optimization (ACO), Grey Wolf Optimization (GWO), Fish Swarm Algorithms (FSA), and Artificial Bee Colony (ABC). The main difference between these algorithms is how a population is generated and selected [18]. One of the main advantages of these algorithms is that unlike many model-based optimization methods (such as Bayesian optimization), they have the capability of parallelization [19]. Among these algorithms, ABC is one of the most popular methods due to the excellent exploration and exploitation capabilities to find the optimal solution [20]. Therefore, ABC was chosen for further exploration in this study to answer HPO challenges.

A. Artificial Bee Colony (ABC)

ABC, first defined by Karaboga [21], is one of the most recent and popular swarm intelligence algorithms that simulate honey bees’ foraging behavior. In ABC, different groups of bees fly around in an area (search space). The bee colony, in this algorithm, is divided into three groups: 1) employed, 2) onlookers, and 3) scouts.

At the initialization stage, a random set of food sources get selected by scout bee, and their amount of nectar is determined. Then scout bees share the nectar information with employed bees. Then the employed bees visit those food...
sources and choose a new food source in that neighborhood and compare with the current food source. Next, onlooker bee may prefer a food source based on the information employed bees shared with them (nectar amount). The higher the amount of nectar around food increases the chance of getting selected by onlooker bees. Then the onlooker bee chooses a new food source in that neighborhood and makes the comparison. The better food source gets replaced in both employed and onlooker phases. When the bees abandon a food source, the scout bee selects a random food source and gets replaced with the left food source.

Employed and onlooker bees both do the exploration based on their own experience, leave poor food sources, and move toward better ones through a greedy selection process. However, the difference between these two phases is that a food source may or may not be selected in the onlooker phase. If the food source is not selected, the onlooker bee moves to the next food source, while in the employed phase, each food source is assigned to one employed bee. When a food source exploitation is exhausted and can not be further improved (based on trial limits), the employed bee discards the food source and becomes a scout bee and start exploration.

The pseudo-code of the original ABC is described in Algorithm 1 [22], to show the main steps of the ABC approach.

\begin{algorithm}
\caption{Implementation of original ABC}
\begin{algorithmic}[1]
\State Initialize population
\While {Stopping criteria is not met}
\State Assign food sources to employed bees
\State Place the onlooker bees on the food sources based on the amount of nectar
\State Send the scouts to different areas to find new food sources
\State Memorize and update the best food source
\EndWhile
\State \textbf{return} Best found food source
\end{algorithmic}
\end{algorithm}

III. RELATED WORKS

A. Hyperparameter Tuning

GS is a decision-theoretic and brute-force method that searches all the hyper-parameters within a fixed search space. The advantage of this method is that it obtains the optimal solution in a discrete search space [12]. However, it is computationally expensive in large-scale spaces.

RS is also a decision-theoretic approach that randomly selects the configurations with limited resources (time or number of iterations). This method works well for search spaces containing continuous search spaces. However, luck plays a part in this method, and given more resources increases the chance of getting better results [12].

Unlike GS and RS, Bayesian Optimization (BO) [23] prevents evaluating many of the unnecessary configurations based on the evaluations of the previous steps. However, since BS methods work sequentially to balance the exploration and exploitation, they are complicated to parallelize.

For some models, such as tree-based models (RF and XGB), the number of main hyper-parameters and their ranges are higher than other ML models. This leads to large search space scales, making them the most complex ML models to be tuned [19]. Furthermore, since different ML algorithms have different types of hyper-parameters (continuous, integer, and categorical), they should be treated differently in tuning processes [24]. Hence, they are the main focus of this study.

For the ML models in this study, ABC is selected. It has a reasonable convergence rate and enables parallel executions to improve tuning time, particularly for models that often require massive training time. Some other techniques, like GA, can also be used, but they may cost more time than ABC since it is difficult to parallelize these techniques. Also, techniques such as PSO have a reasonable convergence rate; however, the PSO technique has a higher chance of sticking into local optimums.

B. ABC Applications

In this section, we cover some of the previous studies of ABC for different optimization problems. One of the important trends that ABC started in [25] by proposing IFAB, an approach to apply ABC to distinguish between clean and unclean images. The authors technically applied ABC by converting the ABC into a way it works best for discrete problems. Moreover, Sarac Essiz and Oturakci developed a comparative analysis. They explored the effects of the ABC-based feature selection algorithm [26] to eliminate non-informative features on the classification performance of a cyberbully detection problem. They also showed that their method has a better performance than some conventional methods such as information gain, Relief, and chi-square [27].

Amar and Zeraibi [28], combined ABC and Support Vector Regression (SVR) to predict minimum miscibility pressure and improve the oil recovery process. In their study, ABC was used to find the best hyper-parameters of the SVR model. In another study, Dokeroglu et al. developed a hybrid ABC optimization algorithm for the quadratic assignment problem using Tabu search to simulate exploration and exploitation phases [29]. The results showed that an ABC performs well for most quadratic assignment problems and can compete with other state-of-the-art meta-heuristic algorithms existing in the literature.

Choong et al. utilized a modified choice function for the ABC algorithm. This algorithm adjusts the neighborhood search performed in the employed and onlooker phases. The results showed that the modified choice function brought advantages to the search process [30]. Mohammadi et al. provided a comprehensive review of evolutionary-based image processing on real-time processing in universal image steganalysis and detected hidden messages in images. Since training ML models is time-consuming, the authors argued that the use of algorithms such as the ABC algorithm is of great benefit to solve NP-hard problems caused by CoD [31]. In [32], the authors proposed two algorithms to modify two steps of the original ABC. The first algorithm was to
employ neural network initialization, and the second algorithm utilized stochastic gradient descent in the employed phase of ABC to improve the convergence. The authors examined the performance of the modified ABC on three benchmark datasets and observed promising results.

In another study, Zhao et al. performed a comparative analysis that proposed a modified version of ABC to improve the performance of SVM classification using parameter optimization. The proposed method utilized chaotic sequences for the initialization step. They also defined an adaptive step size for the neighborhood search to boost the algorithm convergence. The modified ABC algorithm was examined to perform classification on two hyper-spectral images. The authors then compared the results with three other PBAs and observed the superiority of the ABC method over the rest of the algorithms regarding both performance and efficiency [33].

Pandiri and Singh [34] developed a hyper-heuristic-based artificial bee colony algorithm for the k-Interconnected multi-depot multi-traveling salesman problem (k-IMDMTSP). The authors stated that due to the parameter values, it is impossible to have a unique algorithm that outperforms the rest of the algorithms emanating from k-IMDMTSP. Hence, they leveraged a hyper-heuristic-based ABC algorithm for this problem. The authors presented an encoding scheme to be used inside the algorithm. The experimental results for this study exhibited smaller search space than previous encoding schemes, yet they performed better than other approaches existing in the literature regarding quality and run-time.

In another study, Mazini et al. took advantage of the parameters regulation method of ABC for feature selection to propose a reliable hybrid method to detect anomaly network-based intrusion. Experimental results on an unbalanced network traffic dataset exhibited significant improvement in performance and detection rate compared to other intrusion detection systems in various scenarios [35]. Gunel and Gor developed a modified ABC algorithm to solve initial value problems. To define a mutation operator, the authors in this study used a dynamically constructed hyper-sphere to generate new food solutions; This method improved the exploitation ability of ABC. In this approach, the best solution was used to define the mutation operator. The solutions for the differential equations were yielded through training neural networks applying the modified ABC [36].

In [37], Sayed et al. used an ABC-based approach to tune the hyper-parameter of ABC to improve the learning performance. In this study, the authors adjust the main hyper-parameter of the SVM model to enhance the accuracy. The proposed method was examined on six different datasets and was also compared with popular swarm algorithms. The experimental results showed promising results compared with the mentioned algorithms. Agrawal also proposed an extended optimization of ABC using some features of the Gaussian ABC scheme to tackle some of the disadvantages of the original ABC, such as a slow convergence. The proposed method was used to adjust the exploration and exploitation phases. They examined the proposed approach on some benchmark datasets and observed that the proposed method outperformed the original ABC in most experiments [38].

### IV. Hyper-parameter Optimization Using ABC

There are different optimization problems in multiple fields. To such problems, there exist classical approaches and heuristic approaches. Classical techniques are not efficient enough in solving optimization problems. This is primarily due to dimensionality. Heuristic approaches such as genetic algorithms and evolutionary algorithms do not suffer from many of the drawbacks of classical methods. ABC is a stochastic, population-based optimization technique and belongs to the family of swarm intelligence techniques. ABC is inspired by social interactions in honeybees and has recently garnered much success in different applications. It is as simple as some other swarm techniques such as PSO and is beneficial for NP-hard problems. Looking for the best hyper-parameter in the hyper-parameters search space is also an NP-hard problem with a time-complexity of $O(n^k)$. Among heuristics, ABC has shown more encouraging behavior. Hence, ABC is being explored in this study to find the best hyper-parameters of ML algorithms. This study was undertaken specifically to tackle the challenge regarding the high tuning time authors mentioned in an earlier work [12] regarding models such as RF, XGBoost, and SVM.

#### A. Time Complexity

Table I summarizes each of these methods’ advantages and disadvantages along with their time complexity. We cover the time complexity of our method in the next section.

| Method | Advantages | Disadvantages | Time Complexity |
|--------|------------|---------------|-----------------|
| GA     | • No proper initialization is needed | • Poor with parallelization • Introduces new parameters • Slow Convergence | $O(n^2)$ |
| PSO    | • Enables parallelization • Faster convergence | • Needs proper initialization • May stuck in local optimum | $O(n \log n)$ |
| ABC    | • Enables Parallelization • Higher efficiency • Balances exploration & exploitation • More likely to find global optimum | • Need proper initialization • Slower convergence than PSO | $O(n)$ |
algorithm. The time complexity for each of the neighborhood searches is $O(N \times D)$ where $N$ is the number of population, and $D$ is the dimensionality. Therefore, the complexity of ABC can be presented as $O(3N \times D \times I_{\text{max}})$ where $I_{\text{max}}$ is the expected maximum number of iterations. Since $D$ and $I_{\text{max}}$ are constant the overall time complexity of the HyP-ABC is linear ($O(N)$). Hence, this research is based on an ABC-based approach.

B. Advantages of ABC

BO [23], GA [39] and PSO [40] are among the common approaches used for HPO problems. There are various features that ABC has which make it efficient in solving optimization problems, especially for hyper-parameter tuning are as follows:

1) The underlying concept and implementation are easy and offer high accuracy.

2) Although almost all meta-heuristic make use of randomization to have global research as well as local search, ABC balances the exploration and exploitation steps (local and global search) [22]. This enables the algorithm to search for various parts of the search space. Randomization also helps the model not get stuck in the local minimum and complete the global search. This is despite BO or PSO methods that may stick to a local optimum and which fail to reach a global optimum [6].

3) Parallelization is one the advantages of PBA because each population can be assessed on one machine [19], while sequential methods such as BOs and GAs are challenging to parallelize since solutions are dependant on each other [24].

4) Some PBA methods such as GA have some additional hyper-parameters (crossover and mutation probability, population size, number of generations, crossover, mutation, and selection operators) to tune; therefore, GA has lower convergence speed [39]. Having fewer parameters to be tuned by the user is one of the advantages of methods such as PSO and ABC.

C. General objective of study

Many optimization problems, including hyper-parameter tuning of ML algorithms, all or some of the hyper-parameter are discrete. The schematic objective of HyP-ABC is shown in Figure 2. As shown in Figure 2, the vectors of hyper-parameters could consist of discrete (integer and categorical) and/or continuous (float) values. Solving these problems is even more challenging than the problems with only continuous variables. Since the basic ABC is only applicable to continuous problems, proper strategies should be adopted to make them applicable to discrete or combinatory problems. Therefore we need to modify the original ABC to adopt it to HPO problems.

The first step is generating the initial population. Each sample should be described as a vector, including a set of hyper-parameters. This step is done by a scout bee. Corresponding to each of the vectors, we have an objective function produced after training the ML model (accuracy of the model) and a fitness function. The fitness function is calculated based on the objective function. After the population is generated, each vector is assigned to one employed bee. The employed bee generates a new vector of hyper-parameters in the neighborhood, meaning that only one random hyper-parameter of the current vector changes based on some functions being applied on the same hyper-parameter of another vector (neighbor) in the population. If the new vector has a better fitness, it gets replaced with the current vector.

In the mutation step, onlooker bees start operating. They calculate the quality of each vector. Each of these vectors may or may not get selected. The higher the quality of the vector, the higher the probability of it being selected. If a vector is selected, the onlooker bee generates a new vector of hyper-parameter in the vicinity and starts assessing the new vector by comparing its fitness with the previous vector. If the new vector has a better fitness, it gets replaced with the previous vector (similar to the employed bee phase).

In the next step, an exhausted vector of hyper-parameters (the vector that had the chance to improve the fitness but did not)
not) is selected and replaced with a random vector generated by the scout bee. Unlike the vectors generated in employed and onlooker phases, the new vector consists of randomly generated values for all hyper-parameters. This phase helps the algorithm not to stick to the local optimum. If stopping criteria are met at any of the above phases, the algorithm stops and returns the optimal performance of the ML model, and if not, the process repeats until stopping criteria are met.

V. HY-P-ABC: MODIFIED ABC ALGORITHM

A. Converting continuous ABC to combinatorial version

As we mentioned in the previous section, we face a combination of hyper-parameters’ types while original ABC is only applicable to continuous problems. Also, the range of variables in basic ABC is the same for all the dimensions. Therefore proper strategies should be adopted to make it applicable to discrete or combinatorial problems. There are different strategies used for tackling discrete optimization in swarm optimization [30], [41]–[43]. Rounding off is one of the most common approaches to tackle discrete variables. In this approach, the integer variables are treated similarly as continuous variables during the optimization process.

However, in most studies, when the optimization process is done, the variables are rounded off to the nearest integer number. Simplicity and low computational cost are among the main advantages of this method. However, entering impossible regions and high variation of fitness value of rounded value and the original value are among the disadvantages of this method. In this study, we use a function to adjust each vector’s member based on their type and in each iteration. Hence, we yield precise accuracy with the very same hyper-parameters at the end of the optimization process.

Hyper-parameters have different types (discrete, categorical, continuous), and therefore should be treated differently in each iteration of generating food sources. Instead of using strings for categorical variables in the population generation phase, we encode them and generate integer numbers (and treat them as integer variables afterward). We then convert them again to corresponding strings after the optimization process is done and just before training the model.

From this step on, if the selected hyper-parameter’s type by employed/onlooker is an integer (or categorical), the newly generated food source is modified to an accepted vector by converting that hyper-parameter to the closest integer number. For continuous variables, the algorithm performs similarly to the original ABC. Algorithm 2 shows the steps for the HyP-ABC we applied in this study.

We also added an additional step to check if the updated food source equals the current food source. This is specifically useful when the categorical hyper-parameter is the variable selected to be changed due to having fewer options. Hence the HyP-ABC prevents training the ML model with the same hyper-parameters and tries to find a different food source, and the objective function is not calculated for a configuration that is already evaluated. For binary categorical variables (such as criterion in RF), we use the XOR operator to flip the value of the hyper-parameter.

Algorithm 2 Hybrid artificial ABC algorithm

**Input:** Population_number, Search_Space  
**Output:** Best food source identified

1: Call a function to create an initial population Xi based on the hyper-parameters type and range  
2: Set the trial=0 for all food sources  
3: while Stopping criteria is not met do  
4:   for i to Population_number do  
5:      Employed bee generate a new food Ni source in neighborhood and modify the new food source to an accepted food source Mi (accepted type within range)  
6:         if Mi == Xi then  
7:            Move to step 5  
8:         end if  
9:      Train the ML model with the modified food source  
10:     if f(Mi) < f(Xi) then  
11:        Xi = Mi  
12:     end if  
13:     Reset trial  
14:     end if  
15:   end for  
16: end while  
17: for i to Population_number do  
18:   if (rand(0,1)) > (Pi) then  
19:      Onlooker bee generate a new food source in neighborhood Ni and then modify the new food source to an accepted food source Mi  
20:         if Mi == Xi then  
21:            Move to step 5  
22:         end if  
23:      Train the ML model with the updated food source  
24:     if f(Ni) < f(Xi) then  
25:        Xi = Mi  
26:     end if  
27:     else  
28:        Increment trial  
29:     end if  
30: else  
31:      Onlooker disregard the food source and move to the next food source  
32: end if  
33: end for  
34: Memorize and update the best food source  
35: if trial > limit then  
36:   Scout bee generates a new food source  
37: end if  
38: end while  
39: return Best found food source

In all phases, values outside the ranges defined for the hyper-parameters get replaced with lower bound or higher
bound values before training the model. Stopping conditions
in this algorithm are when the desired accuracy is reached or
when the algorithm evaluated a specific number of evaluations.
In this experiment, we set the maximum number of evaluations
equal to the number of iterations in RS to have a fair
comparison of HPO methods.

B. HyP-ABC Steps

For the random initialization of the population. Each food
source is a vector of hyper-parameters, \( X_i \), with the length
of \( D \), where \( D \) is the dimension of vector or the number
of hyper-parameters. Unlike original ABC, in HyP-ABC, each
vector member may have discrete or continuous type:

\[
X_{i,j} = x_{\min,j} + rand(0,1)(x_{\max,j} - x_{\min,j})  
\]  

(1)

Where \( X_{i,j} \) is each element in the vector and \( x_{\max,j} \) and
\( x_{\min,j} \) are upper-bound and lower-bound for a specific hyper-
parameter \( (j) \). Then, each vector is assigned to an employed
bee. The employed bee generate a new food source \( N_{i,j} \) in that
neighborhood by changing only one of the hyper-parameter
using below formula:

\[
N_{i,j} = x_{i,j} + rand(-1,1)(x_{i,j} - x_{k,j})  
\]  

(2)

Where \( x_{k,j} \) represent a value in the neighborhood of current
food source and for the same dimension. Therefore \( k \) and \( i \)
are different. Then the fitness of the \( N_i \) and \( X_i \) are compared.
In case the fitness of \( N_i \) is better, it get replaced with \( X_i \)
and therefore becomes a new member of the population.
Fitness is calculated from the objective function (classification
accuracy):

\[
f_{\text{it}_i} = \begin{cases} 
1 + f_i, & f_i \geq 0 \\
1 + \text{abs}(f_i), & f_i < 0 
\end{cases}  
\]  

(3)

When employed bees complete the search, onlooker bees
receive information from employed bees and may select a
vector based on selection probability values. The vector with
higher quality (higher selection probability) has a better chance
to get selected by onlooker bees. In this phase, roulette
wheel selection, as shown in the below formula, is utilized
to calculate the probabilities.

\[
P_i = \frac{f_i}{\sum_{j=1}^{PN}(f_j)}  
\]  

(4)

Where \( f_i \) is the fitness value for the \( i \)th food source and \( PN \)
is the population number. Next, scout bees start explorations
searching random configurations of search space without using
experience or memorizing the locations. They do not use
greedy selection when exploring for new solutions. Exploration
by scout bees is through below formula:

\[
X_{i,j} = x_{\min,j} + rand(0,1)(x_{\max,j} - x_{\min,j})  
\]  

(5)

VI. EXPERIMENTAL METHODOLOGY

In this section, we describe our methodology for this study’s
experiment. The process is performed in several consecutive
phases. It includes data pre-processing, feature engineering,
leveraging ML models, and optimization steps. The Hyp-ABC
algorithm proposed in this study is replaced with the HPO
methods utilized in our most recent work in 2021 [12].

A. Data pre-processing and feature Engineering

Data pre-processing is a technique used to transform the raw
data into an understandable format for ML algorithms. It
includes data cleansing, data normalization, and data reduction.
For data cleansing, we removed the features with more than
60% percent of the values missing. Data normalization is also
a method to standardize the data when the different features’
values vary widely. StandardScaler from Scikit-learn library
was used for scaling the input data. We filtered the data in the
data reduction step and included only the target population,
students from computing fields.

In the feature engineering step, one-hot encoding -encoding
categorical variables to binary variables for each unique category- is used.

B. Hyper-parameter tuning

Tuning hyper-parameters is essential to yield the best performance
of an ML model. Due to the varied nature of the hyper-
parameters in different ML models, we implement a HyP-ABC
to tune the hyper-parameters of three ML models. HyP-ABC
is replaced and compared with an automated HPO method
performed in our most recent study in 2021 [12]. Algorithm 3
shows the previous work process, along with the changes we
made to improve the tuning process regarding run-time and
performance. Figure 3 shows the overall schematic process of our
framework.

Algorithm 3 Automated optimization in a previous work [12]

Input: List\(_{ML}\) of models (DT, RF, NB, LR, XGB, SVM,
KNN) & raw dataset

Output: Best model along performance and optimal architec-
ture

1: Call PreProcessing
2: for every model in the List\(_{ML}\) do
3: Call GS & RS ⇒ Call Hyp-ABC
4: if GS.Acc larger than RS.Acc then
5: if ABC.Acc larger than reported (GS & RS).Acc then
6: Replace model, GS BestHPs
7: ⇒ Replace Model, ABC BestHPs
8: end if
9: if RS.Acc larger than GS.Acc then
10: Replace model, RS BestHPs
11: end if
12: end for
13: return FinalModel, BestHP, Final.Acc, TuningTime
Since RF, XGBoost, and SVM are computationally highly expensive regarding tuning time when using automated HPO methods [12], they are selected to be explored in this study. The tuning time complexity in these three models is mainly due to the model’s complexity and the number, the range, and the type of hyper-parameters.

VII. EXPERIMENTAL RESULTS

In this section, we discuss the dataset, evaluation metrics, and experimental results in depth.

A. Dataset

In this study, we used a real-world educational data, Multiple-Institution Database for Investigating Engineering Longitudinal Development (MIDFIELD) [44], to predict students’ graduation. This dataset is a unit-record longitudinal dataset for undergraduate students from 16 universities. MIDFIELD contains all the information that appears in students’ academic records, including demographic data (sex, age, and race/ethnicity) and information about major, enrollment, graduation, and school and pre-school performance. We used a reduced version of MIDFIELD, including only students majoring in computing fields (with CIP=11). This version of the MIDFIELD dataset is used for a binary classification problem and has 4532 samples with 91 features.

B. Metrics for Performance Evaluation

The evaluation metrics used in this experiment to evaluate the performance of the classification and the proposed framework are accuracy and execution time. Accuracy is the ratio of the number of correct predictions to the total number of predictions. This metric is used since the dataset is balanced and the number of samples belonging to each class is almost equal.

We also used cross-validation to partly reduce or prevent over-fitting. This helped to find a stable optimum that is suitable for all the subsets of the dataset instead of only a singular validation set [19]. Table II summarizes the results and shows the accuracy of different HPO methods among different ML models. It is important to note that cross-validation also increases the tuning time by the number of folds. Therefore, we used 3-fold cross-validation to avoid very high tuning time. However, we parallelized the cross-validation process to reduce the impact of cross-validation on execution time. To extend the experiment, we also separated the MIDFIELD dataset into train and test sets and repeated the experiment. The train set contains 80% of the dataset, and the test set includes 20% of the dataset.

In this experiment, the Scikit-learn and XGBoost libraries were used to leverage ML models. All experiments were conducted using Python 3.8 on Amazon Web Services (AWS) servers with four v-CPUs up to a 3.0 GHz scalable processor and 16 GB RAM.

C. Results

The above-described HyP-ABC is developed to achieve the best hyper-parameters of SVM, RF, and XGBoost algorithms in an efficient time. Figure 4 shows the comparison of tuning time and accuracy among the three ML models. Figure 4(a) shows the impact of the different numbers of population on the accuracy; As can be seen, the more the number of food sources, the better the accuracy. Figure 4(b) also shows that the execution time for all the ML models decreased in comparison to the GS method. Regarding RS, the execution time has also decreased.

| HPO Method / ML Classifier | RF | XGBoost | SVM |
|---------------------------|----|---------|-----|
| GS                        | > 1 year | > 1 year | 87.99 |
| GS [12] (minimized search space)| 88.34 | 88.33 | NA |
| RS [12]                   | 88.37 | 88.80 | 87.43 |
| HyP-ABC                   | 88.77 | 88.84 | 88.00 |
(a) Effect of number of food sources in HyP-ABC on accuracy  (b) Comparison of execution times among HPO methods

Fig. 4: Comparison of Execution Time and Accuracy Among Different ML Models Using 3-fold Cross Validation

Fig. 5: Comparison of Execution Time and Accuracy Among Different ML Models Using a 80:20 Ratio Test/Train Set

decreased or did not change except for the SVM model. The slight differences in tuning time for RS and HyP-ABC are mainly due to the maximum number of evaluations equal that is defined as equal to the number of iterations in RS. That being said, even if execution time remained stagnant for some cases but the accuracy of the model has improved, which is promising. It is important to note that for RF and XGBoost algorithms, the GS tuning time considering all the configurations leads to a tuning time of more than years. This estimation was calculated from the average tuning time for each configuration from the RS experiment. Therefore the experiment for the GS method is implemented using a reduced search space with steps of five to make the experiment feasible.

As for the performance of the proposed method, the overall accuracy of all the ML models has increased after hyper-parameter tuning using HyP-ABC. Therefore, the HyP-ABC method outperformed the previous HPO methods from the most recent work, and more importantly, the tuning time has decreased. This is due to the fact that the ABC method in general, unlike GS and RS, is a model-based method and has a methodical way of moving toward the close to an optimal solution. Also, among all the models, XGBoost had the best accuracy score. Hence, XGBoost is the final model to be used on the MIDFIELD dataset in this study.

VIII. CONCLUSION AND DISCUSSIONS

In this paper, a modified evolutionary optimization algorithms for hyper-parameter tuning in ML models, referred to as HyP-ABC, was proposed to enable hyper-parameter tuning of the conventional ML classifiers. We carried out the experiment using the MIDFIELD dataset. The behavior of HyP-ABC has been explored under a different number of populations, and the accuracy and execution time of the HyP-ABC has been compared with HPO methods in an earlier study.

Experimental results verified that HyP-ABC outperforms the tuning methods used in the state-of-the-art methods, HyP-ABC improves the classification accuracy, and more importantly, it decreases the tuning time significantly. HyP-ABC can be deployed to solve the HPO problems with large search spaces. The major advantage of this work is the strong potential to improve tuning time without negatively affecting the performance. To summarize, HyP-ABC is recommended for optimizing RF, XGBoost, and SVM. In the future work, we will explore the semantic initialization of the population to further reduce the tuning time. Also, time complexity of algorithms such as SVM is highly dependent on the number of features and samples of a dataset.
Purdue University for giving access to the MIDFIELD dataset, and Dr. Monique Ross from Florida International University for her valuable inputs.
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