Detecting Friedel oscillations in ultracold Fermi gases

Keno Riechers, Klaus Hueck, Niclas Luick, Thomas Lompe, and Henning Moritz

Institut für Laserphysik, Universität Hamburg, Luruper Chaussee 149, 22761 Hamburg, Germany

Received: date / Revised version: date

Abstract. Investigating Friedel oscillations in ultracold gases would complement the studies performed on solid state samples with scanning-tunneling microscopes. In atomic quantum gases interactions and external potentials can be tuned freely and the inherently slower dynamics allow to access non-equilibrium dynamics following a potential or interaction quench. Here, we examine how Friedel oscillations can be observed in current ultracold gas experiments under realistic conditions. To this aim we numerically calculate the amplitude of the Friedel oscillations which a potential barrier provokes in a 1D Fermi gas and compare it to the expected atomic and photonic shot noise in a density measurement. We find that to detect Friedel oscillations the signal from several thousand one-dimensional systems has to be averaged. However, as up to 100 parallel one-dimensional systems can be prepared in a single run with present experiments, averaging over about 100 images is sufficient.

1 Introduction

Disturbing a homogeneous Fermi gas with an impurity gives rise to Friedel oscillations [1,2]. The density distribution close to the impurity shows a spatially oscillating structure which decays with increasing distance and whose periodicity is given by half the Fermi wavelength. Friedel oscillations occur e.g. in metals when the free electron gas is disturbed by the potential associated with impurity atoms. They mediate long range interactions between individual impurities, which can give rise to the formation of ordered superstructures in adsorbates [4] and are relevant for the interactions between magnetic impurities [6].

Using scanning tunneling microscopy (STM) Friedel oscillations have been observed in two-dimensional and one-dimensional electron gases at surfaces of solids and have served as a tool for the measurement of bandstructures and Fermi surfaces [7,8,9,10,11].

While Friedel oscillations in non-interacting systems are fully understood, the precise impact of interactions remains an open issue. Theoretical and experimental results suggest an enhancement of the oscillation amplitude for repulsive interactions [9,12,13], but systematic experimental studies remain to be done. Furthermore, all observations so far have reported on static Friedel oscillations since STM cannot resolve the dynamics of electronic systems. Ultracold Fermi gases [14,15] have the potential to contribute to both aspects of the topic: Interactions can easily be tuned via Feshbach resonances and the dynamics of these systems can be resolved due to their much longer intrinsic timescales. Yet so far, Friedel oscillations in ultracold gases [16,17,18] have not been observed. Motivated by recent advances in the generation and study of ultracold Fermi gases we investigate the feasibility of observing Friedel oscillations in a one-dimensional gas of ultracold non-interacting fermions [19,20,21,22,23,24,25,26].

2 Density distribution around an impurity potential

In homogeneous non-interacting fermionic systems the one-particle eigenstates of the Hamiltonian are given by plane waves characterized by a well defined momentum \( \hbar k \). When inserting a localized impurity potential the plane waves are scattered, giving rise to standing wave patterns in each single-particle wavefunction. Close to an abrupt potential change the standing waves corresponding to different occupied momenta are in phase and add up to an oscillatory modification

\[
\delta n(r) \propto \frac{\sin(2k_F r + \eta)}{r^D},
\]

of the many-body density with respect to the unperturbed density. Here, \( k_F \) denotes the Fermi vector and \( D \) the dimensionality of the system. The phase shift \( \eta \) depends on the precise shape of the impurity potential and the dimensionality. Since the decay of Friedel oscillations is weakest in one dimension we restrict our investigations to this case.

As a first step it is instructive to see how Friedel oscillations emerge for the simplest case, i.e. in a box potential of length \( L \) bound by infinitely high walls for \( T = 0 \). Filling \( N \) fermions of identical spin into the lowest \( N \) eigenstates
yields:

\[ n_{1D}(x) = \frac{2}{L} \sum_{j=1}^{N} \sin(\pi j x / L)^2 = \frac{2N + 1}{2L} - \frac{\sin(\pi (2N+1) x / L)}{2L \sin(\pi x / L)} = \bar{n}_{1D} - \frac{\sin(2k_F x)}{2L \sin(\pi x / L)}. \]  

(2)

where \( \bar{n}_{1D} \) is the mean density far from the impurity and \( k_F = \pi \bar{n}_{1D} \). This formula allows to determine the maximum amplitude of Friedel oscillations in a non-interacting system. The peak-valley amplitudes of the first and second Friedel oscillation as defined in Fig. 1 are \( \Theta_1 = 37\% \) and \( \Theta_2 = 16\% \).

However, due to the finite slope of the impurity potential in an experimental realization the plane waves with different momenta are reflected with different phase shifts. The standing waves are hence not in phase even close to the impurity and the amplitude of the Friedel oscillations is decreased. In order to quantify this effect we perform a numerical study for a Gaussian impurity potential \( V(x) \) having a height \( A \) and a \( 1/e^2 \)-radius \( w \):

\[ V(x) = A \cdot \exp \left( \frac{-2x^2}{w^2} \right). \]  

(3)

This barrier is placed at the center of a finite size system which is limited by narrow and high potential walls outside the region of interest. We obtain the one-particle orbitals \( \phi_k \) by numerically solving the discretized Schrödinger equation. The expectation value for the particle density operator of a Fermi gas at temperature \( T \) and chemical potential \( \mu \) is given by [27]

\[ \langle \hat{n}(x) \rangle = \sum_k f(\epsilon_k, T, \mu) \left| \phi_k(x) \right|^2. \]  

(4)

Here, \( f \) is the Fermi distribution function and \( \epsilon_k \) the energy of the orbital \( \phi_k \) with wavevector \( k \).

According to equation (2) the wavelength of the Friedel oscillations \( \lambda_{FO} = 1/\bar{n}_{1D} \) is given by the inverse density and therefore equals the average particle distance. Because Friedel oscillations on scales below the resolution \( R \) of the imaging system cannot be observed the maximal density in a possible experiment is constrained. Accordingly we ensure that the Friedel wavelength is 4 times larger than typical resolutions of \( R = 1 \) \( \mu \)m by choosing the chemical potential \( \mu \) such that the average density is \( \bar{n}_{1D} \approx 0.25 \text{ \mu m}^{-1} \).

Figure 1 shows the density distribution around a gaussian barrier at zero temperature calculated with the approach outlined above. The peak-valley amplitudes of the first and second oscillation with respect to the average particle density are \( \Theta_1 = 32\% \) and \( \Theta_2 = 15\% \), respectively.

Since an observation of at least two density maxima is crucial for an experimental determination of \( \lambda_{FO} \) we study the impact of the impurity potential height \( A \) and \( 1/e^2 \) radius \( w \) on \( \Theta_2 \). As shown in Fig. 2 the results range from the absence of significant Friedel oscillations for \( A \lesssim E_F \) to \( \Theta_2 = 15\% \) for \( w \approx 2 \mu \text{m} \). The amplitude of the oscillation is larger the more abrupt and pronounced the change in the potential is. Very narrow barriers allow for tunneling and therefore do not provoke strong Friedel oscillations.

In the second step of our analysis we quantitatively study the influence of finite temperature. An increase in temperature is accompanied by a loss of coherence and...
Quantum gas microscopy has become possible in recent years with
the introduction of high resolution imaging using microscope
objectives [21,22,23,24]. Quantum gas microscopy has al-
ready enabled the study of 1D fermionic lattice systems with
single atom sensitivity [25].

In the following we describe a promising experimental
scenario in which Friedel oscillations should be observable.
A 2D Fermi gas of e.g. several hundred fermionic atoms
(e.g. $^6$Li, $^{40}$K or $^{171}$Yb) is prepared in a single 2D layer,
which is sliced into about one hundred 1D tubes by im-
posing an optical lattice. The distance $d$ between the 1D
tubes is given by the lattice spacing. A repulsive barrier
can then be projected onto the atoms using a repulsive
optical potential shaped by means of spatial light mod-
ulators (see e.g. [28,29,30]) providing diffraction limited
feature sizes below 1 μm. It will remain a technical chal-
gencl to keep density deviations caused by imperfections
in the potential landscape significantly smaller than the
amplitude of the Friedel oscillations.

4 Expected signal to noise ratio

As shown in Sect. 2 the observation of Friedel oscilla-
tions in ultracold Fermi gases requires the detection of
signal amplitudes as small as 5% of the 1D density. This
is only possible if the signal to noise ratio (SNR) of the
density measurements exceeds 20. The two most im-
portant sources of noise in density images are the atomic shot
noise and the detection noise. In the following we first fo-
cus on the atomic shot noise, and consider only a single
one-dimensional system in order to discuss the signal to
noise ratio in single atom sensitive fluorescence imaging.
Finally, we calculate the signal to noise ratios achievable
in absorption imaging.

In order to be able to resolve the Friedel oscillations
spatially, the number $κ$ of detection bins per Fermi wave-
length should be larger than 4, otherwise the wavelength
cannot be determined. The linear size of the bins is given by

$$l = \frac{λ_{FO}}{κ} = \frac{1}{κN_{1D}}$$  \hspace{1cm} (5)

As the average interatomic distance equals the wave-
length of the Fermi oscillation, the average number of
atoms located within the area of a single bin is $⟨N⟩ = 1/κ$.
The atomic shot noise $σ_N$ is approximated by

$$σ_N = \sqrt{⟨N⟩}$$

yielding a relative atomic shot noise per bin of

$$σ_N/⟨N⟩ = \sqrt{κ}$$

which is independent of the density. Even for a minimal number of bins of $κ = 4$ and no further noise
sources the relative noise would be 200%. This shows that
suppressing the atomic shot noise to a relative level of 5%
requires an average over 1600 measurements from individ-
ual 1D systems. For state of the art fluorescence imaging
no further significant detection noise is added. Here, a very
deep optical lattice is used to pin the atoms to one site
during detection and single atom, single site sensitive de-
tection is achieved [21,22,23,24]. We note that for this
detection method the mean interparticle distance along
the tubes must be at least $κ$ times larger than the optical
pinning lattice spacing of typically 0.5 μm in order to be
able to spatially resolve the Friedel oscillations. Since in
the proposed experimental setup up to 100 parallel tubes

3 Experimental scenario

The experimental observation of Friedel oscillations in
ultracold Fermi gases requires the ability to create impurity
potentials as well as to image the atomic density with a
resolution on the order of half the Fermi wavelength. This
has become possible in recent years with the introd-
cution of high resolution imaging using microscope objectives
[21,22,23,24]. Quantum gas microscopy has al-

![Fig. 3. A) Friedel oscillations in the vicinity of the impurity potential ($w = 2 \, \mu m, A = 11 E_F$) for different temperatures. The higher the temperature, the less pronounced are the oscillations. In the detection process, binning due to e.g. the pixel size of the camera will necessarily occur. The linear size $l$ of the detection bins indicated by the grey lines must be small enough to be able to resolve the oscillation’s wavelength despite the binning. B) The amplitude of the 2nd oscillation $Θ_2$ in dependence of the temperature measured in units of the Fermi temperature $T_F = E_F/k_B$. For an experimentally achievable temperature of $T/T_F = 0.1$ the calculation yields $Θ_2 = 9\%$.](image-url)
can be prepared and imaged in each realization, only data from 10 to 100 separate runs would have to be averaged. Density measurements with such sensitivity have already been performed by averaging over 1000 tubes in a bosonic quantum gas microscope setup [33].

Most quantum gas experiments rely on measuring two-dimensional column densities via absorption imaging. Here, the detection noise becomes relevant and is mainly caused by photon shot noise. In the following we perform a calculation of the signal to noise ratio including photon shot noise. We find that the major limitation is still given by the atomic shot noise and that photon shot noise reduces the signal to noise ratio by at most a factor of 1.25.

In absorption imaging the 2D density \( n_{2D} = n_{1D}/d \) is measured rather than the 1D density. For the calculation we choose the detection bins to be two-dimensional pixels with pixel lengths \( l \) along the tube direction and \( d \) perpendicular to it, where \( d \) is the distance between tubes. This ensures that effectively only one 1D system is measured per row of pixels, despite the fact that the tube structure proposed in Sect. 3 cannot be resolved for typical lattice spacings \( d \approx 0.5 \mu m \) between the tubes. Enlarging the pixel size perpendicular to the tube direction would be analogous to averaging over several parallel 1D systems. The average number of atoms per pixel is \( \langle N_{\text{pix}} \rangle = n_{2D} l d = \kappa^{-1} \leq 1/4 \) and the atomic shot noise approximately \( \sigma_{N_{\text{pix}}} = \kappa^{-1/2} \) yielding \( \sigma_{n_{2D}} = \kappa^{-1/2}/ld \) per pixel.

In absorption imaging the 2D density is measured indirectly by determining the number of photons \( p_{\text{sc}} \) scattered by the atoms

\[
p_{\text{sc}} = p_{\text{ref}} - p_a = p_{\text{ref}} - p_{\text{in}} T.
\]

Here \( p_a \) denotes the number of photons transmitted by the atoms when illuminated by \( p_{\text{in}} \) photons and \( p_{\text{ref}} \) is the number transmitted in the absence of atoms. \( p_{\text{in}} \) and \( p_{\text{ref}} \) originate from identically prepared laser pulses and have the same mean value, but are stochastically independent with \( \sigma_{\text{in,ref}} = \sqrt{p_{\text{in}}} \). The transmission coefficient \( T = \exp(-\beta n_{2D}) \) can be approximated as \( T \approx 1 - \beta n_{2D} \) in the limit of low optical densities \( \beta n_{2D} \ll 1 \) which is relevant here. \( \beta \) denotes the scattering cross section of the corresponding atomic transition.

Eq. (6) shows that it is convenient to regard the number of scattered photons \( p_{\text{sc}} \approx p_{\text{in}} \beta n_{2D} \) as the relevant signal and to compare it with the corresponding standard deviation \( \sigma_{\text{sc}} \) to determine the signal to noise ratio of the density measurement \( \text{SNR} = p_{\text{sc}} / \sigma_{\text{sc}} \). Gaussian error propagation yields

\[
\sigma_{\text{sc}}^2 = \sigma_{\text{ref}}^2 + (1 - \beta n_{2D})^2 \sigma_{\text{in}}^2 + p_{\text{in}}^2 \beta^2 \sigma_{n_{2D}}^2
\]

\[
= p_{\text{in}}^2 + (1 - \beta n_{2D})^2 p_{\text{in}} + p_{\text{in}}^2 \beta^2 \sigma_{n_{2D}}^2
\]

for the variance of the scattered photons. The signal to noise ratio then reads

\[
\text{SNR} \approx \frac{p_{\text{in}} \beta n_{2D}}{\sqrt{(2 - 2 \beta n_{2D})p_{\text{in}} + p_{\text{in}}^2 \beta^2 \sigma_{n_{2D}}^2}}.
\]

Fig. 4. Signal to noise ratios achievable for a density measurement on a single pixel with absorption imaging as a function of the one-dimensional density \( n_{1D} \) and the imaging saturation \( s_0 \) for \(^6\text{Li} \) and a lattice spacing of \( d = 0.5 \mu m \). The imaging time has been adapted to optimize the SNR for each \( s \) and \( n_{1D} \) and the pixel length chosen such that a Friedel oscillation extends over 4 pixels. In the displayed region the SNR increases for both, increasing density and saturation. The saturation was limited to \( s_0 < 1 \) since the approximations made in the calculation fail for higher saturation.

For very high numbers of incoming photons - i.e. in the limit of vanishing relative photon shot noise - the SNR is ultimately limited by

\[
\lim_{p_{\text{in}} \to \infty} \text{SNR} = \frac{n_{2D}}{\sigma_{n_{2D}}} = \frac{N_{\text{pix}}}{\sigma N_{\text{pix}}} = \frac{1}{\sqrt{k}}\quad (9)
\]

and hence limited by atomic shot noise as in the case of single atom sensitive fluorescence imaging.

It is therefore desirable to work with high intensities \( I \) and long illumination times \( t \). However, the number of photons that can be scattered by an individual atom is limited by motional blurring. When scattering photons for an extended time \( t \) at an intensity \( I \) an atom performs a random walk in momentum space. This leads to a motional blurring \( \delta x(t, I) \) of its position with respect to its original position. To ensure that the density distribution is not altered significantly during the imaging process the condition \( \delta x(t, I) \leq l \) should be fulfilled. The full calculation yields an upper bound \( t_{\text{max}} \) for the illumination time

\[
t \leq \frac{1}{2} \frac{1}{\Gamma^2} \left( \frac{\lambda m}{\hbar} \sqrt{1 + s_0} \right)^{2/3} \equiv t_{\text{max}}.
\]

Here the saturation parameter \( s_0 = I/I_{\text{sat}} \) refers to the saturation intensity and \( m \) to the atomic mass. \( \Gamma, \lambda \) and \( s \) are the linewidth, wavelength and frequency of the atomic transition. The optimal signal to noise ratio is achieved for the maximal illumination time \( t_{\text{max}} \) and its dependence on \( n_{2D}, s_0 \) and \( k \) can be calculated by using Eq. (8) and

\[
p_{\text{in}} = \frac{s_0 I_{\text{sat}}}{h \nu} d t_{\text{max}}.
\]

\[
\begin{tabular}{cccc}
0.1 & 0.2 & 0.3 & 0.4 & 0.5 \\
0.0 & 0.1 & 0.2 & 0.3 & 0.4 \\
\end{tabular}
\]
We evaluate the optimal signal to noise ratio for an experimentally accessible configuration, i.e. for $^{6}$Li atoms, a lattice spacing of $d = 0.5 \mu m$ and $\kappa = 4$. The results for varying density and saturation are presented in Fig. 4. For any saturation the signal to noise ratio improves with increasing density but care must be taken that the 1D density is such that the Friedel wavelength remains $\kappa$ times larger than the optical resolution. Within the parameter range considered here a maximal SNR per pixel of $SNR \approx 0.39$ can be achieved for a light atom such as $^{6}$Li. For heavier atoms such as $^{40}$K the signal to noise ratio approaches the atomic shot noise limit of $SNR = 1/\sqrt{\kappa} = 0.5$.

5 Conclusion

In this article we study the feasibility of observing Friedel oscillations in ultracold one-dimensional Fermi gases. We numerically calculate the amplitude of the density oscillations for a suitable experimental setup and find that for currently achievable temperatures of $T/T_F = 0.1$ it is on the order of 10% of the total density. We then calculate the expected noise for a density measurement on a single 1D system, which is limited by atomic shot noise and exceeds the amplitude of the Friedel oscillations by a factor of 20. Nevertheless, since many 1D systems can be observed in a single run the noise amplitude can be sufficiently reduced by averaging over 100 images. Therefore we conclude that an observation of Friedel oscillations is experimentally feasible. This would open up the possibility to investigate their non-equilibrium dynamics and to use them to probe Fermi liquids with attractive and repulsive interactions.
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