Interpretable Deep Models for Cardiac Resynchronisation Therapy Response Prediction
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Abstract. Advances in deep learning (DL) have resulted in impressive accuracy in some medical image classification tasks, but often deep models lack interpretability. The ability of these models to explain their decisions is important for fostering clinical trust and facilitating clinical translation. Furthermore, for many problems in medicine there is a wealth of existing clinical knowledge to draw upon, which may be useful in generating explanations, but it is not obvious how this knowledge can be encoded into DL models - most models are learnt either from scratch or using transfer learning from a different domain. In this paper we address both of these issues. We propose a novel DL framework for image-based classification based on a variational autoencoder (VAE). The framework allows prediction of the output of interest from the latent space of the autoencoder, as well as visualisation (in the image domain) of the effects of crossing the decision boundary, thus enhancing the interpretability of the classifier. Our key contribution is that the VAE disentangles the latent space based on ‘explanations’ drawn from existing clinical knowledge. The framework can predict outputs as well as explanations for these outputs, and also raises the possibility of discovering new biomarkers that are separate (or disentangled) from the existing knowledge. We demonstrate our framework on the problem of predicting response of patients with cardiomyopathy to cardiac resynchronization therapy (CRT) from cine cardiac magnetic resonance images. The sensitivity and specificity of the proposed model on the task of CRT response prediction are 88.43\% and 84.39\% respectively, and we showcase the potential of our model in enhancing understanding of the factors contributing to CRT response.
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1 Introduction

Deep learning (DL) methods have achieved near-human accuracy levels in some classification tasks in the medical domain. However, most DL methods operate as ‘black boxes’, mapping a given input to a classification output, but offer
little to no explanation as to how the output was decided upon. This has led to increasing research focus in recent years on techniques for interpretable DL [6]. In healthcare, interpretations (or explanations) are important in promoting clinicians’ and patients’ trust in automated decisions, as well as potentially for legal reasons [7]. Most existing work on interpretable DL has focused on “post-hoc” analysis of existing trained models [8]. Such approaches can be useful for visualising low-level features (e.g. parts of an image) that were important in producing the predicted output, but they do not offer a way to link these features with higher-level concepts that are well understood by clinicians. Furthermore, often there is a wealth of existing clinical knowledge that could be exploited in training a DL model to explain its decisions, but post-hoc analysis does not offer an easy way of linking this knowledge to the interpretation. An alternative, but less explored approach, which has the potential to address these limitations, is to include the need for an explanation into the training of the DL model. For example, Hind et al., [9] have proposed a generic framework for supervised machine learning that augments training data to include explanations elicited from domain experts. Similarly, Alvarez-Melis et al., [13] proposed a ‘self-explaining neural network’ in which interpretability is built in architecturally and more interpretable concepts are learnt during training. Both of these methods offer advantages in terms of explanations, but they do not offer an obvious way to link low level features with higher level explanatory concepts. Our work is based upon this type of approach but we seek to extend it to enable links to be made between low-level features and higher level concepts. We believe that such an interpretable approach is an essential characteristic to promote clinician trust in DL models. We propose a framework based on a variational autoencoder (VAE) to map images to low-dimensional latent vectors. The primary classification task is performed using these latent vectors. In addition, we incorporate clinical domain knowledge by using secondary classifier(s) in the latent space to encourage disentanglement of explanatory concepts within the learnt representation. By using a VAE we are able to decode and visualise these concepts to provide an explanatory basis for the primary model output. Simultaneously, we are able to link the high level concepts to features in image space. The disentanglement based on existing domain concepts also allows us to use the model to learn new undiscovered biomarkers.

**Related Work on Interpretable DL:** The idea of performing a classification task using fully connected layers from the latent space of a VAE has been proposed before. For example, Biffi et al., [2] adopted this approach to classify cardiac pathologies and used the decoder of the VAE to visualise the morphological features involved in the classification. Similarly, Clough et al., [5] proposed a similar architecture to detect the presence of coronary artery disease and also used concept activation vectors to quantify the importance of different explanatory concepts. Our work is methodologically distinct from [5,2] as we incorporate secondary classifier(s) as a way of incorporating existing clinical knowledge into the model as well as providing explanations of outputs.
Cardiac Resynchronisation Therapy: We illustrate our approach on the important clinical task of predicting response to cardiac resynchronization therapy (CRT). CRT is an established therapy for patients with medically refractory systolic heart failure and left ventricular dyssynchrony [1]. Current consensus guidelines [13] regarding selection for CRT focus on a limited set of patient characteristics including NYHA functional class, left ventricular ejection fraction (LVEF), QRS duration, type of bundle branch block, etiology of cardiomyopathy and atrial rhythm (sinus, atrial fibrillation). However, using these guidelines approximately 30% of patients do not respond to treatment [12], [15]. The clinical research literature reveals a number of important insights into improving selection criteria. For example, it has been shown that strict left bundle branch block (LBBB) with type II contraction pattern is associated with increased response to CRT [10]. Another study demonstrated that the presence of septal flash (SF) [1] and apical rocking are also associated with improved response [15], [11]. A limited number of papers have investigated the use of machine learning to predict response to CRT. Peressutti et al., [16] used supervised multiple kernel learning (MKL) to combine motion information derived from cardiac magnetic resonance (CMR) imaging and non-motion data to predict CRT response, achieving approximately 90% accuracy on a cohort of 34 patients. Cikes et al., [4] used unsupervised MKL to combine echocardiographic data and clinical parameters to phenogroup patients with HF with respect to both outcomes and response to CRT. To the best of our knowledge, no DL models have been proposed for predicting response to CRT.

Contributions: We present a new DL image-based classification framework based on a VAE that enhances the interpretability of the classifier for the application of CRT response prediction. The main novelty lies in the use of secondary classifier(s) that enable links to be made between low level image features and higher level concepts, which we believe is an important prerequisite for clinical translation of DL based cardiac diagnosis tools.

2 Materials

A cohort of 73 patients fulfilling the conventional criteria for CRT was used in this study. The study was approved by the institutional ethics committee and all patients gave written informed consent. All patients underwent CMR imaging prior to CRT and 2D echocardiography imaging and clinical evaluation prior to CRT and at 6-month follow-up. CMR imaging was carried out on multiple scanners: Siemens Aera 1.5T, Siemens Biograph mMR 3T, Philips 1.5T Ingenia and Philips 1.5T and 3T Achieva. The CMR multi-slice short-axis (SA) stack was used in this study, which had a slice thickness between 8 and 10 mm, an in-plane resolution between 0.94x0.94mm$^2$ to 1.51.5mm$^2$ and a temporal resolution of $\sim$13-31 ms/frame. All patients were classified as responders or non-responders based on volumetric measures derived from 2D echocardiography acquired at the
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4 An inward-outward motion of the septum in early systole (mainly during isovolumetric contraction).
6-month follow-up evaluation [14]. Patients were classified as responders if they had a reduction of ≥15% in left ventricular (LV) end-systolic volume after CRT, and non-responders otherwise. This information was used as the primary output label in training our proposed model. Based on a manual clinical assessment of the 2D echocardiography imaging acquired prior to CRT, those patients exhibiting SF were also identified by an experienced cardiologist. The SF information was used as an ‘explanatory concept’ in training our proposed model to generate meaningful explanations. Note that this information would not normally be available at inference time, as it results from a time-consuming expert inspection. From the cohort, there were 47/73 patients who were responders to CRT. 27 of the 47 responders had SF and 10 of the 26 non-responders had SF. The ratio of SF responders/non-responders was 27/37 (∼73%), which is in line with the distribution reported by Parsai et al., [15].

3 Methods

Our CRT prediction model is illustrated in Figure 1. The model consists of a segmentation network, followed by a VAE that incorporates multiple classifiers in the latent space. In the following sections we describe the different components of the pipeline.

**Spatial-temporal normalisation** To correct for variation in acquisition protocols between vendors, all images were first resampled to an in-plane voxel size of $1.25 \times 1.25 mm$, and temporally resampled to $T = 25$ frames per cardiac cycle.
cycle using piecewise linear warping of cardiac timings.

**Automatic segmentation network:** We used a U-net based architecture for automatic segmentation of the LV blood pool, LV myocardium and right ventricle (RV) blood pool from the SA slices in all frames through the cardiac cycle [9]. To take into account the inter-vendor differences in intensity distributions, the segmentation network was fine tuned with 300 images (multiple slices/time points from 20 CMR scans) from an independent clinical database.

**VAE network:** The VAE model is composed of an encoder that compresses the data into a latent space (of dimensionality 128), followed by a decoder network trained to reconstruct the original data from the latent representations. The encoder/decoder architecture has three channels corresponding to CMR segmentations from the top three slices.

**Primary task classifier:** Using the encoder network, the segmentations of the CMR images at all T time points from each subject were mapped into T latent vectors. The first fully connected layer of the classifier processes the latent vectors individually. The outputs of these layers are then concatenated into a single vector, which is used as input to three fully connected layers that predict CRT response for each subject.

**Explanatory concept classifiers:** The clinical domain knowledge is incorporated as secondary classifier(s). In the experiments presented in this paper, we illustrate this idea using a single explanatory concept (SF). However, in principle multiple explanatory concepts could be used, each of which would use a different (possibly overlapping) portion of the latent space. We always ensure that a part of the latent space is unused by any of the secondary classifiers, to ensure that this represents ‘unknown’ factors contributing to the primary output (i.e. CRT response). The secondary classifier(s) follow a similar structure to the primary task classifier.

We denote an input data sequence by $X = [x_1,x_2,...,x_T]$, and its corresponding latent mean and standard deviation vectors as $M = [\mu_1,\mu_2,...,\mu_T]$ and $\Sigma = [\sigma_1,\sigma_2,...,\sigma_T]$, where $(\mu_t,\sigma_t) = \text{Encoder}(x_t)$. The decoded images are denoted by $\tilde{X} = [\tilde{x}_1,\tilde{x}_2,...,\tilde{x}_T]$. For the primary classification task, the ground truth label is denoted by $y$ and the predicted label by $\tilde{y} = \text{Classifier}(M)$, i.e. we use only the latent mean vector for classification. For the secondary tasks, we select a subset of the latent space $M_k = [\mu_{l_k},\mu_{l_k+1},...\mu_{l_k+N_k}]$, where $N_k < T$ is the size of the subset for secondary task $k$ and $l_k$ is the start of the subset for task $k$. This subset is used for classification of the explanatory concept(s) $\tilde{y}_k = \text{Classifier}(M_k)$. The joint loss function for the VAE and the primary and secondary classifiers can then be written as follows:

$$L_{\text{total}} = \frac{1}{T} \sum_{t=1}^{T} [L_{\text{re}}(x_t, \tilde{x}_t) + \beta L_{\text{KL}}(\mu_t, \sigma_t)] + \gamma L_{\text{cl}}(y, \tilde{y}) + \sum_{k=0}^{K} \alpha_k L_{\text{cl}}(y_k, \tilde{y}_k)$$ (1)

where $L_{\text{re}}$ is the cross-entropy between the input segmentations and the output predictions, $L_{\text{cl}}$ is the binary cross entropy loss for the classification tasks (primary/secondary), $L_{\text{KL}}$ is the Kullback-Leibler divergence between the latent variables and a unit Gaussian, and $\beta$, $\gamma$ and $\alpha_k$ are constants that weight the
components of the loss function. \( K \) is the number of secondary tasks and \( y_k \) are their corresponding ground truth labels, which are provided as clinical domain knowledge (see Section 2).

4 Experiments and Results

We applied the proposed pipeline for the primary classification task of predicting CRT response from pre-treatment CMR images. The explanatory concept used in the secondary classifier was SF. The inputs to the VAE were \( 80 \times 80 \) segmentations of three basal slices of the SA stack, where each slice was treated as a channel of the network input. The data for each subject consist of \( T = 25 \) segmentations per slice, representing one full cardiac cycle.

**Model Training:** The model was trained in three stages. First, we trained only using the VAE loss (i.e. \( \gamma = 0 \) and \( \alpha_k = 0 \)) using 10,000 subjects (including both healthy and cardiovascular diseases) from the UK Biobank database [17] for 500 epochs, and then fine tuned using CRT patient data for 300 epochs. Second, we trained both the VAE and the primary task classifier (\( \alpha_k = 0 \)) for 500 epochs. Finally, we trained the VAE, the main and secondary classifiers together for 300 epochs. We used a grid search strategy to identify the optimal beta that was selected as a trade-off between disentanglement and reconstruction quality. For the secondary classifier, we used the first half of the latent space (\( N_0 = 64 \) and \( l_0 = 0 \)). Data augmentation was used during all phases of the training (random rotation and translation). The model was trained on a NVIDIA GeForce GTX TITAN X using Adam optimiser with learning rate equal to \( 10^{-4} \) and batch size of 8. We set \( \beta = 0.2 \), \( \gamma = 1 \) and \( \alpha_k = 0.9 \).

Table 1. Comparison between baseline, primary task VAE classifier and primary/secondary task VAE classifier. McNemar’s test was used to compute the p-values.

| Methods         | CRT BACC | SEN | SPE | Dice p-value | SF BACC | SEN | SPE |  
|-----------------|----------|-----|-----|--------------|---------|-----|-----|  
| Baseline        | 92.46    | 96.69 | 88.23 | -            | -       | -   | -   |  
| VAE + CRT       | 90.40    | 94.59 | 86.21 | 87.04 0.18   | -       | -   | -   |  
| VAE + CRT + SF  | 86.41    | 88.43 | 84.39 | 85.85 0.06   | 80.24   | 73.42 | 87.06 |  

**Classification and Reconstruction Results:** A 5-fold stratified cross-validation over the CRT patient data was employed to evaluate the proposed framework. For each fold, the decoder network was evaluated using the average Dice Score between the input segmentation and the predicted segmentation. The primary and secondary classifiers were evaluated using a receiver operating characteristic curve (ROC) analysis, and based on this the balanced accuracy (BACC), sensitivity (SEN) and specificity (SPE) were computed for the optimal classifier selected using the Youden index. For comparison, we also evaluated a ‘baseline’ classifier (i.e. encoder + CRT classifier only) and also a version of our
model featuring only the primary task classifier and no secondary task (i.e. VAE + primary classifier). Table 1 summarises the results for the proposed method and the comparative methods. To compare the performance of the different classification algorithms we used McNemar’s test between the baseline method and the other methods.

**Disentanglement of the Latent Space:** Figure 2 shows the first two PCA components of the latent space on the test database. It is visible that the primary and secondary classifier has enforced the disentanglement of the latent space between CRT responders and non responders.

![PCA of the latent space vectors for the test cases](image)

**Fig. 2.** PCA of the latent space vectors for the test cases, where red are CRT responders and blue non CRT responders, dots are subjects with SF and crosses subjects without SF

**Visualisation of the Explanatory Concepts:** One of the strengths of our proposed model is that it enables visualisation in the image domain of the secondary classification task to investigate if the learned features correspond to the clinical domain knowledge. To illustrate this concept, we computed the mean point in the latent space from all subjects classified as having SF and reconstructed an image sequence using the VAE decoder. Figure 3 shows a two-dimensional M-Mode representation of a line crossing the LV and RV through
the septum of the reconstructed images. The video of the full cardiac cycle is available in the supplementary material. An experienced cardiologist reviewed the video and the M-Mode representation and reported that it shows an irregular motion of the septal wall during contraction, most likely indicating SF.

![Fig. 3. Two dimensional M-Mode visualisation of the mid LV and RV over the full cardiac cycle. Red line indicates profile line selected to generate the two dimensional M-Mode image. Arrows indicate irregular motion of the septum during contraction, which likely corresponds to septal flash.](image)

5 Discussion

In this work we propose a model that not only performs classification, but also allows interpretation of features important in the classification. We achieve state-of-the-art performance for CRT response prediction, and this is the first time that DL has been used for this purpose. Our DL model is fully automated and requires no user interaction to generate the model input, unlike previous machine learning approaches for CRT response prediction \[4,16\]. Our key novelty is that we use additional secondary classifier(s) to encode existing clinical knowledge into the model to enable it to explain its output. Our results show that our explanatory classifier has similar performance to the baseline VAE, but offers the possibility to disentangle the latent space based on clinical knowledge and hence explain its decisions to clinicians.

To illustrate the ability of our method to incorporate clinical knowledge we showed in Figure 3 that our model had learnt in a weakly supervised manner the concept of SF, which is associated with positive response to CRT treatment. In future work we aim to investigate extending the current framework to incorporate multiple explanatory concepts. Apart from allowing interpretation and thus improving trust, encoding of clinical concepts into the model offers a way to incorporate the extensive biophysical knowledge that is already known about a disease. It is likely that this will in the long run improve DL applicability. Furthermore, the proposed model has the potential to discover new explanatory factors related to CRT response by using the VAE decoder to visualise other portions of the latent space.
We used segmentations instead of intensity images to train our model as we achieved slightly higher performance in this way and the quality of reconstructed images and latent space interpolations was superior. However, segmentations do not offer the same level of detail as CMR intensity images and therefore this could cause a loss of information that could be important in predicting CRT response. In the future we will investigate the use of an adversarial loss to ensure high-quality intensity image reconstructions which can then be used to visualise both structural and textural features relevant to the classification.

Finally, the proposed model currently concatenates the time series of latent vectors. A further possible extension would be to use more sophisticated architectures such as recurrent neural networks that take advantage of the temporal correlations between frames.
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