Abstract

We present a systematic collection of results concerning interactions between convex, subharmonic and pluri-subharmonic functions on pairs of manifolds related by a Riemannian submersion. Our results are modelled on those known in the classical complex-analytic context and represent another step in the recent Harvey-Lawson pluri-potential theory for calibrated manifolds. In particular we study the case of Kähler and \( G_2 \) manifolds, emphasizing both parallels and differences. We show that previous results concerning Lagrangian fibrations can be viewed as an application of this framework.

1 Introduction

The official goal of this paper is to present a systematic collection of results concerning relationships between different potential-theoretic function theories on Riemannian manifolds \( M, B \) related by a Riemannian submersion \( \pi : M \to B \). More specifically, we will be concerned with various classes of convex, subharmonic and pluri-subharmonic functions on \( M \) and with the construction of corresponding convex or subharmonic functions on \( B \).

The most classical example of this type of question arises in the case

\[
\pi : \mathbb{R}^2 \setminus \{0\} \to \mathbb{R}^+, \quad (r, \theta) \mapsto r,
\]

viewed as a Riemannian submersion with \( S^1 \)-fibres. Subharmonic \( S^1 \)-invariant functions above then correspond to convex functions below (wrt the variable \( \log r \)). More generally, the 3-circle theorem of Hadamard (respectively, a theorem of Hardy) states that the fibre-wise supremum (respectively, the fibre-wise integral) of any subharmonic function above defines a convex function below.
(wrt the variable \( \log r \)). These results not only clarify the content of the subharmonic condition, but are also very useful in applications.

Our results in sections 5, 7 can be seen as a broad generalization of these classical theorems.

More generally, our interest is in the following points, whose unifying thread is to explore the geometric framework underlying the above function-theoretic question.

**Immersions vs. submersions.** Potential theory provides a means, within geometry, for controlling minimal submanifolds. The prime example of this is the standard proof that \( \mathbb{R}^n \) contains no compact minimal submanifolds. This result concerns potential theory and immersions. Dualizing, we are interested in (pluri-)potential theory and submersions, and in possible geometric applications of these results.

Our current main application is Theorem 9.1 concerning certain Lagrangian fibrations and the volume of the fibres. This result should be viewed as yet another manifestation of the relationship between volume and Ricci curvature, valid in very general Riemannian contexts. The Bishop-Gromov theorem is the most famous example of this relationship.

**Pluri-potential theories.** Classical, i.e. complex-analytic, pluri-potential theory was developed as a tool for studying holomorphic functions. Recent work by Harvey-Lawson, e.g. [12], has highlighted the existence of analogous pluri-potential theories in many new geometric contexts. In particular, given any calibrated manifold, there exists a notion of pluri-subharmonic (PSH) functions specific to the geometry of that manifold [11]. A surprising feature of these theories is the extent of their parallelisms with the classical theory. Our results push this study a step forward, emphasizing that such parallelisms continue to hold in the context of Riemannian submersions.

The Harvey-Lawson theory is also surprising in the breadth of its applicability. For the sake of definiteness we instead choose to concentrate on few specific examples, chosen from opposite sides of the spectrum: the Riemannian and Kähler theories on the more classical side, \( G_2 \) theory on the exotic side.

**Submanifold geometry.** Our presentation emphasizes, in particular, the interplay between “opposite” classes of submanifolds: in the language of Harvey-Lawson, these are the calibrated and the “free” submanifolds. We are thus interested in complex/Lagrangian submanifolds in the Kähler case, associative/coassociative submanifolds in the \( G_2 \) case.

Our results also rely on second variation formulae specifically tailored to the submanifolds in question. These ingredients would play a similar role in any other calibrated pluri-potential theory.
Geometric constructions of PSH functions. Although convex, subharmonic and PSH functions exist (locally) in abundance, it is an interesting question to find geometrically meaningful examples. For example, given a point $p$ in a Riemannian manifold $M$, let $r^2$ denote the square-distance function from $p$. It is a standard fact that this function is convex in a neighbourhood of $p$. In the context of Riemannian submersions, the volume functional on the fibres can be used to construct functions which are convex or PSH at certain points: see Corollary 6.2. Yet another such construction, in Kähler geometry, is at the heart of Theorem 9.1.

Kähler vs. $G_2$ theory. Superficially, there are intriguing parallels between Kähler and $G_2$ geometry. It is an interesting, actively pursued, question to what extent these parallels hold at a deeper level.

Kähler, more generally complex, geometry has been investigated for centuries and classical pluri-potential theory has found many geometric applications; our Theorem 9.1 relies on the well-developed relationship between curvature and holomorphic line bundles.

By contrast, $G_2$ geometry is still in its infancy. Its pluri-potential theory still has basically no geometric applications, and there is currently no known analogue of the curvature-vector bundle relationship. Theorem 9.1 is thus interesting also because it marks the point, in this paper, in which the Kähler-$G_2$ parallism breaks down. It would be very interesting to find analogues of Theorem 9.1 in the $G_2$ context.

Final comments. The existence of deep relationships between classical (pluri-)potential theory and Differential Geometry is nowadays clear. Convex functions are related to the properties of geodesics, to curvature, to convex sets and to the geometric structure of Riemannian manifolds, see eg [9], [6], [28]. PSH functions are related to Stein manifolds and to the search for special Kähler metrics. In this paper we focus on other aspects, outlined above, of these relationships. Hopefully, our results will stimulate research into relationships between the new Harvey-Lawson pluri-potential theories and the geometry of the corresponding ambient spaces.

The paper is structured as follows. The main results appear in sections 5 and 7. The main applications of these results appear as corollaries there, and in section 9. Sections 2/4 and section 6 provide the necessary background. Section 8 is a digression on Lagrangian fibrations in Symplectic geometry and on coassociative fibrations in $G_2$ geometry.

Remark. All our submanifolds will be without boundary. Our geometric applications allow us to mostly restrict to smooth PSH functions. This choice also helps us to stay focused on the main goals of the paper. Standard techniques of pluri-potential theory, as extended by Harvey-Lawson [12], would allow weaker notions of PSH functions, based on upper semi-continuous functions.
Acknowledgements. Potential and pluri-potential theory, and their geometric applications, are a vast subject. I have provided references to every relevant result I know of. I am not aware of any serious overlap between the results of sections 3-7 and the literature. Section 9 provides a detailed comparison between Theorem 9.1 and previously-known results. I am happy to thank Anna Fino for interesting conversations and the anonymous referee for useful comments.

2 The Hessian operator

Given a Riemannian manifold $M$, let $\nabla$ denote its Levi-Civita connection. Recall the following definitions.

Definition 2.1. The Hessian is the operator

$$\text{Hess}(f)(X,Y) := X(Yf) - \nabla_X Y(f).$$

The Laplacian is the operator $\Delta f := \text{tr} \text{Hess}(f)$.

A function $f$ is convex, respectively subharmonic, at a point $p \in M$ if $\text{Hess}(f) \geq 0$, respectively $\Delta f \geq 0$, at that point.

Notice that the correction term $\nabla_X Y(f)$ vanishes at critical points, where the Hessian is thus independent of the metric.

We are interested in how the Hessian interacts with immersions and submersions. Let us view these in turn.

Immersions. Let $(M,g)$ be a Riemannian manifold and $\Sigma \hookrightarrow M$ be a submanifold endowed with the restricted metric. Each has its own Hessian. In order to compare them, choose $X, Y \in T_p \Sigma$ (locally extended). Then, using standard notation,

$$\text{Hess}_M(f)(X,Y) = X(Y(f)) - (\nabla_X Y)^T(f) - (\nabla_X Y)^\perp(f) = \text{Hess}_\Sigma(f)(X,Y) - (\nabla_X Y)^\perp(f).$$

The two Hessians are thus related by the second fundamental form of $\Sigma$. This leads to the following conclusion.

Proposition 2.2. Let $\Sigma \hookrightarrow (M,g)$ be a submanifold endowed with the restricted metric.

1. Assume that either $df|_{T\Sigma} = 0$ or $\Sigma$ is totally geodesic. Then $\text{Hess}_\Sigma(f) = \text{Hess}_M(f)|_{T\Sigma}$.

2. Assume $\Sigma$ is minimal. Then $\Delta_\Sigma f = \text{tr}|_{T\Sigma} \text{Hess}_M(f)$. In particular, if $\text{Hess}_M(f) \geq 0$ then $f|_\Sigma$ is subharmonic.
Remark. Simple examples, such as \( f(x, y, z) := x^2 + y^2 - z^2 \) and \( \Sigma := \text{axis} \subset \mathbb{R}^3 \), show that in general one cannot hope that subharmonic functions restrict to subharmonic.

This relationship implies that potential theory provides strong control over minimal submanifolds. For example:

1. \( \mathbb{R}^n \) does not contain compact minimal submanifolds. Indeed, it suffices to apply the proposition to each coordinate function \( f := x_i \): the ambient Hessian vanishes so each restricted function would be harmonic on the submanifold, thus constant.

2. Assume \( \Sigma \subseteq M \) is compact and minimal, and that \( \text{Hess}_M(f) \) is non-negative. Then \( f_{\mid \Sigma} \) is constant, ie \( \Sigma \) is contained in a level set of \( f \). Moreover, \( \Sigma \) cannot intersect any region where \( \text{Hess}_M(f) \) is positive definite: otherwise \( \Delta_{\Sigma} f > 0 \), contradicting the fact that \( f_{\mid \Sigma} \) is constant [32].

The existence of an appropriate “background \( f \)” thus puts strong restrictions on the properties and location of minimal submanifolds.

Remark. Part 1 above depends of course strongly on the chosen ambient metric: stereographic projection from \( S^2 \) produces a metric on \( \mathbb{R}^2 \) which does admit a minimal \( S^1 \).

Submersions: generalities. In Differential Topology the natural dual of the notion of immersion is that of submersion. In our context we shall be interested in the corresponding Riemannian notion. It may be useful to review some basic facts, as follows.

Let \( M, B \) be Riemannian manifolds and \( \pi : M \to B \). This data is called a Riemannian submersion if \( \pi \) is a surjective map and each restriction \( d\pi : \ker(d\pi)^{\perp} \to TB \) is an isometry. The tangent bundle \( TM \) splits into the direct sum of two natural distributions: \( \ker(d\pi) \), known as the vertical distribution, and \( \ker(d\pi)^{\perp} \), known as the horizontal distribution. The vertical distribution is automatically integrable. We will let \( X = X^{\text{ver}} + X^{\text{hor}} \) denote the corresponding decomposition of a vector.

A horizontal vector field \( X \) on \( M \) is called basic if its projection onto \( B \) is a well-defined vector field on \( B \), ie if, along each fibre \( \pi^{-1}(b) \), all vectors \( d\pi(X) \) coincide. We will often rely on the corresponding 1:1 identification

\[ \text{vector fields on } B \leftrightarrow \text{horizontal basic vector fields on } M, \]

and more generally on all identifications between horizontal/\( \pi \)-invariant objects above and the corresponding objects below.

It is known [15], [20] that \( M \) complete implies \( B \) complete, and that in this case all fibres are diffeomorphic and \( M \) is a locally trivial fibre bundle. Furthermore, if the fibres are totally geodesic then all fibres are isometric and the structure group of the fibre bundle is given by isometries. This does not yet imply that \( M \) is locally trivial from the Riemannian viewpoint, ie that \( M \) is locally isometric to the Riemannian product \( B \times F \), where \( F \) is the generic
fibre: in this case the horizontal distribution can be identified with $TB$, so it must be integrable.

These conditions are encoded by two tensors $T$, $A$ on $M$ introduced in \cite{23}. The tensor $T$ is defined as an extension of the second fundamental form

$$\ker(d\pi) \times \ker(d\pi) \to \ker(d\pi)^\perp, \quad (X, Y) := (\nabla_X Y)^\perp,$$

of the fibres; it vanishes iff the fibres are totally geodesic. The tensor $A$ can also be defined using $\nabla$; equivalently, it is an extension of the tensor

$$\ker(d\pi)^\perp \times \ker(d\pi)^\perp \to \ker(d\pi), \quad (X, Y) := [X, Y]^\text{ver}.$$

It vanishes iff the horizontal distribution is integrable.

It follows from \cite{23} that both tensors $T$, $A$ vanish iff $M$ is a locally trivial fibre bundle from the Riemannian viewpoint, as defined above.

We will use the following general fact.

**Lemma 2.3.** Let $\pi : M \to B$ be a Riemannian submersion.

1. Let $\alpha$ be a curve in $B$. Then a horizontal lift of $\alpha$ is a geodesic in $M$ iff $\alpha$ is a geodesic in $B$.

2. Any geodesic in $M$ which is initially horizontal is always horizontal, and is thus the lift of a geodesic in $B$.

**Proof.** Part 1: Recall, cf eg \cite{27}, that if $X$, $Y$ are vector fields on $B$ then, using the same notation for their basic horizontal lifts, the covariant derivatives are related by the general formula

$$\nabla^M_X Y = \nabla^B_X Y + (1/2)[X, Y]^\text{ver}.$$

Thus $\nabla^M_\dot{\alpha} \dot{\alpha} = \nabla^B_\dot{\alpha} \dot{\alpha} + (1/2)[\dot{\alpha}, \dot{\alpha}]^\text{ver} = \nabla^B_\dot{\alpha} \dot{\alpha}$.

Part 2: Let us project the initial point and direction of the geodesic down to $B$. We then generate a geodesic in $B$, which by Part 1 lifts to a horizontal geodesic in $M$. It has the same initial data as the original geodesic, so the two coincide.

**Examples.** Examples of Riemannian submersions include products, for which both tensors $T$, $A$ vanish, and warped products, in which all fibres are diffeomorphic but not necessarily isometric (so $T \neq 0$).

Below we will be interested in the class of examples provided by manifolds with an isometric group action. A special case is that of principal fibre bundles over a Riemannian manifold: a connection on the bundle, together with an invariant metric on the Lie algebra, then generates a Riemannian submersion. In this case the vanishing of $A$, ie the integrability of the horizontal distribution defined by the connection, is equivalent to the vanishing of the connection’s curvature.
Example. The following construction provides an example of a Riemannian submersion with a totally geodesic fibre such that \( A = 0 \) only along the fibre. This is relevant to Proposition 3.1 below.

Consider the manifold \( S^1 \times \mathbb{R}^2 \) endowed with the standard product Riemannian structure \( g \). Using variables \((\theta, x, y)\) we can identify \( g \) with the matrix \( \text{Id} \). The standard projection onto \( \mathbb{R}^2 \) is a Riemannian submersion. It has totally geodesic fibres and the horizontal distribution is integrable.

Choose symmetric matrices of the form
\[
h(x, y) = \begin{pmatrix} 0 & a & b \\ a & 0 & 0 \\ b & 0 & 0 \end{pmatrix},
\]
where \( a = a(x, y), b = b(x, y) \). Fix \( \epsilon \) small. Then \( g' := \text{Id} + \epsilon h \) defines (locally) a new metric on \( S^1 \times \mathbb{R}^2 \). The fact that \( a, b \) do not depend on \( \theta \) implies that \( g' \) is \( S^1 \)-invariant, so the standard projection again defines a Riemannian submersion.

Consider the map \( c : S^1 \times \mathbb{R}^2 \to S^1 \times \mathbb{R}^2, \ c(\theta, x, y) := (\theta, -x, -y) \).

Notice that \( c^2 = \text{Id} \). If we assume \( a(-x, -y) = -a(x, y), b(-x, -y) = -b(x, y) \) then \( g' \) is \( c \)-invariant, ie \( c \) is a \( g' \)-isometry. One can use this (or a direct calculation) to show that its set of fixed points, ie the fibre \( S^1 \times \{(0, 0)\} \), is totally geodesic.

Vector fields which are horizontal, ie \( g'(v, \partial \theta) = 0 \), take the form
\[
v(\theta, x, y) = (-\epsilon a v_1 - \epsilon b v_2, v_1, v_2).
\]

Choosing two such vector fields \( v, w \), we can compute that
\[
[v, w]_{g'} = (v_1 (-\epsilon b w_2 + \epsilon a w_1) + v_2 (-\epsilon a w_2 + \epsilon b w_1)) \partial \theta.
\]
Notice that this expression is tensorial in \( v, w \), as expected.

The horizontal distribution is integrable at a given point iff \( a_y = b_x \) there. If, for example, we choose \( a = x^2 y \) and \( b = -xy^2 \) then integrability holds only along the fibre \( S^1 \times \{(0, 0)\} \), as desired.

A final remark: at any point where \((a, b) = (0, 0)\), the horizontal spaces defined by \( g, g' \) coincide. At any other point, the vector \( v := (0, -b, a) \) is horizontal wrt both metrics; this corresponds to the fact that, for dimensional reasons, the two planes must intersect. One finds
\[
|v|_g = |v|_{g'} = \sqrt{a^2 + b^2}.
\]
The vector \( w := (-\epsilon a^2 - \epsilon b^2, a, b) \) is also \( g' \)-horizontal. One finds that \( g'(v, w) = 0 \) and that
\[
|w|_{g'} = \sqrt{a^2 + b^2} \cdot \sqrt{1 - \epsilon^2 (a^2 + b^2)}.
\]
The normalized projections \((|v|_{g'})^{-1}(-b, a), (|w|_{g'})^{-1}(a, b)\) are an orthonormal frame on the base space \( \mathbb{R}^2 \), wrt the metric induced by \( g' \).
Submersions: functions. Given a Riemannian submersion \((M, B, \pi)\), we shall be interested in three classes of functions:

- **Invariant functions** \(f : M \rightarrow \mathbb{R}\), ie those of the form \(f = \pi^*F\), for some \(F : B \rightarrow \mathbb{R}\).

- **Fibre-wise integral functions** \(F : B \rightarrow \mathbb{R}\), ie those of the form

\[
F(b) = \int_{\pi^{-1}(b)} f \, \text{vol},
\]

for some \(f : M \rightarrow \mathbb{R}\). We will assume the fibres are compact. Standard results ensure the smoothness of \(F\) wrt the variable \(b\).

- **Fibre-wise supremum functions** \(F : B \rightarrow \mathbb{R}\), ie those of the form

\[
F(b) = \sup\{f(p) : p \in \pi^{-1}(b)\},
\]

for some \(f : M \rightarrow \mathbb{R}\). We will assume the fibres are compact. This also serves to ensure local (wrt the variable \(b\)) uniform continuity of \(f\), thus equicontinuity of the corresponding family (wrt the parameter defined by points \(y\) on the fibre) of functions \(b \mapsto f(b, y)\). In turn, this ensures the continuity of \(F\). This will suffice for our purposes, though further assumptions would guarantee smoothness.

The following result is the natural dual of Proposition 2.2. It presents the most basic relationship between the Hessians of invariant functions. We will later generalize this to other classes of functions.

**Proposition 2.4.** Let \(\pi : M \rightarrow B\) be a Riemannian submersion and \(f = \pi^*F\) be an invariant function. Then

\[
\text{Hess}_M(f)(X, X) = \text{Hess}_B(F)(X, X),
\]

for all horizontal vectors \(X\).

**Proof.** One way to prove this is by choosing a geodesic \(\alpha\) with initial velocity \(X\). Then

\[
\text{Hess}_M(f)(X, X) = \frac{d^2}{dt^2}(f \circ \alpha)_{|t=0} = \frac{d^2}{dt^2}(F \circ \alpha)_{|t=0} = \text{Hess}_B(F)(X, X).
\]

Alternatively, wrt any two horizontal basic vector fields \(X, Y\),

\[
\text{Hess}_M(f)(X, Y) = \nabla_X \nabla_Y f - \nabla_X Y(f)
\]

\[
= \nabla_X \nabla_Y f - (\nabla_X Y)^{\text{hor}}(f) - (1/2)[X,Y]^{\text{ver}}(f)
\]

\[
= \nabla_X \nabla_Y F - \nabla_X Y(F) = \text{Hess}_B(F)(X, Y),
\]

where we use the fact that \(f\) is constant on fibres. \(\square\)
3 Function theory and submersions: Model cases

Given a Riemannian submersion $\pi : M \to B$, we are interested in the natural next step beyond Proposition 2.4 relating function theory on $M$ to function theory on $B$. The exact relationship will depend on the function theories involved. Let us review two classical situations, which will serve as models.

**Potential theory.** The submersion structure provides a very strong relationship between horizontal directions in $M$ and $B$. In order to get a relationship between function theories, however, it is necessary to gain control over the vertical directions. We can do this via additional assumptions either on the function or on the extrinsic geometry of the fibre, as follows.

**Proposition 3.1.** Let $\pi : M \to B$ be a Riemannian submersion. Assume $f = \pi^*F$. Choose a fibre $\Sigma_b$. Then, at each point of $\Sigma_b$,

1. If $f$ is convex then $F$ is convex.

2. If either
   
   (i) $\Sigma_b$ is contained in the critical locus of $f$, or
   
   (ii) $T = 0$ and $A = 0$ at each point of $\Sigma_b$

   then $\text{Hess}_M(f) := \pi^*(\text{Hess}_B(F))$.
   
   In particular, $F$ is convex at $b \in B$ iff $f$ is convex at each point of $\Sigma_b$.

3. If $\Sigma_b$ is minimal then $\Delta_M f = \pi^*(\Delta_B F)$.
   
   In particular, $F$ is subharmonic at $b \in B$ iff $f$ is subharmonic at each point of $\Sigma_b$.

**Proof.** Part 1 is a direct consequence of Proposition 2.4.

Part 2: Assume $X$ horizontal, $Y$ vertical. We must examine three cases.

In horizontal directions, by Proposition 2.4

\[ \text{Hess}_M(f)(X, X) = \text{Hess}_B(F)(X, X), \]

as desired. In vertical directions, by Proposition 2.2 and assumption (i) or the assumption $T = 0$,

\[ \text{Hess}_M(f)(Y, Y) = \text{Hess}_\Sigma(f)(Y, Y) = 0 \]

because $f$ is invariant, as desired. To conclude, write

\[ \text{Hess}_M(f)(X, Y) = X(Y(f)) - (\nabla_X Y)^\text{ver}(f) - (\nabla_X Y)^\text{hor}(f). \]

The first two terms vanish because $f$ is invariant. Under assumption (i) the third term also vanishes, as desired. Alternatively notice that, for every $X'$ horizontal,

\[ (\nabla_X Y)^\text{hor} \cdot X' = \nabla_X Y \cdot X' = -Y \cdot \nabla_X X' = -Y \cdot (1/2)[X, X']^\text{ver}. \]
It follows that the assumption $A = 0$ implies the vanishing of $(\nabla_X Y)^{\text{hor}}$, thus of the third term, as desired.

Part 3: Assume $\Sigma_b$ is minimal. Choosing a local vertical ON basis we can write
\[ \text{Hess}_M(f)(e_i, e_i) = \Delta_{\Sigma} f = 0, \]
where we use the invariance of $f$. The conclusion follows by taking the trace of Hess wrt horizontal vectors. \hfill \square

**Corollary 3.2.** Let $\pi : M \to B$ be a Riemannian submersion and $F : B \to \mathbb{R}$.

1. If $T = 0$ and $A = 0$ on $M$ then $\pi^* F$ is convex iff $F$ is convex.

2. If all fibres are minimal then $\pi^* F$ is subharmonic iff $F$ is subharmonic.

The second statement goes back to [5], [8].

**Example.** Consider $M := \mathbb{R}^2 \setminus 0$, seen as a submersion over $B := \mathbb{R}^+$ with fibres given by the circles of radius $r$. The radius function $r$ on $M$ is invariant, and it is convex: one can check this either via a direct calculation, or by looking at its graph: the upper half of the cone $z^2 = x^2 + y^2$. It descends to the linear function $r$ on $B$, but it is strictly convex in directions tangent to the fibres. This example confirms that, without additional assumptions on the fibres, we cannot expect that $\text{Hess}_M(f) = \pi^*(\text{Hess}_B(F))$.

**Remark.** The above example suggests yet another interesting situation. Let $M$ be a Riemannian manifold and $\Sigma$ a compact submanifold. Let $r$ denote the distance function from $\Sigma$. Then $|\nabla r| \equiv 1$ so $r : M \setminus \Sigma \to B := (0, \infty)$ is (where defined) a Riemannian submersion with codimension 1 fibres. For dimensional reasons, $A = 0$. Choose $F : (0, \infty) \to \mathbb{R}$. Set $f := \pi^* F$. Then for $X$ horizontal and $Y$ vertical, $\text{Hess}_M(f)(X, X) = \text{Hess}_B(F)(X, X)$ and $\text{Hess}_M(f)(X, Y) = 0$ as in Proposition 3.1, Part 2. In vertical directions,
\[ \text{Hess}_M(f)(Y, Y) = \text{Hess}_\Sigma(f)(Y, Y) - \nabla_Y Y^{\text{hor}}(f) = - (\nabla_Y Y \cdot N) df(N), \]
by invariance of $f$ and setting $N := \nabla r$. Its sign can thus be controlled via sign assumptions on the second fundamental form of the fibres and on the derivative $F'$. In this situation one typically finds that $\text{Hess}_M(f) \neq \pi^*(\text{Hess}_B(F))$.

Applied to the above example, this confirms the convexity of $f := \pi^*(r^2)$.

**Classical pluri-potential theory.** The situation described above is very simple. Using the invariance of $f$ we have built a perfect dictionary between analogous function theories on $M$ and on $B$. On the flip side, this means that there is basically no gain in passing between these two spaces.

The situation is more interesting in the case of complex manifolds: here, one can produce a dictionary between two different function theories. First, some definitions.
Definition 3.3. Let $M$ be a complex manifold.

A function $f : M \to \mathbb{R}$ is pluri-subharmonic (PSH) iff its Levi form is non-negative, i.e. $\partial \bar{\partial} f(Z, \bar{Z}) \geq 0$ for all complexified vectors of the form $Z = X - iJX$.

A direct calculation shows that
\[ \partial \bar{\partial} f(Z, \bar{Z}) = 2i \partial \bar{\partial} f(X, \bar{J}X). \]  \hfill (1)

Furthermore, using Cartan’s formula one finds
\[ \partial \bar{\partial} f(Z, \bar{Z}) = d \bar{\partial} f(Z, \bar{Z}) = \cdots = X(Xf) + JX(JXf) - 2(\text{Im } \partial f)[X, JX]. \]  

Now notice that
\[ \partial f(Y) = \partial f\left(\frac{Y - iJY}{2} + \frac{Y + iJY}{2}\right) = \frac{1}{2} \partial f(Y - iJY) = \frac{1}{2} df(Y - iJY), \]
so $2(\text{Im } \partial f)(Y) = -df(JY)$. We may conclude that
\[ \partial \bar{\partial} f(Z, \bar{Z}) = X(Xf) + JX(JXf) - df(J[X, JX]) \]  \hfill (2)

Assume for example that $\Sigma \hookrightarrow M$ is a complex curve. We may then choose $X, JX$ to correspond to complex coordinates on $\Sigma$, so that the Lie bracket vanishes. This proves, for example, the following well-known fact.

Proposition 3.4. A function $f : M \to \mathbb{R}$ is PSH iff, restricted to any complex curve and choosing complex coordinates, it is locally subharmonic.

This implies a maximum principle: if $f$ is PSH on $M$ and has a maximum point, then it is subharmonic on each complex line through that point, thus (by an open/closed argument) constant.

As before, this has strong consequences on submanifold geometry.

1. Any region where $M$ admits a strict PSH function $f$ cannot contain compact complex submanifolds. Geometrically, we can think of these as regions where a Kähler structure admits a potential function. Indeed, the restriction of $f$ to the submanifold would again be strictly PSH and this would contradict the maximum principle. Thus, for example, $f := \sum z_i \bar{z}_i$ shows that there exist no compact complex submanifolds in $\mathbb{C}^n$. 

2. Let $L$ be a positive holomorphic line bundle over $M$, i.e. the integral class $c_1(L)$ contains a strictly positive $(1,1)$ form. $M$ is then projective, so the $\partial \bar{\partial}$-lemma allows us to build a Hermitian metric $h$ on $L$ with positive curvature. Assume given a holomorphic section $\sigma$, vanishing on $Z \subseteq M$. On $M \setminus Z$ let us define $H := h(\sigma, \sigma)$. The curvature can then be written $i \partial \bar{\partial}(-\log H)$, so $-\log H$ is strictly PSH. It follows that no compact complex submanifold may be contained in $M \setminus Z$, i.e. the divisor of $\sigma$ intersects all such submanifolds (as implied by the Nakai positivity criterion).

We are interested in the following result, due to Lassalle [18]. Given a compact Lie group $G$, we will let $G^c$ denote its complexification. The space $G^c/G$ then admits a natural notion of convexity: a function $F : G^c/G \to \mathbb{R}$ is convex iff it is convex along each real 1-parameter curve obtained as the projection of a complex 1-parameter subgroup of $G^c$. 
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Theorem 3.5. Consider the projection $\pi : G^c \to G^c/G$.

1. Assume $f = \pi^* F$. If $f$ is PSH then $F$ is convex. Furthermore, if $G$ is Abelian then $f$ is PSH iff $F$ is convex.

2. Choose any $f$ on $G^c$. Let $F$ denote the function on $G^c/G$ obtained, at each point, as the fibre-wise integral of $f$ wrt the Haar measure on $G$. If $f$ is PSH then $\pi^* F$ is PSH and invariant on $G^c$, so $F$ is convex.

3. Choose any $f$ on $G^c$. Let $F$ denote the fibre-wise supremum on $G^c/G$. If $f$ is PSH then $\pi^* F$ is PSH and invariant on $G^c$, so $F$ is convex.

Proof. Part 1: In equation 2 assume $X$ is a left-invariant vector field on $G^c$. Then the Lie bracket term disappears because the Lie algebra is complex. If furthermore $X$ is vertical wrt the projection then $X^2 f = 0$, while $(JX)^2 f$ coincides with the second derivative of $F$. This proves the first statement.

The reason the “iff” does not hold in general is that we have restricted our attention to the subspace of vertical vectors. A general $X$ is of the form $X = U + JV$. Substituting and simplifying we are left with the identity

$$\partial \bar{\partial} f(Z, \bar{Z}) = (JU)^2 f + (JV)^2 f + df([U, JV] - [V, JU]).$$

If $G$ is Abelian these Lie brackets vanish and we obtain the converse result.

Part 2: To prove the PSH condition it is convenient to adopt a slightly different viewpoint. Consider the function $\tilde{f} : G^c \times G \to \mathbb{R}, \quad \tilde{f}(h, g) := f(hg)$.

Since the $G$-action is holomorphic, each function $h \mapsto \tilde{f}(h, g)$ is PSH on $G^c$. Now integrate this family of functions wrt $G$. Differentiating under the integral (or, in the weak case, see [19] Thm 2.2.1) shows that this produces an invariant PSH function on $G^c$. By construction this function coincides with $\pi^* F$. Part 1 then shows that it corresponds to a convex function below.

Part 3: Consider the family of PSH functions $h \mapsto \tilde{f}(h, g)$ as above, and the corresponding function $h \mapsto \sup \{ \tilde{f}(h, g) : g \in G \}$. By construction, the latter coincides with the function $F$. It is a standard result in classical pluri-potential theory that its upper semi-continuous regularization $F^*$ is PSH. In our case $F$ is continuous so $F^* = F$. It is also invariant on $G^c$, so we can conclude as before.

Conclusions. Theorem 3.5 is interesting because the operators belong to very different realms: PSH above, convex below. Notice that (i) the statement makes sense only because the quotient space admits an intrinsic notion of convexity, (ii) convexity is a global property on $B$.

Our goal in the following sections will be to relate different potential theories using Riemannian submersions. Lassalle’s result will be our model. To define convexity below we will use the Riemannian structure on $B$. Proposition 3.1, Part 2, showcases two different types of assumptions. As already noted, if we
focus on a critical point the Hessian does not actually depend on the metric; any convexity results at that point are perhaps better classified as stability results for the critical point. If instead we focus on geometric assumptions on a fibre, we can obtain global convexity statements simply by assuming that all fibres share that same property, as in Corollary 3.2.

4 Generalized pluri-potential theories

In the previous section we introduced two second-order operators on functions, defined using different geometric structures: \( g \) and \( J \). We will see below that when \( M \) is Kähler, ie the two geometric structures are compatible, the two operators are closely related.

It turns out that these operators are part of a much broader picture, concerning the Hessian and Grassmannians, developed in particular by Harvey and Lawson in many papers across the past 15 years, eg [11], [12]. The basic idea is as follows.

**Definition 4.1.** Let \( M \) be a Riemannian manifold. Let \( \mathcal{G} \) denote a subset of the Grassmannian of \( p \)-planes in \( TM \).

A function \( f : M \to \mathbb{R} \) is \( \mathcal{G} \)-PSH if \( \text{tr}_{\pi} \text{Hess}(f) \geq 0 \), for all \( \pi \in \mathcal{G} \).

A few examples:

- Choose \( \mathcal{G} \) to be the set of all \( p \)-planes in \( TM \). One can prove that \( f \) is \( \mathcal{G} \)-PSH iff the sum of the first \( p \) eigenvalues of \( \text{Hess}(f) \) is non-negative. When \( p = 1 \) we obtain the usual notion of convexity. When \( p = \dim(M) \) we obtain the usual subharmonic functions.

- Let \( M \) be a Kähler manifold. Choose \( \mathcal{G} \) to be the Grassmannian of complex lines. Using the fact that the Levi-Civita connection is torsion-free and the Kähler condition, we may write \( J[X, JX] = J(\nabla_X JX - \nabla_{JX} X) = -\nabla_X X - \nabla_{JX} JX \), so

\[
\partial\bar{\partial} f(Z, \bar{Z}) = \text{Hess}(f)(X, X) + \text{Hess}(f)(JX, JX). \tag{3}
\]

This shows that \( f \) is PSH in the complex-analytic sense iff it is \( \mathcal{G} \)-PSH.

- Let \( \alpha \) be a calibrating \( p \)-form [14] on \( M \), ie: for all oriented \( p \)-planes \( \pi \), \( \alpha|_{\pi} \leq \text{vol}(\pi) \). Choose \( \mathcal{G} \) to be the set of calibrated \( p \)-planes, ie \( \alpha|_{\pi} = \text{vol}(\pi) \).

In each case the notion of \( \mathcal{G} \)-PSH functions produces a function theory on \( M \). Under fairly general assumptions, Harvey-Lawson prove that all standard analytic results, such as the max principle, continue to hold. As seen, in some cases one recovers classical function theories. In other cases the function theory is new.
The relevance to geometry is that, in each case, \(G\)-PSH functions control, via the max principle and in the sense seen above, the class of minimal submanifolds defined by the condition that the tangent spaces lie in \(G\).

We are particularly interested in the calibrated case. We choose to focus on the following two instances.

**Kähler manifolds.** Let \(M\) be a Kähler manifold, with complex structure \(J\) and Kähler 2-form \(\omega\). The complex structure defines the PSH condition; the corresponding function theory is then closely related to complex submanifolds, defined by the condition \(J(T\Sigma) = T\Sigma\). Alternatively, the Kähler form is a calibrating form. The calibrated planes are the complex lines. As seen, the two function theories coincide.

An important aspect of this geometry is that we can use \(\omega\) to also define the class of Lagrangian submanifolds \(\Sigma\) via the condition \(\omega|_{T\Sigma} \equiv 0\) or, equivalently, \(J(T\Sigma) \perp T\Sigma\): this second point of view emphasizes the fact that complex and Lagrangian submanifolds are, roughly speaking, defined by opposite conditions.

The contrast between these two classes of submanifolds will be a key element in the following sections.

**\(G_2\) manifolds.** Assume \(M\) has dimension 7. A \(G_2\) structure on \(M\) is a 3-form \(\phi\) pointwise isomorphic to the standard 3-form
\[
\begin{align*}
123 + 1(45 + 67) + 2(46 - 57) - 3(47 + 56)
\end{align*}
\]
on \(\mathbb{R}^7\), where we use the short-hand notation \(123 = e^1 \wedge e^2 \wedge e^3\), etc.

General \(G_2\) theory, see eg \([16]\), shows that \(\phi\) defines on \(M\) a Riemannian metric and an orientation. The dual 4-form \(\psi = \star \phi\) is pointwise isomorphic to
\[
\begin{align*}
4567 + 23(45 + 67) - 13(46 - 57) - 12(47 + 56).
\end{align*}
\]
Both \(\phi\) and \(\psi\) are calibrating forms. The corresponding calibrated 3-planes (known as associative, modelled on span\{\(e_1, e_2, e_3\}\}) and 4-planes (known as coassociative, modelled on span\{\(e_4, e_5, e_6, e_7\}\}), are orthogonal. Both define a corresponding class of \(G\)-PSH functions. The fact that there exist such function theories, with good analytic properties, specific to \(G_2\) manifolds is a surprising consequence of Harvey-Lawson’s work.

We shall focus on the following choice.

**Definition 4.2.** Let \(\mathcal{G}\) be the set of associative 3-planes \(\pi\), defined by the condition \(\phi|_{\pi} = \text{vol}(\pi)\). The class of \(\phi\)-PSH functions on \(M\) is the class of \(G\)-PSH functions determined by this set.

The calibrated submanifolds corresponding to \(\phi\), ie \(\phi|_{T\Sigma} = \text{vol}\Sigma\), are known as associative submanifolds. They are 3-dimensional. The calibrated submanifolds corresponding to \(\psi\), ie \(\psi|_{T\Sigma} = \text{vol}\Sigma\), are known as coassociative submanifolds. They are 4-dimensional. One can prove that, up to orientation, \(\Sigma\) is coassociative iff \(\phi|_{T\Sigma} \equiv 0\).
Notice: the calibrated condition means that associative submanifolds play a role analogous to complex submanifolds, while the condition $\phi_{|T\Sigma} \equiv 0$ makes coassociative submanifolds analogous to Lagrangian submanifolds.

To conclude, recall that the general theory [14] shows that, if a calibrating form is closed i.e. $d\alpha = 0$, then calibrated submanifolds are automatically volume-minimizing. It follows that they are controlled by the corresponding pluripotential theory.

The closed condition $d\omega = 0$ is part of the definition of Kähler manifolds. This implies not only that complex curves (more generally, complex submanifolds) are volume-minimizing, but also provides a sufficient condition for the (local) existence of Lagrangian submanifolds. In the $G_2$ case we will usually require $d\phi = 0$. This implies that associative submanifolds are volume minimizing and provides a sufficient condition for the (local) existence of coassociative submanifolds.

Remark. Let $\Sigma$ be a compact submanifold of $M$. Let $r$ denote the distance function from $\Sigma$, defined on a $C^0$-neighbourhood of $\Sigma$. Understanding the properties of $r$ generally requires a careful study of geodesics and of the variation formulae for length. Under various assumptions, e.g. $\Sigma = \{p\}$ or $\Sigma$ totally geodesic and $M$ a Hadamard manifold, $r^2$ is known to be convex. Various other constructions of geometrically interesting convex functions on $M$ are known [29].

Harvey-Wells provide local examples of strict PSH functions in $\mathbb{C}^n$. Recall that a submanifold $\Sigma^n$ in $\mathbb{C}^n$ is totally real iff $T\Sigma$ contains no complex lines, i.e. $J(T\Sigma) \cap T\Sigma = \{0\}$. If $\Sigma$ is totally real then $r^2$ is PSH.

Harvey-Lawson have extended this result to other classes of $\mathcal{G}$-PSH functions. It follows, for example, that given any compact coassociative submanifold there exists a $C^0$-neighbourhood containing no compact associative submanifolds.

Global existence results are of a different nature. In the complex case this is equivalent to the Stein condition.

Remark. In many cases, $\mathcal{G}$-PSH functions can alternatively be defined via a positivity condition on an appropriate tensor.

The most obvious example is convexity, defined via $\text{Hess}(f) \geq 0$. In the Kähler case, $f$ is PSH iff the 2-form $i\partial\bar{\partial}(f)$ has the property $i\partial\bar{\partial}(f)(X, JX) \geq 0$, for all $X$. In the $G_2$ case, if $d\phi = 0$ then $f$ is $\mathcal{G}$-PSH iff the 3-form

$$\mathcal{H}^\phi(f) := d(\nabla f \wedge \phi) - \nabla \nabla f \phi$$

has the following property: $\mathcal{H}^\phi(f)|_\pi \geq 0$, for all calibrated 3-planes $\pi$. 
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5 Invariant functions

We shall investigate potential theories on manifolds $M$, $B$ related by a Riemannian submersion. For the moment we shall concentrate on invariant functions. Proposition 3.1 covers the general Riemannian case, so we shall focus here on Kähler and $G_2$ manifolds.

Kähler manifolds. It is clear from the definitions that

\[ \text{Convex} \Rightarrow \text{PSH} \Rightarrow \text{Subharmonic}. \]

Our model Theorem 3.5, Part 1, suggests however the possibility of a converse implication: \( \text{PSH} \Rightarrow \text{Convex}. \) In that theorem the fibres are modelled by $G$; the vertical spaces are modelled by the Lie algebra $\mathfrak{g}$. The fibres are thus totally real in $G^c$. The Abelian assumption implies that the natural transverse subspace, $J\mathfrak{g}$, is integrable. In the Kähler setting Lagrangian submanifolds are the natural analogue of totally real submanifolds. Proposition 3.1 has already highlighted the importance of an integrability condition. The following result thus seems to be the natural link between Proposition 3.1 and Theorem 3.5.

**Proposition 5.1.** Let $M$ be a Kähler manifold and $\pi : M \to B$ a Riemannian submersion. Choose an invariant function $f = \pi^* F$ and a fibre $\Sigma_b$.

1. Assume $\Sigma_b$ is Lagrangian. If, at each point of $\Sigma_b$, either
   \( \text{(i) } \Sigma_b \text{ is contained in the critical locus of } f, \text{ or} \)
   \( \text{(ii) } T = 0 \text{ and } A = 0 \)
   then $f$ is PSH iff $f$ is convex.
   In particular, $F$ is convex at $b \in B$ iff $f$ is PSH at each point of $\Sigma_b$.

2. Assume $\Sigma_b$ is minimal. If $f$ is PSH at each point of $\Sigma_b$, then $F$ is subharmonic at $b$.

**Proof.** Part 1: We already know that $f$ convex implies $f$ PSH.

Conversely, assume $f$ is PSH. We have seen in Proposition 3.1 that $\text{Hess}_M(f) = \pi^*(\text{Hess}_B(F))$. In particular, given $X$ horizontal and $Y$ vertical,

\[ \text{Hess}_M(f)(Y,Y) = 0, \quad \text{Hess}_M(f)(X,Y) = 0. \]

The Lagrangian condition implies that $JX$ is vertical so, using Equation (3),

\[ \text{Hess}_M(f)(X,X) = \text{Hess}_M(f)(X,X) + \text{Hess}_M(f)(JX,JX) \geq 0. \]

It follows that $f$ is convex.

Part 2: PSH implies subharmonic, so we can apply Proposition 3.1. \[ \square \]
Remark. Consider the function \( f(x, y) = 2x^2 - y^2 \). It is PSH and constant on the Lagrangian curves defined by the hyperbolae \( 2x^2 - y^2 = c \), but not convex. This shows the need for additional assumptions, as in the proposition.

Notice that Part 2 does not require the Lagrangian condition. If \( \Sigma \) is Lagrangian and \( \{e_j\} \) is an ON basis for \( T_p\Sigma \), then \( \Delta_M f = 2i\partial\bar{\partial}f(e_j, Je_j) \). This generalizes the usual formula \( \Delta f dx dy = 2i\partial\bar{\partial}f \) in \( \mathbb{C} \).

Proposition 5.1 has the following application.

**Corollary 5.2.** Let \( M \) be a Kähler manifold and \( \pi : M \to B \) a Riemannian submersion with Lagrangian fibres. Let \( f = \pi^*F \) be strictly PSH. Then every critical point of \( F \) is a local minimum.

Notice: appropriate conditions on \( B \), together with Morse theory or min-max arguments, would ensure that \( F \) has at most one such point.

Remark. It is clear that strict convexity implies strict PSH. The above proof shows that the converse is not necessarily true, eg \( f(x, y) = x^2 \).

\( G_2 \) **manifolds.** The situation for \( G_2 \) manifolds is closely analogous. It is clear from the definitions that convexity implies \( \phi \)-PSH. We have already mentioned that coassociative submanifolds are the analogue of Lagrangian submanifolds. The following result confirms this.

**Proposition 5.3.** Let \( M \) be a manifold with a closed \( G_2 \) structure and \( \pi : M \to B \) a Riemannian submersion. Choose an invariant function \( f = \pi^*F \) and a coassociative fibre \( \Sigma_b \).

1. If, at each point of \( \Sigma_b \), either
   (i) \( \Sigma_b \) is contained in the critical locus of \( f \), or
   (ii) \( T = 0 \) and \( A = 0 \)
then the conditions: \( f \) \( \phi \)-PSH, \( f \) convex, \( F \) convex (at \( b \in B \)) are equivalent.

   In particular, if all fibres are coassociative and \( f \) is strictly \( \phi \)-PSH then every critical point of \( F \) is a local minimum.

2. If \( f \) is \( \phi \)-PSH at each point of \( \Sigma_b \) then \( F \) is subharmonic at \( b \).

**Proof.** General \( G_2 \) theory shows that, given any unit horizontal \( X \in (TS_b)^\perp \), there exist unit vertical vectors \( u, v \in T\Sigma_b \) such that \( \pi := \langle X, u, v \rangle \) is associative. For example, in the pointwise model we may use the transitivity of the \( G_2 \) action to assume \( X = 1 \); we can then choose \( u = 4, v = 5 \). The assumptions imply that \( \text{Hess}_M(f) = 0 \) in the directions \( u, v \). It follows that

\[
\text{Hess}_M(f)(X, X) = \text{Hess}_M(f)(X, X) + \text{Hess}_M(f)(u, u) + \text{Hess}_M(f)(v, v).
\]

The proof continues as for Proposition 5.1, Part 1.
For the second part it suffices to choose the associative plane \( \pi := (T\Sigma_b)^\perp \).

Compared to Proposition 6.1 notice that in Part 2 we can replace minimality with the assumption that \( \Sigma_b \) be coassociative.

6 Second variation formulae

Let \( \Sigma^k \) be a compact oriented manifold. Let \((M^n, g)\) be a Riemannian manifold. Let \( \iota_t : \Sigma \hookrightarrow M \) be a curve of immersions. The induced metric defines volume forms \( \text{vol}_t \) on the image submanifolds \( \Sigma_t \). We may pull them back to \( \Sigma \), obtaining the curve of volume forms \( \iota_t^* \text{vol}_t \). To simplify the notation, we will often hide the role of \( \iota_t \).

Set \( Z := \frac{d}{dt} \iota_t \). Wrt the submanifolds, we can write \( Z \) as a sum of tangential and normal components: \( Z = Z^T + Z^\perp \). As usual, \( H = \text{tr}_\Sigma(\nabla^\perp) \) will denote the mean curvature vector field.

We are interested in understanding how the volume forms and the volume functional change with \( t \), both in the general setting and in the specific calibrated cases of interest to us.

The classical setting. It is well-known that, in the most general Riemannian setting, the volume forms change according to the following formulae:

\[
\frac{d}{dt} \text{vol}_t|_{t=0} = (\text{div}_\Sigma(Z^T) - H \cdot Z^\perp) \text{vol}_0,
\]

\[
\frac{d^2}{dt^2} \text{vol}_t|_{t=0} = -\int_{\Sigma} (\nabla^\perp e_i \cdot \nabla^\perp e_j)^2 - (R(e_i, Z)Z \cdot e_i + \text{div}_\Sigma((\nabla^\perp Z)^T))
- (H, (\nabla^\perp Z)^\perp) + \|(\nabla^\perp e_i Z)^\perp\|^2 + (H, Z)^2 \text{vol}_0,
\]

where \( \text{div}_\Sigma \) and \( H \) are calculated wrt \( \Sigma_0 \) and \( \nabla \), \( R \) are the connection and curvature tensor of \( M \). The first variation formula is straight-forward:

\[
\frac{d}{dt} \text{Vol}(\Sigma_t)|_{t=0} = -\int_{\Sigma} (H \cdot Z^\perp) \text{vol}_0.
\]

In order to simplify the second variation formula, we shall assume \( Z \) is always perpendicular to \( \Sigma_t \); this will not change the volumes. Let us also assume \( \Sigma_0 \) is minimal: \( H = 0 \). We then find [49]:

\[
\frac{d^2}{dt^2} \text{Vol}(\Sigma_t)|_{t=0} = \int_{\Sigma} (-(\nabla^\perp e_i Z \cdot e_j)^2 - R(e_i, Z)Z \cdot e_i + (\nabla^\perp e_i Z \cdot f_j)^2) \text{vol}_0,
\]

where \( e_1, \ldots, e_k \) is an orthonormal basis of \( T_p \Sigma \) at any given point, \( f_1, \ldots, f_{n-k} \) is a orthonormal basis of \( T_p \Sigma^\perp \).
Kähler manifolds. It is an interesting fact that, when \( \Sigma_0 \) is minimal Lagrangian, the terms in the second variation formula can be combined in a different way to produce the following result, which is much stronger than its Riemannian analogue.

To simplify, we will again restrict to normal variations \( Z \) and use the isomorphism, valid for Lagrangian submanifolds,

\[
T \Sigma \perp \simeq \Lambda^1(\Sigma), \quad Z \mapsto \zeta := \omega(Z, \cdot)|_{T \Sigma}.
\]

Then [21] (see also [25])

\[
\frac{d^2}{dt^2} \text{vol}_{t=0} = (1/2)\Delta_\Sigma \|Z\|^2 + (\Delta_\Sigma \zeta, \zeta) - \text{Ric}(Z, Z) + \text{div}_\Sigma((\nabla_Z Z)^T), \quad (6)
\]

\[
\frac{d^2}{dt^2} \text{Vol}(\Sigma_t)_{t=0} = \int_{\Sigma} ((\Delta_\Sigma \zeta, \zeta) - \text{Ric}(Z, Z)) \text{vol}_0,
\]

where Ric is the Ricci curvature of \( M \) and \( \Delta_\Sigma \) is the Hodge Laplacian on \( \Sigma_0 \).

\( G_2 \) manifolds. Let \( M \) be endowed with a closed \( G_2 \) structure \( \phi \). This ensures that any initial compact coassociative submanifold generates a smooth moduli space \( \mathcal{M} \) of coassociative deformations. The dimension of this space depends on the topology of \( \Sigma \): specifically, it coincides with \( b_2^+(\Sigma) \).

Assume \( \Sigma_0 \) is minimal coassociative. As in the Kähler case, the second variation formula takes a specific form in this context. To simplify, we shall restrict to variations through coassociative submanifolds, ie tangent to \( M \). This will suffice for our purposes, below. We shall again restrict to normal variations \( Z \). Then [24]

\[
\frac{d^2}{dt^2} \text{vol}_{t=0} = d(\iota_Z \tau_2 \wedge \iota_Z \phi)|_{\Sigma} + (\tau_2 \wedge \gamma_Z)|_{\Sigma} + (\iota_Z \tau d\tau_2 \wedge \iota_Z \phi)|_{\Sigma}, \quad (7)
\]

\[
\frac{d^2}{dt^2} \text{Vol}(\Sigma_t)_{t=0} = \int_{\Sigma} \tau_2 \wedge \gamma_Z + \iota_Z \tau d\tau_2 \wedge \iota_Z \phi,
\]

where \( \tau_2 \in \Lambda^2_+(M) \) is the torsion form of \((M, \phi)\) and \( \gamma_Z \in \Lambda^2(\Sigma_0) \) is defined in terms of the second fundamental form:

\[
\gamma_Z(X_1, X_2) := \iota_Z \phi((\nabla_{X_1} Z)^T, X_2) + \iota_Z \phi(X_1, (\nabla_{X_1} Z)^T).
\]

It is shown in [3], see also [25], that \( d\tau_2 = 1/2(\pi_2 \wedge \pi_2) - i(\text{Ric}) \), for a certain map \( i : \text{Sym}^2 \to \Lambda^3 \): this indicates that the Ricci tensor plays a role in the coassociative second variation formula, similar to its role in the Lagrangian case. Stability of \( \Sigma_0 \) is clearly related to the positivity of the bilinear forms

\[
Q_\pi : \pi^+ \times \pi^+ \to \Lambda^4(\pi), \quad Q_\pi(Z_1, Z_2) := (\iota_{Z_1} \tau d\tau_2 \wedge \iota_{Z_2} \phi)|_\pi,
\]

for all \( \pi = T_p \Sigma_0 \). One can show [25] that \( Q_\pi \) are symmetric.
Definition 6.1. We will say that a manifold $M$ endowed with a closed $G_2$ structure satisfies the positivity condition iff $Q_\pi \geq 0$, for all $\pi$ in the Grassmannian of coassociative 4-planes.

For example, [25] shows that the class of $G_2$ structures defined by a certain “quadratic condition” [3], depending on a parameter $\lambda$, satisfies the positivity condition when $|\lambda| \leq 1/\sqrt{21}$. In particular, this hold for the class of “Extremally Ricci-Pinched” $G_2$ manifolds [3], corresponding to the case $\lambda = 1/6$.

Application. We have seen how to use the distance function to produce geometrically meaningful convex/PSH functions near certain submanifolds. We can use the above results to obtain a second class of examples.

Assume $\pi : M \to B$ is a Riemannian submersion with compact oriented fibres. We can then restrict the volume functional to the submanifolds defined by the fibres, obtaining a function on $B$, thus an invariant function on $M$. The second variation integral formulae seen above, together with Propositions 3.1, 5.1, 5.3 then lead to the following conclusions.

Corollary 6.2. In the setting described above:

1. If $M$ is Riemannian with non-positive sectional curvature, then the volume functional is convex along any totally geodesic fibre.

2. If $M$ is Kähler with non-positive Ricci curvature, then the volume functional is convex (equivalently, PSH) along any minimal Lagrangian fibre.

3. If $M$ has a closed $G_2$ structure which satisfies the positivity condition and the fibres are coassociative, then the volume functional is convex (equivalently, PSH) along any totally geodesic fibre.

Remark. The differences between Parts 2, 3 correspond to the differences in the second variation formulae. In the $G_2$ case we need all fibres to be coassociative because the formula applies only to coassociative variations, and we need stronger assumptions to control the sign of the integrand.

7 Integral and supremum functions

Again following the tracks of Theorem 3.5, we now turn to the case of integral and supremum functions. We shall assume all fibres are compact and oriented.

Riemannian manifolds.

Theorem 7.1. Let $\pi : M \to B$ be a Riemannian submersion. Choose a function $f : M \to \mathbb{R}$. For any $b \in B$, let $F(b) := \int_{\Sigma_b} f \text{ vol}$ denote the fibre-wise integral of $f$.

1. Assume $M$ has non-positive sectional curvature and a fibre $\Sigma_b$ is totally geodesic. If $f$ is non-negative and convex (or subharmonic) at each point of $\Sigma_b$, then $F$ is convex (or subharmonic) at $b$. 
2. Assume all fibres have constant volume. Then \( f \) convex implies \( F \) convex.

3. Assume all fibres are minimal. Then \( f \) subharmonic implies \( F \) subharmonic.

Proof. Part 1: Choose \( X \in T_bB \) and a geodesic \( \alpha \) in \( B \) through \( b \) and with direction \( X \), so that \( \text{Hess}_B(F)(X, X) = \frac{d^2}{dt^2}(F \circ \alpha)(t)|_{t=0} \). In order to perform this calculation we shall lift the geodesic to all points of the fibre \( \Sigma_b \). This produces a variation \( \iota_t : \Sigma \to M \) of \( \Sigma_b \) through fibres \( \Sigma_{\alpha(t)} \), where \( \Sigma \) denotes the abstract fibre. The infinitesimal variation is the horizontal lift of \( X \), so we may write \( Z = X \). Then

\[
\frac{d^2}{dt^2}(F \circ \alpha)(t)|_{t=0} = \int_{\Sigma} \frac{d^2f}{dt^2}|_{t=0} \text{vol}_0 + 2 \frac{df}{dt}|_{t=0} \text{vol}_0 + \frac{d^2}{dt^2}\text{vol}_t|_{t=0} .
\]

Let us look at the terms in the integrand. The first is \( \text{Hess}_M(f)(X, X) \). In the second term we can use equation 4: the divergence term vanishes because the variation is normal, the other term vanishes because \( H = 0 \). In the third term we can use equation 5. The terms containing \( H \) and the second fundamental form vanish by assumption on \( \Sigma_b \) while the term \( \text{div}_\Sigma(\nabla_X X) \) vanishes because the variation is through geodesics, so \( \nabla_X X = 0 \). We thus obtain the identity

\[
\text{Hess}_B(F)(X, X) = \int_{\Sigma_b} \text{Hess}_M(f)(X, X) + \frac{d}{dt}((R(e_i, X)X, e_i) + \|((\nabla_X X)\|)^2) \text{vol}_0 .
\]

The claim concerning convexity follows.

The claim concerning subharmonicity is similar but uses the extra fact that, as in Proposition 2.2, \( \text{tr}_{T\Sigma_b} \text{Hess}_M(f) = \Delta_{\Sigma_b} f \) and that \( \int_{\Sigma_b} \Delta_{\Sigma_b} f \text{vol}_0 = 0 \). Now let \( X_j \) denote an orthonormal frame at \( b \). Then, as before,

\[
\Delta_B F = \int_{\Sigma_b} \text{Hess}_M(f)(X_j, X_j) + \frac{d}{dt}((R(e_i, X_j)X_j, e_i) + \|((\nabla_X X)\|)^2) \text{vol}_0 = 0.
\]

Part 2: The assumption implies that all expressions of the form \( (H, Z) \), ie the horizontal component of \( H \), vanish for all \( t \). In this case, rather than using equation 5, it is better to notice that

\[
\frac{d^2}{dt^2}\text{vol}_t|_{t=0} = -\frac{d}{dt}((H \cdot Z)\iota_t^* \text{vol}_1)|_{t=0}
\]

\[
= -\frac{d}{dt}((H, Z)|_{t=0} + (H, Z)^2)\iota_0^* \text{vol}_0 = 0.
\]

As above, this leads to the equality

\[
\text{Hess}_B(F)(X, X) = \int_{\Sigma} \text{Hess}_M(f)(X, X) \text{vol}_0 .
\]
We may conclude as before.

Part 3: The assumption implies that the volume is constant and it allows us to apply the argument of Parts 1, 2 to the above formula for $\text{Hess}_B(F)$. 

Remark. If, as in Theorem 7.1, $f$ is convex and $\Sigma_b$ is totally geodesic (or even just minimal), then the restriction to $\Sigma_b$ is subharmonic. The max principle then implies that $f$ is constant on $\Sigma_b$.

Remark. One might alternatively be interested in the normalized integral function. This coincides (up to constants) with our integral function whenever the volume functional is constant, as in Parts 2, 3 above (or in the case of group actions, see below). In general, however, the normalization adds extra terms to the calculations above, making convexity more difficult to achieve.

**Corollary 7.2.** Assume $M$ has a closed calibration and $\pi : M \to B$ is a Riemannian fibration with calibrated fibres. Then the fibres are minimal so we are in the situation of Theorem 7.1 Parts 2, 3: the fibre-wise integral of any convex/subharmonic function on $M$ is a convex/subharmonic function on $B$.

The corollary applies, for example, to holomorphic fibrations of Kähler manifolds, special Lagrangian fibrations of Calabi-Yau manifolds, or associative (coassociative) fibrations of $G_2$ manifolds such that $d\phi = 0$ ($d\psi = 0$).

**Kähler manifolds.** In this setting, Oh’s second variation formula provides positivity via an assumption on the Ricci curvature rather than on the sectional curvature; on the other hand, it also requires an integration by parts. In the context of integral functions, the simplest way to obtain a useful conclusion is by assuming that $f$ be constant along the specific fibre. As mentioned following Theorem 7.1 this is sometimes a consequence of other seemingly weaker assumptions.

**Theorem 7.3.** Let $M$ be a Kähler manifold and $\pi : M \to B$ a Riemannian submersion. Choose a function $f : M \to \mathbb{R}$. For any $b \in B$, let $F(b) := \int_{\Sigma_b} f \vol$ denote the fibre-wise integral of $f$.

Assume $M$ has non-positive Ricci curvature, a fibre $\Sigma_b$ is minimal Lagrangian, and $f$ is constant and non-negative along $\Sigma_b$.

If $f$ is convex (or subharmonic) at each point of $\Sigma_b$ then $F$ is convex (or subharmonic) at $b$.

**Proof.** Choose a direction $X \in T_bB$. Its horizontal lift has constant norm along $\Sigma_b$ so, using equation 6 as in Theorem 7.1 we obtain that, at $b \in B$,

$$\text{Hess}_B(F)(X, X) = \int_{\Sigma_b} \text{Hess}_M(f)(X, X) + f((\Delta \xi, \xi) - \text{Ric}(X, X)) \vol_0.$$

The rest of the proof is similar to that of Theorem 7.1.

Alternatively, the special case where $f = \pi^* F$ can be seen as a consequence of Corollary 6.2.
This result could, for example, be applied in the following context.

*Example.* Assume that $\pi : M \to B$ is as above and that $f : M \to \mathbb{C}$ is holomorphic. Then $\log |f|$ is PSH, so $|f|$ is non-negative and PSH. Under appropriate assumptions, Proposition 5.1 and Theorem 7.3 lead to convexity properties for the fibre-wise $L^1$-norm of $f$.

**G$_2$ manifolds.** The G$_2$ case is similar.

**Theorem 7.4.** Let $M$ be a manifold with a closed G$_2$ structure and $\pi : M \to B$ a Riemannian submersion with coassociative fibres. Choose a function $f : M \to \mathbb{R}$. For any $b \in B$, let $F(b) := \int_{\Sigma_b} f \, \text{vol}$ denote the fibre-wise integral of $f$.

Assume $M$ satisfies the positivity condition, a fibre $\Sigma_b$ is totally geodesic, and $f$ is constant and non-negative along $\Sigma_b$.

If $f$ is convex (or subharmonic) at each point of $\Sigma_b$ then $F$ is convex (or subharmonic) at $b$.

*Proof.* Using equation 7 as in Theorem 7.1, we obtain that, at $b \in B$,

\[
\text{Hess}_B(F)(X,X) = \int_{\Sigma_b} \text{Hess}_M(f)(X,X) \, \text{vol}_0 + f \int_{\Sigma_b} d(\iota_Z \tau_2 \wedge \iota_Z \phi) + \iota_Z d\tau_2 \wedge \iota_Z \phi
\]

\[
= \int_{\Sigma_b} \text{Hess}_M(f)(X,X) \, \text{vol}_0 + f \int_{\Sigma_b} \iota_Z d\tau_2 \wedge \iota_Z \phi.
\]

The rest of the proof is similar to that of Theorem 7.1.

**Group actions.** Assume a compact group $G$ acts freely by isometries on $(M,g)$. The corresponding map $\pi : M \to B$ onto the orbit space is then automatically a Riemannian submersion. Choose a function $f : M \to \mathbb{R}$. Then:

- $f$ is $\pi$-invariant if it is $G$-invariant.
- Rather than using the induced Riemannian volume form to define the fibre-wise integral function $F$ on $B$, in this context it is natural to use the Haar measure $d\mu$. We thus set

\[
F(b) := \int_G f|_{O_b} \, d\mu,
\]

where $O_b$ denotes the $G$-orbit above $b \in B$.

Notice two features of this integration process: (i) applied to an invariant function $f = \pi^* F$, integration reproduces that same function $F$, (ii) derivatives of the integral function do not require second variation formulae because the Haar measure does not depend on the specific point $b$. This eliminates the need for some of the above assumptions.
Theorem 7.5. Let $M$ be a Riemannian manifold endowed with a free isometric action of a compact Lie group $G$. Let $\pi : M \to B$ be the corresponding Riemannian submersion.

Choose a function $f : M \to \mathbb{R}$. Let $F$ denote either the fibre-wise integral function, defined using the Haar measure, or the fibre-wise supremum function.

1. If $f$ is convex then $\pi^* F$ is convex and invariant.

2. Assume $M$ is Kähler and the action also preserves $J$. If $f$ is PSH then $\pi^* F$ is PSH and invariant.

3. Assume $M$ has a closed $G_2$ structure and the action preserves $\phi$. If $f$ is PSH then $\pi^* F$ is PSH and invariant.

The proof is similar to that of Theorem 5.5, using also the results of [12].

We can now apply Propositions 3.1, 5.1, 5.3 to the invariant functions $\pi^* F$ on $M$ so as to prove potential-theoretic properties of the functions $F$ on $B$.

8 Interlude: Geometric fibrations

We have seen above the parallel roles of Lagrangian and coassociative submanifolds. The existence of fibrations with such fibres has strong consequences. This topic acquired special prominence starting with [31], [10], which related calibrated fibrations to Mirror Symmetry. Let us review the two cases in turn.

Lagrangian fibrations. Let $M$ be a symplectic manifold. Assume $\pi : M \to B$ is a fibration with smooth Lagrangian fibres. Choose local coordinates on $B$. Each component of the projection map is constant on the fibres and defines a Hamiltonian vector field which, by the Lagrangian assumption, is tangent to the fibres. The $n$ components define Poisson-commuting Hamiltonian functions, thus a completely integrable Hamiltonian system. The flows of their vector fields define a local $\mathbb{R}^n$-action. If the fibres are compact and we choose the local coordinates appropriately we may assume all flows are $2\pi$-periodic so the action descends to a local action of the standard torus. This action is free so each fibre is a torus. Such coordinates, thus the torus action, are unique up to the action of $\text{GL}(n, \mathbb{Z})$ (and translations): this corresponds to linear combinations of the component functions, thus of the Hamiltonian vector fields. One thus obtains an integral affine structure on $B$. We refer to [7] for details.

Remark. Basically, the above shows that $(M, \pi)$ is locally symplectomorphic to the standard $(\mathbb{T}^n \times \mathbb{R}^n, \pi)$. If $M$ is Kähler, this identification does not necessarily bring $J$ or $g$ to standard form: there are obvious obstructions in terms of curvature and of integrability of the horizontal distribution. In general we should thus not expect the local torus action to be isometric nor holomorphic.
Coassociative fibrations. Let $M$ be a manifold with a closed $G_2$ structure. Assume $\pi : M \rightarrow B$ is a fibration with smooth coassociative fibres: see eg [2, 4] for general theory, [25] for a summary of examples with compact fibres due to Bryant, Fernandez and Lauret, [25] and [17] for examples with non-compact fibres. Here, we shall assume the fibres are compact.

The projection provides an isomorphism between each $(T_p \Sigma_b)^\perp$ and $T_b B$ so the normal bundle, thus $\Lambda^2_+(\Sigma_b)$, is parallelizable. Choose a basis $Z_1, Z_2, Z_3$ for $T_b B$. We will use the same notation to denote the corresponding normal vector fields along $\Sigma_b$. The forms $Z_i \lrcorner \phi$ provide a basis for the self-dual forms at each point. Since each $Z_i$ corresponds to an infinitesimal deformation through coassociative fibres, deformation theory implies that each $Z_i \lrcorner \phi$ is also harmonic.

We may think of $B$ as a submanifold in the moduli space of coassociative deformations. They locally coincide iff $b_2^+(\Sigma) = \dim(B) = 3$.

If $\pi$ defines a Riemannian submersion, [2] shows that the fibres, with the induced metric, are hyper-Kähler thus Ricci-flat (the argument requires only $d\phi = 0$). The fibres must then be either tori or K3 surfaces. If furthermore the submersion is generated by the free action of a group $G$ which preserves $\phi$, then $G$ induces hyper-Kähler automorphisms of the fibres. Since K3 surfaces only have finite automorphism groups, the fibres must be tori.

Remark. Assume that $d\phi = 0$ and that $\pi$ is a Riemannian submersion with coassociative fibres. One can then show [25] that the two conditions $T = 0$ and $A = 0$ imply $d\psi = 0$. It follows that the fibres are minimizing, thus have constant volume. The simplest example is the standard $T^4$-fibration of the torus $T^7 = \mathbb{R}^7 / \mathbb{Z}^7$. This example has trivial holonomy.

[2] proves that, for topological reasons, if $M$ is compact and has holonomy $G_2$ (in particular, both its $G_2$ calibrations are closed, ie $d\phi = 0$ and $d\psi = 0$) then it does not admit global smooth coassociative fibrations.

9 Application in the Kähler setting

In previous sections we showed how pluri-potential theory can be used, in the context of immersions, to control various classes of submanifolds. We now want to provide a geometric application in the dual context of Riemannian submersions. We shall use two ingredients which we have already introduced in the previous sections.

1. Let $M$ be a Kähler manifold. Let $K_M := \Lambda^{n,0}(M)$ denote the holomorphic line bundle of forms of type $(n,0)$, endowed with the induced Hermitian metric $h$. The curvature of $K_M^{-1}$ is the Ricci 2-form $\rho$ of $M$ characterized by the property:

   $\rho(X,Y) = \text{Ric}(JX,Y)$.

   It is a closed 2-form of type $(1,1)$. According to general theory, any nowhere-vanishing local holomorphic section $\sigma$ of $K_M^{-1}$ provides a function $H := h(\sigma,\sigma)$
such that
\[ \rho = i \partial \bar{\partial} (-\log H). \]
The key point for us is the following: \( \log H \) is PSH iff \( \text{Ric} \leq 0 \).

Remark. Recall that we have already discussed (local) geometric constructions of PSH functions. In the Kähler context this is yet another such construction: this time, via a curvature condition on \( M \).

2. Assume \( M \) is compact and \( G := T^n \) acts isometrically on \( M \). General theory implies that the action also preserves \( J \). We shall assume the following:
   (i) The action is free on an open subset of \( M \). Let \( U \subseteq M \) denote the maximal such subset.
   (ii) The orbits in \( U \) are Lagrangian.

Example. The conditions are satisfied for any toric Kähler manifold, when the action is Hamiltonian. This is a very large class of examples.

However, they may be satisfied also by non-Hamiltonian actions, e.g. the \( S^1 \) action by rotations on the standard 2-torus. In particular, the Lagrangian condition is always satisfied in dimension 2, i.e. when \( M \) is a Riemann surface.

Let \( \pi : U \to B \) denote the corresponding Riemannian submersion, where the fibres are the group orbits. Choose any basis \( \{ v_j \} \) of the Lie algebra \( g \) such that \( v_1^* \wedge \cdots \wedge v_n^* \) coincides with the Haar measure \( d\mu \). Let \( \tilde{v}_j \) denote the corresponding fundamental vector fields on \( U \). Set \( g_{jk} := g(\tilde{v}_j, \tilde{v}_k) \). The group action implies that these functions are \( \pi \)-invariant so, along any orbit \( O \),

\[ \text{Vol}(O) = \int_G \sqrt{\det g_{jk}} \, d\mu = \sqrt{\det g_{jk}}. \]

The complexified vector fields \( \tilde{v}_j - iJ\tilde{v}_j \) are holomorphic. It follows that \( \sigma := (\tilde{v}_1 - iJ\tilde{v}_1) \wedge \cdots \wedge (\tilde{v}_n - iJ\tilde{v}_n) \) is a nowhere-vanishing holomorphic section of \( K_M^{-1} \) over \( U \). Set \( H := h(\sigma, \sigma) = \det h_{jk} \), where \( h_{jk} := g(\tilde{v}_j - iJ\tilde{v}_j, \tilde{v}_k + iJ\tilde{v}_k) \).

The key point now is that the Lagrangian condition implies that \( h_{jk} = 2g_{jk} \), so (up to a constant) the volume of the orbits coincides with \( \sqrt{H} \).

The bottom line is that \( H \) has a dual role: on the one hand it provides a potential for the Ricci curvature, on the other it provides the means for calculating the volume of the orbits of the group action.

This leads to the following result, which (using stronger hypotheses) strongly improves Corollary 6.2: it provides a complete dictionary between potential-theoretic properties of \( \text{Vol} \) and the sign of the ambient curvature.

**Theorem 9.1.** Let \( M \) be a compact Kähler manifold endowed with an isometric \( T^n \)-action. Assume that, on a maximal open subset \( U \), the action is free with Lagrangian orbits. Let \( \pi : U \to B \) denote the corresponding Riemannian
submersion and Vol the volume functional on B, i.e. the volume of the orbits. Then there exists a minimal orbit $O_b$ which maximizes Vol in B.

Furthermore, choose any minimal orbit $O_b$. Then:

1. For any $X \in T_bB$, the Ricci curvature of $M$ satisfies
   \[ \text{ Ric}(X, X) = \text{ Hess}_B(-\log Vol)(X, X), \]
   so $\text{ Ric } \leq 0$ (Ric $\geq 0$) along $O_b$ iff $\log \text{ Vol } \log (1/\text{ Vol})$ is convex at $b$.

2. Along $O_b$, the scalar curvature of $M$ satisfies
   \[ s = -2(\Delta B(\text{ Vol})/\text{ Vol})|_b, \]
   so $\pm s \leq 0$ iff $\pm \text{ Vol }$ is subharmonic at $b$.

3. If all fibres are minimal then $U$ is Ricci-flat.

Proof. The maximizing orbit exists by compactness of $M$ (a minimizing orbit might not, because the orbits may collapse outside $U$). The general theory of orbits [26] implies that it is a minimal submanifold.

Part 1: Minimality implies that Vol, thus $H$ and $\log H$, are critical along $O_b$. Then
\[
\text{ Ric}(X, X) = \rho(X, JX) = i\partial \bar{\partial}(-\log H)(X, JX)
= (1/2) \text{ Hess}_B(-\log H)(X, X)
= \text{ Hess}_B(-\log \text{ Vol})(X, X),
\]
where on the second line we use Proposition 5.1. The conclusion follows from the fact that $\text{ Ric}(JX, JX) = \text{ Ric}(X, X)$.

An alternative proof uses the fact that the induced metric on each orbit is bi-invariant because $T^n$ is Abelian. In this situation it is known that the fundamental vector fields are parallel and that the induced curvature is zero. Each orbit is thus a flat torus. It follows that, at a minimal orbit, Oh’s second variation formula simplifies, becoming
\[
\frac{d^2}{dt^2} \text{ Vol}|_{t=0} = \int_{O_b} -\text{ Ric}(X, X) \text{ vol } = -\text{ Ric}(X, X) \text{ Vol},
\]
leaving to the same result.

Part 2: Choose an ON basis $\{e_j\}$ of $T_pO_b$. The scalar curvature $s$ can be written
\[
s = \text{ Ric}(e_j, e_j) + \text{ Ric}(Je_j, Je_j) = 2 \text{ Ric}(e_j, e_j)
= 2\rho(e_j, Je_j) = 2i\partial \bar{\partial}(-\log H)(e_j, Je_j)
= \Delta_M(-\log H),
\]
where in the last line we use the formula in the remark following Proposition 5.1. Minimality implies that, along that fibre, the vertical contribution to $\Delta_M$ vanishes. We thus find, along that fibre,

$$s = 2\Delta_B(\log \sqrt{H}) = 2\Delta_B(-\log Vol) = -2\Delta_B(Vol)/Vol,$$

where we also use the fact that $\nabla Vol = 0$.

Part 3: The assumption implies that the volume functional is constant. In turn, this implies that the Ricci potential is constant so $\text{Ric} = 0$.

Remark. We restrict to torus actions simply to take into account the fact (see previous section) that Lagrangian fibrations have torus fibres.

Remark. In general we should not expect $\mathcal{U} = M$. Indeed, this would imply for example that the Ricci 2-form has a global potential. For example, the standard $S^1$-action on $M := \mathbb{C}P^1$ is not free at the two poles. Correspondingly, the base space becomes singular there.

We can use this result to help locate volume maximizing/minimizing orbits.

**Corollary 9.2.** In the above context:

1. $\text{Ric} < 0$ ($\text{Ric} > 0$) implies that any critical point $b$, i.e. minimal orbit $\mathcal{O}_b$, is a strict local minimum (maximum) point for $Vol$.

2. For any local minimum (maximum) point $b \in \mathcal{B}$, $\text{Ric} \leq 0$ thus $s \leq 0$ ($\text{Ric} \geq 0, s \geq 0$) along $\mathcal{O}_b$.

Example. We can apply these results to any surface in $\mathbb{R}^3$ obtained by rotating a curve $\gamma$ in the $(y, z)$-plane around the $z$-axis. It is a standard exercise, in this case, to show that the rotationally symmetric geodesics correspond to points of $\gamma$ whose tangent line is parallel to the $z$-axis. This leads to the same conclusion regarding curvatures.

**Comparisons with previous literature.** Statements very similar to Theorem 9.1 already appear in the literature, in particular in work by Abreu [1] and Oliveira, Sena-Dias [22]. The main novelty in our presentation is that we contextualize these results in terms of the larger framework of potential theory and Riemannian submersions.

Recall that Kähler geometry rests upon very close interactions between symplectic, complex and Riemannian geometry. [1] and [22] emphasize the symplectic aspects and corresponding coordinate systems. A second point of view, emphasizing complex geometry via pluri-potential theory, appeared in [24]. Theorem 9.1 completes the picture by presenting the Riemannian perspective.

Compared to [1] and [22], we have removed the assumption that the action be Hamiltonian. The previous section on Lagrangian fibrations implies however
that our action will in any case be locally Hamiltonian, so the main difference lies in our general framework and coordinate-free approach.

Compared to [24], notice that both [22] and Theorem 9.1 discuss convexity only at minimal fibres. The complex viewpoint adopted in [24], using free \( G^c \)-actions, leads instead to a global convexity result in terms of the natural structure on \( G^c/G \). If \( M \) is compact then Aut(\( M \)) is a complex Lie group so, by the universal property of complexified Lie groups, any \( G \)-action, seen as a homomorphism \( G \to \text{Aut}(M) \), extends to \( G^c \)-action on \( M \). In this sense, the setting of Theorem 9.1 and [24] are locally similar. Notice however that the complexified action might not be free, e.g. when we complexify the \( S^1 \)-action on a standard 2-torus. The Riemannian viewpoint adopted here offers, on the other hand, the possibility of defining subharmonicity, which one can then relate to scalar curvature as above.
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