SHARP NONLINEAR STABILITY CRITERION OF VISCOUS NON-RESISTIVE MHD INTERNAL WAVES IN 3D
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Abstract. We consider the dynamics of two layers of incompressible electrically conducting fluid interacting with the magnetic field, which are confined within a 3D horizontally infinite slab and separated by a free internal interface. We assume that the upper fluid is heavier than the lower fluid so that the fluids are susceptible to the Rayleigh-Taylor instability. Yet, we show that the viscous and non-resistive problem around the equilibrium is nonlinearly stable provided that the strength of the vertical component of the steady magnetic field, $|B_3|$, is greater than the critical value, $M_c$, which we identify explicitly. We also prove that the problem is nonlinearly unstable if $|B_3| < M_c$. Our results indicate that the non-horizontal magnetic field has strong stabilizing effect on the Rayleigh-Taylor instability but the horizontal one does not have in 3D.

1. Introduction

1.1. Eulerian formulation. We consider two distinct, immiscible, incompressible electrically conducting fluids interacting with the magnetic field that evolve within the infinite slab $\Omega = \mathbb{R}^2 \times (-m, \ell)$ with constants $m, \ell > 0$. The fluids are separated by a free internal interface $\Sigma(t)$ that extends to infinity in every horizontal direction. The interface divides $\Omega$ into two time-dependent, disjoint, open subsets $\Omega_{\pm}(t)$, which are filled by the “upper fluid” (+) and the “lower fluid” (−), respectively. The motions of the fluids are driven by the gravitational force and the induced Lorentz force [2, 4, 22, 6]. The two fluids are described by their velocity, pressure and magnetic field functions, which are given for each $t \geq 0$ by, respectively,

$$(\tilde{u}_\pm, \tilde{p}_\pm, \tilde{B}_\pm)(t, \cdot) : \Omega_{\pm}(t) \rightarrow (\mathbb{R}^3, \mathbb{R}, \mathbb{R}^3).$$

(1.1)

We assume that the fluids are viscous and non-resistive. Then for each $t > 0$ we require that $(\tilde{u}_\pm, \tilde{p}_\pm, \tilde{B}_\pm)$ satisfy the following equations of magnetohydrodynamics (MHD):

$$\begin{cases}
\rho_\pm (\partial_t \tilde{u}_\pm + \tilde{u}_\pm \cdot \nabla \tilde{u}_\pm) + \text{div} \: T_\pm = -g \rho_\pm e_3 & \text{in } \Omega_{\pm}(t) \\
\partial_t \tilde{B}_\pm + \tilde{u}_\pm \cdot \nabla \tilde{B}_\pm = \tilde{B}_\pm \cdot \nabla \tilde{u}_\pm & \text{in } \Omega_{\pm}(t) \\
\text{div} \tilde{u}_\pm = \text{div} \tilde{B}_\pm = 0 & \text{in } \Omega_{\pm}(t) \\
\tilde{V} = (\tilde{u} \cdot \hat{n}) \hat{n} & \text{on } \Sigma(t) \\
\tilde{u}_+ = \tilde{u}_-, \quad \tilde{T}_+ \hat{n} = \tilde{T}_- \hat{n} & \text{on } \Sigma(t) \\
\tilde{u}_+(t, y_1, y_2, \ell) = \tilde{u}_-(t, y_1, y_2, -m) = 0.
\end{cases}$$

(1.2)

In the equations $-g \rho_\pm e_3$ is the gravitational force with the constants $\rho_\pm > 0$ the densities of the two fluids, $g > 0$ the acceleration of gravity and $e_3$ the vertical unit vector. The stress tensors $T_\pm$ consist of the fluid part and the magnetic part [24],

$$T_\pm = -\mu_\pm \mathbb{D}(\tilde{u}_\pm) + \tilde{p}_\pm I + \frac{|\tilde{B}_\pm|^2}{2} I - \tilde{B}_\pm \otimes \tilde{B}_\pm,$$

(1.3)

where $\mu_\pm$ denote the viscosities coefficients of the respective fluids and we have written $I$ for the $3 \times 3$ identity matrix and $\mathbb{D}(\tilde{u}_\pm)_{ij} = \partial_j \tilde{u}_{i\pm} + \partial_i \tilde{u}_{j\pm}$ for twice the velocity deformation tensor. The fourth equation in (1.2) is called kinematic boundary condition since it implies that the free interface is advected with the fluids, where $\tilde{V}(t, y)$ is the normal velocity of the free interface.
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at \( y \in \Sigma(t) \) and \( \tilde{n}(t, y) \) is the upward normal vector to \( \Sigma(t) \) at \( y \). Note that the continuity of velocity on \( \Sigma(t) \), \( \tilde{u}_+ = \tilde{u}_- \), means that it is the common value of \( \tilde{u}_\pm \) that advects the interface. Note that in the dynamic boundary condition on \( \Sigma(t) \) the effect of surface tension is not taken into account, which implies the continuity of the normal stress on \( \Sigma(t) \).

To complete the statement of the problem, we must specify the initial conditions. We suppose that the initial interface \( \Sigma(0) \) is given, which yields the open sets \( \Omega_\pm(0) \) on which we specify the initial data for the velocity, \( \tilde{u}_\pm(0) : \Omega_\pm(0) \to \mathbb{R}^3 \) and the magnetic field, \( \tilde{B}_\pm(0) : \Omega_\pm(0) \to \mathbb{R}^3 \).

1.2. Lagrangian formulation. The movement of the free interface \( \Sigma(t) \) and the subsequent change of the domains \( \Omega_\pm(t) \) create numerous mathematical difficulties. To circumvent these, we will switch to coordinates in which the interface and the domains stay fixed in time. Since we are interested in the nonlinear stability of the equilibrium state, we will use the equilibrium domains. To this end we define the fixed domains \( \Omega_\pm = \mathbb{R} \times (0, \ell) \) and \( \Omega_- = \mathbb{R} \times (-m, 0) \), and we would like \( \Omega_\pm \) to be the equilibrium domains. We shall write \( \Sigma := \{ x_3 = 0 \} \) for the equilibrium interface, \( \Sigma_m := \{ x_3 = -m \} \) and \( \Sigma_\ell := \{ x_3 = \ell \} \) for the lower and upper boundaries, respectively. We will also write \( \Sigma_{m, \ell} = \Sigma_m \cup \Sigma_\ell \).

We assume that there exist invertible mappings
\[
\eta_{0, \pm} : \Omega_\pm \to \Omega_\pm(0)
\]

which are continuous across \( \Sigma \) so that \( \Sigma(0) = \eta_{0, \pm}(\Sigma) \), \( \Sigma_m = \eta_{0, -}(\Sigma_m) \) and \( \Sigma_\ell = \eta_{0, +}(\Sigma_\ell) \). The first condition means that \( \Sigma(0) \) is parameterized by the either of the mappings \( \eta_\pm \) restricted to \( \Sigma \) (which one is irrelevant since they are continuous across \( \Sigma \)). Define the flow maps \( \eta_\pm \) as the solutions to
\[
\begin{align*}
\partial_t \eta_\pm(t, x) &= \tilde{u}_\pm(t, \eta_\pm(t, x)), \\
\eta_\pm(0, x) &= \eta_{0, \pm}(x).
\end{align*}
\]

We think of the Eulerian coordinates as \( (t, y) \in \mathbb{R}^+ \times \Omega_\pm(t) \) with \( y = \eta_\pm(t, x) \), whereas we think of Lagrangian coordinates as the fixed \( (t, x) \in \mathbb{R}^+ \times \Omega_\pm \). In order to switch back and forth from Lagrangian to Eulerian coordinates we assume that \( \eta_\pm(t, \cdot) \) are invertible and \( \Omega_\pm(t) = \eta_\pm(t, \Omega_\pm) \). We also assume that \( \Sigma(t) = \eta_\pm(t, \Sigma) \), \( \Sigma_m = \eta_- (t, \Sigma_m) \) and \( \Sigma_\ell = \eta_+ (t, \Sigma_\ell) \) (the first assumption means that we have assumed the continuity of \( \eta_\pm \) across \( \Sigma \)); these follows by the initial assumption of \( \eta_{0, \pm} \) and the boundary conditions of \( u_\pm \).

If \( \eta_\pm - Id \) are sufficiently small (in an appropriate Sobolev space), then the mappings \( \eta_\pm \) are diffeomorphism. This allows us to transform the problem (1.2) to one in the fixed spatial domains \( \Omega_\pm \). We define the Lagrangian unknowns on \( \Omega_\pm \) by the compositions
\[
(u_\pm, p_\pm, B_\pm)(t, x) = (\tilde{u}_\pm, \tilde{p}_\pm + \frac{|\tilde{B}_\pm|^2}{2} + gp_\pm y_3, \tilde{B}_\pm)(t, \eta_\pm(t, x)), \quad (t, x) \in \mathbb{R}^+ \times \Omega_\pm.
\]

Here we have defined the modified pressure \( p_\pm \), so that it will be more convenient for our stability analysis. Since the domains \( \Omega_\pm \) are now fixed, we henceforth consolidate notation by writing \( f \) to refer to \( f_\pm \) except when necessary to distinguish the two; when we write an equation for \( f \) we assume that the equation holds with the subscripts added on the domains \( \Omega_\pm \). If \( f \) appears in an equation on the interface \( \Sigma \), implicitly it is continuous across \( \Sigma \). To write the jump conditions on \( \Sigma \), for a quantity \( f = f_\pm \), we define the interfacial jump as
\[
[f] := f_+|_\Sigma - f_-|_\Sigma.
\]

Then in Lagrangian coordinates, the PDEs (1.2) becomes the following system for \( (\eta, u, p, B) \):

\[
\begin{align*}
\partial_t \eta &= u & &\text{in } \Omega \\
\rho \partial_t u + \text{div}_A \mathcal{S}_A(p, u) &= B \cdot \nabla B & &\text{in } \Omega \\
\partial_t B &= B \cdot \nabla u & &\text{in } \Omega \\
\text{div}_A u &= \text{div}_A B &= 0 & &\text{in } \Omega \\
[u] &= 0, \quad [\mathcal{S}_A(p, u)]N = [B \cdot NB] + g [\rho] \eta_\pm N & &\text{on } \Sigma \\
u &= 0 & &\text{on } \Sigma_{m, \ell} \\
(\eta, u)|_{t=0} &= (\eta_0, u_0). & &
\end{align*}
\]
Here $A = ((\nabla \eta)^{-1})^T$ and we have written the differential operators $\nabla_A, \text{div}_A$ with their actions given by $(\nabla_A f)_i := A_{ij} \partial_j f, \text{div}_A X := A_{ij} \partial_j X_i$ for appropriate $f$ and $X$. We have also written

$$N = \partial_1 \eta \times \partial_2 \eta|_{\Sigma} = J A e_3|_{\Sigma}$$ \hspace{1cm} (1.9)

for the non-unit normal to $\Sigma(t)$ and

$$S_A(p, u) := -\mu \nabla_A u + p I, \hspace{1cm} (\nabla_A u)_{ij} = A_{ik} \partial_k u_j + A_{jk} \partial_k u_i.$$ \hspace{1cm} (1.10)

Note that if we extend $\text{div}_A$ to act on symmetric tensors in the natural way, then $\text{div}_A S_A(p, u) = \nabla_A p - \mu \Delta_A u$ for vector fields satisfying $\text{div}_A u = 0$, where $\Delta_A f := \text{div}_A \nabla_A f$. Note that the kinematic boundary condition, the fourth equation in (1.2), is automatically satisfied by the first equation in (1.8). Recall that $A$ is determined by $\eta$. This means that all of the differential operators are connected to $\eta$, and hence to the geometry of the free interface.

1.3. Steady states, conserved quantities and reformulation. The system (1.8) admits the steady solution with $\eta = Id, u = 0, p = \text{const.}$ and $B = \bar{B}$, where $\bar{B}$ is a uniform magnetic field. Notice that the densities of the two fluids generally are different. The jump of the density yields that

$$\partial_t J = J \text{div}_A u = 0.$$ \hspace{1cm} (1.11)

Next, applying $A^T$ to the magnetic equation, we obtain

$$A_{ji} \partial_j B_j = A_{ji} B_k A_{kl} \partial_k u_j = A_{ji} B_k A_{kl} \partial_k (\partial_h \eta_j) = -\partial_h A_{ji} B_k A_{kl} \partial_k \eta_j = -B_j \partial_h A_{ji}.$$ \hspace{1cm} (1.12)

This implies that

$$\partial_t (A^T B) = 0.$$ \hspace{1cm} (1.13)

It then follows from (1.11), (1.13) and (1.5) that

$$\partial_t (\text{div}_A B) = J^{-1} \partial_t \text{div}(J A^T B) = 0$$ \hspace{1cm} (1.14)

and

$$\partial_t (B_{\pm} \cdot \mathcal{N}) = \partial_t (B_{\pm} \cdot J_{\pm} A_{e_3} e_3) = \partial_t (J_{\pm} B_{\pm} A_{\pm} e_3) = 0 \text{ on } \Sigma.$$ \hspace{1cm} (1.15)

Here we have used the well-known geometric identity $\partial_j (J A_{ij}) = 0$. Finally,

$$\partial_t \eta = 0 \text{ on } \Sigma_{m, t} \text{ and } \partial_t \eta = 0 \text{ on } \Sigma.$$ \hspace{1cm} (1.16)

Hence, by (1.11), (1.13) and (1.16), we have

$$J = 1, \hspace{1cm} A^T B = \bar{B} \text{ in } \Omega, \hspace{1cm} \eta = Id \text{ on } \Sigma_{m, t} \text{ and } \eta = 0 \text{ on } \Sigma,$$ \hspace{1cm} (1.17)

if we have assumed that the initial data has the same quantities as the equilibrium. Note then that $\text{div}_A B = \bar{B}$ in $\Omega$ and $B_{\pm} \cdot \mathcal{N} = \bar{B}_3$ on $\Sigma$.

The conservation analysis above reveals that in order to have our nonlinear stability, the magnetic field $B$ should have certain relations with the flow map $\eta$. In turn, this motivates us to eliminate the magnetic field $B$ from the system (1.8). Indeed, since $B = \bar{B} \cdot \nabla \eta$ by the second identity in (1.17), we may rewrite the Lorentz force term:

$$B \cdot \nabla_A B = B_j A_{jk} \partial_k B = \bar{B}_k \partial_k (\bar{B}_m \partial_m \eta) = (\bar{B} \cdot \nabla)^2 \eta.$$ \hspace{1cm} (1.18)
Then the system (1.18) can be reformulated as a Navier-Stokes system with forcing terms induced by the flow map:

\[
\begin{align*}
\frac{\partial \eta}{\partial t} &= u \\
\rho \frac{\partial u}{\partial t} + \text{div}\, A S_A(p, u) &= (\bar{B} \cdot \nabla)\eta \\
\text{div}\, A u &= 0 \\
[u] &= 0, \quad [S_A(p, u)] \mathcal{N} = [\bar{B}_3(\bar{B} \cdot \nabla)\eta] + g \|\rho\| \eta_3 \mathcal{N} \\
u &= 0 \\
(\eta, u)|_{t=0} &= (\eta_0, u_0).
\end{align*}
\] (1.19)

Here we have shifted \( \eta \rightarrow Id + \eta \), and hence \( \bar{A} = ((I + \nabla \eta)^{-1})^T \), etc. We may also record those conserved quantities from (1.17) correspondingly:

\[
\det(I + \nabla \eta) = 1 \text{ in } \Omega, \quad \eta = 0 \text{ on } \Sigma_{m,\ell} \text{ and } [\eta] = 0 \text{ on } \Sigma. \quad (1.20)
\]

1.4. Previous works of Rayleigh-Taylor problems. The Rayleigh-Taylor instability, one of the classic examples of hydrodynamic instability, is an interface instability between two fluids of different densities that occurs when a heavy fluid lies above a lighter one in a gravitational field. The instability is well-known since the classical work of Rayleigh [26] and of Taylor [29], and it is one of the fundamental problems in fluid dynamics. A general discussion of the physics related to this topic can be found, for example, in [20].

The Rayleigh-Taylor problem has received a lot of attention in the mathematics community due to its physical importance and to the mathematical challenges it offers. The linear stability and instability of the Rayleigh-Taylor problem is extensively studied (see, for instance, Chandrasekhar’s book [3]). We are mainly concerned with the nonlinear theory. For the Euler Rayleigh-Taylor problem without surface tension, Ebin [5] proved the nonlinear ill-posedness of the problem for incompressible fluids, and Guo and Tice [8] showed an analogous result for compressible fluids as [5]. For the Navier-Stokes Rayleigh-Taylor problem, Prüss and Simonett [25] proved the nonlinear instability for incompressible fluids with surface tension in the whole space, Wang and Tice [32] and Wang, Tice and Kim [33] established the sharp nonlinear stability criteria for incompressible fluids with or without surface tension in the horizontally periodic slab, and Jang, Tice and Wang [18, 19] showed an analogous result for compressible fluids as [32, 33] (the linear instability was previously shown by Guo and Tice [9]).

Note that for the horizontally infinite setting, the surface tension, no matter how large, cannot prevent the Rayleigh-Taylor instability [25, 9]. It is very interesting to find stabilizing mechanisms that can prevent the Rayleigh-Taylor instability. In [31], we studied the stabilizing effect of the magnetic field on the Rayleigh-Taylor instability for the linearized system of (1.19) when \( \bar{B} \) is either vertical or horizontal. We identified the critical magnetic number \( |B|_c \) so that for the case \( |\bar{B}| \geq |B|_c \) and when the magnetic field \( \bar{B} \) is vertical in 2D or 3D or when \( \bar{B} \) is horizontal in 2D we proved that the problem is linearly stable; for the rest cases the problem is linearly unstable. This shows the remarkable stabilizing effect of the magnetic field on the Rayleigh-Taylor instability in the linear sense, however, the nonlinear theory is left open. The main difficulty of the nonlinear problem lies in the derivation of the energy estimates, which is essentially due to the weak dissipation of \( \eta \) in (1.19) when \( \bar{B} \neq 0 \) or lack of dissipation when \( \bar{B} = 0 \) [25]. In this paper we consider the nonlinear problem (1.19) in 3D, and the results are twofold. First, we characterize a stability criterion in terms of \( \bar{B}_3 \) so that it allows for \( \bar{B} \) in any direction. Second, we completely solve the nonlinear stability and instability. We remark that a weaker nonlinear instability result for \( \bar{B}_3 = 0 \) was obtained by Jiang, Jiang and Wang [16].

Finally, we mention that for the incompressible inhomogeneous problem in a fixed domain, one can construct the steady density which is continuous and increasing with height in certain region; this also leads to the Rayleigh-Taylor instability phenomenon. Hwang and Guo [13] proved the nonlinear instability for the Euler equations, Jiang and Jiang [14] proved the nonlinear instability for the Navier-Stokes equations in a bounded domain, and Jiang and Jiang [15] proved the linear stability and instability for the viscous non-resistive MHD equations in a bounded domain.
2. Main results

Before we state our results, let us first mention the issue of compatibility conditions for the initial data \((\eta_0, u_0)\) since our problem (1.19) is considered in a domain with boundary. We will work in a high-regularity context, essentially with regularity up to \(2N\) temporal derivatives for \(N \geq 4\) an integer. This requires us to use \((\eta_0, u_0)\) to construct the initial data \(\partial_t^j \eta(0)\) and \(\partial_t^j u(0)\) for \(j = 1, \ldots, 2N\) and \(\partial_t^j p(0)\) for \(j = 0, \ldots, 2N - 1\), inductively. These data must satisfy various conditions (essentially what one gets by applying \(f\) and \(\mu\) to record them in this paper and refer to them as the necessary compatibility conditions. (1.19) in our functional framework. Since they are similar as those of [10, 33], we shall neglect to record them in this paper and refer to them as the necessary compatibility conditions.

We introduce the following anisotropic Sobolev norm defined on \(\Omega\):

\[
\|f\|_{k,t} := \sum_{\alpha_1 + \alpha_2 \leq l} \|\partial^{\alpha_1} \partial^{\alpha_2} f\|_k.
\]

For a given jump value in the density \([\rho] > 0\), we define the critical value

\[
\mathcal{M}_c := \sqrt{\frac{[\rho] g}{\varepsilon + \frac{1}{m}}}.
\]

Note that the definition of \(\mathcal{M}_c\) is independent of \(\mu\). We first state our stability result for the system (1.19) when \([B_3] > \mathcal{M}_c\). For this, we define some energy functionals. For a generic integer \(n \geq 3\), we define the energy as

\[
\mathcal{E}_n := \sum_{j=0}^{n-1} \|\partial_t^j u\|_{2n-2j}^2 + \sum_{j=0}^{n-1} \|\nabla \partial_t^j p\|_{2n-2j-2}^2 + \sum_{j=0}^{n-1} \|\partial_t^j p\|_{2n-2j-3/2}^2 + \|\eta\|_{1,2n}^2 + \|\eta\|_{2n}^2.
\]

and the dissipation as

\[
\mathcal{D}_n := \|u\|_{1,2n}^2 + \|u\|_{2n}^2 + \sum_{j=1}^{n} \|\partial_t^j u\|_{2n-2j+1}^2 + \|\nabla p\|_{2n-2j}^2 + \sum_{j=1}^{n-1} \|\nabla \partial_t^j p\|_{2n-2j-1}^2
\]

\[
+ \|[\rho]\|_{2n-3/2}^2 + \sum_{j=1}^{n-1} \|\partial_t^j p\|_{2n-2j-1/2}^2 + \|(\bar{B} \cdot \nabla)\eta\|_{0,2n}^2 + \|\eta\|_{2n}^2.
\]

We will consider both \(n = 2N\) and \(n = N + 2\) for the integer \(N \geq 4\). We also define

\[
\mathcal{F}_{2N} := \|\eta\|^2_{4N+1} \text{ and } \mathcal{J}_{2N} := \|u\|^2_{4N+1} + \|\nabla p\|^2_{4N-1} + \|[\rho]\|^2_{4N-1/2}.
\]

Finally, we define

\[
\mathcal{G}_{2N}(t) := \sup_{0 \leq r \leq t} \mathcal{E}_{2N}(r) + \int_0^t \mathcal{D}_{2N}(r) dr + \sup_{0 \leq r \leq t} (1 + r)^{2N-4} \mathcal{E}_{N+2}(r)
\]

\[
+ \sup_{0 \leq r \leq t} \mathcal{F}_{2N}(r) + \int_0^t \mathcal{J}_{2N}(r) \left(1 + r\right)^{1+\vartheta} dr
\]

for any fixed 0 < \(\vartheta \leq N - 3\) (this requires that \(N \geq 4\)). Our global well-posedness result of (1.19), which in particular implies the stability, is stated as follows.

**Theorem 2.1.** Assume \([B_3] > \mathcal{M}_c\). Let \(N \geq 4\) be an integer. Assume that \(u_0 \in H^{4N}(\Omega)\) and \(\eta_0 \in H^{4N+1}(\Omega)\) satisfy the necessary compatibility conditions of (1.19) and that \(\eta_0\) satisfies

\[
\det(I + \nabla \eta_0) = 1 \text{ in } \Omega, \quad \eta_0 = 0 \text{ on } \Sigma_{m,\ell} \text{ and } \|[\eta]\| = 0 \text{ on } \Sigma.
\]

(2.8)
There exists a universal constant \( \varepsilon > 0 \) such that if \( \mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0) \leq \varepsilon_0 \), then there exists a global unique solution \((\eta, u, p)\) solving (1.19) on \([0, \infty)\). Moreover, there exists a universal constant \( C > 0 \) such that

\[
\mathcal{G}_{2N}(\infty) \leq C(\mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0)).
\]  

(2.9)

We now state our instability result for the system (1.19) when \( |\bar{B}_3| < \mathcal{M}_c \).

**Theorem 2.2.** Assume \( |\bar{B}_3| < \mathcal{M}_c \). Let \( N \geq 4 \) be an integer. There exist universal constants \( \theta_0 > 0 \) and \( C > 0 \) such that for any sufficiently small \( 0 < \theta < \theta_0 \) there exist solutions \((\eta', u', p')\) to (1.19) such that

\[
(\mathcal{E}_{2N} + \mathcal{F}_{2N})(\eta', u', p')(0) \leq C\iota, \quad \text{but} \quad |\eta_3'(T^*)|_0 \geq \frac{\theta_0}{2}.
\]  

(2.10)

Here the escape time \( T^* > 0 \) is

\[
T^* := \frac{1}{\lambda} \log \left( \frac{\theta_0}{\iota} \right),
\]  

(2.11)

where \( \lambda \) is the sharp linear growth rate.

**Remark 2.3.** Theorems 2.1 and 2.2 establish the sharp nonlinear stability criteria for the equilibrium in the reformulated problem (1.19). Note that in Theorem 2.1 the bound of \( \mathcal{G}_{2N}(\infty) \) implies that \( \mathcal{E}_{N+2}(t) \lesssim (1 + t)^{-N+4} \), since \( N \) may be taken to be arbitrarily large, this decay result can be regarded as an “almost exponential” decay rate. Theorem 2.2 shows that the onset of the instability occurs in \( \eta_3 \) at the internal interface. Note that our results do not cover the critical case: \( |\bar{B}_3| = \mathcal{M}_c \); we only know that the problem is locally well-posed, but it is not clear to us what the stability of the system should be.

**Remark 2.4.** With the solution \((\eta, u, p)\) to (1.19) in hand, by shifting \( \text{Id} + \eta \to \eta \) and then defining \( B := \bar{B} \cdot \nabla \eta \), we have that \((\eta, u, p, B)\) solve the original problem (1.8). Hence, Theorem 2.1 produces a global-in-time, decaying solution to (1.8) for the initial data near the equilibrium that satisfies (1.17) initially; Theorem 2.2 implies the nonlinear instability of the equilibrium for (1.8). By further changing coordinates back to \( \eta \in \Omega_\pm(t) \), we conclude the nonlinear stability and instability of the incompressible viscous non-resistive MHD internal wave problem (1.2).

**Remark 2.5.** One of crucial points in our analysis is the finite depth of the two fluids. Formally, if \( \ell = m = \infty \), then the critical value \( \mathcal{M}_c \), defined by (2.9), is infinite; this would suggest that the incompressible viscous critical non-resistive MHD internal wave problem in the whole space is unstable for any \( \bar{B} \). Indeed, the linear growing normal mode solution was constructed in \([3]\).

Since within a local time interval the \( \eta \) terms can be easily controlled by the viscosity term, the local well-posedness of the system (1.19) in our functional framework can be established similarly as \([33]\) for the incompressible viscous surface-internal wave problem, which is motivated by \([10]\) for the incompressible viscous surface wave problem. So we may omit the proof and refer to \([33, 11]\) for the construction of local solutions. Therefore, the main part of proving Theorems 2.1 and 2.2 is to derive the a priori estimates. Our basic ingredient of showing the stability and instability of (1.19) is the natural energy identity:

\[
\frac{1}{2} \frac{d}{dt} \left( \int_\Omega \rho |u|^2 + |(\bar{B} \cdot \nabla)\eta|^2 \right) - \int_\Omega \frac{\mu}{2} |\text{D}u|^2 = \text{h.o.t.}
\]  

(2.12)

Here h.o.t. denotes the higher order terms. Since \( \|\rho\| > 0 \), the energy may not be positively definite, which is the cause of the instability. Our observation is that when \( \bar{B}_3 \neq 0 \), there is a competition between the magnetic energy and the gravity potential energy. This leads to our definition (2.3) of the critical value \( \mathcal{M}_c \). Indeed, by a variational argument, we will show that when \( \bar{B}_3 \geq \mathcal{M}_c \) the energy is non-negative and that when \( \bar{B}_3 < \mathcal{M}_c \) we can construct functions so that the energy is negative. This should suggest, at least, the linear stability and instability. Indeed, if \( \bar{B}_3 < \mathcal{M}_c \), then we will construct growing mode solutions, which grow as \( e^{\lambda t} \) with \( \lambda > 0 \), to the linearized system of (1.19) (cf. Theorem 3.11). It is known that the construction of growing mode solutions is reduced to the solvability of an eigenvalue problem with the eigenvalue \( \lambda \). However, the viscosity destroys the variational structure of the reduced
The key point is that, since $\partial \parallel$ The idea is then to apply the one-phase Stokes regularity with Dirichlet boundary conditions $\pm$ to the domains $\Omega$. Hence would prevent us from obtaining a "good" jump boundary condition for to control the nonlinear terms, we apply derivatives to (1.19) and then use the energy-dissipation inequality in $\Omega$, which does not hold for the whole space, the first term in (2.13) can be handled by the integration by parts in time. As we need to work with the higher order energy functionals to control the nonlinear terms, we apply derivatives to (1.19) and then use the energy-dissipation structures (2.12) and (2.13) to get the energy evolution estimates of $(\eta, u)$ as well its temporal and horizontal spatial derivatives that preserve the boundary conditions. Note that it is crucial to employ the structure of the nonlinear terms of $\text{div} u$ and $\text{div} \eta$ (guaranteed by (1.20)) since we can not get any estimates of the pressure $p$ without spatial derivatives. The main conclusion of the energy evolution is that

$$\frac{d}{dt} \tilde{E}_n + D_n \leq N_n, \quad (2.14)$$

where $\tilde{E}_n$ and $D_n$ represent the "horizontal" counterparts of $E_n$ and $D_n$, respectively, and $N_n$ represents the nonlinear estimates.

The next step is to use the structure of the equations to improve the energy evolution estimates (2.14). Due to the presence of the pressure $p$, the only way to improve the estimates is to use the elliptic regularity theory of the Stokes system. However, due to the presence of $\eta$ terms, the procedure is much more delicate than that of the incompressible Navier-Stokes equations in a fixed domain [21][30]. First, as we will see, we can not complete the improvement of energy estimates until we have completed the improvement of dissipation estimates. Second, to improve the dissipation estimates, by $\partial \eta = u$, we may use the two-phase Stokes regularity for $(u, p)$ by regarding $\eta$ terms as forcing terms to estimate the time derivatives of $(u, p)$ in $D_n$ by $\|u\|_{2n-1}^2 + D_n + N_n$. Note that the term $\|u\|_{2n-1}^2$ can be absorbed by the Sobolev interpolation since we will control $\|u\|_{2n}^2$ in $D_n$. However, we can not estimate $(u, p)$ without time derivatives in the same way since $D_n$ only controls $\|\eta\|_{2, n+1}$ (since $B_3 \neq 0$), which is not regular enough to control the $\eta$ terms. We have two observations to get around this obstacle. The first observation is that we may write $(B \cdot \nabla)^2 \eta = B_3^2 \Delta \eta - B_3^2 \Delta u \eta + (B_3 \cdot \nabla) \eta + 2(B \partial_3 \partial_3)(B_3 \cdot \nabla) \eta$ and we have certain control of last three terms in $D_n$; this motivates us to consider the Stokes system for $(w, p)$ with introducing the quantity $w = u + B_3 \eta$. However, we can not use the two-phase Stokes regularity as before since the two viscosities $\mu_{\pm}$ generally are different and the difference would prevent us from obtaining a "good" jump boundary condition for $w$. Our second observation is that $D_n$ has the certain control of $w$ on the boundary $\Sigma$ due to the flatness of $\Sigma$. The idea is then to apply the one-phase Stokes regularity with Dirichlet boundary conditions to the domains $\Omega_n$, respectively, interwinding between vertical derivatives of $\eta$ and horizontal derivatives, to deduce the estimates of $\|w\|_{2n}^2$ bounded by $(\|\eta\|_{2, n+1}^2 + \|\partial \eta\|_{2n-2}^2 + D_n + N_n^\Sigma)$. The key point is that, since $\partial \eta = u$, $\|w\|_{2n}^2 \simeq \frac{d}{dt} \|\eta\|_{2n}^2 + \|\eta\|_{2n}^2 + \|w\|_{2n}^2$; this yields not only the dissipation estimates of $(\eta, u, p)$ but also the energy estimates of $\eta$. Finally, note that it is just the energy estimates of $\eta$ that allows us to employ the two-phase Stokes regularity for $(u, p)$ to deduce the energy estimates of $(u, p)$. The conclusion of the improved estimates is that

$$\frac{d}{dt} E_n + D_n \leq N_n. \quad (2.15)$$

Now the remaining is to estimate $N_n$, and the basic goal is $N_n \lesssim \sqrt{\tilde{E}_n} D_n$; this would then close the estimates in a small-energy regime. Unfortunately, this is not true; we need to resort to
The control of $\mathcal{F}_n$ and $\mathcal{J}_n$ is through the following, by estimating $\|w\|_{2n+1}^2$,
\[
\frac{d}{dt} \mathcal{F}_n + \mathcal{F}_n + \mathcal{J}_n \lesssim \|\eta\|_{1,2n}^2 + \mathcal{D}_n + \mathcal{N}_n. 
\] (2.16)
Note that $\|\eta\|_{1,2n}^2$ can only be controlled by $\mathcal{E}_n$ (indeed, $\tilde{\mathcal{E}}_n$) but not by $\mathcal{D}_n$, and hence $\mathcal{F}_n$ and $\mathcal{J}_n$ are not included in the dissipation. This would be harmful for the energy method. Our solution to this problem is to implement the two-tier energy method [11, 12]. The idea is to employ two tiers of energies and dissipations, $\mathcal{E}_{N+2}$, $\mathcal{D}_{N+2}$, $\mathcal{E}_{2N}$, and $\mathcal{D}_{2N}$. We then control the trouble terms in $\mathcal{N}_n$ by $\sqrt{\mathcal{E}_{N+2}(\mathcal{F}_{2N} + \mathcal{J}_{2N})}$ when $n = 2N$ and by $\sqrt{\mathcal{E}_{2N}\mathcal{D}_{N+2}}$ when $n = N + 2$. This leads to
\[
\frac{d}{dt} \mathcal{E}_{2N} + \mathcal{D}_{2N} \lesssim \sqrt{\mathcal{E}_{N+2}(\mathcal{F}_{2N} + \mathcal{J}_{2N})} 
\] (2.17)
and
\[
\frac{d}{dt} \mathcal{E}_{N+2} + \mathcal{D}_{N+2} \leq 0. 
\] (2.18)
To control the right hand side of (2.17), a time weighted analysis on (2.16) with $n = 2N$ leads to the boundedness of $\mathcal{F}_{2N}$ and $\int_0^t \frac{\mathcal{J}_{2N}}{(1+r)^{1+\vartheta}} dr$ for any $\vartheta > 0$. Hence, if $\mathcal{E}_{N+2}$ decays at a sufficiently fast rate, then the estimates (2.17) close. This can be achieved by using (2.18); although we do not have that $\mathcal{E}_{N+2} \lesssim \mathcal{D}_{N+2}$, which rules out the exponential decay, we can use an interpolation argument as [28] [11] [12] to bound $\mathcal{E}_{N+2} \lesssim (\mathcal{E}_N)^{1-\vartheta}(\mathcal{D}_{N+2})^{\vartheta}$ for $\vartheta = (2N - 4)/(2N - 3)$. Plugging this in (2.18) leads to an algebraic decay estimate for $\mathcal{E}_{N+2}$ with the rate $(1 + t)^{-2N + 4}$. Consequently, this scheme of the a priori estimates closes by choosing $0 < \vartheta \leq N - 3$ for $N \geq 4$, and hence the proof of Theorem 2.1 is completed.

In Section 3 we will prove the nonlinear instability as stated in Theorem 2.2 when $|\bar{B}_3| < M_c$. Since linear instability has been established in Section 3 the heart of the proof is then to derive the energy estimates, which allows us to employ the bootstrap argument developed by Guo and Strauss [7] to passage from linear instability to nonlinear instability. The natural way of showing nonlinear instability is to consider the difference between the solution to the nonlinear problem and the growing mode solution to the linear problem; if the difference is relatively small with respect to the linear growing mode solution (in a small-energy regime), then the solution to the nonlinear problem behaves as the linear growing mode solution, and hence nonlinear instability follows. In order to estimate the difference, in spirit of Duhamel’s principle, we need to estimate the growth of the solution operator for the linearized problem. Because the spectrum of the linear solution operator is complicated, we can only derive the largest growth rate, indeed $\lambda$, for the linearized problem by using careful energy estimates and the variational character of $\lambda$; this is in the context of strong solutions, which requires the initial data to satisfy the linear compatibility conditions. Such estimates would not be applicable to the nonlinear problem by directly employing Duhamel’s principle. To get around this issue, we provide the estimates for the growth in time of arbitrary solutions of the linear inhomogeneous equations (cf. Theorem 5.4); clearly, the estimates can be applied directly to the nonlinear problem.

When applying Theorem 6.4 to the nonlinear problem, although we estimate the difference in the lower-order regularity norm, it is typical that the control of the nonlinear terms requires the control of the higher-order regularity norm of the solution to the nonlinear problem due to that the unboundedness of the nonlinear part usually yields a loss in derivatives. In order to close the analysis, motivated by Guo-Strauss’s approach [7], we will derive the energy estimates for the nonlinear problem which shows that on the time scale of the instability the higher-order regularity norm of the solution is actually bounded by the growth of low-order regularity norm. The energy estimates will be recorded in Theorem 5.9 for the case $\bar{B}_3 \neq 0$ and Theorem 5.10 for the case $\bar{B}_3 = 0$. We employ a variant of the strategy of the stable case $|\bar{B}_3| > M_c$. We first derive the modified energy evolution estimates by shifting the negative gravity potential energy onto the right hand side of the estimates, which would imply that the growth of “horizontal” energy $\mathcal{E}_{2N}$ is bounded by the growth of $|\eta_{30}|^2$. Next, to improve the estimates, we need to employ different arguments for the cases $\bar{B}_3 \neq 0$ and $\bar{B}_3 = 0$. For the case $\bar{B}_3 \neq 0$, we can mostly follow that of the stable case to conclude that the growth of $\mathcal{E}_{2N} + \mathcal{F}_{2N}$ is bounded by
the growth of $\mathcal{E}_{2N}$ and hence by $|\eta_3|^2$. For the case $B_3 = 0$, the situation is much more delicate; we can not improve the estimates of the solution without time derivatives by using the Stokes system for $(u, p)$. We will make the interplay between the control of $u$ through $\eta$ by using the Stokes system for $(u, p)$ and the control of $\eta$ through $u$ by $\partial_t \eta = u$ and interwoven between vertical derivatives of $\eta$ and horizontal derivatives; the conclusion is also that the growth of $\mathcal{E}_{2N} + \mathcal{F}_{2N}$ is bounded by the growth of $|\eta_3|^2$.

Lastly, we need to employ an argument from [17] that uses the linear growing mode to construct initial data for the nonlinear problem so that the compatibility conditions are satisfied, which are required for the local well-posedness of the nonlinear problem. Hence, starting from this initial data that is close to the linear growing mode, employing the linear growth estimates and the bootstrap nonlinear energy estimates, we can complete the proof of Theorem 2.2.

At the end of the paper we present Appendix A, where we record various analytic tools that are useful throughout the paper.

**Notation.** We now set the conventions for our notation. The Einstein convention of summing over repeated indices is used. Throughout the paper $C > 0$ will denote a generic constant that does not depend on the initial data and time, but can depend on $N$, $\Omega_\pm$, the steady states, or any of the parameters of the problem (e.g. $g$, $p_\pm$, $\mu_\pm$). We refer to such constants as “universal.”

We employ the notation $A \lesssim B$ to mean that $A \leq CB$ for a universal constant $C > 0$, and similarly, $A \gtrsim B$ and $A \simeq B$. We will also write $\partial_t A + B \lesssim D$ for $\partial_t A + CB^{-1}B \lesssim CD$. Universal constants are allowed to change from line to line. When a constant depends on a quantity $z$ we will write $C = C_z$ to indicate this. To indicate some constants in some places so that they can be referred to later, we will denote them in particular by $C_1, C_2$, etc.

We will write $\mathbb{N} = \{0, 1, 2, \ldots\}$ for the collection of non-negative integers. When using space-time differential multi-indices, we will write $\mathbb{N}^{1+m} = \{\alpha = (\alpha_0, \alpha_1, \ldots, \alpha_m)\}$ to emphasize that the 0-index term is related to temporal derivatives. For just spatial derivatives we write $\mathbb{N}^m$. For $\alpha \in \mathbb{N}^{1+m}$ we write $\partial^\alpha = \partial_{x_0}^{\alpha_0} \partial_{x_1}^{\alpha_1} \cdots \partial_{x_m}^{\alpha_m}$. We define the parabolic counting of such multi-indices by writing $|\alpha| = 2\alpha_0 + \alpha_1 + \cdots + \alpha_m$. We will write $\nabla_\nu$ for the horizontal gradient and $\Delta_\nu$ for the horizontal Laplace operator. For a vector $v = (v_1, v_2, v_3)$, we write $v_* = (v_1, v_2)$ for the horizontal component. Finally, for a given norm $\| \cdot \|$ and an integer $k \geq 0$, we introduce the following notation for sums of derivatives:

$$\| \nabla_0^k f \|^2 := \sum_{\alpha \in \mathbb{N}^{1+2}, |\alpha| \leq k} \| \partial^\alpha f \|^2 \quad \text{and} \quad \| \nabla_0^k f \|^2 := \sum_{\alpha \in \mathbb{N}^{1+2}, |\alpha| \leq k} \| \partial^\alpha f \|^2.$$

### 3. Linear Theory

In this section, we consider the stability and instability for the linearization of (1.19):

\[
\begin{aligned}
\partial_t \eta &= u & \text{in } \Omega \\
\rho \partial_t u - \mu \Delta u + \nabla p - (\vec{B} \cdot \nabla)^2 \eta &= 0 & \text{in } \Omega \\
\text{div } u &= 0 & \text{in } \Omega \\
\llbracket u \rrbracket &= 0, \quad \llbracket p I - \mu \nabla u \rrbracket e_3 - \llbracket \vec{B}_3 (\vec{B} \cdot \nabla) \eta \rrbracket &= \llbracket p \rrbracket g \eta_3 e_3 & \text{on } \Sigma \\
u &= 0 & \text{on } \Sigma_{m, \ell}.
\end{aligned}
\]  

(3.1)

As standard in the stability theory [3], we will study the growing mode solutions to (3.1) of the following form:

$$\eta(t, x) = w(x)e^{\lambda t}, \quad u(t, x) = v(x)e^{\lambda t}, \quad p(t, x) = q(x)e^{\lambda t},$$  

(3.2)

for some $\lambda > 0$ (the same in the upper and lower fluids). Substituting the ansatz (3.2) into (3.1), we find that

$$v = \lambda w.$$  

(3.3)
By using (3.12), we can eliminate \( v \) and arrive at the following time-invariant system for \((w, q)\):

\[
\begin{aligned}
\lambda^2 \rho w - \lambda \mu \Delta w + \nabla q - (\bar{B} \cdot \nabla)^2 w &= 0 & \text{in } \Omega \\
\text{div } w &= 0 & \text{in } \Omega \\
[w] &= 0, \quad [q I - \lambda \mu \mathbb{D} w] c_3 - [\bar{B}_3 (\bar{B} \cdot \nabla) w] &= [\rho] g w_3 c_3 & \text{on } \Sigma \\
w &= 0 & \text{on } \Sigma_{m,\ell}.
\end{aligned}
\tag{3.4}
\]

It is not trivial at all to construct solutions to (3.4) by utilizing variational methods since \( \lambda \) appears both linearly and quadratically. In order to circumvent this problem and restore the ability to use variational methods, as [9] we artificially remove the linear dependence on \( \lambda \) in (3.4) by introducing an arbitrary parameter \( s > 0 \). This results in a family \( (s > 0) \) of modified problems:

\[
\begin{aligned}
\lambda^2 \rho w - s \mu \Delta w + \nabla q - (\bar{B} \cdot \nabla)^2 w &= 0 & \text{in } \Omega \\
\text{div } w &= 0 & \text{in } \Omega \\
[w] &= 0, \quad [q I - s \mu \mathbb{D} w] c_3 - [\bar{B}_3 (\bar{B} \cdot \nabla) w] &= [\rho] g w_3 c_3 & \text{on } \Sigma \\
w &= 0 & \text{on } \Sigma_{m,\ell}.
\end{aligned}
\tag{3.5}
\]

A solution to the modified problem (3.5) with \( \lambda = s \) corresponds to a solution to the original problem (3.4). Note that for any fixed \( s > 0 \), (3.4) can be viewed as an eigenvalue problem for \(-\lambda^2\), which has a natural variational structure that allows us to use variational methods to construct solutions. In order to understand \( \lambda \) in a variational framework, we consider the energy functional

\[
E(w; s) := E_0(w) + sE_1(w)
\tag{3.6}
\]

with

\[
E_0(w) := \frac{1}{2} \left( \int_{\Omega} |(\bar{B} \cdot \nabla) w|^2 - \int_{\Sigma} [\rho] g w_3^2 \right)
\tag{3.7}
\]

and

\[
E_1(w) := \frac{1}{2} \int_{\Omega} \frac{\mu}{2} \| \mathbb{D} w \|^2,
\tag{3.8}
\]

which are all well-defined on the space \( w \in H^1_0(\Omega) \). Here \( H^1_0(\Omega) \) denotes the usual Sobolev space on \( \Omega \). We also introduce \( H^1_{0,\sigma}(\Omega) = \{ v \in H^1_0(\Omega) \mid \text{div } w = 0 \} \). Consider the admissible set

\[
\mathcal{S} = \{ w \in H^1_{0,\sigma}(\Omega) \mid J(w) := \frac{1}{2} \int_{\Omega} \rho w^2 = 1 \}.
\tag{3.9}
\]

Notice that \( E_0(w) \) is not positively definite for \( [\rho] > 0 \).

The first proposition asserts the existence of the minimizer of \( E \) in (3.6) over \( \mathcal{S} \) and hence the solvability of the problem (3.5).

**Proposition 3.1.** Let \( s > 0 \) be fixed. Then the following hold:

1. \( E \) achieves its infimum over \( \mathcal{S} \).
2. Let \( w \) be a minimizer and \( q \) be the associated Lagrange multiplier. Then \( w \in H^k(\Omega) \) and \( \nabla q \in H^{k-2}(\Omega) \) (and \( [q] \in H^{k-3/2}(\Sigma) \)) for any \( k \geq 2 \) and solve the problem (3.5) with \( \lambda^2 \) given by

\[
-\lambda^2 = \alpha(s) := \inf_{w \in \mathcal{S}} E(w; s).
\tag{3.10}
\]

**Proof.** By the trace estimates (A.12) of Remark A.6 and Korn’s inequality (A.3) of Lemma A.2 we have that for \( w \in \mathcal{S} \),

\[
\int_{\Sigma} w_3^2 \lesssim \| w \|_0 \| w \|_1 \leq \sqrt{J(w)} \sqrt{E_1(w)} = \sqrt{E_4(w)}.
\tag{3.11}
\]

Then we see that, by Cauchy’s inequality,

\[
E(w; s) \geq sE_1(w) - \int_{\Sigma} [\rho] g w_3^2 \geq sE_1(w) - C\sqrt{E_1(w)} \gtrsim s^{-1}.
\tag{3.12}
\]
Remark 3.2. If we recover the dependence of constants $C$ on $\mu$ and $\overline{B}$, (3.12) shows the upper bound $\lambda^2 \lesssim ((\mu_+ + \mu)_s)^{-1}$, which is independent of $\overline{B}$. If $\overline{B}_3 \neq 0$, we can also show an upper bound of $\lambda^2$ independent of $\mu$. Indeed, if $\overline{B}_3 \neq 0$, by the trace estimates (A.10) of Lemma A.2, we have that for $w \in \mathcal{S}$,

$$
\int_{\Sigma} w^2 \lesssim \frac{1}{|\overline{B}_3|} \| (\overline{B} \cdot \nabla) w \|_0 \| w \|_0 \lesssim \frac{1}{|\overline{B}_3|} \sqrt{E_0(w)} \sqrt{J(w)} = \frac{1}{|\overline{B}_3|} \sqrt{E_0(w)},
$$

(3.14)

which implies

$$
E(w; s) \geq E_0(w) - \int_{\Sigma} [\rho] g w^2 \geq E_0(w) - \frac{C}{|\overline{B}_3|} \sqrt{E_0(w)} \gtrsim -\overline{B}_3^{-2}.
$$

(3.15)

This yields that $\lambda^2 \lesssim \overline{B}_3^{-2}$, which is independent of $\mu$. These two imply that in the presence of the viscosity or the non-horizontal magnetic field, the growing modes, if it could be constructed, cannot grow arbitrarily fast. This suggests that the presence of the viscosity or the non-horizontal magnetic field may prevent the ill-posedness for the Euler Rayleigh-Taylor problem (see [5, 8]).

In order to construct the growing mode solution to the original problem (3.1) we first need to clarify the sign of the infimum (3.1); if $E(w; s)$ is always non-negative, then no growing mode solutions to (3.1) can be constructed, which may suggest that the system (3.1) is linearly stable. The possibility of negativity of $E(w; s)$ is essentially that of $E_0(w)$ since $s > 0$ can be chosen arbitrarily small. To clarify the sign of $E_0(w)$, we first show the following variational problem.

Lemma 3.3. For any constant vector $\overline{B} \in \mathbb{R}^3$, it holds that

$$
\inf_{\int_{\Sigma} f^2 = 1} \int_{\Omega} \left| (\overline{B} \cdot \nabla) f \right|^2 = \overline{B}_3^2 \left( \frac{1}{\ell} + \frac{1}{m} \right).
$$

(3.16)

Proof. First, for the horizontal $\overline{B}$, that is, the case $\overline{B}_3 = 0$, by rotation, it suffices to prove (3.10) for the case $\overline{B} = (\overline{B}_1, 0, 0)$. We take a sequence of test functions $\varphi_k(x) = \frac{1}{k^2} \varphi(\frac{x}{k^2}, x_2, x_3)$ for $\varphi \in C^\infty_0(\Omega)$ with $\int_{\Sigma} \varphi^2 = 1$. Then $\varphi_k \in C^\infty_0(\Omega) \subset H^1_{0,\Sigma}(\Omega)$ and

$$
\int_{\Sigma} \varphi_k^2 = 1 \quad \text{and} \quad \int_{\Omega} \left| (\overline{B} \cdot \nabla) \varphi_k \right|^2 = \frac{\overline{B}_1^2}{k^2} \int_{\Sigma} \varphi_k^2 = \frac{\overline{B}_1^2}{k^2}.
$$

(3.17)

Letting $k \to 0$ proves (3.16) for the case $\overline{B}_3 = 0$. This shows that $E$ is bounded below on $\mathcal{S}$. Then the existence of the minimizer of $E$ in (3.10) follow from standard compactness arguments, which shows the assertion (1).

To prove (2), we let $w$ be a minimizer, then the variational principle for Euler-Lagrange equations shows that

$$
\lambda^2 \int_{\Omega} p w \cdot \varphi + \int_{\Omega} \frac{\mu}{2} \nabla w : \nabla \varphi + \int_{\Omega} (\overline{B} \cdot \nabla) w \cdot (\overline{B} \cdot \nabla) \varphi = 0 \quad \text{for all } \varphi \in H^1_{0,\Sigma}(\Omega).
$$

(3.13)

We then introduce the pressure $q$ as a Lagrange multiplier. For this, we define $\Lambda \in (H^1_{0,\Sigma}(\Omega))^*$ so that $\Lambda(\varphi)$ equals the left hand side of (3.13). Then $\Lambda = 0$ on $H^1_{0,\Sigma}(\Omega)$, and hence according to Lemma [A,10] there exists a unique $q \in L^2_{\text{loc}}(\Omega)$ (up to constants) so that $(q, \text{div} \varphi) = \Lambda(\varphi)$ for all $\varphi \in H^1_{0,\Sigma}(\Omega)$. This implies that $(w, q)$ is a weak solution to the problem (3.5) with $\lambda^2$ given by (3.10). The regularity of $(w, q)$ follows by a similar argument in the proof of energy estimates of our main theorems. We may only sketch the strategy here. First, we will use the weak formulation and employ the difference quotient to control the $H^1$-regularity of horizontal derivatives of $w$. By using the trace estimates and the flatness of $\Sigma$, we get also the higher regularity of $w$ on $\Sigma$. Then we will use the classical regularity for the Stokes problem with Dirichlet boundary conditions to get the desired regularity of $w$ and $q$ on $\Omega_{\pm}$, respectively. Finally, the second jump condition on $\Sigma$ follows by taking test functions which is compactly supported near $\Sigma$. The boundary estimates of $\|[q]\|$ also follows. □
Now we assume $\bar{B}_3 \neq 0$. For any $f \in H_0^1(\Omega)$, taking $x_3 = 0$ in (A.7), we obtain
\[ \int_{\Sigma} f^2 = \int_{\mathbb{R}^2} f(x_*,0)^2 \leq \frac{\ell}{\bar{B}_3^2} \int_{\Omega_+} |(\bar{B} \cdot \nabla)f|^2, \quad (3.18) \]
and also
\[ \int_{\Sigma} f^2 \leq \frac{m}{\bar{B}_3^2} \int_{\Omega_-} |(\bar{B} \cdot \nabla)f|^2. \quad (3.19) \]

We then have
\[ \int_{\Omega} |(\bar{B} \cdot \nabla)f|^2 \geq \bar{B}_3^2 \left( \frac{1}{\ell} + \frac{1}{m} \right) \int_{\Sigma} f^2 \text{ for any } f \in H_0^1(\Omega). \quad (3.20) \]

On the other hand, we take a sequence of test functions $f_k(x) = \varphi_k(x_+)\psi(x_3)$ with $\varphi_k(x_+) = \frac{1}{k} \varphi\left(\frac{x_3}{k}\right)$ for $\varphi \in C^\infty_0(\mathbb{R}^2)$ and $\psi(x_3)$ defined by
\[ \psi(x_3) = \begin{cases} 1 - \frac{x_3}{\ell}, & x_3 \in [0, \ell] \\ 1 + \frac{x_3}{m}, & x_3 \in [-m, 0). \end{cases} \quad (3.21) \]

Then $f_k \in H_0^1(\Omega)$ and
\[ \int_{\Omega} |(\bar{B} \cdot \nabla)f_k|^2 = \int_{\mathbb{R}^2} |(\bar{B}_* \cdot \nabla_+ f_k|^2 + \bar{B}_3^2 |\partial_3 f_k|^2 + 2(\bar{B}_* \cdot \nabla_+) f_k \bar{B}_3 \partial_3 f_k \\
= \int_{\mathbb{R}^2} |(\bar{B}_* \cdot \nabla_+) \varphi_k|^2 \int_{-m}^0 \psi^2 d\ell + \int_{\mathbb{R}^2} \bar{B}_3^2 |\varphi_k|^2 \int_{-m}^0 \psi^2 d\ell + \frac{1}{\ell} \int_{\mathbb{R}^2} (\bar{B}_* \cdot \nabla_+) \varphi_k \bar{B}_3 \int_{-m}^0 (\psi^2)' \quad (3.22) \]
\[ = \frac{1}{\ell^2} \int_{\mathbb{R}^2} |(\bar{B}_* \cdot \nabla_+) \varphi_k|^2 \int_{-m}^0 \psi^2 d\ell + \bar{B}_3^2 \int_{\mathbb{R}^2} |\varphi_k|^2 \int_{-m}^0 \psi^2 d\ell. \]

Note that
\[ \int_{\Sigma} \frac{f_k^2}{\ell} = \int_{\mathbb{R}^2} |\varphi_k|^2 \text{ and } \int_{-m}^0 \psi d\ell = \frac{1}{\ell} + \frac{1}{m}. \quad (3.23) \]

This implies that
\[ \lim_{k \to \infty} \frac{\int_{\Omega} |(\bar{B} \cdot \nabla)f_k|^2}{\int_{\Sigma} f_k^2} = \bar{B}_3^2 \left( \frac{1}{\ell} + \frac{1}{m} \right). \quad (3.24) \]

Combining (3.20) and (3.21) shows (3.10). \hfill \Box

Now we can clarify the sign of $E_0(w)$.

**Lemma 3.4.** For any constant vector $\bar{B} \in \mathbb{R}^3$, we have the following assertions:

1. If $|\bar{B}_3| \geq \mathcal{M}_c$, then for any $w \in H_0^1(\Omega)$, $E_0(w) \geq 0$. Moreover,
\[ \int_{\Omega} |(\bar{B} \cdot \nabla)w|^2 - \int_{\Sigma} \|\rho\|_g \|w_3\|^2 \gtrless \left( 1 - \frac{\mathcal{M}_c^2}{|\bar{B}_3|^2} \right) \int_{\Omega} |(\bar{B} \cdot \nabla)w|^2. \quad (3.25) \]

2. If $|\bar{B}_3| < \mathcal{M}_c$, then there exists $w \in H_0^1(\Omega)$ such that $E_0(w) < 0$.

**Proof.** The assertion (1) follows by applying Lemma 3.3 to $f = w_3$ and noting the definition (2.3) of $\mathcal{M}_c$.

For the assertion (2), by rotation, it suffices to prove it for the case $\bar{B} = (\bar{B}_1, 0, \bar{B}_3)$. We then take functions $w_{k,n} = \left( 0, \varphi\left(\frac{x_3}{k}\right) \phi_n\left(\frac{x_3}{k}\right) \psi'(x_3), \varphi\left(\frac{x_3}{k}\right) \frac{1}{k} \phi_n'\left(\frac{x_3}{k}\right) \psi(x_3) \right)$ with $\varphi \in C^\infty_0(\mathbb{R})$, $\phi_n(z) = \frac{1}{\sqrt{2\pi}} e^{-z^2/2}$.
n^{-1/4} e^{-n^2}$ and $\psi \in H^1_0((-m, \ell))$ defined by (3.21). Then we have $w_{k,n} \in H^1_{0,\sigma}(\Omega)$ and

$$
\int_{\Omega} |(\vec{B} \cdot \nabla) w_{k,n}|^2 = \tilde{B}_3^2 \int_{\Omega} |\partial_1 w_{k,n}|^2 + \tilde{B}_3^2 \int_{\Omega} |\partial_3 w_{k,n}|^2
$$

$$
= \frac{\tilde{B}_3^2}{k^2} \int_{\mathbb{R}} |\varphi' \left( \frac{x_1}{k} \right)|^2 \int_{\mathbb{R}} |\phi_n \left( \frac{x_2}{k} \right)|^2 \int_{-m}^{\ell} \psi^2 + \frac{\tilde{B}_3^2}{k^2} \int_{\mathbb{R}} |\varphi' \left( \frac{x_1}{k} \right)|^2 \int_{-m}^{\ell} \psi'^2
$$

$$
+ \frac{\tilde{B}_3^2}{k^2} \int_{\mathbb{R}} |\varphi' \left( \frac{x_1}{k} \right)|^2 \int_{-m}^{\ell} \psi'^2 + k \tilde{B}_3^2 \int_{\mathbb{R}} |\varphi|^2 \int_{-m}^{\ell} \psi^2 + \frac{\tilde{B}_3^2}{k^2} \int_{\mathbb{R}} |\varphi|^2 \int_{-m}^{\ell} \psi'^2
$$

$$
= \tilde{B}_3^2 \int_{\mathbb{R}} |\varphi|^2 \int_{\mathbb{R}} |\phi_n|^2 \int_{-m}^{\ell} \psi^2 + k \tilde{B}_3^2 \int_{\mathbb{R}} |\varphi|^2 \int_{-m}^{\ell} \psi'^2
$$

Note that

$$
\tilde{B}_3^2 \int_{\mathbb{R}} |\varphi|^2 \int_{\mathbb{R}} |\phi_n|^2 \int_{-m}^{\ell} \psi'^2 = \tilde{B}_3^2 \left( \frac{1}{\ell + 1} \right) \int_{\Sigma} w_{k,n}^2
$$

and

$$
\int_{\mathbb{R}} |\phi_n|^2 = O(n^{-1}) \quad \text{and} \quad \int_{\mathbb{R}} |\phi_n'|^2 = O(1).
$$

Since $|\tilde{B}_3| < M_c$ and hence $\tilde{B}_3^2 \left( \frac{1}{\ell + 1} \right) < \| \rho \|_g$, then for sufficiently large $k$ and $n$ we have $E_0(w_{k,n}) < 0$. This proves the assertion (2).

**Remark 3.5.** It follows from Lemmas 3.3 and 3.4 that for any constant vector $\vec{B} \in \mathbb{R}^3$,

$$
\inf_{\int_{\Sigma} |w|^2 = 1} \int_{\Omega} |(\vec{B} \cdot \nabla) w|^2 = \tilde{B}_3^2 \left( \frac{1}{\ell + 1} \right).
$$

By Lemma 3.3, we see that if $|\tilde{B}_3| \geq M_c$, then $E(w; s) \geq E_0(w) \geq 0$ and hence no growing mode solutions can be constructed; if $|\tilde{B}_3| < M_c$, then $E(w; s)$ has the possibility to be negative, and we record this in the following lemma.

**Lemma 3.6.** If $|\tilde{B}_3| < M_c$, then there exists $s_0 > 0$ depending on $g, \rho, \vec{B}, m, \ell, \mu$ such that for $0 < s \leq s_0$ it holds that $\alpha(s) < 0$.

**Proof.** Since $E$ and $J$ have the same homogeneity, we may reduce to constructing any function $w \in H^1_{0,\sigma}(\Omega)$ such that $E(w; s) < 0$. Since $|\tilde{B}_3| < M_c$, we know from the assertion (2) of Lemma 3.3 that there exists $\tilde{w}$ such that $E_0(\tilde{w}) < 0$. Obviously, we have

$$
E(\tilde{w}; s) = E_0(\tilde{w}) + sE_1(\tilde{w}) \leq E_0(\tilde{w}) + sC_1
$$

for a constant $C_1$ depending on $g, \rho, \vec{B}, m, \ell, \mu$. Then there exists $s_0 > 0$ depending on these parameters such that for $s \leq s_0$ it holds that $E(\tilde{w}; s) < 0$. Thus $\alpha(s) < 0$ for $s \leq s_0$.

**Remark 3.7.** For a minimizer $w \in \mathcal{G}$ we have

$$
- \int_{\Sigma} [\rho] g w_3^2 \leq \alpha(s),
$$

which in particular requires that $w_3 \neq 0$ on $\Sigma$ if $\alpha(s) < 0$.

We now study the behavior of $\alpha(s)$ as a function of $s \geq 0$.

**Lemma 3.8.** We have the following statements.

1. $\alpha(s)$ is strictly increasing and $\alpha \in C^1_{\text{loc}}((0, \infty)) \cap C^0((0, \infty))$.
2. There exist constants $C_1, C_2, C_3, C_4 > 0$ depending on $g, \rho, \vec{B}, m, \ell, \mu$ so that

$$
-C_3 s^{-1} + sC_4 \leq \alpha(s) \leq -C_2 + sC_1.
$$

(3.32)
Proof. Recall the energy decomposition (3.10) along with (3.14) and (3.18). It has the same form as in Proposition 3.6 of [9], hence the assertion (1) follows in the same way.

For (2), the second inequality follows by taking \( C_2 = -E_0(\bar{w}) > 0 \) in (3.30). On the other hand, (3.12) implies that
\[
\alpha(s) \geq \inf_{w \in \mathcal{B}} \left( sE_1(w) - C\sqrt{E_1(w)} \right) \geq s \inf_{w \in \mathcal{B}} E_1(w) - C_3s^{-1}.
\]
We denote by \( C_4 \) this positive infimum, then the first inequality follows.

Proof. Let \((\bar{w}, q)\) be given in Lemma 3.9. Then there is a \( \lambda \) so that \( \Phi(\bar{w}, q) = 0 \) and \( \lim_{s \to 0} \Phi(s, \lambda) = \infty \). Hence there is unique \( s \in (0, s_*) \) so that \( \Phi(s) = 1 \), which gives (3.35).

In conclusion, we now have the existence of solutions to the original problem (3.4).

**Proposition 3.10.** If \( |\bar{B}_3| < \mathcal{M}_c \), then there exists a solution \((w, q)\), and \( \lambda > 0 \) to (3.4) so that \( w_3 \neq 0 \). The solutions are smooth when restricted to \( \Omega_+ \) or \( \Omega_- \).

Proof. For \( \lambda > 0 \) given in Lemma 3.9 we define \( w \), a minimizer of (3.10), and \( q \), the associated Lagrange multiplier produced by Proposition 3.1 which solve (3.3), with \( s = \lambda \). This gives a solution to (3.4).

We may now construct a growing mode solution to the linearized problem (3.1).

**Theorem 3.11.** Assume \( |\bar{B}_3| < \mathcal{M}_c \). Let \( \lambda > 0 \) be given in Lemma 3.9 Then there is a growing mode solution to (3.1) so that
\[
\eta(t) = e^{\lambda t}\eta(0), \quad u(t) = e^{\lambda t}u(0), \quad p(t) = e^{\lambda t}p(0).
\]

Proof. Let \((w, q)\) be the solution to (3.4) with \( \lambda > 0 \) as stated in Proposition 3.10. We then define \( \eta, u, \) and \( p \) according to (3.2) and (3.3). Then we have that \((\eta, u, p)\) solve the linearized problem (3.1). Moreover, \((\eta, u, p)\) satisfy (3.38).

4. **Nonlinear stability for \( |\bar{B}_3| > \mathcal{M}_c \)**

In this section, we will prove Theorem 4.1 for \( |\bar{B}_3| > \mathcal{M}_c \). The main part of the proof is to derive a priori estimates for solutions \((\eta, u, p)\) to (3.11) in our functional framework, i.e. for solutions satisfying \( \mathcal{E}_{2N}, D_{2N}, J_{2N}, F_{2N} < \infty \). Throughout this section we will assume that
\[
\mathcal{E}_{2N}(t) \leq \mathcal{G}_{2N}(T) \leq \delta^2 \leq 1
\]
for some sufficiently small \( \delta > 0 \) and for all \( t \in [0, T] \) where \( T > 0 \) is given. We will implicitly allow \( \delta \) to be made smaller in each result, but we will reiterate the smallness of \( \delta \) in our main result. Here is the main result of this section.

**Theorem 4.1.** There exists a universal constant \( 0 < \delta < 1 \) so that if \( \mathcal{G}_{2N}(T) \leq \delta^2 \), then
\[
\mathcal{G}_{2N}(t) \leq \mathcal{E}_{2N}(0) + F_{2N}(0) \text{ for all } 0 \leq t \leq T.
\]
We may first present the

**Proof of Theorem 2.1.** Theorem 2.1 follows from the local well-posedness for the initial data satisfying $\mathcal{E}_2(0) + \mathcal{F}_2(0)$ sufficiently small and the a priori estimates of Theorem 4.1 by a continuity argument. □

The rest of this section is devoted to proving Theorem 4.1.

### 4.1. Energy evolution

In this subsection we derive energy evolution estimates for temporal and horizontal spatial derivatives by using the energy-dissipation structure of (1.19).

#### 4.1.1. Energy evolution of time derivatives

For the temporal derivatives, it is a key to use the original geometric formulation (1.19). As well explained by [11] in the study of the incompressible viscous surface wave problem, the reason is that if we attempted to use the linear perturbed formulation (4.35), there would be too many time derivatives of $p$ and $u$ appearing in the nonlinear estimates that are out of control. Applying $\partial_t^j$ for $j = 0, \ldots, n$ to (1.19), we find that

\[
\begin{cases}
\partial_t (\partial_t^j \eta) = \partial_t^j u & \text{in } \Omega \\
\rho \partial_t (\partial_t^j u) + \text{div}_A S_A (\partial_t^j p, \partial_t^j u) - (\bar{B} \cdot \nabla)^2 (\partial_t^j \eta) = F^{1,j} & \text{in } \Omega \\
\text{div}_A (\partial_t^j u) = F^{2,j} & \text{in } \Omega \\
[\partial_t^j u] = 0, \quad \left[ S_A (\partial_t^j p, \partial_t^j u) \right]_{N} - \left[ \bar{B}_3 (\bar{B} \cdot \nabla) (\partial_t^j \eta) \right] = [\rho] g \partial_t^j \eta_{\beta 3} + F^{3,j} & \text{on } \Sigma \\
\partial_t^j u = 0 & \text{on } \Sigma_{m, \ell},
\end{cases}
\]

where

\[
F^{1,j} = \sum_{0 < \ell \leq j} C^f_j \left\{ \mu A_{ik} \partial_k (\partial_t^\ell A_{im} \partial_t^{j-\ell} \partial_m u_l) + \partial_t^\ell A_{im} \partial_t^{j-\ell} \partial_m u_i \right\}
\]

\[
+ \mu \partial_t^\ell A_{ik} \partial_t^{j-\ell} \partial_m (A_{im} \partial_m u_l + A_{im} \partial_m u_i) - \partial_t^\ell A_{ik} \partial_t^{j-\ell} \partial_k p \right\}, \quad i = 1, 2, 3,
\]

(4.4)

\[
F^{2,j} = - \sum_{0 < \ell \leq j} C^f_j \partial_t^\ell A_{ik} \partial_t^{j-\ell} \partial_k u_i,
\]

(4.5)

\[
F^{3,i} = \sum_{0 < \ell \leq j} C^f_j \left\{ \left[ \mu \partial_t^\ell (N_i A_{ik}) \partial_t^{j-\ell} \partial_k u_l \right] + \left[ \mu \partial_t^\ell (N_i A_{ik}) \partial_t^{j-\ell} \partial_k u_i \right] - \partial_t^\ell N_i \partial_t^{j-\ell} \left[ p \right] + \left[ \rho \right] g \partial_t^\ell (\eta_{\beta (N_i - \delta_3)}) \right\}, \quad i = 1, 2, 3.
\]

(4.6)

Since we cannot hope to get any estimates of $p$ (i.e., $\partial_t^j p$) without spatial derivatives, we have to pay more attention on the expression of $F^{2,j}$. We will need some structural conditions on $F^{2,j}$ which allow us to integrate by parts in the interaction between $\partial_t^j p$ and $F^{2,j}$. Indeed, note that $\text{div}_A u = \partial_i (A_{mi} u_m) = 0$. Then we have

\[
F^{2,j} = \text{div} Q^{2,j} \quad \text{with} \quad Q^{2,j}_i = - \sum_{0 < \ell \leq j} C^f_j \partial_t^\ell A_{mi} \partial_t^{j-\ell} u_m, \quad i = 1, 2, 3.
\]

(4.7)

Since $A_{m3}$ and $u$ are continuous across $\Sigma$, and $u = 0$ on $\Sigma_{m, \ell}$, we have

\[
\left[ Q^{2,j}_3 \right]_0 = 0 \text{ on } \Sigma \text{ and } Q^{2,j} = 0 \text{ on } \Sigma_{m, \ell}.
\]

(4.8)

These facts are important for handling the pressure term.

We record the estimates of these nonlinear terms $F^{i,j}$ and $Q^{2,j}$ in the following lemma.

**Lemma 4.2.** For $n = N + 2$ or $n = 2N$, it holds that

\[
\| F^{1,j} \|^2_0 + \| F^{2,j} \|^2_0 + \| \partial_t F^{2,j} \|^2_0 + \| Q^{2,j} \|^2_2 + \| F^{3,j} \|^2_{3/2} \lesssim \mathcal{E}_{N+2} D_n,
\]

(4.9)

\[
\| \partial_t Q^{2,n} \|^2_0 + \| \partial_t Q^{2,n}_3 \|^2_{-1/2} \lesssim \mathcal{E}_{N+2} D_n
\]

(4.10)
and
\[ \|Q^{2,n}\|_2^2 \lesssim \mathcal{E}_{N+2} \mathcal{E}_n. \] (4.11)

**Proof.** Note that all terms in the definitions of \( F^{i,j} \) and \( Q^{2,j} \) (and hence \( \partial_t F^{2,j} \) and \( \partial_t Q^{2,n} \)) are at least quadratic; each term can be written in the form \( XY \), where \( X \) involves fewer derivative counts than \( Y \). We then estimate \( Y \) in \( H^k \) \((k = 0, 2 \text{ or } 3/2, \text{ respectively})\) and \( X \) in \( H^m \) for \( m \) depending on \( k \), using Lemma 4.1, trace theory along with the definitions of \( \mathcal{E}_n \) and \( \mathcal{D}_n \), to bound \( \|X\|_m^2 \lesssim \mathcal{E}_{N+2} \) and \( \|Y\|_k^2 \lesssim \mathcal{D}_n \). Then \( \|XY\|_k^2 \lesssim \|X\|_m^2 \|Y\|_k^2 \lesssim \mathcal{E}_{N+2} \mathcal{D}_n \), and the estimate (4.9) follows.

The estimate of \( \|\partial_t Q^{2,n}\|_2^2 \) in (4.10) follows in the same way as (4.9). To estimate the other one, we need to use Lemma 4.3 and (4.7):
\[ \left| \partial_t Q^{2,n}_{2}\right|_{-1/2} \lesssim \|\partial_t Q^{2,n}\|_0^2 + \|\partial_t \text{div} Q^{2,n}\|_0^2 = \|\partial_t Q^{2,n}\|_0^2 + \|\partial_t F^{m,j}\|_0^2. \] (4.12)

Then the estimate follows by (4.9).

The estimate (4.11) follows similarly as (4.9) with instead bounding \( \|Y\|_2^2 \lesssim \mathcal{E}_n \). \( \square \)

For a generic integer \( n \geq 3 \), we define the energy involving only temporal derivatives by
\[ \mathcal{E}^t_n = \sum_{j=0}^{n} \frac{1}{2} \left( \int_{\Omega} \rho \|\partial_t^j u\|^2 + \| (\bar{B} \cdot \nabla) \partial_t^j \eta \|^2 - \int_{\Sigma} \| \partial_t \eta \| \| \partial_t \eta_3 \|^2 \right) \] (4.13)
and the corresponding dissipation by
\[ \mathcal{D}^t_n = \sum_{j=0}^{n} \int_{\Omega} \frac{\mu}{2} \| \partial_t^j u \|^2. \] (4.14)

Then we have the following energy evolution.

**Proposition 4.3.** For \( n = N + 2 \) or \( n = 2N \), it holds that
\[ \frac{d}{dt} (\mathcal{E}^t_n - \mathfrak{B}_n) + \mathcal{D}^t_n \lesssim \sqrt{\mathcal{E}_{N+2} \mathcal{D}_n} \] (4.15)
and
\[ \mathfrak{B}_n := \int_{\Omega} \nabla \partial_t^{n-1} p Q^{2,n} + \int_{\Sigma} \left[ \partial_t^{n-1} p \right] Q^{2,n}_3. \] (4.16)

**Proof.** We let \( n \) denote either \( 2N \) or \( N + 2 \) throughout the proof. Taking the dot product of the second equation of (4.3) with \( \partial_t^j u \), \( j = 0, \ldots, n \), and then integrating by parts, using the third to fifth equations, we obtain
\begin{align*}
\frac{1}{2} \frac{d}{dt} \int_{\Omega} \rho \|\partial_t^j u\|^2 + \int_{\Omega} \frac{\mu}{2} \| \nabla \partial_t^j u \|^2 + \int_{\Omega} (\bar{B} \cdot \nabla) \partial_t^j \eta \cdot (\bar{B} \cdot \nabla) \partial_t^j u &= \int_{\Omega} \left( \partial_t^j u \cdot F^{1,j} + \partial_t^j p \text{div} A (\partial_t^j u) \right) + \int_{\Sigma} \left[ \left[ \mathbf{S}_A (\partial_t^j p, \partial_t^j u) \right] N - \left[ \mathbf{B}_3 (\bar{B} \cdot \nabla) (\partial_t^j \eta) \right] \right] \cdot \partial_t^j u \\
&= \int_{\Omega} \left( \partial_t^j u \cdot F^{1,j} + \partial_t^j p F^{2,j} \right) + \int_{\Sigma} F^{3,j} \cdot \partial_t^j u + \int_{\Sigma} \left[ \rho \right] g \partial_t^j \eta_3 \partial_t^j u_3.
\end{align*}
(4.17)

By the first equation, we get
\[ \int_{\Omega} (\bar{B} \cdot \nabla) \partial_t^j \eta \cdot (\bar{B} \cdot \nabla) \partial_t^j u = \int_{\Omega} (\bar{B} \cdot \nabla) \partial_t^j \eta \cdot (\bar{B} \cdot \nabla) \partial_t^{j+1} \eta = \frac{1}{2} \frac{d}{dt} \int_{\Omega} (\bar{B} \cdot \nabla) \partial_t^j \eta \] (4.18)
and
\[ \int_{\Sigma} \left[ \rho \right] g \partial_t^j \eta_3 \cdot \partial_t^j u_3 = \frac{1}{2} \frac{d}{dt} \int_{\Sigma} \left[ \rho \right] g \| \partial_t^j \eta_3 \|^2. \] (4.19)
Hence, we have
\[
\frac{1}{2} \frac{d}{dt} \left( \int_{\Omega} \rho \left| \partial_t^j u \right|^2 + \left| (B \cdot \nabla) \partial_t^j \eta \right|^2 - \int_{\Sigma} \left[ \rho \right] \left| \partial_t^j \eta_3 \right|^2 \right) + \int_{\Omega} \frac{\mu}{2} \left| \mathbb{D}_A \partial_t^j u \right|^2 \\
= \int_{\Omega} \left( \partial_t^j u \cdot F^{1,j} + \partial_t^j p F^{2,j} \right) + \int_{\Sigma} \partial_t^j u \cdot F^{3,j}. \tag{4.20}
\]

We now estimate the right hand side of (4.20). For the $F^{1,j}$ term, by (4.10), we may bound
\[
\int_{\Omega} \partial_t^j u \cdot F^{1,j} \leq \left\| \partial_t^j u \right\|_{0} \left\| F^{1,j} \right\|_{0} \lesssim \sqrt{D_n} \sqrt{E_{N+2} D_n}. \tag{4.21}
\]

For the $F^{2,j}$ term, by (4.9) and the trace theory, we have
\[
\int_{\Sigma} \partial_t^j u \cdot F^{2,j} \lesssim \left\| \partial_t^j u \right\|_{0} \left\| F^{2,j} \right\|_{0} \lesssim \sqrt{E_{N+2} D_n} \lesssim \sqrt{D_n} \sqrt{E_{N+2} D_n}. \tag{4.22}
\]

For the $F^{3,j}$ term, we need much more care. First, since we cannot get any estimates of $\partial_t^j p$ without spatial derivatives, we need to use the structure of $F^{2,j}$ and employ an integration by parts in space. Indeed, by (4.7) and (4.8), we deduce
\[
\int_{\Omega} \partial_t^j p F^{3,j} = \int_{\Omega} \partial_t^j p \text{div} Q^{3,j} = - \int_{\Sigma} \left[ \partial_t^j p \right] Q^{3,j} - \int_{\Omega} \nabla \partial_t^j p Q^{2,j} \tag{4.23}
\]

Second, we need to consider the case $j < n$ and $j = n$ separately. We first deal with the integral in the domain $\Omega$. For $j < n$, by (4.9) we have
\[
- \int_{\Omega} \nabla \partial_t^j p Q^{2,j} \leq \left\| \nabla \partial_t^j p \right\|_{0} \left\| Q^{2,j} \right\|_{0} \lesssim \sqrt{D_n} \sqrt{E_{N+2} D_n}. \tag{4.24}
\]

The case $j = n$ is much more involved since we cannot control $\nabla \partial_t^n p$. We are then forced to integrate by parts in time:
\[
- \int_{\Omega} \nabla \partial_t^n p Q^{2,n} = - \frac{d}{dt} \int_{\Omega} \nabla \partial_t^{n-1} p Q^{2,n} + \int_{\Omega} \nabla \partial_t^n p \partial_t Q^{2,n}. \tag{4.25}
\]

By (4.10), we may bound
\[
\int_{\Omega} \nabla \partial_t^{n-1} p \partial_t Q^{2,n} \lesssim \left\| \nabla \partial_t^{n-1} p \right\|_{0} \left\| \partial_t Q^{2,n} \right\|_{0} \lesssim \sqrt{D_n} \sqrt{E_{N+2} D_n}. \tag{4.26}
\]

We next deal with the integral on the boundary $\Sigma$. For $j < n$, by (4.9) and the trace theory we have
\[
- \int_{\Sigma} \left[ \partial_t^j p \right] Q^{3,j} \lesssim \left\| \partial_t^j p \right\|_{0} \left\| Q^{3,j} \right\|_{0} \lesssim \sqrt{D_n} \sqrt{E_{N+2} D_n}. \tag{4.27}
\]

For $j = n$, we integrate by parts in space:
\[
- \int_{\Sigma} \left[ \partial_t^n p \right] Q^{3,n} = - \frac{d}{dt} \int_{\Sigma} \left[ \partial_t^{n-1} p \right] Q^{3,n} + \int_{\Sigma} \left[ \partial_t^{n-1} p \right] \partial_t Q^{3,n}. \tag{4.28}
\]

By (4.10), we may bound
\[
\int_{\Sigma} \left[ \partial_t^{n-1} p \right] \partial_t Q^{3,n} \lesssim \left\| \partial_t^{n-1} p \right\|_{1/2} \left\| \partial_t Q^{3,n} \right\|_{1/2} \lesssim \sqrt{D_n} \sqrt{E_{N+2} D_n}. \tag{4.29}
\]

Now we combine (4.21)–(4.29) to deduce from (4.20) that, summing over $j$,
\[
\frac{d}{dt} (\mathcal{E}_n - \mathcal{B}_n) + \sum_{j=0}^{n} \int_{\Omega} \frac{\mu}{2} \left| \mathbb{D}_A \partial_t^j u \right|^2 \lesssim \sqrt{E_{N+2} D_n}. \tag{4.30}
\]

where $\mathcal{B}_n$ is defined by (4.16). We then seek to replace $\left| \mathbb{D}_A \partial_t^j u \right|^2$ with $\left| \mathbb{D} \partial_t^j u \right|^2$ in (4.30). To this end we write
\[
\left| \mathbb{D}_A \partial_t^j u \right|^2 = \left| \mathbb{D} \partial_t^j u \right|^2 + \left( \mathbb{D}_A \partial_t^j u + \mathbb{D} \partial_t^j u \right) : \left( \mathbb{D}_A \partial_t^j u - \mathbb{D} \partial_t^j u \right) \tag{4.31}
\]
and estimate the last three terms on the right side. Note that
\[ D_A \partial_t^l u + D \partial_t^l u = (A_{ik} \pm \delta_{ik}) \partial_k \partial_t^l u_i + (A_{ik} \pm \delta_{ik}) \partial_k \partial_t^l u_i. \] (4.32)
Sobolev embeddings provide the bounds
\[ \left| D_A \partial_t^l u - D \partial_t^l u \right| \lesssim \sqrt{\mathcal{E}_{N+2}} \left| \nabla \partial_t^l u \right| \quad \text{and} \quad \left| D_A \partial_t^l u + D \partial_t^l u \right| \lesssim (1 + \sqrt{\mathcal{E}_{N+2}}) \left| \nabla \partial_t^l u \right|. \] (4.33)
We then get
\[ \int \mu \left( D_A \partial_t^l u + D \partial_t^l u \right) : \left( D_A \partial_t^l u - D \partial_t^l u \right) \lesssim (\sqrt{\mathcal{E}_{N+2}} + \mathcal{E}_{N+2}) \int_\Omega \left| \nabla \partial_t^l u \right|^2 \lesssim \sqrt{\mathcal{E}_{N+2}} D_n. \] (4.34)
We may then use (4.31) and (4.34) to replace in (4.30) and derive (1.14).

4.1.2. Energy evolution of horizontal spatial derivatives. For the horizontal spatial derivatives, it turns out to be convenient to rewrite the system (1.19) in a linear form such that the coefficients get fixed; the elliptic regularity can be also readily adapted in later sections. We shall use the following linear perturbed formulation of (1.19):
\[
\begin{cases}
\partial_t \eta = u \\
p \partial_t u - \mu \Delta u + \nabla p - (B \cdot \nabla)^2 \eta = G^1 \\
\text{div } u = G^2 \\
\left\{ \|u\| = 0, \quad \|p I - \mu D u\| e_3 - \|B_3 (B \cdot \nabla) \eta\| = \|\rho\| g_\eta \delta e_3 + G^3 \right. & \text{on } \Sigma \\
\|u\| = 0 & \text{on } \Sigma_{m, \ell},
\end{cases}
\] (4.35)
where
\[ G^1 = \mu (\Delta_A - \Delta) u - (\nabla_A - \nabla)p, \] (4.36)
\[ G^2 = (\text{div } A - \text{div } u) \] (4.37)
and
\[ G^3 = \|\mu (D_A u N - D u e_3)\| + (g \|\eta\| - \|p\|) (N - e_3). \] (4.38)
We record the estimates of the nonlinear terms \(G^1, G^2\,\text{and } G^3\) in the following lemma.

**Lemma 4.4.** For \(n = N + 2\) or \(n = 2N\), it holds that
\[ \|\nabla_0^{2n-2} G^1\|_0 + \|\nabla_0^{2n-2} G^2\|_1 + \|\nabla_0^{2n-2} G^3\|_{1/2} \lesssim \mathcal{E}_{N+2} \mathcal{E}_n. \] (4.39)
We also have
\[ \|\nabla_0^{4N-1} G^1\|_0 + \|\nabla_0^{4N-1} G^2\|_1 + \|\nabla_0^{4N-1} G^3\|_{1/2} \lesssim \mathcal{E}_{N+2} (D_{2N} + J_{2N} + F_{2N}) \] (4.40)
and
\[ \|\nabla_0^{2(N+2)-1} G^1\|_1 + \|\nabla_0^{2(N+2)-1} G^2\|_2 + \|\nabla_0^{2(N+2)-1} G^3\|_{3/2} \lesssim \mathcal{E}_{2N} D_{N+2}. \] (4.41)

**Proof.** Note that all terms in the definitions of \(G^i\) are at least quadratic. We apply these space-time differential operators to \(G^i\) and then expand using the Leibniz rule; each product in the resulting sum is also at least quadratic. Then the estimate (4.39) follows in the same way as Lemma 4.2.

The last two terms in the right hand side of (4.40) is due to the control of the highest spatial derivatives in some products, which is not controlled by \(D_{2N}\) but rather by \(J_{2N} + F_{2N}\). Note that the other factors in such products are of low derivatives and hence can be easily controlled by \(\mathcal{E}_{N+2}\). Then the estimate (4.40) follows.

The proof of the estimate (4.41) is somewhat easier. Indeed, we may write each term in the form \(XY\), where \(X\) involves fewer derivative counts than \(Y\); then we simply bound the various norms of \(Y\) by \(\mathcal{E}_{2N}\) and the various norms of \(X\) by \(D_{N+2}\). Then the estimate (4.41) follows. \(\square\)
For a generic integer \( n \geq 3 \), we define the energy involving only horizontal spatial derivatives by

\[
\tilde{\mathcal{E}}_n^* = \sum_{\alpha \in \mathbb{N}^2, \alpha_1 + \alpha_2 \geq 1, |\alpha| \leq 2n} \frac{1}{2} \left( \int_{\Omega} \rho |\partial^\alpha u|^2 + |(B \cdot \nabla)\partial^\alpha \eta|^2 - \int_{\Omega} \|\rho\| \, g \, |\partial^\alpha \eta_3|^2 \right)
\]  

(4.42)

and the corresponding dissipation by

\[
\tilde{\mathcal{D}}_n^* = \sum_{\alpha \in \mathbb{N}^2, \alpha_1 + \alpha_2 \geq 1, |\alpha| \leq 2n} \int_{\Omega} \frac{\mu}{2} \|\bar{\partial} \partial^\alpha u\|^2.
\]  

(4.43)

Then we have the following energy evolution.

**Proposition 4.5.** It holds that

\[
\frac{d}{dt} \tilde{\mathcal{E}}_{2N}^* + \tilde{\mathcal{D}}_{2N}^* \lesssim \sqrt{\mathcal{E}_{N+2}^*} (\mathcal{D}_{2N} + \mathcal{J}_{2N} + \mathcal{F}_{2N})
\]  

(4.44)

and

\[
\frac{d}{dt} \tilde{\mathcal{E}}_{N+2}^* + \tilde{\mathcal{D}}_{N+2}^* \lesssim \sqrt{\mathcal{E}_{2N}^* \mathcal{D}_{N+2}}.
\]  

(4.45)

**Proof.** We let \( n \) denote either \( 2N \) or \( N + 2 \) throughout the proof. We take \( \alpha \in \mathbb{N}^2 \) so that \( \alpha_1 + \alpha_2 \geq 1 \) and \( |\alpha| \leq 2n \). Applying \( \bar{\partial} \partial^\alpha \) to the second equation of (4.35) and then taking the dot product with \( \partial^\alpha u \), using the other equations as in Proposition 4.3, we find that

\[
\frac{1}{2} \frac{d}{dt} \left( \int_{\Omega} \rho |\bar{\partial} \partial^\alpha u|^2 + |(B \cdot \nabla)\bar{\partial} \partial^\alpha \eta|^2 - \int_{\Omega} \|\rho\| \, g \, |\bar{\partial} \partial^\alpha \eta_3|^2 \right) + \int_{\Omega} \frac{\mu}{2} \|\bar{\partial} \partial^\alpha u\|^2
\]

\[
= \int_{\Omega} \partial^\alpha u \cdot \bar{\partial} \partial^\alpha (G^1 - \mu \nabla G^2) + \int_{\Omega} \partial^\alpha p \partial^\alpha G^2 + \int_{\Sigma} \partial^\alpha u \cdot \partial^\alpha G^3.
\]  

(4.46)

We now estimate the terms on the right hand side of (4.46). Since \( \alpha_1 + \alpha_2 \geq 1 \), we may write \( \alpha = \gamma + (\alpha - \gamma) \) for some \( \gamma \in \mathbb{N}^2 \) with \( |\gamma| = 1 \). We first consider the case \( n = 2N \). We can then integrate by parts and use (4.40) to have

\[
\int_{\Omega} \bar{\partial} \partial^\alpha (G^1 - \mu \nabla G^2) = - \int_{\Omega} \partial^\alpha p \partial^\alpha G^2
\]

\[
\leq \|\partial^\alpha p\|_0 \left( \|\partial^\alpha G^1\|_0 + \|\partial^\alpha G^2\|_0 \right) \leq \|\partial^\alpha p\|_1 \left( \|G^1\|_{4N-1} + \|G^2\|_{4N} \right)
\]

\[
\lesssim \sqrt{\mathcal{E}_{N+2}^* (\mathcal{D}_{2N} + \mathcal{J}_{2N} + \mathcal{F}_{2N})}.
\]  

(4.47)

Similarly, by using additionally the trace theory, we have

\[
\int_{\Omega} \partial^\alpha u \cdot \partial^\alpha G^3 = - \int_{\sum} \partial^\alpha p \partial^\alpha G^2
\]

\[
\leq \|\partial^\alpha p\|_{1/2} \|\partial^\alpha G^2\|_{1/2} \leq \|\partial^\alpha p\|_{1/2} \|G^3\|_{4N-1/2} \leq \|\partial^\alpha p\|_1 \|G^3\|_{4N-1/2}
\]

\[
\lesssim \sqrt{\mathcal{J}_{N+2} \mathcal{E}_{N+2}^* (\mathcal{D}_{2N} + \mathcal{J}_{2N} + \mathcal{F}_{2N})}.
\]  

(4.48)

For the \( G^2 \) term we do not need to (and we can not) integrate by parts:

\[
\int_{\Omega} \partial^\alpha p \partial^\alpha G^2 \leq \|\partial^\alpha \gamma \|_0 \|\partial^\alpha p\|_0 \|\partial^\alpha G^2\|_0 \leq \|\partial^\alpha p\|_{4N-1} \|G^2\|_{4N}
\]

\[
\lesssim \sqrt{\mathcal{J}_{N+2} \mathcal{E}_{N+2}^* (\mathcal{D}_{2N} + \mathcal{J}_{2N} + \mathcal{F}_{2N})}.
\]  

(4.49)

Hence, by (4.47)–(4.49), we deduce from (4.46) that for all \( |\alpha| \leq 4N \) with \( \alpha_1 + \alpha_2 \geq 1 \),

\[
\frac{1}{2} \frac{d}{dt} \left( \int_{\Omega} \rho |\bar{\partial} \partial^\alpha u|^2 + |(B \cdot \nabla)\bar{\partial} \partial^\alpha \eta|^2 - \int_{\Omega} \|\rho\| \, g \, |\bar{\partial} \partial^\alpha \eta_3|^2 \right) + \int_{\Omega} \frac{\mu}{2} \|\bar{\partial} \partial^\alpha u\|^2
\]

\[
\lesssim \sqrt{\mathcal{E}_{N+2}^* (\mathcal{D}_{2N} + \mathcal{J}_{2N} + \mathcal{F}_{2N})}.
\]  

(4.50)

The estimate (4.44) then follows from (4.50) by summing over such \( \alpha \).
Moreover, since $\eta$ conditions of $\eta$, the estimate (4.45) then follows from (4.55) by summing over such $\det(\eta)$.

For the $\alpha$ term, we need a bit more care. If $|\alpha| \leq 2(N + 2) - 1$, then

$$\int_\Omega \partial^\alpha p \partial^\alpha G^2 \leq \|\partial^\alpha \gamma \partial^\gamma p\|_0 \|\partial^\alpha G^2\|_0 \leq \|\partial^\gamma p\|_{2(N + 2) - 2} \|G^2\|_{2(N + 2) - 1}$$

If $|\alpha| = 2(N + 2)$, then we have that $\alpha_1 + \alpha_2 \geq 2$. We may then write $\alpha - \gamma = \beta + (\alpha - \beta - \gamma)$ for some $\beta \in \mathbb{N}$ with $|\beta| = 1$. Then we integrate by parts to have

$$\int_\Omega \partial^\alpha p \partial^\alpha G^2 = -\int_\Omega \partial^\alpha - \gamma \partial^\alpha \partial^\gamma G^2 \leq \|\partial^\alpha \gamma \partial^\gamma p\|_0 \|\partial^\alpha G^2\|_0 \leq \|\partial^\gamma p\|_{2(N + 2) - 2} \|G^2\|_{2(N + 2) + 1}$$

Hence, by (4.51)–(4.54), we deduce from (4.46) that for all $|\alpha| \leq 2(N + 2)$ with $\alpha_1 + \alpha_2 \geq 1$,

$$\frac{1}{2} \frac{d}{dt} \left( \int_\Omega \rho |\partial^\alpha u|^2 + |(\bar{B} \cdot \nabla)\partial^\alpha \eta |^2 - \int_\Sigma \|\rho\|_g |\partial^\alpha \eta^3| |^2 \right) + \int_\Omega \frac{\mu}{2} |\partial^\alpha u|^2 \leq \|E_{2N}\|_{2N + 2}.$$

The estimate (4.43) then follows from (4.55) by summing over such $\alpha$.

4.1.3. Energy evolution recovering $\eta$. Note that the dissipation estimates in $\mathcal{D}_n$ of Proposition 4.3 and $\mathcal{D}_n^l$ of Proposition 4.5 only contain $u$, we will now recover dissipation estimates of $\eta$ due to the magnetic effect and gravity; the energy estimates of $\eta$ due to the viscosity will be also recovered. Since $\partial_\eta \eta = u$, we then only need to estimate for $\eta$ without time derivatives. We recall the structure of $\eta$ from (1.20), which follows from the assumption (2.8) of $\eta_0$. The estimates result from testing the linear perturbed formulation (4.33) by $\eta$. Note that the boundary conditions of $\eta = 0$ on $\Sigma_{m,t}$ and $[\eta] = 0$ on $\Sigma$ guarantee this. Moreover, the Jacobian identity $\det(I + \nabla \eta) = 1$ gives the control of $\div \eta$; indeed,

$$\div \eta = \Phi, \quad \Phi = -(\det(I + \nabla \eta) - 1 - \div \eta) = O(\nabla \eta \nabla^2 \eta).$$

Again, as for $F^{2,j}$, we will need some structural conditions on $\Phi$ which allow us to integrate by parts in the interaction between $\rho$ and $\Phi$ (without spatial derivatives). This is not apparent, we need to do some lengthy but straightforward computations. Indeed, we expand the expression of $\Phi$ to conclude that

$$\Phi = \div \Psi \text{ with } \Psi = \left( \begin{array}{c} \eta_1 \partial_2 \eta_2 + \eta_1 \partial_3 \eta_3 + \eta_1 (\partial_2 \eta_2 \partial_3 \eta_3 - \partial_3 \eta_2 \partial_2 \eta_3) \\ -\eta_1 \partial_1 \eta_2 + \eta_2 \partial_2 \eta_3 + \eta_1 (\partial_3 \eta_2 \partial_1 \eta_3 - \partial_2 \eta_2 \partial_3 \eta_3) \\ -\eta_1 \partial_1 \eta_3 - \eta_2 \partial_2 \eta_3 + \eta_1 (\partial_1 \eta_2 \partial_3 \eta_3 - \partial_2 \eta_2 \partial_1 \eta_3) \end{array} \right).$$

Moreover, since $\eta = 0$ on $\Sigma_{m,t}$ and $[\eta] = 0$ on $\Sigma$, we have

$$\Psi = 0 \text{ on } \Sigma_{m,t} \text{ and } [\Psi, \eta] = 0 \text{ on } \Sigma.$$

We record some estimates of $\Phi$ and $\Psi$ in the following lemma.
Lemma 4.6. It holds that
\[ \| \Phi \|_{2N}^2 \lesssim \mathcal{E}_{N+2}(D_{2N} + J_{2N} + F_{2N}), \]
and
\[ \| \Phi \|_{2(N+2)+1}^2 \lesssim \mathcal{E}_{2N}D_{N+2} \]

\[ \| \Psi \|_{2N}^2 \lesssim \mathcal{E}_3D_3. \]

Proof. The proof proceeds similarly as Lemma 4.3 \( \square \)

For a generic integer \( n \geq 3 \), we define the recovering energy by
\[ \mathcal{E}_n^\sharp = \frac{1}{2} \sum_{\alpha \in \mathbb{N}^2, |\alpha| \leq 4N} \int_{\Omega} \frac{\mu}{2} \| D\partial^\alpha \eta \|^2 \]
and the corresponding dissipation by
\[ \mathcal{D}_n^\sharp = \sum_{\alpha \in \mathbb{N}^2, |\alpha| \leq 2N} \left( \int_{\Omega} |(B \cdot \nabla)\partial^\alpha \eta|^2 - \int_{\Sigma} [\rho] g |\partial^\alpha \eta|_3^2 \right). \]

Then we have the following energy evolution.

Proposition 4.7. It holds that
\[ \frac{d}{dt} \left( \mathcal{E}_{2N}^\sharp + \sum_{\alpha \in \mathbb{N}^2, |\alpha| \leq 4N} \int_{\Omega} \rho \partial^\alpha u \cdot \partial^\alpha \eta \right) + \mathcal{D}_{2N}^\sharp \lesssim \sqrt{\mathcal{E}_{N+2}(D_{2N} + J_{2N} + F_{2N}) + \mathcal{D}_2^\ast + \mathcal{D}_{2N}^\ast} \]

and
\[ \frac{d}{dt} \left( \mathcal{E}_{N+2}^\sharp + \sum_{\alpha \in \mathbb{N}^2, |\alpha| \leq 2(N+2)} \int_{\Omega} \rho \partial^\alpha u \cdot \partial^\alpha \eta \right) + \mathcal{D}_{N+2}^\sharp \lesssim \sqrt{\mathcal{E}_{2N}D_{N+2} + \mathcal{D}_n^\ast + \mathcal{D}_{N+2}^\ast} \]

Proof. We let \( n \) denote either \( 2N \) or \( N + 2 \) throughout the proof. Applying \( \partial^\alpha \) with \( \alpha \in \mathbb{N}^2 \) so that \( |\alpha| \leq 2n \) to the second equation of (4.65) and then taking the dot product with \( \partial^\alpha \eta \), since \( \eta = 0 \) on \( \Sigma_{m, r} \) and \( [\eta] = 0 \) on \( \Sigma \), by (4.66), we find that
\[ \int_{\Omega} \rho \partial_t \partial^\alpha u \cdot \partial^\alpha \eta + \int_{\Omega} \frac{\mu}{2} \Box \partial^\alpha u : \Box \partial^\alpha \eta + \int_{\Omega} |(B \cdot \nabla)\partial^\alpha \eta|^2 - \int_{\Sigma} [\rho] g |\partial^\alpha \eta|_3^2 \]
\[ = \int_{\Omega} \partial^\alpha \eta \cdot \partial^\alpha (G^1 - \mu \nabla G^2) + \int_{\Omega} \partial^\alpha \rho \partial^\alpha \Phi + \int_{\Sigma} \partial^\alpha \eta \cdot \partial^\alpha G^3. \]

Since \( \partial_t \eta = u \), we have
\[ \int_{\Omega} \rho \partial_t (\partial^\alpha u) \cdot \partial^\alpha \eta = \frac{d}{dt} \int_{\Omega} \rho \partial^\alpha u \cdot \partial^\alpha \eta - \int_{\Omega} \rho \partial^\alpha u \cdot \partial_t \partial^\alpha \eta = \frac{d}{dt} \int_{\Omega} \rho \partial^\alpha u \cdot \partial^\alpha \eta - \int_{\Omega} \rho |\partial^\alpha u|^2 \]
and
\[ \int_{\Omega} \frac{\mu}{2} \Box \partial^\alpha u : \Box \partial^\alpha \eta = \int_{\Omega} \frac{\mu}{2} \Box \partial^\alpha \partial_t \eta : \Box \partial^\alpha \eta = \frac{d}{2} \int_{\Omega} \frac{\mu}{2} |\partial^\alpha \eta|^2. \]

Note that
\[ \int_{\Omega} \rho |\partial^\alpha u|^2 \lesssim \mathcal{D}_{n}^\ast + \mathcal{D}_n^\ast. \]

We now estimate the terms on the right hand side of (4.66). For \( \alpha = 0 \), we easily have
\[ \int_{\Omega} \eta \cdot (G^1 - \mu \nabla G^2) + \int_{\Sigma} \eta \cdot G^3 \lesssim \sqrt{\mathcal{D}_3 \sqrt{\mathcal{E}_3 \mathcal{D}_3}}. \]
The pressure term is needed much more care; by (4.57), (4.58) and (4.61), we obtain
\[
\int_{\Omega} p \Phi = \int_{\Omega} p \text{div} \psi = -\int_{\Omega} [p] \psi_3 - \int_{\Omega} \nabla p \cdot \psi \leq \|\{p\}\|_{\Omega} \|\psi_3\|_{\Omega} + \|\nabla p\|_{\Omega} \|\psi\|_{\Omega} \lesssim \sqrt{D_3} \sqrt{E_3}.
\] (4.71)

We then turn to the case $\alpha \neq 0$. We first consider the case $n = 2N$. Similarly as (4.47)–(4.48),
\[
\int_{\Omega} \partial^\alpha \eta \cdot \partial^\alpha (G^1 - \mu \nabla G^2) + \int_{\Sigma} \partial^\alpha \eta \cdot \partial^\alpha G^3 \lesssim \|\partial^\alpha \eta\|_1 \left( \|G^1\|_{4N-1} + \|G^2\|_{4N} + |G^3|_{4N-1/2} \right) \lesssim \sqrt{F_{2N}} \sqrt{E_{N+2}}(D_{2N} + J_{2N} + F_{2N}).
\] (4.72)

Similarly as (4.49), by using instead (4.60),
\[
\int_{\Omega} \partial^\alpha p \partial^\alpha \Phi \lesssim \|\nabla_s p\|_{2N-1} \|\Phi\|_{4N} \lesssim \sqrt{J_{2N} \sqrt{E_{N+2}}(D_{2N} + J_{2N} + F_{2N})}. \] (4.73)

We now consider the case $n = N + 2$. Similarly as (4.51)–(4.52),
\[
\int_{\Omega} \partial^\alpha \eta \cdot \partial^\alpha (G^1 - \mu \nabla G^2) + \int_{\Sigma} \partial^\alpha \eta \cdot \partial^\alpha G^3 \lesssim \|\eta\|_{2(N+2)} \left( \|G^1\|_{4N+1} + \|G^2\|_{4N+1} + |G^3|_{4N+1/2} \right) \lesssim \sqrt{D_{N+2}} \sqrt{E_{N+2} D_{N+2}}.
\] (4.74)

For the pressure term, similarly as (4.53)–(4.54), by using instead (4.60), we obtain
\[
\int_{\Omega} \partial^\alpha p \partial^\alpha G^2 \lesssim \|\nabla_s p\|_{2(N+2)-2} \|\Phi\|_{2(N+2)+1} \lesssim \sqrt{D_{N+2} \sqrt{E_{N+2} D_{N+2}}}.
\] (4.75)

Consequently, (4.64) and (4.65) follow by collecting the estimates, summing over such $\alpha$. \qed

4.1.4. Conclusion. Note that the previous energy evolution is derived for any $B$. Now assuming $|B_3| > M_c$, we can combine these estimates to conclude the following proposition.

Proposition 4.8. Assume $|B_3| > M_c$. For $n = N + 2$ or $2N$, there exist an energy $\tilde{E}_n$ with
\[
\tilde{E}_n \simeq \sum_{j=1}^{n} \left( \| \partial^j t u \|_{0}^2 + \| \nabla \Phi \|_{0}^2 \right) + \| \nabla_s u \|_{2n-1}^2 + \| (B \cdot \nabla) \nabla_s \eta \|_{0,2n-1}^2 + \| \eta \|_{1,2n}^2
\] (4.76)

and the corresponding dissipation
\[
\tilde{D}_n := \sum_{j=0}^{n} \| \partial^j t u \|_{1}^2 + \| \nabla_s u \|_{1,2n-1}^2 + \| (B \cdot \nabla) \eta \|_{0,2n}^2
\] (4.77)
such that
\[
\frac{d}{dt} (\tilde{E}_n - \mathcal{B}_2N) + \tilde{D}_N \lesssim \sqrt{E_{N+2}}(D_{2N} + J_{2N} + F_{2N})
\] (4.78)

and
\[
\frac{d}{dt} (\tilde{E}_{N+2} - \mathcal{B}_{N+2}) + \tilde{D}_{N+2} \lesssim \sqrt{E_{2N} D_{N+2}}.
\] (4.79)

Proof. We let $n$ denote either $2N$ or $N + 2$ through the proof, and we use the compact notation $Z_n$ with $Z_{2N} := \sqrt{E_{N+2}}(D_{2N} + J_{2N} + F_{2N})$ and $Z_{N+2} := \sqrt{E_{2N} D_{N+2}}$. (4.80)

We deduce from Propositions (4.3, 1.5 and 4.7) that for any $\epsilon > 0$,
\[
\frac{d}{dt} \left( \tilde{E}_n - \mathcal{B}_n + \tilde{E}_n^* + \epsilon \left( \tilde{E}_n^* + \sum_{\alpha \in \mathbb{N}^2} \int_{\Omega} \rho \partial^\alpha u \cdot \partial^\alpha \eta \right) \right) + \tilde{D}_n^t + \tilde{D}_n^s + \epsilon \tilde{D}_n^t \lesssim Z_n + \epsilon(\tilde{D}_n^t + \tilde{D}_n^s).
\] (4.81)
Then for sufficiently small $\epsilon > 0$, the last two terms on the right hand side can be absorbed by the left hand side; if we define

$$\tilde{\mathcal{E}}_n := \mathcal{E}_n^t + \tilde{\mathcal{E}}_n^s + \epsilon \left( \mathcal{E}_n^t + \sum_{|\alpha| \leq 2n} \int_{\Omega} \rho \partial^{\alpha} u \cdot \partial^{\alpha} \eta \right),$$

(4.82)

then we conclude that

$$\frac{d}{dt} (\tilde{\mathcal{E}}_n - \mathcal{B}_n) + \mathcal{D}_n^t + \mathcal{D}_n^s + \epsilon \mathcal{D}_n^t \lesssim \mathcal{Z}_n.$$  

(4.83)

Applying Lemma 3.4 (1) for $|B_3| > M_c$, together with Poincaré’s and Korn’s inequalities, we have that $\mathcal{D}_n^t + \mathcal{D}_n^s + \epsilon \mathcal{D}_n^t \simeq \mathcal{D}_n$ and that $\mathcal{E}_n$ satisfies (4.76) by further choosing $\epsilon$ smaller if necessary. Consequently, (4.83) implies (4.78) for $n = 2N$ and (4.79) for $n = N + 2$ by recalling (4.80). 

4.2. Estimates via Stokes regularity. Now we combine the previous estimates with the elliptic regularity theory of certain Stokes problems to improve the energy-dissipation estimates.

4.2.1. Dissipation improvement. We first consider the improvement of the dissipation estimates; the energy estimates of $\eta$ will be improved along the way.

**Proposition 4.9.** For $n \geq 3$, there exists an energy $E_n \simeq \|\eta\|^2_{2n}$ such that

$$\frac{d}{dt} E_{2N} + \mathcal{D}_{2N} \lesssim \mathcal{E}_{N+2}(\mathcal{D}_{2N} + \mathcal{J}_{2N} + \mathcal{F}_{2N}) + \mathcal{D}_{2N}$$

(4.84)

and

$$\frac{d}{dt} E_{N+2} + \mathcal{D}_{N+2} \lesssim \mathcal{E}_{2N} \mathcal{D}_{N+2} + \mathcal{D}_{N+2}.$$  

(4.85)

**Proof.** We let $n$ denote either $2N$ or $N + 2$ throughout the proof, and we compactly write

$$\mathcal{J}_n = \|\nabla_{\alpha=0} G^1\|^2 + \|\nabla_{\alpha=0} G^2\|^2_1 + \|\nabla_{\alpha=0} G^3\|^2_{1/2} + \|\Phi\|^2_{2n-1}.$$  

(4.86)

We divide the proof into several steps.

**Step 1: control terms with time derivatives**

Applying the time derivatives $\partial^j_t$, $j = 1, \ldots, n - 1$ to the equations (4.35), we find that

$$\left\{ \begin{array}{ll}
- \mu \Delta \partial^j_t u + \nabla \partial^j_t p = -\rho \partial^{j+1}_t u + (\bar{B} \cdot \nabla)^2 \partial^j_t \eta + \partial^j_t G^1 & \text{in } \Omega, \\
\text{div } \partial^j_t u = \partial^j_t G^2 & \text{in } \Omega, \\
\partial^j_t u = 0, \quad \left[ \partial^j_t p I - \mu D(\partial^j_t u) \right] e_3 = \left[ \bar{B}_3(\bar{B} \cdot \nabla) \partial^j_t \eta \right] + \|\rho\| g \partial^j_t \eta e_3 + \partial^j_t G^3 & \text{on } \Sigma, \\
\partial^j_t u = 0 & \text{on } \Sigma_{m,t}.
\end{array} \right.$$  

(4.87)

Applying the elliptic estimates (A.11) of Lemma A.5 with $r = 2n - 2j + 1 \geq 3$ to the problem (4.87) for $j = 1, \ldots, n - 1$, by the trace theory, we obtain

$$\left\| \partial^j_t u \right\|^2_{2n-2j+1} + \left\| \nabla \partial^j_t p \right\|^2_{2n-2j-1} + \left\| \partial^j_t G \right\|^2_{2n-2j-1/2} \lesssim \left\| \partial^{j+1}_t u \right\|^2_{2n-2j-1} + \left\| \nabla^2 \partial^j_t \eta \right\|^2_{2n-2j-1} + \left\| \partial^j_t G^1 \right\|^2_{2n-2j-1} + \left\| \partial^j_t G^2 \right\|^2_{2n-2j}$$

$$+ \left\| \nabla \partial^j_t \eta \right\|^2_{2n-2j-1/2} + \left\| \partial^j_t \eta m \right\|^2_{2n-2j-1/2} + \left\| \partial^j_t G^3 \right\|^2_{2n-2j-1/2} \lesssim \left\| \partial^{j+1}_t u \right\|^2_{2n-2(j+1)+1} + \left\| \partial^j_t \eta \right\|^2_{2n-2j+1} + \mathcal{J}_n.$$  

(4.88)
A simple induction on (4.88) yields, since $\partial_t \eta = u$

\begin{align*}
\sum_{j=1}^n \left\| \partial_t^j u \right\|_{2n-2j+1}^2 + \sum_{j=1}^{n-1} \left\| \nabla \partial_t^j p \right\|_{2n-2j-1}^2 + \sum_{j=1}^{n-1} \left\| \partial_t^j p \right\|_{2n-2j-1/2}^2 \\
\lesssim \left\| \partial_t^n u \right\|_{1}^2 + \sum_{j=1}^{n-1} \left\| \partial_t^j \eta \right\|_{2n-2j+1}^2 + \mathcal{Y}_n
\end{align*}

(4.89)

\begin{align*}
= \left\| \partial_t^n u \right\|_{1}^2 + \sum_{j=1}^{n-1} \left\| \partial_t^{j-1} u \right\|_{2n-2(j-1)+1}^2 + \mathcal{Y}_n
\end{align*}

(4.90)

\begin{align*}
= \left\| \partial_t^n u \right\|_{1}^2 + \sum_{j=0}^{n-2} \left\| \partial_t^j u \right\|_{2n-2j+1}^2 + \mathcal{Y}_n.
\end{align*}

Using the Sobolev interpolation and Young’s inequality, we may improve (4.89) to be

\begin{align*}
\sum_{j=1}^n \left\| \partial_t^j u \right\|_{2n-2j+1}^2 + \sum_{j=1}^{n-1} \left\| \nabla \partial_t^j p \right\|_{2n-2j-1}^2 + \sum_{j=1}^{n-1} \left\| \partial_t^j p \right\|_{2n-2j-1/2}^2 \\
\lesssim \left\| u \right\|_{2n-1}^2 + \sum_{j=1}^{n-2} \left\| \partial_t^j u \right\|_0^2 + \mathcal{Y}_n
\end{align*}

(4.90)

\begin{align*}
\lesssim \left\| u \right\|_{2n-1}^2 + \mathcal{D}_n + \mathcal{Y}_n.
\end{align*}

**Step 2: control terms without time derivatives**

Note that we can not use the Stokes problem (4.87) with $j = 0$ as above since we have not controlled $(B \cdot \nabla)^2 \eta$ yet. Our observation is that we have certain control of the horizontal derivatives of $\eta$ in $\mathcal{D}_n^k$; we may write $(B \cdot \nabla)^2 \eta = B_3^2 \Delta \eta - B_2^2 \Delta, \eta + (B_s \cdot \nabla_s) (B_3 \partial_3) (B_s \cdot \nabla_s) \eta + 2(B_3 \partial_3) (B_s \cdot \nabla_s) \eta$.

This motivates us to introduce the quantity $w = u + \frac{B_3^2}{\mu} \eta$ and we deduce from (4.35) that, using (4.56),

\begin{align*}
\begin{cases}
- \mu \Delta w + \nabla p = -B_3^2 \Delta, \eta + (B_s \cdot \nabla_s)^2 \eta + 2(B_3 \partial_3) (B_s \cdot \nabla_s) \eta - \rho \partial_1 u + G^1 \\
\text{div } w = G^2 + \frac{B_3^2}{\mu} \Phi \\
w = 0
\end{cases}
\end{align*}

in $\Omega$

\begin{align*}
\text{in } \Omega
\end{align*}

\begin{align*}
\text{in } \Omega
\end{align*}

\begin{align*}
on \Sigma_{m,t}.
\end{align*}

However, since the two viscosities $\mu_\pm$ generally are different and the difference would prevent us from obtaining a “good” jump boundary conditions for $w$ on $\Sigma$. Our second observation is that we can get higher regularity estimates of $u$ and $\eta$ and hence $w$ on the boundary $\Sigma$ from $\mathcal{D}_n$. Indeed, since $\Sigma$ is flat, we may use the definition of Sobolev norms on $\Sigma$, the trace theory and Korn’s inequality to obtain, by the definitions of $\mathcal{D}_n$,

\begin{align*}
\left\| u \right\|_{2n+1/2}^2 \lesssim \left\| u \right\|_{1,2n}^2 \lesssim \mathcal{D}_n.
\end{align*}

(4.92)

Similarly, we may use instead Poincaré’s inequality to have

\begin{align*}
\left\| \eta \right\|_{2n}^2 \lesssim \left\| (B \cdot \nabla) \eta \right\|_{0,2n}^2 \lesssim \mathcal{D}_n.
\end{align*}

(4.93)

This motivates us to use the elliptic estimates with Dirichlet boundary conditions.

For $j = 2, \ldots, 2n$, applying $\partial^j$ with $\alpha \in \mathbb{N}^2$ so that $|\alpha| = 2n - j$ to the problem (4.91), and then applying the elliptic estimates (A.15) of Lemma A.7 with $j \geq 2$ to the resulting problems.
in $\Omega_+$ and $\Omega_-$ separately and using (4.92) and (4.93), summing over such $\alpha$, we obtain

\[
\|u\|_{j,2n-j}^2 + \|\nabla p\|_{j,2n-j}^2 \\
\lesssim \|\nabla^2 \eta\|_{j-2,2n-j}^2 + \|\delta_3 \nabla \eta\|_{j-2,2n-j}^2 + \|\delta_t u\|_{j-2,2n-j}^2 \\
+ \|G^1\|_{j-1,2n-j}^2 + \|G^2\|_{j-1,2n-j}^2 + \|\Phi\|_{j-1,2n-j}^2 + \|w\|_{j-1/2+2n-j}^2 \\
\lesssim \|\eta\|_{j-1,2n-j+1}^2 + \|\delta_t u\|_{2n-2}^2 + \|G^1\|_{2n-2}^2 + \|G^2\|_{2n-1}^2 + \|\Phi\|_{2n-1}^2 + \|w\|_{2n-1/2}^2 \\
\lesssim \|\eta\|_{j-1,2n-j+1}^2 + \|\delta_t u\|_{2n-2}^2 + \|u\|_{2n-1/2}^2 + \|\eta\|_{2n-1/2}^2 + \|\gamma\|_n.
\]

It is a key to note that

\[
\|u\|_{j,2n-j}^2 = \left(\|u + \frac{B_3^2}{\mu} \| \right)_{j,2n-j}^2 = \|u\|_{j,2n-j}^2 + \frac{B_3^2}{\mu} \| \|_{j,2n-j}^2 + \frac{B_3^2}{\mu} \| \|_{j,2n-j}^2.
\]

Therefore, we deduce that for $j = 2, \ldots, n$,

\[
\frac{d}{dt} \|\eta\|_{j,2n-j}^2 + \|\eta\|_{j,2n-j}^2 + \|u\|_{j,2n-j}^2 + \|\nabla p\|_{j,2n-j}^2 \\
\lesssim \|\eta\|_{j-1,2n-j+1}^2 + \|\delta_t u\|_{2n-2}^2 + \|u\|_{2n-1/2}^2 + \|\eta\|_{2n-1/2}^2 + \|\gamma\|_n.
\]

Multiplying (4.90) by $e^j$ with $0 < \epsilon \ll 1$ and summing over $j = 2, \ldots, n$, we obtain

\[
\frac{d}{dt} \sum_{j=2}^{2n} e^j \|\eta\|_{j,2n-j}^2 + \sum_{j=2}^{2n} e^j \left( \|\eta\|_{j,2n-j}^2 + \|u\|_{j,2n-j}^2 + \|\nabla p\|_{j-2,2n-j}^2 \right) \\
\lesssim \sum_{j=2}^{2n} e^j \|\eta\|_{j-1,2n-j+1}^2 + \|\delta_t u\|_{2n-2}^2 + \|u\|_{2n-1/2}^2 + \|\eta\|_{2n-1/2}^2 + \|\gamma\|_n \\
= \epsilon \sum_{j=2}^{2n} e^{j-1} \|\eta\|_{j-1,2n-j}^2 + \|\delta_t u\|_{2n-2}^2 + \|u\|_{2n-1/2}^2 + \|\eta\|_{2n-1/2}^2 + \|\gamma\|_n \\
= \epsilon \sum_{j=1}^{2n-1} e^j \|\eta\|_{j,2n-j}^2 + \|\delta_t u\|_{2n-2}^2 + \|u\|_{2n-1/2}^2 + \|\eta\|_{2n-1/2}^2 + \|\gamma\|_n.
\]

Hence if we define

\[
E_n := \sum_{j=2}^{2n} e^j \|\eta\|_{j,2n-j}^2,
\]

then $E_n \simeq \|\eta\|_{2n}^2$. For sufficiently small $\epsilon > 0$, (4.97) implies in particular that

\[
\frac{d}{dt} E_n + \|\eta\|_{2n}^2 + \|u\|_{2n}^2 + \|\nabla p\|_{2n-2}^2 \\
\lesssim \|\eta\|_{1,2n-1}^2 + \|\delta_t u\|_{2n-2}^2 + \|u\|_{2n-1/2}^2 + \|\eta\|_{2n-1/2}^2 + \|\gamma\|_n.
\]

Note then that we can also get the boundary regularity of $\|p\|$. For this, we use the third component of the dynamic boundary conditions in (4.35):

\[
\|p\| = 2 \|\mu \delta_3 u_3\| + \|B_3 (B \cdot \nabla) \eta_3\| + \|p\| g_{3} + G_{3}^3 \text{ on } \Sigma.
\]

Then we have

\[
\|p\|_{2n-3/2}^2 \lesssim \|\delta_3 u_3\|_{2n-3/2}^2 + \|\nabla \eta\|_{2n-3/2}^2 + \|\eta_3\|_{2n-3/2}^2 + \|G_{3}^3\|_{2n-3/2}^2 \\
\lesssim \|u_3\|_{2n}^2 + \|\eta\|_{2n}^2 + \|\gamma\|_n.
\]

Hence, we obtain

\[
\frac{d}{dt} E_n + \|\eta\|_{2n}^2 + \|u\|_{2n}^2 + \|\nabla p\|_{2n-2}^2 + \|p\|_{2n-3/2}^2 \\
\lesssim \|\eta\|_{1,2n-1}^2 + \|\delta_t u\|_{2n-2}^2 + \|u\|_{2n-1/2}^2 + \|\eta\|_{2n-1/2}^2 + \|\gamma\|_n.
\]
Finally, note that
\[
\|\eta\|_{1,2n-1}^2 \lesssim \|\eta\|^2_{0,2n} + \|\partial_y\eta\|^2_{0,2n-1} = \|\eta\|^2_{0,2n} + \frac{1}{B_3^2} \|B_3 \partial_y\eta\|^2_{0,2n-1} = \|\eta\|^2_{0,2n} + \frac{1}{B_3^2} \|(B \cdot \nabla)\eta - (B_3 \cdot \nabla y)\eta\|^2_{0,2n-1} \quad (4.103)
\]
\[
\lesssim \|\eta\|^2_{0,2n} + \|(B \cdot \nabla)\eta\|^2_{0,2n-1} \lesssim D_n.
\]
This together with (4.92)-(4.93) allows us to deduce from (4.102) that
\[
\frac{d}{dt} E_n + \|\eta\|^2_{2n} + \|u\|^2_{2n} + \|\nabla p\|^2_{2n-2} \lesssim \|\partial_u\|^2_{2n-2} + D_n + Y_n. \quad (4.104)
\]

**Step 3: combine the estimates**

We may now combine the estimates (4.90) and (4.104) to get
\[
\frac{d}{dt} E_n + \|\eta\|^2_{2n} + \|u\|^2_{2n} + \|\nabla p\|^2_{2n-2} + \|[p]\|^2_{2n-3/2} \\
+ \sum_{j=1}^{n_1} \|\partial_j^2 u\|^2_{2n-2j+1} + \sum_{j=1}^{n-1} \|\nabla \partial_j^2 p\|^2_{2n-2j-1} + \sum_{j=1}^{n-1} \|\partial_j^2 p\|^2_{2n-2j-1/2} \quad (4.105)
\]
\[
\lesssim \|u\|^2_{2n-1} + D_n + Y_n.
\]

Using the Sobolev interpolation and Young’s inequality, we may improve (4.105) to be
\[
\frac{d}{dt} E_n + \|u\|^2_{2n} + \|\eta\|^2_{2n} + \|\nabla p\|^2_{2n-2} + \|[p]\|^2_{2n-3/2} \\
+ \sum_{j=1}^{n} \|\partial_j^2 u\|^2_{2n-2j+1} + \sum_{j=1}^{n-1} \|\nabla \partial_j^2 p\|^2_{2n-2j-1} + \sum_{j=1}^{n-1} \|\partial_j^2 p\|^2_{2n-2j-1/2} \quad (4.106)
\]
\[
\lesssim \|u\|^2_{0} + D_n + Y_n \lesssim \tilde{D}_n + Y_n.
\]

Adding \(\tilde{D}_n\) to both sides of (4.106) implies that
\[
\frac{d}{dt} E_n + \tilde{D}_n \leq \tilde{D}_n + Y_n. \quad (4.107)
\]

Using (4.101) and (4.59) to estimate \(Y_{2N} \leq \mathcal{E}_{N+2}(D_{2N} + J_{2N} + F_{2N})\), we obtain (4.84) from (4.107) with \(n = 2N\); using (4.111) and (4.60) to estimate \(Y_{N+2} \leq \mathcal{E}_{N} D_{N+2}\), we obtain (4.85) from (4.107) with \(n = N + 2\).

4.2.2. **Energy improvement.** Now we improve the energy estimates.

**Proposition 4.10.** For \(n = 2N\) or \(N + 2\), it holds that
\[
\mathcal{E}_n \lesssim \tilde{\mathcal{E}}_n + E_n + \mathcal{E}_{N+2} \mathcal{E}_n. \quad (4.108)
\]

**Proof.** We let \(n\) denote either \(2N\) or \(N + 2\) throughout the proof, and we compactly write
\[
\mathcal{X}_n = \|\nabla_{0}^{2n-2} G\|_{0}^{2} + \|\nabla_{0}^{2n-2} G_{1}\|_{1/2}^{2} + \|\nabla_{0}^{2n-2} G_{1/2}\|_{1}^{2}. \quad (4.109)
\]

Applying the elliptic estimates (A.17) of Lemma A.8 with \(r = 2n - 2j \geq 2\) to the problem (4.87) for \(j = 0, \ldots, n - 1\), by the trace theory, we obtain
\[
\|\partial^j_t u\|^2_{2n-2j} + \|\nabla \partial^j_t p\|^2_{2n-2j-2} + \|\partial^j_t p\|^2_{2n-2j-3/2} \lesssim \|\partial^{j+1}_t u\|^2_{2n-2j} + \|\nabla \partial^j_t \eta\|^2_{2n-2j-2} + \|\partial^j_t G^1\|^2_{2n-2j-2} + \|\partial^j_t G^2\|^2_{2n-2j-1} + \|\partial^j_t G^3\|^2_{2n-2j-3/2} \quad (4.110)
\]
\[
+ \|\nabla \partial^j_t \eta\|^2_{2n-2j-3/2} + \|\partial^j_t \eta\|^2_{2n-2j-3/2} + \|\partial^j_t G^3\|^2_{2n-2j-3/2} \lesssim \|\partial^{j+1}_t u\|^2_{2n-2j+1} + \|\partial^j_t \eta\|^2_{2n-2j} + \mathcal{X}_n.
\]
A simple induction on (4.110) yields, since $\partial_1 \eta = u$,
\[
\sum_{j=0}^{n} \left\| \partial_1^n u \right\|_{2n-2j}^2 + \sum_{j=0}^{n-1} \left\| \nabla \partial_1^j p \right\|_{2n-2j-2}^2 + \sum_{j=0}^{n-1} \left\| \partial_1^j p \right\|_{2n-2j-3/2}^2 \\
\lesssim \left\| \partial_1^n u \right\|_0^2 + \sum_{j=0}^{n-1} \left\| \partial_1^j \eta \right\|_{2n-2j}^2 + \mathcal{X}_n
\]
(4.111)
\[
\leq \left\| \partial_1^n u \right\|_0^2 + \left\| \eta \right\|_{2n}^2 + \sum_{j=1}^{n-1} \left\| \partial_1^{j} u \right\|_{2n-2j}^2 + \mathcal{X}_n
\]
\[
\lesssim \left\| \partial_1^n u \right\|_0^2 + \left\| \eta \right\|_{2n}^2 + \sum_{j=0}^{n-2} \left\| \partial_1^j u \right\|_{2n-2j-2}^2 + \mathcal{X}_n.
\]
(4.112)

Using the Sobolev interpolation and Young’s inequality, we may improve (4.111) to be
\[
\sum_{j=0}^{n} \left\| \partial_1^n u \right\|_{2n-2j}^2 + \sum_{j=0}^{n-1} \left\| \nabla \partial_1^j p \right\|_{2n-2j-2}^2 + \sum_{j=0}^{n-1} \left\| \partial_1^j p \right\|_{2n-2j-3/2}^2
\]
\[
\lesssim \left\| \partial_1^n u \right\|_0^2 + \left\| \eta \right\|_{2n}^2 + \sum_{j=0}^{n-2} \left\| \partial_1^j u \right\|_{2n-2j}^2 + \mathcal{X}_n \lesssim \tilde{\mathcal{E}}_n + \mathcal{E}_n + \mathcal{X}_n.
\]
(4.113)

Adding $\tilde{\mathcal{E}}_n$ to both sides of (4.112) implies that
\[
\mathcal{E}_n \lesssim \tilde{\mathcal{E}}_n + \mathcal{E}_n + \mathcal{X}_n.
\]
(4.114)

Using (4.39) to bound $\mathcal{X}_n \lesssim \mathcal{E}_{N+2} \mathcal{E}_n$, we then conclude (4.108).

\[\square\]

**Remark 4.11.** Note that it is crucial that $\mathcal{E}_n$ has been controlled in the improvement of dissipation estimates so that we can improve the energy estimates of $(u, p)$ without time derivatives as done in Proposition 4.10.

### 4.3. Synthesis

We now chain all the estimates derived previously to conclude the following.

**Proposition 4.12.** For $n = N + 2$ or $2N$, there exists an energy $\tilde{\mathcal{E}}_n \simeq \mathcal{E}_n$ such that
\[
\frac{d}{dt} \tilde{\mathcal{E}}_{2N} + \mathcal{D}_{2N} \lesssim \sqrt{\tilde{\mathcal{E}}_{N+2} (\mathcal{J}_{2N} + \mathcal{F}_{2N})}
\]
(4.115)

and
\[
\frac{d}{dt} \tilde{\mathcal{E}}_{N+2} + \mathcal{D}_{N+2} \leq 0.
\]
(4.116)

**Proof.** We let $n$ denote either $2N$ or $N + 2$ through the proof, and we use the compact notation $Z_n$ with $Z_{2N} := \sqrt{\mathcal{E}_{N+2} (\mathcal{D}_{2N} + \mathcal{J}_{2N} + \mathcal{F}_{2N})}$ and $Z_{N+2} := \sqrt{\mathcal{E}_{2N} \mathcal{D}_{N+2}}$.

We deduce from Propositions 4.8 and 4.9 that for $0 < \varepsilon \ll 1$,
\[
\frac{d}{dt} (\tilde{\mathcal{E}}_n - \mathcal{B}_n + \varepsilon \mathcal{E}_n) + \mathcal{D}_n + \varepsilon \mathcal{D}_n \lesssim Z_n + \varepsilon \mathcal{D}_n,
\]
(4.117)

which implies
\[
\frac{d}{dt} (\tilde{\mathcal{E}}_n - \mathcal{B}_n + \varepsilon \mathcal{E}_n) + \mathcal{D}_n + \varepsilon \mathcal{D}_n \lesssim Z_n.
\]
(4.118)

We now define
\[
\tilde{\mathcal{E}}_n := \tilde{\mathcal{E}}_n - \mathcal{B}_n + \varepsilon \mathcal{E}_n.
\]
(4.119)

Recalling $\mathcal{B}_n$ from (4.10), we have
\[
|\mathcal{B}_n| \lesssim \left\| \nabla \partial_1^{n-1} p \right\|_0 \left\| Q^{2,n} \right\|_0 + \left\| \partial_1^{n-1} p \right\|_1 \left\| Q^{2,n} \right\|_0 \lesssim \sqrt{\mathcal{E}_n} \sqrt{\mathcal{E}_{N+2} \mathcal{E}_n} = \sqrt{\mathcal{E}_n \mathcal{E}_{N+2}}.
\]
(4.120)

This together with Proposition 4.10 yields
\[
\mathcal{E}_n \lesssim \tilde{\mathcal{E}}_n + \mathcal{E}_n + \mathcal{E}_{N+2} \tilde{\mathcal{E}}_n = \tilde{\mathcal{E}}_n + \mathcal{B}_n + \mathcal{E}_{N+2} \tilde{\mathcal{E}}_n \lesssim \tilde{\mathcal{E}}_n + \sqrt{\mathcal{E}_n \mathcal{E}_{N+2}},
\]
(4.121)
which implies that $\tilde{\mathcal{E}}_n \simeq \mathcal{E}_n$ since $\sqrt{\mathcal{E}_{2N}} \leq \delta$ is small. We thus deduce (4.114) and (4.115) from (4.115) by recalling the notation $\mathcal{Z}_n$ and using again the smallness of $\sqrt{\mathcal{E}_{2N}} \leq \delta$. □

4.4. Global energy estimates. In this subsection, we shall conclude our global energy estimates of the solution to (1.19).

We begin with the estimates of $\mathcal{F}_{2N}$ and $\mathcal{J}_{2N}$.

**Proposition 4.13.** There exists a universal constant $0 < \delta < 1$ so that if $\mathcal{G}_{2N}(T) \leq \delta$, then

$$\mathcal{F}_{2N}(t) \lesssim \mathcal{F}_{2N}(0) + \sup_{0 \leq r \leq t} \mathcal{E}_{2N}(r) + \int_0^t \mathcal{D}_{2N} \text{ for all } 0 \leq t \leq T$$

(4.122)

and for any $\vartheta > 0$,

$$\int_0^t \mathcal{F}_{2N} + \mathcal{J}_{2N} \frac{\vartheta}{(1 + r)^{1+\vartheta}} dr \lesssim \mathcal{F}_{2N}(0) + \sup_{0 \leq r \leq t} \mathcal{E}_{2N}(r) + \int_0^t \mathcal{D}_{2N} \text{ for all } 0 \leq t \leq T.$$  (4.123)

**Proof.** Following the arguments lead to (4.102) (basically, starting with replacing $\|\cdot\|_{2, 2N-1}^2$ by $\|\cdot\|_{2, j, 4N+1-j}^2$ in (1.94) with $j = 2, \ldots, 4N + 1$), we deduce that there exists an energy $\tilde{\mathcal{F}}_{2N} \simeq \mathcal{F}_{2N}$ such that

$$\frac{d}{dt} \tilde{\mathcal{F}}_{2N} = \mathcal{F}_{2N} + \mathcal{J}_{2N} \lesssim \|\eta\|_{1, 4N}^2 + \|\partial_t u\|_{2, 4N-1}^2 + |u|_{4N+1/2}^2 + |\eta|_{4N+1/2}^2

+ \|G^1\|_{4N-1}^2 + \|G^2\|_{4N}^2 + \|\Phi\|_{4N}^2.$$  (4.124)

Note that

$$|u|_{4N+1/2}^2 \lesssim \|u\|_{1, 4N}^2 \lesssim \mathcal{D}_{2N} \text{ and } |\eta|_{4N+1/2}^2 \lesssim \|\eta\|_{1, 4N}^2 \lesssim \tilde{\mathcal{E}}_{2N}.$$  (4.125)

On the other hand, we use (4.10) and (4.50) to estimate

$$\|G^1\|_{4N-1}^2 + \|G^2\|_{4N}^2 + \|\Phi\|_{4N}^2 \lesssim \mathcal{E}_{N+2}(\mathcal{D}_{2N} + \mathcal{J}_{2N} + \mathcal{F}_{2N}).$$  (4.126)

Then we have

$$\frac{d}{dt} \tilde{\mathcal{F}}_{2N} = \mathcal{F}_{2N} + \mathcal{J}_{2N} \lesssim \tilde{\mathcal{E}}_{2N} + \mathcal{D}_{2N} + \|\partial_t u\|_{4N-1}^2 + \mathcal{E}_{N+2}(\mathcal{D}_{2N} + \mathcal{J}_{2N} + \mathcal{F}_{2N}).$$  (4.127)

This further implies, since $\mathcal{E}_{N+2}(t) \leq \delta^2$ is small,

$$\frac{d}{dt} \tilde{\mathcal{F}}_{2N} = \mathcal{F}_{2N} + \mathcal{J}_{2N} \lesssim \mathcal{E}_{2N} + \mathcal{D}_{2N}.$$  (4.128)

We now employ the time weighted analysis on (4.128). First, applying the Gronwall type analysis on (4.128) yields that

$$\mathcal{F}_{2N}(t) \lesssim \mathcal{F}_{2N}(0) e^{-Ct} + \int_0^t e^{-C(t-r)} (\mathcal{E}_{2N}(r) + \mathcal{D}_{2N}(r)) dr$$

$$\lesssim \mathcal{F}_{2N}(0) e^{-Ct} + \sup_{0 \leq r \leq t} \mathcal{E}_{2N}(r) \int_0^t e^{-C(t-r)} dr + \int_0^t \mathcal{D}_{2N},$$  (4.129)

which in particular yields (4.122).

On the other hand, multiplying (4.128) by $(1 + t)^{-1-\vartheta}$ for any $\vartheta > 0$, we obtain

$$\frac{d}{dt} \left( \frac{\mathcal{F}_{2N}}{(1 + t)^{1+\vartheta}} \right) + \vartheta \frac{\mathcal{F}_{2N}}{(1 + t)^{2+\vartheta}} + \frac{\mathcal{F}_{2N} + \mathcal{J}_{2N}}{(1 + t)^{1+\vartheta}} \lesssim \frac{\mathcal{E}_{2N}}{(1 + t)^{1+\vartheta}} + \frac{\mathcal{D}_{2N}}{(1 + t)^{1+\vartheta}}.$$  (4.130)

Integrating (4.130) directly in time yields in particular (4.123). □

Now we show the boundedness of $\mathcal{E}_{2N} + \int_0^t \mathcal{D}_{2N}$.

**Proposition 4.14.** There exists a universal constant $0 < \delta < 1$ so that if $\mathcal{G}_{2N}(T) \leq \delta$, then

$$\mathcal{E}_{2N}(t) + \int_0^t \mathcal{D}_{2N} \lesssim \mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0) \text{ for all } 0 \leq t \leq T.$$  (4.131)
Proof. Integrating (4.114) directly in time, we find that
\begin{equation}
E_{2N}(t) + \int_0^t \mathcal{D}_{2N} \lesssim E_{2N}(0) + \int_0^t \sqrt{E_{N+2}(\mathcal{J}_{2N} + \mathcal{F}_{2N})}
\end{equation}
(4.132)
Since
\begin{equation}
\sqrt{E_{N+2}(t)} \leq \mathcal{G}_{2N}(T)(1 + t)^{-\frac{N}{2}} \leq \delta (1 + t)^{-\frac{N}{2}},
\end{equation}
(4.133)
by the estimates (4.123) of Proposition 4.13, we deduce
\begin{equation}
E_{2N}(t) + \int_0^t \mathcal{D}_{2N} \lesssim E_{2N}(0) + \int_0^t (1 + r)^{-\frac{N}{2}}(\mathcal{J}_{2N}(r) + \mathcal{F}_{2N}(r))dr
\end{equation}
(4.134)
\begin{equation}
\lesssim E_{2N}(0) + \delta \left( \mathcal{F}_{2N}(0) + \sup_{0 \leq r \leq t} E_{2N}(r) + \int_0^t \mathcal{D}_{2N} \right).
\end{equation}
Here we have used the fact that \( N - 2 \geq 1 + \vartheta \) by choosing \( 0 < \vartheta \leq N - 3 \) since \( N \geq 4 \). This proves (4.131) since \( \delta \) is small. \( \square \)

It remains to show the decay estimates of \( E_{N+2} \).

**Proposition 4.15.** There exists a universal constant \( 0 < \delta < 1 \) so that if \( \mathcal{G}_{2N}(T) \leq \delta \), then
\begin{equation}
(1 + t)^{2N-4}E_{N+2}(t) \lesssim E_{2N}(0) + \mathcal{F}_{2N}(0) \quad \text{for all} \ 0 \leq t \leq T.
\end{equation}
(4.135)

**Proof.** We will use (4.114) to derive the decay estimates. For this, we shall estimate \( E_{N+2} \) in terms of \( \mathcal{D}_{N+2} \). Notice that \( \mathcal{D}_{N+2} \) can control every term in \( E_{N+2} \) except \( ||\eta||^2_{1,2(N+2)} \). The key point is to use the Sobolev interpolation as \( \mathbf{28} \) \( \mathbf{11} \) \( \mathbf{12} \). Indeed, we first have that, by (4.104),
\begin{equation}
||\eta||^2_{1,2(N+2)} \leq ||\eta||^2_{1,2(N+2)-1} \ ||\eta||^2_{1,4N} \\
\leq (\mathcal{D}_{N+2})^\theta (E_{2N})^{-\theta}, \ \text{where} \ \theta = \frac{2N - 4}{2N - 3}.
\end{equation}
(4.136)
Hence, we may deduce
\begin{equation}
E_{N+2} \lesssim (\mathcal{D}_{N+2})^\theta (E_{2N})^{-\theta} + \mathcal{D}_{N+2} \lesssim (\mathcal{D}_{N+2})^\theta (E_{2N})^{-\theta}.
\end{equation}
(4.137)
Now since by Proposition 4.14
\begin{equation}
\sup_{0 \leq r \leq t} E_{2N}(r) \lesssim E_{2N}(0) + \mathcal{F}_{2N}(0) := M_0,
\end{equation}
(4.138)
we obtain from (4.139) that
\begin{equation}
\tilde{E}_{N+2} \lesssim E_{N+2} \lesssim M_0^{1-\theta} (\mathcal{D}_{N+2})^\theta.
\end{equation}
(4.139)
Hence by (4.115) and (4.139), there exists some constant \( C > 0 \) such that
\begin{equation}
\frac{d}{dt} \tilde{E}_{N+2} + C (\tilde{E}_{N+2})^{1+s} \leq 0, \ \text{where} \ s = \frac{1}{\theta} - 1 = \frac{1}{2N - 4}.
\end{equation}
(4.140)
Solving this differential inequality directly, we obtain
\begin{equation}
E_{N+2}(t) \lesssim \frac{M_0}{(M_0^s + sC(\tilde{E}_{N+2}(0))^s)\ t^s} E_{N+2}(0).
\end{equation}
(4.141)
Using that \( E_{N+2}(0) \lesssim M_0 \) and the fact \( 1/s = 2N - 4 > 1 \), we obtain from (4.141) that
\begin{equation}
E_{N+2}(t) \lesssim \frac{M_0}{(1 + sCt)^{1/s}} \lesssim \frac{M_0}{(1 + t^{1/s})^s} = \frac{M_0}{(1 + t^{2N-4})^s}.
\end{equation}
(4.142)
This directly implies (4.135).

Now we can arrive at our ultimate energy estimates for \( \mathcal{G}_{2N} \), that is, we present the

**Proof of Theorem 4.1.** Theorem 4.1 follows directly from the definition of \( \mathcal{G}_{2N} \) and Propositions 4.13, 4.15.
5. Nonlinear instability for $|\bar{B}_3| < M_c$

In this section, we will prove Theorem 2.2 for $|\bar{B}_3| < M_c$. Since the linear instability has been established in Section 3, the remaining in the proof of Theorem 2.2 is the passage from linear instability to nonlinear instability.

5.1. Growth of solutions to the linear inhomogeneous equations. In this subsection, we will show that $\lambda$ given in Theorem 3.11 is the sharp growth rate of arbitrary solutions to the linearized problem (5.1). Since the spectrum of the linear operator is complicated, it is hard to obtain the largest growth rate of the solution operator in $"L^2 \to L^2"$ in the usual way. Instead, motivated by [9], we can use careful energy estimates to show that $e^{\lambda t}$ is the sharp growth rate in a slightly weaker sense, say, for instance "$H^2 \to L^2\)$. However, this will be done for strong solutions to the problem, and it may be difficult to apply directly to the nonlinear problem due to the issue of compatibility conditions of the initial and boundary data since the problem is defined in a domain with boundary. We overcome this obstacle by proving the estimates for the growth in time of arbitrary solutions to the linear inhomogeneous equations:

$$\begin{cases}
\partial_t \eta = u & \text{in } \Omega \\
\rho \partial_t u - \mu \Delta u + \nabla p - (\bar{B} \cdot \nabla)^2 \eta = G^1 & \text{in } \Omega \\
\text{div } u = G^2 & \text{in } \Omega \\
[u] = 0, \quad [pI - \mu \nabla u] e_3 - [\bar{B}_3 (\bar{B} \cdot \nabla) \eta] = \varrho g \eta_3 e_3 + G^3 & \text{on } \Sigma \\
u = 0 & \text{on } \Sigma_{m, \ell},
\end{cases}$$

(5.1)

where $G^1, G^2$ and $G^3$ are given functions. Note that by the boundary conditions of $u$,
$$\int_{\Omega} G^2 = \int_{\Omega} \text{div } u = 0. \quad (5.2)$$

This allows us to adjust the divergence of $u$ to reduce the problem (5.1) to be a divergence-free problem. Indeed, by Lemma A.9 for $G^2 \in H^{r-1}(\Omega), r \geq 1$, thanks to (5.2), there exists $\bar{u} \in H^r_0(\Omega) \cap H^r(\Omega)$ so that $\text{div } \bar{u} = G^2$ in $\Omega$ and
$$\|\bar{u}\|_r \lesssim \|G^2\|_{r-1}. \quad (5.3)$$

Hence, defining $v = u - \bar{u}$, we have $\text{div } v = 0$. Furthermore, differentiating the second equation with respect to time and then eliminating the $\eta$ terms by using the first equation, we may then switch the problem (5.1) to the following second-order formulation for $(v, \partial_t p)$:

$$\begin{cases}
\rho \partial_t^2 v - \mu \Delta \partial_t v + \nabla \partial_t p - (\bar{B} \cdot \nabla)^2 v = \mathcal{G}^1 & \text{in } \Omega \\
\text{div } \partial_t v = 0 & \text{in } \Omega \\
[n] = 0, \quad [\partial_t p I - \mu \partial_t \nabla v] e_3 - [\bar{B}_3 (\bar{B} \cdot \nabla) v] = \varrho G \eta_3 e_3 + \mathcal{G}^3 & \text{on } \Sigma \\
\partial_t v = 0 & \text{on } \Sigma_{m, \ell},
\end{cases}$$

(5.4)

where
$$\mathcal{G}^1 = \partial_t G^1 - \rho \partial_t^2 \bar{u} + \mu \Delta \partial_t \bar{u} + (\bar{B} \cdot \nabla)^2 \bar{u} \quad (5.5)$$

and
$$\mathcal{G}^3 = \partial_t G^3 + [\mu \partial_t \partial_t \bar{u}] e_3 + [\bar{B}_3 (\bar{B} \cdot \nabla) \bar{u}] + [\varrho \partial_t \bar{u}] e_3. \quad (5.6)$$

Our first result gives an energy and its evolution equation for solutions to (5.4).

**Lemma 5.1.** Let $v$ solve (5.4). Then

$$\frac{1}{2} \frac{d}{dt} \left( \int_{\Omega} (\rho |\partial_t v|^2 + |(\bar{B} \cdot \nabla) v|^2) - \int_{\Sigma} \varrho |g \eta_3|^2 \right) + \int_{\Omega} \frac{\mu}{2} |\nabla \partial_t v|^2 = \int_{\Omega} \partial_t v \cdot \mathcal{G}^1 + \int_{\Sigma} \partial_t v \cdot \partial_t \mathcal{G}^3. \quad (5.7)$$

**Proof.** We multiply the first equation of (5.4) by $\partial_t v$ and then integrate by parts over $\Omega$. By using the other equations in (5.4), we obtain (5.7).

The variational characterization of $\lambda$ gives rise to the next result.
Lemma 5.2. Let $v \in H^1_{0,s}(\Omega)$. Then
\[
\frac{1}{2} \left( \int_\Omega |(\bar{B} \cdot \nabla)v|^2 - \int_\Omega \| \rho_g v_3 \|^2 \right) \geq -\frac{\lambda^2}{2} \int_\Omega \rho |v|^2 - \frac{\lambda}{2} \int_\Omega \frac{\mu}{2} |\nabla v|^2 .
\] (5.8)

Proof. Recalling the notations (3.6)–(3.8) with $s = \lambda$, we may rewrite
\[
\frac{1}{2} \left( \int_\Omega |(\bar{B} \cdot \nabla)v|^2 - \int_\Omega \| \rho_g v_3 \|^2 \right) = E_0(v) = E(v; \lambda) - \lambda E_1(v).
\] (5.9)

Since $v \in H^1_{0,s}(\Omega)$, by the variational characterization for $\lambda$ of (3.10) with $s = \lambda$, we have
\[
E(v; \lambda) \geq -\lambda^2 J(v).
\] (5.10)

These two yield (5.8).

We may first show the estimates for the growth of solutions to (5.1).

Lemma 5.3. Let $v$ solve (5.4). Then
\[
\| v(t) \|_1 \lesssim e^{\lambda t} \left( \| v(0) \|_1 + \| \partial_t v(0) \|_0 + \mathcal{N}_\sigma(t) \right),
\] (5.11)

where
\[
\mathcal{N}_\sigma(t) = e^{\lambda t} \left( \| \mathbf{V}^1(0) \|_0 + \| \mathbf{V}^3(0) \|_0 \right) + \sup_{0 \leq s \leq t} \left( \| \mathbf{V}^1(s) \|_0 + \| \mathbf{V}^3(s) \|_0 \right)
\] + \left[ \int_0^t e^{2\lambda(t-s)} \left( \| \mathbf{V}^1(s) \|_0 + \| \partial_t \mathbf{V}^1(s) \|_0 + \| \mathbf{V}^3(s) \|_0 + \| \partial_t \mathbf{V}^3(s) \|_0 \right) \| v(s) \|_1. \right. (5.12)

Proof. Integrating the result of Lemma 5.1 in time, and then applying Lemma 5.2, we find that
\[
\frac{1}{2} \int_\Omega \rho |\partial_t v(t)|^2 + \int_0^t \frac{\mu}{2} |\nabla \partial_t v|^2 
\leq K_0 + \int_0^t \left( \int_\Omega \mathbf{V}^1 \cdot \partial_t v + \int_\Sigma \mathbf{V}^3 \cdot \partial_t v \right) - \frac{1}{2} \left( \int_\Omega |(\bar{B} \cdot \nabla)v|^2 - \int_\Omega \| \rho g v_3 \|^2 \right)
\leq K_0 + \int_0^t \left( \int_\Omega \mathbf{V}^1 \cdot \partial_t v + \int_\Sigma \mathbf{V}^3 \cdot \partial_t v \right) + \lambda^2 \int_\Omega \rho |v|^2 + \frac{\lambda}{2} \int_\Omega \frac{\mu}{2} |\nabla v|^2 ,
\] (5.13)

where
\[
K_0 = \frac{1}{2} \left( \int_\Omega \left( \rho |\partial_t v(0)|^2 + |(\bar{B} \cdot \nabla)v(0)|^2 \right) - \int_\Omega \| \rho g v_3(0) \|^2 \right).
\] (5.14)

For notational simplicity we introduce the norms
\[
\| v \|_* := \int_\Omega \rho |v|^2 \quad \text{and} \quad \| v \|_{**}^2 := \int_\Omega \frac{\mu}{2} |\nabla v|^2
\] (5.15)

and the corresponding inner-products given by $\langle \cdot, \cdot \rangle_*$ and $\langle \cdot, \cdot \rangle_{**}$, respectively. We may then compactly rewrite the inequality (5.13) as
\[
\frac{1}{2} \| \partial_t v(t) \|_*^2 + \int_0^t \| \partial_t v(s) \|_{**}^2 \, ds \leq K_0 + \frac{\lambda^2}{2} \| v(t) \|_*^2 + \frac{\lambda}{2} \| v(t) \|_{**}^2 + \mathcal{S}_t(t),
\] (5.16)

where
\[
\mathcal{S}_t(t) = \int_0^t \left( \int_\Omega \mathbf{V}^1 \cdot \partial_t v + \int_\Sigma \mathbf{V}^3 \cdot \partial_t v \right).
\] (5.17)

Integrating in time and using Cauchy’s inequality, we may bound
\[
\lambda \| v(t) \|_{**}^2 = \lambda \| v(0) \|_{**}^2 + \lambda \int_0^t 2 \langle v(s), \partial_t v(s) \rangle_{**} \, ds
\leq \lambda \| v(0) \|_{**}^2 + \int_0^t \| \partial_t v(s) \|_{**}^2 \, ds + \lambda^2 \int_0^t \| v(s) \|_{**}^2 \, ds.
\] (5.18)

On the other hand,
\[
\lambda \partial_t \| v(t) \|_*^2 = 2 \lambda \langle v(t), \partial_t v(t) \rangle_* \leq \| \partial_t v(t) \|_*^2 + \lambda^2 \| v(t) \|_*^2 .
\] (5.19)
We may combine (5.18) and (5.19) with (5.16) to derive the differential inequality
\[ \partial_t \| v(t) \|^2_t + \| v(t) \|^2_t \leq K_1 + 2\lambda \left( \| v(t) \|^2_t + \int_0^t \| v(s) \|^2_t \, ds \right) + \frac{2}{\lambda} \delta(t), \] (5.20)
where
\[ K_1 = \frac{2K_0}{\lambda} + 2 \| v(0) \|^2_t. \] (5.21)
An application of Gronwall’s theorem then shows that
\[ \| v(t) \|^2_t + \int_0^t \| v(s) \|^2_t \, ds \leq e^{2\lambda t} \| v(0) \|^2_t + \frac{K_1}{2\lambda} (e^{2\lambda t} - 1) + \frac{2}{\lambda} \int_0^t e^{2\lambda(t-s)} \delta(s) \, ds. \] (5.22)
Now plugging (5.22) and (5.18) into (5.13), we find that
\[ \frac{1}{\lambda} \| \partial_t v(t) \|^2_t + \| v(t) \|^2_t \leq K_1 + \lambda \| v(t) \|^2_t + 2\lambda \int_0^t \| v(s) \|^2_t \, ds + \frac{2}{\lambda} \delta(t) \]
\[ \leq e^{2\lambda t} (2\lambda \| v(0) \|^2_t + K_1) + \frac{2}{\lambda} \delta(t) + 4 \int_0^t e^{2\lambda(t-s)} \delta(s) \, ds. \] (5.23)
Notice that by integrating by parts in time,
\[ 4 \int_0^t e^{2\lambda(t-s)} \delta(s) \, ds = -2 \int_0^t \partial_t \left( e^{2\lambda(t-s)} \right) \delta(s) \, ds \]
\[ = -2 \lambda \delta(t) + e^{2\lambda t} \delta(t) + \frac{2}{\lambda} \int_0^t e^{2\lambda(t-s)} \delta(t) \, ds \] (5.24)
and
\[ \delta(0) = 0 \text{ and } \partial_t \delta = \int_\Omega \mathbf{G}^1 \cdot \partial_t v + \int_\Sigma \mathbf{G}^3 \cdot \partial_t v. \] (5.25)
We then have
\[ \frac{2}{\lambda} \delta(t) + 4 \int_0^t e^{2\lambda(t-s)} \delta(s) \, ds = \frac{2}{\lambda} \int_0^t e^{2\lambda(t-s)} \left( \int_\Omega \mathbf{G}^1(s) \cdot \partial_t v(s) + \int_\Sigma \mathbf{G}^3(s) \cdot \partial_t v(s) \right) \, ds. \] (5.26)
Integrating by parts in time again, by the trace theory, we obtain
\[ \int_0^t e^{2\lambda(t-s)} \left( \int_\Omega \mathbf{G}^1(s) \cdot \partial_t v(s) + \int_\Sigma \mathbf{G}^3(s) \cdot \partial_t v(s) \right) \, ds \]
\[ = \int_\Omega \mathbf{G}^1(t) \cdot v(t) - e^{2\lambda t} \int_\Omega \mathbf{G}^1(0) \cdot v(0) + \int_\Sigma \mathbf{G}^3(t) \cdot v(t) - e^{2\lambda t} \int_\Sigma \mathbf{G}^3(0) \cdot v(0) \]
\[ - \int_0^t e^{2\lambda(t-s)} \left( \int_\Omega (\partial_t \mathbf{G}^1(s) - 2\lambda \mathbf{G}^1(s)) \cdot v(s) + \int_\Sigma (\partial_t \mathbf{G}^3(s) - 2\lambda \mathbf{G}^3(s)) \cdot v(s) \right) \, ds \]
\[ \leq \| \mathbf{G}^1(t) \|_0 \| v(t) \|_1 + \| \mathbf{G}^3(t) \|_0 \| v(t) \|_1 + e^{2\lambda t} (\| \mathbf{G}^1(0) \|_0 \| v(0) \|_0 + \| \mathbf{G}^3(0) \|_0 \| v(0) \|_0) \]
\[ + \int_0^t e^{2\lambda(t-s)} (\| \partial_t \mathbf{G}^1(s) \|_0 + \| \mathbf{G}^1(s) \|_0) \| v(s) \|_1 + e^{2\lambda t} (\| \mathbf{G}^1(0) \|_0 + \| \mathbf{G}^3(0) \|_0) \| v(0) \|_1 \]
\[ \leq (\| \mathbf{G}^1(t) \|_0 + \| \mathbf{G}^3(t) \|_0) \| v(t) \|_1 + e^{2\lambda t} (\| \mathbf{G}^1(0) \|_0 + \| \mathbf{G}^3(0) \|_0) \| v(0) \|_1 \]
\[ + \int_0^t e^{2\lambda(t-s)} (\| \partial_t \mathbf{G}^1(s) \|_0 + \| \mathbf{G}^1(s) \|_0 + \| \partial_t \mathbf{G}^3(s) \|_0 + \| \mathbf{G}^3(s) \|_0) \| v(s) \|_1 \, ds. \] (5.27)
Recalling the definitions of $K_0$ and $K_1$, by the trace theory, we have
\[ K_1 \leq \| v(t) \|_1^2 + \| \partial_t v(0) \|_0^2. \] (5.28)
Thus, plugging (5.26)–(5.29) into (5.25) and by Korn’s and Cauchy’s inequalities, we deduce
\[ \| v(t) \|_1^2 \leq e^{2\lambda t} \left( \| v(0) \|_1^2 + \| \partial_t v(0) \|_0^2 + \| \mathbf{G}^1(0) \|_0^2 + \| \mathbf{G}^3(0) \|_0^2 \right) + \sup_{0 \leq s \leq t} \left( \| \mathbf{G}^1(s) \|_0^2 + \| \mathbf{G}^3(s) \|_0^2 \right) \]
\[ + \int_0^t e^{2\lambda(t-s)} \left( \| \partial_t \mathbf{G}^1(s) \|_0 + \| \mathbf{G}^1(s) \|_0 + \| \partial_t \mathbf{G}^3(s) \|_0 + \| \mathbf{G}^3(s) \|_0 \right) \| v(s) \|_1 \, ds. \] (5.29)
This yields \( \mathbb{III.1} \) by taking the square root.

We can now show the estimates for the growth of solutions to \( \mathbb{III.1} \), which is the main result of this subsection.

**Theorem 5.4.** Let \( u \) solve \( \mathbb{III.1} \). Then

\[
\|u(t)\|_1 \lesssim e^{\lambda t} (\|u(0)\|_1 + \|\partial_t u(0)\|_0 + \mathcal{N}_G(0)) + \sup_{0 \leq s \leq t} \mathcal{N}_G(s) + \sqrt{\int_0^t e^{2\lambda(t-s)} \mathcal{N}_G(s)(\|u(s)\|_1 + \|\mathcal{N}_G(s)\|ds}
\]

(5.30)

and

\[
\|\eta(t)\|_1 \lesssim \|\eta(0)\|_1 + e^{\lambda t} (\|u(0)\|_1 + \|\partial_t u(0)\|_0 + \mathcal{N}_G(0)) + \sup_{0 \leq s \leq \tau} \mathcal{N}_G(s)ds
\]

(5.31)

where

\[
\mathcal{N}_G = \|\partial_t^4 G\|_0 + \|\partial_t G\|_1 + \|\partial_t^2 \partial_t^2 G\|_2 + \|\partial_t G\|_1 + \|\partial_t G\|_1 + |\partial_t^2 G|_0 + |\partial_t G|_0.
\]

(5.32)

**Proof.** Since \( u = \bar{u} + v \), by \( \mathbb{III.12} \), we have

\[
\|u(t)\|_1 \lesssim \|\bar{u}(t)\|_1 + \|v(t)\|_1 \lesssim \|\bar{u}(t)\|_1 + e^{\lambda t} (\|u(0)\|_1 + \|\partial_t u(0)\|_0 + \|\bar{u}(0)\|_1 + \|\partial_t \bar{u}(0)\|_0) + \mathcal{N}_G(t),
\]

(5.33)

where \( \mathcal{N}_G(t) \) is defined by \( \mathbb{III.12} \). We then estimate \( \mathcal{N}_G(t) \). By \( \mathbb{II.35} \), \( \mathbb{II.60} \) and \( \mathbb{II.3} \), we have

\[
\|G^1\|_0 \approx \|\partial_t G\|_1 + \|\partial_t^2 \bar{u}\|_0 + \|\partial_t \bar{u}\|_0 + \|\bar{u}\|_2 \approx \|\partial_t G\|_1 + \|\partial_t G\|_1 + \|\partial_t G\|_2 + \|\partial_t^2 G\|_0 + \|\partial_t G\|_1 + \|\partial_t G\|_1.
\]

(5.34)

and by using additionally the trace theory,

\[
|G^3|_0 \approx \|\partial_t G\|_1 + \|\partial_t^2 \bar{u}\|_0 + \|\partial_t \bar{u}\|_0 + \|\bar{u}\|_2 \approx \|\partial_t G\|_1 + \|\partial_t G\|_2 + \|\partial_t G\|_1.
\]

(5.35)

Similarly,

\[
\|\partial_t G^4\|_0 \approx \|\partial_t^2 G\|_1 + \|\partial_t G\|_1 + \|\partial_t G\|_1.
\]

(5.36)

and

\[
\|\partial_t G^3\|_0 \approx \|\partial_t G\|_1 + \|\partial_t G\|_1.
\]

(5.37)

This implies

\[
\|G^1\|_0 + \|\partial_t G^4\|_0 + |G^3|_0 + |\partial_t G^3|_0 \approx \mathcal{N}_G.
\]

(5.38)

where \( \mathcal{N}_G \) is defined by \( \mathbb{III.32} \). To save up the notations, we deduce from \( \mathbb{III.33} \) that

\[
\|u(t)\|_1 \lesssim e^{\lambda t} (\|u(0)\|_1 + \|\partial_t u(0)\|_0 + \mathcal{N}_G(0)) + \sup_{0 \leq s \leq t} \mathcal{N}_G(s) + \int_0^t e^{2\lambda(t-s)} \mathcal{N}_G(s)(\|u(s)\|_1 + \|\mathcal{N}_G(s)\|ds)
\]

(5.39)

Note that

\[
\|v\|_1 \leq \|u\|_1 + \|\bar{u}\|_1 \lesssim \|u\|_1 + \|\bar{u}\|_1 \leq \|u\|_1 + \mathcal{N}_G,
\]

(5.40)

then \( \mathbb{III.30} \) follows from \( \mathbb{III.39} \). Note that \( \mathbb{III.31} \) follows by using \( \partial_t \eta = u \) and \( \mathbb{III.30} \). \( \square \)

5.2. **Nonlinear energy estimates.** This subsection, the most technical part in the proof of Theorem 2.2, is devoted to the nonlinear energy estimates for the system \( \mathbb{III.19} \) when \( |B_3| < \mathcal{M}_c \). We recall again the structure of \( \eta \) from \( \mathbb{I.20} \), which follows from the assumption \( \mathbb{I.28} \) of \( \eta_0 \). The analysis here is similar to that of the stable regime when \( |B_3| > \mathcal{M}_c \) in Section 4. The primary difference is that we will use slightly modified versions of the energy and dissipation functionals in order to handle the fact that the internal interface makes a negative contribution to the original energy and dissipation. For the integer \( N \geq 4 \), we define the modified energy as

\[
\mathcal{E}_{2N} := \sum_{j=0}^{2N-1} \left\| \partial_t^j u \right\|_{4N-2j}^2 + \sum_{j=0}^{2N-1} \left\| \nabla \partial_t^j p \right\|_{4N-2j-2}^2 + \sum_{j=0}^{2N-1} \left\| \partial_t^j p \right\|_{2n-2j-3/2}^2 + \|\eta\|_{1,4N}^2
\]

(5.41)
and the dissipation as
\[
\mathcal{D}_{2N} := \sum_{j=0}^{2N} \left\| \frac{\partial_t^j u}{4N-j+1} \right\|_{4N-j+1}^2 + \sum_{j=0}^{2N-1} \left\| \nabla \partial_t^j p \right\|_{4N-j-1}^2 + \sum_{j=0}^{2N-1} \left\| \partial_t^j p \right\|_{4N-j-1/2}^2 + \left\| (B \cdot \nabla) \eta \right\|_{0,4N}^2.
\]
(5.42)

Note that
\[
\mathcal{E}_{2N} + \mathcal{F}_{2N} \simeq \mathcal{E}_{2N} + \mathcal{F}_{2N} \quad \text{and} \quad \mathcal{D}_{2N} + \mathcal{F}_{2N} \simeq \mathcal{D}_{2N} + \mathcal{J}_{2N} + \mathcal{F}_{2N}
\]
(5.43)

We will derive a priori estimates for solutions \((\eta, u, p)\) to \(\text{(1.19)}\) in our functional framework, i.e. for solutions satisfying \(\mathcal{E}_{2N}, \mathcal{D}_{2N}, \mathcal{F}_{2N} < \infty\). Throughout this section we will assume that \(\mathcal{E}_{2N}(t) + \mathcal{F}_{2N}(t) \leq \delta^2 \leq 1\) (5.44)
for some sufficiently small \(\delta > 0\) and for all \(t \in [0, T]\) where \(T > 0\) is given. We will implicitly allow \(\delta\) to be made smaller in each result, but we will reiterate the smallness of \(\delta\) in our main result. The main result for the case \(B_3 \neq 0\) is stated in Theorem 5.3, and the main result for the case \(B_3 = 0\) is stated in Theorem 5.10.

5.2.1. Energy evolution. In this subsection we derive energy evolution estimates for temporal and horizontal spatial derivatives by using the energy-dissipation structure of the system \((1.19)\). It follows from modified versions of those in Section 4.1 by shifting the negative interface energy onto the right hand side of the estimates. Note that the estimates derived in this subsection holds for any \(B\).

We first estimate the energy evolution of the pure temporal derivatives.

**Proposition 5.5.** It holds that
\[
\sum_{j=0}^{2N} \left( \left\| \frac{\partial_t^j u(t)}{2} \right\|_0^2 + \left\| (B \cdot \nabla) \frac{\partial_t^j \eta(t)}{2} \right\|_0^2 \right) + \int_0^t \sum_{j=0}^{2N} \left\| \frac{\partial_t^j u}{2} \right\|_1^2 \leq \mathcal{E}_{2N}(0) + \left( \mathcal{E}_{2N}(t) + \mathcal{F}_{2N}(t) \right)^{3/2} + \int_0^t \sqrt{\mathcal{E}_{2N} + \mathcal{F}_{2N}(\mathcal{D}_{2N} + \mathcal{F}_{2N})} + \int_0^t \eta_3^2.
\]
(5.45)

Proof. Following the proof of \((1.13)\) in Proposition 4.3 in light of \((5.43)\), we can deduce that for \(j = 0, \ldots, 2N\),
\[
\int_{\Omega} \left( \rho \left| \frac{\partial_t^j u(t)}{2} \right|^2 + \left| (B \cdot \nabla) \frac{\partial_t^j \eta(t)}{2} \right|^2 \right) + \int_0^t \int_{\Omega} \mu \frac{\partial_t^j u}{2}^2 \leq \mathcal{E}_{2N}(0) + \left( \mathcal{E}_{2N}(t) + \mathcal{F}_{2N}(t) \right)^{3/2} + \int_0^t \sqrt{\mathcal{E}_{2N} + \mathcal{F}_{2N}(\mathcal{D}_{2N} + \mathcal{F}_{2N})} + \int_0^t \int_{\Omega} \left[ \rho \right] g \frac{\partial_t^j \eta_3 \cdot \frac{\partial_t^j u}{2}}{2}.
\]
(5.46)

For the last term, by the trace theory and Cauchy’s inequality, we have
\[
\int_{\Sigma} \left[ \rho \right] g \frac{\partial_t^j \eta_3 \frac{\partial_t^j u}{2}}{2} \leq \left| \partial_t^j \eta_3 \right|_0 \left| \frac{\partial_t^j u}{2} \right|_0 \leq C_\varepsilon \left| \partial_t^j \eta_3 \right|_0 + \varepsilon \left| \frac{\partial_t^j u}{2} \right|_1^2
\]
(5.47)
for any \(\varepsilon > 0\). Hence, employing Korn’s inequality in together with the estimates \((5.47)\), taking \(\varepsilon\) sufficiently small, we deduce from \((5.46)\) that
\[
\left\| \frac{\partial_t^j u(t)}{2} \right\|_0^2 + \left\| (B \cdot \nabla) \frac{\partial_t^j \eta(t)}{2} \right\|_0^2 + \int_0^t \left\| \frac{\partial_t^j u}{2} \right\|_1^2 \leq \mathcal{E}_{2N}(0) + \left( \mathcal{E}_{2N}(t) + \mathcal{F}_{2N}(t) \right)^{3/2} + \int_0^t \sqrt{\mathcal{E}_{2N} + \mathcal{F}_{2N}(\mathcal{D}_{2N} + \mathcal{F}_{2N})} + \int_0^t \left| \partial_t^j \eta_3 \right|_0^2.
\]
(5.48)

Now taking \(j = 0\) in \((5.48)\), we have
\[
\|u(t)\|_0^2 + \| (B \cdot \nabla) \eta(t) \|_0^2 + \int_0^t \|u\|_1^2 \leq \mathcal{E}_{2N}(0) + \left( \mathcal{E}_{2N}(t) + \mathcal{F}_{2N}(t) \right)^{3/2} + \int_0^t \sqrt{\mathcal{E}_{2N} + \mathcal{F}_{2N}(\mathcal{D}_{2N} + \mathcal{F}_{2N})} + \int_0^t \left| \eta_3 \right|_0^2.
\]
(5.49)
For $j = 1, \ldots, 2N$, since $\partial_t \eta = u$, the trace theory shows that
\[
\left| \partial_t^j \eta \right|_0^2 = \left| \partial_t^{j-1} u \right|_0^2 \leq \left| \partial_t^{j-1} u \right|_1^2. \tag{5.50}
\]
Plugging (5.50) into (5.48), we obtain Proposition 5.6.

Hence, by chaining together (5.49) and (5.51), we get (5.45).

Next, we estimate the energy evolution of the horizontal spatial derivatives.

**Proposition 5.6.** It holds that
\[
\left\| \nabla \ast u(t) \right\|_{0,4N-1}^2 + \left\| (\vec{B} \cdot \nabla) \nabla \ast \eta(t) \right\|_{0,4N-1}^2 + \int_0^t \left\| \nabla \ast u \right\|_{1,4N-1}^2 \leq \mathcal{E}_{2N}(0) + \int_0^t \sqrt{\mathcal{E}_{2N} + \mathcal{F}_{2N}(\mathcal{D}_{2N} + \mathcal{F}_{2N})} + \int_0^t \left\| \partial_t^{j-1} u \right\|_1^2. \tag{5.52}
\]

**Proof.** Following the proof of (4.44) in Proposition 4.5, we can deduce that for $\alpha_1 + \alpha_2 \geq 1$ and $|\alpha| \leq 4N$,
\[
\int_{\Omega} \rho \left| \partial^\alpha u(t) \right|_0^2 + \left| (\vec{B} \cdot \nabla) \partial^\alpha \eta \right|_0^2 + \int_0^t \int_{\Omega} \mu \left| \nabla \partial^\alpha u \right|_0^2 \leq \mathcal{E}_{2N}(0) + \int_0^t \sqrt{\mathcal{E}_{2N} + \mathcal{F}_{2N}(\mathcal{D}_{2N} + \mathcal{F}_{2N})} + \int_0^t \int_{\Omega} \left[ \rho \right] g \partial^\alpha \eta \partial^\alpha u_3. \tag{5.53}
\]
For the last term in (5.53), by the trace theory and Cauchy’s inequality, we have
\[
\int_{\Sigma} \left[ \rho \right] g \partial^\alpha \eta \partial^\alpha u_3 \leq \left| \partial^\alpha \eta \right|_{-1/2} \left| \partial^\alpha u_3 \right|_{1/2} \leq C_\varepsilon \left| \eta_3 \right|_{4N-1/2}^2 + \varepsilon \left| \partial^\alpha u \right|_{1}^2. \tag{5.54}
\]
for any $\varepsilon > 0$. Hence, employing Korn’s inequality in together with the estimates (5.51), taking $\varepsilon$ sufficiently small, we deduce from (5.53) that
\[
\left\| \partial^\alpha u(t) \right\|_0^2 + \left\| (\vec{B} \cdot \nabla) \partial^\alpha \eta \right\|_0^2 + \int_0^t \left\| \partial^\alpha u \right\|_1^2 \leq \mathcal{E}_{2N}(0) + \int_0^t \sqrt{\mathcal{E}_{2N} + \mathcal{F}_{2N}(\mathcal{D}_{2N} + \mathcal{F}_{2N})} + \int_0^t \left| \eta_3 \right|_{4N-1/2}^2. \tag{5.55}
\]
Hence, summing over such $\alpha$, we get (5.52). 

We now estimate the energy evolution that recovers the estimates of $\eta$.

**Proposition 5.7.** It holds that
\[
\left\| \eta(t) \right\|_{1,4N}^2 + \int_0^t \left\| (\vec{B} \cdot \nabla) \eta \right\|_{0,4N}^2 \leq \mathcal{E}_{2N}(0) + \int_0^t \sqrt{\mathcal{E}_{2N} + \mathcal{F}_{2N}(\mathcal{D}_{2N} + \mathcal{F}_{2N})} + \int_0^t \left( \left\| u \right\|_{0,4N}^2 + \left| \eta_3 \right|_{4N}^2 \right). \tag{5.56}
\]
Proof. Following the proof of (4.64) in Proposition 4.7, we can deduce that for $\alpha \in \mathbb{N}^2$ so that $|\alpha| \leq 4N$,
\[
\int_\Omega \mu \|\nabla \partial^\alpha \eta(t)\|^2 + \int_0^t \int_\Omega \|\nabla \partial^\alpha \eta\|^2 
\lesssim \mathcal{E}_{2N}(0) + \int_0^t \sqrt{\mathcal{E}_{2N} + \mathcal{F}_{2N}(\mathcal{D}_{2N} + \mathcal{F}_{2N})} 
- \int_\Omega \rho \partial^\alpha u(t) \cdot \partial^\alpha \eta(t) + \int_0^t \int_\Omega \rho |\partial^\alpha u|^2 + \int_0^t \int_\Sigma [\rho] |\partial^\alpha \eta|_3^2 .
\]  

Employing Korn’s and Cauchy’s inequalities, and then summing over such $\alpha$, we obtain (5.56).

To conclude the energy evolution estimates, we define the horizontal energy
\[
\bar{\mathcal{E}}_{2N} := \sum_{j=0}^{2N} \left( \|\partial_j^t u\|_0^2 + \|\partial_j^t \eta\|_0^2 \right) + \|\nabla_x u\|_{0,4N-1}^2 + \|\partial_j^t \eta\|_{0,4N}^2 \| \mathcal{D}_{2N} := \sum_{j=0}^{2N} \left( \|\partial_j^t u\|_1^2 + \|\nabla_x u\|_{1,4N-1}^2 + \|\partial_j^t \eta\|_{0,4N}^2 \right) \right.
\]  

and the corresponding dissipation
\[
\bar{\mathcal{D}}_{2N} := \sum_{j=0}^{2N} \left( \|\partial_j^t u\|_1^2 + \|\nabla_x u\|_{1,4N-1}^2 + \|\partial_j^t \eta\|_{0,4N}^2 \right) \right.
\]

Note that 
\[
\bar{\mathcal{E}}_{2N} \simeq \mathcal{E}_{2N} \quad \text{and} \quad \bar{\mathcal{D}}_{2N} = \mathcal{D}_{2N}.
\]

We have the following.

Proposition 5.8. It holds that
\[
\bar{\mathcal{E}}_{2N}(t) + \int_0^t \bar{\mathcal{D}}_{2N} \lesssim \mathcal{E}_{2N}(0) + (\mathcal{E}_{2N}(t) + \mathcal{F}_{2N}(t))^{3/2} 
+ \int_0^t \sqrt{\mathcal{E}_{2N} + \mathcal{F}_{2N}(\mathcal{D}_{2N} + \mathcal{F}_{2N})} + \int_0^t |\eta_3|_{1,0}^2 .
\]  

Proof. A suitable linear combination of the results of Propositions 5.5, 5.7 gives the desired estimates.

5.2.2. Full energy estimates when $\bar{B}_3 \neq 0$. We now improve the energy evolution estimates to derive the energy-dissipation estimates for the case $\bar{B}_3 \neq 0$. The conclusion is the following.

Theorem 5.9. Assume $\bar{B}_3 \neq 0$. For any $\varepsilon > 0$, there exists $C_\varepsilon > 0$ so that
\[
\bar{\mathcal{E}}_{2N}(t) + \varepsilon(\mathcal{E}_{2N}(t) + \mathcal{F}_{2N}(t)) + \int_0^t \left( \mathcal{D}_{2N} + \varepsilon(\mathcal{D}_{2N} + \mathcal{F}_{2N}) \right) \leq C_\varepsilon (\mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0)) + \varepsilon \int_0^t \mathcal{E}_{2N} + C_\varepsilon \int_0^t |\eta_3|_{1,0}^2 .
\]  

Proof. Following the proof of the estimates (4.127) in Proposition 4.13, we can deduce that
\[
\mathcal{F}_{2N}(t) + \int_0^t \left( \mathcal{F}_{2N} + \mathcal{F}_{2N} \right) \lesssim \mathcal{F}_{2N}(0) + \int_0^t \left( \mathcal{E}_{2N} + \mathcal{D}_{2N} + \|\partial_t u\|_{4N-1}^2 \right. 
\]  

\[
\left. + \left( \mathcal{E}_{2N} + \mathcal{F}_{2N}(\mathcal{D}_{2N} + \mathcal{F}_{2N}) \right) \right). 
\]  

Combining (4.64) and the estimates (4.91) with $n = 2N$ in Proposition 4.10 yields that
\[
\mathcal{F}_{2N}(t) + \int_0^t \left( \mathcal{D}_{2N} + \mathcal{F}_{2N} \right) \lesssim \mathcal{F}_{2N}(0) + \int_0^t \left( \mathcal{E}_{2N} + \mathcal{D}_{2N} + \|u\|_{4N-1}^2 \right. 
\]  

\[
\left. + \left( \mathcal{E}_{2N} + \mathcal{F}_{2N}(\mathcal{D}_{2N} + \mathcal{F}_{2N}) \right) \right). 
\]
Using the Sobolev interpolation and Young’s inequality, and since $\mathcal{E}_{2N} + \mathcal{F}_{2N} \leq \delta^2$ is small, we may improve (5.64) to be

$$\mathcal{F}_{2N}(t) + \int_0^t (\mathcal{D}_{2N} + \mathcal{F}_{2N}) \lesssim \mathcal{F}_{2N}(0) + \int_0^t \left( \mathcal{E}_{2N} + \mathcal{D}_{2N} + \|u\|_0^2 \right)$$

(5.65)

By (5.65), we may deduce from the estimates (5.61) in Proposition 5.8 that

$$\mathcal{E}_{2N}(t) + \int_0^t \mathcal{D}_{2N} \lesssim \mathcal{E}_{2N}(0) + \delta(\mathcal{E}_{2N}(t) + \mathcal{F}_{2N}(t)) + \delta \left( \mathcal{F}_{2N}(0) + \int_0^t (\mathcal{E}_{2N} + \mathcal{D}_{2N}) \right) + \int_0^t |\eta_{31}|^2_{1N},$$

(5.66)

which implies

$$\mathcal{E}_{2N}(t) + \int_0^t \mathcal{D}_{2N} \lesssim \mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0) + \delta(\mathcal{E}_{2N}(t) + \mathcal{F}_{2N}(t)) + \delta \int_0^t \mathcal{E}_{2N} + \int_0^t |\eta_{31}|^2_{1N}. \quad (5.67)$$

A suitable linear combination of (5.65) and (5.67) yields that, since $|\eta_{31}|^2_{1N} \lesssim |\eta_{31}|_{1,4N} \lesssim \mathcal{E}_{2N}$,

$$\mathcal{E}_{2N}(t) + \mathcal{F}_{2N}(t) + \int_0^t (\mathcal{D}_{2N} + \mathcal{F}_{2N}) \lesssim \mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0) + \delta(\mathcal{E}_{2N}(t) + \mathcal{F}_{2N}(t)) + \int_0^t \mathcal{E}_{2N}. \quad (5.68)$$

On the other hand, by Proposition 4.10 we have

$$\mathcal{E}_{2N} \lesssim \mathcal{E}_{2N} + \mathcal{F}_{2N} + \delta(\mathcal{E}_{2N} + \mathcal{F}_{2N}),$$

(5.69)

which implies

$$\mathcal{E}_{2N} \lesssim \mathcal{E}_{2N} + \mathcal{F}_{2N}. \quad (5.70)$$

We then deduce from (5.68) that

$$\mathcal{E}_{2N}(t) + \mathcal{F}_{2N}(t) + \int_0^t (\mathcal{D}_{2N} + \mathcal{F}_{2N}) \lesssim \mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0) + \int_0^t \mathcal{E}_{2N}. \quad (5.71)$$

Consequently, (5.67) + (5.71) $\times \varepsilon$ implies that

$$\mathcal{E}_{2N}(t) + \varepsilon(\mathcal{E}_{2N}(t) + \mathcal{F}_{2N}(t)) + \int_0^t (\mathcal{D}_{2N} + \varepsilon(\mathcal{D}_{2N} + \mathcal{F}_{2N})) \lesssim \mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0) + \delta(\mathcal{E}_{2N}(t) + \mathcal{F}_{2N}(t)) + (\delta + \varepsilon) \int_0^t \mathcal{E}_{2N} + \int_0^t |\eta_{31}|^2_{1N}. \quad (5.72)$$

By the Sobolev interpolation, the trace theory and Young’s inequality, we have

$$|\eta_{31}|^2_{1N} \lesssim \varepsilon |\eta_{31}|^2_{1N+1/2} + \varepsilon^{-1} |\eta_{31}|^2_0 \lesssim \varepsilon |\eta_{31}|^2_{1,4N} + \varepsilon^{-1} |\eta_{31}|^2_0 \lesssim \varepsilon \mathcal{E}_{2N} + \varepsilon^{-1} |\eta_{31}|^2_0. \quad (5.73)$$

We can then think $\delta \ll \varepsilon$, by (5.73), to deduce from (5.72) that

$$\mathcal{E}_{2N}(t) + \varepsilon(\mathcal{E}_{2N}(t) + \mathcal{F}_{2N}(t)) + \int_0^t (\mathcal{D}_{2N} + \varepsilon(\mathcal{D}_{2N} + \mathcal{F}_{2N})) \lesssim \mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0) + \varepsilon \int_0^t \mathcal{E}_{2N} + \varepsilon^{-1} \int_0^t |\eta_{31}|^2_0. \quad (5.74)$$

Thus, (5.62) follows from (5.74).
5.2.3. Full energy estimates when $B_3 = 0$. We now improve the energy evolution estimates to derive the energy-dissipation estimates for the case $B_3 = 0$. The conclusion is the following.

**Theorem 5.10.** Assume $B_3 = 0$. For any $\varepsilon > 0$, there exist $C_\varepsilon > 0$ and an energy $\mathcal{F}_{2N}$ with $\mathcal{F}_{2N} \leq C_\varepsilon \mathcal{F}_{2N} \leq C_\varepsilon \mathcal{F}_{2N}$ such that

$$
\mathcal{E}_{2N}(t) + \mathcal{F}_{2N}(t) + \varepsilon \int_0^t \mathcal{D}_{2N} \leq C_\varepsilon (\mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0)) + \varepsilon \int_0^t (\mathcal{E}_{2N} + \mathcal{F}_{2N}) + C_\varepsilon \int_0^t |\eta|^2. 
$$

(5.75)

**Proof.** We divide the proof into several steps.

**Step 1: control $\mathcal{D}_{2N}$.**
Since $B_3 = 0$, the equations (4.39) yields

$$
\begin{cases}
-\mu \Delta u + \nabla p = -\rho \partial_t u + (\mathcal{B}_\ast \cdot \nabla u) + G^1 & \text{in } \Omega \\
\text{div } u = G^2 & \text{in } \Omega \\
\partial^j u = 0, [pI - \mu D\bar{u}] e_3 = [\rho] g_3 e_3 + G^3 & \text{on } \Sigma \\
u = 0 & \text{on } \Sigma_{m,t}.
\end{cases}
$$

(5.76)

Applying the time derivatives $\partial^j_t$, $j = 1, \ldots, 2N - 1$ to (5.76) and then applying the elliptic estimates (A.17) of Lemma A.5 with $r = 4N - 2j + 1 \geq 3$, following the proof of the estimates (1.90) in Proposition 1.9 we may deduce

$$
\sum_{j=1}^{2N} \|\partial^j_t u\|^2_{4N-2j+1} + \sum_{j=1}^{2N-1} \|\nabla \partial^j_t u\|^2_{4N-2j+1} + \sum_{j=1}^{2N-1} \|\partial^j_t p\|^2_{4N-2j-1/2} \lesssim \|u\|^2_{4N-1} + \mathcal{D}_{2N} + (\mathcal{E}_{2N} + \mathcal{F}_{2N})(\mathcal{D}_{2N} + \mathcal{F}_{2N}).
$$

(5.77)

Also, applying the elliptic estimates (A.17) of Lemma A.5 with $r = 4N - 1$ to (5.70), we obtain

$$
\|u\|^2_{4N} + \|\nabla p\|^2_{4N} + \|p\|^2_{4N} \lesssim \|\eta\|^2_{4N-1} + \|\partial_t u\|^2_{4N-1} + (\mathcal{E}_{2N} + \mathcal{F}_{2N})(\mathcal{D}_{2N} + \mathcal{F}_{2N}).
$$

(5.78)

Combining (5.77) and (5.78) yields

$$
\mathcal{D}_{2N} \lesssim \|u\|^2_{4N-1} + \|\eta\|^2_{4N-1,2} + \mathcal{D}_{2N} + (\mathcal{E}_{2N} + \mathcal{F}_{2N})(\mathcal{D}_{2N} + \mathcal{F}_{2N}),
$$

(5.79)

which implies, since $\mathcal{E}_{2N} + \mathcal{F}_{2N} \leq \delta^2$ is small,

$$
\mathcal{D}_{2N} \lesssim \|u\|^2_{4N} + \|\eta\|^2_{4N-1,2} + \mathcal{D}_{2N} + \delta^2 \mathcal{F}_{2N} \lesssim \|u\|^2_{4N-1} + \mathcal{D}_{2N} + \mathcal{F}_{2N}.
$$

(5.80)

Using the Sobolev interpolation and Young’s inequality, we may improve (5.80) to be

$$
\mathcal{D}_{2N} \lesssim \|u\|^2_{2} + \delta^2 \mathcal{D}_{2N} + \mathcal{F}_{2N} \lesssim \mathcal{D}_{2N} + \mathcal{F}_{2N}.
$$

(5.81)

**Step 2: improve the energy evolution estimates.**
It follows from the estimates (5.61) in Proposition 5.8 and (5.81) that

$$
\mathcal{E}_{2N}(t) + \int_0^t \mathcal{D}_{2N} \lesssim \mathcal{E}_{2N}(0) + \delta (\mathcal{E}_{2N}(t) + \mathcal{F}_{2N}(t)) + \delta \int_0^t (\mathcal{D}_{2N} + \mathcal{F}_{2N}) + \int_0^t |\eta|^2.
$$

(5.82)

which implies

$$
\mathcal{E}_{2N}(t) + \int_0^t \mathcal{D}_{2N} \lesssim \mathcal{E}_{2N}(0) + \delta (\mathcal{E}_{2N}(t) + \mathcal{F}_{2N}(t)) + \delta \int_0^t \mathcal{F}_{2N} + \int_0^t |\eta|^2.
$$

(5.83)

**Step 3: control $\eta$.**
Note that we can not hope to improve estimates of vertical derivatives of $\eta$ in either dissipation or energy as the non-horizontal case by employing the Stokes regularity for the quantity $(u, p)$. We will need to use mutually the Stokes system for $(u, p)$ and the equation $\partial_t \eta = u$. First, we directly obtain, by Cauchy’s inequality,

$$
\partial_t \|\eta\|^2_{1,4N} \lesssim \|\eta\|^2_{1,4N} \|u\|^2_{1,4N} \lesssim \varepsilon \|\eta\|^2_{1,4N} + \varepsilon^{-1} \mathcal{D}_{2N},
$$

(5.84)
and for \( j = 1, \ldots, 2N \),
\[
\partial_t \|\eta\|_{2j+1,4N-2j}^2 \lesssim \|u\|_{2j+1,4N-2j} \|\eta\|_{2j+1,4N-2j} \lesssim \varepsilon \|\eta\|_{2j+1,4N-2j}^2 + \varepsilon^{-1} \|u\|_{2j+1,4N-2j}^2. \tag{5.85}
\]
On the other hand, for \( j = 1, \ldots, 2N \), we apply the elliptic estimates \((A.17)\) of Lemma \((A.8)\) to find that
\[
\|u\|_{2j+1,4N-2j} + \|\nabla p\|_{2j+1,4N-2j} + \|p\|_{3N-1/2}^2 \lesssim \|\mathcal{T}_s \cdot \nabla \mathcal{A}\|_{2j+1,4N-2j} + \|\partial_t u\|_{3N-1}^2 + \|\eta\|_{2j+1/2+4N-2j}^2 + \|\mathbf{E}_{2N} + \mathcal{F}_{2N}\| (\mathcal{D}_{2N} + \mathcal{F}_{2N}) \lesssim \|\eta\|_{2j+1,4N-2(j-1)} + \|u\|_{4N-1}^2 + \mathcal{D}_{2N} + \delta^2 \mathcal{F}_{2N}.
\tag{5.86}
\]
Here in the last inequality we have used \((5.77)\) and \((5.81)\). In light of \((5.86)\), \((5.85)\) implies that
\[
\partial_t \|\eta\|_{2j+1,4N-2j} \lesssim \varepsilon \|\eta\|_{2j+1,4N-2j}^2 + \varepsilon^{-1} \|\eta\|_{2j+1,4N-2(j-1)} + \varepsilon^{-1} \left( \|u\|_{4N-1}^2 + \mathcal{D}_{2N} + \delta^2 \mathcal{F}_{2N} \right). \tag{5.87}
\]
Multiplying \((5.87)\) by \(\varepsilon^{2j}\) and summing over \( j = 1, \ldots, 2N \), we get
\[
\partial_t \sum_{j=1}^{2N} \varepsilon^{2j} \|\eta\|_{2j+1,4N-2j}^2 \lesssim \varepsilon \sum_{j=1}^{2N} \varepsilon^{2j} \|\eta\|_{2j+1,4N-2j}^2 + \sum_{j=1}^{2N} \varepsilon^{2j-1} \|\eta\|_{2j+1,4N-2(j-1)}^2 - \varepsilon \sum_{j=1}^{2N} \varepsilon^{2j} \|\eta\|_{2j+1,4N-2j}^2 + \varepsilon \sum_{j=1}^{2N} \varepsilon^{2j-1} \|\eta\|_{2j+1,4N-2(j-1)}^2 \tag{5.88}
\]
\[
+ \varepsilon^{2j} \|\eta\|_{2j+1,4N-2j}^2 + \varepsilon \left( \|u\|_{4N-1}^2 + \mathcal{D}_{2N} + \delta^2 \mathcal{F}_{2N} \right) \lesssim \varepsilon \sum_{j=0}^{2N} \varepsilon^{2j} \|\eta\|_{2j+1,4N-2j}^2 + \varepsilon \left( \|u\|_{4N-1}^2 + \mathcal{D}_{2N} + \delta^2 \mathcal{F}_{2N} \right).
\]
We now define
\[
\mathfrak{D}_{2N}^\varepsilon := \sum_{j=0}^{2N} \varepsilon^{2j} \|\eta\|_{2j+1,4N-2j}^2.
\tag{5.89}
\]
Then \((5.84)\) and \((5.88)\) yields
\[
\partial_t \mathfrak{D}_{2N}^\varepsilon \lesssim \varepsilon \mathfrak{D}_{2N}^\varepsilon + \varepsilon^{-1} \mathcal{D}_{2N} + \varepsilon \left( \|u\|_{4N-1}^2 + \delta^2 \mathcal{F}_{2N} \right). \tag{5.90}
\]
Integrating \((5.90)\) in time, by \((5.83)\), we obtain
\[
\mathfrak{D}_{2N}^\varepsilon(t) \lesssim \mathfrak{D}_{2N}^\varepsilon(0) + \varepsilon \int_0^t \mathfrak{D}_{2N}^\varepsilon + \varepsilon^{-1} \mathfrak{E}_{2N} + \varepsilon \int_0^t \mathfrak{E}_{2N} + \varepsilon^{-1} \int_0^t \|\eta\|_{4N}^2 + \varepsilon \int_0^t \|u\|_{4N-1}^2.
\tag{5.91}
\]
**Step 4: control \(\mathfrak{E}_{2N}\).**
By Proposition \((4.10)\) we have
\[
\mathfrak{E}_{2N} \lesssim \mathfrak{E}_{2N} + \mathcal{F}_{2N} + \delta (\mathfrak{E}_{2N} + \mathcal{F}_{2N}),
\tag{5.92}
\]
which implies
\[
\mathfrak{E}_{2N} \lesssim \mathfrak{E}_{2N} + \mathcal{F}_{2N}.
\tag{5.93}
\]
**Step 5: chaining estimates.**
Summing up (5.88) and (5.91), by (5.93) and noting that \( F_{2N} \leq \varepsilon^{-4N} \tilde{F}_{2N} \), we deduce that

\[
\tilde{F}_{2N}(t) + \varepsilon^4 E_{2N}(t) + \tilde{E}_{2N}(t) + \int_0^t \mathcal{D}_{2N} \\
\lesssim \tilde{F}_{2N}(0) + \varepsilon \int_0^t \tilde{F}_{2N} + \varepsilon^{-1} E_{2N}(0) + \varepsilon \int_0^t \frac{\delta}{\varepsilon^{4N+1}} \left( \tilde{F}_{2N}(t) + \varepsilon^4 E_{2N}(t) \right) + \varepsilon^{-1} \int_0^t \eta_{3N}^2 + \varepsilon \int_0^t \|u\|_{4N-1}^2.
\]

We can think \( \delta \leq \varepsilon^{4N+2} \) and hence (5.94) reduces to

\[
\tilde{F}_{2N}(t) + \varepsilon^4 E_{2N}(t) + \tilde{E}_{2N}(t) + \int_0^t \mathcal{D}_{2N} \\
\lesssim \tilde{F}_{2N}(0) + \varepsilon^{-1} E_{2N}(0) + \varepsilon \int_0^t \tilde{F}_{2N} + \varepsilon^{-1} \int_0^t \eta_{3N}^2 + \varepsilon \int_0^t \|u\|_{4N-1}^2.
\]

Using the Sobolev interpolation and Young’s inequality, we have

\[
\|u\|_{4N-1}^2 \lesssim \varepsilon^{4N} \|u\|_{4N}^2 + \varepsilon^{-4N} \|u\|_{4N}^2 \lesssim \varepsilon^{4N} E_{2N} + \varepsilon^{-4N} \tilde{D}_{2N}.
\]

We may then improve (5.95) to be, by using (5.88) again,

\[
\tilde{F}_{2N}(t) + \varepsilon^4 E_{2N}(t) + \tilde{E}_{2N}(t) + \int_0^t \mathcal{D}_{2N} \\
\lesssim \tilde{F}_{2N}(0) + \varepsilon^{-1} E_{2N}(0) + \varepsilon \int_0^t \left( \tilde{F}_{2N} + \varepsilon^4 E_{2N} \right) + \varepsilon^{-1} \int_0^t \eta_{3N}^2 + \varepsilon^{-1} \int_0^t \mathcal{D}_{2N} \\
\lesssim \tilde{F}_{2N}(0) + \varepsilon^{-1} E_{2N}(0) + \varepsilon \int_0^t \tilde{F}_{2N} + \varepsilon^{-1} \int_0^t \mathcal{D}_{2N} \\
+ \frac{\delta}{\varepsilon^{8N-1}} \left( \tilde{F}_{2N}(t) + \varepsilon^4 E_{2N}(t) \right) + \frac{\delta}{\varepsilon^{8N-1}} \int_0^t \tilde{F}_{2N} + \varepsilon^{-1} \int_0^t \eta_{3N}^2.
\]

We can think further \( \delta \leq \varepsilon^{8N} \) and hence (5.95) reduces to

\[
\tilde{F}_{2N}(t) + \varepsilon^4 E_{2N}(t) + \tilde{E}_{2N}(t) + \int_0^t \mathcal{D}_{2N} \\
\lesssim \tilde{F}_{2N}(0) + \varepsilon^{-1} E_{2N}(0) + \varepsilon \int_0^t \left( \tilde{F}_{2N} + \varepsilon^4 E_{2N} \right) + \varepsilon^{-1} \int_0^t \eta_{3N}^2.
\]

By the Sobolev interpolation, the trace theory and Young’s inequality, we have

\[
\eta_{3N}^2 \leq \varepsilon^{-8N} \eta_{30}^2 + \varepsilon^{8N} \|\eta_{3N}^2\|_{4N+1}^2 \\
\leq \varepsilon^{-8N} \eta_{30}^2 + \varepsilon^{8N} \|\eta_{3N}^2\|_{4N+1}^2 \leq \varepsilon^{-8N} \eta_{30}^2 + \varepsilon^{4N} \tilde{F}_{2N}.
\]

Hence, we deduce from (5.98) that

\[
\tilde{F}_{2N}(t) + \varepsilon^4 E_{2N}(t) + \tilde{E}_{2N}(t) + \int_0^t \mathcal{D}_{2N} \\
\lesssim \tilde{F}_{2N}(0) + \varepsilon^{-1} E_{2N}(0) + \varepsilon \int_0^t \left( \tilde{F}_{2N} + \varepsilon^4 E_{2N} \right) + \varepsilon^{-1} \int_0^t \mathcal{D}_{2N}.
\]

Defining \( F_{2N} := \varepsilon^{-4N} \tilde{F}_{2N}(t) \), we know that \( F_{2N} \leq F_{2N} \leq C_F F_{2N} \) and we deduce (5.75) from (5.100) by using (5.81) again. \( \square \)

5.3. **Bootstrap argument.** In this subsection, we will combine the estimates derived in the previous sections to prove Theorem 2.2 by employing the Guo-Strauss bootstrap argument [7].

For notational convenience, we denote

\[
U := (\eta, u, p),
\]

(5.101)
and we define the triple norm \( \| \cdot \|_{00} \) by
\[
\| U \|_{00} := \sqrt{\mathcal{E}_2 + F_2} \approx \sqrt{\mathcal{E}_2 + F_2}
\] (5.102)
for an integer \( N \geq 4 \).

We now restate the main results of the previous sections in our new notation.

**Proposition 5.11.** Assume \( |B_3| < \mathcal{M}_c \). Let the norm \( \| \cdot \|_{00} \) be given by (5.102). Then we have the following.

1. There is a growing mode \( U^* := (\eta^*, u^*, p^*) \) satisfying \( |\eta^*|_0 = 1 \), \( \| U^* \|_{00} = C_1 < \infty \), and \( e^{M^*} U^* \) is the solution to (3.1).

2. Suppose that \( U(t) \) is the solution to (1.19). There exists \( C_2 > 0 \) so that for any \( t > 0 \),
\[
|\eta_3(t) - i e^{\lambda t} \eta_3^*|_0^2 \leq C_2 e^{M^*} \left( \| U(0) - iU^* \|_{00} + \| U(0) \|_{00}^2 \right) + C_2 \int_0^t \sup_{0 \leq s \leq \tau} \| U(s) \|_{00}^2 \, d\tau \]
\[
+ C_2 \int_0^t \sqrt{\int_0^\tau e^{2\lambda (\tau-s)} \| U(s) \|_{00}^2 \left( \| U(s) - i e^{\lambda s} U^* \|_{00} + \| U(s) \|_{00}^2 \right) ds} \, d\tau.
\] (5.103)

3. Suppose that \( U(t) \) is the solution to (1.19). There exists a small constant \( \delta > 0 \) such that if \( \| U(t) \|_{00} \leq \delta \) for all \( t \in [0, T] \), then there exists \( C_\delta > 0 \) so that the following inequality holds for \( t \in [0, T] \):
\[
\| U(t) \|_{00}^2 \leq C_\delta \| U(0) \|_{00}^2 + \lambda \int_0^t \| U(s) \|_{00}^2 \, ds + C_\delta \int_0^t |\eta(s)|_0^2 \, ds.
\] (5.104)

**Proof.** Statement (1) follows from Theorem 5.11.

We next prove Statement (2) by using Theorem 5.3. We observe that \( U(t) - i e^{\lambda t} U^* \) solves the problem (6.1) with initial data \( U(0) - iU^* \) and the force terms \( G^i \) given by (4.36)–(4.38). Then Statement (2) follows from (5.31) by noticing that \( \eta_G \lesssim \| U \|_{00}^2 \).

We now prove Statement (3). For the case \( B_3 \neq 0 \), taking \( \varepsilon = \lambda \) in the estimate (5.62) of Theorem 5.9 since \( \| U \|_{00} \approx \mathcal{E}_2 + \lambda (\mathcal{E}_2 + F_2) \), we obtain (5.104); for the case \( B_3 = 0 \), taking \( \varepsilon = \lambda \) in the estimate (5.75) of Theorem 5.10 since \( \| U \|_{00} \approx \mathcal{E}_2 + F_2 \), we obtain (5.104).

We now construct a curve of small initial data that satisfy the compatibility conditions for the nonlinear problem (1.19), which are close to the linear growing mode in Proposition 5.11. Moreover, the initial data satisfy the structure condition (2.8), which was used in the derivation of the nonlinear energy estimates.

**Proposition 5.12.** Let \( U^* \) be the linear growing mode stated in Proposition 5.11. Then there exists a number \( \eta_0 > 0 \) and a family of initial data
\[
U_0^\varepsilon = iU^* + \varepsilon^2 \tilde{U}(\varepsilon)
\] (5.105)
for \( \varepsilon \in [0, \eta_0) \) so that the followings hold.

1. \( U_0^\varepsilon \) satisfy the nonlinear compatibility conditions required for a solution to the nonlinear problem (1.19) to exist in the norm \( \| \cdot \|_{00} \). Moreover, \( \eta_0^\varepsilon \) satisfy (2.8).

2. There exist \( C_3, C_4 > 0 \) independent of \( \varepsilon \) so that
\[
\| \tilde{U}(\varepsilon) \|_{00} \leq C_3
\] (5.106)
and
\[
\| U_0^\varepsilon \|_{00}^2 \leq C_4 \varepsilon^2.
\] (5.107)

**Proof.** Note that the nonlinear problem is slightly perturbed from the linearized problem and so their compatibility conditions for the small initial data should be close to each other. On the other hand, by (3.5), the structure condition (2.8) for the nonlinear problem is also close to the divergence free condition that is satisfied by the linear growing mode. We may employ the abstract argument before Lemma 5.5 of [17] that uses the implicit function theorem to have our conclusion. □
With Propositions 5.11 and 5.12 in hand, we can now present the

Proof of Theorem 2.4. Recall the notation (5.101). First, we restrict to $0 < \iota < \iota_0 \leq \theta_0$, where $\iota_0$ is as small as in Proposition 5.12 and the value of $\theta_0$ is sufficiently small to be determined later. For $0 < \iota \leq \iota_0$, we let $U_0^\iota$ be the initial data given in Proposition 5.12. By further restricting $\iota$ the local well-posedness allows us find $U^\iota(t)$, solutions to (1.19) with

$$U_{1=0}^\iota = U_0^\iota = iU^* + i^2 \hat{U} (\iota).$$

(5.108)

Fix $\delta > 0$ as small as in Proposition 5.11 and let $C_\delta > 0$ be the constant appearing in Proposition 5.11 for this fixed choice of $\delta$. We then define $\delta = \min \{ \delta, \frac{1}{2C_\delta} \}$. Denote

$$T^* = \sup \left\{ s : \|U^*(t)\|_0 \leq \delta, \text{ for } 0 \leq t \leq s \right\}$$

(5.109)

and

$$T^{**} = \sup \left\{ s : |\eta^* (t)|_0 \leq 2\iota e^{\lambda t}, \text{ for } 0 \leq t \leq s \right\}.$$  

(5.110)

With $\iota_0$ small enough, (5.107) and the local well-posedness guarantee that $T^*$ and $T^{**} > 0$. Recall that $T^*$ is defined by (2.11). Then for all $t \leq \min \{ T^*, T^*, T^{**} \}$, we deduce from the estimate (5.104) of Proposition 5.11 the definitions of $T^*$ and $T^{**}$, and (5.107) that

$$\|U^*(t)\|_0^2 \leq C_\delta \|U_0^\iota\|_{00}^2 + \lambda \int_0^t \|U^*(s)\|_{00}^2 ds + C_\delta \int_0^t |\eta^* (s)|_0^2 ds$$

$$\leq \lambda \int_0^t \|U^*(s)\|_{00}^2 ds + C_\delta \lambda t^2 + \frac{C_\delta (2\iota)^2}{2\lambda} e^{2\lambda t}$$

(5.111)

for some constant $C_5 > 0$ independent of $\iota$. We may view (5.111) as a differential inequality. Then Gronwall’s theorem implies that

$$\|U^*(t)\|_0^2 \leq C_5 \iota^2 e^{2\lambda t} + C_5 \iota^2 e^{2\lambda t} \int_0^t \lambda e^{\lambda s} ds$$

$$\leq C_5 \iota^2 e^{2\lambda t} + C_5 \iota^2 e^{2\lambda t} = 2C_5 \iota^2 e^{2\lambda t}.$$  

(5.112)

We then deduce from the estimates (5.103) of Proposition 5.11 and (5.112) that

$$|\eta^*_\delta (t) - i e^{\lambda t} \eta^*_\delta |_0 \leq C_2 e^{\lambda t} \left( \|2^2 U (\iota)\|_0 + \|U^* (0)\|_{00}^2 + C_2 \int_0^t \|U^*(s)\|_{00}^2 ds \right.$$

$$+ C_2 \int_0^t \int_0^t e^{2\lambda (\tau - s)} \|U^*(s)\|_{00}^2 (\|U^*(s) - i e^{\lambda s} U^*\|_{00} + \|U^*(s)\|_{00}^2) ds d\tau$$

$$\leq C_2 e^{\lambda t} (C_3 \iota^2 + C_4 \iota^2) + C_2 \int_0^t \|U^*(s)\|_{00}^2 ds$$

$$+ C_2 \int_0^t \int_0^t e^{2\lambda (\tau - s)} 2C_5 \iota^2 e^{2\lambda s} (\sqrt{2C_5} \iota e^{\lambda s} + C_4 \iota e^{\lambda s} + 2C_5 \iota^2 e^{2\lambda s}) ds d\tau$$

$$\leq C_6 \iota^2 e^{\lambda t} + C_6 \iota^2 e^{2\lambda t} + C_6 \iota^2 e^{2\lambda t} + C_6 \iota^2 e^{2\lambda t}$$

$$\leq 3C_6 \iota^2 e^{2\lambda t} + C_6 \iota^2 e^{2\lambda t}.$$  

(5.113)

Now we claim that

$$T^* = \min \{ T^*, T^*, T^{**} \}$$

(5.114)

by fixing $\theta_0$ small enough, namely, setting

$$\theta_0 = \min \left\{ \frac{\delta}{2\sqrt{2C_5}}, \frac{1}{12C_5}, \frac{1}{16C_6} \right\}.$$  

(5.115)
Indeed, if $T^* = \min\{T^*, T^{**}, T^{***}\}$, then by (5.112), we have
\[
\|U'(T^*)\|_0 \leq \sqrt{2C_5 t e^{\lambda T^*}} \leq \sqrt{2C_5 t e^{\lambda T^*}} = \sqrt{2C_5\theta_0} \leq \frac{\delta}{2} < \delta, \tag{5.116}
\]
which contradicts to the definition of $T^*$. If $T^{**} = \min\{T^*, T^{***}\}$, then by (5.113), we have
\[
|\eta_3(T^{**})|_0 \leq e^{\lambda T^*} |\eta_3^*|_0 + |\eta_3(T^{**}) - e^{\lambda T^*} \eta_3^*|_0 \leq e^{\lambda T^*} |\eta_3^*|_0 + 2C_6 t e^{2\lambda T^*} + C_6 t e^{\frac{3}{2}\lambda M} \tag{5.117}
\]
which contradicts to the definition of $T^{**}$. Hence (5.114) must hold, proving the claim.

Now we use (5.113) again to find that
\[
|\eta_3(T^*)|_0 \geq e^{\lambda T^*} |\eta_3^*|_0 - |\eta_3(T^*) - e^{\lambda T^*} \eta_3^*|_0 \geq e^{\lambda T^*} - 3C_6 t e^{2\lambda T^*} - C_6 t e^{\frac{3}{2}\lambda M} \geq \theta_0 - 3C_6 \theta_0^2 - C_6 \theta_0^3 \geq \frac{\theta_0}{2}. \tag{5.118}
\]
This completes the proof of Theorem 2.2.

APPENDIX A. ANALYTIC TOOLS

A.1. Analytic inequalities. We will need some estimates of the product of functions in Sobolev spaces.

**Lemma A.1.** Let $U$ denote a domain either of the form $\Omega_\pm$ or of the form $\Sigma$.

1. Let $0 \leq r \leq s_1 \leq s_2$ be such that $s_1 > n/2$. Let $f \in H^{s_1}(U)$, $g \in H^{s_2}(U)$. Then $fg \in H^r(U)$ and
\[
\|fg\|_{H^r} \lesssim \|f\|_{H^{s_1}} \|g\|_{H^{s_2}}. \tag{A.1}
\]
2. Let $0 \leq r \leq s_1 \leq s_2$ be such that $s_2 > r + n/2$. Let $f \in H^{s_1}(U)$, $g \in H^{s_2}(U)$. Then $fg \in H^r(U)$ and
\[
\|fg\|_{H^r} \lesssim \|f\|_{H^{s_1}} \|g\|_{H^{s_2}}. \tag{A.2}
\]

**Proof.** These results are standard and may be derived, for example, by use of the Fourier characterization of the $H^s$ spaces and extensions. □

We will need the following version of Korn’s inequality.

**Lemma A.2.** It holds that for all $w \in H^1_0(\Omega)$,
\[
\|w\|_1 \lesssim \|\nabla w\|_0. \tag{A.3}
\]

**Proof.** See Lemma 2.7 of [1]. □

The following provides the $H^{-1/2}(\Sigma)$ boundary estimates of $w$ knowing $w, \text{div } w \in L^2(\Omega)$.

**Lemma A.3.** If $w, \text{div } w \in L^2(\Omega)$, then
\[
|w|_{-1/2} \lesssim \|w\|_0 + \|\text{div } w\|_0. \tag{A.4}
\]

**Proof.** These result is classical [30] and can be derived by use of the duality and extension. □

We have the following Poincaré type inequality.

**Lemma A.4.** For any constant vector $\bar{B} \in \mathbb{R}^3$ with $\bar{B}_3 \neq 0$, it holds that for all $w \in H^1_0(\Omega)$,
\[
\|w\|_0^2 \leq \frac{m^2 + \ell^2}{B_3^2} \|(\bar{B} \cdot \nabla)w\|_0^2. \tag{A.5}
\]
Proof. For any $w \in H^1_0(\Omega)$, by the fundamental theory of calculus and the Cauchy-Schwartz inequality, since $\bar{B}_3 \neq 0$, we deduce that for any $x = (x_*, x_3) \in \Omega_+$,

$$w(x_*, x_3) = w\left(x_* + \frac{\ell - x_3}{B_3} \bar{B}_3, \ell\right) - \int_0^{\frac{\ell - x_3}{B_3}} \frac{d}{ds} \left(w(x_* + s\bar{B}_s, s\bar{B}_3)\right) ds$$

$$= - \int_0^{\frac{\ell - x_3}{B_3}} (\bar{B} \cdot \nabla)w(x_* + s\bar{B}_s, s\bar{B}_3) ds$$

$$\leq \left(\frac{\ell - x_3}{B_3}\right)^{\frac{1}{2}} \left(\int_0^{\frac{\ell - x_3}{B_3}} |(\bar{B} \cdot \nabla)w(x_* + s\bar{B}_s, s\bar{B}_3)|^2 ds\right)^{\frac{1}{2}}$$

$$\leq \left(\frac{\ell}{B_3}\right)^{\frac{1}{2}} \left(\int_0^{\frac{\ell}{B_3}} |(\bar{B} \cdot \nabla)w(x_* + s\bar{B}_s, s\bar{B}_3)|^2 ds\right)^{\frac{1}{2}}.$$

By taking the square of (A.6) and then integrating over $x_* \in \mathbb{R}^2$, using the Fubini theorem and the change of variables, we have

$$\int_{\mathbb{R}^2} w^2(x_*, x_3) dx_* \leq \frac{\ell^2}{B_3} \int_{\mathbb{R}^2} \int_0^{\frac{\ell - x_3}{B_3}} |(\bar{B} \cdot \nabla)w(x_* + s\bar{B}_s, s\bar{B}_3)|^2 ds$$

$$= \frac{\ell}{B_3} \int_0^{\frac{\ell}{B_3}} \int_{\mathbb{R}^2} |(\bar{B} \cdot \nabla)w(x_* + s\bar{B}_s, s\bar{B}_3)|^2 ds$$

$$= \frac{\ell}{B_3} \int_0^{\frac{\ell}{B_3}} \int_{\mathbb{R}^2} |(\bar{B} \cdot \nabla)w(x_* + s\bar{B}_s, s\bar{B}_3)|^2 ds dx_* = \frac{\ell}{B_3} \int_{\Omega_+} |(\bar{B} \cdot \nabla)w|^2.$$

Integrating (A.7) in $x_3$ over $(0, \ell)$ yields

$$\int_{\Omega_+} w^2 \leq \frac{\ell}{B_3} \int_{\Omega_+} |(\bar{B} \cdot \nabla)w|^2.$$

Similarly, we have

$$\int_{\Omega_-} w^2 \leq \frac{m_2}{B_3} \int_{\Omega_-} |(\bar{B} \cdot \nabla)w|^2.$$

Combining these two shows (A.5). □

We have the following trace estimates.

Lemma A.5. For any constant vector $\bar{B} \in \mathbb{R}^3$ with $\bar{B}_3 \neq 0$, it holds that for all $w \in H^1_0(\Omega)$,

$$|w|_0 \lesssim \frac{1}{\sqrt{|B_3|}} \|(\bar{B} \cdot \nabla)w\|_0^{1/2} \|w\|_0^{1/2}.$$

Proof. Note that for any $w \in H^1_0(\Omega)$, since $\bar{B}_3 \neq 0$, we deduce that for any $x_* \in \mathbb{R}^2$,

$$w^2(x_*, 0) = w^2\left(x_* + \frac{\ell - x_3}{B_3} \bar{B}_3, \ell\right) - \int_0^{\frac{\ell - x_3}{B_3}} \frac{d}{ds} \left(w^2(x_* + s\bar{B}_s, s\bar{B}_3)\right) ds$$

$$= -2 \int_0^{\frac{\ell - x_3}{B_3}} ((\bar{B} \cdot \nabla)ww)(x_* + s\bar{B}_s, s\bar{B}_3) ds$$

$$\lesssim \left(\int_0^{\frac{\ell}{B_3}} |(\bar{B} \cdot \nabla)w(x_* + s\bar{B}_s, s\bar{B}_3)|^2 ds\right)^{\frac{1}{2}} \left(\int_0^{\frac{\ell}{B_3}} |w(x_* + s\bar{B}_s, s\bar{B}_3)|^2 ds\right)^{\frac{1}{2}}.$$

The estimates (A.10) follows by integrating (A.11) over $x_* \in \mathbb{R}^2$, using the Cauchy-Schwarz inequality and then employing the change of variables as in Lemma A.4. □

Remark A.6. It follows similarly as Lemma A.7 that for all $w \in H^1(\Omega)$,

$$|w|_0 \lesssim \|w\|_0^{1/2} \|w\|_1^{1/2}.$$

(A.12)
A.2. Stokes regularity. Let $U$ denote a domain of the form $\Omega_\pm$. We first recall the classical regularity theory for the one-phase Stokes system with Dirichlet boundary conditions:

$$
\begin{cases}
-\mu \Delta u + \nabla p = f & \text{in } U \\
\text{div } u = g & \text{in } U \\
u = h & \text{on } \partial U.
\end{cases}
$$

(A.13)

**Lemma A.7.** Let $r \geq 2$. If $f \in H^{r-2}(U)$, $g \in H^{r-1}(U)$ and $h \in H^{r-1/2}(\partial U)$ be given such that

$$
\int_U g = \int_{\partial U} h \cdot \nu,
$$

(A.14)

where $\nu$ is the outer-normal to $\partial U$, then there exists unique $u \in H^r(U), \nabla p \in H^{r-2}(U)$ solving (A.13). Moreover,

$$
\|u\|_r + \|\nabla p\|_{r-2} \lesssim \|f\|_{r-2} + \|g\|_{r-1} + \|h\|_{r-1/2}.
$$

(A.15)

**Proof.** See [21, 30].

Now considering the two-phase stationary Stokes problem

$$
\begin{cases}
-\mu \Delta u + \nabla p = F^1 & \text{in } \Omega \\
\text{div } u = F^2 & \text{in } \Omega \\
[u] = 0, \quad [(pI - \mu \nabla u)e_3] = F^3 & \text{on } \Sigma \\
u = 0 & \text{on } \Sigma_{m,\ell},
\end{cases}
$$

(A.16)

we have the following elliptic regularity theory.

**Lemma A.8.** Let $r \geq 2$. If $F^1 \in H^{r-2}(\Omega)$, $F^2 \in H^{r-1}(\Omega)$ and $F^3 \in H^{r-3/2}(\Sigma)$, then there exists unique $u \in H^r(\Omega), \nabla p \in H^{r-2}(\Omega)$ (and $[p] \in H^{r-3/2}(\Sigma)$) solving (A.16). Moreover,

$$
\|u\|_r + \|\nabla p\|_{r-2} + \|[p]\|_{r-3/2} \lesssim \|F^1\|_{r-2} + \|F^2\|_{r-1} + \|F^3\|_{r-3/2}.
$$

(A.17)

**Proof.** It follows by using first the flatness of the interface $\Sigma$ to get the estimates of $u$ on $\Sigma$ and then applying Lemma A.7 to $\Omega_\pm$, respectively. We may refer to Theorem 3.1 of [33] for a proof with slight modifications.

A.3. Lemmas related to pressure. The following lemma allows us to adjust the divergence of the velocity to avoid estimating the pressure term.

**Lemma A.9.** Let $r \geq 1$. If $p \in H^{r-1}(\Omega)$ satisfies $\int_{\Omega} p = 0$, then there exists $v \in H^1_0(\Omega) \cap H^r(\Omega)$ so that $\text{div } v = p$ in $\Omega$ and

$$
\|v\|_r \lesssim \|p\|_{r-1}.
$$

(A.18)

**Proof.** For $r = 1$, the result is classical [21, 30, 27]; for $r \geq 2$, we may refer to Lemma 3.2 of [33] for a proof with slight modifications.

The following lemma allows us to introduce the pressure as a Lagrange multiplier.

**Lemma A.10.** If $\Lambda \in (H^1_0(\Omega))^* \text{ is such that } \Lambda(\varphi) = 0 \text{ for all } \varphi \in H^1_0(\Omega)$, then there exists a unique $p \in L^2_{\text{loc}}(\Omega)$ (up to constants) so that

$$
\int_{\Omega} p \text{div } \varphi = \Lambda(\varphi) \text{ for all } \varphi \in H^1_0(\Omega).
$$

(A.19)

**Proof.** See [21, 30, 27].
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