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Abstract: Numerous Intrusion detection techniques are used to find the anomalies that depend on the accuracy, detection rate etc. The purpose of the system is to detect the anomalies based on the given dataset thereby improving the accuracy. A CWS IDS is proposed to find the anomalies in the network, that combines machine learning techniques autoencoder and support vector machine for feature extraction and classification. This is evaluated on the training and testing datasets of NSL KDD dataset that accomplishes well in terms of reduction rate and precision. By combining autoencoder and support vector machine for finding the anomalies, the performance metrics of the system is improved. The system is related with single SVM and Random forest classifier. The performance measures such as precision, recall, accuracy and F-measure is evaluated with the SVM, random forest, and CWS IDS for training data and test data. Thereby the recognition rate is enhanced and both false positives, false negatives are lesser.
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I. INTRODUCTION

Due to the extensive use of network information, Intrusion Detection has turned out to be a network security challenge. The primary assignment of Intrusion Detection is to perceive the unseen attacks in the network or a system. Intrusion Detection System can exploit anomaly detection technique or signature detection technique which finds novel attacks and known attacks respectively. Signature intrusion detection techniques identify attacks on the source of rules that are already defined in the network so it is practical to distinguish only recognized attacks in the network. In complex intrusion detection system standard behavior of the traffic is studied, if any traffic which deviates the normal pattern is defined as intrusion. As novel attacks can be found using anomaly detection techniques it is highly advantageous than signature based intrusion detection techniques. Intrusion Detection algorithms can be applied for both network and a system. According to anomaly detection technique the network stream of traffic that violates from regular activities pattern is categorized as intrusion. The process of anomaly detection includes classifying the features of abnormal traffic using any of the modern wide techniques. Many methodologies are used to categorize the attack by feature selection using machine learning and fuzzy logic.

II. RELATED WORK

Nathan Shone et al [2] offers novel deep learning methodology for interruption detection that compromises deep learning classification demonstrate built utilizing stacked NDAEs. This has been employed in graphics processing unit (GPU)-enabled Tensor Flow assessed spending the standard KDD Cup ’99 and NSL-KDD datasets. They also calculated the training time necessary for stacked NDAEs. This has been employed in graphics processing unit (GPU)-enabled Tensor Flow assessed spending the standard KDD Cup ’99 and NSL-KDD datasets. They also calculated the training time necessary for stacked NDAEs model, moreover a DBN model to investigate the KDD ’99 dataset which provides great stages of accuracy.

I. Ahmad et al[1] analyzed the well-known machine learning techniques viz. support vector mechanism and extreme learning machine. The dataset NSL and data mining datasets are taken for the assessment of interruption detection mechanism. In their analysis result it’s concluded that ELM is more precise than RF, SVM on complete data samples and SVM more precise on partial samples, besides in quarter dataset SVM is better.
M. Al-Qafet et al. [4] proposed a IDS technique using self-taught learning (STL) which is an active deep learning technology for feature learning and dimensionality. This is made using the scan auto encoder device that is a good learning method for restructuring a novel feature illustration in an unsupervised manner. The paper presently enhances SVM categorization accurateness and faster training and testing times. Moreover it reveals upright calculations in two-category and five-category classification. A higher precision rate in five-category classification is achieved in this approach when compared to other shallow classification means like J48, Naive Bayesian, RF, and SVM.

C. Xu et al. [5] introduced a deep learning speculation for IDS that uses feature extraction that develop a deep learning model. He proposed intrusion detection that comprises of a discontinuous neural system with gated recurrent units (GRU), multilayer perceptron (MLP), softmaxmodule. The research was prepared on both KDD dataset and NSL-KDD data sets. This paper concluded that the outcome of BGRU and MLP together for the KDD 99 and the NSL-KDD datasets is better.

Naseer et al. [6] investigated suitable approach for anomaly based IDS created on various deep neural networks such as convolutional neural systems, auto encoders, and periodic neural systems. These were skilled on NSLKDD dataset and estimated on NSLKDDTest+ and NSLKDDTest21 and performed on a GPU-based test bed using keras with theano back end. In this, evaluations were done using organization metrics viz. recipient working attribute, area under curve, precision-recall curve, mean average precision and accuracy of classification for deep as well as conventional machine learning techniques.

M.H. Ali et al. [7] introduced an established knowledge model for fast learning network (FLN) supported particle swarm optimization (PSO) is planned. This is functional to the matter of detecting an intruder and valid supported the eminent dataset KDD99. The established system is correlated against a good vary of meta heuristic systems to tutor extreme learning system as well as FLN classifier. PSO-FLN has beaten different learning approaches within the testing accuracy of the training. Much differentiation has been accomplished with a special variety of neurons within the unseen layer of FLN, and therefore the unique ELM that improve the FLN guidelines to boost the IDS accurateness in the work projected many rules like Genetic Algorithm, Harmony Search improvement (HSO) [15]. P. Tao et al. [8] proposes a new genetic procedure based on the features of SVM and GA algorithm known as FWP-SVM-genetic algorithm. This method lessens the SVM error rate by using a feature selection strategy of genetic algorithm with amending the fitness algorithm. The characteristic weights and constraints of SVM are optimized simultaneously, allowing to optimal feature subset. The outcome of this paper describes escalation in correct positive rate and decline the error speed.

Q. Zhang et al. [9] used kernel-based fuzzy – rough set for validating IDS and assessed using KDD 99 dataset. These fuzzy classifiers can work with the inaccuracy and vagueness of discrete, noise data thereby it performs well concerning reduction impact and precision. The feature selection methods have been typically used laterally with classifiers for network interruption recognition,

AL-JARRAH et al. [14] presented a multiple randomized meta-learning technique called T-IDS that rely on data partitioned learning model. Due to the precision and less training time on botnet dataset, this technique is more advantageous that other machine learning techniques such as random tree, C4.5 and sequential minimal optimization. Moreover different techniques are used to detect botnet intrusions namely Voronoi clustering-based data segregating techniques and innovative feature ranking.

H. Peng et al. [10] used better feature selection, FACO procedure merging an algorithm named ant colony optimization algorithm with feature collection. FACO is implemented for betterment cataloging of different classifiers. This optimization algorithm is a simulation optimization algorithm that builds a comprehensive directed graph over n features, mimics the scavenging behavior of ants. Additionally the redundant features are designated thereby reducing the time hurdles of classification algorithms and enlarge the precision of traffic allotment.

Development in the path transfer possibility mode of ant colony is done. In the interim, the two phase pheromone stimulating guideline was applied to add pheromones to preserve the calculation from falling into a neighborhood ideal prematurely.

Z. Wang et al. [12] complete paper evaluates various algorithms of intrusion detection domain that use deep learning strategies and identified diverse component use designs for the assault algorithms. The study suggests that the most usually utilized highlights demonstrate its more contributed to the exposure of the intense knowledge established intrusion detection and accordingly they justify added consideration. Moreover it provides better security in the identification along with barrier endeavors.

NISIOTI et al. [11] gives a complete revie of unsupervised and hybrid strategies for interruption identification, examining their potential in the space. This present and feature the significance of highlight building methods and also confer current IDSs ought to advance from basic location to relationship and attribution. Advanced data analytics techniques can be used to recreate and associate attacks to recognize attackers. This paper also proposed three new modules concerning the outbound network communication. PCA method, allow to convert a large dataset into a novel, minor and uncorrelated for feature selection and dim

III. PROPOSED WORK

The proposed system designed to combine the supervised and unsupervised learning algorithms for improving the accuracy and performance system. This model consists of different phases such as dataset, preprocessing, feature extraction, classification, and detection evaluation. The system is portrayed in the fig.1 with diverse stages and the flow of each point to the other is also illustrated.
that the derivative of the hidden layer is little in accordance to the input. ie, if there is small change in the input, analogous encoded state should be conserved. Fig. 2 shows that similar inputs are contracted to a constant output within a neighborhood, based on what the model observed during training [19].

**Fig. 2 Slope of ContAE**

**D. Classification**

Support Vector Machine (SVM) is for classifying according to binary or multi classification to separate from group of optimistic instance from a group of harmful instances. This is done by a hyperplane that isolates its training data hence the distance between the hyperplane and the neighboring point from each session is exploited. SVM determine which class the datapoint fits to. Structural risk minimization rules are followed which solves regression and classification task in this manner enlightening correctness and performance. The proportion of erroneous classification will be high if the training set has uneven quantity of negative and positive set where the report of data is different classes are unstable. The basic plan of weighted support vector machine (WSVM) is to apportion each information a dissimilar weight agreeing to its comparative significance within category such altered information has completely different role to the learning of the result evident. Weighted SVM is

\[
\min \Phi(\Omega, b, \varepsilon) = \frac{1}{2} \| \Omega \|^2 + C \sum_i \varepsilon_i
\]

\[
s.t. \quad y_i(\Omega^T \Phi(x_i) + b) \geq 1 - \varepsilon_i, \quad \varepsilon_i \geq 0, i = 1, 2, \ldots, l
\]

The decision function is

\[
f(x) = \text{sign}(\langle \Omega, \Phi(x) \rangle + b)
\]

**E. Detection Evaluation**

The system CWS IDS is assessed on the dataset NSL-KDD that consists of full, half and one-fourth data set with 65535, 32767, 18383 samples respectively. The evaluation metrics are considered and compared and s can be classified as follows:

- True positive (TP): irregularity cases properly categorized as an anomaly.
- False positive (FP): ordinary cases imperfectly categorized as an anomaly.
- True negative (TN): regular cases appropriately categorized as normal.
- False negative (FN): abnormality cases erroneously categorized as normal.
The following metrics are considered

**Accuracy:** tells the fraction of accurate classification of the entire records in the testing set, as shown in (6).

\[
A = \frac{TP+TN}{(TP+TN+FP+FN)}\quad (6)
\]

**Precision:** tells fraction of right estimate of intrusion with overall of predictive intrusions as in (7).

\[
P = \frac{TP}{(TP+FP)}\quad (7)
\]

**Recall:** tells the fraction of approved estimate of intrusions separated by the full amount of legitimate intrusion possibilities in the testing set, as in (8).

\[
R=\frac{TP}{(TP+FN)}\quad (8)
\]

**F-measure:** is measured excessive crucial metric of system ID that bank on prediction and recall, as in (9).

\[
F = \frac{2*P*R}{(P+R)}\quad (9)
\]

### IV. PERFORMANCE EVALUATION

The performance of model is compared with single SVM and Random forest classifiers. All the performance metrics are higher than the existing. The training and testing periods of the CWS IDS are minor than single SVM. Thus the model is proficient compared to individual SVM. The performance metrics that are evaluated in the detection evaluation is equated with the SVM, random forest, and CWS IDS for training data and test data. Figure 3 and 4 represents the performance metrics after the calculation on training dataset and test dataset respectively.

**Fig. 3** Comparison of performance metrics on training dataset

**Fig. 4** Comparison of performance metrics on test dataset

### V. CONCLUSION

The proposed system CWS IDS is an improved intrusion technique that uses machine learning techniques for feature selection and classification. This method is a promise for reducing the false positives and wrong negatives. The model has compared with the existing SVM and RF techniques for IDS and outperformed the current learning approaches in testing and training accuracy. Further step can be done by applying this to the real network for implementing it more efficiently. This can be applied to all class categories classification for an enhanced performance.
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