Mechanism of barrier crossing dynamics in the presence of both time dependent and independent magnetic fields
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Abstract

In this paper we have presented the mechanism of the barrier crossing dynamics of a Brownian particle which is coupled to a thermal bath in the presence of both time independent and fluctuating magnetic fields. Here the following three aspects are important in addition to the role of the thermal bath on the barrier crossing dynamics. Magnetic field induced coupling may introduce a resonance like effect. Another role of the field is that enhancement of its strength reduces the frequency factor of the barrier crossing rate constant. Finally, the fluctuating magnetic field introduces an induced electric field which activates the Brownian particle to cross the energy barrier. As a result of interplay among these aspects versatile non-monotonic behavior may appear in the variation of the rate constant as a function of the strength of the time independent magnetic field.
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Tuning of conductivity of solid electrolytes in the electrical devices is a challenging problem. Recently it has been done in the experiment by changing the composition of the electrolytes. But it would be very nice if there is a physical method to change the conductivity according to specific needs. The Lorentz force may a good choice in this context. In the present study we have calculated the barrier crossing rate in the presence of both time dependent and independent magnetic fields. It exhibits versatile non-monotonic behavior in the variation of the rate constant as a function of the strength of the time independent magnetic field. We have explored underlying mechanism of this observation. This work might be interesting in both theory and experiment.

I. INTRODUCTION

Electrical devices play a key role for the modern civilization. The materials have potential applications in a diverse range of all-solid-state devices, such as rechargeable lithium batteries, flexible electrochromic displays and smart windows[1]. It may be necessary to tune the conductivity of the electrolytes which are present in the devices like these. For example, high ionic conductivity is needed for optimizing the glassy electrolytes in various applications. The properties of the electrolytes are tuned by varying chemical composition to a large extent and hence are adapted to specific needs [2]. Thus the study of the ion conducting electrolytic materials is a very important area in physics and chemistry. An alternative approach based on a physical method may be a challenging one in the context of tuning of properties of the electrolytes. One may explore the issue in the presence of the Lorentz force. Although time independent magnetic field (TIMF) cannot activate the particle to cross the barrier but it may effect the frequency of the dynamics. On the other hand time dependent magnetic field may introduce an induced electric field which can activate the particle. Another way is the direct application of an electric field which may be helpful in the case when very high rate of barrier crossing is necessary. Thus using proper arrangement with the Lorentz force one may tune the conductivity of solid electrolytes according to specific need. In the very recent Refs. [3–12], it has been shown that the conductivity of an electrolytic material can be tuned by an applied magnetic field. The objective of the present study is related to this issue. Specifically, we are interested to investigate about tuning of
the barrier crossing rate with the change of strength of the time independent magnetic field in the presence of a fluctuating magnetic field. In this context we have considered a simple model that concerns the barrier crossing dynamics of a charged particle in the presence of both time independent and fluctuating magnetic fields along the $z$-direction. The barrier is introduced with double well potential along the $x$-direction. The particle may be bounded harmonically along the other directions. This model system has been studied using recently proposed Langevin equation of motion in the presence of the FMF\textsuperscript{[12]}. Our investigation shows versatile non-monotonic behavior in the variation of the rate constant as a function of strength of the time independent magnetic field. We have explored the origin of the non-monotonic behavior of the rate in detail.

The outline of the paper is as follows: In Sec. II we have presented the model. The signature of the fluctuating magnetic fields on the barrier crossing dynamics has been explored in Sec.III. The paper is concluded in Sec. IV.

II. THE MODEL

In the present study we have considered the Brownian motion of a charged particle (having mass $m$) in the phase space in the presence of a magnetic field. The field is applied along $z$-direction i.e., $\mathbf{B}_{\text{app}} = (0, 0, B(t))$. The relevant Langevin equations of motion for this system can be written as follows\textsuperscript{[11, 12]}:

\begin{align}
\dot{x} &= u_x , \\
\dot{y} &= u_y , \\
\dot{u}_x &= -4a_0x^3 + 2b_0x - \gamma_0u_x + (\Omega_0 + \Omega_f(t))u_y + \frac{\dot{\Omega}_f(t)y}{2} + f_x(t)/m , \\
\dot{u}_y &= -\omega^2y - \gamma_0u_y - (\Omega_0 + \Omega_f(t))u_x - \frac{\dot{\Omega}_f(t)x}{2} + f_y(t)/m .
\end{align}

In the above equations coordinate dependent conservative forces are derived from the following functional form for the potential energy, $V(x, y) = m(a_0x^4 - b_0x^2 + \omega^2y^2/2)$. The
parameters, $a_0$ and $b_0$ are constants which determine the fixed points corresponding to the potential energy function as well as the energy barrier height. The remaining parameter, $\omega$ is the characteristic frequency of the harmonic oscillation along $y$ direction. The coordinates of the minima of the potential function are $(-\sqrt{\frac{b_0}{2a_0}}, 0)$ and $(\sqrt{\frac{b_0}{2a_0}}, 0)$. The maximum of the potential energy function is located at the coordinate, $(0,0)$. Thus the energy barrier is $\frac{mb_0^2}{a_0}$. The parameter $b_0$ has another significance. It is related to the frequencies of the motion along $x$-direction around the bottom and the top of the potential energy function. The angular frequency, $\omega_a$ at the bottom can be read in terms of $b_0$ as $\omega_a = 2\sqrt{b_0}$. Similarly the angular frequency, $\omega_b$ at the barrier top one may read as $\omega_b = \sqrt{2b_0}$. Shortly we will demonstrate that $\omega$, $\omega_0$ and $\omega_b$ are related to the barrier crossing frequency. In other words, these parameters characterize the magnitude of the position dependent force due to the electrostatic interaction of the concerned charged particle with the particles which are surrounding it. Thus their magnitudes may depend on the characteristics of all the charged particles which are associated with the system and its environment. Hence the energy barrier as well the frequency of the hopping dynamics are governed by the composition of the electrolyte.

Another deterministic force in the Langevin equations of motion is due to the environment induced dissipative force which depends on the velocity of the particle and the damping strength, $\gamma_0$. It considers the flow of the mechanical energy from the system to the surroundings as a signature of the unavoidable coupling between these two. The coupling strength certainly depends on the nature of the interaction between the system and the constituents in the surroundings. Thus $\gamma_0$ also may depend on the composition of the electrolyte. Now we would mention here that the system experiences a random force with components $f_x$, $f_y$ and $f_z$ from the constituents in the surroundings as a result of their thermal motion. We assume that it is Gaussian in nature. The components ($f_x$ and $f_y$) of the random force in the Langevin equations of motion are independent and related with the damping strength by the standard fluctuation-dissipation relation, $\langle f_x(t)f_x(t') \rangle = \langle f_y(t)f_y(t') \rangle = \langle f_z(t)f_z(t') \rangle = 2\gamma_0 m k_B T \delta(t - t')$. It is to be noted here that $f_z$ is not a relevant one in the present case as we are interested to study the motion in the $x - y$ plane which experiences the forces from the applied magnetic field and the induced electric field from it, respectively. However, $\gamma_0$ has an important significance in the dynamics. It reduces the frequency which may be associated with dynamics. Therefore the barrier
crossing frequency may depend on the damping strength\cite{7}. The activation energy also may depend on $\gamma_0$\cite{13} if the stationary state is not a Boltzmann one since the probability at top of the energy barrier depends on the energy dissipation rate at the steady state. Thus $\gamma_0$ has dual role in the present study to determine the barrier crossing rate at long time as the time dependent magnetic field produces a steady state instead of an equilibrium one. We now mention the role of the temperature in the dynamics. The fluctuation dissipation relation implies that the strength of the random force depends on the temperature. Thus it measures the diffusion as well as the probability of the particle in space. The significance of temperature in the barrier crossing process is observed through the probability of the particle at the barrier top. But in sum cases where the multiplicative noise induced drift may depend on the temperature\cite{13} then the frequency factor of the barrier crossing rate may depend on the temperature also. Here the activation energy may depend on the temperature\cite{13}. At this circumstance the barrier crossing rate at stationary state may deviate from the Arrhenius law\cite{13} due to these reasons. In the presence of the fluctuating magnetic field may not be valid if the strength of the fluctuating magnetic field is relatively higher\cite{11}.

We now consider the quantities $\Omega_0$ and $\Omega_f(t)$ in the magnetic force term. $z-$ component of the applied magnetic field can be split as, $B(t) = B_0 + \eta(t)$. Here $B_0$ is a constant part of the $B(t)$ and $\eta(t)$ is the fluctuating one. The splitting may be due to the fluctuation of current in the electrical magnet. Then the cyclotron frequency ($\Omega$) becomes time dependent and it can be read as, $\Omega = \Omega_0 + \Omega_f(t)$ with $\Omega_0 = \frac{qB_0}{m}$ and $\Omega_f(t) = \frac{q\eta(t)}{m}$. It may modify the frequency which is derived from the curvature of the potential energy function. Shortly we will demonstrate this aspect for a special case. There one may find that the effective frequency of the dynamical system decreases with increase in strength of time independent magnetic field. It implies that the frequency factor of the barrier crossing rate constant reduces as the field becomes stronger. We now consider the another point. The time dependent magnetic field induced electric field contributes a force. It appears in the Langevin equations of motion after the magnetic force term. Now one may ask why fluctuations in $B(t)$ are restricted to the $z$ direction? The form of $B_{app}$ has been chosen keeping in mind the objective of the present study. In the Langevin equations of motion we have considered that the Brownian particle may experience a finite energy barrier along the $x$ direction. Then to investigate the role of the magnetic field we would apply the field at least along one of the perpendicular directions to this direction. Keeping it in mind we have considered the
conventional simple choice about the applied magnetic field which is directed along the \( z \) direction. Through this one may explore the role of the velocity dependent magnetic force and the induced electric field (which is due to time dependent magnetic field) on the barrier crossing dynamics in the four dimensional phase space as suggested by the above set of the Langevin equations of motion. Further addition of the field along \( x \) or \( y \) direction or in both directions does not include new kind of force but increases two more dimensions in the phase space description. These are the probable reasons regarding the choice about the applied magnetic field. The electric field which is derived from it helps to activate the Brownian particle to cross the energy barrier. Shortly we will consider this aspect in detail.

Regarding the equations of motion another point would be noted here. Eqs. (3-4) look like incomplete description of the motion since these do not include the effect from the induced magnetic field due to the time dependent electric field as suggested by the Maxwell’s equation. One may easily check here that the induced electric field which appears in the equation of the motion is related to the applied magnetic field by

\[
\nabla \times \mathbf{E}_{\text{ind}} = -\frac{\partial}{\partial t} \mathbf{B}_{\text{app}} = -\dot{\eta}(t) ,
\]

where \( \mathbf{E}_{\text{ind}} = (\frac{\dot{\eta}(t)y}{2}, -\frac{\dot{\eta}(t)x}{2}, 0) \) is the induced electric field. The Maxwell’s equation with this electric field for the present system can be read as

\[
\nabla \times \mathbf{B}_{\text{ind}} = \mu \epsilon \frac{\partial}{\partial t} \mathbf{E}_{\text{ind}} .
\]

The applied magnetic field does not appear in the above equation since its curl is zero. \( \epsilon \) and \( \mu \) correspond to the permittivity and the permeability of the electrolytic medium. Taking curl in the both sides of the above equation and then using Eq.(5) and \( \nabla \cdot \mathbf{B}_{\text{ind}} = 0 \) into this we have

\[
\frac{\partial^2}{\partial^2 z} B_{\text{ind}z} = \mu \epsilon \ddot{\eta}(t) ,
\]

where \( B_{\text{ind}z} \) is the \( z \)-component of the induced magnetic field. The solution of the above equation can be read as

\[
B_{\text{ind}z} = \mu \epsilon \ddot{\eta}(t) z^2 = \mu \epsilon z^2 \frac{\partial^2}{\partial t^2} \mathbf{B}_{\text{app}} .
\]
Here we have used $\frac{\partial}{\partial z}B_{indz} = 0$ at $t = 0$ and $z = 0$. It is to be noted here that the magnitude of product of $\mu$ and $\epsilon$ may be of the order of $10^{-17}(m/S)^{-2}$. Then above equation certainly implies that the induced magnetic field is negligible compared to the applied magnetic field. This might be the reason to exclude the effect from the induced magnetic field in the equation of motion in the earlier studies [10–12, 14].

To broaden the scope of the present study we assume that $\eta(t)$ is a colored noise. The Ornstein-Uhlenbeck noise usually has been considered in the literature [15, 16] to capture the essential features of the non-Markovian dynamics. In the present study, we have also considered that $\eta(t)$ is the Ornstein-Uhlenbeck noise. Then its time evolution equation is given by

$$\dot{\eta} = -\frac{\eta}{\tau} + \sqrt{D} \frac{\zeta(t)}{\tau} .$$

$D$, in the above equation measures the strength of the fluctuating magnetic field and $\tau$ is the correlation time. $\zeta(t)$ in Eq. (9) corresponds to a white Gaussian noise having variance two. The two time correlation function of the fluctuating field can be read as,

$$\langle \eta(t)\eta(t') \rangle = \frac{D}{\tau} e^{-|t-t'|/\tau} .$$

Based on the above equation the time evolution of the fluctuating Larmor frequency can be read as

$$\dot{\Omega}_f = -\frac{\Omega_f}{\tau} + \frac{q \sqrt{D}}{m \tau} \zeta(t) .$$

Now using the above equation into Eqs. (3–4) one can write that

$$\dot{u}_x = -4a_0 x^3 + 2b_0 x - \gamma_0 u_x + (\Omega_0 + \Omega_f(t))u_y - \frac{\Omega_f(t)y}{2\tau} + \frac{q \sqrt{D} y}{2m \tau} \zeta(t) + f_x(t)/m ,$$

and

$$\dot{u}_y = -\omega^2 y - \gamma_0 u_y - (\Omega_0 + \Omega_f(t))u_x + \frac{\Omega_f(t)x}{2\tau} - \frac{q \sqrt{D} x}{2m \tau} \zeta(t) + f_y(t)/m .$$

We now mention the relevance of the Langevin Eqs. (1–4). Thermally activated ion hopping in liquid [17, 18] and solid [2, 19–21] is well known. These are examples of the Kramers’ problem [22–27]. Still active research is going on this issue [7–12, 28–35]. Ion moves to the neighboring site along the direction of transport through hopping. Two consecutive sites may be represented by the double well potential assuming that ion is transported along
$x$-direction. The barrier height of the well mimics the potential energy barrier which is experienced by an ion during its hopping to the next site. Here one may effectively assume that motion of ion is harmonically bound along $y$ and $z$ directions. Under this circumstance if there is a magnetic field along $z$-direction from an electrical magnet (the field due to it may be fluctuating one) then the ion may mimic the dynamics as described by Eqs.(1-4). Similarly the above equations of motion may find application in the case of movement of ion in solid.

Another point is to be noted here that the presence of the fluctuating magnetic fields as well as the induced electric field leads to an unusual type open system (for further details we refer our recent work [11]) by virtue of the velocity and the coordinates dependent multiplicative noises, respectively. Thus it is difficult to solve the coupled Langevin equations (12-9 11-12) as well as to write the Fokker-Planck equation in the phase space. Here the fluctuating part, $\eta(t)$ of the total magnetic field creates major problem to investigate the present study analytically. For $\eta(t) = 0$, one can solve the above coupled equations of motion following Ref.[36]. Another point is to be noted here that it is difficult to invoke the unified colored noise approximation [16, 37–39] to reduce the dimension of the problem even at over damped limit. Ignoring the effect of inertia and thermal noise on the dynamics one may solve the equations of motion as shown in the Appendix. But calculation of relevant moments based on this solution is not simple even applying further approximation since cosine and exponential functions appear in the solution as the very complex functions of noises $\eta(t)$ and $\zeta(t)$, respectively.

Even the study of additive colored noise driven barrier crossing dynamics in the presence of a time independent magnetic field is not simple. Very recently [9] the barrier crossing rate has been calculated at quasi deterministic limit for the additive colored fluctuating electric field driven process in the presence of the TIMF. However, in the recent past, study on the Brownian motion of the charged particle in the presence of a magnetic field has been considered in different contexts. But most of them have used the Markovian description of the motion. It does not mean that the non-Markovian dynamics of charged particle is not important in nature. There are several examples where the Brownian motion of the charged particle is found to occur in the condensed phase [2, 17, 40–43]. It is to be noted here that although the study of the Brownian motion of charged particle in the presence of the magnetic field is getting strong attention in different contexts [3, 12, 44–52] but till
now few studies have been reported considering the non-Markovian dynamics [8, 9, 11, 49–52]. Most of these studies with non-Markovian dynamics have been done based on the Langevin equation of motion. In Refs. [8, 49, 50], the theoretical formulation with the Fokker-Planck equation in the extended phase space (the noise as one of the phase space variables) for the non-Markovian thermal bath is given with the Ornstein-Uhlenbeck thermal noise. Very recently the Fokker-Planck equation has been proposed in the natural phase space in a simple way for arbitrary frictional memory kernel [53] and additive thermal noise. The Fokker-Planck equation in the phase space also has been derived in a recent Ref. [52] using a characteristic function for a Brownian charged particle embedded in a memory thermal bath and under the action of force fields: a constant magnetic field and arbitrary time-dependent force fields. Based on these methods it is very difficult to write the required Fokker-Planck equations in the energy space or the phase space for the present system where both coordinate and velocity dependent colored multiplicative noises appear. Thus we are restricted to study the present problem numerically with fluctuating magnetic field as given by Eqs. (11-12) to identify its special role (if any). In the following sections we will present our observations.

III. NON-MONOTONIC FUNCTIONAL BEHAVIOR OF THE BARRIER CROSSING RATE IN TERMS OF STRENGTH OF THE TIME INDEPENDENT MAGNETIC FIELD

To study the present problem we have solved Eqs. (1-2, 10, 11-12) numerically using the Heun’s method [54]. Based on this method we calculate the first passage time $t_f$, that is the time required for a trajectory which starts from the coordinate $(x = -\sqrt{b/2a}, y = 0)$ corresponding to the left minimum (most probable state) of the two-dimensional potential to reach the top of the energy barrier $(x = 0, y = 0)$ for the first time. For further details in this context we refer to Ref. [12] where the numerical calculation procedure has been discussed in depth. The reliability of the method is well justified in Ref. [11]. However, the barrier crossing is assisted by the noise and therefore $t_f$ is a statistical quantity. We have determined its mean value, $\langle t_f \rangle$, over many realizations of the trajectories such that the mean becomes independent of the number of realizations. In general, we have considered 20000 to 25000 trajectories for the statistical averaging. Inverse of the mean first passage
time gives the barrier crossing rate constant, \( k = \frac{1}{\langle t_f \rangle} \).
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FIG. 1: (Color online) Demonstration of the resonance effect induced turnover phenomenon. Plot of the rate constant, \( k \) vs. strength of the time independent magnetic field for the common parameter set, \( a_0 = 0.25, b_0 = 0.5, \frac{k_B T}{m} = 0.1 \) and \( \frac{2\sqrt{D}}{m} = 0.0 \). (a) \( \gamma_0 = 0.1 \) (b) \( \omega = 1.0 \). (Units are arbitrary.)

To begin our investigation we have calculated the barrier crossing rate constant as a function of strength of the time independent magnetic field in the absence of fluctuating magnetic field and presented in Fig.1. It exhibits that at low damping limit, if the frequencies around the fixed points of the double well oscillator is close to frequency of the harmonic motion along the \( y \) direction, then there is an optimum behavior in the variation of the rate constant as a function of strength of TIMF. Here the rate passes through a maximum. But the maximum may disappear at relatively large damping strength as shown in Fig.1(b). Then the turnover phenomenon seems to be a resonance induced one. The magnetic field induced coupling may introduce the resonance between the two directions at low damping regime if the frequency of the harmonic oscillator along the \( y \)-direction is close to the frequency of either bottom or top of the double well. The effective frequency for each component of motion can be estimated at a limiting situation i.e. \( \gamma_0 \to 0 \). In this context we also consider harmonic potential along \( x \) direction. Then the equations of motion \( 11, 12 \) in the absence of both the thermal noise and the fluctuating magnetic field become

\[
m\dot{u}_x = -\omega^2 m x - \gamma_0 m u_x + q B_0 u_y \tag{13}
\]

and
\[ m \dot{u}_y = -\omega^2 m y - \gamma_0 m u_y - q B_0 u_x. \quad (14) \]

It is to be noted here that in Eq. (13) we have considered the dynamics around the bottom of the double well with angular frequency, \( \omega_a = 2\sqrt{b_0} = \omega \). The above coupled equations of motion can be solved using the transformation, \( \xi = x + iy \). Then we have

\[ \ddot{\xi} = -\omega^2 \xi - 2\beta \dot{\xi}, \quad (15) \]

where \( \beta = \frac{\gamma_0 + \Omega_0}{2} \). This leads to have the solution of the above equation as

\[ \xi(t) = \xi(0)e^{-\beta t}\cos(\sqrt{\omega^2 - \beta^2}t). \quad (16) \]

Decomposing the above solution at the limit \( \gamma_0 \to 0 \), time dependence of \( x(t) \) and \( y(t) \) can be read as

\[ x(t) = \frac{x(0)}{2}[\cos(\sqrt{\omega^2 + \Omega_0^2/4 + \Omega_0/2})t + \cos(\sqrt{\omega^2 + \Omega_0^2/4 - \Omega_0/2})t] \]
\[ + \frac{y(0)}{2}[\sin(\sqrt{\omega^2 + \Omega_0^2/4 + \Omega_0/2})t - \sin(\sqrt{\omega^2 + \Omega_0^2/4 - \Omega_0/2})t]. \quad (17) \]

and

\[ y(t) = \frac{y(0)}{2}[\cos(\sqrt{\omega^2 + \Omega_0^2/4 + \Omega_0/2})t + \cos(\sqrt{\omega^2 + \Omega_0^2/4 - \Omega_0/2})t] \]
\[ - \frac{x(0)}{2}[\sin(\sqrt{\omega^2 + \Omega_0^2/4 + \Omega_0/2})t - \sin(\sqrt{\omega^2 + \Omega_0^2/4 - \Omega_0/2})t]. \quad (18) \]

One can now easily check that the above relations reduce to the expected results at the limit \( \Omega_0 = 0.0 \). However, \( x(t) \) as well as \( y(t) \) are superposition of periodic terms with periods \( T_1 = \frac{2\pi}{\sqrt{\omega^2 + \Omega_0^2/4 + \Omega_0/2}} \) and \( T_2 = \frac{2\pi}{\sqrt{\omega^2 + \Omega_0^2/4 - \Omega_0/2}} \) and their ratio can be read as \( \frac{T_2}{T_1} = \frac{\omega^2 + \Omega_0^2/2 + \Omega_0\sqrt{\omega^2 + \Omega_0^2/4}}{\omega^2\sqrt{\omega^2 + \Omega_0^2/4}} \). Under this circumstance, a resonance phenomenon may appear between the two directions. Another important point is to be noted here. Increase in \( T_2 \) with \( \Omega_0 \) implies that the frequency of the system decreases as the strength of the time independent magnetic field grows. It suggests that the frequency factor of the barrier crossing rate would decrease with increase in \( \Omega_0 \). Thus the TIMF plays dual role as well as introduces two opposite effects on the barrier crossing rate. As a result of that a turnover may appear. It is
to be noted here that Fig.1 is quite similar to Fig.5 in Ref.[12]. To account for the crossover phenomenon (which may appear in the plot) the rate constant vs. damping strength ($\gamma_0$) as shown in Fig.1 in Ref.[12] for different $\Omega_0$ the Fig.5 was considered with very qualitative arguments. The turnover as described in Fig.1 was reported first in Ref.[7]. But the above discussion was missing in earlier Refs.[7, 10, 12]. The barrier crossing rate has been calculated quantitatively in Refs.[7, 8] at intermediate value to strong damping regime to investigate the role of the time independent magnetic field. Here it has been shown that the frequency factor of the barrier crossing rate decreases with increase in the strength of the TIMF. We now summarize this observation to make the presentation self-sufficient. In the presence of the TIMF the energy of an isolated system is conserved. Therefore the phase space distribution function at equilibrium is a Boltzmann one for a Brownian particle which is coupled to the thermal bath in the presence of the time independent magnetic field[7]. It implies that the frequency factor of the barrier crossing rate may influence by the field. This can be read for the Langevin equations of motion(11-12) with $\eta(t) = 0$ as [7]

$$k = \frac{\omega_a}{2\pi} \sqrt{\frac{\lambda \gamma_0^2}{(1 + a_5^2)r_1 r_2 r_3}} \exp \left( -\frac{E_b}{k_B T} \right),$$

(19)

where $E_B = \frac{m \omega_b^2}{4 \alpha_0}$, $r_1 = \frac{\gamma_0 (1 + a_5^2) + \lambda}{(1 + a_5^2)}$, $r_2 = \frac{(1 + a_5^2) (\gamma_0 + \lambda \gamma_0)}{(1 + a_5^2)}$, $r_3 = \frac{\lambda \gamma_0 (1 + a_5^2) + a_5^2 \omega^2}{(1 + a_5^2) (\gamma_0 + \lambda \gamma_0)} - \frac{a_5^2 \omega^2}{\lambda (1 + a_5^2)}$, $a_5 = -\frac{\lambda \Omega_0}{\lambda^2 + \gamma_0 \lambda + \omega^2}$ and $\lambda$ is the solution of the algebraic equation, $\lambda^4 + 2 \gamma_0 \lambda^3 + (\Omega_0^2 + \omega^2 - \omega_b^2 + \gamma_0^2) \lambda^2 + \gamma_0 (\omega^2 - \omega_b^2) \lambda - \omega^2 \omega_b^2 = 0$. Here $\omega_b(= \sqrt{2 \omega_b})$ is the angular frequency at the energy barrier of the double well potential. The above expression for the rate constant suggests that frequency factor of the barrier crossing rate decreases with increase in the strength of the constant magnetic field. We have addressed origin of this fact above through the solution of the equations (13-14) of motion. To avoid any confusion it is to be noted that the turnover as demonstrated in Fig.1(a) cannot be described by Eq.(19) since it is valid in the regime, intermediate to high damping strength.

We now explore the fate of the non-monotonic behavior of the rate constant in the presence of a fluctuating magnetic field. In this context we have demonstrated the variation of the rate constant as a function of the strength of the TIMF in Fig.2. It shows that the FMF may induce a tri-turnover phenomenon. Thus non-monotonic behavior becomes more complex in the presence of the fluctuating magnetic field. In this context panel (b) in Fig.2 is quite interesting. It exhibits that in the absence of the harmonic force along y direction
FIG. 2: (Color online) Fluctuating magnetic field induced tri-turnover phenomenon. The common parameter set for this figure is $a_0 = 0.25$, $b_0 = 0.5$, $\gamma_0 = 0.1$, $\frac{k_B T}{m} = 0.025$, $\frac{2\sqrt{D}}{m} = 0.14$ and $\tau = 0.1$.

(a) Plot of the rate constant, $k$ vs. strength of the time independent magnetic field. (b) Plot of the rate constant, $k$ vs. strength of the time independent magnetic field for $\omega = 0$. (c) Plot of the reduced distribution function, $P(y)$ vs. $y$ for the same parameter set as in (b). (d) Plot of the rate constant, $k$ vs. strength of the time independent magnetic field for $\omega = 3.0$. (Units are arbitrary.)

the tri-turnover phenomenon may become bi-turnover one. Then this panel along with the Fig.1(a) clearly suggests that the first turnover in Fig.2(a) is a signature of the interplay between the resonance effect and the decrease of the barrier crossing frequency factor with increase in the strength of the constant magnetic field. One may now ask how the second turnover appears? There is another obvious question as well as doubt about the panel (b) of Fig.2. In the absence of the harmonic force along the y direction, the motion in this direction as well as another direction may be unbounded by virtue of coordinate dependent
coupling of equations of motion. Under this circumstance how would the Fig. 2(b) be possible.

To have the answer to these questions we have calculated the reduced distribution function of position for the the y-direction motion and demonstrated in panel (c) of Fig.2. It is apparent in this panel that the motion along y-direction is effectively harmonically bounded by virtue of coupled equations of motion due to the magnetic force and the induced electric field, respectively. To describe it mathematically we consider harmonic potential(with angular frequency, \( \omega \)) along both the directions. Then the effective equation of motion along the individual direction can be read as [11,12]

\[
\dot{u}_x = -c'(t)x - \gamma'(t)u_x + (\Omega_0 + \Omega_f(t)) \frac{d}{dt}(e^{-Kt_0}(t)) - \Omega_0 \frac{d}{dt}(L^{-1}u_x) \\
- \Omega_f(t) \frac{d}{dt}(L^{-1}u_x) - (L^{-1}u_x) \frac{d}{dt}(\Omega_f(t)) - \frac{\hat{\Omega}_f(t)}{2} \frac{d}{dt}(L^{-1}x) - \frac{(L^{-1}x)}{2} \frac{d}{dt}(\hat{\Omega}_f(t)) \\
+ \frac{d}{dt}(\frac{L^{-1}f_y(t)}{m}) + \frac{\hat{\Omega}_f(t)}{2} [e^{-Kt_1}(t) - \Omega_0 L^{-1}u_x - \Omega_f(t)L^{-1}u_x] \\
- \frac{\hat{\Omega}_f(t)}{2} L^{-1}x + \frac{L^{-1}f_y(t)}{m} + \frac{f_x(t)}{m} \\
\] (20)

and

\[
\dot{u}_y = -c'(t)y - \gamma'(t)u_y - (\Omega_0 + \Omega_f(t)) \frac{d}{dt}(e^{-Kt_0}(t)) + \Omega_0 \frac{d}{dt}(L^{-1}u_y) \\
+ \Omega_f(t) \frac{d}{dt}(L^{-1}u_y) + (L^{-1}u_y) \frac{d}{dt}(\Omega_f(t)) + \frac{\hat{\Omega}_f(t)}{2} \frac{d}{dt}(L^{-1}y) + \frac{(L^{-1}y)}{2} \frac{d}{dt}(\hat{\Omega}_f(t)) \\
+ \frac{d}{dt}(\frac{L^{-1}f_x(t)}{m}) - \frac{\hat{\Omega}_f(t)}{2} [e^{-Kt_1}(t) - \Omega_0 L^{-1}u_y + \Omega_f(t)L^{-1}u_y] \\
+ \frac{\hat{\Omega}_f(t)}{2} L^{-1}y + \frac{L^{-1}f_x(t)}{m} + \frac{f_y(t)}{m} \\
\] (21)

where \( e^{-Kt_1}(t) \) with \( K = \frac{m}{2} \) is the solution of Eq.[13] at the limit, \( B_0 = 0.0 \) and \( L = \frac{e^\gamma}{2} + \gamma \frac{d}{dt} + \omega^2 \). The other quantities are defined as

\[
c'(t) = \omega^2 + \frac{\hat{\Omega}_f(t)}{4} L^{-1}\hat{\Omega}_f(t) + \frac{(\Omega_0 + \Omega_f(t))}{2} \frac{d}{dt}(L^{-1}\hat{\Omega}_f(t)) \] , (22)

and

\[
\gamma'(t) = \gamma_0 + \frac{\hat{\Omega}_f(t)}{2} L^{-1}\Omega_f(t) + (\Omega_0 + \Omega_f(t)) \frac{d}{dt}(L^{-1}\Omega_f(t)) + (L^{-1}\Omega_f(t)) \frac{d}{dt} + \frac{L^{-1}\hat{\Omega}_f(t)(t)}{2} \] (23)

14
Thus the above equations imply that the motion may be bounded harmonically even in the absence of the harmonic potential and the time independent magnetic field. We now come back to Fig.2(c). This figure shows that the width of the distribution function increases as the strength of the TIMF grows. It is difficult to explain this observation based on the above equations of motion. However, in the initial part of this section we have shown that the effective frequency of the bounded motion decreases with increase in $\Omega_0$. Thus the damping effect may weaken due to the enhancement of the strength of the time independent magnetic field. Under this circumstance the probability of attaining of the large amplitude as well as width of the distribution function increases as shown in panel (c) of Fig.2. Then it is easy to explain both the second and the third turnovers in the panel (a) of Fig.2. According to Fig.2(c) the induced electric field becomes more effective to activate the particle to go to the energy barrier with the enhancement of the strength of the TIMF. Thus around the second turnover the electric field induced activation takes the leading role in the barrier crossing dynamics and it may continue until the third turnover appears. After the third turnover the decrease in the frequency factor of the rate constant with increase in the strength of the TIMF again becomes important.

We now consider the last panel of Fig.2. It is also quite interesting. Here the first turnover may not be expected according to Fig.1(a). Based on Eq.\ref{eq:22} one may resolve the issue. The re-normalized (effective) frequency as suggested by Eq.\ref{eq:22} is responsible to determine whether the resonance will occur or not. Thus anticipation based on Fig.1(a) may not be correct in the presence of a fluctuating magnetic field. In that case the tri-turnover phenomenon is purely the fluctuating magnetic field induced one. Some other related points are to be noted here. Fig.2 shows that the resonance effect is better for the case where the frequency of harmonic oscillator matches with the frequency at the bottom of the double well oscillator. Fig.2 also shows that the second turnover starts at the higher strength of the time independent magnetic field with increase in the frequency of the harmonic oscillator. One may explain this considering a figure which is similar to Fig.2(c). For a given strength of the TIMF, the width of the distribution function is enhanced as the frequency of the harmonic oscillator decreases. Thus the induced electric field may be effective significantly in the barrier crossing dynamics even at lower strength of the time independent magnetic field for smaller frequency of the harmonic oscillator as implied in Fig.2.

Understanding of the complex non-monotonic behavior of the rate constant may be help-
Fig. 3: (Color online) Conversion of tri turnover phenomenon into mono or bi-turnover phenomenon on changing strengths of the damping and the fluctuating magnetic field, respectively. Plot of the rate constant, $k \text{ vs. } \Omega_0$ strength of the time independent magnetic field for the common parameter set, $a_0 = 0.25, b_0 = 0.5, \omega = 3.0, \frac{k_B T}{m} = 0.025$ and $\tau = 0.1$. (a) $\frac{\sqrt{D}}{m} = 0.14$ (b) $\gamma_0 = 0.1$ (c) $\frac{\sqrt{D}}{m} = 0.274$ (d) $\gamma_0 = 0.85$. (Units are arbitrary.)

ful through the consideration of signature of the strengths of the damping and the fluctuating magnetic field on the barrier crossing dynamics. Fig.3 has been demonstrated in this context. Fig.3(a) shows that at the energy diffusion regime[22], the first two turnovers merge with the enhancement of the strength of the thermal noise due to increase in the damping strength. Thus at relatively high damping strength the induced electric field may be effective in the dynamics even at low strength of the time independent magnetic field and as a result of that the tri-turnover becomes mono-turnover one. A similar situation may appear as demonstrated in Fig.3(b) for increase in the strength of the fluctuating magnetic field. But if the damping strength is large enough then all the turnover may disappear as shown
in Fig.3(c). At high damping strength both the components of motion would lose oscillating behavior and therefore the resonance phenomenon may not be observed. The motion along the $y$-direction also would be localized around the origin at this circumstance. Then the induced electric field may not be significant in the barrier crossing dynamics. This issue has been discussed in detail in Ref.[12]. Thus the resonance effect and the fluctuating magnetic field have important roles for the appearance of the tri-turnover phenomenon.

Fig.3(d) shows that, on further increase in the strength of the fluctuating magnetic field at high damping strength, both the second and the third turnovers reappear. It clearly suggests that the first turnover is an interplay between the resonance effect (due to magnetic field induced coupling) and the decrease in the frequency factor of the barrier crossing rate with the increase in the strength of the time independent magnetic field. It also suggests that the second turnover appears due to the leading role of the induced electric field. Finally, Fig.3(c) along with Fig.3(d) imply that the third turnover appears when the frequency factor becomes very low at high strength of the time independent magnetic field.

We now explore the effect of the correlation time of the fluctuating magnetic field on the non-monotonic behavior of the barrier crossing rate. In this context we have presented the variation of the rate constant as a function of the strength of time independent magnetic field in Fig.4. It shows that at relatively large correlation time of the fluctuating magnetic field the tri-turnover phenomenon becomes a mono-turnover one with the disappearance of both the second and the third turnovers. This conversion can be understood easily based on the earlier discussion. The strength of the fluctuating magnetic field decreases with increase in the correlation time of the field as suggested by the two time correlation function of the fluctuating magnetic field. Thus at relatively large noise correlation time, the induced electric field may be insignificant in the barrier crossing dynamics. Then the mono-turnover as shown in Fig.4 is a result of the interplay between the resonance effect and the decrease of the frequency factor of the rate constant with increase in the strength of the TIMF. At the same time this figure clearly implies that the second turnover appears when the induced electric field takes the leading role and the third turnover occurs if the frequency factor becomes very low at very large strength of the time independent magnetic field.

In the above discussion we have presented the mechanism of barrier crossing dynamics of a charged particle including the effect of the inertia. But if the Brownian particle experiences a very high viscous force with large $\gamma_0$ then $\dot{u}_x$ may be negligible compared to $\gamma_0 u_x$ in Eq.
FIG. 4: (Color online) Conversion of tri turnover phenomenon into mono turnover one on changing correlation of the fluctuating magnetic field. Plot of the rate constant, $k$ vs. strength of the time independent magnetic field for the parameter set, $a_0 = 0.25$, $b_0 = 0.5$, $\omega = 3.0$, $\gamma_0 = 0.1$, $\frac{k_B T_m}{m} = 0.025$ and $\frac{\sqrt{D_m}}{m} = 0.14$. (Units are arbitrary.)

This is known as the over-damped approximation where $\gamma_0$ is higher compared to the frequency of the dynamical system. Under this circumstance Eq. (3) becomes

$$\gamma_0 \dot{x} = -4a_0x^3 + 2b_0x + (\Omega_0 + \Omega_f(t))\dot{y} + \frac{\Omega_f(t)y}{2} + f_x(t)/m.$$  \hspace{1cm} (24)$$

Similarly, Eq. (4) can be read as

$$\gamma_0 \dot{y} = -\omega^2 y - (\Omega_0 + \Omega_f(t))\dot{x} - \frac{\Omega_f(t)x}{2} + f_y(t)/m.$$ \hspace{1cm} (25)$$

Solving the coupled equations (10, 24-25) we have calculated the barrier crossing rate
constant as a function of the strength of the time independent magnetic field and plotted in Fig.5. Here we have chosen that $\gamma_0$ is higher compared to $\omega_a$, $\omega_b$ and $\omega$, respectively. Then frequency of the dynamical system is certainly lower than $\gamma_0$ for entire range of $\Omega_0$ as suggested by the above analysis. However, it is clear in Fig.5 that the first turnover does not appear if the effect of inertia is not important in the dynamics. This happens because at this situation both the components of motion may lose the oscillating behavior which signifies the absence of the resonance effect as well the first turnover. It is also clear in Fig.5 that at relatively high damping strength, even the second turnover may disappear.
as shown in panel (a) of Fig.5. Thus induced electric field may lose its effectiveness in the
dynamics due to the localization of the motion around the origin along $y$-direction at this
condition. The localization of the motion may also occur at high frequency and then the rate
constant may decrease monotonically as shown in panel (b) of the same figure. Similarly
the rate constant may decrease regularly (as implied in panels (c) and (d) of Fig.5) either
at low strength of the fluctuation magnetic field or high correlation time of the filed since
the variance of the random field is small in both cases. Thus the mechanism of the barrier
crossing dynamics in the presence of a magnetic field is relatively simple if the effect of the
inertia is not important in the dynamics.

We now examine the influence of the mass of the Brownian particle on the non-monotonic
behavior of the rate constant. The terms with the magnetic force and the induced electric
field in the Langevin Eqs.\[(11-12)\] are only mass independent. Effectiveness of these terms
may be influenced by the mass of the Brownian particle in the barrier crossing dynamics. To
explore this aspect we have calculated the rate constant for different values of $m$ and plotted
these in Fig.6(a). For this calculation we have kept fixed the curvature of the double well
potential as well as the activation energy to identify the fluctuating electric field induced
activation of the Brownian particle. Fig.6(a) shows that the tri-turnover may become a
mono-turnover one at relatively low mass. The disappearance of the second turnover means
that at this limit the induced electric field may take a leading role for the activation of the
Brownian particle even at low strength of the time independent magnetic field. For, the
low mass enhancement of the acceleration as well as width of distribution function in terms
of coordinate of $y$-direction (as shown in Fig.6(b)) facilitates the induced electric field to
take the leading role. Thus the fluctuating magnetic field has an important role for the
appearance of the tri-turnover phenomenon.

Finally, we examine the effect of the non-Markovian thermal noise on the non-monotonic
behavior of the rate constant. For the non-Markovian thermal bath the equations of motion
\[(11-12)\] become\[(12)\]

$$\dot{u}_x = -4a_0 x^3 + 2b_0 x - \int_0^t dt' \gamma(t-t') \dot{x}(t') + (\Omega_0 + \Omega_f(t)) u_y - \frac{\Omega_f(t)y}{2\tau} + \frac{q\sqrt{D_y}y}{2q\tau} \zeta(t) + f_x(t)/m$$

\[(26)\]

and
FIG. 6: (Color online) The effect of the mass and the correlation time of the thermal noise on the fluctuating magnetic field induced tri-turnover phenomenon. The common parameter set, $\omega = 3.0$, $\gamma_0 = 0.1$, and $\tau = 0.1$. (a) Plot of the rate constant, $k$ vs. strength of the time independent magnetic field for different mass of the Brownian particle and parameter set (1) $a_0 = 0.5$, $b_0 = 1.0$, $k_B T/m = 0.05$ and $q\sqrt{D_m} = 0.28$ (2) $a_0 = 0.33$, $b_0 = 0.67$, $k_B T/m = 0.033$ and $q\sqrt{D_m} = 0.188$, (3) $a_0 = 0.25$, $b_0 = 0.5$, $k_B T/m = 0.025$ and $q\sqrt{D_m} = 0.14$ and (4) $a_0 = 0.20$, $b_0 = 0.41$, $k_B T/m = 0.020$ and $q\sqrt{D_m} = 0.118$ (b) Plot of reduced distribution function, $P(y)$ vs. $y$ for the same parameter set as in (a). (c) Plot of the rate constant, $k$ vs. strength of the TIMF for different correlation time of the thermal noise for the parameter set, $a_0 = 0.25$ and $b_0 = 0.25$, $\omega = 3.0$, $k_B T/m = 0.025$ and $q\sqrt{D_m} = 0.14$ $\gamma_0 = 0.1$, and $\tau = 0.1$. (d) Plot of reduced distribution function, $P(y)$ vs. $y$ for the same parameter set as in (c). (Units are arbitrary.)

$$\dot{u}_y = -\omega^2 y - \int_0^t dt' \gamma(t-t') \dot{x}(t') - (\Omega_0 + \Omega_f(t)) u_x + \frac{\Omega_f(t)}{2\tau} - \frac{q\sqrt{D_x}}{2m\tau} \zeta(t) + f_y(t)/m \quad , (27)$$
where the time dependent damping strength is related to the thermal noise by the relation, \( \langle f_x(t)f_x(t') \rangle = \langle f_y(t)f_y(t') \rangle = \langle f_z(t)f_z(t') \rangle = k_B T m \gamma (t - t') \). To capture the essential features of the non-Markovian dynamics, we consider Drude-Uller sma model \([56]\) for the frequency dependence of the coupling coefficients which gives the exponentially decaying frictional memory kernel \([29, 56–59]\). Then \( \gamma (t - t') \) in Eqs.(26,27) can be read as, \( \gamma (t - t') = \frac{\gamma_0}{\tau_1} \exp \left( -\frac{|t - t'|}{\tau_1} \right) \). Thus \( \tau_1 \) is correlation time of the thermal noise. With this form of the time dependent damping strength we have solved Eqs.(1-2,9,26) and (27) and plotted the rate constant vs. \( \Omega_0 \) in Fig.6(c) for different \( \tau_1 \). It is apparent in this figure that the induced electric field becomes more significant in the dynamics with increase in noise correlation time of the thermal noise. As the thermal bath deviates more from the Markovian character the bath modes of high frequencies are ignored\([59]\). Then the system experiences a less damping strength and as a result of that the width of \( P(y) \) is enhanced (as shown in Fig.6(d)) with increase in correlation time of the thermal noise. Thus the induced electric field becomes more effective in the activated barrier crossing process with increase in the correlation time of the thermal noise.

IV. CONCLUSION

We have studied the barrier crossing dynamics of a Brownian particle in the presence of both the time independent and the fluctuating magnetic fields. Our investigation clearly explores the mechanism of the activated barrier crossing process. It includes the following major points:

(i) We have explored the origin of the appearance of a turnover in the variation of the rate constant as a function of strength of the time independent magnetic field. It may disappear for the two cases. (a) Frequency of the harmonics oscillator along the \( y \) direction is far different from the frequency at the bottom of the double well oscillator. (b) Strength of the damping is relatively high. These observations imply that a resonance effect may appear due to the magnetic field induced coupling. We have solved the equation of motion in the absence of the fluctuating magnetic field and the thermal bath. The solution describes a periodic motion with the same frequency for both the directions when the frequency of the harmonics oscillator along the \( y \) direction matches with the frequency at the bottom of the double well oscillator. But the frequency of the periodic motion decreases with increase in
the strength of the time independent magnetic field. Thus the turnover appears as a result of the interplay between the resonance effect and the decrease of the frequency factor of the rate constant. It is corroborated by the fact that the turnover disappears in the absence of the harmonic force along the $y$ direction.

(ii) In the presence of fluctuating magnetic field two additional turnovers may appear at relatively large strength of the time independent magnetic field. Another interesting observation is that the first turnover disappears in the absence of the harmonic force along the $y$ direction. Thus the first turnover is due to the interplay as mentioned above. Another significance of the observation in the absence of the harmonic force is that the motion may be bounded in space by virtue of the fluctuating induced electric field.

(iii) The energy dissipation may become weak with increase in the strength of the TIMF since the effective frequency of the motion decreases as the field intensity grows. Thus the effectiveness of the coordinate dependent induced electric field (which activates the Brownian particle) becomes more significant as the strength of the time independent magnetic field is enhanced. Hence at relatively high strength of the TIMF, the induced electric field may take a leading role in the barrier crossing dynamics and then the second turnover may appear. Finally, very low frequency factor at very high strength of the time independent magnetic field may introduce the third turnover. Thus the second and the third turnovers are the result of the interplay between the fluctuating electric field induced activation and the decrease in the frequency factor with increase in the strength of the time independent magnetic field. This has been corroborated by the following facts. At relatively large strength of the fluctuating magnetic field only single turnover appears as a result of merging of the first and the second turnovers. But the single turnover disappears at over damped limit. Under this circumstance, if we increase the strength of the FMF then the second and the third turnovers appear. It certainly implies that these turnovers are due to the interplay between the fluctuating electric field induced activation and the decrease of the frequency factor with increase in the strength of the time independent magnetic field.

Another important point is to be noted here. It is apparent in the above discussion that the second and the third turnovers are due to the fluctuating magnetic field. But in the presence of the fluctuating magnetic field the resonance effect may appear even for the case where the frequency of the harmonic potential along $y$-direction is far different from the frequency at the bottom of the double well potential. In that case the tri-turnover phenomenon
is a purely fluctuating magnetic field induced one. Thus the coordinate dependent fluctuating induced electric field may offer the effective required frequencies to have the resonance effect.

(iv) The tri-turnover phenomenon may be transformed into a mono-turnover one at relatively large correlation time of the fluctuating magnetic field. At this limit the fluctuating magnetic field may be insignificant in the activated barrier crossing process since its variance becomes very small. Thus the second and the third turnovers are clearly due to the interplay between the fluctuating electric field induced activation and the decrease of the frequency factor of the rate constant with increase in the strength of time independent magnetic field.

(v) If the effect of the inertia is not important in the dynamics then the mechanism of the barrier crossing dynamics in the presence of a magnetic field is relatively simple.

In addition to the tuning of the conductivity of the solid electrolyte as mentioned in the introduction section, the present study may be relevant in the following situations. In the several recent experiments\[60, 61\] the influence of the magnetic field on the transport of ion has been investigated. To study the ion transport of cultured cells both time dependent and independent magnetic fields have been considered in Ref.\[60\]. Another very recent study\[61\] where the ion migration process is modulated with the magnetic field. In this context one may also consider the time dependent magnetic field. Then we would mention the following point. It has been reported that ion moves in the condensed phase through hopping mechanism \[17, 18\] i.e., activated barrier crossing process. Thus the present study may be helpful to account for experimental observations on the ion transport in the presence of a time dependent magnetic field. Finally, the calculation of the frequency of the deterministic dynamics in the presence of the time independent magnetic field implies that one may tune the barrier crossing rate by the proper choice of the electric field which is periodic in time. Studies on this aspect and the effect of magnetic field on autonomous and non autonomous stochastic resonances may appear shortly.
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Appendix A: * 

In the presence of fluctuating magnetic field ($\eta(t)$) Eq.(15) becomes

$$\ddot{\xi} = -\alpha \xi - \beta \dot{\xi},$$  \hspace{1cm} (A1) 

where $\alpha = (\omega^2 + i \frac{\dot{\Omega}_f(t)}{2})$ and $\beta = \gamma_0 + i(\Omega_0 + \Omega_f)$. At over damped limit it reduces to

$$\dot{\xi} = A(t)\xi,$$  \hspace{1cm} (A2) 

where $A(t) = \frac{\alpha}{\beta}$. Its solution can read as

$$\xi = \xi_0 e^{-\int_0^t A(t')dt'}.$$  \hspace{1cm} (A3) 

Now identifying real and imaginary parts of $A(t)$ with

$$A_R = \frac{\omega^2 \gamma_0 + (\Omega_0 + \Omega_f(t))\dot{\Omega}_f(t)/2}{\gamma_0^2 + (\Omega_0 + \Omega_f(t))^2},$$  \hspace{1cm} (A4) 

and

$$A_I = \frac{\gamma_0 \dot{\Omega}_f(t)/2 - \omega^2(\Omega_0 + \Omega_f(t))}{\gamma_0^2 + (\Omega_0 + \Omega_f(t))^2},$$  \hspace{1cm} (A5) 

one can read real and imaginary parts of $\xi$ as

$$x(t) = x_0 \cos(\theta)e^{-\int_0^t A_R(t')dt'} + y_0 \sin(\theta)e^{-\int_0^t A_R(t')dt'},$$  \hspace{1cm} (A6) 

and

$$y(t) = y_0 \cos(\theta)e^{-\int_0^t A_I(t')dt'} - x_0 \sin(\theta)e^{-\int_0^t A_R(t')dt'}.$$  \hspace{1cm} (A7) 

Here $\theta = \int_0^t A_I(t')dt'$. 
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