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Abstract—Compressed sensing is a novel technique where one can recover sparse signals from the undersampled measurements. In this paper, a \( K \times N \) measurement matrix for compressed sensing is deterministically constructed via multiplicative character sequences. Precisely, a constant multiple of a cyclic shift of an \( M \)-ary power residue or Sidelnikov sequence is arranged as a column vector of the matrix, through modulating a primitive \( M \)-th root of unity. The Weil bound is then used to show that the matrix has asymptotically optimal coherence for large \( K \) and \( M \), and to present a sufficient condition on the sparsity level for unique sparse solution. The RIP of the matrix is also analyzed through eigenvalue statistics of the Gram matrices as in [5] and [6]. Through numerical results, we observe that the matching pursuit recovery performance for our deterministic matrices provides stable and reliable performance in recovering sparse signals with or without measurement noise.

The rest of this paper is organized as follows. In Section II, we describe the background for understanding this work. Section III presents the main contribution of this paper by constructing compressed sensing matrices from multiplicative character sequences, and studying the properties on sparse recovery. In Section IV, numerical results of the recovery performance are given for noiseless and noisy measurements. Concluding remarks will be given in Section V.

II. Preliminaries

The following notations will be used throughout this paper.
\[\omega_M = e^{j\frac{2\pi}{M}}\] is a primitive $M$-th root of unity, where $j = \sqrt{-1}$.

- $\mathbb{F}_q$ is the finite field with $q$ elements and $\mathbb{F}_q^* = \mathbb{F}_q \setminus \{0\}$ denotes the multiplicative group of $\mathbb{F}_q$.
- $\mathbb{F}_q[x]$ is the polynomial ring over $\mathbb{F}_q$, where each coefficient of $f(x) \in \mathbb{F}_q[x]$ is an element of $\mathbb{F}_q$.
- For $x \in \mathbb{F}_q$, a logarithm over $\mathbb{F}_q$ is defined by
  \[\log_\alpha x = \begin{cases} t, & \text{if } x = \alpha^t, \ 0 \leq t \leq q-2, \\ 0, & \text{if } x = 0 \end{cases}\]
  where $\alpha$ is a primitive element in $\mathbb{F}_q$.

### A. Multiplicative characters

**Definition 1:** Let $\alpha$ be a primitive element in $\mathbb{F}_q$ and $M$ a divisor of $q-1$, i.e., $M \mid q-1$. We define a multiplicative character of $\mathbb{F}_q$ of order $M$ by
  \[\psi(x) = \exp \left( \frac{2\pi j \log_\alpha x}{M} \right), \quad x \in \mathbb{F}_q\]
  where $\psi(0) = 1$ by the definition of the log operation.

For the original definition of multiplicative characters, see [15]. In (1), note that $\psi(0) = 1$, which contradicts the conventional assumption in [15]. In this paper, however, we keep the assumption of $\psi(0) = 1$ to maintain the definition of (1), which is convenient for this work. Throughout this paper, $\psi(x)$ may be denoted as $\psi$ if the context is clear.

The Weil bound [16] gives an upper bound on the magnitude of multiplicative character sums. We introduce the refined version (Corollary 1 in [17]) supporting the assumption $\psi(0) = 1$.

**Proposition 1:** [17] Let $f_1(x), \ldots, f_l(x)$ be monic and irreducible polynomials in $\mathbb{F}_q[x]$ which have positive degrees $d_1, \ldots, d_l$, respectively. Let $d$ be the number of distinct roots of $f(x) = \prod_{i=1}^l f_i(x)$ in its splitting field over $\mathbb{F}_q$. Then, $d \leq \sum_{i=1}^l d_i$, where the equality is achieved if $f_i(x)$’s are distinct. Let $\psi_1, \ldots, \psi_l$ be multiplicative characters of $\mathbb{F}_q$. Assume that the product character $\prod_{i=1}^l \psi_i(f_i(x))$ is nontrivial, i.e., $\prod_{i=1}^l \psi_i(f_i(x)) \neq 1$ for some $x \in \mathbb{F}_q$. Let $e_i$ be the number of distinct roots in $\mathbb{F}_q$ of $f_i(x)$, where $i = 1, \ldots, l$. If $\psi_i(0) = 1$ for each $i$, then for every $a_i \in \mathbb{F}_q^*$, $i = 1, \ldots, l$, we have
  \[\sum_{x \in \mathbb{F}_q} \psi_1(a_1 f_1(x)) \cdots \psi_l(a_l f_l(x)) \leq (d-1) \sqrt{q} + \sum_{i=1}^l e_i.\]  

In Proposition 1, $d$ in (2) can be replaced by $\sum_{i=1}^l d_i$, since $d \leq \sum_{i=1}^l d_i$. The replacement allows us to have no need of distinguishing whether or not the polynomials are distinct, which is useful for this work.

### B. Restricted isometry property

The restricted isometry property (RIP) [3] presents a sufficient condition for a measurement matrix $A$ to guarantee unique sparse recovery.

**Definition 2:** The restricted isometry constant $\delta_s$ of a $K \times N$ matrix $A$ is defined as the smallest number such that
  \[(1 - \delta_s) ||x||^2_2 \leq ||Ax||^2_2 \leq (1 + \delta_s) ||x||^2_2\]
holds for all $s$-sparse vectors $x \in \mathbb{R}^N$, where $||x||^2_2 = \sum_{i=0}^{N-1} |x_i|^2$ with $x = (x_0, \ldots, x_{N-1})^T$.

We say that $A$ obeys the RIP of order $s$ if $\delta_s$ is reasonably small, not close to 1. In fact, the RIP requires that all subsets of $s$ columns taken from the measurement matrix should be nearly orthogonal [13]. Indeed, Candes [19] asserted that if $\delta_2s < 1$, a unique $s$-sparse solution is guaranteed by $l_0$-minimization, which is however a hard combinatorial problem.

A tractable approach for sparse recovery is to solve the $l_1$-minimization, i.e., to find a solution of $\min_{x \in \mathbb{R}^N} ||x||_1$ subject to $Ax = y$, where $||x||_1 = \sum_{i=0}^{N-1} |x_i|$. In addition, greedy algorithms [20] have been also proposed for sparse signal recovery, including matching pursuit (MP) [21], orthogonal matching pursuit (OMP) [22], and CoSaMP [23]. If a deterministic measurement matrix is used, its structure may be exploited to develop a reconstruction algorithm for sparse signal recovery, providing fast processing and low complexity [6][8].

### C. Coherence and redundancy

In compressed sensing, a $K \times N$ deterministic matrix $A$ is associated with two geometric quantities, coherence and redundancy [24]. The coherence $\mu$ is defined by
  \[\mu = \max_{0 \leq l \neq m \leq N-1} \left| a_l^H \cdot a_m \right|\]
where $a_m$ denotes a column vector of $A$ with $||a_m||_2 = 1$, and $a_l^H$ is its conjugate transpose. In fact, the coherence is a measure of mutual orthogonality among columns, and the small coherence is desired for good sparse recovery [4]. In general, the coherence is lower bounded by
  \[\mu \geq \sqrt{\frac{N-K}{K(N-1)}}\]
which is called the Welch bound [25].

The redundancy, on the other hand, is defined as $\rho = ||A||^2_2$, where $|| \cdot ||$ denotes the spectral norm of $A$, or the largest singular value of $A$. We have $\rho \geq N/K$, where the equality holds if and only if $A$ is a tight frame [26]. For unique sparse recovery, it is also desired that $A$ should be a tight frame with the smallest redundancy [26].

### III. Compressed Sensing Matrices from Multiplicative Character Sequences

Sidelnikov [27] introduced two types of polyphase sequences with low periodic autocorrelation. In what follows, we define the sequences by logarithm and construct compressed sensing matrices using the sequences.
A. Construction from power residue sequences

Definition 3: Let $p$ be an odd prime and $M$ a divisor of $p-1$, i.e., $M \mid p-1$. Let $\alpha$ be a primitive root modulo $p$. An $M$-ary power residue sequence $r = \{r(k) \mid 0 \leq k \leq p-1\}$ of period $p$ is defined by

$$r(k) \equiv \log_\alpha k \mod M.$$  

(3)

By (1) and (3), the modulated sequence of $r(k)$ is represented by

$$\omega_M^{r(k)} = \psi(k), \quad 0 \leq k \leq p-1$$

where $\psi(0) = 1$.

Employing the power residue sequence, we construct a compressed sensing matrix.

Construction 1: Let $r = \{r(k) \mid 0 \leq k \leq p-1\}$ be an $M$-ary power residue sequence of period $p$, where $M > 2$. Let $K = p$ and $N = (M-1)K$. In a $K \times N$ matrix $A$, set each column index as $n = (c-1)K + b$, where $b \equiv n \mod K$ and $c = \left\lceil \frac{n}{K} \right\rceil + 1$ for $0 \leq b \leq p-1$ and $1 \leq c \leq M-1$. Then, we construct a $K \times N$ compressed sensing matrix $A$ where each entry is given by

$$a_{k,n} = \frac{1}{\sqrt{K}} \omega_M^{c r(k+b)} = \frac{1}{\sqrt{K}} \psi ((k+b)^c), \quad 0 \leq k \leq K-1, \quad 0 \leq n \leq N-1$$

where $k+b$ is computed modulo $p$.

Theorem 1: For the $K \times N$ matrix $A$ in Construction 1, the coherence is given by

$$\mu = \max_{0 \leq n_1 \neq n_2 \leq N-1} |a_{n_1}^H \cdot a_{n_2}| = \sqrt{\frac{K}{2} + 1}$$

(4)

where $a_*$ denotes a column vector of $A$. In particular, if $K$ and $M$ are large, the coherence is asymptotically optimal achieving the equality of the Welch bound.

Proof. Consider the column indices of $n_1 = (c_1-1)K + b_1$ and $n_2 = (c_2-1)K + b_2$, where $n_1 \neq n_2$. Set $x = k \in \mathbb{F}_p$. Then, the Welch bound in Proposition 1 gives an upper bound on the magnitude of the inner product of a pair of columns in $A$, i.e.,

$$|a_{n_1}^H \cdot a_{n_2}| = \frac{1}{K} \left| \sum_{x \in \mathbb{F}_p} \psi ((x + b_1)^{c_1}) \cdot \psi ((x + b_2)^{c_2}) \right|$$

$$= \frac{1}{K} \left| \sum_{x \in \mathbb{F}_p} \psi_1 (x + b_1) \psi_2 (x + b_2) \right|$$

$$\leq \sqrt{\frac{K}{2} + 1}$$

where $\psi_1 = \psi^{-c_1}$ and $\psi_2 = \psi^{c_2}$. Therefore, the coherence in (4) is immediate. For large $K$, $\mu \approx \sqrt{\frac{K}{2} + 1}$ from (4). Also, the equality of the Welch bound is $\sqrt{\frac{N-K}{K(N-1)}} = \sqrt{\frac{M-2}{(M-1)K-1}} \approx \frac{1}{\sqrt{K}}$ for large $M$. Thus, the coherence asymptotically achieves the equality of the Welch bound for large $K$ and $M$. □

Tropp [20] revealed that $(2s-1)\mu < 1$ ensures $s$-sparse signal recovery by basis pursuit (BP) and orthogonal matching pursuit (OMP). With the sufficient condition, Gribonval and Vandergheynst [28] further showed that matching pursuit (MP) also derives a unique solution with exponential convergence. Using the results, Theorem 2 provides a sufficient condition for the matrix $A$ in Construction 1.

Theorem 2: For the matrix $A$ in Construction 1, a unique $s$-sparse solution is guaranteed by $l_1$-minimization or greedy algorithms if

$$s < \frac{1}{2} \left( \frac{K}{\sqrt{K+2}} + 1 \right).$$

Proof. The upper bound on the sparsity level is straightforward from the coherence $\mu = \sqrt{\frac{K}{2} + 1}$ and the Tropp’s condition $(2s-1)\mu < 1$.

□

B. Construction from Sidelnikov sequences

Definition 4: Let $\alpha$ be a primitive element in the finite field $\mathbb{F}_{p^m}$ and $M$ a divisor of $p^m-1$, where $p$ is prime and $m$ is a positive integer. An $M$-ary Sidelnikov sequence $s = \{s(k) \mid 0 \leq k \leq p^m-2\}$ of period $p^m-1$ is defined by

$$s(k) = \log_\alpha (\alpha^k + 1) \mod M.$$  

(5)

By (1) and (5), the modulated sequence of $s(k)$ is represented by

$$\omega_s^{s(k)} = \psi((\alpha^k + 1)^c), \quad 0 \leq k \leq p^m-2$$

where $\psi(0) = 1$.

Construction 2: Let $s = \{s(k) \mid 0 \leq k \leq p^m-2\}$ be an $M$-ary Sidelnikov sequence of period $p^m-1$, where $M > 2$. Let $K = p^m-1$ and $N = (M-1)K$. In a $K \times N$ matrix $\hat{A}$, set each column index as $n = (c-1)K + b$, where $b \equiv n \mod K$ and $c = \left\lceil \frac{n}{K} \right\rceil + 1$ for $0 \leq b \leq p^m-2$ and $1 \leq c \leq M-1$. Then, we construct a $K \times N$ compressed sensing matrix $\hat{A}$ where each entry is given by

$$\hat{a}_{k,n} = \frac{1}{K} \omega_M^{c r(k+b)} = \frac{1}{\sqrt{K}} \psi ((\lambda \alpha^k + 1)^c), \quad 0 \leq k \leq K-1, \quad 0 \leq n \leq N-1$$

where $\lambda = \alpha^b \in \mathbb{F}_{p^m}$ and $k+b$ is computed modulo $p^m-1$.

Theorem 3: For the $K \times N$ matrix $\hat{A}$ in Construction 2, the coherence is given by

$$\mu = \max_{0 \leq n_1 \neq n_2 \leq N-1} |\hat{a}_{n_1}^H \cdot \hat{a}_{n_2}| = \sqrt{\frac{K}{2} + 1} + 3$$

(6)

where $\hat{a}_*$ denotes a column vector of $\hat{A}$. For large $K$ and $M$, the coherence is asymptotically optimal achieving the equality of the Welch bound.

Proof. Consider the column indices of $n_1 = (c_1-1)K + b_1$ and $n_2 = (c_2-1)K + b_2$, where $n_1 \neq n_2$. Let $\lambda_1 = \alpha^{b_1}$, $\lambda_2 = \alpha^{b_2}$, and $x = \alpha^k \in \mathbb{F}_{p^m}$. Using the Weil bound in...
Proposition 1, the inner product of a pair of columns in $\mathbf{A}$ has the magnitude bounded by

$$|\hat{a}_{n_1}^H \cdot \hat{a}_{n_2}| = \frac{1}{K} \left| \sum_{x \in \mathbb{Z}_p^m} \psi((\lambda_1 x + 1)^{-c_1}) \cdot \psi((\lambda_2 x + 1)^{c_2}) \right|$$

$$= \frac{1}{K} \left| \sum_{x \in \mathbb{Z}_p^m} \psi(\lambda_1 x + 1) \psi(\lambda_2 x + 1) \right|$$

$$= \frac{1}{K} \left( \left| \sum_{x \in \mathbb{Z}_p^m} \psi(\lambda_1 x + 1) \psi(\lambda_2 x + 1) \right| + 1 \right)$$

$$\leq \frac{\sqrt{K + 1 + 3}}{K}$$

where $\psi_1 = \psi^{-c_1}$ and $\psi_2 = \psi^{c_2}$. Therefore, the coherence in (6) is immediate. Similar to the approach made in the proof of Theorem 1, the coherence asymptotically achieves the equality of the Welch bound for large $K$ and $M$. \hfill \blacksquare

With the coherence and the Tropp’s sufficient condition [20], the sparsity bound of $\hat{\mathbf{A}}$ is straightforward.

Theorem 4: For the matrix $\hat{\mathbf{A}}$ in Construction 2, a unique $s$-sparse solution is guaranteed by $l_1$-minimization or greedy algorithms if

$$s \leq \frac{1}{2} \left( \frac{K}{\sqrt{K + 1 + 3}} + 1 \right).$$

Remark 1: In Constructions 1 and 2, it is easily checked that a pair of rows in the matrix $\mathbf{A}$ (or $\hat{\mathbf{A}}$) may not be mutually orthogonal, which implies that $\mathbf{A}$ (or $\hat{\mathbf{A}}$) is not a tight frame. However, numerical data reveals that their spectral norms are nearly optimal, as shown in Table I for some values of $K$, $N$, and $M$.

Remark 2: In Constructions 1 and 2, each column vector of $\mathbf{A}$ (or $\hat{\mathbf{A}}$) is equivalent to a modulated sequence of a constant multiple of a cyclic shift of a power residue or Sidelnikov sequence. Therefore, only a single base sequence is required for the implementation of the compressed sensing matrix, which allows low complexity and storage. In particular, if $m$ is even, we can generate a Sidelnikov sequence of period $p^m - 1$ using an efficient linear feedback shift register (LFSR) [29], which further reduces the implementation complexity. Moreover, the alphabet size $M$ of the matrix is variable depending on the signal dimension $N$, as $N$ is a function of $M$ in the constructions. In summary, we can efficiently implement a variety of compressed sensing matrices with various alphabet and column sizes from multiplicative character sequences.

C. RIP analysis

For statistical RIP analysis, we chose $(K, N, M) = (47, 2115, 46)$ for power residue sensing matrix $\mathbf{A}$, and $(K, N, M) = (48, 2256, 48)$ for Sidelnikov sensing matrix $\hat{\mathbf{A}}$, respectively. For each matrix, taking its submatrix with randomly chosen $s$ columns, we then measured the condition number, defined as the ratio of the largest singular value of each submatrix to the smallest.

In Figure 1, we measured the means and standard deviations of the condition numbers of $\mathbf{A}_s$, $\hat{\mathbf{A}}_s$, and $\mathbf{G}_s$, where $\mathbf{A}_s$ and $\hat{\mathbf{A}}_s$ are the submatrices of $s$ columns randomly chosen from $\mathbf{A}$ and $\hat{\mathbf{A}}$, respectively, while $\mathbf{G}_s$ is a $K \times s$ Gaussian random matrix with $K = 48$. The statistics were measured over total 10,000 condition numbers, where each matrix is newly chosen at each instance. Each entry of the Gaussian matrix $\mathbf{G}_s$ is independently sampled from the Gaussian distribution of zero mean and variance $\frac{1}{2}$, and each column vector is then normalized such that it has unit $l_2$-norm.

Note that the singular values of $\mathbf{A}_s$ (or $\hat{\mathbf{A}}_s$) are the square roots of eigenvalues of the Gram matrix $\mathbf{A}_s^H \mathbf{A}_s$ (or $\hat{\mathbf{A}}_s^H \hat{\mathbf{A}}_s$). Then, the condition numbers should be as small as possible for sparse signal recovery, since the RIP requires that the Gram matrix should have all the eigenvalues in an interval $[1 - \delta_s, 1 + \delta_s]$ with reasonably small $\delta_s$ [23]. From this point of view, we see that the power residue and Sidelnikov sensing matrices show better statistics of condition numbers than the Gaussian random matrix in Figure 1. We made similar observations in the statistics of power residue sensing matrix with $(K, N, M) = (127, 15875, 126)$ and Sidelnikov matrix with $(K, N, M) = (124, 15252, 124)$. This convinces us that $\mathbf{A}$ and $\hat{\mathbf{A}}$ in Constructions 1 and 2 are suitable for compressed sensing in a statistical sense.

IV. RECOVERY PERFORMANCE

A. Recovery from noiseless data

Figure 2 shows numerical results on successful recovery rates of $s$-sparse signals measured by power residue sensing matrix $\mathbf{A}$ with $(K, N, M) = (47, 2115, 46)$, and Sidelnikov matrix $\hat{\mathbf{A}}$ with $(K, N, M) = (48, 2256, 48)$, respectively, where total 2000 sample vectors were tested for each sparsity

**TABLE I**

| $(K, N, M)$ | $||\mathbf{A}||$ | $\sqrt{N/K}$ | $(K, N, M)$ | $||\hat{\mathbf{A}}||$ | $\sqrt{N/K}$ |
|------------|----------------|---------------|------------|----------------|---------------|
| (43, 1763, 42) | 6.6282 | 6.4031 | (26, 650, 26) | 5.0990 | 5 |
| (59, 3363, 58) | 7.7431 | 7.5498 | (48, 2256, 48) | 6.9282 | 6.8557 |
| (67, 4355, 66) | 8.2439 | 8.0623 | (80, 6320, 80) | 8.9443 | 8.8882 |
| (83, 6723, 82) | 9.1635 | 9 | (124, 15252, 124) | 11.1355 | 11.0905 |
| (97, 9215, 96) | 9.8982 | 9.7468 | (168, 28056, 168) | 12.9615 | 12.9228 |
level. For comparison, the figure also displays the rate for $48 \times 2256$ randomly chosen partial Fourier matrix, where a new matrix is used at each instance of an $s$-sparse signal, in order to obtain the average rate. For all the matrices, the matching pursuit recovery with 100 iterations has been applied for the reconstruction of sparse signals. Each nonzero entry of an $s$-sparse signal $x$ has the magnitude of 1, where its position and sign are chosen uniformly at random. A success is declared in the reconstruction if the squared error is reasonably small for the estimate $\hat{x}$, i.e., $\|x - \hat{x}\|^2 < 10^{-4}$.

In the figure, we observe that if $s \leq 3$, more than 99% of $s$-sparse signals are successfully recovered for the power residue sensing matrix, which statistically verifies the sufficient condition in Theorem 2. Similarly, the sufficient condition of the Sidelnikov sensing matrix in Theorem 4 is also verified for $s \leq 2$. In fact, the figure reveals that the sufficient conditions are somewhat pessimistic, since the actual recovery performance is fairly good even for high sparsity levels. For example, both sensing matrices guarantee more than 95% successful recovery rates if $s \leq 4$. Furthermore, the matrices present better recovery performance than randomly chosen partial Fourier matrices. We made similar observations in the recovery performance of other power residue $((K, N, M) = (127, 15875, 126))$ and Sidelnikov $((K, N, M) = (124, 15252, 124))$ sensing matrices.

### B. Recovery from noisy data

In practice, a measured signal $y$ contains noise, i.e., $y = Ax + z$, where $z \in \mathbb{C}^K$ denotes a $K$-dimensional complex vector of noise. Thus, a compressed sensing matrix must be robust to the measurement noise for stable and noise resilient recovery. Figure 2 displays the matching pursuit recovery performance of various compressed sensing matrices in the presence of noise. The matrix parameters and the sparse signal generation are identical to those of noiseless case. In the figure, $x$ is $s$-sparse for $s = 1, 2, 3$, and the signal-to-noise ratio (SNR) is defined by $\text{SNR} = \frac{\|Ax\|^2}{K \sigma_z^2}$, where each element of $z$ is an independent and identically distributed (i.i.d.) complex Gaussian random process with zero mean and variance $\sigma_z^2$. In noisy recovery, a success is declared if $\|x - \hat{x}\|^2 < 10^{-2}$ after 100 iterations. From Figure 3 we observe that the recovery performance is stable and robust against noise corruption at sufficiently high SNR, which is similar to that of randomly chosen partial Fourier matrices.
V. CONCLUSION

This paper has presented how to deterministically construct a $K \times N$ measurement matrix for compressed sensing via multiplicative character sequences. We showed that the matrices from $M$-ary power residue and Sidelnikov sequences have asymptotically optimal coherence for large $K$ and $M$. We also presented the sufficient conditions on the sparsity level for unique sparse solution. Furthermore, the RIP of the matrices has been statistically analyzed, where we observed that they have better condition number statistics than Gaussian random matrices. Numerical results revealed that the compressed sensing matrices show stable and reliable performance in matching pursuit recovery for sparse signals with or without measurement noise. Finally, we would like to mention that the compressed sensing matrices can be implemented with small storage and low complexity, as each column vector is equivalently generated by a constant multiple of a cyclic shift of a single base power residue or Sidelnikov sequence.
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