A modified gravity model based on network efficiency for vital nodes identification in complex networks
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Abstract

Vital nodes identification is an essential problem in network science. Various methods have been proposed to solve this problem. In particular, based on the gravity model, a series of improved gravity models are proposed to find vital nodes better in complex networks. However, they still have the room to be improved. In this paper, a novel and improved gravity model, which is named network efficiency gravity centrality model (NEG), integrates gravity model and network efficiency is proposed. Compared to other methods based on different gravity models, the proposed method considers the effect of the nodes on structure robustness of the network better. To solidate the superiority of the proposed method, experiments on varieties of real-world networks are carried out.
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1. Introduction

Network science is an emerging research direction as it is an effective theory and tool which can be used in many real-environments like economy\cite{1,2,3}, biology\cite{4,5}, transportation\cite{7,9}, chemistry\cite{10}, social system\cite{11,13} and so forth. More and more researchers are devoted to network science\cite{14,15}. There are many worthy research topics in network science including but not limiting to community detection\cite{16}, fractal dimension\cite{17,18}, link prediction\cite{19}, evolutionary game theory\cite{20,22}, self similarity analysis\cite{23} and so forth. Algorithms and tools in network science can also be used for time series analysis\cite{24,25}, pattern recognition\cite{26,27}, multi-criteria decision making\cite{28,29}, uncertainty modeling\cite{30}, recommender system\cite{31,32}, just to name a few. We will see the emerging progress in both the theory and the applications of network science in the near future\cite{33,36}.
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Vital nodes identification is an important issue in network science as it can be used in many fields and directions like link prediction [37], disease control [38, 39], risk engineering [40, 41], biology engineering [42–44] and decision making [45, 46]. Therefore, it is essential to study on vital nodes identification. There are various methods proposed for vital nodes identification [47]. Newman [48] considers the path information and propose betweenness centrality. Zhang et al. [49] propose local fuzzy information centrality to identify vital nodes. Berahmand et al. [50] investigate both of the positive and negative effect of local clustering coefficient for this problem. Maji et al. [51] take the influence overlap into account. Inspired by random walk algorithm for link prediction [52], Ren et al. [53] propose a new method called iterative resource allocation. Graph energy theory can also be used in vital nodes identification as Ma et al. [54] propose quasi-laplacian centrality. Li et al. [55] propose a generalized gravity model considering the local information of the node more comprehensively. Liu et al. [56] propose a generalized mechanism model, which is also called gravity model to identify vital nodes. Zhao et al. [57] propose a novel method uses structure similarity. Wen et al. [58] explores fractal theory and propose local multi-dimension to investigate vital nodes. Discrete Moth-Flame optimization algorithm is also utilized for solving this problem by Wang et al. [59]. Gupta and Mishra [60] consider the network structure in this problem. Convolutional network is also proved to be efficient to find vital nodes by Yu et al. [35]. A novel attraction measure is proposed by Wang et al. [61]. Hierarchical approach for influential node ranking is proposed by Zareie and Sheikhhahmadi [62]. Greedy algorithm [63] and spinning trees [64] are also useful alternatives to investigate important nodes. What is more, some open source node centrality platform is developed [65]. More kinds of superior methods will be explored in the upcoming days.

However, many methods still have room to be improved. In particular, since gravity models are very effective in identifying vital nodes in complex networks because gravity model can simulate the interaction of nodes and generalize both local and global information. Many modified gravity models have been proposed for further study. Whereas, most existing gravity models do not consider the impact of key nodes on the overall structure and robustness of the network. Therefore, an improved gravity model for vital nodes identification, which is called network efficiency gravity model is proposed in this paper. Compared to the previous modified gravity model, the proposed model is related to the network efficiency of the nodes and it considers the effect of the node on the whole network, which is more comprehensive. The superiority of the proposed method will be proven by experiments on many real-world networks.

The contribution of our method is as follows. First, the degree of a node contains the local neighborhood information of the node, and the path between nodes represents the global information. In the proposed model, the local information and the global information are comprehensively considered. Second, the gravity model regards the identification of important nodes as a global issue, and comprehensively considers the mutual influence between various nodes in the network. Third, the influence of nodes on network efficiency reflects the influence of nodes on the overall structure and robustness of the network. Fourth,
the comprehensive use of the original gravity model and network efficiency-related indicators reflects the importance of nodes from the perspective of the mutual influence between nodes and the overall structure of the network.

The remainder structure of this paper is given as follows. The preliminaries are briefly introduced in Section 2. In Section 3, the modified gravity model is proposed. Experiments on real-world networks are utilized to show the superiority of the proposed method in the next section. In the end, the conclusion is given in Section 5.

2. Preliminaries

Some preliminaries including containing complex network, susceptible-infected model, Kendall correlation coefficient, network efficiency and classic identification approaches are briefly introduced as follows.

2.1. Complex network

A complex network can be defined as a graph $G(V, E)$, where $V$ is the set of the vertices and $E$ is the set of the edges. $A$ is the adjacency matrix and $a_{ij}$ represents the edge between node $i$ and node $j$. If the node $i$ and node $j$ is connected, then $a_{ij} = 1$ otherwise 0. $d_{ij}$ refers to the shortest distance between node $i$ and $j$, and it can be calculated by shortest path algorithms.

2.2. Susceptible-infected model

A representative and effective model that can simulate the process of disease propagation is the susceptible-infected (SI) model [66]. Every node in this model has two states. They are either in susceptible or infected state. Every node of the network is susceptible in the beginning. Some nodes can be chosen to be infected in the model and then infect other nodes. $T$ refers to the simulation steps of the model. $K$ means the times of independent experiments. $N(t)$ means the average number of infected nodes in $K$ times of independent experiments. $\beta$ is the infection rate, which is the probability of the susceptible node is infected by other infected nodes.

2.3. Kendall correlation coefficient

Kendall correlation coefficient is a classical mathematical measure which can be used to measure the correlation of two variables [67]. It is defined as follows.

**Definition 2.1.** Given two arrays $X = (X_1, X_2,...,X_n)$, $Y = (Y_1, Y_2,...,Y_n)$, the pairs $(X_i, X_j)$ and $(Y_i, Y_j)$ are called consistent if $X_i > X_j$ and $Y_i > Y_j$ otherwise they are inconsistent. The Kendall correlation coefficient can be calculated as follows.

$$\tau(X, Y) = \frac{2(c^+ - c^-)}{n(n-1)}$$ (1)
where \( c^+ \) means the number of consistent pairs and \( c^- \) means the number of inconsistent pairs.

### 2.4. Network efficiency

Network efficiency is often utilized to describe the robustness of the network [56]. It is defined as follows.

\[
E(G) = \frac{\sum_{i \neq j} \frac{1}{d_{ij}}}{N(N-1)}
\]  

(2)

where \( N \) represents the number of nodes in the network and the length of the shortest path between node \( i \) and node \( j \) is denoted as \( d_{ij} \).

### 2.5. Centrality measures

The baseline centrality measures used in this paper are briefly introduced as follows.

#### 2.5.1. Gravity model [68]

Based on the idea of attraction between different nodes, a new method is proposed by Li et al. [68] for vital nodes identification, inspired by the gravitation law in physics [69], which considers both global and local information of the nodes. It is calculated as follows.

\[
C_G(i) = \sum_{i \neq j} \frac{k_i \times k_j}{d_{ij}^2}
\]  

(3)

where \( k_i \) and \( k_j \) refers to the degree of node \( i \) and node \( j \) respectively. \( r \) is the truncation radius of the network and \( r = \langle d \rangle / 2 \). The \( \langle d \rangle \) is the average length of the shortest paths of the network.

#### 2.5.2. Weighted gravity model [56]

Liu et al. [56] modified the gravity model and proposed the weighted gravity model, which also considers the effect of the node on other nodes. It is calculated as follows.

\[
AX = \lambda X
\]

\[
e_i = X_i
\]

\[
C_{WF} = \sum_{i \neq j} e_i \frac{k_i \times k_j}{d_{ij}^2}
\]  

(4)

where \( X \) and \( \lambda \) are normalized eigenvector and largest eigen vector respectively.
2.5.3. **Generalized gravity model** [55]

Generalized gravity model for identifying the vital nodes is proposed by Li et al. [55] as a generalization of gravity model, which is more flexible. It is calculated as follows.

\[
C_{GG} = \sum_{i \neq j, d_{ij} \leq r} e^{-\alpha LCC(i)} \times e^{-\alpha LCC(j)} \times \frac{k_i \times k_j}{d_{ij}^2}
\]  

(5)

where \( LCC(i) \) and \( LCC(j) \) are the local clustering coefficient of the node \( i \) and node \( j \) respectively. Take node \( i \) as an example, the local clustering coefficient of node \( i \) can be calculated as

\[
LCC(i) = \frac{n_i}{k_i \times (k_i - 1)}
\]

(6)

where \( n_i \) is the number of edges between the neighbors of the node \( i \).

2.5.4. **Betweenness centrality** [48]

Betweenness centrality considers the path information of the node [48], it is a global information based index. It is given as follows.

\[
C_{BC}(i) = \sum_{j \neq k \neq i} \frac{P_{jk}(i)}{P_{jk}}
\]

(7)

where \( P_{jk} \) refers to the number of shortest paths between node \( j \) and \( k \) and \( P_{jk}(i) \) means the number of shortest paths between node \( j \) and \( k \) which also pass through node \( i \).

2.5.5. **Iterative resource allocation** [53]

Iterative resource allocation is a method based on random walk for vital nodes identification. Assuming resource is allocated the same at all nodes and then resources are transported in the network, the most important node should have the most resource after certain steps. This model can be calculated as follows.

\[
I(t + 1) = XI(t) = \begin{pmatrix}
x_{11} & x_{12} & \ldots & x_{1n} \\
x_{21} & x_{22} & \ldots & x_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
x_{n1} & x_{n2} & \ldots & x_{nn}
\end{pmatrix} \begin{pmatrix}
I_1(t) \\
I_2(t) \\
\vdots \\
I_n(t)
\end{pmatrix}
\]

(8)

where the \( X \) means the transition matrix. \( x_{ij} \) can be calculated as follows.

\[
x_{ij} = \frac{a_{ij} \cdot C(j)}{\sum_{i \neq j} a_{ij} \cdot C(j)}
\]

(9)
Where $a_{ij}$ is the corresponding element in the adjacent matrix of the edge between node $i$ and node $j$. $C(j)$ is the centrality of the node $j$, any centrality can be chosen as the input. For easy calculation, degree centrality [70] is selected in this paper because degree centrality is derived from local information and it is easier to be obtained. At the initial process, $I_1(1) = I_2(1) = \ldots = I_n(1) = 1$.

2.5.6. Quasi-laplacian centrality [2]

Quasi-laplacian centrality is proposed based on graph energy [2], which can fully reveal the influence of a node on the whole network. And can be calculated as follows.

$$
E_{ql}(G) = \sum k_i + \sum k_i^2
$$

$$
C_{ql}(i) = E_{ql}(G) - E_{ql}(G-i)
$$

where $E_{ql}(G)$ refers to the graph quasi-laplacian energy of the network and $E_{ql}(G-i)$ refers to the graph quasi-laplacian energy of the network deletes node $i$.

3. Proposed approach

In this section, a new method which is called network efficiency gravity model (NEG) is proposed. The proposed method is defined as follows.

$$
C_{NEG}(i) = \frac{E(G)}{E(G-i)} \sum_{i \neq j} \frac{k_i \times k_j}{d_{ij}^2}
$$

where $E(G-i)$ is the network efficiency of the network which deletes node $i$.

In the proposed model, from the perspective of the influence of nodes on the whole structure of the network, the more important the node $i$, the greater the influence on the network efficiency of the entire network after it is removed. That is to say, the more important the node $i$, the smaller $E(G-i)$ and the larger $\frac{E(G)}{E(G-i)}$. Consequently, a more vital node is of a larger $C_{NEG}(i)$. Compared to the most other gravity models, the proposed method considers the effect of the node on the whole network structure, which is more comprehensive and effective.

4. Experiments

In this section, experiments are carried out to demonstrate the superiority of the proposed method. The proposed method is compared with some effective methods including gravity model (G) [58], weighted gravity model (WG) [56], generalized gravity model (GG) [55], iterative resource allocation (IRA) [53],
quasi-laplacian centrality (QL) [54] and betweenness centrality [48]. Networks derived from the real-world are used to test whether or not the proposed method works. The networks used in this paper are Jazz (198 nodes, 2742 edges), NS (379 nodes, 914 edges), USAir (332 nodes, 2126 edges), PB (1222 nodes, 16714 edges), Infectious (410 nodes, 17298 edges), PDZbase (212 nodes, 2672 edges), SCC (151 nodes, 9800 edges) and Haggle274 (274 nodes, 28244 edges). The results are a little different from [55] due to code problems but do not affect the effectiveness of generalized gravity model.

4.1. The correlation with SI model

The correlation between spreading ability of nodes in SI model and centrality can be modeled by Kendell correlation coefficient. If the correlation is high, the centrality is more efficient to find nodes that are influential in the network. The experiment are carried out 100 times independently and the $\beta$ varies from 0.1 to 1 and the step length is 0.1.

The results are shown in Figure 1. In Jazz network, the GG has the best performance while the IRA and G perform similarly. When $\beta < 0.36$ and $\beta > 0.6$, the tau of NEG is the second largest. In other cases, NEG is compatible with QL. In NS network, G performs the best while GG performs better than WG and NEG when $\beta > 0.2$. As can be seen, the tau of NEG is the second largest when $\beta < 0.2$. In PB network, G and IRA perform best generally and NEG performs better than GG, WG and BC. In USAir network, our proposed method performs better than GG and BC and beaten by WG, G, IRA and QL. In infectious network, when $0.1 \leq \beta \leq 0.5$ the proposed outperforms other method. When $\beta \geq 0.6$, the proposed method is only outperformed by GG. In PDZbase network, NEG outperforms all other methods and is not even close. GG, G and BC are almost the same. IRA has the worst performance. In SCC network, NEG performs similar with IRA and QL. BC is close to these three methods and GG performs better than G and WG. In Haggle274 network, our proposed method is comparable with IRA, WG, QL, G and has better performance than BC and GG. BC has the worst performance. As can be found, the tau value of BC is always lower than the others. In a nutshell, our proposed method performs compatible with most methods in most networks and performs best in some networks, which shows the feasibility and superiority of the proposed method. We can also conclude that GG has worse performance than G in 4 networks, better performance in 3 networks and comparable in 1 network. BC is the worst method among the six models.

4.2. The infection ability of top-10 ranked nodes

This experiment is executed 100 times independently. The SI model’s simulation time $T$ equals to 25. The rate of infection $\beta$ is set as 0.1. Nodes which are ranked top-10 are elected as nodes are infected from the beginning. After $T$ steps, if there are more infected nodes, the centrality measure should be more effective.

The results are shown in Figure 2. In Jazz network, when $3.6 < T < 3.8$, GG performs the best with NEG only performs worse than GG. G performs the worst among the four methods. In NS network, when
Figure 1: Tau values of different centrality measures in networks
Figure 2: Spreading abilities of different centrality measures in networks

$T < 16$, G performs best and WG performs worst. As can be seen, NEG performs the second best, which is slightly better than GG. In USAir network, the NEG performs the best while GG outperforms G and WG when $7.1 < t < 7.7$. When $t < 10$, WG, GG, and NEG all perform better than G. In PB network, GG, NEG and G have similar performance and they outperform WG. In infectious network, when $6.5 < T < 8.5$, GG performs slightly better than NEG and NEG beats G and WG by a large margin. In PDZbase network, NEG outperforms the GG and G by a large amount. GG is slightly better than G and WG has the worst performance. In SCC network, when $1.8 < T < 2.2$, NEG performs the best and GG performs better than G and WG. In Haggle274 network, four methods perform almost the same.

Generally speaking, NEG reaches the best performance in all networks, GG performs better than G and WG generally but is not as good as NEG. WG is beaten by all other methods. It shows the superiority of the proposed method.
5. Conclusion

A novel model for vital nodes identification named network efficiency gravity model is proposed in this paper, which integrates network efficiency and gravity model. The nodes’ effect on the structural information on the whole network is taken into consideration in this model. The experiments on various networks come from the real-world prove the superiority of the proposed network efficiency gravity model. In the future, we will further study on how to decrease the time complexity of the proposed method to make the proposed method faster. Approximation algorithm of the proposed method may also be explored. The proposed algorithm may also be extended to other types of networks like multiplex networks, higher-order networks, temporal networks, bipartite networks and so forth. NEG can be used in many research directions like link prediction, community detection, graph clustering and so forth. Possible more practical applications with the proposed method is also worth being investigated. Due to the limits of the device, the proposed method can be tested by larger networks in the future if possible.

Acknowledgment

The work is partially supported by National Natural Science Foundation of China (Grant No. 61973332), JSPS Invitational Fellowships for Research in Japan (Short-term).

References

References

[1] J. Zhu, D. Wei, Analysis of stock market based on visibility graph and structure entropy, Physica A: Statistical Mechanics and its Applications 576 (2021) 126036.
[2] J. Gao, Y.-C. Zhang, T. Zhou, Computational socioeconomics, Physics Reports 817 (2019) 1–104.
[3] L. Altinoglu, The origins of aggregate fluctuations in a credit network economy, Journal of Monetary Economics 117 (2021) 316–334.
[4] C. Liu, Y. Ma, J. Zhao, R. Nussinov, Y.-C. Zhang, F. Cheng, Z.-K. Zhang, Computational network biology: data, models, and applications, Physics Reports 846 (2020) 1–66.
[5] A. Derakhshani, H. Mollaei, N. Parsamanesh, M. Fereidouni, E. Miri-Moghaddam, S. Nasseri, Y. Luo, H. Safarpour, B. Baradaran, Gene co-expression network analysis for identifying modules and functionally enriched pathways in vitiligo disease: A systems biology study, Iranian Journal of Allergy, Asthma and Immunology (2020) 1–12.
[6] Y. Nomi, H. Gotoda, S. Kandani, C. Almarcha, Complex network analysis of the gravity effect on premixed flames propagating in a hele-shaw cell, Physical Review E 103 (2) (2021) 022218.
[7] H. Wang, Y.-P. Fang, E. Zio, Risk assessment of an electrical power system considering the influence of traffic congestion on a hypothetical scenario of electrified transportation system in New York state, IEEE Transactions on Intelligent Transportation Systems.
[8] Y. Gu, X. Fu, Z. Liu, X. Xu, A. Chen, Performance of transportation network under perturbations: Reliability, vulnerability, and resilience, Transportation Research Part E: Logistics and Transportation Review 133 (2020) 101809.
[9] J. Zhou, Q. Hou, Resilience assessment and planning of suburban rural settlements based on complex network, Sustainable Production and Consumption.

[10] M. Chrayteh, E. Burevschi, D. Loru, T. R. Huet, P. Dréan, M. E. Sanz, Disentangling the complex network of non-covalent interactions in fenchone hydrates via rotational spectroscopy and quantum chemistry, Physical Chemistry Chemical Physics.

[11] J. Wu, Z. Zhao, Q. Sun, H. Fujita, A maximum self-esteem degree based feedback mechanism for group consensus reaching with the distributed linguistic trust propagation in social network, Information Fusion 67 (2021) 80–93.

[12] M. Tang, H. Liao, H. Fujita, Delegation Mechanism-Based Large-Scale Group Decision Making With Heterogeneous Experts and Overlapping Communities, IEEE Transactions on Systems, Man, and Cybernetics: Systems.

[13] X. Zhou, F. Ji, L. Wang, Y. Ma, H. Fujita, Particle swarm optimization for trust relationship based social network group decision making under a probabilistic linguistic environment, Knowledge-Based Systems 200 (2020) 105999.

[14] N.-T. Le, B. Vo, L. B. Nguyen, H. Fujita, B. Le, Mining weighted subgraphs in a single large graph, Information Sciences 514 (2020) 149–165.

[15] Y. Dong, Q. Zha, H. Zhang, G. Kou, H. Fujita, F. Chiclana, E. Herrera-Viedma, Consensus reaching in social network group decision making: Research paradigms and challenges, Knowledge-Based Systems 162 (2018) 3–13.

[16] D. A. Vega-Oliveros, L. da Fonseca Costa, F. A. Rodrigues, Influence maximization by rumor spreading on correlated networks through community identification, Communications in Nonlinear Science and Numerical Simulation 83 (2020) 105094.

[17] R. Rak, E. Rak, The Fractional Preferential Attachment scale-free network model, Entropy 22 (5) (2020) 509.

[18] T. Wen, K. H. Cheong, Invited review: The fractal dimension of complex networks: A review, Information Fusion.

[19] Y.-L. Lee, T. Zhou, Collaborative filtering approach to link prediction, Physica A: Statistical Mechanics and its Applications (2021) 126107.

[20] C. Shen, M. Jusup, L. Shi, Z. Wang, M. Perc, P. Holme, Exit rights open complex pathways to cooperation, Journal of the Royal Society Interface 18 (174) (2021) 20200777.

[21] C. Chu, D. Hu, G. Jiang, C. Liu, J. Liu, Z. Wang, Evolution of cooperation in multi-population, EPL (Europhysics Letters) 132 (5) (2020) 58001.

[22] T. Wen, E. V. Koonin, K. H. Cheong, An alternating active-dormitive strategy enables disadvantaged prey to outcompete the perennially active prey through Parrondo¡¯s paradox, BMC biology 19 (1) (2021) 1–10.

[23] B. Wang, J. Zhu, D. Wei, The self-similarity of complex networks: From the view of degree–degree distance, Modern Physics Letters B (2021) 2150331.

[24] Y. Huang, X. Mao, Y. Deng, Natural visibility encoding for time series and its application in stock trend prediction, Knowledge-Based Systems (2021) 107478.

[25] G. Liu, F. Xiao, C.-T. Lin, Z. Cao, A fuzzy interval time-series energy and financial forecasting model using network-based multiple time-frequency spaces and the induced-ordered weighted averaging aggregation operation, IEEE Transactions on Fuzzy Systems 28 (11) (2020) 2677–2690.

[26] Z. Mohammadpoory, M. Nasrolahzadeh, N. Mahmoodian, J. Haddadnia, Automatic identification of diabetic retinopathy stages by using fundus images and visibility graph method, Measurement 140 (2019) 133–141.

[27] T. Kong, J. Shao, J. Hu, X. Yang, S. Yang, R. Malekian, EEG-Based Emotion Recognition Using an Improved Weighted Horizontal Visibility Graph, Sensors 21 (5) (2021) 1870.

[28] L. Xiong, X. Su, H. Qian, Conflicting evidence combination from the perspective of networks, Information Sciences 580 (2021) 408–418.

[29] L. Chen, Y. Deng, K. H. Cheong, Probability transformation of mass function: A weighted network method based on the ordered visibility graph, Engineering Applications of Artificial Intelligence 105 (2021) 104438. doi:https://doi.org/10.1016/j.engappai.2021.104438.

[30] J. Zhao, Y. Deng, Complex network modeling of evidence theory, IEEE Transactions on Fuzzy Systems (2020)
[31] Y. Bai, S. Jia, S. Wang, B. Tan, Customer loyalty improves the effectiveness of recommender systems based on complex network, Information 11 (3) (2020) 171.

[32] G. Tian, S. Zhou, G. Sun, C.-C. Chen, A novel intelligent recommendation algorithm based on mass diffusion, Discrete Dynamics in Nature and Society 2020.

[33] Z. Li, X. Wang, J. Li, Q. Zhang, Deep attributed network representation learning of complex coupling and interaction, Knowledge-Based Systems 212 (2021) 106618.

[34] L. Diosán, A. Andreica, et al., Network motifs: A key variable in the equation of dynamic flow between macro and micro layers in Complex Networks, Knowledge-Based Systems 213 (2021) 106648.

[35] E.-Y. Yu, Y.-P. Wang, Y. Fu, D.-B. Chen, M. Xie, Identifying critical nodes in complex networks via graph convolutional networks, Knowledge-Based Systems 198 (2020) 105893.

[36] N. Seong, K. Nam, Forecasting price movements of global financial indexes using complex quantitative financial networks, Knowledge-Based Systems 235 (2022) 107608.

[37] J. Wu, J. Shen, B. Zhou, X. Zhang, B. Huang, General link prediction with influential node identification, Physica A: Statistical Mechanics and its Applications 523 (2019) 996–1007.

[38] M. Doostmohammadian, H. R. Rabiee, U. A. Khan, Centrality-based epidemic control in complex social networks, Social Network Analysis and Mining 10 (2020) 1–11.

[39] X. Luo, Z. Jin, A new insight into isolating the high-degree nodes in network to control infectious diseases, Communications in Nonlinear Science and Numerical Simulation 91 (2020) 105363.

[40] N. Wang, Y. Gao, J.-t. He, J. Yang, Robustness evaluation of the air cargo network considering node importance and attack cost, Reliability Engineering & System Safety (2021) 108026.

[41] A. Umunnakwe, A. Sahu, M. R. Narimani, K. Davis, S. Zonouz, Cyber-physical component ranking for risk sensitivity analysis using betweenness centrality, IET Cyber-Physical Systems: Theory & Applications.

[42] J. Grubb, D. Lopez, B. Mohan, J. Matta, Network centrality for the identification of biomarkers in respondent-driven sampling datasets, Plos one 16 (8) (2021) e0256601.

[43] X. Meng, W. Li, X. Peng, Y. Li, M. Li, Protein interaction networks: centrality, modularity, dynamics, and applications, Frontiers of Computer Science 15 (6) (2021) 1–17.

[44] X. Lei, X. Yang, H. Fujita, Random walk based method to identify essential proteins by integrating network topology and biological characteristics, Knowledge-Based Systems 167 (2019) 53–67.

[45] C. Li, W. Yang, Y. Yu, B. Li, Research on node importance evaluation of complex products based on three-parameter interval grey number grey relational model, Journal of Intelligent & Fuzzy Systems (Preprint) (2021) 1–18.

[46] R. Trach, M. Lendo-Siwicka, Centrality of a communication network of construction project participants and implications for improved project communication, Civil Engineering and Environmental Systems 38 (2) (2021) 145–160.

[47] L. Qiu, J. Zhang, X. Tian, Ranking influential nodes in complex networks based on local and global structures, Applied Intelligence (2021) 1–14.

[48] M. E. Newman, A measure of betweenness centrality based on random walks, Social networks 27 (1) (2005) 39–54.

[49] H. Zhang, S. Zhong, Y. Deng, K. H. Cheong, LFIC: Identifying influential nodes in complex networks by local fuzzy information centrality, IEEE Transactions on Fuzzy Systems (2021) 10.1109/TFUZZ.2021.3112226.

[50] K. Berahmand, A. Bouyer, N. Samadi, A new centrality measure based on the negative and positive effects of clustering coefficient for identifying influential spreaders in complex networks, Chaos, Solitons & Fractals 110 (2018) 41–54.

[51] G. Maji, A. Dutta, M. C. Malta, S. Sen, Identifying and ranking super spreaders in real world complex networks without influence overlap, Expert Systems with Applications 179 (2021) 115061.

[52] W. Liu, L. Liu, Link prediction based on local random walk, EPL (Europhysics Letters) 89 (5) (2010) 58007.
[53] Z.-M. Ren, A. Zeng, D.-B. Chen, H. Liao, J.-G. Liu, Iterative resource allocation for ranking spreaders in complex networks, EPL (Europhysics Letters) 106 (4) (2014) 48005.

[54] Y. Ma, Z. Cao, X. Qi, Quasi-Laplacian centrality: A new vertex centrality measurement based on Quasi-Laplacian energy of networks, Physica A: Statistical mechanics and its applications 527 (2019) 121130.

[55] H. Li, Q. Shang, Y. Deng, A generalized gravity model for influential spreaders identification in complex networks, Chaos, Solitons & Fractals 143 (2021) 110456.

[56] F. Liu, Z. Wang, Y. Deng, GMM: A generalized mechanics model for identifying the importance of nodes in complex networks, Knowledge-Based Systems 193 (2020) 105464.

[57] J. Zhao, Y. Song, F. Liu, Y. Deng, The identification of influential nodes based on structure similarity, Connection science 33 (2) (2021) 201–218. doi:10.1080/09540091.2020.1806203

[58] T. Wen, D. Pelusi, Y. Deng, Vital spreaders identification in complex networks with multi-local dimension, Knowledge-Based Systems 195 (2020) 105717. doi:10.1016/j.knosys.2020.105717

[59] L. Wang, L. Ma, C. Wang, N.-g. Xie, J. M. Koh, K. H. Cheong, Identifying Influential Spreaders in Social Networks through Discrete Moth-Flame Optimization, IEEE Transactions on Evolutionary Computation.

[60] M. Gupta, R. Mishra, Spreading the information in complex networks: Identifying a set of top-N influential nodes using network structure, Decision Support Systems (2021) 113608.

[61] B. Wang, W. Guan, Y. Sheng, J. Sheng, J. Dai, J. Zhang, Q. Li, Q. Dong, L. Chen, A novel measure for influence nodes across complex networks based on node attraction, International Journal of Modern Physics C 32 (01) (2021) 2150012.

[62] A. Zareie, A. Sheikhahmadi, A hierarchical approach for influential node ranking in complex social networks, Expert Systems with Applications 93 (2018) 200–211.

[63] X. Zhang, Z. Li, K. Qian, J. Ren, J. Luo, Influential node identification in a constrained greedy way, Physica A: Statistical Mechanics and its Applications 557 (2020) 124887.

[64] Z. Dai, P. Li, Y. Chen, K. Zhang, J. Zhang, Influential node ranking via randomized spanning trees, Physica A: Statistical Mechanics and its Applications 552 (2019) 120625.

[65] Z. Zhuang, Y. Chen, Y. Sun, W. Qin, Complex scheduling network: an objective performance testing platform for evaluating vital nodes identification algorithms, The International Journal of Advanced Manufacturing Technology 111 (1) (2020) 273–282.

[66] T. Zhou, J.-G. Liu, W.-J. Bai, G. Chen, B.-H. Wang, Behaviors of susceptible-infected epidemics on scale-free networks with identical infectivity, Physical Review E 74 (5) (2006) 056109.

[67] M. G. Kendall, The treatment of ties in ranking problems, Biometrika 33 (3) (1945) 239–251.

[68] Z. Li, T. Ren, X. Ma, S. Liu, Y. Zhang, T. Zhou, Identifying influential spreaders by gravity model, Scientific reports 9 (1) (2019) 1–7.

[69] L. Rosenfeld, Newton and the Law of Gravitation, Archive for history of exact sciences 2 (5) (1965) 365–386.

[70] M. E. Newman, The structure and function of complex networks, SIAM review 45 (2) (2003) 167–256.