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Abstract

Human life is populated with articulated objects. Current Category-level Articulation Pose Estimation (CAPE) methods are studied under the single-instance setting with a fixed kinematic structure for each category. Considering these limitations, we reform this problem setting for real-world environments and suggest a CAPE-Real (CAPER) task setting. This setting allows varied kinematic structures within a semantic category, and multiple instances to co-exist in an observation of real world. To support this task, we build an articulated model repository ReArt-48 and present an efficient dataset generation pipeline, which contains Fast Articulated Object Modeling (FAOM) and Semi-Authentic MixEd Reality Technique (SAMERT). Accompanying the pipeline, we build a large-scale mixed reality dataset ReArtMix and a real world dataset ReArtVal. We also propose an effective framework ReArtNOCS that exploits RGB-D input to estimate part-level pose for multiple instances in a single forward pass. Extensive experiments demonstrate that the proposed ReArtNOCS can achieve good performance on both CAPE and CAPE settings. We believe it could serve as a strong baseline for future research on the CAPER task.

1 Introduction

Articulated objects are pervasive in our everyday life. Unlike rigid objects which can be regarded as a whole when moving in 3D space, articulated objects are usually composed of several rigid parts that are linked by different kinds of joints, e.g. revolute, prismatic, fixed, etc. In comparison with rigid objects, the diverse kinematic structures endow the articulated object higher Degree of Freedom (DoF), making the estimation of articulated object pose challenged.

Recently, the Category-level Articulated object Pose Estimation (CAPE) task has drawn increasing attention [Li et al., 2020; Yi et al., 2018]. Since the mechanism of estimating the articulation status from a single-view observation (e.g. RGB-D image, point cloud) can benefit downstream research and applications, such as scene understanding, robot manipulation, and VR/AR. However, currently, the task is generally studied under single-instance setting with synthetic point cloud, where the articulated object has a known and fixed kinematic structure for each category. Apparently, this assumption does not hold for many real-world cases. Specifically, (1) the synthetic object point cloud may have a domain gap for real-world applications, (2) daily objects may have different kinematic structures within a semantic category, e.g. drawers with different numbers of columns, (3) multiple objects may co-occur in a single observation. Given the gap between the current research direction and the real-world requirements, we extend the CAPE task by considering all the issues and reformulate the problem setting as CAPE-Real (short for CAPER). To support the CAPER task, we proposed a novel RGB-D based dataset ReArtMix which contains the objects from our proposed articulated model repository named ReArt-48 for training the model and a baseline framework ReArtNOCS to address the CAPER task.

When constructing the dataset ReArtMix, two major challenges exist: First, there is no suitable public model repository for real articulated objects, current popular articulated model repositories either contain only synthetic models [Xiang et al., 2020; Wang et al., 2019d] or support only instance-level task [Martín-Martín et al., 2019]. Second, collecting RGB-D training data with articulated pose annotations
are cost-prohibitive. Therefore, we take a synthetic path to create the dataset. We first build a Real-world Articulated model repository named ReArt-48 which contains 48 different scanned models under 5 categories. The part segmentation and joint properties of the scanned models are annotated through a Fast Articulated Object Modeling (FAOM) pipeline. Once obtaining the annotated object models, we composite them with real-world background RGB-D images in a physically plausible manner and automatically generate a large-scale mixed reality dataset ReArtMix along with the annotations required (e.g. object part segmentation, part pose, joint properties, etc.) by our proposed Semi-Authentic MixEd Reality Technique (SAMERT). To prove ReArtMix can effectively reduce domain gap when transferring to real-world scenarios, we also build a fully real-world dataset ReArtVal for validation. The quantitative results are reported in Table 3. In comparison with annotating real-world images totally by a human (∼2 min/image), the FAOM-SAMERT pipeline can save a proliferation of human labors for image capturing and annotation (∼0.2 sec/image).

Accompanying the dataset ReArtMix, we propose a learning framework named Real-world Articulation NOCS (ReArtNOCS), as it is inspired by Normalized Object Coordinate Space (NOCS) [Wang et al., 2019c]. ReArtNOCS can utilize both RGB and depth information, handle multiple instances in a single forward pass. It consists of an RGB-D based object detector, a point-cloud based part predictor, and a joint property predictor that can adapt to varied kinematic structures for detected instances. To evaluate the framework, we test our method on the proposed dataset ReArtMix with Average Precision on rotation error, translation error, and 3D bounding box IoU as metrics, and also test on CAPE setting of samples rendered with PartNet-Mobility [Xiang et al., 2020].

Our contributions can be summarized in three folds: (1) we bring the previously proposed CAPE problem towards real-world setting as CAPER problem, which is more realistic and complicated as we consider multiple unseen objects with varied kinematic structures in a semantic category. (2) We collect a real-world articulated model repository ReArt-48 and propose a FAOM-SAMERT pipeline to make the preparation of the real-world-like training dataset feasible. (3) We propose an effective framework ReArtNOCS to address the CAPER problem, which could serve as a strong baseline for the task.

2 Related Work

Category-level 6D pose estimation Instance-level pose estimation aims to predict objects’ 3D rotation and translation given 3D object models [Kehl et al., 2017; Wang et al., 2019b]. On the contrary, the goal of category-level pose estimation is to predict an input instance’s pose and location relative to category-specific representation. The first proposed method is to predict 3D-3D per-pixel correspondences between observations and canonical coordinates using a normalized space for category-level representation [Wang et al., 2019c]. Besides, [Manhardt et al., 2020] present to directly optimize the predicted rotation, translation, and scale simultaneously in a single monocular image. In addition to the static image-based estimator, [Wang et al., 2019a] propose the first category-level pose tracker, which adopt geometric or semantic keypoints to estimate the interframe motion. Among these methods, they mainly focus on rigid pose estimation while our task aims to estimate articulation pose in the real world.

Articulated object pose estimation Articulation estimation has been studied for decades, where previous works can be broadly categorized into interaction-based, video-based, and single-view-based. Interaction-based methods are mostly studied in the Robotics community, which adopt feedback from manipulation actions to characterize a distribution of articulation models [Hausman et al., 2015]. The interaction-based approaches require some ways to interact with the object, which limits the applicability. On the other hand, a video recorded with a moving articulated object can be a good source to estimate its motion property in an image sequence [Liu et al., 2020]. With a simplified setting, instead of a clip of video, in which Yi et al. take a pair of unsegmented shape representations as input to predict correspondences, 3D deformation flow and part-level segmentation [Yi et al., 2019]. With the development of deep learning techniques, the single-view-based CAPE setting is becoming possible. A-NCM [Li et al., 2020], as an extension of NOCS, is developed for single articulated object pose estimation. However, it holds an obvious limitation that requires fixed kinematic structure as prior information for each input object while our CAPER setting allows multiple instances and various kinematic structures.

3 Problem Statement

As mentioned earlier, the CAPER problem setting advances the CAPE setting in three aspects: object shape and texture are realistic, multi-instance in an image, and objects of the same semantic category have different kinematic structures.

In CAPER problem, given a single RGB-D image I as input, a CAPER model will firstly learn to detect N objects with bounding box \(O = \{(u_1^1, v_1^1, u_2^1, v_2^1)\}_{i=1}^N\) with left top \((u_1^1, v_1^1)\) and right bottom \((u_2^1, v_2^1)\) coordinates as well as their corresponding categories \(C = \{c_i\}_{i=1}^N\). In dealing with each detected instance, we project the instance patch of \(i\)th instance to local point cloud \(P_i = \{(x_i^1, y_i^1, z_i^1, r_i^1, g_i^1, b_i^1)\}_{j=1}^M\) with \(M\) points and predict: (1) segmentation for unknown number of parts \(S = \{s_j\}_{j=1}^M\), where \(s_j\) is the index of one of the maximum \(K\) parts; (2) part-level NOCS map \(P'\) describing canonical representation \(P' = \{p'_j = (x_j, y_j, z_j)\}_{j=1}^M\) \(\in \mathbb{R}^{3\times1}\) (we use symbol \(\hat{\cdot}\) to define the coordinate in NOCS space); (3) joint properties that describes joint type \(\delta_j\), location \(\mathbf{q}_j\) and axis \(\mathbf{u}_j\). Finally, given these prediction results, we
recover the 3D rotation $R^k$ and 3D translation $t^k$ for $k$th part.

4 Datasets

As there exists no dataset to fully support the CAPER task, we construct the ReArtMix dataset by taking a mixed reality approach to reduce the human labor for annotation. Firstly, we collect scanned models of common real objects with varied kinematic structures and categories, and annotate part segmentation along with joint properties of the objects using the proposed FAOM pipeline (Sec. 4.1). Then, we composite these articulated models with real-world background RGB-D images to obtain training samples with full annotations (Sec. 4.2). Last but not the least, we build up a real dataset for validation (Sec. 4.3).

4.1 FAOM, Fast Articulated Object Modeling

Model repository and annotation We scanned 48 hand-scale objects from 5 common categories (such as box and stapler) in our daily life with EinScan Pro 2020\(^1\). To convert these scanned models to articulated models, instead of adopting the traditional 3D reverse engineering software\(^2\) which is tedious and requires expertise, we propose a fast modeling method FAOM illustrated in Fig. 2. In FAOM, we achieve video verification by animating the initial annotated joint properties and part segmentation that helps a lot in annotation refinement. By the iterative process, raw scanned models can be easily annotated with much less labor. Please refer to the supplementary file for more details about ReArt-48.

Comparison with other model repositories As shown in Table 1, our object models have full features required for the CAPER task. Compared to other real model repositories, ours are more than twice the object number.

| Model repository              | Articulation | Real | Category-level | Object Num |
|------------------------------|--------------|------|----------------|------------|
| ShapeNet\cite{Chang2015}     | ✓            | ✓    | ✓              | >50K       |
| YCB\cite{Calli2015}          | ✓            | ✓    | ✓              | 21         |
| LineMod\cite{Hinterstoisser2012} | ✓            | ✓    | ✓              | 15         |
| Shape2Motion\cite{Wang2019} | ✓            | ✓    | ✓              | 2,440      |
| PartNet-Mobility\cite{Xiang2020} | ✓            | ✓    | ✓              | 2,346      |
| RB0\cite{Martin-Martín2019} | ✓            | ✓    | ✓              | 14         |
| Ours                         | ✓            | ✓    | ✓              | 48         |

Table 1: Comparison with other popular model repositories.

4.2 SAMERT, ReArtMix Dataset Generation

The training data for the CAPER task requires realistic visual quality and high-precision annotations. However, the accurate annotation for the part-level pose is time-consuming, which is prohibitive for large-scale dataset preparation. To address this, we propose a novel Semi-Authentic MixEd Reality Technique (SAMERT) based on Unity Engine\(^3\) to automatically generate such training dataset with articulated models and pre-collected real-world RGB-D background images. These background images are snapshots from 20 different tabletop scenes with ~200 viewpoints per scene. Given the real-scanned object models and background images, we present a physically reasonable compositing strategy to render RGB-D images with full annotations. Firstly we randomly place the articulated objects with random scale and joint state onto the desktop plane of the background image in 3D camera space, which is predicted by PlaneRCNN [Liu et al., 2019] and RANSAC algorithm. Part-level pose and joint states are tracked and recorded, as well as the collision status among objects. The physics engine will guarantee the physically plausible requirements, that is, no floating objects and intersections between objects. We also randomly generate multiple directional lights with different orientations and colors to imitate indoor lighting. Please refer to the supplementary file for details of the implementation.

With the SAMERT process, we generate 100K RGB-D images, of which 90K are set aside for training and 10K for validation. Among these images, 37 articulated models in ReArt-48 are used to generate training images while the rest of 11 objects are selected as unseen for validation. With the real scanned models and real background scenes, our synthetic semi-authentic data could drastically reduce the gap between virtuality and reality, which can be quantitatively proved with the real validation set described next.

4.3 ReArtVal, Real Data Acquisition for Validation

To validate the performance of our method in the real world, we also build a fully real dataset in the form of video sequences. For each category, we capture over 6K RGB-D frames in 6 real-world tabletop scenes using RealSense D435i camera\(^4\). In terms of data annotation, we propose a semi-automatic part-level 6D pose annotation pipeline referred by LabelFusion [Marion et al., 2018], in which there are two steps in annotating the video: (1) Manual Process. The initial frame RGB-D image of the video is annotated manually by the 3-click method for coarse alignment and then we apply ICP for the refinement. (2) Given the precise annotations for an initial frame, we adopt colorized point cloud for RGB-D

\(^1\)https://www.einscan.com
\(^2\)https://www.3dsystems.com/software/geomagic-design-x
\(^3\)https://unity.com
\(^4\)https://www.intelrealsense.com/depth-camera-d435/
registration between the initial frame and any other in the input video. Finally, we capture over 6K RGB-D frames with full annotations (bounding box, part segmentation, part-level 6D pose, joint properties) to build our real-world dataset. Please refer to the supplementary file for the details of the annotation process.

5 Method

We propose a framework ReArtNOCS to address the CAPER task. The key challenge for ReArtNOCS is to handle multiple instances within a single image and varied kinematic structures (unknown joint properties) within a semantic category. The multi-instance problem can be tackled by object detection (Sec. 5.1). And a joint prediction module is designed to handle the detected instance with varied kinematic structures (Sec. 5.2). Accompanying with predicted NOCS map and joint properties, we could recover per part pose. The training is formulated as a multi-task learning problem (Sec. 5.3). The overall pipeline is displayed in Fig. 4.

5.1 Object Detection

Accurate detection performance is a high priority for our method. Here we adopt an anchor-based object detector RetinaNet [Lin et al., 2017] for dense detection with RGB-D image, where the input contains 6 channels (3 for RGB and 3 for XYZ). Since unseen articulated objects usually hold various appearances in texture, we adopt texture augmentation [Borrego et al., 2018] to improve the appearance diversity of the training set. Specifically, we randomly generate flat colors, gradients of colors, chess patterns, and Perlin noise as object textures.

5.2 Articulation Pose Estimation

Part Segmentation and NOCS Prediction For each detected bounding box $O$, we crop the corresponding region in the RGB-D images and transform the patch to colored point cloud $P$. Next, the local point cloud is processed by a PointNet++ [Qi et al., 2017] architecture for feature extraction. At the end of PointNet++, we build two parallel branches with $K + 1$ and $3(K + 1)$ channels for part segmentation and part-level NOCS prediction, where $K$ is the maximum number of rigid parts in our dataset and 1 indicates the background.

The part-level NOCS map is defined for each separate rigid part rather than the whole object, in which we define the rest state for every part and normalized the shape of the rest state. Finally, in ReArtNOCS, we could predict part segmentation label $s_j$ and part-level NOCS coordinate $p_j$ on $j$th point.

Joint Prediction Current methods such as A-NCSH for the CAPE setting requires fixed kinematic structure as prior knowledge [Li et al., 2020]. In our method, we propose a joint prediction module to handle varied kinematic structures in one semantic category. Here we assume that all the parts and joints have one-to-one correspondence. Therefore we could predict joint properties for each corresponding segmented part and the adaptive kinematic structure could be dynamically solved in ReArtNOCS. We summarize three different joint types, including fixed, prismatic and revolute.

In our joint prediction module, we aim to predict three types of information for each kinematic joint: joint type $\gamma_k$ (also known as kinematic way), joint location $q_j$ and joint axis $u_j$. As we assign every part to its corresponding joint, we could densely predict joint information in our framework. Specifically, we introduce two new branches into the end of PointNet++ with 3 and $6(K + 1)$ channels, in which 3 indicates that the joint type prediction aims to classify each part into three kinematic ways $\gamma_j$ and $6(K + 1)$ channels are used to regress the joint location $q_j$ and joint axis $u_j$ with non-class agnostic way. For the final joint location $q_k$, we follow the voting scheme from A-NCSH. For joint axis $u_k$, we average the $u_{j_k}$ on points from part $k$.

\[
u_{j_k} = \frac{\sum_{j=1}^{M} u_{j_k} \mathbb{I}(s_j = k)}{\sum_{j=1}^{M} \mathbb{I}(s_j = k)} \tag{1}\]

5.3 Multi-task Loss Function

For articulated object detection task, we use focal loss [Lin et al., 2017] and smoothL1 loss for bounding box classification and regression $L_{det} = L_{FL} + L_{smoothL1}$. In terms of PointNet++ based network, the total loss for articulated object estimation $L_{ReArt}$ is:

\[
L_{ReArt} = \lambda_1 L_{seg} + \lambda_2 L_{nocs} + \lambda_3 L_{loc} + \lambda_4 L_{ax} + \lambda_5 L_{type} \tag{2}\]
We use RetinaNet [Lin et al., 2017] with ResNet-50 backbone [He et al., 2016] as our object detector. We use the SGD optimizer with the momentum of 0.9 to train the detector with total training epoch 8. During training PointNet++, we use Adam optimizer with an initial learning rate of 0.001 and 16 batch size. Please refer to supplementary file for more details.

**Metrics** In evaluation with CAPE setting, we report Average Precision (AP) over all the parts of each category, for which the error is less than 5cm and 10cm for translation, 5° and 10° for rotation. We also average the AP over various error thresholds with AP_{1:10}° for rotation and AP_{1cm:10cm} for translation. In terms of 3D IoU, we use 0.5 and 0.7 as the threshold to report AP and AP_{0.5:0.7}. When evaluating with CAPE setting, we use pose accuracy at 10°, 10cm, and 3D IoU 0.7 since this setting does not require object detection.

### 6.2 Results with CAPE setting

We report the results of ReArtNOCS training on the ReArtMix training set while testing on the ReArtMix test set and ReArtVal set respectively. In ReArtMix test set, our method achieves mean AP with 50.6%, 86.7% and 59.7% for rotation error 5°, translation error 5cm and 3cm IoU@0.5. Specifically, ReArtNOCS performs 77.6% AP on rotation error 5° for box, which outperforms other categories. On the contrary, AP on translation for the drawer is much worse than others with only 63.3% for translation error 5cm. This could be explained by the larger average size of drawers in our dataset, which increases the difficulty in estimating their precise locations. See more details in Fig. 5.

When testing on ReArtVal set, there appears a drop for all the categories compared to ReArtMix evaluation. In real world data ReArtVal, our method could obtain 33.0%, 84.3% and 52.8% for rotation error 5°, translation error 5cm and 3D IoU 0.5. Even though, our ReArtNOCS method could still obtain a comparable performance on drawer and box with only 8.9% and 7.2% AP drop for rotation error 10° as well as 3.0% and 1.2% drop for translation error 10cm. This indicates that ReArtNOCS could partly address pose estimation issue in real world. See more details on Fig. 6 and Table 3.

### 6.3 Results with CAPE setting

We also evaluate our method on a public synthetic articulated model repository PartNet-Mobility [Xiang et al., 2020] for the CAPE task. We select 91 models from three categories, including drawer, refrigerator, and trashcan with various kinematic structures. We follow the rendering pipeline in [Li et al., 2020] to generate synthetic images with these models. For each category, we have 5,000 images for training and 1,000 images for testing.

In Table 2, we report the performance of our ReArtNOCS along with some strong baselines, namely NAOCS, NPCS

| Category   | Method   | JT | KS | Pose Accuracy |
|------------|----------|----|----|---------------|
|            |          |    |    | 10° | 10cm | 3D IoU |
| Drawer     | NAOCS    | -  | gt | 70.6 | 15.0 | -    |
|            | NPCS     | -  | gt | 71.9 | 36.8 | 52.4 |
|            | A-NCSH   | gt | gt | 90.4 | 42.3 | 52.5 |
|            | ReArtNOCS| pred| pred| 84.5 | 39.7 | 48.2 |
| Refrigerator| NAOCS   | -  | gt | 69.2 | 15.0 | -    |
|            | NPCS     | -  | gt | 64.6 | 19.0 | 18.1 |
|            | A-NCSH   | gt | gt | 69.4 | 21.2 | 20.3 |
|            | ReArtNOCS| pred| pred| 65.5 | 18.3 | 14.9 |
| Trashcan   | NAOCS    | -  | gt | 65.4 | 12.4 | -    |
|            | NPCS     | -  | gt | 66.5 | 20.1 | 33.2 |
|            | A-NCSH   | gt | gt | 77.9 | 24.3 | 33.5 |
|            | ReArtNOCS| pred| pred| 69.1 | 22.8 | 31.9 |
and A-NCSH [Li et al., 2020], in which A-NCSH uses joint properties as ground truth so it performs as the upper bound of our method. Comparing to NAOCs and NPCS methods, ReArtNOCs shows better performance that achieves average 71.3%, 27.0% and 31.6% accuracy for 10°, 10cm and 3D IoU of 0.7. For A-NCSH method, we could also obtain comparable result on drawer and refrigerator, where there are only 5.9%, 3.9% and 8.8% accuracy disparity on rotation error 10°.

6.4 Ablation Study

We conduct ablation study on the mechanism to estimate the joint property. Please refer to supplementary file for more ablation studies.

Reg. vs. Point Vote We compare the results using per point voting strategy with directly regression strategy. On the ReArtVal dataset, the dense prediction per-point/pixel method is consistently better than direct regression in the first two rows in Table 3. Because direct regression using global part feature which largely relies on the precise part segmentation accuracy.

Class-Agnostic vs. Class-Aware The class-aware prediction could obviously bring a superior performance than using class-agnostic strategy since it predicts joint properties in separate channels for different parts, even though it might cause higher computational costs in our network. As it can be seen in Table 3, there appears 3.7% and 2.9% AP improvement for CAPER task. It also benefits the performance on AP with 3D IoU, which achieves 5.0% AP improvement on AP_{0.5:0.7}.

6.5 Qualitative Results

Qualitative results on ReArtVal are displayed in Fig. 7. We also summarize the failure of the CAPER task into the following reasons: (1) Detection missing. There exist a domain gap between mixed reality data and real-world data that influence detection accuracy. (2) Quality of depth image. Depth camera holds its limitation on inaccurate depth map, especially when the scissor or cutter lays flat on the table.

7 Conclusion

In this paper, we extend the CAPE task and formulate the CAPER problem for real-world articulation pose estimation. Accompanying the task setting, we provide a full package of solutions including the FAOM-SAMERT pipeline to semi-automatically build the dataset for the CAPER, the effective framework ReArtNOCs that could deal with various kinematic structures, and multiple-instance occurrence issues. We hope the proposed CAPER task can help the researchers to rethink the CAPE task setting, and the proposed dataset generation pipeline and learning framework can serve as a strong baseline for future research.
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