Abstract

Recently, mobile operators in many developing economies have launched “Mobile Money” platforms that deliver basic financial services over the mobile phone network. While many believe that these services can improve the lives of the poor, a consistent difficulty has been identifying individuals most likely to benefit from access to the new technology. Here, we combine terabyte-scale data from three different mobile phone operators from Ghana, Pakistan, and Zambia, to better understand the behavioral determinants of mobile money adoption. Our supervised learning models provide insight into the best predictors of adoption in three very distinct cultures. We find that models fit on one population fail to generalize to another, and in general are highly context-dependent. These findings highlight the need for a nuanced approach to understanding the role and potential of financial services for the poor.

1. Introduction

Billions of people around the world live without access to formal financial institutions. Over the last several years, mobile phone operators across the globe have launched “Mobile Money” platforms, which make it possible for many of the world’s poor to conduct basic financial transactions from inexpensive feature phones. However, outside of Kenya and a few other countries, worldwide adoption of Mobile Money has been extremely anemic. The vast majority of deployments have struggled to promote sustained product adoption, and an industry report from 2014 estimates that 66% of registered customers were inactive (Scharwatt et al., 2014). An open and important question thus revolves around understanding what drives customers to adopt and use Mobile Money, and whether patterns observed in one country will generalize to another.

Our work builds on several distinct strands in the academic literature. The first strand that is concerned with understanding the determinants of mobile money adoption has historically been the domain of development researchers, and includes both macroeconomic studies (Mas & Radcliffe, 2011; Dermish et al., 2011; Donovan, 2012) as well as qualitative, ethnographic work (Morawczynski, 2009; Medhi et al., 2009; Etim, 2014). A second strand of literature seeks to derive general insights from mobile phone transactions logs. This encompasses a wide array of applications, including predicting the socioeconomic status (Blumenstock et al., 2015), gender (Frias-Martinez et al., 2010), and age (Dong et al., 2014) of individual mobile phone users.

Most relevant to this study, a third area of prior work mines digital transactions logs to model the social and behavioral determinants of product adoption (Ugander et al., 2012; Leskovec et al., 2007), with a few recent papers written in the context of mobile phone data (Khan et al., 2015; Sundsøy et al., 2014; CGAP, 2013). Relative to these studies, our study moves this literature forward by (a) innovating in the method used to generate features, thereby providing a systematic and comprehensive approach to feature engineering; (b) leveraging data from three different contexts to calibrate the external validity and generalizability of our results; and (c) carefully articulating the experiments in a way that will enable other researchers to replicate and extend these methods.

2. Data and Context

The data that we have used in this project consists of anonymized Call Detail Records (CDR) and Mobile Money
Transaction Records (MMTR) of all the subscribers from three different operators in Ghana, Pakistan, and Zambia. All three countries rank in the bottom third of the Human Development Index and Financial Inclusion Index as shown in Table 1. The CDR and MMTR contain basic metadata on every event that occurs on the mobile phone network, including phone calls, text messages, and any form of Mobile Money activity. In total, the original data contains billions of transactions conducted by tens of millions of unique individuals. Each dataset spans several months of activity, which we divide into a “training” period and an “evaluation” period. CDR from a 10-day training period was used to engineer features and fit a subsequent predictive model, where the target variables (based on mobile account activity) were measured in a subsequent 3-month evaluation period. Based on activity during the evaluation period, each subscriber is categorized as a “Registered Mobile Money User” (one or more MMTR’s), or an “Active Voice Only User” (no MM activity), a “Registered Mobile Money User” (one or more MMTR’s), or an “Active Mobile Money User” (at least one MMTR in each month).

### Table 1. Summary statistics by country

| Country       | Ghana          | Pakistan      | Zambia        |
|---------------|----------------|---------------|---------------|
| **Panel A: National statistics (Source: World Bank)** |                |               |               |
| Population    | 25.90 Million  | 185.00 Million| 15.72 Million |
| GDP PPP adjusted | $4081.70     | $4811.40      | $3904.00      |
| Mobile accounts per 100 users | 115          | 73            | 67            |
| Adults without financial services | 59.49%      | 54.36%        | 86.97%        |
| **Panel B: Mobile phone use (Source: Call Detail Records)** |                |               |               |
| Calls per user per day | 6.53 (6.99)  | 7.76 (10.25)  | 10.26 (102.86)|
| SMS per user per day | 3.10 (100.36)| 38.71 (80.83)| 10.88 (262.81)|
| No. of unique contacts | 21.66 (24.91)| 46.93 (139.67)| 17.63 (328.63)|
| No. of unique towers | 12.98 (16.07)| 24.15 (57.30)| 7.35 (17.56) |

Notes: Standard deviations reported in parenthesis.

### 3. Feature Engineering

The most common approach to constructing interpretable metrics (“features”) from the phone data is to hand-craft a small number of features that correspond to some intuition of the researcher. For instance, (Dong et al., 2014) focus on 5 topological properties of the static social network. In contrast, we employ a deterministic finite automaton (DFA), to formalize the feature generation process (McCulloch & Pitts, 1943; Blumenstock et al., 2015). We use the DFA to specify a set of legal operations that can be recursively applied to raw transactional data in order to produce valid features. The DFA we use to generate features from CDR is shown in Figure 1 (see also Algorithm 1). To interpret the set of features produced by the DFA, we map each feature onto the tree structure as shown in Figure 2, where each branch of the tree partitions the data into features that capture different behavioral characteristics of the subscriber.

### Algorithm 1 Feature Generation Algorithm

| Data: cdr (Call Detail Records of all users) |
| Data: opmap (Dictionary of possible operations) |
| Result: Features |

Step 1: Perform reduce by grouping only on ego foreach type, dir in cdrtypes, direction do

```
filteredCDR ← cdr.filter(type, dir)
```

foreach field in cdr do

```
groupeddata ← filteredCDR.map([ego] + [combinations(field)])
```

foreach op in opmap[field] do

```
reduceddata ← groupeddata.reduce(op)
insert reduceddata in featuresArray
```

```
reduceddata2 ← reduceddata.map(ego, alters).reduce(op) insert reduceddata2 in featuresArray
```

end

end

### 4. Results

Using the features generated by DFA 3 our next steps were to (a) build a predictive model that can be used to identify likely adopters, (b) use these features to understand the determinants of Mobile Money use, and (c) determine the extent to which models and features from one context can generalize to another.

#### 4.1. Predicting Mobile Money Use

We use a variety of supervised learning algorithms to attempt two classification tasks: Voice Only vs. Registered User, and Voice Only vs. Active User. For this task, we drew a stratified random sample of 10,000 subscribers from each of the three user types from each of the three countries. Here, we focus on the results from gradient boosting (Friedman, 2001), which marginally outperformed other common classifiers including logistic regression, svm, and so forth. As shown in the Figure 3, the gradient boosting with DFA based features significantly outperforms the naive baseline, and we achieve marginally better success in identifying Active Mobile Money users than Registered Mobile Money users in all of the countries. We will return to the interpretation of these results in Section 5.

#### 4.2. Determinants of Mobile Money Adoption

To investigate the prominent denominators of Mobile Money adoption, we calculate the AUC from a bivariate
logistic regression of the response variable on each individual feature. We also calculate the normalized feature importance (NFI) as the relative significance of each feature in the final gradient boosting classifier operating on all of the features.

The distribution of unconditional AUC values for all the features generated through the methods explained in section 3 is shown in Figure 4 (left panel), using Ghana as a test case. Each violin plot shows the distribution of AUC values for all features of a given type - such as all “ego” features, or all “movement” features. While a large number of features have AUC values near 0.5, there are a small number of highly predictive features with AUC ≥ 0.75. The right panel of Figure 4 shows the distribution of AUC values for the subset of features related to the subscriber’s first degree network (Actor=“Voice Alters” and Type=“All”), a subset that is generally more predictive of Mobile Money use in Ghana. Here, the range of AUC values is significantly higher than in the full set of features, and some sub-classes such as “Network”, which capture the structure of the subscriber’s first degree network, have uniformly high predictive power.

Figure 5 shows the NFI distribution obtained through gradient boosting model operating on all of the features. Just like unconditional ranking, each class of features in this case also contains a mass of features with low predictive power, but perhaps most striking in Figure 5 are the differences between countries in the relative importance of each class of features.

4.3. Learning Across Cultures?

Our standardized methods and analysis performed across all three countries. This makes it possible to answer a question that has been elusive in prior studies of the adoption of new technologies in developing countries: Do the behavioral determinants of adoption identified in one context generalize to another? Based on the analysis we have performed, our short answer to this question appears to be, “No.”

The right panel of Figure 3 shows the performance of a classifier trained in one country and evaluated in another.
The first set of six bars shows that the classifiers trained in Ghana perform well in Ghana (the first two grey bars), replicating the results in Figure 3. However, that same Ghana model does quite poorly when evaluated in Zambia (the next two blue bars) or Pakistan (the final two green bars). While it is almost certain that a more sophisticated approach to transductive transfer learning would perform better (Pan et al., 2011), the naive application of a model out of context is quite ineffective.

5. Discussion and Conclusions

Taken in the broader context of research into the determinants of Mobile Money adoption, the preceding results uncover several unexpected patterns. It is not surprising that classifiers using CDR-data can predict Mobile Money use. However, we were surprised to find that the supervised model was only marginally better able to identify Active Mobile Money users than Registered Mobile Money users. Since true financial inclusion requires active use, this remains an important topic for future work.

Also interesting are the differences in performance of the same modeling approach applied in different contexts. Most striking here is the relatively poor performance in Pakistan, where the 18% improvement over the baseline is dwarfed by the 55% improvement over the baseline achieved in Ghana. We believe this may also in part be an artifact of the “one size fits all” approach we have taken to standardizing definitions and methods across countries. In particular, there is one type of Mobile Money transaction that is extremely common in Pakistan, which allows a subscriber to add prepaid phone credit to her phone account using Mobile Money. Anecdotally, it is common practice in Pakistan for the retailers of phone credit to perform this Mobile Money transaction on behalf of the subscriber. This potential source of bias highlights the brittle nature of the cross-country analysis, which in its current form does not allow for country-specific adaptation.

Most importantly, our results suggest that across different countries in the developing world, no single set of behavioral features is likely to consistently predict Mobile Money adoption and use. For policymakers interested in promoting the growth of mobile-based financial services, this indicates that the details of the local context will be critical in achieving sustained adoption and use of financial services for the poor.
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