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Abstract

A majorization-minimization (MM) algorithm for the Karcher mean of \( n \times p \times p \) positive definite matrices is proposed and it is guaranteed to converge linearly. Simulations show that the MM algorithm performs faster than other current algorithms for the Karcher mean of positive definite matrices, including steepest descent, conjugate gradient descent and trust region methods.

1 Introduction

It is well-known that the geometric mean for a set of positive real numbers \((a_1, a_2, \cdots, a_n)\) is defined by \((a_1 a_2 \cdots a_n)^{\frac{1}{n}}\). However, this definition cannot be naturally generalized to the set of positive definite matrices \(A_1, A_2, \cdots, A_n \in \mathbb{R}^{p \times p}\), since \((A_1 A_2 \cdots A_n)^{\frac{1}{n}}\) is usually not symmetric. As for the geometric mean of positive definite matrices, the Karcher mean \([11, (6.24)]\) \([24, \text{Section 4}]\) defined as follows is commonly used:

\[
\hat{X} = \arg \min_{X} \text{dist}(X, A_i)^2 = \arg \min_{X} \sum_{i=1}^{n} \| \log(A_i^{-\frac{1}{2}} X A_i^{-\frac{1}{2}}) \|_{\text{F}}^2. \tag{1}
\]

Since \(\| \log(A_i^{-\frac{1}{2}} X A_i^{-\frac{1}{2}}) \|_{\text{F}}\) is the intrinsic distance between \(A_i\) and \(X\) on the manifold of positive definite matrices \([26, \text{pg} 326]\), the Karcher mean is the generalization of the Euclidean mean to Riemannian space.

As a manifold optimization problem, the algorithm for (1) has been investigated in many works. In particular, \([17, 30]\) apply gradient descent algorithms on general manifolds and (1) is treated as a special example. Since choosing step sizes in gradient descent methods by line search is expensive and heuristic methods of choosing step sizes leads to slow convergence, \([13]\) considers a linearization of gradient descent in the spirit of the Richardson iteration, and gives a criterion for choosing step sizes such that the algorithm is guaranteed to converge linearly to local minimum. \([21, 18]\) apply Newton’s algorithm to optimization on general manifolds, and the Karcher mean on manifolds is considered...
as a special example discussed under the name of “centroid computation”. [4] proposes gradient descent algorithm and stochastic algorithm for Riemannian $p$-means, and when $p = 2$ Riemannian $p$-means is equivalent to Karcher mean.

The most comprehensive work might be due to Jeuris et al. [21], which present a survey of various algorithms for Karcher mean of positive definite matrices, including first-order methods such as steepest descent method, conjugate descent method, and second-order methods such as trust region method and BFGS method.

A common issue of all current algorithms is the choice of step size in the update formula. As observed in [13], the line search strategy, which is commonly used, is computationally expensive. Another commonly used strategy of using constant step size lacks a theoretical guarantee on the convergence to the solution, unless the initialization is already close to the solution, see [2, Theorem 2.10] for gradient descent and [21, Theorem 5.2] for the case of Newton’s method. Besides, [13] observed that gradient descent with constant step size has slow empirical convergence in a large number of cases. There has been few attempts to improve the choice of step size. The only work in this direction is [13], which proposes a criterion of choosing step size in a modified gradient descent method. However this criterion only has the guarantee of convergence to local minimum.

The main contribution of this paper is to present and analyze a novel majorization-minimization (MM) method for the Karcher mean of positive definite matrices [1]. Compared to the previous methods based on manifold optimization, this algorithm fully explores the property of the positive definite matrices, and therefore it has many advantages. First, the implementation is simple and there is no need to choose step size. Second, the algorithm has theoretical guarantee on convergence for arbitrary initialization (unlike previous algorithms which require line search or good initialization). At last, without the computational burden of line search, the algorithm converges faster than current algorithms in simulation.

The rest of the paper is organized as follows. Section 2 includes backgrounds on the properties of Karcher mean and the general framework of maximization-minimization (MM) algorithm. Section 3 presents the algorithm and analyzes its convergence and convergence rate. Section 4 compares the proposed MM algorithm with other algorithms in simulations, which shows the advantage of MM algorithm in terms of speed and accuracy.

2 Background

2.1 Matrix Geometric Mean

In this section, we explain the reason that Karcher mean is commonly used as the geometric mean for positive definite matrices: it is computationally inexpensive and also satisfies the desired properties. We also present the existence and the uniqueness of Karcher’s mean, based on the geodesic convexity of the objective
function in \(1\).

In certain physical applications one need to represent a set of positive definite matrix \(A_1, A_2, \cdots, A_n\) by a single average matrix \(X\), and the arithmetic mean \(\frac{1}{n} \sum_{i=1}^{n} A_i\) is not suitable since one of the required property is that, \(X^{-1}\) should also be the mean of the set \(A_1^{-1}, A_2^{-1}, \cdots, A_n^{-1}\) (see example of elasticity calculations of structures in \[27\]).

The matrix geometric mean has also been used in radar signal processing \[8, 5, 9\], medical imaging \[10, 19, 28\], brain computer interface \[7, 6\] and image processing \[29\].

A list of “good properties” for matrix geometric mean has been proposed in \[3, Section 1\]. While Karcher mean satisfies all the properties \[24, Section 4\], there are other ways to define a mean such as the conditions are satisfied, such as ALM mean \[3\] and NBMP mean \[14\]; however they are more computationally expensive \[24, Section 3.5\]. A computationally inexpensive mean, CHEAP \[12\] mean, does not satisfy the desired “good properties” and there is even no guarantee on the convergence of the algorithm. In summary, among all candidates that satisfy “good properties”, Karcher mean is the least computationally expensive one.

One fundamental property of Karcher mean is its existence and uniqueness, and here we prove the uniqueness of the Karcher mean by the geodesic convexity of the objective function. That is, if we write the objective function in \(1\) as

\[
F(X) = \sum_{i=1}^{n} \| \log(A_i^{-\frac{1}{2}} X A_i^{-\frac{1}{2}}) \|_F^2,
\]

and use \(X_1 \# X_2\) to denote the geometric mean between \(X_1\) and \(X_2\):

\[
X_1 \# X_2 = X_1^{\frac{1}{2}} (X_1^{-\frac{1}{2}} X_2 X_1^{-\frac{1}{2}})^{\frac{1}{2}} X_1^{\frac{1}{2}},
\]

then applying \[11, (6.16)\], we have

\[
F(X_1) + F(X_2) > 2F(X_1 \# X_2). \tag{2}
\]

It follows that the solution to \(1\) is unique. Since \(F(X)\) goes to infinity as the eigenvalues of \(X\) goes to 0 or infinity, the existence of the solution to \(1\) is proved.

2.2 Background on majorization-minimization

Majorization-minimization (MM) is a principle of designing algorithm. While the name “MM” and the analysis is due to recent works by Hunter and Lange \[22, 23\], the idea seems to have a longer history and MM principle has been used independently and implicitly in other works. For example, the MM principle has been used in the analysis of Weiszfeld’s algorithm \[31\] for finding the geometric median \[25, Section 3.1\], and in the analysis of iterative reweighted least square (IRLS) algorithms for sparse recovery and matrix completion \[16, 20\]. Indeed, when the objective function \(f(x)\) is convex and has a bounded second derivative
τ, MM principle can also be used to prove the convergence gradient descent algorithm with constant step size \(1/τ\).

Now we present the MM principle in detail. Given a function \(f(x) : \mathcal{A} \rightarrow \mathbb{R}\), the MM principle find its minimizer through a surrogate function \(g(x, x') : \mathcal{A}^2 \rightarrow \mathbb{R}\) that satisfies the following properties:

\[
g(x', x') = f(x') \quad \text{and} \quad g(x, x') \geq f(x).
\]

Then we obtain a sequence \(\{x_k\}_{k \geq 1}\) by

\[
x_{k+1} = \arg \min_{x \in \mathcal{A}} g(x, x_k)
\]

and output \(\lim_{k \to \infty} x_k\) as the possible minimizer of \(f(x)\).

An important property of MM algorithm is that, the objective function \(f(x_k)\) does not increase. By applying (3) and (4),

\[
f(x_k) = g(x_k, x_k) \geq g(x_{k+1}, x_k) \geq f(x_{k+1}).
\]

Combining (5) with the properties of the function \(f(x)\) and \(g(x, x')\), one can usually prove stronger results on convergence of \(\{f(x_k)\}_{k \geq 1}\) or \(\{x_k\}_{k \geq 1}\). For example, the convergence of the objective function \(\{f(x_k)\}_{k \geq 1}\) is guaranteed if \(f(x)\) is bounded from below. In many cases (for example, in our case) one can show that \(x_k\) converges to the minimizer of \(f(x)\).

To design an MM algorithm, the important part is to find an appropriate surrogate function \(g(x, x')\). In particular, usually \(g(x, x')\) is chosen that \(\arg \min \ g(x, x')\) is computationally simple. A common choice of \(g(x, x')\) is the square function [25, 16, 20, Section 3.1] and therefore the solution to \(\arg \min \ g(x, x')\) is explicit. However, in our case we will use a different surrogate function, which allows us to use the properties of the manifold of positive definite matrices.

3 Our algorithm

We first present our majorization-minimization (MM) algorithm:

\[
X_{k+1} = f_2(X_k) - f_1(X_k) = f_1(X_k)^{\frac{1}{2}} (f_1(X_k)^{\frac{1}{2}} f_2(X_k) f_1(X_k)^{\frac{1}{2}})^{-\frac{1}{2}} f_1(X_k)^{\frac{1}{2}}.
\]

where

\[
f_1(X) = \sum_{i=1}^{n} A_i^{\frac{1}{2}} \left( \sqrt{\log^2(A_i^{-\frac{1}{2}} A_i^{-\frac{1}{2}}) + 1} - \log(A_i^{-\frac{1}{2}} X A_i^{-\frac{1}{2}}) \right) A_i^{-\frac{1}{2}} X,
\]

\[
f_2(X) = \sum_{i=1}^{n} A_i^{\frac{1}{2}} \left( \sqrt{\log^2(A_i^{-\frac{1}{2}} X A_i^{-\frac{1}{2}}) + 1} + \log(A_i^{-\frac{1}{2}} X A_i^{-\frac{1}{2}}) \right) A_i^{\frac{1}{2}} X^{-1}.
\]

For this algorithm we have the convergence guarantee as follows:
Theorem 3.1. The sequence \( \{X_k\}_{k \geq 1} \) generated by (6) converges to the solution of (1), and the objective function \( \{F(X_k)\}_{k \geq 1} \) converges linearly.

The main idea in the proof is based on the interpretation of (6) as a MM algorithm. That is, we need to show that there exists a surrogate function \( G(X, X') \) such that (3) is satisfied by \( G(X, X') \) and \( F(X) \), and \( X_{k+1} = \arg\min_X G(X, X_k) \). We will prove these two conditions in Lemmas 3.2 and 3.3 for \( G(X, X') \) defined by

\[
G(X, X') = \langle f_2(X'), X \rangle + \langle f_1(X'), X^{-1} \rangle + c_0(X'),
\]

where \( c_0(X') \) is a number depending on \( X' \) and will be specified later in (14).

The proofs of Lemmas are presented in Sections 3.1 and 3.2.

Lemma 3.2. \( G(X, X') \) and \( F(X) \) satisfy the conditions specified in (3):

\[
G(X', X') = F(X') \quad \text{and} \quad G(X, X') \geq F(X).
\]

Lemma 3.3. The minimizer of \( \langle C_1, X \rangle + \langle C_2, X^{-1} \rangle \) is explicitly given by

\[
C_1^{-1} \# C_2 = C_2^{-\frac{1}{2}} (C_2^{-\frac{1}{2}} C_1 C_2^{-\frac{1}{2}})^{-\frac{1}{2}} C_2^{-\frac{1}{2}}.
\]

Given the interpretation of (6) as a MM algorithm, the outline of the proof of Theorem 3.1 is as follows. Following the property (5) of MM algorithm, \( F(X_k) \) is a nonincreasing sequence. Since \( F(X) \) is bounded below by 0, \( F(X_k) \) converges. Then Theorem 3.1 can be proved by combining the convergence of \( F(X_k) \) and the properties of \( G(X, X') \) and \( F(X) \), such as continuity and differentiability. The full proof will be given in Section 3.3.

3.1 Proof of Lemma 3.2

We start the proof by the following lemma:

Lemma 3.4. \( X' \) is the unique minimizer for

\[
g_{X'}(X) = \left( \sqrt{\log^2 X' + 1 + \log X'} \right) X'^{-1} + \left( \sqrt{\log^2 X' + 1 - \log X'} \right) X^{-1} - \| \log X \|_F^2.
\]

Proof. For the simplicity of the proof we write \( Y = \left( \sqrt{\log^2 X' + 1 + \log X'} \right) X'^{-1} \), and notice that \( \left( \sqrt{\log^2 X' + 1 - \log X'} \right) X' = Y^{-1} \).

Any minimizer of \( g_{X'}(X) \) must satisfies that \( \frac{d}{dX} g_{X'}(X) = 0 \), which is

\[
Y - X^{-1} Y^{-1} X^{-1} - 2 X^{-1} \log X = 0.
\]

When \( X \) is fixed, then

\[
Y - X^{-1} Y^{-1} X^{-1} - 2 X^{-1} \log X = \frac{d}{dY^{-1}} h(Y^{-1}),
\]
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where \( h(Y) = \log \det(Y) - \frac{1}{2}\|YX^{-1}\|_F^2 - \text{tr}(2X^{-1}\log XY) \) is a concave function with respect to \( Y \). Therefore there is at most one \( Y \) that satisfies (11).

By direct calculation, it is easy to verify that the unique solution \( Y = g_0(X) \), where
\[
g_0(x) = \frac{\log x + \sqrt{\log x^2 + 1}}{x}. \tag{12}
\]

Since \((1-y)\sqrt{y^2 + 1} + (y-y^2)(y^2 - 1) = -y^2 < 0 \) (with equality holds only when \( y = 0 \)) and \( y - y^2 - 1 < 0 \),
\[
(1-y)\sqrt{y^2 + 1} + y - y^2 - 1 \leq 0, \text{ and equality holds only when } y = 0.
\]

Therefore, \( g_0(x)' = 1 - \log x + \frac{\log x}{\sqrt{\log x^2 + 1}} - \sqrt{\log x^2 + 1} \leq 0 \), \( g_0(x)' = 0 \) only when \( x = 1 \), and we proved that \( g_0(x) \) is monotonically decreasing and \( g_0^{-1}(x) \) exists.

Now we assume that \( Y \) is fixed, and applying \( Y = g_0(X') \) and (12), then the solution to (11) is \( X = g_0^{-1}(Y) = X' \).

Since the minimizer of \( g_X(X) \) exists \( g_X(X) \) tends to infinity when eigenvalues of \( X \) tends to zero of infinity) and any minimizer of \( g_X(X) \) satisfies (11), \( X' \) is the unique minimizer of \( g_X'(X) \).

Now we are ready to prove Lemma 3.2. Applying Lemma 3.4, we have
\[
g_X(X) - g_X(X') \geq 0, \quad g_X(X) - g_X(X') = 0. \tag{13}
\]

Replace \( X, X' \) in (13) by \( A_i^{-\frac{1}{2}}X_i A_i^{-\frac{1}{2}}, A_i^{-\frac{1}{2}}X_i' A_i^{-\frac{1}{2}} \), and summing it over \( 1 \leq i \leq n \), we obtain (8) with \( c_0(X') \) in (7) defined by
\[
c_0(X') = -\sum_{i=1}^{n} g_{A_i^{-\frac{1}{2}}X_i' A_i^{-\frac{1}{2}}} (A_i^{-\frac{1}{2}}X_i' A_i^{-\frac{1}{2}}). \tag{14}
\]

### 3.2 Proof of Lemma 3.3
Since \( X^{-1} \) is operator convex [15, Theorem 2.6], i.e.,
\[
(X + Y)^{-1} + (X - Y)^{-1} - 2X^{-1}
\]
is positive definite, \( \langle C_2, X^{-1} \rangle \) is convex:
\[
\langle C_2, (X + Y)^{-1} \rangle + \langle C_2, (X - Y)^{-1} \rangle = \langle C_2, (X + Y)^{-1} + (X - Y)^{-1} \rangle \geq 2 \langle C_2, X^{-1} \rangle. \tag{15}
\]

Therefore \( \langle C_1, X \rangle + \langle C_2, X^{-1} \rangle \) is also convex and the unique minimizer is root of its derivative:
\[
C_1 - X^{-1}C_2X^{-1} = 0.
\]

Lemma 3.3 is then proved by verifying that \( X = C_2^{\frac{1}{2}}(C_2^{\frac{1}{2}}C_1C_2^{\frac{1}{2}})^{-\frac{1}{2}}C_2^{\frac{1}{2}} \) satisfies the equation above.
3.3 Proof of Theorem 3.1

Proof. For simplicity we denote the algorithm by $X_{k+1} = T(X_k)$, where $T : \mathbb{R}^{p \times p} \to \mathbb{R}^{p \times p}$ is the operation defined by (6).

Since $\{X_k\}_{k \geq 1}$ are bounded in the bounded set $\{X : F(X) \leq F(X_1)\}$, any subsequence of $\{X_k\}_{k \geq 1}$ contains a subsubsequence of $\{X_k\}_{k \geq 1}$ that converging to some positive definite matrix $\tilde{X}$. Then we have

$$F(T(\tilde{X})) = F(\tilde{X}).$$

If $\tilde{X} \neq \arg \min_{X} f(X)$, then $F'(\tilde{X}) \neq 0$ (by geodesic convexity, any stationary point is the global minimizer). Due to (4) and the continuity of $F$ and $G$, $\left. \frac{d}{dt} G(X, \tilde{X}) \right|_{t=\hat{t}} = F'(\tilde{X}) \neq 0$. Since the second derivative of $G(X, X')$ is well defined, $G(X - \eta F'(\tilde{X}), \tilde{X}) < G(X, \tilde{X})$ for some small $\eta$, and therefore $F(T(\tilde{X})) = \min_{X} G(X, \tilde{X}) \leq G(\tilde{X} - \eta F'(\tilde{X}), \tilde{X}) < G(\tilde{X}, \tilde{X}) = F(\tilde{X})$ is a contradiction to (16).

Since any subsequence of $\{X_k\}_{k \geq 1}$ contains a subsubsequence of $\{X_k\}_{k \geq 1}$ that converging to $\tilde{X}$, the minimizer of $\{1\}, \{X_k\}_{k \geq 1}$ converges to $\tilde{X}$.

Now we will prove the linear convergence of $\{F(X_k)\}_{k \geq 1}$. To prove it, assume that the second derivative of $G(X, X')$ for $X, X'$ in a local neighborhood of $\tilde{X}$, $B(\tilde{X}, \varepsilon)$, is bounded above by $b$, and this neighborhood contain the sequence $\{X_k\}_{k \geq K}$. Then for $k > K$, in each minimization step $F(X_k)$ is reduced by $G(X_k, X_k) - \arg \min_{X} G(X, X_k)$ which is at least

$$\left\| G'(X, X_k) \right\|_{X=X_k}^2 / 2b = \| F'(X_k) \|^2 / 2b.$$

That is,

$$F(X_{k+1}) \leq F(X_k) - \| F'(X_k) \|^2 / 2b.$$  \hspace{1cm} (17)

Since in the small neighborhood $B(\tilde{X}, \varepsilon)$, $F(X)$ is twice-differentiable and continuous, $F''(X)$ can be bounded above by a positive definite matrix $c_1 I$. Therefore

$$\| F'(X_k) \| < \sqrt{\frac{F(X_k) - F(\tilde{X})}{c_1}},$$

and therefore the combination of (17) and (18) shows that $\{F(X_k)\}_{k \geq 1}$ converge linearly. \hfill \Box

4 Simulations

In the simulation we compare MM algorithm (6) with algorithms from [24, Section 4], where the paper surveyed steepest descent method (SD), conjugate gradient method (CG), Riemannian BFGS method (RBFGS), trust region method by exact Hessian (TR), trust region method with Hessian by decomposition (TR-DECOMP), trust region method with Hessian by approximation (TR-APPROX). By considering the Euclidean metric in general matrices $\mathbb{R}^{p \times p}$ or the metric of positive definite matrices, each algorithm comes
with two versions denoted by ‘SYMM’ or ‘SPD’. We use the code available at [http://people.cs.kuleuven.be/~raf.vandebril/]. We did not include Newton’s method since trust region method is understood as an enhancement of Newton’s method [1, page 136].

We compare these algorithms with for three cases: (a) 40 5 × 5 random positive definite matrices, (b) 40 7 × 7 random positive definite matrices, (c) 40 10 × 10 random positive definite matrices. We initialize all algorithms with the same randomly chosen matrix. As for the measurement of accuracy, we use

\[
\max \left( \left\| \frac{d}{dX} F(X) \right\|_F, \left\| \frac{d}{dX^{-1}} F(X) \right\|_F \right)
\]

Indeed, the measure \( \| \frac{d}{dX} F(X) \|_F \) used in [24, Figure 4.6(c)] is problematic: when the magnitude \( X \) is arbitrarily large, the gradient \( 2 \left\| \sum_{i=1}^{n} X^{-1} \log(\frac{X}{A_i^{-1}}) \right\|_F \) converges to 0, but obviously \( X \) is not even close to the Karcher mean.

The performance of these algorithms are recorded in Figures 1. The performance of MM algorithm corresponds to the estimation of convergence rate in Theorem 3.1. Besides, Figures 1 shows that MM algorithm performs better than other algorithms, and the advantage over other first order methods (steepest descent, conjugate gradient) is very significant. As for second-order methods including trust region methods and BFGS methods, the closest competitor is Riemannian BFGS-SPD method, where the quadratic convergence (which is the advantage of second-order methods) is observed in the cases of 5 × 5 and 7 × 7 matrices. However, its convergence is not as fast as MM in the first few iterations. Besides, as shown in the case of 10 × 10 matrices and also remarked in [24, Section 4.3.5], second order methods usually do not perform as well for larger matrices as for small matrices. In conclusion, MM algorithm wins since it is fast in each iteration and it does not require line search.

5 Conclusion

This paper has presented a novel algorithm for the Karcher mean of positive definite matrices, based on the majorization-minimization (MM) principle. The proposed MM algorithm is simple to implement and performs faster than other current algorithms, and has a linear convergence guarantee. The advantage of MM algorithm is that, it used the property of positive definite matrices while designing the surrogate function. By contrast, other current algorithms such as gradient descent or Newton’s method are only generalizations of their Euclidean counterparts. With the superior performance of MM algorithm for Karcher mean on the space of positive definite matrices, a natural next direction is to extend MM algorithms to other optimization problems on manifold.
Figure 1: The performance of algorithms for matrix geometric mean, where \( x \)-axis is the running time and \( y \)-axis is the accuracy.
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