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Backtracking is an inexact line search procedure that selects the first value in a sequence $x_0, x_0\beta, x_0\beta^2, \ldots$ that satisfies $g(x) \leq 0$ on $\mathbb{R}^+$ with $g(x) \leq 0$ iff $x \leq x^*$. This procedure is widely used in descent direction optimization algorithms with Armijo-type conditions. It both returns an estimate in $(\beta x^*, x^*)$ and enjoys an upper-bound $\lceil \log \beta \epsilon/x_0 \rceil$ on the number of function evaluations to terminate, with $\epsilon$ a lower bound on $x^*$. The basic bracketing mechanism employed in several root-searching methods is adapted here for the purpose of performing inexact line searches, leading to a new class of inexact line search procedures. The traditional bisection algorithm for root-searching is transposed into a very simple method that completes the same inexact line search in at most $\lceil \log_2 \log \beta \epsilon/x_0 \rceil$ function evaluations. A recent bracketing algorithm for root-searching which presents both minmax function evaluation cost (as the bisection algorithm) and superlinear convergence is also transposed, asymptotically requiring $\sim \log \log \log \epsilon/x_0$ function evaluations for sufficiently smooth functions. Other bracketing algorithms for root-searching can be adapted in the same way. Numerical experiments suggest time savings of 50% to 80% in each call to the inexact search procedure.
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and returns $\hat{x}$ as the first value of the sequence $x_0$, $x_0\beta$, $x_0\beta^2$, ... that satisfies the inequality in (1), i.e. it usually takes no more than three lines (within a larger routine) as described in Algorithm 1.

Algorithm 1: Backtracking

1. $\hat{x} \leftarrow x_0$;
2. while $g(\hat{x}) > 0$ do
   3. $\hat{x} \leftarrow \beta \hat{x}$;

Notwithstanding the relevance of Algorithm 1 as a component of a large variety of nonlinear optimization algorithms, the literature has not focused on its study yet. The working principles of the traditional backtracking algorithm are examined here, and a new class of methods for inexact line search with enhanced performance is proposed.

It is shown that the traditional backtracking delivers a $[\log_\beta \epsilon/x_0]$ upper-bound on the number of function evaluations to terminate, where $\epsilon$ is a lower bound on $x^*$. The simplest method belonging to the class proposed here, which is based on the traditional bisection algorithm for root-searching, completes the same task with at most $[\log_2 \log_\beta \epsilon/x_0]$ function evaluations. The same upper bound is provided by another method based on a recent bracketing algorithm for root-searching [9], which requires asymptotically only $\sim \log \log \log \epsilon/x_0$ function evaluations in the case of sufficiently smooth functions. Other root-searching bracketing algorithms can be adapted similarly for performing inexact line searches efficiently.

Numerical experiments are provided, suggesting 50% to 80% of function evaluation savings in each call to the inexact search procedure.

2 ANALYSIS OF TRADITIONAL BACKTRACKING

The procedure described in Algorithm 1 enjoys the following guarantees:

**Theorem 2.1.** Assume that $x^* > \epsilon > 0$, $\beta \in (0, 1)$, $x_0 > x^*$, and $g(x) > 0$ iff $x > x^*$. Then, the backtracking algorithm finds a solution $\hat{x}$ such that $g(\hat{x}) \leq 0$ in at most $[\log_\beta \epsilon/x_0]$ iterations, and the solution $\hat{x}$ satisfies $\beta x^* < \hat{x} \leq x^*$.

Theorem 2.1 is often an unstated and implicit motivation to employ backtracking, since it both guarantees a finite termination in $[\log_\beta \epsilon/x_0]$ iterations1 and gives a guarantee on the location of $\hat{x}$. The more the value of $\beta$ approximates 1.0 the closer $\hat{x}$ is guaranteed to be to $x^*$, which is the maximum possible step-size within the guarantees associated with $g(x) \leq 0$. The property that $\beta x^* < \hat{x} \leq x^*$ is often key in ensuring that the parent algorithm "makes the most out of" each descent direction expensively computed throughout its iterations. Of course, arbitrarily fast procedures could easily be devised that find $g(x) \leq 0$ by taking faster converging sequences to 0 if this requirement were to be dropped. Hence implicit to applications that make use of backtracking is the requirement that the solution to problem (1) must be “not too far from $x^*$”.

Of a similar nature to the requirement that $\hat{x}$ is “not too far from $x^*$” is the requirement that $x^*$ is “not too close to zero”. Without this, the algorithm could take arbitrarily long to find $\hat{x}$ the closer $x^*$ is to zero. This second requirement is, again, implicit in the formulation of backtracking procedures and, at times, it is even entailed by the construction of the parent algorithm. For example, assume the stopping criteria of the parent algorithm verifies stagnation in the domain of the objective function $f(\cdot)$. Then, by construction, when the parent algorithm finds one instance of (1) such that

1The exact number of iterations can be more precisely expressed as a function of $x^*$ with the relation $n = [\log_\beta x^*/x_0]$. The solution-independent bound requires $x^*$ to be bounded away from zero, since otherwise, backtracking may require arbitrarily many iterations the closer $x^*$ is to zero.
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“x* is too close to zero”, it terminates. Thus, with the exception of the very last iteration, every other iteration will satisfy $x^* \geq \epsilon$.

In practice, any backtracking procedure should include a stopping condition that is activated when the iteration count $i$ becomes greater than an allowed maximum $i_{\text{max}}$, in order to guarantee its termination. This is equivalent to the condition $x_0 \beta^i < \epsilon$ for $\epsilon = x_0 \beta^{i_{\text{max}}}$. Hence, the assumption that $x^* \geq \epsilon$ for some pre-specified $\epsilon$ seems to be a hypothesis on (1) that applications that make use of backtracking must assume, either explicitly or implicitly.

Both of these requirements, extracted from Theorem 2.1 and found implicitly or explicitly in the literature, are now stated formally for the sake of clarity. We require that:

**Condition 1.** For some pre-specified $\beta$ in $(0, 1)$, the solution $\hat{x}$ to problem (1) must satisfy $\beta x^* < \hat{x}$.

**Condition 2.** For some pre-specified $\epsilon > 0$, the turning point $x^*$ of problem (1) satisfies $\epsilon < x^*$.

### 3 Bracketing-based Inexact Line Search

The following general algorithm is proposed here:

**Algorithm 2:** Fast-tracking

1. $a \leftarrow \epsilon$;
2. $b \leftarrow x_0$;
3. while $a \leq \beta b$ do
   4. chose $\tilde{x}$ in $(a, b)$ and evaluate $g(\tilde{x})$;
   5. update $(a, b)$ according to (2);
6. return $\hat{x} = a$;

The update rule in line 5 is defined by:

$$
\begin{cases}
  a &\leftarrow \tilde{x} \text{ if } g(\tilde{x}) < 0 \\
  b &\leftarrow \tilde{x} \text{ if } g(\tilde{x}) > 0 \\
  a &\leftarrow \tilde{x} \text{ and } b &\leftarrow \tilde{x} \text{ if } g(\tilde{x}) = 0
\end{cases}
$$

(2)

Algorithm 2 defines a class of bracketing-based methods for inexact line search because both the turning point $x^*$ and the final solution $\hat{x}$ are kept inside the interval $[a, b]$ throughout the iterations. Different instances of this algorithm are defined by different choices of $\tilde{x}$ in line 4.

#### 3.1 Geometric Bisection Fast Tracking

Consider the instance of Algorithm 2 with the choice of $\tilde{x}$ in line 4 performed according to the choice rule (3):

$$
\tilde{x} \equiv \sqrt{ab}
$$

(3)

This procedure enjoys the following guarantees:

**Theorem 3.1.** Fast-tracking with $\tilde{x}$ given by (3) finds a solution $\hat{x}$ such that $g(\hat{x}) \leq 0$ in at most $\lceil \log_2 \log_\beta \epsilon/x_0 \rceil$ iterations and the solution $\hat{x}$ satisfies $\beta x^* < \hat{x} \leq x^*$.

**Proof.** The proof follows from the fact that the inequalities $\beta x^* < \hat{x} \leq x^*$ are equivalent to $\log_2 \beta < \log_2 \hat{x} - \log_2 x^* \leq 0$, which in turn implies that $|\log_2 \beta| > |\log_2 \hat{x} - \log_2 x^*|$. Therefore, to produce an estimate $\hat{x}$ to $x^*$ with relative precision of at least $\beta$, is equivalent to searching for an estimate $\hat{X} = \log_2 \hat{x}$ of $X^* = \log_2 x^*$ with an absolute error of at most $-\log_2 \beta$. Under this logarithmic scale, the bisection method is guaranteed to perform the search task with minmax optimality guarantees. What remains is, quite simply, to translate the bisection method from the
logarithmic to the standard scale. This is done as follows: Define \( A = \log_2 a \) and \( B = \log_2 b \); thus, if the bisection method takes the midpoint \( X_{1/2} = (A + B)/2 \) in each iteration on the logarithmic scale, then, in the standard scale this translates to \( X_{1/2} = (\log_2 a + \log_2 b)/2 = (\log_2 ab)/2 = \log_2(ab)^{1/2} \).

Thus, we have that \( x \) must be taken to be equal to \( \sqrt{ab} \) in the standard scale.

We now verify that when \( B - A \leq -\log_2 \beta \), the lower estimate produced by \( A = \log_2 a \) satisfies Condition 1, i.e. that for any value of \( x^* \) in \((a, b)\) we must have that \( \beta x^* < a \). For this, notice that \( B - A \leq -\log_2 \beta \iff \log_2 b/a \leq \log_2 \beta^{-1} \iff b/a \leq \beta^{-1} \) which in turn implies that \( \beta b \leq a \). And, since \( x^* \) is less than \( b \) the inequality in Condition 1 holds. In fact, we express the condition \( B - A \leq -\log_2 \beta \) as \( a \leq \beta b \) in the standard scale. What is left now is to verify the number of iterations required by the bisection method over the logarithmic scale.

The bisection method requires at most \( n_{1/2} \equiv \lceil \log_2 (B_0 - A_0)/\delta \rceil \) iterations to reduce the interval \((A, B)\) to one of length \( B - A \leq \delta \). Thus, given that \( A_0 = \log_2 \epsilon \) and that \( B_0 = \log_2 x_0 \) and \( \delta = -\log_2 \beta \) we find that \( n_{1/2} \) is equal to \( \lceil (\log_2 (B_0 - A_0)/\log_2 \beta) \rceil = \lceil (\log_2 ((\log_2 x_0 - \log_2 \epsilon)/\log_2 \beta)) \rceil = \lceil \log_2 (\log_2 \beta x_0/\epsilon) \rceil \).

Thus, an immediate consequence of Theorem 3.1 is that naive backtracking procedures unnecessarily fall short in terms of worst case performance. They require exponentially more iterations on the worst case when compared to simple binary searching applied to the logarithmic scale. Of course, the \( \lceil \log_\beta \epsilon/x_0 \rceil \) upper-bound of standard backtracking can, and often is, carefully minimized by choosing \( x_0 \) as “near as possible” to \( x^* \) by means of interpolation bounds. However, the same procedures that minimize \( \lceil \log_\beta \epsilon/x_0 \rceil \) can also be used to minimize the tighter \( \lceil \log \log_\beta \epsilon/x_0 \rceil \) upper-bound of geometric bisection fast-tracking. Notice that backtracking for an estimate with relative precision \( \beta \) is equivalent to grid searching with a fixed step size on the logarithmic scale: the relative inefficiencies of grid searching when compared to binary searching are well documented in the literature [10]. Thus, this improvement is attained with no appeal to additional assumptions on the conditions of Problem (1), nor on the use of additional function or derivative evaluations. It is attained solely at the cost of computing the method itself, which for choice rule (3) is the additional computation of one square-root per iteration.

The application of the bisection method on the logarithmic scale seems to be an often forgotten technique within the different communities that make use of numerical solvers, and it is certainly under-represented in the literature. We surveyed popular numerical analysis and optimization textbooks, including Boyd and Vandenberghe [3], Chapra and Canale [6], Gill et al. [7], Luenberger and Ye [8], Press et al. [10], and found no reference to this technique, despite the existence of scattered references in computational forums and other isolated references to “geometric bisection” in the context of eigenvalue computation [11, 12]. In fact, it is easy to find textbook examples that recommend the use of relative error stopping criteria in conjunction with bisection method on a linear scale (see pseudo-code in Figure 5.11 of [6] and chapter 9.1 of [10]). This gives rise to the same inefficiency as the one caused by the use of naive backtracking. Similar remarks can be made concerning the use of golden-section searching / Fibonacci-searching for a minimum using relative error stopping criteria. Of course, the underlying metric behind floating point arithmetic most certainly prioritizes relative over absolute error in numerical representations [6, 10], hence it is natural to recommend upper-bounding relative errors and, for the same reasons, the proper logarithmic scaling should be recommended before the use of bisection type methods, specifically when the initial interval \((a, b)\) can span several orders of magnitude.

---

2Some early external references to “geometric bisection” can be found in codeforces.com/blog/entry/49189, math.stackexchange.com/questions/3877202/bisection-method-with-geometric-mean and github.com/SimpleArt/solver/wiki/Binary-Search
A noticeable exception to the “inefficiency gap” between the use of arithmetic and geometric averages in the bisection method, is when the search is already initiated with a small interval \((a, b)\) with\(^3\) \(a, b > 0\) and with \(b - a \ll a\), and thus a value of \(\beta\) close to 1. However, standard conditions under which backtracking is used can hardly be expected to satisfy this condition since the further into the run of a descent direction algorithm, the closer \(x^\ast\) is expected to be to zero, and hence, quite the opposite is expected. That is, we find that throughout the run of a standard descent direction algorithm \(b - a = x_0 - \epsilon\) tends to be much greater than \(a = \epsilon\). Furthermore, the choice of \(\beta\) near one defeats the purpose of employing inexact searching, since it is often intended as a reduction to the computational cost of exact searching. Instead of choosing \(\beta\) near one, in this case one might as well employ exact one dimensional minimization techniques to dictate the step-size.

### 3.2 Fast tracking with multi-logarithmic speed-up

Asymptotic bounds are also improved when the proper scale is adopted. This is shown in the following by making explicit the estimated number of iterations when a hybrid technique for the construction of \(\tilde{x}\) is used. The exact construction of \(\tilde{x}\) is a straightforward application of the ITP root-searching method, described in [9], on the logarithmic scale, and is omitted for brevity.

**Corollary 3.2.** If \(\tilde{x}\) in line 4 of Algorithm 2 is taken as the ITP estimate on the logarithmic scale (instead of the bisection method), then, the same guarantees as Theorem 3.1 hold, and, if furthermore \(g(x)\) is \(C^1\) with \(x^\ast\) a simple root, then asymptotically the number of iterations is of the order of

\[
\sim \log \log \log \beta \epsilon/\lambda_0.
\]

**Proof.** Follows immediately from the properties of the ITP method [9]. □

Corollary 3.2 makes use of standard assumptions on the smoothness of \(g\), under which even faster convergence can be guaranteed. The ITP method mentioned therein is an efficient first order root-searching method that in the likes of Ridders’ rule, Brent’s method or Dekker’s method, attains a superlinear order of convergence when employed to solve one dimensional root searching problems. However, unlike the aforementioned methods it is the only one known to retain the minmax optimal performance of the bisection method. The exact inner-workings of the ITP method are beyond the scope of this paper. A reader more familiar with other hybrid methods (such as Ridders’, Brent’s or Dekker’s method) may substitute the ITP method for the solver of preference, albeit with weaker worst case guarantees. The point being that *multi-logarithmic speed-ups can be attained* with interpolation based strategies while retaining the logarithmic speed-up on the worst case performance.

### 4 EXPERIMENTS

Quick numerical comparisons between standard backtracking and fast-tracking are performed here under the optimization set-up in which inexact searching is typically employed. For this we implement a standard gradient descent algorithm with Armijo’s condition, from which the following by making explicit the estimated number of iterations when a hybrid technique for the construction of \(\tilde{x}\) is used. The exact construction of \(\tilde{x}\) is a straightforward application of the ITP root-searching method, described in [9], on the logarithmic scale, and is omitted for brevity.

Corollary 3.2 makes use of standard assumptions on the smoothness of \(g\), under which even faster convergence can be guaranteed. The ITP method mentioned therein is an efficient first order root-searching method that in the likes of Ridders’ rule, Brent’s method or Dekker’s method, attains a superlinear order of convergence when employed to solve one dimensional root searching problems. However, unlike the aforementioned methods it is the only one known to retain the minmax optimal performance of the bisection method. The exact inner-workings of the ITP method are beyond the scope of this paper. A reader more familiar with other hybrid methods (such as Ridders’, Brent’s or Dekker’s method) may substitute the ITP method for the solver of preference, albeit with weaker worst case guarantees. The point being that *multi-logarithmic speed-ups can be attained* with interpolation based strategies while retaining the logarithmic speed-up on the worst case performance.

\(^3\)This way, if the standard bisection method runs till \(\beta b \leq a\) for some \(\beta\) near one, it will take a number of iterations \(n_{1/2}\) of the order of \(\sim \log_2 (b_0 - a_0)/|a_0(1 - \beta)| = \log_2 (b_0 - a_0)/a_0 - \log_2 (1 - \beta)\), and since \(\Delta/x \approx \log_2(x + \Delta) - \log x\), we find that \(n_{1/2}\) is of the order of \(= \log_2 (\log_2 b_0 - \log_2 a_0) + \log_2 (1 - \beta)/\beta = \log_2 \log_2 b_0/|a_0 + \log_2 \log_2 \beta\) which simplifies to \(\approx \log_2 \log_2 b_0/|a_0|\), the complexity of the bisection method applied to the logarithmic scale.
conditions. We report here the results using a fixed upper-bound step value for $x_0$ that does not depend on the size of the gradient, i.e. our standard backtracking sequentially searches for the first term in the sequence \{$x + \beta^k \nabla f(x)/\|\nabla f(x)\|$ for $k = 1, 2, \ldots$\}, and fast-tracking calls an external root-searching solver on the logarithmic scale. We use the ITP method\(^4\), however other non-linear solvers could have been used with slightly weaker guarantees. Under the conditions here considered the simple “geometric average” bisection method would require exactly 7 function evaluations in each iteration if exact arithmetic were used, hence we use this number as a reference point to which standard backtracking and fast-tracking are compared.

Figure 1 focuses on the first function considered, and displays the evolution of the number of iterations required by each inexact searching procedure as a function of the gradient-descent iteration. And, as can be seen, fast-tracking tends to reduce the number of iterations the further into the run while backtracking increases the number of iterations the further into the run. This is because interpolation guarantees of the ITP method are improved with the progression of the gradient run (since it is initialized closer to the final solution), while standard backtracking will require more iterations as the ratio of $x^*/x_0$ is reduced the further into the run. In fact, we observe this pattern of progression of both backtracking and of fast-tracking in most runs.

As can be seen in Table 1, fast-tracking vastly improves on standard backtracking under both average and worst-case performance. The global average of fast-tracking is roughly 50% that of the minmax guarantee of 7 iterations, and, since the ITP solver called made use of the 0.99 slack variable, the worst case performance over the test set is at most $\lceil 0.99 \rceil = 1$ iteration more than the minmax guarantee, i.e. at most $7 + 1 = 8$ iterations. Standard backtracking only attained a number of iterations equal to the minmax on one instance, and was outperformed by vanilla “geometric average” binary searching on every other instance.

Furthermore, by varying the values of $\beta$ and the initial estimate $x$, we verify that the differences in performance are affected too. Our preliminary estimates suggest that for values of $\beta$ near 0.5 backtracking performs much worse than fast-tracking than what is reported in Table 1, multiplying by a factor of 10 the difference in average iteration count at it’s peak value. For $\beta$ near 0 or 1 the differences are kept roughly in the range of the ones reported in Table 1. Concerning the effect of the initial estimate for $x$, our experiments suggest that the the closer the initial estimate is to the stationary point $x^*$ to which the gradient method converges, the greater the benefit of fast-tracking.

\(^4\)The ITP parameters used were of $\kappa_1 = 0.1; \kappa_2 = 2$; and, a slack parameter of $N_0 = 0.99$ applied on the rescaled root-searching problem made to satisfy $b - a \leq 1$ in order to benefit of the guarantees of \cite{9}.
over backtracking, and when initiated far from $x^*$ the difference in performance is reduced, but not reversed. Finally, analogous experiments were also performed providing the solvers with additional interpolation information and different values of $x_0$ and found no significant difference in the comparative performance reported above. Thus, these results have been kept out for brevity.

5 DISCUSSION
The emphasis of “backtracking papers” does not typically lie on the three lines that construct and verify which point in the sequence $x_0, x_0 \beta...$ first satisfies $g(x) \leq 0$. In fact, the construction of $g(\cdot)$, and the guarantees associated with the criteria $g(\cdot) \leq 0$, is typically where the contributions of those papers are found. Thus, perhaps justifiably so, it seems that not much research effort has been devoted to those three lines since they, informally speaking, “get the job done” and “some other paper can deal with it”. This is that paper.

Here, we show a simple and proper construction of a procedure that finds $g(x) \leq 0$, and does so with optimal guarantees. A logarithmic speed-up is attained with respect to worst case, and a multi-logarithmic speed-up is attained with respect to asymptotic performance if hybrid interpolation based techniques are employed. These speed-ups are well reflected in experiments achieving roughly 50% to 80% time savings in each call to the inexact line-searching procedure.
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