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Abstract

For a connected graph \( \mathcal{G} = (V, E) \) with \( n \) nodes, \( m \) edges, and Laplacian matrix \( L \), a grounded Laplacian matrix \( L(S) \) of \( \mathcal{G} \) is a \((n - k) \times (n - k)\) principal submatrix of \( L \), obtained from \( L \) by deleting \( k \) rows and columns corresponding to \( k \) selected nodes forming a set \( S \subseteq V \). The smallest eigenvalue \( \lambda(S) \) of \( L(S) \) plays a pivotal role in various dynamics defined on \( \mathcal{G} \). For example, \( \lambda(S) \) characterizes the convergence rate of leader-follower consensus, as well as the effectiveness of a pinning scheme for the pinning control problem, with larger \( \lambda(S) \) corresponding to smaller convergence time or better effectiveness of a pinning scheme. In this paper, we focus on the problem of optimally selecting a subset \( S \) of fixed \( k \ll n \) nodes, in order to maximize the smallest eigenvalue \( \lambda(S) \) of the grounded Laplacian matrix \( L(S) \). We show that this optimization problem is NP-hard and that the objective function is non-submodular but monotone. Due to the
difficulty to obtain the optimal solution, we first propose a naïve heuristic algorithm selecting one optimal node at each time for \( k \) iterations. Then we propose a fast heuristic scalable algorithm to approximately solve this problem, using derivative matrix, matrix perturbations, and Laplacian solvers as tools. Our naïve heuristic algorithm takes \( \tilde{O}(knm) \) time, while the fast greedy heuristic has a nearly linear time complexity of \( \tilde{O}(km) \), where \( \tilde{O}(\cdot) \) notation suppresses the \( \text{poly}(\log n) \) factors. We also conduct numerous experiments on different networks sized up to one million nodes, demonstrating the superiority of our algorithm in terms of efficiency and effectiveness compared to baseline methods.
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### 1 Introduction

The spectrum of different matrices associated with a graph provides rich structural and dynamical information of the graph, and it has found numerous applications in different areas [1]. For example, the reciprocal of the largest eigenvalue of the adjacency matrix is approximately equal to the thresholds for the susceptible-infectious-susceptible epidemic dynamics [2–4] and bond percolation [5] on a graph. Concerning the Laplacian matrix, its smallest and largest nonzero eigenvalues are closely related to the time of convergence and delay robustness of the consensus problem [6]; all the nonzero eigenvalues determine the number of spanning trees [7] and the sum of resistance distances over all node pairs [8, 9], with the latter encoding the performance of different dynamical processes, such as the total hitting times of random walks [10–12], robustness to noise in consensus problem [13–16], and application to system control [17–21].

In addition to the adjacency matrix and Laplacian matrix, the spectrum of the grounded Laplacian matrix also plays important role in different systems [22–25]. For a connected graph \( \mathcal{G} = (V, E) \) with Laplacian matrix \( \mathbf{L} \), the grounded Laplacian matrix \( \mathbf{L}(S) \) induced by a subset \( S \subseteq V \) of \( k \) nodes (called grounded nodes) is a principal submatrix of \( \mathbf{L} \), obtained from \( \mathbf{L} \) by removing \( k \) rows and columns corresponding to the \( k \) nodes in \( S \) [26]. The sum of the reciprocal of eigenvalues of the grounded Laplacian matrix \( \mathbf{L}(S) \) captures the robustness performance of leader-follower systems with follower nodes subject to noise [23]. The magnitude of the smallest eigenvalue \( \lambda(S) \) of matrix \( \mathbf{L}(S) \) determines the convergence rate of a leader-follower networked dynamical system [22], as well as the effectiveness of pinning scheme of pinning control of complex dynamical networks [25], with large \( \lambda(S) \) corresponding to fast convergence speed and good pinning control performance.

The smallest eigenvalue \( \lambda(S) \) of \( \mathbf{L}(S) \) is an increasing function of set \( S \) of nodes, corresponding to different physical meanings for different dynamical
processes or systems. In leader-follower consensus systems, \( S \) is associated with the set of leader nodes \([22]\), while for the pinning control problem, \( S \) corresponds to the set of controlled nodes \([25]\). Since \( \lambda(S) \) characterizes the performance of associated dynamical systems and is determined by the set \( S \) of grounded nodes, a spontaneous question arises as what nodes should be chosen as grounded nodes such that \( \lambda(S) \) is maximized. This is the theme of the current work. Concretely, we focus on the following eigenvalue optimization problem: Given a graph \( \mathcal{G} = (V, E) \) with \(|V| = n\) nodes and \(|E| = m\) edges, and an integer \( 0 < k \ll n \), how to select a subset \( S \subset V \) of \(|S| = k \) nodes such that the smallest eigenvalue \( \lambda(S) \) of the grounded Laplacian matrix \( L(S) \) induced by the grounded nodes in \( S \) is maximized.

The main contribution and work of this paper are summarized as follows.

- We show that the combinatorial optimization problem is NP-hard and that the optimization function is not submodular, although it is monotone.
- We define a centrality of a group of nodes, called grounded node group centrality, which is the smallest eigenvalue of the grounded Laplacian matrix induced by the group of nodes.
- We propose an efficient, scalable algorithm to find \( k \) nodes with the largest grounded node group centrality score. Our algorithm is a greedy heuristic one, which is established based on the tools of the derivative matrix, matrix perturbations, and Laplacian solvers, and has a nearly linear time complexity of \( \mathcal{O}(km) \), with \( \mathcal{O}(\cdot) \) notation suppressing the \( \text{poly}(\log n) \) factors.
- We evaluate our algorithm by performing extensive experiments on many real-world graphs up to one million nodes, which show that the proposed algorithm is effective and efficient, outperforming other baseline choices of selecting nodes.

2 Related Work

In this section, we review some current work related to the present one, including applications and properties of the grounded Laplacian matrix \( L(S) \), node group centrality measures, grounded node selection problem for maximizing the smallest eigenvalue \( \lambda(S) \) of \( L(S) \) and its associated algorithms.

The grounded Laplacian matrix was first defined in \([26]\). For a connected graph \( \mathcal{G} = (V, E) \), the grounded Laplacian matrix \( L(S) \) induced by a subset \( S \subset V \) of \( k \) grounded nodes is a principal submatrix of its Laplacian matrix \( L \), which is obtained from \( L \) by deleting \( k \) rows and columns associated with the \( k \) grounded nodes in \( S \). Matrix \( L(S) \) arises naturally in various practical scenarios, including leader-follower multi-agent systems \([23, 27]\), pinning control of complex networks \([28, 29]\), vehicle platooning \([13, 30]\), and power systems \([31]\). It is now established that the spectrum of the grounded Laplacian matrix plays a fundamental role in characterizing the performance of these networked systems. For example, the smallest eigenvalue \( \lambda(S) \) of \( L(S) \) characterizes the convergence rate of leader-follower systems \([22]\) and the effectiveness of pinning control scheme \([25]\).
Because of the relevance, in recent years, there has been vast literature dedicated to analyzing the spectral properties of the grounded Laplacian matrix, particularly the smallest eigenvalue $\lambda(S)$. It was shown that [23], eigenvalue $\lambda(S)$ is an increasing function of the grounded nodes set $S$, that is, $\lambda(S)$ does not decrease when new nodes are added to $S$. In [32–34], upper and lower bounds on the eigenvalue $\lambda(S)$ were provided, in terms of the sum of the weights of the edges between the grounded nodes in $S$ and the eigenvector corresponding to $\lambda(S)$. In [24], graph–theoretic bounds were given for the eigenvalue $\lambda(S)$. While in [25], properties of $\lambda(S)$ were analyzed based on the $|S + 1|$-th smallest eigenvalue of the Laplacian matrix $L$, the minimal degree of nodes in set $V \setminus S$, and the number of edges connected nodes in $S$ and $V \setminus S$. Properties for the smallest eigenvalue of grounded Laplacian matrix of weighted undirected [35] and directed [36] also received attention from the scientific community.

The smallest eigenvalue $\lambda(S)$ of matrix $L(S)$ captures the importance of nodes in set $S$ as a whole in graph $G$, via the convergence rate of leader-follower systems [22], the effectiveness of pinning scheme for pinning control of networks [25], and so on [24]. We thus use $\lambda(S)$ to quantify the importance/centrality of the group of nodes in $S$, termed grounded node group centrality.

There are numerous metrics for centrality of a group of nodes in a graph [37], based on structural or dynamical properties, including betweenness [38, 39], closeness centrality [40, 41], and current flow closeness centrality [42], and so on. However, since the criterion for importance of a set of nodes depends on specific applications [43], grounded node group centrality deviates from previous centrality metrics, even for an individual node [32]. Therefore, it is interesting and necessary to study the grounded node group centrality.

Various previous work [25, 44] focused on selecting a set $S$ of $k = |S|$ grounded nodes in order to maximize the smallest eigenvalue $\lambda(S)$ of the grounded Laplacian matrix $L(S)$ for specific purposes, such as maximizing the convergence rate of leader-follower systems [45, 46] and the effectiveness of pinning control [25]. A submodular approach with polynomial-time complexity was developed in [47], while a feature-embedded evolutionary algorithm was presented in [48]. These papers proposed different greedy heuristic algorithms for this combinatorial optimization problem, but left its computational complexity open. Moreover, the properties of the objective function for the problem are still not well understood. For example, it is not known whether the objective function is submodular or not. Finally, at present, there is no nearly linear time algorithm with good performance for this problem. Thus, almost all experiments in existing studies were executed in medium-sized networks with up to 1,000 nodes.

3 Preliminaries

This section briefly introduces some notations, basic concepts about a graph, its associated matrices, especially the grounded Laplacian matrix, and submodular function.
3.1 Notations

Throughout this paper, scalars in \( \mathbb{R} \) are denoted by normal lowercase letters like \( a, b, c \), vectors by bold lowercase letters like \( \mathbf{a}, \mathbf{b}, \mathbf{c} \), sets by normal uppercase letters like \( A, B, C \), and matrices by bold uppercase letters like \( \mathbf{A}, \mathbf{B}, \mathbf{C} \). Notations \( \mathbf{a}^\top \) and \( \mathbf{A}^\top \) are used to denote the transpose of a vector \( \mathbf{a} \) and a matrix \( \mathbf{A} \), respectively. Symbol \( \mathbf{a}_i \) is used to denote the \( i \)-th element of vector \( \mathbf{a} \), and \( \mathbf{A}_{ij} \) is used to denote the entry \((i, j)\) of matrix \( \mathbf{A} \). In addition, use \( \mathbf{1} \) to denote the vector of appropriate dimension, whose elements are all ones, use \( \mathbf{e}_i \) to denote a vector with \( i \)-th element being 1 and others 0, and use \( \mathbf{E}_{ij} \) to denote an appropriate dimension matrix with the entry \((i, j)\) being 1 and others being 0.

3.2 Graph and Grounded Laplacian Matrix

We denote an undirected connected binary graph as \( \mathcal{G} = (V, E) \), where \( V \) is the set of nodes/vertices with size \(|V| = n\) and \( E \subseteq V \times V \) is the the set of edges with size \(|E| = m\). Let \( \mathbf{A} \in \{0, 1\}^{n \times n} \) be the adjacency matrix for graph \( \mathcal{G} \) where \( \mathbf{A}_{ij} \) equals 1 if nodes \( i \) and \( j \) are directly connected by an edge and 0 otherwise. The neighbors of node \( i \in V \) in graph \( \mathcal{G} \) are given by the set \( \mathcal{N}_i = \{ j \in V | (i, j) \in E \} \). The degree of node \( i \) is represented as \( d_i = |\mathcal{N}_i| \) and the degree matrix is defined as \( \mathbf{D} = \text{diag}(d_1, d_2, \ldots, d_n) \) accordingly. The Laplacian matrix for the graph is given by \( \mathbf{L} = \mathbf{D} - \mathbf{A} \), which is a positive semi-definite matrix.

For a graph \( \mathcal{G} = (V, E) \), its grounded Laplacian matrix \( \mathbf{L}(S) \) is a variant of Laplacian matrix \( \mathbf{L} \), which is obtained from \( \mathbf{L} \) by deleting those rows and columns corresponding to the nodes in a nonempty set \( S \) of size \( k \) [26]. The nodes in \( S \) are called grounded nodes. By definition, \( \mathbf{L}(S) \) is a \((n-k) \times (n-k)\) principal submatrix of Laplacian matrix \( \mathbf{L} \), which is a symmetric diagonally-dominant M-matrix (SDDM). From [49], \( \mathbf{L}(S) \) is a positive definite matrix, and its inverse is a non-negative matrix. Let \( \lambda(S) \) denote the smallest eigenvalue of \( \mathbf{L}(S) \), which is a monotonically increasing function of set \( S \) [23]. By Perron–Frobenius theorem [50], \( \lambda(S) \) has an eigenvector \( \mathbf{u} \) with non-negative components.

3.3 Submodular Function

We continue to introduce monotone non-decreasing and submodular set functions. For a set \( S \), we use \( S + u \) to denote \( S \cup \{u\} \).

**Definition 3.1** (Monotonicity) A set function \( f : 2^V \to \mathbb{R} \) is monotone non-decreasing if \( f(S) \leq f(T) \) holds for all \( S \subseteq T \subseteq V \).

**Definition 3.2** (Submodularity) A set function \( f : 2^V \to \mathbb{R} \) is submodular if
\[
 f(S + u) - f(S) \geq f(T + u) - f(T)
\]
holds for all \( S \subseteq T \subseteq V \) and \( u \in V \).
4 PROBLEM FORMULATION

The smallest eigenvalue $\lambda(S)$ of grounded Laplacian matrix $L(S)$ directly connects to a wide range of applications. As shown above, $\lambda(S)$ characterizes the performance of various systems, including the convergence rate of a leader-follower system [22], the effectiveness of pinning control [25], robustness to disturbances of the leader-follower system via the $\mathcal{H}_\infty$ [24], and so on. For these systems, larger $\lambda(S)$ corresponds to better performance.

4.1 Problem Statement

As shown in [23], $\lambda(S)$ is a monotonic increasing function of set $S$. This motivates us to study the problem of how to select $k$ nodes to form the set of grounded nodes $S$, so that the eigenvalue $\lambda(S)$ is maximum.

Problem 1 (Maximization of the Smallest Eigenvalue of Grounded Laplacian (MaxSEGL)) Given an unweighted, undirected, and connected network $G = (V, E)$, we aim to find a subset $S \subset V$ with $0 < k \ll |V|$ nodes so that the smallest eigenvalue of the grounded Laplacian matrix $L(S)$ is maximized. The problem can be formulated as

$$ S^* = \arg \max_{S \subset V, |S| = k} \lambda(S). $$

Problem 1 is a combinatorial optimization problem. We can naturally think of a direct solution method by exhausting all $\binom{n}{k}$ cases for set $S$. For each possible case of set $S$ containing $k$ nodes, calculate the smallest eigenvalue $\lambda(S)$ of the grounded Laplacian matrix $L(S)$ induced by the grounded nodes in set $S$. Then, output the optimal solution $S^*$, which maximizes the smallest eigenvalue for grounded Laplacian matrix with $k$ grounded nodes. Due to the exponential complexity $O(\binom{n}{k}m)$, this algorithm fails when $n$ or $k$ is slightly oversized.

4.2 Grounded Node Group Centrality

As is well known, the smallest eigenvalue $\lambda(S)$ characterizes the performance of various dynamical systems, which is determined by grounded nodes in $S$. In this sense, $\lambda(S)$ can be used as a centrality of the group of nodes in $S$, called grounded node group centrality. The larger the value of $\lambda(S)$, the more important the nodes in group $S$ for related dynamic systems. Thus, Problem 1 is precisely the problem of finding the $k$ most important nodes forming grounded node set $S$, such that $\lambda(S)$ is maximum. Note that when set $S$ includes only one node $i$, $\lambda(\{i\})$ is reduced to the grounded centrality of an individual node defined in [32].

It is worth mentioning that for a group $S$ of nodes, its grounded node group centrality $\lambda(S)$ does not often equal to the integration of the centrality of individual nodes in set $S$, due to the interdependence of the nodes in set $S$. In other words, $\lambda(S) \neq \sum_{i \in S} \lambda(\{i\})$. Thus, the combinatorial enumeration in
Problem 1 is generally not appropriately solved by choosing the top-$k$ nodes with the largest individual grounded centrality values. For example, for the line graph in Fig. 1, the grounded centrality for nodes 1-7 are, 0.058, 0.081, 0.121, 0.198, 0.121, 0.081 and 0.058. If $S$ consists of three nodes, is easy to obtain that one of the optimal set $S^*$ is $\{2, 4, 6\}$, instead of $\{3, 4, 5\}$ whose elements are top-3 nodes with the largest grounded centrality scores.

![Figure 1: A line graph with 7 nodes and 6 edges.](image)

It has been demonstrated in [32] that for individual nodes, the grounded centrality gives quite a different ranking for node importance, compared with many other node centrality measures, such as degree centrality, betweenness centrality, eigenvector centrality, closeness centrality, and information centrality. Thus, grounded node group centrality also deviates from previously proposed centrality measures for a node group, including betweenness centrality [38, 39], closeness centrality [40, 41], as well as current flow closeness centrality [42]. Therefore, it is of independent interest to study Problem 1, with an aim to find the $k$ most important nodes as the set $S^*$ of grounded nodes corresponding to maximum $\lambda(S^*)$.

### 4.3 Non-submodularity of the Objective Function

Given the combinatorial nature of Problem 1, one seeks a heuristic approximately solving this problematic combinatorial problem. For a combinatorial optimization problem, finding appropriate properties of its objective function is crucial to solving it effectively. For example, when the objective function is submodular, a simple greedy algorithm by selecting one element with maximal marginal benefit in each iteration yields a solution with $1 - e^{-1}$ approximation ratio [51], which has been widely used in combinatorial optimization problems and has effectively solved many NP-hard problems in recent years.

However, there are still a lot of combinatorial optimization problems whose objective functions are not submodular. For these problems, a heuristic cannot guarantee a $(1 - e^{-1})$-approximation solution. Unfortunately, Problem 1 happen to be this problem class. To show the non-submodularity of the objective function for Problem 1, we give an example of the line graph with 7 nodes and 6 edges in Fig. 1.

Let set $A = \{1\}$, $B = \{1, 2\}$ and $v = 6$. Simple computation leads to

\[
\begin{align*}
\lambda(A) &= 0.0581, \\
\lambda(B) &= 0.0810, \\
\lambda(A + v) &= 0.3820, \\
\lambda(B + v) &= 0.5858,
\end{align*}
\]
which means

$$\lambda(A + v) - \lambda(A) = 0.3239 < 0.5048 = \lambda(B + v) - \lambda(B).$$

Therefore, the objective function of Problem 1 is non-submodular.

# 5 Hardness of Problem 1 and a Naïve Greedy Heuristic Algorithm

In this section, we prove that Problem 1 is NP-hard, and then provide a naïve greedy heuristic algorithm for this problem.

## 5.1 Hardness of Problem 1

As shown above, Problem 1 is combinatorial, and thus can be exactly solved by brute-force search. On the other hand, the objective function is the smallest eigenvalue of a grounded Laplacian matrix, which suggests that Problem 1 is likely to be very difficult. Here we confirm this intuition by proving that Problem 1 is NP-hard, by reduction from node cover on 3-regular graphs, which has been proved to be an NP-complete problem [52]. A 3-regular graph is a graph for which the degree of every node is 3. For a graph $G = (V, E)$, a node set $C \subseteq V$ is called a node cover of graph $G$ if every edge in $E$ has at least one endpoint in $C$. A node set $I$ is called an independent set of graph $G$, if no two nodes in which are adjacent. By definition, if $C$ is a node cover of $G$, then $V \setminus C$ is an independent set of $G$.

The decision version of vertex cover on a connected 3-regular graph is stated below.

**Problem 2** (Vertex Cover on a 3-Regular Graph, VC3RG) Given a connected 3-regular graph $G = (V, E)$ and a positive integer $k$, decide whether or not there exists a node set $S \subseteq V$ such that $|S| = k$ and $S$ is a node cover of $G$.

We proceed to give the decision version of Problem 1.

**Problem 3** (MaxSEGL Decision Version, MaxSEGLD) Given a connected graph $G = (V, E)$, a positive integer $k$, and a positive real number $r \in \mathbb{R}^+$, decide whether or not there exists a node set $S \subseteq V$ such that $|S| = k$ and $\lambda(S) \geq r$.

Before giving the reduction, we introduce the following lemma.

**Lemma 5.1** Let $G = (V, E)$ be a connected 3-regular graph, and let $S$ be a nonempty subset of $V$. Then for the grounded Laplacian $L(S)$ with nodes in $S$ being grounded nodes, $\lambda(S) \leq 3$ with equality if and only if $S$ is a node cover of $G$. 
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Proof If \( S \) is a node cover of \( G \), then \( V \setminus S \) is an independent set of \( G \), which implies that there is no edge between any pair of nodes in \( V \setminus S \). Thus, \( L(S) \) is a diagonal matrix with all diagonal entries being 3, leading to \( \lambda(S) = 3 \).

We continue to show that if \( S \) is not a node cover of \( G \) then \( \lambda(S) < 3 \). When set \( S \) is not a node cover of \( G \), then \( V \setminus S \) is definitely not an independent set of \( G \). Thus, \( L(S) \) can be written as a block diagonal matrix, with each block corresponding to a connected component of a subgraph \( G[V \setminus S] \), which is induced by nodes in \( V \setminus S \). Let \( T \) be a block of \( L(S) \), which corresponds to \( t > 1 \) nodes in set \( V \setminus S \). The diagonal elements of matrix \( T \) is 3. Suppose that for the non-diagonal elements in \( T \), \( q > 0 \) entries have values of \(-1\), while the others are 0.

Let \( \lambda_{\text{min}}(T) \) be the smallest eigenvalue of the matrix \( T \). Then for the vector \( 1 \), we have
\[
\lambda(S) \leq \lambda_{\text{min}}(T) \leq \frac{1^T T 1}{1^T 1} = \frac{3t - q}{t} < 3,
\]
which completes the proof. \( \square \)

By Lemma 5.1 we obtain the following theorem.

Theorem 5.2 Maximizing the smallest eigenvalue of a grounded Laplacian matrix subject to a cardinality constraint is NP-hard.

Proof We first provide a polynomial reduction
\[
p : \{\mathcal{G} = (V, E), k\} \rightarrow \{\mathcal{G} = (V, E), k, r\}
\]
from instances of VC3RD to instances of MaxSEGLD. For a connected 3-regular graph \( \mathcal{G} = (V, E) \) with \( n \) nodes, we construct the following reduction \( p \) as
\[
p((\mathcal{G} = (V, E), k)) = (\mathcal{G} = (V, E), k, 3).
\]
By Lemma 5.1, \( p \) is a polynomial reduction from VC3RD to MaxSEGLD, indicating that Problem 1 is NP-hard. \( \square \)

5.2 A Naïve Heuristic Algorithm

Due to the NP-hardness of Problem 1, we resort to efficient heuristics for this problem. First, we propose a naïve greedy heuristic algorithm. As shown in [23], given a graph \( \mathcal{G} = (V, E) \), a set \( S \subset V \) of grounded nodes, and a node \( j \in V \setminus S \), \( \lambda(S + j) \geq \lambda(S) \) holds by Cauchy’s interlacing theorem [53]. Define \( \lambda_S(j) = \lambda(S + j) - \lambda(S) \) as the increase of the smallest eigenvalue after node \( j \) is added to set \( S \) of grounded nodes, then \( \lambda_S(j) \geq 0 \) for any node \( j \in V \setminus S \). Then, the naïve greedy heuristic algorithm, outlined in Algorithm 1, is presented as follows. Initially, the set \( S \) of grounded nodes is set to be empty. Then \( k \) nodes are iteratively picked to \( S \) as grounded nodes from set \( V \setminus S \) of candidate nodes. In each iteration of the naïve greedy algorithm, the node \( j \) in candidate node set is selected to maximize the quantity \( \lambda_S(j) \). The naïve algorithm stops when \( k \) nodes are selected to be added to set \( S \).

Although there is no guarantee for the error between this naïve method and the optimal solution due to the posteriority and non-submodularity, in
Algorithm 1 Naïve$(G,k)$

**Input:** A graph $G = (V, E)$; an integer $k < |V|

**Output:** $S$: a subset of $V$ with $|S| = k$

Initialize solution $S = \emptyset$

for $i = 1$ to $k$ do

- Compute $\lambda_S(j) = \lambda(S + j) - \lambda(S)$ for each $j \notin S$
- Select $s$ s.t. $s \leftarrow \arg \max_{j \in V \setminus S} \lambda_S(j)$
- Update solution $S \leftarrow S \cup \{s\}$

end for

return $S$

the Experiments Section, we will see that this method has many advantages over some baseline schemes. Note that the main computation cost for the naïve algorithm lies in determining $\lambda_S(j)$ in each of $k$ iterations. For small $k$, for each $j \in V \setminus S$, the increment of the smallest eigenvalue $\lambda_S(j)$ contributed by node $j$ can be calculated by the numerical method in $O(m)$ time [54]. Thus, a direct implementation of this naïve approach takes $O(knm)$ time.

6 Nearly Linear Time Approximation Algorithm

Although the naïve approach described in Algorithm 1 is much faster than brute-force search, this algorithm is still infeasible for large-scale networks with millions of nodes due to its high computational requirements. The main computational cost of Algorithm 1 lies in determining the increment $\lambda_S(j)$ of the smallest eigenvalue of grounded Laplacian matrix when a new node $j$ is added into the set $S$ of grounded nodes. In this section, we propose a nearly linear time approximation algorithm evaluating $\lambda_S(j)$ for every candidate node $j \in V \setminus S$.

Note that as a principal submatrix of Laplacian matrix $L$, the grounded Laplacian matrix $L(S)$ is a SDDM matrix, and its inverse $L(S)^{-1}$ is a non-negative matrix. By matrix tree theorem [55], when an edge linking two nodes in $V \setminus S$ is removed, the determinant of matrix $L(S)$ decreases. Thus, the determinant of matrix $L(S)^{-1}$ increases, it is the same with $\lambda(S)$ that is the largest eigenvalue of matrix $L(S)^{-1}$. Thus, $\lambda(S)$ is an increasing function of each edge in $E \cap ((V \setminus S) \times (V \setminus S))$. For an edge linking two nodes in $S$ and $V \setminus S$, its removal often does not lead to the increase of $\lambda(S)$ [24]. Moreover, for a node $j$ with large $\lambda_S(j)$ in $V \setminus S$ in a large network, the number of its neighbors in $S$ is relatively small. Recall that picking a new node $j$ added to $S$ is equivalent to removing the row and column from $L(S)$ corresponding to node $j$. Thus, $\lambda_S(j) = \lambda(S + j) - \lambda(S)$ can be approximately regarded as the sum of displacement of $\lambda(S)$ caused by the removal of edges incident to node $j$, with the other ends in $V \setminus S$. In the sequel, we use two different approaches to evaluate the sensitivity $\lambda_S(j)$ of eigenvalue $\lambda(S)$, when node $j$ is added to $S$. 
6.1 Derivative Based Eigenvalue Sensitivity

The increment $\lambda_S(j)$ of the smallest eigenvalue $\lambda(S)$ can be looked upon as the sum of increase of $\lambda(S)$ contributed by the removal of every edge incident to node $j$. For convenience of the following presentation, we use $\lambda$ to represent $\lambda(S)$. Moreover, we introduce a centrality measure $\lambda_S(e)$, which quantifies the impact of removal of an edge $e$ on the increase of the smallest eigenvalue $\lambda(S)$. In [56–58], the partial derivative was applied to measure the role of an edge on certain quantities concerned. Motivated by these previous work, we employ a similar idea to characterize $\lambda_S(e)$, defined as the rate at which $\lambda(S)$ changes with respect to the change of the weight of edge $e$, since an weighted graph can be regarded as a weighted one, with each edge being a unit weight.

Specifically, for an edge $e$ with two end nodes $i$ and $j$, $\lambda_S(e)$ is defined by derivative matrix as $\lambda_S(e) = \lambda_S(i,j) = \frac{\partial \lambda}{\partial L(S)} = u_i u_j$. Since $\lambda$ is a function of the weight on every edge.

Lemma 6.1

Given a graph $G = (V, E)$ with Laplacian matrix $L$, let $S \subset V$ be a set of grounded nodes, and let $(\lambda, u)$ be the eigen-pair corresponding to the smallest eigenvalue and its associated eigenvector for the grounded Laplacian matrix $L(S)$. Then for any edge $e = (i, j) \in E \cap ((V \setminus S) \times (V \setminus S))$, we have

$$\lambda_S(e) = \lambda_S(i,j) = \frac{\partial \lambda}{\partial L(S)} = u_i u_j.\quad (4)$$

Proof By definition of the eigenvalues $\lambda$ and eigenvector $u$, we have $L(S)u = \lambda u$. Performing the partial derivative with respect to $L(S)_{ij}$ on both side leads to

$$\frac{\partial L(S)}{\partial L(S)_{ij}} u + L(S) \frac{\partial u}{\partial L(S)_{ij}} = \frac{\partial \lambda}{\partial L(S)_{ij}} u + \lambda \frac{\partial u}{\partial L(S)_{ij}}.$$

Left multiplying $u^\top$ on both sides of the above equation yields $\lambda_S(e) = \frac{\partial \lambda}{\partial L(S)_{ij}} = u_i u_j.\quad \square$

By definition $\lambda_S(e)$ measures the importance of edge $(i, j)$ or $(j, i)$ with $i$ and $j$ being the two end nodes of $e$, which is equal to the sensitivity of $\lambda(S)$ to the change in the weight of edge $e$. Intuitively, for any node $j$ in $V \setminus S$, $\lambda_S(j)$ is naturally equal to the sum of the importance of the edges adjacent to $j$. Hence, the change rate of $\lambda(S)$ after removing from matrix $L(S)$ the row and column corresponding to node $j$ can be evaluated as

$$\tilde{\lambda}_S(j) = 2 \sum_{i \in N_j \setminus S} \lambda_S(i,j) = 2 u_j \sum_{i \in N_i \setminus S} u_i,\quad (4)$$

since for every edge $e$ with end nodes $i$ and $j$, $(i, j)$ and $(j, i)$ are both counted.
6.2 Matrix Perturbation Based Eigenvalue Sensitivity

In this subsection, we show that the increment $\lambda_S(j)$ of the smallest eigenvalue $\lambda(S)$ can also be evaluated by matrix perturbation theory [59], and the matrix perturbation technique has been widely used for eigenvalues [60–63]. To this end, we first estimate the increment of the smallest eigenvalue by using matrix perturbation, when one edge is removed.

Notice that for a graph $G = (V, E)$ with grounded node set $S \subset V$, if an edge $e$ with end nodes $i$ and $j$ in $V \setminus S$ is deleted, the resultant grounded Laplacian becomes $L(S) + E_{ij} + E_{ji}$. Let $(\lambda, u)$ be the eigen-pair corresponding to the smallest eigenvalue and its associated eigenvector for the grounded Laplacian matrix $L(S)$. Define $\Delta L(S) = E_{ij} + E_{ji}$. Then if one perturbs the matrix $L(S)$ with $\Delta L(S)$, $\lambda$ varies with $\Delta \lambda$ and $u$ varies with $\Delta u$ after perturbing. Thus, the eigenequation after removing edge $e$ is given by

$$ (L(S) + \Delta L(S))(u + \Delta u) = (\lambda + \Delta \lambda)(u + \Delta u), \quad (5) $$

Left multiplying $u^\top$ on both sides of Eq. (5) yields

$$ u^\top \Delta L(S)u + u^\top \Delta L(S)\Delta u = u^\top \Delta \lambda u + u^\top \Delta \lambda \Delta u. $$

Then the eigen-gap for the smallest eigenvalue is

$$ \Delta \lambda = \frac{u^\top \Delta L(S)\hat{u}}{u^\top \hat{u}} = \frac{u_i \hat{u}_j + u_j \hat{u}_i}{u^\top \hat{u}}, $$

where $\hat{u} = u + \Delta u$.

For a large graph network $G$, the removal of one edge has little influence on the whole network, and also does not influence the eigenvector $u$ too much, meaning $\Delta u \approx 0$ [60–62]. Hence

$$ \Delta \lambda \approx 2u_i u_j > 0, $$

which is consistent with Lemma 6.1.

The following lemma is immediate by repeating the operation of edge removal on all the edges incident to a node $j$.

**Lemma 6.2** Let $G = (V, E)$ be a connected graph and $L$ be its Laplacian matrix, let $S \subset V$ be a node set. For the matrix $L(S)$, we define $(\lambda, u)$ be the eigenpair corresponding to the smallest eigenvalue $\lambda$ and its associated eigenvector $u$ for the grounded Laplacian matrix $L(S)$. For any node $i \in V \setminus S$, define $\Delta L(S) = \sum_{j \in N_i \setminus S}(E_{ij} + E_{ji})$. For the case the matrix $L(S)$ is perturbed with $\Delta L(S)$, suppose $\lambda$ varies with $\Delta \lambda$ and $u$ varies with $\Delta \hat{u}$. Then,

$$ (L(S) + \Delta L(S))(u + \Delta \hat{u}) = (\lambda + \Delta \lambda)(u + \Delta \hat{u}), $$

and the eigen-gap for the smallest eigenvalue can be approximated by

$$ \Delta \lambda \approx 2u_j \sum_{i \in N_j \setminus S} u_i = \hat{\lambda}_S(j), $$
As given by Eq. (4).

According to Lemma 6.2, if we add a new node $j$ into set $S$, then $\Delta \bar{\lambda}$ equals to $\lambda_S(j)$ when $\lambda(S + j) \leq d_j$. Thus maximizing $\lambda(S + j)$ is reduced to maximizing $\lambda_S(j)$ or its approximation $\tilde{\lambda}_S(j)$.

**Remark 6.3** If $S$ is an empty set, it is apparent that the smallest eigenvalue of $L(S)$ is 0, and the corresponding eigenvector is $u = 1$. Hence the importance of each node equals to its degree, which is consistent with the conclusion in [25] that selecting nodes with large degrees is a good solution when only choosing a few number of grounded nodes.

### 6.3 Fast Algorithm

The above analysis shows that the optimization of $\lambda(S)$ is reduced to the computation of the corresponding eigenvector $u$ at each iteration. Below we introduce two methods, Lanczos method and SDDM solver or Laplacian solver, for computing the eigenvector $u$, and compare them in Experiments Section.

Lanczos method [54] is classical method to calculate the eigenvalues and eigenvectors of a Hermitian matrix by iteratively tridiagonalizing the matrix. Although it was proposed almost 70 years ago, it still remains one of the most important algorithms in numerical computation, and has become a standard algorithm for evaluating eigenvalues and eigenvectors. Since in our case only the eigenpair associated with the smallest eigenvalue of the grounded Laplacian matrix is needed, Lanczos method outputs the results in a very short time.

SDDM solver or Laplacian solver [64–66] is another method to estimate eigenvector $u$ without computing the complete eigensystem. By combining SDDM solver and the inverse power method, the eigenvector of the smallest eigenvalue for a SDDM matrix $M$ can be solved in nearly linear time. For consistency, we first introduce the SDDM solver.

**Lemma 6.4** There is a nearly linear time solver $x = \text{SOLVE}(M, y, \epsilon)$ which takes a symmetric positive semi-definite matrix $M_{n \times n}$ with $m$ nonzero entries, a vector $b \in \mathbb{R}^n$, and an error parameter $\delta > 0$, and returns a vector $x \in \mathbb{R}^n$ satisfying $\| x - M^{-1}y \|_M \leq \delta \| M^{-1}y \|_M$ with high probability, where $\| x \|_M \overset{\text{def}}{=} \sqrt{x^\top M x}$. The solver runs in expected time $O(m)$, where $O(\cdot)$ notation suppresses the poly(log $n$) factors.

Algorithm 2 describes the details for computing the eigenvector $u$ associated with the smallest eigenvalue of a grounded Laplacian matrix, which combines the SDDM solver and the inverse power method (line 5). It avoids directly inverting the matrix $M$ and significantly improves the efficiency of calculation. Since the setting of parameters is not the focus of our study in the approximation calculation, we simply set the error parameter in the SDDM
Algorithm 2 \textsc{ApproxVector}(M, \epsilon)

\textbf{Input:} A SDDM matrix $M$; an error parameter $0 < \epsilon < 1$

\textbf{Output:} $u$: an approximation of the eigenvector of the smallest eigenvalue of matrix $M$

Initialize vector $v = 1^T$

Set $\omega = 1$

\textbf{while} $\omega > \epsilon$

\hspace{10pt} $u = v$

\hspace{10pt} $v = \text{Solve}(M, u, \epsilon)$

\hspace{10pt} $v = \frac{v}{\|v\|}$

\hspace{10pt} $\omega = \frac{|u^T M u - v^T M v|}{v^T M v}$

\textbf{end while}

\textbf{return} $u$

Solver in line 5 to be $0 < \epsilon < 1$, while specific details can be found in [66].

Also, in most cases the smallest eigenvalue of a grounded Laplacian matrix is very small, very few iterations, even one iteration, can return a fairly good approximation for $u$.

After obtaining the eigenvector $u$ of the smallest eigenvalue $\lambda(S)$ of the grounded Laplacian matrix, by using Eq. (4), for each node $j \in V \setminus S$, $\hat{\lambda}_S(j)$ can be directly computed. Having these as a prerequisite, we now propose a $\tilde{O}(km)$-time approximation algorithm \textsc{Fast} for the MaxSEGL problem formulated in Problem 1. In Algorithm 3, we present the computation details, which runs $k$ iterations. In each iteration, the calculation of the eigenvector $u$ (line 4) takes $\tilde{O}(m)$ running time, and the computation of $\hat{\lambda}_S(j)$ (line 5) for each node $j \in V \setminus S$ takes $O(m)$ time. Thus, the total running time for Algorithm \textsc{Fast} is $\tilde{O}(km)$, which is applicable to large networks with millions of nodes, as will be shown in the next section.

Algorithm 3 \textsc{Fast}(G, k, \epsilon)

\textbf{Input:} A graph $G = (V, E)$; an integer $k < |V|$; an error parameter $\epsilon > 0$

\textbf{Output:} $S$: a subset of $V$ with $|S| = k$

Initialize solution $S = \emptyset$

Let $L$ be the Laplacian matrix of graph $G$

\textbf{for} $i = 1$ to $k$

\hspace{10pt} $u = \text{ApproxVector}(L(S), \epsilon)$

\hspace{10pt} Compute $\hat{\lambda}_S(j) = 2 u_j \sum_{i \in N_j \setminus S} u_i$ for each $j \notin S$

\hspace{10pt} Select $s$ s.t. $s \leftarrow \arg \max_{j \in V \setminus S} \hat{\lambda}_S(j)$

\hspace{10pt} Update solution $S \leftarrow S \cup s$

\textbf{end for}

\textbf{return} $S$
7 Experiments

In this section, we perform extensive experiments to evaluate the performance of our proposed algorithms on diverse real-world networks, in terms of effectiveness and efficiency.

7.1 Setup

Datasets. Our algorithms are tested on a diverse set of real-world networks with up to millions of nodes, all of which are publicly available in KONECT [67] and SNAP [68]. Without loss of generosity, we only consider connected networks, while for any disconnected network we execute experiments on its largest component. Relevant statistics of these datasets is summarized in Table 1, where networks are shown in increasing order of the numbers of nodes.

| Network            | n   | m   |
|--------------------|-----|-----|
| Tribes             | 16  | 58  |
| Firm-Hi-Tech       | 33  | 147 |
| Karate             | 34  | 78  |
| Dolphins           | 62  | 159 |
| 685-bus            | 685 | 1282|
| Email-Univ         | 1133| 5451|
| Bespwr09           | 1723| 2394|
| Routers-RF         | 2113| 6632|
| US-Grid            | 4941| 6594|
| Bespwr10           | 5300| 8271|
| Pages-Government   | 7057| 89455|
| WHOIS              | 7476| 56943|
| Pretty Good Privacy| 10680| 24340|
| Anybeat            | 12645| 67053|
| Webbase-2001       | 16062| 25593|
| As-CAIDA2007       | 26475| 53381|
| Epinions           | 26588| 100120|
| Email-EU           | 32430| 54307|
| Internet-As        | 40164| 85123|
| P2P-Gnutella       | 62561| 147878|
| RL-Caida           | 190914| 607610|
| DBLP-2010          | 226413| 716460|
| Twitter-follows    | 404719| 713319|
| Delicious          | 536108| 1365961|
| FourSquare         | 639014| 3214986|
| Youtube-Snap       | 1134890| 2987624|

Table 1: Information about the networks with n nodes and m edges.

Machine Configuration and Reproducibility. All our algorithms are programmed and implemented in Julia, in order to facilitate the use of the SDDM solver in the Julia Laplacian.jl package available on the website.1

1https://github.com/danspielman/Laplacians.jl
error parameter $\epsilon$ is set to be $10^{-3}$ in the experiments. The Lanzcos method is also programmed in Julia. All our experiments are run on a Linux box with 4.2 GHz Intel i7-7700 CPU and 32G memory, using a single thread.

**Baseline Methods.** Our proposed algorithms, Algorithm Naïve and Algorithm Fast (that is, Algorithm 1 and Algorithm 3), are compared with several baseline methods, which are briefly summarized as follows.

1. **Optimum**: choose $k$ nodes forming the set $S$ that maximize $\lambda(S)$ by exhaustive search.
2. **Degree**: choose $k$ nodes with largest degrees.
3. **Eigenvector**: choose $k$ nodes with highest eigenvector centrality associated with leading eigenvalue of adjacency matrix.
4. **Betweenness**: choose $k$ nodes with highest betweenness.
5. **Closeness**: choose $k$ nodes with highest closeness centrality.

### 7.2 Effectiveness

To demonstrate the effectiveness of our algorithms Naïve and Fast, we first execute experiments on four small networks with less than 100 nodes: Dolphins, Tribes, Karate and Firm-Hi-Tech, comparing our algorithms with Optimal and Degree schemes. Since computing the optimal solution requires exponential time, we only consider five cases of $k = 1, 2, 3, 4, 5$, and display the results in Fig. 3. One can observes from Fig. 3 that our algorithms Naïve and Fast have little difference, with both being close to the optimum results and better than Degree scheme. Although Fig. 3(c) shows that Degree scheme may output the optimal solution for Karate networks when $k = 2$ as our algorithms, for $k = 3, 4, 5$ our two approaches have better effectiveness than the Degree scheme.

In the above, we have shown that our algorithms Naïve and Fast exhibit similar effectiveness, which can be understood as follows. Since the difference between Naïve and Fast lies in the computation of $\lambda_S(j) = \lambda(S + j) - \lambda(S)$, the eigenvalue gap when a new node $j$ is added to set $S$. In Naïve, $\lambda_S(j)$ is directly computed by solving the eigensystem, while in Fast, $\lambda_S(j)$ is evaluated by Eq. (4). Next, we show that the two methods for calculating $\lambda_S(j)$ in algorithms Naïve and $\lambda_S(j)$ in Fast yield almost the same effect. To this end, we conduct experiments on four networks: Dolphins, Tribes, Karate and Email-Univ. For each network, we first randomly select five nodes forming set $S$, and then add one more node into $S$ by computing the eigenvalue gap through the methods in Naïve and Fast. Figure 3 reports the results for $\lambda_S(\cdot)$ and $\lambda_S(\cdot)$ for the two methods, which shows that the eigenvalue gaps returned by the two approaches are linearly proportional to each other, justifying the similarity of Naïve and Fast.

We further demonstrate the efficacy of our algorithms Fast by comparing it with four baseline methods frequently used in previous work: Degree, Eigenvector, Betweenness, and Closeness on six networks, with the cardinality $k$ of set $S$ changing from 1 to 100. The comparison results are reported.
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Figure 2: $\lambda(S)$ given by FAST, NAÏVE, DEGREE, and OPTIMUM schemes for $k$ ranging from 1 to 5 on four small networks: (a) Dolphins, (b) Tribes, (c) Karate and (d) Firm-Hi-Tech.

in Fig. 4, from which we can observe that our proposed algorithm FAST almost outperforms the baseline methods.

To compare with the most dominant work [25] on this optimization problem, we also repeat the experiment on Dolphins and Email-Univ in [25]. According to [25], the Dolphins and Email-Univ’s $\lambda(S)$ are doomed to be not smaller than 1 if $S$ are their dominating sets respectively. And it takes 14 and 266 nodes for method from [25] to make $\lambda(S)$ arrive this bound. However, as shown in Fig. 5, our method only takes 12 and 147 nodes to grounded to let $\lambda(S) = 1$. Besides, our method is not limited by $k$’s scale but method from [25] cannot sustain oversized $k$.

7.3 Efficiency and Scalability

Although both FAST and NAÏVE are very accurate, the theoretical computation complexity of the two algorithms differs greatly. Here we experimentally compare the running time of FAST and EXAXT in various real networks, which is reported in Table 2. The results show that algorithm FAST runs much faster than algorithm NAÏVE, especially on large-scale networks. For example, for the networks with more than 40,000 nodes marked with *, algorithm NAÏVE fails due to its tremendous time cost, while algorithm FAST takes only a few
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Figure 3: Eigenvalue gap returned by Naïve denoted by $\lambda_S(\cdot)$ verse eigenvalue gap returned by Fast denoted by $\tilde{\lambda}_S(\cdot)$ on four networks: (a) Dolphins, (b) Tribes, (c) Karate, and (d) Email-Univ.

We also experimentally compare the two techniques, Lanzcos method and SDDM solver, for computing the eigenvector $u$ associated with the smallest eigenvalue of the grounded Laplacian matrix, in terms of the computation efficiency. For this purpose, we randomly select the grounded node set $S$ with size ranging from 1 to 10, and average the time for computing eigenvector $u$, as reported in Table 3. From the table, one can see that Lanzcos method is faster than SDDM solver when the networks relatively small. However, for larger networks with over 40,000 nodes, SDDM solver starts to show its advantages in terms of efficiency. For instance, for the last two networks with over 600,000 nodes, Lanzcos method fails while SDDM solver can still output the eigenvector in less than half a minute for each iteration. Thus, in all our experiments except those with results in Table 3, the eigenvector corresponding to the smallest eigenvalue of grounded Laplacian matrix is evaluated by SDDM solver, instead of Lanzcos method.

In fact, in addition to Fast, the two baseline methods Degree and Eigenvector are also scalable. As shown in Fig. 4, Degree displays the best effect
Table 2: Average running time in one iteration for computing $\lambda_S(\cdot)$ and $C_S(\cdot)$ defined in the caption of Figure 3 and their ratio for all nodes on a larger set of real-world networks.

| Network          | Time (seconds) | Exact | Approx | Ratio |
|------------------|----------------|-------|--------|-------|
| 685-bus          | 4.73           | 0.004 | 1182   |
| Bcspwr09         | 22.60          | 0.011 | 2054   |
| Routers-RF       | 52.15          | 0.046 | 1133   |
| Bcspwr10         | 318.4          | 0.044 | 7236   |
| Webbase-2001     | 2613           | 0.134 | 19500  |
| As-Caida2007     | 5308           | 0.261 | 20337  |
| Epinions         | 4931           | 0.229 | 21532  |
| Email-EU         | 7148           | 0.126 | 56730  |
| Internet-as*     | -              | 0.227 | -      |
| P2P-gnutella*    | -              | 0.482 | -      |
| RL-caida*        | -              | 1.992 | -      |
| DUBLP-2010*      | -              | 2.141 | -      |
| Twitter-follows* | -              | 2.292 | -      |
| Delicious*       | -              | 4.731 | -      |
| FourSquare*      | -              | 16.33 | -      |
| Youtube-snap*    | -              | 31.72 | -      |

Table 3: Average running time for Lanczos method and Laplacian solver for computing the eigenvector associated with the smallest eigenvalue of the grounded Laplacian matrix for some real-world networks.

| Network          | Time (seconds) | Lanczos Method | Inverse Power Method |
|------------------|----------------|----------------|----------------------|
| 685-bus          | 0.002          | 0.004          |
| Bcspwr09         | 0.004          | 0.008          |
| Routers-RF       | 0.011          | 0.016          |
| Bcspwr10         | 0.013          | 0.033          |
| Webbase-2001     | 0.020          | 0.102          |
| As-Caida2007     | 0.116          | 0.193          |
| Epinions         | 0.441          | 0.411          |
| Email-EU         | 0.205          | 0.157          |
| Internet-as      | 0.199          | 0.211          |
| P2P-gnutella     | 4.062          | 0.379          |
| RL-caida         | 3.081          | 2.034          |
| DUBLP-2010       | 8.390          | 1.157          |
| Twitter-follows  | 3.328          | 1.371          |
| Delicious        | 39.90          | 4.961          |
| FourSquare       | -              | 8.035          |
| Youtube-snap     | -              | 29.07          |
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Figure 4: $\lambda(S)$ returned by Fast, Degree, Eigenvector, Betweenness, and Closeness, for $k$ ranging from 1 to 100 on six medium-size networks: (a) Pages-Government, (b) US-Grid, (c) Anybeat, (d) WHOIS, (e) Pretty Good Privacy, and (f) Epinions.

among the all heuristic baseline methods, in the following, we will compare Fast with only Degree, the complexity of which is $O(n)$. Specifically, we compare Fast with Degree on four real networks with size ranging from 200,000 to 1,000,000, and report comparison results in Fig. 6. From Fig. 6, one observes that Fast outperforms Degree on all the four studied networks.
Figure 5: $\lambda(S)$ returned by FAST, on two networks: (a) Dolphins and (b) Email-Univ. The dashed line corresponds to the earliest moment when $\lambda(S) = 1$ appears.

Figure 6: $\lambda(S)$ returned by FAST with Degree with $k$ ranging from 1 to 100 on four large networks: (a) RL-Caida, (b) Delicious, (c) Youtube-Snap, (d) FourSquare.

8 Conclusions

In this paper, we studied the minimum eigenvalue $\lambda(S)$ for a grounded Laplacian matrix $L(S)$ of order $(n - k) \times (n - k)$, which is a principal submatrix of the Laplacian matrix $L$ for a graph with $n$ nodes and $m$ edges, obtained from $L$ by removing $k$ rows and columns corresponding to $k$ selected nodes forming
set $S$. We focused on the problem of finding the set $S^*$ of $k$ nodes with an aim to maximize $\lambda(S^*)$. This problem arises naturally in various contexts, such as maximizing the convergence speed of leader-follower consensus dynamics and maximizing the effectiveness of pinning scheme of pinning control problem. We provided a rigorous proof of the NP-hardness of this combination optimization problem, and proved that the objective function is not submodular, despite its weak strict monotonicity. We developed an approximation algorithm with time complexity $\tilde{O}(mk)$, which maximizes $\lambda(S)$ by iteratively choosing $k$ nodes in a greedy way. Extensive experiments on various realistic networks show our algorithm is both effective and efficient, which gives almost optimal solutions and is scalable to huge networks with more than $10^6$ nodes.
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