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Polaritonic chemistry relies on the strong light-matter interaction phenomena for altering the chemical reaction rates inside optical cavities. To explain and to understand these processes, the development of reliable theoretical models is essential. While computationally efficient quantum electrodynamics self-consistent field (QED-SCF) methods, such as quantum electrodynamics density functional theory (QEDFT) needs accurate functionals, quantum electrodynamics coupled cluster (QED-CC) methods provide a systematic increase in accuracy but at much greater cost. To overcome this computational bottleneck, herein we introduce and develop the QED-CC-in-QED-SCF projection-based embedding method that inherits all the favorable properties from the two worlds, computational efficiency and accuracy. The performance of the embedding method is assessed by studying some prototypical but relevant reactions, such as methyl transfer reaction, proton transfer reaction, as well as protonation reaction in a complex environment. The results obtained with the new embedding method are in excellent agreement with more expensive QED-CC results. The analysis performed on these reactions indicate that the electron-photon correlation effects are local in nature and that only a small region should be treated at the QED-CC level for capturing important effects due to cavity. This work sets the stage for future developments of polaritonic quantum chemistry methods and it will serve as a guideline for development of other polaritonic embedding models.

I. INTRODUCTION

The ability to control the rates of chemical reactions is the "Holy Grail" sought by chemists, and the strong light-matter interactions created by quantum fluctuations or external pumping in optical or nanoplasmonic cavities offer a non-intrusive way to modulate the rates of chemical reactions. In a newly emerging field of polaritonic chemistry, such strong light-matter coupling effects are utilized to catalyze, inhibit, or modify the overall reaction path of a given chemical reaction. Naturally, these experimental advances have been accompanied by various theoretical developments that attempt to provide an insight into fundamental understanding of the strong light-matter interaction as well as for guiding design principles of processes inside cavities.

Like in the case of the conventional electronic structure methods, there are two main approaches to solve the Schrödinger equation that accounts for the strong light-matter interaction. One is with the density functional theory, and another is based on the wave function theory. In the quantum electrodynamics density functional theory (QEDFT) approach, both photons and electrons are treated quantum mechanically on the equal footing via a generalized matter-photon exchange-correlation functional. This method is favored for its ability to balance the accuracy and the computational cost, making it suitable for treatment of large molecular systems, and it effectively captures most important effects arising from the strong light-matter coupling. However, the practical implementation of the QEDFT method so far has similar issues that are inherent to the conventional electronic DFT method, such as problems associated with self-interaction error and dispersion interactions. Despite promising directions in designing exchange-correlation functionals, only relatively small number of the exchange-correlation functionals for polaritonic problems are currently available. An alternative to QEDFT, but in principle more costly, are systematically improvable wave function based methods such as quantum electrodynamics coupled cluster (QED-CC) method.

Although the practical implementations of this method rely on numerous approximations and assumptions with plenty of room for further developments, the QED-CC method retains many favorable properties of the electronic CC method such as the size-extensivity, and high accuracy as demonstrated for different chemical processes in optical cavities. However, due to a steep polynomial scaling, its applicability is limited to very small molecular systems.

One way for extending the range of applicability of the QED-CC method can be achieved within the quantum many body embedding approach. In this approach, only a small region or chemically active subsystem is treated at a high level theory, whereas the rest of the system (environment subsystem) is described with a lower level theory. Among various embedding approaches, a particularly popular and robust is the projection-based embedding method. In this method, the orthogonality of occupied orbitals between the active subsystem and the environment subsystem is maintained via the level shift projection operator, that shifts the occupied orbital energies of the environment subsystem to higher energies. This ensures that the sum of energies of both fragments is equal to the energy of the full system if both fragments are...
treated at the same level of theory. Therefore, this method is also referred as exact SCF-in-SCF embedding method,\textsuperscript{35} where SCF (Self-Consistent Field) can either be the Hartree-Fock (HF) or DFT method. Yet another appealing feature of the projection based embedding is that the correlation energy of the active subsystem is obtained seamlessly without any modification of the post-SCF code. The computational savings comes from the fact that the correlation energy is calculated with a fewer occupied orbitals. For instance, the coupled cluster with singles and doubles (CCSD) scales as $O(N^4v^4)$, where $o$ and $v$ are the number of occupied and virtual (unoccupied) orbitals, respectively. Within the projection-based embedding method the scaling for solving the CCSD equations is reduced to $O(v^4)$,\textsuperscript{36} whereas non-iterative orbital transformation scales as $O(N^4v)$, where $N$ is number of basis functions. Additional computational savings are achieved by selecting the unoccupied (virtual) orbitals that are relevant for the embedded subsystem.\textsuperscript{37–39} In principle, such truncation of the virtual subspace ensures that the computational cost of the embedding region is independent of the system size.\textsuperscript{37,39}

Encouraged by an impressive performance of the projection-based embedding as already implemented in widely used Molpro quantum chemistry software,\textsuperscript{40} as well as by robustness of the QED-CC method, in this work we develop the exact QED-SCF-in-QED-SCF projection-based embedding method as well as the QED-CC-in-QED-SCF method for polaritonic systems. In analogy to electronic structure methods, QED-SCF can either be the QED-HF or QED-DFT method. Note that unlike the QEDFT method that was discussed earlier in the introduction, the QED-DFT method employed in this work only includes the correlation effects between electrons through the exchange-correlation functional and it does not include the electron-photon correlation effects. The accuracy and computational performance of the newly developed QED-CC-in-QED-SCF method is verified and benchmarked on the Menshutkin reaction, intramolecular proton transfer reaction in the Z-3-amino-propenal (aminopropenal) molecule, and on the proton binding energy of methanol in the explicit water solvent. The developments and analysis presented in this work highlight the capabilities, versatility, and numerical efficiency of the QED-CC-in-SCF method for accurate description of strong-light matter interaction effect created in optical and nanoplasmonic cavities. It also showcases that only a small part of the system should be treated at a high level of theory for achieving an accurate description of the effects due to cavity. Moreover, this work lays the foundation for developments of other theoretical models in polaritonic chemistry, that will lead to further fundamental understanding of the role of the complex environment in an optical cavity, and it will serve as a guideline and a benchmark for development of other embedding models. To the best of our knowledge, this is the first multi-scale embedding method for treatment of molecular polaritons and it has a tremendous potential for applications to large molecular polaritonic ensembles.

II. THEORY

The quantum mechanical non-relativistic treatment of interaction between molecules and photons inside an optical cavity can be described by the Pauli-Fierz Hamiltonian.\textsuperscript{8,15} This Hamiltonian (in atomic units unless otherwise stated), within the dipole approximation (we assume the wavelength of the cavity is much larger than the molecule), in the length gauge,\textsuperscript{18,41} in the coherent state basis,\textsuperscript{8,25} and for a single cavity photon mode (extension to many cavity modes is, in principle, straightforward) reads as

$$\hat{H} = \hbar^2 q^2 d + \frac{1}{2} \sum_{rs} e_{pq} r e_{pq}^s + \omega_{\text{cav}} b^\dagger b - \frac{\omega_{\text{cav}}}{2} (\lambda \cdot \Delta \ddot{d})(b^\dagger b) + \frac{1}{2} (\lambda \cdot \Delta \ddot{d})^2. \quad (1)$$

The first two terms constitute the electronic Hamiltonian (within the Born-Oppenheimer approximation, although non-adiabatic effects can also be incorporated\textsuperscript{42–44}) that is defined in terms of the second-quantized electronic excitation operator $a_{pq}^\dagger a_{pq} = a_{pq}^\dagger a_{pq}, \ldots a_{pq}^\dagger a_{pq}, \ldots a_{pq}^\dagger a_{pq}$ where $a^\dagger$/$a$ are fermionic creation/annihilation operators. Moreover, $\hbar^2 d = \langle \hat{q} \hat{r} \rangle$ and $\hbar^2 e_{pq} = \langle rs \rangle pq$ is the core electronic Hamiltonian matrix element and the two-electron repulsion tensor element, respectively. The indices $i, j, k, l, \ldots, a, b, c, d, \ldots, p, q, r, s, \ldots$ denote occupied, unoccupied, and general electronic spin orbitals, respectively. The third term denotes the oscillation of the single cavity mode with a fundamental frequency $\omega_{\text{cav}}$ expressed in terms of bosonic creation/annihilation ($b^\dagger/b$) operators. The fourth term describes the dipolar coupling between electronic and photonic degrees of freedom, where $\lambda$ is the light-matter coupling strength vector, and $\Delta \ddot{d} = d - \langle d \rangle$ is the dipole fluctuation operator that denotes the change of the molecular dipole operator with respect to its expectation value. $\lambda$ defines the strength of the light-matter coupling which in turn depends on the permittivity of the vacuum $\varepsilon_0$ and the effective quantization volume ($V_{\text{eff}}$) as $\lambda = 1/\sqrt{\varepsilon_0 V_{\text{eff}}}$.\textsuperscript{34,45} This $V_{\text{eff}}$ depends on the specific experimental realizations of the optical cavity, and experiments in picocavity setups with effective volume \textless 1 nm$^3$ (which corresponds to values of $\lambda$ around 0.1 a.u.) have been recently achieved.\textsuperscript{46–49} Lastly, the fifth term in Eq. (1) describes the dipole self energy,\textsuperscript{18,50,51} It is important to add that the role of this term is a very active topic of discussion in the literature and its necessity for certain experimental setups is debated.\textsuperscript{52} The dipole self energy term naturally arises in the momentum to the length gauge Power-Zienau-Woolley (PWZ) transformation\textsuperscript{53} for transversal (free-space) electromagnetic fields. In the case where only a finite number of cavity modes is considered (such as in the present work), this term has to be accounted to ensure the origin invariance of the Hamiltonian and its boundness from below (i.e., for avoiding the "ground-state catastrophe").\textsuperscript{18,50,54,55} For situations where the molecule strongly couples to materials excitations (longitudinal electromagnetic modes) such as in plasmonic nanocavities, it is recommended that the dipole self energy term should not be included,\textsuperscript{45,56} however, to ensure a bounded spectrum.
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FIG. 1. Schematic depiction of the steps performed in the embedding QED-CCSD-in-QED-SCF method.

QED-SCF-in-QED-SCF energy calculation using Eq. (7)

and origin invariance of the Hamiltonian beyond dipole corrections have to be included.\(^{25}\)

Just like in conventional electronic structure methods, the usual starting point for the accurate correlated methods is the quantum electrodynamics Hartree-Fock (QED-HF) method,\(^{25}\) in which the wave function ansatz

\[
|0^e0^ph\rangle = |0^e\rangle \otimes |0^ph\rangle \tag{2}
\]

is expressed as a direct product between an electronic Slater determinant \(|0^e\rangle\) and a photon-number state \(|0^ph\rangle\), where the superscripts \(e\) and \(ph\) denote electrons and photons, respectively. Because the QED-HF method treats the electrons and photons as uncorrelated particles that interact through the mean-field potential, the predictions obtained from this method are often inaccurate and unreliable.\(^{27,31}\) Within the QED-HF procedure, the correlation effects between electrons can be simply included by adding the exchange-correlation potential to the working QED-HF equations, which defines the QED-DFT method. Note that unlike the QEDFT method, the QED-DFT method will lack the important electron-photon correlation effects. In QED-CC,\(^{25}\) the correlation effects between quantum electrons and photons are accounted through the exponentiated form of the cluster operator

\[
\hat{T} = \sum_{\mu, n} I_{\mu, n} a_\mu^n (b_\mu^\dagger)^n \tag{3}
\]

as

\[
|\Psi_{\text{QED-CC}}\rangle = e^{-\hat{T}} |0^e0^ph\rangle. \tag{4}
\]

The unknown wave function parameters \(I_{\mu, n}\) (amplitudes) are determined by solving a set of nonlinear equations

\[
(0^e0^ph|a_\mu^n (b_\mu^\dagger)^n e^{-\hat{T}} e^\hat{T}|0^e0^ph\rangle = \sigma_{\mu, n}. \tag{5}
\]

Here, \(a_\mu^n = a_\mu^n = \{a_\mu^n, a_\mu^{n\dagger}, \ldots\}\) is the electronic excitation operator, the index \(\mu\) is the electronic excitation manifold (rank), and \(n\) corresponds to the number of photons. Truncation of the cluster operator to include up to single and double electronic excitations along with their interactions with up to two quantum photons is expressed as

\[
\hat{T} = t_{ij}^{00} a_i^0 a_j^0 + \frac{1}{4} t_{ij}^{01} a_i^0 a_j^1 + \frac{1}{4} t_{ij}^{11} a_i^1 a_j^1 + \frac{1}{4} t_{ij}^{10} a_i^1 a_j^0 b_i^0 b_j^0 + t_{ij}^{02} b_i^0 b_j^0 + t_{ij}^{22} b_i^2 b_j^2 b_i^2 b_j^2, \tag{6}
\]

and defines the QED-CCSD-22 method\(^{29,31}\) that we will simply refer as QED-CCSD in the remainder of this article.

Next, we will briefly describe the QED projection-based quantum embedding technique which works in analogous way to its conventional electronic counterpart. This approach starts by first performing the QED-SCF calculation (QED-HF or QED-DFT) that provides molecular orbitals. These orbitals along with their corresponding density matrices \(\gamma\) are then partitioned into the active subsystem A and the environment subsystem B. In this work we use the Subsystem Projected Atomic-orbital Decomposition (SPADE)\(^{38}\) procedure for partitioning of the full system into the subsystems A and B. We note that also other partitioning procedures are possible, such as partitioning via a combination of Pipek-Mezey (PM) orbital localization\(^{59}\) and Mulliken population screening\(^{60}\) or partitioning the system density based on von Neumann entropy.\(^{61}\) After the whole system is partitioned, the energy expression of the subsystem A embedded in subsystem B is

\[
E_{\text{QED-SCF-in-QED-SCF}}[\gamma_{\text{emb}}^A; \gamma^A, \gamma^B] = E_{\text{QED-SCF}}[\gamma_{\text{emb}}^A] + E_{\text{QED-SCF}}[\gamma^A + \gamma^B] - E_{\text{QED-SCF}}[\gamma^A] \tag{7}
\]

\[
+ \text{tr}[(\gamma_{\text{emb}}^A - \gamma^A) \nu_{\text{emb}}[\gamma^A, \gamma^B]] + \alpha \text{tr}[\gamma_{\text{emb}}^A \mathbf{P}].
\]

where \(\gamma_{\text{emb}}^A\) is the density matrix of the embedded subsystem A, \(E_{\text{QED-SCF}}\) is the QED-HF or QED-DFT energy evaluated with a given density, \(\mathbf{P}\) is a projector that ensures orthogonality of orbitals between subsystems, \(\alpha\) is the level-shift parameter that shifts orbital energies of subsystem B to infinity (recommended value for \(\alpha\) as well as used in this work is \(10^6\) a.u.\(^{35}\)), and finally \(\nu_{\text{emb}}\) is the embedding potential defined as

\[
\nu_{\text{emb}}[\gamma^A, \gamma^B] = \tilde{g}[\gamma^A + \gamma^B] - \tilde{g}[\gamma^A]. \tag{8}
\]

In this equation, \(\tilde{g}\) includes all two-electron terms such as the Coulomb, exchange, dipole self energy, as well as the electronic exchange-correlation contributions in case of the QED-DFT method. It is important to note that the projection-based
embedding approach is free from non-additive kinetic energy problem.\textsuperscript{35} As a result, if both fragments are treated at the same QED-SCF level, then the QED-SCF-in-QED-SCF embedding calculation is equivalent to performing the QED-SCF calculation on the whole system. The described QED-SCF-in-QED-SCF embedding method given by Eq. (7) sets the stage for the QED-CCSD-in-QED-SCF embedding method, where the active subsystem A is treated using the QED-CCSD method from Eq. (6) and environment subsystem B is described with the QED-SCF method. Then the QED-CCSD-in-QED-SCF energy is simply obtained by substituting the QED-SCF energy of the subsystem A with the QED-CCSD energy as

\[
E_{\text{QED-CCSD-in-QED-SCF}}[\Psi_{A\text{QED-CCSD}}^\Lambda, \gamma^B] = E_{\text{QED-CCSD}}[\Psi_{A\text{QED-CCSD}}^A] + E_{\text{QED-SCF}}[\gamma^A + \gamma^B] - E_{\text{QED-SCF}}[\gamma^A] + \text{tr}[\langle \gamma_{\text{emb}}^A - \gamma^A \rangle \nu_{\text{emb}}[\gamma^A, \gamma^B]] + \alpha \text{tr}[^3A\text{emb} P].
\]

Here, \(\Psi_{A\text{QED-CCSD}}^A\) is the wave function of the subsystem A that determines the embedding density matrix \(\gamma_{\text{emb}}^A\), and \(E_{\text{QED-CCSD}}[\Psi_{A\text{QED-CCSD}}^A]\) is the QED-CCSD energy evaluated with \(\Psi_{A\text{QED-CCSD}}^A\). In the remainder of this article we will refer to QED-CCSD-in-QED-SCF simply as QED-CCSD-in-SCF. Schematic depiction of the workflow for the QED-CC-in-QED-SCF method is given in Fig. 1.

III. RESULTS

The QED-CCSD-in-SCF embedding method have been implemented in an in-house version of the Psi4NumPy quantum chemistry software.\textsuperscript{62} The calculations to study the Menshutkin reaction were performed on the geometries optimized at the conventional electronic MP2/6-31G(d)\textsuperscript{63–65} level using the Orca quantum chemistry software.\textsuperscript{66} The calculations to study the proton transfer in aminopropenal molecule were performed on the geometries optimized at the conventional electronic CCSD/cc-pVDZ level.\textsuperscript{67} The geometries of the optimized structures (reactants, transition states, and products) are provided in the supplementary material. The cavity effect on the proton binding energy of methanol in an explicit water solvent was performed on geometries obtained from Ref. 68. All of the QED-SCF calculations are carried out with the HF method, as well as with the PBE,\textsuperscript{69} and hybrid PBE0\textsuperscript{70} and B3LYP\textsuperscript{71,72} functionals. Moreover, all of the QED calculations employ \(\omega_{\text{cav}} = 3\) eV and \(\lambda = 0.1\) a.u. cavity parameters unless otherwise noted. The calculated molecular volumes of the three systems used in this work are \(V_{\text{mol}} = 0.171\) nm\(^3\) for the Menshutkin reaction complex, \(V_{\text{mol}} = 0.093\) nm\(^3\) for the aminopropenal molecule, and \(V_{\text{mol}} = 0.158\) nm\(^3\) for the methanol in five water molecules, which are all smaller than the effective quantization volume \(V_{\text{eff}} = 0.19\) nm\(^3\) that corresponds to \(\lambda = 0.1\) a.u. The calculated molecular volume is defined as the volume inside a contour of 0.001 electrons/Bohr\(^3\) ground state electron density, where the density is obtained with the B3LYP/cc-pVDZ method. The partitioning of the full system into the subsystems A and B is performed with the Subsystem Projected Atomic-orbital Decomposition (SPADE)\textsuperscript{58} procedure. Truncation of the virtual (unoccupied) orbital space is carried out by employing the Concentric Localization (CL) of orbitals\textsuperscript{59} procedure, which can be viewed as an extension of the SPADE procedure for partitioning of the unoccupied orbitals. All of the CL calculations employ two CL shells unless otherwise noted. Moreover, the projection basis set used in the CL calculations is the same as the working basis set (i.e. 6-31G(d) for the Menshutkin reaction, and cc-pVDZ for the proton transfer reaction and the proton binding energy of methanol).

In our first example, we study the effect of optical cavity on the Menshutkin \(\text{SN}_2\) reaction. Figure 2 shows the reaction energy diagram of the nucleophilic methyl transfer process in pyridine with methyl bromide calculated with the PBE0, CCSD, and CCSD-in-PBE0 methods (solid lines) along with their QED counterparts (dashed lines) employing the 6-31G(d) basis set.\textsuperscript{63–65} The QED calculations were performed with cavity mode polarized along the \(x\) (left panel) and \(z\) (right panel) directions and by employing \(\omega_{\text{cav}} = 3\) eV and \(\lambda = 0.1\) a.u. cavity parameters that are both within the range of current experimental setups\textsuperscript{73,74} as discussed earlier in the text. Moreover, Fig. 2 indicates partitioning of the full system into the subsystem A (blue domain) and the subsystem B (red domain). The subsystem A is treated with the QED-CCSD method and the subsystem B is treated with the QED-SCF method. The effects of the cavity on change in the reaction energies and barriers for the cavity polarized along the \(x\), \(y\), and \(z\) directions calculated with the QED-HF, QED-PBE, QED-PBE0, QED-B3LYP, QED-CCSD, QED-CCSD-in-HF, QED-CCSD-in-PBE, QED-CCSD-in-PBE0, and QED-CCSD-in-B3LYP methods using the 6-31G(d) basis set\textsuperscript{63–65} are provided in Table I. This Table shows that all the embedding methods are in excellent agreement with the QED-CCSD method, and that they are able to accurately describe changes in the energy reactions and barriers due to cavity.

As shown in Fig. 2, the reaction barrier for the methyl transfer depends on the choice of the electronic structure method, where PBE0 underestimates the reaction barrier by \(\sim 3\) kcal/mol relative to the CCSD method. The embedding CCSD-in-PBE0 method shows better agreement relative to CCSD, where the reaction barrier is overestimated by only \(\sim 1\) kcal/mol. We note that extension of the embedding domain to include two adjacent CH groups will reduce this discrepancy to \(\sim 0.2\) kcal/mol. More information about performance of different SCF and CCSD-in-SCF methods, as well as different embedding domains is provided in Table S1 of the supplementary material. The QED-HF, QED-PBE, QED-PBE0, and QED-B3LYP methods predict increase in reaction barrier when the cavity mode is polarized along the \(x\) direction, which is in stark contrast relative to the QED-CCSD method that predicts decrease in reaction barrier. This discrepancy is due to lack of the electron-photon correlation effects in the QED-SCF methods. All of the embedding QED-CCSD-in-HF, QED-CCSD-in-PBE, QED-CCSD-in-PBE0, and QED-CCSD-in-B3LYP methods predicts the same qualitative trend as the QED-CCSD method. This important finding indicates
The local nature of the electron-photon correlation and that relatively small region can be treated at the high level for qualitatively and quantitatively correct description of the cavity effect. For the cavity mode with polarization along the y direction, all the QED methods predicts a decrease in reaction barrier and they are all in agreement with each other. Lastly, in the case of the cavity mode polarized in the z direction, all studied QED methods predicts an increase of reaction barrier. The greatest increase in the reaction barrier is observed with the QED-SCF methods. Inclusion of the correlation effects between electrons and photons with either the QED-CCSD method or the embedding methods reduces this value by a few kcal/mol.

Next, we discuss the cavity effect on the reaction energy for the same Menshutkin reaction, which is calculated as the energy difference between the product and the reactant. In the case of cavity mode with polarization along the x direction, all of the QED-SCF (i.e., QED-HF, QED-PBE, QED-PBE0, and QED-B3LYP) methods underestimate the effect of the cavity on reaction energy relative to the QED-CCSD method, whereas the embedding methods are in an excellent agreement with the full QED-CCSD method. For the cavity mode with polarization along the y direction, all the QED methods are in agreement with each other. Finally, in the case of cavity with the cavity mode polarized in the z direction, all studied QED methods predict a decrease of the reaction energy in the presence of the optical cavity, whereas the QED-HF method predicts the opposite trend.

Due to relatively small system size, the virtual orbital space is not truncated when using two CL shells. In order to investigate the effect of truncation of the virtual orbital space on the reaction energy profile, we have performed the QED-CCSD-in-PBE0 calculations with one CL shell and the results are given in Table S1 of the supplementary material. With one CL shell, the virtual orbital space is truncated by 37% (71 active virtual orbitals vs. 113 virtual orbitals in total). Although the calculated reaction barrier is overestimated by ~2 kcal/mol relative to the CCSD method, the trend due to the cavity polarized in all three directions is maintained compared to calculations with two CL shells.

The upper panel of Fig. 3 shows the effect of cavity on reaction barrier for the Menshutkin reaction as the cavity frequency increases from 0 eV to 10 eV, whereas the lower panel shows the effect of cavity of the same reaction as the cavity coupling strength increases from 0 a.u. to 0.2 a.u. We would like to emphasize that for this value of the light-matter...
FIG. 3. Change of the reaction barrier for the Menshutkin reaction as a function of cavity frequency (upper panel) and cavity coupling strength (lower panel) inside of optical cavity with light polarized along the x (blue) and z (red) directions. Solid lines correspond to the QED-CCSD calculations, whereas dotted lines correspond to the QED-CCSD-in-PBE0 calculations. The upper panel is calculated with the coupling strength of 0.1 a.u., whereas the lower panel is calculated with the cavity frequency of 3 eV.

coupling ($\lambda = 0.2$ a.u.) the effective quantization volume is only $V_{\text{eff}} = 0.05 \text{nm}^3$ which is much smaller that the estimate molecular volume of $V_{\text{mol}} = 0.171 \text{nm}^3$ making it experimentally unfeasible. However, in our case such a large value of the coupling strength is used to showcase the robustness and stability of the embedding method for wide range of cavity coupling strength values. The upper and lower panels are calculated for the cavity coupling strength of 0.1 a.u. and for the cavity frequency of 3 eV, respectively. The changes in barriers are calculated with the QED-CCSD method (solid lines) and QED-CCSD-in-PBE0 method (dotted lines) in a cavity with the mode polarized along x (blue lines) and z (red lines) directions. As indicated in Fig. 3, the embedding QED-CCSD-in-PBE0 method is in an excellent agreement with the QED-CCSD method for these ranges of cavity coupling strengths and cavity frequencies. The upper panel also shows that in the case of the cavity mode polarized along the x and z directions the reaction barriers are decreasing as the cavity frequency increases. We note that the QED-SCF methods do not have dependence on cavity frequency as discussed in Ref. 25 and 28. The lower panel shows that in the case of very large values of coupling strength, the reaction barrier decreases by $\sim 2$ kcal/mol when cavity mode is polarized along the x direction, whereas when cavity mode is polarized along the z direction the reaction barrier barrier increases by $\sim 10$ kcal/mol.

As our next example, we study the effect of optical cavity on the proton transfer in the aminopropenal molecule. Fig-

| method         | x direction | y direction | z direction |
|----------------|-------------|-------------|-------------|
|                | $\Delta E$ | $\Delta E$ | $\Delta E$ |
| QED-HF         | 2.00        | 0.94        | 0.59        | 0.37        | -0.01        | 0.06        |
| QED-PBE        | 2.21        | 0.81        | 0.15        | -0.18       | -0.10        | 0.00        |
| QED-PBE0       | 2.27        | 0.83        | 0.36        | -0.03       | -0.07        | 0.01        |
| QED-B3LYP      | 2.26        | 0.82        | 0.32        | -0.07       | -0.07        | 0.01        |
| QED-CCSD       | 1.07        | 0.13        | 0.06        | -0.22       | -0.33        | -0.20       |
| QED-CCSD-in-HF | 1.32        | 0.20        | 0.00        | -0.32       | -0.27        | -0.23       |
| QED-CCSD-in-PBE| 1.72        | -0.31       | -0.02       | -0.30       | -0.29        | -0.20       |
| QED-CCSD-in-PBE0| 1.55       | -0.15       | -0.03       | -0.32       | -0.28        | -0.21       |
| QED-CCSD-in-B3LYP| 1.64      | -0.21       | -0.03       | -0.34       | -0.28        | -0.22       |

$^a$Effect of the cavity on the reaction energy barrier is calculated as the difference between the reaction energy barrier obtained with the QED method and the corresponding conventional electronic structure method.

$^b$Effect of the cavity on the on the reaction energy (i.e., the difference between the energies of the product and reactant) is calculated as the difference between the reaction energy obtained with the QED method and the corresponding conventional electronic structure method.
between the one observed with the QED-CCSD and QED-SCF methods. For the cavity mode polarized along the $y$ direction, the QED-CCSD and QED-CCSD-in-SCF methods show very small change ($<0.1$ kcal/mol) in barrier due to cavity, whereas the QED-SCF methods predict more pronounced increase in the reaction barrier. When the cavity mode is polarized along the $z$ direction, all of the QED-SCF methods show a negligible decrease of the reaction barrier, whereas upon inclusion of the correlation effects between electrons and photons with the QED-CCSD and QED-CCSD-in-SCF methods, this change becomes more pronounced. Importantly, all the QED-embedding methods are in an excellent agreement with the QED-CCSD method.

Next, we discuss the effect of the cavity on the reaction energies for the same proton transfer reaction. In the case when the cavity mode is polarized along the $x$ direction, the QED-SCF methods predict significant increase of the reaction energy due to cavity, whereas the QED-CCSD method predicts a more modest change. While QED-CCSD-in-HF is in a good agreement with the QED-CCSD method, the QED-CCSD-in-PBE, QED-CCSD-in-PBE0, and QED-CCSD-in-B3LYP on the other hand predict completely opposite trend. This behaviour may be due to the density-driven error.\textsuperscript{75–77} In analogy to conventional electronic structure, this error can be corrected by evaluating the QED-DFT energy in a non-iterative fashion by using more accurate QED-HF density and the resulting method is coined as QED-CCSD-(HF-DFT).\textsuperscript{77} The QED-CCSD-in-(HF-PBE0) method predicts increase of reaction barrier by 0.52 kcal/mol which is in a qualitatively good agreement with the QED-CCSD and QED-CCSD-in-HF methods. We also note that other investigated functionals (PBE and B3LYP) predict the same trend, however further investigation is warranted and it is an interesting future research direction. For the cavity with the mode polarized along the $y$ direction, all of the QED-SCF methods, except for the QED-HF method, predict small decrease in reaction energies, whereas for the QED-CCSD and QED-CCSD-in-SCF methods this decrease is slightly more pronounced. Finally, for the cavity mode polarized along the $z$ direction, all of the QED-SCF methods show small increase in the reaction energy due to cavity, whereas the QED-CCSD and QED-CCSD-in-SCF methods predict the opposite trend.

### Table III. Proton binding energies (in kcal/mol) for methanol in the gas phase and in explicit solvent calculated outside an optical cavity and cavity effect on the proton binding energy with and without explicit solvent.

| method           | MeOH       | MeOH-in-5H$_2$O |
|------------------|------------|-----------------|
|                  | outside cavity | cavity effect$^a$ | outside cavity | cavity effect$^a$ |
| QED-HF           | 419.50     | 0.52            | 421.43         | 0.95             |
| QED-PBE          | 412.70     | 1.11            | 407.63         | 2.54             |
| QED-PBE0         | 415.64     | 0.86            | 413.85         | 1.63             |
| QED-B3LYP        | 415.15     | 0.87            | 412.30         | 1.82             |
| QED-CCSD         | 421.28     | 1.54            | 421.38         | 1.71             |
| QED-CCSD-in-HF   | -          | -               | 421.34         | 1.83             |
| QED-CCSD-in-PBE  | -          | -               | 419.53         | 1.74             |
| QED-CCSD-in-PBE0 | -          | -               | 419.65         | 1.82             |
| QED-CCSD-in-B3LYP| -          | -               | 419.83         | 1.77             |

$^a$ Effect of the cavity on the PBE$_n$ is calculated as the difference between the PBE$_n$ obtained with the QED method and the corresponding conventional electronic structure method.

As it was the case for the Menshutkin reaction, the virtual orbital space is not truncated when using two CL shells. The results obtained with the QED-CCSD-in-PBE0 method with one CL shell are given in Table S2 of the supplementary material. With one CL shell the virtual orbital space is truncated by 50% (38 active orbitals vs. 76 virtual orbitals is total). As
the cavity effect (with light polarized along the z direction) on the cavity parameters with the photon mode polarized along the z direction (along dissociating O-H bond). The image of methanol in explicit water are also shown.

indicated from the Table S2, all of the results obtained with one CL shell are in qualitatively good agreement with results obtained with two CL shells.

In our last example, we investigate the cavity effect on the proton binding energy (PBEn) for methanol (MeOH) with explicit water solvent. The PBEn is calculated as the energy difference between MeO− and MeOH. Figure 5 depicts the PBEn for MeOH molecule in the gas phase (left side of Fig. 5) and in explicit solvent consisting of five water molecules (right side of Fig. 5) calculated with the B3LYP, CCSD, and QED-CCSD-in-B3LYP methods outside (solid lines) and inside (dashed lines) optical cavity employing the cc-pVDZ basis set. The QED calculations employ \( \omega_{\text{cav}} = 3 \) eV and \( \lambda = 0.1 \) a.u. cavity parameters with the photon mode polarized along the z direction (along dissociating O-H bond). The image of methanol in explicit water are also shown.

\( \omega \cdot \Delta d \), accounts for most of the overall changes due to cavity which is 0.45 kcal/mol and 0.86 kcal/mol for the methanol in the gas phase and in the explicit solvent, respectively. As seen from Table III, the total change due to cavity for the QED-HF method is 0.52 kcal/mol and 0.95 kcal/mol for methanol in the gas phase and in explicit solvent, respectively. Unlike the QED-HF, the energy contribution for the dipole self energy term calculated with the QED-CCSD method shows less deviation, 1.01 kcal/mol vs. 1.28 kcal/mol, for the methanol in the gas phase and the in explicit solvent, respectively. The dipolar coupling term (the fourth term in Eq. (1)) calculated with the QED-CCSD method has the smallest effect on the PBEn (\( \sim 0.05 \) kcal/mol). For more information about the individual energy contributions to the PBEn we refer to Table S3. Lastly, the embedding methods where only MeOH is treated with the QED-CCSD method, are in excellent agreement with the QED-CCSD method for the full system.

IV. CONCLUSIONS

In this work, we have developed and implemented the QED-CCSD-in-SCF embedding method for polaritonic chemistry in which only the chemically important region is treated with the accurate but computationally expensive QED-CCSD method, whereas the environment is treated at the computationally more efficient QED-SCF level of the theory. We illustrate the performance of the method by studying the effect of cavity on the methyl and proton transfer reactions, as well as protonation reaction in an explicit solvent. The results obtained with the embedding method are in excellent agreement with results obtained using a more expensive QED-CCSD method. Moreover, we observe ten-fold computational speed-up of the QED-CCSD-in-SCF vs. QED-CCSD method for explored systems. Out of different studied QED-CCSD-in-SCF methods, the QED-CCSD-in-HF shows the best performance. We show that the correlation effects between the quantum particles is crucial for an accurate description of the effect of the optical cavity. We further show that the electron-photon correlation effect is relatively local in nature and only a small chemically important region has to be treated with the correlated QED-CCSD method for achieving a reliable accu-
racy. The development and analysis presented in this work will serve as a guideline for development of novel polaritonic quantum chemistry methods and it provides a valuable insights into polaritonic systems inside complex environments.

SUPPLEMENTARY MATERIAL

See the supplementary material for the reaction energies and barriers of the Menshutkin reaction and proton transfer reaction, energy contributions breakdown, and optimized structures.
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