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While deep learning (DL) approaches are reaching human-level performance for many tasks, including for diagnostics AI, the focus is now on challenges possibly affecting DL deployment, including AI privacy, domain generalization, and fairness. This last challenge is addressed in this study. Here we look at a novel method for ensuring AI fairness with respect to protected or sensitive factors. This method uses domain adaptation via training set enhancement to tackle bias-causing training data imbalance. More specifically, it uses generative models that allow the generation of more synthetic training samples for underrepresented populations. This paper applies this method to the use case of detection of age related macular degeneration (AMD). Our experiments show that starting with an originally biased AMD diagnostics model the method has the ability to improve fairness.
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1 INTRODUCTION

Deep learning (DL) has now widely and successfully been applied to tasks ranging from recognizing faces, detecting people, prescreening diseases or performing lesion segmentation [7, 21], and has outperformed past machine learning approaches [4]. However, new challenges have emerged and are potentially impacting future deployment of AI, including: privacy issues [24]; challenges that entail the existence of adversarial machine learning or data poisoning to defeat DL models [9]; the lack of availability of sufficient training data [6]; or AI fairness which may lead to lack of parity in prediction performance [5], the last concern is our focus here. With regard to AI fairness one important cause of bias is data imbalance which is specifically addressed herein.

Addressing AI fairness has recently gotten significant attention [2, 13, 16, 19, 23]. Work in addressing AI bias falls roughly into the following basic taxonomy and the following types of approaches: some methods alter the model, some alter the data, and some perform a form of post-processing via re-calibration.

Regarding approaches that alter the model one path that is now intensely investigated looks at adversarial two player methods that tackle the possible conditional dependence of predictions made by DL models (e.g. predicting AMD) on protected attributes, and use an adversarial technique [11] to promote independence and fairness (see [1, 10] or studies like [26] and [27]). [1] in particular uses an adversarial player that predicts protected factors from the feature embeddings (as does [26]) with the adversarial network trying to minimize a loss function related to making an accurate attribute prediction, while the main network is both trying to estimate the labels for the task at hand (for example in our case AMD vs. no AMD) while disallowing the second adversarial network from guessing correctly the protected factors [27]. A related approach is used in [25] via employing a loss function that uses information theoretic measures. [23] uses a method that employs a related adversarial approach but makes changes to the image (instead of making changes to the embedding representation) and applies this to masking of visual features in faces.

One possible drawback of this first type of approaches is that a) adversarial two player systems can yield challenges for training the networks and b) these methods do not address inherent issues of bias emanating from data imbalance. This motivates the type of approach used here which instead uses training data augmentation and domain adaptation.

To address this important cause of bias, our approach proceeds via synthesizing more data for underrepresented populations and does this via a generative method which has the unique ability to perform fine control of protected attributes, performing a sort of domain adaptation. This strategy has yet to be explored to a large extent compared to the adversarial approach to bias mitigation, and is a promising area of research that is focused on specific aspects of generative models, which are briefly reviewed next.

Generative models have the ability to generate new data [14] and therefore the potential of addressing the data imbalance challenges in bias. Generative methods –broadly speaking– learn to sample from the underlying training data distribution so as to generate new samples who are statistically indistinguishable from the training distribution. Those models broadly fall into several categories that encompass: generative adversarial networks (GANs) [12, 14], autoencoders, variational autoencoders (VAEs) [15, 18, 28], generative autoregressive models, and invertible flow-based latent vector models.

Generative methods have evolved and have culminated recently in approaches leading to GANs that achieve realism on high resolution images (a former limitation of GANs). This includes approaches such as BigGAN [3], which relies on SAGAN (self-attention GANs). [3] exploits larger batch sizes which appear to improve performance. That study noted also that larger networks has a comparable positive effect. Another positive effect results from usage of the truncation method which consists of, for the generator, sampling from a standard normal distribution in training, while sampling instead from a truncated normal distribution at inference/generation time, where samples above a certain threshold are re-sampled. Truncating with a lower threshold allows to trade-off between higher fidelity and lower diversity. While this model has resulted in many improvements to yield high-resolution image synthesis, it did not aim for alteration of the image akin to style transfer.

As an alternative, StyleGAN [14] used a multi-scale design that was successful at addressing the generation of high resolution images.
(512 x 512 or 1024 x 1024), and allowed for stylistic image alterations. In that approach a style vector $W$ is employed to affect factors of the image (at the low scale, coarse factors like skin tone, and at higher scales, fine factors like hair). As such this method is able to perform stylistic mixing.

However all these methods have limitations for addressing the problem of data imbalance we consider here because – while they generate realistic images – these generative actions are essentially uncontrolled alterations to the image. Even when the method allows style mixing [14] this mixing does not allow specific control of a given factor in the latent space $Z$ or style space $W$, without alteration of other concomitant (entangled) factors. In sum, those methods, and derivative approaches including the method in [7] fail to generate images specifically for a missing or under represented protected factor (eg retinal images for a specific subpopulation, say African Americans with AMD lesions).

This motivates the search for other methods that allow fine control of individual semantic images factors (e.g. images of dark skin individuals with Lyme disease [8]). While work has emerged that starts to address that problem [20], the challenge is that when control of attributes is achieved it may come at the cost of entanglement among latent factors that controls those attributes. While disentanglement was linked to fairness empirically in [17], methods that achieve this disentanglement are yet to be fully fleshed out. These limitations motivate our approach here, which uses latent space manipulation to control specific attributes while keeping other attributes unchanged.

In summary: fairness is achieved here via generation of more training data and this generation is done in a way that finely controls attributes; This method is able to perform debiasing when applied to the specific use case of age related macular degeneration studied here.

2 METHODS

The general strategy is as follows: our method performs generation of additional data with fine control of attributes. It does this for attribute conditions and populations less or not represented originally in the training dataset to aim to reduce dataset imbalance. For the specific use case of AMD the goal is to generate more fundus images for underrepresented populations (e.g. dark skin individuals with AMD).

This explains why we desire to generate data with fine control of attributes, e.g. change markers for ethnicity or race as well as image markers for the disease, while leaving the rest of the image and image markers unaffected.

These images are generated as follows: starting with healthy African American individuals our goal is to generate new images that include lesions but keep other image characteristics unchanged such as vasculature and possibly other image markers like those described in [22]. The approach uses StyleGAN as a basis. StyleGAN includes a fully connected network that takes a latent vector $Z$ and transforms it into a 512-length intermediate latent vector $W = \{w_i\}$ for all scales $i$ that controls a multiscale generation process via an adaptive instance normalization (AdaIN) operation and allows stylistic mixing of images (hence the so called ‘style’ vector). This style vector $W$ was originally used in StyleGAN to affect some factors of the image at the low scale, coarse factors like skin tone, and at the higher scale, fine factors like hair, by doing essentially style mixing. Direct style mixing cannot be used for our purposes which require controlled data generation since style mixing – along with some useful characteristics changes added to the image (e.g. image lesions) – may impact other characteristics and other image markers and changes that are undesirable (e.g. changes in the vasculature).  

Our process works as follows: it first trains StyleGAN on the available set of training data, which is biased. It then uses a generated starter image sample in latent space that corresponds to a retina of an African American individual; we denote this by the tuple (image, latent vector) $(I, \{w_i\})$, for all scales $i$ in StyleGAN. Then it moves this sample along a trajectory in latent space that takes its initial position to a location in that space that entails it having more disease lesions (AMD), turning the initial $\{w_i\}$ into $\{w'_i\}$. This new latent space vector $\{w'_i\}$ sample is then turned into an actual image $I'$ via the generative model. This process is repeated for as many samples that are needed to reestablish balance in the dataset. Once a balanced dataset is generated a new AMD diagnostics model is then trained with the augmented data and performance is compared to the originally biased model.

To achieve this trajectory in latent space a gradient descent direction of motion is used. This gradient descent is used to maximize a loss function that is obtained as follows: A simple classifier (a neural network) is trained on the original images to distinguish AMD vs no AMD affected retinas. This classifier is then used to classify synthetic samples of retinas and those samples representations in latent space are used to train a new classifier (AMD vs. no AMD) that now operates in latent space. This second classifier’s output loss function, evaluated for a desired label that corresponds to having AMD, is then used as loss function in the gradient decent process. The net effect of the gradient descent is to ‘impair’ the disease (AMD) to the original image with minimal alteration of the rest of the image. Hence a fundus image from a African American individual that is likely healthy with regard to AMD is transformed into a realistic fundus retinal image of an African American individual that is AMD-affected.

3 EXPERIMENTS

To measure the effect of the debiasing on an originally biased classifier for AMD we look at several metrics principally: accuracy, sensitivity, specificity, F1, kappa score, PPV and NPV, along with average precision and ROC AUC.

We use a retinal disease use case focused on AMD that is based on using the AREDS dataset. AREDS is a dataset [4, 7] made available by request to the NIH. It contains individuals’ retinas with labels corresponding to a 4-scale AMD severity. It also includes information on ethnicity. Individuals self declared as Caucasian or African American are used in this study.

We built a model that predicts no AMD (severity 1 and 2) vs. referable AMD (severity 3 and 4). We employ a use case of data imbalance where the training partition was such that no data was made available to the baseline model for African American individuals that were affected by AMD, all other types of data were made available. The training dataset is described in the characteristic table 2 for training. Note that an equal number of healthy and diseased retinal fundi were used in training so as not to incur artificial bias.
in the disease prediction overall. Only a reduced number of images were left over for testing considering we had to equally balance those partitions resulting in Table 3. A left over dataset of retinal images from African American individuals with AMD was used for additional testing (about 614 images). Results are shown in 1 comparing the original baseline AMD diagnostics model and the model. It is apparent looking at these results that the baseline model trained on the originally unbalanced dataset exhibits bias (Accuracy on Caucasian is 80.52% (6.26%) vs African American individuals, 62.99% (7.63%)) while the new model trained on the augmented dataset has accuracies of 85.71% (5.53%) for Caucasian individuals vs 79.87% (6.33%) for African American individuals.

4 DISCUSSION

The proposed method that generates more data via latent space manipulation and is able to address domain adaptation shows performance improvements in regard to most metrics (e.g. the baseline system has a ROC AUC of 0.8049 (0.0443) vs an ROC AUC of 0.9169 (0.0308) for the new diagnostic model using augmented data via latent space manipulation).

What is noticeable however is that the new diagnostic model is able to improve overall performance as well as reduce the performance gap between populations.

Looking at the 95% confidence interval allows us to conclude positively that the performance improvement in metrics such as accuracy and ROC AUC between baseline and new system. Looking at the overall system performance also indicates similar improvements when considering the other performance metrics.

Similarly, looking at accuracy and noting the difference between the accuracy for Caucasian and African American individuals shows significance in terms of the improvement made, from baseline model to new model; it shows that there was definitely a bias in the original model; it also shows that this bias (gap in accuracy between performance of African American individuals and Caucasian individuals) became within confidence interval for the new diagnostic model, showing that the new model was more fair. The metric measuring accuracy on a leftover dataset of African American individuals with AMD also demonstrated similar improvement in performance in the new model.

Future work will entail the development of novel metrics to better understand the tradeoffs between accuracy and fairness which are not discussed here.

5 CONCLUSION

We study a method for debiasing that generates more data for underrepresented populations and addresses domain adaptation as a means of tackling bias. We show that we are able to use this method to address AI fairness in a use case that entails developing a DL based detection system for age related macular degeneration. The experiments show that this approach is indeed able to improve fairness.
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