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Abstract

We study the problem of minimizing the discounted probability of exponential Parisian ruin, that is, the discounted probability that an insurer’s surplus exhibits an excursion below zero in excess of an exponentially distributed clock. The insurer controls its surplus via reinsurance priced according to the mean-variance premium principle, as in Liang, Liang, and Young [23]. We consider the classical risk model and apply stochastic Perron’s method, as introduced by Bayraktar and Sîrbu [9, 10, 11], to show that the minimum discounted probability of exponential Parisian ruin is the unique viscosity solution of its Hamilton-Jacobi-Bellman equation with boundary conditions at ±∞. A major difficulty in proving the comparison principle arises from the discontinuity of the Hamiltonian.
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1 Introduction

In classical risk theory, the probability of ruin is a fundamental measure of an insurer’s overall risk. However, as discussed in dos Reis [17], sometimes the probability of ruin is extremely small, or the portfolio might be one out of many existing businesses in the company. There is a possibility that the insurer has extra funds (or can borrow money) to maintain the negative surplus until the portfolio recovers and before regulators detect or declare the insurer bankrupt. With this in mind, researchers introduced the concept of Parisian ruin, which arises from Parisian options; see Chesney, Jeanblanc-Picqué, and Yor [13]. (Ordinary) Parisian ruin occurs if an excursion of surplus below zero is longer than a deterministic time. It is as if the regulator knows when ordinary ruin occurs (surplus reaching zero) and, then, gives the company a fixed amount of time T to recover. If the company’s surplus becomes positive with the time limit T, then Parisian ruin does not occur. On the other hand, if the company’s surplus remains negative during the time interval [0, T] (with time 0 representing the time of ordinary ruin), then Parisian ruin occurs.

By contrast, for exponential Parisian ruin, which we consider in this paper, the model for terminating business is as if the regulator periodically audits the insurer with i.i.d. exponentially distributed waiting times between audits. If surplus is positive when the regulator examines the insurer, then exponential Parisian ruin does not occur. On the other hand, if the company’s surplus is negative when audited, then exponential Parisian ruin occurs. Because the exponential random variable is memoryless, this model is equivalent to starting an exponential alarm clock when surplus first becomes negative, and if the alarm rings before the surplus becomes positive again, then exponential Parisian ruin occurs. Mathematically, our
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problem generalizes the ordinary-ruin problem and retains its one-dimensional property; specifically, because an exponential random variable has a constant hazard rate, we do not need to introduce a time variable.\footnote{Dassios and Wu\cite{10} first extended the concept of ruin to this Parisian type of ruin and computed it for a classical risk model with exponential claims and for a diffusion approximation of the classical risk model. Recently, Parisian ruin has been actively studied by, for example, Czarna and Palmowski\cite{14}, Loeffen, Czarna, and Palmowski\cite{24}, Guerin and Renaud\cite{19}, and Czarna and Palmowski\cite{15}, Baurdoux, Pardo, Pérez, and Renaud\cite{5}, and Renaud\cite{26}. Most of this research focuses on calculating the probability of Parisian ruin via excursion theory of spectrally negative Lévy processes and their associated scale functions; none of the above-mentioned research controls the probability of Parisian ruin. By contrast, Liang and Young\cite{22} studied the stochastic Perron’s method to prove that the value function is the unique (continuous) viscosity solution of its associated discontinuous HJB equation with boundary conditions (Theorem 3.4).}

In this paper, we consider the problem of minimizing the discounted probability of exponential Parisian ruin for an insurance company that can purchase per-loss reinsurance, which is priced according to the mean-variance premium principle, as in Han, Liang, and Young\cite{20} and in Liang, Liang, and Young\cite{23}. We consider the classical model, for which we cannot find an explicit expression of the minimum discounted probability of exponential Parisian ruin. We use stochastic Perron’s method to prove that the value function is the unique (continuous) viscosity solution of its associated discontinuous HJB equation with boundary conditions (Theorem 3.4).

Stochastic Perron’s method was introduced in Bayraktar and Sirbu\cite{9} for linear problems, Bayraktar and Sirbu\cite{10} for nonlinear problems of HJB equations in stochastic control, and Bayraktar and Sirbu\cite{11} for problems related to Dynkin games. Stochastic Perron’s method provides a way to show that the value function of the stochastic control problem is the unique viscosity solution of the associated HJB equation. Unlike the classical verification approach, it requires neither the dynamic programming principle nor the regularity of the value function. Roughly speaking, stochastic Perron’s method consists of the following steps: (1) estimate the value function from below and above by stochastic sub- and supersolutions, (2) prove that the supremum and the infimum of the respective families are viscosity super- and subsolutions, respectively, and (3) prove a comparison principle for viscosity sub- and supersolutions, which has an immediate corollary that the value function is the unique (continuous) viscosity solution of its HJB equation. In contrast to the classical verification method, the comparison principle here plays a role for both verification and uniqueness.

More recently, stochastic Perron’s method was applied to solve an exit-time problem in Rokhlin\cite{27}, a transaction-cost problem in Bayraktar and Zhang\cite{12}, stochastic target problems in Bayraktar and Li\cite{6,7,8}, and a problem of optimal consumption and information in Yang and Yu\cite{29}.

We extend the results of Bayraktar and Sirbu\cite{10} to a problem with controlled Poisson jumps. Most of the existing literature studies stochastic Perron’s method under a diffusion model. The major difficulty of the jump process comes from the fact that the surplus process might jump outside a small neighborhood, and the local results obtained from the viscosity sub- and supersolution property cannot be used. Bayraktar and Zhang\cite{12} also faced a similar problem, but the jump of their model occurs from singular control; to show the viscosity supersolution property of one of their bounds, they overcame the difficulty by splitting the jump into two parts—first to a point on the boundary of the neighborhood and, then, to its finally destination. Another related work is Bayraktar and Li\cite{7}, who considered stochastic target problems with jump diffusions. By applying a result in Bouchard and Dang\cite{4}, namely, that a stochastic control problem can be converted to a stochastic target problem with unbounded controls, one could apply the results of Bayraktar and Li\cite{7} to our problem. However, we provide direct proofs of the necessary viscosity properties (Theorems 3.1 and 3.2) instead of relying on their indirect result. More importantly, Bayraktar and Li\cite{7} took the comparison principle as an assumption and did not prove it; by contrast, we prove the comparison principle for our problem.

Another contribution of our paper is that we give a complete proof of the comparison principle for our specific control problem (Theorem 3.3). The challenge in the proof comes from the fact that the Hamiltonian in our model is discontinuous at zero, which means that we cannot apply the standard proof of doubling the variables. To overcome this difficulty, we borrow an idea from Giga, Górka, and Rybka\cite{18}. First, we define a continuous Hamiltonian, which approximates the discontinuous one. Then, we verify that the viscosity supersolution of the discontinuous Hamiltonian is also a viscosity supersolution of the continuous, approximate Hamiltonian. Next, for the continuous Hamiltonian, we construct a new viscosity subsolution, which approximates the original one. Finally, we prove a comparison principle for the continuous, approximate Hamiltonian with unbounded domain and non-local jump term. By taking the limit of resulting inequality
between the new viscosity subsolution and the original supersolution, we obtain a comparison principle for our original sub- and supersolutions.

Two related papers also rely on viscosity solutions. Azcue and Muler \cite{1} explored an optimal dividend and reinsurance problem for the classical risk model, and they control the jump process via reinsurance, as we do in this paper. Barles and Imbert \cite{2} considered a second-order elliptic integro-differential equation. However, the Hamiltonians in their models are continuous, so we cannot rely on their work to prove the comparison principle for our problem.

The remainder of this paper is organized as follows. In Section 2, we describe the reinsurance market and set up the problem of minimizing the discounted probability of exponential Parisian ruin. Section 3 is devoted to studying the minimum discounted probability of exponential Parisian ruin for the classical risk model. We use stochastic Perron’s method to prove that the value function is the unique (continuous) viscosity solution of its associated discontinuous HJB equation. In Section 3.1, we consider the analog of Perron’s method, in Section 3.2, we define stochastic supersolutions and prove that the infimum of all stochastic supersolutions is a viscosity subsolution. Then, in Section 3.3, we define stochastic subsolutions and prove that the supremum of all stochastic subsolutions is a viscosity supersolution. Finally, in Section 3.4, we prove the comparison principle for our problem, which ensures that a viscosity subsolution is smaller than a viscosity supersolution. Hence, we obtain our conclusion.

2 Reinsurance framework

In this section, we describe the reinsurance market available to the insurance company, and we formulate the problem of minimizing the discounted probability of exponential Parisian ruin. Assume that all random processes exist on the filtered probability space $(\Omega, \mathcal{F}, \mathbb{F} = \{F_t\}_{t \geq 0}, \mathbb{P})$.

We model the insurer’s claim process $C = \{C_t\}_{t \geq 0}$ according to a compound Poisson process, namely,

$$C_t = \sum_{i=1}^{N_t} Y_i,$$

in which the claim severities $Y_1, Y_2, \ldots$ are independent and identically distributed according to a common cumulative distribution function $F_Y$, with $Y > 0$ a.s., and in which the claim frequency $N = \{N_t\}_{t \geq 0}$ follows a Poisson process with parameter $\lambda > 0$. Let $S_Y = 1 - F_Y$ denote the survival function of $Y$, and assume that $EY < \infty$ and $E(Y^2) < \infty$. Also, assume that the insurer receives premium payable continuously at a rate $c > \lambda EY$, and assume that the Poisson process $N$ is independent of the claim severity process $Y$.

The insurer can buy per-loss reinsurance; let $R_t(y)$ denote the retained claim at time $t \geq 0$, as a function of the (possible) claim $Y = y$ at that time. Thus, reinsurance indemnifies the insurer with the amount $y - R_t(y)$ if there is a claim $y$ at time $t \geq 0$. The reinsurance premium is continuously payable and is computed according to the mean-variance principle with non-negative risk loadings $\theta$ and $\eta$, that is, the reinsurance premium rate at time $t$ equals

$$(1 + \theta)\lambda E(Y - R_t(Y)) + \frac{\eta}{2} \lambda E((Y - R_t(Y))^2).$$

Assume that

$$c < (1 + \theta)\lambda EY + \frac{\eta}{2} \lambda E(Y^2);$$

in words, the insurer’s premium income is not sufficient to buy full reinsurance. A retention strategy $R = \{R_t\}_{t \geq 0}$ is admissible if (i) for a fixed value of $y \geq 0$, the mapping $(t, \omega) \mapsto R_t(\omega, y)$ is $\mathbb{F}$-predictable, (ii) for a fixed pair $(t, \omega)$, $y \mapsto R_t(\omega, y)$ is $\mathcal{B}([0, \infty))$-measurable, in which $\mathcal{B}([0, \infty))$ denotes the Borel $\sigma$-algebra on $[0, \infty)$, and (iii) $0 \leq R_t(\omega, y) \leq y$, for all $t \geq 0$ and $\omega \in \Omega$. Denote the set of admissible strategies by $\mathcal{R}$.

Given a retention strategy $R \in \mathcal{R}$, the insurer’s surplus follows the dynamics

$$dX^R_t = \left(c - (1 + \theta)\lambda E(Y - R_t(Y)) - \frac{\eta}{2} \lambda E((Y - R_t(Y))^2)\right) dt - R_t(Y) dN_t.$$ 

\footnote{In the future, for simplicity, we will drop the dependence on $\omega$ when writing $R_t = R_t(y)$.}
in which \( \kappa \) is the positive constant
\[
\kappa = (1 + \theta)\lambda EY + \frac{\eta}{2} \lambda E(Y^2) - c. \tag{2.5}
\]

By exponential Parisian ruin, we mean an excursion of surplus below zero in excess of a random length of time \( \tau_\rho \), in which \( \tau_\rho \) is exponentially distributed with hazard rate \( \rho \), that is, with \( E(\tau_\rho) = 1/\rho \). We assume that \( \tau_\rho \) is independent of the claim process \( C \). One could also consider an excursion of surplus below some arbitrary level, not necessarily 0, but for ease of presentation, we choose the level to be 0. Following Guérin and Renaud \[19\], we define exponential Parisian ruin by
\[
K = \inf \{ t > 0 : t - g_t > \tau_\rho \}, \tag{2.6}
\]
in which \( g_t = \sup \{ s \in [0, t] : X_s \geq 0 \} \) with \( \sup \emptyset = 0 \). Note that we reset the “excursion clock” to 0 whenever surplus reaches 0 from below; indeed, if \( X_t \geq 0 \), then \( t - g_t = 0 \), and \( K = \inf \emptyset = \infty \). We wish to minimize the discounted probability of exponential Parisian ruin, with value function
\[
\psi(x) = \inf_{R \in \mathcal{R}} E^x_\rho \left( e^{-\beta K} 1_{\{K < \infty\}} \right), \tag{2.7}
\]
in which \( E^x_\rho \) denotes expectation conditional on \( X_0 = x \), and \( \beta > 0 \) measures the insurer’s time value of exponential Parisian ruin. If exponential Parisian ruin were to occur at a distant time in the future, then the insurer would be less unhappy than if ruin were to occur today.

Clearly, the value function \( \psi \) is non-increasing on \( \mathbb{R} \), with \( \lim_{x \to -\infty} \psi(x) = \rho/(\rho + \beta) \) and \( \lim_{x \to \infty} \psi(x) = 0 \). Also, \( \psi \) is non-decreasing with respect to \( \rho \), the hazard rate for the exponential Parisian clock, and as \( \rho \to \infty \), we expect the value function to approach the discounted probability of ordinary ruin. At the other extreme, as \( \rho \to 0 \), exponential ruin cannot occur, and \( \psi \) converges to 0 on \( \mathbb{R} \). The proof of the following lemma is similar to the corresponding result when minimizing the probability of (ordinary) ruin (see, for example, Section 2.3.1 of Schmidli \[28\]); therefore, we omit it.

**Lemma 2.1.** The minimum discounted probability of exponential Parisian ruin is strictly positive on \( \mathbb{R} \). \( \Box \)

### 3 Stochastic Perron’s method

For the classical risk model, we cannot find an explicit expression for the minimum discounted probability of exponential Parisian ruin. In this section, we apply stochastic Perron’s method, created by Bayraktar and Sirbu \[10\], to prove that the value function \( \psi \) is the unique continuous viscosity solution of its HJB equation with appropriate boundary conditions. Define the operator \( F \) via its action on appropriately differentiable functions \( u, v, w \) and \( \psi \) as follows:
\[
F(x, u(x), v_x(x), w(\cdot)) = \beta u(x) + \rho (u(x) - 1) 1_{\{x < 0\}} + \kappa v_x(x) - \lambda \inf_{R} \left[ \left( (1 + \theta)E(Y) + \eta E(Y R(Y)) - \frac{\eta}{2} E \left( (R(Y))^2 \right) \right) v_x(x) + Ew(x - R(Y)) - w(x) \right], \tag{3.1}
\]
in which we take the infimum over retention functions \( R = R(Y) \) such that \( 0 \leq R(y) \leq y \) for all \( y \in \mathbb{R}^+ \). Then, the HJB equation for our problem is
\[
F(x, v(x), v_x(x), v(\cdot)) = 0, \tag{3.2}
\]
with boundary conditions
\[
\lim_{x \to -\infty} v(x) = \frac{\rho}{\rho + \beta}, \quad \lim_{x \to \infty} v(x) = 0. \tag{3.3}
\]

\[More\ technically\ accurate,\ in\ place\ of\ \tau_\rho,\ we\ have\ a\ sequence\ \tau^1_\rho,\tau^2_\rho,\ldots,\ of\ i.i.d.\ random\ variables,\ each\ of\ which\ begins\ when\ the\ surplus\ is\ newly\ negative.\]
Note that $F$ is a discontinuous operator at $x = 0$.

We, next, define viscosity sub- and supersolutions for our problem, taking into account $F$’s discontinuity at $x = 0$.

**Definition 3.1.** We say an upper semi-continuous (u.s.c.) function $u : \mathbb{R} \to [0, \frac{\rho}{\rho + \beta}]$ is a viscosity subsolution of (3.2) and (3.3) if $u$ satisfies (3.3) with equality and if, for any $x_0 \in \mathbb{R}$ and for any $\varphi \in C^1(\mathbb{R})$ such that $u - \varphi$ reaches a strict, global maximum of zero at $x_0$, we have

$$
\begin{align*}
F(x_0, \varphi(x_0), \varphi_x(x_0), \varphi(\cdot)) &\leq 0, & x_0 &\neq 0, \\
\lim_{x \to x_0^-} F(x, \varphi(x), \varphi_x(x), \varphi(\cdot)) &\leq 0, & x_0 &= 0.
\end{align*}
$$

Similarly, we say a lower semi-continuous (l.s.c.) function $\bar{u} : \mathbb{R} \to [0, \frac{\rho}{\rho + \beta}]$ is a viscosity supersolution of (3.2) and (3.3) if $\bar{u}$ satisfies (3.3) with equality and if, for any $x_0 \in \mathbb{R}$ and for any $\phi \in C^1(\mathbb{R})$ such that $\bar{u} - \phi$ reaches a strict, global minimum of zero at $x_0$, we have

$$
F(x_0, \phi(x_0), \phi_x(x_0), \phi(\cdot)) \geq 0.
$$

Finally, a function $u$ is called a (continuous) viscosity solution of (3.2) and (3.3) if it is both a viscosity subsolution and a viscosity supersolution of (3.2) and (3.3).

**Remark 3.1.** Because $\varphi \in C^1(\mathbb{R})$, the only discontinuity in $F$ in (3.4) at $x = 0$ arises from the term $\rho(\varphi(x) - 1)1_{\{x < 0\}}$. Because we restrict viscosity sub- and supersolutions to take values in $[0, \frac{\rho}{\rho + \beta}]$, $F$ restricted to such functions is upper semi-continuous, and by taking the left limit in (3.4) when $x_0 = 0$, we are essentially using the l.s.c. envelope of $F$. See Ishii [21] for early work and Barles and Chasseigne [2] for more recent work on viscosity solutions of discontinuous Hamiltonians.

We could allow non-strict equality in the boundary conditions, that is, $\lim_{x \to -\infty} u(x) \leq \frac{\rho}{\rho + \beta}$, $\lim_{x \to -\infty} \bar{u}(x) \leq 0$, $\lim_{x \to \infty} u(x) \geq \frac{\rho}{\rho + \beta}$, and $\lim_{x \to \infty} \bar{u}(x) \geq 0$, but it is useful in what follows to require strict equality.

We use stochastic Perron’s method, introduced by Bayraktar and Sirbu [10], to construct a solution of the HJB equation and, then, use a comparison theorem to verify that this solution equals the value function. The main arguments are as follows: First, we bound the value function from below and above by stochastic sub- and supersolutions (as defined in Sections 3.2 and 3.3):

$$
u \leq \psi \leq u. \tag{3.6}
$$

Let $\Psi^-$ and $\Psi^+$ denote the sets of stochastic sub- and supersolutions, respectively. Define $u_-$ and $v_+$ on $\mathbb{R}$ by

$$
u_-(x) = \sup_{u \in \Psi^-} u(x), \quad \nu_+(x) = \inf_{v \in \Psi^+} v(x).
$$

From (3.6), we deduce

$$
u_- \leq \nu \leq \nu_+.
$$

Second, we prove that $u_-$ is a viscosity supersolution and $v_+$ is a viscosity subsolution of (3.2) and (3.3). Third, a comparison result for viscosity sub- and supersolutions implies the reverse inequality, namely,

$$
u_- \geq v_+.
$$

Thus, we conclude that $\psi(\nu_- = \nu_+) = \nu$ is the unique (continuous) viscosity solution of the HJB equation satisfying the boundary conditions in (3.3). In the next subsection, we take a short diversion to consider the analog of the adjustment coefficient; then, in the subsequent three subsections, we work through the details of this outline.
3.1 Analog of the adjustment coefficient

To find the analog of the adjustment coefficient, we split the problem according to whether \( x \geq 0 \) and \( x < 0 \). We begin with \( x \geq 0 \) because that is familiar to most readers. A formal way of obtaining the adjustment coefficient is to substitute \( b_1 e^{-\gamma x} \) for \( v \) in (3.2), including when \( x - R < 0 \). By doing so, we obtain the following equation for the (maximum) adjustment coefficient \( \gamma_1 > 0 \)\(^4\):

\[
0 = \beta - \kappa \gamma_1 + \lambda \sup_R \left[ \left( (1 + \theta) \mathbb{E} R + \eta \mathbb{E}(Y R) - \frac{\eta}{2} \mathbb{E}(R^2) \right) \gamma_1 - (M_R(\gamma_1) - 1) \right], \tag{3.7}
\]

in which \( M_R \) is the moment generating function of \( R = R(Y) \). Equation \( (3.7) \) is similar to the equation for the maximum adjustment coefficient \( \rho_J \) in Section 4.1 in Liang, Liang, and Young [23], and Theorem 4.1 in that paper gives us the optimal retention strategy corresponding to the maximum adjustment coefficient. For completeness and future reference, we restate that proposition here, modified appropriately for our problem.

**Proposition 3.1.** When \( x \geq 0 \), the maximum adjustment coefficient \( \gamma_1 > 0 \) defined by (3.7) uniquely solves

\[
c + \frac{\beta}{\gamma} = \lambda \int_0^{\infty} e^{\gamma R(y;\gamma)} S_Y(y) dy, \tag{3.8}
\]

and the corresponding optimal retention function \( \hat{R} \) is given by

\[
\hat{R}(y;\gamma) = \begin{cases} 
  y, & 0 \leq y < \frac{1}{\gamma} \ln(1 + \theta), \\
  R_c(y;\gamma), & y \geq \frac{1}{\gamma} \ln(1 + \theta),
\end{cases} \tag{3.9}
\]

in which \( R_c(y;\gamma) \in [0, y] \) uniquely solves

\[
(1 + \theta) + \eta y - \eta R - e^{\gamma R} = 0, \tag{3.10}
\]

for \( y \geq \frac{1}{\gamma} \ln(1 + \theta) \) and for any \( \gamma > 0 \). \( \square \)

Next, for \( x < 0 \), formally substitute \( \frac{\beta}{\rho + \beta} - b_2 e^{\gamma_0 x} \) for \( v \) in (3.2) to obtain the following equation for \( \gamma_2 > 0 \):

\[
\rho + \beta = -\kappa \gamma_2 + \lambda \sup_R \left[ \left( (1 + \theta) \mathbb{E} R + \eta \mathbb{E}(Y R) - \frac{\eta}{2} \mathbb{E}(R^2) \right) \gamma_2 - (1 - M_R(-\gamma_2)) \right]. \tag{3.11}
\]

In the following proposition, we prove that the optimal retention function in (3.11) equals full retention. Recall that admissible retention functions \( R \) are restricted so that \( 0 \leq R(y) \leq y \).

**Proposition 3.2.** When \( x < 0 \), the adjustment coefficient \( \gamma_2 > 0 \) defined by (3.11) uniquely solves

\[
\rho + \beta = c \gamma_2 - \lambda (1 - M_Y(-\gamma_2)), \tag{3.12}
\]

and the corresponding optimal retention function is given by \( \hat{R}(y) = y \).

**Proof.** Define the function \( k \) by the expression in the square brackets of (3.11), ignoring the constant term \(-1\). Specifically,

\[
k(R;\gamma) = \left( (1 + \theta) \mathbb{E} R + \eta \mathbb{E}(Y R) - \frac{\eta}{2} \mathbb{E}(R^2) \right) \gamma + M_R(-\gamma) \\
= \int_0^{\infty} \left[ \left( (1 + \theta) R(y) + \eta y R(y) - \frac{\eta}{2} R^2(y) \right) \gamma + e^{\gamma R(y)} \right] dF_Y(y). \tag{3.13}
\]

\(^4\)It is not completely obvious that (3.7) defines the maximum adjustment coefficient. See Liang, Liang, and Young [23] for the proof of this statement.
For a given value of $\gamma > 0$, we wish to find $\hat{R}(y; \gamma)$ that maximizes $k$. Consider the integrand in the second line of the expression for $k$, namely,

$$
\ell(R) = \left( (1 + \theta)R + \eta yR - \frac{\eta}{2} R^2 \right) \gamma + e^{-\gamma R}.
$$

By differentiating with respect to $R$, we obtain

$$
\ell_R(R) = ((1 + \theta) + \eta y - \eta R) \gamma - \gamma e^{-\gamma R},
$$

which is positive for all $R \in [0, y]$: thus, the optimal retention function $\hat{R}$ is given by $\hat{R}(y) = y$.

By substituting $\hat{R}(y) = y$ for $R$ in (3.11), we obtain (3.12). It is straightforward to show that (3.12) has a unique positive solution $\gamma_2$.

**Remark 3.2.** Compare (3.12) with equation (4) in dos Reis [17]. When $\beta = 0$, the two equations are identical with $\gamma_2 = -f(-\rho)$, in which $f$ is given by the latter equation, just as $\gamma_2$ is given by (3.12). Also, by performing integration by parts, we can rewrite (3.12) to obtain an equation that is parallel to (3.8):

$$
c - \frac{\rho + \beta}{\gamma_2} = \lambda \int_0^\infty e^{-\gamma_2 y} S_y(y) dy.
$$

Define $\overline{\psi}$ on $\mathbb{R}$ by

$$
\overline{\psi}(x) = \begin{cases} 
\frac{\rho}{\rho + \beta} \left( 1 - \frac{\gamma_1}{\gamma_1 + \gamma_2} e^{\gamma_2 x} \right), & x < 0, \\
\frac{\rho}{\rho + \beta} \frac{\gamma_2}{\gamma_1 + \gamma_2} e^{-\gamma_1 x}, & x \geq 0.
\end{cases}
$$

(3.14)

In the next section, we show that $\overline{\psi}$ is a stochastic supersolution of our problem.

### 3.2 Stochastic Perron’s method

To apply stochastic Perron’s method, we first redefine the stochastic control problem using a stronger formulation. To that end, let $0 \leq \tau \leq \omega \leq K$ be stopping times. Recall that $K$ is the time of exponential Parisian ruin, defined in (2.10). Let $\mathcal{R}_{\tau, \omega}$ denote the collection of predictable processes $\mathcal{R} : (\tau, \omega] \to \mathbb{R}^+$, by which we mean that, for a fixed value of $y \geq 0$, the mapping $(t, \varpi) \mapsto R_t(\varpi, y) \times 1_{\{t < \tau \leq \omega\}}$ is predictable with respect to the filtration $\mathcal{F}$, and $0 \leq R_t(\varpi, y) \leq y$ for all $t$ in the stochastic interval $(\tau, \omega]$ and $\varpi \in \Omega$.

**Definition 3.2.** A pair $(\tau, \zeta)$ is called a random initial condition if $\tau$ is an $\mathcal{F}$-stopping time taking values in $[0, K]$ and $\zeta$ is an $\mathcal{F}_\tau$-measurable random variable. Then, for $\mathcal{R} \in \mathcal{R}_{\tau, K}$, the insurer’s surplus process $X_{\tau, \zeta, \mathcal{R}}$ is given by, for $t \in [\tau, K],

$$
X_{\tau, \zeta, \mathcal{R}}^t = \zeta + \int_{\tau}^t \left( -\kappa + \lambda \left( (1 + \theta) \mathbb{E}R_s + \eta \mathbb{E}(Y R_s) - \frac{\eta}{2} \mathbb{E}(R_s^2) \right) \right) ds - \int_{\tau}^t R_s dN_s.
$$

(3.15)

For convenience in what follows, we introduce a so-called coffin state $\Delta$, which represents the state when exponential Parisian ruin occurs. We set $\Delta + x = \Delta$ for all $x \in \mathbb{R}$ and $X_t = \Delta$ for all $t \in [K, \infty)$. For any function $u$ defined on $\mathbb{R}$, we extend it to $\mathbb{R} \cup \{\Delta\}$ by setting $u(\Delta) = 1$. Next, we define a stochastic supersolution.

**Definition 3.3.** A u.s.c. function $v : \mathbb{R} \to [0, \frac{-\rho}{\rho + \beta}]$ is called a stochastic supersolution if it satisfies the following properties:

1. For any random initial condition $(\tau, \zeta)$, there exists a retention strategy $\mathcal{R} \in \mathcal{R}_{\tau, K}$ such that, for any $\mathcal{F}$-stopping time $\omega \in [\tau, K],

$$
e^{-\beta \tau} v(\zeta) \geq \mathbb{E} \left[ e^{-\beta \omega} v(X_{\tau, \zeta, \mathcal{R}}^\omega) \bigg| F_\tau \right] \ a.s.,
$$
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in which \( v \) is understood to be its extension to \( \mathbb{R} \cup \{ \Delta \} \). We say that \( \mathcal{R} \) is associated with \( v \) for the initial condition \((\tau, \zeta)\).

\[
(2) \quad \lim_{x \to -\infty} v(x) = \frac{\rho}{\rho + \beta} \quad \text{and} \quad \lim_{x \to \infty} v(x) \geq 0.
\]

Let \( \Psi^+ \) denote the set of stochastic supersolutions.

By construction, \( \Psi \) is non-empty because \( \frac{\rho}{\rho + \beta} \in \Psi^+ \). However, it is more useful to have a stochastic supersolution that satisfies the boundary conditions with equality; therefore, we present the following lemma.

**Lemma 3.1.** The function \( \bar{\psi} \) defined in (3.11) is a stochastic supersolution.

**Proof.** By construction, \( \bar{\psi} \) is in \( C^1(\mathbb{R}) \), and it decreases from \( \frac{x}{\rho + \beta} \) to 0 on \( \mathbb{R} \); thus, \( \bar{\psi} \) is u.s.c. and satisfies condition (2) in Definition 3.3 with equality. To show condition (1) of that definition, consider a random initial condition \((\tau, \zeta)\), and define the retention strategy \( \hat{R} = \{ \hat{R}_t \}_{\tau \leq t \leq K} \) in feedback form by

\[
\hat{R}_t(y) = \begin{cases} 
  y, & X_t < 0, \\
  \hat{R}(y), & X_t \geq 0,
\end{cases}
\]

in which \( \hat{R} \) is given in (3.9). For \( x < 0 \), the proof of Proposition 3.2 shows us that

\[
\beta \bar{\psi}(x) + \rho(\bar{\psi}(x) - 1) + \left( \kappa - \lambda \left( (1 + \theta)EY + \frac{\eta}{2} E(Y^2) \right) \right) \bar{\psi}_x(x) - \lambda(E\bar{\psi}(x - \hat{R}) - \bar{\psi}(x)) = 0. \tag{3.16}
\]

Furthermore, it is not difficult to show that, for \( x \geq 0 \),

\[
\beta \bar{\psi}(x) + \left( \kappa - \lambda \left( (1 + \theta)E\hat{R} + \eta E(Y \hat{R}) - \frac{\eta}{2} E(\hat{R}^2) \right) \right) \bar{\psi}_x(x) - \lambda \left( E\bar{\psi}(x - \hat{R}) - \bar{\psi}(x) \right) \geq 0. \tag{3.17}
\]

Indeed, it follows from (3.17) that inequality (3.16) is equivalent to

\[
\int_0^\infty \left[ \frac{\gamma_2}{\gamma_1 + \gamma_2} e^{\gamma_1(\bar{\psi}(y) - x)} + \frac{\gamma_1}{\gamma_1 + \gamma_2} e^{-\gamma_2(\bar{\psi}(y) - x)} - 1 \right] 1_{(\bar{\psi}(y) > x)} dF_Y(y) \geq 0. \tag{3.18}
\]

To show inequality (3.18), it is enough to show

\[
\frac{b}{a + b} e^{az} + \frac{a}{a + b} e^{-bz} \geq 1,
\]

for all \( z > 0 \) and for \( a \) and \( b \) positive constants; proving this final inequality is a fun calculus exercise.

By applying a general version of Itô’s formula (see Protter [25]) to \( e^{-\beta \omega} \bar{\psi}(X^\tau, \zeta, \hat{R}) \), we obtain

\[
e^{-\beta \omega} \bar{\psi}(X^\tau, \zeta, \hat{R}) \]

\[
e^{-\beta \tau} \bar{\psi}(\zeta) - \int_\tau^\omega e^{-\beta t} \left[ \beta \bar{\psi}\left( X_t^\tau, \zeta, \hat{R} \right) + \rho \left( \bar{\psi}\left( X_t^\tau, \zeta, \hat{R} \right) - 1 \right) 1_{\{X_t^\tau, \zeta, \hat{R} < 0\}} \right.
\]

\[
+ \left. \left( \kappa - \lambda \left( (1 + \theta)E\hat{R}_t + \eta E(Y \hat{R}_t) - \frac{\eta}{2} E(\hat{R}_t^2) \right) \right) \bar{\psi}_x\left( X_t^\tau, \zeta, \hat{R} \right) \right) dt
\]

\[
+ M_\omega + \int_\tau^\omega e^{-\beta t} \left( 1 - \bar{\psi}\left( X_t^\tau, \zeta, \hat{R} \right) \right) 1_{\{X_t^\tau, \zeta, \hat{R} < 0\}} d(N_t^p - \rho t), \tag{3.19}
\]

in which \( N^p \) is the jump process associated with exponential Parisian ruin, and

\[
M_t = \sum_{X_s^\tau, \zeta, \hat{R} \neq X_t^\tau, \zeta, \hat{R}, \tau \leq s \leq t} e^{-\beta s} \left( \bar{\psi}\left( X_s^\tau, \zeta, \hat{R} \right) - \bar{\psi}\left( X_{s-}^\tau, \zeta, \hat{R} \right) \right) - \lambda \int_0^t e^{-\beta s} \left( E\bar{\psi}\left( X_s^\tau, \zeta, \hat{R} \right) - \bar{\psi}\left( X_s^\tau, \zeta, \hat{R} \right) \right) ds
\]
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is a martingale with zero $\mathcal{F}_\tau$-expectation. From (3.16) and (3.17), we know that the integrand of the first integral is non-negative. Because $\psi$ is bounded, the $\mathcal{F}_\tau$-expectation of the second integral equals zero. Thus, by taking the $\mathcal{F}_\tau$-expectation of the expression in (3.19), we obtain

$$e^{-\beta x} \psi(\zeta) \geq \mathbb{E} \left[ e^{-\beta \omega} \psi(X_{\zeta}^{\tau}, \zeta, \mathcal{R}) \middle| \mathcal{F}_\tau \right].$$

Thus, $\psi$ satisfies condition (1) in Definition 3.3 in which $\mathcal{R}$ is associated with $\psi$ for any initial condition $(\tau, \zeta)$.

**Lemma 3.2.** For any $v \in \Psi^+$, we have $\psi \leq v$ on $\mathbb{R}$, that is, the minimum discounted probability of exponential Parisian ruin is a lower bound of any stochastic supersolution.

**Proof.** First, note that $\psi \leq v$ on the boundary of $\mathbb{R}$ by condition (2) in Definition 3.3. Second, for $x \in \mathbb{R}$, let $(\tau, \zeta) = (0, x)$, and let $\mathcal{R}$ be associated with $v$ for this initial condition. By applying the supermartingale property (1) in Definition 3.3 with $\omega = K$, the time of exponential Parisian ruin, and by recalling that $v(\Delta) = 1$, we have

$$v(x) \geq \mathbb{E} \left[ e^{-\beta K} v(X_{\Delta}^{\mathcal{R}}) \right] = \mathbb{E} \left[ e^{-\beta K} v(X_{\Delta}^{\mathcal{R}}) \mathbb{1}_{\{K < \infty\}} \right] + \mathbb{E} \left[ e^{-\beta K} v(X_{\Delta}^{\mathcal{R}}) \mathbb{1}_{\{K = \infty\}} \right]$$

$$\geq \mathbb{E} \left[ e^{-\beta K} \mathbb{1}_{\{K < \infty\}} \right] \geq \psi(x).$$

We omit the proof of the following lemma because it is straightforward.

**Lemma 3.3.** If $v_1$ and $v_2$ are two stochastic supersolutions, then $v = v_1 \wedge v_2$ is also a stochastic supersolution.

**Theorem 3.1.** The upper stochastic envelope $v_+$, defined by

$$v_+(x) = \inf_{v \in \Psi^+} v(x),$$

for $x \in \mathbb{R}$, is a viscosity subsolution of (3.2) and (3.3).

**Proof.** $v_+$ takes values in $[0, \frac{\rho}{\rho + \beta}]$ and is u.s.c. because it is the pointwise infimum of a set of u.s.c. functions that take values in $[0, \frac{\rho}{\rho + \beta}]$. $v_+$ satisfies the boundary conditions in (3.3), namely, $\lim_{x \to -\infty} v_+(x) = \frac{\rho}{\rho + \beta}$ and $\lim_{x \to \infty} v_+(x) = 0$. The first limit follows from the definition of stochastic supersolution. For the second limit, $\lim_{x \to \infty} v_+(x) \geq 0$ from the definition of stochastic supersolution and from the definition of $v_+$ in (3.20), $\lim_{x \to \infty} \psi(x) = 0$ from the definition of $\psi$ in (3.14), and $v_+ \leq \psi$ from Lemma 3.1.

Next, we show the interior viscosity subsolution property. Let $x_0 \in \mathbb{R}$ and $\varphi \in C^1(\mathbb{R})$ be such that $v_+ - \varphi$ attains a strict, global maximum at $x_0$ with $v_+(x_0) = \varphi(x_0)$. We need to show that

$$\begin{cases} F(x_0, \varphi(x_0), \varphi(x_0), \varphi(\cdot)) \leq 0, & x_0 \neq 0, \\ \lim_{x \to 0^-} F(x, \varphi(x), \varphi(x), \varphi(\cdot)) \leq 0, & x_0 = 0. \end{cases}$$

Assume, on the contrary, that

$$\begin{cases} F(x_0, \varphi(x_0), \varphi(x_0), \varphi(\cdot)) > 0, & x_0 \neq 0, \\ \lim_{x \to 0^-} F(x, \varphi(x), \varphi(x), \varphi(\cdot)) > 0, & x_0 = 0. \end{cases}$$

Then, by the continuity of $\varphi$ and $F$ (away from 0), by the strict maximization of $v_+ - \varphi$ at $x = x_0$, and by $\varphi(x_0) = v_+(x_0) \geq \psi(x_0) > 0$ there exists $h > 0$, such that

$$F(x, \varphi(x), \varphi(x), \varphi(\cdot)) > 0,$$

5Lemmas 2.1 and 3.2 imply that $v_+(x_0) \geq \psi(x_0) > 0$.  
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for all \( x \in B_h(x_0) := (x_0 - h, x_0 + h) \), such that

\[
v_+(x) - \varphi(x) < 0, \quad \text{for all } x \in B_h(x_0) \setminus \{x_0\},
\]

and such that

\[
\varphi(x) > 0, \quad \text{for all } x \in B_h(x_0).
\]

Because the set \( B := \overline{B_h(x_0) \setminus B_{h/2}(x_0)} \) is compact, because \( v_+ - \varphi \) is u.s.c., and because of inequality (3.22) on \( B_h(x_0) \setminus \{x_0\} \), there exists a \( \delta > 0 \) such that

\[
v_+(x) + \delta \leq \varphi(x), \quad \text{for all } x \in B.
\]

By Proposition 4.1 in Bayraktar and Sirbu [9] and by Lemma 3.3, we know that \( v_+ \) is the limit of a non-increasing sequence of stochastic supersolutions \( \{v_n\}_{n \in \mathbb{N}} \). Fix \( \delta' \in (0, \delta) \), and define a sequence of sets \( \{A_n\}_{n \in \mathbb{N}} \) by

\[
A_n = \{ x \in B : v_n(x) + \delta' \geq \varphi(x) \}.
\]

Because each \( v_n - \varphi \) is u.s.c., each \( A_n \) is closed. Also, because \( \{v_n\}_{n \in \mathbb{N}} \) is non-increasing, it follows that \( \{A_n\}_{n \in \mathbb{N}} \) is non-increasing; hence, \( \bigcap_{n \in \mathbb{N}} A_n = \emptyset \) because \( \delta' < \delta \). Therefore, because each \( A_n \) is closed, there exists \( N \) such that \( A_n = \emptyset \) for all \( n \geq N \), which implies

\[
v_n(x) + \delta' < \varphi(x), \quad \text{for all } n \geq N \text{ and } x \in B.
\]

For \( \varepsilon > 0 \), define \( \varphi^\varepsilon \) on \( \mathbb{R} \) by \( \varphi^\varepsilon(x) = \varphi(x) - \varepsilon \). Note that

\[
F(x, \varphi^\varepsilon(x), \varphi^\varepsilon_x(x), \varphi^\varepsilon(\cdot)) = F(x, \varphi(x), \varphi_x(x), \varphi(\cdot)) + \beta(\varphi^\varepsilon(x) - \varphi(x)) + \rho(\varphi^\varepsilon(x) - \varphi(x))1_{\{x < 0\}}
\]

\[
= F(x, \varphi(x), \varphi_x(x), \varphi(\cdot)) - \varepsilon(\beta + \rho1_{\{x < 0\}}),
\]

for all \( x \in \mathbb{R} \). Then, (3.21) and (3.23) imply that there exists \( \varepsilon' \in (0, \delta') \) small enough so that

\[
F(x, \varphi^\varepsilon'(x), \varphi^\varepsilon_x(x), \varphi^\varepsilon'(\cdot)) > 0, \quad \text{for all } x \in B_h(x_0),
\]

and

\[
\varphi^\varepsilon'(x) \geq 0, \quad \text{for all } x \in B_h(x_0).
\]

We also have, for all \( n \geq N \) and \( x \in B \),

\[
v_n(x) < \varphi(x) - \delta' < \varphi(x) - \varepsilon' = \varphi^\varepsilon'(x),
\]

and

\[
\varphi^\varepsilon'(x_0) < \varphi(x_0) = v_+(x_0) \leq v_n(x_0).
\]

For \( n \geq N \), define the function \( \iota_n^\varepsilon \) on \( \mathbb{R} \) by

\[
\iota_n^\varepsilon(x) = \chi(x)\varphi^\varepsilon(x) + (1 - \chi(x))v_n(x),
\]

in which \( \chi \) is a continuously differentiable function satisfying

\[
\begin{cases}
0 \leq \chi(x) \leq 1, & \text{for all } x \in \mathbb{R}, \\
\chi(x) = 1, & \text{for } x \in \overline{B_{h/2}(x_0)}, \\
\chi(x) = 0, & \text{for } x \in \overline{B_h(x_0)}^c.
\end{cases}
\]

Next, fix some \( n \geq N \), and define the function \( v^\varepsilon \) on \( \mathbb{R} \) by

\[
v^\varepsilon(x) = v_n(x) \wedge \iota_n^\varepsilon(x).
\]
We claim \( v' = v_n \) outside \( B_{h/2}(x_0) \). Indeed, because \( \chi(x) = 0 \) for \( x \in \overline{B_h(x_0)} \), we have \( v' = v_n \) outside \( B_h(x_0) \). Also, on \( B = B_h(x_0) \setminus B_{h/2}(x_0) \), inequality (3.20) gives us \( v_n < \varphi' \), which implies \( v_n \leq \varepsilon_0' \); thus, \( v' = v_n \) on \( B \). Moreover, \( \varepsilon_n' = \varphi' \) on \( B_{h/2}(x_0) \). To summarize this discussion, we can express \( v' \) as follows:

\[
v'_n(x) = \begin{cases} 
v_n(x) \wedge \varphi'(x), & x \in B_{h/2}(x_0), \\
v_n(x), & x \notin B_{h/2}(x_0).
\end{cases}
\tag{3.30}
\]

In light of (3.27), (3.28), (3.29), and (3.30), we have

\[
v'(x_0) = \varepsilon_n'(x_0) = \varphi'(x_0) < v_+(x_0).
\]

Thus, if we can show \( v' \in \Psi^+ \), then we will contradict the pointwise minimality of \( v_+ \), and the proof will be complete.

To prove \( v' \in \Psi^+ \), note that \( v' \) is u.s.c. because \( v_n \) and \( \varepsilon_n' \) are both u.s.c. The function \( v' \) takes values in \( \left[ 0, \frac{1}{\rho + \beta} \right] \) because \( v_n \) takes values in that interval and \( \varphi' \) is non-negative on \( B_{h/2}(x_0) \). Condition (2) in Definition 3.3 is satisfied because \( v' = v_n \) outside \( B_{h/2}(x_0) \). Therefore, we only need to verify condition (1), that is, the supermartingale property.

Let \( (\tau, \zeta) \) be any random initial condition and \( \mathcal{R}_0 \in \mathfrak{R}_{\tau, K} \) be the \( (\tau, \zeta) \)-admissible control in condition (1) associated with the stochastic supersolution \( v_n \). Let \( A \) denote the event

\[
A = \{ \zeta \in B_{h/2}(x_0) \text{ and } \varepsilon_n'(\zeta) < v_n(\zeta) \}.
\tag{3.31}
\]

Because \( \varepsilon_n' = \varphi' \) on \( B_{h/2}(x_0) \), we see from (3.24) that

\[
F(x, \varepsilon_n'(x), \varepsilon_n'(x), \varepsilon_n'(\cdot)) > 0, \quad \text{for all } x \in \overline{B_{h/2}(x_0)}.
\tag{3.32}
\]

Hence, for each \( x \in \overline{B_{h/2}(x_0)} \), there exists a retention function \( R_\varepsilon = R_\varepsilon(x, y) \) such that

\[
\beta \varepsilon_n'(x) + \rho(\varepsilon_n'(x) - 1)1_{\{x < 0\}} + \left( \kappa - \lambda \left( (1 + \theta) \mathbb{E}R_\varepsilon + \eta \mathbb{E}(Y_{R_\varepsilon}) - \frac{\eta}{2} \mathbb{E}(R_{\varepsilon}^2) \right) \right) \frac{\varepsilon_n'(x)}{\varphi'}
\]

\[
- \lambda \left( \mathbb{E}r_n'(x - R_\varepsilon) - \varepsilon_n'(x) \right) > 0.
\tag{3.33}
\]

Define a new admissible control \( \mathcal{R}_1 \in \mathfrak{R}_{\tau, K} \) by

\[
\mathcal{R}_1 = \mathcal{R}_0 1_A + \mathcal{R}_0 1_{A^c},
\tag{3.34}
\]

define the stopping time

\[
\tau_1 = \left\{ t \geq \tau : X_{t \wedge \tau}^{\tau, \zeta, \mathcal{R}_1} \notin B_{h/2}(x_0) \right\},
\]

and define the random variable

\[
\zeta_1 = X_{\tau_1}^{\tau, \zeta, \mathcal{R}_1}.
\]

In (3.34), the strategy \( \mathcal{R}_0 \) is defined on \( A \) via \( R_\varepsilon = R_\varepsilon(X_{t \wedge \tau}, y) \) for \( X_{t \wedge \tau} \in A \), in which \( R_\varepsilon(x, y) \) on the right side is the function that satisfies inequality (3.33). Note that, because \( X_{\tau, \zeta, \mathcal{R}_1} \) follows a jump process, \( \zeta_1 \) might not lie on the boundary of \( B_{h/2}(x_0) \).

By applying a general version of Itô’s formula (see Protter [25]) to \( e^{-\beta(\tau_1 \wedge \omega)} \varepsilon_n'(X_{\tau_1 \wedge \omega}^{\tau, \zeta, \mathcal{R}_1}) \), we have

\[
e^{-\beta(\tau_1 \wedge \omega)} \varepsilon_n'(X_{\tau_1 \wedge \omega}^{\tau, \zeta, \mathcal{R}_1})
\]

\[
e^{-\beta \tau_1} \varepsilon_n'(\zeta) - \int_{\tau_1}^{\tau_1 \wedge \omega} e^{-\beta t} \left[ \beta \varepsilon_n'(X_t^{\tau, \zeta, \mathcal{R}_1}) + \rho(\varepsilon_n'(X_t^{\tau, \zeta, \mathcal{R}_1}) - 1)1_{\{X_t^{\tau, \zeta, \mathcal{R}_1 < 0}\} \right]
\]

\[\tag{6} \]

Note that \( \varepsilon_n' = \varphi' \) on \( B_{h/2}(x_0) \) and is, thus, continuously differentiable on that interval.
in which \( N^\rho \) is the jump process associated with exponential Parisian ruin, and

\[
M_t = \sum_{X_s^\tau,\zeta \in \mathcal{R}_1, R_s \neq X_s^\tau, \zeta} e^{-\beta s} \left( \nu_n^\epsilon \left( X_s^\tau, \zeta \right) - \nu_n^\epsilon \left( X_s^\zeta, \tau \right) \right) - \lambda \int_{\tau}^{t} e^{-\beta s} \left( \mathbb{E} \nu_n^\epsilon \left( X_s^\tau, \zeta \right) - R_s \nu_n^\epsilon \left( X_s^\zeta, \tau \right) \right) ds
\]

is a martingale with zero \( \mathcal{F}_\tau \)-expectation. From (3.33), we know that the integrand of the first integral is non-negative. Because \( \nu_n^\epsilon \) is bounded on \( B_{1/2} \), the \( \mathcal{F}_\tau \)-expectation of the second integral equals zero. Thus, by taking the \( \mathcal{F}_\tau \)-expectation of the expression in (3.35), we obtain

\[
e^{-\beta \nu_n^\epsilon (\zeta)} 1_A \geq \mathbb{E} \left[ e^{-\beta (\tau_1, \omega)} v_n^\epsilon \left( X^\tau, \zeta \right) 1_A \right]_{\mathcal{F}_\tau} \text{ a.s. (3.36)}
\]

By the definition of \( v^\epsilon \), we also have

\[
e^{-\beta (\tau_1, \omega)} v_n^\epsilon \left( X^\tau, \zeta \right) 1_A \geq e^{-\beta (\tau_1, \omega)} v^\epsilon \left( X^\tau, \zeta \right) 1_A \text{ a.s. (3.37)}
\]

Thus, from the definition of \( A \) in (3.31) and from the above inequalities, we obtain

\[
e^{-\beta v^\epsilon (\zeta)} 1_A = e^{-\beta \nu_n^\epsilon (\zeta)} 1_A \geq \mathbb{E} \left[ e^{-\beta (\tau_1, \omega)} v^\epsilon \left( X^\tau, \zeta \right) 1_A \right]_{\mathcal{F}_\tau} \text{ a.s. (3.38)}
\]

On the other hand, we know that \( \mathcal{R}_0 \) is the \( (\tau, \zeta) \)-control associated with \( v_n, R_1 = \mathcal{R}_0 \) on \( A^c \), and \( v^\epsilon = v_n \) outside \( B_{1/2} \); thus, from the supermartingale property of \( v_n \), we have

\[
e^{-\beta v^\epsilon (\zeta)} 1_{A^c} = e^{-\beta \nu_n (\zeta)} 1_{A^c} \geq \mathbb{E} \left[ e^{-\beta (\tau_1, \omega)} v_n \left( X^\tau, \zeta \right) 1_{A^c} \right]_{\mathcal{F}_\tau} \geq \mathbb{E} \left[ e^{-\beta (\tau_1, \omega)} v^\epsilon \left( X^\tau, \zeta \right) 1_{A^c} \right]_{\mathcal{F}_\tau} \text{ a.s. (3.39)}
\]

By combining (3.37) and (3.38), we get

\[
e^{-\beta v^\epsilon (\zeta)} \geq \mathbb{E} \left[ e^{-\beta (\tau_1, \omega)} v^\epsilon \left( X^\tau, \zeta \right) \right]_{\mathcal{F}_\tau} \text{ a.s. (3.39)}
\]

Let \( \mathcal{R}_2 \in \mathcal{R}_{r, K} \) denote the control associated with \( v_n \) for the starting time \( \tau_1 \) and initial condition \( \zeta_1 \). Define a new retention strategy \( \mathcal{R}' \in \mathcal{R}_{r, K} \) by

\[
\mathcal{R}' = \mathcal{R}_1 1_{\{ \tau \leq \tau_1 \}} + \mathcal{R}_2 1_{\{ \tau > \tau_1 \}}.
\]

Rewrite the right side of inequality (3.39) as

\[
\mathbb{E} \left[ e^{-\beta (\tau_1, \omega)} v^\epsilon \left( X^\tau, \zeta \right) \right]_{\mathcal{F}_\tau} = \mathbb{E} \left[ e^{-\beta \omega v^\epsilon \left( X^\omega, \zeta \right)} 1_{\{ \omega \leq \tau_1 \}} + e^{-\beta \tau_1 v^\epsilon (\zeta)} 1_{\{ \omega > \tau_1 \}} \right]_{\mathcal{F}_\tau} \text{ a.s. (3.40)}
\]
Also, because \( v' = v_n \) outside \( B_{n/2}(x_0) \), from the supermartingale property of \( v_n \), we obtain

\[
e^{-\beta \tau_1} v'(\zeta_1) 1_{\omega > \tau_1} = e^{-\beta \tau_1} v_n(\zeta_1) 1_{\omega > \tau_1} \geq \mathbb{E} \left[ e^{-\beta \omega} v_n \left( X_{\omega}^{\tau_1, \zeta_1}, R \right) 1_{\omega > \tau_1} \bigg| \mathcal{F}_{\tau_1} \right] \\
\geq \mathbb{E} \left[ e^{-\beta \omega} v' \left( X_{\omega}^{\tau_1, \zeta_1}, \mathcal{R}' \right) 1_{\omega > \tau_1} \bigg| \mathcal{F}_{\tau_1} \right] \quad \text{a.s.} \quad (3.41)
\]

By substituting (3.41) into (3.40), and by combining the result with (3.39), we finally get

\[
e^{-\beta \tau} v'(\zeta) \geq \mathbb{E} \left[ e^{-\beta \omega} v' \left( X_{\omega}^{\tau, \zeta}, \mathcal{R}' \right) \bigg| \mathcal{F}_{\tau} \right] \quad \text{a.s.}
\]

Hence, \( v' \in \Psi^+ \), with associated \((\tau, \zeta)\)-retention strategy \( \mathcal{R}' \), and we have completed the proof of this theorem. \( \square \)

An immediate corollary of the definition of \( v_+ \) in (3.20) and of Lemma 3.2 is the following.

**Corollary 3.1.** \( \psi \leq v_+ \) on \( \mathbb{R} \), that is, the minimum discounted probability of exponential Parisian ruin is a lower bound of \( v_+ \). \( \square \)

### 3.3 Stochastic subsolution

**Definition 3.4.** An l.s.c. function \( u : \mathbb{R} \rightarrow \left[ 0, \frac{\rho}{\rho + \beta} \right] \) is called a stochastic subsolution if it satisfies the following properties:

1. For any random initial condition \((\tau, \zeta)\), any retention strategy \( \mathcal{R} \in \mathcal{R}_{\tau, K} \), and any \( \mathcal{F} \)-stopping time \( \omega \in [\tau, K] \),

\[
e^{-\beta \tau} u(\zeta) \leq \mathbb{E} \left[ e^{-\beta \omega} u \left( X_{\omega}^{\tau, \zeta}, \mathcal{R} \right) \bigg| \mathcal{F}_{\tau} \right] \quad \text{a.s.,}
\]

in which \( u \) is understood to be its extension to \( \mathbb{R} \cup \{ \Delta \} \).

2. \( \lim_{x \to -\infty} u(x) \leq \frac{\rho}{\rho + \beta} \) and \( \lim_{x \to \infty} u(x) = 0 \).

Let \( \Psi^- \) denote the set of stochastic subsolutions. \( \square \)

\( \Psi^- \) is non-empty because \( 0 \in \Psi^- \). However, it is more useful to have a stochastic subsolution that satisfies the boundary conditions with equality; therefore, we present the following lemma.

**Lemma 3.4.** The function \( \overline{\psi} \) is a stochastic subsolution, in which \( \overline{\psi} \) is defined by

\[
\overline{\psi}(x) = \begin{cases} 
\frac{\rho}{\rho + \beta} (1 - e^{\gamma_2 (x+1)}), & x < -1, \\
0, & x \geq -1,
\end{cases} \quad (3.42)
\]

with \( \gamma_2 \) equal to the unique positive solution of (3.12).

**Proof.** By construction, \( \overline{\psi} \) is in \( C^0(\mathbb{R}) \), and it decreases from \( \frac{\rho}{\rho + \beta} \) to 0 on \( \mathbb{R} \); thus, \( \overline{\psi} \) is l.s.c. and satisfies condition (2) in Definition 3.4 with equality. Thus, we only need to show condition (1) of that definition. First, we see, for \( x > -1 \),

\[
F(x, \overline{\psi}(x), \overline{\psi}'(x), \overline{\psi}(\cdot)) \leq 0.
\]

For \( x < -1 \), by the definition of \( \gamma_2 \) and the proof of Proposition 3.2, one can show that

\[
F(x, \overline{\psi}(x), \overline{\psi}'(x), \overline{\psi}(\cdot)) = 0.
\]

Finally, for \( x = -1 \), we have

\[
\lim_{x \to (-1)^-} \overline{\psi}'(x) = \lim_{x \to (-1)^-} \frac{\overline{\psi}(-1) - \overline{\psi}(x)}{-1 - x} = - \frac{\rho}{\rho + \beta} \gamma_2;
\]
from which it follows
\[\lim_{x \to (1-)} F(x, \psi(x), \psi'(x), \psi(\cdot)) = 0.\]

Hence, by applying Itô’s formula (see Theorem 47 in Chapter IV of Protter [25], which uses left limits) to \(e^{-\beta \omega \psi(X_{\omega}^{\tau, \zeta}, \mathcal{R})}\) with initial random condition \((\tau, \zeta)\), retention strategy \(\mathcal{R} \in \mathcal{R}_{\tau, \zeta}\), and \(\mathbb{F}\)-stopping time \(\omega \in [\tau, \bar{\tau}]\), and by taking the \(\mathcal{F}_\tau\)-expectation as in the proof of Lemma 3.4, we obtain
\[
e^{-\beta \tau \omega \psi(\zeta)} \leq \mathbb{E} \left[ e^{-\beta \omega \psi(X_{\omega}^{\tau, \zeta}, \mathcal{R})} \bigg| \mathcal{F}_\tau \right] \quad \text{a.s.}
\]

Therefore, \(\psi\) satisfies condition (1) in Definition 3.4 \(\square\)

**Lemma 3.5.** For any \(u \in \Psi^-\), we have \(u \leq \psi\) on \(\mathbb{R}\), that is, the minimum discounted probability of exponential Parisian ruin is an upper bound of any stochastic subsolution.

**Proof.** First, note that \(u \leq \psi\) on the boundary of \(\mathbb{R}\) by condition (2) in Definition 3.4. Second, for \(x \in \mathbb{R}\), let \((\tau, \zeta) = (0, x)\), let \(\mathcal{R}\) be any admissible retention strategy, and let \(\omega = \min(K, \tau_M)\), in which \(\tau_M\) is defined by
\[
\tau_M = \inf \left\{ t \geq 0 : X_t^{x, \mathcal{R}} = M \right\}, \quad \text{for some } M \geq x,
\]
that is, \(\tau_M\) is the first time \(X_t^{x, \mathcal{R}}\) hits the barrier \(M\). Then, by applying the submartingale property (1) in Definition 3.4 we have
\[
u(x) \leq \mathbb{E} \left[ e^{-\beta(K \wedge \tau_M)} \nu(X_{K \wedge \tau_M}^{x, \mathcal{R}}) \right] = \mathbb{E} \left[ e^{-\beta K} \nu(X_{K}^{x, \mathcal{R}}) \mathbf{1}_{\{K < \tau_M\}} \right] + \mathbb{E} \left[ e^{-\beta \tau_M} \nu(M) \mathbf{1}_{\{K \geq \tau_M\}} \right].
\]

Because \(\nu\) is bounded on \(\mathbb{R}\) with \(\lim_{M \to \infty} \nu(M) = 0\), the Dominated Convergence Theorem implies
\[
\lim_{M \to \infty} \mathbb{E} \left[ e^{-\beta \tau_M} \nu(M) \mathbf{1}_{\{K \geq \tau_M\}} \right] = \mathbb{E} \left[ \lim_{M \to \infty} e^{-\beta \tau_M} \nu(M) \mathbf{1}_{\{K \geq \tau_M\}} \right] = 0.
\]
Thus, because \(u(X_K^{x, \mathcal{R}}) \mathbf{1}_{\{K < \tau_M\}} = \mathbf{1}_{\{K < \tau_M\}}\),
\[
u(x) \leq \lim_{M \to \infty} \mathbb{E} \left[ e^{-\beta K} \mathbf{1}_{\{K < \tau_M\}} \right]. \tag{3.43}
\]
If we were to prove
\[
\lim_{M \to \infty} \tau_M(X_t^{x, \mathcal{R}}) = \infty \quad \text{a.s.,} \tag{3.44}
\]
then (3.43) and (3.44) would imply, by the Dominated Convergence Theorem,
\[
u(x) \leq \mathbb{E} \left[ \lim_{M \to \infty} e^{-\beta K} \mathbf{1}_{\{K < \tau_M\}} \right] = \mathbb{E} \left[ e^{-\beta K} \mathbf{1}_{\{K < \infty\}} \right].
\]
Because this inequality holds for any retention strategy, by taking the infimum over all admissible retention strategies, we obtain \(u \leq \psi\).

It remains for us to prove (3.44). To that end, construct a simple process \(\hat{X}_t = x + ct\) for \(t \geq 0\). It is easy to verify that \(\hat{X}_t \geq X_t^{x, \mathcal{R}}\) a.s. for all \(t \geq 0\) and all \(\mathcal{R} \in \mathcal{R}\). Thus, the hitting time to barrier \(M \geq x\) for \(\hat{X}\) is less than or equal to the hitting time for \(X_t^{x, \mathcal{R}}\), that is, \(\tau_M(\hat{X}) \leq \tau_M(X_t^{x, \mathcal{R}})\) a.s. Moreover, we compute \(\tau_M(\hat{X}) = (M - x)/c\), so
\[
\tau_M(X_t^{x, \mathcal{R}}) \geq \frac{M - x}{c} \quad \text{a.s.}
\]
Therefore, \(\lim_{M \to \infty} \tau_M(X_t^{x, \mathcal{R}}) = \infty \quad \text{a.s.}\), and we have proved (3.44) \(\square\).

We omit the proof of the following theorem because it parallels the one for Theorem 3.1.
Theorem 3.2. The lower stochastic envelope $u_-$, defined by

$$u_-(x) = \sup_{u \in \Psi^-} u(x), \quad (3.45)$$

is a viscosity supersolution of (3.2) and (3.3).

An immediate corollary of the definition of $u_-$ in (3.45) and of Lemma 3.5 is the following.

Corollary 3.2. $u_- \leq \psi$ on $\mathbb{R}$, that is, the minimum discounted probability of exponential Parisian ruin is an upper bound of $u_-$. □

3.4 Comparison principle

We introduce an equivalent definition of viscosity sub- and supersolutions for our problem; standard techniques in the theory of viscosity solutions proves its equivalence to Definition 3.1.

Definition 3.5. We say a u.s.c. function $u : \mathbb{R} \to [0, \frac{b}{\rho + \rho}]$ is a viscosity subsolution of (3.2) and (3.3) if $u$ satisfies (3.3) with equality and if, for any $x_0 \in \mathbb{R}$ and for any $\varphi \in C^1(\mathbb{R})$ such that $u - \varphi$ reaches a local maximum at $x_0$, we have

$$\left\{ \begin{array}{ll} F(x_0, u(x_0), \varphi(x_0), \varphi'(\cdot)) \leq 0, & x_0 \neq 0, \\ \lim_{x \to 0^-} F(x, u(x), \varphi'(x), u'(\cdot)) \leq 0, & x_0 = 0. \end{array} \right. \quad (3.46)$$

Similarly, we say an l.s.c. function $\bar{u} : \mathbb{R} \to [0, \frac{b}{\rho + \rho}]$ is a viscosity supersolution of (3.2) and (3.3) if $\bar{u}$ satisfies (3.3) with equality and if, for any $x_0 \in \mathbb{R}$ and for any $\phi \in C^1(\mathbb{R})$ such that $\bar{u} - \phi$ reaches a local minimum at $x_0$, we have

$$F(x_0, \bar{u}(x_0), \phi'(x_0), \bar{u}'(\cdot)) \geq 0. \quad (3.47)$$

Finally, a function $u$ is called a (continuous) viscosity solution of (3.2) and (3.3) if it is both a viscosity subsolution and a viscosity supersolution of (3.2) and (3.3). □

We use Definition 3.5 to prove a comparison principle. First, we introduce a function that we use in that proof.

Lemma 3.6. For a given constant $b > 0$, define the function $q \in C^1(\mathbb{R})$ by

$$q(x) = \begin{cases} 0, & |x| \leq 1, \\ b(1 + \cos(\pi x)), & 1 < |x| < 2, \\ 2b, & |x| \geq 2. \end{cases} \quad (3.48)$$

Then, for $m \in \mathbb{N}$, define the function $q_m$ by

$$q_m(x) = q(x/m), \quad (3.49)$$

for all $x \in \mathbb{R}$. Then,

$$\lim_{m \to \infty} \|q_m\|_{\infty} = 0, \quad (3.50)$$

and

$$\sup_{R} \mathbb{E}q_m(x - R) - q_m(x) = \begin{cases} 0, & |x| \geq 2m, \\ -\int_{x+m}^{x+2m} q_m(x-y)S_Y(y)dy, & -2m < x \leq m, \\ -\int_{2x}^{x+2m} q_m(x-y)S_Y(y)dy, & m < x < 2m, \end{cases} \quad (3.51)$$

which is non-negative for all $x \in \mathbb{R}$. Furthermore,

$$\lim_{m \to \infty} \left\| \sup_{R} \mathbb{E}q_m(x - R) - q_m(x) \right\|_{\infty} = 0. \quad (3.52)$$
Proof. The limit in (3.50) follows easily from
\[
q'_m(x) = \begin{cases} 
0, & |x| \leq m, \\
- \frac{b\pi}{m} \sin \left( \frac{\pi x}{m} \right), & m < |x| < 2m, \\
0, & |x| \geq 2m.
\end{cases}
\] (3.53)

To prove (3.51), consider the maximization problem over the various domains of \( q \) retention function that maximizes \( q_m(x - R) \) is identically 0, so \( \sup_R q_m(x - R) = q_m(x) \). Second, for \( x \geq 2m \), one retention function that maximizes \( q_m(x - R) \) is \( Y \), so \( \sup_R q_m(x - R) = \mathbb{E} q_m(x - Y) \). Fourth and finally, for \( m < x < 2m \), the optimal \( R \) to maximize \( q_m(x - R) \) equals \( R_m \) given by
\[
R_m(y) = \begin{cases} 
0, & 0 \leq y \leq 2x, \\
y, & y > 2x.
\end{cases}
\] (3.54)

To obtain the expressions in (3.51) perform integration by parts on \( \mathbb{E} q_m(x - Y) \) and \( \mathbb{E} q_m(x - R_m) \).

The non-negativity of \( \sup_R \mathbb{E} q_m(x - R) - q_m(x) \) follows from \( q'_m(x) \leq 0 \) for \( x \leq 0 \), and the limit in (3.52) follows from
\[
\int_a^{x+2m} |q'_m(x - y)| S_Y(y) dy \leq \frac{b\pi}{m} EY.
\]

Next, we adapt the proof of Proposition 3.4.1 in Barles and Chasseigne [2] to prove the following lemma.

**Lemma 3.7.** If \( v \) is a viscosity subsolution of (3.2) and (3.3), then
\[
v(x) = \lim sup_{\delta \to 0^+} v(x + \delta).
\] (3.55)

Proof. Because \( v \) is u.s.c., we know that \( v(x) \geq \lim sup_{\delta \to 0^+} v(x + \delta) \geq \lim sup_{\delta \to 0^+} v(x + \delta) \) for all \( x \in \mathbb{R} \), so suppose that there exists \( x_0 \in \mathbb{R} \) such that
\[
v(x_0) > \lim sup_{\delta \to 0^+} v(x_0 + \delta) \geq 0.
\]
Then, there exist \( \epsilon > 0 \) and \( \delta > 0 \) such that \( 0 < \delta' \leq \delta \) implies
\[
v(x_0 + \delta') < v(x_0) - \epsilon.
\] (3.56)

For \( n \in \mathbb{N} \) and for some \( \delta' \in (0, \delta] \), define the function \( \Phi_n \) on \( \mathbb{R} \) by
\[
\Phi_n(x) = v(x) + n(x - x_0) - \frac{v(x_0 - \delta')}{(\delta')^2} (x - x_0)^2.
\] (3.57)

We wish to maximize \( \Phi_n \) on the interval \([x_0 - \delta', x_0 + \delta']\). Because \( \Phi_n \) is u.s.c., it attains its maximum on this interval at, say, \( x_n \).

First, for \( x \in (x_0, x_0 + \delta'] \), inequality (3.56) implies
\[
\Phi_n(x) = v(x) + n(x - x_0) - \frac{v(x_0 - \delta')}{(\delta')^2} (x - x_0)^2 \leq v(x) + n(x - x_0) - v(x_0) - \epsilon + n\delta' \leq v(x_0) - \epsilon + n\delta' \leq v(x_0) = \Phi_n(x_0),
\]
in which the last inequality follows if we choose \( \delta' \) such that \( n\delta' \leq \epsilon \). Thus, on \([x_0 - \delta', x_0 + \delta']\), \( \Phi_n \) attains its maximum at \( x_n \in [x_0 - \delta', x_0] \). Note that
\[
\Phi_n(x_0 - \delta') = v(x_0 - \delta') + n(-\delta') - v(x_0 - \delta') = -n\delta' < 0 < v(x_0) = \Phi_n(x_0).
\]
Thus, \( x_n \neq x_0 - \delta' \), and \( \Phi_n \) achieves its maximum on \([x_0 - \delta', x_0 + \delta']\) at an interior point. Also, because \( x_n \leq x_0 \),
\[
\frac{\rho}{\rho + \beta} \geq v(x_n) \geq \Phi_n(x_n) = v(x_n) + n(x_n - x_0) - \frac{v(x_0 - \delta')}{(\delta')^2} (x_n - x_0)^2 \geq v(x_0) > 0,
\]
which implies
\[
\lim_{n \to \infty} x_n = x_0. \tag{3.58}
\]

By using the viscosity subsolution property of \( v \) with the test function
\[
\varphi(x) = -n(x - x_0) + \frac{v(x_0 - \delta')}{(\delta')^2} (x - x_0)^2
\]
at the point \( x_n \in (x_0 - \delta', x_0 + \delta') \), we have
\[
F((x_n)_-, v(x_n), -n + 2v(x_0 - \delta')(x_n - x_0)/(\delta')^2, v(\cdot)) \leq 0,
\]
or equivalently,
\[
\beta v(x_n) + \rho(v(x_n) - 1)1_{\{x_n \leq 0\}}
+ \sup_{R} \left[ \left( n - \frac{2v(x_0 - \delta')}{(\delta')^2} (x_n - x_0) \right) \left( \lambda \left( (1 + \theta) E R + \eta E Y R - \frac{\eta}{2} E (R')^2 \right) - \kappa \right)
- \lambda (E v(x_n - R) - v(x_n)) \right] \leq 0,
\]
which implies
\[
\beta v(x_n) + \rho(v(x_n) - 1)1_{\{x_n \leq 0\}} - \lambda \frac{\rho}{\rho + \beta}
+ \sup_{R} \left[ \left( n - \frac{2v(x_0 - \delta')}{(\delta')^2} (x_n - x_0) \right) \left( \lambda \left( (1 + \theta) E R + \eta E Y R - \frac{\eta}{2} E (R')^2 \right) - \kappa \right) \right] \leq 0,
\]
which further implies
\[
\beta v(x_n) + \rho(v(x_n) - 1)1_{\{x_n \leq 0\}} - \lambda \frac{\rho}{\rho + \beta} + c \left( n - \frac{2v(x_0 - \delta')}{(\delta')^2} (x_n - x_0) \right) \leq 0,
\]
which leads to a contradiction as \( n \to \infty \) because the last term approaches \(+\infty\); recall the limit in (3.58).

Thus, we have proved (3.58).

Now, we are ready to prove a comparison theorem.

**Theorem 3.3.** (Comparison principle) If \( v \) (resp., \( u \)) is a viscosity subsolution (resp., viscosity supersolution) of (3.2) and (3.3), then \( v \leq u \) on \( \mathbb{R} \).

**Proof.** If we apply the standard proof of doubling the variables, we run into difficulties because the operator \( F \) is discontinuous at \( x = 0 \). To remove this difficulty, we borrow an idea from Giga, Górka, and Rybka [13], who approximate their discontinuous Hamiltonian with a continuous one. For some small value of \( \delta > 0 \), define the operator \( F^\delta \) by
\[
F^\delta(x, u(x), v_x(x), w(\cdot)) = \begin{cases} F(x, u(x), v_x(x), w(\cdot)), & x < -\delta, x \geq 0, \\ \left( 1 + \frac{x}{\delta} \right) \rho (1 - u(x)) + F(x, u(x), v_x(x), w(\cdot)), & -\delta \leq x < 0. \end{cases} \tag{3.59}
\]
Because the viscosity supersolution \( u \) takes values in \([0, \frac{2}{\rho + \beta}]\), it follows (in the viscosity sense) that
\[
F^\delta(x, u(x), u_x(x), u(\cdot)) \geq F(x, u(x), u_x(x), u(\cdot)).
\] (3.60)

Thus, \( u \) is also a viscosity supersolution of \( F^\delta = 0 \). Next, from the viscosity subsolution \( v \), define the function \( v^\delta \) by
\[
v^\delta(x) = v(x + \delta),
\] (3.61)
for \( x \in \mathbb{R} \). In Appendix B, we prove that \( v^\delta \) is a viscosity subsolution of \( F^\delta = 0 \). In what follows, we prove that \( v^\delta \leq u \) on \( \mathbb{R} \).

Define \( S \) by
\[
S = \sup_{x \in \mathbb{R}} (v^\delta(x) - u(x)).
\] (3.62)

We wish to show that \( S \leq 0 \); suppose, on the contrary, that \( S > 0 \). Note that \( S \) is finite because \( u \) and \( v^\delta \) are bounded. We, next, approximate \( S \). To that end, define \( q \) and \( q_m \) by (3.48) and (3.49), respectively, with \( b \) satisfying
\[
b > \frac{\rho}{\rho + \beta}.
\] (3.63)

Define \( S_{m,n} \), which we use to approximate \( S \), as follows:
\[
S_{m,n} = \sup_{x,y \in \mathbb{R}} \left( v^\delta(x) - u(y) - q_m(x) - \frac{n}{2} (x - y)^2 \right).
\] (3.64)

Because \( S > 0 \), there exists \( x' \in \mathbb{R} \) such that
\[
v^\delta(x') - u(x') \geq \frac{S}{2}.
\]

Let \( m > |x'| \), and for the remainder of this proof, assume that \( m > |x'| \); then,
\[
S_{m,n} = \sup_{x,y \in \mathbb{R}} \left( v^\delta(x) - u(y) - q_m(x) - \frac{n}{2} (x - y)^2 \right)
\geq \sup_{x \in \mathbb{R}} \left( v^\delta(x) - u(x) - q_m(x) - \frac{n}{2} (x - x')^2 \right)
= \sup_{x \in \mathbb{R}} \left( v^\delta(x) - u(x) - q_m(x) \right)
\geq \sup_{|x| \leq m} \left( v^\delta(x) - u(x) - q_m(x) \right)
= \sup_{|x| \leq m} \left( v^\delta(x) - u(x) \right)
\geq v^\delta(x') - u(x') \geq \frac{S}{2}.
\] (3.65)

Among other things, we have \( S_{m,n} > 0 \), which implies that the supremum defining \( S_{m,n} \) is achieved on \([-2m, 2m]^2 \) because \( q_m(x) > \|u\|_\infty + \|v^\delta\|_\infty \) for \(|x| \geq 2m \). Let \((x_{m,n}, y_{m,n})\) be a point at which the supremum \( S_{m,n} \) is realized. For a fixed value of \( m > |x'| \), the sequence \( \{ (x_{m,n}, y_{m,n}) \}_{n \geq N} \) lies in a bounded region, namely \([-2m, 2m]^2 \), which implies that this sequence converges to some point \((x_{m,\infty}, y_{m,\infty})\) as \( n \) goes to \( \infty \). Furthermore, the inequality
\[
v^\delta(x_{m,n}) - u(y_{m,n}) - q_m(x_{m,n}) - \frac{n}{2} (x_{m,n} - y_{m,n})^2 \geq \frac{S}{2}
\] (3.66)
holds for all \( n \in \mathbb{N} \); thus, there exist \( C > 0 \) and \( N \in \mathbb{N} \) such that, for all \( n \geq N \),
\[
n(x_{m,n} - y_{m,n})^2 \leq C,
\] (3.67)
which implies that \( x_{m,\infty} = y_{m,\infty} \).
We can obtain even more from the inequalities in (3.65). First, note that
\[
\lim_{m \to \infty} \sup_{|x| \leq m} (v^\delta(x) - u(x)) = \sup_{x \in \mathbb{R}} (v^\delta(x) - u(x)),
\]
(3.68)
in which the right side equals \( S \). Indeed, because \( v^\delta - u \) is u.s.c., it follows that, on the set \(|x| \leq m\), \( v^\delta - u \) achieves its supremum at, say, \( \tilde{x}_m \). Then, because the interval \([-m, m]\) increases with \( m \), the sequence \( \{v^\delta(\tilde{x}_m) - u(\tilde{x}_m)\}_{m \geq |x|} \) is non-decreasing. Also, this sequence is bounded above by \( S \); therefore, it has a limit \( S' \). Clearly, \( S' \leq S \), and we wish to show that \( S' = S \). Suppose, on the contrary, that \( S' < S \), and define \( \delta = (S - S')/2 \). By the definition of \( S \), there exists \( \tilde{x} \) such that
\[
v^\delta(\tilde{x}) - u(\tilde{x}) > S - \delta = \frac{S + S'}{2} > S',
\]
which contradicts the definition of \( S' \). Thus, \( S' = S \).

Now, because \( q_m \geq 0 \), from inequality (3.65), we have
\[
\sup_{x \in \mathbb{R}} (v^\delta(x) - u(x)) \geq \sup_{|x| \leq m} (v^\delta(x) - u(x) - q_m(x)) \geq \sup_{|x| \leq m} (v^\delta(x) - u(x)),
\]
or equivalently,
\[
S \geq S_m \geq \sup_{|x| \leq m} (v^\delta(x) - u(x)),
\]
(3.69)
in which \( S_m \) denotes the supremum of \( v^\delta - u - q_m \) on \( \mathbb{R} \). Then, by taking the limit as \( m \) goes to \( \infty \) in (3.69) and by using (3.68), we obtain
\[
S \geq \lim \sup_{m \to \infty} S_m \geq \lim \inf_{m \to \infty} S_m \geq S,
\]
which implies that
\[
\lim_{m \to \infty} S_m = S.
\]
(3.70)
Also, inequality (3.65) implies that \( v^\delta(x_{m,n}) - u(y_{m,n}) - q_m(x_{m,n}) \geq S_{m,n} \geq S_m \) for all \( n \in \mathbb{N} \); now, let \( n \) go to \( \infty \) to obtain
\[
S \geq v^\delta(x_{m,\infty}) - u(x_{m,\infty}) \geq \lim_{n \to \infty} \sup (v^\delta(x_{m,n}) - u(y_{m,n}) - q_m(x_{m,n})) \geq \lim \sup_{n \to \infty} S_{m,n} \geq S_m,
\]
in which the second inequality follows because \( v^\delta - u \) is u.s.c. Thus, we have
\[
\lim_{m \to \infty} \lim \sup_{n \to \infty} S_{m,n} = \lim_{m \to \infty} S_m = S = \lim_{m \to \infty} (v^\delta(x_{m,\infty}) - u(x_{m,\infty})),
\]
(3.71)
and \( \lim_{m \to \infty} q_m(x_{m,\infty}) = 0 \). Similarly,
\[
S_m \geq v^\delta(x_{m,\infty}) - u(x_{m,\infty}) - q_m(x_{m,\infty}) \geq \lim_{n \to \infty} \sup (v^\delta(x_{m,n}) - u(y_{m,n}) - q_m(x_{m,n}) - \frac{n}{2} (x_{m,n} - y_{m,n})^2) \geq \lim \sup_{n \to \infty} S_{m,n} \geq S_m,
\]
which implies that
\[
\lim \sup_{n \to \infty} S_{m,n} = S_m = v^\delta(x_{m,\infty}) - u(x_{m,\infty}) - q_m(x_{m,\infty}),
\]
(3.72)
and \( \lim_{n \to \infty} n(x_{m,n} - y_{m,n})^2 = 0 \).
From the definition of \((x_{m,n}, y_{m,n})\), we deduce that

\[
\begin{aligned}
\begin{cases}
x_{m,n} \text{ is a maximizer of } x \mapsto v^\delta(x) - q_m(x) - \frac{n}{2} (x - y_{m,n})^2 \text{ on } \mathbb{R}, \\
y_{m,n} \text{ is a minimizer of } y \mapsto u(y) + \frac{n}{2} (x_{m,n} - y)^2 \text{ on } \mathbb{R}.
\end{cases}
\end{aligned}
\tag{3.73}
\]

By using the viscosity subsolution property of \(v^\delta\) with the test function \(q_m(x) + \frac{n}{2} (x - y_{m,n})^2\) at the point \(x_{m,n}\), we obtain

\[
F^\delta(x_{m,n}, v^\delta(x_{m,n}), q_m'(x_{m,n}) + n(x_{m,n} - y_{m,n}), v^\delta(\cdot)) \leq 0,
\]

or equivalently,

\[
\beta v^\delta(x_{m,n}) + \min \left(1, -\frac{x_{m,n}}{\delta}\right) \rho(v^\delta(x_{m,n}) - 1) 1_{\{x_{m,n} < 0\}} + \kappa (q_m'(x_{m,n}) + n(x_{m,n} - y_{m,n})) \\
- \lambda \inf_R \left[(q_m'(x_{m,n}) + n(x_{m,n} - y_{m,n})) \left(1 + \theta E R + \eta E(Y R) - \frac{n}{2} E(R^2)\right) + \mathbb{E}v^\delta(x_{m,n} - R) - v^\delta(x_{m,n})\right] \leq 0.
\tag{3.74}
\]

Similarly, by using the viscosity supersolution property of \(u\) with the test function \(-\frac{n}{2} (x_{m,n} - y)^2\) at the point \(y_{m,n}\), we obtain

\[
F^\delta(y_{m,n}, u(y_{m,n}), n(x_{m,n} - y_{m,n}), u(\cdot)) \geq 0,
\]

or equivalently,

\[
\beta u(y_{m,n}) + \min \left(1, -\frac{y_{m,n}}{\delta}\right) \rho(u(y_{m,n}) - 1) 1_{\{y_{m,n} < 0\}} + \kappa n(x_{m,n} - y_{m,n}) \\
- \lambda \inf_R \left[n(x_{m,n} - y_{m,n}) \left(1 + \theta E R + \eta E(Y R) - \frac{n}{2} E(R^2)\right) + \mathbb{E}v^\delta(y_{m,n} - R) - u(y_{m,n})\right] \geq 0.
\tag{3.75}
\]

By subtracting inequality (3.75) from (3.74), we obtain

\[
(\lambda + \beta) (v^\delta(x_{m,n}) - u(y_{m,n})) + \min \left(1, -\frac{x_{m,n}}{\delta}\right) \rho(v^\delta(x_{m,n}) - 1) 1_{\{x_{m,n} < 0\}} \\
- \min \left(1, -\frac{y_{m,n}}{\delta}\right) \rho(u(y_{m,n}) - 1) 1_{\{y_{m,n} < 0\}} + \kappa q_m'(x_{m,n}) \\
- \lambda \inf_R \left[(q_m'(x_{m,n}) + n(x_{m,n} - y_{m,n})) \left(1 + \theta E R + \eta E(Y R) - \frac{n}{2} E(R^2)\right) + \mathbb{E}v^\delta(x_{m,n} - R)\right] \\
+ \lambda \inf_R \left[n(x_{m,n} - y_{m,n}) \left(1 + \theta E R + \eta E(Y R) - \frac{n}{2} E(R^2)\right) + \mathbb{E}u(y_{m,n} - R)\right] \leq 0.
\tag{3.76}
\]

Note that

\[
\lambda \inf_R \left[\mathbb{E}(u(y_{m,n} - R) - \mathbb{E}v^\delta(x_{m,n} - R) - q_m'(x_{m,n}) \left(1 + \theta E R + \eta E(Y R) - \frac{n}{2} E(R^2)\right))\right] \\
\leq \lambda \inf_R \left[n(x_{m,n} - y_{m,n}) \left(1 + \theta E R + \eta E(Y R) - \frac{n}{2} E(R^2)\right) + \mathbb{E}u(y_{m,n} - R)\right] \\
- \lambda \inf_R \left[(q_m'(x_{m,n}) + n(x_{m,n} - y_{m,n})) \left(1 + \theta E R + \eta E(Y R) - \frac{n}{2} E(R^2)\right) + \mathbb{E}v^\delta(x_{m,n} - R)\right].
\]

The above inequality and (3.76) imply

\[
(\lambda + \beta) (v^\delta(x_{m,n}) - u(y_{m,n})) + \min \left(1, -\frac{x_{m,n}}{\delta}\right) \rho(v^\delta(x_{m,n}) - 1) 1_{\{x_{m,n} < 0\}} \\
- \min \left(1, -\frac{y_{m,n}}{\delta}\right) \rho(u(y_{m,n}) - 1) 1_{\{y_{m,n} < 0\}} + \kappa q_m'(x_{m,n})
\]

\[20\]
\[ + \lambda \inf_{R} \left[ \mathbb{E}u(y_{m,n} - R) - \mathbb{E}v^\delta(x_{m,n} - R) - q_m'(x_{m,n}) \left( (1 + \theta)\mathbb{E}R + \eta\mathbb{E}(YR) - \frac{\eta}{2} \mathbb{E}(R^2) \right) \right] \leq 0, \]

or equivalently,

\[
(\lambda + \beta)(v^\delta(x_{m,n}) - u(y_{m,n})) + \min \left( 1, - \frac{x_{m,n}}{\delta} \right) \rho(v^\delta(x_{m,n}) - 1) 1_{\{x_{m,n} < 0\}} \\
- \min \left( 1, - \frac{y_{m,n}}{\delta} \right) \rho(1 - u(y_{m,n}) - 1) 1_{\{y_{m,n} < 0\}} + \kappa q'_m(x_{m,n}) \\
\leq \lambda \sup_{R} \left[ \mathbb{E}v^\delta(x_{m,n} - R) - \mathbb{E}(y_{m,n} - R) + q'_m(x_{m,n}) \left( (1 + \theta)\mathbb{E}R + \eta\mathbb{E}(YR) - \frac{\eta}{2} \mathbb{E}(R^2) \right) \right]. \tag{3.77} \]

Also, note that

\[
\lambda \sup_{R} \left[ \mathbb{E}v^\delta(x_{m,n} - R) - \mathbb{E}(y_{m,n} - R) - q_m(x_{m,n} - R) \right] \\
+ \lambda \sup_{R} \left[ \mathbb{E}q_m(x_{m,n} - R) + q'_m(x_{m,n}) \left( (1 + \theta)\mathbb{E}R + \eta\mathbb{E}(YR) - \frac{\eta}{2} \mathbb{E}(R^2) \right) \right].
\]

The above inequality and (3.77) imply

\[
(\lambda + \beta)(v^\delta(x_{m,n}) - u(y_{m,n})) + \min \left( 1, - \frac{x_{m,n}}{\delta} \right) \rho(v^\delta(x_{m,n}) - 1) 1_{\{x_{m,n} < 0\}} \\
- \min \left( 1, - \frac{y_{m,n}}{\delta} \right) \rho(1 - u(y_{m,n}) - 1) 1_{\{y_{m,n} < 0\}} \\
\leq \lambda \sup_{R} \left[ v^\delta(x_{m,n} - R) - u(y_{m,n} - R) - q_m(x_{m,n} - R) - \frac{\eta}{2} (x_{m,n} - y_{m,n})^2 \right] + \frac{\eta}{2} (x_{m,n} - y_{m,n})^2 \\
+ \lambda \sup_{R} \left[ \mathbb{E}q_m(x_{m,n} - R) + q'_m(x_{m,n}) \left( (1 + \theta)\mathbb{E}R + \eta\mathbb{E}(YR) - \frac{\eta}{2} \mathbb{E}(R^2) \right) \right].
\]

From the definition of \( S_m \) in (3.64), we obtain

\[
\lambda \left( v^\delta(x_{m,n}) - u(y_{m,n}) - q_m(x_{m,n}) \right) + \beta \left( v^\delta(x_{m,n}) - u(y_{m,n}) \right) - \frac{n}{2} (x_{m,n} - y_{m,n})^2 \\
+ \min \left( 1, - \frac{x_{m,n}}{\delta} \right) \rho(v^\delta(x_{m,n}) - 1) 1_{\{x_{m,n} < 0\}} - \min \left( 1, - \frac{y_{m,n}}{\delta} \right) \rho(1 - u(y_{m,n}) - 1) 1_{\{y_{m,n} < 0\}} \\
\leq \lambda S_m + \lambda \left( \sup_{R} \mathbb{E}q_m(x_{m,n} - R) - q_m(x_{m,n}) + ||q'_m||_{\infty} \left\{ (1 + \theta)\mathbb{E}Y + \frac{\eta}{2} \mathbb{E}(Y^2) - \frac{\kappa}{\lambda} \right\} \right). \tag{3.78} \]

If we let \( n \) go to \( \infty \) in (3.78) and cancel the term \( \lambda S_m \) from each side, we get

\[
\beta \left( v^\delta(x_{m,\infty}) - u(x_{m,\infty}) \right) + \min \left( 1, - \frac{x_{m,\infty}}{\delta} \right) \rho(v^\delta(x_{m,\infty}) - 1) 1_{\{x_{m,\infty} < 0\}} \\
- \min \left( 1, - \frac{x_{m,\infty}}{\delta} \right) \rho(1 - u(x_{m,\infty}) - 1) 1_{\{x_{m,\infty} < 0\}} \\
\leq \lambda \left( \sup_{R} \mathbb{E}q_m(x - R) - q_m(x) \right)_{\infty} + c ||q'_m||_{\infty}. \tag{3.79} \]

By taking a limit as \( m \) goes to \( \infty \) in (3.79) and by using the results of Lemma 3.6, we obtain

\[
\beta S + \rho S \liminf_{m \to \infty} \left[ \min \left( 1, - \frac{x_{m,\infty}}{\delta} \right) 1_{\{x_{m,\infty} < 0\}} \right] \leq 0, \tag{3.80} \]

which contradicts \( S > 0 \) and \( \beta > 0 \).

Thus, we have shown that \( v^\delta \leq u \) on \( \mathbb{R} \). By taking the limit superior as \( \delta \to 0^+ \), as in (3.55), we obtain \( v \leq u \) on \( \mathbb{R} \). \( \square \)

We now present our main result, an application of the comparison principle in Theorem 3.3.
Theorem 3.4. The minimum discounted probability of exponential Parisian ruin $\psi$ is the unique viscosity solution of the HJB equation (3.2) with boundary conditions (3.3).

Proof. From Corollaries 3.1 and 3.2 we know

$$u_- \leq \psi \leq v_+$$  \hspace{1cm} (3.81)

on $\mathbb{R}$. Furthermore, Theorems 3.1 and 3.2 prove that $v_+$ and $u_-$ are viscosity sub- and supersolutions, respectively. Thus, Theorem 3.3 implies that $v_+ \leq u_-$, which, when combined with (3.81) implies that

$$u_- = \psi = v_+$$

on $\mathbb{R}$. Thus, we have proved this theorem.

Next, we present a corollary that shows that $\psi$ is differentiable almost everywhere with strictly negative (and finite) derivative where it exists. We, thereby, deduce that $\psi$ is strictly decreasing on $\mathbb{R}$.

Corollary 3.3. The minimum discounted probability of exponential Parisian ruin $\psi$ is differentiable almost everywhere with respect to Lebesgue measure. Moreover, the lower left-derivative $D_- \psi$ defined by

$$D_- \psi(x) = \liminf_{\delta \to 0^+} \frac{\psi(x) - \psi(x - \delta)}{\delta}$$

is finite on $\mathbb{R}$. Finally, $\psi$ is strictly decreasing on $\mathbb{R}$.

Proof. Because $\psi$ is non-increasing, Lebesgue’s Differentiation Theorem implies the first statement of this corollary.

To prove the second statement, suppose, on the contrary, $D_- \psi(x_0) = -\infty$ for some $x_0 \in \mathbb{R}$; then, let $\varphi \in C^1(\mathbb{R})$ be a test function such that $\psi - \varphi$ reaches a maximum at $x_0$. Then, there exists $\delta_0 > 0$ such that $0 < \delta < \delta_0$ implies

$$\psi(x_0 - \delta) - \varphi(x_0 - \delta) \leq \psi(x_0) - \varphi(x_0),$$

or equivalently,

$$\frac{\varphi(x_0) - \varphi(x_0 - \delta)}{\delta} \leq \frac{\psi(x_0) - \psi(x_0 - \delta)}{\delta}.$$

By taking the limit inferior as $\delta \to 0^+$, we obtain $\varphi_x(x_0) = -\infty$. The viscosity subsolution property of $\psi$ implies

$$\beta \psi(x_0) + \rho(\psi(x_0) - 1)1_{x_0 \leq 0} + \sup_R \left[ \left( \kappa - \lambda \left( 1 + \theta \right) R + \eta E(YR) - \frac{\eta}{2} E(R^2) \right) \varphi_x(x_0) + \lambda \left( \psi(x_0) - E(\psi(x_0 - R)) \right) \right] \leq 0.$$

If we set $R = Y$, then the coefficient of $\varphi_x(x_0)$ equals $-c$, and we obtain $+\infty \leq 0$, a contradiction. Thus, $D_- \psi > -\infty$ on $\mathbb{R}$.

To prove the third statement, suppose, on the contrary, that $\psi$ is not strictly decreasing on $\mathbb{R}$. Then, because $\psi$ is non-increasing, there exist $x_1 < x_2$ such that, for all $x \in [x_1, x_2]$, $\psi(x_1) = \psi(x) = \psi(x_2)$. It follows that $\psi_x(x) = 0$ for all $x_1 < x < x_2$. Let $x_0 \in (x_1, x_2)$ with $x_0 \neq 0$; then, $F(x_0, \psi(x_0), 0, \psi(\cdot)) = 0$ implies

$$\beta \psi(x_0) + \rho(\psi(x_0) - 1)1_{x_0 < 0} = 0,$$

which contradicts $0 < \psi(x_0) < \frac{\rho \eta}{\rho + \eta}$. Thus, $\psi$ is strictly decreasing on $\mathbb{R}$.

A. Proof that $v^\delta$ is a viscosity subsolution of $F^\delta = 0$

Let $\varphi \in C^1(\mathbb{R})$ be a test function such that $v^\delta - \varphi$ reaches a strict, global maximum of 0 at $x = x_0$. We want to prove that

$$F^\delta(x_0, v^\delta(x_0), \varphi_x(x_0), \varphi(\cdot)) \leq 0.$$
To that end, define \( y = x + \delta \) and \( y_0 = x_0 + \delta \). Also, define a new test function \( \varphi^\delta \) by
\[
\varphi^\delta(y) = \varphi(y - \delta),
\]
for \( y \in \mathbb{R} \). Then, \( \varphi(x_0) = \varphi^\delta(y_0), \varphi_x(x_0) = \varphi^\delta_y(y_0) \), and \( \mathbb{E}\varphi(x_0 - R) - \varphi(x_0) = \mathbb{E}\varphi^\delta(y_0 - R) - \varphi^\delta(y_0) \).

If \( x_0 < -\delta \) or \( x_0 \geq 0 \), then
\[
F^\delta(x_0, v^\delta(x_0), \varphi_x(x_0), \varphi(\cdot)) = F(x_0, v(x_0 + \delta), \varphi_x(x_0), \varphi(\cdot))
\]
\[
= F(y_0 - \delta, v(y_0), \varphi^\delta_y(y_0), \varphi^\delta(\cdot)) = F((y_0) -, v(y_0), \varphi^\delta_y(y_0), \varphi^\delta(\cdot)) \leq 0.
\]

If \( -\delta \leq x_0 < 0 \), then
\[
F^\delta(x_0, v^\delta(x_0), \varphi_x(x_0), \varphi(\cdot))
\]
\[
= \left(1 + \frac{x_0}{\delta}\right) \rho(1 - v(x_0 + \delta)) + F(x_0, v(x_0 + \delta), \varphi_x(x_0), \varphi(\cdot))
\]
\[
= \left(1 + \frac{x_0}{\delta}\right) \rho(1 - v(y_0)) + F(x_0, v(y_0), \varphi^\delta_y(y_0), \varphi^\delta(\cdot))
\]
\[
= \frac{x_0}{\delta} \rho(1 - v(y_0)) + F(y_0, v(y_0), \varphi^\delta_y(y_0), \varphi^\delta(\cdot)) \leq 0.
\]

Therefore, \( v^\delta \) is a viscosity subsolution of \( F^\delta = 0 \), which is what we wished to prove.

\[ \square \]
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