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ABSTRACT In the simulation experiment of path planning of mobile robot based on firefly algorithm, it is found that the matching relationship between the number of fireflies and obstacles in the iterative process has significant conflict impacts on exploration ability and computational complexity of the algorithm. In order to solve the above problem, an optimal method of path planning based on firefly algorithm with self-adaptive population size is proposed. Firstly, the evaluation of degree of collision is established at the cost of avoiding collision. Based on the degree of collision of the population, two nonlinear functions are proposed to determine the population size. Then, individuals are added or deleted for the firefly population. Individuals are added randomly. The feasible solution and the infeasible solution are distinguished in firefly population, and delete the fireflies in the infeasible solution first when performing the eliminating operation. Finally, on the basis of the existing methods for dealing with infeasible paths, a coefficient that is adaptively adjusted according to the population size is introduced to control the degree to which the infeasible path approaches the feasible area. Compared with fixed population size firefly algorithm, the proposed algorithm has better performance in terms of solution stability, convergence speed and running time.

INDEX TERMS Path planning, improved firefly algorithm, self-adaptive population size.

I. INTRODUCTION
The goal of path planning is to search for a collision free path between the starting point and target point according to the specific task requirements. Optimization algorithm is the core of path planning problem. Existing optimization methods for path planning problems can be divided into two categories [1]: classical path planning methods and heuristic intelligent methods. Scholars have done a lot of research on path planning based on classical methods, for example, rapidly-exploring random tree (RRT) [2], cell decomposition (CD) [3], roadmap approach (RA) [4], artificial potential field (APF) [5], and probabilistic roadmap (PRM) [6], etc. The classical algorithm has the advantages of high computational efficiency and high real-time performance in dynamic path planning. Therefore, classical algorithms are widely used in path planning. At the same time, the classical path planning methods also exists that the searched path is not optimal or the complete path cannot be found, especially in complex environment.

Path planning problem is a typical Nondeterministic Polynomial (NP) problem, and heuristic algorithms have shown excellent optimization ability for NP problem compared with classical algorithms. Nowadays, heuristic algorithms have been widely applied in the field of path planning and have been improved according to the requirement of application scenarios. Shao et al. [7] proposed a three dimensional path planning algorithm for UAV formation based on comprehensively improved particle swarm optimization (PSO), where two key parameters of PSO were adaptively adjusted. Besides, a mutation strategy where undesired particles were replaced by those desired ones was also proposed. Aiming at the problem of UAV global path planning, Zhang et al. [8] proposed an improved constrained differential evolution (DE) algorithm. The simple ant colony optimization meta-heuristic (SACO-MH) was used to solve the problem of path planning
for mobile robots by Garcia et al. [9]. In order to overcome the disadvantage of single algorithm, hybrid algorithm has also attracted the attention of scholars. Combining the advantages of ant colony system (ACS) and firefly algorithms (FA), Goel et al. [10] developed a hybrid algorithm based on ant colony system (ACS) and firefly algorithm (FA). The basic framework of the hybrid algorithm was provided by ACS, and FA was used to search the unexplored solution space. Existing improved heuristic algorithms can be roughly divided into the following categories: optimizing parameters adaptively in the heuristic model, and combining with different methods to improve the effect of path optimization. In heuristic algorithms and their improved algorithms, population size was usually considered as a fixed value.

With the further research of the heuristic algorithms, scholars have found that population size affects the exploration and exploitation ability of the algorithm, and then affects the efficiency of the heuristic algorithms [11], [12]. At the same time, the heuristic algorithms based on the variable population size strategy have been widely concerned by scholars. Piotrowski et al. [13] introduced various improvements of differential evolutionary algorithm in self-adaptation population size, and summarizes four kinds of self-adaptive population size strategies. The first is based on the self-adaptation of population size at individual levels. The second is to start with a large population size and gradually reduce it in operation. The third is that the adjustment of population size depends on the diversity of fitness values, or the complexity of the problem. The last one is to adjust the population size depending on whether the optimal solution is improved. Lanzarini et al. [14] introduced the concepts of particle life and neighbor in PSO algorithm, and assigned life to each particle according to the number of neighbors, where particles without lifetimes will be eliminated. In the differential evolutionary algorithm, Tanabe et al. [15] proposed the strategy of linear reduction of population size. This strategy can only eliminate individuals with poor fitness values and does not increase the number of individuals. Therefore, in this kind of adaptive strategy, the initial size of the population needs to be set to the largest possible value in order to ensure the exploration ability of the algorithm. Some researchers used diversity to adjust population size. According to the diversity of the population in the current ladder final time [16], the number of individuals is increased or decreased periodically in the form of ladder function. Zhu et al. [17] proposed the status monitor to observe the change of optimal solution. When the optimal solution is not improved for many times, the monitor triggers the population increase mechanism. Correspondingly, when the optimal solution is improved, the monitor triggers the population elimination mechanism. However, Wang et al. [18] hold the completely contradictory view with Zhu W. There has been a wealth of literature on adaptive population size of other heuristic algorithms, but there is still little literature on firefly algorithm. There are also few researches on adaptive population size heuristic algorithms with the characteristics of practical optimization problems such as path planning.

Some scholars [19]–[21] have explored the influence of population size on firefly algorithm through comparative experiments of multiple groups of different population sizes in specific optimization problems. It is worth noting that the population size in these literatures did not change adaptively during the operation of the algorithm. It can be concluded from these studies that as the population size increases, the exploration ability of the algorithm is improved. And the algorithm can also search for better solutions. In the process of path planning, fireflies in the population converge from the initial randomly generated path across obstacles to the optimal path. During this period, the exploration ability of firefly algorithm is the key to ensure that the algorithm can find the optimal path. Therefore, in order to ensure that the firefly algorithm can search the optimal solution, the population size is often set to a larger value. But blindly increasing the population size will also significantly increase the computational complexity of firefly algorithm [22]. With the convergence of solutions, there will be a large number of redundant individuals in the population to reduce the computational efficiency of firefly algorithm. At this point, reducing the population size is helpful to improve the computational efficiency of firefly algorithm. Therefore, adaptive population size is an important means to balance the optimization ability and computational efficiency of firefly algorithm.

The adaptive population size method of heuristic algorithm is to monitor the numerical change during algorithm optimization and adjust the population size according to the change strategy. The monitoring methods include the above-mentioned individual life, improved state of optimal solution and population diversity, et al. However, these methods do not take into account the characteristics of actual optimization problems. In path planning problem, fireflies in the population move from the initial path to the optimal path across the obstacle, and the degree of collision between path and obstacle also changes correspondingly during the moving process. Comparing with the above methods, it is more direct and effective to monitor the population state by evaluating the degree of collision of paths in the population. In this paper, the degree of collision between path and obstacle is used to monitor the population status. Two different nonlinear functions are established to determine the population size. The feasible path and collision path within the firefly population are distinguished when individual removal operation is performed, and the collision path is eliminated preferentially. In order to further improve the searching ability of firefly algorithm, the processing means of collision path is created during firefly movement.

The rest of the paper is organized as follows: Section II describes the path planning problem. The increasing/decreasing strategies of adaptive population size and population are introduced in Section III. In Section IV, an improved firefly algorithm considering collision path movement is introduced. Experimental comparisons and results discussion
are conducted in Section V and Section VI. Section VII summarizes the article.

II. PATH PLANNING PROBLEM DESCRIPTION

A. COORDINATES TRANSFORMATION OF ENVIRONMENT MAP

The method proposed by reference [23] is adopted to model the environment map. The model of environment map is shown as Figure 1. $O - XY$ is the global coordinates. The rectangles and circle represent obstacles. Blue multistage line is an arbitrary path from start to end. The new map coordinate system $S - X'Y'$ is constructed to facilitate computation. The path starting point $S$ is defined as the origin, the line connecting the path starting point and the target point is the $X'$-axis, and the vertical direction of the line is the $Y'$-axis. The new coordinates $S - X'Y'$ is established. The corresponding transformation relation is formulated as:

$$
\begin{bmatrix}
x'
\end{bmatrix} = \begin{bmatrix}
\cos \phi & -\sin \phi \\
\sin \phi & \cos \phi
\end{bmatrix} \begin{bmatrix}
x \\
y
\end{bmatrix} + \begin{bmatrix}
x_s \\
y_s
\end{bmatrix}
$$

(1)

where $\phi$ is clockwise rotation angle from the line S-T to the X-axis, $(x_s, y_s)$ is the value of point S, and $(x', y')$ is the value of point $(x, y)$ in the new coordinate $S - X'Y'$.

![FIGURE 1. Modeling of environment map.](image)

To reduce the computational complexity, line S-T is evenly divided into $n+1$ sections by lines $l_1, l_2, \ldots, l_n$ perpendicular to it. Then, the set $(ph_1, ph_2, \ldots, ph_n)$ can be obtained by sampling the lines $l_1, l_2, \ldots, l_n$. Hence, a complete path can be represented by the set of points $PH$. The initial path is generated by random sampling on lines $l_1, l_2, \ldots, l_n$.

$$
PH = (S, ph_1, ph_2, \ldots, ph_n, T)
$$

(2)

Therefore, the path planning problem is transformed into the $n$-dimensional coordinate optimization problem.

B. FITNESS FUNCTION AND EVALUATION OF DEGREE OF COLLISION

The fitness function of path planning consists of path length $\text{Length}(PH)$ and the degree of collision of path $\text{Collis}(PH)$ as follows:

$$
f(PH) = \mu \text{Length}(PH) + (1 - \mu)\text{Collis}(PH)
$$

(3)

where $\mu$ is a weighting parameter between 0 and 1. Supposing that the start state $S$ and the target state $T$ are $ph_0$ and $ph_{n+1}$, the specific calculation formula of path length $\text{Length}(PH)$ can be expressed as follows:

$$
\text{Length}(PH) = \sum_{j=0}^{n} d(ph_j, ph_{j+1})
$$

(4)

where $d(ph_j, ph_{j+1})$ represents the length of the path segment $ph_j - ph_{j+1}$. $\text{Collis}(PH)$ is calculated as follows:

$$
\text{Collis}(PH) = \sum_{j=0}^{n} c(ph_j, ph_{j+1})
$$

(5)

where $c(ph_j, ph_{j+1})$ represents the degree of collision between path segment $ph_j - ph_{j+1}$ and all obstacles. In order to evaluate the degree of collision of the path segment, scholars often calculate the distance between the path segment and the center of the obstacle [24]. The degree of collision is related to the cost of path avoiding collision. In this paper, calculate the degree of collision from another angle. The specific calculation method is shown in Figure 2.

![FIGURE 2. Evaluation method of the degree of collision.](image)

As shown in Figure 2, the path segment $ph_j - ph_{j+1}$ of the blue path collides with the obstacle $i$. The red path represents the two safe paths of the path segment $ph_j - ph_{j+1}$ by moving up and down. $c_2$ and $c_1$ are the distances moved up and down, respectively. The degree of collision of the path segment $ph_j - ph_{j+1}$ with respect to obstacle $i$ is represented by $p_{j,j+1}$, where $p_{j+1,j}(i) = \min(c_1, c_2)$. If the path segment does not collide with the obstacle, then $p_{j,j+1}(i) = 0$. The degree of collision $c(ph_j, ph_{j+1})$ between the path segment $ph_j - ph_{j+1}$ and all obstacles can be calculated as follows:

$$
c(ph_j, ph_{j+1}) = \sum_{i=1}^{\text{Nob}} p_{j,j+1}(i)
$$

(6)

where $\text{Nob}$ is the number of obstacles.

III. SELF-ADAPTIVE POPULATION SIZE

In the algorithm proposed in this paper, the population size can change adaptively with the search of the algorithm. First, the method to determine the population size is introduced. Then the operation of adding or deleting individuals
to the existing population is performed by comparing the current and determined population size. Finally, the methods of adding and removing individuals are described in detail respectively.

A. THE CHANGE STRATEGY OF POPULATION SIZE

According to the complexity of environment of robots, the dynamic adjustment of population size can reduce the computational cost of the algorithm and ensure the algorithm optimization performance. In the path planning problem, the optimal path to be searched should not collide with the obstacle. However, there are collisions in path optimization, as shown in Figure 3. In order to improve the ability of firefly algorithm to find feasible solutions, the degree of collision of population is an important factor to determine the population size. The mean value and standard deviation of the collision degree of all paths in the population are adopted to evaluate the collision degree of the population. The specific evaluation methods are as follows:

\[ E(P) = k \times \text{mean(Collis}(P)) + (1 - k) \times \text{std}(\text{Collis}(P)) \]  

where \( P \) is the firefly population, in the global path planning method based on firefly algorithm, a firefly represents a complete path, so \( P \) includes all paths; \( k \) is the weighted coefficient between the mean value \( \text{mean}(\text{Collis}(P)) \) and standard deviation \( \text{std}(\text{Collis}(P)) \) of the degree of collision of path, the value range of \( k \) is \([0, 1]\). The calculation method of \( \text{Collis}(P) \) is shown in (5).

1) UP CHANGE STRATEGY

Up change strategy is adopted when \( E(P) > E_{\text{init}} \). In up change strategy, the goal of changing the population size is to increase the diversity of the population and improve the solving ability of the FA, so the population size will only increase but not decrease. The number of population size increases according to the following formula:

\[ PS(g + 1) = PS(g) + \frac{\omega}{PS(g)} \]  

where \( PS(g) \) is the current population size, \( PS(g + 1) \) is the changed population size and \( \omega \) is the fixed coefficient. The number of individuals increased is determined by the second term of (9) and is related to the current population size. The number of individuals increases rapidly when the population size is small, similarly, only a small number of individuals will be added when the current population size is larger.

2) DOWN CHANGE STRATEGY

Down change strategy is adopted when \( E(P) \leq E_{\text{init}} \). In down change strategy, the population size adaptively changes with the population evaluation value. And the population size after change is related to the current population assessment value. The nonlinear variation rules are as follows:

\[ PS(g + 1) = \delta \times E^g(P) \]
where $E_g(P)$ is the population assessment value of the current state; $\eta$ is fixed coefficient, and the value range is $0 < \eta < 1$; $\delta$ is calculated as follows:

$$\delta = \frac{P_{S_{\text{max}}}}{E_{\text{init}}}$$  \hspace{1cm} (11)

where $P_{S_{\text{max}}}$ is the maximum population size so far, it is worth noting that $P_{S_{\text{max}}}$ may increase with the iteration of the algorithm. So $\delta$ is not a fixed constant. Different from up change strategy, in down change strategy, $P_{S}(g+1)$ may increase or decrease compared with $P_{S}(g)$, which is related to population evaluation value. The curve of $P_{S}(g+1)$ changing with $E_{g}(P)$ is shown in Figure 5.

As shown in Figure 5, when $E_{g}(P)$ is near $E_{\text{init}}$, $P_{S}(g+1)$ has a gentle change relation with $E_{g}(P)$, and when $E_{g}(P)$ is near $0$, $P_{S}(g+1)$ will rapidly decrease. With the increase of parameter $\eta$, the change relationship between $P_{S}(g+1)$ and $E_{g}(P)$ tends to be linear.

### B. INCREASING IMPLEMENTATION METHOD OF INDIVIDUAL

When the population size $P_{S}(g+1)$ after changing strategy is larger than the current population size $P_{S}(g)$, new individuals need to be added to the population. The number of individuals added is $\Delta P_{S} = \text{abs}(P_{S}(g+1) - P_{S}(g))$. The purpose of expanding the population size is to improve the population richness so as to enhance the solving performance of the firefly algorithm. New population individuals are randomly generated according to the upper and lower boundaries of the current population. The generation method of individual $x_i$ is shown below:

$$x_i = x^d + (x^u - x^d) \ast \text{rand}$$  \hspace{1cm} (12)

where $x^u$ is the upper boundary of the current population, $x^d$ is the lower boundary; $\text{rand}$ is the random number between [0,1] and the data dimension is consistent with $x_i$.

### C. DELETION IMPLEMENTATION METHOD OF INDIVIDUAL

When the population size $P_{S}(g+1)$ is smaller than $P_{S}(g)$, the individuals in the population need to be removed. The number of reduced individuals is $\Delta P_{S}$, where $\Delta P_{S} = \text{abs}(P_{S}(g+1) - P_{S}(g))$. The aim of population reduction is to reduce the computational complexity by eliminating the individuals with poor performance in the population. Individuals in the population are divided into feasible path sets and infeasible path sets according to whether they collide with obstacles or not. Individuals in an infeasible path set will be preferentially eliminated. The population decreasing method is shown in Figure 6.

![Figure 5. The relationship between $P_{S}(g+1)$ and $E_{g}(P)$.](image)

![Figure 6. Individual deletion method framework.](image)
As shown in Figure 6, the degree of collision is given priority in the elimination of the individual. If the number of individuals in the infeasible path set is less than the number (ΔPS) of individuals to be eliminated, the strategy will also delete individuals in the feasible path set with a higher fitness value. Complete the goal of eliminating a specified number of individuals.

IV. IMPROVED FIREfly ALGORITHM

A. FIReFLY ALGORITHM

Firefly algorithm was proposed by Yang X S [25]. The FA was inspired by the flashing activity of fireflies and is utilized in optimization. Each member (firefly) in the population represents a candidate solution in the search space. Fireflies move toward other positions and find potential candidate solutions. The attractiveness is determined by the intensity of the emitted light, which is usually measured by the fitness value.

Let $X_i$ be the $i$th firefly in the population. The attractiveness between two fireflies $X_i$ and $X_j$ can be calculated as follows:

$$\beta(r_{ij}) = \beta_0 e^{-\gamma r_{ij}^2}$$  \hspace{1cm} (13)

where the parameter $\beta_0$ denotes the attractiveness at the distance $r = 0$, and $\gamma$ is the light absorption coefficient; $r_{ij}$ is the distance between $X_i$ and $X_j$. The specific calculation formula is as follows:

$$r_{ij} = \|X_i - X_j\| = \sqrt{\sum_{d=1}^{n} (x_{id} - x_{jd})^2}$$ \hspace{1cm} (14)

Firefly $X_i$ is compared with all other fireflies $X_j$. If $X_j$ is brighter (better) than $X_i$, $X_i$ will be attracted to and move toward $X_j$. The movement of $X_i$ can be defined by the following formula:

$$x_i(t + 1) = x_i(t) + \beta_0 e^{-\gamma r_{ij}^2}(x_j(t) - x_i(t)) + \alpha(rand - 1/2)$$ \hspace{1cm} (15)

The main steps of the FA are described in Algorithm 1, where $n$ is the population size. Light intensity $I_j$ at $X_i$ is determined by fitness function $f(X_i)$.

B. THE TREATMENT OF INFEASIBLE PATH

In a real-world application, the path planning workspace contains many obstacles. If no collision algorithm is adopted, the path will inevitably collide with the obstacle in the search process. Although the collision path can be moved to the feasible region depending on the searching ability of the algorithm itself, it requires many iterations of the algorithm and is a slow process. Therefore, some methods [26], [27] are proposed to move the collision path to the feasible region. All of these processing methods speed up the convergence of the algorithm by moving the collision path to the outside of the obstacle in one operation, and also reduce the infeasible paths in the population rapidly. But the infeasible path is helpful to improve the diversity of the population and enhance the exploration ability of the algorithm [28], especially in the early search process of the algorithm. On the other hand, the infeasible path can be used as a bridge to explore isolated feasible areas, especially if the feasible areas are relatively small. In order to solve the contradiction between eliminating infeasible path quickly and preserving infeasible path to improve population diversity. On the basis of the existing infeasible path treatment methods, this paper controls the external moving distance of the infeasible radial obstacle to balance this contradiction. As shown in Figure 7.

**Algorithm 1 Firefly Algorithm**

1. Set algorithm parameters and population size;
2. Randomly initialize the population and compute the light intensity of each firefly;
3. while ($g < g_{\text{max}}$) do:
4. for $i = 1$ to $n$ do:
5. for $j = 1$ to $n$ do:
6. if ($I_j > I_i$) then:
7. Move firefly $i$ towards $j$ according to (15);
8. Evaluate new $i$ solutions and update light intensity;
9. end if
10. end for $j$
11. end for $i$
12. end while
13. Output optimization results.

**FIGURE 7.** Operation method for the infeasible path.

In Figure 7, path segment $p_{h_j} - p_{h_{j+1}}$ collides with the obstacle. Where $p_{j+1}(i)$ is the distance between path segment $p_{h_j} - p_{h_{j+1}}$ and safe path; $m_{j+1}(i)$ is the actual parallel motion distance of collision path segment $p_{h_j} - p_{h_{j+1}}$. $m_{j+1}(i)$ and $p_{j+1}(i)$ satisfy the following relation:

$$m_{j+1}(i) = \varphi p_{j+1}(i)$$ \hspace{1cm} (16)

the calculation method of $p_{j+1}(i)$ is shown in section II. Where $\varphi$ is the degree to which the original path is close to the safe path, and its value range is $[0,1]$. When $\varphi$ is large, the infeasible path can move quickly to the feasible region. At the same time, the diversity of the population is reduced...
and the algorithm is easy to fall into the local optimal state. On the other hand, when \( \varphi \) is small, the algorithm needs to spend more iteration times to search feasible paths. In order to obtain better performance, the value of parameter \( \varphi \) combined with the population size will be adjusted adaptively during the algorithm iteration. The variation rules are as follows:

\[
\varphi(g) = \frac{2P_{\text{max}}}{P_{\text{S}}(g)}
\]

when the population size is large, the purpose is to increase the diversity of the population to enhance the exploration ability of the algorithm. In this case, parameter \( \varphi \) should be set as a small value to reduce the damage to the population diversity. However, when the population size is small, increasing \( \varphi \) can speed up the processing of infeasible paths and improve the development ability of the algorithm. Parameter \( \varphi \) can only change within the limited range \([0, 1]\).

In order to further reduce the influence of the treatment of infeasible path on the algorithm’s exploration ability, the treatment of infeasible path is only implemented after the population is close to convergence. When the algorithm approaches the convergence state, the standard deviation \( \text{std}(\text{Collis}(P)) \) of the collision degree of the whole population will decrease. A threshold value \( T_{\text{low}} \) is set in the algorithm to determine whether to deal with the infeasible path. Operations on infeasible paths are allowed to run in the algorithm when \( \text{std}(\text{Collis}(P)) \leq T_{\text{low}} \).

C. IMPLEMENTATION OF THE PROPOSED ALGORITHM

Based on the above research on the adaptive population size and the processing of infeasible paths, the general steps of the proposed path planning algorithm are described as algorithm 2.

In the proposed algorithm, the infeasible path processing strategy is implemented after the path is moved. The change of population size and the determination of parameter \( \varphi \) to control the infeasible path movement are performed after the algorithm completes an iteration. It is worth noting that parameter \( \varphi \) determines the value according to the population size \( P_{\text{S}}(g+1) \) after the change.

V. EXPERIMENT

In order to verify the effectiveness of the proposed algorithm in this paper, three complex test scenarios were set up, with five algorithms in each scenario for comparison, and all experiments were independently repeated for 20 times. In the last part of this section, the parameters of the algorithm are studied. All algorithms have been coded on Matlab 16.0 and the simulations were done on AMD 3500U CPU 2.1 GHz laptop. The three complex test scenarios are: circular obstacles scenario, rectangular obstacles scenario, and mixed obstacles scenario. In all test scenarios, it is assumed that the mobile robot moves in a 1000 × 600 workspace with the starting point coordinate (20, 300) and the target point coordinate (980, 300). And the actual size of the mobile robot is ignored. In three scenarios, the symbol descriptions of all of the five algorithms are shown in Table 1.

### TABLE 1. The symbol description of different algorithms.

| Symbol   | Introduction                                                                 |
|----------|------------------------------------------------------------------------------|
| FA-60    | Classical firefly algorithm and the population size is 60                     |
| FA-80    | Classical firefly algorithm and the population size is 80                     |
| FA-100   | Classical firefly algorithm and the population size is 100                    |
| SPSFA    | An self-adaptive population size firefly algorithm is proposed in this paper |
| SPSFA+TIP| On the basis of SPSFA, an improved treatment of infeasible path is added      |

In the three experimental scenes, the parameters of each algorithm were not changed with the changes of the scenes. The following parameters will be used in all algorithms: Maximum iteration number \( g_{\text{max}} = 100 \), \( \gamma = 0.000005 \), \( \beta_0 = 0.1 \) and \( \alpha = 2 \). The following parameters are also required in SPSFA and SPSFA+TIP: fitness function weight coefficient \( \mu = 0.1 \), population evaluation weight coefficient \( k = 0.1 \), change strategy coefficient \( \omega = 1000 \), down change strategy coefficient \( \eta = 0.2 \), and threshold \( T_{\text{low}} = 20 \) for opening treatment of infeasible path.

A. CASE 1: CIRCLE OBSTACLES SCENARIO

In this case study, an environment with 14 circular obstacles is utilized to demonstrate the effectiveness of the proposed
TABLE 2. Obstacles information in the CASE 1.

| NO. | Center | Radius | NO. | Center | Radius |
|-----|--------|--------|-----|--------|--------|
| 1   | 100, 250 | 40     | 8   | 500, 320 | 80     |
| 2   | 200, 320 | 50     | 9   | 580, 200 | 40     |
| 3   | 200, 450 | 60     | 10  | 640, 400 | 60     |
| 4   | 220, 200 | 40     | 11  | 680, 280 | 50     |
| 5   | 360, 400 | 60     | 12  | 780, 200 | 50     |
| 6   | 440, 180 | 40     | 13  | 780, 360 | 50     |
| 7   | 340, 260 | 50     | 14  | 860, 280 | 40     |

path planning algorithm for mobile robots. Table 2 describes the center and radius of all circular obstacles. The convergence curves of the five algorithms in CASE 1 are shown in Figure 8. The population size change curves of the two proposed adaptive population size algorithms in CASE 1 are shown in Figure 9. All the five comparison algorithms run independently for 20 times. Figure 10 shows the optimal path obtained by the algorithms. The statistical results of optimization solutions and running time are shown in Table 3 and Table 4 respectively, where Figure 11 shows the results of the run as a Box-plot.

B. CASE 2: RECTANGULAR OBSTACLES SCENARIO

In this case study, there are 15 rectangular obstacles in the scene where the mobile robot is located. Table 5 describes the four vertex coordinates of all rectangular obstacles. The convergence curves of the five algorithms are shown in Figure 12. The population size change curves of the
### TABLE 5. Obstacles information in the CASE 2.

| NO. | Point-1  | Point-2  | Point-3  | Point-4  |
|-----|----------|----------|----------|----------|
| 1   | 100, 260 | 130, 260 | 130, 380 | 100, 380 |
| 2   | 190, 220 | 220, 220 | 220, 300 | 190, 300 |
| 3   | 180, 320 | 200, 320 | 200, 400 | 180, 400 |
| 4   | 270, 150 | 300, 150 | 300, 260 | 270, 260 |
| 5   | 270, 280 | 300, 280 | 300, 320 | 270, 320 |
| 6   | 270, 340 | 300, 340 | 300, 460 | 270, 460 |
| 7   | 380, 220 | 420, 220 | 420, 380 | 380, 380 |
| 8   | 490, 120 | 520, 120 | 520, 260 | 490, 260 |
| 9   | 500, 290 | 520, 290 | 520, 420 | 500, 420 |
| 10  | 590, 340 | 620, 340 | 620, 480 | 590, 480 |
| 11  | 600, 170 | 640, 170 | 640, 300 | 600, 300 |
| 12  | 710, 230 | 740, 230 | 740, 420 | 710, 420 |
| 13  | 820, 180 | 840, 180 | 840, 290 | 820, 290 |
| 14  | 800, 340 | 840, 340 | 840, 460 | 800, 460 |
| 15  | 900, 280 | 930, 280 | 930, 380 | 900, 380 |

### FIGURE 12. The convergence curves in the CASE 2.

![Convergence curves](image1)

### FIGURE 13. The population size change curves in the CASE 2.

![Population size change curves](image2)

The two proposed adaptive population size algorithms are shown in Figure 13. And Figure 14 shows the optimal path obtained by all algorithms through 20 independent runs. The statistical results of optimization solutions and running time are shown in Table 6 and Table 7 respectively, where Figure 15 shows the results of the run as a Box-plot.

### C. CASE 3: MIXED OBSTACLES SCENARIO

In the Case 3, the effectiveness of the proposed algorithm is verified in a mixed environment with 5 circular obstacles and 10 rectangular obstacles. Table 8 and 9 respectively describe the position information of the circular obstacles and the rectangular obstacles. The convergence curves of the five algorithms in Case 3 are shown in Figure 16. The population size change curves of the proposed adaptive population size algorithms are shown in Figure 17. All the five comparison algorithms run independently for 20 times. Figure 18 shows the optimal paths obtained by the algorithms. The statistical results of optimization solutions and running time are shown in Table 6 and Table 7 respectively.
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TABLE 9. Rectangular obstacles information in the CASE 3.

| NO. | Point-1 | Point-2 | Point-3 | Point-4 |
|-----|---------|---------|---------|---------|
| 1   | 200, 150| 230, 150| 230, 270| 200, 270|
| 2   | 170, 300| 200, 300| 200, 420| 170, 420|
| 3   | 320, 200| 360, 200| 360, 320| 320, 320|
| 4   | 500, 340| 520, 340| 520, 480| 500, 480|
| 5   | 450, 280| 470, 280| 470, 370| 450, 370|
| 6   | 600, 270| 640, 270| 640, 380| 600, 380|
| 7   | 710, 230| 740, 230| 740, 420| 710, 420|
| 8   | 780, 140| 820, 140| 820, 250| 780, 250|
| 9   | 800, 380| 840, 380| 840, 460| 800, 460|
| 10  | 900, 300| 930, 300| 930, 400| 900, 400|

TABLE 10. The statistical results of the optimal solutions in the CASE 3.

| Algorithm | Maximum  | Minimum  | Average  | Standard Deviation |
|-----------|----------|----------|----------|--------------------|
| FA-60     | 377.8497 | 301.0494 | 323.8432 | 21.5089            |
| FA-80     | 368.1436 | 300.9645 | 319.7457 | 22.8871            |
| FA-100    | 371.5501 | 300.9717 | 320.5980 | 22.4212            |
| SPSFA     | 341.3666 | 301.0223 | 306.4953 | 9.0203             |
| SPSFA-TIP | 331.3199 | 300.9588 | 305.5635 | 7.9265             |

TABLE 11. The running time in the CASE 3 (in s).

| Algorithm | Maximum  | Minimum  | Average  | Standard Deviation |
|-----------|----------|----------|----------|--------------------|
| FA-60     | 183.1546 | 167.5562 | 174.5719 | 6.0650             |
| FA-80     | 325.2651 | 297.2246 | 310.9710 | 10.4816            |
| FA-100    | 503.5106 | 466.3409 | 483.0614 | 14.9578            |
| SPSFA     | 261.0559 | 118.6097 | 172.2112 | 41.2675            |
| SPSFA-TIP | 308.1163 | 125.6084 | 205.5591 | 50.8039            |

FIGURE 15. Optimal solutions boxplot graphs in the CASE 2.

FIGURE 16. The convergence curves in the CASE 3.

FIGURE 17. The population size change curves in the CASE 3.

FIGURE 18. Optimized paths in the CASE 3. (a) FA-60. (b) FA-80. (c) FA-100. (d) SPSFA. (e) SPSFA-TIP.

D. PARAMETERS STUDY

Compared with the firefly algorithm with fixed population size, the proposed algorithm adds several new parameters. The impact of these parameters on the performance of the algorithm is explored in this section. In the experiment, CASE 3 is selected as the test scenario, and SPSFA-TIP is used as the test algorithm. The parameters of the algorithm are consistent with the treatment described above except for the parameters discussed.

1) RESEARCH ON PARAMETER $\omega$

$\omega$ is the fixed coefficient in the up change strategy. In the experiment, eight different levels were selected from a range in Table 10 and Table 11 respectively, where Figure 19 shows the results of the run as a Box-plot.
of 500 to 2250, and the two adjacent levels differed by 250. Table 12 shows the running time of the algorithm. Figure 20 shows the convergence curve of the algorithm. The changes in population size are shown in Figure 21.

It can be seen from Figure 20 that at different levels of $\omega$, the algorithms all converge to similar positions. As shown in Figure 21, when $\omega$ is 2000 and 2250, the population size of the algorithms in the iterative process is significantly larger than that of other comparison algorithms. At the same time, it can also be seen from Table 12 that when $\omega$ takes 2000 and 2250, the running time of the algorithms is obviously more than that of other comparison algorithms. Because the larger population size will increase the computational complexity of the algorithm and further increase the running time of the algorithm. The experimental results show that the solving ability of the proposed algorithm is not sensitive to the value of parameter $\omega$. But the running time of the algorithm will be significantly increased if $\omega$ selects too large value.

2) RESEARCH ON PARAMETER $\eta$

The coefficient $\eta$ in the down change strategy affects the rate at which population size $PS(g + 1)$ changes with population evaluation value $E_g(P)$. In order to study the influence of different values $\eta$ of on the algorithm, 9 levels with equal intervals were selected in the experiment from 0.1 to 0.9. Table 13 shows the running time of the algorithm. Figure 22 shows the convergence curve of the algorithm. The changes in population size are shown in Figure 23.

As shown in Figure 22, when is set at 0.1 and 0.2, the algorithms can converge to the lowest position. However, it is known from Table 13 that the running time of the algorithm when is set at 0.2 is lower than that when is set at 0.1. It can be seen from Figure 23 that when takes the level between 0.3 and 0.9, the population size change curve of the algorithms does not show significant difference. When was set at 0.1 and 0.2, the population size was greater than that at other levels, and...
when was set at 0.1, the population size was the largest. When parameter is taken as a large value, it has no obvious influence on the algorithm. When parameter is taken as a small value, it is beneficial for the algorithm to converge to a lower position, and the running time of the algorithm will also increase correspondingly.

3) RESEARCH ON PARAMETER $T_{low}$

Threshold $T_{low}$ is used to control the opening and closing of the treatment of infeasible path in the algorithm, and 10 levels are uniformly selected in the experiment, ranging from 10 to 100. Figure 24 shows the running time of the algorithm. Figure 25 shows the convergence curve of the algorithm.

As can be seen from the convergence curve of the algorithm in Figure 25, when $T_{low}$ is between 10 and 50, the algorithm can converge to a lower position, as shown in Figure 24. Although the running time of the algorithm fluctuates, it generally increases with the increase of the value of $T_{low}$.

VI. DISCUSSION

It can be seen from the convergence curves in Figure 8, Figure 12, and Figure 16 that the convergence speed increases with the increase of population size in the three firefly algorithms with fixed population size. However, compared with the two self-adaptive population size firefly algorithms (SPSFA and SPAFA-TIP) proposed in this paper, both SPSFA and SPAFA-TIP have faster convergence rates than the three fixed population size firefly algorithms. The convergence speed of SPSFA-TIP is the fastest among the five algorithms.

After repeated running for 20 times in the three scenarios, the minimum values of the optimal solution searched by the five algorithms are very close to each other, as can be seen from Table 3, Table 6, and Table 10. In terms of the mean and standard deviation of the optimal solution, the two algorithms proposed in this paper are superior to the three algorithms with fixed population size. This conclusion can also be verified in Figure 11, Figure 15, and Figure 19. After 20 repeated runs, the search results of the two proposed algorithms are more concentrated than those of the other three algorithms, indicating that the results of the proposed algorithm are more stable. In particular, in Case 1, the optimal paths searched by FA-60 and FA-80 both have serious collisions with obstacles, as shown in Figure 10.

It can be concluded from Table 4 and Table 11 that in Case 1 and Case 3, the two proposed algorithms are superior to the other three algorithms in terms of the average calculation time. As shown in Figure 9, Figure 13, and Figure 17, the proposed adaptive population size firefly algorithms remove redundant individuals from the population after population convergence and improve the computational efficiency of the algorithm. In Case 2, the average calculation time of FA-60 is the best, but SPSFA and SPSFA-TIP are still superior to FA-80 and FA-100. Compared with firefly algorithms with fixed population size, SPSFA and SPAFA-TIP are more unstable in terms of time spent in algorithm operation, but their average running time is still at a low level.

To sum up, compared with the fixed population-size firefly algorithm, the adaptive population size algorithm proposed in this paper has faster convergence rate, more stable solving ability and less running time.

VII. CONCLUSION

In this paper, a firefly algorithm with adaptive population size for path planning is proposed. In the process of searching, the paths inevitably collide with the obstacles. With the convergence of the algorithm, other paths will also cross the
obstacles to approach the optimal path. Therefore, combined with the above characteristics of path planning, the population size is dynamically adjusted with the degree of collision of the firefly population, and two kinds of nonlinear functions are established to determine the population size to improve the optimization ability, convergence speed and operational efficiency of firefly algorithm. When the operation of increasing individuals is carried out, individuals are added to the population randomly to achieve the purpose of increasing the diversity of the population and improving the exploration ability of the algorithm. In an individual delete operation, the infeasible path is deleted first. Because the infeasible path has worse performance than the feasible path. Superior to the existing methods for dealing with infeasible paths, a coefficient which changes dynamically with population size is introduced to control the degree of infeasible path approaching to feasible path, so as to accelerate the convergence speed of the algorithm. Compared with the Firefly algorithm with fixed population size, the algorithm proposed in this paper has better performance in terms of convergence speed, stability of optimization results and average running time. In particular, an operation for the infeasible path is added on the basis of firefly algorithm with adaptive population size, which further accelerates the convergence speed of the proposed algorithm. However, the proposed algorithm is more volatile in running time than the firefly algorithm with fixed population size. In order to solve this challenge, in the future work, one research direction is to improve the running time stability of firefly algorithm with adaptive population size. In this paper, path planning in two-dimensional space is studied only. Therefore, another research focus is to explore the performance of the proposed algorithm in the path planning problem of three-dimensional space.
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