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Abstract

Extensions of singular spectrum analysis (SSA) for processing of non-rectangular images and time series with gaps are considered. A circular version is suggested, which allows application of the method to the data given on a circle or on a cylinder, e.g. cylindrical projection of a 3D ellipsoid. The constructed Shaped SSA method with planar or circular topology is able to produce low-rank approximations for images of complex shapes. Together with Shaped SSA, a shaped version of the subspace-based ESPRIT method for frequency estimation is developed. Examples of 2D circular SSA and 2D Shaped ESPRIT are presented.

1 INTRODUCTION

Singular spectrum analysis [1, 2, 3, 4, 5, 6] is a widely used method of time series analysis and image processing, which is based on singular value decomposition of Hankel and block-Hankel matrices. From the viewpoint of low-rank approximation, singular spectrum analysis is related to the problem of structured low rank approximation [7].

Singular spectrum analysis is closely related to subspace-based methods, where the signal estimation is performed with the help of the signal subspace. There is a lot of subspace-based methods of frequency estimation, for example, ESPRIT method [8] and similar methods applied to time series called HSVD [9 (Hankel SVD, analogue of LS-ESPRIT)] and HTLS [10 (Hankel Total Least Squares, analogue of TLS-ESPRIT)]. The SVD of Hankel-like matrices is also widely used in system identification and model reduction (for an overview, we refer to [7]), starting from the classic Kung’s realization algorithm [11].

Application of SSA is not limited to low-rank approximation and includes the problems of smoothing, trend extraction, decomposition into a sum of trend, periodic and noise components, and many others. In general, SSA does not need the object model given in advance, and serves as a model-building tool [11, 6].

SSA was originally proposed for time series, but was extended to 2D digital images (2D-SSA) [12, 13]. Related is the subspace-based 2D-ESPRIT method for estimation of 2D frequencies (see [14]). 2D-SSA and related subspace based methods find applications in texture analysis [15], seismology [16], spatial gene expression data [17], medical imaging [18], etc., and are gaining increasing popularity.

The SSA and 2D-SSA methods deal with series and rectangular images and use subseries and rectangles as moving windows. This can limit applications of the methods; for example, the methods hardly process circular-shaped images, images with gaps, and so on. Due to this reason, in [13] Shaped 2D-SSA was proposed, which can deal with images of arbitrary shape and can use arbitrary window shapes.

The SSA-based methods are supported by an effective implementation in the freely available Rssa package [19]. The implementation uses the fact that various SSA versions can be considered as
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particular cases of Shaped SSA. This allows a unified implementation for ordinary SSA, multivariate SSA (MSSA), 2D-SSA, SSA for analysis of objects with gaps. The details can be found in [20, 13].

The contribution of this paper is twofold. Firstly, we consider an extension of Shaped SSA to circular topologies, such as cylindrical and toroidal. This extension is motivated by problems in gene expression data analysis [17], where the data are obtained by cylindric projections of 3D surfaces. We discuss theoretical properties and effective implementation of this extension. Secondly, we propose the Shaped ESPRIT method of parameter estimation for shaped images. The paper [13] does not contain the description of Shaped ESPRIT and we compensate this here. Several theoretical aspects are discussed. An implementation of both contributions is included in the Rssa package [19].

In Section 2, we describe the common scheme of SSA methods, which differ mainly in the embedding step, and introduce the embedding operator for Shaped SSA, which includes both planar and circular cases. In Section 3, we discuss efficient implementation aspects and show that the methods developed for the planar case are naturally extended to the circular case. Section 4 contains several propositions about the Shaped-SSA rank of infinite arrays and the common term of infinite arrays of finite Shaped-SSA rank. In Section 5, we consider a common scheme of ESPRIT-like methods, then present the algorithm of ESPRIT for the shaped circular case and prove its correctness. In Section 6, we consider two examples for demonstration of the shaped version of 2D-ESPRIT and for demonstration of the circular version of 2D-SSA. Section 7 closes the paper with conclusions and further remarks.

2 SHAPED SSA ALGORITHM

2.1 Structure of SSA-like algorithms

We will follow the common structure of SSA-like algorithms described in [13]. This common structure consists of the embedding, decomposition, grouping and reconstruction steps. The input of an SSA-like algorithm is an object \( X \) to be decomposed (time series, multivariate time series, image, etc.). The result of SSA-like algorithms is a decomposition of \( X \) on identifiable components in the form \( X = X_1 + \cdots + X_s \).

1. Embedding step: construction of the trajectory matrix \( X = T(X) \in H \), where \( H \) is a space of structured Hankel-like matrices. The structure of the matrix \( X \) (and the space \( H \)) depends on the object to be decomposed and on the window, which is the main algorithm parameter. In a sense, the window size reflects the resolution of the method, i.e., larger windows lead to more detailed decompositions.

2. Decomposition step: Singular Value Decomposition (SVD) of the trajectory matrix \( X = \sum_{i=1}^{d} \sqrt{\lambda_i} U_i V_i^\top = \sum_{i=1}^{d} X_i \). Here \( (\sqrt{\lambda_i}, U_i, V_i) \) are so called eigentriples and consist of singular values, left and right singular vectors of \( X \). Also, \( \lambda_i \) and \( U_i \) are eigenvalues and eigenvectors of \( XX^\top \), \( \{U_i\}_{i=1}^{d} \) forms an orthonormal basis of the column space of \( X \), while \( \{V_i\}_{i=1}^{d} \) forms an orthonormal basis of the row space. Vectors \( V_i \) are also called factor vectors.

3. Grouping step: partition \( \{1, \ldots, d\} = \bigcup_{j=1}^{r} I_j \) and grouping of summands in the SVD decomposition to obtain a grouped matrix decomposition \( X = \sum_{j=1}^{r} X_{I_j} \), where \( X_I = \sum_{k \in I} X_k \). The grouping with \( I_j = \{j\} \) is called elementary. The aim of this step is to group the SVD components to obtain an interpretable decomposition of the initial object. This can be performed by means of analysis of eigentriples.

4. Reconstruction step: decomposition of the initial object \( X = X_1 + \ldots + X_s \), where \( X_j = T^{-1} H(X_{I_j}) \), \( H \) is the operator of projection on the space \( H \) (e.g., hankelization on the 1D case), \( H(X_I) = \sum_{i \in I} H(X_i) \), where \( X_i = \sqrt{\lambda_i} U_i V_i^\top \).

In this paper, we consider the Shaped SSA algorithm for shaped arrays. In different variants of SSA, all the steps except Embedding are the same; therefore, we should describe the embedding step only. The embedding step for Shaped SSA is described in detail in Section 2.4. For simplicity,
we consider only the 2-dimensional Shaped SSA. Multidimensional generalizations can be obtained analogously.

2.2 Comments on the SSA-like algorithms

For one-dimensional SSA, the theory related to choice of window sizes and grouping can be found in [4, 6]. For multidimensional extensions this theory can be generalized; however, it is much more complex and not well elaborated. The main notion is the separability of components of the initial object. The separability theory answers the question if the SVD expansion at Decomposition step allows the grouping that provides a desirable decomposition of the initial object (at least, approximately); e.g. decomposition on such identifiable components as trend and oscillations, signal and noise, and so on. Fortunately, the conditions of separability are not too restrictive and many of series components can be separated by SSA.

Thus, to perform SSA analysis for component extraction, one should choose window sizes based on the SSA theory and then choose the set \(I\) of eigentriple numbers (or the set of eigenvectors \(\{U_i, i \in I\}\)). This set of eigenvectors can provide information about the object parametric model and also allows the reconstruction of the extracted component, e.g., of a trend, a periodic component or a signal.

The model that underlies the most of the theory of SSA-like methods is associated with objects with rank-deficient trajectory matrices. This model is related to the objects satisfying linear recurrence relations (e.g., \(x_n = \sum_{i=1}^{r} a_i x_{n-i}\) for one-dimensional time series).

SSA-like methods are called non-parametric or free of model, since they do not use the model in the algorithm, what is very convenient for the exploratory analysis, and also they allow to analyze the objects that satisfy the model only locally or do not satisfy it at all; for example, SSA-like methods can be used for smoothing and filtering.

2.3 Shapes and actions with them

Formally, we call shape \(\mathcal{B}\) a finite non-empty subset of \(\{1,\ldots,T_x\} \times \{1,\ldots,T_y\}\), where \(T_x, T_y \in \mathbb{N} \cup \{\infty\}\), \(\mathbb{N}\) is the set of natural numbers. The values \(T_x\) and \(T_y\) characterize the topology of the set containing this shape. Finiteness of \(T_x < \infty\) \((T_y < \infty)\) means that the topology is circular and the shapes are cyclic by the \(x\)-coordinate \((y\)-coordinate) with period \(T_x\) \((T_y)\).

A \(\mathcal{B}\)-shaped array is a partially indexed array \(X = X_{\mathcal{B}} = (x_{(i,j)})_{(i,j) \in \mathcal{B}}\). Let us denote the space of \(\mathcal{B}\)-shaped arrays as \(R^\mathcal{B}\). Obviously, there is an isomorphism \(R^\mathcal{B} \sim R^B\), where \(B = |\mathcal{B}|\) is the cardinality of the set \(\mathcal{B}\). This isomorphism is not unique, since the elements in the shape can be ordered in different ways. However, the result of the algorithm does not depend on the particular order.

For convenience, we consider the lexicographical order, which fixes the isomorphism

\[ j_{\mathcal{B}} : R^\mathcal{B} \mapsto R^B. \]  

We call \(j_{\mathcal{B}}\) vectorization and its inverse \(j_{\mathcal{B}}^{-1}\) shaping.

Next, we introduce the operation of addition in the considered topology for two pairs of indices \(\ell = (\ell_x, \ell_y), \kappa = (\kappa_x, \kappa_y)\). For convenience, we omit the parameters \((T_x, T_y)\) and write \(\oplus\) instead of \(\oplus_{(T_x, T_y)}\):

\[ \ell \oplus \kappa = ((\ell_x + \kappa_x - 2) \mod T_x + 1, (\ell_y + \kappa_y - 2) \mod T_y + 1). \]

Here mod denotes the remainder of the integer division. Formally, \(a \mod \infty = a\) for any \(a\). Note that \(-2\) and \(+1\) in the definition of \(\oplus\) is the consequence of the index enumeration starting from 1 (such that \(\{1\} \oplus \{1\} = \{1\}\)).

For two shapes \(\mathcal{A}\) and \(\mathcal{B}\), we modify the definition of the Minkowski sum in the following way:

\[ \mathcal{A} \oplus \mathcal{B} = \{\alpha \oplus \beta \mid \alpha \in \mathcal{A}, \beta \in \mathcal{B}\}. \]
2.4 Embedding step

Now we are ready to define the embedding operator for the Shaped SSA algorithm.

2.4.1 Input data and parameters of the embedding

The input data are the topology characteristics \((T_x, T_y)\), the shape \(\mathcal{N}\), where \(\mathcal{N} \subset \{1, \ldots, T_x\} \times \{1, \ldots, T_y\}\), the \(\mathcal{N}\)-shaped array \(X \in \mathbb{R}^\mathcal{N}\). The parameter of the algorithm is a window shape \(\mathcal{L} \subset \mathcal{N}\).

It is convenient to consider the window shape in the form \(\mathcal{L} = \{\ell_1, \ldots, \ell_L\}\), where \(L = |\mathcal{L}|\) and \(\ell_i \in \mathbb{N}^2\) are ordered in lexicographical order.

For each \(\kappa \in \mathcal{N}\), we define a shifted \(\mathcal{L}\)-shaped subarray as \(X_{\mathcal{L} \oplus \{\kappa\}} = (x_{\alpha})_{\alpha \in \mathcal{L} \oplus \{\kappa\}}\). The index \(\kappa\) is a position of the origin for the window. Consider the set of all possible origin positions for \(\mathcal{L}\)-shaped windows:

\[\mathcal{K} = \{\kappa \in \mathcal{N} | \mathcal{L} \oplus \{\kappa\} \subset \mathcal{N}\}\].

We assume that \(\mathcal{K}\) is written as \(\mathcal{K} = \{\kappa_1, \ldots, \kappa_K\}\), where \(K = |\mathcal{K}| \neq 0\) and \(\kappa_j\) are ordered in lexicographical order.

If the shapes \(\mathcal{N}\) and \(\mathcal{L}\) are rectangles, then we call the version of Shaped SSA rectangular.

2.4.2 Embedding operator

The trajectory matrix \(X\) is constructed by the embedding operator \(T_{\text{ShSSA}} : \mathbb{R}^\mathcal{N} \rightarrow \mathbb{R}^{L \times K}\)

\[T(X) = T_{\text{ShSSA}}(X) := X = [X_1, \ldots, X_K],\]

where the columns

\[X_j = (x_{\ell_i \oplus \kappa_j})_{i=1}^{L}\]

are vectorizations of the shaped subarrays \(X_{\mathcal{L} \oplus \{\kappa_j\}}\).

The embedding operator \(T_{\text{ShSSA}}\) is obviously linear. Denote its range as \(H_{\mathcal{L} \times \mathcal{K}} \subset \mathbb{R}^{L \times K}\). The subspace \(H_{\mathcal{L} \times \mathcal{K}}\) consists of structured matrices, which are called quasi-Hankel matrices. (In fact, they are generalizations of quasi-Hankel matrices of [21].) If the operator \(T_{\text{ShSSA}}\) is injective, then it sets the isomorphism of the spaces \(\mathbb{R}^\mathcal{N}\) and \(H_{\mathcal{L} \times \mathcal{K}}\).

**Remark 1.** The embedding operator \(T_{\text{ShSSA}}\) is injective if and only if \(\mathcal{L} \oplus \mathcal{K} = \mathcal{N}\), i.e., if each point of the initial shaped array \(X\) can be covered by a window of shape \(\mathcal{L}\).

If there are uncovered points, we can remove them and consider only the decomposition of the restricted array \(X' = (X)_{\mathcal{N}'}\), where \(\mathcal{N}' = \mathcal{L} \oplus \mathcal{K}\). Hereafter we will suppose that \(\mathcal{N} = \mathcal{L} \oplus \mathcal{K}\), i.e., all the points are covered and the operator \(T_{\text{ShSSA}}\) is injective.

2.5 Particular cases

As shown in [13], many variants of SSA can be considered as special cases of Shaped SSA. Basic SSA corresponds to the shapes

\[\mathcal{N} = \{1, \ldots, N\} \times \{1\}, \quad \mathcal{L} = \{1, \ldots, L\} \times \{1\}.\]

The shaped arrays \(X \in \mathbb{R}^\mathcal{N}\) in this case are time series, and the set \(H_{\mathcal{L} \times \mathcal{K}}\) is the set of ordinary Hankel matrices. SSA for time series with missing values is obtained by removing the indices of missing elements from the shape \(\mathcal{N}\).

Multivariate SSA (MSSA) for multivariate time series of possibly different lengths can be considered as Shaped SSA for a shaped 2D array consisting of stacked series and a rectangular window shape \(\mathcal{L} = \{1, \ldots, L\} \times \{1\}\). In this case, the space \(H_{\mathcal{L} \times \mathcal{K}}\) is the space of concatenated Hankel matrices.
2D-SSA algorithm [12] corresponds to Shaped SSA with

$$\mathcal{R} = \{1, \ldots, N_x\} \times \{1, \ldots, N_y\},$$

$$\mathcal{L} = \{1, \ldots, L_x\} \times \{1, \ldots, L_y\}. $$

The shaped arrays \( X \in \mathbb{R}^\mathcal{R} \) are rectangular images, the windows \( \mathcal{L} \) are rectangular, and the set \( H_{\mathcal{L} \times \mathcal{R}} \) is the set of Hankel-block-Hankel matrices. For more details on different SSA variants as special cases of Shaped SSA, we refer the reader to [13, Sec. 5.3].

All these SSA versions can be extended by allowing circular topology. In order to distinguish between different variants, we use the following terminology. If both \( T_x \) and \( T_y \) are infinite, then we call the SSA version planar (see Figure 1 left); otherwise the term “circular” is used. The case, when only one of \( T_x \) and \( T_y \) equals infinity, can be named cylindrical (see Figure 1 center), while the case, when both of them are finite, is toroidal (see Figure 1 right).

### 3 IMPLEMENTATION ISSUES

#### 3.1 Approaches to fast implementation

The fast implementation of SSA-related methods, which was suggested in [22] and is used in the Rssa package [19], relies on the following approaches:

1. The truncated SVD calculated by Lanczos methods [23, Ch. 9] is used, since only a number of leading SVD components correspond to the signal and therefore are used at Grouping step of the SSA algorithm.

2. Lanczos methods do not use an explicit representation of a decomposed matrix \( A \). They need only the results of multiplication of \( A \) and \( A^\top \) on some vectors. Due to special Hankel-type structure of \( A \) in the SSA-related algorithms, multiplication by a vector can be implemented very efficiently with the help of Fast Fourier Transform (FFT). Fast SVD algorithms are implemented in the svd R-package [24] in such a way that their input is the function of a vector which yields the result of fast multiplication of the vector by the trajectory matrix. Therefore, the use of svd in Rssa allows a fast and space-efficient implementation of the SSA-related algorithms.

3. At Reconstruction step, hankelization or quasi-hankelization of a matrix of rank 1 stored as \( \sqrt{\lambda} UV^\top \) can be written by means of the convolution operator and therefore is also can be effectively implemented.

The overall complexity of the computations is \( O(rN \log(N)) \), where \( N = |\mathcal{R}| \) is the number of elements in the shaped array and \( r \) is the number of considered eigentriples, see details in [22] and in [13]. This makes the computations feasible for large data sets and large window sizes. For example, the case of images of size 299 \( \times \) 299 and a window size 100 \( \times \) 100 can be handled easily, whereas the conventional algorithms (e.g., the full SVD [23]) are impractical, because the decomposed matrix is of size \( 10^4 \times 4 \cdot 10^4 \). Using larger window sizes is advantageous, since, for example, separability of signal from noise (in the “signal+noise” scenario) can be significantly improved [25].
These approaches were implemented for 1D, 2D-SSA and planar version of Shaped 2D-SSA in the version of the Rssa package described in [13].

3.2 Fast implementation for circular topologies

In this section, we show how the same approaches can be used for Shaped SSA with circular topologies. As shown next, it is not difficult to extend the expressions in [13, Sec. 6] to the general case. This allows us to incorporate circular topologies in the new version of the Rssa package [19].

Use of the Lanczos methods Since the circular version differs by the form of the embedding operator only, the Lanczos methods for the truncated SVD can accelerate the circular version of SSA algorithms in the same way as they do it for the planar case.

Fast multiplication of a vector on the trajectory matrix The fast implementation in the planar case is based on the representation of the trajectory matrix with the help of a Hankel or Hankel-block-Hankel circulant. This was suggested for 1D case in [22]. It was shown in [13] that the same approach is valid for the shaped 2D case.

The first step is the embedding of the initial array into the Hankel-block-Hankel circulant $C_{HbH}$. It is performed in a straightforward way for the rectangular case. For the shaped case, the $N$-shaped array is padding by zeros to the rectangular array of sizes $N_x$ and $N_y$ such that

$$N \subseteq \{1, \ldots, N_x\} \times \{1, \ldots, N_y\}. \quad (2)$$

In [13] the $\mathfrak{L}$-trajectory matrix of a shaped 2D array $X$ is presented in the form

$$X = T_{SSSA}(X) = P^T_\mathfrak{L} C_{HbH} P_\mathfrak{K},$$

where $P_\mathfrak{L} : \mathbb{R}^N \rightarrow \mathbb{R}^{N_x \times N_y}$ and $P_\mathfrak{K} : \mathbb{R}^N \rightarrow \mathbb{R}^{N_x \times N_y}$. A shape $\mathfrak{A} = \{\alpha_1, \ldots, \alpha_A\}$ is defined as

$$P_\mathfrak{A} = [\text{vec}(E_{\alpha_1}) : \cdots : \text{vec}(E_{\alpha_A})], \quad (3)$$

$E_{\alpha_i}$ is the $\mathfrak{A}$-shape with 1 on the $\alpha_i$th entry. Then multiplication by $X$ is reduced to multiplication by $C_{HbH}$, which is performed effectively by means of 2D FFT; the projectors $P_\mathfrak{L}$ and $P_\mathfrak{K}$ are trivially calculated.

Let us consider the peculiarities of the circular case. First, in the planar case $N_x$ and $N_y$ have only low bounds given by (2). In the circular case by $x$ we should take $N_x = T_x$ and in the circular case by $y$ it is necessary to set $N_y = T_y$. Then the circular topology transfers to the cyclic structure of the circulant. Note that the projector $P_\mathfrak{L}$ does not depend on either planar or circular case is considered, while the matrix $P_\mathfrak{K}$ is generally larger for the circular case.

Rank-one quasi-Hankelization Extension of fast Hankelization is also quite straightforward. The formulas from [19] are valid with appropriate choice of $N_x$ and $N_y$ equal to $T_x$ and/or $T_y$ in the circular case.

4 RANK OF SHAPED ARRAYS

Following the definition of finite-rank time series [4] and finite-rank 2D arrays [12], let us generalize the notion of rank to the shaped and circular shaped cases.

Definition 1. The $\mathfrak{L}$-trajectory space $S^\mathfrak{L}$ of a shaped array $S \in \mathbb{R}^\mathfrak{N}$ is defined as

$$S^\mathfrak{L}(S) = \text{span}\{(S)_{\mathfrak{L} \oplus \{\kappa\}} \}_{\kappa \in \mathfrak{L} \oplus \{\kappa\} \subseteq \mathfrak{N}}.$$
The introduced trajectory space corresponds to the column space of the trajectory matrix $S = T_{\text{SKSSA}}(S)$. Due to the isomorphism $j_\mathcal{L}$, $\{P_1, \ldots, P_r\}$ is a basis of $S^\mathcal{L}(S)$ if and only if $\{P_1, \ldots, P_r\}$, where $P_k = j_\mathcal{L}(P_k)$, is a basis of the column space of $S$. Let $\{Q_1, \ldots, Q_r\}$ be a basis of the row space of $S$, that is, of the row trajectory space. Then $\{Q_1, \ldots, Q_r\}$, where $Q_k = j_\mathcal{L}^{-1}(Q_k)$, forms the basis of a space, which can be denoted as $S^\mathcal{R}(S)$. Thus, we use the terms column/row trajectory spaces and column/row shaped trajectory spaces, depending on the context.

**Definition 2.** The $\mathcal{L}$-rank of a shaped array $S$ is defined as dimension of its $\mathcal{L}$-trajectory subspace:

$$\text{rank}_\mathcal{L} S = \dim S^\mathcal{L}(S) = \text{rank}_\mathcal{L} S.$$

### 4.1 Ranks of finite and infinite arrays

In order to describe the general form of arrays of finite rank, we consider infinite arrays (and their trajectory spaces) in both sides for both dimensions (i.e., $\mathcal{R} = \mathbb{Z} \times \mathbb{Z}$).

**Definition 3.** Infinite (in both sides) array $S_\infty$ is called the array of finite shaped rank if $r = \max_\mathcal{L} \text{rank}_\mathcal{L} S_\infty$, where maximum is taken over $\mathcal{L} \subset \{1, \ldots, T_x\} \times \{1, \ldots, T_y\}$, is finite. We will write $\text{rank}_\mathcal{L} S_\infty = r$.

**Remark 2.** The shaped rank for an infinite array is equal to its rectangular rank (when the maximum is taken over rectangular shapes), since a sequence of shapes that contain increasing rectangular shapes can be easily constructed. Therefore, we will say about arrays of finite rank omitting “shaped”.

Generally, the theory of infinite arrays of finite rank is closely related to multidimensional arrays satisfying linear recurrence relations and used, for example, in multidimensional system theory (see e.g. [26] and [27]).

In practice, the following remarks are important.

**Remark 3.** If $S_\infty$ is an infinite array of finite rank $r$, $\mathcal{S} = (S_\infty)_{\mathcal{R}}$ is a sufficiently large finite subarray of $S_\infty$ and $\mathcal{L}$ is a sufficiently large shape, then

$$\text{rank}_\mathcal{L} S = \text{rank}_\mathcal{L} S_\infty = \text{rank}_\mathcal{L} S_\infty = r,$$

where $\mathcal{R} = \{\kappa \mid \mathcal{L} \oplus \{\kappa\} \subset \mathcal{R}\}$. The sufficient condition for [4] (see, e.g. [12] for the proof) is that both $\mathcal{L}$ and $\mathcal{R}$ shapes contain at least one $r \times r$ square. More formally, it is sufficient that there exist a 2D index $\alpha = (l, n)$ such that $\{1, \ldots, r\} \times \{1, \ldots, r\} \oplus \{\alpha\} \subset \mathcal{L}$; the same should be valid for $\mathcal{R}$.

### 4.2 Infinite arrays of finite rank: planar case

**Proposition 1.** Let $T_1 = T_2 = \infty$. Then an infinite array $S_\infty$ of finite rank has the form

$$\mathcal{S}(S_\infty)_{l,n} = \sum_{k=1}^{s} P_k(l, n) \mu_k \nu_k^{p},$$

where $\mu_k, \nu_k \in \mathbb{C}$, the pairs $(\mu_k, \nu_k)$ are different, $P_k(l, n)$ are polynomials of $l$ and $n$; such representation is unique up to summands order.

This important fact is well known starting from [28, §20.20] and also is contained in [29] and is discussed in [26] and [27]. Note that the rank of the array $S_\infty$ given in [5] does not determined by degrees of polynomials $P_k$ and is hardly calculated (see [12]).

An important special case is $(S_\infty)_{l,n} = \sum_{k=1}^{r} A_k \mu_k \nu_k^{p}$, which is widely used in signal processing. In this case, $\text{rank}_\mathcal{L} S_\infty$ is equal to the number of different $(\mu_k, \nu_k)$-pairs.
4.3 Infinite arrays of finite rank: circular case

It follows from the definition that in the $T_x$-circular case only array that is $T_x$-periodic by the $x$-axis can be of finite rank. Thus, we obtain two propositions, which characterize the cylindrical and toroidal cases.

**Proposition 2.** Let $T_x < \infty$, $T_y = \infty$. Then an infinite array $S_\infty$ of finite rank $r$ has the form

$$(S_\infty)_{l,n} = \sum_{k=1}^{s} P_k(n) \mu_k^l \nu_k^n,$$

where $\mu_k, \nu_k \in \mathbb{C}$, the pairs $(\mu_k, \nu_k)$ are different, $\mu_k^T = 1$, $P_k(n)$ are polynomials of $n$ of degree $p_k$, $\sum_k (p_k + 1) = r$; such representation is unique up to summands order.

**Proposition 3.** Let $T_x < \infty$, $T_y < \infty$. Then an infinite array $S_\infty$ of finite rank $r$ has the form

$$(S_\infty)_{l,n} = \sum_{k=1}^{r} A_k \mu_k^l \nu_k^n,$$

where $\mu_k, \nu_k \in \mathbb{C}$, the pairs $(\mu_k, \nu_k)$ are different, $\mu_k^T = 1$, $\nu_k^T = 1$, $A_k$ are some constants; such representation is unique up to summands order.

**Remark 4.** In the toroidal case, $T_x < \infty$, $T_y < \infty$, an array of finite rank $r$ can be presented in the form of sum of $r$ components of the Discrete Fourier Transform.

5 SHAPED ESPRIT

The well known ESPRIT [8] and 2D-ESPRIT [14] methods are used for estimation of parameters in the model $X = S + R$, where $R$ is noise and $S$ is the signal of finite rank, which is of the form $(S)_{l} = \sum_{k=1}^{r} A_k \mu_k^l \nu_k^n$ (for ESPRIT) and $(S)_{l,n} = \sum_{k=1}^{r} A_k \mu_k^l \nu_k^n$ (for 2D-ESPRIT).

Next, we briefly describe the general scheme of ESPRIT-like methods, on the example of 2D-arrays.

**Estimation of the signal subspace** We assume that the signal is at least approximately separated from the residual. In this case, $r$ left singular vectors $\{U_{i_1}, \ldots, U_{i_r}\}$ of the trajectory matrix (and corresponding shaped arrays $\{U_{i_1}, \ldots, U_{i_r}\}$, where $U_{i_k} = \delta^{-1}(U_{i_k})$) approximate the column signal subspace. (In signal processing, typically, first $r$ components are chosen, i.e. $\{i_1, \ldots, i_r\} = \{1, \ldots, r\}$.)

**Construction of shifted matrices** The algorithm uses the notion of shifts for shaped arrays from the space spanned by $\{U_{i_1}, \ldots, U_{i_r}\}$. Directions of shifts corresponds to the directions in the initial space. Thus, four matrices $P_x, Q_x, P_y, Q_y$ are constructed, which columns span the shifted subspaces. For 2D-ESPRIT this step was already considered in [14]. For Shaped ESPRIT, we define it in Section 5.1.

**Construction of shift matrices** The relation between the shifted subspaces allows to estimate the so called shift matrices of order $r \times r$ as the approximate solutions of $P_x M_x \approx Q_x$ and $P_y M_y \approx Q_y$. The method of estimation is based on least squares (LS-ESPRIT) or total least squares (TLS-ESPRIT).

**Estimation of the parameters** Eigenvalues of the shift matrices provide an estimates of parameters. For example, the eigenvalues of the $x$-direction shift matrix provide estimates of $\mu_k$, while the eigenvalues of the $y$-direction shift matrix produce estimates of $\nu_k$. 
Pairing of the parameters There are several methods pairing the estimates found at the previous step. These methods are based on computing shift matrices for different directions and their joint diagonalization [14]. The modification called 2D-MEMP with improved pairing step is presented in [14, 30].

5.1 Construction of shifted matrices

Let us introduce the shaped version of the ESPRIT method and describe its specific features. A difference of the shaped version from the rectangular planar one consists in a special shift construction for shapes at the second step of the ESPRIT scheme. (Other steps are exactly the same as in the planar versions.) Also, the circular topology influences the algorithm.

Algorithm 1 (Construction of shifted matrices). Input:
1. The topology of the initial 2D array parameterized by \( (T_x, T_y) \);
2. the 2D shape \( \Sigma \) equipped with the topology of the initial object;
3. the basis \( U_1, \ldots, U_r \in \mathbb{R}^L \) of the estimated signal subspace. For example, \( \{U_k\}_{k=1}^r \) are \( \Sigma \)-shaped eigenvectors from the chosen eigentriples of the trajectory matrix identified as related to an image component that one wants to analyze.

Output: the matrices \( P_x, Q_x, P_y, Q_y \)

Let us show how to construct the \( x \)-shifted matrix, that is, the matrix obtained by the shift along the \( x \) axis; the case of the shift along the \( y \) axis is analogous.

1. Find the subset of points from \( \Sigma \) that have adjacent points of \( \Sigma \) from the right in the \( x \)-direction:
   \[
   M_x = \{ \ell \in \Sigma \mid \ell \oplus (2, 1) \in \Sigma \} \tag{8}
   \]
   Recall that the sum \( \oplus \) with 1 corresponds to no shift.
2. Consider the restricted on \( M_x \) and on \( M_x \oplus \{(2, 1)\} \) shaped eigenarrays:
   \[
   P_k = (U_k)_{M_x}, \quad Q_k = (U_k)_{M_x \oplus \{(2, 1)\}}, \quad k = 1, \ldots, r. \tag{9}
   \]
3. Vectorize the arrays \( P_k \) and \( Q_k \) into \( P_k \) and \( Q_k \) correspondingly.
4. Stack the obtained vectors to the matrices
   \[
   P_x = [P_1, \ldots, P_r], \quad Q_x = [Q_1 : \cdots : Q_r].
   \]

Thus, the shifted matrices are constructed and the shift matrices \( M_x \) and \( M_y \) can be estimated from the relation
\[
P_x M_x \approx Q_x, \quad P_y M_y \approx Q_y. \tag{10}
\]

Remark 5. Note that for the toroidal rectangular case the application of ESPRIT has little sense, since the estimation of frequencies of a finite-rank toroidal signal can be performed by Fourier analysis, see Remark 7.

Remark 6. We have considered only the version of ESPRIT based on the column space. The version based on the row space can be also considered.

5.2 Conditions of the algorithm correctness

The following proposition forms the basis of the ESPRIT-type methods (see e.g. [14]).

Proposition 4. Let the array \( S \) have the common term in the form \( (S)_{l,n} = \sum_{k=1}^r A_k \mu_k^l \nu_k^n \) for a set of different pairs \( \{(\mu_k, \nu_k)\}_{k=1}^r, \mu_k, \nu_k \in \mathbb{C} \). Denote \( \{U_k\}_{k=1}^r, U_k \in \mathbb{R}^2 \), a basis of \( \mathbb{R}^2(S) \). Then

(1) the equalities \( P_x M_x = Q_x \) and \( P_y M_y = Q_y \) (see (10)) have exact solutions, \( M_x \) and \( M_y \);
(2) there exist such a matrix \( T \in \mathbb{C}^{r \times r} \) that \( M_x = T \operatorname{diag}(\mu_1, \ldots, \mu_r) T^{-1} \) and \( M_y = T \operatorname{diag}(\nu_1, \ldots, \nu_r) T^{-1} \).
Proof. Let us prove that this proposition is valid in the shaped case. Take the matrix $T$ as a matrix of transformation of a basis $\{U_k\}_{k=1}^r$ to the basis $\{U'_k\}_{k=1}^r$, where

$$(U'_k)_{l,n} = \mu_l^k U_{k}^n.$$ 

We will prove that $M_x = T \text{diag}(\mu_1, \ldots, \mu_r) T^{-1}$; for other directions the proof is the same. If we consider the basis $U'_k$ instead of $U_k$ and perform Algorithm 1, then the corresponding shifted matrices $P'_x$ and $Q'_x$ can be represented as follows:

$$P'_x = P_x T, \quad Q'_x = Q_x T,$$

since the construction of shifted matrices is a linear procedure. Obviously, the matrix $M'_x = \text{diag}(\mu_1, \ldots, \mu_r)$ will be an exact solution of (10), $P'_x M'_x = Q'_x$. Therefore, $P_x T M'_x = Q_x T$ and hence $P_x T M'_x T^{-1} = Q_x$.

For correctness of the algorithm, it is necessary to add to Proposition 4 the condition of uniqueness for the solutions of the equalities (10), that is, the conditions for rank $P_x = \text{rank} P_y = r$.

**Proposition 5.** Let $S$ be an infinite array of rank $r$ and $U_1, \ldots, U_r \in \mathbb{R}^L$ be a basis of $S^L(S)$. Let $\text{rank}_{2R_x} S = \text{rank}_{2R_y} S = r$. Then $\text{rank} P_x = \text{rank} P_y = r$ and $\text{rank} Q_x = \text{rank} Q_y = r$.

**Proof.** We prove the statement for $P_x$, since for the other matrices it is proved analogously. Denote $(U)_{2R_x}$ the restriction of the shaped array $U$ to the shape $2R_x$. Then

$$\text{rank} P_x = \dim \text{span}\{P_1, \ldots, P_r\} = \dim \text{span}\{(U_1)_{2R_x}, \ldots, (U_r)_{2R_x}\} = \dim S_{2R_x}(S) = \text{rank} S.$$

**Corollary 1.** Let $S$ be an infinite array of rank $r$, $U_1, \ldots, U_r \in \mathbb{R}^L$ be a basis of $S^L(S)$ and the shape $L$ contains at least one $(r + 1) \times (r + 1)$ square. Then the algorithm is correct for any $(T_x, T_y)$.

**Proof.** Obviously, if the shape $L$ contains an $(r + 1) \times (r + 1)$ square, then the shapes $2R_x$ and $2R_y$ contain at least one $r \times r$ square, which is the sufficient condition for $\text{rank}_{2R_x} = \text{rank}_{2R_y} = r$ (see Remark 3) and therefore is sufficient for the algorithm correctness.

**6 EXAMPLES**

In this section we consider two examples, for demonstration of Shaped 2D-ESPRIT and cylindric Shaped 2D-SSA. All the examples are reproducible, and the code is available on request.

**6.1 Shaped 2D-ESPRIT**

Let us describe the example of application of the shaped version of 2D-ESPRIT. We take a part of the commonly used image “Barbara” containing the table covered by checkerboard cloth. However, due to edges of the table, the tablecloth consists of three parts with different views of the texture. Let us consider this picture to demonstrate how Shaped 2D-SSA together with Shaped 2D-ESPRIT can help to analyze textures in different complex-shaped areas of the image.

We construct masks for three parts of the tablecloth and consider them separately (see Figure 2). The first two subimages are triangular, while the third one has complex-shaped boundary and is non-convex. Since the first two subimages are convex, we can choose the window of the same shape as the subimage (that is, a triangular window), but of smaller size (4 times smaller for subimage 1
and 9 times smaller for subimage 2). For the third subimage of complex shape, we choose the circle window shape of radius 10. Since the amplitudes of the texture components are not constant, we choose not large windows, which are though sufficient for extraction of the texture.

Checkerboard form of the texture means that it consists of two sine planar waves that run to different directions. This means that the main part of texture can be extracted by means of four SSA components, each pair corresponds to separate angle. Checkerboard texture is easily seen on the first subimage. It is not evident on the second one and is not seen at all on the third subimage.

Analysis of the eigenarrays helps to indicate which eigenarrays correspond to the texture. For example, the third image contains only one-direction strips on the eigenarray images. Therefore we choose four eigentriples ET2–5 for the first and the second subimages and two eigentriples ET2,3 for the third one. Figure 3 contains the result of reconstruction (top), where the reconstructions of separate strips are depicted under the full reconstruction (for the subimage 3 we have only one strip and therefore the picture of the second strip is empty).

Figure 2: Barbara’s table with enumerated subimages

The frequency estimations obtained by the column LS 2D-ESPRIT are presented in Table 1. The estimated angles (in degrees) and widths of the strips are also presented. The exponential rates show how rapidly the amplitudes are changed.
The coordinate system is as follows: the $x$ coordinate is measured from top to bottom, while the $y$ coordinate is measured from left to right.

The relation between periods $t_x$ and $t_y$ allows one to find the angle of strips with the horizontal line by the formula $\alpha = \arctan(t_x/t_y)$. The strips on the subimage 1 are approximately orthogonal and have angles near $45^\circ$. The strips on the subimage 2 are closer to vertical (angles $63^\circ$ and $70^\circ$), while that on the image 3 are closer to horizontal. Note that widths of the strips can be found by the formula $w = t_x \cos \alpha = \frac{t_x t_y}{\sqrt{t_x^2 + t_y^2}}$.

Let us look at the exponential rates. Positive rates correspond to increasing of amplitudes in the direction from the left top corner. Therefore, for example, the decreasing of the amplitudes of the subimage 3 from left-bottom to right-top means that the $x$-rate is positive, while the $y$-rate is negative.

| Part | Period$_x$ | Period$_y$ | Width | $\alpha,^\circ$ | Rate$_x$ | Rate$_y$ |
|------|-------------|-------------|-------|----------------|---------|---------|
| 1    | 8.1         | 6.9         | 5.2   | 50             | -0.0066 | -0.0061 |
| 1    | 11          | 10.1        | 7.4   | 47             | -0.0022 | -0.0064 |
| 2    | 9.7         | 5           | 4.4   | 63             | -0.0031 | -0.0075 |
| 2    | 7.2         | 2.6         | 2.5   | 70             | 0.0025  | 0.017   |
| 3    | 5.1         | 6.8         | 4.1   | 37             | 0.0054  | -0.0046 |

### 6.2 Cylindric Shaped 2D-SSA

Let us consider the data for expression of gene activity measured on the embryo of the drosophila (fruit fly). The form of the embryo is similar to ellipsoid and therefore the cylindrical projection is adequate for a middle part of the embryo. The technique of SSA analysis of such kind of 2D data by planar non-shaped 2D-SSA was developed in [31, 17]. After projection, the initial data given on 3D embryo surfaces are represented in the form $(x_i, y_i, f_i)$, where $(x_i, y_i)$ are coordinates of nuclei centers in the cylindric projection transformed to a planar rectangle, $f_i$ are the expression values. The aim of the analysis is to decompose the data into the sum of a pattern and noise and then measure the signal/noise ratio. The data are cropped and then are interpolated to a regular grid; therefore, we obtain a digital image, which can be processed by 2D-SSA. After that, the values of the smoothed expression are interpolated backward onto nuclei centers.

Here we demonstrate that the developed circular version of 2D-SSA can perform smoothing without artificial transformation of a cylinder to the rectangle. Thus the result of processing does not depend on the technique of this transformation and has no extra edge effects. We consider the cylindrical topology ($T_x = N_x$ and $T_y = \infty$).

The data are downloaded from the BDTNP archive [32], the file “v5_s11643-28no06-04.pca”, “even skipped”.

The data on the surface of embryo are given in 3D coordinates, therefore we calculated cylindric coordinates by finding the principal axis of the data. The interpolation is performed with the step 0.5% and the middle part from 20 to 80% of the embryo lengths were processed.

The result of decomposition (the factor vectors from the 12 leading eigentriples) is depicted in Figure [4]

The components 1–6 grouped together provide an adequate smoothing; the residual oscillates around zero. Note that the bottom and top edges are coincide, that is, there is no edge effect.
### Factor vectors

|   |   |   |   |
|---|---|---|---|
| 1 | 0.9789% | 2 | 1.65% | 3 | 0.23% | 4 | 0.11% |

![Factor vectors](image)

Figure 4: Drosophila, factor vectors

### Reconstructions

|   | C1-6 | residuals |
|---|------|-----------|
| Original | 0.00049, 0.0024 | 0.00023, 0.00013 |

![Reconstructions](image)

Figure 5: Drosophila, reconstruction and residuals
7 CONCLUSIONS

The shaped extensions of SSA are considerably extend the area of the method applications, including the digital images of non-rectangular shape, images or series with gaps, planar projections of 3D surfaces. Complemented by the circular case, Shaped SSA is able to deal with cylindrical projections of spherical or elliptic surfaces and hence to avoid edge effects.

There is a close relation between SSA-like methods and subspace based methods for frequency estimation. Therefore, new extensions of SSA should produce new extensions of methods for frequency estimation. In the paper we consider the corresponding ESPRIT-like methods, formulate the algorithms and the conditions of their correctness.

The algorithms and their implementation are formulated for 2D images in the form that can be easily extended to higher dimensions.
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