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In an optical lattice, entropy and mass transport by first-order tunneling are much faster than spin transport via superexchange. Here we show that adding a constant force (tilt) suppresses first-order tunneling, but not spin transport, realizing new features for spin Hamiltonians. Suppression of the superfluid transition can stabilize larger systems with faster spin dynamics. For the first time in a many-body spin system, we vary superexchange rates by over a factor of 100 and tune spin-spin interactions via the tilt. In a tilted lattice, defects are immobile and pure spin dynamics can be studied.
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The importance of spin systems goes far beyond quantum magnetism. Many problems in physics can be mapped onto spin systems. Famous examples are the Jordan-Wigner transformation between spin chains and lattice fermions, and the mapping of neural networks to Ising models. The study of spin Hamiltonians has provided major insights into phase transitions and nonequilibrium physics. Therefore, the properties of well-controlled spin systems are explored using various platforms [1].

In the field of ultracold atoms, such Hamiltonians are realized by a mapping from the Hubbard model with the system in the Mott insulator (MI) to Heisenberg models with effective spin-spin coupling given by a second-order tunneling process (superexchange) [2,3]. Although immense progress has been made toward the realization of spin-ordered ground states [4–7], a major challenge is to reach low spin temperatures. A promising route is adiabatic state preparation [8], but in a trapped system a higher entropy region surrounds a low-entropy MI core, whose ultimate temperature and lifetime is limited in most cases by mass or energy transport. A fundamental limitation of superexchange-driven schemes is that the lattice depth controls both mass transport (occurring at the tunneling rate \( t/\hbar \)) and the effective spin dynamics (at \( \vec{r}^2/(\hbar U) \), where \( U \) is the on-site interaction). Schemes isolating the MI by shaping the trapping potential have been proposed [9–13].

Here we use a controlled potential energy offset between neighboring sites (a tilt) to decouple spin transport from density dynamics in the MI regime. Tilted lattices have been used before to suppress tunneling (in spin-orbit coupling schemes with laser-assisted tunneling [14–17]) or to implement spin models using resonant tunneling between sites with different occupations [18–21]. Energy offsets have been used in double-well potentials to modify superexchange rates [22] and between sublattices to suppress first-order tunneling and to observe magnetization decay via superexchange [23].

The implications of using an off-resonant tilt for studying spin physics fall into four categories: (i) A tailored density distribution can be chosen that is frozen in by the tilt. (ii) The tilt suppresses the transition to a superfluid (SF). We use these two features to stabilize larger MI plateaus at lower lattice depths. (iii) The sign and magnitude of the superexchange interaction can be tuned with the tilt, which allows access to a larger range of magnetic phases. (iv) In a tilted MI with \( n \) atoms per site, number defects \( (n \pm 1) \) are localized. This turns \( t - J \) models [24] into spin models with static impurities and allows the study of pure spin dynamics.

In a tilted lattice, the energy difference between lattice sites prevents first-order tunneling. More precisely, the dynamics of a single particle are Bloch oscillations [25,26] and if the tilt per site \( \Delta \) is larger than the bandwidth, their amplitude is smaller than a lattice site. In contrast, swapping particles incurs no energy cost, preserving superexchange (Fig. 1), but with a modified matrix element. For \( n = 1 \), it is [22]

\[
| \uparrow \rangle = \bullet \\
| \downarrow \rangle = \bullet
\]

FIG. 1. In a tilted lattice with energy offset per site \( \Delta \), tunneling at \( t/\hbar \) is suppressed, while superexchange at \( J(\Delta)/\hbar \) is still allowed. This enables the slower superexchange processes to dominate the dynamics even in systems with defects.
where tunneling resonances at \( \Delta = U/m \) \((m = 1, 2, 3, \ldots)\) [21] should be avoided. We implement the tilt with an ac Stark shift gradient from a far-detuned 1064 nm laser beam, offset by a beam radius from the sample. We load a \(^7\)Li Bose-Einstein condensate [27] into a 3D 1064 nm optical lattice in the MI regime. Although the tilt can be applied in any direction, here we use a tilt only along one axis of the lattice and study 1D dynamics (see Supplemental Material [28]).

(i) Preparing large nonequilibrium MI plateaus. In most optical lattice experiments, the number of atoms (and therefore the signal-to-noise ratio of measurements) is not determined by the number of available atoms from the cooling cycle, but by the available laser power (and therefore beam size) for the optical lattice. This determines the harmonic confinement potential at each lattice depth. The equilibrium size of a MI plateau with \( n \) atoms per site is determined by the balance between the local chemical potential \( \mu \approx nU \) and the harmonic trapping potential. Its radius \( r \propto \mu^{1/2} \), so the total atom number \( N \propto U^{3/2} \), where \( U \) is controlled by the scattering length \( a \) via a Feshbach resonance [34]. We find that the \( n = 1 \) MI plateau loaded at \( a = 300a_0 \) has an order of magnitude more atoms than the one loaded at \( a = 50a_0 \) (see Fig. S3 in Supplemental Material [28]). We initialize the experiment by loading 45,000 atoms at \( a = 300a_0 \) at a lattice depth \( V = 35E_R \) in a pure \( n = 1 \) MI with diameter of 40–45 sites and then freeze in this distribution by applying a tilt with a 300 \( \mu \)s linear ramp, much faster than \( \hbar/\tau = 28 \) ms. This allows the decoupling of MI preparation from further spin experiments, which could be carried out at very different scattering lengths and lattice depths.

(ii) Increasing the speed of superexchange. The speed of superexchange is proportional to \( r^2 \) and therefore increases dramatically at lower lattice depths. Because of competing heating and loss processes, most experiments on spin physics are carried out at lattice depths only slightly above the SF-MI transition. The melting of the Mott plateaus at the transition can be suppressed by a tilt, and spin Hamiltonians can be studied at lattice depths even below the phase transition. Next, we experimentally determine how much the lattice depth can be lowered.

We associate the breakdown of the initial MI plateau with the appearance of doublons (two atoms per site [35]), which are measured by interaction spectroscopy. We transfer only atoms in \( n = 2 \) sites to another hyperfine state by using the interaction-shifted transition frequency, so that atoms in \( n = 1 \) sites are not affected [34]. After loading, we decrease the scattering length, lower the lattice depth \( V_z \) along the direction of the tilt, while keeping \( V_x = V_y = 35E_R \), and hold for 10 ms. We detect doublons by ramping \( V_z \) back to \( 35E_R \) on a timescale \( \sim \hbar/\tau \) but slower than \( \hbar/U \), so that there is local (but not global) equilibrium. The fraction of atoms on \( n = 2 \) sites at \( a = 50a_0 \) is shown in Fig. 2(a). Below a critical lattice depth \( V_c \), a sharp increase in the number of doublons is observed. Without the tilt \( V_c = 11.7E_R \), while with a tilt of \( \Delta = 1.65U \), \( V_c = 7.3E_R \), implying an increase in the superexchange rate from Eq. (1) by a factor of 5 at the critical depth in the tilted lattice.

To generalize this result, we repeat the measurement at several scattering lengths [inset of Fig. 2(a)]. All \( V_c \) are above the threshold for the SF-MI transition because of the spatial shrinking of the equilibrium Mott plateaus in a harmonic trap [36,37]. Without the tilt, \( V_c \) is determined by the proximity to the SF-MI transition and the breakdown of plateaus is driven by first-order tunneling in the single-band...
approximation. Note that global density redistribution is not responsible for the breakdown in this measurement, as indicated by the fact that, when the lattice is loaded at the final scattering length, so that little or no density redistribution is expected, we see similar $V_c$ [triangles in Fig. 2(a)].

With the tilt, this melting can be suppressed and we observe that $V_c$ is decreased, resulting in faster spin dynamics. However, we observe that we cannot stabilize the Mott plateaus by tilts for lattice depths smaller than $V_c \approx 6.3E_R$, which we interpret as a breakdown of the single-band approximation. We find $V_c$ to have only a weak dependence on tilt for the range of tilts used (0.3–0.9$E_R$). Note that, at this lattice depth, the band gap is $3E_R$, and the width of the first excited band is $1.6E_R$. At a somewhat lower lattice depth of $4E_R$, we observe that atoms are accelerated out of the lattice, a clear sign for the breakdown of single-band physics. In cubic 2D and 3D lattices, the motion separates in $x$, $y$, and $z$, and the effective breakdown of the single-band approximation should be independent of dimension. Assuming that the lattice can be lowered to $6.3E_R$ in 3D, then at $a = 100a_0$, where the SF-MI transition is at $V_c = 13.3E_R$, superexchange can be 50 times faster at $\Delta/U = 1.4$, where $J/h$ in Eq. (1) is the same as for $\Delta = 0$.

The tilt suppresses the real population of doublons, responsible for the breakdown of MI plateaus, but not the virtual ones (coherent doublon admixtures), responsible for superexchange. In leading order in perturbation theory in $t$, the $n = 1$ MI ground state has doublon-hole admixtures with probability $P = 2t^2/(U - \Delta)^2 + 2t^2/(U + \Delta)^2$. These admixtures are taken into account by a unitary transformation which leads to the effective spin Hamiltonian acting on the unperturbed states $[3,38]$. As perturbation theory breaks down when $t$ and $U$ become comparable, the distinction between real and virtual doublons is blurred. Virtual doublons have been detected without a tilt in $[39,40]$. We measure the number of coherently admixed doublon-hole pairs as the difference between all doublons (measured with a lattice ramp-up faster than $\hbar/U$, projecting the wave function onto Fock states) and the real doublons (incoherent doublons, measured with a slow, locally adiabatic ramp-up as in Fig. 2(a)].

Figure 2(b) shows that the presence of the tilt does not inhibit this coherent admixture, but only modifies its probability. At $V_c$, perturbation theory breaks down.

(iii) Tuning the Heisenberg parameters with a tilt. Tilts comparable to $U$ tune the strength and sign of the superexchange interactions [Eq. (1)]. This effect has so far only been observed for two particles in a double well $[22]$. Here we demonstrate it for the first time in a many-body system by measuring the relaxation dynamics of a nonequilibrium state in a spin chain.

A spin-1/2 Heisenberg model $[2]$ is implemented using the lowest two hyperfine states of $^7$Li in a high magnetic field $B = 848.1014$ G at which $J_z = 0$ and the dynamics are solely determined by $J_{xy} = J$ from Eq. (1) with $U = U_{\uparrow\uparrow}$. The inset in Fig. 3(a) shows the decay of the contrast at
several lattice depths, which collapse onto a single curve when the time is rescaled by $\hbar / J_{xy}$. This confirms, over a range of more than 2 orders of magnitude ($0.015 < J_{xy}/\hbar < 2.68$ kHz), that the spin relaxation is driven by superexchange. We note that the contrast decays to a long-lived offset, which is larger at higher temperatures, probably due to the presence of holes. Also, the offset in the spin-density modulation is smaller than the observed offset in the contrast since our imaging method enhances small contrasts. The dependence of the relaxation time and the offset on parameters of the system, such as the anisotropy of the Heisenberg model, the pitch of the spiral, and temperature, will be addressed in a future study.

We now demonstrate the modification of the superexchange rate with tilt. In general, changing the strength of the tilt also changes the ratio $J_{z}/J_{xy}$, which determines the nature of the dynamics and the ground state. For example, when $\Delta > U$, the sign of the Heisenberg parameters can be flipped [see Eqs. (S6) and (S7) in the Supplemental Material [28]], making it possible to go between ferromagnetic and antiferromagnetic coupling. Here we pick a magnetic field of 857.0052 G, at which $U_{\uparrow \uparrow} = -U_{\downarrow \downarrow}$, so that $J_{z}/J_{xy} = -1$ is constant as a function of tilt. Then, varying the tilt only changes the speed of the dynamics and not the nature of the Hamiltonian. Figure 3(b) shows that the relaxation times can be tuned by the tilt by an order of magnitude ($0.067 < J_{xy}/\hbar < 0.605$ kHz).

(iv) Freezing in defects. A direct consequence of the absence of first-order tunneling in a tilted MI is that defects, which normally propagate at a rate $\sim t/\hbar$, are frozen in. Here we illustrate the different effects of mobile and immobile holes and doublons on the spin transport of a single $|\uparrow\rangle$ atom in a chain of $|\downarrow\rangle$ atoms. We numerically simulate the evolution of the two-component Bose-Hubbard model (see Supplemental Material [28]) for three initial states after tunneling is suddenly switched on. When there are no defects [Figs. 4(a) and 4(d)], the dynamics are the same with and without the tilt. The time evolution of spin $|\uparrow\rangle$ shows coherent ballistic expansion of the wave front with a characteristic checkerboard pattern [43], akin to the dynamics of a single particle in a nontilted lattice [26]. The effect of mobile holes [Fig. 4(b)] is to displace the particles without impeding the overall dynamics significantly, which was also observed for antiferromagnetic chains [44]. Some coherent oscillations appear blurred and are restored by the tilt. In the tilted case, the holes act as domain walls, confining the dynamics to a shorter chain [Fig. 4(e)].

The effect of doublons is more subtle. Compared to holes, the presence of $|\downarrow\downarrow\rangle$ doublons enables the formation of an $|\uparrow\downarrow\rangle$ doublon, so that the $|\uparrow\rangle$ spin can propagate at $t/\hbar$. Note that due to Bose enhancement, an $|\uparrow\downarrow\rangle$ doublon quickly turns into a $|\downarrow\downarrow\rangle$ doublon. Figure 4(c) shows that the $|\uparrow\rangle$ spin is localized near the original position by collisions with $|\downarrow\downarrow\rangle$ doublons, which we suspect is due to destructive interference of all paths. With the tilt, doublons are pinned and act as reflective barriers. The superexchange rate for spin $|\uparrow\rangle$ to become part of a doublon is $J_{2} = 2t^{2}[-2/\Delta + 2/(2U_{\uparrow \downarrow} + \Delta)]$, which is different for $\pm \Delta$ and leads to the left-right asymmetry in Fig. 4(f). The effects of fixed and mobile defects in higher dimensions will be somewhat different, but overall, mobile defects can have a significant effect on spin dynamics, while immobile defects act, to a good approximation, as domain walls or static impurities. This has implications not only for dynamics, but also for adiabatic state preparation where the tilt prevents defects from increasing the final entropy (see Fig. S5 in Supplemental Material [28]).

The implementation of tilts for heavier atoms should be less demanding since similar tilts (in units of recoil energy) require lower laser power. Magnetic tilts are also possible if the two spin states have the same magnetic moment. Separation of spin and mass transport could also be achieved with random offsets implemented with bichromatic lattices or laser speckle, as in the studies of Anderson localization [45,46].

We have introduced tilted lattices as a new tool with practical and fundamental applications. On the practical side, we have shown that it can lead to an order of magnitude larger systems with spin-spin couplings that are an order of magnitude faster. On the fundamental side, the tilt can change not only the speed of superexchange, but also the anisotropy of Heisenberg models. It also turns $t - J$ models with mobile holes into spin systems with pinned impurities. This can be used to create lattices with disorder,
similar in spirit to disorder in species-dependent lattices created by pinning the second species [47], and to study mixed-dimensional transport in 2D systems with tilt along one axis [48]. The separation between spin and density dynamics should be useful for future quench experiments and for improving the fidelity of adiabatic preparation of magnetically ordered ground states.
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