We introduce Ivy, a templated Deep Learning (DL) framework which abstracts existing DL frameworks such that their core functions all exhibit consistent call signatures, syntax and input-output behaviour. Ivy allows high-level framework-agnostic functions to be implemented through the use of framework templates. The framework templates act as placeholders for the specific framework at development time, which are then determined at runtime. The portability of Ivy functions enables their use in projects of any supported framework. Ivy currently supports TensorFlow, PyTorch, MXNet, Jax and NumPy. Alongside Ivy, we release four pure-Ivy libraries for mechanics, 3D vision, robotics, and differentiable environments. Through our evaluations, we show that Ivy can significantly reduce lines of code with a runtime overhead of less than 1% in most cases. We welcome developers to join the Ivy community by writing their own functions, layers and libraries in Ivy, maximizing their audience and helping to accelerate DL research through the creation of lifelong inter-framework codebases. More information can be found at https://ivy-dl.org.

1 INTRODUCTION

There is generally a trade-off in software projects between run-time efficiency and ease of development. At a high level, this trade-off is intuitive; programming solutions with more abstractions remove complexity, but also necessarily remove control, and the ability to perform task-specific optimizations. Effective frameworks must find a middle ground between these two competing factors, where the right abstractions are needed to make development as quick and easy as possible, whilst also enabling customized implementations for maximum runtime efficiency and control.

In the context of Deep Learning (DL) frameworks, Python has emerged as the front-runner language for research and development. Most DL frameworks depend on efficient pre-compiled C++ code in the backend, which is a clear example of finding an effective balance between these competing factors. The Python interface makes prototyping code quick and easy, and the pre-compiled C++ operations and CUDA kernels in the backend make model inference fast. While users of most DL frameworks are still given the option for C++ and CUDA development of custom operations, the most common use case is for developers to implement their projects as compositions of operations in pure Python. The abstractions available for this development style also continue to become more powerful. For example, most frameworks now enable chains of Python functions to be flagged for Just-In-Time (JIT) compilation, using tools such as the Accelerated Linear Algebra compiler (XLA) (Leary & Wang, 2017).

We frame Ivy in the same hierarchy of abstractions (see Figure 1). Ivy abstracts existing DL frameworks such that their functional Application Programming Interfaces (APIs) all exhibit consistent call signatures, syntax and input-output behaviour. In doing so, Ivy effectively moves existing DL frameworks one layer down the abstraction stack to the Ivy “backend”. As with the abstracted C++ backend in DL frameworks, we find the benefits of the Ivy abstraction generally outweigh the costs. New functions written in Ivy are instantly portable to TensorFlow, PyTorch, MXNet, Jax, and NumPy, enabling an inter-framework “drag-and-drop” approach not currently possible among modern DL frameworks. If a new Python DL framework was introduced in future, adding this framework to the Ivy backend would then make all existing Ivy code instantly compatible with...
the new framework. Ivy offers the potential for creating framework-agnostic DL libraries, which are jointly usable by present and future DL developers in all frameworks.

1.1 Towards General Differentiable Programming

Although DL initially focused on end-to-end training of deep neural networks (DNNs), DL models increasingly use a hybrid of neural networks and parameter-free, “hand-designed” components that encode priors and domain-specific knowledge from the relevant field (Karpathy, 2015). Robotic control, path planning and Structure from Motion (SfM) are just a few examples. Most of these fields have very well-established mathematical foundations which pre-date DL. The more successful intersections with DL usually find an effective middle ground where known parameter-free functions can still be exploited in the end-to-end computation graph. The only requirement is that these parameter-free computation blocks can still pass gradients for the end-to-end learning.

We show an example of using a parameter-free function from the Ivy vision library in a TensorFlow neural network model below. The model receives a color image rgb and corresponding 3D co-ordinates coords, encodes features from rgb via a 2D convolution, and then uses coords to construct a 3D voxel grid of these features, which is then further processed by 3D convolutions for reasoning about the 3D scene. This examples demonstrates the supplementary nature of Ivy functions, which can be used alongside native frameworks, TensorFlow in this case. The real power of Ivy is that the function on line 15 - 16 can be used as is in any supported framework (i.e. PyTorch, Jax, etc.).

```python
import tensorflow as tf
from tensorflow.keras.layers import import Layer,
    Conv2D, Conv3D
import ivy_vision

class TfModel(Layer):
    def __init__(self):
        super().__init__()
        self._conv2d = Conv2D(16, 3)
        self._conv3d = Conv3D(1, 3)

    def call(self, coords, rgb):
        feat = self._conv2d(rgb)
        fs = feat.shape
        feat = tf.reshape(feat, (fs[0], fs[1] *
                               fs[2], fs[3]))
                                                     
        vox = ivy_vision.coords_to_voxel_grid(coords, [128] * 3, features=feat)
        return self._conv3d(vox[0])
```

These types of differentiable domain-specific functions are becoming ever more ubiquitous in deep learning research. One of the most prominent fields to combine prior knowledge with end-to-end learning is computer vision. Indeed, the convolutional architecture itself (LeCun et al., 1989) is an example of inductive bias in the computation graph, driven by a heuristic of local spatial significance in images. More recent works in computer vision have incorporated well-known multi-view geometry relations into the graph, which can greatly help in establishing correspondence between images. FlowNet (Dosovitskiy et al., 2015) shows that adding explicit correlations over image patches greatly improves correspondence estimation over vanilla CNNs. Many works which combine DL with SfM for geometric reconstructions also utilize core image projection and warping functions in the graph (Tang & Tan, 2018; Bloesch et al., 2018), again requiring gradient propagation.

Gradient based optimization also pre-dates DL in many applied fields, such as motion planning. Works such as CHOMP (Ratliff et al., 2009) and TrajOpt (Schulman et al., 2014) demonstrate that motion planning can be done through gradient-based optimization. More recently, path planning has seen interesting intersections with DL. For example, Value Iteration Networks (VIN) (Tamar et al., 2016) utilize the value-iteration structure for “learning to plan”.

Outside of robotics and computer vision, other fields are increasingly exploiting parameter-free computation in end-to-end graphs. (Raissi et al., 2020) propose a physics-informed deep-learning framework capable of encoding the Navier-Stokes equations into neural networks with applications in Fluid Mechanics, (Graves et al., 2014; Sukhbaatar et al., 2015) learn to solve memory intensive tasks from data by integrating differentiable read and write operations into a neural network with an external memory bank, and (Qiao et al., 2020) propose a differentiable physics framework which uses meshes and exploits the sparsity of contacts for scalable differentiable collision handling.

These are just some examples of the growing need for libraries which provide domain specific functions with support for gradient propagation, to enable their incorporation into wider end-to-end pipelines. We provide an initial set of Ivy libraries for mechanics, 3D vision, robotics, and differentiable environments. We expect these initial libraries to be widely useful to researchers in applied DL for computer vision and robotics. We explore these libraries further in Section 4, and provide an end-to-end example in Section 6.

1.2 A Templated Framework

In order to abstract DL frameworks, Ivy takes inspiration from the concepts of template metaprogramming (Abrahams & Gurtovoy, 2004) and template methods (Gamma, 1995). Template metaprogramming refers to compile-time polymorphism, enabling source code to compile against different data types, while template methods are a behavioral design pattern for object oriented programming, reducing lines of code by delegating low-level implementations of general abstract functions to more specific child classes.
While these are both distinct programming settings, the template concept remains similar, allowing the creation of individual functions which can take on a variety of forms at runtime. Ivy takes inspiration from this general concept, and introduces templates at the level of DL frameworks.

For the first time, we enable functions, layers and libraries to be implemented once, with simultaneous, full support for all prominent modern Python DL frameworks. Unlike Keras (Chollet et al., 2015), we do not attempt to fully abstract high level classes. Aside from this being more difficult to maintain, we believe this level of abstraction removes too much control from users. Instead, we abstract only the core tensor functions, which are often semantically similar, but syntactically unique.

This design enables functions in all Ivy libraries to be “dragged and dropped” into any project using a supported framework. We will continue to expand Ivy’s applied libraries, and we encourage users to join the Ivy community by implementing their own functions, layers and libraries in Ivy to maximize their audience, and help accelerate DL research through the creation of inter-framework codebases.

2 RELATED WORK

2.1 Deep Learning Frameworks

Deep learning progress has evolved rapidly over the past decade, and this has spurred companies and developers to strive for framework supremacy. Large matrix and tensor operations underpin all efficient DL implementations, and so there is largely more that relates these frameworks than separates them. Many frameworks were designed explicitly for matrix and tensor operations long before the advent of modern DL. An early language which placed particular focus on matrix operations is MATLAB (Higham & Higham, 2016), which provides a combined computing environment and language, all oriented around general linear algebra. With the addition of a recent DL toolbox (The MathWorks, 2020), the framework now supports backpropagation. In the Python language (Van Rossum & Drake, 2009), one of the most widely used packages is NumPy (Oliphant, 2006; Harris et al., 2020), which established itself as a standard in scientific computing. NumPy is a general matrix library, but with many function implementations highly optimized in C (Kernighan & Ritchie, 2006). It does not natively support automatic differentiation and back-propagation. Since the beginning of the new DL era, a number of libraries with automatic differentiation have been utilized. An early and widely used library was Caffe (Jia et al., 2014), written in C++ (Stroustrup, 2000), enabling static graph compilation and efficient inference. The Microsoft Cognitive Toolkit (CNTK) (Seide & Agarwal, 2016) was also written in C++, and supported directed graphs. Both of these are now deprecated. More recently, Python has become the front-runner language for DL interfaces. TensorFlow (Abadi et al., 2015), Theano (Theano Development Team, 2016), Chainer (Tokui et al., 2019), MXNet (Chen et al., 2015), PyTorch (Paszke et al., 2019) and JAX (Bradbury et al., 2018) are all examples of DL frameworks primarily for Python development.

Despite the variety in frameworks, the set of fundamental tensor operations remains finite and well defined, and this is reflected in the semantic consistency between the core tensor APIs of all modern python DL libraries, which closely resemble that of NumPy introduced in 2006. Ivy abstracts these core tensor APIs, with scope to also abstract future frameworks adhering to the same pattern, offering the potential for lifelong inter-framework code reusability.

2.2 Deep Learning Libraries

Many field-specific libraries exist, for example DLTK (Pawlowski et al., 2017) provides a TensorFlow toolkit for medical image analysis, PyTorch3D (Ravi et al., 2020) implements a library for DL with 3D data, PyTorch Geometric (Fey & Lenssen, 2019) provides methods for deep learning on graphs and other irregular structures, and ZhuSuan (Shi et al., 2017) is a TensorFlow library designed for Bayesian DL. Officially supported framework extensions are also becoming common, such as GluonCV and GluonNLP (Guo et al., 2020) for MXNet, TensorFlow Graphics (Valentin et al., 2019), Probability (Dillon et al., 2017), and Quantum (Broughton et al., 2020) for TensorFlow, and torchtext for PyTorch (Paszke et al., 2019). However, these packages can quickly become obsoleted in the turbulent and fast changing landscape of DL frameworks. Furthermore, none of these libraries address the code shareability barrier for researchers working in different frameworks. A viable solution for building large, framework-agnostic libraries for all present and future DL researchers to use is yet to be introduced. Ivy offers this solution.

2.3 Deep Learning Abstractions

Attempts have been made to provide framework-level abstractions for DL, most notably through Keras (Chollet et al., 2015), which supported TensorFlow (Abadi et al., 2015), CNTK (Seide & Agarwal, 2016), and Theano (Theano Development Team, 2016) before it’s focus shifted to support TensorFlow only. Keras provided abstractions at the level of classes and models, which allowed the user to prototype quickly with higher level objects.

In contrast, Ivy simplifies and reduces the abstraction to just the level of the core tensor API. We argue that it is more scalable and maintainable to focus the abstraction on the core tensor operations. This design enables complex and dedicated libraries to be built on top of Ivy in a highly scalable and maintainable manner.
We now provide an overview of the core Ivy API, explain how framework templates can be used to construct new high-level framework-agnostic functions using this API, and explain the framework handler which maximizes framework selection flexibility for the user.

All Ivy functions are unit tested against each backend framework, and support arbitrary batch dimensions of the inputs, even in cases where the backend framework does not. The existing core functions are sufficient for implementing a variety of examples through the four Ivy applied libraries, but the core Ivy API can easily be extended to include additional functions as required.

3.1 Framework-Specific Namespaces

Almost all of the functions in the core Ivy API exist in the native frameworks in some form. Ivy wraps these native functions to provide consistent syntax and call signatures, and in some cases also extend functionality to achieve this goal. This is necessary in cases where the native functions are lacking, for example ivy.torch.gather_nd is implemented by wrapping the less general torch.gather. The input-output behaviour for each Ivy function is selected to be the most general variant among the backends, whilst following the most common syntax.

The framework-specific functions with the updated Ivy syntax and call signatures are all accessible via framework-specific namespaces such as ivy.tensorflow and ivy.torch, see Figure 2. Each of these namespaces behave like the functional API of the original framework, but with the necessary changes to bring inter-framework unification.

Due to the semantic similarity between all DL frameworks, these changes are very minor for most functions, with many changes being purely syntactic, which enables direct bindings. Other functions require simple re-arrangement of the arguments, and sometimes extra processing of optional arguments to unify default behaviour. For the example of PyTorch, We show how Ivy wraps functions with varying extents of modification below.

3.2 Framework Templates

Considering our new unified frameworks available under the ivy namespace, we can use these frameworks interchangeably when constructing higher level functions. The specific framework then only needs to be given at function runtime, and not during function development. An obvious way to handle this is to receive the framework as a function input f, as shown in the example below. Because the framework does not need to be defined at development time, we refer to f as a framework template.

We next explore how this inter-framework unification enables the creation of higher level framework-agnostic functions, through the use of framework templates.

```python
# direct binding
clip = torch.clamp

# minimal change
tile = lambda x, reps: x.repeat(reps)

# moderate change
def cast(x, dtype_str):
    dtype_val = torch.__dict__[dtype_str]
    return x.type(dtype_val)

# larger change
def transpose(x, axes=None):
    if axes is None:
        axes = range(len(x.shape)-1, -1, -1)
    return x.permute(axes)
```

We could then call this function using any of the backend frameworks. For example, we can call the function using TensorFlow like so:

```python
import tensorflow as tf
import ivy.tensorflow

plr_tf = tf.ones((3,))
cart_tf = plr_to_cart(plr, ivy.tensorflow)
```

We could then call this function using any of the backend frameworks. For example, we can call the function using TensorFlow like so:

```python
import tensorflow as tf
import ivy.tensorflow

plr_tf = tf.ones((3,))
cart_tf = plr_to_cart(plr, ivy.tensorflow)
```
3.3 Framework Handler

The pattern outlined above works for creating high level functions, but it lacks flexibility. Ideally, it should not be mandatory to pass in the desired framework as input for every high level function. All Ivy libraries instead make use of the Ivy framework handler, and specifically the method `get_framework(*args, f=f)`, to determine the backend framework. This gives the user of these high-level functions multiple options for specifying the backend framework. Any new high-level Ivy functions should make use of the framework handler like so:

```python
from ivy.framework_handler import get_framework

def some_high_level_func(*args, f=None):
    f = get_framework(*args, f=f)
    # function implementation using f
```

Let’s re-implement `plr_to_cart` using the framework handler:

```python
from ivy.framework_handler import get_framework

def plr_to_cart(plr, f=None):
    f = get_framework(plr, f=f)
    # using f the same as before
```

The method `get_framework(*args, f=f)` selects the correct framework using one of a variety of mechanisms.

Local framework specification  To force Ivy to use a specific framework, the framework can be specified for every core function call using the `f` argument, exactly as outlined in Section 3.2. The method `get_framework(*args, f=f)` simply returns `f` provided it is not `None`.

Type checking  The correct framework can automatically be inferred by type checking of the inputs. This is the most user-friendly mode, but adds a small runtime overhead. To avoid importing all of the supported native frameworks for type checking, the types of the input arguments are instead converted to strings for specific keywords search. Importantly, this prevents the need to have all supported native frameworks installed locally just for type-checking.

```python
plr_tf = tf.ones((3,))
cart_tf = plr_to_cart(plr_tf)
```

Global framework specification  A framework can also be used globally for all future function calls until it is unset.

```python
plr_pt = torch.ones((3,))
ivy.set_framework(ivy.torch)
cart_pt = plr_to_cart(plr_pt)
ivy.unset_framework()
```

Framework priorities  When a framework is specified via the `f` argument, it takes absolute priority. Otherwise, if a framework has been set via `ivy.set_framework`, this framework is selected. Finally, if no framework has been specified, type checking is used. This combination of framework selection mechanisms allows users to balance simplicity with run-time performance to suit their particular needs.

3.4 Framework-Agnostic Namespace

While Ivy’s central use-case is the creation of framework-agnostic high-level functions, which do not already exist in the native frameworks, we also use the principles mentioned above to create a framework-agnostic version of the low-level core API, see Fig 2. These framework-agnostic functions are accessible directly via the `ivy` namespace, each implemented in exactly one line, like so:

```python
def clip(x, x_min, x_max, f=None):
    return _get_framework(x, f=f).clip(x, x_min, x_max)

def some_fn(*args, f=None):
    return _get_framework(*args, f=f).some_fn(*args)
```

4  IVY LIBRARIES

Using the mechanism of framework templates outlined in the previous section, many high-level framework-agnostic Ivy libraries are possible. We provide an initial set of libraries in the areas of mechanics, 3D vision, robotics, and differentiable RL environments. Every function in these libraries are unit tested, and all support arbitrary batch dimensions of the inputs. We provide brief overviews of these four libraries below. To offer an insight into which Ivy functions are useful for creating which libraries, the frequencies of Ivy core functions used for each library are presented in Appendix A.1.

**Ivy Mech**  provides functions for conversions of orientation, pose, and positional representations, as well as frame-of-reference transformations, and other more applied functions.

**Ivy Vision**  focuses predominantly on 3D vision, with functions for camera geometry, image projections, coordinate frame transformations, forward warping, inverse warping, optical flow, depth triangulation, voxel grids, point clouds and signed distance functions.
Ivy Robot provides functions and classes for gradient-based motion planning and trajectory optimization. Classes are provided both for mobile robots and robot manipulators.

Ivy Gym provides differentiable implementations of the classic control tasks from OpenAI Gym. The differentiable nature of the environments means that the cumulative reward can be directly optimized for in a supervised manner, without need for reinforcement learning.

The functions in these libraries can all be integrated directly into arbitrary computation graphs for end-to-end gradient-based learning. We consider an end-to-end example using these libraries in Section 6.

5 A Spectrum of Users

Ivy can be used in a variety of ways, depending on the needs and goals of the user. We consider three different hypothetical groups of Ivy users: Ivy contributors, Ivy creators and Ivy library users. We also show how these groups fall onto a broader spectrum of potential users, see Fig 3.

Ivy Contributors exist on one end of the spectrum. If a developer would like to release their own applied DL library, and do so in a manner that maximizes the number of potential users across different frameworks, then writing their library in Ivy provides the solution. An Ivy contributor uses Ivy Core to develop an Ivy library, potentially helping further develop Ivy Core in the process. An example of a new Ivy library for Bayesian inference is shown below.

```python
from ivy.framework_handler import get_framework

def kalman_filter(*args, f=None):
    # implementation using f.matmul, f.inv, f.
    # transpose etc.
    bayes_rule, information_filter, and other
    # functions
```

Ivy Creators exist somewhat in the middle of the spectrum. They do not explicitly contribute to Ivy with the creation of new Ivy libraries, but they also do more than just copy existing functions into their native project. An Ivy creator uses both Ivy core and the Ivy libraries to implement substantial parts of their own personal project in Ivy. Once this project is released online, their project can be used by other developers in frameworks different to their own. This then maximizes their direct audience. An example of an Ivy creator’s pure-Ivy trainable fully connected network is shown below.

```python
class IvyFcModel:
    def __init__(self, f):
        # framework
        self._f = f
    # weights
    w0lim = (6 / (1 + 1)) ** 0.5
    w0 = self.f.variable(f.random_uniform(
        -w0lim, w0lim, (1, 1)))
    # biases
    b0 = f.variable(f.zeros((1,)))
    # variables
    self.v = [w0, b0]
    def call(self, x, v=None):
        if v is None:
            v = self.v
        x = self._f.nn.tanh(self._f.nn.linear(
            x, v[0], v[1]))
        return x
```

Ivy Library Users exist on the other end of the spectrum. This is likely the most common Ivy user, who simply uses the existing Ivy libraries to supplement their own projects in their own preferred native framework. For example, a TensorFlow user working on DL for computer vision might just want to use some of the Ivy vision functions in their own project. An Ivy library user therefore uses Ivy libraries to develop their own native project. A code example for this type of user is provided in Section 1.1.

The network can then either be trained in a pure-Ivy pipeline, or the network can be used as a parent class alongside a framework-specific model parent class to create a framework-specific trainable child class. This enables the network to be trained using the native framework’s optimizers and trainers. Code examples of both of these training options are presented in Appendix A.2.

Combined, these hypothetical user groups form a spectrum of potential Ivy users. Given Ivy’s fully functional form, and the low-level focus of the abstraction, this makes it easy to write Ivy code directly alongside native code. This means the developer stays in complete control regarding the depth of the Ivy abstraction in their own projects, as previously outlined in Fig 1. This flexibility in Ivy’s usage underpins the wide variety in potential Ivy users.
6 End-to-End Integration

The functions from all Ivy libraries can be integrated into arbitrary computation graphs, such as neural networks, for gradient-based end-to-end training. This is useful for many areas of intersectional research, which explore the integration of conventional parameter-free computation within neural-network based deep learning. The libraries are also applicable to gradient-based methods outside of deep learning. We explore one such example in this section, which combines the different Ivy libraries in an intersectional application.

Specifically, we explore the combined application of the mechanics, vision and robotics libraries to gradient-based motion planning of a drone in a scene with obstacles, see Fig 4. This takes on a similar formulation to a variety of existing works (Ratliff et al., 2009; Schulman et al., 2014). The full code for this example is given in Appendix A.3.

First, we define a start pose $p_s \in \mathbb{R}^6$ and target pose $p_t \in \mathbb{R}^6$ for the drone in the scene, both represented as a cartesian position and rotation vector. We then define two intermediate optimizable pose anchor points $p_{\text{opt anc}} \in \mathbb{R}^{2 \times 6}$. Combined, these represent the four anchor points of a spline $p_{\text{anc}} \in \mathbb{R}^{4 \times 6}$.

The spline is then interpolated and sampled using method `ivy_robot.sample_spline_path`, returning a more dense trajectory of poses from start to goal, $p_{\text{samp}} \in \mathbb{R}^{100 \times 6}$. The method `ivy_mech.rot_vec_pose_to_mat_pose` is then used to convert this into a trajectory of pose matrices $m_{\text{traj}} \in \mathbb{R}^{100 \times 3 \times 4}$. An `ivy_robot.RigidMobile` class is also instantiated as a drone object, receiving a collection of 5 relative body points $b_{\text{rel}} \in \mathbb{R}^{5 \times 3}$ in the constructor. In this example, the points represent the centroid and the four outer corners of the drone, but the class enables arbitrary rigid mobile robots. The public method `drone.sample_body` is then called, receiving the trajectory of matrix poses $m_{\text{traj}}$, to produce body point trajectories $b_{\text{traj}} \in \mathbb{R}^{100 \times 5 \times 3}$ in world space.

The scene is represented as a collection of bounding boxes, one for each object, and the method `ivy_vision.cuboid_signed_distances` is used to convert this scene description into a single scene-wide signed distance function (SDF). This SDF is then queried using the body point trajectories $b_{\text{traj}}$ and summed, the lengths of each trajectory in $b_{\text{traj}}$ are also summed, and the sum of lengths and negative sum of signed-distances are combined to create the motion planning cost function.

The code provided in Appendix A.3 is a simplified version of an interactive demo provided in the robotics library. Scene renderings at various stages of this interactive demo are provided in Fig 5. For visualization and simulation we use PyRep (James et al., 2019) and CoppeliaSim (Rohmer et al., 2013).

While the Ivy libraries are predominantly targeted at neural-network integration, this demo highlights how the different Ivy libraries can be combined to also enable gradient-based solutions without neural networks.
Figure 5. Application of gradient-based motion planning for a drone in a scene with obstacles. (a) path from start to goal at initialization, green shows regions of positive SDF, and red shows negative, which correspond to colliding points. (b) the same path after a few iterations of gradient descent, the path is still not yet collision free with respect to the object bounding boxes, as seen by some small segments of the path which remain red.

7 Framework Evaluations

As is the case for most software abstractions, the Ivy abstraction brings improvements for development time, at a small expense of runtime. In this section, we first perform a simple line-of-code (LoC) analysis, to assess how Ivy and its libraries can accelerate rapid prototyping by reducing lines of code. We then perform a runtime analysis of all the functions in Ivy core, to assess the overhead introduced by the wrapping of backend functions, which brings all backend frameworks into syntactic and behavioural alignment.

7.1 Line of Code Analysis

There are two mechanisms by which Ivy reduces the lines of code required for developers. Firstly, Ivy makes it possible to write a library once, with joint support of all DL frameworks. Ivy currently supports 5 backend frameworks, which means all Ivy libraries use only 20% of the code that would be required compared to the alternative of creating framework-specific libraries. Secondly, the Ivy libraries offer a variety of commonly used functions in different areas of applied DL. This avoids the need for Ivy users to implement these functions themselves, reducing lines of code in their own projects.

To quantify these points with a concrete example, we analyse the lines of code required to implement the motion planning pipeline from Sec 6, both with and without Ivy and its libraries. We consider the lines of code required from the perspective of the Ivy user, wishing to implement this demo in a manner that supports all frameworks.

We first assume access to both Ivy and its libraries, which results in 100 LoC. These are provided in Appendix A.3.

We next assume that the libraries do still exist, but Ivy does not exist, and so we assume the libraries are implemented in each of the native frameworks PyTorch, TensorFlow, JAX, and MXNet. This would mean four separate motion planning demo scripts would be required in order to support all frameworks, bringing the total LoC to 100 × 4 = 400. Numpy is not included in this case, as it does not support automatic gradients, which are required for this demo.

We next consider the LoC assuming that Ivy does exist, but the Ivy libraries do not exist. Table 1 quantifies the LoC for each of the functions used in the example from Section 6, outlined in Figure 4.

| Ivy library name | LoC |
|------------------|-----|
| ivy_robot.RigidMobile | 53 |
| ivy_robot.sample_spline_path | 133 |
| ivy_mech.rot_vec_pose_to_mat_pose | 108 |
| ivy_vision.cuboid_signed_distances | 61 |

Table 1. Lines of code for the different Ivy library functions used in the motion planning example from Section 6.

Therefore, without the existence of the Ivy libraries, each function would need to be implemented as part of the demo, and the total demo LoC increases to 100 + 53 + 133 + 108 + 61 = 455.

Finally, we consider the case where neither Ivy nor the Ivy libraries exist. Taking the previous result for no Ivy libraries 455 as a starting point, the demo would now also need to be repeated for each specific framework, bringing the total LoC to 455 × 4 = 1820. All of these results are summarized in Table 2.

| Naive | Ivy Only | Ivy Libs Only | Ivy and Libs |
|-------|----------|---------------|--------------|
| LoC   | %        | LoC           | %            | LoC |
| Naive | 1820     | 455           | 100          | 400 |
|       | 100      | 25            | 22           | 5   |

Table 2. Lines of code to implement the demo in Section 6, for varying availability of both Ivy and the Ivy libraries.

As can be seen in Table 2, the demo only requires ∼ 5% of the LoC compared to implementing the same demo without using Ivy or its libraries, in a manner that supports all frameworks. Of course, one could argue that this example is somewhat contrived, with the example being specifically chosen to maximally utilize the libraries. It is indeed true that many useful functions do not yet exist in the Ivy libraries, and these would then need to be implemented in local project codebases, thus increasing LoC.

However, if many such functions become apparent to developers, then these functions can be added to the Ivy libraries, enabling more LoC reductions for future users of the libraries. Overall, this motion planning demo exemplifies the dramatic LoC reduction which is possible when using Ivy and the Ivy libraries to create framework-agnostic code.
In order to assess the overhead introduced by the Ivy abstraction, we perform a runtime analysis for each core function using all possible backend frameworks, and assess how much inference time is consumed by the Ivy abstraction in both eager mode and compiled mode. Ivy code can be compiled using `ivy.compile_fn()`, which wraps the compilation tools from the native framework. Our analysis only considers 53 of the 101 core functions implemented at the time of writing, as the remaining 48 Ivy functions incur no overhead for any of the backend frameworks.

To perform this analysis, we separate each Ivy function into 3 code groups: (a) backend, (b) Ivy compilable and (c) Ivy eager. Backend code refers to the native tensor operation or operations being abstracted by Ivy. These operations form part of the compilable computation graph. Ivy compilable refers to overhead tensor operations which also form part of the compilable computation graph. A good example is reshape and transpose operations which are sometimes required to unify input-output behaviour between frameworks. Finally, Ivy eager refers to Ivy overhead which is only executed when running the backend framework in eager execution mode. If compiled, this code is not run as part of the graph. Examples include inferring the shapes of input tensors via the `.shape` attribute, inferring data-types from string input, and constructing new shapes or transpose indices as lists, for defining tensor operations which themselves form part of the compilable computation graph. A function which consists of backend and Ivy compilable code is presented below. The transpose operation is necessary to return the output in the expected format.

```python
def svd(x, batch_shape=None):
    U, D, V = torch.svd(x)
    VT = torch.transpose(V, -2, -1)
    return U, D, VT
```

A function which consists of backend and Ivy eager code is presented below. The dictionary lookup is not compiled into the computation graph, and is only run on the first function call which is responsible for compiling the graph.

```python
def cast(x, dtype_str):
    dtype_val = torch.__dict__[dtype_str]
    return x.type(dtype_val)
```

In order to simplify the runtime analysis, we time all Ivy functions only in eager mode, by using the method `time.perf_counter()` from the `time` module between adjacent code groups. While the absolute runtimes of eager functions will be slower than compiled functions, we find that the relative runtimes between different tensor operations in eager mode is a good approximation to their relative runtimes in compiled mode. Our analysis focuses on the proportionate overhead of Ivy, and not the absolute compiled runtimes,
Ivy: Templated Deep Learning for Inter-Framework Portability

| Ivy Mech   | JAX eager | JAX compiled | TensorFlow eager | TensorFlow compiled | PyTorch eager | PyTorch compiled | MXNet eager | MXNet compiled | NumPy eager | NumPy compiled | Mean       |
|------------|-----------|--------------|------------------|---------------------|---------------|------------------|-------------|----------------|-------------|----------------|------------|
| eager      | 0.1       | 0.0          | 0.3              | 0.0                 | 0.4           | 0.0              | 1.5         | 0.0            | 0.2         | 0.4            | 0.0        |
| compiled   | 0.0       | 0.0          | 0.3              | 0.0                 | 0.4           | 0.0              | 1.5         | 0.0            | 0.2         | 0.4            | 0.0        |
| Ivy Vision | 12.1      | 0.5          | 2.4              | 0.4                 | 5.6           | 0.3              | 10.8        | 2.0            | 1.2         | 6.3            | 0.4        |
| Ivy Robot  | 0.4       | 0.0          | 0.7              | 0.0                 | 0.3           | 0.0              | 2.5         | 0.0            | 1.0         | 0.7            | 0.0        |
| Ivy Gym    | 0.4       | 0.0          | 0.6              | 0.0                 | 0.9           | 0.0              | 3.1         | 0.0            | 0.6         | 0.8            | 0.0        |
| Mean       | 3.25      | 0.1          | 1.0              | 0.1                 | 1.8           | 0.1              | 4.5         | 0.5            | 1.1         | 2.0            | 0.1        |

Table 3. Percentage slowdown when using Ivy in either eager or compiled mode with each of the Ivy libraries, using each of the possible backend frameworks.

and so this approximation is still informative for our analysis. The runtime analysis results for each core function averaged across the backend frameworks are presented in Figure 6, and framework-specific runtimes are presented in Appendix A.4.

Finally, by combining the method usage frequencies for each library (see Appendix A.1) with the Ivy overhead runtimes, we assess the Ivy overhead when using each of the four Ivy libraries in both eager mode and compiled mode. We compute these values separately for each backend framework. The results are presented in Table 3.

Overall, we can see that the overhead is very minimal both when compiling Ivy code and when running in eager execution mode. We can also see that the vision library incurs the largest Ivy overhead. This is due to the frequent usage of gather and scatter functions for rendering. The “overhead” in the graph for these functions are related to extensions over the simpler backend methods, with added support for handling multiple dimensions. However, we do not formally distinguish between “overhead” and “extensions” in our analysis, as the boundary between these is difficult to determine objectively. Even without this distinction, the measured Ivy overhead is very minimal in most cases.

8 Conclusion and Future Work

In this paper we present Ivy, a templated deep learning framework, supporting TensorFlow, PyTorch, MXNet, Jax, and Numpy. Ivy offers the potential for creating lifelong framework-agnostic DL libraries, which are usable in both present and hypothetical future frameworks. We provide four initial Ivy libraries for mechanics, 3D vision, robotics, and differentiable environments. We welcome developers to join the Ivy community by writing their own functions, layers and libraries in Ivy, maximizing their direct audience and helping to accelerate DL research through the creation of lifelong inter-framework codebases.

Regarding the future vision for Ivy, we will continue extending the derived libraries, as well as adding new libraries for additional research fields. We also will continue developing Ivy Core, to remain compatible with all the latest DL framework developments, and add support for new Python frameworks as and when they arrive. We will strive to support the community of open DL research through our framework, and continue to encourage collaboration and contributions from the community.
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A APPENDICES

A.1 Ivy Usage in Libraries

The frequency of Ivy core functions appearing in each of the four Ivy libraries is presented in Figure 7.

Figure 7. Usages of core Ivy functions in each of the four Ivy libraries.
A.2 Ivy Training Options

If an Ivy user intends to create a trainable model, then that model can either be trained using a pure Ivy pipeline, or trained directly in one of the native frameworks, using native trainer and optimizer classes. First, we recap the simple fully connected model outlined in Section 5.

```python
class IvyFcModel:
    def __init__(self, f):
        # framework
        self._f = f

        # weights
        w0lim = (6 / (1 + 1)) ** 0.5
        w0 = f.variable(f.random_uniform(-w0lim, w0lim, (1, 1)))

        # biases
        b0 = f.variable(f.zeros((1)))

        # variables
        self.v = [w0, b0]

    def call(self, x, v=None):
        if v is None:
            v = self.v
        x = self._f.nn.tanh(self._f.nn.linear(x, v[0], v[1]))
        return x
```

This network can then either be trained in a pure-Ivy pipeline like so:

```python
import ivy.torch
f = ivy.torch
lr = 1e-4
model = IvyFcModel(f)
x_in = f.array([1.])
target = f.array([1.])

def loss_fn(v):
    pred = model.call(x_in, v)
    return f.reduce_sum((pred - target) ** 2)

for i in range(100):
    loss, grads = f.execute_with_gradients(loss_fn, model.v)
    model.v = f.gradient_descent_update(model.v, grads, lr)
```

Alternatively, the network can be used as a parent class alongside a framework-specific parent class to create a framework-specific trainable child class. This enables the network to be trained using the native framework’s own optimizers and trainers, like so:

```python
import torch
import ivy.torch
from torch.nn import Module

class TorchFcModel(Module, IvyFcModel):
    def __init__(self, f):
        Module.__init__(self)
        IvyFcModel.__init__(self, ivy.torch)
        [self.register_parameter(name='v{}'.format(n), param=torch.nn.Parameter(v_)) for n, v_ in enumerate(self.v)]
```
A.3 Motion Planning Code

The full 100 lines of code for the motion planning demo are provided below. This is a simplified variant of the drone motion planning demo available in the Ivy Robot open source repository. The only difference between the 100 lines of code below and the interactive demo is the lack of integration with a real running simulator, and lack of visualization.

```python
# global
import ivy_mech
import ivy_robot
import ivy_vision
import ivy.torch # change to your backend

def compute_length(query_vals, f):
    start_vals = query_vals[0:-1]
    end_vals = query_vals[1:]
    dists_sqrd = f.maximum((end_vals - start_vals)**2, 1e-12)
    distances = f.reduce_sum(dists_sqrd, -1)**0.5
    return f.reduce_sum(distances)

def compute_cost_and_sdfs(learnable_anchor_vals, anchor_points, start_anchor_val,
                            end_anchor_val, query_points, ivy_drone, sdf, f):
    anchor_vals = f.concatenate((f.expand_dims(start_anchor_val, 0),
                                 learnable_anchor_vals,
                                 f.expand_dims(end_anchor_val, 0)), 0)
    poses = ivy_robot.sample_spline_path(anchor_points, anchor_vals, query_points)
    inv_ext_mat_query_vals = ivy_mech.rot_vec_pose_to_mat_pose(poses, f=f)
    body_positions = f.transpose(ivy_drone.sample_body(inv_ext_mat_query_vals), (1, 0, 2))
    length_cost = compute_length(body_positions, f)
    sdf_vals = sdf(f.reshape(body_positions, (-1, 3)))
    coll_cost = -f.reduce_mean(sdf_vals)
    total_cost = length_cost + coll_cost * 10
    return total_cost, poses, body_positions, f.reshape(sdf_vals, (-1, 100, 1))

if __name__ == '__main__':
    # config
    f = ivy.torch # change to your backend
    lr = 0.01
    num_anchors = 2
    num_sample_points = 100
    drone_start_pose = f.array([-1.1500, -1.0280, 0.6000, 0.0000, 0.0000, 0.6981])
    drone_goal_pose = f.array([1.0250, 1.1250, 0.6000, 0.0000, 0.0000, 0.6981])
    # ivy drone
    rel_body_points = f.array([[0., 0., 0.],
                               [0., 0., 0.]])
```
ivy_drone = ivy_robot.RigidMobile(rel_body_points, f)

# simplified scene of two chairs, a table and a plant

```python
cuboid_ext_mats = f.array([[[0.00, 1.00, -0.00, 0.03],
                          [-1.00, 0.00, -0.00, -0.60],
                          [-0.00, 0.00, 1.00, -0.45]],
                         [[-1.00, 0.00, -0.00, 0.28],
                          [0.00, -1.00, 0.00, -0.65],
                          [0.00, 0.00, 1.00, -0.45]],
                         [[1.00, -0.00, 0.00, -0.30],
                          [0.00, 1.00, -0.00, 0.00],
                          [-0.00, 0.00, 1.00, -0.37]],
                         [[1.00, -0.00, 0.00, -0.17],
                          [0.00, 1.00, 0.00, 0.02],
                          [-0.00, 0.00, 1.00, -1.03]]])

cuboid_dims = f.array([[0.40, 0.45, 0.91],
                       [0.40, 0.45, 0.91],
                       [1.60, 1.10, 0.75],
                       [0.40, 0.40, 0.56]])
```

# sdf
def sdf(query_positions):
    cuboid_sdfs = ivy_vision.cuboid_signed_distances(cuboid_ext_mats, cuboid_dims,
                                                      query_positions)
    return f.reduce_min(cuboid_sdfs, -1, keepdims=True)

# 1D spline points
anchor_points = f.cast(f.expand_dims(f.linspace(0, 1, 2 + num_anchors), -1),
                       'float32')
query_points = f.cast(f.expand_dims(f.linspace(0, 1, num_sample_points), -1),
                       'float32')

# learnable parameters
learnable_anchor_vals = f.variable(f.cast(f.transpose(f.linspace(drone_start_pose, drone_goal_pose, 2 + num_anchors)[..., 1:-1], (1, 0)),
                                          'float32'))

# optimize
it = 0
colliding = True
clearance = 0.1
while colliding:
    total_cost, grads, poses, body_positions, sdf_vals = f.execute_with_gradients(
        lambda xs: compute_cost_and_sdfs(xs[0], anchor_points, drone_start_pose, drone_goal_pose, query_points,
                                          ivy_drone, sdf, f), [learnable_anchor_vals])
    min_sdf = f.reduce_min(sdf_vals)
    print('iteration {}, cost = {}, min_sdf - clearance = {}'
          .format(it, f.to_numpy(total_cost).item(), f.to_numpy(min_sdf - clearance).item()))
    colliding = min_sdf < clearance
    learnable_anchor_vals = f.gradient_descent_update([learnable_anchor_vals],
                                                        grads, lr)[0]
    it += 1
print('collision-free path found!')
A.4 Framework-Specific Runtime Analysis

The framework-specific percentage runtimes for each Ivy core method which exhibits Ivy overhead, separated into the 3 groups outlined in Section 7.2, are presented in Figure 8. The results are presented for each specific backend framework, unlike Figure 6 which provides percentage runtimes averaged across all backend frameworks.

The framework-specific absolute runtimes for each Ivy core method which exhibits Ivy overhead, separated into the 3 groups outlined in Section 7.2, are presented in Figure 9. The results are presented for each specific backend framework, unlike Figure 6 which provides absolute runtimes averaged across all backend frameworks.
Figure 8. Percentage runtimes for each Ivy core method exhibiting some Ivy overhead, for each specific framework. The bars are cumulative, with colors representing the runtime consumed by each of the 3 code groups, explained in Section 7.2. Note the log scale.
Figure 9. Absolute runtimes for each Ivy core method exhibiting some Ivy overhead, for each specific framework. The bars are cumulative, with colors representing the runtime consumed by each of the 3 code groups, explained in Section 7.2. Note the log scale.