The effect of using approximate gametic variance covariance matrices on marker assisted selection by BLUP
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Abstract – Under additive inheritance, the Henderson mixed model equations (HMME) provide an efficient approach to obtaining genetic evaluations by marker assisted best linear unbiased prediction (MABLUP) given pedigree relationships, trait and marker data. For large pedigrees with many missing markers, however, it is not feasible to calculate the exact gametic variance covariance matrix required to construct HMME. The objective of this study was to investigate the consequences of using approximate gametic variance covariance matrices on response to selection by MABLUP. Two methods were used to generate approximate variance covariance matrices. The first method (Method A) completely discards the marker information for individuals with an unknown linkage phase between two flanking markers. The second method (Method B) makes use of the marker information at only the most polymorphic marker locus for individuals with an unknown linkage phase. Data sets were simulated with and without missing marker data for flanking markers with 2, 4, 6, 8 or 12 alleles. Several missing marker data patterns were considered. The genetic variability explained by marked quantitative trait loci (MQTL) was modeled with one or two MQTL of equal effect. Response to selection by MABLUP using Method A or Method B were compared with that obtained by MABLUP using the exact genetic variance covariance matrix, which was estimated using 15 000 samples from the conditional distribution of genotypic values given the observed marker data. For the simulated conditions, the superiority of MABLUP over BLUP based only on pedigree relationships and trait data varied between 0.1\% and 13.5\% for Method A, between 1.7\% and 23.8\% for Method B, and between 7.6\% and 28.9\% for the exact method. The relative performance of the methods under investigation was not affected by the number of MQTL in the model.
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1. INTRODUCTION

As a result of extensive efforts to map quantitative trait loci (QTL), a large number of markers linked to QTL have become available for genetic evaluation. A QTL with a linked marker is referred to as a marked QTL (MQTL). Genotypes at markers linked to an MQTL can be used to model the genotypic mean and the genetic variance covariance matrix at the MQTL [8, 29]. Thus, the effects of the marker genotypes can be included as fixed effects and the gametic effects of the MQTL as random effects in the mixed linear models used for genetic evaluation by BLUP [29]. Marker genotypes, however, affect the genotypic mean only if the markers and the MQTL are in gametic phase (linkage) disequilibrium [29].

For large pedigrees, the Henderson mixed model equations (HMME) [13] provide an efficient way to obtain BLUP. One of the requirements to obtain BLUP from HMME is to compute the inverses of the variance covariance matrices of the random effects in the model. When only pedigree and trait information are used for genetic evaluation, the inverse of the conditional variance covariance matrix of the vector of unobservable genotypic values given pedigree relationships needs to be computed. Under additive inheritance, efficient algorithms are available to invert this conditional variance covariance matrix [12, 20, 21].

Chevalet et al. [3] provided a general method to compute the genetic variance covariance matrix at an MQTL given the pedigree and marker phenotypes. This matrix, however, has a dense inverse and, thus, cannot be computed efficiently for large pedigrees [30]. When marker genotype information is available, the conditional variance covariance matrix of the vector of gametic effects at the MQTL given marker and pedigree information, which is referred to as the gametic variance covariance matrix at the MQTL, can be constructed using a recursive algorithm [8]. This matrix has a sparse inverse and, thus, can be computed efficiently even for large pedigrees, when the parental origin of marker alleles is either known [8] or not known [14, 27, 28, 30]. However, the algorithms used to invert the gametic variance covariance matrix at the MQTL yield exact results only if the marker genotypes and the linkage phase between markers are known, i.e., when the marker information is complete [15, 30]. In large pedigrees incomplete marker information is the rule rather than the exception. Wang et al. [30] provided a formula to compute the exact gametic variance covariance matrix for incomplete marker data. The use of this formula, however, is computationally intensive and thus, not feasible for large pedigrees. For large pedigrees, when marker information is incomplete, approximations must be used.
The objective of this study was to examine the effect of two methods of approximating the gametic variance covariance matrix on response to selection by MABLUP.

2. METHODS

2.1. Notation

Consider an MQTL (Q) closely linked to two polymorphic flanking markers (M and N). M and N are assumed to be in linkage equilibrium with Q and with each other. The following diagram shows the chromosomal segments containing Q, M, and N, for individual i with parents d and s, and for another individual j.

The paternal allele at a given locus is denoted by a superscript f, and the maternal allele by a superscript m. The genotypes at markers M and N may be observed, and thus, may be used for marker assisted genetic evaluation (MAGE). The genotypes at the MQTL (Q), however, cannot be observed. As discussed later, even if the marker genotypes are known, it is not always possible to infer the linkage phase between them.

The conditional covariance of the additive effects $v_{ki}^i$ and $v_{kj}^j$ of MQTL alleles $Q_{ki}^i$ and $Q_{kj}^j$ in individuals i and j, given the observable marker information ($G_{obs}$), is written as

$$\text{Cov}\left(v_{ki}^i, v_{kj}^j \mid G_{obs}\right) = \text{Pr}\left(Q_{ki}^i \equiv Q_{kj}^j \mid G_{obs}\right)\sigma_v^2,$$

where $k_i$ and $k_j$ are m or f if the MQTL allele origin is known [8], and 1 or 2 if the MQTL allele origin is not known [30]; $\text{Pr}(Q_{ki}^i \equiv Q_{kj}^j \mid G_{obs})$ is the conditional probability that $Q_{ki}^i$ is identical by descent (IBD) to $Q_{kj}^j$ given $G_{obs}$; $\sigma_v^2$ is half of the variance of the additive effect of the MQTL.
2.2. IBD probabilities at the MQTL

Given pedigree information, recursive formulae have been widely used to compute IBD probabilities [2, 4, 6, 9, 18, 22–25]. These formulae are based on the principle that \textit{a priori} the allele transmitted from a parent to an offspring is equally likely to be the parent’s maternal or paternal allele. Thus, the unconditional probability that \( Q^m_i \), for example, is IBD to \( Q^j_j \) can be written as

\[
\Pr(Q^m_i \equiv Q^j_j) = \frac{1}{2} \Pr(Q^m_d \equiv Q^j_j) + \frac{1}{2} \Pr(Q^f_d \equiv Q^j_j). \tag{2}
\]

When genotype information is available at a single marker, but the parental origin of the marker alleles is not known, following Wang \textit{et al.} [30], the conditional probability that \( Q^k_i \) is IBD to \( Q^k_j \) given \( G_{obs} \) for \( i \neq j \), can be written as

\[
\begin{align*}
\Pr(Q^k_i \equiv Q^k_j | G_{obs}) &= \\
&= \Pr(Q^k_i \leftarrow Q^1_d, Q^1_d \equiv Q^k_j | G_{obs}) + \Pr(Q^k_i \leftarrow Q^2_d, Q^2_d \equiv Q^k_j | G_{obs}) \\
& \quad + \Pr(Q^k_i \leftarrow Q^1_s, Q^1_s \equiv Q^k_j | G_{obs}) + \Pr(Q^k_i \leftarrow Q^2_s, Q^2_s \equiv Q^k_j | G_{obs}), \tag{3}
\end{align*}
\]

where for example, \( \Pr(Q^k_i \leftarrow Q^1_d, Q^1_d \equiv Q^k_j) \) denotes the probability of the event that \( Q^k_i \) descended from \( Q^1_d \) and \( Q^1_d \) is IBD to \( Q^k_j \). Note that if the parental origin of the marker allele is known, two of the four terms in equation (3) will be null. Thus, for example, for \( k_i = m \) equation (3) becomes

\[
\begin{align*}
\Pr(Q^m_i \equiv Q^k_j | G_{obs}) &= \\
&= \Pr(Q^m_i \leftarrow Q^m_d, Q^m_d \equiv Q^k_j | G_{obs}) + \Pr(Q^m_i \leftarrow Q^f_d, Q^f_d \equiv Q^k_j | G_{obs}). \tag{4}
\end{align*}
\]

If the marker genotypes of \( d \) and \( s \) are known and \( j \) is not a direct descendant of \( i \), the descent of allele \( Q^k_i \) from one of the alleles of \( d \) or \( s \), is independent of the event that alleles in \( j \) are identical by descent to alleles in \( d \) or \( s \) [30].
As a result, equation (3) becomes

\[
\Pr(Q_{ki}^i \equiv Q_{kj}^j | G_{obs}) = \Pr(Q_{ki}^i \leftarrow Q_{1d}^i | G_{obs}) \Pr(Q_{d}^1 \equiv Q_{kj}^j | G_{obs}) + \\
\Pr(Q_{ki}^i \leftarrow Q_{2d}^i | G_{obs}) \Pr(Q_{d}^2 \equiv Q_{kj}^j | G_{obs}) + \\
\Pr(Q_{ki}^i \leftarrow Q_{1s}^i | G_{obs}) \Pr(Q_{s}^1 \equiv Q_{kj}^j | G_{obs}) + \\
\Pr(Q_{ki}^i \leftarrow Q_{2s}^i | G_{obs}) \Pr(Q_{s}^2 \equiv Q_{kj}^j | G_{obs}),
\]

(5)

where for example, \(\Pr(Q_{ki}^i \leftarrow Q_{1d}^i | G_{obs})\) denotes the probability of descent of \(Q_{ki}^i\) from \(Q_{1d}\) (PDQ). Note that if the parental origin at the marker allele is known, for example \(k_i = m\), equation (5) becomes

\[
\Pr(Q_{m}^i \equiv Q_{kj}^j | G_{obs}) = \Pr(Q_{m}^i \leftarrow Q_{md}^i | G_{obs}) \Pr(Q_{md}^1 \equiv Q_{kj}^j | G_{obs}) + \\
\Pr(Q_{m}^i \leftarrow Q_{fd}^i | G_{obs}) \Pr(Q_{fd}^1 \equiv Q_{kj}^j | G_{obs}).
\]

(6)

When marker information for the parents is missing, the independence required to obtain equation (5) from equation (3) may not hold true [30]. Thus, equation (5) may yield only approximate results when marker information is missing. When the parental origin at the marker genotype is not known, equation (5) cannot be used directly to compute IBD probabilities within an individual \((i = j)\) [30]. For this situation, IBD probabilities can be computed using formula (11) in Wang et al. [30].

When genotype information is available at markers flanking the MQTL, the conditional probability that \(Q_{ki}^i\) is IBD to \(Q_{kj}^j\) given \(G_{obs}\) for \(i \neq j\), can be obtained from (5) but with PDQ computed conditional on the flanking marker information [10]. In this situation, even when marker genotypes are observed, if the linkage phase between the two flanking markers is not known, the independence required to obtain equation (5) from equation (3) may not hold true [15]. Thus, equation (5) may yield only approximate results when the linkage phase between flanking markers is not known.

For a single marker, Wang et al. [30] derived formulae for computing PDQ in terms of recombination rates and probabilities of descent for a marker allele (PDM), e.g. \(\Pr(M_{ki}^i \leftarrow M_{jd}^1 | G_{obs})\). When some marker genotypes are missing, however, computing the required PDM may be computationally intensive. For example, when marker information is missing for an individual \(i\) and its
parents \(d\) and \(s\), the PDM \(\Pr(M^i_1 \leftarrow M^i_d \mid G_{obs})\) can be written as

\[
\Pr(M^i_1 \leftarrow M^i_d \mid G_{obs}) = \sum_{G_d} \sum_{G_s} \sum_{G_i} \Pr(M^i_1 \leftarrow M^i_d \mid G_d, G_s, G_i) \Pr(G_d, G_s, G_i \mid G_{obs}).
\] (7)

In equation (7), the calculation of \(\Pr(G_d, G_s, G_i \mid G_{obs})\) can be computationally demanding for a pedigree with a large number of missing marker genotypes. Thus, to make computations feasible for large pedigrees with many missing marker genotypes, \(\Pr(G_d, G_s, G_i \mid G_{obs})\) must also be approximated. Note that when flanking markers are used, PDM are replaced by probabilities of descent of a haplotype [11]. Again, when the linkage phase between the flanking markers is not known, these probabilities must be approximated.

If the gametic variance covariance matrix is constructed using the recursive formula (5), then its inverse can also be obtained using a simple recursive formula [27, 30]. But, for large pedigrees with many missing markers, this requires the efficient computation of approximate PDQ. In the next section we discuss two strategies to compute approximate PDQ for large pedigrees given genotypes at two flanking markers.

2.3. Approximate calculations of PDQ probabilities

The genotype at a marker locus may be unobserved (missing) or observed. Based on the observable marker data for the entire pedigree, some of the unobserved marker genotypes can be inferred with certainty. In this paper, the genotype elimination algorithm by Lange and Goradia [17] was applied to the entire pedigree. This algorithm yields a list of possible genotypes for each of the unobserved genotypes. Whenever such a list contains only one possible genotype, the unobserved genotype is inferred with certainty and is treated as an observed genotype. An observed genotype is ordered if the parental origin of the alleles is known, or unordered if the parental origin is unknown.

One simple method to compute PDQ is to use marker information only when the genotypes are ordered at both flanking markers, i.e., when the linkage phase between the markers is known. In this case, PDQ can be computed as described by Goddard [10]. For example, if we assume at most a single recombination between the flanking markers, the PDQ for MQTL allele \(Q^m_i\), conditional on the maternal marker haplotype inherited by \(i\), can be calculated as shown in Table I. The PDQ for MQTL allele \(Q^f_i\), conditional on the paternal marker haplotype inherited by \(i\), can be calculated in a similar manner.

When the phase is not known, marker information is completely ignored, and thus, the PDQ for each of the parental alleles is equal to 0.5. This method will be referred to as Method A.
Table I. Given the maternal marker haplotype inherited by \( i \), the probability that the MQTL allele \( Q_m^i \) descends from the parental allele \( Q_p^i \) (PDQ), where \( p \) is \( d \) or \( s \) and \( k \) is \( m \) or \( f \). \( M_d^m \) \( N_d^m \) denotes an unknown haplotype. Here \( r_1 \) is the recombination rate between marker locus \( M \) and MQTL \( Q \); \( r_2 \) is the recombination rate between marker locus \( N \) and MQTL \( Q \).

| Haplotype inherited | \( Q_m^i \) | \( Q_d^i \) | \( Q_s^i \) | \( Q_f^i \) |
|---------------------|-------------|-------------|-------------|-------------|
| \( M_d^m N_d^m \)   | 1.0         | 0.0         | 0.0         | 0.0         |
| \( M_d^d N_d^f \)   | \( \frac{r_1 r_2}{r_1 + r_2} \) | \( \frac{r_1}{r_1 + r_2} \) | 0.0         | 0.0         |
| \( M_d^d N_d^s \)   | \( \frac{r_1 r_2}{r_1 + r_2} \) | \( \frac{r_2}{r_1 + r_2} \) | 0.0         | 0.0         |
| \( M_d^f N_d^f \)   | 0.0         | 1.0         | 0.0         | 0.0         |
| \( M_d^f N_d^s \)   | 0.5         | 0.5         | 0.0         | 0.0         |

An alternative method that makes better use of the marker information is described below. This alternative method will be referred to as Method B. As in Method A, when the linkage phase between the markers is known, PDQ can be computed conditional on marker haplotypes [10]. When the linkage phase between the markers is not known, genotype information at one of the two flanking markers can be used to compute PDQ [19, 26]. The genotype at the marker locus may be ordered or unordered, and these two cases are considered separately. When the marker genotype is ordered, PDQ can be computed as described by Fernando and Grossman [8]. For example, the PDQ for the MQTL allele \( Q_m^i \), conditional on the maternal marker allele inherited by \( i \), can be calculated as shown in Table II. The PDQ for MQTL allele \( Q_f^i \), conditional on the paternal marker allele inherited by \( i \), can be calculated in a similar manner.

When marker genotypes of an offspring are unordered, marker information can be ignored [8, 19]. However, as discussed later, this results in a loss of information. The genotype of an offspring at a marker locus may be unordered only if it is heterozygous at that locus. Given that the genotype of an individual is heterozygous, it will be unordered if both its parents are heterozygous for the same alleles, or one of the parents is heterozygous for the same alleles while the marker information at the other parent is missing, or if the marker information is missing in both parents. When the marker genotype is unordered, PDQ can be calculated as described by Wang et al. [30] by multiplying a \( 2 \times 4 \) matrix of PDM by a \( 4 \times 4 \) matrix involving recombination rates. If the marker genotypes are observed for both parents, the PDM are easily obtained from formula (A1) in Wang et al. [30]. For example, when both parents and the offspring have marker genotype \( A_1A_2 \), the PDM for marker allele \( M_d^1 \) are given in row one of Table III.
Table II. Given the maternal marker allele inherited by \( i \), the probability that MQTL allele \( Q^m_m \) descends from the parental allele \( Q^k_p \) (PDQ), where \( p \) is \( d \) or \( s \) and \( k \) is \( m \) or \( f \). \( M^d_m \) denotes unknown descent. Here \( r_1 \) is the recombination rate between marker locus \( M \) and MQTL \( Q \).

| Allele inherited | \( Q^k_p \) | \( Q^m_m \) | \( Q^m_s \) | \( Q^f_i \) |
|------------------|----------------|----------------|----------------|----------------|
| \( M^d_m \) | 1 \( - r_1 \) | \( r_1 \) | 0.0 | 0.0 |
| \( M^f_f \) | \( r_1 \) | 1 \( - r_1 \) | 0.0 | 0.0 |
| \( M^s_s \) | 0.5 | 0.5 | 0.0 | 0.0 |

Table III. Given the parental marker information, the probability that marker allele \( M^d_i \) descends from the parental allele \( M^k_p \) (PDM), where \( p \) is \( d \) or \( s \) and \( k \) is 1 or 2. - denotes missing marker information.

| Genotype of | \( M^k_p \) | \( M^d_1 \) | \( M^d_2 \) | \( M^s_1 \) | \( M^s_2 \) |
|-------------|----------------|----------------|----------------|----------------|----------------|
| \( A_1A_2 \) | \( A_1A_2 \) | 0.5 | 0.0 | 0.5 | 0.0 |
| \( A_1A_2 \) | - | 0.5 | 0.0 | 0.25 | 0.25 |
| - | \( A_1A_2 \) | 0.25 | 0.25 | 0.25 | 0.25 |

When marker genotypes are missing in the parents, Wang et al. [30] used equation (7) to compute the PDM. But, this can be computationally demanding in large pedigrees with many missing genotypes. Thus, we compute the PDM using only the marker genotypes that are observed in the parents. For example, if the marker genotype is missing in parent \( s \), and is \( A_1A_2 \) for \( d \) and \( i \), the PDM for marker allele \( M^d_1 \), ignoring all the other marker information in the pedigree, are given in row two of Table III. Row three of Table III gives the PDM for marker allele \( M^d_1 \), ignoring all the other marker information in the pedigree, for the case when the marker genotype is missing for \( d \) and \( s \), and is \( A_1A_2 \) in \( i \). Thus, when marker genotypes of an offspring are unordered, PDM of the type described above can be computed easily. As mentioned earlier for Method A, when the genotypes at both markers are unobserved, the PDQ for each of the parental alleles is equal to 0.5.

It is important to note that, under the assumption of at most a single recombination between flanking markers, some PDQ are equal to one (Tab. I). When this occurs, the MQTL allele \( Q^m_m \), for example, is traced with certainty to MQTL allele \( Q^d_d \), and thus, \( \text{Pr}(Q^m_m \equiv Q^m_d | G_{obs}) = 1 \). A similar situation will occur when, for example, \( \text{Pr}(Q^m_m \equiv Q^f_d | G_{obs}) = 1 \). Recall that \( Q^m_i \) is either \( Q^d_d \) or \( Q^f_d \). Thus, regardless of the value of the PDQ, \( \text{Pr}(Q^m_i \equiv Q^m_d | G_{obs}) = \text{Pr}(Q^m_i \equiv Q^f_d | G_{obs}) = 1 \). When the IBD probability between any pair
of MQTL alleles is one, the gametic variance covariance matrix will not be positive definite. To avoid this problem, if two alleles are IBD with a probability of one, only the effect of one of these two alleles is included in the mixed linear model. A side effect of this approach is the reduction in the number of equations in HMME and thus, an increase in the computational efficiency [10].

2.4. Calculation of the inverse of the gametic variance covariance matrix

The PDQ computed as described above can be used in formulae (18), (19), and (21) of Wang et al. [30] to efficiently obtain the inverse of the gametic variance covariance matrix. Formula (19) of Wang et al. [30] requires computing the IBD probabilities between the MQTL alleles of the parents. These were computed using the recursive formula (5), except for alleles within an individual with unordered markers. For individuals with unordered markers, IBD probabilities between their maternal and paternal alleles were computed using formula (11) in [30].

Recursive computation of the IBD probability between any pair of alleles may require IBD probabilities previously used in computing the IBD probability between other pairs of alleles. Thus, as in Abdel-Azim and Freeman [1], in order to avoid computing the same IBD probability repeatedly, upon the computation of an IBD probability it was stored for possible future use. While Abdel-Azim and Freeman [1] used linked lists to store the probabilities, we used a map container class of the C++ Standard Template Library. Each data item (an IBD probability in this case) stored in a map container class is indexed by a key. For elements \(i\) and \(j\) of the IBD matrix, \(i\) and \(j\) were used as the key to store and retrieve this element.

2.5. Estimation of the exact genetic variance covariance matrix by MCMC

ESIP, an MCMC sampler that combines the Elston-Stewart algorithm with iterative peeling [7], was used to sample the genotypes for unobserved markers and all the MQTL genotypes jointly from the entire pedigree. Given the genotypic effects and the sampled MQTL genotypes, a vector of genotypic values was obtained for the pedigree. The genetic variance covariance matrix was estimated from 15 000 independently distributed vectors of genotypic values. A scenario with 50 000 vectors of genotypic values was also considered (Sect. 3.1). To validate this approach, the genetic variance covariance matrix estimated by ESIP was compared with the exact genetic variance covariance matrix calculated by using formula (27) of Wang et al. [30] for the case of a single marker linked to the MQTL.
2.6. Simulation study

Simulated data were used to examine the consequences of using approximate gametic covariance matrices on response to selection by MABLUP. Trait phenotypes and genotypes at two markers flanking the MQTL were simulated for the hypothetical pedigree shown in Figure 1. This pedigree spans four generations, has 96 individuals, several loops, and each of its nuclear families has 10 offspring. In all simulations, the recombination rate between each of the flanking markers and the MQTL was 0.05.

To identify the differences between the two approximations considered, we simulated experimental situations for which the use of marker information is expected to have a large effect on response to selection. Thus, a trait with a heritability of 0.1 that was not measured on the candidates for selection (individuals 47 to 96) was simulated. To make the simulation computationally manageable, only one MQTL was simulated to account for 28.5% of the total genetic variance (2.85% of the phenotypic variance) for all but one of the experimental situations considered. In addition to the MQTL, the trait was determined by 40 identical, unlinked, biallelic QTL with an allele frequency of 0.5.

To examine the effect of the number of marker alleles \( N_a \) on the approximations, simulation results were obtained for the models without missing marker genotypes, one MQTL, and with \( N_a = 2, 4, 6, 8, \) or 12 at each of the flanking markers. A frequency of \( \frac{1}{N_a} \) was used for each allele.
To examine if the number of MQTL included in the model has an effect on the approximations, simulation results were obtained for models without missing marker genotypes, \( N_a = 2 \) at each of the flanking markers, and with either one MQTL or two MQTL, with each of the two MQTL accounting for 14.25% of the total genetic variance.

To examine the effect of missing marker data on the approximations, four missing marker data patterns were considered. In the first missing marker data pattern (P1), founders 1, 2, 3, 14, and 15 had missing marker genotypes on both flanking markers. In the second pattern (P2), founders 1, 2, 3, 14, 15, and half of the terminal offspring that are not candidates for selection had missing marker genotypes on both flanking markers. In the third pattern (P3), founders 1, 2, 3, 14, 15, and all terminal offspring that are not candidates for selection had missing marker genotypes on both flanking markers. Finally, in the fourth pattern considered (P4), all parents were genotyped but all terminal offspring that are not candidates for selection had missing marker genotypes on both flanking markers. Simulation results were obtained for the models with one MQTL, \( N_a = 2 \) for missing patterns P1, P2, P3, and P4.

For each experimental situation considered, the 5 highest ranking individuals were selected out of the 50 candidates for selection based on genetic evaluations obtained by: BLUP using only phenotypic data, MABLUP using the gametic variance covariance matrix calculated by Method A, MABLUP using the gametic variance covariance matrix calculated by Method B, and MABLUP using the exact genetic variance covariance matrix estimated by ESIP (Method E). Response to selection obtained by BLUP using only phenotypic data was used as the reference value to compare methods A, B and E. For each of the three methods under investigation, the percent superiority in response by MABLUP over response by BLUP was calculated as

\[
\frac{R_{MABLUP} - R_{BLUP}}{R_{BLUP}} \times 100,
\]

where, for example, \( R_{MABLUP} \) is the difference between the mean of the genotypic values of the candidates selected using MABLUP and the mean of the genotypic values of the candidates for selection.

3. RESULTS

3.1. Validation of the use of ESIP to estimate the exact genetic variance covariance matrix

To validate ESIP as an accurate method to estimate the exact genetic variance covariance matrix, we used two simulated data sets with \( N_a = 4 \) at each of the flanking markers, one with no missing marker data and one with a missing
Table IV. Maximum, mean and standard deviation of the elements of the matrices of absolute differences between the exact and the estimated genetic variance covariance matrices, for the situations with no missing marker data and with missing pattern P1 for $N_a = 4$. The estimated matrices were calculated using 15 000 or 50 000 samples generated by ESIP.

| Marker data | No. of samples | Maximum | Mean    | S.D.    |
|-------------|----------------|---------|---------|---------|
| no missing  | 15 000         | $7.0 \times 10^{-2}$ | $1.3 \times 10^{-2}$ | $1.0 \times 10^{-2}$ |
|             | 50 000         | $3.0 \times 10^{-2}$ | $6.7 \times 10^{-3}$ | $5.0 \times 10^{-3}$ |
| pattern P1  | 15 000         | $6.4 \times 10^{-2}$ | $1.3 \times 10^{-2}$ | $1.0 \times 10^{-2}$ |
|             | 50 000         | $3.2 \times 10^{-2}$ | $6.7 \times 10^{-3}$ | $5.0 \times 10^{-3}$ |

marker data pattern P1. However, because it is not computationally feasible to use formula (27) from Wang et al. [30] to calculate the exact genetic variance covariance matrix given the information at flanking markers with missing genotypes, the marker data at one of the two marker loci was discarded. For each of the two situations considered, the exact genetic variance covariance matrix was calculated using formula (27) of Wang et al. [30], and it was estimated using 15 000 or 50 000 independently distributed vectors of genotypic values sampled by ESIP. The absolute difference between the exact genetic variance covariance matrix and the estimated variance covariance matrix was calculated for each of the two situations considered. For each matrix of absolute differences, the maximum, mean, and standard deviation of its elements were computed, and are reported in Table IV.

These statistics were used to assess the accuracy of the variance covariance matrix estimated by ESIP. For both situations, the accuracy of the genetic variance covariance matrix estimated using 15 000 samples was considered sufficient.

3.2. Comparison of response to selection obtained with different MABLUP methods

The running mean of percent superiority of MABLUP by methods A, B, and E was calculated based on 5000 replicates for each experimental situation considered. After about 3000 replicates each running mean was virtually constant.

3.2.1. Response to selection for situations with no missing marker information

Figure 2 summarizes the percent superiority of MABLUP estimated from 5000 replicates of the simulation, by methods A, B, and E, and by the number of alleles at a marker when marker data were available for all individuals.
Method A performed worst in all situations. Compared with Method A, Method B resulted in an increased response to selection for all situations considered. The difference in superiority obtained with Method B versus the superiority obtained with Method A was approximately 8 to 10.3%.

It can be seen from Figure 2 that as $N_a$ increases, the percent superiority of MABLUP by both methods A and B increases. However, the increase for method A is more rapid, especially from $N_a = 2$ to $N_a = 4$. Recall that in Method A marker information in a parent is used only if the markers are doubly heterozygous and their linkage phase is known. In contrast for Method B, even when only one of the two markers is heterozygous and even if the linkage phase is not known marker information in a parent may be used. In both methods the increase in percent superiority is due to the increase in the number of heterozygous genotypes at the two marker loci. A possible explanation for the more rapid change for Method A is that for the situation with $N_a = 2$ most individuals were evaluated using only pedigree and trait information. When the number of alleles increased to 4, markers became informative for many of these individuals. In contrast for Method B, even with $N_a = 2$ many individuals were evaluated using pedigree, trait and marker information at one locus. When the number of alleles increases to 4, many individuals that were originally evaluated using information at one marker are evaluated using information at both markers. The change in percent superiority of MABLUP
Figure 3. The summary of percent superiority of MABLUP estimated from 5000 replicates of the simulation, by methods A, B, and E, and by the number of MQTL in the model (1 or 2) when all individuals have marker data and each of the flanking markers has two alleles.

is higher when going from using no marker information to using two markers, which is what happens with Method A, than when going from using one marker to using two markers, which is what happens with Method B.

Figure 2 also shows the effect of the increase in the number of alleles at the two marker loci on percent superiority of MABLUP by Method E. Again, the increase in the number of heterozygous genotypes at the marker loci resulted in an increase in superiority, for example, by $\sim 8.9\%$ when moving from $N_a = 2$ to $N_a = 4$. However, the rate of increase is higher for Method B than for Method E. A possible explanation for this result is that Method E always uses information at both marker loci, where phase information comes from the entire pedigree. Thus, even with $N_a = 2$ all informative markers are used. For Method E, the increase in percent response is due only to the increase in the number of informative markers. Figure 2 also shows that, while for methods A and B the percent superiority increased continuously as $N_a$ increased from two to 12, for method E the percent superiority stayed approximately constant as $N_a$ increased from six to 12.

Figure 3 shows the superiority of MABLUP for models with one MQTL or two MQTL of equal magnitude. These results indicate that the number of MQTL included in the model has little or no effect on the relative performance of the methods under investigation.
Figure 4. The summary of percent superiority of MABLUP estimated from 5000 replicates of the simulation, by methods B and E with $N_a = 2$, for the situation with no missing marker data (C), and for missing marker data patterns P1, P2, P3, and P4 (Sect. 2.6).

3.2.2. Response to selection for situations with missing marker information

Figure 4 summarizes the percent superiority of MABLUP estimated from 5000 replicates of the simulation, by methods B and E with $N_a = 2$ for missing marker data patterns P1, P2, P3, and P4 as well as for the situation with no missing marker data (pattern C).

Marker information from offspring contributes to MABLUP in two ways. First, when both parents and offspring have marker information, it may be possible to trace the inheritance of MQTL alleles from parents to some of the offspring. These offspring are said to be informative. Then, the phenotypic information from each of these informative offspring contributes to the evaluation of the MQTL effects in the parents. Second, even if the genotypes of the parents are missing, when genotype information is available on many offspring, it may be possible to infer the genotypes and phase at the flanking markers of the parents. The inference of the linkage phase will be more certain for parents that have more offspring with marker data. When the linkage phase in the parents is inferred with greater certainty, the inheritance of MQTL alleles is traced more effectively. Thus, for parents with many genotyped offspring, the contribution of the phenotypic information from each of the informative offspring becomes more effective for the evaluation of MQTL effects in the parents.

Recall that Method E is an MCMC method that makes optimal use of all the marker information from the entire pedigree. Although the marker genotypes
for the founders were missing in P1, all their offspring were genotyped. Thus, when Method E was used, the missing marker genotypes of the founders as well as the linkage phase between the flanking markers were inferred with a high level of certainty. This explains the negligible difference in superiority between pattern C and pattern P1 in Figure 4. When method B was used, the superiority with pattern P1 was considerably lower than with pattern C (Fig. 4). This was because Method B does not make optimal use of the marker information from the offspring to infer the genotypes and linkage phase in the founders.

Recall that in addition to the founders having missing genotypes, the percentage of missing genotypes among the terminal offspring that are not candidates for selection, is 0% for P1, 50% for P2, and 100% for P3. With both Methods B and E, the loss in superiority seems to be proportional to the percentage of offspring with missing genotypes (Fig. 4).

In pattern P4, all parents are genotyped but all terminal offspring that are not candidates for selection are not genotyped. Thus, in both Methods B and E, only the phenotypic information of the non-terminal offspring contributes to the evaluation of the MQTL effects in the founders. Furthermore, in Method E, the linkage phase between the flanking markers is inferred only based on the marker information of the non-terminal offspring. Thus, for both Methods B and E, the superiority with pattern P4 was considerably lower than that with pattern C (Fig. 4) where all offspring contribute with marker and phenotype information. Note that the difference in superiority between P3 and P4 is larger for Method B than for Method E. The same argument used to explain the difference in superiority between C and P1 is valid for the difference between P3 and P4.

4. DISCUSSION

Pong-Wong et al. [19] used a method that is similar to our Method B to compute the approximate gametic variance covariance matrix, yet with some important differences. First, when marker genotypes are missing, Pong-Wong et al. [19] used only the marker genotypes of parents and offspring to determine the missing marker genotypes. In contrast, in Method B genotype elimination [17] was used to determine the missing marker genotypes given the observable marker data for the entire pedigree. Second, Pong-Wong et al. [19] used a deterministic approach developed by Knott and Haley [16] to calculate IBD probabilities between the offspring of founders conditional on marker information of both flanking loci. When the approach proposed by Pong-Wong et al. is used, however, the inverse of the gametic variance covariance matrix cannot be obtained efficiently and thus, their approach is not useful for
MABLUP. In Method B, to compute the PDQ for offspring from founders, we used only information from one marker locus, and all IBD probabilities were computed using the recursive formula (5). Thus, the gametic variance covariance obtained using Method B could be inverted efficiently. Finally, when the linkage phase was not known in non-founders both the method used by Pong-Wong et al. [19] and Method B used only one of the two flanking markers to obtain IBD probabilities. However, if the genotype at the marker locus used is unordered, Pong-Wong et al. [19] ignored the marker information at this locus. In Method B, however, following Wang et al. [30], marker information was used to calculate the IBD probabilities. The benefit of using marker information in this situation is described below. Consider the covariance between the MQTL effects of half-sibs that receive different marker alleles from their sire. If the marker genotype in the sire is unordered, Pong-Wong et al. [19] used only pedigree information to compute this covariance between these half-sibs, which is equal to $\frac{1}{2}\sigma^2_v$. However, if the marker information is used as described by Wang et al. [30] the covariance between half-sibs will be $2(1-r)r\sigma^2_v$.

Methods A and B yield approximate gametic variance covariance matrices due to the following reasons. The gametic variance covariance matrix is constructed in both methods using equation (5). However, when the marker genotypes for parents are missing, or even when there is no missing marker data but the linkage phase between flanking markers is unknown, this recursive equation yields approximate IBD probabilities. Furthermore, the PDQ required to calculate IBD probabilities using equation (5) are approximated to be able to accommodate large pedigrees with many missing markers. For all situations considered, Method B yielded a higher response to selection and thus indicates a better use of the available marker information. However, the results obtained with Method E indicate that even Method B does not adequately utilize the observable marker information. For example, with missing data pattern P1 (Fig. 4) where the marker genotypes of the founders are missing, the loss in response to selection by MABLUP was negligible when Method E was used. In contrast, when Method B was used the loss in response to selection by MABLUP was considerable. This shows that when a method that makes optimal use of marker information (such as Method E) is employed, marker information from many offspring can make up for missing genotypes in the parents. However, even when marker information is available on all the parents, genotyping terminal offspring results in greater response to selection by MABLUP.

At present, in Method B PDQ are computed based only on the marker information of the individual and its parents. Method B could be improved by computing the PDQ conditional on observable marker data from all “closely” related individuals [30]. This can be done by deterministic methods such as the
Elston-Stewart algorithm [5], or by MCMC. With MCMC methods it may be possible to estimate PDQ using all the marker information from large and complex pedigrees. This, however, would not be possible with the Elston-Stewart algorithm except for simple pedigrees.

From the comparisons in this paper it is not possible to determine how much of the loss in response is due to the violation of the independence condition that is required to obtain equation (5) as opposed to the use of approximate PDQ. The use of exact PDQ in Method B in comparison to Method E would allow us to determine the loss in response caused by the use of equation (5).

The main conclusion of this paper is that the choice of the PDQ approximations used to construct the gametic variance covariance matrix has a significant impact on response to selection by MABLUP. Furthermore we demonstrated the potential advantage of improving the current approximations of the gametic variance covariance matrix.
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