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Abstract

We propose a compressed sensing-based testing approach with a practical measurement design and a tuning-free and noise-robust algorithm for detecting infected persons. Compressed sensing results can be used to provably detect a small number of infected persons among a possibly large number of people. There are several advantages of this method compared to classical group testing. Firstly, it is non-adaptive and thus possibly faster to perform than adaptive methods which is crucial in exponentially growing pandemic phases. Secondly, due to nonnegativity of measurements and an appropriate noise model, the compressed sensing problem can be solved with the non-negative least absolute deviation regression (NNLAD) algorithm. This convex tuning-free program requires the same number of tests as current state of the art group testing methods. Empirically it performs significantly better than theoretically guaranteed, and thus the high-throughput, reducing the number of tests to a fraction compared to other methods. Further, numerical evidence suggests that our method can correct sparsely occurring errors.

1 Introduction

During the early stages of a pandemic an exponential growth in infected individuals [1] might result in a shortage of tests for an infection. In later stages of a pandemic regular testing of large groups of mostly healthy people is a common policy to prevent further outbreaks [2,3]. This results in a strong desire to reduce the number of tests required to identify infected elements among a group of individuals. This approach is often called pooling and has been intensively investigated for COVID-19, see for example [4, 5, 6]. The mathematical field group testing is concerned with this problem and has therefore also gained interest recently again. It was invented by Dorfman [7], however for a general overview we refer to [5]. The methods from classical group testing often suffer from several drawbacks including slowness due to adaptivity of the tests [9] and sensitivity to errors [10].

Compressed sensing is a mathematical field concerned with recovering a vector with many zero entries from as few as possible non-adaptive linear measurements. For a general overview we refer to [11]. Compressed sensing has achieved several theoretic goals including achieving the optimal number of measurements [11, Chapter 13], independence of the measurements from each other, robustness to noise [11, Chapter 4] and sometimes even error correcting properties [12]. We propose to use compressed sensing instead of classical group testing for viral detection since it tackles some weak points in group testing mentioned above.

Our contribution in this survey paper is as follows. We explain how the viral detection problem can be modeled as a compressed sensing problem. We present one recent result from compressed sensing to derive a complete testing procedure for viral detection. Our method will require the same number of tests as state of the art group testing methods in several examples. However, our approach is non-adaptive and has rigorous recovery bounds showing robustness to noise. Numerically we see that our method has empirically further advantages, including error correcting properties. Compared to other papers concerned about using compressed sensing for group testing [13,14], we use a different compressed sensing decoder that is more robust against outliers [15].

The rest of the paper is organised as follows. In Section 2 we model the viral detection problem as a compressed sensing problem. Precisely, we present in Subsection 2.1 the pooling design, in Subsection 2.2 the underlying matrices for the pooling design, and in Subsection 2.3 the identification of infected individuals. We discuss the advantages of our approach and give a numerical advantage of our approach in Section 3. For completeness we present the key mathematical details supporting the approach we proposed in Section 4.
2 Viral Detection in Pooled Tests

2.1 Testing Design

Suppose we want to find $S$ individuals infected with a virus among $N$ individuals. According to the information theoretic lower bound we require at least $\ln \left( \binom{N}{S} \right)$ tests to find the infected individuals. The binary splitting algorithm finds the $S$ infected individuals with a number of tests in the order of $S \log_2(N/S)$. However, since the tests are adaptive, each subsequent test is designed depending on the outcome of previous tests, and thus each test has to wait for the result of previous one. If the time to perform a test is large, it might be desirable to perform multiple tests at once. In such cases non-adaptive methods are preferable. There are many deterministic non-adaptive methods for group testing. Most of these prove their results using disjunct matrices. For instance, in [16] a non-adaptive group testing method is presented whose number of tests is in the order of $S^2 \log_2(N)/\log_2(S)$.

We propose to use compressed sensing with additional nonnegativity constraints to solve this problem. We collect specimens from $N$ individuals arranged into a vector $x \in \mathbb{R}^N$, and the amount of viruses in the specimen of the $n$-th individual is denoted by the non-negative quantity $x_n \in \mathbb{N} \cup \{0\} \subset \mathbb{R}$. We assume that the viruses are evenly distributed in each specimen, meaning that if we take $\alpha \in [0, 1]$ of the volume of the specimen of the $n$-th individual, it will contain roughly $\alpha x_n$ viruses. We denote the number of non-zeros in a vector $z$ by $\|z\|_0$.

Since, $S$ individuals are infected we have $\|x\|_0 = S$. Let the sample of the $m$-th test contains a fraction of $A_{m,n}$ of the amount of specimen of the $n$-th individual. The sample of the $m$-th test thus contains, up to rounding errors, the amount of viruses $\sum_{n \in [N]} A_{m,n} x_n = (Ax)_m$, where $A$ is an $M \times N$ matrix with entries $A_{m,n} \in [0, 1]$ with column sums of at most one. The amount of tests is thus $M$. Often one makes the assumption that $x$ is a random vector with iid. elements, for instance a Poisson random variable multiplied by a Bernoulli random variable with parameter $p = \frac{S}{N}$. Instead we take it here as deterministic unknown. A quantitative real-time reverse transcription polymerase chain reaction (qPCR) [17] can be used to generate an estimate $y_m$ of the amount of viruses in the $m$-th test $(Ax)_m$. This procedure is not accurate and errors $e_m := y_m - (Ax)_m$ might occur. We try to recover the amount of viruses in the specimen of the individuals according to

$$y = Ax + e,$$

with a possibly small $\|x\|_0$ and a as small as possible $M$. This is exactly a compressed sensing problem where, due to the nature of the problem, $x$ is non-negative and exactly $S$-sparse (compressed sensing guarantees often also work for compressible vectors which are well approximated by sparse vectors). The theory of compressed sensing states that there exists indeed matrices and efficient decoders that allow recovery of $x$ if $M$ is in the order of $\frac{2 \log_2(N)}{\log_2(S)}$ [11]. It remains to choose a suitable matrix and a decoder. We begin with the sensing matrix.

2.2 Measurement Matrices

The theory of compressed sensing states that there exists indeed matrices that allow recovery of $x$ from [1] if $M$ is in the order of $\ln \left( \frac{N}{S} \right)$, referred to as the optimal scaling. This testing design described above is a special compressed sensing task where the elements of the matrix $A$ and the unknown sparse vector $x$ are non-negative. For non-negative $A$ standard proof techniques like the restricted isometry property does not succeed out of the box in this regime and instead one has to use tools like the null space property defined in Section 4. For example, it is known that matrices with independent and uniformly on $[0, 1]$ distributed entries achieve the optimal scaling [13]. However, deterministic, i.e. non-random, construction of matrices with a null space property is a delicate, open problem. To the best of the authors knowledge the best deterministic construction of binary compressed sensing matrices is [19] Theorem 3.5], which generates expander graphs that are sufficient for compressed sensing according to [11] Chapter 13. In particular for any $\alpha > 0$ there exists a constant $C_\alpha$ such that the matrix has only $M \leq C_\alpha S^{1+\alpha} \left( \log_2(N) \log_2(S) \right)^{2+\frac{2}{\alpha}}$ rows. The downside of this result is that the constant $C_\alpha$ is rather large for small $\alpha$ and thus other explicit constructions often achieve a smaller number of tests, since the dimensions for viral detection might be rather limited.

We therefore, propose the binary matrix and the $S$-disjunct matrix constructions in [20] and [21] respectively, in which the number of measurements $M$ is in the order of $\sqrt{SN}$. Actually, we established the equivalence of the two constructions in Section 4. Such S-disjunct matrices do not achieve the optimal rate for fixed $S$ as $N \rightarrow \infty$ according to [22]. However, for viral detection we have a fixed prevalence $p = \frac{S}{N}$ in mind. The prevalence might be larger in the beginning of a pandemic and smaller when healthcare professionals are testing regularly and asymptotically, but for each of these applications we consider a fixed $p = \frac{S}{N}$. In this scenario our result achieves the rate $M = pN^{\frac{1}{2}} + N^{\frac{1}{2}}$, which can outperform results that achieve optimality according to [22]. For instance the construction of [16] Corollary 1] achieves a number of measurements that is less than $2S^2 \log_2(N) \log_2(S) = 2p^2N^2 \log_2(N) \log_2(p)$. For a suitably chosen $N$, this upper bound and other constructions can be outperformed by the construction we propose.
A different idea is to generate matrices at random and test them for a null space property until we find a good matrix. Since many random matrices obey the null space property in the optimal order \[11\] Chapter 13], this approach should succeed. However such approaches fail in larger dimensions, since testing for a null space property or some related concepts is in general not possible in polynomial time \[23\].

2.3 Determining Infections

The classical decoding procedure for disjunct matrices iterates over all \( n \in [N] \) and, if for a fixed \( n \) and for all \( m \) with \( A_{m,n} \neq 0 \) the \( m \)-th test is positive, it declares the \( n \)-th individual as infected. This process is simple and, if \( A \) is \( S \)-disjunct, there is no noise and there are no more than \( S \) infected individuals, it is guaranteed to find exactly all infected individuals \[21\]. However, every false negative test will result in at least one individual that is falsely flagged as not infected. Thus, this decoding procedure is incredibly sensitive to noise. There are extensions to these matrices which can tolerate a fixed number of errors under restrictive conditions \[15\].

Compressed sensing on the other hand can not only detect infected individuals but also estimate the viral load, which may have further benefits to the medical practitioners. The noise vector in \[11\] is non-zero in general, since the estimate is affected by some errors including, rounding errors and inaccuracy of the qPCR. In \[14\] the noise vector is modeled as a heavy tailed random variable depending on the unknown quantity \( Ax \). Therefore, it is difficult to apply recovery methods from compressed sensing for independent additive noise out of the box. Parameter tuning, using e.g. cross validation, is often crucial at this point. Interestingly, non-negativity helps with such noise models. Combining the heavy-tailed noise model with non-negativity of data, we arrived at a conclusion that the best is to use the parameter tuning free Non-negative Absolute Deviation Regression (NNLAD) for recovery which is any minimizer

\[
x^\# = \arg\min_{z \geq 0} \|Ax - y\|_1 \tag{NNLAD}
\]

where \( \|w\|_1 = \sum_{m=1}^{M} |w_m| \). In \[15\] we showed that for certain matrices \( A \) the convex NNLAD approach indeed is sparsity promoting and allows for an estimate of the form \( \|x - x^\#\|_1 \leq C \|e\|_1 \), for some constant \( C \) independent on \( e, x, y \) and \( x^\# \). Finally, given a certain threshold \( \epsilon \) one declares the individual \( n \) to be infected if \( x^\#_n > \epsilon \). If the noise level \( \|e\|_1 \) is small enough, this method will guarantee that these are exactly the infected individuals. Thus, in this sense compressed sensing gives a non-adaptive testing procedure which provably finds \( S \) infected individuals among \( N \) with the scaling-optimal number of tests, and small errors would have no effect on the test result. The guarantees in \[15\] follow from a self-regularization feature in the non-negative case which has been worked out already for other cases, like the non-negative least squares in \[18\].

3 Discussion

We compare our method to other methods proposed for group testing.

3.1 Non-Adaptive Methods

Consider the non-adaptive method from \[16\]. Their number of tests is less than \( p^2 N^2 \frac{\log_2(N)}{\log_2(N) + \log_2(p)} \) tests. For a prevalence of 0.01 at 900 individuals their method uses at most 0.5573 tests per individual while ours uses 0.3333 tests per individual at a pool size of 30. For a prevalence of 0.001 at 10000 individuals their method uses at most 0.08 tests per individual, while ours uses 0.11 tests per individual at a pool size of 30. In many scenarios our method requires a similar amount of tests as other methods from non-adaptive group testing and sometimes even requires less tests.

3.2 Adaptive Methods

Adaptive methods outperform non-adaptive methods in general. Consider the adaptive method from \[4\]. For a prevalence of 0.01 at 900 individuals the approach of \[7\] expects 0.2 tests per individual at a pool size of 11 while our method uses 0.3333 tests per individual at a pool size of 30. For a prevalence of 0.001 at 10000 individuals the approach of \[7\] expects 0.0628 tests per individual at a pool size of 32 while our method uses 0.11 tests per individual at a pool size of 100. The method of \[4\] is even better than \[7\]. At a prevalence of 0.01 their method only requires 0.12 tests per individual at a pool size of 35, and at a prevalence of 0.001 only requires 0.018 tests per person at a pool size of 350. Consider the adaptive method from \[24\]. For a prevalence of 0.01 and at 5000 individuals their method uses 0.3 tests per person. Our method can handle a prevalence of 0.01 at 900 individuals with the same number of tests per person. Many adaptive group testing methods require half as much tests as our method, but ours the advantage that it only requires one stage and can thus be performed faster.
3.3 Error Correcting Properties

We shortly demonstrate an advantage of the NNLAD approach to other compressed sensing decoders in a short experiment with synthetic data. Following Theorem 4.5 for $Q = 31$ and $S = 7$, we are guaranteed to detect up to 7 infected people among 961 by using 248 tests. However, empirically the identification will succeed even if more than 7 individuals are infected and even if multiple measurements are corrupted. In Figure (1) we vary the prevalence $p = \frac{\|x^\#\|_0}{N}$ and plot the probability that the NNLAD estimator $\hat{x}$ is sufficiently close to the true signal $x$ in the $\ell_1$-norm. We see that as guaranteed by Theorem 4.5 the recovery succeeds for $p = \frac{\|x^\#\|_0}{N} \leq \frac{248}{961} \approx 0.0073$ and $p_e = 0$. But empirically the recovery also succeeds for $p \leq 0.08$ and $p_e = 0$, i.e. ten times higher than guaranteed. This suggests that $S$ and thus $M$ could be reduced and still recover whenever $p \leq 0.02$ for instance, which might be sufficient for a prevalence of $p = 0.01$.

Further the NNLAD seems to successfully recover even in the presence of sparse noise, i.e. when $p_e$ is small. This is not suprising as the NNLAD minimizes the $\ell_1$ norm of all possible noises and $\ell_1$-minimization is known to be sparsity promoting [11, Chapter 4]. Recovery seems to succeed whenever $p_e \leq 0.06$ and $\frac{4}{3}p_e + p \leq 0.08$. This error correcting property gives the NNLAD decoding approach advantages over other compressed sensing decoders in the presence of heavy outliers.

However, the error correcting properties cannot be guaranteed uniformly for all $e$ with $p_e \leq 0.06$. If the noise components are active exactly on the support of a column of $A$ where the signal $x$ is non-vanishing, the measurement might corresponds to a different signal with the same support. Hence, recovery might fail as soon as $\|e\|_0$ is at least as large as the number of non-zero entries in a column of $A$, in this case $S + 1 = 8$. However, there are $(\frac{M}{S+1}) = \binom{248}{8} \approx 3.16 \cdot 10^{14}$ different possible supports of a $S + 1$-sparse noise, but only $N = 961$ of those appear as columns of the matrix. Thus, if the noise support is drawn uniformly at random, such an event is highly unlikely. Thus, we see that the NNLAD is empirically correcting more errors than expected.

3.4 Conclusion

We have explained how compressed sensing can be used to solve the viral detection problem. It generates a non-adaptive testing procedure. We have seen that certain design matrices from non-adaptive group testing are already suitable for compressed sensing based viral detection. Further, we have presented a construction of design matrices that can be used for classical non-adaptive group testing and compressed sensing based viral detection. The construction requires roughly as much tests as other methods from non-adaptive group testing and can possibly outperform those. Adaptive group testing methods still require less tests but can only be performed sequentially which is a critical problem in a pandemic with an exponential growth rate. We have proposed to use the NNLAD as a compressed sensing decoder, since, compared to other compressed sensing decoders, it is robust against heavy tailed noise and does not requires knowledge of noise level. In particular, it also obeys certain error correcting properties. Lastly our method also computes the viral load of infected individuals.

4 Mathematical Details

4.1 Disjunct Matrices and Null Space Properties

Classical, deterministic, non-adaptive group testing often makes use of so called disjunct matrices.

**Definition 4.1.** Let $A \in \{0, 1\}^{M \times N}$ and $S \in [N]$ and set $A^n := \{m \in [M] : A_{m,n} = 1\}$. Suppose that

$$A^n \setminus \bigcup_{n' \in T} A^n' \neq \emptyset \text{ for all } T \subset [N], \#T \leq S \text{ and } n \in [N] \setminus T$$

(2)

holds true. Then, $A$ is called $S$-disjunct.
The classical decoding procedure for a disjunct matrices iterates over all \( n \in [N] \) and, if for all \( m \in A^n \) the \( m \)-th test is positive, it declares the \( n \)-th individual as infected. This process is simple and, if \( A \) is \( S \)-disjunct and there are no more than \( S \) infected individuals, it is guaranteed to find exactly all infected individuals \([21]\). However, every false negative test will result in at least one individual that is falsely flagged as not infected. Thus, this decoding procedure is incredibly sensitive to noises. There are extensions to these matrices which can tolerate a fixed number of errors by forcing the set \( A^n \setminus \bigcup_{n' \in T} A^{n'} \) not only to be non-empty but also sufficiently large \([16]\). Compressed sensing on the other hand makes use of matrices that have a null space property.

**Definition 4.2.** Let \( S \in [N] \), \( \rho \in [0,1) \), \( \tau \in [0,\infty) \) and \( A \in \mathbb{R}^{M \times N} \). Suppose that

\[
\sum_{n \in T} |v_n| \leq \rho \sum_{n \notin T} |v_n| + \tau \| A v \|_1 \quad \text{for all } v \in \mathbb{R}^N, T \subset [N], \#T \leq S
\]

holds true. Then we say \( A \) has the robust null space property of order \( S \) with constants \( \rho \) and \( \tau \).

If \( A \) has the robust null space property of order \( S \) any vector \( x \) with at most \( S \) non-zero components can be recovered from \( Ax \) by solving a linear program and, in the presence of noise, the estimation error is bounded by a constant times the norm of the noise \([11\) Chapter 4].

It is quite surprising that there is a common way to generate \( S \)-disjunct matrices and matrices which have the robust null space property of order \( S \). This was proven in \([21\) Equation (4)](19) and \([20\).

**Theorem 4.3** \([21\) Equation (4)](19) \& \([20\). Let \( A \in \{0,1\}^{M \times N} \) be a binary matrix with columns \( A^n \) that all have exactly \( D \) ones. Let \( \lambda := \max_{n,n' \in [N] : n \neq n'} (|A^n|, |A^{n'}|) \) and set \( S := \left\lceil \frac{D-1}{\lambda} \right\rceil \). Then, \( A \) is \( S \)-disjunct and has the robust null space property of order \( S \) with constants \( \rho := \frac{S}{|S| - S} \) and \( \tau := \frac{S(|S|+1)}{|S| - S} \| A^1 \|_{1 \rightarrow 1} \).

**Proof.** Note that \( \lambda \) is also the maximal number of common ones of two distinct columns of \( A \). According to \([21\) Equation (4)](19) \( A \) is at least \( S \)-disjunct. For any \( v \in \mathbb{R}^N \) let \( v' = v + v'' \) where \( v' \) is the projection of \( v \) onto the null space of \( A \) and \( v'' \) is orthogonal to the null space. Since the Moore-Penrose inverse composed with the matrix itself is the identity on the orthogonal complement of the null space, we get

\[
\|v''\|_1 = \|A^\dagger A v''\|_1 \leq \|A^\dagger\|_{1 \rightarrow 1} \|A v''\|_1 = \|A^\dagger\|_{1 \rightarrow 1} \|A v\|_1.
\]

By \([25\) Theorem 2] or \([20\) Theorem 7] for any \( n \in [N] \) we have \( |v'_n| \leq \frac{\lambda}{2D} \|v'\|_1 \). It follows that

\[
|v_n| \leq |v'_n| + |v''_n| \leq |v'_n| + \|v''\|_1 \leq \frac{\lambda}{2D} \|v'\|_1 + \|v''\|_1 \leq \frac{\lambda}{2D} \|v'\|_1 + \left( \frac{\lambda}{2D} + 1 \right) \|v''\|_1
\]

\[
\leq \frac{\lambda}{2D} \|v\|_1 + \left( \frac{\lambda}{2D} + 1 \right) \|A^\dagger\|_{1 \rightarrow 1} \|A v\|_1,
\]

where the last inequality follows from \([11\). We set \( \alpha := \frac{2D}{\lambda} \) and \( \beta := \left( \frac{\lambda}{2D} + 1 \right) \|A^\dagger\|_{1 \rightarrow 1} \). Using \([60\) for all \( n \in [N] \) and \( v \in \mathbb{R}^N \) noting that \( S = \left\lceil \frac{D}{\lambda} \right\rceil \) holds true, allows us to apply \([20\) Lemma 2]. This yields that \( A \) has the robust null space property of order \( S \) with constants \( \alpha = \frac{S}{|S| - S} = \frac{2D}{\lambda} \) and \( \beta = \frac{S(|S|+1)}{|S| - S} \| A^1 \|_{1 \rightarrow 1} = \tau \).

\[
\frac{\alpha \beta S}{\alpha - S} = S \left( 1 + \frac{2D}{\lambda} \right) \| A^1 \|_{1 \rightarrow 1} = \tau.
\]

This completes the proof. \(\square\)

This yields that a lot of test schemes for non-adaptive group testing can already be used with the compressed sensing decoding strategy presented in Section 2. Using this method we can not improve the amount of tests required directly, but, the compressed sensing decoder we propose is significantly more robust to noise. We will see empirically that the compressed sensing decoder will correctly identify all infected individuals even in the presence of one false negative test, unlike the classical group testing decoder for disjunct matrices.

Note that under the assumptions of the theorem the quantity \( \frac{2D}{\lambda} \) is one over the mutual coherence of the matrix (after suitable normalization). The mutual coherence is a general tool in compressed sensing and it is known that the order of the null space property has to be at least in the order of one over the mutual coherence \([20\) Equation (9)]. In the special case of binary matrices this result can be refined to account for a better constant using \([20\).
4.2 A Recovery Guarantee from Compressed Sensing

We introduce the result [15, Theorem 3.4] with some fixed parameters that we will combine with some binary matrices from [20 Page 3015] that have a high number of ones per column but a small inner product between distinct columns.

Theorem 4.4 (15, Theorem 3.4). Let $S \in [N]$ and $A \in \mathbb{R}^{M \times N}$. Suppose that the following holds true:

1. $A$ has the robust null space property of order $S$ with constants $\rho \in [0, 1)$ and $\tau \in [0, \infty)$.

2. There exists some vector $t \in \mathbb{R}^M$ such that $A^T t > 0$ and $\kappa \rho < 1$, where $\kappa := \max_{n \in [N]} |(A^T t)_n| / \min_{n \in [N]} |(A^T t)_n|$. Then, the for all $x \in \mathbb{R}^N$, $x \geq 0$, $\|x\|_0 \leq S$, $e \in \mathbb{R}^M$ and $y := Ax + e$ we have that any minimizer $x^\#$ of

$$\min_{z \geq 0} \|Az - y\|_1$$

obeys

$$\|x - x^\#\|_1 \leq 2 \left( \frac{1 + \kappa \rho}{1 - \kappa \rho} \max_{n \in [N]} |(A^T t)_n| \|t\|_\infty + \frac{2}{1 - \kappa \rho} \kappa \tau \right) \|e\|_1.$$ (9)

We now have the necessary tools to proof the main result.

Theorem 4.5. Let $S \in \mathbb{N}$ and $Q > S$ be a prime number. Let $P \in \mathbb{R}^{Q \times Q}$ with $P_{q+1,q} = 1$ for all $q \in [Q - 1]$, $P_{1,Q} = 1$ and zero else. The block partitioned matrix $A = (A_{s,q})_{s \in [S+1], q \in [Q]} \in \mathbb{R}^{(S+1)Q \times Q^2}$ with blocks $A_{s,q} = (S + 1)^{-1} P^{(s-1)(q-1)}$ for all $s \in [S+1], q \in [Q]$ obeys the following:

1. The entries of $A$ are either $(S+1)^{-1}$ or zero.

2. The columns of $A$ sum up to one.

3. $A$ has exactly $S + 1$ non-zero entries per column and $Q$ non-zero entries per row.

4. $(S + 1) A \in \{0, 1\}^{M \times N}$ is $S$-disjunct.

5. The matrix $A$ obeys the following identification property:

For all $x \in \mathbb{R}_+^N$ with $\|x\|_0 \leq S$, $y \in \mathbb{R}^M$ and $e := y - Ax$ any minimizer $x^\#$ of $\min_{z \in \mathbb{R}_+^N} \|Az - y\|_1$ obeys

$$\|x - x^\#\|_1 \leq 2 (S + 1 + S(2S + 3) \|A^\dagger\|_{1 \rightarrow 1}) \|e\|_1,$$ (10)

where $A^\dagger$ is the Moore-Penrose inverse of $A$.

Proof of Theorem 4.5. Statement 1 is clear. Since $P$ is a permutation matrix, it has exactly one non-zero entry per row and column. Since $A$ has exactly $(S + 1)$ of those blocks per column and $Q$ of those blocks per row, statement 3 follows. Statement 2 follows from 1 and 3. Consider the matrix $B := (S + 1) A$ with columns $B^n$ whose entries are either zero or one by construction. It has exactly $D = S + 1$ ones per column. By [20 Page 3015] two distinct columns of $B$ have a scalar product of at most one. Hence $\lambda = \max_{n \in [Q]} \|B^n, B^n'\| = 1$, which is also the maximal number of common ones in two different columns. By [Theorem 4.3] $B$ is $S$-disjunct and has the robust null space property of order $S$ with constants $\rho' = \frac{S}{S + 2} = \frac{S}{S + 2}$ and $\tau' = \frac{S(S+2)}{S+2} \|B^\dagger\|_{1 \rightarrow 1} = \frac{S(2S+3)}{S+2} \|B^\dagger\|_{1 \rightarrow 1}$. Since $B = (S + 1) A$, this yields that $A$ has the robust null space property of order $S$ with constants $\rho := \rho' = \frac{S}{S + 2}$ and $\tau := (S + 1) \tau' = \frac{S(S+2)}{S+2} (S + 1) \|A^\dagger\|_{1 \rightarrow 1} = \frac{S(2S+3)}{S+2} \|A^\dagger\|_{1 \rightarrow 1}$. We set $t_m := 1$ for all $m \in [(S + 1) Q]$. By statement 2 we get $(A^T t)_n = 1 > 0$ for all $n \in [Q^2]$ and $A$ obeys the second requirement of [Theorem 4.3] with $t$ and $\kappa = 1$. Thus, we can apply [Theorem 4.3] and calculate

$$2 \left( \frac{1 + \kappa \rho}{1 - \kappa \rho} \max_{n \in [N]} |(A^T t)_n| \|t\|_\infty + \frac{2}{1 - \kappa \rho} \kappa \tau \right) = 2 \left( \frac{1 + \rho}{1 - \rho} + \frac{2}{1 - \rho} \right)$$

$$= 2 \left( \frac{1 + \rho}{1 - \rho} + \frac{2}{1 - \rho} \right) = 2 (S + 1 + (S + 2) \tau) = 2 (S + 1 + S(2S + 3) \|A^\dagger\|_{1 \rightarrow 1}),$$ (11)

which yields the claim. □
Suppose we fix a threshold $\epsilon > 0$ that identifies infected persons, meaning that the $n$-th person is infected if and only if more than $\epsilon$ viruses are contained in the specimen of the $n$-th person, i.e. if and only if $x_n > \epsilon$. In this case we can identify the infected persons even in the presence of small noise. If $\|e\|_1 < \frac{\epsilon}{4} (S + 1 + S (2S + 3))^{1-1} \rightarrow 1$, we get

$$\|x - x^#\|_\infty \leq \|x - x^#\|_1 \leq 2 (S + 1 + S (2S + 3)) \|A^\dagger\|_1 \rightarrow 1\|e\|_1 < \frac{\epsilon}{2}. \quad (13)$$

Since $x_n$ is either greater than $\epsilon$ or zero, we can deduce that $x_n > \epsilon$ happens if and only if $x^#_n > \frac{\epsilon}{2}$. After the tests we could declare that a person is infected if $x^#_n > \frac{\epsilon}{2}$, and healthy if this is not fulfilled. This method would still detect the infected individuals in the presence of small noise.
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