Evaluation of the Efficacy of Artificial Neural Network-Based Music Therapy for Depression
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1. Introduction

Production of abnormal sound sensations in the absence of any external stimuli is known as tinnitus. It is a symptom of an auditory disorder in which depressed patients perceive a voice in their head or ears, but there is no sound source in the actual environment [1]. The prevalence of tinnitus is as high as 15% to 20% and it is estimated that close to 200 million people suffer from tinnitus [2]. It tends to increase with age. Tinnitus is often associated with deafness, but it is more distressing than deafness [3] and can cause serious psychological disturbances and even suicide. Tinnitus is a subjective sensation and there are no objective tests. Nor are there any specific medications or treatments available. Tinnitus is a pressing medical problem in clinical practice. In recent years, a large amount of literature has been published on the diagnosis and treatment of tinnitus in China, involving dozens of treatment methods, such as music therapy, masking therapy, and cognitive therapy [4], especially Chinese medicine treatment methods are more numerous [5], mainly focusing on vasodilation, improving microcirculation, reducing blood viscosity, neurotropism, etc. The efficacy is not ideal [6].

While people continue to be familiar with the relationship between medicine and music, there is also a greater awareness of their scientific principles, and even more so, music perception therapy has been put into practice. The modern clinical treatment of music perception in China began in the late 1970s [7]. With the rapid development of music perception therapy, clinical music perception therapy for children’s depression has also been gradually developed. Studies have shown that music perception is the treatment of choice for improving the attentional and social skills of depressed patients, as well as improving physical coordination [8]. Numerous studies have shown that the brain’s level of arousal when listening to music is mainly in the right brain, which also controls much of a person’s emotions and behaviour, as well as improving the behavioural abilities of
children with intellectual disabilities, and its application in special education and the education of depressed patients is a mainstream trend [9, 10].

EEG and mental disorders are closely linked, and numerous studies have shown that EEG waves have characteristic abnormalities such as amplitude, power, and left-right asymmetry that is different for depressed patients than in healthy people. This will have significant implications for the prevention of mental disorders as well as their diagnostic treatment [11]. The clinical process of analysing EEG signals from depressed patients is limited by the diagnostic skills of physicians, and manual diagnosis is often slow and subjective, so more and more researchers are focusing on deep learning algorithms and applying them to the automatic identification and classification of EEG signals [12]. Deep learning has made significant breakthroughs in the field of machine learning, particularly in the application of speech signal recognition as well as image recognition, which makes it of great relevance for EEG classification problems. However, not all problems can be solved with good results using deep learning, for example, for natural language processing and logical reasoning, which can not be effectively solved by deep learning.

Whether music perception therapy has positive effects on depressed patients and how to effectively apply deep learning to the classification of EEG in depressed patients, to improve the accuracy of EEG classification and to determine the condition accurately, is a very relevant study.

2. Related Works

Music is inextricably linked to many human activities and is of great importance to humans because of the emotional feedback it possesses. Music triggers electrophysiological activity in the brain and expresses musical emotions in the form of brain waves [13]. There was no significant difference between the two groups in terms of scores, while there was a positive correlation between auditory performance and melody discrimination. With regard to the treatment of depressed patients, music is one of the indispensable options. This brings us to a recent research, hotspot-music perception therapy [14].

Music can stimulate the release of certain transmitters that affect brain function (e.g., norepinephrine), thus promoting the coordination of function in various areas of the brain. This is because the centres that primarily control emotions in the human brain are the hypothalamus and the limbic system, and music, by acting directly on these areas, can regulate emotions in both directions, and therefore can also help to treat certain physical and mental disorders [15]. The temporal lobe region of the brain contains both the auditory central system and the nociceptive central system of the brain, and since musical stimulation makes the auditory centre work more actively and thus has an inhibitory effect on pain, music can alleviate pain to some extent. Brain areas that dominate musical activity are mainly in the right hemisphere of the brain. Interventions in music perception can improve brain function, harmonise the balance between the left and right hemispheres of the brain, thereby accelerating intellectual development, as well as improving the cognitive abilities of children with intellectual disabilities and being used in special education and the education of depressed patients. In clinical practice music perception therapy is mainly used in pain interventions, treatment of depressed patients, psychotherapy for children, dementia, psychosis, speech disorders, emotional disorders, cancer, hospice care, etc., [16].

It is confirmed that music can be used as a source of emotional cognitive stimulation in the process of exploring the brain’s mechanisms of action, an idea that can be justified in biomedical terms [17]. In order to capture the ERP produced by the human brain, brief sounds were used as a source of arousal, and the site of action of the brain in processing music was studied by analysing changes in the characteristics of the EEG signal during the experiment, and the right half of the temporal lobe was found to be significant [18]. Introducing music features into the study of music therapy, proposed an SVM-based model of emotional perception of music, and analysed the effects of heart rate, electrical skin conductivity, respiratory rate, blood pressure, and body temperature on the perception of music from the perspective of the physiological effects of music [19]. In the literature of emotion model research based on brain wave music, the emotional information contained in brain wave signals is explained in the form of music [20].

It is confirmed that musical activities were particularly effective in improving verbal communication skills in individual cases [21]. Investigated the characteristics of specific biomarkers on the brains of depressed patients and analysed changes in EEG signals through interventional treatment of marked brain areas [22].

3. EEG Signal Acquisition for Music Perception

EEG signal acquisition is a necessary part of the analysis of EEG signal characteristics and subsequent processing and application, and there are two main types of EEG data acquisition methods: implacable and nonimplantable [23].

3.1. Screening of Experimental Subjects. A total of 28 depressed patients were screened, taking into account the potential pitfalls of intellectual limitations or hyperactive behaviour that depressed patients may have during the experiment. Each subject’s musical experience and musical needs were investigated and counted using questionnaires, interviews, and literature analysis. Each subject’s favourite songs, most frequently listened to songs (e.g., children’s sleep songs), disliked songs, and unfamiliar song styles were counted and recorded. With reference to these records and the medical approach to the selection of musical pieces during music therapy for depressed patients, four types of music were finally identified: (1) dirge, (2) unfamiliar symphonic music, (3) upbeat music, and (4) unfamiliar bland music, plus no music experimental setting for comparison were set.
3.2. Music Selections. For music perception therapy to have a reassuring effect on depressed patients, the first step is to choose the right music. Music is an art of sound and not all music is suitable for depressed patients to use for healing. Firstly, the music should not span too wide a range, but also be gentle and not have extreme pitch changes that sound discordant. Secondly, each subject is an individual and their sensitivity to musical styles varies greatly, so it is important to select music specifically for each subject while meeting the popular criteria for treating depression [24].

4. Optimal Selection of Feature Data

We know that DBN’s EEG signal recognition method allows the computer to automatically extract from the input data for the low-level and high-level features that characterise these sample signals in an unsupervised manner, resulting in better classification recognition performance. Finding feature data that characterise the differences between the EEG of depressed patients and that of healthy children is therefore a priority.

As the distribution of individual rhythms in the EEG of clinically diagnosed depressed patients can be highly abnormal of values that can be used to match the frequency bands of the individual EEG rhythms [25]. So a harmonic wavelet packet transform is first performed. Using the transformed wavelet coefficients \( h w p t (s, i, k) \) the bond energy of each rhythm is calculated using the following equation:

\[
E^{(p)}(k) = \sum_{l} |h w p t ((s, i, k))|^2.
\]

The range of \( k = 0, 1, \ldots, N - 1; p = \delta, \theta, \alpha, \beta, \ldots, i \) is determined by the frequency band of the rhythm represented by \( p \). The FBER for each rhythm in the lead corresponding to a given electrode patch is calculated by the following equation:

\[
E_{all}(k) = \sum_{p} E^{(p)}(k),
\]

\[
F B E R - S = \frac{E^{(p)}(k)}{E_{all}(k)} \times 100%.
\]

5. DBN Model Design

Deep learning networks are derived from artificial neural networks. The vast majority of current machine learning algorithms are shallow in nature and are constrained in their ability to generalise to complex classification problems. EEG signals are nonlinear, nonstationary, and very weak, and surface-level time-domain features largely fail to distinguish some pathological EEG signals, while deep belief networks provide a measure of multilayer learning of features.

A typical deep belief network DBN structure and working principle is shown in Figure 1. The mathematical model of DBN can be represented in the following form:

\[
P(x, g^{(1)}, g^{(2)}, \ldots, g^{(l)}) = P(x|g^{(1)})P(g^{(1)}|g^{(2)}) \cdots P(g^{(l-2)}|g^{(l-1)})P(g^{(l-1)}|g^{(l)}),
\]

where \( x = g^{(0)}, g^{(l)} \) represents the \( l \)-th level weight matrix.

The softmax regression model differs from the binary classification model in that it is a generalisation of the logistic regression model to a multiclassification problem, which is more suitable for classifying multilabelled data [26].

In softmax regression, the hypothesis function outputs a \( k \)-dimensional vector (the sum of each vector element is the probability value of these \( k \) estimates). For a given test input sample \((x, y)\), the hypothesis function is used here to calculate the probability value \( p(y = j | x) \) corresponding to each category \( j \). Our hypothesis function \( h(x) \) takes the following form:

\[
h_\theta(x^{(i)}) = \begin{bmatrix}
    p(y^{(i)} = 1 | x^{(i)}; \theta) \\
    \vdots \\
    p(y^{(i)} = k | x^{(i)}; \theta)
\end{bmatrix} = \frac{1}{\sum_{k=1}^{k} e^\theta_{x^{(i)}}} \begin{bmatrix}
    e^{\theta_{x^{(i)}}} \\
    \vdots \\
    e^{\theta_{x^{(i)}}}
\end{bmatrix},
\]

where \( \theta_1, \theta_2, \ldots, \theta_k \in \mathbb{R}^{n+1} \) is a parameter of the model.

In terms of the mathematical model, the softmax cost function is particularly similar to the logistic regression cost function, with the slight difference that in the loss function of softmax, those \( k \) probability values for each class marker are cumulated [27]. The probability of classifying \( x \) as class \( j \) in a softmax regression is as follows:
\[ p(y^{(i)} = j|x^{(i)}; \theta) = \frac{e^{\theta_j^T x^{(i)}}}{\sum_{k=1}^{K} e^{\theta_k^T x^{(i)}}} \] (6)

A shallow artificial neural network based on the softmax regression model, which mainly uses the gradient descent formula of softmax to correct the neuron weights, using the softmax regression model can support the statistical significance of the classifier in mathematical theory.

6. Experiment

At present, a large number of studies have proved the value and effectiveness of music therapy in the treatment of patients with depression. Before testing the evaluation efficiency of DBN Model, a control analysis was conducted on the efficacy of music therapy.

There was statistically significant difference in EEG between the experimental group and the control group before treatment \((t = 4.404, P < 0.05)\). There were statistically significant differences in the full-band energy of frontal, parietal, temporal, and occipital of 28 people with depression before and after treatment \((t = 3.705, P < 0.05)\). The comparison of \(\delta, \theta, \alpha, \) and \(\beta\) band energy in EEG of autistic children before treatment was significantly lower than that of after treatment, and also lower than that in control group. The comparison of EEG \(\gamma\)-band energy of people with depression before treatment was slightly higher than that of after treatment and also slightly higher than that of the control group. After treatment, the energy of brain regions in the experimental group and the control group was roughly the same, with no statistical significance \((P > 0.05, \text{Figure 2})\). It shows that the EEG of people with depression restored to the normal individual level after music therapy, and the curative effect is very obvious.

In the most important step of EEG classification, the feature data matrix extracted in the previous section is used as input data to the software classifier model. In this case, each row of the feature matrix is obtained by superimposing 25 sliding sample entropy values and 25 frequency energy scale values. The number of columns is a predetermined list of samples of EEG signals from depressed patients in five settings, with each patient feature represented by 208 samples, giving a total of 1456 rows. Of these, 150 were used as the training set and 58 as the test set.

Sophia is a typical multiclassifier, where the output is a \(k\)-dimensional vector, where each value represents the probability of the classification, and the sum of the elements of the vector is 1. The experiment was trained and tested for 35 iterations, with each iteration reshuffling the feature data samples. The gradient descent algorithm was used to adjust the parameters to minimise the error. Figure 3 below shows the mean squared error (MSE) of the classifier as the number of iterations increases, with 500 iterations of the process.

Overall, the MSE decreases as the number of iterations increases, and after 80 iterations the mean square error has stabilised.

When the training set was trained by the model to build a model with minimal error, the process was unsupervised,
and then before the test set was fed into the model, we labelled the data in each environment, five in total, the process was supervised, this was to facilitate the observation of where the EEG data in each environment went after classification to build a confusion matrix to analyse the perceptual effect of each music, the higher the accuracy of the genre, the greater the effect on the brain waves. Ultimately, the model outputs a series of numbers representing the classification accuracy.

Figure 4 below shows the results of the classification statistics for each of the 28 people with depression. As showed by the bar graphs, it was found that there were still differences in classification accuracy between the different depressed patients, which indicate the variability of musical sensitivity to different people. The classification accuracy of the EEG of most of the subjects ranged from 75% to 94%, with a maximum of 94.07% and a minimum of 76.24%, with an average accuracy of 84.78%, which also demonstrates the stability of the DBN classification model.

Table 1 is a confusion matrix of the results of the DBN’s classification of EEG in five environments for depressed patients. The data therein represent the proportion of EEG in each musical style that was classified into each of the five environments, and the proportion that was classified into itself represents the accuracy of the EEG in response to such musical perception.

From this, it was found that the classification accuracy was higher in the Music 1 and Music 3 environments. This suggests that the EEG evoked in these two environments is more easily distinguishable from the EEG characteristics of the other environments, i.e., Music 1 and 3 have a greater effect on the person’s condition (EEG waveform), either alleviating the autistic mood and making the person more positive, or causing the condition to worsen and become more negative. Conversely, Music 2 and Music 4 was classified less accurately, suggesting that the music in these two environments had little effect on the condition, resulting in a poor differentiation of the EEG signal characteristics.

In order to analyse whether Music 1 and Music 3 had a positive or negative effect on the EEG, transient frequencies of EEG under Music 1 and Music 3 were obtained. By simulating the frequency characteristics of each segment of the EEG, we compared the frequency characteristics of the EEG of Music 1 and Music 3 with those of the EEG in the no-music environment, and found that the frequency characteristics of the EEG of Music 3 were basically higher than those of the no-music environment, while the frequency characteristics of the EEG of Music 1 were lower than those of the no-music environment. This suggests that music 3 had a more alleviating effect on the depressed patient’s condition than if he had not listened to music, while Music 1 exacerbated the condition, as evidenced by the lower frequency profile and the more depressed mood of the patient.

7. Conclusions

In this paper, an optimised DBN feature extraction and classification method are proposed in order to more accurately classify the EEG of depressed patients under the effect of different music perceptions. By introducing the structure and working principle of typical deep trust network DBN, and selecting HHT and FastICA, the optimized DBN feature extraction is completed. The optimised features can better characterise the deeper information of the original signal than the traditional course data set as input data. Finally, the surtax method is used to classify the extracted features. The experimental results show that the model is optimally trained, which paves the way for subsequent analysis of the classification accuracy. The optimised DBN algorithm can evaluate the efficacy of different music styles for depressed patients, which has direct guiding value for the effective selection and creation of music in the treatment process.

Data Availability

All data generated or analysed during this study are included in this article.

Conflicts of Interest

The author declares no conflicts of interest.

References

[1] L. Mei, M. Mochizuki, and N. Hasegawa, “Pycnogenol ameliorates depression-Like behavior in Repeated Corticosterone-Induced depression Mice model,” BioMed Research International, vol. 2014, Article ID 942927, 2014.
[2] J. Erkkilä, M. Punkanen, J. Fachner et al., “Individual music therapy for depression: randomised controlled trial[1],” British Journal of Psychiatry: The Journal of Mental Science, vol. 199, no. 2, p. 132, 2018.
[3] N. Y. Shin, B. D. Lee, J. H. Kang et al., “Evaluation of the clinical efficacy of a TW3-based fully automated bone age assessment system using deep neural networks,” Imaging Science in Dentistry, vol. 50, no. 3, p. 237, 2020.
[4] A. Maratos, M. J. Crawford, and S. Procter, “Music therapy for depression: it seems to work, but how?[1],” British Journal of Psychiatry, vol. 199, no. 2, pp. 92-93, 2011.
[5] B. Langholz, D. C. Thomas, J. Witte, and R. K. Peters, "Risk of Premenopausal breast cancer and Use of electric Blankets," American Journal of Epidemiology, vol. 142, no. 4, pp. 448-449, 1995.

[6] V. Brandes, D. D. Terris, C. Fischer et al., "P01-14-efficacy of a newly developed method of receptive music therapy for the treatment of depression," European Psychiatry, vol. 25, p. 234, 2010.

[7] N. Takafumi, F. Natsumi, Y. Masamichi et al., "Efficacy evaluation of 2D, 3D U-Net semantic segmentation and atlas-based segmentation of normal lungs excluding the trachea and main [J]," Journal of Radiation Research, vol. 61, no. 2, pp. 257–264, 2020.

[8] E. Windle, L. M. Hickling, S. Jayacodi, and C. Carr, "The experiences of patients in the synchrony group music therapy trial for long-term depression," The Arts in Psychotherapy, vol. 67, Article ID 101580, 2020.

[9] C. Feng, M. Fang, Y. Xu, T. Hua, and X.-Y. Liu, "Microbleeds in late-Life depression: comparison of early- and late-Onset depression," BioMed Research International, vol. 2014, Article ID 682092, 2014.

[10] C. E. Carr, J. O’Kelly, S. Sandford, and S. Priebe, "Feasibility and acceptability of group music therapy vs wait-list control for treatment of patients with long-term depression (the SYNCHRONY trial): study protocol for a randomised controlled trial," Trials, vol. 18, no. 1, p. 149, 2017.

[11] F. Riganello, M. D. Cortese, F. Arcuri, M. Quintieri, and G. Dolce, "How can music influence the autonomic Nervous system response in patients with Severe disorder of Consciousness [J]," Frontiers in Neuroscience, vol. 9, no. 884, p. 461, 2015.

[12] K. Devendran, S. K. Thangarasu, P. Keerthika, R. Manjula Devi, and B. K. Ponnarasace, "Effective prediction on music therapy using hybrid SVM-ANN approach," ITM Web of Conferences, vol. 37, no. 1, Article ID 01014, 2021.

[13] S. Siddiqui, R. Nesbitt, M. Z. Shakir et al., "Artificial neural network (ANN) Enabled Internet of Things (IoT) architecture for music therapy," Electronics, vol. 9, no. 12, p. 2019, 2020.

[14] J. S. Rahman, T. Gedeon, S. Caldwell, R. Jones, and Z. Jin, "Towards effective music therapy for mental health care using machine learning Tools: human affective Reasoning and music genres," Journal of Artificial Intelligence and Soft Computing Research, vol. 11, no. 1, pp. 5–20, 2021.

[15] M. Z. Uddin, K. K. Dysythe, A. Folsstad, and P. B. Brandtzaeg, "Deep learning for prediction of depressive symptoms in a large textual dataset," Neural Computing & Applications, vol. 34, no. 1, pp. 721–744, 2022.

[16] C. Tang, Y. Zhang, Z. Zhai, X. Zhu, C. Wang, and G. Yang, "Mechanism of depression through brain function imaging of depression patients and normal people," Journal of Healthcare Engineering, vol. 2022, Article ID 1125049, 2022.

[17] S. Bhattacharjee, L. Goldstone, Q. Ip, and T. Warholak, "Depression treatment among adults with Multiple Sclerosis and depression in ambulatory care settings in the United States," Multiple Sclerosis International, vol. 2017, Article ID 3175358, 2017.

[18] S. M. Su, "Mediation effects of social self-efficacy and fear of negative evaluation on the influence of shyness on depression [J]," Journal of Research in Education Sciences, vol. 62, no. 1, pp. 103–132, 2017.

[19] L. Cho, E. J. Topol, C. Balog et al., "Clinical benefit of glycoprotein IIb/IIIa blockade with abciximab is independent of gender: Pooled analysis from EPIC, EPilogue and EPIstantent trials," Journal of the American College of Cardiology, vol. 36, no. 2, pp. 381–386, 2000.

[20] X. Chen, Q. Wei, R. Jing, and Y. Fan, "Effects of music therapy on cancer-related fatigue, anxiety, and depression in patients with digestive tumors: a protocol for systematic review and meta-analysis [J]," Medicine, vol. 100, no. 22, Article ID e25681, 2021.

[21] O. Ström, F. Borgström, J. A. Kanis, and B. Jönsson, "Incorporating adherence into health economic modelling of osteoporosis [J]," Osteoporosis International: A Journal Established As Result of Cooperation Between the European Foundation for Osteoporosis and the National Osteoporosis Foundation of the USA, vol. 20, no. 1, p. 23, 2009.

[22] J. Erkkil, C. Gold, J. Fachner, A.-R. ESA, P. Marko, and V. Mauno, "Bmc psychiatry the effect of improvisational music therapy on the treatment of depression: protocol for a randomised controlled trial [J]," BMC Psychiatry, vol. 8, no. 1, p. 50, 2018.

[23] J. Labarere, J. L. Bosson, M. A. Sevestre et al., "Brief REPORT: Graduated Compression Stocking Thromboprophylaxis for Elderly Inpatients: a Propensity analysis [J]," Journal of General Internal Medicine, vol. 21, no. 12, pp. 1282–1287, 2006.

[24] H. L. Chien, Y. H. Chiu, and Y. C. Lee, "Maskless lithography based on oblique scanning of point array with digital distortion correction," Optics and Lasers in Engineering, vol. 136, Article ID 106313, 2021.

[25] R. Iredale, F. Rapport, S. Sivell et al., "Exploring the requirements for a decision aid on familial breast cancer in the UK context: a qualitative study with patients referred to a cancer genetics service[J]," Journal of Evaluation in Clinical Practice, vol. 14, no. 1, pp. 110–115, 2008.

[26] Y. H. Jung and S. W. Jeong, "Development of content for the Robot that Relieves depression in the Elderly using music therapy," The Journal of the Korea Contents Association, vol. 15, no. 2, pp. 74–85, 2015.

[27] I. I. Mohamed, M. A. Aboamer, A. T. Azar, K. Wahba, A. Schumann, and K. J. Bar, "Nonlinear single-input single-output model-based estimation of cardiac output for normal and depressed cases," Neural Computing & Applications, vol. 31, no. 7, pp. 2955–2978, 2019.