A NOVEL PREDICTOR-CORRECTOR SCHEME FOR SOLVING VARIABLE-ORDER FRACTIONAL DELAY DIFFERENTIAL EQUATIONS INVOLVING OPERATORS WITH MITTAG-LEFFLER KERNEL
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Abstract. In this work we present a numerical method based on the Adams-Bashforth-Moulton scheme to solve numerically fractional delay differential equations. We focus in the fractional derivative with Mittag-Leffler kernel of type Liouville-Caputo with variable-order and the Liouville-Caputo fractional derivative with variable-order. Numerical examples are presented to show the applicability and efficiency of this novel method.

1. Introduction. Recent studies in science and engineering demonstrated that the dynamics of many systems may be described more accurately by means of differential equations of non-integer order. The concept of fractional differentiation has been singled out as outstanding mathematical tools to portray more accurately many real world problems in the passes decades. Mathematical and physical considerations in favor of the use of models based on derivatives of non-integer order are given in [35]-[40] and the references therein.

In the mathematical description of a physical process, one generally assumes that the behavior of the process considered depends only on the present state, an assumption which is verified for a large class of dynamical systems. However, there exist situations where this assumption is not satisfied. In the such cases, it is better to consider that the system’s behavior includes also information on the former state. These systems are called time-delay systems [31]. Inclusion of delay in the fractional differential equations finding applications in all disciplines including chemistry, physics, and finance [7]-[42]. Several works have extending standard numerical methods such as Adams-Bashforth method to solve non-linear fractional differential equations [18]-[30]. Recently Daftardar-Gejji introduced a
new predictor-corrector method to numerically solve fractional differential equations [13]- [14]. The authors shown the accurate and time efficient compared with other methods. Also, in [29], the authors studied the system of first order delay differential equations, using spline functions, and studied the stability and the error analysis.

Several studies [32]- [39] have shown that, many complex physical problems can be described with great success via variable-order (VO) derivatives. A novel study underlining the advantages of using these derivatives rather than constant order fractional derivative had been presented in [34]. Some applications include processing of geographical data in [10], diffusion processes in [38]- [33] and groundwater flow equation [4]. Since the equations described by the VO derivatives are highly complex, difficult to handle analytically, it is therefore advisable to investigate their solutions numerically. Possible numerical implementations of VO fractional derivatives are given in [5]- [23]. In this paper, we considered the fractional derivative with Mittag-Leffler kernel of type Liouville-Caputo and the Liouville-Caputo definition.

The paper is organized as follows. Notations and basic definitions of fractional operators with variable-order are given in Section 2. In Section 3 fractional Adams-Bashforth-Moulton method for fractional delay differential equations with Mittag-Leffler kernel is outlined. In Section 4 some illustrative examples are given and conclusions are summarized in Section 5.

2. Fractional operators with variable-order. The Liouville-Caputo (C) fractional operator with variable-order \( \alpha(t) \) is defined as [23]

\[
C_0^\alpha D_t^\alpha f(t) = \frac{1}{\Gamma(1 - \alpha(t))} \int_0^t (t - \tau)^{-\alpha(t)} \frac{d}{dt} f(\tau) d\tau, \quad 0 < \alpha(t) \leq 1, \tag{1}
\]

where, \( C_0^\alpha D_t^\alpha \) is a Liouville-Caputo fractional operator of order \( \alpha(t) \) with respect to \( t \).

Replaced the power law with exponential decay law, we obtain the Caputo-Fabrizio operator in Liouville-Caputo sense (CFC) with variable variable-order \( \alpha(t) \) defined as follows

\[
CFC_0^\alpha D_t^\alpha f(t) = \frac{B(\alpha(t))}{1 - \alpha(t)} \int_0^t \frac{d}{dt} f(\tau) \exp \left[ -\frac{\alpha(t)(t - \tau)}{1 - \alpha(t)} \right] d\tau, \quad 0 < \alpha(t) < 1, \tag{2}
\]

where, \( B(\alpha(t)) \) is a normalization function, when the fractional order \( \alpha \) is variable with respect to the time, this normalization take the form

\[
B(\alpha(t)) = 1 - \alpha(t) + \frac{\alpha(t)}{\Gamma(\alpha(t))}. \tag{3}
\]

The Caputo-Fabrizio operator in Riemann-Liouville sense (CFR) with variable-order \( \alpha(t) \) is defined as follows

\[
CFR_0^\alpha D_t^\alpha f(t) = \frac{B(\alpha(t))}{1 - \alpha(t)} \frac{d}{dt} \int_0^t f(\tau) \exp \left[ -\frac{\alpha(t)(t - \tau)}{1 - \alpha(t)} \right] d\tau, \quad 0 < \alpha(t) < 1, \tag{4}
\]

where, \( B(\alpha(t)) \) is a normalization function defined in Eq. (3).

Atangana and Baleanu, considering the generalized Mittag-Leffler function as kernel of differentiation, this kernel is non-singular and nonlocal and preserve the benefits of the above fractional operators [6]. Replaced the exponential kernel with generalized Mittag-Leffler function, we obtain the fractional operator of type
Atangana-Baleanu in Liouville-Caputo sense (ABC) of variable-order \( \alpha(t) \) defined as follows

\[
\textcolor{blue}{0} \text{ABC} \mathcal{D}_t^{\alpha(t)} f(t) = \frac{B(\alpha(t))}{1-\alpha(t)} \int_0^t f(\tau) E_{\alpha(t)} \left[ - \alpha(t) \frac{(t-\tau)^{\alpha(t)}}{1-\alpha(t)} \right] d\tau, \quad 0 < \alpha(t) \leq 1,
\]

(5)

where, \( B(\alpha(t)) \) is a normalization function defined in Eq. (3).

Atangana and Baleanu also suggest another fractional operator with Mittag-Leffler kernel in Riemann-Liouville sense (ABR) of variable-order \( \alpha(t) \) defined as follows

\[
\textcolor{blue}{0} \text{ABR} \mathcal{D}_t^{\alpha(t)} f(t) = \frac{1-\alpha(t)}{B(\alpha(t))} \frac{d}{dt} \int_0^t f(\tau) E_{\alpha(t)} \left[ - \alpha(t) \frac{(t-\tau)^{\alpha(t)}}{1-\alpha(t)} \right] d\tau, \quad 0 < \alpha(t) \leq 1,
\]

(6)

where, \( B(\alpha(t)) \) is a normalization function defined in Eq. (3).

The Atangana-Baleanu (AB) fractional integral of variable-order \( \alpha(t) \) is defined as

\[
\textcolor{blue}{0} \text{AB} \mathcal{I}_t^{\alpha(t)} f(t) = \frac{1-\alpha(t)}{B(\alpha(t))} f(t) + \frac{\alpha(t)}{B(\alpha(t)) \Gamma(\alpha(t))} \int_0^t f(\tau)(t-\tau)^{\alpha(t)-1} d\tau.
\]

(7)

3. Fractional delay differential equations. In this paper, we provide a novel algorithm for solving fractional delay differential equations using the ABC derivative. First, let us consider the following time delayed fractional system

\[
\textcolor{blue}{0} \text{ABC} \mathcal{D}_t^{\alpha(t)} y(t) = f(t, y(t), y(t-\delta)), \quad 0 \leq t \leq T, \quad 0 < \alpha(t) \leq 1,
\]

(8)

\[
y(t) = g(t), \quad -\delta \leq t \leq 0,
\]

(9)

where, \( T \in \mathbb{R}^+ \), \( g(t) \) and the coefficients of \( y(t) \) and \( y(t-\delta) \) represent smooth functions, \( \delta \in \mathbb{R}^+ \) denotes the delay.

If the function \( f \) is continuous, the solution of Eq. (8) can be rewritten using the fractional Atangana-Baleanu (AB) integral as follows

\[
y(t) = y_0 + \frac{1-\alpha(t)}{B(\alpha(t))} f(t, y(t), y(t-\delta)) + \frac{\alpha(t)}{B(\alpha(t)) \Gamma(\alpha(t))} \int_0^t f(\tau, y(\tau), y(\tau-\delta))(t-\tau)^{\alpha(t)-1} d\tau.
\]

(10)

The solution of Eq. (10) can be discretized using the predictor-corrector algorithm, where, \( y(t) \) should be consistent in the interval \([0, T]\) and differential consistent in the interval \((0, T)\).

Consider a uniform grid \( \{t_n = nh : n = -m, -m + 1, ..., -1, 0, 1, ..., N\} \), \( m \) and \( N \) are integers such that, \( m = \frac{\delta}{h} \) and \( N = \frac{T}{h} \). Let

\[
y(t_n) = g(t_n), \quad n = -m, -m + 1, ..., -1, 0,
\]

(11)

and note that

\[
y(t_n - \delta) = y(nh - mh) = y(t_{n-m}), \quad n = 0, 1, 2, ..., N.
\]

(12)

Now the integral (10) is evaluated using the trapezoidal quadrature formula and we have the corrector formula as

\[
y(t_{n+1}) = y_0 + \frac{1-\alpha(t_{n+1})}{B(\alpha(t_{n+1}))} f(t_{n+1}, y_{n+1}, y_{n+1-m}) +
\]
where, 
\[ b \]

the predicted value \( y \)

\[ a \]

\[ n \]

\[ \{ \]

\[ \alpha \]

\[ \frac{B(a(t_{n+1}))}{B(a(t_{n+1}))} \left[ \frac{h_{\alpha(t_{n+1})}}{\Gamma(a(t_{n+1}) + 2)} f(t_{n+1}, y_{n+1}, y_{n+1-m}) + \right. \]

\[ + \frac{h_{\alpha(t_{n+1})}}{\Gamma(a(t_{n+1}) + 2)} \sum_{j=0}^{n} a_{j,n+1} f(t_{j}, y_{j}, y_{j-m}) \right], \] (13)

where,

\[ a_{j,n+1} = \]

\[ \begin{cases} 
    n^{\alpha(t_{n+1})} - (n - \alpha(t_{n+1}))(n + 1)^{\alpha(t_{n+1})} & j = 0, \\
    (n - j + 2)^{\alpha(t_{n+1})} + (n - j)^{\alpha(t_{n+1})} - 2(n - j + 1)^{\alpha(t_{n+1})} & 1 \leq j \leq n,
\end{cases} \]

the predicted value \( y^p(t_{n+1}) \) is determined by

\[ y^p(t_{n+1}) = y_0 + \frac{1 - \alpha(t_{n+1})}{B(a(t_{n+1}))} f(t_{n+1}, y_{n+1}, y_{n+1-m}) + \]

\[ + \frac{\alpha(t_{n+1})}{\Gamma(a(t_{n+1})) B(a(t_{n+1}))} \sum_{j=0}^{n} b_{j,n+1} f(t_{j}, y_{j}, y_{j-m}), \] (14)

where, \( b_{j,n+1} = \frac{h_{\alpha(t_{n+1})}}{\alpha(t_{n+1})} ((n + 1 - j)^{\alpha(t_{n+1})} - (n - j)^{\alpha(t_{n+1})}) \), \( j = 0, 1, 2, ..., n \).

The Eqs. (13) and (14) constitute a novel algorithm for the numerical approximation of Eq. (8) considering the fractional ABC derivative with variable-order \( \alpha(t) \).

3.1. Existence and uniqueness of the solution. Let us consider the following space [15]

\[ M(T_{max}, y_{max}) = A_{T_{max}}(t_0) \times D_{y_{max}}(t_0), \] (15)

where, we defined

\[ A_{T_{max}} = [t_0 - t_{max}, t_0 + t_{max}], \] (16)

and

\[ D_{y_{max}} = [y_0 - y_{max}, y_0 + y_{max}], \] (17)

of course, \( M(T_{max}, y_{max}) \) is a compact cylinder of defined function \( f \) in Eq. (8) and Eq. (10). In addition let us consider \( K = sup\|f\| \) to be the maximum gradient \( M(T_{max}, y_{max}) \) of the function in modulus, moreover let us take \( \delta \) to be the Lipschitz constant of the function \( f \) with respect to time. The Banach fixed-point theorem will be applied using the metric on own constructed space \( M(T_{max}, y_{max}) \) which will induce the uniform \( m \) norm

\[ ||\Phi||_{\infty} = \sup_{t \in A_{max}} |\Phi(t)|. \] (18)

Moreover, we construct the following Picard’s operator

\[ \Phi : M(T_{max}, y_{max}) \rightarrow M(T_{max}, y_{max}), \] (19)

defined by

\[ \Phi \lambda(t) = y_0 + \frac{1 - \alpha(t)}{B(a(t))} f(t, \lambda(t), \lambda(t - \delta)) + \]

\[ + \frac{\alpha(t)}{B(a(t)) \Gamma(a(t))} \int_{0}^{t} f(\tau, \lambda(\tau), \lambda(\tau - \delta))(t - \tau)^{(a(t)-1)} d\tau, \] (20)
first we construct the condition for well-posedness that is we find the condition for
which the norm $f\Phi \lambda (t) - y_0$ is less than $y_{\text{max}}$, to do this we evaluate

$$
||\Phi \lambda (t) - y_0|| = \left|\left|1 - \frac{\alpha(t)}{B(\alpha(t))} f(t, \lambda(t), \lambda(t - \delta)) + \frac{\alpha(t)}{B(\alpha(t))\Gamma(\alpha(t))} \int_0^t f(\tau, \lambda(\tau), \lambda(\tau - \delta))(t - \tau)^{\alpha(t)-1}d\tau \right|\right|.
$$

(21)

Using the triangular inequality, we get

$$
||\Phi \lambda (t) - y_0|| \leq \left|\left|1 - \frac{\alpha(t)}{B(\alpha(t))} \right|\right| f(t, \lambda(t), \lambda(t - \delta)) \left|\left| + \frac{\alpha(t)}{B(\alpha(t))\Gamma(\alpha(t))} \int_0^t (t - \tau)^{\alpha(t)} \left|\left| f(t, \lambda(t), \lambda(t - \tau)) \right|\right| d\tau \right|\right|
$$

$$
\leq \left|\left|1 - \frac{\alpha(t)}{B(\alpha(t))} \right|\right| K + \frac{\alpha(t)}{B(\alpha(t))\Gamma(\alpha(t))} K T_{\text{max}}^{\alpha(t)} \leq y_{\text{max}},
$$

(22)

for the above, we need to have

$$
K < \frac{y_{\text{max}}}{1 - \alpha(t) + \frac{\alpha(t) T_{\text{max}}^{\alpha(t)}}{B(\alpha(t))\Gamma(\alpha(t) + 1)}},
$$

(23)

Now, let us impose the Picard’s operator to be a contraction under certain con-
dition on the value $T_{\text{max}}$.

Let consider two different functions $\lambda_1$ and $\lambda_2$ in $\mathbb{C}[A_{T_{\text{max}}(t_0), D_{y_{\text{max}}}(y_0)}]$, then let us evaluate the following

$$
\left|\left|\Phi(\lambda_1) - \Phi(\lambda_2)\right|\right|_{\infty} = \left|\left|1 - \frac{\alpha(t)}{B(\alpha(t))} f(t, \lambda_1(t), \lambda_1(t - \delta)) + \frac{\alpha(t)}{B(\alpha(t))\Gamma(\alpha(t))} \int_0^t f(\tau, \lambda_1(\tau), \lambda_1(\tau - \delta))(t - \tau)^{\alpha(t)-1}d\tau - \frac{\alpha(t)}{B(\alpha(t))} f(t, \lambda_2(t), \lambda_2(t - \delta)) - \frac{\alpha(t)}{B(\alpha(t))\Gamma(\alpha(t))} \int_0^t f(\tau, \lambda_2(\tau), \lambda_2(\tau - \delta))(t - \tau)^{\alpha(t)-1}d\tau \right|\right|
$$

$$
\leq \left|\left|1 - \frac{\alpha(t)}{B(\alpha(t))} \right|\right| \left|\left| f(t, \lambda_1(t), \lambda_1(t - \delta)) - f(t, \lambda_2(t), \lambda_2(t - \delta)) \right|\right|_{\infty} + \frac{\alpha(t)}{B(\alpha(t))\Gamma(\alpha(t))} \int_0^t \left|\left| f(\tau, \lambda_1(\tau), \lambda_1(\tau - \delta)) - f(\tau, \lambda_2(\tau), \lambda_2(\tau - \delta)) \right|\right|_{\infty} (t - \tau)^{\alpha(t)-1}d\tau
$$

$$
\leq \left|\left|1 - \frac{\alpha(t)}{B(\alpha(t))} \right|\right| L \left|\left| \lambda_1(t) - \lambda_2(t) \right|\right|_{\infty} + \frac{\alpha(t)}{B(\alpha(t))\Gamma(\alpha(t) + 1)} L T_{\text{max}}^{\alpha(t)} \left|\left| \lambda_1(t) - \lambda_2(t) \right|\right|_{\infty}
$$

(24)

The condition for contraction is

$$
1 - \frac{\alpha(t)}{B(\alpha(t))} + \frac{\alpha(t)}{B(\alpha(t))\Gamma(\alpha(t) + 1)} T_{\text{max}}^{\alpha(t)} < 1.
$$

(25)

Under the above condition the constructed Picard’s operation is a contraction on
a Banach space with the metric induced by uniform norm, thus $\Phi$ has the property
that there exist a unique function $\lambda$ such that $\Phi \lambda = \lambda$, which in the unique solution
of Eq. (10).
4. Illustrative examples. In this section, fourth examples are considered and solved by means of the proposed method.

Example 1. Consider a fractional order model of type [41]

\[ ABC_{0}D_{t}^{\alpha}y(t) = \frac{2y(t - 2)}{1 + y(t - 2)^{0.65}}, \]
\[ y(t) = 0.5, \quad t \leq 0. \]  

(26)

In this example, we take the step size of \( h = 0.01 \) and \( t = 100 \) seg. The delay is \( \delta = 2 \). Using ABC fractional derivative, the Figure 1a show the behavior of \( y(t) \) with an order \( \alpha = 1 \); Figure 1b, shows the phase portrait \( y(t) \) vs. \( y(t - 2) \) of the system. In this paper, for the Liouville-Caputo fractional derivative with variable-order, we used the numerical scheme developed in [23]. Considering the same conditions above mentioned, the Figure 1c, show the behavior of \( y(t) \) and Figure 1d, shows the phase portrait \( y(t) \) vs. \( y(t - 2) \) of the system.

![Figure 1](image-url)

**Figure 1.** Numerical solution of Eq. (26); using ABC derivative, in (a) we show the evolution of \( y(t) \) when \( \alpha = 1 \), in (b) we obtain the phase diagram when \( \alpha = 1 \). Using Liouville-Caputo derivative, in (c) we show the evolution of \( y(t) \) when \( \alpha = 1 \) and in (d) we obtain the phase diagram when \( \alpha = 1 \).
Due to the limitation faced by the power law, Atangana and Baleanu suggested fractional operators based on generalized Mittag-Leffler law, these operators could be used in the limit of power law. The principal difference between ABC and Liouville-Caputo derivative is the kernel of the derivative, in the first case, this kernel is nonlocal and nonsingular, in the second case, the kernel is singular. Now we can see the difference between one and another derivative by proving with a noninteger order of the system, we use $\alpha = 0.85$ and the same conditions and parameters as in the previous test.

Using ABC fractional derivative, the Figure 2a show the behavior of $y(t)$ with an order $\alpha = 0.85$. Figure 2b shows the phase portrait $y(t)$ vs. $y(t-2)$ of the system. As we can see this behavior results different in comparison when we use the Liouville-Caputo derivative [23], for this case, the Figure 2c shows the behavior of $y(t)$ and the Figure 2d shows the phase portrait $y(t)$ vs. $y(t-2)$ of the system.

The numerical simulations showed that the decreased the value of $\alpha$ the system becomes periodic for $\alpha < 0.85$. 

**Figure 2.** Numerical solution of Eq. (26); using ABC derivative, in (a) we show the evolution of $y(t)$ when $\alpha = 0.85$, in (b) we obtain the phase diagram when $\alpha = 0.85$. Using Liouville-Caputo derivative, in (c) we show the evolution of $y(t)$ when $\alpha = 0.85$ and in (d) we obtain the phase diagram when $\alpha = 0.85$. 

The numerical simulations showed that the decreased the value of $\alpha$ the system becomes periodic for $\alpha < 0.85$. 


Example 2. The second example considers the fractional model of the four year life cycle of a population of lemmings [36], the model is given by

\[
\begin{align*}
ABC_0 D_t^\alpha y(t) &= 3.5y(t) \left(1 - \frac{y(t - 0.74)}{19}\right), \\
y(t) &= 19, \quad t \leq 0.
\end{align*}
\]

(27)

In this example, the step size was of \(h = 0.01\) and \(t = 60\) seg. The delay is \(\delta = 0.74\). Figures 3a-3f, shows the behavior of \(y(t)\) using fractional derivatives of type Atangana-Baleanu-Caputo and Liouville-Caputo. Figures 4a-4f, shows the phase portrait \(y(t)\) vs. \(y(t - 2)\) of the system for different values of \(\alpha\) using Atangana-Baleanu-Caputo and Liouville-Caputo approach.

In this case we observed that the phase portrait \(y(t)\) vs. \(y(t - 2)\) gets stretched as the value of \(\alpha\) decreases. This stretching is towards positive side of the axes.

Example 3. In this example we prove the algorithm for a variable-order \(\alpha(t)\) in the derivative. The fractional model describes the growth of a population and it is called the Verhulst-Pearl model [37], the equations are given by

\[
\begin{align*}
ABC_0 D_t^{\alpha(t)} y(t) &= 0.3y(t) - 0.3y(t)y(t - \delta), \\
y(t) &= 0.1, \quad t \leq 0.
\end{align*}
\]

(28)

For this example, the sample time was chosen of \(h = 1/64\), the variable-order is of the form \(\alpha(t) = \frac{1 - \cos(2t)}{3}\) and \(\delta = 1\). Figure 5a, shows the behavior of \(y(t)\) using ABC approach and Figure 5b, presents the behavior of \(y(t)\) using Liouville-Caputo approach. The phase portrait \(y(t)\) vs. \(y(t - 2)\) of the system is showed in Figure 5c and Figure 5d via ABC and Liouville-Caputo derivatives, respectively.

Example 4. The last example consider a model called Kalecki’s business cycle system [16] and is formulates as follow

\[
\begin{align*}
ABC_0 D_t^{\alpha(t)} K(t) &= aK(t) - bK(t - \delta), \\
K(t) &= 1, \quad t \leq 0,
\end{align*}
\]

(29)

where, \(a = \frac{\lambda v}{3(1-c)}\), \(b = \lambda(1 + \frac{v}{3(1-c)})\), \(\lambda = 2/5\), \(\delta = 1\), \(c = 3/4\) and \(v = 0.5\).

In this example, the sample time was chosen of \(h = 1/64\), the variable-order is of the form \(\alpha(t) = \frac{1 - \cos(2t)}{3}\). Figure 6a, shows the behavior of \(y(t)\) using ABC approach and Figure 6b, presents the behavior of \(y(t)\) using Liouville-Caputo approach. The phase portrait \(y(t)\) vs. \(y(t - 2)\) of the system is showed in Figure 6c and Figure 6d via ABC and Liouville-Caputo derivatives, respectively.

5. Conclusions. Within the framework of the Atangana-Baleanu fractional differentiation, a modification of the Adams-Bashforth-Moulton method was suggested to solve nonlinear variable order fractional delay differential equations with power law and Mittag-Leffler kernel of type Liouville-Caputo. The complex dynamics of the system are analyzed with the change of fractional order \(\alpha\) or delay. From the Figures obtained we conclude that the Liouville-Caputo fractional derivative is more affected by the past compared to the Atangana-Baleanu-Caputo fractional derivative, which shows a rapid stabilization. It is observed that even one dimensional delayed systems of fractional variable order show chaotic behavior, and below some critical order, the system changes its nature and becomes periodic. In some cases it is observed that the phase portrait \(y(t)\) vs. \(y(t - 2)\) gets stretched as the order of
Figure 3. Numerical solution of Eq. (27). In (a)-(c)-(e) we show the evolution of $y(t)$ using ABC derivative. In (b)-(d)-(f) we show the evolution of $y(t)$ using Liouville-Caputo derivative.

the derivative $\alpha$ is reduced. We showed that, for certain values of parameters the systems are chaotic and for others the systems tends to a stable periodic orbits. We observe also that the algorithm proposed provides accurate, efficiency and stable numerical results. The reported results illustrate that the fractional approach with
Figure 4. Numerical solution of Eq. (27). In (a)-(c)-(e) we show the phase diagram $y(t)$ vs. $y(t - 0.74)$ using ABC derivative. In (b)-(d)-(f) we show phase diagram $y(t)$ vs. $y(t - 2)$ using Liouville-Caputo derivative.

variable order is more suitable to describe the complex dynamics of the investigated models. The numerical simulations show that Atangana-Baleanu fractional derivative has some filter properties. Finally we observe novel behaviors that cannot be
Figure 5. Numerical solution of Eq. (28): using ABC derivative, in (a)-(c) we show the evolution of $y(t)$ and the phase diagram $y(t)$ vs. $y(t-2)$, when $\alpha(t) = \frac{1 - \cos(2t)}{3}$, respectively; using Liouville-Caputo derivative, in (b)-(d) we show the evolution of $y(t)$ and the phase diagram $y(t)$ vs. $y(t-2)$, when $\alpha(t) = \frac{1 - \cos(2t)}{3}$, respectively.

obtained with standard models. All computed results obtained by using Matlab programme.
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Figure 6. Numerical solution of Eq. (29): using ABC derivative, in (a)-(c) we show the evolution of $y(t)$ and the phase diagram $y(t)$ vs. $y(t-2)$, when $\alpha(t) = \frac{1 - \cos(2t)}{3}$, respectively; using Liouville-Caputo derivative, in (b)-(d) we show the evolution of $y(t)$ and the phase diagram $y(t)$ vs. $y(t-2)$, when $\alpha(t) = \frac{1 - \cos(2t)}{3}$, respectively.
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