ON THE COHOMOLOGICAL HALL ALGEBRA OF A CHARACTER VARIETY

VIVEK MISTRY

Abstract. A multiplication on the 2D cohomological Hall algebra (CoHA) of the variety of commuting matrices was described by Schiffman and Vasserot. This construction can be generalised to other varieties that exist as the zero-locus of a function on a smooth ambient variety. On the 2D CoHA of the character variety of the fundamental group of a genus \( g \) Riemann surface, we compare the multiplication induced by the standard presentation and that of a brane tiling presentation.
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1. Introduction

In [10] Schiffman and Vasserot defined a multiplication on the vector space \( \bigoplus_{n \in \mathbb{N}} H_{BM}^{G_n}(C_n, \mathbb{C}) \) of \( G_n = \text{GL}_n(\mathbb{C}) \)-equivariant Borel-Moore homology (or equivalently the dual of the the \( G_n \)-equivariant compactly supported cohomology) of the commuting variety \( C_n = \{ (A, B) \in \text{Mat}_{n \times n}(\mathbb{C})^2 \mid [A, B] = 0 \} \), giving rise to a so-called 2D cohomological Hall algebra (CoHA). We have an algebra homomorphism \( \hat{\mu} : \mathbb{C}[x] \to \mathbb{C}(a, b) \) given by

\[
x \mapsto [a, b] = ab - ba
\]

which induces the map of varieties \( \mu_n : \text{Mat}_{n \times n}(\mathbb{C})^2 \to \text{Mat}_{n \times n}(\mathbb{C}) \) that sends

\[
(A, B) \mapsto [A, B] = AB - BA.
\]

The commuting variety can be written as the zero-locus \( C_n = \mu_n^{-1}(0) \) of this function on the smooth ambient variety \( \text{Mat}_{n}(\mathbb{C})^2 \) induced from a homomorphism of smooth finitely generated \( \mathbb{C} \)-algebras. This construction can be generalised to the (equivariant) compactly supported cohomology of any such variety that can be written in a similar way, as we will explain in Section 3.1.

Specifically we are interested in the 2D CoHA of the character variety \( \text{Rep}_n(\mathbb{C}[\pi_1(\Sigma_g)]) \) of the fundamental group of a Riemann surface \( \Sigma_g \) of genus \( g \). This has the natural or standard presentation as the zero-locus of the \( \text{GL}_n(\mathbb{C}) \)-equivariant function \( \lambda_n : \text{GL}_{2g}^g(\mathbb{C}) \to \text{Mat}_{n \times n}(\mathbb{C}) \) given by

\[
(A_i, B_i)_{i=1}^g \mapsto \prod_{i=1}^g A_i B_i A_i^{-1} B_i^{-1} - \text{Id}_n
\]
which is induced from the algebra homomorphism \( \hat{\lambda} : \mathbb{C}[x] \to \mathbb{C}(a_1^{\pm 1}, b_1^{\pm 1}, \ldots, a_g^{\pm 1}, b_g^{\pm 1}) \) that sends 
\[
x \mapsto \prod_{i=1}^{g} a_i b_i a_i^{-1} b_i^{-1} - 1.
\]
This gives rise to a particular 2D CoHA structure on the vector space \( \bigoplus_{n \in \mathbb{N}} H_c(\text{Rep}_n(\mathbb{C}[\pi_1(\Sigma_g)]), \mathbb{Q})^\vee \).

However, there is an alternative way to express the character variety as the zero-locus of a function induced from an algebra homomorphism, via brane tilings and Jacobi algebras. As explored in [1] and [2], taking a brane tiling \( \Delta \) of a Riemann surface \( \Sigma_g \) we can obtain a quiver and potential \( (Q_\Delta, W_\Delta) \) such that there exists a cut \( E \) for \( W_\Delta \) and an isomorphism of algebras
\[
\text{Jac}(Q_\Delta, W_\Delta, E) \cong \text{Mat}_r(\mathbb{C}[\pi_1(\Sigma_g)])
\]
for the localised 2D Jacobi algebra of \( (Q_\Delta, W_\Delta, E) \), where \( r = |Q_{\Delta,0}| \) (see [2], Proposition 5.4). Hence we have isomorphisms
\[
\text{Rep}_{nr}(\text{Jac}(Q_\Delta, W_\Delta, E)) \cong \text{Rep}_{nr}(\text{Mat}_r(\mathbb{C}[\pi_1(\Sigma_g)])) 
\cong \text{Rep}_n(\mathbb{C}[\pi_1(\Sigma_g)]).
\]
From standard results of Jacobi algebras we obtain an algebra homomorphism \( \mathbb{C}(x_e : e \in E) \to \mathbb{C}(Q_\Delta \setminus E) \) given by 
\[
x_e \mapsto \partial W_\Delta / \partial e
\]
which induces a \( \text{GL}_n(\mathbb{C}) \)-equivariant function
\[
\text{Rep}_{nr}(Q_\Delta \setminus E) \to \text{Mat}_{nr \times nr}(\mathbb{C})^{\{|E|\}}
\]
whose zero-locus is \( \text{Rep}_{nr}(\text{Jac}(Q_\Delta, W_\Delta, E)) \). This induces another 2D CoHA structure on the cohomology \( \bigoplus_{n \in \mathbb{N}} H_c(\text{Rep}_n(\mathbb{C}[\pi_1(\Sigma_g)]), \mathbb{Q})^\vee \) and therefore the natural question is to ask if in fact these two 2D CoHA structures are the same?

In this paper we shall prove an affirmative answer to this question

**Theorem 1.1.** The 2D CoHA
\[
\bigoplus_{n \in \mathbb{N}} H_c(\text{Rep}_n(\mathbb{C}[\pi_1(\Sigma_g)]), \mathbb{Q})^\vee
\]
is isomorphic as an algebra to the 2D CoHA
\[
\bigoplus_{n \in \mathbb{N}} H_c(\text{Rep}_{nr}(\text{Jac}(Q_\Delta, W_\Delta, E)), \mathbb{Q})^\vee
\]
under the isomorphism induced by \( \text{Jac}(Q_\Delta, W_\Delta, E) \cong \text{Mat}_r(\mathbb{C}[\pi_1(\Sigma_g)]) \) from [2], Proposition 5.4.

The utility of this result is that it allows one to use powerful theorems already developed for CoHAs of quivers and Jacobi algebras, such as dimensional reduction from [3] and the PBW isomorphism from [4], in the character variety setting allowing for new avenues of study of these cohomological objects.

1.1. **Notation.** We fix some notation of common spaces and objects used throughout this paper. We shall always work over the field of complex numbers \( \mathbb{C} \). We denote by
\[
\begin{align*}
\text{Mat}_{m \times n} &:= \text{Mat}_{m \times n}(\mathbb{C}) & \text{the space of all } m \times n \text{-matrices} \\
\text{Mat}_n &:= \text{Mat}_{n \times n}(\mathbb{C}) & \text{the space of all } n \times n \text{ square matrices} \\
\text{Mat}_{m,n} &\subset \text{Mat}_{m+n} & \text{the space of all } (m + n) \text{ square matrices whose lower-left } n \times m \text{-block is 0} \\
\text{GL}_n &:= \text{GL}_n(\mathbb{C}) & \text{the space of all } n \times n \text{ invertible matrices} \\
\text{GL}_{m,n} &\subset \text{GL}_{m+n} & \text{the space of all } (m + n) \text{ invertible matrices whose lower-left } n \times m \text{-block is 0}.
\end{align*}
\]
Note that $GL_{m,n}$ naturally acts on $\text{Mat}_{m,n}$ by conjugation via the inclusions $GL_{m,n} \subset GL_{m+n}$ and $\text{Mat}_{m,n} \subset \text{Mat}_{m+n}$.

**Acknowledgements.** I would like to thank my supervisor Ben Davison for many helpful discussions and ideas and his support while writing this paper. This research was supported by the Royal Society studentship RGF\R1\180093.

2. Quivers, Jacobi algebras, and brane tilings

2.1. 2D Jacobi algebras. Let $Q = (Q_0, Q_1)$ be a quiver with potential $W \in \mathbb{C}Q/\mathbb{C}Q$. For $n = (n_i) \in \mathbb{N}^{|Q_0|}$ let

$$M_n(Q) = \bigoplus_{a:i \to j \in Q_1} \text{Hom}_C(\mathbb{C}^{n_i}, \mathbb{C}^{n_j})$$

denote the space of $n$-dimensional representations of the path algebra $\mathbb{C}Q$ and let

$$\text{Rep}_n(\mathbb{C}Q) \cong M_n(Q)/G_n$$

denote the stack of $n$-dimensional representations of $\mathbb{C}Q$, where $G_n = \prod_{i \in Q_0} GL_{n_i}$ acts on $M_n(Q)$ via simultaneous conjugation. For $a \in Q_1$ define $\partial W/\partial a \in \mathbb{C}Q$ by taking all the terms in $W$ containing the arrow $a$, cyclically permuting $a$ to the front of each term and then deleting it. The *Jacobi algebra* of the $(Q, W)$ is the quotient algebra

$$\text{Jac}(Q, W) = \mathbb{C}Q/I_W$$

where $I_W$ is the ideal $\{ \partial W/\partial a \mid a \in Q_1 \}$. Analogously we define $M_n(\text{Jac}(Q, W))$ as the space of $n$-dimensional representations of $\text{Jac}(Q, W)$ and $\text{Rep}_n(\text{Jac}(Q, W))$ as the stack of $n$-dimensional representations of $\text{Jac}(Q, W)$. Define $G_n$-equivariant maps of varieties

$$\text{Tr}(W)_n : M_n(Q) \to \mathbb{C}$$

by

$$(R_a)_{a \in Q_1} \mapsto \text{Tr}(W(R_a))$$

and

$$\left( \partial W/\partial a \right)_{a \in Q_1} : M_n(Q) \to M_n(Q^\text{opp})$$

by

$$\left( R_a \right)_{a \in Q_1} \mapsto \left( \frac{\partial W}{\partial b} \left( R_a \right) \right)_{b \in Q_1}.$$ 

Then we have that

$$\text{Rep}_n(\text{Jac}(Q, W)) \cong \text{crit}(\langle \text{Tr}(W)_n \rangle)/G_n$$

or alternatively

$$\text{Rep}_n(\text{Jac}(Q, W)) \cong \left( \partial W/\partial a \right)^{-1}_{a \in Q_1}(0)/G_n$$

where $0 \in M_n(Q^\text{opp})$ is the representation that assigns the zero matrix to each arrow $a \in Q^\text{opp}_1$.

A *cut* $E \subset Q_1$ for the potential $W$ is a choice of arrows such that $W$ is homogeneous of degree 1 with respect to the chosen arrows. Given the triple $(Q, W, E)$ let $\tilde{I}_{W,E}$ denote the ideal

$$(\partial W/\partial e, e \mid e \in E) \lhd \mathbb{C}Q$$

and let $I_{W,E}$ denote the ideal

$$(\partial W/\partial e \mid e \in E) \lhd \mathbb{C}(Q \setminus E)$$

which makes sense since $\partial W/\partial e$ is a sum of paths in $Q \setminus E$ for any $e \in E$ due to the definition of a cut. We define the *2D Jacobi algebra* as the quotient algebra

$$\text{Jac}(Q, W, E) = \mathbb{C}Q/\tilde{I}_{W,E}.$$ 

We also write

$$\text{Jac}(Q \setminus E, W, E) = \mathbb{C}(Q \setminus E)/I_{W,E}$$

then clearly

$$\text{Jac}(Q \setminus E, W, E) \cong \text{Jac}(Q, W, E)$$

2.2. Quivers, Jacobi algebras, and brane tilings

2.2.1. 2D Jacobi algebras. Let $Q = (Q_0, Q_1)$ be a quiver with potential $W \in \mathbb{C}Q/\mathbb{C}Q$. For $n = (n_i) \in \mathbb{N}^{|Q_0|}$ let

$$M_n(Q) = \bigoplus_{a:i \to j \in Q_1} \text{Hom}_C(\mathbb{C}^{n_i}, \mathbb{C}^{n_j})$$

denote the space of $n$-dimensional representations of the path algebra $\mathbb{C}Q$ and let

$$\text{Rep}_n(\mathbb{C}Q) \cong M_n(Q)/G_n$$

denote the stack of $n$-dimensional representations of $\mathbb{C}Q$, where $G_n = \prod_{i \in Q_0} GL_{n_i}$ acts on $M_n(Q)$ via simultaneous conjugation. For $a \in Q_1$ define $\partial W/\partial a \in \mathbb{C}Q$ by taking all the terms in $W$ containing the arrow $a$, cyclically permuting $a$ to the front of each term and then deleting it. The *Jacobi algebra* of the $(Q, W)$ is the quotient algebra

$$\text{Jac}(Q, W) = \mathbb{C}Q/I_W$$

where $I_W$ is the ideal $\{ \partial W/\partial a \mid a \in Q_1 \}$. Analogously we define $M_n(\text{Jac}(Q, W))$ as the space of $n$-dimensional representations of $\text{Jac}(Q, W)$ and $\text{Rep}_n(\text{Jac}(Q, W))$ as the stack of $n$-dimensional representations of $\text{Jac}(Q, W)$. Define $G_n$-equivariant maps of varieties

$$\text{Tr}(W)_n : M_n(Q) \to \mathbb{C}$$

by

$$(R_a)_{a \in Q_1} \mapsto \text{Tr}(W(R_a))$$

and

$$\left( \partial W/\partial a \right)_{a \in Q_1} : M_n(Q) \to M_n(Q^\text{opp})$$

by

$$\left( R_a \right)_{a \in Q_1} \mapsto \left( \frac{\partial W}{\partial b} \left( R_a \right) \right)_{b \in Q_1}.$$ 

Then we have that

$$\text{Rep}_n(\text{Jac}(Q, W)) \cong \text{crit}(\langle \text{Tr}(W)_n \rangle)/G_n$$

or alternatively

$$\text{Rep}_n(\text{Jac}(Q, W)) \cong \left( \partial W/\partial a \right)^{-1}_{a \in Q_1}(0)/G_n$$

where $0 \in M_n(Q^\text{opp})$ is the representation that assigns the zero matrix to each arrow $a \in Q^\text{opp}_1$.

A *cut* $E \subset Q_1$ for the potential $W$ is a choice of arrows such that $W$ is homogeneous of degree 1 with respect to the chosen arrows. Given the triple $(Q, W, E)$ let $\tilde{I}_{W,E}$ denote the ideal

$$(\partial W/\partial e, e \mid e \in E) \lhd \mathbb{C}Q$$

and let $I_{W,E}$ denote the ideal

$$(\partial W/\partial e \mid e \in E) \lhd \mathbb{C}(Q \setminus E)$$

which makes sense since $\partial W/\partial e$ is a sum of paths in $Q \setminus E$ for any $e \in E$ due to the definition of a cut. We define the *2D Jacobi algebra* as the quotient algebra

$$\text{Jac}(Q, W, E) = \mathbb{C}Q/\tilde{I}_{W,E}.$$ 

We also write

$$\text{Jac}(Q \setminus E, W, E) = \mathbb{C}(Q \setminus E)/I_{W,E}$$

then clearly

$$\text{Jac}(Q \setminus E, W, E) \cong \text{Jac}(Q, W, E)$$
as alternative notation we will use later on. Define the $G_n$-equivariant map

$$\partial W/\partial E : M_n(Q \setminus E) \to \prod_{e \in E} \text{Mat}_{n_{s(e)} \times n_{t(e)}}$$

by

$$(R_a)_{a \in Q_1 \setminus E} \mapsto \left( \frac{\partial W}{\partial e}(R_a) \right)_{e \in E}$$

where $G_n$ acts on $\prod_{e \in E} \text{Mat}_{n_{s(e)} \times n_{t(e)}}$ via simultaneous conjugation. Then

$$\text{Rep}_n(\text{Jac}(Q, W, E)) \cong (\partial W/\partial E)^{-1}(0)/G_n.$$ 

Let $\tilde{Q}$ denote the *localised path algebra of* $Q$ in which we add formal inverses $a^{-1}$ to the algebra $CQ$ for each $a \in Q_1$ with the property that $a^{-1}a = e_{s(a)}$ and $aa^{-1} = e_{t(a)}$. We get corresponding notions for the localised Jacobi algebra denoted by $\text{Jac}(\tilde{Q}, W)$, and for the localised 2D Jacobi algebra denoted by $\text{Jac}(\tilde{Q}, W, E)$ for which we add inverses $a^{-1}$ for $a \in Q_1 \setminus E$.

2.2. Brane tilings. Let $\Sigma_g$ be a Riemann surface of genus $g$. A *brane tiling* $\Delta$ of $\Sigma_g$ is an embedding $\Gamma \hookrightarrow \Sigma_g$ of a bipartite graph $\Gamma$ such that each connected component of $\Sigma_g \setminus \Gamma$ is simply connected. We choose a partition of the vertex set of $\Gamma$ into two disjoint subsets of black and white vertices such that the edges in $\Gamma$ only go between a black vertex and a white vertex.

From a brane tiling we can obtain a quiver with potential $(Q_\Delta, W_\Delta)$. The underlying graph of $Q_\Delta$ is the dual graph to $\Gamma$ in $\Sigma_g$, and it is directed so that arrows in $Q_\Delta$ go clockwise around a white vertex and anticlockwise around a black vertex. For a vertex $v \in \Gamma$ let $c_v$ denote the minimal cycle in $Q_\Delta$ that encircles $v$, i.e. $c_v$ is the cycle consisting of all the arrows which are dual to the edges that come out of $v$. Then we take the potential to be

$$W_\Delta = \sum_{v \text{ white}} c_v - \sum_{u \text{ black}} c_u.$$

A *dimer* for a brane tiling $\Delta$ is selection of edges in the tiling such that every vertex is attached to exactly one edge in this selection. Note that dimers need not always exist, for example if the number of black and white vertices is not equal then we will not be able to find a dimer.

The idea behind using brane tilings in the context of fundamental groups of Riemann surfaces is as follows (from [2]). If the arrow $a \in Q_{\Delta,1}$ is dual to the edge between the white vertex $v$ and black vertex $u$ in $\Gamma$ then $a \cdot \partial W_\Delta/\partial a = c_v - c_u$. This tells us that in $\text{Jac}(Q_\Delta, W_\Delta)$ we can identify paths that are homotopic via an edge in the brane tiling i.e. the edge in $\Delta$ “spans” the homotopy in $\Sigma_g$. This allows us to link the algebra over the fundamental group of the Riemann surface $\Sigma_g$ with a Jacobi algebra. However note that not all homotopic paths in $CQ_\Delta$ are identified in $\text{Jac}(Q_\Delta, W_\Delta)$, e.g. the minimal cycles $c_v$ are null-homotopic but are not equal to the constant paths in $\text{Jac}(Q_\Delta, W_\Delta)$.

**Example 2.1.** For each genus $g$ we have the following brane tiling from [[1] Section 7] containing four tiles. We have drawn this tiling for the genus 2 case in Figure 1. Informally one can think of it as being constructed by taking the surface and first cutting it in half down the middle through all the holes, leaving you with two cylinders with $g + 1$ holes in each (including the two end holes). Then cut each of those cylinders in half, once again cutting through the holes, leaving you with two tiles per cylinder. We get that $Q_\Delta$ is the quiver
Figure 1. The tiling from [1] for a genus 2 surface. The tiling $\Delta$ is in green and the dual quiver $Q_\Delta$ is in red.

and the potential is

$$W_\Delta = jgea + lhfb + kidc - kgda - jheb - lifc.$$  

Looking at some of the relations we get from this potential, we have for example

$$\frac{\partial W_\Delta}{\partial a} = jge - kgd, \quad \frac{\partial W_\Delta}{\partial f} = blh - cli, \quad \frac{\partial W_\Delta}{\partial j} = gea - heb$$

and we can see from Figure 1 that indeed the path $jge$ is homotopic to $kgd$, $blh$ is homotopic to $cli$, and $gea$ is homotopic to $heb$.

To rectify the issue of homotopic paths not being identified in $\text{Jac}(Q_\Delta, W_\Delta)$ we use a cut. Since each term in $W_\Delta$ is the minimum cycle $c_v$ around a vertex $v \in \Delta$ we can see that a choice of a dimer for $\Delta$ corresponds to a choice of a cut for $(Q_\Delta, W_\Delta)$ whereby we just take the duals of the edges in the dimer to be the cut; and indeed this choice makes $W_\Delta$ homogeneous of degree 1 due to the fact that every vertex is contained in the dimer exactly once.

It turns out that issues only arise from the minimal cycles $c_v$ not being trivial paths in the Jacobi algebra and so by taking a selection of arrows such that $W_\Delta$ is homogeneous of degree 1 in those arrows, when considering the 2D Jacobi algebra we end up removing the minimal cycles. This entirely gets rid of the problem of having non-trivial paths in the Jacobi algebra which are not null-homotopic when viewed as paths in $\Sigma_g$. More precisely we have the following result from [2].
Proposition 2.2 ([2] Proposition 5.4). Let $\Delta$ be a brane tiling of the Riemann surface $\Sigma_g$ with dual quiver $Q_\Delta$ and potential $W_\Delta$. Take a cut $E$ for $W_\Delta$. Then

$$\text{Jac}(\tilde{Q}_\Delta, W_\Delta, E) \cong \text{Mat}_r(\mathbb{C}[\pi_1(\Sigma_g)])$$

where $r = |Q_{\Delta,0}|$.

To tidy up the fact that we must take matrices over the fundamental group algebra in Proposition 2.2 consider a maximal tree $T \subset Q_\Delta \setminus E$. Let $Q$ denote the quiver with one vertex and arrow set indexed by elements in $Q_{\Delta,1} \setminus (E \cup T)$ (equivalently $Q$ is obtained by contracting the tree $T$ in the quiver $Q_\Delta \setminus E$). Then for all $i, j \in Q_{\Delta,0}$ let $t_{i,j} : i \to j$ be the unique path in the localised path algebra $\mathbb{C}(Q_\Delta \setminus E)$ comprised solely from arrows in $T$ or their inverses. We can define an algebra homomorphism

$$\sigma : \mathbb{C}(Q_\Delta \setminus E) \to \text{Mat}_r(\mathbb{C}\tilde{Q})$$

by

$$\text{const}_i \mapsto E_{i,i}(1)$$

$$a : i \to j \in Q_{\Delta,1} \setminus (E \cup T) \mapsto E_{j,i}(a)$$

$$t_{i,j} \mapsto E_{j,i}(1)$$

where $\text{const}_i$ is the constant path in $\mathbb{C}(Q_\Delta \setminus E)$ at the vertex $i \in Q_{\Delta,0}$, and $E_{i,j}(p)$ is the matrix with entries $p \in \mathbb{C}\tilde{Q}$ in the $(i, j)$-th place and zeroes everywhere else. Let $W$ be the potential on $Q_\Delta \setminus T$ obtained by removing all instances of the arrows that belong to $T$ from the cycles in $W_\Delta$. It is clear that $E$ remains as a cut for $(Q_\Delta \setminus T, W)$. Then $\sigma$ descends to a homomorphism

$$\sigma : \text{Jac}(\tilde{Q}_\Delta, W_\Delta, E) \to \text{Mat}_r(\text{Jac}(\tilde{Q}, W, E))$$

since $\sigma(\partial W_\Delta/\partial a) = E_{i,j}(\partial W/\partial a)$.

Lemma 2.3. The homomorphisms $\sigma$ and $\sigma^{-1}$ are isomorphisms.

Proof. We define a homomorphism $\sigma^{-1} : \text{Mat}_r(\mathbb{C}\tilde{Q}) \to \mathbb{C}(Q_\Delta \setminus E)$ by

$$E_{i,j}(a) \mapsto t_{t(a),i}a t_{j,s(a)}.$$

For a path $p = a_m \ldots a_1 \in \mathbb{C}\tilde{Q}$, $\sigma^{-1}$ will send $E_{i,j}(p)$ to

$$t_{t(a_m),i}a_m t_{t(a_{m-1}),s(a_m)}a_{m-1} \ldots t_{t(a_2),s(a_1)}a_1 t_{j,s(a_1)}.$$

Hence $\sigma^{-1}$ will descend to the 2D Jacobi algebras since $\sigma^{-1}(E_{i,j}(\partial W/\partial a)) = t_{s(a),i}(\partial W_\Delta/\partial a)t_{j,t(a)}$. It is clear that $\sigma$ and $\sigma^{-1}$ are inverses.

In particular Lemma 2.3 and Proposition 2.2 imply that

$$\text{Jac}(\tilde{Q}, W, E) \cong \mathbb{C}[\pi_1(\Sigma_g)].$$

Example 2.4. Returning to Example 2.1 we could take $E = \{a, b, c\}$ as a cut for the potential $W_\Delta$ (we could also take $\{d, e, f\}$ or $\{g, h, i\}$ or $\{j, k, l\}$ among many others). Using the cut $E$ we can choose $T = \{e, h, k\}$ for our maximal tree, then we have that the localised 2D Jacobi algebra of $(Q, W, E)$ is

$$\text{Jac}(\tilde{Q}, W, E) = \mathbb{C}(d^{\pm 1}, f^{\pm 1}, g^{\pm 1}, i^{\pm 1}, j^{\pm 1} \mid jg - gd, lj - f, id - li)^{\pm 1}.$$
or equivalently
\[ li^{-1}l^{-1}idgd^{-1}g^{-1} - 1 = 0 \]
and hence
\[
\text{Jac}(\tilde{Q}, W, E) = \frac{\mathbb{C}(d^{\pm 1}, f^{\pm 1}, g^{\pm 1}, i^{\pm 1}, j^{\pm 1}, l^{\pm 1})}{(j - gdg^{-1}, li^{-1}l^{-1}idgd^{-1}g^{-1} - 1, f - i^{-1}l^{-1}id)}
\]
\[ \cong \mathbb{C}[\pi_1(\Sigma_2)]. \]

3. Cohomological Hall algebras

3.1. The 2D CoHA multiplication. Building on Schiffman and Vasserot’s work from [10], and in the same vein as the appendix in [9], we shall describe a version of the 2D CoHA construction for \( \bigoplus_{n \in \mathbb{N}} H_{c,G}(Z_n, \mathbb{Q}) \) the equivariant compactly supported cohomology of spaces \( Z_n \) which can be written as the zero-loci of a specific type of function \( f_n : X_n \to \mathbb{A}^m \) on some smooth ambient space \( X_n \).

Let us first fix some notation for various morphisms and natural transformations of sheaves. Our main reference for this will be [5]. All functors will be derived unless otherwise stated and when underived functors are necessary the same notation will be used as the derived versions, but we shall make it clear from the context which we mean.

So let \( X \) and \( Y \) be varieties over \( \mathbb{C} \) and let \( D(X) \) and \( D(Y) \) denote the derived categories of sheaves of \( \mathbb{Q} \)-vector spaces on \( X \) and \( Y \) respectively. For a map \( f : X \to Y \) write
\[
\eta^f : \text{id}_{D(Y)} \to f_* f^\ast \\
\sigma^f : f^\ast f_* \to \text{id}_{D(X)}
\]
and
\[
\nu^f : f_! f^! \to \text{id}_{D(Y)} \\
\theta^f : \text{id}_{D(X)} \to f^! f_!
\]
for the canonical unit-counit pairs for the adjunctions \( f^\ast \dashv f_* \) and \( f_! \dashv f^! \) respectively. Let
\[ \kappa^f : f^\ast \otimes \omega_{X/Y} \to f^! \]
be the natural transformation (see [[5] equation (3.1.6)]) where \( \omega_{X/Y} := f^! \mathcal{O}_Y \) is the dualising sheaf. For the Cartesian square

\[
\begin{array}{ccc}
X' & \xrightarrow{f'} & Y' \\
\downarrow \varphi & & \downarrow \psi \\
X & \xrightarrow{f} & Y
\end{array}
\]
let
\[ \epsilon_{\psi,f'} : \psi^\ast f'_! \xrightarrow{\sim} f_! \varphi^\ast \]
be the base-change natural isomorphism.

**Remark 3.1.** [[5] Theorem 3.1.5] says that the upper-shriek functors are unique up to isomorphism. If \( X \) and \( Y \) are smooth and hence complex manifolds, there exists a canonical choice of \( f^! \) such that
\[ \omega_{X/Y} = f^! \mathcal{O}_Y = \mathcal{O}_X[2d] \]
(where $d = \dim(f) = \dim(X) - \dim(Y)$) and so $\kappa^f$ becomes the natural transformation
\[ \kappa^f : f^*[2d] \to f^! \]
If the map $f$ itself is smooth then we also get that
\[ \kappa^f : f^*[2d] \to f^! \]
is an equality by [[5] Proposition 3.3.2 (ii)].

**Remark 3.2.** If $f$ is proper then $f_* = f_1$ and so for such maps we shall use $f_1$ to denote all push-forward functors. If $\varphi$ and $\psi$ are closed immersions (and hence proper) we have that the natural transformations $\psi^! \varphi^* \psi^* \varphi^! \theta$ are the identity. We also have an equality of natural isomorphisms
\[ \epsilon_{\psi^! f^*} = (\psi^! f_1) \varphi^* \circ \psi^* f_1(\eta) \]
because $\psi_* = \psi_1$ and $\varphi_* = \varphi_1$ (see [[5] Proposition 2.5.11]).

To begin the description of the 2D CoHA multiplication take smooth finitely generated $\mathbb{C}$-algebras $A$ and $B$ and an algebra homomorphism $\hat{f} : B \to A$. Fix presentations of $A$ and $B$
\[ (1) \quad A \cong \mathbb{C}\langle a_1 \ldots a_k \rangle/I \]
\[ (2) \quad B \cong \mathbb{C}\langle b_1 \ldots b_l \rangle/J \]
and a vector space $V$ of dimension $n$, then consider the spaces
\[ M_n(A) = \left\{ (R_i) \in \bigoplus_{i=1}^k \text{End}(V) \mid p(R_i) = 0 \text{ for all } p \in I \right\} \]
\[ M_n(B) = \left\{ (S_i) \in \bigoplus_{i=1}^l \text{End}(V) \mid q(S_i) = 0 \text{ for all } q \in J \right\} \]
of representations with underlying vector space $V$ of $A$ and $B$ respectively, along with their natural $\text{GL}(V)$-actions. Let $\text{Rep}_n(A)$ and $\text{Rep}_n(B)$ denote the stack of representations with underlying vector space $V$ of $A$ and $B$ respectively i.e.
\[ \text{Rep}_n(A) \cong M_n(A)/\text{GL}(V) \]
\[ \text{Rep}_n(B) \cong M_n(B)/\text{GL}(V). \]
From now on take $V = \mathbb{C}^n$, hence $M_n(A)$ and $M_n(B)$ will be spaces of matrices. We obtain natural maps $f_n : M_n(A) \to M_n(B)$ induced from $\hat{f}$ and so let $Z_n = f_n^{-1}(0)$, where $0 \in M_n(B)$ is the representation for which every element of $B$ acts on $\mathbb{C}^n$ as zero.

We want to define a multiplication on the dual of the vector space of $\text{GL}_n$-equivariant compactly supported cohomology of $Z_n$, or equivalently on the dual of the compactly supported cohomology of the stack $Z_n/\text{GL}_n$
\[ \bigoplus_{n \in \mathbb{N}} H_{c, \text{GL}_n}(Z_n, \mathbb{Q})^\vee = \bigoplus_{n \in \mathbb{N}} H_{c}(Z_n/\text{GL}_n, \mathbb{Q})^\vee. \]
Let $M_{m, n}(A)$ denote the space of short-exact sequences of representations of $A$
\[ 0 \to \rho' \to \rho \to \rho'' \to 0 \]
such that $\dim(\rho') = m$ and $\dim(\rho'') = n$. Then $M_{m, n}(A)$ naturally embeds into $M_{m+n}(A)$. Let $Z_{m, n} = Z_{m+n} \cap M_{m, n}(A)$ and let $\text{GL}_{m, n}$ denote those automorphisms that preserve the subspace $\mathbb{C}^m \subset \mathbb{C}^{m+n}$. Then $\text{GL}_{m, n}$ acts naturally via conjugation on $M_{m, n}(A)$. Viewing a square matrix $R \in \text{Mat}_{m+n}$ in block-form as
\[ R = \begin{pmatrix} R^{(1)} & R^{(3)} \\ R^{(4)} & R^{(2)} \end{pmatrix} \]
where $R^{(1)}$ is an $m \times m$-matrix, $R^{(2)}$ is an $n \times n$-matrix, $R^{(3)}$ is an $m \times n$-matrix, and $R^{(4)}$ is an $n \times m$ matrix, let
\[
\begin{align*}
\pi_{m,n,m}^A : M_{m+n}(A) &\to M_m(A) \\
\pi_{m,n,n}^A : M_{m+n}(A) &\to M_n(A) \\
\pi_{m,n,m}^B : M_{m+n}(B) &\to M_m(B) \\
\pi_{m,n,n}^B : M_{m+n}(B) &\to M_n(B)
\end{align*}
\]
denote the projections
\[
\begin{align*}
(R_i) &\mapsto (R_i^{(1)}) \\
(R_i) &\mapsto (R_i^{(2)}) \\
(S_i) &\mapsto (S_i^{(1)}) \\
(S_i) &\mapsto (S_i^{(2)})
\end{align*}
\]
and we use the same notation for their restrictions to $M_{m,n}(A)$ and $M_{m,n}(B)$. Then let $Y_{m,n} \subset M_{m}(A) \times M_{n}(A) \times M_{m,n}(B)$ denote the space
\[
Y_{m,n} = \{ (\rho', \rho'', \sigma) : f_m(\rho') = \pi_{m,n,m}^B(\sigma), f_n(\rho'') = \pi_{m,n,n}^B(\sigma) \}.
\]
We can draw the following diagram of $GL_{m,n}$-equivariant maps
\[
\begin{array}{c}
\begin{array}{ccc}
M_{m+n}(A) & \xrightarrow{h} & M_{m,n}(A) \\
\downarrow{i_{m+n}} & & \downarrow{i_m} \\
Z_{m+n} & \xrightarrow{\bar{h}} & Z_{m,n}
\end{array}
\end{array}
\begin{array}{ccc}
& \xrightarrow{f} & Y_{m,n} \\
& \downarrow{i} & \\
Z_{m,n} & \xrightarrow{\bar{f}} & Z_m \times Z_n
\end{array}
\]
(4)
\]
where $h$ and $i_{m+n}$ and $i_m$ are the natural inclusions, $i = (i_m, i_n, 0)$, the tilde denotes restriction to $Z_{m,n}$, and
\[
f(\rho) = \left( \pi_{m+n,m}^A(\rho), \pi_{m+n,n}^A(\rho), f_m+n(\rho) \right).
\]

**Remark 3.3.** From the assumption that $A$ and $B$ are smooth, every space on the top row of (4) is smooth. Also both squares in (4) are Cartesian; the left-hand square is clear, and for the right-hand square this is why we needed to define $Y_{m,n}$ as above instead of taking $M_{m}(A) \times M_{n}(A)$ as one might expect from the standard convolution product on (cohomological) Hall algebras.

**Remark 3.4.** When normally defining a cohomological Hall algebra one would usually try to use just the bottom line of (4) as the correspondence diagram and use the pullback along $\bar{h}$ and the pushforward along $\bar{f}$ to induce the multiplication. Unfortunately however, in our case this will not work because the spaces $Z_{n}$ are not smooth. In particular this implies that $\bar{f}^* \mathbb{Q}_{Z_m \times Z_n}$ is not necessarily equal to $\mathbb{Q}_{Z_{m,n}[2\dim(\bar{f})]}$ and so there is no natural morphism we can take that would induce a pushforward along $\bar{f}$ to complete the definition of the multiplication. The following will describe how we alleviate this issue using the top row in (4) along with the facts that each space in the top row is smooth and the right-hand square is Cartesian.

Let $p : Z_{m+n}/GL_{m+n} \to pt$ and $p' : (Z_m \times Z_n)/(GL_m \times GL_n) \to pt$ be the respective structure maps. Recall that compactly supported cohomology is defined by taking the compactly supported pushforward of the constant sheaf along the structure map. The multiplication on the dual of the equivariant compactly supported cohomology is then given as follows:
Firstly the inclusion $\text{GL}_{m,n} \hookrightarrow \text{GL}_{m+n}$ induces the quotient map $q : Z_{m+n}/\text{GL}_{m,n} \to Z_{m+n}/\text{GL}_{m+n}$ which gives the natural morphism of sheaves

$$\eta^f(Q) : \mathcal{Q}_{Z_{m+n}/\text{GL}_{m+n}} \to q_* q^* \mathcal{Q}_{Z_{m+n}/\text{GL}_{m+n}}.$$ 

Because $q$ is proper and so $q_* = q!$ we have that $q_* q^* \mathcal{Q}_{Z_{m+n}/\text{GL}_{m+n}} = q! \mathcal{Q}_{Z_{m+n}/\text{GL}_{m,n}}$ and so applying $p_!$ to $\eta^f(Q)$ gives the pullback morphism

$$(5) \quad q^* : H_c,\text{GL}_{m+n}(Z_{m+n}, Q) \to H_c,\text{GL}_{m,n}(Z_{m+n}, Q).$$

Next we obtain a natural pullback induced by $\tilde{h}$. Because $\tilde{h}$ is $\text{GL}_{m,n}$-equivariant we get an induced map on quotient stacks $\tilde{h} : Z_{m,n}/\text{GL}_{m,n} \to Z_{m+n}/\text{GL}_{m,n}$. We then have the natural morphism

$$\eta^f(\tilde{h}) : \mathcal{Q}_{Z_{m+n}/\text{GL}_{m+n}} \to \tilde{h}_* \mathcal{Q}_{Z_{m+n}/\text{GL}_{m,n}}$$

where again, because $\tilde{h}$ is a closed immersion and hence proper, we have $\tilde{q}_* = \tilde{q}_!$ and therefore $\tilde{h}_* \mathcal{Q}_{Z_{m+n}/\text{GL}_{m,n}} = \tilde{h}_! \mathcal{Q}_{Z_{m,n}/\text{GL}_{m,n}}$. So after pushing forward along $p_!$ this gives a morphism

$$(6) \quad \tilde{h}^* : H_c,\text{GL}_{m,n}(Z_{m+n}, Q) \to H_c,\text{GL}_{m,n}(Z_{m,n}, Q).$$

Then we have a natural pushforward induced by $f$ (here we utilise the fact that in (4) the right-hand square is Cartesian and the top row consists of smooth spaces). As $f$ is $\text{GL}_{m,n}$-equivariant we get the induced map $\tilde{f} : M_{m,n}(A)/\text{GL}_{m,n} \to Y_{m,n}/\text{GL}_{m,n}$ and so have the morphism of sheaves

$$\nu^f(\tilde{Q}) : \tilde{f}^! M_{m,n}(A)/\text{GL}_{m,n} \to \tilde{f}^! Y_{m,n}/\text{GL}_{m,n}.$$ 

Because $M_{m,n}(A)/\text{GL}_{m,n}$ is smooth we have $\tilde{f}^! M_{m,n}(A)/\text{GL}_{m,n} = \tilde{f}_! \mathcal{Q}_{M_{m,n}(A)/\text{GL}_{m,n}}[2d]$ where $d = \dim(\tilde{f}) = \dim(f)$. Restricting this morphism to $(Z_m \times Z_n)/\text{GL}_{m,n}$ and precomposing with the base-change inverse $(\epsilon^!\tilde{J})^{-1} : \tilde{f}_! \tilde{t}_{m,n}^* \tilde{\to} \tilde{\to} \tilde{t}_m \tilde{f}_!$ (where $\tilde{t}$ and $\tilde{t}_{m,n}$ denote the maps on the quotient stacks induced by $i$ and $i_{m,n}$ respectively) gives

$$\tilde{f}_! \mathcal{Q}_{Z_{m,n}/\text{GL}_{m,n}}[2d] = \tilde{f}_! \tilde{t}_{m,n}^* \mathcal{Q}_{M_{m,n}(A)/\text{GL}_{m,n}}[2d]$$

$$\xrightarrow{\epsilon^!\tilde{J}^{-1}} \tilde{t}_m^* \tilde{f}_! \mathcal{Q}_{M_{m,n}(A)/\text{GL}_{m,n}}[2d]$$

and so pushing forward along $p_!$ gives us a morphism

$$(7) \quad \tilde{f}_* : H_c^{2d} \text{GL}_{m,n}(Z_{m,n}, Q) \to H_c,\text{GL}_{m,n}(Z_m \times Z_n, Q).$$

Finally we have the isomorphisms

$$(8) \quad H_c^{2mn} \text{GL}_{m,n}(Z_m \times Z_n, Q) \cong H_c,\text{GL}_{m,n}(Z_m, Z_n, Q) \cong H_c,\text{GL}_{m,n}(Z_m \times Z_n, Q)$$

the first induced by the affine fibration $(Z_m \times Z_n)/\text{GL}_{m,n} \to (Z_m \times Z_n)/(\text{GL}_m \times \text{GL}_n)$ with fibre $M_{m,n} \cong A^{mn}$ which comes from the affine fibration $\text{GL}_{m,n} \to \text{GL}_m \times \text{GL}_n$, and the second isomorphism is the K"unneth isomorphism for equivariant compactly supported cohomology.

Our multiplication is then the dual of the composition of (5), (6) and (7) with the isomorphism (8)

$$(\tilde{f}_* \circ \tilde{h}^* \circ q^*)^\vee : H_c,\text{GL}_{m,n}(Z_m, Q)^\vee \otimes H_c,\text{GL}_{m,n}(Z_n, Q)^\vee \to H_c,\text{GL}_{m,n}(Z_{m+n}, Q)^\vee.$$ 

**Remark 3.5.** The diagram (4) depends upon our initial choices (3) of presentations of $A$ and $B$, and hence so does this multiplication. This underpins the central question we are trying to answer- when do different presentations result in the same multiplication?
Remark 3.6. We have defined things above using sheaves on quotient stacks. Now if $G$ is an algebraic group acting on a variety $X$ then

$$X \to X/G$$

is an atlas for the quotient stack $X/G$, and the derived category of sheaves on $X/G$ is equivalent to the derived category of $G$-equivariant sheaves on $X$. Because the morphisms $\tilde{h}^*$ and $\tilde{f}_*$ above are induced from the equivariant maps $\tilde{h}$ and $f$ on the atlases of the quotient stacks, we in turn have induced morphisms $\tilde{h}^*$ and $f_*$ in the derived category of equivariant sheaves on the atlases that are compatible with $\tilde{h}^*$ and $\tilde{f}_*$. Hence it is enough to instead view everything at the level of equivariant sheaves on the atlases of the quotient stacks and check the commutativity of diagrams there. Therefore in the following sections we work only at the level of sheaves on varieties and do not work explicitly with the compactly supported cohomology of the quotient stacks/equivariant compactly supported cohomology. In particular instead of the morphism on equivariant compactly supported cohomology $\tilde{h}^* : H_c,\text{GL}_{m,n}(Z_{m+n}, \mathbb{Q}) \to H_c,\text{GL}_{m,n}(Z_{m,n}, \mathbb{Q})$ defined above, we consider the morphism of sheaves

$$\tilde{h}^* := \eta^\ast(\tilde{h}) : Q_{Z_{m+n}} \to \tilde{h}^*Q_{Z_{m+n}} = \tilde{h}_!Q_{Z_{m+n}}$$

and instead of $\tilde{f}_* : H_c^{+2d},\text{GL}_{m,n}(Z_{m,n}, \mathbb{Q}) \to H_c,\text{GL}_{m,n}(Z_{m+n}, \mathbb{Q})$ we consider $f_*$ defined as the composition

$$\tilde{f}_!Q_{Z_{m,n}}[2d] = \tilde{f}_!i_{m,n}^\ast Q_{M_{m,n}(A)}[2d] \xrightarrow{\epsilon^\ast(\nu^\ast(\mathbb{Q}))^{-1}} i^\ast f_!Q_{M_{m,n}(A)}[2d]$$

$$= i^\ast f_!f^!Q_{Y_{m,n}} \xrightarrow{i^\ast(\nu^\ast(\mathbb{Q}))} i^\ast Q_{Z_{m,n}} = Q_{Z_{m+n}}$$

Since the definition of the pushforward along $f$ is slightly unorthodox we verify that the pushforward of a composition is the composition of pushforwards.

Lemma 3.7. Suppose we have a diagram of Cartesian squares

$$\begin{array}{ccc}
X_1 & \xrightarrow{f} & X_2 \\
\downarrow{i_1} & & \downarrow{i_2} \\
Z_1 & \xrightarrow{\tilde{f}} & Z_2
\end{array} \quad \begin{array}{ccc}
X_2 & \xrightarrow{g} & X_3 \\
\downarrow{i_3} & & \downarrow{\tilde{g}} \\
Z_2 & \xrightarrow{g} & Z_3
\end{array}$$

where $X_1, X_2, X_3$ are smooth, $i_1, i_2, i_3$ are closed immersions, and $d = \text{dim}(f), e = \text{dim}(g)$. Then the morphism

$$(g \circ f)_* : (\tilde{g} \circ \tilde{f})_!Q_{Z_1}[2(d + e)] \longrightarrow Q_{Z_3}$$

equals the morphism

$$g_* \circ \tilde{g}_!(f_*) : \tilde{g}_!f_!Q_{Z_1}[2(d + e)] \longrightarrow Q_{Z_3}.$$ 

Proof. From the definition (10) we see that $g_* \circ \tilde{g}_!(f_*)$ is the composition

$$\begin{array}{ccc}
(g \circ f)_!i_1^\ast(f \circ g)^!Q_{X_3} = \tilde{g}_!g^!f^!f^!g^!Q_{X_3} \xrightarrow{\tilde{g}_!g^!f^!f^!g^!(\nu^\ast(\mathbb{Q}))} i_3^!Q_{X_3} = Q_{Z_3}.
\end{array}$$

Applying the natural transformation $\epsilon^\ast$ to the morphism

$$i_3^!g^!f^!f^!f^!g^!Q_{X_3}$$
gives the commutative square
\[
\begin{array}{ccc}
i_3^*g_{i_1,i_2}f^!g^!Q_{X_3} & \xrightarrow{i_3^*(\nu'(g^!Q_{X_3}))} & i_3^*g_{i_1,i_2}f^!g^!Q_{X_3} \\
i_3^*g_{i_3}f^!g^!Q_{X_3} & \xrightarrow{i_3^*(\nu'(g^!Q_{X_3}))} & i_3^*g_{i_3}f^!g^!Q_{X_3}
\end{array}
\]
\[
\begin{array}{ccc}
i_3^*g_{i_1,i_2}f^!g^!Q_{X_3} & \xrightarrow{\epsilon_{i_1,i_2}(f^!g^!Q)} & i_3^*g_{i_1,i_2}f^!g^!Q_{X_3} \\
i_3^*g_{i_3}f^!g^!Q_{X_3} & \xrightarrow{\epsilon_{i_3}(g^!Q)} & i_3^*g_{i_3}f^!g^!Q_{X_3}
\end{array}
\]
and so (11) is equal to
\[
(\bar{g} \circ \bar{f})_{i_1}^*(g \circ f)^!Q_{X_3} = \bar{g}_{i_3}f_{i_1,i_2}f^!g^!Q_{X_3} \xrightarrow{\bar{g}_{i_1,i_2}f_{i_1,i_2} (\epsilon_{i_2,f}^!)^{-1}} \bar{g}_{i_3}f_{i_1,i_2}f^!g^!Q_{X_3} \xrightarrow{\bar{g}_{i_3}f_{i_1,i_2} (\epsilon_{i_3,f}^!)^{-1}} i_3^*g_{i_1,i_2}f^!g^!Q_{X_3} = Q_{Z_3}.
\]
Now since
\[
i_3^*g_{i_1,i_2}f_{i_1,i_2} (\epsilon_{i_2,f}^!)^{-1} \xrightarrow{\bar{g}_{i_1,i_2}f_{i_1,i_2} (\epsilon_{i_3,f}^!)^{-1}} \bar{g}_{i_3}f_{i_1,i_2}f^!g^!Q_{X_3} = Q_{Z_3}.
\]
equals
\[
i_3^*g_{i_1,i_2}f_{i_1,i_2} (\epsilon_{i_3,f}^!)^{-1} \xrightarrow{\bar{g}_{i_1,i_2}f_{i_1,i_2} (\epsilon_{i_3,f}^!)^{-1}} \bar{g}_{i_3}f_{i_1,i_2}f^!g^!Q_{X_3} = Q_{Z_3}.
\]
because these natural transformations are defined using the underlying maps \(f, g, i_1, i_2, i_3\) directly, we have that (12) equals
\[
(\bar{g} \circ \bar{f})_{i_1}^*(g \circ f)^!Q_{X_3} \xrightarrow{\epsilon_{i_1,i_2}(f^!g^!Q)} i_3^*(g \circ f)_1 f^!g^!Q_{X_3} = i_3^*g_{i_1,i_2}f^!g^!Q_{X_3} \xrightarrow{i_3^*(\nu'(g^!Q))} i_3^*Q_{X_3} = Q_{Z_3}.
\]
Then as
\[
g_{i_1,i_2}f_{i_1,i_2} f^!g^!Q_{X_3} \xrightarrow{\epsilon_{i_1,i_2}(f^!g^!Q)} i_3^*(g \circ f)_1 f^!g^!Q_{X_3} = i_3^*g_{i_1,i_2}f^!g^!Q_{X_3} \xrightarrow{i_3^*(\nu'(g^!Q))} i_3^*Q_{X_3} = Q_{Z_3}.
\]
equals
\[
g_{i_1,i_2}f_{i_1,i_2} f^!g^!Q_{X_3} \xrightarrow{\epsilon_{i_1,i_2}(f^!g^!Q)} i_3^*(g \circ f)_1 f^!g^!Q_{X_3} = i_3^*g_{i_1,i_2}f^!g^!Q_{X_3} \xrightarrow{i_3^*(\nu'(g^!Q))} i_3^*Q_{X_3} = Q_{Z_3}.
\]
which is exactly \((g \circ f)^!\).

3.2. 2D CoHA multiplications for the character variety. We seek to compare two 2D CoHAs for the character variety, i.e. to compare two multiplications induced by diagrams as in (4) on the dual of the compactly supported cohomology of the stack \(\text{Rep}_n(C[\pi_1(\Sigma_g)])\) of \(n\)-dimensional representations of the algebra over the fundamental group of a Riemann surface \(\Sigma_g\) of genus \(g\). The first of these will come from the standard presentation of the fundamental group algebra of a Riemann surface
\[
\mathbb{C}[\pi_1(\Sigma_g)] \cong \frac{\mathbb{C}[x_1^\pm 1, y_1^\pm 1, \ldots, x_g^\pm 1, y_g^\pm 1]}{(\lambda - 1)}
\]
where \(\lambda = \prod_{p=1}^g x_i y_i x_i^{-1} y_i^{-1}\). This presentation allows us to define the space \(M_n(\mathbb{C}[\pi_1(\Sigma_g)])\) of \(n\)-dimensional representations of \(\mathbb{C}[\pi_1(\Sigma_g)]\) as the zero-locus of the function \(\lambda_n : \text{GL}_n^{2g} \to \text{Mat}_n\) given by
\[
(A_i, B_i) \mapsto \prod_{i=1}^g A_i B_i A_i^{-1} B_i^{-1} - \text{Id}_n
\]
which has a natural $GL_n$-action via simultaneous conjugation. Then we have that
\[
\text{Rep}_n(\mathbb{C}[\pi_1(\Sigma_g)]) \cong M_n(\mathbb{C}[\pi_1(\Sigma_g)])/GL_n.
\]
Recall that $\text{Mat}_{m,n}$ is the space of all $(m+n)$-dimensional matrices whose lower-left $n \times m$-block is 0. We shall call such matrices $m,n$-block matrices. For such an $m,n$-block matrix $R$ we write
\[
R = \begin{pmatrix} R^{(1)} & R^{(3)} \\ 0 & R^{(2)} \end{pmatrix}
\]
where $R^{(1)}$ is an $m \times m$-matrix, $R^{(2)}$ is an $n \times n$-matrix and $R^{(3)}$ is an $m \times n$-matrix. Define
\[
Y_{m,n} = \left\{ (A_i, B_i), (C_i, D_i), R \right\} \in \text{GL}_{2n}^g \times \text{GL}_{2n}^g \times \text{Mat}_{m,n} \mid (R^{(1)}, R^{(2)}) = (\lambda_m(A_i, B_i), \lambda_n(C_i, D_i)) \right\}
\]
then this space is defined analogously to the $Y_{m,n}$ from diagram (4). Let
\[
V_n = \lambda_n^{-1}(0) = M_n(\mathbb{C}[\pi_1(\Sigma_g)]).
\]
We get a new diagram, in the form of (4), of $GL_{m,n}$-equivariant maps
\[
\begin{array}{ccc}
\text{GL}_{2n}^g & \xrightarrow{h} & \text{GL}_{2n}^g \\
V_{m+n} \xrightarrow{j_{m+n}} & & \xrightarrow{i} \text{Y}_{m,n} \\
V_{m,n} \xrightarrow{\tilde{h}} & & \xrightarrow{f} V_m \times V_n
\end{array}
\]
where $j_{m+n} : V_{m+n} \rightarrow \text{GL}_{2n}^g$ is the natural inclusion and
\[
f(A_i, B_i) = \left( (A_i^{(1)}, B_i^{(1)}), (A_i^{(2)}, B_i^{(2)}), \lambda_{m+n}(A_i, B_i) \right).
\]
The diagram (15) induces the first multiplication on $\bigoplus_n \text{H}_c(\text{Rep}_n(\mathbb{C}[\pi_1(\Sigma_g)]), \mathbb{Q})^\vee$ as described in Section 3.1.

For our second multiplication let $\Delta$ be a brane tiling of the surface $\Sigma_g$. As in Section 2 denote by $Q_\Delta$ the dual quiver with associated potential $W_\Delta, E$ a cut for $W_\Delta$, and $T \subset Q_\Delta \setminus E$ a maximal tree. Let $Q$ be the quiver with one vertex obtained by contracting $T$ in $Q_\Delta \setminus E$ and let $W$ be corresponding potential on $Q_\Delta \setminus T$. For $n \in \mathbb{N}$ let
\[
M_n = M_n(\mathbb{C} \tilde{Q}) = \bigoplus_{a \in Q_1} \text{GL}_n
\]
be the space of $n$-dimensional representations of $\mathbb{C} \tilde{Q}$, where recall $\mathbb{C} \tilde{Q}$ is the localised path algebra of $Q$. Let $M_{m,n} = M_{m,n}(\mathbb{C} \tilde{Q})$ be the space of short exact sequences of $m$-dimensional and $n$-dimensional representations. Then $M_{m,n}$ can be viewed as the space of $m,n$-block representations of $\mathbb{C} \tilde{Q}$. Define
\[
Y'_{m,n} = \left\{ (\rho', \rho'', (R_e)) \in M_m \times M_n \times \text{Mat}_{m,n}^{|E|} \mid (R_e^{(1)}, R_e^{(2)}) = \left( \frac{\partial W}{\partial e} (\rho'), \frac{\partial W}{\partial e} (\rho'') \right) \text{ for all } e \in E \right\}.
\]
Let
\[
Z_n = \left\{ \rho \in M_n \mid \frac{\partial W}{\partial e}(\rho) = 0 \text{ for all } e \in E \right\} \subset M_n
\]
then clearly $Z_n = M_n(\text{Jac}(\tilde{Q}, W, E))$ and so
\[
\text{Rep}_n(\text{Jac}(\tilde{Q}, W, E)) \cong Z_n/GL_n.
\]
As in (4), we get the following diagram of $\text{GL}_{m,n}$-equivariant maps

\[
\begin{array}{ccc}
M_{m+n} & \xrightarrow{h'} & M_{m,n} & \xrightarrow{f''} & Y'_{m,n} \\
\downarrow{j'_m} & & \downarrow{j'_n} & & \downarrow{i'} \\
Z_{m+n} & \xrightarrow{\tilde{h}'} & Z_{m,n} & \xrightarrow{\tilde{f}''} & Z_m \times Z_n \\
\end{array}
\]

(16)

where $j'_{m+n} : Z_{m+n} \hookrightarrow M_{m+n}$ is the natural inclusion and

\[
f''(\rho) = \left( \rho^{(1)}, \rho^{(2)}, \left( \frac{\partial W}{\partial e}(\rho) \right)_{e \in E} \right).
\]

The diagram (16) then induces the second 2D CoHA multiplication on

\[
\bigoplus_{n \in \mathbb{N}} H_c,\text{GL}_n(Z_n, \mathbb{Q})^\vee = \bigoplus_{n \in \mathbb{N}} H_c,\text{GL}_n(M_n(Jac(\bar{Q}, W, E)), \mathbb{Q})^\vee \\
\cong \bigoplus_{n \in \mathbb{N}} H_c(\text{Rep}_n(\text{Jac}(\bar{Q}, W, E)), \mathbb{Q})^\vee \\
\cong \bigoplus_{n \in \mathbb{N}} H_c(\text{Rep}_n(\mathbb{C}[\pi_1(\Sigma_g)]), \mathbb{Q})^\vee
\]

where the final isomorphism is induced from the isomorphism of algebras (1). Note, a priori, this multiplication depends upon the choices for the cut $E$ and the maximal tree $T$.

4. Comparing morphisms on compactly supported cohomology

In this section we accumulate results that will allow us to compare the morphisms on compactly supported cohomology used in defining our two prior multiplications on the 2D CoHA.

Consider the diagram

\[
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
\downarrow{\pi_X} & & \downarrow{\pi_Y} \\
X \times S & \xrightarrow{f'} & Y \times S \\
\downarrow{\varphi} & & \downarrow{\psi} \\
X & \xrightarrow{f} & Y
\end{array}
\]

(17)

where

- $X, Y, S$ are smooth

- $\pi_X$ and $\pi_Y$ are the respective projections

- $\varphi$ and $\psi$ are closed immersions such that $\pi_X \circ \varphi = \text{id}_X$ and $\pi_Y \circ \psi = \text{id}_Y$

- both squares are Cartesian (and hence $\dim(f) = \dim(f') = d$).
Remark 4.1. This last condition is satisfied if and only if we can write \( f' \) as \((f \times \text{id}_S) \circ \zeta\) where \( \zeta : X \times S \xrightarrow{\sim} X \times S \) is an isomorphism.

For convenience we write \( X' = X \times S \) and \( Y' = Y \times S \) and let \( m = \dim(S) \). From Remark 3.1 we have that \( \pi_X \{-2m\} = \pi_X \) and \( \pi_Y \{-2m\} = \pi_Y \) since \( \pi_X \) and \( \pi_Y \) are smooth, and so

\[
\text{id}_{D(X)} f' = \varphi^* \pi_X f' = \varphi^* f' \pi_X \pi_Y f' = \varphi^* f' \pi_Y \pi_X f' = \varphi^* f' \pi_Y \pi_X f' = \varphi^* f' \pi_X f'.
\]

We refer back to the beginning of Section 3.1 for a reminder on the notation of various natural transformations between functors of sheaves.

Lemma 4.2. The pair of compositions

\[
\text{id}_{D(X)} = \varphi^* \pi_X \xrightarrow{\varphi^*(\theta'f)} \varphi^* f' \pi_X \pi_Y f' \xrightarrow{\varphi^*(\epsilon \pi_Y)} \varphi^* f' \pi_Y \pi_X f' = f' f'
\]

and

\[
f' f' = f' \varphi^* f' \pi_Y \pi_X f' \xrightarrow{(\epsilon \pi_Y)^{-1}} \psi^* f' \pi_Y \pi_X f' \xrightarrow{\psi^* f' \pi_Y} \psi^* \pi_Y f' = \text{id}_{D(Y)}
\]

form a unit-counit adjunction for \( f' \). \( f' \).

Proof. Denote (18) by \( \alpha \) and (19) by \( \beta \). Then we must show that the following compositions

\[
a) \quad f_1 \xrightarrow{f_1 (\alpha)} f_1 f' f_1 \xrightarrow{(\beta) f_1} f_1
\]

\[
b) \quad f' \xrightarrow{(\alpha) f'} f' f_1 f' \xrightarrow{(\beta) f'} f'
\]

are the identity natural transformations.

For a) we have that

\[
f_1 \xrightarrow{f_1 (\alpha)} f_1 f' f_1 \xrightarrow{(\beta) f_1} f_1
\]

is

\[
f_1 = f_1 \varphi^* \pi_X \xrightarrow{f_1 \varphi^*(\theta'f)} \pi_X \pi_Y f' \xrightarrow{f_1 \varphi^* f' \pi_Y ^{-1}} \varphi^* f' \pi_Y \pi_X f' = f_1 f' f_1
\]

Then because these are natural transformations (20) is equal to

\[
f_1 \xrightarrow{(\epsilon \pi_Y)^{-1}} f_1 \pi_Y f_1 \pi_X f_1 \xrightarrow{\psi^* \pi_Y f_1 \pi_X f_1} \pi_X f_1 \pi_Y f_1 \pi_X f_1 \pi_Y f_1 = f_1
\]

Indeed by evaluating at some object \( \mathcal{F} \in D(X) \) we can first apply the commutativity property of the natural transformation \((\epsilon \pi_Y)^{-1}\) to the morphism \( f_1 \varphi^*(\theta'f(\pi_X \mathcal{F})) \) giving us the commutative square

\[
\begin{array}{ccc}
\varphi^* \pi_X \mathcal{F} & \xrightarrow{f_1 \varphi^*(\theta'f(\pi_X \mathcal{F}))} & f_1 \varphi^* f' \pi_X \mathcal{F} \\
\psi^* f_1 \pi_X \mathcal{F} & \xrightarrow{(\epsilon \pi_Y)^{-1}(\pi_X \mathcal{F})} & \psi^* f_1 f' \pi_X \mathcal{F}
\end{array}
\]

(22)
We get similar commutative squares for the natural transformation \((\epsilon^{\psi,f})^{-1}\) and morphism \(f_i^*\varphi^*f^\prime(\epsilon^{\psi,f}(\mathcal{F}))^{-1}\), and the natural transformation \(\nu^f\) and morphism \(f_i^*f^\prime(\epsilon_{\psi,f}(\mathcal{F}))^{-1}\) resulting in commutative squares

\[
\begin{array}{c}
\pi^*_Y f_i^* f_{i^!} \xrightarrow{\pi^*_X f_i^* \varphi^* f^\prime(\epsilon_{\psi,f}(\mathcal{F}))^{-1}} f_i^* f_{i^!} \\
(\varphi^* f^\prime(\epsilon_{\psi,f}(\mathcal{F}))^{-1})^{-1}(f_i^* f_{i^!}) \\
(\varphi^* f^\prime(\epsilon_{\psi,f}(\mathcal{F}))^{-1})^{-1}(f_i^* f_{i^!})
\end{array}
\]

(23)

and

\[
\begin{array}{c}
f_i^* f_{i^!} \xrightarrow{\pi^*_Y f_i^* \varphi^* f^\prime(\epsilon_{\psi,f}(\mathcal{F}))^{-1}} f_i^* f_{i^!} \\
(\varphi^* f^\prime(\epsilon_{\psi,f}(\mathcal{F}))^{-1})^{-1}(f_i^* f_{i^!}) \\
(\varphi^* f^\prime(\epsilon_{\psi,f}(\mathcal{F}))^{-1})^{-1}(f_i^* f_{i^!})
\end{array}
\]

(24)

Combining these three squares we can see that (21) equals (20).

Now by the adjunction \(f_i^* \dashv f_{i^!}\) (21) just equals

\[
f_i = f_i^* \varphi^* \pi^*_X \xrightarrow{\varphi^* f^\prime(\epsilon_{\psi,f}(\mathcal{F}))^{-1}} \pi^*_Y f_i^* \varphi^* \pi^*_X \xrightarrow{\varphi^* f^\prime(\epsilon_{\psi,f}(\mathcal{F}))^{-1}} \pi^*_Y f_i^* \varphi^* f_{i^!} = f_i.
\]

Then because \((\epsilon^{\psi,f})\pi^*_X \circ \psi^* (\epsilon_{\psi,f}) = \epsilon_{\psi,f} \circ \psi = \varphi \circ \varphi\) is the identity as required.

For b) we have that

\[
f^\prime \xrightarrow{(a)\ f^\prime} f^\prime f_i^* f_{i^!} \xrightarrow{(\beta)\ f^\prime} f^\prime
\]

is

\[
f^\prime = \varphi^* \pi^*_X f^\prime \xrightarrow{\varphi^* (\epsilon_{\psi,f}(\mathcal{F}))^{-1}} \pi^*_Y f_i^* \pi^*_X \xrightarrow{\varphi^* f^\prime(\epsilon_{\psi,f}(\mathcal{F}))^{-1}} \varphi^* f^\prime f_i^* f_{i^!} = f^\prime f_i^* f_{i^!}
\]

\[
\varphi^* f^\prime(\epsilon_{\psi,f}(\mathcal{F}))^{-1} \pi^*_Y \xrightarrow{f^\prime \psi^* f_i^* f_{i^!} \pi^*_Y} f^\prime \psi^* f_{i^!} f_i^* \pi^*_Y = f^\prime.
\]

Now because

\[
\pi^*_Y f_i \xrightarrow{\epsilon_{\psi,f}} f_i^* \pi^*_X
\]
equal

\[
\pi^*_Y f_i = \pi^*_Y \pi^*_X \pi^*_Y f_i \xrightarrow{\pi^*_Y \psi^* (\epsilon_{\psi,f})} \pi^*_Y \psi^* f_i \pi^*_X \xrightarrow{\pi^*_Y \psi^* (\epsilon_{\psi,f})} \pi^*_Y \psi^* f_i \pi^*_X \xrightarrow{\psi^* f_{i^!} \pi^*_Y \varphi^* \pi^*_X} f_i^* \pi^*_X \varphi^* \pi^*_X = f_i^* \pi^*_X
\]

this implies that

\[
f_i^* \pi^*_X \xrightarrow{\pi^*_Y \psi^* (\epsilon_{\psi,f})} \pi^*_Y \psi^* f_i \pi^*_X \xrightarrow{\pi^*_Y \psi^* \varphi^* \pi^*_X} \pi^*_Y \psi^* f_i \pi^*_X \xrightarrow{\psi^* f_{i^!} \pi^*_Y \varphi^* \pi^*_X} f_i^* \pi^*_X \varphi^* \pi^*_X = f_i^* \pi^*_X
\]
equal

\[
\pi^*_Y f_i \xrightarrow{\varphi^* f^\prime(\epsilon_{\psi,f}(\mathcal{F}))^{-1}} \pi^*_Y f_i \pi^*_X \xrightarrow{\varphi^* f^\prime(\epsilon_{\psi,f}(\mathcal{F}))^{-1}} \pi^*_Y f_i \pi^*_X \xrightarrow{\psi^* f_{i^!} \pi^*_Y \varphi^* \pi^*_X} f_i^* \pi^*_X \varphi^* \pi^*_X = f_i^* \pi^*_X
\]
i.e.

\[
f_i^* \pi^*_X \xrightarrow{\text{id}} f_i^* \pi^*_X
\]
equal

\[
\pi^*_Y \psi^* f_i \pi^*_X \xrightarrow{\pi^*_Y \psi^* (\epsilon_{\psi,f})} \pi^*_Y \psi^* f_i \pi^*_X \xrightarrow{\pi^*_Y \psi^* \varphi^* \pi^*_X} \pi^*_Y \psi^* f_i \pi^*_X \xrightarrow{\psi^* f_{i^!} \pi^*_Y \varphi^* \pi^*_X} f_i^* \pi^*_X \varphi^* \pi^*_X = f_i^* \pi^*_X
\]
and therefore (26) equals
\[
f' = \phi^* f'' \pi_Y^* \xymatrix{\phi^*(\theta') f'' \pi_Y^* & \phi^* f'' f_! f'' \pi_Y^* \ar[r] & \phi^* f'' \pi_Y^* = f'}
\]
which is once again the identity by the adjunction $f'_! \dashv f''$.

\[\square\]

**Lemma 4.3.** The natural isomorphism
\[
\epsilon_{\pi^* Y f} : \pi_Y^* f_! f^* \pi_X^* \xrightarrow{\sim} f'_! \pi_X^*
\]
is the identity.

**Proof.** By Remark 4.1 we have that $f' = (f \times \text{id}_S) \circ \gamma$ where $\gamma : X \times S \xrightarrow{\sim} X \times S$ is an isomorphism. For the moment assume that $f' = f \times \text{id}_S$.

Working at the level of sheaves (so for the moment everything is underived) the isomorphism $\pi_Y^* f_! f^* \pi_X^*$ is given in [[5] Proposition 2.5.11]. It is enough to check this is an equality on a basis for the topology of $X \times S$. Let $F \in \text{Sh}(X)$ and $U \times W \subseteq Y \times S$ for $U \subseteq Y$ and $W \subseteq S$ open. Then because the maps $\pi_X$ and $\pi_Y$ are open we have
\[
\begin{align*}
\pi_Y^* f_! F(U \times W) &= f_! F(\pi_Y(U \times W)) \\
 &= f_! F(U) \\
 &= \{ t \in F(f^{-1}(U)) \mid f|_{\text{supp}(t)} \text{ is proper} \}
\end{align*}
\]
\[
\begin{align*}
\pi_Y^* f_! \pi_X^* F(U \times W) &= f_! \pi_X^* F(\pi_Y(U \times W)) \\
 &= f_! \pi_X^* F(U) \\
 &= \{ r \in \pi_X^* F(f^{-1}(U)) \mid f|_{\text{supp}(r)} \text{ is proper} \}
\end{align*}
\]
\[
\begin{align*}
\pi_Y^* f_! \pi_X^* \pi_Y^* F(U \times W) &= \pi_Y^* f'_! \pi_X^* F(\pi_Y(U \times W)) \\
 &= f'_! \pi_X^* F(\pi_Y(U \times W)) \\
 &= f'_! \pi_X^* F(U) \\
 &= \{ s \in \pi_X^* F(f'^{-1}(U \times S)) \mid f'|_{\text{supp}(s)} \text{ is proper} \}
\end{align*}
\]
\[
\begin{align*}
\pi_Y^* \pi_Y^* f_! f^* \pi_X^* F(U \times W) &= \pi_Y^* \pi_Y^* f'_! f^* \pi_X^* F(U \times W) \\
 &= \pi_Y^* \pi_Y^* f'_! f^* \pi_X^* F(U \times W) \\
 &= \pi_Y^* \pi_Y^* f'_! f^* \pi_X^* F(U \times W) \\
 &= \pi_Y^* \pi_Y^* f'_! f^* \pi_X^* F(U \times W)
\end{align*}
\]
where the final equalities for both $\pi_Y^* \pi_Y^* f'_! f^* \pi_X^* F(U \times W)$ and $f'_! \pi_X^* F(U \times W)$ arise due to the fact that properness is preserved under base extension. The isomorphism given in [[5] Proposition 2.5.11] is then the composition
\[
\begin{align*}
\pi_Y^* f_! \longrightarrow \pi_Y^* f_! \pi_X^* \pi_Y^* \longrightarrow \pi_Y^* \pi_Y^* f'_! \pi_X^* \longrightarrow f'_! \pi_X^*
\end{align*}
\]
where the first morphism comes from the natural transformation $\text{id}_{\text{Sh}(X)} \rightarrow \pi_X^* \pi_Y^*$ for the adjunction $\pi_X^* \dashv \pi_X^*$, the second morphism becomes the identity following the description in the proof of [[5] Proposition 2.5.11], and the third morphism comes from the natural transformation $\pi_Y^* \pi_Y^* \rightarrow \text{id}_{\text{Sh}(Y \times S)}$ for the adjunction $\pi_Y^* \dashv \pi_Y^*$. 

Note that for a projection $\pi : P \times Q \to P$ the natural transformation $\text{id}_{\text{Sh}(P)} \to \pi_* \pi^*$ is the identity, since for $\mathcal{F} \in \text{Sh}(P)$ and $U \subset P$ open
\[
\pi_* \pi^* \mathcal{F}(U) = \pi^* \mathcal{F}(\pi^{-1}(U)) = \pi^* \mathcal{F}(U \times T) = \mathcal{F}(\pi(U \times T)) = \mathcal{F}(U)
\]
with restriction maps for $V \subset U$
\[
\text{res}_U^V \pi_* \pi^* \mathcal{F} = \text{res}_U^V \pi_* \pi^* \mathcal{F} = \text{res}_U^V \pi_* \pi^* \mathcal{F} = \text{res}_U^V \pi_* \pi^* \mathcal{F}.
\]
Hence the first morphism in (28) is also the identity. For $\mathcal{G} \in \text{Sh}(Y \times S)$ and $U \times W \subset Y \times S$ open we have
\[
\pi_Y^* \pi_Y_* \mathcal{G}(U \times W) = \mathcal{G}(U \times S)
\]
and so
\[
\sigma^\pi_Y (\mathcal{G}(U \times W)) = \text{res}_U^V \pi_* \pi^* \mathcal{F}
\]
for any $V \subset U$. Hence, by [5] Proposition 2.6.7 the natural isomorphism $\epsilon_{\pi_Y} : \pi_* \pi^* \mathcal{G} \to \mathcal{G}$ of derived functors is induced by the natural isomorphism (28) at the level of sheaves, upgrading to derived functors implies that $\epsilon_{\pi_Y} : \pi_* \pi^* \mathcal{G} \to \mathcal{G}$ is the identity natural isomorphism too.

In the case that $f'' = (f \times \text{id}_S) \circ \gamma$ we have
\[
f''_!(\pi_X \circ \gamma)^* = (f \times \text{id}_S)_! \gamma^* \pi_X^* = (f \times \text{id}_S)_! \pi_X^* = \pi_Y^* f!;
\]
but for an isomorphism $\gamma : X \times S \to X \times S$ it is clear that the functor $\gamma_* \gamma^* : \text{D}(X \times S) \to \text{D}(X \times S)$ is simply the identity functor $\text{id}_{\text{D}(X \times S)}$. □

**Lemma 4.4.** The composition of natural transformations
\[
\varphi^! f^!(f''_! \pi_X^* \mathcal{F}(\pi^{-1}(U))) = \varphi^! f^!(f''_! \pi_X^* \mathcal{F}(\pi^{-1}(U))) = \varphi^! f^!(f''_! \pi_X^* \mathcal{F}(\pi^{-1}(U))) = \varphi^! f^!(f''_! \pi_X^* \mathcal{F}(\pi^{-1}(U)))
\]
is the identity.

**Proof.** To show this natural transformation is the identity it suffices to show its Verdier dual
\[
\varphi^* f^* \pi_Y^* \mathcal{F}(\pi^{-1}(U)) = \varphi^* f^* \pi_Y^* \mathcal{F}(\pi^{-1}(U)) = \varphi^* f^* \pi_Y^* \mathcal{F}(\pi^{-1}(U)) = \varphi^* f^* \pi_Y^* \mathcal{F}(\pi^{-1}(U))
\]
is the identity. But showing this can be done using almost exactly the same method as the proof of Lemma 4.3, with the only changes being that we do not consider proper supports and the middle morphism here is explicitly the identity. □

**Proposition 4.5.** The canonical natural transformation $\nu^f : f_! f^! \to \text{id}_{\text{D}(Y)}$ from the adjunction $f_! \vdash f^!$ is equal to the composition (19) i.e.
\[
f_! f^! = f_! \varphi^! f^! \pi_Y^* \mathcal{F}(\pi^{-1}(U)) = \varphi^* f^! \pi_Y^* \mathcal{F}(\pi^{-1}(U)) = \varphi^* f^! \pi_Y^* \mathcal{F}(\pi^{-1}(U)) = \varphi^* f^! \pi_Y^* \mathcal{F}(\pi^{-1}(U))
\]
Proof. We shall show that (18) is equal to the unit \( \theta^f \) implying that the counits must also be equal, namely (19) equals \( \nu^f \).

First note the following: from the adjunction \( \pi_1 X \to \pi_1 X \), we have that

\[
\pi_1^X \xrightarrow{\pi_1^X (\theta^X)} \pi_1^X \pi_1 X \pi_1^X \xrightarrow{(\nu^X)} \pi_1^X
\]

is the identity natural transformation. Applying \( \varphi^f \) then post-composing with \( \theta^f \) gives

\[
\id_{D(X)} = \varphi^f \pi_1^X \varphi^f \pi_1^X (\theta^X) = \varphi^f \pi_1^X \pi_1 X \pi_1^X \pi_1^X \varphi^f \pi_1^X f' f_1 \pi_1 X \pi_1 X \pi_1^X \pi_1^X \varphi^f \pi_1^X f_1 f_1 f_1 f_1 = f_1 f_1.
\]

Because these are natural transformations we can rearrange the order in which we do them (using a similar argument as in the proof of Lemma 4.2) making (31) equal to

\[
\id_{D(X)} = \varphi^f \pi_1^X \xrightarrow{\varphi^f \pi_1^X (\theta^X)} \varphi^f \pi_1^X \pi_1 X \pi_1^X \pi_1^X \varphi^f \pi_1^X f_1 f_1 f_1 f_1 = f_1 f_1.
\]

Then because

\[
\pi_1^X (\theta^X) \pi_1 X = \theta f^\nu X = \theta^\nu \circ f' = f^\nu (\theta^\nu) f_1 \circ \theta'
\]

we get that (32) equals

\[
\id_{D(X)} = \varphi^f \pi_1^X \xrightarrow{\varphi^f \pi_1^X (\theta^X)} \varphi^f \pi_1^X \pi_1 X \pi_1^X \pi_1^X \varphi^f \pi_1^X f_1 f_1 f_1 = f_1 f_1.
\]

so in particular \( \theta^f \) equals (33).

We construct the following diagram whose top row is (18) and whose bottom row is (33).

\[
\begin{array}{ccc}
\varphi^f \pi_1^X [2m] & \xrightarrow{\varphi^f (\theta^X) \pi_1^X} & \varphi^f \pi_1^X [2m] \\
\downarrow (\kappa^X) \pi_1^X [2m] & & \downarrow (\kappa^X) f_1 f_1 f_1 \\
\varphi^f \pi_1^X [2m] & \xrightarrow{\varphi^f (\theta^X) \pi_1^X} & \varphi^f \pi_1^X [2m] \\
\downarrow (\kappa^X) f_1 f_1 f_1 & & \downarrow (\kappa^X) f_1 f_1 f_1 \\
\id_{D(X)} = \varphi^f \pi_1^X & \xrightarrow{\varphi^f (\theta^X) \pi_1^X} & \varphi^f \pi_1^X f_1 f_1 f_1 \\
\end{array}
\]

where \( \xi^X f' : f_1 f_1 \to \pi_1^X f_1 \) is the composition

\[
f_1 f_1 f_1 (\theta^X) \pi_1^X \xrightarrow{(\nu^X) f_1 f_1 f_1} \pi_1^Y f_1 f_1 f_1 f_1 = \pi_1 Y f_1 f_1 f_1 (\nu^X) \pi_1^X f_1 f_1 f_1.
\]

The composition of the natural transformations in the left-hand column is the identity since

\[
\varphi^f (\kappa^X) \circ (\kappa^X) \pi_1^X [2m] = \kappa^X \circ \varphi^f = \kappa^X \id = \id.
\]

For the right-hand column we have that

\[
(\kappa^X) f_1 f_1 (\nu^X) [2m] f_1 = (\kappa^X) \pi_1^X [2m] f_1 f_1 f_1
\]

and

\[
\varphi^f f_1 f_1 (\kappa^X) f_1 = \varphi^f (\kappa^X) f_1 f_1 f_1
\]

(simply using the fact that \( \kappa^X = \id \) and \( \kappa^X = \id \)) and so, for the same reason as the left-hand column, the composition in the right-hand column is also the identity. Therefore it suffices to show this diagram commutes in order to prove that the two units are equal and hence conclude the proof.
of the proposition. Commutativity of the top two squares and bottom left square in (34) are clear because once evaluated on some $\mathcal{F} \in \mathcal{D}(X)$ these once again become the squares obtained by applying the natural transformations to some morphism, and hence they must commute by definition of a natural transformation. Finally for the bottom right square; we already know that $\kappa^\pi_X$ and $\kappa^\pi_Y$ are just the identity natural transformations, and by Lemma 4.3 and Lemma 4.4 we have that the two horizontal arrows in this square are the identity as well, and hence it also commutes. \[ \square \]

Now consider the following commutative diagram

(35)

where

- the top face of this cube fits as the bottom square into a diagram as in (17) and satisfies all the conditions proceeding (17)
- $i, i', j, j'$ are closed immersions
- $\tilde{\varphi}$ and $\tilde{\psi}$ are isomorphisms
- all squares are Cartesian.

We wish to show that the morphisms

$$\tilde{\psi}(f_*) : \tilde{\psi}f_!Q_V[2d] \to \tilde{\psi}Q_Z$$

and

$$f'_* : \tilde{f}'_!Q_{V'}[2d] \to Q_{Z'}$$

are equal via the isomorphisms on sheaves between $V$ and $V'$ and between $Z$ and $Z'$ induced by pulling-back along $\tilde{\varphi}$ and $\tilde{\psi}$ respectively. Using the definition (10) from Section 3.1 we have that $\tilde{\psi}(f_*)$ is given by

(36)

$$\tilde{\psi}f_!Q_V[2d] = \tilde{\psi}j_!j^*Q_X[2d] \xrightarrow{\tilde{\psi}i^*(f_!Q_X[2d])^{-1}} \tilde{\psi}i^*f_!Q_X[2d]$$

and $f'_*$ is given by

(37)

$$\tilde{f}'_!Q_{V'}[2d] = \tilde{f}'j'_!j'^*Q_{X'}[2d] \xrightarrow{\tilde{f}'i'^*(Q_{X'})^{-1}} i'^*f'_!Q_{X'}[2d]$$

$$= i'^*f'_!f''_!Q_{Y'} \xrightarrow{i'^*(f''_!Q_{Y'})^{-1}} i'^*Q_{Y'} = Q_{Z'}.$$
Theorem 4.6. The following diagram of sheaves in $D(Z')$ commutes

\[
\begin{array}{ccc}
\tilde{f}_!^*f^\dagger Q_Y \quad & \sim & \quad \tilde{\psi}_!^*\tilde{f}_!^*f^\dagger Q_Y \\
\tilde{f}_!^*(\varphi^e) & \sim & \tilde{\psi}_!^*(\varphi^e)
\end{array}
\]

(38)

Using the descriptions (36) and (37) and the description of the pullback on compactly supported cohomology given in Section 3.1, we get that diagram (38) is equal to the outer square of the following diagram and hence to prove Theorem 4.6 it suffices to show that (39) commutes.

\[
\begin{array}{ccc}
\tilde{f}_!^*j^*f^\dagger Q_Y \quad & \sim & \quad \tilde{f}_!^*(\eta^e(j^*Q_{Y'})) \\
\tilde{f}_!^*(\varphi^e(j^*Q_{Y'})) & \sim & \tilde{\psi}_!^*(\varphi^e(j^*Q_{Y'}))
\end{array}
\]

(39)

\[
\begin{array}{ccc}
i^*f_i^!f_i^\dagger Q_Y \\
i^*(\nu^!(Q_{Y'})) & \sim & \tilde{\psi}_i^*(\nu^!(Q_{Y'}))
\end{array}
\]

\[
\begin{array}{ccc}
i^*Q_Y = Q_Z \\
\eta^e(Q_{Z'}) & \sim & \tilde{\psi}_i^*Q_Y = \tilde{\psi}_i^*Q_Y
\end{array}
\]

where $\alpha$ is the isomorphism

\[
i^*f_i^!f_i^\dagger Q_Y \quad \sim \quad \tilde{\psi}_i^*Q_Y = \tilde{\psi}_i^*Q_Y = \tilde{\psi}_i^*Q_Y
\]

Lemma 4.7. The top square in diagram (39) commutes.

Proof. This is just a simple matter of rearranging the order we do the morphisms that comprise either side of the square and cancelling. In particular by applying the natural transformation $\eta^e$ to the morphism $\varphi^e(j^*Q_{Y'})^{-1}$ we get the following commutative square

\[
\begin{array}{ccc}
\tilde{f}_!^*j^*f^\dagger Q_Y \\
\eta^e(\tilde{f}_!^*j^*f^\dagger Q_Y) & \sim & \eta^e(i^*f_i^\dagger Q_Y)
\end{array}
\]

(40)

\[
\begin{array}{ccc}
\tilde{\psi}_i^*Q_Y = \tilde{\psi}_i^*Q_Y \\
\eta^e(i^*f_i^\dagger Q_Y) & \sim & \eta^e(\tilde{f}_!^*j^*f^\dagger Q_Y)
\end{array}
\]
Hence (40) tells us that going along the left-hand and bottom sides of the top square in (39) equals
\[
\tilde{f}_1 j^* f^\# Q_Y, \ \eta^\#(\tilde{f}_1 j^* f^\# Q_Y) \rightarrow \tilde{\psi}_1 \tilde{\psi}^\# \tilde{f}_1 j^* f^\# Q_Y, \ \tilde{\psi}^\# (\epsilon' i^* f^\# Q_Y)^{-1})
\]
\[
\tilde{\psi}_1 \tilde{\psi}^\# i^* f^\# Q_Y, = \tilde{\psi} j^* \tilde{f}_1 f^\# Q_Y, \ \tilde{\psi}^\# (\epsilon' i^* f^\# Q_Y)) \rightarrow \tilde{\psi}_1 \tilde{\psi}^\# i^* f^\# Q_Y.
\]
Then because
\[
\epsilon', f' = \epsilon \circ \tilde{\psi}^{-1} f^\# (\epsilon' i^* f^\# Q_Y)^{-1})
\]
we get that (41) equals
\[
\tilde{f}_1 j^* f^\# Q_Y, \ \eta^\#(\tilde{f}_1 j^* f^\# Q_Y) \rightarrow \tilde{\psi}_1 \tilde{\psi}^\# \tilde{f}_1 j^* f^\# Q_Y, = \tilde{\psi}_1 \tilde{\psi}^\#(\epsilon^{-1} i^* f^\# Q_Y)^{-1}) \rightarrow \tilde{\psi}_1 \tilde{\psi}^\#(\epsilon i^* f^\# Q_Y)
\]
Now recall the description of \(\epsilon \tilde{\psi}^{-1} \tilde{f}\) given in (2), namely it equals
\[
(\tilde{\psi}^{-1})^* \tilde{f}_1 (\tilde{\psi}^{-1})^* \tilde{f}_0 (\tilde{\psi}^{-1})^* = (\tilde{\psi}^{-1})^* (\tilde{\psi}^{-1})^* (\tilde{\psi}^{-1})^* f_0 (\tilde{\psi}^{-1})^*.
\]
But since
\[
(\tilde{\psi}^{-1})^* (\tilde{\psi}^{-1})^* = \text{id}_{D(Y)}
\]
equals
\[
(\tilde{\psi}^{-1})^* (\tilde{\psi}^{-1})^* = \text{id}_{D(Z)}
\]
and similarly
\[
\text{id}_{D(Z)} = (\tilde{\psi}^{-1})^* (\tilde{\psi}^{-1})^* = \text{id}_{D(Y)}
\]
we get that (42) equals
\[
\tilde{f}_1 j^* f^\# Q_Y, \ \eta^\#(\tilde{f}_1 j^* f^\# Q_Y) \rightarrow \tilde{\psi}_1 \tilde{\psi}^\# \tilde{f}_1 j^* f^\# Q_Y, = \tilde{\psi} j^* \tilde{f}_1 j^* f^\# Q_Y, = \tilde{\psi} j^* \tilde{f}_1 j^* f^\# Q_Y.
\]
The composition of first two morphisms in (43) is the identity due to the adjunction \(\tilde{\psi}^* \dashv \tilde{\psi}_*\) and so we are left with the top and right-hand sides of the top square in (39).

**Lemma 4.8.** The bottom square in diagram (39) commutes.

**Proof.** This follows from Proposition 4.5 and more rearranging. Indeed Proposition 4.5 says that
\[
\nu f^\# = \psi^* (\nu f^\#) \pi^* Y, \ \epsilon \circ \tilde{\psi}^{-1} f^\# Q_Y
\]
and so we can immediately see that the composition of top and right-hand sides of the bottom square in (39) gives
\[
\tilde{f}^\# i^* \tilde{f}^\# Q_Y, \ \eta^\#(\tilde{f}^\# i^* \tilde{f}^\# Q_Y) \rightarrow \tilde{\psi}_1 \tilde{\psi}^\# \tilde{f}^\# i^* \tilde{f}^\# Q_Y, = \tilde{\psi}_1 \tilde{\psi}^\# i^* \tilde{f}^\# Q_Y, = \tilde{\psi}_1 Q_Y.
\]
Now applying the natural transformation $\eta \tilde{\psi}$ to the morphism $i'^*f'!f'^*Q_{V'} \xrightarrow{i'^*(\nu''(Q_{V'}))} i'^*Q_{V'}$, gives the commutative square

\[
\begin{array}{ccc}
 i'^*f'!f'^*Q_{V'} & \xrightarrow{\eta \tilde{\psi}(i'^*f'!f'^*Q_{V'})} & \tilde{\psi}i'^*f'!f'^*Q_{V'} \\
 \downarrow{\nu''(Q_{V'})} & & \downarrow{\tilde{\psi}i'^*(\nu''(Q_{V'}))} \\
 i'^*Q_{V'} & \xrightarrow{\eta \tilde{\psi}(i'^*Q_{V'})} & \tilde{\psi}i'^*Q_{V'}
\end{array}
\]

(45)

and we can see that the left-hand and bottom sides of (45) are exactly those in the bottom square in (39) whilst the top and right-hand sides are (44) proving the result. $\square$

The two preceding lemmas then directly imply Theorem 5.6. We end this section with a more general reformulation of Theorem 5.6, in which we slightly generalise what the inclusions $\psi$ and $\varphi$ can look like, and more importantly we only require the squares in diagram (17) to be Cartesian up to an isomorphism of $Y \times S$. This will allow us to more easily apply the results in this section to our character variety CoHAs.

**Corollary 4.9.** Consider diagram (35) and let $\alpha : Y \sim Y$ and $\beta : X \sim X$ be isomorphisms, and let $\delta : Y \times S \sim Y \times S$ be an isomorphism such that the restriction of $\delta$ to $Z'$ via $i'$ is $\text{id}_{Z'}$. Define

\[
\begin{aligned}
\psi' &= \psi \circ \alpha \\
\varphi' &= \varphi \circ \beta \\
\pi'_Y &= \alpha^{-1} \circ \pi_Y \\
\pi'_X &= \beta^{-1} \circ \pi_X \\
f'' &= \delta \circ f'.
\end{aligned}
\]

Suppose that in diagram (17) we replace $\psi$ with $\psi'$, $\varphi$ with $\varphi'$, $\pi_Y$ with $\pi'_Y$, and $\pi_X$ with $\pi'_X$, and in (35) we replace $\psi$ with $\psi'$, and $\varphi$ with $\varphi'$. Assume that all of the conditions subsequent to (35) hold with these replacements. Then the diagram

\[
\begin{array}{ccc}
 \tilde{f}'!Q_{V'}[2d] & \xrightarrow{\tilde{f}'(\varphi)} & \tilde{\psi}'!\tilde{f}'!Q_{V'}[2d] \\
 \downarrow{\tilde{\psi}(f)} & & \downarrow{\tilde{\psi}'(f')} \\
 Q_{Z'} & \xrightarrow{\tilde{\psi}'} & \tilde{\psi}'Q_{Z'}
\end{array}
\]

(46)

commutes.

**Remark 4.10.** Note that in (46) we are using the morphism induced by $f''$ instead of $f'$. Also if we let $\tilde{f}''$ denote the restriction of $f''$ to $V'$ then since $\delta|_{Z'} = \text{id}_{Z'}$ we have that

\[
\tilde{f}'' = (\delta \circ f')|_{V'} = \delta_{Z'} \circ f'_{V'} = \tilde{f}'.
\]

**Proof.** First consider the case in which $\delta = \text{id}_{Y \times S}$. Then the proofs for Lemma 4.2, Lemma 4.3, Lemma 4.4, Proposition 4.5, Lemma 4.7 and Lemma 4.8 all follow when replacing $\psi$ and $\varphi$ with $\psi \circ \alpha$ and $\varphi \circ \beta$ and $\pi_Y$ and $\pi_X$ with $\alpha^{-1} \circ \pi_Y$ and $\beta^{-1} \circ \pi_X$.
If \( \delta \) is arbitrary then for \( f'' = f \circ f' \) the pushforward \( f'' \) is given by the composition

\[
\tilde{p}'' j'' f'' \eta_{V'} = \text{id}_{Z'} \tilde{f}'' j'' f'' \eta_{V'} \rightarrow \text{id}_{Z'} \tilde{f}'' j'' f'' \eta_{V'} \rightarrow \delta \iota'' \eta_{V'} \rightarrow \delta \iota'' \eta_{V'} \rightarrow \iota'' \eta_{V'}.
\]

Hence if we can show that \( \epsilon^{i}, \delta \) and \( \nu^{i} \) are equal to the identity natural transformations then we are done by Proposition 4.5 and the proofs of Lemma 4.7 and Lemma 4.8, as we have reduced to the case of \( f' \). Clearly \( \nu^{i} \) is the identity transformation because for an isomorphism \( \mathcal{A} \) all the units and counits for both adjunctions can be taken to be the identity. As for \( \epsilon^{i}, \delta \), we again initially work at the level of sheaves and underived functors and consult \([5]\) Proposition 2.5.11. The natural isomorphism \( \iota'' \delta_{\lambda} \rightarrow \text{id}_{Z''} \) is the identity. Similarly to the derived case, the natural transformation \( \iota'' \delta_{\lambda} \rightarrow \text{id}_{Z''} \) is the identity natural isomorphism since \( \iota'' \) is a closed immersion. Hence it remains to consider \( \iota'' \iota'' \eta_{\lambda} \). We have that for \( \mathcal{F} \in \mathcal{S}(Y') \)

\[
(i'' \iota'' \mathcal{F})_{p} = \begin{cases} 
\mathcal{F}_{p} & \text{if } p \in Z' \\
0 & \text{if } p \in Y' \setminus Z'
\end{cases}
\]

and so

\[
\eta_{\lambda}^{'\prime} (\mathcal{F})_{p} = \begin{cases} 
\text{id}_{\mathcal{F}_{p}} & \text{if } p \in Z' \\
0 & \text{if } p \in Y' \setminus Z'.
\end{cases}
\]

Therefore, because \( \delta|_{Z'} = \text{id}_{Z'} \), by taking stalks at \( p \in Z' \) we get that \( \iota'' \delta_{\lambda}(\eta_{\lambda}) \) is also the identity. Upgrading to the level of derived categories then implies that the natural isomorphism \( \epsilon^{i}, \delta \) is also the identity. 

\[\square\]

5. AN ISOMORPHISM OF 2D COHAs FOR THE CHARACTER VARIETY

We now utilise the results from Section 4 to show that the two multiplications on the dual of the compactly supported cohomology of the character variety described in Section 3 are equal, and in the process show that the multiplication derived from the brane tiling picture is independent of the choices of the cut \( E \) and maximal tree \( T \). We first explain the setup that will allow us to apply the results from Section 4.

**Lemma 5.1.** Let \( G \) be the free group \( G(\lambda_{1}, \ldots, \lambda_{m}) \) and \( G' \) be the free group \( G(x_{1}, \ldots, x_{m}) \), and let \( \lambda \in G \) and \( \lambda' \in G' \) be words. Suppose we have the following commutative diagram of algebras

\[
\begin{array}{ccc}
\mathbb{C}[G'] & \xrightarrow{\tau} & \mathbb{C}[G] \\
p & & q \\
\downarrow & & \downarrow \\
\mathbb{C}[G']/(\lambda' - 1) & \xrightarrow{\bar{\tau}} & \mathbb{C}[G]/(\lambda - 1)
\end{array}
\]

where \( \lambda \) and \( \lambda' \) exist as elements of the group algebras in the natural way, \( p \) and \( q \) are the obvious quotient maps, \( \tau \) is induced from an isomorphism of the free groups

\[
F(x_{1}, \ldots, x_{m}) \xrightarrow{\sim} F(y_{1}, \ldots, y_{m}),
\]
and $\tau$ is also an isomorphism. Then

$$\tau(\lambda') = u \lambda^c u^{-1}$$

for some monomial $u \in \mathbb{C}\langle x_1^{\pm 1}, y_1^{\pm 1}, \ldots, x_g^{\pm 1}, y_g^{\pm 1} \rangle$ and $c \in \{1, -1\}$.

**Proof.** First we claim that

$$(\tau(\lambda') - 1) = (\lambda - 1)$$

as ideals in $\mathbb{C}\langle y_1^{\pm 1}, \ldots, y_m^{\pm 1} \rangle$. Suppose not, then either there exists some element $a \in (\tau(\lambda') - 1)$ such that $a \notin (\lambda - 1)$ or there exists some $a \in (\lambda - 1)$ such that $a \notin (\tau(\lambda') - 1)$. Assume the first case holds. Write $a = \tau(b)$ for some $b \in (\lambda' - 1)$. Then $p(b) = 0$ hence $\tau(p(b)) = 0$ and so by the commutativity of (47) we get that $q(\tau(b)) = q(a) = 0$. But this implies that $a \in (\lambda - 1)$ a contradiction to the initial assumption. The second case follows from a similar argument.

As $\tau$ is induced from the group isomorphism $\epsilon$ consider the elements $\lambda, \epsilon(\lambda) \in F(y_1, \ldots, y_m)$. Let $N(\lambda)$ and $N(\epsilon(\lambda))$ denote the normal closures in $F(y_1, \ldots, y_m)$ of $\lambda$ and $\epsilon(\lambda)$ respectively i.e. the smallest normal subgroups of $F(y_1, \ldots, y_m)$ that contain $\lambda$ or $\epsilon(\lambda)$ respectively. Now for an arbitrary group $H$ we have an injective mapping from the set of all normal subgroups of $H$ to the set of two-sided ideals of the group algebra $\mathbb{C}[H]$ that sends a normal subgroup $N \triangleleft H$ to the ideal generated by all elements of the form $h - 1$ for $h \in N$ (see [8] Proposition 3.3.6]). Then clearly the ideal generated by $N(\lambda)$ is $(\lambda - 1)$ and the ideal generated by $N(\epsilon(\lambda))$ is $(\tau(\lambda') - 1)$, and hence the equality of ideals $(\tau(\lambda') - 1) = (\lambda - 1)$ in $\mathbb{C}[G]$ implies the equality of the normal closures

$$N(\epsilon(\lambda')) = N(\lambda)$$

in $F(y_1, \ldots, y_m)$.

Then [[7] Proposition 5.8] says that two elements of a free group have equal normal closures if and only if one is conjugate to the other or its inverse, i.e. we get that

$$\epsilon(\lambda') = u \lambda^c u^{-1}$$

for some $c \in \{1, -1\}$ and some word $u \in F(x_1, y_1, \ldots, x_g, y_g)$ which immediately implies the result. $\square$

For an arbitrary quiver with one vertex $Q$ note that the localised path algebra $\mathbb{C}\tilde{Q}$ is the group algebra of the free group $F(Q) := F(a : a \in Q_1)$ whose generators are the arrows in $Q$.

**Proposition 5.2.** For a Riemann surface $\Sigma_g$ fix a brane tiling $\Delta$, a cut $E$ for $(Q_\Delta, W_\Delta)$ and a maximal tree $T \subset Q_\Delta \setminus E$. Let $Q$ denote the quiver given by contracting $T$ in $Q_\Delta \setminus E$. Then there exists a subquiver $Q' \subset Q$ such that

i) There exists an equality of ideals in $\mathbb{C}\tilde{Q}$

$$\left( h - p_h : h \in Q_1 \setminus Q'_1 \right) = \left( \frac{\partial W}{\partial e} : e \neq e_0 \right)$$

where $p_h$ is a path in the localised path algebra $\mathbb{C}\tilde{Q}'$ and $e_0$ is some nominated element of the cut $E$

ii) $|Q'_1| = 2g$

iii) There exists an isomorphism of free groups

$$\epsilon : F(Q'_1) \xrightarrow{\sim} F(x_1, y_1, \ldots, x_g, y_g)$$

which induces the isomorphism of group algebras

$$\tau'' : \mathbb{C}\tilde{Q}' \xrightarrow{\sim} \mathbb{C}\langle x_1^{\pm 1}, y_1^{\pm 1}, \ldots, x_g^{\pm 1}, y_g^{\pm 1} \rangle$$

such that the surjection

$$\tau' : \mathbb{C}\tilde{Q} \twoheadrightarrow \mathbb{C}\tilde{Q}' \xrightarrow{\tau''} \mathbb{C}\langle x_1^{\pm 1}, y_1^{\pm 1}, \ldots, x_g^{\pm 1}, y_g^{\pm 1} \rangle$$
induces the isomorphism

\[ \text{Jac}(\tilde{Q}, W, E) \xrightarrow{\tilde{\varphi}} \mathbb{C}[\pi_1(\Sigma_g)] \]

from Proposition 2.2, where

\[ \tau(a) = \begin{cases} a & \text{if } a \in Q'_1, \\ p_h & \text{if } a = h \in Q_1 \setminus Q'_1. \end{cases} \]

**Proof.** For an arrow \( a \in Q_{\Delta, 1} \) let \( \hat{a} \in \Delta \) denote its dual edge. Let

\[ \hat{E} = \{ \hat{e} \in \Delta \mid e \in E \} \]

be the dimer corresponding to the cut \( E \), i.e., the set of edges in the brane tiling which are dual to the arrows in \( E \). Extend \( \hat{E} \) to a maximal tree \( \tilde{E} \) inside \( \Delta \). Let \( \hat{H} \) denote the set of edges in the complement \( \tilde{F} \setminus \hat{E} \) and let \( r = |\hat{H}| \). Note that \( r = |E| - 1 \), since to extend \( |\hat{E}| = |E| \) disjoint edges that touch every vertex into a maximal tree we require \( |E| - 1 \) additional edges. Let

\[ H = \{ h \in Q_1 \mid \hat{h} \in \hat{H} \}. \]

then take \( Q' \subset Q \) to be the quiver with arrow set \( Q'_1 = Q_1 \setminus H \).

Let us consider what a relation \( \partial W / \partial e \) for an arrow \( e \in E \) means. Since \( E \) is a cut we have that \( \partial W / \partial e \) identifies two paths in \( Q \). For any \( h \in H \) there exists some \( e \in E \) (specifically \( e \) is dual to \( \hat{e} \) where \( \hat{e} \) and \( h \) are connected in \( \Delta \)) such that we can use the relation \( \partial W / \partial e \) to identify \( h \) with a path in \( \mathbb{C}(Q \setminus \{h\}) \). As \( \hat{H} \) turns \( \hat{E} \) into a tree for each \( h \in H \) we can choose a distinct \( e \in E \) giving pairs \((h, e)\) such that \( \partial W / \partial e \) allows us to identify \( h \) with a path in \( \mathbb{C}(Q \setminus \{h\}) \), and since \( |H| = r = |E| - 1 \) we will always have one extra arrow \( e_0 \in E \) that has not been paired with any \( h \in H \). The edges on the ends of the tree \( \tilde{F} \) must be in \( \hat{E} \), so if we take \( \hat{e}_1 \) to be an edge on the end of \( \hat{E} \) such that it is only connected to one \( \hat{h}_1 \in \hat{H} \) we get that the relation \( \partial W / \partial e_1 \) identifies a path in \( \mathbb{C}(Q \setminus \{h\}) \) with a path in \( \mathbb{C}Q \), and so in particular we can use \( \partial W / \partial e_1 \) to identify \( \hat{h}_1 \) with a path in \( \mathbb{C}Q' \). This can be repeated for all \( h \in H \) by following the edge \( \hat{h} \) to the ends of the tree \( \tilde{F} \) and utilising the relations \( \partial W / \partial e \) for any \( e \) we encounter along this route (see (2), (3) and (4) for an illustration of this).

To be more precise we go by induction. First fix pairs \((h, e_i)\) where \( \hat{e}_i \) is connected to \( \hat{h}_i \) in \( \Delta_i \) for \( i = 1, \ldots, r \). As \( |E| = r + 1 = |H| + 1 \) we have one remaining element of the cut which we shall denote by \( e_0 \). Define the route length of \( h_i \) to be 1 plus the sum of the route lengths of \( h_j \) where \( \hat{e}_i \) is connected to \( \hat{h}_i \) for \( i \neq j \) (see (4)). Note that there must exist some \( h_i \) of route length 1 as otherwise this means that every \( \hat{e} \in \hat{E} \) is connected to at least two \( \hat{h} \in \hat{H} \), but as \( \hat{E} \) and \( \hat{H} \) together form a tree this would mean that \( |\hat{H}| > |\hat{E}| \) which is a contradiction. We go by induction on the route length of the \( h_i \). For the base case suppose that \( h_i \) has route length 1. Then up to a sign we have that

\[ \frac{\partial W}{\partial e_i} = q_i' h_i q_i'' - p_i' \]

for paths \( p_i', q_i', q_i'' \) in \( Q' \), since from the definition of the potential \( W \) the route length of \( h_i \) being 1 implies that no other arrow \( h \in H \) appears in \( \partial W / \partial e_i \). Therefore in \( \mathbb{C}Q \) we can write

\[ h_i = p_i + q_i^{-1} \left( \frac{\partial W}{\partial e_i} \right) q_i''^{-1} \]

where \( p_i = q_i^{-1} p_i' q_i''^{-1} \) is a path in \( \mathbb{C}Q' \), and

\[ \frac{\partial W}{\partial e_i} = q_i' (h_i - p_i) q_i'' \]

as required. So now suppose it is true that for all \( h_j \) of route length at most \( m \) we have the equality of ideals

\[ I_m := \left( h_j - p_j : \text{route length}(h_j) \leq m \right) = \left( \frac{\partial W}{\partial e_k} : e_k \text{ paired with } h_k \text{ for route length}(h_k) \leq m \right). \]
Then for $h_i$ of route length $m + 1$ consider (again up to a sign)

$$\frac{\partial W}{\partial e_i} = q'_i h_i q''_i - p'_i$$

where this time $p'_i, q'_i, q''_i$ may now contain arrows in $H$ too. However any arrow $h_j \in H$ that appears in either of $p'_i$ or $q'_i$ or $q''_i$ must have route length strictly less than the route length of $h_i$. Hence if we suppose that

$$q'_i h_i q''_i = \prod_j q_j^b q_j$$

where $q_j$ and $q''_j$ are paths in $\mathbb{C}Q'$ and $b_j \in \{-1, 1\}$ ($h_j$ can appear at most once in $\partial W / \partial e_i$ due to how $W_\Delta$ was defined), by the induction hypothesis we can write in $\mathbb{C}Q' / I_m$ (where $\tilde{p} \in \mathbb{C}Q / I_m$ denotes the image of $p \in \mathbb{C}Q$ under the natural quotient map)

$$\tilde{q}_i = \prod_j q_j^b q_j$$

with $\prod_j q_j^b q_j = p_i$ a path in $\mathbb{C}Q'$, and

$$\frac{\partial W}{\partial e_i} = q'_i (\tilde{q}_i - p_i) q''_i.$$

It follows that that

$$\mathbb{C}Q \left( h_i - p_i, I_m \right) = \mathbb{C}Q \left( \tilde{\partial W} / \tilde{\partial e}_i, I_m \right)$$

and hence as ideals in $\mathbb{C}Q$

$$(h_i - p_i, I_m) = \left( \frac{\partial W}{\partial e_i}, I_m \right)$$

as required for i).

This implies the following isomorphism of algebras

$$\text{Jac}(\tilde{Q}, W, E) = \frac{\mathbb{C}Q}{(\partial W / \partial e : e \in E)} \xrightarrow{\sim} \frac{\mathbb{C}Q'}{(\tau(\partial W / \partial e_0))}$$

where $\tau : \mathbb{C}Q \rightarrow \mathbb{C}Q'$ is the surjective homomorphism

$$a \in Q_1 \mapsto \begin{cases} a & \text{if } a \in Q'_1, \\ p_i & \text{if } a = h_i \in H \end{cases}$$

and recall $e_0 \in E$ is the remaining element of the cut not paired with any $h \in H$. Let

$$\tau \left( \frac{\partial W}{\partial e_0} \right) = p_0 - q_0$$

then write

$$(49) \quad \frac{\mathbb{C}Q'}{(\tau(\partial W / \partial e_0))} = \mathbb{C}[G']$$
where \( G' \) is the group with presentation \( \langle a \in Q'_1 \mid p_0q_{0}^{-1} \rangle \). We get the following diagram of algebras in which the left-hand square commutes

\[
\begin{array}{ccc}
\mathbb{C}Q & \xrightarrow{\tau} & \mathbb{C}Q' \\
\downarrow & & \downarrow \\
\text{Jac}(\tilde{Q}, W, E) & \xrightarrow{\tilde{\tau}} & \mathbb{C}[G']
\end{array}
\]

(50)

where \( \tilde{\tau}'' \) is chosen such that \( \tilde{\tau}'' \circ \tilde{\tau} = \tilde{\tau}' \) is the isomorphism given in Proposition 2.2, and the vertical maps are the quotients. We aim to find an isomorphism \( \tilde{\tau}'' \) which makes the right-hand square commute.

We first note that the description of the isomorphism \( \tilde{\tau}' : \text{Jac}(\tilde{Q}, W, E) \xrightarrow{\sim} \mathbb{C}[\pi_1(\Sigma_g)] \) from [2] Sections 4 and 5] tells us that \( \tilde{\tau}' \) is induced from a homomorphism of groups

\[
G_{Q, W, E} \rightarrow \pi_1(\Sigma_g)
\]

where \( G_{Q, W, E} \) is the group with presentation

\[
\langle a \in Q_1 \mid p_eq_e^{-1} : e \in E \rangle
\]

for \( \partial W/\partial e = p_e - q_e \). Indeed the quiver \( Q \) embeds into the Riemann surface \( \Sigma_g \) as explained in [2] and the multiplication of paths in the quiver \( Q \) (which are in fact loops as \( Q \) only has one vertex) corresponds to concatenation of loops in the surface. The relations from the cut and potential then correspond to the relation in \( \pi_1(\Sigma_g) \). This implies that the isomorphism \( \tilde{\tau}'' : \mathbb{C}[G'] \xrightarrow{\sim} \mathbb{C}[\pi_1(\Sigma_g)] \) is induced from a homomorphism of groups

\[
G' \xrightarrow{\xi} \pi_1(\Sigma_g)
\]

since \( \tilde{\tau} \) is induced from the isomorphism of groups

\[
G_{Q, W, E} \xrightarrow{\sim} G'
\]

that sends \( a \in Q_1 \setminus H \mapsto a \) and \( h \in H \mapsto p_h \).

We claim that the group homomorphism \( \xi \) is an isomorphism. Suppose \( \xi \) is not surjective, then there exists some \( y \in \pi_1(\Sigma_g) \) not in the image of \( \xi \). An arbitrary element of \( \mathbb{C}[G'] \) is of the form \( x = \sum_{i=1}^{m} c_i x_i \) and therefore

\[
\tilde{\tau}''(x) = \sum_{i=1}^{m} c_i \xi(x_i).
\]

As \( \tilde{\tau}'' \) is surjective suppose that \( \tilde{\tau}''(x) = y \). Hence for at least one \( i \) we must have that \( \xi(x_i) = y \) giving a contradiction to the assumption that \( y \) does not lie in the image of \( \xi \). Now suppose \( \xi \) is not injective. Then there exists an \( x \in G' \) such that \( \xi(x) \) is null-homotopic. But then \( \tilde{\tau}''(x) = \xi(x) \) is null-homotopic and hence equal to 1 in the fundamental group algebra \( \mathbb{C}[\pi_1(\Sigma_g)] \) which gives a contradiction to the injectivity of \( \tilde{\tau}'' \).

So we have an isomorphism of one-relator groups \( G' \xrightarrow{\xi} \pi_1(\Sigma_g) \) and hence [[7] Proposition 5.11] tells us that the number of generators of \( G' \) must be equal to \( 2g \), i.e. \( |Q'_1| = 2g \) as required by ii).

Finally we show the existence of the isomorphism \( \tilde{\tau}'' \). Let \( F(z_1, \ldots, z_m) \) be the free group on the generators \( z_i \). Define a marking of \( \pi_1(\Sigma_g) \) of size \( m \) to be a surjective group homomorphism \( \pi : F(z_1, \ldots, z_m) \rightarrow \pi_1(\Sigma_g) \), hence a marking of size \( m \) is equivalent to a set \( \{\alpha_1, \ldots, \alpha_m\} \subset \pi_1(\Sigma_g) \) of generators for \( \pi_1(\Sigma_g) \). Then [[6] Theorem 1.1] says that any two markings \( \pi \) and \( \pi' \) of \( \pi_1(\Sigma_g) \) of the same size are Nielsen equivalent, i.e. that there exists an automorphism \( \epsilon \) of the free group
Figure 2. An example of a brane tiling with black and white vertices, with the edges in the dimer $\hat{E}$ in blue and the edges in $\hat{H}$ in green. The tree $\hat{F}$ then consists of all the blue and green edges and so its ends are $\hat{e}_1$ and $\hat{e}_4$. For illustrative purposes we do not contract the tree $T$ in $Q_\Delta$ and so our quivers will have more than one vertex. We can see that the relation $\partial W/\partial e_1$ identifies the two paths in the quiver (in red) that go from vertex 1 to vertex 2 in $Q_\Delta$. Since $\hat{e}_1$ is at an end of the tree one path does not contain any arrows which are dual to edges in $\hat{H}$.

Figure 3. By adding inverses to the arrows in $Q_\Delta$ we can use the relation $\partial W/\partial e_1$ to write the arrow in the quiver dual to $\hat{h}_1$ (in green) in terms of the red path and so in particular as a path in $\mathbb{C}Q'_\Delta = \mathbb{C}(\hat{Q}_\Delta \setminus H)$. Similarly for the arrow in the quiver dual to $\hat{h}_2$ (also in green), by following the edge $\hat{h}_2$ to an end of the tree in the brane tiling (here we go to the left and end up at $\hat{e}_1$) we can also write it as a path in $\mathbb{C}Q'_\Delta$; first by using $\partial W/\partial e_2$ we can write $h_2$ in terms of the cyan arrows and $h_1$, then using $\partial W/\partial e_1$ we can write it as the concatenation of the cyan path along the top, then the red path, then the cyan path along the bottom.

\[ F(z_1, \ldots, z_m) \] such that the following diagram commutes

\[ F(z_1, \ldots, z_m) \xrightarrow{\epsilon} F(z_1, \ldots, z_m) \]

\[ \pi \]

\[ \pi' \]

\[ \pi_1(\Sigma_g) \]

In our case we take the generators \( \{ \xi(a) : a \in Q'_1 \} \) to define the marking \( \pi \) of size \( 2g \) and the standard generators \( \{ x_1, y_1, \ldots, x_g, y_g \} \) to define \( \pi' \), giving us the automorphism \( \epsilon \). Upgrading \( \epsilon \) into an isomorphism of group algebras provides us with \( \tau'' \). □
We are now finally in a position to begin applying the results from Section 4 to the character variety. We fix the brane tiling $\Delta$ on our Riemann surface $\Sigma_g$, as well as the cut $E$, maximal tree $T$, and subquiver $Q' \subset Q$ as in Proposition 5.2. Recall that $|E| = r + 1$, $|Q'_1| = 2g$ and $|Q_1| = 2g + r$. Let $e_i \in E$ for $i = 0, \ldots, r$. Also note that

\[
M_n = M_n(\mathbb{C}Q) = \text{GL}^{2g+r}_n
\]

\[
Y'_{m,n} \cong M_n \times M_n \times \text{Mat}_{m \times n}^{|E|}
\]

\[
= \text{GL}^{2g+r}_m \times \text{GL}^{2g+r}_n \times \text{Mat}_{m \times n}^{r+1}
\]

\[
= (\text{GL}^{2g}_m \times \text{GL}^{2g}_n \times \text{Mat}_{m \times n}) \times (\text{GL}^r_m \times \text{GL}^r_n \times \text{Mat}^r_{m \times n})
\]

\[
\cong Y_{m,n} \times \text{GL}^r_{m,n}
\]

\[
M_{m,n} = M_{m,n}(\mathbb{C}Q') = \text{GL}^{2g+r}_{m,n}
\]

\[
= \text{GL}^{2g}_m \times \text{GL}^r_{m,n}
\]

\[
= M_{m,n}(\mathbb{C}Q') \times \text{GL}^r_{m,n}.
\]

It will be much more convenient to view $Y_{m,n}$ as $\text{GL}^{2g}_m \times \text{GL}^{2g}_n \times \text{Mat}_{m \times n}$ and $Y'_{m,n}$ as $M_n \times M_n \times \text{Mat}^{r+1}_{m \times n}$. We shall index matrices in the $M_{m,n}(Q') = \text{GL}^{2g}_{m,n}$ part using $a \in Q'_1$ and matrices in the $\text{GL}^r_{m,n}$ part using $h$ or $h_i \in Q_1 \setminus Q'_1$ for $i = 1, \ldots, r$. Then recalling our notation for $m, n$-block matrices

\[
R = \begin{pmatrix}
R^{(1)} & R^{(3)} \\
0 & R^{(2)}
\end{pmatrix}
\]

we have that in diagrams (4) and (16) for $(A_i, B_i) \in \text{GL}^{2g}_{m,n} = M_{m,n}(\mathbb{C}(x_1^{\pm 1}, y_1^{\pm 1}, \ldots, x_g^{\pm 1}, y_g^{\pm 1}))$ and for $\rho \in M_{m,n}$

\[
f(A_i, B_i) = \left( \left( A_i^{(1)}, B_i^{(1)} \right), \left( A_i^{(2)}, B_i^{(2)} \right), \lambda_{m+n}(A_i, B_i)^{(3)} \right)
\]

\[
f''(\rho) = \left( \rho^{(1)}, \rho^{(2)}, \left( \frac{\partial W}{\partial e_i}(\rho)^{(3)} \right)_{i=1,\ldots,r} \right)
\]
So consider the following diagram whose front face is (15) and whose back face is (16):

$$\begin{array}{cccccc}
\varphi'_{m+n} & \rightarrow & M_{m+n} & \leftarrow & h' & \rightarrow \\
\downarrow \varphi'_{m+n} & & & & & \\
\downarrow f'' & & & & & Y'_{m,n} \\
\varphi'_{m+n} & \rightarrow & M_{m+n} & \leftarrow & f & \rightarrow \\
\downarrow j'_{m+n} & & & & & \rightarrow \\
Z_{m+n} & \rightarrow & \tilde{h} & \leftarrow & \tilde{j}_{m,n} & \rightarrow \\
\downarrow \varphi'_{m+n} & & & & & Z_{m,n} \\
V_{m+n} & \rightarrow & V_m \times V_n & \leftarrow & \tilde{f} & \rightarrow \\
\downarrow \beta_{m+n} & & & & & \rightarrow \\
V_{m+n} & \rightarrow & V_m \times V_n & \leftarrow & \tilde{f} & \rightarrow \\
\end{array}$$

(51)

where the inclusion \( \varphi'_{n} : GL_{n}^{2g} \rightarrow M_{n} \) is induced from the algebra homomorphism \( \tau' \) given in Proposition 5.2, the inclusion \( \psi_{m,n} : Y_{m,n} \rightarrow Y'_{m,n} \) is given by

\[
(\rho', \rho'', R) \mapsto (\varphi'_{m}(\rho'), \varphi'_{n}(\rho''), R, 0, \ldots, 0)
\]

and the isomorphism \( \tilde{\varphi}'_{n} : V_{n} \rightarrow Z_{n} \) is induced from the algebra isomorphism \( \tilde{\tau}' \) from Proposition 2.2.

All the squares that go into the page are Cartesian due to the commutativity of diagram (50). The rest of the squares, except for the top-right square, are all easily checked to be Cartesian as well. The top-right square may not even be commutative in fact, since we have that

\[
f'' \circ \varphi'_{m,n}(A_i, B_i) = \left( \varphi'_{m,n}(A_i, B_i)^{(1)}, \varphi'_{m,n}(A_i, B_i)^{(2)}, \left( \frac{\partial W}{\partial e_j} (\varphi'_{m,n}(A_i, B_i))^{(3)} \right) \right)
\]

whilst

\[
\psi_{m,n} \circ f(A_i, B_i) = \left( \varphi'_{m}(A_i^{(1)}, B_i^{(1)}), \varphi'_{n}(A_i^{(2)}, B_i^{(2)}), \lambda_{m+n}(A_i, B_i)^{(3)}, 0, \ldots, 0 \right)
\]

and therefore this square is commutative if and only if (up to a re-ordering of the arrows in \( E \)) we have \( \frac{\partial W}{\partial a_{mn}}(\varphi'_{m,n}(A_i, B_i))^{(3)} = \lambda_{m+n}(A_i, B_i)^{(3)} \) and \( \frac{\partial W}{\partial a_{mn}}(\varphi'_{m,n}(A_i, B_i))^{(3)} = 0 \) for \( j = 1, \ldots, r \). This means that we cannot apply Corollary 4.9 to the right-hand cube in (51) because there most likely will not exist an isomorphism \( \delta : Y'_{m,n} \rightarrow Y'_{m,n} \) that will make this square Cartesian after replacing \( f'' \) with \( f' = \delta^{-1} \circ f'' \).

**Example 5.3.** Continuing the example of the brane tiling for the genus 2 surface from Example 2.1 and Example 2.4, we took the cut as \( E = \{a, b, c\} \) and the maximal tree as \( T = \{e, h, k\} \). To extend the dimer \( \tilde{E} \) to a maximal tree in the tiling we can take \( \tilde{H} = \{\tilde{f}, \tilde{j}\} \) and so \( H = \{f, j\} \). Pairing \( f \) with \( c \) and \( j \) with \( a \) we can use \( \partial W/\partial c \) and \( \partial W/\partial a \) to write

\[
f = i^{-1}l^{-1}id \]
\[
J = gdg^{-1}
\]

as we saw before. Then \( c_0 = b \) and \( \partial W/\partial b \) becomes

\[
l^{-1}i^{-1}idg^{-1}g^{-1} - 1
\]

and so defining \( \tau'' \) by sending \( l \mapsto x_1, i^{-1} \mapsto y_1, d \mapsto x_2, g \mapsto y_2 \) gives us the isomorphism and surjection of algebras from Proposition 5.2. It follows that \( \varphi'_{n} \) sends

\[
(A_1, B_1, A_2, B_2) \mapsto (D = A_2, F = B_1A_1^{-1}B_1^{-1}A_2, G = B_2, I = B_1^{-1}, J = B_2A_2B_2^{-1}, L = A_1)
\]
and we see that

\[ f'' \circ \varphi'_{m,n}(A_1, B_1, A_2, B_2) = \left( B_2 A_2 B_2^{-1} B_2 - B_2 A_2, \ A_1 B_1 A_1^{-1} B_1^{-1} A_2 - B_2 A_2 B_2^{-1}, \right) \]
\[ \left( B_1^{-1} A_1 - A_1 B_1 A_1^{-1} B_1^{-1} A_2 \right) \]
\[ = \left( 0, A_1 B_1 A_1^{-1} B_1^{-1} A_2 - B_2 A_2 B_2^{-1}, \ 0 \right) \]

whilst

\[ \psi_{m,n} \circ f(A_1, B_1, A_2, B_2) = \left( 0, A_1 B_1 A_1^{-1} B_1^{-1} A_2 B_2 A_2 B_2^{-1} - \text{Id}_{m+n}, \ 0 \right). \]

Hence in this case the top-right square in (51) does not commute and there does not exist an isomorphism \( \delta \) that can rectify this.

To deal with the non-commutativity of the top-right square in (51) we extend the right-hand cube into:

\[
\begin{array}{c}
\text{GL}_{2g,m,n} \\
\downarrow j_{m,n} \\
V_{m,n} \\
\downarrow f_0 \end{array}
\rightarrow
\begin{array}{c}
M_{m,n} \\
\downarrow f''_0 \end{array}
\rightarrow
\begin{array}{c}
X'_{m,n} \\
\downarrow \pi'_1 \end{array}
\rightarrow
\begin{array}{c}
Y'_{m,n} \\
\downarrow \psi'_{m,n} \end{array}
\]

\[
\begin{array}{c}
\text{GL}_{2g,m,n} \\
\downarrow j'_{m,n} \end{array}
\rightarrow
\begin{array}{c}
X_{m,n} \\
\downarrow f_0 \end{array}
\rightarrow
\begin{array}{c}
X'_m, n \\
\downarrow \pi_1 \end{array}
\rightarrow
\begin{array}{c}
Y_{m,n} \\
\downarrow \psi_{m,n} \end{array}
\]

where

\[
X_{m,n} = Y_{m,n} \times \text{Mat}_{m \times n}^{2g+r} \\
X'_m, n = Y'_m, n \times \text{Mat}_{m \times n}^{2g+r} \\
V = V_m \times \text{Mat}_{m \times n}^{2g+r} \\
Z = Z_m \times Z_n \times \text{Mat}_{m \times n}^{2g+r}
\]

and

\[
f_0(A_1, B_i) = \left( f(A_1, B_i), \ \varphi'_{m,n}(A_1, B_i)^{(3)} \right) \\
f''_0(\rho) = \left( f''(\rho), \ \rho^{(3)} \right)
\]

the maps \( \pi_1, \pi'_1, \pi''_1 \) are the respective projections, and \( j, j' \) are the obvious inclusions.

Hence (52) is indeed just the right-hand cube of (51) since \( \pi_1 \circ f_0 = f, \ \pi'_1 \circ f''_0 = f'' \) and \( \pi''_1 \circ f'_0 = f' \). \( \pi''_1 \circ f''_0 = f'' \). It is also clear that all the squares in diagram (52) except the top-left square are Cartesian. The top-left square of (52) will fail to be commutative due to the top-right square of (51) not being commutative.

**Proposition 5.4.** The right-hand cube in diagram (52) satisfies all the conditions needed to apply Corollary 4.9.

**Proof.** Looking at the conditions from (35) needed to apply Corollary 4.9, all are easily verified apart from the condition that the top face of this cube can be fitted into a diagram of the form (17) using maps \( \psi' = \psi \circ \alpha, \ \varphi' = \varphi \circ \beta \) and \( f'' = \delta \circ f' \) such that \( \pi_Y \circ \psi = \text{Id}_{Y_{m,n}} \) and \( \pi_Y \times \text{Id}_{\text{Mat}_{m \times n}^{2g+r}} \circ \varphi = \text{Id}_{X_{m,n}} \), where \( \psi, \alpha, \varphi, \beta, f', \delta \) and \( \pi_Y \) need to be determined.

For this cube, we have \( \varphi' = \psi'_{m,n} \times \text{Id}_{\text{Mat}_{m \times n}^{2g+r}} \) and \( \psi' = \psi'_{m,n} \). The inclusion \( \psi'_{m,n} \) is defined using \( \varphi'_m \) and \( \varphi'_n \) which are in turn determined by the algebra surjection \( \tau' \) given by Proposition 5.2. \( \tau' \)
was constructed such that $\tau' = \tau'' \circ \tau$ which gives us the factorisation of $\varphi'$ and of $\psi'$ we are looking for. In particular, we write $\varphi'_n = \varphi_n \circ \alpha_n$ where $\varphi_n : \text{GL}_{2g} \hookrightarrow \text{GL}_{2g+r}$ is the inclusion

$$(A_a)_{a \in Q'_1} \mapsto (A_a, p_i(A_a))_{a \in Q'_1, i = 1, \ldots, r}$$

which is induced from the surjection $\tau$, and $\alpha_n : \text{GL}_{2g} \twoheadrightarrow \text{GL}_{2g}$ is the isomorphism induced from the isomorphism $\tau''$. Also consider the projection $\pi_n : \text{GL}_{2g+r} \twoheadrightarrow \text{GL}_{2g}$

$$(A_a, B_{h_i})_{a \in Q'_1, i = 1, \ldots, r} \mapsto (A_a)_{a \in Q'_1}.$$ 

Then we take $\psi = \psi_{m,n} : Y_{m,n} \to Y'_{m,n}$ to be

$$(\rho', \rho'', R) \mapsto (\varphi_m(\rho'), \varphi_n(\rho''), R, 0, \ldots, 0)$$

and $\pi_Y : Y_{m,n} \to Y_{m,n}$ to be

$$(\rho', \rho'', R_0, \ldots, R_r) \mapsto (\pi_m(\rho'), \pi_n(\rho''), R_0)$$

and

$$\alpha = \alpha_m \times \alpha_n \times \text{id}_{\text{Mat}_{m \times n}}$$

$$\varphi = \psi_{m,n} \times \text{id}_{\text{Mat}_{2g+r}}$$

$$\beta = \alpha \times \text{id}_{\text{Mat}_{m \times n}}$$

$$\delta = \text{id}_Y$$

$$f' = f'' = \pi'_1.$$

The squares from diagram (17) then become

$$Y'_{m,n} \times \text{Mat}_{2g+r} \times_{m \times n} \pi'_1 \to Y'_{m,n}$$

$$\psi_{m,n} \times \text{id} \downarrow$$

$$\downarrow \psi_{m,n}$$

$$Y_{m,n} \times \text{Mat}_{2g+r} \times_{m \times n} \pi_1 \to Y_{m,n}$$

and

$$Y'_{m,n} \times \text{Mat}_{2g+r} \times_{m \times n} \pi'_1 \to Y'_{m,n}$$

$$\pi_Y \times \text{id} \downarrow$$

$$\downarrow \pi_Y$$

$$Y_{m,n} \times \text{Mat}_{2g+r} \times_{m \times n} \pi_1 \to Y_{m,n}$$

both of which are clearly Cartesian, and we have that $\pi_Y \circ \psi = \text{id}_{Y_{m,n}}$ and $(\pi_Y \times \text{id}_{\text{Mat}_{2g+r}}) \circ \varphi = \text{id}_{Y_{m,n}}$ as required.

The reason we have constructed diagram (52) is that, whilst for (51) there most likely will not exist an isomorphism $\delta_Y : Y'_{m,n} \twoheadrightarrow Y'_{m,n}$ that will make the top-right square Cartesian when replacing $f''$ with $f' = \delta_Y^{-1} \circ f''$, there will exist an isomorphism $\delta_X : X'_{m,n} \twoheadrightarrow X'_{m,n}$ such that the top-left square will become Cartesian after replacing $f'_0$ with $f'_0 = \delta_X^{-1} \circ f'_0$. This is because due to the definitions of $X'_{m,n}$ and $f'_0$ we retain all the information of the representations in $M_{m,n}$. Informally we can see this happening in Example 5.3. It is not too hard to check that we can fully recover the data of
\((A_1, B_1, A_2, B_2) \in \text{GL}^4_{m,n}\) in the image of \(f''_0 \circ \varphi'_{m,n}\). So if \((\rho', \rho'', R_1, R_2, R_3, (D, F, G, I, J, L))\) is in the image of \(f''_0 \circ \varphi'_{m,n}\) our isomorphism \(\delta_X\) will then send this to

\[
(\rho', \rho'', R_1, R_2 B_2 A_2^{-1} B_2^{-1}, R_3, (D, F, G, I, J, L))
\]

and we can see that from the calculation in Example 5.3 this will make the square commutative (and in fact it will be Cartesian).

**Proposition 5.5.** The left-hand cube in diagram (52) satisfies all the conditions needed to apply Corollary 4.9.

**Proof.** As in Proposition 5.4 all the conditions are obvious barring the fact that the top face of the cube can be fitted into a diagram of the form (17). For this cube we have \(\varphi' = \varphi'_{m,n}\) and \(\psi' = \psi'_{m,n} \times \text{id}_{\text{Mat}_{2g+r}^2} \).

We utilise the same factorisation \(\tau' = \tau'' \circ \tau\) to factorise \(\psi'\) and \(\varphi'\). Therefore \(\varphi = \varphi_{m,n}\) and \(\psi = \psi_{m,n} \times \text{id}_{M, m, n}\) with \(\varphi_n\) and \(\psi_{m,n}\) described in the proof of Proposition 5.4. Then \(f_0\) becomes the map that sends \((A_\alpha)_{\alpha \in Q'} \in \text{GL}^2_{m,n}\) to

\[
(A^{(1)}_a)_{a \in Q'}, (A^{(2)}_a)_{a \in Q'}, (\tau'' - 1(\lambda)(A_\alpha) - \text{id}_{m,n})^{(3)}_a, (A^{(3)}_a, p_i(A_\alpha)^{(3)}_a)_{a \in Q', i = 1, \ldots, r}
\]

for \(\lambda = \prod_{i=1}^r x_i y_i x_i^{-1} y_i^{-1} \in \mathbb{C}(x_1^{\pm 1}, y_1^{\pm 1}, \ldots, x_2^{\pm 1}, y_2^{\pm 1})\).

Let \(a \in Q'\) and \(h \in Q' \backslash Q_1\) index the matrices in a representation of \(Q\), then \(X'_{m,n} \cong X_{m,n} \times \text{GL}^r_{m,n}\) with the isomorphism given by

\[
\left((A'_a, B'_h), (A''_a, B''_h), R_0, R_1, \ldots, R_r, (A'''_a, B''''_h), (C_h)\right) \mapsto \left((A'_a), (A''_a), R_0, (A'''_a, B''''_h), (C_h)\right)
\]

where

\[
C_{hi} = \begin{pmatrix} B_{hi} & R_i \\ 0 & B_{hi} \end{pmatrix}
\]

for \(i = 1, \ldots, r\).

So as per Remark 4.1 it suffices to show that there exists some isomorphism \(\gamma : M_{m,n} \sim \rightarrow M_{m,n}\) such that

\[
f'_0 = f_0 \times \text{id}_{\text{Mat}_{2g+r}^2}\)

where \(f''_0 = \delta \circ f'_0\) for some isomorphism \(\delta : X_{m,n} \times \text{GL}^r_{m,n} \sim \rightarrow X_{m,n} \times \text{GL}^r_{m,n}\).

Write

\[
\frac{\partial W}{\partial e_0} = \sum_{i=1}^{r} s_i h_i^c s_0 - \sum_{i=1}^{r} t_i h_i^d t_0
\]

where \(h_i \in Q_1 \backslash Q'_1\), \(s_i, t_i\) are paths in \(\mathbb{C}Q'\) for \(i = 0, \ldots, r\), and \(c_i, d_i \in \{0, 1\}\) such that for each \(i\), \(c_i\) and \(d_i\) cannot both be 1 (any \(h \in Q_1 \backslash Q'_1\) can appear at most once in \(\partial W/\partial e_0\), since for a brane tiling each arrow from the dual quiver must appear exactly twice in the potential and we already know that \(h\) appears at least once in the relations \(\partial W/\partial e_i\) for \(i = 1, \ldots, r\)). Using Proposition 5.2, for each \(i = 1, \ldots, r\) we can write

\[
h_i - p_i = \sum_{j} l_{i,j} u_{i,j} \left( \frac{\partial W}{\partial e_j} \right) v_{i,j}
\]

where \(l_{i,j} \in \mathbb{C}\), \(p_i\) is the path in \(\mathbb{C}Q'\) related to \(h_i\), and \(u_{i,j}\) and \(v_{i,j}\) are paths in \(\mathbb{C}Q\).

Write

\[
r \left( \frac{\partial W}{\partial e_0} \right) = \sum_{i=1}^{r} s_i p_i^c s_0 - \sum_{i=1}^{r} t_i p_i^d t_0 = p_0 - q_0
\]

for \(p_0\) and \(q_0\) paths in \(\mathbb{C}Q'\). Then we can apply Lemma 5.1 to \(F(Q')\) and \(F(x_1, y_1, \ldots, x_g, y_g)\), and \(\lambda = \prod_{i=1}^{g} x_i y_i x_i^{-1} y_i^{-1}\) and \(\lambda' = p_0 q_0^{-1}\), giving us the unit \(u \in \mathbb{C}(x_1^{\pm 1}, y_1^{\pm 1}, \ldots, x_g^{\pm 1}, y_g^{\pm 1})\) such that

\[
r'_{\lambda}(u) = u^{\lambda'} u^{-1}
\]
for \( c \in \{1, -1\} \). Define \( u' \in \mathbb{C}Q' \) to be
\[
u' = \tau'^{-1}(u)
\]
hence
\[
p_0q_0^{-1} = u' \tau'^{-1}(\Lambda^c) u'^{-1}.
\]
For the moment assume that \( c = 1 \). Then for \( (A_0)_{a \in Q'_1} \in \mathrm{GL}^2_{m,n} \) we have
\[
p_0(A_a) - q_0(A_a) = \tau \left( \frac{\partial W}{\partial e_0}(A_a) \right) = \frac{\partial W}{\partial e_0}(\varphi_{m,n}(A_a)) = \prod_{i=r} s_i(A_a) p_i(A_a)^{\alpha_i} s_0(A_a) - \prod_{i=r} t_i(A_a) p_i(A_a)^{d_i} t_0(A_a).
\]
Then define \( \delta^{-1} : X_{m,n} \times \mathrm{GL}^r_{m,n} \xrightarrow{\sim} X_{m,n} \times \mathrm{GL}^r_{m,n} \) by sending \( \left( (A'_a), (A''_a), R_0, (A''_a, B''_h), (C_h) \right)_{a \in Q'_1, h \in Q'_1} \) to
\[
\left( (A'_a), (A''_a), u'^{-1}(X_a) (R - S - T) q_0^{-1}(X_a) u'(X_a) \right)^{(3)} (A''_a, L''_h), (D_h) \right)_{a \in Q'_1, h \in Q'_1}
\]
where for \( a \in Q'_1 \) and \( h \in Q'_1 \)
\[
X_a = \begin{pmatrix} A'_a & A''_a \\ 0 & A''_a \end{pmatrix},
\]
\[
Y_h = \begin{pmatrix} C^{(1)}_h & B''_h \\ 0 & C^{(2)}_h \end{pmatrix},
\]
\[
F_{h_i} = C_{h_i} - \begin{pmatrix} C^{(1)}_{h_i} - \frac{\partial W}{\partial e_0}(A'_a, C^{(1)}_{h_i}) & 0 \\ 0 & C^{(2)}_{h_i} - \frac{\partial W}{\partial e_0}(A''_a, C^{(2)}_{h_i}) \end{pmatrix},
\]
\[
G_{h_i} = \sum_j t_{i,j} u_{i,j}(X_a, Y_h) F_{h_i} v_{i,j}(X_a, Y_h)
\]
\[
L''_h = B''_h - G^{(3)}_{h_i},
\]
\[
D_{h_i} = \begin{pmatrix} B''_{h_i} & G^{(3)}_{h_i} \\ 0 & B''_{h_i} \end{pmatrix},
\]
and
\[
R = R((A'_a), (A''_a), (C_h), R_0)
\]
\[
= \begin{pmatrix} \frac{\partial W}{\partial e_0}(A'_a, C^{(1)}_{h}) & R_0 \\ 0 & \frac{\partial W}{\partial e_0}(A''_a, C^{(2)}_{h}) \end{pmatrix},
\]
\[
S = S((X_a), (Y_h), (G_{h_i}))
\]
\[
= \sum_{i,c_{i-1}} \left( \prod_{j=r} s_j(X_a) Y_{h_i}^{c_{j}} \right) s_1(X_a) G_{h_i} \left( \prod_{j=i-1} s_j(X_a) p_j(X_a)^{c_{j}} \right) s_0(X_a)
\]
\[
T = T((X_a), (Y_h), (G_{h_i}))
\]
\[
= \sum_{i,d_{i-1}} \left( \prod_{j=r} t_j(X_a) Y_{h_i}^{d_{j}} \right) t_1(X_a) G_{h_i} \left( \prod_{j=i-1} t_j(X_a) p_j(X_a)^{d_{j}} \right) t_0(X_a).
\]
We can therefore calculate where \( f''_0 = \delta^{-1} \circ f'' \) sends \( ((A_a, B_h)_{a \in Q'_1, h \in Q'_1}) \):
Using the above notation and (55) we get

\[
C_{hi} = \begin{pmatrix} B^{(1)}_{hi} \\ 0 \end{pmatrix} \left( \frac{\partial W}{\partial e_i(A_a, B_h)} \right)^3_{(3)}
\]

\[
X_h = A_a
\]

\[
Y_h = B_h
\]

\[
F_{hi} = C_{hi} - \begin{pmatrix} B^{(1)}_{hi} - \frac{\partial W}{\partial e_i(A_a, B^{(1)}_h)} \\ 0 \end{pmatrix} \frac{\partial W}{\partial e_i(A_a, B^{(2)}_h)}
\]

\[
G_{hi} = \sum_j t_{ij} u_{ij}(A_a, B_h) \frac{\partial W}{\partial e_j}(A_a, B_h) v_{ij}(A_a, B_h)
\]

\[
L''_{hi} = B^{(3)}_{hi} - (B_{hi} - p_i(A_a))^{(3)}
\]

\[
D_{hi} = \begin{pmatrix} B^{(1)}_{hi} \\ 0 \end{pmatrix} \left( B_{hi} - p_i(A_a) \right)^{(3)}_{(3)}
\]

and

\[
R = R((A_a^{(1)}), (A_a^{(2)}), (C_h), (\partial W/\partial e_0(A_a, B_h)))^{(3)}
\]

\[
S = S((X_h), (Y_h), (G_h)) = S((A_a), (B_h), (B_{hi} - p_i(A_a)))
\]

\[
T = T((X_h), (Y_h), (G_h)) = T((A_a), (B_h), (B_{hi} - p_i(A_a)))
\]
since the sums in $S$ and $T$ are telescopic. Hence from (54) and (57) we see that

$$R - S - T = \frac{\partial W}{\partial e_0}(A_a, B_h) - \left[ \prod_{j=r}^1 s_j(A_a)B_{m,n}^{d_j} s_0(A_a) - \prod_{j=r}^1 s_j(A_a)p_j(A_a) \right] + \left[ \prod_{j=r}^1 t_j(A_a)B_{m,n}^{d_j} t_0(A_a) - \prod_{j=r}^1 t_j(A_a)p_j(A_a) \right]$$

$$= \prod_{i=r}^1 s_i(A_a) p_i(A_a) - \prod_{i=r}^1 t_i(A_a) p_i(A_a)$$

$$= \tau \left( \frac{\partial W}{\partial e_0} \right)(A_a)$$

$$= p_0(A_a) - q_0(A_a)$$

and so using (56) we get

$$\left( u^{-1}(X_a) (R - S - T) q_0^{-1}(X_a) u'(X_a) \right)^{(3)} = \left( u^{-1}(A_a) \left( p_0(A_a) - q_0(A_a) \right) \right)^{(3)}$$

$$= \left( u^{-1}(A_a) q_0^{-1}(A_a) u'(A_a) - \text{Id}_{m+n} \right)^{(3)}$$

Therefore we have that $f'_0((A_a, B_h)_{a \in Q'_1, h \in Q_1 \setminus Q'_1})$ equals

$$\left( (A_a^{(1)}), (A_a^{(2)}), (\gamma''(A_a) - \text{Id}_{m+n}) (A_a^{(3)}, p_i(A_a)^{(3)}), \left( B_{h, \gamma''(A_a) - \text{Id}_{m+n}} \right) \right)_{a \in Q'_1, h \in Q_1 \setminus Q'_1}$$

and so if we take $\gamma : M_{m,n} \sim M_{m,n}$ to be the isomorphism

$$(A_a, B_h)_{a \in Q'_1, h \in Q_1 \setminus Q'_1} \mapsto \left( A_a, B_{h, \gamma''(A_a) - \text{Id}_{m+n}} \right)_{a \in Q'_1, h \in Q_1 \setminus Q'_1}$$

comparing with (53) we see that

$$f'_0 = \left( f_0 \times \text{Id}_{\text{GL}_{m,n}} \right) \circ \gamma$$

as required.

Lastly we must check that $\delta|_Z = \text{Id}_Z$. So $((A'_a, B'_h), (A''_a, B''_h), (A'''_a, B'''_h)) \in Z$ is sent by $j'$ to $((A'_a, B'_h), (A''_a, B''_h), 0, \ldots, 0, (A'''_a, B'''_h)) \in X'_{m,n}$ which corresponds to $((A'_a), (A''_a), 0, (A'''_a, B''_h), (C_h)) \in X_{m,n} \times \text{GL}_{m,n}$ where

$$C_h = \begin{pmatrix} B'_h & 0 \\ 0 & B''_h \end{pmatrix}.$$
Then, using the fact that since \((A'_a, B'_h) \in Z_m\) and \((A''_a, B''_h) \in Z_m\) the evaluation of \(\partial W/\partial e_i\) on these matrices is 0 for \(i = 0, \ldots, r\), we have

\[
X_a = \begin{pmatrix} A'_a & A''_a \\ 0 & A''_a \end{pmatrix},
Y_h = \begin{pmatrix} B'_h & B''_h \\ 0 & B''_h \end{pmatrix},
F_{h_i} = \begin{pmatrix} B'_{h_i} & 0 \\ 0 & B''_{h_i} \end{pmatrix} - \begin{pmatrix} B'_{h_i} - \partial W/\partial e_i(A'_a, B'_h) & 0 \\ 0 & B'_{h_i} - \partial W/\partial e_i(A''_a, B''_h) \end{pmatrix},
G_{h_i} = \sum_j t_{i,j} u_{i,j}(X_a, Y_h) F_{h_i} v_{i,j}(X_a, Y_h),
L''_{h_i} = B''_{h_i},
D_{h_i} = \begin{pmatrix} B'_{h_i} & 0 \\ 0 & B''_{h_i} \end{pmatrix} = C_{h_i},
\]

and

\[
R = R((A'_a, A''_a), (C_h, 0)) = \begin{pmatrix} \partial W/\partial e_0(A'_a, C^{(1)}_h) & 0 \\ 0 & \partial W/\partial e_0(A''_a, C^{(2)}_h) \end{pmatrix},
S = S((X_a), (Y_h), (0)) = \sum_{i,c_i=1}^{i+1} \left( \prod_{j=r}^{i+1} s_j(X_a) Y_{h_{i,j}} \right) s_i(X_a) \cdot 0 \cdot \left( \prod_{j=i-1}^{1} s_j(X_a) p_j(X_a) \right),
T = T((X_a), (Y_h), (0)) = \sum_{i,d_i=1}^{i+1} \left( \prod_{j=r}^{i+1} t_j(X_a) Y_{h_{i,j}} \right) t_i(X_a) \cdot 0 \cdot \left( \prod_{j=i-1}^{1} t_j(X_a) p_j(X_a) \right),
\]

Hence \(((A'_a), (A''_a), 0, (A''_a, B''_h), (C_h))\) is sent by \(\delta^{-1}\) to

\[
((A'_a), (A''_a), 0, (A''_a, B''_h), (C_h))
\]

and so we do indeed get that

\[
\delta|_{\mathbb{Z}} = \text{id}_{\mathbb{Z}}.
\]

Finally if \(c = -1\) i.e. if

\[
\lambda' = u'^{-1}_{\tau''} \lambda^{-1}_{\tau''} u'^{-1}
\]
then we modify $\delta$ to send $\left( (A_a'), (A_a''), R_0, (A_a''', B'''), (C_h) \right)_{a \in Q_1, h \in Q_1 \setminus Q_1'}$ to
\[
\left( (A_a'), (A_a''), -\left( \tau''^{-1}(\lambda)(X_a) u'^{-1}(X_a) (R - S - T) q_0^{-1}(X_a) u'(X_a) \right)^{(3)}, (A_a''', L''', (D_h) \right)_{a \in Q_1, h \in Q_1 \setminus Q_1'}.
\]

Following the above calculations we get that for $f'_0 = \delta^{-1} \circ f''_0$
\[
-\left( \tau''^{-1}(\lambda)(X_a) u'^{-1}(X_a) (R - S - T) q_0^{-1}(X_a) u'(X_a) \right)^{(3)} =
-\left( \tau''^{-1}(\lambda)(A_a) u'^{-1}(A_a) (p_0(A_a) - q_0(A_a)) q_0^{-1}(A_a) u'(A_a) \right)^{(3)}
-\left( \tau''^{-1}(\lambda)(A_a) u'^{-1}(A_a) p_0(A_a) q_0^{-1}(A_a) u'(A_a) - \tau''^{-1}(\lambda)(A_a) \right)^{(3)}
= \left( \tau''^{-1}(\lambda)(A_a) - \text{Id}_{m+n} \right)^{(3)}
\]
as required. □

We can now put all the pieces together allowing us to prove Theorem 1.1.

**Theorem 5.6.** Let $\Sigma_g$ be a Riemann surface of genus $g$ with brane tiling $\Delta$ giving dual quiver $Q_\Delta$ and potential $W_\Delta$. Fix a cut $E$ for $W_\Delta$ and a maximal tree $T$ in $Q_\Delta \setminus E$, and let $Q$ be the quiver obtained by contracting $T$ in $Q_\Delta \setminus E$ with corresponding potential $W$. Then the 2D CoHA
\[
\bigoplus_{n \in \mathbb{N}} H_c(\text{Rep}_n(\pi_1(\Sigma_g)), \mathbb{Q})^\vee
\]
with multiplication induced by the diagram (15) is isomorphic as an algebra to the 2D CoHA
\[
\bigoplus_{n \in \mathbb{N}} H_c(\text{Rep}_n(\text{Jac}(\tilde{Q}, W, E)), \mathbb{Q})^\vee
\]
with multiplication induced by the diagram (16).

**Proof.** We use diagram (51) to construct a bridge between the two multiplications. This gives us the following diagram on cohomology: where $p_m : Z_m/\text{GL}_m \to \text{pt}$, $p_n : Z_n/\text{GL}_n \to \text{pt}$, $p_{m+n} : Z_{m+n}/\text{GL}_{m+n} \to \text{pt}$ and $p : (Z_m \times Z_n)/(\text{GL}_m \times \text{GL}_n) \to \text{pt}$ are the respective structure morphisms,
and we use an overline on a map to denote the respective induced map on the quotient stack.

\[
\begin{align*}
H_{c, \text{GL}_{m+n}}(Z_{m+n}, \mathbb{Q}) & \xrightarrow{p_{m+n} \eta_{m+n}^*} H_{c, \text{GL}_{m+n}}(V_{m+n}, \mathbb{Q}) \\
H_{c, \text{GL}_{m,n}}(Z_{m,n}, \mathbb{Q}) & \xrightarrow{p_{m,n} \eta_{m,n}^*} H_{c, \text{GL}_{m,n}}(V_{m,n}, \mathbb{Q}) \\
H_{c, \text{GL}_{m,n}}(Z_m \times Z_n, \mathbb{Q}) & \xrightarrow{p \eta_{m,n}^*} H_{c, \text{GL}_{m,n}}(V_m \times V_n, \mathbb{Q}) \\
H_{c, \text{GL}_m}(Z_m, \mathbb{Q}) \otimes H_{c, \text{GL}_n}(Z_n, \mathbb{Q}) & \xrightarrow{p_m \eta_m^* \otimes p_n \eta_n^*} H_{c, \text{GL}_m}(V_m, \mathbb{Q}) \otimes H_{c, \text{GL}_n}(V_n, \mathbb{Q})
\end{align*}
\]

Recalling that \(\text{Rep}_n(\text{Jac}(\bar{Q}, W, E)) \cong Z_n / \text{GL}_n\) and \(\text{Rep}_n(\mathbb{C}[\pi_1(\Sigma_g)]) \cong V_n / \text{GL}_n\), the dual of the left-hand side of (58) exactly gives the multiplication on \(H_c(\text{Rep}_n(\text{Jac}(\bar{Q}, W, E)), \mathbb{Q})\) and the dual of the right-hand side gives the multiplication on \(H_c(\text{Rep}_n(\pi_1(\Sigma_g)), \mathbb{Q})\), as described in Section 3.1. As \(\bar{\varphi}_n^*\) is an isomorphism each of the horizontal arrows in (58) are isomorphisms, hence to prove the two 2D CoHAs are isomorphic as algebras it suffices to show that (58) commutes.

Commutativity of the bottom square follows from the naturality of isomorphisms involved. For the top square note we have the following commutative diagram of maps

\[
\begin{align*}
V_{m+n} / \text{GL}_{m,n} & \xrightarrow{\eta_{m+n}^*} Z_{m+n} / \text{GL}_{m,n} \\
V_{m+n} / \text{GL}_{m+n} & \xrightarrow{\eta_{m+n}^*} Z_{m+n} / \text{GL}_{m+n}
\end{align*}
\]
Now for a general commutative square

\[
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
\downarrow{f'} & & \downarrow{g} \\
W & \xrightarrow{g'} & Z
\end{array}
\]

we have that the composition

\[
\eta^f(Q) \xrightarrow{\eta^f(Q)} g_+ g^* Q \xrightarrow{g_+ (\eta^f(Q))} g_+ f_+ f^* g^* Q
\]

equals

\[
\eta^f(Q) \xrightarrow{\eta^f(Q)} (g \circ f)_+ (g \circ f)^* Q = g_+ f_+ f^* g^* Q
\]

which equals

\[
\eta^f(Q) \xrightarrow{\eta^f(Q)} (g' \circ f')_+ (g' \circ f')^* Q = g'_+ f'_+ f'^* g'^* Q
\]

which equals

\[
\eta^f(Q) \xrightarrow{\eta^f(Q)} g'_+ g'^* Q \xrightarrow{g'_+ (\eta^f(Q))} g'_+ f'_+ f'^* g'^* Q
\]

i.e.

\[
g_+(\eta^f(Q)) \circ \eta^f(Q) = g'_+(\eta^f(Q)) \circ \eta^f(Q).
\]

Applying this to (59) and recalling the definitions of the morphisms from Section 3.1

\[
q^*_V := p_{m+n!}(\tilde{m}^*_m(Q)_{\text{V}_{m+n}}) / \text{GL}_{m+n})
\]

\[
q^*_Z := p_{m+n!}(\eta^f_Q(Q)_{\text{Z}_{m+n}}) / \text{GL}_{m+n})
\]

it follows that

\[
q^*_V \circ p_{m+n!}(\eta^f_{m+n}(Q)) = p_{m+n!}(\eta^f_{m+n}(Q) \circ p_{m+n!}(\eta^f_{m+n}(Q))
\]

\[
= p_{m+n!}(\eta^f_{m+n}(Q) \circ p_{m+n!}(\eta^f_{m+n}(Q))
\]

\[
= p_{m+n!}(\eta^f_{m+n}(Q) \circ p_{m+n!}(\eta^f_{m+n}(Q))
\]

\[
= p_{m+n!}(\eta^f_{m+n}(Q) \circ p_{m+n!}(\eta^f_{m+n}(Q))
\]

\[
= p_{m+n!}(\eta^f_{m+n}(Q) \circ p_{m+n!}(\eta^f_{m+n}(Q))
\]

The middle two squares in diagram (58) are induced by the respective morphisms of sheaves in D(Z_{m+n}), namely

\[
\begin{array}{ccc}
\eta^f_{m+n}(Q) & \sim & \eta^f_{m+n}(Q) \\
\hbar' \downarrow & & \hbar' \downarrow \\
\tilde{h}^*_m(Q)_{m+n} & \sim & \tilde{h}^*_m(Q)_{m+n}
\end{array}
\]

(61)
and

\[
\tilde{f}_m^{*} \eta_{m,n} \tilde{f}_n^{*} \sim \tilde{f}_m^{*} \varphi_{m,n} (Q) \varphi_{m,n} = (\varphi_{m}^{*} \times \varphi_{n}^{*}) (Q) \tilde{f}_m^{*} \varphi_{m,n},
\]

hence showing (61) and (62) commute is enough. Commutativity of (61) follows from the fact that the bottom-left square in diagram (51) is commutative. Indeed recall the definition of the morphisms $\tilde{h}^{*}$ and $\tilde{h}^{*'}$ from (9)

\[
\tilde{h}^{*} = \eta^\tilde{h} (Q_{V_{m+n}}), \\
\tilde{h}^{*'} = \eta^\tilde{h}' (Q_{Z_{m+n}})
\]

then applying (60) we get that

\[
\varphi_{m+n}(\tilde{h}^{*}) \circ \eta_{m+n}(Q) = \varphi_{m+n}(\eta^\tilde{h} (Q)) \circ \eta_{m+n}(Q)
\]

\[
= \varphi_{m+n}(\eta^\tilde{h} (\varphi_{m+n}^{*} Q)) \circ \eta_{m+n}(Q)
\]

\[
= \eta_{m+n}(h^\varphi_{m+n} (Q))
\]

\[
= \eta_{m+n}(h^\tilde{h} \circ \varphi_{m+n}^{*} (Q))
\]

\[
= \tilde{h}^f (\eta_{m+n} (h^\tilde{h}^{*} Q)) \circ \eta^{\tilde{h}'} (Q)
\]

\[
= \tilde{h}^f (\eta_{m+n} (Q)) \circ \tilde{h}^{*'}.
\]

It remains to show the commutativity of (62). Again recall the definition of the morphisms $f_{*}$ and $f_{*}''$ from (10)

\[
f_{*} = i^* (\nu^f (Q_{Y_{m,n}})) \circ e^{i f} (f_{*}^{(Q_{Y_{m,n}})})^{-1}
\]

\[
f_{*}'' = i^* (\nu^{f''} (Q_{Y_{m,n}})) \circ e^{i f''} (f_{*}''^{(Q_{Y_{m,n}})})^{-1}.
\]
Since $f = \pi_1 \circ f_0$ and $f'' = \pi'_1 \circ f''_0$ we have that $f_\ast = \pi'_1 \ast \pi_1(f_0 \ast)$ and $f''_\ast = \pi'_1 \ast \pi_1(f''_0 \ast)$ from Lemma 3.7. Hence we can use diagram (52) to split (62) into the following diagram

\[
\begin{array}{ccc}
\tilde{\pi}'_1 f''_0 \tilde{Q}_{Z_{m,n}}[2d] & \xrightarrow{\sim} & \tilde{\pi}'_1 f''_0 \tilde{Q}_{Z_{m,n}}[2d]
\end{array}
\]

\[
\begin{array}{ccc}
\tilde{\pi}'_1(f''_0[2e]) & \xrightarrow{\sim} & \tilde{\pi}'_1(f''_0[2e])
\end{array}
\]

\[
\begin{array}{ccc}
\tilde{\pi}'_1 \tilde{Q}_Z[2e] & \xrightarrow{\sim} & \tilde{\pi}'_1 \tilde{Q}_Z[2e]
\end{array}
\]

\[
\begin{array}{ccc}
\tilde{\pi}'_1 \eta_{m,n} \times \text{id}_Q[2e] & \xrightarrow{\sim} & \tilde{\pi}'_1(\psi'_m \times \text{id}_Q)[2e] = \psi'_m \times \pi_1(2e)\]
\end{array}
\]

\[
\begin{array}{ccc}
\pi'_1 \times \eta_{m,n} & \xrightarrow{\sim} & \psi'_m \times V\]
\end{array}
\]

\[
\begin{array}{ccc}
Q \times Z_{m,n} & \xrightarrow{\sim} & \tilde{\psi}'_{m,n} \tilde{Q}_{V} \times V\]
\end{array}
\]

where $\text{dim}(\pi_1) = \text{dim}(\pi'_1) = e$ and $\text{dim}(f_0) = \text{dim}(f''_0) = d - e$, and recall $\tilde{\psi}'_{m,n} = \tilde{\psi}'_m \times \tilde{\psi}'_m$. Then Proposition 5.4 and Proposition 5.5 tell us that we can apply Corollary 4.9 to both cubes in diagram (52), which in turn tells us that the both squares in (63) commute and hence (62) commutes and therefore so does (58). □
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