Full families of generalized interval exchange transformations

Luca Marchese and Liviana Palmisano

1 Université Paris 13, Sorbonne Paris Cité, LAGA, UMR 7539, 99 Avenue Jean-Baptiste Clément, 93430 Villetaneuse, France
2 University of Bristol, Howard House, Queens Ave., Bristol BS8 1SD, United Kingdom

E-mail: marchese@math.univ-paris13.fr and liviana.palmisano@gmail.com

Received 15 December 2017, revised 18 September 2018
Accepted for publication 10 October 2018
Published 4 December 2018

Abstract
We consider generalized interval exchange transformations, or briefly GIETs, that is bijections of the interval which are piecewise increasing homeomorphisms with finitely many branches. When all continuous branches are translations, such maps are classical interval exchange transformations, or briefly IETs. The well-known Rauzy renormalization procedure extends to a given GIET and a Rauzy renormalization path is defined, provided that the map is infinitely renormalizable. We define full families of GIETs, that is optimal finite dimensional parameter families of GIETs such that any prescribed Rauzy renormalization path is realized by some map in the family. In particular, a GIET and a IET with the same Rauzy renormalization path are semi-conjugated. This extends a classical result of Poincaré relating circle homeomorphisms and irrational rotations.
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1. Introduction
In 1885 Poincaré proved that any circle homeomorphism with irrational rotation number is semi-conjugate to a rotation. More precisely, consider $\mathbb{T} := \mathbb{R}/\mathbb{Z}$ and a homeomorphism $f : \mathbb{T} \to \mathbb{T}$ with irrational rotation number $\alpha$. Then there exists a continuous map $h : \mathbb{T} \to \mathbb{T}$ which preserves the cyclic order and such that $h \circ f = R_\alpha \circ h$, where $R_\alpha : \mathbb{T} \to \mathbb{T}$ is the map given by $R_\alpha(x) := x + \alpha \mod \mathbb{Z}$, see [22]. If the conjugacy $h$ is a homeomorphism, then $f$ and...
are conjugate. Denjoy proved that this holds if $f$ is a $C^1$ diffeomorphism and, as essential additional assumption, its derivative $f'$ has bounded variation, see [6]. More refined results on the smoothness of the conjugacy $h$ where obtained later under specific assumptions on the rotation number, see in particular [9, 11, 25].

It is natural to consider these questions for the class of generalized interval exchange transformations, or briefly GIETs, that is bijections $f : [0, 1) \to [0, 1)$ of the interval which are locally piecewise increasing homeomorphisms, where the number of continuous branches is finite (see section 1.1 for definitions). These maps arise as a natural generalization of interval exchange transformations, or briefly IETs, which are the maps in the class described above for which all continuous branches are translations. Renormalization is a central tool in such setting, and since our way to renormalize GIETs is modeled on Rauzy induction on classical IETs, then it is both natural and necessary to restrict to maps whose continuous branches are strictly increasing.

It is known that standard IETs arise as first return maps of linear flows on a translation surface to a transversal segment, and the same relation holds between GIETs and a class of non-conservative flows on surfaces of genus $g \geq 2$ (see [1] in the affine case). Moreover, in sight of forthcoming developments, the ideas of this paper may be extended to maps admitting branches with flat intervals, which correspond to first return maps of Cherry flows in genus $g \geq 2$. More precisely, the construction itself of Cherry flows relies on a full family result (see [10] at page 464), moreover such type of result would also enable to prescribe diophantine properties of the return maps, in order to study fine property of its attractor, as it is done in [21] in the torus case. Finally, as it is explained in more detail at the end of this paragraph, the interest in GIETs has an important motivation in the study of conjugacy classes and rigidity phenomena.

In the setting of GIETs described above, we consider extensions of Poincaré’s result. First of all, the notion of rotation number is generalized to GIETs by the notion of Rauzy renormalization path (see definition 3.1), where in particular infinitely renormalizable GIETs are those for which such a renormalization path exists and is infinite complete in the sense of Marmi–Moussa–Yoccoz [15]. If $f : [0, 1) \to [0, 1)$ is an infinitely renormalizable GIET and $T : [0, 1) \to [0, 1)$ is an IET with the same renormalization path, then the two maps are semi-conjugated, that is $h \circ f = T \circ h$ for a continuous non-decreasing map $h : [0, 1) \to [0, 1)$ (see proposition 1.1). A consequent question is to ask if any Rauzy renormalization path is in fact realized in the class of GIETs. Our main result, namely theorem 1.5, gives a positive answer, under a mild combinatorial assumption which plays an essential role in our argument (a discussion on the generality of such assumption appears in remark 1.7). More precisely, in definition 1.2 we introduce parameter families of GIETs with the optimal finite number of real parameters. When the extra combinatorial assumption is satisfied, then, for any specific Rauzy renormalization path, there exists a map in the family which realizes it. Having such a property, these parameter families of GIETs are called full families. Moreover, in proposition 1.3 we prove that the space of GIETs is continuously foliated in full families.

Similar results on full families have been proved in the past in different settings: continuous non decreasing circle maps [19], tent maps [20], multimodal interval maps [20], Lorenz maps [18], quadratic complex maps [7]. A negative result occurs for Hénon maps [8]. For circle maps the full family theorem is a direct consequence of the continuity of the rotation number and the mean value theorem. Complex methods are used for proving the theorem in the context of the quadratic complex family. In the other cases the result is achieved using a method introduced by Thurston. In sections 5 and 6 we adapt such method to the setting of GIETs: we define a map on the space of configurations (see definition 5.1), which is naturally identified with a finite dimensional simplex, and we obtain a dynamically generated configuration as a
fixed point of such map. Such dynamically generated configuration corresponds to a GIET in the full family. Then, considering longer and longer finite renormalization paths and taking a limit one obtains the required GIET. The properties (1)–(3) defining a full family (see definition 1.2) arise naturally while we implement such method.

Our results are the beginning of a long-term project aiming to describe the quality of the semi-conjugacy between a GIET and a classical IET. It is known that already for the case of affine interval exchange transformations the semi-conjugacy is not always a conjugacy, see [2, 3, 16]. The renormalization path generated by the map is not the only invariant determining whether systems are conjugated or not, see [4, 5, 13, 17]. We expect that similar and new phenomena will appear also for GIETs. Our result is also the first step for describing the semi-conjugacy classes. It is conjectured in [17] that they are topological submanifolds of codimension $d - 1$, where $d$ is the number of the subintervals determining the IET. In the next section we present our results in all details.

### 1.1. Statement of results

An alphabet $\mathcal{A}$ is a finite set with cardinality $|\mathcal{A}| = d \geq 2$. A combinatorial datum over $\mathcal{A}$ is a pair $\pi = (\pi_1, \pi_d) : \mathcal{A} \to \{1, \ldots, d\}$. Such $\pi$ is said admissible if $\pi^{-1}_k \{1, \ldots, k\} \neq \pi^{-1}_b \{1, \ldots, k\}$ for any $k = 1, \ldots, d - 1$. A right-open interval is an interval $[a, b) \subset \mathbb{R}$ closed on the left and open on the right. Denote $\text{Int}(I) := (a, b)$ and $\text{Cl}(I) := [a, b]$ respectively its interior and its closure. Obviously, right-open intervals are never empty. When there is no ambiguity, we will refer to them simply as intervals.

Given a combinatorial datum $\pi$ and a right-open interval $I$, consider two partitions of $I$ into $d$ right-open subintervals $P_{\pi} = \{I_{\alpha}\}_{\alpha \in \mathcal{A}}$ and $P_b = \{I_{b\alpha}\}_{\alpha \in \mathcal{A}}$, where for any $\alpha \in \mathcal{A}$ the subintervals $I_{\alpha}$ and $I_{b\alpha}$ appear respectively in $\pi_\alpha(\alpha)$ and $\pi_\beta(\alpha)$ position in $I$ counting from the left. A *generalized interval exchange transformation*, of briefly GIET, is a map $f : I \to I$ such that for any $\alpha \in \mathcal{A}$ the restricted map

$$f|_{I_{\alpha}} : I_{\alpha} \to I_{b\alpha}$$

is an orientation preserving homeomorphism (see the left part of figure 1). The restricted map in equation (1.1) is called a *continuous branch* of $f$ and is denoted $f_{\alpha}$. Clearly, if $f : I \to I$ is a GIET, then $f$ is a bijection of $I$ and its inverse $f^{-1} : I \to I$ is also a GIET. A map $T : I \to I$ is an *interval exchange transformation*, or briefly IET, if it is a GIET and for any $\alpha \in \mathcal{A}$ the restricted map in equation (1.1) is a translation. A *length datum* is any vector $\lambda \in \mathbb{R}_+^d$ with all entries positive. Any pair of combinatorial-length data $(\pi, \lambda)$ determines uniquely an IET, denoted $T = T(\pi, \lambda)$, acting on the interval $I := [0, \sum_{\alpha \in \mathcal{A}} \lambda_\alpha]$, where the intervals in the partitions $P_{\pi} = \{I_{\alpha}\}_{\alpha \in \mathcal{A}}$ and $P_b = \{I_{b\alpha}\}_{\alpha \in \mathcal{A}}$ of $I$ are defined for $\alpha \in \mathcal{A}$ by

$$I_{\alpha} := \left[ \sum_{\pi_\alpha(\alpha) \leq \pi_\alpha(\alpha)^{-1} \lambda_\alpha}, \sum_{\pi_\alpha(\alpha) \leq \pi_\alpha(\alpha)} \lambda_\alpha \right] \quad \text{and} \quad I_{b\alpha} := \left[ \sum_{\pi_\alpha(\alpha) \leq \pi_\alpha(\alpha)^{-1} \lambda_\alpha}, \sum_{\pi_\alpha(\alpha) \leq \pi_\alpha(\alpha)} \lambda_\alpha \right].$$

We denote by $\mathcal{G}(\pi, I)$ the set of all GIETs defined on the interval $I$ with combinatorial datum $\pi$. We denote by $\mathcal{T}(\pi, I)$ the set of those $f \in \mathcal{G}(\pi, I)$ which are IETs. Recall that the euclidian distance $d(x, y)$ between points $x, y$ in $\mathbb{R}^2$ induces the *Hausdorff distance* $\text{Dist_H}(E, F)$ between closed sets $E, F \subset \text{Cl}(I)^2$, that is

$$\text{Dist_H}(E, F) := \max \left\{ \sup_{x \in E} \inf_{y \in F} d(x, y), \sup_{x \in F} \inf_{y \in E} d(x, y) \right\}.$$
For \( f \in \mathcal{G}(\pi, I) \) and \( \alpha \in \mathcal{A} \) let \( f_{\alpha} \) be its continuous branch as in equation (1.1), denote by \( \mathcal{G}_{f_{\alpha}} \) the graph of \( f_{\alpha} \) and by \( \overline{\mathcal{G}_{f_{\alpha}}} \) the closure of \( \mathcal{G}_{f_{\alpha}} \) in \( \text{Cl}(I)^2 \). The set \( \mathcal{G}(\pi, I) \) is a metric space setting \( \text{Dist}(f, f') := \sum_{\alpha \in \mathcal{A}} \text{Dist}_{H}(\mathcal{G}_{f_{\alpha}}, \overline{\mathcal{G}_{f'_{\alpha}}}) \). (1.2)

For any \( \alpha \in \mathcal{A} \) consider the points \( u'_{\alpha} := \inf I'_{\alpha} \) and \( u_{\alpha}^b := \inf I^b_{\alpha} \), so that in particular \( u'_{\alpha_0} = u_{\beta_0}^b = \inf I \) for the letters \( \alpha_0, \beta_0 \) with \( \pi_t(\alpha_0) = \pi_b(\beta_0) = 1 \). The points \( u'_{\alpha} \) and \( u_{\alpha}^b \) for \( \alpha \in \mathcal{A} \) are called respectively the critical points and the critical values of \( f \). When \( f \) is allowed to vary inside \( \mathcal{G}(\pi, I) \), we denote these points by \( u'_{\alpha}(f) \) and \( u_{\alpha}^b(f) \). In particular, if \( f = T(\pi, \lambda) \) is the IET determined by combinatorial-length data \( (\pi, \lambda) \) then its critical values \( u_{\alpha}^b(f) \) depend on \( \lambda \) via the linear relation

\[
u_{\alpha}^b(f) = \sum_{\pi_t(\gamma) \leq \pi_t(\alpha) - 1} \lambda_{\gamma} \quad \text{for any } \alpha \in \mathcal{A}.
\]

Similarly, the critical points of \( f = T(\pi, \lambda) \) are \( u'_{\alpha}(f) = \sum_{\pi_b(\gamma) \leq \pi_b(\alpha) - 1} \lambda_{\gamma} \) for \( \alpha \in \mathcal{A} \). Orbits of critical points and critical values contain relevant information on the dynamical properties of GIETs. In terms of such special orbits, lemma 3.3 establishes a criterion which determines when an IET is infinitely renormalizable, or briefly a Keane IET (see section 3.3 for definitions). According to a well known result of Keane any such \( T \) is also minimal (see [12], and also lemma 3.3). Moreover, according to [15], the renormalization path of any such \( T \) is also infinite complete, in the sense recalled in definition 3.1 below. More generally, in definition 3.1 it is introduced the notion of infinitely renormalizable \( f \in \mathcal{G}(\pi, I) \) and the notion of Rauzy path \( \gamma(f, \infty) \) of any such GIET \( f \). Differently from the case of classical IETs, in the general case infinite completeness must be added as an extra assumption (see also remark 3.2). The notion of Rauzy path can be considered as a generalization of the rotation number of a circle homeomorphism, and according to proposition 3.5 such path is determined by the combinatorics of the orbits of critical points and critical values. The goal of this paper is to show that in a nice parameter families of GIETs, which in definition 1.2 are called full families, one can find maps having any prescribed Rauzy path (see theorem 1.5). A motivation for this purpose
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**Figure 1.** In the left part of the figure it is represented a GIET \( f \) with five intervals. On the right part of the figure a degeneration \( D \) of such \( f \). One can obtain \( D \) from \( f \) shrinking to zero both the pairs of intervals \( I^b_{\alpha} \) and \( I^b_{\beta} \). This gives rise to two points, which are the singular part of \( D \). The graph of \( f \) is close to \( D \) in the Hausdorff distance.
is given by proposition 1.1 below, which establishes an easy and standard result (see also proposition 7 at page 45 in [27]).

**Proposition 1.1 (Poincaré, Yoccoz).** Let \( T = T(\pi, \lambda) \) be any Keane IET determined by combinatorial-length data \( (\pi, \lambda) \) and consider \( f \in \mathcal{G}(\pi, I) \), where \( I := \left[ 0, \sum_{\alpha \in \mathcal{A}} \lambda_\alpha \right) \). Then we have \( \gamma(f, \infty) = \gamma(T, \infty) \), that is \( f \) and \( T \) have the same Rauzy path, if and only if \( f \) is semi-conjugated to \( T \), that is there exists a non decreasing, continuous and surjective map \( h : I \rightarrow I \) such that

\[
h \circ f = T \circ h. \quad (1.4)
\]

Let \( \Delta^A \) be the standard open simplex in \( \mathbb{R}^A \), that is the set of \( \lambda \in \mathbb{R}^A \) with \( \lambda_\alpha > 0 \) for any \( \alpha \in \mathcal{A} \) and \( \sum_{\alpha \in \mathcal{A}} \lambda_\alpha = 1 \). If \( T : I \rightarrow I \) is an IET defined on the interval \( I := [0, 1) \), then its length datum belongs to \( \Delta^A \), that is \( \mathcal{T} = \mathcal{T}(\pi, [0, 1)) = \pi \times \Delta^A \). In the following, elements of \( \Delta^A \) are used to parametrize more general families of GIETs via a marking of points in \([0, 1)\) by the linear function in equation (1.3), and in this general case they are denoted by the letter \( \tau \) in order to avoid ambiguity with length data of IETs. Moreover such parameter families of GIETs will admit degenerations at the boundary of parameter space. We describe below the allowed degenerations.

Fix a combinatorial datum \( \pi \) over \( \mathcal{A} \). Let \( \mathcal{A}' \subset \mathcal{A} \) be a sub-alphabet with \( d' \) elements, where \( 1 \leq d' \leq d - 1 \) and for \( \epsilon \in \{ t, b \} \) let \( \rho_\epsilon : \pi_\epsilon(\mathcal{A}') \rightarrow \{ 1, \ldots, d' \} \) be the corresponding increasing bijections, which of course depend on \( \mathcal{A}' \). Let \( \pi' = (\pi'_t, \pi'_b) \) be the combinatorial datum over \( \mathcal{A}' \) with \( \pi'_t, \pi'_b : \mathcal{A}' \rightarrow \{ 1, \ldots, d' \} \) defined by \( \pi'_t := \rho_t \circ \pi\mid_{\mathcal{A}'}, \pi'_b := \rho_b \circ \pi\mid_{\mathcal{A}'} \). Such \( \pi' \) is called a reduction of \( \pi \). In general \( \pi' \) is not admissible even if \( \pi \) is.

Let \( I = [a, b) \) be a right-open interval. A degeneration of a GIET in \( \mathcal{G}(\pi, I) \) is a subset \( \mathcal{D} \subset [a, b)^2 \) which is the union \( \mathcal{D} = \mathcal{G}_f \cup S \) of two parts. The regular part \( \mathcal{G}_f \) of \( \mathcal{D} \) is the graph of a GIET \( f \in \mathcal{G}(\pi', I) \) whose combinatorial datum \( \pi' \) is a reduction of \( \pi \) with alphabet \( \mathcal{A}' \subset \mathcal{A} \). The singular part \( S \) of \( \mathcal{D} \) is a finite set with \( |\mathcal{A}| - |\mathcal{A}'| \) points, whose \( x \)-coordinate and \( y \)-coordinate are on the boundary of the continuity intervals of \( f \) and \( f^{-1} \) respectively, that is

\[
S \subset \left( \{ u'_\alpha(f), \alpha \in \mathcal{A}' \} \cup \{ b \} \right) \times \left( \{ u''_\alpha(f), \alpha \in \mathcal{A}' \} \cup \{ b \} \right).
\]

Let \( \mathcal{D}(\pi', I) \) be the set of degenerations \( \mathcal{D} \) whose regular part \( f : I \rightarrow I \) has combinatorial datum \( \pi' \). As it is shown in the right part of figure 1, such degenerations can be obtained as limits, in the parameter \( \tau \in \Delta^A \), of maps \( f_{\tau} \in \mathcal{G}(\pi, I) \), where for any \( \alpha \in \mathcal{A}' \) the branches \( f_{\tau}\mid_{\mathcal{A}} \) in equation (1.1) keep homeomorphism also in the limit, while the branches corresponding to letters in \( \mathcal{A} \setminus \mathcal{A}' \) are contracted to a point in \( S \). Finally consider the set

\[
\hat{\mathcal{G}}(\pi, I) := \mathcal{G}(\pi, I) \cup \bigcup_{\pi' \text{ reduction of } \pi} \mathcal{D}(\pi', I).
\]

Consider \( D \in \hat{\mathcal{G}}(\pi, I) \), decompose it as \( D = \mathcal{G}_f \cup S \) and let \( \mathcal{A}(D) \subset \mathcal{A} \) be the alphabet of the regular part \( f \) of \( D \), where \( S = \emptyset \) and \( \mathcal{A}(D) = \mathcal{A} \) if \( D = f \in \mathcal{G}(\pi, I) \). When \( S \neq \emptyset \) denote its points by \( s_\alpha, \alpha \in \mathcal{A} \setminus \mathcal{A}(D) \). Then for any \( \alpha \in \mathcal{A} \) set \( D_\alpha := \mathcal{G}_{f_\alpha} \) if \( \alpha \in \mathcal{A}(D) \), and \( D_\alpha := \{ s_\alpha \} \) otherwise. Finally extend to \( \hat{\mathcal{G}}(\pi, I) \) the distance in equation (1.2) setting

\[
\text{Dist}(D, D') := \sum_{\alpha \in \mathcal{A}} \text{Dist}_H(D_\alpha, D'_\alpha).
\]

**Definition 1.2.** A full family over \( \pi \) is a parameter family \( (f_{\tau})_{\tau \in \Delta^A} \) of GIETs which is the image of a map

\[
F : \Delta^A \rightarrow \mathcal{G}(\pi, [0, 1)), \quad \tau \mapsto F(\tau) = f_{\tau}.
\]
satisfying the properties below.

1. The map $F: \Delta^A \to \mathcal{G}(\pi, [0, 1])$ is continuous.
2. For any $\tau \in \Delta^A$ the points defined by equation (1.3) are the critical values of $f_\tau$, that is, for any $\alpha \in A$ we have
   $$u^\alpha_n(f_\tau) = \sum_{\pi(\chi) \leq \pi(\alpha) - 1} \tau_\chi.$$ 
3. The map $F: \Delta^A \to \mathcal{G}(\pi, [0, 1])$ extends to a continuous map
   $$\tilde{F}: \Delta^A \to \hat{\mathcal{G}}(\pi, [0, 1]).$$

Point (2) in definition 1.2 implies that the map $F$ must be injective. Moreover, the linear functions $\tau \mapsto \sum_{\pi(\chi) \leq \pi(\alpha) - 1} \tau_\chi$ defined by equation (1.3) extend continuously to the boundary of $\Delta^A$, and give a marking for the $y$-coordinate of points in the singular part $D \in \hat{\mathcal{G}}(\pi, [0, 1])$. If $\tau^{(\infty)} \in \partial \Delta^A$ and $\tau^{(n)} \in \Delta^A$ is a sequence with $\tau^{(n)} \to \tau^{(\infty)}$ as $n \to \infty$, then the continuity of $\tilde{F}$ implies that for any $\alpha \in A$ we must have
   $$\lim_{n \to \infty} u^\alpha_n(f_{\tau^{(n)}}) = \lim_{n \to \infty} \sum_{\pi(\chi) \leq \pi(\alpha) - 1} \tau_\chi^{(n)} = \sum_{\pi(\chi) \leq \pi(\alpha) - 1} \tau_\chi^{(\infty)},$$
which is the analogous of Point (2) for the degeneration $D = \tilde{F}(\tau_{\infty})$. If particular also $\tilde{F}$ must be injective. The map $F: \Delta^A \to \mathcal{T}(\pi, [0, 1])$, $\lambda \mapsto f_\lambda := T(\pi, \lambda)$ in an example of a full family. In section 2 we prove proposition 1.3 below.

**Proposition 1.3.** Let $\pi$ be any combinatorial datum. There exists a continuous function
   $$F: \mathcal{G}(\pi, [0, 1]) \times \Delta^A \to \mathcal{G}(\pi, [0, 1]), \quad (f, \tau) \mapsto F(f, \tau)$$
such the following holds.

1. For any $f \in \mathcal{G}(\pi, [0, 1])$ we have a full family parametrized by
   $$F: \Delta^A \to \mathcal{G}(\pi, [0, 1]), \quad \tau \mapsto F(\tau) := F(f, \tau).$$
2. For any $f \in \mathcal{G}(\pi, [0, 1])$ and any $\tau, \tau' \in \Delta^A$ we have
   $$F(F(f, \tau), \tau') = F(f, \tau').$$

In particular the space $\mathcal{G}(\pi, [0, 1])$ is continuously foliated into full families.

3. For any $f \in \mathcal{G}(\pi, [0, 1])$, any $\tau \in \Delta^A$ and any $\alpha \in A$ the continuous branch $f^\alpha_\tau$ of $f':= F(f, \tau)$ has the form $f^\alpha_\tau = \phi_\alpha \circ f_\alpha \circ \psi_\alpha^{-1}$, where $f_\alpha$ is the corresponding continuous branch of $f$ and where $\phi_\alpha$ and $\psi_\alpha$ are affine functions. In particular $f^\alpha_\tau$ and $f_\alpha$ have the same regularity.

For any combinatorial datum $\pi$, proposition 1.3 provides natural parameter families of GIETs $(f_\tau)_{\tau \in \Delta^A}$ such that, for any Keane IET $T = T(\pi, \lambda)$, one can expect to find a parameter $\tau$ and a semi-conjugation $h$ such that $f_\tau$ and $T$ are related by equation (1.4). Unluckily, due to technical reasons appearing in sections 6.2 and 6.5, we can prove the existence of such $f_\tau$ only under an additional combinatorial assumption on the underlying combinatorial datum $\pi$, or more precisely on the Rauzy class $\mathcal{R}$ of $\pi$, which is defined in section 3.1. Such combinatorial
property seems to be satisfied in great generality, and in remark 1.7 we discuss up to what extent it is in fact always true.

**Definition 1.4.** Let $\pi$ be a combinatorial datum and $\pi_\tau, \pi_b : A \to \{1, \ldots, d\}$ be the corresponding pair of bijections. Let $\sigma = \sigma(\pi) : \{1, \ldots, d\} \to \{1, \ldots, d\}$ be the bijection given by $\sigma := \pi_b \circ \pi_\tau^{-1}$. We say that $\pi$ is a cyclic combinatorial datum if $\sigma(\pi)$ is cyclic of maximal order $d$.

The main result of this paper is theorem 1.5 below. We call it full family theorem for the analogy with similar results in the literature established for different kind of maps of the interval.

**Theorem 1.5.** Fix an admissible combinatorial datum $\pi$ and assume that the Rauzy class $\mathcal{R}$ of $\pi$ contains a cyclic combinatorial datum $\pi^{(\tau)}$. Let $(f_\tau)_{\tau \in \Delta^A}$ be a full family over $\pi$. If $T \in T(\pi, [0, 1])$ is a Keane IET, then there exists $\tau \in \Delta^A$ such that $f_\tau$ generates the same Rauzy path as $T$, that is $\gamma(f, \infty) = \gamma(T, \infty)$.

In particular, if $f_\tau$ and $T$ are as in theorem 1.5 above, then $f_\tau$ is semi-conjugated to $T$, according to proposition 1.1. The map $h$ as in equation (1.4) is injective, and thus a conjugation, if and only if $f_\tau$ has no wandering intervals. Since any Borel probability measure $\mu$ which is invariant under $f_\tau$ is not supported on wandering intervals, then any such $\mu$ is the pull-back $h^\ast \nu$ of a Borel probability measure $\nu$ invariant under $T$. In particular $f_\tau$ is uniquely ergodic if and only if $T$ is.

We stress that theorem 1.5 gives only an existence result for $f_\tau$ as above, but des not say anything about its unicity. In particular, given an arbitrary full family $(f_\tau)_{\tau \in \Delta^A}$, even for an uniquely ergodic IET $T$, the set of parameters $\tau$ given by theorem 1.5 may contain open sets.

To our knowledge, the above unicity issue is an extremely interesting open question.

**Remark 1.6.** A criterion for the existence of affine interval exchange transformations with prescribed Rauzy path was previously established by proposition 2.3 in [16].

**Remark 1.7.** It is natural to ask if theorem 1.5 holds for any admissible combinatorial datum $\pi$, and we do not know any Rauzy class for which the required property fails. It is easy to check directly that a cyclic $\pi^{(\tau)}$ exists in any Rauzy class over at most five intervals. Moreover, for any $d \geq 2$, a cyclic element $\pi^{(\tau)}$ exists in the hyperelliptic Rauzy class $\mathcal{R}_d^{hyp}$ over $d$ letters, that is the class of the datum $\pi$ with $\pi_\tau(\alpha) + \pi_b(\alpha) = d + 1$ for any $\alpha \in A$. In this case, the required $\pi^{(\tau)}$ can be obtained from $\pi$ alternating the top and bottom operations $R$ and $R^\ast$ (see section 3.1) the right number of times. According to private discussions with Delecroix et al the existence of a cyclic $\pi^{(\tau)}$ can be proved also for other infinite lists of classes (see [14] for a classification of Rauzy classes).

**Remark 1.8.** Given a full family $F = (f_\tau)_{\tau \in \Delta}$ and a finite Rauzy path $\gamma$ one can consider the family $\tilde{F}$ obtained from a proper subfamily $F_{\gamma} = (f_\tau)_{\tau \in \Delta_{\gamma}}$ of $F$ under the steps of the Rauzy induction specified by $\gamma$, where $\Delta_{\gamma} \subset \Delta$ is a proper open set. According to a private discussion with Fougéron and Ghazouani, it is possible to show that the family $\tilde{F}$ is itself a full family, i.e. it satisfies properties (1)–(3) in definition 1.2. This was pointed out after this paper was finished, and provides the inductive step of a recursive alternative proof of our theorem 4.1, and as a consequence of our main theorem 1.5. Nevertheless this alternative argument becomes clear once the definition 1.2 is properly given, and such proper definition of full family was the final outcome of the attempt of implementing the Thurston map (see section 5) in the setting of GIETs.
1.2. Contents of this paper

The rest of the paper is organized as follows.

In section 2 we prove proposition 1.3. The proof is based on simple constructions, which are independent from the combinatorial structures introduced in sections 3 and 5.

In section 3 we recall the essential background on Rauzy induction. In particular, section 3.1 we introduce Rauzy classes, Rauzy paths and the corresponding linear co-cycle. In sections 3.2 and 3.3 we explain how the induction applies to GIETs and finally in section 3.4 we introduce dynamically defined partitions of the interval, which play a central role in all the paper.

In section 4 we prove the full family theorem 1.5. The proof is given in section 4.2, via theorem 4.1, which is the main technical result in this paper. According to theorem 4.1 (and remark 4.2), if the Rauzy class of \( \pi \) contains a cyclic element, then in a full family over \( \pi \) one can find a GIET generating a dynamical partition with given prescribed combinatorics.

In section 5 we introduce the Thurston map, which is the main tool necessary to prove theorem 4.1. In section 5.1 we fix a prescribed model for the combinatorics of a dynamical partition and we introduce the notion of configuration, that is a partition of the interval into labelled subintervals respecting the combinatorics of the prescribed model, but not necessarily dynamically generated. The space of configurations is naturally identified with an open simplex. Then in section 5.2 we define the Thurston map, which acts continuously on the space of configurations, and in section 5.3 we explain that fixed points of such map are dynamically defined partitions.

In section 6 we complete the proof of theorem 4.1 by showing that the Thurston map has fixed points. The Brouwer fixed point theorem cannot be applied on the open simplex, thus in section 6.1 we construct a boundary for it, introducing the notion of degenerate configuration. In section 6.3 we define an extension of the Thurston map to the closed simplex, then in section 6.4 we show its continuity. Finally, in section 6.5 we show that the extended map has a cyclic behavior on the boundary of configuration space, so the fixed point must be in the interior. This last part uses the existence of a cyclic combinatorial datum.

2. Construction of full families

Fix \( f \in G(\pi, [0,1]) \) and for any \( \beta \in A \) consider its corresponding critical value \( u_\beta^b(f) \). Let also \( P_\beta^b(f) \) and \( I_\beta^b(f) \) be the right-open intervals in equation (1.1), so that the restriction \( \pi_\beta : P_\beta^b(f) \to I_\beta^b(f) \) is an orientation preserving homeomorphism. In particular \( u_\beta^b(f) \) is the left endpoint of \( I_\beta^b(f) \). Fix also \( \tau \in \Delta^A \) and for any \( \beta \in A \) let \( \phi(f, \tau, \beta) > 0 \) be the real number defined by

\[
\phi(f, \tau, \beta) := \frac{\tau_\beta}{u_\beta^b(f) - u_\beta^b(f)},
\]

where if \( \pi_\beta(\beta) \leq d - 1 \) we denote by \( \beta^* \) the letter with \( \pi_\beta(\beta^*) = \pi_\beta(\beta) + 1 \), whereas if \( \pi_\beta(\beta) = d \) we set \( u_\beta^0(f) := 1 \). Let \( \phi(f, \tau) : [0,1) \to [0,1) \) be the unique piecewise affine map whose slope on each \( I_\beta^b(f) \) is \( \phi(f, \tau, \beta) \), that is

\[
\phi(f, \tau)(x) := \int_0^x \sum_{\beta \in A} \mathbf{1}_{I_\beta^b}(y) \cdot \phi(f, \tau, \beta) dy,
\]

where \( \mathbf{1}_{I_\beta^b}(\cdot) \) denotes the characteristic function of \( I_\beta^b(f) \) that is the function defined by \( \mathbf{1}_{I_\beta^b}(y) := 1 \) if \( y \in I_\beta^b(f) \) and \( \mathbf{1}_{I_\beta^b}(y) := 0 \) if \( y \in [0,1) \setminus I_\beta^b(f) \). The map \( \phi(f, \tau) \) is obviously a continuous increasing bijection, and for any \( \beta \in A \) we have
\[ \phi_{(f, \tau)}(u^\beta_\alpha(f)) = \sum_{\pi(x) \leq \pi(\alpha) - 1} \tau_x. \]  
\hfill (2.2)

Observe that \( \sum_{\beta \in A} \phi(f, \tau, \beta) \cdot |I'_\chi(f)| = \sum_{\beta \in A} \tau_\beta = 1 \), then define the \textit{rescaling factor}

\[ \lambda(f, \tau) := \sum_{\beta \in A} \phi(f, \tau, \beta) \cdot |I'_\chi(f)|. \]  
\hfill (2.3)

We have \( \phi(f, \tau, \beta) \geq 1 \) for at least one \( \beta \in A \). On the other hand, since \( \sum_{\beta \in A} |I'_\beta(f)| = 1 \), then \( \phi(f, \tau, \beta) < |I'_\beta(f)|^{-1} \) for any \( \beta \). Thus we have

\[ \min_{\beta \in A} |I'_\beta(f)| < \lambda(f, \tau) < \sum_{\beta \in A} \frac{1}{|I'_\beta(f)|}. \]  
\hfill (2.4)

For any \( \alpha \in A \) let \( \psi(f, \tau, \alpha) > 0 \) be the real number defined by

\[ \psi(f, \tau, \alpha) := \frac{\phi(f, \tau, \alpha)}{\lambda(f, \tau)}, \]  
\hfill (2.5)

then let \( \psi_{(f, \tau)} : [0, 1) \to [0, 1) \) be the unique piecewise affine map whose slope on any \( I'_\alpha(f) \) is \( \psi(f, \tau, \alpha) \), that is

\[ \psi_{(f, \tau)}(x) := \int_0^x \sum_{\alpha \in A} I'_{f, \alpha}(y) \cdot \psi(f, \tau, \alpha) dy. \]

where \( I'_{f, \alpha}(\cdot) \) is the characteristic function of \( I'_\alpha(f) \) for any \( \alpha \in A \). Obviously \( \psi_{(f, \tau)} \) is a continuous increasing bijection, and the same is true for its inverse \( \psi_{(f, \tau)}^{-1} \). Moreover we have

\[ \psi_{(f, \tau)}(u'_\alpha(f)) = \sum_{\pi(x) \leq \pi(\tau) - 1} \tau_x \quad \text{for any} \quad \alpha \in A. \]

Finally, consider the map

\[ \mathcal{F} : \mathcal{G}(\pi, [0, 1)) \times \Delta^A \to \mathcal{G}(\pi, [0, 1)), \quad (f, \tau) \mapsto \mathcal{F}(f, \tau) := \phi_{(f, \tau)} \circ f \circ \psi_{(f, \tau)}^{-1}. \]  
\hfill (2.6)

\subsection*{2.1. Proof of proposition 1.3}

In this subsection we prove that the function \( \mathcal{F} \) defined by equation (2.6) satisfies Point (1), Point (2) and Point (3) in proposition 1.3. Let us observe that Point (3) is evident from the definition of \( \mathcal{F} \), thus we just prove the first two.

\textbf{Proof of Point (2).} Fix \( f \in \mathcal{G}(\pi, [0, 1)) \) and \( \tau, \tau' \in \Delta^A \) then set \( f' := \mathcal{F}(f, \tau) \). For \( \mathcal{F} \) defined by equation (2.6), the statement in Point (1) is equivalent to

\[ \phi_{(f', \tau')} \circ \phi_{(f, \tau)} \circ f \circ \psi_{(f, \tau)}^{-1} \circ \phi_{(f', \tau')}^{-1} = \phi_{(f, \tau')} \circ f \circ \psi_{(f, \tau')}^{-1}. \]

thus it is enough to prove that we have

\[ \phi_{(f, \tau')} = \phi_{(f, \tau')} \circ \phi_{(f, \tau)} \quad \text{and} \quad \psi_{(f, \tau')} = \psi_{(f, \tau')} \circ \psi_{(f, \tau')}^{-1}. \]

All the functions in the identities above are continuous piecewise affine bijections of \([0, 1)\) thus the identities are satisfied if and only if the corresponding relations for derivatives hold. This last property is easy to check, indeed equation (2.2) implies that for any \( \beta \) we have
\[
 u_{\beta}(f') - u_{\beta}(f) = \phi_{(f,\tau)}(u_{\beta}(f)) - \phi_{(f,\tau)}(u_{\beta}(f)) = \tau_{\beta},
\]
so that equation (2.1) implies
\[
\phi(f, \tau', \beta) = \frac{\tau_{\beta}}{u_{\beta}(f) - u_{\beta}(f')} = \frac{\tau_{\beta}}{u_{\beta}(f') - u_{\beta}(f')} = \phi(f', \tau', \beta),
\]
Moreover observing that \( |I'_{\chi}(f')| = |I'_{\chi}(f)| \cdot \psi(f, \tau, \chi) \) for any \( \chi \in A \), then the relation above and equation (2.5) give
\[
\lambda(f, \tau') = \sum_{\chi \in A} \phi(f, \tau', \chi) \cdot |I'_{\chi}(f')| = \sum_{\chi \in A} \phi(f, \tau', \chi) \cdot |I'_{\chi}(f')| \cdot \psi(f', \tau', \chi) \cdot |I'_{\chi}(f')| = \lambda(f, \tau) \cdot \psi(f', \tau', \chi) \cdot |I'_{\chi}(f')| \cdot \psi(f', \tau').
\]
It follows that for any \( \beta \in A \) we have also
\[
\psi(f, \tau', \beta) = \phi(f, \tau', \beta) = \phi(f, \tau, \beta) \cdot \phi(f', \tau', \beta) = \psi(f', \tau', \beta) \cdot \psi(f, \tau, \beta).
\]

**Proof of Point (1).** We prove Points (1)–(3) in definition 1.2. Point (2) is a direct consequence of the definition of the map \( \phi(f, \tau) \). Point (1) is a consequence of the continuity of the map \( F \) in equation (2.6), which follows from the continuity of the maps
\[
\mathcal{G}(\pi, [0,1]) \times \Delta^A \to C^0([0,1]), \quad (f, \tau) \mapsto \phi(f, \tau)
\]
(7)
\[
\mathcal{G}(\pi, [0,1]) \times \Delta^A \to (0, +\infty), \quad (f, \tau) \mapsto \lambda(f, \tau),
\]
(2.8)
where \( C^0([0,1]) \) denotes the set of continuous maps of the closed interval \([0,1]\) with the sup norm \( \| \cdot \|_{\infty} \). We finish the proof of proposition 1.3 showing that Point (3) in definition 1.2 is satisfied. Fix \( f \in \mathcal{G}(\pi, [0,1]) \) and \( \tau \in \partial \Delta^A \). Let \( Z(\tau) \subset A \) be the non-empty subset of those \( \alpha \in A \) such that \( \tau_{\alpha} = 0 \). Equations (2.1) and (2.5) extend continuously to \( \tau \in \partial \Delta^A \), defining quantities \( \phi(f, \tau, \alpha) \) and \( \psi(f, \tau, \alpha) \). Observe that
\[
\phi(f, \tau, \alpha) = 0 \iff \tau_{\alpha} = 0 \iff \psi(f, \tau, \alpha) = 0 \quad \text{for any} \quad \alpha \in A,
\]
where the first equivalence is obvious, while the second holds because \( \lambda(f, \tau) \) is bounded from above and from below, uniformly in \( \tau \), according to equation (2.4). Since \( Z(\tau) \neq \emptyset \), then the continuous piecewise affine maps \( \phi(f, \tau) \) and \( \psi(f, \tau) \) are still surjective, but not injective. Nevertheless, removing the intervals \( I_{\alpha,0}^0(f), \alpha \in Z(\tau), \) they still define bijections
\[
\phi(f, \tau) : \bigcup_{\beta \in A \setminus Z(\tau)} I_{\beta}^0(f) \to [0,1) \quad \text{and} \quad \psi(f, \tau) : \bigcup_{\alpha \in A \setminus Z(\tau)} I_{\alpha}^0(f) \to [0,1).
\]
Hence the composition satisfies \( \phi(f, \tau) \circ f \circ \psi(f, \tau)^{-1} \in \mathcal{G}(\pi', [0,1]) \), where \( \pi' \) is the combinatorial datum obtained removing the letters in \( Z(\tau) \) from both lines of \( \pi \). For any \( \tau \in \partial \Delta^A \) as above define a degeneration \( D = \tilde{\mathcal{F}}(\tau) \) setting
\[
\tilde{\mathcal{F}}(\tau) := G_{\pi'} \cup S_{\tau} \in \mathcal{G}(\pi, [0,1]),
\]
where \( f_r := \phi_{(f, \tau)} \circ f \circ \psi_{(f, \tau)}^{-1} \) is the GIET given by the composition above and \( G_{f_r} \subset [0, 1]^2 \) is its graph, and where the singular part \( S_r = \{ s_\alpha \}_{\alpha \in \mathcal{Z}(\tau)} \) is the family of points \( s_\alpha \in [0, 1]^2 \) given by
\[
s_\alpha := \left( \sum_{\pi_\alpha(\chi) \leq \pi_\alpha(\alpha)} \tau_\chi, \sum_{\pi_\alpha(\chi) \leq \pi_\alpha(\alpha)} \tau_\chi \right) \quad \text{for any} \quad \alpha \in \mathcal{Z}(\tau).
\]

Setting \( \hat{F}(\tau) := F(f, \tau) \) for any non degenerate \( \tau \in \Delta^A \), we get the required extension map \( \hat{F} : \hat{\Delta}^A \to \hat{G}(\pi, [0, 1]) \). Such \( \hat{F} \) is continuous because the maps defined by equations (2.7) and (2.8) extend continuously to \( G(\pi, [0, 1]) \times \hat{\Delta}^A \). Proposition 1.3 is proved.

\[\square\]

3. Rauzy induction on GIETs

In this section we recall some background on the Rauzy induction on GIETs (see [23]), which is also known as Rauzy–Veech induction for his relation with the Teichmuller flow on the moduli space of translation surfaces (see [24]). We also follow [15].

3.1. Rauzy classes and Rauzy matrices

Let \( A \) be a finite alphabet with \( d \geq 2 \) letters. We define two operations \( R^t \) and \( R^b \) on the set of admissible combinatorial data \( \pi \) over \( A \), where the symbols ‘t’ and ‘b’ stand for top and bottom respectively. It is practical to introduce the variable \( \epsilon \in \{t, b\} \). Fix an admissible combinatorial datum \( \pi = (\pi_t, \pi_b) \) and let \( \alpha_t \) and \( \alpha_b \) be the letters in \( A \) such that \( \pi_t(\alpha_t) = \pi_b(\alpha_b) = d \).

Below, for \( \epsilon \in \{t, b\} \), we describe the combinatorial datum \( \tilde{\pi} = (\tilde{\pi}_t, \tilde{\pi}_b) \), where \( \tilde{\pi} := R^\epsilon(\pi) \).

**Top operation:** the letter \( \alpha_t \) is said the winner of the top operation \( R^t \) and \( \alpha_b \) is said the loser. The top operation \( \tilde{\pi} := R^t(\pi) \) leaves invariant \( \pi_t \), that is \( \tilde{\pi}_t := \pi_t \), and its action on \( \pi_b \) is defined by
\[
\tilde{\pi}_b(\chi) := \pi_b(\chi) \quad \text{for} \quad 1 \leq \pi_b(\chi) \leq \pi_b(\alpha_t)
\]
\[
\tilde{\pi}_b(\alpha_t) := \pi_b(\alpha_t) + 1
\]
\[
\tilde{\pi}_b(\chi) := \pi_b(\chi) + 1 \quad \text{for} \quad \pi_b(\alpha_t) + 1 \leq \pi_b(\chi) \leq d - 1.
\]

**Bottom operation:** the letter \( \alpha_b \) is said the winner of the bottom operation \( R^b \) and \( \alpha_t \) is said the loser. The top operation \( \tilde{\pi} := R^b(\pi) \) leaves invariant \( \pi_b \), that is \( \tilde{\pi}_b := \pi_b \), and its action on \( \pi_t \) is defined by
\[
\tilde{\pi}_t(\chi) := \pi_t(\chi) \quad \text{for} \quad 1 \leq \pi_t(\chi) \leq \pi_t(\alpha_b)
\]
\[
\tilde{\pi}_t(\alpha_b) := \pi_t(\alpha_b) + 1
\]
\[
\tilde{\pi}_t(\chi) := \pi_t(\chi) + 1 \quad \text{for} \quad \pi_t(\alpha_b) + 1 \leq \pi_t(\chi) \leq d - 1.
\]

It is easy to check that both \( R^b(\pi) \) and \( R^t(\pi) \) are admissible if \( \pi \) is. A Rauzy class \( \mathcal{R} \) is a set of admissible combinatorial data which is invariant both under \( R^t \) and \( R^b \) and which is minimal with such property. The Rauzy diagram \( D \) is the connected oriented graph whose vertexes are the elements of \( \mathcal{R} \) and whose elementary oriented arcs \( \gamma \), or arrows, correspond to Rauzy elementary operations. The set of arrows \( \gamma \) of \( D \) is in bijection with the set of pairs \( (\pi, \epsilon) \) with \( \pi \in \mathcal{R} \) and \( \epsilon \in \{t, b\} \). A concatenation of \( r \) compatible arrows \( \gamma_1, \ldots, \gamma_r \) in a Rauzy diagram is called a Rauzy path and is denoted \( \gamma = \gamma_1 \ast \cdots \ast \gamma_r \). If \( \pi, \pi' \) in \( \mathcal{R} \) are respectively the initial and the final combinatorial data in such chain of combinatorial operations, we write also
If a path \( \gamma \) is concatenation of \( r \) simple arrows, we say that \( \gamma \) has length \( r \). Length one paths are arrows. Elements of \( R \) are identified with trivial length-zero paths. Let \( \{ e_x \}_{x \in A} \) be the canonical basis of \( \mathbb{R}^A \). For any finite path \( \gamma \) define a linear map \( B_{\gamma} \in \text{SL}(d, \mathbb{Z}) \) as follows. If \( \gamma \) is trivial then \( B_{\gamma} := \text{id} \). If \( \gamma \) is an arrow with winner \( \alpha \) and loser \( \beta \) set
\[
B_{\gamma} e_\alpha = e_\alpha + e_\beta \quad \text{and} \quad B_{\gamma} e_\chi = e_\chi \quad \text{for} \quad \chi \neq \alpha.
\]
Then extend the definition to paths so that for any concatenation \( \gamma_1 * \gamma_2 \) we have
\[
B_{\gamma_1 * \gamma_2} = B_{\gamma_2} \cdot B_{\gamma_1}.
\]

### 3.2. The Rauzy induction map

Fix an admissible combinatorial datum \( \pi \) over \( A \), a right-open interval \( I \) and a map \( f \in G(\pi, I) \). Consider the two corresponding partitions \( P_t = \{ I_\alpha \}_{\alpha \in A} \) and \( P_b = \{ I^b_\alpha \}_{\alpha \in A} \) of \( I \). It is practical to keep track of the dependence on \( f \) of such partitions and their atoms, so we write
\[
P_t(f) = \{ I^t_\alpha(f) \}_{\alpha \in A} \quad \text{and} \quad P_b(f) = \{ I^b_\alpha(f) \}_{\alpha \in A}.
\]
For \( \alpha \in A \), consider the critical points \( u^t_\alpha = u^t_\alpha(f) \) of \( f \) and the critical values \( u^b_\alpha = u^b_\alpha(f) \). In particular, observe that if \( f = T(\pi, \lambda) \) is the IET defined by the combinatorial-length data \( (\pi, \lambda) \) and acting on the interval \( I = [0, \sum \lambda_\chi) \), then we have
\[
u^t_\alpha(f) = \sum_{\pi(\chi) \leq \pi(\alpha) - 1} \lambda_\chi \quad \text{and} \quad u^b_\alpha(f) = \sum_{\pi(\chi) \leq \pi(\alpha) - 1} \lambda_\chi.
\]
As in section 3.1, let \( \alpha_t \) and \( \alpha_b \) be the letters with \( \pi_t(\alpha_t) = \pi_b(\alpha_b) = d \). Suppose that the following condition is satisfied
\[
u^t_{\alpha_t}(f) \neq u^b_{\alpha_b}(f).
\]
Assign a value to the variable \( \epsilon = \epsilon(f) \in \{ t, b \} \) according to the two cases below:
\[
\epsilon(f) := t \quad \Leftrightarrow \quad u^t_{\alpha_t}(f) < u^b_{\alpha_b}(f)
\]
\[
\epsilon(f) := b \quad \Leftrightarrow \quad u^t_{\alpha_t}(f) > u^b_{\alpha_b}(f).
\]
In particular for \( f = T(\pi, \lambda) \) we have \( \epsilon(f) = t \Leftrightarrow \lambda_{\alpha_t} > \lambda_{\alpha_b} \) and \( \epsilon(f) = b \Leftrightarrow \lambda_{\alpha_t} < \lambda_{\alpha_b} \).

Let \( \tilde{\pi} := R^{(\epsilon)}(\pi) \) be the combinatorial datum and \( \gamma : \pi \to \tilde{\pi} \) be the arrow in the Rauzy diagram \( D \) corresponding to the pair \( (\pi, \epsilon = \epsilon(f)) \) as in section 3.1. Let also \( B_{\gamma} \in \text{SL}(d, \mathbb{Z}) \) be the matrix associated to \( \gamma \) as in section 3.1. Let \( \tilde{I} \subset I \) be the subinterval defined by
\[
in \tilde{I} = \inf I \quad \text{and} \quad \sup \tilde{I} := \max \{ u^t_{\alpha_t}(f), u^b_{\alpha_b}(f) \}.
\]
Let \( \tilde{f} : \tilde{I} \to \tilde{I} \) be the first return map of \( f \) to \( \tilde{I} \). Recall that for any \( \alpha \in A \) we denote by \( f^\alpha \) the corresponding continuous branch defined by equation (1.1). The explicit expression for \( f \) is given according to the two cases below.

1. If \( \epsilon(f) = t \) then, observing that \( I^t_{\alpha_t} = f_{\alpha_t}(I^t_{\alpha}) \subset I^t_{\alpha} \), we have
\[
\tilde{f}(x) = f^2(x) = f_{\alpha_t} \circ f_{\alpha_t}(x) \quad \text{for any} \quad x \in I^t_{\alpha_t}
\]
\[
\tilde{f}(x) = f(x) \quad \text{for any} \quad x \in \tilde{I} \setminus I^t_{\alpha_t}.
\]

2. If \( \epsilon(f) = b \) then, observing that \( I^b_{\alpha_b} \subset I^b_{\alpha} = f_{\alpha_b}(I_{\alpha_b}) \), we have
\[ f(x) = f^2(x) = f_\alpha \circ f_\alpha(x) \quad \text{for any } x \in f_\alpha^{-1}(I_{n_0}) \]
\[ f(x) = f(x) \quad \text{for any } x \in I \setminus f_\alpha^{-1}(I_{n_0}). \]

It is easy to see that \( \tilde{f} \) is a GIET and more precisely \( \tilde{f} \in \mathcal{G}(\tilde{\pi}, \tilde{I}) \), where \( \tilde{\pi} = R^r(\pi) \), so that we have a map
\[ Q : f \mapsto Q(f) := \tilde{f}, \]
called Rauzy map. The map \( Q \) preserves the set of IETs. In particular for \( f = T(\pi, \lambda) \) we have \( \tilde{f} = T(\tilde{\pi}, \tilde{\lambda}) \), where the new length datum is given by \( \tilde{\lambda} = B_\gamma^{-1}\lambda \). Explicitly, setting \( 1 - \epsilon := t \) if \( \epsilon = t \) and otherwise \( 1 - \epsilon := t \) if \( \epsilon = b \), we have
\[ \tilde{\lambda}_\alpha = \lambda_\alpha \quad \text{if} \quad \alpha \neq \alpha_\epsilon \]
\[ \tilde{\lambda}_{\alpha_\epsilon} = \lambda_{\alpha_\epsilon} - \lambda_{\alpha_{\epsilon-1}}. \]

### 3.3. Iteration of the Rauzy induction map

Let \( \mathcal{R} \) be a Rauzy class over \( A \) and consider \( \pi \in \mathcal{R} \). Fix \( f \in \mathcal{G}(\pi, I) \) and \( r \in \mathbb{N} \) and assume that the \( r \)th iterated \( f^{(r)} := Q^r(f) \) of the Rauzy map is defined on \( f = f^{(0)} \). Let \( \pi^{(r)} \in \mathcal{R} \) be the combinatorial datum of \( f^{(r)} \) and \( I^{(r)} \) be the interval where \( f^{(r)} \) acts, so that in our notation we write \( f^{(r)} \in \mathcal{G}(\pi^{(r)}, I^{(r)}) \), which means that the map \( f^{(r)} : I^{(r)} \to I^{(r)} \) is a GIET with combinatorial datum \( \pi^{(r)} \). Finally let \( \alpha^{(r)}_\gamma \) and \( \alpha^{(r)}_b \) be the letters such that \( \pi^{(r)}_\gamma(\alpha^{(r)}_\gamma) = \pi^{(r)}_b(\alpha^{(r)}_b) = \delta \) and assume that \( f^{(r)} \) satisfies condition (3.2), that is
\[ u^{(r)}_{\alpha^{(r)}_\gamma}(f^{(r)}) \neq u^{(r)}_{\alpha^{(r)}_b}(f^{(r)}). \]

Then the interval \( I^{(r+1)} \subset I^{(r)} \) and the map \( f^{(r+1)} = Q(f^{(r)}) \in \mathcal{G}(\pi^{(r+1)}, I^{(r+1)}) \) are defined inductively as in section 3.2, that is
\[ \inf f^{(r+1)} = \inf I^{(r)} \quad \text{and} \quad \sup f^{(r+1)} := \max \{ u^{(r)}_{\alpha^{(r)}_\gamma}(f^{(r)}), u^{(r)}_{\alpha^{(r)}_b}(f^{(r)}) \} \]
\[ \pi^{(r+1)} := R^r(\pi^{(r)}) \quad \text{where} \quad \epsilon(r) = \epsilon(f^{(r)}). \]

Moreover the operation above is encoded by the arrow \( \gamma_{r+1} : \pi^{(r)} \to \pi^{(r+1)} \) in the Rauzy diagram corresponding to the data \((\pi^{(r)}), \epsilon(f^{(r)})\).

**Definition 3.1.** Consider \( f \in \mathcal{G}(\pi, I) \).

1. The map \( f \) is said infinitely renormalizable if \( f^{(r)} \) satisfies condition (3.2) for any \( r \in \mathbb{N} \) and moreover, for any \( \alpha \notin A \), there exists infinitely many \( r \) such that \( \alpha \) is the winner of the arrow \( \gamma_r \).
2. The Rauzy path \( \gamma(f, r) : \pi^{(0)} \to \pi^{(r)} \) of \( f \) up to time \( r \) is the path in the Rauzy diagram \( \mathcal{D} \) obtained by concatenation of the arrows above, that is
\[ \gamma(f, r) := \gamma_1 \ast \cdots \ast \gamma_r. \]
3. The infinite Rauzy path of \( f \) is the infinite concatenation
\[ \gamma(f, +\infty) = \gamma_1 \ast \gamma_2 \ast \cdots. \]

According to Point (1) above, we say that such path is infinite complete.

**Remark 3.2.** It is a well known fact that if \( T \) is a standard IET such that \( T^{(r)} \) satisfies condition (3.2) for any \( r \in \mathbb{N} \), then any letter \( \alpha \) is the winner of infinitely many arrows, that is standard IETs without connections are automatically infinite complete (see proposition 4, page 39.
of [27]). This property is false for general GIETs, where one can easily get a counterexample considering GIETs with $d = 2$ intervals and an hyperbolic fixed point. This explains the extra requirement at Point (1) in definition 3.1.

Observe that $B_{γ_1,...,γ_r} = B_{γ_1} · · · B_{γ_r}$ according to its definition in section 3.1. Therefore, if $f = T(π, λ)$ is the IET defined by combinatorial-length data $(π, λ)$, then according to section 3.2 we have $f^{(r)} = T(π^{(r)}, λ^{(r)})$ for any $r ∈ N$, where the $r$th length datum is given by

$$λ^{(r)} = B_{γ_1} · · · B_{γ_r}(π). \tag{3.3}$$

The space of IETs with combinatorial datum in $R$ is identified with $R × R^d_+$ and according to equation (3.3) the Rauzy map $Q$ acts as a piecewise linear map on this space. More precisely, fix $r ∈ N$ and let $γ = γ_1 * · · · * γ_r$ be the concatenation of $r$ Rauzy arrows, where $γ_k : π^{(k−1)} → π^{(k)}$ for any $k = 1, ..., r$, then set $π := π^{(0)}$ and $π' := π^{(r)}$, so that $γ : π → π'$. Observe that all entries of $B_γ$ are non-negative and define the simplicial sub-cone $C_γ := B_γ(R^d_+) ⊂ R^d$. The $r$th iterate $Q^r$ is defined on any $f = T(π, λ) ∈ \{π\} × C_γ$ and its restriction to such set coincides is given by the linear map

$$Q^r : \{π\} × C_γ → \{π'\} × R^d_+, \quad f = T(π, λ) ↦ f^{(r)} = T(π', B_{γ}^{-1}(λ)).$$

The set of IETs $f = T(π, λ)$ where $Q^r$ is not defined is the union of the sets $\{π\} × ∂C_γ$ over all $π ∈ R$ and all Rauzy paths $γ : π → π'$ of length $r$, where $∂C_γ$ denotes the boundary of $C_γ$. Therefore infinitely renormalizable IETs form a set with full Lebesgue measure, its complement being contained into a countable union of hyperplanes. The following combinatorial characterization holds (for a proof see corollary 4, page 40 in [27]).

**Lemma 3.3.** Let $T = T(π, λ)$ be the IET defined by combinatorial-length data $(π, λ)$. Then $T$ is infinitely renormalizable if any only if it does not have connections, that is triples $(β, α, n)$ with $n ≥ 0$ and $π_n(β) ≥ 2, π(α) ≥ 2$ such that

$$T^n(β) = α'.$$

### 3.4. Dynamically defined partitions

Fix $π ∈ R$ and let $γ = γ_1 * · · · * γ_r$ be a finite Rauzy path of length $r$. Let $B_γ ∈ SL(d, Z)$ be the matrix defined in section 3.1. Denote by $I ∈ N^d$ the vector with all entries equal to 1, define the integer vector $q^{(r)} := B_γ I ∈ N^d$, and for $α ∈ A$ let $q_α^{(r)}$ be its $α$-entry. Denoting by $|[A]_{α, β}$ the entry of a matrix $A$ in row $α$ and column $β$, we have

$$q_α^{(r)} = \sum_{χ ∈ A} [B_γ]_{α, χ}.$$

Fix $f ∈ G(π, I)$ and $r ∈ N$ such that $f^{(k)} : I^{(k)} → I^{(k)}$ satisfies condition (3.2) for any $k = 0, ..., r$. In particular in our notation $f^{(r)} ∈ G(π^{(r)}, I^{(r)})$. Let $P_α(f^{(r)}) = \{π_α^{(r)}(f^{(r)})\}_{α ∈ A}$ be the partition of $I^{(r)}$ associated to $f^{(r)}$ as in equation (3.1), whose atoms are the sub-intervals $I_α(f^{(r)}) ⊂ I^{(r)}$ where the restriction of $f^{(r)}$ is an orientation preserving homeomorphism as in equation (1.1). In particular, if $f = T(π, λ)$ is the IET defined by combinatorial-length data $(π, λ)$ then for any $α ∈ A$ we have

$$P_α(f^{(r)}) = \left[ \sum_{π^{(r)}(χ) ∈ π_α^{(r)}(f^{(r)})} λ_χ^{(r)} \right] \sum_{π^{(r)}(χ) ∈ π_α^{(r)}(f^{(r)})} λ_χ^{(r)}.$$
Let \( \gamma = \gamma(f, r) \) be the Rauzy path as in definition 3.1 and set \( q^{(r)} := B, \) which of course depends both on \( f \) and on \( r \). Define the intervals

\[
I(f, r, \alpha, i) := f^{i}(r_{\alpha}(f^{(r)})) \quad \text{for} \quad \alpha \in A, \quad 0 \leq i \leq q^{(r)} - 1.
\] (3.4)

The following lemma is a classical fact, a proof of which can be found in section 7.5 in [26].

**Lemma 3.4.** The following holds.

(1) For any \( \alpha \in A \) we have \( f^{(r)}|_{B_{\alpha}} = f^{(r)}_\alpha \) and moreover

\[
q^{(r)}_\alpha = \min \left\{ i \geq 1; \ f^{i}(r_{\alpha}(f^{(r)})) \subset I^{(r)} \right\}.
\]

(2) For any \( \alpha \) and \( \beta \) we have

\[
[B]_{\alpha, \beta} = \sharp \left\{ 0 \leq i \leq q^{(r)}_\alpha - 1; \ I(f, r, \alpha, i) \subset I^{r}_\beta \right\}.
\]

Since \( f : I \to I \) is a bijection and \( f^{(r)} : I^{(r)} \to I^{(r)} \) is the first return of \( f \) to \( I^{(r)} \subset I \), then lemma 3.4 implies that the right-open intervals \( I(f, r, \alpha, i) \) defined above form a partition of \( I \), that we denote by \( \mathcal{P}(f, r) \). Explicitly:

\[
\mathcal{P}(f, r) := \left\{ I(f, r, \alpha, i); \ \alpha \in A; \ 0 \leq i \leq q^{(r)}_\alpha - 1 \right\}.
\]

The partition above is called the **dynamical partition** of order \( r \), and is a refinement of the partition \( \mathcal{P}(f) \) in equation (3.1), which in our terminology corresponds to the dynamical partition of order 0. Letting \( f \) vary in \( \mathcal{G}(\pi, I) \) we obtain different partitions of \( I \) of order \( r \). For \( f, f' \in \mathcal{G}(\pi, I) \) we say that two dynamical partitions \( \mathcal{P}(f, r) \) and \( \mathcal{P}(f', r) \) are **combinatorially equivalent**, and we write \( \mathcal{P}(f, r) \sim \mathcal{P}(f', r) \), if the intervals \( I(f, r, \alpha, i) \) in \( \mathcal{P}(f, r) \) are as in equation (3.4), moreover the intervals \( I(f', r, \alpha, i) \) in \( \mathcal{P}(f', r) \) are labeled by the same indices \( \alpha \) and \( i \) as for \( f \) and we have

\[
I(f', r, \alpha, i) = \varphi(I(f, r, \alpha, i)) \quad \text{for any} \quad \alpha \in A, \quad 0 \leq i \leq q^{(r)}_\alpha - 1,
\] (3.5)

where \( \varphi : I \to I \) is an increasing homeomorphism. In other words the intervals in the two partitions have the same labels in the same order. Considering the inverse and the composition of increasing homeomorphisms of \( I \), it is easy to see that the relation above is an equivalence relation.

**Proposition 3.5.** Let \( f \) and \( f' \) be two elements of \( \mathcal{G}(\pi, I) \) and fix \( r \in \mathbb{N} \). Then we have the equivalence

\[
\mathcal{P}(f, r) \sim \mathcal{P}(f', r) \quad \Leftrightarrow \quad \gamma(f, r) = \gamma(f', r).
\]

**Proof.** We prove the proposition by induction. For \( r = 0 \) the statement is trivial. Consider \( r = 1 \) and recall sections 3.1 and 3.2. We have \( \gamma(f, 1) = \gamma(f', 1) \) iff \( \epsilon(f) = \epsilon(f') \). If \( \epsilon = t \) then \( q^{(1)}_\chi = 2 \) for \( \chi = \alpha_b \) and \( q^{(1)}_\chi = 1 \) for any \( \chi \neq \alpha_b \), moreover

\[
\begin{align*}
I(f, 1, \chi, 0) &= t_{\chi}(f^{(1)}); \quad \chi \neq \alpha_b, \\
I(f, 1, \alpha_b, 0) &= t_{\alpha_b}(f^{(1)}); \\
I(f, 1, \alpha_b, 1) &= f(t_{\alpha_b}(f^{(1)})).
\end{align*}
\]
and the same holds for \( f' \), therefore \( \mathcal{P}(f, 1) \sim \mathcal{P}(f', 1) \). On the other hand, if \( \epsilon = b \) then \( q^{(1)}_b = 2 \) for \( \chi = \alpha_r \), and \( q^{(1)}_b = 1 \) for any \( \chi \neq \alpha_r \), moreover
\[
\begin{align*}
I(f, 1, \chi, 0) &= I'_\chi(f^{(1)}) = I'_\chi(f) \quad \text{for} \quad \chi \neq \alpha_r, \alpha_b \\
I(f, 1, \alpha_b, 0) &= I'_{\alpha_b}(f^{(1)}) = I'_{\alpha_b}(f) \\
I(f, 1, \alpha_r, 0) &= I'_{\alpha_r}(f^{(1)}) = f^{-1}(I'_{\alpha_r}(f)) \\
I(f, 1, \alpha_r, 1) &= f(I'_{\alpha_r}(f^{(1)})) = I'_{\alpha_r}(f),
\end{align*}
\]
and the same holds for \( f' \), therefore again \( \mathcal{P}(f, 1) \sim \mathcal{P}(f', 1) \). The argument above proves the implication \( \gamma(f, 1) = \gamma(f', 1) \Rightarrow \mathcal{P}(f, 1) \sim \mathcal{P}(f', 1) \), but since there are only two equivalence classes of dynamical partition of order \( r = 1 \), then the opposite implication also holds.

Finally fix \( r \in \mathbb{N} \) as assume that the equivalence in the statement is proved up to \( r \) for any \( \pi' \in \mathcal{R} \), any interval \( J \) and any \( f, f' \in \mathcal{G}(\pi', J) \). Fix \( f, f' \in \mathcal{G}(\pi, I) \). Observe preliminarily that for a map \( f : I \to I \) the intervals in the partition \( \mathcal{P}(f, r + 1) \) of \( I \) are the images under \( f \) of the intervals in the partition \( \mathcal{P}(f, 1) \) of \( I \). Then the proposition follows because the inductive assumption, together with the argument for \( r = 1 \), imply the equivalences
\[
\gamma(f, r + 1) = \gamma(f', r + 1) \Rightarrow \begin{align*}
\gamma(f, r) &= \gamma(f', r) \\
\epsilon(f) &= \epsilon(f') \\
\mathcal{P}(f, r) &\sim \mathcal{P}(f', r) \\
\mathcal{P}(f, 1) &\sim \mathcal{P}(f', 1)
\end{align*} \quad \Rightarrow \mathcal{P}(f, r + 1) \sim \mathcal{P}(f', r + 1).
\]

4. Proof of the full family theorem

In this section we prove the full family theorem 1.5, assuming theorem 4.1 below, which is the main technical result in this paper. The argument is given in section 4.2 below. Besides this section 4, the rest of the paper is devoted to the development of the tools needed to prove theorem 4.1, whose proof is resumed in section 6.2. Fix an admissible combinatorial datum \( \pi \), let \( \mathcal{R} \) be its Rauzy class, and assume that \( \mathcal{R} \) contains also a cyclic combinatorial datum \( \pi^{(*)} \), introduced in definition 1.4. Recall from definition 1.2 the notion of full family \( (f_\tau)_{\tau \in \Delta^\lambda} \subset \mathcal{G}(\pi, [0, 1)) \) over the admissible combinatorial datum \( \pi \).

**Theorem 4.1.** Let \( \pi \) be an admissible combinatorial datum and \( \mathcal{R} \) be its Rauzy class, and assume that \( \mathcal{R} \) contains a cyclic combinatorial datum \( \pi^{(*)} \). Let \( (f_\tau)_{\tau \in \Delta^\lambda} \) be a full family with combinatorial datum \( \pi \). Then for any finite Rauzy path \( \gamma : \pi \to \pi^{(*)} \) of length \( r \) there exists \( \tau = \tau(\gamma) \in \Delta^\lambda \) such that
\[
\gamma(f_{\tau(\gamma)}, r) = \gamma.
\]

Given any two finite paths \( \gamma : \pi \to \pi' \) and \( \eta : \pi' \to \pi'' \) in \( \mathcal{R} \), where the starting point \( \pi' \in \mathcal{R} \) of \( \eta \) coincides with the ending point of \( \gamma \), consider the concatenation \( \gamma * \eta : \pi \to \pi'' \).

**Remark 4.2.** The requirement that \( \gamma : \pi \to \pi^{(*)} \) ends at \( \pi^{(*)} \) in theorem 4.1 can be easily removed a posteriori. Indeed if \( \gamma : \pi \to \pi' \) is any finite Rauzy path with length \( r \), there exists a finite path \( \eta : \pi' \to \pi^{(*)} \) starting at the ending point \( \pi' \) of \( \gamma \), ending at \( \pi^{(*)} \) and with length \( l(\eta) \leq |\mathcal{R}| \), where \( |\mathcal{R}| \) denotes the cardinality of \( \mathcal{R} \). For the concatenation \( \gamma * \eta \) theorem 4.1 gives \( \tau \in \Delta^\lambda \) with
so that by truncation we get \( \gamma(f_r, r) = \gamma. \)

### 4.1. Preliminary lemmas

Before passing to the proof of theorem 1.5, we need lemmas 4.3 and 4.4 below.

**Lemma 4.3.** Fix any \( r \in \mathbb{N} \) and consider \( f \in \mathcal{G}(\pi, [0, 1]) \) which admits \( r \) steps of the Rauzy induction. Then there exists a set \( \mathcal{U} = \mathcal{U}(f, r) \subset \mathcal{G}(\pi, [0, 1]) \) open with respect to the distance defined by equation (1.2) such that for any \( f' \in \mathcal{U} \) we have

\[
\gamma(f, r) = \gamma(f', r),
\]

that is \( f \) and \( f' \) have the same Rauzy renormalization path up to the first \( r \) steps.

**Proof.** Recall the notation in section 3.4. Set \( \gamma = \gamma(f, r) \) and let \( q^{(i)} = B_\gamma \hat{1} \) be the corresponding vector of return times. Let \( \mathcal{P}(f, r) \) be the corresponding dynamical partition, and recall that its atoms are intervals whose endpoints have the form \( f^k(u_\alpha) \) with \( \alpha \in \mathcal{A} \) and \( |k| \leq \max_{\chi \in \mathcal{A}} q^{(i)}_\chi \). All these points depend continuously on \( f \in \mathcal{G}(\pi, [0, 1]) \), hence we have \( \mathcal{P}(f', r) \sim \mathcal{P}(f, r) \) if \( f' \) is close enough to \( f \). Then the lemma follows directly from proposition 3.5.

Fix a full family \( (f_\tau)_{\tau \in \Delta^A} \) over \( \pi \), parametrized by a map \( \Delta^A \to \mathcal{G}(\pi, [0, 1]), \tau \mapsto f_\tau \). For any finite Rauzy path \( \gamma : \pi \to \pi' \) of length \( r \) denote by \( \Delta_\gamma \) the set of those \( \tau \in \Delta^A \) such that \( f_\tau \) admits \( r \) steps of the Rauzy induction map \( \mathcal{Q} \) with \( \gamma(f_\tau, r) = \gamma. \) The set \( \Delta_\gamma \) is open in \( \Delta^A \), according to lemma 4.3 and to the continuity of the map \( \tau \mapsto f_\tau \). Moreover such open set \( \Delta_\gamma \) is not empty, according to theorem 4.1 and remark 4.2, and we denote by \( \Delta^* \) its closure in \( \Delta^A \). A finite Rauzy path \( \eta \) in \( \mathcal{R} \) is positive if the matrix \( B_\eta \in \text{SL}(d, \mathbb{Z}) \) defined in section 3.1 has all its entries strictly positive. This notion has a topological counterpart for full families of GIE\( T \)s established by the lemma below.

**Lemma 4.4.** Consider finite paths \( \gamma : \pi \to \pi' \) and \( \eta : \pi' \to \pi'' \) as above and assume that \( \eta \) is positive. Then we have

\[
\Delta_{\gamma * \eta} \subset \Delta_\gamma.
\]

**Proof.** Recall the notation in section 3.4. Let \( r \) and \( k \) be the length of \( \gamma \) and \( \eta \) respectively, so that \( \gamma * \eta \) has length \( r + k \), then consider the vectors \( q^{(r)} := B_\gamma \hat{1}, q^{(r+k)} := B_{\gamma * \eta} \hat{1} \) and \( Q^{(k)} := B_\eta \hat{1} \) in \( \mathbb{N}^A \). Let \( T = T(\pi, \lambda) \) be a fixed IET such that \( \gamma(T, r + k) = \gamma * \eta \). Consider the partition \( \mathcal{P}(T, r) \) and its refinement \( \mathcal{P}(T, r + k) \) according to proposition 3.5, for any \( \tau \in \Delta^* \) similar partitions \( \mathcal{P}(f_\tau, r) \) and \( \mathcal{P}(f_\tau, r + k) \) are defined, where \( \mathcal{P}(f_\tau, r) \sim \mathcal{P}(T, r) \) and \( \mathcal{P}(f_\tau, r + k) \sim \mathcal{P}(T, r + k) \), and where the atoms in \( \mathcal{P}(f_\tau, r) \) are the intervals

\[
I(f_\tau, r, \chi, i) := f_\tau^i\left(I_\chi(f_\tau^{(r)})\right) \quad \text{for} \quad \chi \in \mathcal{A} \quad ; \quad 0 \leq i \leq q^{(r)}_\chi - 1
\]

and the atoms in \( \mathcal{P}(f_\tau, r + k) \) are the intervals

\[
I(f_\tau, r + k, \chi, i) := f_\tau^i\left(I_\chi(f_\tau^{(r+k)})\right) \quad \text{for} \quad \chi \in \mathcal{A} \quad ; \quad 0 \leq i \leq q^{(r+k)}_\chi - 1.
\]
Consider $\tau(\infty) \in \partial \Delta_{\gamma, \eta}$ and let $\tau(n) \in \Delta_{\gamma, \eta}$ with $\tau(n) \to \tau(\infty)$. *A priori* $f_{\tau(\infty)}$ is a degenerate GIET, but we show that indeed $\tau(\infty) \in \Delta_{\gamma}$, which in particular implies that $f_{\tau(\infty)}(r) \in \mathcal{G}(\pi, [0, 1])$. Since any $\mathcal{P}(f_{\tau(n)}, r + k)$ is a partition of $[0, 1)$ and we have $f_{\tau(n)} \to f_{\tau(\infty)}$ as $n \to \infty$, then there exists a letter $\alpha \in A$ such that
\[
\inf_{n \in \mathbb{N}} |I(f_{\tau(n)}, r + k, \alpha, i)| > 0 \quad \text{for any} \quad 0 \leq i \leq q_{\alpha}^{(r+k)} - 1.
\]
Since $\gamma(f_{\tau(n)}, k) = \eta$ is positive, where $f_{\tau(n)}^{(r)} = \mathcal{Q}(f_{\tau(n)})$ is the $r$th step of the Rauzy map applied to $f_{\tau(n)}$, then lemma 3.4 implies that there exists an integer $j$ with $0 \leq j \leq Q_{\alpha}^{(r)} - 1$ such that
\[
(f_{\tau(n)}^{(r)})^{-1}(I_{\alpha}(f_{\tau(n)}^{(r+k)})) \subset f_{\beta}^{(r)}(f_{\tau(n)}^{(r)}) \quad \text{for any} \quad n \in \mathbb{N}.
\]
Recalling that $f_{\tau(n)}^{(r)}$ is a first return of $f_{\tau(n)}$, then for any $\beta \in A$ and any $i$ with $0 \leq i \leq q_{\beta}^{(r)} - 1$ there exists $l$ with $0 \leq l \leq q_{\alpha}^{(r+k)} - 1$ such that
\[
I(f_{\tau(n)}, r + k, \alpha, l) = f_{\beta}^{(r)}(f_{\tau(n)}^{(r)}) \subset I(f_{\tau(n)}, r, \beta, i).
\]
It follows that
\[
\inf_{n \in \mathbb{N}} |I(f_{\tau(n)}, r, \beta, i)| > 0 \quad \text{for any} \quad \beta \in A \quad \text{and any} \quad 0 \leq i \leq q_{\beta}^{(r)} - 1.
\]
Since $\mathcal{P}(f_{\tau(n)}, r) \sim \mathcal{P}(T, r)$, then for any $n$ the intervals $I(f_{\tau(n)}, r, \beta, i)$ in $\mathcal{P}(f_{\tau(n)}, r)$ have the same order as the intervals $I(T, r, \beta, i)$ in $\mathcal{P}(T, r)$. Moreover the last condition implies that their size stays bounded from below for any $n$. If follows that the map $f_{\tau(\infty)}$ admits a partition $\mathcal{P}(f_{\tau(\infty)}, r)$ whose atoms are the non-degenerate right-open intervals defined by
\[
I(f_{\tau(\infty)}, r, \beta, i) := \lim_{n \to \infty} I(f_{\tau(n)}, r, \beta, i),
\]
where the limit above is in the Hausdorff metric. Since the order is preserved in the limit, for such partition we have $\mathcal{P}(f_{\tau(\infty)}, r) \sim \mathcal{P}(T, r)$, which is equivalent to $\gamma(f_{\tau(\infty)}, r) = \gamma(T, r)$ according to proposition 3.5. The lemma is proved. \qed

4.2. Proof of theorem 1.5

Let $\pi$ be a combinatorial datum as in theorem 1.5. Let $\lambda \in \Delta^A$ be a length datum and $T = T(\pi, \lambda)$ be the corresponding IET, which we assume to be infinitely renormalizable, according to the definitions introduced in section 3.3. Recalling definition 3.1, let $\gamma(T, \infty)$ be the infinite Rauzy path of $T$. Then fix $r \in \mathbb{N}$ and let $\gamma(T, r) = \gamma_1 \star \cdots \star \gamma_r$ be the concatenation of the first $r$ arrows of $\gamma(T, \infty)$. According to theorem 4.1 and remark 4.2 there exists $\tau(r) \in \Delta^A$ such that
\[
\gamma(f_{\tau(r)}, r) = \gamma(T, r).
\]
Moreover, according to lemma 4.3 and to the continuity of the map $\tau \mapsto f_{\tau}$, there is a non-empty open set
\[
\Delta_{\gamma(T, r)} := \{ \tau \in \Delta^A, \gamma(f_{\tau}, r) = \gamma(T, r) \}.
\]
Increasing $r$ we get a sequence of nested non-empty open sets

\[127\]
\[ \cdots \subset \Delta_\gamma(T,r^3) \subset \Delta_\gamma(T,r^2) \subset \cdots \subset \Delta_\gamma. \]

According to proposition 7.9 in [26], the path \( \gamma(T,\infty) \) is infinite-complete, that is any letter \( \alpha \in \mathcal{A} \) is the winner of infinitely many arrows of \( \gamma(T,\infty) \) (see also section 1.2.3 in [15]). As a consequence of this last property, according to proposition 7.12 in [26], for any \( r \in \mathbb{N} \) there is an integer \( k = k(r) > r \) such that, decomposing \( \gamma(T,k) \) as
\[ \gamma(T,k) = \gamma(T,r) \ast \eta(T,r,k), \]
the factor \( \eta(T,r,k) \) is a positive finite Rauzy path (see also section 1.2.4 in [15]). Therefore lemma 4.4 implies that
\[ \Delta_\gamma(T,\infty) := \bigcap_{r \in \mathbb{N}} \overline{\Delta_\gamma(T,r)} \]
is a compact subset contained in the interior of \( \Delta_\gamma \). Therefore, modulo taking a subsequence of the parameters \( \tau(r) \in \Delta_\gamma, \ r \in \mathbb{N} \) in equation (4.1), there exists \( \tau \in \Delta_\gamma(T,\infty) \) such that \( \tau(r) \to \tau \) as \( r \to \infty \), that is \( f_\tau(r) \to f_\tau \). In particular the limit \( f_\tau \) is a non-degenerate element in \( \mathcal{G}([\pi, [0,1]) \), because \( \tau \) belongs to the interior of \( \Delta_\gamma \). Moreover \( f_\tau \) is infinitely renormalizable, because \( \tau \in \Delta_\gamma(T,\infty) \). Fix \( r_0 \in \mathbb{N} \) and let \( \mathcal{U} = \mathcal{U}(f_\tau, r_0) \subset \mathcal{G}([\pi, [0,1]) \) be the open set around \( f_\tau \) as in lemma 4.3. Since \( f_\tau(r) \to f_\tau \) as \( r \to \infty \), then for \( r \) big enough we have \( f_\tau(r) \in \mathcal{U} \). Moreover any \( r \) big enough satisfies also \( r \geq r_0 \). Thus, according to lemma 4.3, for any \( r \) big enough we have
\[ \gamma(f_\tau, r_0) = \gamma(f_\tau(r), r_0) = \gamma(T,r_0). \]

Since \( r_0 \) in the last equality can be chosen arbitrarily big, we get \( \gamma(f_\tau, \infty) = \gamma(T,\infty) \). Theorem 1.5 is proved.

5. The Thurston map

Fix an admissible combinatorial datum \( \pi \) over the alphabet \( \mathcal{A} \), let \( \mathcal{R} \) be its Rauzy class and assume that \( \mathcal{R} \) contains a cyclic combinatorial datum \( \pi^{(c)} \), where we recall that this means that the permutation \( \sigma(\pi^{(c)}): \{1, \ldots, d\} \to \{1, \ldots, d\} \) introduced in definition 1.4 is cyclic with maximal order \( d \). Fix a finite Rauzy path \( \gamma: \pi \to \pi^{(c)} \) and let \( r \) be its length. Let \( B_\gamma \in \text{SL}(d, \mathbb{Z}) \) be the matrix defined in section 3.1. Recall that \( \tilde{1} \in \mathbb{R}^d \) denotes the vector with all entries equal to 1 and let \( q^{(r)} := B_\gamma \tilde{1} \) be the integer vector of return times defined in section 3.4. Define the positive integer
\[ N = N(\gamma) := \sum_{\chi \in \mathcal{A}} q^{(\chi)}. \]

5.1. Configurations

Consider the normalized length datum \( \lambda^{(c)} \in \mathbb{Q}_+^d \cap \Delta_\gamma \) defined by
\[ \lambda^{(c)} := N^{-1}. \cdot^t B_\gamma \tilde{1}. \]
Observe that \( \sum_{\chi \in \mathcal{A}} \lambda^{(c)}(\chi) = 1 \) and let \( T_\gamma : [0,1) \to [0,1) \) be the IET with length datum \( \pi \) and combinatorial datum \( \lambda^{(c)} \), that is \( T_\gamma := T(\pi, \lambda^{(c)}) \). Let \( T^{(r)} := Q^r(T_\gamma) \) be the image of \( T_\gamma \) under the \( r \)th iteration of the Rauzy map, which is defined in section 3.2. Recalling section 3.4,
consider the intervals $T_{\gamma}^{(\ell)}$ and their images under $T_{\gamma}$, that is the intervals $I(T_{\gamma}, r, \alpha, i)$ with $0 \leq i \leq q_{\alpha}^{(\ell)} - 1$ as in equation (3.4), which are the atoms of the partition $\mathcal{P}(T_{\gamma}, r)$. Observe that

$$T_{\gamma}^{(\ell)} = T(\pi^{(\ell)} T^{-1}, \vec{1})$$

which is a periodic IET acting on the intervals $I_{\alpha}^{(T)}(T_{\gamma}^{(\ell)})$, $\alpha \in \mathcal{A}$ as the cyclic permutation $\sigma(\pi^{(\ell)} T)$. Since $T_{\gamma}^{(\ell)}$ is a first return of $T_{\gamma}$, then $T_{\gamma}$ acts as a cyclic permutation on the intervals of the partition $\mathcal{P}(T_{\gamma}, r)$ by

$$T_{\gamma}(I(T_{\gamma}, r, \alpha, i)) = I(T_{\gamma}, r, \alpha, i + 1),$$

modulo identifications on the labels $(\alpha, i) \in \mathcal{A} \times \mathbb{Z}$ given by

$$(\alpha, i) \sim (\beta, j) \iff \begin{cases} \pi_i^{(\ell)}(\beta) = \pi_i^{(\ell)}(\alpha) \\ i = q_{\alpha}^{(\ell)} + j. \end{cases}$$

It is convenient to consider different identifications on $\mathcal{A} \times \mathbb{Z}$. Recall from section 1.1 that we call $u_{\alpha}^{(T)}(T_{\gamma}) := \min I_{\alpha}^{(T)}(T_{\gamma})$ and $u_{\alpha}^{(\ell)}(T_{\gamma}^{(\ell)}) := \min I_{\alpha}^{(\ell)}(T_{\gamma}^{(\ell)})$ the critical points respectively of $T_{\gamma}$ and of $T^{(\ell)}$ corresponding to the letter $\alpha \in \mathcal{A}$, then let $h(\alpha, r)$ be the unique integer with $0 \leq h(\alpha, r) \leq q_{\alpha}^{(\ell)} - 1$ such that

$$T_{\gamma}^{h(\alpha, r)}(u_{\alpha}^{(T)}(T_{\gamma})) = u_{\alpha}^{(\ell)}(T_{\gamma}^{(\ell)}).$$

In particular $h(\alpha_0, r) = 0$ for the letter $\alpha_0$ with $\pi_i(\alpha_0) = 1$. Consider the identifications between the labels in $\mathcal{A} \times \mathbb{Z}$ given by

$$(\alpha, i) \sim (\beta, j) \iff \begin{cases} \pi_i(\beta) = \pi_i(\alpha) \\ i - j = q_{\alpha}^{(\ell)} + h(\beta, r) - h(\alpha, r). \end{cases} \quad (5.1)$$

Let $\mathcal{I}(\gamma)$ be the quotient of the set $\mathcal{A} \times \mathbb{Z}$ under the equivalence relation $\sim$ induced by equation (5.1), whose equivalence classes are denoted by $[\alpha, i, \ell]$. The map $[\alpha, i, \ell] \mapsto \gamma_{\alpha, i}$ on equivalence classes still corresponds to the cyclic action of $T_{\gamma}$ on intervals of the partition $\mathcal{P}(T_{\gamma}, r)$, but in this notation, for $\alpha \in \mathcal{A}$, the classes $[\alpha, 0]$ correspond to the intervals $I(T_{\gamma}, r, \alpha, h(\alpha, r))$. An example of such labelling is given in figure 2, where we consider the alphabet $\mathcal{A} := \{A, B, C, D\}$ and the admissible combinatorial data

$$\pi = \begin{pmatrix} A & B & C & D \\ D & C & B & A \end{pmatrix} \quad \text{and} \quad \pi^{(\ast)} = \begin{pmatrix} A & B & D & C \\ D & A & C & B \end{pmatrix},$$

which belong to the same Rauzy class, and are connected by the Rauzy path $\gamma : \pi \to \pi^{(\ast)}$ of length five whose winner are in the order the letters $A, A, A, D, B$. In particular $\pi^{(\ast)}$ is cyclic with $\sigma(\pi^{(\ast)}) = (1, 2, 4, 3)$, which has maximal order 4 in the symmetric group $S_4$. In this case, the matrix $B_{\gamma}$ defined in section 3.1 is

$$B_{\gamma} = \begin{pmatrix} 2 & 0 & 0 & 1 \\ 1 & 1 & 0 & 0 \\ 1 & 0 & 1 & 0 \\ 2 & 1 & 0 & 1 \end{pmatrix} \quad \text{with} \quad B_{\gamma}^{-1} = \begin{pmatrix} 1 & -1 & -1 & -1 \\ 1 & 0 & -1 & -2 \\ 0 & 0 & 1 & 0 \\ -1 & 1 & 1 & 2 \end{pmatrix}.$$  

We have $q^{(\ell)} = (3, 2, 2, 4)$ and $N(\gamma) = 11$, so that $\lambda^{(\gamma)} = \left(\frac{6}{11}, \frac{2}{11}, \frac{1}{11}, \frac{2}{11}\right)$. Moreover the vector $h \in \mathbb{N}^4$ whose entries $h_\alpha := h(\alpha, r)$ for $\alpha \in \mathcal{A}$ are defined by equation (5.1) is $h = (0, 1, 1, 3)$. 
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For any $[\alpha, i] \in I(\gamma)$ define the rational point

$$v([\alpha, i]) := T_\gamma(ut_\alpha(T_\gamma)) \in [0, 1) \cap \mathbb{Q},$$

so that in particular the points $v([\alpha, 0])$ and $v([\alpha, 1])$ for $\alpha \in A$ correspond respectively to the critical values and the critical points of $T_\gamma$. The reference $\gamma$-configuration $V(\gamma)$ is the set of $N$ points in $[0, 1) \cap \mathbb{Q}$ defined by

$$V(\gamma) := \{v([\alpha, i]) : [\alpha, i] \in \mathcal{I}(\gamma)\}.$$

In particular, modulo the equivalence relation on $A \times \mathbb{Z}$ established by equation (5.1) we have

$$T_\gamma(v([\alpha, i])) = v([\alpha, i + 1]).$$

**Definition 5.1.** A $\gamma$-configuration is a set $V \subset [0, 1)$ of $N$ distinct points $v([\alpha, i])$ labeled by classes $[\alpha, i] \in \mathcal{I}(\gamma)$, where $v([\alpha_0, 0]) = 0$ for the letter $\alpha_0$ with $\pi_\gamma(\alpha_0) = 1$ and moreover $v([\alpha, i]) < v([\beta, j]) \Leftrightarrow v([\alpha, i]) < v([\beta, j])$ for any other $[\alpha, i]$ and $[\beta, j]$ in $\mathcal{I}(\gamma)$. The configuration space $\mathcal{O}(\gamma)$ is the set of all $\gamma$-configurations $V$.

In other words, the points in a $\gamma$-configuration $V$ have the same geometrical order as the points in the standard $\gamma$-configuration $V^{(\gamma)}$. In particular the latter is a $\gamma$-configuration. Recalling that $\Delta^N$ denotes the open standard simplex in $\mathbb{R}^N$, and denoting by $\{V^{(\gamma)}\}$ the singleton whose only element is the standard $\gamma$-configuration $V^{(\gamma)}$, we have

$$\mathcal{O}(\gamma) = \{V^{(\gamma)}\} \times \Delta^N.$$

**5.2. Definition of the Thurston map**

We define a map $\mathcal{O}(\gamma) \to \Delta^A$, $V \mapsto \tau = \tau(V)$, where for any $V \in \mathcal{O}(\gamma)$ and $\alpha \in A$ the entry $\tau_\alpha$ of the vector $\tau = \tau(V) \in \Delta^A$ is given by
\[
\begin{align*}
\tau_0 &:= 1 - v([\alpha, 1]) \quad \text{if} \quad \pi_t(\alpha) = d \\
\tau_s &:= v([\alpha^*, 1]) - v([\alpha, 1]) \quad \text{where} \quad \pi_t(\alpha^*) = \pi_t(\alpha) + 1.
\end{align*}
\] (5.2)

Fix a full family \((f_T)_{T \in \Delta A}\) of GIETs over \(\pi\), parametrized by a map \(F : \Delta^A \to \mathcal{G}(\pi, [0, 1])\) as in definition 1.2. Fix a configuration \(V \in \mathcal{O}(\gamma)\) and let \(\tau(V) \in \Delta^A\) be given by equation (5.2). Property (2) in definition 1.2, together with equations (1.3) and (5.2), imply that \(f_T(\tau(V)) : [0, 1) \to [0, 1)\) is the only element in \((f_T)_{T \in \Delta A}\) having its critical values at points \(v([\alpha, 1])\) with \(\alpha \in A\). Let \(V' = \{v'([\alpha, i]); [\alpha, i] \in \mathcal{T}(\gamma)\} \subset [0, 1)\) be the set of points defined by

\[
v'([\alpha, i]) := f_T^{-1}(v([\alpha, i + 1])).
\] (5.3)

**Remark 5.2.** Recall that labels \([\alpha, i]\) represent classes in the equivalence relation induced by equation (5.1). In particular, for any class \([\alpha, 0]\), denoting by \(\beta\) the letter with \(\pi_t(\beta) = \pi_t(\alpha)\), equation (5.3) becomes explicitly

\[
v'([\alpha, -1]) = v'([\alpha, q^{(\ell)}_\alpha + h(\beta, r) - h(\alpha, r) - 1]) := f_T^{-1}(v([\beta, 0])).
\]

**Proposition 5.3.** For any \(\gamma\)-configuration \(V\) the set \(V'\) defined above by equation (5.3) is a \(\gamma\)-configuration. In other words we have a well defined map

\[
T_\gamma : \mathcal{O}(\gamma) \to \mathcal{O}(\gamma); \quad V \mapsto V'
\]

called the Thurston map.

The map \(T_\gamma : \mathcal{O}(\gamma) \to \mathcal{O}(\gamma)\) depends of course on the specific full family \((f_T)_{T \in \Delta A}\).

**Proof.** Let \(\tau = \tau(V)\) be defined by equation (5.2) and let \(f_T = F(\tau)\) be the corresponding GIET. Observe first that \(v([\alpha, 1]) = u_{\alpha}^{(b)}(f_T)\) for any \(\alpha \in A\), according to Point (2) in definition 1.2, therefore

\[
v'([\alpha, 0]) = f_T^{-1}(u_{\alpha}^{(b)}(f_T)) = u_{\alpha}^{(b)}(f_T).
\] (5.4)

Since \(f_T\) and \(T_\gamma = T(\pi, \lambda^{(\gamma)})\) have the same combinatorial datum \(\pi\), then the equality above implies \(v'([\alpha_0, 0]) = 0\) for the letter with \(\pi_t(\alpha_0) = 1\). Moreover for all other critical points we have

\[
v'([\alpha, 0]) < v'([\beta, 0]) \iff v([\alpha, 0]) < v([\beta, 0]).
\]

Now consider any pair of different points \(v([\alpha, i])\) and \(v([\beta, j])\) in the configuration \(V\) and assume without loss of generality that \(v([\alpha, i]) < v([\beta, j])\), which is equivalent to the condition \(v([\alpha, i]) < v([\beta, j])\). The proposition follows proving that \(v'([\alpha, i]) < v'([\beta, j])\). Below, we consider separately two cases. Before proceeding, recall that if \(f : [0, 1) \to [0, 1)\) is a GIET then for any \(\alpha \in A\) we denote \(l_{\alpha}(f)\) and \(l_{\alpha}^{(b)}(f)\) the intervals such that the restricted map in equation (1.1) is an orientation preserving homeomorphism. In particular, for \(T_\gamma = T(\pi, \lambda^{(\gamma)})\) and for any \(\alpha \in A\) we have

\[
\begin{align*}
\min l_{\alpha}(T_\gamma) &= v([\alpha, 0]), & \sup l_{\alpha}^{(b)}(T_\gamma) &= v([\alpha, 0]) + \lambda^{(\gamma)}_\alpha \\
\min l_{\alpha}^{(b)}(T_\gamma) &= v([\alpha, 1]), & \sup l_{\alpha}(T_\gamma) &= v([\alpha, 1]) + \lambda^{(\gamma)}_\alpha.
\end{align*}
\]

Assume first that \(v([\alpha, i])\) and \(v([\beta, j])\) are in the same continuity interval of \(T_\gamma\), that is there is a letter \(\chi \in A\) such that

\[
\min l_{\chi}(T_\gamma) = v([\chi, 0]) < v([\alpha, i]) < v([\beta, j]) < \max l_{\chi}(T_\gamma).
\]
In this case we have

\[
\min p^\gamma_X(T_\gamma) = v(\chi, 1) < T_\gamma(v(\alpha, i)) = v(\alpha, i + 1) < v(\beta, j + 1) = T_\gamma(v(\beta, j)) < \sup p^\gamma_X(T_\gamma).
\]

All the critical values of \(f_\tau\) are points of the configuration \(V\), moreover the geometrical order of the points in \(V\) is the same as in \(V(\gamma)\), hence we have

\[
\min p^\gamma_X(f_\tau) = v(\alpha, i) < v(\alpha, i + 1) < v(\beta, j + 1) < \sup p^\gamma_X(f_\tau).
\]

It follows that \(v(\alpha, i + 1)\) and \(v(\beta, j + 1)\) belong to the same (right-open) continuity interval of \(f_\tau^{-1}\), and thus

\[
v'(\alpha, i) = f_\tau^{-1}(v(\alpha, i + 1)) < f_\tau^{-1}(v(\beta, j + 1)) = v'(\beta, j).
\]

Assume now that \(v(\alpha, i)\) and \(v(\beta, j)\) belong to two different continuity intervals of \(T_\gamma\), labelled respectively by letters \(\chi_1\) and \(\chi_2\) with \(\pi(\chi_2) = \pi(\chi_1) + 1\), that is

\[
\min p^\gamma_X(T_\gamma) \leq v(\alpha, i) < \sup p^\gamma_X(T_\gamma) \leq \min p^\gamma_X(T_\gamma) \leq v(\beta, j) < \sup p^\gamma_X(T_\gamma, 0).
\]

In this case we have

\[
\min p^\gamma_X(T_\gamma) = v(\chi, 1, 1) < v(\alpha, i + 1) < \sup p^\gamma_X(T_\gamma)
\]

and

\[
\min p^\gamma_X(T_\gamma) = v(\chi, 1, 1) < v(\alpha, i + 1) < \sup p^\gamma_X(T_\gamma).
\]

As in the previous case, since all the critical values of \(f_\tau\) are points of the configuration \(V\), and since the geometrical order of the point in \(V\) is the same as in \(V(\gamma)\), we have

\[
\min p^\gamma_X(f_\tau) = v(\alpha, i) < v(\alpha, i + 1) < \sup p^\gamma_X(f_\tau)
\]

and

\[
\min p^\gamma_X(f_\tau) = v(\alpha, i) < v(\alpha, i + 1) < \sup p^\gamma_X(f_\tau).
\]

Recalling equation (5.3) and arguing as in the previous case we get

\[
\min p^\gamma_X(f_\tau) = v'(\alpha, i) < \sup p^\gamma_X(f_\tau)
\]

and

\[
\min p^\gamma_X(f_\tau) = v'(\alpha, i) < \sup p^\gamma_X(f_\tau).
\]

The proof is completed observing that \(\sup p^\gamma_X(f_\tau) \leq \sup p^\gamma_X(f_\tau)\), because we proved yet that the critical points of \(f_\tau\) have the same geometrical order as those of \(T_\gamma\).

\[
\text{Lemma 5.4.} \quad \text{The Thurston map } T_\gamma : O(\gamma) \to O(\gamma) \text{ defined by equation (5.3) is continuous.}
\]

**Proof.** For a configuration \(V \in O(\gamma)\) set \(V' := T_\gamma(V)\), then for \([\alpha, \hat{i}] \in K\) let \(v(\alpha, i)\) and \(v'(\alpha, i)\) be the points in \(V\) and \(V'\) respectively. We prove that \(v'(\alpha, i)\) depends continuously on \(V\) for any \([\alpha, \hat{i}] \in K(\gamma)\). Observe first that this is true for any point \(v'(\alpha, 0)\) with \(\alpha \in A\), according to equation (5.4) and the continuity of the composition \(V \mapsto \tau(V) \mapsto f_\tau(V)\). In order to treat all other points, let \(\epsilon = \epsilon(V) > 0\) be small enough so that the compact set

\[
K := [0, 1] \setminus \bigcup_{\alpha \in A} (v(\alpha, 1] + B(v(\alpha, 1], \epsilon))
\]

contains all the points \(v(\alpha, 1)\) of \(V\) with \(i \neq 1\). Let \(\Omega = \Omega(V, \epsilon) \subset O(\gamma)\) be an open set such that for any \(\gamma\)-configuration \(V \in \Omega\), denoting by \(v(\alpha, 1)\) with \([\alpha, \hat{i}] \in K(\gamma)\) the points in \(V\), we have
\[ \tilde{v}([\alpha, 1]) \not\in K \quad \text{and} \quad \tilde{v}([\alpha, i]) \in K \quad \text{for} \quad i \neq 1. \]

Set \( \tilde{V}' := \mathcal{T}_\gamma(\tilde{V}) \) and denote by \( \tilde{v}'([\alpha, i]) \) the points in \( \tilde{V}' \). Finally let \( \tau := \tau(V) \) and \( \tilde{\tau} := \tau(\tilde{V}) \) be the elements in \( \Delta^A \) given by equation (5.2). For any \([\alpha, i] \in \mathcal{I}(\gamma) \) with \( i \neq 0 \) we have
\[
|\tilde{v}'([\alpha, i]) - \tilde{v}([\alpha, i])| = |f_{\tilde{\tau}}^{-1}(\tilde{v}([\alpha, i + 1])) - f_{\tau}^{-1}(\tilde{v}([\alpha, i + 1]))| + |f_{\tau}^{-1}(\tilde{v}([\alpha, i + 1])) - f_{\tilde{\tau}}^{-1}(\tilde{v}([\alpha, i + 1]))|.
\]

The first term in the second line is small because \( \tilde{v}([\alpha, i + 1]) \) and \( \tilde{v}([\alpha, i + 1]) \) are two nearby points in a continuity interval of \( f_{\tilde{\tau}}^{-1} \). The second term in the second line is small because the point \( \tilde{v}([\alpha, i + 1]) \) is in an interval where both \( f_{\tau}^{-1} \) and \( f_{\tilde{\tau}}^{-1} \) acts continuously and moreover the map \( \tau \mapsto f_{\tau}^{-1} \) is continuous by Point (1) in definition 1.2.

5.3. Fixed points for the Thurston map

In section 6 below we prove the existence of a \( \gamma \)-configuration which is fixed by the Thurston map \( \mathcal{T}_\gamma : \mathcal{O}(\gamma) \rightarrow \mathcal{O}(\gamma) \). Lemma 5.5 below explains why fixed points of the Thurston map are relevant.

**Lemma 5.5.** Let \( V \in \mathcal{O}(\gamma) \) be a \( \gamma \)-configuration such that \( \mathcal{T}_\gamma(V) = V \) and let \( \tau = \tau(V) \) be given by equation (5.2). Then \( f_\tau \) has the same Rauzy path as \( \mathcal{T}_\gamma \) up to time \( r \), that is
\[
\gamma(f_\tau, r) = \gamma = \gamma(T_\gamma, r).
\]

**Proof.** It is enough to prove \( \mathcal{P}(f_\tau, r) \sim \mathcal{P}(T_\gamma, r) \), according to proposition 3.5. Observe that if \( \mathcal{T}_\gamma(V) = V \) then equation (5.3) implies \( \tilde{v}([\alpha, i + 1]) = f_\tau(\tilde{v}([\alpha, i])) \) for any \([\alpha, i] \in \mathcal{I}(\gamma) \), where we recall that the identifications between labels in \( A \times \mathbb{Z} \) are given in equation (5.1). It follows that the points in \( V \) form a closed orbit of \( f_\tau \), and their dynamical order is the same as the cyclic dynamical order of the points in \( V^{(\gamma)} \) under the action of \( T_\gamma \). By assumption \( V \) contains the critical values \( \mathcal{L}(f_\tau) \) of \( f_\tau \), and thus also the critical points \( \mathcal{L}(f_\tau) = f^{-1}_\tau(\mathcal{L}(f_\tau)) \), where \( \alpha \in A \). Therefore \( V \) equals the set of points
\[
f^{h}_{\alpha}(\mathcal{L}(f_\tau)), \quad \alpha \in A, \quad -h(\alpha, r) \leq i \leq q^{(r)}_{\alpha} - h(\alpha, r) - 1,
\]
where the integers \( h(\alpha, r) \) are defined right before equation (5.1). Moreover these points have the same geometrical order as the points of the standard configuration \( V^{(\gamma)} \), which are
\[
T^{h}_{\alpha}(\mathcal{L}(T_\gamma)), \quad \alpha \in A, \quad -h(\alpha, r) \leq i \leq q^{(r)}_{\alpha} - h(\alpha, r) - 1.
\]
These two families of points are the endpoints of the intervals in the partitions \( \mathcal{P}(f_\tau, r) \) and \( \mathcal{P}(T_\gamma, r) \) respectively, thus the lemma follows.

6. Existence of fixed points for the Thurston map

In this section we prove theorem 4.1 via proposition 6.1 below. We use the notation introduced in section 5. In particular, we fix an admissible combinatorial datum \( \pi \) and we assume that the Rauzy class \( R \) of \( \pi \) contains a cyclic combinatorial datum \( \pi^{(\gamma)} \). Then we fix a finite Rauzy path \( \gamma : \pi \rightarrow \pi^{(\gamma)} \).
6.1. The boundary of the configuration space

Recall that configuration space $\mathcal{O}(\gamma)$ is identified with the open simplex $\{ V^{(\gamma)} \} \times \Delta^N$. A degenerate $\gamma$-configuration is a set $V$ of points $v([\alpha, i]) \in [0, 1]$ labeled by classes $[\alpha, i] \in I(\gamma)$ such that there exist $\gamma$-configurations $V_n \in \mathcal{O}(\gamma)$, where $n \in \mathbb{N}$ and $V_n = \{ v_n([\alpha, i]); [\alpha, i] \in I(\gamma) \}$, with

$$v([\alpha, i]) = \lim_{n \to \infty} v_n([\alpha, i]) \quad \text{for any} \quad [\alpha, i] \in I(\gamma).$$

We also require that degenerate configurations are not configurations in the standard sense, that is, there must be either two sequences $v_n([\alpha, i])$ and $v_n([\beta, j])$ with $[\alpha, i] \neq [\beta, j]$ converging to the same limit for $n \to \infty$, or some sequence with $v_n([\alpha, i]) \to 1$ for $n \to \infty$. Such degenerate configurations are elements of the boundary $\partial \mathcal{O}(\gamma)$ of the simplex $\mathcal{O}(\gamma)$, whose faces are described combinatorially below.

Let $[\alpha_m, i_m] \in I(\gamma)$ be the label such that $v([\alpha_m, i_m])$ is the rightmost element in the standard configuration $V^{(\gamma)}$, that is $v([\alpha_m, i_m]) = 1 - N^{-1}$, or equivalently the label such that for any $[\alpha, i] \in I(\gamma)$ we have

$$v([\alpha, i]) \leq v([\alpha_m, i_m]).$$

The set $I(\gamma)$ admits a geometrical order, where for any $[\alpha, i] \in I(\gamma)$ with $[\alpha, i] \neq [\alpha_m, i_m]$ we define $[\alpha, i]^*$ as the element of $I(\gamma)$ such that

$$v([\alpha, i]^*) = \min \{ v([\beta, j]); v([\beta, j]) > v([\alpha, i]) \} \quad \Leftrightarrow \quad v([\alpha, i]^*) = v([\alpha, i]) + \frac{1}{N}.$$

First, define the maximal face $\partial^{[\alpha_m, i_m]} \mathcal{O}(\gamma)$ as the set of those degenerate $\gamma$-configurations $V = \{ v([\beta, j]) \in [0, 1], [\beta, j] \in I(\gamma) \}$ with

$$v([\alpha_m, i_m]) = 1.$$

For any $[\alpha, i] \in I(\gamma)$ with $[\alpha, i] \neq [\alpha_m, i_m]$ define the face $\partial^{[\alpha, i]} \mathcal{O}(\gamma)$ as the set of degenerate $\gamma$-configurations $V = \{ v([\beta, j]) \in [0, 1], [\beta, j] \in I(\gamma) \}$ such that

$$v([\alpha, i]) = v([\alpha, i]^*).$$

Finally define

$$\overline{\mathcal{O}(\gamma)} := \mathcal{O}(\gamma) \cup \bigcup_{[\alpha, i] \in I(\gamma)} \partial^{[\alpha, i]} \mathcal{O}(\gamma).$$

Let $T_\gamma : \mathcal{O}(\gamma) \to \mathcal{O}(\gamma)$ be the Thurston map defined in section 5.2. The main result of this section is proposition 6.1 below, which is used in the next section 6.2 to prove theorem 4.1. The proof of the proposition is the content of sections 6.3–6.6 below.

**Proposition 6.1.** There exists a map $\widehat{T}_\gamma : \mathcal{O}(\gamma) \to \overline{\mathcal{O}(\gamma)}$ satisfying the properties below:

1. We have $\widehat{T}_\gamma(V) = T_\gamma(V)$ for any $V \in \mathcal{O}(\gamma)$, that is $\widehat{T}_\gamma$ extends the map $T_\gamma$ to $\overline{\mathcal{O}(\gamma)}$.
2. The extended map $\widehat{T}_\gamma$ is continuous on $\overline{\mathcal{O}(\gamma)}$.
3. The extended map $\widehat{T}_\gamma$ leaves $\partial \mathcal{O}(\gamma)$ invariant. Moreover for any $[\alpha, i] \in I(\gamma)$ we have
   $$\widehat{T}_\gamma(\partial^{[\alpha, i]} \mathcal{O}(\gamma)) \subset \partial^{[\alpha, i-1]} \mathcal{O}(\gamma).$$
6.2. Proof of theorem 4.1

According to Point (2) of proposition 6.1 and to Brouwer’s fixed point theorem, there exists a configuration \( \mathcal{V} \in \overline{\mathcal{O}(\gamma)} \) such that \( \hat{F}_\gamma(\mathcal{V}) = \mathcal{V} \). Recall that \( \pi^{(*)} \) is a cyclic combinatorial datum, that is \( \sigma(\pi^{(*)}) \) is a cyclic permutation of \( \{1, \ldots, d\} \) with maximal order \( d \). Hence the map \( [(\alpha, i)] \mapsto [(\alpha, i - 1)] \) is a cyclic permutation of all classes in \( \mathcal{I}(\gamma) \), with maximal order \( N \). Therefore, if \( \mathcal{V} \in \partial\mathcal{O}(\gamma) \), that is such fixed point \( \mathcal{V} \) is a degenerate \( \gamma \)-configuration, then Point (3) of definition 1.2. Recall that if \( \mathcal{V} \in \partial\mathcal{O}(\gamma) \) and \( T_\gamma(\mathcal{V}) = \hat{F}_\gamma(\mathcal{V}) = \mathcal{V} \), hence theorem 4.1 follows from lemma 5.5.

6.3. The extension to the boundary

Lemma 6.3 in this subsection proves Point (1) in proposition 6.1. Equation (5.2) defines a continuous extension

\[
\tau(\cdot) : \overline{\mathcal{O}(\gamma)} \rightarrow \Delta^A; \quad \mathcal{V} \mapsto \tau = \tau(\mathcal{V}).
\]

Observe that for a degenerate configurations \( \mathcal{V} \in \partial\mathcal{O}(\gamma) \) it is possible to have a non degenerate vector \( \tau(\mathcal{V}) \in \Delta^A \) and not necessarily \( \tau(\mathcal{V}) \in \partial\Delta^A \). Let \( (f_\tau)_{\tau \in \Delta^A} \) be a full family of GIETs parametrized by \( \tau \mapsto F(\tau) := f_\tau \) and consider the extension

\[
\hat{F} : \Delta^A \rightarrow \hat{G}(\pi, [0, 1])
\]
as in Point (3) of definition 1.2. Recall that if \( \tau \in \Delta^A \), then \( \hat{F}(\tau) = f_\tau \in \hat{G}(\pi, [0, 1]) \).

Otherwise if \( \tau \in \partial\Delta^A \), then we have a degeneration \( D_\tau = \hat{F}(\tau) \), which we decompose as \( D_\tau = G_\tau \cup S_\tau \), where \( S_\tau \) is the singular part and \( f_\tau : [0, 1) \rightarrow [0, 1) \) is a GIET whose combinatorial datum is a reduction of \( \pi \). In both cases we say that \( f_\tau \) is the regular part of \( \hat{F}(\tau) \).

Composition equation (5.2) with \( \hat{F} \) we get a continuous map

\[
\overline{\mathcal{O}(\gamma)} \rightarrow \hat{G}(\pi, [0, 1]); \quad \mathcal{V} \mapsto \hat{F}(\tau(\mathcal{V})),
\]

where the distance between configurations \( \hat{V} \) and \( \mathcal{V} \) is the restriction to \( \Delta^N \) of the distance on \( \mathbb{R}^N \) induced by the sup-norm \( \| \cdot \|_\infty \) and where the distance on \( \hat{G}(\pi, [0, 1]) \) is defined by equation (1.5). In the following we will apply frequently lemma 6.2 below.

Lemma 6.2. Let \( \tau \in \Delta^A \) and \( (\tau_n)_{n \in \mathbb{N}} \subset \Delta^A \) be a sequence with \( \tau_n \rightarrow \tau \) as \( n \rightarrow \infty \). Let \( I_n \) be a sequence of open intervals with \( \|I_n\| \rightarrow 0 \) as \( n \rightarrow \infty \) such that there exists \( \alpha \in A \) with

\[
I_n \subset I^\alpha_n(f_{\tau_n}) \quad \text{for any} \quad n \in \mathbb{N}.
\]

Then \( f_{\tau_n}^{-1}(I_n) \) is an interval too and we have \( |f_{\tau_n}^{-1}(I_n)| \rightarrow 0 \).

Proof. Recall that \( \text{Dist}(f_{\tau_n}, \hat{F}(\tau)) \rightarrow 0 \) as \( n \rightarrow \infty \) in the distance defined by equation (1.5). Observe that \( f_{\tau_n}^{-1}(I_n) \subset I^\alpha_n(f_{\tau_n}) \) for any \( n \). Thus in particular the lemma is obvious if \( |I^\alpha_n(f_{\tau_n})| \rightarrow 0 \) as \( n \rightarrow \infty \), that is \( \tau \in \partial\Delta^A \) with \( \tau_n = 0 \). Otherwise there exists non-empty right-open intervals \( I^\alpha_n \) and \( \hat{I}^\alpha_n \) with
\[ \text{Cl}(I^n(f_{\tau_n})) \rightarrow \text{Cl}(I^n) \quad \text{and} \quad \text{Cl}(I^{n_k}(f_{\tau_n})) \rightarrow \text{Cl}(I^n) \]

in the Hausdorff distance as \( n \rightarrow \infty \), and the restriction \( f_{\tau} : I^n \rightarrow I^n \) is a homeomorphism, where \( f_{\tau} \) is the regular part of \( \hat{F}(\tau) \). For any \( n \in \mathbb{N} \) set \( I_b = (c_n, d_n) \) and let \( a_n := f_{\tau_n}^{-1}(c_n) \) and \( b_n := f_{\tau_n}^{-1}(d_n) \). Modulo subsequences, let \( a, b \in \text{Cl}(I^n) \) with \( a_n \rightarrow a \) and \( b_n \rightarrow b \) as \( n \rightarrow \infty \), where obviously \( a \leq b \). If \( a < b \) strictly then

\[ \epsilon := \lim_{x \rightarrow b-} f_{\tau}(x) - \lim_{x \rightarrow a+} f_{\tau}(x) > 0 \]

also strictly. In this case, let \( n_0 \) be such that for \( n \geq n_0 \) we have \( 0 < d_n - c_n < \epsilon /50 \). Assume also that \( |a_n - a| < \epsilon /100 \) and \( |b_n - b| < \epsilon /100 \) for any such \( n \). Then we have

\[ \text{Dist}(f_{\tau_n}, \hat{F}(\tau)) \geq \max \left\{ \left| c_n - \lim_{x \rightarrow a+} f_{\tau}(x) \right|, \left| d_n - \lim_{x \rightarrow b-} f_{\tau}(x) \right| \right\} \geq \frac{\epsilon}{100} \]

for any \( n \) big enough, which is absurd. The lemma is proved. \( \square \)

Fix \( \mathcal{V} \in \overline{\mathcal{O}(\gamma)} \), that is a \( \gamma \)-configuration which can be degenerate or not. Consider a sequences of configurations \( \mathcal{V}_n \in \mathcal{O}(\gamma) \), where \( n \in \mathbb{N} \) and \( \mathcal{V}_n = \{ v_n([\alpha, i]), [\alpha, i] \in \mathcal{I}(\gamma) \} \), such that \( \mathcal{V}_n \rightarrow \mathcal{V} \), that is such that \( \lim_{n \rightarrow \infty} v_n([\alpha, i]) = v([\alpha, i]) \) for any \( [\alpha, i] \in \mathcal{I}(\gamma) \). Define the set of points \( \mathcal{V}' = \{ v'([\alpha, i]): [\alpha, i] \in \mathcal{I}(\gamma) \} \subset [0, 1] \) by

\[ v'([\alpha, i]) := \lim_{n \rightarrow \infty} f_{\tau_n}^{-1}(v_n([\alpha, i+1])), \tag{6.2} \]

where we recall remark 5.2. According to lemma 6.3 below, equation (6.2) defines a map

\[ \hat{F}_\gamma : \mathcal{O}(\gamma) \rightarrow \mathcal{O}(\gamma); \quad \mathcal{V} \mapsto \hat{F}_\gamma(\mathcal{V}) := \mathcal{V}' \]

which extends the map \( T_\gamma : \mathcal{O}(\gamma) \rightarrow \mathcal{O}(\gamma) \), called the extended Thurston map.

**Lemma 6.3.** Fix \( \mathcal{V} \in \overline{\mathcal{O}(\gamma)} \).

1. The limit in equation (6.2) exists.
2. The set \( \mathcal{V}' \) defined by equation (6.2) does not depend on the choice of the sequence \( \mathcal{V}_n \in \mathcal{O}(\gamma) \) with \( \mathcal{V}_n \rightarrow \mathcal{V} \).
3. We have \( \mathcal{V}' \in \overline{\mathcal{O}(\gamma)} \).
4. If \( \mathcal{V} \in \mathcal{O}(\gamma) \), that is \( \mathcal{V} \) is non degenerate, then \( \mathcal{V}' = T_\gamma(\mathcal{V}) \).

**Proof.** Consider \( \mathcal{V}_n \in \mathcal{O}(\gamma) \) with \( \mathcal{V}_n \rightarrow \mathcal{V} \) as \( n \rightarrow \infty \) and recall that, by continuity of the map in equation (6.1), we have \( f_{\tau(V_n)} \rightarrow \hat{F}(\tau(V)) \) in terms of the distance defined by equation (1.5). For \( i = 0 \), equation (6.2) becomes

\[ \lim_{n \rightarrow +\infty} f_{\tau(V_n)}^{-1}(v_n([\alpha, 1])) = \lim_{n \rightarrow +\infty} u_{\alpha}^n(f_{\tau(V_n)}), \]

and the limit above exists and is independent from the choice of \( \mathcal{V}_n \) with \( \mathcal{V}_n \rightarrow \mathcal{V} \), so that point (1) and (2) are proved for elements \( v'([\alpha, 0]) \) of \( \mathcal{V}' \). For \( i \neq 0 \), since all \( \mathcal{V}_n \) are \( \gamma \)-configuration, then there exists a letter \( \chi \in \mathcal{A} \) such that

\[ u_{\chi}^n(f_{\tau(V_n)}) < \| v_n([\alpha, i + 1]) < \sup_{\chi} f_{\tau(V_n)} \]

for any \( n \). The argument for \( i = 0 \) implies that there exist points \( a = a(\chi) \) and \( b = b(\chi) \) in the closed interval \([0, 1]\), which do not depend on the choice of \( \mathcal{V}_n \rightarrow \mathcal{V} \), such that
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as \( n \to \infty \). We have obviously \( a \leq b \), where \( a = b \) holds when the intervals \( \mathcal{I}_n^b(f_{\gamma(V_n)}) \) shrink to a point as \( n \to \infty \). For any \( n \), consider the two open sub-intervals of \( \mathcal{I}_n^b(f_{\gamma(V_n)}) \) given by
\[
I_n := \left( \min \mathcal{I}_n^b(f_{\gamma(V_n)}), v_n([\alpha_i + 1]) \right) \quad \text{and} \quad I'_n := (v_n([\alpha_i + 1]), \sup \mathcal{I}_n^b(f_{\gamma(V_n)})).
\]
If either \(|I_n| \to 0\) or \(|I'_n| \to 0\) as \( n \to \infty \), then according to lemma 6.2 we have either \( |f_{\gamma(V_n)}^{-1}(I_n)| \to 0\) or \( |f_{\gamma(V_n)}^{-1}(I'_n)| \to 0\) respectively, and thus \( f_{\gamma(V_n)}^{-1}(v_n([\alpha_i + 1])) \) converges either to \( a(\chi) \) or to \( b(\chi) \) respectively. In this case too point (1) and (2) holds for \( v'([\alpha_i, \tilde{\alpha}_i]) \). If both \( \inf_{n \in \mathbb{N}} |I_n| > 0 \) and \( \inf_{n \in \mathbb{N}} |I'_n| > 0 \) then the letter \( \chi \) corresponds to a non-degenerate branch of the regular part \( f_{\gamma(V_n)} \) of \( \mathcal{F}(\tau(V_n)) \), and there exist right open intervals \( I_n^b \subset [0, 1) \) such that the restriction \( f_{\gamma(V_n)}^{-1}(v_n([\alpha_i + 1])) \) is big enough. We have
\[
\left| f_{\gamma(V_n)}^{-1}(v_n([\alpha_i + 1])) - f_{\gamma(V_n)}^{-1}(v([\alpha_i + 1])) \right| \leq \left| f_{\gamma(V_n)}^{-1}(v_n([\alpha_i + 1])) - f_{\gamma(V_n)}^{-1}(v([\alpha_i + 1])) \right| + \left| f_{\gamma(V_n)}^{-1}(v([\alpha_i + 1])) - f_{\gamma(V_n)}^{-1}(v([\alpha_i + 1])) \right|,
\]
therefore \( f_{\gamma(V_n)}^{-1}(v_n([\alpha_i + 1])) \to f_{\gamma(V_n)}^{-1}(v([\alpha_i + 1])) \), indeed the first term in the second line converges to 0 by lemma 6.2, while the second converges to 0 because \( f_{\gamma(V_n)} \to \mathcal{F}(\tau(V_n)) \). This concludes the proof of (1) and (2) in the lemma. Point (3) follows observing that \( \mathcal{V}' = \lim_{n \to \infty} \mathcal{V}'_n \), where \( \mathcal{V}'_n = \mathcal{T}_n(V_n) \), and the latter is a sequence of \( \gamma \)-configurations according to proposition 5.3. Finally, point (4) just corresponds to the continuity of the map \( \mathcal{T}_n : \mathcal{O}(\gamma) \to \mathcal{O}(\gamma) \), proved in lemma 5.4. The proof of the lemma is complete. \( \square \)

6.4. Continuity of the extended map

Lemma 6.4 in this subsection proves point (2) in proposition 6.1.

Lemma 6.4. The extended Thurston map \( \tilde{\mathcal{T}}_\gamma : \overline{\mathcal{O}(\gamma)} \to \overline{\mathcal{O}(\gamma)} \) defined by equation (6.2) is continuous.

Proof. Consider configurations \( \mathcal{V}, \tilde{\mathcal{V}} \) in \( \overline{\mathcal{O}(\gamma)} \), which can be degenerate or not. Let \( \mathcal{V}_n \) and \( \tilde{\mathcal{V}}_n \) be non-degenerate configurations in \( \mathcal{O}(\gamma) \) with \( \mathcal{V}_n \to \mathcal{V} \) and \( \tilde{\mathcal{V}}_n \to \tilde{\mathcal{V}} \) as \( n \to \infty \), so that
\[
\mathcal{V}' := \tilde{\mathcal{T}}_\gamma(\mathcal{V}) = \lim_{n \to \infty} \mathcal{V}'_n \quad \text{and} \quad \tilde{\mathcal{V}}' := \tilde{\mathcal{T}}_\gamma(\tilde{\mathcal{V}}) = \lim_{n \to \infty} \tilde{\mathcal{V}}'_n,
\]
where \( \mathcal{V}'_n := \mathcal{T}_n(\mathcal{V}_n) \) and \( \tilde{\mathcal{V}}'_n := \tilde{\mathcal{T}}_n(\tilde{\mathcal{V}}_n) \) for any \( n \in \mathbb{N} \), according to the definition of \( \tilde{\mathcal{T}}_\gamma \) in equation (6.2). For any \( [\alpha, \tilde{\alpha}] \in \mathcal{I}(\gamma) \) denote \( v'([\alpha, \tilde{\alpha}]) \) and \( \tilde{v}'([\alpha, \tilde{\alpha}]) \) the corresponding labeled points respectively in \( \mathcal{V}' \) and \( \tilde{\mathcal{V}}' \). Similarly, denote \( v_n([\alpha, \tilde{\alpha}]), v'_n([\alpha, \tilde{\alpha}]), \tilde{v}_n([\alpha, \tilde{\alpha}]), \tilde{v}'_n([\alpha, \tilde{\alpha}]) \) the corresponding points respectively in \( \mathcal{V}_n, \mathcal{V}'_n, \mathcal{V}_n, \mathcal{V}'_n \). Fix \( \epsilon > 0 \) and \( [\alpha, \tilde{\alpha}] \in \mathcal{I}(\gamma) \). We prove that if \( \tilde{\mathcal{V}} \) is close enough to \( \mathcal{V} \), then we have \( |v'([\alpha, \tilde{\alpha}]) - \tilde{v}'([\alpha, \tilde{\alpha}])| < \epsilon \), and in order to do so it is enough to prove that if \( n \) is big enough then we have
\[
|v'_n([\alpha, \tilde{\alpha}]) - \tilde{v}'_n([\alpha, \tilde{\alpha}])| < \epsilon. \quad (6.3)
\]
Observe that if \(|\tilde{V} - V| < \delta\) for some \(\delta > 0\) then also \(|\tilde{V}_n - V_n| < \delta\) for any \(n\) big enough. Moreover the map \(V \mapsto \tilde{F}(\tau(V))\) in equation (6.1) is continuous. It follows that if \(\delta\) is small enough and \(n\) is big enough we have

\[
\text{Dist} \left( f_{\tau(V)}, \tilde{F}(\tau(V)) \right) < \epsilon. \tag{6.4}
\]

For the labels \([\alpha, 0]\) with \(\alpha \in \mathcal{A}\), equation (6.3) follows easily from equation (6.4) observing that for any \(n\) we have

\[
u'_n([\alpha, 0]) = f_{\tau(V)}^{-1}\left( v_n([\alpha, 1]) \right) = u'_n(f_{\tau(V)}) \to v'([\alpha, 0]),
\]

\[
u''_n([\alpha, 0]) = f_{\tau(V)}^{-1}\left( \tilde{v}_n([\alpha, 1]) \right) = u''_n(f_{\tau(V)}).
\]

Now consider \([\alpha, \tilde{\alpha}] \neq [\alpha, 0]\) and let \(\chi \in \mathcal{A}\) be the letter such that for any \(n\) we have

\[
u'_n([\alpha, i]) = \min \nu'_n(f_{\tau(V)}) < v_n([\alpha, i + 1]) < \sup \nu'_n(f_{\tau(V)}),
\]

\[
u''_n([\alpha, i]) = \min \nu''_n(f_{\tau(V)}) < \tilde{v}_n([\alpha, i + 1]) < \sup \nu''_n(f_{\tau(V)}),
\]

so that \(v'_n([\alpha, i]) \in I'_\chi(f_{\tau(V)})\) and \(\tilde{v}_n([\alpha, i]) \in I''_\chi(f_{\tau(V)})\) by equation (5.3). Set

\[a = a(\chi) := \lim_{n \to \infty} u'_n(f_{\tau(V)}) \quad \text{and} \quad b = b(\chi) := \lim_{n \to \infty} \left( \sup I'_\chi(f_{\tau(V)}) \right).
\]

According to part (1) of lemma 6.3, we have

\[
\lim_{n \to \infty} f_{\tau(V)}^{-1}\left( v_n([\alpha, i + 1]) \right) = v'([\alpha, \tilde{\alpha}] \in [a, b].
\]

Moreover, if \(\tilde{V}\) is close to \(V\) and \(n\) is big enough, then equation (6.4) implies

\[|a - \min I'_\chi(f_{\tau(V)})| < \epsilon \quad \text{and} \quad \sup I'_\chi(f_{\tau(V)}) - b| < \epsilon.
\]

If \(a = v'([\alpha, \tilde{\alpha}] = b\), then \(\tilde{v}_n([\alpha, \tilde{\alpha}] - v'([\alpha, \tilde{\alpha}]) < \epsilon\), so that equation (6.3) is satisfied. Otherwise if \(a < b\) strictly, then the letter \(\chi\) corresponds to a non-degenerate branch of the regular part \(f_{\tau(V)}\) of \(\tilde{F}(\tau(V))\) and there exists a right-open interval \(I'_\chi \subset [0, 1]\) such that the restriction \(f_{\tau(V)}^{-1} : I'_\chi \to [a, b]\) is an homeomorphism. By continuity of the map \(V \mapsto \tilde{F}(\tau(V))\) the letter \(\chi\) also corresponds to a non-degenerate branch of the regular part \(f_{\tau(V)}\) of \(\tilde{F}(\tau(V))\), and there exists right-open intervals \(I''_\chi \subset [0, 1]\) such that the restriction \(f_{\tau(V)}^{-1} : I''_\chi \to I''_\chi\) is an homeomorphism onto its image. As in the proof of Part (1) of lemma 6.3, consider the two open sub-intervals of \(I'_\chi(f_{\tau(V)})\) given by

\[I_\alpha := \left( \min I'_\chi(f_{\tau(V)}), v_n([\alpha, i + 1]) \right) \quad \text{and} \quad I'_\alpha := \left( v_n([\alpha, i + 1]), \sup I'_\chi(f_{\tau(V)}) \right).
\]

If both \(\sup_{n \in \mathbb{N}} |I_\alpha| > 0\) and \(\sup_{n \in \mathbb{N}} |I'_\alpha| > 0\), then \(v([\alpha, i + 1]) = \lim_{n \to \infty} v([\alpha, i + 1])\) is an interior point of \(I'_\chi\). Moreover, if \(\tilde{V}\) is close enough to \(V\), then also \(\tilde{v}([\alpha, i + 1])\) is an interior point of \(I''_\chi\), and thus \(\tilde{v}_n([\alpha, i + 1])\) too, for any \(n\) big enough. Therefore equation (6.3) follows with the same argument as in the second part of the proof of lemma 5.4. Otherwise assume \(|I_\alpha| \to 0\) as \(n \to \infty\), where the argument for the case \(|I'_\alpha| \to 0\) is the same and is left to the reader. We have \(f_{\tau(V)}^{-1}(I_\alpha) \to 0\) and thus lemma 6.2 implies

\[v'_n([\alpha, \tilde{\alpha}] = f_{\tau(V)}^{-1}(v_n([\alpha, i + 1]) \to a.
\]
Therefore equation (6.3) holds for \( \tilde{v}_n^\ast(\alpha, i) = f_{\tau(\gamma)}^{-1}(\tilde{v}_n([\alpha, i + 1])) \) because equation (6.4) implies
\[
\left| \left( f_{\tau(\gamma)}^{-1}(\tilde{v}_n([\alpha, i + 1])), \tilde{v}_n([\alpha, i + 1]) \right) - (a, v([\alpha, i + 1])) \right|_{\mathbb{R}^2} \leq \epsilon,
\]
where \(|p_1 - p_2|_{\mathbb{R}^2}\) denotes the distance between points \(p_1, p_2\) in \(\mathbb{R}^2\). The lemma is proved. \(\square\)

6.5. Cyclic behavior

Lemma 6.5 in this subsection proves point (3) in proposition 6.1.

**Lemma 6.5.** For any \([\alpha, i] \in \mathcal{I}(\gamma)\) we have
\[ \widehat{T}_\gamma(\partial^{[\alpha, i]}O(\gamma)) \subset \partial^{[\alpha, i-1]}O(\gamma). \]

**Proof.** Consider a degenerate configuration \(V \in \partial O(\gamma)\) and its image \(V' := \widehat{T}_\gamma(V)\). Then let \(V_n \in O(\gamma)\) be a sequence with \(V_n \to V\) as \(n \to \infty\) and let \(V_n' := \widehat{T}_\gamma(V_n)\) be its image, so that \(V' = \lim_{n \to \infty} V_n'\), according to the definition of the map \(\widehat{T}_\gamma\) in equation (6.2). For \([\beta, j] \in \mathcal{I}(\gamma)\) denote by \(v([\beta, j]), v'([\beta, j]), v_n([\beta, j])\) and \(v'_n([\beta, j])\) the corresponding labelled points respectively in the configurations \(V, V', V_n\) and \(V'_n\).

Fix \([\alpha, i] \in \mathcal{I}(\gamma)\) and consider \(V \in \partial^{[\alpha, i]}O(\gamma)\), that is a degenerate configuration with \(v([\alpha, i]) = v([\alpha, i]_\ast)\). The lemma follows proving that for the image configuration \(V' = \widehat{T}_\gamma(V)\) we have \(v'([\alpha, i-1]) = v'([\alpha, i - 1]_\ast)\), that is
\[
|v'_n([\alpha, i-1]_\ast) - v'_n([\alpha, i-1])| \to 0 \quad \text{as} \quad n \to \infty. \tag{6.5}
\]

We consider separately the cases below.

**Case (1): leftmost point of \(V\).** Let \([\alpha, i] := [\alpha_0, 0]\), where \(\alpha_0\) is the letter with \(\pi_\tau(\alpha_0) = 0\). Recall that in this case \(\tau([\alpha_0, 0]) = v'([\alpha_0, 0]) = v_{\ast}(\alpha_0, 0) = 0\). Moreover let \(A_0\) be the letter with \(\pi_\tau(\alpha_0) = 1\) and observe that the identifications on \(\xi \times \mathbb{Z}\) induced by equation (5.1) give \([\alpha_0, -1] = [\beta_0, 0]\). Consider the label \([\chi, j] := [\alpha_0, 0]_\ast\), so that in particular \(v_{\ast}(\chi, j) \to 0\) as \(n \to \infty\).

If \(\pi_\tau(\chi) = 2\) and \(j = 1\), that is \(v([\alpha_0, 0]_\ast)\) is the critical value of \(T_\gamma\) right after 0, then \(v([\beta_0, 0]_\ast) = \sup_l f_{\gamma}(\chi, j)\) in this case condition \(v_{\ast}(\alpha_0, 0) \to 0\) as \(n \to \infty\) means that the limit \(\lim_{n \to \infty} f_{\gamma}(\chi, j)\) has regular part \(f_{\gamma}(\chi, j)\) which does not contain \(\beta_0\) in its alphabet, that is the intervals \(I_{\gamma}(f_{\gamma}(\chi, j))\) and \(I_{\gamma}(f_{\gamma}(\chi, j))\) vanish to a point. Therefore equation (6.5) is satisfied, indeed we have
\[
v'_n([\beta_0, 0]_\ast) - v'_n([\beta_0, 0]) = \sup_l f_{\gamma}(\chi, j) - \min_l f_{\gamma}(\chi, j) \to 0.
\]

In all other cases we have \([\beta_0, 0]_\ast = [\chi, j - 1]\), since \(v([\chi, j])\) belongs to the right-open interval \([0, \lambda_{\gamma}^{-1}(\chi, j)]\) where \(T_\gamma^{-1}\) acts continuously. The interval \(I_n := ([0, v_{\ast}(\chi, j)]\) satisfies the assumption in lemma 6.2, indeed we have
\[
v_{\ast}(\alpha_0, 0) = 0 < v_{\ast}(\chi, j) < \sup_l f_{\gamma}(\chi, j).
\]
Therefore equation (6.5) follows from lemma 6.2, since we have
\[
|v'_n([\chi, j - 1]) - v'_n([\beta, 0])| = |f^{-1}_{\tau(V_n)}(v_n([\chi, j])) - f^{-1}_{\tau(V_n)}(v_n([\alpha, 0]))|
\]
\[
= |f^{-1}_{\tau(V_n)}(v_n([\chi, j])) - f^{-1}_{\tau(V_n)}(0)| = |f^{-1}_{\tau(V_n)}(I_n)| \to 0 \quad \text{as} \quad n \to \infty.
\]

Case (2): critical values. Consider \([\alpha, i] \) with \( \pi_b(\alpha) \geq 2 \) and \( i = 1 \), then consider the label \([\chi, j] := [\alpha, 1]^*\), so that \( v_n([\chi, j]) \) is collapsing onto the critical value \( v_n([\alpha, 1]) \) of \( f_{\tau(V_n)} \) at its left. One reasons as in Case (1). If \( \bar{v}([\alpha, 1]^*) = \sup I'_n(T_\gamma) \), then \( \bar{v}([\alpha, 0]^*) = \sup I'_n(T_\gamma) \) and equation (6.5) becomes
\[
v'_n([\alpha, 0]^*) - v'_n([\alpha, 0]) = \sup I'_n(f_{\tau(V_n)}) - \min I'_n(f_{\tau(V_n)}) \to 0,
\]
which is satisfied because the limit \( \bar{F}(\tau(V)) = \lim_{n \to \infty} f_{\tau(V_n)} \) has regular part \( f_{\tau(V)} \) which does not contain \( \alpha \) in its alphabet, that is the intervals labeled by the letter \( \alpha \) are shrunk to a point. Otherwise, in all other cases one has \([\alpha, 0]^* = [\chi, j - 1] \), so that equation (6.5) becomes
\[
v'_n([\chi, j - 1]) - v'_n([\alpha, 0]) \to 0,
\]
which follows from lemma 6.2. Details are left to the reader.

Case (3): rightmost point of \( \bar{V} \). Consider \([\alpha, i] := [\alpha_m, i_m] \). Recall that in this case we have \( v([\alpha_m, i_m])^* = v([\alpha, i])^* = v([\alpha_m, i_m])^* = v'_n([\alpha_m, i_m])^* = 1. \) Recall also from section 3.1 that we call \( \alpha_b \) the letter with \( \pi_b(\alpha_b) = d \) and let \( \beta \) be the letter with \( \pi_b(\beta) = \pi_b(\alpha_b) + 1 \). Observe that we have \([\alpha_m, i_m - 1]^* = [\beta, 0] \). We have \( v_n([\alpha_m, i_m]) \to 1 \) as \( n \to \infty \), where
\[
u^b_n(f_{\tau(V_n)}) = v_n([\alpha_b, 1]) \leq v_n([\alpha_m, i_m]) < 1 = \sup I'_n(f_{\tau(V_n)}),
\]
so that the interval \( I_n := (v_n([\alpha_m, i_m]), 1) \) satisfies the assumption of lemma 6.2, therefore equation (6.5) follows from such lemma, since we have
\[
|v'_n([\alpha_m, i_m - 1]^*) - v'_n([\alpha_m, i_m - 1])| = |v_n([\beta, 0]) - v_n([\alpha_m, i_m - 1])|
\]
\[
= |f^{-1}_{\tau(V_n)}(v_n([\beta, 1])) - f^{-1}_{\tau(V_n)}(v_n([\alpha_m, i_m]))| = |f^{-1}_{\tau(V_n)}(I_n)| \to 0 \quad \text{as} \quad n \to \infty.
\]

Case (4): left neighborhood of critical values. Consider \([\alpha, i] \) such that \([\alpha, i]^* = [\chi, 1] \) for some \( \chi \) with \( \pi_b(\chi) \geq 2 \), then let \( \beta \) be the letter with \( \pi_b(\beta) = \pi_b(\chi) - 1 \), so that for the standard configuration \( \mathcal{V}^{(\gamma)} \) we have \( \bar{v}([\alpha, i - 1]^*) = \sup I'_n(T_\gamma) \). In this case we have by assumption \( v_n([\chi, 1]) = v_n([\alpha, i]) \to 0 \) as \( n \to \infty \), where
\[
u^b_n(f_{\tau(V_n)}) = v_n([\beta, 1]) \leq v_n([\alpha, i]) < v_n([\chi, 1]) = \sup I'_n(f_{\tau(V_n)}),
\]
and, reasoning as in case (3), equation (6.5) follows applying lemma 6.2 to the interval \( I_n := (v_n([\alpha, i]), v_n([\chi, 1])) \), indeed we have
\[
|v'_n([\alpha, i - 1]^*) - v'_n([\alpha, i - 1])|
\]
\[
= |\sup I'_n(f_{\tau(V_n)}) - f^{-1}_{\tau(V_n)}(v_n([\alpha, i]))| = |f^{-1}_{\tau(V_n)}(I_n)| \to 0 \quad \text{as} \quad n \to \infty.
\]

Case (5): other points. In all the remaining cases the labels \([\alpha, i] \) and \([\chi, j] := [\alpha, i]^* \) correspond to points \( \bar{v}([\alpha, i]) \) and \( \bar{v}([\chi, j]) \) of the standard configuration \( \mathcal{V}^{(\gamma)} \) in the interior of the same continuity interval of \( f_{\tau(V_n)}^{-1} \), hence we have \([\alpha, i - 1]^* = [\chi, j - 1] \). Therefore equation (6.5) follows applying lemma 6.2 to the interval \( I_n := (v_n([\alpha, i]), v_n([\chi, j])) \). Details are left to the reader.

The analysis of cases is complete and the lemma is proved.
6.6. End of the proof of proposition 6.1

Here we resume how the proof of proposition 6.1 works. The existence of a map \( \hat{T}_\gamma : \mathcal{O}(\gamma) \to \mathcal{O}(\gamma) \) which extends the map \( T_\gamma \) corresponds to lemma 6.3. The continuity of the map \( \hat{T}_\gamma \) is established by lemma 6.4. Finally lemma 6.5 establishes the cyclic behavior for the map \( \hat{T}_\gamma \), corresponding to point (3) of proposition 6.1.
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