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We studied the process of decoherence induced by the presence of an environment in acoustic black holes, using the open quantum system approach, thus extending previous work. We focused on the ion trap model but the formalism is general to any experimental implementation. We computed the decoherence time for that setup. We found that a quantum to classical transition occurs during the measurement and we proposed improved parameters to avoid such a feature. We provide analytic estimations for both zero and finite temperature. We also studied the entanglement between the Hawking-pair phonons for an acoustic black hole while in contact with a reservoir, through the quantum correlations, showing that they remain strongly correlated for small enough times and temperatures. We used the stochastic formalism and the method of characteristic to solve the field wave equation.
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I. INTRODUCTION

Hawking effect, i.e. the particle creation process that gives rise to a thermal spectrum of radiation outgoing from a black hole [1], is a prediction of quantum field theory in curved space-time. This effect together with its entropy complete the interpretation of black holes as thermal objects. On one hand, it is believed that the heart of a theory that unifies quantum mechanics and gravity lies in understanding the nature of this thermality. On the other hand, it is also important to collect experimental evidence in order to gain insight into this phenomenon, but this is practically impossible since black holes’ temperatures are less than $nK$. Since the phenomenon has not been observed experimentally, it is of crucial importance that all the assumptions underlying the Hawking effect be carefully studied so as to try to understand the process.

W. G. Unruh proposed an analogue gravity hydrodynamical model where phonons propagate in a fluid with a subsonic and supersonic regime [2]. This model obeys the dynamics of a massless scalar field near a black hole and provides a possible experimental implementation to study the Hawking effect. Subsequently, there have been several more realistic proposals that involved BEC [3], moving dielectrics [4], waveguides [5], slow light systems [6], among others.

On general grounds, an acoustic black hole is a system in which phonons are unable to escape from a fluid that is flowing more quickly than the local speed of sound. Therefore, trapped phonons are analogous to light in real gravitational black holes. The phonons propagating in perfect fluids exhibit the same properties of motion as fields, such as gravity, in space and time.

The current proposals do not provide conclusive evidence of the Hawking effect (see for example [7]). Nevertheless, we believe that a particular one by Horstmann et al., [8], provides a promising setup. This system consists of a circular ring of trapped ions moving with an inhomogeneous velocity profile emulating a black hole, as explained above. The signature of this quantum radiation is the correlation between entangled phonons near the horizon, [9], which can be measured by coupling the ions’ motional degrees of freedom to their internal state, [10].

Given that we are interested in the quantum nature of the effect, in this paper we make a study of the interactions of the acoustic black hole with an environment and how this induces decoherence in the system.

The presence of an environment can destroy all the traces of the quantumness of a system. All real world quantum systems interact with their surrounding environment to a greater or lesser extent. As the quantum system is in interaction with an environment defined as any degrees of freedom coupled to the system which can entangle its states, a degradation of pure states into mixtures takes place. No matter how weak the coupling that prevents the system from being isolated, the evolution of an open quantum system is eventually plagued by nonunitary features like decoherence and dissipation. Decoherence, in particular, is a quantum effect whereby the system loses its ability to exhibit coherent behavior. Nowadays, decoherence stands as a serious obstacle in quantum information processing. All in all, it should be crucial to control decoherence in order to plan a concrete setup for measuring the Hawking radiation as a quantum feature of analogue gravity models.

In this paper, we show a more detailed and deeper treatment of the problem given in [11], and we present new results concerning the evaluation of the decoherence time and analytical expressions for correlation functions of the quantum fields. We continue using the field-theoretical description in order to present a derivation applicable to any implementation of an acoustic black hole. Nevertheless, given our interest in the ion trap we provide numerical results corresponding to that particu-
lar setup.

The article is organized as follows: in Sec. II we show the specific model we are using. In Sec. III we present the model of environment and show the non-equilibrium dynamics of the system. Sec. IV contains the estimation of the decoherence time and we show, in Sec. V the dynamics of the entanglement through the analysis of correlations. Finally, we summarize our results in Sec. VI.

II. A PARTICULAR ACOUSTIC BLACK HOLE: THE ION RING

As stated above, we will work in the context of the field theoretical description. Given that we are interested in the ion ring model, and with the purpose of introducing the subject of analogue gravity with a specific example, we will explain in detail this set up from first principles. We will begin with the discrete description of N ions of mass m in a circular trap of radius R to end with the description of a massless scalar field in a curved background.

Following the study done in Ref. [8], the Hamiltonian describing the ions of the circular trap is given by

$$\mathcal{H} = -\sum_{i=1}^{N} \frac{\hbar^2}{2mR^2} \frac{\partial^2}{\partial \theta_i^2} + \sum_{i=1}^{N} V^c(\theta_i, t) + V^c(\theta_1, ..., \theta_N),$$

where $V^c(\theta_i, t)$ is an external field potential corresponding to an electric field that induces the classical trajectories $\theta_i(t)$ and $V^c(\theta_1, ..., \theta_N)$ is the Coulomb potential between the ions. Those are such that the velocity profile is

$$v(\theta, t) = \begin{cases} v_{\min} & 0 \leq \theta < \theta_H - \gamma_1 \\ \beta + \alpha \left(\frac{\theta - \theta_H}{\gamma_2}\right) & -\gamma_1 \leq \theta - \theta_H \leq \gamma_1 \\ \beta - \alpha \left(\frac{\theta - \theta_H}{\gamma_2}\right) & \theta_H + \gamma_2 \leq \theta \\ v_{\max} & 2\pi - \theta_H + \gamma_2 \leq \theta \leq 2\pi, \end{cases}$$

where $\beta = (v_{\max} + v_{\min})/2$ and $\alpha = (v_{\max} - v_{\min})/2$. The minimum and maximum velocity are constrained by the condition that each ion has to make one revolution during a period $T$. It is important to notice that we use an approximate velocity profile, as introduced in Ref. [11]. The real, as explained in Ref. [8], must be $C^3$ but ours is a good approximation appropriate to our calculations. Taking this into account, the parameters $\gamma_1$ and $\theta_H$ do not exactly match those of Horstmann et al. The system may be prepared in an initial thermal state with temperature $T_0$. An illustration of the setup and the velocity profile can be found in Figs. 1 and 2 of Ref. [8].

Initially, the velocity profile is constant with $v_{\min}(t = 0) = v_{\max}(t = 0) = 2\pi/T$ but during a time $\tau$ the profile change such that $v_{\min}(t \gg \tau) < 2\pi/T$ and $v_{\max}(t \gg \tau) > 2\pi/T$ in the following way

$$v_{\min}(t) = v_{\min} + \left(\frac{2\pi}{T} - v_{\min}\right)e^{-t^2/\tau^2},$$

where we call $\tau = 0.05 \cdot T$ the collapse time, which is much smaller than $T$, and after that time the asymptotic profile is given by the parameter $v_{\min}(t \gg \tau) = v_{\min}$. It is important to notice that the measurement can only be performed during one period $T$, since after that time the system’s classical configuration loses its stability, see Ref. [8]. Therefore, we assume that any possible measurement ought to end after one revolution, but must last longer than $\tau$ in order for the acoustic black hole to form, as we will see below.

The problem can be linearized for small perturbations of the trajectories $\theta_i = \theta_i^0 + \delta \theta_i$ as

$$\mathcal{H} \approx -\sum_{i=1}^{N} \frac{\hbar^2}{2mR^2} \frac{\partial^2}{\partial \theta_i^2} + \frac{m}{2} \sum_{i \neq j} F_{ij}(t) \delta \theta_i \delta \theta_j.$$

We are interested in the continuous description of this system, described by the field $\Phi(\theta = \theta_i^0(t), t) = \delta \theta_i(t)$. After diagonalizing the previous hamiltonian and going to the continuous limit we end up with the Lagrangian

$$\mathcal{L}[\Phi] = \int_0^{2\pi} d\theta \frac{\rho(\theta)}{2} \left\{ (\partial_t \Phi + v(\theta) \partial_\theta \Phi)^2 - (D(-i\partial_\theta)\Phi(\theta, t))^2 \right\},$$

where $D(\theta, k) = c(\theta)k + O(k^3)$ is the dispersion relation. The speed of sound is given by

$$c(\theta) = \sqrt{\frac{2n(\theta)Q^2}{mR^3}},$$

where $n$ is the local density of the ions and $Q$ their electric charge. The conformal factor is $\rho(\theta) = mR^2n(\theta) = mR^2(N/(v(\theta)T)).$

In Ref. [12], Unruh has shown that the Hawking radiation is robust against small deviations from a linear dispersion relation, so we take simply $D(\theta, k) = c(\theta)k$. Moreover, the conformal factor can be included to first order in the definition of the field, redefined as $\phi = \sqrt{\rho}\Phi$. Taking this into account, we can describe the field by means of an action written in the suggestive form (this description is the starting point also in Ref. [11])

$$S[\phi] = \frac{1}{2} \int d^2x \sqrt{-g} g_{\mu\nu} \partial^\mu \phi \partial^\nu \phi,$$

where $x^\mu = (t, x = \theta)$ and the effective metric is

$$ds^2 = (c^2 - v^2)dt^2 + 2vdxdt - dx^2.$$

Of course this system is non-relativistic and it must be thought of as an effective sigma-like model describing the phonons in the ion trap. Nevertheless, this is indeed an analogue black hole, since it presents an event horizon in the points where $v^2 = c^2$. This analogy can be clarified if we change the variables

$$t \rightarrow \tau = t + \int \frac{v}{c^2 - v^2} dx,$
then the metric is
\[ ds^2 = (c^2 - v^2)dt^2 - \frac{dx^2}{1 - v^2/c^2}, \quad (8) \]
and expanding linearly around the angle \( \theta_H \) of the event horizon where \( v(\theta_H) = c(\theta_H) \), we recover the Schwarzschild metric. This field \( \phi(x) \) describing the phononic excitation of the continuous array of ions can now be quantized. Repeating the Hawking radiation derivation, the Hawking temperature can be obtained
\[ T_H = \frac{\hbar}{4\pi v k_B} \frac{d}{d\theta} \left( v^2 - c^2 \right) \bigg|_{H}. \quad (9) \]

As suggested by Balbinot et al. [9] and studied by Schützhold and Unruh [13], the signature of the quantum radiation, in contradistinction with a stimulated emission, and what would be measured in the proposal, is the peak present in the correlation \( \langle \delta p_L(\theta)\delta p_L(\theta') \rangle \), between two points inside and outside the acoustic black hole. The magnitude \( \delta p_L \) is the left moving component of the canonical momentum conjugate to \( \delta \theta \).

This feature reflects the entanglement between the Hawking pair of phonons emitted near the event horizon. Following the discussion in Ref. [9], this can be seen writing the “in” vacuum in terms of the “out” vacuum as a squeezed state
\[ \langle \text{in} \rangle \propto \exp \left( \sum_{\omega} e^{-\hbar \omega/2k_B T_H} a^{(\text{exc})\dagger}_\omega a^{(\text{tr})\dagger}_\omega \right) \langle \text{out} \rangle \quad (10) \]
where \( a^{(\text{exc}),(\text{tr})\dagger} \) are creation operators for, respectively, the outgoing escaping and trapped modes.

This magnitude was calculated numerically and the results are shown in Fig. 9 of Ref. [8]. When one increases the initial temperature \( T_0 \) of the system, the entanglement is lost due to a quantum to classical transition induced by thermal effects. In [8] they computed, as a measure of the entanglement, the logarithmic negativity, see Fig. 14 of Ref. [8]. On one hand, for fixed temperature, the system needs a certain amount of time to generate the entanglement through the creation of the Hawking pairs. As the temperature increase above a threshold, \( \sim 100 \cdot T_H \), the entanglement is lost and the system starts behaving classically. This is also reflected in the correlation at the same temperature scale. In this paper we will be interested in the quantum to classical transition induced by the non-equilibrium dynamics with an environment instead.

Another feature that can affect the measurement is the presence of a noise in the force used to produce the trajectories. This stochastic component of the force can be described by the parameter \( \gamma \) defined such that \( \langle \text{noise} \rangle = \gamma \times \langle \text{mean force} \rangle \). The requirement that the peak in the correlation is distinguishable imposes the following bound
\[ \gamma \lesssim 5 \cdot 10^{-6}. \quad (11) \]

Although the problem can be treated in a discrete fashion, we choose to stick to the field description since the action given in Eq. (6) is common to every realization of acoustic black holes, not restricted to ion traps. For example, in the case of a BEC acoustic black hole it emerges from the Gross-Pitaevskii equation or in the waveguide setup from Maxwell’s equations, etc, but the point is that the system must always be described with an action as Eq. (6) in some regime. Therefore, it is important to notice that the analysis carried in the following sections can be applied to any set-up.

### III. CHARACTERIZATION OF BOSONIC ENVIRONMENTS AND THE NON-EQUILIBRIUM DYNAMICS

#### A. Interaction Model

Our aim in this paper is to study the behavior out of equilibrium of this system while interacting with a quantum environment, since this coupling acts as a mechanism that induces decoherence and the system starts behaving classically after the decoherence time. As usual for this kind of tasks we use the Schwinger-Keldysh or “in-in” formalism.

As explained in the previous section, our system is described with the action of a massless scalar field in a dynamical background,
\[ S_0[\phi] = \frac{1}{2} \int d^2x \sqrt{-g} g_{\mu\nu} \partial^\mu \phi \partial^\nu \phi. \quad (12) \]

Following the quantum Brownian motion (QBM) paradigm, the environment is described by a continuous array of bosonic quantum harmonic oscillators distributed in each position of the circular trap, following Ref. [11]. The bath is at rest with respect to the laboratory and it will be represented by the following degrees of freedom \( q_\nu(\theta, t) \) with the action
\[ S_e[q_\nu] = \frac{1}{2} \int_0^\infty d\nu I(\nu) \int d^2x \left[ q_\nu^2(x, t) - \nu^2 q_\nu^2(x, t) \right]. \quad (13) \]

The function \( I(\nu) \) corresponds to the mass of each oscillator that compose the environment. The interaction between the system and the environment is given by the following term in the action
\[ S_{\text{int}}[\phi, q_\nu] = -\int_0^\infty d\nu \int d^2x \, \zeta(\nu) d^2x \, \phi(x) q_\nu(x), \quad (14) \]
in such a way that the total action is
\[ S[\phi, q_\nu] = S_0[\phi] + S_e[q_\nu] + S_{\text{int}}[\phi, q_\nu]. \quad (15) \]

The nature of the environment depends strongly on the specific model of black hole considered. For example, in the ion ring proposal the velocity profile is generated
by the action of an electric field, which in turn is produced by plane-parallel electrodes. The irregularities of its surface produce fluctuations in the force they induce. The noiseless component of this force is included in the effective action of the system in Eq. (12), such that the analogue gravity model is achieved. The pure noise component due to the fluctuations can be introduced as an environment and the oscillators represent the corresponding modes of the stochastic electric field. The details of the possible natures of an environment was extensively discussed in Ref. [14]. The fact that we are thinking of an electric field coupled to the ions’ coordinates justifies the bilinear coupling used here. Nevertheless, in other analogue gravity models as long as the environment is bosonic, this model is fairly general. For example, if the field is coupled to the ions’ velocity instead of their position, then this amounts only to a change $I(\nu) \rightarrow I(\nu)^2$, as can as be seen below. Therefore, the information of each particular case is encoded in the spectral density.

To simplify the analysis we take an ohmic environment, although more general environments do not change substantially the results as can be seen in Ref. [15] in the context of quantum Brownian motion.

In Ref. [16] it was shown that the presence of an environment with scales bigger than the Planck scale can generate instabilities such as Miles-type instabilities that jeopardize the detection of the Hawking radiation as a quantum induced effect. The environment is at rest with respect to the laboratory and within the approximation used, both the environment as the ions are in the linear dispersion relation regime, far from being in the Planckian regime, where the correct description is the Coulomb chain expression. Therefore, the model used here does not present any instability whatsoever induced by the environment.

In the following we will present the formalism used to study the non-equilibrium dynamics of this composed system.

### B. Reduced Density Matrix

The dynamics of any system out of equilibrium is described by its density matrix together with its evolution in time. The matrix elements of this operator are given by

$$\rho(\phi, q, \phi', q'|t) = \langle \phi, q|\hat{\rho}(t)|\phi', q'\rangle. \quad (16)$$

We use an uncorrelated initial state between the system and environment, in such a way that

$$\hat{\rho}(t_i) = \rho_E(t_i) \otimes \hat{\rho}_S(t_i). \quad (17)$$

These initial density matrices correspond to a thermal state with temperature $T_0 = (k_B\beta)^{-1}$, i.e. $\rho \sim e^{-\beta H}$. In principle the initial temperature of the system and the environment can be different and the result we obtain below for the decoherence depends only on the initial environmental temperature. Nevertheless, it is more appropriate in the experiment to think of an initial equilibrium state between the system and the bath.

More general states do not change substantially the process of decoherence, as can be seen in Ref. [17].

The reduced density matrix, which represents the concept of coarse graining the environmental degrees of freedom, which are of no interest to us, is defined in the usual way as the partial trace over their degrees of freedom

$$\rho_r(\phi, \phi'|t) = \text{Tr}_E \rho. \quad (18)$$

The generalization of the non-equilibrium dynamics of a quantum harmonic oscillator to the study on fields is straightforward and can be found in Ref. [18]. The evolution in time of the reduced density matrix is given by the following expression

$$\rho_r(\phi, \phi'; t) = \int \mathcal{D}\phi_i \mathcal{D}\phi'_i \mathcal{J}_r(\phi, \phi'; t|\phi_i, \phi'_i; t_i) \rho_S(\phi_i, \phi'_i; t_i), \quad (19)$$

where we defined the evolution operator associated with the reduced density matrix

$$\mathcal{J}_r(\phi, \phi'; t|\phi_i, \phi'_i; t_i) \equiv \int_{\phi_i}^{\phi'} \mathcal{D}\phi \int_{\phi'_i}^{\phi'} \mathcal{D}\phi' e^{i(S_0[\phi] - S_0[\phi'])/\hbar} \mathcal{F}[\phi, \phi'].$$

In this expression the influence functional is defined following the Feynman-Vernon treatment

$$\mathcal{F}[\phi, \phi'] \equiv e^{iS_{\text{IF}}[\phi, \phi', t]/\hbar} = \int_{\text{CTP}} \mathcal{D}q_r \rho_E(q_r, q'_r) \exp \left\{ i(S_E[q_r] - S_E[q'_r] + S_{\text{int}}[\phi, q] - S_{\text{int}}[\phi', q] )/\hbar \right\}, \quad (21)$$

where the prime and unprimed represent both branches of the closed time path curve over which we integrate, see Ref. [18, 19].

Therefore, the evolution of the system is dictated by the coarse grained effective action

$$S_{\text{eff}}[\phi, \phi'] = S_0[\phi] - S_0[\phi'] + S_{\text{IF}}[\phi, \phi']. \quad (22)$$
The computation of the Feynman-Vernon influence action is identical to the QBM case and the result can be cast into the form

\[ S_{IV}[\phi, \phi'] = \int d^2x d^2x' \phi^*(x) \left( D(x, x') \phi^+(x') + \frac{i}{2} N(x, x') \phi^-(x') \right), \]  

(23)

with the usual definitions \( \phi^\pm = \phi - \phi' \) and \( \phi^+ = (\phi + \phi')/2 \). The kernels \( D(x, x') \) and \( N(x, x') \) have the same expression that the QBM case regarding the temporal behavior, and they are local in space.

\[ D(x, x') = \int_0^\infty d\nu J(\nu) \sin \nu(t - t') \Theta(t - t') \delta(x - x'), \]  

(24)

\[ N(x, x') = \frac{1}{2} \int_0^\infty d\nu J(\nu) \coth \frac{\beta \nu}{2} \cos \nu(t - t') \delta(x - x'), \]  

(25)

where the effective spectral density \( J(\nu) \) is defined as

\[ J(\nu) = \frac{\zeta^2(\nu)}{I(\nu)} \nu. \]  

(26)

As we stated previously, we consider an ohmic environment and this translate into the following form of the spectral density

\[ J(\nu) = \gamma^2 \nu f(\nu) \]  

(27)

where \( \gamma \) plays the role of an effective coupling constant and \( f(\nu) \) is a generic cut-off function whose effect is to regularize the expression, and to this aim it must satisfy the following requirements

\[ f(\nu = 0) = 1 \quad \text{and} \quad f(\nu \gg \Lambda) \to 0. \]  

(28)

Starting with the effective action \( S_{\text{eff}} \), we can write the semiclassical equation of motion, analogous to the stochastic Langevin equation for the field, i.e.

\[ \frac{1}{\sqrt{g}} \frac{\partial}{\partial x^\mu} \left( \sqrt{g} g^{\mu\nu} \frac{\partial \phi}{\partial x^\nu} \right) + \int ds D(t, s) \phi(s, x) = \xi(x, t). \]

The field \( \xi \) is a stochastic force with a gaussian probability distribution with zero mean \( \langle \xi \rangle = 0 \) and two-point function given by

\[ \langle \xi(x) \xi(x') \rangle = \hbar N(x, x'). \]  

(29)

This stochastic force can be identified as the noise presented in the previous section, quantified with the parameter \( \gamma \).

C. Estimation of the Effective Coupling Constant

To make contact with the parameters used in Ref. [8] we will calculate the relationship between the effective coupling constant \( \hat{\gamma} \) coming from the environmental spectral density and the parameter that characterizes the noise, the fluctuations in the force applied to the ions, introduced above as noise = \( \gamma F \).

Making a comparison between the equation that defines \( \gamma \) with the Eq. (29) it is possible to identify the stochastic force with the fluctuations \( \gamma F \). Using the equation \( \Box \phi + \ldots = \xi \) one can obtain \( m\Box(R \partial \theta) + \ldots = mR \xi / \sqrt{\rho} \) and therefore

\[ \frac{mR}{\sqrt{\rho}} \xi_{\text{rms}} = \gamma F, \]  

(30)

where \( \xi_{\text{rms}} = \sqrt{\langle \xi \xi \rangle} \) is the root mean square of the stochastic force. The mean force can be estimated as \( F \sim mR(v_{\max} - v_{\min}) / \tau \). Therefore, coming back to the previous expression

\[ \frac{1}{\sqrt{\rho}} \sqrt{\langle \xi \xi \rangle} = \gamma \frac{1}{\tau} (v_{\max} - v_{\min}). \]  

(31)

The noise kernel is given by \( \langle \xi \xi \rangle = \hbar N(0) \) and if one uses a cut-off function of the form \( f(\nu) = e^{-\nu/\Lambda} \) we obtain

\[ N = \frac{1}{2} \gamma^2 \int_0^\infty d\nu e^{-\nu/\Lambda} = \frac{1}{2} \gamma^2 \Lambda^2. \]  

(32)

Therefore \( \xi_{\text{rms}} = \sqrt{\hbar/2\gamma^2 \Lambda} \), and

\[ \hat{\gamma} = \gamma \frac{\sqrt{\rho}}{\sqrt{\hbar/2\Lambda} \tau} (v_{\max} - v_{\min}). \]  

(33)

If we assume that \( \tau \) is the minimum amount of time during which the distribution changes appreciably (as we did to compute the mean value of the force) and it is of the same order that the magnitude of the time scale associated to the environment, then the Lorentzian cut-off frequency satisfy the relation \( \Lambda \tau \approx 1 \) and we finally arrive to the desired expression

\[ \hat{\gamma} = \gamma \frac{\sqrt{2\rho}}{\sqrt{\hbar}} (v_{\max} - v_{\min}). \]  

(34)
In accordance to the results presented in the Ref. [8] the bound of the coupling constant proposed originally is \( \gamma(\tilde{\gamma}) \leq 5 \times 10^{-6} \). As explained in the previous section, this bound comes from the requirement that the fluctuations in the trajectories due to the noise in the force do not wash out the characteristic peak in the correlation.

In the following section we will learn that this bound is not appropriate since in this range decoherence occurs even before the acoustic black hole is formed, at a time of the order of \( \tau \). To increase the decoherence time to values bigger than the measurement time, of order \( T \), the magnitude of the noise present in the system, characterized by \( \gamma \), must be appropriately reduced.

The derivative of \( J_r \) is

\[
\frac{i\hbar}{\partial t} J_r[\phi, \phi', t|\phi_i, \phi'_i, 0] = J_r[\phi, \phi', t|\phi_i, \phi'_i, 0]\left\{ \frac{\partial}{\partial t} S_{\text{cl}}[\phi, \phi'_i, t] \right\},
\]

and using the following identity that comes from the causality of the dissipation kernel

\[
S_{\text{IF}}[\phi, \phi', t + dt] = S_{\text{IF}}[\phi, \phi', t] + dt \int dx \partial_t \rho^{-}(x, t) \int_{0}^{t} dt' \{ D(t, s) \phi^{+}(x, s) + iN(t, s) \phi^{-}(x, s) \},
\]

one can obtain, after performing the functional integrals

\[
\frac{\partial}{\partial t} \rho_r(\phi, \phi'; t) = -\frac{i}{\hbar} \langle \phi | \hat{H}_{S} \hat{\rho}_{r}(t) | \phi' \rangle - \frac{1}{\hbar} \int dx (\phi(x) - \phi'(x)) \int_{0}^{t} dt' \times \left[ N(t, t') (\Phi - \Phi')(\phi, \phi'; t') - \frac{i}{2} D(t, t') (\Phi + \Phi')(\phi, \phi', t) \right].
\]

The first term that comes from deriving the free part of the effective action generates the usual Liouville-von Neumann term. The second contribution was defined as

\[
\Phi(\phi, \phi'; t') = \int_{\phi(x) = \phi(x), \phi'(x) = \phi'(x)} DxDx' e^{iS_{\text{cl}}/\hbar} \rho_r(\phi_0, \phi'_0; 0 | \phi(x, t'), \phi'(x, t')},
\]

and a similar expression for \( \Phi'(\phi, \phi'; t') \) with \( \phi(t') \rightarrow \phi'(t') \). In the case of weakly coupled environments, \( \gamma \sim 10^{-6} \) and since this terms are already beyond linear order with respect to the coupling constant because of the presence of the kernels, the expression above can be approximated by \( S_{\text{cl}}[\phi, \phi'] \approx S_0[\phi] - S_0[\phi'] \) in the functional integral. This way, we can see that this functions are the matrix elements of the operators \( \Phi(x, t') = \hat{\phi}(x, t' - t) \rho_r(t) \) y \( \Phi'(x, t') = \rho_r(t) \hat{\phi}(x, t' - t) \). Using this expression we can finally obtain the master equation from

\[
\frac{\hbar}{\partial t} \hat{\rho}_r(t) = -i[\hat{H}_s, \hat{\rho}_r(t)] - \int_{0}^{t} dx dy \left\{ N(t, t - \tau) [\hat{\phi}_S(x, t) \hat{\phi}(x, t - \tau), \hat{\rho}_r(t)] - \frac{i}{2} D(t, t - \tau) [\hat{\phi}_S(x, t), \{ \hat{\phi}(x, t - \tau), \hat{\rho}_r(t) \}] \right\},
\]

where \( \hat{\phi}_S(x) \) is the field operator in the Schrödinger picture and \( \hat{\phi}(x, t - \tau) \) corresponds to the Heisenberg one. To study the decoherence, we are only interested in the term proportional to the noise kernel since those are the ones that generates the necessary diffusion terms in the master equations. To achieve this, we need to replace the solution of the Heisenberg equations of motion (EOM).

To continue we will obtain the solutions of the Heisenberg EOM, which coincide with the classical EOM of the field. Since we are in \( 1 + 1 \) dimensions, the solution can be cast in the following form

\[
\phi = f(u) + g(v),
\]

IV. DECOHERENCE TIME

A. Master equation for the reduced density matrix.

To obtain the decoherence time first one has to obtain the relevant coefficients included in the master equation. In particular, those corresponding to diffusive effects. In order to obtain this equation, the procedure consists of deriving the evolution operator with respect to time to generate the derivative of the reduced density matrix. The next step is to multiply \( J_r \rho_r(t) \) and finally integrate the initial conditions thus generating \( \rho_r(t) \) instead of its initial value [18, 19].
where we define the null coordinates associated with the effective metric

\[
    u = t - \int \frac{dx}{c(x) + v(x)} = t - x_u
\]

\[
    v = t + \int \frac{dx}{c(x) - v(x)} = t - x_v.
\]

Therefore, we can study the decoherence for each mode \(u\) and each mode \(v\) separately

\[
    \hat{\phi}(x, t) = \hat{\phi}_{u/v} \cos \omega(t - x_{u/v}).
\]  

(41)

The allowed frequencies \(\omega\) can be found requiring the following condition since the spatial dimension is compact, \(x \equiv x + 2\pi n\), and one has to impose periodic boundary conditions over the ring \(\cos \omega(t - x_{u/v}(x + 2\pi n)) = \cos \omega(t - x_{u/v}(x))\). We take as the maximum allowed frequency to be \(\omega_{\text{max}} \sim N/T\). The solution is continuous in the subsonic-supersonic transition regions. The contribution proportional to the canonically conjugate momentum \(\Pi_S\) can be discarded since it does not generate a diffusive term.

We will study separately the decoherence present in each mode of frequency \(\omega\) and both \(u\) and \(v\) modes. Inserting this solution of the EOM in Eq. (39) the relevant term is given by

\[
    \int_0^t \! d\tau dx N(t, t - \tau)[\hat{\phi}_{u/v} \cos \omega x_{u/v}, \quad [\hat{\phi}_{u/v} \cos \omega(t + \pi/2) \hat{\rho}_r(t)]].
\]  

(42)

Taking the appropriate expectation value one obtains

\[
    (\phi_{u/v} - \phi'_{u/v})^2 \int_0^t \! d\tau dx N(t, t - \tau) \cos \omega x_{u/v} \\
    \times \cos \omega(x_{u/v} + \pi) \rho_r(\phi, \phi')
\]

\[
    = (\phi_{u/v} - \phi'_{u/v})^2 \int_0^t \! d\tau dx N(t, t - \tau) \cos \omega x_{u/v}
    \left( \cos \omega x_{u/v} \cos \omega \tau - \sin \omega x_{u/v} \sin \omega \tau \right) \rho_r(\phi, \phi').
\]

To estimate the decoherence time we study trajectories with \((\phi_{u/v} - \phi'_{u/v})^2 \sim \rho \delta^2\), where \(\delta = 2\pi/N\), the mean separation of the ions since it is the smallest length scale of the system. We use the usual definition of the normal and anomalous diffusion coefficients respectively

\[
    D(t) = \int_0^t \! d\tau N(t, t - \tau) \cos \omega \tau
\]

\[
    f(t) = \int_0^t \! d\tau N(t, t - \tau) \sin \omega \tau,
\]  

(43)

and we also define the following coefficients

\[
    V_{1u/v} = \int_0^{2\pi} dx (\cos \omega x_{u/v})^2
\]

\[
    V_{2u/v} = \int_0^{2\pi} dx \cos \omega x_{u/v} \sin \omega x_{u/v}.
\]  

(44)

Therefore, the diffusion term we obtain is given by

\[
    \hbar \rho_r \sim -\rho \delta^2 \{ D(t) V_{1u/v} + f(t) V_{2u/v} \} \rho_r.
\]  

(45)

This term contributes in the following way to the solution of the master equation

\[
    \rho_r \sim \rho_r \exp \left\{ -\frac{1}{\hbar} \int_0^t \! dt' \{ D(t) V_{1u/v} + f(t) V_{2u/v} \} \delta^2 \right\},
\]  

(46)

where \(\rho_U\) represents the unitary evolution of the reduced density matrix. The decoherence time is defined based on the following relation

\[
    \frac{\rho}{\hbar} \int_0^{t_D} \! dt' \{ D(t) V_{1u/v} + f(t) V_{2u/v} \} \delta^2 \approx 1.
\]  

(47)

This corresponds to the fact that for times \(t > t_D\) the non diagonal elements of the density matrix that encompass the quantum coherence effects are suppressed. In order to compute it, we will need explicit expressions for \(D(t)\) and \(f(t)\).

Let’s start with the normal diffusion coefficients at zero temperature \(T_0 = 0\)

\[
    D(t) = \frac{\gamma^2}{2} \int_0^{\infty} \! dv \int_0^t \! dt' \alpha^2 \cos \nu s \cos \omega s,
\]  

(48)

where the expression was written with a Lorentzian cut-off to attenuate high frequencies. According to Ref. [20], the explicit calculation of this integral gives the following result

\[
    D(t) = \frac{\gamma^2}{2} \frac{\omega}{1 + (\frac{\omega}{\Lambda})^2} \left[ \text{Shi}(\Lambda t) \left( \frac{\Lambda}{\omega} \cos \omega t \cosh \Lambda t \\
    + \sin \omega t \sinh \Lambda t \right) - \text{Chi}(\Lambda t) \left( \frac{\Lambda}{\omega} \cos \omega t \sinh \Lambda t \\
    + \sin \omega t \cosh \Lambda t \right) + \text{Si}(\omega t) \right],
\]

where \(\text{Shi}(x)\) and \(\text{Chi}(x)\) are the hyperbolic sine and cosine integral respectively and \(\text{Si}(x)\) is the sine integral.

On one hand, for times much larger than the frequency cut-off scale, i.e. \(t \gg \Lambda^{-1}\), this expression can be approximated as

\[
    D(t) \approx \frac{\gamma^2}{2} \frac{\omega}{1 + (\frac{\omega}{\Lambda})^2} \text{Si}(\omega t).
\]  

(49)

On the other hand, for times much larger than the scale imposed by the field frequency, \(t \gg \omega^{-1}\), the sine integral can be approximated as \(\text{Si}(\omega t) \approx \pi/2\) and for frequencies much lower than the cut-off \(\omega \ll \Lambda, 1/1 + (\frac{\omega}{\Lambda})^2 \approx 1\).

Finally, one obtains the expression

\[
    D(t) \approx \frac{\gamma^2}{4} \frac{\pi}{4} \omega t_D.
\]  

(50)

Therefore, the integral of the coefficient is given by

\[
    \int_0^{t_D} \! ds D(s) \approx \frac{\gamma^2}{4} \frac{\pi}{4} \omega t_D.
\]  

(51)
The same analysis can be done for the anomalous diffusion coefficient and can be found in [20]. The result for 
\[ t \gg \omega^{-1}, \Lambda^{-1} \] is

\[ f(t) \approx \frac{\tilde{\gamma}^2}{2} \pi \omega \log \frac{\Lambda}{\omega}. \]  

(52)

As in the previous section, we can estimate the characteristic time of the environment as \[ \Lambda^{-1} \sim \tau, \] then after performing the integral, the anomalous diffusion coefficient can be estimated as

\[ \int_0^{t_D} ds f(s) \approx \frac{\tilde{\gamma}^2}{2} \pi \log \frac{1}{\omega \tau} \omega t_D. \]  

(53)

Putting the previous results together, for an initial state with zero temperature \( T_0 = 0 \), the decoherence time is given by the following expression

\[ t_D(T_0 = 0) \approx \frac{4 \hbar}{\rho \delta^2 \tilde{\gamma}^2 \pi \omega (V_{1u/v} + 2 \log \frac{1}{\omega \tau} V_{2u/v})} \]

\[ = \frac{2 \hbar^2}{\gamma^2 \delta^2 \omega \pi \rho^2} \times (V_{1u/v} + 2 \log \frac{1}{\omega \tau} V_{2u/v})^{-1}, \]  

(54)

where \( \Delta \nu \equiv v_{\text{max}} - v_{\text{min}} \). If we focus in the ions’ ring and the experimental parameters proposed for the system, then the expression can be simplified even more, since we are in a position to approximate

\[ 2 \log \left( \frac{1}{\omega \tau} \right) V_{2u/v} \ll V_{1u/v} \quad \text{and} \quad V_{1u} \approx V_{2v} \equiv V, \]  

(55)

as can be verified in the plots shown in Fig. 1. Finally, we obtain the following result for the decoherence time

\[ t_D(T_0 = 0) = \frac{2 \hbar^2}{\gamma^2 \Delta \nu \delta^2 \omega \pi \rho^2 V}. \]  

(56)

In Fig. 2 the result for the decoherence time as a function  
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FIG. 1. Plot of the functions (a) \( \log (\omega \tau)^{-2} V_{2u/v} \ll V_{1u/v} \), showing that the anomalous component is negligible; and (b) \( V_{1u}/V_{2u} \) with respect to the mode frequency \( \omega \), showing that the decoherence time is the same for both \( u \) and \( v \) modes.

of the force relative noise \( \gamma \) is shown. The decoherence time is much shorter that \( T \) for the bound presented in the Ref. [8], \( \gamma \sim 5 \cdot 10^{-6} \). As explained in section II, the period \( T \) is also of the same order of magnitude as the time needed to perform the measurement. For times larger, the system becomes classically unstable and for times smaller the black hole would have no time to develop. The system, for the experimental parameters proposed in Ref. [8], shows decoherence in a time-scale too short and this would make impossible the measurement of the aspects of the Hawking effect, which is purely of a quantum nature. Moreover, decoherence happens in a time of the same order of magnitude as the collapse \( t_D \sim \tau \), therefore there is no time for the acoustic black hole to form.
To find a solution for this issue, we impose a decoherence time appropriate to the experiment, to be specific, no shorter than the following bound \( t_D \geq 100 \cdot T \).

For this to be satisfied and to avoid the quantum to classical transition induced by the environment, the bound for the coupling with the environment must be modified in the following way

\[
\gamma \lesssim 3 \cdot 10^{-8}. \tag{57}
\]

We also study the dependence of the decoherence time with the shape of the velocity profile. To do that we plot the expression in Eq. (56) as function of \( v_{\text{min}} \). As explained in Ref. [8] this magnitude must be near 0.85 \( \pi/T \) to perform the measurement. As observed in Fig. 3, the decoherence time varies smoothly with the velocity, therefore small deviations over 0.85 \( \pi/T \) do not present inconvenience with respect to decoherence as long as \( \gamma \lesssim 10^{-8} \) and \( T_0 \lesssim 100 \cdot T_H \).

\[ \text{FIG. 3. [Color Online] Dependence of the decoherence time as a function of the minimum velocity } v_{\text{min}}. \]

B. Behavior of the Decoherence Time with Temperature.

In this section we will study how temperature influences the previous results. To achieve this we need to calculate the diffusion coefficients again, in the presence of nonzero temperature

\[
D(t) = \frac{\gamma^2}{2} \int_0^\infty dv \int_0^t ds \coth \frac{\beta hv}{2} \cos \nu s \cos \omega s. \tag{58}
\]

To calculate this integral in the low temperature limit we will use the following approximation

\[
\coth \frac{\beta hv}{2} \approx \begin{cases} 
\frac{2}{\beta hv} & \text{if } \frac{\beta hv}{2} \ll 1 \\
1 & \text{if } \frac{\beta hv}{2} \gg 1.
\end{cases} \tag{59}
\]

and perform the integrals in the two regimes, both

\[ \text{FIG. 4. [Color Online] Dependence of the decoherence time for different relative noises in the force as a function of temperature.} \]

\[
\frac{\partial \nu}{2} \ll 1 \text{ and } \frac{\partial \nu}{2} \gg 1. \]

The details of the calculation can be found in appendix A. The result for the integral of the diffusion coefficient to lowest order in temperature is given by

\[
\int_0^{t_D} dt D(t, \beta) = \gamma^2 \frac{\omega \pi}{4} t_D + \gamma^2 \frac{2(1 - \cos \omega t_D)}{2\omega^2 \beta^2 h^2} \lesssim \gamma^2 \frac{\omega \pi}{4} t_D + \frac{2\gamma^2}{\omega^2 \beta^2 h^2}. \tag{60}
\]

Using this expansion we can conclude that the decoherence time at finite temperatures is

\[
t_D(T_0) = \frac{2h^2}{\gamma^2 \Delta v \delta^2 \nu \omega^2 \rho^2} - \frac{8k_b T_0^2}{\omega^3 \pi h^2} + \mathcal{O}(T_0^3). \tag{61}
\]

Taking advantage of the expression in Eq. (61), lets also study the dependence of the decoherence time with the initial temperature of the field \( T_0 \). The result is plotted in the Fig. 4. One can observe in the figure that the decoherence time does not change substantially with temperature for small enough coupling and therefore this makes no restriction on the temperature. Decoherence aside, taking into account the results obtained in Ref. [8], the entanglement that one would wish to measure as a signature for the Hawking effect is present only for \( T_0 \lesssim 100 \cdot T_H \). It is also important to notice that the low temperature approximation is valid in the range \( T \lesssim 100T_H \).

Here we assumed that the system is initially in thermal equilibrium with respect to the environment. However, if the bath is at a higher temperature than the system one would expect that the bath heats up the system and

\[ \text{1 In general, } T_0 \text{ is the initial temperature of the environment.} \]

Since we consider that initially the system is in thermal equilibrium this is also the initial temperature of the system.
so washes out the Hawking signal. This featured is reflected in the fact that the decoherence time decreases for increases temperatures \( T_0 \), which must now be interpreted as the initial temperature of the bath.

V. DYNAMICS OF THE ENTANGLEMENT THROUGH CORRELATIONS

In this section we will study the signature of the Hawking effect through the shape of the correlation for a generic acoustic black hole, following the presentation given in Ref. [11].

Hawking radiation can be understood as a pair production of virtual particles, one of which falls into the black hole and the other, outgoing, becomes real, building up the Hawking radiation [1], as can be seen from Eq. (10). The role of the correlations between this pair of particles has been studied as a signature of the quantum Hawking effect, see for example Refs. [8, 9, 13]. It was found that the entanglement between this pair is translated to the left-moving modes. This magnitude was studied as a signature of the quantum Hawking radiation can be understood as a pair production of virtual particles, one of which falls into the black hole and the other, outgoing, becomes real, building up the Hawking radiation [1], as can be seen from Eq. (10). The role of the correlations between this pair of particles has been studied as a signature of the quantum Hawking effect, see for example Refs. [8, 9, 13]. It was found that the entanglement between this pair is translated to the left-moving modes. This magnitude was studied as a signature of the quantum Hawking radiation can be understood as a pair production of virtual particles, one of which falls into the black hole and the other, outgoing, becomes real, building up the Hawking radiation [1], as can be seen from Eq. (10). The role of the correlations between this pair of particles has been studied as a signature of the quantum Hawking effect, see for example Refs. [8, 9, 13]. It was found that the entanglement between this pair is translated to the left-moving modes. This magnitude was studied as a signature of the quantum Hawking radiation can be understood as a pair production of virtual particles, one of which falls into the black hole and the other, outgoing, becomes real, building up the Hawking radiation [1], as can be seen from Eq. (10). The role of the correlations between this pair of particles has been studied as a signature of the quantum Hawking effect, see for example Refs. [8, 9, 13]. It was found that the entanglement between this pair is translated to the left-moving modes. This magnitude was studied as a signature of the quantum Hawking radiation can be understood as a pair production of virtual particles, one of which falls into the black hole and the other, outgoing, becomes real, building up the Hawking radiation [1], as can be seen from Eq. (10). The role of the correlations between this pair of particles has been studied as a signature of the quantum Hawking effect, see for example Refs. [8, 9, 13]. It was found that the entanglement between this pair is translated to the left-moving modes. This magnitude was studied as a signature of the quantum Hawking radiation can be understood as a pair production of virtual particles, one of which falls into the black hole and the other, outgoing, becomes real, building up the Hawking radiation [1], as can be seen from Eq. (10). The role of the correlations between this pair of particles has been studied as a signature of the quantum Hawking effect, see for example Refs. [8, 9, 13]. It was found that the entanglement between this pair is translated to the left-moving modes. This magnitude was studied as a signature of the quantum Hawking radiation can be understood as a pair production of virtual particles, one of which falls into the black hole and the other, outgoing, becomes real, building up the Hawking radiation [1], as can be seen from Eq. (10). The role of the correlations between this pair of particles has been studied as a signature of the quantum Hawking effect, see for example Refs. [8, 9, 13]. It was found that the entanglement between this pair is translated to the left-moving modes. This magnitude was studied as a signature of the quantum

\[
S_{\text{eff}}[\phi, \phi'] = S_0[\phi] - S_0[\phi'] + S_{\text{IF}}[\phi, \phi'],
\]

where the free action is given by Eq. (12), the influence action by Eq. (23) and the kernels \( D(x, x') \) and \( N(x, x') \) include all the relevant information regarding the environment. In the case of harmonic oscillators with a spectral density their expression was already given in Eqs. (24) and (25).

A. Stochastic Description

The purely imaginary term of the effective action can be written in the following way:

\[
\int D\xi \ P[\xi] e^{-i\phi_x \xi_x} = e^{\frac{i}{2} \phi_x N x_x \phi_x'}, \tag{63}
\]

where, for example \( \phi_x = \phi(x) \) and repeated indexes are integrated. The probability distribution is gaussian

\[
P[\xi] \equiv N_\xi e^{-\frac{1}{2} \xi_x N_x_x \xi_x'}, \tag{64}
\]

where \( N_\xi \) is a normalization constant, see Ref. [18, 19, 24]. Therefore, the original action is the same as a stochastic process described by an action of the following type

\[
S[\phi, \phi'] = S_0[\phi] - S_0[\phi'] + \phi_x^* D x_x' \phi_x - \phi_x^* N x_x' \phi_x'. \tag{65}
\]

We will start with general results regarding the correlation function and later use it to the particular case of acoustic black holes.

To find the correlation functions we must solve the semiclassical EOMs for a realization of the stochastic force \( \xi(t, x) \) and then integrate over the possible solutions with a weight imposed by the probability distribution \( P[\xi] \) and also integrate over the initial conditions. It is in the latter integration that the initial temperature of the field \( T_0 \) makes its appearance.

In this section we want to resolve this issues to some extent. We will analyze the complete evolution starting from the flat background coupled to a massless scalar particle, initially in a thermal state of temperature \( T_0 \), and “collapsing” toward an acoustic black hole background with an event horizon.

To find the correlation functions in the quantum regime, we use the stochastic formalism developed by Calzetta et al in Ref. [24], reviewed in Ref. [19] and applied in Ref. [11] to this problem. This procedure will allow us to find the correlation functions through the semiclassical solutions of the Langevin EOM. We will assume that we study a generic acoustic black hole with a generic environment. The coarse grained effective action of a generic field, that emerges for example from the presence of an environment, can be cast into the form

\[
S_{\text{eff}}[\phi, \phi'] = S_0[\phi] - S_0[\phi'] + S_{\text{IF}}[\phi, \phi'], \tag{62}
\]

where the free action is given by Eq. (12), the influence action by Eq. (23) and the kernels \( D(x, x') \) and \( N(x, x') \)

\[
ds^2 = -dt^2 + (dx - v(x, t) dt)^2 = -(1 - v(x, t)^2) dt^2 - 2v(x, t) dx dt + dx^2, \tag{69}
\]

\[2\] In this section, to simplify the calculation we use \( c = \hbar = 1 \).
where \( v(x, t) \) is the velocity profile, in principle arbitrary as long as it has a supersonic(subsonic)transition, i.e. an event horizon. In this section we now consider its time dependence instead.

In this paper we work under the weak coupling approximation, in such a way that we can estimate \( \phi_0 \) beginning with the zeroth order limit of the EOM \( \square \phi_0 \approx 0 \) which explicitly, replacing the metric of Eq. (69), is given by

\[
[(\partial_t + \partial_x v(x,t))(\partial_t + v(x,t)\partial_x) - \partial_x^2] \phi_0(x, t) = 0, \tag{70}
\]

and moreover, we can approximate \( G_{\text{ret}} \) from

\[
\square G_{\text{ret}}(t, s|x, x') \simeq \delta(t - s)\delta(x' - x). \tag{71}
\]

Therefore to first order in the coupling with the environment we can consider the dissipation term in Eq. (67) as an inhomogeneity, replacing the complete solution \( \phi_0 \) by the solution of the Eq. (70),

\[
\square \phi \simeq \xi(x, t) - \int_0^t dt' D(t, t') \phi_0(x, t'), \tag{72}
\]

which in turn has the solution

\[
\phi_\xi(x, t) \simeq \phi_0(x, t) + \int_0^t ds d x' G_{\text{ret}}(t, s|x, x') \xi_f(s, x'), \tag{73}
\]

where we define \( \xi_f \) as

\[
\xi_f(t, x) = \xi(t, x) - \int_0^t ds D(t, s) \phi_0(x, s). \tag{74}
\]

Assuming that we have this solutions, the correlation function relevant to the study of the entanglement between the Hawking pair phonons can be obtained from

\[
\langle \phi_1 \phi_2 \rangle \equiv \langle \langle \phi(x_1, t_1) \phi(x_2, t_2) \rangle \rangle_{\xi, \text{in}}, \tag{75}
\]

where \( \langle \ldots \rangle_{\text{in}} \) represents the mean value integrated over the initial conditions weighted with the thermal distribution with \( T_0 \). To obtain the correlation function between the conjugate momentums one simply has to derive the equation above following the definition below

\[
\Pi(x, t) = \frac{\partial \phi}{\partial t} + v(x, t) \frac{\partial \phi}{\partial x}. \tag{76}
\]

Therefore, following the formalism presented in [24],

\[
\langle \phi_1 \phi_2 \rangle = \langle \langle \phi_0 + G_{1x} \xi_\text{f} \rangle \phi_0 + G_{2x} \xi_\text{f} \rangle \xi_{\text{in}} = \langle \phi_0 \phi_0 \rangle_{\text{in}} - G_{2x} D_{x'x} \langle \phi_0 \phi_0 \rangle_{\text{in}} - G_{2x} D_{x'x} \langle \phi_0 \phi_0 \rangle_{\text{in}} + G_{1x} \langle \xi_\text{f} \xi_\text{f} \rangle_{\text{in}} G_{2x}. \tag{77}
\]

Using the properties of the stochastic force probability distribution we get

\[
\langle \phi_1 \phi_2 \rangle = \langle \phi_0 \phi_0 \rangle_{\text{in}} - G_{2x} D_{x'x} \phi_0 \phi_0_{\text{in}} - G_{2x} D_{x'x} \phi_0 \phi_0_{\text{in}} + G_{1x} N_{x'x} G_{2x}. \tag{78}
\]

In the case without environment, where the field \( \phi \) represents particles in an acoustic black hole background, the previous formalism can be used but only the first term contributes. Therefore, in the general case one can write

\[
\langle \phi_1 \phi_2 \rangle_\text{O} = \langle \phi_1 \phi_2 \rangle_\text{C} + \mathcal{O}(\lambda), \tag{79}
\]

where \( \lambda \) is the coupling constant with the environment. The subindices \( C \) and \( O \) means that it corresponds to the closed and open system, respectively. This simple case dropping the \( \mathcal{O}(\lambda) \) terms already presents the main difficulties inherent with the calculation and we will develop a technique to deal with the equations in the following sections.

**B. Modes for the Wave Equation.**

To solve the EOM for the field we will use the method of characteristics, well known from mechanics of compressible fluids, see Ref. [25]. If one has a general differential equation of the form

\[
a(x, t) \frac{\partial u}{\partial x} + b(x, t) \frac{\partial u}{\partial t} + c(x, t) u = 0, \tag{80}
\]

with initial condition \( u(x, 0) = f(x) \) then it can be solved in the following way. First find the characteristic curves, defined as

\[
\frac{dx}{ds} = a(x, t) \quad \text{and} \quad \frac{dt}{ds} = b(x, t). \tag{81}
\]

Then find the evolution of \( u(x, t) \) along the characteristic curves finding the solution for the following ordinary differential equation

\[
\frac{du}{ds}(x(s), t(s)) + c(x(s), t(s)) u(x(s), t(s)) = 0. \tag{82}
\]

Finally, having the congruence of characteristic curves, to know \( u(x, t) \) invert \( x(t) \rightarrow (x_0, s) \) where \( x_0 \) is the initial condition and \( s \) the parameter along the characteristic that goes through \( (x, t) \). Then, \( u(x, t) = f(x_0) \).

In the rest of this section we will use this method to find the solution of the EOM for the field.

Before attempting to solve for the modes we have to give a specific velocity profile,

\[
v(x, t) = \sigma(t) \times \begin{cases} \nu_{\text{min}} & \text{para} - \infty < x < -a \\ 1 + \kappa x & \text{para} - a < x < a \\ \nu_{\text{max}} & \text{para} a < x < \infty, \end{cases} \tag{83}
\]

where \( \sigma(t) \) is a function that must satisfy \( \sigma(0) = 0 \), to guaranty that at \( t = 0 \) the metric is flat and \( \sigma(t \gg \tau) = 1 \), in order for the background to “collapse” in an stable acoustic black hole after the time interval \( \tau \). A particular function that satisfies this requirement and is easy to manipulate is

\[
\sigma(t) = \tanh \frac{t}{\tau}. \tag{84}
\]
We will solve the equations first for the region \(-a < x < a\) without taking into account the rest of the space. These solutions are the same in the other regions upon the following changes \(\kappa = 0\) and \(\sigma \mapsto \nu_{\max/\min} \sigma\). After this, we will see how to introduce them properly and thus obtain the full solution.

Nevertheless, the problem that the presence of different regions introduce are the interfaces. For example, a characteristic curve that starts in \(-a < x_0 < a\) eventually reach the point \(x(s_i) = a\) and for \(s > s_i\) the characteristic to use is the one corresponding to the region \(a < x < \infty\). In this section we will see that the solutions that do not go through this boundaries do not present the characteristic peak associated with the entanglement of the Hawking pair. In the following section we will study these solutions and its relationship to this issues.

The equation we have to solve is Eq. (70) which can be cast into the following form

\[
(\partial_t + \partial_x v(x, t) + \partial_x)(\partial_t + v(x, t)\partial_x - \partial_x)\phi_O(x, t) = 0.
\]

Defining the operators

\[
\partial_L = \frac{\partial}{\partial t} + v(x, t)\frac{\partial}{\partial x} - \frac{\partial}{\partial x},
\]

\[
\partial_R = \frac{\partial}{\partial t} + v(x, t)\frac{\partial}{\partial x} + \frac{\partial}{\partial x},
\]

the equation can be written as \(\partial_R \partial_L \phi = 0\). One can first solve \(\partial_L \phi_L = 0\). Then one has to solve \(\partial_R \phi_R = 0\) and finally \(\partial_L \phi_R = \tilde{\phi}_R\) in order to obtain \(\phi_R\). This way, the more general solution is \(\phi_O = \phi_L + \phi_R\). Both left and right moving components can not be solved separately since \(\partial_L, \partial_R \neq 0\).

The procedure to find the solution with the characteristic curves is developed in appendix B. For example, the characteristic curves for the left moving modes are given by

\[
x(t) = \exp \left( \kappa \int_0^t \sigma(s)ds \right) \times \left( x_0 - \int_0^t (1 - \sigma(t)) e^{-\kappa \int_0^s \sigma(s)ds} ds \right).
\]

To make contact with the usual expansion in flat field theory we cast the solution into the following form

\[
\phi(x) = \int dk (u_k(x) \alpha_k + H.c.),
\]

where H.c. means taking the hermitian conjugate of the expression and the modes are given by

\[
u_k(x) = \frac{1}{\sqrt{2|k|}} e^{ikx - \kappa \int_0^x \sigma(x)dx + ik \int_0^t (1 - \sigma(t)) e^{-\kappa \int_0^s \sigma(s)ds} ds} \times \left\{ 1 - \Theta(k)|2i|k| \int_0^t ds \times e^{-2ik \int_0^s e^{-\kappa \int_0^{s'} \sigma(s')ds'} ds'} - \kappa \int_0^s \sigma(s)ds \right\}.
\]

The coefficients \(a_k\) and \(a_k^\dagger\) corresponds at early times to the creation and annihilation operators upon quantization and they would carry the subindex “in”.

To compute the correlation function when an environment is added we need the retarded Green function that we compute as \(G_{ret}(t, t'|x, x') = [\phi(x, t), \phi(x', t')]\Theta(t - t')\).

C. Entanglement: Closed System.

In this section we study the behavior of the two-point function of the left moving part of the momentum, \(\Pi_L\). Using the expansion given in Eq. (89) and the definition of the left moving part of the momentum, Eq. (76), we can obtain the correlation function after integrating over the initial conditions

\[
\langle \Pi_L(x_1, t)\Pi_L(x_2, t) \rangle = \int_0^\infty \frac{dk}{\sqrt{2k}} \frac{k^2}{2} \times e^{-ik(x_1 - x_2)} e^{-\kappa \int_0^t \sigma(s)ds} e^{-\kappa \int_0^t \sigma(s)ds} \coth \frac{\beta k}{2},
\]

with the usual definition \(\beta = (k_BT_0)^{-1}\).

Either for the region \(-a < x < a\) where the velocity changes with position, or the regions where the velocity is homogeneous (as stated, upon the replacements \(\kappa \mapsto 0\) and \(\sigma \mapsto v\sigma\)), the expression below depends only on \((x_1 - x_2)\). Therefore, this expression cannot present the characteristic peak discussed. Accordingly, the regions where this solution is valid do not present the signature of the quantum Hawking effect, as explained in previous sections.

The correct way of getting the solutions of different regions is matching the characteristic curves as shown in Fig. 5. For example, if \(x > a\) and different regions share the characteristic then \(x_0\) is obtained matching the characteristic for \(v(x, t)\) constant with the characteristic for \(x < a\) and finally finding the \(x_0\) corresponding to the latter. The signature of the entanglement between
the Hawking pair was shown to be present in the left component of the correlation so we are only interested in the curves associated with these modes.

To carry on this procedure, we approximate for long times \((t \gg \tau)\) the characteristic for \(|x| < a\) as \(x(t) \simeq x_0 e^{\kappa t}\). In the region \(x > a\), the characteristic is

\[
x(t) = A - t + f(t) v_{\text{max}},
\]

where \(A\) is a constant of integration, \(f(t) \equiv \int_0^t ds \sigma(s)\) and \(v_{\text{max}} \approx 1 + \kappa a\). The relationship between \(A\) and \(x_0\) can be found recalling that

\[
x(t_a) = a \Rightarrow t_a = \kappa^{-1} \log a/x_0,
\]

because the \(|x| < a\) characteristic reach \(x = a\) at \(t_a\) and

\[
A - t_a + f(t_a) v_{\text{max}} = a,
\]

because the \(x > a\) characteristic must match the previous one at \(t(t_a) = a\).

From these two equations, for times \(t \gg \tau\), we can obtain \(A\) as a function of \(x_0\) and then use \(x_0\) as a function of \(x,t\) and put it in the \(e^{ikx_0}\) factor, finding

\[
x_0 = ae^{(x+t-f(t)v_{\text{max}}-a)/a}, \quad \text{for } x > a
\]

\[
x_0 = -ae^{-(x+t-f(t)v_{\text{min}}-a)/a}, \quad \text{for } x < -a.
\]

Therefore the left moving modes are given by

\[
u_{Lk}(x) = \frac{1}{\sqrt{2|k|}} e^{-ikae^{(x+t-f(t)v_{\text{max}}-a)/a}}, \quad \text{for } x > a
\]

\[
u_{Lk}(x) = \frac{1}{\sqrt{2|k|}} e^{-ikae^{-(x-t-f(t)v_{\text{min}}+a)/a}}, \quad \text{for } x < -a.
\]

Finally, we calculate \(\langle \phi_L(x_1,t)\phi_L(x_2,t) \rangle\) for an initial thermal state at temperature \(\beta = (k_B T_0)^{-1}\), and deriving with respect to \(x,t\) according to Eq. (76) in order to obtain the momentum two point function. The final result is

\[
\langle \Pi_L(x_1,t)\Pi_L(x_2,t) \rangle = -\frac{\pi^2}{\beta^2} e^{\frac{\kappa}{2}} \left[ \cosh \left( \frac{\kappa}{\beta} \right) \right]^{-\Delta_\Sigma/\kappa} \left\{ \cosh \left[ \frac{\Delta_\Sigma}{\beta} \left( \cosh \left( \frac{\kappa}{\beta} \right) \right)^{\frac{\tau}{\beta}} \right] \right\}^2,
\]

where \(\Delta_\Sigma/\kappa \equiv v_{\text{max}} - \epsilon + v_{\text{min}}\). This dependence of the correlation function between \(y = -x_1 = 4.6\) and \(x_2 = x\) is shown in Fig. 6. If \(y\) is far from the event horizon, placed at \(x = 0\), the peak in the correlation will be far of the event horizon too, in the inverse direction. Even though the peak does not seems to modify with increasing \(y\), it disappear for \(y\) big enough, as we will see below. This can be concluded directly from the characteristic curves. If one follows the characteristic with \(x_0 = a\) then everything to the right will not be aware that there is an event horizon in the space; therefore, there should not be entanglement (peak in correlation) and there is none indeed. This is because in this region we have to use the solutions given by Eq. (91), which was shown not to present the signature.

Moreover, we can compare Fig. 6 of this paper with Fig. 1 of reference [13]. We can conclude that for long times \(t \gg \tau\), the one calculated for the black hole with the Israel-Hartle-Hawking coincide with the calculation in the present paper and in Ref. [11], that includes the collapse. Their behavior is the same, but little differences may arise from the fact that the velocity profile as a function of \(x\) is different, since they use a smooth \(\tanh(x/a)\) profile.

Nonetheless, this formalism allows us also to study the evolution of the correlation function. As we explained, there are two special characteristic curves, that start at \(x_0 = \pm a\), and they separate two regions, one that presents the peak that reflects the entanglement and another one that does not. Therefore, the interface that separates both regions, which is shown in Fig. 7, is given by

\[
x_\pm(t) = \pm a \left( 1 + \kappa \int_0^t \sigma(s) ds \right)
\]

\[
= \pm a \left( 1 + \kappa \tau \ln \cosh \left( \frac{t}{\tau} \right) \right).
\]

As can be seen in Fig. 7(b) if we study the correlation at fixed position \(x\) there exist a definite time \(t_E\) such that for \(t < t_E\) there is no entanglement and it is generated later for \(t > t_E\). This time can be found solving the equation \(x_+(t_E) = x\).

In turn, if we study the correlation at fixed time \(t\), then there exists a position \(x_E\) such that if \(a < x < x_E\) there is no peak in the correlation and for \(x > x_E\) it is present. For example, for fixed time \(t = 100\tau\) with the parameters of Fig. 6 one has the presence of the correlation.
peak only for $|x| \lesssim 11$, therefore it is correct to use the expression in Eq. (97) and not that of Eq. (91) to make the plot in Fig. 6. The fact that this transitions are not smooth is due to the abrupt changes at $x = \pm a$ in the velocity profile.

These two features of the solution found can be compared with the numerical simulations done for the ion ring, [8]. The fact that the correlation peak has a finite spatial extension can be clearly seen in Fig. 9 of Ref. [8], where this magnitude is calculated numerically. The fact the the entanglement needs a definite time to develop is also observed in Fig. 14 of Ref. [8] through the numerical computation of the logarithmic negativity.

This formalism also allows us to study how the correlation, and therefore the entanglement, depends on the initial temperature of the field $T_0$, as can be seen in Eq. (97). In particular, our results should reproduce the behavior shown in Fig. 14 of Ref. [8], and the loss of entanglement of the Hawking pair at high temperatures. First we compute the Hawking temperature, given by (see Ref. [12])

$$T_H = \frac{1}{2\pi} \frac{|v_{\text{max}} - v_{\text{min}}|}{2a}.$$  

(99)

In Fig. 8 we plot the dependence of the peak in the correlation as a function of the temperature in units of the Hawking temperature. We observe how the peak is diluted and therefore how the Hawking pair entanglement is lost for high enough initial temperatures.

D. Entanglement: Open System.

In this last section, we will try to estimate the correction introduced by the presence of an environment in the correlation function. Therefore, we will use the expression presented previously

$$\langle \phi_1 \phi_2 \rangle = \langle \phi_{O_1} \phi_{O_2} \rangle_{\text{in}} - G_{x^2} \text{D}_{x^2} \langle \phi_{O_x} \phi_{O_2} \rangle_{\text{in}} - G_{x^2} \text{D}_{x^2} \langle \phi_{O_x} \phi_{O_1} \rangle_{\text{in}} + G_{12} \mathcal{N}_{x^2} G_{2x}.$$  

(100)

together with the solution for the modes found in the previous sections. Regarding the environment, we will use an ohmic bosonic bath with bilinear coupling. The dissipation kernel is given by

$$\text{D}(s, s') = -\lambda^2 \frac{\partial}{\partial s} \delta(s - s').$$  

(101)

In this case, obtaining an expression analytic for $\langle \Pi_L \Pi_L \rangle$ is more involved since the integrals must be performed over all possible regions and the final dependence of $k$ make the integrals more complicated. To solve the second inconvenience we will study each mode separately, characterized by $k$. We will use the expression in Eq. (101) to eliminate the integrals in $s'$, after integrating by parts the Dirac delta function. The remaining integrals can be approximated by the main contribution in the coincidence limit. Regarding the last term, for high temperatures the noise kernel is $\mathcal{N}(s_1, s_2) = \lambda^2 T_0 \delta(s_1 - s_2)$ and the resulting integral is done using basic properties of Green functions. After performing the derivatives necessary to obtain $\langle \Pi_L \Pi_L \rangle$ we can estimate the correlation function at high temperatures. Fig. 9 shows the result of the relative contribution of the term associated with the environment with respect to the solution for the closed
We used the open quantum system approach to calculate de decoherence time of an acoustic black hole in presence of an environment for both zero and finite (but small) temperatures [11]. Taking into account that the decoherence time is smaller than the approximate measurement time and worst, the “collapse” time, improved parameters are needed and provided here to make the measurement possible. This analysis could be easily extended to other realizations of acoustic black hole such as BEC, moving dielectrics, waveguides, etc.

In order to achieve generality for this work to be interesting for any acoustic black hole, we made certain approximations. It would be interesting for future works to perform this derivation numerically taking as a starting point the exact dynamics of the particular acoustic black holes’ setup. Moreover, regarding the environment one could consider more involved bosonic reservoirs that for example gets dragged to some extent by the moving ions instead of being fixed with respect to the laboratory.

We also provide a derivation of the correlation between the Hawking phonons as a function of time and temperature and we check that the relative contribution of the environment to this magnitude is irrelevant. The derivation included the transient due to the “collapse” of the acoustic black hole and could be applied to the usual Schwarchild black hole as in [22].

The main complication in this approach is the presence of boundaries between different velocity profiles, since the overall is not continuously differentiable. For future works, it would be interesting to find a smooth spatial velocity profile that presents an event horizon and allows to carry an analytic treatment to the end\(^3\), in order to obtain the correlation in the presence of an environment as a function of \(t\) and \(x\) instead of Fig. 9.

Finally, another interesting extension of this work would be to study the quantum to classical transition due to the non linearities in the original hamiltonian, Eq. (1). The non equilibrium self interaction of the degrees of freedom in this case (as opposed to the thermal equilibrium situation considered in Ref. [8]) also introduces dissipation and noise in the same fashion as an environment and also induces decoherence. The decoherence time associated with this effect depends on intrinsic parameters of the system such as the mass, electric charge of the ions, etc.; as opposed to the external parameter \(\gamma\) considered here. Therefore, this study would impose critical bounds on the realizability of the measurement of the Hawking radiation with any setup.

\(^{3}\) For example, we tried to use a \(\tanh x/a\) profile but exact analytical expressions for the characteristic curves could not be found.
The dissipation kernel for finite temperature is defined as

$$ D(t) = \frac{z^2}{2} \int_0^\infty d\nu \int_0^t d\nu' \coth \frac{\beta \nu}{2} \cos \nu \cos \omega \nu. \quad (A1) $$

As stated in section IV B, we will use the following approximation

$$ \coth \frac{\beta \nu}{2} \approx \begin{cases} \frac{2}{\beta \nu} & \text{if } \frac{\beta \nu}{2} \ll 1 \\ 1 & \text{if } \frac{\beta \nu}{2} \gg 1. \end{cases} \quad (A2) $$

Having this in mind, the coefficient can be approximated integrating separately over the regions where the different approximations are valid, i.e.

$$ 2\gamma^{-2} D(t, \beta) = \left( \int_0^{2(\beta \hbar)^{-1}} d\nu + \int_{2(\beta \hbar)^{-1}}^\infty d\nu \right) \nu \coth \frac{\beta \nu}{2} 
\times \int_0^t d\nu \cos \omega \nu \cos \omega \nu 
\approx \int_0^{2(\beta \hbar)^{-1}} d\nu \frac{2}{\beta \hbar} \int_0^t d\nu \cos \omega \nu \cos \omega \nu 
+ \int_{2(\beta \hbar)^{-1}}^\infty d\nu \int_0^t d\nu \cos \omega \nu \cos \omega \nu. $$

The first integral is

$$ \int_0^{2(\beta \hbar)^{-1}} d\nu \frac{2}{\beta \hbar} \int_0^t d\nu \cos \omega \nu \cos \omega \nu = \frac{-\text{Si}\left[t\left(\frac{2}{\beta \hbar} + \omega\right)\right] + \text{Si}\left[t\left(\frac{2}{\beta \hbar} + \omega\right)\right]}{\beta \hbar}. \quad (A3) $$

For small $2(\beta \hbar)^{-1}$ we can approximate

$$ -\text{Si}\left[t\left(\frac{2}{\beta \hbar} + \omega\right)\right] + \text{Si}\left[t\left(\frac{2}{\beta \hbar} + \omega\right)\right] \approx \frac{4t}{\omega \beta \hbar}, $$

and therefore

$$ \int_0^{2(\beta \hbar)^{-1}} d\nu \frac{2}{\beta \hbar} \int_0^t d\nu \cos \omega \nu \cos \omega \nu \approx \frac{4 \sin \omega t}{\omega \beta \hbar}. \quad (A4) $$

Regarding the second term, we will use the following

$$ \int_{2(\beta \hbar)^{-1}}^\infty d\nu \int_0^t d\nu \cos \omega \nu \cos \omega \nu = \int_0^\infty d\nu \int_0^t d\nu \cos \omega \nu \cos \omega \nu - \int_0^{2(\beta \hbar)^{-1}} d\nu \int_0^t d\nu \cos \omega \nu \cos \omega \nu. \quad (A5) $$

The first term was calculated for the $T_0 = 0$ case and with the result $\omega \text{Si}(\omega t)$. The second term is

$$ \int_0^{2(\beta \hbar)^{-1}} d\nu \int_0^t d\nu \cos \omega \nu \cos \omega \nu \approx \frac{2 \sin \omega t}{\omega \beta \hbar^2}. \quad (A6) $$

Finally the new diffusion coefficient is given by

$$ 2\gamma^{-2} D(t, \beta) = \omega \text{Si}(\omega t) + \frac{2 \sin \omega t}{\omega \beta \hbar^2} + O(\beta^{-3}). \quad (A7) $$

When one takes $\omega = 0$ and $t = 0$ the correction to order $\sim O(T_0^2)$ vanishes. Therefore, a thermal state of finite temperature does not affect the relationship between the parameters $\gamma$ and $\gamma'.

The next step is just to integrate the Eq. (A7) in order to obtain the relevant diffusion coefficient.

**Appendix B: Modes of the Wave Equation**

The equation we have to solve is Eq. (70) which as noted above, can be written as $\partial_R \sigma_L \phi = 0$. This way, the more general solution is $\phi_O = \phi_L + \phi_R$, in terms of the left and right moving modes.

The first equation to solve is $\partial_L \phi_L = 0$

$$ \partial \phi_L \partial t + (v(x, t) - 1) \frac{\partial \phi_L}{\partial x} = 0. \quad (B1) $$

This equation is of the same form that the Eq. (80) with $b(x, t) = 1$, $a(x, t) = v(x, t) - 1 = \sigma(t) \kappa x + \sigma(t) - 1$ and $c(x, t) = 0$.

The definition of the characteristic curves is

$$ \frac{dx}{ds} = \sigma(t) \kappa x + \sigma(t) - 1 \quad \text{and} \quad \frac{dt}{ds} = 1. \quad (B2) $$

From the second equation one obtains $t = s$, where we impose that $t(0) = 0$. Using this relationship in the first equation we get

$$ \frac{dx}{dt} - \sigma(t) \kappa x = \sigma(t) - 1. \quad (B3) $$

The solution of this equation is

$$ x(t) = e^{\kappa \int_0^t \sigma(s)ds} \left( x_0 - \int_0^t (1 - \sigma(t))e^{-\kappa \int_0^s \sigma(s')ds'} ds' \right). \quad (B4) $$

where we used the condition $x(0) = x_0$. Then, $t(x_0, s) = t = s$ and inverting to get $x_0(x, t)$ we obtain

$$ x_0(x, t) = xe^{-\kappa \int_0^t \sigma(s)ds} \left( x_0 - \int_0^t (1 - \sigma(t))e^{-\kappa \int_0^s \sigma(s')ds'} ds' \right). \quad (B5) $$

The differential equation to solve for the evolution of the field along the curve is simply

$$ \frac{d\phi}{ds} = 0 \Rightarrow \phi(x(x_0, s), t(x_0, s)) = \phi(x_0, 0). \quad (B6) $$
Finally the solution is
\[ \phi_L(x, t) = \phi \left( x e^{-\kappa \int_0^t \sigma(s) ds} \right) + \int_0^t (1 - \sigma(t)) e^{-\kappa \int_0^t \sigma(s') ds'} ds_0. \]  (B7)

To rewrite it in a useful way, taking into account that we will have to eventually integrate over the initial conditions, we expand in modes \( \phi(x, 0) = \int dk/2\pi e^{ikx} \phi_k \), then the solution for the field is
\[ \phi_L(x, t) = \int dk/2\pi \phi_k \exp \left\{ ik \left( x e^{-\kappa \int_0^t \sigma(s) ds} \right) + \int_0^t (1 - \sigma(t)) e^{-\kappa \int_0^t \sigma(s') ds'} ds_0 \right\}. \]  (B8)

Having an expression for the left moving modes, we now have to solve the equation for the right modes, \( \partial_R \phi_R = 0 \),
\[ \left( \frac{\partial}{\partial t} + \frac{\partial}{\partial x} v(x, t) + \frac{\partial}{\partial x} \right) \tilde{\phi}_R = 0 \]
\[ \left( \frac{\partial}{\partial t} + \sigma(t) \kappa + \sigma(t)/(1 + \kappa \sigma) \frac{\partial}{\partial x} + \frac{\partial}{\partial x} \right) \tilde{\phi}_R = 0 \]
\[ \left( \frac{\partial}{\partial t} + \sigma(t) + (\sigma(t) + \sigma(t) \kappa x + 1) \frac{\partial}{\partial x} \right) \tilde{\phi}_R = 0. \]  (B9)

Again, \( t = s \), but the spatial part of the characteristic is
\[ x(t) = e^{\kappa \int_0^t \sigma(s) ds} \left( x_0 + \int_0^t (\sigma(s) + 1) e^{-\kappa \int_0^s \sigma(s') ds'} ds \right). \]  (B10)

and after taking the inverse \( x_0 \)
\[ x_0(x, t) = x e^{-\kappa \int_0^t \sigma(s) ds} - \int_0^t (1 + \sigma(s)) e^{-\kappa \int_0^s \sigma(s') ds'} ds. \]  (B11)

Now the equation for the value \( \phi_R \) along the characteristics is
\[ \frac{d\phi}{dt} = -\sigma(t) \kappa \phi, \]  (B12)

then
\[ \phi(x(x_0, s), t(x_0, s)) = \phi(x_0, 0) e^{-\kappa \int_0^t \sigma(s') ds'}. \]  (B13)

Therefore, expanding again in modes
\[ \tilde{\phi}_R(x, t) = \int dk/2\pi \tilde{\phi}_k \exp \left\{ ik \left( x e^{-\kappa \int_0^t \sigma(s) ds} \right) - \int_0^t (1 + \sigma(t)) e^{-\kappa \int_0^s \sigma(s') ds'} ds \right\} - \kappa \int_0^t \sigma(s) ds. \]  (B14)

Taking advantage of this result for \( \tilde{\phi}_R \), the right moving mode can be found from \( (\partial_t + v(x, t) \partial_x - \partial_x) \tilde{\phi}_R = \tilde{\phi}_R \).

To solve this equation we propose a solution of the form
\[ \tilde{\phi}_R(x, t) = \int dk/2\pi \tilde{\phi}_k \exp \left\{ ik \left( x e^{-\kappa \int_0^t \sigma(s) ds} + \int_0^t (1 - \sigma(s)) e^{-\kappa \int_0^s \sigma(s') ds'} ds \right) \right\}. \]  (B15)

If we use this result in the equation and use that the exponential is a solution of the homogeneous equation of the left moving modes, we obtain
\[ \partial_L \tilde{\phi}_R = \int dk/2\pi \partial_L \tilde{\phi}_k \exp \left\{ ik \left( x e^{-\kappa \int_0^t \sigma(s) ds} + \int_0^t (1 - \sigma(s)) e^{-\kappa \int_0^s \sigma(s') ds'} ds \right) \right\}. \]  (B16)

On the other hand, the solution \( \tilde{\phi}_R \) can be rewritten as
\[ \tilde{\phi}_R(x, t) = \int dk/2\pi \tilde{\phi}_k \exp \left\{ -2ik \int_0^t e^{-\kappa \int_0^s \sigma(s') ds' ds} - \kappa \int_0^t \sigma(s) ds \right\} \times e^{ik \left( x e^{-\kappa \int_0^t \sigma(s) ds} + \int_0^t (1 - \sigma(s)) e^{-\kappa \int_0^s \sigma(s') ds'} ds \right)} \]  (B17)

Equating both sides of this equation gives
\[ \partial_L \tilde{\phi}_k(x, t) = \tilde{\phi}_k e^{-2ik \int_0^t e^{-\kappa \int_0^s \sigma(s') ds' ds} - \kappa \int_0^t \sigma(s) ds}. \]  (B18)

To find the particular solution we can use a \( \phi_k \) such that \( \phi_k(x, t) = \Psi_k(t) \) and therefore
\[ \partial_t \phi_k(t) = \tilde{\phi}_k e^{-2ik \int_0^t e^{-\kappa \int_0^s \sigma(s') ds' ds} - \kappa \int_0^t \sigma(s) ds}. \]  (B19)

Integrating in time, the solution is
\[ \phi_R(x, t) = \int \frac{dk}{2\pi} \Phi_k e^{ik \left( x e^{-\kappa \int_0^t \sigma(s) ds} + \int_0^t (1 - \sigma(s)) e^{-\kappa \int_0^s \sigma(s') ds'} ds \right)} \times \int_0^t ds e^{-2ik \int_0^s e^{-\kappa \int_0^t \sigma(s') ds' ds} - \kappa \int_0^t \sigma(s) ds}. \]  (B20)

The remaining steps are just to write down the full solution and cast it into the usual mode expansion form. To do this one has to write \( \phi_L \) and \( \phi_{LR} \) in terms of the Fourier transform of the initial condition of the field and the conjugate momentum \( \phi_L(t = 0) \) and \( \Pi_k(t = 0) \).
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