First application of Markov Chain Monte Carlo-based Bayesian data analysis to the Doppler-Shift Attenuation Method*
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Motivated primarily by the large uncertainties in the thermonuclear rate of the $^{30}$P($p, \gamma$)$^{31}$S reaction that limit our understanding of classical novae, we carried out lifetime measurements of $^{31}$S excited states using the Doppler Shift Lifetimes (DSL) facility at the TRIUMF Isotope Separator and Accelerator (ISAC-II) facility. The $^{31}$S excited states were populated by the $^4$He($^{28}$S, $\alpha$)$^{31}$S reaction. The deexcitation $\gamma$ rays were detected by a clover-type high-purity germanium detector in coincidence with the $\alpha$ particles detected by a silicon detector telescope. We have applied modern Markov chain Monte Carlo-based Bayesian methods to perform line shape analyses of Doppler-shift attenuation method $\gamma$-ray data for the first time. We have determined the lifetimes of the two lowest-lying $^{31}$S excited states. First experimental upper limits on the lifetimes of four higher-lying states have been obtained. The experimental results were compared to shell-model calculations using five universal sd-shell Hamiltonians. Evidence for $\gamma$ rays originating from the astrophysically important $J^\pi = 3/2^+$, 260-keV $^{30}$P($p, \gamma$)$^{31}$S resonance has also been observed, although strong constraints on the lifetime will require better statistics.

I. INTRODUCTION

Classical novae are one of the most frequent thermonuclear stellar explosions in the Galaxy. They are powered by thermonuclear runaways occurring in the accreted envelope transferred from a companion star onto a compact white dwarf in a close binary system [1, 2]. In classical novae, the $^{30}$P($p, \gamma$)$^{31}$S reaction acts as a nucleosynthesis bottleneck in the flow of material to heavier masses [3]. The large uncertainty in the $^{30}$P($p, \gamma$)$^{31}$S rate impacts the identification of certain presolar nova grains [4], the calibration of nuclear nova thermometers [5], and the Si/H abundance ratio, which can be used to constrain the degree of mixing between the white dwarf’s outer layers and the accreted envelope [6]. It is not currently possible to measure the $^{30}$P($p, \gamma$)$^{31}$S reaction directly because intense low energy $^{30}$P beams are not available. The thermonuclear rate of the $^{30}$P($p, \gamma$)$^{31}$S reaction over most of the peak nova temperatures (0.1–0.4 GK) is found to be dominated by proton capture into a 260-keV 3$^+$/2$^+$ resonance with an excitation energy of $E_x = 6390.2(7)$ keV in $^{31}$S [7, 8]. Recent experimental work has unambiguously determined the energy, the spin and parity, and the proton-decay branching ratio of this resonance [8–10], leaving the lifetime as the final missing piece of the puzzle. So far, the lifetimes of three relatively long-lived $^{31}$S states at 1248 [11–14], 2234 [11], and 4451 keV [14, 15] have been reported. The main scientific goal of this work is to expand lifetime measurements to more excited states in $^{31}$S, including the 3/2$^+$ state at 6390 keV using the Doppler Shift Attenuation Method (DSAM).

Lifetime measurements using $\gamma$-ray spectroscopy provide not only important input for astrophysical models but also a sensitive benchmark for nuclear structure models. DSAM is a widely-used method for measuring lifetimes of excited nuclear states in the fs to ps range [16–
Despite the wide use of this method, a unified treatment of all the uncertainties associated with systematic effects has been a long-standing issue. Note that the classical frequentist approach ($\chi^2$ minimization) does not in itself provide any uncertainty, but it is a common practice to assume a normal distribution and vary each parameter by one standard deviation while fixing other parameters at some plausible values. Uncertainties from different sources are often assessed independently and then added in quadrature to obtain the total uncertainty. The statistical meaning is even less rigorous when combining upper/lower limits instead of finite values. Multiple parameters often have complex interrelationships, and their correlations may be underestimated or overestimated by standard frequentist approaches [19–21].

Loosely speaking, an inverse problem is where we observe an effect and want to determine the cause [22]. Inverting lifetimes from observed $\gamma$-ray spectra is such an inverse problem and represents an ideal case for the application of Bayes’s theorem. Bayesian statistics offers natural parameter estimation methods with faithful assessments of uncertainty [23, 24]. Owing to the distribution complexity and high dimensionality, practical use of Bayesian statistics often requires Markov chain Monte Carlo (MCMC) [25, 26], an efficient sampling method to systematically explore complex high-dimensional parameter spaces [27, 28]. With the advent of modern computational power, there has been a surge of interest in incorporating Bayesian and MCMC techniques in nuclear physics, in particular, the studies of heavy-ion collisions [29–35] and low-energy nuclear reactions [19–21, 36–41]. Although Bayesian methods are playing increasingly important roles in many aspects of nuclear physics [42–44], to the best of our knowledge, no one had performed DSAM lifetime data analysis within a Bayesian framework. Our previous work [45] took the very first step in that direction. In this Letter, we further apply MCMC-based Bayesian parameter estimation methods to DSAM lineshape analyses, providing a reliable uncertainty quantification in a multi-dimensional parameter space.

II. EXPERIMENT

The experiment was done using the Doppler Shift Lifetimes (DSL) chamber [46] specifically designed for DSAM experiments [45, 47–49] at the ISAC-II facility of TRIUMF. A 128-MeV $^{32}$S$^{7+}$ beam bombarded a $^3$He-implanted Au target and the excited states in $^{31}$S were populated via the $^3$He($^{32}$S,$\alpha$)$^{31}$S reaction. We employed inverse kinematics to ensure a large Doppler shift in the $\gamma$-ray spectra. The $\alpha$ particles were detected using a silicon detector telescope placed downstream of the target. The telescope consisted of two ORTEC B Series Si surface barrier detectors with an active area of 150 mm$^2$ and thicknesses of 87 $\mu$m and 1 mm, respectively [50]. An aperture was placed in front of the telescope, limiting the ejectile acceptance angle to $<13^\circ$. Deexcitation $\gamma$ rays were detected in coincidence with $\alpha$-particles by using a clover-type high-purity germanium detector [51, 52] at a distance of 78 mm from the target, centered at $0^\circ$ with respect to the beam axis. See Supplemental Material for more technical details.

The Si detectors were calibrated using a source containing $^{239}$Pu, $^{241}$Am, and $^{244}$Cm, with strong $\alpha$ lines at 5.155 MeV, 5.486 MeV, and 5.805 MeV. A linear calibration was applied and used to extrapolate to higher energies. The extrapolation was verified by comparing the energy loss of punch-through particles to SRIM calculations [53]. A $^{56}$Co source was used initially to calibrate the Ge detector. A line from $^{197}$Au Coulomb excitation at 279.01(5) keV [54] and a line from $^{39}$K produced in $^{32}$S+$^{12}$C fusion evaporation at 2814.06(20) keV [55] were observed with high statistics. The vast majority of the $\gamma$ rays constituting these lines were emitted after the recoils stopped; hence, they are unshifted and used as run-by-run calibration standards. The accuracy of the calibration at high energies was verified by a 6128.63(4)-keV $\gamma$ ray originating from the deexcitation of the second excited state in $^{16}$O [56]. The energies deposited in all four crystals of the clover detector were summed together to increase the photo-peak efficiency while reducing the Compton scattering background [51]. Lifetimes of $^{31}$S states were then determined from a lineshape analysis of this addback spectrum.

The Si detector telescope particle identification plot is shown in Fig. 1. The $\alpha$-particle group is separated from other charged particle groups. By gating on $\alpha$ particles with specific energies calculated by relativistic reaction kinematics, we suppressed competing reaction channels and indirect feedings from higher-lying levels to ensure a direct population by the transfer reaction, resulting in significantly cleaner $\gamma$-ray spectra.

![Figure 1](image-url)
III. SIMULATION & RESULTS

The γ-ray lineshape is sensitive to the $^{31}$S velocity distribution and all other physical effects, and therefore a lineshape analysis is more rigorous and gives more information than a centroid-shift analysis. Detailed Monte Carlo simulations were written to model Doppler-shifted lineshapes for fs lifetimes $^{45, 49}$. A new Monte Carlo simulation using GEANT4 $^{57, 58}$ was developed in this work to model lineshapes for ps lifetimes as well. We began by sampling the position where the transfer reaction happens from a uniform circular transverse profile defined by the beam spot and the $^3$He implantation depth profile calculated by SRIM $^{53}$. The kinetic energy of the beam was sampled from a Gaussian beam energy distribution with a spread of 0.2% (full width at half maximum) and energy loss in the target based on the reaction location. The emission angle of the α particle was chosen randomly from an isotropic distribution in the laboratory frame. The error introduced by this simplifying assumption was estimated by trying a few different realistic anisotropic distributions and was found to be rather small due to the limited angular acceptance $^{45, 49}$. The energy and momentum of the emitted α particle were calculated using relativistic kinematics from the Q-value of the transfer reaction and the kinetic energy of the beam. The Q-value of the transfer reaction depends on the populated state in $^{31}$S as $Q = Q_0 - E_{\text{ex}}$ with $Q_0 = 5.533$ MeV corresponding to the ground state and $E_{\text{ex}}$ the excitation energy of the populated state in $^{31}$S $^{59}$. We then determine the 4-momentum of the excited $^{31}$S recoil. If a γ ray is emitted while the $^{31}$S recoil is still moving, it will be Doppler shifted in the laboratory frame. A detector response of the form of an exponentially modified Gaussian (EMG) function $^{60, 61}$ was added to the γ-ray energy recorded by the germanium at the end. The decay and width parameters of the EMG function were empirically characterized as a function of energy by fitting unshifted γ-ray peaks originating from long-lived states populated by Coulomb excitation and fusion-evaporation reactions at energies of 270.01(5) and 547.5(3) keV $^{199}$Au $^{54}$, 2814.06(20) and 3597.26(25) keV $^{40}$K $^{55}$, 3736.5(3) keV $^{40}$Ca $^{62}$, and 6128.63(4) keV $^{16}$O $^{56}$.

Fitting the simulated γ-ray spectrum to the measured γ-ray spectrum in a given range yields the number of counts and the associated standard deviation ($\sigma$). We set a discovery threshold for statistical significance over the background-only hypotheses to be $5\sigma$ $^{63}$. The observed $^{31}$S γ-ray peaks are shown in Fig. 2 and Supplementary Figs. 2-7 with the prior and posterior lineshapes superimposed (See Sec. IV). The gate on the energy deposited by the α particles is 2 MeV wide in all cases, corresponding to a 1-MeV window on the excitation energies. We used a fine binning of 2 keV in each lineshape analysis to mitigate the information loss associated with the bin size of the spectrum. The 1248-keV, 2234-keV, 3076-keV, 4971-keV, and 5156-keV $^{31}$S states all decay predominantly by a single γ-ray transition to the ground state $^{9}$, and their dominant γ rays are clearly observed in the corresponding α-gated γ-ray spectra. Other than these five peaks, a 2186-keV line from the decay of the 3435-keV state is also observed with a statistical significance greater than 5σ. There are two γ rays which are emitted from the 3435-keV $^{31}$S state with branching ratios of 54.7(35)% and 45.3(30)% to the ground and first excited states, respectively $^{9}$. The observed significance of the 3435-keV line does not reach the 5σ threshold, so we extract the lifetime based on the lineshape analysis of the 2186-keV line. We estimated the branching ratios to be 38(11)% and 62(12)% using the efficiency-corrected counts in the 3435- and 2186-keV γ-ray peaks with only statistical uncertainties included, consistent with the previous measurement $^{9}$. All six aforementioned $^{31}$S states were also observed to be populated in the $^{32}$S($^3$He, α)$^{31}$S reaction at the same center-of-mass energy as ours $^{64}$.

γ-ray transitions from the $3/2^+, 6390.2(7)$-keV state at 2183, 3106, 3314, 4156, 5141, and 6390 keV were previously identified $^{9}$. Evidence for the 4156 and 5141-keV branches was observed in this data set with significances over 4σ and 3σ, respectively. Consistent with past work $^{9}$, the 4156-keV branch is the strongest branch observed. A nearby $5/2^+$, 6392.5(2)-keV state was observed to dominantly populate the $3/2^+$, 1248-keV state with a 5143.1(2)-keV γ-ray branch $^{65-67}$, which could be responsible for the higher statistics we observed for the 5141-keV branch. The absence of the $5/2^+$, 6392 keV → $5/2^+$, 2234 keV transition is also consistent with our shell model calculations. Another nearby $11/2^+$, 6394.2(2)-keV state generates 1091.2(4)- and 3042.9(1)-keV branches $^{65, 66, 68-70}$, but neither of these branches was observed in our spectra. A recent study using the $^{32}$S(p, d)$^{31}$S reaction channel also indicates that the $3/2^+$, $5/2^+$ states near 6390 keV are preferentially populated, but the $11/2^+$ state is not $^{71}$. As the 4156-keV γ ray is likely to be uniquely associated with the $3/2^+$, 6390-keV → $5/2^+$, 2234-keV transition, we attempt to extract the lifetime from its lineshape.

IV. BAYESIAN ANALYSES

A graphical representation of our analysis procedure is shown in Fig. 3.

In general, when using Bayes’s theorem $^{23}$ to set up the problem of fitting a model to data, the procedure begins with a hypothesis, which is a set of model parameters to be estimated, $\bm{x}$, and a set of experimental data, $\bm{D}$, to be compared with model calculations. We then define a likelihood, $P(\bm{D} | \bm{x})$, the probability of the data $\bm{D}$ being observed given the parameters $\bm{x}$, which is determined by running the model with parameters $\bm{x}$ and fitting the model output to data. Likelihood quantifies how well the model reproduces the data. A prior probability distribution, $P(\bm{x})$, encapsulates our initial belief of the parameters. Next, we invoke Bayes’s theorem, which
states that our updated belief after observing the data, i.e., the posterior probability distribution of the model parameters given the data, $P(x | D)$, is proportional to the product of the likelihood and the prior:

$$P(x | D) = \frac{P(D | x) P(x)}{P(D)}$$

(1)

The denominator, $P(D)$, is the Bayesian evidence, which is the probability of observing the data without having compared to the model and, given that the data are known, serves as a normalization factor. Translating for the application here, our model is a DSAM simulation convoluted with a linear fit function to describe the background, which introduces several parameters. The output of the model is a γ-ray spectrum, which is the observable to be compared with data. For the choice of priors $P(x)$, we specify ranges and distributions for each parameter. A uniform prior is chosen for the lifetime $\tau$. Negative lifetimes are unphysical, so we set the prior to be zero in negative regions:

$$P(\tau) = \begin{cases} 
\text{constant, } \tau > 0 \\
0, \quad \tau \leqslant 0 
\end{cases}$$

(2)

We use a Gaussian distribution for the γ-ray energy, $E_\gamma$, from the literature values and uncertainties [9].

We construct a Gaussian distribution for the relative background level, $bkg$, based on the linear fit and its uncertainty in the background region around a γ-ray peak. The stopping power incorporated in GEANT4 is expected to be overall accurate to within 10% [72]. Accuracy is generally higher in the energy range above 10 MeV/nucleon, while the uncertainty increases at energies below 0.1 MeV/nucleon. We use a Gaussian distribution for the relative stopping power, $sp$, centered at the database values with a 1σ uncertainty of 10% for short-lived states and 20% for long-lived states, respectively. The prior on the coefficient of the Legendre polynomial $P_2(\cos \theta)$ of the α-γ angular-correlation function, $A_2$, is assumed to be uniform within $[-1, 1]$, and $A_4$ is fixed to be 0. When a γ ray is emitted from a long-lived state, the emission usually happens after the recoil has undergone a series of collisions with the target atoms. Hence, the γ-ray lineshape is quite insensitive to variations of the angular correlation function. We, therefore, omit the angular-correlation parameter for the two long-lived states. Our primary goal is to learn the unknown model parameter $\tau$ from observables. $\tau$ is the parameter of interest, and the other four, $E_\gamma$, $bkg$, $sp$, and $A_2$, are referred to as nuisance parameters, which we do not aim to constrain using this data set.

To perform a bin-by-bin analysis using Bayes’s theorem [73], we take the conditional probability of acquiring a measured set of data given the parameters $x$ to be the likelihood function $L(x)$:

$$L(x) \approx \exp \left[ -\sum_{i=1}^{n} \frac{[y_{i}^{\exp} - y_{i}^{\mod}(x)]^2}{2 \sigma_i^2} \right],$$

(3)

where $n$ is the number of bins, $y_{i}^{\exp}$ is the number of counts in the $i$th bin of the measured spectrum, and $y_{i}^{\mod}$ is the number of counts in the $i$th bin predicted by the
MCMC algorithms generate a random walk through the parameter space where each step is accepted or rejected according to the product of the prior and the likelihood to reproduce the measured observables [25, 26]. Direct MCMC sampling requires millions of model evaluations. In our case, a single model evaluation requires thousands of individual event simulations and is computationally demanding, so direct MCMC sampling is intractable. As our model space is relatively low-dimensional, we choose a factorial design, in which hundreds of design points uniformly fill the parameter space like a grid. We run the full DSAM simulation at these design points, and the model outputs are transformed into a reduced number of uncorrelated variables using the principal component analysis [74]. A Gaussian Process (GP) emulator [75] is trained on the input-output behavior of the full model and acts as a fast surrogate to the full model during MCMC sampling. GP is computationally efficient and accurately accounts for the uncertainty associated with emulation, which is suited for Bayesian parameter estimation purposes. The highest computational cost in the procedure is now associated with obtaining full-model data to train the GP emulator, which can usually be accomplished in a realistic amount of time.

The Modeling and Data Analysis Initiative (MADAI) collaboration [76] developed a statistical framework that contains a GP emulator and a MCMC sampler. We have tailored the MADAI infrastructure to our needs. We explored a five-dimensional parameter space by discarding a 50,000-step burn-in phase for the chain to converge and then sampling for another one million MCMC steps. For all but the 4156-keV $\gamma$ ray, every individual MCMC chain was able to achieve adequate convergence to the posterior distribution with no more than a few thousand iterations. We estimated the hyperparameters by numerically maximizing the likelihood but found that varying hyperparameters only weakly affects the actual emulator predictions.

The diagonal panels in Fig. 4 and Supplementary Figs. 8-13 show the marginal distributions for each parameter with all other parameters integrated out, and the off-diagonal panels show joint distributions between pairs of parameters. The prior distributions for the nuisance parameters, $E_\gamma$, $bkg$, and $sp$, are restrictive and strongly influence the posteriors. One important merit of Bayesian methods is that a posterior distribution offers more detailed information than a point estimate or an interval from frequentist methods so that propagation of uncertainty can work with richer information that is not conveyed by a point estimate [27, 77]. The 2D correlations between parameters allow us to easily capture features, patterns, or anomalies. Strong negative correlations are demonstrated between $\tau$ and $sp$ for the two long-lived states, which is physically expected.

These two parameters are not correlated for short-lived states as the deexcitations occur before substantial slowing down of the recoils occurs. For the observable itself, the lineshapes based on the prior and posterior distributions of parameters are shown in Fig. 2 and Supplementary Figs. 2-7. The fact that the posterior bands are narrow and closely resemble the measured lineshapes demonstrates the constraint provided by the experimental data.

V. LIFETIMES

For the two lowest-lying states, the central lifetime values and the $1\sigma$ uncertainties are constructed by using the 16th, 50th, and 84th percentile values from the lifetime posterior distributions. For the four higher-lying states, the most probable lifetime values are close to zero, and therefore, the 90th percentile values for the lifetime posterior distributions are adopted as the 90% confidence upper limits. For the first excited state at 1248 keV, we obtained a lifetime of $1120^{\pm 180}$ fs, which agrees with the literature values of $720^{\pm 90}$ fs [11], $1200^{\pm 1500}$ fs [12], $3200^{\pm 7000}$ fs [12], and $964^{+312}_{-91}$ fs [13]. Tonev et al. recently reported a lifetime of $624^{\pm 32}$ fs [14] for the 1248-keV state, lower than all the other results. They reported $543^{\pm 49}$ fs for the $7/2^-$ state at 4451 keV,
which is also much lower than another measurement of $1030 \pm 210$ fs \cite{15}. For the second excited state at 2234 keV, our result $250 \pm 80$ fs agrees with the only literature value of $320 \pm 80$ fs \cite{11}. We obtained consistent lifetime values and limits for all $\gamma$-ray lines using the standard frequentist approach.

We performed theoretical calculations using the shell-model code NuSHELLX \cite{78} in the sd-shell-model space involving the $\pi 0d_{5/2}, \pi 1s_{1/2}, \pi 0d_{3/2}, \nu 0d_{5/2}, \nu 1s_{1/2}$, and $\nu 0d_{3/2}$ valence orbits. Five universal sd-shell type A (USDA) \cite{79}, type B (USDB) \cite{79}, type C (USDC) \cite{80}, type E (USDE), and type I (USDI) \cite{80} Hamiltonians have been used in our calculations. Given that decay widths are very sensitive to energies, we have applied a correction to the theoretical $\gamma$-ray partial widths ($\Gamma$) based on the experimental energies \cite{9}. Each theoretical $\Gamma$ is obtained using the effective $M1$ and $E2$ transition operators \cite{81} and then scaled for the $E^{2L+1}$ energy dependence, where $L$ denotes the multipolarity of the radiation.

All the measured and calculated lifetimes of $^{31}$S states are summarized in Table I. The negative-parity 4971-keV state is not matched with any theoretical state as cross-shell excitations were not taken into account in our shell-model predictions. The calculated $\gamma$ decay of the 1248-keV state is dominated by an $M1$ transition. Correcting for the USDB-calculated partial lifetime for the $E2$ transition of 6.9 ps, the experimental partial lifetime for the $M1$ transition is 1.33(26) ps. This gives an experimental transition probability of $B(M1)_{\text{exp}} = 0.022(4) \mu N^2$. With $B(M1) = |M(M1)|^2/(2J_1 + 1)$, where $|M(M1)|$ is the transition matrix element and $J_1$ is the spin of the $\gamma$-emitting state, we have $|M(M1)|_{\text{exp}} = 0.30(3) \mu N$ to be compared with, for example, $|M(M1)|_{\text{USDA}} = 0.22 \mu N$ and $|M(M1)|_{\text{USDB}} = 0.17 \mu N$. The comparison between theory and experiment for other $M(M1)$ values in the sd shell is shown in Fig. 4 of Ref. \cite{81}. It is observed that theory and experiment differ by about $\pm 0.3 \mu N$ independent of the size of $M(M1)$. The present results are consistent with this observation. The measured lifetimes of all other states are in good agreement with our shell-model calculations. The lifetimes of most states in the mirror nucleus $^{31}$P have been well measured \cite{82} and are listed in Table I for comparison. The lifetimes for all the mirror states are consistent with isospin being a good symmetry in the $^{31}$P-$^{31}$S system.

Dedicated shell model calculations have been performed to reproduce the strong isospin mixing between the 6390-keV state and the nearby isobaric analog state \cite{8,10,83}. We obtained $\tau = 1.3$ fs using a shifted USDC Hamiltonian. Limited mainly by the low statistics collected on the $6390 \rightarrow 2234$ keV transition, we are not able to set a finite constraint on the lifetime of the 6390-keV $^{31}$S state. The posterior clearly favors a short lifetime as it exceeds the prior below 20 fs (Supplementary Fig. 13). An upper limit of the lifetime $\tau < 20$ fs is equivalent to a lower limit on the decay width of $\Gamma > 33$ meV. Combining with the finite proton branching ratio value \cite{10} yields a resonance strength of $\omega_\gamma > 5.5$ meV, consistent with the previous $\omega_\gamma = 80(48) \mu$eV based on the measured proton branching ratio and a theoretical lifetime \cite{10}.

Here we provide a qualitative picture of the astrophysical impact. The $^{30}$P($\beta$, $\gamma$)$^{31}$S reaction and the $^{30}$P($\beta^+$)$^{30}$Si decay are the two main destruction mechanisms for $^{30}$P in ONe novae \cite{1}. Assuming a stellar density of $\rho = 300$ g/cm$^3$ and a hydrogen mass fraction of $X_H = 0.3$ \cite{2}, we derive the destruction rates for both processes from the literature $^{30}$P half-life of $T_{1/2} = 2.498(5)$ min \cite{84} and the newly-determined lower limit on the strength of the $3/2^+$ resonance, $\omega_\gamma = 5.5$ meV. Figure 5 shows equal destruction rates of the two processes at 0.26 GK, implying that the proton capture becomes more likely than the competing $\beta^+$ decay beyond a temperature where the peak nova temperatures of $T_{\text{peak}} = 0.1 - 0.4$ GK. The location of the crossing point would affect interesting nova observables, such as the $^{30}$Si/$^{28}$Si isotopic abundance ratios useful for the identification of pre-solar nova grains \cite{4}, the O/S, S/Al, O/P, and P/Al abundance ratios that are good candidates for nova thermometers \cite{5}, and the Si/H abundance ratio as a useful nuclear mixing meter in ONe novae \cite{6}.

VI. CONCLUSION & OUTLOOK

To summarize, we performed DSAM lifetime measurements of $^{31}$S states using the DSL facility. We applied the MCMC-based Bayesian method to rigorously constrain model parameters and quantify uncertainties, demonstrating the usefulness of Bayesian parameter esti-
TABLE I. Lifetimes of the two lowest-lying $^{31}$S states and the 90% confidence upper limits on the lifetimes of four higher-lying $^{31}$S states measured in the present work are listed in column 4. The spins and parities ($J^p$), excitation energies ($E_x$), and $\gamma$-ray energies ($E_\gamma$) of the dominant branch for each state are adopted from Ref. [9]. The excitation energies and the lifetimes of $^{31}$P mirror states listed in the last two columns are adopted from Ref. [82]. All $E_x$ and $E_\gamma$ are rounded to the closest integer. A hyphen (−) is placed where the value is unavailable.

| $J^p$ | $E_x$ ($^{31}$S) (keV) | $E_\gamma$ (keV) | $\tau_{\exp}$ (fs) | $\tau_{USDA}$ (fs) | $\tau_{USDB}$ (fs) | $\tau_{USD}$ (fs) | $\tau_{USDE}$ (fs) | $\tau_{USDF}$ (fs) | $E_x$ ($^{31}$P) (keV) | $\gamma$ ($^{31}$P) (fs) |
|-------|-----------------------|----------------|----------------------|--------------------|------------------|------------------|------------------|------------------|-----------------|------------------|
| 3/2+  | 1248                  | 1248           | 1120(180)            | 1794               | 2633             | 2428             | 2735             | 2734             | 1266            | 754(26)          |
| 5/2+  | 2234                  | 2234           | 250(80)              | 285                | 311              | 306              | 325              | 317              | 2234            | 388(26)          |
| 1/2+  | 3076                  | 3076           | <11                  | 16                 | 14               | 13               | 15               | 15               | 12              | 3134             |
| 3/2+  | 3435                  | 2186           | <16                  | 19                 | 16               | 15               | 15               | 14               | 3506            | 12.7(19)         |
| 3/2−  | 4971                  | 4970           | <7                   | –                  | –                | –                | –                | –                | 5015            | 11.0(7)          |
| 1/2+  | 5156                  | 5156           | <15                  | 3.0                | 3.2              | 3.3              | 2.7              | 4.2              | 5257            | <15              |

...position resolution of the new telescope.
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