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Abstract

Littlewood-Richardson rule gives the decomposition formula for the multiplication of two Schur functions, while the decomposition formula for the multiplication of two Hall-Littlewood functions or two universal characters is also given by the combinatorial method. In this paper, using the vertex operator realizations of these symmetric functions, we construct the algebraic forms of these decomposition formulas.
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1 Introduction

Symmetric functions have played an important role in mathematics for a long time[1, 2, 3, 4], ranging from combinatorics, representation theory to enumerative geometry. Symmetric functions also appear in mathematical physics, especially in integrable models. Kyoto school use Schur functions in a remarkable way to understand the KP and KdV hierarchies[5]. N.V. Tsilevich and P. Sulikowski give the realizations of phase model and q-boson model in the algebra of Schur functions and Hall-Littlewood functions respectively[6, 7]. We construct the realization of two-site generalized phase model in the algebra of universal characters (a generalization of Schur functions)[8] and find that the generating functions of weighted plane partitions in finite boxes can be obtained from the vertex operators which are raising operators of Hall-Littlewood functions[9].

Schur functions, Hall-Littlewood functions and universal characters can be realized by vertex operators which are defined with the help of infinite dimensional Heisenberg algebras[5, 10]. Ones can find a general treatment of vertex operators and their connections with affine Lie algebras and the Monster group in [11].

In the present work, we consider the formulas

\[ S_\mu(x)S_\nu(x) = \sum_\lambda C^\lambda_{\mu\nu} S_\lambda(x), \]

\[ Q_\mu(x)Q_\nu(x) = \sum_\lambda f^\lambda_{\mu\nu} Q_\lambda(x), \]

\[ S_{[\xi,\eta]}(x,y)S_{[\tau,\mu]}(x,y) = \sum_{\lambda,\mu} M^{[\lambda,\mu]}_{[\xi,\eta],[\tau,\nu]} S_{[\lambda,\mu]}(x,y), \]

which are given by the combinatorial method, where \( S_\lambda(x), Q_\lambda(x) \) and \( S_{[\lambda,\mu]}(x,y) \) denote Schur function, Hall-Littlewood function and universal character respectively, we construct the algebraic formulas to compute them. All results we obtain are based on the vertex operator realizations of these three kinds of symmetric functions.
For an integer vector $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_l)$, we define the polynomials $S_\alpha(x)$ by
\[
V^+(z_1)V^+(z_2)\cdots V^+(z_l) \cdot 1 = \sum_{\alpha} S_\alpha(x)z_1^{\alpha_1}z_2^{\alpha_2}\cdots z_l^{\alpha_l},
\]
where
\[
V^+(z) = e^{\sum_{n=1}^\infty x_n z^n} e^{-\sum_{n=1}^\infty \frac{1}{n!} x_n z^{-n}}.
\]
When $\alpha$ is a Young diagram, then $S_\alpha(x)$ is a Schur function. When $\alpha$ is not a Young diagram, then $S_\alpha(x)$ can turn into a Schur function by the following formula
\[
S(\alpha_1, \ldots, \alpha_i, \alpha_{i+1}, \ldots, \alpha_l)(x) = -S(\alpha_1, \ldots, \alpha_i+1, \alpha_{i+1}, \ldots, \alpha_l)(x).
\]
For a pair of Young diagram $\mu = (\mu_1, \mu_2, \ldots, \mu_l)$ and $\nu = (\nu_1, \nu_2, \ldots, \nu_l)$, the Schur functions $S_\mu(x)$ and $S_\nu(x)$, respectively, equal the coefficients of $z_1^{\mu_1}\cdots z_l^{\mu_l}$ and $w_1^{\nu_1}\cdots w_l^{\nu_l}$ in the expansions of
\[
V^+(z_1)V^+(z_2)\cdots V^+(z_l) \cdot 1, \quad \text{and} \quad V^+(w_1)V^+(w_2)\cdots V^+(w_l) \cdot 1.
\]
By calculation, the multiplication
\[
\prod_{i,j} \frac{1}{1 - x_i w_j} V^+(z_1)V^+(z_2)\cdots V^+(z_l) \cdot 1 \times V^+(w_1)V^+(w_2)\cdots V^+(w_l) \cdot 1
\]
taking the coefficient of $z_1^{\mu_1}\cdots z_l^{\mu_l} w_1^{\nu_1}\cdots w_l^{\nu_l}$ of the both sides, we get the algebraic formula to calculate the multiplication $S_\mu(x)S_\nu(x)$. With the same method, we get the algebraic formula to calculate the multiplication of two Hall-Littlewood functions.

The paper is organized as follows. In section 2, we get the algebraic form of the decomposition formula of the multiplication of two Schur functions. In section 3, we get the algebraic form of the decomposition formula of the multiplication of two Hall-Littlewood functions. In section 4, we get the algebraic form of the decomposition formula of the multiplication of two universal characters.

## 2 Schur functions

Let $x = (x_1, x_2, \cdots)$. The operators $h_n(x)$ are determined by the generated function:
\[
\sum_{n=0}^\infty h_n(x)z^n = e^{\xi(x, z)}, \quad \xi(x, z) = \sum_{n=1}^\infty x_n z^n
\]
and set $h_n(x) = 0$ for $n < 0$. The operators $h_n(x)$ can be explicitly written as
\[
h_n(x) = \sum_{k_1 + 2k_2 + \cdots + nk_n = n} \frac{x_1^{k_1}x_2^{k_2}\cdots x_n^{k_n}}{k_1!k_2!\cdots k_n!}
\]
Note that if we replace $ix_i$ with the power sum $p_i = \sum_j x_j^i$, $h_n(x)$ is the complete homogeneous symmetric function
\[
\sum_{i_1 \leq \cdots \leq i_n} x_{i_1}x_{i_2}\cdots x_{i_n}.
\]

For Young diagram $\lambda = (\lambda_1, \lambda_2, \cdots, \lambda_l)$, Schur function $S_\lambda(x)$ is a polynomial of variables $x$ in $C[x]$ defined by the Jacobi-Trudi formula [1]:
\[
S_\lambda(x) = \det (h_{\lambda_i - i+j}(x))_{1 \leq i \leq l}
\]
Introduce the vertex operators
\[
V^\pm(z) = \sum_{n \in \mathbb{Z}} V^n_{\pm} z^n = e^{\pm \xi(x; z)} e^{\pm \xi(\partial_x; z^{-1})},
\]
where \(\partial_x = \left( \frac{\partial}{\partial x}, \frac{1}{2} \frac{\partial}{\partial z}, \cdots \right)\). The operators \(V^+_n\) are raising operators of the Schur function in the following sense:
\[
S_{\lambda}(x) = V^+_1 V^+_2 \cdots V^+_\lambda \cdot 1
\]
\[
= [x] V^+(z_1) V^+(z_2) \cdots V^+(z_l) \cdot 1
\]
where \([x] = [z_1^{\lambda_1} z_2^{\lambda_2} \cdots z_l^{\lambda_l}]\) means taking the coefficient of the term \(z_1^{\lambda_1} z_2^{\lambda_2} \cdots z_l^{\lambda_l}\) in the expansion of \(V^+(z_1) V^+(z_2) \cdots V^+(z_l) \cdot 1\).

**Definition 2.1.** For an integer vector \(\alpha = (\alpha_1, \alpha_2, \cdots, \alpha_l)\), define the polynomials \(S_\alpha(x)\) by
\[
S_\alpha(x) = \det (h_{\alpha_i - i + j}(x))_{1 \leq i,j \leq l}
\]
\[
= V^+_{\alpha_1} V^+_{\alpha_2} \cdots V^+_{\alpha_l} \cdot 1
\]
\[
= [x] V^+(z_1) V^+(z_2) \cdots V^+(z_l) \cdot 1
\]
where \([x] = [z_1^{\alpha_1} z_2^{\alpha_2} \cdots z_l^{\alpha_l}]\). We denote \(S_\alpha(x)\) by \(S_\alpha\) for simplicity.

**Lemma 2.2.** The polynomials \(S_\alpha(x)\) defined in (6) equal zero unless \(\alpha_1 \geq -l + 1, \alpha_2 \geq -l + 2, \cdots, \alpha_l \geq 0\).

**Proof.** Since
\[
V^+(z_1) V^+(z_2) \cdots V^+(z_l) \cdot 1 = \prod_{i < j} (1 - \frac{z_i}{z_j}) e^{\xi(x; z_1)} e^{\xi(x; z_2)} \cdots e^{\xi(x; z_l)},
\]
taking the coefficient of \(z^\alpha\), we get the result. \(\square\)

**Lemma 2.3.** If \(\alpha_j = \alpha_i + (j - i)\), the polynomial \(S_\alpha(x)\) is equal to 0.

**Proof.** This holds since the \(i\)th line and the \(j\)th line of \(\det (h_{\alpha_i - i + j}(x))_{1 \leq i,j \leq l}\) are the same if \(\alpha_j = \alpha_i + (j - i)\). \(\square\)

Note that if \(\alpha\) is a Young diagram, i.e., \(\alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_l \geq 0\), the polynomial \(S_\alpha(x)\) is a Schur function corresponding to the Young diagram \(\alpha\). If \(\alpha\) is not a Young diagram, the polynomial \(S_\alpha(x)\) can be turned into a Schur function by the following formula.

**Proposition 2.4.** For \(1 \leq i \leq l - 1\), the following equation holds
\[
S_{(\alpha_1, \cdots, \alpha_i, \alpha_{i+1}, \cdots, \alpha_l)} = -S_{(\alpha_1, \cdots, \alpha_i+1, \alpha_{i+1}, \cdots, \alpha_l)}.
\]

**Proof.** Since
\[
V^+(z_1) \cdots V^+(z_i) V^+(z_{i+1}) \cdots V^+(z_l) \cdot 1 = \frac{z_i - 1}{z_i} V^+(z_1) \cdots V^+(z_{i+1}) V^+(z_i) \cdots V^+(z_l) \cdot 1,
\]
taking the coefficient of \(z^\alpha\), we get the result. \(\square\)

For example, \(S_{(2,3)}(x) = 0\), and \(S_{(2,4)}(x) = -S_{(3,3)}(x)\).
Lemma 2.5. The vertex operators satisfy

\[ \frac{1}{1 - \frac{w}{z}} V^+(z)V^+(w) = \frac{1}{1 - \frac{w}{z}} V^+(w)V^+(z) \]  

(9)

Proof. Since

\[ e^{-\xi(z)} e^{\xi(x,w)} = (1 - \frac{w}{z}) e^{\xi(x,w)} e^{-\xi(z)} \]

we have that both sides of equation (9) equal

\[ : V^+(z)V^+(w) : \]

where \( : \) denotes the normal order defined as usual. \( \square \)

For each pair of integers \( i, j \) such that \( 1 \leq i < j \leq l \), define \( R_{ij} \) by

\[ R_{ij} \cdot \alpha = (\alpha_1, \ldots, \alpha_i + 1, \ldots, \alpha_j - 1, \ldots, \alpha_l) \]  

(10)

and

\[ R_{ij} \cdot S_\alpha(x) = S_{R_{ij} \cdot \alpha}(x). \]  

(11)

For a pair of Young diagrams \( \lambda, \mu \), the notation \( \lambda \cup \mu \) is the Young diagram whose parts are those of \( \lambda \) and \( \mu \) arranged in descending order. For example, if \( \lambda = (321) \) and \( \mu = (21) \), then \( \lambda \cup \mu = (32211) \).

The Pieri’s formula \( [\big] \) tells \( S_\mu(x) h_r(x) = \sum_\lambda S_\lambda(x) \) summed over all partitions \( \lambda \) such that \( \lambda - \mu \) is a horizontal \( r \)-strip. Here we do not explain the notations, but we will give an algebraic formula for \( S_\mu(x) h_r(x) \).

Proposition 2.6. Let Young diagram \( \mu = (\mu_1, \ldots, \mu_l) \) and \( \mu_{i+1} < r \leq \mu_i \) for \( 0 \leq i \leq l \) with \( \mu_{l+1} = 0 \), \( \mu_0 = +\infty \),

\[ S_\mu(x) h_r(x) = \prod_{j=1}^{i} \frac{1}{1 - R_{j+1}(i+1)} \prod_{k=i+2}^{l+1} \frac{1}{1 - R_{(i+1)k}} \cdot S_{\mu \cup (r)}(x). \]  

(12)

Proof. From equation (9) and lemma 2.5

\[ S_\mu(x) h_r(x) = [z_1^{\mu_1} \cdots z_l^{\mu_l}] V^+(z_1) \cdots V^+(z_l) \cdot 1 \cdot [w^r] V^+(w) \cdot 1 \]

\[ = [z_1^{\mu_1} \cdots z_i^{\mu_i} w^{r-z_{i+1}} \cdots z_l^{\mu_l}] \prod_{j=1}^{i} \frac{1}{1 - \frac{w}{z_j}} \prod_{k=i+1}^{l} \frac{1}{1 - \frac{z_k}{w}} \cdot V^+(z_1) \cdots V^+(z_l) V^+(w) V^+(z_{i+1}) \cdots V^+(z_l) \cdot 1 \]

\[ = \prod_{j=1}^{i} \frac{1}{1 - R_{j+1}(i+1)} \prod_{k=i+2}^{l+1} \frac{1}{1 - R_{(i+1)k}} \cdot S_{\mu \cup (r)}(x). \]

\( \square \)

Example 2.7. Let \( \mu = (2, 1) \) and \( r = 2 \),

\[ S_{(2,1)}(x) h_2(x) = \frac{1}{1 - R_{12}} \frac{1}{1 - R_{23}} \cdot S_{(2,2,1)}(x) \]

\[ = (1 + R_{12} + R_{12}^2 + R_{12}^3 + R_{12}^4)(1 + R_{23}) \cdot S_{(2,2,1)}(x) \]

\[ = S_{(2,2,1)}(x) + S_{(3,1,1)}(x) + S_{(4,0,1)}(x) + S_{(5,-1,1)}(x) + S_{(6,-2,1)}(x) \]

\[ S_{(2,3)}(x) + S_{(3,2)}(x) + S_{(4,1)}(x) + S_{(5)}(x) + S_{(6,-1)}(x) \]

\[ = S_{(2,2,1)}(x) + S_{(3,1,1)}(x) + S_{(3,2)}(x) + S_{(4,1)}(x) \]

\[ = \frac{1}{1 - R_{12}} \frac{1}{1 - R_{23}} \cdot S_{(2,2,1)}(x) \]
where the second equation holds since \((\mu \cup (r))_2 = 2\) and \((\mu \cup (r))_3 = 1\), the last equation holds by using the results in lemma 2.2 and proposition 3.3 i.e., by lemma 2.2, \(S_{(6,-2,1)}(x) = 0\), by proposition 3.3, \(S_{(4,1,0)}(x) = 0\), \(S_{(5,-1,1)}(x) = -S_5(x)\), \(S_{(2,3)}(x) = 0\), \(S_{(6,-1)}(x) = 0\).

For a pair of Young diagrams \(\mu\) and \(\nu\), the product \(S_\mu(x)S_\nu(x)\) is an integral linear combination of Schur functions

\[
S_\mu(x)S_\nu(x) = \sum_{\lambda} c_{\mu\nu}^\lambda S_\lambda(x).
\]  

(13)

The Littlewood-Richardson rule tells \(c_{\mu\nu}^\lambda\) is equal to the number of tableaux \(T\) of shape \(\lambda - \mu\) and weight \(\nu\) such that \(\omega(T)\) is a lattice permutation. If interested, one can find a detailed explanation of the Littlewood-Richardson rule in the book [11]. In the following, we will give the algebraic form of the decomposition formula for \(S_\mu(x)S_\nu(x)\).

**Proposition 2.8.** Let \(\mu = (\mu_1, \mu_2, \cdots, \mu_l)\) and \(\nu = (\nu_1, \nu_2, \cdots, \nu_r)\). Suppose \(\mu_i \geq \nu_i \) for \(k = 1, 2, \cdots, l'\) with \(\mu_0 = +\infty, \mu_{l+1} = 0\). Denote the set \(\{i_1 + 1, i_2 + 2, \cdots, i_\nu + l'\}\) by \(I\), then the following formula holds

\[
S_\mu(x)S_\nu(x) = \prod_{k=1}^{l'} \prod_{j \in I} 1 - R_{j+1, \nu} \prod_{k=1}^{l} \prod_{j \in I} 1 - R_{j+1, \nu} \cdot S_{\mu, \nu}(x).
\]

(14)

**Proof.** From equation (10) and lemma 2.5,

\[
S_\mu(x)S_\nu(x) = [x^\lambda]V^+(z_1) \cdots V^+(z_l) \cdot 1 \cdot [w^\mu]V^+(w_1) \cdots V^+(w_l) \cdot 1
\]

\[
= [x^\lambda w^\mu] \prod_{k=1}^{l'} \prod_{j \in I} 1 - w_{i_k + j} \prod_{k=1}^{l} 1 - z_{i_k + j} \cdot V^+(w_1) \cdots V^+(w_l)
\]

\[
= \prod_{k=1}^{l'} \prod_{j \in I} 1 - R_{j+1, \nu} \cdot S_{\mu, \nu}(x).
\]

\[\square\]

**Example 2.9.** Let \(\mu = \nu = (2, 1)\),

\[
S_\mu(x)S_\nu(x) = \frac{1}{1 - R_{12}} \frac{1}{1 - R_{23}} \frac{1}{1 - R_{14}} \frac{1}{1 - R_{34}} \cdot S_{(2,2,1,1)}(x)
\]

\[
= \frac{1}{1 - R_{12}} \frac{1}{1 - R_{23}} \left( S_{(2,2,1,1)} + S_{(3,2,1)} + S_{(2,2,2)} \right)
\]

\[
= \frac{1}{1 - R_{12}} \left( S_{(2,2,1,1)} + S_{(2,2,2)} + S_{(3,2,1)} + S_{(3,3)} + S_{(2,3,1)} \right)
\]

\[
= S_{(2,2,1,1)}(x) + S_{(3,3)}(x) + 2S_{(3,2,1)}(x) + S_{(2,2,2)}(x)
\]

\[
+ S_{(3,1,1,1)}(x) + S_{(4,1,1)}(x) + S_{(4,2)}(x).
\]

3 Hall-Littlewood functions

The operators \(q_n(x)\) are determined by the generated function [10, 12]:

\[
\sum_{n=0}^{\infty} q_n(x)z^n = e^{\xi(x, z)}, \quad \xi_t(x, z) = \sum_{n=1}^{\infty} (1 - t^n)x_nz^n
\]

(15)
and set \( q_n(x) = 0 \) for \( n < 0 \). When \( t = 0 \), the operators \( q_n(x) \) turn into the complete homogeneous symmetric function \( h_n(x) \) if we replace \( ix_i \) with the power sum \( p_i \).

For a Young diagram \( \lambda = (\lambda_1, \lambda_2, \cdots, \lambda_l) \), define

\[
q_\lambda(x) = q_{\lambda_1}(x)q_{\lambda_2}(x) \cdots q_{\lambda_l}(x)
\]

and the Hall-Littlewood function \( Q_\lambda(x) \) equals

\[
Q_\lambda(x) = \prod_{i<j} \frac{1-R_{ij}}{1-tR_{ij}} q_\lambda(x).
\]

The Hall-Littlewood function \( P_\lambda(x) \) is a scalar multiple of \( Q_\lambda(x) \):

\[
P_\lambda(x) = \frac{1}{b_\lambda(t)} Q_\lambda(x)
\]

where

\[
b_\lambda(t) = \prod_{i \geq 1} \phi_{m_i(\lambda)}(t).
\]

Here \( m_i(\lambda) \) denotes the number of times \( i \) occurs as a part of \( \lambda \), and \( \phi_r(t) = (1-t)(1-t^2) \cdots (1-t^r) \).

Introduce the following vertex operators

\[
\Gamma^-(z) = e^{\xi(x,z)}, \quad \Gamma^+(z) = e^{\xi(\hat{\lambda},z^{-1})},
\]

where \( \xi(x,z) \) is the special case \( t = 0 \) of \( \xi_t(x,z) \). Define

\[
X_\pm(z) = \sum_{n \in \mathbb{Z}} X^n z^n = e^{\pm \xi_t(x,z)} e^{\mp \xi(\hat{\lambda},z^{-1})}.
\]

The operators \( X_\pm \) satisfy the following deformed fermionic relations:

\[
X_{n-1}^\pm X_n^\pm - t X_n^\pm X_{n-1}^\pm + X_{m-1}^\pm X_m^\pm - t X_m^\pm X_{m-1}^\pm = 0,
X_{n-1}^+ X_n^- - t X_n^- X_{n-1}^+ + X_{m-1}^- X_m^- - t X_m^- X_{m-1}^- = (1-t)^2 \delta_{m+n,1}.
\]

The operators \( X_i^+ \) are raising operators for the Hall-Littlewood functions such that

\[
Q_\lambda(x) = X_{\lambda_1}^+ X_{\lambda_2}^+ \cdots X_{\lambda_l}^+ \cdot 1 = [z^\lambda] X^+(z_1) X^+(z_2) \cdots X^+(z_l) \cdot 1
\]

where the Young diagrams \( \lambda = (\lambda_1, \lambda_2, \cdots, \lambda_l) \).

**Definition 3.1.** For an integer vector \( \alpha = (\alpha_1, \alpha_2, \cdots, \alpha_l) \), define the polynomials \( Q_\alpha(x) \) by

\[
Q_\alpha(x) = \prod_{i<j} \frac{1-R_{ij}}{1-tR_{ij}} q_\alpha(x)
= X_{\alpha_1}^+ X_{\alpha_2}^+ \cdots X_{\alpha_l}^+ \cdot 1
= [z^\alpha] X^+(z_1) X^+(z_2) \cdots X^+(z_l) \cdot 1
\]

where \( [z^\alpha] = [z_1^{\alpha_1} z_2^{\alpha_2} \cdots z_l^{\alpha_l}] \) and \( q_\alpha(x) = q_{\alpha_1}(x)q_{\alpha_2}(x) \cdots q_{\alpha_l}(x) \). We denote \( Q_\alpha(x) \) by \( Q_\alpha \) for short.
Lemma 3.2. The polynomials $Q_\alpha(x)$ defined in (23) equal zero unless
\[
\alpha_l \geq 0,
\alpha_{l-1} + \alpha_l \geq 0,
\alpha_{l-2} + \alpha_{l-1} + \alpha_l \geq 0,
\ldots,
\alpha_1 + \alpha_2 + \cdots + \alpha_l \geq 0.
\]

Proof. Since
\[
X^+ (z_1)^X^+ (z_2) \cdots X^+ (z_l) \cdot 1 = \prod_{i<j} \frac{1 - z_j / z_i}{1 - t z_j / z_i} e^{\xi_i(x,z_1) e^{\xi_i(x,z_2) \ldots e^{\xi_i(x,z_l)}},}
\]
(24)

taking the coefficient of $z^\alpha$, we get the result. \hfill \Box

Note that if $\alpha$ is a Young diagram, i.e., $\alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_l \geq 0$, the polynomial $Q_\alpha(x)$ is a Hall-Littlewood function corresponding to the Young diagram $\alpha$. If $\alpha$ is not a Young diagram, the polynomial $Q_\alpha(x)$ equals the sum of some Hall-Littlewood functions by the following formula.

Proposition 3.3. For $1 \leq i \leq l - 1$, the following equation holds
\[
Q_{(\alpha_1, \ldots, \alpha_i, \alpha_{i+1}, \ldots, \alpha_l)} = \frac{t - R_{i(i+1)}}{1 - t R_{i(i+1)}} Q_{(\alpha_1, \ldots, \alpha_i+1, \alpha_{i+1}, \ldots, \alpha_l)},
\]
(25)

where
\[
R_{i(i+1)} : Q_{(\alpha_1, \ldots, \alpha_{i+1}, \alpha_{i+1}, \ldots, \alpha_l)} = Q_{(\alpha_1, \ldots, \alpha_{i+1}-1, \alpha_{i+1}, \ldots, \alpha_l)}.
\]

Proof. Since
\[
X^+ (z_1) \cdots X^+ (z_i) X^+ (z_{i+1}) \cdots X^+ (z_l) \cdot 1
\]
\[
= \frac{t - z_{i+1} / z_i}{1 - t z_{i+1} / z_i} X^+ (z_1) \cdots X^+ (z_{i+1}) X^+ (z_i) \cdots X^+ (z_l) \cdot 1,
\]

taking the coefficient of $z^\alpha$, we get the result. \hfill \Box

Example 3.4. We calculate $Q_{(2,3)}(x)$, $Q_{(1,4)}(x)$, $Q_{(0,5)}(x)$, $Q_{(-1,6)}(x) \cdots$.

From (23) and lemma 3.2, we have
\[
Q_{(2,3)} = t Q_{(3,2)} + (t^2 - 1) Q_{(2,3)} + t (t^2 - 1) Q_{(1,4)} + t^2 (t^2 - 1) Q_{(0,5)}
\]
\[
+ t^3 (t^2 - 1) Q_{(-1,6)} + t^4 (t^2 - 1) Q_{(-2,7)} + \cdots
\]
\[
Q_{(1,4)} = t Q_{(4,1)} + (t^2 - 1) Q_{(3,2)} + t (t^2 - 1) Q_{(2,3)} + t^2 (t^2 - 1) Q_{(1,4)}
\]
\[
+ t^3 (t^2 - 1) Q_{(0,5)} + t^4 (t^2 - 1) Q_{(-1,6)} + t^5 (t^2 - 1) Q_{(-2,7)} + \cdots
\]
\[
Q_{(0,5)} = t Q_{(5)} + (t^2 - 1) Q_{(4,1)} + t (t^2 - 1) Q_{(3,2)} + t^2 (t^2 - 1) Q_{(2,3)}
\]
\[
+ t^3 (t^2 - 1) Q_{(1,4)} + t^4 (t^2 - 1) Q_{(0,5)} + t^5 (t^2 - 1) Q_{(-1,6)} + \cdots
\]
\[
Q_{(-1,6)} = (t^2 - 1) Q_{(5)} + t (t^2 - 1) Q_{(4,1)} + t^2 (t^2 - 1) Q_{(3,2)} + t^3 (t^2 - 1) Q_{(2,3)}
\]
\[
+ t^4 (t^2 - 1) Q_{(1,4)} + t^5 (t^2 - 1) Q_{(0,5)} + t^6 (t^2 - 1) Q_{(-1,6)} + \cdots
\]
\[
\ldots
\]

we get
\[
Q_{(1,4)} - t Q_{(2,3)} = t Q_{(4,1)} - Q_{(3,2)},
\]
\[
Q_{(0,5)} - t^2 Q_{(2,3)} = t Q_{(5)} + (t^2 - 1) Q_{(4,1)} - t Q_{(3,2)},
\]
\[
Q_{(-1,6)} - t^3 Q_{(2,3)} = (t^2 - 1) Q_{(5)} + t (t^2 - 1) Q_{(4,1)} - t^2 Q_{(3,2)},
\]
\[
Q_{(-2,7)} = t Q_{(-1,6)} - Q_{(-3,8)} = t^2 Q_{(-1,6)} - Q_{(-4,9)} = t^3 Q_{(-1,6)} \ldots
\]

where $n,m$.

We get

Then

We calculate

From (25) and lemma 3.2, we have

From (26) and lemma 3.3 we have

we get

For a polynomial $Q_{\alpha}(x) = Q_{(\alpha_1, \ldots, \alpha_t)}(x)$, we want to change it to the form $Q_{(\alpha_1, \ldots, \alpha_t+1, \ldots, \alpha_t)}(x)$ if $\alpha_t < \alpha_{t+1}$. From (26), We get two different formulas based on $\alpha_{t+1} - \alpha_t$ equal to an odd or even number.

Proposition 3.6. If $\alpha_{t+1} - \alpha_t$ are odd, the polynomials $Q_{(\alpha_1, \ldots, \alpha_t+1, \ldots, \alpha_t)}(x)$ are calculated by the following formulas:

For $n,m \in \mathbb{Z}$ and $m > 0$. 
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Proof. These equations can be proved by the method used in example 3.4.

**Proposition 3.7.** If \( \alpha_{i+1} - \alpha_i \) are even, the polynomials \( Q_{(\alpha_1, \ldots, \alpha_i, \alpha_{i+1}, \ldots, \alpha_l)}(x) \) are calculated by the following formulas:

\[
\begin{align*}
Q_{(\ldots, n, n+2, \ldots)} &= tQ_{(\ldots, n+2, n, \ldots)} + (t-1)Q_{(\ldots, n+1, n+1, \ldots)}, \\
Q_{(\ldots, n-1, n+3, \ldots)} &= tQ_{(\ldots, n+3, n-1, \ldots)} + (t^2 - 1)Q_{(\ldots, n+2, n, \ldots)} + t(t-1)Q_{(\ldots, n+1, n+1, \ldots)}, \\
Q_{(\ldots, n-2, n+4, \ldots)} &= tQ_{(\ldots, n+4, n-2, \ldots)} + (t^2 - 1)Q_{(\ldots, n+3, n-1, \ldots)} + t(t^2 - 1)Q_{(\ldots, n+2, n, \ldots)} + t^2(t-1)Q_{(\ldots, n+1, n+1, \ldots)}, \\
&\quad \vdots \\
Q_{(\ldots, n-m, n+2+m, \ldots)} &= tQ_{(\ldots, n+2+m, n-m, \ldots)} + (t^2 - 1)Q_{(\ldots, n+1+m, n-m-1, \ldots)} + \cdots + t^{m-1}(t^2 - 1)Q_{(\ldots, n+2, n, \ldots)} + t^m(t-1)Q_{(\ldots, n+1, n+1, \ldots)},
\end{align*}
\]

where \( n, m \in \mathbb{Z} \) and \( m > 0 \).

Proof. These equations can be proved by the method used in example 3.5.

Note that the formulas in propositions 3.6 and 3.7 turn into the equation (8) when \( t = 0 \).

**Lemma 3.8.** The following equation holds

\[
\frac{1 - tw/z}{1 - w/z} X^+(z)X^+(w) = \frac{1 - tz/w}{1 - z/w} X^+(w)X^+(z).
\]

For a Young diagram \( \mu \),

\[
q_r(x)Q_{\mu}(x) = \sum_\lambda \psi_{\lambda/\mu}(t)Q_{\lambda}(x)
\]

summed over all \( \lambda \supset \mu \) such that \( \lambda - \mu \) is a horizontal \( r \)-strip. Here

\[
\psi_{\lambda/\mu}(t) = \prod_{j \in J_{\lambda/\mu}} (1 - t^{m_j(\mu)})
\]

where \( \theta = \lambda - \mu \) is a horizontal strip and \( J_{\lambda/\mu} \) is the set of integers \( j \geq 1 \) such that \( \theta_j < \theta_{j+1} \). In the following, we will give the algebraic form of formula (28).

**Proposition 3.9.** Let Young diagram \( \mu = (\mu_1, \ldots, \mu_l) \) and \( \mu_{i+1} < r \leq \mu_i \) for \( 0 \leq i \leq l \) with \( \mu_{i+1} = 0, \mu_0 = +\infty \),

\[
Q_{\mu}(x)q_r(x) = \prod_{j=1}^{i} \frac{1 - tR_{j(i+1)}}{1 - R_{j(i+1)}} \prod_{k=i+1}^{i+1} \frac{1 - tR_{(i+1)k}}{1 - R_{(i+1)k}} \cdot Q_{\mu \cup \{r\}}(x).
\]

Proof. From equation (22) and lemma 3.8.

\[
Q_{\mu}(x)q_r(x) = [z_1^{\mu_1} \cdots z_l^{\mu_l}]X^+(z_1) \cdots X^+(z_l) \cdot [w^r]X^+(w) \cdot 1
\]

\[
= [z_1^{\mu_1} \cdots z_i w^r z_{i+1}^{\mu_{i+1}} \cdots z_l^{\mu_l}] \prod_{j=1}^{i} \frac{1 - tw/z_j}{1 - w/z_j} \prod_{j=i+1}^{l} \frac{1 - tz_j/w}{1 - z_j/w} V^+(z_1) \cdots V^+(z_l)V^+(w)V^+(z_{i+1}) \cdots V^+(z_l) \cdot 1
\]

\[
= \prod_{j=1}^{i} \frac{1 - tR_{j(i+1)}}{1 - R_{j(i+1)}} \prod_{k=i+1}^{i+1} \frac{1 - tR_{(i+1)k}}{1 - R_{(i+1)k}} \cdot Q_{\mu \cup \{r\}}(x).
\]

\[
\square
\]
Example 3.10. Let $\mu = (2, 1)$ and $r = 2$,

$$Q_{(2,1)}(x)\eta_2(x) = \frac{1 - tR_{12} - tR_{23}}{1 - R_{12} - R_{23}} \cdot Q_{(2,2,1)}(x)$$

$$= (1 + (1 - t)R_{12} + (1 - t)R_{12}^2 + (1 - t)R_{12}^3 + (1 - t)R_{12}^4)(1 + (1 - t)R_{23} - Q_{(2,2,1)}(x))$$

$$= Q_{(2,2,1)}(x) + (1 - t)Q_{(3,1,1)}(x) + (1 - t)Q_{(4,0,1)}(x) + (1 - t)Q_{(5,-1,1)}(x)$$

where the second equation holds since $(\mu \cup (r))_2 = 2$ and $(\mu \cup (r))_3 = 1$ and the last equation hold since

$$Q_{(5,-1,1)} = (t - 1)Q_{(5)}, \quad Q_{(4,0,1)} = tQ_{(4,1)}, \quad Q_{(2,3)} = tQ_{(3,2)} \quad Q_{(6,-2,1)} = 0$$

by using the formulas in propositions 3.6 and 3.7 and

$$Q_{(6,-1)} = 0$$

by lemma 3.8.

In the following, we give the algebraic form of the decomposition formula for $Q_{\mu}(x)Q_{\nu}(x)$.

Proposition 3.11. Let $\mu = (\mu_1, \mu_2, \cdots, \mu_l)$ and $\nu = (\nu_1, \nu_2, \cdots, \nu_{l'})$ Suppose $\mu_i \geq \nu_k$ for $k = 1, 2, \cdots, l'$ with $\mu_0 = +\infty$, $\mu_{l+1} = 0$. Denote the set $\{i_1 + 1, i_2 + 2, \cdots, i_{l'} + 1\}$ by $I$, then the following formula holds

$$Q_{\mu}(x)Q_{\nu}(x) = \prod_{k=1}^{l'} \prod_{j=1, j \notin I}^{i_k + k - 1} \frac{1 - tR_{j(i_k + k)}}{1 - R_{j(i_k + k)}} \prod_{j=i_k + k + 1, j \notin I}^{l + l'} \frac{1 - tR_{j(i_k + k)}}{1 - R_{j(i_k + k)}} \cdot Q_{\mu \cup \nu}(x). \quad (31)$$

Proof. From equation (30) and lemma 2.5,

$$Q_{\mu}(x)Q_{\nu}(x) = [z^\mu]X^+(z_1) \cdots X^+(z_l) \cdot 1 \cdot [w^\nu]X^+(w_1) \cdots X^+(w_{l'}) \cdot 1$$

$$= [z^\mu w^\nu] \prod_{k=1}^{l'} \prod_{i_k + 1}^{i_k + k - 1} \frac{1 - tw_{i_k + k}/z_j}{1 - w_{i_k + k}/z_j} \frac{1 - t w_{i_k + k}/z_j}{1 - z_j/w_{i_k + k}} X^+(z_1) \cdots X^+(z_{i_k})$$

$$X^+(w_1)X^+(z_{i_k+1}) \cdots X^+(w_{l'})X^+(z_{i_{l'+1}}) \cdots X^+(z_l) \cdot 1$$

$$= \prod_{k=1}^{l'} \prod_{j=1, j \notin I}^{i_k + k - 1} \frac{1 - tR_{j(i_k + k)}}{1 - R_{j(i_k + k)}} \prod_{j=i_k + k + 1, j \notin I}^{l + l'} \frac{1 - tR_{j(i_k + k)}}{1 - R_{j(i_k + k)}} \cdot Q_{\mu \cup \nu}(x). \quad \Box$$

Example 3.12. Let $\mu = (2, 1),

$$Q_{\mu}(x)Q_{\nu}(x) = \frac{1 - tR_{12} - tR_{23} - tR_{14} - tR_{34}}{1 - R_{12} - R_{23} - R_{14} - R_{34}} \cdot Q_{(2,2,1,1)}(x)$$

$$= \frac{1 - tR_{12} - tR_{23}}{1 - R_{12} - R_{23}} \cdot (1 + (1 - t)R_{14})(1 + (1 - t)R_{34}) \cdot Q_{(2,2,1,1)}(x)$$

$$= \frac{1 - tR_{12} - tR_{23}}{1 - R_{12} - R_{23}} \cdot Q_{(2,2,1,1)}(x) + (1 - t)Q_{(3,2,1)}(x) + (1 - t)Q_{(2,2,2)}(x)$$

$$= Q_{(2,2,1,1)}(x) + (1 - t)^2Q_{(3,3)}(x) + (1 - t)^2Q_{(3,2,1)}(x) + (1 - t)^2Q_{(2,2,2)}(x)$$

$$+ (1 - t)Q_{(3,1,1,1)}(x) + (1 - t)Q_{(4,1,1)}(x) + (1 - t)^2Q_{(4,2)}(x).$$
4 Universal characters

Let \( x = (x_1, x_2, \cdots) \) and \( y = (y_1, y_2, \cdots) \). For Young diagrams \( \lambda = (\lambda_1, \lambda_2, \cdots, \lambda_l) \) and \( \mu = (\mu_1, \mu_2, \cdots, \mu_{l'}) \), the universal character \( S_{[\lambda, \mu]} = S_{[\lambda, \mu]}(x, y) \) is a polynomial of variables \( x \) and \( y \) in \( \mathbb{C}[x, y] \) defined by the twisted Jacobi-Trudi formula [13]:

\[
S_{[\lambda, \mu]}(x, y) = \det \left( \begin{array}{cc}
h_{\mu' - i + j}(y), & 1 \leq i \leq l' \\
h_{\lambda - i + j}(x), & l' + 1 \leq i \leq 1 + l'
\end{array} \right)_{1 \leq i, j \leq 1 + l'}. \tag{32}
\]

Define the degree of each variables \( x_n, y_n, n = 1, 2, \cdots \) by

\[
\deg x_n = n, \quad \deg y_n = -n
\]

then \( S_{[\lambda, \mu]}(x, y) \) is a homogeneous polynomial of degree \( |\lambda| - |\mu| \), where \( |\lambda| = \lambda_1 + \lambda_2 + \cdots + \lambda_l \) is called the weight of \( \lambda \). Note that \( S_{[\lambda]}(x) \) is a special case of the universal character: \( S_{[\lambda]}(x) = \det(h_{\lambda_i - i + j}(x)) = S_{[\lambda]}(x, y) \).

Introduce the following vertex operators

\[
\Gamma_1^-(z) = e^{\xi(x - \partial_y z)}, \quad \Gamma_1^+(z) = e^{\xi(\partial_x z^{-1})}, \tag{33}
\]

\[
\Gamma_2^-(z) = e^{\xi(y - \partial_x z)}, \quad \Gamma_2^+(z) = e^{\xi(\partial_y z^{-1})}. \tag{34}
\]

Define

\[
X_\pm(z) = \sum_{n \in \mathbb{Z}} X_n \pm z^n = e^{\pm \xi(x - \partial_y z)} e^{\mp \xi(\partial_x z^{-1})}, \tag{35}
\]

\[
Y_\pm(z^{-1}) = \sum_{n \in \mathbb{Z}} Y_n \pm z^{-n} = e^{\pm \xi(y - \partial_x z)} e^{\mp \xi(\partial_y z)}. \tag{36}
\]

The operators \( X_i^\pm \) satisfy the following Fermionic relations:

\[
X_i^+ X_j^- + X_j^- X_i^+ = 0, \quad X_i^+ X_j^- = \delta_{i+j,0}.
\]

The same relations hold also for \( Y_i^\pm \), and \( X_i^\pm \) and \( Y_i^\pm \) are commutative. The operators \( X_i^\pm \) and \( Y_i^\pm \) are raising operators for the universal characters such that

\[
S_{[\lambda, \mu]}(x, y) = \sum \lambda \cdots X_{\lambda_1}^+ Y_{\mu_1}^+ \cdots X_{\mu_{l'}}^+ \cdot 1
\]

\[
= [z^\lambda w^\mu] X_1^+ (z_1) \cdots X_l^+ (z_l) Y_1^+ (w_1) \cdots Y_{l'}^+ (w_{l'}) \cdot 1 \tag{37}
\]

where the Young diagrams \( \lambda = (\lambda_1, \lambda_2, \cdots, \lambda_l) \) and \( \mu = (\mu_1, \mu_2, \cdots, \mu_{l'}) \). It turns out that

\[
S_{[\lambda, \mu]}(x, y) = S_{[\lambda]}(x - \partial_y) S_{[\mu]}(y - \partial_x) \cdot 1 \tag{38}
\]

where \( S_{[\lambda]}(x) \) is a Schur function.

From [13], we know that

\[
S_{[\xi, \eta]}(x, y) S_{[\tau, \mu]}(x, y) = \sum_{\lambda, \mu} M_{[\xi, \eta], [\tau, \mu]}^{[\lambda, \mu]} S_{[\lambda, \mu]}(x, y), \tag{39}
\]

where

\[
M_{[\xi, \eta], [\tau, \mu]}^ { [\lambda, \mu]} = \sum_{\alpha, \beta, \gamma, \delta} \left( \sum_{\kappa} C_{\alpha \kappa}^\lambda C_{\beta \gamma}^{\mu} \right) \left( \sum_{\epsilon} C_{\delta \epsilon}^\eta C_{\kappa \beta}^{\tau} \right) C_{\alpha \beta}^\lambda C_{\gamma \delta}^{\mu}. \tag{40}
\]

and \( C_{\alpha \beta}^\lambda \) is the Littlewood-Richardson coefficient of \( S_{[\lambda]}(x) \) in the expansion of \( S_{[\mu]}(x) S_{[\nu]}(x) \).

In the following, we will give the algebraic form of the formula (39).

For \( \lambda = (\lambda_1, \lambda_2, \cdots, \lambda_l) \), define the operator \( D_{\lambda_i} \) by \( D_{\lambda_i} \cdot \lambda = (\lambda_1, \cdots, \lambda_{i-1}, \lambda_i - 1, \lambda_i+1, \cdots, \lambda_l) \), and \( D_{\lambda_i \mu_j} = D_{\lambda_i} D_{\mu_j} \).
Proposition 4.1. For Young diagrams $\xi$, $\eta$, $\tau$, $\nu$,
\[
S_{[\xi,\eta]}(x, y)S_{[\tau,\nu]}(x, y) = \prod_{ij} \frac{1}{1 - D_{\xi_i\nu_j}} \prod_{mn} \frac{1}{1 - D_{\tau_m\eta_n}} S_{[\xi,\eta,\tau,\nu]}(x, y)
\]
where the multiplication $\mu \cdot \nu = \sum \lambda C^{\lambda \mu}_{\lambda}$ satisfies the Littlewood-Richardson rule.

Proof. This can be proved by using the formula (38) and the vertex operator realization of universal character (37).

\[\Box\]

Example 4.2. Let $\xi = (2,1)$, $\eta = (3,1)$, $\tau = (1)$, $\nu = (1)$,
\[
S_{[\xi,\eta]}(x, y)S_{[\tau,\nu]}(x, y) = \prod_{i} \frac{1}{1 - D_{\xi_i\nu_i}} \prod_{n} \frac{1}{1 - D_{\tau_n\eta_n}} S_{[\xi,\eta,\tau,\nu]}(x, y)
\]
\[
= (1 + D_{\xi_1\nu_1})(1 + D_{\xi_2\nu_2})(1 + D_{\tau_1\eta_1})(1 + D_{\tau_2\eta_2}) S_{[(2,1),(1),(3,1),(1)]}(x, y)
\]
\[
= (1 + D_{\xi_1\nu_1} + D_{\xi_2\nu_2} + D_{\tau_1\eta_1} + D_{\tau_2\eta_2} + D_{\xi_1\nu_1} D_{\tau_2\eta_2} + D_{\xi_2\nu_2} D_{\tau_1\eta_1} + D_{\xi_1\nu_1} D_{\tau_1\eta_1} + D_{\xi_2\nu_2} D_{\tau_2\eta_2})
\]
\[
S_{[(2,1),(1),(3,1),(1)]}(x, y)
\]
\[
= S_{[(2,1),(1),(3,1),(1)]} + S_{[(1,1),(3,1)]} + S_{[(2,1),(2,1),(1)]}
\]
\[
+ S_{[(2,1),(3),(1)]} + S_{[(1,1),(2,1)]} + S_{[(2,2),(1,1)]} + S_{[(1),(3)]} + S_{[(2),(3)]}
\]
\[
= S_{[(3,1),(4,1)]} + S_{[(3,1),(3,2)]} + S_{[(3,1),(3,1,1)]} + S_{[(2,2),(4,1)]} + S_{[(2,2),(3,2)]} + S_{[(2,1),(3,1,1)]}
\]
\[
+ S_{[(2,1),(4,1)]} + S_{[(2,2),(3,2)]} + S_{[(2,1),(3,1,1)]} + S_{[(2,1),(3,1)]} + S_{[(1,1,1),(3,1)]}
\]
\[
S_{[(3,1),(3,1)]} + S_{[(2,1),(3,1)]} + S_{[(2,1),(3,1)]} + S_{[(2,1),(2,1)]} + S_{[(2),(2,1)]} + S_{[(1,1),(3)]} + S_{[(2),(3)]},
\]
where we use $S_{[\lambda,\mu]}$ to denote $S_{[(\lambda,\mu)]}(x, y)$.

Discussion

From the formulas we constructed, it is easy to find that the coefficients of $S_{[\lambda]}(x)$ in the expansion of $S_{[\mu]}(x)S_{[\nu]}(x)$ and the coefficients of $S_{[\lambda,\mu]}(x, y)$ in the expansion of $S_{[\xi,\eta]}(x, y)S_{[\tau,\nu]}(x, y)$ are integers, and the coefficients of $Q_{[\lambda]}(x)$ in the expansion of $Q_{[\mu]}(x)Q_{[\nu]}(x)$ are in $\mathbb{Z}[t]$. We can use this method to prove some structure constants are integers.
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