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Abstract

Drift effects play a significant role in the transport of charged particles in the heliosphere. A turbulent magnetic field is also known to reduce the effects of particle drifts. The exact nature of this reduction, however, is not clear. This study aims to provide some insight into this reduction and proposes a relatively simple, tractable means of modeling it that provides results in reasonable agreement with numerical simulations of the drift coefficient in a turbulent magnetic field.
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1. Introduction

Drift due to magnetic field gradients and curvatures play a central role in the transport of charged particles in a plasma. Cosmic rays in the heliosphere experience drifts, not only due to the gradient and curvature of the heliospheric magnetic field, but also due to the heliospheric current sheet, a surface over which the sign of the heliospheric magnetic field is reversed. These drifts have long been known to have significant effects on cosmic-ray transport, and hence on cosmic-ray modulation (e.g., Jokipii & Levy 1977; Jokipii et al. 1977; Jokipii & Kopriva 1979; Jokipii & Thomas 1981), even in the heliosheath (Kota 2016). Drift effects account for the 22 year cycle observed in cosmic-ray intensities (Jokipii & Thomas 1981), lead to a strong dependence of observed cosmic-ray intensities on the solar tilt angle (Lockwood & Webber 2005) and heliospheric magnetic field polarity (Webber et al. 2005), as well as having a significant influence on observed global cosmic-ray modulation phenomena such as observed latitude gradients (Heber et al. 1996; Zhang 1997; de Simone et al. 2011). Drift effects may even be of importance to the study of solar energetic particles (e.g., Dalla et al. 2013). The drift coefficient, which enters the Parker (1965a) cosmic-ray transport equation via the off-diagonal elements of the diffusion tensor, can, in the weak-scattering limit, be expressed by (e.g., Forman et al. 1974)

\[ \kappa_A^{\text{ws}} = \frac{v}{\beta L}, \]  

(1)

with \( R_L \) the maximal gyroradius and \( v \) the particle speed. Particle drift coefficients have been shown theoretically and by means of numerical test-particle simulations (see, e.g., Burger 1990; Jokipii 1993; Fisk & Schwadron 1995; Giacalone et al. 1999; Candia & Roulet 2004; Minnie et al. 2007b; Tautz & Shalchi 2012) to be reduced in the presence of turbulence. It is interesting to note that Parker (1965b) incorporated a reduction factor in the off-diagonal elements of the diffusion tensor, albeit due to isotropic scattering. Given the importance of drift in any study of cosmic-ray modulation, this reduction needs to be carefully modeled, as numerical cosmic-ray modulation studies also indicate that better agreement of model results with spacecraft observations can be found if the cosmic-ray drift coefficient at low to intermediate values were smaller than the weak-scattering value of Equation (1) (e.g., Potgieter & Burger 1990) and are very sensitive to the choice made as to the drift-reduction factor (Engelbrecht & Burger 2015a; Ngobeni & Potgieter 2015). Furthermore, such modulation studies have shown a marked solar-cycle dependence of the factor by which the weak-scattering drift coefficient needs to be reduced, so as to fit spacecraft observations of cosmic-ray intensities (e.g., Nditiwani et al. 2005; Manuel et al. 2011). Cosmic-ray modulation studies have long employed an ad hoc form for the reduced drift coefficient (see, e.g., Burger et al. 2000; Nndanganeni & Potgieter 2016; Vos & Potgieter 2016), given by

\[ \kappa_A = \frac{\beta P}{3 B_0} \left( \frac{P}{P_0} \right)^2, \]  

(2)

with \( B_0 \) the background magnetic field magnitude, \( \beta \) the ratio of the particle’s speed to that of light, \( P \) the particle rigidity, and \( P_0 \) an ad hoc parameter, in units of GV, that is chosen so as to achieve model agreement with a particular spacecraft data set. Different values for \( P_0 \), however, are required to fit different sets of spacecraft data (Engelbrecht & Burger 2015a), and it must be noted that, in such modulation studies, a large perpendicular coefficient would act so as to mask the effects of drift, even for large values of the drift coefficient (see, e.g., Kota 1989, 2016).

Numerical test-particle simulations, where the Newton–Lorentz equation is solved for an ensemble of test particles in various pre-specified turbulent magnetic field conditions, do reveal some details as to the exact nature of the reduction of the drift coefficient. Giacalone et al. (1999) first showed, by means of such simulations for simulated composite slab/2D turbulence (see, e.g., Bieber et al. 1994) and isotropic turbulence, that drift coefficients are indeed reduced under such circumstances, a result confirmed for isotropic turbulence by Candia & Roulet (2004) and for composite slab/2D turbulence by Minnie et al. (2007b). Minnie et al. (2007b) studied this effect for both a uniform background magnetic field as well as a background field with an imposed spatial gradient, finding the...
same levels of reduction for the drift coefficient in each case when the same turbulence conditions are used. They also showed that the total drift motion of the particle is not completely described by the off-diagonal elements of the diffusion tensor, and that, due to the scattering of particles, a proper understanding of the drifts of these particles requires an understanding of the symmetric elements of the diffusion tensor, i.e., the parts that govern diffusion parallel and perpendicular to the background field. Furthermore, for their simulations incorporating a background field with a gradient, these authors also report a reduction in the drift velocity of particles in the presence of turbulence, as would be expected from the behavior of the corresponding drift coefficient, which Minnie et al. (2007b) found to agree with that calculated from their simulations performed assuming a uniform background magnetic field.

Tautz & Shalchi (2012) performed extensive simulations of the drift coefficient, for different turbulent geometries and different wavenumber dependencies of the energy-containing range on the assumed turbulence power spectral form. In line with the previously mentioned studies, Tautz & Shalchi (2012) find, for isotropic and composite turbulence, that the drift coefficient is essentially the weak-scattering coefficient given in Equation (1) for very low levels of turbulence, becoming ever more reduced as turbulence levels increase, with the amount of reduction decreasing for a given turbulence level as particle energy is increased. Interestingly, Tautz & Shalchi (2012) show that, no matter the strength, pure slab turbulence simply does not reduce the computed drift coefficient from the weak-scattering value. These authors also report a relatively weak dependence of the drift-reduction factor on particle rigidity and on the energy-range spectral index of the 2D fluctuation spectrum. It should be noted that all the above-mentioned simulations were performed assuming axisymmetric, transverse magnetostatic turbulent fluctuations, and also that, although the simulations of Tautz & Shalchi (2012) agree qualitatively (where comparable) with the results of the studies of Candia & Roulet (2004) and Minnie et al. (2007b), they do not agree quantitatively.

Due to the extreme complexity of a self-consistent theoretical approach to the reduction of drift effects in the presence of turbulence (see, e.g., Stawicki 2005; le Roux & Webb 2007), there have been relatively few attempts at theoretical treatments of this problem. Numerical studies of the drift coefficient report on fits to the turbulence-reduced drift coefficient (Candia & Roulet 2004; Tautz & Shalchi 2012), but these are potentially of limited use to, e.g., modulation studies, as the simulated turbulence conditions assumed in these studies may not necessarily be representative of heliospheric conditions. An example of such a fit is presented by Tautz & Shalchi (2012), where

$$
\kappa_A = \frac{v R_L}{3} \left( \frac{1}{1 + a (\delta B^2 / B_0^2)^d} \right),
$$

(3)

with $a$ and $d$ fitting constants that change with different turbulence geometries assumed in the simulations, and $\delta B^2$ the (total) magnetic variance. Note that this expression is similar to what was suggested by Jokipii & Kata (1989). Bieber & Matthaeus (1997), considering the effects of transverse turbulent fluctuations on the unperturbed particle orbits, find that the drift coefficient is given by

$$
\kappa_A = \frac{v R_L}{3} \left( \frac{(\Omega \tau)^2}{1 + (\Omega \tau)^2} \right),
$$

(4)

where $\Omega$ is the unperturbed particle gyrofrequency and $\tau$ some decorrelation time. The product of these two quantities they model using $\Omega \tau = 2 R_L / 3D_s$, where $R_L$ is the maximal (unperturbed) particle Larmor radius and $D_s$ is the field line random walk (FLRW) diffusion coefficient (see, e.g., Matthaeus et al. 1995), given for slab/2D composite turbulence by

$$
D_s = \frac{1}{2} (D_d + \sqrt{D_d^2 + 4 D_{2D}^2}),
$$

(5)

where

$$
D_d = \frac{1}{2} \frac{\delta B^2}{R_L} \lambda_{c,s},
$$

(6)

and

$$
D_{2D} = \frac{\delta B_{2D}^2}{R_L} \lambda_{c,s},
$$

(7)

with $\delta B^2$ and $\delta B_{2D}^2$ variances, respectively, $\lambda_{c,s}$ the slab correlation scale, and $\lambda_{c,s}$ the 2D ultrascale (see, e.g., Matthaeus et al. 2007). Although providing a tractable expression for the turbulence-reduced drift coefficient, Burger & Visser (2010) showed that the Bieber & Matthaeus (1997) drift-reduction factor simply does not fit the simulation results of Minnie et al. (2007b), whether they pertained to the drift coefficient or the drift velocity. These authors went on to propose another form for $\Omega \tau$, such that

$$
\Omega \tau = \frac{11}{3} \left( \frac{R_L}{\lambda_c} \right)^g,
$$

(8)

where $g = 0.3 \log(R_L / \lambda_c) + 1.0$ and $\lambda_c$ is the slab correlation length. This form then fit the Minnie et al. (2007b) simulations very well and has been used with some success in cosmic-ray modulation studies (e.g., Engelbrecht & Burger 2013a), but the generality of this result is questionable, as it remains to be seen whether this highly parameterized fit would also agree with the results of simulations performed assuming turbulence conditions very different from those assumed by Minnie et al. (2007b). Finally, only the complicated results presented by Stawicki (2005) and le Roux & Webb (2007) predict the lack of drift reduction seen in the simulation results of Tautz & Shalchi (2012) for pure magnetostatic slab turbulence.

The question that this study attempts to answer, then, is whether one can derive a simple, tractable expression for the drift-reduction factor that is in agreement with what is known of this quantity from numerical simulations and which, in principle, can be applied in the broad range of turbulence conditions typically encountered by, e.g., galactic cosmic rays and solar energetic particles as they traverse the heliosphere. First, from a simplistic analysis of the drift velocity of a charged particle in a turbulent magnetic field we show that one can readily derive an expression for the drift reduction factor similar to the fits proposed by Tautz & Shalchi (2012) that yields results that, in limiting cases, bound the simulation results of, e.g., Minnie et al. (2007b). In Section 3, a new drift-reduction factor is derived,
broadly following the approach taken by Bieber & Matthaeus (1997), which not only produces results in reasonably good agreement with the simulations of Minnie et al. (2007b) for both the drift velocity and drift coefficient, but also returns the weak-scattering drift coefficient should the assumption of magnetostatic, purely slab turbulence be made. The last section provides a discussion of the abovementioned results.

2. A First-order Approach to the Effect of Turbulence on Cosmic-Ray Drift Coefficients

In general, the pitch-angle average guiding center drift velocity of a particle with momentum \( p \) and charge \( q \) in a fluctuating magnetic field \( B \) is given by

\[
\langle v_d \rangle = \left\langle \frac{qv_B}{3q} \times \frac{B}{B^2} \right\rangle,
\]

with angle brackets denoting a suitable time average. Using a Reynolds’ decomposition of the magnetic field, the magnetic field can be written as the sum of a large-scale \( B_0 \) and fluctuating transverse \( b \) components such that

\[
B = B_0 + b.
\]

Note that the assumption of transverse fluctuations is made throughout this study. The above, when substituted into Equation (9), yields

\[
\langle v_d \rangle \approx \frac{qv_B}{3q} \times \left\langle \frac{B}{B^2} \right\rangle \approx \frac{qv_B}{3q} \times \frac{B_0}{B_0^2} + \langle b^2 \rangle
\]

\[
= \nabla \times \left( \frac{qv_B}{3qB_0} \left( \frac{B_0}{B_0^2} \right) \right) + \langle b^2 \rangle.
\]

In the above equations, it is assumed that the turbulence is weak (such that \( b \ll B_0 \)) and vanishes when an appropriate long-term time-averaging is performed (\( \langle b \rangle = 0 \)). Moreover, due to the assumption of transverse turbulence,

\[
B^2 = \langle B \cdot B \rangle = \langle B_0 \cdot B_0 \rangle + 2 \langle b \cdot B_0 \rangle + \langle b \cdot b \rangle
\]

\[
= B_0^2 + \langle b^2 \rangle.
\]

In terms of the drift coefficient \( \kappa_{ds} \), Equation (11) is therefore equal to

\[
\langle v_d \rangle = \nabla \times \kappa_{ds} \epsilon B_0 e_{B_0},
\]

with \( e_{B_0} := B_0/B_0 \) a unit vector along the mean uniform field \( B_0 \) and \( \epsilon \) some factor by which the weak-scattering value of the drift coefficient \( \kappa_{ds} \) is altered. This leads us to conclude, from inspection of Equation (11), that the drift coefficient is suppressed by a factor given by

\[
f_s := \frac{1}{1 + \langle b^2 \rangle / B_0^2}.
\]

Some care must be taken in the interpretation of \( \langle b^2 \rangle \), as the exact nature of the implied time-averaging is not clear. One possible approach to this problem is as follows. Defining the total variance of the fluctuating field as

\[
\delta B_{f}^2 := \int_0^\infty g(k)dk,
\]

where \( g(k) \) denotes the turbulence power spectrum associated with the fluctuating magnetic field component, the drifting particle is only expected to be influenced by fluctuations on scales comparable to, or larger than, its Larmor radius. Hence, we define

\[
\langle b^2 \rangle := \int_0^{R_s^{-1}} g(k)dk.
\]

For ease of comparison between the results of this section and those of studies mentioned in the previous section, we introduce the factor

\[
\epsilon := \frac{\langle b^2 \rangle}{\delta B_{f}^2},
\]

where a comparison between Equations (15) and (16) indicates that \( \epsilon \). Then Equation (14) becomes

\[
f_s = \frac{1}{1 + \epsilon \delta B_{f}^2 / B_0^2},
\]

where \( \delta B_{f}^2 \) denotes the total variance as defined in Equation (15). This result is similar to that of Jokipii (1993). A brief consideration of various limits shows that Equation (18) satisfies, at least to first order, what is expected of such a reduction factor from prior simulations such as those performed by Minnie et al. (2007b). In the very low turbulence limit, where \( \delta B_{f}^2 \ll B_0^2 \), we have that \( f_s \approx 1 \), which returns the weak-scattering drift coefficient, while for the case where the turbulence is strong (\( \delta B_{f}^2 \gg B_0^2 \)), we have \( f_s \rightarrow 0 \). Furthermore, at low particle energies, \( r_L^{-1} \) becomes very large, implying that \( \epsilon \) approaches unity and hence that \( f_s \rightarrow (1 + \delta B_{f}^2 / B_0^2)^{-1} \), so that there would be a maximum reduction of the weak-scattering drift coefficient. Conversely, at high particle energies there is no drift reduction, as \( r_L^{-1} \ll 1 \), implying that \( \epsilon \rightarrow 0 \), which in turn yields \( f_s \rightarrow 1 \). Also, it is immediately apparent that the form of Equation (18) resembles strongly that of the functions Tautz & Shalchi (2012) fit to their simulations of the turbulence-reduced drift coefficient. This is further reinforced by a cursory inspection of Figure 1, which shows examples of \( f_s \) as a function of \( \epsilon \) for varying values of \( \epsilon \), along with the simulation fits proposed by Tautz & Shalchi (2012) for the cases of isotropic and composite (85%/15% 2D/slab) turbulence. Although the Tautz & Shalchi (2012) fit for their reduction factor in the presence of isotropic turbulence falls below the \( \epsilon = 1 \) case for Equation (18), the composite result falls neatly within the range expected of that equation.

Also shown in the same figure are the results of numerical simulations performed by Minnie et al. (2007b), for two different ratios of the proton Larmor radius to the slab correlation scale assumed in that model such that \( R_s / \lambda_c \) is equal to 0.1 and 1.0, as well as the results reported by Tautz & Shalchi (2012) for \( R_s / \lambda_c = 0.1 \). Note that these simulations were performed for approximately the same composite turbulence conditions as those of Minnie et al. (2007b), the difference being that Minnie et al. (2007b) assume 80%/20% 2D/slab turbulence. It is clear that these simulation results fall within the range delineated by the limiting cases of \( \epsilon = 0 \) and 1.
The similarity of the drift-reduction coefficient of Equation (18) in form to the fits presented by Tautz & Shalchi (2012), as well as the fact that the limiting cases for Equation (18) effectively bound the simulation results of that study as well as those of Minnie et al. (2007b), suggest that, at least to first order, the approach presented here will yield a reasonable approximation to the factor by which turbulence reduces the weak-scattering drift coefficient, even though uncertainty implicit to the averaging performed on Equation (9) makes it difficult to accurately and self-consistently estimate the effect of turbulent fluctuations likely to affect the drift of the particles in question. Furthermore, the drift-reduction coefficient of Equation (18), which was derived without making assumptions as to the geometry of the turbulence apart from it being transverse to the background field, cannot explain the simulated drift coefficients reported by Tautz & Shalchi (2012) for purely slab turbulence, which essentially remained at the weak-scattering level, except by assuming a posteriori that only 2D turbulent fluctuations act so as to reduce the drift coefficient. Finally, the sensitivity of numerically simulated cosmic-ray intensities demonstrated by Engelbrecht & Burger (2015a) to the form of the turbulence-reduced drift coefficient employed also implies that a first-order result for $f_s$ may prove to be of limited use in modulation studies, given the uncertainty in the averaging of Equation (9). The following section outlines an alternative approach to the calculation of this quantity, based on the work of Bieber & Matthaeus (1997), which does not suffer from these limitations.
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3. A Modification to the Results of Bieber & Matthaeus (1997)

In their approach, Bieber & Matthaeus (1997) invoke the TGK (Taylor 1922; Green 1951; Kubo 1957) formula for a diffusion coefficient in terms of some relevant velocity correlation function:

$$D_{ij} = \int_0^\infty dtR_{ij}(t),$$

where the subscripts $i$ and $j$ denote Cartesian coordinates (in this study the background magnetic field is assumed to be uniform and pointed in the $z$-direction), and $R_{ij}(t) = \langle v_i(t)v_j(t) \rangle$ the velocity correlation function, which is assumed to be independent of the reference time $t_0$ and to go to zero at a rate greater than $1/t$ as $t$ goes to infinity. The assumption that the decay of this correlation function is a function of the time interval $(t + t_0)$ alone implies the assumption that particles are interacting with stationary, homogeneous turbulence. Bieber & Matthaeus (1997) note that the calculation of this correlation function from first principles, that is to say without making the simplifying assumptions outlined in Section 2, is extraordinarily difficult, as information is required as to the spatial and temporal dependences of the turbulent fluctuations. These authors proceed in their derivation of a turbulence-reduced drift coefficient by choosing physically and theoretically motivated forms for the
required correlation functions by considering the effect of magnetic fluctuations on the unperturbed gyromotion of a particle in a uniform magnetic field, arguing that such fluctuations would cause $R_s$ to go to zero after a sufficient amount of time has elapsed. The form Bieber & Matthaeus (1997) choose of interest to this study is then

$$R_{ss} = \frac{v^2}{3} \sin(\Omega t) e^{-\nu t}, \quad (20)$$

with $\Omega$ the gyrofrequency of the unperturbed particle, $v$ its speed, and $\nu$ some perpendicular decorrelation rate. Integration of this correlation function in Equation (19) with $\nu = 0$ then yields the weak-scattering drift coefficient, while for non-zero values of the decorrelation rate, it yields Equation (4) with $\tau = 1/\nu_z$. Bieber & Matthaeus (1997) then argue that the field line random walk process will be the major factor in the perpendicular decorrelation process, introducing a lengthscale $z_c = R^2_\perp / D_z$ over which the perpendicular correlation function would significantly decrease. This then leads to a decorrelation time of

$$\tau \sim \frac{R^2_\perp}{v D_z}. \quad (21)$$

This scaling forms the basis of the drift-reduction term proposed by these authors, as discussed in Section 1. In the present study, we do not assume that decorrelation is entirely due to FLRW, as the drift process would act so as to cause particles to leave field lines. We assume that the perpendicular decorrelation scale is inversely proportional to some lengthscale along which decorrelation perpendicular to the uniform background field occurs, which we approximate as the particle’s perpendicular mean free path, so that $z_c = R^2_\perp / \lambda_\perp$. The choice of $\lambda_\perp$, as opposed to the turbulence correlation length, is motivated by the fact that we are interested in the particle velocity decorrelation in particular. Furthermore, due to the fact that particles drift perpendicular to the background field, we assume that the perpendicular decorrelation rate is influenced only by the particle’s speed perpendicular to the uniform background field $v_{\perp}$. This then gives the decorrelation time as

$$\tau = \frac{R^2_\perp}{v_{\perp} \lambda_\perp}. \quad (22)$$

The perpendicular decorrelation speed is unaffected by the drift velocity term, as it will not contribute to this perpendicular speed under the assumption of a uniform constant background magnetic field, even in the presence of turbulent fluctuations, as indicated by the simulation results of Minnie et al. (2007b).

To get an estimate of this perpendicular speed then, consider a Reynolds’ decomposed turbulent magnetic field in two dimensions $B = B_0 e_z + b_\perp e_x$, where $B_0$ is uniform; $b_\perp$ a fluctuating, transverse component; and $(B) = 0$. Then, at any particular point along $B$, the sine of the angle $\theta$ between $B$ and $B_0 e_z$ will be given by $b_\perp / B \approx b_\perp / B_0$, assuming small fluctuations. This angle will be the same then as the average angle between the particle velocity $v$ and its component parallel to $e_z$, such that $\sin \theta = v_z / v$, again assuming small fluctuations. This then leads to $v_\perp \approx v (b_\perp / B_0)$. As it follows that $\langle v_\perp \rangle = 0$, we then model $v_\perp$ as the rms value of this quantity. Therefore, we use $v_\perp \approx \sqrt{v (\delta B_\perp / B_0)}$, which then leads to

$$\Omega \tau = \frac{R_L B_0}{\lambda_\perp \delta B_\perp}, \quad (23)$$

which, after substitution into Equation (4) and a little rearrangement, yields

$$f_e = \frac{1}{1 + \frac{\lambda_\perp^2 \delta B^2_\perp}{R^2_L B^2_0}}. \quad (24)$$

This expression is reminiscent of the form of the reduction term derived in Section 2. Perpendicular particle transport has been shown from simulations of Qin et al. (2002a, 2002b) to be subdiffusive in the presence of pure slab turbulence. In this case, then, the perpendicular diffusion coefficient, and thus the perpendicular mean free path, would be zero (see, e.g., Shalchi 2006). It should be noted here that both the theoretical treatments of the drift coefficient in the presence of turbulence proposed by Stawicki (2005) and le Roux & Webb (2007) predict that there will be no drift reduction in the presence of pure magnetostatic slab turbulence. In these conditions, then, Equation (24) automatically yields the weak-scattering result, as seen in the simulations of Tautz & Shalchi (2012), as $\lambda_\perp$ would be zero under these conditions (Qin et al. 2002a; Shalchi 2006). The fact that Equation (24) is a function of the perpendicular mean free path, and thus implicitly of the parallel mean free path (assuming a nonlinear guiding center, NLGC, theory prediction for $\lambda_\perp$) is also in line with the findings of Minnie et al. (2007b), who report that knowledge of the spatial variation of these mean free paths would be required to fully describe particle drifts.

The asymptotic behavior of this drift-reduction term now depends on the various implicit dependences of the perpendicular mean free path on, for example, the Larmor radius and the ratio of the variance to the background field strength. Assuming that $\lambda_\perp$ remains relatively uniform as a function of rigidity (and therefore of $R_L$), as implied by both the Palmer (1982) consensus range as well as various numerical simulations (e.g., Minnie et al. 2007a) and theoretical results (see, e.g., Shalchi 2009), the ratio $\lambda_\perp / R_L$ would correspond to small values of the quantity $\epsilon$ in Equation (18) at large energies, and large values of $\epsilon$ at the lowest energies, based on an assumed value of $\delta B^2_\perp / B^2_0$. This then would imply significant reduction of the drift coefficient from the weak-scattering value at low energies, and limited reduction at high energies, as expected from simulations. Furthermore, if one were to hold the ratio $\lambda_\perp / R_L$ constant, it is clear that the drift coefficient would be more reduced at high turbulence levels and less reduced at the lowest values of $\delta B^2_\perp / B^2_0$, again as expected from simulations. We also do not expect a strong dependence of this drift-reduction factor on the spectral index of the energy-containing range of the 2D turbulence power spectrum, as from theoretical results (see, e.g., Shalchi et al. 2010; Engelbrecht & Burger 2015b) the rigidity dependence of $\lambda_\perp$ for different values of this spectral index is never as steep as that of $R^2_L$, again in qualitative agreement with the simulation results of Tautz & Shalchi (2012).
It remains, however, to be seen whether Equation (24) can yield results comparable to those yielded by numerical simulations of the drift-reduction term. In order to make this comparison, a choice needs to be made as to an expression for $\lambda_l$. This is not a trivial matter, as the implicit dependence of $\lambda_l$ on, e.g., turbulence quantities will have a significant effect on $f_c$. We choose an analytical approximation for the perpendicular mean free path derived from the NLGC theory of Matthaeus et al. (2003) by Shalchi et al. (2004), as modified by Burger et al. (2008). This choice is motivated by the tractability of the expression, which allows for ease of comparison with simulation results (as opposed to the nonlinear results of, say, Engelbrecht & Burger 2013a), as well as being derived for a 2D turbulence spectral form identical to that employed as an input to the numerical simulations of Minnie et al. (2007b; and some of the simulations of Tautz & Shalchi 2012), which contains a flat energy-containing range and a Kolmogorov inertial range. Furthermore, this result also automatically satisfies the Shalchi slab hypothesis (see Shalchi 2006), as it becomes zero when the 2D variance is zero. This perpendicular mean free path expression is

$$\lambda_l = \left[ \frac{\alpha^2}{3 \pi \nu} \frac{2 \nu - 1}{\nu} \frac{\Gamma(\nu)}{\nu - 1/2} \lambda_{2D} \frac{\delta B_{2D}^2}{B_0^2} \right]^{2/3} \lambda_l^{1/3},$$

(25)

where we assume that $\alpha^2 = 1/3$ (from Matthaeus et al. 2003), $\lambda_{2D}$ is the turnover scale where the inertial range commences on the assumed 2D turbulence power spectrum, and $\nu$ denotes half the assumed inertial range spectral index. As input for the parallel mean free path we use a quasilinear theory expression based on the results of Teufel & Schlücker (2003):

$$\lambda_p = \frac{3 s}{\pi (s - 1)} \lambda_c R^2 \frac{B_0^2}{\delta B_0^2} \left[ \frac{1}{4} + \frac{2 R^{-s}}{(2 - s) (4 - s)} \right],$$

(26)

where $R = R_L / \lambda_c$ is a function of the lengthscale at which the inertial range on the slab turbulence power spectrum commences, which is assumed to have a spectral index $s$. This choice is also motivated by the tractability of Equation (26), as well as the fact that it is derived assuming a slab spectral form similar to that assumed in the simulation results we are comparing our results to. In order to properly compare our result with the simulations of Minnie et al. (2007b), we choose values for turbulence parameters identical to those used in that study, so that $s = 2 \nu = 5/3$, $\delta B_{2D}^2 = \delta B_T^2 = \delta B_0^2 = 0.8 \delta B_T^2$, and $\lambda_c = 10 \lambda_{2D} = 1.0$. The results of these choices for the parallel and perpendicular mean free paths as inputs for Equation (24), using the values for the turbulence quantities listed above, are plotted as a function of the ratio of $R_L$ to the slab correlation length $\lambda_l$ in the top panel of Figure 2, along with the numerical simulation results of Minnie et al. (2007b) and Tautz & Shalchi (2012), as a function of the level of turbulence $\delta B_{2D}^2 / B_0^2$. Note that the slab correlation length is related to the particular slab turbulence spectral form employed here, by $\lambda_l = \sqrt{2 \pi \Gamma(\nu - 0.5)} \lambda_c / \Gamma(\nu)$. As expected, Equation (24) predicts that at higher particle energies, only the highest levels of turbulence cause a reduction in the drift coefficient. Agreement with the Minnie et al. (2007b) simulations at $R_L / \lambda_c = 1.0$ is good, but less so for $R_L / \lambda_c = 0.1$. The latter prediction, however, falls within the error bars reported by Tautz & Shalchi (2012). Note that for lower levels of turbulence ($\delta B_{2D}^2 / B_0^2 \lesssim 0.1$ and even to a lesser degree, given the extent of the uncertainties in the simulations, $\delta B_{2D}^2 / B_0^2 \lesssim 1$), Equation (24) is in good agreement with the simulation results. From observations (e.g., Bieber et al. 1993; Zank et al. 1996; Burger et al. 2014) and turbulence transport modeling (e.g., Adhikari et al. 2015; Usmanov et al. 2016; Wiengarten et al. 2016) it is this range of turbulence levels that is typical in the heliosphere. It should be noted that, for their simulations assuming a gradient in the background magnetic field, Minnie et al. (2007b) report turbulence-reduced drift coefficients essentially as those they calculate using a uniform background field. A comparison between the drift velocity calculated using Equation (24) and the simulation results of Minnie et al. (2007b), assuming a background magnetic field with a gradient, is shown in the bottom panel of Figure 2. Here, the drift velocities are calculated using $u_d = \nabla \times \kappa \Delta B = f_c \nabla \times \delta B_{2D}^2 \epsilon \mathbf{e}_\perp$, again assuming parameters identical to those employed by Minnie et al. (2007b), and normalized to the zero-turbulence drift velocity. Note that we only compare our results with those pertaining to the $y$-component of the drift velocities calculated by Minnie et al. (2007b), as the gradient imposed by these authors on their simulated background field (which points in the $z$-direction) has only an $x$-component. Here, the use of Equation (24) again leads to good agreement with simulation results at smaller levels of turbulence relevant to heliospheric conditions for both values of $R_L / \lambda_c$ considered. At higher turbulence levels, the $y$-component of the drift velocity calculated using Equation (24) does not agree well with the simulations, a consequence of the assumption of relatively weak turbulence in the derivation of that expression. It is interesting to note that the simulations for the case where $R_L / \lambda_c = 0.1$ yield negative values for the $y$-component of the drift velocity, as is the case for the results calculated using Equation (24), even though the latter approach overestimates this effect. However, given the range of turbulence levels relevant to the heliosphere as discussed above, such an effect would not be expected to have significant consequences as to the transport of charged particles.

4. Discussion

The form of the drift-reduction factor contained in Equation (24) provides a relatively simple, tractable way of describing and modeling the effects of a range of turbulence conditions on the drift coefficient of charged particles that satisfies the conditions prescribed by extant numerical simulations of both the drift coefficient and velocity as well as yielding results in reasonably good agreement with said simulation results for turbulence levels corresponding to what is expected in the heliosphere. Due to its explicit dependence on $\lambda_l$, this quantity should, if used in conjunction with an expression for the parallel mean free path and a turbulence transport model, yield complicated spatial dependences for $f_c$ throughout the heliosphere, as has been shown by Wiengarten et al. (2016) for the drift-reduction factors discussed in Section 1. The dependence of Equation (24) on basic turbulence quantities should have consequences for studies of the transport of particles such as low-energy electrons of galactic and Jovian origin. These particles' parallel and perpendicular mean free paths are expected to remain at a
a relatively constant value for a given (small) rigidity (see, e.g., Engelbrecht & Burger 2013b), which, in combination with the explicit Larmor radius dependence of Equation (24), would lead to small values of $f_s$ for a given turbulence level, and thus lead to a greatly reduced drift coefficient relative to the diffusion coefficients in line with what is expected from prior

Figure 2. Drift-reduction function of Equation (24) (top panel) and normalized drift speed (bottom panel) for different choices of $R_L/\lambda_c$ (blue lines). Also shown are some results of the simulations performed by Minnie et al. (2007b) and Tautz & Shalchi (2012) for composite turbulence conditions (data points).
modulation studies (e.g., Potgieter 1996). Furthermore, the transport of solar energetic particles would also be affected, in that the higher levels of turbulence closer to the Sun (see, e.g., Bruno & Carbone 2013) would feed into Equation (24) in such a way as to kill off any drifts such particles may encounter, a prediction in contrast to the simulation results reported by, e.g., Dalla et al. (2013, 2015). Finally, the implicit dependence of Equation (24) on basic turbulence quantities leads to an implicit solar-cycle dependence for this drift-reduction factor. Burger et al. (2014) report an increase in the total magnetic variance at Earth as solar activity increases (see also Bieber et al. 1993). This increase would act so as to decrease $f_\lambda$, and thus lead to greatly reduced drift effects during solar maximum as opposed to solar minimum, as expected from the modulation studies of, e.g., Ndiitiwani et al. (2005) and Manuel et al. (2011).

Some caution has to be exercised in the use of Equation (24) due to the assumptions made as to the forms used for the perpendicular decorrelation lengthscale and speed that enter into Equation (22). Furthermore, use of Equation (24) in modulation studies requires the assumption of some form for the perpendicular mean free path, which, given the number of expressions for this quantity currently in the literature (see, e.g., Shalchi 2009; Ruffolo et al. 2012; Qin & Zhang 2014), can also lead to further uncertainty. To model the drift-reduction factor throughout the heliosphere would also require one to employ a turbulence transport model to provide information as to how the basic turbulence quantities $\lambda_\perp$ is a function of vary throughout the heliosphere. Finally, Equation (24) does not take into account the possibility of non-axisymmetric turbulence, which could potentially play a role in the drift of charged particles (Weinhorst et al. 2008). These considerations point to the fact that the predictions of Equation (24) should be further tested, first by means of numerical test-particle simulations, using as input for $\lambda_\perp$ the perpendicular mean free path calculated from the simulations themselves and assuming a broader range of turbulence conditions than previously considered, and second, by means of particle transport studies such as the numerical study of cosmic-ray modulation or solar energetic particle transport.

N.E.E., R.D.S., and R.A.B. acknowledge support from the National Research Foundation (grant 96478). Opinions expressed and conclusions arrived at are those of the authors and are not necessarily to be attributed to the NRF.
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