Anti-crosstalk high-fidelity state discrimination for superconducting qubits
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Measurement for qubits plays a key role in quantum computation. Current methods for classifying states of single qubit in a superconducting multi-qubit system produce fidelities lower than expected due to the existence of crosstalk, especially in case of frequency crowding. Here, We make the digital signal processing (DSP) system used in measurement into a shallow neural network and train it to be an optimal classifier to reduce the impact of crosstalk. The experiment result shows the crosstalk-induced readout error deceased by 100% after a 3-second optimization applied on the 6-qubit superconducting quantum chip.

I. INTRODUCTION

Single-shot qubit readout with high fidelity of a multi-qubit system is an essential feature in scalable quantum computation [1]. For superconducting qubits, state-of-the-art readout is implemented by probing the qubit-state-dependent frequency shift of a readout resonator coupled to the qubit, which is based on dispersive interaction [2–4]. Remarkable research progress has been made in rapid high-fidelity single-shot and multiplexed readout for circuit quantum electrodynamics (CQED) [5] systems of a few qubits [6–10]. However, as systems scale up [11, 12], frequencies grow increasingly crowded, therefore each qubit could choose its frequency only from a limited range of frequency spectrum. Consequently, crosstalk induced by unwanted interactions between subsystems is aggravated by frequency crowding and it is critical to suppress the crosstalk to ensure optimal readout performance. From the perspective of data-processing, in frequency-multiplexed readout, the implementation of parallel mode-matched filters [13] by weighted integration for each readout frequency effectively improves readout fidelity [14–16]. But these methods focus on information extraction from individual frequency of each qubit with little consideration of part information leaked to other qubits. Thus, previous data processing flow is hard to give independent single-qubit information when crosstalk exists.

Recently, machine learning (ML) algorithms have been applied to many problems in quantum information such as measurement trajectories analysis [17] and quantum dynamics reconstruction [18]. But few of them are suitable for crosstalk mitigation in multiplexed readout scheme. In this work, we propose a simple but effective ML method based on DSP knowledge to build an anti-crosstalk classifier for state discrimination. In conventional DSP framework, the accuracy of state assignment for a single qubit would be perturbed by the state of the other qubits. Here, we use a trainable shallow neural network to mitigate the crosstalk.

II. OVERVIEW OF THE CLASSIFIER ARCHITECTURE

In this section, we explain the typical DSP flow applied in qubits’ readout and the crosstalk problem [19] reflected in DSP domain. Then we introduce the method to build the architecture of our classifier based on the DSP chain.

A. Readout and crosstalk problem

In a typical DSP chain, a demodulation in a heterodyning scheme is performed after downconversion and digitalization of the reflected or transmitted tone from the readout resonator [20]. This demodulation process involves multiple stages including mixing with an interme-
Three-stage demodulation pipeline has been mathematically proved to be equivalent to a single kernel integration stage [24]. In other words, if we regard the signal sequence as a N-dimension column vector $\mathbf{x}$, the demodulation process is to left multiply the signal by a 2-by-N matrix $D$, mapping the signal to the I-Q plane:

$$
\begin{bmatrix}
I \\
Q
\end{bmatrix} = D\mathbf{x}.
$$

(1)

Thus, we could regard the data processing of readout as a linear algebra trick depicted in Fig. 3(a). Slight modification of this architecture makes it into a two-layer neural network. As shown in Fig. 3(b), addition of the biases $d$ in the demodulation layer could move the I-Q points in I-Q plane and the tanh function takes nonlinearity into account. We define this network as the Quantum State Classifier (QSC). Training QSC by gradient descent could optimize the fidelity.

**TABLE I. Fidelities of Q1’s readout.**

| Q2’s state | 0     | 1     |
|-----------|-------|-------|
| $F_1$     | 87.45%| 87.25%|
| $F_2$     | 86.25%| 86.80%|

B. Architecture of our classifier

We introduce the optimization process of QSC with experimental data from our device. Here we select Q3 as the target qubit and mainly take Q2 and Q4’s influence into consideration. Q3’s state set $\{|\ast\ast\ast\rangle\ (\ast\ast\ast\rangle\}$ has four subsets $\{|000\rangle,|010\rangle,|001\rangle,|011\rangle\}$ for Q1 and $\{|100\rangle,|110\rangle,|101\rangle,|111\rangle\}$ for Q2. The optimal integration time for Q3 is 200 ns, which is a trade-off between overlap error and $T_1$ events [8]. Each single-shot signal has 320 time-points when sampled at 1.6 GS/s by an analog-to-digital converter (ADC). We prepare 8000 records of single-shot readout, each 1000 initially prepared in one of the eight
possible states \(|Q2, Q3, Q4\)\). We initialize QSC with these samples according to conventional DSP theory. We initialize the weights of the demodulation layer using a weighted kernel \([24]\), the biases to the value making the two I-Q clouds symmetry about the origin. Inputting a small number of training samples to the demodulation layer would acquire the rough location of the two I-Q clouds and we write the perpendicular bisector of the line connecting their centers as \(ax + by + c = 0\). So that we could initialize the weights of the projection layer to \([a \ b]\) and the bias to \(c\). Then we could start the training processing. We use an adaptive learning rate method \([25]\) and feature scaling of the input vector effectively accelerates the processing.

III. RESULT

We take Q3 as an instance merely with Q2 and Q4’s influence considered. We use \(S_1, S_2, S_3\) and \(S_4\) to denote four state subsets \({\{000, 010\}}, \{001, 011\}, \{100, 110\}\) and \({101, 111}\) of Q3 respectively. Under the framework of conventional DSP, an individual binary classifier (based on SVM) trained with \(S_i\) \((i=1,2,3\) or 4\) after demodulation gets near-optimal fidelity on \(S_i\) but fails to get optimal fidelities on \(S_j\), \(S_k\), see \(F_i\) in Table II. Further, another classifier trained with \{\(S_1, S_2, S_3, S_4\)\} is hard to give consideration to different subsets simultaneously. Therefore, it fails to reach the expected fidelity (mean value of\(F_{ii}\) for \(i=1\) to 4, \(F_{ik}\) denotes the \(k\)-th value of \(F_i\)), see \(F_3\) in Table II.

| \(|Q2, Q4|\) | \(|00|\) | \(|01|\) | \(|10|\) | \(|11|\) |
|---|---|---|---|---|
| \(F_1\) | 89.15\% | 86.90\% | 84.75\% | 88.05\% |
| \(F_2\) | 86.90\% | 89.05\% | 80.00\% | 87.55\% |
| \(F_3\) | 87.45\% | 79.60\% | 88.00\% | 84.75\% |
| \(F_4\) | 88.10\% | 86.90\% | 85.55\% | 89.20\% |
| \(F_5\) | 88.80\% | 87.55\% | 85.10\% | 88.65\% |
| \(F_6\) | 89.75\% | 90.20\% | 90.90\% | 90.40\% |

TABLE II. Assignment fidelities of Q3’s state. \(F_1\) to \(F_4\) stand for the results of considering only one of the four possible states \(|Q2, Q4\)\). \(F_5\) implies that it’s hard to realize crosstalk-free state assignment in DSP scheme. \(F_6\) indicates the breakthrough of QSC.

Crosstalk makes information of qubits partly mixed with each other. Here we demonstrate the promotion in extracting useful information of QSC after training. In our experiment, 500 times training is enough for convergence in 3 seconds. The fidelities of the trained QSC on another 8000 records of single-shot readout are shown as \(F_6\) in Table II. The mean values \(\mu\) and the standard deviations \(\sigma\) of each \(F_i\) \((i=1\) to 6\) are shown in Table III. Here we use \(\mu_i\) and \(\sigma_i\) to denote the values belonging to \(F_i\).

The mean value of \(\{F_{ik}\}\) \((i=1\) to 4\) is \(\mu_0 = 88.85\%\) and the standard deviation of \(\{F_{ik}\}\) is \(\sigma_0 = 0.57\%\). We define that a classifier is “crosstalk-free” for Q3 if the classifier satisfies the following two conditions (its fidelities on four state subsets denoted as \(F\)):

1. mean value of \(F\) is not less than \(\mu_0\);
2. standard deviation of \(F\) is not more than \(\sigma_0\)

Under the framework of conventional DSP, independent binary classifiers after demodulation are hard to be crosstalk-free (\(F_1\) to \(F_5\)). But the trained QSC is crosstalk-free with \(\mu_6 = 90.31\%\) and \(\sigma_6 = 0.48\%\). Moreover, \(\mu_6 > \mu_0\) means that other types of readout error have been simultaneously suppressed apart from crosstalk-induced error.

In our experiment, QSCs have been also applied to the other five qubits and proved to be crosstalk-free. The performance of six QSCs for our quantum chip is shown in Table IV. Here we define the fidelity loss in conventional DSP scheme as \(f_{p_1} = \mu_5 - \mu_0\) and the extra fidelity promotion of the trained QSC as \(f_{p_2} = \mu_6 - \mu_0\). For our device, QSC considering all the \(2^n\) subsets of targeted qubit doesn’t have obvious advantage over that only neighbouring qubits considered. Here we merely take neighbouring qubits into account for each qubit.

| Qubit | \(Q_1\) | \(Q_2\) | \(Q_3\) | \(Q_4\) | \(Q_5\) | \(Q_6\) |
|---|---|---|---|---|---|---|
| \(\sigma_0\) | 1.08\% | 1.89\% | 0.57\% | 1.36\% | 1.72\% | 0.36\% |
| \(\sigma_5\) | 1.37\% | 1.63\% | 1.71\% | 0.93\% | 2.26\% | 0.78\% |
| \(f_{p_1}\) | -0.92\% | -0.36\% | -1.32\% | -0.44\% | -3.06\% | -0.44\% |
| \(\sigma_6\) | 0.95\% | 1.52\% | 0.48\% | 0.76\% | 1.51\% | 0.19\% |
| \(f_{p_2}\) | 0.62\% | 1.35\% | 1.46\% | 0.88\% | 0.63\% | 0.22\% |

TABLE III. Mean values and standard deviations of fidelities. Fidelities are lower than expected and unstable under the framework of DSP. The trained QSC gets a more promoted performance.

IV. DISCUSSION AND OUTLOOK

In conclusion, we have demonstrated performance of QSC in suppression of readout crosstalk. For instance, the trained QSC for Q3 gets consistent optimal fidelities on any subsets of Q3’s state. We infer that QSC acquires the ability to regather the leaked information to other frequency components by learning. We could evaluate this speculation by observing the amplitude spectrum’s change of the weighted integration kernel of the
demodulation, see Fig. 4. In the amplitude spectrum, the conventional weighted kernel has a single peak located at the IF of Q3’s readout resonator. But after training, two small peaks appear at the IFs of the two neighbouring resonators. This implies, to some extent, that the trained QSC gets access to purify the mixed information. The promoted performance of the demodulation layer of QSC is shown in Fig. 5. The shift of I-Q clouds caused by crosstalk has been almost eliminated after training. In this work, QSC acquires additional optimization of readout fidelity. We look forward to further improvement of QSC architecture and its better performance in quantum state discrimination.

In frequency-multiplexed readout scheme, QSC could be a unified optimal classifier with effective suppression of information from untargeted qubits. For our six-qubit device, reaching the optimal fidelity of single-shot readout needs merely six independent QSCs when crosstalk exists. Compared with other sophisticated ML methods applied in quantum information [17, 18, 26, 27], the much simpler architecture with DSP-based initialization has a great advantage over training. In addition, QSC is scalable for system with larger numbers of qubits. And it could be transplanted to field-programmable gate array (FPGA) platform for realtime feedback control [24, 28, 29].

Moreover, it implies that crosstalk problems could be solved in DSP domain to a degree. For hardware design, it is in favour of selecting smaller frequency spacing under limitation of the bandwidth of the amplifiers so that more qubits are allowed in a single measurement channel.
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