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Abstract

In this paper we present a family of supersymmetric Wilson loops of $\mathcal{N} = 4$ supersymmetric Yang-Mills theory in Minkowski space. Our examples focus on curves restricted to hyperbolic submanifolds, $\mathbb{H}_3$ and $\mathbb{H}_2$, of space-time. Generically they preserve two supercharges, but in special cases more, including a case which has not been discussed before, of the hyperbolic line, conformal to the straight line and circle, which is half-BPS. We discuss some general properties of these Wilson loops and their string duals and study special examples in more detail. Generically the string duals propagate on a complexification of $AdS_5 \times S^5$ and in some specific examples the compact sphere is effectively replaced by a de-Sitter space.
1 Introduction and summary

The spectrum of operators in $\mathcal{N} = 4$ supersymmetric Yang-Mills (SYM) which preserve some supersymmetry is very rich. The list of operators which are half-BPS is still not complete,\(^{1}\) and of course much less is known about operators preserving fewer supercharges. The dynamics of a supersymmetric operator is much more constrained than that of a generic object and the more supercharges it preserves, the more constrained it is. Therefore an interesting endeavor is to find operators preserving relatively few supercharges, whose dynamics are rather rich, but may still be under control.

An example of such operators are the BPS Wilson loops constructed in [2, 3, 4]. For an arbitrary curve on an $S^3$ submanifold of $\mathbb{R}^4$ a prescription is given for choosing extra scalar coupling such that the resulting Wilson loop preserves at least two supercharges. When the loop is on $S^2$ it preserves four and in some special examples, eight, while for the circle it preserves sixteen.

An earlier construction of Zarembo [5] does much the same with arbitrary curves on linear subspaces of $\mathbb{R}^4$. In that case the expectation value of all the loops is unity, even if they preserve only a single supercharge [6, 7, 8]. The interesting thing about the Wilson loops on $S^3$ is that their expectation value is not so simple. In the case of

\[^{1}\text{For recent progress see [1].}\]
the circle it is given by a zero dimensional matrix model \[9, 10\] as was recently proven by Pestun \[11\].

More remarkably, in \[3, 4\] some evidence was presented that this result extends to arbitrary loops on \(S^2\), preserving four supercharges. In that case the propagators are not constant in the Feynman gauge, but the final result seems to be the same matrix model, with a modified coupling. This result can be motivated, as an intermediate step, by a perturbative calculation in 2-dimensional bosonic Yang-Mills (YM) theory, an observation which was confirmed at the two-loop order (for single loops) in \[12, 13, 14\].

In this paper we study another family of supersymmetric Wilson loops, this time in Minkowski space \(\mathbb{R}^{3,1}\). Working with indefinite metric expands the range of possibilities. For one, there are Euclidean two-spheres in Minkowski space, so the previously mentioned results would apply there too, but there are no three-spheres. Instead the maximally symmetric hypersurfaces are the light-cone, the Lorentzian hyperboloid (de-Sitter space) and the Euclidean hyperboloid \(\mathbb{H}_3\) (Euclidean \(AdS_3\)).

Light-like Wilson loops, even without coupling to the scalar fields, are supersymmetric. More generally, we expect constructions like that of Zarembo \[5\] would work also on Minkowski space, as was recently utilized in \[15\].

In this paper we study the case of \(\mathbb{H}_3\). For a general curve constrained to this submanifold we find a prescription to choose the scalar couplings such that the resulting loop is BPS. We then focus on specific subclasses of examples preserving more supersymmetry, in particular \(\mathbb{H}_2\) and special loops along curves of constant curvature. We find results mostly in parallel with those on \(S^3\) and its submanifolds. Yet there are some differences that are not so trivial, specifically in understanding the string-theory dual — where an analytic continuation has to be performed on an \(S^2\) subspace of \(S^5\) which yields a two-dimensional de-Sitter space \(dS_2\).

One particular reason to study Wilson loops in Minkowski space is the connection between Wilson loops and scattering amplitudes. A great deal of evidence shows that Wilson loops made out of light-like segments calculate maximum helicity violating gluon scattering amplitudes \[16, 17, 18, 19, 20\] (for a review, see \[21\]). It is therefore also natural to try to find supersymmetric Wilson loops in Minkowski space.

We present the construction of the Wilson loops on \(\mathbb{H}_3\) in Section 2 and prove that they are supersymmetric. Then we discuss the restriction to \(\mathbb{H}_2\), show how the connection to 2-dimensional Yang-Mills shows up again at the leading order in perturbation theory. This connection suggests once more that the expectation value of these Wilson loops is given by a Gaussian matrix model, at least for compact curves.\(^2\) We then

\(^2\)Unlike the sphere the Hyperboloid is not compact, so one can construct Wilson loop operators with an infinite extent, some examples of which are presented in Section 3.
discuss some general properties of the string duals of these Wilson loops.

The construction of BPS Wilson loops in $\mathcal{N} = 4$ SYM always involves extra couplings to the scalar fields. For curves on $S^3$ these couplings can be all real, but for our construction here they will generically be complex. As the scalar couplings translate in the string dual to positions on $S^5$, we are forced to consider the embedding of the string into a complexification of $AdS_5 \times S^5$. This is discussed in Section 2.5.

In Section 3 we present some special examples. The first is the hyperbolic line, which is $1/2$-BPS, like the line and circle. Indeed it is related to them by a conformal transformation. After that, we present three other examples of circles, other hyperbolic lines and cusps which are all $1/4$ BPS and in all cases we can find the corresponding string solutions. Two of the examples require a complexification of the target space, so the string can be viewed as propagating in a de-Sitter space rather than on an $S^2$. In the one case where the loop is compact, the $1/4$ BPS circle, we can interpolate the gauge theory result to strong coupling by summing over ladder diagrams and find complete agreement.

Some of the results contained in the paper are a summary of the diploma thesis [22].

2 Generalities

2.1 Construction

We consider Wilson loops confined to an $H_3$ subspace of Minkowski space $\mathbb{R}^{3,1}$ given by

$$-x_0^2 + x_1^2 + x_2^2 + x_3^2 = -1, \quad x_0 > 0. \quad (2.1)$$

This is a Euclidean manifold contained within the future light-cone.

Our construction is based on a Wick-rotation of the Wilson loops on $S^3$ [[2] [4]] where an important ingredient were the invariant one-forms. They are Wick-rotated to

$$\omega_1 = x^0 dx^1 - x^1 dx^0 + i(x^2 dx^3 - x^3 dx^2),$$
$$\omega_2 = x^0 dx^2 - x^2 dx^0 + i(x^3 dx^1 - x^1 dx^3),$$
$$\omega_3 = x^0 dx^3 - x^3 dx^0 + i(x^1 dx^2 - x^2 dx^1). \quad (2.2)$$

We allow the Wilson loops to follow an arbitrary path on this manifold and in order to preserve supersymmetry will couple them to three of the real scalar fields, which we take to be $\Phi^1, \Phi^2$ and $\Phi^3$. The coupling can be expressed with the use of the one-forms
in terms of the modified connection \((A = A_\mu dx^\mu\) is the gauge connection)

\[
\tilde{A} = A - i \omega_i \Phi^i,
\]

as

\[
W = \frac{1}{N} \text{Tr} \mathcal{P} \exp \int i \tilde{A}.
\]

### 2.2 Supersymmetry

To check that these Wilson loops are indeed BPS objects, consider the supersymmetry variation which is proportional to

\[
\delta_i W \propto (\gamma_\mu dx^\mu - i \rho^i \gamma^5 \omega_i) \epsilon(x).
\]

Here \(\gamma_\mu\) are the usual Dirac matrices, \(\rho^i\) are three of the gamma matrices of \(SO(6)\) and we take them to commute with \(\gamma_\mu\). \(\epsilon(x)\) is the conformal Killing spinor in flat space given by two constant spinors as

\[
\epsilon(x) = \epsilon_0 + x^\mu \gamma_\mu \epsilon_1.
\]

\(\epsilon_0\) is the parameter for the action of the Poincaré supercharges \((Q's)\) and \(\epsilon_1\) that for the action of the superconformal charges \((S's)\).

From the definition of the one-forms \((2.2)\) one can see that they are related to the generators of the Lorentz group in the chiral spinor representation \((\tau^i_L\) are the Pauli matrices acting on the chiral spinors)

\[
\omega_i \tau^i_L = x^\mu dx^\nu \gamma^\mu \gamma^\nu \gamma^5 \gamma_\mu \gamma_\nu \gamma_5 \epsilon_0 = -i \varepsilon^{ijk} \tau^k_L \epsilon^+_1.
\]

The supersymmetry variation \((2.5)\) should vanish at all points on \(\mathbb{H}_3\) and for arbitrary tangent vectors. We note that in a chiral basis the Dirac matrices are represented by Pauli matrices

\[
\gamma^i \epsilon^\pm = \pm i \tau^i \epsilon^\pm, \quad \gamma^0 \epsilon^\pm = i \epsilon^\pm.
\]

If we restrict to chiral spinors, the BPS condition reduces to

\[
\omega_i \left[ -i (\rho^i \epsilon^+_0 - i \tau^i_L \epsilon^+_1) - x^\rho \gamma_\rho (\tau^i_L \epsilon^+_0 - i \rho^i \epsilon^+_1) \right] = 0,
\]

so we get the three independent conditions

\[
\rho^i \epsilon^+_0 = i \tau^i_L \epsilon^+_1, \quad i = 1, 2, 3.
\]

To solve these equations one can eliminate \(\epsilon^+_1\) and get the equations for \(\epsilon^+_0\)

\[
\rho^{ij} \epsilon^+_0 = -\tau^j_L \tau^i_L \epsilon^+_0 = -i \varepsilon^{ijk} \tau^k_L \epsilon^+_0.
\]
This is a set of three equations, but only two are independent.

Now we notice that \( \rho^{ij} \) are the generators of a subgroup of the \( SU(4) \) R-symmetry group, which we label \( SU(2)_A \). The indices for the 4 of \( SU(4) \) are split into a pair \( \dot{a}a \) for \( SU(2)_A \times SU(2)_B \) respectively, where the second group acts on the three remaining scalar fields. \( \rho^{ij} \) can then be represented by pauli matrices \( \rho^{ij} = i \epsilon^{ijk} \tau^k_A \). This leads to the three equations

\[
(\tau^i_A + \tau^i_L) \epsilon^+_{0\dot{a}a} = 0 , \quad i = 1, 2, 3 . \tag{2.12}
\]

This means that \( \epsilon^+_0 \) should be a singlet of the diagonal sum of the \( SU(2)_A \) and \( SU(2)_L \) groups. We can express it in terms of an arbitrary 2-component spinor \( \epsilon_a \) as

\[
\epsilon^+_{0\dot{a}a} = (\delta^a_1 \delta^2_{\dot{a}} - \delta^a_2 \delta^1_{\dot{a}}) \epsilon_a = i(\tau^2)^{\dot{a}}_a \epsilon_a . \tag{2.13}
\]

Now using (2.10) we derive\(^3\)

\[
\epsilon^+_{1\dot{a}a} = -i \epsilon_{\alpha \beta} \epsilon^{ab} (\tau^1_L)_{\dot{b}} \epsilon (\tau^1_L)^{\beta \gamma} \epsilon^{+\gamma}_{0\dot{a}b} = (\tau^2)^{\dot{a}}_a \epsilon^{ab} \epsilon_{\dot{b}} , \tag{2.14}
\]

From this we finally see that the general Wilson loop on \( \mathbb{H}_3 \) of the type (2.4) will be invariant under the two supercharges

\[
Q^a = i(\tau^2)^{\dot{a}}_a Q^a + (\tau^2)^{\dot{a}}_a \epsilon^{ab} S^a_{\dot{b}} . \tag{2.15}
\]

### 2.3 Restriction to \( \mathbb{H}_2 \)

A simple restriction on the possible curves is given by setting \( x_3 = 0 \), resulting in an \( \mathbb{H}_2 \) subspace. In this case the scalar couplings are given by

\[
\omega_i = (x^0 dx^1 - x^1 dx^0, x^0 dx^2 - x^2 dx^0, i(x^1 dx^2 - x^2 dx^1)) . \tag{2.16}
\]

This is clearly the analog of the \( S^2 \) loops discussed in \( \cite{2,3,4} \).

A simple calculation shows that for a general path on this space these scalar couplings will guarantee that the loop preserves four supercharges. In addition to the chiral supercharges, these loops also preserve two anti-chiral ones. In the case of \( S^2 \) it was shown \( \cite{3,4} \) that at leading order in perturbation theory the calculation of the supersymmetric Wilson loops is related to that of loops in 2-dimensional Yang-Mills. In special cases this was checked also to 2-loop order \( \cite{13,14} \), and in more restricted cases there are tests that go even beyond that \( \cite{12,23} \). We show in the next subsection that this result extends, at least at leading order, to the loops on \( \mathbb{H}_2 \).

\(^3\)Writing this requires lowering the indices of \( \epsilon_1^+ \), which corresponds to a specific representation of the \( \rho^i \) matrices.
Note that by restricting \( x_0 \) to be a constant one would end with an \( S^2 \subset H_3 \). Unlike the case of \( H_2 \), a general curve on this subspace does not preserve extra supersymmetry, so we will not consider it in detail.

In Section 3 we present special examples of Wilson loops that preserve more than these 4 supercharges. They will all be constrained within this subspace.

### 2.4 Perturbative calculation: 2-dimensional Yang-Mills on \( H_2 \) and the matrix model

We can write \( H_2 \) embedded in \( \mathbb{R}^{2,1} \) in terms of the complex coordinates \( \zeta \) and \( \bar{\zeta} \) in the unit disc as

\[
x_0 = \frac{1 + \zeta \bar{\zeta}}{1 - \zeta \bar{\zeta}}, \quad x_1 = \frac{\zeta + \bar{\zeta}}{1 - \zeta \bar{\zeta}}, \quad x_2 = -i \frac{\zeta - \bar{\zeta}}{1 - \zeta \bar{\zeta}}.
\]  

(2.17)

This gives the metric on the Poincaré disc

\[
ds^2 = \frac{4 d\zeta d\bar{\zeta}}{(1 - \zeta \bar{\zeta})^2}.
\]  

(2.18)

Now we consider the perturbative expansion of the Wilson loop and write down the propagator between two points along the curve, one at \( x \) represented by \((\zeta, \bar{\zeta})\) and one at \( x' \) represented by \((\eta, \bar{\eta})\). Working in the Feynman gauge the effective propagator combining the gauge fields and scalars is

\[
\langle (iA^a_\mu dx^\mu + \Phi^a_\omega \omega_i)(iA^b_\mu dx'^\mu + \Phi^b_\omega \omega'_i) \rangle = -\frac{g_{4d}^2 \delta^{ab}}{4\pi^2} \frac{dx \cdot dx' - \omega_i \omega'_i}{(x - x')^2}
\]

\[=-\frac{g_{4d}^2 \delta^{ab}}{4\pi^2(1 - \zeta \bar{\zeta})(1 - \eta \bar{\eta})} \left[ \frac{\bar{\zeta} - \bar{\eta} d\zeta d\eta + \frac{\zeta - \eta}{\zeta - \bar{\eta}} d\bar{\zeta} d\bar{\eta}}{\zeta - \bar{\eta}} \right].
\]

(2.19)

We note, that as in the case of the loops on \( S^2 \) [3, 4], this is a propagator for a gauge field in two dimensions. Consider YM\(_2\) on \( H_2 \) in the generalized Feynman gauge

\[
L = \frac{1}{\sqrt{2g}} \left[ \frac{1}{4} (F^a_{\alpha \beta})^2 + \frac{1}{2\zeta} (\nabla^\alpha A_{\alpha \alpha})^2 + \partial_\alpha b^a (D^c_c)^a \right],
\]

(2.20)

where

\[
F^a_{\alpha \beta} = \partial_\alpha A^a_\beta - \partial_\beta A^a_\alpha + f^{abc} A^b_\alpha A^c_\beta, \quad (D_\alpha c)^a = \partial_\alpha c^a + f^{abc} A^b_\alpha c^c,
\]

(2.21)

and \( \nabla^\alpha \) is the covariant derivative with respect to the metric (2.18). Setting \( \xi = -1 \) the gauge term becomes

\[
\sqrt{g} L = -\frac{(1 - \zeta \bar{\zeta})^2}{2g_{4d}^2} \left[ (\partial_\zeta A_\zeta)^2 + (\partial_\bar{\zeta} A_{\bar{\zeta}})^2 \right].
\]  

(2.22)
It is easy to check that the propagators

\[
\Delta^{ab}_{\zeta\zeta}(\zeta, \bar{\zeta}; \eta, \bar{\eta}) = \frac{g_2^2 \delta^{ab}}{\pi(1 - \zeta \bar{\zeta})(1 - \eta \bar{\eta})} \frac{\zeta - \bar{\eta}}{\zeta - \eta},
\]

satisfy

\[
\frac{1}{2g_2^2} \partial_{\zeta} \left[(1 - \zeta \bar{\zeta})^2 \partial_{\zeta} \Delta^{ab}_{\zeta\zeta}(\zeta, \bar{\zeta}; \eta, \bar{\eta})\right] = \delta^{ab} \delta^2(\zeta - \eta),
\]

and likewise for \(\Delta^{ab}_{\bar{\zeta}\bar{\zeta}}\).

As was discussed in the \(S^2\) case in [4], these propagators use the Wu-Mandelstam-Leibbrandt prescription for dealing with singularities in the Euclidean light cone propagator [24, 25, 26]. This prescription leads to different results than one would get by a Wick-rotation from Lorentzian signature. This difference was stressed in [27] and resolved in [28], where the authors realized that this prescription gives the same result as one gets by doing the instanton expansion of [29] and focusing on the zero-instanton sector only.

Now consider an arbitrary Wilson loop of 2-dimensional YM on \(\mathbb{H}_2\)

\[
W_{2d} = \frac{1}{N} \text{Tr} \mathcal{P} \exp \int i(A_\zeta \, d\zeta + A_{\bar{\zeta}} \, d\bar{\zeta}).
\]

At leading order in perturbation theory, using the propagators (2.23) this loop will agree precisely with the expression for the Wilson loop in four dimensions (2.19) under the identification of the couplings

\[
g_2^2 = \frac{g_4^2}{4\pi}\]

(2.26)

We conclude that as in the case of the BPS loops on \(S^2\), the Wilson loops on \(\mathbb{H}_2\) seem to be given by this perturbative calculation in two dimensions, at least at the one-loop level. In the case of \(S^2\) the relation between the couplings was such that \(g_2^2\) was negative, but here it is positive.

If the loop is compact and encloses a region of area \(A\), it is easy to evaluate the result of the YM$_2$ calculation. Following [27] it is possible to use the invariance under area-preserving diffeomorphisms and do the explicit calculation in the case of the circle. At leading order we get

\[
\langle W \rangle_{2d} = 1 - g_2^2 N \frac{A(A + 4\pi)}{8\pi}.
\]

(2.27)
The full perturbative series can be expressed in terms of Laguerre polynomials \[27, 10\]

\[
\langle W \rangle^2_{d} = \frac{1}{N} L_{N-1}^1 \left( \frac{g_2^2 A(A + 4\pi)}{4\pi} \right) \exp \left( -\frac{g_2^2 A(A + 4\pi)}{8\pi} \right).
\]

(2.28)

Assuming this result is exact in the four dimensional theory too and concentrating on the large \( N \) limit, the result reduces to a Bessel function

\[
\langle W \rangle_{\text{planar}} = \frac{4\pi}{\sqrt{g_2^2 N A(A + 4\pi)}} J_1 \left( \frac{\sqrt{g_2^2 N A(A + 4\pi)}}{2\pi} \right).
\]

(2.29)

In the case of the loops on \( S^2 \) there were some very interesting 2-loop calculations by Bassetto et al. and Young \[13, 14\]. It would be interesting to repeat those checks for this case.

This result is identical to that of the 1/2 BPS circle \[9, 10, 11\] under the replacement \( g_2^2 N \rightarrow -g_2^2 N A(A + 4\pi)/4\pi^2 \). This expression is also equal to that of the Wilson loop in the Gaussian matrix model. One difference with respect to the circle is the change in sign on the coupling, which has the effect of replacing the modified Bessel function \( I_1 \) with the regular one \( J_1 \). This function has oscillatory behavior at large \( \lambda \), where the Wilson loop is described by a string, suggesting that the string dual should be Lorentzian.

Another difference from the circle, or more generally the loops on \( S^2 \), is that on \( \mathbb{H}_2 \) there are non compact loops that go off to infinity. Such loops are interesting since they asymptote to the light-cone and are therefore similar to light-like cusped Wilson loops that have been used to calculate scattering amplitudes. In these cases it is unclear how the reduction to YM\(_2\) would work. It is still true that the effective propagator is the same as in the lower dimensional theory, but a non-compact curve is not completely gauge invariant. Large gauge transformations will change its expectation value and therefore one cannot rely on the gauge invariance of the two-dimensional theory and perform the calculation in the light-cone gauge. It is therefore left as a question whether the non compact loops are also captured beyond the leading level by two-dimensional YM in some gauge.

## 2.5 String theory description: Complexification and de-Sitter space

We now discuss some of the basic properties of the string theory duals \[30, 31\] of the BPS Wilson loops on \( \mathbb{H}_3 \). The issue we would like to address is that for these loops the scalar couplings are in general imaginary, hence the strings describing the loops will
live on a complexified $S^5$. The most general Wilson loop we constructed has complex
couplings to three scalars, so only three complex directions inside the complexified $S^5$
are turned on.

A general requirement for a Wilson loop to be BPS is that the strength of coupling
to the scalars is the same as that to the gauge fields. Viewing the gauge theory as
dimensionally reduced from $\mathcal{N} = 1$ in ten dimensions, the loop in ten dimensions has
to be light-like.

Therefore one usually considers a real coupling for a space-like Wilson loop, imaginary
coupling for a time-like one and no scalar couplings at all for a light-like loop in
4-dimensions. These loops then have a natural description in the $AdS_5 \times S^5$ dual of
the gauge theory.

But in general one may consider complex scalar couplings, where now the BPS-
condition is that they are light-like in a complexification of (six of the coordinates of)
the ten-dimensional space. Indeed in our construction (2.2) the scalar couplings are
complex.

In such situations the dual $AdS$ interpretation is rather subtle, and requires also
complexification. A related example is in the study of charged local operators in the
Euclidean gauge theory. The charged local operators (like the BMN ground state $\text{Tr} Z^J$
[32]) can be described semiclassically in the Lorentzian theory by particle trajectories
or giant gravitons. In the Euclidean theory, there is no real time and therefore one
cannot describe a real process of propagating from the boundary of $AdS_5$ into the bulk.
This can be resolved by considering a tunneling picture, or a complexification of the
space, which essentially Wick-rotates one of the directions on $S^5$ (see the discussion in
[33]).

In the case of the Wilson loops on $S^3$ coupled to three scalars, the dual string is on
an $H_4 \times S^2$ subspace of $AdS_5 \times S^5$. This subspace can be represented in terms of the
coordinates
\[
 ds^2 = \frac{1}{z^2} \left( dz^2 + dx_1^2 + dx_2^2 + dx_3^2 + dx_4^2 \right) + dy_1^2 + dy_2^2 + dy_3^2 ,
\]
subject to the constraints
\[
 z^2 + x_1^2 + x_2^2 + x_3^2 + x_4^2 = 1 , \quad y_1^2 + y_2^2 + y_3^2 = 1 .
\]
The first condition is the extension into the bulk of the condition of being on $S^3$ on
the boundary, while the second is that of $S^2 \subset \mathbb{R}^3$.

We want to modify this setup for the case at hand, of the Wilson loops on $H_3$. Now
some of the scalar couplings may be complex, and hence the $y_i$ coordinates too. We
consider in detail only loops on $H_2$, for which only one of the three scalar couplings
becomes imaginary while the others remain real. Wick-rotating \( y_3 = iy_0 \) and \( x_4 = ix_0 \) and setting \( x_3 = 0 \) we get
\[
\begin{align*}
 ds^2 &= \frac{1}{z^2} \left( dx^2 - dx_0^2 + dx_1^2 + dx_2^2 \right) - dy_0^2 + dy_1^2 + dy_2^2 , \\
 x_0^2 - z^2 - x_1^2 - x_2^2 &= 1 , \\
 -y_0^2 + y_1^2 + y_2^2 &= 1 .
\end{align*}
\] (2.32)

Now the \( y_i \) coordinates parameterize de-Sitter space \( dS_2 \) with Lorentzian signature. Any non-trivial string embedding into this space will be of a string with Lorentzian world-sheet and hence the string should propagate also on a Lorentzian submanifold of \( AdS_4 \). Alas, the extra condition on the \( x_i \) and \( z \) coordinates imply that the string moves in an \( H^3 \) subspace of \( AdS_4 \), which is a Euclidean submanifold.

To resolve this issue we propose to Wick-rotate instead of \( x_0 \), both \( x_1 \) and \( x_2 \) (which is very similar to rotating \( x_0 \) and \( z \)). This gives
\[
\begin{align*}
 ds^2 &= \frac{1}{z^2} \left( dz^2 + dx_0^2 - dx_1^2 - dx_2^2 \right) - dy_0^2 + dy_1^2 + dy_2^2 , \\
 x_0^2 + z^2 - x_1^2 - x_2^2 &= 1 , \\
 -y_0^2 + y_1^2 + y_2^2 &= 1 .
\end{align*}
\] (2.33)

Now \( x_i \) and \( z \) parametrize the three-dimensional de-Sitter space \( dS_3 \). To see that define the embedding coordinates
\[
X_0 = \frac{x_0}{z} , \quad X_1 = \frac{x_1}{z} , \quad X_2 = \frac{x_2}{z} , \quad X_3 = \frac{1}{z} .
\] (2.34)

The metric (2.33) reduces to the flat metric for these coordinates with signature \((+,-,-,-)\) and the constraint
\[
X_0^2 - X_1^2 - X_2^2 - X_3^2 = -1 .
\] (2.35)

In this space we can embed strings with Lorentzian world-sheets.

In attempts to quantize gravity on de-Sitter space its similarity to \( AdS \) space is often employed (see e.g. [34, 35, 36]). This similarity is realized here by the fact that the target space of our \( \sigma \)-model seems to be automatically continued from \( AdS_3 \times S^2 \) to \( dS_3 \times dS_2 \). We will refrain, however, from trying to interpret our results as a holographic realization of de-Sitter space and view it rather as an analytical continuation.

Yet, for practical purposes we are dealing with de-Sitter space which raises some of the usual issues associated to that space, like the choice of global structure. Global de-Sitter space has two conformal boundaries, one at asymptotic past and one at asymptotic future. An alternative to that exists, where antipodal points are identified, giving \( dS/\mathbb{Z}_2 \) [37, 38]. Taking this choice in our case has the effect of limiting the range of \( y_0 \) to \( \mathbb{R}_+ \) and likewise for \( X_0 \). Since we got these spaces by a Wick-rotation, it is not entirely clear what the range of the coordinates is. While we do not have strong arguments against global de-Sitter space, it seems in the examples we study below that the interpretation in terms of the orbifold \( dS/\mathbb{Z}_2 \) is more natural.
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Figure 1: The hyperbolic line $x_2 = 0$ represented on the hyperboloid $x_0^2 - x_1^2 - x_2^2 = 1$ and its stereographic projection onto the Poincaré disc.

3 Examples

3.1 1/2 BPS hyperbolic line

Consider the hyperbolic line

$$x^\mu = (\cosh t, \sinh t, 0, 0), \quad -\infty < t < \infty.$$  \hspace{1cm} (3.1)

We can immediately read from (2.2) that the three scalar couplings will be given by

$$\omega_i = (1, 0, 0) \, dt,$$  \hspace{1cm} (3.2)

so it has constant coupling to a single scalar $\Phi^1$. Checking the supersymmetry variation of this loop one finds that it is annihilated by half the supercharges, just like the straight line or circle.

One may be quite surprised by this, it is generally assumed that the only half-BPS Wilson loops are the straight line and the circle, which are related to each other by a conformal transformation. That is indeed true in Euclidean $\mathbb{R}^4$, but on Minkowski space there are some more possibilities: The space-like hyperbolic line like (3.1) is clearly a boost of the line in the $x^1$ direction and likewise there is the time-like hyperbolic line

$$x^\mu = (\sinh t, \cosh t, 0, 0).$$  \hspace{1cm} (3.3)

This curve is conformal to a time-like straight line and with a constant (imaginary) scalar coupling will also be 1/2 BPS.
Figure 2: A representation of the minimal surface for the hyperbolic line. The vertical direction represents the “AdS direction” \( z = \sqrt{x_0^2 - x_1^2 - 1} \). The blue line is at the boundary and the thin lines at constant \( z \) are a natural choice for a cutoff on the world-sheet.

In fact this second line belongs to another family of BPS loops that may be constructed on a 3-dimensional de-Sitter subspace of Minkowski space. We will not study them in this paper.

Using the representation (2.17), the Wilson loop is given by \( \zeta = \tanh \frac{t}{2} \). Then expanding the loop to second order and using (2.19) we find

\[
\langle W \rangle = 1 - g_{\text{id}}^2 N \frac{1}{2} 2 \frac{\pi^2}{4} \int dt_1 dt_2 \frac{2\dot{\zeta}(t_1)\dot{\zeta}(t_2)}{(1 - \zeta(t_1)^2)(1 - \zeta(t_2)^2)} + \cdots
\]

As for the case of the circle [9], the integrand, which is the combined propagator, is a constant \((1/2)\) thus

\[
\langle W \rangle = 1 - \lambda \frac{1}{32\pi^2} \int dt_1 dt_2 + \cdots = 1 - \lambda \frac{1}{32\pi^2} (2T)^2 + \cdots
\]

where \( T \) is a cutoff on the parameter \( t \), corresponding to taking the two endpoints

\[
(x_0, x_1) = (\cosh T, - \sinh T), \quad (x'_0, x'_1) = (\cosh T, \sinh T).
\]

Unlike the circle, this Wilson loop suffers from infra-red divergences, which occur also in some of the other examples of Wilson loops listed below. These divergences have to do with the fact that the curves are not compact and their physical meaning will be studied elsewhere.

We turn now to finding the string dual to this Wilson loop. The loop only couples to a single scalar \( \Phi^1 \) and has a real coupling. Therefore we do not need to consider the embedding of the string into a complexified \( AdS_5 \times S^5 \). Rather the string is localized
at a constant point $y_2 = y_3 = 0$ on $S^5$. For the $AdS_5$ solution we consider an $AdS_3$ subspace with metric
\[ ds^2 = \frac{1}{z^2}(dz^2 - dx_0^2 + dx_1^2). \] (3.7)

The string surface should end along the curve $x_0^2 - x_1^2 = 1$ on the boundary at $z = 0$. From symmetry considerations (and since it is conformal to the straight line and to the circle) we know that the string will span an $H_2$ subspace of target space which is given by the equation
\[ z^2 = x_0^2 - x_1^2 - 1. \] (3.8)

This can be verified, of course, by checking the equations of motion. The simplest way to write them is to make a change of coordinates
\[ x_0 = e^w \cosh \alpha \cosh t, \quad x_1 = e^w \cosh \alpha \sinh t, \quad z = e^w \sinh \alpha, \] (3.9)
which gives the metric
\[ ds^2 = \frac{1}{\sinh^2 \alpha} (-dw^2 + d\alpha^2 + \cosh^2 \alpha dt^2). \] (3.10)

Now we take the world-sheet coordinates $\sigma$ and $\tau$ and the ansatz
\[ w = w(\sigma), \quad \alpha = \alpha(\sigma), \quad t = \tau. \] (3.11)

This ansatz is consistent and leads to the action
\[ S = \sqrt{\lambda} \int d\sigma d\tau \frac{1}{\sinh^2 \alpha} (-w'^2 + \alpha'^2 + \cosh^2 \alpha \ dt^2). \] (3.12)

Clearly $w$ is cyclic and setting it to a constant will solve the equations of motion.

The Virasoro constraint is
\[ \alpha'^2 = \cosh^2 \alpha, \] (3.13)
and is solved (up to a trivial shift of $\sigma$) by
\[ \tanh \alpha = \sin \sigma, \quad 0 \leq \sigma < \frac{\pi}{2}. \] (3.14)

It is easy to check that this also solves the equation of motion of $\alpha$, and indeed is a parametrization of the surface $z^2 = x_0^2 - x_1^2 - 1$.

An alternative way of finding this solution (as was done for the circle in [39]) is starting with the solution for the straight line along the $x_1$ direction at $x_0 = 0$, which will simply span the $z$ direction and act on it with the $AdS_5$ isometry dual to the boost in the $x_0$ direction
\[ x_0 \to \frac{1 + x_1^2 + z^2}{1 - x_1^2 - z^2}, \quad x_1 \to \frac{2x_1}{1 - x_1^2 - z^2}, \quad z \to \frac{2z}{1 - x_1^2 - z^2}. \] (3.15)
This clearly is the same surface satisfying the constraint (3.8) parametrized in a different way than above.

Yet another alternative to finding this solution are the techniques presented in [15].

The classical action for this solution diverges and requires regularization. The area is

\[ S_{\text{cl.}} = \frac{\sqrt{\lambda}}{2\pi} \int d\sigma d\tau \frac{1}{\sin^2 \sigma} = \frac{\sqrt{\lambda}}{2\pi} \int d\tau \left[ \frac{1}{z_{\text{min}}} - \frac{1}{z_{\text{max}}} \right]. \] (3.16)

\( z_{\text{min}} \) is a cutoff near the boundary of space and is usually discarded. \( z_{\text{max}} \) is the maximal value of \( z \) on the world-sheet and if we take \( z_{\text{max}} \to \infty \), we get that the classical action vanishes.

Another possible prescription is to impose a cutoff at fixed \( x_0 \). Then ignoring the divergence from \( z_{\text{min}} \) in (3.16) we have

\[ S_{\text{cl.}} = -\frac{\sqrt{\lambda}}{2\pi} \int d\tau \frac{\cosh \tau}{\sqrt{x_0^2 - \cosh^2 \tau}} = -\frac{\sqrt{\lambda}}{2}, \] (3.17)

which is half of the result for the circle. Thus depending on the choice of cutoff we have the same result as for half the circle or the line. This is not surprising, since the hyperbolic line is conformal to a segment on the line or circle.

Since we are dealing with a supersymmetric Wilson loop it seems more natural, though, to follow the prescription of [40], adding a total derivative term

\[ S_{\text{cl.}} = \frac{\sqrt{\lambda}}{2\pi} \int d\sigma d\tau \left( \frac{1}{\sin^2 \tau} + \left( z'/z \right)' \right) = \frac{\sqrt{\lambda}}{2\pi} \int d\sigma d\tau \frac{1}{\cos^2 \sigma} = \frac{\sqrt{\lambda}}{2\pi} \int d\tau z_{\text{max}} \] (3.18)

This expression does not diverge in the UV, near \( z \sim 0 \), but it does diverge in the IR, for large \( z \). Again, a possible regularization prescription is to integrate the world-sheet up to a cutoff \( x_0 = \cosh T \). This gives

\[ \frac{\sqrt{\lambda}}{2\pi} \int d\tau \frac{\sqrt{x_0^2 - \cosh^2 \tau}}{\cosh \tau} = \frac{\sqrt{\lambda}}{2} (\cosh T - 1). \] (3.19)

This is proportional to the area on \( \mathbb{H}_2 \) of half a circle of radius \( \zeta = \tanh \frac{T}{2} \), which also appears in the gauge theory result (2.29). Note though, that the result in (2.29) corresponded to closed curves, while the hyperbolic line is not. Furthermore the extrapolation of (2.29) to large \( \lambda \) gives an oscillating function, while the result we find in the \( AdS \) calculation is real.

Another alternative is to simply keep a fixed IR cutoff \( z_{\text{max}} \) which gives

\[ \frac{\sqrt{\lambda}}{2\pi} 2Tz_{\text{max}}. \] (3.20)
Note that the string world-sheet is open at future infinity (as is the dual Wilson loop operator), so there are different ways to add total derivatives which contribute differently in the infra-red. Furthermore, the string solution itself depends on a choice of behavior at future infinity, not only at the boundary at $z \to 0$. The solution (3.8) should be the only one preserving 1/2 of the supercharges, though these supercharges are probably broken by the cutoff $T$. It is not altogether obvious how to match regularization prescriptions in string theory and the gauge theory that break the supersymmetry in a similar way.

Some issues related to this, and to the existence of other solutions with different behavior at future infinity will be presented elsewhere.

Since this loop is conformal to the line, all the known descriptions of that Wilson loop could be adapted to this case. They include the D3-brane and D5-brane descriptions appropriate for loops in representations of dimension of order $N$ \cite{30, 41, 42, 43, 44, 45}, or the full back-reacted “bubbling geometries” appropriate for loops in representations of dimension of order $N^2$ \cite{46, 47, 48, 49}. Likewise it is possible to calculate the correlation function of this Wilson loop with chiral primary operators in all the different pictures \cite{39, 50, 51}.

### 3.2 1/4 BPS hyperbolic cusp

A geodesic on $\mathbb{H}_2$, as mentioned before, is 1/2-BPS and is the analog of a great circle on $S^2$. Any two such lines will share 1/4 of the supercharges. Of course on $S^2$ any two great circles will cross, while on $\mathbb{H}_2$ there are non-intersecting geodesics. Non-intersecting circles exist on $S^3$, for example the Hopf-fibers, which indeed were an interesting example studied in \cite{2, 4}.

But the intersecting circles were also interesting, since one can then make a closed loop out of two half-circles and it is 1/4-BPS, which is the “longitudes” example in \cite{2, 4} (see also \cite{13, 14}). Now instead we can consider two hyperbolic rays meeting at a point

$$x^\mu = \begin{cases} 
(cosh t, \sinh t, 0, 0), & t < 0, \\
(cosh t, -\cos \delta \sinh t, \sin \delta \sinh t, 0), & t > 0.
\end{cases} \quad (3.21)$$

The scalar couplings are

$$\omega_i = \begin{cases} 
(1, 0, 0) dt, & t < 0, \\
(-\cos \delta, \sin \delta, 0) dt, & t > 0.
\end{cases} \quad (3.22)$$

As mentioned above, a hyperbolic line is conformal to a straight line, and thus this “hyperbolic-cusp” is conformal to a cusp in the $(x^1, x^2)$ plane. Explicitly (3.21) can be
Figure 3: A cusp made of two hyperbolic rays and its projection to the Poincaré disc.

written in terms of the complex coordinates on the unit disc through (2.17) as

\[ \zeta = \begin{cases} \tanh \frac{t}{2}, & t < 0, \\ e^{i(\pi-\delta)} \tanh \frac{t}{2}, & t > 0. \end{cases} \tag{3.23} \]

The Wilson loop made from this cusp in the \((x_1, x_2)\) plane and the above scalar couplings will be also BPS, it is in the class of operators constructed in [5]. The string solution describing this loop was written down in [4] and it can be mapped then to the desired configuration by the \(AdS_5\) isometry which extends the conformal transformation (2.17) to the bulk.

We repeat here the calculation of the string surface, using the Polyakov action and the conformal gauge rather than the Nambu-Goto action as in [4].

Starting with \(AdS_4 \times S^1\) with metric

\[ ds^2 = \frac{1}{z^2} \left( dz^2 - dx_0^2 + dx_1^2 + dx_2^2 \right) + d\varphi^2, \tag{3.24} \]

we change coordinates to

\[ x_0 = e^w \coth \mu, \quad x_1 + ix_2 = r e^{i\phi} = \frac{e^{w+i\phi} \cos \nu}{\sinh \mu}, \quad z = \frac{e^w \sin \nu}{\sinh \mu}, \tag{3.25} \]

so the metric becomes

\[ ds^2 = \frac{1}{\sin^2 \nu} \left( d\mu^2 - \sinh^2 \mu dw^2 + dv^2 + \cos^2 \nu \, d\phi^2 \right) + d\varphi^2. \tag{3.26} \]

The boundary conditions for the string are at \(w = 0\) and it is a consistent ansatz to set \(w = 0\) along the entire world-sheet. This corresponds to the fact that the string is contained within an \(H_3 \times S^1\) subspace of \(AdS_5 \times S^5\) given by \(x_0^2 - r^2 - z^2 = 1\).
We take now the ansatz
\begin{align}
  w &= 0, \quad \mu = \mu(\tau), \quad \nu = \nu(\sigma), \quad \phi = \phi(\sigma), \quad \varphi = \varphi(\sigma).
\end{align}

Using dot for \( \partial_{\tau} \) and prime for \( \partial_{\sigma} \), the action for a Euclidean string world-sheet is
\begin{align}
  S &= \frac{\sqrt{\lambda}}{4\pi} \int d\tau d\sigma \left( \frac{1}{\sin^2 \nu} (\mu^2 + \nu'^2 + \cos^2 \nu \phi'^2) + \varphi'^2 \right).
\end{align}

Since the only \( \tau \) dependence is in \( \dot{\mu} \), it has to be a constant \( p \). Beyond that there are two obvious conserved quantities
\begin{align}
  E &= \cot^2 \nu \phi', \quad J = \varphi',
\end{align}
where we chose the names since one is related to motion on \( AdS \) and the other on the sphere, but not too much should be read into that choice of symbols.

Lastly there is the Virasoro constraint
\begin{align}
  p^2 &= \nu'^2 + \sin^2 \nu \left( E^2 \tan^2 \nu + J^2 \right).
\end{align}

These sets of equations can be solved for general \( E, J \) and \( p \), but they are particularly simple in the BPS case, when \( E^2 = J^2 = 1 - p^2 \), which will turn out to be the relevant case for us (we take them all positive). We find
\begin{align}
  \nu^2 &= 1 - \frac{1 - p^2}{\cos^2 \nu}.
\end{align}
\( \nu \) varies from zero at the boundary of \( AdS \) to a maximal value \( \sin \nu = p \), at which point \( \nu' = 0 \) and then it turns back towards the boundary.

The equation for \( \nu \) (3.31) integrates to
\begin{align}
  \sin \nu &= p \sin \sigma.
\end{align}
Using the conservation equations
\begin{align}
  \phi' &= \sqrt{1-p^2} \tan^2 \nu = \sqrt{1-p^2} \frac{p^2 \sin^2 \sigma}{1-p^2 \sin^2 \sigma}, \quad \varphi' = \sqrt{1-p^2},
\end{align}
we can integrate \( \phi \) and \( \varphi \)
\begin{align}
  \tan(\phi + \sqrt{1-p^2} \sigma) &= \sqrt{1-p^2} \tan \sigma, \quad \varphi = \sqrt{1-p^2} \sigma.
\end{align}

Going back to the original coordinates (3.25) we have
\begin{align}
  x_0 &= \coth p\tau, \quad x_1 + ix_2 = \frac{e^{-i\sqrt{1-p^2} \sigma} (\cos \sigma + i \sqrt{1-p^2 \sin \sigma})}{\sinh p\tau}, \quad z = \frac{p \sin \sigma}{\sinh p\tau}.
\end{align}
This solution approaches the boundary at $\sigma = 0$, where $\phi = 0$ and at $\sigma = \pi$ where $\phi = (1 - \sqrt{1 - p^2})\pi$. This means that $p$ is related to the opening angle $\delta$ in (3.21) by
\[ p = \frac{1}{\pi} \sqrt{\delta(2\pi - \delta)}. \] (3.36)

We wish to evaluate the action of the classical string solution. Integrating the area gives a divergent result, proportional to the length of the curve $2T$. As discussed in the previous section, there are different possible regularizations. Here we follow [40] and add a total derivative term
\[ S_{\text{cl.}} = \frac{\sqrt{\lambda}}{2\pi} \int d\sigma d\tau \left( \frac{1}{\sin^2 \sigma} + \frac{z''z - z'^2 + \dot{z}z - \dot{\dot{z}}^2}{z^2} \right) = \frac{\sqrt{\lambda}}{2\pi} \int d\sigma p \left( \coth p\tau_{\text{min}} - 1 \right). \] (3.37)

The total derivative eliminated the divergence from the small $z$ region, but the integral is still divergent and it is left to specify the boundary of the world-sheet along which the $\sigma$ integral is to be performed.

One regularization is to consider the world-sheet up to a fixed value of $x_0 = \cosh T = \coth p\tau_{\text{min}}$ giving
\[ \frac{\sqrt{\lambda}}{2} p (\cosh T - 1) = \frac{\sqrt{\lambda}}{2\pi} \sqrt{\delta(2\pi - \delta)} (\cosh T - 1). \] (3.38)

This is the analog of (3.19), and again is proportional to the area bounded by the cusp and the cutoff on $x_0$.

An alternative regularization is to restrict the world-sheet to $z \leq z_{\text{max}}$ and $x_0 \leq \cosh T$. Now the range of integration is a bit more complicated. For $0 \leq \sin \sigma \leq z_{\text{max}}/p\sinh T$ we take $\coth p\tau_{\text{min}} = \cosh T$, while in the rest of the interval we need to restrict to $\coth p\tau_{\text{min}} = \sqrt{z_{\text{max}}^2 + p^2 \sin^2 \sigma}/p \sin \sigma$. This gives
\[ S_{\text{cl.}} = \frac{\sqrt{\lambda}}{2\pi} \left[ 2p \cosh T \arcsin \frac{z_{\text{max}}}{p \sinh T} - \pi p + \int d\sigma \frac{\sqrt{z_{\text{max}}^2 + p^2 \sin^2 \sigma}}{\sin \sigma} \right] \] (3.39)
\[ = \frac{\sqrt{\lambda}}{\pi} \left[ p \cosh T \arcsin \frac{z_{\text{max}}}{p \sinh T} - p \arcsin \frac{z_{\text{max}} \cosh T}{\sqrt{p^2 + z_{\text{max}}^2}} + z_{\text{max}} \arccosh \frac{p \cosh T}{\sqrt{p^2 + z_{\text{max}}^2}} \right]. \]

### 3.3 Constant curvature curves: 1/4 BPS circle

A special class of curves on $\mathbb{H}_2$ are those with constant curvature. The analog curves on a sphere are latitudes, while on hyperbolic spaces there are two possibilities: Circles and non-compact lines.
A circle is given by constant $x_0$

$$x = (\cosh v_0, \sinh v_0 \cos t, \sinh v_0 \sin t, 0), \quad 0 \leq t \leq 2\pi.$$  \hspace{1cm} (3.40)

Our prescription (2.2) gives periodic scalar couplings

$$\omega_i = \sinh v_0 ( -\cosh v_0 \sin t, \cosh v_0 \cos t, i \sinh v_0 ) \, dt.$$  \hspace{1cm} (3.41)

This loop preserves 8 supercharges, just like the latitude on $S^2$, as can be easily verified by studying (2.5), (the details can be found in [22]).

In perturbation theory this loop is a lot like the latitude on $S^2$ [12], which in turn is a lot like the usual circle [9]. The combined gauge-field plus scalar propagator (2.19) is a constant

$$\left\langle (iA^a_{\mu} dx^\mu + \Phi^i a \omega_i)(iA^b_{\mu} dx'^{\mu} + \Phi^i b \omega'_i) \right\rangle = -\frac{g^2_{id} \delta^{ab}}{8\pi^2} \sinh^2 v_0 \, dt \, dt'.$$  \hspace{1cm} (3.42)

Likewise the interaction graphs at order $g^2_{id}$ cancel in the Feynman gauge. So one would expect that as in the other cases, the entire perturbative series will be captured by the Gaussian matrix model, which in the planar approximation gives (2.29)

$$\langle W \rangle \simeq \frac{2}{\sqrt{\lambda} \sinh v_0} J_1 \left( \sqrt{\lambda} \sinh v_0 \right).$$  \hspace{1cm} (3.43)

We turn now to finding the string dual of this Wilson loop. Unlike the previous two examples, the line and cusp, in this case the scalar couplings (3.41) are complex. Therefore we will not be able to embed the string dual in $AdS_5 \times S^5$, rather we need to consider a complexification of this space.
Figure 5: A representation of the minimal surface solutions for the circle on the hyperboloid. (a.) The AdS metric is Wick-rotated to $dS_3$ where the string fills half of a $dS_2$ subspace bounded by the blue circle at $z = 0$. The $S^2 \subset S^5$ is Wick-rotated to $dS_2$ where the boundary values are again represented by the blue circle. The surface either covers the part of space above the circle (b.) or below the circle (c.) where the string is represented on the orbifold $dS_2/\mathbb{Z}_2$, so the surface is reflected back up from the $y_0 = 0$ plane.

In the case of the latitude the string solution is given in the metric (2.30) by [52, 12]

\[
\begin{align*}
x_1 + ix_2 &= \frac{e^{i\tau} \tanh \sigma_0}{\cosh \sigma}, & x_3 &= \frac{1}{\cosh \sigma_0}, & z &= \tanh \sigma_0 \tanh \sigma, \\
y_1 + iy_2 &= \frac{e^{i\tau}}{\cosh(\sigma_0 \pm \sigma)}, & y_3 &= \tanh(\sigma_0 \pm \sigma).
\end{align*}
\tag{3.44}
\]

This loop ends at the boundary at $\sigma = 0$ along the latitude at $|x_1 + ix_2| = \tanh \sigma_0$ and $x_3 = 1/\cosh \sigma_0$.

Now we want to consider instead a loop ending along the circle with $|x_1 + ix_2| > 1$, which can be represented by an imaginary $\sigma_0$. We therefore Wick-rotate both $\sigma$ and $\sigma_0$ in the latitude solution into

\[
\begin{align*}
x_1 + ix_2 &= \frac{e^{i\tau} \tan \sigma_0}{\cos \sigma}, & x_0 &= \frac{1}{\cos \sigma_0}, & z &= \tan \sigma_0 \tan \sigma, \\
y_1 + iy_2 &= \frac{e^{i\tau}}{\cos(\sigma_0 \pm \sigma)}, & y_0 &= \tan(\sigma_0 \pm \sigma).
\end{align*}
\tag{3.45}
\]

While the original solution satisfied

\[
\begin{align*}
z^2 + x_1^2 + x_2^2 + x_3^2 &= 1, & y_1^2 + y_2^2 + y_3^2 &= 1,
\end{align*}
\tag{3.46}
\]

this new configuration satisfies

\[
\begin{align*}
z^2 + x_0^2 - x_1^2 - x_2^2 &= 1, & y_1^2 + y_2^2 - y_0^2 &= 1.
\end{align*}
\tag{3.47}
\]
This indeed fits a target space Wick-rotated to the metric (2.33).

One can easily check that (3.45) is a solution of the equations of motion for a string with Lorentzian world-sheet in the metric (2.33)

\[ S = \frac{\sqrt{\lambda}}{4\pi} \int d\tau d\sigma \left( \frac{z'^2 + x'^2_0 - x'^2_1}{z^2} - y'^2_0 + y'^2_1 + y'^2_2 - y'^2_1 - y'^2_2 \right. \]

\[ \left. + \Lambda(y'^2_1 + y'^2_2 - y'^2_0 - 1) \right) \]  

(3.48)

On the classical solution this is equal to

\[ S_{cl.} = \sqrt{\lambda} \int d\sigma \left( \frac{1}{\sin^2 \sigma} - \frac{1}{\cos^2(\sigma_0 \pm \sigma)} \right). \]  

(3.49)

We have not specified the range of \( \sigma \) integration. \( \sigma = 0 \) is the boundary of space, where we should impose \( y_0 = \tan \sigma_0 = \sinh v_0 \). There is the usual UV divergence, which can be removed by adding a total derivative \( (z''z - z'^2)/z^2 \). At \( \sigma \to \pi/2 \) the solution reaches \( |x_1 + ix_2| \to \infty \), which is a reasonable end for that part of the solution. For the \( y_0 \) coordinate it seems like we should also allow it to go to infinity, corresponding to \( \sigma = \pi/2 \mp \sigma_0 \). Then we have

\[ S_{cl.} = \sqrt{\lambda} \int d\sigma \left( \frac{1}{\cos^2 \sigma} - \frac{1}{\cos^2(\sigma_0 \pm \sigma)} \right) = \sqrt{\lambda} \left( \tan \sigma \mp \tan(\sigma_0 \pm \sigma) \right). \]  

(3.50)

With this peculiar choice of boundary conditions the divergences at \( \sigma = \pi/2 \) for the first term and from \( \sigma = \pi/2 \mp \sigma_0 \) for the second term cancel and we end up with the contribution from \( \sigma = 0 \)

\[ S_{cl.} = \pm \sqrt{\lambda} \tan \sigma_0 = \pm \sqrt{\lambda} \sinh v_0. \]  

(3.51)

The choice of sign corresponds to two solutions one where \( y_0 \to \infty \) and the other where \( y_0 \to -\infty \). Together we get that the expectation value of this Wilson loop behaves like

\[ \langle W_{\text{circle}} \rangle \sim \sum_{\pm} e^{iS_{cl.}} \sim \cos \left( \sqrt{\lambda} \sinh v_0 \right). \]  

(3.52)

This agrees with the matrix model result (3.43).

It should be possible to find the D3-brane dual to this Wilson loop in analogy to the calculation in [23] as well as its coupling to chiral primary operators [53].

### 3.4 Constant curvature curves: 1/4 BPS hyperbolic line

The other class of constant curvature curves on \( \mathbb{H}_2 \) is that of hyperbolic lines whose curvature does not match that of the underlying space. Such a line is given by

\[ x = (\cosh v_0 \cosh t, \cosh v_0 \sinh t, \sinh v_0, 0), \quad -\infty < t < \infty, \]  

(3.53)
and the scalar couplings are now hyperbolic
\[
\omega_i = \cosh v_0 (\cosh v_0, -\sinh v_0 \sinh t, -i \sinh v_0 \cosh t) \, dt .
\] (3.54)

Like the previous example, this loop also preserves 8 supercharges. And yet again, the combined propagator is a constant
\[
\langle (i A^i_\mu dx^\mu + \Phi^i_\omega_i)(i A^b_\mu dx'^\mu + \Phi^b_\omega_i') \rangle = -\frac{g^2_4 g^{ab}}{8\pi^2} \cosh^2 v_0 \, dt \, dt' .
\] (3.55)

Unlike the previous example, though, it is not easy to sum up ladder diagrams. This Wilson loop is non-compact and the calculation diverges at both ends of the line. As the situation in the simpler case of the 1/2 BPS hyperbolic line is complicated enough, we do not try to resolve the issues associated with these divergences here.

In considering the string dual we take the solution of the latitude on $S^2$ (3.44) and analytically continue $\tau \to i\tau$ and $\sigma_0 \to \sigma_0 - i\pi/2$. This gives
\[
\begin{align*}
x_0 &= \frac{\cosh \tau \coth \sigma_0}{\cosh \sigma} , & x_1 &= \frac{\sinh \tau \coth \sigma_0}{\cosh \sigma} , & x_2 &= \frac{1}{\sinh \sigma_0} , & z &= \coth \sigma_0 \tanh \sigma , \\
y_1 &= \coth(\sigma_0 \pm \sigma) , & y_2 &= -\frac{\sinh \tau}{\sinh(\sigma_0 \pm \sigma)} , & y_0 &= \frac{\cosh \tau}{\sinh(\sigma_0 \pm \sigma)} .
\end{align*}
\] (3.56)

where we have relabeled the coordinates and Wick rotated three of them. This solution is now embedded in a target-space with metric (2.33).

The boundary conditions are satisfied for $\sinh \sigma_0 = 1/\sinh v_0$ and it is easy to check that this is a solution of the equations of motion for a Lorentzian world-sheet. As $\sigma \to \infty$ the world-sheet approaches the curve given by $z = \cosh v_0$, $x_2 = \sinh v_0$.
and $x_0 = x_1$. The world-sheet has to be analytically continued and we find another patch of the solution with

\[
\begin{align*}
    x_0 &= \frac{\sinh \tau \coth \sigma_0}{\sinh \sigma}, & x_1 &= \frac{\cosh \tau \coth \sigma_0}{\sinh \sigma}, & x_2 &= \frac{1}{\sinh \sigma_0}, & z &= \coth \sigma_0 \coth \sigma, \\
    y_1 &= \tanh(\sigma_0 \pm \sigma), & y_2 &= \frac{\cosh \tau}{\cosh(\sigma_0 \pm \sigma)}, & y_0 &= \frac{\sinh \tau}{\cosh(\sigma_0 \pm \sigma)}.
\end{align*}
\]

Finally we need to add a third patch to the world-sheet which is identical to (3.56) only with negative $x_0$ and $y_1$.

The resulting string solution ends along two curves on the boundary. One on the original hyperboloid with $x_0 > 0$ and the other on the second hyperboloid with $x_0 < 0$. This has been forced on us through the analytical continuation of the solution. We note though that perhaps it is legitimate to consider only half of this solution. With the Wick-rotation of the coordinate $z$ the $AdS$ space has turned into $dS$ and away from $x_0 = z = 0$ we can do the same $\mathbb{Z}_2$ identification on this space as we did on the de-Sitter space that replaced $S^2$. Then the solution will be given by one patch like (3.56) and half of (3.57), with $x_0 \geq 0$. 

Figure 7: A representation of the minimal surface solutions for the 1/4 BPS hyperbolic line. (a.) The string ends on two lines on the hyperboloids with positive and negative $x_0$, but one can consider only half of the world-sheet, assuming the string dual lives on $dS_3/\mathbb{Z}_2$. The red dotted lines are the borders between the coordinate patches described in the text. For the correlator of two lines, the string should end also along two hyperbolic lines on $dS_2$ (b.) and the string goes to one side and is reflected from infinity back. If considering just a single line, it should be enough to take only the piece of the string going to the right as in (c.), or to the left.
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