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ABSTRACT. We consider a multiscale system of stochastic differential equations in which the slow component is perturbed by a small fractional Brownian motion with Hurst index $H > 1/2$ and the fast component is driven by an independent Brownian motion. Working in the framework of Young integration, we use tools from fractional calculus and weak convergence arguments to establish a Large Deviation Principle in the homogenized limit, as the noise intensity and time-scale separation parameters vanish at an appropriate rate. Our approach is based in the study of the limiting behavior of an associated controlled system. We show that, in certain cases, the non-local rate function admits an explicit non-variational form. The latter allows us to draw comparisons to the case $H = 1/2$ which corresponds to the classical Freidlin-Wentzell theory. Moreover, we study the asymptotics of the rate function as $H \to 1/2^+$ and show that it is discontinuous at $H = 1/2$.

1. Introduction

In this paper we study the asymptotic tail behavior of the following multiscale system of Stochastic Differential Equations (SDEs)

$$
\begin{align*}
\dd X^\epsilon_H &= \left[ \frac{\sqrt{\epsilon}}{\sqrt{\eta}} b(Y^\epsilon_H) + c(X^\epsilon_H, Y^\epsilon_H) \right] \dd t + \sqrt{\epsilon} \left[ \sigma_1(X^\epsilon_H, Y^\epsilon_H) \dd B^H + \sigma_2(X^\epsilon_H, Y^\epsilon_H) \dd W \right], \\
\dd Y^\epsilon_H &= \frac{1}{\sqrt{\eta}} \left[ f(Y^\epsilon_H) + \sqrt{\epsilon} g(X^\epsilon_H, Y^\epsilon_H) \right] \dd t + \frac{1}{\sqrt{\eta}} \tau(Y^\epsilon_H) \dd W,
\end{align*}
$$

where $t > 0$, $\epsilon > 0$ is a small parameter and $\eta = \eta(\epsilon)$ is a time-scale separation parameter that vanishes as $\epsilon$ goes to zero. Here, $B^H$ is a $k$-dimensional fractional Brownian motion (fBm) with Hurst index $H \in (1/2, 1)$, $W$ is a standard $\ell$-dimensional Brownian motion independent of $B^H$ and the pair $(B^H, W)$ is defined on a complete filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$. The process $X^\epsilon_H$ is driven by small noise of intensity $\sqrt{\epsilon}$ and shall be called the slow motion, while the process $Y^\epsilon_H$ evolves on a time-scale of order $1/\eta$ and can be thought of as the fast motion. Throughout this work we assume that $\sqrt{\epsilon}/\sqrt{\eta}$ vanishes as $\epsilon$ goes to zero. Thus, the coefficients $b, g$ account for the effect of fast intermediate scales on the evolution of the slow and fast components respectively.

The typical (or effective) dynamics of the slow motion is described by the homogenized limit of $X^\epsilon_H$ as $\epsilon$ (and hence $\eta$) are taken to zero. In the case $H = 1/2$, $B^{1/2}$ is a standard Brownian motion and the corresponding homogenization theory of SDEs has been extensively studied; see e.g. [17, 27, 33, 43] as well as [3] (Chapter 3), [19] (Chapter 7), [34] (Chapters 11,18). The evolution of the limiting process depends upon the asymptotic behavior of the singular term $\frac{\sqrt{\epsilon}}{\sqrt{\eta}} b$, as well as the long-time behavior of the fast motion. Assuming that the latter is uniquely ergodic, we expect that the contribution of the fast variable to the dynamics of $X^\epsilon_H$ will be averaged with respect to the invariant measure of $Y^\epsilon_H$. Moreover, it turns out that the limiting contribution of the singular perturbation can be captured in terms of the solution of an associated Poisson equation (see e.g. Theorem 3 in [33]).

The development of averaging and homogenization theory in the case $H > 1/2$ has only recently attracted attention in the literature. From a modeling perspective, such systems provide a more accurate description of random phenomena that feature memory and long-range dependence. From a mathematical perspective, the study of these SDEs is challenging due to the fact that $B^H$ is neither Markovian nor a martingale. Thus, the tools of Ito calculus are no longer available and the analysis, i.e. estimates, well-posedness and properties of solutions, depends on the interpretation of the stochastic integral $\sigma_1 dB^H$. The reader is referred to [7, 23, 24, 35] for recent results on averaging, homogenization and analysis of the fluctuations around the typical dynamics, under different sets of assumptions on the coefficients. In particular, if $b = \sigma_2 = g = 0$, $\sigma_1(x, y) = \sigma_1(y)$ and $\sigma_1 dB^H$ is interpreted as a divergence integral (see e.g. [30]).
Section 5.2, Theorem 1 of [7] asserts that for each $T > 0$, there exists a small enough $p > 1$ such that $X^{\epsilon, \eta}$ converges in $L^p(\Omega; C([0, T]; \mathbb{R}^m))$ to the unique solution of the deterministic differential equation
\[
\begin{align*}
\frac{d\tilde{X}_t}{dt} &= \tilde{c}(\tilde{X}_t) \quad (\text{with } \tilde{X}_0 = x_0 \in \mathbb{R}^m),
\end{align*}
\]
where $\tilde{c}(x) = \int_{\mathbb{R}^m} c(x, y)d\mu(y)$ and $\mu$ is the unique invariant measure of the fast motion. The same conclusion can be recovered from Theorem 1.1 of [35] in the case where $b = \sigma_2 = g = 0$, $\sigma_1(x, y) = \sigma_1(x)$ and $\sigma_1 dB^H_t$ is interpreted as a pathwise Young integral in the sense of Zähle (see e.g. [45] and [30] Section 5.3.1).

The case where the coefficient $\sigma_1$ depends on both the slow and the fast variables presents additional challenges. These are related to the proof of estimates for the integral $\sigma_1 dB^H_t$ that are uniform over small values of $\epsilon$ and $\eta$. If the latter is a divergence integral, then standard estimates require bounds on the Malliavin derivative of $X^{\epsilon, \eta}$, which is then expressed in terms of its second Malliavin derivative, and lead to a closure problem (see e.g. Section 1 of [7] for a discussion of this issue). Turning to the setting of [35] (where $\epsilon = 1$ and $b = 0$), pathwise estimates for the Young integral require control over the Hölder seminorm of $Y^{\epsilon, H}$ which is unbounded with respect to $\epsilon$. Finally, the authors of [23] were able to overcome this issue by constructing an extension of the pathwise Young integral that is well defined for "rougher" integrands (we refer the reader to [23], Section 3.3 for more details).

As mentioned above, the homogenized limit describes the typical behavior of the slow motion and thus can be viewed as a Law of Large Numbers (LLN) for $X^{\epsilon, \eta}$. A subsequent step in the asymptotic analysis of such models lies in the study of large deviations from the LLN limit. In particular, the goal is to characterize the exponential decay rate of rare-event probabilities, as $\epsilon \to 0$, via an appropriate rate function. In the case $H = 1/2$, the Large Deviation Theory of multiscale SDEs has been well studied under different assumptions on the coefficients and interaction regimes between $\epsilon$ and $\eta$; see e.g. [11, 15, 18, 39] as well as [19], Chapter 7.4.

In the present work we aim to prove a Large Deviation Principle (LDP) for the slow motion $\bigl(\bigl[\bigr] \bigr)$, in the case where $\sigma_1 dB^H_t$ is a (pathwise) Young integral (see Definition 2.1 below) and $\sigma_2 dW_t$ is a standard Itô integral. The latter amounts to finding a rate function $\mathcal{S}_0^H : C([0, T]; \mathbb{R}^m) \to [0, \infty]$ with compact sublevel sets, such that for all bounded, continuous $h : C([0, T]; \mathbb{R}^m) \to \mathbb{R}$
\[
\lim_{\epsilon \to 0} \epsilon \log \mathbb{E}_0 \left[ e^{\delta \mathcal{S}_0^H(\phi)} \right] = - \inf_{\phi \in C([0, T]; \mathbb{R}^m)} \left[ \mathcal{S}_0^H(\phi) + h(\phi) \right],
\]
where, for each $T > 0$ and $x_0 \in \mathbb{R}^m$, $X^{\epsilon, \eta}_{t \in [0, T]}$ is the (unique) strong solution of (1) and $\mathbb{E}_0$ indicates that the initial condition is given by $x_0$.

Our approach is based on the weak convergence method, which connects the proof of Laplace asymptotics for $X^{\epsilon, \eta}$ to the limit of a stochastic control problem for an associated controlled slow-fast system. Due to its effectiveness in streamlining the proofs of LDPs, this method has been widely used in several different settings and its development can be traced to the monograph [14] (see also [5, 46] for the cases of Brownian motion and abstract Wiener spaces respectively). The weak convergence method relies on a variational formula for exponential functionals of the noise. To be more precise we have, for all bounded, continuous $h : C([0, T]; \mathbb{R}^m) \to \mathbb{R}$,
\[
- \epsilon \log \mathbb{E}_0 \left[ e^{\delta \mathcal{S}_0^H(\phi)} \right] = \inf_{u \in \mathcal{A}_0} \mathbb{E}_0 \left[ \frac{1}{2} ||u||^2_{\mathcal{H}_H \oplus \mathcal{H}_{1/2}} + h(X^{\epsilon, \eta, u}) \right],
\]
where, for any $H \in (1/2, 1)$, $\mathcal{H}_H \oplus \mathcal{H}_{1/2}$ is the Cameron-Martin space of the noise $(B^H_t, W)$ and $\mathcal{A}_0$ denotes the family of stochastic controls $u = (u_1, u_2)$ that are adapted to the common filtration $\{\mathcal{F}_t\}_{t \in [0, T]}$ and take values in $\mathcal{H}_H \oplus \mathcal{H}_{1/2}$ with probability 1. Here, $X^{\epsilon, \eta, u}$ corresponds to a controlled slow-fast pair $(X^{\epsilon, \eta, u}, Y^{\epsilon, \eta, u})$ (see (29) below) which results from (1) by perturbing the paths of the noise by an appropriately rescaled control. In view of (2) and (3), it becomes clear that the LDP follows after taking the limit, as $\epsilon \to 0$, of the right-hand side of (3). In particular, one needs to understand the limiting behavior of $X^{\epsilon, \eta, u}$ and, before doing so, prove tightness estimates for the family $\{X^{\epsilon, \eta, u}, \epsilon \ll 1, u \in \mathcal{A}_0\}$. The latter is the first technical part of the current work (Section 4). The main difficulties lie in the proof of uniform estimates for the pathwise integral $\sigma_1 dB^H_t$, as well as the presence of the stochastic controls. Taking advantage of the small-noise regime, we work with the standard Young integral and show tightness in the topology of an appropriate fractional Sobolev space by means of a fractional integration-by-parts formula (see Proposition 4.1).

Turning to the limiting behavior of $X^{\epsilon, \eta, u}$, note that the presence of stochastic controls $u$ implies that the invariant measure of $Y^{\epsilon, \eta, u}$ depends a priori on $u$. In order to characterize the weak limit points, we introduce a family of random occupation measures $P^u$ (30) that keep track of the stochastic controls and controlled process $Y^{\epsilon, \eta, u}$, as well as a notion of viable pairs (Definition 5.1). The latter are pairs of a trajectory and measure $(\phi, P)$ that capture both the limit
averaging dynamics of $X^{ε,η,α}$ and the long-time behavior of the controlled fast process $Y^{ε,η,α}$. Using these tools, we show in Theorem [3.1] that any limit point of the family $\{(X^{ε,η,α}, P^ε); ε \ll 1, u \in \mathcal{A}_0\}$, in the sense of convergence in distribution, is almost surely a viable pair. Moreover, our assumptions on $ε$ and $η$ lead to a decoupling of the controls and the limiting invariant measure of $Y^{ε,η,α}$. In particular, the measure $P$ satisfies $P(du dy dt) = Θ(du)σ(du)dydt$, where $Θ$ is a stochastic kernel characterizing the control and $μ$ is the invariant measure of the uncontrolled fast motion.

The viable pair construction has been successfully applied to prove LDPs in the case $H = 1/2$ (see e.g. Theorems 2.8 and 3.2 in [15] [39] respectively). What is different in our setting is the fact that the controls $u$ have two components $u_1, u_2$ that take values in different Cameron-Martin spaces. In particular, $u_1$ corresponds to the fBm $B^H$ and introduces a non-local term to the limiting dynamics of $X^{ε,η,α}$. The limit of this term as $ε \to 0$ can be expressed as an average with respect to the product measure $P \otimes P$, per Proposition [5.1]. With this characterization of limit points at hand, the Laplace Principle upper bound follows by an application of the Portmanteau lemma.

As in the case $H = 1/2$, the proof of the lower bound is more complicated because it relies on the explicit construction of approximate minimizing controls that asymptotically achieve the bound. An additional issue, that is completely absent when $H = 1/2$, is that the diffusion coefficient of the limiting dynamics is expressed in terms of a fractional integral operator acting on the time variable. Consequently, our proof makes use of a non-local "effective diffusivity" operator $Q_H$ [59], defined on a space of square integrable functions on $[0, T]$, which allows us to construct nearly-optimal controls by inverting the dynamics. The Laplace Principle lower bound, along with the compactness of the sublevel sets of $S^H$, complete the proof of our LDP, Theorem [3.2].

To the best of our knowledge, an LDP for slow-fast systems driven by fBm is established for the first time in this paper. Our contribution is twofold: first, we extend the classical theory to the setting of sublevel sets of operator $L^H$ upper bound follows by an application of the Portmanteau lemma. Second, we show that in certain cases the rate function $S^H$ has a non-variational form which is reminiscent of the classical Freidlin-Wentzell rate function $S^{1/2}$. Finally, we identify a functional $\tilde{Θ}$ has a non-variational form which is reminiscent of the classical Freidlin-Wentzell rate function $S^{1/2}$ (Condition [6.4] below) that allows us to consider a fully dependent effective diffusion $c(t)$ and show that $S^H(φ) \to \tilde{S}^{1/2}(φ)$, as $H \to 1/2^+$ for all functions $φ$ that satisfy certain regularity properties. Thus, we rigorously prove that $S^H$ is discontinuous at $H = 1/2$.

The rest of this paper is organized as follows: In Section 2 we introduce the necessary notation and a few preliminary facts on Young integrals, fractional Brownian motion and Cameron-Martin spaces. Then we state our assumptions for system (1). In Section 3 we give an outline of the weak convergence method and state our main results. Section 4 is devoted to the proof of tightness estimates for the family $\{X^{ε,η,α}; ε, u\}$ of controlled slow processes. In Section 5 we study the limiting behavior of the family $\{(X^{ε,η,α}, P^ε); ε, u\}$ where $P^ε$ are the occupation measures introduced in Section 2. The proof of the LDP for $X^ε$ is given in Section 6. In Section 7 we provide an explicit form of the rate function $S^H$, study its limit as $H \to 1/2^+$, and discuss its differences to the case $H = 1/2$. Finally, Section 8 contains a discussion of our conclusions and directions for future work, while Appendix B collects the proofs of auxiliary lemmas some of which might be of independent interest.
and
\[ |\Delta_{a}^{-}|X_{a,t} := \int_{a}^{t} \frac{|X_{r} - X_{t}|}{(t - r)^{\alpha + 1}} dr, \quad |\Delta_{a}^{+}|X_{a,t} := \int_{t}^{a} \frac{|X_{r} - X_{t}|}{(r - s)^{\alpha + 1}} ds. \] (6)

We denote by \( W_{0}^{\alpha,\infty}([0, T]; V) \) and \( W_{T}^{\alpha,\infty}([0, T]; V) \) the vector spaces of measurable paths, up to equality almost everywhere, such that
\[ \|X\|_{0,\alpha,\infty} := \sup_{t \in [0, T]} (|X_{t}| + |\Delta_{a}^{-}|X_{a,t}) < \infty \] (7)
and
\[ \|X\|_{T,\alpha,\infty} := \sup_{s \in [0, T], t \neq s} \left( \frac{|X_{t} - X_{s}|}{|t - s|^{\alpha}} + |\Delta_{a}^{+}|X_{a,t} \right) < \infty \] (8)
respectively. The spaces \( W_{0}^{\alpha,\infty}([0, T]; V), \| \cdot \|_{0,\alpha,\infty} \), \( W_{T}^{\alpha,\infty}([0, T]; V), \| \cdot \|_{T,\alpha,\infty} \) are Banach spaces that interpolate between Hölder spaces. In particular, for all \( \alpha < 1/2, \gamma_{1} \in (0, \alpha), \gamma_{2} > 0 \) we have the continuous inclusions
\[ C^{\alpha+\gamma_{1}}([0, T]; V) \subset W_{0}^{\alpha,\infty}([0, T]; V) \subset C^{\alpha-\gamma_{2}}([0, T]; V), \] (9)
see e.g. [30], Section 5.3.1.

For two Banach spaces \( V_{1}, V_{2}, \mathcal{L}(V_{1}; V_{2}) \) is the Banach space of bounded linear maps from \( L : V_{1} \to V_{2} \) endowed with the norm
\[ \|L\|_{V_{1} \to V_{2}} := \sup_{|v|_{1} \leq 1} |Lv|_{2}. \]

We shall also use the simpler notation \( \mathcal{L}(V_{1}) := \mathcal{L}(V_{1}; V_{1}) \) when the domain and codomain coincide.

The product measure space of two measure spaces \( \{(E_{1}, M_{1}, \mu_{1})\}_{i=1,2} \) is denoted by \( (E_{1} \times E_{2}, M_{1} \otimes M_{2}, \mu_{1} \otimes \mu_{2}) \). If \( M_{1} = M_{2} = M \) and \( \mu_{1} = \mu_{2} = \mu \) we shall write \( \mu^{\otimes 2} \) for the product measure. For \( p \in \{1, \infty\} \), we denote the Lebesgue spaces of \( p \)-integrable and essentially bounded classes of measurable functions \( f : E_{1} \to V \) by \( L^{p}(E_{1}; V) \) and \( L^{\infty}(E_{1}; V) \) respectively. The latter are Banach spaces when endowed with the norms \( \|f\|_{L^{p}} := \int_{E_{1}} |f|^{p} d\mu_{1} \) and \( \|f\|_{L^{\infty}} := \text{ess sup}\ |f| \). The family of \( \mu \)-measurable functions will be denoted by \( L^{0}(E_{1}, V) \).

For the purposes of this paper a Polish space is defined to be a separable, completely metrizable topological space. The Borel \( \sigma \)-algebra on a Polish space \( E \) is denoted by \( \mathcal{B}(E) \). The space of finite Borel measures on \( E \), endowed with the topology of weak convergence of measures, is denoted by \( \mathcal{M}(E) \) (the latter is itself a Polish space, see e.g. [10], Theorem 1.7, pp. 101 and Theorem 3.8, pp. 108 for a proof).

2.2. Fractional calculus and generalized Stieltjes integration. In this section we introduce a few necessary notions from fractional calculus. For any \( f \in L^{1}(a, b) \) and \( \alpha > 0 \), the left-sided and right-sided fractional Riemann-Liouville integrals of \( f \) of order \( \alpha \) are defined for almost all \( t \in (a, b) \) by
\[ I_{a}^{\alpha} f(t) := \frac{1}{\Gamma(\alpha)} \int_{a}^{t} (t - r)^{\alpha - 1} f(r) dr, \] (10)
and
\[ I_{b}^{\alpha} f(t) := \frac{(-1)^{\alpha}}{\Gamma(\alpha)} \int_{t}^{b} (r - t)^{\alpha - 1} f(r) dr, \]
where \( \Gamma \) is the Euler gamma function. For \( \alpha \in (0, 1) \) and \( f \in L^{p}(a, b) \) the left-sided Marchaud derivative of \( f \) of order \( \alpha \) is defined by
\[ D_{a}^{\alpha} f(t) = \frac{d}{dt} I_{a}^{1-\alpha} f(t) = \frac{1}{\Gamma(1 - \alpha)} \left[ \frac{f(t)}{(t - a)^{\alpha}} + \alpha \Delta_{a}^{-} f_{a,t}\right] [I_{a}(b, a, f)(t). \] (11)
For \( f \in L^{p}(a, b) \) we define the right-sided Marchaud derivative of \( f \) of order \( \alpha \) by
\[ D_{b}^{\alpha} f(t) = \frac{d}{dt} I_{b}^{1-\alpha} f(t) = \frac{(-1)^{\alpha}}{\Gamma(1 - \alpha)} \left[ \frac{f(t)}{(b - t)^{\alpha}} + \alpha \Delta_{b}^{+} f_{b,t}\right] [I_{a}(b, a, f)(t), \] (12)
where we recall that \( \Delta_{a}^{\pm} \) are defined in (3). The second equalities in (11), (12) are also known in the literature as the Weyl representations of the Marchaud fractional derivatives, see e.g. [38], Chapter 13.1 and [45], Section 2. For a detailed exposition of fractional calculus and general properties of fractional operators the reader is referred to the monograph [58]. What is useful in our setting is a fractional integration-by-parts formula which provides the following extension of the Stieltjes integral.
Definition 2.1. Let \( p, q \in (1, \infty) \) be conjugate exponents, \( \alpha < 1/p \) and for any measurable function \( g \) define
\[
g(b^+) := \lim_{\epsilon \downarrow 0} g(b - \epsilon)
\]
and
\[
g_b^- (t) := [g(t) - g(b^-)]I_{[a,b]}(t).
\]
For any \( f \in L^p_a, [L^q(a, b)] \) and \( g ) \) such that \( g_b^- \in L^{1+q\alpha}_{\mathcal{B}_f}([L^q(a, b)] \), the integral of \( f \) with respect to \( g \) is defined by
\[
\int_a^b f dg := (-1)^\alpha \int_a^b \mu^{1+\alpha} D_{\mu^-}^\alpha \frac{g_b^-}{(t)} dt.
\]

Remark 1. For \( f \in C^0, g \in C^0 \) such that \( \theta_1 + \theta_2 > 1 \) one can take \( p = q = \infty, \alpha \in (1 - \theta_1, \theta_1) \) and show that the integral coincides with the extension of the classical Stieltjes integral studied by Young in [44]. Due to the latter, the integral defined above is commonly known as a Young integral. For the use of Young integrals in the development of stochastic calculus with respect to fractional Brownian motion, we refer the reader to the work of Zähle [45].

2.3. Fractional Brownian motion and Cameron-Martin spaces. A (one-dimensional) fractional Brownian motion (fBm) \( (B^H_t)_{t \geq 0} \subset L^2(\Omega) \) is a centered Gaussian process characterized by its covariance function
\[
R_H(t, s) = \mathbb{E}[B^H(t)B^H(s)] = \frac{1}{2}\left(2H + t^2H - |t - s|^{2H}\right).
\]
It is straightforward to verify that increments of fBm are stationary. The parameter \( H \in (0, 1) \) is usually referred to as the Hurst exponent, Hurst parameter, or Hurst index. Note that for \( H = 1/2 \) we obtain \( K_{1/2}(t, s) = t \wedge s \). Thus, one sees that \( B^{1/2} \) is a standard Brownian motion, and in particular that its disjoint increments are independent. In contrast to this, when \( H \neq 1/2 \), nontrivial increments are not independent and, when \( H > 1/2 \), the process exhibits long-range dependence.

By Kolmogorov’s continuity criterion, a \( d \)-dimensional fBm \( B^H \) admits, for any \( T > 0 \) and \( \beta < H \), a modification with sample paths in \( C^0([0, T]; \mathbb{R}^d) \). Moreover, for any \( \alpha \in (1 - H, 1/2), \theta \in (0, 2) \), the random variable \( \|B^H\|_{1-\alpha, \infty} \) has finite moments of all orders and, by virtue of Fernique’s theorem,
\[
\mathbb{E}\left[\exp\left(\frac{\theta\|B^H\|_{1, 1-\alpha, \infty}}{\Gamma(\alpha)\Gamma(1-\alpha)}\right)\right] < \infty;
\]
see e.g. Lemma 7.5 of [31] and (2.3) in [35].

From this point on, we fix \( H \in (1/2, 1) \). We denote by \( \mathcal{H}_H \) the Cameron-Martin space of \( B^H \), defined by
\[
\mathcal{H}_H := (K_H(L^2[0, T]), (\cdot, \cdot)_{\mathcal{H}_H}),
\]
where the operator \( K_H : L^2[0, T] \rightarrow L^2[0, T] \) is given by
\[
K_H(f)(t) := c_H I_{1/2}^H(\Phi \cdot I_{0}^{1-H}(\Phi^{-1} \cdot f))(t), \quad \Phi(t) = t^{1-H},
\]
\[
c_H^2 := \frac{2H(H + 1/2)}{(2 - 2H)I}.
\]
and the inner product is defined by
\[
(f, g)_{\mathcal{H}_H} := (K_H^{-1} f, K_H^{-1} g)_{L^2}.
\]
Note that, by construction, \( \mathcal{H}_H \) is a Hilbert space and the operator \( K_H \) is an isomorphism between \( L^2[0, T] \) and \( L^0 [0, T] \). The inverse \( K_H^{-1} \) is well-defined for functions \( f \in L^{1+1/2}(0, T) \) and is given by
\[
K_H^{-1}(f)(t) = c_H^{-1} \Phi D_0^{-1/2}((\Phi^{-1} f(t))(t) = \left(c_H \Gamma\left(\frac{1}{2} - H\right)\right)^{-1}\left|t^{1-H} f(t) + \left(H - \frac{1}{2}\right)f'(t) - \frac{1}{2}H f(t)\right| ds.
\]
The interested reader is referred to [10, 21], Chapter 5.1.3 of [30] and Sections 8.1.2, 8.2.3 for more details on the construction of the Cameron-Martin space of a Gaussian measure.

Remark 2. For \( H = 1/2 \), the vector space \( \mathcal{H}_{1/2} \) coincides (with equivalence of norms) with the Sobolev space \( H^0(0, T) \) of absolutely continuous functions \( f \) with a square-integrable weak derivative and \( f(0) = 0 \). The latter is the Cameron-Martin space of a standard Brownian motion.
The Cameron-Martin space of the fractional Brownian noise \( \mathcal{B}^H \), viewed as a random distribution, is denoted by \( \mathcal{S} \). As a set, it consists of distributions \( f \) such that \( \frac{d}{dt}(K_H f) \in L^2[0, T] \) (see (37), as well as (36)). In light of Remark 4.2 of (37) we have the continuous inclusions

\[
L^2 \subset L^4 \subset \| \| \subset \mathcal{S},
\]

where \( \| \mathcal{S} \|, \| \| \) denotes the Banach space of measurable functions \( f \) such that

\[
\| f \|_{\mathcal{S}} := H(2H - 1) \int_{[0,T]} |f(t)||f(s)||t - s|^{2H - 2} ds dt < \infty.
\]

Throughout this work, integrals with respect to the fBm \( \mathcal{B}^H \) are Young integrals, in the sense of Definition 2.24. The integrals with respect to the Brownian motion \( \mathcal{W} \) are standard Itô integrals.

2.4. Assumptions. We shall now state our assumptions for system (1). As we pointed out in Section 1, we work with \( \epsilon \) and \( \eta = \eta(\epsilon) \) in the asymptotic regime

\[
\lim_{\epsilon \to 0} \frac{\sqrt{\eta}}{\epsilon} = 0. \tag{20}
\]

Regarding the coefficients of the fast motion we assume:

Condition 1. There exists a constant \( C_2 > 0 \) such that for all \( (x, y) \in \mathcal{X} \times \mathcal{Y}, \| \varphi(x, y) \| \leq C_2(1 + |y|) \).

Condition 2. The matrix-valued function \( \varphi \in C^1 \) and \( \varphi^T \) is uniformly nondegenerate.

Condition 3. For \( y \in \mathcal{Y}, f(y) = -\Gamma y + \zeta(y) \), where \( \Gamma \) is a positive matrix, \( \zeta \in C^1 \) and there exists \( C_f > 0 \) such that for all \( y \in \mathcal{Y}, (\Gamma - L_\xi \cdot \Gamma) y, y \geq C_f |y|^2 \), where \( L_\xi := \| \nabla \xi \|_0 \).

Conditions 2,3 guarantee that the the Itô diffusion with infinitesimal generator

\[
\mathcal{L}\varphi(y) = \frac{1}{2}[D^2 \varphi : (\varphi^T \varphi)](\varphi) + \nabla \varphi(y) f(y), \quad \varphi \in C^2(\mathcal{Y}) \tag{21}
\]

is strongly mixing and has on \( \mathcal{Y} \) a unique invariant measure \( \mu \). Our next set of assumptions concerns the coefficients of the slow motion.

Condition 4. The functions \( \epsilon, \sigma_1, \sigma_2 \) are Lipschitz continuous and the matrix-valued function \( \sigma_2 \) is uniformly bounded. The function \( b \) is differentiable with \( \nabla b \in C_b \) and moreover it satisfies the centering condition

\[
\bar{b} := \int_{\mathcal{Y}} b d\mu = 0, \tag{22}
\]

where \( \mu \) is the invariant measure corresponding to the operator \( \mathcal{L} \) (21).

Condition 5. There exist constants \( K_1 > 0, \nu \in (0, 1) \) such that for all \( (x, y) \in \mathcal{X} \times \mathcal{Y}, |c(x, y)| \leq K_1(1 + |x|^\nu + |y|) \).

The following condition concerns the coefficient \( \sigma_1 \) in (1). In particular, we provide two different sets of assumptions on \( \sigma_1, H, \epsilon \) and \( \eta \), under which our main results hold.

Condition 6. We assume that one of the following holds:

(i) \( \sigma_1 = \sigma_1(x, y), H \in (\frac{3}{2}, 1) \) and there exists \( \beta \in (2(1 - H), \frac{1}{2}) \) such that

\[
\lim_{\epsilon \to 0} \frac{\sqrt{\beta}}{\epsilon} = 0. \tag{23}
\]

Moreover, there exist constants \( K_2 > 0, \nu_1 \in (0, \frac{1}{2}) \) and \( \nu_2 \in (2(1 - H), \frac{1}{2}) \), such that for all \( (x, y) \in \mathcal{X} \times \mathcal{Y}, \)

\[
|\sigma_1(x, y)| \leq K_2(1 + |x|^{\nu_1} + |y|^{\nu_2}). \tag{24}
\]

(ii) \( \sigma_1 = \sigma_1(x), H \in (\frac{1}{2}, 1) \) and there exist constants \( K_2 > 0, \nu_1 \in (0, \frac{1}{2}) \) such that for all \( (x, y) \in \mathcal{X} \times \mathcal{Y}, \)

\[
|\sigma_1(x)| \leq K_2(1 + |x|^{\nu_1}). \tag{25}
\]

A few preliminary comments on Conditions 4,6 are given in the following remark:
Remark 3. 1) The assumption that \( \sigma_2 \) is Lipschitz continuous is not required for the analysis of Section 4 for the proof of the Laplace principle upper bound and will only be used in the proof of the lower bound (see Lemma 6.4). 2) The growth assumptions of Conditions \( \text{(21)} \) and \( \text{(25)} \), (ii), are used in Section 4 to prove the tightness estimates of Proposition 4.1. 3) In Sections 5–7 we replace the growth assumptions \( \text{(24)} \), \( \text{(25)} \) of Condition 6 with the stronger condition that \( \sigma_1 \) is bounded. 4) The asymptotic regime
\[
\sqrt{n} \leq \sqrt{e} \leq \eta e^\delta , \quad \text{as } \epsilon \to 0
\]
of Conditions \( \text{(21)} \) allows us to show both that the presence of stochastic controls preserves the ergodic properties of the fast motion and that the stochastic integral term \( \sigma_1 dB_t \) is uniformly bounded over small values of \( \epsilon \) (see also Remarks 7, 12 below).

Conditions \( \text{(21)} \) and the centering condition \( \text{(22)} \) guarantee that the Poisson equation
\[
\begin{aligned}
\ell \Psi(y) &= -b(y) , \quad y \in \mathcal{Y} \\
\int_{\mathcal{Y}} \Psi(y) d\mu(y) &= 0,
\end{aligned}
\]
with \( \ell \) as in \( \text{(21)} \), has a unique solution \( \Psi \in \mathcal{C}^2(\mathcal{Y} \times \mathcal{X}) \) in the class of functions that grow at most polynomially. Moreover, we have for all \( y \in \mathcal{Y} \)
\[
|\Psi(y)| \leq C(1 + |y|)
\]
for some constant \( C > 0 \) (see e.g. \( \text{[32]} \) or \( \text{[29]} \), Proposition A.2 for a proof). Such equations have been studied under general assumptions and applied to the theory of non-periodic homogenization; see e.g. \( \text{[32]} \). As we shall see in Section 5 the solution of \( \text{(26)} \) is connected to the asymptotic analysis of the singular term \( \sum_{\ell} \frac{\lambda_\ell}{\sqrt{t}} dB_t \).

Condition 7. The map \( \mathcal{Y} \ni y \mapsto \nabla \Psi(y) \in \mathcal{L}(\mathcal{Y} \times \mathcal{X}) \) is bounded and Lipschitz continuous.

Remark 4. Condition 7 is made to simplify the exposition and proofs of the following sections and is by no means optimal for the results of this paper to hold. In Lemmas A.3, A.4 of Appendix A we provide sufficient conditions on the coefficients of the fast motion under which Condition 7 is satisfied.

Throughout this work we assume that the following condition is in effect.

Condition 8. For each \( \epsilon, \eta, T > 0 \), \( \text{(21)} \) has a unique strong solution \( \{X^{\epsilon, \eta}_t, Y^{\epsilon, \eta}_t\}_{t \in [0, T]} \in L^0(\Omega; \mathcal{C}([0, T]; \mathcal{X} \times \mathcal{Y})) \).

Remark 5. The reader is referred to \( \text{[22–25]} \) for existence and uniqueness results for SDEs driven by fractional Brownian motion. Our setup is close to that of \( \text{[22]} \) where the authors consider mixed SDEs like \( \text{(1)} \) and \( dW_t dB_t \) are interpreted as Itô and Young integrals respectively. In particular, if the coefficients \( b, c, f, g, \sigma_1, \sigma_2, \tau \) are Lipschitz continuous and grow at most polynomially in the arguments and \( \sigma_1 \in \mathcal{C}^1 \) has a bounded derivative that is \( \delta \)-Hölder continuous, for some \( \delta \in (0, 1] \), then Theorem 2.2 of \( \text{[22]} \) asserts that Condition 8 is satisfied. Moreover, the same theorem yields that, for all \( \alpha \in (1 - H, \frac{1}{2}] \), \( X^{\epsilon, \eta}_t \in W^\alpha_0([0, T]; X) \) with probability 1.

Before we conclude this section, we emphasize that we use the notation
\[
\phi(x) := \int_{\mathcal{Y}} \phi(x, y) d\mu(y) , \quad x \in \mathcal{X}
\]
to denote the integral of a function \( \phi \) with respect to the invariant measure \( \mu \).

3. Weak convergence method and main results

In this section we review the weak convergence approach to large deviations for \( \text{(1)} \) and then we state our main results on the averaging principle for the controlled process \( X^{\epsilon, \eta} \) and the LDP for \( \{X^{\epsilon, \eta}\} \). To this end, we fix \( T > 0, H \in (1/2, 1) \) and an independent pair \( \{(B_t^H, W_t)\}_{t \in [0, T]} \) of an fBm and Brownian motion defined on the filtered probability space \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathcal{P}) \).

The starting point of the weak convergence method lies in a variational representation for exponential functionals of the noise. In particular, from Theorem 3.2 of \( \text{[46]} \) (see also \( \text{[10]} \), Proposition 3.1) we have for any bounded, Borel \( F : \mathcal{C}([0, T]; \mathbb{R}^d) \to \mathbb{R} \)
\[
- \log \mathbb{E} e^{-F(B_t^H, W)} = \inf_{\mu \in \{\mu_1, \mu_2\} \subset \Lambda_0} \mathbb{E} \left[ \frac{1}{2} \|u\|_{H_t^1(\mathcal{H}^{1/2})}^2 + F((B_t^H, W) + (u_1, u_2)) \right]
\]
where \( \mathcal{H}_\beta \oplus \mathcal{H}_{1/2} \) is the Cameron-Martin space of the driving noise \((B^H, W)\), see (15) and Remark 2 above, and \( A_\beta \) is a family of stochastic controls given by
\[
A_\beta = \left\{ u \in L^0(\Omega, \mathcal{H}_\beta \oplus \mathcal{H}_{1/2}) : \forall t \in [0, \tau]\; u(t) \text{ is } \mathcal{F}_t - \text{measurable}, \; ||u||_{\mathcal{H}_\beta \oplus \mathcal{H}_{1/2}} \leq N \text{ a.s.} \right\},
\]
for some constant \( N > 0 \). In view of Condition \(8\) there exists, for each \( \epsilon, \eta > 0 \) and initial conditions \((x_0, y_0) \in \mathbb{R}^d\) a measurable map \( G^{\epsilon, \eta} : C([0, \tau]; \mathbb{R}^d) \to C([0, \tau]; X) \) such that
\[
X^{\epsilon, \eta} = G^{\epsilon, \eta}(B^H, W)
\]
with probability 1. Letting \( h \in C_b(C([0, \tau]; X); \mathbb{R}) \), we replace \( F \) by \( h \circ G^{\epsilon, \eta} \) and rescale to obtain the variational formula
\[
-\epsilon \log \mathbb{E}_0 \left[ e^{\frac{h(X^{\epsilon, \eta})}{\epsilon}} \right] = \inf_{u \in A_\beta} \left[ \frac{1}{2} ||u||_{\mathcal{H}_\beta \oplus \mathcal{H}_{1/2}}^2 + h(X^{\epsilon, \eta}) \right],
\]
where the process
\[
X^{\epsilon, \eta, u} := G^{\epsilon, \eta}(B^H + \frac{1}{\sqrt{\epsilon}} u_1, W + \frac{1}{\sqrt{\epsilon}} u_2)
\]
corresponds to the controlled slow-fast system
\[
\begin{aligned}
dX^{\epsilon, \eta, u}_t &= \frac{1}{\sqrt{\epsilon}} h(Y^{\epsilon, \eta, u}_t)dt + c(Y^{\epsilon, \eta, u}_t, Y^{\epsilon, \eta, u}_t)dt + \sigma_1(Y^{\epsilon, \eta, u}_t, Y^{\epsilon, \eta, u}_t)du_1(t) + \sigma_2(Y^{\epsilon, \eta, u}_t, Y^{\epsilon, \eta, u}_t)du_2(t) \\
&\quad+ \frac{1}{\sqrt{\epsilon}} \sigma_1(X^{\epsilon, \eta, u}_t, Y^{\epsilon, \eta, u}_t)dB^H_t + \sigma_2(X^{\epsilon, \eta, u}_t, Y^{\epsilon, \eta, u}_t)dW_t \\
dY^{\epsilon, \eta, u}_t &= \frac{1}{\sqrt{\epsilon}} f(Y^{\epsilon, \eta, u}_t)dt + \frac{1}{\sqrt{\epsilon} \eta} g(Y^{\epsilon, \eta, u}_t, Y^{\epsilon, \eta, u}_t)dt + \frac{1}{\sqrt{\epsilon} \eta} \tau(Y^{\epsilon, \eta, u}_t)du_2(t) + \frac{1}{\sqrt{\epsilon} \eta} \tau(Y^{\epsilon, \eta, u}_t)dW_t \\
X^{\epsilon, \eta, u}_0 &= x_0 \in \mathbb{R}^m, \; Y^{\epsilon, \eta, u}_0 = y_0 \in \mathbb{R}^{d-m}.
\end{aligned}
\]
As mentioned in Section 1, a Laplace Principle for the family \( \{X^{\epsilon, \eta}; \epsilon > 0\} \) follows by studying the limit of (28) as \( \epsilon \to 0 \). The Laplace Principle is equivalent to an LDP with the same rate function, provided that the latter has compact sublevel sets, see e.g. Theorems 1.2.1, 1.2.3 for a proof. In order to understand the limiting behavior of the controlled process \( X^{\epsilon, \eta, u} \) one needs to keep track of both the stochastic controls \((u_1, u_2)\) and the long-time behavior of the controlled fast motion \( Y^{\epsilon, \eta, u} \). For this reason, we introduce a family of random occupation measures \( \{P^\epsilon ; \epsilon \in (0, 1)\} \) on \( \mathcal{B}([0, \tau] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y}) \) given by
\[
P^\epsilon(A_1 \times A_2 \times A_3 \times A_4) := \int_{A_4} \mathbb{I}_{A_3}(K^{-1}_H u_1^\epsilon(s)) \mathbb{I}_{A_2}(\hat{u}_2^\epsilon(s)) \mathbb{I}_{A_1}(Y^{\epsilon, \eta, u})ds.
\]
Here, for each \( \epsilon > 0 \), \( Y^{\epsilon, \eta, u} \) is controlled by \((u_1^\epsilon, u_2^\epsilon) \in A_\beta, u_1^\epsilon \) is the time-derivative of \( u_1 \) and \( K^{-1}_H \) is the operator defined in (13). Note that since \((u_1^\epsilon, u_2^\epsilon) \in \mathcal{H}_\beta \oplus \mathcal{H}_{1/2}\) almost surely, \((K^{-1}_H u_1^\epsilon, u_2^\epsilon) \in L^2([0, \tau]; \mathcal{U}_1) \oplus L^2([0, \tau]; \mathcal{U}_2)\) is well defined.

Assuming for the moment that, as \( \epsilon \to 0 \), the sequence \( \{X^{\epsilon, \eta, u}; P^\epsilon\} \) converges in distribution to a pair \((\psi, P) \in C([0, \tau]; X) \times \mathcal{B}([0, \tau] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y})\), the next step of the method is to characterize the law of \((\psi, P)\). To this end, note that the analysis of the second and fourth terms in the first equation of (29) is straightforward. In particular, for each \( t \in [0, \tau] \) we have
\[
\begin{aligned}
&\int_0^t c(X^{\epsilon, \eta, u}_s, Y^{\epsilon, \eta, u}_s)ds + \int_0^t \sigma_2(X^{\epsilon, \eta, u}_s, Y^{\epsilon, \eta, u}_s)du_2(s) \\
&= \int_0^t \left[ c(X^{\epsilon, \eta, u}_s, Y^{\epsilon, \eta, u}_s) + \sigma_2(X^{\epsilon, \eta, u}_s, Y^{\epsilon, \eta, u}_s)du_2(s) \right]ds \\
&= \int_{[0,t] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y}} \left[ c(\psi_s, y) + \sigma_2(\psi_s, y)u_2(s) \right]dP(s, u_1, u_2, y)
\end{aligned}
\]
and thus we expect that, as \( \epsilon \to 0 \), the latter will converge in distribution to
\[
\int_{[0,t] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y}} \left[ c(\psi_s, y) + \sigma_2(\psi_s, y)u_2(s) \right]dP(s, u_1, u_2, y).
\]
From an application of Itô’s formula to the process \( \{\Psi(Y_t^{\epsilon,n,a})\}_{t \in [0,T]} \), where \( \Psi \) is the solution of the Poisson equation (26), it is then possible to show that the limit of the singular term \( \sqrt{\epsilon} b dt \) is captured by

\[
\int_{[0,T] \times \mathcal{U}_1 \times \mathcal{U}_2 \times Y} \nabla \Psi(y)[\tau(y)u_2 + g(\psi_s, y)]dP(s, u_1, u_2, y).
\]

The terms considered up to this point also appear in the case \( H = 1/2 \) and their limiting behavior is the subject of Lemma 5.1 below. In our setting, the essential difference in the asymptotic analysis of the controlled slow motion is related to the term \( \sigma_t du_1 \) in (29). In order to treat this term, we first note that \( K_H^{-1} u_1 \in L^2([0,T]; \mathcal{U}_1) \) almost surely and furthermore, in view of (10) and (10), \( u_1 \) has a square-integrable weak derivative, defined almost everywhere on \([0,T]\). Thus we can write

\[
u_1 = \frac{d}{dt} K_H(K_H^{-1} u_1) = \dot{K}_H(K_H^{-1} u_1),
\]

where, for any \( \nu \in L^2([0,T]; \mathcal{U}_1) \),

\[
\dot{K}_H\nu(s) := \frac{d}{dt} K_H\nu(s) = \frac{c_H}{\Gamma(H - \frac{1}{2})} \int_0^s \sigma_1(X_t^{\epsilon,n,a}, Y_t^{\epsilon,n,a})u_1(s)ds
\]

\[
= \frac{c_H}{\Gamma(H - \frac{1}{2})} \int_0^s \sigma_1(X_t^{\epsilon,n,a}, Y_t^{\epsilon,n,a})[K_H^{-1} u_1(z)]dz ds
\]

\[
= \frac{c_H}{\Gamma(H - \frac{1}{2})} \int_0^s \sigma_1(X_t^{\epsilon,n,a}, Y_t^{\epsilon,n,a})(s - z)^{-\frac{1}{2}} dP(s, u_1, u_2, y_2).
\]

Thus, as \( \epsilon \to 0 \), we expect that the latter converges in distribution to

\[
\frac{c_H}{\Gamma(H - \frac{1}{2})} \int_0^s \sigma_1(\psi_s, y_2)v_1 dP(s, u_1, u_2, y_2),
\]

and set

\[
\psi(t) = \int_{[0,T] \times \mathcal{U}_1 \times \mathcal{U}_2 \times Y} \Lambda_1(\psi(s), u_2, v_2, y_2) + \int_{[0,T] \times \mathcal{U}_1 \times \mathcal{U}_2 \times Y} \Lambda_2(\psi(s), u_2, v_2, z, u_1, v_1, y_1) dP(s, u_1, u_2, y_2).
\]

The set of viable pairs with respect to \( \Lambda \) is denoted by \( \mathcal{V}_{\Lambda,v_0} \) and for each \( \psi \in C([0,T]; X) \), \( \mathcal{V}_{\Lambda,v_0,\psi} \) denotes the \( \psi \)-section \( \{P \in \mathcal{P}([0,T] \times \mathcal{U}_1 \times \mathcal{U}_2 \times Y); \psi, P \in \mathcal{V}_{\Lambda,v_0}\}. \)

Remark 6. A notion of viable pairs has been used in the study of large deviations for the case \( H = 1/2 \), see e.g. [15], Definition 2.7. In order to extend the method to the case \( H > 1/2 \), we have modified the definition to account for the non-local term (35) that appears in the limiting dynamics. This term is captured by the term \( \Lambda_2 \) in (35).

With Definition 5.1 at hand, we are ready to state our main results. The next theorem provides a characterization of the limit points of the family \( \{(X^{\epsilon,n,a}, P^\epsilon); \epsilon \ll 1, u \in \mathcal{A}_0\} \), in the sense of convergence in distribution.
Theorem 3.1. Let $T > 0, u \in \mathcal{A}_0$ and $(X^{c, u}, Y^{c, u})$ solve the controlled system (29) with initial conditions $(x_0, y_0) \in X \times Y$. Moreover, let $\Lambda_1 : X \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y} \to X$, $\Lambda_2 : X \times ([0, T] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y})^2 \to X$ with

$$\Lambda_1(x, u_1, u_2, y) = c(x, y) + \nabla \Psi(y)g(x, y) + \left[\nabla \Psi(y)\tau(y) + \sigma_2(x, y)\right]u_2,$$

$$\Lambda_2(x, t, u_1, v_1, y_1, x, u_2, v_2, y_2) = \frac{CH}{\Gamma(H - \frac{1}{2})} \int_{t-s}^{t-s+H} \int_{s}^{s+H} \sigma_1(x, y_2)u_1,$$

where $\Psi$ is the unique strong solution of (26), $c_\Psi$ as in (17) and set $\Lambda = (\Lambda_1, \Lambda_2)$. Under Conditions (17-28) and assuming that $\sigma_1$ is bounded, there exists a sufficiently small $\epsilon_0 > 0$ such that the family of processes $\{X^{c, u}; \epsilon < \epsilon_0, u \in \mathcal{A}_0\}$ is tight in $C([0, T], X)$ and the family $\{P^\epsilon; \epsilon < \epsilon_0\}$ of occupation measures (30) is tight in $\mathcal{P}(C([0, T] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y}))$. Then for any sequence in $\{(X^{c, u}, P^\epsilon), \epsilon < \epsilon_0, u \in \mathcal{A}_0\}$ there exists a subsequence that converges in distribution with limit $(\psi, P)$. With probability 1, $(\psi, P) \in \gamma_{\Lambda, s_0}$ per Definition (3.7).

Remark 7. The importance of (34) lies in the fact that the $y$-marginal of the measure $P$ does not depend on the variables $u_1, u_2$ and is given by the invariant measure $\mu$. This is a consequence of the asymptotic regime (20) which guarantees that the ergodic properties of $X^{c, \cdot}$ are preserved under perturbations by the stochastic control $u_2$ (see 29).

The LDP for the slow motion $X^{c, \cdot}$ is stated in the following theorem:

Theorem 3.2. Let $T > 0, \Lambda$ as in Theorem (3.4) $\gamma_{\Lambda, s_0, \phi}$ as in Definition (3.1) and $(X^{c, \cdot}, Y^{c, \cdot})$ be the unique strong solution of (1) with initial conditions $(x_0, y_0) \in X \times Y$. Define a functional $S_{s_0} : C([0, T], X) \to [0, \infty]$ by

$$S_{s_0}(\phi) = \inf_{P \in \gamma_{\Lambda, s_0, \phi}} \frac{1}{2} \int_{[0, T] \times \mathcal{U}_1 \times \mathcal{U}_2 \times Y} [u_1]^2 + [u_2]^2]dP(t, u_1, u_2, y)$$

with the convention that $\inf \emptyset = \infty$. Under Conditions (17-28) and assuming that $\sigma_1$ is bounded we have, for all bounded, continuous $h : C([0, T], X) \to \mathbb{R}$,

$$\lim_{\epsilon \to 0} \epsilon \log \mathbb{E}_{s_0}[e^{-h(X^{c, \cdot})}] = -\inf_{\phi \in C([0, T], \mathbb{R})} \mathbb{E}_{s_0} [S_{s_0}(\phi) + h(\phi)],$$

where $\mathbb{E}_{s_0}$ denotes that the initial condition is given by $x_0$. In particular, $(X^{c, \cdot})$ satisfies a Large Deviation Principle in $C([0, T], X)$ with rate function $S_{s_0}$.

Theorems (3.1, 3.2) are proved in Sections (5, 6) respectively. As we discuss in Section (7) in certain cases, the rate function $S_{s_0}$ admits the explicit form

$$S_{s_0}(\phi) \equiv S_{s_0}^{\epsilon, \phi}(\phi) = \frac{1}{2} \int_0^T \left(\dot{\phi}_t - \bar{c}(\phi) - \nabla \Psi g(\phi), [Q^\epsilon(\phi)Q^\epsilon(\phi)^*]^{-1} [\phi - \bar{c}(\phi) - \nabla \Psi g(\phi)](t)\right)_X dt,$$

for all $\phi \in C([0, T]; X)$ such that $\phi_0 = x_0$ and $\bar{c}(\phi) = \nabla \Psi g(\phi) \in L^2([0, T]; X)$, and $S_{s_0}(\phi) = \infty$ otherwise. For each $H \in (1/2, 1)$ and $\phi \in C([0, T]; X)$, $Q^\epsilon(\phi)Q^\epsilon(\phi)^* : L^2([0, T]; X) \to L^2([0, T]; X)$ and $Q^\epsilon(\phi) : L^2([0, T]; \mathcal{U}_1 \otimes \mathcal{U}_2 \times Y) \to L^2([0, T]; X)$ denotes the "effective diffusivity" operator

$$Q^\epsilon(\phi)(u_1, u_2)(t) = \tilde{\sigma}_1(\phi_t)K_H u_1(t) + \int_0^t Q(\phi_t, y)u_2(t, y)d\mu(y), \quad t \in [0, T],$$

(39)

with $K_H$ as in (31) and

$$X \times Y \ni (x, y) \mapsto Q(x, y) : [\nabla \Psi(y)\tau(y) + \sigma_2(x, y)] \in L^2(\mathcal{U}_2; X),$$

(40)

Remark 8. In Section (6.3) we prove the Laplace Principle lower bound in two cases with different degrees of generality. First we consider the case $b = \sigma_2 = 0, \tilde{\sigma}_1 \neq 0$ which essentially reduces to the setting of a small-noise LDP for a fractional SDE with an averaged diffusion coefficient. Then we prove the lower bound for the full model (11). In the case where the averaged matrix-valued function

$$\overline{QQ^T}(x) = \int_y QQ^T(x, y)d\mu(y)$$

is uniformly non-degenerate. For more details on this condition see Section (6.4) below.

The term $\tilde{\sigma}_1$ on the right-hand side of (39) reflects the naïve averaging of the diffusion coefficient proved in (23), Theorem A (see also Remark 1.1 therein). The latter is very different from the case $H = 1/2$ and is mainly attributed to the pathwise interpretation of the integral $\sigma_1 dB^H$. Roughly speaking, when $H > 1/2$ the corresponding equations behave more like ODEs, while in the case $H = 1/2$ one also has to average the quadratic variation of $B^{1/2}$ (see (8) for an explanation based on the quadratic variation of Brownian motion).
From the perspective of Large Deviations, a closely related fact is that the LDP rate function $S^H_{a_0}$ turns out to be discontinuous at $H = 1/2$ when $\sigma_1 = \sigma_1(x, y)$. A rigorous proof of this is given in Section 7 Proposition 7.1 below. The latter means that, in general, the two cases are rather different in terms of both typical dynamics and tail behavior.

4. Tightness estimates for the controlled slow dynamics

In this section we prove estimates for the process $X^{e, u, a}$ that are uniform over small values of $\varepsilon$ and controls $u \in A_0$. We work in the topology of the fractional Sobolev space $W^{1, \infty}_0$ which, in view of Definition 2.1, comes as a natural choice. The estimates proved here will then be used in Section 5 to show that the family $\{(X^{e, u, a}, F^e); \varepsilon, u\}$ of processes and occupation measures is tight. The following is the main result of this section:

**Proposition 4.1.** Let $T > 0$. Under Conditions 6(i) the following hold:

(i) Under Condition 6(i) and with $\nu_2$ as in (24) we have that, for all $a \in (1 - H, \frac{1}{2} \wedge \frac{1}{2})$, there exists $\epsilon_0 > 0$ and a constant $C > 0$ independent of $\epsilon$ such that

$$
\sup_{\epsilon < \epsilon_0, u \in A_0} \mathbb{E}\left[\|X^{e, u, a}\|_{0, T, \infty}\right] < \infty.
$$

In view of (5) the latter implies that for any $\theta < a$

$$
\sup_{\epsilon < \epsilon_0, u \in A_0} \mathbb{E}\left[\|X^{e, u, a}\|_{C^0([0, T], X)}\right] < \infty.
$$

(41)

(ii) Under Condition 6(ii), the conclusion of (i) holds for all $a \in (1 - H, \frac{1}{2})$.

The proof of Proposition 4.1 is preceded by several auxiliary lemmas and is deferred to the end of this section. In order to avoid repetition, we shall only provide the complete proof for the first part of Proposition 4.1. The second part treats the case $\sigma_1(x, y) = \sigma_1(x)$, follows by similar arguments and its proof is in fact simpler. For the sake of completeness, we will provide comments on the differences between the two cases when necessary.

**Remark 9.** One of the challenges in obtaining the estimates that follow lies in that the weak derivatives $\dot{u}_i$, $i = 1, 2$ are only known to be square integrable. This, along with the recurrence condition (Condition 3), only allows us to obtain uniform estimates for $Y^{e, u, a}$ in $L^p(\Omega, L^2([0, T], Y))$, $p \geq 1$, see Lemma A.1(i).

Our strategy for proving (22) is based on the following lemma, which provides pathwise estimates for the Young integral $\sigma_t dB_t$ via the integration-by-parts formula (13).

**Lemma 4.1.** Let $\phi \in (1 - H, \frac{1}{2})$. $T > 0$, $0 \leq s < t \leq T$, $|\Delta_k|$ as in (6), $\nu_1$ as in (24) and $L_{T_\epsilon}$ denote the Lipschitz constant of $\sigma_1$. Under Condition 6 the following hold:

(i) There exists a constant $C > 0$ that depends on $a$, $L_{T_\epsilon}$, $\nu_1$, $T$ such that, with probability $1$,

$$
\left|\int_s^t \sigma_1(X^{e, \nu_1, T_{e, i}, u}_r, Y^{e, \nu_1, T_{e, i}, u}_r) d B^H_r(t)\right| \leq C\|B^H\|_{H, 1 - a, \infty} \left(t - s\right)^{\frac{1}{2} - a} \left(1 + \sup_{r \in [0, t]} \left|X^{e, \nu_1, T_{e, i}, u}_r\right|^p\right) + \left\|Y^{e, \nu_1, T_{e, i}, u}\right\|_{L^2([0, T], Y)}
$$

$$
+ \int_s^t |\Delta_k|X^{e, \nu_1, T_{e, i}, u}_r dr + \int_s^t |\Delta_k|Y^{e, \nu_1, T_{e, i}, u}_r dr.
$$

(42)

(ii) There exists a constant $C > 0$ such that, with probability $1$,

$$
|\Delta_k\left(\int_0^t \sigma_1(X^{e, \nu_1, T_{e, i}, u}_r, Y^{e, \nu_1, T_{e, i}, u}_r) d B^H_r\right)|_{0, t} \leq C\|B^H\|_{H, 1 - a, \infty} \left[1 + \sup_{r \in [0, t]} \left|X^{e, \nu_1, T_{e, i}, u}_r\right|^p\right] + \left\|Y^{e, \nu_1, T_{e, i}, u}\right\|_{L^2([0, T], Y)} + \int_0^t (t - r)^{-a - 1}\left|\Delta_k\right|X^{e, \nu_1, T_{e, i}, u}_r dr
$$

$$
+ \int_0^t (t - s)^{-a - 1} \int_s^t |\Delta_k|Y^{e, \nu_1, T_{e, i}, u}_r dr ds.
$$

Proof. We shall only prove the estimates under Condition 6(i). It is straightforward to verify that similar estimates hold under Condition 6(ii) and their proof is in fact simpler since $\sigma_1$ only depends on $x$. In this case, the right-hand side of the estimates no longer depends on $Y^{e, \nu_1, T_{e, i}, u}$.

(i) In view of Section 2.3 we can fix a version of $B^H$ with paths in $W^{1, \infty}_0([0, T])$. For this version, (12) and (54) yield the estimate

$$
\sup_{0 \leq r \leq T} \left|D_{1/2}^{1-a} B^H_r(t)\right| \leq C_a\|B^H\|_{H, 1 - a, \infty},
$$

(55)

where $D_{1/2}^{1-a}$ is the fractional derivative of order $1/2$ with respect to $t$.
where the positive constant $C_a$ does not depend on $t$. Recalling (13) and using the Lipschitz continuity and growth of $\sigma_1$ the latter implies

$$\left| \int_s^t D_s^a \sigma_1(X_r^{e,n}, Y_r^{e,n}) dD_r^a B^H(r) dr \right| \leq C_a \| B^H \|_{\mathcal{L}, 1-a, \infty} \int_s^t \left[ |\sigma_1(X_r^{e,n}, Y_r^{e,n})| + \int_s^r \left[ |\sigma_1(X_r^{e,n}, Y_r^{e,n}) - \sigma_1(X_q^{e,n}, Y_q^{e,n})| \right] \frac{dr}{(r-q)^{a+1}} dq \right] dr$$

$$\leq C_{a,r_1}(K_2 + L_{\sigma_1}) \| B^H \|_{\mathcal{L}, 1-a, \infty} \left[ \int_s^t (r-s)^{1-a} \left( 1 + \sup_{r \in [0,t]} |X_r^{e,n}| \right) + (t-s)^{1-a} \left( \int_s^t |Y_r^{e,n}|^{2v_2} dr \right)^{\frac{1}{2}} \right. \left. + \int_s^t |\Delta_a X_{s,r}^{e,n} dr + \int_s^t |\Delta_a X_{s,r}^{e,n} dr \right].$$

where the last line follows from the Cauchy-Schwarz inequality and the definition of $|\Delta_a|$. The estimate follows by noting that $2v_2 < 1$ and applying Young’s inequality for products.

(ii) From (42) we have

$$|\Delta_a| \left( \int_0^t \sigma_1(X_r^{e,n}, Y_r^{e,n}) dB^H(r) \right)_{0,t} = \int_0^t (t-s)^{a-1} \left[ \int_s^t \sigma_1(X_r^{e,n}, Y_r^{e,n}) dB^H(r) \right] ds$$

$$\leq C \| B^H \|_{\mathcal{L}, 1-a, \infty} \left[ (t-s)^{1-a} \left( 1 + \sup_{r \in [0,t]} |X_r^{e,n}| \right) + \|Y_r^{e,n}\|_{L^\infty([0,T] \times [0,T])} \right] \int_0^t (t-s)^{1-a} ds$$

$$+ \int_0^t (t-s)^{a-1} \int_s^t |\Delta_a| X_{r,s}^{e,n} dr ds + \int_0^t (t-s)^{a-1} \int_s^t |\Delta_a| X_{r,s}^{e,n} dr ds.$$

Since $a < 1/2$, the singularity in the first integral of the last display is integrable. Finally, an application of Fubini’s theorem on the last term yields

$$\int_0^t (t-s)^{a-1} \int_s^t |\Delta_a| X_{r,s}^{e,n} dr ds = \int_0^t \int_0^t (t-s)^{a-1} \left( \int_s^t \frac{|X_r^{e,n} - X_s^{e,n}|}{(r-q)^{a+1}} dq \right) dr ds$$

$$= \int_0^t \int_0^t \left( \int_0^t (t-s)^{a-1} ds \right) \left( \int_0^t \frac{|X_r^{e,n} - X_q^{e,n}|}{(r-q)^{a+1}} dq \right) dr$$

$$\leq \int_0^t \int_0^t \left( \int_0^t (t-s)^{a-1} ds \right) \left( \int_0^t \frac{|X_r^{e,n} - X_q^{e,n}|}{(r-q)^{a+1}} dq \right) dr$$

$$= \frac{1}{a} \int_0^t \int_0^t [(t-r)^{a-1} - t^{a-1}] \left( \int_0^t \frac{|X_r^{e,n} - X_q^{e,n}|}{(r-q)^{a+1}} dq \right) dr$$

$$\leq \frac{1}{a} \int_0^t (t-r)^{a-1} \left( \int_0^t \frac{|X_r^{e,n} - X_q^{e,n}|}{(r-q)^{a+1}} dq \right) dr$$

$$= \frac{1}{a} \int_0^t (t-r)^{a-1} |\Delta_a| X_{0,r}^{e,n} dr.$$

The proof is complete. \hfill \Box

**Remark 10.** In view of (42) we see that, in order to estimate the Young integral, one has to control both the sup-norm $\|X^{e,n}\|_{C([0,T] \times \Omega)}$ and the integrated difference ratio $|\Delta_a X_{0,r}^{e,n}|$ of some order $a$. This is our goal for the rest of this section, as well as the reason for working in the space $W^{a,\infty}_{0,0}$. The following lemma collects some preliminary estimates for the Stieltjes integrals $du_i$, $i = 1, 2$. 
Lemma 4.2. Let $|\Delta_1|$ as in (6), $u = (u_1, u_2) \in H_H \oplus H_{1/2}$, $\nu_1, \nu_2$ as in (24), $T > 0$ and $0 < a < \frac{1}{2}$. There exists a constant $C > 0$ such that the following hold:

(i) $\displaystyle \sum_{i=1}^{2} \sup_{t \in [0,T]} \left| \int_0^t \sigma_i(X^\epsilon_t, Y^\epsilon_t)du_i(t) \right| \leq C \left( 1 + \int_0^T \sup_{s \in [0,T]} \left| X^\epsilon_s \right| ds + \left\| Y^\epsilon \right\|_{L^2([0,T],[Y])} \right)$ \hspace{1cm} (43)

(ii) $\displaystyle \sum_{i=1}^{2} |\Delta_i| \left( \int_0^t \sigma_i(X^\epsilon_t, Y^\epsilon_t)du_i(t) \right)_{0,t} \leq C \left( 1 + \sup_{t \in [0,T]} \left| X^\epsilon_t \right| T + \left\| Y^\epsilon \right\|_{L^2([0,T],[Y])} \right)$.

Proof. (i) Since $u = (u_1, u_2) \in H_H \oplus H_{1/2}$, it has $\mathbb{P}$-almost surely classically differentiable paths. Thus, for $i = 1, 2$, $du_i$ is in fact a classical Stieltjes integral. Starting with $i = 1$ and using (24), Lemma 4.5 and the Cauchy-Schwarz inequality we obtain

\[
\left| \int_0^t \sigma_1(X^\epsilon_t, Y^\epsilon_t)du_1(t) \right| \leq K_2 \left( 1 + \left| X^\epsilon_t \right| T + \left| Y^\epsilon_t \right| T \right) \left| \int_0^t \sigma_1(X^\epsilon_t, Y^\epsilon_t)du_1(t) \right| dr
\]

(ii) Let $0 \leq s < t \leq T$. In view of (24), Lemma 4.5, Fubini’s theorem and the Cauchy-Schwarz inequality we have

\[
\int_0^t (t-s)^{-a-1} \left| \int_s^t \sigma_1(X^\epsilon_t, Y^\epsilon_t)du_1(t) \right| ds \leq K_2 \int_0^t (t-s)^{-a-1} \left| \int_s^t \sigma_1(X^\epsilon_t, Y^\epsilon_t)du_1(t) \right| dr
dr
\]

where we applied Young’s inequality for products with exponent \( \frac{1}{2} \geq 1 \) to obtain the last line. Yet another application of the Cauchy-Schwarz inequality yields

\[
|\Delta_i| \left( \int_0^t \sigma_i(X^\epsilon_t, Y^\epsilon_t)du_i(t) \right)_{0,t} \leq C \left( 1 + \sup_{t \in [0,T]} \left| X^\epsilon_t \right| T + \left| Y^\epsilon_t \right| T \right)
\]

The latter concludes the estimate since $a < \nu_2/2$ implies that the singularity is integrable. The estimate for $\sigma_2 du_2$ follows from an identical argument and is in fact simpler due to the uniform boundedness of $\sigma_2$.

Remark 11. The restriction $a < \nu_2/2$ in Lemma 4.2 is related to the integrability properties of the controlled fast process $Y^\epsilon$ (see Remark 9 above) and is only necessary in the case $\sigma_1 = \sigma_1(x, y)$ i.e. under Condition (31).

Lemma 4.3. Let $|\Delta_0|$ as in (6), $a \in (1 - H, \frac{1}{2})$, $T > 0$. There exists a constant $C > 0$ such that the following hold with probability 1

(i) $\displaystyle \sup_{t \in [0,T]} \left| \int_0^t c(X^\epsilon_t, Y^\epsilon_t)dr \right| \leq C \left( 1 + \int_0^T \sup_{s \in [0,T]} \left| X^\epsilon_s \right| ds + \left\| Y^\epsilon \right\|_{L^2([0,T],[Y])} \right)$ \hspace{1cm} (44)

(ii) $\displaystyle |\Delta_0| \left( \int_0^t c(X^\epsilon_t, Y^\epsilon_t)dr \right)_{0,t} \leq C \left( 1 + \int_0^T (t-r)^{-a} \sup_{s \in [0,T]} \left| X^\epsilon_s \right| T \right)$.
Proof. (i) The inequality follows from Condition 5 along with the Cauchy-Schwarz and Young’s product inequalities.

(ii) From Condition 5 and Fubini’s theorem we have

\[
|\Delta_a| \left( \int_0^t c(X_r^{\varepsilon, \eta}, Y_r^{\varepsilon, \eta}) dr \right)_{0,t} \leq \int_0^t (t-s)^{-a-1} \int_s^t |c(X_r^{\varepsilon, \eta}, Y_r^{\varepsilon, \eta})| ds dr
\]

\[
\leq K_1 \int_0^t (t-s)^{-a-1} \int_s^t (1 + |X_r^{\varepsilon, \eta}| + |Y_r^{\varepsilon, \eta}|) ds dr
\]

\[
= K_1 \int_0^t (1 + |X_r^{\varepsilon, \eta}| + |Y_r^{\varepsilon, \eta}|) \left( \int_0^t (t-s)^{-a-1} ds \right) dr
\]

\[
\leq K_1 \int_0^t (t-r)^{-a} \left( 1 + \sup_{s \in [0,r]} |X_r^{\varepsilon, \eta}| + |Y_r^{\varepsilon, \eta}| \right) dr
\]

\[
\leq C_T \left[ 1 + \int_0^t (t-r)^{-a} \sup_{s \in [0,r]} |X_r^{\varepsilon, \eta}| dr + \left\| Y_r^{\varepsilon, \eta} \right\|_{L^1([0,T], Y)} \left( \int_0^t (t-r)^{-2a} dr \right)^{\frac{1}{2}} \right]
\]

where we applied the Cauchy-Schwarz inequality to obtain the last line. The estimate follows.

Next, we consider the term of order \( \sqrt{\varepsilon/\eta} \) in the slow dynamics. To this end let \( 0 \leq s < t \leq T \) and \( \Psi \) be the unique strong solution of the Poisson equation \((\ref{3.23})\). An application of Itô’s formula yields

\[
\Psi(Y_t^{\varepsilon, \eta}) - \Psi(Y_s^{\varepsilon, \eta}) = \int_s^t \nabla \Psi(Y_r^{\varepsilon, \eta}) dY_r^{\varepsilon, \eta} + \frac{1}{2} \int_s^t D^2 \Psi(dY_r^{\varepsilon, \eta}) : d(Y_r^{\varepsilon, \eta})_r
\]

\[
= \frac{1}{\sqrt{\eta}} \int_s^t \nabla \Psi(Y_r^{\varepsilon, \eta}) [g(X_r^{\varepsilon, \eta}, Y_r^{\varepsilon, \eta}) + \tau(Y_r^{\varepsilon, \eta}) \bar{u}_2(r)] dr
\]

\[
+ \frac{1}{\sqrt{\varepsilon}} \int_s^t \nabla \Psi(Y_r^{\varepsilon, \eta}) \tau(Y_r^{\varepsilon, \eta}) dW_r
\]

\[
= \frac{1}{\sqrt{\eta}} \int_s^t \nabla \Psi(Y_r^{\varepsilon, \eta}) [g(X_r^{\varepsilon, \eta}, Y_r^{\varepsilon, \eta}) + \tau(Y_r^{\varepsilon, \eta}) \bar{u}_2(r)] dr
\]

\[
- \frac{1}{\sqrt{\varepsilon}} \int_s^t b(Y_r^{\varepsilon, \eta}) dr + \frac{1}{\sqrt{\eta}} \int_s^t \nabla \Psi(Y_r^{\varepsilon, \eta}) \tau(Y_r^{\varepsilon, \eta}) dW_r.
\]

Therefore,

\[
\sqrt{\varepsilon} \int_s^t b(Y_r^{\varepsilon, \eta}) dr = -\sqrt{\varepsilon/\eta} \Psi(Y_t^{\varepsilon, \eta}) - \Psi(Y_s^{\varepsilon, \eta}) + \sqrt{\varepsilon} \int_s^t \nabla \Psi(Y_r^{\varepsilon, \eta}) \tau(Y_r^{\varepsilon, \eta}) dW_r
\]

\[
+ \int_s^t \nabla \Psi(Y_r^{\varepsilon, \eta}) [g(X_r^{\varepsilon, \eta}, Y_r^{\varepsilon, \eta}) + \tau(Y_r^{\varepsilon, \eta}) \bar{u}_2(r)] dr.
\]

Some preliminary estimates for this term are collected in the next lemma.

**Lemma 4.4.** Let \( |\Delta_a| \) as in \((\ref{3.22})\), \( a \in (1 - H, \frac{1}{2}) \), \( \theta \in (a, \frac{1}{2}) \), \( T > 0 \). There exists a constant \( C \) such that the following hold with probability 1:

(i) \( \sup_{t \in [0,T]} \left| \sqrt{\varepsilon/\eta} \int_0^t b(Y_r^{\varepsilon, \eta}) dr \right| \leq C \left[ 1 + \| Y_r^{\varepsilon, \eta} \|_{L^2([0,T], Y)} + \sqrt{\varepsilon/\eta} \left\| Y_r^{\varepsilon, \eta} \right\|_{C^0} + \sqrt{\varepsilon} \sup_{t \in [0,T]} \left\| \int_0^t \nabla \Psi(Y_r^{\varepsilon, \eta}) \tau(Y_r^{\varepsilon, \eta}) dW_r \right\| \right] \)

(ii) \( |\Delta_a| \left( \int_0^t b(Y_r^{\varepsilon, \eta}) dr \right)_{0,t} \leq C \left[ 1 + \| Y_r^{\varepsilon, \eta} \|_{L^2([0,T], Y)} + \sqrt{\varepsilon/\eta} \left\| Y_r^{\varepsilon, \eta} \right\|_{C^0} + \sqrt{\varepsilon} |\Delta_a| \left( \int_0^t \nabla \Psi(Y_r^{\varepsilon, \eta}) \tau(Y_r^{\varepsilon, \eta}) dW_r \right)_{0,t} \right] \)

Proof. (i) From \((\ref{3.23})\), the mean value inequality and Conditions \((\ref{3.24})\) we obtain

\[
\sqrt{\varepsilon} \int_0^t b(Y_r^{\varepsilon, \eta}) dr \leq \sqrt{\varepsilon/\eta} \left| \Psi(Y_t^{\varepsilon, \eta}) - \Psi(Y_s^{\varepsilon, \eta}) \right| + \sqrt{\varepsilon} \int_s^t \nabla \Psi(Y_r^{\varepsilon, \eta}) \tau(Y_r^{\varepsilon, \eta}) dW_r
\]

\[
+ \int_s^t \nabla \Psi(Y_r^{\varepsilon, \eta}) \tau(Y_r^{\varepsilon, \eta}) \bar{u}_2(r) dr + \int_s^t \left\| \nabla \Psi(Y_r^{\varepsilon, \eta}) g(X_r^{\varepsilon, \eta}, Y_r^{\varepsilon, \eta}) \right\| dW_r
\]

\[
\leq C \left( \sqrt{\varepsilon/\eta} \left\| \nabla \Psi \right\|_{C^0} \left\| Y_r^{\varepsilon, \eta} \right\|_{L^2} (t-s)^{\theta} + \sqrt{\varepsilon} \int_s^t \left\| \nabla \Psi(Y_r^{\varepsilon, \eta}) \tau(Y_r^{\varepsilon, \eta}) dW_r \right\| \right)
\]

\[
+ \left\| \nabla \Psi \right\|_{C^0} \left\| \bar{u}_2 \right\|_{L^2} (t-s)^{\theta} + \sqrt{\varepsilon} \left\| \nabla \Psi \right\|_{C^0} \left\| Y_r^{\varepsilon, \eta} \right\|_{L^2} (t-s)^{\theta} (1 + \left\| Y_r^{\varepsilon, \eta} \right\|_{L^2} )
\]
where we also used the Cauchy-Schwarz term for the last term of the right-hand side. We remark that, in view of Condition 7, \( \nabla \Psi \) is bounded. The estimate follows by setting \( s = 0 \).

(ii) Continuing from (47) we have

\[
\left| \Delta \right| \left( \frac{\sqrt{\varepsilon}}{\sqrt{t}} \int_0^t b(Y^{\varepsilon, \eta, \mu}_t) dt \right)_{0,t} \leq C \sqrt{\varepsilon} \| \nabla \Psi \|_{\infty} [Y^{\varepsilon, \eta, \mu}] \left( \int_0^t (t - s)^{-\alpha - 1} ds \right) + \sqrt{\varepsilon} \int_0^t (t - s)^{-\alpha - 1} \left| \int_s^t \nabla \Psi(Y^{\varepsilon, \eta, \mu}_t) r(Y^{\varepsilon, \eta, \mu}_t) dW_r \right| ds + C_{\Psi, r} \left( 1 + \| u_2 \|_{L^2} + \| Y^{\varepsilon, \eta, \mu} \|_{L^2} \right) \left( \int_0^t (t - s)^{-\alpha + \frac{\beta}{2}} ds \right),
\]

where the Riemann integrals are finite since \( \theta \in (a, 1/2) \). The proof is complete.

\[ \Box \]

Combining the previous bounds, we obtain the following preliminary estimate for the integrated difference ratio \( |\Delta| \| X^{\varepsilon, \eta, \mu} \| \), which depends on the sup-norm of \( X^{\varepsilon, \eta, \mu} \).

**Lemma 4.5.** Let \( |\Delta| \) as in (5), \( \nu, \nu_1, \nu_2 \) as in Conditions 5(6) respectively, \( T > 0, a \in (1 - H, \frac{1}{2} \wedge \frac{\beta}{2}) \) and

\[
F_{\varepsilon} := (1 + \| B^H \|_{L^1(0,T,1,0,0)}) \exp \left( C T^{1-\alpha} \sqrt{\varepsilon} \| B^H \|_{L^1(0,T,1,0,0)} \right),
\]

for some constant \( C > 0 \) that does not depend on \( \varepsilon \). Under Condition 6(i), there exists a constant \( C' > 0 \) that does not depend on \( \varepsilon \) such that for all \( \varepsilon \leq 1 \) we have

\[
\sup_{\varepsilon \in [0,T]} |\Delta| \| X^{\varepsilon, \eta, \mu, \nu}_0 \| \leq C' F_{\varepsilon} \left( \left\| X^{\varepsilon, \eta, \mu, \nu}_0 \right\| \| Y^{\varepsilon, \eta, \mu} \|_{L^2([0,T], \mathcal{Y})} + \left\| Y^{\varepsilon, \eta, \mu} \right\|_{L^2([0,T], \mathcal{Y})} \right)
\]

with probability 1.

**Proof.** From Lemmas 4(1i), 4(2ii), 4(3i), 4(4ii), we have

\[
|\Delta| \| X^{\varepsilon, \eta, \mu, \nu}_0 \| \leq \left| \Delta \right| \left( \frac{\sqrt{\varepsilon}}{\sqrt{t}} \int_0^t b(Y^{\varepsilon, \eta, \mu}_t) dt \right)_{0,t} + |\Delta| \left( \int_0^t c(Y^{\varepsilon, \eta, \mu}_t, Y^{\varepsilon, \eta, \mu}_t) dt \right)_{0,t} + \sum_{i=1}^{2} |\Delta| \left( \int_0^t \sigma_i(Y^{\varepsilon, \eta, \mu}_t, Y^{\varepsilon, \eta, \mu}_t) dW_i(t) \right)_{0,t}
\]

where

\[
\left| \Delta \right| \left( \int_0^t b(Y^{\varepsilon, \eta, \mu}_t) dt \right)_{0,t} \leq |\Delta| \left( \frac{\sqrt{\varepsilon}}{\sqrt{t}} \int_0^t b(Y^{\varepsilon, \eta, \mu}_t) dt \right)_{0,t} + |\Delta| \left( \left( \int_0^t c(Y^{\varepsilon, \eta, \mu}_t, Y^{\varepsilon, \eta, \mu}_t) dt \right)_{0,t} + \sum_{i=1}^{2} |\Delta| \left( \int_0^t \sigma_i(Y^{\varepsilon, \eta, \mu}_t, Y^{\varepsilon, \eta, \mu}_t) dW_i(t) \right)_{0,t}
\]

which is bounded. The estimate follows by setting \( s = 0 \).

\[ \Box \]
Up to this point we have only proved pathwise estimates for the slow motion. The following maximal inequality for the stochastic integral $\sigma_t dB_t^H$ is the last ingredient needed for the proof of Proposition 4.1. Lemmas A.1, A.2 provide probabilistic bounds for the fast motion and play a key role in the proof of the maximal inequality.

**Proposition 4.2.** Let $T > 0$, $p \geq 1$, $a \in (1 - H, \frac{1}{2} \wedge \frac{1}{p})$ and $\theta \in (a, \frac{1}{2})$. Under Condition (2i) and for all $\epsilon$ sufficiently small there exists a constant $C$ such that

$$
\mathbb{E}\left[\sup_{t \in [0,T]} \left| \int_0^t \sigma_t(X_r^{\epsilon,n}, Y_r^{\epsilon,n}) dB_t^H \right|^p \right] \leq C \left(1 + \mathbb{E}\left[\sup_{t \in [0,T]} |X_t^{\epsilon,n}|^p \right] + \eta^{-p\theta}\right).
$$

(50)

**Proof.** With $F_\epsilon$ as in (40), let $Z_\epsilon := (1 + F_\epsilon)\|B_t^H\|_{T \in [1, \infty)}$. The pathwise estimates (42) (with $s = 0$) and (49), along with Young’s product inequality with exponents $p_1 = 1/(\nu + 2\nu)$, $p_2 = 1/(1 - \nu + 2\nu)$, furnish

$$
\left| \int_0^t \sigma_t(X_r^{\epsilon,n}, Y_r^{\epsilon,n}) dB_t^H \right| \leq C\|B_t^H\|_{T \in [1, \infty)} (1 + \sup_{t \in [0,T]} |X_t^{\epsilon,n}|^{p_1} + \|Y_t^{\epsilon,n}\|_{L^2(0,T;\mathbb{R})} + \sup_{t \in [0,T]} |\Delta_a X_t^{\epsilon,n} + \int_0^t |\Delta_a Y_t^{\epsilon,n} dr |)
$$

$$
= C \left(1 + \|B_t^H\|_{T \in [1, \infty)} (1 + \sup_{t \in [0,T]} |X_t^{\epsilon,n}|^{p_1} + \|Y_t^{\epsilon,n}\|_{L^2(0,T;\mathbb{R})} + \sup_{t \in [0,T]} |\Delta_a X_t^{\epsilon,n} + \int_0^t |\Delta_a Y_t^{\epsilon,n} dr |)
$$

By virtue of Fernique’s theorem, the $\mathcal{F}_t^H$-measurable random variable $Z_\epsilon$ has finite moments of all orders provided that $\epsilon$ is sufficiently small (see (14)). The Itô integral terms can be treated similarly so we only sketch the argument for $\int_0^t \nabla \Psi, \tau_s dW_s$. To this end, let $\theta \in (a, 1/2)$. In view of Conditions (5), (7), $\nabla \Psi(Y^{\epsilon,n}_s, \tau_s) \tau(Y^{\epsilon,n}_s)$ is uniformly bounded. From the Burkholder-Davis-Gundy (BDG) inequality and the Kolmogorov continuity criterion it follows that the Hölder seminorm $\left[ \int_0^T \nabla \Psi(Y^{\epsilon,n}_s, \tau_s) \tau(Y^{\epsilon,n}_s) dW_t \right]_C$ has moments of all orders that are uniformly bounded over $\epsilon < 1$. Thus, the continuity of the first inclusion in the first line of (49) yields $\sup_{t \in [0,T]} \nabla \mathbb{E}\left[\int_0^T \nabla \Psi(Y^{\epsilon,n}_s, \tau_s) \tau(Y^{\epsilon,n}_s) dW_t \right]_C < \infty$. Finally, from Lemmas A.1, A.2 and the Cauchy-Schwarz inequality we have

$$
\mathbb{E}\left[(Z_\epsilon Y_\epsilon)^p \right] \leq \mathbb{E}[Z_\epsilon^{2p}] \mathbb{E}[Y_\epsilon^{2p}] \leq C(1 + \eta^{-2p\theta}).
$$

The proof is complete.

**Remark 12.** Both Lemma 4.5 and Proposition 4.2 continue to hold under Condition (6ii). In this setting the proofs are simpler and the statements hold for all $a \in (1 - H, 1/2)$. Moreover, if $\sigma = \sigma_1(x)$, it is possible to obtain the nonsingular bound

$$
\mathbb{E}\left[\sup_{t \in [0,T]} \left| \int_0^t \sigma(X_r^{\epsilon,n}) dB_t^H \right|^p \right] \leq C \left(1 + \mathbb{E}\left[\sup_{t \in [0,T]} |X_t^{\epsilon,n}|^p \right] \right).
$$

Indeed, the singular term $\eta^{-p\theta}$ on the right-hand side of (50) accounts for the feedback of the fast motion which enters the calculations through the term $\int_0^T |\Delta_a Y_t^{\epsilon,n} dr$ (see also Lemma (A.2)(i)). The latter only appears in the case where $\sigma_1$ depends on $y$.

We conclude this section with the proof of Proposition 4.1.
Proof of Proposition 4.7: We shall only prove (i) since (ii) is simpler and follows from identical arguments. Combining (46), (44), (43) we have

$$\begin{align*}
|X^{\epsilon, u}_{t}|^p & \leq |x_0|^p + \left( \sqrt{\epsilon} \sup_{r \in [0, T]} \left| \int_0^r b(Y^{\epsilon, u}_{s}) ds \right| \right)^p + \sup_{r \in [0, T]} \left| \int_0^r c(X^{\epsilon, u}_{s}, Y^{\epsilon, u}_{s}) ds \right|^p + \sum_{i=1}^{2} \sup_{r \in [0, T]} \left| \int_0^r \sigma_i(X^{\epsilon, u}_{s}, Y^{\epsilon, u}_{s}) du_i(r) \right|^p \\
& \quad + \left( \sqrt{\epsilon} \sup_{r \in [0, T]} \left| \int_0^r \sigma_1(X^{\epsilon, u}_{s}, Y^{\epsilon, u}_{s}) dB_{s}^{1} \right| \right)^p + \left( \sqrt{\epsilon} \sup_{r \in [0, T]} \left| \int_0^r \sigma_2(X^{\epsilon, u}_{s}, Y^{\epsilon, u}_{s}) dB_{s}^{2} \right| \right)^p \\
& \leq C \left[ 1 + \left( \sqrt{\epsilon} \sup_{r \in [0, T]} \left| \int_0^r \nabla \Psi(Y^{\epsilon, u}_{s}) \tau(Y^{\epsilon, u}_{s}) dW_r \right| \right)^p + \sup_{r \in [0, T]} \left| X^{\epsilon, u}_{r} \right|^p + \left( \sqrt{\epsilon} \sup_{r \in [0, T]} \left| \int_0^r \sigma_2(X^{\epsilon, u}_{s}, Y^{\epsilon, u}_{s}) dW_r \right| \right)^p \right].
\end{align*}$$

Taking expectation and applying the Burkholder-Davis-Gundy inequality and (60) for the Itô and Young integrals respectively, as well as Lemma A.1 for the $L^p$ and Hölder norms of the fast process, we obtain

$$\begin{align*}
\mathbb{E} \sup_{r \in [0, T]} |X^{\epsilon, u}_{r}|^p & \leq C \left[ 1 + \int_0^T \mathbb{E} \sup_{r \in [0, T]} |X^{\epsilon, u}_{r}|^p dr + \left( \int_0^T \mathbb{E} \left| \nabla \Psi(Y^{\epsilon, u}_{s}) \tau(Y^{\epsilon, u}_{s}) \right|^2 ds \right)^{\frac{p}{2}} \right] \\
& \quad + \epsilon \mathbb{E} \sup_{r \in [0, T]} |X^{\epsilon, u}_{r}|^p + \left( \sqrt{\epsilon} \sup_{r \in [0, T]} \left| \int_0^r \sigma_2(X^{\epsilon, u}_{s}, Y^{\epsilon, u}_{s}) dW_r \right| \right)^p.
\end{align*}$$

For $\epsilon$ sufficiently small and due to the uniform boundedness of the Itô integrands (Conditions 2, 4, 7), we can rearrange and apply Grönwall’s inequality to deduce that

$$\begin{align*}
\mathbb{E} \sup_{r \in [0, T]} |X^{\epsilon, u}_{r}|^p & \leq C_{p,T,\Psi,\sigma_2,\epsilon_0} CT \left[ 1 + \left( \frac{\sqrt{\epsilon}}{\eta^p} \right)^p \right] \leq C,
\end{align*}$$

where the last inequality holds for $\epsilon$ small from Condition (6). It remains to estimate $|\Delta_\epsilon^{\epsilon, u}|$. To this end, we return to the pathwise estimate (49) and apply the Cauchy-Schwarz inequality for expectation to obtain

$$\begin{align*}
\left( \mathbb{E} \sup_{r \in [0, T]} \left( |\Delta_\epsilon^{\epsilon, u}| \right)^2 \right)^{\frac{1}{2}} & \leq C \mathbb{E} [F_{\epsilon}^{2p}] \mathbb{E} \left[ 1 + \sup_{r \in [0, T]} |X^{\epsilon, u}_{r}|^{2p} (2Y^{\epsilon, u}_{r} v^\gamma) + \|Y^{\epsilon, u}_{r}\|_{L^2([0, T]; Y)} + \left( \sqrt{\epsilon} \|Y^{\epsilon, u}_{r}\|_{L^2([0, T]; Y)} \right)^{2p} \right] \\
& \quad + \sup_{r \in [0, T]} |\Delta_\epsilon^{\epsilon, u}| \left( \sqrt{\epsilon} \int_0^r \nabla \Psi(Y^{\epsilon, u}_{s}) \tau(Y^{\epsilon, u}_{s}) dW_r \right)^{2p} + \left( \sqrt{\epsilon} \sup_{r \in [0, T]} \int_0^r \sigma_2(X^{\epsilon, u}_{s}, Y^{\epsilon, u}_{s}) dW_r \right)^{2p}.
\end{align*}$$

Appealing once again to Fernique’s theorem (43) along with (51) and Lemmas A.1, A.2, we obtain

$$\begin{align*}
\mathbb{E} \sup_{r \in [0, T]} \left( |\Delta_\epsilon^{\epsilon, u}| \right)^p & \leq C \left[ 1 + \left( \frac{\sqrt{\epsilon}}{\eta^p} \right)^p \right].
\end{align*}$$

and, due to Condition (6), the latter is finite for $\epsilon$ small. Note that the Itô integrals can be treated as in the proof of Proposition 4.2. Combining (51) and (52) we conclude that

$$\begin{align*}
\sup_{\epsilon < \epsilon_0, u \in \mathcal{A}_b} \mathbb{E} \left[ |X^{\epsilon, u}_{t}|^p \right]_{t=0}^T \leq \sup_{\epsilon < \epsilon_0, u \in \mathcal{A}_b} \mathbb{E} \sup_{r \in [0, T]} |X^{\epsilon, u}_{r}|^p + \sup_{\epsilon < \epsilon_0, u \in \mathcal{A}_b} \mathbb{E} \left( |\Delta_\epsilon^{\epsilon, u}| \right)^p < \infty.
\end{align*}$$

5. LIMITING BEHAVIOR OF THE CONTROLLED DYNAMICS

This section is devoted to the proof of Theorem 3.1. To this end, we first show in Lemma 5.1 that, for some sufficiently small $\epsilon_0 > 0$, the family

$$\mathcal{F} = \{(X^{\epsilon, u}, P^\epsilon) : \epsilon < \epsilon_0, u \in \mathcal{A}_b\}$$

of controlled slow processes [29] and occupation measures [30] is tight. Then, we characterize the limiting behavior of $P^\epsilon$ in Lemma 5.2 and the limiting dynamics of $X^{\epsilon, u}$ in Lemma 5.3 and Proposition 5.1. We emphasize that, from this point on and throughout the rest of this work, we shall replace the growth assumptions (24), (25) of Conditions (6), (ii) with the stronger assumption that $\sigma_1$ is bounded. This assumption simplifies the proofs of convergence (Proposition 5.1) and the Laplace lower bound (Section 6.3). An investigation of the optimal growth rates of $\sigma_1$ under which our results still hold is beyond the scope of this paper and is left for future work.
Before we move on to the main body of this section let us recall the notion of tightness for a family of probability measures as well as the classical theorem of Prokhorov.

**Definition 5.1.** Let $\mathcal{E}$ be a Polish space. A family $\Pi \subset \mathcal{P}(\mathcal{E})$ of probability measures is called tight if for any $\delta > 0$ there exists a compact set $K_{\delta} \subset \mathcal{E}$ such that $\sup_{\Pi} \mathcal{P}(\mathcal{E} \setminus K_{\delta}) < \delta$.

Prokhorov’s theorem asserts that the notions of tightness and relative weak sequential compactness on $\mathcal{P}(\mathcal{E})$ are equivalent, provided that $\mathcal{E}$ is a Polish space.

**Theorem 5.1.** (Prokhorov) Let $\Pi \subset \mathcal{P}(\mathcal{E})$ be a family of probability measures on the Polish space $\mathcal{E}$. Every sequence in $\Pi$ has a convergent subsequence in the topology of weak convergence of measures if and only if $\Pi$ is tight.

**Lemma 5.1.** The family $\mathcal{T}$ is tight in $\mathcal{C}([0, T]; X) \times \mathcal{P}([0, T] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y})$.

**Proof.** We first show that the laws of the occupation measures $\{\mu_s\}_s$ form a tight family in $\mathcal{P}(\mathcal{P}([0, T] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y}))$.

To this end, let $\phi : [0, T] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y} \to [0, \infty]$ with $\phi(t, u_1, u_2, y) = |u_1| + |u_2| + |y|$ and note that, for each $M > 0$, the sub-level set $\{\phi \leq M\}$ is compact. In view of \([\ref{eq:5.1}]\), Theorem A.3.17, $F : \mathcal{P}([0, T] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y}) \to [0, \infty]$,

$$F(\theta) = \int_{[0, T] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y}} \phi d\theta$$

is a tightness function and using the Cauchy-Schwarz inequality, the definitions of $\mathcal{A}_T$ and the Cameron-Martin space $\mathcal{H}_T$ along with Lemma A.1.1,

$$\sup_{\epsilon \in (0, 1)} \|F(\mathcal{P}_s)\|_1 = \sup_{\epsilon \in (0, 1)} \int_{[0, T] \times |u_1| > M} \mathbb{E}[|K_T^{-1}u_1(t, s)| + |\hat{u}_s(t, s)| + |Y^{s, \epsilon, u}_s|^2] dtsd\theta$$

$$\leq C_T \sup_{\epsilon \in (0, 1)} \int_{[0, T] \times |u_1| > M} \mathbb{E}[|K_T^{-1}u_1(t, s)|^2 + |\hat{u}_s(t, s)|^2 + |Y^{s, \epsilon, u}_s|^2] d\theta < \infty.$$  

An application of Chebyshev’s inequality concludes the arguments. Turning to the controlled slow processes $\{X^{s, \epsilon, u}, \epsilon, u\}$, the estimate \([\ref{eq:5.1}]\) along with the Arzelà-Ascoli criterion (see Theorem 7.2 in [\ref{4}]) yields the desired conclusion. \(\square\)

The following uniform integrability property is a byproduct of tightness and will be used in the identification of the limiting slow dynamics.

**Corollary 5.1.** The occupation measures $\mu_s$ are uniformly integrable in the sense that

$$\lim_{M \to \infty} \sup_{\epsilon \in (0, 1)} \int_{[0, T] \times |u_1| > M} (|u_1| + |u_2| + |y|) dP_s(t, u_1, u_2, y) = 0.$$  

**Proof.** Let $M, \epsilon > 0$. From \([\ref{eq:5.1}]\) and Chebyshev’s inequality we have

$$\mathbb{E}\left(\int_{[0, T] \times |u_1| > M} (|u_1| + |u_2| + |y|) dP(t, u_1, u_2, y)\right) \leq \frac{1}{M} \sup_{\epsilon \in (0, 1)} \|F(\mathcal{P}_s)\|_1$$

The proof is complete upon taking $M \to \infty$. \(\square\)

As we showed, there exists $\epsilon_0 > 0$ such that the family $\mathcal{T}$ is tight. From Prokhorov’s theorem, any sequence of elements in $\mathcal{T}$ has a subsequence that converges in distribution to a probability measure $\mu$ on $\mathcal{C}([0, T]; X) \times \mathcal{P}([0, T] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y})$. At this point we invoke the Skorokhod representation theorem which allows us to assume that the subsequence converges to $(\phi, \mu)$ almost surely in $\mathcal{C}([0, T]; X) \times \mathcal{P}([0, T] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y})$. Skorokhod’s theorem introduces a new probability space which, for the sake of simplicity, will not be reflected in our notation. Our goal is to provide a characterization of the limit points $(\phi, \mu)$ as viable pairs, according to Definition 3.1.

The next lemma shows that the limiting measures $P$ satisfy properties (i) and (ii) of Definition 3.1.

**Lemma 5.2.** Let $T > 0$, $\mathcal{L}$ as in \([\ref{5.1}]\) and assume that $P^\epsilon \to P$ almost surely in $\mathcal{P}([0, T] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y})$. The following hold:

(i) \(\mathbb{E}\left(\int_{[0, T] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y}} (|u_1|^2 + |u_2|^2 + |y|^2) dP(s, u_1, u_2, y)\right) < \infty\),

(ii) \(\mathbb{P}\left(\forall t \in [0, T], h \in C^2_L(\mathcal{Y}), \int_{[0, T] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y}} L h(y) dP(s, u_1, u_2, y) = 0\right) = 1\). (55)
(iii) for all \( t \in [0, T] \),
\[
P([0, t] \times U_1 \times U_2 \times \mathcal{Y}) = t.
\] (56)

Proof. (i) In view of (54) we have
\[
\sup_{e \in (0, 1)} \mathbb{E} \left[ \int_{[0, T] \times U_1 \times U_2 \times \mathcal{Y}} \left( |u_1|^2 + |u_2|^2 + |v|^2 \right) dP^e(t, u_1, u_2, y) \right] = \sup_{e \in (0, 1)} \int_0^T \mathbb{E} \left[ K_H^{-1} a_1'(s)^2 + \mathbb{E} \left[ a_2'(s)^2 + \mathbb{E} |Y_2^{\eta, H}|^2 \right] ds < \infty.
\]
In view of the lower semicontinuity of the map \( U_1 \times U_2 \times \mathcal{Y} \ni (u_1, u_2, y) \mapsto |u_1|^2 + |u_2|^2 + |v|^2 \in [0, \infty] \) and the weak convergence of \( P^e \) to \( P \), the Portmanteau lemma (Theorem A.3.4 in [14]) concludes the proof.

(ii) Let \( \epsilon > 0, D_1 \subset [0, T], D_2 \subset C^2_\mathcal{Y}(\mathcal{Y}) \) be countable, dense sets and \((t, h) \in D_1 \times D_2\). An application of Itô's formula yields
\[
h(Y^{\eta, H}_t) - h(y_0) = \frac{1}{\eta} \int_0^T Lh(Y^{\eta, H}_s) ds + \tau(Y^{\eta, H}_s) \dot{u}_2(s) ds + \frac{1}{\sqrt{\eta}} \int_0^T \nabla h(Y^{\eta, H}_s) \tau(Y^{\eta, H}_s) dW_s
\]
\[
+ \frac{1}{\sqrt{\eta}} \int_0^T \nabla h(Y^{\eta, H}_s)[g(X^{\eta, H}_s, Y^{\eta, H}_s) + \tau(Y^{\eta, H}_s) \dot{u}_2(s)] ds.
\]
Therefore,
\[
\int_{[0, t] \times U_1 \times U_2 \times \mathcal{Y}} Lh(y)dP^e(s, u, v, y) = \int_0^T Lh(Y^{\eta, H}_s) ds
\]
\[
= \frac{1}{\eta} \left[ h(Y^{\eta, H}_t) - h(y_0) \right] - \sqrt{\frac{1}{\eta}} \int_0^T \nabla h(Y^{\eta, H}_s) \tau(Y^{\eta, H}_s) dW_s
\]
\[
- \frac{\sqrt{1/\epsilon}}{\sqrt{\eta}} \int_0^T \nabla h(Y^{\eta, H}_s)[g(X^{\eta, H}_s, Y^{\eta, H}_s) + \tau(Y^{\eta, H}_s) \dot{u}_2(s)] ds.
\]
Since \( h, \nabla h \) and \( \tau \) (Condition 3) are bounded, \( g \) only grows at most linearly in \( y \) (Condition 1), \( Y^{\eta, H}_t \) is uniformly bounded in \( L^2(\Omega \times [0, T]) \), \( \dot{u}_2 \) is square integrable with probability 1 and \( \sqrt{\eta/\epsilon} \to 0 \), the right-hand side of the equality converges to 0 in probability. Turning to the left-hand side, let \( M > 0 \) and write
\[
\int_{[0, t] \times U_1 \times U_2 \times \mathcal{Y}} Lh(y)dP^e(s, u, v, y) = \int_{[0, t] \times (U_1 \times U_2 \times \mathcal{Y} : \| y \| \leq M} Lh(y)dP^e(s, u, v, y) + \int_{[0, t] \times (U_1 \times U_2 \times \mathcal{Y} : \| y \| > M} Lh(y)dP^e(s, u, v, y).
\]
Note that \( y \mapsto Lh(y) = \frac{1}{\eta} \left[ D^2 h : (\tau \tau^T) \right] (y) + \nabla h(y) f(y) \) is a continuous bounded function on \([0, t] \times U_1 \times U_2 \times \mathcal{Y} \leq M\). Since \( P^e \to P \) almost surely in the topology of weak convergence of measures, the first term on the right-hand side converges to \( \int_{[0, t] \times (U_1 \times U_2 \times \mathcal{Y} : \| y \| \leq M} Lh(y)dP(s, u, v, y) \) almost surely. The second term vanishes in \( L^1(\Omega) \) as \( M \to \infty \), uniformly in \( \epsilon \), in light of the uniform integrability of \( \{ P^e : \epsilon > 0 \} \) (Corollary 5.1). It follows that (55) holds on the complement of a \( \mathbb{P} \)-null set \( N_{\epsilon, h} \subset \Omega \). Using the continuity in \( t, h \) and the density of \( D_1, D_2 \) we deduce that (55) holds in the complement of the \( \mathbb{P} \)-null set \( U_{\epsilon, h}(D_1 \times D_2, N_{\epsilon, h}) \).

(iii) Let \( h \in C[0, T] \). For any \( t \in [0, T] \), the indicator \( \mathbb{I}_{\{t\}} \) is lower semicontinuous and the Portmanteau lemma yields
\[
P((t))] \leq \liminf_{\epsilon \to 0} P^e((t))] = 0.
\]
The latter then implies that the discontinuity set of the function \( h \mathbb{I}_{[0, t]} \) is a \( \mathbb{P} \)-null set with probability 1 and
\[
\int_{[0, t] \times U_1 \times U_2 \times \mathcal{Y}} h(s)dP^e(s, u, v, y) = \int_0^t h(s) ds = \lim_{\epsilon \to 0} \int_{[0, t] \times U_1 \times U_2 \times \mathcal{Y}} h(s)dP^e(s, u, v, y).
\]
The proof is complete. \( \square \)

Remark 13. The previous lemma implies that any weak limit point \( P \) of the occupation measures \( P^e \) satisfies properties (i), (ii) of Definition 5.21 with probability 1. Indeed, from (55) we see that \( P \) agrees with Lebesgue measure on any closed sub-interval of \([0, T]\). Thus, with probability 1, the last marginal of \( P \) coincides with Lebesgue measure on \( \mathcal{B}([0, T]) \). Next, consider the differential operator \( L : \text{Dom}(L) \subset C_c(\mathcal{Y}) \to C_c(\mathcal{Y}) \) on the dense subspace \( \text{Dom}(L) \subset C_c(\mathcal{Y}) \) which contains \( C^2_\mathcal{Y}(\mathcal{Y}) \). In view of the Riesz-Markov-Kakutani theorem, the topological dual of \( C_c(\mathcal{Y}) \) can be identified with the space \( \mathcal{M}(\mathcal{Y}) \) of real-valued Radon measures on \( \mathcal{Y} \). Thus, the transpose operator can be viewed as a linear map \( L^* : \mathcal{M}(\mathcal{Y}) \to \mathcal{D}^2(\mathcal{Y}) \), the latter being the space of Schwartz distributions of order at most 2. Letting \( \Pi_{\mathcal{Y}} : [0, T] \times U_1 \times U_2 \times \mathcal{Y} \to \mathcal{Y} \) be the projection map, (55) implies that \( P \circ \Pi_{\mathcal{Y}}^* = \mu \) (see e.g. [2], Chapters 7, 8). Finally, since \([0, T] \times U_1 \times U_2 \times \mathcal{Y} \) is a Polish space, we can disintegrate \( dP(u, v, y, t) \) into \( d\Theta(u, v, y, t, d\mu(y)) dt \) where \( \Theta \) is a regular conditional probability (or stochastic kernel) with probability 1 (see Appendix A.5 of [14] for definition and properties of stochastic kernels).
It remains to show that any limiting pair \((\psi, P)\) satisfies property (iii) of Definition 3.11 with \(\Lambda = (\Lambda_1, \Lambda_2)\) as in Theorem 3.11. In view of (29), (55) we have

\[
X^\epsilon \mathcal{L} = x_0 + \int_0^t \Lambda_1(X^\epsilon_s, u_1(s), u_2(s), Y^\epsilon_s) ds + \int_0^t \sigma_1(X^\epsilon_s, Y^\epsilon_s) dW_s + \int_0^t \sigma_1(X^\epsilon_s, Y^\epsilon_s) dW_s^H + \int_0^t \nabla \Psi(Y^\epsilon_s) \tau(Y^\epsilon_s) dW_s .
\]

From the estimates of the previous section it follows that each term on the second line of the last display vanishes as \(\epsilon \to 0\). In particular, Proposition 4.2, Proposition 4.1, Lemmas 4.1, 4.2, 4.10, and Conditions (6), (7) imply that

\[
\left\| \int_0^t \sigma_1(X^\epsilon_s, Y^\epsilon_s) dB_s^H - \int_0^t \nabla \Psi(Y^\epsilon_s) \tau(Y^\epsilon_s) dW_s \right\| \leq O(\sqrt{\epsilon}) \text{ as } \epsilon \to 0.
\]

In fact, under Condition 6(ii), the latter is equal to the square integrability of the control \(\dot{u} \mathcal{L}\). The last argument, the square integrability of the control \(\dot{u}\mathcal{L}\) to \(\psi\), it suffices to study the term \(\int_0^t \Lambda_1(\psi, u_2(s)) ds\). By definition of \(\Lambda_1\) and the occupation measures \(\mathcal{P}^\epsilon\), the latter is equal to \(\int_{[0,T] \times \mathcal{U}_2 \times \mathcal{Y}} \Lambda_1(\psi, u_1, u_2, y) d\mathcal{P}^\epsilon(s, u_1, u_2, y)\). Now let \(M > 0\) and define a cutoff function \(F_M : \mathcal{Y} \to \mathcal{Y}\) by

\[
F_M(y) = \begin{cases} y & |y| \leq M \\ \frac{y}{|y|} y & |y| > M. \end{cases}
\]

Decomposing the domain of integration we have

\[
\int_{[0,t] \times \mathcal{U}_2 \times \mathcal{Y}} \Lambda_1(\psi, u_1, u_2, y) d\mathcal{P}^\epsilon(s, u_1, u_2, y) - P(s, u_1, u_2, y)
\]

\[
\leq \int_{[0,t] \times \mathcal{U}_2 \times \mathcal{Y} \times [|y| \leq M]} \Lambda_1(\psi, u_1, u_2, y) d\mathcal{P}^\epsilon(s, u_1, u_2, y) - P(s, u_1, u_2, y)
\]

\[
+ \int_{[0,t] \times \mathcal{U}_2 \times \mathcal{Y} \times [|y| > M]} \Lambda_1(\psi, u_1, u_2, y) d\mathcal{P}^\epsilon(s, u_1, u_2, y) - P(s, u_1, u_2, y)
\]

\[
\leq \int_{[0,t] \times \mathcal{U}_2 \times \mathcal{Y} \times [|y| \leq M]} \Lambda_1(\psi, u_1, u_2, y) d\mathcal{P}^\epsilon(s, u_1, u_2, y) - P(s, u_1, u_2, y)
\]

\[
+ C \mathcal{P}_T \int_{[0,t] \times \mathcal{U}_2 \times \mathcal{Y} \times [|y| > M]} \left[ 1 + |y| + |u_2| d\mathcal{P}^\epsilon(s, u_1, u_2, y) + P(s, u_1, u_2, y) \right],
\]

where the last inequality holds since \(\Lambda_1\) grows at most linearly in all its arguments. Regarding the first term in the last display, note that for each \(M > 0\), \(t \in [0, T]\), the map

\[
[0, T] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y} \ni (s, u_1, u_2, y) \mapsto \Lambda_1(\psi, u_1, u_2, y) d\mathcal{P}^\epsilon(s, u_1, u_2, y) - P(s, u_1, u_2, y)
\]

is bounded with probability 1 and its discontinuity set is contained in \([t] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y}\). Since \(\mathcal{P}^\epsilon \to P\) almost surely in the topology of weak convergence of measures and, by Lemma 5.2(iii), the last marginal of \(P\) is Lebesgue measure we can invoke [14], Theorem A.3.10 and the dominated convergence theorem to deduce that this term converges to 0, as \(\epsilon \to 0\), in \(L^1(\Omega)\). Finally, the second term is bounded in expectation by

\[
C \sup_{\epsilon \to 0} \mathbb{E} \int_{[0,T] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y} \times [|y| > M]} \left[ 1 + \sup_{s \in [0, T]} |\psi(s)| + |y| + |u_2| d\mathcal{P}^\epsilon(s, u_1, u_2, y),
\]

which converges to 0, as \(M \to \infty\), from the uniform integrability of \(\mathcal{P}^\epsilon\). The proof is thus complete upon taking limits first as \(\epsilon \to 0\) and then as \(M \to \infty\). \(\square\)
We conclude the proof of Theorem 3.1 by identifying the averaging limit of the integral \( \sigma_1 du_1 \). As pointed out in Section 3 this term is essentially different from the case \( H = 1/2 \) since here one needs to account for the memory kernel of the fBm \( B^H \).

**Proposition 5.1.** (Averaging of \( \sigma_1 du_1 \)) Assume that \( (X_{t}^{\epsilon,\eta,\rho},P) \to (\psi,P) \) in \( C([0,T];X) \times \mathcal{P}([0,T] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y}) \) almost surely. With \( A_2 \) as in (31) and for all \( t \in [0,T] \), the following limit is valid in distribution up to a subsequence:

\[
\lim_{\epsilon \to 0} \int_0^T \sigma_1(X_{t}^{\epsilon,\eta,\rho},Y_t^{\epsilon,\eta,\rho}) du_1(t) = \int_0^T \sigma_1(\psi_t,Y_t^{\epsilon,\eta,\rho}) du_1(t)
\]

**Proof.** Since \( u_1 \in \mathcal{H}_H (15) \), there exists \( v_1 \in L^2([0,T];\mathcal{Y}) \) such that \( u_1 = K_H v_1 \). In view of Condition 4.5 Lemma A.5 and the weak convergence of \( X_{t}^{\epsilon,\eta,\rho} \) to \( \psi \), we have

\[
\sup_{t \in [0,T]} \left| \int_0^T \sigma_1(X_{t}^{\epsilon,\eta,\rho},Y_t^{\epsilon,\eta,\rho}) du_1(t) - \int_0^T \sigma_1(\psi_t,Y_t^{\epsilon,\eta,\rho}) du_1(t) \right| \leq \int_0^T |\sigma_1(X_{t}^{\epsilon,\eta,\rho},Y_t^{\epsilon,\eta,\rho}) - \sigma_1(\psi_t,Y_t^{\epsilon,\eta,\rho})| K_H v_1(t) dt
\]

as \( \epsilon \to 0 \). Here \( L_{\epsilon_1} \) is the Lipschitz constant of \( \sigma_1 \) and \( K_H \) is given in (31). From (32) we can then write

\[
\int_0^T \sigma_1(\psi_t,Y_t^{\epsilon,\eta,\rho}) du_1(t) = \frac{c_H}{(\Gamma(H - 1/2))} \int_0^T \int_{[0,t]} s^{H - 1/2 (s-z)^{1/2}} \sigma_1(\psi_t,Y_t^{\epsilon,\eta,\rho}) du_1(t)
\]

Note that the integrand on the right-hand side of the last display is singular at \( s = z \) and \( z = 0 \). In order to apply a weak convergence argument we decompose the domain of integration as follows: let \( \lambda \in (0,1/2) \), \( \rho := \lambda t \) and set \( C_H = c_H/((\Gamma(H - 1/2)) \). Since the last marginal of \( P \) is Lebesgue measure on \( [0,T] \) we can write

\[
C_H^{-1} \int_0^T \sigma_1(\psi_t,Y_t^{\epsilon,\eta,\rho}) du_1(t) = \int_0^T \int_{[0,t]} \Lambda_2(\psi_t,Y_t^{\epsilon,\eta,\rho}) \int_{[0,t]} s^{H - 1/2 (s-z)^{1/2}} \sigma_1(\psi_t,Y_t^{\epsilon,\eta,\rho}) du_1(t)
\]

We start by treating the term \( R_0 \). To this end, let \( \xi, M > 0 \) and recall the cutoff function \( F_M \). An application of Chebyshev’s inequality yields

\[
\xi^{-1} \mathbb{P}(|R_0(\epsilon,\lambda,t)| \geq \xi) \leq \mathbb{E} \left( \int_{[0,t]} s^{H - 1/2 (s-z)^{1/2}} \sigma_1(\psi_t,Y_t^{\epsilon,\eta,\rho}) du_1(t) \right)
\]

\[
\leq \mathbb{E} \left( \int_{[0,t]} s^{H - 1/2 (s-z)^{1/2}} \sigma_1(\psi_t,Y_t^{\epsilon,\eta,\rho}) du_1(t) \right)
\]

\[
=: R_{0,1}(M, \epsilon, \lambda, t) + R_{0,2}(M, \epsilon, \lambda, t)
\]
Regarding $R_{0,1}$, fix $M > 0, \lambda \in (0, 1/2), t \in [0, T]$ and let $E_{\lambda t} := \{(z, s) \in [0, T]^2 : z \in [\rho, s - \rho], s \in [2\rho, t]\}$. Since

$$\lim_{\epsilon \to 0} P^\epsilon = P \text{ a.s. in } \mathcal{P}(\mathbb{R}): \lim_{\epsilon \to 0} P^\epsilon, \mathbb{P} = \mathbb{P} \text{ a.s. in } \mathcal{P}(\mathbb{R})$$

(see e.g. Theorem 2.8.3[14]). Furthermore, the map

$$((0, T] \times \mathcal{U}_t \times \mathcal{Y}_t)^2 \ni (z, v_1, v_2, y_1, s, u_1, u_2, y_2) \mapsto \sigma_t(\psi, y_2)F_M(v_1)1_{E_{\lambda t}}(s, z) \in X$$

is bounded with probability 1 and its discontinuity set $C_{M, \lambda t}$ is contained in the triangle $\partial E_{\lambda t} = \{z = \rho\} \cup \{s = t\} \cup \{z = s - \rho\}$. From [14, Theorem A.3.10 along with the dominated convergence theorem we deduce that $\lim_{\epsilon \to 0} R_{0,1}(M, \lambda, t, \epsilon) = 0$. From an application of the Portmanteau lemma and the uniform integrability of $P^\epsilon$ (Corollary 5.1) we also have

$$\lim_{M \to \infty} R_{0,2}(M, \lambda, t, \epsilon) \leq \frac{C_{M, \lambda t}}{\xi_M} \lim_{M \to \infty} \sup_{\epsilon > 0} \int_{[0, T] \times \mathcal{Y}_t} |v_1|^2 dP^\epsilon(z, v_1, v_2, y_1).$$

Therefore, for each $t \in [0, T], \lambda \in (0, \frac{1}{2}), \lim_{M \to \infty} \lim_{\epsilon \to 0} R_0(\epsilon, \lambda, t) = 0$ in probability. Turning to $R_1$ we have

$$\mathbb{E}[R_1(\epsilon, \lambda, t)]$$

$$\leq \mathbb{E} \left[ \int_{[0, T] \times \mathcal{Y}_t} \left| v_1 \right|^2 \left( s - z \right)^{H - \frac{1}{2}} \left( s - z \right)^{H - \frac{1}{2}} \left( s - z \right)^{H - \frac{1}{2}} dP^\epsilon(z, v_1, v_2, y_1) \right]$$

$$\leq C_{H, \rho, t} \mathbb{E} \left[ \int_{[0, T] \times \mathcal{Y}_t} \left| v_1 \right|^2 \left( s - z \right)^{H - \frac{1}{2}} dP^\epsilon(z, v_1, v_2, y_1) \right]$$

(58)

where we used the Cauchy-Schwarz inequality and Portmanteau lemma to obtain the last line. As for $R_2,$

$$\mathbb{E}[R_2(\epsilon, \lambda, t)]$$

$$\leq \mathbb{E} \left[ \int_{[0, T] \times \mathcal{Y}_t} \left( s - z \right)^{H - \frac{1}{2}} \left( s - z \right)^{H - \frac{1}{2}} \left( s - z \right)^{H - \frac{1}{2}} \left( s - z \right)^{H - \frac{1}{2}} dP^\epsilon(z, v_1, v_2, y_1) \right]$$

$$\leq C_{H, \rho, t} \mathbb{E} \left[ \int_{[0, T] \times \mathcal{Y}_t} \left( s - z \right)^{H - \frac{1}{2}} \left( s - z \right)^{H - \frac{1}{2}} \left( s - z \right)^{H - \frac{1}{2}} \left( s - z \right)^{H - \frac{1}{2}} dP^\epsilon(z, v_1, v_2, y_1) \right]$$

(59)

where we applied the Cauchy-Schwarz inequality along with the Portmanteau lemma once again to obtain the last line. Similarly,

$$\mathbb{E}[R_3(\epsilon, \lambda, t)]$$

$$\leq \mathbb{E} \left[ \int_{[0, T] \times \mathcal{Y}_t} \left( s - z \right)^{H - \frac{1}{2}} \left( s - z \right)^{H - \frac{1}{2}} \left( s - z \right)^{H - \frac{1}{2}} \left( s - z \right)^{H - \frac{1}{2}} dP^\epsilon(z, v_1, v_2, y_1) \right]$$

(60)

In view of the previous arguments, estimates (58)-(60) and the uniform moment bound in (54) we can take limits, first as $\epsilon \to 0$, then as $M \to \infty$, and lastly as $\lambda \to 0$, to obtain the desired convergence in probability. \(\square\)
In view of Lemma 5.3 and Proposition 5.1, it follows that, along any convergent subsequence in distribution in $C([0, T]; X)$, the dynamics converge pointwise in distribution to the law of the solution of (38). Due to the tightness of the individual terms in $C([0, T]; X)$ and uniqueness of the pointwise limit we conclude that this convergence takes place in $C([0, T]; X)$. Thus the limiting pair satisfies (iii) of Definition 3.1 with $\Lambda$ as in Theorem 5.1.

6. Proof of the Large Deviation Principle

In this section we prove the second main result of this paper, Theorem 3.2. Our proof of the LDP for the slow process $X^\varepsilon$ proceeds in the following steps: First we prove the Laplace Principle upper bound in Section 6.1. This is a straightforward consequence of Theorem 3.1 along with the Portmanteau lemma. In Section 6.2, we show that the candidate rate function (38) admits two equivalent ordinary control formulations and that its sublevel sets are compact. These equivalent formulations are then used in Section 6.3, where we prove the Laplace Principle lower bound in two different cases. Each case comes with different assumptions for the coefficients of the slow-fast system (1) and our presentation follows an increasing order of generality. As is well known, the Laplace Principle (LP) for a process $X$ in $S$ places in $C$.

In this section we prove the second main result of this paper, Theorem 3.2. Our proof of the LDP for the slow process $X^\varepsilon$ proceeds in the following steps: First we prove the Laplace Principle upper bound in Section 6.1. This is a straightforward consequence of Theorem 3.1 along with the Portmanteau lemma. In Section 6.2, we show that the candidate rate function (38) admits two equivalent ordinary control formulations and that its sublevel sets are compact. These equivalent formulations are then used in Section 6.3, where we prove the Laplace Principle lower bound in two different cases. Each case comes with different assumptions for the coefficients of the slow-fast system (1) and our presentation follows an increasing order of generality. As is well known, the Laplace Principle (LP) for a process $X$ in $S$ places in $C$.
6.2. An equivalent form of the rate function and compactness of sublevel sets. We prepare the proof of the Laplace Principle lower bound by showing that the rate function can be represented in an ordinary control formulation. In particular, we show that the relaxed infimization problem \((38)\) over the space of probability measures is equivalent to an infimization problem over square integrable controls in feedback form. To this end, let

\[
\begin{align*}
\mathcal{A}_{\phi, x_0}^\alpha := & \left\{ u = (u_1, u_2) : [0, T] \times \mathcal{Y} \to \mathcal{U}_1 \times \mathcal{U}_2 : \int_0^T \int_{\mathcal{Y}} \left[ |u_1(t, y)|^2 + |u_2(t, y)|^2 \right] d\mu(y) dt < \infty, \\
\phi(t) & = x_0 + \int_0^t \int_{\mathcal{Y}} \Lambda_1(\phi(s), u_1(s, y_2), u_2(s, y_2), y_2) \\
& + \left( \int_0^t \int_{\mathcal{Y}} \Lambda_2(\phi(s), s, u_1(s, y_2), u_2(s, y_2), y_2, z, u_1(z, y_1), u_2(z, y_1), y_1) d\mu(y_1) dz \right) d\mu(y_2) ds, \quad t \in [0, T] \right\}
\end{align*}
\]

and

\[
\mathcal{A}_{\phi, x_0}^\alpha = \left\{ u_1 \in L^2([0, T] ; \mathcal{U}_1), u_2 \in L^2([0, T] \times \mathcal{Y}, dt \otimes d\mu ; \mathcal{U}_2) : \phi(0) = x_0, \\
\dot{\phi}_t = \bar{c}(\phi_t) + \nabla \Psi(g(\phi_t)) + \frac{1}{2} \left( \nabla \Psi_T + \sigma_2(\phi_t, \cdot) \right) u_2(t, \cdot) + \sigma_1(\phi_t) \bar{K}_H u_1(t) \right\}.
\]

Lemma 6.1. Let \(T > 0, x_0 \in X\). For all \(\phi \in C([0, T] ; X)\) we have

\[
S_{x_0}(\phi) = \inf_{p \in \mathcal{A}_{\phi, x_0}^\alpha} \frac{1}{2} \int_0^T \int_{\mathcal{Y}} \left[ |u_1|^2 + |u_2|^2 \right] dP(t, u_1, u_2, y) = \inf_{(u_1, u_2) \in \mathcal{A}_{\phi, x_0}^\alpha} \int_0^T \int_{\mathcal{Y}} \left[ |u_1|^2 + |u_2|^2 \right] d\mu(y) dt.
\]

\[
S_{x_0}(\phi) = \inf_{(u_1, u_2) \in \mathcal{A}_{\phi, x_0}^\alpha} \frac{1}{2} \int_0^T \left[ |u_1(t)|^2 + \int_{\mathcal{Y}} |u_2(t, y)|^2 d\mu(y) \right] dt.
\]

Proof. (i) Let \(P \in \mathcal{A}_{\phi, x_0, \phi}\). In view of \((34)\) we have \(dP(u, v, y, s) = d\Theta(u, v|y, s)d\mu(y) ds\). Hence, we can define \((u_1, u_2) : [0, T] \times \mathcal{Y} \to \mathcal{U}_1 \times \mathcal{U}_2\) by \(u_i(t, y) = \int_{\mathcal{U}_i} u_i d\Theta(u_1, u_2|y, t), i = 1, 2\) and use Jensen’s inequality to verify that

\[
\frac{1}{2} \int_0^T \int_{\mathcal{Y}} \left[ |u_1(t, y)|^2 + |u_2(t, y)|^2 \right] d\mu(y) dt \leq \frac{1}{2} \int_0^T \int_{\mathcal{Y}} \left[ |u_1|^2 + |u_2|^2 \right] d\Theta(u_1, u_2|y, t) d\mu(y) dt
\]

\[
= \int_{[0, T] \times \mathcal{Y}} \left[ |u_1|^2 + |u_2|^2 \right] dP(t, u_1, u_2, y) < \infty.
\]
From the definition of $\Lambda_1$ and (55) we have for all $t \in [0, T]$

$$\int_{[0,t] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y}} \Lambda_1(\phi, s, u_2, v_2, y_2) + \int_{[0,t] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y}} \Lambda_2(\phi, s, u_2, v_2, y_2) dP(s, u_1, v_1, y_1) dP(s, u_2, v_2, y_2)$$

$$= \int_{[0,t] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y}} \left[ c(\phi, y_2) + \nabla \Psi(y_2) g(\phi, y_2) + \left( \nabla \Psi(y_2) \tau(y_2) + \sigma_2(\phi, y_2) \right) v_2 \right] dP(s, u_2, v_2, y_2)$$

$$+ \frac{\epsilon H}{(H - \frac{1}{2})} \int_{[0,t] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y}} \int_{[0,t] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y}} s^{H - \frac{1}{2}} \epsilon^{2 - H} (s - z)^{H - 2} \sigma_1(\phi, y_2) u_1 dP(s, u_1, v_1, y_1) dP(s, u_2, v_2, y_2)$$

$$= \int_0^T \int_0^t \left[ \frac{\epsilon}{(H - \frac{1}{2})} \int_{[0,t] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y}} s^{H - \frac{1}{2}} \epsilon^{2 - H} (s - z)^{H - 2} \sigma_1(\phi, y_2) u_1 dP(s, u_1, v_1, y_1) dP(s, u_2, v_2, y_2)$$

$$+ \frac{\epsilon H}{(H - \frac{1}{2})} \int_0^T \int_{[0,t] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y}} s^{H - \frac{1}{2}} \epsilon^{2 - H} (s - z)^{H - 2} \sigma_1(\phi, y_2) u_1 dP(s, u_1, v_1, y_1) dP(s, u_2, v_2, y_2)$$

$$= \int_0^T \int_0^t \left[ \frac{\epsilon}{(H - \frac{1}{2})} \int_{[0,t] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y}} s^{H - \frac{1}{2}} \epsilon^{2 - H} (s - z)^{H - 2} \sigma_1(\phi, y_2) u_1 dP(s, u_1, v_1, y_1) dP(s, u_2, v_2, y_2)$$

Thus,

$$\inf_{(u_1, u_2) \in \mathcal{A}_{\Lambda, \Phi, \sigma}^{\phi}} \frac{1}{2} \int_0^T \int_0^t \left[ |u_1(t, y)|^2 + |u_2(t, y)|^2 \right] dP(y) dt \leq S_{\Lambda, \Phi, \sigma}(\phi)$$

follows by taking the infimum in (63). To prove the reverse inequality let $(u_1, u_2) \in \mathcal{A}_{\Lambda, \Phi, \sigma}^{\phi}$ and define a measure

$$P(A_1 \times A_2 \times A_3 \times A_4) = \int_{A_1} \int_{A_2} \mathbb{1}_{A_3}(u_1(t, y)) \mathbb{1}_{A_4}(u_2(t, y)) dP(y) dt$$

for any $A_1 \times A_2 \times A_3 \times A_4 \in \mathcal{B}([0, T], \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y})$. Since $\Theta(A_1 \times A_2, y, t) := \mathbb{1}_{A_3}(u_1(t, y)) \mathbb{1}_{A_4}(u_2(t, y))$ is a stochastic kernel on $\mathcal{U}_1 \times \mathcal{U}_2$ given $\mathcal{Y} \times [0, T]$ it follows that (54) holds. Thus, in view of (64), we deduce that $P \in \mathcal{Y}_{\Lambda, \Phi, \sigma}$ and

$$S_{\Lambda, \Phi, \sigma}(\phi) \leq \inf_{(u_1, u_2) \in \mathcal{A}_{\Lambda, \Phi, \sigma}^{\phi}} \frac{1}{2} \int_0^T \int_0^t \left[ |u_1(t, y)|^2 + |u_2(t, y)|^2 \right] dP(y) dt.$$

(ii) We proceed once again by finding an upper and a lower bound. First, let $(u_1, u_2) \in \mathcal{A}_{\Lambda, \Phi, \sigma}^{\phi}$ and define the averaged control $v_1(t) = \int_0^t u_1(t, y) dP(y)$. By Jensen’s inequality it follows that $v_1 \in L^2([0, T], \mathcal{U}_1)$. From the 7th line of (54) we see that

$$\phi_t = \phi_0 + \int_0^t \left[ \frac{\epsilon}{(H - \frac{1}{2})} \int_{[0,t] \times \mathcal{U}_1 \times \mathcal{U}_2 \times \mathcal{Y}} s^{H - \frac{1}{2}} \epsilon^{2 - H} (s - z)^{H - 2} \sigma_1(\phi, y_2) u_1 dP(s, u_1, v_1, y_1) dP(s, u_2, v_2, y_2)$$

Hence, $(v_1, u_2) \in \mathcal{A}_{\Lambda, \Phi, \sigma}$ and

$$\frac{1}{2} \int_0^T \int_0^t \left[ |u_1(t, y)|^2 + |u_2(t, y)|^2 \right] dP(y) dt \geq \frac{1}{2} \int_0^T \left[ |v_1(t)|^2 + \int_0^t |u_2(t, y)|^2 dP(y) \right] dt$$

$$\geq \inf_{(u_1, u_2) \in \mathcal{A}_{\Lambda, \Phi, \sigma}^{\phi}} \frac{1}{2} \int_0^T \int_0^t \left[ |u_1(t, y)|^2 + |u_2(t, y)|^2 \right] dP(y) dt,$$

where we used (i) and Jensen’s inequality. Taking infimum over $\mathcal{A}_{\Lambda, \Phi, \sigma}^{\phi}$ concludes the argument. The reverse inequality follows trivially from the inclusion $\mathcal{A}_{\Lambda, \Phi, \sigma}^{\phi} \subset \mathcal{A}_{\Lambda, \Phi, \sigma}^{\phi}$. The latter holds by identifying any $u \in L^2([0, T], \mathcal{U}_1)$ with a feedback control in $L^2([0, T] \times \mathcal{Y}; \mathcal{U}_1)$ that is constant with respect to its second argument.
Remark 14. The ordinary controls $u_1, u_2$ correspond to the noises $B^H, W$ respectively and are given a-priori in feedback form, i.e. they depend on both time and the fast variable. However, Lemma [6,1](ii) shows that it is sufficient to consider controls $u_1$ that only depend on the time variable. This simplification is not possible in the case $H = 1/2$ (see e.g. [15], Theorem 5.2) and is related to the pathwise interpretation of the integral $dB^H$ (see also the discussion in the end of Section [3] above).

We conclude this subsection with the following lemma on the compactness of the rate function’s sublevel sets.

Lemma 6.2. Let $x_0 \in X$. For all $M > 0$ the set $S_M = \{\phi \in C([0, T]; X) : S_{x_0}(\phi) \leq M\}$ is compact in the topology of uniform convergence.

Proof. We will use the equivalent form (62). Let $(\phi^n)_{n \in N} \subset S_M$ and for each $n \in N$ choose $u_n = (u_1^n, u_2^n) \in \tilde{\mathcal{A}}^\phi, x_0$ such that

$$\frac{1}{2} \int_0^T \left[|u_1^n(t)|^2 + \int_y |u_2^n(t, y)|^2 d\mu(y)\right] dt \leq M + \frac{1}{n}. \quad (65)$$

It follows that $(u_n)_{n \in N} \subset L^2([0, T]; \mathcal{U}_1) \otimes L^2([0, T] \times \mathcal{Y}, dt \otimes d\mu; \mathcal{U}_2)$ is relatively compact in the weak $L^2$ topology. Thus, up to subsequences, there exists a weak $L^2$-limit $u = (u_1, u_2)$ that also satisfies (65) due to the lower semi-continuity of the norm. Since $\phi^n$ satisfies

$$\phi^n_0 = x_0 + \int_0^t \left(\overline{\varepsilon(\phi^n_s)} + \overline{\nabla \Psi g(\phi^n_s)} + \overline{\nabla \Psi \sigma + \overline{\sigma_2(\phi^n_s, \cdot)}}|u_2^n(s, \cdot) + \tilde{\sigma}_1(\phi^n_s)Ku^n_1(s)\right) ds, \quad t \in [0, T],$$

the coefficients are Lipschitz, $\nabla \Psi, \sigma_2, \tilde{\sigma}_1$ are bounded and the linear operator $K_H : L^2 \to L^2$ is continuous in the norm topology (hence weakly continuous; see also Lemma [1.5] below), we can apply Grönwall’s inequality along with an Arzelà-Ascoli argument to show that the family $(\phi^n) \subset C([0, T]; X)$ is relatively compact. Passing, if necessary, to a further subsequence it follows from uniqueness of solutions that any limit point $\phi$ of $(\phi^n)_{n \in N}$ satisfies

$$\phi_t = x_0 + \int_0^t \left(\overline{\varepsilon(\phi_s)} + \overline{\nabla \Psi g(\phi_s)} + \overline{\nabla \Psi \sigma + \overline{\sigma_2(\phi_s, \cdot)}}|u_2(s, \cdot) + \tilde{\sigma}_1(\phi_s)Ku_1(s)\right) ds.$$ 

This implies that $(u_1, u_2) \in \tilde{\mathcal{A}}^\phi, x_0$ and

$$S_{x_0}(\phi) \leq \frac{1}{2} \int_0^T \left[|u_1(t)|^2 + \int_y |u_2(t, y)|^2 d\mu(y)\right] dt \leq M.$$

At this point we have shown that the sublevel set $S_M$ is relatively compact. In order to conclude it remains to show that it is closed. Hence, it suffices to show that the rate function $S_{x_0}$ is lower semicontinuous. To this end, let $(\phi^n)_{n \in N} \subset C([0, T]; X)$ and $u^n \in \tilde{\mathcal{A}}^\phi, x_0$ and assume that $(\phi^n, u^n) \to (\phi, u)$ in $C([0, T]; X) \times L^2([0, T]; \mathcal{U}_1) \otimes L^2([0, T] \times \mathcal{Y}, dt \otimes d\mu; \mathcal{U}_2)$ where the latter is endowed with the weak topology. Assuming without loss of generality (otherwise there is nothing to prove) that $\liminf_{n \to \infty} S_{x_0}(\phi^n) = M < \infty$, we can pass to a subsequence that satisfies (65) and

$$S_{x_0}(\phi^n) \geq \frac{1}{2} \int_0^T \left[|u_1^n(t)|^2 + \int_y |u_2^n(t, y)|^2 d\mu(y)\right] dt - \frac{1}{n}.$$ 

From our previous discussion, there exists a subsequence $(\phi^n, u^n)$ that converges to a pair $(\phi', u')$ such that $u' \in \tilde{\mathcal{A}}^\phi, x_0$ and by uniqueness of the limit we must have $(\phi', u') = (\phi, u)$. Thus, from the lower semicontinuity of the norms we obtain

$$\liminf_{n \to \infty} S_{x_0}(\phi^n) \geq \liminf_{n \to \infty} \frac{1}{2} \int_0^T \left[|u_1^n(t)|^2 + \int_y |u_2^n(t, y)|^2 d\mu(y)\right] dt \geq \frac{1}{2} \int_0^T \left[|u_1(t)|^2 + \int_y |u_2(t, y)|^2 d\mu(y)\right] dt \geq \inf_{u \in \tilde{\mathcal{A}}^\phi, x_0} \frac{1}{2} \int_0^T \left[|u_1(t)|^2 + \int_y |u_2(t, y)|^2 d\mu(y)\right] dt = S_{x_0}(\phi).$$

The proof is complete. □
6.3. **The Laplace Principle lower bound.** We wish to show that for all continuous, bounded $h : C([0, T]; X) \to \mathbb{R}$,

$$\liminf_{\epsilon \to 0} \epsilon \log \mathbb{E}_\epsilon e^{-h(X)/\epsilon} \geq - \inf_{\phi \in C([0, T]; X)} [S_{x_0}(\phi) + h(\phi)].$$

(66)

We provide the proof in two cases that depend upon the generality of the model and require different arguments.

6.3.1. **Case 1:** $b = \sigma_2 = 0, \tilde{\sigma}_1 \neq 0$. In view of (62) and (61), the rate function takes the form

$$S_{x_0}(\phi) = \inf_{u_t \in \mathcal{D}_t a_{x_0}} \frac{1}{2} \int_0^T |u_t|^2 dt = \inf_{u \in \mathcal{W}_{x_0}} \frac{1}{2} ||u||^2_{\mathcal{H}_t},$$

(67)

where

$$\mathcal{W}_{x_0} = \{ u \in \mathcal{H}_t : \phi(0) = x_0, \phi_t = \tilde{\chi}(\phi_t) + \tilde{\sigma}_1(\phi_t) \dot{u}(t) \}.$$ 

(68)

Note that, in this case, $S_{x_0}$ coincides with the Large Deviations rate function for the family $\{ X^\epsilon \}_\epsilon$ solutions to the small-noise averaged Young SDE

$$dX^\epsilon_t = \tilde{\chi}(X^\epsilon_t) dt + \sqrt{\epsilon} \tilde{\sigma}_1(X^\epsilon_t) dW^H_t,$$

$$X^\epsilon_0 = x_0.$$

In order to prove the lower bound let $\delta > 0$ and choose $\phi \in C([0, T]; X)$ such that

$$S_{x_0}(\phi) + h(\phi) < \inf_{\phi \in C([0, T]; X)} [S_{x_0}(\phi) + h(\phi)] + \frac{\delta}{2}.$$ 

Next let $v \in \mathcal{W}_{x_0}$ such that

$$\frac{1}{2} ||v||^2_{\mathcal{H}_t} < S_{x_0}(\phi) + \frac{\delta}{2}.$$ 

Considering the deterministic control $\tilde{u} = (v, 0)$ and the slow process $X^{\epsilon, \eta, \tilde{u}}$ controlled by $\tilde{u}$, it follows from uniqueness of the limiting deterministic dynamics and standard averaging theory that $X^{\epsilon, \eta, \tilde{u}} \to \phi$, as $\epsilon \to 0$, in distribution in $C([0, T]; X)$. Thus, in view of the variational representation (4) we have

$$\limsup_{\epsilon \to 0} - \epsilon \log \mathbb{E}[e^{-h(X)/\epsilon}] \leq \limsup_{\epsilon \to 0} \mathbb{E} \left[ \frac{1}{2} ||v||^2_{\mathcal{H}_t} + h(X^{\epsilon, \eta, \tilde{u}}) \right]$$

$$= \frac{1}{2} ||v||^2_{\mathcal{H}_t} + \limsup_{\epsilon \to 0} \mathbb{E}[h(X^{\epsilon, \eta, \tilde{u}})]$$

$$\leq \frac{1}{2} ||v||^2_{\mathcal{H}_t} + h(\phi) + \frac{\delta}{2} < \inf_{\phi \in C([0, T]; X)} [S_{x_0}(\phi) + h(\phi)] + \delta.$$ 

Since $\delta$ is arbitrary, (66) follows.

6.3.2. **Case 2:** $\textbf{Q}^\textbf{F}(x)$ is uniformly non-degenerate. Before we proceed to the proof of the lower bound in this more general setting, we shall introduce a few quantities of interest for the study of the variational problem (62), (61). First, define a family of multiplication operators $\widetilde{\Sigma}\phi = \{ \widetilde{\Sigma}(\phi) : \phi \in C([0, T]; X) \}$ such that

$$\widetilde{\Sigma}(\phi)(u_1) = \tilde{\sigma}_1(\phi_t) u_1(t), t \in [0, T].$$

(69)

With this notation we can rewrite, for each $H \in \{ 1/2, 1 \}, \phi \in C([0, T]; X)$, the operator $Q_H(\phi)$ (39) as

$$Q_H(\phi)(u_1, u_2)(t) := \widetilde{\Sigma}(\phi) [K_H u_1](t) + Q(\phi, \gamma) u_2(t),$$

where $K_H$ and $Q_H$ as in (40), (31) respectively. Note that $Q_H(\phi)$ is a bounded linear operator and $\sup_{\phi} \| Q_H(\phi) \|_{\mathcal{H}} < \infty$ since $\tilde{\sigma}_1, \sigma_2, \nabla \Psi, \tau$ are bounded (see Conditions 2, 4, 7 and $K_H : L^2([0, T]; \mathcal{U}_1) \to L^2([0, T]; X)$ is a bounded operator (see Lemma 5 below). Moreover, it is straightforward to verify that the adjoint operator $(Q_H(\phi))^* : L^2([0, T]; X) \to L^2([0, T]; \mathcal{U}_1) \otimes L^2([0, T] \times \mathcal{Y}, dt \otimes d\mu; \mathcal{U}_2)$ is given by

$$(Q_H(\phi))^* [\psi(t, y)] = \widetilde{\Sigma}(\phi)[K_H \psi]'(t, y), \quad (t, y) \in [0, T] \times \mathcal{Y}. $$

(70)

In view of (39), the rate function (62), (61) can be expressed in the form

$$S_{x_0}(\phi) = \inf_{\phi = (u_1, u_2) \in \mathcal{W}_{x_0}} \frac{1}{2} \| u_1 \|^2_{L^2([0, T]; \mathcal{U}_1)} + h(\phi) + \frac{\delta}{2}.$$ 

(71)
for all \( \phi \in C([0, T]; X) \) such that \( \phi_0 = x_0 \) and \( \phi - \bar{c}(\phi) - \nabla \Psi_g(\phi) \in \text{Range}(Q_H(\phi)) \subset L^2([0, T]; X) \) and \( S_{\infty}(\phi) = \infty \)
otherwise.

In the following lemma we prove the existence of exact minimizers satisfying the optimal control problem \((71)\).

**Lemma 6.3.** Let \( H \in [1/2, 1], \phi \in C([0, T]; X) \) such that \( S_{\infty}(\phi) < \infty \). The self-adjoint operator \( Q_H(\phi)Q_H(\phi)^* \in \mathcal{L}(L^2([0, T]; X)) \) has a bounded inverse that satisfies

\[
\sup_{\phi \in C([0, T]; X)} \left\| (Q_H(\phi)Q_H(\phi)^*)^{-1} \right\|_{\mathcal{L}(L^2([0, T]; X))} < \infty.
\]

Moreover, \( Q_H(\phi) \) has a bounded right inverse \( Q_H'(\phi) := Q_H''(\phi)(Q_H(\phi)Q_H(\phi))^{-1} \). As a consequence, the infimum in \((71)\) is attained by

\[
u(t, y) = (u_1(t), u_2(t, y))
\]

\[
= Q_H(\phi)[\phi - \bar{c}(\phi) - \nabla \Psi_g(\phi)](t, y)
\]

\[
= \left( K^T_{2,1} \Sigma - [Q_H(\phi)Q_H(\phi)]^{-1} \{ \phi - \bar{c}(\phi) - \nabla \Psi_g(\phi) \}(t, y), Q^T(\phi, y)[Q_H(\phi)Q_H(\phi)]^{-1} \{ \phi - \bar{c}(\phi) - \nabla \Psi_g(\phi) \}(t) \right).
\]

**Proof.** Let \( \psi \in L^2([0, T]; X) \). In view of \((70)\) we have

\[
\langle Q_H(\phi)Q_H'(\phi), \psi \rangle_{L^2([0, T]; X)} = \left\| Q_H(\phi) \psi \right\|_{L^2([0, T]; X)}^2
\]

\[
= \left\| K_{2,1} \Sigma \psi \right\|_{L^2([0, T]; X)} + \int_0^T \int_y \left\| Q^T(\phi, y) \psi \right\|^2 \, d\mu(y) \, dt
\]

\[
\geq \int_0^T \int_y \left\| Q^T(\phi, y) \psi \right\|^2 \, d\mu(y) \, dt
\]

\[
= \int_0^T \int_y \left\| Q(\phi, y) \bar{Q}(\psi) \right\|^2 \, d\mu(y) \, dt
\]

\[
\geq c \int_0^T \left\| \bar{Q}(\psi) \right\|^2 \, dt = c \left\| \psi \right\|^2_{L^2([0, T]; X)}
\]

where we used the uniform non-degeneracy of \( \bar{Q}Q^T(\chi) \) to obtain the last line. Thus, for any \( \psi \neq 0 \),

\[
\left\| Q_H(\phi)Q_H'(\phi) \right\|_{L^2([0, T]; X)} = \sup_{\|\psi\|_{L^2([0, T]; X)} \leq 1} \left\| Q_H(\phi)Q_H'(\phi), \psi \right\|_{L^2([0, T]; X)} \geq \left\| Q_H(\phi)Q_H'(\phi) \psi \right\|_{L^2([0, T]; X)} \geq c \|\psi\|^2_{L^2([0, T]; X)}.
\]

This implies that the self-adjoint operator \( Q_H(\phi)Q_H'(\phi) \) is injective and has a closed range. Therefore,

\[
Q_H(\phi)Q_H'(\phi)_{L^2([0, T]; X)} = Q_H(\phi)Q''_H(\phi)_{L^2([0, T]; X)}^2 = \ker([Q_H(\phi)Q''_H(\phi)]^+ \ker([Q_H(\phi)Q_H(\phi)]^+ = [0]^+ = L^2([0, T]; X),
\]

i.e. \( Q_H(\phi)Q''_H(\phi) \) is bijective. By virtue of the inverse mapping theorem, its inverse is bounded. The uniform bound of the operator norm then follows from \((74)\). The fact that \( Q''_H(\phi) \) is a right inverse is immediate from its definition. The final statement follows since \( u^* \) is the minimal-norm solution of the equation \( Q_H(\phi)_{0} = \left[ \phi - \bar{c}(\phi) - \nabla \Psi_g(\phi) \right] \). \]
Lemma 6.4. Let $h: C([0, T]; \mathcal{X}) \to \mathbb{R}$ be continuous and bounded, $u^*_n, \phi$ as in (73), (75) respectively. There exists a deterministic control $v^*_n \in L^2([0, T] \times \mathcal{Y})$ that is continuous in the first variable and Lipschitz continuous in the second variable, uniformly in the first variable, and such that for any $\delta > 0$

$$\frac{1}{2} \left[ \int_0^T |u^*_n(t)|^2 \, dt + \int_0^T |v^*_n(t, y)|^2 \mu(y) \, dt \right] + \delta, \quad \text{for all } \delta > 0,$$

where $\bar{\phi}$ solves $\phi(t) = x_0 + \int_0^t [\epsilon(\phi(s)) + V\Psi(\phi(s)) + Q_h(\phi)(u^*_n, v^*_n) \mu] \, ds, \ t \in [0, T]$.

Proof. In view of (72), $[Q_h(\phi)Q_h^T(\phi)]^{-1} [\phi - \bar{\phi}(\phi) - \nabla \Psi(\phi)] \in L^2([0, T]; \mathcal{X})$. By density, there exists a sequence $\{\psi_n\}$ of continuous functions that converges to $[Q_h(\phi)Q_h^T(\phi)]^{-1} [\phi - \bar{\phi}(\phi) - \nabla \Psi(\phi)]$ in $L^2([0, T]; \mathcal{X})$. Thus, by letting $v^*_n(t, y) := O^T(\phi, y)\psi_n(t)$ we have 1) $v^*_n$ satisfies the continuity properties of the statement and 2) $\|u^*_n - v^*_n\|_{L^2([0, T] \times \mathcal{Y})} \leq \|O^T(\phi, \cdot)\|_{L^2([0, T] \times \mathcal{Y})} \psi_n - [Q_h(\phi)Q_h^T(\phi)]^{-1} [\phi - \bar{\phi}(\phi) - \nabla \Psi(\phi)] \|_{L^2([0, T] \times \mathcal{X})} \to 0,$

as $n \to \infty$. Now consider the sequence $\{\phi_n\}$ of solutions to the limiting dynamics controlled by $(u^*_n, v^*_n)$. From the Lipschitz continuity and boundedness of the coefficients along with the square integrability of $u^*_n$ we have

$$\|\phi_n - \phi_i\|_{L^2([0, T] \times \mathcal{Y})} \leq \int_0^T |\phi_i(t) - \bar{\phi}(\phi_i(t))| \, dt + \int_0^T \nabla \Psi(\phi_i(t)) \, dt + \int_0^T \nabla \Psi(\phi_i(t)) \, dt + \int_0^T \nabla \Psi(\phi_i(t)) \, dt + \int_0^T \nabla \Psi(\phi_i(t)) \, dt + \int_0^T \nabla \Psi(\phi_i(t)) \, dt \leq C_1 \int_0^T |\phi_i(t) - \bar{\phi}(\phi_i(t))| \, dt + C_2 \|K_h u^*_n \|_{\mathcal{L}^2} + C_3 \|K_h u^*_n \|_{\mathcal{L}^2} \ \sup_{(t, y) \in [0, T] \times \mathcal{Y}} v^*_n(t, y) \|_{L^2([0, T] \times \mathcal{X})} \to 0,$$

as $n \to \infty$. Since $h$ is continuous we have $h(\phi) \to h(\bar{\phi}_n)$ and the proof is complete upon choosing $n_0$ large enough, $\phi = \phi_n$ and $v^*_n = v^*_n$.

The next step in the proof of the lower bound is to construct a sequence of feedback stochastic controls that approximate the left-hand side in (76). To this end, let $Y$ denote the Itô diffusion with infinitesimal generator $L$ (21). In particular, $Y$ solves the SDE

$$dY_t = f(Y_t)dt + \tau(Y_t)dB_t$$

In view of Conditions (23) $Y$ is strongly mixing and its unique invariant measure is given by $\mu$. Next let $y$ be a $\mu$-distributed random initial condition, $Y^\eta$ denote the corresponding stationary ergodic process and $Y^\eta = Y^\eta$. Guided by the explicit form of the optimal controls given in the previous lemmas, we define a sequence $v^*_n$ by

$$v^*_n(t) := v^*_n((t + \eta)n, Y_t) \quad \text{for } t \in [0, T],$$

where $\lfloor \cdot \rfloor$ denotes the floor function. By the convergence of $[t + \eta]n \to t$, as $\eta \to 0$, the continuity properties of $v^*_n$ and the ergodic theorem we see that

$$\mathbb{E} \int_0^T |v^*_n(t)|^2 \, dt \to \int_0^T \int_0^T |v^*_n(t, y)|^2 \, d\mu(y) \, dt, \ \eta \to 0.$$

Moreover, let $\tilde{u}^\epsilon = (K_h[u^*_n], \int_0^T v^*_n(s)ds)$ and consider the slow motion $X^{\epsilon, \tilde{u}^\epsilon}$ controlled by $\tilde{u}^\epsilon$. By standard homogenization theory and uniqueness of the limiting (deterministic) dynamics we have $\lim_{\epsilon \to 0} X^{\epsilon, \tilde{u}^\epsilon} = \bar{\phi}$ in distribution in
C([0, T]; X). Invoking the variational representation \([28]\) once again, we conclude that

\[
\limsup_{\epsilon \to 0} -\epsilon \log \mathbb{E}[e^{-h(X_t)/\epsilon}] \leq \limsup_{\epsilon \to 0} \mathbb{E}
\left[ \frac{1}{2} \| \tilde{\sigma}_2(t) \|^2 + h(X_t) \right] \\
= \limsup_{\epsilon \to 0} \mathbb{E}
\left[ \frac{1}{2} \left( \int_0^T |\tilde{u}(t)|^2 \, dt + \int_0^T |\tilde{v}(t)|^2 \, dt \right) + h(X_t) \right] \\
= \frac{1}{2} \left( \int_0^T |\tilde{u}(t)|^2 \, dt + \int_0^T \int_y \tilde{v}(t, y) \tilde{v}(t, y) \, d\mu(y) \, dt \right) + h(\tilde{\phi}) \\
\leq \inf_{\phi \in \mathcal{F}(\mathbb{R}_+^2 \times X)} [S_{\omega}(\phi) + h(\phi)] + \delta,
\]

where we used \([76]\) to obtain the last line. Since \(\delta\) is arbitrary, the proof of the lower bound is complete.

6.4. On the assumption of the lower bound. Our second proof of the Laplace principle lower bound works under the assumption that the averaged matrix \(QQ^T\) is uniformly non-degenerate. Below we provide a few examples which demonstrate that this condition can be satisfied by imposing a number of different assumptions on the coefficients.

1) \(b = 0\) and the diffusion matrix \(\sigma_2 \sigma_2^T\) is uniformly non-degenerate. Thus, \(\nabla \Psi = 0\) and \(QQ^T\) reduces to \(\sigma_2 \sigma_2^T\).

2) The fast motion evolves on the torus \(Y = \mathbb{T}^d\) and the diffusion coefficient \(\sigma_2(x, y) = \sigma_2(y) \tau(y)\) for some matrix-valued function \(\sigma_2\) such that \(\sigma_2^2 \sigma_2^T\) is uniformly non-degenerate. The first condition is equivalent to taking, for all \(x \in X, c(x, \cdot), \sigma_1(x, \cdot), g(x, \cdot), b, f, \tau\) to be periodic of the same period in every direction and the drifts \(f, b\) to be continuous bounded functions. Since the phase space \(Y\) is compact, the Krylov-Bogolyubov theorem (see \([1]\), Section 3.1 for Markov processes and \([26]\), Theorem 4.1.1 for more general dynamical systems) asserts the existence of a unique invariant measure \(\mu\) defined in \(\mathcal{B}(Y)\). The measure \(\mu\) is absolutely continuous with respect to Lebesgue measure on the torus and the invariant density \(\rho_\infty\) is strictly positive and twice differentiable. Moreover, the Poisson equation \(LP = -b, \int_y b \, d\mu = 0\), equipped with periodic boundary conditions, has a unique strong solution \(\Psi\) that is twice continuously differentiable with bounded derivatives up to second order. All the results of this paper continue to hold in this case. From the uniform non-degeneracy of \(\tau \tau^T\) we have, for all \(\xi \in X,\)

\[
\langle Q(x, y)Q^T(x, y)\xi, \xi \rangle = \langle \tau(y) \tau^T(y) [\nabla \Psi(y) + \sigma_2(y)]^T \xi, [\nabla \Psi(y) + \sigma_2(y)]^T \xi \rangle \\
\geq C [\langle \nabla \Psi(y) + \sigma_2(y) \rangle^T \xi, [\nabla \Psi(y) + \sigma_2(y)]^T \xi].
\]

Since \(\rho_\infty > 0\) and the integral of the derivative of a smooth periodic function is 0 we apply the Cauchy-Schwarz inequality to obtain

\[
\langle Q(x)Q^T(x)\xi, \xi \rangle \geq C \left( \int_y \| [\nabla \Psi(y) + \sigma_2(y)]^T \xi \|^2 \, d\rho_\infty(y) \right) \left( \int_y \rho_\infty^{-1}(y) \, dy \right) \\
\geq C \left( \int_y \| [\nabla \Psi(y) + \sigma_2(y)]^T \xi \|^2 \rho_\infty^{1/2}(y) \rho_\infty^{-1/2}(y) \, dy \right) \left( \int_y \rho_\infty^{-1}(y) \, dy \right)^{-1} \\
\geq C \| [\sigma_2(y)]^T \xi \|^2 \left( \int_y \rho_\infty^{-1}(y) \, dy \right)^{-1} \geq C \left( \int_y \rho_\infty^{-1}(y) \, dy \right)^{-1} \| \xi \|^2,
\]

where we used the uniform non-degeneracy of \(\sigma_2\) in the last line. A very similar argument can be found in \([34]\), Theorem 13.5.

3) \(Y = X = \mathbb{R}^d, \tau = \sqrt{2a} Id, f(y) = -\alpha y, b(y) = \lambda y\) for some \(\alpha, \lambda > 0\), where \(Id\) is the identity matrix and \(\sigma_2\) is non-negative definite. In this case the fast motion is an Ornstein-Uhlenbeck process and the \(L^2\)-adjoint of its generator is given by \(L^* h(y) = \alpha (\Delta h(y) + \nabla yh(y))\). The solution of the equation \(L^* \rho_\infty = 0, \int_y \rho_\infty \, dy = 1\) is then given by the density of a \(N(0, Id)\) distribution. Thus, since \(\tilde{\tau} = -\lambda \int_y ydN(0, Id) = 0\), the centering condition is satisfied and the Poisson
equation \( \mathcal{L}\Psi = -b, \int_y \Psi d\mu = 0 \) is solved by \( \Psi(y) = \lambda y/\alpha \). It follows that \( \nabla \Psi(y) = (\lambda/\alpha)Id, \nabla^2 \Psi = (\sqrt{\lambda}/\sqrt{\alpha})Id \) and

\[
\mathcal{Q}(x)Q^T(x) \mathcal{Q}(x) = \left( \int y \left( \nabla \Psi(y) \nabla \Psi(y)^T + \sigma_2(y, \cdot) \right) d\mu(y) \right) \mathcal{Q}(x)Q^T(x).
\]

which holds since \( \sigma_2 \) is nonnegative definite. Thus the assumption for the lower bound is satisfied.

### 7. Comparison to the case \( H = 1/2 \)

Having proved a Large Deviation Principle for the slow process \( \Pi \) when \( H > 1/2 \) (or \( H > 3/4 \) in the case of Condition \( Q_1(iii) \)), it is natural to ask in what sense is the rate function \( S_{\alpha_0} \) (62) different from the one obtained in the classical Freidlin-Wentzell theory, where \( H = 1/2 \) and \( B^H \) is a standard Brownian motion independent of \( W \). To this end let \( Q \) as in (60) and, for each \( x \in X \),

\[
Q_{1/2}(x) := \int y \left( \sigma_1(x, y) \nabla \Psi(y) \right), Q_{1/2}^{-1}(x) \mathcal{Q}(y) \right) \mathcal{Q}(x)Q^T(x).
\]

Assuming for simplicity that \( Q_{1/2}(x) \) is uniformly non-degenerate, it is well-known that the LDP rate function for \( H = 1/2 \) is given by the explicit formula

\[
S_{\alpha_0}^{1/2}(\phi) := \frac{1}{2} \int_0^T \left( \phi_t - \bar{\phi}(\phi_t) - \nabla \Psi^g(\phi_t), Q_{1/2}^{-1}(\phi_t) \right),\left( \phi_t - \bar{\phi}(\phi_t) - \nabla \Psi^g(\phi_t) \right) \right)_X dt,
\]

for all \( \phi \in C([0, T]; X) \) such that \( \phi_0 = x_0 \) and \( Q_{1/2}^{-1}(\phi_0) \mathcal{Q}_{1/2}(\phi_0) \in L^2([0, T]; X) \) and \( S_{\alpha_0}^{1/2}(\phi) = \infty \) otherwise. In the simpler case \( \sigma_2 = b = 0 \) and \( \sigma_1 \sigma_1^T \) is uniformly non-degenerate, the rate function reduces to

\[
S_{\alpha_0}^{1/2}(\phi) := \frac{1}{2} \int_0^T \left( \phi_t - \bar{\phi}(\phi_t), (\sigma_1 \sigma_1^T)^{-1}(\phi_t) \left( \phi_t - \bar{\phi}(\phi_t) \right) \right)_X dt,
\]

for all \( \phi \in C([0, T]; X) \) such that \( \phi_0 = x_0 \) and \( \phi - \bar{\phi}(\phi) \in L^2([0, T]; X) \) and \( S_{\alpha_0}^{1/2}(\phi) = \infty \) otherwise.

In the first part of this section we show that, in certain cases, \( S_{\alpha_0} \) admits representations similar to (80) and (81) and discuss the differences between the formulas. Finally, we consider its pointwise limit as \( H \to 1^+ \) and show that the rate function is discontinuous at \( H = 1/2 \). To this end we shall write \( S_{\alpha_0}^H = S_{\alpha_0} \) to emphasize the dependence of the rate function on the Hurst index.

#### 7.1. On the form of the rate function

We start by considering the case that \( \mathcal{Q} \mathcal{Q}^T \) has a uniformly bounded inverse. The following is a simple corollary of Lemma (63)

**Corollary 7.1.** Let \( x_0 \in X, Q, Q_H(\phi) \) as in (40), (39) respectively and assume that the matrix-valued function \( \mathcal{Q} \mathcal{Q}^T \) is uniformly non-degenerate. Then, for all \( \phi \in C([0, T]; X) \) such that \( \phi_0 = x_0 \) and \( \phi - \bar{\phi}(\phi) \in L^2([0, T]; X) \), we have

\[
S_{\alpha_0}^H(\phi) := \frac{1}{2} \int_0^T \left( \phi_t - \bar{\phi}(\phi_t) - \nabla \Psi^g(\phi_t), \mathcal{Q}(\phi) \mathcal{Q}_H(\phi) \right) \mathcal{Q}(\phi) \mathcal{Q}_H(\phi) \right) \mathcal{Q}(\phi) \mathcal{Q}_H(\phi) \right),\left( \phi_t - \bar{\phi}(\phi_t) - \nabla \Psi^g(\phi_t) \right)_X dt,
\]

and \( S_{\alpha_0}^H(\phi) = \infty \) otherwise.
Proof. Invoking (73) we have

\[
S_{\Phi}^H(\phi) = \inf_{u=(u_1,u_2) \in \mathcal{Q}^H(\phi)} \frac{1}{2} \|u\|^2_{L^2([0,T];\mathcal{H}) \times L^2([0,T] \times \mathcal{M} ; d\mu; \mathcal{U}_1)}
\]

\[
= \frac{1}{2} \left( \int_0^T \left( u_1^2(t) + u_2^2(t) dt + \int_0^T \int_0^T \left( u_2^2(t,y) + u_2^2(t,y) d\mu(y) dt \right) \right) \right)
\]

\[
= \frac{1}{2} \left( \int_0^T \left( \left[ Q_H(\phi)Q_H(\phi)^* - \bar{\Psi}_H(\phi) \right] \right) \right) dt
\]

\[
+ \int_0^T \left( \left[ Q_H(\phi)Q_H(\phi)^* - \bar{\Psi}_H(\phi) \right] \right) dt
\]

\[
= \frac{1}{2} \int_0^T \left( \left[ Q_H(\phi)Q_H(\phi)^* - \bar{\Psi}_H(\phi) \right] \right) dt
\]

\[
\text{Remark 15. Comparing (3) and (80) we see that the difference between the two rate functions lies in the "effective diffusivity" operators } [Q_H(\phi)Q_H(\phi)^*], Q_{1/2}. \text{ On the one hand, } [Q_H(\phi)Q_H(\phi)^*] \text{ is a non-local operator which takes into account the covariance structure of the fBm (recall the definition of the fractional integral operator } K_H \text{ (31)). Moreover, } [Q_H(\phi)Q_H(\phi)^*] \text{ features the naively averaged term } \bar{\sigma}_1 \text{ (recall (69)). On the other hand, } Q_{1/2} \text{ is expressed as a matrix-valued function which essentially depends on the classically averaged coefficient } \left( \sigma_1^2 \right)^{1/2}. \text{ Finally, note that if } \sigma_1 = 0 \text{ the two operators coincide.}
\]

Even though (3) provides a non-variational form of the rate function, it depends on the inverse of the "effective diffusivity" operator } [Q_H(\phi)Q_H(\phi)^*]^{-1}. \text{ The latter is a bounded operator and we have only proved its existence. Nevertheless, in some special cases we obtain a more explicit formula which can be directly compared to (31) and is useful in studying continuity properties of } S_{\phi}^H \text{ with respect to } H.

Corollary 7.2. Let } b = \sigma_2 = 0, c_H \text{ as in (17) and assume that } \bar{\sigma}_1 \text{ is symmetric with a bounded inverse. Then the rate function takes the form

\[
S_{\phi}^H(\phi) = \frac{1}{2c_H^2 \bar{\sigma}_1^{-1}} \int_0^T \left[ 1 - H \bar{\sigma}_1(\phi) \right]^{-1} \left[ \phi_t - \bar{\sigma}_1(\phi) \right] dt
\]

\[
+ \left( H - \frac{1}{2} \right) c_H^2 \int_0^T \left[ \bar{\sigma}_1(\phi) \right]^{-1} \left[ \phi_t - \bar{\sigma}_1(\phi) \right] \left[ \phi_s - \bar{\sigma}_1(\phi) \right] dt
\]

(82)

for all } \phi \in C([0,T]; X) \text{ such that } \phi_0 = x_0 \text{ and } \bar{\sigma}_1(\phi) \in K_H[L^2([0,T]; U_1)] \text{ and } S_{\phi}(\phi) = \infty \text{ otherwise.}

Proof. From (67), (68) we have } S_{\phi}(\phi) < \infty \text{ if and only if } \phi_0 = x_0, \bar{\sigma}_1(\phi) \in K_H[L^2([0,T]; U_1)] \text{ and the infimum is (uniquely) attained by } u^* = \int_0^T \bar{\sigma}_1(\phi) dt. \text{ Thus,}

\[
S_{\phi}^H(\phi) = \frac{1}{2} \|u^*\|^2_{\mathcal{H}_d} = \frac{1}{2} \int_0^T \left| K_H^{-1}[u^*](\phi) \right|^2 dt
\]
and (82) follows from (18).

7.2. **Limit as** \( H \to \frac{1}{2}^+ \). In view of (3), we expect that, as \( H \to \frac{1}{2}^+ \), \( S_{\alpha H}^t \) does not, in general, converge to \( S_{\alpha 0}^{1/2} \) (81).

In this section we provide a proof of this discontinuity of the rate function at \( H = 1/2 \). In order to study the limiting behavior of (3) we will work in a family of weighted Hölder spaces defined as follows: Let \( \alpha \geq 1, \beta \in (0, 1) \), define a weight \( w_{\alpha}(t) = t^{\alpha}, t \in [0, T] \) and consider the vector space

\[
C^\beta_\alpha([0, T]; \mathcal{U}_1) := \left\{ f : [0, T] \to \mathcal{U}_1 : \frac{f}{w_{\alpha}} \in C^\beta([0, T]; \mathcal{U}_1) \right\}.
\]

The norm

\[
\|f\|_{\alpha, \beta} := \|f/w_{\alpha}\|_{C^\beta([0, T]; \mathcal{U}_1)}
\]

turns \( C^\beta_\alpha([0, T]; \mathcal{U}_1) \) to a Banach space. The latter is easy to verify by noting that the map

\[
C^\beta([0, T]; \mathcal{U}_1) \ni f \mapsto w_{\alpha}f \in C^\beta_\alpha([0, T]; \mathcal{U}_1)
\]

is a bijective linear isometry and \( C^\beta_\alpha([0, T]; \mathcal{U}_1) \) is a Banach space. Finally, due to the Lipschitz continuity of the weight \( w_{\alpha} \), the linear inclusion \( C^\beta_\alpha([0, T]; \mathcal{U}_1) \subset C^\beta([0, T]; \mathcal{U}_1) \) is continuous. For the use of these weighted Hölder spaces in the context of fractional calculus, the reader is referred to [33], Chapter 1.

We start with by proving some mapping properties of the operator \( \tilde{K}_H^{-1} \). The estimates that follow are uniform in \( H \) when \( H \) is close to 1/2.

**Lemma 7.1.** Let \( \rho > 0 \). For any \( \alpha \geq 1 + \rho \) the following hold:

(i) For all \( \beta \geq \rho \), there exists a constant \( C = C_{T, \alpha, \beta, \rho} > 0 \) such that

\[
\sup_{H \in (1/2, 1/2 + \rho)} \sup_{t \in [0, T]} \int_0^t \frac{t^{\frac{\alpha-H}{\alpha}} f(t) - s^{\frac{\alpha-H}{\alpha}} f(s)}{(t-s)^{\frac{\alpha}{2}}} ds \leq C\|f\|_{\alpha, \beta}.
\]

(ii) The linear operator \( \tilde{K}_H^{-1} \) maps \( C^\beta_\alpha([0, T]; \mathcal{U}_1) \) continuously to \( L^\infty([0, T]; \mathcal{U}_1) \). Moreover, for \( \rho \) sufficiently small, we have

\[
\sup_{H \in (1/2 + \rho)} \left\| \tilde{K}_H^{-1} \right\|_{C^\beta_\alpha \to L^\infty, \alpha, \beta} < \infty.
\]

(iii) Let \( \beta \geq 1/2 + \rho \). The linear operator \( \tilde{K}_H^{-1} \) maps \( W^{2, \beta}_\alpha([0, T]; \mathcal{U}_1) \) continuously to \( L^2([0, T]; \mathcal{U}_1) \). Moreover, for all \( \beta \geq \rho \) and \( \rho \) sufficiently small, we have

\[
\sup_{H \in (1/2 + \rho)} \left\| \tilde{K}_H^{-1} \right\|_{W^{2, \beta}_\alpha \to L^2, \alpha, \beta} < \infty.
\]

**Proof.** Let \( H \in (1/2, 1/2 + \rho), f \in C^\beta_\alpha([0, T]; \mathcal{U}_1) \). For \( t \in [0, T] \) we have

\[
\int_0^t \frac{t^{\frac{\alpha-H}{\alpha}} f(t) - s^{\frac{\alpha-H}{\alpha}} f(s)}{(t-s)^{\frac{\alpha}{2}}} ds = \int_0^t \frac{t^{\frac{\alpha-H}{\alpha} - \frac{\alpha-H}{\alpha} + \alpha} f(t) - s^{\frac{\alpha-H}{\alpha} - \frac{\alpha-H}{\alpha} + \alpha} f(s)}{(t-s)^{\frac{\alpha}{2}}} ds + \int_0^t \frac{s^{\frac{\alpha-H}{\alpha} - \frac{\alpha-H}{\alpha} + \alpha} f(t) - s^{\frac{\alpha-H}{\alpha} - \frac{\alpha-H}{\alpha} + \alpha} f(s)}{(t-s)^{\frac{\alpha}{2}}} ds.
\]

Applying the mean value theorem in the first integral we obtain the bound

\[
\int_0^t \frac{t^{\frac{\alpha-H}{\alpha}} f(t) - s^{\frac{\alpha-H}{\alpha}} f(s)}{(t-s)^{\frac{\alpha}{2}}} ds \leq \sup_{t \in [0, T]} [f(t)/w_{\alpha}(t)] \left( \frac{1}{2} - H + \alpha \right) t^{\frac{\alpha-H}{\alpha}} \int_0^t \frac{(t-s)^{\alpha-H}}{(t-s)^{\frac{\alpha}{2}}} ds + \frac{[f/w_{\alpha}]_{C^\beta_\alpha}}{\alpha} T^{\frac{\alpha-H}{2}} \int_0^t \frac{(t-s)^{\frac{\alpha-H}{\alpha} + \alpha}}{(t-s)^{\frac{\alpha}{2}}} ds \leq \left( \frac{1}{2} - H + \alpha \right) T^{\frac{\alpha-H}{2}} [f/w_{\alpha}]_{C^\beta_\alpha} \frac{t^{\frac{\alpha-H}{\alpha}}}{\alpha} \int_0^t \frac{(t-s)^{\alpha-H}}{(t-s)^{\frac{\alpha}{2}}} ds + \frac{[f/w_{\alpha}]_{C^\beta_\alpha}}{\alpha} T^{\frac{\alpha-H}{2}} \int_0^t \frac{(t-s)^{\frac{\alpha-H}{alpha} + \alpha}}{(t-s)^{\frac{\alpha}{2}}} ds \leq \frac{[f/w_{\alpha}]_{C^\beta_\alpha}}{\alpha} T^{\frac{\alpha-H}{2}} \int_0^t \frac{(t-s)^{\frac{\alpha-H}{alpha} + \alpha}}{(t-s)^{\frac{\alpha}{2}}} ds.
\]
where we used that $H \in (1/2, 1/2+\rho)$ in the last line and the integrability properties hold since $\alpha \geq 1+\rho > \frac{1}{2} + H > H - \frac{1}{2}$ and $\beta \geq \frac{1}{2} + H$. Thus

$$\sup_{H \in (1/2, 1/2+\rho)} \sup_{t \in [0,T]} \int_0^t \frac{t^{\frac{1}{2}-H} f(t) - s^{\frac{1}{2}-H} f(s)}{(t-s)^{H+\frac{1}{2}}} \, ds \leq C(1 \vee T^\alpha) \frac{1 \vee T}{1-\rho} + [f/w_a]_{C[0,T]} \frac{T^\beta}{\beta - \rho} \leq C_{T,\alpha,\beta,\rho} \|f\|_{\alpha,\beta}.$$ 

The proof is complete.

(ii) Let $t \in [0, T], H \in (1/2, 1/2+\rho)$. In view of (i) and (18) we have

$$c_H \Gamma \left(\frac{3}{2} - H\right) |K_H^{-1}[f](t)| \leq t^{\frac{1}{2}-H} |f(t)| + \left[H - \frac{1}{2}\right] \int_0^t t^{\frac{1}{2}-H} f(t) - s^{\frac{1}{2}-H} f(s) \, ds = t^{\frac{1}{2}-H} |f(t)| \leq \frac{1 \vee T^\alpha + \rho T^{H-\frac{1}{2}} \|f\|_{\alpha,\beta}}{T^{1-H}}.$$

This proves the first assertion. As for the uniform bound, note that

$$\lim_{H \to 1^+} c_H \Gamma \left(\frac{3}{2} - H\right) = \lim_{H \to 1} \frac{2H \Gamma \left(\frac{3}{2} - H\right) \Gamma \left(\frac{1}{2} - H\right)}{\Gamma \left(2 - 2H\right)} = (\Gamma(1))^2 = 1$$

from the continuity of the Gamma function. Thus, for $H \in (1/2, 1/2+\rho)$, $\rho$ sufficiently small we have

$$\|K_H^{-1}[f](t)\| \leq C\|f\|_{\alpha,\beta},$$

where the constant is independent of $H$.

(iii) As in (i), we have a decomposition

$$\int_0^t \frac{t^{\frac{1}{2}-H} f(t) - s^{\frac{1}{2}-H} f(s)}{(t-s)^{H+\frac{1}{2}}} \, ds = \int_0^t \frac{(t^{\frac{1}{2}-H+\alpha} - s^{\frac{1}{2}-H+\alpha}) [f(t)/w_a(t) - f(s)/w_a(s)]}{(t-s)^{H+\frac{1}{2}}} \, ds + \int_0^t \frac{s^{\frac{1}{2}-H+\alpha} [f(t)/w_a(t) - f(s)/w_a(s)]}{(t-s)^{H+\frac{1}{2}}} \, ds.$$

where we used that $\beta \geq \frac{1}{2} + \rho > H$ in the last line. Therefore,

$$\|K_H^{-1}[f]\|_2^2 \leq C_{\alpha,\beta,\rho,T} \left( T^{1-2H+2\alpha} \int_0^T |f(t)/w_a(t)|^2 \, dt + \rho^2 T^{2H-1} \int_0^T \frac{|f(t)/w_a(t) - f(s)/w_a(s)|^2}{(t-s)^{2\beta+1}} \, ds \right)$$

which proves the first assertion. The uniform boundedness then follows as in (ii) for $\rho$ sufficiently small. \qed

Remark 16. Note that (iii) of the previous lemma follows directly from (ii) in view of the continuous inclusions $L^\infty \subset L^2$ and $C^\beta \subset W^{2,\beta+\frac{1}{2}}$. The latter is guaranteed by the fractional Sobolev embedding theorems (e.g. Theorem 8.2 in [13]) which also hold for the weighted spaces we are using.

Proposition 7.1. Let $\sigma_2 = b = 0$ and assume that $\tilde{\sigma}_1$ is symmetric with a bounded inverse. For $x_0 \in X, T > 0, \alpha > 1, \beta > 1/2$ define $\mathcal{H}_w := \{ \phi \in C([0,T]; X) : \phi(0) = x_0, \tilde{\sigma}_1(\phi)^{-1}[\phi - \tilde{c}(\phi)] \in W^{2,\beta}_a([0,T]; X) \}$ and a functional $\tilde{S}_{w_0}^{1/2} : C([0,T]; X) \to [0, \infty]$ with

$$\tilde{S}_{w_0}^{1/2}(\phi) := \frac{1}{2} \int_0^T \left( \phi_t - \tilde{c}(\phi_t), (\tilde{\sigma}_1 \tilde{\sigma}_1^T)^{-1}(\phi_t - \tilde{c}(\phi_t)) \right)_X \, dt$$

(83)

if $\phi - \tilde{c}(\phi) \in L^2([0,T]; X)$ and $\tilde{S}_{w_0}^{1/2}(\phi) = \infty$ otherwise. Then for all $\phi \in \mathcal{H}_w$ we have

$$\lim_{H \to 1^+} S_H^H(\phi) = \tilde{S}_{w_0}^{1/2}(\phi).$$
Proof. Let \( \phi \in \mathcal{H}_a \), and set \( \psi = \sigma_1(\phi)^{-1}[\hat{\phi} - \hat{\psi}(\phi)] \). Moreover let \( \rho > 0 \) such that \( \alpha \geq 1 + \rho, \beta \geq \tfrac{1}{2} + \rho \) and \( H \in (1/2, 1/2 + \rho) \). From Lemma 7.1(iii) we have \( S_{x_0}^H(\phi) < \infty \) and thus \( S_{x_0}^{1/2}(\phi) < \infty \) and there exists a (possibly smaller) \( \rho \) such that
\[
\left| S_{x_0}^H(\phi) - S_{x_0}^{1/2}(\phi) \right| = \left| \| K_H^{-1} \psi \|^2_{L^2} - \| \psi \|^2_{L^2} \right| 
\leq c_H \left( \frac{3}{2} - H \right)^2 \left( \int_0^T \left| \psi(t)^*/w_{\alpha}(t) \right|^2 dt + C \left( H - \frac{1}{2} \right)^2 \right)
\]
where \( C \) does not depend on \( H \) and the last line follows from the triangle inequality along with the estimates in the proof of Lemma 7.1(iii). Since \( \alpha > 1 + \rho > H - 1/2 \) and \( c_H \left( \frac{3}{2} - H \right) \to 1 \) as \( H \to 1/2 \), we can apply the dominated convergence theorem to conclude that
\[
\left| S_{x_0}^H(\phi) - S_{x_0}^{1/2}(\phi) \right| \to 0,
\]
as \( H \to 1/2^+ \).

Remark 17. The functional \( S_{x_0}^{1/2} \) coincides with the Freidlin-Wentzell rate function \( S_{x_0}^{1/2} \) if \( \sigma_1 \) does not depend on the fast variables (i.e. \( \sigma_1 = \sigma_1(x) \)). In this case, Proposition 7.1 shows that for all \( \phi \in \mathcal{H}_a \), \( H \to S_{x_0}^H(\phi) \) is right continuous at \( H = 1/2 \). In general, however, the two functionals are not equal and this implies that \( S_{x_0}^H \) is (pointwise) discontinuous at \( H = 1/2 \). Indeed, consider for example \( X = Y = \mathbb{R} \), \( \sigma_1(y) = \cos(y) \) and let \( Y_{\epsilon,H} \) be an Ornstein-Uhlenbeck process as in the third example of Section 6.4. Then
\[
\sigma_1^2 = \left( \int_y \cos(y) dN(0, 1)(y) \right)^2 = \frac{1}{\epsilon} + \frac{1}{\epsilon^2} (1 + \frac{1}{\epsilon^2}) = \int_y \cos^2(y) dN(0, 1)(y) = \sigma_1^2,
\]
and thus \( S_{x_0}^{1/2} \neq S_{x_0}^{1/2} \).

8. Conclusions and future work

In this paper we studied large deviations of the slow process \( X_{\epsilon,H} \) from the homogenized limit, as \( \epsilon, \eta \to 0 \), in the case where the driving fBm \( B^H \) has Hurst index \( H > 1/2 \). Working under (20) and Condition 6 we were able to extend the classical theory by proving a Laplace Principle (Theorem 7.2) with good rate function \( S = S^H \). Moreover we showed that, in certain cases, \( S^H \) has an explicit form (1) and proved that it is discontinuous at \( H = 1/2 \) (Proposition 7.1, Remark 17). We shall now describe a number of potential directions for future work on this topic.

We have treated the case of a general diffusion coefficient \( \sigma_1 \) under Condition 6(i). This allows us to obtain tightness bounds for the Young integral \( \sqrt{\epsilon} \sigma_1 dB^H \) (see (9), Lemma 7.2) by taking advantage of the small noise. The latter comes at the cost of restricting both the Hurst index, i.e. \( H \in (3/4, 1) \), and the asymptotic regime; see (23). We believe that these restrictions are technical in nature and that Condition 6(i) is not necessary for our results to hold. An extension of the LDP with the weak convergence approach and in the absence of this condition provides an interesting problem which we plan to investigate in the future.

Throughout this work we have assumed that the scale separation parameter \( \eta \) vanishes faster than the noise intensity \( \epsilon \), as \( \epsilon \) goes to zero; see (20). Establishing an LDP in the regimes
\[
\lim_{\epsilon \to 0} \sqrt{\eta} \frac{\eta}{\epsilon^2} = \begin{cases} \gamma \in (0, \infty) \, , & 0 \\ \infty \end{cases}
\]
remains an open problem. From the perspective of the weak convergence approach, proving the Laplace Principle lower bound (66) presents additional challenges. First, in both regimes, the invariant measure of the uncontrolled fast dynamics depends on the slow component. Moreover, in both regimes, the long-time behavior of the controlled fast dynamics \( Y_{\epsilon,\eta,H} \) depends non-trivially on the control \( u_2 \). Thus the \( \gamma \)-marginal of the limiting occupation measure \( \mathbb{P} \) is no longer decoupled from \( u_2 \) (see (34)) and our construction of a (nearly) optimal control that achieves the lower bound does not carry over to this setting. In the case \( H = 1/2 \), such a construction was achieved in 15 for the first of the aforementioned regimes. The arguments there rely on a local form of the rate function along with tools from ergodic control of diffusion processes which are available due to the Markovianity of the dynamics.

Finally, the LDP rate function can be used to design efficient accelerated Monte Carlo methods for the simulation of rare events for multiscale dynamics perturbed by fBm. Similar work in the case \( H = 1/2 \) has been carried out in 39.
Appendix A.

In this section we collect the proofs of several auxiliary estimates. Lemmas A.1, A.2 provide estimates for the controlled fast process $Y_{t}^{\epsilon, \eta, \mu}$ (29). Lemma A.2 is central to the proof of Proposition 4.1 and is connected to the relative asymptotic rate of $\epsilon, \eta$ in Condition (6) (see also Remark 12). Lemmas A.3 and A.4 are concerned with the derivative $\nabla \Psi$ of the Poisson equation (26). In particular, we provide sufficient conditions for the coefficients of the fast motion under which Condition B is satisfied. Finally, in Lemma A.5 we prove that for each family of controls $\{u^{\epsilon}; \epsilon > 0\} = \{(u^{\epsilon}, u^{\epsilon}_{\eta}); \epsilon > 0\} \in \mathcal{A}_{0}$ (27), the family $\{u^{\epsilon}; \epsilon > 0\}$ of derivatives is uniformly bounded in $L^{2}$.

**Lemma A.1.** Let $T > 0$, $p > 1$. Under Conditions (2), (3) the following hold:

$(i)$ There exists $C > 0$ and $\epsilon_{0} > 0$ such that

$$\sup_{\epsilon \in (0, \epsilon_{0}], \mathcal{A}_{0}} \mathbb{E} \left( \int_{0}^{T} |Y_{t}^{\epsilon, \eta, \mu}|^{p} dt \right) \leq C.$$ 

$(ii)$ Let $\theta \in (0, \frac{1}{4})$. There exists $C > 0$ such that for all $\epsilon > 0$

$$\sup_{\epsilon \in (0, \epsilon_{0}], \mathcal{A}_{0}} \mathbb{E} |Y_{C((0,T], Y)}^{\epsilon, \eta, \mu}|^{p} \leq C(\epsilon \eta)^{-\theta}.$$ 

**Proof.** Condition A allows us to invoke Duhamel’s principle and write

$$Y_{t}^{\epsilon, \eta, \mu} = e^{-\Gamma t} Y_{0} + \frac{1}{\eta} \int_{0}^{t} e^{-\Gamma (s-\eta) \eta} \zeta(Y_{s}^{\epsilon, \eta, \mu}) ds + \frac{1}{\sqrt{\epsilon \eta}} \int_{0}^{t} e^{-\Gamma (s-\eta) \eta} \tau(Y_{s}^{\epsilon, \eta, \mu}) \dot{u}_{2}(s) ds + \frac{1}{\sqrt{\epsilon \eta}} \int_{0}^{t} e^{-\Gamma (s-\eta) \eta} \tau(Y_{s}^{\epsilon, \eta, \mu}) dW_{s}.$$ 

$(i)$ The uniform moment bound follows along the same lines as the second estimate in Lemma 3.1 of [40] and, to avoid repetition, its proof is omitted.

$(ii)$ For notational simplicity we drop the superscripts and write $Y = Y^{\epsilon, \eta, \mu}$. For $0 \leq s < t \leq T$ we have

$$Y_{t} - Y_{s} - [I - e^{-\Gamma (t-\eta) \eta}][Y_{s}] = \frac{1}{\eta} \int_{s}^{t} e^{-\Gamma (t-\eta) \eta} \zeta(Y_{r}) dr + \frac{1}{\sqrt{\epsilon \eta}} \int_{s}^{t} e^{-\Gamma (t-\eta) \eta} \tau(Y_{r}) \dot{u}_{2}(r) dr + \frac{1}{\sqrt{\epsilon \eta}} \int_{s}^{t} e^{-\Gamma (t-\eta) \eta} \tau(Y_{r}) dW_{r} =: \sum_{j=1}^{3} A_{j}(s, t).$$

Letting $y \in \mathcal{Y}$, $(y_{k})_{k=1}^{d-m}$ be the positive eigenvalues of $\Gamma$ corresponding to an orthonormal eigenbasis $(e_{k})_{k=1}^{d-m}$ and $\gamma := \inf_{k} y_{k} > 0$ we have

$$|e^{-\Gamma t} y| \leq \left| \sum_{k=1}^{d-m} e^{-\gamma t} y_{k} e_{k} \right| \leq C e^{-\gamma t} |y|.$$ 

Hence, with $L_{\zeta}$ as in Condition B we have

$$|A_{1}(s,t) + A_{2}(s,t)| \leq \frac{C(1 + L_{\zeta})}{\eta} \left( \int_{s}^{t} e^{-\gamma (t-r) \eta} dr + \int_{s}^{t} e^{-\gamma (t-r) \eta} \tau(Y_{r}) \dot{u}_{2}(r) dr \right) \leq \frac{C}{\eta} \left( \int_{s}^{t} (t-r)^{-\frac{1}{2}} dr + \frac{\|\tau\|_{N}}{\sqrt{\epsilon \eta}} \left( \int_{s}^{t} e^{-2 \gamma (t-r) \eta} dr \right)^{\frac{1}{2}} \left( \int_{0}^{T} |\dot{u}_{2}(r)|^{2} dr \right)^{\frac{1}{2}} \right).$$

Thus we obtain

$$|A_{1}(s,t) + A_{2}(s,t)| \leq C \left[ \frac{1}{\sqrt{\eta}} (t-s)^{1/2} + \frac{1}{\sqrt{\epsilon \eta}} (t-s)^{\frac{1}{2}} \right].$$

The stochastic convolution term can be treated using the following factorization formula followed by the BDG inequality

$$A_{3}(s,t) = \frac{1}{\sqrt{\eta}} \sin(\eta \tau) \int_{s}^{t} (t-r)^{-\frac{1}{2}} e^{-\Gamma (t-r) \eta} \left( \int_{r}^{t} (r-s)^{-\frac{1}{2}} e^{-\Gamma (r-s) \eta} \tau(Y_{s}) dW_{s} dr \right) dr.$$ 

In particular, it is straightforward to show that

$$\mathbb{E} \left( \sup_{t \in [s, T]} |A_{3}(s,t)|^{p} \right) \leq C_{\tau, \eta} \eta^{-\theta}.$$
For the proof and applications of the factorization formula to the study of stochastic evolution equations the reader is referred to [12], Section 5.3. It remains to estimate the last term on the left-hand side of (84). We have
\[ |I - e^{-\frac{t(s-r)}{\eta}}|Y_s = \sum_{j=1}^{3} |I - e^{-\frac{T(t-s)}{\eta}}|A_j(0,s). \]

For the first summand we write
\[ I - e^{-\frac{t(s-r)}{\eta}} = (I - e^{-\frac{t(s-r)}{\eta}})\eta(I - e^{-\frac{t(s-r)}{\eta}})^{1-\theta} \]
and use properties of exponentials to obtain
\[
\begin{align*}
||I - e^{-\frac{t(s-r)}{\eta}}|A_1(0,s)| &\leq C\|\zeta\|_{\infty}(t-s)^\theta \eta^{-1-\theta} \int_0^s e^{-\gamma(s-r)/\eta} dr \\
&\leq C'\|\zeta\|_{\infty}(t-s)^\theta \eta^{-1-\theta} \eta^{\frac{1}{2}} \int_0^s (s-r)^{-\frac{1}{2}} dr 
&\leq C\eta^{-\frac{1}{2}}(t-s)^\theta.
\end{align*}
\]

Note that the singularity in the last integral above is integrable since \( \theta < 1/2 \). Similarly,
\[
\begin{align*}
||I - e^{-\frac{t(s-r)}{\eta}}|A_2(0,s)| &\leq \frac{C}{\sqrt{\eta}}\|\zeta\|_{\infty}(t-s)^\theta \eta^{-\frac{1}{4}} \left( \int_0^s e^{-2\gamma(s-r)/\eta} dr \right)^{\frac{1}{4}} \|\bar{z}_2\|\{2:((0,T),\mathbb{Y})} \\
&\leq C'\eta^{-\frac{1}{4}}(t-s)^\theta, \\
\end{align*}
\]

where we used the Cauchy-Schwarz inequality on the first line and the last integral is finite since \( \theta < 1/2 \). Finally, (85) and the BDG inequality yield
\[
\mathbb{E}\left[ \sup_{t\in[0,\tau]} |I - e^{-\frac{t(s-r)}{\eta}}|A_3(0,s) \right]^\theta \leq C_{\tau,T,\rho}\eta^{-\frac{\theta}{2}}.
\]

These estimates along with (85) and (87) conclude the proof. \( \square \)

**Lemma A.2.** For \( p \geq 1 \) and \( T > 0 \) and \( |\Delta_n| \) as in (6) the following hold:

(i) Let \( 0 < \rho < \frac{1}{2} \) and \( \theta \in (a, 1/2) \). There exists \( C > 0 \) and \( \rho_0 \) such that for all \( \epsilon < \rho_0 \) we have
\[
\sup_{t \in \mathcal{B}_n} \mathbb{E} \left( \sup_{t_1 \neq t_2 \in [0,T]} \left( \frac{1}{(t_2 - t_1)^{a-1}} \int_t^{t_2} |A_\rho| Y_{t_1,x,u}^\epsilon \, ds \right)^{\rho} \right) \leq C \eta^{-\frac{1}{2}}.
\]

(ii) Let \( H \in (3/4, 1) \) and \( a \in (1 - H, 1/4) \). Furthermore, assume that there exists \( \beta \in (2(1 - H), 1/2) \) such that \( \sqrt{\epsilon}/\eta^\beta \to 0 \) as \( \epsilon \to 0 \). Then
\[
\mathbb{E} \left( \sup_{t_1 \in [0,T]} \left( \frac{1}{(t_2 - t_1)^{a-1}} \int_t^{t_2} |A_\rho| Y_{t_1,x,u}^\epsilon \, ds \right) \right)^{\rho} \leq C \left( \frac{\sqrt{\epsilon}}{\eta^\beta} \right)^{\rho} \to 0 \quad \text{as} \quad \epsilon \to 0.
\]

**Proof.** (i) For each \( \epsilon \), let \( \rho = \rho(\epsilon, t_1, t_2) < t_2 - t_1 \) such that \( \rho \to 0 \), as \( \epsilon \to 0 \), uniformly over \( t_1, t_2 \in [0, T] \). The exact dependence of \( \rho_0 \) on \( \epsilon \) will be specified later. Decomposing the domain of integration we have
\[
\begin{align*}
\int_{t_1}^{t_2} |A_\rho| Y_{t_1,x,u}^\epsilon \, ds &\leq \int_{t_1}^{t_2} \int_{t_1}^{t_2} (s-z)^{-a-1} Y_s^\epsilon Y_z^\epsilon \, ds \, dz + \int_{t_1}^{t_2} \int_{t_1}^{t_2} (s-z)^{-a-1} Y_s^\epsilon Y_z^\epsilon \, ds \, dz + \int_{t_1}^{t_2} \int_{t_1}^{t_2} (s-z)^{-a-1} Y_s^\epsilon Y_z^\epsilon \, ds \, dz \\
&=: I + II + III.
\end{align*}
\]

Since the first term is integrated over the diagonal, the singular kernel is integrable. A combination of Fubini’s theorem and the Cauchy-Schwarz inequality thus yields
\[
\begin{align*}
I &\leq \int_{t_1}^{t_2} \int_{t_1}^{t_2} (s-z)^{-a-1} Y_s^\epsilon Y_z^\epsilon \, ds \, dz + \int_{t_1}^{t_2} \int_{t_1}^{t_2} (s-z)^{-a-1} Y_s^\epsilon Y_z^\epsilon \, ds \, dz \\
&\leq \frac{\rho^{-a}}{a} \left( \int_{t_1}^{t_2} |Y_s^\epsilon Y_z^\epsilon| ds + \int_{t_1}^{t_2} |Y_s^\epsilon Y_z^\epsilon| ds \right) \leq \frac{\rho^{-a}}{a} \|Y_{t_1,x,u}^\epsilon\|_{L^2([0,T],\mathbb{Y})}.
\end{align*}
\]

For the second and third terms we take advantage of the Hölder regularity of \( Y_{t_1,x,u}^\epsilon \). In particular, let \( \theta \in (a, 1/2) \) and fix a \( \theta \)-Hölder continuous version. It follows that
\[
II \leq \int_{t_1}^{t_2} \int_{t_1}^{t_2} (s-z)^{\theta-a-1} Y_s^\epsilon Y_z^\epsilon \, ds \, dz \leq \frac{\rho^{-a}}{\theta-a} \|Y_{t_1,x,u}^\epsilon\|_{C^{0,[0,T],\mathbb{Y}}}(t_2 - t_1)
\]

and
\[
III \leq \int_{t_1}^{t_2} \int_{t_1}^{t_2} (s-z)^{\theta-a-1} Y_s^\epsilon Y_z^\epsilon \, ds \, dz \leq \frac{\rho^{-a}}{\theta-a} \|Y_{t_1,x,u}^\epsilon\|_{C^{0,[0,T],\mathbb{Y}}}(t_2 - t_1).
\]
with probability 1. Similarly,
\[
III \leq [Y^{e,\eta,\alpha}]_{C^0([0,T],Y)} \int_{t_2}^{t_3} (s - z)^{\beta - a - 1} ds dz \leq \frac{1}{\theta - a} [Y^{e,\eta,\alpha}]_{C^0([0,T],Y)} \int_{t_2}^{t_3} (t_2 - z)^{\beta - a} dz \leq C_{a,\theta}[Y^{e,\eta,\alpha}]_{C^0([0,T],Y)}^{\beta - a + 1}.
\]
Now choose \( \rho(\varepsilon) := \eta^{1/2}(t_2 - t_1), \varepsilon < t_2 - t_1 \) and combine the previous bounds to obtain:
\[
\int_{t_1}^{t_2} |\Delta u|^p_{Y^{e,\eta,\alpha}} dt \leq C \left[ \eta^{1/2} [Y^{e,\eta,\alpha}]_{C^0([0,T],Y)} (t_2 - t_1)^{1/2 - a} + \eta^{1/2} [Y^{e,\eta,\alpha}]_{C^0([0,T],Y)} (t_2 - t_1)^{1 + \beta - a} + \eta^{1/2} [Y^{e,\eta,\alpha}]_{C^0([0,T],Y)} (t_2 - t_1)^{1 + \beta - a} \right].
\]
Lemma [A.1] furnishes
\[
\eta^{1/2} \cdot \mathbb{E} \left( \sup_{t \in [0,T]} \int_{t_0}^{t_1} (t_2 - t_1)^{-\alpha} \int_{t_1}^{t_0} |\Delta u|^p_{Y^{e,\eta,\alpha}} dtdt_1 \right) \leq C_{T,\alpha,\beta} \left[ 1 + \frac{\sqrt{\eta}}{\sqrt{\varepsilon}} (1 + \eta^{1/2}) \right]^p
\]
which concludes the argument since \( \sqrt{\eta}/\sqrt{\varepsilon} \) is bounded for \( \varepsilon \) sufficiently small.
(ii) From (88) we have
\[
\mathbb{E} \left( \sqrt{\varepsilon} \sup_{t \in [0,T]} \int_{t_0}^{t_1} (t_2 - t_1)^{-\alpha - 1} \int_{t_1}^{t_0} |\Delta u|^p_{Y^{e,\eta,\alpha}} dt_2 dt \right) ^p \leq \varepsilon^{p/2} \left( \int_{t_0}^{t_1} (t_2 - t_1)^{-2\alpha - 1} dt_1 \right) \sup_{\varepsilon \in [0,1]} \mathbb{E} \left( \sup_{t \in [0,T]} \int_{t_0}^{t_1} |\Delta u|^p_{Y^{e,\eta,\alpha}} dt_2 \right) ^p \leq C T^{p(1 - 2\alpha)} \left( \frac{\sqrt{\varepsilon}}{\eta^{1/2}} \right)^p.
\]
where we used that \( \alpha < 1/4 \). The proof is complete upon choosing \( \theta = a/\beta \in (2a, 1/2) \).}

Our next auxiliary estimate concerns the solution of the Poisson equation (26). Recently, the authors of (20) gave a slightly modified version of estimate (21) in Theorem 2 of [32] regarding the growth of \( \nabla \Psi \) (see Proposition A.2 in [20]). In there, \( \nabla \Psi \) is shown to have quadratic growth, even if the coefficient \( b \) is bounded. However, as stated by the authors, this growth rate is not optimal and in fact can be improved under more restrictive assumptions on \( f, \tau \). The next lemma identifies sufficient conditions under which \( \nabla \Psi \) is bounded.

**Lemma A.3.** Let \( \Psi \) solve (26), \( C_f \) as in Condition 3 \( C_f > 0 \) be the optimal constant of the BDG inequality for \( p = 2 \) and set
\[
K_f := 4 \left( \frac{\|f\|^2}{C_f} \vee 1 \right).
\]
If \( \|D \tau\|^2_{L^\infty} < \frac{C_f}{C_f K_f} \) then \( \sup_{y \in Y} |\nabla \Psi(y)| < \infty \).

**Proof.** For all \( y \in Y \) we have the probabilistic representation
\[
\Psi(y) = \int_0^\infty \mathbb{E}[b(Y_t^y)] dt,
\]
where \( Y \) is the ergodic diffusion (27) with initial condition \( y \). Next let \( h \in Y \). Differentiating under the sign of expectation we obtain
\[
\nabla \Psi(y) h = \int_0^\infty \mathbb{E}[b(Y_t^y) Z_t^y] dt,
\]
where the derivative \( Z^y = D_t Y^y \) in the direction of \( h \) solves the first variation equation
\[
dZ_t = \nabla f(Y_t^y) Z_t dt + D \tau(Y_t^y) Z_t dW_t, \quad Z_0 = h.
\]
Now let \( \tilde{Z} := Z - \int_0^\infty D \tau(Y_t^y) Z_t dW_t \) and \( M = Z - \tilde{Z} \). The process \( \tilde{Z} \) has almost surely differentiable paths and satisfies
\[
\frac{1}{2} \frac{d}{dt} \|\tilde{Z}_t\|^2 = \langle \frac{d}{dt} \tilde{Z}_t, \tilde{Z}_t \rangle = \langle \nabla f(Y_t^y) [\tilde{Z}_t + M_t], \tilde{Z}_t \rangle \leq \langle \nabla f(Y_t^y) \tilde{Z}_t, \tilde{Z}_t \rangle + |\nabla f|_{L^\infty} |M_t| \|\tilde{Z}_t\| \leq -C_f \|\tilde{Z}_t\|^2 + \frac{C_f}{2} \|\tilde{Z}_t\|^2 + \frac{|\nabla f|_{L^\infty} |M_t| \|\tilde{Z}_t\|}{C_f}.
\]
where we used Condition\[3\] and Young’s product inequality to obtain the last line. Integrating yields
\[
|Z_t|^2 \leq e^{-C_f t|h|^2} + \frac{\|\nabla f\|_1^2}{C_f} \int_{0}^{t} e^{-C_f (t-s)}|M_s|^2 \, ds
\]
and
\[
|Z_t|^2 \leq 2|\tilde{Z}_t|^2 + 2|M_t|^2 \leq 2e^{-C_f t|h|^2} + \frac{2\|\nabla f\|_1^2}{C_f} \int_{0}^{t} e^{-C_f (t-s)}|M_s|^2 \, ds + 2|M_t|^2
\]
\[
\leq 2e^{-C_f t|h|^2} + \frac{2\|\nabla f\|_1^2}{C_f} \sup_{x \in [0,t]} |M_x|^2 \int_{0}^{t} e^{-C_f (t-s)} \, ds + 2|M_t|^2
\]
\[
\leq 2e^{-C_f t|h|^2} + K_f \sup_{x \in [0,t]} |M_x|^2.
\]
From the BDG inequality, there exists a constant $C_2 > 0$ such that
\[
\mathbb{E}[|Z_t|^2] \leq 2e^{-C_f t|h|^2} + C_2 K_f \int_{0}^{t} \mathbb{E}[D_t(Y_t)Z_t]^2 \, dr
\]
\[
\leq 2e^{-C_f t|h|^2} + C_2 K_f \|D_t\|^2 \int_{0}^{t} \mathbb{E}[|Z_t|^2] \, dr.
\]
Finally, Grönwall’s inequality furnishes
\[
\mathbb{E}[|Z_t|^2] \leq 2e^{-C_f t|h|^2} + 2e^{-C_f t|h|^2} + C_2 K_f \|D_t\|^2 \int_{0}^{t} \mathbb{E}[|Z_t|^2] \, dr.
\]
and by assumption $C_f - C_2 K_f L_\xi > 0$. Since $h$ is arbitrary we conclude from Condition\[4\] and \[9\] that
\[
|\nabla \Psi(Y)| \leq \|\nabla b\|_\infty \int_{0}^{\infty} e^{-C_f |\nabla b||D_t\|^{\alpha} \|W_t\|^2} \, dt < \infty.
\]
\[\Box\]

**Lemma A.4.** Let $C_f, C_2, K_f, \Psi$ as in Lemma A.3 $C_4$ be the optimal constant for the BDG inequality with $p = 4$ and assume that $\nabla b$, $D_t$ are Lipschitz continuous. If Condition\[3\] holds with $\zeta = 0$ and $C_4 K_f^2 \|D_t\|_1^2 + C_2 \|D_t\|_\infty^2 < C_f$ then $\nabla \Psi$ is Lipschitz continuous.

**Proof.** Let $y_1, y_2 \in Y$ and $L_b, L_\xi$ denote the Lipschitz constants of $\nabla b$, $D_t$ respectively. From \[89\] we have
\[
|\nabla \Psi(y_2) - \nabla \Psi(y_1)| \leq \int_{0}^{\infty} \mathbb{E}[\nabla b(Y_t^{y_2})Z_t^{y_2} - \nabla b(Y_t^{y_1})Z_t^{y_1}] \, dt
\]
\[
\leq \int_{0}^{\infty} \mathbb{E}[\nabla b(Y_t^{y_2})|Z_t^{y_2} - Z_t^{y_1}|] \, dt + \int_{0}^{\infty} \mathbb{E}[|\nabla b(Y_t^{y_2}) - \nabla b(Y_t^{y_1})|] \, dt
\]
\[
\leq \|\nabla b\|_\infty \int_{0}^{\infty} \mathbb{E}|Z_t^{y_2} - Z_t^{y_1}| \, dt + L_b|y_1 - y_2| \int_{0}^{\infty} \sup_{y \in Y} \|Z_t^{y_1}\|_{L^2(\Omega)} \, dt
\]
\[
\leq \|\nabla b\|_\infty \int_{0}^{\infty} \mathbb{E}|Z_t^{y_2} - Z_t^{y_1}| \, dt + L_b|y_1 - y_2| \int_{0}^{\infty} e^{-C_f |\nabla b||D_t\|^{\alpha} \|W_t\|^2} \, dt,
\]
where we used the mean value inequality and \[91\] to obtain the third and fourth lines above respectively. Since $\zeta = 0$, \[90\] has a constant linear drift and we can write
\[
Z_t^{y_2} - Z_t^{y_1} = \int_{0}^{t} e^{-T(t-s)}(D_t(Y_t^{y_2})Z_t^{y_2} - D_t(Y_t^{y_1})Z_t^{y_1}) \, dW_s
\]
with $\Gamma$ as in Condition\[5\] From the BDG and mean-value inequalities it follows that
\[
\mathbb{E}[|Z_t^{y_2} - Z_t^{y_1}|^2] \leq C_2 \int_{0}^{t} e^{-2C_f (t-s)} \mathbb{E}[|D_t(Y_t^{y_2})Z_t^{y_2} - D_t(Y_t^{y_1})Z_t^{y_1}|^2] \, ds
\]
\[
\leq C_2 L_\xi^2 |y_2 - y_1|^2 \int_{0}^{t} e^{-2C_f (t-s)} \mathbb{E}[Z_t^{y_2}|^2 \, ds + C_2 \|D_t\|_1^2 \mathbb{E}[|Z_t^{y_2} - Z_t^{y_1}|^2] \, ds
\]
\[
\leq C_2 L_\xi^2 |y_2 - y_1|^2 \int_{0}^{t} e^{-2C_f (t-s)} e^{-2C_f (t-s)} \mathbb{E}[|Z_t^{y_2}|^2 \, ds + C_2 \|D_t\|_1^2 \int_{0}^{t} e^{-2C_f (t-s)} \mathbb{E}[|Z_t^{y_2} - Z_t^{y_1}|^2] \, ds.
\]
where we adapted the estimate (91) to obtain the fourth moment bound for \( Z_t \) that was used in the last line. Hence,
\[
e^{2Cf}\mathbb{E}|Z_t^n_t - Z_t^n_1|^2 \leq C|y_2 - y_1|^2|\eta|^2 \int_0^t e^{2CfK_s}\|D\tau\|^4 ds + C_2\|D\tau\|^2 \int_0^t e^{2Cf}\mathbb{E}|Z^n_1 - Z^n_t|^2 ds.
\]
and Grönwall’s inequality yields
\[
e^{2Cf}\mathbb{E}|Z_t^n_t - Z_t^n_1|^2 \leq C|y_2 - y_1|^2|\eta|^2 e^{(2C4K^2f\|D\tau\|^4 + C_2\|D\tau\|^2)\tau}.
\]
By assumption we have
\[-2Cf + 2C4K^2f\|D\tau\|^4 + C_2\|D\tau\|^2 < 0.
\]
Substituting the latter to (92) concludes the argument.

\[\square\]

Lemma A.5. Let \( H \in (1/2, 1) \) and \( \{u^\epsilon; \epsilon > 0\} \) be a family of real-valued processes that is uniformly bounded in \( \mathcal{H}_H \) [15]. The family \( \{\dot{u}^\epsilon; \epsilon > 0\} \) is uniformly bounded in \( L^2([0, T]; \mathbb{R}) \).

Proof. The statement follows essentially from the continuity of the last inclusion in (19). In particular, for each \( \epsilon > 0 \), there exists \( \tilde{u}^\epsilon \) such that \( \dot{u}^\epsilon = K_H \tilde{u}^\epsilon \) and uniform boundedness in the topology of \( \mathcal{H}_H \). From the second inclusion in (19) it follows that
\[
\|\tilde{u}^\epsilon\|_{\mathcal{H}} \leq C\|\tilde{u}^\epsilon\|_{L^2} \leq C \sup_{\epsilon} \|\tilde{u}^\epsilon\|_{L^2} < \infty,
\]
with probability 1 and for some constant \( C > 0 \) independent of \( \epsilon \). As shown in display (4.5) of [37], we have
\[
\|\tilde{u}^\epsilon\|_{L^2}^2 = \|K_H \tilde{u}^\epsilon\|_{L^2}^2 = \|\tilde{u}^\epsilon\|_{0}^2
\]
\[
= \int_0^T 2^{H-1} t^{H-\frac{3}{2}} (\{s^{H-H} \tilde{u}^\epsilon\}(t))^2 dt
\]
\[
= \frac{B(H - \frac{1}{2}, 2 - 2H)}{\Gamma(H - \frac{1}{2})^2} \int_0^T \int_0^s \tilde{u}^\epsilon(s)\tilde{u}^\epsilon(t)|s - t|^{2H-2} ds dt \leq C\|\tilde{u}^\epsilon\|^4_{\mathcal{H}},
\]
where \( B \) denotes the beta function. In view of the last two displays, the proof is complete. \[\square\]
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