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Abstract: A fast and reliable vertical transportation system is an important component of modern office buildings. Optimization of elevator control strategies can be easily done using the state-of-the-art artificial intelligence (AI) algorithms. This study presents a novel method for optimal dispatching of conventional passenger elevators using the information obtained by surveillance cameras. It is assumed that a real-time video is processed by an image processing system that determines the number of passengers and items waiting for an elevator car in hallways and riding the lifts. It is supposed that these numbers are also associated with a given uncertainly probability. The efficiency of our novel elevator control algorithm is achieved not only by the probabilistic utilization of the number of people and/or items waiting but also from the demand to exhaustively serve a crowded floor, directing to it as many elevators as there are available and filling them up to the maximum allowed weight. The proposed algorithm takes into account the uncertainty that can take place due to inaccuracy of the image processing system, introducing the concept of effective number of people and items using Bayesian networks. The aim is to reduce the waiting time. According to the simulation results, the implementation of the proposed algorithm resulted in reduction of the passenger journey time. The proposed approach was tested on a 10-storey office building with five elevator cars and traffic size and intensity varying from 10 to 300 and 0.01 to 3, respectively. The results showed that, for the interfloor traffic conditions, the average travel time for scenarios with varying traffic size and intensity improved by 39.94% and 19.53%, respectively.
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1. Introduction

As of 2018, approximately 4.2 billion people, or 55% of the world’s population, live in urban areas [1]. The fact that people tend to move from rural to urban areas, along with the overall increase in global population, will result in approximately 6.7 billion people, or 68% of the global population, residing in cities by 2050 [1]. Taking this into account, we should focus on reshaping conventional approaches towards efficient energy use, reduction of waste, and improving reliability of urban infrastructure. Given this perspective, the utilization of intelligent and eco-friendly technologies is essential for sustainable growth of urban settlements.

Some cities have already taken an attractive yet challenging path to broad adoption of smart technologies. The smart city transformation is a continuous process that requires radical changes in both technology and policy frameworks. Transformation of the transportation system is one of the core components in the context of technological renovation, since timely and efficient movement of people and goods positively affects the growth and development of the cities. Innovative solutions
related to public transportation and vehicle traffic management have already been implemented in many cities around the world. For instance, the city of Pittsburgh (USA) implemented the Scalable Urban Traffic Control (SURTRAC) system that analyzes data from each street intersection and adjusts the traffic lights in real time [2]. The implementation of SURTRAC helped to reduce the intersection wait time by 41%, number of stops by 31%, travel time by 26%, and vehicle emissions by 21% [3].

Total smart city transformation will require integration of intelligent systems into both the city infrastructure and the building systems, such as heating, ventilation, air conditioning, vertical transportation, and so on. The means of public transportation in buildings, specifically elevator systems, are of particular interest to the research community since implementation of smart solutions in these systems may have similar impact as in city transportation systems.

Currently, the state-of-the-art elevator control and dispatch methods are driven by two objectives to a large extent. First-the reduction of energy consumption while keeping the same level of comfort and usability. Second-the reduction of passenger wait time by improving the elevator dispatch strategy. The growth of computer power in recent years has enabled the application of sophisticated video-aided elevator control systems based on artificial intelligence (AI).

One of the earliest works describing utilization of video cameras in conventional passenger elevators was presented in a paper by [4]. The study is limited to the people-counting problem and is not intended to address elevator control optimization. Similarly, the studies of [5–8] present different methods of video camera utilization whose main purpose was not focused on improving elevator dispatch strategies. Other works propose the application of video cameras to partially optimize elevator control and dispatch. For instance, the study by [9] proposes utilization of surveillance cameras to reduce overcrowding during emergency evacuations, whereas the study by [10] proposes utilization of in-car cameras to determine the available capacity of the elevator car and reduce the number of unnecessary stops.

Although the utilization of information obtained by the video or image acquisition systems located inside the elevator cars or in hallways may significantly improve performance of conventional passenger lifts, there is still no clear vision of how we can take maximum advantage of these data in order to improve elevator technology. In the study of [11], the authors propose an elevator control system that utilizes the information from hallway surveillance cameras and adjusts the dispatching function using a generic algorithm. The study uses the information from cameras to predict the number of passengers going in upward and downward directions. However, the passenger direction prediction algorithm is rather simple and is based on an assumption that all passengers are going the same direction as the passenger who last pressed the call button. The reported results show that the information obtained from the surveillance cameras helped to reduce the average waiting time by over 8% when the average crowding was 55%. The study also reports that utilization of cameras in scenarios with very low and very high passenger load (e.g., less than 45% or higher than 75% of total capacity) resulted in insignificant wait time reduction. In a study by [12], the authors propose an elevator group control algorithm that uses information from the passenger detection and tracking system. The algorithm utilizes Haar-like feature-based passenger detection, while the passenger motion tracking is achieved through utilization of the unscented Kalman filter. The primary goal of this algorithm is to minimize consumption of electricity by the elevator system and reduce the passenger wait time. Another elevator control algorithm utilizing the information obtained by the hallway cameras is proposed in [13]. The study focuses on minimization of the passenger wait time by taking into account the number of passengers waiting for an elevator, directions of passenger movement, and availability of the elevator cars. The gathered data are analyzed by the region-based convolutional neural network and transferred to the conventional elevator control system to perform elevator dispatch.

The aforementioned studies utilize video recording systems to determine the number of passengers and predict their movement directions in order to adjust to the present passenger traffic patterns. The main disadvantage of these approaches lies in their inability to account for uncertainties associated
with the passenger flow and the video/image processing systems. The states of the passengers, in these studies, are represented as deterministic values, yet it is obvious that the predictions made by the proposed systems cannot be 100% accurate. This problem can be tackled by representation of the passenger traffic using Bayesian networks where the number of passengers waiting for an elevator as well as their movement directions are represented as probabilistic variables.

One of the first studies describing the implementation of Bayesian network (BN) theory in elevator control and dispatch was a paper by Provan [14]. The paper presents a BN framework for stochastic discrete-event control applications. The author claims that the proposed hybrid variable-based BN representation of the stochastic discrete-event system is more compact and efficient compared to traditional probabilistic finite state machine. In a study by Cheng et al. [15], the authors propose a Bayesian reinforced learning algorithm for optimal scheduling of the elevator group control (EGC) systems. The proposed algorithm reduces the state space of the dispatch optimization problem by constructing a low-dimension abstract state space. The authors use a BN to conduct inference and obtain values for each of the abstract states. The final step of the proposed algorithm, involved utilization of a neural network to calculate the optimal state-action value function on the basis of the results obtained by the BN. The study assumes that the elevator loading time follows a 20th order truncated Erlang distribution.

The contribution and novelties of this study are as follows: In the present work we did not make a prediction following one statistical/machine learning method. We used real-time information with uncertainly that it was supposed to be generated by cameras and image recognition software to drive an intelligent decision about the motion of a multi-elevator system with the aim of reducing the waiting time.

Novel combination of conventional algorithm for the “closed car approach” together with probabilistic code was generated by BayesiaLab software integrated in Python.

The rest of this paper is organized as follows: Section 2 describes the proposed methodology and provides some comparison between the existing and proposed EGC methods, Section 3 provides a discussion on the results of the case study, and finally Section 4 presents the conclusion.

2. Model Description

It should be noted that all elevators discussed in this paper are conventional lifts cabins with collective control strategy and one up and down pushbuttons.

2.1. EGC with Conventional Nearest Car Algorithm

The main disadvantage of existing conventional EGC algorithms lies in their inability to account for uncertainties associated with passenger traffic. For instance, let us take a look at the conventional nearest car (NC) algorithm. The NC control policy is suitable for 2–3 elevator cars working in a building that is around 7 floors [16]. After call registration, the NC algorithm constantly searches for the best elevator car until the call is served. The search for the best option to serve the call is performed by calculating the figure of suitability (FS) according to the following rules:

1. When the elevator is moving towards the passenger and its’ direction as well as the passenger’s desired direction are the same, the algorithm gives a position bias to this elevator, as if the elevator was one floor nearer to the passenger. In this case, the FS is calculated as follows:

   \[ FS = (N + 1) - (d - 1) = (N + 2) - d \]  

   where \( N + 1 \) is the number of floors in a building, and \( d \) is the number of floors between the passenger and the elevator car.

2. If the elevator is committed to moving towards the passenger whose desired direction is opposite to that of the elevator, then

   \[ FS = (N + 1) - d \]
Similarly, Equation (2) can be applied to calculate FS for an idle elevator car.

(3) If the elevator is committed to moving away from the passenger, the algorithm sets FS to a value that does not depend on the distance.

The algorithm allocates the call to the elevator with highest FS value; if there are several elevators with the same FS, the algorithm allocates the call to the closest car. The flowchart of conventional NC algorithm is presented in Figure 1.

![Flowchart of conventional nearest car (NC) algorithm.](image)

As reported by reference [16], the main disadvantage of the conventional NC algorithm is its inability to adequately handle downpeak and uppeak traffic conditions. Thus, this algorithm can only be applied to the low-rise buildings where distribution of elevator cars is not very important.

2.2. Proposed EGC with Modified NC Algorithm

As opposed to conventional EGC with traditional NC algorithm, the proposed EGC uses surveillance cameras for the purpose of determining the number of passengers waiting in the hallways and riding the elevator cars.

The algorithm allocates the call to a single car or multiple elevator cars depending on the number of passengers waiting for an elevator and the number of available spaces inside the elevator cars. The system updates the statuses of each elevator car and every floor every 1 second. In other words, the elevator control system determines the locations and available capacity of each elevator car, as well as the number of passengers on every floor every 1 second (we need to figure out how to deal with movement direction of every passenger).

- Once the call is registered, the system determines how many passengers are waiting on the floor where the call was made.
- Next, the system checks the status of each elevator car (location, available capacity, movement direction).
- (a) When all elevator cars are fully loaded, the system checks the status of each elevator car again after 1 second. (b) When there is at least one elevator car available, the system orders elevators from highest FS to lowest; elevators with equal FS are ordered by distance to the landing floor, with the closest first.
• The system allocates the call to the elevators according to the order in 3B (Figure 2) until all passengers of the registered floor fit into the elevator cars.

![Figure 2. Flowchart of modified NC algorithm.](image)

2.3. Proposed EGC with BN Subroutine

The algorithm presented in the previous section utilizes the information from surveillance cameras, yet this information is considered to be deterministic. In other words, the previous algorithm assumes that the number of people provided by the image recognition system is 100% certain. However, in reality, an image recognition system would not always provide the actual number of passengers waiting in a hallway or standing inside the elevator car. There is always a possibility for an error caused by people movements or objects that the system recognizes as humans (balloons, luggage, dogs, etc.). Thus, we have worked under the assumption that the image recognition software can provide us the number of adults, children, and small and big items with one associated probability that expresses certainty.

Therefore, in this subsection we present an algorithm that can utilize such uncertain information. The only appropriate way (that is mathematically consistent) to deal with this uncertainty is to utilize BNs. It follows is the general description of the pseudocode of the non-probabilistic part of the BN subroutine.

First of all, we define $N$ as the effective number of “people” waiting for an elevator in one floor. If $N$ is lower or equal than 3, we run the previous algorithm. If $N$ is greater than 3, then $N_1$ idle cars go to these floors (choosing first the floor with larger $N$), where

$$N_1 = \frac{N}{E_c}$$

with $E_c$ being the capacity of an elevator car.

If there are no idle cars, then $N_2$ cars are sent to this floor. These cars are selected from the elevators that move towards the landing floor.

The following pseudocode represents the remaining part of the non-probabilistic BN subroutine, where $N_2$ is the number of loops of the code.
If (capacity of one car—effective number of people inside the closest approaching car \(i\)) > \(N\) then send this car and go to the end line of this code.

If (capacity of one car—effective number of people inside the closest approaching car \(j\)) < \(N\) then send this car and go to the next line.

If (capacity of one car—effective number of people inside the second closest approaching car \(j+1\)) < \(N\) — (capacity of one car—effective number of people inside the previous closest approaching car \(j\)) then go to the next line.

\[\text{Count loops} = N^2\]

End.

The probabilistic part of the BN subroutine generates the effective number of “people” waiting for an elevator on the \(N\)th floor. It is evaluated by the BN presented in Figure 3. The effective number (EN) of people inside an elevator car is also evaluated by a same BN but with a different number of states and with a different maximum number of people.

\[\text{Figure 3. Bayesian network (BN) for effective number of people.}\]

The BNs consist of the following nodes where the elevator car maximum capacity is assumed to be equal to 10 people, and the maximum capacity of the hall where people are waiting for an elevator is equal to 20. Here, with the word “people” we mean adults, children, and small or big items (passenger belongings).

- **Number of Adults (A)**
  - for the cameras on each floor—21 states from 0 to 20;
  - for the cameras inside an elevator car—11 states from 0 to 10.

- **Number of Children (C)**
  - for the cameras on each floor—21 states from 0 to 20;
  - for the cameras inside an elevator car—11 states from 0 to 10.

- **Number of Small Items (SI)**
  - for the cameras on each floor—21 states from 0 to 20;
  - for the cameras inside an elevator car—11 states from 0 to 10.

- **Number of Big Items (BI)**
  - for the cameras on each floor—21 states from 0 to 20;
  - for the cameras inside an elevator car—11 states from 0 to 10.
Children and small items are supposed to weigh 0.5 units, while adults and big items are supposed
to count as a weight of 1 unit.

The hypothetical camera image recognition software provides a probability for all the states for
one node. For example, the image recognition will generate the following output for one specific floor:
9 adults with a certainty of 70%, 8 adults with a certainty of 20%, and 10 adults with a certainty of 10%,
with 0% for all other possible states/numbers of adults. In addition, the probability it is provided for
one big item with a certainty of 65% and no big items with a 35% certainty, no children with a certainty
of 100%, 2 small items with a certainty of 80%, and one small item with a certainty of 20%, etc.

The decision node suggests a decision for the effective number of people. This number is a
real variable from 0 to the sum of the maximum values of the weights of each of the four categories.
Thus, in our implementation, a maximum of 20 adults is allowed, or a maximum of 20 kids who carry
a maximum of 20 big or small items (children and small items have a weight of 0.5 units and adults
and big items have a weight of 1 unit).

Thus, it is an integer but with steps 0.5. A decision that gives 13.5 means that the largest expected
utility “observes” 13 adults and 1 child waiting, or 10 adults and 6 children and 1 small item, or any
other combination. Note that the effective number of people means people together with items.

The prior probabilities of the nodes are completed automatically and with equal values for all
states. The utility values are estimated by the following formulae:

\[ U = a_n X_1 + k_n X_0.5 + b_n X_1 + s_n X_0.5. \]  
(4)

where \( a_n \) is the adult state number, \( k_n \) is the child state number, \( b_n \) is the big item number, and \( s_n \) is the
small item number.

The expected utility \( EU(A_i, H_j) \) for the decision node is given by the formula:

\[ EU(A_i) = \sum_{a=1}^{4} \sum_{j=1}^{N} U(A_i, H_j^a) p(H_j^a) \]  
(5)

where \( A_i \) is the mutually exclusive variable and \( i = 1, \ldots, n \), represents action commands along with
four variables \( H_a \) with possible states \( H_j \), where \( j = 2, \ldots, m \) represents the hypothesis influencing
the decision. Another important feature of the proposed algorithm is that the action commands do
not have any correlation with the determining variables \( H \). Here, we have four determining variables:
\( C, A, SI, \) and \( BI \).

The BN is updated with new evidence from cameras every second. An example of evidence is
that there are 10 adults with a probability of 69%, 3 children with a probability of 45%, and 1 item with
a probability of 95%, etc.

The flowchart of the modified NC algorithm with BN is illustrated in Figure 4.

If information coming from experts or from historic data suggest that children have a priority
compared to items (this can be due to the fact that adults with children enter the elevator with priority
compared with adults with items due to a fair/polite attitude) then the designer of the BN can enlarge
the utility of these cases. A combination of 2 children and 1 adult effectively weighs more than 2 small
items and 1 adult or 1 big item and one adult. Thus, for the case with 1 adult and 1 child, the resulting
number of effective passengers will be bigger compared to 1 adult and 1 small item. This strategy was
not implemented in this study, rather, it is mentioned at this point in order to exhibit the role of utility.

In this section, first, the conventional NC algorithm; second, the modified NC algorithm assuming
an image recognition software that provides a deterministic number of people (does not distinguish
among kids and adults and if they carry any items); and, finally, a third probabilistic NC algorithm
with BNs generating an effective number of waiting “passengers/units” are compared.
Figure 4. Flowchart of modified NC algorithm with BN.

First, the camera associates probabilities to 4 different categories of passengers (adults, children, or small big items). Second, the effective number (a chosen decision state) is the one that has the maximum expected utility that counts the probability value of each state and in addition the utility priority weight that is set by the designer of the BN.

A general comparison of EGC algorithms based on NC, modified NC, and probabilistic NC with BNs shows that the later EGC algorithm has higher performance compared to the other two. The comparison would require conducting the quantitative evaluation of each EGC algorithm and comparing their performance regarding waiting time on similar set of scenarios.

3. Results

3.1. Elevator Performance Metrics and Traffic Patterns

This section presents a case study performed on a 10-storey office building with five elevators. The main goal of this case study was to quantify and compare the following elevator performance metrics for the EGC algorithms presented in Section 2:

- **Passenger average travel time (ATT)** is the time, measured in seconds, spent by a passenger travelling in an elevator car, starting from the moment of boarding the lift until the moment of stepping on the destination floor.

- **Passenger average journey time (AJT)** is the time, measured in seconds, spent by a passenger starting from the moment of pressing the call button, or joining other people who already pressed the call button, until the time when an elevator opens the doors at the destination floor.

- **Passenger average waiting time (AWT)** is the time, measured in seconds, spent by a passenger starting from the moment of pressing the call button, or joining other people who already pressed the call button, until the time when an elevator opens the doors at the boarding floor.

The calculation of the elevator performance metrics was conducted for three sets of scenarios, each representing the following passenger traffic patterns:

- **Uppeak traffic** is the traffic pattern that occurs when people mostly move in an upward direction. In office buildings, this pattern occurs in the morning when people come to work and, to a lesser extent, when people return at the end of their lunch break.
Downpeak traffic is the traffic pattern that occurs when people mostly move in a downward direction. As opposed to the uppeak pattern, the downpeak occurs at the end of the business day, when people leave the office and, to a lesser extent, at the beginning of the lunch break.

Random interfloor traffic is the traffic pattern that exists when there is no distinctive pattern of passenger movement. A random interfloor traffic pattern usually occurs due to normal circulation of people in the building during a business day.

It was also assumed that 30% of the people are children and 50% of adults carry baggage, half of which are small bags, with the other half being large items.

The conventional EGC algorithms (NC and modified NC) were simulated in Python (Version 3.7, manufacturer: Python Software Foundation, Wilmington, Delaware, United States) [17], whereas the proposed EGC algorithm was implemented in Python and Bayesialab (Version: 9.1 PE-L 00000, manufacturer: Bayesia S.A.S., Change, France) [18].

The python simulation was written using a discrete event simulation framework SimPy. A number of scenarios were randomly generated with various passenger spawn rates, total passenger numbers, and traffic patterns. The base system was implemented by adding event triggers to events such as passenger arrivals, button presses, and elevator car arrivals. Individual algorithms were then written and added as callbacks to the event triggers. This allowed for seamless interchangeability between multiple elevator control algorithms.

3.2. Dependence on Traffic Size and Intensity

Testing of EGC algorithms was conducted on scenarios with different traffic sizes and intensity. The traffic size or the total number of passengers varied from 100 to 300. The traffic intensity or the average interval of passenger arrival varied from 0.01 to 2 seconds. Table 1 presents the results of the simulations.

Table 1. Simulation results for the uppeak traffic pattern.

| Traffic Size | Interval | NC 1 ATT | AJT | AWT | MNC 2 ATT | AJT | AWT | MNCBN 3 ATT | AJT | AWT |
|--------------|----------|----------|-----|-----|-----------|-----|-----|-----------|-----|-----|
| 100          | 0.01     | 8.58     | 35.20 | 26.62 | 8.66     | 29.36 | 20.70 | 8.68     | 29.30 | 20.62 |
| 200          | 0.01     | 8.86     | 100.94 | 92.08 | 9.03     | 59.99 | 50.96 | 9.03     | 59.87 | 50.84 |
| 300          | 0.01     | 7.79     | 171.52 | 163.73 | 8.05     | 94.98 | 86.93 | 8.05     | 94.98 | 86.93 |
| 100          | 0.1      | 8.54     | 35.83 | 27.30 | 8.59     | 28.72 | 20.13 | 8.53     | 28.47 | 19.94 |
| 200          | 0.1      | 7.87     | 100.02 | 92.15 | 8.02     | 50.49 | 42.47 | 8.04     | 50.20 | 42.16 |
| 300          | 0.1      | 8.24     | 167.53 | 159.29 | 8.50     | 86.88 | 78.38 | 8.45     | 86.33 | 77.88 |
| 200          | 0.2      | 8.14     | 24.18 | 16.05 | 8.20     | 21.19 | 12.99 | 8.20     | 18.84 | 10.64 |
| 100          | 0.2      | 8.45     | 15.89 | 7.44 | 8.51     | 16.21 | 7.71 | 8.42     | 15.93 | 7.52 |
| 200          | 0.2      | 8.28     | 18.27 | 9.99 | 8.30     | 18.40 | 10.11 | 8.29     | 17.24 | 8.95 |
| 300          | 0.2      | 8.10     | 19.56 | 11.47 | 8.13     | 18.28 | 10.16 | 8.07     | 17.81 | 9.74 |

1 Nearest car elevator group control (EGC) algorithm. 2 Modified nearest car EGC algorithm. 3 Modified nearest car EGC algorithm with BN.

Table 1 presents the simulation results obtained for the uppeak traffic pattern. As can be seen from the table, NC showed the best performance in terms of ATT in cases with high traffic intensity. Modified nearest car EGC algorithm (MNC) and modified nearest car EGC algorithm with BN (MNCBN), on the other hand, show better performance in terms of AJT and AWT in scenarios with low passenger arrival interval. All algorithms tended to show somewhat similar performance when the traffic intensity was very low.

Table 2 presents the results obtained for the downpeak traffic pattern. The results of the NC algorithm under downpeak conditions were the worst in terms of every elevator performance index. The MNC and MNCBN showed similar results, especially in terms of AJT and AWT. Similarly, as in the previous case, all algorithms tended to show similar results with increasing passenger arrival interval.
Table 2. Simulation results for the downpeak traffic pattern.

| Traffic Size | Interval | NC 1 | MNC 2 | MNCBN 3 |
|--------------|----------|------|-------|---------|
|              | ATT      | AJT  | AWT   | ATT     | AJT    | AWT   |
| 100          | 0.01     | 10.61| 51.00 | 40.39   | 9.01   | 39.80 | 30.78 | 8.54   | 35.72 | 27.18 |
| 200          | 0.01     | 9.61 | 78.49 | 68.89   | 8.47   | 54.38 | 45.91 | 8.37   | 55.58 | 47.21 |
| 300          | 0.01     | 9.35 | 107.15| 97.80   | 7.90   | 86.09 | 78.19 | 7.92   | 81.68 | 73.76 |
| 100          | 0.1      | 9.64 | 36.00 | 26.36   | 8.89   | 34.72 | 25.84 | 7.65   | 32.24 | 24.60 |
| 200          | 0.1      | 9.99 | 68.28 | 58.29   | 8.56   | 59.44 | 50.88 | 8.70   | 61.18 | 52.48 |
| 300          | 0.1      | 9.82 | 92.94 | 83.12   | 8.14   | 75.63 | 67.49 | 8.17   | 75.45 | 67.27 |
| 200          | 1        | 13.31| 18.35 | 5.04    | 9.97   | 17.69 | 7.72  | 9.27   | 16.56 | 7.29  |
| 100          | 2        | 11.03| 15.84 | 4.81    | 8.36   | 14.67 | 6.31  | 8.08   | 16.58 | 8.50  |
| 200          | 2        | 11.40| 16.06 | 4.66    | 8.14   | 14.24 | 6.10  | 8.21   | 15.67 | 7.46  |
| 300          | 2        | 11.20| 16.34 | 5.15    | 8.27   | 14.77 | 6.50  | 8.46   | 16.74 | 8.28  |

1 Nearest car EGC algorithm. 2 Modified nearest car EGC algorithm. 3 Modified nearest car EGC algorithm with BN.

Table 3 presents the simulation results obtained for the random interfloor traffic pattern. Conventional NC showed the worst results, except for the case traffic size equal to 200 people. In most of the scenarios, MNC and MNCBN showed similar scenarios for ATT and AJT. However, MNCBN outperformed NC and MNC in terms of AWT in scenarios with 100 and 300 people.

Table 3. Simulation results for the random interfloor traffic pattern.

| Traffic Size | Interval | NC 1 | MNC 2 | MNCBN 3 |
|--------------|----------|------|-------|---------|
|              | ATT      | AJT  | AWT   | ATT     | AJT    | AWT   |
| 100          | 0.01     | 9.24 | 20.94 | 11.70   | 6.07   | 15.73 | 9.67  | 6.32   | 16.51 | 10.20 |
| 200          | 0.01     | 9.14 | 29.34 | 20.20   | 5.82   | 23.75 | 17.94 | 5.70   | 22.35 | 16.65 |
| 300          | 0.01     | 8.79 | 37.49 | 28.70   | 6.21   | 32.87 | 26.66 | 5.93   | 31.11 | 25.18 |
| 100          | 0.1      | 8.99 | 16.72 | 7.73    | 6.00   | 14.84 | 8.85  | 5.60   | 14.27 | 8.67  |
| 200          | 0.1      | 8.93 | 20.75 | 11.82   | 5.75   | 16.92 | 11.18 | 5.26   | 15.92 | 10.67 |
| 300          | 0.1      | 8.91 | 26.32 | 17.41   | 5.38   | 19.60 | 14.22 | 5.54   | 20.35 | 14.80 |
| 200          | 1        | 7.59 | 10.08 | 2.49    | 6.06   | 9.19  | 3.13  | 5.88   | 10.49 | 4.60  |
| 100          | 2        | 7.31 | 9.85  | 2.54    | 6.03   | 9.16  | 3.13  | 6.47   | 10.13 | 3.66  |
| 200          | 2        | 7.37 | 9.67  | 2.30    | 6.13   | 9.13  | 3.00  | 6.22   | 10.50 | 4.29  |
| 300          | 2        | 7.79 | 10.44 | 2.65    | 6.49   | 9.77  | 3.28  | 6.58   | 10.97 | 4.39  |

1 Nearest car EGC algorithm. 2 Modified nearest car EGC algorithm. 3 Modified nearest car EGC algorithm with BN.

As it was mentioned before, in office buildings, the uppeak and downpeak traffic patterns usually occur twice a day each, with total duration of 2–3 hours/day. The random interfloor traffic pattern prevails throughout the day, and we thus focused more on analyzing the performance of EGC algorithms in this traffic condition.

As can be seen from Figure 5, MNCBN showed the best results in terms of average travel time for traffic size with total number of people varying from 10 to 300 and average passenger arrival time equal to 0.1. On the other hand, MNC and NC showed somewhat similar results with slight overperformance of MNC.

Dependence of the average journey time and average waiting time on the traffic size are presented in Figures 6 and 7, respectively. Similarly, as in the previous case, both AJT and AWT of the proposed MNCBN were lower than those of the other two algorithms. However, in this case, the curves of the MNC algorithm were much steeper than the curves of NC and MNCBN. Both MNCBN and NC resulted in somewhat similar values with slight overperformance of the MNCBN algorithm.
presented in Figures 9 and 10, respectively. Notice that these results were obtained under the same conditions as described previously. Interestingly, the average journey and waiting times of the proposed MNCBN tended to increase with increasing traffic intensity, whereas the AJT and AWT of the conventional NC and MNC tended to decrease, meaning that the performance of the proposed MNCBN algorithm worsened with increasing interfloor traffic intensity.

Curves of the MNC algorithm were much steeper than the curves of NC and MNCBN. Both MNCBN and NC resulted in somewhat similar values with slight overperformance of the MNCBN algorithm. As can be seen from the figure, both MNC and MNCBN showed somewhat similar performances, whereas the ATT of the conventional NC was higher. However, it is noticeable that the curves tend to approach each other with increasing traffic intensity, which means that both MNC and MNCBN tended to outperform in cases with highly intense interfloor traffic.

Dependence of the average journey time (AJT) on change in traffic size is presented in Figure 6. Similarly, as in the previous case, both AJT and AWT of the proposed MNCBN were lower than those of the other two algorithms. However, in this case, the curves of the MNC algorithm were much steeper than the curves of NC and MNCBN.

Dependence of the average waiting time (AWT) on change in traffic size is presented in Figure 7. As can be seen from Figure 5, MNCBN showed the best results in terms of average travel time (ATT) for traffic size with total number of people varying from 10 to 300 and average passenger arrival time equal to 0.1. On the other hand, MNC and NC showed somewhat similar results with slight overperformance of MNC.
Figure 8 illustrates the dependence of the average waiting time on the traffic intensity. As can be seen from the figure, both MNC and MNCBN showed somewhat similar performances, whereas the ATT of the conventional NC was higher. However, it is noticeable that the curves tend to approach each other with increasing traffic intensity, which means that both MNC and MNCBN tended to outperform in cases with highly intense interfloor traffic.

![Figure 8. Dependence of ATT on change in traffic intensity.](image)

Dependence of the average journey time and average waiting time on the traffic intensity is presented in Figures 9 and 10, respectively. Notice that these results were obtained under the same conditions as described previously. Interestingly, the average journey and waiting times of the proposed MNCBN tended to increase with increasing traffic intensity, whereas the AJT and AWT of NC and MNC tended to decrease, meaning that the performance of the proposed MNCBN algorithm worsened with increasing interfloor traffic intensity.

![Figure 9. Dependence of AJT on change in traffic intensity.](image)

![Figure 10. Dependence of AWT on change in traffic intensity.](image)
On the basis of the results presented in Figure 10, the performance of NC, in terms of the average waiting time, was better during high interfloor traffic intensity.

3.3. Dependence on the Building Height

Building height is an important factor that plays a key role in an EGC algorithm performance. For instance, according to [16], the conventional NC algorithm is suitable for mid-rise buildings (7–10 floors). In this section, the performance of MNC and MNCBN EGC algorithms is evaluated for buildings with 11–30 floors and 5 elevators and is compared to the performance of the conventional NC EGC algorithm. Similarly, as in the previous section, the case in which the total number of 300 people arrived with an interval of 0.1 seconds was taken into consideration. Figure 11 illustrates the dependence of ATT on the building height.

![Figure 10. Dependence of AWT on change in traffic intensity.](image)

![Figure 11. Dependence of ATT on the building height for the random interfloor traffic pattern.](image)
ATT of all three algorithms increased with increasing building height. However, the curve of the conventional NC has a higher gradient as compared to those of MNC and MNCBN. The same can be observed in AJT and AWT, which are presented in Figures 12 and 13, respectively.

![Figure 12](image1.png)

**Figure 12.** Dependence of AJT on the building height for the random interfloor traffic pattern.

![Figure 13](image2.png)

**Figure 13.** Dependence of AWT on the building height for the random interfloor traffic pattern.

Similarly, as in the case of ATT, we found that AJT and AWT increased with an increasing number of building floors, yet in this case, the MNC and MNCBN curves are steeper. This fact leads to a reasonable conclusion that the conventional NC algorithm is not suitable for a high-rise building. In fact, a conventional approach for improving the performance of an NC algorithm in high-rise buildings is to implement building clustering.

### 3.4. Comparison of Results

A statistical analysis was performed to compare ATT, AJT, and AWT among the three different algorithms. For the interfloor traffic pattern test case (values of Table 3), we display the comparisons in Table 4.
Table 4. Hypothesis test summary.

| # | Null Hypothesis | Test | Significance \(^1\) | Decision |
|---|-----------------|------|----------------------|----------|
| 1 | Distribution of ATT_NC, ATT_MNC, and ATT_MNCBN are the same | Related samples Friedman’s two-way analysis of variance by ranks | 0.001 | Reject the null hypothesis |
| 2 | Distribution of AJT_NC, AJT_MNC, and AJT_MNCBN are the same | | 0.027 | |
| 3 | Distribution of AWT_NC, AWT_MNC, and AWT_MNCBN are the same | | 0.905 | Retain the null hypothesis |

\(^1\) The significance level is 0.05.

The Friedman’s test revealed that there were statistically significant differences among the three algorithms for ATT and AJT, but not for AWT.

4. Conclusions

This paper presented a probabilistic EGC algorithm based on the nearest car elevator dispatch strategy. The proposed algorithm uses information obtained from hypothetical surveillance cameras located in the hallways and in elevator cars. The elevator control system uses the information on the number of people waiting in hallways or riding the elevator cars together with their associated probabilities. This information is updated every second and is utilized for optimal elevator dispatch.

The optimization of elevator dispatching is conducted via combination of calculations of the figure of suitability and determining the nearest elevator car. The proposed algorithm dispatches the elevator cars such that the maximum number of people is collected from the crowded floors. Moreover, the algorithm takes into account the size of each person and whether or not they carry any baggage. BNs generate a value that is called the effective number of passengers, which is further used for optimization of elevator dispatch. The goal of the proposed algorithm is to minimize the average travel, journey, and waiting time.

The case study implemented on a 10-storey office building containing five elevator cars showed that the proposed algorithm performs the best in scenarios with small traffic size (less than 200 people). The proposed algorithm mainly underperforms in uppeak traffic conditions with high traffic intensity and a large number of people. The best performance of the proposed algorithm was determined for scenarios with random interfloor conditions. According to the results, the average travel time for scenarios with varying traffic size and intensity improved by 39.94% and 19.53%, respectively.

Comparison of results obtained for the interfloor traffic pattern using the related samples Friedman’s two-way analysis of variance by ranks showed that ATT and AJT are different among all the algorithms, whereas AWT is not different.

The future work will be focused on the integration of a camera-driven probabilistic BN-based algorithm into the fixed and dynamic sectoring elevator control strategies.
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