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Abstract. We consider an initial-boundary value problem for the time-fractional diffusion equation. We prove the equivalence of two notions of weak solutions, viscosity solutions and distributional solutions.

1. Introduction

Let $T > 0$ and $\alpha \in (0, 1)$ be given constants and $\Omega \subset \mathbb{R}^d$ be a bounded domain with smooth boundary. We are concerned with the time-fractional diffusion equation:

$$
\begin{cases}
\frac{d^{\alpha}}{dt^{\alpha}} u(x, t) + Lu(x, t) = f(x, t) & \text{for } (x, t) \in \Omega \times (0, T), \\
u(x, 0) = u_0(x) & \text{for } x \in \Omega.
\end{cases}
$$

(1.1)

Here, $u : \overline{\Omega} \times [0, T] \rightarrow \mathbb{R}$ is an unknown function, $f : \overline{\Omega} \times [0, T] \rightarrow \mathbb{R}$, $u_0 : \overline{\Omega} \rightarrow \mathbb{R}$ are given continuous functions and $L$ is a symmetric uniformly elliptic operator of divergence form given by

$$
Lu(x, t) := -\sum_{i,j=1}^{d} \partial_i (a_{ij}(x) \partial_j u(x, t)),
$$

where $(a_{ij})$ is a given continuous diffusion coefficient satisfying the following assumptions:

(A1) The matrix $(a_{ij}(x))_{ij}$ is symmetric, i.e.,

$$
a_{ij}(x) = a_{ji}(x) \quad \text{for all } i, j = 1, \ldots, d, \text{ and } x \in \Omega.
$$

(A2) The operator $L$ is uniformly elliptic, i.e., there exists a constant $\lambda \in (0, 1)$ such that

$$
\lambda |\xi|^2 \leq \sum_{i,j=1}^{d} a_{ij}(x) \xi_i \xi_j \quad \text{for all } \xi \in \mathbb{R}^d \text{ and } x \in \Omega.
$$

Moreover, we denote by $d^{\alpha}_t u$ the Caputo fractional derivative of $u$ with respect to $t$, that is,

$$
d^{\alpha}_t u(x, t) := \left( g_{1-\alpha} \ast \frac{du}{dt} \right)(x, t) = \int_0^t g_{1-\alpha}(t - s) \frac{du}{dt}(x, s) \, ds
$$

for all $(x, t) \in \overline{\Omega} \times (0, T)$, where we write $g_\beta$ for the Riemann-Liouville kernel,

$$
g_\beta(t) := \frac{t^{\beta-1}}{\Gamma(\beta)} \quad \text{for } t > 0 \text{ and } \beta > 0,
$$

where $\Gamma$ is the Gamma function.
Fractional derivatives attracted great interest from both mathematics and applications within the last few decades, and developed in wide fields (see \cite{12, 13, 17, 19, 21} for instance). Studying differential equations with fractional derivatives is motivated by mathematical models that describe diffusion phenomena in complex media like fractals, which is sometimes called \textit{anomalous diffusion}. It has inspired further research on numerous related topics. We refer to a non-exhaustive list of references \cite{1, 2, 3, 7, 14, 15, 18, 20, 22} and the references therein.

The well-posedness of the initial-boundary value problem \textbf{(1.1)} was first established by using the Galerkin method in \cite{20, 23} in the framework of distributional solutions. Also, the existence of unique viscosity solutions to \textbf{(1.1)} was established by \cite{7, 18}, and also by \cite{22} in the whole space. It is worth emphasizing that as far as the authors know the relations between two weak solutions, a viscosity solution and a distributional solution, are not studied yet. The objective of our paper is to prove the equivalence of two notions of weak solutions.

\subsection{Definitions of two weak solutions.} Here, we recall the definitions of the viscosity solution and the distributional solution to \textbf{(1.1)}.

**Definition 1.** A upper semicontinuous function $u : \overline{\Omega} \times [0, T) \rightarrow \mathbb{R}$ is said to be a \textit{viscosity subsolution} of \textbf{(1.1)} if for any $\varphi \in C^2(\overline{\Omega} \times [0, T])$ one has

$$d_0^\alpha \varphi(x_0, t_0) + L\varphi(x_0, t_0) \leq f(x_0, t_0),$$

whenever $u - \varphi$ attains a local maximum at $(x_0, t_0) \in \Omega \times (0, T)$, $u(x, t) \leq 0$ for all $(x, t) \in \partial \Omega \times (0, T)$, and $u(x, 0) \leq u_0(x)$ for all $x \in \Omega$.

Similarly, a lower semicontinuous function $u : \overline{\Omega} \times [0, T) \rightarrow \mathbb{R}$ is said to be a \textit{viscosity supersolution} of \textbf{(1.1)} if for any $\varphi \in C^2(\overline{\Omega} \times [0, T])$ one has

$$d_0^\alpha \varphi(x_0, t_0) + L\varphi(x_0, t_0) \geq f(x_0, t_0),$$

whenever $u - \varphi$ attains a local minimum at $(x_0, t_0) \in \Omega \times (0, T)$, $u(x, t) \geq 0$ for all $(x, t) \in \partial \Omega \times (0, T)$, and $u(x, 0) \geq u_0(x)$ for all $x \in \Omega$.

Finally, we call $u \in C(\overline{\Omega} \times [0, T])$ a \textit{viscosity solution} of \textbf{(1.1)} if $u$ is both a viscosity subsolution and supersolution of \textbf{(1.1)}.

Thanks to \cite{18} it is known that under (A1), and the assumptions

$$\sum_{i,j=1}^{d} a_{ij}(x)\xi_i\xi_j \geq 0 \quad \text{for all } x \in \overline{\Omega}, \xi \in \mathbb{R}^d,$$

$$a_{ij} \in C^{1,1}(\overline{\Omega} \times [0, T]), \ f \in C(\overline{\Omega}), \ \text{and } u_0 \in C(\overline{\Omega}) \ \text{with} \ u_0 = 0 \ \text{on} \ \partial \Omega,$$

\textbf{(1.1)} has the unique viscosity solution.

To define the distributional solution we first notice that we have the relation (see Lemma \cite{22} for the proof)

$$d_0^\alpha v(t) = D^\alpha_t (v - v(0))(t) \quad \text{for all } t \in (0, T)$$

for all $v \in AC(0, T)$, which denotes the set of all absolutely continuous functions. Here, we write $D^\alpha_t$ for the \textit{Riemann-Liouville fractional derivative} of $v$ with order $\alpha$, that is,

$$D^\alpha_t v(t) := \frac{d}{dt} (g_{1-\alpha} * v)(t).$$

Thus, we can rewrite \textbf{(1.1)} as

\[
\begin{aligned}
D^\alpha_t (u - u_0)(x, t) + Lu(x, t) &= f(x, t) \quad \text{for } (x, t) \in \Omega \times (0, T), \\
u(x, t) &= 0 \quad \text{for } (x, t) \in \partial \Omega \times (0, T), \\
u(x, 0) &= u_0(x) \quad \text{for } x \in \overline{\Omega}.
\end{aligned}
\]
Let $H^1(\Omega)$ be the standard Sobolev space, $W^{1,2}(\Omega)$, and $H^1_0(\Omega)$ be the space of functions in $H^1(\Omega)$ that vanish at the boundary in the sense of traces. Also, we denote by $L^2(0,T;H^1_0(\Omega))$ the parabolic Sobolev space (see [5] for the notation). We set
\[
W^{\alpha}(u_0) := \{ u \in L^2(0,T;H^1_0(\Omega)) \mid g_{1-\alpha}(u - u_0) \in \partial H^1(0,T;H^{-1}(\Omega)) \},
\]
where we denote by $\partial H^1(0,T;H^{-1}(\Omega))$ the set of all functions in $H^1(0,T;H^{-1}(\Omega))$ whose trace on $t = 0$ is zero.

**Definition 2.** We call $u$ a distributional solution to (1.3) if $u \in W^{\alpha}(u_0)$ and $u$ satisfies
\[
\frac{d}{dt} \int_\Omega [g_{1-\alpha}(u - u_0)](x,t) \varphi(x) \, dx + \sum_{i,j=1}^d \int_\Omega a_{ij}(x) \partial_{x_j} u(x,t) \partial_{x_i} \varphi(x) \, dx = \int_\Omega f(x,t) \varphi(x) \, dx \quad (1.4)
\]
for all $\varphi \in H^1_0(\Omega)$ and almost every $t \in (0,T)$.

This is a special case of the definition which was introduced in [23]. Thanks to [20, 23], it is known that under (A1), (A2) and the assumptions $a_{ij} \in C^1(\Omega)$, $f \in L^\infty(0,T;L^2(\Omega))$, and $u_0 \in L^2(\Omega)$, (1.3) has the unique distributional solution.

### 1.2. Main Result

We state our main result in the paper.

**Theorem 1.1.** Let $u \in C(\overline{\Omega} \times [0,T])$. Assume that (A1), (A2), (A3) $a_{ij} \in C^{1,1}(\overline{\Omega})$, $f \in C(\overline{\Omega} \times [0,T])$, (A4) $u_0 \in C(\overline{\Omega})$ with $u_0 = 0$ on $\partial \Omega$, (A5) $\Omega \subset \mathbb{R}^d$ is a bounded domain with $C^2$-boundary hold. Then $u$ is the viscosity solution of (1.1) if and only if $u$ is the distributional solution of (1.3).

Let us briefly describe our approaches to get Theorem 1.1. First it is worth emphasizing that in general the notion of viscosity solutions is based on the comparison principle, while the notion of distributional solutions is based on the variational principle. Since two notions of weak solutions are introduced in totally different manners, it is highly nontrivial whether two notions are same in the settings under (A1)–(A4) or not. In our approach we use the discrete scheme for time fractional diffusion equations which was introduced in [6]. This scheme can be regarded as a resolvent-type approximation (see [6] for details). In [6], in a rather general setting, it is proved that an approximated solution uniformly converges to a viscosity solution to (1.1). In this paper, we modify this approximation to make it an absolutely continuous function and prove that it converges to a distributional solution to (1.3) in a suitable norm.

A main difficulty is in proving that the error term which comes from the approximated solution and the distributional solution converges to zero in a suitable weak sense. Our approach here is to introduce an approximation of kernel $g_{1-\alpha}$ in consideration of the discrete scheme, which is our key gradient of our paper. Due to the discrete scheme and kernel approximation (3.2), we can get the precise error estimate which enables us to get our main theorem, Theorem 1.1.

We conclude this introduction by giving a non exhaustive list of related works to our paper. The regularity of solutions to a space-time nonlocal equation with Caputo’s time fractional derivative is studied in [12]. The large time behavior of viscosity solution to Hamilton–Jacobi equations with Caputo time derivative under the periodic boundary
condition is studied. The well-posedness and the representation to the weak solution are given in [3] from the probabilistic point of view.

Results on various analytical aspects of time-fractional diffusion equations are summarized in [24]. For example, recent developments towards the De Giorgi-Nash-Moser theory, and the large time behavior of distributional solutions are surveyed. The large time behavior of distributional solutions of the evolution equation with Caputo time derivative in a bounded domain is studied in [4]. Since this approach is energy estimates in an abstract framework, the spatial operator is not limited to a linear elliptic differential operator but can be also taken as fractional elliptic operators as well as nonlinear elliptic operators.

We also give several results on the equivalence of two notions of weak solutions. In [8, 16] the equivalence is studied for linear degenerate elliptic equations. In [9, 10], it is studied for $p$-Laplace equations.

This paper is organized as follows. In Section 2, we recall the discrete scheme introduced in [6] and modify it to adjust it for our purpose. In Section 3, we introduce a kernel approximation and Section 4 is devoted to give the energy estimate which is a key ingredient of the paper. We finally give a proof of Theorem 1.1 in Section 5.

2. THE DISCRETE SCHEME

In this section, we first quickly recall the definition of the discrete scheme which was first introduced in [6]. Let $T > 0, M \in \mathbb{N}$ and set $h := T/M$. Note that

$$d_t^\alpha u(mh) = \int_0^{mh} g_{1-\alpha}(mh - s) \frac{du}{ds}(s) \, ds = \sum_{k=0}^{m-1} \int_{kh}^{(k+1)h} g_{1-\alpha}(mh - s) \frac{du}{ds}(s) \, ds$$

for any function $u \in AC((0, T))$, and $m \in \mathbb{N}$. If $u$ is a smooth function in $\Omega \times (0, T)$ and $h$ is sufficiently small, then we are able to approximate as

$$\int_{kh}^{(k+1)h} g_{1-\alpha}(mh - s) \frac{du}{ds}(s) \, ds \approx \int_{kh}^{(k+1)h} g_{1-\alpha}(mh - s) \frac{u((k+1)h) - u(kh)}{h} \, ds.$$

Here, we have

$$\int_{kh}^{(k+1)h} g_{1-\alpha}(mh - s) \, ds = g_{2-\alpha}(m-k)h - g_{2-\alpha}(m-k-1)h = (g_{2-\alpha}(m-k) - g_{2-\alpha}(m-k-1))h^{1-\alpha} = \psi(m-k)h^{1-\alpha},$$

where we set

$$\psi(r) := g_{2-\alpha}(r) - g_{2-\alpha}(r-1) \quad \text{for} \quad r \geq 1.$$

Note that $\psi'(r) \leq 0$ for all $r \geq 1$. With this observation, we heuristically have

$$d_t^\alpha u(mh) \approx \frac{1}{h^\alpha} \sum_{k=0}^{m-1} \psi(m-k)(u((k+1)h) - u(kh)))$$

where

$$C_{m,k} := \begin{cases} \frac{\Gamma(2-\alpha)}{\Gamma(2-\alpha)} \psi(m) & \text{for } k = 0 \\ \frac{\Gamma(2-\alpha)}{\Gamma(2-\alpha)} (\psi(m-k) - \psi(m-(k-1))) & \text{for } k = 1, \ldots, m-1. \end{cases}$$

Set $\tilde{M} := \{0, 1, \ldots, M\}$. It is important to notice here that we have

$$C_{m,k} \geq 0 \quad \text{for all } k = 0, 1, \ldots, m-1, \text{ and } m \in \tilde{M} \setminus \{0\},$$
since \( \psi \) is non-increasing.

Take
\[
U^h_0 \in C^\infty_c(\Omega) \cap C(\overline{\Omega}) \quad \text{so that} \quad \sup_{\overline{\Omega}} |U^h_0 - u_0| \to 0 \quad \text{as} \quad h \to 0. \tag{2.2}
\]

For \( m \in \overline{M} \setminus \{0\} \), we inductively define a family of functions \( \{U^h_m\}_{m \in \overline{M}} \subset C(\overline{\Omega}) \) by the viscosity solutions of
\[
\begin{aligned}
\frac{1}{\Gamma(2-\alpha)h^\alpha} \left\{ u - \sum_{k=0}^{m-1} C_{m,k} U^h_k \right\} + Lu &= f(\cdot, mh) \quad \text{in} \ \Omega, \\
u &= 0 \quad \text{on} \ \partial\Omega.
\end{aligned} \tag{2.3}
\]

We notice that, by \([3\text{, Theorem 1}]\), \( U^h_m \) is the distributional solution to (2.3) for each \( m \in \overline{M} \setminus \{0\} \). Moreover since \( f \in C(\overline{\Omega}) \subset L^2(\Omega) \), we have \( \{U^h_m\}_{m \in \overline{M}} \subset H^2(\Omega) \cap C(\overline{\Omega}) \) (see \([4\text{ for instance}]\)). Henceforth, by abuse of notation, we write \( U_m \) for \( U^h_m \).

Based on \([6\text{, Theorem 1}]\), we define the function \( u^h_c : \overline{\Omega} \times [0, T + h] \to \mathbb{R} \) by
\[
u^h_c(x, t) := U_m(x) \quad \text{for each} \ \ x \in \overline{\Omega}, \ t \in [mh, (m + 1)h), \ m \in \overline{M}. \tag{2.4}
\]

Notice that \( u^h_c(x, \cdot) \) is clearly piecewise continuous on \([0, T + h]\) for all \( x \in \overline{\Omega} \).

**Theorem 2.1.** Let \( u^h_c \) be the function given by (2.4) for any \( h > 0 \). We have \( u^h_c \to u \) uniformly in \( \overline{\Omega} \times [0, T] \) as \( h \to 0 \), where \( u \) is the unique viscosity solution to (1.1).

The proof of Theorem 2.1 is similar to that of \([6\text{, Theorem 1}]\), but we need to take the Dirichlet boundary condition into account. We give a sketch of the proof here.

**Proof.** We can easily see that \( u^h_c \) is uniformly bounded on \( \overline{\Omega} \times [0, T] \), and we denote by \( \overline{\nu}, \underline{u} \) the half-relaxed limits of \( u^h_c \), that is,
\[
\overline{\nu}(x, t) := \limsup_{\delta \to 0} u^h_c(y, s) \mid |x - y| + |t - s| \leq \delta, (y, s) \in \overline{\Omega} \times [0, T], 0 < h \leq \delta, \tag{2.5}
\]
\[
\underline{u}(x, t) := \liminf_{\delta \to 0} u^h_c(y, s) \mid |x - y| + |t - s| \leq \delta, (y, s) \in \overline{\Omega} \times [0, T], 0 < h \leq \delta \tag{2.6}
\]

for all \( (x, t) \in \overline{\Omega} \times [0, T] \).

We prove that \( \overline{\nu} \) is a viscosity subsolution to (1.1) here, and we can similarly prove that \( \underline{u} \) is a viscosity supersolution to (1.1). We only prove that \( \overline{\nu} \leq 0 \) on \( \partial\Omega \times [0, T] \).

Let \( w \) be the classical solution to the boundary value problem:
\[
\begin{aligned}
Lw &= ||f||_{L^\infty} \quad \text{in} \ \Omega, \\
w &= 0 \quad \text{on} \ \partial\Omega.
\end{aligned} \tag{2.7}
\]

By the maximum principle, we have \( w(x) > 0 \) for all \( x \in \Omega \). Fix \( \varepsilon > 0 \), and taking \( K > 0 \) large enough, we have
\[
U^h_0(x) \leq Kw(x) + \varepsilon \quad \text{for all} \ \ x \in \overline{\Omega} \quad \text{and} \quad 0 < h < h_0
\]
for some \( h_0 \in (0, 1) \). We set \( W(x, t) := Kw(x) + \varepsilon \) for any \( (x, t) \in \overline{\Omega} \times [0, T] \). We have
\[
\frac{1}{\Gamma(2-\alpha)h^\alpha} \left\{ W(\cdot, mh) - \sum_{k=0}^{m-1} C_{m,k} W(\cdot, kh) \right\} + LW(\cdot, mh) - f(\cdot, mh)
\]
\[
= K||f||_{L^\infty} (1 + (mh)^{\alpha}) - f(\cdot, mh) \geq 0.
\]

Since \( C_{m,k} \geq 0 \) for all \( k = 0, 1, \ldots, m \), and \( m \in \overline{M} \setminus \{0\} \), we can easily see that the scheme is monotone by iterating the comparison principle for (2.3), which implies
\[
U_m \leq W(\cdot, mh) \quad \text{on} \ \overline{\Omega} \quad \text{for all} \ m \in \overline{M}.
\]

Thus, we get \( u^h_c(x, t) \leq W(x, t) \) for all \( (x, t) \in \overline{\Omega} \times [0, T] \) and \( h > 0 \). Therefore, we obtain
\[
\overline{\nu}(x, t) \leq W(x, t) = \varepsilon
\]
for all \((x,t) \in \partial \Omega \times [0,T]\). Since \(\varepsilon > 0\) is arbitrary, we conclude that \(\overline{\nabla} \leq 0\) on the boundary \(\partial \Omega\).

The rest of the proof is similar to that of [6, Theorem 1.1], so we omit it. \(\Box\)

We use the following identity, which is well-known (see [11, Lemma A.1]). We give the proof for completeness.

**Lemma 2.2.** Let \(u \in W^{1,1}(0,T)\). For all \(t \in (0,T)\), we have

- (i) \(\int_0^t g_{1-\alpha}(t-s)(u(s) - u(0)) ds = \int_0^t g_{2-\alpha}(t-s) \frac{du}{ds}(s) ds\),
- (ii) \(d_t^\alpha u(t) = D_t^\alpha(u - u(0))(t)\).

**Proof.** Noting that \(g_{2-\alpha}(t) = g_{1-\alpha}(t)\), we have

\[
\int_0^t g_{1-\alpha}(t-s)(u(s) - u(0)) ds = \int_0^t (-\frac{d}{ds}g_{2-\alpha}(t-s))(u(s) - u(0)) ds
= \int_0^t g_{2-\alpha}(t-s) \frac{du}{ds}(s) ds
\]

for all \(t \in (0,T)\), which proves (i). We also have

\[
D_t^\alpha(u - u(0))(t) = \frac{d}{dt}(g_{1-\alpha} * (u - u(0))) = g_{1-\alpha} * \frac{du}{dt} = d_t^\alpha u(t).
\]

\(\Box\)

Lemma 2.2 requires that \(u\) needs to be absolutely continuous on \([0,T]\). For this purpose, we modify \(u^h\) as follows. Define the function \(u^h : \overline{\Omega} \times [0,T + h] \to \mathbb{R}\) by

\[
u^h(x,t) := U_m(x) + \frac{U_{m+1}(x) - U_m(x)}{h}(t - mh)
\]

for all \(x \in \overline{\Omega}, t \in [mh,(m+1)h)\), and \(m \in \overline{M}\). Clearly, the function \(u^h(x,\cdot)\) is absolutely continuous on \([0,T+h]\) for each \(x \in \overline{\Omega}\), and

\[
u^h \to u \quad \text{uniformly on} \quad \overline{\Omega} \times [0,T] \quad \text{as} \quad h \to 0
\]

by Theorem 2.1.

Our goal is to prove that \(u\) is a distributional solution to (1.3).

**Proposition 2.3.** Let \(u^h\) be the function given by (2.5). Then, we have

\[
D_t^\alpha(u^h - U^h_0)(t) + Lu^h(t) = f(t) + e^h(t) \quad \text{for all} \quad t \in (0,T+h),
\]

where we define the error term \(e^h : \overline{\Omega} \times [0,T+h] \to \mathbb{R}\) by

\[
e^h(t) := d_t^\alpha u^h(t) - d_t^\alpha u^h(mh) + Lu^h(t) - Lu^h(mh) - (f(t) - f(mh))
\]

for any \(t \in [mh,(m+1)h)\) and \(m \in \overline{M}\).
Proof. For $h = T/M$ and $m \in \tilde{M} \setminus \{0\}$, we have, by (2.1),

$$d_t^h u^h(mh) = \int_0^{mh} g_{1-\alpha}(mh - s) \frac{dh}{ds}(s) \, ds$$

$$= \sum_{k=0}^{m-1} \int_{kh}^{(k+1)h} g_{1-\alpha}(mh - s) \frac{dh}{ds}(s) \, ds$$

$$= \sum_{k=0}^{m-1} \int_{kh}^{(k+1)h} g_{1-\alpha}(mh - s) \frac{U_{k+1} - U_k}{h} \, ds$$

$$= \sum_{k=0}^{m-1} \frac{1}{h} \psi(m - k)(U_{k+1} - U_k) \, ds$$

$$= \frac{1}{\Gamma(2-\alpha)h^\alpha} \left\{ U_m - \sum_{k=0}^{m-1} C_{m,k}U_k \right\} = -LU_m + f(mh).$$

By Lemma 2.2, we have $d_t^h u^h = D_t^h (u^h - U_0^h)$. We now observe that (2.7) follows by the definition of (2.8) of $e^h$. \qed

Remark 1. It is worth emphasizing that we cannot expect that viscosity solutions to (2.8) of $e^h$ converge to zero as $h \to 0$ in a strong sense. In the next section, we prove that $e^h(t)$ converges to zero in a weak sense (see Theorem 3.3).

3. The kernel approximation

In this section we give a key ingredient to prove that $e^h(t)$ goes to zero as $h \to 0$ in a weak sense. To estimate $e^h(t)$, the key term

$$d_t^h u^h(t) - d_t^h u^h(mh) \tag{3.1}$$

needs to be carefully handled. For this purpose we first find a primitive function for (3.1) which will be defined by $G^h[u^h]$ such that

$$d_t^h u^h(mh) = \frac{d}{dt} G^h[u^h](t)$$

for all $t \in (mh, (m+1)h)$ and $m \in \tilde{M}$. By Lemma 2.2 we have

$$d_t^h u^h(t) = D_t^h (u^h - U_0^h) = \frac{d}{dt} g_{1-\alpha}(u^h - U_0^h) = \frac{d}{dt} G[u^h](t),$$

where we set

$$G[u^h](t) := \left( g_{2-\alpha} \ast \frac{du^h}{ds} \right)(t).$$

By definition of $u^h$, we observe that, for $t \in [mh, (m+1)h)$ and $m \in \tilde{M} \setminus \{0\}$,

$$G[u^h](t) = \int_0^t g_{2-\alpha}(t - s) \frac{du^h}{ds}(s) \, ds$$

$$= \int_{mh}^{t} g_{2-\alpha}(t - s) \frac{U_{m+1} - U_m}{h} \, ds + \sum_{k=0}^{m-1} \int_{kh}^{(k+1)h} g_{2-\alpha}(t - s) \frac{U_{k+1} - U_k}{h} \, ds$$

$$= g_{3-\alpha}(t - mh) \frac{U_{m+1} - U_m}{h} + \sum_{k=0}^{m-1} \{(g_{3-\alpha}(t - kh) - g_{3-\alpha}(t - (k+1)h)) \frac{U_{k+1} - U_k}{h}.\]
We approximate $G^h[u^h]$ by approximating $g_{3-\alpha}$. We set
\[
G^h[u^h](t) := g_{3-\alpha}^h(t - mh)\frac{U_{m+1} - U_m}{h} + \sum_{k=0}^{m-1} \{g_{3-\alpha}^h(t - kh) - g_{3-\alpha}^h(t - (k + 1)h)\} \frac{U_{k+1} - U_k}{h}
\] (3.2)
for all $t \in [mh, (m + 1)h)$ and $m \in \tilde{M}$. Here, we choose a family of functions $\{g_{3-\alpha}^h\}_{h > 0}$ on $[0, T + h]$ satisfying, for all $h > 0$,
(a) $g_{3-\alpha}^h$ is continuous and linear on $(mh, (m + 1)h)$ for $m \in \tilde{M}$,
(b) $\frac{d}{dt}G^h[u^h](t) = d_t^a u^h(mh)$ for all $mh < t < (m + 1)h$ and $m \in \tilde{M}$,
(c) $\sup_{t \in (0, T)} |(g_{3-\alpha} - g_{3-\alpha}^h)(t)| \leq C_T h$ for some $C_T \geq 0$.

By (b), we have
\[
d_t^a u^h(t) - d_t^a u^h(mh) = \frac{d}{dt} \left( G^h[u^h] - G^h[u^h] \right)(t)
\] (3.3)
for all $t \in (mh, (m + 1)h)$ and $m \in \tilde{M}$. Such $\{g_{3-\alpha}^h\}_{h > 0}$ actually exists as follows.

**Lemma 3.1.** Set
\[
g_{3-\alpha}^h(t) := \begin{cases} 0 & \text{for } 0 \leq t \leq h, \\ g_{3-\alpha}(mh)(t - mh) + \sum_{k=0}^{m-1} g_{3-\alpha}(kh)h & \text{for } mh \leq t \leq (m + 1)h, m \in \tilde{M} \setminus \{0\}. \end{cases}
\]
Then, (a)–(c) hold.

**Proof.** We can easily check (a) since
\[
(g_{3-\alpha}^h)'(t) = g_{3-\alpha}^h(mh) = g_{2-\alpha}(mh) \text{ for } mh < t < (m + 1)h \text{ and } m \in \tilde{M}.
\]
By a direct computation,
\[
\frac{d}{dt}G^h[u^h](t) = (g_{3-\alpha}^h)'(t - mh)\frac{U_{m+1} - U_m}{h} + \sum_{k=0}^{m-1} \{(g_{3-\alpha}^h)'(t - kh) - (g_{3-\alpha}^h)'(t - (k + 1)h)\} \frac{U_{k+1} - U_k}{h}
\] = $\sum_{k=0}^{m-1} \{g_{2-\alpha}((m - k)h) - g_{2-\alpha}((m - k - 1)h)\} \frac{U_{k+1} - U_k}{h} = d_t^a u^h(mh)$
for all $t \in (mh, (m + 1)h)$ and $m \in \tilde{M}$. This proves (b).

Noting that
\[
\frac{d}{dt}(g_{3-\alpha} - g_{3-\alpha}^h) = g_{3-\alpha}'(t) - g_{3-\alpha}'(mh) = g_{2-\alpha}(t) - g_{2-\alpha}(mh) \geq 0
\]
for all $t \in [mh, (m + 1)h)$ and $m \in \tilde{M}$, $g_{3-\alpha} - g_{3-\alpha}^h$ is a nondecreasing function. Thus, we can easily check that
\[
\sup_{t \in (0, T)} |(g_{3-\alpha} - g_{3-\alpha}^h)(t)| = |g_{3-\alpha}(T) - g_{3-\alpha}^h(T)|.
\]
Noting that
\[
g_{3-\alpha}^h(T) = g_{3-\alpha}^h(Mh) = \sum_{k=0}^{M-1} g_{3-\alpha}(kh)h = \sum_{k=0}^{M-1} g_{2-\alpha}(kh)h,
\]
we have
\[ |g_{3-\alpha}(T) - g_{3-\alpha}^h(T)| = \frac{1}{\Gamma(3-\alpha)} \left( (Mh)^{2-\alpha} - (2-\alpha) \sum_{k=0}^{M-1} (kh)^{1-\alpha}h \right) \]
\[ = \frac{h^{2-\alpha}}{\Gamma(3-\alpha)} \left( M^{2-\alpha} - (2-\alpha) \sum_{k=0}^{M-1} k^{1-\alpha} \right). \]

Note
\[ (2-\alpha) \sum_{k=0}^{M-1} k^{1-\alpha} \geq (2-\alpha) \int_0^{M-1} t^{1-\alpha} dt = (M-1)^{2-\alpha}. \]

We have
\[ |g_{3-\alpha}(T) - g_{3-\alpha}^h(T)| \leq \frac{T^{2-\alpha}}{\Gamma(3-\alpha)} \left( 1 - \left(1 - \frac{1}{M}\right)^{2-\alpha} \right) \leq CT^{2-\alpha} \frac{1}{M} = CT^{1-\alpha}h. \]

Finally we give an important estimate of \( G[u^h] - G^h[u^h] \). We recall that we write \( U_k \) for \( U^h_k \) for simplicity.

**Lemma 3.2.** We fix \( T = Mh \). Let \( U_k \) be the functions given by (2.2), (2.3) for \( k \in \tilde{M} \). For all \( \varepsilon > 0 \), there exists \( h_0 > 0 \) such that, for all \( 0 < h < h_0 \),
\[ \|U_{k+1} - U_k\|_\infty < \varepsilon \quad \text{for all} \quad k \in \tilde{M}. \]

This is a straightforward result of the uniform convergence of \( u_k^h \) by Theorem 2.1. Next, we prove a key ingredient of the paper to prove that the error term \( e^h \) goes to zero in a weak sense as \( h \to 0 \).

**Lemma 3.3.** Let \( G^h[u^h] \) be the function given by (3.2). For all \( \varepsilon > 0 \), there exists \( h_0 > 0 \) such that, for all \( 0 < h < h_0 \),
\[ \left| \int_0^T \int_\Omega (G[u^h] - G^h[u^h])\eta \varphi \, dx \, dt \right| \leq C_T \|\varphi\|_{L^1} (\|\eta\|_\infty + \|\eta'\|_\infty) \varepsilon, \quad (3.4) \]
for all \( \varphi \in C_c^\infty(\Omega) \), \( \eta \in C_c^\infty(0,T) \), where \( C_T \) is a positive constant which is independent of \( \varepsilon \).

**Proof.** Fix \( \varepsilon > 0 \). Set \( t^h(t) := (g_{3-\alpha} - g_{3-\alpha}^h)(t) \). Then we have
\[ (G[u^h] - G^h[u^h])(t) = t^h(t-mh) \frac{U_{m+1} - U_m}{h} + \sum_{k=0}^{m-1} \{ t^h(t-kh) - t^h(t-(k+1)h) \} \frac{U_{k+1} - U_k}{h}. \]

We multiply the above equation by \( \varphi \in C_c^\infty(\Omega) \) and \( \eta \in C_c^\infty(0,T) \). Take a small \( h > 0 \) satisfying \( \eta(t) = 0 \) for all \( t \in [0,h] \cup [T-h,T] \). Hence,
\[ \int_0^T \int_\Omega (G[u^h] - G^h[u^h])\eta(t)\varphi(x) \, dx \, dt = \int_h^T \int_\Omega t^h(t-mh) \frac{U_{m+1} - U_m}{h} \eta(t)\varphi(x) \, dx \, dt \]
\[ + \int_h^T \int_\Omega \sum_{k=0}^{m-1} \{ t^h(t-kh) - t^h(t-(k+1)h) \} \frac{U_{k+1} - U_k}{h} \eta(t)\varphi(x) \, dx \, dt \]
\[ =: I_1 + I_2. \]
We have

\[ I_1 = \frac{1}{h} \sum_{m=1}^{M-1} \int_{mh}^{(m+1)h} t^h(t - mh) \eta(t) \, dt \int_{\Omega} (U_{m+1}(x) - U_m(x)) \varphi(x) \, dx \]

\[ = \frac{1}{h} \sum_{m=1}^{M-1} \int_0^h t^h(t) \eta(t + mh) \, dt \int_{\Omega} (U_{m+1}(x) - U_m(x)) \varphi(x) \, dx \]

\[ \leq \frac{1}{h} \sum_{m=1}^{M-1} \int_0^h t^h(t) \| \eta \|_{L^\infty} \| U_{m+1} - U_m \|_{L^\infty} \| \varphi \|_{L^1} \, dt. \]

Note that by property (c) of \( g_{\delta-\alpha}^h \) we have

\[ \int_0^h t^h(t) \, dt = \int_0^h (g_{\delta-\alpha} - g_{\delta-\alpha}^h)(t) \, dt \leq C_T h^2. \]

By Lemma \( \ref{lemma3.2} \) we have

\[ |I_1| \leq \frac{1}{h} \sum_{m=1}^{M-1} \int_0^h t^h(t) \| \eta \|_{L^\infty} \| U_{m+1} - U_m \|_{L^\infty} \| \varphi \|_{L^1} \, dt \]

\[ \leq C_T \| \eta \|_{L^\infty} \| \varphi \|_{L^1} M h \varepsilon = C_T T \| \eta \|_{L^\infty} \| \varphi \|_{L^1} \varepsilon. \]

Next, we have

\[ I_2 = \int_{\Omega} \sum_{m=1}^{M-1} \int_{mh}^{(m+1)h} \sum_{k=0}^{m-1} \{ t^h(t - kh) - t^h(t - (k+1)h) \} \frac{U_{k+1}(x) - U_k(x)}{h} \eta(t) \varphi(x) \, dt \, dx. \]

Note that by some tedious computations we have

\[ I_2 = \sum_{m=1}^{M-1} \sum_{k=0}^{m-1} \int_{mh}^{(m+1)h} (t^h(t - kh) - t^h(t - (k+1)h)) \eta(t) \, dt \int_{\Omega} \frac{U_{k+1}(x) - U_k(x)}{h} \varphi(x) \, dx \]

\[ = \sum_{m=1}^{M-1} \int_{mh}^{T} (t^h(t - (m-1)h) - t^h(t - mh)) \eta(t) \, dt \int_{\Omega} \frac{U_m(x) - U_{m-1}(x)}{h} \varphi(x) \, dx \]

\[ = \frac{1}{h} \sum_{m=1}^{M-1} \int_{mh}^{T} t^h(t - (m-1)h) \eta(t) \, dt \int_{\Omega} (U_m(x) - U_{m-1}(x)) \varphi(x) \, dx \]

\[ - \frac{1}{h} \sum_{m=1}^{M-1} \int_{mh}^{T} t^h(t - mh) \eta(t) \, dt \int_{\Omega} (U_m(x) - U_{m-1}(x)) \varphi(x) \, dx. \]
We extend $\eta(t) = 0$ for $t < 0$ and $t > T$ and keep to use the same notation by abuse of notation. Moreover, we have

$$I_2 = \frac{1}{h} \sum_{m=1}^{M-1} \left\{ \int_0^{T-(m-1)h} l^h(t)\eta(t)dt \right\} + \frac{1}{h} \sum_{m=1}^{M-1} \int_0^{T-mh} l^h(t)\eta(t+mh)dt \right\} \int_\Omega (U_m(x) - U_m-1(x))\varphi(x)dx$$

$$\leq \frac{1}{h} \sum_{m=1}^{M-1} \int_0^{h} l^h(t)\eta(t)dt \int_\Omega (U_m(x) - U_m-1(x))\varphi(x)dx$$

By a similar argument to the above, we get

$$|I_2| \leq C_T(\|\eta\|_{L^\infty} + \|\eta\|_{L^\infty}) \|\varphi\|_{L^1} \sum_{m=1}^{M-1} \|U_m - U_m-1\|_{L^\infty}$$

$$\leq C_T(\|\eta\|_{L^\infty} + \|\eta\|_{L^\infty}) \|\varphi\|_{L^1} T \varepsilon.$$ 

Consequently, we obtain (3.21). \hfill \Box

4. Energy estimate

**Lemma 4.1.** Let $\{U_k\}$ be a family of functions in $L^2(\Omega)$. Then, we have

$$\left( \frac{1}{(2-\alpha)h^\alpha} \left\{ U_m - \sum_{k=0}^{m-1} C_{m,k} U_k \right\} , U_m \right) \geq \frac{1}{2(2-\alpha)h^\alpha} \left\{ \|U_m\|_{L^2}^2 - \sum_{k=0}^{m-1} C_{m,k} \|U_k\|_{L^2}^2 \right\},$$

where we denote $L^2$-norm by $(\cdot, \cdot)_{L^2}$.

**Proof.** We have

$$\left( \frac{1}{(2-\alpha)h^\alpha} \left\{ U_m - \sum_{k=0}^{m-1} C_{m,k} U_k \right\} , U_m \right)_{L^2} = \frac{1}{(2-\alpha)h^\alpha} \left\{ \|U_m\|_{L^2}^2 - \sum_{k=0}^{m-1} C_{m,k} (U_k, U_m)_{L^2} \right\}.$$

Noting that

$$\sum_{k=0}^{m-1} C_{m,k} = 1 \quad \text{for all} \quad m \in \tilde{M} \setminus \{0\},$$

by the Schwarz inequality, we obtain

$$\sum_{k=0}^{m-1} C_{m,k} (U_k, U_m)_{L^2} \leq \frac{1}{2} \left( \|U_m\|_{L^2}^2 + \sum_{k=0}^{m-1} C_{m,k} \|U_k\|_{L^2}^2 \right),$$

which finishes the proof. \hfill \Box

**Remark 2.** We notice that the energy estimate for the Caputo fractional derivative

$$(d_t^\alpha u(t), u(t))_{L^2} \geq \frac{1}{2} d_t^\alpha \|u\|_{L^2}^2(t) \quad \text{for} \quad u \in W^{1,1}(0, T; L^2(\Omega)).$$
Therefore, \( r \) due to the concavity of \( \Gamma \). Also, note that we have

\[
\sum_{n=1}^{m} \frac{1}{\Gamma(2-\alpha) h^\alpha} \left\{ \|U_n\|_{L^2}^2 - \sum_{k=0}^{n-1} C_{n,k} \|U_k\|_{L^2}^2 \right\} 
\geq \frac{(mh)^{-\alpha}}{\Gamma(1-\alpha)} \sum_{k=1}^{m} \|U_k\|_{L^2}^2 - \frac{(mh)^{1-\alpha}}{\Gamma(2-\alpha) h} \|U_0\|_{L^2}^2 
\text{ for all } m \in \tilde{M} \setminus \{0\}.
\]

**Proof.** Note that for any \( m \in \tilde{M} \), we have

\[
\sum_{n=1}^{m} \left\{ \|U_n\|_{L^2}^2 - \sum_{k=0}^{n-1} C_{n,k} \|U_k\|_{L^2}^2 \right\} 
= \|U_m\|_{L^2}^2 + \sum_{k=1}^{m-1} \left( 1 - \sum_{n=k+1}^{m} C_{n,k} \right) \|U_k\|_{L^2}^2 - \sum_{n=1}^{m} C_{n,0} \|U_0\|_{L^2}^2.
\]

Moreover,

\[
1 - \sum_{n=k+1}^{m} C_{n,k} = 1 - \Gamma(2-\alpha)(\psi(1) - \psi(m+1-k)) 
= \Gamma(2-\alpha)\psi(m+1-k) = (m+1-k)^{1-\alpha} - (m-k)^{1-\alpha}.
\]

Due to the concavity of \( r \mapsto r^{1-\alpha} \), we have, for all \( k = 1, 2, \cdots, m \),

\[
(m+1-k)^{1-\alpha} - (m-k)^{1-\alpha} \geq m^{1-\alpha} - (m-1)^{1-\alpha} \geq (1-\alpha)m^{-\alpha}.
\]

Also, note that

\[
\sum_{n=1}^{m} C_{n,0} = m^{1-\alpha}.
\]

Therefore,

\[
\sum_{n=1}^{m} \frac{1}{\Gamma(2-\alpha) h^\alpha} \left\{ \|U_n\|_{L^2}^2 - \sum_{k=0}^{n-1} C_{n,k} \|U_k\|_{L^2}^2 \right\} 
= \frac{1}{\Gamma(2-\alpha) h^\alpha} \left\{ \|U_m\|_{L^2}^2 + \sum_{k=1}^{m-1} \left( 1 - \sum_{n=k+1}^{m} C_{n,k} \right) \|U_k\|_{L^2}^2 \right\} 
- \frac{1}{\Gamma(2-\alpha) h^\alpha} \sum_{n=1}^{m} C_{n,0} \|U_0\|_{L^2}^2 
\geq \frac{(mh)^{-\alpha}}{\Gamma(1-\alpha)} \sum_{k=1}^{m} \|U_k\|_{L^2}^2 - \frac{(mh)^{1-\alpha}}{\Gamma(2-\alpha) h} \|U_0\|_{L^2}^2.
\]

\[\square\]

**Remark 3.** We note here that our result is a discrete analog of

\[
\int_0^t d_s \left( \|u\|_{L^2}(s) \right) ds \geq \frac{t^{-\alpha}}{\Gamma(1-\alpha)} \int_0^t \|u(s)\|_{L^2}^2 ds - \frac{t^{1-\alpha}}{\Gamma(2-\alpha)} \|u(0)\|_{L^2}^2
\]

for all \( u \in W^{1,1}(0, T; L^2(\Omega)) \) in [12, Theorem 3.3].

**Theorem 4.3.** Let \( \{U_k\}_{k \in \tilde{M}} \) be the family of the functions given by (2.2) and (2.3). Then, we have

\[
h \left( \sum_{m=1}^{M} \|U_m\|_{L^2}^2 + \sum_{m=1}^{M} \|\nabla U_m\|_{L^2}^2 \right) \leq C_T \left( \|U_0\|_{L^2}^2 + h \sum_{m=1}^{M} \|f_m\|_{L^2}^2 \right),
\]

where we set \( f_m(x) := f(x, mh) \) for \( x \in \Omega \) and \( m \in \tilde{M} \).
Proof. Fix $m \in \tilde{M} \setminus \{0\}$. We have

$$\frac{1}{\Gamma(2-\alpha)h^\alpha} \left\{ U_m - \sum_{k=0}^{m-1} C_{m,k} U_k \right\} + LU_m = f_m. \quad (4.1)$$

Multiplying (4.1) by $U_m$ and integrating on $\Omega$, by Lemma 4.1 and the uniform ellipticity of $L$, we get

$$\frac{1}{2\Gamma(2-\alpha)h^\alpha} \left\{ \|U_m\|_{L^2}^2 - \sum_{k=0}^{m-1} C_{m,k}\|U_k\|_{L^2}^2 \right\} + \lambda \|\nabla U_m\|_{L^2}^2 \leq (f_m, U_m)_{L^2} \leq \frac{1}{2\varepsilon}\|f_m\|_{L^2}^2 + \frac{\varepsilon}{2}\|U_m\|_{L^2}^2$$

for any $\varepsilon > 0$. Summing up on $m$, by Lemma 4.2 we arrive at

$$\frac{h}{\varepsilon} \sum_{m=1}^{M} \|U_m\|_{L^2}^2 + \varepsilon h \sum_{m=1}^{M} \|U_m\|_{L^2}^2 \geq \frac{h}{\Gamma(2-\alpha)h^\alpha} \sum_{m=1}^{M} \left\{ \|U_m\|_{L^2}^2 - \sum_{k=0}^{m-1} C_{m,k}\|U_k\|_{L^2}^2 \right\} + 2\lambda h \sum_{m=1}^{M} \|\nabla U_m\|_{L^2}^2 \geq \frac{(Mh)^{-\alpha}}{\Gamma(1-\alpha)} h \sum_{m=1}^{M} \|U_m\|_{L^2}^2 - \frac{(Mh)^{1-\alpha}}{\Gamma(2-\alpha)} \|U_0\|_{L^2}^2 + 2\lambda h \sum_{m=1}^{M} \|\nabla U_m\|_{L^2}^2,$

which implies

$$\left( \frac{T^{-\alpha}}{\Gamma(1-\alpha)} - \varepsilon \right) h \sum_{m=1}^{M} \|U_m\|_{L^2}^2 + \varepsilon h \sum_{m=1}^{M} \|\nabla U_m\|_{L^2}^2 \leq \frac{T^{1-\alpha}}{\Gamma(2-\alpha)} \|U_0\|_{L^2}^2 + \frac{1}{\varepsilon} h \sum_{m=1}^{M} \|f_m\|_{L^2}^2.$$  

Take $\varepsilon := \frac{(1-\lambda)T^{-\alpha}}{\Gamma(1-\alpha)}$ to get

$$h \left( \sum_{m=1}^{M} \|U_m\|_{L^2}^2 + \sum_{m=1}^{M} \|\nabla U_m\|_{L^2}^2 \right) \leq C_T \left( \|U_0\|_{L^2}^2 + h \sum_{m=1}^{M} \|f_m\|_{L^2}^2 \right)$$

for some $C_T \geq 0$ independent of $h$. \qed

**Theorem 4.4.** Let $u_h^k$ and $u^h$ be the functions given by (2.4) and (2.5), respectively. For any $\varepsilon > 0$, there exists $h_0 > 0$ such that for all $h \in (0, h_0)$, we have

$$\|u_h^k\|_{L^2(0,T;H^1(\Omega))} + \|u^h\|_{L^2(0,T;H^1(\Omega))} \leq C_T (\|u_0\|_{L^2} + \|[f]_{L^2(0,T;L^2(\Omega))} + \varepsilon)$$

for some $C_T \geq 0$ which is independent of $\varepsilon$ and $h$.

**Proof.** Fix $\varepsilon > 0$. Noting that $u_h^k(t) = U_m$ for $mh \leq t < (m+1)h$, we have, by Theorem 4.3

$$\int_h^T \|u_h^k(t)\|_{H^1}^2 \, dt = \sum_{m=1}^{M-1} \int_{mh}^{(m+1)h} \|U_m\|_{H^1}^2 \, dt = h \sum_{m=1}^{M-1} \|U_m\|_{H^1}^2 \leq C_T \left( \|U_0\|_{L^2}^2 + \sum_{m=1}^{M} \|f_m\|_{L^2}^2 \right).$$

Take $h_0 > 0$ small so that for $0 < h < h_0$, 

$$\|U_0\|_{L^2}^2 \leq \|u_0\|_{L^2}^2 + \frac{\varepsilon}{2}, \quad h \sum_{m=1}^{M} \|f_m\|_{L^2}^2 \leq \|[f]_{L^2(0,T;L^2(\Omega))} + \frac{\varepsilon}{2} \right.$$
Thus, for all $h \in (0, h_0)$, we get
\[ \|u_h^t\|^2_{L^2(0,T;H^1(\Omega))} \leq C_T(\|u_0\|^2_{L^2} + \|f\|^2_{L^2(0,T;L^2(\Omega))} + \varepsilon). \]

Next, we give an estimate for $\|u_h\|_{L^2(0,T;H^1(\Omega))}$. We have
\[
\begin{aligned}
\int_0^T \|u_h(t)\|^2_{H^1} \, dt &= M^{-1} \sum_{m=1}^{M-1} \int_{m+1}^{(m+1)h} \left\| U_m + \frac{U_{m+1} - U_m}{h} (t - mh) \right\|^2_{H^1} \, dt \\
&\leq \frac{h}{3} \sum_{m=1}^{M-1} \left\{ \left( \|U_m\|_{H^1} + \|U_{m+1} - U_m\|_{H^1} \right)^2 \right. \\
&\quad \left. + \left( \|U_m\|_{H^1} + \|U_{m+1} - U_m\|_{H^1} \right) \|U_m\|_{H^1} + \|U_m\|^2_{H^1} \right\} \\
&\leq Ch \sum_{m=1}^{M} \|U_m\|^2_{H^1}
\end{aligned}
\]
for some $C \geq 0$. By the same argument as above we get the conclusion. \hfill \Box

5. PROOF OF THEOREM 4.1

Lemma 5.1. Let $e^h$ be the function defined by (2.3). We have
\[
\int_0^T \int_{\Omega} e^h(x,t) \varphi(x) \eta(t) \, dx \, dt \to 0 \quad \text{as } h \to 0
\]
for all $\varphi \in C_c^\infty(\Omega)$ and $\eta \in C_c^\infty(0, T)$.

Proof. Let $\varphi \in C_c^\infty(\Omega)$ and $\eta \in C_c^\infty(0, T)$. We have
\[
\begin{aligned}
\left| \int_0^T \int_{\Omega} e^h(x,t) \varphi(x) \eta(t) \, dx \, dt \right| &\leq \int_0^T \int_{\Omega} \left( d^n_{x} u^h(t) - d^n_{x} u^h(mh) \right) \varphi(x) \eta(t) \, dx \, dt \\
&\quad + \int_0^T \int_{\Omega} \left( \partial_x(a_{i,j}(x) \partial_{x,j} u^h(t)) - \partial_x(a_{i,j}(x) \partial_{x,j} u^h(mh)) \right) \varphi(x) \eta(t) \, dx \, dt \\
&\quad + \int_0^T \int_{\Omega} (f(t) - f(mh)) \varphi(x) \eta(t) \, dx \, dt =: I_1 + I_2 + I_3.
\end{aligned}
\]
By (5.3) and Lemma 5.3 for any $\varepsilon > 0$, there exists $h_0 > 0$ such that
\[
I_1 = \left| \int_0^T \int_{\Omega} \left( \Gamma[u^h](t) - G^h[u^h](t) \right) \varphi(x) \eta'(t) \, dx \, dt \right| \leq C_T \| \varphi \|_{L^1} (\| \eta' \|_\infty + \| \eta'' \|_\infty) \varepsilon
\]
for all $h \in (0, h_0)$. In light of Theorem 4.3 and the weak compactness, there exists a subsequence $\{u^{h_n}\}_{n \in \mathbb{N}}$ such that
\[ u^{h_n} \rightharpoonup v \quad \text{in } L^2(0,T;H^1_0(\Omega)) \quad \text{as } n \to \infty. \]
for \( v \in L^2(0, T; H^1_0(\Omega)) \). Noting that \( u^h \to u \) in \( C(\overline{\Omega} \times [0, T]) \) as \( h \to 0 \), by Theorem 2.1 and (2.6) we have \( u = v \) on \( \overline{\Omega} \times [0, T] \). Therefore,

\[
I_2 = - \int_0^T \int_{\Omega} a_{ij}(x) \left( \partial_{x_j} u^{hn}(x, t) - \partial_{x_j} u^h(x, mh) \right) \partial_{x_i} \varphi(x) \eta(t) \, dx \, dt \to 0
\]
as \( n \to +\infty \). Also, \( I_3 \to 0 \) as \( h \to 0 \).

Therefore,

\[
\lim_{h \to 0} \int_0^T \int_{\Omega} e^h(x, t) \varphi(x) \eta(t) \, dx \, dt \leq C_T \| \varphi \|_{L^1} (\| \eta' \|_{\infty} + \| \eta'' \|_{\infty}) \varepsilon
\]

for all \( \varepsilon > 0 \), which implies the conclusion.

\[ \square \]

Proof of Theorem 1.1. We first assume that \( u \) is the unique viscosity solution to (1.1). Let \( u^h \) and \( u \) be given by (2.4) and (2.5) respectively. By Theorem 2.1 and (2.6), we have

\[
u^h, u \to u \text{ uniformly on } \overline{\Omega} \times [0, T] \text{ as } h \to 0.
\]

We prove that \( u \) is the distributional solution to (1.3), i.e.,

\[
u \in L^2(0, T; H^1_0(\Omega)), \quad g_{1-\alpha} \ast (u - u_0) \in 0 H^1(0, T; H^{-1}(\Omega))
\]

and \( u \) satisfies weak form (1.4).

By the same argument as in the proof of Lemma 5.1, we have

\[
u^h \to u \text{ in } L^2(0, T; H^1_0(\Omega)) \text{ as } n \to +\infty.
\]

Next, we prove that \( u \) satisfies weak form of (1.4). By Proposition 2.3, we have

\[
D^\alpha_t (u^h - U^h_0)(t) + Lu^h(t) = f(t) + e^h(t) \text{ for } (mh, (m + 1)h) \text{ and } m \in \widetilde{M} \quad (5.1)
\]

Multiplying (5.1) by \( \varphi \in C_c^\infty(\Omega) \) and \( \eta \in C_c^\infty(0, T) \), and integrating on \( \Omega \times (0, T) \), we get

\[
\int_0^T \int_{\Omega} \partial_t \left( g_{1-\alpha} \ast (u^h - U^h_0) \right) \eta \varphi \, dx \, dt + \int_0^T \int_{\Omega} Lu^h \cdot \eta \varphi \, dx \, dt = \int_0^T \int_{\Omega} (f + e^h) \eta \varphi \, dx \, dt.
\]

Integrating by parts, we get

\[
\int_0^T \int_{\Omega} \partial_t \left( g_{1-\alpha} \ast (u^h - U^h_0) \right) \eta \varphi \, dx \, dt = - \int_0^T \int_{\Omega} \left( g_{1-\alpha} \ast (u^h - U^h_0) \right) \eta' \varphi \, dx \, dt
\]

\[
\to - \int_0^T \int_{\Omega} \left( g_{1-\alpha} \ast (u - u_0) \right) \eta' \varphi \, dx \, dt \quad \text{as } h \to 0,
\]

since we have \( u^h \to u \) uniformly on \( \overline{\Omega} \times [0, T] \). Also, noting that \( u^h \to u \) in \( L^2(0, T; H^1_0(\Omega)) \) as \( h \to 0 \), we have

\[
- \int_0^T \int_{\Omega} \partial_i (a_{ij}(x) \partial_j u^h) \cdot \eta \varphi \, dx \, dt = \int_0^T \int_{\Omega} a_{ij}(x) \partial_{x_j} u^h \partial_{x_i} \varphi \cdot \eta \, dx \, dt
\]

\[
\to \int_0^T \int_{\Omega} a_{ij}(x) \partial_{x_j} u \partial_{x_i} \varphi \cdot \eta \, dx \, dt \quad \text{as } h \to 0.
\]

Here, we use the Einstein summation convention. By Lemma 5.1 we have

\[
\int_0^T \int_{\Omega} e^h \eta \varphi \, dx \, dt \quad \text{as } h \to 0.
\]

Therefore, we obtain

\[
- \int_0^T \eta' \int_{\Omega} \left( g_{1-\alpha} \ast (u - u_0) \right) \varphi \, dx \, dt + \int_0^T \eta \int_{\Omega} a_{ij}(x) \partial_{x_j} u \partial_{x_i} \varphi \, dx \, dt = \int_0^T \eta \int_{\Omega} f \varphi \, dx \, dt,
\]

which implies (1.4).
Finally, we prove that \( g_{1-\alpha} \ast (u - u_0) \in 0H^1(0, T; H^{-1}(\Omega)) \). By Young’s inequality, we have
\[
\|g_{1-\alpha} \ast (u - u_0)\|_{L^2(0, T; H^{-1}(\Omega))} \leq \|g_{1-\alpha}\|_{L^1(0, T)} \|u - u_0\|_{L^2(0, T; H^{-1}(\Omega))} < \infty.
\]
Also, by \(^{[14]}\), we have
\[
\left\| \frac{d}{dt} [g_{1-\alpha} \ast (u - u_0)](t) \right\|_{H^{-1}(\Omega)} = \sup_{\|v\|_{H^1(\Omega)} = 1} \left\| \int_0^T \frac{d}{dt} [g_{1-\alpha} \ast (u - u_0)](t) v \, dx \right\|
\leq \|a_{ij}\|_{L^\infty(\Omega)} \|u(t)\|_{H^1(\Omega)} + \|f(t)\|_{L^2(\Omega)} < \infty
\]
for almost every \( t \in (0, T) \). Thus, we get \( \frac{d}{dt}[g_{1-\alpha} \ast (u - u_0)] \in L^2(0, T; H^{-1}(\Omega)) \). Moreover, using \( (u - u_0) \in C[\overline{\Omega} \times [0, T]) \), we have
\[
\| (g_{1-\alpha} \ast (u - u_0))(t) \|_{H^{-1}(\Omega)} = \sup_{\|v\|_{H^1(\Omega)} = 1} \int_\Omega \left( \int_0^t g_{1-\alpha}(t - s)(u(x, s) - u_0(x)) \, ds \right) v(x) \, dx
\leq \| u - u_0 \|_{L^\infty([0, T) \times \Omega)} 0^{2-\alpha}(t) \rightarrow 0
\]
as \( t \rightarrow 0 \). Thus, we obtain
\[
g_{1-\alpha} \ast (u - u_0) \in 0H^1(0, T; H^{-1}(\Omega)).
\]
Therefore, \( u \) is a distributional solution of \(^{[13]}\).

Conversely, assume that \( u \) is the distributional solution to \(^{[13]}\). Let \( \tilde{u} \in C([\overline{\Omega} \times [0, T]) \) be the unique viscosity solution to \(^{[11]}\). As proved in the above, \( \tilde{u} \) is also a distributional solution of \(^{[13]}\). The uniqueness of distributional solutions to \(^{[13]}\) implies \( u = \tilde{u} \) a.e. on \( \Omega \times (0, T) \), that is, \( u \) admits only one continuous representative \( \tilde{u} \) on \( \overline{\Omega} \times [0, T) \). This completes the proof. □
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