Epileptic EEG information entropy based on different entropy estimation methods
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Abstract. We use the information entropy based on linear model, K-nearest neighbour estimation and kernel estimation to study the brain, a complex nonlinear dynamic system, and distinguish the nonlinear dynamic complexity of epileptic and normal EEG signals in Bonn database. The entropy estimation method of linear model and K-nearest neighbour estimation can only distinguish the information entropy of epileptic period from that of other two cases, but it can't distinguish the information entropy of epileptic interval and normal EEG signals. However, kernel estimation can distinguish the information entropy of EEG signals in three states well, and the threshold range is [0.1,3]. With the increase of threshold, the discrimination effect is gradually significant until stable, and the discrimination effect is obvious when the threshold is 0.5. The result of analysis indicated that EEG information entropy was the highest in the epileptic seizure period, followed by the epileptic seizure interval, and the lowest in normal human brain.

1. Introduction

1.1. Background

EEG signal is a weak electrophysiological signal in human brain, which contains a large number of physiological and disease information of individuals. It can objectively reflect the state of the brain and provide diagnostic basis for some brain diseases. Epilepsy is a kind of short-term brain dysfunction syndrome harmful to health, which is characterized by recurrent epilepsy caused by abnormal discharge of brain neurons. In general, epilepsy and seizures are caused by abnormal electrical activity in the brain. Events like wrong wiring during brain development, physical injury or infection, may lead to seizures and epilepsy [1]. At present, electroencephalogram is used in clinical examination and diagnosis of epilepsy.

For the study of nonlinear dynamical systems, (such as correlation dimension [2], Lyapunov exponent [3] and nonlinear prediction method [4][5]), the entropy measurement tools based on
different estimation methods and obtained from information theory are also very popular. Compared with the former, the latter is a less comprehensive but more practical tool, including approximate entropy [6], sample entropy [7], correction condition entropy [8], fuzzy entropy [9], compression entropy [10], permutation entropy [11][12], distribution entropy [13], multiscale entropy [14][15], mutual information and information storage [16][17]. Brain is a typical nonlinear dynamic system. More and more theories and methods of entropy measurement has been applied to the study of EEG signal.

1.2. The basic principle of information entropy
It’s really difficult to analyze the complex dynamics of world systems. Information entropy, as the most basic measure of entropy in information theory, representing the instability of a system and the uncertainty of an event, is a static measure tool of a signal system. When calculating information entropy, only the amount of information that the signal is at that time is calculated. Compared with the entropy tool of dynamic calculation system predictability, information entropy is the simplest and easy to understand measure calculation tool. In this paper, information entropy is selected to extract the complexity of EEG signal in epileptic seizure interval, epileptic seizure period and normal EEG signal under different estimation methods. The difference between different EEG signals and the discrimination effect of different entropy estimation can provide the basis for clinical epilepsy detection and diagnosis.

To deduce information entropy, the concept of self-information put forward by Shannon should be firstly known. The self-information in the specific result \( v \) of the random variable \( V \) is:

\[
h(v) = -\log p(v)
\]

Where \( p(v) \) is the probability of \( V \) to \( v \). The unit of self-information depends on the cardinality of logarithm. If the base is 2, the unit is bit. When the base logarithm is used, the unit will be NAT. For the base 10 logarithm, the unit is hart.

Information entropy is the expectation of self-information of random event \( v \). It represents the measurement of uncertainty of an event, which is defined as:

\[
H(V) = E[h(v)] = -E[\log p(v)]
\]

When the value of \( p(v)p(v) \) is continuous, the formula of information entropy becomes:

\[
H(V) = -\int p(v)\log p(v)dv
\]

Where the integral is calculated in the range of continuous value \( A \). When the probability \( p(v) \) is discrete rather than continuous, information entropy is defined as:

\[
H(V) = -\sum_{v \in A} p(v)\log p(v)
\]

Where \( A \) in this case is the set of all values that \( V \) can take.

According to that the value of information entropy is the expectation of random event self-information, the information entropy reaches the maximum value when all symbols appear equality, that is to say, the uncertainty is the highest when all possible events have the same probability. On the contrary, if all observations of variables are the same, there is no uncertainty and the entropy of information is zero.

2. Entropy estimators
Various entropy estimators that follow different methods to calculate probability distribution can be obtained in the literature [18]. The estimators of entropy estimators can be divided into two groups: model-based estimators and modeless estimators. If the probability distribution of data can be
represented by a known parameter distribution (for example, Gauss) by definition, then a model-based estimator can be used as a function of the parameters of the assumed probability distribution to calculate the entropy measure [19]. When the data distribution cannot be assumed, we should follow the modeless method which approximates the probability distribution directly from the data. The most intuitive method is to establish the histogram distribution of quantized time series amplitude. However, this method has been proved to have serious deviation problems, and its estimation strongly depends on the size of quantization level [20][21]. The situation can be improved to some extent by using content-free density estimators, such as kernel estimator [22] or nearest neighbor estimator [23][24]. In this paper, we consider the estimation method based on linear model and two modeless methods using kernel and nearest neighbor entropy estimation.

2.1. Linear estimator

The linear estimator uses the model-based method to estimate the entropy measure, which assumes that the observation variables obey the Gaussian distribution. Under this premise, the Gaussian entropy process is solved as the entropy of the observed object. The assumed Gaussian probability distribution is described as follows:

\[
p(x_n) = (2\pi\sigma_x^2)^{-1/2} \exp\left(-\frac{x_n^2}{2\sigma_x^2}\right)
\]

Where \(\sigma_x^2\) is the variance of variance \(X\). Substituting equation (5) into equation (1), the entropy value of the current state is:

\[
E(X) = H(X_n) = \frac{1}{2} \ln 2\pi\sigma_x^2
\]

It should be noted that the information entropy of a static Gaussian process is only a function of its variance. When linear estimation is used, the assumption of random process obeys Gaussian distribution, which reduces the complexity of calculation process.

2.2. K-nearest neighbour estimator

K-nearest neighbor(KNN) estimator is a modeless method, the basic principle of which is: according to the distance function, calculate the distance between the past time state set and the present time state set of random process \(X\), then select the appropriate \(k\) as the neighborhood size of distance selection, and then calculate the number of neighborhood points according to the neighborhood size.

The KNN estimator approximates the probability distribution according to the statistics of the distance between adjacent points in the multidimensional space spanned by the observation variables. The average Shannon information content of general \(d\) - dimensional random variable \(V\) can be estimated from a set of implementation \(\{v_1, v_2, \ldots, v_N\}\). The formula is:

\[
-\mathbb{E}[\ln p(v_n)] = \psi(N) - \psi(k) + d\mathbb{E}[\ln \varepsilon_n]
\]

Where \(\psi\) is the digamma function derived from the gamma function, and \(\varepsilon_n\) is twice the distance(taking the maximum distance of the scalar component) between the result \(v_n\) calculated according to the maximum norm and its \(k\) nearest neighbor.

Combined with equation (1), it is easy to derive the expression of KNN estimation of the information entropy of the current state of the stochastic process \(X\) calculated for time series \(\{x_1, x_2, \ldots, x_N\}\):

\[
E(X) = H(X_n) = \psi(N) - \psi(K) + \langle \ln \varepsilon_n \rangle
\]
In the aspect of implementation, KNN program is easy to realize quickly, and has low error in fault tolerance and evaluation algorithm.

2.3. Kernel estimator
The kernel entropy estimator reconstructs the probability distribution of the observed variable by centering the kernel function at each result of the variable, and then uses the estimated probability to derive the relevant entropy measure. It is also a modeless approach. The kernel is used to weight the distance from each point to the reference point in the time series according to the kernel function. For example, if the random process \( X \) is determined, starting from the realization of the length \( N \) obtained in the form of time series \( \{x_1, x_2, ..., x_N\} \), the kernel estimation of the probability distribution can be calculated according to the following formula:

\[
p(X_n) = \frac{1}{N} \sum_{i=1}^{N} K(\|X_n - X_i\|)
\]

(9)

Where \( K \) is one of the kernel functions and \( \| \cdot \| \) in the formula is an approximate norm.

Substituting equation (9) into equation (1), the kernel estimation formula of information entropy can be obtained:

\[
E(X) = H(X_n) = -\ln \left( p(X_n) \right)
\]

(10)

In this paper, the kernel estimator is used to calculate the distance. For example, \( \|x_n - x_i\| \) is the most common measure, that is the so-called Chebyshev distance or the maximum norm. The formula is \( \|x_n - x_i\| = \max_{1 \leq k \leq m} |x_{n,k} - x_{i,k}| \).

In this paper, we select the most commonly used core function Heaviside, whose formula is:

\[
K = \Theta(\|X_n - X_i\|) = \begin{cases} 
1, & \|X_n - X_i\| \leq r \\
0, & \|X_n - X_i\| > r
\end{cases}
\]

(11)

The threshold \( r \) is the width of the Heaviside kernel function, which controls the accuracy of density estimation. Smaller value of \( r \) gives more detailed estimates, but more data points are required to be accurate. That is to say, if some points have large errors, the results will be affected; while too large value of \( r \) produces very rough probability estimates, which will reduce the computational complexity. At the moment, the accuracy of the estimates is low, because there are too many points in the neighborhood of the reference points.

3. Data process and analysis
The data used in this paper is from the Bonn database [25], which can be publicly available on the Internet. These data are widely used in the research of epilepsy. Data were collected by the Bonn Institute in Germany, which collected 500 single channel EEG records. 500 single channel EEG signals were divided into five groups (Z, O, N, F, S) with 100 EEG records in each group. Set Z and O include EEG records of cerebral cortex collected from five healthy volunteers. These data record two states of healthy volunteers, in which set Z is awake state and set O is asleep state. Set N, F and S are the EEG signals of five epileptics, of which set N and F are the EEG signals in the interictal and set S is the signals in the ictal. The duration of each record is 23.6 seconds. The sampling rate is 173.61 samples per second, so the length of each record is 173.61×23.6≈4097 samples [26], which is enough to realize the robust estimation of entropy. The waveforms of the five sets of EEG signals are shown in Figure 1.
When using information entropy for data processing, three different entropy estimation methods are used to quantify EEG signals, and then the results are averaged to eliminate accidental errors. The same operation is performed on the five sets respectively. Compare the information entropy of five groups of data and make a graph comparison, at the same time, change the variables in the estimation method to measure the stability of the estimation method.

3.1. Result of linear estimator

Using linear estimation to calculate the information entropy of data, draw the scatter diagram of three categories as shown in Figure 3, where the abscissa is the serial number (100 groups of data are arranged in chronological order). It can be seen from Figure 2 that the information entropy of epileptic patients in the seizure period (the asterisk in Figure 2) is the largest, and the information entropy of epileptic patients in the seizure-free period (the circle in Figure 2) and normal EEG (the square in Figure 2) coincides with each other.

![Figure 1. EEG time series of the five sets.](image)

![Figure 2. The results of the linear estimator.](image)
In order to make the effect of discrimination more intuitive, this paper compares three kinds of EEG signals, and the results are shown in Figure 3.

![Comparison results of three groups.](image)

**Figure 3.** Comparison results of three groups.

In distinguishing EEG signals in different states, the information entropy of linear estimation can correctly distinguish EEG signals in the seizure period and EEG signals of other two states, but it is not good in distinguishing between epileptic interval and normal EEG signals.

3.2. **Result of K-nearest neighbour estimator**

There are two variables in KNN estimation, namely the number of neighbors K and dimension. We fix the dimension value first to estimate the information entropy of five sets of signals. Under the fixed dimension value, change the number of neighbors to observe the change of discrimination effect. And then, change different dimension values, and compare the results under different dimension values to get the variable range of the best differentiation effect. About setting the variable range, the dimension value range is set to [2,5], the number of neighbors’ value range is set to [3,7]. The calculation results are shown in Figure 4.
According to the curve trend in Figure 4, it can be seen that the KNN estimation entropy of EEG signal in epileptic seizure period is the largest, which is consistent with the result of linear estimation. The difference of EEG signals between epileptic patients for interictal and normal individuals can't be distinguished. However, the information entropy of EEG signal in epilepsy interval is greater than that of normal EEG. At the same time, as the number of neighbor points increases, the information entropy of KNN estimation first decreases and then tends to be stable.

When changing the value of dimension, the KNN estimation information entropy has no significant improvement on the differentiation effect of EEG signals. We calculated the values of dimension 2, 3, 4 and 5 in order to observe the effect of differentiation. When the dimension is changed, the information entropy of KNN estimation does not change in the effect of distinguishing different EEG signals, and the trend is the same with the increase of the number of neighbor points. The computational complexity increases with the change of dimension. Therefore, when using, the dimension value should be the minimum value.

3.3. Result of kernel estimator

When kernel estimation calculates information entropy, there is a variable $r$ called threshold in kernel function. In the selection of threshold, too large threshold will lead to the decrease of accuracy in calculation, and too small threshold will lead to the error in estimating the probability of a certain time in the signal. In this paper, the range of threshold is selected in [0.1,3] after several trials, and calculate the points within the range of threshold to get the best threshold.

Figure 4. The results of the KNN estimator.
As shown in Figure 5, kernel estimation can distinguish the information entropy of EEG signals in three states well. Compared with linear estimation and KNN estimation, which is impossible to distinguish the information entropy of epileptic interval and normal EEG signals, kernel estimation shows superior performance. The information entropy of the kernel estimation of EEG signal in epileptic attack period is the largest, and the information entropy of EEG signal in interictal state is larger than that of normal EEG signal, though the difference between the latter two is not as obvious as that between the former two. In different states of healthy EEG, the value of information entropy in awake state is greater than that in asleep state. In the relationship between threshold and information entropy, the information entropy of kernel estimation first decreases and then tends to be stable with the increase of threshold, and the change trend of three EEG signals is same.

4. Conclusions
In this paper, we mainly study the information entropy of EEG signals based on linear estimation, KNN estimation and kernel estimation. In the analysis of the above results, it can be seen that linear estimation and KNN estimation can only distinguish the epileptic period from the other two states. And the result of the above two methods is that the information entropy of the attack period is greater than that of the other two states. Kernel estimation is better than the above two methods in the discrimination of EEG information entropy, which can distinguish the three states well. Under the method of kernel estimation, the information entropy of the kernel estimation of EEG signal in epileptic attack period is the largest, and the information entropy of EEG signal in interictal state is larger than that of normal EEG signal. It can be seen that the EEG information entropy can distinguish the different brain states and it can assist clinical diagnosis.
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