LOCAL AND GLOBAL SOLVABILITY FOR ADVECTION-DIFFUSION EQUATION ON AN EVOLVING SURFACE WITH A BOUNDARY
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Abstract. This paper considers the existence of local and global-in-time strong solutions to the advection-diffusion equation with variable coefficients on an evolving surface with a boundary. We apply both the maximal $L^p$-in-time regularity for Hilbert space-valued functions and the semigroup theory to construct local and global-in-time strong solutions to an evolution equation. Using the approach and our function spaces on the evolving surface, we show the existence of local and global-in-time strong solutions to the advection-diffusion equation. Moreover, we derive the asymptotic stability of the global-in-time strong solution.

1. Introduction

We are interested in the existence of local and global-in-time solutions to the advection-diffusion equation on an evolving surface with a boundary. An evolving surface means that the surface is moving or the shape of the surface is changing along with the time. This paper has three purposes. The first one is to construct a strong solution of an evolution equation by applying both the maximal $L^p$-in-time regularity for Hilbert space-valued functions and the semigroup theory. The second one is to introduce and study function spaces on evolving surfaces. The third one is to apply our approach and function spaces to show the existence of local and global-in-time strong solutions to the advection-diffusion equation with variable coefficients on an evolving surface with a boundary.

Let us first introduce basic notations. Let $x = t(x_1, x_2, x_3) \in \mathbb{R}^3$, $X = t(X_1, X_2) \in \mathbb{R}^2$ be the spatial variables, and $t, \tau \geq 0$ be the time variables. The symbols $\nabla$ and $\nabla_X$ are two gradient operators defined by $\nabla = t(\partial_1, \partial_2, \partial_3)$ and $\nabla_X = t(\partial_{X_1}, \partial_{X_2})$, where $\partial_j = \partial/\partial x_j$ and $\partial_{X_\alpha} = \partial/\partial X_\alpha$. Let $T \in [0, \infty]$, and let $\Gamma(t) = \{ \Gamma(t) \}_{0 \leq t < T}$ be an evolving surface with a boundary $\partial \Gamma(t)$ such that for $0 \leq t < T$, $\Gamma(t) = \{ x \in \mathbb{R}^3; x = \tilde{x}(X, t), X \in U \}$, where $U \subset \mathbb{R}^2$ is a bounded domain with a $C^3$-boundary $\partial U$ and $\tilde{x} = t(\tilde{x}_1, \tilde{x}_2, \tilde{x}_3) \in [C^3(U \times [0, T))]^3$.

This paper considers the existence of local and global-in-time strong solutions to the advection-diffusion equation on the evolving surface $\Gamma(t)$:

\[
\begin{cases}
D_t^\mu u + (\text{div}_\Gamma u)u - \text{div}_\Gamma (\kappa \nabla_\Gamma u) = 0 & \text{on } \Gamma_T, \\
u|_{\partial \Gamma_T} = 0, \\
u|_{t=0} = u_0 & \text{on } \Gamma_0,
\end{cases}
\]
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where the unknown function \( u = u(x, t) \) is the concentration of amount of a substance on \( \Gamma(t) \), while the given function \( w = w(x, t) = (w_1, w_2, w_3) \) is the motion velocity of \( \Gamma(t) \), the given function \( \kappa = \kappa(x, t) \) is the diffusion coefficient, and \( u_0 = u_0(x) \) is the given initial datum. Here \( D^w_t u := \partial_t u + (w \cdot \nabla) u, \partial_t := \partial/\partial t \), \( \Gamma_0 := \Gamma(0) \),

\[
\Gamma_T := \bigcup_{0 < t < T} \{ \Gamma(t) \times \{ t \} \}, \quad \partial \Gamma_T := \bigcup_{0 < t < T} \{ \partial \Gamma(t) \times \{ t \} \}.
\]

See Section 2 for the notations \( w, \text{div}, \) and \( \nabla \).

Let us state mathematical analysis of system \((1.1)\). Dziuk-Elliott \([7]\) applied a Galerkin-type method to show the existence of a unique weak solution to system \((1.1)\) on an evolving closed surface when \( \kappa = 1 \) and \( u_0 \in W^{1,2}(\Gamma_0) \). Alphonse-Elliott-Stinner \([1, 2]\) introduced their function spaces on evolving surfaces to study several parabolic PDEs on evolving surfaces. They applied their evolving Hilbert space to construct a weak solution of several PDEs on evolving surfaces. Djurdevic \([3]\) and Djurdevic-Elliott-Kornhuber-Ranner \([6]\) studied system \((1.1)\) with random coefficients on an evolving closed surface. They improved the approaches in \([1, 2]\) and Djurdjevac-Elliott-Kornhuber-Ranner \([6]\) to show the existence of a unique mean-weak solution to system \((1.1)\) when \( u_0 \in W^{1,2}(\Gamma_0) \). This paper attacks the existence of strong solutions to \((1.1)\) with variable coefficients on an evolving surface with a boundary when \( u_0 \in W^{1,2}_0(\Gamma_0) \).

To study system \((1.1)\), we set \( v = v(X, t) = u(\hat{\iota}(X, t), t), \) \( v_0 = v_0(X) = u_0(\hat{\iota}(X, 0)), \) and \( \hat{\iota} = \hat{\iota}(X, t) = \kappa(\hat{\iota}(X, t), t) \). Then \( v \) satisfies

\[
\begin{cases}
\partial_t v + Lv = 0 & \text{in } U \times (0, T), \\
v|_{\partial U} = 0 & \text{on } (0, T), \\
v|_{t=0} = v_0 & \text{in } U.
\end{cases}
\]

Here

\[
Lf = L(t) f := - \sum_{\alpha, \beta = 1}^2 \frac{1}{\sqrt{G}} \frac{\partial}{\partial X_\alpha} \left( \hat{\kappa} \sqrt{G} g^{\alpha \beta} \frac{\partial f}{\partial X_\beta} \right) + \frac{1}{2} \frac{dG}{dt} \left( \frac{\partial f}{\partial t} \right).
\]

See Section 2 for the notations \( G \) and \( g^{\alpha \beta} \). We call \( L \) the Laplace-Beltrami operator when \( \hat{\kappa} = 1 \) and \( dG/\partial t = 0 \). This paper constructs a strong solution to system \((1.2)\) to show the existence of a strong solution to system \((1.1)\). Notice that system \((1.1)\) is equivalent to system \((1.2)\) by Definition 2.1 and an inverse function theorem when solutions to systems \((1.1)\) and \((1.2)\) are smooth functions. See Definition 2.2 and Section 5 for the strong solutions to system \((1.1)\).

To construct solutions of system \((1.2)\), we have to deal with the term \( \hat{\kappa} g^{\alpha \beta} \frac{\partial^2 f}{\partial X_\alpha \partial X_\beta} \) of \((1.3)\). However, it is not easy to derive some properties of the term since \( \hat{\kappa} \) and \( g^{\alpha \beta} \) depend on both \( t \) and \( X \). This is the main difficulty in constructing strong solutions to \((1.2)\).

Let us explain the two key ideas for constructing strong solutions to system \((1.2)\). The first one is to apply some properties of the following linear operator:

\[
\begin{cases}
Af := - \left( \lambda_1 \frac{\partial^2}{\partial X_1^2} + \lambda_2 \frac{\partial^2}{\partial X_2^2} \right) f, \\
D(A) := L^2(U) \cap W^{1,2}_0(U) \cap W^{2,2}(U).
\end{cases}
\]
Here $\lambda_1, \lambda_2 > 0$. More precisely, we use the elliptic regularity of $A$, i.e., there is $C_4 > 0$ such that for all $f \in D(A)$

$$
\|f\|_{L^2(U)} + \|\nabla X f\|_{L^2(U)} + \|\nabla^2 X f\|_{L^2(U)} \leq C_4 \|Af\|_{L^2(U)},
$$

and the maximal $L^2$-regularity of $A$, i.e., there is $C_A > 0$ such that for each $(F, V_0) \in L^2(0, T; L^2(U)) \times D(A^{\frac{1}{2}})$ there exists a unique function $V$ satisfying the system:

$$
\begin{cases}
\frac{d}{dt} V + AV = F & \text{on } (0, T), \\
V|_{t=0} = V_0,
\end{cases}
$$

and the estimate:

$$
(1.6) \quad \left( \int_0^T \left\| \frac{dV}{dt} \right\|_{L^2(U)}^2 \, dt \right)^{\frac{1}{2}} + \left( \int_0^T \|AV\|^2_{L^2(U)} dt \right)^{\frac{1}{2}} \\
\leq \sqrt{2}\|A^{\frac{1}{2}} V_0\|_{L^2(U)} + C_A \left( \int_0^T \|F\|^2_{L^2(U)} dt \right)^{\frac{1}{2}}.
$$

Remark that the two positive constants $C_4, C_A$ depend only on $(\lambda_1, \lambda_2, U)$. Remark also that we can write

$$
C_4 = C'_4(q, U) \frac{\lambda_1}{\lambda_1} \quad \text{and} \quad C_A = C'_A(q, U) \frac{\lambda_1}{\lambda_1}
$$

when $\lambda_2 = q\lambda_1$ for some $q > 0$. See Section 3 for details.

The second one is to consider the following approximate equations:

$$
\begin{cases}
\frac{d}{dt} v_1 + Av_1 = 0 & \text{on } (0, T), \\
v_1|_{t=0} = v_0,
\end{cases}
\quad \begin{cases}
\frac{d}{dt} v_{m+1} + Av_{m+1} = -Bv_m & \text{on } (0, T), \\
v_{m+1}|_{t=0} = v_0.
\end{cases}
$$

Here $B = B(t)$ is the evolution operator defined by $B = L - A$. Using the approximate equations, the maximal $L^2$-regularity of $A$, the semigroup theory, and the norm $\| \cdot \|_{Z_T}$:

$$
\|\varphi\|_{Z_T} := \sup_{0 < t < T} \left\{ e^{-t} \|\varphi\|_{L^2(U)} \right\} + \|d\varphi/dt\|_{L^2(0, T; L^2(U))} + \|A\varphi\|_{L^2(0, T; L^2(U))},
$$

we construct local and global-in-time strong solutions to system (1.2). This is the key approximation method of this paper. See Sections 6 and 7 for details.

The outline of this paper is as follows: In Section 2 we state the assumptions of our evolving surface $\Gamma(t)$ and the main results of this paper. In Section 3 we study differential operators on the evolving surface $\Gamma(t)$ and the elliptic operator $A$ defined by (1.4). In Section 4 we introduce and study function spaces on the evolving surface $\Gamma(t)$. In Section 5 we study basic properties of strong solutions to the advection-diffusion equation (1.1). In Section 6 we construct strong solutions to an evolution equation by the maximal $L^p$-regularity and semigroup theory. In Section 7 we show the existence of local and global-in-time strong solutions to the advection-diffusion equation (1.1) on the evolving surface $\Gamma(t)$. In the Appendix, we introduce the maximal $L^p$-regularity and the basic semigroup theory.
2. Main Results

We first introduce the definition of our evolving surface with a boundary and notations. Then, we state the main results of this paper.

Definition 2.1 (Evolving surface with boundary). Let $T \in (0, \infty]$. For $0 \leq t < T$, let $\Gamma(t) \subset \mathbb{R}^3$ be a set. We call $\Gamma(t) = \{\Gamma(t)\}_{0 \leq t < T}$ an evolving surface with a boundary if the following five properties hold:

(i) For every $0 \leq t < T$, $\Gamma(t)$ can be written by

$$\Gamma(t) = \{x = t(x_1, x_2, x_3) \in \mathbb{R}^3; \ x = \hat{x}(X, t), X \in U\},$$

where $U \subset \mathbb{R}^2$ is a bounded domain with a $C^3$-boundary $\partial U$ and $\hat{x} = t(\hat{x}_1, \hat{x}_2, \hat{x}_3) \in [C^3(U \times [0, T)])^3$.

(ii) For each $0 \leq t < T$,

$$\hat{x}(\cdot, t) : U \to \overline{\Gamma(t)} \text{ is bijective.}$$

(iii) For every $0 \leq t < T$, the boundary $\partial \Gamma(t)$ of $\Gamma(t)$ can be written by

$$\partial \Gamma(t) = \{x \in \mathbb{R}^3; \ x = \hat{x}(X, t), X \in \partial U\}.$$

(iv) There is $\lambda_{\min} > 0$ such that for every $0 \leq t < T$ and $X \in \overline{U}$,

$$\left(\frac{\partial \hat{x}_2}{\partial X_1} \frac{\partial \hat{x}_3}{\partial X_2} - \frac{\partial \hat{x}_2}{\partial X_2} \frac{\partial \hat{x}_3}{\partial X_1}\right)^2 + \left(\frac{\partial \hat{x}_1}{\partial X_1} \frac{\partial \hat{x}_3}{\partial X_2} - \frac{\partial \hat{x}_1}{\partial X_2} \frac{\partial \hat{x}_3}{\partial X_1}\right)^2 + \left(\frac{\partial \hat{x}_1}{\partial X_1} \frac{\partial \hat{x}_2}{\partial X_2} - \frac{\partial \hat{x}_1}{\partial X_2} \frac{\partial \hat{x}_2}{\partial X_1}\right)^2 \geq \lambda_{\min}.$$

(v) There is $\lambda_{\max} > 0$ such that for every $0 \leq t < T$, $X \in \overline{U}$, $j = 1, 2, 3$, and $\alpha, \beta = 1, 2$,

$$\left|\frac{\partial \hat{x}_j}{\partial X_\alpha}\right| + \left|\frac{\partial^2 \hat{x}_j}{\partial X_\alpha \partial X_\beta}\right| + \left|\frac{\partial^2 \hat{x}_j}{\partial \partial X_\alpha}\right| + \left|\frac{\partial^3 \hat{x}_j}{\partial \partial X_\alpha \partial X_\beta}\right| \leq \lambda_{\max} < +\infty.$$

Let us explain the conventions used in this paper. We use the Greek characters $\alpha, \beta, \zeta, \eta$ as $1, 2$. Moreover, we often use the following Einstein summation convention: $c_\alpha d_{\alpha \beta} = \sum_{\alpha=1}^{2} c_\alpha d_{\alpha \beta}$ and $c_\zeta d^{\zeta \eta} = \sum_{\zeta=1}^{2} c_\zeta d^{\zeta \eta}$. The symbol $dH^k_x$ denotes the $k$-dimensional Hausdorff measure.

Next we define some notations. Let $T \in (0, \infty]$ and $\Gamma(t) = \{\Gamma(t)\}_{0 \leq t < T}$ be an evolving surface with a boundary. By definition, there are bounded domain $U \subset \mathbb{R}^2$ with a $C^3$-boundary and $\hat{x} = \hat{x}(X, t) = t(\hat{x}_1, \hat{x}_2, \hat{x}_3) \in [C^3(U \times [0, T)])^3$ satisfying the properties as in Definition 2.1. The symbol $n = n(x, t) = t(n_1, n_2, n_3)$ denotes the unit outer normal vector at $x \in \Gamma(t)$, the symbol $\nu = \nu(x, t) = t(\nu_1, \nu_2, \nu_3)$ denotes the unit outer co-normal vector at $x \in \partial \Gamma(t)$, and the symbol $n^U = n^U(X) = t(n^U_1, n^U_2)$ denotes the unit outer normal vector at $X \in \partial U$. Set

$$\Gamma_T = \bigcup_{0 < t < T} \{\Gamma(t) \times \{t\}\} \text{ and } \overline{\Gamma_T} = \bigcup_{0 \leq t < T} \{\overline{\Gamma(t)} \times \{t\}\}.$$
Fix $j \in \{1, 2, 3\}$. For $\psi \in C^1(\mathbb{R}^3)$ and $\phi = (\phi_1, \phi_2, \phi_3) \in [C^1(\mathbb{R}^3)]^3$,

$$
\partial_j^\Gamma \psi := \sum_{i=1}^3 (\delta_{ij} - n_i n_j) \partial_i \psi,
$$

$$
\nabla_\Gamma := (\partial_1^\Gamma, \partial_2^\Gamma, \partial_3^\Gamma),
$$

$$
\text{grad}_\Gamma \psi := \nabla_\Gamma \psi = (\partial_1^\Gamma \psi, \partial_2^\Gamma \psi, \partial_3^\Gamma \psi),
$$

$$
\text{div}_\Gamma \phi := \nabla_\Gamma \cdot \phi = \partial_1^\Gamma \phi_1 + \partial_2^\Gamma \phi_2 + \partial_3^\Gamma \phi_3.
$$

Here $\delta_{ij}$ is the Kronecker delta. We write $\tilde{X} = \tilde{X}(x, t)$ as the inverse mapping of $\hat{x} = \hat{x}(X, t)$, i.e., for each $0 \leq t < T$,

$$
\tilde{X}(\cdot, t) : \Gamma(t) \to \mathcal{U},
$$

$$
\hat{x}(\tilde{X}(x, t), t) = x \text{ for } x \in \Gamma(t),
$$

$$
\tilde{X}(\hat{x}(X, t), t) = X \text{ for } X \in \mathcal{U}.
$$

Note that there exists an inverse mapping $\tilde{X}$ of $\hat{x}$ by Definition 2.1 and an inverse function theorem. Set

$$
w(x, t) = \hat{x}_t(\tilde{X}(x, t), t).
$$

We call $w$ the motion velocity of the evolving surface $\Gamma(t)$. We also call $w$ the speed of the evolving surface $\Gamma(t)$.

We state the definition of a strong solution to system (1.1) with initial datum $u_0 \in W_0^{1, 2}(\Gamma_0)$.

**Definition 2.2** (Strong solution to (1.1)). Let $u_0 \in W_0^{1, 2}(\Gamma_0)$ and $u \in L^2(0, T : W_0^{1, 2}(\Gamma(\cdot))) \cap W^{1, 2}(0, T; L^2(\Gamma(\cdot)))$.

We call $u$ a strong solution of system (1.1) with initial datum $u_0$ if the function $u$ satisfies the following three properties:

(i) (Equation)

$$
\|D_t^\Gamma u + (\text{div}_\Gamma w)u - \text{div}_\Gamma (\kappa \nabla_\Gamma u)\|_{L^2(0, T; L^2(\Gamma(\cdot)))} = 0.
$$

(ii) (Boundary condition)

$$
\|\gamma u\|_{L^2(0, T; L^2(\partial \Gamma(\cdot)))} = 0.
$$

Here $\gamma : W^{1, 2}(\Gamma(t)) \to L^2(\partial \Gamma(t))$ is the trace operator defined by Proposition 3.3.

(iii) (Initial condition) $u = \hat{u} \in C([0, T); L^2(\mathcal{U}))$ and

$$
\lim_{t \to 0^+} \|u(\hat{x}(\cdot, t), t) - u_0(\hat{x}(\cdot, 0))\|_{L^2(\mathcal{U})} = 0.
$$

Here $\hat{u} = \hat{u}(X, t) := u(\hat{x}(X, t), t)$.

See Section 4 for function spaces on the evolving surface $\Gamma(t)$ and its norms. See also Section 5 for the strong solutions of system (1.1).

Before introducing the main results of this paper, we state the assumption of the evolving surface $\Gamma(t)$. For every $0 \leq t < T$ and $X \in \mathcal{U}$,

$$
\mathcal{G}_1 = \mathcal{G}_1(X, t) := \frac{\partial \hat{x}}{\partial X_1}, \quad \mathcal{G}_2 = \mathcal{G}_2(X, t) := \frac{\partial \hat{x}}{\partial X_2}, \quad \mathcal{G}_{\alpha \beta} := \mathcal{G}_\alpha \cdot \mathcal{G}_\beta,
$$

$$
(\mathcal{G}^{\alpha \beta})_{2 \times 2} := (\mathcal{G}_{\alpha \beta})_{2 \times 2}^{-1} = \frac{1}{\mathcal{G}_{11}\mathcal{G}_{22} - \mathcal{G}_{12}\mathcal{G}_{21}} \begin{pmatrix} \mathcal{G}_{22} & -\mathcal{G}_{21} \\ -\mathcal{G}_{12} & \mathcal{G}_{11} \end{pmatrix}, \quad \mathcal{G}^{\alpha} := \mathcal{G}^{\alpha \beta} \mathcal{G}_{\beta},
$$

$$
\mathcal{G} = \mathcal{G}(X, t) := \mathcal{G}_{11}\mathcal{G}_{22} - \mathcal{G}_{12}\mathcal{G}_{21}.
$$
Note that \( \mathcal{G} = |g_1 \times g_2|^2 = g_{11}g_{22} - g_{12}g_{21} = \lambda_{\text{min}} > 0 \). Write \( \tilde{\kappa} = \tilde{\kappa}(X,t) = \kappa(X(t),t) \). Throughout this paper, we assume the following restrictions.

**Assumption 2.3.**

(i) Assume that \( \kappa \in C^2(\Gamma_T) \). Here

\[ C^2(\Gamma_T) := \{ \psi; \psi(x,t) = \varphi(\bar{X}(x,t), t), \varphi \in C^2(\mathcal{U} \times [0,T]) \} \]

(ii) Assume that there are two positive constants \( \kappa_{\text{min}}, \kappa_{\text{max}} \) such that for all \( (X,t) \in \mathcal{U} \times [0,T) \) and \( \alpha = 1, 2 \),

\[ \kappa_{\text{min}} \leq \tilde{\kappa} \leq \kappa_{\text{max}} \text{ and } \left| \frac{\partial \tilde{\kappa}}{\partial t} \right| + \left| \frac{\partial \tilde{\kappa}}{\partial X_\alpha} \right| + \left| \frac{\partial^2 \tilde{\kappa}}{\partial t \partial X_\alpha} \right| < \kappa_{\text{max}}. \]

(iii) Assume that there are two positive constants \( \lambda_1, \lambda_2 \) such that for all \( (X,t) \in \mathcal{U} \times [0,T) \),

\[ \tilde{\kappa} g^{11} > \lambda_1 \text{ and } \tilde{\kappa} g^{12} > \lambda_2. \]

Remark that \( \inf g^{11} \neq \inf g^{22} \) in general. For \( 0 \leq t < T \),

\[ M_1(t) := \left\| \frac{\partial g_{11}}{\partial \mathcal{G}} - \lambda_2 \right\|_{L^\infty(\mathcal{U})} + \left\| \frac{\partial g_{22}}{\partial \mathcal{G}} - \lambda_1 \right\|_{L^\infty(\mathcal{U})} + \left\| \frac{\partial g_{12}}{\partial \mathcal{G}} \right\|_{L^\infty(\mathcal{U})}, \]

\[ M_2(t) := \left\| \frac{\partial \kappa}{\partial \mathcal{G}} \left( \frac{\partial g_{22}}{\partial X_1} - \frac{\partial g_{12}}{\partial X_2} \right) - \frac{\kappa}{2G^2} \left( g_{22} \frac{\partial \mathcal{G}}{\partial X_1} - g_{12} \frac{\partial \mathcal{G}}{\partial X_2} \right) \right\|_{L^\infty(\mathcal{U})}, \]

\[ M_3(t) := \left\| \frac{\partial \kappa}{\partial \mathcal{G}} \left( \frac{\partial g_{11}}{\partial X_2} - \frac{\partial g_{12}}{\partial X_1} \right) - \frac{\kappa}{2G^2} \left( g_{11} \frac{\partial \mathcal{G}}{\partial X_2} - g_{12} \frac{\partial \mathcal{G}}{\partial X_1} \right) \right\|_{L^\infty(\mathcal{U})}, \]

\[ M_4(t) := \left\| \frac{\partial g_{11}}{\partial \mathcal{G}} - \frac{\partial g_{12}}{\partial \mathcal{G}} \right\|_{L^\infty(\mathcal{U})} + \left\| \frac{\partial g_{11}}{\partial \mathcal{G}} \frac{\partial \kappa}{\partial \mathcal{G}} \right\|_{L^\infty(\mathcal{U})} + \left\| \frac{\partial g_{12}}{\partial \mathcal{G}} \right\|_{L^\infty(\mathcal{U})}, \]

\[ M_5(t) := \left\| \frac{\partial \mathcal{G}}{\partial t} \right\|_{L^\infty(\mathcal{U})}, \text{ and } M_i := \sup_{0 \leq t < T} \{ M_i(t) \} (i = 1, 2, 3, 4, 5). \]

Now we state the main results of this paper.

**Theorem 2.4** (Local existence (I)). Assume that \( T < \infty \) and that

\[ C_2 M_1(C_A + 1) \leq \frac{1}{8 \sqrt{2}}. \]

Then for each \( u_0 \in \mathbb{W}_{0}^{1,2} \), there exists a unique strong solution \( u \) in

\[ L^2(0,T_*;\mathbb{W}_{0}^{1,2} \cap \mathbb{W}_{\text{loc}}^{2,2}(\Gamma(t))) \cap \mathbb{W}^{1,2}(0,T_*;L^2(\Gamma(t))) \]

of system (1.1) with initial datum \( u_0 \), where

\[ T_* = \min \left\{ T, \frac{1}{2} \log \left( 1 + \frac{1}{16C_*(C_A + 1)^2} \right) \right\}. \]

Here \( C_1, C_2, \text{ and } C_* \) are the three positive constants in (1.5), (1.6), and (1.2), respectively.

See Section 4 for function spaces on the evolving surface \( \Gamma(t) \).

**Theorem 2.5** (Local existence (II)). Assume that \( T < \infty \) and that

\[ C_2 (M_1 + M_2 + M_3 + M_4)(C_A + 1) \leq \frac{1}{8 \sqrt{2}}. \]
Then for each $u_0 \in W_0^{1,2}(\Gamma_0)$, there exists a unique strong solution $u$ in

$$L^2(0, T_*; W_0^{1,2} \cap W^{2,2}(\Gamma(\cdot))) \cap W^{1,2}(0, T_*; L^2(\Gamma(\cdot)))$$

of system (1.1) with initial datum $u_0$, where

$$T_* = \min \left\{ T, \frac{1}{2} \log \left( 1 + \frac{1}{16C_4^2 M_5^2(C_A + 1)^2} \right) \right\}.$$ 

Here $C_4, C_A$ are the two positive constants in (1.5) and (1.6), respectively.

**Theorem 2.6** (Global existence and stability). Assume that $T = \infty$ and that

$$C_4(M_1 + M_2 + M_3 + M_4 + M_5)(C_A + 1) \leq \frac{1}{8 \sqrt{2}}.$$ 

Then for each $u_0 \in W_0^{1,2}(\Gamma_0)$, there exists a unique strong solution $u$ in

$$L^2(0, \infty; W_0^{1,2} \cap W^{2,2}(\Gamma(\cdot))) \cap W^{1,2}(0, \infty; L^2(\Gamma(\cdot)))$$

of system (1.1) with initial datum $u_0$. Moreover, the solution $u$ satisfies the following three properties:

(i) *(Energy equality)* For all $0 \leq s \leq t$,

$$\frac{1}{2} \|u(t)\|_{L^2(\Gamma(t))}^2 + \int_s^t \|\nabla u(\tau)\|_{L^2(\Gamma(\tau))}^2 \, d\tau = \frac{1}{2} \|u(s)\|_{L^2(\Gamma(s))}^2.$$ 

(ii) *(Stability)* There is $C > 0$ such that for all $t > 0$

$$\|u(t)\|_{L^2(\Gamma(t))} \leq Ct^{-\frac{1}{2}} \|\tilde{u}_0\|_{W^{1,2}(\Gamma)}.$$ 

That is,

$$\lim_{t \to \infty} \|u(t)\|_{L^2(\Gamma(t))} = 0.$$ 

(iii) *(Regularity)* There is $C > 0$ independent of $u_0$ such that

$$\|D_t^\nu u\|_{L^2(0, T; L^2(\Gamma(\cdot)))} + \|\text{div}(\kappa \nabla u)\|_{L^2(0, T; L^2(\Gamma(\cdot)))} \leq C \|\tilde{u}_0\|_{W^{1,2}(\Gamma)}.$$ 

Here $\tilde{u}_0 = \tilde{u}_0(X) = u_0(\tilde{x}(X, 0))$ and $C_4, C_A$ are the two positive constants in (1.5) and (1.6).

Remark that we prove Theorems 2.4-2.6 in Sections 5-7.

3. Preliminaries

In this section, we first recall some basic properties of several differential operators on the evolving surface $\Gamma(t)$. Then we state the fundamental properties of an elliptic operator.

3.1. **Differential Operators on Evolving Surface** $\Gamma(t)$. We first introduce the representation of some differential operators. Then we state the surface divergence theorem. For $\psi = \psi(x), \Psi = \Psi(x, t)$,

$$\hat{\psi} = \hat{\psi}(X, t) := \psi(\tilde{x}(X, t)) \text{ and } \hat{\Psi} = \hat{\Psi}(X, t) := \Psi(\tilde{x}(X, t), t).$$ 

From [11] Chapter 3, [7] Appendix, [11] Section 3, and [12] Section 3, we obtain the following lemma.
Lemma 3.1 (Representation formula for differential operators).

(i) For each $\psi \in C(\mathbb{R}^3)$,
\[
\int_{\Gamma(t)} \psi(x) \, dH^2_x = \int_U \hat{\psi}(X, t) \sqrt{g(x, t)} \, dX.
\]

(ii) For each $j = 1, 2, 3$, and $\psi \in C^1(\mathbb{R}^3)$,
\[
\int_{\Gamma(t)} \partial_j^{\Gamma} \psi \, dH^2_x = \int_U g^{\alpha\beta} \frac{\partial \hat{x}_j}{\partial X_\alpha} \frac{\partial \hat{\psi}}{\partial X_\beta} \sqrt{g} \, dX.
\]

(iii) For each $i, j = 1, 2, 3$, and $\psi \in C^2(\mathbb{R}^3)$,
\[
\int_{\Gamma(t)} \partial_i^{\Gamma} \partial_j^{\Gamma} \psi \, dH^2_x = \int_U g^{\epsilon\gamma} \frac{\partial \hat{\psi}}{\partial X_\epsilon} \frac{\partial}{\partial X_\gamma} \left( g^{\alpha\beta} \frac{\partial \hat{x}_j}{\partial X_\alpha} \frac{\partial \hat{\psi}}{\partial X_\beta} \right) \sqrt{g} \, dX.
\]

(iv) For each $\psi \in C^2(\mathbb{R}^3)$,
\[
\int_{\Gamma(t)} \text{div}_\Gamma(\kappa \nabla \psi) \, dH^2_x = \int_U \left\{ \frac{1}{\sqrt{g}} \frac{\partial}{\partial X_\alpha} \left( \sqrt{g} g^{\alpha\beta} \frac{\partial \hat{\psi}}{\partial X_\beta} \right) \right\} \sqrt{g} \, dX.
\]

(v) \[
\int_{\Gamma(t)} \text{div}_\Gamma w \, dH^2_x = \int_U \left( \frac{1}{2g} \frac{d\hat{g}}{dt} \right) \sqrt{g} \, dX \left( = \frac{d}{dt} \int_U \sqrt{g} \, dX \right).
\]

(vi) For every $\Psi \in C^1(\mathbb{R}^4)$,
\[
\int_{\Gamma(t)} D^w \Psi \, dH^2_x = \int_U \left( \frac{d}{dt} \hat{\Psi} \right) \sqrt{g} \, dX.
\]

Remark that one can derive system (1.2) from system (1.1) by applying Lemma 3.1. From [16, Chapter 2] and [13, Section 3], we obtain the following surface divergence theorem.

Lemma 3.2 (Surface divergence theorem). For every $\phi = (\phi_1, \phi_2, \phi_3) \in [C^1(\mathbb{R}^3)]^3$,
\[
\int_{\Gamma(t)} \text{div}_\Gamma \phi \, dH^2_x = -\int_{\Gamma(t)} H^\Gamma(n \cdot \phi) \, dH^2_x + \int_{\partial \Gamma(t)} \nu \cdot \phi \, dH^1_x,
\]
where $H^\Gamma = H^\Gamma(x, t)$ denotes the mean curvature in the direction $n$ defined by $H^\Gamma = -\text{div}_\Gamma n$. Here $n$ is the unit outer normal vector to $\Gamma(t)$ and $\nu$ is the unit outer co-normal vector to $\partial \Gamma(t)$.

3.2. Elliptic Operators. Let $1 < p < \infty$. Define
\[
A_p \begin{cases} 
A_p f = -\left( \lambda_1 \frac{\partial^2}{\partial x_1^2} + \lambda_2 \frac{\partial^2}{\partial x_2^2} \right) f, \\
D(A_p) = L^p(U) \cap W^{1,p}_0(U) \cap W^2,p(U).
\end{cases}
\]

We call $A_p$ the Dirichlet-Laplace operator if $\lambda_1 = \lambda_2$. In particular, we write $A$ as $A_2$. We easily have the following basic properties of the operator $A_p$.

Lemma 3.3. (i) (Strictly ellipticity) For every $\xi = (\xi_1, \xi_2) \in \mathbb{R}^2$,
\[
\min\{\lambda_1, \lambda_2\}|\xi|^2 \leq \lambda_1 \xi_1^2 + \lambda_2 \xi_2^2 \leq \max\{\lambda_1, \lambda_2\}|\xi|^2.
\]

(ii) (Fundamental solution) For $X = (X_1, X_2) \in \mathbb{R}^2 \setminus \{1(0, 0)\}$,
\[
E(X) := \frac{1}{2} \log(\lambda_2 X_2^2 + \lambda_1 X_1^2).
\]
Then
\[-\lambda_1 \frac{\partial^2 \xi}{\partial X_1^2} - \lambda_2 \frac{\partial^2 \xi}{\partial X_2^2} = 0 \text{ in } \mathbb{R}^2 \setminus \{(0,0)\}.
\]

(iii) (Formally selfadjoint operator) For all \( f_1, f_2 \in D(A) \),
\[
\int_U (Af_1)f_2 \ dX = \int_U f_1(Af_2) \ dX.
\]

(iv) (Fractional power of \( A \)) For all \( f \in D(A) \)
\[
\int_U (Af)f \ dX = \lambda_1 \|\partial X_1 f\|_{L^2(U)}^2 + \lambda_2 \|\partial X_2 f\|_{L^2(U)}^2.
\]

(v) (Heat system) Let \( \phi = \phi(X, t) \) be a \( C^2 \)-function. Set
\[
\Phi(X, t) = \phi(X_1/\sqrt{\lambda_1}, X_2/\sqrt{\lambda_2}, t).
\]
Assume that \( \phi \) satisfies \( \partial_t \phi - \Delta_X \phi = 0 \). Then \( \Phi \) satisfies
\[
\partial_t \Phi - (\lambda_1 \partial_{X_1}^2 + \lambda_2 \partial_{X_2}^2) \Phi = 0.
\]

Here \( \Delta_X := \partial_{X_1}^2 + \partial_{X_2}^2 \).

From Lemma 3.3 [15, Chapter 7], [9, Chapters 7-9], and [8, Chapter 6], we have the following lemma.

**Lemma 3.4.** (i) (Elliptic regularity) There is \( C_4 = C_4(p, \lambda_1, \lambda_2, U) > 0 \) such that for all \( f \in D(A_p) \)
\[
\|f\|_{L^p(U)} + \|\nabla_X f\|_{L^p(U)} + \|\nabla^2_X f\|_{L^p(U)} \leq C_4 \|A_p f\|_{L^p(U)}.
\]
Moreover, if \( \lambda_2 = q \lambda_1 \) for some \( q > 0 \), then we write
\[
C_4 = \frac{C_4'(q, p, U)}{\lambda_1}.
\]

(ii) (Interpolation inequality) For each \( \varepsilon > 0 \) there is \( C = C(\varepsilon, p, \lambda_1, \lambda_2, U) > 0 \) such that for all \( f \in D(A_p) \)
\[
\|\nabla_X f\|_{L^p(U)} \leq \varepsilon \|\nabla^2_X f\|_{L^p(U)} + C \|f\|_{L^p(U)}.
\]

(iii) The operator \( -A_p \) generates a bounded analytic semigroup on \( L^p(U) \).

(iv) The operator \( -A \) generates a contraction \( C_0 \)-semigroup on \( L^2(U) \).

(v) The operator \( A \) is a non-negative selfadjoint operator in \( L^2(U) \).

(vi) \( D(A_p) = W_0^{1,2}(U) \) and for all \( f \in D(A_p) \)
\[
\|A_p f\|_{L^2(U)}^2 = \lambda_1 \|\partial X_1 f\|_{L^2(U)}^2 + \lambda_2 \|\partial X_2 f\|_{L^2(U)}^2.
\]

**Proof of Lemma 3.4.** We only derive (3.3). Assume that \( \lambda_2 = q \lambda_1 \) for some \( q > 0 \).

Set
\[
\begin{cases}
A'_p f = -\left(\frac{\partial^2}{\partial X_1^2} + q\frac{\partial^2}{\partial X_2^2}\right) f, \\
D(A'_p) = L^p(U) \cap W_0^{1,p}(U) \cap W^{2,p}(U).
\end{cases}
\]

From the elliptic regularity (3.2) of \( A'_p \), there is \( C_4' = C_4'(q, p, U) > 0 \) such that for all \( f \in D(A'_p) \)
\[
\|f\|_{L^p(U)} + \|\nabla_X f\|_{L^p(U)} + \|\nabla^2_X f\|_{L^p(U)} \leq C_4' \|A'_p f\|_{L^p(U)}.
\]
Since \( A_p = \lambda_1 A'_p \) and \( D(A_p) = D(A'_p) \), we have (3.3). \( \square \)
Since $L^2(U)$ is a Hilbert space and $-A$ generates a bounded analytic semigroup on $L^2(U)$, it follows from [1] to find that the operator $A$ has the maximal $L^p$-regularity (Proposition 8.1). Therefore we have the following lemma.

**Lemma 3.5** (Maximal $L^2$-regularity of $A$).

For each $T \in (0, \infty]$ and $(F, V_0) \in L^2(0, T; L^2(U)) \times D(A^\frac{1}{2})$, there exists a unique function $V$ satisfying the system:

\[
\begin{cases}
\frac{d}{dt}V + AV = F & \text{on } (0, T), \\
V|_{t=0} = V_0,
\end{cases}
\]

and the estimate:

\[
\|dV/dt\|_{L^2(0,T;H)} + \|AV\|_{L^2(0,T;L^2(U))} \leq \sqrt{2}\|A^{\frac{1}{2}}V_0\|_{L^2(U)} + C_A\|F\|_{L^2(0,T;L^2(U))}.
\]

Here the positive constant $C_A$ depends only on $(\lambda_1, \lambda_2, U)$. Moreover, if $\lambda_2 = q\lambda_1$ for some $q > 0$, then we write

\[
C_A = C_A\frac{\lambda_1}{\lambda_1}.
\]

**Proof of Lemma 3.5** Fix $V_0 \in D(A^\frac{1}{2})$ and $F \in L^2(0, \infty; L^2(U))$. We first show

\[
\left(\int_0^\infty \|Ae^{-tA}V_0\|_{L^2(U)}^2 \, dt\right)^{\frac{1}{2}} \leq \frac{1}{\sqrt{2\lambda_1}}\|A^{\frac{1}{2}}V_0\|_{L^2(U)}.
\]

Set $V_\sharp(t) = e^{-tA}A^{\frac{1}{2}}V_0$. Since $A$ is a non-negative self-adjoint operator and $e^{-tA}$ is an analytic semigroup on $L^2(U)$, we check that

\[
\frac{1}{2} \frac{d}{dt}\|V_\sharp(t)\|_{L^2(U)}^2 = \int_U (-AV_\sharp)\, dX = -\|A^{\frac{1}{2}}V_\sharp(t)\|_{L^2(U)}^2.
\]

Integrating with respect to time, we see that for all $t > 0$

\[
\frac{1}{2}\|V_\sharp(t)\|_{L^2(U)}^2 + \int_0^t \|A^{\frac{1}{2}}V_\sharp(t)\|_{L^2(U)}^2 \, dt = \frac{1}{2}\|V_\sharp(0)\|_{L^2(U)}^2 = \frac{1}{2}\|A^{\frac{1}{2}}V_0\|_{L^2(U)}^2.
\]

Since

\[
A^{\frac{1}{2}}V_\sharp(t) = A^{\frac{1}{2}}e^{-tA}A^{\frac{1}{2}}V_0 = A^{\frac{1}{2}}e^{-tA}V_0 = Ae^{-tA}V_0,
\]

we have (3.10).

To study system (3.7), we now consider the following two systems:

\[
\begin{cases}
\frac{d}{dt}V_\sharp + AV_\sharp = 0 & \text{on } (0, \infty), \\
V_\sharp|_{t=0} = V_0,
\end{cases}
\]

and

\[
\begin{cases}
\frac{d}{dt}V_\flat + AV_\flat = F & \text{on } (0, \infty), \\
V_\flat|_{t=0} = 0.
\end{cases}
\]

Since $-A$ generates an analytic $C_0$-semigroup on $L^2(U)$, we find that $V_\flat = V_\flat(t) = e^{-tA}V_0$ and

\[
V_\sharp \in C([0, \infty); L^2(U)) \cap C((0, \infty); D(A)) \cap C^1((0, \infty); L^2(U)).
\]
Since  
\[ \frac{dV}{dt} = -AV = -Ae^{-tA}V, \]

it follows from (3.10) to check that

\[ \|dV/dt\|_{L^2(0,\infty;L^2(U))} + \|AV\|_{L^2(0,\infty;L^2(U))} \leq \sqrt{2}\|\mathbf{A}^+V_0\|_{L^2(U)}. \]  

From the maximal $L^2$-regularity of $A$ (Proposition 5.1), there exists a unique function $V_\xi$ satisfying system (3.12) and

\[ \|\mathbf{dV}/\mathbf{d}t\|_{L^2(0,\infty;L^2(U))} + \|\mathbf{AV}\|_{L^2(0,\infty;L^2(U))} \leq C_A\|F\|_{L^2(0,\infty;L^2(U))}. \]  

Here $C_A > 0$ depends only on $U, \lambda_1, \lambda_2$. Set $V = V(t) = V_\xi(t) + V_\xi(t)$. It is easy to check that $V$ satisfies system (3.7). From (3.13) and (3.17), we have

\[ \|\mathbf{dV}/\mathbf{d}t\|_{L^2(0,\infty;L^2(U))} + \|\mathbf{AV}\|_{L^2(0,\infty;L^2(U))} \leq \sqrt{2}\mathbf{\|\mathbf{A}^+V_0\|}_{L^2(U)} + C_A\mathbf{\|F\|}_{L^2(0,\infty;L^2(U))}. \]

Applying the maximal $L^2$-regularity of $A$, we easily deduce the uniqueness of solutions to system (3.7) with $(V_0,F)$.

Finally, we derive (3.19). To this end, we consider the following system:

\[ \begin{cases} \mathbf{dW}_s/\mathbf{d}t + \mathbf{A}'W_s = \frac{\mathbf{F}}{\lambda_1} & \text{on } (0,\infty), \\ \mathbf{W}_s|_{t=0} = 0. \end{cases} \]

Here $\mathbf{A}' := \mathbf{A}'_s$ is the operator defined by (3.14). From the maximal $L^2$-regularity of $\mathbf{A}'$, there exists a unique function $\mathbf{W}_s$ satisfying (3.19) and

\[ \|\mathbf{dW}_s/\mathbf{d}t\|_{L^2(0,\infty;L^2(U))} + \|\mathbf{A}'W_s\|_{L^2(0,\infty;L^2(U))} \leq \frac{C_A'}{\lambda_1}\mathbf{\|F\|}_{L^2(0,\infty;L^2(U))}. \]

Here $C_{A'} > 0$ depends only on $q,U$. Now we set $V_{s\delta} = V_\xi(t) = W_s(\lambda_1 t)$. It is easy to see that $V_{s\delta}$ satisfies (3.12). From (3.16), we have

\[ \|\mathbf{dV}_{s\delta}/\mathbf{d}t\|_{L^2(0,\infty;L^2(U))} + \|\mathbf{AV}_{s\delta}\|_{L^2(0,\infty;L^2(U))} \leq \frac{C_A'}{\lambda_1}\mathbf{\|F\|}_{L^2(0,\infty;L^2(U))}. \]

Combining (3.13) and (3.17) gives

\[ \|\mathbf{dV}/\mathbf{d}t\|_{L^2(0,\infty;L^2(U))} + \|\mathbf{AV}\|_{L^2(0,\infty;L^2(U))} \leq \sqrt{2}\|\mathbf{A}^+V_0\|_{L^2(U)} + \frac{C_A'}{\lambda_1}\|F\|_{L^2(0,\infty;L^2(U))}. \]

Thus, we have (3.19). Therefore, the lemma follows. \qed

4. Function Spaces on Evolving Surfaces

In this section, we introduce and study function spaces on the evolving surface $\Gamma(t)$. Let $\tilde{X} = \tilde{X}(x,t)$ be the inverse mapping of $\tilde{x} = \tilde{x}(X,t)$. For each $0 \leq t < T$, $\psi = \psi(X)$, and $\varphi = \varphi(x,t)$,

\[ \tilde{\psi} = \tilde{\psi}(X,t) := \psi(\tilde{x}(X,t)), \]
\[ \tilde{\varphi} = \tilde{\varphi}(x,t) := \tilde{\varphi}(\tilde{X}(x,t)). \]
Moreover, for $\psi = \psi(x,t)$ and $\varphi(X,t)$,
\[
\hat{\psi} = \hat{\psi}(X,t) := \psi(\hat{x}(X,t), t),
\]
\[
\tilde{\varphi} = \tilde{\varphi}(x,t) := \varphi(\tilde{X}(x,t), t).
\]

### 4.1. Function Spaces on Evolving Surface $\Gamma(t)$

Let us define function spaces on the evolving surface $\Gamma(t)$. Throughout this subsection, we fix $t \in [0, T)$.

For $k = 0, 1, 2$, and $1 \leq p < \infty$,
\[
C^k(\Gamma(t)) := \{ \psi : \Gamma(t) \to \mathbb{R}; \psi = \tilde{\varphi}, \ \varphi \in C^k(U) \},
\]
\[
C^k(\overline{\Gamma(t)}) := \{ \psi : \overline{\Gamma(t)} \to \mathbb{R}; \psi = \tilde{\varphi}, \ \varphi \in C^k(U) \},
\]
\[
C^k_0(\Gamma(t)) := \{ \psi : \Gamma(t) \to \mathbb{R}; \psi = \tilde{\varphi}, \ \varphi \in C^k_0(U) \},
\]
\[
L^p(\Gamma(t)) := \{ \psi : \Gamma(t) \to \mathbb{R}; \psi = \tilde{\varphi}, \ \varphi \in L^p(U), \ ||\psi||_{L^p(\Gamma(t))} < \infty \},
\]
\[
L^\infty(\Gamma(t)) := \{ \psi : \Gamma(t) \to \mathbb{R}; \psi = \tilde{\varphi}, \ \varphi \in L^\infty(U), \ ||\psi||_{L^\infty(\Gamma(t))} < \infty \}.
\]

Here
\[
||\psi||_{L^p(\Gamma(t))} := \left( \int_{\Gamma(t)} |\tilde{\varphi}(x,t)|^p \ d\mathcal{H}_x^2 \right)^{\frac{1}{p}},
\]
\[
||\psi||_{L^\infty(\Gamma(t))} := \text{ess.sup}_{x \in \Gamma(t)} |\tilde{\varphi}(x,t)|.
\]

Moreover, for $\psi \in C(\overline{\Gamma(t)}) (= C^0(\overline{\Gamma(t)}))$,\[
||\psi||_{L^p(\partial\Gamma(t))} := \left( \int_{\partial\Gamma(t)} |\tilde{\varphi}(\partial\Gamma(t))|^{\frac{p}{2}} \ d\mathcal{H}_x^{1+} \right)^{\frac{2}{p}}.
\]

It is easy to check that
\[
||\psi||_{L^p(\Gamma(t))}^p = \int_U |\tilde{\varphi}(X,t)|^p \sqrt{G(X,t)} \ dX
\]
\[
\leq C(\lambda_{\max}) \int_U |\varphi|^p \ dX = C||\varphi||_{L^p(U)}^p,
\]
and that
\[
||\psi||_{L^p(\Gamma(t))}^p = \int_U |\varphi|^p \sqrt{G(X,t)} \ dX \geq \lambda_{\min} ||\varphi||_{L^p(U)}^p.
\]

We also see that for all $\psi_2 \in L^p(\Gamma(t))$ and $\psi_3 \in L^{p'}(\Gamma(t))$
\[
\int_{\Gamma(t)} \psi_2 \psi_3 \ d\mathcal{H}_x^2 \leq ||\psi_2||_{L^p(\Gamma(t))} ||\psi_3||_{L^{p'}(\Gamma(t))},
\]
where $1 \leq p, p' \leq \infty$ such that $1/p + 1/p' = 1$.

Next we define a weak derivative for functions on the surface $\Gamma(t)$. For $\psi \in C^k(\overline{\Gamma(t)})$ or $\psi \in C^k_0(\Gamma(t))$, we define the differential operators $\partial_j^\Gamma$ and $\partial_j^\Gamma \partial_j^\Gamma$ as in Lemma [3.1]

**Definition 4.1** (Weak derivatives). Let $1 \leq p \leq \infty$, $\psi \in L^p(\Gamma(t))$, and $i, j = 1, 2, 3$.

(i) We say that $\partial_j^\Gamma \psi \in L^p(\Gamma(t))$ if there exists $\Psi \in L^p(\Gamma(t))$ such that for all $\phi \in C^0_0(\Gamma(t))$,
\[
\int_{\Gamma(t)} \Psi \phi \ d\mathcal{H}_x^2 = - \int_{\Gamma(t)} \psi(\partial_j^\Gamma \phi + H_{ij}n_j \phi) \ d\mathcal{H}_x^2.
\]
Lemma 4.2

Let \( \psi \) hold for all \( \phi \in C_0^1(\Gamma(t)) \),
\[
\int_{\Gamma(t)} \Psi \phi \, dH^2_x = -\int_{\Gamma(t)} \partial_F \psi (\partial_F \phi + H_T n_j \phi) \, dH^2_x.
\]

In particular, we write \( \partial_F \partial_F \psi \) as \( \Psi \).

We say that \( \partial_F \partial_F \psi \in L^p(\Gamma(t)) \) if \( \partial_F \psi \in L^p(\Gamma(t)) \) and there exists \( \Psi \in L^p(\Gamma(t)) \) such that for all \( \phi \in C_0^1(\Gamma(t)) \),

\[
\int_{\Gamma(t)} \Psi \phi \, dH^2_x = -\int_{\Gamma(t)} \partial_F \psi (\partial_F \phi + H_T n_j \phi) \, dH^2_x.
\]

We easily see the uniqueness of weak derivatives. See [6] for weak derivatives for functions on a closed surface.

Now we introduce Sobolev spaces on the surface \( \Gamma(t) \). For \( 1 \leq p < \infty \),
\[
W^{1,p}(\Gamma(t)) := \{ \psi : \Gamma(t) \to \mathbb{R}; \psi = \tilde{\varphi}, \varphi \in W^{1,p}(U), \| \psi \|_{W^{1,p}(\Gamma(t))} < \infty \},
\]
\[
W_0^{1,p}(\Gamma(t)) := \{ \psi : \Gamma(t) \to \mathbb{R}; \psi = \tilde{\varphi}, \varphi \in W_0^{1,p}(U), \| \psi \|_{W^{1,p}(\Gamma(t))} < \infty \},
\]
\[
W^{2,p}(\Gamma(t)) := \{ \psi : \Gamma(t) \to \mathbb{R}; \psi = \tilde{\varphi}, \varphi \in W^{2,p}(U), \| \psi \|_{W^{2,p}(\Gamma(t))} < \infty \}.
\]

Here
\[
\| \psi \|_{W^{1,p}(\Gamma(t))} := \left( \int_{\Gamma(t)} \| \tilde{\varphi}(x,t) \|^p + |\nabla_T \tilde{\varphi}(x,t)|^p \, dH^2_x \right)^{\frac{1}{p}},
\]
\[
\| \psi \|_{W^{2,p}(\Gamma(t))} := \left( \int_{\Gamma(t)} \| \tilde{\varphi}(x,t) \|^p + |\nabla_T \tilde{\varphi}(x,t)|^p + |\nabla_T^2 \tilde{\varphi}(x,t)|^p \, dH^2_x \right)^{\frac{1}{p}}.
\]

From Lemma 3.1 we check that
\[
\int_{\Gamma(t)} |\partial_F \psi(x)|^p \, dH^2_x = \int_U \left| \hat{g}^{\alpha\beta} \frac{\partial \tilde{\varphi}}{\partial X_\alpha} \frac{\partial \varphi}{\partial X_\beta}(X,t) \right|^p \hat{\gamma}(X,t) \, dX
\]
\[
\leq C(\lambda_{\min}, \lambda_{\max}) \int_U |\nabla_X \varphi|^p \, dX \leq C\| \varphi \|_{W^{1,p}(U)}^p \text{ if } \psi \in C^1(\Gamma(t))
\]

and that
\[
\int_{\Gamma(t)} |\partial_F \partial_F \psi(x)|^p \, dH^2_x \leq C(\lambda_{\min}, \lambda_{\max}) \| \varphi \|_{W^{2,p}(U)}^p \text{ if } \psi \in C^2(\Gamma(t)).
\]

From Lemmas 4.1 and 4.2 we see that [4.3] holds for all \( \psi \in W^{1,p}(\Gamma(t)) \) and that [4.4] holds for all \( \psi \in W^{2,p}(\Gamma(t)) \).

Lemma 4.2 (Properties of \( W^{1,p}(\Gamma(t)) \) and \( W^{2,p}(\Gamma(t)) \)).

(i) Let \( \psi \in W^{1,p}(\Gamma(t)) \) and \( \varphi \in W^{1,p}(U) \) such that \( \psi = \tilde{\varphi} \). Then for each \( j = 1, 2, 3 \),
\[
\int_{\Gamma(t)} \partial_F \psi \, dH^2_x = \int_U \hat{g}^{\alpha\beta} \frac{\partial \tilde{x}_j}{\partial X_\alpha} \frac{\partial \varphi}{\partial X_\beta} \sqrt{\hat{\gamma}} \, dX.
\]

(ii) Let \( \psi \in W^{2,p}(\Gamma(t)) \) and \( \varphi \in W^{2,p}(U) \) such that \( \psi = \tilde{\varphi} \). Then for each \( i, j = 1, 2, 3 \),
\[
\int_{\Gamma(t)} \partial_F \partial_F \psi \, dH^2_x = \int_U \hat{g}^{\alpha\beta} \frac{\partial \tilde{x}_j}{\partial X_\alpha} \frac{\partial \varphi}{\partial X_\beta} \left( \hat{g}^{\gamma\delta} \frac{\partial \tilde{x}_i}{\partial X_\eta} \frac{\partial \varphi}{\partial X_\delta} \right) \sqrt{\hat{\gamma}} \, dX.
\]
(iii) (Formula of the integration by parts) Let \(1 < p, p' < \infty\) such that \(1/p + 1/p' = 1\). Then for each \(j = 1, 2, 3\), \(\psi_j \in W^{1,p}(\Gamma(t))\), and \(\psi \in W^{1,p'}_0(\Gamma(t))\),

\[
\int_{\Gamma(t)} \psi_t (\partial_j^{\Gamma} \psi_j) \, d\mathcal{H}^2_x = - \int_{\Gamma(t)} (\partial_j^{\Gamma} \psi_j + H_j n_j \psi_j) \psi \, d\mathcal{H}^2_x.
\]  

Proof of Lemma 4.2. We only prove (i) since (ii) and (iii) are similar. Let \(\psi \in W^{1,p}(\Gamma(t))\) and \(\varphi \in W^{1,p}(U)\) such that \(\psi = \tilde{\varphi}\). Fix \(j = 1, 2, 3\). Since \(C^1(U) \cap W^{1,p}(U)\) is dense in \(W^{1,p}(U)\), there are \(\varphi_m \in C^1(U) \cap W^{1,p}(U)\) such that

\[
\lim_{m \to \infty} \|\varphi - \varphi_m\|_{W^{1,p}(U)} = 0.
\]

Set \(\psi_m = \tilde{\varphi}_m\). By definition, we find that \(\psi_m \in C^1(\Gamma(t))\). Applying Lemma 3.2 we see that for all \(\phi \in C^1_0(\Gamma(t))\),

\[
\int_{\Gamma(t)} (\partial_j^{\Gamma} \psi_m) \phi \, d\mathcal{H}^2_x = - \int_{\Gamma(t)} \psi_m (\partial_j^{\Gamma} \phi + H_j n_j \phi) \, d\mathcal{H}^2_x.
\]

By \((4.1), (4.3),\) and \((4.6)\), we see that

\[
\|\psi_m - \psi_n\|_{W^{1,p}(\Gamma(t))} \leq C \|\varphi_m - \varphi_n\|_{W^{1,p}(U)} \to 0 \quad (m, m' \to \infty).
\]

Since \(L^p(\Gamma(t))\) is a Banach space, there is \(\Psi \in L^p(\Gamma(t))\) such that

\[
\lim_{m \to \infty} \|\partial_j^{\Gamma} \psi_m - \Psi\|_{L^p(\Gamma(t))} = 0.
\]

Using \((4.2), (4.7), (4.8)\), and

\[
\lim_{m \to \infty} \|\psi_m - \psi\|_{L^p(\Gamma(t))} = 0,
\]

we check that for all \(\phi \in C^1_0(\Gamma(t))\)

\[
\int_{\Gamma(t)} \Psi \, d\mathcal{H}^2_x = - \int_{\Gamma(t)} \psi (\partial_j^{\Gamma} \phi + H_j n_j \phi) \, d\mathcal{H}^2_x.
\]

This implies that

\[
\partial_j^{\Gamma} \psi \in L^p(\Gamma(t)).
\]

From the assertion (ii) of Lemma 3.1 we have

\[
\int_{\Gamma(t)} \partial_j^{\Gamma} \psi_m \, d\mathcal{H}^2_x = \int_U g^{\alpha \beta} \frac{\partial x_{\gamma}}{\partial X_{\alpha}} \frac{\partial \varphi_m}{\partial X_{\beta}} \sqrt{G} \, dX.
\]

Using \((4.2)\), the H"older inequality, \((4.6)\), and \((4.8)\), we see that

\[
\int_{\Gamma(t)} \partial_j^{\Gamma} \psi \, d\mathcal{H}^2_x = \int_U g^{\alpha \beta} \frac{\partial x_{\gamma}}{\partial X_{\alpha}} \frac{\partial \varphi}{\partial X_{\beta}} \sqrt{G} \, dX.
\]

Note that \(\int_{\Gamma(t)} 1 \, d\mathcal{H}^2_x + \int_U 1 \, dX < +\infty\). Therefore, the lemma follows. \(\square\)

Now we study the trace operator \(\gamma : W^{1,p}(\Gamma(t)) \to L^p(\partial \Gamma(t))\).

**Proposition 4.3.** For each \(\psi \in W^{1,p}_0(\Gamma(t))\),

\[
\|\gamma \psi\|_{L^p(\partial \Gamma(t))} = 0.
\]

Here \(\gamma : W^{1,p}(\Gamma(t)) \to L^p(\partial \Gamma(t))\) is the trace operator defined by the proof of Proposition 4.3.

To prove Proposition 4.3 we prepare the following lemma.
Lemma 4.4. Let $1 \leq p < \infty$. Then

(i) $C_0(\Gamma(t))$ is dense in $L^p(\Gamma(t))$.
(ii) $C^1_0(\Gamma(t))$ is dense in $W^{1,p}_0(\Gamma(t))$.
(iii) $C^1(\Gamma(t))$ is dense in $W^{1,p}(\Gamma(t))$.
(iv) $C^2(\Gamma(t))$ is dense in $W^{2,p}(\Gamma(t))$.

Proof of Lemma 4.4. We only prove (iii) since (i), (ii), and (iv) are similar. Fix $\epsilon > 0$.

By definition, there is $\varphi \in W^{1,p}(U)$ such that $\psi = \tilde{\varphi}$. Since $C^1(\overline{U}) \cap W^{1,p}(U)$ is dense in $W^{1,p}(U)$, there are $\varphi_m \in C^1(\overline{U}) \cap W^{1,p}(U)$ such that

\begin{equation}
\lim_{m \to \infty} \|\varphi - \varphi_m\|_{W^{1,p}(U)} = 0.
\end{equation}

Set $\psi_m = \tilde{\varphi}_m$. By definition, we find that $\psi_m \in C^1(\Gamma(t))$. By (4.1), (4.3), and (4.9), we check that

\begin{equation}
\|\psi - \psi_m\|_{W^{1,p}(\Gamma(t))} = \|\tilde{\varphi} - \tilde{\varphi}_m\|_{W^{1,p}(\Gamma(t))} \\
\leq C\|\varphi - \varphi_m\|_{W^{1,p}(U)} \to 0 \quad (m \to \infty).
\end{equation}

Therefore, we conclude that $C^1(\Gamma(t))$ is dense in $W^{1,p}(\Gamma(t))$. \hfill \Box

Proof of Proposition 4.3. We first introduce the trace operator $\gamma$ on $W^{1,p}(\Gamma(t))$. Let $\psi \in W^{1,p}(\Gamma(t))$. By definition, there are $\varphi \in W^{1,p}(U)$ and $\varphi_m \in C^1(\overline{U})$ such that $\psi = \tilde{\varphi}$ and (4.9). From the definition of line integral, we see that

\[
\int_{\partial U} |f(x)|^p \, d\mathcal{H}^1_x = \int_{\partial U} |f(\tilde{x}(X, t))|^p |n_1 U - n_2 U| \, d\mathcal{H}^1_x.
\]

Here $n_U = n_U(X) = \lambda \alpha = \partial \tilde{x}/\partial X$. From (4.1), (4.3), and (4.9), we find that

\[
\|f\|_{L^p(\partial U)} \leq C(\lambda_{\max}) \|f\|_{L^p(U)}.
\]

Since $\|\cdot\|_{L^p(\partial U)} \leq C(U)\|\cdot\|_{W^{1,p}(U)}$, we see that

\[
\|\tilde{\varphi}_m|_{\partial \Gamma(t)} - \varphi_m'|_{\partial \Gamma(t)}\|_{L^p(\partial U)} \leq C\|\varphi_m|_{\partial U} - \varphi_m'|_{\partial U}\|_{L^p(\partial U)} \\
\leq C\|\varphi_m - \varphi_m'\|_{W^{1,p}(U)} \to 0 \quad (m, m' \to \infty).
\]

Therefore, we set

\[
\gamma \psi = \lim_{m \to \infty} \tilde{\varphi}_m|_{\partial \Gamma(t)} \quad \text{in } L^p(\partial \Gamma(t)).
\]

Since

\[
\|\tilde{\varphi}_m|_{\partial \Gamma(t)}\|_{L^p(\partial \Gamma(t))} \leq C\|\varphi_m|_{\partial U}\|_{L^p(\partial U)},
\]

we use (4.9) to see that

\[
\|\gamma \psi\|_{L^p(\partial \Gamma(t))} \leq C\|\tilde{\varphi}\|_{L^p(\partial U)}.
\]

Here $\tilde{\varphi} : W^{1,p}(U) \to L^p(\partial U)$ is the trace operator.

Now we assume that $\psi \in W^{1,p}_0(\Gamma(t))$. By definition, there are $\varphi \in W^{1,p}(U)$ and $\varphi_m \in C^1_0(U)$ such that $\psi = \tilde{\varphi}$ and (4.9). Since

\[
\|\tilde{\varphi}_m|_{\partial \Gamma(t)}\|_{L^p(\partial \Gamma(t))} \leq C\|\varphi_m|_{\partial U}\|_{L^p(\partial U)} = 0,
\]

we find that

\[
\|\gamma \psi\|_{L^p(\partial \Gamma(t))} = \lim_{m \to \infty} \|\tilde{\varphi}_m|_{\partial \Gamma(t)}\|_{L^p(\partial U)} = 0.
\]

Therefore, we conclude that $\gamma \psi = 0$ if $\psi \in W^{1,p}_0(\Gamma(t))$. \hfill \Box
4.2. Function Spaces on Evolving Surface $\Gamma_T$. In this section we define and study function spaces on $\Gamma_T$. Set

$$L^2(0, T; L^2(\Gamma(\cdot))) = \{ \psi; \psi = \overline{\varphi}, \varphi \in L^2(0, T; L^2(U)), \| \psi \|_{L^2(0, T; L^2(\Gamma(\cdot)))} < \infty \},$$

$$L^2(0, T; W^{1,2}(\Gamma(\cdot))) = \{ \psi; \psi = \overline{\varphi}, \varphi \in L^2(0, T; W^{1,2}(U)), \| \psi \|_{L^2(0, T; W^{1,2}(\Gamma(\cdot)))} < \infty \},$$

$$L^2(0, T; W^{1,2}_0 \cap W^{2,2}(\Gamma(\cdot))) = \{ \psi; \psi = \overline{\varphi}, \varphi \in L^2(0, T; W^{1,2}_0 \cap W^{2,2}(U)), \| \psi \|_{L^2(0, T; W^{2,2}(\Gamma(\cdot)))} < \infty \},$$

$$W^{1,2}(0, T; L^2(\Gamma(\cdot))) = \{ \psi; \psi = \overline{\varphi}, \varphi \in W^{1,2}(0, T; L^2(\Gamma(T))) \}. $$

Here

$$\| \psi \|_{L^2(0, T; L^2(\Gamma(\cdot)))} := \left( \int_0^T \| \overline{\varphi} \|_{L^2(\Gamma(\cdot))}^2 dt \right)^{\frac{1}{2}},$$

$$\| \psi \|_{L^2(0, T; W^{1,2}(\Gamma(\cdot)))} := \left( \int_0^T \| \overline{\varphi} \|_{W^{1,2}(\Gamma(\cdot))}^2 dt \right)^{\frac{1}{2}},$$

$$\| \psi \|_{L^2(0, T; W^{2,2}(\Gamma(\cdot)))} := \left( \int_0^T \| \overline{\varphi} \|_{W^{2,2}(\Gamma(\cdot))}^2 dt \right)^{\frac{1}{2}},$$

and

$$\| \psi \|_{W^{1,2}(0, T; L^2(\Gamma(\cdot)))} := \left( \int_0^T \| \overline{\varphi} \|_{L^2(\Gamma(\cdot))}^2 dt + \int_0^T \left\| \frac{d\overline{\varphi}}{dt} \right\|_{L^2(\Gamma(\cdot))}^2 dt \right)^{\frac{1}{2}}.$$ 

However, we can not define $\overline{\varphi}$ for $\varphi \in L^2(0, T; L^2(U))$ in general. Therefore we define $\overline{\varphi}$ as follows: Let $\varphi \in L^2(0, T; L^2(U))$. From the definition of the Bochner integral and the Fubini-Tonelli theorem, there exists $\varphi_1 = \varphi_2(X, t) \in L^2(U \times (0, T))$ such that

$$\| \varphi - \varphi_1 \|_{L^2(0, T; L^2(U))} = 0. \tag{4.10}$$

Set

$$\overline{\varphi} = \overline{\varphi}(x, t) := \varphi_2(\overline{X}(x, t), t).$$

It is easy to check that

$$\| \psi \|_{L^2(0, T; L^2(\Gamma(\cdot)))}^2 = \int_0^T \| \overline{\varphi}(\cdot, t) \|_{L^2(\Gamma(\cdot))}^2 dt$$

$$= \int_0^T \int_U |\varphi_2(X, t)|^2 \sqrt{G(X, t)} \, dX \, dt$$

$$\leq C \| \varphi_2 \|_{L^2(0, T; L^2(U))} = C \| \varphi \|_{L^2(0, T; L^2(U))}.$$ 

Now we study the case when $\varphi \in L^2(0, T; W^{1,2}_0 \cap W^{2,2}(U))$. Assume that $\varphi \in L^2(0, T; W^{1,2}_0 \cap W^{2,2}(U))$. We prove that for a.e. $0 \leq t < T$,

$$\varphi_2(\cdot, t) \in W^{1,2}_0(U) \cap W^{2,2}(U). \tag{4.11}$$

From (4.10), we see that for a.e. $0 \leq t < T$

$$\| \varphi(t) - \varphi_2(\cdot, t) \|_{L^2(U)} = 0.$$
Fix $t$. It is easy to check that for all $\phi \in C_0^\infty(U)$ and $\alpha, \beta = 1, 2,$
\[
\int_U \varphi_t(X,t) \frac{\partial \phi}{\partial X_\alpha} dX = \int_U \varphi(t) \frac{\partial \phi}{\partial X_\alpha} dX = - \int_U \frac{\partial \varphi}{\partial X_\alpha} \phi dX,
\]
\[
\int_U \varphi_t(X,t) \frac{\partial^2 \phi}{\partial X_\alpha \partial X_\beta} dX = \int_U \varphi(t) \frac{\partial^2 \phi}{\partial X_\alpha \partial X_\beta} dX = \int_U \frac{\partial^2 \varphi}{\partial X_\alpha \partial X_\beta} \phi dX.
\]
Since $\varphi(t) \in W^{2,2}(U)$, it follows from the definition of weak derivative for functions in $U$ to find that $\varphi_t(\cdot, t) \in W^{2,2}(U)$. This implies that $\|\varphi_t(\cdot, t) - \varphi(t)\|_{W^{2,2}(U)} = 0$. Thus, we see (4.11). It is easy to check that
\[
\|\psi\|_{L^2(0,T;W^{2,2}(\Gamma(\cdot)))} \leq C\|\varphi\|_{L^2(0,T;W^{2,2}(U))}.
\]
Finally, we define $\|\gamma\psi\|_{L^2(0,T;L^2(\partial\varGamma(\cdot)))}$ for $\psi \in L^2(0,T;W^{1,2}(\Gamma(\cdot)))$. Let $\psi \in L^2(0,T;W^{1,2}(\Gamma(\cdot)))$. By the previous argument, there are $\varphi \in L^2(0,T;W^{1,2}(U))$ and $\varphi_\tau \in L^2(0,T;W^{1,2}(U))$ such that (4.10) and for a.e. $t$,
\[
\varphi_t(\cdot, t) \in W^{1,2}(U).
\]
Set
\[
\tilde{\varphi} = \tilde{\varphi}(x, t) := \varphi_t(X(x, t), t).
\]
We define
\[
\|\gamma\psi\|_{L^2(0,T;L^2(\partial\varGamma(\cdot)))} = \left( \int_0^T \|\tilde{\varphi}\|_{L^2(\partial\varGamma(t))}^2 dt \right)^{\frac{1}{2}}.
\]
Here $\gamma$ is the trace operator defined by Proposition 4.3. By an argument similar to that in the proof of Proposition 4.3 we see that
\[
\int_0^T \|\tilde{\varphi}\|_{L^2(\partial\varGamma(t))}^2 dt \leq C \int_0^T \|\tilde{\varphi}\|_{L^2(\partial\varGamma(t))}^2 dt \leq C(U) \int_0^T \|\varphi\|_{W^{1,2}(\partial\varGamma(t))}^2 dt = C\|\varphi\|_{L^2(0,T;W^{1,2}(U))}^2.
\]
Remark that
\[
\|\psi\|_{L^2(0,T;W^{1,2}(\Gamma(\cdot)))} \leq C\|\varphi\|_{L^2(0,T;W^{1,2}(U))} \text{ if } \psi \in L^2(0,T;W^{1,2}(\Gamma(\cdot))),
\]
\[
\|\psi\|_{W^{1,2}(0,T;L^2(\Gamma(\cdot)))} \leq C\|\varphi\|_{W^{1,2}(0,T;L^2(U))} \text{ if } \psi \in W^{1,2}(0,T;L^2(\Gamma(\cdot))).
\]

5. On Strong Solutions to Advection-Diffusion Equation

In this section we study basic properties of the strong solutions to (1.1) with $u_0 \in W^{1,2}_0(\Gamma_0)$. Let $L = L(t)$ be the evolution operator defined by (1.3) (see Section 4 for details). For $\psi = \psi(x, t)$ and $\varphi(X, t)$, $\hat{\psi} = \hat{\psi}(X, t) := \psi(\bar{X}(X, t), t)$ and $\hat{\varphi} = \hat{\varphi}(x, t) := \varphi(\bar{X}(x, t), t)$.

**Lemma 5.1** (Strong solution to (1.1)). Let $u_0 \in W^{1,2}_0(\Gamma_0)$ and
\[
u \in L^2(0,T;W^{1,2}_0 \cap W^{2,2}(\Gamma(\cdot))) \cap W^{1,2}(0,T;L^2(\Gamma(\cdot))).
\]
Assume that \( \hat{u} \in C([0, T); L^2(U)) \) and that the function \( u \) satisfies the following three properties:

(i) (Equation)
\[
\left\| \frac{d\hat{u}}{dt} + Lu \right\|_{L^2(0,T;L^2(U))} = 0.
\]

(ii) (Boundary condition)
\[
\|\hat{\gamma}u\|_{L^2(0,T;L^2(\partial U))} = 0.
\]

Here \( \hat{\gamma} : W^{1,2}(U) \rightarrow L^2(\partial U) \) is the trace operator.

(iii) (Initial condition)
\[
\lim_{t \to 0^+} \|\hat{u}(t) - u_0(\hat{x}(\cdot, 0))\|_{L^2(U)} = 0.
\]

Then \( u \) is a strong solution to system \( (1.1) \) with initial datum \( u_0 \).

**Proof of Lemma 5.1** From Lemma 3.1 and an argument in Section 4, we see that
\[
D_t^w u + (\text{div}^w u) - \text{div}(\kappa \nabla u) \|_{L^2(0,T;L^2(\Gamma(t)))}^2
\]
\[
= \int_0^T \left\| \left( \frac{d\hat{u}}{dt} + Lu \right) \sqrt{\gamma} \right\|_{L^2(U)}^2 dt \leq C \int_0^T \left\| \frac{d\hat{u}}{dt} + Lu \right\|_{L^2(U)}^2 dt = 0
\]
and that
\[
\|\gamma u\|_{L^2(0,T;L^2(\partial\Gamma(t)))}^2 = \int_0^T \|\gamma u\|_{L^2(\partial\Gamma(t))}^2 dt
\]
\[
\leq C \int_0^T \|\hat{\gamma}u\|_{L^2(\partial U)}^2 dt = 0.
\]

Therefore, we find that \( u \) satisfies the properties of strong solutions to system \( (1.1) \) with \( u_0 \in W^{1,2}_0(\Gamma_0) \) as in Definition 2.2.

**Lemma 5.2** (Sufficient condition for existence of a sol to (1.1)). Let \( v_0 \in W^{1,2}_0(U) \) and
\[
v \in C([0, T); L^2(U)) \cap L^2(0, T; W^{1,2}_0 \cap W^{2,2}(U)) \cap W^{1,2}(0,T; L^2(U)).
\]
Assume that \( v \) satisfies
\[
\left\| \frac{d}{dt}v + Lv \right\|_{L^2(0,T;L^2(U))} = 0,
\]
and
\[
\lim_{t \to 0^+} \|v(t) - v_0\|_{L^2(U)} = 0.
\]
Then there exists a strong solution \( u \) of system \( (1.1) \) with \( u_0 \). Here \( u_0 = u_0(x) = v_0(\hat{X}(x, 0)) \).

**Proof of Lemma 5.2** Since \( v \in L^2(0, T; L^2(U)) \), it follows from the definition of the Bochner integral and the Fubini-Tonelli theorem, there exists \( v_0 \in L^2(U \times (0, T)) \) such that
\[
\|v - v_0\|_{L^2(0,T;L^2(U))} = 0.
\]
By an argument similar to that in Section 4 we see that
\[
\|v - v_0\|_{L^2(0,T;L^2(U))} = 0.
\]
Now we set \( u = u(x,t) = v_2(\tilde{X}(x,t),t) \). It is clear that \( \|\tilde{\gamma}u\|_{L^2(0,T;L^2(\partial U))} = 0 \) and that
\[
\|v - \tilde{u}\|_{L^2(0,T;W^{2,2}(\mathcal{U}))} = 0.
\]
By Lemma 3.1 and the assumptions of Lemma 5.2, the lemma follows. \( \square \)

Next we study the basic properties of solutions to system (1.1).

**Lemma 5.3** (Properties of solutions to (1.1)). Let \( v_0 \in W^{1,2}_0(U) \) and
\[
v, v_2 \in C([0,T); L^2(U)) \cap L^2(0,T; W^{1,2}_0(U) \cap W^{2,2}(U)) \cap W^{1,2}(0,T; L^2(U)).
\]
Set \( u = \tilde{v}, u_2 = \tilde{v}_2, \) and \( u_0 = u_0(x) = v_0(\tilde{X}(x,0)) \). Assume that \( u \) and \( u_2 \) are two strong solutions of system (1.1) with initial datum \( u_0 \). Then
(i) (Uniqueness)
\[
\text{u = u}_2 \text{ on } [0,T).
\]
(ii) (Energy equality) For all \( 0 \leq s \leq t < T \),
\[
\frac{1}{2} \|u(t)\|_{L^2(\Gamma(t))}^2 + \int_s^t \|\sqrt{\kappa \nabla u} u(\tau)\|_{L^2(\Gamma(\tau))}^2 d\tau = \frac{1}{2} \|u(s)\|_{L^2(\Gamma(s))}^2.
\]
Moreover, assume in addition that \( T = \infty \) and that there is \( C > 0 \) independent of \( v_0 \) such that
\[
\left( \int_0^\infty \left\| \frac{dv}{dt} \right\|_{L^2(U)}^2 dt \right)^{\frac{1}{2}} + \left( \int_0^\infty \|\nabla v\|_{L^2(U)}^2 dt \right)^{\frac{1}{2}} \leq C \|v_0\|_{W^{1,2}(U)},
\]
where \( A \) is the operator defined by (1.4). Then,
(iii) (Stability) There is \( C > 0 \) such that for all \( t > 0 \),
\[
\|u(t)\|_{L^2(\Gamma(t))} \leq Ct^{-\frac{1}{2}} \|v_0\|_{W^{1,2}(U)}.
\]
(iv) (Regularity) There is \( C > 0 \) independent of \( v_0 \) such that
\[
\|D_w^u u\|_{L^2(0,\infty; L^2(\Gamma(t)))} + \|\text{div}_\Gamma(\kappa \nabla \Gamma u)\|_{L^2(0,\infty; L^2(\Gamma(t)))} \leq C \|v_0\|_{W^{1,2}(U)}.
\]

**Proof of Lemma 5.3** We first show (i) and (ii). Set \( u_2 = u - u_2 \). Then
\[
\begin{cases}
D_w^u u_2 + (\text{div}_\Gamma w) u_2 - \text{div}_\Gamma(\kappa \nabla \Gamma u_2) = 0 \text{ on } \Gamma_T, \\
u_2|_{\partial \Gamma_T} = 0, \\
u_2|_{t=0} = 0.
\end{cases}
\]
Using Lemma 3.1 and (4.5), we see that
\[
\frac{d}{dt} \int_{\Gamma(t)} \frac{1}{2} \|u_2\|^2 d\mathcal{H}^2_x = \int_{\Gamma(t)} \{ D_w^u u_2 + (\text{div}_\Gamma w)u_2 \} u_2 d\mathcal{H}^2_x
\]
\[
= \int_{\Gamma(t)} \{ \text{div}_\Gamma(\kappa \nabla \Gamma u_2) \} u_2 d\mathcal{H}^2_x
\]
\[
= - \int_{\Gamma(t)} \kappa |\nabla \Gamma u_2|^2 d\mathcal{H}^2_x.
\]
Integrating with respect to time, we check that for \( 0 < t < T \),
\[
\frac{1}{2} \|u_2(t)\|_{L^2(\Gamma(t))}^2 + \int_0^t \|\sqrt{\kappa} \nabla \Gamma u_2\|_{L^2(\Gamma(t))}^2 d\tau = \frac{1}{2} \|u_2(0)\|_{L^2(\Gamma_0)}^2 = 0.
\]
Since \( \kappa \geq \kappa_{\text{min}} > 0 \), we see that \( u_2 = 0 \) on \([0,T)\). Therefore, we conclude that \( u = u_2 \) on \([0,T)\). In the same manner, we have (5.1).
Next we prove (iii). From (5.1) and $\kappa \geq \kappa_{\text{min}} > 0$, we check that for all $s < t$

$$\|u(t)\|_{L^2(\Gamma(t))} \leq \|u(s)\|_{L^2(\Gamma(s))}.$$ 

By the Hölder inequality, we see that

$$\|u(t)\|_{L^2(\Gamma(t))} \leq \frac{1}{t} \int_0^t \|u(s)\|_{L^2(\Gamma(s))} \, ds \leq \frac{1}{t^\frac{1}{2}} \left( \int_0^t \|u(s)\|^2_{L^2(\Gamma(s))} \, ds \right)^{\frac{1}{2}} =: (\text{R.H.S.}).$$

Using (4.1), (3.2), and (5.2), we observe that

$$(\text{R.H.S.}) \leq \frac{C}{t^\frac{1}{2}} \left( \int_0^t \|v(s)\|^2_{L^2(U)} \, ds \right)^{\frac{1}{2}} \leq \frac{C}{t^\frac{1}{2}} \left( \int_0^\infty \|Av(s)\|^2_{L^2(U)} \, ds \right)^{\frac{1}{2}} \leq \frac{C}{t^\frac{1}{2}} \|v_0\|_{W^{1,2}(U)}.$$

Thus, we see (iii).

Finally, we prove (iv). Using Lemma 3.1 and (3.2), we check that

$$\left( \int_0^\infty \|D^s u\|^2_{L^2(\Gamma(t))} \, dt \right)^{\frac{1}{2}} + \left( \int_0^\infty \|\text{div}\Gamma(\kappa\nabla u)\|^2_{L^2(\Gamma(t))} \, dt \right)^{\frac{1}{2}} \leq C \left( \int_0^\infty \|D^s u\|^2_{L^2(U)} \, dt \right)^{\frac{1}{2}} + C \left( \int_0^\infty \|Av\|^2_{L^2(U)} \, dt \right)^{\frac{1}{2}} \leq C\|v_0\|_{W^{1,2}(U)}.$$ 

Therefore, the lemma follows. \qed

6. Evolution Operator on Hilbert Space

In this section we provide the key method for constructing local and global-in-time strong solutions to the evolution equation (1.2). To this end, we study an evolution operator on a Hilbert space by applying the maximal $L^p$-in-time regularity for Hilbert space-valued functions.

Let $H$ be a Hilbert space and $\|\cdot\|_H$ its norm. Let $T \in (0, \infty]$ and $\mathcal{A} : D(\mathcal{A}) \subset H$ be a linear operator on $H$. For $0 \leq t < T$, let $\mathcal{B}(t) : D(\mathcal{B}(t)) \to H$ be a linear operator on $H$ such that $D(\mathcal{A}) \subset D(\mathcal{B}(t))$. Define $\mathcal{L}(t)f := \mathcal{A}f + \mathcal{B}(t)f$ and $D(\mathcal{L}(t)) := D(\mathcal{A})$. We consider the following evolution system:

$$\begin{cases}
\frac{d}{dt} v + \mathcal{L} v = 0 & \text{on } (0, T), \\
v|_{t=0} = v_0,
\end{cases}$$

under the following assumptions:

**Assumption 6.1.**

(i) Assume that $-\mathcal{A}$ generates a bounded analytic semigroup on $H$.

(ii) Assume that $-\mathcal{A}$ generates a contraction $C_0$-semigroup on $H$.

(iii) The operator $\mathcal{A}$ is a non-negative selfadjoint operator on $H$.

(iv) There are $C_1, C_2 > 0$ such that for all $f \in D(\mathcal{A})$ and $0 \leq t < T$,

$$(6.2) \quad \|\mathcal{B}(t)f\|_H \leq C_1 \|\mathcal{A}f\|_H + C_2 \|f\|_H.$$
Theorem 6.3.

(i) There is $C > 0$ such that for all $\varphi \in C((0, T); D(A))$ and $0 < s \leq t < T$, 

\[
\|B(t)\varphi(t) - B(s)\varphi(s)\|_H \leq C(t-s)(\|A\varphi(t)\|_H + \|\varphi(t)\|_H) \\
+ C(\|A\varphi(t) - A\varphi(s)\|_H + \|\varphi(t) - \varphi(s)\|_H).
\]

(ii) For each fixed $t_0 \in [0, T)$ the operator $-L(t_0)$ generates an analytic semigroup on $H$.

Since $-A$ generates an analytic semigroup on $H$, it follows from the perturbation theory (Proposition 6.2) to see that (vi) holds if $C_1$ is sufficiently small. Remark that (vi) is not essential but important.

In this section we apply the maximal $L^2$-regularity of $A$ to construct strong solutions to system (6.1).

Lemma 6.2 (Maximal $L^2$-regularity of $A$).

For each $T \in (0, \infty)$ and $(F, V_0) \in L^2(0, T; H) \times D(A^{1/2})$, there exists a unique function $V$ satisfying the following system:

\[
\begin{cases}
\frac{d}{dt}V + AV = F & \text{on } (0, T), \\
V|_{t=0} = V_0,
\end{cases}
\]

and the estimate:

\[
\|dV/dt\|_{L^2(0, T; H)} + \|AV\|_{L^2(0, T; H)} \leq \sqrt{2}\|A^{1/2}V_0\|_H + C_A\|F\|_{L^2(0, T; H)}.
\]

Here the positive constant $C_A$ does not depend on $T$, $F$, and $V_0$.

Since $-A$ generates a bounded analytic semigroup on $H$ and $A$ is a non-negative selfadjoint operator on $H$, we use an argument similar to that in the proof of Lemma 3.5 to have Lemma 6.2.

Before stating the main result of this section, we introduce the two function spaces and the definition of strong solutions to system (6.1). Define

\[Y_T = \{\varphi \in C((0, T); H); \|\varphi\|_{Y_T} < \infty\}\]

with

\[\|\varphi\|_{Y_T} := \sup_{0 < t < T} \{e^{-t}\|\varphi\|_H\} + \|d\varphi/ dt\|_{L^2(0, T; H)} + \|A\varphi\|_{L^2(0, T; H)}\].

For each $0 < a \leq 1$,

\[C_{\text{loc}}^a((0, T); H) := \{\varphi \in C((0, T); H); \text{ for each } \varepsilon, T' > 0 \text{ such that } 0 < \varepsilon < T' < T \text{ there is } C(\varepsilon, T') > 0 \text{ such that } \}
\]

\[\text{for all } \varepsilon \leq s \leq t \leq T', \|\varphi(t) - \varphi(s)\|_H \leq C(\varepsilon, T')(t-s)^a\}.
\]

Let $v_0 \in D(A^{1/2})$ and $v \in Y_T$. We call $v$ a strong solution to system (6.1) with initial datum $v_0$ if the function $v$ satisfies the following two properties: (i) $\|dv/ dt + Lv\|_{L^2(0, T; H)} = 0$, (ii) $\lim_{t \to 0+} v(t) = v_0$ in $H$.

Theorem 6.3. (i) Assume that $T < \infty$ and that

\[
C_1(C_A + 1) < \frac{1}{4\sqrt{2}}.
\]

Then for each $v_0 \in D(A^{1/2})$ system (6.1) admits a unique strong solution $v$ in $Y_{T_*}$, satisfying

\[\|v\|_{Y_{T_*}} \leq 2\|v_0\|_H + 2\sqrt{2}\|A^{1/2}v_0\|_H,\]
and for each $0 < t < T_*$

$$v(t) = e^{-tA}v_0 - \int_0^t e^{-(t-\tau)A}Bv(\tau) \, d\tau.$$  \hspace{1cm} (6.6)

Here

$$T_* = \min \left\{ T, \frac{1}{2} \log \left( 1 + \frac{1}{16C_2^2(C_A + 1)^2} \right) \right\}.$$  

(ii) Assume that $T = \infty$ and $C_2 = 0$. Suppose that (6.5) holds. Then for each $v_0 \in D(A^\frac{1}{2})$ system (6.1) admits a unique strong solution $v$ in $Y_\infty$, satisfying

$$\|v\|_{Y_\infty} \leq 2\|v_0\|_H + 2\sqrt{2}\|A^\frac{1}{2}v_0\|_H,$$

and for each $0 < t < \infty$, (6.6) holds.

Here $C_1$, $C_2$, and $C_A$ are the two positive constants appearing in (6.2) and the positive constant appearing in (6.4), respectively.

To prove Theorem 6.3, we consider the following approximate equations.

**Proposition 6.4.** Let $v_0 \in D(A^\frac{1}{2})$. For each $m \in \mathbb{N}$, set $v_1$ and $v_{m+1}$ as follows:

$$\begin{cases}
\frac{d}{dt}v_1 + Av_1 = 0 & \text{on } (0, T), \\
v_1|_{t=0} = v_0,
\end{cases}$$  \hspace{1cm} (6.7)

$$\begin{cases}
\frac{d}{dt}v_{m+1} + Av_{m+1} = -Bv_m & \text{on } (0, T), \\
v_{m+1}|_{t=0} = v_0.
\end{cases}$$  \hspace{1cm} (6.8)

Then the following two assertions hold:

(i) Assume that $T < \infty$. Then for each $m \in \mathbb{N},$

$$\lim_{t \to 0^+} v_m(t) = v_0 \text{ in } H,$$

$$v_m \in C([0, T); H) \cap C((0, T); D(A)) \cap C^1((0, T); H),$$

$$v_m, Av_m \in C_{loc}^{(\frac{1}{2})}((0, T); H),$$

$$\|v_1\|_{Y_T} \leq \|v_0\|_H + \sqrt{2}\|A^\frac{1}{2}v_0\|_H,$$

$$\|v_{m+1}\|_{Y_T} \leq \|v_0\|_H + \sqrt{2}\|A^\frac{1}{2}v_0\|_H + (\sqrt{2}C_1 + C_2\sqrt{e^{2T} - 1})(C_A + 1)\|v_m\|_{Y_T},$$

$$\|v_{m+2} - v_{m+1}\|_{Y_T} \leq (\sqrt{2}C_1 + C_2\sqrt{e^{2T} - 1})(C_A + 1)\|v_{m+1} - v_m\|_{Y_T},$$

and for each $0 < t < T$,

$$v_{m+1}(t) = e^{-tA}v_0 - \int_0^t e^{-(t-\tau)A}Bv_m(\tau) \, d\tau.$$  \hspace{1cm} (6.9)
(ii) Assume that \( T = \infty \) and that \( C_2 = 0 \). Then for each \( m \in \mathbb{N} \),
\[
\lim_{t \to 0^+} v_m(t) = v_0 \text{ in } H,
\]
\[
v_m \in C([0, \infty); H) \cap C((0, \infty); D(\mathcal{A})) \cap C^1((0, \infty); H),
\]
\[
v_m, \mathcal{A}v_m \in C_{\text{loc}}^{(\frac{1}{2})}((0, \infty); H),
\]
\[
\|v_1\|_\infty \leq \|v_0\|_H + \sqrt{2}\|\mathcal{A}^{\frac{1}{2}}v_0\|_H,
\]
\[
\|v_{m+1}\|_\infty \leq \|v_0\|_H + \sqrt{2}\|\mathcal{A}^{\frac{1}{2}}v_0\|_H + \sqrt{2}C_1(C_A + 1)\|v_m\|_\infty,
\]
\[
\|v_{m+2} - v_{m+1}\|_\infty \leq \sqrt{2}C_1(C_A + 1)\|v_{m+1} - v_m\|_\infty,
\]
and for each \( 0 < t < \infty \), (6.9) holds.

To attack Proposition 6.4, we prepare the two lemmas.

**Lemma 6.5.** Let \( V_0 \in D(\mathcal{A}^{\frac{1}{2}}) \) and \( F \in L^2(0, T; H) \). Let \( V \) be the function satisfying system (6.2) with \((V_0, F)\), obtained by Lemma 6.2. Assume that
\[
F \in C^a_{\text{loc}}((0, T); H)
\]
for some \( 0 < a \leq 1/2 \). Then \( \lim_{t \to 0^+} V(t) = V_0 \text{ in } H \).

Moreover,
\[
(6.10) \quad V \in C([0, T); H) \cap C((0, T); D(\mathcal{A})) \cap C^1((0, T); H),
\]
and for \( 0 \leq t < T \),
\[
V(t) = e^{-tA}V_0 - \int_0^t e^{-(t-\tau)A}F(\tau) \, d\tau.
\]

**Lemma 6.6.** (i) Assume \( T < \infty \). Then for \( \varphi \in C([0, T); H) \cap L^2(0, T; D(\mathcal{A})) \),
\[
\|\mathcal{B}\varphi\|_{L^2(0, T; H)} \leq (\sqrt{2}C_1 + C_2\sqrt{e^{2T} - 1})\|\varphi\|_{Y_T}.
\]

(ii) Assume \( T = \infty \) and \( C_2 = 0 \). Then for \( \varphi \in C([0, \infty); H) \cap L^2(0, \infty; D(\mathcal{A})) \),
\[
\|\mathcal{B}\varphi\|_{L^2(0, \infty; H)} \leq \sqrt{2}C_1\|\varphi\|_{Y_\infty}.
\]

**Proof of Lemma 6.5.** Fix \( V_0 \in D(\mathcal{A}^{\frac{1}{2}}) \) and \( F \in L^2(0, T; H) \cap C^a_{\text{loc}}((0, T); H) \). Let \( V \) be the function satisfying system (6.2) with \((V_0, F)\), obtained by Lemma 6.2. Since \(-\mathcal{A}\) generates an analytic semigroup on \( H \) and \( F \in C^a_{\text{loc}}((0, T); H) \), it follows from the semigroup theory to see that \( \lim_{t \to 0^+} V(t) = V_0 \), (6.10), and that for \( 0 < s < t < T \),
\[
V(t) = e^{-tA}V_0 + \int_0^t e^{-(t-\tau)A}F(\tau) \, d\tau,
\]
\[
V(s) = e^{-sA}V_0 + \int_0^s e^{-(s-\tau)A}F(\tau) \, d\tau.
\]

We now prove (6.11). Fix \( \varepsilon, T' \) such that \( 0 < \varepsilon < T' < T \). Let \( \varepsilon \leq s \leq t \leq T' \). We first consider the Hölder continuity of \( V \). Since
\[
V(t) - V(s) = (e^{-(t-s)A} - 1)e^{-sA}V_0
\]
\[
+ \int_s^t e^{-(t-\tau)A}F(\tau) \, d\tau + \int_0^s (e^{-(t-s)A} - 1)e^{-(s-\tau)A}F(\tau) \, d\tau,
\]
we use Proposition 8.3 and the Hölder inequality to see that
\[
\|V(t) - V(s)\|_H = C(t - s)^{\frac{1}{2}} \|A^{\frac{1}{2}} e^{-sA} V_0\|_H \\
+ C(t - s)^{\frac{1}{2}} \left( \int_s^t \|F(\tau)\|_H^2 d\tau \right)^{\frac{1}{2}} + C \int_0^s \frac{(t - s)^{\frac{1}{2}}}{(s - \tau)^{\frac{1}{2}}} \|F(\tau)\|_H d\tau \\
\leq C(t - s)^{\frac{1}{2}} \|A^{\frac{1}{2}} V_0\|_H + \{C(t - s)^{\frac{1}{2}} + C(t - s)^{\frac{1}{2}}s^{\frac{1}{2}}\} \|F\|_{L^2(0,T;H)} \\
\leq C(T')(t - s)^{\frac{1}{2}}.
\]

Next we consider the Hölder continuity of \(AV\). It is easy to check that
\[
AV(t) - AV(s) = H_1(t,s) + H_2(t,s) + H_3(t,s) + H_4(t,s).
\]
Here
\[
H_1 := (e^{-(t-s)A} - 1)A e^{-sA} V_0,
\]
\[
H_2 := A \int_s^t e^{-(t-\tau)A} \{F(\tau) - F(t)\} \, d\tau,
\]
\[
H_3 := A \int_0^s \{e^{-(t-s)A} - 1\} e^{-\langle s-\tau \rangle A} \{F(\tau) - F(s)\} \, d\tau,
\]
\[
H_4 := A \int_s^t e^{-(t-\tau)A} F(t) \, d\tau + A \int_0^s \{e^{-(t-s)A} - 1\} e^{-\langle s-\tau \rangle A} F(s) \, d\tau.
\]

From Proposition 8.3 and \(F \in C_{\text{loc}}^a((0,T);H)\), we see that
\[
\|H_1\|_H \leq C(t - s)^{\frac{1}{2}} \|A^{-\frac{1}{2}} e^{-sA} V_0\|_H \leq \frac{C(t - s)^{\frac{1}{2}}}{\varepsilon} \|A^{\frac{1}{2}} V_0\|_H
\]
and that
\[
\|H_2\|_H \leq \int_s^t \frac{C(t - \tau)^a}{t - \tau} d\tau \leq C(t - s)^a.
\]

We also see that
\[
\|H_3\|_H \leq (t - s)^{\frac{1}{2}} C \left\| \int_0^s A^{1+\frac{1}{2}} e^{-\langle s-\tau \rangle A} \{F(\tau) - F(s)\} \, d\tau \right\|_H
\]
\[
\leq (t - s)^{\frac{1}{2}} C \int_0^s \frac{(s - \tau)^a}{(s - \tau)^{1+\frac{1}{2}}} d\tau
\]
\[
\leq C(t - s)^{\frac{1}{2}} s^{\frac{1}{2}} \leq C(t - s)^{\frac{1}{2}} T^{\frac{1}{2}}.
\]

From \(\frac{d}{d\tau} e^{-T^A f} = -A e^{-T^A f}\), we find that
\[
H_4 = F(t) - F(s) - e^{-(t-s)A} \{F(t) - F(s)\} + (e^{-(t-s)A} - 1)e^{-sA} F(s).
\]

Since \(F \in C_{\text{loc}}^a((0,T);H)\) and
\[
\|(e^{-(t-s)A} - 1)e^{-sA} F(s)\|_H = C(t - s)^a \|A^a e^{-sA} F(s)\|_H
\]
\[
\leq C(t - s)^a \sup_{\varepsilon \leq s \leq T'} \|F(s)\|_H,
\]
we check that
\[
\|H_4\|_H \leq C(\varepsilon,T')(t - s)^a.
\]

As a result, we see that
\[
\|AV(t) - AV(s)\|_H = C(\varepsilon,T')(t - s)^{\frac{1}{2}}.
\]
Therefore, we conclude that
\[
\|V(t) - V(s)\|_H + \|AV(t) - AV(s)\|_H = C(\varepsilon, T') (t - s)^{\frac{3}{2}}.
\]
Since \(\varepsilon, T'\) are arbitrary, we see (6.11). Therefore the lemma follows. \(\square\)

**Proof of Lemma 6.6.** We only prove (i). Assume \(T < \infty\). Let \(\varphi \in C([0, T); H) \cap L^2(0, T; D(A))\). By (6.2), we observe that
\[
\int_0^T \|B\varphi\|_H^2 \, dt \leq 2C_1^2 \int_0^T \|A\varphi\|_H^2 \, dt + 2C_2^2 \int_0^T e^{2t} \|\varphi\|_H^2 \, dt
\]
\[
\leq 2C_1^2 \int_0^T \|A\varphi\|_H^2 \, dt + C_2^2 (e^{2T} - 1) \left(\sup_{0 < t < T} \|\varphi\|_H^2\right)^2.
\]
Since \((a + b)^{\frac{3}{2}} \leq a^{\frac{1}{2}} + b^{\frac{1}{2}} (a, b \geq 0)\), we check that
\[
\|B\varphi\|_{L^2(0, T; H)} \leq \sqrt{2} C_1 \|A\varphi\|_{L^2(0, T; H)} + C_2 \sqrt{e^{2T} - 1} \left(\sup_{0 < t < T} \|\varphi\|_H^2\right)
\]
\[
\leq (\sqrt{2} C_1 + C_2 \sqrt{e^{2T} - 1}) \|\varphi\|_{Y_T}.
\]
Thus, we have (6.12). Therefore the lemma follows. \(\square\)

Let us attack Proposition 6.4.

**Proof of Proposition 6.4.** We only prove (i) since (ii) is similar. Assume that \(T < \infty\). Fix \(v_0 \in D(A^{\frac{1}{2}})\) and \(0 < \varepsilon < T' < T\). Let \(s, t > 0\) such that \(\varepsilon \leq s \leq t \leq T'\).

We first consider \(v_1\), i.e., system (6.7). From the maximal \(L^2\)-regularity (Lemma 6.2) of \(A\), there is a unique function \(v_1\) satisfying system (6.7) and
\[
\|dv_1/dt\|_{L^2(0, T; H)} + \|Av_1\|_{L^2(0, T; H)} \leq \sqrt{2} \|A^{\frac{1}{2}} v_0\|_H.
\]
Since \(-A\) generates an analytic \(C_0\)-semigroup on \(H\), we see that
\[
\lim_{t \to 0^+} v_1(t) = v_0 \quad \text{in } H,
\]
\[
v_1 \in C([0, T); H) \cap C((0, T); D(A)) \cap C^1((0, T); H),
\]
and for each \(0 \leq t < T\)
\[
v_1(t) = e^{-tA} v_0.
\]
Since \(e^{-tA}\) is contraction \(C_0\)-semigroup on \(H\), we check that
\[
\sup_{0 < t < T} \{e^{-t}\|v_1\|_H\} = \sup_{0 < t < T} \{e^{-t}\|e^{-tA} v_0\|_H\} \leq \|v_0\|_H.
\]
By (6.13) and (6.14), we have
\[
\|v_1\|_{Y_T} \leq \|v_0\|_H + \sqrt{2} \|A^{\frac{1}{2}} v_0\|_H.
\]
Next we consider the Hölder continuity of \(v_1\) and \(Bv_1\). From Proposition 8.3, we see that
\[
\|v_1(t) - v_1(s)\|_H = \|(e^{-(t-s)A} - 1) e^{-sA} v_0\|_H
\]
\[
\leq C(t - s)^{\frac{3}{2}} \|A^{\frac{1}{2}} e^{-sA} v_0\|_H \leq C(t - s)^{\frac{3}{2}} \|A^{\frac{1}{2}} v_0\|_H
\]
and that
\[
\|Av_1(t) - Av_1(s)\|_H = \|(e^{-(t-s)A} - 1) A e^{-sA} v_0\|_H
\]
\[
\leq C(t - s)^{\frac{3}{2}} \|A e^{-sA} A^{\frac{1}{2}} v_0\|_H \leq \frac{C(t - s)^{\frac{3}{2}}}{\varepsilon} \|A^{\frac{1}{2}} v_0\|_H.
\]
Therefore, we have
\[(6.16) \quad \|v_1(t) - v_1(s)\|_H + \|A^1v_1(t) - A^1v_1(s)\|_H \leq C(\varepsilon)(t - s)^{\frac{1}{2}}.\]

From (6.3) and (6.16), we observe that
\[
\|B(t)v_1(t) - B(s)v_1(s)\|_H \leq C(t - s)(\|A^1v_1(t)\|_H + \|v_1(t)\|_H) + C(\varepsilon)(t - s)^{\frac{1}{2}} \\
\leq C(\varepsilon, T')(t - s)^{\frac{1}{2}}.
\]

By (6.12), we find that
\[(6.17) \quad \|Bv_1\|_{L^2(0,T;H)} \leq (\sqrt{2}C_1 + C_2\sqrt{e^{2T} - 1})\|v_1\|_{Y_T} < C(T) < +\infty.
\]

Therefore, we conclude that
\[(6.18) \quad Bv_1 \in L^2(0,T;H) \text{ and } Bv_1 \in C^1_{loc}((0,T);H).
\]

Next we consider \(v_2\), i.e.,
\[(6.19) \quad \begin{cases}
\frac{d}{dt}v_2 + Av_2 = -Bv_1 & \text{on } (0,T), \\
v_2|_{t=0} = v_0.
\end{cases}
\]

Since \(v_0 \in D(A^\frac{1}{2})\) and \(Bv_1 \in L^2(0,T;H)\), it follows from Lemma 6.2 to see that there exists a unique function \(v_2\) satisfying system (6.19) and
\[(6.20) \quad \|dv_2/dt\|_{L^2(0,T;H)} + \|Av_2\|_{L^2(0,T;H)} \\
\leq \sqrt{2}\|A^\frac{1}{2}v_0\|_H + C_A\|Bv_1\|_{L^2(0,T;H)}.
\]

Since \(-A\) generates an analytic semigroup on \(H\) and (6.18) holds, we see that
\[v_2 \in C((0,T);H) \cap C((0,T);D(A)) \cap C^1((0,T);H)
\]
and for each \(0 < t < T\)
\[v_2(t) = e^{-tA}v_0 - \int_0^t e^{(t-\tau)A}Bv_1 \, d\tau.
\]

Since
\[\|v_2(t)\|_H \leq \|v_0\|_H + t^{\frac{1}{2}} \left(\int_0^t \|Bv_1\|_H^2 \, d\tau\right)^{\frac{1}{2}}
\]
from \(||e^{-tA}||| \leq 1\) and the H"older inequality, we have
\[(6.21) \quad \sup_{0 < t < T} \{e^{-t}\|v_2(t)\|_H\} \leq \|v_0\|_H + \|Bv_1\|_{L^2(0,T;H)}.
\]

In the same manner, we find that
\[
\lim_{t \to 0^+} \|v_2(t) - v_0\|_H = 0.
\]

By (6.20), (6.21), and (6.17), we check that
\[(6.22) \quad \|v_2\|_{Y_T} \leq \|v_0\|_H + \sqrt{2}\|A^\frac{1}{2}v_0\|_H + (C_A + 1)\|Bv_1\|_{L^2(0,T;H)} \\
\leq \|v_0\|_H + \sqrt{2}\|A^\frac{1}{2}v_0\|_H + (C_A + 1)(\sqrt{2}C_1 + C_2\sqrt{e^{2T} - 1})\|v_1\|_{Y_T}.
\]

From (6.18) and Lemma 6.5, we find that
\[(6.23) \quad v_2, Av_2 \in C^1_{loc}((0,T);H).
\]
From (6.3) and (6.23), we see that
\[ \|B(t)v_2(t) - B(s)v_2(s)\|_H \leq C(\varepsilon, T')(t - s)^{\frac{1}{2}}. \]
By (6.12), (6.15), and (6.22), we observe that
\[ \|Bv_2\|_{L^2(0, T; H)} \leq (\sqrt{2}C_1 + C_2\sqrt{e^{2T} - 1})\|v_2\|_{Y_T} < C(T) < \infty. \]
Therefore, we conclude that
\[ Bv_2 \in L^2(0, T; H) \text{ and } Bv_2 \in C^1_{loc}((0, T); H). \]

Now we assume that for each \( m \in \mathbb{N} \) there are \( C(m, \varepsilon, T') > 0 \) and \( C(m, T) > 0 \) such that
\[
\begin{align*}
(6.24) & \quad \|v_m(t) - v_m(s)\|_H \leq C(m, \varepsilon, T')(t - s)^\frac{1}{2}m, \\
(6.25) & \quad \|A_{v_m}(t) - A_{v_m}(s)\|_H \leq C(m, \varepsilon, T')(t - s)^\frac{1}{2}m, \quad (6.26) & \quad \|v_m\|_{Y_T} \leq C(m, T) < \infty,
\end{align*}
\]
and \( \lim_{t \to 0^+} v_m(t) = v_0 \) in \( H \),
\[ v_m \in C([0, T); H) \cap C((0, T); D(A)) \cap C^1((0, T); H). \]

From (6.3), (6.24), and (6.25), we check that
\[
\|B(t)v_m(t) - B(s)v_m(s)\|_H 
\leq C(t - s)(\|A_{v_m}(t)\|_H + \|v_m(t)\|_H) + C(m, \varepsilon, T')(t - s)^\frac{1}{2}m
\leq C(m, \varepsilon, T')(t - s)^\frac{1}{2}m.
\]
From (6.12) and (6.26), we find that
\[
(6.27) \quad \|Bv_m\|_{L^2(0, T; H)} \leq (\sqrt{2}C_1 + C_2\sqrt{e^{2T} - 1})\|v_m\|_{Y_T} < +\infty.
\]
Therefore, we conclude that
\[
(6.28) \quad Bv_m \in L^2(0, T; H) \text{ and } Bv_m \in C^1_{loc}((0, T); H).
\]

Now we consider \( v_{m+1} \), i.e.,
\[
\begin{align*}
(6.29) & \quad \begin{cases} 
\frac{d}{dt}v_{m+1} + Av_{m+1} = -Bv_m & \text{on } (0, T), \\
v_{m+1}|_{t=0} = v_0.
\end{cases}
\end{align*}
\]
Since \( v_0 \in D(A^{\frac{1}{2}}) \) and (6.28) holds, it follows from Lemma 6.2 to see that there exists a unique function \( v_{m+1} \) satisfying system (6.29) and
\[
(6.30) \quad \|dv_{m+1}/dt\|_{L^2(0, T; H)} + \|Av_{m+1}\|_{L^2(0, T; H)} \leq \sqrt{2}\|A^{\frac{1}{2}}v_0\|_H + C_A\|Bv_m\|_{L^2(0, T; H)}.
\]
Since \( -A \) generates an analytic semigroup on \( H \), it follows from (6.28) to find that \( v_{m+1} \in C((0, T); H) \cap C((0, T); D(A)) \cap C^1((0, T); H) \) and for each \( 0 < t < T \)
\[
v_{m+1}(t) = e^{-tA}v_0 - \int_0^t e^{-(t-\tau)A}Bv_m \, d\tau.
\]
By induction, we see that for each $m\geq 1$ and for each $0 < t < T$, we have
\[
\|v_{m+1}(t)\|_H \leq \|v_0\|_H + t^\frac{1}{2} \left( \int_0^t \|B v_m\|_H^2 \, dt \right)^{\frac{1}{2}}.
\]

From $|||e^{-tA}||| \leq 1$ and the Hölder inequality, we have
\[
(6.31) \quad \sup_{0 < t < T} \{ e^{-t} \|v_{m+1}(t)\|_H \} \leq \|v_0\|_H + \|B v_{m+1}\|_{L^2(0,T;H)}.
\]

It is easy to check that
\[
\lim_{t \to 0^+} \|v_{m+1}(t) - v_0\|_H = 0.
\]

By (6.30), (6.31), and (6.27), we obtain
\[
(6.32) \quad \|v_{m+1}\|_{Y_T} \leq \|v_0\|_H + \sqrt{2} \left| A^{\frac{1}{2}} v_0 \right|_H + (C_A + 1) \|B v_m\|_{L^2(0,T;H)}
\]
\[
\leq \|v_0\|_H + \sqrt{2} \left| A^{\frac{1}{2}} v_0 \right|_H + (C_A + 1)(\sqrt{2}C_1 + C_2 \sqrt{e^{2T}} - 1) \|v_m\|_{Y_T}.
\]

From Lemma 6.5 and (6.28), we find that
\[
(6.33) \quad v_{m+1}, A v_{m+1} \in C_{loc}^{(\frac{1}{2})^{m+1}}((0,T);H).
\]

By (6.32) and (6.33), we conclude that there are $C(m + 1, \varepsilon, T') > 0$ and $C(m + 1, T) > 0$ such that
\[
\|v_{m+1}(t) - v_{m+1}(s)\|_H \leq C(m + 1, \varepsilon, T')(t - s)^{(\frac{1}{2})^{m+1}},
\]
\[
\|A v_{m+1}(t) - A v_{m+1}(s)\|_H \leq C(m + 1, \varepsilon, T')(t - s)^{(\frac{1}{2})^{m+1}},
\]
\[
\|v_{m+1}\|_{Y_T} \leq C(m + 1, T),
\]

and that $\lim_{t \to 0^+} v_{m+1}(t) = v_0$ in $H$,
\[
v_{m+1} \in C((0,T);H) \cap C((0,T);D(A)) \cap C^1((0,T);H).
\]

By induction, we see that for each $m \in \mathbb{N}$, $\lim_{t \to 0^+} v_m(t) = v_0$ in $H$,
\[
v_m \in C_{loc}^{\frac{1}{2},m}((0,T);H), \quad \|v_m\|_{Y_T} \leq \|v_0\|_H + \sqrt{2} \left| A^{\frac{1}{2}} v_0 \right|_H,
\]
\[
\|v_{m+1}\|_{Y_T} \leq \|v_0\|_H + \sqrt{2} \left| A^{\frac{1}{2}} v_0 \right|_H + (\sqrt{2}C_1 + C_2 \sqrt{e^{2T}} - 1)(C_A + 1) \|v_m\|_{Y_T},
\]

and for each $0 < t < T$,
\[
v_{m+1}(t) = e^{-tA} v_0 - \int_0^t e^{-(t-\tau)A} B(\tau) v_m(\tau) \, d\tau.
\]

It remains to prove that
\[
(6.34) \quad \|v_{m+2} - v_{m+1}\|_{Y_T} \leq (\sqrt{2}C_1 + C_2 \sqrt{e^{2T}} - 1)(C_A + 1) \|v_{m+1} - v_m\|_{Y_T}.
\]

From
\[
\begin{aligned}
\frac{d}{dt} v_{m+2} + A v_{m+2} &= -B v_{m+1}, \\
v_{m+2}|_{t=0} &= v_0, \\
\frac{d}{dt} v_{m+1} + A v_{m+1} &= -B v_m, \\
v_{m+1}|_{t=0} &= v_0,
\end{aligned}
\]
we have
\[
\begin{cases}
\frac{d}{dt}(v_{m+2} - v_{m+1}) + A(v_{m+2} - v_{m+1}) = -B(v_{m+1} - v_m) & \text{on } (0, T), \\
(v_{m+2} - v_{m+1})|_{t=0} = 0.
\end{cases}
\]
Since $B(v_{m+1} - v_m) \in L^2(0, T; H)$, it follows from Lemma 6.2 and (6.12) to see that
\[
\|d(v_{m+2} - v_{m+1})/dt\|_{L^2(0, T; H)} + \|A(v_{m+2} - v_{m+1})\|_{L^2(0, T; H)} \\
\leq C_A \|B(v_{m+2} - v_{m+1})\|_{L^2(0, T; H)} \\
\leq (\sqrt{2}C_1 + C_2 \sqrt{e^{2T} - 1})C_A \|v_{m+1} - v_m\|_Y.
\]
From
\[
v_{m+2}(t) - v_{m+1}(t) = \int_0^t e^{-(t-\tau)}A^\dagger B(v_{m+1} - v_m) \, d\tau,
\]
we use (6.12) and the Hölder inequality to check that
\[
\sup_{0 < \tau < T} \{e^{-\tau} \|v_{m+1} - v_m\|_H\} \leq (\sqrt{2}C_1 + C_2 \sqrt{e^{2T} - 1})\|v_{m+1} - v_m\|_Y.
\]
Combining (6.35) and (6.36) gives (6.34). Therefore the proof of Proposition 6.4 is finished. \hfill \Box

Finally, we prove Theorem 6.3.

**Proof of Theorem 6.3.** Fix $v_0 \in D(A^\dagger)$. Let $v_1$ and $v_{m+1}$ be the solutions to system (6.7) and (6.8), obtained by Proposition 6.4. We first show (i). Assume that $T < \infty$ and that
\[
C_1(C_A + 1) < \frac{1}{4\sqrt{2}}.
\]
Write
\[
T_\ast = \min \left\{ T, \frac{1}{2} \log \left( 1 + \frac{1}{16C_2^2(C_A + 1)^2} \right) \right\}.
\]
It is easy to check that
\[
\sqrt{2}C_1(C_A + 1) \leq \frac{1}{4}, \tag{6.37}
\]
and
\[
C_2(C_A + 1)\sqrt{e^{2T_\ast} - 1} \leq \frac{1}{4}, \tag{6.38}
\]
From the assertion (i) of Proposition 6.4, (6.37), and (6.38), we find that}
\[
\|v_{m+1}\|_{Y_\ast} \leq \|v_0\|_H + \sqrt{2}\|A^\dagger v_0\|_H + \frac{1}{2}\|v_m\|_{Y_\ast},
\]
\[
\|v_{m+2} - v_{m+1}\|_{Y_\ast} \leq \frac{1}{2}\|v_{m+1} - v_m\|_{Y_\ast}.
\]
Since $\|v_1\|_{Y_\ast} \leq \|v_0\|_H + \sqrt{2}\|A^\dagger v_0\|_H$, we see that for each $m \in \mathbb{N}$,
\[
\|v_m\|_{Y_\ast} \leq 2\|v_0\|_H + 2\sqrt{2}\|A^\dagger v_0\|_H,
\]
and
\[
\|v_{m+2} - v_{m+1}\|_{Y_\ast} \leq \left( \frac{1}{2} \right)^m \|v_2 - v_1\|_{Y_\ast} \leq \left( \frac{1}{2} \right)^m \{3\|v_0\|_H + 3\sqrt{2}\|A^\dagger v_0\|_H\}.\]
From a fixed point argument, we have a unique function $v$ in $Y_T$ satisfying
\begin{equation}
\lim_{m \to \infty} \|v_m - v\|_{Y_T} = 0, \\
\|v\|_{Y_T} \leq 2\|v_0\|_H + 2\sqrt{2}\|A^2v_0\|_H.
\end{equation}
Using (6.12), (6.38), and (6.39), we see that
\begin{equation}
Bv \in L^2(0,T; H).
\end{equation}
Since $v_{m+1}$ satisfies the system
\begin{equation}
\begin{cases}
\frac{d}{dt}v_{m+1} + Av_{m+1} = -Bv_m & \text{on } (0,T), \\
v_{m+1}|_{t=0} = v_0,
\end{cases}
\end{equation}
and that for $0 < t < T$
\begin{equation}
v_{m+1}(t) = e^{-tA}v_0 - \int_0^t e^{-(t-\tau)A}Bv_m \, d\tau,
\end{equation}
we apply (6.39) and (6.12) to see that
\begin{equation}
\left\| \frac{d}{dt}v + Av + Bv \right\|_{L^2(0,T; H)} = 0,
\end{equation}
and that for $0 < t < T$
\begin{equation}
v(t) = e^{-tA}v_0 - \int_0^t e^{-(t-\tau)A}Bv \, d\tau.
\end{equation}
Since $e^{-tA}$ is a contraction $C_0$-semigroup on $H$ and (6.40) holds, we use the Hölder inequality to check that
\begin{equation}
\|v(t) - v_0\|_H \leq \|e^{-tA}v_0 - v_0\|_H + t^\frac{1}{2}\|Bv\|_{L^2(0,T; H)} 
\to 0 \quad (t \to 0 + 0).
\end{equation}
Therefore the assertion (i) of Theorem 6.3 is proved. The assertion (ii) is similar. □

7. Existence of Strong Solutions to Advection-Diffusion Equation

In this section we prove the existence of local and global-in-time strong solution to system (1.1). From Lemmas 5.1 and 5.2 we only have to consider the existence of strong solutions to system (1.2). To consider (1.2), we write system (1.2) as follows:
\begin{equation}
\begin{cases}
\frac{d}{dt}v + Av = -Bv & \text{on } (0,T), \\
v|_{t=0} = v_0,
\end{cases}
\end{equation}
where $B = B(t) = L(t) - A$. Here $L$ and $A (= A_2)$ are the two operators defined by (1.3) and (3.1), respectively. Set
\begin{equation}
\begin{cases}
Bf = B(t)f, \\
D(B(t)) = D(A),
\end{cases}
\end{equation}
\begin{equation}
\begin{cases}
(Lf) = L(t)f, \\
D(L(t)) = D(A).
\end{cases}
\end{equation}
In this section, we apply Theorem 6.3 to construct strong solutions to system (7.1). Set $\mathcal{M}_i(t)$ and $\mathcal{M}_f$ as in Section 2 (i = 1, 2, 3, 4, 5).
7.1. **Time-dependent Laplace-Beltrami Operator.** The aim of this subsection is to prove the following key lemma to apply Theorem 6.3.

**Lemma 7.1.** Let $C_4$ be the positive constant appearing in (5.2). Then

(i) There is $C_\ast > 0$ such that for all $f \in D(A)$ and $0 \leq t < T$,

\[
\|B(t)f\|_{L^2(U)} \leq 2C_4M_1\|Af\|_{L^2(U)} + C_\ast\|f\|_{L^2(U)}.
\]

(ii) For all $f \in D(A)$ and $0 \leq t < T$,

\[
\|B(t)f\|_{L^2(U)} \leq 2C_4\sum_{j=1}^4 M_1\|Af\|_{L^2(U)} + M_5\|f\|_{L^2(U)}.
\]

(iii) For all $f \in D(A)$ and $0 \leq t < T$,

\[
\|B(t)f\|_{L^2(U)} \leq 2C_4(M_1 + M_2 + M_3 + M_4 + M_5)\|Af\|_{L^2(U)}.
\]

(iv) There is $C > 0$ such that for all $\varphi \in C((0,T); D(A))$ and $0 < s \leq t < T$,

\[
\|B(t)\varphi(t) - B(s)\varphi(s)\|_{L^2(U)} \leq C(t-s)(\|A\varphi(t)\|_{L^2(U)} + \|\varphi(t)\|_{L^2(U)})
\]

\[
+ C(\|A\varphi(t) - A\varphi(s)\|_{L^2(U)} + \|\varphi(t) - \varphi(s)\|_{L^2(U)}).
\]

Applying Lemmas 3.4, 7.1, and Proposition 8.2 we have the following lemma.

**Lemma 7.2.** Assume that

\[
2C_4M_1 \leq \frac{1}{4}.
\]

Then for each fixed $t_0 \in [0,T)$ the operator $-L(t_0)$ generates an analytic semigroup on $L^2(U)$.

**Proof of Lemma 7.1.** Fix $f \in D(A)$. A direct calculation shows that

\[
B(t) = L(t)f - Af
\]

\[
= -\frac{1}{\sqrt{g}}\frac{\partial}{\partial X_\alpha}\left(\hat{\kappa}\sqrt{g}g^{\alpha\beta}\frac{\partial f}{\partial X_\beta}\right) + \frac{1}{2\sqrt{g}}\left(\frac{dg}{dt}\right)f + \left(\lambda_1\frac{\partial^2 f}{\partial X_1^2} + \lambda_2\frac{\partial^2 f}{\partial X_2^2}\right)f
\]

\[
= B_1(t)f + B_2(t)f + B_3(t)f + B_4(t)f + B_5(t)f.
\]

Here

\[
B_1(t)f := -(\hat{\kappa}\hat{g}^{11} - \lambda_1)\frac{\partial^2 f}{\partial X_1^2} - (\hat{\kappa}\hat{g}^{22} - \lambda_2)\frac{\partial^2 f}{\partial X_2^2} - 2\hat{\kappa}\hat{g}^{12}\frac{\partial^2 f}{\partial X_1\partial X_2},
\]

\[
B_2(t)f := -\frac{\hat{\kappa}}{2\sqrt{g}}\frac{\partial g^{\alpha\beta}}{\partial X_\alpha}\frac{\partial f}{\partial X_\beta},
\]

\[
B_3(t)f := -\frac{\partial g^{\alpha\beta}}{\partial X_\alpha}\frac{\partial f}{\partial X_\beta},
\]

\[
B_4(t)f := -\frac{\partial\hat{\kappa}}{\partial X_\alpha}g^{\alpha\beta}\frac{\partial f}{\partial X_\beta},
\]

\[
B_5(t)f := \frac{1}{2\sqrt{g}}\left(\frac{dg}{dt}\right)f.
\]

We first consider $B_1(t)f$. From $(\hat{g}^{\alpha\beta})_{2 \times 2} = (g_{\alpha\beta})^{-1}_{2 \times 2}$, we find that

\[
B_1(t)f = -\left(\hat{\kappa}\hat{g}^{22} - \lambda_1\right)\frac{\partial^2 f}{\partial X_1^2} - \left(\hat{\kappa}\hat{g}^{11} - \lambda_2\right)\frac{\partial^2 f}{\partial X_2^2} + 2\hat{\kappa}\hat{g}^{12}\frac{\partial^2 f}{\partial X_1\partial X_2}.
\]
This gives
\begin{equation}
\|B_1(t)f\|_{L^2(U)} \leq \left( \left\| \kappa \frac{\partial g_1}{\partial X} - \lambda_2 \right\|_{L^\infty} + \left\| \kappa \frac{\partial g_2}{\partial X} - \lambda_1 \right\|_{L^\infty} + 2 \left\| \kappa \frac{\partial g_3}{\partial X} \right\|_{L^\infty} \right) \| \nabla_X f \|_{L^2(U)}.
\end{equation}

Next we consider $B_2(t)f + B_3(t)f + B_4(t)f$. From $\left( g^\alpha \right)_{2 \times 2} = (g_{\alpha \beta})_{2 \times 2}$, we find that
\begin{align*}
B_2(t)f + B_3(t)f + B_4(t)f &= \left\{ \kappa \frac{g_{11}}{G} \frac{\partial g_{22}}{\partial X_1} - \frac{\partial g_{12}}{\partial X_2} \right\} \frac{\partial f}{\partial X_1} \\
&\quad + \left\{ \kappa \frac{g_{11}}{G} \frac{\partial g_{12}}{\partial X_1} - \frac{\partial g_{11}}{2G^2} \left( g_{22} \frac{\partial g}{\partial X_1} - g_{12} \frac{\partial g}{\partial X_2} \right) \right\} \frac{\partial f}{\partial X_1} \\
&\quad + \left\{ \frac{g_{22}}{G} \frac{\partial \kappa}{\partial X_1} \frac{\partial g_{12}}{\partial X_2} \frac{\partial f}{\partial X_1} + \frac{g_{11}}{G} \frac{\partial \kappa}{\partial X_1} \frac{\partial g_{11}}{\partial X_1} - \frac{g_{12}}{G} \frac{\partial \kappa}{\partial X_2} \frac{\partial f}{\partial X_2} \right\} \frac{\partial f}{\partial X_2}.
\end{align*}

Therefore, we see that
\begin{equation}
\|B_2(t)f + B_3(t)f + B_4(t)f\|_{L^2(U)} \leq (M_2(t) + M_3(t) + M_4(t)) \| \nabla_X f \|_{L^2}.
\end{equation}

It is easy to check that
\begin{equation}
\|B_5(t)f\|_{L^2(U)} \leq M_5(t) \| f \|_{L^2(U)}.
\end{equation}

Now we derive (7.2). Using the interpolation inequality (3.4), we find that there is $C_{**} > 0$ independent of $f$ such that for all $0 \leq t < T$,
\begin{equation}
\|B_2(t)f + B_3(t)f + B_4(t)f\|_{L^2(U)} \leq (M_2(t) + M_3(t) + M_4(t)) \| \nabla_X f \|_{L^2(U)}.
\end{equation}

By (3.4), (7.6), (7.7), and (7.9), we have
\begin{equation}
\|B(t)f\|_{L^2(U)} \leq 2C_2M_1\|Af\|_{L^2(U)} + (C_{**} + M_5) \| f \|_{L^2(U)},
\end{equation}
which is (7.2). Similarly, we use (3.4), (7.7), (7.8), and (7.9) to have (7.3) and (7.4).

Finally, we derive (7.5). Fix $\varphi \in C((0,T); D(A))$ and $0 < s \leq t < T$. Since $\hat{\varphi} = \hat{\varphi}(X, t)$ is a $C^2$-function (Definition 2.1), $\hat{\kappa} = \kappa(X, t)$ is a $C^2$-function (Assumption 2.3), and
\begin{equation}
B(t)\varphi(t) - B(s)\varphi(s) = \{B(t) - B(s)\} \varphi(t) + B(s)\{\varphi(t) - \varphi(s)\},
\end{equation}
we use (3.2) and the mean-value theorem to have (7.5). Therefore, Lemma 7.1 is proved.

7.2. Existence of Strong Solutions to Advection-Diffusion Equation. Let us show the existence of strong solutions to the advection-diffusion equation (4.1) by Theorem 6.3 and Lemmas 5.1, 5.3, 7.1, and 7.2. Let $C_1, C_A$, and $C_\alpha$ be the three positive constants in (4.2), (4.3), and (4.4). Define
\begin{equation}
Z_T = \{ \varphi \in C((0,T); L^2(U)) ; \| \varphi \|_{L^2(U)} < \infty \}
\end{equation}
with
\begin{equation}
\| \varphi \|_{Z_T} := \sup_{0 < t < T} \{ e^{-t} \| \varphi \|_{L^2(U)} \} + \| \partial \varphi / \partial t \|_{L^2(0,T; L^2(U))} + \| A \varphi \|_{L^2(0,T; L^2(U))}.
\end{equation}
Assume that
\[(7.10) \quad 2C_2M_1 \leq \frac{1}{4}.
\]
From Lemmas 3.4, 7.1 and 7.2, we see that the three operators $A$, $B$ and $L$ satisfy the properties as in Assumption 6.1. Therefore, we apply Theorem 6.3 and Lemma 7.1 to have the following three propositions.

**Proposition 7.3.** Assume that $T < \infty$ and that
\[(7.11) \quad 2C_2M_1(C_A + 1) < \frac{1}{4\sqrt{2}}.
\]
Then for each $v_0 \in D(A^{1/2})$ system (7.1) admits a unique strong solution $v$ in $Z_{T^*}$, satisfying
\[
\|v\|_{Z_{T^*}} \leq 2\|v_0\|_{L^2(U)} + 2\sqrt{2}\|A^{1/2}v_0\|_{L^2(U)}.
\]
Here
\[
T^* = \min \left\{ T, \frac{1}{2} \log \left(1 + \frac{1}{16C_2^2(C_A + 1)^2} \right) \right\}.
\]

**Proposition 7.4.** Assume that $T < \infty$ and that
\[(7.12) \quad 2C_2(M_1 + M_2 + M_3 + M_4)(C_A + 1) < \frac{1}{4\sqrt{2}}.
\]
Then for each $v_0 \in D(A^{1/2})$ system (7.1) admits a unique strong solution $v$ in $Z_{T^*}$, satisfying
\[
\|v\|_{Z_{T^*}} \leq 2\|v_0\|_{L^2(U)} + 2\sqrt{2}\|A^{1/2}v_0\|_{L^2(U)}.
\]
Here
\[
T^* = \min \left\{ T, \frac{1}{2} \log \left(1 + \frac{1}{16M_2^2(C_A + 1)^2} \right) \right\}.
\]

**Proposition 7.5.** Assume that $T = \infty$ and that
\[(7.13) \quad 2C_2(M_1 + M_2 + M_3 + M_4 + M_5)(C_A + 1) < \frac{1}{4\sqrt{2}}.
\]
Then for each $v_0 \in D(A^{1/2})$ system (7.1) admits a unique strong solution $v$ in $Y_\infty$, satisfying
\[
\|v\|_{Y_\infty} \leq 2\|v_0\|_{L^2(U)} + 2\sqrt{2}\|A^{1/2}v_0\|_{L^2(U)}.
\]
Remark that (7.10) holds if either (7.11), (7.12), or (7.13) holds. Applying (7.5), Lemmas 5.1-5.3, Propositions 7.3-7.5, we have Theorems 2.4-2.6.

8. Appendix: Maximal $L^p$-Regularity and Semigroup Theory

In this section we introduce the maximal $L^p$-in-time regularity for Hilbert space-valued functions and the basic semigroup theory. Let $H$ be a (complex) Hilbert space and $\| \cdot \|_H$ its norm. Let $A : D(A) \subset H \to H$ and $B : D(B) \to H$ be two linear operators on $H$ such that $D(A) \subset D(B)$. Define $Lf := Af + Bf$ and $D(L) := D(A)$.

We first state the maximal $L^p$-regularity of the generator of a bounded analytic semigroup on $H$. From [4], we have the following proposition.
Proposition 8.1 (Maximal $L^p$-regularity). Let $1 < p < \infty$. Assume that $-A$ generates a bounded analytic semigroup on $H$. Then $A$ has the maximal $L^p$-regularity, i.e., there is $C_A(p) > 0$ such that for each $T \in (0, \infty]$ and $F \in L^p(0, T; H)$ there exists a unique function $V$ satisfying the system:

$$\begin{cases}
\frac{d}{dt}V + AV = F & \text{on } (0, T), \\
V|_{t=0} = 0,
\end{cases}$$

and the estimates:

$$\|dV/dt\|_{L^p(0, T; H)} + \|AV\|_{L^p(0, T; H)} \leq C_A(p)\|F\|_{L^p(0, T; H)}.$$ 

See also [3] and [14] for maximal $L^p$-regularity.

Next we introduce basic semigroup properties. From [15, Sections 2 and 3] and [17, Section 2], we have the following two propositions.

Proposition 8.2 (Perturbation theory). Assume that $-A$ generates an analytic semigroup on $H$. Suppose that there are $C_1, C_2 > 0$ such for all $f \in D(A)$

$$\|Bf\|_H \leq C_1\|Af\|_H + C_2\|f\|_H.$$ 

Then the following two assertions hold:

(i) There is $\delta_A > 0$ such that if $C_1 \leq \delta_A$ then the operator $-L$ generates an analytic semigroup on $H$.

(ii) Assume in addition that $-A$ generates a contraction $C_0$-semigroup on $H$. Then the operator $-L$ generates an analytic semigroup on $H$ if $C_1 \leq 1/4$.

Proposition 8.3 (Fractional power of $A$). Assume that $-A$ generates a bounded analytic semigroup on $H$ and that $A$ is a non-negative selfadjoint operator on $H$. Then the following three assertions hold:

(i) For each $0 < a \leq 1$, $0 < t < T$, and $f \in D(A^a)$,

$$A^a e^{-tA}f = e^{-tA}A^a f.$$ 

(ii) For each $0 < a \leq 1$, there is $C_a > 0$ such that for all $t > 0$ and $f \in D(A^a)$,

$$\|A^ae^{-tA}f\|_H \leq C_a t^{-a}\|f\|_H.$$ 

(iii) For each $0 < a \leq 1$, there is $C_a > 0$ such that for all $t > 0$ and $f \in D(A^a)$,

$$\|(e^{-tA} - 1)f\|_H \leq C_a t^a\|A^a f\|_H.$$ 
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