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ABSTRACT

In this study, we carried out a comparative analysis to examine the effects of various chaotic systems on the robustness of image encryption. To do that, a chaotic-system-based encryption scheme was used. Different kinds of chaotic systems such as sine map, logistic map, and tent map have been used to understand the effects of chaotic systems on encryption. In the encryption scheme, confusion and diffusion processes have been performed. Row- and column-based scrambling algorithms have been used for confusion, whereas simplified modulo-operation-based algorithm has been used for diffusion. In the analysis part, the correlation of two neighboring pixels and entropy are calculated to understand the effects of three different chaotic maps. Furthermore, numerous tests such as parameter value sensitivity, initial condition sensitivity, robustness against noise, robustness against data loss, and chi-squared test have been done to evaluate the performances of chaotic systems. All analyses in this study have been carried out in MATLAB environment.
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Introduction

With rapid improvements in information technology, ensuring secure transmission of digital data has become an important issue [1-3]. The image or video data should be encrypted for maintaining the security in data transfer [4]. Numerous image encryption schemes have been proposed in literature to achieve that [1, 5-20], among which are chaotic-system-based image encryption schemes [1, 5-16, 20].

Typically, an image encryption algorithm includes two stages that are confusion and diffusion [1]. Confusion phase can be performed by pixel position permutation, whereas diffusion phase can be carried out by pixel value transformation [15].

In this study, the effects of various chaotic systems on the robustness of image encryption have been examined. For this purpose, three chaotic systems that are sine map, logistic map, and tent map have been used. Analyses, including adjacent pixel correlation, information entropy, initial condition value sensitivity, parameter value sensitivity, robustness against noise, robustness against data loss, and chi-squared test have been carried out to determine the performance of the chaotic systems.

Chaotic-map-based image encryption scheme

A chaotic-system-based encryption algorithm to cipher the image has been used in this study. Three chaotic maps that are sine map, logistic map, and tent map have been employed in the encryption algorithm.

Sine map can be described by equation (1) [8].

\[ X_{n+1} = \frac{b \sin(\pi X_n)}{4} \]  

(1)

where \( b \in (0, 4) \), \( X_n \in (0, 1) \), and the initial value \( X_0 \in (0, 1) \).
Logistic map can be defined by equation (2) [8].

\[ X_{n+1} = rX_n(1-X_n) \]  

(2)

where \( r \in (0, 4) \), \( X_n \in (0, 1) \), and the initial value \( X_0 \in (0, 1) \).

Tent map can be described by equation (3) [2].

\[ X_{n+1} = \begin{cases} \mu X_n & \text{if } X_n < 0.5 \\ \mu(1-X_n) & \text{if } X_n \geq 0.5 \end{cases} \]

(3)

where \( \mu \in (0, 2) \), \( X_n \in (0, 1) \), and the initial value \( X_0 \in (0, 1) \).

In the encryption scheme, there are two stages such as confusion and diffusion. Row- and column-based scrambling algorithms have been used to perform permutation operation with regard to pixel positions in the plain image as confusion, and a modulo-based diffusion algorithm has been simplified in this study [21].

**Row-scrambling-based confusion**

Parameter value and initial value belonging to the corresponding chaotic map are chosen. For the plain image of size \( M \times N \), the iteration of chaotic maps were done as given in equations (1-3). \( C \) was calculated as shown in equation (4) and different values of \( M \) different values were generated.

\[ C = \text{mod} (\text{round}(X_n \times 10^{14}), 256) \]

(4)

where mod denotes modulo operation and round operation rounds a numeric number to its closest integer. The sequence \( c \) is sorted and then the new sequence \( d \) depending on the indices of elements of sequence \( c \) is generated. \( d = \{d_1, d_2, \ldots, d_M\} \). The rows of plain image depending on \( d \) are rearranged. Carry the \( d_i \) row to the first row, \( d_j \) row to the second row, and so on. \( M \) rows according to \( d \) are carried [21].

**Column-scrambling-based confusion**

After row scrambling is completed, a similar operation is performed for the columns of the image. We erase the sequence \( c \) to generate a new sequence and continue to do the iteration of chaotic maps given in equations (1-3), \( C \) was calculated as shown in equation (4), and different values of \( M \times N \) obtained. The sequence \( c \) is sorted, and then the new sequence \( d \) depending on the indices of elements of sequence \( c \) is generated. \( d = \{d_1, d_2, \ldots, d_M\} \). The rows of plain image depending on \( d \) are rearranged. Carry the \( d_i \) column of the \( i^{th} \) row to the first column, \( d_j \) column of the \( j^{th} \) row to the second column, and so on. \( M \) columns according to \( d \) are carried [21].

**Modulo-operation-based diffusion**

After confusion stage is completed, diffusion stage is carried out. In this study, we simplified the modulo-operation-based diffusion operation given in [21]. The modulo operation used as diffusion operation had only two terms in the suggested study, whereas the modulo-based diffusion algorithm given in [21] included four terms. The diffusion equation used in this study is presented in equation (5).

\[ C_{ixj} = \text{mod}((C_{ixj} + e_{ixj}), 256) \]

(5)

where \( C_{ixj} \) is the current ciphered value of the pixel. By using equation (5), pixel value transformation throughout the image was performed.

**Analysis results**

The results of the study were presented after performing numerous analyses, such as adjacent pixel correlation, information entropy, initial condition sensitivity, parameter sensitivity, robustness against noise, robustness against data loss, and chi-squared test. For each analysis, the impact of the chaotic system on the robustness of encryption is given.

**Adjacent pixel correlation**

A good encryption scheme should reduce the correlation coefficient between neighboring pixels, as the correlation coefficient between neighboring pixels of a plain image in vertical, horizontal, and diagonal directions is high [22]. To perform the analysis of correlation coefficient \( \rho_{xy} \), the following equation is calculated [10, 23].

\[ \rho_{xy} = \frac{\text{cov}(x, y)}{\sqrt{\text{D}(x)\text{D}(y)}} \]

(6)

where \( \text{cov}(x,y) = \{x-E(x)]\{y-E(y)] \) and \( \rho_{xy} \in [0,1] \). \( E(x) \) and \( E(y) \) are the average values of \( x \) and \( y \), respectively, and \( \text{D}(x) \) and \( \text{D}(y) \) denote the standard deviations belonging to \( x \) and \( y \), respectively. The lower the value of \( \rho_{xy} \), the lower the correlation between neighboring pixels. Thus, the correlation for the encrypted image is supposed to be approximately zero. Table 1 gives the correlation coefficient values belonging to the plain images and the encrypted images for three chaotic maps. When we examine the effects of chaotic maps on the value of correlation, Table 1 reveals that tent map provides better performance with regard to vertical and horizontal coefficients, whereas the diagonal coefficient of sine-map-based encryption is lower compared with that of other chaotic maps.

**Information entropy**

The distribution of gray-scale values (0–255) for an image can be given by information entropy. High information entropy leads to a uniform distribution. The entropy of a source is calculated using equation (7) [22].

\[ H(s) = -\sum_{i=0}^{N} p(s_i) \log_2 p(s_i) \]

(7)
Table 2 shows the entropy values belonging to the plain image and the encrypted images for three chaotic maps. The information value is calculated as 7.4318 for the plain image. For encrypted images, the information entropy values obtained are 7.9974, 7.9973, and 7.9971 using sine map, logistic map, and tent map, respectively. Therefore, sine-map-based encryption scheme leads to a more uniform distribution for the encrypted image.

**Sensitivity to parameter and initial condition values**

A efficient encryption algorithm should be highly sensitive to the initial condition and parameter values [24]. A slight alteration in secret parameter and initial condition values leads to a huge change in the decrypted image. It means that when the secret parameter value and initial condition value used in encryption and decryption phases are not equal, an identical decrypted image as the plain image cannot be obtained. Table 3 shows sensitivity to the initial condition and parameter values for different chaotic maps, namely sine, logistic, and tent maps. As can be seen from Table 3, all the chaotic maps have the same sensitivity, which is $10^{-15}$ to the parameter value of chaotic maps. However, sine- and tent-map-based encryption has more sensitivity to the initial condition value compared with logistic-map-based encryption. For example, in the logistic-map-based encryption, when we decrypt the encrypted image using the parameter value with only $10^{-15}$ difference compared with the value used in the encryption phase, the plain image cannot be obtained correctly. Similarly, in the logistic-map-based encryption, when we decrypt the encrypted image using the initial condition value $X_0$ with only $10^{-19}$ difference compared with the value used in the encryption phase, the plain image is not acquired appropriately.

**Robustness to noise and data loss**

In the transmission and processing stages of the encrypted image, data loss can occur in the encrypted image or noise can be added to it [10, 25]. To determine the behavior of the robustness of chaotic-map-based encryption scheme, we enabled data loss to the image and also corrupted it by noise. In the data loss analysis, we cropped the encrypted images at half and quarter degrees, given in Figures 1 and 2, respectively. In noise analysis, we added salt and pepper noise, including in-

| Table 2. Information entropy values belonging to the plain image and the encrypted images for three chaotic maps |
|--------------------------------------------------|
| **Encrypted image**                         |
| Plain image | Logistic map | Sine map | Tent map |
| 7.4318     | 7.9973      | 7.9974   | 7.9971   |

| Table 3. Sensitivity to parameter and initial condition values for different chaotic maps |
|--------------------------------------------------|
| **Logistic map** | Sine map | Tent map |
| Parameter value | $10^{-15}$ | $10^{-15}$ | $10^{-15}$ |
| Initial condition value | $10^{-19}$ | $10^{-21}$ | $10^{-21}$ |
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The effects of various chaotic maps on the robustness to data loss and noise are verified using parameters such as structural similarity index metric (SSIM), mean absolute error (MAE), mean squared error (MSE), and peak signal to noise ratio (PSNR). We compared the plain images with the decrypted images using these metrics. The formulas of parameters are given in equations (8-11) [25-27]. The equation for SSIM is presented in equation (8).

\[
SSIM = \frac{\left(2\bar{x}\bar{y} + C_1\right)\left(2\sigma_{xy} + C_2\right)}{\left(\sigma_x^2 + \sigma_y^2 + C_2\right)\left((\bar{x})^2(\bar{y})^2 + C_1\right)}
\]  

where \(x\), \(y\), \(\sigma_x\), \(\sigma_y\), and \(\sigma_{xy}\) represent the average of the image for the theoretical result, the average of the image for analysis result, the variance of the image for theoretical result, the variance of the image for analysis result, and the covariance of the images for theoretical result and analysis results, respectively. \(C_1\) and \(C_2\) are constant.

The equation of MSE is presented as follows:

\[
MSE = \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} (x(i,j) - y(i,j))^2
\]

where \(M\) and \(N\) denote the width and height in the image. \(x(i,j)\) and \(y(i,j)\) indicate the theoretical result and analysis result, respectively. MAE can be calculated as follows:

\[
MAE = \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} |x(i,j) - y(i,j)|
\]

PSNR can be defined as given in equation (11).

\[
PSNR = 10 \log_{10} \left( \frac{2^8 - 1)^2}{\sqrt{MSE}} \right)
\]

where \(x(i,j)\) is equal to \(y(i,j)\), PSNR, MAE, MSE, and SSIM are calculated as \(\infty\), 0, 0, and 1, respectively.

Table 4 demonstrates the quality measurement parameters to determine the robustness against data loss and noise in terms of chaotic maps used in the encryption. When we compare chaotic maps in terms of SSIM belonging to data loss analysis, it can be seen that the tent map for half degree cropping and logistic map for one-fourth degree cropping enable higher robustness. Similarly, when we compare chaotic maps in terms of SSIM belonging to noise analysis, it can be seen that tent map for the noise strength of 0.2 and logistic map for the noise strength of 0.05 provide higher robustness.

**Chi-squared test**

In this part of the study, chi-squared test was carried out to justify the uniformity of the histogram of the encrypted image [5, 20].

---

**Table 4. Quality measurement parameters for the robustness analysis of data loss and noise**

| Analysis           | Chaotic maps | SSIM   | MSE      | MAE     | PSNR   |
|--------------------|--------------|--------|----------|---------|--------|
| 1/2 degree cropping| Logistic map | 0.0827 | 3.8354e+03 | 36.2755 | 12.2927 |
|                    | Sine map     | 0.0872 | 3.8960e+03 | 36.5927 | 12.2246 |
|                    | Tent map     | 0.0898 | 3.8695e+03 | 36.4659 | 12.2543 |
| 1/4 degree cropping| Logistic map | 0.1791 | 1.9314e+03 | 18.2106 | 15.2720 |
|                    | Sine map     | 0.1716 | 1.9397e+03 | 18.2283 | 15.2534 |
|                    | Tent map     | 0.1777 | 1.9344e+03 | 18.1894 | 15.2653 |
| Noise strength of 0.2| Logistic map | 0.1853 | 1.5625e+03 | 14.7350 | 16.1926 |
|                    | Sine map     | 0.1879 | 1.5544e+03 | 14.5854 | 16.2152 |
|                    | Tent map     | 0.1915 | 1.5315e+03 | 14.4630 | 16.2797 |
| Noise strength of 0.05| Logistic map | 0.4609 | 378.2404  | 3.5670  | 22.3531 |
|                    | Sine map     | 0.4565 | 404.7725  | 3.7351  | 22.0587 |
|                    | Tent map     | 0.4466 | 404.4683  | 3.7911  | 22.0620 |
The chi-squared test can be defined as follows:

\[ \chi^2 = \sum_{i=0}^{255} \frac{(q_i - \bar{q})^2}{\bar{q}} \]  
(12)

where \( q_i \) shows the occurrence frequency of the pixel value \( i \) in the image and \( \bar{q} \) is expressed as follows:

\[ \bar{q} = \frac{M \times N}{256} \]  
(13)

when the value of chi-squared is lower, the distribution of the encrypted image becomes more uniform. As can be clearly seen from Table 5, the encrypted image using sine map is more uniform compared with the encrypted images with other chaotic maps.

Table 5. Chi-squared test of the plain image and the encrypted images based on three chaotic maps

|         | Logistic map | Sine map | Tent map |
|---------|--------------|----------|----------|
| Plain image | 247.5703     | 239.4922 | 262.6563 |
| 4.1155e+04 | 247.5703     | 239.4922 | 262.6563 |

The conclusion

In this study, we compared the encryption schemes with various chaotic maps such as sine, logistic, and tent maps to evaluate the effects of chaotic systems on the robustness of image encryption. In the encryption scheme, row- and column-based scrambling algorithms for confusion and simplified modulo-operation-based algorithm for diffusion were used. We carried out numerous analyses, including adjacent pixel correlation, information entropy, initial condition value sensitivity, parameter value sensitivity, robustness against noise, robustness against data loss, and chi-squared test. In the adjacent pixel correlation analysis, sine and tent maps enabled better performance than that of logistic map. When we compared information entropy for the three chaotic maps, it was clear that sine map enabled higher robustness. All chaotic maps had same sensitivity in terms of secret parameter value; however, sine and tent maps provided more robustness in terms of initial condition sensitivity. Tent map offered more robustness for half degree data loss and noise strength of 0.2, whereas logistic map enabled more robustness for one-fourth degree data loss and noise strength of 0.05. Chi-squared test reveals that sine map enabled more uniformity in the encrypted image than other chaotic maps.
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