Scrubinizing CKM unitarity with a new measurement of the $K_{\mu 3}/K_{\mu 2}$ branching fraction
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Abstract

Precision tests of first-row unitarity of the Cabibbo–Kobayashi–Maskawa (CKM) matrix currently display two intriguing tensions, both at the 3σ level. First, combining determinations of $V_{ud}$ from superallowed $\beta$ decays with $V_{us}$ from kaon decays suggests a deficit in the unitarity relation. At the same time, a tension of similar significance has emerged between $K_{\mu 2}$ and $K_{\mu 3}$ decays. In this Letter, we point out that a measurement of the $K_{\mu 3}/K_{\mu 2}$ branching fraction at the level of 0.2% would have considerable impact on clarifying the experimental situation in the kaon sector, especially in view of tensions in the global fit to kaon data as well as the fact that the $K_{\mu 2}$ channel is currently dominated by a single experiment. Such a measurement, as possible for example at NA62, would further provide important constraints on physics beyond the Standard Model, most notably on the role of right-handed vector currents.

1. Introduction

Unitarity of the Cabibbo–Kobayashi–Maskawa (CKM) matrix [1,2] has a long tradition as a precision test of the Standard Model (SM). In particular, the first-row unitarity relation,

$$|V_{ud}|^2 + |V_{us}|^2 + |V_{ub}|^2 = 1,$$

(1)

can be probed with high precision, from a combination of $\beta$ and kaon decays that allow one to reach an uncertainty in $V_{ud}$ and $V_{us}$ of a few times 10^{-4}. Given that $|V_{ub}|^2 \approx 1.5 \times 10^{-5}$ [3], its role can be largely ignored, and the challenge in testing Eq. (1) lies in precision determinations of $V_{ud}$ and $V_{us}$.

For $V_{ud}$, superallowed nuclear $\beta$ decays (0+ → 0+ transitions) have long been the primary source of information, reaching an experimental sensitivity of 1.1 × 10^{-4} on $V_{ud}$ [3]. This makes nuclear corrections to the SM prediction the main source of uncertainty. In the recent literature, the discussion has focused on universal corrections from $\gamma W$ box diagrams [5,11] that apply equally to the nuclear case, i.e., to superallowed $\beta$ decays, as well as to neutron decay. A comparative review of these corrections is provided in Appendix A, leading to the values of the respective corrections in Eq. (A.8) that we will use in the following. Employing the same input as Ref. [1] for all other corrections, this yields

$$V_{ud}^{0+0+} = 0.97367(11)_{\text{exp}}(13)_{\lambda_\tau}^{(27)}_{\text{BS}(27)}_{\text{spin}}^{N_{\text{S}}\text{[32]}}_{\text{total}},$$

(2)

where the third, nuclear uncertainty from Ref. [12] has also been adopted in Refs. [3,4]. Keeping this additional nuclear uncertainty seems warranted also in view of concerns regarding isospin-breaking corrections [13,17], but improving these nuclear-structure uncertainties may be possible in the future given recent advances in ab-initio theory for nuclear $\beta$ decays [18,20].

An alternative determination of $V_{ud}$ is possible from neutron decay [21]. This option is free of nuclear uncertainties but requires knowledge of the neutron to proton axial current matrix element. The master formula in this case thus requires information on the neutron lifetime $\tau_n$ and, in addition, on the nucleon isovector axial charge $\lambda = g_A/g_V$, which at the relevant precision is extracted from experimental measurements of the $\beta$ asymmetry in polarized neutron decay. With current world averages [3], one has

$$V_{ud}^{\text{PDG}} = 0.97441(3)_{f(13)}^{(82)}_{\lambda_\tau}(28)_{\tau_n}[88]_{\text{total}},$$

(3)

where the first error arises from the propagation of the uncertainty in the phase-space factor $f = 1.6887(1)$ [21]. However, especially the value of $\lambda$ carries an inflated uncertainty due to scale factors, and we believe that the current best experiments imply more information than suggested by the global averages. Therefore, using only Ref. [22] for $\tau_n$ and Ref. [23] for $\lambda$, we find

$$V_{ud}^{\text{best}} = 0.97413(3)_{f(13)}^{(35)}_{\lambda_\tau}(20)_{\tau_n}[43]_{\text{total}},$$

(4)

which is getting close to the sensitivity of superallowed $\beta$ decays [2] if there the nuclear-structure uncertainties are included. In the following, we will focus on Eqs. (2) and (4) when discussing the state of CKM unitarity, as well as their combination,

$$V_{ud}^\beta = 0.97384(26),$$

(5)

as the current most optimistic determination (to good approximation, both numbers can be considered uncorrelated, since the errors are dominated by nuclear-structure corrections and neutron-decay measurements, respectively). For completeness, we also mention the result from pion $\beta$ decay [24,27]

$$V_{ud}^\pi = 0.97386(281)_{\text{BR}(9)}^{(14)}_{\lambda_\tau}(28)_{\tau_n}[283]_{\text{total}},$$

(6)
with uncertainty entirely dominated by the branching fraction [23] (the subleading errors refer to the pion lifetime $\tau_{\pi}$, radiative corrections [25, 27], and the phase-space factor, whose uncertainty mainly arises from the pion mass difference). A competitive determination requires a dedicated experimental campaign, as planned at the PIONEER experiment [28].

The best information on $V_{ud}$ comes from kaon decays, $K_{\ell 2} = K \to \ell \nu$, and $K_{\ell 3} = K \to \pi \ell \nu$. The former is typically analyzed by normalizing to $\pi\ell$ decays [29], leading to a constraint on $V_{us}/V_{ud}$, while $K_{\ell 3}$ decays give direct access to $V_{ud}$ when the corresponding form factor is provided from lattice QCD [30].

Details of the global fit to kaon decays, as well as the input for decay constants, form factors, and radiative corrections, are discussed in Sec. 2, leading to

$$
\frac{V_{ud}}{V_{ut}} = 0.23108(23)_{\text{exp}}(42)_{F_\ell}/F_\pi(16)_{\text{MB}}[51]_{\text{total}},
$$

$$
V_{us}^{K_{\ell 3}} = 0.22330(35)_{\text{exp}}(39)_{f}/(8)_{\text{MB}}[53]_{\text{total}},
$$

(7)

where the errors refer to experiment, lattice input for the matrix elements, and isospin-breaking corrections, respectively. Together with the constraints on $V_{ut}$, these bands give rise to the situation depicted in Fig. 1 on the one hand, there is a tension between the best fit and CKM unitarity, but another tension between the best fit and CKM unitarity, arising entirely from meson decays, is due to the fact that the $K_{\ell 2}$ and $K_{\ell 3}$ constraints intersect away from the unitarity circle. Additional information on $V_{ud}$ can be derived from $\pi$ decays [31, 32], but given the larger errors [33, 34] we will continue to focus on the kaon sector.

The main point of this Letter is that given the various tensions in the $V_{ud}-V_{ut}$ plane, there is urgent need for additional information on the compatibility of $K_{\ell 2}$ and $K_{\ell 3}$ data, especially when it comes to interpreting either of the tensions (CKM unitarity and $K_{\ell 2}$ versus $K_{\ell 3}$) in terms of physics beyond the SM (BSM). In particular, the data base for $K_{\ell 2}$ is completely dominated by a single experiment [35], and at the same time the global fit to all kaon data displays a relatively poor fit quality. All these points could be scrutinized by a new measurement of the $K_{\ell 3}/K_{\ell 2}$ branching fraction at the level of a few permil, as possible at the NA62 experiment. Further, once the experimental situation is clarified, more robust interpretations of the ensuing tensions will be possible, especially regarding the role of right-handed currents both in the strange and non-strange sector. To make the case for the proposed measurement of the $K_{\ell 3}/K_{\ell 2}$ branching fraction, we first discuss in detail its impact on the global fit to kaon data and the implications for CKM unitarity in Sec. 2. The consequences for physics beyond the SM are addressed in Sec. 3 before we conclude in Sec. 4.

### 2. Global fit to kaon data and implications for CKM unitarity

The current values for $V_{us}$ and $V_{ut}/V_{ud}$ given in Eq. (7) are obtained from a global fit to kaon decays [36, 39], updated to include the latest measurements, radiative corrections, and hadronic matrix elements. In particular, the fit includes data on $K_{\ell 3}$ decays from Refs. [40–46], on $K_{\ell 2}$ decays from Refs. [47–58], and on charged-kaon decays from Refs. [55, 59–75]. Since we focus on the impact of a new $K_{\ell 3}/K_{\ell 2}$ measurement, e.g., at NA62, we reproduce the details of the charged kaon fit in Table 1 where, however, the value for $V_{us}$ from $K_{\ell 3}$ decays includes the results obtained for all decay modes, accounting for correlations among them. The extraction of $V_{us}$ from $K_{\ell 3}$ decays requires further input on the respective form factors, which are taken in the dispersive parameterization from Ref. [75], constrained by data from Refs. [74, 80]. This leaves form-factor normalizations, decay constants, and isospin-breaking corrections in both $K_{\ell 2}$ and $K_{\ell 3}$ decays.

For $K_{\ell 2}$ we follow the established convention to consider the ratio to $\pi\ell$ decays [29] (pion lifetime [64, 81, 83] and branching fraction [60, 69] are taken from Ref. [3]), since in this ratio certain structure-dependent radiative corrections [60, 91] cancel and only the ratio of decay constants $F_K/F_\pi$ needs to be provided. We use the isospin-breaking corrections from Ref. [92] together with the $N_f = 2 + 1 + 1$ isospin-limit ratio of decay constants $F_K/F_\pi = 1.1978(22) [93, 94]$, where this average accounts for statistical and systematic correlations between the results, some of which make use of the same lattice ensembles. For $K_{\ell 3}$ decays we use the radiative corrections from Refs. [97, 99] (in line with the earlier calculations [100, 101]), the strong isospin-breaking correction $\Delta S(1/2) = 0.0252(11)$ from Refs. [100, 102] evaluated with the $N_f = 2 + 1 + 1$ quark-mass double ratio $Q = 22.5(5)$ and ratio $m_\pi/m_{ud} = 27.23(10)$,

![Figure 1: Constraints in the $V_{ud}$-$V_{ut}$ plane.](attachment:image.png)
The scale factors are given to quantify the tension as originating therefrom [3]. Note that the branching ratios for column of Table 1. The resulting constraints in the Viktingham approach [104], and the form-factor normalization $22^\beta V$ of two kaon bands and the $Q_{\Delta \pi}$ both from Ref. [30] (the value of $\Delta_{\pi\pi}$ is consistent with $Q = 22.1(7)$ from $\eta \to 3\pi$ [103] and $Q = 22.4(3)$ from the Cotttingham approach [104]), and the form-factor normalization $f_\pi(0) = 0.9698(17)$ [30, 105, 106]. This global fit then defines the current baseline result given in Eq. (7) and the first column of Table 1. The resulting constraints in the $V_{ud}$-$V_{us}$ plane are shown in Fig. 1. The illustrations among the two kaon bands and the $V_{ud}$ determinations from superallowed $\beta$ and neutron decays (commonly denoted by $V_{ud}$, see Eq. 5). To quantify the tensions with CKM unitarity, there are thus several possible variants

$$
\Delta_{\text{CKM}}^{(1)} = |V_{ud}|^2 + |V_{us}|^2 + |V_{us}|^2 - 1,
\Delta_{\text{CKM}}^{(2)} = |V_{ud}|^2 + |V_{us}|^2 + |V_{us}|^2 - 1,
\Delta_{\text{CKM}}^{(3)} = |V_{ud}|^2 + |V_{us}|^2 + |V_{us}|^2 - 1,
$$

which differ in their BSM interpretation; see Sec. 3. The numerical results are also included in Table 1.

With the results shown in Table 1 the impact of a new $K_{\Delta\pi}/K_{\pi\pi}$ measurement becomes apparent: first, the biggest scale factor in the current fit arises in the $K_{\pi\pi}$ channel, while the $K_{\Delta\pi}$ data base is dominated by a single experiment [35]. To date, no direct measurements of the ratio exist apart from the very early ones in Refs. [60,110,111], which, however, are not precise enough to be included in the fit, in such a way that the

| current fit | $K_{\Delta\pi}/K_{\pi\pi}$ BR at 0.5% | $K_{\pi\pi}/K_{\Delta\pi}$ BR at 0.2% |
|-------------|---------------------------------|---------------------------------|
|             | central  | $+2\sigma$ | $-2\sigma$ | central  | $+2\sigma$ | $-2\sigma$ |
| $\chi^2/\text{dof}$ | 25.5/11 | 25.5/12 | 31.8/12 | 32.1/12 | 25.5/12 | 35.6/12 | 35.9/12 |
| p-value [%] | 0.78 | 1.28 | 0.15 | 0.13 | 1.28 | 0.04 | 0.03 |
| $\text{BR}(\mu\nu)$ [%] | 63.58(11) | 63.58(09) | 63.44(10) | 63.72(11) | 63.58(08) | 63.36(10) | 63.80(11) |
| $S(\mu\nu)$ | 1.1 | 1.1 | 1.3 | 1.4 | 1.2 | 1.6 | 1.7 |
| $\text{BR}(\pi\pi\tau)$ [%] | 20.64(7) | 20.64(6) | 20.73(7) | 20.55(8) | 20.64(6) | 20.78(7) | 20.50(10) |
| $S(\pi\pi\tau)$ | 1.1 | 1.2 | 1.3 | 1.5 | 1.2 | 1.5 | 2.0 |
| $\text{BR}(\pi\pi\pi\pi)$ [%] | 5.56(4) |
| $S(\pi\pi\pi\pi)$ | 1.0 |
| $\text{BR}(K_{\Delta\pi})$ [%] | 5.088(27) | 5.088(24) | 5.113(25) | 5.061(31) | 5.088(23) | 5.128(24) | 5.046(32) |
| $S(K_{\Delta\pi})$ | 1.2 | 1.2 | 1.2 | 1.6 | 1.3 | 1.3 | 1.8 |
| $\text{BR}(\Delta_{\pi\pi})$ [%] | 3.366(30) | 3.366(13) | 3.394(16) | 3.336(27) | 3.366(7) | 3.411(13) | 3.320(18) |
| $S(\Delta_{\pi\pi})$ | 1.9 | 1.2 | 1.5 | 2.6 | 1.1 | 2.2 | 3.1 |
| $\tau_{\beta}$ [ns] | 12.384(15) | 12.384(15) | 12.382(15) | 12.385(15) | 12.384(15) | 12.381(15) | 12.386(15) |

Table 1: Fit results for the current global fit as well as variants including a new measurement of the $K_{\Delta\pi}/K_{\pi\pi}$ branching fraction, with uncertainty of 0.5% and 0.2%, respectively, and central value either as expected from the current fit, $\text{BR}(K_{\Delta\pi})/\text{BR}(K_{\pi\pi}) = 0.05294(51)$, or shifted by $2\sigma$ or the current fit error. In each channel, the scale factors are given to quantify the tension as originating therefrom [3]. Note that the branching ratios for $\pi\pi\tau$ and $\pi\pi\pi\pi$ are virtually unaffected by the new measurement due to very few correlated ratios with the (semi-) leptonic channels in the data base (in cases in which no significant changes occur, only a single entry is given that applies to all columns). The values of $V_{ud}$ and $V_{us}/V_{us}$ are extracted using the same input as described in the main text, adding in quadrature all uncertainties given in Eq. 7. $\Delta_{\text{CKM}}^{(1)}$ are defined in Eq. 8, and $\Delta_{\text{CKM}}^{(2)}$ are evaluated using $V_{ud}^\text{C}$ from Eq. 5.

\[ \Delta_{\text{CKM}}^{(1)} = -0.00176(56) \]
\[ \Delta_{\text{CKM}}^{(2)} = -0.00098(58) \]
\[ \Delta_{\text{CKM}}^{(3)} = -0.0164(63) \]

We use the $N_f = 2 + 1 + 1$ average from Ref. [30], which is dominated by Ref. [106]. This value is in agreement with the $N_f = 2 + 1$ average $f_\pi(0) = 0.967(7)\text{[106]}$, and also marginally with Ref. [104] due to the large asymmetric error.
current value quoted in Table 1 derives in a complicated way from the correlations in the global fit.

Accordingly, new information on these two channels is paramount to resolve or corroborate current tensions, which lead to a p-value below 1%. The expected impact is then illustrated by the benchmarks in the subsequent columns, showing the result of the global fit when adding a hypothetical measurement of the $K_{33}/K_{22}$ branching fraction with a precision of 0.5% and 0.2%, and central values as expected from the current fit or shifted by $2\sigma$ of its error in either direction. The 0.5% and 0.2% precision benchmarks were chosen because they are within experimental reach. The main goal of the NA62 experiment at the CERN SPS is to measure the branching ratio for the rare decay $K^+ \rightarrow \pi^+ \nu \bar{\nu}$; to this end, the experiment normally runs at high intensity with a dedicated trigger. In order to perform high-precision measurements of branching-fraction ratios relevant to first-row CKM unitarity tests, the experiment could collect the needed data in a short run with a minimum-bias trigger, at low intensity and with special emphasis on maintaining data-taking conditions as stable as possible. It is likely that with a run of less than two weeks in duration, the uncertainty on the measurement of $K_{33}/K_{22}$ would be dominated by systematics. Estimation of NA62’s systematic sensitivity in this channel is beyond the scope of this work; we limit ourselves to quantifying right-handed currents in the non-strange and strange sectors, respectively. Working at first order in $c$, the CKM elements in Eq. (8) as extracted from the (vector-current mediated) three-particle decays are contaminated by 1 + $c$, the ones from the (axial-current mediated) two-particle decays by 1 − $c$, resulting in

$$
\Delta_{\text{CKM}}^{(1)} = 2\epsilon_R + 2\Delta\epsilon V_{us}^2,
\Delta_{\text{CKM}}^{(2)} = 2\epsilon_R - 2\Delta\epsilon V_{us}^2,
\Delta_{\text{CKM}}^{(3)} = 2\epsilon_R + 2\Delta\epsilon (2 - V_{us}^2),
$$

(9)

The corresponding constraints are shown in Fig. 2 and point to non-zero values for both $\epsilon_R$ and $\Delta\epsilon_R$. $\epsilon_R$ can be isolated by taking the average of $\Delta_{\text{CKM}}^{(1)}$ and $\Delta_{\text{CKM}}^{(2)}$, while $\Delta\epsilon_R$ is obtained from the combination

$$
r \equiv \left( \frac{1 + \Delta_{\text{CKM}}^{(2)}}{1 + \Delta_{\text{CKM}}^{(3)}} \right)^{1/2} = \frac{V_{us}}{V_{us}} \left| \frac{K_{33}/K_{22}}{V_{us}} \right| = 1 - 2\Delta\epsilon_R.
$$

(10)

Using current input from Eqs. (5) and (7), one obtains:

$$
\epsilon_R = -0.69(27) \times 10^{-3} \quad [2.5\sigma],
\Delta\epsilon_R = -3.9(1.6) \times 10^{-3} \quad [2.4\sigma].
$$

(11)

With a projected measurement of the $K_{33}/K_{22}$ branching ratio at 0.2% level at 2$\sigma$ above the current measurement, the above numbers change to

$$
\epsilon_R = -0.67(27) \times 10^{-3} \quad [2.5\sigma],
\Delta\epsilon_R = -1.8(1.6) \times 10^{-3} \quad [1.1\sigma],
$$

(12)

while a future measurement at 0.2% with central value 2$\sigma$ below the current one would give

$$
\epsilon_R = -0.70(27) \times 10^{-3} \quad [2.6\sigma],
\Delta\epsilon_R = -5.7(1.6) \times 10^{-3} \quad [3.5\sigma].
$$

(13)

This shows that the proposed measurement would have a significant impact on revealing or further constraining right-handed...
charged currents involving strange quarks. In particular, the non-vanishing value of \( \epsilon_R \) is mainly driven by the \( \beta \)-decay observables, while the goal of the new \( K_{\mu 3}/K_{\mu 2} \) input would be a conclusive answer to the question whether or not further strangeness right-handed currents need to be invoked. Here, the sensitivity of \( \Delta \epsilon_R \) to the different scenarios reflects similar changes in \( \Lambda_{\text{CKM}}^{(3)} \) as observed in Table 1.

We note here that other probes of \( \epsilon_R \) and \( \Delta \epsilon_R \) are currently less constraining and are not reported in Fig. 2. In particular, \( \epsilon_R \) can be determined from the comparison of the experimentally measured axial charge \( \lambda = g_A/g_V \) and its value computed in lattice QCD [30,134,135], up to a recently uncovered electromagnetic correction [136]. This results in \( \epsilon_R = -0.2(1.2)\% \). Similarly, assuming a high-scale origin for the right-handed couplings and writing the operator in an SU(2) \( \times U(1) \) invariant form, one obtains constraints from associated Higgs production at the few-percent level [132].

A similar analysis could be performed in terms of pseudoscalar couplings \( \epsilon_P, \epsilon_P^{(3)} \), which only affect the axial-current induced two-particle decays via \( 1 - \epsilon \). Accordingly, we have

\[
\Delta \epsilon_P^{(3)} = 0, \quad \Lambda_{\text{CKM}}^{(2)} = -2\Delta \epsilon_P V_{ud}^2, \quad \Lambda_{\text{CKM}}^{(3)} = 2\Delta \epsilon_P (1 - V_{us}^2),
\]

which shows that not all tensions can be explained in terms of a pseudoscalar operator.

4. Conclusions

In this Letter, we have made the case that a new precision measurement of the \( K_{\mu 3}/K_{\mu 2} \) branching fraction would have a major impact on clarifying the current tensions in the unitarity relation for the first row of the CKM matrix. As a first step, we have presented an update of the global fit to kaon data; see Eq. (7), including the most recent measurements, radiative corrections, and hadronic matrix elements. We have also performed a comparative review of recent calculations of the \( \gamma W \) box corrections to the \( \beta \)-decay observables, leading to the corrections in Eq. (A.3), to obtain up-to-date values for \( V_{ud} \) determined from superallowed \( \beta \) decays and neutron decay; see Eq. (5) for the combined result when retaining only the current best neutron-decay measurements. Our main results are given in Table 1 where we show the impact of the proposed \( K_{\mu 3}/K_{\mu 2} \) measurement at 0.5% and 0.2% precision. These results demonstrate that already at 0.5% the additional input would be valuable to decide whether the current tensions, especially between \( K_{\mu 2} \) and \( K_{\mu 3} \) decays, are of experimental origin or point towards BSM effects, while a 0.2% measurement would have considerable impact on the global picture: the measure \( \Lambda_{\text{CKM}}^{(3)} \), which quantifies the CKM tension if only kaon-decay input is used, changes within \([-3.8\sigma, -1.4\sigma]\) when the \( K_{\mu 3}/K_{\mu 2} \) branching fraction is varied by \( \pm 2\sigma \) around its current expectation, and should thus provide a conclusive answer to the \( K_{\mu 2}/K_{\mu 3} \) tension. We further studied the BSM implications together with the \( \beta \)-decay observables, the main conclusion being that the proposed measurement would yield a powerful constraint on contributions from right-handed currents in the strange sector. Experimentally, such a measurement would be possible at NA62, presenting a unique opportunity to resolve or corroborate current tensions in the precision test of CKM unitarity.
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Appendix A. Radiative corrections to \( \beta \) decays

The determination of \( V_{ud} \) from superallowed \( \beta \) decays and neutron decay critically depends on radiative corrections. In particular, the universal corrections, \( \Lambda_{\text{CKM}}^{(3)} \) and \( \Delta \), respectively, have been evaluated by several groups in the recent literature [4,11], leading to significant changes with respect to the earlier evaluation from Ref. [5]. Many aspects of the different evaluations are highly correlated, in such a way that a simple average as proposed in Ref. [4] is not adequate. In this appendix, we review and compare the available calculations and present our best estimate for \( \Lambda_{\text{R}}^{(3)} \) and \( \Delta \).

The starting point is the master formula [137]

\[
1 + \Delta = \left[ 1 + \frac{\alpha}{2\pi} \left( g(E_m) - 3 \log \frac{m_p}{2E_m} \right) \right] \
\times \left[ L(2E_m, m_p) + \frac{\alpha}{2\pi} \delta + 2\xi \right] \left( g^2 + \xi \right)
\]

(A.1)
for the radiative correction in neutron decay, which involves the following contributions: \( E_m = 1.292381 \text{ MeV} \) is the endpoint electron energy, \( m_p \) the proton mass, \( \tilde{t}(E_m) = 0.015035 \) denotes the Sirlin function \[ 138 \], \( \tilde{t} = 0.00043 \) emerges as a Coulomb correction necessary in the factorized form \[ A.1 \], and

\[
L(2E_m, m_p) = 1 + \frac{3\alpha}{2\pi} \log \frac{m_p}{m_e} + O(\alpha^2)
\]

(A.2)

resums the large logarithms below \( m_p \). Dropping all these corrections specific to neutron decay, Eq. \( (A.1) \) reduces to \( \Delta_{\nu}^W \),

\[
1 + \Delta_{\nu}^W = \left| 1 + 2\alpha^W \right|_{Q^2 \geq \Delta_0^2} + \left| \hat{S}(m_p, M_Z) - \frac{\alpha}{2\pi} \log \frac{M_W}{M_Z} + 2\alpha^W \right|_{Q^2 \geq \Delta_0^2} + \text{NLL}
\]

(A.3)

Next,

\[
\hat{S}(m_p, M_Z) = 1 + \frac{3\alpha}{2\pi} \log \frac{M_Z}{m_p} + O(\alpha^2)
\]

(A.4)

resums the large logarithms above \( m_p \), except for the logarithm included in the \( \gamma W \) box correction \( \Delta_{A}^W \), because this logarithm is taken into account later by including the running of \( \alpha \) in the evaluation of the DIS region. Therefore, one would incur double counting when using the original \( S(m_p, M_Z) \) from Ref. \[ 137 \], and the corresponding change in the anomalous dimension is indicated by the tilde. \( \Delta_{A}^W \) has been the subject of most of the recent discussion in the literature. It can be expressed in the form \[ 7, 11 \]

\[
\Delta_{A}^W = \alpha \int_0^\infty \frac{dQ^2}{Q^2} \frac{M_W^2}{M_Z^2 + Q^2} \int_0^1 dx F_3^{(0)}(x, Q^2) \frac{1 + 2r}{(1 + r)^2},
\]

(A.5)

with \( r = \sqrt{1 + 4m_p^2x^2/Q^2} \) and the isoscalar structure function \( F_3^{(0)} \) in the normalization of Refs. \[ 3, 11 \] (a factor 4 larger than in Refs. \[ 6, 7 \]). In the master formula \[ A.1 \], the box contribution is separated into low- and high-\( Q^2 \) regions by introducing a cut \( Q_0^2 \) in Eq. \( A.3 \), to be able to pair each part with the appropriate resummation of logarithms. Finally, Eq. \( A.1 \) includes an estimate of next-to-leading logarithms, \( \Delta_{\nu}^W = 0.00010 \) \[ 137 \].

Before turning to \( \Delta_{A}^W \), we briefly comment on the resummation of the logarithmic corrections. For \( \hat{S}(m_p, M_Z) \) we take over the formalism from Ref. \[ 137 \], but use as starting point the MS value at the \( Z \)-boson mass \( \hat{M}_Z^\nu = 127.9529(9) \) \[ 3 \], which produces

\[
\hat{S}(m_p, M_Z) = 1.01682.
\]

(A.6)

For the resummation of the infrared logarithms, however, we do not rely on current quark masses for \( q = u, d, s \) \[ 137 \], but instead switch to a hadronic scheme below \( m_p \). In fact, this strategy better matches the calculation of the anomalous dimension of the leading logarithm, which, above \( m_p \), is derived from quark-level diagrams, but below relies on loop diagrams with hadronic degrees of freedom. We obtain

\[
L(2E_m, m_p) = \left( \frac{\hat{M}_Z^\nu}{\hat{M}_Z} \right)^{9/4} \left( \frac{\hat{M}_W^\nu}{\hat{M}_W} \right)^{9/8} \left( \frac{\hat{M}_K^\nu}{\hat{M}_K} \right)^{1} \left( \frac{\hat{M}_S^\nu}{\hat{M}_S} \right)^{9/10}
\]

(A.7)

where we determined \( \hat{\alpha} \) by conversion from the on-shell scheme at \( m_z \) \[ 139 \]. Numerically, the result is close to \( L(2E_m, m_p) = 1.02094 \) from Ref. \[ 137 \] (both larger than the leading logarithm \( L(2E_m, m_p) \rightarrow 1.02054 \)), but the main difference is conceptual: while the scheme of Ref. \[ 137 \] allows one to smoothly match \( \hat{\alpha} \) from the low- and high-energy end at \( m_p \), this comes at the expense of arbitrarily chosen quark masses. In our scheme, the running includes the relevant degrees of freedom in the low- and high-energy part of the calculation, with a matching correction at \( m_p \) that converts the two schemes. Including, in addition to charged pions and kaons, also \( \rho \) and \( K^* \) in the resummation \( A.7 \) only leads to marginal changes.

For the \( \gamma W \) box contributions we build upon the summary already compiled in Ref. \[ 11 \], which leads to the estimates given in Table \[ 2 \]. Since most of the calculations use \( Q_0^2 = 2 \text{ GeV}^2 \), we use this value for the primary separation, and the comparison between \( Q_0^2 = 1 \text{ GeV}^2 \) and \( 2 \text{ GeV}^2 \) from Ref. \[ 11 \] as an estimate for the translation. Similarly, we include the 4% enhancement from keeping the \( Q^2 \) dependence of \( \alpha(\hat{Q}^2) \) in the evaluation of the DIS contribution as quoted in Ref. \[ 11 \], which in Ref. \[ 5 \] enters instead as an additional enhancement factor in Eq. \( A.1 \). While there is reasonable agreement for the elastic and DIS regions once expressed in terms of the same conventions, some differences do remain in the Regge region of the integral, dominating the final uncertainty. To obtain a global estimate, we take in each category the naive average of the independent evaluations and assign an uncertainty that covers the spread in the results, as indicated in the last column in Table \[ 2 \].

| Category   | \( Q_0^2 \) (GeV^2) |
|------------|---------------------|
| Elastic    | 1.015(4)            |
| Resonance  | 0.046(1)            |
| Regge      | 0.52(7)             |

Table 2: Various contributions to \( \sigma_W^0 \) in units of \( 10^{-3} \). The different columns are based on the references as indicated, but correspond to the same conventions as far as possible (see main text), in particular, we use \( Q_0^2 = 2 \text{ GeV}^2 \) in the separation of low- and high-energy parts and include the running of \( \alpha \) in the evaluation of the DIS region (using the corrections from Ref. \[ 11 \] where modified; necessary modifications are indicated by an asterisk and not assigned an uncertainty estimate). The DIS contribution enters for \( Q^2 \geq Q_0^2 \) in Eq. \( A.1 \), the rest for \( Q^2 \leq Q_0^2 \). Note that the elastic contribution from Ref. \[ 5 \] is only integrated up to 1 GeV^2, which explains the slightly smaller value. The resonance and Regge regions in Refs. \[ 6, 7 \] are separated as indicated by Ref. \[ 2 \]. For Refs. \[ 8, 10 \] the inelastic contributions for \( Q^2 \leq Q_0^2 \) are booked in the "Regge" category. This compilation is inspired by Table I in Ref. \[ 11 \].

\[
\Delta_{\nu}^W = 0.02467(27), \quad \Delta_R = 0.03983(27).
\]

(A.8)
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