I. INTRODUCTION

Compact binaries are expected to be among the most significant sources for gravitational wave detectors, and over the last decade, modeling of these binaries has become a mature field. For two widely separated compact objects, post-Newtonian (pN) models of very high order have been developed \[1, 2\]. For compact objects of very dissimilar masses, calculations using gravitational self-force theory \[3, 4\] can now be performed with high accuracy at linear order in the mass ratio \[5, 9\], and calculations at second order in the mass ratio are underway \[10–14\]. For objects of similar mass and small separations, fully nonlinear numerical relativity can be used, and it is continually pushing to cover more of the binary parameter space \[15\]. Furthermore, effective-one-body theory (EOB) \[16–18\] has the potential to model all of these situations, given appropriate calibration data from each of the other models.

In the last few years, work has increasingly been done at the interface between these various models \[19\]. Of particular interest to us is that self-force data has been used to set benchmarks for numerical relativity, determine high-order pN parameters, and calibrate EOB. One thing that has aided these efforts is the advent of extreme-accuracy numerical self-force results, with accuracies of several hundred or thousands of digits \[9, 19\]. With these results, one can extract very high-order (linear-in-mass-ratio) post-Newtonian (pN) coefficients, which would be prohibitively difficult to calculate in an analytical pN framework. Perhaps surprisingly, with high-accuracy numerical self-force data one can extract not only numerical values of the pN coefficients, but their analytical form in terms of rational numbers (and their product with \(\pi\)), and for some terms, even analytical forms involving linear combinations of transcendental functions. The details of this procedure are given in Ref. \[20\].

To use data from one model in another, one must calculate gauge- and coordinate-invariant quantities that can be translated between formalisms. These invariants can be divided into those related to dissipation and those related to conservative effects. In the dissipative sector, for example, Ref. \[19\] calculated the ingoing-at-horizon and outgoing-at-infinity gravitational-wave fluxes to 21pN order for a particle in circular, equatorial orbit around a Kerr black hole. However, most of the work done has been in the conservative sector, where a richer variety of invariants appear. The paragon of conservative invariants is Detweiler’s redshift invariant \[21\], which is related to the binding energy and angular momentum of a quasi-circular binary system. Reference \[19\] determined the pN expansion of this invariant up to 10.5pN order for a particle in circular orbit around a Schwarzschild black hole, and Ref. \[20\] has pushed that expansion even further, to 21.5pN order.

Recently, other conservative invariants on circular orbits in Schwarzschild spacetime have been discovered and calculated: the linear-in-mass-ratio correction to the spin precession (due to the “self-torque” effect) was numerically calculated in Ref. \[22\], where the pN expansion was found up to 3pN order (also see \[23\]); and conservative tidal invariants, the eigenvalues of certain electric and magnetic tidal tensors, were calculated in Ref. \[8\] to more than machine precision.

In parallel with this numerical work, there have been analytical calculations of invariants, made possible by performing a pN expansion of the equations of self-force theory. Reassuringly, in all cases the results of the analytical calculations have precisely agreed with the expansions extracted from numerical data. Reference \[24\] analytically calculated the pN series of ingoing and outgoing fluxes for a particle in circular, equatorial orbit around a Kerr black hole and confirmed the results in Ref. \[19\] to
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due to the tidal interaction energy in the EOB formalism. A semi-analytical simulation of tidally interacting binary neutron stars using these calibrations was performed in Ref. \[32\], and for compact stars the model was confirmed by fully numerical simulation in Ref. \[33\].

Despite these successes, at this point in time, computa-
tions of the spin-precession and tidal invariants have been performed at much lower accuracy than the extreme-
certainty calculations in Refs. \[9, 19\]. In this paper, we pursue the program initiated in Refs. \[9, 19\] by calculating the spin-precession and tidal invariants with an accuracy greater than 1 part in \(10^{300}\) for circular orbits in Schwarzschild with orbital radii in the range \(10^{18}– 9 \times 10^{33}M\). This allows us to extract the pN expansion of the invariants to about 20 pN order. Such a procedure of extracting pN coefficients from high precision numerical data will be very important when calculating conservative invariants for orbits in Kerr spacetime, where ana-
ytical checks or computations are likely to be extremely difficult.

Besides our high accuracy, our calculations differ from others in our choice of gauge. Dolan et al. \[8, 22\] performed their calculations in the Lorenz gauge and Regge-Wheeler-Zerilli gauge. Bini & Damour \[29, 31\] performed theirs in the Regge-Wheeler-Zerilli gauge using analytical solutions of the Regge-Wheeler equation given by Ref. \[34\]. In this paper we use a radiation gauge, fol-

owing the methods of Refs. \[9, 35–37\]. Perturbations in radiation gauges can be reconstructed from solutions to the Teukolsky equation, making this gauge, unlike Lorenz and Regge-Wheeler-Zerilli, ideal for calculations in Kerr spacetime; hence, we view the calculations in this paper as a step toward computing analogous invariants in Kerr.

Although it has this distinct advantage, the radiation gauge has historically had two drawbacks. First, the re-

constructed metric does not contain the full solution of the linearized Einstein equation, but must be completed by adding a (non-radiation-gauge) perturbation that en-
codes the particle’s mass and angular momentum. (We shall refer to the gauge of the completed solution as a completed radiation gauge; elsewhere, it has been called a modified radiation gauge.) Second, most quantities of interest in self-force theory are constructed from a cer-
tain smooth vacuum perturbation called the Detweiler-Whiting (DW) regular field \[38\], which in practice is obtained from the retarded metric perturbation by sub-
tracting a certain divergent field called the DW singular

field. Until recently, there has been no well-justified way of performing this procedure in a radiation gauge, which has long been known to have pathological singularities away from the particle \[39\]. However, both of these issues have, to a large extent, been dealt with. Regarding the completion problem, it has been incrementally better understood over the last few years \[37, 40, 43\]. The present paper provides some description of the requirements on the completion term in the metric perturbation in Schwarzschild, and a future paper will contain a fuller description of the problem and its partial resolution in Kerr \[44\]. Regarding the problem of regularization, recent work of Pound, Merlin, and Barack (hereafter PMB) \[45\] has provided a rigorous means of obtaining the correct gravitational self-force from radiation-gauge perturbations, and this method has been concretely implemented in Ref. \[45\]. Here we use a regularization scheme, based on the results of PMB, that combines standard mode-sum regularization \[46\] with a certain averaging procedure. The rigorous justification of this scheme will be presented in a companion paper, but here we go some ways toward making it sensible by providing a suitable definition of the DW regular field in our completed radiation gauge.

The article is organized as follows. In Sec. \(II\) we de-

dscribe the setup of our calculations, the invariants we calculate, and our procedure for reconstructing and completing the retarded metric perturbation. In Sec. \(III\) we describe our regularization procedure. In Sec. \(IV\) we discuss the extraction of pN coefficients. Most of these coefficients we determine as numerical values, but we also determine many coefficients in analytical form. Because of the length of the expansions, we present the analytical coefficients in an appendix \[3\] and present the numerical coefficients in the accompanying supplementary files. We work in units with \(G = c = 1\).

Before proceeding to the body of the paper, we note that in parallel with our efforts, a group comprising Chris Kavanagh, Adrian Ottewill and Barry Wardell \[47\] have also performed very high-order pN expansions of the same invariants, using analytical methods in the Regge-

Wheeler-Zerilli gauge. At all orders that we have com-
pared, these two independent calculations have yielded identical results.

II. SETUP

A. Circular orbits and invariant quantities

We consider a particle of mass \(\mu\) orbiting a Schwarzschild black hole of mass \(M\). At zeroth order in \(\mu/M\), the trajectory is a circular geodesic \(\gamma_0\) of the Schwarzschild metric \(g_{\mu\nu}\). In Schwarzschild coordinates,
its 4-velocity is given by
\[ u^\alpha = u^t (t^\alpha + \Omega \phi^\alpha), \]
with
\[ u^t = \frac{1}{\sqrt{1 - \frac{\Delta M}{r_0^3}}}, \]
\[ \Omega = \sqrt{\frac{M}{r_0^3}}. \tag{1} \]
where \( r_0 \) is the orbital radius, \( \Omega \) is the orbital frequency,
and \( \phi^\alpha \) and \( t^\alpha \) are the rotational and timelike Killing
vectors of the Schwarzschild spacetime, respectively. The
orbital energy and angular momentum per unit mass are
given by
\[ \dot{E} = \frac{1 - \frac{2M}{r_0}}{\sqrt{1 - \frac{\Delta M}{r_0}}}, \]
\[ \dot{L}_z = \frac{Mr_0}{\sqrt{1 - \frac{\Delta M}{r_0}}} \tag{2} \]
At linear order in \( \mu/M \), the particle sources a perturbation \( h_{\mu\nu} \)
that exerts a self-force on the particle. The perturbed trajectory \( \gamma \)
is no longer a geodesic of the background metric, but it is a geodesic of an
effective metric \( g_{\mu\nu} = g_{\mu\nu} + h_{\mu\nu} \), where \( h_{\mu\nu} \)
is the DW regular field. If we consider only the conservative
dynamics, the perturbed trajectory can be chosen, like the zeroth-order one, to be
a circular orbit.

The perturbed spacetime loses the background's sta-
tionarity and rotational symmetry, but it inherits the orbit's helical symmetry. In convenient gauges, the helical Killing vector is given by
\[ k^\mu = t^\mu + \Omega \phi^\mu, \tag{3} \]
and at all points in the spacetime we have \( \mathcal{L}_k h_{\mu\nu} = 0 = \mathcal{L}_k h^R_{\mu\nu} \). We can use this Killing vector in combination with \( h^R_{\mu\nu} \) or derivatives of \( h^R_{\mu\nu} \) to construct meaningful scalar quantities on the orbit. Let \( \tilde{u}^\mu \) be the four-velocity of the perturbed trajectory, normalized as \( \tilde{g}_{\mu\nu} \tilde{u}^\mu \tilde{u}^\nu = -1 \). The simplest of the invariants is Detweiler's redshift invariant,
\[ \tilde{u}^t = 1/\sqrt{-\tilde{g}_{\mu\nu} k^\mu k^\nu}, \tag{4} \]
which is the rate of change of the time of an inertial frame at infinity relative to proper time in \( \tilde{g}_{\mu\nu} \) along the orbit. Next is the spin precession invariant,
\[ \tilde{\psi} = 1 - \tilde{\omega}/\tilde{u}^\phi, \tag{5} \]
which for a spinning particle is the angle of spin pre-
cession per unit radian of the circular orbit. Here the precession frequency is \( \omega^2 = -\frac{1}{2} (\tilde{u}^i)^2 \tilde{K}_{ij} \tilde{K}^{ij} \), where \( \tilde{K}_{ij} \tilde{K}^{ij} = \nabla^\mu k^\mu \gamma \), and \( \nabla^\mu \) is the covariant derivative compatible with \( \tilde{g}_{\mu\nu} \). The last set of quantities we shall consider are the eigenvalues of the electric and magnetic quadrupole tidal tensors associated with \( \tilde{g}_{\mu\nu} \). These are conveniently written in terms of a Lie-transported spatial triad \((e^1_i, e^2_i, e^3_i)\) on \( \gamma \). The eigenvalues of the electric tidal tensor are
\[ \lambda_i^E = \tilde{R}_{\mu\nu\alpha\beta} e^\mu_i e^\nu_i e^\alpha e^\beta, \tag{6} \]
with no summation over \( i \): the magnetic tidal tensor has two equal but opposite eigenvalues, with magnitude
\[ \lambda_i^B = \tilde{R}_{\mu\nu\alpha\beta} e^\mu_i e^\nu_i e^\alpha e^\beta. \tag{7} \]
Here \( \tilde{R}_{\mu\nu\alpha\beta} \) is the Riemann tensor of \( \tilde{g}_{\mu\nu} \).
From these scalars, we can obtain gauge-invariant perturba-
tive quantities by expanding \( \tilde{g}_{\mu\nu} \) around \( g_{\mu\nu} \) and \( \gamma \) around \( \gamma_0 \). Of interest to us in this paper are the linear perturbations in \( \tilde{\psi}, \lambda_i^E \), and \( \lambda_i^B \), which were derived in Refs. \[22\] and \[8\]. The explicit expressions in Schwarzschild coordinates are

\[ \Delta \tilde{\psi} = \frac{H_{t^r,\phi} - H_{t^\phi,r}}{2r_0 \tilde{u}^\phi} + \frac{1}{2r_0 \tilde{u}^\phi} \left[ \tilde{u}^\phi \left( \Omega \left( M r_0^2 h_{tt} + r_0 f_0^2 h_{R}^{R} \right) + 2M f_0 h_{R}^{R} \right) \right], \tag{8} \]
\[ \Delta \lambda_i^E = \frac{\Omega^2 f_0 (2r_0 - 3M) h_{rr}}{r_0 - 3M} - \frac{\Omega^2 (2r_0 - 6Mr_0 + 3M^2)}{f_0 (r_0 - 3M)^2} h_{tt} - \frac{6M \Omega f_0}{r_0 (r_0 - 3M)^2} \frac{\Omega^2 (r_0^2 - 3Mr_0 + 3M^2)}{r_0^2 (r_0 - 3M)^2} h_{\phi\phi}, \tag{9} \]
\[ \Delta \lambda_i^B = \frac{M}{r_0 (r_0 - 3M)^2} h_{kk,rr} - \frac{1}{2r_0^2 (r_0 - 3M)} h_{kk,\phi\phi} - \frac{\Omega^2}{r_0 (r_0 - 3M)^2} h_{kk}, \tag{10} \]
\[ \Delta \lambda_i^B = \frac{M}{r_0 (r_0 - 3M)^2} h_{kk} - \frac{1}{2r_0^2 (r_0 - 3M)} h_{kk,\phi\phi} - \frac{\Omega^2}{r_0 (r_0 - 3M)^2} h_{kk}. \tag{11} \]
\[ \Delta \lambda^B = \frac{3\Omega^3 f_0^{1/2}}{(r_0 - 3M)} h_{\theta \theta}^R + \frac{\Omega^3 f_0^{1/2}(r_0 - 9M)}{2(r_0 - 3M)^2} h_{\phi \phi}^R - \frac{\Omega^2(r_0 - M)}{f_0^{1/2}(r_0 - 3M)^2} h_{\phi \phi}^R - \frac{\Omega M(5r_0 - 9M)}{2f_0^{1/2} r_0 (r_0 - 3M)} h_{tt}^R - \frac{\Omega f_0^{3/2}}{r_0} h_{rr}^R \]
\[
+ \frac{f_0^{3/2}}{2f_0^{1/2} r_0 (r_0 - 3M)} \left[ [h_{\theta \theta, r}^R - 2h_{r, \theta}^R - h_{r, \phi}^R - h_{r, \phi}^R] + \frac{1}{2f_0^{1/2} r_0} \left( [(r_0 - 4M)h_{t, \phi}^R + \Omega(r_0 - 3M)h_{\phi, r}^R] - \frac{\Omega}{2f_0^{1/2}} h_{tt, r}^R \right) \right] + \frac{\Omega}{2f_0^{1/2} r_0 (r_0 - 3M)} \left[ f_0 h_{\phi, \theta, \theta}^R + r_0^2 h_{tt, \theta, \theta}^R \right] - \frac{1}{2f_0^{1/2} r_0} h_{\phi, \theta, \theta}^R + \frac{(r_0 - M)}{2f_0^{1/2} r_0 (r_0 - 3M)} h_{\phi, \theta, \theta}^R. \quad (12)
\]

where \( f_0 = 1 - 2M/r_0 \), \( h_{\alpha \beta} = h_{\alpha \beta}k^\alpha k^\beta \), all functions are evaluated on the zeroth-order trajectory, and commas denote partial derivatives with respect to coordinates. The tidal invariants are related by \( \Delta \lambda^E_1 + \Delta \lambda^E_2 + \Delta \lambda^E_3 = 0. \)

---

**B. Computation of the retarded field**

We calculate the retarded field \( h_{\mu \nu} \) in a completed radiation gauge. After decomposing the perturbation into tensor harmonic \( \ell \) modes, we calculate the \( \ell \geq 2 \) modes in an outgoing radiation gauge satisfying \( h_{ab}l^a = 0 \), where \( l^a \) is the outgoing principal null vector. We calculate the \( \ell = 0, 1 \) modes, which physically correspond to the spacetime’s change in mass and angular momentum, in the asymptotically flat Zerilli gauge. We briefly review the reconstruction formalism here; more detailed descriptions are available in Refs. [9] [33] [27] [14]. For the completion, we make several points about continuity which have not previously been discussed in the literature.

1. **Reconstruction**

The \( \ell \geq 2 \) part of the metric perturbation is extracted from a Hertz potential, \( \Psi \), which in turn is calculated from the perturbed spin-2 Weyl scalar, \( \psi \), by solving the separable Bardeen-Press-Teukolsky equation. The spin-2 retarded Weyl scalar has the form

\[ \psi_0(x) = \psi_0^{(0)} + \psi_0^{(1)} + \psi_0^{(2)}, \quad (13) \]

with

\[
\psi_0^{(0)} = 4\pi \mu u^\ell \sum_{\ell \geq 2} \sum_{m} A_{\ell m}[(\ell - 1)\ell(\ell + 1)(\ell + 2)]^{1/2} R_{H_{\ell m}}(r_0) R_{\infty_{\ell m}}(r_0) Y_{\ell m}(\theta, \phi) \left( \frac{\pi}{2}, \Omega \right), \quad (14a)
\]
\[
\psi_0^{(1)} = 8\pi i \mu u^\ell \sum_{\ell \geq 2} \sum_{m} A_{\ell m}[(\ell - 1)(\ell + 2)]^{1/2} Y_{\ell m}(\theta, \phi) Y_{\ell m}(\pi, 2\Omega \times \left\{ \left[ i m \Omega r_0^2 + 2r_0 \right] R_{H_{\ell m}}(r_0) R_{\infty_{\ell m}}(r_0) + \Delta_0 R'_{H_{\ell m}}(r_0) R_{\infty_{\ell m}}(r_0) + R_{H_{\ell m}}(r_0) R'_{\infty_{\ell m}}(r_0) \right] (r_0 - r) \right\} \right) \right), \quad (14b)
\]
\[
\psi_0^{(2)} = -4\pi \mu^2 u^\ell \sum_{\ell \geq 2} \sum_{m} A_{\ell m} Y_{\ell m}(\theta, \phi) Y_{\ell m}(\pi, 2\Omega \times \left\{ \left[ 30r_0^4 - 80Mr_0^3 + 48M^2 r_0^2 - m^2 \Omega^2 r_0^2 - 2\Delta_0^2 - 24\Delta_0 r_0(r_0 - M) + 6imr_0^2(r_0 - M) \right] R_{H_{\ell m}}(r_0) R_{\infty_{\ell m}}(r_0) + 2(6r_0^2 - 20Mr_0^3 + 16M^2 r_0^2 - 3r_0^2\Delta_0^2 + im\Omega \Delta_0 r_0^2) \right] R'_{H_{\ell m}}(r_0) R_{\infty_{\ell m}}(r_0) + \left[ \Delta_0^2 - 24\Delta_0 r_0(r_0 - M) + \Omega \Delta_0 r_0^2 \right] R_{H_{\ell m}}(r_0) R_{\infty_{\ell m}}(r_0) + W R_{H_{\ell m}}(r_0) R_{\infty_{\ell m}}(r_0) \right] (r_0 - r) \right\} \right), \quad (14c)
\]
Here $\Delta = r^2 - 2Mr$; $\Delta_0 = r_0^2 - 2Mr_0$; $\dot{Y}_{\ell m}(\theta, \phi)$ are the spin-weighted spherical harmonics; the functions $R_{H_{\ell m}}(r)$ and $R_{\infty_{\ell m}}(r)$ are the solutions of the homogeneous radial Teukolsky equation that are ingoing at the future event horizon and outgoing at null infinity, and a prime denotes a derivative with respect to $r$; the Wronskian,

$$W[R_{H_{\ell m}}(r), R_{\infty_{\ell m}}(r)] = R_{H_{\ell m}}R'_{\infty_{\ell m}} - R_{\infty_{\ell m}}R'_{H_{\ell m}}.$$  \hspace{1cm} (15)

and the quantities $A_{\ell m}$, given by

$$A_{\ell m} := \frac{1}{\Delta^3 W[R_{H_{\ell m}}(r), R_{\infty_{\ell m}}(r)]},$$  \hspace{1cm} (16)

are constants, independent of $r$.

The spin-weighted spherical harmonics $\dot{Y}_{\ell m}(\theta, \phi)$ and their $\theta$ derivatives at $\theta = \pi/2$ are calculated analytically. On the other hand, we compute the functions $R_{H_{\ell m}}$ and $R_{\infty_{\ell m}}$ to more than 550 digits of accuracy using expansions in terms of hypergeometric functions given in Ref. [48], namely

$$R_{H_{\ell m}} = e^{i\epsilon x} (-x)^{-2i\epsilon} \sum_{n=-\infty}^{\infty} a_n F(n + \nu + 1 - i\epsilon, -n - \nu - i\epsilon, -1 - 2i\epsilon; x),$$  \hspace{1cm} (17)

$$R_{\infty_{\ell m}} = e^{iz} z^{-2} \sum_{n=-\infty}^{\infty} (-2z)^n b_n U(n + \nu + 3 - i\epsilon, 2n + 2\nu + 2; -2iz),$$  \hspace{1cm} (18)

where $x = 1 - \frac{r^2}{2M}$, $\epsilon = 2M\alpha$ and $z = -\epsilon x$. We refer the reader to [48, 49] for the derivation of $\nu$ (called the renormalized angular momentum), and the coefficients $a_n$ and $b_n$. Here $F$ and $U$ are the hypergeometric and the (Tricomi’s) confluent hypergeometric functions. To minimize the computation time we find recurrence relations between the different $F$’s and $U$’s, so that $n=0$ and $1$ are sufficient to find all other $n$’s in Eqs. (17) & (18).

After obtaining the $\ell m$ modes of $\psi_0$, we calculate the radial part of the Hertz potential $\Psi$ using the algebraic

$$h_{11}^{\text{rec}} = \frac{r^2}{2} (\bar{\partial}^2 \Psi + \bar{\partial}^2 \bar{\Psi}),$$

$$h_{33}^{\text{rec}} = r^4 \left[ \bar{\partial}_t^2 - 2f \bar{\partial}_t \bar{\partial}_r + f^2 \bar{\partial}_r^2 - \frac{3(r - M)}{2r^2} \partial_t + \frac{f(3r - 2M)}{2r^2} \partial_r + \frac{r^2 - 2M^2}{r^4} \right] \Psi,$$

$$h_{13}^{\text{rec}} = -\frac{r^3}{2\sqrt{2}} \left( \bar{\partial}_t - f \bar{\partial}_r - \frac{\partial t}{r} \right) \bar{\partial} \Psi,$$  \hspace{1cm} (20, 21, 22)

where the subscript boldfaced numbers 1 and 3 respectively represent components along $t^a$ and $n^a$ (the complex null vector on the 2-sphere). The other quantities appearing here are $f = \Delta/r^2$ and the operators $\bar{\partial}$ and $\bar{\partial}$, the spin-raising and -lowering angular operators, which act on a spin-s quantity $\eta$ according to

$$\bar{\partial} \eta = - (\partial \theta + i \csc \theta \partial \phi - s \cot \theta) \eta,$$

$$\bar{\partial} \eta = - (\partial \theta - i \csc \theta \partial \phi + s \cot \theta) \eta.$$  \hspace{1cm} (23)

2. Completion

As mentioned previously, the reconstructed metric perturbation is incomplete. In the context of a Schwarzschild background, the reconstructed perturbation corresponds to the $\ell > 1$ tensor-spherical-harmonic modes of the solution to the linearized Einstein equation with a point particle source. To complete the solution, we must add perturbations that satisfy the remaining, $\ell = 0$ and $\ell = 1$, pieces of the Einstein equation.

Appendix A discusses a large range of gauge choices for the monopole solution. Here we add both monopole and
dipole solutions in the asymptotically flat Zerilli gauge, as given in Eqs. (18)-(19) of Ref. [29]. The non-zero components of the $\ell = 0$ mode are given by

$$h^{\delta M}_{tt} < = \frac{2\mu E}{r_0} \frac{1 - 2M}{1 - 2Mr_0},$$
$$h^{\delta M}_{tt} > = \frac{2\mu E}{r},$$

and those of the $\ell = 1$ mode are given by

$$h^{\delta J}_{t\phi} < = -\frac{2\mu E}{r_0} \frac{r^2 \sin^2 \theta}{r},$$
$$h^{\delta J}_{t\phi} > = -\frac{2\mu E}{r_0} \frac{\sin \theta}{r}. \tag{25}$$

The subscript $<$ ($>$) indicates the metric perturbation in the region $r < r_0$ ($r > r_0$). Outside the particle’s orbit, at $r > r_0$, the perturbation contains invariant shifts in the spacetime’s mass and angular momentum, corresponding to the contributions from the particle. Inside the particle’s orbit, at $r < r_0$, the perturbations are pure gauge. We can see this explicitly by adding a gauge perturbation $\xi^\mu$ with

$$\xi^\mu = (\mu E/\rho_0)\mu^\mu (r_0 - r),$$

which cancels the terms $h^{\delta M}_{tt} <$ and $h^{\delta J}_{t\phi} <$ given above.

The reader may question why one choice of gauge is preferable to another, and why we cannot simply set the perturbation in the region $r < r_0$ to zero, given that we are calculating invariant quantities. The answer is that, as mentioned below Eq. (12), the quantities are invariant only within a certain class of gauges. As is well known, the quantities we are interested in (at least as they have been formulated historically) are invariant only within the class of gauges in which the helical symmetry is manifest, in the sense that the Killing vector takes the simple form (3). It is also well known that these quantities are invariant only within gauges that agree on the time at infinity, which is usually resolved by working in gauges in which the asymptotic flatness is manifest, in the sense that $\lim_{r\to\infty} h^\mu = O(1/r)$ in asymptotically Cartesian coordinates $\left[\tilde{\mu}_\nu(\tilde{t},\tilde{\rho},\tilde{\phi})\right]$. However, here we point out that the quantities are invariant only within a class of gauges satisfying additional continuity conditions, which prove to be essential in our regularization scheme.

Let us first restrict to the class of gauges with manifest helical symmetry. The gauge transformations that alter our invariants even within this class are the ones which preserve the symmetry, in the sense that $\xi^\mu \delta h^\mu = 0$, but which alter the Killing vector, in the sense that $\xi^\mu \delta k^\mu \neq 0$. To our knowledge, the most general (continuous in $r$) gauge generator that accomplishes this is given by

$$\xi^\mu = (\alpha t + \alpha_2 \phi) t^\mu + (\beta_1 t + \beta_2 \phi) \phi^\mu, \tag{26}$$

where $\alpha_1$ and $\beta_i$ are arbitrary constants. This generates a transformation with nonzero components

$$\delta h^\mu = -2f \alpha_1, \tag{27}$$
$$\delta h_{t\phi} = r^2 \beta_1 \sin^2 \theta - f \alpha_2, \tag{28}$$
$$\delta h_{\phi\phi} = 2r^2 \beta_2 \sin^2 \theta. \tag{29}$$

It alters the helical Killing vector to $k^\mu \rightarrow k^\mu + \delta k^\mu$, where

$$\delta k^\mu = \xi^\nu \delta k_\nu = - (\alpha_1 + \Omega \alpha_2) t^\mu - (\beta_1 + \Omega \beta_2) \phi^\mu. \tag{30}$$

By rewriting $k^\mu + \delta k^\mu$ in the form (3) (times an overall constant), we find that this shift simply corresponds to $\Omega \rightarrow \Omega + \delta \Omega + O(\mu^2)$, with $\delta \Omega = (\alpha_1 - \beta_2 + \Omega \alpha_2 - \beta_1/\Omega) \Omega$.

One can reason that the transformations spoil invariance because our invariants are defined by an expansion at fixed $\Omega$, while these transformations alter $\Omega$. This makes the transformations dangerous, because the gauge perturbation $\xi^\mu$ is helically symmetric, satisfying $L_k \delta h^\mu = 0$. So if two people compute one of the “invariants” in two different gauges related by this transformation, they might each think they are working in suitable gauges. But the gauge perturbation contributes to the “invariant”, and the two people will obtain different values from their calculations. To eliminate this possibility, we must impose conditions on $h^\mu$ that fix the freedom represented by the generator (26). First, we notice that the $\alpha_2$ term in Eq. (28) diverges (in regular Cartesian coordinates) at $\theta = 0$ and $\pi$. So we can remove that freedom by requiring regularity at the poles. Similarly, the $\beta_2$ term contains conical singularities at $\theta = 0$ and $\pi$, with a deficit (or excess) angle of $2\pi \beta_2$; this is to be expected from the fact that in Eq. (26) it corresponds to the coordinate transformation $\phi \rightarrow \phi - \beta_2 \phi$.

This leaves us with the freedom in $\xi^\mu = \alpha_1 t^\mu + \beta_1 t \phi^\mu$. At this stage, we must consider jump discontinuities at $r = r_0$. We replace $\alpha_1$ with $\alpha_1 = \alpha_1 + \theta^+ + \alpha_1 - \theta^-$, and the analogue for $\beta_1$, with $\theta^\pm = \theta(\pm (r - r_0))$. This transformation still preserves the helical symmetry of the metric perturbation, as the gauge perturbation it generates has the helically symmetric form

$$\delta h_{tt} = -2f (\alpha_1 t^+ + \alpha_1 t^-), \tag{31}$$
$$\delta h_{t\phi} = r^2 (\beta_1 t^+ + \beta_1 t^-) \sin^2 \theta. \tag{32}$$

As mentioned at the beginning of this discussion, we can partly abolish this freedom by imposing asymptotic flatness. Assuming we always work in an asymptotically flat gauge, the only remaining part of the unwanted freedom

---

1 We stress “manifestness” here because this is only a matter of gauge choice; the physical solution will still possess a Killing symmetry even if we switch to a gauge in which that symmetry is not plain to see, and likewise for asymptotic flatness.
is encoded in the gauge perturbations

\[ \delta h_{tt} = -2f \alpha_1 - \theta(r_0 - r), \quad (33) \]
\[ \delta h_{t\phi} = r^2 \beta_1 - \theta(r_0 - r) \sin^2 \theta. \quad (34) \]

How do we escape this last bit of freedom? Here we propose what we consider to be the most natural choice: we require continuity of the \( h_{tt} \) and \( h_{t\phi} \) components of the completion part of the metric. This brings us back to the \( \ell = 0, 1 \) solutions in Eqs. (24) and (25). We now see why we do not use the freedom in Eqs. (33)–(34) to eliminate \( h_{tt}^{M_\ell <} \) and \( h_{t\phi}^{M_\ell <} \): doing so would violate our continuity condition.

In summary, the “invariant” quantities are invariant within the class of gauges satisfying conditions (i)–(iv) listed below Eq. (12), where we have now specified the continuity condition. We stress that this continuity condition (and the regularity conditions at the poles) are not imposed in a quest for regularity. Indeed, we happily work with a perturbation that is not in a regular gauge: The \( \ell r \) component of Eq. (24) is plainly discontinuous across \( r = r_0 \), and as we discuss in Appendix A, this perturbation is also not regular at the horizon in horizon-penetrating background coordinates. The reconstructed perturbation is also discontinuous across \( r = r_0 \), a fact which we find experimentally and discuss further in the next section. But none of these gauge irregularities affect the values of the invariants, because they are not generated by transformations of the form (26).

Since the “invariants” do not have unique values, in principle we could equally well choose some other, less regular class of gauges to work in. Here we take a pragmatic stance: we want our invariants to agree with those that would be calculated by anyone working in a “nice” gauge that is asymptotically flat and continuous everywhere away from the particle (at least for \( r > 2M \), where the background coordinates are well defined). Clearly such a “nice” gauge falls within the class defined by our four conditions.

Although we have specified the continuity condition at \( r = r_0 \), properly speaking it must be imposed at all radii. But it becomes important only at \( r = r_0 \), because only there is one tempted to introduce a discontinuity. Especially in Kerr, setting the perturbation to zero in the region \( r < r_0 \) often appears the easy choice to make. It is doubly tempting because the perturbation is often already discontinuous across \( r = r_0 \), as is the case for us here.

If one is able to calculate the invariants from modes in the region \( r > r_0 \), one need not worry about the issue of continuity. However, our regularization scheme will use the average of modes from \( r \to r_0^+ \) and \( r \to r_0^- \). Hence, to ensure that our invariants have the same values as would be found in a “nice” gauge, we must impose the continuity conditions at \( r = r_0 \).

III. REGULARIZATION

From the retarded field we now wish to calculate the invariants \( \Delta \psi, \Delta \lambda^E, \) and \( \Delta \lambda^B \). In Sec. II, we defined these invariants in terms of the DW regular field, which was originally defined in the Lorenz gauge [35]. While it is easily generalized to any gauge smoothly related to Lorenz, it is less easily generalized to more singular gauges, among them the radiation gauge. In this section, we utilize the results of PMB to define a DW regular field in a completed radiation gauge; we show that the invariants constructed from this field are equal to those constructed from the regular field in any gauge smoothly related to Lorenz. Motivated by the parity structure of the transformation between the Lorenz gauge and radiation gauge, we compute the invariants using a mode-sum regularization formula that averages the \( \ell \) modes from opposite sides of the particle. The validity of this procedure will be established in a companion paper.

A. Detweiler-Whiting fields

Radiation-gauge metric perturbations are known to have singularities extending away from the particle, either in the form of a string emanating from the particle or in the form of distributional singularities supported on a surface intersecting the particle [43]. In our calculations in this paper, we work in the “no-string” gauge described by PMB; in the present context, this gauge is regular everywhere except at the sphere at \( r = r_0 \), which supports a jump discontinuity and a delta function.

Rather than working directly with the metric perturbation, for our analysis we will instead refer to the gauge transformation from any gauge smoothly related to Lorenz. Let \( x_0^\mu \) be a point on the zeroth-order worldline \( \gamma_0 \). At a nearby point \( x^\mu = x_0^\mu + \delta x^\mu \), the generator of the gauge transformation has the discontinuous form

\[ \xi^\mu = [\xi^\mu_+(x_0, \delta x) + Z^\mu_+(x_0) + O(\varepsilon \ln \varepsilon)]\theta^+ \]
\[ + [\xi^\mu_-(x_0, \delta x) + Z^\mu_-(x_0) + O(\varepsilon \ln \varepsilon)]\theta^- . \quad (35) \]

Here \( \varepsilon \) is a measure of distance from \( x_0^\mu \), such that \( \delta x^\mu \approx \varepsilon \). The quantities \( Z^\mu_\pm(x_0) \) are smooth functions of \( x_0^\mu \). The other terms, \( \xi^\mu_\pm \), are irregular at the particle. It is convenient to split them into pieces that become parallel and perpendicular to the worldline as \( \varepsilon \to 0 \):

\[ \xi^\mu_\pm = \xi^\mu_{\parallel\pm}(x_0, \delta x) u^\mu(x_0) + \xi^\mu_{\perp\pm}(x_0, \delta x), \quad (36) \]

where \( u^\mu(x_0)\xi^\mu_{\parallel\pm}(x_0, \delta x) = 0 \). The parallel piece behaves as

\[ \xi^\mu_{\parallel\pm}(x_0, \delta x) \sim \ln(\varepsilon). \quad (37) \]

Each of the perpendicular pieces \( \xi^\mu_{\perp+} \) and \( \xi^\mu_{\perp-} \) is bounded but has a direction-dependent limit \( \delta x^h \to 0 \). The two are related by

\[ \xi^\mu_{\perp+}(x_0, -\delta x) = -\xi^\mu_{\perp-}(x_0, \delta x); \quad (38) \]
in other words, $\xi^\mu_\perp := \xi^\mu_+ + \theta^+ + \xi^\mu_- - \theta^-$ has odd parity under the parity transformation that interchanges points on diametrically opposite sides of the particle. Its derivatives $\partial_a \xi^\beta_\perp$ have even parity; this is also true of $\partial_a \xi u_\beta$, even though $\xi$ has no definite parity. These general properties, derived by PMB, are all that we will require. We refer the reader to Ref. [43] for explicit expressions. Given our construction of the metric, and the helical symmetry, continuity, and asymptotic flatness of the (tweaked-for-asymptotic-flatness) Lorenz-gauge solution, it is clear that $\xi^\mu$ satisfies the condition $\xi^\mu g_{\mu\nu} = 0$.

The retarded field in the no-string gauge is given by

$$h_{\mu\nu} = h_{\mu\nu}^L + \xi g_{\mu\nu},$$

where we will use “$L$” to indicate that a quantity is in the Lorenz gauge. (An arbitrary gauge that is smoothly related to Lorenz could equally well be used.) As promised, this gauge is discontinuous across the sphere at $r = r_0$, due to the $\theta^\pm$ functions in $\xi^\mu$, and it contains a delta function on that sphere, due to derivatives of those functions. Our reconstruction and completion procedure cannot determine the correct $\delta$ function on the sphere to make our computed metric perturbation a true solution to the linearized Einstein equation with a point-particle source, but PMB showed that the perturbation we obtain is pointwise correct away from $r = r_0$. Hence, we shall always work away from the sphere.

PMB established that in this irregular gauge, the linear correction $\delta z^\mu$ to the particle’s trajectory, relative to the trajectory $z^\mu$ in the Lorenz gauge, is given by the average of the regular part of the gauge transformation:

$$\delta z^\mu = -\frac{1}{2}(Z^\mu_+ + Z^\mu_-),$$

This is the regular change in position induced by the singular generator $\xi^\mu$.

How can we use this to define a Detweiler-Whiting regular field in the no-string gauge? The DW regular field possesses three important properties: (i) the linear equation of motion can be written as the geodesic equation in $g_{\mu\nu} + h_{\mu\nu}^R$, (ii) $h_{\mu\nu}^R$ is a smooth vacuum solution to the linearized Einstein equation, and (iii) when evaluated at $g_{\mu\nu}$, it contains a delta function on diametrically opposite sides of the particle. Its value in any gauge smoothly related to Lorenz). It corresponds to a coordinate transformation $x^\mu \rightarrow x^\mu - \xi^\mu$, altering the position of the particle to $z^\mu + \delta z^\mu$ with $\delta z^\mu = -\xi^\mu(x_0)$. It also alters the metric perturbation to $h_{\mu\nu}^L + \xi g_{\mu\nu}$. A priori, there is no unique way of splitting $h_{\mu\nu}^L + \xi g_{\mu\nu}$ into singular and regular pieces. However, if for a moment we ignore the singular field and consider a geodesic in a vacuum metric $g_{\mu\nu} + h_{\mu\nu}^R$, it is obvious that since the Einstein equation and geodesic equation are invariant, $h_{\mu\nu}^R + \xi g_{\mu\nu}$ will remain a vacuum perturbation, and $z^\mu + \delta z^\mu$ will be a geodesic in $g_{\mu\nu} + h_{\mu\nu}^R + \xi g_{\mu\nu}$. This motivates the natural choice of singular and regular fields in the new gauge:

$$h_{\mu\nu}^R = h_{\mu\nu}^{RL} + \xi g_{\mu\nu},$$

$$h_{\mu\nu}^S = h_{\mu\nu}^{SL}.$$  

With this choice, $h_{\mu\nu}^R$ is guaranteed to satisfy properties (i) and (ii) mentioned above.

Now let us consider our singular gauge transformation to the no-string gauge. Suppose we split $\xi^\mu$ into regular and singular pieces of the form

$$\xi^\mu_R = \frac{1}{2}(Z^\mu_+ + Z^\mu_-) + O(\epsilon),$$

$$\xi^\mu_S = \xi^\mu - \xi^\mu_R,$$

where the $O(\epsilon)$ terms are smooth but for our purposes can be arbitrary. Then according to Eq. (40) we have $\delta z^\mu = -\xi^\mu_R(x_0)$. Hence, from the argument laid out in the case of a smooth transformation, the regular field

$$h_{\mu\nu}^R = h_{\mu\nu}^{RL} + \xi g_{\mu\nu}$$

will satisfy the desired properties (i) and (ii): the perturbed motion is geodesic in $g_{\mu\nu} + h_{\mu\nu}^R$, and $h_{\mu\nu}^R$ is a smooth vacuum perturbation. With this choice, the singular field is left to be

$$h_{\mu\nu}^S = h_{\mu\nu}^{SL} + \xi g_{\mu\nu}.$$  

These will be our definitions of the singular and regular fields in the no-string gauge.

B. Invariance of the invariants

We now consider the construction of scalar quantities from $h_{\mu\nu}^R$ (and its derivatives) on the worldline. Let $\Delta I$ be one such quantity. It can be any one of Detweiler’s redshift, $\Delta \psi$, $\Delta \lambda^R$, $\Delta \lambda^S$, etc., defined by substituting the no-string-gauge $h_{\mu\nu}^R$ into Eqs. (8)–(12). Before describing the computation of this quantity, we first confirm that it is equal to its value $\Delta I^L$ in the Lorenz gauge (and hence to its value in any gauge smoothly related to Lorenz).

Let us begin by defining retarded and singular versions of $\Delta I$. We do this by extending $\Delta I$ away from the worldline; for example, in Eqs. (8)–(12) we can multiply each term by an arbitrary function of $t, r, \theta, \phi$ that goes smoothly to 1 at $x_0$, and at points off $x_0$, we can let $h_{\mu\nu}^R$ and its partial derivatives take their natural values. This defines a field $\Delta I[h^R]$. If we then replace the regular field with the retarded or singular field, we obtain fields $\Delta I[h]$ and $\Delta I[h^S]$.

$\Delta I$ can be written as the limit of the difference between these two fields,

$$\Delta I(x_0) = \lim_{x \rightarrow x_0} \left\{ \Delta I[h](x) - \Delta I[h^S](x) \right\}.$$  

(47)

Note that while the extension is arbitrary, it must be the same in both terms on the right. Starting from Eq. (47),
we can establish our desired result, $\Delta I = \Delta I^L$, by transforming to the Lorenz gauge before taking the limit. In the extended fields $\tilde{\Delta}I$, the only gauge-dependent quantities are the perturbations $h_{\mu\nu}$, $h_{\mu\nu}^{R}$, and $h_{\mu\nu}^{S}$; the other dependencies are on the zeroth-order trajectory, which is gauge-invariant [13], and on arbitrary smooth functions that define the extension, which we wish to keep the same in both gauges. Hence, the quantities constructed from no-string fields are related to quantities constructed from Lorenz-gauge fields according to

$$\tilde{\Delta}I[h] = \Delta I[h^L] + \tilde{\Delta}I[h_{\xi}g_{\mu\nu}] + \tilde{\Delta}I[h_{\xi}g_{\mu\nu}]$$

(48)

$$\tilde{\Delta}I[h^S] = \Delta I[h^{SL}] + \tilde{\Delta}I[h_{\xi}g_{\mu\nu}]$$

(49)

where we have appealed to Eqs. (39) and (46). Since $\tilde{\Delta}I$ is invariant under gauge transformations generated by smooth vectors $\xi^\mu$ satisfying $\nabla_{\mu}\xi^\mu = 0$, we have $\lim_{x \to x_0} \tilde{\Delta}I[h_{\xi}g_{\mu\nu}] = 0$. The $\xi_0^\mu$ terms in Eq. (47) cancel, leaving us with

$$\Delta I(x_0) = \lim_{x \to x_0} \{\Delta I[h^L](x) - \Delta I[h^{SL}](x)\}$$

(50)

which is our desired result:

$$\Delta I = \Delta I^L.$$  

(51)

We have now shown that the invariants constructed from the no-string-gauge regular field are equal to the ones constructed from the usual DW field in gauges smoothly related to Lorenz. However, we note that we could have split $\xi^\mu$ into $\xi^\mu_R$ and $\xi^\mu_S$ in any number of another ways and still obtained the same result. For example, we could have defined $\xi^\mu_R = 0$, and the calculations in this section would have gone through just as well. In that case, the regular field in the no-string gauge would have been defined to be identically equal to the Lorenz-gauge regular field. The message is that for the purposes of calculating gauge-invariant scalars on the worldline, in Eqs. (45) and (46), the regular gauge vector $\xi^\mu_R$ is almost entirely arbitrary. So long as $\xi^\mu_R$ is smooth and helically symmetric, the choice has no effect on the invariants. Nevertheless, we think it is meaningful to define the regular metric to be the one in which the perturbed motion is geodesic.

C. Averaged mode-sum regularization

Assured that we are calculating the correct quantities $\Delta I$, we now describe our concrete method of performing that calculation. PMB showed that the gravitational self-force in the no-string gauge can be computed using mode-sum regularization in combination with averaging from opposite sides of the particle. Here we adopt the same method for our calculation of invariants.

First note that the direction of the limit in Eq. (47) is arbitrary so long as it avoids the sphere at $r = r_0$. Therefore we can replace the limit with the average of two limits from opposite directions,

$$\Delta I = \lim_{\delta x \to 0} \left[ \langle \Delta I[h]\rangle - \langle \Delta I[h^{SL}] \rangle \right],$$

(52)

where $x_0 + \delta x$ lies outside the sphere and $x_0 - \delta x$ lies inside it, and to keep the expressions compact, we have defined the average of a field $F$ as $\langle F \rangle(\delta x) = \frac{1}{2} [F(x_0 + \delta x) + F(x_0 - \delta x)]$.

Since we have a great deal of knowledge about the Lorenz-gauge singular field, we express $h_{\mu\nu}^S$ in terms of it, giving us

$$\Delta I = \lim_{\delta x \to 0} \left[ \langle \Delta I[h]\rangle - \langle \Delta I[h^{SL}] \rangle - \langle \Delta I[h_{\xi}g]\rangle \right].$$

(53)

Following standard steps [40], we can rewrite this as a sum over scalar spherical harmonic modes,

$$\Delta I = \frac{1}{2} \sum_{\ell=0}^{\infty} \sum_{k=\pm} \left[ \langle \Delta I[h] \rangle_k^\ell - \langle \Delta I[h^{SL}] \rangle_k^\ell - \langle \Delta I[h_{\xi}g] \rangle_k^\ell \right],$$

(54)

where $\langle \Delta I \rangle^\ell(t, r, \theta, \phi)$ is the $\ell$th term in the spherical harmonic expansion of $\Delta I$, summed over azimuthal number $m$, and $\langle \Delta I \rangle^\ell_k = \lim_{r \to r_0} \langle \Delta I \rangle^\ell(t, \delta r, \pi/2, \Omega)$ is its limit to the particle from $r > r_0$ or $r < r_0$. (Because the orbit is circular, this quantity depends only on $r_0$ in the end.)

For concreteness, let us examine $\Delta \psi$. We note that the singular field in the Lorenz gauge behaves as $h_{\mu\nu}^{SL} \sim 1/\varepsilon$. Since $\Delta \psi^{SL}$ involves single derivatives of $h_{\mu\nu}^{SL}$, it behaves as $\Delta \psi[h^{SL}] \sim 1/\varepsilon^2$. It is well known that this translates into the large-$\ell$ form

$$\langle \Delta \psi[h^{SL}] \rangle^\ell_\pm = A_{1\pm}^L L + A_{0\pm}^L + A_{-1\pm}^L L + O(1/L^2),$$

(55)

where $L := \ell + 1/2$ and the regularization parameters $A_{\pm}^L$ are independent of $\ell$. From the general property $\xi^\mu \sim \ln \varepsilon$, we expect the same scalings for $\langle \Delta \psi[h_{\xi}g] \rangle^\ell_\pm$, and we assume

$$\langle \Delta \psi[h_{\xi}g] \rangle^\ell_\pm = \delta A_{1\pm}^L L + \delta A_{0\pm}^L + \delta A_{-1\pm}^L L + O(1/L^2).$$

(56)

Based on this, we write Eq. (47) as

$$\Delta \psi = \frac{1}{2} \sum_{\ell,k=\pm} \left[ \langle \Delta \psi[h] \rangle^\ell_k - A_{1\pm}^L L - A_{0\pm}^L - A_{-1\pm}^L / L \right]$$

$$- \frac{1}{2} \left( D_+^L + D_-^L \right),$$

(57)

where $A_{\pm}^L = A_{\pm}^{SL} + \delta A_{\pm}^L$, and the $D$ terms contain everything in the singular field modes that is not included in the $A$ terms. Explicitly, $D_+^L = D_+^{SL} + \delta D_+^L$,

$$D_+^{SL} := \sum_{\ell=0}^\infty \left[ \langle \Delta \psi[h^{SL}] \rangle^\ell_{1\pm} - A_{1\pm}^L L - A_{0\pm}^L - A_{-1\pm}^L / L \right],$$

(58)
and the analog for $\delta D^\psi_L$. Note that the parameters $A_{\pm}^\psi$ and $D^\psi_L$ depend on the choice of extension in defining the extended field $\Delta \hat{\psi}[h^S]$, and they must all be calculated in the same extension as is $(\Delta \hat{\psi}[h])^\ell$. However, there is no obvious way of determining $D^\psi_L$ through numerical fits, and these $D$ terms become the central concern. Here we eliminate that concern by contending that in the averaged form (57), the $D$ terms cancel in the mode-sum formula, meaning they need not be determined.

First we consider the contribution to $D^\psi_\pm$ from $h_{\mu\nu}^SL$. We argue that the parameters $D^\psi_\pm$ always vanish, regardless of the choice of extension. To see this, observe that $h_{\mu\nu}^SL$ has the schematic form

$$h_{\mu\nu}^SL \sim \frac{1}{\rho} + \frac{(\delta x)^3}{\rho^3} + O(\varepsilon),$$

(59)

where $\rho \sim \varepsilon$ is the leading-order geodesic distance from $x_0^\mu$ to $x_0^\mu + \delta x^\mu$. Any quantity constructed from $h_{\mu\nu}^S$ via single derivatives and multiplication by smooth functions will have the form

$$s(x) \partial h_{\mu\nu}^SL \sim \frac{\delta x}{\rho^3} + \frac{(\delta x)^3}{\rho^3} + \frac{(\delta x)^2}{\rho^2} + O(\varepsilon),$$

(60)

where $s(x)$ is smooth but arbitrary. Similarly, for two derivatives, as appear in the tidal invariants,

$$s(x) \partial^2 h_{\mu\nu}^SL \sim \frac{(\delta x)^2}{\rho^3} + \frac{(\delta x)^5}{\rho^5} + \frac{(\delta x)^3}{\rho^3} + \frac{(\delta x)^1}{\rho^1} + O(\varepsilon).$$

(61)

Now, since they are finite and hence can contain no positive powers of $L$ in their mode decomposition, the $O(\varepsilon)$ terms may seem likely to generate a $D$ term. However, these $O(\varepsilon)$ terms always have the discontinuous (direction-dependent) form $((\delta x)^n)/\rho^n$, with odd $n$. The sum of modes of a discontinuous quantity evaluated at the point of discontinuity, $\sum (\delta x)^n/\rho^n$ in this case, converges to the average of the quantity on an infinitesimal circle around the point [51]. Because $(\delta x)^n/\rho^n$ terms with odd $n$ have odd parity around the point, they contribute nothing to the mode sum, and hence contribute no $D$. But the remaining terms in Eqs. (59)–(61) (that do not vanish in the limit $\varepsilon \to 0$) only ever contribute non-negative powers of $L$ to the mode sum [52] [53]; in fact, this should be true of any functions of the form $(\delta x)^n/\rho^n$ with odd $\rho > 0$ [53]. So they too cannot produce a $D$.

This argument should be easy to make precise and to extend to quantities constructed from any number of derivatives. Hence, we conclude that $D$ terms vanish identically for any quantity constructed from the Lorentz-gauge singular field via the action of derivatives and multiplication by smooth functions. This conclusion is independent of extension, since a change in extension merely corresponds to a change in the smooth functions multiplying the derivatives. Therefore, we have $D^\psi_L = 0$.

Now let us turn to $\delta D^\psi_L$. These $D$ terms cancel in Eq. (57) if they have the symmetry property $\delta D^\psi_L = -\delta D^\psi_{\bar{L}}$. Establishing this property requires a detailed local analysis of $\Delta \hat{\psi}[\xi_\pm g]$, which will be carried out in a companion paper. In the meantime, we present a plausibility argument. From the general properties of $\xi^\mu$ described in Sec. IIIA, it follows that $\Delta \hat{\psi}[\xi_\pm g]$ has the form

$$\Delta \hat{\psi}[\xi_\pm g] \sim \left[ 1 + \delta x + (\delta x)^2 \right] \partial^2 \xi_S + \left[ 1 + \delta x \right] \partial \xi_S + \xi_S + o(\varepsilon^0)$$

(62)

where “$o(\varepsilon^0)$” means “goes to zero in the limit $\varepsilon \to 0$”. Now let us assume that all positive powers of $L$ in $(\Delta \hat{\psi}[\xi_\pm g])^\ell$ arise from the negative powers of $\varepsilon$ in Eq. (62), and that $\delta D^\psi_L$ arises from the order-$\varepsilon^0$ terms. For the purpose of this sketch, consider only the most singular terms in $\partial \xi_S$. Given this restriction, order-$\varepsilon^0$ terms in Eq. (62) can only arise in the forms $(\delta x)^2 \partial^2 \xi_S$, $\delta x \partial \xi_S$, and $\xi_S$. Recall that the most singular terms in $\partial \xi_S$ have even parity, meaning $\delta x \partial \xi_S$ has odd parity; hence, this term will vanish upon averaging. Similarly, the most singular term in $\partial^2 \xi_S$ has odd parity, and so $(\delta x)^2 \partial^2 \xi_S$ also vanishes upon averaging. Last, the $\xi_S$ term in Eq. (62) can only come in the form $\xi_S^\mu \partial_\mu g_{\alpha\beta}$, stemming from such a term in $\partial \xi_S g_{\alpha\beta}$. Since $u^\mu \partial_\mu g_{\alpha\beta} = 0$, only $\xi_S^\mu$ contributes to this term; and since $\xi_S^\mu$ has odd parity, this contribution also vanishes under averaging. Therefore, if $\delta D^\psi_L$ is generated solely from the terms in Eq. (62) that have finite, nonzero limits as $\varepsilon \to 0$, then averaging eliminates the $D$ terms in Eq. (57), as desired.

Following these arguments, we now allow ourselves to set $D_\pm$ to zero in Eq. (57). This gives us our final formula for $\Delta \psi$:

$$\Delta \psi = \frac{1}{2} \sum_{\ell,k=\pm} \left[ (\Delta \hat{\psi}[h])^\ell_k - A_{\ell k}^\psi L - A_{\ell k}^\psi \right].$$

(63)

Here we have used $A_{\pm1\pm}^\psi = 0$, a fact which we find numerically.

Following identical arguments for the tidal invariants, we obtain

$$\Delta \lambda = \frac{1}{2} \sum_{\ell,k=\pm} \left[ (\Delta \hat{\lambda}[h])^\ell_k - A_{\ell k}^\lambda L^2 - A_{\ell k}^\lambda \right],$$

(64)

where $\Delta \lambda$ is any of $\Delta \lambda^E$ or $\Delta \lambda^B$.

When implementing these formulas, we first determine the $A$ parameters numerically. We find that the parameters, with our choice of extension, agree precisely with the analytically derived parameters in the Lorenz gauge in Ref. [8], with the lone exception of $A_{0k}^\lambda$. After making this determination, in practice we use the analytical parameters except in the case of $A_{0k}$, which we determine numerically.
As an aside, we note that one need not always define the modes in these sums as scalar spherical harmonic modes. It is computationally simpler to leave the harmonics in the “natural” form they arrive in from the reconstruction procedure, which is a mixture of harmonics of various spin weights; using this “natural” form avoids having to re-expand spin-weighted harmonics into scalar harmonics. Although strictly speaking the arguments made in this section assume the modes are defined in the scalar harmonic basis, we have experimentally found that our results are unaltered by changing between the “natural” and scalar basis. It is has been suggested to us that this may hinge on our averaging from two sides of the particle \[53\], as such averaging is known to annihilate \[D\] terms that arise in some cases when nonscalar bases are used. However, we leave exploration of this issue to future work.

IV. EXTRACTION OF PN COEFFICIENTS

In our concrete implementation of the mode-sum formulas \[63\]–\[64\], we follow the method of Ref. \[36\]. We fit the \(\ell\) modes to polynomials in \(L\) to numerically determine the regularization parameters \(A_{\ell\pm}\), and to gain faster convergence, we also fit the power-law “tail” of the singular field, which is made up of negative powers of \(L\).

Because we wish to extract \(\text{pN}\) coefficients, we calculate the invariants at very large orbital radii. Specifically, we calculate the invariants for 144 different values of \(\Omega\) by placing the particle at

\[
R = 1, 2, 3, ..., 9 \times 10^{18,19,20,...,33},
\]

where \(R = (M\Omega)^{-2/3}\) is a coordinate-independent measure of orbital radius, which in Schwarzschild coordinates is equal to the orbital radius \(r_0\) of our zeroth-order trajectory. To obtain our desired accuracies of 1 part in \(10^{500}\), we calculate \(\ell\) modes up to a maximum \(\ell_{\text{max}} = 200\). These extreme accuracies are made possible with Mathematica’s arbitrary-precision algebra.

To extract the \(\text{pN}\) coefficients from these results, we fit the high-precision numerical data to the \(\text{pN}\) series in the following manner: First, we utilize the known \(\text{pN}\) series calculated by Bini and Damour, which were obtained to 8.5pN order for \(\delta\psi\) and 7.5pN order for the tidal invariants. We subtract these series from the numerical data and then fit the result to a \(\text{pN}\) series \(y^i \log(y)\), where \(y = 1/R; \ i/2\) is the \(\text{pN}\) order of a term. In performing the fit we first extract as many analytical coefficients of the highest power of \(\log(y)\) for a given \(\text{pN}\) order as possible. This is done before anything else because the analytical coefficient multiplying the highest power of \(\log\) is always either a rational number (for integer powers of \(y\) in \(\delta\psi\) and \(\Delta\lambda_n^E\), and for half-integer powers of \(y\) in \(\Delta\lambda_n^B\)) or a rational number times \(\pi\) (for half-integer powers of \(y\) in \(\delta\psi\) and \(\Delta\lambda_n^E\), and for integer powers of \(y\) in \(\Delta\lambda_n^B\)).

Extracting two whole numbers \((p \text{ and } q \text{ or } p\pi/q)\) from the numerical value requires less precision than extracting rational coefficients of transcendentals like \(\pi^2, \gamma, \log(2), \log(3), \text{etc.}\), which make up the \(\text{pN}\) coefficients of less than maximum power of \(\log(y)\) for a given \(\text{pN}\) order. Once the coefficients of the highest power of \(\log(y)\) are calculated we subtract them (along with the known \(\text{pN}\) series) from the numerical data and fit the resultant to the \(\text{pN}\) series (without the terms whose coefficients are known) and extract the coefficients of the second highest power of \(\log(y)\). These coefficients usually have \(\pi^2, \gamma, \log(2)\) and \(\log(3)\) in them. We repeat these two steps until as many analytical coefficients are extracted as possible. The third step is to subtract all the analytical coefficients from the data and fit the remaining \(\text{pN}\) series, the coefficients in which are determined as numbers with finite accuracy rather than as analytical expressions. This procedure, explained in more detail in Ref. \[20\], enables us to obtain the \(\text{pN}\) expansion to significantly higher order than if we performed a straightforward numerical fit of the data to the series \(y^i \log^j(y)\).

In Figs. \[1\]–\[3\], we compare the \(\text{pN}\)-approximated invariants with their exact (up to numerical error) values computed in Ref. \[8\], and we find good agreement all the way to near \(R = 1/y = 4M\). More precisely, we find that our \(\text{pN}\) expressions are accurate to more than 4 digits up to the innermost stable circular orbit \((R = 6M)\), and the approximation then worsens to less than 1 digit at \(R = 4M\). We also examine the efficacy of exponentially resumming the \(\text{pN}\) series (as described in Ref. \[23\]). Figs. \[4\] show the relative errors in the \(\text{pN}\) series and in the exponentially resummed series for the tidal invariants at \(R = 4, 5, 6M\). We see that resummation does not markedly improve the accuracy of the series. As a consistency check, we have verified that the sum of the electric-type tidal invariants, \(\Delta\lambda_1^E, \Delta\lambda_2^E\) and \(\Delta\lambda_3^E\), is zero for any \(\text{pN}\) order. We also find that the contributions to this sum from the retarded field, prior to regularization, vanishes mode-by-mode for each \(\ell\).

Because of the great length of the final expressions, we place the analytical coefficients in Appendix \[3\] and the numerical coefficients in the supplementary text files.

V. DISCUSSION

In this article, we have developed and implemented tools for computing invariant quantities in a “no-string” completed radiation gauge. At the level of formalism, we have defined a Detweiler-Whiting regular field in the no-string gauge, and we have shown that the invariants constructed from this field take the same value as they would if constructed from the DW field in any gauge smoothly related to Lorentz. At the level of practical calculation, we have described a simple mode-sum regularization scheme involving averaging from two sides of the particle. In the cases of the spin-precession and tidal invariants, the scheme is encapsulated in Eqs. \[63\]–\[64\]. The validity of this scheme will be rigorously established...
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Appendix A: Metric perturbation corresponding to the change in mass of the spacetime

The $\ell = 0$ perturbation we used in Sec. [1B2] was suitable for our purposes, but by transforming to ingoing Eddington-Finkelstein (EF) coordinates, one can see that it is irregular at the future horizon. In addition, it is discontinuous across $r = r_0$. Such gauge singularities do not affect the calculation of invariants, but it is worthwhile to construct the perturbation in a gauge that is manifestly regular. Since, it is easy to check the regularity of the metric at the future event horizon in the ingoing EF coordinates $(v, r, \theta, \phi)$, we start with the Schwarzschild metric in the those coordinates:

$$ds^2 = -\left(1 - \frac{2M}{r}\right)dv^2 + 2dvdr + r^2d\theta^2 + r^2\sin^2\theta d\phi^2.$$  \hfill (A1)

We know from the solution in Sec. [1B2] that across $r = r_0$, there is an invariant shift of the spacetime’s mass by an amount $\mu E$, and everything other than the mass in the perturbation is gauge. (The jump in mass can also be discovered from the invariant definitions of mass in Ref. [55].) So we begin with a straightforward variation of the mass in Eq. (A1),

$$h_{vv}^{\text{EF}} = \frac{2\mu E}{r}\theta(r - r_0),$$  \hfill (A2)

with the rest of the components being zero. Note that the linearized Einstein equation only tells us about the jump in mass across the particle’s orbit; it does not tell us anything about the total mass, which can be freely altered by adding a trivial perturbation of $M$ everywhere in spacetime. Here we have chosen to set the shift in mass to be zero at $r < r_0$.

We now perform a gauge transformation, $h_{vv}^{\text{EF}} \rightarrow h_{ab} = h_{ab}^{\text{EF}} + \nabla_a \xi_b + \nabla_b \xi_a$, so that $h_{ab}$ is continuous across $r = r_0$, regular at the horizon, and asymptotically flat at spatial infinity. Our strategy is similar to that of Ref. [40]. We choose a spherically symmetric gauge vector (which respects the symmetry of the problem),

$$\xi^a = (P(v, r), Q(v, r), 0, 0).$$  \hfill (A3)

The term, $\Xi_{ab} := \nabla_a \xi_b + \nabla_b \xi_a$, is...
\[
\Xi_{ab} = \begin{pmatrix}
2Q - \frac{2M}{r}Q - 2f \dot{P} & \dot{P} + Q' - fP' & 0 & 0 \\
0 & 2P' & 0 & 0 \\
0 & 0 & 2rQ & 0 \\
0 & 0 & 0 & 2rQ \sin^2 \theta
\end{pmatrix},
\]

where a dot and a prime denote derivatives with respect to \(v\) and \(r\), respectively, and \(f = (1 - 2M/r)\). To preserve the form of Eq (A1), we set \(Q = Q(r)\) and \(P = P(v)\). Using this, we now have,

\[
\Xi_{ab} = \begin{pmatrix}
-\frac{2M}{r}Q - 2f \dot{P} & \dot{P} + Q' & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 2rQ & 0 \\
0 & 0 & 0 & 2rQ \sin^2 \theta
\end{pmatrix}.
\]

To make the metric perturbation independent of the \(v\) coordinate, we have \(P = \alpha v\) where \(\alpha\) is a constant which needs to be determined from the three conditions mentioned earlier. We now split our gauge vector in half, \(\xi = \xi_v \theta(r_0 - r) + \xi_r \theta(r - r_0)\). Since we want a regular perturbation at the horizon, we choose \(Q\) on the inside with \(\frac{r}{r_0}\) to have the form \(\frac{1}{r_0}\), where \(i\) is a positive integer which will be fixed later, and to guarantee flatness at spatial infinity we choose \(Q\) to have the form \(1/(r - 2M)^i\), with \(j\) a positive integer which will be fixed later. Without loss of generality, we write

\[
\xi_\leq = \left(\alpha_\leq v, \beta_\leq \left(\frac{r - 2M}{r_0 - 2M}\right)^i, 0, 0\right),
\]

\[
\xi_\geq = \left(\alpha_\geq v, \beta_\geq \left(\frac{r - 2M}{r_0 - 2M}\right)^j, 0, 0\right),
\]

in which \(\alpha_{\leq/\geq}\) and \(\beta_{\leq/\geq}\) need to be calculated. Imposing continuity of \(h_{\theta \theta}\) or \(h_{\phi \phi}\) at \(r = r_0\) tells us that

\[
\beta_\leq = \beta_\geq = \beta.
\]

Imposing the asymptotic flatness condition gives us \(\alpha_\geq = 0\). Imposing continuity of \(h_{vv}\) fixes \(\alpha_\leq\),

\[
\alpha_\leq = -\frac{\mu \dot{E}}{r_0 f_0},
\]

and imposing continuity of \(h_{vr}\) gives us

\[
\beta = \frac{\mu \dot{E}}{i + j}.
\]

We have thus calculated the metric perturbation which is regular at the horizon, continuous across \(r = r_0\) and flat at spatial infinity. We now write this metric perturbation in Schwarzschild coordinates \((t, r, \theta, \phi)\). For \(r < r_0\),

\[
h_{tt} = 2\dot{E} \mu \left[1 - \frac{2M}{r} - \frac{M}{r_0 - 2M} \left(\frac{r - 2M}{r_0 - 2M}\right)^i\right],
\]

\[
h_{rr} = 2\dot{E} \mu \left[\frac{1}{r_0 - 2M} + \frac{(i + j)(r - 2M)}{(r_0 - 2M)^i}\right],
\]

\[
h_{\theta \theta} = 2r\dot{E} \mu \frac{(r - 2M)^i}{(i + j)(r_0 - 2M)},
\]

\[
h_{\phi \phi} = 2r\dot{E} \mu \sin^2 \theta \frac{(r - 2M)^i}{(i + j)(r_0 - 2M)}.\]
For this metric perturbation, \( j \geq 2 \). We find that this metric perturbation is not manifestly static, having a nonzero time-independent \( h_{tt} \) component. Of course, this is simply a gauge artefact, as we know from the solution in Sec. \( \text{III B}\) that the metric is static; in the gauge of this section, the timelike, hypersurface-orthogonal Killing vector is simply no longer \( t^\mu \) but some appropriate \( t^\mu + \delta t^\mu \).

The perturbation we have found is actually a large class of (physically equivalent) perturbations, corresponding to a variety of gauges labelled by \( i \) and \( j \). However, no two members of this class are related by the helically asymmetric gauge vectors discussed in Sec. \( \text{II B}\) and in line with that discussion, we have found experimentally that the final result for any of the invariants is independent of the values of \( i \) and \( j \). Furthermore, again in line with Sec. \( \text{II B}\) we have also verified experimentally that continuity of the components of the \( \ell = 0 \) solution need not be imposed except on \( h_{vv} \) (or \( h_{tt} \)); discontinuity of other components does not affect the invariants.

It is not difficult to see that using the spherically symmetric gauge vector given in Eq. \( \text{A}\), it is not possible to find a gauge in which the metric perturbation is manifestly continuous, regular at the horizon, asymptotically flat, and static. This agrees with the extensive analysis (focused on the Lorenz gauge) by Dolan and Barack in Ref. \[53\]. Perhaps surprisingly, this appears to stem from our choice of total mass of the spacetime. There do exist \( \ell = 0 \) solutions with all the above desired properties, but with a total mass of \( M + dM + \mu \hat{E} \) rather than \( M + \mu \hat{E} \). These solutions, first discovered in the Lorenz gauge by Berndtson \[56\], correspond to having transplanted a small part of the black hole’s mass into the perturbation, such that the mass of the background spacetime, \( M \), differs from the black hole’s physical mass, \( M_{BH} = M + dM \). While one can use these solutions, one must be mindful that \( M_{BH} \neq M \) in order to avoid any hiccups.

### Appendix B: Analytical results

Most terms in our pN expansions are obtained as real numbers with a finite numerical precision. However, many terms we find in exact, analytical form. In this appendix we present those analytical coefficients. The numerical coefficients are presented in the accompanying text files.

We present the analytical coefficients of \( \delta \psi \) for the following pN orders: (i) all the coefficients that were already known, which go up to \( y^{17/2} \) \[29\] (as later corrected in Ref. \[30\]), (ii) the highest power of \( \log(y) \) for each pN order from \( y^9 \) to \( y^{37/2} \), and (iii) the second-highest power of \( \log(y) \) for each integer-pN-order from \( y^9 \) to \( y^{15} \).
For $\Delta \lambda^E$, we present (i) all the pN coefficients (known from [31]) up to $y^{21/2}$, (ii) the highest power of $\log(y)$ for each pN order from $y^{11}$ to $y^{43/2}$, and (iii) the second-highest power of $\log(y)$ for each pN order from $y^{11}$ to $y^{17}$.

\[
\Delta \lambda^E = 2y^3 + 2y^4 - \frac{19}{4}y^5 + \left(\frac{227}{3} - \frac{593\pi^2}{256}\right)y^6 + \left(\frac{71779}{4800} - \frac{719\pi^2}{256} + \frac{1536\log(2)}{5} + \frac{768\gamma}{5} + \frac{384\log(y)}{5}\right)y^7
\]
\[
+ \left(\frac{35692703}{100800} - \frac{1008787\pi^2}{24576} - \frac{5248\log(2)}{7} - \frac{17152\gamma}{105} + \frac{2916\log(3)}{7} - \frac{8576\log(y)}{105}\right)y^8 + \frac{27392\pi}{175}y^{17/2} + \left(-\frac{5435624\gamma}{2835}\right)y^9
\]
\[
+ \left(\frac{469901483\pi^2}{7077888} + \frac{877432\log(2)}{2835} - \frac{20898\log(3)}{1048576} + \frac{2193373\pi^4}{275760} - \frac{674690413}{2835} - \frac{2717812\log(y)}{1225}\right)y^9 - \frac{254116\pi}{1225}y^{19/2}
\]
\[
+ \left(\frac{58241403128\gamma}{5457375} - \frac{876544}{175}\log(2) + \frac{113134518813241\pi^2}{19818086400} + \frac{6396680456\log(2)}{5457375} + \frac{6028101\log(3)}{1120} - \frac{6653357405\pi^4}{67108864}\right)y^{11} - \frac{29120701564\log(y)}{5457375}
\]
\[
+ \left(\frac{12988\gamma(3)/5 + 9765625\log(5)}{3168} - \frac{876544}{175}\log(2) + \frac{219136\gamma}{175}\log(y) - \frac{438272}{175}\log(2)\log(y) - \frac{54784}{175}\log^2(y)\right)y^{10} - \frac{5977039346\pi}{3274425}y^{21/2} + \frac{170466939577\log(y)}{9459450}
\]
For Δ\(\lambda^2\), we present (i) all the pN coefficients (known from [31]) up to \(y^{10/2}\), (ii) the highest power of \(\log(y)\) for each pN order from \(y^{10}\) to \(y^{43/2}\), and (iii) the second-highest power of \(\log(y)\) for each pN order from \(y^{10}\) to \(y^{17}\). (B2)
\[
\Delta \lambda^E_2 = -y^3 - \frac{3}{2} y^4 + \frac{23}{8} y^5 + \left( -\frac{2593}{48} + \frac{1249 \pi^2}{1024} \right) y^6 + \left( -\frac{362051}{3200} + \frac{1737 \pi^2}{1024} \right) y^7
\]
\[
+ \left( \frac{105}{2} y + \frac{176 \gamma}{7} \log(y) + \frac{88 \log(y)}{7} \right) y^8 - \frac{27392 \pi}{525} y^{17/2} + \left( \frac{11938247}{2835} \right) y^{19/2}
\]
\[
- \left( \frac{3286454596 \log(y)}{525} + \frac{219136 \gamma \log(y)}{525} \right) y^{15/2} + \left( \frac{438272 \log(2) \log^2(y)}{49} + \frac{54784 \log(2)^2 y}{49} \right) y^{21/2}
\]
\[
+ \left( -\frac{491913331471 \log(y)}{939242250} + \frac{2437020472 \gamma \log(y)}{11025} - \frac{1573072 \log(2) \log(y)}{11025} \right) y^{23/2}
\]
\[
+ \left( \frac{25744839120}{893025} y^{12} - \frac{2608988235558091529}{31815537572000} y^{25/2} + \frac{72036007252477 \log^2(y)}{10925664750} - \frac{93790208 \gamma \log(y)}{343} + \frac{-4845406193408 \gamma \pi}{11565838085305600} + \frac{254219171263 \pi}{-11345882625}
\]
\[
+ \left( \frac{194500845}{49} \pi \log(3) - \frac{2227030967043 \log(y)}{42875} + \frac{2217618 y^{25/2} \pi}{343} - \frac{1190736992 \gamma \log(y)}{3472875} - \frac{-375610832 \gamma \log(y)}{893025} + \frac{31815537572000}{11025} \right) y^{27/2}
\]
\[
+ \left( \frac{238147384 \log^2(y)}{1107625} + \frac{1901030784 \log(2) \log^2(y)}{385875} - \frac{52073016484712 \gamma \log^2(y)}{2042258825} + \frac{1165602776 \gamma \log(y)}{1084297320099740000} + \frac{5041603296942 \gamma \log(y)}{6807529575}
\]
\[
+ \left( \frac{95947094778906888806999 \log(y)}{9212893767538540000} - \frac{10417532296 \gamma \log(y)}{17364375} + \frac{1165602776 \gamma \log(y)}{165375} + \frac{80284418048 \gamma \log(y)}{13505625}
\]
\[
+ \left( \frac{5765808 \gamma \log(3) \log(y)}{2401} - \frac{2617983074 \gamma \log^2(y)}{17364375} \right) y^{31/2} + \left( \frac{15180899058056480372 \log^3(y)}{30372819293190400000} + \frac{80284418048 \gamma \log(y)}{17364375}
\]
\[
+ \left( \frac{16056883696 \log(2) \log^2(y)}{17364375} + \frac{1003552256 \log^2(y)}{2401} - \frac{385418423603231907400962403 \gamma \log(y)}{11073297794934375} + \frac{80284418048 \gamma \log(y)}{17364375}
\]
\[
+ \left( \frac{87324644477909228 \gamma \log(y)}{1456054936875} - \frac{4950820650364 \pi \log(y)}{3781906875} - \frac{16595504947200028 \gamma \log^2(y)}{1531694154375} + \frac{48048390 \log(3) \log(y)}{1456054936875}
\]
\[
+ \left( \frac{487016857696 \log^3(y)}{343} + \frac{765935648 \log(2) \log^2(y)}{36451875} - \frac{57658068 \log(3) \log^2(y)}{2401} + \frac{6087710721 \log^4(y)}{40516875}
\]
\[
+ \left( \frac{8590432731136 \log^3(y) y^{35/2}}{1823259375} - \frac{1231646038737086398 \log^4(y)}{35382134960625} + \frac{55101325697524 \pi \log^2(y)}{5469778125} + \frac{58087 \pi \log^2(y)}{1575}
\]
\[
+ \left( \frac{8590432731136 \log^3(y) y^{39/2}}{9116296875} - \frac{1187144955594807906 \log^4(y)}{40866355885021875} - \frac{81255520874128 \gamma \log(y)}{191442234375}
\]
\[
+ \left( \frac{1838352604463104 \log^4(y) y^{41/2}}{191442234375} - \frac{30912296584678747312 \log^5(y) y^{21}}{1225990796754065625} - \frac{4984951910246954 \pi \log^4(y)}{1340095640625}
\]

(B3)
For $\Delta \lambda^E_3$, we present (i) all the pN coefficients (known from [31]) up to $y^{19/2}$, (ii) the highest power of $\log(y)$ for each pN order from $y^{10}$ to $y^{43/2}$, and (iii) the second-highest power of $\log(y)$ for each pN order from $y^{10}$ to $y^{17}$.

\[
\Delta \lambda^E_3 = -y^3 - \frac{1}{2}y^4 + \frac{61}{8}y^5 + \left(\frac{1123\pi^2}{1024} - \frac{1039}{48}\right)y^6 + \left(-\frac{256\log(y)}{5} + \frac{1139\pi^2}{1024} - \frac{512\pi}{5} + \frac{1229711}{9600} - \frac{1024\log(2)}{5}\right)y^7
\]
\[
+ \left(\frac{7256\log(y)}{105} + \frac{30918749\pi^2}{196608} + \frac{14512}{105} - \frac{431650697}{403200} - \frac{2187\log(3)}{7} + \frac{62128\log(2)}{105}\right)y^8 - \frac{54784\pi}{525}y^{17/2}
\]
\[
+ \left(\frac{424180\log(y)}{567} - \frac{33612139\pi^4}{2097152} + \frac{14942182769\pi^2}{14155776} + \frac{848360\pi}{567} - \frac{165133169609}{14155200} + \frac{33291\log(3)}{14} - \frac{894008\log(2)}{2835}\right)y^9
\]
\[
+ \frac{376087\pi}{2205}y^{19/2} - \left(\frac{109568}{525} - \frac{876544}{2525}\right)y^{21/2} - \frac{438272\log(2)}{525} - \frac{\gamma\log(y)}{525} + \frac{1926133776\log(y)}{5457375}y^{10}
\]
\[
+ \frac{3093926951\pi}{2128950}y^{23/2} - \left(\frac{578372\log(y)}{11025} - \frac{170586}{49}\right)y^{25/2} - \frac{43072784\log(2)(\log(y))}{11025} + \frac{2313488\gamma\log(y)}{11025}
\]
\[
+ \frac{6489947184307\log(y)}{496621125} - \frac{46895104\pi\log(y)}{343} - \frac{876544\pi^3}{1575} + \frac{939709208\pi\gamma\pi}{55125} - \frac{857653977810427\pi}{1048863816000}
\]
\[
+ \frac{187580416\pi\log(2)}{55125}y^{27/2} - \left(\frac{33036718174\log(y)}{9823275} + \frac{1298349}{49}\right)y^{29/2} - \frac{127881949208\log(2)(\log(y))}{9823275}
\]
\[
+ \frac{132146874856\gamma\log(y)}{9823275} - \frac{35312450020495341\log(y)}{7079380758000} - \frac{29313974\pi\log(y)}{55125} - \frac{4812988\pi^3}{4725} - \frac{58627948\pi\gamma\pi}{55125}
\]
\[
+ \frac{8696883554\pi^3}{55125} - \frac{291464208472834\pi\gamma\pi}{55125} - \frac{45978788228786263438251\pi}{11345882625} - \frac{16878537\pi\log(3)}{343}
\]
\[
+ \frac{754663492029096\pi\log(2)}{34037647875}y^{27/2} + \left(-\frac{30958304\log^3(y)}{42875} - \frac{6652854}{343}\right)y^{29/2} + \frac{82848896\log(2)(\log(y))}{7175}
\]
\[
+ \frac{185749824\pi\log(y)}{42875} - \frac{719966328585603857\log(y)}{89481194302500} - \frac{20071104512\pi\log(y)}{5788125} + \frac{160568836096\pi\log(2)(\log(y))}{5788125}
\]
\[
+ \frac{750321664\pi^3\gamma\log(y)}{165375} + \frac{80284418048\pi\log(y)}{5788125} - \frac{67390755433490184031\pi\log(y)}{1312398497700000} - \frac{88354314364372\log^3(y)}{102112943625}
\]
\[
+ \frac{50635611\log(3)(\log(y))}{343} - \frac{4803573964261312\log(2)(\log^2(y))}{34037647875} + \frac{1767086826926144\log^2(y)}{34037647875}
\]
\[
+ \frac{486613296926917903160273\log(y)}{104892732007997400000}y^{15} - \left(\frac{64591604162\pi\log(y)}{24310125} + \frac{172974204\pi\log(3)(\log(y))}{2401}\right)
\]
\[
+ \frac{6174618795224\pi\log(2)(\log(y))}{121550625} - \frac{4330270803\pi^3\log(y)}{231525} + \frac{258366416648\pi\gamma\pi\log(y)}{24310125}
\]
\[
+ \frac{649408863567987000000}{21250000}\log(y)^{31/2} - \left(-\frac{20071104512\pi\log^3(y)}{17364375} + \frac{321137672192\log(2)(\log^3(y))}{17364375}\right)
\]
\[
+ \frac{160568836096\gamma\log^3(y)}{17364375} + \frac{22642587835684732032\log^3(y)}{3219893384803125} - \frac{198723031636629953\pi\log(2)(\log(y))}{39313483295625}
\]
\[
+ \frac{1316255886\pi\log(3)(\log(y))}{1316255886} + \frac{58610758469076421988\pi\log(2)(\log(y))}{3219893384803125} + \frac{1280026560001972\pi\log(y)}{34037647875}
\]
\[
+ \frac{7948921265465198132\pi\log(y)}{39313483295625} + \frac{248077545377381465572630931521\pi\log(y)}{7380594998320367023200000} - \frac{1417377419972\log^4(y)}{364651875}
\]
For $\Delta \lambda^B$, we present (i) all the pN coefficients (known from [31]) up to $y^{11}$, (ii) the highest power of $\log(y)$ for each pN order from $y^{23/2}$ to $y^{43/2}$, and (iii) the second-highest power of $\log(y)$ for each pN order from $y^{23/2}$ to $y^{18}$.

\[
\Delta \lambda^B = 2y^{7/2} + 3y^{9/2} + \frac{59}{4}y^{11/2} - \left(\frac{41\pi^2}{16} - \frac{2761}{24}\right)y^{13/2} + \left(-\frac{112919\pi^2}{3072} + \frac{1808\gamma}{15} + 240\log(2) + \frac{1618039}{280}\right)y^{15/2} + \left(-\frac{200961\log(y)}{15} - \frac{3881396\gamma}{2835} - \frac{1992212\log(2)}{2835} - \frac{524288}{100663296} + \frac{50803200}{176033988000} + \frac{3538944}{22050}\right)y^{17/2} + \frac{856\gamma}{7}y^9
\]

\[
+ \left(-\frac{194098\log(y)}{2835} - \frac{69473\pi}{22050}\right)y^{19/2} - \left(\frac{423235951437871681}{176033988000} + \frac{1537376\gamma}{1575} + \frac{2047552\gamma\log(2)}{525} - \frac{28736\gamma(3)}{15}\right)y^{21/2} - \frac{1232}{7128}y^{23/2} + \frac{1023776}{525}y^{25/2} - \frac{21829500}{1575}y^{27/2} + \frac{1094750}{343569000}
\]

\[
+ \left(-\frac{5843221973\pi}{4356900} - \frac{2562124\log(2)}{11025}\right)y^{29/2} + \frac{142155}{49}\log(3)\log(y) - \frac{2324624\log(2)\log(2)y}{2205} + \frac{10248496\gamma\log(2)}{11025}
\]

\[
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FIG. 1: Fractional difference between the different pN-order-approximations and the numerical value of $\delta \psi$. Color-code is as follows - Black: 19pN, Magenta: 18pN, Blue: 17pN, Green: 16pN, Orange: 15pN, Red: 14pN.

FIG. 2: Fractional difference between the different pN-order-approximations and the numerical values of $\Delta \lambda_1^E$, $\Delta \lambda_2^E$, and $\Delta \lambda_3^E$. Color-code is as follows - Black: 20pN, Magenta: 19pN, Blue: 18pN, Green: 17pN, Orange: 16pN, Red: 15pN.
FIG. 3: Fractional difference between the different pN-order-approximations and the numerical value of $\Delta \lambda_B$. Color-code is as follows - Black: 20.5pN, Magenta: 19.5pN, Blue: 18.5pN, Green: 17.5pN, Orange: 16.5pN, Red: 15.5pN.

FIG. 4: Fractional difference between the numerically calculated value and Taylor-summed pN series (represented by red line), and the fractional difference between the numerically calculated value and exponentially-resummed pN series (represented by blue line), for different pN-order. These plots are at $R = 6M$. 
FIG. 5: Fractional difference between the numerically calculated value and Taylor-summed pN series (represented by red line), and the fractional difference between the numerically calculated value and exponentially-resummed pN series (represented by blue line), for different pN-order. These plots are at \( R = 6 \, M \).

FIG. 6: Fractional difference between the numerically calculated value and Taylor-summed pN series (represented by red line), and the fractional difference between the numerically calculated value and exponentially-resummed pN series (represented by blue line), for different pN-order. These plots are at \( R = 5 \, M \).
FIG. 7: Fractional difference between the numerically calculated value and Taylor-summed pN series (represented by red line), and the fractional difference between the numerically calculated value and exponentially-resummed pN series (represented by blue line), for different pN-order. These plots are at $R = 5M$.

FIG. 8: Fractional difference between the numerically calculated value and Taylor-summed pN series (represented by red line), and the fractional difference between the numerically calculated value and exponentially-resummed pN series (represented by blue line), for different pN-order. These plots are at $R = 4M$. 
FIG. 9: Fractional difference between the numerically calculated value and Taylor-summed pN series (represented by red line), and the fractional difference between the numerically calculated value and exponentially-resummed pN series (represented by blue line), for different pN-order. These plots are at $R = 4M$. 