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Over the past decade, a number of quantum processes have been proposed which are logically consistent, yet feature a cyclic causal structure. However, there is no general formal method to construct a process with an exotic causal structure in a way that ensures, and makes clear why, it is consistent. Here we provide such a method, given by an extended circuit formalism. This only requires directed graphs endowed with Boolean matrices, which encode basic constraints on operations. Our framework (a) defines a set of elementary rules for checking the validity of any such graph, (b) provides a way of constructing consistent processes as a circuit from valid graphs, and (c) yields an intuitive interpretation of the causal relations within a process and an explanation of why they do not lead to inconsistencies. We display how several standard examples of exotic processes, including ones that violate causal inequalities, are among the class of processes that can be generated in this way. We conjecture that this class in fact includes all unitarily extendible processes.
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1 Introduction

The standard formalism of quantum information theory allows any set of quantum operations to be combined in parallel and in sequence. This gives rise to the intuition that quantum theory is compositional, in the sense that combining elementary quantum processes always gives rise to other valid processes, and that all valid quantum processes can be constructed in this way. Compositionality finds its clearest expression in the graphical quantum circuit formalism [1, 2, 3, 4, 5]. There, as long as a circuit is formed by wiring together quantum operations, without allowing any feedback loops, the whole circuit forms a valid quantum process — no matter what quantum operations are used.

In the last decade, a class of quantum processes was proposed that does not fit into this picture [6, 7, 8, 9, 10, 11, 12]. These processes are logically consistent (in the sense of not implying a contradiction), yet the quantum operations they are built from are in an indefinite causal order. This means that the operations cannot be wired up to form a circuit representing the process unless feedback loops are used, i.e. unless one of the global output wires of the circuit is plugged into one of its inputs.

Now, if one does allow feedback loops, then one can write any process with indefinite causal order as a quantum circuit [7, 8, 13]. However, most quantum circuits with feedback
loops do not form valid quantum processes [9, 14]. This is because feedback loops will almost always lead to logical inconsistencies, exemplified by the famous paradox in which a time traveller kills her grandfather. This means that there is currently no way to construct general processes by wiring together elementary operations, with the assurance that they will remain consistent. Instead, the most common way to formally specify a process with indefinite causal order so far has been to write down its process matrix [9] or, equivalently, its supermap [7, 8].

The inability to construct processes by specifying the connectivity between operations leads to three major problems. Firstly, given a mathematical object that one suspects is a process matrix, it is difficult to verify whether it actually is one. And without knowing whether it is a process matrix, one does not know whether it represents any logically consistent process. The explicit verification that an object is a process matrix is a brute-force procedure, requiring calculations on high-dimensional linear operators: this procedure becomes highly impractical when the dimensions and the number of parties increase. Secondly, this procedure supplies no intuition at all: given two mathematical objects, there is no clear interpretation of their components that explains why one is consistent while the other is not. This sharply contrasts the situation with definite-order processes, whose consistency can be regarded as an inevitable consequence of the acyclic form of their circuit representation. As a result, it is not surprising that processes with indefinite causal order have mostly been presented as isolated examples [7, 8, 9], or classes of similar processes [11, 12].

Thirdly, this situation prevents the design of formal methods for the study and manipulation of processes featuring indefinite causal order – which would yield, for example, general theorems clarifying their properties, or a steady conceptual architecture for describing the different possible classes of examples. Indeed, the only available formal representation of an exotic process – as a process matrix or a supermap – is an undifferentiated blend of all of the causal influences involved, fused into a high-dimensional linear operator. Parsing its structure and behaviour is possible, at best, only through a careful inspection of it by a person sufficiently experienced with the quirks of the framework; no formal tools will be there to help. Here again, this contrasts the situation with ordered circuits, for which such formal tools have been extensively developed [15, 5].

Recently, some progress has been made in devising methods to construct processes from elementary operations. In particular, Ref. [12] gave a general framework for constructing any process with coherent (and possibly dynamical) control of causal orders. Yet, this method is limited to these processes, which cannot violate causal inequalities [16, 12]. Since the focus of this framework was on the physical realisability of processes, it moreover put less emphasis on the connectivity of the processes. As a result, it does not provide the same sort of intuitive understanding of processes with indefinite causal order that quantum circuits provide for standard quantum processes. Circuit models for indefinite causal order (often featuring diagrammatic calculi) have also been introduced recently [17, 18, 19], but without providing a way to check the consistency of the processes.

Consequently, there is much to be gained from developing a method for constructing processes with indefinite causal order in a way that ensures that they are consistent and gives a legible description of their structure – including processes that violate causal inequalities. Such a method could extend deep intuitions about what makes a process consistent to processes with indefinite causal order. It would also help us to move on from the piecemeal introduction of indefinite-order processes, to a paradigm in which one can construct large classes of processes, whose consistency is made obvious from the construction itself. Finally, it would make it easier to understand and manipulate these processes.
In this work, we introduce a method for generating a large class of quantum processes with indefinite causal order, that both guarantees and explains their consistency. Our method relies on an extended circuit formalism, based on the framework of routed quantum circuits, introduced in Ref. [20] (see also Refs. [21, 22, 23, 24]). In addition to the (now possibly cyclic) directed graph of the connectivity of operations, one only has to specify basic constraints on the allowed operations (called sectorial constraints), encoded in Boolean matrices (called routes). One can then define a set of elementary rules for checking the validity of this graph. We prove that any quantum process based on a valid graph is logically consistent – as long as the quantum operations connected according to the graph respect the routes.

Our rules for validity rely on the display and inspection of meaningful information about the causal structure expressed by such graphs, making the behaviour and consistency of the process more intelligible at the conceptual level. This sheds light on the conceptual differences between those cyclic causal structures that lead to logical paradoxes, and those that are logically consistent, and offers a simple and intuitive description of the inner structure of the latter. From our construction, we can derive a large class of valid ‘unitarily extendible processes’, a class which is thought to correspond to those processes which could be physically realisable [25]. In fact, we can construct so many unitarily extendible processes that we are led to conjecture that all such processes can be built this way.

We emphasise that this paper does not aim to address the question of the physical realisability of processes (though its ideas might help tackle it in the future). Rather, we are interested in understanding the abstract, logical structure lying at the heart of valid processes with indefinite causal order. Given a valid process, we do not ask whether it could be implemented in practice, or even in principle, given the laws of physics that govern our particular universe. We ask only whether a purported quantum process is logically consistent (i.e. whether it implies any contradiction), what makes it so, and how it can be mathematically constructed in a way that makes this obvious.

In summary, this paper seeks to restore compositionality to processes with indefinite causal order. More precisely, it uncovers the means by which elementary processes may be combined in a way that inevitably leads to valid composite processes, even when those composite processes can feature indefinite causal order. The benefits of this are both mathematical – since we can eschew brute-force methods for checking that processes with indefinite causal order are consistent – and conceptual – since we get a better sense of what makes a processes logically consistent even when it exhibits indefinite causal order.

The paper is structured as follows. We begin by introducing our framework using the example of a reconstruction of the quantum switch, in order to provide a pedagogical introduction to its main notions with a simple example. We then present our framework in full generality, which describes how to construct processes from elementary operations and their connectivity, in a way that guarantees logical consistency. Following this, we display how our framework allows us to reconstruct three further examples from the literature, namely the quantum 3-switch [26], the recently proposed (what we shall call) Grenoble process [12], and the Lugano process (also called Baumeler-Wolf or Araújo-Feix) [10, 11, 25]. We explain how the route structure displays the core behaviour of the processes in a compact way. We embed these examples into larger families of similar processes, and thus highlight the conceptual intuitions for their validity. We conclude with a short discussion and outlook, in which we spell out a conjecture that all unitarily extendible processes can be built using our method.
2 Reconstructing the quantum switch

The quantum switch [7, 8] is a process with indefinite causal order whose logical consistency is relatively easy to understand. However, the obvious ways of grasping its consistency – such as recognising it as the coherent control of processes with definite causal orders – do not generalise to more exotic instances of indefinite causal order, such as the Grenoble [12] or Lugano [10, 11, 25] processes (which we will discuss later in Section 4). In this section, we reconstruct the quantum switch in a way that guarantees that it is a valid supermap\(^2\), using a method that does generalise to more exotic unitarily extendible processes. In so doing, we sketch out the main ingredients of our framework before it is formally introduced in Section 3.

We start this section by defining supermaps, and, in particular, the supermap describing the quantum switch. We then briefly summarise some key concepts of the routed circuits framework [20, 23, 24], which we will use for the reconstruction. Finally, we perform the reconstruction in a pedagogical way.

2.1 Supermaps and the quantum switch

The quantum switch is a process in which the order of application of two transformations is coherently controlled. Mathematically, it can be represented by a supermap, called SWITCH. In the literature, a supermap is typically defined as a linear map that transforms quantum channels to quantum channels [15, 7, 8]. However, since we are only interested in unitarily extendible supermaps in this paper, we shall define a supermap as a linear map that transforms linear operators on a Hilbert space to linear operators on a Hilbert space. Given two input operators \(U\) and \(V\) of the same dimension \(d\), \(\text{SWITCH}(U, V)\) returns an operator of the form

\[
\text{SWITCH}(U, V) = |0\rangle\langle 0| \otimes VU + |1\rangle\langle 1| \otimes UV.
\] (1)

More generally, \(U\) and \(V\) could be acting on their own local ancillary systems, \(X\) and \(Y\) respectively. Then \(\text{SWITCH}(U, V)\) is defined as follows:

\[
\text{SWITCH}(U, V) = |0\rangle\langle 0| \otimes (I_X \otimes V)(U \otimes I_Y) + |1\rangle\langle 1| \otimes (U \otimes I_Y)(I_X \otimes V) \] (2)

If \(U\) and \(V\) are both unitary operators, then \(\text{SWITCH}(U, V)\) is also a unitary operator. We call supermaps like this, that always map unitary operators to unitary operators, superunitaries. A little reflection reveals that any superunitary uniquely defines a supermap in the traditional sense as a map on channels via the Stinespring dilation of the channels.

An equally formal but more intuitive representation of supermaps can be provided using diagrams [5, 27]. The idea, illustrated for a monopartite supermap in Figure 1, is to represent unitary operators using boxes, and supermaps as shapes that give another box once one inserts a box into each of its ‘nodes’.

In general, one can use a circuit decomposition with sums to represent a supermap. Such a decomposition is provided for the switch in Figure 2. The meaning of this circuit decomposition is that the action of the supermap is given by Figure 3, the right-hand side of which has precisely the same formal meaning as (2).

\(^2\)Note that in this paper, we will adopt the supermap representation of higher-order processes [15, 7, 8], as opposed to the (mathematically equivalent) process matrix representation [9, 25] also used in the literature. Because the relationship and equivalence between the two pictures, both at the conceptual and mathematical levels, can be a source of confusion, and in the interest of readers more accustomed to process matrices, we spell out the connection between the representations in detail in Appendix A.
Figure 1: Diagrammatic representation of a monopartite superunitary. $S$ is a linear map from unitaries of the form $U : \mathcal{H}_{X_{\text{in}}} \otimes \mathcal{H}_{A_{\text{in}}} \rightarrow \mathcal{H}_{X_{\text{out}}} \otimes \mathcal{H}_{A_{\text{out}}}$ that maps the ingoing space for any pair of ancillary systems $X_{\text{in}}$ and $X_{\text{out}}$ to unitaries of the form $(I \otimes S)(U) : \mathcal{H}_{X_{\text{in}}} \otimes \mathcal{H}_{P} \rightarrow \mathcal{H}_{X_{\text{out}}} \otimes \mathcal{H}_{F}$. This definition can be extended in an obvious way for supermaps acting on an arbitrary finite number of unitary operators.

Figure 2: Circuit decomposition of the switch. The left term in the sum projects onto the $|0\rangle$ state of the control and implements Alice’s transformation before Bob’s. The right term has a similar interpretation. Formally, the wire bent into a ‘U’ shape can be interpreted as the unnormalised Bell ket $|00\rangle + |11\rangle$, and the upside-down ‘U’ as the corresponding bra.

Figure 3: The action of the switch on a pair of unitary operators. The order of implementation of unitaries on the target system and ancillas is coherently controlled.
However, if we do not allow for sums,\(^3\) then it is impossible to draw \(\text{SWITCH}(U, V)\) as a standard circuit in which both \(U\) and \(V\) appear exactly once, unless we allow feedback loops \([7, 8, 28]\). This means that we cannot write \(\text{SWITCH}(U, V)\) as a standard circuit whose form makes it immediate that the switch is a consistent process.

This feature of the switch, while somewhat inconvenient, is also a hallmark of indefinite causal order. Such processes combine their input operations in a way that cannot be understood as wiring them up to form a circuit, while avoiding feedback loops. While this is precisely what makes these processes interesting, it also can leave us guessing as to what makes them consistent. If their consistency is not guaranteed by the possibility of constructing them as a standard, acyclic circuit, then what is it guaranteed by?

We will show that the consistency of the switch is guaranteed through a presentation of it as a \textit{routed} quantum circuit \([20, 23, 24]\). Our method involves writing down a decorated directed graph, called the \textit{routed graph}, which captures the basic compositional structure of a large class of circuits. To check that all circuits that display this compositional structure are valid ones, it suffices to show that the graph satisfies two principles. Moreover, this method will generalise to other prominent unitarily extendible processes, such as Grenoble and Lugano.

All of this is in spite of the fact that the routed graph may contain feedback loops. Thus while the usual framework of quantum circuits shows how one can validly combine quantum processes in a definite causal order, our framework shows how quantum processes can be validly combined in an indefinite order.

At the heart of what makes a routed graph succeed or fail to generate consistent processes are the \textit{sectorial constraints} it enforces at its nodes. These restrict the transformations that they accept, and, in valid graphs, they can play a vital role in outlawing those transformations that would lead to inconsistencies. But these constraints are not captured by standard quantum circuits. To handle sectorial constraints properly, we need to understand the basics of routed quantum circuits, to which we now turn.

### 2.2 Routed quantum circuits

We start our summary of the framework of routed quantum circuits by considering a simple physical scenario that is conveniently represented with routed circuits. Suppose a photon with an internal degree of freedom is sent to a superposition of two paths, either going to the left or to the right depending on the logical value of a control qubit \(C\).

This can be represented with the following transformation \(W : \mathcal{H}_C \otimes \mathcal{H}_T \rightarrow \mathcal{H}_L \otimes \mathcal{H}_R\), where \(T\) is the internal degree of freedom of the photon.

\[
W(|0\rangle \otimes |\psi\rangle) = |\psi\rangle \otimes |\text{vac}\rangle \\
W(|1\rangle \otimes |\psi\rangle) = |\text{vac}\rangle \otimes |\psi\rangle
\]  

Each of the output spaces \(\mathcal{H}_L\) and \(\mathcal{H}_R\) is the direct sum of a vacuum sector spanned by \(|\text{vac}\rangle\) and a single-particle sector with the dimension of the target space \(\mathcal{H}_T\) \([29]\):

\(\mathcal{H}_L = \mathcal{H}_L^{\text{vac}} \oplus \mathcal{H}_L^{\text{par}}\) and \(\mathcal{H}_R = \mathcal{H}_R^{\text{vac}} \oplus \mathcal{H}_R^{\text{par}}\).

The physical evolution here is clearly reversible; yet, \(W\) is not a unitary operator, because its output space, \(\mathcal{H}_L \otimes \mathcal{H}_R = \bigoplus_{i,j \in \{\text{vac, par}\}} \mathcal{H}_i^L \otimes \mathcal{H}_j^R\), is ‘too large’. To fix this, we could consider an extension of \(W\) to a unitary acting on a larger input space. However, this would require us to consider additional, possibly physically irrelevant degrees of freedom.

\(^3\)This is good practice because 1) sums lead to an exponential multiplication of the number of diagrams to consider, and 2) an intuitive presentation as a sum will not be available at all in more involved cases, like the Grenoble process or the Lugano process.
just to represent our original scenario, even though this original scenario was already reversible.

Another solution is to restrict the definition of $W$ to the subspace of its output space that can actually be populated – this is the one-particle subspace $\mathcal{H}^{\text{prac}} := (\mathcal{H}^{\text{vac}}_L \otimes \mathcal{H}^{\text{par}}_R) \oplus (\mathcal{H}^{\text{vac}}_R \otimes \mathcal{H}^{\text{par}}_L)$. The resulting operator $\tilde{W} : \mathcal{H}_C \otimes \mathcal{H}_T \to \mathcal{H}^{\text{prac}}$ is indeed unitary, but it cannot be represented as a standard circuit with one output for $L$ and another for $R$. The reason is that the formal meaning of putting two wires next to each other in a standard circuit is taking the tensor product of the associated Hilbert spaces, while our $\mathcal{H}^{\text{prac}}$ is composed from $\mathcal{H}_L$ and $\mathcal{H}_R$ via direct sums as well as tensor products.

In order to achieve a better circuit representation, we can label the output subspaces in the following way.

$$\begin{align*}
\mathcal{H}^{\text{par}}_L &:= \mathcal{H}^0_L \\
\mathcal{H}^{\text{vac}}_L &:= \mathcal{H}^1_L \\
\mathcal{H}^{\text{par}}_R &:= \mathcal{H}^1_R \\
\mathcal{H}^{\text{vac}}_R &:= \mathcal{H}^0_R
\end{align*}$$

Then the physically relevant output space $\mathcal{H}^{\text{prac}}$ is the direct sum of the subspaces $\mathcal{H}^i_L \otimes \mathcal{H}^j_R$ for which the indices match. This is equivalent to saying that $W$ follows the route given by the Kroenecker delta $\delta^{ij}$. This just means that it respects the equation

$$W = \sum_{ij} \delta^{ij} \cdot (\pi^i_L \otimes \pi^j_R) \circ W,$$

where the $\pi^i_L$ and $\pi^j_R$ are projectors onto $\mathcal{H}^i_L$ and $\mathcal{H}^j_R$ respectively. Now, we can formally represent our transformation as a unitary by adding indices to the outputs that represent the sectorisation of the Hilbert spaces, and decorating $W$ with the route matrix $\delta^{ij}$. This gives the following diagram.

$$\begin{array}{ccc}
L^i & \quad & R^j \\
\delta^{ij} & | & W \\
C & \quad & T
\end{array}$$

The interpretation of this diagram is that we have a transformation $W$ which follows the route $\delta$. The route matrix tells us that $W$ only maps states to its so-called practical output space, which is now defined via the route as $\mathcal{H}^{\text{prac}} := \bigoplus_{ij} \delta^{ij} \mathcal{H}^i_L \otimes \mathcal{H}^j_R$. $W$ is unitary with respect to this output subspace, so the routed map $(\delta, W)$ is called a routed unitary transformation, even though $W$ is not strictly speaking a unitary operator.

We can simplify the diagram (6) by introducing a shorthand called index-matching. Since the effect of $\delta^{ij}$ is just to ‘match up’ the value of the output indices in the practical output space, we can avoid writing the matrix explicitly and instead just match the output indices directly:

$$\begin{array}{ccc}
L^i & \quad & R^i \\
\pi^i & \quad & W \\
C & \quad & T
\end{array}$$

We now explain the notion of a routed linear map in full generality. Given a transformation $U : \mathcal{H}_A \to \mathcal{H}_B$, we can construct a routed transformation $(\lambda, U)$ by first sectorising...
U’s input and output Hilbert spaces into a set of orthogonal subspaces:

\[ \mathcal{H}_A = \bigoplus_i \mathcal{H}_i^A \]
\[ \mathcal{H}_B = \bigoplus_j \mathcal{H}_j^B \]  

(8)

We then specify a Boolean matrix \( \lambda \), which is there to tell us which \( \mathcal{H}_i^A \) may be mapped to which \( \mathcal{H}_j^B \). We call this sort of restriction on the form of \( U \) a sectorial constraint. Specifically, \( U \) follows \( \lambda \) if it satisfies

\[ U = \sum_{ij} \lambda^j_i \cdot \pi^j_B \circ U \circ \mu^j_A \]  

(9)

where the \( \pi^j_B \)’s and \( \mu^j_A \)’s project onto sectors \( \mathcal{H}_j^B \) and \( \mathcal{H}_i^A \) respectively. For \( (\lambda, U) \) to be a valid routed transformation, we need \( U \) to follow \( \lambda \).

The routes can be composed in parallel and in sequence by the Cartesian product and matrix multiplication, respectively. Routed maps can be composed by composing their elements pairwise: the composition of the linear maps will necessarily follow the composition of the routes. This enables us to build up large routed circuits using elementary routed maps as building blocks.

The route \( \lambda \) defines \( U \)’s practical input and output spaces \( \bigoplus_i (\sum_j \lambda^j_i) \mathcal{H}_i^A \) and \( \bigoplus_j (\sum_i \lambda^j_i) \mathcal{H}_j^B \) respectively. \( U \) is a routed unitary if the transformation is unitary when we restrict its definition to these spaces.

The last thing to introduce is the notion of a routed supermap [23]. In a standard superunitary, any unitary operator that maps the ingoing space \( \mathcal{H}_A^{in} \) to the outgoing space \( \mathcal{H}_A^{out} \) of one of the nodes is considered a valid input to that node. For a routed supermap, a node might be equipped with some route \( \lambda \) given a sectorisation of its input and output spaces. Then, the only valid unitary transformations for that node are those that follow \( \lambda \). Formally, the valid inputs are those that respect \( U = \sum_{ij} \lambda^j_i \cdot \mu^j_B \circ U \circ \pi^j_A \), or \( U = \sum_{ij} \lambda^j_i \cdot (\mu^j_B \otimes I_X) \circ U \circ (\pi^j_A \otimes I_X) \) if the unitary also acts on some ancillary system \( X \).

2.3 Extracting the relevant structure: routed circuit decomposition, skeletal supermap, routed graph

Armed with an understanding of routed maps, we can now give the promised routed circuit decomposition of the switch. Luckily, all we really need is a routed unitary of the form \( (\delta, W) \), represented in (7).

Our decomposition of the switch is presented in Figure 4. The basic intuition behind the diagram lies in the following interpretation. When we prepare the control qubit in \( |0\rangle \), the target system may only enter the sectors of the wires inside the diagram corresponding to \( i = 0 \). Recalling that \( \mathcal{H}_i^A \) was a \( d \)-dimensional sector, and that \( \mathcal{H}_j^B \) was a trivial, one-dimensional ‘dummy sector’, this means that the particle will exit via the left output port of every \( W \) it enters. Meanwhile, the right output will receive a one-dimensional dummy system, analogous to the vacuum in the interferometric example above (although this is merely a formal analogy – we are not committing to any particular physical interpretation of this dummy system). This means that the particle will go through Alice’s node first, then Bob’s, then out to the future. The opposite is true when we prepare the control in \( |1\rangle \).

We now want to nail down how the route structure in Figure 4 can be leveraged to certify that the supermap is a valid one. To do this, we first need to to consider a further
Figure 4: Routed circuit decomposition of the switch, using index matching. $W$ is the routed unitary defined in (3). The wires bent into ‘cup’ or ‘cap’ shapes represent the (unnormalised) perfectly correlated entangled states [5]. Overall, the $i=0$ sectors correspond to the branch where Alice’s intervention is implemented before Bob’s, while $i=1$ corresponds to the branch where Bob’s intervention is implemented before Alice’s. Thus the cycle is constructed from two acyclic components corresponding to definite orders of implementation.

A suitable skeletal supermap for the switch is represented in Figure 5. Inserting $W$ and $W^\dagger$ into the bottom and top nodes respectively, and inserting the superunitary

\begin{equation}
\begin{pmatrix}
W & W^\dagger \\
L_i & R_i^i
\end{pmatrix}
\end{equation}

(10)

into each of the middle nodes yields SWITCH.

We can represent the skeletal supermap using an even simpler graph. All we need to consider is the connectivity between the nodes, the routes and indices, and the specific index values that represent one-dimensional sectors. A representation of all this information,
and nothing more, is provided by the *routed graph*. This consists of

- a vertex for each node in the skeletal supermap, decorated with its route;
- arrows representing the wires connecting the nodes in the skeletal supermap;
- next to each arrow, the index of the corresponding wire;
- next to each arrow, the specific values of its index that correspond to a one-dimensional sector.

When a node has a ‘delta route’ – that is, a route that is equal to 1 if and only if all the indices take the same value – we can adopt the shorthand index-matching representation where we decorate each of its ingoing and outgoing arrows with the same index.

The routed graph for the switch’s skeletal counterpart is given in Figure 6, with and without the index-matching shorthand. Remarkably, this elementary object contains all the information we need to confirm that the switch is a valid superunitary, or in other words, that it is consistent.

### 2.4 Checking for validity

In our framework, one can just consider the routed graph depicting the connectivity of the supermap, and infer from it that the supermap is valid. This amounts to checking that the routed graph conforms to a couple of principles. Here we shall present these principles and the way to check them in a pedagogical manner, taking advantage of the relative simplicity of the switch’s case.

To motivate these principles, a good place to start is with the intuition that in a self-consistent protocol, information should not genuinely be able to flow in a circle. This is because, if it did, then at any point on the circle we could control the outgoing information on incoming information that is inconsistent with it. This happens in the grandfather
paradox, where Alice’s grandfather is killed if Alice exists, even though Alice’s existence is incompatible with his murder.

Yet from the present routed graph it seems as if information does flow in a circle between $A$ and $B$. What we need to do is use the information in the graph to obtain a more fine-grained perspective from which the cycle disappears (or is at least shown to be harmless).

We start by fine-graining each node into a number of branches. If the route of a node dictates that there are exactly $n$ disjoint subspaces of the input space that must be mapped one-to-one to $n$ disjoint regions of the output space, we say that there are $n$ branches.

To make this clear, we can represent the route matrices as diagrams with arrows from the input sectors $H_{in}^i$ to the output sectors $H_{out}^j$ being present when the corresponding route matrix element $\lambda_{ij}^j$ is equal to 1. For the node $A$, we have a route of the form $\delta_{ij}^j$, which is represented in Figure 7. In this sort of diagram, each disconnected ‘island’, circled in red, corresponds to a distinct branch. Thus $A$ has two distinct branches, which we label $A^0$ in correspondence with the value of $i$. On the other hand, although the node $P$’s outgoing space has two sectors, $P$ only has one branch, since its graph is fully connected, as represented in Figure 8.

Intuitively, branches correspond to alternatives in a node: for example, in node $A$, either the branch $A^0$ or the branch $A^1$ will happen. It is these branches, rather than the original nodes, that we will study. In particular, we will check whether the branches themselves form informational loops; this will be the subject of our second principle.

4Of course, because we are in quantum theory, both could happen in a superposition. But a remarkable feature of our framework is that, in order to check the validity of the routed graph, we do not have to consider superpositions: it is sufficient to reason as if the branches were mutually exclusive. Therefore this is what we will do through this section.
2.4.1 Bifurcation choices and bi-univocality

Before proceeding to investigate informational loops, we first need to check another, more fundamental, property. As we remarked, branches correspond to alternatives. Thus, roughly speaking, we should make sure that the route structure is detailed enough to specify that exactly one branch happens at each node. This is captured by the notion of a bifurcation choice.

Let us introduce it with an example, resorting to agents for intuition. In the route for the P node in Figure 8, the ingoing space may be mapped to two different sectors of the outgoing space, meaning that an agent can ‘choose’ to send information to just one of these sectors. More generally, an agent at a node can make a ‘bifurcation choice’ for each branch of that node (for the branches that contain only one output value, the choice is trivial).

In the routed graph of Figure 6, only P features a bifurcation choice. Furthermore, this bifurcation choice amounts to picking the value of the index $i$ through the graph; thus, if the agent at P picks, say, $i = 0$, this leads (through the other routes) to that value getting instantiated through the graph, and therefore to the branches $A^0$ and $B^0$ ‘happening’. The symmetric situation happens for the $i = 1$ choice. In other words, each possible bifurcation choice determines exactly one branch to happen at every node.

It is this behaviour, rather elementary in the case of the switch, that we want to ask for in general. This leads to a principle that we will call univocality: any tuple of choices made at every branch leads to exactly one branch happening at every node. In other words, once the agents at the nodes of our skeletal supermap make all their bifurcation choices, there is a determinate fact, for each branch, about whether the quantum state will pass through it. More formally, this will be defined as the fact that the routed graph

---

5 This is an unashamed gallicism. ‘Univocal’ means ‘speaking with one voice’, i.e., yielding exactly one output. For instance, functions are univocal, while relations (represented here by Boolean matrices) are generically equivocal.
defines a function (as opposed to a relation) from bifurcation choices to ‘branch statuses’, where branch statuses are bits representing whether a given branch has happened or not. (Section 3 describes how this function is defined.) This can be seen as forbidding situations where bifurcation choices would either underdetermine branch statuses (i.e. lead to several possible branch assignments) or overdetermine them (i.e. lead to no possible assignment at all).\textsuperscript{6}

For the switch, this is satisfied because the bifurcation choice at the \( P \) node of the skeletal supermap determines which branches of \( A \) and \( B \) we end up in. This corresponds to the fact that in \textsc{switch}, the logical state of the control qubit fixes the causal order (recalling the fact that the causal order is what defined the different branches of \( A \) and \( B \)).

We also require that the ‘time-reversed’ routed graph, obtained by reversing the direction of the arrows on the original routed graph, satisfies univocality as well. This is satisfied by the switch, corresponding to the fact that the information about which causal order took place ends up recorded in the control qubit at the end of the protocol. If both the routed graph and its time-reversed version satisfy univocality, we say that the routed graph satisfies \textbf{bi-univocality}. Thus the entire bi-univocality condition is satisfied by \textsc{switch}. We summarise the condition as follows:

\begin{itemize}
  \item \textit{Bi-univocality:} The routed graph and the time-reversed routed graph define functions from bifurcation choices to branch statuses.
\end{itemize}

\subsection{2.4.2 The branch graph and weak loops}

We now turn to our second principle, which deals with whether influences between branches flow in a circle. To check this, we construct a directed ‘branch’ graph representing the flow of information between different branches in the routed graph, depicted in Figure 9. Causal/informational loops among the branches will be understood as loops in this graph.

The branch graph contains solid, dashed green, and dashed red arrows. The solid arrows represent the flow of quantum information along ‘paths’ in the routed graph permitted by the routes, while the dashed arrows represent the flow of information via choices of which path to follow, when multiple paths are permitted by the routes. We explain each of these in turn at an intuitive level; the general formal procedure for constructing the branch graph from a routed graph is described in Section 3.

To understand the solid arrows, note that there are two possible joint value assignments to all of the indices in the routed graph: either \( i = 0 \) everywhere, or \( i = 1 \). For the \( i = 0 \) assignment, the arrows \( P \to B \) and \( B \to A \) in Figure 6 correspond to one-dimensional sectors, as indicated by the red zeroes. What this shows is that no quantum information flows from \( P \) to the branch \( B^0 \) or from \( B^0 \) to \( A^0 \). For this reason, there are no solid arrows \( P \to B^0 \) or \( B^0 \to A^0 \) in the branch graph. On the other hand, quantum information does flow from \( P \) into the branch \( A^0 \), then into \( B^0 \), and then finally into \( F \). Thus we have the path \( P \to A^0 \to B^0 \to F \) of solid arrows in the branch graph. By following precisely analogous reasoning for the \( i = 1 \) assignment, we arrive at the solid arrows in Figure 9. Evidently, the solid arrows in the branch graph do not form a loop\textsuperscript{7}.

\textsuperscript{6}On the relationship between underdetermination and overdetermination in cyclic processes, see Ref. [14].

\textsuperscript{7}We note that this corresponds to an observation from Ref. [30], that, although the switch has a cyclic causal structure, it can still be written as a direct sum of (pure) processes with a definite causal order. We want to stress however that such an observation is in general \textit{not} sufficient to ensure the consistency of the process, as it overlooks the need to 1) check bi-univocality, and 2) also represent dashed arrows in...
Figure 9: The branch graph for the routed graph in Figure 6. Each vertex represents the branch of some node in the routed graph. The branches of $A$ and $B$ are labelled with superscripts corresponding to the relevant value of $i$ in the index-matching routed graph. The other nodes have only one branch, and we denote this branch with the same letter we used for the original nodes. The solid arrows are attributed by considering the connection between the branches encoded in the routed graph; the dashed green and red arrows represent relations of functional dependence in the functions from bifurcation choices to branch statuses required by bi-univocality. The graph contains no cycles of any kind, so it trivially satisfies the weak loops condition.

To rule out informational loops, it is necessary that the solid arrows do not form a loop, but it is not sufficient. What the lack of this kind of loop shows is that the quantum information confined within particular branches by the routes does not flow in a circle. But there is another type of information flowing in the routed circuit: the information that determines which branch happens. This information is represented by the dashed arrows in Figure 9. It is possibilistic in nature, and can therefore be captured entirely using routes, based on the theory of finite relations (i.e. Boolean matrices).

Fortunately, if univocality is satisfied, then we already know that the routed graph defines a function from bifurcation choices to the statuses of the branches (i.e. the binary variables encoding whether each branch happened). We can thus define the green dashed arrows as representing the functional dependencies within this function. Namely, there is a green dashed arrow from $X^\alpha$ to $Y^\beta$ just in case the branch status at $Y^\beta$ depends on the bifurcation choice at $X^\alpha$. For example, there is a green dashed arrow from $P$ to $A^0$ because one can choose whether or not $A^0$ happens by choosing which logical state to prepare the control qubit in at $P$. If a similar influence relation holds from $Y^\beta$ to $X^\alpha$ in the time-reversed version of the protocol, then we draw a red dashed arrow from $X^\alpha$ to $Y^\beta$. Doing this for all the branches gives us the dashed arrows in Figure 9.

The full branch graph gives a complete account of the flow of information in the skeletal supermap of the switch. It represents both the quantum information that flows within the branches with the solid arrows, and the ‘which-branch’ information that is affected by bifurcation choices. This second sort of information can be thought of classically, since it corresponds to preferred sectorisations of the state spaces. We also call it possibilistic, since it is purely about the binary question of whether a branch does or does not happen given certain bifurcation choices, and can accordingly be represented by the routes using the theory of relations, represented by Boolean matrices.

From this fine-grained perspective, it is clear that no information actually flows in a loop in SWITCH, since the branch graph of Figure 9 satisfies the branch graph.
Figure 10: A routed skeletal supermap that leads to a grandfather paradox, where a qubit is sent back to itself. Formally, the wires bent into ‘cup’ and ‘cap’ shapes can be thought of as the unnormalised perfectly correlated entangled ket and bra respectively. The qubit is partitioned into sectors spanned by the logical states $|0\rangle$ and $|1\rangle$. The index-matching means that the agent at the node must map the logical states $|i\rangle$ to themselves, up to dephasing.

No loops: There are no directed loops in the branch graph.

According to the upcoming Theorem 3.1 – the main theorem of this paper –, the satisfaction of bi-univocality and no loops is enough to demonstrate the validity of the skeletal supermap, and hence of the switch itself. Thus the logical consistency of the switch is a consequence of the satisfaction of these principles.

Remarkably though, a principle logically weaker than no loops is enough to ensure the validity of the supermap. We did not need to show that the routed graph contains no loops at all, but only loops of a weak, and harmless, type. Specifically, we needed to show that the graph satisfies the following principle, which we call weak loops.

Weak loops: Any given loop in the branch graph is entirely made up of dashed arrows of a single colour.

Our main theorem states that bi-univocality together with weak loops implies that a skeletal supermap is valid, and hence that any associated protocol is self-consistent. While all protocols we have studied that do not violate causal inequalities satisfy no loops, Section 4.3 will show that the Lugano process has green loops (see Figure 28). This will lead us to conjecture that the presence of monochromatic loops is precisely what enables the violation of causal inequalities.

2.5 Why do we need bi-univocality?

Naively, one might imagine that the lack of a causal/informational loop among the branches is enough to guarantee that a protocol is consistent. In this subsection, we explain why this intuition fails.

To this end, consider the supermap in Figure 10. A single wire is bent round in a loop, and serves both as input and as output to a node. The wire represents a qubit partitioned into sectors spanned by $|0\rangle$ and $|1\rangle$ respectively. We impose a delta-route on the node so that the transformations we insert must map each sector to itself.

The node has two branches, each corresponding to a one-dimensional sector. Hence, no information flows between the branches. Clearly, then, there can be no question of an informational loop within a branch. Nevertheless, the supermap is invalid, and fails to represent any logically consistent process. This is a consequence of the fact that nothing can determine the value of the index $i$. For if it did, then univocality would be respected, and our main theorem would imply the validity of the supermap.

The key problem here is one of underdetermination. The fact that $i$ is not fixed means that there is no point in the circuit where an agent could make a bifurcation choice
determining which branch happens. So, even though there is no over\textit{determination within} a branch (resulting in a grandfather paradox), there is still under\textit{determination of} the branch. To see how this leads to concrete problems, one needs only to notice that inserting a CNOT gate into the supermap (where the NOT part acts on an ancillary system) leads to a trace-decreasing output transformation, and that this is a direct consequence of the underdetermination of \( i \).  

\section*{2.6 Summary}

We offer a brief summary of this section, where we showed how to represent the switch as a routed circuit and how to certify the validity of this circuit despite its feedback loops.

We wrote the switch as a routed circuit (Figure 4). We captured this circuit’s basic structure by trimming it down to a ‘skeletal’ routed supermap (Figure 5), from which the switch can be constructed, by inserting unitary transformations into the nodes. We represented the structure of the skeletal supermap as an equivalent routed graph (Figure 6). We then showed that this routed graph satisfies two conditions, bi-univocality and weak loops, which, by our main theorem, imply that the skeletal supermap is valid (i.e. takes unitaries to unitaries), which in turn implies that any routed circuit with its connectivity is valid as well.

Bi-univocality requires that choices of bifurcation in the routed graph lead to a definite fact about the branch that happens at each node. It also requires a similar statement to hold about the time-reversed version of the routed graph, obtained by reversing the direction of the arrows.

If bi-univocality holds, then we can ask whether the routed graph satisfies the weak loops condition. To evaluate this condition, we form a branch graph, in which solid arrows represent the ability of quantum information to flow between the different branches. Green dashed arrows indicate that bifurcation choices at one branch can influence whether another branch happens in the routed graph. Red dashed arrows represent the same thing for a time-reversed version of the routed graph. The weak loops condition states that any given loop in the branch graph must be formed entirely of dashed arrows of the same colour. The switch satisfies this trivially since its branch graph contains no loops all.

Our constructions do not only provide a technical way to certify the consistency of a process, but also make its inner structure evident. Indeed, the routed graph gives an intuition of the crucial structural features of the switch. Furthermore, its branch graph displays the order in which its branches happen, and tells us which branches control which other branches happen. This will be particularly valuable when we perform the same reconstruction for more elaborate processes in Section 4.

\section*{3 The framework}

In this section, we present our framework in detail and state our main theorem, which says that any routed graph satisfying bi-univocality and weak loops defines a valid superunitary. To keep things readable, we will give definitions at a semi-formal level; a fully formal account is given in Appendix B.

\footnote{The reader might also notice that inserting a \( Z \) Pauli matrix into the node results in a sort of grandfather paradox associated with the Fourier basis. But the foregoing considerations show that even in the classical case, where there is no Fourier basis, we still need bi-univocality.}
The most basic notion we need is that of a routed graph: this is a directed multi\textsuperscript{9}-graph with decorated nodes and arrows. The nodes are decorated with routes, and the arrows are decorated with indices that are in turn equipped with a ‘dimension’ for each index value. A routed graph with its routes still unspecified will be called an indexed graph. Examples are given in Figure 11.

**Definition 3.1 (Indexed and routed graphs).** An indexed graph $\Gamma$ is a directed multigraph in which each arrow is attributed a non-empty set of index values. Each of these values is furthermore attributed a non-zero natural number, called its dimension\textsuperscript{10}.

A routed graph $(\Gamma, (\lambda_N)_{N \in \text{Nodes}_\Gamma})$ is an indexed graph for which a relation (or ‘route’) has been specified at every node. The route $\lambda_N$ at node $N$ goes from the Cartesian product of the sets of indices of the arrows going into $N$, to that of the sets of indices of the arrows going out of $N$.

We also allow these graphs to feature arrows ‘coming from nowhere’ (resp. ‘going nowhere’): these will be interpreted as global inputs (resp. global outputs) of the supermap. We ask for these not to be indexed, that is, to have trivial (i.e. singleton) sets of index values.\textsuperscript{11}

\textsuperscript{9}A multigraph is a graph in which there can be several arrows between two given nodes. In the interest of generality, we will allow them, even though for the purposes of the certification of supermaps’ validity, any multigraph could just be turned into an equivalent graph by merging wires.

\textsuperscript{10}This will be the dimension of the corresponding sector in the interpretation of the graph as a supermap. Note that for our theorem, all we need to know is which sectors are one-dimensional.

\textsuperscript{11}This requirement is there only to make the statement of univocality simpler, as otherwise one would have to distinguish several cases. Any routed graph with indexed input and output arrows can be turned into one without, by adjoining to it a global input node and a global output node.
We will in fact not need all types of relations: we will restrict ourselves to considering branched ones.

**Definition 3.2 (Branched routes).** A route $\lambda_N$ is branched if any two of its input values are either connected to the exact same output values, or have no output values in common.

An example is given in Figure 12. As seen in this figure, a branched relation $\lambda_N$ defines compatible (partial) partitions of its input and output sets, which we call $\lambda_N$'s branches (or, in a slight abuse of notation, $N$'s branches, which will be called the $N^\alpha$ with $\alpha$ varying), with each input value of a branch being connected to all output values of this branch and vice versa.

There can also be input (resp. output) values that are not connected to anything by $\lambda_N$; these will be said to be outside its practical inputs (resp. outputs), and are considered to be part of no branch at all. These values correspond to sectors which are just there for formal purposes and will never be used in practice – part of the role of bi-univocality will be to ensure that this does not lead to any inconsistencies.

A skeletal routed supermap can be naturally defined from a routed graph.

**Definition 3.3 (Skeletal supermap associated to a routed graph).** Given a routed graph $(\Gamma, (\lambda_N)_N)$, its associated skeletal (routed) supermap is obtained by interpreting each wire as a sectorised Hilbert space, whose sectors are labelled by the set of index values of this wire, with each sector having the dimension that was assigned to its corresponding index value; and interpreting each node as a slot for a linear map, going from the tensor product of the Hilbert spaces associated to its incoming arrows, to that of the Hilbert spaces associated to its outgoing arrows, and following the route associated to that node. The supermap acts on linear maps by connecting them along the graph of $\Gamma$.

Our goal is to define structural requirements on routed graphs ensuring that their associated supermap is a (routed) superunitary; i.e., that it yields a unitary map when

---

\[ ^{12} \text{Note that this procedure has an unambiguous meaning, despite the cycles in } \Gamma, \text{ due to the fact that finite-dimensional complex linear maps form a traced monoidal category [31].} \]

---
arbitrary unitary maps, following the routes, are plugged at each of its nodes. Note that a map being unitary, in this context, means that it is unitary when restricted to act only on its practical input space, consisting of the input sectors whose indices are practical inputs of the route, and to map to its similarly defined practical output space.

Our first principle will be univocality. The idea is that some branches feature bifurcations, i.e. include several output values (e.g. branches $N^{III}$ in Figure 12). ‘Bifurcation choices’, in a branch at a node – i.e. choosing a single output value for this branch, and erasing the arrows to the other output values – will in general lead to some branches at other nodes ‘not happening’ – i.e. to none of their input values being instantiated. Univocality tells us that any tuple of bifurcation choices throughout the graph should lead to one and exactly one branch happening at every node. To make this requirement formal, we will ‘augment’ our relations, i.e. supplement them with ancillary wires: ancillary input wires with which bifurcation choices in each branch can be specified; and ancillary output wires which record, in a binary variable, whether each branch happened or not.

Definition 3.4 (Augmenting). We take a branched route $\lambda_N$. For each of its branches $N^\alpha$ we denote the set of output values of this branch as $\text{Ind}^{\text{out}}_{N^\alpha}$, and define a binary set $\text{Happens}_{N^\alpha} \equiv \{0, 1\}$.

The augmented version $\lambda^{\text{aug}}_N$ of $\lambda_N$ is the partial function going from $\lambda_N$’s input values and from the $\text{Ind}^{\text{out}}_{N^\alpha}$’s, to $\lambda_N$’s output values and the $\text{Happens}_{N^\alpha}$’s, defined in the following way:

- if its argument from $\lambda_N$’s input values is among the input values of a branch $N^{\alpha'}$, then it returns its $\text{Ind}^{\text{out}}_{N^{\alpha'}}$’s argument, value 1 in $\text{Happens}_{N^{\alpha'}}$, and value 0 in $\text{Happens}_{N^{\alpha'}}$ for $\alpha' \neq \alpha$;

- if its argument from $\lambda_N$’s input values is not among the input values of any branch – i.e. if it is outside of $\lambda_N$’s practical input values –, then the output is undefined.

To illustrate this definition, let us display what it gives in the case of the routed graph of the switch, depicted in Figure 6. The augmented version of $P$’s route has one extra binary input (encoding the bifurcation choice that can be made at this node), and no extra output (as $P$ only features one branch); this augmented version is just the identity function from the extra input to the original output (remembering that the original input

Figure 13: The ‘augmented’ version of the branched route $\lambda_N$ described in Figure 12. The ancillary input wires for branches $N^{II}$ and $N^{IV}$ are not written, as they are trivial: each of these branches has only one output value.
of the route was trivial). As for the route of node $A$, its augmented version features no extra input (as $A$ features no bifurcation choice), and two extra outputs: the first one encodes whether branch $A^0$ happened, the second one encodes whether branch $A^1$ happened. This augmented version (which has two inputs and four outputs) is the partial function defined by $(0, 0) \mapsto (0, 0, 1, 0)$ and $(1, 1) \mapsto (1, 1, 0, 1)$ and undefined on inputs $(0, 1)$ and $(1, 0)$ (which are outside the practical input values). The same goes for $B$. Finally, the augmented version of $F$’s route is identical to the original version (there are no bifurcation choices and only one branch).

As represented in Figure 13, the augmented version of a route features extra ancillary wires. One can then form a relation by connecting the non-ancillary wires of the $\lambda^\text{aug}_N$’s according to the indexed graph $\Gamma$ (see Figure 14 for an example). We call this the ‘choice relation’, which we will write $\Lambda(\Gamma, (\lambda^\text{aug}_N)_N)$. $\Lambda(\Gamma, (\lambda^\text{aug}_N)_N)$ goes from the bifurcation choices to the happens binary variables that tell us whether each branch happened. The requirement that the former unambiguously determine the latter then takes a natural form.

**Principle 1** (Univocality and bi-univocality). A routed graph $(\Gamma, (\lambda^N)_N)$ satisfies the principle of univocality if its choice relation $\Lambda(\Gamma, (\lambda^N)_N)$ is a function.

$(\Gamma, (\lambda^N)_N)$ satisfies the principle of bi-univocality if both it and its adjoint $(\Gamma^\top, (\lambda^\top_N)_N)$ satisfy univocality.

The adjoint of a routed graph is simply the routed graph obtained by reversing the direction of its arrows, and taking the adjoints of its routes: it can be interpreted as its time-reversed version. Being bi-univocal thus means being ‘univocal both ways’.

When univocality is satisfied, the choice relation – which is then a choice function – plays another role: its causal structure (defined by functional dependence) tells us which

---

13Similarly to before, this procedure makes sense because relations form a traced monoidal category. The $\lambda^\text{aug}_N$ are here viewed as relations, as any partial function can be.
bifurcation choices can affect the status of which branch. This will define the green dashed arrows in the branch graph, whereas the analogous information in the choice function of the adjoint graph will define the (reverse of the) red dashed arrows.

Our last job is to define the solid arrows in the branch graph. The idea is that the ‘$N^\alpha$’ branch of node $N$ has a direct influence on the ‘$M^\beta$’ branch of node $M$ if there is an arrow from $N$ to $M$ that doesn’t become either inconsistent or trivial (i.e. reduce to either zero sectors or to a single one-dimensional one) when one fixes $N$ to be in branch $\alpha$ and $M$ to be in branch $\beta$. To capture this, we will have to talk about consistent assignments of values to the indices of all arrows in the graph.

**Definition 3.5** (Consistent assignment). A consistent assignment of values to $(\Gamma, (\lambda_N)_N)$’s indices is an assignment of a value to the arrows’ indices, such that for any node $N$, the tuple of values for $N$’s inputs is related by $\lambda_N$ to the tuple of values for $N$’s outputs.

Note that (as proven in Appendix B) an assignment is consistent if and only if at every node, the tuple of input values and the tuple of output values that it yields are in the same branch (and in particular are not outside the practical inputs/outputs). In that sense, one can talk about this consistent assignment of values as, in particular, assigning a given branch to every node.

The idea of solid arrows, embodied by the following definition, is then that one draws a solid arrow from $N^\alpha$ to $M^\beta$ if there is an arrow $A$ joining $N$ to $M$, except if $N^\alpha$ and $M^\beta$ can never happen jointly, or if there is a single value of $A$’s index compatible with both of them happening, and this value makes $A$ trivial.

**Definition 3.6.** Taking a branch $N^\alpha$ of node $N$ and a branch $M^\beta$ of node $M$, we say that there is a solid arrow $N^\alpha \rightarrow M^\beta$ if there exists an arrow from $N$ to $M$, except if:

- there are no consistent assignment of values that assign branch $\alpha$ to $N$ and branch $\beta$ to $M$;
- or if all such assignments assign the same value to the index of the arrow $N \rightarrow M$, and this value has dimension 1 (i.e. corresponds to a one-dimensional sector).

If there are several arrows from $N$ to $M$, then we say that there is a solid arrow $N^\alpha \rightarrow M^\beta$ unless the above applies to all of them.

With this in our toolbox, we can define the branch graph.

**Definition 3.7** (Branch graph). The branch graph of a routed graph $(\Gamma, (\lambda_N)_N)$ that satisfies bi-univocality is the graph in which:

- the nodes are given by the branches of $(\Gamma, (\lambda_N)_N)$’s nodes;
- solid arrows are given by the previous definition;
- there is a green dashed arrow $N^\alpha \rightarrow M^\beta$ if the choice function $\Lambda_{(\Gamma, (\lambda_N)_N)}$ features causal influence (i.e. functional dependence) from $\text{Ind}_N^{\alpha}$ to $\text{Happens}_{M^\beta}$;
- there is a red dashed arrow $N^\alpha \rightarrow M^\beta$ if the choice function of the adjoint graph, $\Lambda_{(\Gamma^\top, (\lambda_N^\top)_N)}$, features causal influence (i.e. functional dependence) from $\text{Ind}_{M^\beta}^{\text{in}}$ to $\text{Happens}_{N^\alpha}$.

Examples of branch graphs are shown in Figure 15. Now that the branch graph is defined, we can check whether it satisfies our second principle.
Figure 15: Examples of branch graphs. (a) and (b) satisfy the weak loops principle, but (c) and (d) do not. For (d), this is due to the presence of a bi-coloured $\infty$-shaped loop in the central layer.

**Principle 2 (Weak loops).** We say that a loop in a branch graph is weak if it is entirely made of dashed arrows of the same colour.

A routed graph satisfies the principle of weak loops if every loop in its branch graph is weak.

Note that, as a particular case, any routed graph whose branch graph features no loops trivially satisfies this principle. This will be sufficient to check the consistency of processes featuring (possibly dynamical) coherent control of causal order. We will conjecture that the more exotic processes, which violate causal inequalities, are characterised by the existence of weak loops in their branch graph.

Finally, we can display our main theorem.

**Theorem 3.1.** Let $(\Gamma, (\lambda_N)_N)$ be a routed graph satisfying the principles of bi-univocality and weak loops. (We then say that it is valid.) Then its associated skeletal supermap is a routed superunitary.

The proof of Theorem 3.1 is given in Appendix B.

The next corollary, which is direct, stresses the fact that there are then many supermaps which can be obtained from this skeletal supermap, and that the validity of the latter implies that they are valid as well.

**Corollary 3.1.** Let $(\Gamma, (\lambda_N)_N)$ be a valid routed graph. Then, any supermap built from its associated skeletal supermap by plugging in unitaries at some of its nodes and unitary monopartite supermaps at other nodes is a superunitary.

4 Examples of constructing processes with indefinite causal order

In this section, we reconstruct three further examples of processes with indefinite causal order from valid routed graphs, namely the quantum 3-switch, the Grenoble process and the Lugano process. This will enable us to see each of these processes as a member of a large family of processes that can be constructed 'in the same way' – i.e. from the same routed graph. This in turn will allow us to distinguish between those features of the process that are 'accidental', and those that are essential for the consistency of the process.

What results is reminiscent of the situation for processes without indefinite causal order. Such processes can be represented as circuits, in which it is immediate that changing the particular transformations will preserve the consistency of the process, so long as the
connectivity of the circuit is maintained. In our reconstructions of processes with indefinite causal order, it is immediate that changing the particular transformations in a routed circuit decomposition of a process with indefinite causal order preserves consistency, so long as the resulting routed circuit is still ‘fleshing out’ the same (valid) routed graph.

Before turning to the examples, we briefly explain a shorthand way of presenting the routed graphs. Rather than directly stating the route associated with each node, it is sometimes simpler to specify a global index constraint, from which the individual routes can be derived. This global index constraint specifies the allowed joint value-assignments for all of the indices in the graph. Formally, it can be represented as a Boolean tensor $G$ over the Cartesian product of all the indices in the graph. We set the coefficients $G_{i} = 1$ to be equal to 1 for allowed joint value assignments $i$ (note that $i$ here denotes a list of indices), and $G_{i} = 0$ for those that are not allowed. Then, we can calculate the route $\lambda_{N}$ at some specific node $N$ as the least restrictive route consistent with the global index constraint. Assuming that the set of indices $\text{Ind}_{N}^{\text{in}}$ going into the node and the set of outgoing indices $\text{Ind}_{N}^{\text{out}}$ are disjoint, so that no arrows start and finish at that same node, we can calculate this by marginalising over the indices $\text{Ind} \backslash \{\text{Ind}_{N}^{\text{in}} \cup \text{Ind}_{N}^{\text{out}}\}$ that do not come out of or go into the node. Writing the indices as $i = (i_{\text{in}}, i_{\text{out}}, i')$, where the $i' \in \{\text{Ind}_{N}^{\text{in}} \cup \text{Ind}_{N}^{\text{out}}\}$ denote the joint value-assignments of those ‘irrelevant indices’, the marginalisation is performed by taking the Boolean sum over $i'$,

$$
(\lambda_{N})_{i_{\text{in}}}^{i_{\text{out}}'} := \sum_{i'} G_{i_{\text{in}}i_{\text{out}}'}. \tag{11}
$$

In the examples below, we represent the global index by using a combination of index-matching on the routed graph and ‘floating’ equations relating the indices written beside the graph. The idea with index-matching is that when indices on two different arrows are matched, the global index constraint must be 0 for all joint value assignments in which they are not equal. Similarly, the global index constraint is 0 for all joint value assignments not satisfying the floating equations. The global index constraint of the routed graph is then the most general Boolean matrix compatible with the index-matching and the equations.

Similarly, we will also present routed circuits using a global index constraint. In that case, we derive the routes associated with the individual transformations (i.e. the boxes) that make up the circuit by marginalising over the global index constraint of the circuit.

We want to stress, once again, that the use of index-matching and global index constraints is only a graphical shorthand: in order to study the graphs and check the principles, they have to be formally translated into routes for the nodes.

4.1 The quantum 3-switch

The quantum 3-switch [26] is a unitary process defined analogously to the quantum switch, but with three intermediate agents: Alice ($A$), Bob ($B$) and Charlie ($C$). The Past ($P$) consists of a 6-dimensional control qudit $P_{C}$ and a $d$-dimensional target qudit $P_{T}$. Depending on the initial state of the control qudit, the three agents receive the target qudit in a different order, outlined in Table 1. At the end, the target qudit is sent to the Future ($F$).

\[\text{Note that the requirements of bi-univocality and weak loops imply that any indices on these ‘self-loops’ would have to have values that either never happen, or else correspond to one-dimensional branches, and that the value of the indices are fixed by the other ingoing and outgoing arrows. This means that one gets exactly the same unitary processes from the routed graph if one removes the self-loops. Accordingly, the assumption of no self-loops does not sacrifice any generality.}\]
| Control state | Order          |
|---------------|---------------|
| 1             | $A - B - C$   |
| 2             | $A - C - B$   |
| 3             | $B - C - A$   |
| 4             | $B - A - C$   |
| 5             | $C - A - B$   |
| 6             | $C - B - A$   |

Table 1: The relative order of the agents Alice ($A$), Bob ($B$) and Charlie ($C$) depending on the value of the control state.

4.1.1 The routed graph

We start by drawing a routed graph from which the quantum 3-switch, amongst other processes, can be constructed. This routed graph is given in Figure 16. The global index constraint is represented by matching the indices on different arrows, and by the floating equation $l + m + n + p + q + r = 1$. This equation enforces that precisely one of the six summed over indices is equal to one. Thus the global index constraint is the Boolean matrix that ensures that matched indices take the same value, and that exactly one of the six distinct values is 1.

![Figure 16: The routed graph for the quantum 3-switch, using a global index constraint.](image_url)

The route at node $P$ (which we denote $\eta$) is, by definition, the most liberal route
\[
\begin{align*}
\{ l = 1 \} & \quad \{ p = 1 \} & \quad \{ m = 1 \} & \quad \{ q = 1 \} & \quad \{ n = 1 \} & \quad \{ r = 1 \} \\
\text{others} = 0 & \quad \text{others} = 0 & \quad \text{others} = 0 & \quad \text{others} = 0 & \quad \text{others} = 0 & \quad \text{others} = 0 \\
\end{align*}
\]

Figure 17: The route and branch structure of the node \( P \) of the quantum 3-switch. There is one unique branch with a bifurcation choice between six options, each of which enforces a causal order.

 compatible with the global index constraint. This is the route that forces exactly one of its indices to be equal to 1:

\[
\begin{align*}
\eta^{100000} = \eta^{010000} = \eta^{001000} = \eta^{000100} = \eta^{000010} = \eta^{000001} = 1; \\
\eta^{lmnpqr} = 0 \quad \text{otherwise.}
\end{align*}
\]

(12)

The route \( \eta \) also has a convenient graphical representation, depicted in Figure 17. \( \eta \) has a single branch with a bifurcation choice between six options, each corresponding to one of the indices \( lmnpqr \) being equal to 1. Each option enforces one of the six possible causal orders.

Let us explain how this works in detail. In the routed graph for the standard switch, the arrow \( P \to A \) came with two index values, corresponding to whether or not Alice received the message first. But for the 3-switch, if Alice does receive the message first, then there are two further possibilities: either she comes first and the causal order is clockwise \((A-B-C)\), or she comes first and the order is anticlockwise \((A-C-B)\). For this reason, the arrow from \( P \) to \( A \) has three index values overall. The sectors where she gets the message first correspond to \((l = 1, p = 0)\) and \((l = 0, p = 1)\); while \((l = 0, p = 0)\) corresponds to a one-dimensional `dummy’ sector. Likewise, all internal wires are associated with three sectors; two non-‘dummy’ sectors for when one of their indices equals one, and a ‘dummy’ sector for when both are equal to zero\(^{15}\).

Now suppose that the agent at \( P \) makes the ‘\( l = 1 \)’ bifurcation choice, so that the message is sent to Alice. The global index constraint then enforces the route at the nodes \( A, B, C \) depicted in Figure 18. Thus Alice’s route implies that she has no choice but to preserve the value of \( l \), meaning that she must send the message along the arrow from \( A \) to \( B \), since this is her only outgoing arrow that does not correspond to a dummy sector when \( l = 1 \). Then Bob similarly has no choice but to pass the message to Charlie, and finally Charlie is forced to send the message into the Future. The net result is that the message moves inexorably along the path \( P \to A \to B \to C \to F \) of arrows decorated with an \( l \) index, giving the causal order \( A-B-C \). Thus, if an agent at \( P \) makes the bifurcation choice that \( l = 1 \), they pick out this causal order.

Similarly, any option from the bifurcation choice enforces one of the six possible causal orders. In this sense, the bifurcation choice at \( P \) is a choice between causal orders, just

\(^{15}\)Note that the sectors with both indices equal to 1, although formally present, are irrelevant: they correspond to impossible joint assignments of values.
as in the case of the original quantum switch. This state of affairs – that the causal order is determined by a bifurcation choice at the Past node – is characteristic of the (non-dynamical) coherent control of causal orders.

Now let us show that the routed graph satisfies our two principles. It is clear that the bifurcation choice at $P$, picking which index is equal to 1, determines the status of all branches of the intermediate nodes, since these branches are all defined by a certain index equalling 1 (see Figure 18). This bifurcation choice is the only one in the routed graph, and $P$ and $F$ each have just one branch (the route at $F$ is just the time-reversed version of the one at $P$, obtained by reversing the direction of the arrows in Figure 17). Thus the sole bifurcation choice in the routed graph leads to a single branch happening at each node; formally speaking, we have a function from bifurcation choices to branch statuses. That is, the routed graph satisfies univocality. Since the routed graph is time-symmetric, it follows that it satisfies bi-univocality. This allows us to draw the branch graph, following the rules in Section 2.4: we display it in Figure 19. In this graph, the six branches for each of the nodes $A, B$ and $C$ are denoted by the specification of which index is equal to 1 (with all the others equal to 0), e.g. $A^{l=1}$, $A^{p=1}$, etc. There are no loops in the branch graph, meaning that the routed graph trivially satisfies weak loops. We can thus invoke Theorem 3.1 to conclude that any process that can be obtained from the routed graph of Figure 16, including the quantum 3-switch, is a consistent quantum process.

4.1.2 The routed circuit

The routed circuit for the quantum 3-switch can be constructed from the routed graph in Figure 16 by inserting unitary transformations into the corresponding skeletal supermap. This is displayed in Figure 20, where we have again used the shorthand of global index constraints. The routes of the transformations can be derived from the global index constraint, just like the routes of the nodes in the routed graph.

The systems in the routed circuit have the following properties:

- The systems $P_T, F_T, A_{in}, A_{out}, B_{in}, B_{out}, C_{in}, C_{out}$ are all isomorphic, and correspond to a $d$-dimensional space.
- $P_C, F_C$ are 6-dimensional control systems.
The routed system $C_k$ is also a 6-dimensional control system, with an explicit partition into six one-dimensional sectors.

The routed systems $R^{lp}, S^{mq}, T^{nr}, X^{ln}, Y^{pq}$ are all $(2d+1)$-dimensional systems, this time partitioned into two $d$-dimensional sectors and a single 1-dimensional ‘dummy’ sector. For example, $R^{lp} = R^{00} \oplus R^{10} \oplus R^{01}$, where $R^{00}$ is the 1-dimensional sector. The presence of two separate $d$-dimensional sectors corresponds to the fact that each of these wires can carry the message in two separate causal orders. We denote the unique state in the 1-dimensional sectors by $|dum\rangle$.

The unitary $U_F$ has the same form as $U_P$, where the $|1\rangle_{F_C}$ state of the control qubit is again mapped to the $l = 1$ sector, $|2\rangle_{F_C}$ is again mapped to $p = 1$ sector, and so on. The other unitaries denoted by $U$ are the unique unitaries of the form above that respect the index-matching.

4.2 The Grenoble process

In their 2021 paper [12], Wechs and co-authors from Grenoble presented a new tripartite process with dynamical indefinite causal order, that is, where the causal order is not...
predetermined at the start of the process, but can be influenced by the intermediate agents themselves. In the present work, we shall call this process the Grenoble process.

Like the 3-switch, the Grenoble process involves three intermediate agents, who receive information from the global Past and ultimately send information into the global Future.\textsuperscript{16} The Past (P) consists of a 3-dimensional control qutrit $P_C$ and a 2-dimensional target qubit $P_T$. As with the previous processes we have studied, the logical state of the control system determines which of the intermediate agents will receive the message first. However, unlike the previous processes, this control system does not enforce a single causal order. This is because the agent who receives the message first is free to choose which agent will receive it second. In particular, the logical state of the target qubit after it passes through the first node will determine who gets it second: $|0\rangle$ means it will be sent in clockwise order (for example, to Bob if Alice was first), while $|1\rangle$ means it will be sent in anticlockwise order (for example, to Charlie if Alice was first). Finally, before the action of the third and final agent, the information about the relative order of the first two agents is scrambled onto an ancillary qubit, which is transferred directly to the Future (F).

In the Grenoble process, the emergent causal order depends not only on the global Past, but also on the actions of the intermediate agents. This is the hallmark of dynamical coherent control of causal order. In our terms, this will correspond to the fact that a

\[ l + m + n + p + q + r = 1 \]

\textbf{Figure 20: A routed circuit diagram for the quantum 3-switch, using a global index constraint. To avoid too much clutter, instead of explicitly drawing loops, output lines that end with dots are to be interpreted as being looped back to join the corresponding input lines with dots (with the same system labels, including indices). Some wires are coloured for readability.}

\textsuperscript{16}Note, that in the original formulation in Ref. [12], the Future is split into more than one party, whilst in this work, to simplify the presentation we consider only one Future party.
causal order (and the branch statuses that fix it) is determined not only by a bifuraction choice at the Past, but also by bifurcation choices of the intermediate agents.

4.2.1 The routed graph

To begin with, we write down a routed graph from which the Grenoble process, amongst others, can be constructed. This graph is given in Figure 21, again using global index constraints.

For each arrow, the sector corresponding to all of its indices being equal to zero is a one-dimensional sector. The global index constraint (in particular, the floating equation \( l + m + n = 1 \)), imposes a route at the node \( P \) that forces exactly one of the outgoing indices to equal 1, depicted in Figure 22. The route at the \( F \) node is just the time-reverse of the route at the Past. The global index constraint also gives rise to a route at \( A \) depicted in Figure 23. The routes at \( B \) and \( C \) are closely analogous.

Just like the routed graph for the 3-switch, the bifurcation choice at \( P \) determines which agent comes first. But unlike the 3-switch, this bifurcation does not enforce an entire causal order. Rather, it is left to the first intermediate agent to decide which one should come second. For example, suppose that an agent at \( P \) makes the bifurcation choice \( l = 1 \). This sends the message to Alice (since the only outgoing arrow from \( P \) that is not associated with a trivial dummy sector in this case is \( P \rightarrow A \)). This leads to Alice having the binary bifurcation choice associated with the branch \( A^{l=1} \), depicted in
Figure 22: The branch structure for the node $P$ of the Grenoble process. The bifurcation choice in the unique branch determines which agent comes first.

Figure 23: The branch structure for the node $A$ of the Grenoble process.
Figure 23. This bifurcation choice determines which agent comes second. For example, suppose Alice chooses the bifurcation option $l_1 = 1$. Then the message is passed along the $l_1 n_2$-indexed arrow to Bob. Then Bob’s route implies he has no such choice: he is forced to preserve the value of $l_1 = 1$, and is thereby compelled to send the message along the $m_1 l_1$ arrow to Charlie (he is confined to a branch $B^{l_1=1}$, analogous to $A^{n_1=1}$ in Figure 23). Finally, Charlie, confined to a branch $C^{h=1}$ analogous to $A^{f=1}$ in Figure 1, is forced to send the message off into the Future. Thus Alice’s choice $l_1 = 1$ enforces the clockwise causal order $A – B – C$. On the other hand, choosing $l_2 = 1$ leads to the anticlockwise order $A – C – B$.

The situation is analogous if another one of the agents comes first. If Bob comes first, he makes a bifurcation choice between $m_1 = 1$ and $m_2 = 1$ that enforces either the clockwise order $B – C – A$ or the anticlockwise order $B – A – C$, respectively. Finally, if Charlie comes first, he chooses between $n_1 = 1$ and the clockwise order order $C – A – B$, or $n_2 = 1$ and the anticlockwise order $C – B – A$.

This scenario also allows for the disappearance of the information about the order of agents that acted already. Indeed, suppose that Alice comes last. This means she has either received the message coming clockwise from Charlie, or anticlockwise from Bob: i.e., either $m_1 = 1$ or $n_2 = 1$, respectively. In both cases, the floating equation $f = m_1 + n_2$ guarantees that $f = 1$, meaning that the information about which agent came first and which came second is lost\(^\text{17}\). This can be seen in the structure of the ‘$f = 1$’ branch in Figure 23. Again, the situation is analogous if another agent comes last.

To construct the branch graph, consider the following. The node $P$ consists of a single branch with a bifurcation choice between three options, each corresponding to the case when one of the three indices $l, m, n$ equals 1. In the time-reversed version of the routed graph, the node $F$ has a bifurcation with three options, each corresponding to the case when one of the three indices $f, g, h$ equals 1.

The routes at the nodes $A, B, C$ consist of four branches, as illustrated in Figure 23. One of these branches corresponds to the case when the index on the wire coming directly from $P$ equals 1, with a bifurcation between two options splitting this index into an index of the same name with subscript either 1 or 2 (corresponding to whether the message is sent clockwise or anticlockwise). Another branch corresponds to the case when the index on the wire going directly to $F$ equals 1, with a bifurcation in the time-reversed routed graph combining the second index of each of the two wires coming in from the other agents (corresponding to whether the message came from the clockwise or anticlockwise direction). The final two branches correspond to the cases when one of the two indices that appear on both the input and output wires of the nodes are equal to 1. Following Figure 23, we shall denote these branches by superscripts labelling which index is equal to 1.

The fact that the routed graph satisfies univocality is implicit in the above explanation of how the bifurcation choices pick out a causal order. For they do so precisely by determining which branch happens at each node. For example, the bifurcation choice $l = 1$ at $P$ leads to the branch $A^{l=1}$ happening, corresponding to Alice coming first. Then Alice’s bifurcation choice determines which branches happen at $B$ and $C$: $B^{l_1=1}$ and $C^{h=1}$ if she chooses $l_1 = 1$; $C^{l_2=1}$ and $B^{g=1}$ if she chooses $l_2 = 1$. In general, the bifurcation choices at $P$ and at the resulting first intermediate node always determine which branches happen. Thus, the routed graph satisfies univocality. Since the routed graph is time-symmetric, it

\(^\text{17}\)More specifically, this information is not tracked anymore by the route structure. Of course, depending on Alice’s choice of intervention, this information could still be sent to the Future and be read there; but the scenario does not ask for it to be preserved in a specific structural way.
immediately follows that it satisfies bi-univocality.

This allows us to draw the branch graph, which is shown in Figure 24. Since this branch graph has no loops, it trivially satisfies our weak loops condition. Thus the routed graph is valid. It follows that the Grenoble process – and any other process constructed from this routed graph – is consistent.

4.2.2 The routed circuit

By inserting suitable unitary transformations into the skeletal supermap associated with Figure 21, we can now construct the Grenoble process. A routed circuit for the Grenoble process is given in Figure 25:

- The systems $P_T, F_T, A_{in}, A_{out}, B_{in}, B_{out}, C_{in}, C_{out}$ are all isomorphic, and correspond to a 2-dimensional target Hilbert space (encoding the message).

- $P_C$ is a 3-dimensional control system; $F_C$ is a 3-dimensional control system, $F_A$ is a 2-dimensional ancillary system.
\[ l + m + n = 1 \]
\[ l_1 + l_2 = l \]
\[ m_1 + m_2 = m \]
\[ n_1 + n_2 = n \]
\[ f = m_1 + n_2 \]
\[ g = n_1 + l_2 \]
\[ h = l_1 + m_2 \]

Figure 25: A routed circuit diagram for the Grenoble process, using a global index constraint. To avoid graphical clutter, we have avoided explicitly drawing loops. Instead, output lines that end with dots are to be interpreted as being looped back to join the corresponding input lines with dots (with the same system labels, including indices). Wires are coloured for better readability.

- The routed systems \(Q^{ln_1m_2}, Q^{gml_1n_2}, Q^{hnm_1l_2}\) are 4-dimensional control systems, with an explicit partition into four 1-dimensional sectors, each corresponding to exactly one of their four indices being equal to one.
- The routed systems \(R^l, R^f, S^m, S^g, T^n, T^h\) are 3-dimensional systems, with an explicit partition into one 1-dimensional ‘dummy’ sector and one 2-dimensional ‘message’ sector, for example, \(R^l = R^0 \oplus R^1\), where \(R^0\) is the 1-dimensional sector.
- The routed systems \(D^f, E^g, K^h\) are similarly 3-dimensional systems, with an explicit partition into one 1-dimensional ‘dummy’ sector and one 2-dimensional ‘ancillary’ sector, for example, \(D^f = D^0 \oplus D^1\), where \(D^0\) is the 1-dimensional sector. The 2-dimensional ‘ancillary’ system will be used to store the information about whether the message was sent clockwise or anticlockwise (or in a superposition of the two) after the first agent, conditional on the state of the qubit before the action of the third agent.
- The routed systems \(X^{n_1m_1}, Y^{m_2n_2}, X^{l_1n_1}, Y^{n_2l_1}, X^{m_1l_1}, Y^{l_2m_2}\) are all 4-dimensional systems, partitioned into one 2-dimensional ‘message’ sector (corresponding to the
message travelling from the second to the third agent), one 1-dimensional ‘message’ sector (corresponding to the message travelling from the first to the second agent, in which case the space is only one-dimensional because the state of the message itself determines to whom it is sent next), and one 1-dimensional ‘dummy’ sector. For example, \(X^{n_1m_1} = X^{00} \oplus X^{10} \oplus X^{01}\), where \(X^{00}\) is the 1-dimensional ‘dummy’ sector and \(X^{10}\) is the 1-dimensional ‘message’ sector.

The global index imposes a route \(\delta^{l+m+n}\) on \(U_{P}\) that forces exactly one of its output indices to be equal to 1. In other words, its practical output space is \(\bigoplus_{lmn} \delta^{l+m+n} R^{l} \otimes S^{m} \otimes T^{n}\).

\(U_{P}\) is a three-party generalisation of the superposition-of-paths unitary (3) from Section 2. Its action is given by the following, where we label the kets by individual sectors, rather than by systems:

\[
U_{P} : \begin{cases} 
|1\rangle_{P_{C}} \otimes |\psi\rangle_{P_{T}} \mapsto |\psi\rangle_{R^{1}} \otimes |\text{dum}\rangle_{S^{0}} \otimes |\text{dum}\rangle_{T^{0}} \\
|2\rangle_{P_{C}} \otimes |\psi\rangle_{P_{T}} \mapsto |\text{dum}\rangle_{R^{0}} \otimes |\psi\rangle_{S^{1}} \otimes |\text{dum}\rangle_{T^{0}} \\
|3\rangle_{P_{C}} \otimes |\psi\rangle_{P_{T}} \mapsto |\text{dum}\rangle_{R^{0}} \otimes |\text{dum}\rangle_{S^{0}} \otimes |\psi\rangle_{T^{1}} 
\end{cases}
\] (14)

Thus \(U_{P}\) defines a unitary transformation from \(P_{C} \otimes P_{T}\) to \(\bigoplus_{lmn} \delta^{l+m+n} R^{l} \otimes S^{m} \otimes T^{n}\). In fact, the global index constraint (in particular, the floating equation \(l + m + n = 1\)) restricts \(U_{P}\)’s practical output space to \(\bigoplus_{lmn} \delta^{l+m+n} R^{l} \otimes S^{m} \otimes T^{n}\), meaning that it defines a routed unitary transformation.

\(V_{A}\) is defined below. Note that here the labelling by sectors is necessary to distinguish between states belonging to different sectors that we label with the same ket, e.g. \(|0\rangle_{X^{01}}\) and \(|0\rangle_{X^{10}}\).

\[
V_{A} : \begin{cases} 
|0\rangle_{R^{1}} \otimes |\text{dum}\rangle_{X^{00}} \otimes |\text{dum}\rangle_{Y^{00}} \mapsto |0\rangle_{A_{n}} \otimes |0\rangle_{Q} \otimes |\text{dum}\rangle_{D^{0}} \\
|1\rangle_{R^{1}} \otimes |\text{dum}\rangle_{X^{00}} \otimes |\text{dum}\rangle_{Y^{00}} \mapsto |1\rangle_{A_{n}} \otimes |0\rangle_{Q} \otimes |\text{dum}\rangle_{D^{0}} \\
|\text{dum}\rangle_{R^{0}} \otimes |0\rangle_{X^{10}} \otimes |\text{dum}\rangle_{Y^{00}} \mapsto |0\rangle_{A_{n}} \otimes |1\rangle_{Q} \otimes |\text{dum}\rangle_{D^{0}} \\
|\text{dum}\rangle_{R^{0}} \otimes |0\rangle_{X^{00}} \otimes |1\rangle_{Y^{10}} \mapsto |1\rangle_{A_{n}} \otimes |2\rangle_{Q} \otimes |\text{dum}\rangle_{D^{0}} \\
|\text{dum}\rangle_{R^{0}} \otimes |0\rangle_{X^{01}} \otimes |\text{dum}\rangle_{Y^{00}} \mapsto |0\rangle_{A_{n}} \otimes |3\rangle_{Q} \otimes |0\rangle_{D^{1}} \\
|\text{dum}\rangle_{R^{0}} \otimes |1\rangle_{X^{01}} \otimes |\text{dum}\rangle_{Y^{00}} \mapsto |1\rangle_{A_{n}} \otimes |3\rangle_{Q} \otimes |1\rangle_{D^{1}} \\
|\text{dum}\rangle_{R^{0}} \otimes |0\rangle_{X^{01}} \otimes |\text{dum}\rangle_{Y^{00}} \mapsto |0\rangle_{A_{n}} \otimes |3\rangle_{Q} \otimes |1\rangle_{D^{1}} \\
|\text{dum}\rangle_{R^{0}} \otimes |1\rangle_{Y^{01}} \mapsto |1\rangle_{A_{n}} \otimes |3\rangle_{Q} \otimes |0\rangle_{D^{1}} 
\end{cases}
\] (15)

Since the global index constraint restricts \(V_{A}\)’s practical input and output spaces to those sectors where exactly one index is equal to 1, it also defines a routed isometry\(^{18}\). \(V_{B}\) and \(V_{C}\) are defined similarly.

\(^{18}\)The notion of a routed isometry is defined similarly to that of a routed unitary [20].
The routed unitary $W_A$ is defined as follows:

$$
W_A : \begin{align*}
|0\rangle_{A_{\text{out}}} \otimes |0\rangle_Q & \mapsto |\text{dum}\rangle_{R_0} \otimes |0\rangle_{X_{10}} \otimes |\text{dum}\rangle_{Y_{900}} \\
|1\rangle_{A_{\text{out}}} \otimes |0\rangle_Q & \mapsto |\text{dum}\rangle_{R_0} \otimes |\text{dum}\rangle_{X_{900}} \otimes |1\rangle_{Y_{10}} \\
|0\rangle_{A_{\text{out}}} \otimes |1\rangle_Q & \mapsto |\text{dum}\rangle_{R_0} \otimes |0\rangle_{X_{91}} \otimes |\text{dum}\rangle_{Y_{900}} \\
|1\rangle_{A_{\text{out}}} \otimes |1\rangle_Q & \mapsto |\text{dum}\rangle_{R_0} \otimes |1\rangle_{X_{91}} \otimes |\text{dum}\rangle_{Y_{900}} \\
|0\rangle_{A_{\text{out}}} \otimes |2\rangle_Q & \mapsto |\text{dum}\rangle_{R_0} \otimes |\text{dum}\rangle_{X_{900}} \otimes |0\rangle_{Y_{01}} \\
|1\rangle_{A_{\text{out}}} \otimes |2\rangle_Q & \mapsto |\text{dum}\rangle_{R_0} \otimes |\text{dum}\rangle_{X_{900}} \otimes |1\rangle_{Y_{01}} \\
|0\rangle_{A_{\text{out}}} \otimes |3\rangle_Q & \mapsto |0\rangle_{R_1} \otimes |\text{dum}\rangle_{X_{900}} \otimes |\text{dum}\rangle_{Y_{900}} \\
|0\rangle_{A_{\text{out}}} \otimes |3\rangle_Q & \mapsto |1\rangle_{R_1} \otimes |\text{dum}\rangle_{X_{900}} \otimes |\text{dum}\rangle_{Y_{900}}
\end{align*}
$$

The routed unitaries $W_B$ and $W_C$ are defined in a similar way. Finally, the routed unitary $\mathcal{A}$ is given by the following:

$$
\mathcal{A}_F : \begin{align*}
|\psi\rangle_{R_1} \otimes |\xi\rangle_{D_1} \otimes |\text{dum}\rangle_{S_0} \otimes |\text{dum}\rangle_{S_0} \otimes |\text{dum}\rangle_{T_0} \otimes |\text{dum}\rangle_{T_0} \otimes |\text{dum}\rangle_{K_0} & \mapsto |\xi\rangle_{F_A} \otimes |1\rangle_{F_C} \otimes |\psi\rangle_{F_T} \\
|\text{dum}\rangle_{R_0} \otimes |\text{dum}\rangle_{D_0} \otimes |\psi\rangle_{S_1} \otimes |\xi\rangle_{E_1} \otimes |\text{dum}\rangle_{T_0} \otimes |\text{dum}\rangle_{T_0} \otimes |\text{dum}\rangle_{K_0} & \mapsto |\xi\rangle_{F_A} \otimes |2\rangle_{F_C} \otimes |\psi\rangle_{F_T} \\
|\text{dum}\rangle_{R_0} \otimes |\text{dum}\rangle_{D_0} \otimes |\text{dum}\rangle_{S_0} \otimes |\text{dum}\rangle_{E_0} \otimes |\psi\rangle_{T_1} \otimes |\xi\rangle_{K_1} & \mapsto |\xi\rangle_{F_A} \otimes |3\rangle_{F_C} \otimes |\psi\rangle_{F_T}
\end{align*}
$$

Note that the Grenoble process is an isometric process, with the overall output dimension greater than the overall input dimension (in particular, $V$ is a routed isometry). The process can be made unitary in a natural way, by adding an extra 2-dimensional ancillary qubit to the input of the Past and adding routed wires of dimension $1 + 2$ from the Past to each of the routed unitaries $W$, bearing the same index as the wire from the Past to the corresponding $V$. This makes the process symmetric in time. As a result, this increases the dimension of the Hilbert space of the sector carrying the message between the first and second agents from 1 to 2. In turn, this increases the dimensionality of the input space to the unitaries $V$, making the entire process unitary.

Note also that the Future cannot necessarily determine the relative order of the first two agents from their control and ancillary qubits $F_C, F_A$, if the third agent performs a non-unitary operation (because the order information encoded in the ancillary qubit relied on knowledge of the state of the message before the action of the third agent).

One peculiar feature of the Grenoble process is that the qubit that we have called the ‘target qubit’ – that is, the system that passes between the intermediate agents – plays a dual role. On the one hand, it is the ‘message’ that the agents receive. On the other hand, it also plays a role in determining the causal order. In particular, after it passes through the first agent, its logical state determines which agent receives it next. Thus if Alice comes first and wants to send the target qubit to Bob, she must send him the $|0\rangle$ state, but if she wants to send it to Charlie, she must send him $|1\rangle$.

Our reconstruction of the Grenoble process makes it obvious that this feature is not necessary to make the process consistent. Starting from the same routed graph, one can easily define a variation on the Grenoble process, in which Alice is also given a second, ‘control’ qubit. This control qubit determines which agent comes second, leaving Alice free to send that agent whatever state on the target qubit she likes. Bob and Charlie can also be given their own qubits. Since this process can be obtained by fleshing out a routed graph whose validity we have already checked, it is immediate that this new process is also consistent. This illustrates a useful feature of our framework for constructing processes with indefinite causal order: namely, that variations on a process can be defined in a straightforward way, leading to a clearer understanding of which features of the original

\[\text{36} \]
process were essential for its logical consistency, and which other features can be changed at will.

4.3 The Lugano process

The Lugano process, discovered by Araújo and Feix and then published and further studied by Baumeler and Wolf [10, 11] (and therefore sometimes also called BW or AF/BW), is the seminal example of a unitary process violating causal inequalities. It was first presented as a classical process, whose unitary extension to quantum theory can be derived in a straightforward way [25]. As we place ourselves in a general quantum framework here, we will primarily focus on this quantum version of the process; we note that the classical version can be obtained from the quantum one by feeding it specific input states and introducing decoherence in each of the wires of the circuit. This shows, more generally, that at least some exotic classical processes are also part of the class of processes that can be built through our procedure.

Indeed, we will show here how the (unitary) Lugano process can be constructed from a valid routed graph; this will provide an example of a process violating causal inequalities that can also be accommodated by our framework. In fact, we will derive a larger family of processes, defined by a same valid routed graph, and display how the Lugano process can be obtained as the simplest instance of this family. The other processes in this family share the basic behaviour of the Lugano process, but can feature, on top of it, arbitrarily large dimensions and arbitrarily complex operations.

4.3.1 The logical structure

Before we present the routed graph for the construction of the Lugano process, let us start with an intuitive account of the logical structure lying at the heart of it. This logical structure can be presented as a voting protocol involving three agents, in which each of the agents receives part of the result of the vote before having even cast their vote. Why this is possible without leading to any logical paradox, of the grandfather type, is the central point to understand.

In this voting protocol, each agent casts a vote for which of the other two agents they would like to see come last in the causal order. Alice, for instance, can either vote for Bob or for Charlie to come last. If there is a majority, then the winning agent can both i) learn that they won the vote, and ii) receive (arbitrarily large) messages from each of the two losing agents. As for the two losers, each of them can only learn that they lost (i.e. no majority was obtained in favour of them), and they cannot receive any messages from the other agents. If no majority is obtained, then all agents learn that they lost, and none of them can signal to any other.

This voting protocol would have nothing surprising if it assumed that the winner learns of their victory and receives messages from the losers ‘after’ all the votes are cast. Yet in the Lugano process, the crucial fact is that Alice, for instance, learns whether she won, and (if she won) receives Bob and Charlie’s messages, before she casts her own vote; and the same goes for Bob and Charlie. This sounds dangerously close to a grandfather paradox, since each agent contributes to an outcome that they might become aware of before they make their contribution. It seems likely that the agents could somehow take advantage of this system to send messages back to their own past, and decide what they do based on those messages, leading to logical inconsistencies.

Why this never happens – why, more precisely, the agents still have no way to send information back to themselves – can be figured out with a bit of analysis of the voting
system. Indeed, Alice, for instance, finds herself in either of two cases. The first one is
that she won: a majority 'was' obtained in favour of her. This means that she cannot send
messages to either of the agents, since only the winner can receive messages. Nor can she
signal to other agents by casting her vote: her victory implies that both Bob and Charlie
voted for her, in which case her own vote is irrelevant to the outcome. Therefore, if Alice
wins, then she cannot send any information back to herself via the other agents.

Alternatively, Alice could lose the vote. If so, then she cannot receive any messages
from the other agents, so she has no hope of sending information back to herself through
their messages to her. Therefore, if she wants to send information to herself, she will have
to try to change the outcome of the vote in her favour (thus creating a grandfather-type
paradox). But she cannot do this by simply changing her own vote, as there being a
majority in her favour only depends on how the other agents vote. Nor can she make
herself win by encouraging the other agents to vote differently. Alice can only send a
message to (say) Bob if Charlie voted for Bob as well. So, whatever Bob does, there will
never be a majority in favour of Alice. Therefore, if Alice loses, she cannot send any
information back to herself. For this reason, the Lugano process, despite conflicting with
intuitions about causal and temporal structure, does not lead to any logical paradoxes,
after all.

4.3.2 The routed graph

Of course, our description of the Lugano process so far has only been pitched at an intuitive
level. The point of the routed graph that we will now present is precisely to formalise this
intuitive description; while the validity of this graph – defined as the satisfaction of our two
principles – will provide a formal counterpart to our argument that no logical paradoxes should arise from this protocol. Our routed graph is depicted in Figure 26.

In this routed graph, the nodes \( A, B, \) and \( C \), representing the three agents, will be supplemented with three other nodes \( X, Y \) and \( Z \) which can be thought of – continuing with our metaphor – as ‘vote-counting stations’, in which the votes for each of the agents will be centralised and counted. \( X \) will deal with the votes for Alice, \( Y \) those for Bob, and \( Z \) those for Charlie.

Let us determine the routes in the graph and explain their meaning, starting with node \( A \). The index \( l \) of the arrow going into \( A \) from its vote-counting station \( X \) indicates whether Alice won the vote (it has value 1 if she wins, and 0 if she loses). Furthermore, the indices \( i_1 \) and \( i_2 \) encode respectively whether Alice voted for Charlie or Bob, taking the value 1 when she votes for the corresponding agent. The index-matching of \( l \) ensures that Alice cannot change whether she wins or loses, while the floating equation \( i_1 + i_2 = 1 \) implies that Alice must vote for precisely one other agent. This leads to the route for \( A \) depicted in Figure 27. The route consists of two branches corresponding to Alice’s victory or defeat, and a binary bifurcation choice representing her own vote in each case. The routes for \( B \) and \( C \) are fully analogous.

Now let us consider \( X \), the vote-counting station for Alice. This node receives the index \( k_2 \), which tells us whether Charlie voted for Alice; and \( j_1 \), which tells us whether Bob did. It preserves these indices, sending them to the global Future, but also generates from them a new index \( l \) whose value is given by their product, \( l = k_2 \cdot j_1 \). This ensures that \( l = 1 \) just in case Alice wins the vote. The route for the \( X \) node has four branches, corresponding to the possible joint values of \( k_2 \) and \( j_1 \) (which we will denote \( X^{k_2j_1} \)), and none of them include bifurcations. \( Y \) and \( Z \) work in the same way.

Finally, the ‘global Future’ node \( F \) just serves to channel out the remaining information. Since it receives all the distinct indices in the graph, its route is just given by the global index constraint. In other words, its practical input set of values is just the set of values permitted by the index-matching and the floating equations.

For the arrows \( X \to A, Y \to B, \) and \( Z \to C, \) the 0 value corresponds to a one-dimensional ‘dummy’ sector. The interpretation of this is once again natural: the messages are sent to an agent only if this agent won.

We can now check that the routed graph of Figure 26 satisfies our two principles. We start with univocality. The choice relation for this graph can be checked to be a function from the six binary bifurcation choices to the statuses of the branches. This function can be meaningfully presented in the following algorithmic way:
Figure 28: A simplified version of the branch graph for the Lugano process. We do not draw all the arrows, as this would create a lot of clutter and would be superfluous for our purposes of checking for cycles; we rather just organise the branches in layers, such that all unspecified arrows only ever go ‘up’ with respect to this partition.

- Look at the votes of the losing branches \((A^0, B^0\) and \(C^0)\). If a majority is found in these votes (say, in favour of Alice), then set the ‘result’ indices accordingly (in this case, \(l = 1, m = n = 0\)) and use the bifurcation choices of the losing branches \((B^0\) and \(C^0)\) to set the value of the votes of ‘losers’ \((j_1, j_2, k_1, k_2)\); use the bifurcation choice of the winning branch \((A^1)\) to define the value of the winner’s vote \((i_1\) and \(i_2)\);

- If no majority is found, define \(l = m = n = 0\) and use the bifurcation choices of the losing branches to set all votes.

- Now that the values of all indices in the graph have been fixed, derive which branches happened and which didn’t.

Univocality is thus satisfied. Its time-reversed version can be checked to be satisfied as well: all bifurcation choices in the reverse graph are located in \(F\), and they have the effect of fixing all indices to consistent joint values.

A simplified version of the branch graph is presented in Figure 28. We see that there are loops in the branch graph, specifically in its bottom layer; yet they are only composed of green dashed arrows. This entails that the routed graph of Figure 26 satisfies the weak loops principle, and is thus valid. In Section 5, we will formulate the conjecture that this presence of weak loops is a signature of its causal inequalities violating nature.

4.3.3 The routed circuit

We proved that our routed graph was a valid one, and therefore that any routed unitary circuit built from it will define a valid process. In particular, the Lugano process (as defined e.g. in equation (27) of Ref. [13]) is obtained by taking all sectors in all wires to be one-dimensional and by fleshing out the circuit as depicted in Figure 29. In this figure,
Figure 29: A routed circuit diagram for the Lugano process. We follow the same graphical conventions as in Figure 26. The gates at the bottom are CNOTs, controlled on the coloured wires.

$V$ serves to encode an agent’s vote in the values of the outgoing indices; for example, the $V$ above Alice’s node can be written as

$$V := |i_1 = 1\rangle |i_2 = 0\rangle \langle 0| + |i_1 = 0\rangle |i_2 = 1\rangle \langle 1|,$$  

(18)

where by $|i_1 = 1\rangle$ we denote a state in the $i_1 = 1$ sector. $W$ sends the information about the value of its incoming indices to the Future, while also sending the information about the product of those values to the wire that loops back around to the Past. For example, the $W$ above Alice’s node is defined as

$$W := \sum_{x,y=0}^{1} |l = x \cdot y\rangle |(k_2, j_1) = (x, y)\rangle \langle k_2 = x| \langle j_1 = y|.$$  

(19)

Finally, $U$ simply embeds its practical input space (defined by the global index constraint) into the global Future. Its precise form is irrelevant to our concerns, so we leave it out.

This shows how a paradigmatic unitary process that violates causal inequalities can be rebuilt using our method. We emphasise, however, that the Lugano process is merely the simplest example of a process obtained from fleshing out a routed circuit of the form of Figure 26; one could instead take this routed circuit to feature arbitrarily large dimensions (as long as the crucial sectors we specified remain one-dimensional), and fill it up with arbitrary operations (as long as they follow the routes). In other words, we have in fact
defined a large *family* of processes that all rely on the same core behaviour as the Lugano process.

It is particularly worth noting that, while in the Lugano process the message sent to the winner is trivial (it is necessarily the $|1\rangle$ state), this family of consistent processes includes those where each losing agent can send arbitrarily large messages to the winner. Thus, the routed graph makes clear that the triviality of the messages in the original Lugano process is an arbitrary feature, that is not essential to the consistency.

5 Discussion and outlook

In this paper, we presented a method for constructing processes with indefinite causal order, based on a decorated directed graph called the routed graph. The method of construction ensures, and hence explains, the consistency of the process, and makes its logical structure evident. In particular, we proved that any process constructed from a routed graph satisfying our two principles, bi-univocality and weak loops, is necessarily consistent.

Our method can be used to construct a number of unitarily extendible processes. We explicitly constructed the quantum switch, the 3-switch, the Grenoble process, and the Lugano process. For each of these processes, our method can also construct a large family of processes obtainable from the same routed graph. We expect that the other currently known examples of unitary processes that are built from classical processes analogous to Lugano can also be constructed using our method. Ultimately, we are led to the following conjecture.

**Conjecture 1.** Any unitary process – and therefore any unitarily extendible process – can be obtained by ‘fleshing out’ a valid routed graph.

Another fact pointing towards this conjecture is that bipartite unitarily extendible processes were recently proven [30, 32] to reduce to the coherent control of causal orders analogous to the quantum switch, which can therefore be written as valid routed circuits. Our conjecture can be thought of as a tentative generalisation of this result to $\geq 3$-partite processes. We expect that significant progress in this direction could be obtained if one were to prove another conjecture, that of the existence of causal decompositions of unitary channels in the general case [22].

This leads us to a limitation of our current results: they offer no systematic way to decompose a known process into a routed circuit (except, in some cases, through a careful conceptual analysis of it). An important subject for future work, deeply related to the above conjecture, would be to come up with ways to supplement the bottom-up procedure presented in this paper with a top-down procedure, in which one would start with a ‘black-box’ unknown process and extract a way of writing it as the fleshing-out of a valid routed graph.

Another limitation is that this paper had no concern for the physicality of processes, i.e. for the question of whether and how they could be implemented in practice, using either standard or exotic physics. This was a conscious choice on our part, as we wanted to rather focus on the question of their logical conceivability. However, we expect that our way of dealing with the latter question might, through the clarifications and the diagrammatic method it provides, pave the way for work on possible implementations or on physical principles constraining them.

An important consequence of our work is that it shows how at least a large class of valid quantum processes can be derived from the sole study of *possibilistic* structures,
encapsulated by routes. These possibilistic structures impose constraints on quantum operations, but there is nothing specifically quantum about them; they could be interpreted as constraints on classical operations as well. This adds to the idea, already conveyed by the discovery of classical exotic processes, that the logical possibility for indefinite causal order does not always arise from the specifics of quantum structures. If our above conjecture turned out to be true, this would warrant this conclusion for any unitary and unitarily extendible process, whose quantum nature is nothing more than coherence between the branches of an equally admissible classical process.

By contrast, some non-unitarily extendible processes, such as the OCB process [9, 25], appear to feature a more starkly quantum behaviour in their display of indefinite causal order. This can be seen for example in the fact that the violation of causal inequalities by the OCB process relies on a choice between the use of maximally incompatible bases on the part of one agent. A more quantitative clue is the fact that the OCB process saturates a Tsirelson-like bound on non-causal correlations [33]. It is therefore unlikely that such processes could be built using our method, as routes do not capture any specifically quantum (i.e. linear algebraic) behaviour. In particular, the display of a unitary process with OCB-like features would probably provide a counter-example to our conjecture.

In the course of the presentation of the framework and of the main examples, we commented on the fact that the presence of (necessarily weak) loops in the branch graph were associated with the violation of causal inequalities: processes showcasing (possibly dynamical) coherent control of causal order, and therefore incapable of violating causal inequalities [12] – such as the switch, the 3-switch and the Grenoble processes – featured no such loops; while the Lugano process, which does violate causal inequalities, had loops in its branch graph. This leads us to the following conjecture.

**Conjecture 2.** The skeletal supermap corresponding to a routed graph violates causal inequalities if and only if its branch graph features (necessarily weak) loops.

Proving this conjecture would unlock a remarkable correspondence between, on the one hand, the structural features of processes, and, on the other hand, their operational properties. An interesting question is how this would connect to (partial) characterisations of causal inequalities-violating processes via their causal structure [34].

Our work facilitates a transition from a paradigm of defining processes with indefinite causal order one by one and checking their consistency by hand, to one of generating large classes of such processes from the study of elementary graphs, with their consistency baked in. In that, it follows the spirit of Ref. [12], with more emphasis on the connectivity of processes and on the formal language with which one can describe the consistent ones. Another difference is that the framework presented here also allows us to build at least some of the unitary processes that violate causal inequalities [16].

A natural application would be to build and study new exotic processes using our framework; we leave this for future work. More generally, the fact that our rules for validity only rely on the study of graphs decorated with Boolean matrices opens the way for a systematic algorithmic search for instances, using numerical methods.

A final feature of our framework is how, through the use of graphical methods and meaningful principles, it makes more intelligible, and more amenable to intuition, the reasons why a process can be both cyclic and consistent – a notoriously obscure behaviour, especially in the case of processes violating causal inequalities. Our two rules for validity, however, are still high-level; further work is needed to investigate their structural implications. This could eventually lead to a reasoned classification of the graphs that satisfy them, and therefore of (at least a large class of) exotic processes.
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A The relationship between the supermap and process matrix representations

Two equivalent but distinct mathematical frameworks are in use in the indefinite causal order literature to represent higher-order processes, stemming from two independent lines of work: one is that of supermaps [15, 8] (also called superchannels), and the other is that of process matrices [9, 25] (also called W-matrices). This can lead to some confusion. In this Appendix, we spell out the equivalence between the two pictures, in order to help readers more accustomed to the process matrix picture to translate our results and concepts from the supermap picture, that we use in this paper.

In broad terms, supermaps and process matrices are equivalent mathematical representations of a same higher-order process, connected by the Choi-Jamiołkowski (CJ) isomorphism. What can add to the confusion is also that they stem from different conceptual points of view on the situations being modelled, and that the equivalence between these points of view might not be obvious at first sight. We will thus start with a conceptual discussion, before spelling out the mathematical equivalence. We will then further comment on how superunitaries, which are the focus of this paper, can be translated to superchannels: the jump is simply the standard one between the linear representation of pure quantum theory and the completely positive representation of mixed quantum theory.
A.1 At the conceptual level

The point of superchannels is to model higher-order transformations, mapping channels to channels, in the same way that channels map states to states. More precisely, in analogy with the fact that channels can be characterised as the only linear mappings $C \in \text{Lin}(\mathcal{H}_{\text{in}}^A \rightarrow \mathcal{H}_{\text{out}}^A)$ that preserve all quantum states – including quantum states on an extended system $\rho \in \text{Lin}[\mathcal{H}_X^{-} \oplus \mathcal{H}_X^+]$ –, superchannels are characterised [15] as the linear mappings

$$S \in \text{Lin} \left[ \text{Lin}(\mathcal{H}_{\text{in}}^A) \rightarrow \text{Lin}(\mathcal{H}_{\text{out}}^A) \right] \rightarrow \text{Lin}(\mathcal{H}_P) \rightarrow \text{Lin}(\mathcal{H}_F) \right]$$

that preserve all quantum channels – including quantum channels on an extended system $C \in \text{Lin}(\mathcal{H}_{\text{in}}^A \rightarrow \mathcal{H}_{\text{out}}^A \rightarrow \mathcal{H}_{\text{in}}^B \rightarrow \mathcal{H}_{\text{out}}^B)$. Moreover, multipartite superchannels [7, 8] can act on pairs, or generally tuples, of channels, mapping them to one ‘global’ channel.

The conceptual idea is thus to combine ‘Alice’s channel’ and ‘Bob’s channel’ into a larger channel; it stems from an emphasis on a computational picture, focused on the study of architectures for quantum computation.

Another line of research, developed independently, adopts an operational picture, insisting instead on the idea of local agents performing quantum measurements – and crucially, getting classical outcomes [9]. Therefore, rather than on a notion of combing operations, it focuses on the task of computing joint probability distributions for these local outcomes. This is where process matrices come in naturally: taking $M_i \in \text{Lin}[\mathcal{H}_{\text{in}}^A] \rightarrow \text{Lin}(\mathcal{H}_{\text{out}}^A)$ as the CP map corresponding to Alice obtaining outcome $i$, and $M_i \in \text{Lin}(\mathcal{H}_{\text{in}}^A \otimes \mathcal{H}_{\text{out}}^A)$ as its CJ representation (see below for its mathematical definition) – and similarly taking $N_j$ for Bob obtaining the outcome $j$ –, one can write the joint probability compactly as

$$P(i, j) = \text{Tr} \left[ (M_i^T \otimes N_j^T) \circ W \right]$$

where $W \in \text{Lin}(\mathcal{H}_{\text{in}}^A \otimes \mathcal{H}_{\text{out}}^B \otimes \mathcal{H}_{\text{in}}^B \otimes \mathcal{H}_{\text{out}}^B)$ is the process matrix, which one asks to yield well-defined probabilities, through (21), for any choice of measurements on Alice and Bob’s parts.

In order to allow for a notion of purification, the process matrix formalism was then extended [25] to model general higher-order operations, with $W$ now also acting on a global past $P$ and a global future $F$, and the RHS of (21) being taken to be a partial trace on all other systems, so that the LHS yields the CJ representation of a quantum operation $P \rightarrow F$. One can now see how this gets us closer, at least conceptually, to the notion of a superchannel. The original process matrices as defined in [9] can then be understood as akin to superchannels with a trivial output.

One might, however, worry that this overlooks the key conceptual difference: that process matrices relate not only channels, but also the probabilities of measurement outcomes. Shouldn’t that be more general than superchannels? The key idea to understand why this worry is, in fact, unwarranted, is the fact that the obtaining of any measurement outcome can equivalently be modelled as the implementation of a deterministic channel acting on the system at hand and on an ancilla, together with a measurement outcome having been obtained by subsequently measuring the ancilla. In this way, one can recover the probabilities for measurements in the superchannel picture as well.

19 More precisely, bipartite superchannels were originally defined as acting on the larger space of all non-signalling channels on the tensor product of their two slots. However, it was proven at the same time that the well-defined superchannels on pairs of channels are exactly the same ones as superchannels on non-signalling channels, so we can overlook this difference.
Before we turn to the mathematical equivalence, let us briefly comment on the respective strengths and weaknesses of the two representations. The main advantage of process matrices is the ability, in an operational picture, to compute joint probabilities in a straightforward and compact way, via the Hilbert-Schmidt inner product of (21). However, this strength becomes a weakness once one is interested in higher-order processes with a non-trivial output: because the process matrix is then a ‘flattened’ CJ representation of the process – i.e., an operator acting indistinctly on all the input and output Hilbert spaces involved, e.g. on $A_{in} \otimes A_{out} \otimes B_{in} \otimes B_{out} \otimes P \otimes F$ –, it smears out the distinction i) between the inputs and outputs of local operations (e.g. between $A_{in}$ and $A_{out}$), and ii) between the inputs and the output of the higher-order transformation (e.g. between $A_{in}$ and $A_{out}$, which correspond to one of the input channels, and $P$ and $F$, which correspond to the output channel).

This flattening is the reason why the connectivity of a higher-order process is particularly difficult to parse in a process matrix: identities between systems, for instance, have to be represented not by identity operators but by maximally entangled states. Similarly, the tracing-out move of (21) lends itself badly to intuition and generally messes up the input/output structure. By contrast, the superchannel’s type, as a map $\text{Chan}(A_{in} \rightarrow A_{out}) \times \text{Chan}(B_{in} \rightarrow B_{out}) \rightarrow \text{Chan}(P \rightarrow F)$, neatly encodes the different roles of the different spaces, and facilitates intuitions about the connectivity. In particular, as we are especially interested in a faithful and direct representation of the connectivity of processes, we found the superchannel picture more practical for the needs of the present paper.

A.2 At the mathematical level

The process matrix picture relies on the Choi-Jamiolkowski (CJ) representation of CP maps [35, 36], which can be defined as follows. Consider a CP map $M_A : A_{in} \rightarrow A_{out}$. We make a copy of the input system $A_{in}$, and consider the (unnormalised) maximally entangled state $|\Phi^+\rangle = \sum_i |ii\rangle$ on $A_{in} \otimes A_{in}$. The CJ representation $M_A$ of $M_A$ is then the positive operator on $A_{in} \otimes A_{out}$ obtained by feeding one half of this entangled state into $M$:

$$M_A := (I \otimes M_A) |\Phi^+\rangle \langle \Phi^+|$$

(22)

Process matrices were originally defined as operators mapping CJ representations of CP maps to probabilities via (21). In the bipartite case, they were therefore required to satisfy:

$$W \in \text{Lin}[\mathcal{H}^A_{in} \otimes \mathcal{H}^B_{in} \otimes \mathcal{H}^A_{out} \otimes \mathcal{H}^B_{out}]$$

$$W \geq 0$$

$$\text{Tr} \left[(M^T \otimes N^T) \circ W\right] = 1 \quad \forall M \forall N$$

(23)

where $M$ and $N$ can be CJ matrices for any pair of channels for Alice and Bob. The positivity requirement buys us positive probabilities; the last requirement ensures that our probability distributions are normalised.

In [25], the definition of process matrices was extended so that they output a CJ matrix for a CP map from a ‘past’ system $P$ to a ‘future’ system $F$. In the bipartite case, the extended process matrix $W \in \text{Lin}[\mathcal{H}_P \otimes \mathcal{H}^A_{in} \otimes \mathcal{H}^B_{in} \otimes \mathcal{H}^A_{out} \otimes \mathcal{H}^B_{out} \otimes \mathcal{H}_F]$ maps CJ matrices $M$ and $N$ to a CJ matrix $G := \text{Tr}_{A_{in}B_{in}B_{out}} \left[(M^T \otimes N^T) \circ W\right] \in \text{Lin}[\mathcal{H}_P \otimes \mathcal{H}_F]$. Now, rather than requiring that we map CP maps to positive and normalised probabilities, we need to require that we map CP maps to CP maps, and channels to channels. This is
guaranteed by the following conditions:

\[
W \in \text{Lin}[\mathcal{H}_P \otimes \mathcal{H}^\text{in}_A \otimes \mathcal{H}^\text{out}_A \otimes \mathcal{H}^\text{in}_B \otimes \mathcal{H}^\text{out}_B \otimes \mathcal{H}_F]
\]

\[
W \geq 0
\]  \hspace{1cm} (24)

\[
\text{Tr}_{A^\text{in} B^\text{out}} \left[(M^T \otimes N^T) \circ W\right] = G \quad \forall M \forall N
\]

where \(M\) and \(N\) represent any channels for Alice and Bob, and we require that \(G\) represents a channel from \(P\) to \(F\). The definitions for the original and the extended process matrices generalise in an obvious way to the multipartite case.

The original process matrices are special cases of these more general process matrices, in which the global ‘past’ and ‘future’ systems \(P\) and \(F\) are one-dimensional, since in this case probabilities are CP maps and the number 1 is a channel. On the other hand, when one considers any particular state-preparation at \(P\), and traces out \(F\), any of these new, extended process matrices gives rise to a process matrix as originally defined in \((23)\)[12].

We now demonstrate the equivalence of the extended process matrices and superchannels. More precisely, we show that every extended process matrix uniquely defines a valid superchannel, and vice versa. A bipartite process matrix \(W\) defines a superchannel \(S\) in the following way:

\[
S(M, N) := \text{Choi}^{-1}\left(\text{Tr}_{A^\text{in} B^\text{out}} \left[(M^T \otimes N^T) \circ W\right]\right)
\]  \hspace{1cm} (25)

where \(M : \tilde{A}^\text{in} \otimes A^\text{in} \to \tilde{A}^\text{out} \otimes A^\text{out}\) is Alice’s channel, which also acts on ancillas, and \(M\) is its CJ representation, and similarly for \(N\) and \(N\).

One might initially worry that \(S\) need not always be a superchannel, since the extended process matrices were only defined with respect to input CP maps without ancillas, but a superchannel must also preserve channels with ancillas. However, the positivity of \(W\) ensures that \(G \geq 0\) where

\[
G := \text{Tr}_{A^\text{in} B^\text{out}} \left[(M^T \otimes N^T) \circ W\right] 
\]  \hspace{1cm} (26)

\[
\in \text{Lin}[\mathcal{H}_P \otimes \mathcal{H}^\text{in}_A \otimes \mathcal{H}^\text{in}_B \otimes \mathcal{H}_F \otimes \mathcal{H}^\text{out}_A \otimes \mathcal{H}^\text{out}_B]
\]

A positive CJ matrix always represents a CP map, meaning that \(\text{Choi}^{-1}(G)\) is indeed a CP map from the past and ancillary inputs, to the future and ancillary outputs. Then the last condition in \((24)\) ensures that \(S\) maps channels with ancillas to other channels, meaning that \(S\) is indeed a superchannel.

To see how a bipartite superchannel \(S\) defines a process matrix \(W\), we suppose that Alice and Bob both insert swap channels into the superchannel. The process matrix is then the CJ representation of the resulting channel:

\[
W := \text{Choi}(S(\text{SWAP}, \text{SWAP}))
\]  \hspace{1cm} (27)

The positivity of \(W\) follows from the complete positivity of the channel \(S(\text{SWAP}, \text{SWAP})\). One can show that the mapping on (CJ representations of) channels provided by \(W\) is the same as the mapping provided by \(S\)

\[
\text{Tr}_{A^\text{in} B^\text{out}} \left[(M^T \otimes N^T) \circ W\right] = G = \text{Choi}(S(M, N))
\]  \hspace{1cm} (28)

meaning the last requirement of \((24)\) will also be satisfied.

Rather than superchannels, this work concentrates on what we call superunitaries – that is, linear mappings from a set of unitary operators to another unitary operator. To
connect these to process matrices, we note that every superunitary uniquely defines a ‘unitary superchannel’ – that is, a superchannel that always returns a unitary channel when you feed it a set of unitary channels. Given a superunitary $S$, we define a unitary superchannel in an obvious way:

$$S(U, V) := [S(U, V)](\cdot) [S(U, V)]^\dagger$$

(29)

That is, the action of $S$ on the channels $\mathcal{U} := U(\cdot)U^\dagger$ and $\mathcal{V} := V(\cdot)V^\dagger$ is just the channel corresponding to the action of $S$ on $U$ and $V$. The action of this superchannel on more general channels can then be calculated using the Stinespring dilation. Conversely, any unitary superchannel defines a superunitary, up to an irrelevant global phase.

We have shown that i) superchannels are equivalent to process matrices and ii) superunitaries are equivalent to unitary superchannels (up to phase). Now it follows trivially that superunitaries are equivalent to unitary process matrices – that is, the process matrices that map unitary channels (possibly with ancillas) to unitary channels. As proven in [25], these are precisely the process matrices that can be written in the form $W = |U_w\rangle \langle U_w|$ where

$$|U_w\rangle := (I \otimes U_w)|\Phi^+\rangle$$

(30)

is a CJ vector representing a unitary operator $U_w$. 

B Technical definitions and proofs

B.1 Notations

In this appendix, we spell out our framework in fully technical terms, and prove its central theorem, ensuring that the routed graphs that satisfy the two principles define routed superunitaries.

To do this, and in particular to prove the theorem, we will have to deal with complicated operators, often acting on arbitrary numbers of factored spaces. We therefore introduced some notational techniques to avoid unnecessary clutter, which we will present and motivate here.

The first of these techniques is padding. The idea is to have operators act on spaces larger than the ones they were originally defined to act on, simply by tensoring them with identity operators. For instance, we can have $f \in \mathcal{L}(\mathcal{H}_A)$ act on $\mathcal{H}_A \otimes \mathcal{H}_B$, by considering $f \otimes I_B$. However, when – as will often be the case in what follows – there is an arbitrarily large number of factors, and $f$ formally only acts on an arbitrary subset of them, it becomes very heavy notationally, and of limited mathematical interest, to keep track explicitly of which identity operators we should tensor $f$ with. We will thus allow ourselves to make this procedure implicit.

The idea will then be the following: for an operator $f$, its padded version $f_{\text{pad}}$ will be defined as ‘$f$ tensored with the identity operators required to make its action meaningful, in the context of the expression at hand’. For instance, taking $f$ to act on $\mathcal{H}_A \otimes \mathcal{H}_B$, and $g$ to act on $\mathcal{H}_B \otimes \mathcal{H}_C$, $g_{\text{pad}} \circ f_{\text{pad}}$ will be taken to mean $(I_A \otimes g) \circ (f \otimes I_C)$, an operator acting on $\mathcal{H}_A \otimes \mathcal{H}_B \otimes \mathcal{H}_C$. For another example, taking $h$ acting on $\mathcal{H}_C \otimes \mathcal{H}_D$, the equation $g_{\text{pad}} \circ f_{\text{pad}} = h_{\text{pad}}$ will be taken to mean $(I_A \otimes g \otimes I_D) \circ (f \otimes I_C \otimes I_D) = I_A \otimes I_B \otimes I_C \otimes h$. This notation will extend to supermaps as well: for instance, if $S$ is a supermap of type $(\mathcal{H}_A^{\text{in}} \rightarrow \mathcal{H}_A^{\text{out}}) \rightarrow (\mathcal{H}_P \rightarrow \mathcal{H}_F)$, we will define its action on a map $f : \mathcal{H}_A^{\text{in}} \otimes \mathcal{H}_B^{\text{in}} \rightarrow \mathcal{H}_A^{\text{out}} \otimes \mathcal{H}_B^{\text{out}}$ as $S_{\text{pad}}[f]$, which should be understood as $(S \otimes I)[f]$, where $I$ is the identity supermap on $\mathcal{L}(\mathcal{H}_B^{\text{in}} \rightarrow \mathcal{H}_B^{\text{out}})$.

Another related technique we will use in order to avoid clutter is to disregard the ordering of factors. Indeed, factors in a given tensor product are usually regarded as being labelled by ordered lists, rather than by sets, of indices. For instance, $\mathcal{H}_A \otimes \mathcal{H}_B$ and $\mathcal{H}_B \otimes \mathcal{H}_A$ are usually regarded as different (albeit isomorphic) spaces. Accordingly, suppose we take a map $h$ over $\mathcal{H}_A \otimes \mathcal{H}_B \otimes \mathcal{H}_C$ which decomposes as a tensor product of a map $f$ on $\mathcal{H}_A \otimes \mathcal{H}_C$ and a map $g$ on $\mathcal{H}_B$. This fact, in the usual picture, could not be expressed as $h = f \otimes g$, as the RHS there acts on $\mathcal{H}_A \otimes \mathcal{H}_C \otimes \mathcal{H}_B$. Rather, one should write $h = (I \otimes \text{swap}_{C,B}) \circ (f \otimes g) \circ (I \otimes \text{swap}_{B,C})$. Another feature of the standard view is that it is not possible to write $\otimes_{X \in \{A,B\}} \mathcal{H}_X$, as this expression would leave the order of the factors ambiguous.

For the expressions we will consider, keeping with this use would force us to 1) explicitly introduce arbitrary orderings of all the sets of indices we use to label factors in tensor products, and 2) overload our expressions with swaps, in order to always place next to each other the spaces on which a given map acts. This would once again create a lot of clutter with little relevance. We will therefore abstain ourselves from that constraint, and take the view that tensor products are labelled with sets, rather than ordered lists, of indices. This will allow us to write $h = f \otimes g$ in the case described above, or to write Hilbert spaces of the form $\otimes_{X \in \{A,B\}} \mathcal{H}_X$. The expressions we will write in this way could always be recast in the standard view, using arbitrary orderings of the sets at hand and large amounts of swaps.

One might wonder whether either padding or disregarding the ordering of factors might
lead to ambiguities. In fact, such ambiguities only arise if some Hilbert spaces in a tensor product are labelled with the same index, for instance if one is dealing with a Hilbert space like $\mathcal{H}_A \otimes \mathcal{H}_B \otimes \mathcal{H}_A$. This is why we will carefully avoid such situations, by only ever tensoring different – although possibly isomorphic – Hilbert spaces. For instance, if we need a tensor product of $\mathcal{H}_A$ with itself, we will write it as $\mathcal{H}_A \otimes \mathcal{H}_A$, with $\mathcal{H}_A \cong \mathcal{H}_A$.

Note that the same techniques and notations will be used for relations.

### B.2 Technical definitions on supermaps

**Definition B.1** (Superrelation). A superrelation of type $\times_N(K_N \to L_N) \to (P \to F)$, where $P$, $F$, the $K_N$’s and the $L_N$’s are all sets, is a relation $\mathcal{S}^{\text{Rel}} : \text{Rel}(\times_N K_N, \times_N L_N) \to \text{Rel}(P, F)$. With a slight abuse of notation, we denote $\mathcal{S}^{\text{Rel}}[\lambda_N] := \mathcal{S}^{\text{Rel}}[\otimes_N \lambda_N]$.

**Definition B.2** (Supermap). A supermap of type $\times_N(\mathcal{H}_N^{\text{in}} \to \mathcal{H}_N^{\text{out}}) \to (\mathcal{H}_P \to \mathcal{H}_F)$, where $\mathcal{H}_P$, $\mathcal{H}_F$, the $\mathcal{H}_N^{\text{in}}$’s and the $\mathcal{H}_N^{\text{out}}$’s are all finite-dimensional Hilbert spaces, is a linear map $\mathcal{S} : \mathcal{L}(\otimes_N \mathcal{H}_N^{\text{in}}, \otimes_N \mathcal{H}_N^{\text{out}}) \to \mathcal{L}(\mathcal{H}_P, \mathcal{H}_F)$. With a slight abuse of notation, we denote $\mathcal{S}[\mathcal{S}_{\text{pad}}[U_N]] := \mathcal{S}[\otimes_N f_N]$.

**Definition B.3** (Superunitary). A superunitary of type $\times_N(\mathcal{H}_N^{\text{in}} \to \mathcal{H}_N^{\text{out}}) \to (\mathcal{H}_P \to \mathcal{H}_F)$ is a supermap of the same type such that, for any choice of ancillary input and output spaces $\mathcal{H}_N^{\text{in,anc}}$ and $\mathcal{H}_N^{\text{out,anc}}$ at every $N$, and any choice of unitary maps $U_N : \mathcal{H}_N^{\text{in}} \otimes \mathcal{H}_N^{\text{in,anc}} \to \mathcal{H}_N^{\text{out}} \otimes \mathcal{H}_N^{\text{out,anc}}$ at every $N$, one has:

\[
\mathcal{S}_{\text{pad}}[U_N] \quad \text{is a unitary from} \quad \mathcal{H}_P \otimes \left( \otimes_N \mathcal{H}_N^{\text{in,anc}} \right) \quad \text{to} \quad \mathcal{H}_F \otimes \left( \otimes_N \mathcal{H}_N^{\text{out,anc}} \right). \tag{31}
\]

**Definition B.4** (Routed Supermap). A routed supermap of type $\times_N(\mathcal{H}_N^{\text{in}} \lambda_N \to \mathcal{H}_N^{\text{out}}) \to (\mathcal{H}_P \rightarrow L, \mathcal{H}_F)$, where the $\mathcal{H}_N^{\text{in}}$’s and the $\mathcal{H}_N^{\text{out}}$’s are sectorised finite-dimensional Hilbert spaces and the $\lambda_N$’s are relations $\text{Ind}_N^{\lambda_N} \to \text{Ind}_N^{\lambda_N}$, is a supermap: i) which is restricted to only act on the maps of $\mathcal{L}(\otimes_N \mathcal{H}_N^{\text{in}}, \otimes_N \mathcal{H}_N^{\text{out}})$ that follow the route $\times_N \lambda_N$; and ii) whose output always follows the route $\mu$.

We say it is superunitary if it satisfies (31) when acting on routed unitaries $U_N : \mathcal{H}_N^{\text{in}} \otimes \mathcal{H}_N^{\text{in,anc}} \lambda_N \to \mathcal{H}_N^{\text{out}} \otimes \mathcal{H}_N^{\text{out,anc}}$ that follow the routes.

### B.3 Technical presentation of the framework

**Definition B.5** (Indexed graph). An indexed graph $\Gamma$ consists of

- a finite set of nodes (or vertices) $\text{Nodes}_\Gamma$;
- a finite set of arrows (or edges) $\text{Arr}_\Gamma = \text{Arr}_\Gamma^{\text{in}} \sqcup \text{Arr}_\Gamma^{\text{int}} \sqcup \text{Arr}_\Gamma^{\text{out}}$;
- functions $\text{head} : \text{Arr}_\Gamma^{\text{in}} \sqcup \text{Arr}_\Gamma^{\text{int}} \to \text{Nodes}_\Gamma$ and $\text{tail} : \text{Arr}_\Gamma^{\text{int}} \sqcup \text{Arr}_\Gamma^{\text{out}} \to \text{Nodes}_\Gamma$;
- for each arrow $A \in \text{Arr}_\Gamma$, a finite set of indices $\text{Ind}_A$, satisfying: $A \notin \text{Arr}_\Gamma^{\text{int}} \implies \text{Ind}_A$ is trivial (i.e. is a singleton);
- a function $\text{dim} : \bigsqcup_{A \in \text{Arr}_\Gamma} \text{Ind}_A \to \mathbb{N}^*$.  
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We further define \( \text{Ind}_\Gamma^\text{in} := \times_{A \in \text{Arr}_\Gamma} \text{Ind}_A \), \( \text{Ind}_\Gamma^\text{out} := \times_{A \in \text{Out}_\Gamma} \text{Ind}_A \), and for any \( N \in \text{Nodes}_\Gamma \), \( \text{in}(N) := \text{head}^{-1}(N), \text{out}(N) := \text{tail}^{-1}(N) \), \( \text{Ind}_N^\text{in} := \times_{A \in \text{in}(N)} \text{Ind}_A \) and \( \text{Ind}_N^\text{out} := \times_{A \in \text{out}(N)} \text{Ind}_A \).

To prepare for the interpretation of this graph in terms of complex linear maps, we also define the following sectorised Hilbert spaces: for all \( A \in \text{Arr}_\Gamma \), \( \mathcal{H}_A := \bigoplus_{k} \mathcal{H}_A^{k} \), where \( \mathcal{H}_A^{k} \cong \mathbb{C}^{\dim(k)} \); \( \mathcal{H}_P := \bigotimes_{A \in \text{Arr}_\Gamma} \mathcal{H}_A = \bigoplus_{\lambda} \mathcal{H}_\lambda \) and \( \mathcal{H}_F := \bigotimes_{A \in \text{Out}_\Gamma} \mathcal{H}_A = \bigoplus_{\lambda} \mathcal{H}_\lambda \); and for all \( N \in \text{Nodes}_\Gamma \), \( \mathcal{H}_N^\text{in} := \bigotimes_{A \in \text{in}(N)} \mathcal{H}_A = \bigoplus_{\lambda} \mathcal{H}_\lambda \) and \( \mathcal{H}_N^\text{out} := \bigotimes_{A \in \text{out}(N)} \mathcal{H}_A \).

**Definition B.6** (Branched relation). A relation \( \lambda : K \to L \) is said to be branched if, when seen as a function \( K \to \mathcal{P}(L) \), it satisfies

\[
\forall k, k' \in K, \lambda(k) \cap \lambda(k') = \emptyset, \tag{32}
\]

i.e. \( \lambda(k) \) and \( \lambda(k') \) are disjoint or the same.

Note that \( \lambda \) is branched if and only if \( \lambda^T \) is branched. Branched relations define compatible, non-complete partitions of their domain and codomain, corresponding to branches. Formally, a branch \( \alpha \) of the branched relation \( \lambda : K \to L \) is a pair of non-empty sets \( K^\alpha \subseteq K \) and \( L^\alpha \subseteq L \) such that \( \lambda(K^\alpha) = L^\alpha \) and \( \lambda^T(L^\alpha) = K^\alpha \). We denote the set of branches of \( \lambda \) as \( \text{Bran}(\lambda) \). Note that the partitions are not complete, i.e. \( \bigsqcup_{\alpha \in \text{Bran}(\lambda)} K^\alpha \) might not be equal to \( K \) (and the same goes for the outputs); the discrepancy corresponds to the indices that are sent by \( \lambda \) to the empty set, as we consider these indices to be part of no branch at all.

**Definition B.7** (Routed graph). A routed graph \( (\Gamma, (\lambda_N)_{N \in \text{Nodes}_\Gamma}) \) consists of an indexed graph \( \Gamma \) and, for every node \( N \), of a branched relation \( \lambda : \text{Ind}_N^\text{in} \to \text{Ind}_N^\text{out} \), called the route for node \( N \).

We will write routed graphs as \( (\Gamma, (\lambda_N)_{N \in \text{Nodes}_\Gamma}) \) for brevity. We denote elements of \( \text{Bran}(\lambda_N) \) as \( N^\alpha \), and denote the set of input (resp. output) indices of \( N^\alpha \) as \( \text{Ind}_N^\text{in}(\alpha) \subseteq \text{Ind}_N^\text{in} \) (resp. \( \text{Ind}_N^\text{out}(\alpha) \subseteq \text{Ind}_N^\text{out} \)). We also define \( \text{Bran}(\Gamma, (\lambda_N)_{N \in \text{Nodes}_\Gamma}) := \bigsqcup_{N \in \text{Nodes}_\Gamma} \text{Bran}(\lambda_N) \), the set of all branches in the whole routed graph.

We will now define the notion of a branch being a strong parent of another: this will correspond to solid arrows in the branch graph. First, we introduce the set of possible tuple of values of indices, in order to exclude inconsistent assignments of values.

**Definition B.8.** We define \( \text{PossVal}_\Gamma \) as the subset of \( \times_{A \in \text{Arr}_\Gamma} \text{Ind}_A \) defined by

\[
\forall(k_A)_{A \in \text{Arr}_\Gamma} \in \text{PossVal}_\Gamma, \forall N \in \text{Nodes}_\Gamma, (k_A)_{A \in \text{in}(N)} \sim_N (k_A)_{A \in \text{out}(N)}. \tag{33}
\]

A tuple of values is possible if and only if for every node, it yields a input and an output values that are in the same branch.

**Lemma B.1.** Let \( \vec{k} = (k_A)_{A \in \text{Arr}_\Gamma} \in \times_{A \in \text{Arr}_\Gamma} \text{Ind}_A \). \( \vec{k} \) is in \( \text{PossVal}_\Gamma \) if and only if it meets the following two conditions:

- \( \forall N \in \text{Nodes}_\Gamma, (k_A)_{A \in \text{in}(N)} \) is in \( \lambda_N \)'s practical inputs and \( (k_A)_{A \in \text{out}(N)} \) is in \( \lambda_N \)'s practical outputs;
- denoting, for every \( N \), \( \mu_N^\text{in}(\vec{k}) \) as the element of \( \text{Bran} \) such that \( (k_A)_{A \in \text{in}(N)} \in \text{Ind}_N^\text{in}(\mu_N^\text{in}(\vec{k})) \), and \( \mu_N^\text{out}(\vec{k}) \) similarly, we have: \( \forall N, \mu_N^\text{in}(\vec{k}) = \mu_N^\text{out}(\vec{k}) \).
Proof. This derives directly from the structure of the routes: a branched route relates an input value to an output value if and only if they are both in the same branch (and in particular, are not outside of its practical in/outputs).

For \( k \in \PossVal\), we can therefore denote for every \( N \) the branch \( \mu_N(k) \) equal to both \( \mu_N^\text{in}(k) \) and \( \mu_N^\text{out}(k) \).

**Definition B.9** (Strong parents). Let \( (\Gamma, (\lambda_N)_{N \in \Nodes}) \) be a routed graph, and \( N^\alpha \) and \( M^\beta \) two branches in it. We define the set of arrows from \( N \) to \( M \) as \( \Link(N, M) := \out(N) \cap \in(M) \). We define \( \LinkVal(N^\alpha, M^\beta) \), the set of values linking \( N^\alpha \) to \( M^\beta \), as

\[
\LinkVal(N^\alpha, M^\beta) := \left\{ (k_A)_{A \in \Link(N,M)} | \exists (k_A)_{A \in \Arr} \setminus \Link(N,M) \text{ such that } \begin{cases} 
\mu_N((k_A)_{A \in \Arr}) = \alpha \\
\mu_M((k_A)_{A \in \Arr}) = \beta 
\end{cases} \right\}
\]

We say that the branch \( N^\alpha \) is not a strong parent of the branch \( M^\beta \) if at least one of the following holds:

- \( \Link(N, M) = \emptyset \);
- \( \LinkVal(N^\alpha, M^\beta) = \emptyset \);
- \( \LinkVal(N^\alpha, M^\beta) \) is a singleton and its unique element \( (k_A)_{A \in \Link(N,M)} \) satisfies \( \forall A \in \Link(N, M), \dim(k_A) = 1 \).

**Definition B.10** (Adjoint of a graph). If \( \Gamma \) is an indexed graph, its adjoint \( \Gamma^T \) is the indexed graph given by swapping the roles of \( \Arr_{\Gamma}^\text{in} \) and \( \Arr_{\Gamma}^\text{out} \) and those of head and tail, and leaving the rest invariant.

If \( (\Gamma, (\lambda_N)_{N}) \) is a routed graph, its adjoint is the routed graph \( (\Gamma^T, (\lambda_{N^T})_{N}) \).

**Definition B.11** (Skeletal superrelation of an indexed graph). Given an indexed graph \( \Gamma \), its associated skeletal superrelation is the superrelation \( \S_{\Gamma}^{\text{Rel}} : \index_N \rightarrow \index_{\Gamma} \rightarrow (\index_{\Gamma}^\text{in} \rightarrow \index_{\Gamma}^\text{out}) \) defined by

\[
\S_{\Gamma}^{\text{Rel}}[(\lambda_N)_{N}] := \Tr_{\index_{\Gamma}^\text{in}, \Arr_{\Gamma}^\text{in}} \left[ \bigotimes_N \lambda_N \right].
\]  

Note that this is well-typed because \( \index_N \rightarrow \index_{\Gamma} \rightarrow (\index_{\Gamma}^\text{in} \rightarrow \index_{\Gamma}^\text{out}) \) is a superrelation.

**Definition B.12** (Skeletal supermap of a routed graph). Given a routed graph \( (\Gamma, (\lambda_N)_{N}) \), its associated (routed) skeletal supermap is the supermap \( \S_{(\Gamma, (\lambda_N)_{N})} \) of type \( \index_N \rightarrow \index_{\Gamma} \rightarrow (\index_{\Gamma}^\text{in} \rightarrow \index_{\Gamma}^\text{out}) \rightarrow (\Arr_{\Gamma}^\text{in} \rightarrow \Arr_{\Gamma}^\text{out} \rightarrow \index_{\Gamma} \rightarrow \index_{\Gamma}) \) defined by

\[
\S_{(\Gamma, (\lambda_N)_{N})}[(f_N)_{N}] := \Tr_{\Arr_{\Gamma}^\text{in}, \Arr_{\Gamma}^\text{out}} \left[ \bigotimes_N f_N \right].
\]

Note that the fact that \( \S_{(\Gamma, (\lambda_N)_{N})}[(f_N)_{N}] \) follows the route \( \S_{\Gamma}^{\text{Rel}}[(\lambda_N)_{N}] \) when the \( f_N \)'s follow the \( \lambda_N \)'s is ensured by the fact that routed maps form a compact closed category \([20, 24]\).
Definition B.13 (Augmented relation). Given a relation $\lambda_N : \text{Ind}_N^{\text{in}} \to \text{Ind}_N^{\text{out}}$ serving as a route for node $N$, its augmented version is the partial function (encoded as a relation) $\lambda_N^{\text{aug}} : \text{Ind}_N^{\text{in}} \times \left( \times_{\alpha \in \text{Bran}(\lambda_N)} \text{Ind}_N^{\text{out}} \right) \to \text{Ind}_N^{\text{out}} \times \left( \times_{\alpha \in \text{Bran}(\lambda_N)} \text{Happens}_{N^\alpha} \right)$ — where $\forall \alpha, \text{Happens}_{N^\alpha} \equiv \{0, 1\}$ — given by

$$\lambda_N^{\text{aug}}(k, (l^\alpha)_{\alpha \in \text{Bran}(\lambda_N)}) = \begin{cases} \left\{ (l^\alpha, (\delta_{l^\alpha}^\alpha)_{\alpha \in \text{Bran}(\lambda_N)}) \right\} & \text{if } k \in \text{Ind}_N^{\text{in}} \\ \emptyset & \text{if } \forall \alpha, k \notin \text{Ind}_N^{\text{in}}. \end{cases} \quad (37)$$

Definition B.14 (Univocality). A routed graph $(\Gamma, (\lambda_N)_N)$ is univocal if

$$S_{\Gamma, \text{pad}}[(\lambda_N^{\text{aug}})_N]$$

is a function. (38)

We then note this function as $\Lambda_{(\Gamma, (\lambda_N)_N)}$.

$(\Gamma, (\lambda_N)_N)$ is bi-univocal if both it and its adjoint $(\Gamma^\top, (\lambda_N^\top)_N)$ are univocal.

Definition B.15 (Branch graph). If $(\Gamma, (\lambda_N)_N)$ is a bi-univocal routed graph, its branch graph $\Gamma^\text{Bran}$ is the graph in which

- the nodes are the branches of $(\Gamma, (\lambda_N)_N)$, i.e. the elements of $\text{Bran}(\Gamma, (\lambda_N)_N)$;
- there is a green dashed arrow from $N^\alpha$ to $M^\beta$ if $\Lambda_{(\Gamma, (\lambda_N)_N)}$ features influence from $\text{Ind}_{N^\alpha}^{\text{out}}$ to $\text{Happens}_{M^\beta}$;
- there is a red dashed arrow from $N^\alpha$ to $M^\beta$ if $\Lambda_{(\Gamma, (\lambda_N)_N)}$ features influence from $\text{Ind}_{M^\beta}^{\text{in}}$ to $\text{Happens}_{N^\alpha}$;
- there is a solid arrow from $N^\alpha$ to $M^\beta$ if $N^\alpha$ is a strong parent of $M^\beta$.

Definition B.16 (Weak loops). Let $(\Gamma, (\lambda_N)_N)$ be a bi-univocal routed graph. We say that a loop in $\Gamma^\text{Bran}$ is weak if it only contains green dashed arrows, or if it only contains red dashed arrows.

Theorem B.1 (Main theorem). Let $(\Gamma, (\lambda_N)_N)$ be a routed graph which is bi-univocal, and whose branch graph $\Gamma^\text{Bran}$ only features weak loops. Then its associated skeletal supermap $S_{(\Gamma, (\lambda_N)_N)}$ is a superunitary.

The rest of this Appendix is dedicated to the proof of this theorem.

B.4 Proof

B.4.1 Preliminary lemmas and definitions

Lemma B.2. To prove Theorem B.1, it is sufficient to prove that, for any valid routed graph $(\Gamma, (\lambda_N)_N)$, $S_{(\Gamma, (\lambda_N)_N)}$ preserves unitarity when acting on input operations without ancillas.

Proof. Suppose it was proven that for any valid $(\Gamma, (\lambda_N)_N)$, and for any set of routed unitaries $U_N : \mathcal{H}_N^{\text{in}} \xrightarrow{\lambda_N} \mathcal{H}_N^{\text{out}}, S_{(\Gamma, (\lambda_N)_N)}[(U_N)_N]$ is a unitary.

Taking now a valid $(\Gamma, (\lambda_N)_N)$ and, for every $N$, a choice of ancillary input and output spaces $\mathcal{H}_N^{\text{in}, \text{anc}}$ and $\mathcal{H}_N^{\text{out}, \text{anc}}$, and a routed unitary $U_N : \mathcal{H}_N^{\text{in}} \otimes \mathcal{H}_N^{\text{in}, \text{anc}} \xrightarrow{\lambda_N} \mathcal{H}_N^{\text{out}} \otimes \mathcal{H}_N^{\text{out}, \text{anc}}$. One can then define a new indexed graph $\tilde{\Gamma}$ by adding, for each $N$, a new arrow in $\text{Arr}_N^{\text{in}}$, ...
with Hilbert space $H_{N}^{\text{in,anc}}$, and a new arrow in $\text{Arr}_{\Gamma}$, with Hilbert space $H_{N}^{\text{out,anc}}$. The routed graph $(\bar{\Gamma}, (\lambda_{N})_{N})$ then has the same choice relation and the same branch graph as $(\Gamma, (\lambda_{N})_{N})$; it is therefore valid as well. We can thus apply our assumption to it, which entails that $S_{(\bar{\Gamma}, (\lambda_{N})_{N})}[(U_{N})_{N}] = S_{(\Gamma, (\lambda_{N})_{N})}[(U_{N})_{N}]$ is unitary. This thus proves the theorem in the general case.

From now on, we will therefore work with a fixed routed graph $(\Gamma, (\lambda_{N})_{N})$ (which we will often denote as $\Gamma$ for simplicity) satisfying bi-univocality and weak loops, and a fixed collection of routed unitary maps $U_{N} : H_{N}^{\lambda_{N}} \rightarrow H_{N}^{\text{out}}$ following the $\lambda_{N}$’s. Writing $S := S_{(\Gamma, (\lambda_{N})_{N})}$ for simplicity, our goal is to prove that $S[(U_{N})_{N}] : H_{P} \rightarrow H_{F}$ is a unitary.

For each branch $N^{\alpha}$, we define $H_{N}^{\text{in}} := \bigoplus_{(k, A) \in \text{Ind}_{N}^{\alpha}} \bigotimes_{A \in \text{in}(N)} H_{A}^{k, A} \subseteq H_{N}^{\text{in}}$, $H_{N}^{\text{out}} := \bigoplus_{(k, A) \in \text{out}(N)} \bigotimes_{A \in \text{out}(N)} H_{A}^{k, A} \subseteq H_{N}^{\text{out}}$. We also define the projection $P_{N}^{\alpha} : H_{N} \rightarrow H_{N}^{\alpha}$, and the injection $i_{N}^{\alpha} : H_{N}^{\alpha} \rightarrow H_{N}^{\text{out}}$.

We define the exchange gate for $N$, $\text{EXCH}_{N} : H_{N}^{\text{in}} \otimes \left( \bigotimes_{\alpha \in \text{Bran}(\lambda_{N})} H_{N}^{\text{out}} \right) \rightarrow H_{N}^{\text{out}} \otimes \left( \bigotimes_{\alpha \in \text{Bran}(\lambda_{N})} H_{N}^{\text{in}} \right)$, by

$$\text{EXCH}_{N} := \sum_{\alpha \in \text{Bran}(\lambda_{N})} i_{N, \text{pad}}^{\alpha} \circ \left( \text{SWAP}_{N^{\alpha}, N^{\alpha \prime}} \otimes \left( \bigotimes_{\beta \neq \alpha} \Theta_{N^{\beta}} \right) \right) \circ P_{N, \text{pad}}^{\alpha}, \quad (39)$$

where $\forall N^{\beta}, \Theta_{N^{\beta}}$ is an arbitrarily chosen unitary from $H_{N}^{\text{out}}$ to $H_{N}^{\text{out}}$. Note that $\text{EXCH}_{N}$ follows $\lambda_{N}$ by construction.

We note that the fact that the $U_{N}$’s follow the $\lambda_{N}$’s entails that one can find a block decomposition for them, i.e., one can define unitaries $U_{N}^{\alpha} : H_{N}^{\alpha} \rightarrow H_{N}^{\text{out}}$ such that

$$\forall N, U_{N} = \sum_{\alpha \in \text{Bran}(\lambda_{N})} i_{N, \text{pad}}^{\alpha} \circ U_{N}^{\alpha} \circ P_{N, \text{pad}}^{\alpha}. \quad (40)$$

As a first preliminary to the proof, we will study in detail how bifurcation choices are in correspondence with assignments of values to the arrow’s indices.

The following definition and lemma prove two things. First, univocality implies that any tuple of bifurcation choices fixes not only the branch at every node, but also the specific index values picked in that branch. Second, for a fixed tuple of bifurcation choices, the bifurcation choices at the branches not happening have no effect – i.e. modifying them to any other value wouldn’t affect the any of the index values in the graph; while, on the contrary, modifying the bifurcation choice at any of the branches happening always changes at least one of the index values in the graph. In that sense, any tuple of values of the graph’s indices corresponds either to no tuple of bifurcation choices at all, or to exactly one bifurcation choice at the branches that happen for this tuple of values, with no dependence on the bifurcation choices at branches that don’t happen.

**Definition B.17.** For every $N$ in $\text{Nodes}_{\Gamma}$, we take $\text{Ind}_{N}^{\text{out,sec}} \cong \text{Ind}_{N}^{\text{out}}$ and define the partial function (encoded as a relation) $\lambda_{N}^{\text{sec}} : \text{Ind}_{N}^{\text{in}} \times \left( \times_{\alpha \in \text{Bran}(\lambda_{N})} \text{Ind}_{N}^{\text{out}} \right) \rightarrow \text{Ind}_{N}^{\text{out}} \times \text{Ind}_{N}^{\text{out,sec}}$ given by

$$\lambda_{N}^{\text{sec}}(k, (l^{\alpha})_{\alpha \in \text{Bran}(\lambda_{N})}) = \begin{cases} \{(l^{\alpha}, l^{\alpha})\} & \text{if } k \in \text{Ind}_{N}^{\alpha}, \\ \emptyset & \text{if } \forall \alpha, k \notin \text{Ind}_{N}^{\alpha}. \end{cases} \quad (41)$$
Lemma B.3. If \((\Gamma, (\lambda_N)_N)\) is univocal, then \(\mathcal{S}_{\text{Rel}}[(\lambda_N^\text{sec})_N]\) is an injective function \(\times_{N^\alpha \in \text{Bran}_N} \text{Ind}^{\text{out}}_{N^\alpha} \rightarrow \times_N \text{Ind}^{\text{out}}_N\), which we denote \(\Lambda^\text{sec}\). Furthermore, its preimage sets are given by

\[
\forall (k_N)_N, (\Lambda^\text{sec})^{-1} ((k_N)_N) = \begin{cases} \emptyset & \text{if } \forall \alpha' \in \text{Bran}_N, \nu(k_N)_N \in \text{Ind}^{\text{out}}_N \end{cases} \times \left( \times_{N^\alpha | k_N \notin \text{Ind}^{\text{out}}_{N^\alpha}} \text{Ind}^{\text{out}}_{N^\alpha} \right). \tag{42}
\]

Proof. We will use bra-ket notations for relational states and effects. For every branch copy we define \(\text{sec} \emptyset \text{reexpress } \Lambda^\text{ing} \sigma \mid \text{out} \). Given that the \(\nu\text{'s outputs, it immediately has no preimage through \(\text{copy} \langle \text{Ind}^{\text{out}}_N \rangle \text{Ind}^{\text{out}}_N\). For every node \(N\), we define the partial function (encoded as a relation) \(\sigma^N : \times_{\alpha \in \text{Bran}(\lambda_N)} \text{Happens}_{N^\alpha} \rightarrow \text{Bran}_N \) by

\[
\sigma^N((\varepsilon \alpha')_\alpha' \in \text{Bran}_N) = \begin{cases} \{\alpha\} & \text{if } \forall \alpha' \in \text{Bran}_N, \varepsilon = \delta^\alpha_{\alpha'} \\ \emptyset & \text{otherwise.} \end{cases} \tag{43}
\]

For every node \(N\), we define the function \(\nu^N : \text{Bran}_N \times (\times_{\alpha \in \text{Bran}_N} \text{Ind}^{\text{out}}_{N^\alpha}) \rightarrow \text{Ind}^{\text{out}}_N\), with \(\text{Ind}^{\text{out}}_N \equiv \text{Ind}^{\text{out}}_N\), by

\[
\nu^N(l, \alpha) = l^\alpha. \tag{44}
\]

One can then compute that \(\lambda^\text{sec}_N = \nu^N \circ \sigma^N \circ \lambda^\text{aug}_N \circ \text{COPY}^{\text{out}}_N \circ \text{pad}\); we can thus reexpress \(\Lambda^\text{sec}\) in terms of the choice function \(\Lambda\),

\[
\Lambda^\text{sec} = \mathcal{S}_{\text{Rel}}[(\lambda^\text{sec}_N)_N] = \left( \prod_{N^\alpha} \nu^N \right) \circ \left( \prod_{N^\alpha} \sigma^N \right) \circ \Lambda \circ \left( \prod_{N^\alpha} \text{COPY}^{\text{out}}_N \circ \text{pad} \right). \tag{45}
\]

Given that the outputs of a \(\lambda^\text{aug}_N\) are within the domain of definition of the corresponding \(\sigma^N\), the fact that \(\Lambda\) is a function thus implies that \(\prod_{N^\alpha} \sigma^N \circ \Lambda\) is a function as well. Given that the \(\text{COPY}^{\text{out}}_N\)'s and \(\nu^N\)'s are functions, \(\Lambda^\text{sec}\) is a function as well.

Furthermore, let us fix an \(N\) and \(k_N \in \text{Ind}^{\text{out}}_N\). If \(k_N\) is outside of \(\lambda_N\)'s practical outputs, it immediately has no preimage through \(\nu^N\). Taking the other case, we denote \(\alpha\) as the branch of \(N\) such that \(k_N \in \text{Ind}^{\text{out}}_{N^\alpha}\). Then,

\[
\begin{align*}
\langle k_N \rangle_{\text{Ind}^{\text{out}}_{N^\alpha}} & \circ \lambda^\text{sec}_N \\
= & \langle k_N \rangle_{\text{Ind}^{\text{out}}_{N^\alpha}} \circ \nu^{\alpha} \circ \sigma^{\alpha} \circ \lambda^{\text{aug}}_{\text{pad}} \circ \left( \bigotimes_{\alpha' \in \text{Bran}_N} \text{COPY}_{\text{Ind}^{\text{out}}_{N^\alpha}} \right)_{\text{pad}} \\
= & \langle k_N \rangle_{\text{Ind}^{\text{out}}_{N^\alpha}} \circ \underbrace{\left( \bigotimes_{\alpha' \in \text{Bran}_N \setminus \{\alpha\}} \langle \text{Ind}^{\text{out}}_{N^\alpha} \rangle \right)_{\text{pad}}}_{\text{pad}} \circ \sigma^{\alpha} \circ \lambda^{\text{aug}}_{\text{pad}} \circ \left( \bigotimes_{\alpha' \in \text{Bran}_N} \text{COPY}_{\text{Ind}^{\text{out}}_{N^\alpha}} \right)_{\text{pad}} \\
= & \langle k_N \rangle_{\text{Ind}^{\text{out}}_{N^\alpha}} \circ \sigma^{\alpha} \circ \lambda^{\text{aug}}_{\text{pad}} \circ \left( \langle k_N \rangle_{\text{Ind}^{\text{out}}_{N^\alpha}} \right)_{\text{pad}} \\
= & \left( \bigotimes_{\alpha' \in \text{Bran}_N} \langle \delta^\alpha_{\alpha'} \rangle \right)_{\text{pad}} \circ \lambda^{\text{aug}}_{\text{pad}} \circ \left( \langle k_N \rangle_{\text{Ind}^{\text{out}}_{N^\alpha}} \right)_{\text{pad}} \\
= & \langle k_N \rangle_{\text{Ind}^{\text{out}}_{N^\alpha}} \left( \langle \text{Ind}^{\text{in}}_{N^\alpha} \rangle \otimes \langle k_N \rangle_{\text{Ind}^{\text{out}}_{N^\alpha}} \otimes \left( \bigotimes_{\alpha' \in \text{Bran}_N \setminus \{\alpha\}} \langle \text{Ind}^{\text{out}}_{N^\alpha} \rangle \right) \right). \tag{46}
\end{align*}
\]
Therefore, we find that \((\Lambda^\text{sec})^{-1}((k_N)_N)\) is empty if at least one of the \(k_N\)’s is outside of the practical outputs of the corresponding \(\lambda_N\)’s, and that otherwise – denoting, for every \(N\), \(\alpha(k_N)\) as the branch such that \(k_N \in \text{Ind}^{\text{out}}_{\text{out}(\alpha(k_N))}^{-} \),

\[
\left( \bigotimes_{N \in \text{Nodes}^\ast} \langle k_N | \text{Ind}^{\text{out}}_{\text{out}(\alpha(k_N))} \rangle \right) \circ \Lambda^\text{sec}
\]

\[
= \left( \bigotimes_{N \in \text{Nodes}^\ast} \langle k_N | \text{Ind}^{\text{out}}_{\text{out}(\alpha(k_N))} \rangle \right) \circ \mathcal{S}^{\text{Rel}} \left[ (\lambda^\text{sec}_N)_N \right]
\]

\[
= \mathcal{S}^{\text{Rel}} \left[ \left( \langle k_N | \text{Ind}^{\text{out}}_{\text{out}(\alpha(k_N))} \rangle \right)^{\text{Ind}^{\text{in}}_{\text{in}(\alpha(k_N))}} \right] \otimes \left( \bigotimes_{N \in \text{Nodes}^\ast} \langle k_N | \text{Ind}^{\text{out}}_{\text{out}(\alpha(k_N))} \rangle \right) \circ \left( \bigotimes_{\alpha' \in \text{Bran}^\ast_{\Gamma} \setminus \{ \alpha(k_N) \}} \langle \text{Ind}^{\text{out}}_{\text{out}(\alpha')} \rangle \right)
\]

\[
\mathcal{S}^{\text{Rel}} \left[ \left( \langle k_N | \text{Ind}^{\text{out}}_{\text{out}(\alpha(k_N))} \rangle \right)^{\text{Ind}^{\text{in}}_{\text{in}(\alpha(k_N))}} \right]
\]

is just a scalar in the theory of relations, i.e. 0 or 1; \((\Lambda^\text{sec})^{-1}((k_N)_N)\) is thus non-empty if and only if this scalar is equal to 1, and the rest of the expression yields \((42)\). This also shows that \(\Lambda^\text{sec}_\Gamma\) is injective.

\[\blacksquare\]

Note that we defined \(\Lambda^\text{sec}_\Gamma\) as having codomain \(\bigotimes_{N \in \text{Nodes}^\ast} \text{Ind}^{\text{out}}_N\); but, given that for each \(N\) we have \(\text{Ind}^{\text{out}}_N = \bigotimes_{\alpha \in \text{Arr}_N} \text{Ind}_\alpha\) (we neglect the discrepancy due to global input arrows of the graph, as their sets of index values are trivial). \(\Lambda^\text{sec}_\Gamma\) can thus be interpreted as telling us how bifurcation choices fix all indices in the graph. \(\Lambda^\text{sec}_\Gamma\), obtained from considering the adjoint graph, tells us the same about reverse bifurcation choices.

From that perspective, in the above Lemma, the case of an empty set of preimages corresponds exactly to impossible assignments of values to the arrows, i.e. to ones that are outside of \(\text{PossVal}_\Gamma\).

**Lemma B.4.** Given \(\vec{k} = (k_A)_{A \in \text{Arr}^\ast}\), \((\Lambda^\text{sec})^{-1}(\vec{k})\) is empty if and only if \(\vec{k} \notin \text{PossVal}^\ast\).

**Proof.** First, if there exists an \(N\) such that \(k_N = (k_A)_{A \in \text{out}(N)}\) is outside of \(\lambda_N\)’s practical outputs, then \((\Lambda^\text{sec})^{-1}(\vec{k})\) is empty (as pointed out in the previous proof), and \(\vec{k} \notin \text{PossVal}^\ast\) (as pointed out in Lemma B.1).

Otherwise, we know from the previous proof that \((\Lambda^\text{sec})^{-1}(\vec{k})\) is not empty if and only if \(\mathcal{S}^{\text{Rel}} \left[ \left( \langle k_N | \text{Ind}^{\text{out}}_{\text{out}(\alpha(k_N))} \rangle \right)^{\text{Ind}^{\text{in}}_{\text{in}(\alpha(k_N))}} \right] = 1\). But given how \(\mathcal{S}^{\text{Rel}}\) was defined in \((35)\), and the form of the \(\lambda_N\)’s, this is the case if and only if for all \(N\), \((k_A)_{A \in \text{in}(N)}\) is in the branch \(\alpha(k_N)\). As the function \(\alpha_N\) is precisely the function \(\mu^{\text{out}}_N\) defined in Lemma B.1, we thus find the condition \(\mu^{\text{out}}_{\text{out}}(\vec{k}) = \mu^{\text{in}}_{\text{in}}(\vec{k})\) showed in this Lemma to be necessary and sufficient for \(\vec{k} \in \text{PossVal}^\ast\). \[\blacksquare\]

Finally, we draw the consequences of the fact that branches satisfy the weak loops condition. Given a branch \(N^\alpha\), we define the following subsets of \(\text{Bran}^\ast\). By a ‘path’ in \(\Gamma^\text{Bran}\), we mean any sequence of arrows, without a distinction between the solid, green dashed or red dashed types.

- \(\mathcal{P}(N^\alpha) := \{ O^\gamma \neq N^\alpha \mid \exists \text{ a path } O^\gamma \to N^\alpha \text{ in } \Gamma^\text{Bran} \}, \text{ } N^\alpha\)’s past;
- \(\mathcal{F}(N^\alpha) := \{ O^\gamma \neq N^\alpha \mid \exists \text{ a path } N^\alpha \to O^\gamma \text{ in } \Gamma^\text{Bran} \}, \text{ } N^\alpha\)’s future;
precisely, these conditions will encode the fact that at every step $i$, $S$
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all loops in $\text{Bran}_\Gamma$ partitioning it into a collection of layers. The fact that all loops in $\text{Bran}_\Gamma$ are weak then allows us to say that a given layer either only contains green dashed arrows between its elements (in which case we will call it a green layer), or only contains red dashed arrows (in which case we will call it a red layer).

Furthermore, merging the nodes of each layer transforms $\Gamma^{\text{Bran}}$ into an acyclic graph. One can thus define a partial order between layers. Arbitrarily turning it into a total order, and picking arbitrary orderings within each layer, leads to a total ordering $\prec$. One can thus define a partial order between layers. Arbitrarily turning it into a total order, and picking arbitrary orderings within each layer, leads to a total ordering $\prec$.

B.4.2 The induction hypothesis

This ordering of $\Gamma$’s branches will allows us to define an induction. The point is to start from $\mathcal{S}_{\text{pad}}[(\text{EXCH}_N)_N]$, and then to ‘refill’ the branches one by one, making sure that the unitary obtained at each step is sufficiently well-behaved to be able to move to the next step. To define it, we will first need to define these ‘partially filled exchanges’ that are being used at every step $i$ in the induction, which we shall call $V_{N,i}$’s. We do so by defining how they act on each branch: i.e., $\forall i, \forall N^\alpha$, we define $V_{N,i}^\alpha : \mathcal{H}_{N}^{\text{in}} \otimes (\bigotimes_{\beta \succ B(i)} \mathcal{H}_{N_\beta}^{\text{in}}) \rightarrow \mathcal{H}_{N}^{\text{out}} \otimes (\bigotimes_{\beta \prec B(i)} \mathcal{H}_{N_\beta}^{\text{out}})$ by

$$V_{N,i}^\alpha = \begin{cases} i_{N,\text{pad}}^\alpha \circ (\text{SWAP}_{N^\alpha} \otimes (\bigotimes_{\beta \succ B(i), \beta \neq \alpha} \Theta_{N_\beta}) \otimes p_{N,\text{pad}}^\alpha) & \text{if } N^\alpha > B(i), \\ (i_{N}^\alpha \circ U_{N}^\alpha \circ p_{N}^\alpha) \otimes (\bigotimes_{\beta \succ B(i)} \Theta_{N_\beta}) & \text{if } N^\alpha \leq B(i), \end{cases}$$

and we use them to define

$$V_{N,i} := \sum_{\alpha \in \text{Bran}(\lambda_N)} V_{N,i}^\alpha.$$  

We will write the input (resp. output) space of $\mathcal{S}_{\text{pad}}[(V_{N,i})_N]$ as $\mathcal{H}_{N}^{\text{out}} := \mathcal{H}_F \otimes (\bigotimes_{\beta \succ B(i)} \mathcal{H}_{N_\beta}^{\text{out}})$ (resp. $\mathcal{H}_{N}^{\text{in}} := \mathcal{H}_F \otimes (\bigotimes_{\beta \succ B(i)} \mathcal{H}_{N_\beta}^{\text{in}})$). We also write $V_{N,i} := V_{N,i} - V_{N,i}^\alpha$. Note that the $V_{N,i}$’s follow the $\lambda_N$’s by construction, and that one has $V_{N,0} = \text{EXCH}_N$ and $V_{N,n} = U_N$.

The core of the induction will be the hypothesis that, at step $i$, $\mathcal{S}_{\text{pad}}[(V_{N,i})_N]$ is unitary. However, this will not be sufficient: we will also need other conditions ensuring that $\mathcal{S}_{\text{pad}}[(V_{N,i})_N]$ features structural properties which allow us to move to step $i + 1$. More precisely, these conditions will encode the fact that at every step $i$, and for every branch $N^\alpha$ that hasn’t been filled yet (i.e. such that $N^\alpha > B(i)$), one can find projectors on
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Note that single-branch layers can be considered to be either green or red: the choice will not affect the proof.
$S_{pad}[(V_{N,i})_N]$’s inputs and outputs that control whether $N^\alpha$ happens or not, and that all these projectors will play well with one another.

One subtlety is that, if $B(i)$ is in a red layer and if there are still unfilled branches in that layer, then the projectors controlling the status of branches above that layer cannot be defined. This is ultimately not problematic, as one can wait for the whole layer to have been filled to redefine them; but this will force us to amend parts of the induction hypothesis when it is the case.

Finally, another part of the induction hypothesis will rely on the causal properties of $S_{pad}[(V_{N,i})_N]$. We will describe these by using the behaviour of $S_{pad}[(V_{N,i})_N]$ seen as an isomorphism of operator algebras, defining $\forall i : \text{Lin} \left[ H_P \otimes \left( \bigotimes_{O^\gamma > B(i)} H_{O^\gamma_{out}} \right) \right] \to \text{Lin} \left[ H_F \otimes \left( \bigotimes_{O^\gamma > B(i)} H_{O^\gamma_{out}} \right) \right]$ by

$$\forall f, \forall i[f] := S_{pad}[(V_{N,i})_N] \circ f \circ S_{pad}[(V_{N,i})_N]^{-1}. \quad (50)$$

When $S_{pad}[(V_{N,i})_N]$ is unitary, this defines an isomorphism of operator algebras, preserving sums, compositions, and the dagger. This implies that, more generally, $\forall i$ will preserve commutation relations, self-adjointness, idempotency, etc.

We now turn to our induction hypotheses at step $i$.

**Induction Hypothesis 1 (H1).** $S_{pad}[(V_{N,i})_N]$ is unitary.

As we mentioned, H1 is the core of the induction, and will allow us to conclude in the end that $S[(V_{N,i})_N] = S[(U_{N,i})_N]$ is indeed unitary.

**Induction Hypothesis 2 (H2).** One has defined, for all $N^\alpha > B(i)$, orthogonal projectors:

- $\zeta_{i}^{\text{out}}(N^\alpha)$, acting on
  $$\begin{cases} H_P \otimes \left( \bigotimes_{O^\gamma \in P_i(N^\alpha)} H_{O^\gamma_{out}} \right) & \text{if } N^\alpha \text{ is in a green layer;} \\ H_P \otimes \left( \bigotimes_{O^\gamma \in P_{\str}(N^\alpha)} H_{O^\gamma_{out}} \right) & \text{if } N^\alpha \text{ is in a red layer;} \end{cases}$$

- $\zeta_{i}^{\text{in}}(N^\alpha)$, acting on
  $$\begin{cases} H_F \otimes \left( \bigotimes_{O^\gamma \in \mathcal{F}_{\str}(N^\alpha)} H_{O^\gamma_{in}} \right) & \text{if } N^\alpha \text{ is in a green layer;} \\ H_F \otimes \left( \bigotimes_{O^\gamma \in \mathcal{F}_i(N^\alpha)} H_{O^\gamma_{in}} \right) & \text{if } N^\alpha \text{ is in a red layer;} \end{cases}$$

such that (once correctly padded) the $\zeta_{i}^{\text{out}}(N^\alpha)$’s for different $N^\alpha$’s all commute pairwise, and the $\zeta_{i}^{\text{in}}(N^\alpha)$’s commute as well, and such that

$$\forall N^\alpha, \zeta_{i}^{\text{in}}(N^\alpha) = \forall i \zeta_{i}^{\text{out}}(N^\alpha). \quad (51)$$

If $B(i)$ and $B(i+1)$ are in the same red layer, then all of the former definitions have only been made for the $N^\alpha$’s in that same layer, i.e. in $\mathcal{L}_i(B(i))$. When this happens, we say that $i$ is a special step.

H2 introduces the projectors that will be used to control the status of the still-unfilled branches. The fact that the $\zeta$’s commute pairwise ensures that these controls can always be meaningfully combined. Note that the out-projector for $N^\alpha$ only acts on $N^\alpha$’s past, while its in-projector only acts on $N^\alpha$’s future; and furthermore, that for $N^\alpha$ in a green layer its in-projector only acts on $N^\alpha$’s strict future, while for $N^\alpha$ in a red layer its out-projector only acts on its strict past. In particular, the $\zeta(N^\alpha)$’s never act on $N^\alpha$ itself: this ensures that at any step, a branch never holds some part of its own controls.

We will also write $\zeta_{i}^{\text{in}}(N^\alpha) := 1 - \zeta_{i}^{\text{in}}(N^\alpha)$ and $\zeta_{i}^{\text{out}}(N^\alpha) := 1 - \zeta_{i}^{\text{out}}(N^\alpha)$. 
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Induction Hypothesis 3 (H3). The $\zeta^\text{out}_i$'s satisfy

$$\forall N^\alpha, \forall O^\gamma, \zeta^\text{out}_{\text{i, pad}}(N^\alpha) \circ \tilde{\zeta}^\text{out}_{\text{i, pad}}(O^\gamma) \text{ acts trivially on } \mathcal{H}_{O^\gamma_{\text{out}}},$$

and the $\zeta^\text{in}_i$'s satisfy

$$\forall N^\alpha, \forall O^\gamma, \zeta^\text{in}_{\text{i, pad}}(N^\alpha) \circ \tilde{\zeta}^\text{in}_{\text{i, pad}}(O^\gamma) \text{ acts trivially on } \mathcal{H}_{O^\gamma_{\text{in}}}.$$  

This hypothesis encodes the fact that, when a branch $O^\gamma$ doesn’t happen, it doesn’t hold any control on other branches $N^\alpha$. Note that the $\forall N^\alpha, O^\gamma$ only runs over the branches for which the $\zeta$’s have been defined in H2, i.e. it only runs over $\mathcal{L}_i(B(i))$ if $i$ is a special step. The same will apply in the other hypotheses.

Induction Hypothesis 4 (H4). The $\zeta^\text{out}_i$’s satisfy:

$$\forall N^\alpha, N^\beta, \text{ branches of the same node, } \zeta^\text{out}_{\text{i, pad}}(N^\alpha) \circ \zeta^\text{out}_{\text{i, pad}}(N^\beta) = 0.$$  

The meaning is that two branches of the same node are incompatible. Note that one can infer, using (51), that the $\zeta^\text{i, pad}_i$’s then satisfy the same property.

Induction Hypothesis 5 (H5). Let $Q \subseteq \{B(i') \mid i' \geq i\}$ a set of branches on different nodes; i.e., one can define $Q \subseteq \text{Nodes}_i$ and a function $\alpha$ such that $Q = \{N^\alpha(N) \mid N \in \tilde{Q}\}$. Then,

$$\mathcal{S}_{\text{pad}}[(V_{N,i})N] \circ \prod_{N \in \tilde{Q}} \zeta^\text{out}_{\text{i, pad}}(N^\alpha(N)) = \mathcal{S}_{\text{pad}}[(V_{N,i})N \in \text{Nodes}_i \setminus \tilde{Q}] \times (V^\alpha_{\text{N,i}})_{N \in \tilde{Q}}.$$  

H5 formalises the fact that the $\zeta^\text{out}_i$’s control whether branches happen or not. Note that, using (51), one could have written the same equation using $\zeta^\text{i, pad}_i$’s.

Induction Hypothesis 6 (H6). For a branch $N^\alpha$ in a green layer, we have

$$\forall f \in \text{Lin}[\mathcal{H}_{N^\alpha_{\text{in}}}], \exists f' \in \text{Lin} \left[ \mathcal{H}_P \otimes \left( \bigotimes_{O^\gamma \in \mathcal{P}^\text{str}(N^\alpha)} \mathcal{H}_{O^\gamma_{\text{out}}} \right) \right] \text{ such that}$$

$$\mathcal{V}_i[f_{\text{pad}}] \circ \zeta^\text{out}_{\text{i, pad}}(N^\alpha) = f'_{\text{pad}} \circ \zeta^\text{out}_{\text{i, pad}}(N^\alpha).$$

H6 means that, for a branch $N^\alpha$ in a green layer, provided that one is in the subspace in which branch $N^\alpha$ happens, $\mathcal{S}_{\text{pad}}[(V_{N,i})N]$’s causal structure only has the strict past of $N^\alpha$ signalling to $N^\alpha_{\text{in}}$. This will be important to ensure that, when $N^\alpha$ is ‘refilled’, the action of any $\zeta^\text{out}_i$’s on it becomes an action on its strict past.

Induction Hypothesis 7 (H7). For a branch $N^\alpha$ in a red layer, we have

$$\forall f \in \text{Lin}[\mathcal{H}_{N^\alpha_{\text{out}}}], \exists f' \in \text{Lin} \left[ \mathcal{H}_F \otimes \left( \bigotimes_{O^\gamma \in \mathcal{P}^\text{str}(N^\alpha)} \mathcal{H}_{O^\gamma_{\text{in}}} \right) \right] \text{ such that}$$

$$\mathcal{V}_i[f_{\text{pad}}] \circ \zeta^\text{in}_{\text{i, pad}}(N^\alpha) = f'_{\text{pad}} \circ \zeta^\text{in}_{\text{i, pad}}(N^\alpha).$$

H7 plays the same role as H6 in the reverse time direction.
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B.4.3 Proof of the base case

H1 The proof that \(S_{\text{pad}}[(\text{EXCH}_N)]\) is unitary will rely on the lemmas of Section B.4.1. To use them, we will first introduce a way to show how bifurcation choices are enforced through the use of the EXCH’s. For every \(A\) in \(\mathcal{Arr}_\Gamma\), we define \(\text{WITNESS}_A : \mathcal{H}_A \rightarrow \mathcal{H}_A \otimes \mathbb{C}^{|\text{Ind}_A|}\) by

\[
\text{WITNESS}_A := \sum_{k_A \in \text{Ind}_A} \pi_{k_A}^A \otimes |k_A\rangle, \tag{58}
\]

where the \(\pi_{k_A}^A\)'s are the projectors on the different sectors of \(A\), and we’ve introduced an arbitrary basis of \(\mathbb{C}^{|\text{Ind}_A|}\) labelled by \(A\)'s index values. The point of \(\text{WITNESS}_A\) is simply to channel out the information about each arrow’s index value.

For a given \(N\), with respect to the sectorisations of the \(\mathcal{H}_{N_{\text{out}}}^\text{pad}\) of the \(\mathcal{H}_A\)'s for the \(A\)'s in \(\text{in}(N)\) and \(\text{out}(N)\), and to the sectorisation of the \(\mathbb{C}^{|\text{Ind}_A|}\)'s given by the previous basis, \(\lambda_N^{\text{sec}}\) is a route for \((\otimes_{A \in \text{out}(N)} \text{WITNESS}_A)_{\text{pad}} \circ \text{EXCH}_N\). Thus (because the compatibility with routes is preserved by the dagger compact structure \([20]\)), \(S_{\text{pad}}^{\text{Rel}}[(\lambda_N^{\text{sec}})] = \Lambda_N^{\text{sec}}\) is a route for \(S_{\text{pad}} \left[\left(\left(\otimes_{A \in \text{out}(N)} \text{WITNESS}_A\right)_{\text{pad}} \circ \text{EXCH}_N\right)_{\text{pad}}\right]\). Therefore,

\[
S_{\text{pad}} \left[\left(\left(\otimes_{A \in \text{out}(N)} \text{WITNESS}_A\right)_{\text{pad}} \circ \text{EXCH}_N\right)_{\text{pad}}\right] = \sum_{\tilde{k} \in X_A \text{Ind}_A} \left(\otimes_{A} |k_A\rangle\langle k_A|\right)_{\text{pad}} \circ S_{\text{pad}} \left[\left(\left(\otimes_{A \in \text{out}(N)} \text{WITNESS}_A\right)_{\text{pad}} \circ \text{EXCH}_N\right)_{\text{pad}}\right]
\]

\[
\circ \left(\sum_{q \in (\Lambda_N^{\text{sec}})^{-1}(\tilde{k})} \otimes_{N^\alpha \in \text{Bran}_\Gamma} \pi_{N^\alpha}^{q_{N^\alpha}}\right)_{\text{pad}}
\]

Lemma = \(B.4\) \[
\sum_{\tilde{k} \in \text{PossVal}_\Gamma} \left(\otimes_{A} |k_A\rangle\langle k_A|\right)_{\text{pad}} \circ S_{\text{pad}} \left[\left(\left(\otimes_{A \in \text{out}(N)} \text{WITNESS}_A\right)_{\text{pad}} \circ \text{EXCH}_N\right)_{\text{pad}}\right]
\]

\[
\circ \left(\sum_{q \in (\Lambda_N^{\text{sec}})^{-1}(\tilde{k})} \otimes_{N^\alpha \in \text{Bran}_\Gamma} \pi_{N^\alpha}^{q_{N^\alpha}}\right)_{\text{pad}}
\]

Lemma = \(B.3\) \[
\sum_{\tilde{k} \in \text{PossVal}_\Gamma} \left(\otimes_{A} |k_A\rangle\langle k_A|\right)_{\text{pad}} \circ S_{\text{pad}} \left[\left(\left(\otimes_{A \in \text{out}(N)} \text{WITNESS}_A\right)_{\text{pad}} \circ \text{EXCH}_N\right)_{\text{pad}}\right]
\]

\[
\circ \left(\sum_{N \in \text{Nodes}_\Gamma} \pi_{N^{\text{sec}}_{N_{\text{out}}}^{(k)}}(\tilde{k})\right)_{\text{pad}}
\]

(59)

where \(\pi_{N^{\text{sec}}_{N_{\text{out}}}^{(k)}}(\tilde{k})\) is the projector on \(\mathcal{H}_{N_{\text{out}}}^{\text{pad}}(\tilde{k})\)’s sector labelled by \((k_A)_{A \in \text{out}(N)}\) (remember that for a given \(N^\alpha\), we have \(\mathcal{H}_{N_{\text{out}}}^{\text{pad}} = \bigoplus_{(k_A)_{A \in \text{out}(N)} \in \text{Ind}^{\text{exch}}_{N_{\text{out}}} \otimes_{A \in \text{out}(N)} \mathcal{H}_A^{k_A}}\)).
Moreover, we have \( \left( \sum_{k \in \text{Ind}_A} (k) \right)_{\text{pad}} \circ \text{WITNESS}_A = \mathbb{1}_A \), so

\[
\mathcal{S}_{\text{pad}} \left[ (\text{EXCH}_N)_N \right] = \sum_{k \in \text{PossVal}_\Gamma} \left( \bigotimes_{A \in \text{out}(N)} (k)_A \right)_{\text{pad}} \circ \mathcal{S}_{\text{pad}} \left[ \left( \bigotimes_{A \in \text{out}(N)} \text{WITNESS}_A \right) \circ \text{EXCH}_N \right]_N
\]

\[= \sum_{k \in \text{PossVal}_\Gamma} \left( \bigotimes_{A \in \text{out}(N)} (k)_A \right)_{\text{pad}} \circ \mathcal{S}_{\text{pad}} \left[ \left( \bigotimes_{A \in \text{out}(N)} \text{WITNESS}_A \right) \circ \text{EXCH}_N \right]_N \]  

(59)

(60)

A symmetric argument relying on \( \Gamma^\top \) leads to

\[
\mathcal{S}_{\text{pad}} \left[ (\text{EXCH}_N)_N \right] = \sum_{k \in \text{PossVal}_\Gamma} \left( \bigotimes_{N \in \text{Nodes}_\Gamma} \left( k \right)_{A \in \text{in}(N)} \right)_{\text{pad}} \circ \mathcal{S}_{\text{pad}} \left[ \left( \bigotimes_{A \in \text{in}(N)} \text{WITNESS}_A \right) \circ \text{EXCH}_N \right]_N
\]

(61)

Furthermore, the projectors \( \bigotimes_{N \in \text{Nodes}_\Gamma} \left( k \right)_{A \in \text{out}(N)} \) for \( k \in \text{PossVal}_\Gamma \), form a sectorisation of the input space of \( \mathcal{S}_{\text{pad}} \left[ (\text{EXCH}_N)_N \right] \). Indeed, by Lemma B.3, the

\[
\left( \bigotimes_{N \in \text{Nodes}_\Gamma} \left( k \right)_{A \in \text{out}(N)} \right)_{\text{pad}} \times \text{Ind}_{N^\alpha}^{\text{out}}(\{ k \})_{A \in \text{out}(N)} \]  

(62)

are the preimage sets of the injective function \( \Lambda_\Gamma^\text{sec} \), and therefore form a partition of its domain \( \times_{N^\alpha} \text{Ind}_{N^\alpha}^{\text{out}}(\{ k \})_{A \in \text{out}(N)} \). The sectorisation is thus obtained as a coarse-graining of that given by the \( \bigotimes_{N \in \text{Nodes}_\Gamma} \left( k \right)_{A \in \text{out}(N)} \). Symmetrically, the \( \bigotimes_{N \in \text{Nodes}_\Gamma} \left( k \right)_{A \in \text{in}(N)} \) form a sectorisation of \( \mathcal{S}_{\text{pad}} \left[ (\text{EXCH}_N)_N \right] \)'s codomain. Crucially, \( \mathcal{S}_{\text{pad}} \left[ (\text{EXCH}_N)_N \right] \) is block diagonal
with respect to these two sectorisations: indeed, for a given \( \vec{k} \),

\[
S_{\text{pad}} \left[ \left( \text{EXCH}_N \right)_N \right] \circ \left( \bigotimes_{N \in \text{Nodes}_T} \pi_{N}^{(k_A)_{A \in \text{out}(N)}} \right)_{\text{pad}}
\]

\[
= S_{\text{pad}} \left[ \left( \bigotimes_{A \in \text{out}(N)} \pi_{A}^{k_A} \right)_{\text{pad}} \circ \text{EXCH}_N \right]_{N}
\]

\[
= S_{\text{pad}} \left[ \text{EXCH}_N \circ \left( \bigotimes_{A \in \text{in}(N)} \pi_{A}^{k_A} \right)_{\text{pad}} \right]_{N}
\]

\[
= \left( \bigotimes_{N \in \text{Nodes}_T} \pi_{N}^{(k_A)_{A \in \text{in}(N)}} \right)_{\text{pad}} \circ S_{\text{pad}} \left[ \left( \text{EXCH}_N \right)_N \right]
\]

All that is left for us to prove is that all of these blocks, which we will denote as \( T_{\vec{k}} \)'s, are unitary (with respect to the suitable restrictions of their domain and codomain). We start by computing

\[
T_{\vec{k}} = S_{\text{pad}} \left[ \left( \bigotimes_{A \in \text{out}(N)} \pi_{A}^{k_A} \right)_{\text{pad}} \circ \text{EXCH}_N \right]_{N}
\]

\[
= S_{\text{pad}} \left[ \left( \bigotimes_{A \in \text{out}(N)} \pi_{A}^{k_A} \right)_{\text{pad}} \circ i_{N, \text{pad}}^\mu \left( \vec{k} \right) \circ \text{SWAP}_{\text{in}(N)}^{\mu_N \left( \vec{k} \right) \circ \text{out}(N)} \circ \left( \bigotimes_{M, \beta \neq \mu_M} \Theta_{M^\beta} \right) \right]_{N}
\]

\[
= \left( \bigotimes_{N} \pi_{N}^{\mu_N \left( \vec{k} \right)} \right) \circ \left( \bigotimes_{A \in \text{in}(N)} \pi_{A}^{k_A} \right) \circ \left( \bigotimes_{N} \pi_{N}^{\mu_N \left( \vec{k} \right)} \right) \circ \left( \bigotimes_{M, \beta \neq \mu_M} \Theta_{M^\beta} \right)
\]

Remember that \( i_{N, \text{pad}}^\mu \left( \vec{k} \right) \) is the injection \( \text{H}_{\text{out}}^{\mu_N \left( \vec{k} \right)} \rightarrow \text{H}_{\text{out}}^{\mu} = \bigotimes_{A \in \text{out}(N)} \text{H}_{A} \), and \( p_{N}^{\mu_N \left( \vec{k} \right)} \) is the projection \( \text{H}_{\text{out}}^{\mu_N \left( \vec{k} \right)} \rightarrow \text{H}_{\text{out}}^{\mu} \). We will also define the injection \( i_{N}^{(k_A)_{A \in \text{out}(N)}} : \bigotimes_{A \in \text{out}(N)} \text{H}_{A}^{k_A} \rightarrow \text{H}_{\text{out}}^{\mu_N \left( \vec{k} \right)} \), and the projection \( p_{N}^{(k_A)_{A \in \text{out}(N)}} : \text{H}_{\text{out}}^{\mu_N \left( \vec{k} \right)} \rightarrow \bigotimes_{A \in \text{in}(N)} \text{H}_{A}^{k_A} \); these map \( T_{\vec{k}} \)'s to the suitable domains and codomains. Note that we then have

\[
\bigotimes_{N} i_{N}^{(k_A)_{A \in \text{out}(N)}} = \prod_{A} i_{A}^{k_A}, \quad (65a)
\]

\[
\bigotimes_{N} p_{N}^{(k_A)_{A \in \text{out}(N)}} = \prod_{A} p_{A}^{k_A}, \quad (65b)
\]
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where \( i_{A}^{k_{A}} \) is the injection \( \mathcal{H}_{A}^{k_{A}} \rightarrow \mathcal{H}_{A} \) and \( p_{A}^{k_{A}} \) is the projection \( \mathcal{H}_{A} \rightarrow \mathcal{H}_{A}^{k_{A}} \). Thus,

\[
\left( \bigotimes_{N} P_{N}^{\left(k_{A}\right)_{\text{in}(N)}} \right)_{\text{pad}} \circ T_{k_{A}}^{\left(k_{A}\right)_{\text{out}(N)}} \left( \bigotimes_{N} i_{N}^{\left(k_{A}\right)_{\text{out}(N)}} \right)_{\text{pad}}
= \left( \bigotimes_{A} P_{A}^{k_{A}} \circ \pi_{A}^{k_{A}} \circ i_{A}^{k_{A}} \right) \otimes \left( \bigotimes_{M, \beta \neq \mu_{M}(\vec{k})} \Theta_{M}^{\beta} \right)
= \left( \bigotimes_{A} 1_{A^{k_{A}}} \right) \otimes \left( \bigotimes_{M, \beta \neq \mu_{M}(\vec{k})} \Theta_{M}^{\beta} \right).
\]

Each of the blocks composing \( S_{\text{pad}}[(\text{EXCH}_{N})_{N}] \) is thus unitary once restricted to the suitable subspaces, so \( S_{\text{pad}}[(\text{EXCH}_{N})_{N}] \) is unitary as well.

**H2** We define, for all branches \( N^{\alpha} \),

\[
Z^{\text{out}}(N^{\alpha}) := \Lambda_{\Gamma}^{-1} \left( \{ 1 \} \text{Happens}_{N^{\alpha}} \times \bigotimes_{M^{\beta} \neq N^{\alpha}} \text{Happens}_{M^{\beta}} \right),
\]  

\[
\zeta^{\text{out}}(N^{\alpha}) := \sum_{(l_{M^{\beta}})_{M^{\beta} \in \text{Bran}_{\Gamma}} \in Z^{\text{out}}(N^{\alpha})} \left( \bigotimes_{M^{\beta}} \pi_{M^{\beta}}^{l_{M^{\beta}}^{\text{out}}} \right),
\]  

and similarly for the \( Z^{\text{in}}'s \) and \( \zeta^{\text{in}}'s \). Note that

\[
Z^{\text{out}}(N^{\alpha}) = \bigsqcup_{\vec{k} \in \text{PossVal}_{\Gamma}, \mu_{N}(\vec{k}) = \alpha} (\Lambda_{\Gamma}^{\text{sec}})^{-1}(\vec{k}) .
\]

Given their definition, the \( \zeta^{\text{out}}'s \) are commuting orthogonal projectors. Furthermore, as green dashed arrows in \( \Gamma^{\text{Bran}} \) represent \( \Lambda_{\Gamma} \)'s causal structure, we have, for any branch \( N^{\alpha} \),

\[
Z^{\text{out}}(N^{\alpha}) := \tilde{Z}^{\text{out}}(N^{\alpha}) \times \left( \bigotimes_{\exists \text{ no green dashed arrow } M^{\beta} \rightarrow N^{\alpha}} \text{Ind}_{M^{\beta}}^{\text{out}} \right)
\]  

Through (67b), this implies that \( \zeta^{\text{out}}(N^{\alpha}) \) acts trivially on the \( M^{\beta} \)'s that are not linked to \( N^{\alpha} \) by a green dashed arrow. We can thus in particular see it as the padding of an operator acting only on \( \mathcal{P}(N^{\alpha}) \), or on \( \mathcal{P}^{\text{str}}(N^{\alpha}) \) if \( N^{\alpha} \) is in a red layer. The same applies
symmetrically for the $\zeta_{\text{in}}$s. Finally, (63) implies

$$\mathcal{S}_{\text{pad}}(\text{CH}_N) \circ \zeta_{\text{out}}(\alpha) = \sum_{\bar{k} \in \text{PossVal}_N} \mathcal{S}_{\text{pad}}(\text{CH}_N) \circ \left( \bigotimes_{N \in \text{Nodes}_N} \pi_{N_{\text{out}}(\bar{k})} \right)_{\text{pad}}$$

$$= \sum_{\bar{k} \in \text{PossVal}_N} \left( \bigotimes_{N \in \text{Nodes}_N} \pi_{N_{\text{out}}(\bar{k})} \right)_{\text{pad}} \circ \mathcal{S}_{\text{pad}}(\text{CH}_N)$$

$$= \zeta_{\text{in}}(\alpha) \circ \mathcal{S}_{\text{pad}}(\text{CH}_N) ;$$

(70)

thus, $V_0[\zeta_{\text{out}}(\alpha)] = \zeta_{\text{in}}(\alpha)$.

**H3** We will prove that $Z_{\text{out}}(\alpha) \cap \zeta_{\text{out}}(\beta)$ is of the form $\tilde{Z} \times \text{Ind}_{M_\beta}$, from which (H3) derives. This set can be computed, using bra-ket notations in Rel, as

$$\langle 1 \mid \text{Happens}_{N_{\alpha}} \otimes 0 \mid \text{Happens}_{M_\beta} \rangle_{\text{pad}} \circ \Lambda_{\Gamma}.$$  

Yet, one can see from the definition of the $\lambda_{\text{aug}}$'s that

$$\langle 0 \mid \text{Happens}_{M_\beta, \text{pad}} \circ \lambda_{\text{aug}} = \langle 0 \mid \text{Happens}_{M_\beta, \text{pad}} \circ \lambda_{\text{aug}} \circ \text{Ind}_{M_\beta} \rangle_{\text{Ind}_{M_\beta, \text{pad}} ;}$$

(71)

thus,

$$\left( \langle 1 \mid \text{Happens}_{N_{\alpha}} \otimes 0 \mid \text{Happens}_{M_\beta} \rangle_{\text{pad}} \circ \Lambda_{\Gamma} \right)$$

$$= \left( \langle 1 \mid \text{Happens}_{N_{\alpha}} \otimes 0 \mid \text{Happens}_{M_\beta} \rangle_{\text{pad}} \circ \text{Rel} \left[ (\lambda_{\text{aug}})_{N_{\alpha}} \right] \right)$$

$$= \left( \langle 1 \mid \text{Happens}_{N_{\alpha}} \otimes 0 \mid \text{Happens}_{M_\beta} \rangle_{\text{pad}} \circ \text{Rel} \left[ (\lambda_{\text{aug}})_{N_{\alpha}} \otimes (\text{Ind}_{M_\beta} \otimes \text{Ind}_{M_\beta, \text{pad}}) \right] \right)$$

$$= \left( \langle 1 \mid \text{Happens}_{N_{\alpha}} \otimes 0 \mid \text{Happens}_{M_\beta} \rangle_{\text{pad}} \circ \text{Rel} \left[ (\lambda_{\text{aug}})_{N_{\alpha}} \otimes (\text{Ind}_{M_\beta} \otimes \text{Ind}_{M_\beta, \text{pad}}) \right] \otimes \langle 0 \mid \text{Ind}_{M_\beta} \otimes \text{Ind}_{M_\beta} \rangle_{\text{pad}} ; \right)$$

(72)

which shows that indeed $Z_{\text{out}}(\alpha) \cap \zeta_{\text{out}}(\beta) = \tilde{Z} \times \text{Ind}_{M_\beta}$. The proof for the $Z_{\text{in}}$'s is symmetric.

**H4** (H4) comes from the fact that, for $\alpha \neq \beta$, one has $Z_{\text{out}}(\alpha) \cap Z_{\text{out}}(\beta) = \emptyset$, which can be derived directly from (68).
H5 We take $Q = \{N^\alpha(N) \mid N \in \hat{Q}\} \subseteq \text{Bran}_F$. Then,

$$S_{\text{pad}} \left[ (\text{EXCH}_N)_N \circ \prod_{N \in Q} \zeta_{\text{out}}(N^\alpha(N)) \right]$$

$$= \sum_{\bar{k} \in \text{PossVal}_F} S_{\text{pad}} \left[ (\text{EXCH}_N)_N \circ \left( \bigotimes_{N \in \text{Nodes}_F} \pi_{N^\alpha(N)}^{k_A} \right) \right]_{\text{pad}}$$

$$= \sum_{\bar{k} \in \text{PossVal}_F} S_{\text{pad}} \left[ \left( \left( \bigotimes_{A \in \text{out}(N)} \frac{\bar{k}_A}{\pi_A} \right) \circ \text{EXCH}_N \right)_{N} \right]$$

$$= S_{\text{pad}} \left[ (\text{EXCH}_N)_{N \notin \hat{Q}} \times \left( \sum_{(k_A) \in \text{Ind}^{\alpha}_{\text{out}}(N)} \left( \bigotimes_{A \in \text{out}(N)} \frac{\bar{k}_A}{\pi_A} \right) \circ \text{EXCH}_N \right)_{N \in \hat{Q}} \right]$$

$$= S_{\text{pad}} \left[ (\text{EXCH}_N)_{N \notin \hat{Q}} \times \left( \nu_0^{\alpha} \right)_{N \notin \hat{Q}} \right] .$$

H6 We take $N^\alpha$ in a green layer, and $f \in \text{Lin} \left[ H_{N^\alpha} \right]$. We then have (note that $\zeta^{\text{in}}(N^\alpha)$ doesn’t act on $N^\alpha$)

$$V_0^{\dagger} [f_{\text{pad}}] \circ \zeta_{\text{out}}(N^\alpha) = S_{\text{pad}} \left[ (\text{EXCH}_N)^{\dagger}_{N} \circ f_{\text{pad}} \circ S_{\text{pad}} \left[ (\text{EXCH}_N)_N \circ \zeta_{\text{out}}(N^\alpha) \right] \right]$$

$$= S_{\text{pad}} \left[ (\text{EXCH}_N)^{\dagger}_{N} \circ f_{\text{pad}} \circ \zeta_{\text{pad}}(N^\alpha) \circ S_{\text{pad}} \left[ (\text{EXCH}_N)_N \circ \zeta_{\text{pad}}(N^\alpha) \right] \right]$$

$$= S_{\text{pad}} \left[ (\text{EXCH}_N)^{\dagger}_{N} \circ \zeta_{\text{pad}}(N^\alpha) \circ f_{\text{pad}} \circ S_{\text{pad}} \left[ (\text{EXCH}_N)_N \circ \zeta_{\text{pad}}(N^\alpha) \right] \right]$$

$$= \sum_{\bar{k}, \bar{l} \in \text{PossVal}_F, \mu_N(k) = \mu_N(l) = \alpha} \left( T_{\bar{k}}^{\dagger} \right) \circ f_{\text{pad}} \circ T_{\bar{l}}.$$

Furthermore, taking $M^\beta \not\in P^{\text{str}}(N^\alpha)$, because $N^\alpha$ is in a green layer we know that there is no red dashed arrow from $M^\beta$ to $N^\alpha$, and thus $\zeta^{\text{in}}(M^\beta)$ doesn’t act on $N^\alpha$. We can thus apply the same computation to it as well, which leads to

$$V_0^{\dagger} [f_{\text{pad}}] \circ \zeta_{\text{out}}(N^\alpha) = V_0 [f_{\text{pad}}] \circ \zeta_{\text{out}}(N^\alpha) \circ \left( \zeta_{\text{pad}}(M^\beta) + \zeta_{\text{pad}}^{\text{out}}(M^\beta) \right)$$

$$= \zeta_{\text{pad}}^{\text{out}}(N^\alpha) \circ \zeta_{\text{pad}}(M^\beta) \circ V_0 [f_{\text{pad}}] \circ \zeta_{\text{pad}}(N^\alpha) \circ \zeta_{\text{pad}}(M^\beta)$$

$$+ \zeta_{\text{pad}}^{\text{out}}(N^\alpha) \circ \zeta_{\text{pad}}(M^\beta) \circ V_0 [f_{\text{pad}}] \circ \zeta_{\text{pad}}(N^\alpha) \circ \zeta_{\text{pad}}^{\text{out}}(M^\beta)$$

$$= \sum_{\bar{k}, \bar{l} \in \text{PossVal}_F, \mu_N(k) = \mu_N(l) = \alpha, \mu_M(k) = \beta \iff \mu_M(l) = \beta} \left( T_{\bar{k}}^{\dagger} \right) \circ f_{\text{pad}} \circ T_{\bar{l}};$$

$$\left( 75 \right)$$
More generally, one can apply this reasoning to all branches \(M^\beta \notin \mathcal{P}^{\text{str}}(N^\alpha)\), leading to

\[
\nu_0 [f_{\text{pad}}] \circ s^\text{out}_{\text{pad}}(N^\alpha) = \sum_{\vec{k}, \vec{l} \in \text{PossVal}_{\Gamma}} \left(T^\vec{k}\right)^\dagger \circ f_{\text{pad}} \circ T^\vec{l}.
\]

(76)

Using (66), we rewrite \(T^\vec{k}\), for an arbitrary \(\vec{k}\), as

\[
T^\vec{k} = \left(\bigotimes_M P_M^{(k_A)_{A \in \text{in}(M)}} \right)_{\text{pad}} \circ \left(\bigotimes_A I_A^{k_A} \otimes \left(\bigotimes_{M, \beta \neq \mu_M(\vec{k})} \Theta^\dagger_{M^\beta}\right)\right)_{\text{pad}}
\]

(77)

Now, we take \(\vec{k}, \vec{l} \in \text{PossVal}_{\Gamma}\) satisfying the requirements we pinned down earlier; we can then compute

\[
T^{\vec{l}\dagger} \circ f_{\text{pad}} \circ T^\vec{k}
\]

\[
= \left(\bigotimes_M I_M^{(l_A)_{A \in \text{out}(M)}} \right)_{\text{pad}} \circ \left(\bigotimes_A I_A^{l_A} \otimes \left(\bigotimes_{M, \beta \neq \mu_M(\vec{k})} \Theta^\dagger_{M^\beta}\right)\right)_{\text{pad}}
\]

\[
\circ \left(\bigotimes_M P_M^{(l_A)_{A \in \text{in}(M)}} \right)_{\text{pad}} \circ f_{\text{pad}} \circ \left(\bigotimes_M P_M^{(k_A)_{A \in \text{in}(M)}}\right)_{\text{pad}}^\dagger
\]

\[
\circ \left(\bigotimes_M I_M^{k_A} \otimes \left(\bigotimes_{M, \beta \neq \mu_M(\vec{k})} \Theta^\dagger_{M^\beta}\right)\right)_{\text{pad}} \circ \left(\bigotimes_M i_M^{(k_A)_{A \in \text{out}(M)}}\right)_{\text{pad}}^\dagger
\]

(78)

\[
= \left(\bigotimes_M I_M^{(l_A)_{A \in \text{out}(M)}} \right)_{\text{pad}} \circ \left(\bigotimes_M P_M^{(l_A)_{A \in \text{in}(N)}} \circ f \circ \left(\bigotimes_M P_M^{(k_A)_{A \in \text{in}(N)}}\right)_{\text{pad}}^\dagger \right)
\]

\[
\otimes \left(\bigotimes_{M \neq \mathcal{N}} \bigotimes_{\mu_M(\vec{l}) \neq \mu_M(\vec{k})} (\Theta^\dagger_{M^{\mu_M(\vec{k})}}) \circ \left(\bigotimes_{\mu_M(\vec{l}) = \mu_M(\vec{k}) = 1} P_M^{(l_A)_{A \in \text{in}((M)}} \circ \left(\bigotimes_{\mu_M(\vec{l}) = \mu_M(\vec{k}) = 1} P_M^{(k_A)_{A \in \text{in}(M)}}\right)_{\text{pad}}^\dagger \right) \circ \left(\bigotimes_M i_M^{(k_A)_{A \in \text{out}(M)}}\right)_{\text{pad}}^\dagger \right) .
\]

Note that each of the \(P_M^{(l_A)_{A \in \text{in}(M)}} \circ P_M^{(k_A)_{A \in \text{in}(M)}}\) terms, for \(M\) such that \(M^{\mu_M(\vec{k})} \notin \mathcal{P}^{\text{str}}(N^\alpha) \cup \{N^\alpha\}\), can be rewritten as \(\bigotimes_{A \in \text{in}(M)} P_A^{l_A} \circ i_A^{k_A}\) (which is the identity if \(k_A = l_A \forall A \in \text{in}(M)\), and zero otherwise).
Now, for any $M$ such that $M^{µM(\bar{k})} \notin \mathcal{P}^{str}(N^\alpha)$, and for any $O$ such that $O^{µO(\bar{k})} \in \mathcal{P}^{str}(N^\alpha) \cup \{N^\alpha\}$, there is no arrow $A \in \text{Link}(M, O)$ such that $\mod{A^{k_A}} \neq 1$, as that would imply the existence of a solid arrow from $M^{µM(\bar{k})}$ to $O^{µO(\bar{k})}$, which would contradict $M^{µM(\bar{k})} \notin \mathcal{P}^{str}(N^\alpha)$. Thus, all of the non-trivial arrows in $\text{out}(M)$ go to $O$’s such that $O \neq N$ and $\mod{O^{k_O}} = \mod{O^{k_O(\bar{k})}}$. This thus implies that, if one doesn’t have $k_A = l_A \forall A \in \text{out}(M)$ then the whole expression is null; while otherwise, the term in square brackets acts trivially on each of the $A \in \text{out}(M)$ – in other words, the arrows coming out of $M$ are never acted on and simply link $i_M^{(k_A)_{A \in \text{out}(M)}}$ directly to $i_M^{(k_A)_{A \in \text{out}(M)}}$. One can thus reorganise this expression (neglecting the existence of all the trivial spaces) as

$$T^β \circ f_{pad} \circ T^\ell = \left[ \bigotimes_{M^{µM(\bar{l})}, M^{µM(\bar{l})} \in \mathcal{P}^{str}(N^\alpha)} M^{µM(\bar{l})} \in \mathcal{P}^{str}(N^\alpha) \right] \bigotimes_{µM(l) \neq µM(\bar{k})} \left( \Theta^†_{M^{µM(\bar{k})}} \circ \left( \pi_{M^{µM(\bar{k})}} \right) \right) \bigotimes \left( M^{µM(\bar{l})} \in \mathcal{P}^{str}(N^\alpha) \right) \bigotimes \left( \Theta_{M^{µM(\bar{l})}} \right) \bigotimes \left( \Theta_{M^{µM(\bar{l})}} \right)$$

Note how the action on the $M^{β}_{out}$‘s for $M^{β} \notin \mathcal{P}^{str}(N^\alpha)$ now only consists of a projector independent of $f$. Note that in the second bracket of the third line, the condition $M^{µM(l)} \in \mathcal{P}^{str}(N^\alpha)$ could equivalently have been replaced with $M^{µM(l)} \in \mathcal{P}^{str}(N^\alpha)$, because we know that $M^{µM(l)} \notin \mathcal{P}^{str}(N^\alpha) \implies M^{µM(l)} = M^{µM(l)} \notin \mathcal{P}^{str}(N^\alpha)$, and conversely; so that we have the equivalence $M^{µM(l)} \notin \mathcal{P}^{str}(N^\alpha) \iff M^{µM(l)} \notin \mathcal{P}^{str}(N^\alpha)$.

Both bracketed terms in the third line can be rewritten simply as Kronecker deltas, of the form:

$$\left( \prod_{M^{µM(l)}, M^{µM(l)} \in \mathcal{P}^{str}(N^\alpha)} \prod_{µM(l) = µM(\bar{k})} \delta_{k_A, l_A} \right) \bigotimes \left( \prod_{O^{µO(l)}, O^{µO(l)} \in \mathcal{P}^{str}(N^\alpha)} \prod_{µM(l) = µM(\bar{k})} \delta_{k_A, l_A} \right) \bigotimes \left( \prod_{O^{µO(l)}, O^{µO(l)} \in \mathcal{P}^{str}(N^\alpha)} \prod_{µM(l) = µM(\bar{k})} \delta_{k_A, l_A} \right)$$
We now take \( \vec{q} = (q^{O^\gamma})_{\vec{r}} = (r^{O^\gamma})_{\vec{r}} \in \mathbb{X}_{\vec{r}} \in \text{Ind}^{\text{out}}_{O^\gamma} \). We then have

\[
\left( \bigotimes_{\vec{r} \in \text{Bran}_r} \pi^{q^{O^\gamma}}_{O^\text{out}} \right) \circ \psi^f_{\text{pad}[f_{\text{pad}}]} \circ \mathcal{C}^{\text{pad}}_{\text{pad}}(N^\alpha) \circ \left( \bigotimes_{\vec{r} \in \text{Bran}_r} \pi^{q^{O^\gamma}}_{O^\text{out}} \right) = \left( \bigotimes_{\vec{r} \in \text{Bran}_r} \pi^{q^{O^\gamma}}_{O^\text{out}} \right) \circ \mathcal{S}_{\text{pad}} \left( \left[ (\text{EXCH}_N) N \right] \right) \circ \mathcal{S}_{\text{pad}} \left( \left[ (\text{EXCH}_N) N \right] \right) \circ \left( \bigotimes_{\vec{r} \in \text{Bran}_r} \pi^{q^{O^\gamma}}_{O^\text{out}} \right) \circ \mathcal{C}^{\text{pad}}_{\text{pad}}(N^\alpha).
\]

(81)

Note that \( \mu_M \circ \Lambda^{\text{sec}}_r (\vec{q}) \) denotes the only branch \( \beta \) of \( M \) such that the \( M^\beta \) term of \( \Lambda_r (\vec{q}) \), which we denote \( \Lambda_r^{M^\beta} (\vec{q}) \), is 1. By the previous considerations, the term above can thus be non null only if \( \Lambda_r^{N^\alpha} (\vec{q}) = \Lambda_r^{N^\alpha} (\vec{r}) = 1 \) and if \( \Lambda_r^{M^\beta} (\vec{q}) = \Lambda_r^{M^\beta} (\vec{r}) \forall \beta \not\in \mathcal{P}^{\text{str}}(N^\alpha). \)

Furthermore, when this is the case, then we can use (79) and get

\[
\left( \bigotimes_{\vec{r} \in \text{Bran}_r} \pi^{q^{O^\gamma}}_{O^\text{out}} \right) \circ \psi^f_{\text{pad}[f_{\text{pad}}]} \circ \mathcal{C}^{\text{pad}}_{\text{pad}}(N^\alpha) \circ \left( \bigotimes_{\vec{r} \in \text{Bran}_r} \pi^{q^{O^\gamma}}_{O^\text{out}} \right) = F((r^{O^\gamma})_{O^\gamma \not\in \mathcal{P}^{\text{str}}(N^\alpha)}, (q^{O^\gamma})_{O^\gamma \in \mathcal{P}^{\text{str}}(N^\alpha)}) \otimes \left( \bigotimes_{\vec{r} \in \text{Bran}_r} \pi^{M^\beta}_{M^\text{out}} \right) \times \prod_{O^\gamma \in \mathcal{P}^{\text{str}}(N^\alpha)} \delta^{q^{O^\gamma}, r^{O^\gamma}},
\]

(82)
\[ F(r^\gamma)_{O^\gamma \in \mathcal{P}^{str}(N^\alpha)}(q^\gamma)_{O^\gamma \in \mathcal{P}^{str}(N^\alpha)} \]

\[ = \left( \bigotimes_{O^\gamma \in \mathcal{P}^{str}(N^\alpha)} \pi_{O^\gamma_{out}}^{str(\alpha)} \right) \circ \left( \bigotimes_{M^\beta \in \mathcal{P}^{str}(N^\alpha)} \left( \frac{(l_A)_{A \in \text{out}(M)}}{\Lambda^{M^\beta}(\bar{\gamma})=1} \right) \right) \circ \left( \sum_{Q^\beta \in \mathcal{P}^{str}(N^\alpha)} \left( \frac{(l_A)_{A \in \text{in}(N)}}{\Lambda^{Q^\beta}(\bar{\gamma})=1} \right) \right) \]

\[ \cdot \left( \bigotimes_{\\text{O}} \left( \prod_{M^\beta \in \mathcal{P}^{str}(N^\alpha)} \frac{(k_A)_{A \in \text{out}(M)}}{\Lambda^{M^\beta}(\bar{\gamma})=1} \right) \right) \]

\[ \cdot \left( \bigotimes_{\\text{M}} \left( \prod_{A \in \text{in}(M)} \frac{\delta_{k_A\Lambda^A}}{A \in \text{Link}(M,O)} \right) \right) \]

(83)

with \( \tilde{k} := \Lambda^{sec}(\bar{q}), \tilde{l} := \Lambda^{sec}(\bar{r}) \). Note how \( F(r^\gamma)_{O^\gamma \in \mathcal{P}^{str}(N^\alpha)}(q^\gamma)_{O^\gamma \in \mathcal{P}^{str}(N^\alpha)} \), which comes from the term in square brackets in (79) and acts only on \( P \) and on \( \mathcal{P}^{str}(N^\alpha) \), doesn’t depend on the value of \( (q^\gamma)_{O^\gamma \notin \mathcal{P}^{str}(N^\alpha)} \): indeed, the values of \( \Lambda^{M^\beta}(\bar{q}) \) and of \( \Lambda^{M^\beta}(\bar{r}) \) don’t depend on the values of the \( q^\gamma \) for \( O^\gamma \notin \mathcal{P}^{str}(N^\alpha) \), as there are no green dashed arrows from these \( O^\gamma \)’s to any \( M^\beta \in \mathcal{P}^{str}(N^\alpha) \). Similarly, the relevant values of the \( k_A \)’s are those such that \( A \in \text{out}(M) \) for some \( M^\beta \in \mathcal{P}^{str}(N^\alpha) \) such that \( \Lambda^{M^\beta}(\bar{q}) = 1 \); thus they are just equal to the \( A \)-value of \( q^{M^\beta} \). The same goes for the \( l_A \)’s.

So far, we proved that (82) holds for \( \tilde{q} \) and \( \tilde{r} \) satisfying: \( \Lambda^{N^\alpha}(\bar{\tilde{q}}) = \Lambda^{N^\alpha}(\bar{\tilde{r}}) = 1 \) and \( \Lambda^{M^\beta}(\bar{\tilde{q}}) = \Lambda^{M^\beta}(\bar{\tilde{r}}) \forall M^\beta \notin \mathcal{P}^{str}(N^\alpha) \). We now want to prove that the same holds when the latter condition is not satisfied – or in other words, that in this case the RHS is also null. We will thus prove that if \( \Lambda^{M^\beta}(\bar{q}) = \Lambda^{M^\beta}(\bar{r}) \forall M^\beta \notin \mathcal{P}^{str}(N^\alpha) \) does not hold, then (83) is null, and thus the RHS in (82) is null as well.

We suppose (83) is not null, and take \( M^\beta \notin \mathcal{P}^{str}(N^\alpha) \) such that \( \Lambda^{M^\beta}(\bar{q}) = 1 \). Taking \( A \in \text{out}(M) \), and denoting \( \text{head}(A) \) and \( \gamma \) such that \( \Lambda^{O^\gamma}(\bar{\gamma}) = 1 \), we have: either \( O^\gamma \in \mathcal{P}^{str}(N^\alpha) \), in which case \( k_A = l_A \) by the penultimate term in (83); or \( O^\gamma \notin \mathcal{P}^{str}(N^\alpha) \), in which case \( k_A = l_A \) by the last term in (83). Thus we have \( k_A = l_A \forall A \in \text{out}(M) \), and thus \( \Lambda^{M^\beta}(\bar{r}) = 1 \). Symmetrically, \( \Lambda^{M^\beta}(\bar{q}) = 1 \) implies \( \Lambda^{M^\beta}(\bar{q}) = 1 \), so we indeed get \( \Lambda^{M^\beta}(\bar{r}) = \Lambda^{M^\beta}(\bar{q}) \).
Therefore, (82) holds for \( \vec{q} \) satisfying \( \Lambda_{\vec{q}}^{N_{\alpha}}(\vec{q}) = 1 \). We can thus finally compute

\[
\mathcal{V}_0^{f_{pad}} \circ \zeta_{pad}(N_{\alpha}) = \sum_{\Lambda_{\vec{q}}^{N_{\alpha}}(\vec{q}) = 1} \left( \bigotimes_{\gamma \in \text{Bran}} \pi_{\gamma O_{\text{out}}}^{\gamma \alpha} \right) \circ \mathcal{V}_0^{f_{pad}} \circ \zeta_{pad}(N_{\alpha}) \circ \left( \bigotimes_{\gamma \in \text{Bran}} \pi_{\gamma O_{\text{out}}}^{\gamma \alpha} \right)
\]

(82)

\[
= \sum_{(q^{\alpha})_{\gamma \in \text{Pstr}(N_{\alpha})}, (s^{\alpha})_{\gamma \in \text{Pstr}(N_{\alpha})}} F((q^{\alpha})_{\gamma \in \text{Pstr}(N_{\alpha})}, (s^{\alpha})_{\gamma \in \text{Pstr}(N_{\alpha})}) \otimes \sum_{\Lambda_{\vec{q}}^{N_{\alpha}}(\vec{q}) = 1} \left( \bigotimes_{M_{\beta} \in \text{Pstr}(N_{\alpha})} \pi_{M_{\beta}^{\alpha}}^{\gamma \alpha} \right)
\]

\[
= \left( \sum_{(q^{\alpha})_{\gamma \in \text{Pstr}(N_{\alpha})}, (s^{\alpha})_{\gamma \in \text{Pstr}(N_{\alpha})}} F((q^{\alpha})_{\gamma \in \text{Pstr}(N_{\alpha})}, (s^{\alpha})_{\gamma \in \text{Pstr}(N_{\alpha})}) \right) \otimes \left( \sum_{\Lambda_{\vec{q}}^{N_{\alpha}}(\vec{q}) = 1} \left( \bigotimes_{M_{\beta} \in \text{Pstr}(N_{\alpha})} \pi_{M_{\beta}^{\alpha}}^{\gamma \alpha} \right) \right)
\]

(84)

denoting the left-hand factor as \( f' \) yields (56).

**H7** The proof of (H7) is the symmetric of that of (H6).

**B.4.4 Proof of the induction step**

We suppose the induction hypotheses are all satisfied up to step \( i \). We write \( M^{\beta} := B(i + 1) \), the branch we have to refill in this induction step.

We first consider the case: neither \( i \) nor \( i + 1 \) are special steps. Note that, because the branches have been ordered so that all branches of a same layer are next to each other, the fact that \( i + 1 \) is not a special step entails: \( M^{\beta} \) is in a red layer \( \Longrightarrow \mathcal{P}_{i}(M^{\beta}) = \emptyset \).
**H1** Let us first prove H1 at step $i+1$. From (51) and (H5) applied to $Q = \{M^β\}$, we have

\[
S_{pad}[(V_{N,i})_N] = \zeta_{i,\text{pad}}^{\text{in}}(M^β) \circ S_{pad}[(V_{N,i})_N \times (V_{M,i}^β)] \circ \zeta_{i,\text{out}}(M^β) \\
+ \zeta_{i,\text{pad}}^{\text{in}}(M^β) \circ S_{pad}[(V_{N,i})_N \times (\bar{V}_{M,i}^β)] \circ \zeta_{i,\text{out}}^\dagger(M^β). 
\]  

(85)

Furthermore,

\[
S_{pad}[(V_{N,i})_N \times (V_{M,i+1}^β)] = \text{Tr}_{M^β_{\text{out}}} \left[ U^β_{\text{pad}} \circ S_{pad}[(V_{N,i})_N \times (V_{M,i})] \right], 
\]  

(86a)

\[
S_{pad}[(V_{N,i})_N \times (\bar{V}_{M,i+1}^β)] = \frac{1}{\dim(M^β)} \text{Tr}_{M^β_{\text{out}}} \left[ \Theta^\dagger_{M^β_{\text{out}}} \circ S_{pad}[(V_{N,i})_N \times (\bar{V}_{M,i})] \right] \circ \zeta_{i,\text{out}}^\dagger(M^β) 
\]  

(86b)

so, because $\zeta_{i,\text{pad}}^{\text{in}}(M^β)$ doesn’t act on $M^β_{\text{in}}$, and $\zeta_{i,\text{out}}(M^β)$ doesn’t act on $M^β_{\text{out}}$,

\[
S_{pad}[(V_{N,i+1})_N] = S_{pad}[(V_{N,i})_N, \times (V_{M,i+1}^β)] + S_{pad}[(V_{N,i})_N \times (\bar{V}_{M,i+1}^β)] \\
= \zeta_{i,\text{pad}}^{\text{in}}(M^β) \circ \text{Tr}_{M^β_{\text{out}}} \left[ U^β_{\text{pad}} \circ S_{pad}[(V_{N,i})_N \times (V_{M,i})] \right] \circ \zeta_{i,\text{out}}(M^β) \\
+ \zeta_{i,\text{pad}}^{\text{in}}(M^β) \circ \frac{1}{\dim(M^β)} \text{Tr}_{M^β_{\text{out}}} \left[ \Theta^\dagger_{M^β_{\text{out}}} \circ S_{pad}[(V_{N,i})_N \times (\bar{V}_{M,i})] \right] \circ \zeta_{i,\text{out}}^\dagger(M^β). 
\]  

(87)

Therefore, $S_{pad}[(V_{N,i+1})_N]$ can be decomposed into two terms: one that can be considered as a linear map from the subspace of $H^*_i$ defined by the projector $\zeta_{i,\text{out}}(M^β)$, to the subspace of $H^*_i$ defined by the projector $\zeta_{i,\text{out}}(M^β)$; and one that can be considered a linear map from, and to, the subspaces orthogonal to these. We now have to prove that each of these two terms is unitary.

We start with the first term. (H6) implies that $U^β_{\text{pad}} \circ S_{pad}[(V_{N,i})_N \times (V_{M,i})]$ features no causal influence from $M^β_{\text{out}}$ to $M^β_{\text{in}}$, via the characterisation of causal influence in terms of algebras [37] (note that it makes sense to talk about the factors $M^β_{\text{out}}$ and $M^β_{\text{in}}$ of its input and output spaces because the $\zeta(M^β)$’s do not act on these). Therefore, one can find a unitary causal decomposition of it as $W^2 \circ (\text{swap}_{M^β_{\text{out}},M^β_{\text{in}}}) \circ W^1$, where $W^1$ doesn’t act on $M^β_{\text{out}}$ and $W^2$ doesn’t act on $M^β_{\text{in}}$. The first term in (87) – with its input and output spaces suitably restricted – is thus of the form $W^2 \circ (U^β \otimes 1) \circ W^1$, which is unitary.

As for the second term, one can see from the definition of the $V_{M,i}^β$’s that $S_{pad}[(V_{N,i})_N \times (V_{M,i}^β)]$ is of the form $\Theta_{M^β} \otimes W$, with $W$ a unitary (once restricted to the suitable subspaces). Therefore, the term can simply be rewritten as $W$.

We have therefore proven (H1) at rank $i + 1$.

**A Lemma.** Before turning to the other induction hypotheses, we prove a Lemma that we will need to use a few times to compute how $\Theta_i^\dagger$ acts on sufficiently well-behaved linear operators.

**Lemma B.5.** Let $g \in \text{Lin}[H^*_i]$, not acting (i.e. acting trivially) on $M^β_{\text{in}}$, commuting with $\zeta_{i,\text{pad}}^{\text{in}}(M^β)$, and satisfying: $\Theta_i^\dagger[g] \circ \zeta_{i,\text{out}}(M^β)$ doesn’t act on $M^β_{\text{out}}$. We fix an orthonormal
(with respect to the Hilbert-Schmidt inner product) basis \((E_m)_{1 \leq m \leq \dim(M^\beta_{\text{out}})}\) of \(\operatorname{Lin}[\mathcal{H}^\beta_{\text{out}}]\), with \(E_0 = 1\), and decompose \(\mathcal{V}_i^\dagger[g]\) as
\[
\mathcal{V}_i^\dagger[g] = \sum_m \chi_m \otimes E_m,
\]
with the \(\chi_m\)'s acting on \(\mathcal{H}_P \otimes \left( \bigotimes_{O \supset B(i+1)} \mathcal{H}_O \right)\). With padding, we can also write \(\mathcal{V}_i^\dagger[g] = \sum_m \chi_{m,\text{pad}} \circ E_{m,\text{pad}}\), with the terms commuting. We then have
\[
\mathcal{V}_{i+1}^\dagger[g] = \chi_{0,\text{pad}} + \sum_{m \neq 0} E_{m,\text{pad}} \circ \chi_{m,\text{pad}},
\]
where the \(E_m\)'s are defined, through the use of (H6) at step \(i\), by \(\mathcal{V}_i^\dagger[(U^\beta E_m U^\beta)_{\text{pad}}] \circ \mathcal{S}_{\text{pad}}(M^\beta) = E_m^\prime_{\text{pad}} \circ \mathcal{S}_{\text{pad}}^\dagger(M^\beta)\), with the \(E_m\)'s only acting on \(\mathcal{H}_P\) (because \(\mathcal{P}_{i,\text{str}}(M^\beta) = \emptyset\)).

**Proof.** We will compute \(\mathcal{V}_{i+1}^\dagger[g]\) by looking at how \(g\) ‘moves through’ \(\mathcal{S}_{\text{pad}}[(V_{N,i+1})_N]\). First, we rewrite (87) more compactly as
\[
\mathcal{S}_{\text{pad}}[(V_{N,i+1})_N]
= \operatorname{Tr}_{M^\beta_{\text{out}}}
\left[
\left(\left(\zeta^\text{in}_{i,\text{pad}}(M^\beta) \otimes U^\beta_{\text{pad}} + \zeta^\text{in}_{i,\text{pad}}(M^\beta) \otimes \frac{1}{\dim(M^\beta)} \Theta^\dagger_{M^\beta,\text{pad}}\right) \circ \mathcal{S}_{\text{pad}}[(V_{N,i})_N]\right)
\right].
\]

Thus (because \(g\) doesn’t act on \(M^\beta_{\text{in}}\), and commutes with \(\zeta^\text{in}_{i,\text{pad}}(M^\beta)\),
\[
g \circ \mathcal{S}_{\text{pad}}[(V_{N,i+1})_N]
= g \circ \operatorname{Tr}_{M^\beta_{\text{out}}}
\left[
\left(\left(\zeta^\text{in}_{i,\text{pad}}(M^\beta) \circ U^\beta_{\text{pad}} + \zeta^\text{in}_{i,\text{pad}}(M^\beta) \circ \frac{1}{\dim(M^\beta)} \Theta^\dagger_{M^\beta,\text{pad}}\right) \circ \mathcal{S}_{\text{pad}}[(V_{N,i})_N]\right)
\right]
= \operatorname{Tr}_{M^\beta_{\text{out}}}
\left[
\left(\left(\zeta^\text{in}_{i,\text{pad}}(M^\beta) \circ U^\beta_{\text{pad}} + \zeta^\text{in}_{i,\text{pad}}(M^\beta) \circ \frac{1}{\dim(M^\beta)} \Theta^\dagger_{M^\beta,\text{pad}}\right) \circ \mathcal{S}_{\text{pad}}[(V_{N,i})_N] \circ \mathcal{V}_i^\dagger[g]\right).
\]

We now consider the decomposition (88) of \(\mathcal{V}_i^\dagger[g]\), and we look at
\[
\sum_{m \neq 0} \left(\chi_{m,\text{pad}} \circ \zeta^\text{out}_{i,\text{pad}}(M^\beta)\right) \otimes E_m
= \sum_{m \neq 0} \left(\chi_m \otimes E_m\right)_{\text{pad}} \circ \zeta^\text{out}_{i,\text{pad}}(M^\beta)
= \mathcal{V}_i^\dagger[g] \circ \zeta^\text{out}_{i,\text{pad}}(M^\beta) - \left(\chi_0 \otimes 1^\beta_{M^\beta_{\text{out}}}\right)_{\text{pad}} \circ \zeta^\text{out}_{i,\text{pad}}(M^\beta).
\]

Both terms of the second line’s RHS act trivially on \(M^\beta_{\text{out}}\): the first term by assumption, and the second because it is a composition of operators acting trivially on \(M^\beta_{\text{out}}\). From the form of the LHS, we can thus deduce: \(\forall m \neq 0, \chi_{m,\text{pad}} \circ \zeta^\text{out}_{i,\text{pad}}(M^\beta) = 0\), which can be rewritten as
\[
\forall m \neq 0, \chi_{m,\text{pad}} = \chi_{m,\text{pad}} \circ \zeta^\text{out}_{i,\text{pad}}(M^\beta).
\]
In the same way we can prove that $\chi_{m,\text{pad}} = \zeta_{i,\text{pad}}^\text{out}(M^\beta) \circ \chi_{m,\text{pad}}$. We are now in a position to continue the computation started in (91); we write $\kappa_i^\text{in}(M^\beta) := \zeta_{i,\text{pad}}^\text{in}(M^\beta) \otimes U_\text{pad} + \zeta_{i,\text{pad}}^\text{in}(M^\beta) \otimes \frac{1}{\dim(M^\beta)} \Theta_M^\text{pad}$.

$$g \circ S_\text{pad}[(V_{N,i+1})_N]$$

\begin{align*}
(93) & = \text{Tr}_{M^\beta}^\text{out} \left[ \left( \zeta_{i,\text{pad}}^\text{in}(M^\beta) \circ U_\text{pad} + \zeta_{i,\text{pad}}^\text{in}(M^\beta) \circ \frac{1}{\dim(M^\beta)} \Theta_M^\text{pad} \right) \circ S_\text{pad}[(V_{N,i})_N] \circ \chi_{0,\text{pad}} \right] \\
+ & \sum_{m \neq 0} \text{Tr}_{M^\beta}^\text{out} \left[ \zeta_{i,\text{pad}}^\text{in}(M^\beta) \circ U_\text{pad} \circ S_\text{pad}[(V_{N,i})_N] \circ \chi_{m,\text{pad}} \circ E_\text{pad} \right] \\
= & S_\text{pad}[(V_{N,i+1})_N] \circ \chi_{0,\text{pad}} \\
+ & \sum_{m \neq 0} \text{Tr}_{M^\beta}^\text{out} \left[ E_\text{pad} \circ \zeta_{i,\text{pad}}^\text{in}(M^\beta) \circ U_\text{pad} \circ S_\text{pad}[(V_{N,i})_N] \circ \chi_{m,\text{pad}} \right]
\end{align*}

\begin{align*}
(96) & = \ldots + \sum_{m \neq 0} \text{Tr}_{M^\beta}^\text{out} \left[ \kappa_i^\text{in}(M^\beta) \circ \zeta_{i,\text{pad}}^\text{in}(M^\beta) \circ S_\text{pad}[(V_{N,i})_N] \circ \chi_{m,\text{pad}} \circ E_\text{pad} \circ \zeta_{i,\text{pad}}^\text{in}(M^\beta) \right] \\
(90) & = \ldots + \sum_{m \neq 0} S_\text{pad}[(V_{N,i+1})_N] \circ E_\text{pad}^\prime \circ \zeta_{i,\text{pad}}^\text{in}(M^\beta) \circ \chi_{m,\text{pad}}
\end{align*}

\begin{align*}
(93) & = \ldots + \sum_{m \neq 0} S_\text{pad}[(V_{N,i+1})_N] \circ E_\text{pad}^\prime \circ \chi_{m,\text{pad}}
\end{align*}

$$= S_\text{pad}[(V_{N,i+1})_N] \circ \left( \chi_{0,\text{pad}} + \sum_{m \neq 0} E_\text{pad}^\prime \circ \chi_{m,\text{pad}} \right).$$

In the previous computation, we used (H6) to replace $\mathcal{V}_i^\dagger[(U^\beta_\text{pad} E_\text{pad} U^\beta_\text{pad})] \circ \zeta_{i,\text{pad}}^\text{out}(M^\beta)$ with $E_\text{pad}^\prime \circ \zeta_{i,\text{pad}}^\text{out}(M^\beta)$, with the $E_\text{pad}^\prime$’s only acting on $\mathcal{H}_P$ (because $\mathcal{P}_i^{\text{str}}(M^\beta) = \emptyset$). This then allowed to get the term out of the trace. The computation allows us to conclude that (89) holds.

\(\square\)

**H2** We now turn to (H2). We will take: $\forall N^\alpha > B(i+1), \zeta_{i+1}^\text{in}(N^\alpha) := \zeta_i^\text{in}(N^\alpha)$. There are two things to check in order to ensure that this makes sense. The first is that the $\zeta_i^\text{in}(N^\alpha)$ are indeed all defined, which holds here because $i$ is not a special step. The second thing to check is that for an arbitrary $N^\alpha$, $\zeta_i^\text{in}(N^\alpha)$ wasn’t acting on $M_i^\beta$. This follows from the fact that $i+1$ is not a special step. Indeed, the way we defined the ordering of the branches ensures that $M_i^\beta \notin \mathcal{F}_i^{\text{str}}(N^\alpha)$. This ensures that $\zeta_i^\text{in}(N^\alpha)$ doesn’t act on $M_i^\beta$ if $N^\alpha$ is in a green layer; while if $N^\alpha$ is in a red layer, then the fact that $i+1$
is not a special step implies that $M^\beta$ is not in this red layer, i.e. that $M^\beta \not\in \mathcal{F}_i(N^\alpha)$ and thus that $\zeta_i^{in}(N^\alpha)$ doesn’t act on $M^\beta_{in}$.

We then want to define, from there, $c_{i+1,pad}(N^\alpha) := \psi_{i+1}^\dagger [\zeta_i^{in, pad}(N^\alpha)]$, $\forall N^\alpha$. The fact (which derives from (H1)) that $\psi_{i+1}$ is an isomorphism of operator algebras will then ensure that the $c_{i+1,pad}$’s are pairwise commuting orthogonal projectors, as the $c_{i,pad}$’s are. What is left to prove is that, fixing an $N^\alpha$ whose layer is green, $\psi_{i+1}^\dagger [\zeta_i^{in, pad}(N^\alpha)]$ (which formally acts on the whole $H_{i+1}^{out}$) can indeed be seen as the padding of an operator acting on $H_P \otimes (\bigotimes_{O_\gamma \in \mathcal{P}_{out}^{i+1}(N^\alpha)} H_{O_\gamma}^{out})$ — i.e., that it acts trivially on other factors; and similarly, that for an $N^\alpha$ whose layer is red, $\psi_{i+1}^\dagger [\zeta_i^{in, pad}(N^\alpha)]$ can be seen as only acting on $H_P \otimes (\bigotimes_{O_\gamma \in \mathcal{P}_{out}^{i+1}(N^\alpha)} H_{O_\gamma}^{out})$.

For this, fixing an $N^\alpha > B(i+1)$, we will make use of Lemma B.5 to compute $\psi_{i+1}^\dagger [\zeta_i^{in, pad}(N^\alpha)]$. The latter satisfies the lemma’s assumptions: $\zeta_i^{in, pad}(N^\alpha)$ doesn’t act on $M^\alpha_{in}$ and commutes with $c_{i,pad}(M^\beta)$ by (H1) at step $i$, and $\psi_{i}^\dagger [\zeta_i^{in, pad}(N^\alpha)] = c_{i,pad}(N^\alpha)$, by (H3) at step $i$, satisfies: $c_{i,pad}(N^\alpha) \circ \tilde{c}_{i,pad}(M^\beta)$ acts trivially on $M^\alpha_{out}$.

By Lemma B.5, writing $\zeta_{i}^{out}(N^\alpha) = \sum m \chi_m \otimes E_m$, we can thus conclude

$$\psi_{i+1}^\dagger [\zeta_i^{in, pad}(N^\alpha)] = \chi_{0, pad} + \sum_{m \neq 0} E_{m, pad} \circ \chi_{m, pad}.$$  \hspace{1cm} (95)

If $N^\alpha$ is in a green layer, then in this expression, the $\chi_m$’s act on $H_P \otimes (\bigotimes_{O_\gamma \in \mathcal{P}_{out}^{i+1}(N^\alpha)} H_{O_\gamma}^{out})$ and the $E_m$’s act on $H_P$; thus, $\psi_{i+1}^\dagger [\zeta_i^{in, pad}(N^\alpha)]$ only acts non-trivially on $H_P \otimes (\bigotimes_{O_\gamma \in \mathcal{P}_{out}^{i+1}(N^\alpha)} H_{O_\gamma}^{out})$. If $N^\alpha$ is in a red layer, the same can be said replacing $\mathcal{P}$’s with $\mathcal{P}_{str}$’s. This concludes the proof of (H2).

H3 The proof of (H3) is direct for the $\zeta_i^{i+1}$’s, as they are equal to the $\zeta_i^{in}$’s. For the $\zeta_i^{out}$’s, fixing $N^\alpha$ and $O^\gamma$, one can compute $\zeta_i^{out, pad}(N^\alpha) \circ \tilde{\zeta}_i^{out}(O^\gamma) = \psi_{i+1}^\dagger [\zeta_i^{in, pad}(N^\alpha) \circ \tilde{\zeta}_i^{in}(O^\gamma)]$ by once again invoking Lemma B.5, writing

$$\zeta_i^{out}(N^\alpha) \circ \tilde{\zeta}_i^{out}(M^\beta) = \sum m \xi_m \otimes E_m,$$  \hspace{1cm} (96)

where the $\xi_m$’s act trivially on $O_\gamma^{out}$ because $\zeta_i^{out}(N^\alpha) \circ \tilde{\zeta}_i^{out}(M^\beta)$ does, by (H3) at step $i$. $\zeta_i^{in, pad}(N^\alpha) \circ \zeta_i^{in, pad}(O^\gamma)$ commutes with $\zeta_i^{pad}(M^\beta)$ and doesn’t act on $M^\alpha_{in}$; to apply the Lemma, we thus have to prove that $\zeta_i^{out, pad}(N^\alpha) \circ \tilde{\zeta}_i^{out, pad}(O^\gamma) \circ \tilde{\zeta}_i^{out, pad}(M^\beta)$ acts trivially on $M^\alpha_{out}$. This follows from the rewriting

$$\zeta_{i}^{out}(N^\alpha) \circ \tilde{\zeta}_{i}^{out}(O^\gamma) \circ \tilde{\zeta}_{i}^{out}(M^\beta) = \left(\zeta_{i}^{in, pad}(N^\alpha) \circ \tilde{\zeta}_{i}^{in, pad}(M^\beta) \right) \circ \left(\tilde{\zeta}_{i}^{out}(O^\gamma) \circ \tilde{\zeta}_{i}^{out}(M^\beta) \right),$$  \hspace{1cm} (97)

all of the terms in which, one can conclude by (H3) at step $i$, act trivially on $M^\beta_{out}$. Lemma B.5 thus leads to

$$\zeta_i^{out, pad}(N^\alpha) \circ \tilde{\zeta}_i^{out, pad}(O^\gamma) = \psi_{i+1}^\dagger [\zeta_i^{in, pad}(N^\alpha) \circ \tilde{\zeta}_i^{in, pad}(O^\gamma)] = \chi_{0, pad} + \sum_{m \neq 0} E_{m, pad} \circ \chi_{m, pad},$$  \hspace{1cm} (98)

with neither the $\xi_m$’s nor the $E_m$’s acting on $O_\gamma^{out}$, which concludes the proof of (H3).
**H4** The proof of (H4) at step $i + 1$ is immediate as it derives from (H4) at step $i$ for the $\zeta_{\nu_{i+1}}$’s, which are equal to the $\zeta_{\nu_i}$’s.

**H5** For the proof of (H5), we take $Q \subseteq \{B(i') \mid i' \geq i + 1\}$ a set of branches on different nodes, and $\hat{Q} \subseteq \text{Nodes}_i$ and a function $\alpha$ such that $Q = \{N^\alpha(N) \mid N \in \hat{Q}\}$. We will prove the version of (H5) written with $\zeta_{\nu_{i+1}}$’s. We first consider the case $M \in \hat{Q}$. Then by (H4) we have $\zeta_{\nu_{i+1}}^\text{in}(M^\alpha(M)) = \zeta_{\nu_{i+1}}^\text{in}(M^\alpha(M)) \circ \zeta_{\nu_{i+1}}^\text{in}(M^\beta)$, and we can therefore write

\[
\prod_{N \in \hat{Q}} \zeta_{\nu_{i+1}}^\text{in}(N^\alpha(N)) \circ \hat{S}_\text{pad}[(V_{N,i+1})_N] = \prod_{N \in \hat{Q}} \zeta_{\nu_{i+1}}^\text{in}(N^\alpha(N)) \circ \zeta_{\nu_{i+1}}^\text{in}(M^\beta) \circ \hat{S}_\text{pad}[(V_{N,i+1})_N] = \prod_{N \in \hat{Q}} \zeta_{\nu_{i+1}}^\text{in}(N^\alpha(N)) \circ \zeta_{\nu_{i+1}}^\text{in}(M^\beta) \circ \hat{S}_\text{pad}[(V_{N,i+1})_N] = \prod_{N \in \hat{Q}} \zeta_{\nu_{i+1}}^\text{in}(N^\alpha(N)) \circ \zeta_{\nu_{i+1}}^\text{in}(M^\beta) \circ \hat{S}_\text{pad}[(V_{N,i+1})_N]
\]

\[
= \prod_{N \in \hat{Q}} \frac{1}{\text{dim}(M^\beta)} \text{Tr}_{M^\beta_{\text{out}}} \left[ \Theta_{M^\beta_{\text{pad}}} \circ \hat{S}_\text{pad}[(V_{N,i+1})_N] \right]
\]

(99)

\[
= \frac{1}{\text{dim}(M^\beta)} \text{Tr}_{M^\beta_{\text{out}}} \left[ \Theta_{M^\beta_{\text{pad}}} \circ \hat{S}_\text{pad}[(V_{N,i+1})_N \times (V_{N,i+1}^\alpha(N) \mid N \in \hat{Q})] \right]
\]

In the case $M \notin \hat{Q}$, then defining $\alpha(M) := \beta$, we have

\[
\prod_{N \in Q} \zeta_{\nu_{i+1}}^\text{in}(N^\alpha(N)) \circ \hat{S}_\text{pad}[(V_{N,i+1})_N]
\]

\[
= \text{Tr}_{M^\beta_{\text{out}}} \left[ \prod_{N \in Q} \zeta_{\nu_{i+1}}^\text{in}(N^\alpha(N)) \circ \hat{S}_\text{pad}[(V_{N,i+1})_N] \right] + \frac{1}{\text{dim}(M^\beta)} \text{Tr}_{M^\beta_{\text{out}}} \left[ \prod_{N \in Q} \zeta_{\nu_{i+1}}^\text{in}(N^\alpha(N)) \circ \zeta_{\nu_{i+1}}^\text{in}(M^\beta) \circ \Theta_{M^\beta_{\text{pad}}} \circ \hat{S}_\text{pad}[(V_{N,i+1})_N] \right]
\]

(100)

\[
= \frac{1}{\text{dim}(M^\beta)} \text{Tr}_{M^\beta_{\text{out}}} \left[ \Theta_{M^\beta_{\text{pad}}} \circ \hat{S}_\text{pad}[(V_{N,i+1})_N \times (V_{N,i+1}^\alpha(N) \mid N \in Q)] \times (V_{N,i+1}^\beta(N) \mid N \in Q \times (V_{M,i}^\beta(N) \mid N \in Q)] \right]
\]

\[
= \text{S}_{\text{pad}}[(V_{N,i+1})_N \times (V_{N,i+1}^\alpha(N) \mid N \in Q)] \times (V_{N,i+1}^\beta(N) \mid N \in Q \times (V_{M,i}^\beta(N) \mid N \in Q)]
\]

In the case $M \notin \hat{Q}$, then defining $\alpha(M) := \beta$, we have

\[
\prod_{N \in Q} \zeta_{\nu_{i+1}}^\text{in}(N^\alpha(N)) \circ \hat{S}_\text{pad}[(V_{N,i+1})_N]
\]

\[
= \text{Tr}_{M^\beta_{\text{out}}} \left[ \prod_{N \in Q} \zeta_{\nu_{i+1}}^\text{in}(N^\alpha(N)) \circ \hat{S}_\text{pad}[(V_{N,i+1})_N] \right]
\]

\[
+ \frac{1}{\text{dim}(M^\beta)} \text{Tr}_{M^\beta_{\text{out}}} \left[ \prod_{N \in Q} \zeta_{\nu_{i+1}}^\text{in}(N^\alpha(N)) \circ \zeta_{\nu_{i+1}}^\text{in}(M^\beta) \circ \Theta_{M^\beta_{\text{pad}}} \circ \hat{S}_\text{pad}[(V_{N,i+1})_N] \right]
\]

\[
= \frac{1}{\text{dim}(M^\beta)} \text{Tr}_{M^\beta_{\text{out}}} \left[ \theta_{M^\beta_{\text{pad}}} \circ \hat{S}_\text{pad}[(V_{N,i+1})_N \times (V_{N,i+1}^\alpha(N) \mid N \in Q)] \times (V_{N,i+1}^\beta(N) \mid N \in Q \times (V_{M,i}^\beta(N) \mid N \in Q)] \right]
\]

\[
= \text{S}_{\text{pad}}[(V_{N,i+1})_N \times (V_{N,i+1}^\alpha(N) \mid N \in Q)] \times (V_{N,i+1}^\beta(N) \mid N \in Q \times (V_{M,i}^\beta(N) \mid N \in Q)]
\]

\[
= \text{S}_{\text{pad}}[(V_{N,i+1})_N \times (V_{N,i+1}^\alpha(N) \mid N \in Q)]
\]

**H6** To prove (H6), we fix a branch $N^\alpha > B(i + 1)$ in a green layer, and $f \in \text{Lin}[H_{N^\alpha}]$. We first consider the case $N^\alpha \notin \mathcal{F}^\text{M}(M^\beta)$. $\zeta_{\nu_i}(M^\beta)$ then doesn’t act on $N^\alpha$; indeed,
either $M^\beta$ is in a green layer and $\zeta^\text{in}_{i}(M^\beta)$ doesn’t act outside of $\mathcal{F}^\text{str}_i(M^\beta)$, or $M^\beta$ is in a red layer and then, because $i + 1$ is not a special step, $N^\alpha$ is not in this layer and thus $N^\alpha \notin \mathcal{F}_i(M^\beta)$. Furthermore, as we saw that $S_{\text{pad}}[(V_{N,i})_N] \circ \zeta^\text{out}_{i,\text{pad}}(M^\beta)$ was of the form $W \otimes \Theta_{M^\beta}$, and $f$ doesn’t act on $M^\beta$, it follows that $\mathcal{V}_i[f] \circ \zeta^\text{out}_{i,\text{pad}}(M^\beta)$ doesn’t act on $M^\beta$.

We can therefore apply Lemma B.5 and get

$$\mathcal{V}^\dagger_{i+1}[f]_{\text{pad}} = \phi_{0,\text{pad}} + \sum_{m \neq 0} E^\dagger_{m,\text{pad}} \circ \phi_{m,\text{pad}} \quad \text{(H6)} \sum_{m} \mathcal{V}^\dagger_{i}[(U^\beta)^\dagger \circ E_{m} \circ U^\beta]_{\text{pad}} \circ \phi_{m,\text{pad}}, \quad (101)$$

where $\mathcal{V}^\dagger_{i}[f]_{\text{pad}} = \sum_{m} \phi_{m} \otimes E_{m}$. Furthermore, as we’ve seen, we have $\zeta^\text{out}_{i+1,\text{pad}}(N^\alpha) = \sum_{n} \mathcal{V}^\dagger_{i}[(U^\beta)^\dagger \circ E_{n} \circ U^\beta]_{\text{pad}} \circ \chi_{n}$. We are therefore led to

$$\mathcal{V}^\dagger_{i+1}[f]_{\text{pad}} \circ \zeta^\text{out}_{i+1,\text{pad}}(N^\alpha) = \left(\sum_{mn} \sigma_{lmn} \phi_{m} \circ \chi_{n}\right) \circ \sum_{l} \mathcal{V}^\dagger_{i}[(U^\beta)^\dagger \circ E_{l} \circ U^\beta]_{\text{pad}}, \quad (102)$$

where the $\sigma_{lmn}$’s are the structure constants on $\text{Lin}[^{\beta}M_{\text{out}}]$, i.e. $E_{m} \circ E_{n} = \sum_{l} \sigma_{lmn} E_{l}$. Yet (H6) at step $i$ gives us that there exists $f'$ acting on $P$ and $\mathcal{P}^\text{str}_{i}(N^\alpha)$ (and therefore not on $^{\beta}M_{\text{out}}$) such that $\mathcal{V}^\dagger_{i}[f]_{\text{pad}} \circ \zeta^\text{out}_{i,\text{pad}}(N^\alpha) = f'_{\text{pad}} \circ \zeta^\text{out}_{i,\text{pad}}(N^\alpha)$, which can be rewritten as

$$\sum_{l} \left(\sum_{mn} \sigma_{lmn} \phi_{m} \circ \chi_{n}\right) \otimes E_{l} = \sum_{l} \left(f'_{\text{pad}} \circ \chi_{l}\right) \otimes E_{l}, \quad (103)$$

leading to

$$\forall l, \sum_{mn} \sigma_{lmn} \phi_{m} \circ \chi_{n} = f'_{\text{pad}} \circ \chi_{l}. \quad (104)$$

Reinserting this into (102), we find

$$\mathcal{V}^\dagger_{i+1}[f]_{\text{pad}} \circ \zeta^\text{out}_{i+1,\text{pad}}(N^\alpha) = f'_{\text{pad}} \circ \sum_{l} \chi_{l} \circ \mathcal{V}^\dagger_{i}[(U^\beta)^\dagger \circ E_{l} \circ U^\beta]_{\text{pad}}$$

$$= f'_{\text{pad}} \circ \zeta^\text{out}_{i+1,\text{pad}}(N^\alpha), \quad (105)$$

where $f'$ acts on $P$ and on $\mathcal{P}^\text{str}_{i}(N^\alpha)$, and the latter is equal to $\mathcal{P}^\text{str}_{i+1}(N^\alpha)$ as $M^\beta \notin \mathcal{P}^\text{str}_{i}(N^\alpha)$.

We now consider the case $N^\alpha \in \mathcal{F}^\text{str}_i(M^\beta)$. We will use the fact that (56) can be equivalently written as $\zeta^\text{out}_{i,\text{pad}}(N^\alpha) \circ \mathcal{V}^\dagger_{i}[f]_{\text{pad}} = f'_{\text{pad}} \circ \zeta^\text{out}_{i,\text{pad}}(N^\alpha)$; indeed, $\zeta^\text{in}_{i,\text{pad}}(N^\alpha)$ doesn’t act on $N^\alpha$, so $f_{\text{pad}}$ and $\zeta^\text{in}_{i,\text{pad}}(N^\alpha)$ commute, so $\mathcal{V}^\dagger_{i}[f]$ and $\mathcal{V}^\dagger_{i}[\zeta^\text{in}_{i,\text{pad}}(N^\alpha)] = \zeta^\text{out}_{i,\text{pad}}(N^\alpha)$.
commute as well. We write $\kappa_i^{\text{out}}(M^\beta) := \zeta_i^{\text{out}}(M^\beta) \otimes U_p^\beta + \zeta_i^{\text{out}}(M^\beta) \otimes \frac{1}{\dim(M^\beta)} \Phi_i^{\text{pad}}$. 

$$
\begin{align*}
\zeta_i^{\text{out}}(N^\alpha) & \circ S_p [ (V_{N,i+1})^\dagger ] \circ f_p \\
& = S_p [ (V_{N,i+1})^\dagger ] \circ \zeta_i^{\text{in}}(N^\alpha) \circ f_p \\
& = \text{Tr}_{M_i}^\beta \left[ \kappa_i^{\text{out}}(M^\beta)^\dagger \right] \circ S_p [ (V_{N,i})^\dagger ] \circ \zeta_i^{\text{in}}(N^\alpha) \circ f_p \\
& = \text{Tr}_{M_i}^\beta \left[ \kappa_i^{\text{out}}(M^\beta)^\dagger \circ \zeta_i^{\text{out}}(N^\alpha) \circ V_i^\dagger [ f_p ] \circ S_p [ (V_{N,i})^\dagger ] \right] \\
& = \text{Tr}_{M_i}^\beta \left[ \kappa_i^{\text{out}}(M^\beta)^\dagger \circ f_p \circ \zeta_i^{\text{out}}(N^\alpha) \circ S_p [ (V_{N,i})^\dagger ] \right] \\
& = \text{Tr}_{M_i}^\beta \left[ \kappa_i^{\text{out}}(M^\beta)^\dagger \circ f_p \circ S_p [ (V_{N,i})^\dagger ] \right] \circ \zeta_i^{\text{in}}(N^\alpha),
\end{align*}
$$

from which we get

$$
\begin{align*}
\zeta_i^{\text{out}}(N^\alpha) & \circ V_i^\dagger [ f_p ] \\
& = \zeta_i^{\text{out}}(N^\alpha) \circ S_p [ (V_{N,i+1})^\dagger ] \circ f_p \circ S_p [ (V_{N,i+1})^\dagger ] \\
& = \text{Tr}_{M_i}^\beta \left[ \kappa_i^{\text{out}}(M^\beta)^\dagger \circ f_p \circ S_p [ (V_{N,i})^\dagger ] \right] \\
& = \text{Tr}_{M_i}^\beta \left[ S_p [ (V_{N,i})^\dagger ] \circ \kappa_i^{\text{out}}(M^\beta)^\dagger \circ f_p \circ S_p [ (V_{N,i})^\dagger ] \right] \circ \zeta_i^{\text{in}}(N^\alpha).
\end{align*}
$$

We will rewrite the traces in another way, defining $|\Phi^+(M^\beta)\rangle := \sum_k |k\rangle M_i^\beta \otimes |k\rangle M_i^\beta$, where $M_i^\beta' \equiv M_i^\beta$, and $(|k\rangle)_k$ is an arbitrary orthonormal basis. The above can then be expressed as

$$
\begin{align*}
\zeta_i^{\text{out}}(N^\alpha) & \circ V_i^\dagger [ f_p ] \\
& = \langle \Phi^+(M^\beta) | p \circ \kappa_i^{\text{out}}(M^\beta)^\dagger \circ f_p \circ S_p [ (V_{N,i})^\dagger ] \circ |\Phi^+(M^\beta)\rangle \rangle_{ip} \\
& \circ \langle \Phi^+(M^\beta) | p \circ S_p [ (V_{N,i})^\dagger ] \circ \kappa_i^{\text{out}}(M^\beta)^\dagger \circ |\Phi^+(M^\beta)\rangle \rangle_{ip} \circ \zeta_i^{\text{out}}(N^\alpha) \\
& = \langle \Phi^+(M^\beta) | p \circ \kappa_i^{\text{out}}(M^\beta)^\dagger \circ f_p \circ V_i^\dagger [ p ] \circ |\Phi^+(M^\beta)\rangle \rangle_{ip} \\
& \circ \kappa_i^{\text{out}}(M^\beta)^\dagger \circ |\Phi^+(M^\beta)\rangle \rangle_{ip} \circ \zeta_i^{\text{out}}(N^\alpha).
\end{align*}
$$

In this expression, $\langle \Phi^+(M^\beta) | p$ and $|\Phi^+(M^\beta)\rangle$ act on $M_i^\beta$ and $M_i^\beta'$, $\kappa_i(M^\beta)$ acts on $P$, $M_i^\beta$ / $M_i^\beta'$, $\Phi^+(M^\beta)$ acts on $P$, $M_i^\beta$ / $M_i^\beta'$, and $\Phi_i^{\text{pad}}(N^\alpha)$ acts on $P_i$. Their composition – which doesn’t act on $M_i^\beta$ and $M_i^\beta'$ as these are explicitly terminated by $\langle \Phi^+(M^\beta) | p$ and $|\Phi^+(M^\beta)\rangle$ – thus acts trivially outside of $P$ and $P_i^{\text{str}}(N^\alpha) \setminus \{M^\beta\} = P_i^{\text{str}}(N^\alpha)$. Therefore, we can write

$$
\begin{align*}
\zeta_i^{\text{out}}(N^\alpha) & \circ V_i^\dagger [ f_p ] = f''_p \circ \zeta_i^{\text{out}}(N^\alpha),
\end{align*}
$$

with $f'' \in \text{Lin}[H_P \otimes (\bigotimes_{O \in P_i^{\text{str}}(N^\alpha)} H_{O_{out}}^\dagger)]$.

**H7** We take $N^\alpha > M^\beta$ in a red layer, and $f \in \text{Lin}[H_{N_{out}}^\dagger]$. Because $N^\alpha$ is in a red layer and $i + 1$ is not a special step, we have $N^\alpha \notin P_i(M^\beta)$. Thus $f$ commutes with $\kappa_i(M^\beta)$,
as the latter only acts non trivially on $P$, $\mathcal{P}_i(M^\beta)$ and $M^\beta$. Thus,

$$f_{pad} \circ S_{pad}[(V_{N,i+1})_N]^\dagger \circ \zeta_{i+1,pad}^{in}(N^\alpha) = f_{pad} \circ S_{pad}[(V_{N,i+1})_N]^\dagger \circ \zeta_{i,pad}^{in}(N^\alpha) = \text{Tr}_{M^\beta}^{\mathcal{L}_i}(k_{i,pad}^{\alpha}(M^\beta)^\dagger \circ S_{pad}[(V_{N,i})_N]^\dagger \circ \mathcal{V}^{\dagger}_{i}[f_{pad}] \circ \zeta_{i,pad}^{in}(N^\alpha) \circ \mathcal{V}^{\dagger}_{i}[f_{pad}]) = \text{Tr}_{M^\beta}^{\mathcal{L}_i}(k_{i,pad}^{\alpha}(M^\beta)^\dagger \circ S_{pad}[(V_{N,i})_N]^\dagger \circ \zeta_{i,pad}^{in}(N^\alpha) \circ \mathcal{V}^{\dagger}_{i}[f_{pad}])\tag{110}$$

where $f'$ acts on $F^{str}_{i}(N^\alpha) = F^{str}_{i+1}(N^\alpha)$. We can use this to find (noting that $\mathcal{V}_{i+1}[f]$ and $\zeta_{i+1,pad}^{in}(N^\alpha)$ commute because $f$ and $\zeta_{i+1,pad}^{in}(N^\alpha)$ do)

$$\zeta_{i+1,pad}^{in}(N^\alpha) \circ \mathcal{V}_{i+1}[f_{pad}] = \mathcal{V}_{i+1}[f_{pad}] \circ \zeta_{i+1,pad}^{in}(N^\alpha) = \mathcal{V}_{i+1}[f_{pad}] \circ \zeta_{i+1,pad}^{in}(N^\alpha) \circ f'_{pad}. \tag{111}$$

**The special steps** The previous proofs were relying on the assumption that neither $i$ nor $i + 1$ were special steps. We now consider the other cases. Note first that the proof of (H1) presented earlier is valid in these cases as well.

We start with the case: $i + 1$ is a special step (regardless of the status of $i$). One then only has to define, and check the properties of, the $\zeta_{i+1}(N^\alpha)$’s for $N^\alpha \in \mathcal{L}_{i+1}(M^\beta)$. Note that for such $N^\alpha$’s, the $\zeta_{i}(N^\alpha)$’s were defined at step $i$; indeed, either $i$ is not a special step and all the $\zeta_{i}$’s were defined, or $i$ is a special step, which entails that $\mathcal{L}_{i+1}(M^\beta) \subset \mathcal{L}_{i}(B(i))$, and the $\zeta_{i}$’s were defined for elements of this latter set.

One can then follow a proof strategy that is a time-reversed version of the one presented earlier, except that only the $N^\alpha$’s in $\mathcal{L}_{i+1}(M^\beta)$ are considered. Namely, we will define, for $N^\alpha \in \mathcal{L}_{i+1}(M^\beta)$, $\zeta_{i+1}(N^\alpha) := \zeta_i^{out}(N^\alpha)$ and $\zeta_{i+1,pad}^{in}(N^\alpha) := \mathcal{V}_{i}[\zeta_{i+1,pad}^{out}(N^\alpha)]$, and the rest of the proof can be obtained by following the earlier proof, simply replacing in’s with out’s, looking at daggered versions of maps, etc. Indeed, the induction hypotheses are fully invariant under time-symmetry, except for one crucial thing: the fact that, when looking in the forward direction, all branches of the layers in the strict past of the branch under consideration have been refilled already, and thus have no $\zeta$’s. Here, however, we are only redefining, and proving properties of, the $\zeta_{i+1}(N^\alpha)$’s of the layer under consideration; everything thus goes as if the branches in its strict future didn’t exist. Moreover, the fact that $i + 1$ is a special step implies that $B(i + 1)$ is in a red layer, which means that, when considering things from a time-reversed perspective, $B(i + 1)$ is in a green layer and thus neither $i$ not $i + 1$ are special steps. Thus, for the purposes of defining these $\zeta_{i+1}(N^\alpha)$’s, the situation is exactly symmetric to the one considered previously.

A final case to consider is: $i$ is a special step but $i + 1$ is not. In this case, $B(i)$ and $M^\beta = B(i + 1)$ are in the same red layer, but $B(i + 2)$ and the rest of the $N^\alpha > B(i + 1)$ aren’t. The interpretation is that we just finished filling up the branches of a red layer, a procedure during which we didn’t define $\zeta$’s for the branches above it; so that we now have to redefine them. The strategy for this case is to define the $\zeta_{i+1}^{in}(N^\alpha)$’s to be equal, not to the $\zeta_{i}^{in}(N^\alpha)$’s – which were not defined –, but to the $\zeta_{j}^{in}(N^\alpha)$, where $j$ is the latest step that was not special, i.e. the latest step at which these were defined. $B(j)$ is then the first branch of the red layer we finished refilling.
One can then follow a strategy similar to the previous proof, now deriving that (H2)-(H7) hold at step \(i + 1\) from the fact that they hold at step \(j\). Let us highlight the main steps. First, from (87) holding at all steps between \(j\) and \(i + 1\), we can deduce

\[
S_{\text{pad}}[(V_{N,i+1})_N] = \text{Tr}_{B(t)^{in},j < t \leq i+1} \left[ S_{\text{pad}}[(V_{N,j})_N] \circ \left( \prod_{t=j+1}^{i+1} \kappa_{j,\text{pad}}^{\text{out}}(B(t)) \right) \right],
\]

(112)

where we also used the fact that, due to how we defined the \(\kappa^{\text{out}}\)'s to remain the same when filling up a red layer, we have \(\forall t \in [j+1, i + 1], \kappa_{j}^{\text{out}}(B(t)) = \kappa_{j}^{\text{out}}(B(t))\).

For (H2), we fix \(N^\alpha > B(i+1)\); note that we then have \(N^\alpha \in \mathcal{P}^{\text{str}}_i(B(i+1))\), because \(B(i+1)\) is the last branch in its (red) layer. As before, we have to prove that, defining \(\zeta_{i+1,\text{pad}}^{\text{in}}(N^\alpha) := \zeta_{i,\text{pad}}^{\text{in}}\) and \(\zeta_{i+1,\text{pad}}^{\text{out}}(N^\alpha) := \mathcal{V}_{i+1}^{\text{in}}[\zeta_{i,\text{pad}}^{\text{in}}(N^\alpha)]\), the latter doesn’t act outside of \(P\) and \(\mathcal{P}_{i+1}(N^\alpha)\) (or \(\mathcal{P}_{i+1}^{\text{str}}(N^\alpha)\) if \(N^\alpha\) is in a red layer). Using (112) and techniques similar to before, we are led to

\[
\mathcal{V}^{\uparrow}_{i+1}[\zeta_{i,\text{pad}}^{\text{in}}(N^\alpha)] = \left( \prod_{t=j+1}^{i+1} \langle \phi^+(B(t)) \rangle_{\text{pad}} \right) \circ \left( \prod_{t=j+1}^{i+1} \kappa_{j,\text{pad}}^{\text{out}}(B(t)) \right) \circ \mathcal{V}^{\uparrow}_{j,\text{pad}} \left[ \prod_{t=j+1}^{i+1} \Phi^+(B(t)) \right] \circ \zeta_{j,\text{pad}}^{\text{out}}(N^\alpha),
\]

(113)

in which \(\zeta_{j,\text{pad}}^{\text{out}}(N^\alpha)\) acts only on \(P\) and \(\mathcal{P}_j(N^\alpha)\) (\(\mathcal{P}_{j}^{\text{str}}(N^\alpha)\) if \(N^\alpha\) is in a red layer), and the other terms act only on \(\mathcal{L}(B(i+1))\) and on \(P\). Given that all the wires in \(\mathcal{L}(B(i+1))\) are explicitly terminated by the \(\phi^+\)'s, it follows that \(\mathcal{V}^{\uparrow}_{i+1}[\zeta_{i,\text{pad}}^{\text{in}}(N^\alpha)]\) only acts on \(P\) and on \(\mathcal{P}_j(N^\alpha) \cap \mathcal{L}(B(i+1)) = \mathcal{P}_{i+1}(N^\alpha)\) (or \(\mathcal{P}_{i+1}^{\text{str}}(N^\alpha) \cap \mathcal{L}(B(i+1)) = \mathcal{P}_{i+1}^{\text{str}}(N^\alpha)\) if \(N^\alpha\) is in a red layer).

The proof of (H3) is fully analogous: computing \(\mathcal{V}^{\uparrow}_{i+1}[\zeta_{i,\text{pad}}^{\text{in}}(N^\alpha) \circ \zeta_{i,\text{pad}}^{\text{in}}(M^\beta)]\) leads to (113) with \(\zeta_{i,\text{pad}}^{\text{out}}(N^\alpha)\) replaced with \(\zeta_{i,\text{pad}}^{\text{out}}(N^\alpha) \circ \zeta_{j,\text{pad}}^{\text{out}}(M^\beta)\), so that invoking (H3) at step \(j\) leads to (H3) at step \(i + 1\). (H4), as before, is direct, and the proof of (H5) is analogous to the one for the non-special cases.

For the proof of (H6), we take \(N^\alpha > B(i + 1)\) in a green layer and \(f \in \text{Lin}[\mathcal{H}_{N^\alpha}]\). Then, the computation is similar to (106), (107) and (108), yielding

\[
\zeta_{i+1,\text{pad}}^{\text{out}}(N^\alpha) \circ \mathcal{V}^{\uparrow}_{i+1}[f_{\text{pad}}] = \left( \prod_{t=j+1}^{i+1} (\phi^+(B(t)))_{\text{pad}} \right) \circ \left( \prod_{t=j+1}^{i+1} \kappa_{j,\text{pad}}^{\text{out}}(B(t)) \right) \circ \mathcal{V}^{\uparrow}_{j,\text{pad}} \left[ \prod_{t=j+1}^{i+1} \Phi^+(B(t)) \right] \circ \zeta_{j,\text{pad}}^{\text{out}}(N^\alpha),
\]

(114)

where \(f' \in \text{Lin}[\mathcal{H}_{P} \otimes (\bigotimes_{\alpha \in \mathcal{P}_{i+1}^{\text{str}}(N^\alpha)})]\) was defined through \(\zeta_{j,\text{pad}}^{\text{out}}(N^\alpha) \circ \mathcal{V}^{\uparrow}_{j}[f_{\text{pad}}] = f'_{\text{pad}} \circ \zeta_{j,\text{pad}}^{\text{out}}(N^\alpha)\) by using (H6) at step \(j\). Once again, by looking at where the operators

\[
81
\]
are acting, we can conclude that this defines a \( f'' \) acting only on \( P \) and on \( \mathcal{P}^{\text{str}}(N^\alpha) \backslash \mathcal{L}(B(i+1)) = \mathcal{P}^{\text{str}}_{i+1}(N^\alpha) \).

Finally, for (H7), one can follow computations (110) and (111), to get

\[
\zeta_{i+1, \text{pad}}^\text{in}(N^\alpha) \circ V_{i+1}[f_{\text{pad}}] = \zeta_{j, \text{pad}}^\text{in}(N^\alpha) \circ f'_{\text{pad}},
\]

where \( f' \), obtained by the use of (H7) at step \( j \), only acts on \( \mathcal{F}^{\text{str}}(N^\alpha) = \mathcal{F}^{\text{str}}_{i+1}(N^\alpha) \).

This concludes the proof of the induction step.

**Conclusion**  As the base case and induction step are true, the induction hypotheses are true at every step up to \( n \). In particular, (H1) at step \( n \) then reads:

\[
S[(U_N)_N] \text{ is unitary.}
\]

As this was done for \( S = S_{(\Gamma, (\lambda_N)_N)} \) for an arbitrary valid routed graph \( (\Gamma, (\lambda_N)_N) \), and for an arbitrary collection of routed unitaries \( U_N : \mathcal{H}_{\text{in}}^N \xrightarrow{\lambda_N} \mathcal{H}_{\text{out}}^N \) following the \( \lambda_N \)'s, we can invoke Lemma B.2 and conclude that Theorem B.1 holds.