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Abstract

We show that the zeros of consecutive orthogonal polynomials $p_n$ and $p_{n-1}$ are linearly connected by a doubly stochastic matrix for which the entries are explicitly computed in terms of Christoffel numbers. We give similar results for the zeros of $p_n$ and the associated polynomial $p_n^{(1)}$ and for the zeros of the polynomial obtained by deleting the $k$th row and column ($1 \leq k \leq n$) in the corresponding Jacobi matrix.

1 Introduction

1.1 Majorization

Recently S.M. Malamud \cite{Malamud, Malamud2} and R. Pereira \cite{Pereira} have given a nice extension of the Gauss-Lucas theorem that the zeros of the derivative $p'$ of a polynomial $p$ lie in the convex hull of the roots of $p$. They both used the theory of majorization of sequences to show that if $x = (x_1, x_2, \ldots, x_n)$ are the zeros of a polynomial $p$ of degree $n$, and $y = (y_1, \ldots, y_{n-1})$ are the zeros of its derivative $p'$, then there exists a doubly stochastic $(n-1) \times n$ matrix $S$ such that $y = Sx$ (\cite[Thm. 4.7]{Malamud}, \cite[Thm. 5.4]{Pereira}). A rectangular $(n-1) \times n$ matrix $S = (s_{i,j})$ is said to be doubly stochastic if $s_{i,j} \geq 0$ and

$$\sum_{j=1}^{n} s_{i,j} = 1, \quad \sum_{i=1}^{n-1} s_{i,j} = \frac{n-1}{n}.$$ 

In this paper we will use the notion of majorization to rephrase some known results for the zeros of orthogonal polynomials on the real line. It is an open problem to see what can be said about the zeros of orthogonal polynomials in the complex plane in terms of majorization.

Let us begin by defining the notion of majorization. An excellent source of information on majorization is the book by Marshall and Olkin (and Arnold, who was added for the second edition) \cite{Marshall}. See also Horn and Johnson \cite[Def. 4.3.24]{Horn}.
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Definition 1.1. let \( x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n \) and \( y = (y_1, y_2, \ldots, y_n) \in \mathbb{R}^n \). Then the vector \( y \) is said to majorize the vector \( x \), or \( x \) is majorized by \( y \) (notation: \( x \prec y \)) if

\[
\hat{x}_1 + \cdots + \hat{x}_j \leq \hat{y}_1 + \cdots + \hat{y}_j, \quad 1 \leq j \leq n-1,
\]

and

\[
\hat{x}_1 + \cdots + \hat{x}_n = \hat{y}_1 + \cdots + \hat{y}_n,
\]

where \( \hat{x} = (\hat{x}_1, \ldots, \hat{x}_n) \) and \( \hat{y} = (\hat{y}_1, \ldots, \hat{y}_n) \) contain the components of \( x \) and \( y \) in decreasing order.

The following result (of Hardy, Littlewood and Pólya) gives an alternative way to define majorization in terms of doubly stochastic matrices. Recall that a square matrix \( A = (a_{i,j})_{i,j=1}^n \) of order \( n \) is doubly stochastic if \( a_{i,j} \geq 0 \) and

\[
\sum_{i=1}^n a_{i,j} = 1, \quad \sum_{j=1}^n a_{i,j} = 1,
\]

i.e., the elements in every row and every column add up to 1.

Theorem 1.1. Let \( x = (x_1, \ldots, x_n) \) and \( y = (y_1, \ldots, y_n) \). Then \( x \prec y \) if and only if there exists a doubly stochastic matrix \( A \) such that \( x = Ay \).

See [5, Thm. 2.B.2], [2, Thm. 4.3.33]. Note that the doubly stochastic matrix \( A \) need not be unique.

1.2 Orthogonal polynomials

Let \( \mu \) be a positive measure on the real line for which all the moments exist. To simplify notation, we will assume that \( \mu \) is a probability measure so that \( \mu(\mathbb{R}) = 1 \). The orthogonal polynomials \( p_n \) for this measure satisfy the orthogonality relations

\[
\int p_n(x)p_m(x) \, d\mu(x) = \delta_{m,n},
\]

and we denote the orthonormal polynomials by \( p_n(x) = \gamma_n x^n + \cdots \), with the convention that \( \gamma_n > 0 \). Orthogonal polynomials on the real line always satisfy a three term recurrence relation

\[
xp_n(x) = a_{n+1}p_{n+1}(x) + b_n p_n(x) + a_n p_{n-1}(x),
\]

with \( a_n > 0 \) for \( n \geq 1 \) and \( b_n \in \mathbb{R} \) for \( n \geq 0 \). These recurrence coefficients are given by

\[
a_n = \int xp_n(x)p_{n-1}(x) \, d\mu(x) = \frac{\gamma_n}{\gamma_n-1}, \quad \quad (1.2)
\]

\[
b_n = \int x^2 p_n^2(x) \, d\mu(x). \quad \quad (1.3)
\]

The zeros of \( p_n \) are all real and simple and we will denote them by \( x_{1,n} < x_{2,n} < \cdots < x_{n,n} \), hence in increasing order. It is well known that the zeros of \( p_{n-1} \) and \( p_n \) interlace, i.e.,

\[
x_{j,n} < x_{j,n-1} < x_{j+1,n}, \quad 1 \leq j \leq n - 1.
\]
The zeros of \( p_n \) are also the eigenvalues of the tridiagonal matrix (Jacobi matrix)

\[
J_n = \begin{pmatrix}
  b_0 & a_1 & 0 & 0 & \cdots & 0 \\
  a_1 & b_1 & a_1 & 0 & \cdots & 0 \\
  0 & a_2 & b_2 & a_3 & \cdots & 0 \\
  \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
  0 & \cdots & 0 & a_{n-2} & b_{n-2} & a_{n-1} \\
  0 & \cdots & 0 & 0 & a_{n-1} & b_{n-1}
\end{pmatrix}
\]

(1.4)

and the interlacing of the zeros of \( p_n \) and \( p_{n-1} \) hence corresponds to the interlacing of the eigenvalues of \( J_n \) and \( J_{n-1} \). Another consequence is that for the trace of \( J_n \) one has

\[
\text{Tr } J_n = x_{1,n} + x_{2,n} + \cdots x_{n,n} = b_0 + b_1 + \cdots + b_{n-1},
\]

which gives a relation between the sum of the zeros of \( p_n \) and a partial sum of the recurrence coefficients \((b_n)_{n \geq 0}\). In particular we find

\[
x_{1,n-1} + x_{2,n-1} + \cdots x_{n-1,n-1} + b_{n-1} = x_{1,n} + x_{2,n} + \cdots + x_{n,n}. \tag{1.5}
\]

The interlacing of the zeros of \( p_{n-1} \) and \( p_n \), together with (1.5) then imply that the vector \((x_{1,n-1}, \ldots, x_{n-1,n-1}, b_{n-1})\) is majorized by \((x_{1,n}, x_{2,n}, \ldots, x_{n,n})\). In Section 2 we will give an explicit expression for a doubly stochastic matrix \( A \) for which

\[
\begin{pmatrix}
  x_{1,n-1} \\
  x_{2,n-1} \\
  \vdots \\
  x_{n-1,n-1} \\
  b_{n-1}
\end{pmatrix} = A
\begin{pmatrix}
  x_{1,n} \\
  x_{2,n} \\
  \vdots \\
  x_{n-1,n} \\
  x_{n,n}
\end{pmatrix}.
\]

Another interesting interlacing property involves the zeros of the associated polynomial

\[
p_{n-1}^{(1)}(z) = a_1 \int \frac{p_n(z) - p_n(x)}{z - x} d\mu(x),
\]

see, e.g., [8]. This polynomial appears naturally as the numerator of the Padé approximant to the function

\[
f(z) = a_1 \int \frac{d\mu(x)}{z - x} = a_1 \sum_{k=0}^{\infty} \frac{m_k}{z^{k+1}}, \quad m_k = \int x^k d\mu(x),
\]

near infinity, i.e.,

\[
p_n(z)f(z) - p_{n-1}^{(1)}(z) = \mathcal{O}(1/z^{n+1}), \quad z \to \infty.
\]

The zeros of \( p_{n-1}^{(1)} \) are again real and simple and we denote them by \( y_{1,n-1} < y_{2,n-1} < \cdots < y_{n-1,n-1} \). They interlace with the zeros of \( p_n \) in the sense that

\[
x_{j,n} < y_{j,n-1} < x_{j+1,n}, \quad 1 \leq j \leq n - 1.
\]
In fact, the partial fractions decomposition of the Padé approximant is

$$\frac{p_{n-1}^{(1)}(z)}{p_n(z)} = a_1 \sum_{k=1}^{n} \frac{\lambda_{k,n}}{z - x_{k,n}}, \quad (1.6)$$

where the $\lambda_{k,n}$ are the Christoffel numbers

$$\lambda_{k,n} = \frac{1}{\sum_{j=0}^{n-1} p_j^2(x_{k,n})} = \frac{1}{a_n p_n'(x_{k,n}) p_{n-1}(x_{k,n})}. \quad (1.7)$$

The zeros of $p_{n-1}^{(1)}$ are equal to the eigenvalues of the Jacobi matrix $J_n^{(1)}$ obtained from $J_n$ by deleting the first row and first column:

$$J_n^{(1)} = \begin{pmatrix}
    b_1 & a_2 & 0 & 0 & \cdots & 0 \\
    a_2 & b_2 & a_3 & 0 & \cdots & 0 \\
    0 & a_3 & b_3 & a_4 & 0 \\
    \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
    0 & \cdots & 0 & a_{n-2} & b_{n-2} & a_{n-1} \\
    0 & \cdots & 0 & 0 & a_{n-1} & b_n
\end{pmatrix}. \quad (1.8)$$

For the trace we therefore have

$$\text{Tr } J_n^{(1)} = y_{1,n-1} + y_{2,n-1} + \cdots + y_{n-1,n-1} = b_1 + b_2 + \cdots + b_{n-1},$$

and hence

$$y_{1,n-1} + y_{2,n-1} + \cdots + y_{n-1,n-1} + b_0 = x_{1,n} + x_{2,n} + \cdots + x_{n,n}. \quad (1.9)$$

Combining the interlacing property and (1.9) we then see that $(y_{1,n-1}, \ldots, y_{n-1,n-1}, b_0)$ is majorized by $(x_{1,n}, x_{2,n}, \ldots, x_{n,n})$. In Section 3 we will give an explicit expression for a doubly stochastic matrix $B$ for which

$$\begin{pmatrix}
y_{1,n-1} \\
y_{2,n-1} \\
\vdots \\
y_{n-1,n-1} \\
b_0
\end{pmatrix} = B \begin{pmatrix}
x_{1,n} \\
x_{2,n} \\
\vdots \\
x_{n-1,n} \\
x_{n,n}
\end{pmatrix}.$$

Finally, in Section 4 we will prove a similar result for the zeros of the characteristic polynomial of the matrix obtained by deleting the $k$th row and column of the Jacobi matrix $J_n$.

We will frequently use Gaussian quadrature using the zeros of orthogonal polynomials. Suppose that $\text{supp}(\mu) \subset [a, b]$ and that $\{x_{j,n}, 1 \leq j \leq n\}$ are the zeros of the orthogonal polynomial $p_n$ and $\{\lambda_{j,n}, 1 \leq j \leq n\}$ the corresponding Christoffel numbers, then for every function $f \in C^{2n}([a, b])$

$$\int f(x) \, d\mu(x) = \sum_{j=1}^{n} \lambda_{j,n} p(x_{j,n}) + \frac{f^{(2n)}(\xi)}{(2n)!} \gamma_n^{-2}, \quad (1.10)$$
where \( \gamma_n \) is the leading coefficient of \( p_n \) and \( \xi \in (a, b) \) (see, e.g., [1] §1.4.2, [11] §3.4]). The quadrature sum therefore gives the integral exactly whenever \( f \) is a polynomial of degree \( \leq 2n - 1 \). The Christoffel numbers \( \lambda_{j,n} \) given in (1.7) are also given by

\[
\lambda_{j,n} = \int_a^b \frac{p_n^2(x)}{(x - x_{j,n})^2 |p_n(x_{j,n})|^2} \, d\mu(x) > 0. \tag{1.11}
\]

2. Zeros of consecutive orthogonal polynomials

**Theorem 2.1.** Let \( (x_{1,n-1}, \ldots, x_{n-1,n-1}) \) be the zeros of \( p_{n-1} \) and \( (x_1, \ldots, x_n) \) be the zeros of \( p_n \), and let \( (a_{n+1}, b_n)_{n \geq 0} \) be the recurrence coefficients in (1.1) and (1.4). Then

\[
\begin{bmatrix}
  x_{1,n-1} \\
  x_{2,n-1} \\
  \vdots \\
  x_{n-1,n-1} \\
  b_{n-1}
\end{bmatrix}
= A
\begin{bmatrix}
  x_{1,n} \\
  x_{2,n} \\
  \vdots \\
  x_{n-1,n} \\
  x_{n,n}
\end{bmatrix}, \tag{2.1}
\]

where \( A = (a_{i,j})_{i,j=1}^n \) is a doubly stochastic matrix with entries

\[
a_{i,j} = \begin{cases}
  a^2\gamma_{j,n}p_{n-1}(x_{j,n})\lambda_{k,n-1}p_{n}(x_{i,n-1}), & 1 \leq i \leq n - 1, \\
  \lambda_{j,n}p_{n-1}(x_{j,n}), & i = n.
\end{cases} \tag{2.2}
\]

**Proof.** Let us consider the integral

\[
\int_a^b x \frac{p_{n-1}^2(x)}{(x - x_{i,n-1})^2} \, d\mu(x).
\]

By adding and subtracting, we easily find

\[
\int_a^b x \frac{p_{n-1}^2(x)}{(x - x_{i,n-1})^2} \, d\mu(x) = \int_a^b (x - x_{k,n}) \frac{p_{n-1}^2(x)}{(x - x_{i,n-1})^2} \, d\mu(x) + x_{i,n-1} \int_a^b \frac{p_{n-1}^2(x)}{(x - x_{i,n-1})^2} \, d\mu(x),
\]

and the first integral on the right vanishes by orthogonality since \( p_{n-1} \) is orthogonal to the polynomial \( p_{n-1}(x)/(x - x_{i,n-1}) \) of degree \( n - 2 \). Hence

\[
x_{i,n-1} = \frac{\int_a^b x \frac{p_{n-1}^2(x)}{(x - x_{i,n-1})^2} \, d\mu(x)}{\int_a^b \frac{p_{n-1}^2(x)}{(x - x_{i,n-1})^2} \, d\mu(x)}. \tag{2.3}
\]

Observe that by (1.11) (for \( n - 1 \)) the denominator is equal to

\[
\int_a^b \frac{p_{n-1}^2(x)}{(x - x_{i,n-1})^2} \, d\mu(x) = \lambda_{i,n-1} [p_{n-1}'(x_{i,n-1})]^2.
\]
If we use (1.7) (for $n-1$) then
\[
\lambda_{i,n-1} = \frac{1}{a_n p_{n-1}'(x_{i,n-1}) p_{n-2}(x_{i,n-1})} = \frac{-1}{a_n p_{n-1}'(x_{i,n-1}) p_n(x_{i,n-1})},
\] (2.4)
where we used the recurrence relation (1.11) which gives $a_{n-1} p_{n-2}(x_{i,n-1}) = -a_n p_n(x_{i,n-1})$. Therefore the denominator is given by
\[
\int_a^b \frac{p_{n-1}^2(x)}{(x-x_{i,n-1})^2} \, d\mu(x) = \frac{1}{a_n^2 \lambda_{i,n-1} p_n^2(x_{i,n-1})}.
\]
For the numerator, we use the Gaussian quadrature rule with the zeros of $p_n$ to find
\[
\int_a^b x \frac{p_{n-1}^2(x)}{(x-x_{i,n-1})^2} \, d\mu(x) = \sum_{j=1}^{n} \lambda_{j,n} x_{j,n} \frac{p_{n-1}^2(x_{j,n})}{(x_{j,n} - x_{i,n-1})^2},
\]
so that (2.3) gives
\[
x_{i,n-1} = \sum_{j=1}^{n} a_{i,j} x_{j,n}, \quad 1 \leq i \leq n-1,
\]
with $a_{i,j}$ given in (2.2) for $1 \leq i \leq n-1$. Furthermore, we have
\[
b_{n-1} = \int_a^b x p_{n-1}^2(x) \, d\mu(x) = \sum_{j=1}^{n} \lambda_{j,n} x_{j,n} p_{n-1}^2(x_{j,n}) = \sum_{j=1}^{n} a_{n,j} x_{j,n},
\]
where we used (1.3) and Gaussian quadrature. So (2.2) also holds for $i = n$. It remains to show that the matrix $A$ is doubly stochastic. Clearly $a_{i,j} > 0$ because the Christoffel numbers are positive. For the row sums we have
\[
\sum_{j=1}^{n} a_{i,j} = a_n^2 \lambda_{i,n-1} p_n^2(x_{i,n-1}) \sum_{j=1}^{n} \lambda_{j,n} \frac{p_{n-1}^2(x_{j,n})}{(x_{j,n} - x_{i,n-1})^2},
\]
and by the Gaussian quadrature rule, this is
\[
a_n^2 \lambda_{i,n-1} p_n^2(x_{i,n-1}) \int_a^b \frac{p_{n-1}^2(x)}{(x-x_{i,n-1})^2} \, d\mu(x) = a_n^2 \lambda_{i,n-1} p_n^2(x_{i,n-1}) [p_{n-1}'(x_{i,n-1})]^2 = 1,
\]
where we used (1.11) for $n-1$ and (2.4). For the column sums we have
\[
\sum_{i=1}^{n-1} a_{i,j} = a_n^2 \lambda_{j,n} p_{n-1}^2(x_{j,n}) \sum_{i=1}^{n-1} \lambda_{i,n-1} \frac{p_{n}^2(x_{i,n-1})}{(x_{j,n} - x_{i,n-1})^2}.
\]
By Gaussian quadrature (with the zeros of $p_{n-1}$ and remainder) we thus find
\[
\sum_{i=1}^{n-1} a_{i,j} = a_n^2 \lambda_{j,n} p_{n-1}^2(x_{j,n}) \left( \int_a^b \frac{p_{n}^2(x)}{(x-x_{j,n})^2} \, d\mu(x) - \frac{1}{a_n^2} \right),
\]
because the remainder in (1.10) is
\[
\frac{1}{(2n-2)!} \frac{d^{2n-2}}{dx^{2n-2}} \left( \gamma_n x^{2n-2} + \ldots \right) = \frac{\gamma_n^2}{\gamma_{n-1}^2} = \frac{1}{a_n^2},
\]
where we used (1.2). Together with (1.11) and (1.7) we then find
\[
\sum_{i=1}^{n-1} a_{i,j} = 1 - \lambda_j n^2 p_{n-1}^2(x_{j,n}) = 1 - a_{n,j},
\]
proving that the column sums add to 1.

**Corollary 2.1.** Suppose \( \text{supp}(\mu) \subset [a, b] \) and \( f \) is a convex function on \([a, b]\), then
\[
\sum_{i=1}^{n-1} f(x_{i,n-1}) + f(b_{n-1}) \leq \sum_{j=1}^{n} f(x_{j,n}).
\]

**Proof.** The relation (2.1) gives
\[
x_{i,n-1} = \sum_{j=1}^{n} a_{i,j} x_{j,n},
\]
and since the row sum adds to one and \( a_{i,j} > 0 \), this means that the right hand side is a convex combination of the zeros \( x_{j,n} \). For a convex function one has
\[
f(\lambda x + (1 - \lambda) y) \leq \lambda f(x) + (1 - \lambda) f(y), \quad 0 < \lambda < 1,
\]
hence for this convex combination
\[
f(x_{i,n-1}) \leq \sum_{j=1}^{n} a_{i,j} f(x_{j,n}), \quad 1 \leq i \leq n - 1.
\]

The same reasoning also gives
\[
f(b_{n-1}) \leq \sum_{j=1}^{n} a_{n,j} f(x_{j,n}).
\]
Adding over \( i \) and using that the column sums of \( A \) add to 1, then gives the required result.

**3 Zeros of associated polynomials**

**Theorem 3.1.** Let \((y_{1,n-1}, \ldots, y_{n-1,n-1})\) be the zeros of \( p_{n-1}^{(1)} \) and \((x_{1,n}, \ldots, x_{n,n})\) be the zeros of \( p_n \), and let \((a_{n+1}, b_n)_{n \geq 0}\) be the recurrence coefficients in (1.1) and (1.8). Then
\[
\begin{pmatrix}
y_{1,n-1} \\
y_{2,n-1} \\
\vdots \\
y_{n-1,n-1} \\
b_0
\end{pmatrix}
= B
\begin{pmatrix}
x_{1,n} \\
x_{2,n} \\
\vdots \\
x_{n-1,n} \\
x_{n,n}
\end{pmatrix},
\]
where \( B = (b_{i,j})_{i,j=1}^{n} \) is a doubly stochastic matrix with entries
\[
b_{i,j} = \begin{cases}
a_i^2 \frac{\lambda_{j,n}^{(1)} \lambda_{i,n-1}^{(1)}}{(y_{i,n-1} - x_{j,n})^2}, & 1 \leq i \leq n - 1, \\
\lambda_{j,n}, & i = n,
\end{cases}
\]
where \( \lambda_{i,n-1}^{(1)} \) are the Christoffel numbers of the polynomials \( p_{n-1}^{(1)} \) for the measure \( \mu^{(1)} \).
**Proof.** If we use the partial fractions decomposition (1.6), then
\[
\frac{p_{n-1}^{(1)}(z)}{p_n(z)} = a_1 \sum_{j=1}^{n} \lambda_{j,n} \frac{z-x_{j,n}}{(z-x_{j,n})^2}.
\]

If we take \( z = y_{i,n-1} \) then this expression vanishes, hence
\[
y_{i,n-1} \sum_{j=1}^{n} \frac{\lambda_{j,n}}{(y_{i,n-1}-x_{j,n})^2} = \sum_{j=1}^{n} x_{j,n} \frac{\lambda_{j,n}}{(y_{i,n-1}-x_{j,n})^2}.
\]  
(3.3)

Observe that
\[
a_1 \sum_{j=1}^{n} \frac{\lambda_{j,n}}{(z-x_{j,n})^2} = -\frac{d}{dz} \left( \frac{p_{n-1}^{(1)}(z)}{p_n(z)} - \frac{p_n'(z)p_n^{(1)}(z)}{p_n^2(z)} \right).
\]

Taking \( z = y_{i,n-1} \) then gives
\[
\sum_{j=1}^{n} \frac{\lambda_{j,n}}{(y_{i,n-1}-x_{j,n})^2} = -\frac{1}{a_1} \frac{[p_{n-1}^{(1)}(y_{i,n-1})]'}{p_n(y_{i,n-1})},
\]  
(3.4)

so that (3.3) gives
\[
y_{i,n-1} = \sum_{j=1}^{n} b_{i,j} x_{j,n},
\]
with
\[
b_{i,j} = -a_1 \frac{\lambda_{j,n}}{(y_{i,n-1}-x_{j,n})^2} \frac{p_n(y_{i,n-1})}{[p_{n-1}^{(1)}(y_{i,n-1})]'},
\]

The associated polynomials are again orthogonal polynomials, but now with respect to another measure \( \mu^{(1)} \). The Christoffel numbers \( \lambda_{i,n-1}^{(1)} \) for this measure are obtained by shifting all the recurrence coefficients up by one, and hence (1.7) gives
\[
\lambda_{i,n-1}^{(1)} = \frac{1}{a_n [p_{n-1}^{(1)}(y_{i,n-1})]'p_{n-2}^{(1)}(y_{i,n-1})} = \frac{-1}{a_{n+1} [p_{n-1}^{(1)}(y_{i,n-1})]'p_n^{(1)}(y_{i,n-1})},
\]  
(3.5)

which gives
\[
b_{i,j} = a_1 \frac{\lambda_{j,n} \lambda_{i,n-1}^{(1)} a_{n+1} p_n(y_{i,n-1}) p_n^{(1)}(y_{i,n-1})}{(y_{i,n-1}-x_{j,n})^2},
\]
and if we use the Wronskian formula [8 Eq. (2.3)]
\[
a_{n+1} \left( p_n(x)p_n^{(1)}(x) - p_{n+1}(x)p_n^{(1)}(x) \right) = a_1,
\]  
(3.6)

then for \( x = y_{i,n-1} \) this gives \( a_{n+1} p_n(y_{i,n-1}) p_n^{(1)}(y_{i,n-1}) = a_1 \), from which the formula (3.2) follows for \( 1 \leq i \leq n-1 \). Note that from (1.3) and Gaussian quadrature
\[
b_0 = \int x \, d\mu(x) = \sum_{j=1}^{n} \lambda_{j,n} x_{j,n},
\]  

8
Therefore

Taking the derivative then gives

Now use the partial fractions decomposition

where the last equality follows from \( a_{n+1}p_n(y_{i,n-1})p_n^{(1)}(y_{i,n-1}) = a_1 \) and (3.5). For the column sums we have

where we used (1.7) to get the last equality. This shows that the column sums also add to one.

We will now show that the matrix \( B = (b_{i,j})_{1 \leq i,j \leq n} \) is doubly stochastic. Obviously \( b_{i,j} > 0 \) because the Christoffel numbers are all positive. For the row sums we have by (3.4)

\[
\sum_{j=1}^{n} b_{i,j} = a_1^2 \lambda_{i,n-1}^{(1)} \sum_{j=1}^{n} \frac{\lambda_{i,n}}{(y_{i,n-1} - x_{j,n})^2} = -a_1 \lambda_{i,n-1}^{(1)} \frac{[p_{n-1}^{(1)}(y_{i,n-1})]'^2}{p_n(y_{i,n-1})} = 1,
\]

which after evaluation at \( z = x_{j,n} \) gives

\[
-a_1^2 \sum_{i=1}^{n-1} \frac{\lambda_{i,n-1}^{(1)}}{(z - y_{i,n-1})^2} = 1 - a_1 \frac{p_n'(z)p_{n-1}^{(1)}(z) - p_n(z)p_{n-1}^{(1)}(z)'}{[p_{n-1}^{(1)}(z)]^2},
\]

The Wronskian formula (3.6) evaluated at \( x_{j,n} \) gives

\[
\sum_{i=1}^{n-1} b_{i,j} = \lambda_{j,n} \left( a_1 \frac{p_n'(x_{j,n})}{p_{n-1}^{(1)}(x_{j,n})} - 1 \right).
\]

Therefore

\[
\sum_{i=1}^{n-1} b_{i,j} = \lambda_{j,n} \left( a_1 \frac{p_n'(x_{j,n})}{p_{n-1}^{(1)}(x_{j,n})} - 1 \right).
\]

The Wronskian formula (3.6) evaluated at \( x_{j,n} \) gives

\[
-a_{n+1}p_{n+1}(x_{j,n})p_{n-1}^{(1)}(x_{j,n}) = a_1,
\]

so that

\[
\sum_{i=1}^{n-1} b_{i,j} = \lambda_{j,n} \left( a_1 \frac{p_n'(x_{j,n})}{p_{n-1}^{(1)}(x_{j,n})} - 1 \right) = 1 - \lambda_{j,n},
\]

where we used (1.7) to get the last equality. This shows that the column sums also add to one.

\[\square\]
Corollary 3.1. Suppose \( \text{supp}(\mu) \subset [a, b] \) and \( f \) is a convex function on \([a, b]\), then
\[
\sum_{i=1}^{n-1} f(y_{i,n-1}) + f(b_0) \leq \sum_{j=1}^{n} f(x_{j,n}).
\]

4 Deleting a row and column in the Jacobi matrix

The result in Theorem 2.1 corresponds to the eigenvalues of the Jacobi matrix \( J_n \) after deleting the last row and column, which gives the Jacobi matrix \( J_{n-1} \). In a similar way, the result in Theorem 3.1 corresponds to deleting the first row and column of the Jacobi matrix, giving the Jacobi matrix \( J_n^{(1)} \). A natural question now is to ask what would happen when one deletes the \( k \)th row and column of the Jacobi matrix \( J_n \), with \( 1 \leq k \leq n \). The resulting Jacobi matrix is
\[
\begin{pmatrix}
b_0 & a_1 & 0 & 0 & 0 & 0 & 0 & \cdots & 0 \\
a_1 & b_1 & a_1 & 0 & 0 & 0 & 0 & \cdots & 0 \\
0 & a_2 & \ddots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\vdots & \ddots & b_{k-3} & a_{k-2} & 0 & 0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & a_{k-2} & b_{k-2} & 0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & 0 & 0 & b_k & a_{k+1} & 0 & \cdots & 0 \\
0 & \cdots & 0 & 0 & 0 & a_{k+1} & b_{k+1} & a_{k+2} & \vdots \\
0 & \cdots & 0 & 0 & 0 & a_{k+2} & \ddots & \ddots & \ddots & 0 \\
\vdots & \vdots & \ddots & b_{n-2} & a_{n-1} & b_{n-1} & \cdots & \cdots & \cdots & 0 \\
0 & \cdots & 0 & 0 & 0 & 0 & 0 & a_{n-1} & b_{n-1}
\end{pmatrix}
\]

Observe that this matrix consists of the Jacobi matrix \( J_{k-1} \) and the associated Jacobi matrix \( J_n^{(k)} \) obtained by shifting the coefficients by \( k \), hence the characteristic polynomial of this matrix is \( c p_{k-1}(z) p_{n-k}^{(k)}(z) \), where \( c \) is a constant that makes this polynomial monic, i.e., \( c = \prod_{j=1,j \neq k}^{n} a_j \). From Eq. (3.5)] we have the partial fractions decomposition
\[
\frac{p_{k-1}(z) p_{n-k}^{(k)}(z)}{p_n(z)} = a_k \sum_{j=1}^{n} \frac{\lambda_{j,n} p_{k-1}^2(x_{j,n})}{z - x_{j,n}}.
\]

We can now formulate and prove the following extension of Theorems 2.1 and 3.1.

Theorem 4.1. Let \( (x_{1,k-1}, \ldots, x_{k-1,k-1}) \) be the zeros of \( p_{k-1} \), and \( (y_{k,n-k}, \ldots, y_{n-1,n-k}) \) be the zeros of \( p_{n-k}^{(k)} \). Then
\[
\begin{pmatrix}
x_{1,k-1} \\
\vdots \\
x_{k-1,k-1} \\
y_{k,n-k} \\
\vdots \\
y_{n-1,n-k} \\
b_{k-1}
\end{pmatrix} = C
\begin{pmatrix}
x_{1,n} \\
x_{2,n} \\
x_{3,n} \\
\vdots \\
x_{n-2,n} \\
x_{n-1,n} \\
x_{n,n}
\end{pmatrix},
\]

(4.2)
where \( C = (c_{i,j})_{i,j=1}^n \) is a doubly stochastic matrix with entries

\[
c_{i,j} = \begin{cases} 
  a_k^2 \frac{\lambda_{j,n} \lambda_{i,k-1} p_{k-1}^2(x_{j,n}) p_k^2(x_{i,k-1})}{(x_{i,k-1} - x_{j,n})^2}, & 1 \leq i \leq k - 1, \\
  a_k^2 \frac{\lambda_{j,n} \lambda_{i,n-k} p_{k-1}^2(x_{j,n})}{(y_{i,n-k} - x_{j,n})^2}, & k \leq i \leq n - 1, \\
  \lambda_{j,n} p_{k-1}^2(x_{j,n}), & i = n, 
\end{cases}
\]

(4.3)

where \( (\lambda_{1,n}, \ldots, \lambda_{n,n}) \) are the Christoffel numbers of the orthogonal polynomials \( p_n \) for the measure \( \mu \) and \( (\lambda_{k,n-k}, \ldots, \lambda_{n-1,n-k}) \) are the Christoffel numbers of the polynomials \( p_{n-k}^{(k)} \) for the measure \( \mu^{(k)} \).

Observe that for \( k = 1 \) we retrieve Theorem 3.1 and \( k = n \) corresponds to Theorem 2.1

Proof. From (4.1) we easily find

\[
\frac{p_{k-1}(z)p_{n-k}^{(k)}(z)}{p_n(z)} = a_k \sum_{j=1}^n \frac{\lambda_{j,n} p_{k-1}^2(x_{j,n})(z - x_{j,n})}{(z - x_{j,n})^2},
\]

(4.4)

and by putting \( z = x_{i,k-1} \) we obtain

\[
\sum_{j=1}^n \frac{\lambda_{j,n} p_{k-1}^2(x_{j,n})}{(x_{i,k-1} - x_{j,n})^2} = \sum_{j=1}^n \frac{\lambda_{j,n} p_{k-1}^2(x_{j,n})}{(x_{i,k-1} - x_{j,n})^2},
\]

which gives

\[
x_{i,k-1} = \sum_{j=1}^n c_{i,j} x_{j,n},
\]

with

\[
c_{i,j} = \frac{\lambda_{j,n} p_{k-1}^2(x_{j,n})/(x_{i,k-1} - x_{j,n})^2}{\sum_{j=1}^n \lambda_{j,n} p_{k-1}^2(x_{j,n})/(x_{i,k-1} - x_{j,n})^2}.
\]

From this it is already clear that \( c_{i,j} \geq 0 \) and \( \sum_{j=1}^n c_{i,j} = 1 \), and this holds for \( 1 \leq i \leq k - 1 \). In a similar way we find, by taking \( z = y_{i,n-k} \) in (4.4),

\[
y_{i,n-k} \sum_{j=1}^n \frac{\lambda_{j,n} p_{k-1}^2(x_{j,n})}{(y_{i,n-k} - x_{j,n})^2} = \sum_{j=1}^n \frac{\lambda_{j,n} p_{k-1}^2(x_{j,n})}{(y_{i,n-k} - x_{j,n})^2},
\]

so that

\[
y_{i,n-k} = \sum_{j=1}^n c_{i,j} x_{j,n},
\]

with

\[
c_{i,j} = \frac{\lambda_{j,n} p_{k-1}^2(x_{j,n})/(y_{i,n-k} - x_{j,n})^2}{\sum_{j=1}^n \lambda_{j,n} p_{k-1}^2(x_{j,n})/(y_{i,n-k} - x_{j,n})^2},
\]

for \( k \leq i \leq n - 1 \). Again it follows immediately that \( c_{i,j} \geq 0 \) and \( \sum_{j=1}^n c_{i,j} = 1 \) for \( k \leq i \leq n - 1 \). For \( i = n \) we use (1.3) and Gaussian quadrature to find

\[
b_{k-1} = \int x p_{k-1}^2(x) \, d\mu(x) = \sum_{j=1}^n \lambda_{j,n} x_{j,n} p_{k-1}^2(x_{j,n}),
\]
so that \( c_{n,j} = \lambda_{j,n}p_{k-1}^2(x_{j,n}) \). Clearly \( c_{n,j} \geq 0 \) and \( \sum_{j=1}^{n} c_{n,j} = 1 \) follows using Gaussian quadrature.

It remains to show that the \( c_{i,j} \) can be simplified to \( (4.3) \) and that the sums in every column add to 1. Taking the derivative in \( (4.1) \) gives

\[
\frac{d}{dz} \frac{p_{k-1}(z)p_{n-k}^{(k)}}{p_n(z)} = -a_k \sum_{\ell=1}^{n} \frac{\lambda_{\ell,n}p_{k-1}^2(x_{\ell,n})}{(z - x_{\ell,n})^2},
\]

and if we put \( z = x_{i,k-1} \), for which \( p_{k-1}(x_{i,k-1}) = 0 \), then this gives

\[
\frac{p'_{k-1}(x_{i,k-1})p_{n-k}^{(k)}}{p_n(x_{i,k-1})} = -a_k \sum_{\ell=1}^{n} \frac{\lambda_{\ell,n}p_{k-1}^2(x_{\ell,n})}{(x_{\ell,n} - x_{i,k-1})^2}.
\]

In a similar way we put \( z = y_{i,n-k} \), for which \( p_{n-k}^{(k)}(y_{i,n-k}) = 0 \), to find

\[
\frac{p_{k-1}(y_{i,n-k})p_{n-k}^{(k)(y_{i,n-k})}'}{p_n(y_{i,n-k})} = -a_k \sum_{\ell=1}^{n} \frac{\lambda_{\ell,n}p_{k-1}^2(x_{\ell,n})}{(y_{i,n-k} - x_{\ell,n})^2}.
\]

We thus find

\[
c_{i,j} = \begin{cases} 
-\frac{\lambda_{j,n}p_{k-1}^2(x_{j,n})p_{n}(x_{i,k-1})}{(x_{i,k-1} - x_{j,n})^2p_{k-1}^{(k)}(x_{i,k-1})p_{n,k}^{(k)}(x_{i,k-1})}, & 1 \leq i \leq k-1, \\
-\frac{\lambda_{j,n}p_{k-1}^2(x_{j,n})p_{n}(y_{i,n-k})}{(y_{i,n-k} - x_{j,n})^2p_{k-1}^{(k)}(y_{i,n-k})p_{n,k}^{(k)}(y_{i,n-k})'}, & k \leq i \leq n-1.
\end{cases}
\]

By using \( (2.4) \) one has

\[
\lambda_{i,k-1} = \frac{-1}{a_kp_{k-1}'(x_{i,k-1})p_k(x_{i,k-1})}.
\]

From \( [8] \) Eq. (2.4) it follows that

\[
a_{1}p_{n-k}^{(k)}(x) = a_k \left(p_{k-1}(x)p_{n-1}^{(1)}(x) - p_n(x)p_{k-2}^{(1)}(x)\right), \tag{4.5}
\]

and for \( x = x_{i,k-1} \) this gives

\[
a_{1}p_{n-k}^{(k)}(x_{i,k-1}) = -a_k p_{k-1}^{(1)}(x_{i,k-1})p_n(x_{i,k-1}).
\]

Then, from the Wronskian formula \( [8] \) Eq. (2.3) one has

\[
a_k \left(p_{k-1}(x)p_{k-1}^{(1)}(x) - p_k(x)p_{k-2}^{(1)}(x)\right) = a_1,
\]

and for \( x = x_{i,k-1} \) this gives

\[
-a_k p_k(x_{i,k-1})p_{k-2}^{(1)}(x_{i,k-1}) = a_1.
\]

Combining all this gives the required expression for \( c_{i,j} \) in \( (4.3) \) for \( 1 \leq i \leq k-1 \). In a similar way it follows from \( (2.4) \) that

\[
\lambda_{i,n-k}^{(k)} = \frac{-1}{a_{n+1}p_{n-k}^{(k)}(y_{i,n-k})p_{n-k-1}^{(k)}(y_{i,n-k})}.
\]
Then from [8, Eq. (2.6)] we find
\[ a_{n+1}\left(p_n(x)p_{n-k+1}^{(k)}(x) - p_{n+1}(x)p_n^{(k)}(x)\right) = a_k p_{k-1}(x), \quad (4.6) \]
which for \( x = y_{i,n-k} \) gives
\[ a_{n+1}p_n(y_{i,n-k})p_{n-k+1}^{(k)}(y_{i,n-k}) = a_k p_{k-1}(y_{i,n-k}). \]
Combining all this gives the expression for \( c_{i,j} \) in [4.3] for \( k \leq i \leq n - 1 \).

Now we show that the column sums are equal to 1. We have
\[
\sum_{i=1}^{n} c_{i,j} = \lambda_{j,n} p_{k-1}^2(x_{j,n}) \left( a_k^2 \sum_{i=1}^{k-1} \frac{\lambda_{i,k-1} p_{k-2}^2(x_{i,k-1})}{(x_{i,k-1} - x_{i,j})^2} + a_k^2 \sum_{i=k}^{n-1} \frac{\lambda_{i,n-k}^{(k)}}{(y_{i,n-k} - x_{i,j})^2} + 1 \right). \quad (4.7)
\]
From the three term recurrence relation (1.1) we find that \( a_k p_k(x_{i,k-1}) = a_{k-1} p_{k-2}(x_{i,k-1}) \) so that
\[
a_k^2 \sum_{i=1}^{k-1} \frac{\lambda_{i,k-1} p_{k-2}^2(x_{i,k-1})}{(x_{i,k-1} - x_{i,j})^2} = a_k^2 \sum_{i=1}^{k-1} \frac{\lambda_{i,k-1} p_{k-2}^2(x_{i,k-1})}{(x_{i,k-1} - x_{i,j})^2}.
\]
From (4.1) we find (for \( k \to n \) and then \( n \to k - 1 \))
\[
\frac{p_{k-2}(z)}{p_{k-1}(z)} = a_{k-1} \sum_{i=1}^{k-1} \frac{\lambda_{i,k-1} p_{k-2}^2(x_{i,k-1})}{z - x_{i,k-1}},
\]
which after taking the derivative and for \( z = x_{j,n} \) gives
\[
\frac{p_{k-2}'(x_{j,n})p_{k-1}(x_{j,n}) - p_{k-2}(x_{j,n})p_{k-1}'(x_{j,n})}{p_{k-1}^2(x_{j,n})} = -a_{k-1} \sum_{i=1}^{k-1} \frac{\lambda_{i,k-1} p_{k-2}^2(x_{i,k-1})}{(x_{j,n} - x_{i,k-1})^2}.
\]
Hence
\[
a_k^2 \sum_{i=1}^{k-1} \frac{\lambda_{i,k-1} p_{k-2}^2(x_{i,k-1})}{(x_{i,k-1} - x_{i,j})^2} = -a_{k-1} \frac{p_{k-2}'(x_{j,n})p_{k-1}(x_{j,n}) - p_{k-2}(x_{j,n})p_{k-1}'(x_{j,n})}{p_{k-1}^2(x_{j,n})}.
\]
Recall the confluent form of the Christoffel-Darboux formula [7, Eq. (3.2.4)] [11, Eq. (1.3.22)]
\[
\sum_{j=0}^{n} p_j^2(x) = a_{n+1}\left(p_{n+1}'(x)p_n(x) - p_{n+1}(x)p_n'(x)\right), \quad (4.8)
\]
then this simplifies to
\[
a_k^2 \sum_{i=1}^{k-1} \frac{\lambda_{i,k-1} p_{k-2}^2(x_{i,k-1})}{(x_{i,k-1} - x_{i,j})^2} = \frac{1}{p_{k-1}^2(x_{j,n})} \sum_{i=0}^{k-2} p_i^2(x_{j,n}). \quad (4.9)
\]
Next, from (1.6) we find (for the associated polynomials)
\[
\frac{p_{n-k-1}^{(k+1)}(z)}{p_n^{(k)}(z)} = a_{k+1} \sum_{i=k}^{n-1} \frac{\lambda_{i,n-k}^{(k)}}{z - y_{i,n-k}},
\]
which after taking the derivative and for $z = x_{j,n}$ gives

$$\left[\frac{p^{(k+1)}_{n-k-1}(x_{j,n})}{p^{(k)}_{n-k}(x_{j,n})} - \frac{p^{(k)}_{n-k}(x_{j,n})}{p^{(k-1)}_{n-k-1}(x_{j,n})}\right] = -a_k \sum_{i=k}^{n-1} \frac{\lambda_{i,n-k}^{(k)}}{(x_{j,n} - y_{i,n-k})^2}.$$

Now use (4.5) to find

$$p^{(k)}_{n-k}(x_{j,n}) = \frac{a_k}{a_1} p_{k-1}(x_{j,n}) p^{(1)}_{n-1}(x_{j,n}),$$

$$p^{(k+1)}_{n-k-1}(x_{j,n}) = \frac{a_k}{a_1} p_k(x_{j,n}) p^{(1)}_{n-1}(x_{j,n}),$$

$$[p^{(k)}_{n-k}(x_{j,n})]' = \frac{a_k}{a_1} \left( p'_{k-1}(x_{j,n}) p^{(1)}_{n-1}(x_{j,n}) + p_{k-1}(x_{j,n}) [p^{(1)}_{n-1}(x_{j,n})]' - p'_{n}(x_{j,n}) p^{(1)}_{k-2}(x_{j,n}) \right),$$

$$[p^{(k+1)}_{n-k-1}(x_{j,n})]' = \frac{a_k}{a_1} \left( p'_{k}(x_{j,n}) p^{(1)}_{n-1}(x_{j,n}) + p_{k}(x_{j,n}) [p^{(1)}_{n-1}(x_{j,n})]' - p'_{n}(x_{j,n}) p^{(1)}_{k-1}(x_{j,n}) \right),$$

then, after some calculus, we find

$$a_k \sum_{i=k}^{n-1} \frac{\lambda_{i,n-k}^{(k)}}{(x_{j,n} - y_{i,n-k})^2} = \frac{1}{p^{2}_{k-1}(x_{j,n})} \left( \frac{p'_{n}(x_{j,n})}{p^{(1)}_{n-1}(x_{j,n})} [p^{(1)}_{k-1}(x_{j,n}) p_{k-1}(x_{j,n}) - p^{(1)}_{k-1}(x_{j,n}) p_{k}(x_{j,n})] \right) \left( \frac{p'_{n}(x_{j,n})}{p^{(1)}_{n-1}(x_{j,n})} - \sum_{i=0}^{k-1} p^{2}_{i}(x_{j,n}) \right).$$

Using the Wronskian (3.6) and the Christoffel-Darboux formula (4.8) gives

$$a_k^2 \sum_{i=k}^{n-1} \frac{\lambda_{i,n-k}^{(k)}}{(x_{j,n} - y_{i,n-k})^2} = \frac{1}{p^{2}_{k-1}(x_{j,n})} \left( a_1 \frac{p'_{n}(x_{j,n})}{p^{(1)}_{n-1}(x_{j,n})} - \sum_{i=0}^{k-1} p^{2}_{i}(x_{j,n}) \right). \quad (4.10)$$

From (1.6) we find

$$\frac{p^{(1)}_{n-1}(x_{j,n})}{p'_{n}(x_{j,n})} = a_1 \lambda_{j,n},$$

so that inserting (4.9) and (4.10) in (4.7) gives

$$\sum_{i=1}^{n} c_{i,j} = 1,$$

which is what we wanted to prove. \qed

**Corollary 4.1.** Suppose $\text{supp}(\mu) \subset [a, b]$ and that $f$ is a convex function on $[a, b]$, then

$$\sum_{i=1}^{k-1} f(x_{i,k-1}) + \sum_{i=k}^{n-1} f(y_{i,n-k}) + f(b_{k-1}) \leq \sum_{j=1}^{n} f(x_{j,n}).$$
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