Neural oscillations can enhance feature recognition, modulate interactions between neurons, and improve learning and memory. Simulational studies have shown that coherent oscillations give rise to windows in time during which information transfer can be enhanced in neuronal networks. Unanswered questions are: 1) What is the transfer mechanism? And 2) how well can a transfer be executed? Here, we present a pulse-based mechanism by which graded current amplitudes may be exactly propagated from one neuronal population to another. The mechanism relies on the downstream gating of mean synaptic current amplitude from one population of neurons to another via a pulse. Because transfer is pulse-based, information may be dynamically routed through a neural circuit. We demonstrate the amplitude transfer mechanism in a realistic network of spiking neurons and show that it is robust to noise in the form of pulse timing inaccuracies, random synaptic strengths and finite size effects. In finding an exact, analytical solution to a fundamental problem of information coding in the brain, graded information transfer, we have isolated a basic mechanism that may be used as a building block for fast, complex information processing in neural circuits.

Understanding information coding is crucial to understanding how neural circuits and systems bind sensory signals into internal mental representations of the environment, process internal representations to make decisions, and translate decisions into motor activity.

Classically, coding mechanisms have been shown to be related to neural firing rate, population activity, and spike timing. Firing rate and population codes are two different ways for a neural system to average spike number to represent graded stimulus information, with population codes capable of faster and more accurate processing since averaging is performed across many fast responding neurons. Thus population and temporal codes are capable of making use of the sometimes millisecond accuracy of spike timing to represent signal dynamics.

The modern understanding of information coding in neural systems has become more nuanced, with investigations focusing on population oscillations. Although classical mechanisms serve as their underpinnings, new mechanisms have been proposed for short-term memory, information transfer via spike coincidence, and information gating that rely on gamma- and theta-band oscillations.

The Lisman-Idiart interleaved-memory (IM) model, Abeles’s synfire network and Fries’s communication–through–coherence (CTC) model all make use of the fact that well-timed oscillatory excitations can provide windows in time during which spikes may be transferred between neurons. However, the extent to which information transfer can be enhanced by coherent oscillations has not been understood.

Here, we show that information contained in the amplitude of a synaptic current may be exactly transferred from one neuronal population to another, as long as well-timed current pulses are injected into the population. Graded current amplitudes are transferred between upstream and downstream populations: A gating pulse excites the upstream population into the firing regime generating a synaptic current in the downstream population. An ongoing inhibition keeps the downstream population silent until the feedforward synaptic current is integrated.

The downstream synaptic current is governed by

$$\tau \frac{d}{dt} I_d = -I_d + S m_u,$$

where $S$ is the synaptic coupling strength, $I_d$ is the downstream synaptic current, $m_u$ is the upstream firing rate and $\tau$ is a synaptic timescale.

During the current transfer epoch, $0 < t < T$,

$$m_u = [I_u(t) + I_0^{Exc} - I_0^{Inh} - g_0]^+$$

(see Appendices for a complete discussion). The amplitude of the excitatory gating pulse, $I_0^{Exc}$ (Fig. 1b, dashed magenta), is set to $I_0^{Inh} + g_0$, allowing the downstream population to integrate the firing rate due to $I_u(t)$ exclusively (Fig. 1b, red). For an exponentially decaying upstream firing rate, $m_u = I_u(t) = Ae^{-t/\tau}$ (Fig. 1b, dashed blue), the integrated downstream current is $I_d(t) = SA \frac{t}{\tau} e^{-t/\tau}$ (Fig. 1b, red). During this time, even though the downstream current is integrated, the ongo-
FIG. 1. Exact current transfer - Mean-field and I&F: a) Circuit diagram for the current transfer mechanism. Excitatory pulse gating the upstream (u) population and ongoing inhibition acting on the downstream (d) population. The upstream population excites the downstream population and transfers its current. b, e) Dynamics of a single current amplitude transfer with \( T/\tau = 1 \) and \( T/\tau = 2 \) with \( \tau = 4 \) ms. Dashed red traces represent the growth and exponential decay of three different current amplitudes, \( I_u(t) \), in the upstream population. Dashed blue traces represent excitatory firing rates of the upstream population. Solid red traces represent the integration and subsequent decay of the downstream current, \( I_d(t) \). Dashed magenta traces represent the excitatory gating pulse current from the upstream population. Magenta traces are displaced from zero for clarity. c, f) Dynamics of two \( N = 100 \) neuron populations of current-based, I&F neurons showing current amplitude transfer averaged over 20 trials. d, g) Mean current amplitudes of twelve current-based, I&F neuronal populations (\( N = 100 \) neurons/population, averaged over 20 trials) successively transferring their currents. Below each of these panels is a plot of one realization of the spike times for all neurons in each respective population. h) Dynamics of a single current amplitude transfer between two gating periods, with \( T/\tau = 0.8 \) and \( T/\tau = 1.2 \). i) Dynamics of two \( N = 100 \) neuron populations showing current amplitude transfer with the same gating periods as in i). j) Five graded current amplitude transfers between six populations with \( T/\tau = 0.8 \), followed by a transfer to \( T/\tau = 1.2 \), followed by five equally graded transfers with \( T/\tau = 1.2 \).

For \( T < t < 2T \), the downstream population is gated by an excitatory pulse, while the upstream population ceases firing. Thus, the downstream synaptic current decays exponentially from its value at \( t = T \) (Fig. 1b, red). So that we have

\[
I_d(t) = S A \frac{T}{\tau} e^{-T/\tau} e^{-(t-T)/\tau}
\]

and \( m_d = [I_d(t) + I^{Exc}_0 - I^{Inh}_0 - g_0]^+ = I_d(t) \). For exact transfer, we need \( I_d(t-T) = I_u(t) \), requiring \( S_{exact} = \frac{T}{\tau} e^{T/\tau} \).

This mechanism has a number of features that are represented in the analytic solution: 1) Exact transfer is possible for any \( T \) and \( \tau \). This means that transfer may be enacted on a wide range of time scales. This range is set roughly by the value of \( S_{exact} \). Roughly, \( 0.1 < T/\tau < 4 \) gives \( S \) small enough that firing rates are not excessive. 2) \( \tau \) sets the “reoccupation time” of the upstream population. After one population has transferred its amplitude to another, the current amplitude must fall suf-
Sufficiently close to zero for a subsequent exact transfer. Synapses mediated by AMPA (NMDA) allow repeated exact transfers in the gamma (theta) band, respectively.

3) Pulse-gating controls information flow, not information content. As an example, one upstream population may be synaptically connected to two (or more) downstream populations. The graded current amplitude may then be selectively transferred downstream depending on whether one, the other, or both downstream populations are pulsed appropriately. This allows the functional connectivity of neural circuits to be plastic and rapidly controllable by pulse generators. 4) $S_{\text{exact}}$ has an absolute minimum at $T/\tau = 1$, and, except at the minimum, there are always two values of $T/\tau$ that give the same value of $S$. This means, for instance, that an amplitude transferred via a short pulse may subsequently be transferred by a long pulse and vice versa (see Fig. 1h,i,j). Thus, not only may downstream information be multiplexed using pulse-based control, but the time scale of the mechanism may also be varied from transfer to transfer.

The means by which the mechanism can fail are also readily apparent: 1) The pulse might not be accurately timed. 2) Synaptic strengths might not be correct for exact transfer. 3) The amplitude of the excitatory pulse $I_{\text{exc}}^0$ might not precisely cancel the effective threshold $I_{\text{inh}}^0 + g_0$. 4) The mean-field approximation might break down due to too few neurons in the neuronal populations.

In Fig. 1, we demonstrate the mechanism in both mean-field and spiking models. Fig. 1b and e show the exact, mean-field transfer solution for $T/\tau = 4$ ms and $T = 2\tau = 8$ ms. Fig. 1c and f show corresponding transfer between populations of $N = 100$ current-based, integrate-and-fire (I&F) neurons. Fig. 1d and g show mean currents computed from simulations of I&F networks with $N = 100$. Mean amplitude transfer for these populations is very nearly identical to the exact solution and, as may be seen, graded amplitudes are transferred across many synapses and are still very accurately preserved. Fig. 1h shows how integration period, $T$, may be changed within a sequence of successive transfers.

In Fig. 2, we investigate the mean current variability for the transfer mechanism in the spiking model due to the modes of failure discussed above for $T/\tau = 1$ with $\tau = 4$ ms. Fig. 2a shows the distribution of mean current amplitudes from current-based, I&F neuronal simulations. a) $N = 1000$. b) $N = 100$. c) $N = 100$ with the start and end times of each pulse jittered uniformly by 10% of the pulse width. d) $N = 100$ with synaptic coupling jittered uniformly by 2%. Gray scale: White denotes 0 probability, Black denotes probability maximum. All distributions sum to unity along the vertical axis.

The existence of exact graded transfer mechanisms, such as the one that we have found, goes a long way toward clarifying why the brain can be such a precise computer. It also points toward a natural modular organization wherein each circuit would be expected to have 1) sparsely coupled populations of neurons that encode information content, 2) pattern generators that provide accurately timed pulses to control information flow, and 3) regulatory mechanisms for maintaining optimal trans-
fer.

A huge literature now exists implicating oscillations as an important mechanism for information coding. Our mechanism provides a fundamental building block with which graded information content may be encoded and transferred in current amplitudes, dynamically routed with coordinated pulses, and transformed and processed via synaptic weights. From this perspective, coherent oscillations may be an indication that a neural circuit is performing complex computations pulse by pulse.
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Appendix

Circuit Model

Our model circuit consists of a set of \( j = 1, \ldots, M \) populations, each with \( i = 1, \ldots, N \) neurons, with sparse feedforward connectivity. The probability that neuron \( i \) in population \( j \) synapses on neuron \( k \) in population \( j + 1 \) is \( p_{ik} = p \). In our simulations, \( pN = 80 \).

The excitatory pulse on neurons in population \( j \) is

\[
I_j^{\text{Exc}}(t) = (I_0^{\text{Exc}} + \epsilon)(\theta(t - jT) - \theta(t - (j + 1)T)),
\]

where \( \theta(t) \) is the Heaviside step function: \( \theta(t) = 0 \), \( t < 0 \) and \( \theta(t) = 1 \), \( t > 0 \). The ongoing inhibitory current is \( I_j^{\text{Inh}}(t) = I_0^{\text{Inh}} \). To avoid excessive synchronization, intrinsic noise is introduced in the excitatory pulse amplitude via \( \epsilon \), where \( \epsilon \sim N(0, \sigma^2) \), with \( \sigma = g_{\text{Leak}}/50 \).

Our network consists of a system of current-based, integrate-and-fire (I&F) point neurons. Individual neurons have membrane potentials, \( v_{i,j} \), described by

\[
\frac{dv_{i,j}}{dt} = -g_{\text{Leak}}(v_{i,j} - V_{\text{Leak}}) + I_{i,j}^{\text{Total}}
\]

and

\[
\tau \frac{dI_{i,j}^{s}}{dt} = -I_{i,j}^{s} + S \sum_{k} \delta(t - t_{i,j}^{k}),
\]

with \( i = 1, \ldots, N \) and \( j = 1, \ldots, M \), synaptic currents

\[
I_{i,j}^{\text{Total}} = I_{i,j}^{s} + I_j^{\text{Exc}} - I_j^{\text{Inh}}
\]

and \( V_{\text{Leak}} \) is the leakage potential. Here, \( \tau \) is a current relaxation timescale depending on the type of neuron (typical time constants are \( \tau_{\text{AMPA}} \sim 3 - 11 \) ms or \( \tau_{\text{NMDA}} \sim 60 - 150 \) ms). Individual spike times, \( \{t_{i,j}^{k}\} \), with \( k \) denoting spike number, are determined by the time when the voltage \( v_{i,j} \) reaches the threshold voltage \( V_{\text{Thres}} \), at which time the voltage is reset to \( V_{\text{Reset}} \). We use units in which only time retains dimension (in seconds): the leakage conductance is \( g_{\text{Leak}} = 50/\text{sec} \). We set \( V_{\text{Reset}} = V_{\text{Leak}} = 0 \) and normalize the membrane potential by the difference between the threshold and reset potentials, \( V_{\text{Thres}} - V_{\text{Reset}} = 1 \). For the simulations reported here, we use \( I_0^{\text{Exc}} = 180 \) and \( I_0^{\text{Inh}} = 150 \).

This network is effectively a synfire chain with prescribed pulse input \([126][23][30]\).

Mean-field Equations

Averaging (coarse-graining) spikes over time and over neurons in population \( j \) (see, e.g. Shelley and McLaughlin \([31]\)) produces a mean firing rate equation given by

\[
m_j = \frac{-g_{\text{Total}}}{\ln\left(g_{\text{Total}}(V_{\text{Thres}} - V_{\text{Reset}}) + g_{\text{Total}}(V_{\text{Thres}} - V_{\text{Reset}})\right)} \cdot
\]

where \( g_{\text{Total}} = g_{\text{Leak}} \), \( V_{\text{Thres}} \) is the threshold voltage, and

\[
I_j^{\text{Total}} = I_j^{\text{Exc}} - I_j^{\text{Inh}}.
\]

The feedforward synaptic current, \( I_{j+1} \), is described by

\[
\tau \frac{dI_{j+1}}{dt} = -I_{j+1} + S m_j.
\]

The downstream population receives excitatory input, \( m_j \), with synaptic coupling \( S \) from the upstream population. As in the I&F simulation, we set, \( V_{\text{Reset}} = 0 \), and non-dimensionalize the voltage using \( V_{\text{Thres}} - V_{\text{Reset}} = 1 \), so that

\[
m_j = \frac{-g_{\text{Leak}}}{\ln\left(g_{\text{Leak}} + g_{\text{Leak}}\right)} \cdot
\]

The f-I curve can be approximated by

\[
m(I) \approx [m(I_0) + m'(I_0)(I - I_0)]
\]

\[
\approx [m'(I_0) I - (m'(I_0) I_{\text{Reset}} - m(I_0))] + I - I_{\text{Reset}}
\]

near \( I \approx I_0 \), where \( m'(I_0) \approx 1 \) (here the prime denotes differentiation), and letting \( g_0 = m'(I_0) I_0 - m(I_0) \) be the effective threshold in the linearized f-I curve.

Exact Transfer

We consider transfer between an upstream population and a downstream population, denoted by \( j = u \) and \( j + 1 = d \).
For the downstream population, for \( t < 0, I_d = 0 \). This may be arranged as an initial condition or by picking a sufficiently large \( I_0^{\text{inh}} \), with
\[
\frac{d}{dt} I_d = -I_d + S[I_u(t) - I_0^{\text{inh}} - g_0]^+.
\]
At \( t = 0 \), the excitatory gating pulse is turned on for the upstream population for a period \( T \), so that for \( 0 < t < T \), the synaptic current of the downstream population obeys
\[
\frac{d}{dt} I_d = -I_d + S[I_u(t) + I_0^{\text{exc}} - I_0^{\text{inh}} - g_0]^+.
\]
Therefore, we set the amplitude of the excitatory gating pulse to be \( I_0^{\text{exc}} = I_0^{\text{inh}} + g_0 \) to cancel the threshold. Making the ansatz \( I_u(t) = Ae^{-t/\tau} \), we integrate
\[
\frac{d}{dt} I_d = -I_d + SI_u
\]
to obtain the expression
\[
I_d(t) = SA\frac{t}{\tau}e^{-t/\tau}, \quad 0 < t < T.
\]
During this time, ongoing inhibition is acting on the downstream population to keep it from spiking, i.e., we have
\[
m_d(t) = [I_d(t) - I_0^{\text{inh}} - g_0]^+ = 0.
\]
For \( T < t < 2T \), the downstream population is gated by an excitatory pulse, while the upstream population is silenced by ongoing inhibition. The downstream synaptic current obeys
\[
\frac{d}{dt} I_d = -I_d
\]
with
\[
I_d(T) = SA\frac{T}{\tau}e^{-T/\tau}, \quad T < t < 2T.
\]
so that we have
\[
I_d(t) = SA\frac{T}{\tau}e^{-T/\tau}e^{(-t-T)/\tau}, \quad T < t < 2T
\]
and
\[
m_d = [I_d(t) + I_0^{\text{exc}} - g_0]^+ = I_d(t).
\]
For exact transfer, we need \( I_d(t - T) = I_u(t) \), therefore we write
\[
SA\frac{T}{\tau}e^{-T/\tau} = A.
\]
So we have exact transfer with \( S_{\text{exact}} = \frac{T}{\tau}e^{T/\tau} \).

To recap, we have the solution
\[
I_d(t) = \begin{cases} 
SA\frac{t}{\tau}e^{-t/\tau}, & 0 < t < T \\
SA\frac{T}{\tau}e^{-T/\tau}, & T < t < \infty 
\end{cases}
\]
and
\[
m_d(t) = \begin{cases} 
0, & 0 < t < T \\
SA\frac{T}{\tau}e^{-T/\tau}, & T < t < 2T \\
0, & 2T < t < \infty 
\end{cases}
\]
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