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Abstract

This paper describes a system submitted to SemEval-2014 Task 4B: Sentiment Analysis in Twitter, by the team UMCC DLSI Sem integrated by researchers of the University of Matanzas, Cuba and the University of Alicante, Spain. The system adopts a cascade classification process that uses two classifiers, K-NN using the lexical Levenshtein metric and a Dagging model trained over attributes extracted from annotated corpora and sentiment lexicons. Phrases that fit the distance thresholds were automatically classified by the KNN model, the others, were evaluated with the Dagging model. This system achieved over 52.4% of correctly classified instances in the Twitter message-level subtask.

1 Introduction

Nowadays, one of the most important sources of data to extract useful and heterogeneous knowledge is Textual Information. Daily, millions of Tweets, SMS and blog comments increase the huge volume of information available for researchers. Texts can provide factual information, such as: descriptions, lists of characteristics, or even instructions to opinion-based information, which would include reviews, emotions, or feelings (Gutiérrez et al., 2013). These facts have motivated that dealing with the identification and extraction of opinions and sentiments in texts requires special attention. Applications of Sentiment Analysis are now more common than ever in fields like politics and business. More than 50 systems participating in this task, clearly indicate the increase of interest in the scientific community.

Twitter messages can be found among the most used corpora nowadays for Sentiment Analysis (SA). This kind of messages involves an evident informality which has been addressed in different ways. For example, there are some works like (Gutiérrez et al., 2013) that apply normalisation textual tools to reduce the informality of the twitter messages. Authors such as (Go et al., 2009), (Gutiérrez et al., 2013), (Fernández et al., 2013) and others are focused on the application of preprocessing processes and feature reduction to be able to standardise twitter messages and reduce different types of elements like hashtags, user nicks, urls, etc.

In terms of those techniques that can be used for SA, we can cite (Pang et al., 2002) who built a lexicon with associated polarity value, starting with a set of classified seed adjectives and using conjunctions (and) disjunctions (or, but) to deduce the orientation of new words in a corpus. This research was based on machine learning techniques to address Sentiment Classification. Other interesting research is (Turney, 2002), which classifies words according to their polarity based on the idea that terms with similar orientation tend to co-occur in documents. There are a large quantity of approaches to deal with SA, and basically most of them are based on word bags and/or annotated corpora as knowledge base. Based on this information the SA systems are able to apply different types of evaluation techniques such as machine learning or statistic formulas to predict the correct classification. As part of machine learning approaches we would like to mention those works such as (Go et al., 2009), (Mohammad et al., 2013) and others that were based on feature vectors and which cover a wide range settings of SA. As a starting point, we based this work on the (Mohammad et al., 2013) approach, adding...
new features extracted from the sentiment repositories Sentiment 140 \(^1\) and NRC-Hashtag Sentiment (Mohammad and Turney, 2013).

The remainder of this paper is structured as follows: section 2 describes in detail the approach presented. In section 3 we explain the experiments we carried out. Finally in section 4 conclusions and future works are expounded.

2 System Description

In this section we present our system in detail which is able to classify the polarity of tweets as positive, negative, or neutral.

The system is structured in two main stages. The first stage consists of classifying a given tweet. For that, we first recovered all the tweets from the training corpus that have a similarity value greater than a fixed threshold \(T\). The second stage consists of classifying using the \(K\)-NN rule (Coomans and Massart, 1982), considering as \(K\) all tweets recovered. The process begins with \(T = 0.9\) decreasing it until \(T = 0.6\). In section 3 we will explain how these values were determined.

As similarity metric we use the Levenshtein (Levenshtein, 1966) lexical distance. In case that we cannot find any tweet fulfilling the condition, the tweet polarity is assigned using a second classifier trained using Dagging which combines several Logistic classifiers set by WEKA as default.

2.1 Preprocessing

The first step in our system is to pre-process all tweets. The following operations were applied in the given order.

- Replacing emoticons: Each emoticon is replaced by a word according to a lexicon of emoticons. The meanings of the emoticons were taken from http://en.wikipedia.org/wiki/List_of_emoticons.

- Replacing acronyms: Each acronym is replaced by its meaning. The meanings of the acronyms were taken from http://www.acronymfinder.com/.

- Cleaning text: Remove not alphanumeric characters from the tweet.

- Replacing abbreviations: Each abbreviation is replaced by its respective words.

- Lemmatising: Each word is replaced by its lemma. We use Freeling 3.0 (Padró and Stanilovsky, 2012) for this purpose. We only retain lemmas corresponding to adjectives, adverbs, interjections, nouns and verbs.

- Expanding contractions: Each contraction is replaced by its respective word. The contractions were taken from http://www.softschools.com/language_arts/grammar/contractions/contractions_list/.

- Deleting punctuation marks.

- Deleting stop words. The stop words were taken from http://www.ranks.nl/stopwords.

2.2 Recovering tweets from similarity

As it was explained before, in a first step we tried to classify tweets using the \(K\)-NN rule. To recover the \(K\) similar tweets we used the Levenshtein metric (Levenshtein, 1966). This measure allows to compute the similarity of two strings of symbols counting the minimum number of deletions, substitutions and insertions necessary to transform one string into another. In our case, each word in the string is considered as a symbol. In the future we plan to improve this metric using Levenshtein at word level and then at sentence level. This metric is known as DLED (Double Levenshteins Edit Distance) and will be taken from (Fernández et al., 2012).

2.3 Features for Dagging classifier

We represented each tweet as a vector of features based in (Mohammad et al., 2013) plus other new ones. Also we used the lexicons Sentiment 140 and NRC-Hashtag Sentiment as it was defined by Mohammad.

Also two new lexicons, named NRC Emotion Lexicon 1.0 and NRC Emotion Lexicon 2.0 were derived from the NRC Emotion Lexicon (Mohammad and Turney, 2013). In the first case we associated to each word just the values in the columns positive and negative of NRC Emotion Lexicon, thus, no sentiment score was computed.
For the second lexicon, the positive score was calculated as the sum of the values for the classifications positive, anticipation, joy, surprise and trust. On the other hand, the negative score was computed as the sum of the values for the classifications negative, anger, disgust, fear, sadness and trust.

In each case we computed the following attributes:

- Pos: Sum of the positive scores of each token in the tweet over the number of tokens in the tweet.
- Neg: Sum of the negative scores of each token in the tweet over the number of tokens in the tweet.
- PercentPos: \( \frac{100 \times P_{\text{os}}}{P_{\text{os}} + N_{\text{eg}}} \)
- MissNGram: Percent of tokens in the tweet that were not found in the lexicon.

For the Sentiment 140 and NRC-Hashtag Sentiment lexicons we also computed the feature:

- SSE: Sum of the sentiment score of each token in the tweet over the number of tokens in the tweet.

Based on the information involved into Sentiment 140 and NRC-Hashtag Sentiment lexicons, unigrams, bigrams and pairs were tokenised involving any non-contiguous combination of the previous n-grams. With respect to the pairs extraction were considered the following possibilities: unigram-unigram, unigram-bigram and bigram-bigram. Similar to (Mohammad et al., 2013) different set of attributes were generated for each type of token. As result an initial set of 50 attributes were obtained.

In the case of the new lexicons (NRC Emotion Lexicon 1.0 and NRC Emotion Lexicon 2.0), only unigrams were considered. Moreover, the feature SSE was not computed. So, another 8 features were taken into account with respect to these lexicons.

Finally we computed:

- NCL: Percent of tokens in capital letters.
- NoE: Number of emoticons in the tweet.
- NoA: Number of acronyms in the tweet.

In general the system works with a total of 61 attributes.

### 2.4 Classifier Design

As training set, we joined the preprocessed tweets from both the train and development sets provided by the Task9B of Semeval-2014. The Dagging classifier was trained using this set with the following parameters `-F 15 -S 1 -W weka.classifiers.functions.Logistic - -R 1.0E-8 -M -1` using a 10 fold cross-validation as evaluation method.

### 3 Experiments

The experiments were evaluated over the training dataset provided by Task 9: Sentiment Analysis in Twitter, subtask B. Based on the explanation provided in section 2 according to the initialisation of the threshold \( T \) to ensure that the \( K \) similar tweets are in fact similar enough, we carried out an experiment for different values of \( T \). These experiments refer an analysis to know how the variation of \( T \) affects the classification results.

| T  | % CCI |
|----|-------|
| 0.9| 86.7  |
| 0.8| 83.3  |
| 0.7| 74.1  |
| 0.6| 67.2  |
| 0.5| 61.1  |
| 0.4| 55.0  |
| 0.3| 56.0  |

Table 1: Results of the \( K \)-NN classifier using Levenshtein metric.

| T  | % CCI |
|----|-------|
| 0.9| 81.2  |
| 0.8| 83.3  |
| 0.7| 74.1  |
| 0.6| 66.7  |
| 0.5| 63.1  |
| 0.4| 60.6  |
| 0.3| 54.2  |

Table 2: Results of the \( K \)-NN classifier using Matching Coefficient metric.

The first stage of the system was applied to compute the number of instances which have at least one instance with a similarity value greater than \( T \). We computed the percent of instances correctly classified \( (%CC1) \). Table 1 shows the behaviour of the system when \( T \) changes. Table 2 shows the results of the \( K \)-NN classifier using
Matching Coefficient metric (http://www.ccoli.uni-saarland.de/courses/LT1/2011/slides/stringmetrics.pdf). This metric counts the quantity of matched symbols (words in this case) between two sentences.

Furthermore, we repeated this experiment using the Matching Coefficient similarity metric to better tuning the algorithm and to evaluate if the results behave in a similar way when $T$ changes. In both cases, we use the implementation provided in the SimMetrics library.

As those results shows, when $T$ decrease the accuracy decrease too. In practice, for the values of $T$ lower than 0.6 the results are worse than 61.4% using the Dagging classifier in the 10 fold cross-validation. For that reason, as was mentioned in 2, we only tried to apply the first stage for values of $T \geq 0.6$.

We evaluated our system in the challenge Task 4B: Sentiment Analysis in Twitter, using the provided training and test data of this challenge. Based on the classifier obtained in the training process we tested our system over the test dataset achieving values of $\%CC1$ up to 55.4. Table 3 show detailed results for each of the 5 different sources.

| System          | LiveJournal2014 | SMS2013 | Twitter2013 | Twitter2014 | Twitter2014Sarcasm |
|-----------------|-----------------|---------|-------------|-------------|--------------------|
| Best result     | 74.8            | 70.3    | 72.1        | 71.0        | 58.2               |
| Average result  | 63.5            | 55.6    | 59.8        | 60.6        | 45.4               |
| UMCC-DLSI-Sem   | **53.1**        | **50.0**| **52.0**    | **55.4**    | **42.8**           |
| Worse result    | 29.3            | 24.6    | 34.2        | 33.0        | 29.0               |

Table 3: Results in the SemEval-2014 Task 4B.
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