Joint distribution of new sample rank of bivariate order statistics
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Let \((X_k, Y_k), \ k = 1, \ldots, n,\) be independent copies of bivariate random vector \((X, Y)\) with joint cumulative distribution function \(F(x, y)\) and probability density function \(f(x, y)\). For \(1 \leq r, s \leq n,\) the vector of order statistics of \(X_{1:n} \leq X_{2:n} \leq \cdots \leq X_{n:n}\) and \(Y_{1:n} \leq Y_{2:n} \leq \cdots \leq Y_{n:n},\) respectively, is denoted by \((X_{r:n}, Y_{r:n}).\) Let \((X_{n+i}, Y_{n+i}), i = 1, 2, \ldots, m,\) be a new sample from \(F(x, y),\) which is independent from \((X_k, Y_k), \ k = 1, 2, \ldots, n.\) Let \(\xi_1\) be the rank of order statistics \(X_{r:n}\) in a new sample \(X_{n+1}, X_{n+2}, \ldots, X_{n+m}\) and \(\xi_2\) be the rank of order statistics \(Y_{s:n}\) in a new sample \(Y_{n+1}, Y_{n+2}, \ldots, Y_{n+m}.\) We derive the joint distribution of discrete random vector \((\xi_1, \xi_2)\) and a general scheme wherein the distributions of new and old samples are different is considered. Numerical examples for given well-known distribution are also provided.
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where \(\pi_{11} = F(x, y), \pi_{12} = F_X(x) - F(x, y), \pi_{21} = F_Y(y) - F(x, y), \pi_{22} = 1 - F_X(x) - F_Y(y) + F(x, y)\) and \(a = \max(0, i + j - n), b = \min(i, j)\) (see [6]).
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The distribution of bivariate order statistics can be easily obtained from the bivariate binomial distribution, which was first introduced by Aitken and Gonin [1]. Although bivariate binomial distribution is closely related to multinomial distribution, they differ greatly. Modifying the bivariate binomial model allows us to obtain conditional distributions of bivariate order statistics, which are important in several applications. Recently, Bairamov and Kemalbay [3] introduced new modifications of bivariate binomial distribution, which can be applied to derive the distribution of bivariate order statistics if a certain number of observations are within the given threshold set. These conditional distributions can be applied in studying the dependence among financial markets and in reliability analysis of complex systems. Bairamov and Bayramoglu [2] introduced new bivariate distributions based on Baker’s distributions, using the joint distribution of bivariate order statistics if a certain number of observations are within the given threshold set.

Considering a bivariate sample, David et al. [7] studied the distribution of the sample rank for a concomitant of an order statistic. Eryilmaz and Bairamov [9] studied joint distribution of ranks of an order statistic and its concomitant among a new sample. In this paper, we consider a random sample \((X_1, Y_1), (X_2, Y_2), \ldots, (X_n, Y_n)\) with absolutely continuous cdf \(F(x, y)\), which can be considered a training sample, and another random sample \((X_{n+1}, Y_{n+1}), (X_{n+2}, Y_{n+2}), \ldots, (X_{n+m}, Y_{n+m})\) with absolutely continuous cdf \(G(x, y)\), which can be considered the control. Let \(\xi_1\) be the rank of \(X_{rn}\) in the new sample \(X_{n+1}, X_{n+2}, \ldots, X_{n+m}\) and \(\xi_2\) be the rank of \(Y_{rn}\) in \(Y_{n+1}, Y_{n+2}, \ldots, Y_{n+m}\). The joint distribution of the discrete random vector \((\xi_1, \xi_2)\) is obtained using the bivariate binomial distribution. Numerical examples with well known bivariate underlying distribution are provided. The motivation for this study may be the following example: Denote by \((X_i, Y_i), i = 1, 2, \ldots, n\), two test results taken by \(n\) individuals, where \(X\) and \(Y\) are assumed to be dependent random variables with joint cdf \(F(x, y)\) and \((X_1, Y_1), (X_2, Y_2), \ldots, (X_n, Y_n)\) are independent random vectors. Assume that an individual under consideration occupies the \(r\)th place in the first test and \(s\)th place in the second test, and that the individual’s test results are being compared with the test results of new individuals with different conditions. What is the probability that the order of the first test for the individual is \(p\) and that the order of the second test is \(q\), in the new sample results of a new test? The required probability is, \(P[\xi_1 = p, \xi_2 = q]\).

Throughout this paper, we use the following notations: \(f(x, y) = \partial^2 F(x, y)/\partial x \partial y = F^{1, 1}(x, y), f_X(x) = \partial F_X(x)/\partial x\) and \(f_Y(y) = \partial F_Y(y)/\partial y\). Furthermore, \(F^{1, -}(x, y) = \partial F(x, y)/\partial x\) and \(F^{-1}(x, y) = \partial F(x, y)/\partial y\).

2. Auxiliary results

**Lemma 1** [5] The joint pdf of the bivariate order statistics \(X_{rn}\) and \(Y_{sn}\), \(1 \leq r, s \leq n\), is

\[
f_{r,s,n}(x, y) = \sum_{t_1=a_1}^{a_2} C_1[F(x, y)]^{t_1}[F_X(x) - F(x, y)]^{r-1-t_1}[F_Y(y) - F(x, y)]^{s-1-t_1}
\]

\[
\times \left[ \frac{F(x, y)}{t_1} \right]^{n-r-s+t_1+1} f(x, y)
\]

\[
+ \sum_{t_2=d_1}^{d_2} \sum_{t_3=c_1}^{c_2} \sum_{t_4=b_1}^{b_2} C_2[F(x, y)]^{t_1}[F_X(x) - F(x, y)]^{r-1-t_1-t_2}
\]

\[
\times [F_Y(y) - F(x, y)]^{s-1-t_1-t_2}[F(x, y)]^{p-r-s+t_1+t_2+t_4}
\]

\[
\times [F^{1, -}(x, y)]^{t_2} [f_Y(y) - F^{1, -}(x, y)]^{1-t_2}
\]

\[
\times [F^{-1}(x, y)]^{t_4} [f_X(x) - F^{-1}(x, y)]^{1-t_4},
\]

(1)
where the lower and upper bounds for the summations are

\[
\begin{align*}
a_1 &= \max(0, r + s - n - 1), \quad a_2 = \min(r - 1, s - 1), \\
b_1 &= \max(0, r + s - n - t_2 - t_4), \quad b_2 = \min(r - t_2 - 1, s - t_4 - 1), \\
c_1 &= \max(0, r - n + 1), \quad c_2 = \min(1, r - 1), \\
d_1 &= \max(0, s - n + 1), \quad d_2 = \min(1, s - 1)
\end{align*}
\]

and the constants $C_1, C_2$ are

\[
\begin{align*}
C_1 &= \frac{n!}{t_1! (r - 1 - t_1)!(s - 1 - t_1)!(n - r - s + t_1 + 1)!}, \\
C_2 &= \frac{n!}{t_1! (r - 1 - t_1 - t_2)!(s - 1 - t_1 - t_2)!(n - r - s + t_1 + t_2 + t_4)!}.
\end{align*}
\]

Formula (1) is from a paper by Barakat [5], who used this pdf for the derivation of product moments of bivariate order statistics from any arbitrary continuous distribution function. Barakat’s formula is correct, but he provided only the key component of the proof. Because this pdf is important in many calculations concerning bivariate order statistics, we provide the complete proof of this formula in the supplementary appendix. In the proof, we follow the same method followed by Barakat and use a multinomial-distribution based scheme.

3. Joint distribution of the new sample rank of $X_{r:n}$ and $Y_{s:n}$

Let $(X_1, Y_1), (X_2, Y_2), \ldots, (X_n, Y_n)$ be independent copies of random vector $(X, Y)$ with absolutely continuous cdf $F(x, y)$ and joint pdf $f(x, y)$. The marginal cdfs and pdfs of $X$ and $Y$ are denoted by $F_X(x)$; $F_Y(y)$ and $f_X(x)$; $f_Y(y)$, respectively. Let $X_{r:n}$ and $Y_{s:n}$ be the $r$th and $s$th order statistics of $X$ and $Y$ samples, respectively. Further, assume that $(X_{n+1}, Y_{n+1}), (X_{n+2}, Y_{n+2}), \ldots, (X_{n+m}, Y_{n+m})$ ($m \geq 1$) is another random sample with absolutely continuous cdf $G(x, y)$ and joint pdf $g(x, y)$. We assume that the two samples $(X_{n+1}, Y_{n+1}), (X_{n+2}, Y_{n+2}), \ldots, (X_{n+m}, Y_{n+m})$ ($m \geq 1$) and $(X_1, Y_1), (X_2, Y_2), \ldots, (X_n, Y_n)$ are independent.

For $1 \leq r, s \leq n; m \geq 1$, we define the random variables $\eta_1$ and $\eta_2$ as follows:

\[
\begin{align*}
\eta_1 &= \sum_{i=1}^{m} I_{(X_{n:i} - X_{n:i})}, \\
\eta_2 &= \sum_{i=1}^{m} I_{(Y_{n:i} - Y_{n:i})},
\end{align*}
\]

where $I_{(x)} = 1$ if $x \geq 0$ and $I_{(x)} = 0$ if $x < 0$ is an indicator function. Random variables $\eta_1$ and $\eta_2$ are referred to as exceedance statistics. Clearly, $\eta_1$ shows the total number of new $X$ observations $X_{n+1}, X_{n+2}, \ldots, X_{n+m}$, which does not exceed a random threshold based on the $r$th order statistic $X_{r:n}$, and is constructed from the previous $X$ sample $X_1, X_2, \ldots, X_n$. Similarly, $\eta_2$ is the number of new observations $Y_{n+1}, Y_{n+2}, \ldots, Y_{n+m}$, which does not exceed $Y_{s:n}$. The random variable $\xi_1 = \eta_1 + 1$ indicates the rank of $X_{r:n}$ in the new sample $X_{n+1}, X_{n+2}, \ldots, X_{n+m}$, and the random variable $\xi_2 = \eta_2 + 1$ indicates the rank of $Y_{s:n}$ in the new sample $Y_{n+1}, Y_{n+2}, \ldots, Y_{n+m}$.
The joint probability mass function (pmf) of the random variables $\xi_1$ and $\xi_2$ is given in the following theorem.

**Theorem 1**  
The joint pmf of $\xi_1$ and $\xi_2$ is

$$
P[\xi_1 = p, \xi_2 = q] = P[\eta_1 = p - 1, \eta_2 = q - 1]$$

$$= \sum_{l=\max(0,p+q-m-2)}^{\min(p-1,q-1)} C_{m,l,p,q} \left\{ \sum_{i=1}^{d_2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} [G(x,y)]^l \times [G_X(x) - G(x,y)]^{q-l-1} [G_Y(y) - G(x,y)]^{q-l-1} \right.$$  

$$\times [G_Y(y) - G(x,y)]^{q-l-1} \sum_{i=1}^{d_2} \int_{-\infty}^{\infty} [G(x,y)]^l \times [F(x,y)]^n [F_X(x) - F(x,y)]^{n-r-s+l+1}$$

$$\times [F(x,y)]^n [F_Y(y) - F(x,y)]^{s-1-l} dx\ dy$$

$$+ \sum_{i=1}^{d_2} \sum_{i=1}^{d_2} C_2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} [G(x,y)]^l \times [G_X(x) - G(x,y)]^{q-l-1} [G_Y(y) - G(x,y)]^{q-l-1} \left[ G_X(x) - G(x,y) \right]^{q-l-1}$$

$$\times [F(x,y)]^n [F_X(x) - F(x,y)]^{n-r-s+l+1}$$

$$\times [F_Y(y) - F(x,y)]^{s-1-l} dx\ dy \right\};$$

where

$$C_{m,l,p,q} = \frac{m!}{l!(p-l-1)!(q-l-1)!(m-p-q+l+2)!},$$

the upper and lower bounds $a_1, a_2, b_1, b_2, c_1, c_2, d_1, d_2$ and the constants $C_1, C_2$ are as given in Equations (2) and (3), respectively.

**Proof**  
Assume that in a fourfold sampling scheme, the outcome of the random experiment is one of the events $A_iB_i, A_iB^c_i, A^c_iB_i$ and $A^c_iB^c_i$, $i = 1, 2, \ldots, m$, where $A_i = \{X_{n+i} \leq X_{i,n}\}$, $B_i = \{Y_{n+i} \leq Y_{i,n}\}$, and the events $A^c_i$ and $B^c_i$ are the complements of the events $A_i$ and $B_i$, respectively. Assuming that the event $\{\eta_1 = p - 1, \eta_2 = q - 1\}$ occurs. Furthermore, assuming that $l$ of the events $A_iB_i, i = 1, 2, \ldots, m$, occur, then $p - l - 1, q - l - 1$ and $m - p - q + l + 2$ of the events $A_iB^c_i, A^c_iB_i$ and $A^c_iB^c_i$, $1, 2, \ldots, m$, respectively, will occur. On the other hand, by conditioning on $X_{i,n} = x$ and $Y_{i,n} = y$, we get $P(AB) = P(A_iB_i) = P(X_{n+i} \leq x, Y_{n+i} \leq y)$, $P(AB^c) = P(A_iB^c_i) = P(X_{n+i} \leq x, Y_{n+i} > y)$, $P(A^cB) = P(A^c_iB_i) = P(X_{n+i} > x, Y_{n+i} \leq y)$ and $P(A^cB^c) = P(A^c_iB^c_i) = P(X_{n+i} > x, Y_{n+i} > y)$. Therefore, we get

$$P[\xi_1 = p, \xi_2 = q]$$

$$= P[\eta_1 = p - 1, \eta_2 = q - 1]$$

$$= P\left\{ \sum_{i=1}^{m} I(X_{i,n} - X_{n+i}) = p - 1, \sum_{i=1}^{m} I(Y_{i,n} - Y_{n+i}) = q - 1 \right\}$$


Using Lemma 1 in Equation (7), we obtain Equation (4).

By the definition of a bivariate binomial distribution with fourfold sampling scheme described above, we obtain

\[
P\left\{ \sum_{i=1}^{m} I(x_{ni}-x_{ni}) = p - 1, \sum_{i=1}^{m} I(y_{ni}-y_{ni}) = q - 1 \right\} = \min(p-1,q-1) \sum_{l=\max(0,p+q-m-2)}^{\min(p-1,q-1)} C_{m,l,p,q} [P(AB)]^{l} [P(ABc)]^{p-l-1} \times [P(A^c B)]^{q-l-1} [P(A^c Bc)]^{m-p-q+l+2}. \tag{6}
\]

Substituting Equation (6) in Equation (5), we then have

\[
P\{\xi_1 = p, \xi_2 = q\} \equiv P\{\eta_1 = p - 1, \eta_2 = q - 1\} \]

\[
= \sum_{l=\max(0,p+q-m-2)}^{\min(p,q-1)} C_{m,l,p,q} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} [G(x,y)]^{l} [G_X(x) - G(x,y)]^{p-l-1} \times [G_Y(y) - G(x,y)]^{q-l-1} [\tilde{G}(x,y)]^{m-p-q+l+2} f_{r,s,n}(x,y) \, dx \, dy.
\]

\[
p, q = 1, \ldots, m + 1. \tag{7}
\]

Using Lemma 1 in Equation (7), we obtain Equation (4).

**Corollary 1** Under the hypothesis \(H_0 : F(x, y) = G(x, y)\), the joint pmf of \(\xi_1\) and \(\xi_2\) is:

\[
P\{\xi_1 = p, \xi_2 = q\} = \sum_{l=\max(0,p+q-m-2)}^{\min(p,q-1)} C_{m,l,p,q} \left\{ \sum_{t_1=0}^{a_2} C_{t_1} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} [F(x,y)]^{l+t_1} \times [F_X(x) - F(x,y)]^{p+r-l-t_1-2} [F_Y(y) - F(x,y)]^{q+s-l-t_1-2} \times [\tilde{F}(x,y)]^{m+n-p-s-q-r+l+t_1+3} f(x,y) \, dx \, dy \right. \\
+ \sum_{t_2=0}^{d_2} \sum_{t_3=0}^{c_2} \sum_{t_4=0}^{b_2} C_{t_2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} [F(x,y)]^{l+t_3} \times [F_X(x) - F(x,y)]^{p+r-l-t_2-2} [F_Y(y) - F(x,y)]^{q+s-l-t_1-t_2-2} \times [\tilde{F}(x,y)]^{m+n-p-s-q-r+l+t_1+t_3+t_4+2} f(x,y) \, dx \, dy \\
\left. + \sum_{t_5=0}^{d_1} \sum_{t_6=0}^{c_1} \sum_{t_7=0}^{b_1} C_{t_5} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} [F(x,y)]^{l+t_7} \times [F_X(x) - F(x,y)]^{p+r-l-t_5-2} [F_Y(y) - F(x,y)]^{q+s-l-t_1-t_5-2} \times [\tilde{F}(x,y)]^{m+n-p-s-q-r+l+t_1+t_5+t_7+2} f(x,y) \, dx \, dy \\
+ \left. \sum_{t_8=0}^{d_1} \sum_{t_9=0}^{c_1} \sum_{t_{10}=0}^{b_1} C_{t_8} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} [F(x,y)]^{l+t_{10}} \times [F_X(x) - F(x,y)]^{p+r-l-t_8-2} [F_Y(y) - F(x,y)]^{q+s-l-t_1-t_8-2} \times [\tilde{F}(x,y)]^{m+n-p-s-q-r+l+t_1+t_8+t_{10}+2} f(x,y) \, dx \, dy \right\} ;
\]

\[
p, q = 1, \ldots, m + 1. \tag{8}
\]

The marginal distributions of \(\xi_1\) and \(\xi_2\) can be obtained from the distribution of exceedance statistics \(\eta_1\) and \(\eta_2\), which have been well studied in the literature under different conditions.
These statistics are also useful for constructing a test criterion for testing the hypothesis $H_0 : F_X(x) = G_X(x)$ against some classes of alternatives. For more details see [4,8,10,12–16]. Using Corollary 1, one can construct a test criterion for testing the hypothesis $H_0 : F(x, y) = G(x, y)$ against some classes of alternatives.

The marginal distribution of $\xi_1$ is

$$P\{\xi_1 = p\} = P\{\eta_1 = p - 1\}$$

$$= \left(\begin{array}{c} m \\ p - 1 \end{array} \right) \int_{-\infty}^{\infty} [G_X(x)]^p - 1 [1 - G_X(x)]^m - p + 1 f_{r,n}(x) \, dx$$

$$= \left(\begin{array}{c} m \\ p - 1 \end{array} \right) \frac{1}{B(r, n - r + 1)} \int_{-\infty}^{\infty} [G_X(x)]^p - 1 [1 - G_X(x)]^m - p + 1$$

$$\times [F_X(x)]^{p - 1}[1 - F_X(x)]^{m - p + 1} f_X(x) \, dx;$$

$$p = 1, \ldots, m + 1,$$  \hspace{1cm} (9)

where $B(a, b)$ is Beta function and $f_{r,n}(x)$ is the pdf of $X_{r,n}$.

If $F_X(x)$ and $G_X(x)$ are continuous, then under the hypothesis $H_0 : F_X(x) = G_X(x)$, the finite distribution of the random variable $\xi_1$ is a negative hypergeometric distribution of the first kind

$$P\{\xi_1 = p\} = P\{\eta_1 = p - 1\}$$

$$= \left(\begin{array}{c} m \\ p - 1 \end{array} \right) \frac{1}{B(r, n - r + 1)} B(r + p - 1, n + m - p - r + 2)$$

$$= \left(\begin{array}{c} r + p - 2 \\ r - 1 \end{array} \right) \frac{(n + m - p - 1)}{(n - r)} \frac{1}{\binom{n + m}{n}} ; \quad p = 1, \ldots, m + 1,$$  \hspace{1cm} (10)

which can be found in Wesolowski and Ahsanullah [16]. By similar consideration, we can easily find the marginal distribution of $\xi_2$.

3.1 Correlation coefficient between $\xi_1$ and $\xi_2$

**Proposition 1** The expected value and variance of the random variable $\xi_1$ can be easily obtained from their expression in terms of the indicator function, namely,

$$E(\xi_1) = E(\eta_1 + 1) = E\left[ \sum_{i=1}^{m} I_{(X_{r,n} - X_{r,n})} \right] + 1$$

$$= \sum_{i=1}^{m} P(X_{r,n} \leq X_{r,n}) + 1$$

$$= \sum_{i=1}^{m} \int_{-\infty}^{\infty} P(X_{r,n} \leq x | X_{r,n} = x) P(X_{r,n} = x) \, dx + 1$$

$$= m \int_{-\infty}^{\infty} G_X(x) f_{r,n}(x) \, dx + 1.$$  \hspace{1cm} (11)
\[ \text{Var}(\xi_1) = \text{Var}(\eta_1) = \text{Var} \left[ \sum_{i=1}^{m} I_{(X_{r,n} - X_{n+i})} \right] + 2 \text{Cov} \left[ \sum_{1<i<j\leq m} I_{(X_{r,n} - X_{n+i})}, I_{(X_{r,n} - X_{n+j})} \right] \]

\[ = \sum_{i=1}^{m} P(X_{n+i} \leq X_{r,n}) - \left[ \sum_{i=1}^{m} P(X_{n+i} \leq X_{r,n}) \right]^2 + 2 \sum_{1<i<j\leq m} P(X_{n+i} \leq X_{r,n}, X_{n+j} \leq X_{r,n}) \]

\[ = m \int_{-\infty}^{\infty} G_X(x) f_{r,n}(x) \, dx - \left[ m \int_{-\infty}^{\infty} G_X(x) f_{r,n}(x) \, dx \right]^2 + 2 \frac{m(m-1)}{2} \int_{-\infty}^{\infty} G_X(x)^2 f_{r,n}(x) \, dx; \quad (12) \]

where

\[ f_{r,n}(x) = \frac{1}{B(r,n-r+1)} [F_X(x)]^{r-1} [1 - F_X(x)]^{n-r} f_X(x) \]

is the pdf of \( X_{r,n} \).

Similarly, we can easily obtain the expected value and variance of \( \xi_2 \).

**Corollary 2**  
Under the hypothesis \( H_0 : F_X(x) = G_X(x) \), the expected value and variance of the random variable \( \xi_1 \) is

\[ E(\xi_1) = \frac{B(r, 1, n-r+1)}{B(r, n-r+1)} + 1 = \frac{r}{n+1} + 1, \quad (13) \]

\[ \text{Var}(\xi_1) = \frac{B(r, 1, n-r+1)}{B(r, n-r+1)} - \left[ \frac{B(r, 1, n-r+1)}{B(r, n-r+1)} \right]^2 + m(m-1) \frac{B(r+2, n-r+1)}{B(r, n-r+1)} \]

\[ = m \frac{r}{n+1} \left[ 1 - \frac{r}{n+1} \right] + m(m-1) \frac{(r+1)\,r}{(n+2)(n+1)}, \quad (14) \]

**Proposition 2**  
The covariance between \( \xi_1 \) and \( \xi_2 \) is

\[ \text{Cov}(\xi_1, \xi_2) = \text{Cov}(\eta_1, \eta_2) = E \left[ \sum_{i=1}^{m} I_{(X_{r,n} - X_{n+i})} \sum_{i=1}^{m} I_{(Y_{s,n} - Y_{n+i})} \right] - E \left[ \sum_{i=1}^{m} I_{(X_{r,n} - X_{n+i})} \right] E \left[ \sum_{i=1}^{m} I_{(Y_{s,n} - Y_{n+i})} \right] \]

\[ = \sum_{i=1}^{m} \{ P(X_{n+i} \leq X_{r,n}, Y_{n+i} \leq Y_{s,n}) - P(X_{n+i} \leq X_{r,n})P(Y_{n+i} \leq Y_{s,n}) \} \]

\[ = m \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} G_X(x) f_{r,s,n}(x,y) \, dx \, dy - m \int_{-\infty}^{\infty} G_X(x) f_{r,n}(x) \, dx \int_{-\infty}^{\infty} G_Y(y) f_{s,n}(y) \, dy; \quad (15) \]

where \( f_{r,n}(x) \) is the pdf of \( X_{r,n} \), \( f_{s,n}(y) \) is the pdf of \( Y_{s,n} \), and \( f_{r,s,n}(x,y) \) is the joint pdf of the bivariate order statistics \( X_{r,n} \) and \( Y_{s,n} \).
Corollary 3  Under the hypothesis $H_0 : F(x, y) = G(x, y)$, the covariance between $\xi_1$ and $\xi_2$ is

$$\text{Cov}(\xi_1, \xi_2) = m \left[ \sum_{l_1=a_1}^{d_1} \sum_{l_2=c_1}^{b_2} C_1 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} [F(x, y)]^{l_1+1} [F_X(x) - F(x, y)]^{r-1-l_1} \times [F_Y(y) - F(x, y)]^{s-1-l_2} \text{d}x \text{d}y + \sum_{l_1=d_1}^{d_2} \sum_{l_2=c_1}^{b_2} C_2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} [F(x, y)]^{l_1+1} \times [F_X(x) - F(x, y)]^{r-1-l_1-l_2} [F_Y(y) - F(x, y)]^{s-1-l_2} \times [F^{1-}(x, y)]^{l_2} [f_X(x) - F^{1-}(x, y)]^{1-l_2} \text{d}x \text{d}y \right].$$

The upper and lower bounds $a_1, a_2, b_1, b_2, c_1, c_2, d_1, d_2$ and the constants $C_1, C_2$ are as given in Equations (2) and (3), respectively.

The Pearson correlation coefficient between $\xi_1$ and $\xi_2$ can be calculated using Equations (12) and (14).

| $n$ | $r$ | $s$ | $\alpha$ | $m$ | $p$ | $q$ | $P(\xi_1 = p, \xi_2 = q)$ |
|-----|-----|-----|---------|-----|-----|-----|---------------------------|
| 5   | 2   | 3   | 0.1     | 1   | 1   | 1   | 0.3382                    |
|     |     |     |         |     |     |     | 0.3284                    |
|     |     |     |         |     |     |     | 0.1618                    |
|     |     |     |         |     |     |     | 0.1716                    |
| 10  | 5   | 7   | 0.5     | 2   | 1   | 1   | 0.0606                    |
|     |     |     |         |     |     |     | 0.1403                    |
|     |     |     |         |     |     |     | 0.1164                    |
|     |     |     |         |     |     |     | 0.0653                    |
|     |     |     |         |     |     |     | 0.1945                    |
|     |     |     |         |     |     |     | 0.1943                    |
|     |     |     |         |     |     |     | 0.0249                    |
|     |     |     |         |     |     |     | 0.0888                    |
|     |     |     |         |     |     |     | 0.1135                    |

Table 2. $P(\xi_1 = p), P(\xi_2 = q)$ as a function of $n, r, s, m$.

| $n$ | $r$ | $m$ | $p$ | $P(\xi_1 = p)$ | $n$ | $s$ | $m$ | $q$ | $P(\xi_2 = q)$ |
|-----|-----|-----|-----|----------------|-----|-----|-----|-----|----------------|
| 5   | 2   | 1   | 1   | 0.6666         | 5   | 3   | 1   | 1   | 0.5            |
|     |     |     | 2   | 0.3333         |     |     | 2   | 1   | 0.1515         |
| 10  | 5   | 2   | 1   | 0.3182         | 10  | 7   | 2   | 1   | 0.4545         |
|     |     |     | 2   | 0.4545         |     |     | 2   | 1   | 0.4242         |
|     |     |     | 3   | 0.2273         |     |     | 3   | 2   | 0.4242         |
|     |     |     | 3   | 0.3049         |     |     | 3   | 3   | 0.3727         |
|     |     |     | 4   | 0.0932         |     |     | 4   | 3   | 0.1615         |
Table 3. Correlation coefficient values of $\xi_1$ and $\xi_2$.

| $n$ | $r$ | $s$ | $\alpha$ | $m$ | $\text{Cov}(\xi_1, \xi_2)$ | $\rho(\xi_1, \xi_2)$ |
|-----|-----|-----|----------|-----|--------------------------|---------------------|
| 5   | 2   | 3   | 0.1      | 1   | 0.0049                   | 0.0208              |
|     |     |     | -0.1     |      | -0.0049                  | -0.0208             |
|     | 0.5 |     |          |      | 0.0224                   | 0.0949              |
|     | 0.9 |     |          |      | 0.0441                   | 0.1871              |
| 10  | 5   | 7   | 0.1      | 2   | 0.4626                   | 0.8141              |
|     | 0.5 |     |          |      | 0.4946                   | 0.8958              |
|     | -0.5|     |          |      | -0.4946                  | -0.8958             |
|     | 0.9 |     |          |      | 0.5063                   | 0.9756              |
| 10  | 4   | 6   | 0.1      | 3   | 0.0159                   | 0.0189              |
|     | 0.5 |     |          |      | 0.0795                   | 0.0948              |
|     | 0.9 |     |          |      | 0.1299                   | 0.1549              |
|     | -0.9|     |          |      | -0.1299                  | -0.1549             |

3.2 Numerical example

For illustration of the joint distribution of $\xi_1$ and $\xi_2$, consider the bivariate Farlie–Gumbel–Morgenstern (FGM) distribution with uniform marginals. The distribution function and densities for the FGM distribution are as follows:

$$F(x, y) = xy[1 + \alpha(1 - x)(1 - y)],$$

$$f(x, y) = 1 + \alpha(1 - 2x)(1 - 2y),$$

$$F^{-1}_1(x, y) = \frac{\partial F(x, y)}{\partial x} = y[1 + \alpha(1 - y)(1 - 2x)],$$

$$F^{-1}_1(x, y) = \frac{\partial F(x, y)}{\partial y} = x[1 + \alpha(1 - x)(1 - 2y)],$$

$$0 \leq x, y \leq 1; \quad -1 \leq \alpha \leq 1.$$

Under the hypothesis $H_0 : F(x, y) = G(x, y)$, we illustrate some numerical results for joint and marginal distribution of $\xi_1$ and $\xi_2$ in Tables 1 and 2, respectively.

We can easily verify the results in Tables 1 and 2. Let us consider the case $n = 10, r = 5, m = 2, p = 3$ in Table 2. Then $P[\xi_1 = 3] = P[\xi_1 = 3, \xi_2 = 1] + P[\xi_1 = 3, \xi_2 = 2] + P[\xi_1 = 3, \xi_2 = 2] = 0.0249 + 0.0888 + 0.1135 = 0.2272$ which coincides with the result in Table 1.

In addition to these results, in Table 3, we provide results for the correlation coefficient between $\xi_1$ and $\xi_2$.

4. Conclusion

We consider a bivariate random sample $(X_1, Y_1), (X_2, Y_2), \ldots, (X_n, Y_n)$ with absolutely continuous cdf $F(x, y)$ and another random sample $(X_{n+1}, Y_{n+1}), (X_{n+2}, Y_{n+2}), \ldots, (X_{n+m}, Y_{n+m})$ with absolutely continuous cdf $G(x, y)$. The former is considered a training sample and the latter the control. We are interested in the joint distribution of the rank of $r^{th}$ order statistic of the $X$ sample $X_{r:n}$ in a new sample $X_{n+1}, X_{n+2}, \ldots, X_{n+m}$ and the rank of $s^{th}$ order statistic $Y_{s:n}$ among a new sample $Y_{n+1}, Y_{n+2}, \ldots, Y_{n+m}$. The joint pmf of these ranks is obtained. The moments of marginal distribution and correlation between ranks are calculated, and numerical examples are provided. The obtained joint distribution has several applications such as in analysing two test results of $n$ individuals and in investigating and predicting hydrological events, such as storms and floods, all of which can be described by two dependent random variables.
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