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ABSTRACT. This paper establishes three relations between the Toda field theory associated to a simple Lie algebra and the integral curves of the standard differential system on the corresponding complete flag variety. The motivation comes from the viewpoint on the Toda field theories as Darboux integrable differential systems as developed in [AFV09]. First, we establish an isomorphism concerning regular functions on the jet space and on the unipotent subgroup in the setting of a simple Lie group. Using this result, we then show that in the sense of differential systems, after restricting one independent variable to a constant the Toda field theory becomes the system for integral curves of the standard differential system on a complete flag variety. Finally, we establish that, in terms of differential invariants, the Toda field theory is the quotient of the product of two such systems by a natural group action.

1. Introduction

Let \( \mathfrak{g} \) be a complex simple Lie algebra of rank \( \ell \), and let \((a_{ij})\) be its Cartan matrix. The (conformal) Toda field theory associated to \( \mathfrak{g} \) is the following system of semilinear PDEs

\[
 u_{i,xy} = -\exp\left( \sum_{j=1}^{\ell} a_{ij} u_j \right), \quad 1 \leq i \leq \ell,
\]

where \( x \) and \( y \) are the independent variables and the \( u_i \) are the unknown functions.

When \( \mathfrak{g} = \mathfrak{sl}_2 \), the corresponding Toda field theory is the ubiquitous Liouville equation. Toda field theories are fundamental examples of integrable systems and have been studied thoroughly in the literature (see the books [LS92, BBT03]). They have zero curvature representations, and there have been detailed studies of their (local) solutions [Lez80, LS79]. The solution structure has close relations to the representation theory of \( \mathfrak{g} \) and its Lie group \( G \) [LS79, Kos79]. In this regard, the author would also like to mention the recent classification results for the elliptic versions of the Toda systems [LWY12, Nie16, LNW]. In fact, the Liouville equation was first studied in this elliptic form in relation to conformal metrics of constant Gaussian curvature [Lio53].

In this paper, we are concerned with the aspects of Toda field theories from the viewpoint of differential systems. By a differential system, we mean a Pfaffian system of 1-forms with constant rank on a manifold \( M \) [BCG+91]. In the dual viewpoint, the differential system is given by a subbundle of the tangent bundle \( TM \), called a distribution, defined as the kernel of the Pfaffian system. We treat Toda field theories as Darboux integrable differential systems and will establish the quotient structure from [AFV09, Theorem 1.4] for such systems. We take a direct approach to establishing our results, and the proofs are crucially based on
the works of Kostant [Kos75], of Feigin and Frenkel [FF95, Fre98], of Leznov and Saveliev [LS79, LS92], and of the author himself [Nie14].

A system of hyperbolic equations on the plane is called Darboux integrable if there is a sufficient number of characteristic integrals, which are also called intermediate integrals in [AFV09] and integrals of motion in [FF96]. A characteristic integral for the Toda field theory (1.1) is a polynomial of the derivatives of the $u_i$ with respect to one independent variable whose derivative with respect to the other independent variable is zero if the $u_i$ are solutions. For example, for the Liouville equation $u_{xy} = -e^{2u}$, $I = u_{xx} - u_x^2$ is a characteristic integral on the $x$-side since $I_y = 0$ for a solution $u$. Of course so is $u_{yy} - u_y^2$ on the $y$-side. Such integrals have been intensively studied in the literature. We refer the reader to [FF96] for their co-homological interpretation and theoretical structure. These characteristic integrals form the $W$-algebra and as such have been thoroughly studied in [BFO+90] and for more general gradings in [FOR+92]. In [Nie14], the author has directly established that for the Toda field theory (1.1) associated to a Lie algebra of rank $\ell$, there are $\ell$ basic characteristic integrals $I_j$ on one side. Furthermore, there is a completely algebraic and explicit algorithm for constructing them (see (2.6)). This very algorithm will actually be important when we prove Theorem 1.2 on the relation of jet spaces and unipotent subgroups. In this connection, the author would also like to mention the interesting application of characteristic integrals to the classification of solutions to elliptic Toda systems with finite energy and with singular sources [LWY12, Nie16, LNW].

Let us now briefly discuss the key results of this paper. One underlying theme of this paper is the relation of jet spaces and unipotent subgroups. Such relations, especially for affine Lie algebras, lie at the heart of the soliton equations and can be said to be the reason for their existence. This approach was thoroughly developed in a series of papers by Feigin, Frenkel and Enriquez [FF96, FF95, EF97] and was beautifully surveyed in [Fre98]. The following Theorem 1.2 is an analogue of [FF95, Prop. 4] (see also [Fre98, Theorem 1.1]) in the setting of finite-dimensional simple Lie groups. This theorem is proved in Section 2.

We first introduce some notation. Let $\mathfrak{h}$ be a fixed Cartan subalgebra of $\mathfrak{g}$. Let $\Delta = \Delta^+ \cup \Delta^-$ be a decomposition of the set of roots of $\mathfrak{g}$ into the sets of positive and negative ones, and let $\{\alpha_1, \ldots, \alpha_\ell\}$ be the set of positive simple roots. Let $e_\alpha$ be a root vector in the root space $\mathfrak{g}_\alpha$ for $\alpha \in \Delta$. We will specify our normalization of the $e_\alpha$ when needed. Let $G$ be any connected Lie group integrating $\mathfrak{g}$, and let $B_+$ and $N_-$ be the Borel and lower unipotent subgroups corresponding to the Lie subalgebras $\mathfrak{b}_+ = \mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta^+} \mathfrak{g}_\alpha$ and $\mathfrak{n}_- = \bigoplus_{\alpha \in \Delta^-} \mathfrak{g}_\alpha$. Then $N_-$ is diffeomorphic to a Euclidean space [Kna92].

The homogeneous space $G/B_+$ is called a complete flag variety, and it has a natural transitive left $G$-action by $g(kB_+) = gkB_+$ for $g \in G$ and $kB_+ \in G/B_+$. It is well-known that the composition $N_- \hookrightarrow G \rightarrow G/B_+$ of the inclusion and the projection is injective and its image is a big cell (see e.g. [Kos79, LS92, FF95]). We will mostly work with this big cell in the local pictures and continue to denote it by $N_-$. In particular, $N_-$ has a $\mathfrak{g}$-action induced from the above left $G$-action.

**Theorem 1.2.** Let $\mathbb{C}[U]$ be the ring of polynomials on the variables $u_{i,x}^{(n)}$ for $1 \leq i \leq \ell$, $n \geq 1$ equipped with an action of the derivative $\partial_x$ which sends $u_{i,x}^{(n)}$ to $u_{i,x}^{(n+1)}$. Let $I$ be the ideal of $\mathbb{C}[U]$ generated by the characteristic integrals of the Toda field theory (1.1) on the $x$-side and their derivatives $\partial_x^m I_j$ for $1 \leq j \leq \ell$, $m \geq 0$. 

Moreover, let \( \mathbb{C}[N_-] \) be the ring of regular functions on \( N_- \). Then we have a canonical isomorphism
\[
\mathbb{C}[U]/I \cong \mathbb{C}[N_-],
\]
under which the derivative \( \partial_x \) on the left is identified with the derivation \( \mathcal{L}_e \) on the right for the infinitesimal action of the principal nilpotent element \( e = \sum_{i=1}^{\ell} e_{\alpha_i} \in \mathfrak{g} \).

By [AFV09, Theorem 1.4], a Darboux integrable differential system is the quotient, in the sense of differential systems, of the product of two Pfaffian systems by the action of a common Lie group \( G \). One of the main goals of this paper is to explicitly demonstrate this for the Toda field theory (1.1) in a direct way, and this is achieved in our Theorem 1.6. First we need to introduce the two Pfaffian systems in our result.

There exists a so-called grading element \( H_0 \in \mathfrak{h} \) such that \( \alpha_i(H_0) = 1 \), \( \forall 1 \leq i \leq \ell \). The principal grading of \( \mathfrak{g} \) is
\[
(1.3) \quad \mathfrak{g} = \bigoplus_i \mathfrak{g}_i, \quad \text{where} \quad \mathfrak{g}_i = \{ X \in \mathfrak{g} \mid [H_0, X] = iX \}.
\]

Identify the tangent space of \( G/B_+ \) at the point \( o = 1 \cdot B_+ \) with \( \mathfrak{g}/\mathfrak{b}_+ \), where \( 1 \in G \) is the identity element. Define the distribution \( D \subset T(G/B_+) \) as the \( G \)-invariant distribution equal to \( \mathfrak{g}_{-1} \mod \mathfrak{b}_+ \) at \( o \). Clearly \( \mathfrak{g}_{-1} = \bigoplus_{i=1}^{\ell} \mathfrak{g}_{-\alpha_i} \) is the direct sum of negative simple root spaces. The Pfaffian system dual to the distribution \( D \) is called the standard differential system [Yam93], and we call \( D \) the standard distribution. For an interval \( I \subset \mathbb{R}^1 \), a curve \( \Phi : I \rightarrow G/B_+ \) is called an integral curve of the standard differential system if
\[
(1.4) \quad \Phi'(y) = d\Phi\left( \frac{\partial}{\partial y} \right) \in D_{\Phi(y)}, \quad \forall y \in I
\]
(see [DZ13] for geometric studies of such curves). Again, we mostly work with \( N_- \subset G/B_+ \) which has a standard differential system naturally induced by restriction.

Our second main result concerns the differential system representations of Toda field theories. The proof is contained in Section 3 and uses Theorem 1.2 in an essential way.

**Theorem 1.5.** In the differential system for the Toda field theory (1.1), if we restrict \( x \) to a constant and discard jet prolongations (see (3.1) and the discussion after it), then we obtain the differential system on the first jet space \( J^1_y(N_-, D) \) of the integral curves to the standard differential system on the unipotent Lie group \( N_- \) in the following sense: there is an isomorphism between the global vector field generators for the corresponding distributions which respects all Lie brackets.

The above theorem can be used to determine the two Pfaffian systems in [AFV09] Theorem 1.4 with the other one obtained by restricting \( y \) to a constant. Therefore, it is natural to consider the quotient of the product of two such systems by the diagonal \( G \)-action. For differential systems with symmetry, quotients are defined in terms of differential invariants. Our third main result studies such differential invariants, and it is proved in Section 4.

**Theorem 1.6.** Let \( J^1_y(N_-, D) \) denote the 1st jet space of the integral curves to the standard distribution \( D \) on \( N_- \) for the independent variable \( y \). For the other independent variable \( x \), consider the similarly defined \( J^1_x(N_+, \bar{D}) \) (see the paragraph...
containing \((4.3)\). Then there exist \(\ell\) differential invariants of the prolonged natural \(G\)-action on the product \(J^1_x(N_+, D) \times J^1_y(N_-, D)\), which satisfy the Toda field theory \((1.1)\).

**Acknowledgment.** I express my deep gratitude to Prof. Ian Anderson for introducing this topic to me, and for generously sharing many deep insights and helpful discussions throughout the course of the last several years. Prof. Anderson’s several Maple programs are also very useful in carrying out the computations in this paper. I thank an anonymous referee for thorough readings, for pointing out missing arguments and inaccuracies in earlier versions, and for many constructive suggestions, which significantly improved the quality of this paper in terms of both mathematics and exposition.

2. Jet spaces and unipotent subgroups

In this section, we prove Theorem 1.2, which will be used in a crucial way in proving Theorem 1.5. Theorem 1.2 has its own interest and is the analogue of [FF95, Prop. 4], also stated as [Fre98, Theorem 1.1], in the setting of simple Lie groups. Interestingly in this finite-dimensional case, the characteristic integrals naturally come up. Now we recall the construction of such integrals from [Nie14].

Let us introduce the zero curvature representation of \((1.1)\). We normalize the root vectors \(e_{\alpha_i}\) and \(e_{-\alpha_i}\) for \(1 \leq i \leq \ell\) such that \(\alpha_i(H_{\alpha_j}) = 2\), where \(H_{\alpha_i} = [e_{\alpha_i}, e_{-\alpha_i}]\). Then by [FH91, p. 208],

\[(2.1) \quad \alpha_i(H_{\alpha_j}) = a_{ij}, \quad 1 \leq i, j \leq \ell.\]

Let

\[(2.2) \quad u = \sum_{i=1}^{\ell} u_{i,x}H_{\alpha_i}, \quad e = \sum_{i=1}^{\ell} e_{\alpha_i}, \quad Y = \sum_{i=1}^{\ell} e^{\rho_i} e_{-\alpha_i},\]

where throughout the paper we use the shorthand notation

\[(2.3) \quad \rho_i = \sum_{j=1}^{\ell} a_{ij} u_j.\]

Then the Toda field theory \((1.1)\) is equivalent to the following zero curvature equation

\[(2.4) \quad [\partial_x + e + u, \partial_y - Y] = 0.\]

With respect to the principal grading \((1.3)\) of \(g\), let \(s\) be a homogeneous complement of \([e, g]\) in \(g\), that is,

\[(2.5) \quad g \cong s \oplus [e, g].\]

Then by [Kos63], \(s \subset n_-\) and \(\dim s = \ell\). We call \(s\) a Kostant slice, and let \(\{s_j\}_{j=1}^{\ell}\) be a homogeneous basis of \(s\) with nonincreasing principal gradings \(-m_j\). The \(m_j\) are called the exponents of the Lie algebra \(g\).

By [DS84] and [Nie14, Remark 2.1] (see also the proof of Proposition 2.7), we can bring the first element in \((2.4)\) into its Drinfeld-Sokolov gauge in a unique
way. That is, there exists a unique element \( M \in N_\cdot \) (whose entries are differential polynomials of the \( u_i \)) such that

\[
M(\partial_x + e + u)M^{-1} = \partial_x + e + I,
\]

where the \( I_j \) are differential polynomials of the \( u_i \). The uniqueness of \( M \) is easily proved by induction on the principal grading \([1,3]\) using the fact that

\[
\ker \text{ad}_e \cap (\mathfrak{h} \oplus \mathfrak{n}_\cdot) = 0.
\]

Then Theorem 2.1 in [Nie14] proves directly that the \( I_j \) are the basic characteristic integrals of the Toda field theory \([1.1]\) on the \( x \)-side. See also [FF96, Prop. 2.4.7 and §2.4.1].

We first show the following.

**Proposition 2.7.** There exists a set of generators for the ring \( \mathbb{C}[U]/\mathcal{I} \) whose cardinality is \( \dim N_\cdot \).

**Proof.** For a differential monomial in the \( u_i \), we call by its *degree* the sum of the orders of differentiation multiplied by the algebraic degrees of the corresponding factors. For example \( I_j = u_{xx} - u_x^2 \) for the Liouville equation has a homogeneous degree 2. According to [FF96, Prop. 2.4.7], the degrees \( d_j \) of the homogeneous characteristic integrals \( I_j \) are \( d_j = m_j + 1 \), and this can also be seen from the algorithm \([2.6]\).

Define

\[
s_j^k = (-\text{ad}_e)^k s_j = [\cdots [s_j, e], \cdots, e], \quad 0 \leq k \leq 2m_j, \quad 1 \leq j \leq \ell.
\]

It is known from [Kos63] that the above \( s_j^k \) form a basis of \( \mathfrak{g} \). Hence \( \{H_{\alpha_i}\}_{i=1}^\ell \) and \( \{s_j^{m_j}\}_{j=1}^\ell \) are two bases of \( \mathfrak{h} \). We define the matrix \((c_{ji})\) by

\[
H_{\alpha_i} = \sum_{j=1}^\ell c_{ji} s_j^{m_j}, \quad 1 \leq i \leq \ell.
\]

Clearly \((c_{ji})\) is nondegenerate. Now we show that

\[
I_j = \sum_{i=1}^\ell c_{ji} u_i^{(d_j)} + \text{l.o.t.},
\]

where l.o.t. stands for terms which are products of lower order derivatives.

We will use this opportunity first to give more details on the existence and the uniqueness of \( M \) in \([2.6]\), which satisfies

\[
-\partial_x M \cdot M^{-1} + M(e + u)M^{-1} = e + I.
\]

It is well-known that the exponential map \( \exp : \mathfrak{n}_\cdot \to N_\cdot \) is a diffeomorphism [Kna02, Cor. 1.126, Thm. 6.46]. Using the so-called coordinates of the second kind [Kna02, p. 76], write

\[
M = e^{a_1 \cdots e^{a_{m_\ell}}}, \quad a_i \in \mathfrak{g}_{-i}, \quad i = 1, \ldots, m_\ell,
\]

where \( m_\ell \) is the largest exponent of \( \mathfrak{g} \). We will uniquely determine the \( a_i \) inductively.

For \( i \geq 1 \), consider \( M_{i-1} = e^{a_1 \cdots e^{a_{i-1}}} \) with the convention \( M_0 = 1 \). Define

\[
L_{i-1} := -\partial_x M_{i-1} \cdot M_{i-1}^{-1} + M_{i-1}(e + u)M_{i-1}^{-1}.
\]
In general, for $X \in \mathfrak{n}_+$, let $X_j$ denote its component in $\mathfrak{g}_{-j}$ in the principal grading [1,3]. Inductively, assume that

$$ (L_{i-1})_j \in \mathfrak{s} \cap \mathfrak{g}_{-j} \quad \text{for } 0 \leq j \leq i - 2. $$

Note that this inductive hypothesis is vacuous when $i = 1$. By (2.6), the component of $L_{i-1}$ in $\mathfrak{g}_{-(i-1)}$ can be uniquely written as

$$ (L_{i-1})_{i-1} = [e, a_i] + \mathbf{J}_{i-1} $$

with $a_i \in \mathfrak{g}_{-i}$ and $\mathbf{J}_{i-1} \in \mathfrak{s} \cap \mathfrak{g}_{-(i-1)}$.

For a general $\tilde{a}_i \in \mathfrak{g}_{-i}$ and with $\tilde{M}_{i} = M_{i-1}e^{\tilde{a}_i}$, we have

$$ \tilde{L}_i = -\partial_x \tilde{M}_i \cdot \tilde{M}_i^{-1} + \tilde{M}_i(e + u)\tilde{M}_i^{-1} $$

$$ = -\partial_x \tilde{M}_i \cdot \tilde{M}_i^{-1} - M_{i-1}(\partial_x e^{a_i} \cdot e^{-\tilde{a}_i})M_{i-1}^{-1} + M_{i-1}e^{\tilde{a}_i}(e + u)e^{-\tilde{a}_i}M_{i-1}^{-1}. $$

Since $\tilde{a}_i \in \mathfrak{g}_{-i}$, we see that

$$ (\tilde{L}_i)_j = (L_{i-1})_j \in \mathfrak{s} \cap \mathfrak{g}_{-j}, \quad 0 \leq j \leq i - 2, $$

$$ (\tilde{L}_i)_{i-1} = (L_{i-1})_{i-1} + [\tilde{a}_i, e]. $$

If and only if we choose $\tilde{a}_i = a_i$ from (2.11), we see that

$$ (L_{i-1})_{i-1} = (L_{i-1})_{i-1} + [a_i, e] = \mathbf{J}_{i-1} \in \mathfrak{s} \cap \mathfrak{g}_{-(i-1)}. $$

where $L_i$ denotes $\tilde{L}_i$ with $\tilde{a}_i = a_i$. Therefore,

$$ (L_{i})_j \in \mathfrak{s} \cap \mathfrak{g}_{-j} \quad \text{for } 0 \leq j \leq i - 1. $$

The inductive proof for the existence and uniqueness of $M$ is completed.

Furthermore, in view of (2.9), (2.10), (2.13), (2.14) and (2.11), we have that

$$ \mathbf{I}_{i-1} = (L_{mi})_{i-1} = (L_{i})_{i-1} = \text{component of } (L_{i-1})_{i-1} \text{ in } \mathfrak{s} \cap \mathfrak{g}_{i-1}. $$

That is, the component of $(L_{i-1})_{i-1}$ in $\mathfrak{s} \cap \mathfrak{g}_{i-1}$ is equal to the component of $\mathbf{I}$ from (2.9) in $\mathfrak{g}_{-(i-1)}$.

We now show that the component of $L_i$ in $\mathfrak{g}_{-i}$ is

$$ (L_{i})_i = -\partial_x a_i + \text{l.o.t.} $$

by showing that the other terms in $(L_{i})_i$ from (2.12) contain only products of lower order derivatives. We have that

$$ -\partial_x M_{i-1} \cdot M_{i-1}^{-1} = \sum_{j=1}^{i-1} M_{j-1}(\partial_x e^{a_j} \cdot e^{-a_j})M_{j-1}^{-1}. $$

Since $a_j \in \mathfrak{g}_{-j}$ and $1 \leq j \leq i - 1$, we see that all the terms in $(-\partial_x M_{i-1} \cdot M_{i-1}^{-1})_i$ contain only products of lower order derivatives. The same argument also applies to the last element $M_{i-1}e^{a_i}(e + u)e^{-a_i}M_{i-1}^{-1}$. Since $a_i \in \mathfrak{g}_{-i}$, we see that

$$ (-M_{i-1}(\partial_x e^{a_i} \cdot e^{-a_i})M_{i-1}^{-1})_i = -\partial_x a_i. $$

Actually, $-\partial_x a_i$ may contain products too, but it is the only term that contains non-products.
Now we consider more specifically the highest order derivative terms. Continuing with the above notation, we have

\[
(L_0)_0 = (e + u)_0 = \sum_{i=1}^{\ell} u_{i,x} H_{\alpha_i} = \sum_{j,i=1}^{\ell} c_{ji} u_{i,x} s_j^{m_j}.
\]

From (2.11), we have

\[
a_1 = - \sum_{j,i=1}^{\ell} c_{ji} u_{i,x} s_j^{m_j-1}.
\]

By (2.16), we have

\[(L_1)_1 = -\partial_x a_1 + \text{l.o.t.} = \sum_{j,i=1}^{\ell} c_{ji} u_{i,x}^{(2)} s_j^{m_j-1} + \text{l.o.t.}.
\]

For all simple Lie algebras, \(m_1 = 1\) and \(m_2 > 1\) by [Kos59]. Therefore, by (2.15) we see that

\[(I_1)_1 = \sum_{i=1}^{\ell} c_1^{(i)} u_{i,x}^{(2)} + \text{l.o.t.}.
\]

Continuing this way, we see that (2.8) holds for all \(j = 1, \ldots, \ell\).

Then through the Gaussian elimination, there exists a permutation \(\sigma\) in the symmetric group \(S_\ell\) such that the following set

\[(2.17) \{u^{(k)}_{\sigma(i),x} | 1 \leq k \leq m_i, 1 \leq i \leq \ell\}
\]

is a set of generators of \(\mathbb{C}[U]/I\) in the sense that the other \(u^{(k)}_{\sigma(i),x}, k \geq d_i, 1 \leq i \leq \ell\) are solved as polynomials in them modulo \(I\). The cardinality of the set (2.17) is \(m_1 + \cdots + m_\ell = \dim N_\) by [Kos59]. □

We now study the restriction of the left \(G\)-action on \(G/B_\) to \(N_\). The natural multiplication map \(N_\times B_\rightarrow G\) is injective and its image \(G_r\) is an open subset, called the regular part of \(G\) (see [Kos79, Eq. (2.4.4)], [LS92, Eq. (1.5.6)]). For \(n_1 \in N_\), there exists an open set \(1 \in U \subset G\) such that \(gn_1 \in G_r\) for \(g \in U\). The action \(g \in U\) on \(n_1\) is obtained by the following normalization procedure:

\[(2.18) \text{if } gn_1 = \tilde{n}_1 p \in N_\times B_+, \text{ then } g \cdot n_1 := \tilde{n}_1.
\]

For \(a \in \mathfrak{g}\), we denote by \(\mathcal{L}_a\) the infinitesimal action of \(a\) on \(\mathbb{C}[N_\)\]. Explicitly,

\[(2.19) (\mathcal{L}_a f)(n) = \frac{d}{dt} \bigg|_{t=0} f(\exp(-ta) \cdot n), \quad n \in N_\), f \in \mathbb{C}[N_\).
\]

In particular, we have the vector field \(\mathcal{L}_e\) for \(e = \sum_{i=1}^{\ell} e_{\alpha_i}\), defined on \(N_\).

Following [Fre08, Lemma 1.1], we have the following lemma about the action of \(\mathcal{L}_a\). Here we take a faithful representation of \(N_\) and represent an element \(K \in N_\) by a matrix whose \((i,j)\)th entry \(f_{ij}\) is considered as a regular function in \(\mathbb{C}[N_\)\]. Then \(\mathcal{L}_a K\) is the matrix whose \((i,j)\)th entry is \(\mathcal{L}_a f_{ij}\).

**Lemma 2.20.** For \(a \in \mathfrak{g}\) and \(K \in N_\), we have

\[(2.21) K^{-1} \mathcal{L}_a K = -(K^{-1} a K)_-,
\]

where \((-): \mathfrak{n}_- \oplus \mathfrak{b}_+ \rightarrow \mathfrak{n}_-\) is the projection.


\textit{Proof.} Choose a one-parameter subgroup \( a(t) \) of \( G \) such that \( a(t) = 1 - ta + o(t) \). We have \( a(t)K = K - taK + o(t) \). For small \( t \), we can factor \( a(t)K \) into a product \( L_-L_+ \), where \( L_- = K + tL_+ + o(t) \in N_- \) and \( L_+ = 1 + tL_+ + o(t) \in B_+ \). Therefore we have

\[ KL_+ + L_- = -aK. \]

From this we see that \( L_- = -K(K^{-1}aK)_- \). This proves formula (2.21). \( \square \)

For \( 1 \leq i \leq \ell \), let \( \omega_i \in \mathfrak{h}^* \) be the \( i \)-th fundamental weight defined by the conditions that \( \omega_i(H_{\alpha_j}) = \delta_{ij} \) for \( 1 \leq j \leq \ell \).

**Proof of Theorem 2.2.** Let \( K \in N_- \). Following Kostant \cite{Kos75} and \cite{FF95, Pre98}, we define the following functions on \( N_- \)

\begin{align}
(2.22) \quad v_i & := (\omega_i, K^{-1}eK), \quad 1 \leq i \leq \ell, \\
(2.23) \quad v_i^{(n)} & := L_{-}^n v_i, \quad n \geq 0.
\end{align}

Here \((\cdot, \cdot)\) is the Killing form on \( g \), and \( \omega_i \) is regarded as an element of \( \mathfrak{h} \) via the Killing form. For simplicity, we write \( u_i^{(k)} \) for \( u_{i,x}^{(k)} \). Define a ring homomorphism

\[ \varphi : \mathbb{C}[\mathfrak{u}] \to \mathbb{C}[N_-], \quad u_i^{(k)} \mapsto v_i^{(k-1)}, \quad k \geq 1. \]

We note that under this homomorphism, \( \partial_x \) corresponds to \( L_e \) by the above definitions. Now we show that the images \( \varphi(I_j) \) of the characteristic integrals \( I_j \) are zero. That is, if we replace the \( u_i^{(k)} \) by the \( v_i^{(k-1)} \) in \( I_j \), we get zero.

We find the images \( \varphi(I_j) \) by adapting our algorithm in (2.6) for computing \( I_j \). So we replace \( \partial_x \) by \( L_e \) and \( u \) by \( v = \sum_{i=1}^{\ell} v_i H_{\alpha_i} \). Then by the same reason as for (2.6), there exists a unique element \( M_1 \in N_- \), whose entries are functions on \( N_- \), such that

\[ (2.24) \quad M_1(L_e + e + v)M_1^{-1} = L_e + e + \sum_{j=1}^{\ell} J_j s_j. \]

Then \( J_j = \varphi(I_j) \) for \( 1 \leq j \leq \ell \).

We will show below that the unique \( M_1 \) in (2.24) is the \( K \) in (2.22), and (2.24) becomes

\[ (2.25) \quad K(L_e + e + v)K^{-1} = L_e + e. \]

Therefore, \( \varphi(I_j) = J_j = 0 \) for \( 1 \leq j \leq \ell \).

It is clear that \( K(L_eK^{-1}) = -(L_eK)K^{-1} \). Therefore by (2.24), we have

\begin{align*}
K(L_e + e + v)K^{-1} &= L_e - (L_eK)K^{-1} + K(e + v)K^{-1} \\
&= L_e + K(K^{-1}eK)_-K^{-1} + K(e + v)K^{-1} \\
&= L_e + K((K^{-1}eK)_- + e + v)K^{-1} \\
&= L_e + K(K^{-1}eK)K^{-1} \\
&= L_e + e.
\end{align*}

Here we have used that \( K^{-1}eK = e + v + (K^{-1}eK)_- \) by (2.22) since the Cartan component of \( K^{-1}eK \) is equal to \( \sum_{j=1}^{\ell} (\omega_j, K^{-1}eK)H_{\alpha_j} = v \).
Furthermore, since $\partial x$ corresponds to $\mathcal{L}_e$, we have $\varphi(\partial_x^m I_j) = \mathcal{L}_e^m J_j = 0$ for $m \geq 0$. Therefore, the morphism $\varphi$ in (2.23) descends to a morphism, which we continue to denote by the same notation,

$\varphi : \mathbb{C}[U]/\mathcal{I} \to \mathbb{C}[N_-]$.

Now we show that this morphism is an isomorphism, and this part is analogous to the proof of Theorem 1.1 in [Fre98].

To prove that $\varphi$ is injective, we have to show that the images $\varphi(u_{\sigma(i)}^{(k)}) = u_{\sigma(i)}^{(k-1)}$ for $1 \leq k \leq m_i$, $1 \leq i \leq \ell$ of the set (2.24) are algebraically independent. We will do that by showing that at the identity $1 \in N_-$, the $dv_{\sigma(i)}^{(k-1)}|_1$ for $1 \leq k \leq m_i$, $1 \leq i \leq \ell$ are linearly independent in the cotangent space $T^*_1N_-$, which is identified with $n_+$ through the Killing form. It can be checked that $dv_i|_1 = e_{\alpha_i}$, which is identified with $\frac{\alpha_i}{2} e_{\alpha_i}$ since $(e_{-\alpha_i}, e_{\alpha_i}) = \frac{2}{(\alpha_i, \alpha_i)}$ by our normalization (2.1). Furthermore by (2.22), we have $dv_i^{(n)}|_1 = \text{ad}^{n}_{e_i}(dv_i|_1)$. The set

$$\{\text{ad}^{k-1}_{e_i}(dv_{\sigma(i)}|_1) \mid 1 \leq k \leq m_i, 1 \leq i \leq \ell\}$$

is a basis of $n_+$ by [Kos59] and hence is linearly independent.

To prove that $\varphi$ is surjective, we introduce gradings and compare them. On $\mathbb{C}[U]/\mathcal{I}$, we set $\deg u_{\sigma(i)}^{(k)} = k$ for $1 \leq k \leq m_i$, $1 \leq i \leq \ell$. The above algebraic independence also shows that $\mathbb{C}[U]/\mathcal{I}$ is a polynomial algebra with $b_i$ generators of degree $i$ by [Kos59], where $b_i = \dim \mathfrak{g}_i$ from (1.3) for $1 \leq i \leq m_\ell$.

On $\mathbb{C}[N_-]$, we take the derivation $\mathcal{L}_{H_0}$ as the grading operator, where $H_0$ is the grading element for the principal grading (1.3). Then it can be checked that $\deg v_i = 1$. Since $[H_0, e] = e$, the degree of $\mathcal{L}_e$ also equals 1 and so $\deg u_{\sigma(i)}^{(k-1)} = k$. Therefore, the morphism $\varphi$ in (2.24) preserves degrees. Since $\exp : n_- \to N_-$ is an isomorphism, we see that $\mathbb{C}[N_-]$ is also a polynomial algebra on $b_i$ generators of degree $i$ for $1 \leq i \leq m_\ell$. Hence the character of $\mathbb{C}[N_-]$ coincides with the character of $\mathbb{C}[U]/\mathcal{I}$, and $\varphi$ is an isomorphism. Here by a character of a $\mathbb{Z}$-graded vector space $V$ we understand the formal power series

$$\text{ch} V = \sum_{n \in \mathbb{Z}} \dim V_n q^n,$$

where $V_n$ is the homogeneous subspace of $V$ of degree $n$. Concretely,

$$\text{ch} \mathbb{C}[U]/\mathcal{I} = \text{ch} \mathbb{C}[N_-] = \prod_{i=1}^{m_\ell} (1 - q^i)^{-b_i}.$$

Example 2.27. To illustrate our results, let us consider the example of $A_2$ Toda field theory (1.1) as

$$\begin{align*}
  u_{1,xy} &= -e^{2u_1 - u_2} \\
  u_{2,xy} &= -e^{-u_1 + 2u_2}.
\end{align*}$$

Let $E_{ij}$ denote the matrix of dimension 3 whose only nonzero element is 1 at position $(i, j)$. We use standard choices of $e = E_{12} + E_{23}$, $H_{\alpha_1} = E_{11} - E_{22}$, $H_{\alpha_2} = E_{22} - E_{33}$, $s_1 = E_{21}$, and $s_2 = E_{31}$. Then the transformation matrix from $(H_{\alpha_1}, H_{\alpha_2})$ to $(s_1^1, s_2^2)$ is $\left(\begin{array}{cc} -1 & 1 \\ 0 & -1 \end{array}\right)$.
Our formula from (2.26) computes that
\[
I_1 = -u_{1,xx} - u_{2,xx} + u_{1,x}^2 - u_{1,x}u_{2,x} + u_{2,x}^2,
\]
(2.28)
\[
I_2 = -u_{2,xxx} + 2u_{2,xx}u_{2,x} - u_{1,x}u_{2,xx} + u_{1,x}^2u_{2,x} - u_{1,x}u_{2,xx}.
\]
Note that (2.28) is thus checked.

From these we see that a set of ring generators for \( \mathbb{C}[U]/I \) in Proposition 2.7 can be chosen as \((u_{1,x}, u_{2,x}, u_{2,xx})\) or \((u_{1,x}, u_{2,x}, u_{1,xx})\).

Let us also show the content of Theorem 1.2 using this example. An element \( K \in N_- \) has the following form
\[
K = \begin{pmatrix}
v_1 & 1 \\
v_3 & v_2
\end{pmatrix},
\]
(2.29)
where \( v_1, v_2, v_3 \) are the coordinates on \( N_- \). We see that the definitions of \( v_1 \) and \( v_2 \) in (2.22) are compatible with the above. By (2.19) and the action (2.18), we compute that
\[
\mathcal{L}_c = (v_1^2 - v_3) \frac{\partial}{\partial v_1} + (v_2^2 + v_3 - v_1v_2) \frac{\partial}{\partial v_2} + v_1v_3 \frac{\partial}{\partial v_3}.
\]

It is easy to check directly that for the characteristic integrals in (2.28) and the \( \varphi \) in (2.23), we have \( \varphi(I_1) = 0 \) and \( \varphi(I_2) = 0 \). Then the map in (2.26) is
\[
\varphi : \mathbb{C}[U]/I \rightarrow \mathbb{C}[N_-]; u_{1,xx} \mapsto v_1, u_{2,x} \mapsto v_2,
\]
(2.30)
\[
\begin{align*}
u_{2,xx} &\mapsto v_2^{(1)} = \mathcal{L}_c v_2 = v_2^2 + v_3 - v_1v_2.
\end{align*}
\]

3. FROM TODA FIELD THEORIES TO STANDARD DIFFERENTIAL SYSTEMS

In this section, we prove Theorem 1.5 by utilizing Theorem 1.2.

Proof of Theorem 1.3. We represent the Toda field theory (1.1) as the Pfaffian system on the following infinite jet space with coordinates
\[
(x, y, u_i, v_i^{(k)}, u_i^{(k)}), \quad 1 \leq i \leq \ell, \quad k \geq 1.
\]
By convention, \( u_i = u_i^{(0)} \) and \( u_i = u_i^{(1)} \). Let \( \partial_x \) and \( \partial_y \) be the derivative with respect to \( x \) and \( y \) respectively. We have \( \partial_x u_i^{(k)} = u_i^{(k+1)} \) and \( \partial_y u_i^{(k)} = u_i^{(k+1)} \). Using the shorthand (2.3), the differential 1-forms defining the Toda field theory (1.1) are
\[
\begin{align*}
du_i - u_{i,x} dx - u_{i,y} dy, \\
du_i^{(k)} - u_i^{(k+1)} dx + \partial_x^{k-1} e^{\rho_i} dy, & \quad k \geq 1, \\
du_i^{(k)} + \partial_y^{k-1} e^{\rho_i} dx - u_i^{(k+1)} dy, & \quad k \geq 1.
\end{align*}
\]

Now we restrict \( x \) to a constant in the jet space while the \( u_i^{(k)} \) are still coordinates. Then \( dx = 0 \) and the differential system becomes
\[
\begin{align*}
du_i^{(k)} - u_i^{(k+1)} dy, & \quad k \geq 0 \\
du_i^{(k)} + \partial_x^{k-1} e^{\rho_i} dy, & \quad k \geq 1.
\end{align*}
\]
(3.1)

Define \( B_i^k \) via
\[
\partial_x^k e^{\rho_i} = e^{\rho_i} B_i^k, \quad \text{for } 1 \leq i \leq \ell, \quad k \geq 0.
\]
The $B^k_i$ are differential polynomials of the $u_j$ with respect to $x$ and they clearly satisfy that for $1 \leq i \leq \ell$,

$$
(3.2) \quad B^0_i = 1, \quad B^k_i = \partial_x B^{k-1}_i + \rho_{i,x} B^{k-1}_i, \quad k \geq 1.
$$

It is in this way that we make sense of the second set of 1-forms in (3.1). The first set of 1-forms in (3.1) are just some jet relations. Therefore disregarding them, we represent our Toda field theory (1.1) restricted to $x = \text{constant}$ on the manifold with coordinates

$$(y, u_i, u^{(k)}_{i,x}), \quad 1 \leq i \leq \ell, \quad k \geq 1$$

by the system of 1-forms

$$
du^{(k)}_{i,x} + e^{\rho_i} B^{k-1}_i dy, \quad 1 \leq i \leq \ell, \quad k \geq 1.
$$

We use the dual viewpoint and choose the following basis of vector fields that generate at each point the corresponding distribution

$$
U_j := \sum_{i=1}^{\ell} a^{ij} \frac{\partial}{\partial u_i}, \quad 1 \leq j \leq \ell,
$$

$$
Y := \frac{\partial}{\partial y} - \sum_{i=1}^{\ell} e^{\rho_i} \sum_{k \geq 1} B^{k-1}_i \frac{\partial}{\partial u^{(k)}_{i,x}},
$$

where $(a^{ij}) = (a_{ij})^{-1}$.

Taking Lie brackets and recalling (2.3), for $1 \leq j \leq \ell$ we have

$$
(3.4) \quad V_j := [Y, U_j] = \sum_{m,i=1}^{\ell} a^{mj} a_{im} e^{\rho_i} \sum_{k \geq 1} B^{k-1}_i \frac{\partial}{\partial u^{(k)}_{i,x}} e^{\rho_j} \sum_{k \geq 1} B^{k-1}_j \frac{\partial}{\partial u^{(k)}_{j,x}}.
$$

Then $Y = \frac{\partial}{\partial y} - \sum_{j=1}^{\ell} V_j$, and the bracket relations so far are

$$
(3.5) \quad [\frac{\partial}{\partial y}, U_j] = 0, \quad [\frac{\partial}{\partial y}, V_j] = 0, \quad [U_i, V_j] = \delta_{ij} V_j.
$$

Now we study the bracket relations among the $V_j$, and we will show that they generate $n$.

Define

$$
(3.6) \quad \widetilde{V}_j = e^{-\rho_j} V_j = \sum_{k \geq 1} B^{k-1}_j \frac{\partial}{\partial u^{(k)}_{j,x}}.
$$

Then for $1 \leq j_1, \cdots, j_m \leq \ell$, we have

$$
[V_{j_1}, \cdots, [V_{j_{m-1}}, V_{j_m}], \cdots] = e^{\rho_{j_1} + \cdots + \rho_{j_m}} \widetilde{V}_{j_1}, \cdots, [\widetilde{V}_{j_{m-1}}, \widetilde{V}_{j_m}], \cdots].
$$

Now we show that the $\widetilde{V}_j$ can be viewed as derivations on the ring $\mathbb{C}[U]/I$ from Theorem 1.2.

First we note that the vector fields $Y$ and the $U_j$ in (3.3) annihilate all the characteristic integrals $I_i$ and their derivatives on the $x$-side. This is the case for $Y$ by the definition of characteristic integrals and that $Y$ is the total derivative vector $\partial_y$. This is the case for the $U_j$ since the characteristic integrals $I_i$ contain at least the first-order derivatives in view of (2.0) and the definition of $u$ in (2.2). Therefore, by (3.4) and (3.6), we have $L_{\widetilde{V}_j} I \subset I$ and the $\widetilde{V}_j$ descend as derivations on the ring $\mathbb{C}[U]/I$. 
By the isomorphism in Theorem 1.2, derivations on $\mathbb{C}[N_-]$ or equivalently (algebraic) vector fields on $N_-$ canonically correspond to derivations on $\mathbb{C}[\mathcal{U}]/\mathcal{I}$. For $1 \leq j \leq \ell$, let $e^{R}_{-\alpha_j}$ be the vector field for the infinitesimal action of $e^{-\alpha_j}$ under the right multiplication of $N_-$ on $N_- \subset G/B_+$. Explicitly, we have

$$
(3.7) \quad (e^{R}_{-\alpha_j} f)(n) = \frac{d}{dt} \bigg|_{t=0} f(n \exp(t e^{-\alpha_j})), \quad n \in N_-, \quad f \in \mathbb{C}[N_-].
$$

By [Kos75] Proposition 3.5 and Theorem 2.2, we know that as vector fields on $N_-$,

$$
(3.8) \quad [\mathcal{L}_c, e^{R}_{-\alpha_j}] = -(\alpha_j, K^{-1}eK)e^{R}_{-\alpha_j},
$$

where $K \in N_-$ and $(\alpha_j, K^{-1}eK)$ is a function on $N_-.$

We denote by $e^{R}_{-\alpha_j}$ the derivation on $\mathbb{C}[\mathcal{U}]/\mathcal{I}$ corresponding to $e^{R}_{-\alpha_j}$ on $\mathbb{C}[N_-].$ Note that $\mathcal{L}_c$ corresponds to $\partial_x$ under the isomorphism in Theorem 1.2. By $\alpha_j = \sum_{m=1}^{\ell} a_{jm}\omega_m$ and in view of (2.22) and (2.23), (3.8) gives

$$
(3.9) \quad \sum_{m=1}^{\ell} a_{jm} u_{m,x} e^{R}_{-\alpha_j} = \rho_{j,x} e^{R}_{-\alpha_j}.
$$

As a derivation on $\mathbb{C}[\mathcal{U}]/\mathcal{I}$, we have

$$
\partial_x = \sum_{i=1}^{\ell} \sum_{k \geq 1} u_{i,x}^{(k)} \frac{\partial}{\partial u_{i,x}^{(k)}},
$$

Write

$$
\sum_{m=1}^{\ell} a_{jm} u_{m,x} e^{R}_{-\alpha_j} = \sum_{i=1}^{\ell} \sum_{k \geq 1} C_{j,i}^{k-1} \frac{\partial}{\partial u_{i,x}^{(k)}},
$$

where the $C_{j,i}^{k-1}$ are functions of $\{u_{i,x}^{(m)}\}_{m \geq 1}$. Then from (3.9), we see that

$$
C_{j,i}^{k} = \partial_x C_{j,i}^{k-1} + \rho_{j,x} C_{j,i}^{k-1}, \quad k \geq 1.
$$

Using (3.1), we see that $C_{j,i}^{0} = \delta_{ij}$. Hence $C_{j,i}^{k} = 0$ if $j \neq i$, and $C_{i,i}^{k} = B_{i}^{k}$ in view of (3.2). Therefore,

$$
(3.10) \quad \sum_{m=1}^{\ell} a_{jm} u_{m,x} e^{R}_{-\alpha_j} = \sum_{i=1}^{\ell} \sum_{k \geq 1} C_{j,i}^{k-1} \frac{\partial}{\partial u_{i,x}^{(k)}},
$$

as derivations on $\mathbb{C}[\mathcal{U}]/\mathcal{I}$. This shows, in particular, that the $\sum_{m=1}^{\ell} a_{jm} u_{m,x} e^{R}_{-\alpha_j}$ and hence the $\sum_{m=1}^{\ell} a_{jm} u_{m,x} e^{R}_{-\alpha_j}$ generate $\mathfrak{n}_-.

Now we show that the Lie algebra generated by the vector fields in (3.3) is isomorphic to a Lie algebra of vector fields on the first jet space of the integral curves of the standard differential system on the big cell $N_- \subset G/B_+.$

Two integral curves $\Phi_1, \Phi_2 : I \to N_-$ of the standard differential system (see (1.4)) are called $1$-equivalent at a point $y_0 \in I$ if their graphs have a contact of order 1 at the point $\Phi_1(y_0) = \Phi_2(y_0)$. The equivalence class of $\Phi$ with respect to this relation is denoted by $[\Phi]_{y_0}$ and is called the 1-jet of $\Phi$ at $y_0$. For an interval $I \subset \mathbb{R}^1$, the first jet space is

$$
J^1_y(N_-, D) = \{\{\Phi|_{y_0} | \Phi : I \to N_-, y_0 \in I, \Phi \text{ satisfies (1.4)}\}
$$
with a natural structure of manifold. Let $\omega \in \Omega^1(N_-, n_-)$ be the Maurer-Cartan form. Then $\Phi$ satisfies (1.4) iff $\omega(\Phi'(y)) \in g_{-1}$. Hence we can write

$$\omega(\Phi'(y)) = \sum_{i=1}^\ell \phi_i(y)e_{-\alpha_i},$$

(3.11)

using some functions $\phi_i(y)$.

Therefore, $J^1_y(N_-, D)$ is a manifold with coordinates

$$(y, \Phi^0, \phi^0_i), \quad 1 \leq i \leq \ell,$$

where $\Phi^0$ is the set of global coordinates on $N_-$. Here the superscripts 0 stand for 0-jets (the map values), and are used to distinguish the coordinates on the jet space from the actual representative maps. By (3.11), the Pfaffian system on $J^1_y(N_-, D)$ is defined by the components of the $g$-valued 1-form

$$\omega - \sum_{i=1}^\ell \phi^0_i dy \otimes e_{-\alpha_i},$$

(3.12)

where $\omega$ is expressed in terms of the coordinates $\Phi^0$.

Let us now consider the dual viewpoint in terms of distributions. We identify the tangent spaces of $N_-$, through the left translation to the identity, with the Lie algebra $n_-$. Then $\{\partial/\partial y, \partial/\partial \phi^0_i, e_{-\alpha}\}$ is a basis for the tangent spaces to $J^1_y(N_-, D)$, where $1 \leq i \leq \ell$ and the $-\alpha \in \Delta^-$ are the negative roots. The distribution dual to (3.12) is globally generated, where $\phi^0_i \neq 0$, by

$$\phi^0_i \frac{\partial}{\partial \phi^0_i}, \quad 1 \leq i \leq \ell,$$

and

$$\bar{Y} = \frac{\partial}{\partial y} + \sum_{i=1}^\ell \phi^0_i e_{-\alpha_i},$$

since the Maurer-Cartan form satisfies $\omega(a) = a$ for $a \in n_-$. Analogously to (3.4), define

$$\bar{V}_j := [\bar{Y}, \phi^0_j \frac{\partial}{\partial \phi^0_j}] = -\phi^0_j e_{-\alpha_j}, \quad 1 \leq j \leq \ell.$$

The $\bar{V}_j$ clearly generate $n_-$. We have $\bar{Y} = \partial/\partial y - \sum_{j=1}^\ell \bar{V}_j$ and also the bracket relations

$$\frac{\partial}{\partial y} \phi^0_i \frac{\partial}{\partial \phi^0_j} = 0, \quad \frac{\partial}{\partial y} \bar{V}_j = 0, \quad [\phi^0_i \frac{\partial}{\partial \phi^0_i}, \bar{V}_j] = \delta_{ij} \bar{V}_j.$$

(3.14)

By the comparison of (3.5) with (3.14) and (3.6) with (3.13), we see using (3.10) that the map

$$Y \mapsto \bar{Y}, \quad U_i \mapsto \phi^0_i \frac{\partial}{\partial \phi^0_i}, \quad 1 \leq i \leq \ell,$$

(3.15)

establishes an isomorphism between the two sets of vector field generators of the two distributions which respects their successive Lie brackets. This completes the proof of Theorem 1.5. $\square$
Example 3.16. We continue to use Example 2.27 to illustrate our results. Using $e_{-\alpha_1} = E_{21}$, $e_{-\alpha_2} = E_{32}$ and the coordinates in (2.29), we see that

$$e_{\alpha_1} = \frac{\partial}{\partial v_1} + v_2 \frac{\partial}{\partial u_3}, \quad e_{\alpha_2} = \frac{\partial}{\partial u_2}.$$

By the transformation (2.30) and the chain rule, we see that

$$e_{\alpha_1} = \frac{\partial}{\partial u_{1,x}}, \quad e_{\alpha_2} = \frac{\partial}{\partial u_{2,x}} + (2u_{2,x} - u_{1,x}) \frac{\partial}{\partial u_{2,xx}}.$$

These are clearly the $\tilde{V}_1$ and $\tilde{V}_2$ from (3.10) expressed in the generators $u_{1,x}$, $u_{2,x}$ and $u_{2,xx}$ of $\mathbb{C}[U]/I$.

4. FROM STANDARD DIFFERENTIAL SYSTEMS TO TODA FIELD THEORIES

In this section, we prove Theorem 1.6, which realizes the quotient structure of [AFV09, Theorem 1.4] for Toda field theories as Darboux integrable differential systems.

Proof of Theorem 1.6. By (1.4), an integral curve in $N_-$ of the standard differential system is locally a map $\Phi : I \to N_-$ such that

$$a := \Phi^{-1} \Phi_y \in n_-$$

lies in the subspace $g_{-1}$, where $\Phi_y = \Phi'(y)$.

Similarly there is the following “transposed” version on the x-side. We have the similarly defined subgroups $N_+$ and $B_-$ of $G$ integrating the Lie subalgebras $n_+ = \oplus_{i > 0} g_i$ and $b_- = \oplus_{i \leq 0} g_i$. Furthermore the space $B_-\backslash G$ of right cosets contains $N_+$ as a big cell. The left action of $G$ on $B_-\backslash G$ is defined by $g(B_-k) = B_-kg^{-1}$ for $g \in G$ and $B_-k \in B_-\backslash G$. The action of $g$ in an open set of $G$ (which contains the identity) on $n_2 \in N_+$ is defined by

$$n_2 = \tilde{n}_2 \in B_-N_+, \quad \text{then } g \cdot n_2 := \tilde{n}_2.$$

The standard distribution $\tilde{D}$ on $B_-\backslash G$ is defined as the $G$-invariant distribution equal to $g_1$ mod $b_-$ at $\tilde{\sigma} = B_- \cdot 1$. An integral curve in $N_+$ of the standard differential system is thus locally a map $\Psi : J \to N_+$, where $J$ is an interval, such that

$$b := \Psi_x \Psi^{-1} \in n_+ \text{ lies in the subspace } g_1,$$

where $\Psi_x = \Psi'(x)$, $x \in J$.

We write the $a$ and $b$ in (4.1) and (4.3) as

$$a = \sum_{i=1}^\ell \phi_i(y)e_{-\alpha_i}, \quad b = \sum_{i=1}^\ell \psi_i(x)e_{\alpha_i}.$$

Therefore, we have the following coordinates

$$(x, y, \Psi^0, \psi^i, \Phi^0, \phi^i), \quad 1 \leq i \leq \ell.$$

on the product $J^1_1(N_+, \tilde{D}) \times J^1_0(N_-, D)$ of jet spaces. An element $g \in G$ acts trivially on $x$ and $y$, acts on $\Phi^0$ and $\Psi^0$ by (2.18) and (4.2) when defined, and acts on $\phi_i^0$ and $\psi_i^0$ through the prolonged action. That is, given a point $(y_0, \Phi^0_0, \phi^0_i) \in$
have

Now we construct $\ell$ differential invariants and show that they satisfy the Toda field theory \((4.1)\) and \((4.3)\). 

The number of coordinates that \(G\) acts on is \(\dim N_- + \dim N_+ + 2\ell = \dim G + \ell\). Now we construct \(\ell\) differential invariants and show that they satisfy the Toda field theory \((4.1)\). In this proof, we will work with representatives of the jet spaces. That is, we will work with actual integral curves \(\Phi : I \to N_-\) and \(\Psi : J \to N_+\), satisfying \((4.1)\) and \((4.3)\). 

We use the bracket notation following the physicists [LS92]. For \(1 \leq i \leq \ell\), we denote by \(|i\rangle\) the highest weight vector for the \(i\)th fundamental representation \(V_i\) of \(G\) [FH91], and by \(|i\rangle\) the lowest weight vector for the dual representation \(V_i^*\), where \(G\) acts from the right. There are the induced representations of \(g\) and its universal enveloping algebra \(U(g)\) (see [Kna02]) on \(V_i\) and \(V_i^*\). For \(\mu, \nu \in U(g)\) and \(g \in G\), \(|i\rangle\nu g |i\rangle\) denotes the pairing of \(|i\rangle\nu\) in \(V_i^*\) with \(g |i\rangle\) in \(V_i\). We require that for the identity element \(1 \in G\), we have \(|1\rangle |1\rangle = 1\). Then consider the following function

\[
\xi_i := \langle i | \Psi(x) \Phi(y) | i \rangle.
\]

This function is not invariant under the \(G\)-action, but its transformation under \(g \in G\) is simple. Using \((2.18)\) and \((4.12)\), we have

\[
g^{-1}\xi_i = \langle i | (g \cdot \Psi(x)) (g \cdot \Phi(y)) | i \rangle = \langle i | Q(x)^{-1} \Psi(x) g^{-1} g \Phi(y) P(y)^{-1} | i \rangle = \xi_i p(y) q(x).
\]

Here \(Q(x) \in B_-\) and \(P(y) \in B_+\) are group elements for the normalizations from \((2.18)\) and \((4.12)\). Since \(|i\rangle\) and \(|i\rangle\) are the lowest and highest weight vectors, we have

\[
\langle i | Q(x)^{-1} = q(x) |i\rangle, \quad P(y)^{-1} | i \rangle = p(y) |i\rangle,
\]

for some functions \(p(y)\) and \(q(x)\). Therefore the locally defined

\[-(\log \xi_i)_{xy}\]

is \(G\)-invariant.

Now we define

\[(4.6)\quad u_i = - \log \xi_i + \sum_{j=1}^\ell a^{ij} \log (\phi_j(y) \psi_j(x)), \quad 1 \leq i \leq \ell.
\]

The \(u_i, xy = -(\log \xi_i)_{xy}\) are also differential invariants.

Now we compute that

\[
u_{i, xy} = \frac{\xi_i \xi_{i, xy} - \xi_{i, x} \xi_{i, y}}{\xi_i^2}.
\]
By (4.1), (4.3) and (4.4), we have
\[ \xi_{i,y} = \langle i|\Psi(x)\Phi_y(y)|i \rangle = \langle i|\Psi(x)\Phi(y) \sum_{j=1}^{\ell} \phi_j(y)e_{-\alpha_j}|i \rangle = \phi_i(y)\langle i|\Psi(x)\Phi(y)e_{-\alpha_i}|i \rangle, \]
\[ \xi_{i,x} = \langle i|\Psi_x(x)\Phi(y)|i \rangle = \langle i|\sum_{j=1}^{\ell} \psi_j(x)e_{\alpha_j}%\Psi(x)\Phi(y)|i \rangle = \psi_i(x)\langle i|e_{\alpha_i}\Psi(x)\Phi(y)|i \rangle, \]
\[ \xi_{i,xy} = \phi_i(y)\psi_i(x)\langle i|e_{\alpha_i}\Psi(x)\Phi(y)e_{-\alpha_i}|i \rangle. \]

Here we have used the well-known fact that for \( j \neq i \) we have \( e_{-\alpha_j}|i \rangle = 0 \) and similarly \( \langle i|e_{\alpha_j} = 0 \) (see [LS92, Eq. (1.4.19)]). Therefore
\[ u_{i,xy} = -\phi_i(y)\psi_i(x)\frac{\Delta_i}{\xi_{i}}, \]

where
\[ \Delta_i = \left| \begin{array}{cc} \langle i|\Psi(x)\Phi(y)|i \rangle & \langle i|\Psi(x)\Phi(y)e_{-\alpha_i}|i \rangle \\ \langle i|e_{\alpha_i}\Psi(x)\Phi(y)|i \rangle & \langle i|e_{\alpha_i}\Psi(x)\Phi(y)e_{-\alpha_i}|i \rangle \end{array} \right|. \]

Now the so-called Jacobi identity [LS92, Eq. (1.6.16)] asserts that
\[ \Delta_i = \prod_{j \neq i} \xi_{ij}^{-a_{ij}}. \]

Therefore since \( a_{ii} = 2 \), we have
\[ u_{i,xy} = -\phi_i(y)\psi_i(x) \prod_{j=1}^{\ell} \xi_{ij}^{-a_{ij}} = -\exp\left( \sum_{j=1}^{\ell} a_{ij} u_j \right) \]
by the definition of \( u_i \) in (4.6). This shows that the \( u_j \) for \( 1 \leq j \leq \ell \) are functions in the \( u_{i,xy} \) and hence are differential invariants themselves.

Therefore, the following functions
\[ u_i^0 = -\log\langle i|\Psi^0\Phi^0|i \rangle + \sum_{j=1}^{\ell} a^{ij} \log(\phi_j^0\psi_j^0), \quad 1 \leq i \leq \ell, \]
on \( J_x^1(N_+,\tilde{D}) \times J_y^1(N_-,D) \) are invariant under the \( G \) action, and they satisfy the Toda field theory (4.1).

It is interesting to note that the above differential invariants in (4.8) are exactly the general local solutions of the Toda field theory (4.1) constructed in [LS92].

REFERENCES

[AFV09] Ian M. Anderson, Mark E. Fels, and Peter J. Vassiliou, Superposition formulas for exterior differential systems, Adv. Math. 221 (2009), no. 6, 1910–1963.

[BBT03] Olivier Babelon, Denis Bernard, and Michel Talon, Introduction to classical integrable systems, Cambridge Monographs on Mathematical Physics, Cambridge University Press, Cambridge, 2003.

[BFO+90] J. Balog, L. Fehér, L. O’Raifeartaigh, P. Forgács, and A. Wipf, Toda theory and \( W \)-algebra from a gauged WZNW point of view, Ann. Physics 203 (1990), no. 1, 76–136.

[BCG+91] R. L. Bryant, S. S. Chern, R. B. Gardner, H. L. Goldschmidt, and P. A. Griffiths, Exterior differential systems, Mathematical Sciences Research Institute Publications, vol. 18, Springer-Verlag, New York, 1991.

[DZ13] Boris Doubrov and Igor Zelenko, Geometry of curves in generalized flag varieties, Transform. Groups 18 (2013), no. 2, 361–383.

[LS79] R. L. Bryant, S. S. Chern, R. B. Gardner, H. L. Goldschmidt, and P. A. Griffiths, Exterior differential systems, Mathematical Sciences Research Institute Publications, vol. 18, Springer-Verlag, New York, 1991.
[DS84] V. G. Drinfel’d and V. V. Sokolov, Lie algebras and equations of Korteweg-de Vries type, Current problems in mathematics, Vol. 24, Itogi Nauki i Tekhniki, Akad. Nauk SSSR Vsesoyuz. Inst. Nauchn. i Tekhn. Inform., Moscow, 1984, pp. 81–180.

[EF97] Benjamin Enriquez and Edward Frenkel, Equivalence of two approaches to integrable hierarchies of KdV type, Comm. Math. Phys. 185 (1997), no. 1, 211–230.

[FOR+92] L. Feher, L. O’Raifeartaigh, P. Ruelle, I. Tsutsui, and A. Wipf, Generalized Toda theories and W-algebras associated with integral gradings, Ann. Physics 213 (1992), no. 1, 1–20.

[FF95] Boris Feigin and Edward Frenkel, Kac-Moody groups and integrability of soliton equations, Invent. Math. 120 (1995), no. 2, 379–408.

[FF96] Boris Feigin and Edward Frenkel, Integrals of motion and quantum groups, Integrable systems and quantum groups (Montecatini Terme, 1993), Lecture Notes in Math., vol. 1620, Springer, Berlin, 1996, pp. 349–418.

[Fre98] Edward Frenkel, Five lectures on soliton equations, Surveys in differential geometry [integrable systems], Surv. Differ. Geom., vol. 4, Int. Press, Boston, MA, 1998, pp. 131–180.

[FH91] William Fulton and Joe Harris, Representation theory, Graduate Texts in Mathematics, vol. 129, Springer-Verlag, New York, 1991.

[Kna02] Anthony W. Knapp, Lie groups beyond an introduction, 2nd ed., Progress in Mathematics, vol. 140, Birkhäuser Boston, Inc., Boston, MA, 2002.

[Kos59] Bertram Kostant, The principal three-dimensional subgroup and the Betti numbers of a complex simple Lie group, Amer. J. Math. 81 (1959), no. 4, 973–1032.

[Kos63] Bertram Kostant, Lie group representations on polynomial rings, Amer. J. Math. 85 (1963), 327–404.

[Kos75] Bertram Kostant, Vervox modules and the existence of quasi-invariant differential operators, Non-commutative harmonic analysis (Actes Colloq., Marseille-Luminy, 1974), Springer, Berlin, 1975, pp. 101–128. Lecture Notes in Math., Vol. 466.

[Kos79] Bertram Kostant, The solution to a generalized Toda lattice and representation theory, Adv. in Math. 34 (1979), no. 3, 195–338.

[Lez80] A. N. Leznov, On complete integrability of a nonlinear system of partial differential equations in two-dimensional space, Teoret. Mat. Fiz. 42 (1980), no. 3, 225–229.

[LS79] A. N. Leznov and M. V. Saveliev, Representation of zero curvature for the system of nonlinear partial differential equations \( x_\alpha, z \bar{z} = \exp(kx_\alpha) \) and its integrability, Lett. Math. Phys. 3 (1979), no. 6, 489–494.

[LS92] A. N. Leznov and M. V. Saveliev, Group-theoretical methods for integration of nonlinear dynamical systems, Progress in Physics, vol. 15, Birkhäuser Verlag, Basel, 1992. Translated and revised from the Russian; Translated by D. A. Leites.

[LNYW12] Chang-Shou Lin, Zhaohu Nie, and Juncheng Wei, Classification of solutions to general Toda systems with singular sources, available at [arXiv:1605.07759]

[LWY12] Chang-Shou Lin, Juncheng Wei, and Dong Ye, Classification and nondegeneracy of SU(n + 1) Toda system with singular sources, Invent. Math. 190 (2012), no. 1, 169–207.

[Lio53] J. Liouville, Sur l’équation aux différences partielles \( \frac{d^2}{dx^2} \log \lambda \pm \frac{A}{2x^2} = 0 \), Math. Pures Appl. 18 (1853), 71–72.

[Nie14] Zhaohu Nie, On characteristic integrals of Toda field theories, J. Nonlinear Math. Phys. 21 (2014), no. 1, 120–131.

[Nie16] Zhaohu Nie, Classification of solutions to Toda systems of types C and B with singular sources, Calc. Var. Partial Differential Equations 55 (2016), no. 3, 55:53.

[Olv95] Peter J. Olver, Equivalence, invariants, and symmetry, Cambridge University Press, Cambridge, 1995.

[Yam93] Keizo Yamaguchi, Differential systems associated with simple graded Lie algebras, Progress in differential geometry, Adv. Stud. Pure Math., vol. 22, Math. Soc. Japan, Tokyo, 1993, pp. 413–494.

E-mail address: zhaohu.nie@usu.edu

Department of Mathematics and Statistics, Utah State University, Logan, UT 84322-3900