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Abstract

Mountain block systems are critical to water resources and have been heavily studied and modeled in recent decades. However, due to lack of field data, there is little consistency in how models represent the mountain block subsurface. While there is a large body of research on subsurface heterogeneity, few studies have evaluated the effect that common conceptual choices modelers make in mountainous systems have on simulated hydrology. Here we simulate the hydrology of a semi-idealized headwater catchment using six common conceptual models of the mountain block subsurface. These scenarios include multiple representations of hydraulic conductivity decaying with depth, changes in soil depth with topography, and anisotropy. We evaluate flow paths, discharge, and water tables to quantify the impact of subsurface conceptualization on hydrologic behavior in three dimensions. Our results show that adding higher conductivity layers in the shallow subsurface concentrates flow paths near the surface and increases average saturated flow path velocities. Increasing heterogeneity by adding additional layers or introducing anisotropy increases the variance in the relationship between the age and length of saturated flow paths. Discharge behavior is most sensitive to heterogeneity in the shallow subsurface layers. Water tables are less sensitive to layering than they are to the overall conductivity in the domain. Anisotropy restricts flow path depths and controls discharge from storage but has little effect on governing runoff. Differences in the response of discharge, water table depth, and residence time distribution to subsurface representation highlight the need to consider model applications when determining the level of complexity that is needed.

Plain Language Summary

Computer models are a commonly used tool to understand and predict the behavior of mountainous watersheds. However, modeling groundwater is uniquely challenging in these systems because groundwater flow is strongly influenced by the geometry of the bedrock, yet observations of depth to bedrock and measurements of hydraulic properties with depth are infrequent. Modelers commonly rely on simplifying assumptions to represent the geologic layering in mountainous watersheds. However, the impact of these assumptions on simulated hydrology is rarely evaluated. Our study compares six commonly used representations of the subsurface to explore how basic choices in model construction influence the resulting hydrology. The six models vary in complexity from no layering at all to more complex variations in soil depth. We compare the behavior of our six cases based on groundwater levels, streamflow, and groundwater flow pathways. We show that streamflow changes the most due to changes in the model layers closest to the surface. The speed of groundwater flow pathways is more sensitive to the properties of layers at all depths. Differences in how streamflow and groundwater flow pathways respond to various representations highlight the fact that good model performance with respect to one variable can hide uncertainty in other areas.

1. Introduction

Mountain regions are important water sources for much of the world, and understanding headwater hydrology is vital to anticipating the effects of human development and climate change on these resources (Immerzeel et al., 2019). However, the geologic complexity of mountain systems makes them unique from other types of watersheds and limits our ability to translate lessons learned in other settings to mountainous watersheds. Thinly layered soils, steep topography, and complex folded and faulted geology affect the runoff and infiltration processes in the mountain block, driving the storage-discharge behavior of these systems in unique ways (Ajami et al., 2011).

Our current conceptual models of mountain hydrogeology are limited by available observations. Field measurements are difficult to gather at a sufficient spatial and temporal resolution to support watershed-scale...
subsurface characterization. Drilling into the mountain block to gather subsurface data can be expensive, and the hydrologic properties that hydrogeologists must infer and extrapolate from geologic observations can be uncertain. Given these limitations, computer models are commonly used tools to explore mountain groundwater hydrology (Markovich et al., 2019). Still, to build these models, the modelers must make assumptions about the hydrogeology of the mountain block. While modelers routinely calibrate or explore the hydrologic sensitivity to the parameter values they assign to their hydrogeologic units (e.g., porosity and hydraulic conductivity [K]), the more conceptual assumptions modelers make when developing the subsurface configuration (e.g., layer thicknesses) of headwater hydrologic models have not been well explored.

The current understanding of mountain groundwater systems builds from early work on regional groundwater systems. Some of the first models of regional groundwater systems explored the effects of topography on groundwater table configuration, assuming the form of the water table in advance (Freeze & Witherspoon, 1967; Tóth, 1963). Tóth (1963) demonstrated the existence of nested flow paths within a regional groundwater system, which he categorized as local, intermediate, and regional flow paths. His numerical experiments involved many assumptions, including shallow flank slopes, negligible longitudinal flow (justifying the use of a two-dimensional domain), an isotropic, heterogeneous subsurface, and, most significantly, that the water table was a subdued replica of topography. Despite the highly simplified nature of his theoretical analysis, Tóth’s nested flow path model remains the foundation for many of our groundwater conceptualizations today.

Building upon Tóth’s seminal work, hydrogeologists have since explored the drivers of regional groundwater flow. Haitjema and Mitchell-Bruker (2005) developed a two-dimensional model to evaluate the underlying assumptions that lead to Tóth’s model of the water table as a subdued replica of the topography. They relaxed many of Tóth’s assumptions, including the shape of the water table, the thickness of the active aquifer, and the variability of the topography. They systematically varied levels of recharge and K across their domain and demonstrated that the water table configuration is primarily controlled by the relationship between the average recharge and K. A relatively low ratio of average recharge to K indicates a recharge-controlled water table, which is deeper and results in more prominent horizontal flow and regional flow paths. Conversely, a relatively high ratio of average recharge to K indicates a topography-controlled water table, where local and intermediate flow paths are more prominent. Haitjema and Mitchell-Bruker (2005) demonstrated that the water table configuration used by Tóth is not universal but representative of a system with a high ratio of recharge to K.

While the work of Haitjema and Mitchell-Bruker (2005) was an important advance from Tóth’s analysis, their work was still based on two-dimensional homogenous domains. Two-dimensional modeling of regional groundwater systems can lead to fundamentally different water tables and flow paths than what occurs in three dimensions (J.-Z. Wang et al., 2017). In addition, mountain block systems are geologically complex; faulting, fracturing, and differential weathering can lead to sharp gradients in K—potentially spanning several orders of magnitude in the shallow (<100 m) subsurface alone (Welch & Allen, 2014). Furthermore, steep topography can increase the relative importance of longitudinal flow, or flow that is perpendicular to the regional flow direction, resulting in more complex nested flow paths in three dimensions (Gleeson & Manning, 2008). This combination of subsurface heterogeneity and steep topography makes common simplifying assumptions about groundwater flow more difficult to justify. For example, the Dupuit-Forchheimer approximation assumes the resistance to vertical flow; we often lack the field data in the mountain block to determine its validity when calculating flow behavior.

Several studies have explored the controls of groundwater behavior specifically in mountain watershed systems. Forster and Smith (1988) conducted sensitivity analyses on mountain hydrology using a two-dimensional model to test topographic, geologic, climatic, and thermal effects on mountain groundwater systems. They determined that K is the most important driver for changes in mountain flow systems of the parameters they modeled. Gleeson and Manning (2008) expanded Tóth’s regional groundwater flow analysis to a three-dimensional mountain block watershed. They concluded that Haitjema and Mitchell-Bruker’s (2005) criteria for recharge versus topography-controlled water tables were generally valid in mountainous systems, but they further showed that relative importance of regional flow paths is modulated by the degree of incision in first-order streams. Welch and Allen (2012) demonstrated that the groundwater flow patterns (i.e., recharge zones and baseflow) that arise from topography-driven systems are generally
consistent across different configurations of topography. Ameli et al. (2018) corroborated these relationships between regional groundwater flow, recharge, and topographic relief. They combined field data and a semi-analytical flow and transport model showing that the proportion of regional flow paths increases with decreasing recharge.

While this body of research has advanced our understanding of mountain block hydrology, much of the work incorporates important assumptions. These include (1) simplifying systems to two dimensions (Forster & Smith, 1988; Welch & Allen, 2014), (2) assuming homogeneous domains or simple layering (Gleeson & Manning, 2008; Welch & Allen, 2012), (3) assuming steady-state solutions (Gleeson & Manning, 2008; C. Wang et al., 2018), and (4) ignoring or simplifying unsaturated flow (Ameli et al., 2018; Welch & Allen, 2014). These assumptions are valuable for conducting controlled numerical studies of basic interactions and have been critical in the advancement of our basic conceptualizations of mountainous systems. However, our increased ability to gather data (e.g., through geophysics and remote sensing) and the advances in numerical approaches that can leverage high-performance computing allow us to represent more complexity in the mountain block (Ball et al., 2014; Gilbert & Maxwell, 2017). We need to more thoroughly interrogate the connections between topography, subsurface complexity, and the simulated hydrologic behavior of the mountain block with fewer assumptions to help guide this work.

Currently, there is substantial variability in how modelers choose to represent mountain block watersheds and little research on the impact of the choice of representation. Here we present three of the most common approaches to representing mountain block watersheds in three-dimensional models. The simplest approach is to represent the mountain block watershed with two homogeneous layers to represent active (i.e., participating in the hydrologic system on human rather than geologic timescales) and inactive regions (Gleeson & Manning, 2008; Mayo et al., 2003; Welch & Allen, 2012). Building off of the first approach, some studies employ a combination of layers representing soil, saprolite, fractured bedrock, and unfractured bedrock, based on Welch and Allen’s (2014) thorough review of crystalline mountain block hydrogeology (Gilbert & Maxwell, 2017; H. M. Voeckler et al., 2014). Alternatively, a common conceptual model with more complexity assumes an exponential decay of K with depth (Ameli et al., 2016; C. Wang et al., 2018), based on the empirical formula proposed by Louis (1972). In locations with more available soil and geologic data, some modelers add more complexity to these three conceptual models by varying layer thicknesses spatially (Engdahl & Maxwell, 2015; H. M. Voeckler et al., 2014).

There has been little evaluation of the effects of these various conceptual models on the modeled hydrologic behaviors to date. This study employs a model with transient, three-dimensional, variably saturated flow to identify systematic differences in watershed behaviors that result from common approaches to conceptualizing the subsurface. Specifically, we ask how sensitive is the simulated hydrologic behavior of the mountain block watershed to the common choices of conceptual models? To answer this, we use a semi-idealized mountainous domain to simulate scenarios of six common conceptual models of the mountain block. These include a scenario with a homogeneous subsurface, scenarios with several constant thickness layers, a scenario with variable soil depth, a scenario with anisotropy, and a scenario with exponential decay in K with depth.

We evaluate the resulting watershed behavior in each scenario with respect to water table depth, discharge patterns, and subsurface flow paths and discuss the sensitivities of these behaviors to the chosen conceptual model. Water tables and discharge patterns are commonly used metrics to evaluate a watershed model and are valuable for evaluating the storage and discharge behaviors of a watershed. Here we also analyze how the subsurface conceptual model influences the distribution of flow paths and groundwater ages. Groundwater flow paths can reveal sensitivities in watershed dynamics that may be obscured by aggregated water table or discharge response (Hale & McDonnell, 2016) and may be important for simulating nonstationary changes in watershed dynamics (Markovich et al., 2016; Tetzlaff et al., 2015).

2. Materials and Methods

This study uses an integrated hydrologic model coupled with particle tracking to simulate groundwater configuration, runoff, flow path lengths, and flow path ages and compares the impact of competing conceptual models on watershed simulations. All tests are applied in a semi-idealized mountain block domain. This section describes our modeling tools (section 2.1), the model domain (section 2.1.1), scenario designs (section 2.2), the overall simulation process (section 2.3), and model evaluation (section 2.4).
2.1. Modeling Tools

We use the integrated hydrologic model ParFlow-CLM to simulate the hydrologic and land surface processes of the mountain block (Ashby & Falgout, 1996; Jones & Woodward, 2001; Kollet & Maxwell, 2006, 2008; Maxwell, 2013; Maxwell & Miller, 2005). ParFlow simultaneously solves the governing equations for overland flow and groundwater flow in three dimensions, both in the saturated zone and the unsaturated zone. Overland flow is simulated with the kinematic wave approximation for each cell that has water ponded on the surface of the domain, and groundwater flow is simulated by solving the mixed form of Richards’s equation. This work uses ParFlow coupled with a version of the Community Land Model (CLM) that simulates the land surface energy and water balance (Kollet & Maxwell, 2008). CLM uses hourly atmospheric variables including precipitation, solar radiation, wind speed, temperature, and specific humidity to simulate land surface processes and solve the water energy balance at the land surface.

To quantify the differences in flow paths between scenarios, we employ the EcoSLIM particle tracking code (Maxwell et al., 2019). EcoSLIM is a Lagrangian particle tracking model that uses gridded outputs from ParFlow-CLM (three-dimensional subsurface flow velocity, pressure, saturation, precipitation, and evapotranspiration) to insert, remove, and advect particles through the subsurface at each time step. EcoSLIM includes both advective and diffusive particle transport through the subsurface.

2.1.1. Domain Selection and Discretization

We compare scenarios with different subsurface configurations in a semi-idealized domain based on real topography to investigate the sensitivity of flow paths to mountain block heterogeneity. We use topography from a 32-km² portion of the headwaters of the Sabino Creek watershed in the Santa Catalina Mountains, north of Tucson, AZ (see Figure 1). The watershed elevation ranges from 2,791 m above sea level (masl) to 1,230 masl. Land cover in this catchment includes subalpine forests, montane fir forests, pine forests, and pine-oak forests (Whittaker & Niering, 1965). The slopes within the catchment range from 0–50%, averaging roughly 22%. We chose this domain for several reasons. First, it includes steepness and topography characteristic of mountain watersheds. Second, we had easily accessible digital elevation model (DEM) and climatic data for the watershed. Finally, this domain is simple enough to see clear flow paths but has complex real-world topography that allows us to see more interesting changes in flow paths when compared to a simple sinusoidal topography that has been used in previous research on idealized groundwater models (Cardenas & Jiang, 2010; Gleeson & Manning, 2008).

To construct the domain, we used 30-m DEM data from the ASTER Global DEM data set (Tachikawa et al., 2011). We upscaled the 30-m DEM to 90 m by choosing the minimum elevations, resulting in 3,948 active grid cells for the domain. Choosing the minimum elevations to aggregate and upscale the DEM data is the best method for capturing the drainage network of the domain. We then processed the upscaled DEM data using PriorityFlow (Condon & Maxwell, 2019) to ensure a hydrologically connected drainage network. The blue shading in Figure 1a shows the expected river drainage network based on calculated drainage areas from the topographic processing. The river network shown here is all cells with a drainage area greater than 60 grid cells (0.49 km²). The upscaled DEM data result in a coarser drainage network than exist in the field (i.e., containing less first-order ephemeral streams in its subcatchments). The processed drainage network matches well with the observed drainage network in the basin, although it should be noted that this is a semiarid basin and all of the stream cells shown above do not flow perennially.

Our domain comprises 20 vertical layers of variable thickness, ranging from 0.1 m thick at the top layer to 200 m thick at the bottom layer, resulting in a total thickness of 1 km. We use a terrain-following grid (Maxwell, 2013) approach, so the total thickness is constant across the domain. This layer discretization allows for sufficient freedom to adjust the domain parameters for multiple scenarios. We chose the total depth based on a review of prior literature, which indicates that 1 km is sufficient to capture the full local and intermediate flow paths (Ball et al., 2014; Frisbee et al., 2017). We imposed a no-flow boundary condition on the sides and the bottom of the domain; outflow can only occur via surface water flow and evapotranspiration (ET). Imposing the no-flow boundary condition assumes that the groundwater divide follows the topographic divides.

The assumption of the location of the groundwater divide can affect the distribution of flow paths and water table configurations, especially regarding regional flow paths (Harding, 2012). Welch and Allen (2012) showed that subsurface flux between adjacent mountain subcatchments can change baseflow (which
includes local and intermediate flow paths) up to 10% if there are significant topographic differences between the subcatchments. Our chosen domain is a headwater watershed, and we are assuming here that flow between adjacent basins is insignificant. However, there is potential for what Amelli et al. (2018) describe as “headwater groundwater subsidies” from our watershed to the parent watershed, which follow regional flow paths. We do not have data to support the quantification of these subsidies, and we focus our study on intermediate and local flow paths. Constraining our lateral boundaries to the surface watershed boundary removes this extra degree of freedom and allows a clearer understanding of the response of local and intermediate flow paths to changes in conceptualization of the subsurface layering.

2.2. Scenario Design

We developed six scenarios based on the most commonly employed conceptual models in the literature. Figure 1 shows the $K$ values in each layer for the six scenarios, which are described as follows:

1. Homogeneous (Homogeneous scenario): This baseline domain has identical properties throughout. We chose a $K$ value that is representative of a crystalline bedrock system and experimentally determined a value that produces a plausible water table in our domain. More details follow the scenario descriptions.
2. Soil and bedrock (Two-layered scenario): This domain builds upon the Homogeneous scenario by replacing the top 2 m of the domain with a soil layer having a greater $K$ and porosity. The harmonic mean $K$ of this scenario is identical to the Homogeneous scenario. While the harmonic mean $K$ will not result in identical solutions to the homogeneous scenario for a variably saturated domain (Zhu, 2008), this is still an appropriate approximation for modeling the broad controls on the hydrology of the mountain block.

3. Soil, saprolite, and bedrock (Three-layered scenario): This domain builds upon the Two-layered scenario by adding a saprolite layer to the 8 m below the soil layer. The harmonic mean $K$ of the Three-layered scenario is identical to the Homogeneous scenario and the Two-layered scenario.

4. Variable soil depth (Variable Soil scenario): Following some of the common mountain block erosion processes (Pelletier & Rasmussen, 2009), we develop the Variable Soil scenario to simulate the effects of spatially varying soil depth based on the distance to a stream cell. The soil depth ranges from 4 to 0.1 m, decreasing with distance from the nearest stream cell, as shown in Figure 2. The maximum soil depth at a river cell also decreases with tributary watershed area, with a minimum thickness of 1 m for any river cell. The mean $K$ in this scenario is slightly lower than the prior scenarios since the average soil depth was shallower than the Three-layered scenario, and we used the same $K$ values for each of the geologic layers as the Three-layered scenario.

5. Three-layered scenario with anisotropy (Anisotropic scenario): Hydraulic conductivity in mountain blocks can be strongly anisotropic (Mayo et al., 2003), where bedding, weathering processes, and folds produce horizontal $K_x$ that exceed vertical $K_z$ and faults and fractures produce dominant $K_z$ primarily oriented parallel to the dip direction and secondarily to the strike direction (H. Voekler & Allen, 2012). However, many modeling studies of the mountain block assume isotropic $K$ (e.g., Gilbert & Maxwell, 2017; Yao et al., 2018). To investigate the effects of anisotropy on our model, we develop the Anisotropic scenario by decreasing the magnitude of the vertical $K_z$, in each layer of the Three-layered scenario and increased the magnitude of $K_x$ and $K_y$. We designed this so that the ratio of $K_x$ to $K_y$ to $K_z$ is 10, and the magnitude of the tensor vector is equal to the other scenarios ($3^{0.5}$). This results in multiplying the $K_x$, $K_y$, and $K_z$ from the Three-layered scenario by 1.22, 1.22, and 0.122, respectively. The approach maintains a consistent overall $K$ between scenarios, allowing the model results to be directly comparable. This anisotropy assumes that weathering in fractured crystalline or sedimentary mountain blocks encourages lateral and inhibits vertical flow to a modest degree (Yager et al., 2009).

6. Exponential decay in $K$ with depth (Exponential Decay scenario): Assuming exponential decay in $K$ with depth is a common conceptual model for flow models in regional groundwater domains and the mountain block (Ameli et al., 2016; Cardenas & Jiang, 2010; Jiang et al., 2009; C. Wang et al., 2018). This exponential decay model was originally introduced by Louis (1972) as an empirical formula fitting in situ permeability tests in fissured rock. We modeled two versions of this scenario for our study: one matching the harmonic mean $K$ with the Homogeneous scenario (High-$K$ Exponential Decay scenario) and one reducing the $K$ of the lower 990 m to achieve a water table that is more comparable with the other five scenarios (Low-$K$ Exponential Decay scenario). We discuss the reasoning for these below.

The $K$ value for the Homogenous scenario was determined experimentally by testing a range of realistic average saturated $K$ values to obtain a steady-state water table and rainfall-runoff ratio that is characteristic of the Sabino Canyon watershed described in the previous section. As noted above, our objective is not to calibrate the model to a specific stream gauge; however, generating a physically plausible water table is necessary to better understand the flow paths within the mountain block. We based our range of simulated $K$ values on the values used in the studies summarized by Welch and Allen (2014) and the range of $K$ values for the geology present in crystalline bedrock systems in Freeze and Cherry (1979). The upper and lower bounds of $K$ in these systems ranges from about $1 \times 10^{-7}$ m/s for soil layers to about $1 \times 10^{-8}$ m/s for low-$K$ unweathered...
bedrock. Our \( K \) value for the Homogeneous scenario is \( 5 \times 10^{-7} \) m/s. This is within an order of magnitude of several studies of crystalline bedrock systems similar to the geology of our domain.

The High-\( K \) Exponential Decay scenario resulted in a water table that was far lower (greater than 100 m deeper on average) than any of the other scenarios (see Figure 9a in section 3.5). This change in water table is a major driver of the changes in discharge patterns and flow paths, which make it more difficult to compare these results adjacent to each other. We therefore included the results of the High-\( K \) Exponential Decay scenario in a separate section and developed a similar scenario with an exponentially decaying \( K \) that results in a water table that is more comparable to the other five scenarios, constituting the six primary scenarios. For the Low-\( K \) Exponential Decay scenario, we adjusted the \( K \) in the bottom 990 m to where the \( K \) at the bottom of the domain would equal \( 1 \times 10^{-8} \) m/s as averaged across the vertical layers of the domain. The harmonic mean \( K \) for the Low-\( K \) Exponential Decay scenario is \( 2.1 \times 10^{-7} \) m/s.

As is necessary with all models, we made a series of assumptions to constrain our study. We first assumed that the porosity of each of the layers scaled with \( K \). We kept all of the components of the CLM model identical between the six scenarios. We assumed that the vegetation cover across the entire domain was made up of a mixed forest, which is consistent with the vegetation across most of the domain (see section 2.1.1). Although fractures and other geologic features in the mountain block can alter subsurface flow paths (Welch & Allen, 2014), we assume that each layer can be represented by equivalent porous media. Our goal is to understand the generalized effect of common conceptual models of structural heterogeneity on simulated hydrologic behavior, and the scale of our model domain exceeds the scale of most fractures by several orders of magnitude, so this assumption is justified.

### 2.3. Initialization and Simulation Process

Our simulation process has three main steps: (1) initialization, (2) transient simulation, and (3) particle tracking. In the first step, we initialize each scenario to reach a water table that is in dynamic equilibrium with the input climatic forcings. To accomplish this, we first apply a uniform, constant recharge rate, using ParFlow separately from CLM, to reach a steady-state water table. We determined that steady-state initialization was complete when the change in storage was less than 1% of the recharge. Following this step, we used the coupled ParFlow-CLM and ran multiple 5-year cycles of hourly climate forcing data acquired from the North American Land Data Assimilation System Project Phase 2 (NLDAS-2) (Xia et al., 2012). The NLDAS-2 data have a spatial resolution of one eighth of a degree, and we chose data from the grid cell that covered the center of our domain. We chose the period of water year (WY) 2009 through 2013 since this period was reflective of the long-term precipitation patterns of the region. We determined each scenario to be initialized when the 52-week running average volumes of subsurface storage and surface water discharge at the end of each 5-year cycle varied by less than 1%. Initialization times varied between 20 and 30 model years for each scenario.

After we initialized each of our model scenarios, we simulated our domain using 1 year of transient forcings to generate hourly outputs for EcoSLIM. We chose WY 2009 for this since its precipitation total was the closest to the mean annual precipitation of the 5-year transient initialization period. We then employed EcoSLIM, initializing the domain with 20 particles in each surface cell and running the simulation forward in time. We also tested adding more particles per cell and determined that 20 particles per cell allows us to capture the range of flow path variability while maintaining reasonable simulation times. For each scenario, we ran EcoSLIM using cycles of the 1 year, hourly ParFlow-CLM outputs until at least 92% of active particles exited the domain.

### 2.4. Output Metrics

We focus our analysis on the following model outputs: (1) water table depth, (2) streamflow discharge, (3) particle distributions and depths, and (4) particle age-length relationships. We evaluate the water tables and streamflow discharge to determine how changes in watershed dynamics affect watershed storage and discharge, respectively. We analyze the particle distributions, depths, and age-length relationships to understand how the choice of conceptual model drives the groundwater system dynamics. These dynamics can be important for characterizing subsurface contaminant transport or hydrologic responses on different time scales (Frisbee et al., 2013).
Water tables vary seasonally with our forcings, and the average water table depths presented here are the point where the subsurface storage is closest to the average storage at dynamic equilibrium (i.e., the water table depth most representative of equilibrium). Daily streamflow discharge patterns are calculated by summing hourly discharge. For flow path distributions, probability density functions (PDFs) are calculated by binning the particle saturated ages into 3-year bins. Any particles that are initialized at the surface in EcoSLIM exit immediately. Because the quantity of these particles depends on the extent of ponded area in each scenario, particles that exit within the first year are removed from our analysis. Flow path depths are calculated as the greatest depth below the domain surface that a particle reaches from each origin cell. We calculate the relationship between saturated particle age and length by averaging these values for the exited particles within each origin cell.

Finally, we developed a sensitivity index to quantify the relative sensitivities of each scenario to the primary hydrologic variables. We calculate the sensitivity index as the sum of the absolute value of the percentage change in the mean and the standard deviation of the value of interest (e.g., water table depth, saturated particle age, and discharge) compared to the Homogeneous scenario.

3. Results

Using the integrated modeling approach and output metrics detailed in section 2, we explore relationships between subsurface conceptualization and simulated depth to the water table (section 3.1), streamflow discharge (section 3.2), flow path ages and depths (section 3.3), and flow path velocities (section 3.4). As noted in section 2.2, we show the results for the Low-K Exponential Decay scenario in sections 3.1–3.4 and present the results for the High-K Exponential Decay scenario in section 3.5.

3.1. Water Tables

Figures 3a–3f show the water tables for the six primary scenarios. As expected, in all scenarios the water table is the deepest at the highest elevation points in the domain, on the upper right corner of the map, and we see groundwater convergence along the river network and at the outflow in the center of the left side of the map.

The Homogeneous scenario results in a water table that intersects the land surface (depth to water less than 0) that follows the rough shape of the expected river network shown in Figure 1 (refer to section 2.1.1 for more details on the river network). Notably, the ponded area (i.e., locations with overland flow) is wider than the processed river network. The ponded areas indicate that local flow paths are not prominent (i.e., discharge is not occurring in domain subcatchments), suggesting that the water table is recharge controlled.

The water tables for the Two-layered and the Three-layered scenarios are almost identical (Figures 3b and 3c), with a narrower ponded area than the Homogeneous scenario. This indicates that the increased \( K \) in the layers of the shallow subsurface results in a slightly lower water table. The similarities in the water tables of the Two-layered and the Three-layered scenarios suggest that the water table is most sensitive to the addition of the soil layer in the Two-Layered scenario and is less sensitive to the addition of the saprolite layer in the Three-layered scenario. This is likely due to the relatively small difference in \( K \) below 10 m deep in these scenarios (see Figure 1c). The ponded area in the Variable Soil scenario (Figure 3d) is between the Homogeneous scenario and the Two-layered and Three-layered scenarios. This is likely due to the fact that the soil layer is thinner overall in the Variable Soil scenario (Figure 2) compared to the Two-layered and Three-layered scenarios, where the soil layer has a constant thickness of 2 m. In addition, as we kept the total thickness of the soil and saprolite to 10 m in the Three-layered and Variable Soil scenarios, the Variable Soil scenario has a relatively thicker saprolite layer. This change also plays a role in increasing the ponded area in the Variable Soil scenario compared to the Three-layered scenario.

The Anisotropic scenario (Figure 3e) has a shallower water table than the Three-layered scenario. The ponded area is also narrower and extends across more of the drainage network than the Three-layered scenario (Figure 3c). The area with a water table less than 2 m below the surface is larger in the Anisotropic scenario than the other scenarios, which is a reflection of the shallower water table and, along with the narrower ponded area, the increased influence of topography on the water table configuration.

The Low-K Exponential Decay scenario (Figure 3f) has a shallower water table on average than the Homogeneous scenario due to the lower overall \( K \). This has a narrower, more extensive ponded area that
more closely resembles the processed river network compared to the other scenarios. The expanded ponded area in the Low-K Exponential Decay scenario shows an expansion of local flow paths compared to the Homogeneous scenario. The lower overall K increases the ratio of recharge to K, which results in a pattern of local flow paths characteristic of a more topography-controlled water table. Compared to the other scenarios, the water table is also shallower at the highest points of the watershed, increasing the hydraulic gradient. This increased gradient highlights the effect of the topography and stream incision on the water table across the domain.

3.2. Streamflow Discharge

These systems are in dynamic equilibrium, and the precipitation inputs for each scenario are identical. The total outflows for each scenario are also roughly identical, although each scenario exhibits different partitioning and timing of discharge and ET. Figure 4 shows the flow-duration curves for the six primary scenarios. The discharge in the Homogeneous scenario ranges from 470 to 9,700 m³/hr. All other scenarios have a smaller range in discharge than the Homogeneous scenario, with the next highest maximum flow occurring in the Variable Soil scenario (3,000 m³/hr). The decreased discharge rates for high-flow events (probability of exceedance less than 8%) in the heterogeneous scenarios suggest that the higher K in the shallow subsurface controls the storage-discharge relationship of the watershed. The higher K layers in the shallow subsurface of the five heterogeneous scenarios increase infiltration, resulting in decreased peaks of overland flow and increased discharge from storage. As precipitation falls on the watershed of the Homogeneous scenario, the influx of water exceeds the infiltration capacity of the top layers, resulting in more rapid infiltration-excess type runoff.

![Water tables for the six primary scenarios: (a) Homogeneous, (b) Two-layered, (c) Three-layered, (d) Variable Soil, (e) Anisotropic, and (f) Low-K Exponential Decay. These water tables are calculated from the time most representative of the average water table at dynamic equilibrium. The surface topography slopes from the upper right section of the catchment to the center left part of the catchment. Cells that are dark navy indicate water that is ponded on the surface.](image-url)
As with groundwater depths, the Two-layered and Three-layered scenarios have very similar discharge patterns (Figure 4, red and blue, respectively); the median discharge is 750 m³/hr for the Two-layered scenario and 770 m³/hr for the Three-layered scenario, and the maximum flow is 2,020 and 2,050 m³/hr for the Two-layered scenario and the Three-layered scenario, respectively. The Variable Soil scenario, however, exhibits a lower median discharge (700 m³/hr) and a higher range in discharge (2,480 m³/hr, defined by the maximum minus the minimum daily flow rate) than the Two-layered scenario and the Three-layered scenario due to the thinner soils on the hillslopes. The thinner soils reduce the capacity of the hillslopes to capture precipitation falling on the surface.

The hydrograph of the Anisotropic scenario (Figure 4, purple) is similar in shape and discharge range to the isotropic scenarios. The maximum discharge of 2,850 m³/hr lies between the Variable Soil scenario and the Three-layered scenario. However, the median discharge of the Anisotropic scenario is 670 m³/hr, which is less than the Two-layered and Three-layered scenarios. The shallower water table in the Anisotropic scenario increases the amount of water available for ET, thereby reducing the runoff compared to the isotropic scenarios.

The Low-K Exponential Decay scenario’s discharge pattern is similar in shape and range to the other scenarios with heterogeneity (Figure 4, orange). Since the overall K is lower for this scenario, the similar results suggest that the storage-discharge relationship is more sensitive to the K in the shallow subsurface and not sensitive to the overall K in the domain past a certain depth. The Low-K Exponential Decay scenario has a similar maximum discharge to the other heterogeneous scenarios (2,530 m³/hr), but it has the greatest median discharge of the six primary scenarios (860 m³/hr). The greater magnitude of the low-flow events is due to the smaller ponded area (Figure 3f), resulting in less water exiting through ET.

### 3.3. Flow Path Ages and Depths

PDFs of saturated particle ages illustrate the impact of heterogeneity on flow paths. Figure 5 shows PDFs for the saturated age of exiting particles for the six primary scenarios. Particles in the Homogeneous scenario have longer mean saturated ages (282 years) than any of the other scenarios. The mean saturated particle ages for the Two- and Three-layered scenarios (Figure 5, red and blue, respectively) are 157 and 166 years, respectively. The Two- and Three-layered scenarios have higher peak density ages than the Homogeneous scenario, indicating a concentration of flow paths due to layering. This is consistent with prior modeling research which established that the flow increases and flow paths are concentrated in high-K zones.

---

**Figure 4.** Flow-duration curves for the six primary scenarios, shown on a log-log scale. These curves are for 1 year of daily discharges aggregated from hourly data.
The Variable Soil scenario (Figure 5, green) has flow paths that are less concentrated and older on average than the Three-layered scenario (the mean/standard deviation of saturated flow path ages are 166/97 and 181/111 years for the Three-layered and Variable Soil scenarios, respectively). The differences between the Two-layered scenario, Three-layered scenario, and the Variable Soil scenario are relatively small compared to the difference between these scenarios and the Homogeneous scenario. These scenarios all have similar \( K \) values below a depth of 10 m and similar water tables existing primarily more than 10 m below the surface, so we do not expect the saturated flow paths to vary much between them.

The PDF of saturated particle ages for the Anisotropic scenario (Figure 5, purple) lies between the Homogeneous scenario and the Two-layered and Three-layered scenarios. The average particle age of the Anisotropic scenario is 217 years, which exceeds all scenarios except the Homogeneous scenario. Anisotropy has the dual effect of concentrating the flow paths that are more immediately connected with the surface water system while resisting vertical flow from the deeper layers.

The higher water tables in the Low-\( K \) Exponential Decay scenario (Figure 5, orange) result in younger flow paths on average than the other five scenarios. The mean saturated particle age for the Low-\( K \) Exponential Decay scenario is 62 years. The higher water table results in a greater portion of flow paths in the layers of the shallow subsurface, which offsets the effect of the lower overall \( K \) and porosity in these scenarios. The Low-\( K \) Exponential Decay scenario has a high concentration of saturated particle ages indicated by a standard deviation of 47 years, the smallest of the six primary scenarios.

To further understand the changes in flow paths due to anisotropy, we quantified flow path depths for the Homogeneous scenario, the Three-layered scenario, and the Anisotropic scenario (Figures 6a–6c, respectively). Gray cells indicate cells with ponded water where particles exit the domain immediately; these are excluded from our analysis. As expected, flow paths are shallow near the ponded areas and become deeper with increasing distance from a ponded cell. The Three-layered scenario has the greatest area with flow paths of greater than 600 m below the surface. The expanded ponded area in the Anisotropic scenario results in shallower average flow paths than the Three-layered scenario. In addition, the extent of shallow flow paths in the Anisotropic scenario is proportionally greater than the Three-layered scenario. The Anisotropic scenario has 151% more cells with a maximum flow path depth of less than 10 m compared to the Three-layered scenario, while only having 16% more cells with ponded water. The Anisotropic scenario also has 37% fewer cells with a maximum flow path depth of greater than 400 m compared to the Three-layered scenario.

Figure 5. Probability density functions (PDFs) of the saturated particle ages for the six primary scenarios, calculated in 3-year bins. These PDFs exclude particles with saturated particle ages of less than 1 year.
3.4. Flow Path Velocities

Comparing the relationship between age and transit length of particles through the saturated zone can help reveal the three-dimensional interactions of topography and heterogeneity on flow paths. The choice of conceptual model drives both the configuration of the water table and the distribution of the particle ages and lengths. As we show in section 3.1 and Figure 3, water table changes can control the extent and location of groundwater discharge points and govern the relative importance of local and intermediate flow paths. For example, in general, we expect that domains with higher $K$ values to have deeper water tables, resulting in less local flow paths and longer flow paths overall (e.g., comparing the higher-$K$ Homogeneous scenario in Figure 3a to the Low-$K$ Exponential Decay scenario in Figure 3f). However, longer flow paths do not linearly translate to longer residence times, as a higher $K$ will also lead to faster velocities (assuming porosity is unchanged). This interplay between flow path length and velocity can be difficult to determine without a model. By comparing the relationships between particle saturated ages and lengths between scenarios, we can better understand the interrelated effects of the water table and conceptual model on flow paths.

Figure 7 shows the average age-length relationships of particles for the six primary scenarios. Each plot includes a simple linear trendline to indicate the average relationship between age and path length, where a shallow slope indicates lower velocities and a steeper slope indicates faster velocities. Note that all plots show a bifurcation in the data, where the data with lower length to age ratios (i.e., shallower slopes) characterize the areas where the water table is close to the surface which have negligible vertical flow. The scatter around the trendline of the Homogeneous scenario ($r^2 = 0.981$) indicates the effect of topography on velocities, since the hydraulic properties within the domain are homogeneous.

The heterogeneous scenarios have more scatter in the age-length relationship than the Homogeneous scenario, as indicated by the lower $r^2$ values. The Two-layered scenario, the Three-layered scenario, and the Variable Soil scenario (Figures 7b–7d) all have a greater average velocity (linear trendlines with slopes of 0.114, 0.110, and 0.107 km/year, respectively) than the Homogeneous scenario (linear trendline slope of 0.089 km/year) due to the concentration of flow paths in the higher-$K$ layers. There are subtle differences between the trendlines in each of these scenarios; the trendline in the Three-layered scenario has a shallower slope (0.110 km/year) than the Two-layered scenario (0.114 km/year), and the trendline in the Variable Soil scenario has a shallower slope (0.107 km/year) than the Three-layered scenario.

The Anisotropic scenario (Figure 7e) has older particles on average than all other scenarios except for the Homogeneous scenario. The trendline for the Anisotropic scenario has a slope of 0.111 km/year, which is similar to the slopes of the Three-layered and Variable Soil scenarios. This suggests that, on average,
the higher water table in the Anisotropic scenario may counteract the lower vertical $K$ in the domain compared to the Three-layered and Variable Soil scenarios.

The scatter plot for the Low-K Exponential Decay scenario (Figure 7f) reflects the younger average ages of particles compared to the other scenarios. The Low-K Exponential Decay scenario exhibits a clearer bimodal distribution in the particle velocities than the other scenarios, with some cells having velocities closer to the Homogeneous scenario and others that have much faster velocities.

To quantify the scatter in the cell-averaged relationship between saturated particle age and particle path length, we calculated the variance of particle path lengths in 1-year age bins. Bins with fewer than 10 particles were excluded from this analysis. The variance plots for the six primary scenarios are shown in Figure 8. For each of the scenarios, the variance in flow path lengths increases as the flow paths increase in age. Similar to the age-length relationships, the heterogeneous scenarios have a greater variance than the Homogeneous scenario. The variance in the saturated path length for the Anisotropic scenario (Figure 8, purple) is lower than the Three-layered scenario at saturated ages of less than 200 years but is similar to the Three-layered scenario at older ages. This suggests that anisotropy may not have a significant effect on increasing flow path variance. The Low-K Exponential Decay scenario (Figure 8, orange) has the highest variance of saturated flow path lengths overall, resulting from a combination of the greater variability in $K$, increased propensity for lateral flow, and the steep vertical gradients of the water table across the domain. Comparing the six primary scenarios suggests that particle path length variance increases with the amount of heterogeneity.
include fewer than 10 particles. Lengths are calculated in 1 year for the six primary scenarios. Variance of saturated path lengths is shown in Figure 8.

Figure 8. Average variance of particle saturated path lengths versus saturated age for the six primary scenarios. Variance of saturated path lengths are calculated in 1-year bins. These plots do not show bins that include fewer than 10 particles.

3.5. High-K Exponential Decay Scenario Results

Figure 9 shows the results of the High-K Exponential Decay scenario, including the water table (Figure 9a), discharge pattern (Figure 9b), PDF of saturated particle ages (Figure 9c), variance of saturated particle lengths (Figure 9d), and a scatter plot of the cell-averaged saturated age versus particle path length. The results of the Homogeneous and Low-K Exponential Decay scenarios are included in Figures 9b–9d for comparison.

The water table averages over 100 m deeper than the Homogeneous scenario and about 150 m deeper than the Low-K Exponential Decay scenario. The exponentially decaying K with depth causes the top portion of the domain to have a much higher K than the harmonic mean compared to the other scenarios. This results in a water table that appears more recharge controlled than the other scenarios (i.e., less controlled by the topography). The smaller ponded area results in less prominent local flow paths in the domain compared to the other scenarios.

The discharge pattern (Figure 9b) indicates that the High-K Exponential Decay scenario is not as sensitive to precipitation as the other scenarios, which follows from the deeper water table. The median discharge for the High-K Exponential Decay scenario (993 m³/hr) is greater than all other scenarios. The PDF of particle saturated ages (Figure 9c) shows a peak density of 0.04 greater than the Low-K Exponential Decay scenario occurring at an age of less than 25 years. Since the water table is much deeper in the High-K Exponential Decay scenario, there are less flow path connections with the land surface, resulting in a greater spatial concentration of flow paths and this change in age distribution. However, more particles exiting the domain at these younger ages results in an increased variability in saturated particle path lengths compared to the Low-K Exponential Decay scenario and the Homogeneous scenario (Figure 9d).

Finally, the scatter plot of the averaged saturated particle ages and path lengths (Figure 9e) shows a similar bifurcation of the particle velocities. As would be expected with the higher variance in the saturated particle path lengths, the scatter around the trendline is high ($r^2 = 0.113$) compared to the other scenarios. Overall, the layering pattern in the High-K Exponential Decay scenario results in a water table that is an outlier compared to the other scenarios, which drives similarly anomalous results in the other hydrologic responses. These results are informative for understanding the implications of the exponentially decaying K conceptual model of the mountain block subsurface but are less informative to understanding the more nuanced sensitivities of the hydrologic responses to the different conceptual models.

4. Discussion

The goal of this research is to characterize the sensitivity of simulated hydrologic behavior in a mountain block watershed to the common choices of subsurface conceptual models. To accomplish this, we use a semi-idealized mountainous domain to simulate scenarios of six common conceptual models of the mountain block. Our combined results reveal important differences in model sensitivity depending on the hydrologic response or characteristic of interest. Figure 10 comprises three subplots comparing the relative sensitivities (described in section 2.4) of the water tables, discharge, and particle age distributions for each scenario compared to the Homogeneous scenario. Discharge is sensitive in the six heterogeneous scenarios compared to the Homogeneous scenario, but water table is only sensitive to both Exponential Decay scenarios and the Anisotropic scenario. Particle age distributions, which we use as a proxy for flow paths, are most sensitive to both Exponential Decay scenarios, and they are moderately sensitive to the Two-layered, Three-layered, and Variable Soil scenarios. Compared to these scenarios, the greater spread of saturated particle ages in the Anisotropic scenario results in a lower flow path sensitivity. All output metrics are most sensitive to the High-K Exponential Decay scenario. In the following sections, we discuss these relationships and their drivers in more detail. We discuss the overall impacts of and trade-offs between each conceptual model (section 4.1), which frames a discussion of the implications of our work to modeling mountainous watersheds (section 4.2).
4.1. Conceptual Model Impacts on Simulated Mountain Block Hydrology

First, we consider the impact of different shallow subsurface configurations, specifically the impact of adding higher $K$ layers to the shallow subsurface. The regional water table configuration is moderately sensitive to the addition of the shallow subsurface layers (Figure 10). The water table is insensitive to spatial variations in soil thickness but is slightly more sensitive to adding a saprolite layer. Adding the saprolite layer, while keeping the harmonic mean $K$ constant in the domain, resulted in a water table that was slightly shallower than the water tables in the Homogeneous and Two-layered scenarios due to the slightly lower $K$ in the

Figure 9. Results of the High-$K$ Exponential Decay scenario: (a) water table, (b) flow-duration plot, (c) PDF of saturated particle ages, (d) variance of saturated path lengths, and (e) scatter plot of particle saturated age versus particle saturated path length. Figures 9b–9d include the results of the Homogeneous and Low-$K$ Exponential Decay scenarios for comparison.
domain below 10-m depth. Recall that the ponded areas become narrower (Figures 3a–3c) with added high-
K layers in the shallow subsurface, which is a surface reflection of the increased capacity of the shallow
subsurface to hold water. The higher K layers in the shallow subsurface strongly control runoff in the
catchment by reducing the runoff peaks and increasing baseflow (Figure 4a). Our results show that
simply adding a soil layer to an otherwise homogeneous domain can profoundly impact modeled
discharge (Figures 10b and 10c). There is a relatively small difference in sensitivity to discharge between
the three scenarios with shallow layering and a small increase in sensitivity with the Low-K Exponential
Decay and Anisotropic scenarios (Figure 10). The extent of the regulation of runoff from adding a soil and
saprolite layer in the model has important implications for characterizing the fluxes at the land surface
and the calibration of watershed models based on hydrographs. For example, many watershed model
calibration statistics heavily weight low-frequency, high-flow events (e.g., Nash-Sutcliffe efficiency and
mean square error). The differences in the magnitude of the high-flow events for the six primary
scenarios (maximum flows ranged from 9,700 m³/hr in the Homogeneous scenario to 2,530 m³/hr in the
Low-K Exponential Decay scenario) suggest that these calibration metrics are sensitive to changes in the
surface properties.

Anisotropy in the mountain block introduces unique changes in the simulated hydrology relative to our
other scenarios. Compared to the Homogeneous scenario, the Anisotropic scenario has a narrower and more
expansive ponded area, indicating that topography controls the water table to a greater extent in the
Anisotropic scenario (Figures 3a and 3e). This follows the behavior predicted by Haitjema and Mitchell-
Bruker’s (2005) ratio of recharge to K. Since we decreased the vertical K, the ratio of recharge to K increases,
and the water table’s sensitivity to topography increases. These leads to more local flow paths forming, particular-
inly in a three-dimensional domain. The change in ponded area also occurs in the Low-K Exponential
Decay scenario (Figure 3f) but to a greater extent because this scenario has a lower overall K than the
Anisotropic scenario. The sensitivity of the water table to the Low-K Exponential Decay scenario is about
double its sensitivity to the Anisotropic scenario (Figure 10), suggesting that the addition of exponential decay in
K with depth exerts a stronger control than anisotropy.

The resistance to vertical flow in the Anisotropic scenario results in more local flow paths and a shallower
hydraulic gradient in the water table, which drives the bifurcation in saturated flow path ages and velocities
in our domain (Figure 7e). These results corroborate prior research showing that increasing horizontal
anisotropy shortens flow paths in the direction with the higher K (Gleeson & Manning, 2008). The more
extensive ponded area and the shallower water table result in less discharge through streamflow and
more discharge through ET from the domain (Figure 4, purple). The isotropic, heterogeneous layering
scenarios all shift the ages, velocities, and discharge patterns in one direction relative to the Homogeneous scenario; here we show that anisotropy can affect simulated hydrology by increasing the prevalence of both younger and older flow paths (Figure 5). Our results demonstrate that anisotropy is especially important to incorporate when modeling land surface fluxes, baseflow, and flow path partitioning in the mountain block.

Incorporating spatial variability in soil depth does not change the water table configuration and flow path age distributions in the mountain block very much compared to conceptual models with constant thickness layers. However, there is a notable change in the discharge pattern in the Variable Soil scenario compared to the layering scenarios with constant thickness (Figure 4). The reduced infiltration of rainfall in the catchment due to variable soil suggests that this is an important driver of discharge behavior. Although there are multiple conceptual models of soil and weathered bedrock patterns in the mountain block (Rempe & Dietrich, 2014), the scenario that we chose demonstrates the sensitivity of these hydrologic variables to the spatial change in soil depth. Given that the sensitivities of the Two-layered, Three-layered, and Variable Soil scenarios cluster together for all three hydrologic variables (Figure 10), we would expect these sensitivities to be consistent across variations of this conceptual model.

4.2. Implications for Modeling Mountainous Watersheds

In recent years, studies have demonstrated the importance of groundwater flow in mountainous catchments, particularly with respect to baseflow and transit times (Carroll et al., 2019; Condon et al., 2020; Frisbee et al., 2011; Hale & McDonnell, 2016; Rademacher et al., 2005). Various conceptual models will change responses in the hydrologic variables to different extents, and we provide a novel comparison between these variables.

Figure 10 shows that the water table depth is most sensitive to both Exponential Decay scenarios, suggesting that the regional water tables in the domain are sensitive to the bulk $K$ of the domain and the distribution of $K$ within the domain. We also found that the representation of the river network as ponded area is most sensitive to the $K$ distribution in the upper layers. Therefore, if the regional water table is the primary variable of interest, assuming a homogeneous $K$ may be valid. However, if more localized surface water and groundwater interactions are of interest, as is the scenario with riparian behavior, it is important to represent the heterogeneity in the shallow subsurface (Katsuyama et al., 2005).

Unlike water tables, discharge patterns are more sensitive to the $K$s in the shallow subsurface, and our results suggest that heterogeneity at depths past 10 to 100 m does not significantly impact results. This is in line with the concept of an active layer depth approach in mountain block studies. While many definitions exist for what constitutes active circulation, studies in fractured crystalline mountain block systems have roughly converged on a $K$ value of $10^{-8}$ m/s (typically 100–200 m deep) beyond which groundwater flow is negligible (Markovich et al., 2019). The extent of the active layer varies based on the bedrock type and degree of weathering, faulting, and fracturing but in general will be shallower in crystalline mountain blocks and deeper in sedimentary and volcanic mountain blocks (Frisbee et al., 2017; Manning & Solomon, 2005). More work is needed to characterize this depth in mountain block systems, particularly given its usefulness as a simplifying assumption for simulating mountain block discharge.

Our choice of a 1-km model domain depth also affected these results. Although our results show that discharge was not sensitive to heterogeneity at depths past 10 to 100 m, particle flow paths reached depths of greater than 600 m below the ground surface, even in the Anisotropic scenario (Figure 6). The PDF of saturated particle ages (Figure 5) and the scatter plots (Figure 7) show the particles that reach these depths have a significant vertical flow component, generating deeper and longer flow paths with greater average velocities. By quantifying the cumulative statistics of flow paths for each cell across the watershed, we can discern the salient controls on the flow paths in our domain. This emphasizes the benefit of modeling mountain topography in three dimensions. Our domain depth allowed us to capture these longer intermediate flow paths that affect these flow path results, which would have likely been missed if we would have restricted the domain depth to the shallower layers of active circulation.

The choice of exponentially decaying $K$ with depth significantly impacts the hydrologic response. Every output metric is most sensitive to the High-$K$ Exponential Decay scenario (Figure 10), where the harmonic mean $K$ matches the $K$ of the Homogeneous scenario. C. Wang et al. (2018) modeled multiple scenarios of an
exponentially decaying $K$ with depth and showed that, even if the water table is specified and does not change between scenarios, hydrologic responses are still somewhat sensitive to the distribution of $K$. Our results build upon this to relax the assumption of the water table location, further demonstrating the importance of choosing the appropriate conceptual model.

While total discharge is relatively insensitive to the choice of conceptual model below some depth, if results depend on groundwater velocity or residence time distributions, our results suggest that both shallow high-$K$ layers and overall hydraulic conductivity can be important. Simply adding a shallow layer of soil, as in the Two-layered scenario, altered the average velocity and the distribution of saturated particle ages, resulting in a flow path sensitivity of 0.83 (Figure 10). The sensitivity of discharge to the Low-$K$ Exponential Decay scenario (0.79) is near the Two-layered scenario (0.68), but the flow path sensitivities are greater (1.47 and 0.83 for the Low-$K$ Exponential Decay scenario and the Two-layered scenario, respectively).

Similarly, the variance in the age-length relationship of particle path lengths increases with the extent of heterogeneity in the domain (Figures 8 and 9d). Notably, adding shallow high-$K$ zones decreased the mean particle age by a factor of 1.8 and adding exponential decay further decreased the mean particle ages by a factor of 2.5 (comparing the Two-layered scenario to the Low-$K$ Exponential Decay scenario). The decrease in mean particle ages from the Two-layered scenario to the Low-$K$ Exponential Decay scenario shows the interplay between the lower overall $K$ and shallower water table in the Low-$K$ Exponential Decay scenario. This finding has implications for using hydrologic models to characterize groundwater age distributions in mountainous watersheds (Engdahl & Maxwell, 2015; Maxwell et al., 2016) as well as for using environmental tracer data to calibrate hydrologic models (Sanford, 2011). Calibrating models to tracer data has been shown to be a powerful tool for reducing parameter nonuniqueness (Schilling et al., 2019); however, our findings point to the need to first evaluate the potentially large effect conceptual assumptions of the mountain block may have on groundwater age distributions. Understanding the degree to which heterogeneity decreases mean age and increases age variance can improve our ability to characterize uncertainty with respect to groundwater age distributions in the mountain block.

Our results are also a product of the horizontal resolution of our domain. Flow path distributions and discharge patterns can vary with the domain resolution (C. Wang et al., 2018). A higher-resolution simulation would explicitly represent more small ephemeral streams and capture more local flow paths. The sensitivity of the hydrologic response to the domain resolution increases with increased topographic relief. We chose a horizontal domain resolution of 90 m to balance the computational demand with topographic complexity in our watershed and because we think this is representative of other watershed-scale models. Our water table results (Figure 3) indicate that the water tables are primarily recharge controlled, with less prominent local flow paths. Therefore, the flow path partitioning will be less sensitive to the domain resolution. Furthermore, while the measured hydrologic responses will change with varying resolutions, the relative effects of the choice of conceptual model remain the same (C. Wang et al., 2018).

Finally, the effect of the subsurface conceptualization on the simulated hydrology depends on the scale of interest. We chose our study domain extents to capture local and intermediate flow paths in a subcatchment of a larger mountain block, excluding regional flow paths. Modeling in domains that capture regional flow indicates that regional flow paths are sensitive to water tables and other hydrologic metrics (Gleeson & Manning, 2008), suggesting that our results are applicable to understanding the implications of conceptual models in larger watersheds. While we constrained our boundaries to a mountain subcatchment, these sensitivities are applicable to understanding local and intermediate flow paths in other catchments. Sensitivity studies over larger, regional watersheds with less steep topography (Goderniaux et al., 2013) show that areas with local and intermediate flow paths exhibit smaller variations with changes in recharge when compared to the longer, regional flow paths. Goderniaux et al. (2013) also indicate similar shapes of the local and intermediate flow paths over a wide range of recharge rates, suggesting that the sensitivities of flow paths to the conceptual model may be muted with less steep topography. This demonstrates the applicability of our findings to nonmountainous systems, as the primary parameters affecting regional groundwater systems are $K$, relief, and recharge. Settings with lower relief increase the relative influence of the choice of conceptual model ($K$ varying with depth) since relief is less prominent, assuming constant recharge. Compared with several prior sensitivity studies (Gleeson & Manning, 2008; Goderniaux et al., 2013), we further demonstrate that the salient controls on groundwater systems depend on the domain. Our approach identifies these
controls on a high-relief mountainous groundwater system to further inform the design of groundwater models for areas with similar characteristics.

5. Conclusions
This study compares the simulated hydrologic behavior resulting from six common conceptual models of the mountain block subsurface. These include multiple representations of hydraulic conductivity ($K$) varying with depth, changes in soil depth with topography, and anisotropic geology. We use ParFlow-CLM coupled with EcoSLIM to evaluate flow paths, discharge, and water tables to quantify the impact of subsurface conceptualization on simulated hydrologic behavior.

We show that the sensitivity of simulated hydrology to the choice of conceptual model varies noticeably depending on the variable of interest. For example, we show that water table configuration is not very sensitive to shallow layering if the overall $K$ in the domain is the same. We only see significant changes in the water table with changes in $K$ distribution at greater depths (as in the High-$K$ Exponential Decay scenario, Figure 9a). However, these same differences in conceptual model have a much larger impact on the simulated discharge. We also demonstrate that the homogeneous domain results in flow paths that are deeper and discharge that is more sensitive to precipitation than domains with higher-$K$ layers in the shallow subsurface. The conceptual model with exponentially decaying $K$ with depth results in a more well-defined area where the water table intersects the land surface. Anisotropy produces flow paths that are shallower and older on average than isotropic scenarios and restricts the discharge from storage. Overall, layering increases the variability of subsurface flow paths in the mountain block.

This research builds on simpler idealized modeling that has formed our basic understanding of trade-offs between water tables, flow paths, recharge, and discharge in both regional and mountain block groundwater systems, generally in idealized settings (Gleeson & Manning, 2008; Haitjema & Mitchell-Bruker, 2005; Tóth, 1963; Welch & Allen, 2012). We expand on this work focusing specifically on mountain block hydrology and more complex real topography, which poses unique challenges for both observations and modeling. Although we only chose six conceptualizations of a mountain block imposed on one topographic domain, we used simple and commonly applied conceptual models to produce results that can be relevant to other mountain block watersheds. Our results showing the cumulative hydrologic responses and changes in data distribution across our watershed highlight the importance of modeling complex topography in three dimensions. Understanding the salient drivers of changes in the simulated mountain block hydrology can inform the development of future models of mountain block watersheds and help guide data collection to constrain the parameters of a mountain block hydrology model.

The analysis we present provides insights into how watershed modeling choices may bias the conclusions drawn from different simulation approaches. We show that discharge, water tables, and flow paths respond differently to the choice of conceptual model, and evaluating a model on one metric risks biasing the model outputs, limiting the model’s usefulness to interpreting uncertain field measurements or making predictions. Understanding these trade-offs and potential biases is vital for characterizing the potential future changes to mountain water resources.
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