ABSTRACT

Although Convolutional Neural Networks (CNNs) are widely used, their translation invariance (ability to deal with translated inputs) is still subject to some controversy. We explore this question using translation-sensitivity maps to quantify how sensitive a standard CNN is to a translated input. We propose the use of Cosine Similarity as sensitivity metric over Euclidean Distance, and discuss the importance of restricting the dimensionality of either of these metrics when comparing architectures. Our main focus is to investigate the effect of different architectural components of a standard CNN on that network’s sensitivity to translation. By varying convolutional kernel sizes and amounts of zero padding, we control the size of the feature maps produced, allowing us to quantify the extent to which these elements influence translation invariance. We also measure translation invariance at different locations within the CNN to determine the extent to which convolutional and fully connected layers, respectively, contribute to the translation invariance of a CNN as a whole. Our analysis indicates that both convolutional kernel size and feature map size have a systematic influence on translation invariance. We also see that convolutional layers contribute less than expected to translation invariance, when not specifically forced to do so.
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1 Introduction

With the impressive performance of Convolutional Neural Networks (CNNs) in object classification [1, 2], they have become the go-to option for most modern computer vision tasks. Due to their popularity, many different architectural variations of CNNs [3, 4, 5] have arisen in the past few years that excel at specific tasks. One of the reasons for their rise in popularity is their capability to deal with translated input features. It is widely believed that CNNs are capable of learning translation-invariant representations, but the mechanism behind this translation invariance is still poorly understood. In this study we omit complex variations of the CNN architecture and aim to explore translation invariance in standard CNNs.

Our goal is to investigate how the various components of a CNN influence and contribute to translation invariance, with a focus on convolutional kernel size, feature map size, convolutional layers and fully connected layers. We achieve this goal by using a translation-sensitivity metric introduced by [6] to quantify translation invariance. By investigating CNNs with different convolutional kernel sizes, while implementing zero-padding to control feature map size, we are able to see how convolutional kernel size influences translation invariance. Removing the zero-padding allows us to see how feature map size influences the translation sensitive of a CNN. We also propose a slight change to the translation sensitivity metric that allows us to measure translation invariance within a CNN, allowing us to determine the extent to which convolutional and fully connected layers, respectively, contribute to the translation invariance of a CNN as.
a whole. We do our analysis on CNNs trained to fit the MNIST dataset and repeat all experiments on the CIFAR10 dataset.

2 Related Work

When investigating translation invariance, we require a performance metric that measures the magnitude of the effect when a sample is translated in a given direction: both direction and magnitude are important. To address this, Kauderer-Abrams [6] developed translation-sensitivity maps that can be used to visualize and quantify exactly how sensitive a network is to shifted inputs. They then use these translation-sensitivity maps to explore the effects of the number of pooling layers and convolutional kernel size on translation invariance. They find that these architectural choices only have a secondary effect, and identify augmented training data as the biggest influence on translation invariance.

Due to CNNs containing moving kernels, many believe that CNNs are fully translation invariant. Kayman et al. [7] challenge this assumption by showing that CNNs have the capability to learn filters that abuse absolute spatial location. Due to the large receptive fields of CNNs, they are able to exploit boundary effects quite far from the image border. In their work they use different forms of padding to remove spatial location encoding which then improves translation invariance.

In work by Zhang [8], he shows that introducing anti-aliasing before sub-sampling, and implementing it correctly, results in higher classification accuracy and better generalization over many architectures on ImageNet [9]. Taking a more theoretical approach, Lenc and Vedaldi [10] explore equivariance, invariance and equivalence in detail. They propose a number of methods to empirically establish these properties and later apply them to a CNN. Their work shows how earlier layers learn to identify general geometrical patterns while deeper layers learn to be more task-specific.

3 Optimization and Architecture

In this section we discuss the CNN architectures and optimization protocol used in our experiments.

3.1 General CNN architectural choices

We investigate the translation invariance of standard CNN architectures, defining such architectures as consisting of multiple sets of convolutional layers and pooling layers, followed by a set of fully connected layers. We do not investigate the effects of dilation, regularization, dropout or skip connections. All networks use Max-Pooling [11] with kernel size and stride of 2, as is commonly used in many popular CNN architectures [12], and as it works well with the size of our input data. Most popular CNNs contain multiple convolutional layers [12, 5, 4], thus our CNNs all contain 3 convolutional layers, each followed by a Max-Pool layer, connected to a 500 node hidden layer that connects to the output. All architecture-specific details can be found in Appendix A.

3.2 Datasets

In our analysis we use the MNIST dataset [13] containing 28x28 pixel samples of handwritten digits and the CIFAR10 dataset [14] containing 32x32 pixel samples of different class colour images. The MNIST dataset is split into a training set containing 55 000 samples, a validation set containing 5 000 samples and a test set containing 10 000 samples. The CIFAR10 dataset is split into a training set containing 45 000 samples, a validation set containing 5 000 samples and a test set containing 10 000 samples. To be able to generate translation-sensitivity maps without loss of features, all samples are zero-padded with a 6-pixel border.

3.3 Network Optimization

All networks are initialized with He initialization [15] using 3 different seeds. Adam is used to optimize Cross-Entropy Loss with a batch size of 128. Four initial learning rates are used: when the best performing learning rate is found at the edge of the learning rate sweep, the learning rate is varied by 0.001 outside the sweep range to ensure that only fully optimized networks are used to generate results. All networks are trained to near-perfect train accuracy (> 99%) and are optimized on validation accuracy. All results shown are averaged over 3 seeds.

4 Translation sensitivity quantification

In this section we define translation invariance and discuss the sensitivity metric we use to quantify translation invariance.
4.1 Translation invariance

For a system to be completely translation invariant, its output must not be influenced by any translation of the input. The output of a translation-invariant system must thus remain identical for translated and untranslated inputs. Although translation-invariance is a desirable quality for most image classification systems, it is seldom achieved in practice. Knowing that complete translation-invariance is near impossible for standard CNN architectures, we redefine the term “translation-invariance” to refer to a system’s sensitivity to translated inputs. This means that a system can be more or less translation-invariant based on the values received from our translation sensitivity quantification metric.

4.2 Translation-sensitivity maps

To quantify and measure translation sensitivity, we use translation-sensitivity maps and radial translation-sensitivity functions, as introduced by [6], with a slight change to the sensitivity metric.

Translation-sensitivity maps are 2D graphs that consist of multiple pixels. Each pixel has a value that represents the network’s sensitivity to a specific shift in the input. To calculate the values of these pixels, we determine the similarity between two vectors, namely the base output vector and the translated output vector. These vectors are generated by passing an input sample through a network with the output of the final fully connected layer being referred to as either the base output vector or the translated output vector. The base output vector is generated by passing a non-translated input to the network. The translated output vector is generated by passing a translated input image to the network, with the x-axis and y-axis shifts corresponding to the pixel’s location in the translation-sensitivity map. The similarity between these two vectors is then used as the translation-sensitivity metric. If there is a high similarity between the base output vector and the translated output vector, the network is less sensitive to that specific translation. This high similarity is then represented by a brighter pixel in the translation-sensitivity map. To generate a translation-sensitivity map, we calculate this similarity for each sample with 441 different translations (-10px to 10px shift in the x-axis and -10px to 10px shift in the y-axis) and calculate the average translation-sensitivity map over all samples in a class.

4.3 Cosine Similarity

In the introductory paper, the Euclidean Distance between the two vectors is used as similarity metric. The outputs from the Euclidean Distance calculation are non-normalized, restricting comparisons at different locations within a network. (Even if two layers have the same dimensions, the activation values at different layers may have different size distributions.) To address this normalization issue, we propose the use of Cosine Similarity (Eq. 1) to calculate the similarity between the two vectors. Cosine Similarity measures the cosine of the angle between two vectors \( \vec{a} \) and \( \vec{b} \) in a multi-dimensional space, producing a similarity value between 1 (high similarity) and -1 (high dissimilarity).

\[
\cos(\theta) = \frac{\vec{a} \cdot \vec{b}}{||\vec{a}|| ||\vec{b}||}
\] (1)

To ensure that the Cosine Similarity measurement produces comparable results to the Euclidean Distance measurement, we use the classification accuracy of a network as a baseline sensitivity measurement to compare the two metrics. We generate translation-sensitivity maps, for each MNIST class, using the three metrics and calculate Pearson Correlation Coefficients to see how correlated Cosine Similarity and Euclidean Distance is with classification accuracy.

Both sensitivity metrics show a very strong positive correlation with classification accuracy (and with each other). From the results in Fig. 1, it seems that Cosine Similarity does provide similar information to Euclidean Distance with the added benefit of the results being normalized, allowing for comparisons across network architecture layers.

4.3.1 Restricting Dimensionality

Although Cosine Similarity has the advantage of producing normalized results, it does not allow for the direct comparison of vectors with different dimensions. When using either Euclidean Distance or Cosine Similarity the dimensions of the datasets greatly influence the calculated metric. As dimension increases, the average Euclidean Distance value tends to increase while the average Cosine Similarity value decreases. This effect produces warped results when comparing either Euclidean Distance or Cosine Similarity values.

4.4 Radial translation-sensitivity functions

Radial translation-sensitivity functions are used to compare translation-sensitivity maps. These functions are generated by calculating the radial mean of a translation-sensitivity map at different radii. The output is a set of radial mean
Figure 1: Pearson Correlation Coefficients. The Cosine Similarity and Euclidean Distance correlation coefficients with classification accuracy are calculated for each class of the MNIST dataset. These results are generated with the first CNN architecture in Table 1. Results are averaged over three seeds.

values that illustrate how sensitive a network is to the average translation that occurs at a specific radius. To generate these radial translation-sensitivity functions, all samples of the corresponding test set are used to generate an average translation-sensitivity map per class. These translation-sensitivity maps are used to generate radial translation-sensitivity functions for each class. The final radial translations-sensitivity functions shown in our results are the average sensitivity functions for all classes of a network.

In Fig. 2, 4, 5, 6 the lines show the average sensitivity of a CNN to a shift at a specific radius. The y-axis values show translation invariance with the value of 1 indicating perfect translation invariance and 0 indicating poor translation invariance.

5 Tracking Invariance

As previously stated, standard convolutional neural networks consist mainly of convolutional layers, separated by pooling layers, followed by a final set of fully connected layers. The convolutional layers can be seen as encoders that morph and highlight important features within the input. This is achieved by applying convolutional kernels, with weights that are fine-tuned to identify certain features in the input. The fully connected layers then use these encoded inputs to perform certain tasks. In essence, convolutional layers learn to identify certain features and their characteristics within the input and then pass these features to the following layers in a more efficient representation. These efficient representations are referred to as Feature Maps and their size depends on several variables such as kernel size, stride, pooling, padding and input size. Although standard CNNs have proven to be less sensitive to shifted inputs than the standard Multilayer Perceptron (MLP), recent research [7] has shown that they are not, in fact, translation invariant.

In this section, we aim to determine the extent to which convolutional and fully connected layers, respectively, contribute to the translation invariance of a CNN as a whole. Since the fully connected layers of a CNN act as the classifier, it is desired that the inputs they receive be unaffected by input shifts. Although we know that complete translation invariance is unlikely with a standard CNN architecture, it is still desired that the convolutional layers compensate for most of the translation in the input since they are more equipped (with moving kernels and spatial awareness) to deal with translation.
5.1 Experiment 1: Translation invariance at different locations within a CNN

In the first experiment, we investigate the effect of convolutional kernel size on translation invariance on the MNIST dataset. We also investigate how sensitive a standard CNN is to translation at two locations within the network. To test translation-sensitivity at the first location, we use the output of the last convolution layer to generate sensitivity maps. This is done to investigate the effect that convolutional layers have on the network’s sensitivity to translation. For the second location, the output of the final fully connected layer is used to generate translation-sensitivity maps allowing us to see for how much translation invariance the fully connected layers are responsible for.

All convolutional kernel sizes are kept constant throughout each convolutional layer of each network, but varied over the three different networks. Zero-padding is used to ensure that all feature maps have the same size regardless of the change in convolutional kernel size. This is done to allow us to compare convolutional layer outputs across the three CNNs. By keeping the size of the feature maps produced by the final convolutional layer the same across the different CNNs (5x5px), we can be assured that changes in dimensionality do not affect the results. The number of channels per convolutional layer is kept constant across all three networks. The output from the final fully connected layers all have a length of 10 and require no modifications to be comparable with each other.

In Fig. 2(a) we see the radial translation-sensitivity functions generated from the outputs of the final convolutional layers of the CNNs. It seems that smaller convolutional kernels produce a feature map that is slightly less sensitive to translated inputs. Although it is expected that the convolutional layers would be responsible for most translation invariance of the network, the fully connected layers drastically change the results. The results in Fig. 2(b) are generated from the final fully connected layers of the CNNs and show that networks with larger convolutional kernel sizes tend to be more translation-invariant after the fully connected layer.

It is interesting to see that although the convolutional layers reduce the network’s sensitivity to translation, it seems that the fully connected layers reduce the network’s translation-sensitivity even more than the convolutional layers. This is somewhat counter-intuitive as it is expected that the convolutional layers would be able to compensate for the translated inputs far better than the fully connected layers.

To further investigate this effect, we examine the first three output feature maps of the final convolutional layer of the 5x5 kernel size CNN (used in Experiment 1) given a normal and shifted input. The results in Fig. 3 show a normal and shifted input sample and the feature maps produced by the final convolutional layer. One can see that the convolutional layers have highlighted and morphed the input features, but the input shift is still somewhat present in the convolutional layer output feature maps, now forcing the fully connected layers to compensate for the shift.

One hypothesis is that, since these experiments were performed on a very simple task (MNIST), the convolutional layers were never forced to learn a better encoding scheme, since the fully connected layers were easily able to memorise all of the transformed samples. This would explain the results in Fig. 2 and why it seems that the fully connected layers contribute more to translation invariance than the convolutional layers. One way to test this hypothesis would be to limit the size of the convolutional layer output feature maps, limiting the number of output pixels available to the convolutional layers, and forcing them to learn a more effective encoding scheme. We explore this further in Section 6.
Figure 3: Feature Maps from the final convolutional layer of a CNN given a normal and shifted input sample. These feature maps are arbitrarily chosen to show the presence of translation after three convolutional layers. The translation is present in all feature maps, we only show the first three as is impossible to show all 30 feature maps.

Figure 4: Radial translation-sensitivity functions generated from both the final convolutional layer output(a) and fully connected layer output(b) on CIFAR10. Detailed CNN architectures can be found in Table 2.

Another way to shed light on this observation, is to repeat the experiment on a more complex dataset such as CIFAR10. We increase the number of channels per layer to allow the models to fit the CIFAR10 dataset. In Fig. 4(a) we see the radial translation-sensitivity functions generated from the final convolutional layer outputs that show a similar trend as in Fig. 2(a) where smaller convolutional kernels produce less sensitive feature maps. Interestingly, in Fig. 4(b), the radial translation-sensitivity functions generated from the final fully connected layers, all the outputs seem to have the same level of translation invariance regardless of convolutional kernel size. Although all three networks seem to have the same sensitivity to translation, it is surprising to see how much of an influence the fully connected layers have on the total translation invariance of the CNNs. The inter-class samples in CIFAR10 are less homogeneous than the samples in MNIST, explaining the high translation invariance observed in Fig. 4(b).
Having explored two effects of convolutional kernel size on translation invariance when using zero-padding to control feature map output size, we now omit zero-padding to analyse how varying feature map size in conjunction with convolutional kernel size affects translation invariance.

6.1 Experiment 2: Varying convolutional kernel sizes without zero-padding

In this experiment we investigate how changes in feature map size due to convolutional kernel size influence translation invariance on MNIST. All convolutional kernel sizes are kept constant throughout each convolutional layer of each network, but varied over the different networks. No zero-padding is used, allowing for reduced feature map sizes. Over all three networks, varying amounts of channels are added to keep the number of effective nodes (kernel size × number of channels) per layer comparable.

Results are shown in Fig. 5. These results show the translation-sensitivity functions calculated from the final fully connected layer outputs of the CNNs. It is clear that there is a large increase in translation invariance when the feature map reaches a size of 1x1 pixel. Since there is no room for movement in a 1-pixel feature map, it seems that the convolutional layers are forced to better deal with input translations. Although it is clear that fully connected layers still add translation invariance, it does seem that reducing the feature map output size does not have significant effect on translation invariance.

With the benefit of less translation sensitive networks, why not reduce all convolutional layer output feature maps to 1x1 pixel? This is indeed possible, as is the case with fully convolutional networks. However, these networks limit capacity in a way that additional fully connected layers do not. Neural Networks trained for a classification task require adequate capacity to be able to learn the characteristics and features of the different classes. Small map sizes are possible for tasks such as MNIST, but reducing feature map size can become a bottleneck in larger networks trained for more demanding classification tasks.

We repeat Experiment 2 on the CIFAR10 dataset to see how feature map size would affect a CNN trained on a more complex dataset with less homogeneous samples. The architectures we use are very similar to the architectures used on MNIST, except we add more channels to give the CNNs sufficient capacity to fit the more complex CIFAR10 dataset.
The results in Fig. 6, the radial translation-sensitivity functions generated from the fully connected layer outputs, show a similar pattern as the results in Fig. 5. It seems that reducing feature map size has little to no influence on translation invariance, especially in a CNN trained on a more complex dataset that forces the network to be more translation invariant during training.

7 Conclusion

In this paper we use translation-sensitivity maps to analyse how different components of a standard CNN affect the network’s translation invariance. We train several standard CNNs on the MNIST and CIFAR10 datasets. We propose a slight change to the similarity metric and prove that it produces comparable results with the added benefit of normalizing results. Specifically, we focus on convolutional kernel size and find that smaller kernels tend to produce feature maps that are less sensitive to translated inputs. We also study how convolutional and fully connected layers affect translation invariance and find that although convolutional layers contribute, it seems that fully connected layers are responsible for the majority of translation invariance in a standard CNN. In our study we also vary feature map size and find that it has little effect on translation sensitivity.
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Appendix A  Appendix A: Network Architectures

Here we show all network architectures and performances of the CNNs used in our experiments.

Table 1: MNIST Architectures used in Experiment 1.

| Layer   | Kernel Size | Stride | Padding | Output Size | Channels | Activation |
|---------|-------------|--------|---------|-------------|----------|------------|
| CNN1    | 5,4,3       | 1      | 2,2,1  | 40          | 10       | ReLU       |
| Max-Pool1 | 2        | 2      | 0      | 20          | -        | -          |
| CNN2    | 5,4,3       | 1      | 2,2,1  | 20          | 20       | ReLU       |
| Max-Pool2 | 2        | 2      | 0      | 10          | -        | -          |
| CNN3    | 5,4,3       | 1      | 2,1,1  | 10          | 30       | ReLU       |
| Max-Pool3 | 2        | 2      | 0      | 5           | -        | -          |
| FC      | -           | -      | -      | 500         | -        | ReLU       |
| Out     | -           | -      | -      | 10          | -        | Softmax    |

All networks in Table 1 achieve a minimum training accuracy of 100%, validation accuracy of 99.16% and test accuracy of 99.19%.

Table 2: CIFAR10 Architectures used in Experiment 1.

| Layer   | Kernel Size | Stride | Padding | Output Size | Channels | Activation |
|---------|-------------|--------|---------|-------------|----------|------------|
| CNN1    | 5,4,3       | 1      | 2,2,1  | 44          | 50       | ReLU       |
| Max-Pool1 | 2        | 2      | 0      | 22          | -        | -          |
| CNN2    | 5,4,3       | 1      | 2,2,1  | 22          | 100      | ReLU       |
| Max-Pool2 | 2        | 2      | 0      | 11          | -        | -          |
| CNN3    | 5,4,3       | 1      | 2,1,1  | 11          | 150      | ReLU       |
| Max-Pool3 | 2        | 2      | 0      | 5           | -        | -          |
| FC      | -           | -      | -      | 500         | -        | ReLU       |
| Out     | -           | -      | -      | 10          | -        | Softmax    |

All networks in Table 2 achieve a minimum training accuracy of 99.89%, validation accuracy of 74.45% and test accuracy of 74.67%.

Table 3: MNIST Architectures used in Experiment 2.

| Layer   | Kernel Size | Stride | Padding | Output Size | Channels | Activation |
|---------|-------------|--------|---------|-------------|----------|------------|
| CNN1    | 5,4,3       | 1      | 0      | 36,37,38    | 10,16,28 | ReLU       |
| Max-Pool1 | 2        | 2      | 0      | 18,18,19    | -        | -          |
| CNN2    | 5,4,3       | 1      | 0      | 14,15,17    | 20,31,56 | ReLU       |
| Max-Pool2 | 2        | 2      | 0      | 7,7,8       | -        | -          |
| CNN3    | 5,4,3       | 1      | 0      | 3,4,6       | 30,47,83 | ReLU       |
| Max-Pool3 | 2        | 2      | 0      | 1,2,3       | -        | -          |
| FC      | -           | -      | -      | 500         | -        | ReLU       |
| Out     | -           | -      | -      | 10          | -        | Softmax    |

All networks in Table 3 achieve a minimum training accuracy of 99.99%, validation accuracy of 99.18% and test accuracy of 99.30%.
Table 4: CIFAR10 Architectures used in Experiment 2.

| Layer   | Kernel Size | Stride | Padding | Output Size     | Channels       | Activation |
|---------|-------------|--------|---------|-----------------|----------------|------------|
| CNN1    | 5,4,3       | 1      | 0       | 40,41,42        | 50,78,139      | ReLU       |
| Max-Pool1 | 2          | 2      | 0       | 20,20,21        | -              | -          |
| CNN2    | 5,4,3       | 1      | 0       | 16,17,19        | 100,156,278    | ReLU       |
| Max-Pool2 | 2         | 2      | 0       | 8,8,9           | -              | -          |
| CNN3    | 5,4,3       | 1      | 0       | 4,5,7           | 150,234,416    | ReLU       |
| Max-Pool3 | 2         | 2      | 0       | 2,2,3           | -              | -          |
| FC      | -           | -      | -       | 500             | -              | ReLU       |
| Out     | -           | -      | -       | 10              | -              | Softmax    |

All networks in Table 4 achieve a minimum training accuracy of 99.93%, validation accuracy of 74.31% and test accuracy of 74.40%.