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ABSTRACT

System identification is a fundamental problem in reinforcement learning, control theory and signal processing, and the non-asymptotic analysis of the corresponding sample complexity is challenging and elusive, even for linear time-varying (LTV) systems. To tackle this challenge, we develop an episodic block model for the LTV system where the model parameters remain constant within each block but change from block to block. Based on the observation that the model parameters across different blocks are related, we treat each episodic block as a learning task and then run meta-learning over many blocks for system identification, using two steps, namely offline meta-learning and online adaptation. We carry out a comprehensive non-asymptotic analysis of the performance of meta-learning based system identification. To deal with the technical challenges rooted in the sample correlation and small sample sizes in each block, we devise a new two-scale martingale small-ball approach for arbitrary model correlation structure across blocks. We then quantify the finite time error of online adaptation by leveraging recent advances in linear stochastic approximation with correlated samples.

1 Introduction

With the recent success stories in video games and Go, there is a general consensus that reinforcement learning (RL) techniques have great potential for intelligent decision making in dynamical systems, thanks to its ability to learn from the environment on the fly and carry out adaptive control. It is therefore of great interest to understand the system identification in dynamic systems, especially for model-based RL. Thus motivated, this study focuses on characterizing the sample complexity of system identification, i.e., how many data samples are required to estimate the unknown parameters of a time-varying dynamic system. Notably, sharp non-asymptotic analysis, even for the system identification of linear time-invariant (LTI) systems, is rare. Recent work [4] has built a finite sample theoretical guarantee of the least squares estimator for LTI systems in the context of Linear Quadratic Regulator (LQR) using multiple independent trajectories, with all but the last state-transition discarded for each trajectory. A sharp non-asymptotic analysis of the least squares estimator for the identification of LTI systems with a single trajectory is provided in [29]. Nevertheless, the LTI model would not be applicable to the time-varying dynamic systems in many applications.

Considering that the environment is often time-varying and evolves over time, we move one step forward and study the performance of system identification in unknown linear time-varying (LTV) systems. We aim to obtain a clear understanding of the impact of the sample size and model dynamics on the parameter estimation in LTV systems. Inspired by the block fading channel model in wireless communications systems where the random channel gains are assumed to be constant within a block, we treat the LTV system as episodic blocks in which the model parameters remain constant within each block but change from block to block in a stochastic manner.

Clearly, system identification is a challenging task for LTV systems, for a number of reasons, including (1) continuous learning: one-time learning for a global model would not suffice because different episodes have distinct model parameters; (2) fast learning: since the environment may change quickly, straggled learning could result in outdated estimators. A key observation here is that model parameters across adjacent episodes are often ‘related’ (in some sense) and in many applications they may follow some common distribution. Based on this observation, we propose meta-learning (Meta-L) [8] for system identification. The underlying rationale behind Meta-L is to learn a good model
Meta-Learning: Meta-learning has recently emerged as a promising solution for learning to learn. Both meta-learning and multi-task learning aim to improve the performance by leveraging other related tasks. However, meta-learning focuses on learning a good model initializer first and uses it for fast learning in a new task [26, 21, 30], whereas conventional multi-task learning aims to learn all tasks simultaneously. One gradient-based meta-learning algorithm, called MAML [8], directly optimizes the learning performance with respect to an initialization of the model such that fast adaptation from the initialization can produce good performance on a new task. A first-order method named Reptile is proposed in [23] to circumvent the need of second derivatives in MAML. These approaches have been extended to devise new reinforcement learning algorithms, which can perform significantly better than standard reinforcement learning algorithms that learn from scratch [10, 22, 25]. However, there is a lack of fundamental understanding about the performance of meta-learning with correlated samples in terms of the sample complexity required to achieve certain performance. This work makes a first attempt to characterize the non-asymptotic estimation error for meta-learning based system identification.

The main contributions of this paper can be summarized as follows.

1) We propose an episodic block model for the LTV system, where the model parameters are assumed to be constant within each episodic block of length \( L \) but change from block to block. The block length \( L \) hinges upon the system dynamics; and the faster the variation is, the smaller \( L \) is. Building on this proposed episodic block model, we leverage meta-learning to learn a model initialization by making use of the model similarity across episodic blocks, thereby addressing the challenges in system identification of LTV dynamics. The proposed Meta-L based system identification consists of 1) offline Meta-L and 2) online adaptation, and it is akin to a recursive least square (RLS) estimator, with interleaved usage of training data and testing data within each block and iterations across blocks.

2) To the best of our knowledge, this work provides the first non-asymptotic analysis for the system identification performance of Meta-L with general correlation structure in LTV dynamic systems. In particular, based on [29], we devise a new two-scale martingale small-ball method to address the difficulties rooted in sample correlation and small block sizes. The derived upper bound on the distance between Meta-L based model initialization and the underlying parameters is sharp and encapsulates the impact of the model similarity and the sample size on system identification.

3) Further, we characterize the model estimation error corresponding to the online adaptation using the model initialization learnt from offline meta-learning. We devise a multi-step gradient descent algorithm and recast it as a linear stochastic approximation algorithm with correlated samples. The upper bounds on the finite time error reveal that the error between the model estimator and the underlying model decays exponentially.

It is worth noting that the selection of block length \( L \) in the episodic block model used to approximate the LTV system can be nontrivial. As will be shown in Theorem 1, one can choose a smaller block length \( L \) to improve the approximation accuracy of the episodic block model for the LTV system, and the meta-learning algorithm for offline learning can yield a good model initialization as long as there is a large number of episodic blocks available. However, the selection of \( L \) is more challenging for real-time learning which may necessitate an adaptive episodic block model to approximate the LTV system; and this deserves further investigation. We note that related work [24] proposed a time-varying model where the model parameters are assumed to follow a jump process and change independently subject to the constraints on the average number of jumps in a given time window; in contrast, the proposed episodic block model encompasses general correlation structure and makes it possible to leverage meta-learning as a promising approach for system identification of LTV systems.

1.1 Related Work

Meta-Learning: Meta-learning has recently emerged as a promising solution for learning to learn. Both meta-learning and multi-task learning aim to improve the performance by leveraging other related tasks. However, meta-learning focuses on learning a good model initializer first and uses it for fast learning in a new task [26, 21, 30], whereas conventional multi-task learning aims to learn all tasks simultaneously. One gradient-based meta-learning algorithm, called MAML [8], directly optimizes the learning performance with respect to an initialization of the model such that fast adaptation from the initialization can produce good performance on a new task. A first-order method named Reptile is proposed in [23] to circumvent the need of second derivatives in MAML. These approaches have been extended to devise new reinforcement learning algorithms, which can perform significantly better than standard reinforcement learning algorithms that learn from scratch [10, 22, 25]. However, there is a lack of fundamental understanding about the performance of meta-learning with correlated samples in terms of the sample complexity required to achieve certain performance. This work makes a first attempt to characterize the non-asymptotic estimation error for meta-learning based system identification. And our study on Meta-L based adaptive control is underway.

System Identification: System identification is a fundamental problem in control theory, reinforcement learning and signal processing. Most existing studies in this area have used mixing-time arguments, which rely on fast convergence to a stationary distribution so that correlated samples can be treated roughly as if they were independent (see, e.g., [37, 20, 15, 18]). Recently, there has been increasing interest in non-asymptotic analysis of system identification. Polynomial time guarantee in terms of predication errors for identifying stable linear systems is provided in [23, 11, 12]. The series of recent work [6, 7] characterize a non-asymptotic convergence rate of the least-square estimator. Simchowitz et al. [29] address the coupling between the covariate process and the noise process, and devise the innovative block Martingale small ball (BMSB) method, based on which sharp non-asymptotic analyses is carried out for the sample complexity of system identification in LTI systems. Taking one step further, [27] derives the finite time error bounds for general LTI systems where eigenvalues of the model parameters are arbitrarily distributed in three different regimes, i.e., stable, marginally stable and explosive.
Nevertheless, system identification for LTV systems from a learning perspective remains not well understood. Existing work on LTV system identification relies on time-domain recursion algorithms [29] and the frequency domain analysis [36], subject to restrictive assumptions. There are also some prior work on transforming LTV systems into LTI systems to simplify the analysis. Tsatsanis et al. [32] transform the LTV identification into a LTI identification problem via expanding coefficients onto a finite set of wavelet basis sequences. By assuming that the model parameters follow a known distribution [8], in this study we only assume that the parameter can be correlated across blocks. Further, departing from the standard assumption in meta-learning that the model parameters are fixed, and the model parameters are assumed to be constant within each episodic block of length \( L \) but change from block to block. Note that the episodic block model with block length \( L \) is used to approximate the underlying general LTV systems, in the same spirit as using piecewise linear functions to approximate any nonlinear functions. \( L \) is a design parameter of choice, and the smaller \( L \) is, the more accurate the approximation is. For a fast changing LTV system, \( L \) should be set small to guarantee approximation accuracy. Suppose there are \( N \) episodic blocks. As shown in Figure 1 (\( A_i, B_i \)) for \( t \in [(i-1)L+1, iL] \) and \( i \in [1, N] \), and \( (A_t, B_t) \) varies from one block to another. In this work, we consider the general case where the model parameters can be correlated across blocks. Further, departing from the standard assumption in meta-learning that the model parameters follow a known distribution [8], in this study we only assume that the parameter \((A_i, B_i)\) lies in a compact set \( \Theta \subset \mathbb{R}^{(m+n)\times n} \) where \( \{A_i\} \) are within unit disk, as in very recent work [14]. And this assumption is made only to facilitate the analysis of meta-L based system identification, given that meta-learning does not need the knowledge of the compact set in implementation.

For convenience, define for each block \( d \), \( G_{t,d} = \sum_{i=0}^{t-1} A_d^i B_d B_d^T (A_d^i)^T \) and \( F_{t,d} = \sum_{i=0}^{t-1} A_d^i (A_d^i)^T \), as the finite time controllability Gramians to capture the magnitudes of the system excitations induced by the control inputs and the noise process. Let \( \|A\| \triangleq \max \|A_d\| \), \( \|B\| \triangleq \max \|B_d\| \), \( \|A\| \triangleq \min \|A_d\| \) and \( \|B\| \triangleq \min \|B_d\| \). We further assume that there exist positive semi-definite matrices \( G_t, F_t, G_d \) and \( F_d \) such that

\[
G_t \leq G_{t,d} \leq G_t, \quad F_t \leq F_{t,d} \leq F_t.
\]
We note that the above assumption would hold when \( \{A_i\} \) are within unit disk (recall that the parameters \( (A_i, B_i) \) lie in a compact set \( \Theta \)). As expected, the performance of meta-learning based system identification hinges on the finite-time controllability Gramians \( [29] \).

2.2 Meta-Learning based System Identification

Building on the episodic block model above, we next apply Meta-L to train a global model initialization \( (A_\theta, B_\theta) \) in an offline manner, with data from historical episodes, such that \( (A_\theta, B_\theta) \) could be quickly adapted to learn the model parameters \( (\hat{A}_i, \hat{B}_i) \) for a new episodic block. As illustrated in Figure 2, there are two main steps for Meta-L based system identification, namely 1) offline Meta-L and 2) online adaptation.

\textit{Offline Meta-L:} Without loss of generality, suppose there is a sequence of arbitrary realizations over \( D \) episodic trajectories \( \{\tau_1, \tau_2, ..., \tau_D\} \), each with length \( L \). The LTI dynamics for trajectory \( \tau_d \) is given by \( x_{t+1} = Ax_t + Bu_t + w_t \), for \( t \in [0, L-1] \). Following \([4]\), we assume that the system could be reset to zero initial state after each trajectory, for offline learning only, to collect \( D \) trajectories, i.e., \( x_{0,t} = 0 \), and input \( u_{t,d} \sim \mathcal{N}(0, \sigma_w^2 I_m) \), which not only simplifies the analysis but is also important to deal with potentially unstable systems. For convenience, we use \( \tau_d(i,j) := \{x_{i,d}, u_{i,d}, ..., x_{j,d}, u_{j,d}, x_{j+1,d}\} \) to denote the sample trajectory from \( i \) to \( j \) within episodic block \( d \). Let \( z_{t,d} := [x_{t,d}^T, u_{t,d}^T]^T \) and \( \phi_d^T := [A_d, B_d] \). The dynamics for block \( d \) can be rewritten as \( x_{t+1,d} = \phi_d^T z_{t,d} + w_{t,d} \). As is standard, we define the loss function as \( \mathcal{L}(\tau(i,j), (A, B)) := \frac{1}{2} \sum_{k=i}^{j} \|x_{k+1} - Ax_k - Bu_k\|^2 \). Further, for each block \( d \), the samples collected in the first \( M \) time steps, i.e., \( \tau_d(0, M-1) \), are taken as the training set for that block, whereas the rest of the block, i.e., \( \tau_d(M, L-1) \), serves as the testing set. Denote \( \hat{\phi}_d^T := [\hat{A}_d, \hat{B}_d] \) as the estimated model parameter of block \( d \) and \( \phi_d^T := [A_d, B_d] \) as the Meta-L model initialization to be learned. The offline Meta-L problem is given as follows:

\[
\min_{\phi_d} \sum_{d=1}^{D} \mathcal{L}(\tau_d(M, L-1), \hat{\phi}_d),
\]

subject to \( \hat{\phi}_d = \phi_d - \alpha \nabla \mathcal{L}(\tau_d(0, M-1), \phi_d), \)

where \( \alpha \) is the learning rate. In general, the optimal Meta-L model initialization \( \phi_d^* \) can be found as the solution to the above optimization problem (see, e.g., \([8, 16]\)).

\textit{Online Adaptation:} As the system continuously evolves online (with no resetting), based on model initialization \( \phi_d^* \), the model parameter \( \phi_i \) of a new episodic block \( i \) can be obtained via online adaptation using \( M \) samples in the block, i.e.,

\[
\phi_i = \phi_d^* - \alpha \nabla \mathcal{L}(\tau_i(0, M-1), \phi_d^*).
\]

In a nutshell, the Meta-L based system identification boils down to characterizing the solution to (1) and (2). In particular, we seek to answer the following key questions: What is the distance between the Meta-L Initialization \( \phi_d^* \) and the underlying true model parameter of a given block? How do the training dataset size \( M \), the testing dataset size \( L - M \) and the number of trajectories \( D \), impact this distance? What is the impact of the model similarity across different blocks on this distance? What is the estimation error after fast adaptation with a few samples only?
3 Performance Analysis of Offline Meta-Learning

Next, we quantify the distance between the Meta-L initialization and the model parameter of a given episodic block \( j \), i.e., \( \| \phi^*_b - \phi_j \| \). For convenience, define, for the training dataset of block \( d \),

\[
x_{t,r,d} := [x_{1,d}, \ldots, x_{M,d}], \quad z_{t,r,d} := [z_{0,d}, \ldots, z_{M-1,d}], \quad w_{t,r,d} := [w_{0,d}, \ldots, w_{M-1,d}];
\]

and for the testing dataset of block \( d \),

\[
x_{t,e,d} := [x_{t+1,d}, \ldots, x_{L,d}], \quad z_{t,e,d} := [z_{t+1,d}, \ldots, z_{L-1,d}], \quad w_{t,e,d} := [w_{t+1,d}, \ldots, w_{L-1,d}];
\]

\[
\Gamma_{t,d} = \text{diag}(\sigma^2_G t, \sigma^2_F t, \sigma^2_a I_m), \quad \Gamma_t = \text{diag}(\sigma^2_G t, \sigma^2_F t, \sigma^2_a I_m), \quad \Gamma' = \text{diag}(\sigma^2_G t, \sigma^2_F t, \sigma^2_a I_m).
\]

Further, define the following matrices:

\[
Z_d = (I - \alpha z_{t,r,d} z_{t,r,d}^T) z_{t,e,d}, \quad Z = [Z_1, \ldots, Z_D]; \quad \Pi_d = (z_{t,e,d} - \alpha z_{t,e,d} z_{t,e,d}^T) \phi_d, \quad \Pi = [\Pi_1, \ldots, \Pi_D]^T;
\]

\[
W_d = w_{t,e,d} - \alpha z_{t,e,d} z_{t,e,d}^T w_{t,e,d}, \quad W = [W_1, \ldots, W_D]^T; \quad \hat{W}_d = x_{t,e,d} - \alpha z_{t,e,d} z_{t,e,d}^T x_{t,e,d}, \quad \hat{W} = [\hat{W}_1, \ldots, \hat{W}_D]^T.
\]

The following result characterizes the Meta-L model initialization in terms of \( Z \) and \( \hat{W} \).

**Lemma 1.** For a matrix \( Z \) we denote by \( Z^\dagger \) its pseudo-inverse. The solution to the problem \( \Pi^0 \)

\[
\phi^*_b = (Z^T)\dagger \hat{W} = (Z^T)\dagger (\Pi + W).
\]

It can be seen from Lemma 1 that the Meta-L based model initialization \( \phi^*_b \) can be viewed as a weighted sum of the true model parameters for all \( D \) trajectories, with perturbation incurred by the noise process. Based on Lemma 1, we next investigate the distance between meta-initialization \( \phi^*_b \) and the true model \( \phi_j \), \( \| \phi^*_b - \phi_j \| \), aiming to quantify the impact of the sample size and the model similarity on the estimation error.

To this end, we first apply SVD to \( Z^T \), i.e., \( Z^T = U \Sigma V^T \) where \( \Sigma, V \in \mathbb{R}^{(m+n) \times (m+n)} \) and \( U \in \mathbb{R}^{D(L-M) \times (m+n)} \). Through careful manipulation, we have that

\[
\| \phi^*_b - \phi_j \| \leq \frac{1}{\sqrt{\lambda_{\text{min}}(ZZ^T)}} (\| U^T P \| + \| U^T Q_w \| + \alpha \| U^T Q_0 \|),
\]

where \( P \triangleq
\begin{pmatrix}
(z_{t,e,1}^T - \alpha z_{t,r,1} z_{t,r,1}^T)(\phi_1 - \phi_j) \\
(z_{t,e,2}^T - \alpha z_{t,r,2} z_{t,r,2}^T)(\phi_2 - \phi_j) \\
\vdots \\
(z_{t,e,D}^T - \alpha z_{t,r,D} z_{t,r,D}^T)(\phi_D - \phi_j)
\end{pmatrix},
\]

\( Q_w \triangleq
\begin{pmatrix}
w_{t,e,1}^T \\
w_{t,e,2}^T \\
\vdots \\
w_{t,e,D}^T
\end{pmatrix}
\]

and \( Q_0 \triangleq
\begin{pmatrix}
z_{t,r,1} z_{t,r,1}^T w_{t,r,1}^T \\
z_{t,r,2} z_{t,r,2}^T w_{t,r,2}^T \\
\vdots \\
z_{t,r,D} z_{t,r,D}^T w_{t,r,D}^T
\end{pmatrix}.
\]

A few key observations are in order. Intuitively, \( U^T P \) encapsulates the impact of the model similarity across different blocks, whereas \( U^T Q_w \) and \( U^T Q_0 \) capture the impact of the noise process from the testing dataset and the training dataset, respectively. To find tight upper bounds on \( \| \phi^*_b - \phi_j \| \), there are a few challenges originating from the following facts: 1) (sample correlation) Not only the elements of \( Z \) are dependent, \( Z \) is also correlated with \( P, Q_w \), and \( Q_0 \); 2) (small episodic block size) for a LTV system, the block size \( L \) and the training dataset size \( M \) could be small, which impedes the usage of the standard tools for analyzing in-block properties based on large sample sizes.

To tackle these challenges, we devise a new two-scale martingale small-ball approach to deal with the correlation among elements of \( Z \) and small block sizes, and then use a martingale-Chernoff bound method [29] to analyze the correlation between the system state and the random disturbance.

3.1 Lower Bound on \( \lambda_{\text{min}}(ZZ^T) \): A Two-Scale Small-Ball Approach

Observe that

\[
ZZ^T = \sum_{d=1}^D (I - \alpha z_{t,r,d} z_{t,r,d}^T) z_{t,e,d} z_{t,e,d}^T (I - \alpha z_{t,r,d} z_{t,r,d}^T).
\]

It follows that it would suffice to find a lower bound for \( \sum_{d=1}^D z_{t,e,d} z_{t,e,d}^T \), provided that we can also find a lower bound on \( I - \alpha z_{t,r,d} z_{t,r,d}^T \) uniformly for all \( D \) trajectories. Observe that \( \sum_{d=1}^D z_{t,e,d} z_{t,e,d}^T \) is the sum of sample covariances over \( D \) episodic blocks, each being an independent martingale process conditioned on the realized model parameters in \( D \) historical blocks. With this insight, we devise a two-scale small-ball method, in which a block martingale small ball
method is used to handle the correlation structure within each block and then Mendelson’s small ball method is applied across episodic blocks jointly to find a lower bound accordingly. Such a two-scale approach enables us to quantify the correlation structure with each block and then exploit the conditional independence of observations across blocks, given realized model parameters, thereby yielding a sharper lower bound.

Specifically, as illustrated in Figure 3, we treat the testing sequence \( \{z_{t,c,d}\} \) for all \( D \) blocks together as a ‘super-sequence’. Then this ‘super-sequence’ can be treated as a combination of \( D \) independent martingale processes where within each block the system state sequence is a martingale process with filtration given by

\[
\mathcal{F}_t := \sigma(z_{M,d}, \ldots, z_{t,d}, w_{M,d}, \ldots, w_{t,d}).
\]

By dividing the testing sequence \( z_{t,c,d} \) of each block \( d \) as a set of mini-blocks with block size \( k \), a martingale small-ball method is applied to evaluate the sample covariances within the entire testing sequence. For the sake of completeness, we restate a generalized martingale small-ball condition [29] (cf. [19] which is developed to deal with the correlation within each block).

**Definition 1** (Martingale Small-Ball). Let \( (Z_t)_{t \geq 1} \) be an \( \mathcal{F}_t \)-adapted random process taking values in \( \mathbb{R} \). We say \( (Z_t)_{t \geq 1} \) satisfies the \((k, \nu, p)\)-block martingale small-ball (BMSB) condition if, for any \( j \geq 0 \), one has

\[
\frac{1}{k} \sum_{i=j}^{j+k-1} \mathbb{P}(|Z_{j+i}| \geq \nu) \geq p \quad \text{almost surely.}
\]

Given a process \( (X_t)_{t \geq 1} \) taking values in \( \mathbb{R}^d \), we say that it satisfies the \((k, \Gamma_{sb}, p)\)-BMSB condition for \( \Gamma_{sb} > 0 \) if, for any fixed \( u \in \mathbb{S}^{d-1} \), the process \( Z_t := \langle u, X_t \rangle \) satisfies \((k, \sqrt{u^T \Gamma_{sb} u}, p)\)-BMSB.

It can be shown that for each block, \( \{z_{t,c,d}\}_{t \geq 1} \) satisfies the \((k, \Gamma, k/2, d, p)\)-BMSB condition where \( k \in [1, |L - M|/2] \).

Next, based on the observation that in fact each block as a whole also satisfies the small-ball condition, we apply Mendelson’s small-ball method to evaluate the sample covariances of the entire super-sequence. Define

\[
\lambda \triangleq M^3 \|B\|^2 \left( 1 + 3 \sqrt{\log \frac{10DM}{\delta}} \right)^2 \max\{m\sigma_a^2, n\sigma_w^2\}.
\]

It is clear that \( \lambda \) is of order \( \tilde{O}(M^3 \max\{m\sigma_a^2, n\sigma_w^2\}) \), where the term \( \tilde{O}(\cdot) \) encompasses some constants and ploylog factors. With this two-scale small-ball approach, we can obtain the following result about the lower bound on \( \lambda_{\min}(ZZ^T) \) as follows.

**Lemma 2.** Suppose that the learning rate satisfies that \( 0 < \alpha < 1/\lambda \), and for any \( k \in [1, \lfloor L - M \rfloor/2] \), the number of blocks \( D \), training dataset size per block \( M \) and the block size \( L \) satisfy

\[
D \left( 1 - e^{-\pi^2(L-M)/k} \right) \geq D = \tilde{O} \left( \frac{(m+n)\lambda^2_{\max}(\Gamma_{k/2})}{\lambda_{\min}(\Gamma_{[k/2]})} \right).
\]

Then, for any \( \delta \in (0, 1) \), it follows that with probability \( 1 - \delta \),

\[
\lambda_{\min}(ZZ^T) \geq \frac{D(L-M)p^2(1 - e^{-\pi^2(L-M)/k})}{48} (1 - \alpha\lambda) \lambda_{\min}(\Gamma_{[k/2]})^2.
\]

The dependence on \( \lambda_{\min}(\Gamma_{[k/2]}) \) directly manifests the impact of the system “excitability” on the lower bound of the minimum eigenvalue of the sample covariance matrix. In particular, the more the system is excited by the noise process, the larger \( \lambda_{\min}(ZZ^T) \) is. As expected, note that the impact of \( \lambda_{\max}(\Gamma_{M-1}) \), i.e., the Gramians of the training process, can be controlled via tuning the learning rate \( \alpha \).

### 3.2 Upper Bounds on \( \|U^T P\|, \|U^T Q_w\| \) and \( \|U^T Q_0\| \)

**Upper bound on \( \|U^T P\| \):** The term \( \|U^T P\| \) captures the impact of the model similarity across different blocks on the estimation gap. To obtain a fundamental understanding of this impact, we impose the following assumption.
Assumption 1. There exists a positive number $D_0$ such that when $D \geq D_0$, for any sequence $\{\phi_d, d = 1, \ldots, D\}$ and $\phi_i$ in the compact set $\Theta$ the following inequalities hold:

\[
\frac{1}{D} \sum_{d=1}^{D} ||\phi_d - \phi_i|| \leq \eta, \quad \frac{1}{D} \sum_{d=1}^{D} ||\phi_d - \phi_i||^2 \leq V_\phi.
\]

Assumption 1 encapsulates the model similarity between offline episodic blocks and any block in terms of the average distance (and the corresponding variance) between model parameters. This condition is mild in the sense that there exist $\eta$ and $V_\phi$ for (4) to hold with high probability when $\{\phi_i\}$ follows some distribution within the support in $\Theta$. For instance, when $\phi_i$ follows a uniform distribution in $\Theta$, an upper bound on $E[||\phi_d - \phi_i||]$ can be found in [3]. Based on the Law of Large Numbers, the sample average $\frac{1}{D} \sum_{d=1}^{D} ||\phi_d - \phi_i||$ is close to the expectation $E[||\phi_d - \phi_i||]$ when $D$ is large enough. Under Assumption 1, we have the following upper bound on $||U^TP||$.

Lemma 3. Suppose Assumption 1 holds. With probability $1 - \delta$, the following inequality holds:

\[
||U^TP|| \leq \frac{D\eta\lambda_{\max}(L\Gamma_{L-1} - \frac{\alpha}{2} \left(\sum_{t=0}^{M-1} \Gamma_t\right)^2) + (L - M)\sqrt{\frac{1}{V_\phi} \sqrt{C_v}DV_\phi}}{\sqrt{\lambda_{\min}(ZZ^T)}},
\]

where $C_v$ is some constant.

We relegate the bounds on $||U^TQ_w||$ and $||U^TQ_0||$ to the appendix, and state the main ideas here.

Upper bound on $||U^TQ_w||$: Along the lines in [29], we study the quantities with $U$ in terms of $Z$, since $||U^TQ_w|| \leq \sup_{w \in S^{n-1}, u \in S^{m+n-1}\{0\}} u^T Z Q_w u$, with $S^{n-1}$ being the unit sphere in $\mathbb{R}^n$. With a closer look in $Z$, it can be seen that the weighted system state sequence remains a martingale process for each block. The key idea here is to control the deviation of sum of independent sub-Gaussian martingale sequences by using the martingale-Chernoff bound approach (cf. [29]).

Upper bound on $||U^TQ_0||$: Each row block $Q_{0,d} = z_{tr,d}^T z_{tr,d} u_{tr,d}^T$ in the matrix $Q_0$ is intimately related to how the training noise $w_{tr,d}$ is amplified during the system evolution, i.e., how the system is excited by $w_{tr,d}^T$. Once again, we study this error term with $Z$. However, the martingale-Chernoff bound approach is not applicable here due to the complicated correlation structure between $z_{tr,d}$ and $w_{tr,d}$ within each block. Therefore, we develop bounds for $u^T Z Q_0 v$ and $||Z^T u||$ separately.

3.3 Summary of Main Results

Summarizing, we have the following theorem on the distance between the Meta-L based model initialization $\phi_0^*$ and the true model parameter $\phi_j$ for a given episodic block $j$.

Theorem 1. Suppose Assumption 1 holds, and the learning rate $\alpha$ and block sizes satisfy:

\[
0 < \alpha < \frac{1}{\lambda}, \quad \text{and} \quad D \left(1 - e^{-\frac{\alpha^2 (L - M)/k}{8}}\right)^2 \geq \max\{D_\lambda, D_0\}.
\]

Then, for a given $\phi_j$ and some $C_0$, the following inequality holds with probability $1 - 5\delta$:

\[
||\phi_0^* - \phi_j|| \leq C_0\eta + \hat{O} \left(\sqrt{V_\phi} + \hat{O} \left[(L - M)\right]^{-1/2}\right),
\]

where

\[
C_0 = \frac{48\lambda_{\max}(L\Gamma_{L-1} - \frac{\alpha}{2} \left(\sum_{t=0}^{M-1} \Gamma_t\right)^2)}{(L - M)p^2(1 - e^{-\frac{\alpha^2 (L - M)/k}{8}})(1 - \alpha\lambda)^2\lambda_{\min}(\Gamma_{[k/2]}^L)}.
\]

Based on Theorem 1 we have the following important remarks.

Benefits of Meta-Learning. To better understand the benefits of meta-learning in system identification of the linear time-varying system, we first take a closer look at the optimal model initialization $\phi_0^*$ and compare it with the solution by using least square estimation over all $D$ blocks (i.e., setting $\alpha = 0$ and using all $L$ samples for each block) in a noiseless setup. Let $z_d = [z_{0,d}, \ldots, z_{L-1,d}]$. As indicated by Lemma 1, $\phi_0^*$ is a weighted sum of the true model parameters $\{\phi_d\}$ for all $D$ trajectories, where the weight for block $d$ is captured by $(I - \alpha z_{tr,d} z_{tr,d}^T) z_{tr,d}^T (I - \alpha z_{tr,d} z_{tr,d}^T)$. Observe
that the solution obtained by least square estimation is also a weighted sum of \( \{ \phi_d \} \) where the weight for block \( d \) is captured by \( z_d z_d^T \) instead. Intuitively, the least square estimator would always assign higher weights to the blocks with ‘larger’ model parameters, which would in turn generate a model initialization closer to the ‘larger’ model parameters. In stark contrast, meta-learning assigns more ‘balanced’ weights across blocks, in the sense that a larger \( I - \alpha z_{tr,d} z_{tr,d}^T \) is used to scale a smaller \( z_{tr,d} z_{tr,d}^T \) in an intrinsic manner (see Figure 4 for examples). Therefore, meta-learning paves a better way to utilize the information in each episodic block, thus leading to a smaller estimation error for a suitably selected learning rate \( \alpha \).

**Impact of Model Similarity.** In a noiseless system, given a set of \( D \) episodic blocks for offline Meta-L, the best upper bound on \( \| \phi^*_d - \phi_j \| \) that one can achieve is intimately related to \( \eta \), namely the average distance between any \( \{ \phi_d, d = 1, \ldots, D \} \) and \( \phi_j \) in \( \Theta \). In the presence of stochastic disturbance in the LTV system, Theorem 1 reveals that our upper bound only degrades to \( C_0 \eta \) for a small constant \( C_0 \), and our result holds for any realization sequence of \( \{ \phi_d \} \) regardless of the correlation structure among them.

It is clear that when \( D \) goes to infinity, the last two error terms in Theorem 1 diminish, whereas there still exists a gap between \( \phi^*_d \) and \( \phi_j \) due to the model dissimilarity. This makes sense since meta-learning is used to find a good model initialization point ‘close to’ all offline task models. Note that when the system is LTI (all blocks have same model parameters), the term \( C_0 \eta + O \left( D^{-1/2} \right) \sqrt{\nu_0} \) diminishes simply because the distance between block parameters is zero. With \( D(L - M) \) samples for meta-learning, Theorem 1 recovers the nearly minimax optimal bound in [29] for the identification of LTI systems with least square estimation.

Figure 4: Illustration of the solution by using meta-learning vs. that based on least square estimation. The red circles represent the model parameters for each block, the blue cross is the solution using meta-learning, and the green triangle is the solution using least square estimation.
4 Error Bound for Online Adaptation

Given the Meta-L initializer $\phi_y^*$, the model estimator $\hat{\phi}_i$ for a new block $i$ can be obtained via online adaptation by using its samples only. Since there is no resetting in online adaptation, the states would ‘persist’ across different blocks, which however does not affect the performance of online adaptation using samples in the new block. So we focus on the adaptation of a single block. In what follows, we quantify the estimation error after online adaptation. Once again, the challenge herein is originating from the small sample size and the sample correlation, such that existing techniques based on large sample sizes and assuming that the system state is near the steady state would not work well here.

In light of this, instead of using the one-step gradient descent algorithm where all $M$ samples are used in one shot as in [2], we consider a $\ell$-step gradient descent algorithm with a trajectory of correlated samples $\{(x_{t,i}, u_{t,i}, w_{t,i})\}_{t=0}^{M-1}$ following the linear dynamics $x_{t+1,i} = A_i x_{t,i} + B_i u_{t,i} + w_{t,i} = \phi_i^T z_{t,i} + w_{t,i}$, and only one sample is used for every step, i.e.,

$$
\hat{\phi}_i(t + 1) = \hat{\phi}_i(t) - \alpha \hat{g}_t(\hat{\phi}_i(t)),
$$

where $\hat{g}_t(\hat{\phi}_i(t)) \triangleq \nabla L = z_{t,i} z_{t,i}^T \hat{\phi}_i(t) - z_{t,i} z_{t+1,i}^T$, for $0 \leq t \leq M - 1$ and $\hat{\phi}_i(0) = \phi_y$. It is worth noting that equation (5) turns out to be a linear stochastic approximation (LSA) of the underlying model parameter $\phi_i$. Hence, the problem reduces to finding the finite time error bound of LSA with a trajectory of correlated samples following the linear dynamics.

**Preliminary on LQR:** Based on the well-known result that the LQR problem in the LTI system can be solved with a linear feedback policy $u_i = K x_i$, we assume that each block $i$ evolves with a stabilizing controller $K$ (cf. [3] for the controller synthesis) during the online adaptation, i.e., $A_i + B_i K$ is a stable matrix with spectral radius $\rho_i < 1$, thereby generating a trajectory of $M$ samples. The stationary distribution of the linear dynamics $\{x_t\}$ is $\mathcal{N}(0, P_{\infty}) \triangleq \nu_\infty$ where $P_{\infty}$ uniquely solves the Lyapunov equation $(A_i + B_i K) P_{\infty} (A_i + B_i K)^T - P_{\infty} + I = 0$. Furthermore, it has been shown in [33] that the $\beta$-mixing coefficient of LTI for $t \geq 1$ with stable $A_i + B_i K$ is

$$
\beta(t) = \sup_{k \geq 1} E_{x \sim \nu_\infty} \|P_{x_t}(\cdot | x_0 = x) - \nu_\infty\|_{tv} \leq C_m \rho^t
$$

for constant $C_m$, any $\rho \in (\rho_1, 1)$ and distribution $\nu_k$, where $\| \cdot \|_{tv}$ refers to the total-variation norm.

**Finite error:** Along the same line as in [1], let $C_\phi = \max_{\phi \in \Theta} \| \phi \|$ and define $\text{proj}_\phi \triangleq \arg \min_{\phi'} \| \phi - \phi' \|_2$ as the projection operator onto a norm ball of radius $C_\phi$ to circumvent unreliable estimators outside the ball. Further, to mitigate the impact of the outlier samples with extremely large state values, the outlier samples $z_{t,i}$ are projected onto a norm ball of radius $C_z < \infty$:

$$
\tilde{z}_{t,i} \triangleq \arg \min_{z_{t,i}' \in C_z} \| z_{t,i}' - z_{t,i} \|_2.
$$

We caution that $C_z$ should be set to be large enough such that only extreme outlier samples would be projected as in (6). Since there are only a few samples for online adaptation in each block, the likelihood of this happening is very small. We use this projection for online learning because technically it is impossible to bound the spectrum of $z_{t} z_{t}^T$ for only a few samples. It follows that the ‘modified’ gradient is given by $g_t(\hat{\phi}_i(t)) = \tilde{z}_{t,i} z_{t,i}^T \hat{\phi}_i(t) - \tilde{z}_{t,i} \tilde{z}_{t,i}^T z_{t,i} + w_{t,i}^T$. Applying $g_t(\hat{\phi}_i(t))$ and operator $proj_\phi$ to (5), the update step can be transformed to $\hat{\phi}_i(t + 1) = \text{proj}_\phi(\hat{\phi}_i(t) - \alpha g_t(\hat{\phi}_i(t)))$.

For convenience, define $\tilde{P}_\infty = [I \ K^T] P_{\infty} [I \ K^T]$. Using a similar approach in the finite time analysis of TD-learning [1], we have the following result characterizing the finite time error.

**Proposition 1.** Suppose that the system evolves with a stabilizing controller $K$ during online adaptation and that the learning rate $\alpha$ satisfies $\alpha < \frac{1 - \rho}{2 \lambda_{min}(\tilde{P}_\infty)}$. With the model initialization $\phi_y^*$, we have

$$
\mathbb{E}[\| \hat{\phi}_i(M) - \phi_i \|^2] \leq \frac{\alpha C_y}{2 \lambda_{min}(\tilde{P}_\infty)} + \left(1 - 2 \alpha \lambda_{min}(\tilde{P}_\infty)\right)^M \left(\| \phi_y^* - \phi_i \|^2 + \frac{2 \alpha M \tilde{C}_\phi}{1 - 2 \alpha \lambda_{min}(\tilde{P}_\infty)}\right),
$$

for some constant $C_y$ and $\tilde{C}_\phi$.

Clearly, for a sufficiently small learning rate, the gap between the parameter $\hat{\phi}_i(M)$ and the underlying parameter $\phi_i$ decreases exponentially. Moreover, the larger $\lambda_{min}(\tilde{P}_\infty)$ is, the faster the convergence is. Different controllers for the LQR in block $i$ can be then designed based on the model estimation using online adaptation, with performance
characterized by the model estimation error (see Appendix H for details). It is worth noting that for a large sample size when the system nearly approaches its steady state, the finite time error bound about LSA in [31] can be directly applied here, which indicates an exponential decay about the mean squared estimation error. Note that the result in [29] shows that the maximum squared estimation error for the least square estimator (LSE) decays linearly with the sample size when the sample size is large enough. Our simulation studies (relegated to Appendix J) indicate that when the underlying model is near the Meta-L initialization, the recursive LSA starting from this initialization clearly outperforms the LSE for small sample sizes.

5 Conclusions

System identification plays a critical role in characterizing the fundamental limits of reinforcement learning algorithms in a LTV system. In this study, we propose an innovative episodic block model for the LTV system and leverage meta-learning for system identification therein. We carry out a comprehensive non-asymptotic analysis of the performance of Meta-L based system identification with correlated samples. With the proposed two-scale martingale small-ball approach for offline Meta-L, the derived upper bound on the distance between Meta-L based model initialization and the underlying model parameters is sharp and encapsulates the impact of the model similarity and the sample size on system identification in LTV systems. Furthermore, by leveraging recent advances in linear stochastic approximation, our results on online adaptation with correlated samples indicate that the error between the model estimation and the underlying model decays exponentially.
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A Proof of Lemma 1

Lemma 1. For a matrix $Z$ we denote by $Z^\dagger$ its pseudo-inverse. The solution to the problem (1) is

$$\phi_0^* = (Z^T)^{\dagger} \tilde{W} = (Z^T)^{\dagger}(\Pi + W).$$

We first calculate the one-step gradient descent update. Observe that

$$L(\tau_d(M, L - 1), \phi_d^T) \triangleq \frac{1}{2} \left( \sum_{t=M}^{L-1} \left\| x_{t+1} - \hat{\phi}_d^T \left[ x_t \right] \right\|_2^2 \right),$$

$$= \frac{1}{2} \left( \sum_{t=M}^{L-1} (x_{t+1} - \hat{\phi}_d z_t^T)(x_{t+1} - \hat{\phi}_d z_t) \right) \tag{7}$$

$$= \frac{1}{2} \left( \sum_{t=M}^{L-1} \left( \left\| x_{t+1} \right\|_2^2 + (-x_{t+1})^T \hat{\phi}_d z_t + z_t^T \hat{\phi}_d (-x_{t+1}) + z_t^T \hat{\phi}_d z_t \right) \right).$$

It follows that

$$\frac{\partial L(\tau_d(M, L - 1), \phi_d^T)}{\partial \phi_d^T} = z_{te,d} z_{te,d}^T \hat{\phi}_d - z_{te,d} x_{te,d}^T. \tag{8}$$

Similarly, the derivative of $L(\tau_d(0, M - 1), \phi_0^T)$ can be obtained as follows:

$$L(\tau_d(0, M - 1), \phi_0^T) \triangleq \frac{1}{2} \left( \sum_{t=0}^{M-1} \left\| x_{t+1} - \phi_0[ x_t ] \right\|_2^2 \right)$$

and

$$\frac{\partial L(\tau_d(0, M - 1), \phi_0^T)}{\partial \phi_0^T} = z_{tr,d} z_{tr,d}^T \phi_0 - z_{tr,d} x_{tr,d}. \tag{9}$$

Then, the relation between $\hat{\phi}_d$ and $\phi_0$ follows immediately:

$$\hat{\phi}_d = \phi_0 - \alpha z_{tr,d} z_{tr,d}^T \phi_0 + \alpha z_{tr,d} x_{tr,d},$$

$$\frac{\partial \hat{\phi}_d}{\partial \phi_0} = I - \alpha z_{tr,d} z_{tr,d}^T. \tag{10}$$

Now we are ready to compute the optimal meta-parameter $\phi_0^*$. For convenience, we define the meta-learning objective function as:

$$F(\phi_0) \triangleq \sum_{d=1}^{D} L(\tau_d(M, L - 1), \hat{\phi}_d).$$

It can be shown that by setting

$$\frac{\partial F(\phi_0)}{\partial \phi_0} = \sum_{d=1}^{D} (I - \alpha z_{tr,d} z_{tr,d}^T)(z_{te,d} z_{te,d}^T (I - \alpha z_{tr,d} z_{tr,d}^T) \phi_0)$$

$$+ \sum_{d=1}^{D} (I - \alpha z_{tr,d} z_{tr,d}^T)(\alpha z_{te,d} z_{te,d} z_{tr,d} x_{tr,d}^T - z_{te,d} x_{te,d}^T) \triangleq 0,$$

we can have that

$$\sum_{d=1}^{D} (I - \alpha z_{tr,d} z_{tr,d}^T)(z_{te,d} z_{te,d}^T (I - \alpha z_{tr,d} z_{tr,d}^T) \phi_0)$$

$$= \sum_{d=1}^{D} (I - \alpha z_{tr,d} z_{tr,d}^T)(z_{te,d} z_{te,d}^T - \alpha z_{te,d} z_{te,d} z_{tr,d} x_{tr,d}^T). \tag{11}$$
Let $Z_d = (I - \alpha z_{tr,d} z_{tr,d}^T)z_{te,d}$ and $Z := [Z_1, ..., Z_D]$. It follows that

$$ZZ^T \phi_\theta = Z \begin{bmatrix} x_{te,1}^T - \alpha z_{tr,1}^T z_{tr,1} x_{tr,1}^T \\ x_{te,2}^T - \alpha z_{tr,2}^T z_{tr,2} x_{tr,2}^T \\ \vdots \\ x_{te,D}^T - \alpha z_{tr,D}^T z_{tr,D} x_{tr,D}^T \end{bmatrix}$$

which indicates that

$$\phi_{\phi}^* = (Z^T)^d W = (Z^T)^d W$$

$$= (Z^T)^d \begin{bmatrix} z_{tr,1}^T \phi_1 + w_{tr,1}^T - \alpha z_{tr,1} z_{tr,1} (z_{tr,1}^T \phi_1 + w_{tr,1}) \\ z_{tr,2}^T \phi_2 + w_{tr,2}^T - \alpha z_{tr,2} z_{tr,2} (z_{tr,2}^T \phi_2 + w_{tr,2}) \\ \vdots \\ z_{tr,D}^T \phi_D + w_{tr,D}^T - \alpha z_{tr,D} z_{tr,D} (z_{tr,D}^T \phi_D + w_{tr,D}) \end{bmatrix}$$

$$= (Z^T)^d \left( \begin{bmatrix} z_{tr,1} - \alpha z_{tr,1} z_{tr,1} z_{tr,1}^T \phi_1 \\ z_{tr,2} - \alpha z_{tr,2} z_{tr,2} z_{tr,2}^T \phi_2 \\ \vdots \\ z_{tr,D} - \alpha z_{tr,D} z_{tr,D} z_{tr,D}^T \phi_D \end{bmatrix} + \begin{bmatrix} w_{tr,1} - \alpha z_{tr,1} z_{tr,1} w_{tr,1} \\ w_{tr,2} - \alpha z_{tr,2} z_{tr,2} w_{tr,2} \\ \vdots \\ w_{tr,D} - \alpha z_{tr,D} z_{tr,D} w_{tr,D} \end{bmatrix} \right)$$

$$\triangleq (Z^T)^d (\Pi + W).$$

**B Proof of Lemma 2**

**Lemma 2.** Suppose that the learning rate satisfies that $0 < \alpha < 1/\lambda$, and for any $k \in [1, (L - M)/2]$, the number of blocks $D$, training dataset size per block $M$ and the block size $L$ satisfy that

$$D \left(1 - e^{-\frac{\delta^2 (L-M)/2}{4}}\right)^2 \geq D\lambda = \tilde{O}\left(\frac{(m+n)\lambda_{\max}(\Gamma_{k/2})}{\lambda_{\min}(\Gamma_{k/2})}\right).$$

Then, for any $\delta \in (0, 1)$, it follows that with probability $1 - \delta$,

$$\lambda_{\min}(ZZ^T) \geq \frac{D(L-M)\lambda^2 (1 - e^{-\frac{\delta^2 (L-M)/2}{4}})(1 - \lambda)^2 \lambda_{\min}(\Gamma_{k/2})}{48}. $$

Note that

$$ZZ^T = \sum_{d=1}^D (I - \alpha z_{tr,d} z_{tr,d}^T)z_{te,d}^T z_{te,d}(I - \alpha z_{tr,d} z_{tr,d}^T).$$

To obtain the lower bound of $ZZ^T$, we first find a high-probability lower bound on the term $I - 2\alpha z_{tr,d} z_{tr,d}^T$ such that the right hand side of (14) can be bounded from below by the sum of testing data correlation over all $D$ blocks.

**Lemma B.1.** For any block $d$ with model parameter $\phi_d \in \Theta$ and $\delta \in (0, 1)$, the following inequality holds:

$$P \left[ z_{tr,d} z_{tr,d}^T \neq \frac{2(m+n)}{\delta} M \Gamma_{M-1} \right] \leq \frac{\delta}{2}.$$ 

**Proof.** Recall that for $d$-th block,

$$z_{t,d} z_{t,d}^T = \begin{bmatrix} x_{t,d} & u_{t,d} \end{bmatrix} \begin{bmatrix} x_{t,d}^T & u_{t,d}^T \end{bmatrix} = \begin{bmatrix} x_{t,d} x_{t,d}^T & x_{t,d} u_{t,d}^T \\ u_{t,d} x_{t,d}^T & u_{t,d} u_{t,d}^T \end{bmatrix}. $$

$$\tilde{Y} := \begin{bmatrix} Y_{tr,d} & U_{tr,d} \\ U_{tr,d}^T & \Sigma_{tr,d} \end{bmatrix} \quad \text{and} \quad \tilde{Z} := \begin{bmatrix} Z_{tr,d} & U_{te,d} \\ U_{te,d}^T & \Sigma_{te,d} \end{bmatrix}$$

$$\tilde{Z} \tilde{Y}^{-1} \tilde{Y} \tilde{Z} = \begin{bmatrix} I & - \alpha z_{tr,d} z_{tr,d}^T \\ - \alpha z_{tr,d} z_{tr,d}^T & \alpha z_{tr,d} z_{tr,d}^T + \Sigma_{tr,d} \end{bmatrix}$$

$$\tilde{Z} \tilde{Y}^{-1} \tilde{Y} \tilde{Z}^{-1} = \begin{bmatrix} I & - \alpha z_{tr,d} z_{tr,d}^T \\ - \alpha z_{tr,d} z_{tr,d}^T & \alpha z_{tr,d} z_{tr,d}^T + \Sigma_{tr,d} \end{bmatrix}^{-1} = \begin{bmatrix} I & \alpha z_{tr,d} z_{tr,d}^T \\ \alpha z_{tr,d} z_{tr,d}^T & \alpha z_{tr,d} z_{tr,d}^T + \Sigma_{tr,d} \end{bmatrix}.$$
Given \( x_{t,d} = \phi_d^T z_{t-1,d} + w_{t-1,d} \), we have \( \mathbb{E}[x_{t,d}u_{t,d}^T] = \mathbb{E}[u_{t,d}x_{t,d}^T] = 0 \) since \( x_{t,d} \) and \( u_{t,d} \) are independent, where the expectation is taken with respect to the control action \( u_{t,d} \sim \mathcal{N}(0, \sigma_A^2 I_n) \) and the noise \( w_t \sim \mathcal{N}(0, \sigma_w^2 I_n) \). Moreover, \[ x_{t+1,d} = A_d x_{t,d} + B_d u_{t,d} + w_{t,d} = A_d x_{t,d} + w'_{t,d}, \]

where \( w'_{t,d} \triangleq B_d u_{t,d} + w_{t,d} \) and \( w'_{t,d} \sim \mathcal{N}(0, \sigma_A^2 B_d B_d^T + \sigma_w^2 I_n) \). It can be shown that

\[
\mathbb{E}[x_{t,d}x_{t,d}^T] = \mathbb{E} \left[ \left( \sum_{i=0}^{t-1} A_d^i w'_{t-1-i,d} \right) \left( \sum_{i=0}^{t-1} (w'_{t-1-i,d})^T (A_d^i)^T \right) \right] = \sum_{i=0}^{t-1} A_d^i (\sigma_A^2 B_d B_d^T + \sigma_w^2 I_n) (A_d^i)^T = \sigma_A^2 G_{t,d} + \sigma_w^2 F_{t,d}\

and

\[
\mathbb{E}[u_{t,d}u_{t,d}^T] = \sigma_w^2 I_m.
\]

From the definition of \( \Gamma_{t,d} \) and \( \Gamma_{M-1} \), it follows that

\[
\mathbb{E}[z_{t,d}z_{t,d}^T] = \mathbb{E} \left[ \sum_{t=0}^{M-1} z_{t,d}z_{t,d}^T \right] = \sum_{t=0}^{M-1} \mathbb{E}[z_{t,d}z_{t,d}^T] = \left[ \sum_{t=0}^{M-1} (\sigma_A^2 G_{t,d} + \sigma_w^2 F_{t,d}) \right] \left[ \begin{array}{cc} 0 & M \sigma_A^2 I_m \\ M \sigma_A^2 I_m & 0 \end{array} \right] \leq M \Gamma_{M-1}.
\]

Appealing to Markov’s Inequality, we conclude that

\[
\mathbb{P} \left[ z_{t,d}z_{t,d}^T \not\leq \frac{2(m + n)}{\delta} M \Gamma_{M-1} \right] = \mathbb{P} \left[ \lambda_{\text{max}}(z_{t,d}z_{t,d}^T) > \frac{2(m + n)}{\delta} \right] \leq \frac{\delta}{2(m + n)} \mathbb{E} \left[ \lambda_{\text{max}}(z_{t,d}z_{t,d}^T) \right] \leq \frac{\delta}{2(m + n)} \mathbb{E} \left[ \lambda_{\text{max}}(z_{t,d}z_{t,d}^T) \right] \leq \frac{\delta}{2}
\]

where the last inequality holds because of (15).

**B.1 Upper bound on** \( \lambda_{\text{max}}(z_{t,d}z_{t,d}^T) \)

In what follows, we aim to obtain a tighter upper bound on \( \lambda_{\text{max}}(z_{t,d}z_{t,d}^T) \).

**Lemma B.2.** For any \( \delta \in (0, 1) \), the following inequality holds:

\[
\mathbb{P} \left[ \lambda_{\text{max}}(z_{t,d}z_{t,d}^T) \leq M^3 \| \tilde{B} \|^2 \left( 1 + 3 \sqrt{\log \frac{10M}{\delta}} \right)^2 \max \{ m \sigma_A^2, n \sigma_w^2 \} \right] \geq 1 - \frac{\delta}{2}.
\]
Proof. First, it clear that

\[
\lambda_{\text{max}}(z_{t,d}z_{t,d}^T) = \lambda_{\text{max}} \left( \sum_{t=0}^{M-1} z_{t,d}z_{t,d}^T \right) \\
\leq Tr \left( \sum_{t=0}^{M-1} z_{t,d}z_{t,d}^T \right) \\
= Tr \left( \sum_{t=0}^{M-1} x_{t,d}x_{t,d}^T \right) + Tr \left( \sum_{i=0}^{M-1} u_{t,d}u_{t,d}^T \right).
\]

We next seek upper bounds on \( Tr \left( \sum_{t=0}^{M-1} x_{t,d}x_{t,d}^T \right) \) and \( Tr \left( \sum_{i=0}^{M-1} u_{t,d}u_{t,d}^T \right) \), respectively.

(1) For the term \( Tr \left( \sum_{t=0}^{M-1} x_{t,d}x_{t,d}^T \right) \), through sophisticated manipulation, we can have the following with regard to \( x_{t,d}x_{t,d}^T \) given \( x_{0,d} = 0 \):

\[
x_{t,d}x_{t,d}^T = \sum_{i=0}^{t-1} A_{d}^{t-1-i} B_d u_{i,d} u_{i,d}^T B_d^T (A_d^T)^{t-1-i} + \sum_{i=0}^{t-1} A_{d}^{t-1-i} w_{i,d} w_{i,d}^T (A_d^T)^{t-1-i} \\
+ \sum_{i=0}^{t-1} \sum_{j=0}^{t-1} A_{d}^{t-1-i} B_d u_{i,d} u_{j,d}^T (A_d^T)^{t-1-j} + \sum_{i=0}^{t-1} \sum_{j=0}^{t-1} A_{d}^{t-1-i} B_d u_{i,d} w_{j,d}^T (A_d^T)^{t-1-j} \\
+ \sum_{i=0}^{t-1} \sum_{j=0}^{t-1} A_{d}^{t-1-i} B_d u_{i,d} w_{j,d}^T B_d^T (A_d^T)^{t-1-j} + \sum_{i=0}^{t-1} \sum_{j=0}^{t-1} A_{d}^{t-1-i} w_{i,d} w_{j,d}^T (A_d^T)^{t-1-j}.
\]

Note that

\[
A_{d}^{t-1-i} B_d u_{i,d} u_{j,d}^T B_d^T (A_d^T)^{t-1-i} + A_{d}^{t-1-j} w_{j,d} w_{j,d}^T (A_d^T)^{t-1-j} - A_{d}^{t-1-i} B_d u_{i,d} w_{j,d}^T (A_d^T)^{t-1-j} - [A_{d}^{t-1-i} B_d u_{i,d} w_{j,d}^T (A_d^T)^{t-1-j}]^T \\
= A_{d}^{t-1-i} B_d u_{i,d} u_{j,d}^T (A_d^T)^{t-1-j} - w_{j,d}^T (A_d^T)^{t-1-j} + A_{d}^{t-1-j} w_{j,d} w_{j,d}^T (A_d^T)^{t-1-j} \\
- u_{i,d}^T B_d^T (A_d^T)^{t-1-j} \\
= [A_{d}^{t-1-i} B_d u_{i,d} - A_{d}^{t-1-j} w_{j,d}] [A_{d}^{t-1-i} B_d u_{i,d} - A_{d}^{t-1-j} w_{j,d}]^T \geq 0.
\]

It then follows that

\[
x_{t,d}x_{t,d}^T \leq \sum_{i=0}^{t-1} A_{d}^{t-1-i} B_d u_{i,d} u_{i,d}^T B_d^T (A_d^T)^{t-1-i} + \sum_{i=0}^{t-1} A_{d}^{t-1-i} w_{i,d} w_{i,d}^T (A_d^T)^{t-1-i} \\
+ \sum_{i=0}^{t-1} \sum_{j=0}^{t-1} [A_{d}^{t-1-i} B_d u_{i,d} u_{j,d}^T B_d^T (A_d^T)^{t-1-i} + A_{d}^{t-1-j} w_{j,d} w_{j,d}^T (A_d^T)^{t-1-j}] \\
+ \sum_{i=0}^{t-1} \sum_{j=0}^{t-1} A_{d}^{t-1-i} B_d u_{i,d} u_{j,d}^T B_d^T (A_d^T)^{t-1-j} + \sum_{i=0}^{t-1} \sum_{j=0}^{t-1} A_{d}^{t-1-i} w_{i,d} w_{j,d}^T (A_d^T)^{t-1-j} \\
= (t + 1) \sum_{i=0}^{t-1} A_{d}^{t-1-i} B_d u_{i,d} u_{i,d}^T B_d^T (A_d^T)^{t-1-i} + (t + 1) \sum_{i=0}^{t-1} A_{d}^{t-1-i} w_{i,d} w_{i,d}^T (A_d^T)^{t-1-i} \\
+ \sum_{i=0}^{t-1} \sum_{j=0}^{t-1} A_{d}^{t-1-i} B_d u_{i,d} u_{j,d}^T B_d^T (A_d^T)^{t-1-j} + \sum_{i=0}^{t-1} \sum_{j=0}^{t-1} A_{d}^{t-1-i} w_{i,d} w_{j,d}^T (A_d^T)^{t-1-j}.
\]
which indicates that
\[
\sum_{t=1}^{M-1} x_{t,d}d_{t,d}^T
\]
\[
\leq M \sum_{j=1}^{M} \sum_{i=0}^{M-j} A_d^{-1}B_d u_{i,d}u_{i,d}^T B_d^T (A_d^T)^{j-1} + M \sum_{j=1}^{M} \sum_{i=0}^{M-j} A_d^{-1}w_{i,d}w_{i,d}^T (A_d^T)^{j-1}
\]
\[
+ \sum_{t=1}^{M-1} \sum_{t=0,j\neq i}^{M-1} A_d^{t-1-i}B_d u_{i,d}u_{j,d}^T B_d^T (A_d^T)^{t-1-j} + \sum_{t=1}^{M-1} \sum_{t=0,j\neq i}^{M-1} A_d^{t-1-i}w_{i,d}w_{j,d}^T (A_d^T)^{t-1-j}.
\]

Therefore, the trace \(\text{Tr} \left( \sum_{t=0}^{M-1} x_{t,d}d_{t,d}^T \right)\) can be bounded from above as follows:
\[
\text{Tr} \left( \sum_{t=0}^{M-1} x_{t,d}d_{t,d}^T \right)
\]
\[
\leq M \sum_{j=1}^{M} \text{Tr} \left[ \sum_{i=0}^{M-j} A_d^{-1}B_d u_{i,d}u_{i,d}^T B_d^T (A_d^T)^{j-1} \right] + M \sum_{j=1}^{M} \text{Tr} \left[ \sum_{i=0}^{M-j} A_d^{-1}w_{i,d}w_{i,d}^T (A_d^T)^{j-1} \right]
\]
\[
+ \sum_{t=1}^{M-1} \sum_{t=0,j\neq i}^{M-1} \text{Tr}[A_d^{t-1-i}B_d u_{i,d}u_{j,d}^T B_d^T (A_d^T)^{t-1-j}]
\]
\[
+ \sum_{t=1}^{M-1} \sum_{t=0,j\neq i}^{M-1} \text{Tr}[A_d^{t-1-i}w_{i,d}w_{j,d}^T (A_d^T)^{t-1-j}].
\]

Next, we first find an upper bound on \(\text{Tr} \left[ \sum_{i=0}^{M-j} A_d^{t-1-i}B_d u_{i,d}u_{i,d}^T B_d^T (A_d^T)^{j-1} \right]\). It can be shown that
\[
\text{Tr} \left[ \sum_{i=0}^{M-j} A_d^{t-1-i}B_d u_{i,d}u_{i,d}^T B_d^T (A_d^T)^{j-1} \right] = \text{Tr} \left[ A_d^{t-1}B_d \left( \sum_{i=0}^{M-j} u_{i,d}u_{i,d}^T \right) B_d^T (A_d^T)^{j-1} \right]
\]
\[
= \text{Tr} \left[ B_d^T (A_d^T)^{j-1} A_d^{t-1}B_d \left( \sum_{i=0}^{M-j} u_{i,d}u_{i,d}^T \right) \right]
\]
\[
\leq \lambda_{\text{max}}(B_d^T (A_d^T)^{j-1} A_d^{t-1}B_d) \text{Tr} \left( \sum_{i=0}^{M-j} u_{i,d}u_{i,d}^T \right)
\]
\[
\leq \|A_d^{t-1}B_d\|^2 \text{Tr} \left( \sum_{i=0}^{M-j} u_{i,d}u_{i,d}^T \right)
\]

where the first inequality holds because the following is true based on Von Neumann’s trace inequality:
\[
\lambda_{\text{min}}(X)\text{Tr}(Y) \leq \text{Tr}(XT) \leq \lambda_{\text{max}}(X)\text{Tr}(Y)
\]
for positive semi-definite matrices \(X\) and \(Y\). Therefore, it suffices to bound \(\text{Tr} \left( \sum_{i=0}^{M-j} u_{i,d}u_{i,d}^T \right)\) from above.

Let \(U_j = \sum_{i=0}^{M-j} u_{i,d}u_{i,d}^T\). It is clear that \(U_j\) follows a pseudo Wishart distribution \(SW_m(M-j, \sigma_a^2I_m)\) considering that the dimension \(m\) is generally larger than the training size \(M\). Based on [13], there exists a matrix \(Q \in \mathbb{R}^{m \times r_j}\) such that \(U_j = QU_j Q^T\), where \(r_j\) is the rank of \(U_j\) (\(r_j \leq m\)) and \(U_j\) follows a Wishart distribution, i.e., \(U_j \sim W_{r_j}(M - J, I_{r_j})\). Hence,
\[
\text{Tr} \left( \sum_{i=0}^{M-j} u_{i,d}u_{i,d}^T \right) = \text{Tr}(QU_j Q^T)
\]
\[
= \text{Tr}(Q^T QU_j)
\]
\[
\leq \lambda_{\text{max}}(Q^T Q)\text{Tr}(U_j)
\]
\[
= \sigma_a^2\text{Tr}(U_j),
\]
such that
\[ \text{Tr} \left[ \sum_{i=0}^{M-j} A_d^{j-1} B_d u_i d u_i^T B_d^T (A_d^T)^{j-1} \right] \leq \sigma_a^2 \| A_d^{j-1} B_d \|^2 \text{Tr}(\tilde{U}_j). \] (17)

Following the same line, it can be shown that
\[ \text{Tr} \left[ \sum_{i=0}^{M-j} A_d^{j-1} w_i d w_i^T d (A_d^T)^{j-1} \right] \leq \sigma_w^2 \| A_d^{j-1} \|^2 \text{Tr}(\tilde{W}_j) \] (18)

where \( \tilde{W}_j \sim \mathcal{W}_q, (M - J, I_{q_j}) \) for some \( q_j \leq n \).

For the term \( \text{Tr}[A_d^{t-1-j} B_d u_i d u_j^T d B_d^T (A_d^T)^{t-1-j}] \), we have
\[
\begin{align*}
\text{Tr}[A_d^{t-1-i} B_d u_i d u_j^T d B_d^T (A_d^T)^{t-1-j}] & \leq \| A_d^{t-1-i} B_d u_i d u_j^T d \| \| (A_d^T)^{t-1-j} \| \\
& \leq \| A_d^{t-1-i} B_d \| \| A_d^{t-1-j} B_d \| \| u_i d u_j^T d \| \\
& \leq \| A_d^{t-1-i} B_d \| \| A_d^{t-1-j} B_d \| \text{Tr}(u_i d u_j^T d).
\end{align*}
\] (19)

And similarly,
\[ \text{Tr}[A_d^{t-1-i} w_i d w_j^T d (A_d^T)^{t-1-j}] \leq \| A_d^{t-1-i} A_d^{t-1-j} \| \text{Tr}(w_i d w_j^T d). \] (20)

Combining (17) and (20), we can obtain that
\[
\text{Tr} \left( \sum_{t=0}^{M-1} x_{i,d,x_{i,d}}^T \right) \leq M \sigma_a^2 \sum_{j=1}^{M} \| A_d^{j-1} B_d \|^2 \text{Tr}(\tilde{U}_j) + M \sigma_w^2 \sum_{j=1}^{M} \| A_d^{j-1} \|^2 \text{Tr}(\tilde{W}_j) \\
+ m \sum_{t=1}^{M} \sum_{i=0}^{t-1} \sum_{j=0,j \neq i}^{t-1} \| A_d^{t-1-i} B_d \| \| A_d^{t-1-j} B_d \| \text{Tr}(u_i d u_j^T d) \\
+ n \sum_{t=1}^{M} \sum_{i=0}^{t-1} \sum_{j=0,j \neq i}^{t-1} \| A_d^{t-1-i} A_d^{t-1-j} \| \text{Tr}(w_i d w_j^T d).
\]

Moreover, since \( \tilde{U}_j \sim \mathcal{W}_{r_j} (M - J, I_{r_j}) \), \( \text{Tr}(\tilde{U}_j) \sim \chi_{r_j}^2 (M - J) \), for which we have the following high probability bound:
\[
\begin{align*}
P(\text{Tr}(\tilde{U}_j) & \leq M m + 2 \sqrt{M m a} + 2a) \\
& \geq P(\text{Tr}(\tilde{U}_j) \leq r_j (M - J) + 2 \sqrt{a r_j (M - J) + 2a}) \\
& \geq 1 - e^{-a},
\end{align*}
\] (21)

for any \( a > 0 \). Similarly, we have
\[
P(\text{Tr}(\tilde{W}_j) \leq M n + 2 \sqrt{M n a} + 2a) \geq 1 - e^{-a}.
\] (22)
For the term \( \text{Tr}(u_{i,d}u_{j,d}^T) \), based on the Chernoff bound, we can have
\[
P[\text{Tr}(u_{i,d}u_{j,d}^T) \leq b] \\
\geq 1 - \inf_{c > 0} e^{-cb} \mathbb{E}[e^{b\text{Tr}(u_{i,d}u_{j,d}^T) - 1}] \\
= 1 - \inf_{c > 0} \frac{1}{c} \mathbb{E}[e^{b\text{Tr}(u_{i,d}u_{j,d}^T) - 1}] \\
= 1 - \inf_{0 < c \ll 1/\sigma_i^2} \frac{1}{c} \left( \frac{1}{\sqrt{\pi(1 - \sigma_i^4c^2)}} \right)^m \\
\geq 1 - e^{-\frac{\sqrt{2}\sigma_i^2}{\pi} \left( \frac{\pi}{2} \right)^{-m/2}},
\]
which implies that
\[
P \left( \text{Tr}(u_{i,d}u_{j,d}^T) \leq \sqrt{2\sigma_i^2} \left( a' - \frac{m}{2} \log \frac{\pi}{2} \right) \right) \geq 1 - e^{-a'}
\]
for \( a' > 0 \). Following the same line, we can obtain the following for the term \( \text{Tr}(w_{i,d}w_{j,d}^T) \):
\[
P \left( \text{Tr}(w_{i,d}w_{j,d}^T) \leq \sqrt{2\sigma_w^2} \left( a' - \frac{n}{2} \log \frac{\pi}{2} \right) \right) \geq 1 - e^{-a'}.
\]

Based on (21) - (24), it follows that
\[
P \left( \text{Tr} \left( \sum_{t=0}^{M-1} x_{t,d}x_{t,d}^T \right) \leq M^2\sigma_{a\|B\|}^2 \log \frac{10M}{\delta} + 2 \log \frac{10M}{\delta} + 2 \sqrt{Mm \log \frac{10M}{\delta} + 2 \log \frac{10M}{\delta}} \right) \\
\geq 1 - \frac{2\delta}{5},
\]
(2) Next, for the term \( \text{Tr} \left( \sum_{t=0}^{M-1} u_{t,d}u_{t,d}^T \right) \), it can be seen that
\[
\text{Tr} \left( \sum_{t=0}^{M-1} u_{t,d}u_{t,d}^T \right) = \sum_{t=0}^{M-1} \text{Tr}(u_{t,d}u_{t,d}^T) \\
= \sum_{t=0}^{M-1} \sum_{i=1}^{m} u_{t,d}^2(i) \\
= \sigma_a^2 \sum_{t=0}^{M-1} \sum_{i=1}^{m} \tilde{u}_{t,d}^2(i) \\
= \sigma_a^2 \tilde{u}^2 \\
\sim \mathcal{N}(0, I_m) \text{ and } \tilde{u} \sim \chi^2_{Mm}. \text{ Therefore,}
\]
\[
P \left( \text{Tr} \left( \sum_{t=0}^{M-1} u_{t,d}u_{t,d}^T \right) \leq \sigma_a^2 (Mm + 2 \sqrt{Mm \log \frac{10M}{\delta} + 2 \log \frac{10M}{\delta}}) \right) \geq 1 - \frac{\delta}{10}.
\]
In a nutshell, we can obtain that with probability $1 - \delta/2$, the following holds:

$$\lambda_{\max}(z_{tr,d}z_{tr,d}^T) \leq M^2\sigma_a^2 \|B\|^2 (Mm + 2\sqrt{Mm \log \frac{10M}{\delta} + 2 \log \frac{10M}{\delta}})$$

$$+ M^2\sigma_a^2 (Mn + 2\sqrt{Mn \log \frac{10M}{\delta} + 2 \log \frac{10M}{\delta}})$$

$$+ \sqrt{2}\sigma_a^2 mM^3\|B\|^2 \log \frac{10M^3}{\delta(\pi/2)^{m/2}} + \sqrt{2}\sigma_a^2 nM^3\log \frac{10M^3}{\delta(\pi/2)^{n/2}}$$

$$+ \sigma_a^2 3 \left(Mm + 2\sqrt{Mm \log \frac{10M}{\delta} + 2 \log \frac{10M}{\delta}}\right)$$

$$\leq M^2\sigma_a^2 \|B\|^2 (Mm + 2\sqrt{Mm \log \frac{10M}{\delta} + 2 \log \frac{10M}{\delta}} + \sqrt{2}\sigma_a^2 mnM^3\log \frac{10M^3}{\delta(\pi/2)^{m/2}})$$

$$+ M^2\sigma_a^2 (Mn + 2\sqrt{Mn \log \frac{10M}{\delta} + 2 \log \frac{10M}{\delta}} + \sqrt{2}\sigma_a^2 mnM^3\log \frac{10M^3}{\delta(\pi/2)^{n/2}})$$

$$+ \sigma_a^2 3 \left(Mm + 2\sqrt{Mm \log \frac{10M}{\delta} + 2 \log \frac{10M}{\delta}}\right)$$

$$\leq M^3 m\sigma_a^2 \|B\|^2 (1 + 3\sqrt{\log \frac{10M}{\delta}})^2 + M^3 n(1 + 3\sqrt{\log \frac{10M}{\delta}})^2$$

$$\leq M^3 \|B\|^2 \left(1 + 3\sqrt{\log \frac{10M}{\delta}}\right)^2 \max\{m\sigma_a^2, n\sigma_a^2\}. \quad (25)$$

\[\square\]

### B.2 Lower bound on $\lambda_{\min}(ZZ^T)$

Note that

$$\bar{\lambda} \triangleq M^3 \|B\|^2 \left(1 + 3\sqrt{\log \frac{10DM}{\delta}}\right)^2 \max\{m\sigma_a^2, n\sigma_a^2\}.$$

Based on Lemma B.2 and by setting the learning rate $0 < \alpha < 1/\bar{\lambda}$, we can have $\min_d\{\lambda_{\min}(I - \alpha z_{tr,d}z_{tr,d}^T)\} \geq 1 - \alpha\bar{\lambda} > 0$, i.e., $I - \alpha z_{tr,d}z_{tr,d}^T \succeq (1 - \alpha\bar{\lambda})I > 0$, with probability $1 - \delta/2$. Consequently, we have the following result about the lower bound on $\lambda_{\min}(ZZ^T)$:

**Lemma B.3.** With probability $1 - \delta/2$ for any $\delta \in (0, 1)$, the following inequality holds:

$$\lambda_{\min}(ZZ^T) \geq \frac{(1 - \alpha\bar{\lambda})^2}{2} \lambda_{\min} \left(\sum_{d=1}^D z_{te,d}z_{te,d}^T\right).$$

**Proof.** To prove Lemma B.3 let $E = I - \alpha z_{tr,d}z_{tr,d}^T > 0$, and we first show that

$$\frac{1}{(1 - \alpha\bar{\lambda})^2} EGE \succeq G \quad (26)$$

for $G \in \mathbb{R}^{(m+n) \times (m+n)}$ and $G > 0$.

For ease of exposition, let $E = \frac{1}{1 - \alpha\bar{\lambda}} E$ and $C = EGE$. Then $C > 0$. Based on Corollary 7.6.5 in [13], there exists a nonsingular matrix $S \in \mathbb{R}^{(m+n) \times (m+n)}$, such that

$$C = SIS^T \text{ and } G = S\Sigma S^T$$

where $\Sigma = \text{diag}(d_1, \ldots, d_{m+n})$ is diagonal. To show $C \succeq G$, it suffices to show $S(I - \Sigma)S^T \succeq 0$, which is the case if and only if all $d_i \leq 1$ for $i \in [1, m + n]$.
To show \( d_i \leq 1 \) for \( i \in [1, m + n] \), it is worth to note that

\[
GC^{-1} = S \sigma S^T (S^T)^{-1} S^{-1} = S \Sigma S^{-1}.
\]

Hence, \( GC^{-1} \) is similar to \( \Sigma \), and they have the same eigenvalues \( d_1 \), ..., \( d_{m+n} \). Moreover, according to Lemma 5.6.10 in [13], there exists a matrix norm \( ||| \cdot ||| \) such that the following holds for the spectral \( \rho(GC^{-1}) \):

\[
\rho(GC^{-1}) = \rho(G(E)^{-1}G^{-1}(E)^{-1})
\leq |||G(E)^{-1}G^{-1}(E)^{-1}|||
\leq |||G(E)^{-1}G^{-1}||| \cdot |||E|||^{-1}
\leq [\rho(G(E)^{-1}G^{-1}) + \epsilon_1][\rho(E^{-1}) + \epsilon_1]
= [\rho(E^{-1}) + \epsilon_1]^2
\leq \left[ \frac{1 - \alpha \lambda}{\lambda_{\min}(E)} + \epsilon_1 \right]^2
\leq 1
\]

for some \( 0 < \epsilon_1 \leq 1 - \frac{1 - \alpha \lambda}{\lambda_{\min}(E)} \). Therefore, (26) holds.

Next, let \( G = z_{te,d}z_{te,d}^T + \epsilon_2 I \) for \( \epsilon_2 > 0 \). Hence, \( G \succ 0 \). It follows that

\[
E(z_{te,d}z_{te,d}^T + \epsilon_2 I)E \succeq (1 - \alpha \lambda)^2(z_{te,d}z_{te,d}^T + \epsilon_2 I)
\]

such that

\[
\sum_{d=1}^{D} E(z_{te,d}z_{te,d}^T + \epsilon_2 I)E \succeq (1 - \alpha \lambda)^2 \sum_{d=1}^{D} (z_{te,d}z_{te,d}^T + \epsilon_2 I).
\]

It can then be seen that

\[
\lambda_{\min} \left( \sum_{d=1}^{D} E(z_{te,d}z_{te,d}^T + \epsilon_2 I)E \right) \geq (1 - \alpha \lambda)^2 \lambda_{\min} \left( \sum_{d=1}^{D} z_{te,d}z_{te,d}^T \right) + \epsilon_2 D(1 - \alpha \lambda)^2
\]

and

\[
\lambda_{\min} \left( \sum_{d=1}^{D} E(z_{te,d}z_{te,d}^T + \epsilon_2 I)E \right) \leq \lambda_{\min} \left( \sum_{d=1}^{D} Ez_{te,d}z_{te,d}^TE \right) + \epsilon_2 \lambda_{\max} \left( \sum_{d=1}^{D} EE \right).
\]

Therefore, we can have

\[
\lambda_{\min}(ZZ^T) = \lambda_{\min} \left( \sum_{d=1}^{D} Ez_{te,d}z_{te,d}^TE \right)
\geq (1 - \alpha \lambda)^2 \lambda_{\min} \left( \sum_{d=1}^{D} z_{te,d}z_{te,d}^T \right) + \epsilon_2 D(1 - \alpha \lambda)^2 - \epsilon_2 \lambda_{\max} \left( \sum_{d=1}^{D} EE \right).
\]

Let \( \epsilon_2 = \frac{(1 - \alpha \lambda)^2 \lambda_{\min} \left( \sum_{d=1}^{D} z_{te,d}z_{te,d}^T \right)}{2 \lambda_{\max} \left( \sum_{d=1}^{D} EE \right) - D(1 - \alpha \lambda)^2} \). We can obtain that

\[
\lambda_{\min}(ZZ^T) \geq \frac{(1 - \alpha \lambda)^2}{2} \lambda_{\min} \left( \sum_{d=1}^{D} z_{te,d}z_{te,d}^T \right).
\]
B.3 Lower bound on $\lambda_{\text{min}} \left( \sum_{d=1}^{D} z_{t,d} z_{t,d}^T \right)$

To obtain a lower bound on $\sqrt{\lambda_{\text{min}}(ZZ^T)}$, it suffices to find a lower bound on $\lambda_{\text{min}} \left( \sum_{d=1}^{D} z_{t,d} z_{t,d}^T \right)$. Note that

$$\sum_{d=1}^{D} z_{t,d} z_{t,d}^T = \sum_{d=1}^{D} \sum_{t=1}^{L-1} z_{t,d} z_{t+d,d}^T,$$

which indicates that

$$\lambda_{\text{min}} \left( \sum_{d=1}^{D} z_{t,d} z_{t,d}^T \right) = \min_{u \in S^{m+n-1}} \sum_{d=1}^{D} \sum_{t=1}^{L-1} \langle z_{t-d,d}, u \rangle^2,$$

(27)

where $S^{m+n-1}$ denotes the unit sphere in $\mathbb{R}^{m+n}$. Hence, it reduces to find a lower bound of the right hand side of the equation [27].

Given any realization sequence of $D$ blocks $\{\phi_d\}$, if we put the testing sequence for all $D$ blocks together as a ‘super-sequence’, this ‘super-sequence’ can be then regarded as a combination of $D$ independent martingale processes where within each block the sequence of the system states is a martingale process with respect to the filtration $\mathcal{F}_t := \sigma(z_{t,1}, ..., z_{t,L}, w_{t,M,1}, ..., w_{t,M})$. Therefore, finding a lower bound of (27) reduces to quantifying the covariates $z_{t,d}$ for the super-sequence.

To this end, we propose a two-scale small-ball method. More specifically, by dividing the testing sequence $z_{t,d}$ of each block $d$ as a set of mini-blocks with block size $k$, a martingale small-ball method is applied to evaluate the covariates within the entire testing sequence. Next, observing that in fact each block as a whole also satisfies the small-ball condition, we apply the Mendelson’s small-ball method once again to evaluate the sample covariances of the entire super-sequence.

To this end, we first need to check if the sequence $\{z_{t,d}\}_{t \geq 0}$ satisfies the Martingale small-ball condition [29].

Lemma B.4. For any block $d$, let $x_{0,d}$ be any initial state in $\mathbb{R}^n$. Then, the process $z_{t,d}$ satisfies the $(k, \Gamma_{[k/2]}, d, \frac{3}{2^0})$-BMSB condition for $k \in [1, \lfloor L - M \rfloor / 2]$.

Proof. Consider the $d$-th block $x_{t+1,d} = A_d x_{t,d} + B_d u_{t,d} + w_{t,d}$, where $x_{0,d} \in \mathbb{R}^n$, $a_{t,d} \sim \mathcal{N}(0, \sigma_d^2 I_m)$ and $w_{t,d} \sim \mathcal{N}(0, \sigma_w^2 I_m)$, we have

$$x_{t+1,d} = A_d x_{t,d} + \sum_{i=0}^{L-1} A_d^i u_{t-1-i,d}.$$  

Since $w_{t,d} \sim \mathcal{N}(0, \sigma_w^2 I_m)$, we have $x_{t+1,d} \sim \mathcal{N}(A_d x_{t,d} + \sigma_d^2 G_t d + \sigma_w^2 F_t), d)$, such that

$$z_{t+d,d} = \left[ z_{t+1,d} \right] \sim \mathcal{N} \left( \begin{bmatrix} A_d x_{t,d} + \sigma_d^2 G_t & 0 \\ 0 & \sigma_w^2 F_t \end{bmatrix}, \begin{bmatrix} \sigma_d^2 G_t & 0 \\ 0 & \sigma_w^2 F_t \end{bmatrix} \right) \right) \sim \mathcal{N}(\mu_t, \Gamma_t,d).$$

(28)

Hence, $(u, z_{t+d,d}) \sim \mathcal{N}(\mu_t, \Gamma_t,d, u^T, \Gamma_t,d, u)$ for $u \in S^{m+n-1}$. It can be shown that for $k \in [1, \lfloor L - M \rfloor / 2]$

$$\frac{1}{k} \sum_{i=1}^{k} \mathbb{P} \left( \|u, z_{t,i,d}\| \geq \sqrt{u^T \Gamma_{[k/2],d} u} \right) \geq \frac{3}{2^0},$$

indicating that for each block $d$ the process $z_{t,d}$ satisfies the $(k, \Gamma_{[k/2]}, d, \frac{3}{2^0})$-BMSB condition. 

Therefore, if we divide $z_{t,d}$ for each block $d$ as $\lfloor (L - M) / k \rfloor$ mini-blocks, each with size $k$, the process $z_{t,d}$ for each mini-block satisfies the $(k, \Gamma_{[k/2]}, d, \frac{3}{2^0})$-BMSB condition given any fixed $u \in S^{m+n-1}$.

For ease of exposition, we first take a look at the scalar case. More specifically, suppose we have $D$ independent blocks, each with size $\tilde{M} := L - M$ and any initial state, and each block $\{z_{t,d}\}_{1 \leq t \leq \tilde{M}}$ is a scalar process that satisfies the $(k, v_d, p)$-BMSB condition. Denote $S = [\tilde{M} / k]$. The following result in [29] characterizes the property for such sequences:

Proposition B.1. [29] Let $\{z_{t,d}\}_{t \geq 1}$ be a scalar process that satisfies the $(k, v_d, p)$-BMSB condition. Then,

$$\mathbb{P} \left[ \sum_{t=1}^{\tilde{M}} z_{t,d}^2 \geq \frac{v_d^2 p^2 k S}{8} \right] \geq 1 - e^{-\frac{v_d^2}{8}}.$$
Let \( X_d = \sum_{t=1}^{\hat{M}} z_{t,d}^2 \), \( W_d = \frac{v_k^2}{8} kS \) and \( \kappa = 1 - e^{-\frac{v_k^2}{8}} \). It is clear that the larger \( v_d \) and \( k \) are, the tighter the lower bound on \( X_d \) is. This is also one of the main reasons that we devise a two-scale small-ball method to differentiate the correlation structure within each block and the conditional independence of system states across different blocks, given the sequence of \( D \) blocks. Then from Proposition [B.1] we conclude that the super-sequence \( \{X_d\}_{d=1}^{\hat{M}} \) with independent elements satisfies the small-ball condition \([19]\), i.e., \( P[X_d \geq W_d] \geq \kappa \). Hence, based on a binomial estimate, we can obtain a high-probability lower bound of the sum over the super-sequence.

**Proposition B.2.** Suppose all the block parameters lie in a compact set \( \Theta \), and for each block \( X_d \) satisfies the small-ball condition that \( P[X_d \geq W_d] \geq \kappa \) where \( W_d = \frac{v_k^2}{8} kS \). Denote \( \bar{v} = \max\{\|v_d\|\} \) and \( \underline{v} = \min\{\|v_d\|\} \) as the maximum and the minimum of \( \|v_d\| \) over \( \Theta \), respectively. Then, 

\[
P\left[ \sum_{d=1}^{D} X_d \leq \frac{D \kappa Skv_k^2}{12} \right] \leq \exp\left\{ -\frac{2D \kappa v_k^4}{9\bar{v}^4} \right\}.
\]

**Proof.** Consider the following Bernoulli random variables

\[ R_d = 1 \left( X_d \geq W_d \right), \forall d \in [1, D], \]

where \( P(R_d = 1) \geq \kappa \). It is easy to check that \( X_d \geq W_d R_d \), such that for some constant \( C_1 \) the following holds:

\[
P\left[ \sum_{d=1}^{D} \sum_{t=1}^{M} z_{t,d}^2 \leq C_1 \right] = P\left[ \sum_{d=1}^{D} X_d \leq C_1 \right] \leq P\left[ \sum_{d=1}^{D} W_d R_d \leq C_1 \right].
\]

(29)

Since \( R_d \)'s are independent random variables, we can find an upper bound on \( P\left[ \sum_{d=1}^{D} W_d R_d \leq C_1 \right] \) in (29) by studying the concentration behavior.

Moreover, observe that

\[
E_{R_d}[W_d R_d] = W_d P[R_d = 1] \geq \kappa W_d.
\]

and \( 0 \leq W_d R_d \leq \frac{v_k^2}{8} kS \). Based on Hoeffding’s Inequality, we can have that

\[
P\left[ \sum_{d=1}^{D} W_d R_d - \kappa \sum_{d=1}^{D} W_d \leq -\epsilon \kappa \sum_{d=1}^{D} W_d \right] \leq \exp\left\{ -\frac{2\epsilon^2 \kappa^2 \left( \sum_{d=1}^{D} W_d \right)^2}{D \bar{v}^4 p^2 k^2 S^2 / 64} \right\} \leq \exp\left\{ -\frac{2\epsilon^2 \kappa^2 Dv_k^4}{\bar{v}^4} \right\}.
\]

Taking \( \epsilon = \frac{1}{3} \), it follows that

\[
P\left[ \sum_{d=1}^{D} W_d R_d \leq \frac{\bar{v}^2 kS}{12} \frac{\kappa Dv_k^2}{12} \right] \leq P\left[ \sum_{d=1}^{D} W_d R_d \leq \frac{2}{3} \kappa \sum_{d=1}^{D} W_d \right] \leq \exp\left\{ -\frac{2D \kappa v_k^4}{9\bar{v}^4} \right\}
\]

Combining with (29), Proposition B.2 can be proved.

Proposition B.2 implies that for a fixed \( u \in S^{m+n-1} \), we can have a point-wise lower bound for \( \sum_{d=1}^{D} \sum_{t=M}^{L-1} (z_{t,d}, u)^2 \):

\[
P\left[ \sum_{d=1}^{D} \sum_{t=M}^{L-1} (z_{t,d}, u)^2 \leq \frac{D(L - M)p^2 k}{12} u^T \Gamma_{[k/2]} u \right] \leq \exp\left\{ -\frac{2D \kappa v_k^4}{9\bar{v}^4} \lambda_{\min}^2 (\Gamma_{[k/2]}) \right\}.
\]

(31)

Based on (27), we need to obtain a lower bound of \( \min_{x \in S^{m+n-1}} \sum_{d=1}^{D} \sum_{t=M}^{L-1} (z_{t,d}, u)^2 \) from this point-wise lower bound. This step can be achieved by approximating this minimum with an \( \epsilon \)-net. More specifically, we use the following two lemmas in [29] to show this. Denote by \( S_M \) the set of all points \( x \in \mathbb{R}^{m+n} \) such that \( \|M^{-1/2}x\|_2 = 1 \) for a given \( M \in \mathbb{R}^{(m+n) \times (m+n)} \) and \( M > 0 \).
Lemma B.5. Let \( Q \in \mathbb{R}^{(m+n) \times D(L-M)} \) and consider matrices \( 0 < \Gamma_{\min} \preceq \Gamma_{\max} \in \mathbb{R}^{(m+n) \times (m+n)} \). Let \( T \) be a 1/4-net of \( S_{\Gamma, \min} \) in the metric \( \| \Gamma_{\max}^{1/2} (\cdot) \|_2 \). Then if \( \inf_{u \in T} u^T QQ^T u \geq 1 \) and \( QQ^T \preceq \Gamma_{\max} \), we have \( QQ^T \succeq \Gamma_{\min}/2 \).

Lemma B.6. Let \( 0 < \Gamma_{\min} \preceq \Gamma_{\max} \in \mathbb{R}^{(m+n) \times (m+n)} \), and let \( T \) be a minimal \( \epsilon \leq 1/2 \)-net of \( S_{\Gamma, \min} \) in the norm \( \| \Gamma_{\max}^{1/2} (\cdot) \|_2 \). Then, \( \log(|T|) \leq (m+n) \log (1 + \frac{1}{\epsilon}) + \log(\det(\Gamma_{\max} \Gamma_{\min}^{-1})) \).

Lemma B.5 characterizes the relationship between the pointwise lower bound and uniform lower bound when covering \( S^{m+n} \) with a 1/4-net, while Lemma B.6 estimates the cardinality of the 1/4-net \( T \) based on a standard volumetric argument. Armed with these two Lemmas, we are ready to prove Lemma [2].

Denote \( Z_{te} = [\zeta_{te,1} \cdots \zeta_{te,D}] \in \mathbb{R}^{(m+n) \times D(L-M)} \) such that \( Z_{te} Z_{te}^T = \sum_{d=1}^{D} \zeta_{te,d} \zeta_{te,d}^T = \sum_{d=1}^{D} \sum_{i=M}^{L-1} \zeta_{t,d} \zeta_{t,d}^T \).

First, along the same line as in Lemma B.1, we can show that
\[
\mathbb{P} \left[ Z_{te} Z_{te}^T \geq \frac{4(m+n)}{\delta} D(L-M) \Gamma_{L-1} = \Gamma_{\max} \right] \leq \frac{\delta}{4}. \tag{32}
\]

Let \( Q = Z_{te} \) and \( \Gamma_{\min} = \frac{D(L-M)p^2}{12} \Gamma_{[k/2]} \). Denote the event by \( \varepsilon_2 := \{ Z_{te} Z_{te}^T \neq \Gamma_{\max} \} \). We have that
\[
\mathbb{P} \left[ \sum_{d=1}^{D} \zeta_{te,d} \zeta_{te,d}^T \geq \frac{D(L-M)p^2}{12} \Gamma_{[k/2]} \right] \leq \mathbb{P} \left[ \exists u \in T : \sum_{d=1}^{D} \sum_{i=M}^{L-1} (\zeta_{i,d}, u)^2 \leq \frac{D(L-M)p^2}{12} \Gamma_{[k/2]} \right] + \mathbb{P}[\varepsilon_2]
\]
\[
\leq \exp \left\{ - \frac{2Dk^2}{9p^4} \lambda_{\min}(\Gamma_{[k/2]}) + (m+n) \log(9) + \log(\det(\Gamma_{\max} \Gamma_{\min}^{-1})) \right\} + \frac{\delta}{4}
\]
\[
\leq \exp \left\{ - \frac{2Dk^2}{9p^4} \lambda_{\min}(\Gamma_{[k/2]}) + (m+n) \log(9) + \frac{(m+n) \log \left( \frac{96(m+n)}{\delta p^2 (1 - e^{-2p(i-M)\Gamma_{[k/2]})}} \right)}{8} \right\} + \frac{\delta}{4}
\]
\[
\leq \exp \left\{ - \frac{2Dk^2}{9p^4} \lambda_{\min}(\Gamma_{[k/2]}) + (m+n) \log(9) + \frac{8 \times 96(m+n)}{\delta p^4} \right\} + \frac{\delta}{4}
\]
\[
\leq \exp \left\{ - \frac{2Dk^2}{9p^4} \lambda_{\min}(\Gamma_{[k/2]}) + 4(m+n) \log \left( \frac{6(m+n)}{\delta p} \right) + (m+n) \log \left( \frac{Tr(\Gamma_{L-1})}{m+n} \right) \right\} + \frac{\delta}{4}
\]
\[
\leq \exp \left\{ - \frac{2Dk^2}{9p^4} \lambda_{\min}(\Gamma_{[k/2]}) + 4(m+n) \log \left( \frac{6(m+n)}{\delta p} \right) + (m+n) \log \left( \frac{Tr(\Gamma_{L-1})}{\lambda_{\min}(\Gamma_{[k/2]})} \right) \right\} + \frac{\delta}{4}
\]
\[
\leq \frac{\delta}{2}.
\]
where (a) is true because $\text{Tr}(\Gamma_{max}) = 4(m + n)D(L - M)\text{Tr}(\Gamma_{L-1})/\delta$, (b) holds because $k \leq \frac{L-M}{2}$, $p \in (0,1]$ and $1 - e^{-x} \geq \frac{x}{2}$ for $x \in (0,1]$, and (c) is true if
\[
D \left(1 - e^{-\frac{\alpha^2((L-M)/k)}{2}}\right) \geq \frac{9\lambda_2^2(\Gamma_{[k/2]})}{2\lambda_{min}^2(\Gamma_{[k/2]})} \left(\log \frac{4}{\delta} + 4(m+n)\log \left(\frac{6(m+n)}{\delta p}\right) + (m+n)\log \left(\frac{\text{Tr}(\Gamma_{L-1})}{\lambda_{min}(\Gamma_{[k/2]})}\right)\right).
\]
Therefore, we can conclude that with probability $1 - \frac{\delta}{2}$,
\[
\lambda_{min} \left(\sum_{d=1}^D z_{te,d}z_{te,d}^T\right) \geq D(L-M)p^2(1 - e^{-\frac{\alpha^2((L-M)/k)}{2}})\lambda_{min}(\Gamma_{[k/2]}).
\]
Combining with Lemma B.1 and B.3, based on the union bound, we can have that with probability $1 - \delta$
\[
\lambda_{min}(ZZ^T) \geq \frac{D(L-M)p^2(1 - e^{-\frac{\alpha^2((L-M)/k)}{2}})(1 - \alpha\bar{\lambda})^2\lambda_{min}(\Gamma_{[k/2]})}{48},
\]
thus finishing the proof of Lemma 2.

C Proof of Lemma 3

Lemma 3. Suppose Assumption 1 holds. With probability $1 - \delta$, the following inequality holds:
\[
||U^T P|| \leq \frac{D\eta\lambda_{max}}{\sqrt{\lambda_{min}(ZZ^T)}} \left(L\Gamma_{L-1} - \frac{\eta}{2} \left(\sum_{t=0}^{M-1} \Gamma_t\right)^2 + (L-M)\sqrt{\frac{\eta}{7}}\sqrt{C_vDV_v}\right),
\]
where $C_v$ is some constant.

Note that $||U^T P|| \leq \sup_{u \in S^{n-1}, v \in S^{n+n-1}\setminus\{0\}} \frac{u^T Z P v}{||Z||_2 ||v||_2}$. For convenience, denote $Z = [Z_1 \cdots Z_D]$ with $Z_d = (I - \alpha z_{tr,d}z_{tr,d}^T)z_{te,d}$, and $P = [P_1 \cdots P_D]^T$ with $P_d = Z_d^T(\phi_d - \phi_j)$. Let $Y_d \triangleq u^T Z_d Z_d^T(\phi_d - \phi_j)v$. It is clear that
\[
ue^T Z Z_P v = \sum_{d=1}^D u^T Z_d Z_d^T(\phi_d - \phi_j)v = \sum_{d=1}^D Y_d
\]
which is a sum of $D$ independent random variables $\{Y_d\}_{d=1}^D$ for given $u$, $v$ and the blocks $\{\phi_d\}$. In what follows, we first take a closer look at the random variable $Y_d$ by studying its expectation and variance.

1) Since $E[Y_d] = u^T E[Z_d Z_d^T](\phi_d - \phi_j)v$, we focus on $E[Z_d Z_d^T]$. Following the same line in the proof of (26), it can be shown that
\[
(I - \alpha z_{tr,d}z_{tr,d}^T)(z_{te,d}z_{te,d}^T + \epsilon_3 I)(I - \alpha z_{tr,d}z_{tr,d}^T) \preceq z_{te,d}z_{te,d}^T + \epsilon_3 I
\]
for some $\epsilon_3 > 0$, such that
\[
Z_d Z_d^T = (I - \alpha z_{tr,d}z_{tr,d}^T)z_{te,d}z_{te,d}^T(I - \alpha z_{tr,d}z_{tr,d}^T) \\
\preceq z_{te,d}z_{te,d}^T + \epsilon_3 I - \epsilon_3(I - \alpha z_{tr,d}z_{tr,d}^T)(I - \alpha z_{tr,d}z_{tr,d}^T) \\
= z_{te,d}z_{te,d}^T + \epsilon_3[2\alpha z_{tr,d}z_{tr,d}^T - \alpha^2(z_{tr,d}z_{tr,d}^T)^2].
\]
Let $\epsilon_3 = \frac{1}{2\alpha}$. It follows that
\[
Z_d Z_d^T \preceq z_{te,d}z_{te,d}^T + z_{tr,d}z_{tr,d}^T - \frac{\alpha}{2}(z_{tr,d}z_{tr,d}^T)^2.
\]
Let $z_d = [z_{0,d}, ..., z_{L-1,d}]$. Then, we can have
\[
\mathbb{E}[Z_dZ_d^T] \leq \mathbb{E}[z_{te,d}^T z_{te,d} + z_{tr,d}^T z_{tr,d}] - \frac{\alpha}{2} \mathbb{E}[(z_{tr,d}^T z_{tr,d})^2]
\]
\[
= \mathbb{E}[z_{te,d}^T z_{te,d}] + \mathbb{E}[z_{tr,d}^T z_{tr,d}] - \frac{\alpha}{2} \mathbb{E}[(z_{tr,d}^T z_{tr,d})^2]
\]
\[
= \mathbb{E}[z_d^T z_d] - \frac{\alpha}{2} \mathbb{E}[(z_{tr,d}^T z_{tr,d})^2]
\]
\[
\leq \mathbb{E}[z_d^T z_d] - \frac{\alpha}{2} \mathbb{E}[(z_{tr,d}^T z_{tr,d})^2]
\]
\[
= \sum_{t=0}^{L-1} \Gamma_{t,d} - \frac{\alpha}{2} \left( \sum_{t=0}^{M-1} \Gamma_{t,d} \right)^2
\]
\[
\leq L \Gamma_{L-1} - \frac{\alpha}{2} \left( \sum_{t=0}^{M-1} \Gamma_{t} \right)^2.
\]

2) Similarly, $\text{var}[Y_d] = (\phi_d - \phi_j)^T \text{cov}[Z_dZ_d^T](\phi_d - \phi_j)v$, where $\|\text{cov}[Z_dZ_d^T]\| \leq \|\mathbb{E}[z_{te,d}^T z_{te,d}^T z_{tr,d}^T z_{tr,d}]\|$. Expanding $\mathbb{E}[z_{te,d}^T z_{te,d}^T z_{tr,d}^T z_{tr,d}]$, we can have that
\[
\|\mathbb{E}[z_{te,d}^T z_{te,d}^T z_{tr,d}^T z_{tr,d}]\| = \left\| \begin{bmatrix} \mathbb{E}[\hat{Z}_{11}] & \mathbb{E}[\hat{Z}_{12}] \\ \mathbb{E}[\hat{Z}_{21}] & \mathbb{E}[\hat{Z}_{22}] \end{bmatrix} \right\| \leq \|\mathbb{E}[\hat{Z}_{11}]\| + \|\mathbb{E}[\hat{Z}_{12}]\| + \|\mathbb{E}[\hat{Z}_{21}]\| + \|\mathbb{E}[\hat{Z}_{22}]\|
\]

where
\[
\mathbb{E}[\hat{Z}_{11}] = \mathbb{E} \left[ \left( \sum_{t=M}^{L-1} x_{t,d} x_{t,d}^T \right) \left( \sum_{t=M}^{L-1} x_{t,d} x_{t,d}^T \right) + \left( \sum_{t=M}^{L-1} x_{t,d} u_{t,d}^T \right) \left( \sum_{t=M}^{L-1} u_{t,d} x_{t,d}^T \right) \right],
\]
\[
\mathbb{E}[\hat{Z}_{12}] = \mathbb{E} \left[ \left( \sum_{t=M}^{L-1} x_{t,d} x_{t,d}^T \right) \left( \sum_{t=M}^{L-1} x_{t,d} u_{t,d}^T \right) + \left( \sum_{t=M}^{L-1} u_{t,d} x_{t,d}^T \right) \left( \sum_{t=M}^{L-1} x_{t,d} u_{t,d}^T \right) \right],
\]
\[
\mathbb{E}[\hat{Z}_{21}] = \mathbb{E} \left[ \left( \sum_{t=M}^{L-1} u_{t,d} x_{t,d}^T \right) \left( \sum_{t=M}^{L-1} x_{t,d} x_{t,d}^T \right) + \left( \sum_{t=M}^{L-1} u_{t,d} u_{t,d}^T \right) \left( \sum_{t=M}^{L-1} u_{t,d} u_{t,d}^T \right) \right],
\]
\[
\mathbb{E}[\hat{Z}_{22}] = \mathbb{E} \left[ \left( \sum_{t=M}^{L-1} u_{t,d} x_{t,d}^T \right) \left( \sum_{t=M}^{L-1} u_{t,d} u_{t,d}^T \right) + \left( \sum_{t=M}^{L-1} u_{t,d} u_{t,d}^T \right) \left( \sum_{t=M}^{L-1} u_{t,d} u_{t,d}^T \right) \right].
\]

In what follows, we quantify each term.

(a) For the term $\|\mathbb{E}[\hat{Z}_{11}]\|$, we can first show that
\[
\left\| \mathbb{E} \left[ \left( \sum_{t=M}^{L-1} x_{t,d} x_{t,d}^T \right) \left( \sum_{t=M}^{L-1} x_{t,d} x_{t,d}^T \right) + \left( \sum_{t=M}^{L-1} x_{t,d} u_{t,d}^T \right) \left( \sum_{t=M}^{L-1} u_{t,d} x_{t,d}^T \right) \right] \right\|
\]
\[
= \left\| \mathbb{E} \left[ \left( \sum_{t=M}^{L-1} x_{t,d} x_{t,d}^T \right) \left( \sum_{t=M}^{L-1} x_{t,d} x_{t,d}^T \right) + \sum_{i=M}^{L-1} \sum_{j=M, j \neq i}^{L-1} \sum_{x_{i,d} x_{i,d}^T} x_{i,d} x_{i,d}^T \right] \right\|
\]
\[
\leq \sum_{t=M}^{L-1} \|\mathbb{E}[x_{t,d} x_{t,d}^T x_{t,d} x_{t,d}^T]\| + \sum_{i=M}^{L-1} \sum_{j=M, j \neq i}^{L-1} \|\mathbb{E}[x_{i,d} x_{i,d}^T x_{j,d} x_{j,d}^T]\|.
\]

Further, for $\|\mathbb{E}[x_{i,d} x_{i,d}^T x_{j,d} x_{j,d}^T]\|$ we have that
\[
\|\mathbb{E}[x_{i,d} x_{i,d}^T x_{j,d} x_{j,d}^T]\| \leq \mathbb{E}[\|x_{i,d} x_{i,d}^T x_{j,d} x_{j,d}^T\|] = \mathbb{E}[x_{i,d} x_{i,d}^T x_{j,d} x_{j,d}]
\]
\[
= \mathbb{E}[\sum_{i=1}^{n} x_{i,d}^2(i) + \sum_{i=1, j, j \neq i}^{n} x_{i,d}^2(i) x_{j,d}^2(j)]
\]
\[
= \sum_{i=1}^{n} \mathbb{E}[x_{i,d}^2(i)] + \sum_{i=1, j, j \neq i}^{n} \mathbb{E}[x_{i,d}^2(i) x_{j,d}^2(j)].
\]
where \( x_{t,d}(i) \) is the \( i \)-th element of the Gaussian vector \( x_{t,d} \). Here \( \mathbb{E}[x_{t,d}^4(\cdot)] \) is the fourth moment of the Gaussian random variable \( x_{t,d}(\cdot) \), which can be bounded above by some value \( M_4 \) uniformly for any \( d \) and \( t \). For the cross term \( \mathbb{E}[x_{t,d}^2(i)x_{t,d}^2(j)] \) where \( i \neq j \), based on the Holder’s inequality, we can show that

\[
\mathbb{E}[x_{t,d}^2(i)x_{t,d}^2(j)] \leq \sqrt{\mathbb{E}[x_{t,d}^4(i)]\mathbb{E}[x_{t,d}^4(j)]} \leq M_4. \tag{35}
\]

Hence, it follows that

\[
||\mathbb{E}[x_{t,d}x_{t,d}^Tx_{t,d}^Tx_{t,d}^T]|| \leq n^2 M_4. \tag{36}
\]

Similarly, for the cross term \( ||\mathbb{E}[x_{t,d}^T]\|x_{t,d}x_{t,d}^T]\|\) we have that

\[
||\mathbb{E}[x_{t,d}x_{t,d}^Tx_{t,d}^Tx_{t,d}^T]\| \leq \sqrt{\mathbb{E}[x_{t,d}^2]\mathbb{E}[x_{t,d}^2]} \leq \sqrt{n^2 M_4} = n M_4.
\]

We can then conclude that

\[
\mathbb{E}\left[ \left( \sum_{t=1}^{L-1} x_{t,d}x_{t,d}^T \right) \left( \sum_{t=1}^{L-1} x_{t,d}x_{t,d}^T \right) \right] \leq (L-M)^2 n^2 M_4. \tag{37}
\]

Next, for the term \( \mathbb{E}\left[ \left( \sum_{t=1}^{L-1} x_{t,d}u_{t,d}^T \right) \left( \sum_{t=1}^{L-1} u_{t,d}x_{t,d}^T \right) \right] \), similar to (34), it follows that

\[
\mathbb{E}\left[ \left( \sum_{t=1}^{L-1} x_{t,d}u_{t,d}^T \right) \left( \sum_{t=1}^{L-1} u_{t,d}x_{t,d}^T \right) \right] \leq \sum_{i=1}^{L-1} \sum_{j=i+1}^{L-1} ||\mathbb{E}[x_{t,d}u_{t,d}u_{t,d}^T]\| + ||\mathbb{E}[x_{t,d}u_{t,d}^T]\|.
\]

For the term \( \mathbb{E}[x_{t,d}u_{t,d}^Tu_{t,d}x_{t,d}^T]\), since \( x_{t,d} \) and \( u_{t,d} \) are independent, we can have that

\[
\mathbb{E}[x_{t,d}u_{t,d}^Tu_{t,d}x_{t,d}^T] = \text{var}[x_{t,d}u_{t,d}^T] + \mathbb{E}[x_{t,d}]\mathbb{E}[u_{t,d}^T]\mathbb{E}[x_{t,d}]
\]

\[
= \text{var}[x_{t,d}] + \text{var}[u_{t,d}]
\]

\[
\leq \sigma_a^2 G_{L-1} + \sigma_a^2 F_{L-1} + \sigma_a^2 I_m
\]

where the last step is based on Lemma B.4 given that \( x_{0,d} = 0 \) after reset in offline learning and \( \text{var}[u_{t,d}] = \sigma_a^2 I_m \). For the cross term \( \mathbb{E}[x_{t,d}u_{t,d}^Tu_{t,d}x_{t,d}^T] \) where \( i \neq j \), based on the Holder’s inequality, we can obtain that

\[
||\mathbb{E}[x_{t,d}u_{t,d}^Tu_{t,d}x_{t,d}^T]\| \leq ||\mathbb{E}[x_{t,d}u_{t,d}^T]\| ||u_{t,d}x_{t,d}^T||
\]

\[
\leq \sqrt{\mathbb{E}[x_{t,d}^2u_{t,d}^2]} \mathbb{E}[u_{t,d}^2x_{t,d}^2] \leq \sigma_a^2 (\mathbb{E}[x_{t,d}^2] + \mathbb{E}[u_{t,d}^2]) \leq \sigma_a^2 n M_4.
\]

where the second moment \( \mathbb{E}[x_{t,d}^2(\cdot)] \) is uniformly bounded above by some constant \( M_2 \). Let \( \tilde{M}_2 = \max\{\sigma_a^2 G_{L-1} + \sigma_a^2 F_{L-1} + \sigma_a^2 I_m, mn M_2 \sigma_a^2 \} \), then it follows that

\[
\left\| \mathbb{E}\left[ \left( \sum_{t=1}^{L-1} x_{t,d}u_{t,d}^T \right) \left( \sum_{t=1}^{L-1} u_{t,d}x_{t,d}^T \right) \right] \right\| \leq (L-M)^2 \tilde{M}_2. \tag{39}
\]

Combing (37) and (39), we conclude that

\[
||\mathbb{E}[\tilde{Z}_{t1}]|| \leq (L-M)^2 (n^2 M_4 + \tilde{M}_2).
\]
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(b) We analyze $\mathbb{E}[\tilde{Z}_{12}]$ and $\mathbb{E}[\tilde{Z}_{21}]$ together since $\mathbb{E}[\tilde{Z}_{12}] = \mathbb{E}^T[\tilde{Z}_{21}]$. Note that

$$
\mathbb{E} \left[ \left( \sum_{t=M}^{L-1} x_{t,d}x_{t,d}^T \right) \left( \sum_{t=M}^{L-1} u_{t,d}u_{t,d}^T \right) \right] = \sum_{t=M}^{L-1} \mathbb{E}[x_{t,d}x_{t,d}^T u_{t,d}u_{t,d}^T] + \sum_{i=M}^{L-1} \sum_{j=M,j \neq i}^{L-1} \mathbb{E}[x_{i,d}x_{i,d}^T u_{j,d}u_{j,d}^T].
$$

Due to the independence between $x_{t,d}$ and $u_{t,d}$, $\mathbb{E}[x_{t,d}x_{t,d}^T u_{t,d}u_{t,d}^T] = 0$. For the cross term $\mathbb{E}[x_{i,d}x_{i,d}^T u_{j,d}u_{j,d}^T]$: 1) If $i < j$, $\mathbb{E}[x_{i,d}x_{i,d}^T u_{j,d}u_{j,d}^T] = 0$ since $u_{j,d}$ is independent with other terms; 2) If $i > j$, based on (39) and (38), it can be shown that

$$
\|\mathbb{E}[x_{i,d}x_{j,d}^T u_{j,d}u_{j,d}^T]\| \leq \sqrt{\mathbb{E}[[x_{i,d}x_{j,d}^T]^2]\mathbb{E}[[x_{j,d}u_{j,d}^T]^2]} \leq \sqrt{n^2M_4\tilde{M}_2}.
$$

Therefore, it follows that

$$
\left\| \mathbb{E} \left[ \left( \sum_{t=M}^{L-1} x_{t,d}x_{t,d}^T \right) \left( \sum_{t=M}^{L-1} u_{t,d}u_{t,d}^T \right) \right] \right\| \leq \frac{(L-M)^2}{2} \sqrt{n^2M_4\tilde{M}_2}. \tag{40}
$$

Moreover,

$$
\mathbb{E} \left[ \left( \sum_{t=M}^{L-1} x_{t,d}u_{t,d}^T \right) \left( \sum_{t=M}^{L-1} u_{t,d}u_{t,d}^T \right) \right] = \sum_{t=M}^{L-1} \mathbb{E}[x_{t,d}u_{t,d}^T u_{t,d}u_{t,d}^T] + \sum_{i=M}^{L-1} \sum_{j=M,j \neq i}^{L-1} \mathbb{E}[x_{i,d}u_{j,d}^T u_{j,d}u_{j,d}^T].
$$

It is clear that $\mathbb{E}[x_{i,d}u_{j,d}^T u_{j,d}u_{j,d}^T] = 0$. For the cross term $\mathbb{E}[x_{i,d}u_{j,d}^T u_{j,d}u_{j,d}^T]$: 1) If $i < j$, $\mathbb{E}[x_{i,d}u_{j,d}^T u_{j,d}u_{j,d}^T] = 0$ due to the independence among $x_{i,d}$, $u_{i,d}$ and $u_{j,d}$; 2) If $i > j$, $x_{i,d}$ and $u_{j,d}$ are correlated but independent with $u_{i,d}$, so $\mathbb{E}[x_{i,d}u_{j,d}^T u_{j,d}u_{j,d}^T] = 0$. Hence,

$$
\mathbb{E} \left[ \left( \sum_{t=M}^{L-1} x_{t,d}u_{t,d}^T \right) \left( \sum_{t=M}^{L-1} u_{t,d}u_{t,d}^T \right) \right] = 0. \tag{41}
$$

Combining (40) and (41), we conclude that

$$
\|\mathbb{E}^T[\tilde{Z}_{21}]\| = \|\mathbb{E}[\tilde{Z}_{12}]\| \leq \frac{(L-M)^2}{2} \sqrt{n^2M_4\tilde{M}_2}.
$$

(c) For the term $\mathbb{E}[\tilde{Z}_{22}]$, based on (39), we have that

$$
\left\| \mathbb{E} \left[ \left( \sum_{t=M}^{L-1} u_{t,d}x_{t,d}^T \right) \left( \sum_{t=M}^{L-1} x_{t,d}u_{t,d}^T \right) \right] \right\| \leq (L-M)^2\tilde{M}_2. \tag{42}
$$

Further, note that

$$
\left\| \mathbb{E} \left[ \left( \sum_{t=M}^{L-1} u_{t,d}u_{t,d}^T \right) \left( \sum_{t=M}^{L-1} x_{t,d}x_{t,d}^T \right) \right] \right\| 
\leq \sum_{t=M}^{L-1} \mathbb{E}[[u_{t,d}u_{t,d}^T u_{t,d}u_{t,d}^T]] + \sum_{i=M}^{L-1} \sum_{j=M,j \neq i}^{L-1} \mathbb{E}[[u_{i,d}u_{j,d}^T u_{j,d}u_{j,d}^T]]
\leq \sum_{t=M}^{L-1} \mathbb{E}[[u_{t,d}u_{t,d}^T u_{t,d}u_{t,d}^T]] + \sum_{i=M}^{L-1} \sum_{j=M,j \neq i}^{L-1} \sqrt{\mathbb{E}[[u_{i,d}u_{j,d}^T]^2]\mathbb{E}[[u_{j,d}u_{j,d}^T]^2]]
= \sum_{t=M}^{L-1} \mathbb{E}[[u_{t,d}u_{t,d}^T u_{t,d}u_{t,d}^T]] + \sum_{i=M}^{L-1} \sum_{j=M,j \neq i}^{L-1} \sqrt{\mathbb{E}[[u_{i,d}u_{i,d}^T u_{i,d}u_{i,d}^T][u_{j,d}u_{j,d}^T u_{j,d}u_{j,d}^T]]}
\leq 3(L-M)^2m^2\sigma_o^4
$$

where the last step is true because

$$
\mathbb{E}[u_{t,d}u_{t,d}^T u_{t,d}u_{t,d}^T] = \sum_{i=1}^{m} \mathbb{E}[u_{i,d}^2(i)] + \sum_{i=1}^{m} \sum_{j=1,j \neq i}^{m} \mathbb{E}[u_{i,d}^2(i)u_{j,d}^2(j)] \leq 3m^2\sigma_o^4.
$$
Together with (42), we can conclude that

\[ \| \mathbb{E}[\tilde{Z}_{22}] \| \leq (L - M)^2 (\tilde{M}_2 + 3m^2 \sigma_4^2). \]

In a nutshell, we can obtain that

\[
\text{var}[Y_d] \leq \| \phi_d - \phi_j \|^2 \| \mathbb{E}[z_{te,d} z_{te,d}^T] \| \\
\leq (L - M)^2 \| \phi_d - \phi_j \|^2 \left( n^2 M_4 + 2\tilde{M}_2 + 3m^2 \sigma_4^2 + \frac{1}{2} \sqrt{n^2 M_4 \tilde{M}_2} \right) \\
\triangleq (L - M)^2 \| \phi_d - \phi_j \|^2 C_v.
\]

Next, based on Chebyshev’s Inequality, we can have that

\[
P \left[ \sum_{d=1}^D Y_d - \mathbb{E} \left[ \sum_{d=1}^D Y_d \right] \geq \sqrt{\frac{1}{\delta} \sum_{d=1}^D \text{var}[Y_d]} \right] \leq \delta.
\]

Let \( V_\phi = \frac{1}{D} \sum_{d=1}^D \| \phi_d - \phi_j \|^2 \). With probability \( 1 - \delta \),

\[
u^T Z P v = \sum_{d=1}^D Y_d \leq \mathbb{E} \left[ \sum_{d=1}^D Y_d \right] + \sqrt{\frac{1}{\delta} \sum_{d=1}^D \text{var}[Y_d]} \\
\leq \mathbb{E} \left[ \sum_{d=1}^D Y_d \right] + (L - M) \sqrt{\frac{1}{\delta} C_v D V_\phi}.
\]

(43)

It thus follows that with probability \( 1 - \delta \),

\[
\| u^T P v \| \leq \sup_{v \in S^{n-1}, u \in S^{m+n-1} \setminus \{0\}} \frac{u^T Z P v}{\| Z^T u \|} \\
\leq \frac{1}{\sqrt{\lambda_{\text{min}}(Z^T Z)}} \left\{ \mathbb{E} \left[ \sum_{d=1}^D Y_d \right] + (L - M) \sqrt{\frac{1}{\delta} C_v D V_\phi} \right\} \\
\leq \frac{1}{\sqrt{\lambda_{\text{min}}(Z^T Z)}} \left\{ \frac{1}{D} \sum_{d=1}^D \mathbb{E}[Z_d Z_d^T] \| \phi_d - \phi_j \| + (L - M) \sqrt{\frac{1}{\delta} C_v D V_\phi} \right\} \\
\leq \frac{1}{\sqrt{\lambda_{\text{min}}(Z^T Z)}} \left\{ \sum_{d=1}^D \| \mathbb{E}[Z_d Z_d^T] \| \| \phi_d - \phi_j \| + (L - M) \sqrt{\frac{1}{\delta} C_v D V_\phi} \right\} \\
\leq \frac{1}{\sqrt{\lambda_{\text{min}}(Z^T Z)}} \left\{ \lambda_{\text{max}} \left( L \Gamma_{L-1} - \frac{\alpha}{2} \left( \sum_{t=0}^{M-1} \Gamma_t \right)^2 \right) \right\} \sum_{d=1}^D \| \phi_d - \phi_j \| + (L - M) \sqrt{\frac{1}{\delta} C_v D V_\phi} \\
\leq \frac{D \eta \lambda_{\text{max}} \left( L \Gamma_{L-1} - \frac{\alpha}{2} \left( \sum_{t=0}^{M-1} \Gamma_t \right)^2 \right)}{\sqrt{\lambda_{\text{min}}(Z^T Z)}} + (L - M) \sqrt{\frac{1}{\delta} C_v D V_\phi}
\]

thereby proving Lemma [3].

It is worth to note that the upper bound of \( \| u^T P v \| \) indeed is closely related to \( \sum_{d=1}^D \| \mathbb{E}[Z_d Z_d^T] \| \| \phi_d - \phi_j \| \), which involves sophisticated coupling between \( \mathbb{E}[Z_d Z_d^T] \) and \( \phi_d \). With a more careful and complicated treatment of the coupling, this upper bound may be improved further.
Along the lines in [29], we study the quantities with \(U\) in terms of \(Z\), since \(\|U^T Q_w\| \leq \sup_{u \in S^{m+n-1}} \frac{u^T Z Q_w u}{\|u^T u\|}\), with \(S^{n-1}\) being the unit sphere in \(\mathbb{R}^n\). The key idea here is to control the deviation of sum of independent sub-Gaussian martingale sequences in terms of variance proxies.

We have a few more words on \(Z\). Let \(Z = [Z_1 \cdots Z_d]\) where \(Z_d = (I - \alpha z_{tr,d} z_{tr,d}^T) z_{te,d}\) corresponds to the system response sequence of the \(d\)-th block. For each block, taking the first \(M\) samples as training set \(z_{tr,d}\) and the rest \(L - M\) samples as the testing set \(z_{te,d}\), it is not difficult to tell that \(Z_d\) is a weighted sequence of the testing set \(z_{te,d}\) in the sense that each element of \(Z_d\) is a product of a constant matrix \(C_{tr} = I - \alpha z_{tr,d} z_{tr,d}^T\) and \(z_{te,d}\) for \(M \leq t \leq L - 1\). Therefore, the weighted system state sequence remains a martingale process for each block.

Thanks to the independence among different blocks, we can obtain the following concentration result by using a similar martingale-Chernoff bound approach in [29]:

**Lemma 4.** The following inequality holds with probability \(1 - 2\delta\):

\[
\|U^T Q_w\| \leq 10\sigma_w \sqrt{C_Q + 2 \log \det(\lambda_{max}(\Gamma_{L-1})I)(\tilde{\Gamma}_{min})^{-1}} \triangleq H_w,
\]

where

\[
C_Q = \log \frac{4}{3\delta} + n \log 5 + 8(m + n) \log 8 + 3(m + n) \log \left(\frac{m + n}{\delta}\right), \quad \tilde{\Gamma}_{min} = \lambda_{min}(\Gamma_{(k/2)}) (1 - \alpha \lambda)^2 I.
\]

The rest of this section is dedicated to prove Lemma 4. Note that

\[
\|U^T Q_w\| \leq \sup_{\|u\| \leq 1} \frac{u^T Z Q_w u}{\|u^T u\|}.
\]

Similar to the approach used in section 5 to obtain a lower bound of \(\min_{u \in S^{m+n-1}} \sum_{d=1}^D \sum_{t=M}^{L-1} \langle z_{t,d}, u \rangle^2\), we can approximate the supremum over an infinite set by the maximum over a \(\epsilon\)-net covering the infinite set.

**Lemma D.1.** [29] Let \(Q \in \mathbb{R}^{(m+n) \times D(L-M)}\) have full row rank, \(q \in \mathbb{R}^{D(L-M)}\), let \(0 < \Gamma_{min} \leq Q Q^T \leq \Gamma_{max} \in \mathbb{R}^{(m+n) \times (m+n)}\), and let \(T\) be a \(1/4\)-net of \(S_{\Gamma_{min}}\) in the norm of \(\|\Gamma_{max}\|_2\). Then,

\[
\sup_{u \in S^{m+n-1}} \frac{\langle Z T u, q \rangle}{\|Z T u\|} \leq 2 \max_{u \in T} \frac{\langle Z T u, q \rangle}{\|Z T u\|}.
\]

Therefore, by approximating \(S^{n-1}\) with a \(1/2\)-net \(T_1\) over \(v\) and \(S^{m+n-1}\) with a \(1/4\)-net \(T_2\) over \(u\), based on (44), we can have

\[
\|U^T Q_w\| \leq 4 \max_{u \in T_1} \max_{v \in T_2} \frac{u^T Z Q_w u}{\|Z T u\|}.
\]

To obtain an upper bound on (45), we need to 1) evaluate the size of the \(\epsilon\)-nets, i.e., \(|T_1|\) and \(|T_2|\), and 2) study the behaviour of \(\frac{u^T Z Q_w u}{\|Z T u\|}\) for a fixed pair of \((u, v)\) in the corresponding nets.

1) Recall the event \(\mathcal{E}_2 := \{Z_{te} Z_{te}^T \neq \Gamma_{max}\}\) defined in Appendix B where \(Z_{te} = [z_{te,1} \cdots z_{te,D}] \in \mathbb{R}^{(m+n) \times D(L-M)}\) and \(\Gamma_{max} = \frac{4(m+n)}{\delta} D(L-M) \Gamma_{L-1}\). Based on (32), we have that

\[
\mathbb{P}\left[Z_{te} Z_{te}^T \leq \Gamma_{max}\right] = \mathbb{P}[\mathcal{E}_2] \geq 1 - \frac{\delta}{4}.
\]

Based on (33), it follows that

\[
\sum_{d=1}^D \|Z_d Z_d^T + \epsilon_4 (I - \alpha z_{tr,d} z_{tr,d}^T) Z_{te,d} z_{te,d}^T + \epsilon_4 D I\|
\]

such that

\[
\lambda_{max}(Z Z^T) \leq \lambda_{max}(Z_{te} Z_{te}^T) + \epsilon_4 D - 4 \lambda_{min}(\sum_{d=1}^D (I - \alpha z_{tr,d} z_{tr,d}^T) Z_{te,d} z_{te,d}^T),
\]

where
Let \( \epsilon_4 = \frac{\lambda_{\max}(Z_{te}Z_{te}^T)}{2[D - \min_{d=1}^D (I - \alpha z_{tr,d}^T z_{tr,d}^T)]} \). Then, we have

\[
\lambda_{\max}(ZZ^T) \leq 1.5 \lambda_{\max}(Z_{te}Z_{te}^T) \leq \frac{6(m + n)}{\delta} D(L - M) \lambda_{\max}(\Gamma_{L-1}),
\]

which indicates that with probability \( 1 - \delta/4 \)

\[
ZZ^T \leq \frac{6(m + n)}{\delta} D(L - M) \lambda_{\max}(\Gamma_{L-1}) I = \Gamma_{max}' \cdot
\]

And from Lemma 2 we conclude that with probability \( 1 - \delta \)

\[
ZZ^T \geq \frac{D(L - M)p^2(1 - e^{-\frac{2^2(1 - \lambda)/\delta)} \lambda_{\min}(\Gamma_{L-1}^{k/2})}}{48} (1 - \alpha \lambda)^2 I = \Gamma_{min}'.
\]

Therefore, based on Lemma 5.2 in [34] about covering numbers of the unit sphere and Lemma B.6, we can obtain that

\[
\log(|\mathcal{T}_1|) + \log(|\mathcal{T}_2|) \leq n \log 5 + (m + n) \log 9 + \log(\det(\Gamma_{max}'(\Gamma_{min}^{-1}))).
\]

2) Next, to bound the point-wise \( \|Z_{tu,d}^T u\| \) for fixed \((u, v)\), it suffices to study the concentration behaviour of a sum of sub-Gaussian random variables. In particular,

\[
u^T ZQ_w = \sum_{d=1}^D u^T Z_d w_{te,d}^T v
\]

and

\[
u^T ZZ^T v = \sum_{d=1}^D u^T Z_d Z_d^T v,
\]

where both are the sum of in-block sample covariances over all \( D \) conditional independent blocks given the realizations of \( \{\phi_d\} \). Therefore, if the term \( u^T Z_d w_{te,d}^T v \) for each block concentrates around the square root of \( u^T Z_d Z_d^T v \) for the same block, the summation \((49)\) is also likely to concentrate around the square root of \((50)\). To show this, based on the Chernoff bound, it follows that for some constant \( \gamma \) and \( \beta \)

\[
P\left\{ \{u^T ZQ_w \geq \gamma\} \cap \{u^T ZZ^T u \leq \beta\} \right\} = P\left\{ \sum_{d=1}^D u^T Z_d w_{te,d}^T v \geq \gamma \right\} \cap \left\{ \sum_{d=1}^D u^T Z_d Z_d^T u \leq \beta \right\}
\]

\[
= \inf_{\lambda > 0} P\left\{ e^{\lambda \sum_{d=1}^D u^T Z_d w_{te,d}^T v} \geq e^{\lambda \gamma} \right\} \cap \left\{ \sum_{d=1}^D u^T Z_d Z_d^T u \leq \beta \right\}
\]

\[
\leq \inf_{\lambda > 0} e^{-\lambda \gamma} e^{\lambda^2 \sigma_w^2 \beta / 2} E\left[ \prod_{d=1}^D e^{u^T Z_d w_{te,d}^T v - \lambda^2 \sigma_w^2 u^T Z_d Z_d^T u} \right]
\]

\[
= \inf_{\lambda > 0} e^{-\lambda \gamma} e^{\lambda^2 \sigma_w^2 \beta / 2} \prod_{d=1}^D E\left[ e^{u^T Z_d w_{te,d}^T v - \lambda^2 \sigma_w^2 u^T Z_d Z_d^T u} \right]
\]

where the last equality is true because of the conditional independence among different blocks. Note that

\[
Z_d w_{te,d}^T = \sum_{t=M}^{L-1} (I - \alpha z_{tr,d} z_{tr,d}^T) z_{t,d} w_{t,d}
\]

where each term \((I - \alpha z_{tr,d} z_{tr,d}^T) z_{t,d} w_{t,d}\) behaves like a product of a constant \((I - \alpha z_{tr,d} z_{tr,d}^T) z_{t,d}\) and a sub-Gaussian random variable \( w_{t,d}^T \), because \( w_{t,d} | \mathcal{F}_{t-1} \) is mean-zero and \( \sigma_w^2 \)-sub-Gaussian, and \( z_{t,d} \) is fixed given \( \mathcal{F}_{t-1} \). Similarly,

\[
Z_d Z_d^T = \sum_{t=M}^{L-1} (I - \alpha z_{tr,d} z_{tr,d}^T) z_{t,d} z_{t,d}^T (I - \alpha z_{tr,d} z_{tr,d}^T)
\]
where each term of the summation is also fixed given \( \mathcal{F}_{t-1} \). Based on the tower rule \cite{29}, it is easy to show that

\[
\mathbb{E} \left[ e^{\lambda u^T Z_d w_{te,d} w_{tr,d} u - \frac{\lambda^2}{2} u^T Z_d Z_d u} \right] \leq 1.
\]

Continuing with (51), we can have

\[
\Pr \left\{ \{ u^T Z Q_w v \geq \gamma \} \cap \{ u^T Z Z^T u \leq \beta \} \right\} \leq e^{-\frac{\gamma^2}{2\beta}}.
\]

Following a similar argument in Lemma 4.2 (b) in \cite{29}, we conclude that

\[
\mathbb{P} \left\{ \frac{u^T Z Q_w v}{\|Z^T u\|} \geq \frac{H_w}{4} \right\} \cap \left\{ \Gamma^\prime_\min \leq Z Z^T \leq \Gamma^\prime_\max \right\} \leq \log \left( \frac{u^T \Gamma^\prime_\max u}{u^T \Gamma_\min u} \right) \exp \left( -\frac{H_w^2}{96\sigma_w^2} \right)
\]

such that

\[
\Pr \left\{ \left\| U^T Q_w u \right\| \geq H_w \right\} \cap \left\{ \Gamma^\prime_\min \leq Z Z^T \leq \Gamma^\prime_\max \right\} 
\leq |T_1| \max_{v \in T_0 \cup T_2} \Pr \left\{ \frac{u^T Z Q_w v}{\|Z^T u\|} \geq \frac{H_w}{4} \right\} \cap \left\{ \Gamma^\prime_\min \leq Z Z^T \leq \Gamma^\prime_\max \right\}
\leq \exp \left( n \log 5 + (m + n) \log 9 + \log(\text{det}(\Gamma^\prime_\max (\Gamma^\prime_\min)^{-1})) \right) \left( \frac{u^T \Gamma^\prime_\max u}{u^T \Gamma_\min u} \right) \exp \left( -\frac{H_w^2}{96\sigma_w^2} \right)
\leq \exp \left( n \log 5 + (m + n) \log 9 + \log(\text{det}(\Gamma^\prime_\max (\Gamma^\prime_\min)^{-1})) \right) \exp \left( -\frac{H_w^2}{96\sigma_w^2} \right)
\leq \exp \left( n \log 5 + (m + n) \log 9 + 2 \log(\text{det}(\Gamma^\prime_\max (\Gamma^\prime_\min)^{-1})) \right) + \frac{H_w^2}{96\sigma_w^2}
\leq \exp \left( n \log 5 + 8(m + n) \log 8 + 2(m + n) \log \left( \frac{m + n}{\delta} \right) + 3 \log(\text{det}(\Gamma^\prime_\max (\Gamma^\prime_\min)^{-1}))) \right) + \frac{H_w^2}{96\sigma_w^2}
\leq \frac{35}{4},
\]

where (a) is true because

\[
\log \left( \frac{u^T \Gamma^\prime_\max u}{u^T \Gamma_\min u} \right) \leq \left\| (\Gamma^\prime_\min)^{-\frac{1}{2}} \Gamma^\prime_\max (\Gamma^\prime_\min)^{-\frac{1}{2}} \right\| = \text{max} \left( \Gamma^\prime_\max (\Gamma^\prime_\min)^{-1} \right),
\]

\[
\Gamma^\prime_\min = \min(\Gamma_{[k/2]}) (1 - \alpha\lambda)^2 I \text{ and } H_w \text{ is chosen as}
\]

\[
H_w = 10\sigma_w \sqrt{\log \frac{4}{3\delta} + n \log 5 + 8(m + n) \log 8 + 3(m + n) \log \left( \frac{m + n}{\delta} \right) + 2 \log(\text{det}(\Gamma^\prime_{\max} (\Gamma^\prime_{\min})))},
\]

Therefore, Lemma 4 can be proved by the union bound.

**E Upper Bound on \( \| U^T Q_0 \| \)**

Each row block \( Q_{0,d} = Z_{te,d} z_{te,d} w_{tr,d} \) in the matrix \( Q_0 \) is intimately related to how the training noise \( w_{tr,d} \) is amplified during the system evolution, i.e., how the system is excited by the training noise \( w_{tr,d} \). Similarly, instead of directly working with \( U \), we study this error term with \( Z \), i.e., \( \| U^T Q_0 \| \leq \sup_{v \in S_{n-1}} u \in S_{m+n-1} \| u Z Q_w v \| \). However, the martingale-Chernoff bound approach is not applicable here due to the complicated correlation structure between \( z_{te,d} \) and \( w_{tr,d} \) within each block. Therefore, we will seek bounds for the numerator and the denominator separately, which leads to the following lemma.

**Lemma 5.** The following inequality holds with probability \( 1 - \delta \):

\[
\| U^T Q_0 \| \leq C_w \left( \frac{48}{Dp^2(1 - e^{-\frac{\lambda^2}{2}\{L-M\}/k})} \right)^{m+n} \sqrt{D^2 M^2 (L - M)^2} \sqrt{\text{det}(\Gamma_{\max}^E (\Gamma_{\min}^E)^{-1})} \triangleq H_0,
\]

...
where
\[ C_w = \sigma_w(\sqrt{\pi} + \sqrt{\frac{\pi}{2}} \log \frac{4}{\delta})(1 + 3 \sqrt{\log \frac{20(L - M)D}{\delta}}(1 + 3 \sqrt{\log \frac{20MD}{\delta}})||\mathcal{B}||^2 \max\{m\sigma_n^2, n\sigma_w^2\}, \]
and
\[ \Gamma_{min}^e = 1.5(L - M)^3||\mathcal{B}||^2 \left(1 + 3 \sqrt{\log \frac{20LD}{\delta}}\right)^2 \max\{m\sigma_n^2, n\sigma_w^2\}(1 - \alpha\lambda)^2 I. \]

The rest of this section is dedicated to prove Lemma \[5\] Note that
\[ ||U^TQ_0|| \leq \sup_{v \in S^{-1}} \frac{u^TZQ_0v}{||Z^Tu||}, \quad (52) \]
and \[ Q_{0,d} = z_{te,d}^Tz_{tr,d}u_{tr,d}^T. \] Due to the complicated correlation between \[ Z_d = (I - \alpha z_{tr,d}z_{tr,d}^T)z_{te,d} \] and \[ u_{tr,d} \], we bound \[ ||Z^Tu|| \] and \[ u^TZQ_0v \] in (52) separately.

Observe that
\[ ||Z^Tu|| = \sqrt{u^TZZ^Tu} \geq \sqrt{u^T\Gamma_{min}^e u}. \quad (53) \]

Further, it can be shown that
\[ u^TZQ_0v = \sum_{d=1}^D u^T Z_d Q_{0,d} v \leq \sum_{d=1}^D \|u^T Z_d Q_{0,d} v\| \]
\[ \leq \sum_{d=1}^D \|u^T Z_d\| \|Q_{0,d} v\| \]
\[ \leq \max_d \{\sqrt{\|u^T Z_d Z_d^T u\|}\} \sum_{d=1}^D \|Q_{0,d} v\| \]
\[ \leq \max_d \{\sqrt{\|u^T Z_d Z_d^T u\|}\} \max_d \{\|z_{te,d}^T\|\} \max_d \{\|z_{tr,d}^T\|\} \sum_{d=1}^D \|u_{tr,d} v\|. \]

Based on (53), we have
\[ \lambda_{max}\{Z_d Z_d^T + \epsilon_5 (I - \alpha z_{tr,d}z_{tr,d}^T)^2\} \leq \lambda_{max}\{z_{te,d}z_{te,d}^T\} + \epsilon_5 \]
and
\[ \lambda_{max}\{Z_d Z_d^T + \epsilon_5 (I - \alpha z_{tr,d}z_{tr,d}^T)^2\} \geq \lambda_{max}\{Z_d Z_d^T\} + \epsilon_5 \lambda_{min}\{(I - \alpha z_{tr,d}z_{tr,d}^T)^2\}. \]

Hence, for \[ \epsilon_5 = \frac{\lambda_{max}\{z_{te,d}z_{te,d}^T\}}{2[S^{-1}]_{\lambda_{max}(I - \alpha z_{te,d}z_{te,d}^T)}} \], it follows that
\[ \lambda_{max}\{Z_d Z_d^T\} \leq \lambda_{max}\{z_{te,d}z_{te,d}^T\} + \epsilon_5 - \epsilon_5 \lambda_{min}\{(I - \alpha z_{tr,d}z_{tr,d}^T)^2\} \]
\[ = 1.5 \lambda_{max}\{z_{te,d}z_{te,d}^T\}. \]

Following the same line with Lemma [B.2] we first have that with probability \[ 1 - \delta/4 \]:
\[ \sqrt{u^T Z_d Z_d^T u} \leq \sqrt{u^T\Gamma_{max}^e u}, \]
and with probability \[ 1 - \delta/4 \):
\[ \max_d \{\|z_{te,d}^T\|\} = \max_d \{\sqrt{\lambda_{max}(z_{te,d}z_{te,d}^T)}\} \leq \sqrt{\lambda_{max}^e} \]
where \[ \Gamma_{max}^e = 1.5 \lambda_{max}^e I \] and \[ \lambda_{max}^e = (L - M)^3||\mathcal{B}||^2 \left(1 + 3 \sqrt{\log \frac{20(L - M)D}{\delta}}\right)^2 \max\{m\sigma_n^2, n\sigma_w^2\}. \] Based on Lemma [B.2] we have that with probability \[ 1 - \delta/4 \):
\[ \max_d \{\|z_{tr,d}^T\|\} = \max_d \{\sqrt{\lambda_{max}(z_{tr,d}z_{tr,d}^T)}\} \leq \sqrt{\lambda_{max}^e} \]
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where \( \lambda_{tr}^{\max} = M^3 ||B||^2 \left(1 + 3 \sqrt{\log \frac{20MD}{\delta}} \right)^2 \max\{m\sigma_a^2, n\sigma_w^2\} \).

Since \(w_{t,d}'s\) are all independent across \(t\) and \(d\), we can have that \(w_{tr,d}v \sim N(0, \sigma_w^2 I_n)\). Hence,

\[
\sum_{d=1}^{D} ||w_{tr,d}v|| = \sigma_w \sum_{d=1}^{D} ||\bar{w}_{tr,d}|| \leq \sigma_w \sqrt{D} \sum_{d=1}^{D} ||\bar{w}_{tr,d}||^2
\]

where \(\bar{w}_{tr,d} \sim N(0, I_n)\). Let \(W_D = \sum_{d=1}^{D} ||\bar{w}_{tr,d}||^2\). Then, \(W_D\) follows the chi-square distribution with \(nD\) degrees of freedom, i.e., \(W_D \sim \chi^2(nD)\), such that the following concentration result holds:

\[
P[W_D \geq nD + 2\sqrt{nD \log \frac{4}{\delta} + 2\log \frac{4}{\delta}}] \leq \delta^4.
\]

Therefore, based on [52], we can conclude that with probability \(1 - \delta\):

\[
\|U^TQ_0\| \leq \sup_{v \in S^{n-1}, u \in S^{m+n-1}} \frac{u^T Z Q_0 v}{\|Z u\|} \\
\leq \sup_{u \in S^{m+n-1}} \sigma_w \sqrt{D} \left(nD + 2\sqrt{nD \log \frac{4}{\delta} + 2\log \frac{4}{\delta}}\lambda_{tr}^{\max} \chi_{\max}^{\max} \sqrt{\frac{u^T \Gamma_{tr}^{\max} u}{u^T \Gamma_{min}^{\max} u}}\right) \\
\leq \sigma_w D(\sqrt{n} + \sqrt{\frac{2}{D \log \frac{4}{\delta}}} |M(L - M)|^{1.5}(1 + 3 \sqrt{\log \frac{20(L - M)D}{\delta}})(1 + 3 \sqrt{\log \frac{20MD}{\delta}}) \\
\cdot \|\bar{B}\|^2 \max\{m\sigma_a^2, n\sigma_w^2\} \sqrt{\det(\Gamma_{tr}^{\max}(\Gamma_{min}^{\max})^{-1})}) \\
\leq \sigma_w (\sqrt{n} + \sqrt{\frac{2}{D \log \frac{4}{\delta}}} (1 + 3 \sqrt{\log \frac{20(L - M)D}{\delta}})(1 + 3 \sqrt{\log \frac{20MD}{\delta}}) \|\bar{B}\|^2 \\
\cdot \max\{m\sigma_a^2, n\sigma_w^2\} \left(\frac{48}{Dp^2(1 - e^{-p^2(\frac{L - M)}{k}})}\right)^{m+n} \sqrt{D^2 M^5(L - M)^3} \sqrt{\det(\Gamma_{tr}^{\max}(\Gamma_{min}^{\max})^{-1})}) = H_0,
\]

where \(H_0\) decays quickly for a large enough \(D\).

**F Proof of Theorem [1]**

**Theorem 1.** Suppose Assumption 1 holds, and the learning rate \(\alpha\) and block sizes satisfy:

\[
0 < \alpha < \frac{1}{\lambda}, \text{ and } D \left(1 - e^{-p^2(\frac{(L - M)}{k})}\right)^2 \geq \max\{D\lambda, D_0\}.
\]

Then, for a given \(\phi_j\) and some \(C_0\), the following inequality holds with probability \(1 - 5\delta\):

\[
\|\phi^{\hat{}}_j - \phi_j\| \leq C_0 \eta + \tilde{O} \left(D^{-1/2}\right) \sqrt{V_0} + \tilde{O} \left([D(L - M)]^{-1/2}\right),
\]

where \(C_0 = \frac{48\lambda_{max}^2 \left(L\Gamma_{K-1} - \frac{\alpha}{2} \left(\sum_{l=0}^{M-1} \Gamma_l\right)^2\right)}{(L - M)p^2(1 - e^{-p^2(\frac{(L - M)}{k})}) (1 - \alpha\lambda)^2 \lambda_{min}^2(\Gamma_{K/2})}\).
Based on Lemmas 2-5 by the union bound, we can have
\[
\|\phi_t^* - \phi_t\| \leq \frac{1}{\sqrt{\lambda_{\min}(ZZT)}} \left( \|U^TP\| + \|U^TQ_w\| + \alpha \|U^TQ_0\| \right)
\]
\[
\leq \frac{1}{\sqrt{\lambda_{\min}(ZZT)}} \left( Dn\lambda_{\max} \left( L\Gamma_{L-1} - \frac{a}{2} \left( \sum_{t=0}^{M-1} \Gamma_t \right)^2 \right) + (L - M)\sqrt{\frac{1}{2} \sqrt{C_wD\phi}} \right) + H_w + \alpha H_0
\]
\[
= \frac{Dn\lambda_{\max} \left( L\Gamma_{L-1} - \frac{a}{2} \left( \sum_{t=0}^{M-1} \Gamma_t \right)^2 \right) + (L - M)\sqrt{\frac{1}{2} \sqrt{C_wD\phi}}}{\lambda_{\min}(ZZT)} + \frac{H_w + \alpha H_0}{\sqrt{\lambda_{\min}(ZZT)}}
\]
\[
\leq \frac{48n\lambda_{\max} \left( L\Gamma_{L-1} - \frac{a}{2} \left( \sum_{t=0}^{M-1} \Gamma_t \right)^2 \right)}{(L - M)p^2 (1 - e^{-2((L-M)/z)}) (1 - \lambda)^2 \lambda_{\min}(\Gamma_{(k/2)})} + \frac{(L - M)\sqrt{\frac{1}{2} \sqrt{C_wD\phi}}}{\lambda_{\min}(ZZT)} + \frac{H_w + \alpha H_0}{\sqrt{\lambda_{\min}(ZZT)}}
\]
\[
\triangleq C_0\eta + \hat{O} \left( \frac{1}{\sqrt{D}} \right) \sqrt{\lambda_{\phi}} + \hat{O} \left( \frac{1}{\sqrt{D(L - M)}} \right),
\]
where
\[
C_0 = \frac{48n\lambda_{\max} \left( L\Gamma_{L-1} - \frac{a}{2} \left( \sum_{t=0}^{M-1} \Gamma_t \right)^2 \right)}{(L - M)p^2 (1 - e^{-2((L-M)/z)}) (1 - \lambda)^2 \lambda_{\min}(\Gamma_{(k/2)})}.
\]

**Proof of Proposition 1**

**Proposition 1.** Suppose that the system evolves with a stabilizing controller \( K \) during online adaptation and that the learning rate \( \alpha \) satisfies \( \alpha < \frac{1}{2\lambda_{\min}(P_{\infty})} \). With the model initialization \( \phi_0^* \), we have
\[
\mathbb{E}[\|\hat{\phi}_t(M) - \phi_t\|^2] \leq \frac{\alpha C_g}{2\lambda_{\min}(P_{\infty})} + \left[ 1 - 2\alpha \lambda_{\min}(P_{\infty}) \right] M \left( \|\phi_0^* - \phi_t\|^2 + \frac{2\alpha M\tilde{C}_\phi}{1 - 2\alpha \lambda_{\min}(P_{\infty})} \right),
\]
for some constant \( C_g \) and \( \tilde{C}_\phi \).

We focus on the adaptation performance for the block \( i \), i.e., \( \|\hat{\phi}_t(M) - \phi_t\| \). For ease of exposition, we use \( \hat{\phi}_t \) to denote the update \( \hat{\phi}_t(t) \) during the online adaptation for a new block \( i \) at time \( t \). We omit the subscript \( i \) for the samples within block \( i \), and with a bit abuse of notation, we use \( z_t \) to ‘stand for’ \( \hat{z}_{t,i} \) in this proof.

For convenience, let \( \hat{g}(\phi) \) denote the expected gradient when the linear system reaches its steady state and \( \hat{x}_t \) denote the steady state. We can have that
\[
\hat{g}(\phi) = \mathbb{E}[\nabla \tilde{L}(\hat{x}_t, u_t, \hat{x}_{t+1}, \phi)] = \mathbb{E}[\hat{z}_t \hat{T}\phi - \hat{z}_t \hat{x}_{t+1}^T] = \mathbb{E}[\hat{z}_t \hat{T}(\phi - \phi_t) - \hat{z}_t u_t^T] = \begin{bmatrix} I & K \end{bmatrix} P_{\infty} \begin{bmatrix} I & K^T \end{bmatrix} (\phi - \phi_t) \triangleq \hat{P}_{\infty} \cdot (\phi - \phi_t).
\]

Then it follows that
\[
\|\hat{\phi}_{t+1} - \phi_t\|^2 \leq \|\hat{\phi}_{t} - \phi_t - \alpha g_t(\hat{\phi}_t)\|^2
\]
\[
= \|\hat{\phi}_{t} - \phi_t\|^2 + \alpha^2 \|g_t(\hat{\phi}_t)\|^2 - 2\alpha \langle \hat{\phi}_{t} - \phi_t, g_t(\hat{\phi}_t) \rangle
\]
\[
= \|\hat{\phi}_{t} - \phi_t\|^2 + \alpha^2 \|g_t(\hat{\phi}_t)\|^2 - 2\alpha \langle \hat{\phi}_{t} - \phi_t, \hat{g}(\hat{\phi}_t) \rangle + 2\alpha \langle \phi_t, \hat{\phi}_t - g_t(\hat{\phi}_t) - \hat{g}(\hat{\phi}_t) \rangle
\]
\[
= \|\hat{\phi}_{t} - \phi_t\|^2 - 2\alpha Tr((\hat{\phi}_{t} - \phi_t)(\hat{\phi}_{t} - \phi_t)^T \hat{P}_{\infty}) + \alpha^2 \|g_t(\hat{\phi}_t)\|^2 + 2\alpha \xi_t(\hat{\phi}_t)
\]
\[
\leq \|\hat{\phi}_{t} - \phi_t\|^2 - 2\alpha \lambda_{\min}(\hat{P}_{\infty}) Tr((\hat{\phi}_{t} - \phi_t)(\hat{\phi}_{t} - \phi_t)^T) + \alpha^2 \|g_t(\hat{\phi}_t)\|^2 + 2\alpha \xi_t(\hat{\phi}_t)
\]
\[
\leq [1 - 2\alpha \lambda_{\min}(\hat{P}_{\infty})]\|\hat{\phi}_{t} - \phi_t\|^2 + \alpha^2 \|g_t(\hat{\phi}_t)\|^2 + 2\alpha \xi_t(\hat{\phi}_t)
\]
(54)
where  \( \xi_t(\hat{\phi}_t) := \langle \phi_t - \hat{\phi}_t, g_t(\hat{\phi}_t) - \hat{g}(\hat{\phi}_t) \rangle \). Next, we need to find upper bounds on \( \| g_t(\hat{\phi}_t) \|^2 \) (the gradient update at time \( t \)) and \( \xi_t(\hat{\phi}_t) \) (which can be regarded as the estimation error when evaluating the gradient for the update).

(a) For the term \( \| g_t(\hat{\phi}_t) \|^2 \), we can have

\[
\mathbb{E}[\| g_t(\hat{\phi}_t) \|^2] = \mathbb{E}[\| z_t z_t^T (\hat{\phi}_t - \phi_t) - z_t w_t^T \|^2] \\
\leq \mathbb{E}[\| z_t z_t^T \| \| \hat{\phi}_t - \phi_t \|^2 + 2\| \hat{\phi}_t - \phi_t \| \| z_t z_t^T \| \| z_t w_t^T \|^2 + \| z_t w_t^T \|^2] \\
\leq 4C_\phi^2 C_\sigma^2 + 4C_\phi C_\sigma^3 \mathbb{E}[\| w_t \|^2] + C_\sigma^2 \mathbb{E}[\| w_t \|^2].
\]

For convenience, let \( w_t = [e_1, \ldots, e_n]^T \). For the term \( \mathbb{E}[\| w_t \|^2] \), we can have

\[
\mathbb{E}[\| w_t \|^2] = \mathbb{E} \left[ \sum_{k=1}^{n} \frac{e_k^2}{\sigma_w^2} \right] = \sigma_w \mathbb{E} \left[ \sum_{k=1}^{n} \left( \frac{e_k}{\sigma_w} \right)^2 \right] = \sigma_w \mathbb{E}[Y_1]
\]

where \( Y_1 \) follows the non-central chi distribution with degree of freedom \( n \) and \( \mu = 0 \). It is known that the first moment of \( Y_1 \) is given by

\[
\mu'_1 = \sqrt{\frac{\pi}{2}} L_{1/2}^{(0)}(0)
\]

where \( L_0^{(\alpha)}(z) \) is a Laguerre function. Therefore,

\[
\mathbb{E}[\| w_t \|^2] = \sigma_w \mu'_1.
\]

For the term \( \mathbb{E}[\| w_t \|^2] \), we can have

\[
\mathbb{E}[\| w_t \|^2] = \mathbb{E} \left[ \sum_{k=1}^{n} e_k^2 \right] = \sigma_w \mathbb{E} \left[ \sum_{k=1}^{n} \left( \frac{e_k}{\sigma_w} \right)^2 \right] = \sigma_w \mathbb{E}[Y_2]
\]

where \( Y_2 \) follows the non-central chi-squared distribution with degree of freedom \( n \) and \( \mu = 0 \). It is known that the first moment of \( Y_2 \) is equal to \( n \), such that

\[
\mathbb{E}[\| w_t \|^2] = n \sigma_w.
\]

Therefore, based on \( (56) \), we have

\[
\mathbb{E}[\| g_t(\hat{\phi}_t) \|^2] \leq 4C_\phi^2 C_\sigma^4 + 4C_\phi C_\sigma^3 \sigma_w \mu'_1 + C_\sigma^2 \sigma_w \equiv C_g.
\]

(b) Next we need to analyze \( \xi_t(\hat{\phi}_t) := \langle \phi_t - \hat{\phi}_t, g_t(\hat{\phi}_t) - \hat{g}(\hat{\phi}_t) \rangle \). Specifically,

\[
\mathbb{E}[\xi_t(\hat{\phi}_t)] = \mathbb{E}[\langle \phi_t - \hat{\phi}_t, g_t(\hat{\phi}_t) - \hat{g}(\hat{\phi}_t) \rangle] \\
= \mathbb{E}[\text{Tr}((\phi_t - \hat{\phi}_t)(g_t(\hat{\phi}_t) - \hat{g}(\hat{\phi}_t))^T)] \\
= \mathbb{E}[\text{Tr}((\phi_t - \hat{\phi}_t)(g_t(\hat{\phi}_t) - \hat{g}(\hat{\phi}_t))^T)].
\]

It follows that

\[
\mathbb{E}[(\phi_t - \hat{\phi}_t)(g_t(\hat{\phi}_t) - \hat{g}(\hat{\phi}_t))^T] = \mathbb{E}[(\phi_t - \hat{\phi}_t)(z_t z_t^T (\hat{\phi}_t - \phi_t) - z_t w_t^T - \hat{z}_t \hat{w}_t^T (\hat{\phi}_t - \phi_t) + \hat{z}_t \hat{w}_t^T)^T] \\
= \mathbb{E}[(\phi_t - \hat{\phi}_t)(\phi_t - \hat{\phi}_t)^T (\hat{z}_t \hat{z}_t^T - z_t z_t^T) + \mathbb{E}[(\phi_t - \hat{\phi}_t)(\hat{w}_t \hat{z}_t^T - w_t z_t^T)] \\
= \mathbb{E}[(\phi_t - \hat{\phi}_t)(\phi_t - \hat{\phi}_t)^T \hat{z}_t \hat{z}_t^T] - \mathbb{E}[(\phi_t - \hat{\phi}_t)(\phi_t - \hat{\phi}_t)^T z_t z_t^T].
\]

Denote \( f := (\phi_t - \hat{\phi}_t)(\phi_t - \hat{\phi}_t)^T z_t z_t^T \) as a function of state \( x \), and \( h := \frac{1}{2\| x \|} \). Then, along the same line as in \[1\],

\[
\| \mathbb{E}[h(\hat{x}_t)] - \mathbb{E}[h(x_t)] \| = \left\| \int h d\nu_\infty - \int h d\nu_t \right\| \\
\leq d_{TV}(\nu_\infty, \nu_t),
\]

while
where $d_{TV}(P, Q)$ denotes the total-variation distance between probability measures $P$ and $Q$, and $\nu_t$ is the distribution of $x_t$ and $\nu_\infty$ is the steady distribution of $x_t$ (corresponding to the distribution of $\hat{x}_t$). Based on the mixing property of LTI systems, we can know that

$$d_{TV}(\nu_\infty, \nu_t) \leq C_m \rho^t.$$ 

such that

$$\|\mathbb{E}[(\phi_t - \hat{\phi}_t)(g_t(\hat{\phi}_t) - \bar{g}(\hat{\phi}_t))^T]\| \leq 2\|f\|_\infty C_m \rho^t \leq 8C_z^2C_\phi^2C_m \rho^t.$$ 

Therefore, continuing with (57), we have

$$\mathbb{E}[\xi_t(\hat{\phi}_i)] \leq n\|\mathbb{E}[(\phi_t - \hat{\phi}_t)(g_t(\hat{\phi}_t) - \bar{g}(\hat{\phi}_t))^T]\| \leq 8nC_z^2C_\phi^2C_m \rho^t \Rightarrow \hat{C}_\phi \rho^t.$$ 

Based on (55), we conclude that

$$\mathbb{E}[\|\hat{\phi}_{t+1} - \phi_i\|^2] \leq \mathbb{E}[\|\hat{\phi}_t - \phi_i\|^2] + \alpha^2 C_g - 2\alpha \lambda_{\min}(\hat{P}_\infty)\mathbb{E}[\|\hat{\phi}_t - \phi_i\|^2] + 2\alpha \hat{C}_\phi \rho^t = \left[1 - 2\alpha \lambda_{\min}(\hat{P}_\infty)\right]\mathbb{E}[\|\hat{\phi}_t - \phi_i\|^2] + \alpha^2 C_g + 2\alpha \hat{C}_\phi \rho^t.$$ 

It follows that

$$\mathbb{E}[\|\hat{\phi}_M - \phi_i\|^2] \leq \left[1 - 2\alpha \lambda_{\min}(\hat{P}_\infty)\right]^M \|\hat{\phi}_0 - \phi_i\|^2 + \alpha^2 C_g \sum_{t=0}^{M-1} \left[1 - 2\alpha \lambda_{\min}(\hat{P}_\infty)\right]^t + 2\alpha \hat{C}_\phi \sum_{t=0}^{M-1} \left[1 - 2\alpha \lambda_{\min}(\hat{P}_\infty)\right]^t \rho^{M-1-t}$$ 

$$\leq \left[1 - 2\alpha \lambda_{\min}(\hat{P}_\infty)\right]^M \|\hat{\phi}_0 - \phi_i\|^2 + \frac{\alpha C_g}{2\lambda_{\min}(\hat{P}_\infty)} + 2\alpha M \hat{C}_\phi \left[1 - 2\alpha \lambda_{\min}(\hat{P}_\infty)\right]^{M-1}$$ 

$$= \left[1 - 2\alpha \lambda_{\min}(\hat{P}_\infty)\right]^M \left(\|\hat{\phi}_0 - \phi_i\|^2 + \frac{2\alpha M \hat{C}_\phi}{1 - 2\alpha \lambda_{\min}(\hat{P}_\infty)}\right) + \frac{\alpha C_g}{2\lambda_{\min}(\hat{P}_\infty)}.$$ 

### H Controller Design for LQR

For block $i$ where the model parameters $A_i$ and $B_i$ are constant, the system dynamics satisfy:

$$x_{t+1} = A_i x_t + B_i u_t + w_t.$$ 

As is standard, the incurred cost at time $t$ is given by the following quadratic function:

$$C_t = x_t^T S x_t + u_t^T R u_t,$$

where $S$ and $R$ are positive definite matrices. Denote $J^*(A_i, B_i)$ as the optimal cost per stage, i.e.,

$$J^*(A_i, B_i) = \min_u \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \mathbb{E}_{w_t}[C_t | A_i, B_i],$$

where the minimum is taken over measurable functions $u = \{u_t(\cdot)\}_{t \geq 1}$. To minimize the average cost per stage, it is well known that for a LTI system with known parameters, the LQR problem admits an optimal static state-feedback control policy, i.e., $u_t = K x_t$. In the case when the model parameters $(A_i, B_i)$ are unknown, one can synthesize the control based on the model estimation $(\hat{A}_i, \hat{B}_i)$. More specifically, define $A_i = \hat{A}_i - \Delta_{A_i}$ and $B_i = \hat{B}_i - \Delta_{B_i}$. With a transition to the high-probability bound, we can obtain that $\max_t \{\|\Delta_{A_i}\|_2, \|\Delta_{B_i}\|_2\} \leq \epsilon_t$ for block $i$ after online adaptation from meta-learning initialization $[\bar{A}_0, \bar{B}_0]$, as shown in Proposition [7]. We introduce two different controller designs here based on the meta-learning estimation.
H.1 Certainty Equivalent Controller (CEC)

The certainty equivalent controller for block $i$ can be obtained based on the certainty equivalence principle as following:

$$
\min_u \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \mathbb{E}_w[C_t],
$$

s.t. \quad x_{t+1} = \hat{A}_i x_t + \hat{B}_i u_t + w_t,

$$
u_t = K_i x_t. \tag{58}$$

Given the estimation error $\epsilon_i$ in system identification, the following result follows directly from [17], which provides a sub-optimality guarantee on the solution to problem (58).

**Corollary H.1.** [17] Let $J^*$ denote the minimal LQR cost achievable by any controller for the dynamical system with transition matrices $(A_i, B_i)$, and let $K_i$ denote its optimal static feedback controller. Denote $P_*$ as the solution to the discrete Riccati equation with optimal $(A_i, B_i)$:

$$P_* = A_i^T P_* A_i - A_i^T P_*(R + B_i^T P_* B_i)^{-1} B_i^T P_* A_i + S,$$

and $\hat{P}$ as the solution to the discrete Riccati equation with estimation $(\hat{A}_i, \hat{B}_i)$. Suppose $m \leq n$. Let $\gamma > 0$ such that $\rho(A_i + B_i K_i) \leq \gamma < 1$. Also, let $\epsilon_i > 0$ such that $\|\hat{A}_i - A_i\| \leq \epsilon_i$ and $\|\hat{B}_i - B_i\| \leq \epsilon_i$ and assume $\|\hat{P} - P_*\| \leq f(\epsilon_i)$ for some function $f$ such that $f(\epsilon_i) \geq \epsilon_i$. Define $\tau(M, \rho) := \sup\{|M^k\rho^{-k} : k \geq 0\}$ and $\Gamma_* := 1 + \max\{|A_i||, \|B_i\|, \|P_*\|, \|K_i\|\}$. Then, for positive definite $S$ and $R$, the certainty equivalent controller obtained from (16) achieves

$$C_i(K_i) - J^* \leq 200\sigma_w^2 m \Gamma_*^2 \frac{\tau(A_i + B_i K_i, \gamma)^2}{1 - \gamma^2} f(\epsilon_i)^2,$$

as long as $f(\epsilon_i)$ is small enough so that the right hand side is smaller than $\sigma_w^2$.

For more details and experimental performance, interested readers may refer to [17].

H.2 Robust Controller

It has been shown in [17] that the CEC performs well only if the model estimation error is small. Therefore, when the estimation error becomes larger, we need a more robust controller design. To secure the control performance with the model estimation error, it is natural to impose a robust optimization problem which aims to minimize the worst-case performance given the estimation uncertainty set. Hence, for each block $i$, we aim to solve the following robust optimization problem:

$$
\min_u \sup_{\max\{\|\Delta_{A_i}\|_2, \|\Delta_{B_i}\|_2\} \leq \epsilon_i} \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \mathbb{E}_w[C_t],
$$

s.t. \quad x_{t+1} = (\hat{A}_i - A_i)x_t + (\hat{B}_i - B_i)u_t + w_t,

$$
u_t = K_i x_t. \tag{59}$$

As shown in [5], using the SLS approach [35] which focuses on the system responses of a closed-loop system, we can convert the robust optimization problem to a semi-definite programming problem and further quantify the robust control performance as a function of the estimation error bound $\epsilon_i$.

More specifically, consider a static state-feedback control policy $K_i$ for block $i$, i.e., $u_t = K_i x_t$ for $t \in \{(i-1)L+1, iL\}$. The closed loop map from the disturbance process $\{w_{(i-1)L}, w_{(i-1)L+1}, \ldots\}$ to the state $x_t$ and control $u_t$ at time $t$ can be obtained by

$$
x_t = \sum_{k=(i-1)L+1}^{t} (A_i + B_i K_i)^{t-k} w_{k-1},
$$

$$
u_t = \sum_{k=(i-1)L+1}^{t} K_i (A_i + B_i K_i)^{t-k} w_{k-1}. \tag{60}$$
Denote $\Phi^i_x(t) := (A_i + B_iK_i)^{t-1}$ and $\Phi^i_u(t) := K_i(A_i + B_iK_i)^{t-1}$. Then (60) can be rewritten as

$$
\begin{bmatrix}
x_t \\
u_t
\end{bmatrix} = \sum_{k=(i-1)L+1}^{t} \begin{bmatrix} \Phi^i_x(t-k+1) \\
\Phi^i_u(t-k+1)
\end{bmatrix} w_{k-1},
$$

where $\{\Phi^i_x(t), \Phi^i_u(t)\}$ are called the closed-loop system response elements induced by controller $K_i$ for the block $i$. For the system dynamics to satisfy (61), a sufficient and necessary condition is that $\{\Phi^i_x(t), \Phi^i_u(t)\}$ for $t \in ([i-1]L+1, iL]$ must satisfy:

$$
\Phi^i_x(t+1) = A_i\Phi^i_x(t) + B_i\Phi^i_u(t), \Phi^i_x(1) = I.
$$

With the system response, the SLS approach can convert the nonconvex constraint set (60) with respect to controller $K_i$ to an affine set (62) of $\{\Phi^i_x(t), \Phi^i_u(t)\}$. By transferring the time-domain system response to the frequency domain represented with boldface letters via $z$-transform, i.e., transfer function $\Phi^i_x(z) = \sum_{i=1}^{\infty} \Phi^i_x(t)z^{-t}$, we can rewrite (62) as

$$
[zI - A_i - B_i] \begin{bmatrix} \Phi^i_x \\
\Phi^i_u
\end{bmatrix} = I,
$$

and

$$
\Phi^i_x = (zI - A_i - B_iK_i)^{-1},
\Phi^i_u = K_i(zI - A_i - B_iK_i)^{-1},
$$

implying the corresponding controller $K_i = \Phi^i_u(\Phi^i_x)^{-1}$.

Based on the affine constraint set (63) on $\{\Phi^i_x, \Phi^i_u\}$, the SLS framework allows us to characterize the system responses on the true system $(A_i, B_i)$ with a controller computed using only the model parameter estimates $\{\hat{A}_i, \hat{B}_i\}$. If we denote $\Delta_i := (\hat{A}_i - A_i)\Phi^i_x + (\hat{B}_i - B_i)\Phi^i_u$, simple algebra shows that

$$
[zI - \hat{A}_i - \hat{B}_i] \begin{bmatrix} \Phi^i_x \\
\Phi^i_u
\end{bmatrix} = I \iff [zI - A_i - B_i] \begin{bmatrix} \Phi^i_x \\
\Phi^i_u
\end{bmatrix} = I + \Delta_i.
$$

It can be shown that if $(I + \Delta_i)^{-1}$ exists, the controller $K_i = \Phi^i_u(\Phi^i_x)^{-1}$ computed with $(\hat{A}_i, \hat{B}_i)$ achieves the following system response on the true system $(A_i, B_i)$:

$$
\begin{bmatrix} x \\
u
\end{bmatrix} = \Phi^i_x(\Phi^i_u)^{-1} w.
$$

Moreover, it has been shown in [4] that $K_i$ is a stabilizing controller for $(A_i, B_i)$ if $K_i$ stabilizes $(\hat{A}_i, \hat{B}_i)$ and $\|\Delta_i\|_{H_\infty} < 1$. Consider the space of proper and real rational stable transfer functions:

$$
\mathcal{RH}_\infty(C, \rho) := \left\{ \Phi = \sum_{t=0}^{\infty} \Phi_t z^{-t} \big\| \Phi_t \big\| \leq C \rho^t \right\}
$$

with positive $C$ and $\rho \in [0, 1)$. To guarantee that $K_i$ stabilizes $(\hat{A}_i, \hat{B}_i)$, we need $z\Phi^i_x \in \mathcal{RH}_\infty(C_x, \rho)$ and $z\Phi^i_u \in \mathcal{RH}_\infty(C_u, \rho)$ for some positive constant $C_x$ and $C_u$.

Therefore, to obtain a robust stabilizing controller for block $i$, we can reformulate the non-convex optimization problem (59) as the following quasi-convex problem [5]:

$$
\begin{align*}
\min_{\gamma \in [0, 1)} & \quad \frac{1}{1 - \gamma} \min_{\Phi_x, \Phi_u} \big\| \begin{bmatrix} Q^2 & 0 \\
0 & R^2
\end{bmatrix} \begin{bmatrix} \Phi^i_x \\
\Phi^i_u
\end{bmatrix} \big\|_{H_2} \\
\text{s.t.} & \quad [zI - \hat{A}_i - \hat{B}_i] \begin{bmatrix} \Phi^i_x \\
\Phi^i_u
\end{bmatrix} = I, \big\| \begin{bmatrix} \Phi^i_x \\
\Phi^i_u
\end{bmatrix} \big\|_{H_\infty} \leq \frac{\gamma}{\sqrt{2\epsilon_i}}, \\
& \quad z\Phi^i_x \in \mathcal{RH}_\infty(C_x, \rho), z\Phi^i_u \in \mathcal{RH}_\infty(C_u, \rho).
\end{align*}
$$

The objective function is quasi-convex with respect to $\gamma$ which can be solved efficiently. The inner problem is a convex but infinite-dimensional problem, which can be relaxed to a finite-dimensional problem via FIR truncation still with performance guarantee. After solving this problem, we can obtain a robustly stabilizing controller $K_i = \Phi^i_u(\Phi^i_x)^{-1}$ for block $i$. The following result characterizes the performance guarantee of the robust controller.
Corollary H.2. ([7]) Let $J^*$ denote the minimal LQR cost achievable by any controller for the dynamical system with transition matrices $(A_i, B_i)$, and let $K_i$ denote its optimal static feedback controller. Suppose that the resolvent $\mathcal{R}_{A_i+B_i,K_i}$, denoted by $(zI - (A_i + B_iK_i))^{-1}$, satisfies $\mathcal{R}_{A_i+B_i,K_i} \in \mathcal{RH}_\infty(C_i, \rho_i)$ and that $(\text{wlog}) \rho_i \geq 1/e$. Suppose furthermore that $\epsilon_i$ is small enough to satisfy the following conditions:

$$
\epsilon_i(1 + \|K_i\|)\|\mathcal{R}_{A_i+B_i,K_i}\|_{\mathcal{H}_\infty} \leq 1/5, \\
\epsilon_i(1 + \|K_i\|)\|C_i\| \leq 1 - \rho_i.
$$

Let $\hat{A}_i, \hat{B}_i$ be any estimates of the transition matrices such that $\max\{\|\Delta A_i\|, \|\Delta B_i\|\} \leq \epsilon_i$. Then if $(C_x, \rho)$ and $(C_u, \rho)$ are set as,

$$
C_x = \frac{O(1)C_i}{1 - \rho_i}, \\
C_u = \frac{O(1)\|K_i\|C_i}{1 - \rho_i}, \\
\rho = (1/4)\rho_i + 3/4,
$$

we have that (a) the problem ([59]) is feasible, (b) letting $K_i$ denote an optimal solution to ([59]), the relative error in the LQR cost is

$$
C_t(A_i, B_i, K_i) \leq [1 + 5\epsilon_i(1 + \|K_i\|)]\|\mathcal{R}_{A_i+B_i,K_i}\|_{\mathcal{H}_\infty}^2 J^*.
$$

For more details and experimental performance, interested readers may refer to [4][5].

I \hspace{1cm} \beta-$Mixing Coefficient of LTI systems

Based on the well-known result that the LQR problem in the LTI system can be solved with a linear feedback policy $u_i = Kx_i$, we assume that each block $i$ evolves with a stabilizing controller $K$ during the online adaptation, i.e., $A_i + B_iK$ is a stable matrix, thereby generating a trajectory of $M$ samples. For example, $K$ can be obtained by solving a robust optimization problem ([59]) with the offline meta-learning initialization $\phi_0^*$ based on the estimation gap shown in Theorem 1.

Let $T$ denote the unit circle and $D$ as the open unit disk in the complex plane. Let $\mathcal{RH}_\infty$ denote the space of matrix-valued, real-rational functions which are analytic on $D^c$. For $\Phi \in \mathcal{RH}_\infty$, the $\mathcal{H}_\infty$-norm $\|\Phi\|_{\mathcal{H}_\infty}$ is defined as $\|\Phi\|_{\mathcal{H}_\infty} \triangleq \sup_{s \in T} \|\Phi(s)\|$. Furthermore, given a square matrix $A$, its resolvent $\Phi_A(s)$ is defined as $\Phi_A(s) \triangleq (sI - A)^{-1}$. When $A$ is stable, $\Phi_A \in \mathcal{RH}_\infty$ and $\|\Phi\|_{\mathcal{H}_\infty} < \infty$. It has been shown in [33] that the $\beta$-mixing coefficient of LTI with stable $A_i + B_iK$ is

$$
\beta(t) = \sup_{k \geq 1} \mathbb{E}_{x_0 \sim \nu_k} \left[ \|P_{x_k}(\cdot|x_0 = x) - \nu_\infty\|_{TV} \right] \\
\leq \frac{\|\Phi_{\rho^{-1}(A_i+B_iK)}\|_{\mathcal{H}_\infty}}{2} \sqrt{\text{Tr}(P_\infty)} + \frac{n}{1 - \rho^2} \rho^t \triangleq C_m \rho^t
$$

for any fixed $\rho \in (\rho(A_i + B_iK), 1)$, $t \geq 1$ and any distribution $\nu_k$, where $\| \cdot \|_{TV}$ refers to the total-variation norm on probability measures and $\rho(A_i + B_iK)$ is the spectral radius of the matrix $A_i + B_iK$.

J \hspace{1cm} Numerical Results

Experiments Setup: To generate episodic blocks for offline Meta-L, the parameters are set as follows. Moreover, the noise $d_t \sim \mathcal{N}(0, 0.01 \times I_n)$, where $I_n$ is an $n \times n$ identity matrix, and action $u_t \sim \mathcal{N}(0, 0.1 \times I_m)$. For every block $d$, we assume that each element in both $A_d$ and $B_d$ follows a uniform distribution within $[0.5, 1]$. Along this setup, we generate $p$ episodic blocks for offline Meta-L, where each block has length $L$ and zero initial state. Further, for each episodic block $d$, the samples collected within the first $M$ time steps, i.e., $\tau_d(0, M - 1)$, are taken as the training dataset for that block, whereas the rest of the block, i.e., $\tau_d(M, L - 1)$, serves as the testing dataset. We set the learning rate $\alpha = 0.01$. To evaluate the estimation gap between meta-initialization $\phi_0^*$ and the underlying model parameter $\phi_i$ for a new block $i$ and the estimation error for the online adaptation, we measure the average estimation error in terms of 2-norm over 50 testing blocks. The estimated parameter after $M$ steps adaptation is denoted as $\phi(M)$ in the experiments.

Offline Meta-L: The performance of offline Meta-L is demonstrated in Figure [5] and Figure [6]. For a fixed dimension, it can be seen from Figure [5] that the average estimation gap $\|\phi_0^* - \phi_i\|$ decreases with the number of blocks $D$ at first,
and then converges to some constant at some point, corroborating the result in Theorem 1. Besides, this estimation gap clearly increases with the dimension $m$ and $n$, as illustrated in Figure 5. As shown in Figure 7, one can always choose a smaller $L$ to improve the accuracy of the episodic block model for the LTV system, and the meta-L algorithm for offline learning can still work well as long as many blocks are available.

**Online Adaptation:** Figure 8 demonstrates that the impact of different Meta-L model initialization $\phi_0^*$ on the average estimation error $\|\phi(M) - \phi_i\|$. Clearly, the error decreases at first with the increase of the block number $D$ because a better $\phi_0^*$ would be learnt by the offline Meta-L. This trend stops when the model initialization $\phi_0^*$ stops improving with $D$. Moreover, as illustrated in Figure 9 for a suitably chosen learning rate $\alpha$ the average estimation error for the online adaptation decreases quickly with the increase of the number of training samples $M$.

**Least Square Estimator vs Meta-L:** To demonstrate the advantage of Meta-L based system identification with small sample sizes, we compare the average estimation performance between the proposed Meta-L based system identification and the classical Least Square Estimator (LSE). More specifically, we set the noise $w_t \sim N(0, 1)$ and $u_t \sim N(0, 1)$. We also present the comparison under different values of meta-initialization $\phi_0^*$ to further substantiate the performance of Meta-L even with perturbed $\phi_0^*$, as demonstrated in Figure 10, 11, 12. Clearly, the Meta-L based online adaptation outperforms the LSE in all cases with small sample sizes, which corroborates the benefits by using a good initial point in the recursive linear stochastic approximation algorithm, compared with the classical LSE where such a good initial point is not utilized.
“Harmonic” Block Model: To show the performance of meta-learning under correlated block structures, we consider a simple “harmonic” block model where the block model parameters switch deterministically between blocks as $[(A_1, B_1), (A_2, B_2), (A_1, B_1), (A_2, B_2), ...]$. Here, $(A_1, B_1) = (0.5, 0.7)$ and $(A_2, B_2) = (0.8, 0.8)$. In this setting $\phi^\ast_\theta$ learnt by offline meta-learning is the middle point between $\phi^1 = (A_1, B_1)$ and $\phi^2 = (A_2, B_2)$ with $\eta = \frac{1}{2} ||\phi^1 - \phi^2||$. Since the two models $\phi^1$ and $\phi^2$ are bi-modal and hence ‘easier to find’ by online adaptation, an additional gradient step using only a few samples, starting from $\phi^\ast_\theta$, can quickly converge to the true model (either $\phi^1$ or $\phi^2$) in a new block, as illustrated in Figure 14. In a nutshell, the proposed meta-L based SI algorithm for general cases depends on the ‘joint effort’ of offline learning and online adaptation, and this is the essence of meta-L algorithms.

Downstream LQR Control based on Model Estimation: Based on the model estimated via online adaptation using the first $M$ samples for each block, one can deploy the certainty equivalent controller or the robust controller introduced in Appendix [1] for the rest of the block. Since in our model each block is LTI, the controller design of LQR based on model estimation in LTI systems can be directly applied here for the control of the rest of the block. Interested readers can refer to [17, 4, 5] for more details and the empirical performance of the designed controllers with respect to the model estimation error, especially for the scenario when the model estimation error is small, corresponding our experiments on the model estimation performance of the proposed meta-learning based system identification.

Figure 8: Impact of offline learning block number $D$ on the average estimation error for online adaptation under different training sizes.

Figure 9: Impact of sample size $M$ on the average estimation error for online adaptation under different learning rates.

Figure 10: Performance comparison for online adaptation between Least Square Estimator and Meta-L based fast adaptation with $\phi^\ast_\theta$ trained by using 300 blocks in the offline Meta-L.

Figure 11: A separate view on different scales for the performance comparison illustrated in Figure 10.
Figure 12: Performance comparison for online adaptation between Least Square Estimator and Meta-L based fast adaptation with $\phi^*_y$ trained by using 1000 blocks in the offline Meta-L.

Figure 13: A separate view on different scales for the performance comparison illustrated in Figure 12.

Figure 14: Online adaptation for the “harmonic” block model.