THE BOUSFIELD LOCALIZATIONS AND COLOCALIZATIONS OF THE DISCRETE MODEL STRUCTURE.

Abstract. We compute the Bousfield localizations and Bousfield colocalizations of discrete model categories, including the homotopy categories and the algebraic $K$-groups of these localizations and colocalizations. We prove necessary and sufficient conditions for a subcategory of a category to appear as the subcategory of fibrant objects for some such model structure. We also prove necessary and sufficient conditions for a monad to be the fibrant replacement monad of some such model structure.

1. Introduction.

This short paper answers some natural questions about model categories.

Questions 1.1. (1) Given a category $\mathcal{C}$ and a reflective subcategory $\mathcal{A}$ of $\mathcal{C}$, is there some model structure on $\mathcal{C}$ in which $\mathcal{A}$ is the subcategory of fibrant objects, and such that the reflector functor is fibrant replacement?

(2) Given an idempotent monad on a category $\mathcal{C}$, is there some model structure on $\mathcal{C}$ such that the monad is a fibrant replacement monad?

(3) The simplest model structure on a category is the discrete model structure, that is, the model structure in which all maps are cofibrations and fibrations, and the weak equivalences are the isomorphisms. What are all the Bousfield localizations and Bousfield colocalizations of the discrete model structure?

(4) What is the homotopy category of each of those Bousfield localizations and Bousfield colocalizations?

(5) Similarly: which categories are equivalent to the homotopy category of some Bousfield localization or Bousfield colocalization of the discrete model structure on $\mathcal{C}$?

(6) What are the algebraic $K$-groups (in the sense of Waldhausen, as in [11]) of each of those Bousfield localizations and Bousfield colocalizations?

None of the answers to these questions are difficult to prove, but with the exception of the question about idempotent monads, the answers to these questions apparently do not already appear in the literature; and from these questions repeatedly coming up in dialogue with other homotopy theorists, the answers to these questions do not seem to be as well-known as they ought to be. So we feel that this little paper adds something of use to the literature; see Remark 1.3.

Before we give the answers to these questions, here is a quick account of what model categories are for, and why you might care about them: a model structure on a category (originally due to Quillen, in [9]; see Conventions 1.4 for a definition, and [5] for an excellent introductory account) is the minimal structure one needs on a category in order to make the usual constructions of homotopy theory. For example, the classical homotopy theory of topological spaces is described by the Serre model structure on topological spaces. There are many other examples of model categories, including many algebraic examples: for
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example, categories of chain complexes over rings, whose homotopy categories recover
derived categories of rings.

Model categories also have a very elegant and powerful theory of localization, Bousfield localization, for which a good reference is [7]. Given a model category \( C \), a Bousfield localization of \( C \) is a model category \( C' \) whose underlying category is the same as that of \( C \), whose cofibrations are the same as those of \( C \), and whose collection of weak equivalences contains the collection of weak equivalences of \( C \). Dually, a Bousfield colocalization of \( C \) (also called right Bousfield localization) is a model category \( C' \) whose underlying category is the same as that of \( C \), whose fibrations are the same as those of \( C \), and whose collection of weak equivalences contains the collection of weak equivalences of \( C \).

Now here are the answers we get to Questions 1.1. All of these answers are immediate consequences of Theorem 4.3, with the exception of the statement on algebraic \( K \)-groups, which is Theorem 4.7.

**Answers 1.2.** Since the underlying category of any model category is finitely complete and finitely co-complete, to get a positive answer to any of the Questions 1.1, \( C \) must have all finite limits and finite colimits; so assume that \( C \) has all finite limits and finite colimits. Suppose furthermore that \( C \) is finitely well-complete, that is, \( C \) admits all intersections of strong monomorphisms; this condition, as well as its dual, holds in the familiar concrete categories of everyday mathematical practice (see Remarks 3.2 and 4.5 for some explanation and examples of this).

1. Given a reflective subcategory \( A \) of \( C \) of \( C \) if \( A \) is replete, that is, closed under isomorphisms. The converse is also true: given a replete reflective subcategory of \( C \), there exists a model structure—specifically, a Bousfield localization of the discrete model structure—whose subcategory of fibrant objects is \( A \), and for which any reflector functor \( C \rightarrow A \) is a fibrant replacement functor.

2. Suppose that \( T \) is an idempotent monad on \( C \). There does indeed exist a model structure on \( C \) such that \( T \) is a fibrant replacement monad for that model structure. (This particular fact can also be proven using the Bousfield-Friedlander construction of model structures from Quillen idempotent monads, as in Theorem A.7 of [3] and Theorem 9.3 of [2].)

3. The collection of Bousfield localizations of \( C \) is in bijection with the collection of replete reflective subcategories of \( C \). This bijection reverses the ordering, in the sense that, if \( M, M' \) are Bousfield localizations of the discrete model structure on \( C \) and \( M' \) is a Bousfield localization of \( M \), then the replete reflective subcategory of \( C \) associated to \( M \) contains the replete reflective subcategory of \( C \) associated to \( M' \).

There are similar bijections between each of the above two partially-ordered collections and the partially-ordered collection of natural equivalence classes of idempotent monads on \( C \); see Theorem 4.3 for the rigorous statement.

4. Given a Bousfield localization of the discrete model structure on \( C \), its homotopy category is equivalent to the full subcategory of \( C \) generated by the fibrant objects.

5. Given a category \( X \), we can produce a Bousfield localization of the discrete model structure on \( C \) whose homotopy category is equivalent to \( X \) if and only if \( X \) is equivalent to some reflective subcategory of \( C \).

6. If \( C \) is pointed, then any Bousfield localization of the discrete model structure makes \( C \) into a Waldhausen category, and the Waldhausen \( K \)-groups \( K_* (C) = \pi_* (\Omega [wS_* C]) \) are all trivial.
The arguments used in this paper dualize without difficulties; in particular, we do not make any use of the small object argument or any cofibrant generation hypotheses. Hence the dual statements of Answers 1.2 also hold, if we assume that $C$ is finitely co-well-complete.

As an amusing application, we have Corollary 4.4: let $R \to S$ be a morphism of commutative rings, and equip $\text{Mod}(R)$ with the discrete model structure. Then there exists a Bousfield localization of $\text{Mod}(R)$ for which the base change functor $- \otimes_R S$ is a fibrant replacement monad if and only if the natural multiplication map $S \otimes_R S \to S$ is an isomorphism.

**Remark 1.3.** A lot of the work of proving the results in this paper is done by the construction of a factorization system from a reflective subcategory from the paper [4] (see also the more recent paper [10] of Rosický and Tholen, in which the ideas of [4] were revisited and expanded upon); we recall that result in Theorem 3.4. With the aid of that theorem, none of the statements in Answers 1.2 are difficult to prove. We wrote an early version of this paper in December 2011, but we were not sure if the results were already known. (The paper has been completely rewritten and simplified since then.) After encouragement from several other homotopy theorists who work with model categories and found the results of this paper novel, we decided to submit this paper for publication, since neither [4] nor [10] give clean results in familiar homotopy-theoretic language (instead of model categories and Bousfield localization, [4] and [10] work with torsion theories and factorization systems), so one does not find the classification of the Bousfield localizations of the discrete model structure on a category, or the computation of the homotopy category and algebraic $K$-theory of all such localizations, in the existing literature. So we feel that the present paper adds something worthwhile to the literature on the subject.

We are grateful to C. Weibel for finding errors in two lemmas in an earlier version of this paper, and to the anonymous referee for some useful comments.

**Conventions 1.4.** It is worth being clear on some definitions which are not totally consistent in the literature:

- In this paper, a “model category” is a closed model category in the sense of Quillen’s monograph [9], that is (briefly): a finitely complete, finitely co-complete category equipped with three closed-under-retracts classes of morphisms called “cofibrations,” “weak equivalences,” and “fibrations,” such that each morphism factors into an acyclic cofibration followed by a fibration, each morphism factors as a cofibration followed by an acyclic fibration, weak equivalences have the two-out-of-three property, the cofibrations are precisely the maps which have the left lifting property with respect to acyclic fibrations, and the acyclic cofibrations are precisely the maps which have the left lifting property with respect to fibrations. We do not assume that a model category has all limits and colimits, we do not include a specific choice of factorization systems as part of the structure of a model category, and we do not assume that the factorization systems are functorial. (We show, in fact, that in the model categories considered in this paper, factorization systems can be found which are functorial.)

- In this paper, a subcategory $\mathcal{A}$ of a category $C$ is said to be reflective if the inclusion functor $\mathcal{A} \hookrightarrow C$ is full and admits a left adjoint. (Not all sources include fullness in the definition of a reflective subcategory; see for example [8].)
2. FROM BOUSFIELD LOCALIZATIONS OF DISCRETE MODEL STRUCTURES TO REPLETLY REFLECTIVE SUBCATEGORIES.

Lemma 2.1. Let $\mathcal{C}$ be a model category which is a Bousfield localization of a discrete model category.

1. A map in $\mathcal{C}$ is an acyclic fibration if and only if it is an isomorphism.
2. Two maps in $\mathcal{C}$ with fibrant codomain are left-homotopic if and only if they are equal.
3. Two maps in $\mathcal{C}$ with fibrant codomain are right-homotopic if and only if they are equal.
4. A map between fibrant objects in $\mathcal{C}$ is a weak equivalence if and only if it is an isomorphism.

Proof. (1) Bousfield localization does not change the cofibrations of the underlying model category, hence it does not change the acyclic fibrations (since they are determined by the cofibrations). In a discrete model category, the acyclic fibrations are the isomorphisms; hence in any localization of a discrete model category, the acyclic fibrations are still the isomorphisms.

(2) Let $f, g : A \rightarrow B$ be two maps in $\mathcal{C}$, and suppose that $B$ is fibrant. Then any two maps that are left-homotopic are left-homotopic by a “very good” cylinder object (see [5], particularly Lemma 4.6), so if we assume that $f, g$ are left-homotopic, then we have a map $Cyl(A) \xrightarrow{h} B$ and a factorization

$$A \xrightarrow{i} Cyl(A) \xrightarrow{j} B$$

of the codiagonal map $A \coprod A \rightarrow A$, with $i$ a cofibration and $j$ an acyclic fibration, and $h \circ i = f \coprod g : A \coprod A \rightarrow B$. But every acyclic fibration in $\mathcal{C}$ is an isomorphism; so the map $j$ is an isomorphism, so we can factor $f \coprod g$ all the way through the codiagonal map $A \coprod A \rightarrow A$. So $f = g$.

(3) Maps with fibrant codomain and cofibrant domain are left-homotopic if and only if they are right-homotopic; see Lemma 4.21 in [5] a proof of this. The statement then follows immediately from the previous parts of this lemma.

(4) Suppose $f : X \rightarrow Y$ is a morphism in $\mathcal{C}$ with $X$ and $Y$ both fibrant. Since $\mathcal{C}$ is a Bousfield localization of a discrete model category, $X$ and $Y$ are also cofibrant. It is standard (see e.g. Lemma 4.24 of [5]) that a morphism between fibrant-cofibrant objects in a model category is a weak equivalence if and only if it has a homotopy inverse. So there exists a homotopy inverse $g : Y \rightarrow X$ for $f$. So $g \circ f$ is left-homotopic to $\text{id}_X$ and $f \circ g$ is left-homotopic to $\text{id}_Y$. So $g \circ f = \text{id}_X$ and $f \circ g = \text{id}_Y$, so $f$ is an isomorphism.

$\square$

Lemma 2.2. Let $\mathcal{C}$ a model category and let $A \xrightarrow{f} B$ be a map in $\mathcal{C}$. Let $g_1, g_2$ be two maps making the diagram

$$\begin{array}{ccc}
A \ar[rr]^{\text{cof,we}} & & PA \ar[r]^\text{fib} & 1 \\
\downarrow f & & \downarrow g \\
B \ar[rr]^{\text{cof,we}} & & PB \ar[r]^\text{fib} & 1
\end{array}$$

commute for $i = 1, 2$, where maps labelled cof,we, fib are cofibrations, weak equivalences, and fibrations in $\mathcal{C}$, respectively. Then $g_1$ and $g_2$ are right-homotopic.
Proof. We have the factorization of the diagonal map

\[ PB \xrightarrow{\text{cof,we}} \text{Path}(PB) \xrightarrow{\text{fib}} PB \times PB \]

and we arrange this composable pair of maps as well as the given maps into the commutative diagram:

\[ \begin{array}{c}
A \\
f \\
B \\
g_1 \\
\downarrow \\
PA \\
g_2 \\
\downarrow \\
PB \\
\downarrow \\
\text{Path}(PB) \\
\downarrow \\
PB \times PB \\
\end{array} \]

and, redrawing a portion of the central axis of this commutative diagram, we have

\[ A \xrightarrow{\text{cof,we}} PA \xrightarrow{\text{fib}} Path(PB) \xrightarrow{\text{fib}} PB \times PB. \]

So there exists a lift \( PA \to \text{Path}(PB) \) of this acyclic cofibration over this fibration. This lift is a right homotopy of \( g_1 \) and \( g_2 \).

Proposition 2.3. Let \( C \) be a model category which is a Bousfield localization of a discrete model category. Then, given a map \( A \xrightarrow{f} B \) in \( C \), there exists a unique map \( g \) making the following diagram commute:

\[ \begin{array}{c}
A \\
\downarrow \\
\text{Path}(PB) \\
\downarrow \\
PB \\
\end{array} \xrightarrow{f} \begin{array}{c}
PA \\
\downarrow \\
PB \\
\end{array} \xrightarrow{\text{fib}} \begin{array}{c}
1 \\
\downarrow \\
1 \\
\end{array} \]

(2.0.1)

where maps labelled \( \text{cof,we, fib} \) are cofibrations, weak equivalences, and fibrations in \( C \), respectively. As a consequence, \( C \) admits functorial fibrant replacement. More specifically, every choice of fibrant replacements in \( C \) extends to a fibrant replacement functor.

Proof. Existence of the desired map is given trivially by the lifting property of an acyclic cofibration over a fibration, and the commutative square

\[ \begin{array}{c}
A \\
\downarrow \\
\text{Path}(PB) \\
\downarrow \\
PB \\
\end{array} \xrightarrow{f} \begin{array}{c}
PA \\
\downarrow \\
PB \\
\end{array} \xrightarrow{\text{fib}} \begin{array}{c}
1 \\
\downarrow \\
1 \\
\end{array} \]
The real question is why such a map \( PA \to PB \) is unique. Let \( g, g' : PA \to PB \) be two maps making diagram 2.0.1 commute. By Lemma 2.2, \( g \) and \( g' \) are right-homotopic. By Lemma 2.1, \( g \) and \( g' \) are hence left-homotopic (since they have fibrant codomain), hence equal. This implies that any two fibrant replacements for an object in \( C \) are uniquely isomorphic.

Since the map \( g \) filling in diagram 2.0.1 is uniquely determined by \( f \), we will write \( Pf \) instead of \( g \) for this map. It is easy to check that the assignment \( f \mapsto Pf \) preserves composition and identity maps; hence \( P \) is a functor \( C \to C \) landing in the full subcategory generated by the fibrant objects. So \( P \) is a fibrant replacement functor. \( \square \)

**Proposition 2.4.** Let \( C \) be a model category which is a Bousfield localization of a discrete model category. Let \( A \) be the full subcategory of \( C \) generated by the fibrant objects. Let \( G \) be the inclusion functor \( A \to C \) and let \( P \) be the fibrant replacement functor \( C \to A \) constructed in Proposition 2.3. Then \( P \) is left adjoint to \( G \). Hence \( A \) is replete and reflective.

**Proof.** Since \( G \) is a full faithful functor, \( P \) is left adjoint to \( G \) if and only if, for every pair of objects \( A, B \) of \( C \) with \( B \) fibrant, every map \( A \to B \) factors uniquely through \( A \to PA \). But by Proposition 2.3, there exists a unique map \( g \) filling in the diagram

\[
\begin{array}{c}
A \xrightarrow{\text{cof,we}} PA \xrightarrow{\text{fib}} 1 \\
\downarrow f \quad \downarrow g \\
B \xrightarrow{\text{cof,we}} PB \xrightarrow{\text{fib}} 1,
\end{array}
\]

in which the map \( B \to PB \) is an isomorphism by Lemma 2.1. The map \( g \) is the desired unique factor map. Hence \( P \) is left adjoint to \( G \). It is immediate from its definition that \( A \) is also replete. \( \square \)

3. **From replete reflective subcategories to Bousfield localizations of discrete model structures.**

This section requires some discussion of factorization systems. In most familiar model categories, the cofibrations are either a certain class of monomorphisms, or at least “spiritually” resemble monomorphisms, and the fibrations are either a certain class of epimorphisms, or at least “spiritually” resemble epimorphisms. Part of the intuition here comes from the familiar setting of the category of sets, where monomorphisms have the left lifting property with respect to epimorphisms. The resulting system of factorizations, of every morphism of sets into a monomorphism followed by an epimorphism, is then called a weak factorization system.

On the other hand, there is another kind of situation in which we encounter weak factorization systems that give rise to model structures: in the category of sets, epimorphisms have the unique left lifting property with respect to monomorphisms—that is, the lift map appearing in the statement of the lifting property not only exists, it is unique. The resulting weak factorization systems are called factorization systems, defined in Definition 3.3, and in Theorem 4.3 we find that the model structures which arise in this paper—the Bousfield localizations of the discrete model structure—all turn out to have factorization systems, not just weak factorization systems.

Now, to produce a model structure from a reflective subcategory, we will use a theorem of Cassidy, Hébert, and Kelly from [4]. First we give the necessary definitions, Definitions 3.1 and 3.3, which are fairly well-known:
Definition 3.1. Let $\mathcal{C}$ be a category.

- Given a collection $\mathcal{E}$ of morphisms in $\mathcal{C}$, we write $\mathcal{E}^\perp$ for the collection of morphisms in $\mathcal{C}$ with the unique right lifting property with respect to all maps in $\mathcal{E}$, i.e., $\mathcal{E}^\perp$ is the collection of maps $f : X \to Y$ in $\mathcal{C}$ with the property that, for every commutative square

\[
\begin{array}{ccc}
V & \longrightarrow & X \\
\downarrow^g & & \downarrow^f \\
W & \longrightarrow & Y
\end{array}
\]

in $\mathcal{C}$ with $g$ in $\mathcal{E}$, there exists a unique map $W \to X$ filling in diagram 3.0.3 and making it commute.

- Dually, $\mathcal{E}^\perp$ is the collection of maps with the unique left lifting property with respect to all maps in $\mathcal{E}$.

- The collection of strong monomorphisms in $\mathcal{C}$ is the collection of maps $\mathcal{E}^\perp$, where $\mathcal{E}$ is the collection of all epimorphisms in $\mathcal{C}$.

- We say that $\mathcal{C}$ is finitely well-complete if $\mathcal{C}$ has finite limits and intersections of all families of strong monomorphisms.

In other words, $\mathcal{C}$ is finitely well-complete if and only if $\mathcal{C}$ has finite limits and, for every collection (not necessarily a set!) of strong monomorphisms \(\{X_i \overset{f_i}{\to} Y\}_{i \in I}\) in $\mathcal{C}$, the pullback of the family of maps $f_i$ exists.

Remark 3.2. Remember that a category $\mathcal{C}$ is said to be well-powered if the collection of subobjects of each object forms a set; this condition is satisfied by the usual familiar concrete categories (sets, groups, topological spaces, . . . ). If $\mathcal{C}$ is complete and well-powered, then it is easy to see that $\mathcal{C}$ is finitely well-complete. Consequently most familiar categories used in day-to-day mathematical practice are finitely well-complete. There are also many finitely well-complete categories even aside from those that are complete and well-powered; for example, the category of finite sets (this example, and useful discussion, is given in [4]).

Definition 3.3. Given a category $\mathcal{C}$, a factorization system on $\mathcal{C}$ is a pair $(\mathcal{E}, \mathcal{M})$ of collections of morphisms in $\mathcal{C}$ satisfying the axioms:

- Given a morphism $f : X \to Y$ in $\mathcal{C}$, there exists some object $Z$, a map $g : X \to Z$ in $\mathcal{E}$, and a map $h : Z \to Y$ in $\mathcal{M}$, such that $h \circ g = f$.

- We have equalities $\mathcal{E}^\perp = \mathcal{M}$ and $\mathcal{E} = \mathcal{M}^\perp$.

Definition 3.3 is sometimes phrased slightly differently: for example, in [4], the containment $\mathcal{M}^\perp \subseteq \mathcal{E}$ is given instead of the equalities $\mathcal{E}^\perp = \mathcal{M}$ and $\mathcal{E} = \mathcal{M}^\perp$; but it is promptly (see the discussion at the beginning of section 2 in [4]) explained that $\mathcal{E}^\perp = \mathcal{M}$ and $\mathcal{E} = \mathcal{M}^\perp$ are implied by such a definition.

Theorem 3.4, below, appears as Corollary 3.4 in [4].

---

1. If the reader wishes to look up Corollary 3.4 in [4], a bit of translation will be necessary to extract the statement in our Theorem 3.4 from what appears in [4]: in [4], the authors begin with a reflective subcategory $\mathcal{B}$ of a finitely well-complete category $\mathcal{A}$, and then state that the “prefactorization system” $\Phi \mathcal{B}$ is indeed a factorization system. In the language of [4], a “prefactorization system” is a pair $(\mathcal{E}, \mathcal{M})$ of collections of morphisms such that $\mathcal{E}^\perp \subseteq \mathcal{M}$ and $\mathcal{M}^\perp \subseteq \mathcal{E}$; there is no requirement that every morphism factor into a map in $\mathcal{E}$ followed by a map in $\mathcal{M}$. The prefactorization system $\Phi \mathcal{B}$ is the one in which $\mathcal{E}$ is the collection of maps inverted by a reflector functor into $\mathcal{B}$ (see the remarks preceding Lemma 2.1 in [4]).
Theorem 3.4. (Cassidy-Hébert-Kelly.) Suppose $C$ is a finitely well-complete category, and let $\mathcal{A}$ be a reflective subcategory of $C$. Let $F : C \to \mathcal{A}$ denote a reflector functor. Then there exists a (necessarily unique) factorization system $(E, M)$ on $C$ with $E$ the collection of maps $f$ in $C$ such that $Ff$ is an isomorphism.

Now we can prove the main result of this subsection:

Proposition 3.5. Let $C$ be a finitely co-complete, finitely well-complete category, and let $\mathcal{A}$ be a replete reflective subcategory of $C$ with reflector functor $F : C \to \mathcal{A}$. Then there exists a model structure on $C$ in which:

- all maps are cofibrations (i.e., this model structure is a Bousfield localization of the discrete model structure),
- the weak equivalences are the maps $f$ such that $Ff$ is an isomorphism, and
- the fibrations are the maps with the right lifting property with respect to the weak equivalences.

Proof. We check the axioms for being a model category (see Convention 1.4):

- By assumption, $C$ is finitely complete and finitely co-complete.
- It is a very easy exercise to show that the weak equivalences satisfy the two-out-of-three property.
- It is trivial that cofibrations are closed under retracts. It is a very easy exercise to show that, in any category:
  - a retract of an isomorphism is an isomorphism, and
  - a retract of a map with the right lifting property with respect to a collection of morphisms also has the right lifting property with respect to that collection of morphisms.
Consequently weak equivalences and fibrations are each closed under retracts.
- Suppose $f : X \to Y$ is an acyclic fibration. Then $f$ belongs to both the collection of weak equivalences and the collection of maps which have the right lifting property with respect to the weak equivalences. It is a standard (and easy) exercise to show that the lifting property produces an inverse for $f$, so that $f$ is an isomorphism. Consequently the cofibrations are exactly the maps with the left lifting property with respect to the acyclic fibrations.
- From our definitions, it is immediate that the acyclic cofibrations are exactly the maps with the left lifting property with respect to the fibrations.
- Every map $f : X \to Y$ in $C$ trivially factors as a cofibration (namely, $f$) followed by an acyclic fibration (namely, $id_Y$).
- Theorem 3.4 gives us that every map in $C$ factors as an acyclic cofibration followed by a fibration.

□

4. Conclusions.

Now we give a definition of idempotent monads. This definition is equivalent to the many other well-known definitions of an idempotent monad; see for example Proposition 4.2.3 of [1].

Definition 4.1. Let $C$ be a category. A monad $T : C \to C, \eta : id \to T, \mu : T \circ T \to T$ on $C$ is said to be idempotent if, for all objects $X$ of $C$, both maps $T\eta X, \eta TX : TX \to TTX$ are isomorphisms. Two idempotent monads $(T, \eta, \mu), (T', \eta', \mu')$ on $C$ are naturally equivalent
if there is a morphism of monads \((T, \eta, \mu) \to (T', \eta', \mu')\) between them which is a natural equivalence of the underlying functors \(T, T'\).

**Definition 4.2.** Suppose \(C\) is a finitely complete, finitely co-complete category. We define three partially-ordered collections (not necessarily sets!) as follows:

- let \(\text{Refl}(C)\) be the collection of replete reflective subcategories of \(C\), ordered by inclusion,
- let \(\text{Loc}(C)\) denote the collection of Bousfield localization model structures of the discrete model structure on \(C\), ordered by letting \(X \leq Y\) if and only if the model structure \(Y\) is a Bousfield localization of the model structure \(X\),
- and let \(\text{Idem Monads}(C)\) denote the collection of natural equivalence classes of idempotent monads on \(C\), ordered by letting \([S] \leq [T]\) if and only if there exists a morphism of monads \(S \to T\). (It is very easy to check that this ordering is well-defined.)

It follows from Proposition 2.4 that every model structure in \(\text{Loc}(C)\) has *functorial* fibrant replacement, even though we do not assume functoriality of factorization systems in our definition of a model category (see Convention 1.4).

**Theorem 4.3.** Let \(C\) be a finitely co-complete, finitely well-complete category. Then there exist order-preserving bijections

\[
\text{Refl}(C)^\op \cong \text{Loc}(C) \cong \text{Idem Monads}(C).
\]

These bijections have the following properties:

- Given a reflective replete subcategory \(A \in \text{Refl}(C)\) with reflector functor \(F : C \to A\), its associated model structure in \(\text{Loc}(C)\) has the following properties:
  - all maps are cofibrations,
  - the weak equivalences are the maps \(f\) such that \(F f\) is an isomorphism,
  - the fibrations are the maps with the right lifting property with respect to the weak equivalences,
  - the fibrant objects are exactly the objects of \(A\),
  - \(F\) is a fibrant replacement functor for this model structure (and in fact all fibrant replacement functors for this model structure are naturally isomorphic to \(F\)), and
  - the homotopy category of this model structure is equivalent to \(A\).

The idempotent monad associated to \(A\) is simply the monad associated to the adjunction \(F \dashv G\), where \(G : A \hookrightarrow C\) is the inclusion functor.

- Given a model structure \(X\) in \(\text{Loc}(C)\), its associated reflective replete subcategory \(A\) of \(C\) is simply the full subcategory generated by the fibrant objects of \(C\), with reflector functor given by fibrant replacement.

- Given a natural equivalence class of idempotent monads on \(C\), choose an idempotent monad \((T, \eta, \mu)\) in the class. The reflective replete subcategory of \(C\) associated to that natural equivalence class is the essential image of \(T\), with reflector functor given by \(T\). Its associated model structure in \(\text{Loc}(C)\) has the following properties:
  - all maps are cofibrations,
  - the weak equivalences are the maps \(f\) such that \(T f\) is an isomorphism,
  - the fibrations are the maps with the right lifting property with respect to the weak equivalences,
  - the fibrant objects are those in the essential image of \(T\).
- $T$ is a fibrant replacement functor for this model structure (and in fact all fibrant replacement functors for this model structure are naturally isomorphic to $T$), and
- the homotopy category of this model structure is equivalent to the essential image of $T$.

Proof. The equivalence between idempotent monads and reflective subcategories is classical; see e.g. Proposition 4.3.2 of [1], or [6]. Briefly, to each idempotent monad $(T, \eta, \mu)$ one associates the reflective category consisting of the image of $T$, and to each reflective category one associates the idempotent monad given by the adjunction of the reflector and the inclusion of the subcategory. Each natural equivalence class of idempotent monads contains an idempotent monad whose image is replete; consequently we get an order-preserving bijection between the replete reflective subcategories and the natural equivalence classes of idempotent monads.

The equivalence between Refl$(\mathcal{C})^{op}$ and Loc$(\mathcal{C})$ is given by Proposition 3.5 and Proposition 2.4. Beginning with a reflective replete subcategory $\mathcal{A}$ of $\mathcal{C}$, the associated model structure (constructed in Proposition 3.5) has fibrant objects the objects of $\mathcal{A}$; the reflective subcategory of $\mathcal{C}$ (constructed in Proposition 2.4) associated to this model structure is $\mathcal{A}$ again.

Similarly, if we begin with a model structure $\mathcal{M}$ in Loc$(\mathcal{C})$, let $\mathcal{M}'$ denote the model structure on $\mathcal{C}$ associated (by Proposition 3.5) to the reflective subcategory of $\mathcal{C}$ associated (by Proposition 2.4) to $\mathcal{M}$. Clearly all maps are cofibrations in both model structures. Let $F$ denote a reflector functor from $\mathcal{C}$ to the full subcategory generated by the fibrant objects, and let $\eta : id \to F$ denote the natural transformation of the reflector. The weak equivalences in $\mathcal{M}'$ are the maps inverted by $F$. If $f : X \to Y$ is a weak equivalence in $\mathcal{M}$, then we have the commutative square

\[
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
\downarrow{\eta X} & & \downarrow{\eta Y} \\
FX & \xrightarrow{Ff} & FY,
\end{array}
\]

and since $f$ and $\eta X$ and $\eta Y$ are all weak equivalences, the two-out-of-three property implies that $Ff$ is also a weak equivalence. Since $Ff$ is a weak equivalence between fibrant objects, Lemma 2.1 implies that $Ff$ is an isomorphism. Hence $f$ is inverted by $F$, hence the weak equivalences in $\mathcal{M}$ are contained in the weak equivalences in $\mathcal{M}'$.

Conversely, if $f : X \to Y$ is a weak equivalence in $\mathcal{M}'$, then the commutativity of the square 4.0.4, together with $Ff$ being an isomorphism, $\eta X$ and $\eta Y$ being weak equivalences in $\mathcal{M}$, and the two-out-of-three property of weak equivalences, implies that $f$ is a weak equivalence in $\mathcal{M}$. Hence the weak equivalences in $\mathcal{M}'$ are contained in the weak equivalences in $\mathcal{M}$.

So $\mathcal{M}$ and $\mathcal{M}'$ have the same cofibrations and the same weak equivalences; since the fibrations are determined by the acyclic cofibrations (see Convention 1.4), we now know that $\mathcal{M} = \mathcal{M}'$, and so the function Refl$(\mathcal{C})^{op} \to$ Loc$(\mathcal{C})$ constructed in Proposition 3.5 and the function Loc$(\mathcal{C}) \to$ Refl$(\mathcal{C})^{op}$ constructed in Proposition 2.4 are mutually inverse.

That the homotopy category of any model structure in Loc$(\mathcal{C})$ is equivalent to its associated reflective replete subcategory is a consequence of Lemma 2.2: the homotopy category of the model structure is equivalent to the category obtained by taking the full subcategory of $\mathcal{C}$ generated by the fibrant-cofibrant objects, and imposing the equivalence relation on
maps given by left, equivalently right, homotopy. But by Lemma 2.2, for model structures in \( \text{Loc}(\mathcal{C}) \), two maps with fibrant codomain are right-homotopic if and only if they are equal. Hence \( \text{Ho}(\mathcal{C}) \) is equivalent to the full subcategory of \( \mathcal{C} \) generated by the fibrant objects.

Here is a specific application to the category of modules over a commutative ring \( R \).

**Corollary 4.4.** Let \( R \) be a commutative ring and let \( \text{Mod}(R) \) be the category of \( R \)-modules, equipped with the discrete model structure. Let \( S \) be a commutative \( R \)-algebra. Then there exists a Bousfield localization of \( \text{Mod}(R) \) in which the base change functor \( - \otimes_R S \) is a fibrant replacement monad if and only if the natural multiplication map \( S \otimes_R S \to S \) is an isomorphism.

**Proof.** By Theorem 4.3, in order for the base change functor to be a fibrant replacement, the forgetful functor from \( \text{Mod}(S) \) to \( \text{Mod}(R) \) must be a full functor. Since it is clearly faithful, its fullness is equivalent to the counit \( M \otimes_R S \to M \) of the adjunction being an isomorphism for every \( S \)-module \( M \) (see for example Theorem IV.3.1 of [8]). This counit is simply the tensor product of \( M \) with the multiplication map \( S \otimes_R S \to S \). So, for the counit to be an isomorphism, it is necessary and sufficient that \( \nabla \) be an isomorphism. □

**Remark 4.5.** Every argument used in the proof of Theorem 4.3 dualizes; in particular, we did not use a cofibrant generation assumption or small object argument anywhere. Consequently, if \( \mathcal{C} \) is finitely complete and finitely co-well-complete, then Theorem 4.3 also gives us order-preserving bijections

\[
(\text{co Refl}(\mathcal{C}))^\text{op} \cong \text{co Loc}(\mathcal{C}) \cong \text{Idem co Monads}(\mathcal{C})
\]

between the partially-ordered collection of coreflective replete subcategories of \( \mathcal{C} \), the partially-ordered collection of Bousfield colocalizations of the discrete model structure on \( \mathcal{C} \), and the partially-ordered collection of natural equivalence classes of idempotent comonads on \( \mathcal{C} \).

A dual version of Remark 3.2 shows easily that a co-complete, co-well-powered category is finitely co-well-complete, so again, the bijections 4.0.5 hold in most categories of everyday practical mathematical experience (sets, groups, rings, topological spaces, etc.), and again, there are also plenty of finitely co-well-complete categories even aside from those that are co-complete and co-well-powered, for example, the category of finite sets.

**Lemma 4.6.** Let \( \mathcal{C} \) be a model category whose model structure is a Bousfield localization of the discrete model structure. Then every map between fibrant objects in \( \mathcal{C} \) is a fibration.

**Proof.** Write \( \mathcal{A} \) for the full subcategory of \( \mathcal{C} \) generated by the fibrant objects. By Proposition 2.4, \( \mathcal{A} \) is a reflective replete subcategory of \( \mathcal{C} \). Write \( F : \mathcal{C} \to \mathcal{A} \) for a reflector functor, \( \eta : \text{id} \to F \) for the natural transformation of the reflector, and suppose that \( f : V \to W \) is a weak equivalence in \( \mathcal{C} \) and \( g : X \to Y \) is a map between fibrant objects in \( \mathcal{C} \) fitting into a commutative square

\[
\begin{array}{ccc}
V & \xrightarrow{a} & X \\
m | & \downarrow & \downarrow \\
W & \xrightarrow{b} & Y
\end{array}
\]
Then we have a commutative diagram

\[
\begin{array}{ccc}
V & \xrightarrow{a} & X \\
\downarrow{f} & & \downarrow{g} \\
W & \xrightarrow{b} & Y
\end{array}
\]

and \( Ff \) is an isomorphism by Theorem 4.3. It is easy to check that \( a' \circ (Ff)^{-1} \circ \eta W : W \to X \) fills in the square 4.0.6 and makes it commute.

Hence maps between fibrant objects have the right lifting property with respect to all acyclic cofibrations. Hence maps between fibrant objects are fibrations. □

**Theorem 4.7.** Let \( \mathcal{C} \) be a finitely complete, finitely co-complete category, and suppose \( \mathcal{C} \) is equipped with a model structure which is a Bousfield localization or a Bousfield colocalization of the discrete model structure. Suppose furthermore that \( \mathcal{C} \) is pointed, so that the model structure defines the structure of a Waldhausen category on the full subcategory of \( \mathcal{C} \) generated by the cofibrant objects. Then the Waldhausen K-theory of \( \mathcal{C} \) is trivial, that is, \( K_n(\mathcal{C}) = \pi_n(\Omega|wS\mathcal{C}|) \cong 0 \).

**Proof.** First suppose that \( \mathcal{C} \) is a Bousfield localization of the discrete model structure. Then all objects are cofibrant, and we have the exact (in the sense of Waldhausen) functor \( 1 : \mathcal{C} \to \mathcal{C} \) sending every object of \( \mathcal{C} \) to the terminal object, and sending every morphism to the identity morphism on the terminal object. Furthermore, since all maps in \( \mathcal{C} \) are cofibrations, we have a cofiber sequence of exact functors \( \mathcal{C} \to \mathcal{C} \):

\[
\text{id}_\mathcal{C} \to 1 \to 1.
\]

Now by Waldhausen’s additivity theorem (Proposition 1.3.2 and Theorem 1.4.2 of [11]), the functors

\[
|wS\text{id}_\mathcal{C}| \vee |wS1| : |wS\mathcal{C}| \to |wS\mathcal{C}|
\]

are homotopic. Hence the identity map on \( |wS\mathcal{C}| \) is nulhomotopic, hence \( |wS\mathcal{C}| \) is contractible, hence \( K_n(\mathcal{C}) = \pi_n(\Omega|wS\mathcal{C}|) \cong 0 \) for all \( n \).

Now suppose that \( \mathcal{C} \) is a Bousfield colocalization of the discrete model structure, and write \( \mathcal{C}_{\text{cof}} \) for the full subcategory of \( \mathcal{C} \) generated by the cofibrant objects. By the dual of Lemma 4.6, all maps between cofibrant objects in \( \mathcal{C} \) are cofibrations. So the same argument as above, using Waldhausen’s additivity theorem, implies contractibility of \( |wS\mathcal{C}_{\text{cof}}| \), hence triviality of all \( K \)-groups. □
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