MinkLoc++: Lidar and Monocular Image Fusion for Place Recognition
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Abstract—We introduce a discriminative multimodal descriptor based on a pair of sensor readings: a point cloud from a LiDAR and an image from an RGB camera. Our descriptor, named MinkLoc++, can be used for place recognition, re-localization and loop closure purposes in robotics or autonomous vehicles applications. We use late fusion approach, where each modality is processed separately and fused in the final part of the processing pipeline. The proposed method achieves state-of-the-art performance on standard place recognition benchmarks. We also identify dominating modality problem when training a multimodal descriptor. The problem manifests itself when the network focuses on a modality with a larger overfit to the training data. This drives the loss down during the training but leads to suboptimal performance on the evaluation set. In this work we describe how to detect and mitigate such risk when using a deep metric learning approach to train a multimodal neural network. Our code is publicly available on the project website.

Index Terms—multimodal place recognition, global descriptor, deep metric learning

I. INTRODUCTION

Place recognition is an important task in computer vision with a broad range of practical applications, such as loop-closure in SLAM [1], [2] or autonomous driving [3], [4]. Early methods [5]–[9] mostly rely on images from RGB cameras and are affected by illumination changes and different weather conditions. To mitigate this problem and improve the robustness, autonomous vehicles are nowadays equipped with additional sensors, such as LiDAR. LiDAR provides information about the geometry of the observed scene in the form of a sparse point cloud. It’s more robust to adverse environmental conditions than RGB camera and can provide reliable data in limited visibility conditions (e.g. at night). On the other hand, LiDARs cannot capture fine details of the observed scene, such as a texture of visible buildings or other objects, that might be helpful in localization task. The intuitive approach to improve place recognition performance is to combine these two modalities. Such multimodal approach is an interesting machine learning problem that has gained attention recently but remains underexplored [9]. The main research question is how to efficiently combine different modalities to fully exploit their complementary character.

Place recognition is often formulated as an instance retrieval problem. Given a query instance, such as an RGB image, the aim is to find its closest match, with a known location, in a large-scale database. This idea is illustrated in Fig. 1. In this work, we focus on learning a discriminative global descriptor for large-scale place recognition purposes using multimodal data: an image from an RGB camera and a 3D point cloud from a LiDAR. We use a late fusion approach to obtain our multimodal descriptor, where two modalities are processed separately and merged in the final part of the processing pipeline. Our method yields the state-of-the-art results on the Oxford RobotCar [10] and KITTI datasets [11].

In our initial experiments we observed an interesting behaviour, when training the multimodal network using late fusion of two unimodal descriptors. The network trained with two modalities performs worse compared to using only one modality. Further investigation shows, that this counter-intuitive result is caused by different susceptibility to overfitting of two feature extraction subnetworks. The network learns to focus on the modality giving a smaller training error – but because of much larger overfitting, producing poor results on the evaluation set. The same phenomenon is observed in the context of training multimodal classifiers in [12], where authors propose so-called Gradient-Blending approach based on overfitting-to-generalization ratio of each modality. In this work we use deep metric learning approach with a triplet loss and propose a similar solution based on extending the loss function with additional terms based on individual modalities.

In summary the main contributions of our work are as follows.

Fig. 1. Multimodal place recognition. MinkLoc++ computes a global descriptor from a pair of sensor readings: a 3D point cloud from LiDAR and an image from a RGB camera. Localization is performed by searching the database for a geo-tagged pair of readings with the closest descriptor.
• We design a discriminative multimodal descriptor for place recognition purposes based on two modalities: a 3D point cloud from a LiDAR scan and an image from RGB camera. The proposed method advances state of the art.
• We propose an effective solution to the problem of \textit{dominating modality} which adversely affects the discriminability of a multimodal descriptor. The problem happens when one modality exhibits significantly higher overfitting to the training set than the other one.

The remainder of this paper is organized as follows: Sec. II gives a brief overview of the related work. Sec. III introduces our method for multimodal place recognition. Sec. IV shows the experimental results and Sec. V concludes our work.

II. RELATED WORK

A. Image-based place recognition

The majority of image retrieval methods \cite{5, 13} builds upon local features aggregation techniques such as Fisher Vectors \cite{14} or VLAD \cite{15}. Previously used handcrafted features are currently replaced with convolutional neural networks (CNNs), such as VGG \cite{16} or ResNet \cite{17}. In \cite{5} authors introduce NetVLAD, an end-to-end learnable method explicitly targeting the large-scale place recognition task. Its main component is a generalized VLAD layer for local feature aggregation. It can be plugged into any CNN-based feature extractor and trained using backpropagation. Similarly, Generalized Mean Pooling (GeM) proposed in \cite{18} is another aggregation method that can be appended a CNN backbone and trained end-to-end. GeM layer generalizes max and average pooling and proved successful in instance retrieval tasks.

B. Point cloud-based place recognition

PointNetVLAD \cite{19} is the first deep network to generate a global point cloud descriptor for large-scale place recognition. The method uses PointNet architecture \cite{20} to extract local features, followed by NetVLAD aggregation layer. However PointNet-based architecture is not well suited to capture local geometric structures and extract informative local features. LPD-Net \cite{21} addresses this weakness by enhancing an input point cloud with handcrafted features and using graph neural networks to extract local contextual information. EPC-Net \cite{22} improves upon LPD-Net by using proxy point convolutional neural network. SOE-Net \cite{23} improves extraction of local contextual information by introducing the PointOE module, which captures local geometric structures from eight spatial orientations.

All of the previously mentioned methods are based on unordered set of points representation. MinkLoc3D \cite{24} uses an alternative representation and is based on sparse voxelized representation. It uses 3D convolutional architecture modelled upon a Feature Pyramid Network (FPN) \cite{25} design pattern to extract informative local features. Local features are aggregated using GeM \cite{18} layer into a discriminative global descriptor. MinkLoc3D yields state-of-the-art results on standard benchmarks outperforming other point cloud-based global descriptors.

C. LiDAR and RGB camera fusion for multimodal place recognition

Methods for multimodal place recognition can be categorized by a modality fusion strategy. The first group creates augmented images based on structural (3D) information, thus approaches modality fusion problem in the early stages of the processing pipeline. CORAL, a bi-modal descriptor presented in \cite{26}, builds an elevation image from an input point cloud. Elevation image is enhanced with projected RGB image features extracted at multiple scales and processed using a deep neural network. Extracted local features are aggregated using NetVLAD layer. In \cite{2} an input RGB image is concatenated with LiDAR intensity image and processed using a convolutional neural network.

The most common approach in multimodal place recognition is late fusion. In \cite{27} a point cloud descriptor is obtained using PointNetVLAD architecture, with NetVLAD aggregation layer altered to ignore non-informative 3D points. Image-based descriptor is extracted using ResNet50 \cite{17} architecture. Two unimodal descriptors are concatenated and processed by a fully-connected layer to produce the multimodal descriptor. \cite{28} enhances \textit{late fusion} with a global channel attention layer (GCA). In \cite{29} image-based place recognition is augmented with structural cues constructed from RGB video stream using structure-from-motion. The reconstructed 3D point segments are discretized into a regular voxel grid and processed using 3D convolutional neural network. Features extracted from a 3D point cloud and an RGB image are merged to form the multimodal descriptor.

III. METHOD DESCRIPTION

This section presents our MinkLoc++ method to compute a discriminative global descriptor for place recognition purposes. The descriptor is based on two modalities: an image from an RGB camera and a point cloud from a LiDAR installed on a moving vehicle. Place recognition is performed by searching the database of geo-tagged pairs of sensor readings (RGB image and 3D point cloud) for descriptors closest to the descriptor of the query pair. The idea is illustrated in Fig. 1

A. Network architecture

We use \textit{late fusion} approach where modalities are processed separately and combined in the final part of the processing pipeline. The \textit{late fusion} approach is highly flexible and robust if one sensor fails.

The high-level network architecture is shown in Fig. 2. The network consists of two branches: the upper branch computes a point cloud descriptor $D_{PC} \in \mathbb{R}^k$ and the lower branch computes an RGB image descriptor $D_{RGB} \in \mathbb{R}^k$. In our experiments we use $k = 128$.

The upper branch uses an enhanced version of MinkLoc3D \cite{24} architecture, that proved successful in point cloud-based place recognition task. We improve the design
by incorporating ECA [30] channel attention mechanism originally proposed for 2D convolutional networks. The input point cloud is quantized into a sparse voxelized representation and processed by a point cloud feature extraction block, shown in Fig. 3. It is a 3D convolutional network based on a Feature Pyramid Network [31] design pattern. First, the input point cloud is processed in the bottom-up part direction producing 3D feature maps with decreasing spatial resolution and increasing receptive field. Each block in the bottom-up pass consists of a series of 3D convolutions with skip connections followed by ECA [30] channel attention layer. See Fig. 4 for details. Then, the transposed convolution upsamples the feature map generated by the last convolutional block. Upsampled feature map is concatenated with features from the corresponding layer of the bottom-up pass using a lateral connection. This design produces a feature map with relatively high spatial resolution and large receptive field. Our initial experiments proved, that pooling 3D features from feature map with higher spatial resolution is advantageous over using lower resolution maps computed by deeper networks. The resultant sparse 3D feature map $F_{PC}$ is pooled using a generalized-mean (GeM) pooling [18] layer to produce a point cloud descriptor $D_{PC} \in \mathbb{R}^k$.

The lower branch uses first four blocks of a pre-trained ResNet18 [17] to extract a 2D feature map with 256 channels. The number of channels is reduced to $k$ using a convolutional layer with 1x1 filter, producing an RGB image feature map $F_{RGB}$. The feature map is pooled using a GeM pooling to produce an RGB image descriptor $D_{RGB} \in \mathbb{R}^k$.

**Descriptor aggregation** block combines a point cloud descriptor $D_{PC}$ and an image descriptor $D_{RGB}$ to produce a final $2k$-dimensional multimodal descriptor. We use a simple concatenation along channels dimension to merge two descriptors. In ablation study we evaluate other options and discuss why this simplistic aggregation strategy gives better results than more sophisticated approaches.
B. Network training

To train the network to produce discriminative global descriptors we use a deep metric learning approach \(^\text{[32]}\) with a triplet margin loss \(^\text{[33]}\). Each mini-batch element is a pair of readings: a 3D point cloud and a corresponding RGB image. Mini-batch elements are arranged into triplets consisting of an anchor, a positive and a negative example. The positive example is a batch element similar to the anchor and a negative example is a batch element dissimilar to the anchor. Two elements are similar if they show the same place, that is if they were captured at locations at most 10 meters apart. Elements are dissimilar, if they represent different locations, that is they were captured at locations more than 50 meters apart. If a distance between locations is within 10-50 meters range, the elements are considered neither similar nor dissimilar. To increase the training efficiency, we use batch-hard negative mining \(^\text{[33]}\) to build informative triplets.

The loss function \(L\) defined by Eq. \(1\) is a sum of three terms: the first is based on the fused multimodal descriptor \(D\), the second on the a point cloud descriptor \(D_{PC}\) and third on an RGB image descriptor \(D_{RGB}\).

\[
L = (1 - \alpha - \beta)L_F + \alpha L_{PC} + \beta L_{RGB},
\]

(1)

where \(\alpha, \beta, \gamma\) are experimentally chosen weights and each component \(L_F, L_{PC}, L_{RGB}\) is a triplet margin loss function \(^\text{[33]}\) defined as:

\[
L_D(a_i, p_i, n_i) = \max \{d(a_i, p_i) - d(a_i, n_i) + m, 0\},
\]

(2)

where \(d(x, y) = ||x - y||_2\) is an Euclidean distance between descriptors \(x\) and \(y\); \(a_i, p_i, n_i\) are descriptors of an anchor, a positive and a negative element in \(i\)-th triplet and \(m\) is a margin. For each batch, \(L_F\) is computed from triplets constructed from multimodal descriptors \(D\); \(L_{PC}\) from triplets constructed from point cloud descriptors \(D_{PC}\); and \(L_{RGB}\) from triplets constructed from RGB image descriptors \(D_{RGB}\).

Fig. \(2\) shows the relation of each loss component to the processing pipeline.

The rationale for using multiple terms in the loss function is the dominating modality problem discovered during our initial experiments. We noticed that a multimodal descriptor, trained with a standard triplet loss, had an inferior performance on the evaluation set compared to the best unimodal descriptor. This counter-intuitive result is caused by the fact that one modality (RGB image in our case) performs much better on the training set and much worse on the evaluation set than the other one (3D point cloud), due to much larger overfitting.

Thus, the network learns to focus on the modality with smaller training error, but greater evaluation error, largely ignoring the other one. We mitigate this problem by extending the loss function with additional terms \(L_{PC}\) and \(L_{RGB}\) based on unimodal descriptors \(D_{PC}\) and \(D_{RGB}\) produced by two unimodal subnetworks (see Fig. \(2\)). This simple solution allows balancing the influence each modality and improves performance of the fused multimodal descriptor.

The same phenomenon was observed in the context of training multimodal classifiers in \(^\text{[12]}\). It proposes Gradient-Blending, where weights of each loss term are based on overfitting-to-generalization ratio of each single modality subnetwork. This approach cannot be directly applied when training a multimodal descriptor using a deep metric learning approach. When batch-hard negative mining is used, the loss function often fluctuates or stagnates for a number of epochs as harder and harder triplets are constructed. Instead, the number of active triplets (i.e. triplets with non-zero loss) constructed from each unimodal descriptor is much better indicator of overfitting. Hence, we find the dominating modality (RGB image) by examining the ratios of active triplets in training and validation set using each unimodal descriptor. Weights \(\alpha\) and \(\beta\) in Eq. \(1\) are chosen to maximize the performance on the validation set. It should be noted, that it’s sufficient to tune only one parameter in Eq. \(1\) that is the weight for the non-dominating modality. The weight for the dominating modality can be set to 0, as parameters of its descriptor extraction subnetwork will nevertheless be optimized during the learning due to their influence on the fused multimodal loss \(L_F\) term.

See ablation study section for evidence how multi-head loss improves discriminability of the multimodal descriptor.

The loss function is minimized using a stochastic gradient descent with Adam optimizer. Similar to \(^\text{[24]}\), we use dynamic batch sizing. The training starts with a small batch size (32 elements) and the batch size is gradually increased up to 128 elements as the training progress and the network learns more discriminative embeddings. The number of active triplets (i.e. triplets with non-zero loss) is monitored and when falls below the threshold, the batch size is increased. This prevents the training process from collapse, which could happen in early epochs when mining hard triplets from a large batch, and allows using larger batch to mine more difficult triplets later on.

We use data augmentation to improve generalization and reduce the overfitting. For RGB images, we use photometric distortions, random crop and random erasing augmentation \(^\text{[34]}\). For 3D points clouds, we use a random jitter and random points removal. We also adapted random erasing augmentation to remove 3D points within the randomly selected fronto-parallel cuboid.

C. Implementation details

In all experiments we quantize 3D point coordinates with 0.01 quantization step. As point coordinates in the Oxford RobotCar dataset are normalized to be within \([-1, 1]\) range, this gives up to 200 voxels in each spatial direction. The initial learning rate for network parameters in the RGB image feature extraction block is set to \(10^{-4}\) and for all other parameters to \(10^{-3}\). In all experiments we train the network for 50 epochs, reducing the learning rate by 10 at the end of 30 epoch. The dimensionality of point cloud and RGB image descriptors is set to \(k = 128\), and the multimodal descriptor has \(2k = 256\) dimensions. To prevent embedding collapse in early epochs of training, we use a dynamic batch sizing strategy. The initial
batch size is set to 8. When the number of active triplets falls below 70% of the current batch size, the batch is increased by 40% until the maximum size of 160 elements is reached. To limit overfitting we use $L_2$ weight regularization with $\lambda = 10^{-3}$ coefficient. The coefficients of the loss terms in Eq. 1 are $\alpha = 0.5$, $\beta = 0$.

All experiments are performed on a server with a single NVIDIA RTX 2080 Ti GPU, 12 core AMD Ryzen Threadripper 1920X processor and 64 GB of RAM. We use PyTorch 1.7 [35] deep learning framework, MinkowskiEngine 0.4.3 [36] autodifferentiation library for sparse tensors and Pytorch Metric Learning library 0.9.96 [37].

IV. EXPERIMENTAL RESULTS

This section describes results of an experimental evaluation of our global descriptor and comparison with state of the art.

A. Datasets and evaluation methodology

Our method is trained and evaluated on a modified Oxford RobotCar dataset [10]. The dataset is created using a suite of two sensors (RGB cameras, LiDAR sensors, GPS/INS) mounted on the car travelling multiple times through the same route in the city of Oxford at different times of day and year. We build our dataset by enhancing a dataset of 3D point clouds introduced in [19], constructed from RobotCar LiDAR scans. Point clouds are build from consecutive 2D LiDAR scans during the 20 m. drive of a vehicle. The ground plane is removed and point clouds are downsampled to 4096 points. For each point cloud we find in an original RobotCar dataset corresponding RGB images with the closest timestamps taken from the center camera. Each image is downsampled from 1280x960 to 320x200 resolution. During training, to increase data diversity and limit overfitting, we randomly sample from 15 closest RGB images. In evaluation we use only one RGB image with the closest timestamp. Exemplary dataset elements are shown in Fig. 1. Elements are similar (positive examples) if they are at most 10m apart and dissimilar (negative examples) if they are at least 50m apart. Elements between 10 and 50m apart are neither similar nor dissimilar. The dataset is split into disjoint training (21.7k elements) and test (3k elements) areas based on UTM coordinates.

We follow the same evaluation protocol and use the same train/test split (so called Baseline scenario), as introduced in [19] and used in later works [21], [24]. An element (point cloud with a corresponding RGB image) from a test dataset is taken as a query. Pairs of point clouds and RGB images from other traversals covering the same region but captured at different times form the database. Recall@$N$ measures the percentage of correctly localized queries using top-$N$ elements returned from the database. Localization is correct, if at least one of top-$N$ retrieved database elements is within 25 meter distance threshold from the ground truth position of the query element. In addition to Average Recall@1 (AR@1) we report Average Recall@1% (AR@1%), which is calculated taking into account top-$k$ matches, where $k$ is 1% of the database size.

Additionally, we evaluate the generalization ability of our methods using KITTI Odometry dataset. The dataset consists of RGB camera images, as well as LiDAR scans acquired with Velodyne laser scanner. Therefore, the characteristics of input point clouds differs significantly from the scans in Oxford RobotCar dataset. We follow the same procedure as introduced in [26]. We take Sequence 00 which visits the same places repeatedly and construct the reference database using the data gathered during the first 170 seconds. The rest is used as localization queries.

B. Evaluation results

We compare the performance of our multimodal descriptor with point cloud-only descriptors: PointNetVLAD [19], PCAN [38], LPD-Net [21], EPC-Net [22], SOE-Net [23], MinkLoc3D [24] and multimodal descriptors based on a 3D point cloud and an RGB image: CORAL [26], PIC-Net [28]. Where the source code or pretrained model is available (PointNetVAD, PCAN, LPD-Net, MinkLoc3D) we run the evaluation by ourselves, otherwise (EPC-Net, SOE-Net, CORAL, PIC-Net) we show results reported by authors on the same dataset and with identical evaluation protocol.

Evaluation results on the modified Oxford RobotCar dataset (Baseline scenario) are shown in Tab. I. Our MinkLoc++ model outperforms other multimodal methods. The improvement in AR@1% seems moderate (99.1 our method versus 98.2 for PIC-Net) but this metric is close to 100% and there’s very little room for improvement. We also compared MinkLoc++ trained using only 3D modality to a number of unimodal, point cloud-based descriptors. Our method outperforms all of them, including recently proposed EPC-Net and SOE-Net. It can be noticed, that overall improvement from using multimodal approach compared to 3D-based unimodal is limited. The best unimodal descriptor has AR@1 94.5 compared to 96.7 obtained by multimodal MinkLoc++. This can be explained by two factors. First, the results are close to 100% and even 2 p.p. improvement is worth noticing. Second, RobotCar dataset was acquired at varying environmental conditions, with a number of images taken in limited visibility conditions (at night, very sunny or rainy day). 3D modality based on LiDAR scans is more reliable source of data than an RGB image.

To verify robustness of our method to different environmental conditions, we run additional evaluation on RobotCar Seasons [40] benchmark. This is a challenging image-based dataset, prepared from Oxford RobotCar, with different splits corresponding to different atmospheric conditions and times of a day (e.g. snow, rain, dawn or night). We extend this dataset with 3D information to allow testing our multimodal descriptor. For each image, we find LiDAR readings with corresponding timestamps in the in original RobotCar dataset [10] and use them to construct 3D point clouds. We compute descriptors for each element in the extended dataset and use them to retrieve elements from each dataset split. We compare our method with two image-based and two point cloud-based global descriptors. Tab. III reports the percentage of correctly localized queries
TABLE I
Evaluation results of place recognition methods on Robot Car dataset.

| Method          | Modality | AR@1% | AR@1 |
|-----------------|----------|-------|-------|
| PointNetVLAD    | 3D       | 80.3  | 63.3  |
| PCAN [38]       | 3D       | 83.8  | 70.7  |
| DH3D-4096 [39]  | 3D       | 84.3  | 73.3  |
| LPD-Net [21]    | 3D       | 94.9  | 86.4  |
| EPC-Net [22]    | 3D       | 94.7  | 86.2  |
| SOE-Net [23]    | 3D       | 96.4  | 89.3  |
| MinkLoc3D [24]  | 3D       | 97.9  | 93.8  |
| MinkLoc++ (our) | 3D       | 98.2  | 93.9  |
| CORAL [26]      | 3D + RGB | 96.1  | 88.9  |
| PIC-Net [25]    | 3D + RGB | 98.2  | -     |
| MinkLoc++ (our) | 3D + RGB | 99.1  | 96.7  |

TABLE II
Evaluation results of place recognition methods on KITTI Odometry dataset.

| Method          | Modality | AR@1% |
|-----------------|----------|-------|
| PointNetVLAD    | 3D       | 72.4  |
| LPD-Net [21]    | 3D       | 74.6  |
| MinkLoc++ (our) | 3D       | 72.6  |
| MinkLoc++ (our) | RGB      | 76.2  |
| CORAL [26]      | 3D + RGB | 76.4  |
| MinkLoc++ (our) | 3D + RGB | 82.1  |

for each dataset split. The query is correctly localized if the pose of the best matching element from the database is within 5 meter and 10° threshold from the ground truth pose. In day conditions MinkLoc++ consistently outperforms all unimodal methods, except for rainy weather. The rain adversely affects LiDAR performance causing worse results. The improvement over image-based methods in good visibility conditions is only
To test the generalization ability of our method, we evaluate the model trained on RobotCar dataset on KITTI dataset. We compare our results with [26] by reproducing the evaluation procedure described in this paper. Our multimodal MinkLoc++ descriptor outperforms other methods. Our method can efficiently fuse two modalities to boost the performance. It must be noted, that point clouds in Kitti dataset have very different characteristic than point clouds in our training dataset. The former are build from a single 360° sweep of a 3D LiDAR, the latter are constructed by merging multiple scans from a 2D LiDAR during the 20m. drive of a vehicle. This explains worse performance of our method using solely 3D modality compared to the results on RobotCar dataset. Fig. 6 shows an example of a successful retrieval case.

D. Ablation study

In this section, we investigate the effects of the design choices on our multimodal descriptor performance. In all experiments, unless otherwise noted, the network is trained using the same dataset and hyperparameters as described in previous sections.

First, we compare our multi-head loss function with a straightforward approach where the loss is based only on the fused multimodal descriptor. Tab. [IV] shows the number of active triplets, at the end of the training, constructed from each unimodal descriptor and the performance of a fused multimodal descriptor, for different combination of weights in the loss function given by Eq. [I]. Setting $\alpha$ and $\beta$ to 0 (first row), means that only one term $L_F$, based on the fused multimodal descriptor, is used. In this case, when using a training data there’s much less (−52) active triplets for RGB image modality than for 3D modality. On the contrary, on validation data, there’s more (+24) active triplets for RGB modality than 3D. This suggests, that the network overfits much more to RGB modality, which is the dominating modality. Because of the larger overfit, during the training the network concentrates on RGB modality, largely ignoring the other one. This leads to suboptimal performance of the fused multimodal descriptor on the evaluation set. The solution is to increase the weight of the loss term corresponding to the non-dominating modality ($L_{PC}$ in our case). This balances both modalities during the training and increases performance of the fused multimodal descriptor. Note, that the best performance of the multimodal descriptor is achieved when the difference between the number of active triplets for two unimodal descriptors is similar in both training and validation sets (rows 2 and 3 in Tab. [IV] with $\alpha = 0.5$ and $\alpha = 0.8$). Using multi-head loss function allows increasing the performance from 94.4% AR@1 (for $\alpha = \beta = 0$) to 96.7% (for $\alpha = 0.5$, $\beta = 0$). In earlier experiments we tried limiting overfitting for RGB modality by regularization or more aggressive data augmentation. But this had only a limited impact and didn’t allow solving the above mentioned problem.

In Tab. [V] we compare discriminativity of the multimodal descriptor with its unimodal counterparts. To make a fair comparison we increase dimensionality of each unimodal descriptor to 256, the same size as the multimodal descriptor. Using multimodal approach improves discriminability of the global descriptor (96.7 AR@1) compared to its unimodal counterparts (86.8 for RGB and 94.5 for 3D). As expected, an RGB-based descriptor has the worst performance. Oxford RobotCar is a challenging dataset and image acquisition conditions vary significantly between different traversals. The same place visited during a sunny day and at dusk or at night looks differently. The improvement over 3D modality was more limited.

Tab. [VI] shows the impact of a feature pooling method on the performance of each unimodal descriptor. The following methods are evaluated: maximum activations of convolutions (MAC) [42], sum-pooled convolutional features (SPoC) [43], generalized-mean pooling (GeM) [18], NetVLAD [5] and NetVLAD with Context Gating (NetVLAD-CG). For RGB modality, all examined methods, except for SPoC, performed similarly, with AR@1 varying between 86.1 and 86.9. For 3D modality, generalized-main pooling, with one trainable parameter, yields the best results (94.5 AR@1). Hence, we choose GeM as a feature pooling method for both modalities. It can be noted that more sophisticated feature aggregation methods (NetVLAD and NetVLAD with Context Gating) didn’t improved the performance. This can be explained by the fact, that NetVLAD layer with a large number of trainable parameters (about 6 mln. in our configuration) increases overfitting which prevents an improvement on the evaluation set.

We also investigate different approaches for aggregation of two unimodal descriptors to form the multimodal descriptor. Two basic strategies are concatenation and summation of unimodal descriptors and the results are shown in the second column (‘-’) in Tab. [VII]. After this initial step, we optionally process the merged descriptor using a fully connected layer (column FC in the table) or two-layer MLP (column MLP). Interestingly, simple concatenation or addition of unimodal descriptors gives the best results. When concatenation is followed by a fully connected layer, AR@1 drops by 9 p.p. to 87.8. This behavior can again be attributed to the dominating modality problem. When a fully connected layer or MLP is used to process merged descriptors, the benefits or using multi-head loss function, with additional loss term for each modality, are lost. Added layers learn to extract information from dominating modality (RGB image in our case) from merged data and focus on it. Due to larger overfitting to the training set this leads to noticeably worse performance on the evaluation set. It can be noted that adding 2-layer MLP drops AR@1 to 85.0 (86.61), which is comparable with the performance of the unimodal descriptor based on the dominating RGB modality (86.8 AR@1).
V. Conclusion

In this paper we present MinkLoc++, a multimodal descriptor for place recognition purposes based on an input from a LiDAR scanner and RGB camera. Experimental evaluation proves that the proposed method outperforms state of the art on standard benchmarks. The performance of our method can be attributed to two factors. First, we use an efficient 3D convolutional network, based on sparse voxelized representation, for producing a discriminative point cloud descriptor. Enhancing MinkLoc3D [24] architecture with an ECA channel attention [30] improves results on 3D modality. Second, we show how to efficiently train multimodal descriptor avoiding dominating modality problem. Straightforward approach of computing the loss based only on the fused multimodal descriptor leads to suboptimal results. This is caused by the fact, that one modality (RGB image in our case) performs better on the training set, and much worse on the validation set, due to larger overfitting. The network learns to focus on the modality with better training performance leading to worse results on the evaluation set. We mitigate this problem by extending the loss function with additional terms based on unimodal descriptors computed in intermediary steps of the processing pipeline. This simple solution balances both modalities and improves performance of the fused descriptor.
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