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ABSTRACT

The challenge of graphically rendering high frame-rate videos on low compute devices can be addressed through periodic prediction of future frames to enhance the user experience in virtual reality applications. This is studied through the problem of temporal view synthesis (TVS), where the goal is to predict the next frames of a video given the previous frames and the head poses of the previous and the next frames. In this work, we consider the TVS of dynamic scenes in which both the user and objects are moving. We design a framework that decouples the motion into user and object motion to effectively use the available user motion while predicting the next frames. We predict the motion of objects by isolating and estimating the 3D object motion in the past frames and then extrapolating it. We employ multi-plane images (MPI) as a 3D representation of the scenes and model the object motion as the 3D displacement between the corresponding points in the MPI representation. In order to handle the sparsity in MPIs while estimating the motion, we incorporate partial convolutions and masked correlation layers to estimate corresponding points. The predicted object motion is then integrated with the given user or camera motion to generate the next frame. Using a disocclusion infilling module, we synthesize the regions uncovered due to the camera and object motion. We develop a new synthetic dataset for TVS of dynamic scenes consisting of 800 videos at full HD resolution. We show through experiments on our dataset and the MPI Sintel dataset that our model outperforms all the competing methods in the literature.

Index Terms: View synthesis—Video prediction—Interleaved reprojection—3D optical flow

1 INTRODUCTION

The computational limitations of handheld mobile devices reduce the frame rates at which high resolution video content can be graphically rendered in virtual reality (VR) applications. This leads to a poor user experience when viewing such content on a VR headset [4]. To overcome this limitation, interleaved reprojection techniques [3, 11, 12, 26] graphically render frames periodically and predict the intermediate frames. The prediction of these frames needs to adjust for the camera motion or change in viewpoint of the user as well as the movement of objects in the scene. This leads us to the problem of temporal view synthesis of dynamic scenes (TVS-DS), where the goal is to generate the future video frame given its camera pose.

Our problem statement is primarily motivated by use cases in gaming applications of VR. This is a significant share of VR applications. TVS-DS is also applicable in other scenarios requiring real-time rendering such as flight simulations, VR exposure therapy and so on. The above applications primarily involve graphical rendering of simulated environments and thus deal with synthetic videos. In most of these situations, the content creators or game developers make the depth of the scene available along with other scene information required for rendering. However, more detailed information such as motion vectors for moving objects may not typically be available. Thus, we particularly focus on predicting the future frames of a synthetic video given the past RGB-D frames and the head (or camera) pose for both the past and future frames.

The main difference between TVS-DS and other related problems such as novel view synthesis [61, 70] and depth image based rendering (DIBR) [14, 37] is the object motion prediction between source and target views. In the works by Gao et al. [18], Lin et al. [29] and Yoon et al. [66], the authors consider dynamic scene videos, but the target frame is at the same time instant as one of the source frames. Thus, they do not address the question of moving objects at a future time instant. Recently, HyperNeRF [43] and the model by Li et al. [28] can interpolate object motion between the frames, but require hours of training for every scene. On the other hand, our problem formulation is close to that of video prediction [38, 49], but differs in the use and availability of camera motion. The explicit use of camera motion can help TVS-DS methods perform much better than generic video prediction. Thus, TVS-DS lies at the intersection of video prediction and view synthesis.

The key challenges in TVS-DS involve leveraging the user motion to extrapolate the past motion of moving objects, combining these to predict the next frame, and infilling any disocclusions arising out of the combined motion. In this work, we focus on causal frame-rate...
upsampling of graphically rendered videos as shown in Fig. 1 and explore the feasibility of using neural networks to predict future frames. Since it is vital that the predicted objects are temporally consistent with the next rendered frame, we do not aim to hallucinate new objects. While camera motion can lead to new regions entering the frame, this can be addressed by rendering a larger field of view and cropping the desired field of view while displaying.

We design a framework to decouple camera and object motion, which allows us to effectively use the available camera motion and only predict the object motion. To predict future object motion, we estimate the object motion in the past frames and then extrapolate it. However, both the camera motion and object motion are intertwined in the past frames. To estimate the object motion alone, we first nullify the camera motion between the past frames by warping them to the same view using projective geometry. Decoupling camera and object motion makes the predicted object motion independent of the past or future camera motion, and thus we can synthesize future frames even when there is a change in the camera trajectory.

The depth of moving objects in a scene is usually different from that of their neighboring pixels. This difference can be exploited to better estimate the object motion by matching the points in 3D instead of 2D. Driven by this observation, we propose a method to estimate object motion in 3D, which we show to be more accurate than 2D motion estimation. It is also beneficial to use 3D motion estimation in occluded/disoccluded regions since such regions do not have matching points, and the motion estimation is guided by the neighborhood motion only. Occluded regions typically belong to the relative background, and hence motion in such regions is similar to that of the neighborhood background. Estimating motion in 3D can utilize this correlation to estimate better object motion.

We employ multi-plane images (MPI) as a 3D representation of the scenes, which represents the objects in the scene using multiple images placed at different depths. We choose the MPI representation since it can be directly processed by convolutional neural networks (CNN) and the frames can be reconstructed from MPI via differentiable alpha-compositing [48]. We estimate 3D motion as displacement vectors between the corresponding points on the MPIs by training a CNN in an unsupervised fashion. Since MPI representations are inherently sparse, we process the MPIs using partial convolution layers and employ masked correlations to compute the 3D cost volumes. We feed the 3D cost volumes to the subsequent partial convolution layers, which estimate the displacement or flow vectors. Since the depth dimension in MPIs is discrete, we predict the motion in the depth dimension as a probability distribution over the depth planes. The expected value of this predicted distribution gives the displacement in the depth dimension.

We then incorporate the available camera motion to determine all locations in the predicted frame that can be reconstructed from the past frame. Employing a 3D infilling network similar to that of Srinivasan et al. [48], we synthesize the regions which are newly uncovered in the predicted frames. We dub our model as DeCOMNet since we explicitly decompose the motion into camera and object motion for predicting the next frame.

Since most view synthesis and video prediction datasets do not satisfy the problem assumptions for TVS-DS, we develop a new challenging dataset named the Indian Institute of Science Virtual Environment Exploration Dataset - Dynamic Scenes (IISc VEED-Dynamic). Our dataset contains 800 videos with 12 frames per video with a wide variety of camera and object motion. We render the videos using Blender at full HD resolution and a frame rate of 30fps. We evaluate our model and benchmark other video prediction and view synthesis models on our dataset and the MPI-Sintel [13] dataset for frame-rate upsampling. We show that our model achieves state-of-the-art performance in terms of the quality of the predicted frames. We further upper bound the performance of our model components using an oracle that has knowledge of the future frames.

We summarize our main contributions as follows:

- We formulate a framework for temporal view synthesis of dynamic scenes that uses the available user or camera motion and only predicts the object motion.
- We design a 3D motion estimation model using an MPI representation of past frames after nullifying the camera motion between them. We introduce masked correlation and partial convolution layers to handle sparsity in the MPI representation.
- We develop a challenging dataset, IISc VEED-Dynamic, consisting of 800 videos at full HD resolution to evaluate our algorithm. We show that our model outperforms other competing models on both MPI-Sintel and our datasets.

2 RELATED WORK

2.1 Video Prediction

Deep video prediction was initially proposed as a self-supervised approach for representation learning of videos [49]. Video prediction has also found diverse applications such as robotic path planning [17], anomaly detection [33], video compression [30] and autonomous driving [34]. Various video prediction approaches include multiscale prediction [38], predictive coding [34], decomposing video into motion and content [54, 58], decoupling motion of background and foreground objects [62], decomposing motion into velocity and acceleration maps [45], action conditioned prediction [24] and so on. DPG [19], which disentangles motion propagation and content generation, is closely related to our work. However, our approach differs in decomposing the motion into camera motion and object motion and estimating object motion in 3D using MPIs.

To account for uncertainty of future in long term prediction, stochastic video prediction models [5, 16, 57] aim to predict multiple future motion-trajectories for a given past. A detailed review of video prediction models can be found in [42]. However, video prediction models, in general, do not use camera motion and depth available in temporal view synthesis. In contrast, temporal view synthesis deals with the question of how to use camera motion and only predict the local motion of objects.

2.2 View Synthesis

View Synthesis aims to synthesize the image as seen from a novel viewpoint given one or more images from different viewpoints. The models typically assume that camera pose is known, but depth is unknown and learn the depth either explicitly [46, 61] using a depth estimation module or implicitly through representations such as MPI [48, 69]. Recently, neural radiance fields (NeRF) [40] based models have found success in view synthesis. Depth image based rendering (DIBR) models assume depth is also known and typically employ the popular warp-and-infill approach and focus on infilling the disocclusions [14, 37]. Luo et al. [36] detect and remove foreground objects, reconstruct the background to infill the disocclusions and then apply motion compensation. Recently, Kanchana et al. [22] considered the problem of temporal view synthesis for static scenes.

Different from novel view synthesis, dynamic view synthesis [18, 29, 66] aims to synthesize the video frames of a dynamic scene from a novel viewpoint. Different approaches include combining single-view and multi-view depth [66], using static and dynamic NeRF [18], using MPI representations [29, 63] and so on. The above works assume that the scene is static between the views and do not predict any object motion. Recent works such as HyperNeRF [43] and the model by Li et al. [28] generate frames between two time instants by interpolating in a higher dimensional hyper-space or using scene flow. However, these models need to be trained afresh when there is a change in the scene or on the arrival of new rendered frames, which may be infeasible in frame-rate upsampling.
2.3 Optical flow and scene flow
Optical flow estimation is a classical problem [20, 35] which has found renewed interest due to the success of deep neural networks [32, 51]. Optical flow methods estimate a dense field of displacement vectors in the 2D image plane by luminance constancy based matching of points between two frames. Scene flow [56] extends optical flow to 3D. Recently, Yang et al. [65] estimate scene flow by expanding 2D optical flow to 3D. Our 3D motion estimation differs from the above through the use of the 3D MPI representation. We find that estimating the object motion using a 3D representation achieves superior performance when compared to that using a 2D representation (Sect. 5.5).

2.4 Image and Video Inpainting
In dynamic scenes, both the camera and object motion can create disocclusions in the next frame, which need to be filled. Several image and video inpainting algorithms exist in the literature including classical [9, 15, 60] and deep learning [21, 23, 25, 41, 44, 64, 67] based models. The infilling model proposed by Srinivasan et al. [48] exploits the 3D structure of the scene to infill disocclusions.

3 Problem Statement
We formulate the problem of temporal view synthesis of dynamic scenes for causal frame rate upsampling of synthetic videos. Consider the scenario of upsampling by \( k \) times, where we predict \( k - 1 \) future frames before the next rendered frame. Given previous frames \( \{ f_n, f_{n-k}, \ldots, f_{n-1k} \} \), their depth maps \( \{ d_n, d_{n-k}, \ldots, d_{n-1k} \} \), camera poses (extrinsics) \( \{ T_0, T_{n-k}, \ldots, T_{n-1k} \} \), camera intrinsics \( K \) and the camera poses of the next frames \( \{ T_{n+1}, T_{n+2}, \ldots, T_{n+k-1} \} \), we seek to predict the next frames \( \{ f_{n+1}, f_{n+2}, \ldots, f_{n+k-1} \} \). We assume that the motion of the video is caused by both camera and object motion. We refer to the motion due to user or camera movement as global motion and that of objects as local motion.

Although the camera motion is available and large parts of the frame to be predicted can be generated by warping the previous frame to the desired view, the movement of objects creates additional challenges. An off-the-shelf application of video prediction algorithms can be inefficient since these algorithms do not effectively use the camera motion and the scene depth. Thus, the key challenge in predicting the next frame is to design a framework that can predict the motion of individual objects and utilize the available camera motion. We assume that the ground truth depth maps are available for the rendered frames since we focus on graphical rendering applications in this work. We also assume that illumination changes are minimal due to the high frame rates of the videos.

4 Method
4.1 Multi-Plane Images (MPI)
Before delving into the details of our model, we briefly discuss the MPI representation and its generation. The MPI representation introduced by Zhou et al. [69] expands a 2D RGB frame into a set of RGBA image planes, located at different depths. The alpha channel \( (\alpha \in [0, 1]) \) in each plane denotes occupancy of the scene at the corresponding depth. Utilizing the knowledge of depth, we create the MPI directly from the RGB-D image instead of estimating the MPI as is common in literature [27, 52, 69]. For the given RGB-D image, we first sample \( Z \) planes uniformly in inverse depth between the minimum and maximum depth of the scene. For every location \( x \), we set \( \alpha = 1 \) at the plane nearest to the true depth of \( x \) and set \( \alpha = 0 \) for the rest of the planes. Thus at each location \( x \), the \( \alpha \) values across all the planes form a one-hot vector. We modify the MPI representation to contain true depth values in an additional channel along with RGBA. We denote the MPI representation of \( f_n \) as \( m_n = \{ c_n, d_n, \alpha_n \} \), where \( c_n, x_n \) and \( \alpha_n \) are the RGB, depth and alpha channels respectively. To warp an MPI to a different camera view, we employ reprojection and bilinear splatting [22, 53] instead of inverse homography employed by Zhou et al. [69]. Finally, to render a 2D frame from an MPI, we use alpha compositing in back to front order using the standard over operation [69].

4.2 Overview of the Proposed Approach
We present our approach for predicting future frames of dynamic scenes using camera motion knowledge as follows. For a scene with moving objects captured by a moving camera, to explicitly use the available camera motion in predicting the next frame, we adopt the following two-step approach. We first hold the camera still and account for the object motion. We then keep objects still and account for the camera motion alone. We use MPIs to represent the 3D scenes. Let \( k' \in \{1, 2, \ldots, k-1 \} \) denote the prediction timestep and \( \hat{u}_{n-\alpha+n+k}(x, z) \) be the local optical flow in plane \( z \in \{1, 2, \ldots, Z\} \) at location \( x \) that describes the motion of the pixel from time instant \( n \) to \( n+k' \) in view \( T_n \). Let \( P_{n-\alpha+n+k}(x, z) \) be the pose-warping operator from view \( T_n \) to \( T_{n+k'} \) that includes both the local and global motion in the warping. Corresponding to the location \( (x, z) \) in \( m_n \) such that \( \alpha_n(x, z) = 1 \), we obtain the MPI \( m'_{n+k'} \) of a future frame \( f_{n+k'} \) as

\[
m'_{n+k'}(P_{n-\alpha+n+k}(x, \hat{u}_{n-\alpha+n+k}(x, z)), d_n(x, z)) = m_n(x, z),
\]

where the pose-warping operator \( P_{n-\alpha+n+k'} \) is defined as

\[
P_{n-\alpha+n+k'}(x, u, d) = KT_{n+k'}^{-1}(d + u_{xy})K^{-1}(x + u_{xy}),
\]

where \( u_{xy} \) and \( u \) denote the components of flow in the x-y plane and in the depth dimension respectively. Since Eq. 2 represents forward
warping, to obtain the intensities at integer locations of \( \hat{m}_{n+1}^{w} \), we use splatting similar to [22, 53]. Along the depth dimension, we simply select the nearest plane. We omit the conversion between non-homogeneous and homogeneous coordinates for notation simplicity.

In Eq. 1, while the camera motion \( P_{n \rightarrow n+k} \) is known, the object motion \( u_{n \rightarrow n+k} \) is unknown and needs to be predicted. While warping \( m_{n} \) to get \( \hat{m}_{n+k}^{w} \) using Eq. 1, multiple locations from \( m_{n} \) can map to a same location but different depth planes in \( \hat{m}_{n+k}^{w} \). Thus, for a few locations in \( \hat{m}_{n+k}^{w} \) across all the planes, there may be no matching points in \( m_{n} \). Rendering such an MPI using alpha-compositing creates disocclusions or holes. Hence, we infill the warped MPI \( \hat{m}_{n+k}^{w} \) to get \( \hat{m}_{n+k}^{w} \) before rendering the frame \( \hat{f}_{n+k}^{w} \). We summarize our approach in Fig. 2. In the following subsections, we present the main challenges and our contributions in local motion prediction and briefly discuss our disocclusion infilling module.

4.3 Local 3D Object Motion Prediction

We predict the 3D object motion \( u_{n \rightarrow n+k} \) in view \( T_{n} \) by estimating the local motion between \( m_{n} \) and \( m_{n-k} \) corresponding to \( f_{n} \) and \( f_{n-k} \), and extrapolating it. We only use the past ground truth frames to avoid the accumulation of errors. Since the motion between \( f_{n} \) and \( f_{n-k} \) is a mixture of both global and local motion, the local motion alone needs to be extracted from the overall motion. To achieve this, we first nullify the global motion between the past frames by warping \( m_{n-k} \) from view \( T_{n-k} \) to \( T_{n} \) to get \( m_{n-k}^{w} \), using Eq. 2 by setting \( u = 0 \). Thus, the residual motion between \( m_{n} \) and \( m_{n-k}^{w} \) corresponds to the object motion between time instants \( n \) and \( n-k \). We estimate the 3D optical flow between \( m_{n} \) and \( m_{n-k}^{w} \) to compute this local motion and use it to predict \( u_{n \rightarrow n+k} \).

Past 3D flow estimation: Given the success of deep convolutional neural networks for optical flow estimation, we explore such an approach to estimate the flow between the MPI representations. We encounter two challenges while estimating object motion between two MPIs. The first is that MPI representations are inherently sparse, i.e., a significant number of pixels in MPIs have \( \alpha = 0 \). We handle the sparsity of MPIs by introducing 3D partial convolution layers, which convolve the input only in the regions where \( \alpha = 1 \). 2D partial convolutions were introduced by Liu et al. [31] to infill holes in image inpainting applications. However, we apply partial convolution in a completely different domain of estimating 3D optical flow with MPIs. In this regard, we modify the partial convolution layer to not dilate the alpha mask at every layer, since our work aims to estimate optical flow where \( \alpha = 1 \). Estimating optical flow typically requires computing a cost volume using a correlation layer [51]. We design masked correlation layers to handle the sparsity of MPI while computing the 3D cost volume. For input features \( h_{1}, h_{2} \) along with corresponding alpha masks \( a_{h_{1}}, a_{h_{2}} \), we compute the cost volume and the corresponding alpha mask as

\[
\begin{align*}
&cv((x_1, z_1), (x_2, z_2)) = (h_1(x_1, z_1)a_{h_1}(x_1, z_1))^T, \\
&\alpha_{cv}((x_1, z_1), (x_2, z_2)) = a_{h_1}(x_1, z_2) \cdot a_{h_2}(x_2, z_2).
\end{align*}
\]

The above cost volume and mask are then fed to subsequent partial convolution layers to estimate the optical flow.

The second challenge is in representing the 3D flow due to the discrete nature of depth planes in the MPI representation. We use real-valued displacements \( a \in \mathbb{R}^2 \) in the \( x-y \) dimensions. In the depth dimension, we model the flow at location \((x, z)\) as a difference in the index of the planes in the MPI representation, from \( m_{n} \) to \( m_{n-k}^{w} \). We refer to this difference as \( z' \), where \( z' \in \{-z_{x}, -z_{x}+1, \ldots, 0, \ldots, z_{x}-1, z_{x}\} \) and \( 2z_{x} + 1 \) is the size of the window around the plane \( z \) in the depth dimension. The network outputs a probability distribution \( b_{z'} \) on the differences \( z' \). Thus,

\[
b_{z'}(x, z) \in [0, 1], \quad \sum_{z' = -z_{x}}^{z_{x}} b_{z'}(x, z) = 1 \quad \forall (x, z).
\]

Implementing Eq. 1 requires a real-valued 3D flow vector, \( u_{n \rightarrow n-k}^{d} \), which we compute as

\[
u_{n \rightarrow n-k}^{d}(x, z) = \begin{bmatrix} a(x, z) \cdot \left( \sum_{z' = -z_{x}}^{z_{x}} b_{z'}(x, z)d(z + z') \right) - d(z) \end{bmatrix} \in \mathbb{R}^3,
\]

where \( d(z) \) is the depth corresponding to the \( z^{th} \) plane in the MPI.

We incorporate the above and design a multi-scale 3D flow estimation network using PW-CNet [51] as the backbone architecture. PW-CNet consists of an encoder-decoder style architecture, where optical flow is estimated in a coarse-to-fine manner. Specifically, we first obtain multi-scale 3D features of \( m_{n} \) and \( m_{n-k}^{w} \) using encoders at each scale with 3D partial convolutions and downsampling layers consisting of strided convolutions. Since the number of MPI planes is much smaller than the resolution of the other two spatial dimensions, we do not downsample/upsample the features along the depth dimension. At the decoder in each scale except the lowest one, we upsample the flow estimated by the previous scale. Using this flow,
we warp the features of \( m^w_{n-k} \) and feed it to the masked correlation layers, along with the features of \( m_n \). The masked correlation layers, as described in Eq. 3 and Eq. 4, output a cost volume which is then processed by subsequent partial convolution layers to estimate the residual flow at that scale. We estimate the final flow at two scales lower than the original resolution and upsample it by four times, as is popular in deep flow estimation models [51].

Network details are in the supplementary. We train the optical flow network \( \mathcal{F}_\Theta \) with trainable parameters \( \Theta \) to estimate the flow from \( m_n \) to \( m^w_{n-k} \) as

\[
\hat{u}_{n\rightarrow n-k} = \mathcal{F}_\Theta(m_n,m^w_{n-k}).
\] (7)

**Loss functions:** We train the network \( \mathcal{F}_\Theta \) in an unsupervised fashion with a linear combination of photometric loss \( \mathcal{L}_{ph} \) and a smoothness loss \( \mathcal{L}_{smooth} \). Specifically, we warp \( m^w_{n-k} \) using \( \hat{u}_{n\rightarrow n-k} \) to reconstruct \( \tilde{m}_n \). Photometric loss is a combination of mean absolute error (MAE) and structural similarity (SSIM) [59] as

\[
\mathcal{L}_{ph} = \beta \| m_n - \tilde{m}_n \| + (1 - \beta) \frac{1}{2} \text{SSIM}(m_n \odot o_n, \tilde{m}_n \odot o_n),
\] (8)

where \( \beta \) is a scaling constant, \( o_n \) is the occlusion mask and \( \odot \) represents the element-wise product. The MAE and SSIM losses are computed in each of the \( Z \) planes and averaged.

Unsupervised optical flow algorithms [39] compute photometric loss in the non-occluded regions only using an occlusion mask \( o_n \) as in Eq. 8. The occlusion mask is typically computed using forward-backward consistency of the optical flow. We instead utilize the 3D representation of the scene and determine the occluded pixels as those which are hidden after warping \( m_n \) with \( \hat{u}_{n\rightarrow n-k} \). Mathematically, we forward-warp \( m_n \) using \( \hat{u}_{n\rightarrow n-k} \) to get \( \hat{m}_n \). We compute a visibility mask for \( \hat{m}_n \) as

\[
\hat{v}_{n-k}(x,z) = \prod_{y=1}^{y=1} (1 - \hat{a}_{n-k}(x,y)).
\] (9)

We then backward-warp \( \hat{v}_{n-k} \) using \( u_{n\rightarrow n-k} \) to get \( \hat{v}_n \). Finally, we compute the occlusion mask as

\[
o_n = 2 \cdot (\hat{v}_n > 0.5).
\] (10)

A value of 0 in \( o_n \) indicates that the point is occluded. For the edge-aware smoothness loss, along with gradients of RGB, we also use gradients of alpha channel to weigh the smoothness term as

\[
\mathcal{L}_{smooth} = (1 - \nabla o_n) \cdot \exp(-a \cdot \nabla \hat{c}_n) \cdot \nabla u_{n\rightarrow n-k}.
\] (11)

where \( a \) is a scaling constant. Thus, our overall loss function is

\[
\mathcal{L}_{of} = \mathcal{L}_{ph} + \lambda \mathcal{L}_{smooth}.
\] (12)

**Future flow prediction:** We employ a linear motion model [7, 8] to predict the future flow as

\[
\hat{u}_{n\rightarrow n+k}(x,z) = \frac{k}{k} u_{n\rightarrow n-k}(x,z).
\] (13)

Thus, to predict the future local motion, we first isolate the local motion between the past frames by nullifying the global motion between them and then estimate the local motion as 3D optical flow between the MPIs of the past frames. We then extrapolate the past motion to predict the future motion.

4.4 Disocclusion Infilling

As argued earlier, implementing Eq. 1 creates disocclusions. Hence we infill the disoccluded regions in \( \tilde{m}_n \) using an approach similar to the one used by Srinivasan et al. [48]. We feed \( \tilde{m}_n \) to a 3D U-Net and predict 2D infilling vectors in the disoccluded regions that point to known regions in the same plane of MPI. We then infill the disoccluded regions by copying the intensities and alpha from the locations pointed by the predicted infilling vectors to obtain \( \tilde{m}_{n+k'} \).

Alpha-compositing \( \tilde{m}_{n+k'} \) generates the predicted frame \( \tilde{f}_{n+k'} \). We train the disocclusion infilling network with mean squared error loss between the predicted frame \( \tilde{f}_{n+k'} \) and the true frame \( f_{n+k'} \). We find that the network fails to completely infill large disoccluded regions, leaving partially unfilled disoccluded regions. Hence, during inference, we iteratively infill the disoccluded regions \( g \) times by recursively feeding the infilled MPI to the network.

5 EXPERIMENTS

5.1 Datasets

Our Dataset: We develop a new dataset of videos with both camera and object motion due to the lack of any large scale datasets suitable for evaluating temporal view synthesis of dynamic scenes. We render the videos of our dataset with Blender using blend files from blendswap [1] and turbosquid [2] and add camera and object motion to the scenes. We add motion to the pre-existing scene objects or add new objects to the scene and animate them. Our dataset contains 200 diverse scenes of indoor environments such as hospital, kitchen, restaurant, and supermarket and outdoor environments like village, poolside, street, lake and so on. The scenes contain various moving objects such as books, chairs, tables, cars, airplanes, etc. For every scene, we generate four different camera trajectories covering...
Figure 5: Qualitative comparisons on the MPI Sintel dataset for single frame prediction. The fingers are moving up in the first scene, and the girl is moving to the right in the second scene. We observe that our model has retained the shape of the objects, which the other models fail to.

Table 1: Quantitative comparison of different models on ours and MPI Sintel datasets for single frame prediction. Models indicated with * are a combination of view synthesis and video prediction models, that we design.

| Model                      | Our Dataset | MPI Sintel |
|---------------------------|-------------|------------|
|                           | PSNR ↑      | SSIM ↑     | LPIPS ↓   | ST-RRED ↓   | PSNR ↑      | SSIM ↑     | LPIPS ↓   | ST-RRED ↓   |
| MCnet [58]                | 24.66       | 0.7813     | 0.2406    | 207         | 24.00       | 0.7511     | 0.2230    | 530         |
| DPG [19]                  | 28.24       | 0.8634     | 0.1091    | 71          | 20.00       | 0.6385     | 0.3056    | 1129        |
| PreCNet [50]              | 24.86       | 0.8191     | 0.2409    | 244         | 25.60       | 0.7952     | 0.2463    | 571         |
| SynSin [61] + MCnet*      | 26.87       | 0.8254     | 0.1567    | 92          | 25.67       | 0.8031     | 0.1639    | 315         |
| SynSin + DPG*            | 27.30       | 0.8461     | 0.1268    | 74          | 23.77       | 0.7795     | 0.2520    | 600         |
| SynSin + PreCNet*        | 26.81       | 0.8432     | 0.1508    | 100         | 25.92       | 0.8205     | 0.1581    | 330         |
| DeCOMPnet                | 30.60       | 0.9314     | 0.0634    | 28          | 29.64       | 0.8975     | 0.1032    | 259         |

Table 2: Comparison of average endpoint error for the flows predicted by different ablated models, for single frame prediction.

| Model                      | Endpoint Error |
|---------------------------|----------------|
| 2D Flow                   | 2.8            |
| 3D Flow w/o p-conv and mask-corr | 2.0            |
| 3D Flow                   | 1.7            |
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5.3 Single Frame Prediction

In single frame prediction, the goal is to predict every alternate frame and this can be studied by setting \( k = 2 \) in our problem definition. Specifically, to predict \( f_{n+1} \), we use \( f_n \) and \( f_{n-2} \).

We first present examples of a few future frame predictions by DeCOMPnet and visualizations of outputs of various stages in our framework in Fig. 3. In particular, we show the outputs after predicting the object motion alone, \( f_{n-1} \), and after incorporating the global motion. Since such outputs are in the MPI representation space, we use alpha-compositing to obtain the corresponding images.

We compare the quantitative results of DeCOMPnet against the competing methods in Table 1. Our model outperforms all the competing methods in terms of all the quality measures. The relatively lower ST-RRED scores for DeCOMPnet indicate that the predictions by our model are superior in temporal quality. We observe that most models perform better on our dataset than on the MPI-Sintel dataset in general. This may be because the MPI-Sintel dataset has complex motion to make it challenging for optical flow estimation, making it even more challenging for prediction. We also observe that combining SynSin with video prediction models improves their performances, except for DPG on our dataset. Since DPG is performing reasonably well, when combined with SynSin, the artifacts introduced by SynSin may lead to a decrease in performance. However, on the MPI-Sintel dataset, since the performance of DPG is lower, it benefits from using SynSin. Further, we note that even though the combination of view synthesis and video prediction models use the knowledge of the true frames \( f_{n-1} \) and \( f_{n-3} \) which are not available at test time, our model still shows superior performance.

We show the qualitative results of our model and the benchmarked models in Fig. 4 and Fig. 5. While other models introduce artifacts such as blur or distortions in the shape and texture of objects, DeCOMPnet predicts the future frame reasonably well. To notice the temporal superiority of our model, view supplementary videos.

5.4 Multi Frame Prediction

We now analyze the ability of our model to predict multiple frames into the future. In particular, we study frame-rate upsampling by a factor of five times by setting \( k = 5 \). In our framework, we estimate the object motion \( u_{n-5} \) only once, and compute the predicted motion for each of the future time steps using Eq. 13. We then use Eq. 1 to warp \( m_{n-1} \) to \( \tilde{m}_{n-1} \), \( \tilde{m}_{n-2} \), \( \tilde{m}_{n-3} \), and \( \tilde{m}_{n-4} \), which are then infilled and alpha composited to predict the future frames. For the benchmark comparison models, \( f_n, f_{n-1}, f_{n-2} \) and \( f_{n-3} \) are used to predict \( f_{n+1} \). Thus, compared to our model, the benchmarked models have the additional knowledge of \( f_{n-1}, f_{n-2} \) and \( f_{n-3} \). Although, these frames are not available in practice, the goal of this experiment is to analyze the performance of this approach.

Fig. 6 compares example multi-frame predictions by DeCOMPnet with DPG and Fig. 7 shows average PSNR and SSIM for different models. We observe that DeCOMPnet outperforms all the competing models in terms of SSIM. In terms of PSNR, we are competitive with DPG in the prediction of \( f_{n+1} \) on our dataset, despite DPG additionally using \( f_{n-1}, f_{n-2} \) and \( f_{n-3} \). Further, DPG predictions are often blurry, which is not captured well by PSNR. Video comparisons are available in supplementary.

5.5 Ablations

2D vs 3D Flow Prediction: We compare our 3D flow prediction model against a 2D flow model by predicting 2D flow between the frames \( f_n \) and \( f_{n-2} \). We use a model similar to the one described in Sect. 4.3 on frames with 2D convolutions and cost volumes. Note that this model still uses partial convolutions and masked correlation layers to handle holes in \( f_{n-2} \). We also feed depth as input to the flow estimation network for a fair comparison. Owing to different ranges of depth across multiple scenes, we first normalize depth to the range \([0, 1]\), and then feed it to the flow estimation network. While the 2D model uses depth naively by concatenating depth with the input in an additional channel, the 3D model uses a more structured MPI representation. This comparison allows us to analyse...
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Table 3: Performance bound analysis of different components of our model for single frame prediction. LMP: Local motion prediction; DI: Disocclusion infilling. Pred indicates flow prediction or infilling done by the network. GT indicates ground truth flow or infilling.

| LMP | DI | Our Dataset | PSNR ↑ | SSIM ↑ | MPI Sintel | PSNR ↑ | SSIM ↑ |
|-----|----|-------------|--------|--------|------------|--------|--------|
| pred| pred| 30.67       | 0.9358 | 31.90  | 0.9426     | 34.02  | 0.9613 |
| GT  | pred| 30.00       | 0.9514 | 29.64  | 0.8975     |        |        |
| pred| GT  | 32.00       | 0.9377 | 30.35  | 0.9097     |        |        |
| GT  | GT  | 33.53       | 0.9453 | 34.02  | 0.9613     |        |        |

Notice the sharpness of 3D flow and the distortions in the background of the frame reconstructed with 2D flow as pointed by the blue arrow. Disoccluded regions are shown in black. Here we only visualize object motion prediction and do not show the final predicted frame. Global motion and infilling need to be applied on top of \( f_{n+1} \) as shown in Fig. 3 to obtain \( f_{n+1} \). Optical flow visualization is similar to Baker et al. [6].

We study the impact of the partial convolution and masked correlation layers in DeCOMPNet by replacing them with standard 3D convolution and correlation layers. We evaluate the performance of object motion prediction using AEPE in Table 2. We observe that the proposed masked correlations and the use of partial convolutions to handle the sparsity in MPI representation lead to a significant improvement in the performance of object motion prediction.

5.6 Analysis of Performance Bounds

We now analyze the upper bound on the performance of our model components for single frame prediction. We establish an upper bound on the performance that can be achieved by improving the object motion prediction by replacing the predicted total motion with the true optical flow provided by the graphics renderer. We warp \( f_a \) with the ground truth optical flow to get \( f_w \) and then create \( \hat{h}_{n+1}^w \) as explained in Sect. 4.1, which is then fed to the disocclusion infilling module. To upper bound the performance that can be achieved by improving the disocclusion infilling, we apply alpha compositing on \( \hat{h}_{n+1}^w \), and replace the disoccluded regions with true intensities from \( f_{n+1} \). We also obtain a joint bound using both true optical flow and infilling with true intensities.

We see from Table 3 that the performance of our model is close to the upper bound on our dataset. The larger gap in the MPI-Sintel database could be attributed to the challenging motion trajectories. The non-perfect reconstruction performance of the bound in the last row of Table 3 may be due to splatting approximations in warping.

5.7 Timing Analysis

Our model takes 4.5s to predict a single full HD frame on an Intel Core i7-9700F CPU with 32GB RAM and NVIDIA RTX 2080 Ti GPU, whereas Blender typically takes about 5m-1h to render a single frame depending on the scene. On further analysis, we find that the convolutional layers in optical flow estimation and disocclusion infilling take about 70ms and 3ms, respectively. Thus a significant amount of time in our implementation is consumed by warping operations. However, it is possible to optimize warping as shown by Barnes et al. [10] and Wavern et al. [55], which use less than 10ms. Further, due to the sparsity of the MPI representation, at any given location, alpha will be 0 on \( Z = 1 \) planes. Although we ignore convolution layer outputs at locations where \( \alpha = 0 \), inference time can be further reduced by \( Z \) times by not convolving such points. With the above optimizations, the inference time of our model could reduce to less than 33ms, making it feasible for real-time use.

6 Conclusion

In this work, we propose a novel framework for temporal view synthesis of dynamic scenes in the context of causal frame-rate upsampling of videos. We account for camera and object motion sequentially, which allows our framework to exploit the availability of camera motion effectively. Further, we estimate and predict object motion in the 3D MPI representation using masked correlations and partial convolutions. Finally, we infill disocclusions in the warped MPIs and use alpha-compositing to render the predicted frames. To evaluate our model, we develop a new dataset that brings out the challenges in temporal view synthesis. In future, we plan to extend our framework to real-world videos where ground truth depth may be unavailable, which would be useful in remote presence applications.
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