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Abstract—Nowadays, time series forecasting is commonly performed using several methods which can be classified in two groups; the stochastic methods and the machine learning based approaches. The former group includes amongst other auto-regressive (AR), moving average (MA), a combination of AR and MA called ARIMA (with a differential term), the seasonal ARIMA called SARIMA, the vector auto-regression (VAR) technique for multi-variate series, and others. The latter group includes regular neural networks such as the multi-layer perceptron (MLP), more sophisticated deep learning algorithms such as GRU and LSTM, two recurrent neural networks, support vector machines (SVM) and its application to regression problems (SVR), a more recent algorithm called XGBoost, and others. In this study, most of these approaches and techniques will be used to forecast water demand of a public company which is in charge of distributing water, as potable water, to several hundred thousand of end-customers. These different methods will be briefly introduced, then assessed with the water demand case study and discussed in details.
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I. INTRODUCTION

This section introduces some general issues on water management and scarcity. Then, internet of things (IoT), machine learning are introduced. Finally, time series forecasting are briefly introduced.

A. Water loss and scarcity issues

Nowadays, with the rapid population increase and the development of countries, water has experienced a high pressure for expansion and betterment. Effectively, the economic development with the related consequence of urbanization, global warming, and industrialization- it is estimated that almost half of the population will live in water-stressed areas by 2025. This means that water will become one of the biggest challenges and financial expenses for cities and thus directly impact the economies. For example, industries are already looking for a system to reduce their expenses on water and water waste treatment. Furthermore, in most of the countries, 20-25% of the fresh water produced is lost due to leakages in the public water network.

In the last few years, the rapid development of Internet of Things (IoT) which enables a real-time monitoring of infrastructure (temperature, humidity, light, energy and water consumption, and others) and responding appropriately to any damage (burst and freezing pipe) by controlling the electrovalves. More generally, our system technology is not solely suitable for detecting leaking but also for water scarcity management by rerouting water for strategic facilities (hospital, fire department) when necessary.

Finally, in order to forecast and detect anomalies in the water network, time series analysis of the incoming data is of tremendous importance.

B. Internet of things and machine learning

By combining the IoT and machine learning, we developed an automated low-cost, compact and low-consumption system named LinkH2O which monitors in real-time the flow, pressure, temperature, and also controls the flow in a particular points of the water infrastructure. Furthermore, the use of artificial intelligence is helping us to manage (forecasting, detecting anomalies) and responding appropriately to any damage (burst and freezing pipe) by controlling the electrovalves. More generally, our system technology is not solely suitable for detecting leaking but also for water scarcity management by rerouting water for strategic facilities (hospital, fire department) when necessary.

C. Time series and forecasting

Time series forecasting is the subject of intense research in many different fields such as physical sciences, medical and health monitoring, engineering (electricity, water demand, engines), meteorology etc. Here, we propose to assess, test and compare in our set of data the most commonly used methods for forecasting, in order to choose and validate and the most suitable method.
Water demand will be analyzed as time series to determine seasonality, trend and any other feature. Correlations, auto-correlations will be evaluated using statistical methods. Then, statistical methods will be applied to forecast both pressure and water demand. Then, state-of-the-art machine learning algorithms will be used to perform predictions. Finally, performance of each approach will be measured and discussed.

II. WATER INFRASTRUCTURE

The water-supply infrastructure in Nursultan city consists of what is built to pump, transport, filter, treat, store, and deliver technical and drinkable water. In Nursultan, this infrastructure includes two main reservoirs (sources), surface-water intakes, secondary reservoirs, storage tanks, drinking-water facilities, and pipes.

ACA company is a public company in charge of water treatment and distribution in the capital city of Nur-Sultan (Kazakhstan). Figure 1 represents a schematic of ACA main infrastructure.

The water-supply system generally includes water transmission system which is the network of pipes that is used to convey water from water treatment plants to service reservoirs, while the water distribution system refers to the network of pipes that supplies water from the service reservoirs and balancing reservoirs to end-consumers. In the present work, water demand from reservoirs of the water transmission system, that is the main infrastructure, is considered.

Forecasting water demand on several thousands of LinkH2O end-node devices can be simplified by doing this study on the main water infrastructure of ACA. Subsequent studies will be performed to a larger scale by including more sensors, but are not included in the present work.

III. THEORY

There exist plethora of methods and approaches for time series forecasting. In this section, we will describe two classes of models; the stochastic based one and the machine learning based ones which encompasses neural networks, support vector machines and tree based methods. The aim of this section is to introduce the theoretical foundations of some of the most popular methods. It is a prerequisite before assessing their performance on water demand predictions, and discussing their strengths and weaknesses.

A. Time series : theoretical considerations

a) Definition: Time series is a finite sequence of data measured over successive times, usually at fixed intervals, e.g. every day, month, hour, minute, second, etc. Given a random variable \( X \) which is assumed real valued, a timespan \( T \), a time series is defined as a series of observations \( X_t \) measured at time \( t \in \mathbb{R} \). If \( T \subseteq \mathbb{Z} \), the time series is said to be discrete. In contrast, if \( T \subseteq \mathbb{R} \), time series is said to be continuous. A mathematical expression for time series is \( \{ X_t : t \in \mathbb{Z} \} \); \( X_t \) is a vector. Although there exist continuous time series, the purpose of this study is the forecasting of discrete time series with hourly measured data.

A time series in general is composed of different terms: trend, seasonality and cycle, and a random component. Any time series can be decomposed according to, either a multiplicative model defined as:

\[ X_t = m_t \times S_t \times Y_t \]  

(1)

or an additive model, defined as:

\[ X_t = m_t + S_t + Y_t \]  

(2)

It is worth notice that the additive model can be obtained from the multiplicative one by applying an algorithmic transformation.

\[ \log(X_t) = \log(m_t) + \log(S_t) + \log(Y_t) \]

In the above expressions,

- \( \{m_t, t \in T \} \) is the trend component, with slow variations.
- \( \{s_t, t \in T \} \) is the seasonality : there exist a minimal \( d \), called seasonal periodicity, such that for any \( t \in T \), \( s_{t+d} = s_t \).
- \( \{Y_t, t \in T \} \) is the random component of the time series.

b) Stationarity:

c) Weak stationarity: A time series \( \{X_t\} \) is called weakly stationary or just stationary if

- \( E[X_t] < \infty \); the expectation of \( X_t \) is finite
- \( \gamma(X_t, X_{t+r}) = \gamma(X_s, X_{s+r}) \); for each time lag \( \tau \) the autocovariance of \( \{X_t\} \) and \( \{X_{t+r}\} \) is constant and does not dependent on \( t \).

d) Strict stationarity: A time series \( \{X_t\} \) is called strictly stationary if

- All random variables \( X_t \) are identically distributed for all \( t \).
- Pairs of random vectors \( (X_t, X_{t+r}) \) are identically distributed for all times \( t \) and lags \( \tau \). That is,

\[ (X_t, X_{t+r}) \overset{d}{=} (X_1, X_{1+r}) \]

e) ACF and PACF: The autocorrelation function (ACF) and partial autocorrelation (PACF) are statistical measures that help understand how observations in a time series are related (correlated) for different time shifts (lags).

The autocorrelation function is defined as ratio of the covariance functions \( \gamma_k \) and \( \gamma_0 \)

\[ \rho_k = \frac{\gamma_k}{\gamma_0} \]  

(3)

where

\[ \gamma_k = \text{cov}(X_t, X_{t+k}) = E[(X_t - \mu)(X_{t+k} - \mu)] \]

here \( k \) is the lag, \( \text{cov} \) is the covariance, \( \mu = E[X_t] \) the mean of the time series, \( \gamma_k \) and \( \gamma_0 \) are respectively the autocovariance at lags \( k \) and 0 (no lag) \[23\].

On the other hand, partial autocorrelation is the partial correlation of a time series with its own lagged values, that is correlations for lag \( k \) are estimated for values \( 0 \rightarrow k \), controlling for the correlations at all shorter lags. Detailed mathematical expressions can be found elsewhere \[24\]–\[26\].

Plots of ACF and PACF functions against time lags are called correlograms. They are used to help us determine the orders of AR and MA, the auto-regressive and moving average models respectively.
The Box–Jenkins methodology for ARMA models relies on visual inspection of the (partial) correlograms to estimate the orders of trend, seasonality and cycles, a three stage process is applied to

1) Apply preliminary transformations of the data such as Box–Cox algorithm
2) Correlogram
   a) Determine the MA(q) order by looking at ACF function, at the points for which \( \rho_k \neq 0 \) for \( k \leq q \) and \( r_k \approx 0 \) for \( k > q \).
   b) For an AR(p) process, the auto-correlation function should decay exponentially, with possible oscillation patterns.
   c) For an ARMA(p,q) model, the pattern is irregular for lags \( k \in \{1, \ldots, p\} \) and go to zero as \( k \to \infty \).
3) Partial correlogram
   a) Parameters should be zero at lags \( k > p \) for the AR(p) model, and nonzero otherwise
   b) The parameters decay exponentially in the MA(q) model
   c) The parameters decrease to zero as \( k \to \infty \) for the ARMA(p,q) model.

Determination of optimal model parameters is crucial to avoid either bias or high variance leading respectively to underfitting and overfitting. ACF and PACF are one approach to determine the optimal parameters. Another approach is based on measures called Akaike Information Criterion (AIC) [31]–[33] and Bayesian Information Criterion (BIC) [34]–[36]

\[
AIC(p) = n \ln(\hat{\sigma}_e/n) + 2p
\]

\[
BIC(p) = n \ln(\hat{\sigma}_e/n) + p + p \ln(n)
\]

where \( p \) is the number of parameters in the model, \( n \) is the number of observations used for fitting the model, \( \hat{\sigma}_e \) is the sample squared residuals (errors).

B. Stochastic methods

Two linear models are widely used for time-series predictions; the auto-regressive (AR) and moving average (MA) models. Combinations of AR and MA with additional terms lead to popular models such as the auto-regressive moving average (ARMA), the auto-regressive integrated moving average (ARIMA), the seasonal auto-regressive integrated moving average (SARIMA).

a) AR - Auto-regressive model: In the auto-regressive model, the future value is given as a linear combinations of past values, e.g. previous water demand or water pressure values. If \( p \) past observations are considered, AR(p) can be expressed as a regression against the \( p \) past values:

\[
X_t = c + \sum_{i=1}^{p} \phi_i X_{t-i} + \varepsilon_t = c + \phi_1 X_{t-1} + \ldots + \phi_p X_{t-p} + \varepsilon_t
\]

where \( \varepsilon_t \sim WN(0, \sigma^2) \) is the random shock or white noise at time \( t \), and \( p \) is the order of the AR(p) model. \( \varepsilon_t \) is uncorrelated with \( X_s \) for each \( s < t \). \( c \) is a constant that depends on the mean \( E[X_t] = \mu \),

\[
c = \mu(1 - \phi_1 - \ldots - \phi_p)
\]
Equation 6 can be rewritten in vector notation:

\[ X_t = \phi_1^T X_{t-1} + \varepsilon_t \]

with vectors

\[ \phi_t = (\phi_1, ..., \phi_p)^T \]

\[ X_{t-1} = (X_{t-1}, ..., X_{t-p})^T \]

b) MA - Moving average: In the moving average model, \( X_t \) is given by a linear combination of the \( q \) past errors:

\[ X_t = c + \varepsilon_t + \sum_{i=1}^{p} \phi_i X_{t-i} + \sum_{i=1}^{q} \theta_j \varepsilon_{t-j} \quad (7) \]

The orders \( p \) and \( q \) refer to \( p \) auto-regressive and \( q \) moving average terms. Eq. 7 can be rewritten as

\[ X_t - \phi_1 X_{t-1} - \ldots - \phi_p X_{t-p} = \varepsilon_t + \theta_1 \varepsilon_{t-1} + \ldots + \theta_q \varepsilon_{t-q} \]

\[ \text{AR}(p) \]

\[ \text{MA}(q) \]

d) ARIMA: While AR, MA, and their combination ARMA can only be applied to stationary time series, the ARIMA can be used even for non-stationary time series. In ARIMA, stationarity is obtained by introducing the differencing between successive data points into the model

\[ \nabla^d X_t = (1-B)^d X_t = \sum_{k=0}^{d} \binom{d}{k} (-1)^k X_{t-k} \]

Where \( B \) is the backshift operator

\[ BX_t = X_{t-1} \]

From the above notations, one can express ARIMA\((p,d,q)\) as

\[ (1 - \sum_{i=1}^{p} \phi_i B^i) (1-B)^d X_t = \left(1 + \sum_{j=1}^{q} \theta_j L^j\right) \varepsilon_t \quad (9) \]

Here, \( p, d, q \) are the orders of the auto-regressive (AR), integrated (I), and moving average (MA) terms.

e) SARMA and SARIMA: In these models, seasonality is dealt with by differencing at appropriate order \( s \) to remove non-stationarity from the time series. For a time series with hourly measured data, the seasonality order is then \( s = 24 \times 365 \) (or 366 days for leap years). The mathematical expression of SARIMA\((p,d,q)\times(p',d',q')_s\) is

\[ \Phi_P(B^s) \phi_p(B) \nabla^D s X_t = \Theta_Q(B^s) \theta_q(B) \varepsilon_t \quad (10) \]

where

\[ \nabla^D s X_t = (1-B^s)^D X_t, D \in \mathbb{N}^s \]

and

\[ \Phi_P(B^s) = 1 - \Phi_1 B^s - \Phi_2 B^{2s} - \ldots - \Phi_p B^{ps} \]

\[ \Theta_Q(B^s) = 1 - \Theta_1 B^s - \Theta_2 B^{2s} - \ldots - \Theta_q B^{qs} \]

are respectively the seasonal AR and seasonal MA operators with period \( s \).

Seasonal ARMA\((p,q) \times (p',q')_s\) can be deduced from Eq. 10 by omitting the differencing terms

\[ \Phi_P(B^s) \phi_p(B) X_t = \Theta_Q(B^s) \theta_q(B) \varepsilon_t \quad (11) \]

C. Neural networks

a) Preliminaries: To make the study self-contained, a brief review of multi-layer perceptrons (MLP), long-short term memory (LSTM) networks, support vector regressors (SVR), XGBoost and Random Forests are given as preliminaries.

b) MLP: The multi-layer perceptrons (MLPs) are the most widely used artificial neural networks (ANN) for either classification or regression problems. This class of models is composed of an input layer, one or more hidden layers, and an output layer. Figure 2 is a representation of a three layers MLP.

| input layer | 1st hidden layer | … | Lth hidden layer | output layer |
|-------------|-----------------|---|----------------|-------------|
| \( x_0 \)   | \( y_{(1)}^{(1)} \) | … | \( y_{(L^{(j+1)})}^{(L)} \) | \( \hat{y} \) |
| \( x_1 \)   | \( y_{(1)}^{(1)} \) | … | \( y_{(L^{(j+1)})}^{(L)} \) | \( \hat{y} \) |
| \( x_D \)   | \( y_{(1)}^{(1)} \) | … | \( y_{(L^{(j+1)})}^{(L)} \) | \( \hat{y} \) |

Such as a network graphs is able to compute the following output

\[ X_t = \alpha_0 + \sum_{l=1}^{L} \left( \sum_{j=1}^{q} \alpha_{jl} g \left( \beta_{0jl} + \sum_{i=1}^{p} \beta_{ijl} X_{t-i} \right) \right) + \varepsilon_t \quad (12) \]

Here, the integers \( L, p, q \) are respectively the number of hidden layers, the number of inputs \( X_t(i = 1, 2, \ldots, p) \), the number of nodes in a given hidden layer. The activation function \( g \) can be for instance the sigmoid \( g(x) = 1/(1 + e^{-x}) \), tanh \((e^x - e^{-x})/(e^x + e^{-x})\) or ReLU \((g(x) = \max(0, x))\) function.

For a network with a single hidden layer, Eq. 12 simplifies to

\[ X_t = \alpha_0 + \sum_{j=1}^{q} \alpha_{j} g \left( \beta_{0j} + \sum_{i=1}^{p} \beta_{ij} X_{t-i} \right) + \varepsilon_t \quad (13) \]
c) LSTM: The LSTM is a recurrent neural network architecture that is formed of three gates and two states:
- forget gate
- input gate
- output gate
- hidden state
- cell state

The overall diagram of this network is shown in figure 3. We will always refer to it in the following explanation. In this diagram, the sigmoid \( \sigma(x) = 1/(1 + e^{-x}) \) and the hyperbolic tangent \( \tanh(x) = (e^x + e^{-x})/(e^x - e^{-x}) \) activation functions are applied to vector’s components.

We also have element-wise addition and multiplication operations, noted respectively \( \odot \) and \( \otimes \). Finally, when two lines meet, there is a vertical concatenation between the two associated vectors. This operation is defined as \( X \uparrow Y = \left( \begin{array}{c} X \\ Y \end{array} \right) \).

Unsing these notations, one can express \( h(t) \) and \( c(t) \) as a function of \( h(t-1) \) and \( c(t-1) \) and \( x(t) \).

\[
\begin{align*}
    e(t) &= (c(t-1) \odot \sigma(\Theta_f (h(t-1) \uparrow x(t)))) \otimes \\
    &\quad \left( \tanh(\Theta_c (h(t-1) \uparrow x(t))) \odot \sigma(\Theta_i (h(t-1) \uparrow x(t))) \right) \\
    h(t) &= \tanh(e(t)) \odot \sigma(\Theta_o (h(t-1) \uparrow x(t))) \\
    c(t) &= (\odot + \uparrow) h(t) + f(t)
\end{align*}
\]

where \( x(t), c(t), h(t) \) are respectively the input signal (value of the time series at time \( t \)), the estimated output value for time \( t \) and the cell state at time \( t \). Matrices \( \Theta_f, \Theta_i, \Theta_c, \Theta_o \) are parameters of the LSTM model.

D. Support vector machines

a) SVR: The support vector regression (SVR) algorithm uses the \( \epsilon \)-insensitive loss function, proposed by Vapnik [37]–[39]. In SVR, a non-linear transformation \( \Phi \) is applied to the time series data \( X_t \), from the input space to a higher dimensional space:

\[ \Phi : \mathbb{R}^n \rightarrow F \]

\[ f(x) = \langle w, \Phi(x) \rangle + b \]

Here, \( w \in F \) is parameters (also called weights) vector that minimizes the linear function \( f, b \in \mathbb{R} \) is a constant.

For the minimization process, SVR generally chooses the \( \epsilon \)-insensitive loss function [40] rather than more conventional loss functions such as the least mean average error (MAE) and the mean absolute percentage error (MAPE).

To minimize the weights vector \( w \) and hence the function \( f \), one has to minimize the risk regularized function

\[
\min \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{l} (\xi_i + \xi_i^*)
\]

s.t. \( y_i - \langle w, \Phi(x_i) \rangle - b \leq \epsilon + \xi_i \)

\[ \langle w, \Phi(x_i) \rangle + b - y_i \leq \epsilon + \xi_i^* \]

where \( \epsilon \geq 0 \) is the distance between the actual value \( y \) and the estimated function \( f \). Slack variables \( \xi, \xi^* \geq 0 \) are introduced to allow errors greater than \( \epsilon \). \( C \) is the regularization constant used to specify the trade-off between generalization and accuracy while fitting training data [41].

In practice expressions of \( w \) and \( f \) based on Lagrangian multipliers are used

\[
w = \sum_{i=1}^{l} (\alpha_i - \alpha_i^*) \Phi(x_i)
\]

\[ f(x) = \sum_{i=1}^{l} (\alpha_i - \alpha_i^*) K(x_i, x) - b \]

where, \( \alpha_i, \alpha_i^* \leq C \), and \( K(x_i, x) \) represents the inner product between \( \phi(x_i) \) and \( \phi(x) \), which are called the kernel functions. More details on support vector machines and their use for regression problems can be found in literature [42], [43].

E. Tree based methods

a) Random forest regressor: Random forests (RF) are ensemble learning models [44] that can be used for regression by averaging a large number of individual regression trees \( r_n(x, \Theta_m, D_n) \), where \( \Theta \) is a parameters vector of the model, and \( D_n \) is the training set \( (X_1, Y_1), ..., (X_n, Y_n) \). The regression function which is the estimate of the aggregated trees is

\[
r_n(X, D_n) = \mathbb{E}_\Theta[r_n(X, \Theta, D_n)]
\]

where \( \mathbb{E}_\Theta \) is the conditional mean or expectation for a given parameter vector \( \Theta \). Both bagging and feature randomness are used for building a forest of uncorrelated individuals trees. Then prediction by committee leads to more accurate result than that of any individual tree.

Detailed implementations of the random forest algorithm are given in references [45], [46].

b) XGBoost: XGBoost (eXtreme Gradient Boosting), an implementation of the gradient tree boosting (GBT) [47], is also a tree ensemble machine learning method [48]. The prediction at time (or step) \( t \) is defined as

\[ \hat{y}(t) = \sum_{i=1}^{t} f_k(x_i) = \hat{y}_{i-1} + f_i(x_i) \]
where $x_i$ is the feature vector or input observation, that is the previous time values from the time series data set. And $f_i(x_i)$ is the learner, typically a regression tree, at time $t$. In order to prevent the over-fitting of the training data, the XGBoost model uses a regularized objective function

$$O(t) = \sum_{k=1}^{n} l(\hat{y}, y) + \sum_{k=1}^{t} \Omega(f_i)$$

Where $l$ is the loss function (e.g: RMSE, the cross entropy function, . . . ), $n$ the number of learners (trees), and $\Omega$ represents the regularization term, which is defined as follows

$$\Omega(f) = \gamma T + \frac{1}{2} \|w\|^2$$

where $T$ is the number of leaves, $\Omega$ is the leaf score, and $\lambda$ is the regularization parameter. Parameter $\gamma$ represents the minimum loss value required to split the leaf node.

More details on the XGBoost model and its implementation can be found in the work of Chen and Guestrin [48].

IV. RESULTS AND DISCUSSION

A. Dataset, trends and patterns

The dataset considered here consists of hourly potable (reservoirs R1 to R7) and technical (reservoirs R8 and R9) water demands (see Fig. 1) recorded from 1st of January 2017 to 31st of December 2019. Here, the water demand is expressed in cubic meters ($m^3$) measured every hour. As mentioned previously, the data of the main infrastructure were provided by ACA, the governmental water company located in the capital of Kazakhstan, a city with more than one million inhabitants.

The dataset is recorded hourly for a period ranging from 1st of January 2017 to 31st of December 2019. It includes data related to the water potable reservoirs (R1 to R7) and technical water (reservoirs R8 and R9) which correspond to industrial consumption.

Figure 4 shows the water consumption of reservoirs (R8 to R9) for the period from 2017.01.01 to 2019.12.31. First, we can note that there is over the years a slight linear increase for all reservoirs, which can be correlated to a population increase (Figure 4).

In narrower time spans (12 days and 21 days), Figures 5 and 6 reveal periodic features with a period of 24 hours. This main feature is not surprising as the water consumption is related to human activities. For example, the water demand is lower in the night and we observe peaks of consumption outside the working hours (in the morning and evening). In the morning and in the evening, water use increases resulting in peaks as shown in figure 5.

On the other hand, the consumption pattern on technical water (reservoirs R8 and R9) is very different than that for the potable water.

Figure 5 shows the water consumption of reservoirs R1 to R9 for a period of 12 days.

However, the demand pattern from technical reservoirs R8 and R9 is different than that for the other water potable reservoirs (R1 to R7). This is due to different usage of technical water because industrial plants, cooling infrastructure or irrigation do not obey to the same usage characteristics. Figure 6 shows the difference of patterns in a potable water reservoir (R1) and a technical water reservoir (R9). The curve corresponding to reservoir R9 does not show any obvious cycle or repeated pattern. Technical water use might be influenced by exogenous

Fig. 4. Water demand from reservoirs R1 to R9 (from 2017.01.01 to 2019.12.31).

Fig. 5. This plot shows the water consumption of reservoirs R1 to R9 for a period of 12 days.

Fig. 6. This plot represents the water consumption in the potable reservoirs R1 and technical reservoir R8 for three weeks data.
variables such as weather conditions especially in outdoor water use (e.g. irrigation). The present study focuses on domestic water use, therefore no further investigation on technical water use will be performed.

Trend and seasonal components have been removed from the water demand curves and a resulting curve is shown for reservoir R1 (Fig. 7). From this figure it appears that the demand has a periodic components; every sundays and national holidays (2nd and 16th-17th of december 2019) one can see a similar pattern and an increase of the water consumption. This is certainly related to the fact that people spend more time at home rather than in their offices. Information on official holidays in 2019 from Official Holidays web site [49].

A seasonal component with a periodicity of twenty-four hours is also observed. It is due to characteristics and habits in water usage of the population.

![Image](Fig. 7. This plot represents the trends, seasonality and residues corresponding to the demand from reservoir R1.)

**B. ARIMA**

The computation of auto-correlation (ACF) and partial autocorrelation (PACF) functions are represented on figure 9 as correlograms for different lag values.

![Image](Fig. 9. Autocorrelation and partial autocorrelation for different lag values (demand from R1 reservoir).)

Both ACF and PACF estimates by default start with lag 0, at which it always takes the value 1. A cyclic behavior with a period of 24 is apparent in the time series plot of the original water demand data corresponding to any potable water reservoir (R1 to R7). Moreover, the absolute value of the correlations attenuates with increasing lag. Next, we will discuss the interpretation of the correlograms.

ACF correlogram (top of figure 9) indicates a strong spike at lag 1 and smaller spikes at lags 2 and 3. This can be represented by a moving average process of order 1,2,3; MA(1), MA(2), MA(3) for potable water demand. A similar behaviour can be observed for any of the stationarized potable water reservoirs demand. Spikes are also observed around lag 24. This may be due to the demand characteristics; water usage being somehow dependent on human habits. Indeed, most of people sleep at night, have a shower in either the morning or evening etc.

On the other hand, PACF shows significant correlations up to lag 2 indicating that AR(2) could be a good enough
model to describe all contributing terms in the moving average approximation.

However, both Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC) suggest that orders $p = 4, q = 3$ for ARMA$(p,q)$ lead to more accurate regression on the R1 training data set. The results are also confirmed by the log-likelihood analysis which shows a minimal value for $p=4, q=3$.

Therefore, one can conclude that a reasonably good model for the stationarized water demands (arising from reservoirs R1 to R7) would be ARIMA$(4,0,3)$ or ARMA$(4,3)$.

In this study, we were not able to go to high orders of $p$ and $q$. Indeed, it should be kept in mind that the time series studied has more than 26,280 values. Therefore, several problems arose.

- Time problem: a time consuming algorithm does not provide a response in a reasonable time, and so has been inoperative with our computing tools (a single personal computer).
- Memory problem: considering the large size of our data, any calculation requires significant memory space. Memory appears to be a crucial point in modeling such a large series.

| TABLE II | BIC       |
|---------|-----------|
| 0       | 34254.41  |
| 1       | 31847.57  |
| 2       | 31403.64  |
| 3       | 31390.59  |
| 4       | 31381.15  |

| TABLE III | AIC       |
|-----------|-----------|
| 0         | 34252.06  |
| 1         | 31845.44  |
| 2         | 31404.93  |
| 3         | 31394.71  |
| 4         | 31376.09  |

| TABLE IV  | LOG-likelihood |
|-----------|----------------|
| 0         | -171261.53     |
| 1         | -159272.72     |
| 2         | -156998.46     |
| 3         | -156877.54     |

C. Machine learning

Several machine learning methods, including simple neural networks, recurrent neural networks, support vector machines, tree-based methods have been studied in order to evaluate their predictive abilities on the time series that constitute the data water consumption.

Those algorithms were implemented using Scikit-learn, Statsmodels, Keras and TensorFlow libraries which were installed along with the python interpreter and Jupyter notebook.

a) Train, validation and test sets: The dataset has been split into train, validation and test sets. The tree sets representing 71%, 10% and 19% of the whole dataset (3 years data of hourly measured demand) were used for every method to train, validate and test the best model.

The datasets were cleansed: e.g linear interpolation was used to fill in missing values. Each value of the three datasets was then scaled to help prevent any convergence and saturation issues. Data were shrunked within the range $[0, 1]$. 

b) Model optimization: Learning curves of model performance on the train and validation datasets were used to diagnose any underfit or overfit. The performance of each candidate model was plotted as a loss function (one for the training set and another for the validation set) vs the epochs. By comparing and checking the shapes of the plotted loss functions, one could easily check whether the model may lead to or not to high variance (overfit) or bias (underfit).

When the model has too many hyperparameters, k-fold cross-validation method is used since there are too many combinations of hyperparameter values. Therefore a manual approach is tedious and must be avoided. In this approach, the training set is split into k smaller sets. The following procedure is followed for each of the k folds:

- a model is trained using $k - 1$ of the folds as training data.
- the model is validated on the remaining part of the data.
- the two steps above are repeated $k$ times using another part of the data for validation.

The performance reported by k-fold cross-validation is obtained by averaging the values computed for the k steps. This approach can be computationally expensive, but does not require too much data as is the case when fixing an dedicated validation set. There are other approaches that may slightly differ but generally follow the same principles.

c) Inputs: To train our neural network, we have decided to use the past 3 values as inputs with the value at any corresponding time instant. This means we will have an additional 3 columns where each row will have the water demand at any hour and the corresponding demands of the past 24 hours, the past 365×24 hours. These past values are included to account for correlations that have been observed previously from visual inspection of the water demand curves. Instead of using a single column, the actual water demand at each reservoir (apart from the datetime index of course), we use a four columns vector (Fig. 10 and Tab. V).

d) Results: MLP The simple Multi-layer Perceptron has an input layer with 4 nodes (accounting for each of the 4 past regressor inputs). The inner layer has 4 nodes and the ReLu activation was applied to input data. As for regression applications of MLP, the output layer has a single node while the linear activation function was used. Adam, the algorithm for first-order gradient-based optimization of stochastic objective functions [Ref: Diederik P. Kingma, Jimmy Lei Ba] which is based on adaptive estimates of lower-order moments, is used.
Input $X_1$

\[
\begin{array}{cccc}
 t & t-24 & t-168 & t-8760 \\
\end{array}
\]

Input $X_2$

\[
\begin{array}{cccc}
 t-1 & t-25 & t-169 & t-8761 \\
\end{array}
\]

Input $X_n$

\[
\begin{array}{cccc}
 t-24 & t-168 & t-8760 \\
\end{array}
\]

Fig. 10. Slicing of one dimensional timeseries to give slices of 4 values; at times $t$, $t-24$, $t-168$ (24 hours \times 7 days), $t-8760$ (24 hours \times 365 days). The obtained input is a two dimensional array $[X_1 \ X_2 \ \cdots \ X_n]$.

TABLE V
FIRST TEN LINES OF THE INPUT DATA FOR R1 LOCATION; EACH LINE IS AN INPUT VECTOR $X_i$ WHOSE COMPONENTS ARE DATA AT TIMES $t$, $t-24$, $t-168$ AND $t-8760$.

| $X_i$ | $X_i-4$ | $X_i-3$ | $X_i-2$ | $X_i-1$ | $X_i$ | $X_i+1$ | $X_i+2$ | $X_i+3$ | $X_i+4$ | $X_i+5$ |
|-------|---------|---------|---------|---------|-------|---------|---------|---------|---------|---------|
| $R_1$ | 1994    | 1680    | 1882    | 1718    | 1544  | 1380    | 1284    | 1266    | 1354    | ...    |
| $R_1-24$ | 2152   | 1758    | 1454    | 1244    | 1150  | 1128    | 1212    | 1332    | 1466    | ...    |
| $R_1-168$ | 1882   | 1454    | 1267    | 1080    | 1040  | 1094    | 1574    | 2172    | 2056    | 1043    |
| $R_1-8760$ | 1515   | 1488    | 1498    | 1317    | 1180  | 1085    | 1049    | 1143    | 1375    | ...    |

The learning rate was set to 0.001, while the exponential decay rates were set to $\beta_1=0.9$, $\beta_2=0.999$. The mean squared error ($MSE$) was used as a loss function.

From tables VI and VII one can see that the error roughly increases in proportion with the number of days included in the test set. $R^2$, the square of the Pearson’s correlation coefficient, and $MAE$, the mean average error indicate how the regression predictions fits the data. One can see to what extent the trained model is able to perform forecasts at different times. The same model (not updated) can be used up to 90 days; however the forecasts are less reliable at 90 days than forecasts between 60 days and 5 days. The best results are found for forecasts at 1 day where almost 98\% ($R^2$) of the data is explained by the MLP model. Figure 11 shows an example of prediction for water demand related to R1 reservoir.

LSTM The network has a single LSTM layer with 16 internal units. This was an optimal value that prevented from both overfitting and underfitting. The $sigmoid$ activation function was chosen for the LSTM network. As for regression applications, the output layer consisted in a single node and the linear activation function was applied to output values. As for MLP, the $Adam$ algorithm is used with the same parameters values: the learning rate was set to 0.001, and the decay rates were set to $\beta_1=0.9$, $\beta_2=0.999$. The mean squared error ($MSE$) was also used as a loss function. On figure 12 one can see an example of prediction for water arising from R1 reservoir.

From tables VI and VII one can see that the error roughly increases in proportion with the number of days included in the test set. Based on $R^2$ coefficients and $MAE$ analysis, it can be seen that the performance of the initial model (without further training) leads to less reliable forecasts at 90 days than forecasts in between 60 days and 30 days. For 7 days and 5 days, $R^2$ which has a value of almost 0.97 shows that these predictions are more reliable. The best results are found for
forecasts at 1 day where almost 99% of the data is explained by the LSTM model.

SVR Several combinations of $C$, the regularization constant, and $\varepsilon$ parameter (see Eq. [14]) have used to find an optimal one that leads to the best SVR model, while using the radial basis function (RBF) as a kernel function. Values of $1 \leq C \leq 10$ and $\varepsilon = 0.1$ give the best results; $C$ and $\varepsilon$ were set to 1 and 0.1 respectively.

Tables VI and VII show the performance of the SVR model in predicting water demand for reservoir $R1$. Based on $R^2$ coefficients and MAE analysis, it can be seen that the model is able to make forecasts up to 90 days and 30 days ($R^2 \sim 0.93 - 0.94$) which are almost as reliable as those at 7 days and 5 days ($R^2 \sim 0.95 - 0.96$). The best results are found for forecasts at 1 day ($R^2 \sim 0.99$). Figure 13 shows an example of prediction for water demand related to $R1$ reservoir.

**XGBoost** uses multiple parameters, which makes parameter tuning relatively difficult. Such parameters include number of boosting iterations, maximum depth, random subsampling, learning rate, lambda, and alpha. The number of boosting iterations in XGBoost refers to the number of consecutive trees that are fitted. The maximum depth of the tree is the maximum number of splits; too high a maximum depth can cause overfitting. Randomly subsampling corresponds to a specific ratio of the training dataset in each iteration prior to growing trees. A learning rate is used to shrink the weights at each step and make the optimization process more robust; essentially, the learning rate reduces the impact of each individual tree and let future trees improve the model (Chen and Guestrin, 2016). The parameters $\lambda$ and $\alpha$ respectively are regularization terms on weights, and by increasing them the model becomes more conservative. Using a 10-fold cross-validation process combined to a grid search algorithm [Refs], one obtains the following values for each parameter: number of boosting iterations: 500; maximum tree depth: 25; subsample ratio of training dataset in each split: 1 (0.8); subsample ratio of columns in each split: 1 (0.5); $\lambda = 1; \alpha = 0.2$; learning rate = 0.1.

The performance of XGBoost in predicting water demand (test set from reservoir $R1$) without being retrained does not significantly improve while decreasing the forecasting period from 90 days to 5 days ($\sim 0.92-0.93$). The prediction significantly improves for one day (24 hours) prediction ($R^2 \sim 0.96$). On figure 14 one can see an example of prediction for water arising from $R1$ reservoir.

**f) RF Regressor:** Here, we have chosen to optimize two parameters of the model; the maximum depth of the tree and the number of trees in the forest. Depending on the values of these parameters, one can achieve better performance from the model while increasing the number of trees. However, one must be cautious since the model may lead to high variance (overfitting) issues.

For tuning the hyperparameters of the RF regressor model, a 10-fold cross-validation combined with the grid search algorithm [Refs] has been performed. Three parameters have

---

**TABLE VI**

Forecasting results using test data set for water demand arising from reservoir $R1$ ($R^2$ values).

| Model    | 90 days | 60 days | 30 days | 15 days | 7 days  | 5 days  | 1 day  |
|----------|---------|---------|---------|---------|---------|---------|--------|
| MLP      | 0.9109  | 0.9442  | 0.9414  | 0.9442  | 0.9541  | 0.9489  | 0.9786 |
| LSTM     | 0.9151  | 0.9474  | 0.9413  | 0.9480  | 0.9665  | 0.9634  | 0.9898 |
| SVR      | 0.9335  | 0.9469  | 0.9455  | 0.9502  | 0.9615  | 0.9624  | 0.9873 |
| XGBoost  | 0.9171  | 0.9221  | 0.9248  | 0.9284  | 0.9382  | 0.9340  | 0.9635 |
| Random Forest | 0.9164  | 0.9232  | 0.9168  | 0.9220  | 0.9316  | 0.9275  | 0.9566 |

**TABLE VII**

Forecasting errors using test data set for water demand arising from reservoir $R1$ (MAE errors). For obvious practical reason (smaller numbers) MAE were calculated on scaled data (scaled test data and scaled predicted values).

| Model    | 90 days | 60 days | 30 days | 15 days | 7 days  | 5 days  | 1 day  |
|----------|---------|---------|---------|---------|---------|---------|--------|
| MLP      | 132.14  | 109.33  | 111.40  | 109.84  | 100.16  | 114.40  | 58.83  |
| LSTM     | 136.04  | 113.87  | 122.46  | 115.04  | 95.73   | 105.87  | 54.12  |
| SVR      | 128.02  | 115.36  | 120.17  | 115.75  | 101.55  | 109.27  | 60.22  |
| XGBoost  | 143.29  | 135.14  | 138.03  | 135.98  | 130.02  | 141.73  | 115.49 |
| Random Forest | 142.70  | 137.62  | 144.85  | 139.34  | 136.01  | 147.53  | 119.05 |

---

Fig. 13. Plot of actual vs predicted values using SVR model (demand from $R1$ reservoir).

e) **XGBoost:** XGBoost models can be defined by selecting specific values for several parameters. They should be selected to maximize the model performance on a given dataset and in such a way to prevent overfitting and unnecessary complexity as well as underfitting.
tuned; different values and ranges of values have been tried for the number of estimators, the maximum depth and the number of random states. Based on RMSE error, the following optimal values have been found: number of estimators (n_estimators=100), the maximum depth (max_depth=6), and number of random states (random_state=100).

The performance of the Random Forest regressor model in predicting water demand (test set from reservoir R1) with the initially trained model is somewhat similar than the performance of XGBoost. It does not significantly improve while decreasing the forecasting period from 90 days to 5 days (≈0.92-0.93). The prediction significantly improves for one day (24 hours) prediction ($R^2 \sim 0.96$). Figure 15 shows an example of prediction for water demand related to R1 reservoir.

![XGBoost plot](image1)

**Fig. 14.** Plot of actual vs predicted values using XGBoost model (demand from R1 reservoir).

![Random Forest plot](image2)

**Fig. 15.** Plot of actual vs predicted values using the Random Forest regressor model (demand from R1 reservoir).

V. CONCLUSION

First it is important to notice that all drinkable water reservoirs (R8 to R9) which are out of the current study’s scope, need more features to be considered in order to have a reliable model for demand forecasting. For instance, the features may include weather conditions such as rain falls, temperature, etc. Several works have outlined the importance of these features [Refs].

The current study confirms that statistical methods have limited predictive power in practice due to the nonlinear nature of changes in water demand. In particular, forecasting beyond a few hours time-step may not be accurate when using those models. Especially, when the demand drastically changes; these changes occur after a few hours as shown by the various plots of the present publication.

More sophisticated methods that are able to fit non-linear models such as MLP, LSTM, SVR, XGBoost and Random Forest perform significantly better when forecasting water demand. Forecasts based on the initially trained model (with no further updates of the model parameters) are very good for twenty-four hours (one day) for any these models even though one can see from table VII that MLP, LSTM and SVR models have much better predictive abilities. Then, the accuracy of the predictions decreases significantly for five days forecasts and beyond (seven days to 90 days) for all the methods that have been studied. However, MLP, LSTM and SVR have relatively good predictions up to sixty days.

Therefore, it is possible to use one of the studied machine learning algorithms after initial training for up to 90 days model. Then, it is highly recommended to update the model by further training using recent measured data. The input must include the best predictors which are the water consumption values recorded at the previous hour, the previous day, the previous week and the previous year (four predictors).

As a conclusion, one can easily deduce that the good forecasting abilities of artificial neural networks (MLP), recurrent neural network (LSTM), support vector machine regressors (SVR) and tree based regressors (XGBoost and Random forest) are twofold. First, their non-linear nature can fit water demand which are inherently non-linear. In contrast, the statistical methods such as AR, MA and ARIMA are unable to fit water demand and more generally non-linear models.
