Convolutional neural networks and local binary patterns for hyperspectral image classification
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ABSTRACT
Convolutional neural networks (CNNs) have strong feature extraction capability, which have been used to extract features from the hyperspectral image. Local binary pattern (LBP) is a simple but powerful descriptor for spatial features, which can lessen the workload of CNNs and improve the classification accuracy. In order to make full use of the feature extraction capability of CNNs and the discrimination of LBP features, a novel classification method combining dual-channel CNNs and LBP is proposed. Specifically, a one-dimensional CNN (1D-CNN) is adopted to process original hyperspectral data to extract hierarchical spectral features and another same 1D-CNN is applied to process LBP features to further extract spatial features. Then, the concatenation of two fully connected layers from the two CNNs, which fused features, is fed into a softmax classifier to complete the classification. The experimental results demonstrate that the proposed method can provide 98.52%, 99.54% and 99.54% classification accuracy on the Indian Pines, University of Pavia and Salinas data, respectively. And the proposed method can also obtain good performance even with limited training samples.

Introduction

Hyperspectral image with very high spectral resolution can be used to obtain the approximately continuous spectral curve and detect the diagnostic spectral characteristics of ground materials. Thus, ground materials can be more discriminative with detailed spectral information (Ghamisi, Plaza, Chen, Li, & Plaza, 2017). Hyperspectral image classification has been developed for a variety of applications (Bioucas-Dias et al., 2013), such as environmental monitoring (Tegdén et al., 2015) and precision agriculture (Lacar, Lewis, & Grierson, 2001). However, due to the complexity of spectral and spatial structures, high dimensionality and strong correlation between adjacent bands, the classification of the hyperspectral image still remains a challenging task (Gomez-Chova, Tuia, Moser, & Camps-Valls, 2015).

Therefore, extracting discriminative features from complex image data has become a hot topic of hyperspectral image classification. Conventional hyperspectral image classifier solely considers spectral signatures and linear transformation-based methods are utilized to extract potentially better features from spectral domain (Liu et al., 2018b), such as linear discriminant analysis (LDA) (Bandos, Bruzzone, & Camps-Valls, 2009), principal component analysis (PCA) (Licciardi, Marpu, Chanussot, & Benediktsson, 2012) and independent component analysis (ICA) (Villa, Benediktsson, Chanussot, & Jutten, 2011). Linear transformation-based feature extraction methods usually try to find a transformation matrix to maximize the discriminative power and separate the available classes effectively. Nevertheless, due to the nonlinearity of ground scattering, hyperspectral images are inherently nonlinear (Chen, Jiang, Li, Jia, & Ghamisi, 2016; Du, Wang, Tan, & Xia, 2011), which is not suitable for these linear feature extraction methods. Some nonlinear processing strategies such as kernel-based method (Camps-Valls & Bruzzone, 2005) have been introduced to feature extraction of hyperspectral image and obtained better performance (Li, Chen, et al., 2015).

Due to the phenomenon of the same object with different spectrums and the different objects with the same spectrum in the hyperspectral image, it is difficult to classify different classes precisely using spectral information alone (He, Li, Liu, & Li, 2017). However, spatially adjacent pixels usually share similar characteristics and labels. Recent studies have suggested incorporating spatial information into the feature extraction process (Plaza, Plaza, & Martín, 2009). And jointly combining spatial and spectral information can provide a significant advantage in terms of reducing the uncertainty of the samples. An approach to include spatial information in classification consists of morphological profiles (MPs) to model the spatial information (Miao et al., 2002). MPs applied a set of
mathematical morphological operations on spectral images. Some MP-based methods were also proposed, such as the derivative of MP (DMP) (Miao et al., 2002), extended morphological profiles (EMPs) (Fauvel, Benediktsson, Chanussot, & Sveinsson, 2008), attribute profiles (APs) (Dalla Mura, Benediktsson, Waske, & Bruzzone, 2010), etc. Another set of spectral-spatial classification approaches relies on the concept of composite kernels (CKs) (Li, Marpu, Plaza, Bioucas-Dias, & Benediktsson, 2013). CKs are formed by the spatial and spectral kernels computed by extracted spatial features and original spectral information. In addition, Markov random field (MRF) regularization is also used for refining the classification results by integrating spatial-contextual information (Moser & Serpico, 2013). Nevertheless, MP-based features are hand-crafted and less flexible. Spatial features extracted by CKs are too simple to accurately represent complex spatial structures. And MRF-based methods heavily depend on the initial pixelwise classification (Lei, Mcisaac, & Osinski, 2018).

As a simple but powerful texture descriptor, local binary pattern (LBP) has been successfully applied to texture representation, such as face recognition (Zhao & Pietikäinen, 2007) and texture classification (Guo, Wang, Zhou, & You, 2016). Recently, the LBP model has also been introduced for spatial-domain feature extraction and classification of hyperspectral image. In this context, LBP and a global Gabor filter are employed in a subset of bands selected from hyperspectral image to produce a comprehensive description of spatial texture information (Li, Chen, Su, & Du, 2015). These extracted features are then concatenated with the spectral features together to perform the classification task. Similarly, Yang, Gao, Dong, and Yang (2018) stacked the spectral features and LBP features extracted from selected bands into high dimensional vectors. Then, the stacked features of a specified position are transformed into a 2D image which are fed into PCANet for classification. For extracting spectral and spatial features simultaneously, the conventional 2D-LBP model is extended to 3D domains which jointly considers the spectral and spatial information in a single framework (Jia, Hu, Zhu, Jia, & Li, 2017b). On the other hand, post-processing strategies can also be combined with LBP to refine the classification. LBP-based feature extraction for the class-conditional probability can be coupled with an MRF-based prior (Ye, Fowler, & Bai, 2017). Instead of relegating spatial information solely to the class prior, an LBP feature extraction employing both sign and magnitude components provides a class-conditional probability that comprised both spatial and spectral information. In addition, the Uniform local binary pattern (ULBP) descriptor is combined with superpixel-level decision fusion strategy together for hyperspectral image classification (Jia, Deng, Zhu, Jia, & Li, 2017a).

More recently, deep learning has been proved to be a more preferable way to extract nonlinear high-level features because of its hierarchical learning framework (Zhao & Du, 2016). And many deep learning-based methods have been used in hyperspectral image classification and yield excellent performance. Stacked autoencoder (SAE) (Chen, Lin, Zhao, Wang, & Gu, 2014; Ma, Wang, & Geng, 2016) and deep belief network (DBN) (Chen, Zhao, & Jia, 2015) are firstly introduced to deal with feature extraction and classification in spatial and spectral domain. And a series of advanced hyperspectral classification methods is proposed to obtain better performance. Then, a deep CNN is also used to classify a hyperspectral image in the spectral domain (Hu, Huang, Wei, Zhang, & Li, 2015; Tao, Pan, Li, & Zou, 2015). Furthermore, CNN-based methods are more suitable for extracting nonlinear spatial-spectral features for hyperspectral image classification by means of the non-linear activation function (Yue, Zhao, Mao, & Liu, 2015; Liu et al., 2018a; Romero, Gatta, & Camps-Valls, 2016). For instance, Zhang, Li, Zhang, & Shen (2017) adopt one-dimensional CNN (1D-CNN) and two-dimensional CNN (2D-CNN) to extract the hierarchical spectral features and the hierarchical spatial features, respectively, i.e., called dual-channel CNN (DC-CNN). The extracted spectral features and spatial features are thereby fused to complete the hyperspectral image classification. This concatenation strategy can extract features in a high-efficiency manner and achieve decision-level feature fusion.

Due to the discrimination capability of LBP features, the combination of LBP features and the CNNs can lessen the workload of CNNs (Chen et al., 2017). To make the most of the spectral-spatial feature extraction ability of DC-CNN and the discrimination capability of LBP features, a novel classification method combining advanced DC-CNN and LBP features, called LBP Dual-Channel CNN (LBP-DC-CNN), is proposed in this paper. Specifically, original hyperspectral data and LBP features are processed in an advanced DC-CNN framework. Original hyperspectral data is fed into a 1D-CNN model to extract hierarchical spectral features. On the other hand, LBP features are fed into another same 1D-CNN model which is another channel of DC-CNN framework to further extract hierarchical spatial features simultaneously. Next, the fully connected layers of the two 1D-CNN models in DC-CNN framework are concatenated into a fused layer, which complete the fusion of spectral features and spatial features. Finally, the fused features are fed into a softmax layer to conduct classification.

By processing the original hyperspectral data and LBP features, respectively, using two 1D-CNN models, LBP-DC-CNN not only makes full use of
the feature extraction capability of the CNNs and the advantage of LBP features but also implements the effective fusion of various characteristics. The main contributions of this paper can be summarized as follows.

1. Features extracted by LBP are taken as the input of 1D-CNN model to further extract spatial features, which can help complete the fusion with spectral features extracted from another 1D-CNN model.

2. An advanced dual-channel CNN framework with LBP is proposed. Specifically, a 1D-CNN model is adopted to process original hyperspectral data to extract hierarchical spectral features and then another same 1D-CNN model is applied to process LBP features to extract hierarchical spatial features. Then, the two fully connected layers of the two CNNs are concatenated to fuse spectral features and spatial features. Finally, the fused features are fed into the softmax layer to conduct classification.

3. Experiments using three well-known datasets verify the better performance of LBP-DC-CNN compared with conventional classification methods.

The remainder of this paper is organized as follows. In Section 2, the proposed classification method is described in detail. In Section 3, the experimental results and the corresponding analysis are presented. Conclusions are presented in Section 4.

**Proposed method**

**LBP**

The LBP is a powerful nonparametric operator for the description of local image features and has been proved to be rotation invariant and translation invariant. Given a center pixel $(x_c, y_c)$, an ordered binary set defined as LBP is obtained by comparing the gray value of the center pixel $(x_c, y_c)$ with the pixels of its eight neighbors. Thus, the LBP code is expressed as the decimalized form of an octet binary number:

$$LBP(x_c, y_c) = \sum_{n=0}^{7} S(i_n - i_c)2^n$$

where $i_c$ represents the gray value of the center pixel $(x_c, y_c)$, and $i_n$ is the gray value of the pixels of its eight neighbors. LBP code has been proved to be invariant to any monotonous gray level transformation, and the local neighborhood binary code remains unchanged after transformation.

$$S(i_n - i_c) = \begin{cases} 1 & i_n - i_c \geq 0 \\ 0 & i_n - i_c < 0 \end{cases}$$

**CNNs**

A typical CNN is a type of deep model in which convolutional filters and pooling operations are applied alternately on the local neighborhoods of each pixel in

![Figure 1. Example of LBP calculation. (a) Gray-scale map, (b) binary value set, and (c) code set.](image-url)
the raw input, generating complex high-level features (Li et al., 2017). CNNs have been primarily applied to 2D images, and have achieved better performance in image classification.

A 1D-CNN is a type of simplified CNN used to process a 1D input. A 1D-CNN is primarily applied to pixelwise HSI classification that only utilizes a pixel spectral vector as the input (Hu et al., 2015).

Formally, a 1D convolution operation is expressed as

\[ v_{lj}^x = f\left( \sum_{m} \sum_{h=0}^{H_l-1} k_{lj,m}^h v^{x+h}_{(l-1),m} + b_{lj} \right) \]

where \( v_{lj}^x \) is the value of a unit at position \( x \) in the \( j \)'th feature map in the \( l \)'th layer; \( f(\cdot) \) is the activation function; \( m \) indicates the indexes over the set of feature maps in the \((l-1)\)'th layer connected to the current feature map; \( H_l \) represents the length of the convolutional filter; \( k_{lj,m}^h \) represents the value at position \( h \) of the filter connected to the \( m \)'th map; and \( b_{lj} \) is the additive bias. Figure 2 shows the 1D convolution operation with a stride of 1.

The pooling layer (e.g., mean pooling and max pooling) is usually implemented following the convolutional layer to reduce the size of the feature maps and decrease the quantity of parameters. Features become more abstract and discriminative with various convolutions and poolings. In addition, a fully connected layer maps the learned feature representation to the classifier.

**LBP-DC-CNN**

The proposed classification method illustrated in Figure 3, i.e., LBP-DC-CNN, mainly contains three parts. Firstly, using a 1D-CNN model which is the first channel of LBP-DC-CNN to process original hyperspectral data to extract hierarchical spectral features. Secondly, using another same 1D-CNN model which is another channel of LBP-DC-CNN to process LBP features to further extract hierarchical spatial features simultaneously and concatenating two fully connected layers from the two aforementioned 1D-CNN models to fuse spectral and spatial features for yielding classification finally. In the two channels of LBP-DC-CNN, 1D-CNN model extracts spatial features and spectral features, respectively. Specifically, the 1D-CNN model includes two 1D convolutional layers and one fully connected layer (the tuning of the network structure will be discussed in Sec. 3.2), which is proved to be effective in feature extraction. In the later stage of LBP-DC-CNN, the concatenation of two fully connected layers from the two 1D-CNN models is fed into a softmax layer to conduct classification. The style of concatenation for two fully connected layers will preserve the values of original features and improve the discrimination capability of the fused features. The rectified linear unit (ReLU) is adopted as the nonlinear activation function of the convolutional layers owing to its faster convergence speed (Hara, Saito, & Shouno, 2015). ReLU can solve the problem of gradient vanish which is likely to occur in conventional activation function, e.g., Sigmoid and Tanh. Furthermore, the proposed method is optimized by Adam, which is
suitable for non-convex optimization and high-dimensional space (Kingma & Ba, 2014). In the output layer, the softmax function is employed as a classifier owing to its simple computation and good performance in classification. In convolutional layer, small fields of $3 \times 3$ can yield better results (Simonyan & Zisserman, 2014), and we confirmed the size of the 1D convolution kernel to be 3. The first convolutional layer adopts sixteen 3 filters, and the second convolutional layer adopts thirty-two 3 filters. And the length of the fully connected layer is 128.

Results

Experimental data

The proposed classification method LBP-DC-CNN is implemented using the Python programming language and Keras library (https://keras.io/). The results are generated on a PC equipped with an Intel 2.6 GHz Core i7-4720HQ and 16GB of memory. Three hyperspectral datasets, including Indian Pines, University of Pavia and Salinas data (Computational Intelligence Group of the University of the Basque Country), are employed to evaluate the performance of the proposed classification method.

(1) Indian Pines data is obtained by an Airborne visible infrared imaging spectrometer (AVIRIS) sensor with 200 spectral channels after removing water absorption bands and a 0.4–2.45 um region of wavelength. The image represents a scene with $145 \times 145$ pixels, where 16 landcover classes are labeled in the ground truth map. Nevertheless, only nine classes are considered because a few classes have very few training samples (Li, Wu, Zhang, & Du, 2016). The number of training and testing samples are listed in Table 1. The false-color image (band 35, band 165 and band 148) and the ground truth map are shown in Figure 4.

(2) The University of Pavia data is collected by a Reflective optical system imaging spectrometer (ROSI S) sensor with 103 spectral channels after removal of water bands and a 0.43–0.86 um region of wavelength. The image represents a scene with $610 \times 340$ pixels, where 42776 pixels with nine classes are labeled in the ground truth map. The number of training and testing samples are listed in Table 2. The false-color image (band 32, band 59 and band 92) and the ground truth map are shown in Figure 5.

| Class no. | Class name       | Training samples | Testing samples |
|-----------|------------------|------------------|-----------------|
| 1         | Corn-notill      | 200              | 1228            |
| 2         | Corn-mintill     | 200              | 630             |
| 3         | Grass-pasture    | 200              | 283             |
| 4         | Grass-trees      | 200              | 530             |
| 5         | Hay-windowed     | 200              | 278             |
| 6         | Soybean-notill   | 200              | 772             |
| 7         | Soybean-mintill  | 200              | 2255            |
| 8         | Soybean-clean    | 200              | 393             |
| 9         | Woods            | 200              | 1065            |
| Total     |                  | 1800             | 7434            |
(3) Salinas data is collected by the AVIRIS sensor over Salinas Valley, California with 204 bands after removing 20 water absorption bands. The image comprises 512×217 pixels with a spatial resolution of 3.7 m where 16 classes are in the image. More detailed information about the number of training and testing samples are listed in Table 3. The false-color image (band 40, band 122 and band 166) and the ground truth map are shown in Figure 6.

In the three datasets, 200 samples are selected from each class randomly and used as training samples (Hu et al., 2015), which is suitable for demonstrating the better performance of LBP-DC-CNN with a limited number of training samples. Moreover, 200 training samples from each class can ensure relatively good performance for the compared classification methods (Lee & Kwon, 2017).

**Parameters tuning**

There are several important parameters in the CNN structure, such as learning rate, network width, and network depth. The classification performance of CNN framework is also sensitive to different parameters settings. Learning rate determines the convergence speed in the procedure of backpropagation (Hu et al., 2015), which can significantly affect the training performance. According to empirical study (Li et al., 2016), we set the learning rate 0.001, 0.01, and 0.001 for the Indian Pines, University of Pavia, and Salinas data, respectively.

(1) Network width

Firstly, we test the impact of different network widths. Network width determines the number of convolutional filters and the output feature maps. We fix the depth of 1D-CNN model to 5 with two convolutional layers, two max pooling layers, and one fully connected layer. Then, we test the performance with different widths of the first convolutional layer 4, 8, 16, 32, 64. These results are listed in Table 4. The accuracies of different widths have little change and no obvious rules. That is, the accuracies are not very sensitive to the network widths, and thus in our experiments, we select...
16, 8, 16 for the network width of Indian Pines, University of Pavia, and Salinas data, respectively.

(2) Network depth

Next, we test the impact of different network depths. With the network widths 16, 8 and 16 for corresponding data, five networks with depths 3, 5, 7, 9, 11 are tested. The experimental results are summarized in Table 5. From this table, we can conclude that the accuracy is decreased gradually with the increase of network depth, which may be a result of the gradient vanishing problem encountered by deeper neural networks. And we use the network depths of 3, 3, and 3 for Indian Pines, University of Pavia, and Salinas data, respectively.

(3) Max pooling layer

Finally, we test the impact of max pooling layer. According to the given network widths and network depths, we test the accuracies of designed CNN structure with max pooling layer and without max pooling layer. The experimental results are summarized in Table 6. From this table, we can conclude that CNN structure without max pooling layer may slightly increase the classification performance. Therefore, the structure of 1D-CNN model is set two convolutional layers, and one fully connected layer with given network widths.

Classification performance

In order to evaluate the classification performance of LBP-DC-CNN, we compare the performance of LBP-DC-CNN with those of several state-of-the-art classifiers. Specifically, we apply a conventional

Table 3. Number of training and testing samples used in the Salinas data.

| Class no. | Class name                      | Training samples | Testing samples |
|----------|---------------------------------|------------------|-----------------|
| 1        | Broccoli_green_weeds_1          | 200              | 1809            |
| 2        | Broccoli_green_weeds_2          | 200              | 3526            |
| 3        | Fallow                          | 200              | 1776            |
| 4        | Fallow_rough_plow               | 200              | 1194            |
| 5        | Fallow_smooth                   | 200              | 2478            |
| 6        | Stubble                         | 200              | 3759            |
| 7        | Celery                          | 200              | 3379            |
| 8        | Grapes_untrained                | 200              | 11,071          |
| 9        | Soil_vineyard_develop           | 200              | 6003            |
| 10       | Corn_senesed_green_weeds        | 200              | 3078            |
| 11       | Lettuce_romaie_4wk              | 200              | 868             |
| 12       | Lettuce_romaie_5wk              | 200              | 1727            |
| 13       | Lettuce_romaie_6wk              | 200              | 716             |
| 14       | Lettuce_romaie_7wk              | 200              | 870             |
| 15       | Vinyard_untrained               | 200              | 7068            |
| 16       | Vinyard_vertical_trellis        | 200              | 1607            |
| Total    |                                 | 3200             | 50,929          |

Figure 6. Salinas dataset. (a) False color image of three bands and (b) Ground truth map.

Table 4. Overall accuracy and times of different network widths.

| Dataset       | Network width | 4     | 8     | 16    | 32    | 64    |
|---------------|---------------|-------|-------|-------|-------|-------|
| Indian Pines  | Accuracy (%)  | 98.32 | 98.20 | 98.35 | 98.33 | 98.23 |
|               | Time (s)      | 178.0 | 317.1 | 668.3 | 1388.0 | 3433.8 |
| University of | Accuracy (%)  | 98.92 | 99.09 | 99.02 | 98.74 | 98.59 |
| Pavia         | Time (s)      | 178.6 | 316.8 | 658.6 | 1354.6 | 2816.3 |
| Salinas       | Accuracy (%)  | 98.63 | 98.82 | 98.89 | 98.67 | 98.54 |
|               | Time (s)      | 682.1 | 932.2 | 1484.9 | 2870.6 | 5436.3 |

Table 5. Overall accuracy and times of different network depths.

| Dataset       | Network depth | 3     | 5     | 7     | 9     | 11    |
|---------------|---------------|-------|-------|-------|-------|-------|
| Indian Pines  | Accuracy (%)  | 98.42 | 98.35 | 98.17 | 97.88 | 97.65 |
|               | Time (s)      | 390.8 | 668.3 | 764.8 | 803.2 | 810.9 |
| University of | Accuracy (%)  | 99.21 | 99.09 | 97.59 | 96.33 | 95.24 |
| Pavia         | Time (s)      | 199.9 | 316.8 | 337.0 | 351.7 | 358.4 |
| Salinas       | Accuracy (%)  | 99.16 | 98.89 | 98.32 | 97.18 | 96.21 |
|               | Time (s)      | 1064.7 | 1484.9 | 1639.2 | 2047.5 | 2473.2 |
Table 6. Overall accuracy (%) with or without max pooling layer.

| Dataset       | With max pooling | Without max pooling |
|---------------|------------------|---------------------|
| Indian Pines  | 98.46            | 98.54               |
| University of Pavia | 99.21        | 99.73               |
| Salinas       | 99.16            | 99.56               |

support vector machine (SVM) classifier with the Radial basis function (RBF) kernel directly to spectral signatures, in which the gamma (spread of the RBF kernel) and c (parameter that controls the amount of penalty during the SVM optimization) are set to be 2 and 16, respectively. Additionally, we employ a plain network CNN (Hu et al., 2015), which consists of two convolutional layers and two fully connected layers. We also compare an LBP-based classification approach denoted as LBP-CNN, which takes the LBP features as the input of 1D-CNN. DC-CNN (Zhang et al., 2017) is also considered to validate the advantage of dual-channel CNN framework. In addition, we compare the performance of LBP-DC-CNN with those of some state-of-art spatial-spectral hyperspectral image classification methods. Contextual CNN method (C-CNN) (Lee & Kwon, 2017) is used as a baseline in this work. A novel feature learning CNN (FL-CNN) (Mei, Ji, Hou, Li, & Du, 2017) which combines SVM and CNN to integrate both spatial context and spectral signature is used for comparison. In FL-CNN, we adopt the supervised FL-CNN and SVM as the classifier. 3D-CNN (Li et al., 2017) is proposed to take full advantage of both spatial and spectral information. Thus, we take 3D-CNN as a compared method. The number of labeled samples for training (200 samples per class) is exactly the same in different classifiers. For all experiments, we perform the experiments 10 times. Class-specific accuracy, overall accuracy (OA), average accuracy (AA), kappa coefficient (k) and the corresponding standard deviation are used to evaluate the classification accuracy.

Table 7–9 list classification accuracies for the three experimental datasets with the bold figure representing the maximum value within a line. The results are the mean value and standard deviation of 10 times experiments. It is seen from the compared results of each individual method that the classification performance of LBP-DC-CNN is superior to those of compared classifiers. And some conclusions can be drawn from the results.

1. The OAs of LBP-DC-CNN are better than those of LBP-CNN and DC-CNN, which validate feature extraction capability of the CNNs and the advantage of LBP features. LBP-DC-CNN provides better accuracy than that of DC-CNN, which means an advantage of LBP features compared to the spatial features extracted by 2D-CNN model. In addition, the accuracy of LBP-DC-CNN is better than that of LBP-CNN, which validates the reasonability and discriminative power of the dual-channel CNN framework.

2. The OAs of LBP-DC-CNN are obviously superior to those of compared methods, which makes the best of the advantage of DC-CNN and LBP features. For Indian Pines data, LBP-DC-CNN (i.e., 98.52%) yields approximately 2% accuracy higher than the DC-CNN (i.e., 96.92%) and approximately 4% higher accuracy than the LBP-CNN (i.e., 94.72%). For University of Pavia data, LBP-DC-CNN (i.e., 99.54%) yields over 2% higher accuracy than the DC-CNN (i.e., 98.39%) and approximately 3% accuracy higher than the LBP-CNN (i.e., 96.35%). For Salinas data, LBP-DC-CNN (i.e., 99.54%) yields over 2% higher accuracy than the DC-CNN (i.e., 97.24%) and approximately 5% accuracy higher than the LBP-CNN (i.e., 94.62%).

3. The OAs of LBP-DC-CNN have an advantage over those of other spatial-spectral hyperspectral image classification methods, such as 3D-CNN, FL-CNN and C-CNN. For Indian Pines data, LBP-DC-CNN (i.e., 98.52%) yields over 3% higher accuracy...
than the 3D-CNN (i.e., 94.96%) and FL-CNN (i.e., 94.63%), and over 4% higher accuracy than the C-CNN (i.e., 93.90%). For University of Pavia data, LBP-DC-CNN (i.e., 99.54%) yields over 5% higher accuracy than the 3D-CNN (i.e., 94.41%) and approximately 3% higher accuracy than the C-CNN (i.e., 96.31%) and 0.7% higher accuracy than the FL-CNN (i.e., 98.84%). For Salinas data, LBP-DC-CNN (i.e., 99.54%) yields over 5% higher accuracy than the 3D-CNN (i.e., 94.30%) and over 4% higher accuracy than the C-CNN (i.e., 95.05%) and 0.9% higher accuracy than the FL-CNN (i.e., 98.61%). Compared with other spatial-spectral hyperspectral image classification methods, the style of the dual-channel CNN framework can extract spectral features and spatial features effectively and the LBP features enhanced the discriminative power of the dual-channel CNN framework.

(4) LBP-DC-CNN can improve the class-specific accuracy of some ground materials, such as Corn-no till and Soybean-min till in Indian Pines data, Asphalt and Meadows in University of Pavia data, Grapes_untrained and Vinyard_untrained in Salinas data. The reason is that LBP features are more discriminative than spatial features extracted by 2D-CNN and LBP-DC-CNN makes full use of LBP features and spectral features in a dual-channel CNN framework.

Figures 7–9 show the thematic maps of the labeled pixels in three experimental data, which include the classification maps of LBP-DC-CNN and compared methods. These maps are consistent with the results listed in Table 7–9, respectively. Some areas in the classification maps obtained by LBP-DC-CNN are obviously less noisy than those of LBP-CNN and DC-CNN, e.g., the regions of Grapes_untrained in Figure 9. Figure 10 illustrates the classification performance with different numbers of training samples per class. Labeled samples are usually insufficient in hyperspectral data for training, and it is necessary to investigate the sensitivity of the training sample sizes. As shown in Figure 10, the number of training samples per class is changed from 50 to 200 with an interval of 50. LBP-DC-CNN consistently performs better than the compared methods with limited labeled training samples.

Table 8. Classification performance of the University of Pavia dataset.

| Class no. | SVM (%) | CNN 3D-CNN (%) | FL-CNN (%) | C-CNN (%) | LBP-CNN (%) | DC-CNN (%) | LBP-DC-CNN (%) |
|-----------|---------|----------------|------------|-----------|-------------|------------|----------------|
| 1         | 85.59 ± 0.26 | 93.09 ± 0.43 | 95.76 ± 0.11 | 98.37 ± 0.09 | 91.49 ± 0.40 | 90.89 ± 0.46 | 98.20 ± 0.07 | 99.16 ± 0.05 |
| 2         | 89.25 ± 0.40 | 91.17 ± 0.28 | 95.35 ± 0.37 | 98.38 ± 0.46 | 97.17 ± 0.61 | 97.70 ± 0.43 | 97.51 ± 0.57 | 99.48 ± 0.23 |
| 3         | 89.58 ± 1.11 | 94.06 ± 0.57 | 98.24 ± 0.29 | 99.09 ± 0.49 | 98.00 ± 0.49 | 98.06 ± 0.46 | 99.28 ± 0.51 | 99.98 ± 0.02 |
| 4         | 98.96 ± 0.03 | 99.27 ± 0.12 | 97.52 ± 0.54 | 99.54 ± 0.84 | 98.74 ± 0.75 | 98.50 ± 0.63 | 98.17 ± 0.62 | 98.86 ± 0.74 |
| 5         | 100.00 ± 0.00 | 100.00 ± 0.00 | 100.00 ± 0.00 | 100.00 ± 0.00 | 99.40 ± 0.16 | 99.53 ± 0.15 | 99.78 ± 0.16 | 100.00 ± 0.00 |
| 6         | 90.05 ± 0.51 | 93.92 ± 2.13 | 98.35 ± 0.09 | 99.82 ± 0.43 | 99.83 ± 0.10 | 99.70 ± 0.34 | 99.59 ± 0.40 | 100.00 ± 0.00 |
| 7         | 97.57 ± 0.42 | 94.72 ± 0.25 | 99.32 ± 0.08 | 99.85 ± 0.03 | 99.47 ± 0.16 | 99.82 ± 0.09 | 99.97 ± 0.04 | 99.90 ± 0.14 |
| 8         | 87.93 ± 1.12 | 90.39 ± 0.33 | 99.73 ± 0.62 | 98.91 ± 0.32 | 98.53 ± 0.34 | 98.76 ± 0.49 | 99.77 ± 0.08 | 99.76 ± 0.07 |
| 9         | 99.58 ± 0.15 | 99.89 ± 0.02 | 99.68 ± 0.06 | 100.00 ± 0.00 | 93.63 ± 0.59 | 92.96 ± 1.15 | 99.96 ± 0.05 | 100.00 ± 0.00 |
| OA (%)    | 90.19 ± 0.42 | 93.11 ± 0.73 | 94.41 ± 0.38 | 98.84 ± 0.29 | 96.31 ± 0.37 | 96.35 ± 0.31 | 98.39 ± 0.27 | 99.54 ± 0.14 |
| AA (%)    | 93.17 ± 0.36 | 95.47 ± 0.03 | 97.61 ± 0.23 | 98.65 ± 0.26 | 96.39 ± 0.31 | 96.21 ± 0.28 | 99.14 ± 0.16 | 99.68 ± 0.09 |
| k (%)     | 87.25 ± 0.55 | 91.02 ± 0.91 | 92.62 ± 0.36 | 98.47 ± 0.29 | 95.13 ± 0.48 | 95.20 ± 0.40 | 97.88 ± 0.35 | 99.36 ± 0.15 |
CNN. In addition, the LBP features are bigger than the original image data, leading to long training time of LBP-CNN. LBP-DC-CNN deals with the LBP features and original image data, making the longest training time than the compared methods.

**Conclusion**

In this paper, a novel classification method combining an advanced dual-channel CNN framework and LBP features, namely LBP-DC-CNN, was proposed. LBP-DC-CNN can make full use of the feature extraction capability of the CNNs and the advantage of LBP features in hyperspectral image classification. LBP-DC-CNN adopts a 1D-CNN model to process original hyperspectral data to extract hierarchical spectral features and another same 1D-CNN model to process LBP features to further extract hierarchical spatial features. Next, the extracted features in fully connected layers are combined in the concatenation mode to feed into the softmax layer to conduct classification. In addition, the classification accuracies of LBP-DC-CNN with different numbers of training samples

![Figure 7. Classification maps obtained for the Indian Pines dataset. (a) SVM, (b) CNN, (c) 3D-CNN, (d) FL-CNN, (e) C-CNN, (f) LBP-CNN, (g) DC-CNN, (h) LBP-DC-CNN.](image-url)
are validated and compared. The experimental results with three well-known datasets demonstrate that LBP-DC-CNN can effectively improve the classification accuracy even with a small number of labeled samples for training.

The proposed method LBP-DC-CNN conducts the fusion of spectral features and spatial features using dual-channel CNN framework and LBP features. In the subsequent research, extracting more discriminative and robust features in hyperspectral data using advanced CNN models will be a key point, which can take advantage of rich information in the hyperspectral image to promote the application of CNN in hyperspectral image classification.
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