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Abstract
Let \( G \cong \mathbb{R}^d \ltimes \mathbb{R} \) be a finite-dimensional two-step nilpotent group with the group multiplication \((x, u) \cdot (y, v) \to (x + y, u + v + x^T J y)\) where \( J \) is a skew-symmetric matrix satisfying a degeneracy condition with \( 2 \leq \text{rank} \ J < d \). Consider the maximal function defined by
\[
M f (x, u) = \sup_{t > 0} \left| \int_{\Sigma} f (x - ty, u - tx^T J y) d\mu (y) \right|
\]
where \( \Sigma \) is a smooth convex hypersurface and \( d\mu \) is a compactly supported smooth density on \( \Sigma \) such that the Gaussian curvature of \( \Sigma \) is nonvanishing on \( \text{supp} d\mu \). In this paper we prove that when \( d \geq 4 \), the maximal operator \( M \) is bounded on \( L^p (G) \) for the range \( (d - 1)/(d - 2) < p \leq \infty \).
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1 Introduction

Let \( G \) be a finite-dimensional two-step nilpotent group which we may identify with its Lie algebra \( \mathfrak{g} \) by the exponential map. We assume that \( \mathfrak{g} \) splits as a direct sum \( \mathfrak{g} = \mathfrak{w} \oplus \mathfrak{z} \) so that
\[
[\mathfrak{w}, \mathfrak{w}] \subset \mathfrak{z}, \quad [\mathfrak{w}, \mathfrak{z}] = \{0\},
\]
and that \( \dim(\mathfrak{w}) = d \), \( \dim(\mathfrak{z}) = 1 \). In exponential coordinates \( (x, u) \in \mathbb{R}^d \times \mathbb{R} \), the group multiplication is given by
\[
(x, u) \cdot (y, v) \defeq (x + y, u + v + x^T J y),
\]
where $J$ is a skew-symmetric matrix acting on $\mathbb{R}^d$ (i.e. $J^T = -J$). The most prominent examples are the Heisenberg groups $\mathbb{H}^n$ which arise when $d = 2n$ and $J = \frac{1}{2} J_{2n}$ with

$$J_{2n} := \begin{pmatrix} 0 & -I_n \\ I_n & 0 \end{pmatrix}$$

(1.1)
is the standard symplectic matrix on $\mathbb{R}^{2n}$, see [9]. There is a natural dilation structure relative to $\mathfrak{w}$ and $\mathfrak{z}$, namely for $X \in \mathfrak{w}$ and $U \in \mathfrak{z}$ we consider the dilations

$$\delta_t : (X, U) \to (tX, t^2 U).$$

With the identification of the Lie algebra with the group, $\delta_t$ becomes an automorphism of the group.

Let $\Sigma$ be a smooth convex hypersurface in $\mathfrak{w}$ and let $\mu$ be a compactly supported smooth density on $\Sigma$. Throughout we shall make the following

**Assumption** The Gaussian curvature of $\Sigma$ does not vanish on the support of $\mu$.

Define the dilate $\mu_t$ by

$$\langle \mu_t, f \rangle := \int_{\Sigma} f(tx, 0) d\mu(x).$$

(1.2)

Consider the maximal operator

$$\mathfrak{M} f(x, u) := \sup_{t > 0} \left| f * \mu_t(x, u) \right|,$$

(1.3)

where the convolution is given by

$$f * \mu_t(x, u) := \int_{\Sigma} f(x - ty, u - tx^T J y) d\mu(y).$$

(1.4)

The operator $\mathfrak{M}$ can be understood as an analogue of the classical (Euclidean) spherical maximal function of Stein [16–18] on $\mathbb{R}^n$ (see also Bourgain [2]). In the case of the sphere $\Sigma = S^{2n-1} = \{x : |x| = 1\}$ on the noncentral part of the Heisenberg group $\mathbb{H}^n$ and $\mu$ denotes the normalised surface measure on the sphere $S^{2n-1}$, the maximal function (1.3) was studied by Nevo and Thangavelu in [10], and they obtained $L^p(\mathbb{H}^n)$ boundedness for $d = 2n \geq 4$ and $p > (d - 1)/(d - 2)$ by using spectral methods. Later, improving the results in [10], Narayanan and Thangavelu [11] obtained the optimal range $p > d/(d - 1)$ by modifying the argument in [10] and combining it with Stein’s square function method. In [9], Müller and Seeger independently proved this optimal range for $p$ by using Fourier integral operators in a study which concerns more general surfaces $\Sigma$ with a nonvanishing rotational curvature in “non-degenerate” two-step nilpotent groups including all $\mathbb{H}$-type groups. This topic has attracted a lot of attention in the last decades, and has been a very active research topic in harmonic analysis; see, for example [1, 4, 6, 8, 9, 11–15] and the references therein for further details.

Throughout this paper, we assume that $G$ satisfies the degenerate hypothesis, i.e., for every nonzero linear functional $\omega \in \mathfrak{z}^*$, the rank $\kappa$ of the bilinear form $J_\omega : (X, Y) \to \omega([X, Y])$, which maps $\mathfrak{w} \times \mathfrak{w}$ to $\mathbb{R}$, satisfies $0 < \kappa < d$. Note in exponential coordinates the degenerate hypothesis is equivalent with

$$0 < \kappa = \text{rank } J < d,$$

and $d$ may be odd. The skew symmetry of $J_\omega$ implies that rank $J$ is even, and so we can assume that $2 \leq \kappa < d$. In this paper, we prove the following result.
Theorem 1.1 Suppose $d \geq 4$ and $p > (d - 1)/(d - 2)$. Then the maximal operator $\mathfrak{M}$ extends to a bounded operator on $L^p(G)$ and there exists a constant $C > 0$ such that

$$\|\mathfrak{M}f\|_{L^p(G)} \leq C\|f\|_{L^p(G)}.$$

As a consequence, \( \lim_{t \to 0} f \ast \mu_t(x, u) = cf(x, u) \) a.e. for all $f \in L^p(G)$, with $c = \int d\mu$.

Remark 1.2 (i) The range $p > d/(d - 1)$ is necessary in Theorem 1.1 and it can be seen by testing $\mathfrak{M}$ on the function $f$ given by $f(y, v) = |y|^{-d}(\log |y|)^{-1}\chi(y, v)$ with a suitable nonnegative cutoff function $\chi$, which equals to 1 if $|\langle y, v \rangle| \leq \frac{1}{2}$ and $\text{supp} \chi \subseteq B(0, 1)$ (see [17, Chapter XI] and Sect. 2). Our method gives a positive result only in the range $p > (d - 1)/(d - 2)$, while the range $d/(d - 1) < p \leq (d - 1)/(d - 2)$ for $d \geq 4$ remains open.

(ii) Our method recovers the results of [9, 11] in the partial range $p > (d - 1)/(d - 2)$ when $J$ is invertible. Also, higher values of $\kappa$ ($= \text{rank } J$) do not yield a better range of $p$ in Theorem 1.1.

(iii) Theorem 1.1 can be generalized to the maximal operators associated to surfaces of codimension $m + 1$ with $m > 1$ (see [9]). The result should remain true for $p > (d - 2)/(d - 3)$ whenever $\text{rank } J < d$ and $d \geq 5$.

Our approach is inspired by the work of Müller–Seeger [9]. Like [9], we use square functions and almost orthogonality to boil down the problem of obtaining $L^2$ and weak $(1,1)$ type estimates for a family of dyadic Littlewood–Paley projections of Fourier integral operators associated to $\mathfrak{M}$. The proof of weak $(1,1)$ type estimate proceeds in a standard way. However, for $L^2$ estimate, we employ a different strategy. The corresponding estimate in [9] was established by proving that the canonical relations of the corresponding oscillatory integral operators exhibit a two-sided fold singularity, and then applying the results from [5] (see also [3]) providing sharp $L^2$ estimates in this situation. In this paper, we do not deal with these types of singularities. Instead, we divide our analysis into different cases based on the relative sizes $|\lambda_1|$ and $|\lambda_2|$ respectively of the two frequency variables $\sigma$ and $\tau$ (see the two cases in Lemmas 4.3 and 5.2), and carefully analyze the rank of mixed Hessian of the phase function associated with the relevant oscillatory integral, using Lemma 3.1, to establish Hörmander-type $L^2$ estimates. These $L^2$ oscillatory integral estimates are good enough to establish $L^p$ boundedness of the maximal operator $\mathfrak{M}$ on $L^p(G)$ for $p > (d - 1)/(d - 2)$ with $p \geq 4$.

This article is organized as follows. In Sect. 2, we introduce some notations and preliminary lemmas. We reduce our main theorem to Theorem 2.1. In Sect. 3, we prove a useful lemma, which plays an important role in the proof of Theorem 2.1. The proof of Theorem 2.1 will be given in Sects. 4 and 5 by reducing the estimates for the averages to estimates for oscillatory integral operators.

Throughout, the letters “$c$” and “$C$” will denote (possibly different) constants that may depend only on $d$, $p$, $J$, $\Sigma$ and $\mu$.

2 Preliminaries

The Fourier transform is defined for $f \in \mathcal{S}(\mathbb{R}^n)$ by

$$\hat{f}(\xi) = \mathcal{F}(f)(\xi) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} e^{-ix\xi} f(x) dx$$

and this definition is then extended to $L^2(\mathbb{R}^n)$ and to bounded measure in the usual way. The inverse Fourier transform is denoted by $\mathcal{F}^{-1}(f) = \hat{f}$.
We recall the definition of convolution
\[ f \ast g(x, u) = \int_{\mathbb{R}^{d+1}} f(y, v)g((y, v)^{-1}(x, u))dydv \]
\[ = \int_{\mathbb{R}^{d+1}} f(x - y, u - v - x^T J y)g(y, v)dydv, \]
where \( J \) is skew-symmetric \( d \times d \) matrix acting on \( \mathbb{R}^d \) with \( 2 \leq \text{rank} \ J < d \) by our degenerate hypothesis. By a rotation we can suppose
\[ J = \begin{pmatrix} J_\kappa & 0 \\ 0 & 0 \end{pmatrix} \]  
(2.1)
for a skew-symmetric \( \kappa \times \kappa \) matrix \( J_\kappa \) satisfies rank \( J_\kappa = \kappa \in [2, d) \).

Recall that \( \Sigma \) is a smooth convex hypersurface in \( \mathfrak{w} \) and let \( \mu \) be a compactly supported smooth density on \( \Sigma \). The Gaussian curvature of \( \Sigma \) does not vanish on the support of \( \mu \). In the following, we use notation
\[ x = (x_1, x'), \quad x' = (x_2, \ldots, x_d) \in \mathbb{R}^{d-1}; \]
and also
\[ x = (x'', x_d), \quad x'' = (x_1, \ldots, x_{d-1}) \in \mathbb{R}^{d-1}. \]

By localizations, we only consider that the projection of \( \Sigma \) to \( \mathfrak{w} \) are given by the following two cases since other cases can be studied similarly:

1. \( x_1 = \Gamma_1(x'), x' = (x_2, \ldots, x_d) \) with \( \Gamma_1 \in C^\infty(\mathbb{R}^{d-1}) \) so that \( \mu \) is supported in a small neighborhood of \( (\Gamma_1(x'_0), x'_0) \) for some \( x'_0 \in \mathbb{R}^{d-1}; \)
2. \( x_d = \Gamma_2(x''), x'' = (x_1, \ldots, x_{d-1}) \) with \( \Gamma_2 \in C^\infty(\mathbb{R}^{d-1}) \) so that \( \mu \) is supported in a small neighborhood of \( (x''_0, \Gamma_2(x''_0)) \) for some \( x''_0 \in \mathbb{R}^{d-1} \).

Using the Fourier inversion formula for Dirac measures we may write
\[ \mu_1(x, u) = \chi_{\mu_1}(x, u) \int_{\mathbb{R} \times \mathbb{R}} e^{i(\sigma(x_1 - \Gamma_1(x')) + \tau u)}d\sigma d\tau \]  
(2.2)
and
\[ \mu_2(x, u) = \chi_{\mu_2}(x, u) \int_{\mathbb{R} \times \mathbb{R}} e^{i(\sigma(x_d - \Gamma_2(x'')) + \tau u)}d\sigma d\tau \]  
(2.3)
in the above cases (1) and (2), respectively. Here, \( \chi_{\mu_i}(i = 1, 2) \) is a smooth compactly supported function and the integral convergence in the sense of oscillatory integrals (thus in the sense of distributions). Then Theorem 1.1 follows from the following result:

**Theorem 2.1** Let \( \mu_1 \) and \( \mu_2 \) be given as above. Then we have

(i) Suppose \( d \geq 4 \) and \( p > (d - 1)/(d - 2) \). We have
\[ \left\| \sup_{t > 0} |f \ast (\mu_1)_t| \right\|_{L^p(\mathbb{R}^{d+1})} \leq C \| f \|_{L^p(\mathbb{R}^{d+1})}; \]  
(2.4)

(ii) Suppose \( d \geq 3 \). We have
\[ \left\| \sup_{t > 0} |f \ast (\mu_2)_t| \right\|_{L^p(\mathbb{R}^{d+1})} \leq C \| f \|_{L^p(\mathbb{R}^{d+1})}; \]  
(2.5)
holds if and only if and \( p > d/(d - 1) \).
The proof of (i) and (ii) of Theorem 2.1 will be given in Sects. 4 and 5, respectively. As pointed out in the introduction, \( p > \frac{d}{d-1} \) is necessary in the above theorem and it can be seen by testing \( \mathcal{M} \) on the function \( f \) given by \( f(y, v) = |y|^{1-d}(\log |y|)^{-1} \chi(y, v) \) with a suitable cutoff function \( \chi \), which equals to 1 if \( |(y, v)| \leq \frac{1}{2} \) and \( \text{supp} \chi \subseteq B(0, 1) \). Let \( \mu \) be the induced Lebesgue measure on the sphere \( S^{d-1} \). Then we have

\[
|f * \mu_t(x, u)| \geq -\int_{|y|=1, |x-ty| \leq \frac{|x|}{10}} |x-ty|^{1-d}(\log |x-ty|)^{-1} d\mu(y)
\]

\[
\simeq -\int_0^{\frac{|x|}{10}} r^{1-d}(\log r)^{-1} dr = \infty
\]

if \( |(x, u)| \leq (10(\|J\|+1))^{-1} \) and \( t = |x|, d \geq 4 \). So \( \mathcal{M} f = \sup_{t>0} |f * \sigma_t| \notin L^p(\mathbb{R}^{d+1}) \) for all \( 1 \leq p < \infty \). However, \( f \in L^p(\mathbb{R}^{d+1}) \) for \( 1 \leq p \leq \frac{d}{d-1} \), so \( \mathcal{M} \) is unbounded on \( L^p(\mathbb{R}^{d+1}) \) for \( 1 \leq p \leq d/(d-1) \).

In the end of this section, we state the following two lemmas, which will be useful in the proof of Theorem 2.1.

**Lemma 2.2** Suppose that

\[
\sup_{s \in [1,2]} \left( \sum_{n \in \mathbb{Z}} \| F_n(\cdot, s) \|_2^2 \right)^{1/2} \leq A_1
\]

and

\[
\sup_{s \in [1,2]} \left( \sum_{n \in \mathbb{Z}} \left\| \frac{d}{ds} F_n(\cdot, s) \right\|_2^2 \right)^{1/2} \leq A_2.
\]

Then

\[
\left\| \sup_n \sup_{s \in [1,2]} |F_n(\cdot, s)| \right\|_2 \leq C \left( A_1 + \sqrt{A_1 A_2} \right).
\]

**Proof** For the proof, see [9, Lemma 3.1], [17, p. 499]. \( \square \)

We now state an almost orthogonality lemma, the Cotlar–Stein Lemma.

**Lemma 2.3** Suppose \( 0 < \epsilon < 1, A \leq B/2 \) and let \( \{T_n\}_{n=1}^\infty \) be a sequence of bounded operators on a Hilbert space \( H \) so that the operator norms satisfy

\[
\|T_n\| \leq A
\]

and

\[
\|T_n T_{n'}^*\| \leq B^2 2^{-\epsilon |n-n'|}.
\]

Then for all \( f \in H \)

\[
\left( \sum_{n=1}^\infty \| T_n f \|^2 \right)^{1/2} \leq CA \sqrt{\epsilon^{-1} \log(B/A) \|f\|}.
\]

**Proof** For the proof, see [9, Lemma 3.2]. \( \square \)
3 A useful lemma

Let \( m, n \in [1, d] \). For \( m \times n \) matrix \( A \), we define its norm \( \|A\| \) as

\[
\|A\| = \sup_{X \in \mathbb{R}^n, \|X\| = 1} |AX|,
\]

where \( X = (x_1, \ldots, x_n) \) and \( |X| = \left( \sum_{i=1}^n x_i^2 \right)^{1/2} \). We define \( P_n, E_n \) as the \( d \times n \) matrices:

\[
P_n = \begin{pmatrix} 0 & I_n \end{pmatrix} \quad \text{and} \quad E_n = \begin{pmatrix} I_n \\ 0 \end{pmatrix}
\]

(3.1)

and \( P_n^T, E_n^T \) as their transposes.

In this section, we first prove the following lemma, which plays an essential role in the proof of (i) of Theorem 2.1.

**Lemma 3.1** (i) Let \( J \) be a \( \kappa \times \kappa \) skew-symmetric matrix with rank \( J = \kappa \geq 2 \). For every \( \kappa \times \kappa \) semi-positive definite matrix \( G \) and \( M > 0 \), there exists a constant \( c_0 = c_0(J, G, M) > 0 \) such that

\[
\inf_{|a| \leq M, \|X\| = 1} \| (aG + J)X \| \geq c_0;
\]

(3.2)

(ii) Let \( J \) be a \( d \times d \) skew-symmetric matrix satisfying \( \|Je_1\| > 0 \). For every \( (d-1) \times (d-1) \) positive definite matrix \( Q \) and \( \delta > 0 \), there exists a constant \( c_1 = c_1(J, Q, \delta) > 0 \) such that

\[
\inf_{|a| \geq \delta} \inf_{Y \in \mathbb{R}^d, \|Y\| = 1} \| (P_{d-1} Q P_{d-1}^T + aJ)Y \| \geq c_1.
\]

(3.3)

**Proof** Since \( G \) is a \( \kappa \times \kappa \) semi-positive definite matrix, we can write \( G = B^T B \) for some matrix \( B \). First, let us show that

\[
\inf_{|a| \geq \delta, \|X\| = 1} \| (G + aJ)X \| \geq c_2 := \min \left\{ \frac{\delta J^{-1} - 1}{2}, \frac{\delta^2 J^{-1} - 1}{4} \right\}.
\]

(3.4)

We argue (3.4) by contradiction. Assume that there exist some \( |a| \geq \delta \) and \( \|X\| = 1 \) such that \( \| (G + aJ)X \| < c_2 \). Since \( J \) is a skew-symmetric matrix, we have \( X^T JX = 0 \). Hence,

\[
\|BX\|^2 = |X^T GX| = |X^T (G + aJ)X| \leq \|(G + aJ)X\| < c_2.
\]

From this, we see that \( \|GX\| \leq \|B^T\| \|BX\| < \|B^T\| \sqrt{c_2} \). By assumption, it tells us that

\[
\|JX\| \leq |a|^{-1} \left( \|(G + aJ)X\| + \|GX\| \right) < \delta^{-1} (c_2 + \|B^T\| \sqrt{c_2}) \leq \|J^{-1}\|^{-1}.
\]

However, \( \det J \neq 0 \) and \( 1 = |X| = \|J^{-1} JX\| \leq \|J^{-1}\| \|JX\| \) and so \( \|JX\| \geq \|J^{-1}\|^{-1} \). This will be our desired contradiction.

We now apply (3.4) to prove (3.2). By (3.4),

\[
\|(aG + J)X\| = |a| \|(G + a^{-1} J)X\| \geq |a| c_2 \geq \frac{c_2 \|J^{-1}\|^{-1}}{c_2 + \|G\|}.
\]

whenever \( \|J^{-1}\|^{-1}/(c_2 + \|G\|) \leq |a| \leq M \). On the other hand, we use estimate \( \|aGX\| \leq |a| \|G\| \) to get that for \( |a| \leq \|J^{-1}\|^{-1}/(c_2 + \|G\|) \),

\[
\|(aG + J)X\| \geq \|JX\| - \|aGX\| \geq \|J^{-1}\|^{-1} - |a| \|G\| \geq \frac{c_2 \|J^{-1}\|^{-1}}{c_2 + \|G\|}.
\]
thereby concluding the proof of (3.2) with $c_0 := c_2 \|J^{-1}\|/(c_2 + \|G\|)$.

Next let us show (3.3). Since $\|Je_1\| > 0$, we have $\|J\| > 0$. Let $Y \in \mathbb{R}^d$ and $|Y| = 1$. If $|Y \pm e_1| \leq \frac{\|Je_1\|}{2\|Q\|}$, we have
\[
\|JY\| \geq \|Je_1\| - \|J(Y \pm e_1)\| \geq \|Je_1\| - \|J\| \cdot |Y \pm e_1| \geq \frac{\|Je_1\|}{2}.
\]
If $|Y \pm e_1| \leq \frac{\|Je_1\|}{4\|Q\|}$, we have
\[
\|P_{d-1} Q P_{d-1}^T Y\| = \|P_{d-1} Q P_{d-1}^T (Y \pm e_1)\| \leq \|P_{d-1} Q P_{d-1}^T\| \cdot |Y \pm e_1| = \|Q\| \cdot |Y \pm e_1| \leq \frac{\|Je_1\|}{4}.
\]

Let $\epsilon := \min \left\{ \frac{\|Je_1\|}{2\|J\|}, \frac{\|Je_1\|}{4\|Q\|} \right\} > 0$. If $|Y \pm e_1| \leq \epsilon$, we have
\[
\left\| (P_{d-1} Q P_{d-1}^T + aJ)Y \right\| \geq \delta \|JY\| - \|(P_{d-1} Q P_{d-1}^T)Y\| \geq \frac{\delta \|Je_1\|}{4} \tag{3.5}
\]
for all $|a| \geq \delta$. If $|Y \pm e_1| \geq \epsilon$, we have $|Y'| \geq C\epsilon$ because $|Y| = 1$, which, together with $J^T = -J$, tells us that for all $a \in \mathbb{R}$,
\[
\left\| (P_{d-1} Q P_{d-1}^T + aJ)Y \right\| \geq \|((P_{d-1} Q P_{d-1}^T + aJ)Y, Y)\| = \|((P_{d-1} Q P_{d-1}^T, Y)Y\|\geq C Q \epsilon^2. \tag{3.6}
\]

From (3.5) and (3.6), we complete the proof with
\[
c := \min \left\{ \frac{\delta \|Je_1\|}{4}, C Q \epsilon^2 \right\} = \min \left\{ \frac{\delta \|Je_1\|}{4}, C Q \frac{\|Je_1\|^2}{4\|J\|^2}, C Q \frac{\delta^2 \|Je_1\|^2}{16\|Q\|^2} \right\}.
\]
The proof is complete. \qed

4 Proof of (i) of Theorem 2.1

In this section, we will show that (i) of Theorem 2.1. That is, for $d \geq 4$, the maximal operator $\sup_{r>0} |f \ast (\mu_1)(x, u)|$ is bounded on $L^p(\mathbb{R}^{d+1})$ for $p > (d - 1)/(d - 2)$ where $\mu_1$ is given as in (2.2), i.e.,
\[
\mu_1(x, u) = \chi_{\mu_1}(x, u) \int_{\mathbb{R} \times \mathbb{R}} e^{i(s(x_1 - \Gamma_1(x')) + \tau u)} d\sigma d\tau
\]
with $x' = (x_2, \ldots, x_d)$, $\Gamma_1 \in C^\infty(\mathbb{R}^{d-1})$ and $\mu_1$ is supported in a small neighborhood of $(\Gamma_1(x'_0, x_0))$ for some $x'_0 \in \mathbb{R}^{d-1}$.

Let $\varphi \in C_0^\infty(\mathbb{R})$ be an even smooth function such that $\varphi = 1$ if $|s| \leq 1$ and such that the support of $\varphi$ is contained in $(-2, 2)$. Let $\phi(s) = \varphi(s) - \varphi(2s)$ and let, for $k \geq 1$, $\phi_k(s) := \phi(2^{-k}s)$. Let $\phi_0(s) := \varphi(s)$. Then
\[
\text{supp } \phi_0 \subseteq \{s : |s| \leq 2\}, \quad \text{and } \text{supp } \phi_k \subseteq \{s : 2^{k-1} \leq |s| \leq 2^{k+1}\}
\]
for $k \geq 1$, and we have
\[
1 = \sum_{k=0}^\infty \phi_k(s), \quad \forall s \in \mathbb{R}. \tag{4.1}
\]
Since $\mu_1$ has a sufficiently small support, we can choose a smooth nonnegative function $\chi_1$ defined on $\mathbb{R}^d$, which is equal to 1 on $\text{supp} \mu_1$ and also has a small support. By the curvature hypothesis and the convexity of $\Sigma$, we can further assume $\partial_\nu^2 \Gamma_1(x')$ is positive definite for all $x \in \text{supp} \chi_1$ such that
\[
\inf_{x \in \text{supp} \chi_1} \left| \det \left( \partial_\nu^2 \Gamma_1(x') \right) \right| \geq c_H^{(1)}
\] (4.2) for some $c_H^{(1)} > 0$. Define for $j, k \geq 0$,
\[
K_{j,k}^i(x, u) = \chi_1(x) \int_{\mathbb{R} \times \mathbb{R}} e^{i \sigma(x_1 - \Gamma_1(x'))} e^{i \tau u} \phi_j(\sigma) \phi_k(\tau) d\sigma d\tau
\]
\[
= \chi_1(x) \mathcal{F}^{-1}(\phi_j)(x_1 - \Gamma_1(x')) \mathcal{F}^{-1}(\phi_k)(u)
\] (4.3) such that
\[
\mu_1(x, u) = \chi_1(x) \chi_{\mu_1}(x, u) \delta(x_1 - \Gamma_1(x')) \delta(u) = \chi_{\mu_1}(x, u) \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} K_{j,k}^i(x, u).
\]
For $t > 0$, define the dilates
\[
K_{j,k}^i(t^{-1}x, t^{-2}u) = t^{-(d+2)} K_{j,k}(t^{-1}x, t^{-2}u).
\] (4.4)
These, together with (2.2), tell us that
\[
|f \ast (\mu_1)_t| \leq C |f| \ast \left( \chi_1(x) \delta(x_1 - \Gamma_1(x')) \delta(u) \right)_t = C \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} |f| \ast K_{j,k}^i.
\] (4.5)
For $j = k = 0$, it can be verified that $|K_{0,0}^1(x, u)| \leq C_N (1 + |x| + |u|)^{-N}$ for any $N > 0$, and so $\sup_{t > 0} |f \ast K_{i}^0,0 \ast |$ is controlled by the appropriate variant of the Hardy–Littlewood maximal function and therefore (see [17]) we have the inequality
\[
\left\| \sup_{t > 0} |f \ast K_{i}^0,0 \ast | \right\|_{L_p(\mathbb{R}^{d+1})} \leq C \|f\|_{L_p(\mathbb{R}^{d+1})}, \quad 1 < p \leq \infty.
\] (4.6)
Consider $j + k \geq 1$. By definition of $K_{j,k}^i$, we see that if $k = 0$ and $j \geq 1$, then it follows by integration by parts,
\[
\left| \int_{\mathbb{R}^{d+1}} K_{j,0}^i(x, u) dx du \right| \leq C_N 2^{-Nj}.
\] (4.7)
If $k > 0$, then
\[
\int_{\mathbb{R}^{d+1}} K_{j,k}^i(x, u) dx du = \int_{\mathbb{R}^{d+1}} \chi_1(x) \mathcal{F}(\phi_j)(x_1 - \Gamma_1(x')) \mathcal{F}(\phi_k)(u) dx du = 0.
\]
Choose a nonnegative function $b \in C^\infty_c(\mathbb{R}^{d+1})$ such that $\int_{\mathbb{R}^{d+1}} b(x, u) dx du = 1$. Define
\[
\mathbb{K}_{j,k}^i(x, u) = K_{j,k}^i(x, u) - \gamma_{j,k} b(x, u).
\] (4.8)
where
\[
\gamma_{j,k} = \begin{cases}
\int_{\mathbb{R}^{d+1}} K_{j,k}^i(x, u) dx du, & k = 0, \\
0, & k > 0.
\end{cases}
\] (4.9)
and by (4.7), $|\gamma_{j,k}| \leq C_N 2^{-Nj}$ for $k = 0$, and $|\gamma_{j,k}| = 0$ for $k > 0$. Since the maximal operator generated by the kernel $b$ is bounded by the nonisotropic Hardy–Littlewood maximal operator, we see that for $1 < p \leq \infty$,

$$
|\gamma_{j,0}| \sup_{t > 0} |f * b_t|_{L^p(\mathbb{R}^{d+1})} \leq C_N 2^{-Nj} \|f\|_{L^p(\mathbb{R}^{d+1})}.
$$

(4.10)

Finally, we have that

$$
\int_{\mathbb{R}^{d+1}} \mathbb{K}^{j,k}(x, u) dx du = 0.
$$

(4.11)

### 4.1 Square functions and almost orthogonality

**Lemma 4.1** For all $j + k \geq 1$, $\theta \in [0, 1]$, we have

$$
\left\| \sup_{t > 0} |f * \mathbb{K}^j_k| \right\|_{L^2(\mathbb{R}^{d+1})} \leq C(j + k) 2^{j} C_j(k) \|f\|_{L^2(\mathbb{R}^{d+1})},
$$

where

$$
C_j(k)(\theta) := \begin{cases} 2^{-(1-d/2)\theta} 2^{j-\theta k}, & \text{if } M 2^k \geq 2^j, \\
2^{-d/2} j, & \text{if } M 2^k \leq 2^j
\end{cases}
$$

(4.12)

for some sufficiently large constant $M \geq 1$.

**Proof** By (4.8), (4.9) and (4.10), it suffices to show

$$
\left\| \sup_{t > 0} |f * \mathbb{K}^j_k| \right\|_{L^2(\mathbb{R}^{d+1})} \leq C(j + k) 2^{j} C_j(k) \|f\|_{L^2(\mathbb{R}^{d+1})}.
$$

We may write

$$
\sup_{t > 0} |f * \mathbb{K}^j_k| = \sup_{n \in \mathbb{Z}} \sup_{t \in [1, 2]} |f * \mathbb{K}^{j,k}_{2^n t}|.
$$

By Lemma 2.2 with $F_n(x, u, t) = f * \mathbb{K}^{j,k}_{2^n t}(x, u)$, we see that Lemma 4.1 follows from the following estimates which are uniform in $t \in [1, 2]$:

$$
\left( \sum_{n \in \mathbb{Z}} \left\| f * \mathbb{K}^{j,k}_{2^n t} \right\|_{L^2(\mathbb{R}^{d+1})}^2 \right)^{1/2} \leq C(j + k) C_j(k) \|f\|_{L^2(\mathbb{R}^{d+1})},
$$

(4.13)

$$
\left( \sum_{n \in \mathbb{Z}} \left\| s \frac{d}{ds} \mathbb{K}^{j,k}_{2^n t} \right\|_{L^2(\mathbb{R}^{d+1})}^2 \right)^{1/2} \leq C(j + k) 2^j C_j(k) \|f\|_{L^2(\mathbb{R}^{d+1})},
$$

(4.14)

Next we apply an almost orthogonality Lemma 2.3 to prove (4.13) and (4.14). One sees that the inequality (4.13) follows from the following estimates (4.15) and (4.16) if we apply a scaling argument and Lemma 2.3 with $A = 2^{-(1-d/2)\theta} 2^{j-\theta k}$ and $B = 2^{2^j+2k}$:

$$
\|f * \mathbb{K}^{j,k}_{2^n t}\|_{L^2(\mathbb{R}^{d+1})} \leq CC_j(k) \|f\|_{L^2(\mathbb{R}^{d+1})}, \forall \theta \in [0, 1]
$$

(4.15)

and

$$
\|f * (\mathbb{K}^{j,k}_{2^n t})^* * \mathbb{K}^{j,k}_{2^n t}\|_{L^2(\mathbb{R}^{d+1})} \leq C 2^{4^j+2k} 2^{-|n' - n|} \|f\|_{L^2(\mathbb{R}^{d+1})}
$$

(4.16)
first for \( n \leq n' \) and then by taking adjoints also for \( n > n' \). The inequality (4.14) follows from the following estimates (4.17) and (4.18) if we apply Lemma 2.3 with \( A = 2^j C_{j,k}(\theta) \) and \( B = 2^{3(j+k)} \):

\[
\left\| f * \left[ s \frac{d}{ds} \mathbb{K}_s^{j,k} \right]_{s=2^n t} \right\|_{L^2(\mathbb{R}^{d+1})} \leq C 2^j C_{j,k}(\theta) \| f \|_{L^2(\mathbb{R}^{d+1})}, \tag{4.17}
\]

and

\[
\left\| f * \left[ \left( s \frac{d}{ds} \mathbb{K}_s^{j,k} \right) \right]_{s=2^n t} \right\|_{L^2(\mathbb{R}^{d+1})} \leq C 2^{6j+6k} 2^{-|n-n'|} \| f \|_{L^2(\mathbb{R}^{d+1})}, \tag{4.18}
\]

which are uniform in \( t \in [1, 2] \). The proof of (4.15), (4.16), (4.17) and (4.18) will be given in Sects. 4.1.2 and 4.1.3, which are obtained by using the cancellation of the kernels of \( \mathbb{K}_s^{j,k} \) and \( s \frac{d}{ds} \mathbb{K}_s^{j,k} \) to show almost orthogonality properties for these operators and certain estimates for oscillatory integrals to establish the decay estimates. \( \square \)

4.1.1 Reduction to oscillatory integral operators

The following lemma is due to Hörmander [7]. Here we prove it again to show the upper bound of the operator norm is irrelevant to the derivative of order 2 of the phase function.

Lemma 4.2 Define

\[ T_\lambda f(x) = \int e^{i\lambda \Phi(x,y)} a(x,y) f(y) dy \]

with \( \Phi(x,y) \in C^\infty(\mathbb{R}^d \times \mathbb{R}^d) \) and \( a(x,y) \in C^\infty_c(\mathbb{R}^d \times \mathbb{R}^d) \). Suppose

\[
\inf_{|X|=1, (x,y) \in \text{supp } a} |\partial^2_{x,y} \Phi(x,y) X| \geq c > 0 \tag{4.19}
\]

for some constant \( c > 0 \) and for each \( |\alpha| + |\beta| \geq 3 \),

\[
\sup_{(x,y) \in \text{supp } a} |\partial^\alpha_x \partial^\beta_y \Phi(x,y)| < \infty. \tag{4.20}
\]

Then there exists a constant \( C > 0 \) independent of \( \lambda \) such that

\[
\| T_\lambda f \|_{L^2(\mathbb{R}^d)} \leq C (1 + |\lambda|)^{-\frac{d}{2}} \| f \|_{L^2(\mathbb{R}^d)}. \tag{4.21}
\]

Proof If \( |\lambda| \leq 1 \), (4.21) can be obtained by Hölder’s inequality since \( a(x,y) \) is a compactly supported function. For all \( |\lambda| \geq 1 \), it suffices (by \( T^*T \) method) to show that

\[
\| T_\lambda^* T_\lambda f \|_{L^2(\mathbb{R}^d)} \leq C |\lambda|^{-d} \| f \|_{L^2(\mathbb{R}^d)}. \tag{4.22}
\]

We may write

\[
T_\lambda^* T_\lambda f(x) = \int_{\mathbb{R}^d} K_\lambda(x,z) f(z) dz,
\]

where

\[
K_\lambda(x,z) = \int_{\mathbb{R}^d} e^{-i\lambda (\Phi(y,x) - \Phi(y,z))} \overline{a}(y,x) a(y,z) dy.
\]
By a partition of unity and Schur’s lemma, the proof of (4.22) reduces to show if \(|x - z|\) is small, then
\[
|K_\lambda(x, z)| \leq C_N (1 + |\lambda||x - z|)^{-N} \tag{4.23}
\]
for a sufficiently large integer \(N \geq 1\). Notice that
\[
|\nabla_y \Phi(y, x) - \nabla_y \Phi(y, z) - \partial_{y,x}^2 \Phi(y, x)(x - z)| \leq C|x - z|^2
\]
for some sufficiently large \(C > 0\). Then by the triangle inequality and (4.19),
\[
|\nabla_y \Phi(y, x) - \nabla_y \Phi(y, z)| \geq c|x - z| - C|x - z|^2 \geq \frac{c}{2}|x - z|
\]
if \(|x - z| \leq c/2C\). On another hand, it follows by (4.20) that for all \(|\alpha| \geq 1\),
\[
|\partial_\alpha^\alpha (\nabla_y \Phi(y, x) - \nabla_y \Phi(y, z))| \leq C_\alpha|x - z|.
\]
By integration by parts, if \(|x - z| \leq c/2C\), then
\[
|K_\lambda(x, z)| \leq C_N |\lambda|^{-N}|x - z|^{-N}
\]
for a sufficiently large integer \(N \geq 1\). Together with the trivial estimate \(|K_\lambda(x, z)| \leq C\), we finish the proof of (4.23) and thus (4.22) follows readily. This completes the proof of Lemma 4.2. \(\square\)

Now we begin to verify estimates (4.15), (4.16), (4.17) and (4.18). To do it, we will reduce them to estimates for oscillatory integral operators. Recall that \(E_{d-1}\) and \(P_{d-1}\) are two \(d \times (d - 1)\) matrices given as in (3.1). One can write
\[
f \ast K^{j,k}(x, u) = \int_{\mathbb{R}^{d+1}} K^{j,k}(x - y, u - v + x^T J_y) f(y, v) dy dv,
\]
where
\[
K^{j,k}(x - y, u - v + x^T J_y) = \chi_1(x - y) \int_{\mathbb{R} \times \mathbb{R}} e^{i(\sigma(x_1 - y_1 - \Gamma_1(x' - y')) + \tau(u - v + x^T J_y))} 
\phi_j(\sigma) \phi_k(\tau) d\sigma d\tau.
\]
We then apply a Fourier transform on \(\mathbb{R}\), in the \(u\) variable of \(f \ast K^{j,k}(x, u)\), and a change of variable in \(\sigma\) to obtain
\[
\mathcal{F}_u(f \ast K^{j,k})(x, \lambda_2) = 2^j \phi_k(\lambda_2) \int_{\mathbb{R}^{d+1}} e^{i2^j(\sigma(x_1 - y_1 - \Gamma_1(x' - y')) - i\lambda_2 x^T J_y)} \chi_1(x - y) \phi(\sigma) 
\mathcal{F}_v^{-1} f(y, \lambda_2) dy d\sigma. \tag{4.24}
\]
Define for \(|\lambda_1| > 1\) and \(\lambda_2 \in \mathbb{R}\),
\[
T_{\lambda_1, \lambda_2} g(x) = \lambda_1 \int_{\mathbb{R}^{d+1}} \chi_1(x - y) e^{i\lambda_1 \sigma(x_1 - y_1 - \Gamma_1(x' - y'))} e^{-i\lambda_2 x^T J_y} \phi(\sigma) g(y) dy d\sigma.
\]
If \(|\lambda_1| \leq 1\), we should replace \(\phi\) by \(\varphi\). Then we have the following result.

**Lemma 4.3** For all \(\theta \in [0, 1]\), there exists a constant \(C > 0\) such that
\[
\|T_{\lambda_1, \lambda_2} g\|_{L^2(\mathbb{R}^d)} \leq \begin{cases} 
C(1 + |\lambda_1|)^{-\frac{(1 - \theta)(d - 2)}{2}} (1 + |\lambda_2|)^{-\theta} \|g\|_{L^2(\mathbb{R}^d)} & \text{if } 2M|\lambda_2| \geq |\lambda_1|; \\
C(1 + |\lambda_1|)^{-\frac{d - 2}{2}} \|g\|_{L^2(\mathbb{R}^d)} & \text{if } M|\lambda_2| \leq 2|\lambda_1| \end{cases} \tag{4.25}
\]
for some sufficiently large \(M \geq 1\).
Proof If $|\lambda_1| \leq 1$, we have

$$T_{\lambda_1, \lambda_2}g(x) = \lambda_1 \int_{\mathbb{R}^{d+1}} \chi_1(x-y)e^{-i\lambda_1 \Psi_{\lambda_1, \lambda_2}(x,y)} \phi(\sigma)g(y)d\sigma,$$

where $\Psi_{\lambda_1, \lambda_2}(x,y) = x^T J y - \lambda_2^{-1} \lambda_1 \sigma(x_1 - y_1 - \Gamma_1(x' - y'))$. If $|\lambda_2| \leq 1$, from Young’s inequality we have

$$\|T_{\lambda_1, \lambda_2}g\|_{L^2(\mathbb{R}^d)} \leq C \|\chi_1 \ast |g|\|_{L^2(\mathbb{R}^d)} \leq C\|g\|_{L^2(\mathbb{R}^d)}.$$

If $|\lambda_2| > 1$, we have

$$\partial^2_{(x_1, \ldots, x_k), (y_1, \ldots, y_k)} \Psi_{\lambda_1, \lambda_2}(x, y) X \geq c_{\text{low}} > 0 \text{ for all } |X| = 1, X \in \mathbb{R}^K.$$

Then (4.25) can be proven by applying Lemma 4.2 in the first $\kappa$ ($\kappa \geq 2$) variables. It remains to show (4.25) if $|\lambda_1| > 1$. Let us first prove (4.25) for $2M|\lambda_2| \geq |\lambda_1|$ where $M \geq 1$ is a constant chosen later. In this case, we write

$$T_{\lambda_1, \lambda_2}g(x) = \lambda_1 \int_{\mathbb{R}^{d+1}} \chi_1(x-y)e^{i\lambda_1 \Psi_{\lambda_1, \lambda_2}(x,y)} \phi(\sigma)g(y)d\sigma,$$

where the phase function $\Psi_{\lambda_1, \lambda_2}$ is given by

$$\Psi_{\lambda_1, \lambda_2}(x,y) = \sigma(x_1 - y_1 - \Gamma_1(x' - y')) - \lambda_1^{-1} \lambda_2 x^T J y.$$

We have

$$\partial^2_{x, y} \Psi_{\lambda_1, \lambda_2}(x,y) = \sigma P_{d-1} \Gamma_1(x' - y') - \lambda_1^{-1} \lambda_2 J,$$

where $P_{d-1}$ is given in (3.1). We apply (3.3) of Lemma 3.1 by taking $Q = \partial^2_{x'} \Gamma_1(x' - y')$ and $a = -\sigma^{-1} \lambda_1^{-1} \lambda_2$ to see that there exists a $c_1 > 0$ such that

$$|\partial^2_{x, y} \Psi_{\lambda_1, \lambda_2}(x, y) X| = |(P_{d-1} \partial^2_{x'} \Gamma_1(x' - y') - \sigma^{d-1} \lambda_1^{-1} \lambda_2 J)X| \geq c_1 > 0,$$

for all $|X| = 1, x - y \in \supp \chi_1$ and $\sigma \in \supp \phi$. Notice that

$$|\partial^\alpha_{x, y} \Psi_{\lambda_1, \lambda_2}(x, y)| = |-\sigma \partial^\alpha_{x, y} \Gamma_1(x' - y')| \leq C_\alpha \text{ for all } |\alpha| \geq 3.$$

Define

$$T^\sigma_{\lambda_1, \lambda_2}g(x) = \lambda_1 \int_{\mathbb{R}^{d+1}} \chi_1(x-y)e^{i\lambda_1 \Psi_{\lambda_1, \lambda_2}(x,y)} g(y)d\sigma.$$

By Fubini’s theorem and Hölder’s inequality, we have

$$|T_{\lambda_1, \lambda_2}g(x)| = \left| \int T^\sigma_{\lambda_1, \lambda_2}g(x)\phi(\sigma)d\sigma \right| \leq C \left( \int |T^\sigma_{\lambda_1, \lambda_2}g(x)|^2 \phi(\sigma)d\sigma \right)^{1/2}.$$

These, together with Lemma 4.2, tell us that

$$\|\chi_1(x)T_{\lambda_1, \lambda_2}g(x)\|_{L^2(\mathbb{R}^d)} \leq C \left( \int \|\chi_1(x)T^\sigma_{\lambda_1, \lambda_2}g(x)\|^2_{L^2(\mathbb{R}^d)} \phi(\sigma)d\sigma \right)^{1/2} \leq C|\lambda_1| \cdot (1 + |\lambda_1|)^{-d/2} \left( \int \|g(y)\|^2_{L^2(\mathbb{R}^d)} \phi(\sigma)d\sigma \right)^{1/2}.$$
By applying Lemma 4.2 and use the method in [17, Chapter XI, p. 500]. Choose a function 

\[ \tilde{\psi}_{\lambda_1, \lambda_2}(x, y) = \lambda_1 \lambda_2^{-1} \sigma(x_1 - y_1 - \Gamma_1(x' - y')) - x^T J y. \]

Then we have 

\[ |\partial_{\lambda_1}^{\alpha} \tilde{\psi}_{\lambda_1, \lambda_2}(x, y)| \leq C_{\alpha} \quad \text{for all } |\alpha| \geq 2 \]

and equal to 1 on 

\[ \mathbb{R}^{\kappa}. \]

We apply (3.2) of Lemma 3.1 with 

\[ g = E_{\kappa} P_{d-1}^{2} \Gamma_{1}(x' - y') P_{d-1}^{T} E_{\kappa} \]

and 

\[ a = -\sigma \lambda_1 \lambda_2^{-1}, \]

to obtain 

\[ |\partial_{(x_1, \ldots, x_k), (y_1, \ldots, y_k)}^{2} \tilde{\psi}_{\lambda_1, \lambda_2}(x, y) X| = |(aG + J_K)X| \geq c_0 > 0 \]

for all 

\[ X \in \mathbb{R}^{\kappa}. \]

By applying Lemma 4.2 in the first \( \kappa (\kappa \geq 2) \) variables and Fubini’s theorem, we have 

\[ \| \chi(x) T_{\lambda_1, \lambda_2} g(x) \|_{L^2(\mathbb{R}^{d})} \leq C |\lambda_1| \cdot (1 + |\lambda_2|)^{-\kappa/2} \| g \|_{L^2(\mathbb{R}^{d})}, \]

(4.27)

By (4.26) and (4.27), for all \( \theta \in [0, 1] \), we have 

\[ \| \chi(x) T_{\lambda_1, \lambda_2} g(x) \|_{L^2(\mathbb{R}^{d})} \leq C (1 + |\lambda_1|)^{-(d+2-\theta)} (1 + |\lambda_2|)^{-\theta} \| g \|_{L^2(\mathbb{R}^{d})}. \]

By a similar translation invariance argument as in [17, p. 236], we have 

\[ \| T_{\lambda_1, \lambda_2} g \|_{L^2(\mathbb{R}^{d})} \leq C (1 + |\lambda_1|)^{-(d+2-\theta)} (1 + |\lambda_2|)^{-\theta} \| g \|_{L^2(\mathbb{R}^{d})}. \]

Next we consider the case \( M|\lambda_2| \leq 2|\lambda_1| \). If \( |\lambda_1| \leq 1 \), we have 

\[ |T_{\lambda_1, \lambda_2} g(x) | \leq C \chi \ast |g|(x). \]

This implies that 

\[ \| T_{\lambda_1, \lambda_2} g \|_{L^2(\mathbb{R}^{d})} \leq C \| \chi \|_{L^1(\mathbb{R})} \| g \|_{L^2(\mathbb{R}^{d})}. \]

Next we consider \( |\lambda_1| \geq 1 \) and use the method in [17, Chapter XI, p. 500]. Choose a function \( \psi \in C_{c}^{\infty}(\mathbb{R}) \) with 

\[ \text{supp } \psi \subseteq [1/2, 2] \] and equal to 1 on \( [\frac{3}{4}, \frac{5}{4}] \). Define 

\[ \varphi_{\lambda_1, \lambda_2}(x, \eta) = \lambda_1 \psi(\eta) \int \chi(x - y) e^{i \lambda_2 \tilde{\psi}_{\lambda_1, \lambda_2}(x, \eta, y, \sigma) \phi(\sigma) g(y) dy d\sigma}, \]

where 

\[ \tilde{\psi}_{\lambda_1, \lambda_2}(x, \eta, y, \sigma) = \sigma \eta (x_1 - y_1 - \Gamma_1(x' - y')) - \lambda_1^{-1} \lambda_2 x^T J y. \]

Observe that 

\[ \partial_{(x, \eta), (y, \sigma)} \psi_{\lambda_1, \lambda_2}(x, \eta, y, \sigma) = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & \sigma \eta \tilde{\psi}_{\lambda_1, \lambda_2}(x, \eta, y, \sigma) & \eta & 0 \\ 0 & \sigma \eta \tilde{\psi}_{\lambda_1, \lambda_2}(x, \eta, y, \sigma) & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \]

which implies 

\[ \det \partial_{(x, \eta), (y, \sigma)} \psi_{\lambda_1, \lambda_2}(x, \eta, y, \sigma) = (\sigma \eta)^d \det \partial_{x} \Gamma_1 + O(\lambda_1^{-1} \lambda_2) \]

and 

\[ |\partial_{x, \eta, y, \sigma} \psi(x, \eta, y, \sigma)| \leq C_{\alpha} \quad \text{for all } |\alpha| \geq 2. \]
Then by (4.2), for all \( x - y \in \text{supp} \chi_1, \sigma \in \text{supp} \phi \) and \( \eta \in \text{supp} \psi \), we have

\[
| \det \frac{\partial^2}{\partial (x, \eta, y, \sigma)} \Psi_{\lambda_1, \lambda_2}(x, \eta, y, \sigma)| \geq c_H^{(1)}(\sigma \eta)^{d - C\lambda_1^{-1} \lambda_2 \geq c_H^{(1)} 4^{-d} - 2CM^{-1} \geq \frac{c_H^{(1)}}{2} 4^{-d},
\]

where we choose \( M := 4^{d+2} C[c_H^{(1)}]^{-1} + 1 \) and \( c_H^{(1)} \) is the one defined in (4.2). Thus it follows from Lemma 4.2 that

\[
\| \chi_1(x) \partial_{x, \eta} \chi_1, \lambda_2 g(x, \eta) \|_{L^2(\mathbb{R}^{d+1})} \leq C \| \lambda_1 \| (1 + |\lambda_1|)^{-\frac{d+1}{2}} \| \phi(\sigma) g(y) \|_{L^2(\mathbb{R}^{d+1})}
\]

\[
\leq C (1 + |\lambda_1|)^{-\frac{d+1}{2}} \| g \|_{L^2(\mathbb{R}^d)}.
\]

By a translation invariance argument again,

\[
\| \partial_{\eta} \chi_{1, \lambda_2} g(x, \eta) \|_{L^2(\mathbb{R}^{d+1})} \leq C (1 + |\lambda_1|)^{-\frac{d+1}{2}} \| g \|_{L^2(\mathbb{R}^d)}.
\]

(4.28)

Since

\[
\frac{d}{d \eta} \chi_{1, \lambda_2} g(x, \eta) = -\lambda_1 \psi(\eta) \int \chi_1(x - y) e^{i\eta \cdot \psi(x,y,\sigma)} \frac{d}{d \sigma} \phi(\sigma) g(y) dy d\sigma
\]

\[
+ \lambda_1 \phi'(\eta) \int \chi_1(x - y) e^{i\eta \cdot \psi(x,y,\sigma)} \phi(\sigma) g(y) dy d\sigma,
\]

it is seen that

\[
\left\| \frac{d}{d \eta} \chi_{1, \lambda_2} g(x, \eta) \right\|_{L^2(\mathbb{R}^{d+1})} \leq C (1 + |\lambda_1|)^{-\frac{d+1}{2}} \| g \|_{L^2(\mathbb{R}^d)}.
\]

(4.29)

By H"older’s inequality, we have

\[
\sup_{\eta \in [1,2]} | \partial_{\eta} \chi_{1, \lambda_2} g(x, \eta) |^2 \leq 2 \left( \int_1^2 | \partial_{\eta} \chi_{1, \lambda_2} g(x, \eta) |^2 d\eta \right)^{1/2} \left( \int_1^2 | \frac{d}{d \eta} \partial_{\eta} \chi_{1, \lambda_2} g(x, \eta) |^2 d\eta \right)^{1/2}
\]

\[
+ | \partial_{\eta} \chi_{1, \lambda_2} g(x, 1) |^2,
\]

which, together with (4.28), (4.29) and H"older’s inequality in \( x \), implies us that

\[
\| T_{\lambda_1, \lambda_2} g \|_{L^2(\mathbb{R}^d)} = \| \partial_{\eta} \chi_{1, \lambda_2} g(x, 1) \|_{L^2(\mathbb{R}^d)} \leq C (1 + |\lambda_1|)^{-\frac{d+1}{2}} \| g \|_{L^2(\mathbb{R}^d)}.
\]

This finishes the proof of (4.25).

\[\square\]

4.1.2 Proof of (4.15) and (4.16)

**Proof of (4.15)** If \( M \lambda_2 \geq 2^j \), we have \( 2M |\lambda_2| \geq 2^j \) for all \( \lambda_2 \in \text{supp} \phi_k \). By Plancherel’s theorem, (4.24), Fubini’s theorem and Lemma 4.3, we have

\[
\| f * K^{j,k} \|_{L^2(\mathbb{R}^{d+1})} = \| \mathcal{F}_u (f * K^{j,k}) \|_{L^2(\mathbb{R}^{d+1})}
\]

\[
= \| T_{2^j, \lambda_2} (\mathcal{F}_u f (\cdot, \lambda_2)) (x) \|_{L^2(\mathbb{R}^2) L^2_2(\mathbb{R}^d)}
\]

\[
\leq C 2^{-\left(1 - \frac{d+2}{2} \right) j 2^{-\theta_0} } \| f \|_{L^2(\mathbb{R}^{d+1})}
\]

for all \( \theta \in [0, 1] \). If \( M \lambda_2 \leq 2^j \), we have \( M |\lambda_2| \leq 2^{j+1} \) for all \( \lambda_2 \in \text{supp} \phi_k \). By the above argument, we have

\[
\| f * K^{j,k} \|_{L^2(\mathbb{R}^{d+1})} \leq C 2^{-\frac{d+1}{2} j} \| f \|_{L^2(\mathbb{R}^{d+1})}.
\]

\[\square\]
These, together with (4.8), yields that (4.15) holds. □

**Proof of (4.16)** By a scaling argument, the proof of (4.16) reduces to show for all $n \leq 0$,

$$
\left\| f * (\mathbb{K}^{j,k}_n)^* * \mathbb{K}^{j,k}_n \right\|_{L^2(\mathbb{R}^{d+1})} \leq C 2^{4j+4k} 2^n \| f \|_{L^2(\mathbb{R}^{d+1})} \quad (4.30)
$$

and

$$
\left\| f * (\mathbb{K}^{j,k}_n)^* * \mathbb{K}^{j,k}_n \right\|_{L^2(\mathbb{R}^{d+1})} \leq C 2^{4j+4k} 2^n \| f \|_{L^2(\mathbb{R}^{d+1})}, \quad (4.31)
$$

where $\mathbb{K}^{j,k}_n$ is defined in (4.8).

We start with the proof of (4.30). We use integration by parts to see that for all $|\alpha| \leq 1$ and $N > 0$, there exists a constant $C = C(\alpha, N) > 0$ such that

$$
|\partial^\alpha_{x,u} \mathbb{K}^{j,k}_n(x, u)| + |\partial^\alpha_{x,u} (\mathbb{K}^{j,k}_n)^*(x, u)| \leq C 2^{2j+2k} \chi_1(x) \left(1 + |u|\right)^{-N} . \quad (4.32)
$$

Note that $|x^T J y| \leq c \|J\| \cdot |y| \leq c^2 \|J\| \|x\| \leq c$. These, in combination with the cancellating property (4.11) of the kernel of $\mathbb{K}^{j,k}_n$, yield

$$
|\left(\mathbb{K}^{j,k}_n \ast \mathbb{K}^{j,k}_n\right)(x, u)| = \left| \int_{\mathbb{R}^{d+1}} \left((\mathbb{K}^{j,k}_n)^*(x - y, u - v - x^T J y)\mathbb{K}^{j,k}_n(y, v)\right) dy dv \right|
$$

$$
= \left| \int_{\mathbb{R}^{d+1}} \left((\mathbb{K}^{j,k}_n)^*(x - y, u - v - x^T J y) - (\mathbb{K}^{j,k}_n)^*(x, u)\right)\mathbb{K}^{j,k}_n(y, v)\right| dy dv
$$

$$
\leq C \int_0^1 \int_{\mathbb{R}^{d+1}} 2^{2j+2k} \left(1 + |x - \theta y| + |u - \theta v|\right)^{-N} \left(|y| + |v|\right)\left|\mathbb{K}^{j,k}_n(y, v)\right| dy dv d\theta.
$$

This gives that for $n \leq 0$,

$$
\int_{\mathbb{R}^{d+1}} \left|\left(\mathbb{K}^{j,k}_n \ast \mathbb{K}^{j,k}_n\right)(x, u)\right| dx du \leq C 2^{2j+2k} \int_{\mathbb{R}^{d+1}} \left(|y| + |v|\right)\left|\mathbb{K}^{j,k}_n(y, v)\right| dy dv
$$

$$
\leq C 2^{4j+4k} 2^n .
$$

By the Schur lemma, (4.30) follows readily.

Next we prove (4.31). We use the cancellating property of $(\mathbb{K}^{j,k})^*$ and a similar argument as above to show that

$$
\int_{\mathbb{R}^{d+1}} \left|\left(\mathbb{K}^{j,k}_n \ast \mathbb{K}^{j,k}_n\right)(x, u)\right| dx du \leq C 2^{4j+4k} 2^n .
$$

This, together with the Schur lemma, gives the desired estimate (4.31). □

### 4.1.3 Proof of (4.17) and (4.18)

**Proof of (4.17)** It suffices to show

$$
\left\| f \ast \left[ s \frac{d}{ds} K^{j,k}_s \right]_{s=2^n t} \right\|_{L^2(\mathbb{R}^{d+1})} \leq C 2^j C_j, k(\theta) \| f \|_{L^2(\mathbb{R}^{d+1})}.
$$

By (4.3) and change of variables in $\sigma, \tau$, we have

$$
K^{j,k}_s(x, u) = s^{-d+1} \chi_1(s^{-1} x) \int_{\mathbb{R} \times \mathbb{R}} e^{i \sigma (x_1 - s^{-1} x'_1)} e^{i \tau u} \phi_j(s \sigma) \phi_k(s^2 \tau) d\sigma d\tau .
$$
Observe that
\[
\frac{d}{ds} K_s^{j,k} = (K^{(1)})^{j,k}_s + (K^{(2)})^{j,k}_s + 2^j (K^{(3)})^{j,k}_s
\]  
(4.33) where
\[
(K^{(1)})^{j,k}_s = \left[(-d+1)s^{-d+1} \chi_1(s^{-1}x) - s^{-1} x \chi_1'(s^{-1}x)\right] s^{-d+1} \int \int_{\mathbb{R} \times \mathbb{R}} e^{i \sigma (x_1 - s \Gamma_1(s^{-1}x'))} e^{i \tau u} \phi_j(s \sigma) \phi_k(s \tau) d \sigma d \tau,
\]
\[
(K^{(2)})^{j,k}_s = s^{-d+1} \chi_1(s^{-1}x) \int \int_{\mathbb{R} \times \mathbb{R}} e^{i \sigma (x_1 - s \Gamma_1(s^{-1}x'))} e^{i \tau u} \left[2^{-j} s \sigma \phi_j(s \sigma) \phi_k(s \tau) + 2^{-k+1} s^2 \tau \phi_j(s \sigma) \phi_k'(s \tau)\right] d \sigma d \tau,
\]
\[
(K^{(3)})^{j,k}_s = i s^{-1} x \Gamma_1'(s^{-1}x') - i \Gamma_1(s^{-1}x')] s^{-d+1} \chi_1(s^{-1}x) \int \int_{\mathbb{R} \times \mathbb{R}} e^{i \sigma (x_1 - s \Gamma_1(s^{-1}x'))} e^{i \tau u} 2^{-j} s \sigma \phi_j(s \sigma) \phi_k(s \tau) d \sigma d \tau.
\]

By Plancherel’s theorem, Fubini’s theorem and Lemma 4.3, an argument as in the proof of (4.15) yields that for all \( i = 1, 2, 3 \),
\[
\| f \ast (K^{(i)})^{j,k} \|_{L^2(\mathbb{R}^{d+1})} \leq C C_{j,k}(\theta) \| f \|_{L^2(\mathbb{R}^{d+1})}, \quad \forall \theta \in [0,1],
\]
which, together with a scaling argument, implies that
\[
\sup_{t \in [1,2]} \| f \ast \left( s \frac{d}{ds} K_s^{j,k} \right) \|_{L^2(\mathbb{R}^{d+1})} \leq 2^j \sum_{i=1}^{6} \sup_{t \in [1,2]} \| f \ast (K^{(i)})^{j,k}_{2^it} \|_{L^2(\mathbb{R}^{d+1})} \leq C 2^j C_{j,k}(\theta) \| f \|_{L^2(\mathbb{R}^{d+1})}.
\]

This completes the proof of (4.17). \( \square \)

**Proof of (4.18)** The proof is similar as (4.16) and thus we only sketch it. By (4.11), \( s \frac{d}{ds} \| \ast \|_{K_s^{j,k}} \) and \( (s \frac{d}{ds} \| \ast \|_{K_s^{j,k}})^{*} \) also have integral zero. By (4.33) and (4.8), an argument as in (4.32), we see that for all \( |\alpha| \leq 1 \) and \( N > 0 \), there exists a constant \( C = C(\alpha, N) > 0 \) such that
\[
\left| \partial_x^{\alpha_1} \partial_u^{\alpha_2} \left( s \frac{d}{ds} \| \ast \|_{K_s^{j,k}} \right)'(x,u) \right| + \left| \partial_x^{\alpha_1} \partial_u^{\alpha_2} \left( s \frac{d}{ds} \| \ast \|_{K_s^{j,k}} \right)''(x,u) \right| \leq C 2^{3j+3k}s^{-d-2-|\alpha_1|-2|\alpha_2|} \chi_1(s^{-1}x) \left( 1 + s^{-2}|u| \right)^{-N},
\]
where \( \alpha = (\alpha_1, \alpha_2) \). It suffices to show for all \( n, n' \in \mathbb{Z} \),
\[
\int_{\mathbb{R}^{d+1}} \left| \left( s \frac{d}{ds} \| \ast \|_{K_s^{j,k}} \right)'_{s=2^{n'}}' \right|^* \left( s \frac{d}{ds} \| \ast \|_{K_s^{j,k}} \right)'_{s=2^n} (x,u) dxdudu \leq C 2^{6j+6k} 2^{-|n'-n|} \| f \|_{L^2(\mathbb{R}^{d+1})},
\]
(4.34) follows. By the cancelation property of \( \left[ s \frac{d}{ds} \| \ast \|_{K_s^{j,k}} \right]_{s=2^n} \) if \( n \geq n' \), \( \left[ s \frac{d}{ds} \| \ast \|_{K_s^{j,k}} \right]_{s=2^n} \) if \( n' \geq n \) and mean value theorem, (4.34) follows. \( \square \)
4.2 Weak type \((1, 1)\)-estimate

In this section, we will prove the following result.

**Lemma 4.4** Let \(j, k \geq 0\). For all \(\alpha > 0\), we have

\[
\left| \{ (x, u) : \sup_{t > 0} |f \ast K^{j,k}_t(x, u)| > \alpha \} \right| \leq C (j + k) 2^j \alpha^{-1} ||f||_{L^1(\mathbb{R}^{d+1})}.
\]

**Proof** Let \(\rho(x, u) := |x| + |u|^{1/2}\). For all \((x, u), (y, v) \in \mathbb{R}^{d+1}\), we have

\[
\rho((x, u)(y, v)) \leq c_f (\rho(x, u) + \rho(y, v)), \quad \text{with} \quad c_f = \frac{3}{2} \| J \|^{1/2} + 1.
\]

From this, we see that if \(\rho(x, u) \geq 2c_f \rho(y, v)\), then

\[
\rho((y, v)^{-1}(x, u)) \geq (2c_f)^{-1} \rho(x, u).
\] (4.35)

Since we have already shown the \(L^2\) bounds for the maximal function, from the Calderón–Zygmund theory it suffices to verify the following Hörmander-type condition:

\[
\int_{\rho(x, u) \geq 2c_f \rho(y, v), s > 0} \sup_{\rho(x, u) \geq 2c_f 2^{-n} s} \left| K^{j,k}_s((y, v)^{-1}(x, u)) - K^{j,k}_s(x, u) \right| dxdu \leq C (j + k) 2^j.
\]

By a scaling argument, it suffices to show for all \(\rho(y, v) \leq 2^{-n} \delta\) and \(\delta > 0\),

\[
\sum_{n \in \mathbb{Z}} \int_{\rho(x, u) \geq 2c_f 2^{-n} \delta} \sup_{s \in [1, 2]} \left| K^{j,k}_s((y, v)^{-1}(x, u)) - K^{j,k}_s(x, u) \right| dxdu \leq C (j + k) 2^j.
\] (4.36)

To show (4.36), we first note that from (4.3), we have that for any \(j, k \geq 0\),

\[
|K^{j,k}_s(x, u)| \leq C 2^j 2^k (1 + |x| + |u|^{1/2})^{-N/2} (1 + 2^j |x_1 - \Gamma_1(x')|)^{-N/2} (1 + 2^{k/2} |u|^{1/2})^{-N/2},
\] (4.37)

\[
\sup_{s \in [1, 2]} |\nabla_{x,u} K^{j,k}_s(x, u)| \leq C 2^{j/2} 2^{2k} (1 + |x| + |u|^{1/2})^{-N/2},
\] (4.38)

for large \(N \geq 1\); and by (4.33),

\[
\left| \frac{d}{ds} K^{j,k}_s(x, u) \right| \leq C 2^j 2^{2k} (1 + |x| + |u|^{1/2})^{-N/2} \left( 1 + 2^j |s^{-1}x_1 - \Gamma_1(s^{-1}x')| \right)^{-N/2} (1 + 2^{k/2} |u|^{1/2})^{-N/2}.
\] (4.39)

uniformly in \(s \in [1, 2]\). Now we consider two cases: \(2^{-n} \delta \geq 1\) and \(2^{-n} \delta \leq 1\).

**Case 1:** \(2^{-n} \delta \geq 1\).

In this case, by a triangle inequality, a change of variable, Newton–Leibniz formula, (4.35), (4.37) and (4.39), we see that for all \(\rho(y, v) \leq 2^{-n} \delta\),

\[
\int_{\rho(x, u) \geq 2c_f 2^{-n} \delta} \sup_{s \in [1, 2]} \left| K^{j,k}_s((y, v)^{-1}(x, u)) - K^{j,k}_s(x, u) \right| dxdu \\
\leq \int_{\rho(x, u) \geq 2c_f 2^{-n} \delta} \sup_{s \in [1, 2]} \left( |K^{j,k}_s((y, v)^{-1}(x, u))| + |K^{j,k}_s(x, u)| \right) dxdu \\
\leq 2 \int_{\rho(x, u) \geq 2^{-n} \delta} \sup_{s \in [1, 2]} \left| K^{j,k}_s(x, u) \right| dxdu
\]
\[
\begin{align*}
\leq & \ 2 \int_{\rho(x,u) \geq 2^{-n}\delta} \left| \frac{d}{ds} K_s^{j,k}(x,u) \right| dx du + 2 \int_{\rho(x,u) \geq 2^{-n}\delta} \left| K_{j,k}(x,u) \right| dx du \\
\leq & \ C(2^{-n}\delta)^{-N/2} 2^j,
\end{align*}
\]

where we use \(2c_J \geq 1\). Then we have

\[
\sum_{2^{-n}\delta \geq 1} \int_{\rho(x,u) \geq 2c_J 2^{-n}\delta} \sup_{s \in [1,2]} \left| K_s^{j,k}(y,v)^{-1}(x,u) - K_s^{j,k}(x,u) \right| dx du \leq C 2^j.
\]

**Case 2:** \(2^{-n}\delta \leq 1\).

In this case, we will show for all \(\rho(y,v) \leq 2^{-n}\delta\),

\[
\sum_{2^{-n}\delta \leq 1} \int_{\rho(x,u) \geq 2c_J 2^{-n}\delta} \sup_{s \in [1,2]} \left| K_s^{j,k}(y,v)^{-1}(x,u) - K_s^{j,k}(x,u) \right| dx du \leq C(j + k)2^j.
\]

(4.41)

By the support condition of \(K^{j,k}\), we can suppose \(|x - y| \leq C\|y\|, v\|v\| \leq 1\), we have \(|y| \leq 1\) and \(|v| \leq 1\). As a result, one must have \(|x| \leq C + 1\) and

\[
|y, v + y^T Jx| \leq C \rho(y, v).
\]

(4.42)

Let \(\theta \in [0, 1]\). By (4.35) and \(\rho(x,u) \geq 2c_J \rho(y,v) \geq 2c_J \rho(\theta y, \theta v)\), we have

\[
\rho((\theta y, \theta v)^{-1}(x,u)) \geq (2c_J)^{-1} \rho(x,u).
\]

This, together with Newton–Leibniz formula, (4.38) and (4.42), tells us that

\[
\begin{align*}
& \sup_{s \in [1,2]} \left| K_s^{j,k}(y,v)^{-1}(x,u) - K_s^{j,k}(x,u) \right| \\
\leq & \ \sup_{s \in [1,2]} \int_0^1 \left| (\nabla_{x,u} K_s^{j,k})(((\theta y, \theta v)^{-1}(x,u)) \right| d\theta \left| (y,v + y^T Jx) \right| \\
\leq & \ C 2^{j+2k} \rho(y,v) \int_0^1 \left( 1 + \rho((\theta y, \theta v)^{-1}(x,u)) \right)^{-N/2} d\theta \\
\leq & \ C 2^{j+2k} 2^{-n}\delta \left( 1 + \rho(x,u) \right)^{-N/2}.
\end{align*}
\]

After integrating in \(x, u\), we have
On another hand, we apply (4.37), (4.39) and a similar argument as in the proof of (4.40) to obtain

\[
\sum_{2^{-n}\delta \leq 2^{-2j-2k}} \int_{\rho(x,u) \geq 2e_j 2^{-n}\delta} \sup_{s \in [1,2]} |K^j_k((y,v)^{-1}(x,u)) - K_{s,k}^j(x,u)| \, dx \, du \leq C \sum_{2^{-n}\delta \leq 2^{-2j-2k}} 2^{j+2k} 2^{-n}\delta \leq C. \tag{4.43}
\]

where in the last inequality we use the fact that the summation has only \(O(j+k)\) terms. (4.41) follows from (4.43) and (4.44). Hence (4.36) is proved, and then the proof of Lemma 4.4 is completed.

\[\square\]

4.3 Proof of (i) of Theorem 2.1

Proof of (i) of Theorem 2.1 We first consider \(1 < p \leq 2\). By (4.5), we have

\[
\sup_{t > 0} |f \ast (\mu_1)_t| \leq C \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} \sup_{t > 0} \|f \ast K^j_k\|.
\]

From (4.6), it suffices to consider that \(j + k \geq 1\). Note if \(d \geq 3\),

\[
C_{j,k}(\theta) \leq 2^{-(1-\frac{d}{2}\theta)\frac{d-2}{2}} j^{2-\theta k} \quad \text{for all } j, k \geq 0, \theta \in [0, 1],
\]

where \(C_{j,k}(\theta)\) is the constant defined in (4.12). We use Lemma 4.1 to show that for all \(j + k \geq 1, \theta \in [0, 1]\),

\[
\left\| \sup_{t > 0} |f \ast K^j_k| \right\|_{L^2(\mathbb{R}^{d+1})} \leq C (j + k) 2^{j} 2^{-(1-\frac{d}{2}\theta)\frac{d-2}{2}} j^{2-\theta k} \|f\|_{L^2(\mathbb{R}^{d+1})}.
\]

Lemma 4.4 tells us that

\[
\left\| \sup_{t > 0} |f \ast K^j_k| \right\|_{L^1(\mathbb{R}^{d+1})} \leq C (j + k) 2^{j} \|f\|_{L^1(\mathbb{R}^{d+1})}.
\]

By interpolation, for all \(\theta \in (0, 1)\) we have

\[
\left\| \sup_{t > 0} |f \ast K^j_k| \right\|_{L^p(\mathbb{R}^{d+1})} \leq C (j + k) 2^{\left(\frac{2-\frac{d}{p}}{p} - (2-\frac{d}{2})(1-\frac{d}{2}\theta)\frac{d-2}{2} j^{2-\theta k} \left(\frac{2-(d-2)}{d-2}\theta\right) j^{2-\theta k} \|f\|_{L^p(\mathbb{R}^{d+1})}.
\]

\[\square\]
The summation in $k$ converges automatically and the condition
\[
\frac{1}{p} - (d-2)\left(1 - \frac{1}{p}\right) + \left(1 - \frac{1}{p}\right) \frac{d(d-2)}{2} \theta < 0 \quad \text{for some } \theta \in (0, 1)
\]
makes sure that the summation in $j$ converges. It holds if and only if $\frac{1}{p} - (d-2)(1 - \frac{1}{p}) < 0$.

As a result, the summation in $j, k$ converges whenever $(d-1)/(d-2) < p$ for $d \geq 4$ and $\theta$ is sufficiently small. By interpolation with a trivial $L^\infty$ estimate, we obtain the desired $L^p$ estimate in (i) of Theorem 2.1. □

5 Proof of (ii) of Theorem 2.1

In this section, we will show that (ii) of Theorem 2.1. That is, for $d \geq 3$, the maximal operator $\sup_{t > 0} |f \ast (\mu_2)_t(x, u)|$ is bounded on $L^p(\mathbb{R}^{d+1})$ for $p > d/(d-1)$ where $\mu_2$ is given as in (2.3), i.e.,
\[
\mu_2(x, u) = \chi_{\mu_2}(x, u) \int_{\mathbb{R} \times \mathbb{R}} e^{i(\sigma(x_d - \Gamma_2(x'')) + \tau \mu)} \, d\sigma \, d\tau
\]
with $x_d = \Gamma_2(x'')$, $x'' = (x_1, \ldots, x_{d-1})$ with $\Gamma_2 \in C^\infty(\mathbb{R}^{d-1})$ and $\mu_2$ is supported in a small neighborhood of $(x''_0, \Gamma_2(x''_0))$ for some $x''_0 \in \mathbb{R}^{d-1}$. In the following we give a sketch of the proof since the proof is similar to that of (i) in Theorem 2.1.

Since $\mu_2$ has a sufficiently small support, we can choose a smooth nonnegative function $\chi_2$ defined on $\mathbb{R}^{d-1}$, which is equal to 1 on the projection of supp $\mu_2$ to $x''$-space and also has a small support. By the curvature hypothesis and the convexity of $\Sigma$, we can further assume $\partial^2_{x''} \Gamma_2(x'')$ is positive definite for all $x'' \in \text{supp } \chi_2$ such that
\[
\inf_{x'' \in \text{supp } \chi_2} \det \left( \partial^2_{x''} \Gamma_2(x'') \right) \geq c_H^{(2)}
\]
for some $c_H^{(2)} > 0$. Let $\{\phi_k\}_{k=0}^\infty$ be given as in (4.1). Define for $j, k \geq 0$,
\[
K^{j,k}(x, u) = \chi_2(x'') \int_{\mathbb{R} \times \mathbb{R}} e^{i\sigma(x_d - \Gamma_2(x''))} e^{i\tau \mu} \phi_j(\sigma) \phi_k(\tau) \, d\sigma \, d\tau.
\]
An argument as in (4.5) yields that
\[
|f \ast (\mu_2)_t| \leq C \sum_{j=0}^\infty \sum_{k=0}^\infty |f| \ast K^{j,k}.
\]

Consider $j + k \geq 1$. We have that
\[
\int_{\mathbb{R}^{d+1}} K^{j,k}(x, u) \, dx \, du = \int_{\mathbb{R}^{d+1}} \chi_2(x'') \mathcal{F}(\phi_j)(x_d - \Gamma_2(x'')) \mathcal{F}(\phi_k)(u) \, dx \, du
\]
\[
= \int_{\mathbb{R}^{d+1}} \chi_2(x'') \mathcal{F}(\phi_j)(x_d) \mathcal{F}(\phi_k)(u) \, dx \, du = 0,
\]
since $\int_{\mathbb{R}} \mathcal{F}(\phi_l)(s) \, ds = 0$ if $l > 0$. □

Springer
5.1 Square functions and almost orthogonality

Lemma 5.1 For all \( j + k \geq 1 \) and \( \theta \in [0, 1] \), we have

\[
\left\| \sup_{t > 0} \left| f * K_{t}^{j,k} \right| \right\|_{L^2(\mathbb{R}^{d+1})} \leq C(j + k) 2^{-(d-\frac{3}{2}-\frac{d-1}{2}\theta)j} 2^{-\theta k} \| f \|_{L^2(\mathbb{R}^{d+1})},
\]

(5.5)

Proof We apply Lemma 2.2 to see that (5.5) follows from the following estimates which are uniform in \( n \) and \( \theta \in [0, 1] \):

\[
\left( \sum_{n \in \mathbb{Z}} \left\| f * K_{2^n t}^{j,k} \right\|_{L^2(\mathbb{R}^{d+1})}^{2} \right)^{1/2} \leq C(j + k) 2^{-(1-\theta)\frac{d+1}{2}} 2^{-\theta k} \| f \|_{L^2(\mathbb{R}^{d+1})},
\]

(5.6)

and

\[
\left( \sum_{n \in \mathbb{Z}} \left\| f * \left( \sum_{k=1}^{n} K_{s}^{j,k} \right)^{2} \right\|_{L^2(\mathbb{R}^{d+1})}^{2} \right)^{1/2} \leq C(j + k) 2^{-\theta k} \| f \|_{L^2(\mathbb{R}^{d+1})},
\]

(5.7)

By Lemma 2.3, (5.6) follows from the following estimates (5.8) and (5.9):

\[
\| f * K_{2^n}^{j,k} \|_{L^2(\mathbb{R}^{d+1})} \leq C 2^{-(1-\theta)\frac{d+1}{2}} 2^{-\theta k} \| f \|_{L^2(\mathbb{R}^{d+1})}, \quad \forall \theta \in [0, 1]
\]

(5.8)

and

\[
\| f * (K_{2^n}^{j,k})^{*} K_{2^n}^{j,k} \|_{L^2(\mathbb{R}^{d+1})} \leq C 2^{4j+4k} 2^{-|n-n'|} \| f \|_{L^2(\mathbb{R}^{d+1})}
\]

(5.9)

first for \( n \leq n' \) and then by taking adjoints also for \( n > n' \). Again by Lemma 2.3, (5.7) follows from the following estimates (5.10) and (5.11):

\[
\left\| f * \left( \sum_{k=1}^{n} K_{s}^{j,k} \right)^{2} \right\|_{L^2(\mathbb{R}^{d+1})} \leq C 2^{-(d-\frac{3}{2}-\frac{d-1}{2}\theta)j} 2^{-\theta k} \| f \|_{L^2(\mathbb{R}^{d+1})},
\]

(5.10)

and

\[
\left\| f * \left( \sum_{k=1}^{n} K_{s}^{j,k} \right)^{2} \right\|_{L^2(\mathbb{R}^{d+1})} \leq C 2^{6j+6k} 2^{-|n-n'|} \| f \|_{L^2(\mathbb{R}^{d+1})}
\]

(5.11)

The proof of (5.8), (5.9), (5.10) and (5.11) will be given in Sects. 5.1.2 and 5.1.3. \( \square \)

5.1.1 Reduction to oscillatory integral operators

To show estimates (5.8), (5.9), (5.10) and (5.11), we will reduce them to estimates for oscillatory integral operators. Recall that \( E_{d-1} \) is a \( d \times (d - 1) \) matrix and \( F_{\kappa} \) is a \( (d - 1) \times \kappa \) matrix with \( \kappa \in [2, d) \), which are given by

\[
E_{d-1} = \begin{pmatrix} I_{d-1} & 0 \\ 0 & 0 \end{pmatrix}, \quad F_{\kappa} = \begin{pmatrix} I_{\kappa} & 0 \\ 0 & 0 \end{pmatrix}.
\]

(5.12)

respectively, and we denote \( E_{d-1}^{T}, F_{\kappa}^{T} \) as their transposes. We write

\[
f * K^{j,k}(x, u) = \int_{\mathbb{R}^{d+1}} K^{j,k}(x - y, u - v + x''^{T} E_{d-1}^{T} E_{d-1} y'') f(y, v) dy dv.
\]
where
\[ K^{j,k}(x-y, u-v + x''^T E_{d-1}^T J E_{d-1} y'') = \chi_2(x'' - y'') \]
\[ \int_{\mathbb{R}^2} e^{i(\sigma(x_y - \Gamma_2(x'' - y'')) + \tau(u-v + x''^T E_{d-1}^T J E_{d-1} y''))} \phi_j(\sigma) \phi_k(\tau) d\sigma d\tau. \]

We then apply a Fourier transform on \( \mathbb{R}^2 \), in the \((x_y, u)\) variables of \( f \ast K^{j,k}(x, u) \), and use the fact that \( K^{j,k}(x, u) = \chi_2(x'') \mathcal{F}^{-1}(\phi_j)(x_y - \Gamma_2(x'')) \mathcal{F}^{-1}(\phi_k)(u) \) to obtain
\[ \mathcal{F}_d \mathcal{F}_u (f \ast K^{j,k})(x'', \lambda_1, \lambda_2) = \phi_j(\lambda_1) \phi_k(\lambda_2) \int_{\mathbb{R}^{d-1}} e^{-i(\lambda_1 \Gamma_2(x'' - y'') - \lambda_2 x''^T E_{d-1}^T J E_{d-1} y'')} \mathcal{F}_d \mathcal{F}_u f(y'') dy''. \]

We have the following result.

Lemma 5.2 Define
\[ T_{\lambda_1, \lambda_2} g(x'') = \int_{\mathbb{R}^{d-1}} e^{-i(\lambda_1 \Gamma_2(x'' - y'') - \lambda_2 x''^T E_{d-1}^T J E_{d-1} y'')} \chi_2(x'' - y'') g(y'') dy''. \]
Then there exists a constant \( C > 0 \) depending on \( \text{supp} \chi_2 \) and \( C^N \) norms of \( \chi_2 \) and \( \Gamma_2 \) on \( \text{supp} \chi_2 \) for some sufficiently large \( N \) such that for all \( \theta \in [0, 1] \),
\[ \| T_{\lambda_1, \lambda_2} g \|_{L^2(\mathbb{R}^{d-1})} \leq C (1 + |\lambda_1|)^{-\frac{d-1}{\theta}} (1 + |\lambda_2|)^{-\theta} \| g \|_{L^2(\mathbb{R}^{d-1})}. \]

Proof One can rewrite
\[ T_{\lambda_1, \lambda_2} g(x'') = \int_{\mathbb{R}^{d-1}} e^{-i\Psi_{\lambda_1, \lambda_2}(x'', y'')} \chi_2(x'' - y'') g(y'') dy'', \]
where the phase function \( \Psi_{\lambda_1, \lambda_2} \) is given by
\[ \Psi_{\lambda_1, \lambda_2}(x'', y'') = \Gamma_2(x'' - y'') - \lambda_1^{-1} \lambda_2 x''^T E_{d-1}^T J E_{d-1} y''. \]

We have \( \partial^2_{x''} \Gamma_2 \Psi_{\lambda_1, \lambda_2}(x'', y'') = -\partial^2_{x''} \Gamma_2(x'' - y'') - \lambda_1^{-1} \lambda_2 E_{d-1}^T J E_{d-1} \). Since \( \partial^2_{x''} \Gamma_2(x'' - y'') \) is a positive definite matrix and \( E_{d-1}^T J E_{d-1} \) is skew-symmetric, it follows that for all \( |X| = 1 \),
\[ |\partial^2_{x''} \Gamma_2 \Psi_{\lambda_1, \lambda_2}(x'', y'') X| \geq |(\partial^2_{x''} \Gamma_2(x'' - y'') X + \lambda_1^{-1} \lambda_2 E_{d-1}^T J E_{d-1} X, X)| \]
\[ = |(\partial^2_{x''} \Gamma_2(x'' - y'') X, X)| \geq c \]
for some \( c > 0 \). By (5.14), we have
\[ |\partial^2_{x''} \Gamma_2 \Psi_{\lambda_1, \lambda_2}(x'', y'')| = |\partial^2_{x''} \Gamma_2(x'' - y'')| \leq C \alpha \]
for all \( x'' - y'' \in \text{supp} \chi_2 \) and \( |\alpha| \geq 3 \). Then by Lemma 4.2,
\[ \| \chi_2 T_{\lambda_1, \lambda_2} g \|_{L^2(\mathbb{R}^{d-1})} \leq C (1 + |\lambda_1|)^{-\frac{d-1}{\theta}} \| g \|_{L^2(\mathbb{R}^{d-1})}. \]

By \( \det J_k \neq 0 \), we have
\[ \inf_{|X|=1} |J_k X| \geq c_k \text{ and } \sup_{|X|=1} |J_k F \partial^2_{x''} \Gamma_2(x'' - y'') F_k X| \leq C \Gamma_{2,k}, \text{ if } x'' - y'' \in \text{supp} \chi_2. \]

Take \( M = 2C \Gamma_{2,k}/c_k \). Now we consider two cases: \( M |\lambda_1| \geq |\lambda_2| \) and \( M |\lambda_1| \leq |\lambda_2| \).
Case 1: $M |\lambda_1| \geq |\lambda_2|$. In this case, we use (5.15) to obtain
$$\|\chi_2 T_{\lambda_1, \lambda_2} g\|_{L^2(\mathbb{R}^{d-1})} \leq C (1 + |\lambda_1|)^{-(1-\theta)^{-\frac{d-1}{2}} + \frac{1}{2}} (1 + |\lambda_2|)^{-\theta} \|g\|_{L^2(\mathbb{R}^{d-1})}. \quad (5.17)$$

Case 2: $M |\lambda_1| \leq |\lambda_2|$. In this case, we rewrite
$$T_{\lambda_1, \lambda_2} g(x'') = \int_{\mathbb{R}^{d-1}} e^{-ik_2 \tilde{\psi}_{\lambda_1, \lambda_2}(x'', y'')} \chi_2(x'' - y'') g(y'') dy'',$$
where $\tilde{\psi}_{\lambda_1, \lambda_2}(x'', y'') = \lambda_1 \lambda_2^{-1} \Gamma_2(x'' - y'') - x'' E_{d-1}^T J E_{d-1} y''$ and thus
$$\partial_{x'', y''}^2 \tilde{\psi}_{\lambda_1, \lambda_2}(x'', y'') = -\lambda_1 \lambda_2^{-1} \partial_x^2 \Gamma_2(x'' - y'') - E_{d-1}^T J E_{d-1}.$$

By a triangle inequality and (5.16),
$$|\partial_{(x_1, \ldots, x_k), (y_1, \ldots, y_k)}^2 \tilde{\psi}_{\lambda_1, \lambda_2}(x'', y'') X| = | - \lambda_1 \lambda_2^{-1} F_k^T \partial_x^2 \Gamma_2(x'' - y'') F_k X - J_k X|$$
$$\geq |J_k X| - M^{-1} |F_k^T \partial_x^2 \Gamma_2(x'' - y'') F_k X|$$
$$\geq c_{j_k} - M^{-1} c_{j_k} c_{j_k} \geq c_{j_k} / 2$$

for all $|X| = 1$. Notice that for all $|\alpha| \geq 2$, $|\partial_{x'', y''}^\alpha \tilde{\psi}_{\lambda_1, \lambda_2}(x'', y'')| \leq C_{\alpha}$. We then apply Lemma 4.2 in the first $k (\kappa \geq 2)$ variables to get
$$\|\chi_2 T_{\lambda_1, \lambda_2} g\|_{L^2(\mathbb{R}^{d-1})} \leq C (1 + |\lambda_2|)^{-\kappa/2} \|g\|_{L^2(\mathbb{R}^{d-1})} \leq C (1 + |\lambda_2|)^{-1} \|g\|_{L^2(\mathbb{R}^{d-1})}.$$

This, together with (5.15), tells us that for all $M |\lambda_1| \leq |\lambda_2|$,
$$\|\chi_2 T_{\lambda_1, \lambda_2} g\|_{L^2(\mathbb{R}^{d-1})} \leq C (1 + |\lambda_1|)^{-(1-\theta)^{-\frac{d-1}{2}} + \frac{1}{2}} (1 + |\lambda_2|)^{-\theta} \|g\|_{L^2(\mathbb{R}^{d-1})}. \quad (5.18)$$

Therefore, it follows from (5.17) and (5.18) that for all $\lambda_1, \lambda_2 \in \mathbb{R}$,
$$\|\chi_2 T_{\lambda_1, \lambda_2} g\|_{L^2(\mathbb{R}^{d-1})} \leq C (1 + |\lambda_1|)^{-(1-\theta)^{-\frac{d-1}{2}} + \frac{1}{2}} (1 + |\lambda_2|)^{-\theta} \|g\|_{L^2(\mathbb{R}^{d-1})}.$$

Then by a translation invariance argument, we complete the proof of Lemma 5.2. □

5.1.2 Proof of (5.8) and (5.9)

Proof of (5.8) By (5.13) and Lemma 5.2, we have
$$\|f * K^{j,k}\|_{L^2(\mathbb{R}^{d+1})} = \|\mathcal{F}_d \mathcal{F}_u (f * K^{j,k})\|_{L^2(\mathbb{R}^{d+1})} = \|T_{\lambda_1, \lambda_2} (\mathcal{F}_d \mathcal{F}_u f (., \lambda_1, \lambda_2))(x'') \|_{L^2_{\lambda_1, \lambda_2}(\mathbb{R}^d)L^2_{x''}(\mathbb{R}^{d-1})} \leq C 2^{-(1-\theta)^{-\frac{d-1}{2}} + \frac{1}{2}} j 2^{-\theta k} \|\mathcal{F}_d \mathcal{F}_u f (x'', \lambda_1, \lambda_2)\|_{L^2_{\lambda_1, \lambda_2}(\mathbb{R}^d)L^2_{x''}(\mathbb{R}^{d-1})} \leq C 2^{-(1-\theta)^{-\frac{d-1}{2}} + \frac{1}{2}} j 2^{-\theta k} \|f\|_{L^2(\mathbb{R}^{d+1})} \quad \text{for all } j, k \geq 0 \text{ and } \theta \in [0, 1]. \square$$

Proof of (5.9) By a scaling argument, the proof of (5.9) reduces to show for all $n \leq 0$,
$$\|f * (K^{j,k} * K^{j,k})\|_{L^2(\mathbb{R}^{d+1})} \leq C 2^{4j+4k} 2^n \|f\|_{L^2(\mathbb{R}^{d+1})} \quad (5.19)$$
and
$$\|f * (K^{j,k} * K^{j,k})\|_{L^2(\mathbb{R}^{d+1})} \leq C 2^{4j+4k} 2^n \|f\|_{L^2(\mathbb{R}^{d+1})}. \quad (5.20)$$
Let us prove estimate (5.19). We use integration by parts to see that for all \( |\alpha| \leq 1 \) and \( N > 0 \), there exists a constant \( C = C(\alpha, N) > 0 \) such that

\[
|\partial^\alpha_{x,u} K^{j,k}(x, u)| + |\partial^\alpha_{x,u} (K^{j,k})^*(x, u)| \leq C 2^{2j+2k} \chi_2(x'')(1 + |x_d| + |u|)^{-N}.
\] (5.21)

Note that \(|x^T J y| = |x''^T E_{d-1}^T J E_{d-1} y''| \leq c \|J\| \cdot |y''| \leq c^2 \|J\| \text{ if } |x''|, |y''| \leq c \). These, in combination with the cancellation property (5.4) of the kernel of \( K^{j,k} \), yield

\[
|K^{j,k} * K^{j,k}_2(x, u)| \leq C \int_0^1 \int_{\mathbb{R}^{d+1}} 2^{2j+2k} \left(1 + |x - \theta y| + |u - \theta v|\right)^{-N} \left(|y| + |v|\right) |
\]

This gives that for \( n \leq 0 \),

\[
\int_{\mathbb{R}^{d+1}} |(K^{j,k})^* K^{j,k}_2(x, u)| dx du \leq C 2^{2j+2k} \int_{\mathbb{R}^{d+1}} (|y| + |v|)|K^{j,k}_2(y, v)| dy dv
\]

By the Schur lemma, (5.19) follows readily.

For (5.20), we use the cancellation property of the kernel of \( (K^{j,k}_2)^* \) and a similar argument as above to show that

\[
\int_{\mathbb{R}^{d+1}} |(K^{j,k}_2)^* K^{j,k}(x, u)| dx du \leq C 2^{4j+4k} 2^n.
\]

By the Schur lemma again, (5.20) follows readily. \( \square \)

### 5.1.3 Proof of (5.10) and (5.11)

**Proof of (5.10)** By (5.2) and change of variables in \( \sigma, \tau \), we have

\[
K^{j,k}_s(x, u) = s^{-d+1} \chi_2(s^{-1}x'') \int_{\mathbb{R} \times \mathbb{R}} e^{i\sigma(x_d-s\Gamma_2(s^{-1}x''))} e^{i\tau u} \phi_j(s\sigma) \phi_k(s^2\tau) d\sigma d\tau. \tag{5.22}
\]

Note that \( s \frac{d}{ds} K^{j,k}_s(x, u) \) can be written as the finite sum of following terms,

\[
s \frac{d}{ds} K^{j,k}_s(x, u) = (K^{(1)}_s)^{j,k} + (K^{(2)}_s)^{j,k} + 2j (K^{(3)}_s)^{j,k}
\] (5.23)

where

\[
(K^{(1)}_s)^{j,k} = \left( (-d+1) \chi_2(s^{-1}x'') \right) s^{-d+1} \int_{\mathbb{R} \times \mathbb{R}} e^{i\sigma(x_d-s\Gamma_2(s^{-1}x''))} e^{i\tau u} \phi_j(s\sigma) \phi_k(s^2\tau) d\sigma d\tau
\]

\[
(K^{(2)}_s)^{j,k} = s^{-d+1} \chi_2(s^{-1}x'') \int_{\mathbb{R} \times \mathbb{R}} e^{i\sigma(x_d-s\Gamma_2(s^{-1}x''))} e^{i\tau u} \phi_j(s\sigma) \phi_k(s^2\tau) d\sigma d\tau
\]

\[
(K^{(3)}_s)^{j,k} = \left[ -s^{-d+1} \Gamma_2(s^{-1}x'') + is^{-d+1} \Gamma'_2(s^{-1}x'') \right] \chi_2(s^{-1}x'') \int_{\mathbb{R} \times \mathbb{R}} e^{i\sigma(x_d-s\Gamma_2(s^{-1}x''))} e^{i\tau u} 2^{-j} s\sigma \phi_j(s\sigma) \phi_k(s^2\tau) d\sigma d\tau.
\]
The method as in the proof of (5.8) yields that for all \( i = 1, 2, 3 \), we have
\[
\| f * (K^{(i)})^{j,k} \|_{L^2(\mathbb{R}^{d+1})} \leq C 2^{-(1-\theta) \frac{d-1}{2} + j 2^{-\theta k}} \| f \|_{L^2(\mathbb{R}^{d+1})}, \quad \forall \theta \in [0, 1].
\]
These, together with a scaling argument, imply
\[
\sup_{t \in [1,2]} \left\| f * \left[ \frac{d}{ds} K^j_k \right] \right\|_{L^2(\mathbb{R}^{d+1})} \leq 2^j \sum_{i=1}^{3} \sup_{t \in [1,2]} \| f * (K^{(i)})^{j,k} \|_{L^2(\mathbb{R}^{d+1})}
\]
\[
\leq C 2^j 2^{-(1-\theta) \frac{d-1}{2} + j 2^{-\theta k}} \| f \|_{L^2(\mathbb{R}^{d+1})}
\]
\[
= C 2^{-(\frac{d-3}{2} - \frac{d-1}{2}) \theta - \theta k} \| f \|_{L^2(\mathbb{R}^{d+1})}.
\]
Estimate (5.10) follows readily. \( \square \)

**Proof of (5.11)** By (5.23), we can follow the proof of (4.16) to obtain
\[
\left\| f \left( \left[ \frac{d}{ds} K^j_k \right] \right)^* \right\|_{L^2(\mathbb{R}^{d+1})} \leq 2^j \sum_{i,i'=1}^{3} \left\| f * \left( (K^{(i)})^{j,k}_2 \right)^* \left( (K^{(i')})^{j,k}_2 \right)^* \right\|_{L^2(\mathbb{R}^{d+1})}
\]
\[
\leq C 2^{6j+6k} 2^{-|n-n'|} \| f \|_{L^2(\mathbb{R}^{d+1})}.
\]
This completes the proof of (5.11). \( \square \)

### 5.2 Weak type \((1, 1)\)-estimate

For \( p = 1 \), we have the following result.

**Lemma 5.3** Let \( j, k \geq 0 \). For all \( \alpha > 0 \), we have
\[
\left| \{ (x, u) : \sup_{t>0} |f * K^j_k (x, u)| > \alpha \} \right| \leq C (j + k) 2^j \alpha^{-1} \| f \|_{L^1(\mathbb{R}^{d+1})}.
\]

**Proof** The proof of Lemma 5.3 is essentially similar to that of Lemma 4.4. Let \( \rho(x, u) := |x| + |u|^{1/2} \) and \( c_J = \frac{3}{2} \| J \|^{1/2} + 1 \). Like Lemma 4.4, it suffices to show for all \( \rho(y, v) \leq 2^{-n} \delta \) and \( \delta > 0 \),
\[
\sum_{n \in \mathbb{Z}} \int_{\rho(x, u) \geq 2c_J 2^{-n} \delta} \sup_{s \in [1,2]} \left| K^j_k ((y, v)^{-1}(x, u)) - K^j_k (x, u) \right| dx du \leq C (j + k) 2^j.
\]

(5.24)

To show (5.24), we first note that from (5.2), we have that for any \( j, k \geq 0 \),
\[
\left| K^j_k (x, u) \right| \leq C 2^{j+k} (1 + |x| + |u|^{1/2})^{-N/2}
\]
\[
\left( 1 + 2^j |s^{-1} x_d - \Gamma_2 (x'') \right)^{-N/2} \left( 1 + 2^{k/2} |u|^{1/2} \right)^{-N/2},
\]
\[
(5.25)
\]
\[
\sup_{s \in [1,2]} \left| \nabla_{x,u} K^j_k (x, u) \right| \leq C 2^{2j+2k} (1 + |x| + |u|^{1/2})^{-N/2}
\]
\[
(5.26)
\]
for large $N \geq 1$; and by (5.23),
\[
\left| \frac{d}{ds} K^{j,k}_s(x,u) \right| \leq C 2^{j/2} 2^k (1 + |x| + |u|^{1/2})^{-N/2} \left( 1 + 2^j |s^{-1} x_d - \Gamma_2 (s^{-1} x'')| \right)^{-N/2} \left( 1 + 2^{k/2} |u|^{1/2} \right)^{-N/2}.
\]

uniformly in $s \in [1, 2]$. 
If $\rho(y, v) \leq 1$, by the compact $x''$-support of $K^{j,k}$, we can suppose $|x''| \leq C + 1$ and
\[
|(y, v + y^T J x)| = |(y, v + y''^T E^T_{d-1} J E_{d-1} x'')| \leq C \rho(y, v).
\]

5.3 Proof of (ii) of Theorem 2.1

Proof of (ii) of Theorem 2.1 First we consider $1 < p \leq 2$. By (5.3), we have
\[
\sup_{t > 0} |f \ast (\mu_2)_t| \leq C \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} \sup_{t > 0} \| f \ast K^{j,k}_t \|.
\]

Because the term $j = k = 0$ can be controlled by the appropriate variant of the Hardy–Littlewood maximal function, it suffices to consider that $j + k \geq 1$. By interpolation, it follows from Lemmas 5.1 and 5.3 that for all $\theta \in [0, 1]$,
\[
\left\| \sup_{t > 0} \| f \ast K^{j,k}_t \| \right\|_{L^p(\mathbb{R}^{d+1})} \leq C (j + k) 2^{-(d/2 - d/2 - 1)\theta/(2 - \theta)} 2^{-\theta/2} 2^{(3/2 - 1)j} \| f \|_{L^p(\mathbb{R}^{d+1})}.
\]
\[
= C (j + k) 2^{(5/2 - 1) - (d - 2)(1 - \theta)(1 - \theta/2)} 2^{(d - 1)(1 - \theta/2)} \| f \|_{L^p(\mathbb{R}^{d+1})}.
\]

The summation in $k$ converges automatically and the condition
\[
\left[ \left( \frac{2}{p} - 1 \right) - (d - 2) \left( 1 - \frac{1}{p} \right) \right] + (d - 1) \left( 1 - \frac{1}{p} \right) \theta < 0 \text{ for some } \theta \in (0, 1)
\]
makes sure that the summation in $j$ converges. It holds if and only if $(\frac{2}{p} - 1) - (d - 2)(1 - \frac{1}{p}) < 0$. As a result, the summation in $j, k$ converges whenever $d/(d - 1) < p \leq 2$ with $d \geq 3$ and $\theta$ is sufficiently small. By interpolation with a trivial $L^\infty$ estimate, we obtain estimate (ii) of Theorem 2.1. \hfill \Box
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