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1. Introduction

Schur analysis originates with the work of Schur [11] [12] (see [7] for some of the original works) and in particular with the Schur algorithm, and can be defined as a collection of problems pertaining to functions analytic and contractive in the open unit disk $\mathbb{D}$, with a view on applications to operator theory and the theory of linear systems. Often motivated by the latter, counterparts of Schur analysis have been considered in a number of domains, such as upper triangular operators (corresponding to linear time-varying systems; see [2] [13]), the polydisk...
(corresponding to $ND$-systems), the theory of slice hyperholomorphic functions $[1]$, and many others. In each version of Schur analysis in a new setting, some aspects of the classical setting will not go through, providing the peculiarities of the case under consideration.

In the present paper we consider the discrete analytic (discrete analytic for short) functions framework. The discrete analytic counterparts of the Hardy space and the Schur class were introduced in $[5]$. Also in that work it was shown that, much like in the classical case, discrete analytic Schur functions play an important role in interpolation problems. The next natural steps include characterization of the related de Branges - Rovnyak spaces in terms of translation-invariance (a Beurling - Lax type theorem; see Theorem $5.3$), coisometric realizations of discrete analytic Schur functions that establish a connection with linear discrete time system theory (Theorem $5.1$), and study of rational discrete analytic functions.

The notion of rationality in the setting of discrete analytic functions is relative: it depends on how one defines products of functions. The usual pointwise product does not preserve discrete analyticity. This led to the conjecture of Isaacs in $[9]$ that every rational discrete analytic function is a polynomial. Isaacs’ notion of discrete analyticity was slightly different from the one used here, and Isaacs’ conjecture was ultimately proved false by Harman $[8]$. However, these works indicate that the class of discrete analytic functions, that are rational in the sense of the pointwise product, is not rich enough for applications.

Another notion of discrete analytic rationality, based on Cauchy - Kovalevskaya extension of the pointwise product from the real axis, similar to Cauchy - Kovalevskaya product of hyperholomorphic functions in the quaternionic setting, was introduced and studied in $[4]$.

Our current approach is based on the convolution product $\odot$ of discrete analytic polynomials with respect to a certain ”standard” basis $z^{(n)}$. Several different bases of discrete analytic polynomials can be found in the literature. For instance, a different polynomial basis suitable for ”power” series expansions was considered by Zeilberger in $[14]$. The basis $z^{(n)}$, that previously appeared in $[5]$ and, in a slightly different form, in $[4]$, is closely related to eigenfunctions of elementary difference operators on the integer lattice, which makes it expedient from the computational point of view. The corresponding class of rational discrete analytic functions turns out to be quite rich; it includes functions that may fail to have a power series expansion in terms of $z^{(n)}$. This is achieved by utilizing a certain representation of a rational function, related to transfer functions of discrete time linear systems (the so-called
system realizations of rational functions). As an example of the differences between the discrete analytic setting and the classical case, the reproducing kernel $K(z, w)$ of the discrete analytic Hardy space turns out to be rational as a function of $z$, but its McMillan degree depends on $w$.

The paper consists of five sections beside this introduction, and we give now its outline. A brief survey of past results and some preliminary computations are presented in Sections 2 and 3. In particular, some new identities pertaining to the two elementary difference operators are proved. In Section 4 we analyze the notion of discrete analytic rationality based on the convolution product. The main results of the paper are given in Section 5. Using the theory of linear relations, we construct coisometric realizations for discrete analytic Schur functions and characterize the associated de Branges - Rovnyak spaces in terms of translation-invariance. Finally, Section 6 gives some motivation by considering the case of an arbitrary mesh, and letting the mesh go 0.

2. Eigenfunctions of difference operators and a polynomial basis

We recall some notations and definitions to set the framework. The symbol $\Lambda$ denotes the integer lattice $\mathbb{Z} + i\mathbb{Z}$. A function $f : \Lambda \rightarrow V$, where $V$ is a complex vector space, is said to be discrete analytic if

$$f(z + 1 + i) - f(z) = \frac{f(z + 1) - f(z + i)}{1 + i}, \quad z \in \Lambda.$$  

(2.1)

This definition originates with Ferrand [6]. It can be reformulated in terms of discrete integration as follows. The discrete integral of function $f : \Lambda \rightarrow V$ over path $\gamma = (z_0, z_1, \ldots, z_N)$ is defined by

$$\int_\gamma f \delta z = \sum_{n=1}^{N} \frac{f(z_{k+1}) + f(z_k)}{2}(z_k - z_{k-1}),$$

(2.2)

A function $f(z)$ is discrete analytic if, and only if, all the discrete integrals on closed paths are equal to 0.

In terms of the difference operators

$$\delta_x f(z) := f(z + 1) - f(z),$$

$$\delta_y f(z) := f(z + i) - f(z),$$

equation (2.1) can be re-written as

$$\bar{D} f = 0,$$
where

\begin{equation}
\bar{D} = \alpha_- \delta_x + \alpha_+ \delta_y + \frac{1}{2} \delta_x \delta_y,
\end{equation}

\begin{equation}
\alpha_\pm = \frac{1 \pm i}{2}.
\end{equation}

The operator \( \bar{D} \) plays the role of the Wirtinger derivative \( \frac{\partial}{\partial \bar{z}} \); in particular, \( \bar{D} \) and its complex conjugate

\begin{equation}
D = \alpha_+ \delta_x + \alpha_- \delta_y + \frac{1}{2} \delta_x \delta_y
\end{equation}

satisfy

\[ D\bar{D} = \bar{D}D = \Delta, \]

where \( \Delta \) is a discrete Laplacian (corresponding to a diagonal lattice). We define the derivative of a discrete analytic function \( f(z) \) to be

\[ -i \frac{1}{2} Df. \]

**Lemma 2.1.** Assume that \( f : \Lambda \to \mathcal{V} \) is a discrete analytic function. Its derivative is given by

\begin{equation}
-\frac{i}{2} Df = \frac{1}{2} (\delta_x - \delta_y)f
\end{equation}

**Proof.** The result follows from

\begin{equation}
D - \bar{D} = (\alpha_+ - \alpha_-) (\delta_x - \delta_y) = i(\delta_x - \delta_y).
\end{equation}

We shall denote by \( \mathbf{H}(\Lambda, \mathcal{V}) \) the space of all discrete analytic functions \( f : \Lambda \to \mathcal{V} \);

\[ \mathbf{H}(\Lambda, \mathcal{V}) = \ker(\bar{D}). \]

The following observation turns out to be quite useful.

**Proposition 2.2.** The operators \( I + \delta_x, I + \delta_y, I + \alpha_\pm \delta_x, I + \alpha_\pm \delta_y \) are invertible on \( \mathbf{H}(\Lambda, \mathcal{V}) \);

\begin{equation}
I + \alpha_+ \delta_y = (I + \alpha_- \delta_x)^{-1};
\end{equation}

\begin{equation}
I + \alpha_- \delta_y = (I + \delta_x)(I + \alpha_- \delta_x)^{-1};
\end{equation}

\begin{equation}
I + \alpha_+ \delta_x = (I + \delta_y)(I + \alpha_+ \delta_y)^{-1}.
\end{equation}

**Proof.** Since \( \delta_x \) and \( \delta_y \) commute (and, therefore, commute with \( \bar{D} \)), the invertibility of the translation operators \( I + \delta_x \) and \( I + \delta_y \) on \( \mathbf{H}(\Lambda, \mathcal{V}) \)
is immediate. The rest follows from the identities:

\[(I + \alpha_- \delta_x)(I + \alpha_+ \delta_y) = I + \bar{D};\]
\[(I + \alpha_- \delta_x)(I + \alpha_- \delta_y) = I + \delta_x - i\bar{D};\]
\[(I + \alpha_+ \delta_x)(I + \alpha_+ \delta_y) = I + \delta_y + i\bar{D}.\]

\[\square\]

Next, we turn to eigenfunctions of the difference operators \(\delta_x\) and \(\delta_y\).

**Proposition 2.3.** The set of complex eigenvalues of \(\delta_x\), as a linear operator on \(H(\Lambda, \mathbb{C})\), is \(\mathbb{C} \setminus \{-1, -2\alpha_\pm\}\). Each eigenspace of \(\delta_x\) is one-dimensional; the eigenspace corresponding to an eigenvalue \(\lambda\) is spanned by the function

\[(2.11)\]
\[e_\lambda(z) = (1 + \lambda)^{\Re(z)} \left(\frac{1 + \alpha_+ \lambda}{1 + \alpha_- \lambda}\right)^{\Im(z)}.

The set of complex eigenvalues of \(\delta_y\), as a linear operator on \(H(\Lambda, \mathbb{C})\), is the same as for \(\delta_x\); each eigenspace of \(\delta_y\) is one-dimensional; the eigenspace corresponding to an eigenvalue \(\mu\) is spanned by the function \(e_\lambda(z)\), where

\[\lambda = -\frac{i\mu}{1 + \alpha_+ \mu}.

**Proof.** Let \(\lambda \in \mathbb{C}\), and let \(e_\lambda(z) \neq 0\) be a discrete analytic function, such that

\[(\delta_x e_\lambda)(z) = \lambda e_\lambda(z), \quad z \in \Lambda.\]

Then

\[(I + t\delta_x) e_\lambda = (1 + t\lambda) e_\lambda, \quad t \in \mathbb{C},\]

and Proposition 2.2 implies that \(\lambda \not\in \{-1, -2\alpha_\pm\}\). In particular,

\[(I + \delta_x) e_\lambda = (1 + \lambda) e_\lambda,

so

\[(2.12)\]
\[e_\lambda(z + 1) = (1 + \lambda) e_\lambda(z), \quad z \in \Lambda.\]

Equation (2.12) determines a discrete analytic function up to a multipliciative constant. Indeed, in view of (2.9) and (2.10),

\[(I + \delta_y) e_\lambda = (I + \alpha_+ \delta_x)(I + \alpha_- \delta_x)^{-1} e_\lambda = \frac{1 + \alpha_+ \lambda}{1 + \alpha_- \lambda} e_\lambda,

hence

\[(2.13)\]
\[e_\lambda(z + i) = \frac{1 + \alpha_+ \lambda}{1 + \alpha_- \lambda} e_\lambda(z), \quad z \in \lambda.

Combining (2.12) and (2.13) with \(e_\lambda(0) = 1\) leads to (2.11).
The analysis of eigenspaces of $\delta_y$ is similar.

We note that, for every $z \in \Lambda$, the mapping $\lambda \mapsto e_\lambda(z)$ is analytic in the open unit disk $\mathbb{D}$. It admits the Taylor expansion

$$(2.14) \quad e_\lambda(z) = \sum_{n=0}^{\infty} \lambda^n z^{(n)}, \quad \lambda \in \mathbb{D}, z \in \Lambda.$$ 

The discrete analytic functions $z^{(n)}$ are polynomials of degree $n$ in variables $\Re(z)$ and $\Im(z)$, satisfying the relation

$$(2.15) \quad \delta_x z^{(n)} = z^{(n-1)}, \quad n \in \mathbb{N}.$$ 

In particular,

$$z^{(0)} = 1 \quad \text{and} \quad z^{(1)} = z.$$ 

Polynomials $z^{(n)}$ have previously appeared in [3], where it was shown that they form a basis of discrete analytic polynomials, and that they can be defined recursively by means of an operator $Z$ that acts on $H(\Lambda, \mathbb{C})$:

$$(2.16) \quad z^{(n)} = Z^n 1;$$

$$(2.17) \quad (Zf)(z) = \frac{f(0) - f(z)}{2} + \int_0^z f\delta z,$$

where the integral is independent of the chosen path in view of the assumed discrete analyticity of $f(z)$. We note that operator $Z$ can be defined by (2.17) on discrete analytic functions with values in an arbitrary complex vector space $\mathcal{V}$, as well, and that, operators $Z$ and $\delta_x$ play the role of the forward-shift and backward-shift operators in the open unit disk setting:

$$(2.18) \quad (Z\delta_x f)(z) = f(z) - f(0);$$

$$(2.19) \quad (\delta_x Zf)(z) = f(z).$$

We close this section with a generalization of the Chu-Vandermonde formula

$$\binom{z + w}{n} = \sum_{k=0}^{n} \binom{z}{k} \binom{w}{n-k},$$

where $z, w, n \in \mathbb{Z}_+$ and it is understood that $\binom{z}{n} = 0$ for $n > z$. Note that for $z \in \mathbb{Z}_+$ the expansion (2.14) implies that

$$z^{(n)} = \binom{z}{n}.$$
**Proposition 2.4.** Let $z, w \in \Lambda$ and $n \in \mathbb{Z}_+$. It holds that

\[(2.20) \quad (z + w)^{(n)} = \sum_{k=0}^{n} z^{(k)} w^{(n-k)}\]

**Proof.** Let $w = u + vi \in \Lambda$ be fixed. Consider function $f : \Lambda \rightarrow \mathbb{C}$ given by

$f(z) = (z + w)^{(n)}$.

Then

$f(z) = (I + \delta_x)^u(I + \delta_y)^v z^{(n)}$;

in particular, $f(z)$ is discrete analytic. In view of identity (2.15),

\[(\delta_x^{n+1} f) \equiv 0,\]

hence, by Proposition 3.2, $f(z)$ admits the power series expansion (3.4) and is, in fact, a discrete analytic polynomial of degree at most $n$. Finally, for $0 \leq k \leq n$,

\[(\delta_x^k f)(z) = (I + \delta_x)^u(I + \delta_y)^v z^{(n-k)} = (z + w)^{(n-k)},\]

and it only remains to set $z = 0$. \qed

3. HARDY SPACE, SCHUR FUNCTIONS AND CONVOLUTION PRODUCT

In this section we review the discrete analytic counterparts of the Hardy space and Schur class, introduced in [5]. Although in that work the discrete analytic Schur functions were assumed to have complex values, there is little difficulty involved in adapting the appropriate results to the case of functions with values that are bounded linear operators between Hilbert spaces.

We begin with the observation that for every $z$ in the right half-lattice $\Lambda_+ = \mathbb{Z}_+ + i\mathbb{Z}$ the generating function $e_\lambda(z)$ of the basis $z^{(n)}$ (see (2.11), (2.14)) is analytic, as a function of $\lambda$, in the disk $\{|\lambda| < \sqrt{2}\}$. Hence

\[(3.1) \quad \limsup_{n \to \infty} \sqrt[n]{|z^{(n)}|} = \frac{1}{\sqrt{2}}, \quad z \in \Lambda_+,\]

and the series

\[K(z, w) = \sum_{n=0}^{\infty} z^{(n)} \bar{w}^{(n)}\]

defines a positive kernel in $\Lambda_+$. It is for this reason that we shall consider in the sequel the space $\mathcal{H}(\Lambda_+, \mathcal{V})$ of functions $f : \Lambda_+ \rightarrow \mathcal{V}$ that are discrete analytic on the right half-lattice $\Lambda_+$, rather than on the

\[^1\text{Note that } \bar{w}^{(n)} = \bar{w}^{(n)}.\]
whole lattice $\Lambda$. The conclusions of the previous section still hold, with one notable exception (see Proposition 2.2): on the space $H(\Lambda_+, \mathbb{C})$ the operators $I + \delta_x$ and $I + \alpha_\pm \delta_y$ are \textit{not} invertible; $\lambda = -1$ is an eigenvalue, of $\delta_x$, and the corresponding eigenfunction is

$$e_{-1}(z) = \begin{cases} (-i)^{\text{Re}(z)} & \text{if } \text{Re}(z) = 0, \\ 0 & \text{if } \text{Re}(z) > 0. \end{cases}$$

**Proposition 3.1.** The operators $I + \delta_y$, $I + \alpha_+ \delta_y$, $I + \alpha_- \delta_x$ are invertible on $H(\Lambda_+, V)$;

$$I + \alpha_+ \delta_y = (I + \alpha_- \delta_x)^{-1}; \quad (3.2)$$
$$I + \alpha_+ \delta_x = (I + \delta_y)(I + \alpha_+ \delta_y)^{-1}. \quad (3.3)$$

Polynomials $z^{(n)}$ play the role of the powers of $z$ in power series expansions of discrete analytic functions. The class of discrete analytic functions that admit such an expansion can be characterized as follows.

**Proposition 3.2.** Let $V$ be a normed vector space. A function $f \in H(\Lambda_+, V)$ admits a power series expansion in terms of $z^{(n)}$ if, and only if,

$$\forall z \in \Lambda_+ \lim_{n \to \infty} (Z^n \delta_x^n f)(z) = 0.$$

Such an expansion is unique:

$$f(z) = \sum_{n=0}^{\infty} (\delta_x^n f)(0) z^{(n)}, \quad z \in \Lambda_+. \quad (3.4)$$

**Proof.** The uniqueness of the expansion follows from the identity (2.15) and the fact that, in view of (2.16) – (2.17),

$$0^{(0)} = 1 \quad \text{and} \quad 0^{(n)} = 0, \quad n \geq 1.$$

The rest is based on the observation that, according to the identities (2.18) and (2.19),

$$f(z) = f(0) + (Z \delta_x f)(x)$$
$$= f(0) + (\delta_x f)(0) z^{(1)} + (Z^2 \delta_x^2 f)(z)$$
$$= f(0) + (\delta_x f)(0) z^{(1)} + (\delta_x^2 f)(0) z^{(2)} + (Z^3 \delta_x^3 f)(z)$$
$$\vdots$$
$$= \sum_{n=0}^{N-1} (\delta_x^n f)(0) z^{(n)} + (Z^N \delta_x^N f)(z),$$

and hence the result by letting $N \to \infty$. \qed
Lemma 3.3. Let \( V \) be a normed vector space, and let \( f \in \mathbf{H}(\Lambda_+, V) \). Then
\[
\forall z \in \Lambda_+ \quad \lim_{n \to \infty} (Z^nf)(z) = 0.
\]

Proof. The proof is by induction on \(|z|\). If \(|z| = 0\), then \((Z^n f)(z) = 0\) for any \( n \in \mathbb{N} \). Let us now fix \( z \in \Lambda_+ \) and assume that
\[
\lim_{n \to \infty} (Z^n f)(z) = 0.
\]
Taking into account Proposition 3.1 and identity (2.19), we observe that
\[
(Z^n f)(z + 1) = ((I + \delta_x)Z^n f)(z) = (Z^n f)(z) + (Z^{n-1} f)(z);
\]
\[
(Z^n f)(z + i) = ((I + \delta_y)Z^n f)(z) = ((I + \alpha_+ \delta_x)(I + \alpha_- \delta_x)^{-1}Z^n f)(z)
\]
\[
= \sum_{k=0}^{n} (-\alpha_-)^k((Z^{n-k} f)(z) + \alpha_+(Z^{n-k-1} f)(z)).
\]
\[
(Z^n f)(z - i) = ((I + \delta_y)^{-1}Z^n f)(z) = ((I + \alpha_+ \delta_x)^{-1}(I + \alpha_- \delta_x)Z^n f)(z)
\]
\[
= \sum_{k=0}^{n} (-\alpha_+)^k((Z^{n-k} f)(z) + \alpha_- (Z^{n-k-1} f)(z)).
\]
Thus \((Z^n f)(z+1)\) tends to 0, and, since \(|\alpha_\pm| < 1\), so do \((Z^n f)(z\pm i)\). \( \Box \)

Given a Hilbert space \( \mathcal{H} \), we consider the reproducing kernel Hilbert space \( \mathbf{H}_2(\Lambda_+, \mathcal{H}) \) with the reproducing kernel \( K(z, w)I_\mathcal{H} \). It can be characterized as the space of discrete analytic functions
\[
f : \Lambda_+ \longrightarrow \mathcal{H}
\]
that admit power series expansions in terms of \( z^{(n)} \) with square-summable coefficients:
\[
f(z) = \sum_{n=0}^{\infty} \hat{f}(n)z^{(n)}, \quad z \in \Lambda_+;
\]
\[
\|f\|_2^2 := \sum_{n=0}^{\infty} \|\hat{f}(n)\|_\mathcal{H}^2 < \infty.
\]
The space \( \mathbf{H}_2(\Lambda_+, \mathcal{H}) \) is the discrete analytic counterpart of the classical Hardy space of the open unit disk; in particular, on this Hilbert space the forward-shift operator \( Z \) is adjoint to the backward-shift operator \( \delta_x \). The discrete analytic counterpart of the Schur class is defined as follows.
Definition 3.4. Let $\mathcal{H}_1$ and $\mathcal{H}_2$ be Hilbert spaces. A $L(\mathcal{H}_1, \mathcal{H}_2)$-valued function $S(z)$, discrete analytic in $\Lambda_+$, is said to be a discrete analytic Schur function if
\[
\sum_{n=0}^{\infty} \|(Z^n S)(z)\|_{\mathcal{H}_2}^2 < \infty, \quad z \in \Lambda,
\]
and the kernel
\[
K^S(z, w) = \sum_{n=0}^{\infty} z^{(n)} w^{(n)} I_{\mathcal{H}_2} - (Z^n S)(z)(Z^n S)(w)^*
\]
is positive in $\Lambda_+$. The corresponding reproducing kernel Hilbert space is called the de Branges - Rovnyak Hilbert space associated with $S(z)$; it will be denoted by $\mathcal{H}(S)$.

Discrete analytic Schur functions act on the Hardy space via a suitably defined convolution product. The proof of the following theorem follows the proof of [5, Theorem 5.2] and will be omitted.

Theorem 3.5. Let $S(z)$ be a $L(\mathcal{H}_1, \mathcal{H}_2)$-valued discrete analytic Schur function. Then $S(z)$ admits a power series expansion
\[
S(z) = \sum_{n=0}^{\infty} \hat{S}(n) z^{(n)}, \quad z \in \Lambda_+,
\]
and for every $f(z)$ in the Hardy space $H_2(\Lambda_+, \mathcal{H}_1)$ the convolution product
\[
(S \circ f)(z) = \sum_{n=0}^{\infty} \sum_{m=0}^{n} \hat{S}(m) \hat{f}(n-m) z^{(n)}
\]
converges pointwise on $\Lambda_+$ to a discrete analytic function from the Hardy space $H_2(\Lambda_+, \mathcal{H}_2)$. Moreover, the linear operator
\[
M_S f = S \circ f
\]
is a contraction from $H_2(\Lambda_+, \mathcal{H}_1)$ to $H_2(\Lambda_+, \mathcal{H}_2)$.

Conversely, if $S : \Lambda_+ \to L(\mathcal{H}_1, \mathcal{H}_2)$ is a discrete analytic function, that admits a power series expansion (3.5) and is such that the multiplication operator $M_S$ is a contraction from $H_2(\Lambda_+, \mathcal{H}_1)$ to $H_2(\Lambda_+, \mathcal{H}_2)$, then $S(z)$ is a discrete analytic Schur function.

Proposition 3.6. Let $S(z)$ be a $L(\mathcal{H}_1, \mathcal{H}_2)$-valued discrete analytic Schur function. The associated de Branges - Rovnyak space $\mathcal{H}(S)$ is the space
\[
\text{ran} \sqrt{I - M_SM_S^*},
\]
equipped with the range norm. In particular, $\mathcal{H}(S)$ is contractively included in the Hardy space $H_2(\Lambda_+, \mathcal{H}_2)$. 

Proof. The statement follows from the fact that
\[ K^S(\cdot, w)\alpha = (I - M_SM_S)\alpha(K(\cdot, w)\alpha), \quad \alpha \in \mathcal{H}_2. \]

We close this section with a short discussion of the convolution product. Since not every discrete analytic function admits a power series expansion, it is clear that such a product is not always defined. Note, however, that one can define the convolution product of a \( L(\mathcal{H}_1, \mathcal{H}_2) \)-valued discrete analytic polynomial
\[ p(z) = \sum_{n=0}^{N} \hat{p}(n)z^{(n)} \]
with any \( L(\mathcal{H}_3, \mathcal{H}_1) \)-valued discrete analytic function \( f(z) \) by
\[ (p \circ f)(z) = \sum_{n=0}^{N} \hat{p}(n)(Z^n f)(z). \]

Similarly, if \( g(z) \) is a \( L(\mathcal{H}_2, \mathcal{H}_3) \)-valued discrete analytic function, then we set
\[ (g \circ p)(z) = \sum_{n=0}^{N} (Z^n g)(z)\hat{p}(n). \]

**Theorem 3.7.** Let \( A \in L(\mathcal{H}) \) and let \( p(z) = I - zA \). There exists a discrete analytic function \( f : \Lambda_+ \rightarrow L(\mathcal{H}) \), such that
\[ (p \circ f)(z) = I, \quad z \in \Lambda_+, \]
if, and only if,
\[ \{ -2\alpha_{\pm} \} \cap \sigma(A) = \emptyset. \]
In this case such a function \( f(z) \) is unique, and satisfies
\[ (f \circ p)(z) = I, \quad z \in \Lambda_+. \]
It is given by
\[ f(z) = (I-zA)^{-\circ} := e_A(z) = (I+A)^{Re(z)}(I+\alpha_A A)^{\gamma_m(z)}(I+\alpha_{-A})^{-\gamma_m(z)}. \]

**Proof.** Suppose that \( f \) is a discrete analytic function, satisfying (3.6). Then
\[ f = I + Z(Af), \]
hence $f(0) = I$, and
\[
(\delta_x f)(z) = Af(z), \quad z \in \Lambda_+;
\]
\[
((I + \alpha \pm \delta_x)f)(z) = (I + \alpha \pm A)f(z), \quad z \in \Lambda_+;
\]
\[
I = f(0) = (I + \alpha \pm A)((I + \alpha \pm \delta_x)^{-1}f)(0),
\]
where we used Proposition 3.1 to obtain the last equality. Thus the necessity of the condition (3.7) is established.

Furthermore, since for any $z \in \Lambda_+$ we have
\[
f(z + 1) = ((I + \delta_x)f)(z) = (I + A)f(z),
\]
\[
f(z + i) = ((I + \delta_y)f)(z) = ((I + \alpha \pm \delta_x)(I + \alpha \pm \delta_x)^{-1}f)(z)
\]
\[
= (I + \alpha \pm A)(I + \alpha \pm A)^{-1}f(z),
\]
(see (3.3)), formula (3.9) follows. Since $f(z)$ commutes with $A$, equality (3.8) holds, as well. The converse direction is proved by reversing the above argument. □

**Remark 3.8.** If the spectral radius $\rho(A) < \sqrt{2}$, then
\[
(I - zA)^{-\circ} = \sum_{n=0}^{\infty} z^{(n)}A^n.
\]
This expansion also holds for any $A$ satisfying (3.7) and $z \in \mathbb{Z}_+$. 

4. **Rational discrete analytic functions**

In this section we seek to characterize $\circ$-quotients of discrete analytic polynomials, which we shall call rational discrete analytic functions, in terms of system realizations.

**Definition 4.1.** A discrete analytic function $f : \Lambda_+ \rightarrow \mathbb{C}^{m \times n}$ is said to be rational if it can be represented as
\[
f(z) = D + C(I - zA)^{-\circ} \circ (zB),
\]
where $A, B, C, D$ are complex matrices of suitable dimensions, and
\[
\{-2\alpha \pm\} \cap \sigma(A) = \emptyset.
\]

**Remark 4.2.** A rational discrete analytic function may not admit a power series expansion in terms of $z^{(n)}$.

**Proposition 4.3.** The linear mapping
\[
T : D + C(I - zA)^{-\circ} \circ (zB) \mapsto D + zC(I - zA)^{-1}B
\]
establishes a 1-to-1 correspondence between rational discrete analytic functions and rational functions of the complex variable $z$, that have no poles in $\{0, -\alpha \pm\}$. 

Proof. For a rational discrete analytic function \( f(z) \) of the form (4.1), matrices \( D \) and \( CA^{k-1}B, k \in \mathbb{N} \), are determined by \( f \) as follows:

\[
D = f(0), \quad CA^{k-1}B = (\delta_x^k f)(0).
\]

Indeed, since \( \delta_x Z = I \) and

\[
\delta_x (I - zA)^{-\odot} = (I - zA)^{-\odot} A,
\]

one has

\[
\delta_x f = C(I - zA)^{-\odot} A^{k-1}B.
\]

Thus

\[
(T f)(z) = \sum_{n=0}^{\infty} (\delta_x^n f)(0) z^n
\]

is independent of the choice of representation (4.1); the mapping \( T \) is well-defined and surjective. The linearity of \( T \) is clear from the formula

\[
D_1 + C_1(I - zA_1)^{-\odot} \odot (zB_1) + D_2 + C_2(I - zA_2)^{-\odot} \odot (zB_2)
\]

\[
= D_1 + D_2 + (C_1 \ C_2) \left( I - z \begin{pmatrix} A_1 & 0 \\ 0 & A_2 \end{pmatrix} \right)^{-\odot} \odot \left( z \begin{pmatrix} B_1 \\ B_2 \end{pmatrix} \right).
\]

The injectivity of \( T \) can be established as follows. Consider a rational function

\[
D + C(I - zA)^{-\odot} \odot (zB)
\]

in the kernel of \( T \), where \( A \in \mathbb{C}^{m \times m} \) satisfies (3.7). From the Maclaurin expansion of \((T f)(z)\) it follows that

\[
D = 0 \text{ and } CA^{k-1}B = 0, \quad k \in \mathbb{N}.
\]

if \( A \in \mathbb{C}^{m \times m} \), let

\[
\mathcal{M} = \text{ran}(B) + \text{ran}(AB) + \text{ran}(A^2B) + \cdots + \text{ran}(A^{m-1}B),
\]

- an \( A \)-invariant subspace of \( \ker(C) \). Since \( A \) satisfies (3.7), and \( \mathcal{M} \) is a finite-dimensional complex vector space, \((I + \alpha \pm A)\) map \( \mathcal{M} \) bijectively to itself. In view of (3.9),

\[
C(I - zA)^{-\odot} B = 0, \quad z \in \Lambda_+,
\]

hence

\[
C(I - zA)^{-\odot} \odot (zB) = Z(C(I - zA)^{-\odot} B) = 0.
\]

\[ \square \]

Proposition 4.4. The kernel

\[
K(z, w) = \sum_{n=0}^{\infty} z^{(n)} \overline{w^{(n)}}
\]
is rational (as a function of $z$) for $w \in \Lambda_+$, and has McMillan degree $\Re w + |\Im w|$.

Proof. From the generating function formula (2.14), we see that the function of the complex variable $t$
$$t \mapsto e_t(w)$$
is rational and regular at the origin, and so there exist matrices $A, B, C$ depending on $w$ such that $w^{(n)} = CA^{n-1}B$, $n = 0, 1, \ldots$. To conclude, we note that $K(\cdot, w) = T^{-1}e(\cdot)w$ and that the McMillan degree of $e(\cdot)w$ is equal to $9\Re(w) + |\Im(w)|$.

□

Representations (4.1) make it possible to define the convolution product of rational discrete analytic functions of suitable dimensions, that extends the convolution product of discrete analytic polynomials and corresponds to the pointwise product of rational functions of the complex variable $z$.

Definition 4.5. If $f_1(z)$ and $f_2(z)$ are rational discrete analytic functions of suitable dimensions,
$$f_k(z) = D_k + C_k(I - zA_k)^{-\odot} \odot (zB_k), \quad k = 1, 2,$$
then
$$(f_2 \odot f_1)(z) := D + C(I - zA)^{-\odot} \odot (zB),$$

where
$$A = \begin{pmatrix} A_1 & 0 \\ B_2 & A_2 \end{pmatrix}, \quad B = \begin{pmatrix} B_1 \\ B_2 & D_1 \end{pmatrix};$$
$$C = \begin{pmatrix} D_2 & C_1 \\ C_2 \end{pmatrix}, \quad D = D_2D_1.$$ 

If $f_1(z)$ and $f_2(z)$ are rational discrete analytic functions of suitable dimensions, then

$$(T(f_1 \odot f_2))(z) = (Tf_1)(z)(Tf_2)(z).$$

In particular, we can describe the $\odot$-inverse of a rational discrete analytic function.

Proposition 4.6. Let $f : \Lambda_+ \longrightarrow \mathbb{C}^{n \times n}$ be a discrete analytic rational function;
$$f(z) = D + C(I - zA)^{-\odot} \odot (zB).$$

Denote
$$A^x = A - BD^{-1}C.$$

If
$$\det(D) \neq 0 \quad \text{and} \quad \{-2\alpha_\pm\} \cap \sigma(A^x) = \emptyset,$$
then the rational discrete analytic function
\[ f^{-\odot}(z) = D^{-1} - D^{-1}C(I - zA^\times)^{-\odot} \odot (zBD^{-1}), \]
is the \( \odot \)-inverse of \( f(z) \):
\[
(f \odot f^{-\odot})(z) = (f^{-\odot} \odot f)(z) = I.
\]

We are now in a position to compare our notion of discrete analytic rationality to the classical notion of "quotients of polynomials".

**Theorem 4.7.** A discrete analytic function \( f : \Lambda_+ \rightarrow \mathbb{C}^{m \times n} \) is rational if, and only if, there exists a \( \mathbb{C} \)-valued discrete analytic polynomial \( p(z) \neq 0 \), such that \( (pI \odot f)(z) \) is a discrete analytic polynomial.

**Proof.** The "only if" part of the statement follows immediately from Proposition 4.3 and identity (4.2). As to the "if" part, in view of Proposition 4.6, it suffices to show that if we choose, among all \( \mathbb{C} \)-valued non-zero discrete analytic polynomials \( p(z) \) with the property that \( (pI \odot f)(z) \) is a discrete analytic polynomial, a polynomial \( p \) with \( \deg(p) \) minimal, then \( (Tp)(z) \) does not vanish on the set \( \{0, -\alpha_+\} \).

However, if \( (Tp)(0) = 0 \), then \( p = z \odot p_1 \), where \( p_1 = \delta_x p \), \( \deg(p_1) = \deg(p) - 1 \), and
\[
p_1 \odot f = \delta_x (p \odot f)
\]
is a discrete analytic polynomial, in contradiction to the minimality of \( \deg(p) \).

Similarly, if \( (Tp)(-\alpha_+) = 0 \), then \( p = (z + \alpha_+) \odot p_1 \), where \( p_1 \) is a discrete analytic polynomial, \( \deg(p_1) = \deg(p) - 1 \), and
\[
(z + \alpha_+) \odot (p_1 \odot f) = q,
\]
where \( q(z) \) is a discrete analytic polynomial. But then
\[
(I + \alpha_+ \delta_x)(p_1 \odot f) = \delta_x q,
\]
and, since \( D(p_1 \odot f) = Dq = 0 \),
\[
p_1 \odot f + \delta_y(p_1 \odot f) = i\delta_y q.
\]
Thus \( p_1 \odot f \) is a discrete analytic polynomial, and again we arrive at a contradiction.

Finally, if \( (Tp)(-\alpha_-) = 0 \), then \( p = (z + \alpha_-) \odot p_1 \), where \( p_1 \) is a discrete analytic polynomial, \( \deg(p_1) = \deg(p) - 1 \), and
\[
(z + \alpha_-) \odot (p_1 \odot f) = q,
\]
where \( q(z) \) is a discrete analytic polynomial. But then
\[
(I + \alpha_- \delta_x)(p_1 \odot f) = \delta_x q,
\]
and, since \( D(p_1 \odot f) = Dq = 0 \),
\[
p_1 \odot f = -i \delta_y q
\]
is a discrete analytic polynomial, leading to a contradiction in this case, as well. □

As a final result of this section, we shall address the notion of discrete analytic rationality in terms of backward-shift invariance.

**Theorem 4.8.** A discrete analytic function \( f: \Lambda_+ \rightarrow \mathbb{C}^{m \times n} \) is rational if, and only if,
\[
\dim(\text{span}\{\delta_x f, \delta_x^2 f, \ldots\}) < \infty.
\]

*Proof.* Much like in the proof of the previous theorem, the "only if" part of the statement follows immediately from Proposition 4.3, and it suffices to verify that if one chooses a minimal \( n \in \mathbb{N} \), such that \( \delta_x f, \delta_x^2 f, \ldots, \delta_x^{n+1} f \) are linearly dependent, then
\[
F(z) := (\delta_x f(z), \delta_x^2 f(z), \ldots, \delta_x^n f(z))
\]
satisfies
\[
\delta_x F = FA,
\]
where \( A \) satisfies (3.7). However, in this case
\[
(I + \alpha \delta_x)F = F(I + \alpha A),
\]
and if \( v \) is such that \( (I + \alpha A) v = 0 \), then, according to Proposition 3.1, \( Fu = 0 \). By minimality of \( n \), \( u = 0 \), hence (3.7) holds. □

5. A realization for discrete analytic Schur functions

We now give a characterization of discrete analytic Schur functions in terms of a realization. Our approach is based on the \( \epsilon \)-method of Krein and Langer (see e.g. [10]), that was adapted in [3] using the underlying reproducing kernel Pontryagin spaces to find realizations of generalized Schur functions.

**Theorem 5.1.** Let \( S(z) \) be a \( L(\mathcal{H}_1, \mathcal{H}_2) \)-valued discrete analytic Schur function. Then the associated de Branges - Rovnyak space \( \mathcal{H}(S) \) is translation-invariant: for every fixed \( w \in \Lambda_+ \) the translation
\[
f(z) \mapsto f(z + w)
\]
is a bounded linear operator on \( \mathcal{H}(S) \). In particular, \( \mathcal{H}(S) \) is \( \delta_x \)-invariant, and for every \( f \in \mathcal{H}(S) \) the following estimate holds:
\[
\|\delta_x f\|_{\mathcal{H}(S)}^2 \leq \|f\|_{\mathcal{H}(S)}^2 - \|f(0)\|_{\mathcal{H}(S)}^2.
\]

(5.1)
Furthermore, $S(z)$ can be represented in the form

\[ S(z) = D + C(I - zA)^{-\circ} \circ (zB), \]

where

\[ (A \quad B) \quad \begin{pmatrix} \mathcal{H}(S) \\ \mathcal{H}(S) \end{pmatrix} \rightarrow \begin{pmatrix} \mathcal{H}(S) \\ \mathcal{H}(S) \end{pmatrix} \]

is a coisometry defined by

\[ Af(z) = (\delta_x f)(z); \quad (B\lambda)(z) = (\delta_x S)(z)\lambda; \]

\[ C f(z) = f(0); \quad D\lambda = S(0)\lambda. \]

**Proof.** Consider the linear relation

\[ R \subset \begin{pmatrix} \mathcal{H}(S) \\ \mathcal{H}(S) \end{pmatrix} \times \begin{pmatrix} \mathcal{H}(S) \\ \mathcal{H}(S) \end{pmatrix} \]

which is spanned by the pairs

\[ \left( \begin{pmatrix} \delta_x S \cdot w \alpha \\ \beta \end{pmatrix} \right), \left( \begin{pmatrix} \delta_x S (w) \alpha + S(0)^*\beta \\ \left( \begin{pmatrix} \delta_x K \cdot w \alpha \\ \beta \end{pmatrix} \right) \right) \]

as $w$ ranges over $\Lambda_+$, $\alpha$ and $\beta$ over $\mathfrak{H}_2$. The relation $R$ is isometric, since

\[ \langle (K^S(\cdot, w_1 + 1) - K^S(\cdot, w_1))\alpha_1, (K^S(\cdot, w_2 + 1) - K^S(\cdot, w_2))\alpha_2 \rangle_{\mathcal{H}(S)} \]

\[ = \langle (K^S(w_2 + 1, w_1 + 1) - K^S(w_2, w_1 + 1))\alpha_1, \alpha_2 \rangle_{\mathfrak{H}_2} - \langle (K^S(w_2 + 1, w_1) - K^S(w_2, w_1))\alpha_1, \alpha_2 \rangle_{\mathfrak{H}_2} \]

\[ = \langle (\delta_x K^S(\cdot, w_1))\alpha_1, \alpha_2 \rangle_{\mathfrak{H}_2} - \langle (\delta_x K^S(\cdot, w_1))\alpha_1, \alpha_2 \rangle_{\mathfrak{H}_2} \]

\[ = \langle (Z K^S(\cdot, w_2))(w_1 + 1)*, \alpha_1, \alpha_2 \rangle_{\mathfrak{H}_2} - \langle (\delta_x S)(w_2)S(w_1 + 1)*, \alpha_1, \alpha_2 \rangle_{\mathfrak{H}_2} \]

\[ - \langle (Z K^S(\cdot, w_2))(w_1)*, \alpha_1, \alpha_2 \rangle_{\mathfrak{H}_2} - \langle (\delta_x S)(w_2)S(w_1)*, \alpha_1, \alpha_2 \rangle_{\mathfrak{H}_2} \]

\[ = \langle (K^S(w_2, w_1))\alpha_1, \alpha_2 \rangle_{\mathfrak{H}_2} - \langle (\delta_x S)(w_1)*, \alpha_1, (\delta_x S)(w_2)*, \alpha_2 \rangle_{\mathfrak{H}_2}; \]

\[ \langle K^S(\cdot, 0)\beta_1, K^S(\cdot, 0)\beta_2 \rangle_{\mathcal{H}(S)} = \langle K^S(0, 0)\beta_1, \beta_2 \rangle_{\mathfrak{H}_2} \]

\[ = \langle \beta_1, \beta_2 \rangle_{\mathfrak{H}_2} - \langle S(0)^*\beta_1, S(0)^*\beta_2 \rangle_{\mathfrak{H}_1}; \]

\[ \langle (K^S(\cdot, w + 1) - K^S(\cdot, w))\alpha, K^S(\cdot, 0)\beta \rangle_{\mathcal{H}(S)} = \langle (K^S(0, w + 1) - K^S(0, w))\alpha, \beta \rangle_{\mathfrak{H}_2} \]

\[ = -\langle S(0)(\delta_x S)(w)^*\alpha, \beta \rangle_{\mathfrak{H}_2} = -\langle (\delta_x S)(w)^*\alpha, S(0)^*\beta \rangle_{\mathfrak{H}_1} \]

Since $R$ is an isometric relation with a dense domain, it extends as the graph of an isometry

\[ \begin{pmatrix} A' & C' \\ B' & D' \end{pmatrix} \quad \begin{pmatrix} \mathcal{H}(S) \\ \mathcal{H}(S) \end{pmatrix} \rightarrow \begin{pmatrix} \mathcal{H}(S) \\ \mathcal{H}(S) \end{pmatrix}; \]
the adjoint is a coisometry \((5.3)\), where \(A, B, C, D\) are as in \((5.4)\). In particular, \(\begin{pmatrix} A \\ C \\ \end{pmatrix}\) is a contraction, which implies \((5.1)\). Furthermore, since \(A = \delta_x\) is a contraction on \(\mathcal{H}(S)\), it follows from Proposition 3.1 that
\[
I + \alpha_+ \delta_y = (I + \alpha_- \delta_x)^{-1}
\]
is a bounded operator on \(\mathcal{H}(S)\), and that
\[
I + \delta_y = (I + \alpha_+ \delta_x)(I + \alpha_- \delta_x)^{-1}
\]
is an invertible operator on \(\mathcal{H}(S)\). Since \(\mathcal{H}(S)\) is invariant under the action of operators \(I + \delta_x, I + \delta_y\) and \((I + \delta_y)^{-1}\), it is translation-invariant. Finally, for any \(f(s) \in \mathcal{H}(S)\) it holds that
\[
((I - zA)^{-\circ} f)(s) = ((I + \delta_x)^{\Re(z)}(I + \alpha_+ \delta_x)(I + \alpha_- \delta_x)^{-1})^{\Im(z)} f(s) = ((I + \delta_x)^{\Re(z)}(I + \delta_y)^{\Im(z)} f)(s) = f(s + z),
\]
hence
\[
C(I - zA)^{-\circ} f = f(z)
\]
is the point evaluation operator, and
\[
D + C(I - zA)^{-\circ} \circ (zB) = S(0) + (Z\delta_x S)(z) = S(z).
\]

Formula \((5.2)\) associates to a discrete analytic Schur function a certain canonical coisometric operator colligation. As the following result shows, every coisometric colligation corresponds to a discrete analytic Schur function.

**Theorem 5.2.** Let
\[
S(z) = D + C(I - zA)^{-\circ} \circ (zB),
\]
where
\[
\begin{pmatrix} A & B \\ C & D \end{pmatrix} : (\mathcal{H} \mid \mathcal{H}_1) \rightarrow (\mathcal{H} \mid \mathcal{H}_2)
\]
is a coisometry; \(\mathcal{H}\) is a Hilbert space. Then \(S(z)\) is a discrete analytic Schur function and \(K^S(z, w)\) is of the form
\[
(5.5) \quad K^S(z, w) = C(I - zA)^{-\circ}(I - wA^*)^{-\circ}C^*.
\]

**Proof.** Denote
\[
F(z) = C(I - zA)^{-\circ}.
\]
Then
\[
S = D + (ZF)(z)B.
\]
Since
\[(ZF)(z)A + C = C + C(I-zA)^{-\odot}(zA) = C(I-zA)^{-\odot}(I-zA+-zA) = F(z),\]
one has
\[((ZF)(z) I) \begin{pmatrix} A \\ C \end{pmatrix} = F(z).\]
Furthermore,
\[S(z) = ((ZF)(z) I) \begin{pmatrix} B \\ D \end{pmatrix}.\]
Therefore,
\[(Z^n S)(z)(Z^n S)(w)^* \]
\[= ((Z^{n+1} F)(z) \begin{pmatrix} Z^{n+1} F \end{pmatrix}(w)^*) \begin{pmatrix} B \\ D \end{pmatrix} (B^* D^*) \begin{pmatrix} (Z^{n+1} F) \end{pmatrix}(w)^*) \begin{pmatrix} Z^{n+1} F \end{pmatrix}(w)^*) \]
\[= ((Z^{n+1} F)(z) \begin{pmatrix} Z^{n+1} F \end{pmatrix}(w)^*) (Z^{n+1} F)(w)^*) - ((Z^{n+1} F)(z) \begin{pmatrix} Z^{n+1} F \end{pmatrix}(w)^*) (Z^{n+1} F)(w)^*) \]
\[= (Z^{n+1} F)(z)(Z^{n+1} F)(w)^* + z^{(n)} \begin{pmatrix} Z^{n+1} F \end{pmatrix}(w)^* - (Z^{n+1} F)(z)(Z^{n+1} F)(w)^* \]
Since, by Lemma 3.3, \((Z^n F)(z) \to 0\) pointwise as \(n \to \infty\),
\[K^S(z, w) = F(z) F(w)^*\]
is a positive kernel. \(\square\)

We close this section with a theorem of Beurling - Lax type, characterizing de Branges -Rovnyak spaces in terms of translation-invariance.

**Theorem 5.3.** Let \(\mathcal{H}_2\) be a Hilbert space, and let \(\mathcal{H}\) be a Hilbert space of \(\mathcal{H}_2\)-valued functions, that are discrete analytic in \(\Lambda_+\). Suppose that space \(\mathcal{H}\) is \(\delta_2\)-invariant, and that estimate
\[(5.6) \quad \|\delta_x f\|_\mathcal{H}^2 \leq \|f\|_\mathcal{H}^2 - \|f(0)\|_{\mathcal{H}_2}^2.\]
holds for every \(f \in \mathcal{H}\). Then there is a Hilbert space \(\mathcal{H}_1\) and a \(L(\mathcal{H}_1, \mathcal{H}_2)\)-valued discrete analytic Schur function \(S(z)\), such that \(\mathcal{H} = H(S)\).

**Proof.** Let \(A\) and \(C\) be defined as in (5.4). Then \(A \in L(\mathcal{H}, \mathcal{H}_2),\) \(C \in L(\mathcal{H}, \mathcal{H}_2),\) and \(M = \begin{pmatrix} A^* & C^* \end{pmatrix} \in L(\mathcal{H} \oplus \mathcal{H}_2, \mathcal{H})\) is a contraction. Therefore, there exists a Hilbert space \(\mathcal{H}_1\) and \(N \in L(\mathcal{H} \oplus \mathcal{H}_2, \mathcal{H}_1)\), such that
\[I_{\mathcal{H} \oplus \mathcal{H}_2} - M^* M = N^* N.\]
Write
\[ N^* = \begin{pmatrix} B \\ D \end{pmatrix} \in \mathcal{L}(\mathcal{H}_1, \mathcal{H} \oplus \mathcal{H}_2), \]
so that
\[ \begin{pmatrix} A & B \\ C & D \end{pmatrix} \]
is a coisometry. Then, according to Theorem \[5.2\]
\[ S(z) = D + C(I - zA)^{-\circ} \odot (zB) \]
is a Schur function, and \( K^S(z, w) \) is of the form \[5.5\]. On the other hand, for each \( z \in \Lambda^+ \), the operator \( F(z) = C(I - zA)^{-\circ} \) is the operator of point evaluation at \( z \). Since \( F(z) \in \mathcal{L}(\mathcal{H}, \mathcal{C}) \), \( \mathcal{H} \) is a reproducing kernel Hilbert space, and its reproducing kernel is \( F(z)F(w)^* = K^S(z, w) \). Thus \( \mathcal{H} = \mathcal{H}(S) \).

6. The case of a mesh \( h \)

We consider the lattice \( \Lambda_h = h\mathbb{Z} + ih\mathbb{Z} \) with \( h > 0 \) (one could more generally consider the lattice \( \Lambda_{h,k} = h\mathbb{Z} + ik\mathbb{Z} \), with \( h, k > 0 \)) A complex-valued function \( f(z) \) defined on the lattice \( \Lambda_h \) is discrete analytic if (see \[6\])
\[ \frac{f(z + h(1 + i)) - f(z)}{h(1 + i)} = \frac{f(z + h) - f(z + ih)}{h(1 - i)}, \quad z \in \Lambda. \]
With \( f(z) = u(x, y) + iv(x, y) \) we get
\[ \frac{u(x + h, y + h) + iv(x + h, y + h) - u(x, y) - iv(x, y)}{h(1 + i)} = \]
\[ = \frac{u(x + h, y) + iv(x + h, y) - u(x, y + h) - iv(x, y + h)}{h(1 - i)} \]
and so we get
\[ v_x + v_y - i(u_x + u_y) = u_x - u_y + i(v_x - v_y) \quad \text{as} \quad h \to 0 \]
and hence the Cauchy-Riemann equations.

Let \( h > 0 \). When working in \( \Lambda_h \) we set
\[ (6.1) \quad \delta_{x,h}f(z) = \frac{f(z + h) - f(z)}{h} \]
\[ (6.2) \quad (Z_hf)(z) = \frac{(f(0) - f(z))h}{2} + \int_0^z f \delta z \]
We have
\[ 2\delta_{x,h}Z_h f(z) = f(z) - f(z + h) + (2/h) \int_z^{z+h} f \delta z = 2f(z) \]

Let
\[ (6.3) \quad x_h^{(n)} = \frac{x(x - h) \cdots (x - (n-1)h)}{n!} \]

and \( z^{(n)} \) the unique polynomial discrete analytic extension to \( \Lambda_{+,h} \). We set
\[ (6.4) \quad K_h(z, w) = \sum_{n=0}^{\infty} z_h^{(n)} \overline{w_h^{(n)}} \]

and \( H_2(\Lambda_{+,h}) \) the associated reproducing kernel Hilbert space, which we will call Hardy space associated to the mesh \( h \). The proof of the following results areas for \( h = 1 \) and will be omitted.

**Lemma 6.1.** *In the associated Hardy space associated to \( h \) we have*
\[ (6.5) \quad Z_h = \delta_{x,h}^* \]

**Lemma 6.2.** *We have*
\[ (6.6) \quad f(x) = \sum_{n=0}^{\infty} (\delta_{x,h}^n f)(0)x_h^{(n)} \]

We see that
\[ \lim_{h \to 0} x_h^{(n)} = \frac{x^n}{n!} \]

and by discrete analytic polynomial extension
\[ \lim_{h \to 0} z_h^{(n)} = \frac{z^n}{n!}. \]

**Proposition 6.3.** *The reproducing kernel of the Hardy space \( H_2(\Lambda_{+,h}) \) tends to*
\[ (6.7) \quad K(z, w) = \sum_{n=0}^{\infty} \frac{z^n \overline{w}^n}{(n!)^2}. \]

*In that space it holds that*
\[ (6.8) \quad (\partial^* f)(z) = \int_0^z f(s)ds \]

*Proof. We only prove \((6.8)\). In the inner product of the reproducing kernel Hilbert space with reproducing kernel \((6.7)\) we have on the one hand,
\[ \langle \partial z^n, z^m \rangle = n(z^{n-1}, z^m) = (m + 1)(m!)^2 \delta_{n-1,m}, \]
and on the other hand,

\[
\langle z^n, z^{m+1}_{m+1}\rangle = \frac{1}{m+1} \langle z^n, z^{m+1}\rangle = \frac{1}{m+1}((m+1)!)^2 \delta_{n,m+1},
\]

for \( n, m \in \mathbb{N}_0 \), and the usual conventions for \( n = 0 \) in the first case. This ends the proof since \( \frac{1}{m+1}((m+1)!)^2 = (m+1)(m!)^2 \).

We note that, at least formally,

\[
\delta_{x,h} \longrightarrow \partial
\]

and

\[
Z_h f(z) \longrightarrow \int_0^z f(s)ds
\]

and that, for every \( h \), as already noted.

\[
\delta^*_x,h = Z_h,
\]

which, as \( h \to 0 \) gives (6.8).
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