Soft photon propagation in a hot and dense medium to next-to-leading order
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Abstract

We present the first complete calculation of the soft photon self-energy to the next-to-leading order in a hot and/or dense ultrarelativistic plasma in Quantum Electrodynamics (QED). The calculation is performed within the real-time formalism utilizing dimensional regularization in 4−2ε dimensions, while the result is reported including explicit O(ε) terms in the zero-temperature limit. This information is required to extend the perturbative calculation of the pressure of cold and dense QED matter to partial next-to-next-to-next-to-leading order in a weak-coupling expansion, reported in a companion paper. These results pave the way for a similar future calculation in Quantum Chromodynamics.
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I. INTRODUCTION

Perturbative thermal field theory is a frequently used technique in a number of subfields of theoretical high energy physics, ranging from studies of early Universe cosmology to heavy-ion phenomenology and the physics of neutron stars. In high-order computations, a common and at times problematic issue has to do with the infrared (IR) sensitivity of different physical quantities, originating from the contributions of long-range massless (bosonic) fields and leading to uncanceled divergences in naive perturbation theory (see e.g. [1] for a review). This has led to the need to develop both resummation techniques and effective-field-theory methods for taming this so-called “soft sector” of various quantum field theories, culminating in the development and application of dimensionally reduced [2–4] and Hard-Thermal-Loop (HTL) effective theories [5, 6]. The dimensionally reduced effective theories are applicable to static observables at high temperatures $T$ (see e.g. [7]), while the HTL framework is more versatile, remaining functional even at zero temperature and for time-dependent quantities.

In the context of Quantum Chromodynamics (QCD) at nonzero temperature and/or density, efforts to determine the pressure, or equation of state, have reached such a high order [8–13] that physical contributions can no longer be classified as being purely hard (corresponding to scales such as $\pi T$ or $\mu$, where $\mu$ is the chemical potential of quarks) or soft (scales proportional to electric or magnetic screening masses). Instead, these modes also interact with each other in ways that have recently been characterized at zero temperature [12], leading to the generation of so-called ‘mixed’ contributions to physical quantities. In the particular case of the $T = 0$ pressure of cold quark matter, such contributions enter at $O(\alpha_s^3)$ in the strong coupling constant $\alpha_s$, and require the dressing of gluon propagators with self-energies that go beyond the usual leading-order (LO) one-loop HTL expression, encountered already in lower-order computations.

Given that the LO HTL approximation amounts to studying one-loop self-energies (and vertex functions) in the limit of soft external momenta, there are two independent ways in which one can proceed beyond this limit to next-to-leading order (NLO). On the one hand, we may expand the one-loop self-energy of the full theory beyond LO in powers of the soft momentum. On the other hand, we may consider two-loop corrections at LO in the momentum expansion\(^1\). In the context of the Abelian theory Quantum Electrodynamics

\(^1\)In principle, there is a third possible source of NLO corrections as well, corresponding to soft loop momenta
(QED) and QCD, the one-loop photon and gluon HTL self-energies\textsuperscript{2} at finite temperature and nonzero density were first computed by Toimela in Ref. [15]. Recently, the photon self-energy was extended to two loops at nonzero temperature but vanishing density in the limit of soft external momenta\textsuperscript{3} and massless fermions [17]. The main goal of the present paper is to generalize this two-loop computation to nonzero chemical potentials.

The reason to consider QED in the present work is twofold. First, owing to the lack of self-interactions between photons, the evaluation of the photon two-point function to NLO both in a loop and small-momentum expansion is considerably more straightforward than in QCD. Thus, it makes sense to begin by considering this more tractable — and yet very nontrivial — limit, and return to the subtleties related to the non-Abelian nature of QCD later. Second, QED is of course an interesting physical theory on its own, although due to the small value of the fine-structure constant $\alpha_{e}$, weak-coupling expansions performed there tend to converge considerably better than in QCD. Evaluating the two-loop self-energy in QED enables us to analyze the function at various coupling strengths, and to study the interesting physics contained therein. Furthermore, this allows the evaluation of the mixed contributions to the QED pressure at next-to-next-to-next-to-leading order ($N^{3}$LO), including the determination of the complete $O(\alpha_{e}^{3}\ln\alpha_{e})$-term at zero temperature. This calculation will be described in the associated companion paper [18].

The present article is organized as follows. In Sec. II, we introduce to the reader both our notation and the technical background of our computation. This includes a detailed description of how the two-point function is evaluated in the real-time formalism of thermal field theory, and an introduction of the general structure of the photon self-energy tensor and its low-momentum HTL expansion. In Sec. III, we then present the detailed computation of the one- and two-loop photon self-energies with arbitrary soft external momenta within the framework of dimensional regularization in $4-2\varepsilon$ dimensions. Sec. IV on the other hand contains a summary of the main results for the photon self-energies and an analysis of the resulting dispersion relations for transverse and longitudinal photon modes. In Sec. IV C, we then compute the explicit $O(\varepsilon)$ term for the one- and two-loop self-energies in the limit of soft external momenta at zero temperature. These results become useful when considering

---

\textsuperscript{2}The computation was also done including the full kinematics.

\textsuperscript{3}In the full kinematics, the computation was performed in Ref. [16].
higher-order vacuum diagrams for the pressure in which the self-energy appears. Finally, in Sec. V we draw our conclusions and consider the implications of our work, while many technical details of the calculations are explained in the Appendices.

II. ORGANIZING THE COMPUTATION

In this section, we provide the reader with the background toolkit needed to follow the details of our computation. In particular, we introduce the formalism ranging from dimensional regularization to real-time HTL computations. In addition, we discuss the mathematical properties of real-time propagators, the photon self-energy tensor and the low-momentum expansion, relevant for our work. A reader familiar with the topic may want to move directly to the following section.

A. Conventions and notation

We work in $D = 4 - 2\varepsilon$ spacetime dimensions and $d = D - 1$ spatial dimensions with the Minkowskian metric $g_{\mu\nu} = \text{diag}(-1, +1, \ldots, +1)$ and with the fermion Clifford algebra defined by $\{\gamma^\mu, \gamma^\nu\} = -2g^{\mu\nu}$. All four-vectors are denoted by upper case letters and the magnitudes of spatial vectors with lower case letters,

$$P \equiv (p^0, \mathbf{p}), \quad p \equiv |\mathbf{p}|,$$

where the individual spatial components are $p^i, i = 1, \ldots, d$. The $D$-dimensional integration measure is defined as

$$\int_P \equiv \left(\frac{e^{\gamma_E}}{4\pi}\right)^\frac{4-D}{2} \int \frac{d^D P}{(2\pi)^D} = \int_{-\infty}^{\infty} \frac{dp^0}{2\pi} \int_{\mathbf{p}}^{\infty},$$

where the spatial part of the integration measure can be written as [19]:

$$\int_{\mathbf{p}} \equiv \left(\frac{e^{\gamma_E}}{4\pi}\right)^\frac{3+d}{2} \int \frac{d^d \mathbf{p}}{(2\pi)^d} = \frac{4}{(4\pi)^\frac{d+1}{2} \Gamma\left(\frac{d-1}{2}\right)} \left(\frac{e^{\gamma_E}}{4\pi}\right)^\frac{3+d}{2} \int_0^{\infty} dp p^{d-1} \int_{-1}^{1} dz (1 - z^2)^{\frac{d-3}{2}}.$$
Here, the variable \( z = \hat{k} \cdot \hat{p} \) parametrizes an angle with respect to some external vector \( k \) and \( \Lambda \) is the MS renormalization scale. The factor \( (e^{\gamma_E}/4\pi)^{(3-d)/2} \), with \( \gamma_E \) the Euler–Mascheroni constant, is introduced as usual to simplify the final expressions.

**B. Real-time formalism**

We calculate the self-energies using the \( r/a \) (or Keldysh) basis representation of the real-time formalism (for a recent review see e.g. Ref. [1]), where propagators and self-energies are 2 \( \times \) 2 matrices

\[
D = \begin{pmatrix} D_{rr} & D_R \\ D_A & 0 \end{pmatrix}, \quad \Pi = \begin{pmatrix} 0 & \Pi^A \\ \Pi^R & \Pi^{aa} \end{pmatrix},
\]

(4)

respectively. In terms of the \( r/a \) indices, the retarded/advanced propagator is written as \( D^{R/A} = D^{ra/ar} \), while for the self-energy, the corresponding result reads \( \Pi^{R/A} = \Pi^{ar/ra} \). In Feynman gauge (\( \xi = 1 \)), the gauge-boson propagators are then given by

\[
D^{\mu\nu}_{R/A}(P) = g_{\mu\nu}\Delta^{R/A}(P), \quad D^{rr}_{\mu\nu}(P) = g_{\mu\nu}\Delta^{rr}_B(P),
\]

(5)

and the fermion propagators by

\[
S^{R/A}(P) = -\not{P}\Delta^{R/A}(P), \quad S^{rr}(P) = -\not{P}\Delta^{rr}_F(P),
\]

(6)

where the retarded and advanced scalar parts are written as

\[
\Delta^{R/A}(P) = \frac{-i}{P^2 \mp i\eta p^0}
\]

(7)

with \( \eta > 0 \).

The scalar \( rr \)-propagator is related to the retarded and advanced ones through the Kubo-Martin-Schwinger (KMS) relation,

\[
\Delta^{rr}_B(P) = N_B(P)\Delta^{d}(P), \quad \Delta^{rr}_F(P) = N_F^-(P)\Delta^{d}(P),
\]

(8)

where the functions \( N_B \) and \( N_F \) are written in terms of the bosonic and fermionic distribution functions \( n_{B/F}(p^0) = (e^{p^0/T} \mp 1)^{-1} \) as

\[
N_B(P) = \frac{1}{2} + n_B(p^0), \quad N^\pm_F(P) = \frac{1}{2} - n_F(p^0 \pm \mu),
\]

(9)
\[ \Delta^R(P) = \frac{P}{a} \quad \Delta^A(P) = \frac{P}{r} \quad \Delta^{rr}(P) = \frac{P}{r} \]

FIG. 1. The r/a propagators may be represented as arrows describing the flow of causality from r fields to a fields. The cut in the rr-propagator sources the flow.

respectively. Here, \( \Delta^d \) is the spectral function defined as the difference of the retarded and advanced propagators, and may be further expressed as \( \delta \)-functions by using the Sokhotski–Plemelj formula,

\[
\Delta^d(P) = \Delta^R - \Delta^A = 2\pi \text{sgn}(p^0)\delta(p^2) = \frac{\pi}{p}(\delta(p - p^0) - \delta(p + p^0)).
\]

In the computations to follow, we frequently rely on the parity properties of the above functions,

\[
\Delta^A(P) = \Delta^R(-P), \quad \Delta^d(P) = -\Delta^d(-P), \\
N_B(P) = -N_B(-P), \quad N^\pm_F(P) = -N^\mp_F(-P).
\]

The different propagators in the r/a basis may be interpreted as describing the flow of causality (see Ref. [1]). This interpretation leads to an intuitive graphical representation of the various r/a assignments contributing to a certain diagram. In particular, the propagators are drawn as causal arrows from a fields to r fields as shown in Fig. 1.

In the r/a basis, there are two distinct ways to assign r/a labels to three-point vertices (relevant in QED), namely rra and aaa. Additionally, the latter vertices are multiplied with an extra factor of \( \frac{1}{4} \). Using the graphical causal arrow representation we introduced for the propagators, the two vertices are drawn in Fig. 2.

C. Tensor representation

In QED, one defines the self-energy (or polarization tensor) \( \Pi^{\mu\nu} \) of the photon field through the Dyson-Schwinger equation as

\[
i\Pi^{\mu\nu}(K) = (D^{-1})^{\mu\nu}(K) - (D_0^{-1})^{\mu\nu}(K),
\]

where \( D^{\mu\nu}(K) \) is the full dressed photon propagator and \( D_0^{\mu\nu}(K) \) is the bare propagator. The definition above implies that the self-energy \( \Pi^{\mu\nu} \) is given as \(+i\) times the appropriate
FIG. 2. Two possible $r/a$ labelings for the three-point vertex. The vertex with three $a$ indices has an extra factor of $\frac{1}{4}$.

Feynman diagram. The current conservation in QED requires that the photon self-energy is transverse

$$K_\mu \Pi^{\mu\nu}(K) = 0,$$

and gauge invariance requires that in a covariant gauge

$$K_\mu K_\nu D^{\mu\nu}(K) = -i \xi,$$

where the parameter $\xi$ fixes the gauge. In QED, both of these constraints hold in the vacuum as well as in medium [20].

Introducing a thermal medium breaks the Lorentz symmetry of the vacuum by specifying a special frame of reference, the rest frame of the thermal bath. In that frame, the remaining symmetry is associated with spatial rotations, and the four-velocity of the medium has the form $u^\mu = (1, 0)$. Consequently, the tensor basis for the photon self-energy extends to four different tensors $g_{\mu\nu}, K_\mu K_\nu, u_\mu u_\nu$ and $u_\mu K_\nu + u_\nu K_\mu$. Further, requiring the transversality property (13) reduces the number of available independent basis tensors to two, allowing us to write\(^4\)

$$\Pi^{\mu\nu}(K) = \mathcal{P}_T^{\mu\nu}(K) \Pi_T(K) + \mathcal{P}_L^{\mu\nu}(K) \Pi_L(K),$$

where the scalar functions $\Pi_T$ and $\Pi_L$ are the transverse and longitudinal components of the self-energy tensor, respectively. The associated orthogonal projection operators read

$$\mathcal{P}_T^{\mu\nu}(K) = \delta_\mu^i \delta_\nu^j \left( g^{ij} - \frac{k^i k^j}{k^2} \right),$$

$$\mathcal{P}_L^{\mu\nu}(K) = \mathcal{P}_D^{\mu\nu}(K) - \mathcal{P}_T^{\mu\nu}(K),$$

Note that in QCD the transversality (13) does not generally hold beyond the leading order HTLs [20]. Hence, the corresponding decomposition for the gluon includes all four basis tensors.
with
\[
\mathcal{P}_D^{\mu\nu}(\mathbf{K}) = g^{\mu\nu} - \frac{K^\mu K^\nu}{K^2}.
\] (17)
These above projectors are $D$-dimensionally transverse as required by Eq. (13), and additionally $\mathcal{P}_T^{\mu\nu}(\mathbf{K})$ is $d$-dimensionally transverse with respect to $\mathbf{k}$.

Using the properties of the two projectors, we can determine the coefficients seen in Eq. (15) via the trace and 00-component of the full self-energy tensor. The explicit $d$-dimensional identities are given by

\[
\Pi_T(\mathbf{K}) = \frac{1}{d - 1} \left( \Pi_\mu(\mathbf{K}) + \frac{K^2}{k^2} \Pi^{00}(\mathbf{K}) \right),
\] (18)

\[
\Pi_L(\mathbf{K}) = -\frac{K^2}{k^2} \Pi^{00}(\mathbf{K}).
\]

D. HTL limit

In calculations involving a thermal medium, it is often convenient to extract the vacuum contribution from the self-energy tensor as

\[
\Pi^{\mu\nu} = \left( \Pi^{\mu\nu} - \lim_{T,\mathbf{k} \to 0} \Pi^{\mu\nu} \right) + \lim_{T,\mathbf{k} \to 0} \Pi^{\mu\nu} \equiv \Pi^{\mu\nu}_M + \Pi^{\mu\nu}_V,
\] (19)

where the vacuum-subtracted $\Pi^{\mu\nu}_M$ is the matter contribution and $\Pi^{\mu\nu}_V$ is the ultraviolet (UV) -divergent vacuum contribution independent of the medium. However, when considering the self-energy at small external momentum $\mathbf{K}$, it is beneficial to write the small-$\mathbf{K}$ expansion without explicitly separating the vacuum and matter parts,

\[
\Pi^{\mu\nu}(\mathbf{K}) = m_E^2 \sum_{n=0}^{\infty} \left( \frac{e^2 K^2}{m_E^2} \right)^n c_n^{\mu\nu}(\mu/T, k^0/k),
\] (20)

where $e$ is the electric charge, $m_E^2$ is an $O(e^2)$ effective thermal mass scale (to be defined below), and the $c_n^{\mu\nu}$ are dimensionless functions.\footnote{Note that in general they can also depend on “mixed” ratios of thermal and momentum scales. However, for the power corrections the angular and radial integrals are expected to factorise in such a way that this does not happen. In the one-loop case this is evident from the calculations performed in this paper.} Since $\Pi^{\mu\nu}_V \sim K^2$ by Lorentz symmetry, only $\Pi^{\mu\nu}_M$ contributes to the $n = 0$ term. It also follows that the $n = 1$ term is a sum of $\Pi^{\mu\nu}_V$ and the $O(K^2)$ piece of $\Pi^{\mu\nu}_M$, each of which separately contains terms proportional to $\ln(K^2)$, but in the sum they cancel out, leaving only ratios of mass scales $\ln(T/\Lambda)$ and $\ln(\mu/\Lambda)$. (Here and throughout, $\ln$ denotes the complex logarithm). Further, it is worth noting that
the structure of Eq. (20) implies that the $n = 1$ term (unless $c^\mu_1$ has a very particular form) includes nontrivial structures originating from $\Pi^\mu_1$ that are nevertheless independent of $T$ and $\mu$.

In this work, we compute the one-loop and two-loop parts of the $n = 0$ term of Eq. (20), of which the former is the usual LO HTL self-energy, as well as the one-loop part of the $n = 1$ term, dubbed a “power correction”. The contributions are denoted by $\Pi_{LO}$, $\Pi_{NLO}$ and $\Pi_{Pow}$, respectively.

III. DETAILED EVALUATION OF THE PHOTON SELF-ENERGIES

In this section, we present the detailed computation of $\Pi_{LO}$, $\Pi_{Pow}$, and $\Pi_{NLO}$ with arbitrary soft external momenta in a hot (nonzero-temperature) and dense (nonzero-chemical-potentials) QED plasma, generalizing the results of [17, 21, 22] to nonzero density. The results of the computation are collected in their entirety in the following section. However, the results follow the notation defined in this section, so we encourage the reader to review also the present section at least cursorily.

The calculations are performed within the standard $r/a$-basis representation of the real-time formalism. We work in the massless-fermion limit and, as discussed above, use dimensional regularization to regularize all the intermediate singularities in the $\overline{MS}$ renormalization scheme.

A. One-loop photon self-energy

There are two ways to draw the $r/a$ arrows to a retarded one-loop photon self-energy as shown in Fig. 3. An application of Feynman rules to the assignments yields

$$-i(\Pi_{LO}^R)_{\mu\nu}(K) = -\int_P F_{\mu\nu}(K, P) \left\{ \Delta^A(P)\Delta^r_F(K + P) + \Delta^r_F(P)\Delta^R(K + P) \right\},$$

where the overall minus sign stems from the fermion loop. The numerator algebra is contained in the tensor $F_{\mu\nu}$ and simplifies to

$$F_{\mu\nu}(K, P) = \text{Tr} \left[ (iV_\mu) P (iV_\nu) (K + P) \right]$$

$$= -4e^2\left( 2P_\mu P_\nu + K_\mu P_\nu + P_\mu K_\nu - (P^2 + K \cdot P) g_{\mu\nu} \right),$$

$10$
FIG. 3. The two $r/a$ assignments for the retarded one-loop photon self-energy diagram. By convention, the direction of fermion flow is aligned with the momenta of fermions.

where $iV_\mu = ie\gamma_\mu$ stands for the free electron–photon vertex function.

Next, we should bring Eq. (21) to a form where the $\delta$-functions and distribution functions in the $rr$-propagators depend only on the loop momentum $P$, so that the distribution functions become independent of the angle between $k$ and $p$, making the angular integral easier to handle. To this end, we shift the loop momentum in the first term by $P \mapsto -K - P$. The numerator is invariant under this change of variables due to the cyclicity of the trace and the symmetry under $\mu \leftrightarrow \nu$. Hence, we obtain

$$-i(\Pi_{LO}^R)_{\mu \nu}(K) = -\int P F_{\mu \nu}\left\{ N_F^-(P) + N_F^+(P) \right\} \Delta^R(K + P) \Delta^d(P),$$

(23)

where we utilized the parity properties of the propagators and distribution functions we introduced in Eq. (11). From the expression in Eq. (23), we can then compute the trace $(\Pi_{LO}^R)^\mu_\mu$ and 00-component $(\Pi_{LO}^R)_{00}$ of the photon self-energy.

1. Trace

Contracting the metric tensor with the numerator in Eq. (22) gives

$$F_\mu^\mu = 4e^2(D - 2)K \cdot P,$$

(24)

where the spectral function $\Delta^d$ sets $P$ on-shell, $P^2 = 0$. Substituting the above numerator into Eq. (23) and writing the $\Delta^R$ propagator out explicitly yields the result

$$(\Pi_{LO}^R)^\mu_\mu(K) = -4e^2(D - 2)\int P \Delta^d(P)\left\{ N_F^-(P) + N_F^+(P) \right\} \frac{K \cdot P}{2K \cdot P + K^2}.$$
To avoid clutter, the $i\eta$ from the retarded propagator has been absorbed into $k^0$ since we can write $(K + P)^2 - i\eta(k^0 + p^0) = (K + P)^2|_{k^\mu \rightarrow k^\mu + i\eta}$ for small $\eta$. Hence, later on we should remember that the 0-component of the external momentum has a small imaginary part and replace $k^0$ with $k^0 + i\eta$ in our expressions.

In the HTL limit, we are interested in the behavior of the photon self-energy when the external momentum $K$ is soft. A convenient shortcut for extracting the limit is to expand the integrand for $K \ll p$. Strictly speaking, we should first integrate over $p^0$ properly, but since $\Delta^d$ is proportional to $\delta(p^0 - p) - \delta(p^0 + p)$, it has already been done implicitly by the $\delta$-functions. Before expanding, we should therefore set $P^2 = 0$ to obtain the correct expansion. Hence, we can directly expand Eq. (25) for small $K$ and pick out the leading terms, yielding

\[
(\Pi^{R}_{\text{LO}})^\mu_\mu(K) = -2e^2(D - 2) \int_p \Delta^d(P) \left\{ N^{-}_F(P) + N^{+}_F(P) \right\}.
\]  

In general, expressions become more symmetric in the HTL limit, which is the reason we have taken the limit before integrating explicitly. In our case, the expression in the curly brackets in Eq. (26) is odd in $P$, so we can carry out the $p^0$-integral by employing the formula

\[
\int_p \Delta^d(P)f(p^0, P) = \int_p \frac{f(p, P)}{p},
\]

where $f$ is an odd function of $P$ ($\Delta^d$ is odd, making the integrand even). This is a direct consequence of the definition of $\Delta^d$ in Eq. (10).

Integrating over $p^0$ gives next

\[
(\Pi^{R}_{\text{LO}})^\mu_\mu(K) = -2e^2(D - 2) \int_p \frac{1}{p} \left\{ N^{-}_F(p) + N^{+}_F(p) \right\}
= -2e^2(d - 1)\mathcal{N}\mathcal{R}_2\mathcal{A}_0 \equiv m^2_E,
\]

where $N^\pm_F(p)$ is understood as $N^\pm_F(P)|_{p^0 \rightarrow p}$. Characteristic to the HTL expansion, the radial and angular spatial integrals factorize making their separate calculation possible. Here, we have introduced the notation of Appendix A, where the radial integrals are denoted by $\mathcal{R}_i$ and angular ones by $\mathcal{A}_i$. The normalization of the integration measure given by Eq. (3) has been absorbed into the factor

\[
\mathcal{N} \equiv \frac{4}{(4\pi)^{d\mu+1}} \left( \frac{e^{\gamma_E} \Lambda^2}{4\pi} \right)^{\frac{3-d}{2}}.
\]
We also defined $m_E$ as the $d$-dimensional in-medium effective mass scale for the photon.

Next, we apply the results for the spatial integrals found in Appendix A. The integrals are regulated by dimensional regularization in $d$ spatial dimensions but neither in $\mathcal{R}_2$ nor $\mathcal{A}_0$ divergences are present. To obtain the finite part, we may then set $d = 3$ everywhere leading to the result

\[ (\Pi_{LO}^R)^\mu_\mu(K) = e^2 \left( \frac{T^2}{3} + \frac{\mu^2}{\pi^2} \right) = m_E^2 \big|_{d=3}, \]  

which gives the well-known $d = 3$-dimensional value for $m_E$.

2. 00-component

Next, we repeat the above steps for the 00-component. Picking out the 00-component from the numerator in Eq. (22) gives

\[ F_{00} = -4e^2 \left( 2p_0^2 + 2k^0 p^0 + K \cdot P \right), \]

and inserting this expression into Eq. (23) leads to

\[ (\Pi_{LO}^R)_{00}(K) = 4e^2 \int_p \Delta^d(P) \left\{ N_F^-(P) + N_F^+(P) \right\} \frac{2p_0^2 + 2k^0 p^0 + K \cdot P}{2K \cdot P + K^2}. \]

The HTL limit is obtained by expanding in small $K$, resulting in

\[ (\Pi_{LO}^R)_{00}(K) = 2e^2 \int_p \Delta^d(P) \left\{ N_F^-(P) + N_F^+(P) \right\} \left( 1 + \frac{2k^0 p^0}{K \cdot P} - \frac{K^2 p_0^2}{(K \cdot P)^2} + \frac{2p_0^2}{K \cdot P} \right). \]

The last term in the round brackets behaves parametrically as $O(1/K)$ and leads the small-$K$ expansion. However, the term vanishes due to symmetry since the corresponding integrand is an odd function of the $D$-dimensional vector $P$. The remaining terms become leading, and since their integrands are even, we can use Eq. (27) to integrate over $p^0$,

\[ (\Pi_{LO}^R)_{00}(K) = 2e^2 \int_p \frac{1}{p^0} \left\{ N_F^-(p) + N_F^+(p) \right\} \left( 1 + \frac{2k^0 p^0}{v \cdot K} - \frac{K^2}{(v \cdot K)^2} \right) \]

where $v \equiv (1, \hat{p})$ so that $v \cdot K = -k^0 + k z$. The radial and angular integrals in Eq. (34) are finite, allowing us to set $d = 3$, which leads to

\[ (\Pi_{LO}^R)_{00}(K) = -m_E^2 \big|_{d=3} \left( 1 - k^0 L(K) \right), \]

with

\[ L(K) \equiv \frac{1}{2k} \ln \frac{k^0 + k}{k^0 - k}. \]
B. Power corrections to one-loop photon self-energy

Next, we will consider the leading power correction to the one-loop photon self-energy at nonzero temperature and density. As in the leading-order HTL case, we start from the retarded photon self-energy tensor in Eq. (23) and consider the kinematical approximation where the external momentum is soft $K \ll P$. As discussed in Sec. II D (see Eq. (20)), the power corrections are then obtained by expanding the argument of the one-loop photon self-energy in powers $(K^2)^n$, where $n = 0$ gives the leading HTL result and $n = 1$ corresponds to the power correction.

Concentrating first the trace part of the self-energy tensor, we obtain for the first subleading ($\sim K^2$) power correction term

$$ (\Pi_{\text{Pow}}^R)_{\mu\mu}(K) = -\frac{e^2}{2} (D-2) \int_P \Delta^d(P) \left\{ N_F^-(P) + N_F^+(P) \right\} \frac{K^4}{(K \cdot P)^2}, \quad (37) $$

where the integral over $p^0$ yields

$$ (\Pi_{\text{Pow}}^R)_{\mu\mu}(K) = -\frac{e^2}{2} (D-2) \int_P \frac{1}{p^3} \left\{ N_F^-(p) + N_F^+(p) \right\} \frac{K^4}{(v \cdot K)^2} $$

$$ = -\frac{e^2}{2} (d-1) K^4 N \mathcal{R}_3 A_2. \quad (38) $$

Next, we concentrate on the 00-component of the self-energy tensor, for which the leading power correction term is given by

$$ (\Pi_{\text{Pow}}^R)_{00}(K) = -\frac{e^2}{2} \int_P \Delta^d(P) \left\{ N_F^-(P) + N_F^+(P) \right\} \left( \frac{K^6 p_0^2}{(K \cdot P)^4} - \frac{K^4(2k^0 p^0 + K \cdot P)}{(K \cdot P)^3} \right), \quad (39) $$

where the integral over $p^0$ yields

$$ (\Pi_{\text{Pow}}^R)_{00}(K) = -\frac{e^2}{2} \int_P \frac{1}{p^3} \left\{ N_F^-(p) + N_F^+(p) \right\} \left( \frac{K^6}{(v \cdot K)^4} - \frac{2k^0 K^4}{(v \cdot K)^3} - \frac{K^4}{(v \cdot K)^2} \right) $$

$$ = -\frac{e^2}{2} K^4 N \mathcal{R}_3 \left( K^2 A_4 - 2k^0 A_3 - A_2 \right). \quad (40) $$

Here, the radial and angular integrals factorize and are computed up to $O(\varepsilon)$ in Appendix A. Note that the radial integral $\mathcal{R}_3$ is proportional to

$$ \int_0^\infty \frac{dp p^{d-1}}{p^3} \left\{ 1 - n_F(p - \mu) - n_F(p + \mu) \right\}. \quad (41) $$
which is divergent when $d \to 3$. Since the internal momentum is large compared to the external soft momentum $K$, the associated divergence appearing as a $1/\varepsilon$ term is a UV divergence of full QED, rather than of the HTL theory (the latter of which would arise to compensate for an IR divergence of the full theory). Consequently, the divergence seen here will be cancelled upon the UV renormalization of the full theory. The structure of the divergences is discussed more extensively in the context of the pressure in Ref. [12].

Using the results given in Appendix A, we may finally write

$$
\left(\Pi_{\text{Pow}}^R\right)_{\mu\mu}(K) = -\frac{e^2 K^2}{2\pi^2} \left\{ -\frac{1}{2\varepsilon} + \left( \ln \frac{2e^{-\gamma_E T}}{\Lambda} - 1 \right) + \frac{1}{2} + \left( 1 - \frac{k^0}{2k} \ln \frac{k^0 + k + i\eta}{k^0 - k + i\eta} \right) - \text{Li}_1^{(1)}(-e^\mu T) - \text{Li}_1^{(1)}(-e^{-\mu} T) \right\},
$$

and

$$
\left(\Pi_{\text{Pow}}^R\right)_{00}(K) = \frac{e^2 k^2}{6\pi^2} \left\{ -\frac{1}{2\varepsilon} + \left( \ln \frac{2e^{-\gamma_E T}}{\Lambda} - 1 \right) + \frac{1}{2} \left( 3 - \frac{k^0}{k^2} \right) \left( 1 - \frac{k^0}{2k} \ln \frac{k^0 + k + i\eta}{k^0 - k + i\eta} \right) - \text{Li}_1^{(1)}(-e^\mu T) - \text{Li}_1^{(1)}(-e^{-\mu} T) \right\},
$$

where we have introduced the notation $\text{Li}_s^{(1)}(z) = \lim_{s \to 0} \frac{\partial}{\partial s} \text{Li}_s(z)$ with $\text{Li}_s$ standing for the standard polylogarithm function. As mentioned above, the UV divergence in these expressions is eliminated with UV renormalization, specifically by renormalizing the wave function.

In the $\overline{\text{MS}}$ scheme, the wave-function renormalization constant $Z_3$ for the photon field reads

$$Z_3 = 1 - \frac{e^2}{4\pi^2} \frac{1}{3\varepsilon}.$$ This leads to the renormalized expressions which will be presented in Section IV.

**C. Two-loop photon self-energy**

We are now finally able to move on to a detailed presentation of the calculation of the retarded two-loop photon self-energy in the HTL limit, which generalizes the calculation of Carignano et al. [17] to finite density. We have explicitly checked that the $\mu \to 0$ limit of $\Pi_{\text{NLO}}^R$ agrees with the result of Ref. [17].

There are three diagrams that contribute to the self-energy at the two-loop order, which we call the cat’s eye graph, watermelon 1 (denoted by M1) and watermelon 2 (M2)

$$
\left(\Pi_{\text{NLO}}^R\right)_{\mu\nu} = \left(\Pi_{\text{cat}}^R\right)_{\mu\nu} + \left(\Pi_{\text{M1}}^R\right)_{\mu\nu} + \left(\Pi_{\text{M2}}^R\right)_{\mu\nu},
$$

In fact, the UV divergence originates from the vacuum self-energy $\Pi_V$ (see the discussion in Sec. IID).
and which are represented by the graphs\(^7\)

\[
\begin{align*}
&K+P \quad K+P+Q \\
&K+P \quad Q \quad K+P+Q \\
&\frac{P+Q}{K} \quad P+Q \quad \frac{K}{P} \\
\end{align*}
\]

respectively.

Before moving to the actual computation, let us first present a useful relation between the
distribution functions \(N_B\) and \(N^\pm_F\). At two-loop level, the integrals contain products of two
distribution functions which obey the relation

\[
N^\pm_F(P_1)N^\mp_F(P_2) + N^\mp_F(P_2)N_B(P_3) + N_B(P_3)N^\pm_F(P_1) + 1 = 0, \tag{46}
\]

where the momenta satisfy \(P_1 + P_2 + P_3 = 0\). Since the last constant term on the LHS
in the above relation is a pure vacuum term not contributing to the HTL limit, it will be
persistently ignored in the following.

1. Cat’s-eye diagram

Applying the Feynman rules to the cat’s-eye diagram without specifying the \(r/a\) assignments yields

\[
-\int_P \int_Q \text{Tr} \left[ (iV_\mu) S^p(P)(iV_\nu) S^q(PQ)(iV_\sigma) S^r(KPQ)(iV_\tau) S^s(KP) \right] D^{\rho\sigma}_{t}(Q), \tag{47}
\]

where the indices \(p, q, r, s\) and \(t\) will be replaced with the appropriate \(r/a\) labels. To save
space, we have compactified the notation by suppressing plus signs in the arguments of
propagators: \(KPQ = K + P + Q\), etc. The overall minus sign originates from the fermion
loop present in the diagram. Applying the \(r/a\)-basis Feynman rules to the above expression

\(^7\)As above, the direction of the fermionic flow is aligned with the momentum assignments.
FIG. 4. \( r/a \) assignments contributing to the thermal parts of the cat’s eye diagram. Here, the
distinction between photon and fermion lines is not necessary since assigning the \( r/a \) labels depends
only on the topology of a given diagram.

yields now the assignments (see Fig. 4):

\[-i(\Pi^R_{\text{cat}})_{\mu\nu}(K) = - \int_P \int_Q F^{\text{cat}}_{\mu\nu}(K, P, Q) \]
\[
\quad \times \left\{ \Delta^R(P)\Delta^T_B(Q)\Delta^T_F(PQ)\Delta^R(KP)\Delta^R(KPQ) \\
+ \Delta^A(P)\Delta^T_B(Q)\Delta^A(PQ)\Delta^A(KP)\Delta^R(KPQ) \\
+ \Delta^A(P)\Delta^T_B(Q)\Delta^A(PQ)\Delta^T_F(KPQ) \\
+ \Delta^T_F(P)\Delta^T_B(Q)\Delta^A(PQ)\Delta^R(KP)\Delta^R(KPQ) \\
+ \Delta^T_F(P)\Delta^R(Q)\Delta^T_F(PQ)\Delta^R(KP)\Delta^R(KPQ) \\
+ \Delta^A(P)\Delta^R(Q)\Delta^T_F(PQ)\Delta^T_F(KP)\Delta^R(KPQ) \\
+ \Delta^A(P)\Delta^A(Q)\Delta^A(PQ)\Delta^T_F(KP)\Delta^T_F(KPQ) \\
+ \Delta^T_F(P)\Delta^A(Q)\Delta^A(PQ)\Delta^R(KP)\Delta^T_F(KPQ) \right\} .
\]

(48)

We have only included assignments with thermal contributions and dropped all purely vac-
uum terms, i.e. those not containing any \( rr \)-propagators. Additionally, assignments with
closed loops of retarded or advanced propagators have been discarded since they integrate to
zero.

The numerator algebra above simplifies to

\[
F^{\text{cat}}_{\mu\nu} = \text{Tr} \left[ (iV_\mu) \hat{P} (iV_\rho) (\hat{K} + \hat{P} + \hat{Q}) (iV_\nu) (\hat{K} + \hat{P} + \hat{Q}) \right] g^{\rho\sigma}
\]
\[= e^{4i} \text{Tr} \left[ \gamma_\mu \hat{P} \gamma^\rho (\hat{P} + \hat{Q}) \gamma_\nu (\hat{K} + \hat{P} + \hat{Q}) \gamma_\rho (\hat{K} + \hat{P}) \right] ,
\]

(49)
where the Dirac trace can be computed in $D$ dimensions by employing well-known $\gamma$-matrix identities. However, the resulting expression is rather lengthy and we choose not to write it down explicitly. As the trace and 00-component end up being the only components we need, we may utilize that the diagonal elements ($\mu = \nu$) of $F_{\mu\nu}^{\text{cat}}$ are invariant under the following changes of integration variables

\begin{align}
(1) & \quad P \mapsto -K - P - Q, \quad (50) \\
(2) & \quad P \mapsto -K - P, \quad Q \mapsto -Q. \quad (51)
\end{align}

Next, our goal is to make the integration more manageable by bringing Eq. (48) into a form where the $\Delta^d$ functions and distribution functions depend only on single momenta. This is significantly more complicated than in the one-loop case, but can be achieved using the relation between the distribution functions in Eq. (46). That relation, together with the variable changes (1) and (2) allows us to simplify Eq. (48) to

\[-i(\Pi_{\text{cat}}^R)_{\mu\nu}(K) = - \int_P \int_Q F_{\mu\nu}^{\text{cat}}(K, P, Q) \Delta^d(P) \Delta^R(K + P) \times \left\{ 2N_B(Q) \left[ N_F^-(P) + N_F^+(P) \right] \Delta^R(K + P) \right. \]

\[\times \left[ \Delta^d(P + Q) \Delta^d(Q) + \Delta^d(Q) \Delta^d(P + Q) \right] + \left[ N_F^-(P) N_F^-(K + P + Q) + N_F^+(P) N_F^+(K + P + Q) \right] \]

\[\times \Delta^A(Q) \Delta^A(P + Q) \Delta^d(K + P + Q) \right\}, \quad (52)
\]

where we utilized the parity properties of the functions listed in Sec. II.B and introduced the notation $\Delta^p \equiv (\Delta^R + \Delta^A)/2$. By introducing another two changes of variables,

\begin{align}
(3) & \quad Q \mapsto -K - P - Q, \quad (53) \\
(4) & \quad Q \mapsto Q - P, \quad (54)
\end{align}

and making use of Eq. (46) again, we can bring Eq. (52) into the form

\[-i(\Pi_{\text{cat}}^R)_{\mu\nu}(K) = - \int_P \int_Q \Delta^d(P) \Delta^d(Q) \times \left\{ 2\Delta^R(K + P) \Delta^p(P + Q) \Delta^R(K + P + Q) N_B(Q) \left[ N_F^-(P) + N_F^+(P) \right] F_{\mu\nu}^{\text{cat}} \right. \]

\[+ \Delta^R(K + P) \Delta^R(K + Q) \Delta^R(K + P + Q) \left[ N_F^-(P) N_F^+(Q) + N_F^+(P) N_F^-(Q) \right] F_{\mu\nu}^{\text{cat}(3)} \]

\[+ \Delta^R(K + P) \Delta^p(P - Q) \Delta^R(K + Q) \left[ N_F^-(P) N_F^-(Q) + N_F^+(P) N_F^+(Q) \right] F_{\mu\nu}^{\text{cat}(4)} \right\}, \quad (55)\]
where the variable changes (3) and (4) have not left the numerator $F^{\text{cat}}_{\mu\nu}$ invariant, and we have denoted the results of those changes by $F^{\text{cat}(i)}_{\mu\nu}$, with $(i)$ referring to the particular change of variables.

2. Watermelon diagram 1

Next, we concentrate on the watermelon diagram 1 shown in Eq. (45). When applied to it, the Feynman rules yield

$$-\int_P \int_Q \text{Tr} \left[ (iV_\mu) S^p(P) (iV_\nu) S^q(KP) (iV_\rho) S^r(KPQ) (iV_\sigma) S^s(KP) \right] D_{\rho\sigma}(Q),$$

(56)

to which we assign the appropriate $r/a$ labels as shown in Fig. 5. Again, contributions independent of distribution functions (i.e. the vacuum parts) and contributions containing closed causality loops are neglected. This leads to the expression

$$-i(\Pi^R_{\text{M1}})_{\mu\nu}(K) = -\int_P \int_Q F^\text{M1}_{\mu\nu}(K, P, Q)$$

$$\times \left\{ \Delta^r_F(P) \Delta^r_B(Q) \Delta^K(KP) \Delta^K(KPQ)$$

$$+ \Delta^K(P) \Delta^K_B(Q) \Delta^K(KP) \Delta^K(KPQ)$$

$$+ \Delta^K(P) \Delta^K_B(Q) \Delta^K(KP) \Delta^K_A(KP)$$

$$+ \Delta^K_P(P) \Delta^K(KP) \Delta^K(KPQ)$$

$$+ \Delta^K(P) \Delta^K_A(KP) \Delta^K(KPQ)$$

$$+ \Delta^K(P) \Delta^K_A(KP) \Delta^K(KPQ) \right\} ,$$

(57)

where the numerator reads

$$F^\text{M1}_{\mu\nu} = \text{Tr} \left[ (iV_\mu) \mathcal{P} (iV_\nu) (K + \mathcal{P})(K + \mathcal{P} + Q)(iV_\sigma) (K + \mathcal{P}) \right] g^{\rho\sigma}$$

$$= e^4 \text{Tr} \left[ \gamma_\mu \mathcal{P} \gamma_\nu (K + \mathcal{P}) \gamma^\rho (K + \mathcal{P} + Q) \gamma_\rho (K + \mathcal{P}) \right] .$$

(58)

The expression in Eq. (57) contains so-called pinch singularities, which are generated when retarded and advanced propagators with the same momentum arguments multiply each other as in $\Delta^K(KP) \Delta^K_A(KP)$. They arise when a 0-component integration contour gets squeezed between two poles, which approach a point on the contour from opposite sides. In this case, a
pole from a retarded propagator and another from an advanced propagator pinch the contour when taking the limit \( \eta \to 0 \). Fortunately, these ill-defined terms cancel each other when using Eq. (46) to simplify Eq. (57), leaving us with

\[
-i(\Pi_{M1}^{R})_{\mu\nu}(K) = - \int_{P} \int_{Q} F_{\mu\nu}^{M1}(K, P, Q) \times \left\{ \Delta_{F}^{r}(P)\Delta^{R}(KP)^{2} \left[ \Delta^{A}(Q)\Delta_{F}^{r}(KQP) + \Delta_{B}^{r}(Q)\Delta^{R}(KQP) \right] + \Delta^{A}(P)\Delta_{F}^{r}(P)N_{F}(KP) \left[ \Delta^{R}(KP)^{2}\Delta^{R}(KQP) - \Delta^{A}(KP)^{2}\Delta^{A}(KQP) \right] + \Delta^{A}(P)\Delta_{F}^{r}(KQP)N_{F}(KP) \left[ \Delta^{A}(Q)\Delta^{R}(KP)^{2} - \Delta^{R}(Q)\Delta^{A}(KP)^{2} \right] \right\} .
\]  

(59)

In some terms, an \( rr \)-propagator has been eliminated, as its \( \delta \)-function would trivialize the 0-component integral.

To proceed further, it is convenient to write the terms with the missing \( \delta \)-function in terms of the difference \( \Delta_{2}^{d} \equiv (\Delta^{R})^{2} - (\Delta^{A})^{2} \), which resembles the spectral function \( \Delta^{d} \) except the retarded and advanced propagators are squared. The main motivation behind defining \( \Delta_{2}^{d} \) is that an integral over \( \Delta_{2}^{d} \) can be carried out with the help of the result (that holds for sufficiently regular \( f \)),

\[
\int_{-\infty}^{\infty} \frac{dp^{0}}{2\pi} \Delta_{2}^{d}(P)f(p^{0}) = i \int_{-\infty}^{\infty} \frac{dp^{0}}{2\pi} \Delta^{d}(P) \frac{d}{dp^{0}} \frac{f(p^{0})}{2p^{0}},
\]  

(60)

which effectively reduces it to an integral over \( \Delta^{d} \). Eq. (60) follows directly from the residue theorem upon (i) rewriting the integral on the left-hand side as a contour integral circulating the two poles of the function \( 1/(P^{2})^{2} \), (ii) picking up the residues from those poles, and then (iii) deforming the contour back into the integral on the right-hand side. Replacing \( (\Delta^{A})^{2} \)
with $-\Delta^2_d + (\Delta^R)^2$ in Eq. (59), we find

$$-i(\Pi^R_{M1})_{\mu\nu}(K) = - \int_P \int_Q F^M_{\mu\nu}(K, P, Q)$$

$$\times \left\{ \Delta^R_F(P) \Delta^R(KP)^2 \left[ \Delta^A(Q) \Delta^R_F(KPQ) + \Delta^R_B(Q) \Delta^R(KPQ) \right] \ight.$$  

$$+ \Delta^A(P) \Delta^R_d(KP) N_F^-(KP) \left[ \Delta^R(Q) \Delta^R_F(KPQ) + \Delta^R_B(Q) \Delta^A(KPQ) \right]$$

$$+ \Delta^A(P) \Delta^R(KP)^2 \Delta^R_B(Q) \Delta^R_F(KPQ) \right\},$$  

(61)

where on the last line we have used Eq. (46). After this procedure, Eq. (61) is free of pinch singularities and every term contains a $\delta$-function, trivializing the 0-component integrals.

As before, we change variables so that $\Delta^d, \Delta^d_2$, and distribution functions depend only on a single loop momentum. Introducing an additional change of variables,

$$\begin{align*}
(5) \quad P &\mapsto -K - P, \quad Q \mapsto P + Q,
\end{align*}$$

we then arrive at

$$-i(\Pi^R_{M1})_{\mu\nu}(K) = - \int_P \int_Q \Delta^d(Q)$$

$$\times \left\{ \Delta^R(K + P)^2 \Delta^R(K + P + Q) \Delta^d(P) N_F^-(P) \left[ N_B(Q) F^M_{\mu\nu} + N^+_F(Q) F^M_{\mu\nu}^{(3)} \right] \ight.$$  

$$+ \Delta^R(K + P) \Delta^R(P + Q) \Delta^d_2(P) N_F^+(P) \left[ N_B(Q) F^M_{\mu\nu}^{(2)} + N^+_F(Q) F^M_{\mu\nu}^{(5)} \right]$$

$$+ \Delta^R(K + P + Q) \Delta^A(P + Q)^2 \Delta^d(P) N^+_F(P) N_B(Q) F^M_{\mu\nu}^{(1)} \right\}.$$  

(63)

In this case, the changes of variables have not left the numerator $F^M_{\mu\nu}$ invariant, as indicated by the notation $F^M_{\mu\nu}^{(i)}$ which denotes that the change of variables $(i)$ has been performed in the numerator.

3. Watermelon diagram 2

For the second watermelon diagram, applying the Feynman rules gives

$$- \int_P \int_Q \text{Tr} \left[ (iV_{\mu}) S^P(P)(iV_{\nu}) S^q(PQ)(iV_{\sigma}) S^s(P)(iV_{\rho}) S^t(KP) \right] D^\rho_{\mu\nu}(Q).$$  

(64)
The \( r/a \) assignments are the same as for the first watermelon, but with the replacement \( R \leftrightarrow A \) as the diagrams have the opposite directions of momentum and fermion flows:

\[
-i(\Pi_M^{R})_{\mu\nu}(K) = -\int_P \int_Q F_{\mu\nu}^{M2}(K, P, Q) \times \left\{ \Delta^A(P)\Delta^A(P)\Delta^R_R(P)\Delta^K_F(P)\Delta^A(PQ) \right.
\]

\[
+ \Delta^R_F(P)\Delta^A(P)\Delta^R_R(Q)\Delta^K_F(P)\Delta^A(PQ) \right.
\]

\[
+ \Delta^A(P)\Delta^R_R(P)\Delta^R_R(Q)\Delta^K_F(P)\Delta^R_F(PQ) \right.
\]

\[
+ \Delta^R_F(P)\Delta^A(P)\Delta^R_R(Q)\Delta^K_F(P)\Delta^R_F(PQ) \right.
\]

\[
+ \Delta^R_F(P)\Delta^R_R(P)\Delta^A(Q)\Delta^K_F(P)\Delta^R_F(PQ) \right\} .
\]

The numerator here reads

\[
F_{\mu\nu}^{M2} = \text{Tr} \left[ (iV_{\rho})(iV_{\sigma})(iV_{\rho})(iV_{\sigma})(iV_{\rho})(iV_{\sigma})(K + P) \right] g^{\rho\sigma}
\]

\[
= \epsilon^4 \text{Tr} \left[ \gamma_{\mu} \gamma_{\rho} (\gamma_{\rho} (K + P)) \right] .
\]

Since we already manipulated the first watermelon diagram, we are familiar with the necessary steps to take next. By cancelling the pinch singularities, introducing the \( \Delta^R_2 \) propagator, and performing suitable changes of variables, we arrive at

\[
-i(\Pi_M^{R})_{\mu\nu}(K) = -\int_P \int_Q \Delta^d(Q) \times \left\{ \Delta^R(K + P)^2 \Delta^R(K + P + Q)\Delta^R(P)\Delta^R_F(P) \right.\]

\[
\left. + \Delta^R(K + P)\Delta^R(P)\Delta^R_R(P)N_F^+(P) N_B(Q) F_{\mu\nu}^{M2(2)} + N_F^-(Q) F_{\mu\nu}^{M2(2,3)} \right]\]

\[
+ \Delta^R(K + P + Q)\Delta^R(P + Q)^2 \Delta^R(P)\Delta^R_F(P) N_B(Q) F_{\mu\nu}^{M2(6)} \right\} ,
\]

where we have introduced a sixth variable change,

\[
Q \mapsto -P - Q .
\]

The notation \( F_{\mu\nu}^{M2(i,j)} \) in Eq. (67) indicates the result obtained when performing the changes \( (i) \) and \( (j) \) consecutively in the respective order.
4. Trace

The expressions become quite lengthy when one writes the numerator functions out explicitly. Since we are already familiar with the general structure of the computation from the one-loop case, we choose to highlight here only a few important intermediate steps before presenting the final result. To obtain $(\Pi^R_{\text{NLO}})_{\mu}^{\mu}$, we proceed as follows:

1. Sum the different contributions from Eqs. (55), (63) and (67) according to Eq. (44).

2. Contract the numerator functions with $g_{\mu\nu}$ and evaluate the Dirac traces, obtaining factors of $D$ (which turn out to be essential).

3. Use the prescription for $\Delta_d^2$ propagators given by Eq. (60).

4. Set the loop momenta on shell, $P^2 = Q^2 = 0$, which is justified since every term contains the product $\Delta^d(P)\Delta^d(Q)$.

5. Expand in powers of the small external momentum $K$ and keep the leading terms in order to obtain the HTL limit.\(^8\)

6. Symmetrize the integrand using

$$\int_{PQ} f(P,Q) = \int_{PQ} (f(P,Q) + f(-P,Q) + f(P,-Q) + f(-P,-Q))/4$$

discarding terms that would vanish by symmetry upon integration.

7. Symmetrize the integrand by interchanging the labels of the loop-momenta $P$ and $Q$ according to $\int_{PQ} f(P,Q) = \int_{PQ} (f(P,Q) + f(Q,P))/2$.

---

\(^8\)Expanding in small $K$ before doing the 0-component integrals is justified as in the one-loop case. As a check, we have also verified that expanding after performing the 0-component integrations yields the same result.
After performing the above operations, we have obtained\(^9\)

\[
(\Pi_{\text{NLO}}^R)_{\mu}^{\mu}(K) = -e^4 (D - 2) \int_P \int_Q \Delta^d(P) \Delta^d(Q) \\
\times \left\{ (2N_B(Q) - N_F^-(Q) - N_F^+(Q)) \\
\times \left[ (D - 2) \frac{d}{dp^0} N_F^-(P) + \frac{N_F^+(P)}{2p^0} - (N_F^-(P) + N_F^+(P)) \frac{K^2}{(K \cdot P)^2} \right] \\
+ \frac{1}{2} (N_F^-(P) - N_F^+(P)) (N_F^-(Q) - N_F^+(Q)) \\
\times \left[ \frac{K^2}{(K \cdot P)(K \cdot Q)} - \frac{(K^2)^2 P \cdot Q}{(K \cdot P)^2(K \cdot Q)^2} \right] \right\}.
\]

(69)

In the first term inside the braces, the two-loop integral has factorized into two one-loop integrals. In the second term, which vanishes at \(\mu = 0\), the integrals are coupled and such factorization does not occur. It is also worth noting that before the above symmetrization steps, our expression contained factors of \(1/(P \cdot Q)\). These factors diverge in \(d = 3\) dimensions when the three-momenta \(p\) and \(q\) become collinear. Such terms are absent in Eq. (69), as these divergences cancel upon symmetrization in the HTL limit.

Next, we perform the 0-component integrals using Eq. (27) and express the resulting \(d\)-dimensional spatial integrals in terms of the radial and angular integrals defined in Appendix A. This leads to

\[
(\Pi_{\text{NLO}}^R)_{\mu}^{\mu}(K) = -e^4 N^2 \\
\times \left\{ (2\mathcal{R}_1 - \mathcal{R}_2) \mathcal{A}_0 \left[ \frac{1}{2} (d - 1)^2 (\mathcal{R}_5 - \mathcal{R}_3) \mathcal{A}_0 - (d - 1) K^2 \mathcal{R}_3 \mathcal{A}_2 \right] \\
+ \frac{1}{2} (d - 1) \mathcal{R}_4^2 \left[ K^2 \mathcal{A}_1^2 + (K^2)^2 (\mathcal{A}_2^2 - \mathcal{A}_1^2 \mathcal{A}_2^2) \right] \right\},
\]

(70)

where \(\mathcal{N}\) is given by Eq. (29). The only divergent integral in Eq. (70) is \(\mathcal{R}_3\), which contains a \(1/\varepsilon\) divergence.

Let us study the \(\mathcal{R}_3\)-proportional part of the square brackets on the second line of Eq. (70) a bit more closely. It becomes

\[
-2\mathcal{R}_3 \left\{ (\mathcal{A}_0 + K^2 \mathcal{A}_2) - \varepsilon (2\mathcal{A}_0 + K^2 \mathcal{A}_2) + O(\varepsilon^2) \right\}
\]

(71)

upon substituting \(d = 3 - 2\varepsilon\). By applying the results for the angular integrals, one can show that \(\mathcal{A}_0 + K^2 \mathcal{A}_2 = O(\varepsilon)\). Thus, the part inside the curly brackets of Eq. (71) becomes\(^9\)

\[\text{The retarded prescription has been absorbed into } k^0. \text{ In the final result, we must replace } k^0 \rightarrow k^0 + i\eta.\]
O(\varepsilon), cancelling the $1/\varepsilon$ divergence from the radial integral, and making the whole expression finite.\textsuperscript{10} It was essential to evaluate the Dirac trace in $D$ dimensions to obtain this cancellation as the explicit factors of $\varepsilon$ in Eq. (71) originate from there.

Consequently, after reinserting the finite result of Eq. (71) into Eq. (70), and taking $\varepsilon \to 0$ everywhere, we arrive to the final result:

\[
(\Pi_{NLO}^R)_{\mu \mu}(K) = -\frac{\varepsilon^4}{8\pi^2} \left( T^2 + \frac{\mu^2}{\pi^2} \right) \left( 1 + \frac{k^0}{k} \ln \frac{k^0 + k + i\eta}{k^0 - k + i\eta} \right) - \frac{\varepsilon^4 \mu^2}{4\pi^2} \left( 1 - \frac{k^2}{k^2} \right) \left( 1 - \frac{k^0}{2k} \ln \frac{k^0 + k + i\eta}{k^0 - k + i\eta} \right)^2.
\]

(72)

Here we have reintroduced the retarded prescription $+i\eta$ for $k^0$.

5. $00$-component

The remaining task is to repeat the above steps for the $00$-component of the self-energy. Following the recipe from above Eq. (69) and picking out the $00$-components from the numerator functions (instead of contracting with $g_{\mu\nu}$) leads to

\[
(\Pi_{NLO}^R)_{00}(K) = e^4(D - 2)\frac{1}{2} \int_P \int_Q \Delta^d(P) \Delta^d(Q)
\times \left\{ (2N_B(Q) - N_F^{-}(Q) - N_B^{+}(Q)) \right.
\times \left[ - (N_F^{-}(P) + N_F^{+}(P)) \left( \frac{1}{p_{0}^0} + \frac{2K_{\mu}k_{\mu}p_{0}^0}{(K \cdot P)^3} + \frac{K^2}{(K \cdot P)^2} - \frac{2k_0^2}{(K \cdot P)^2} \right) \right.
\left. + \left( \frac{d}{dp_{0}^0} (N_F^{-}(P) + N_F^{+}(P)) \right) \left( \frac{1}{p_{0}^0} - \frac{K^2 p_{0}^0}{(K \cdot P)^2} + \frac{2k_0^2}{K \cdot P} \right) \right]
\left. + (N_F^{-}(P) - N_F^{+}(P)) (N_F^{-}(Q) - N_F^{+}(Q)) \right.
\times \left[ \frac{(K^2)^2 p_{0}^0 q_{0}^0}{(K \cdot P)^2(K \cdot Q)^2} - \frac{2K_{\mu}^2 k_{\mu} p_{0}^0}{(K \cdot P)^2(K \cdot Q)} + \frac{k_0^2}{(K \cdot P)(K \cdot Q)} \right] \}
\]

(73)

In this case, all of the two-loop integrals have factorized into products of one-loop integrals. In addition, collinear divergences have completely cancelled. At this point, we make a remark on the peculiar behavior of the $00$-component at small external momentum $K$. Should one consider contributions from the individual diagrams, the $00$-components of the two watermelon diagrams would each behave as $O(1/K)$ for small $K$. These contributions are also

\textsuperscript{10}This UV divergence stems from the self-energy and vertex-correction subgraphs inside the two-loop expressions. The cancellation occurs since the QED renormalization constants $Z_1$ and $Z_2$, respectively for the vertex correction and the electron wavefunction, satisfy $Z_1 = Z_2$. 
proportional to odd powers of \( \mu \), but thankfully cancel when summing the diagrams together. The leading term in Eq. (73) is thus \( O(K^0) \), as expected within the HTL paradigm.

After performing the 0-component integrals in Eq. (73), we are left with the following \( d \)-dimensional spatial integrals:

\[
(\Pi_{R}^{NLO})_{00}(K) = e^4(d - 1) \frac{1}{2} N^2 \\
\times \left\{ (2R_1 - R_2) A_0 \left[ - R_3 (A_0 + 2K^2k^0A_3 + K^2A_2 - 2k^0_0A_2) \\
+ R_5 (A_0 - K^2A_2 + 2k^0A_1) \right] \\
+ R_4^2 [(K^2)^2A_2^2 - 2K^2k^0A_2A_1 + k^0_0A_1^2] \right\}. 
\]

(74)

Once again, the only divergent integral appearing here is \( R_3 \), so we inspect the term proportional to it inside the first square brackets:

\[-R_3 (A_0 + 2K^2k^0A_3 + K^2A_2 - 2k^0_0A_2). \]

(75)

By evaluating the angular integrals in Eq. (75), one finds the expression in the parentheses to be \( O(\varepsilon) \), cancelling the \( 1/\varepsilon \) divergence coming from \( R_3 \). Substituting the finite result of Eq. (75) into Eq. (74) and taking \( \varepsilon \to 0 \) everywhere, gives us the final expression for the 00-component:

\[
(\Pi_{NLO}^{R})_{00}(K) = \frac{e^4}{8\pi^2} \left( T^2 + \frac{\mu^2}{\pi^2} \right) \left( 1 + \frac{k^2_0}{K^2} \right) + \frac{e^4 \mu^2}{4\pi^2 \pi^2} \left( 1 - \frac{k^0}{2k} \ln \frac{k^0 + k + i\eta}{k^0 - k + i\eta} \right)^2. 
\]

(76)

IV. RESULTS

In this section, we summarize and inspect the results of our computation. First, we collect all results in a condensed fashion, the study the propagation of soft photons in detail, and finally extract the explicit \( O(\varepsilon) \) terms for \( \Pi_{LO}, \Pi_{Pow} \) and \( \Pi_{NLO} \) in the zero-temperature limit.

A. Summary of the results

Here, we summarize the results obtained in the previous section by expressing the self-energy components in the basis of transverse and longitudinal projectors using Eq. (18). We suppress the label \( R \) standing for the retarded prescription from now on.
The leading-order (in the coupling $e$) HTL self-energy components for the photon read

$$\Pi_T^{\text{LO}} = \frac{e^2}{2} \left( \frac{T^2}{3} + \frac{\mu^2}{\pi^2} \right) \left[ \frac{k_0^2}{k^2} + \left( 1 - \frac{k_0^2}{k^2} \right) \frac{k_0}{2k} \ln \frac{k^0 + k + i\eta}{k^0 - k + i\eta} \right],$$

$$\Pi_L^{\text{LO}} = e^2 \left( \frac{T^2}{3} + \frac{\mu^2}{\pi^2} \right) \left( 1 - \frac{k_0^2}{k^2} \right) \left[ 1 - \frac{k_0}{2k} \ln \frac{k^0 + k + i\eta}{k^0 - k + i\eta} \right],$$

where $\eta > 0$. The corresponding renormalized power corrections (see the discussion in Sec. III B) arising from the low-momentum expansion of the one-loop self-energy are

$$\Pi_T^{\text{Pow}} = -\frac{e^2}{4\pi^2} \frac{2K^2}{3} \left\{ \ln \frac{2e^{-\gamma_E} T}{\Lambda} - 1 + \frac{1}{4} \left( 1 - \frac{K^2}{4k^2} \right) \left[ 1 - \frac{k_0}{2k} \ln \frac{k^0 + k + i\eta}{k^0 - k + i\eta} \right] - \text{Li}_0^{(1)}(-e^\eta) - \text{Li}_0^{(1)}(-e^{-\eta}) \right\},$$

$$\Pi_L^{\text{Pow}} = -\frac{e^2}{4\pi^2} \frac{2K^2}{3} \left\{ \ln \frac{2e^{-\gamma_E} T}{\Lambda} - 1 + \left( 1 + \frac{K^2}{2k^2} \right) \left[ 1 - \frac{k_0}{2k} \ln \frac{k^0 + k + i\eta}{k^0 - k + i\eta} \right] - \text{Li}_0^{(1)}(-e^\eta) - \text{Li}_0^{(1)}(-e^{-\eta}) \right\},$$

where $\text{Li}_0^{(1)}(z) = \lim_{s \to 0} \frac{\partial \text{Li}_s(z)}{\partial s}$ and $\text{Li}_s$ is the standard polylogarithm function. Note that the UV divergence in these expressions has been eliminated using the photon wavefunction renormalization counterterm in the $\overline{\text{MS}}$-scheme.

The logarithms appearing in Eq. (78) make the limits of vanishing temperature or chemical potential nontrivial. First, we study the power corrections at vanishing chemical potential, for which we get

$$\lim_{\mu \to 0} \left[ \text{Li}_0^{(1)}(-e^\eta) + \text{Li}_0^{(1)}(-e^{-\eta}) \right] = \frac{\ln 2}{\pi}.$$  

Hence, we obtain

$$\lim_{\mu \to 0} \Pi_T^{\text{Pow}} = -\frac{e^2}{4\pi^2} \frac{2K^2}{3} \left\{ \ln \frac{\pi e^{-\gamma_E} T}{\Lambda} - 1 + \frac{1}{4} \left( 1 - \frac{K^2}{4k^2} \right) \left( 1 - \frac{k_0}{2k} \ln \frac{k^0 + k + i\eta}{k^0 - k + i\eta} \right) \right\},$$

$$\lim_{\mu \to 0} \Pi_L^{\text{Pow}} = -\frac{e^2}{4\pi^2} \frac{2K^2}{3} \left\{ \ln \frac{\pi e^{-\gamma_E} T}{\Lambda} - 1 + \left( 1 + \frac{K^2}{2k^2} \right) \left( 1 - \frac{k_0}{2k} \ln \frac{k^0 + k + i\eta}{k^0 - k + i\eta} \right) \right\}.$$  

In the case of vanishing temperature, we can study the leading asymptotic behavior of

$$\lim_{x \to \infty} \left[ \text{Li}_0^{(1)}(-e^x) + \text{Li}_0^{(1)}(-e^{-x}) \right] \to -\ln x - \gamma_E,$$

where the ratio $x \equiv \mu/T \to \infty$. Hence, we obtain

$$\lim_{T \to 0} \Pi_T^{\text{Pow}} = -\frac{e^2}{4\pi^2} \frac{2K^2}{3} \left\{ \ln \frac{2\mu}{\Lambda} - 1 + \frac{1}{4} \left( 1 - \frac{K^2}{4k^2} \right) \left( 1 - \frac{k_0}{2k} \ln \frac{k^0 + k + i\eta}{k^0 - k + i\eta} \right) \right\},$$

$$\lim_{T \to 0} \Pi_L^{\text{Pow}} = -\frac{e^2}{4\pi^2} \frac{2K^2}{3} \left\{ \ln \frac{2\mu}{\Lambda} - 1 + \left( 1 + \frac{K^2}{2k^2} \right) \left( 1 - \frac{k_0}{2k} \ln \frac{k^0 + k + i\eta}{k^0 - k + i\eta} \right) \right\}.$$
The expressions obtained in Eqs. (80)–(84) are in agreement with Ref. [22].

Finally, the NLO (in the coupling $e$) contribution to the photon HTL self-energy at nonzero $T$ and $\mu$ reads

$$
\Pi_{NLO}^T = -\frac{e^4}{8\pi^2} \left( T^2 + \frac{\mu^2}{\pi^2} \right) \frac{k_0^2}{2k} \ln \frac{k_0 + k + i\eta}{k_0 - k + i\eta},
$$

$$
\Pi_{NLO}^L = -\frac{e^4}{8\pi^2} \left( T^2 + \frac{\mu^2}{\pi^2} \right) - \frac{e^4 \mu^2}{4\pi^2 \pi^2} \left( 1 - \frac{k_0^2}{k^2} \right) \left[ 1 - \frac{k_0^2}{2k} \ln \frac{k_0 + k + i\eta}{k_0 - k + i\eta} \right]^2.
$$

(85)

These expressions generalize the result obtained in Ref. [17] to nonzero density. As in the zero-$\mu$ case, we find that the intermediate UV and IR singularities are fully canceled, and that the resulting final expression for the NLO contribution is finite.

The terms proportional to $(T^2 + \mu^2/\pi^2)$ in $\Pi_T$ and $\Pi_L$ follow from the radial integral

$$
\int_0^{\infty} dp \left( 2n_B(p) + n_F(p - \mu) + n_F(p + \mu) \right) = \frac{\pi^2}{2} \left( T^2 + \frac{\mu^2}{\pi^2} \right),
$$

(86)

where the bosonic and fermionic distribution functions have the usual forms $n_{B/F}(x) = (e^{x/T} \mp 1)^{-1}$. Note that the fermionic part in Eq. (86) is identical to the one appearing in the LO expressions in Eq. (77). In addition, the longitudinal component in Eq. (85) includes a new HTL structure containing a squared logarithm, which is only present at finite density. This term arises from the radial integral

$$
\int_0^{\infty} dp \left( n_F(p - \mu) - n_F(p + \mu) \right) = T \ln \left( 1 + e^{\mu/T} \right) - T \ln \left( 1 + e^{-\mu/T} \right) = \mu.
$$

(87)

Interestingly, at $d = 3$ this integral is independent of $T$. We also observe that due to the more complicated radial integral structure at NLO, the medium dependent mass scale $m_{E|d=3}$ (defined in Eq. (30)) does not factorize out from Eq. (85) as in the LO case.

We can now apply our results to compute the electric screening length, which follows from $\Pi^{00} = -(k^2/K^2)\Pi_L$ in the static infrared limit $\lim_{k \to 0} \Pi^{00}(k_0 = 0, k)$. Utilizing our LO and NLO expressions for $\Pi_L$ in Eqs. (77) and (85), respectively, we obtain

$$
\Pi^{00}(k_0 = 0, k \to 0) = -\left[ \frac{e^2}{3} - \frac{e^4}{8\pi^2} \right] \left( T^2 + \frac{3\mu^2}{\pi^2} \right) + O(e^5).
$$

(88)

Note that in QED this quantity is directly related to the equation of state $p(T, \mu)$ via $\frac{e^2 \partial^2 p(T, \mu)}{\partial \mu^2}$ ($e^2 \times$ electric susceptibility). It is straightforward to check that our result is in agreement with known results [23]. We also note that the $O(e^4)$ result is sensitive to both terms in Eq. (85), including the second one which is only present for $\mu > 0$. This thus constitutes a nontrivial check of our new results.

---

11Note that in Ref. [22] the power corrections are computed in a different regularization scheme.
B. Soft photon propagation at NLO

As an application of our self-energy results, we will next study the NLO corrections to the HTL-resummed soft photon propagator. Let us first recall the main features of the LO case (see e.g. Ref. [1] for a review). In the time-like region, both transverse and longitudinal components exhibit zero-width plasmon poles (collective quasiparticle excitations) at the scale $m_{E}$. At $k = 0$ the frequencies of the transverse and longitudinal modes reduce to the plasma frequency, $\omega_p = \omega_{T/L}(k = 0) = \pm m_{E}/\sqrt{3}$, while at high momenta, $k \gg m_{E}$, the transverse mode acquires an asymptotic mass, $m_{\infty} = m_{E}/\sqrt{2}$, and the pole of the longitudinal mode approaches the light cone with an exponentially vanishing residue. On the other hand, in the space-like region the components of the propagator have a Landau cut (originating from the branch cut of the logarithm in the LO self-energies) leading to a non-vanishing spectral function. Next, we consider the NLO corrections to this LO soft photon propagator. Note that in this subsection, we use $m_{E}$ to denote the three-dimensional in-medium effective mass scale $m^2_{E} = e^2(T^2/3 + \mu^2/\pi^2)$ instead of the $d$-dimensional version given by Eq. (28).

The (dressed) retarded photon propagator is defined in the $\xi$-covariant gauge as

$$D^{\mu\nu}_R(K) = \mathcal{P}^{\mu\nu}_T(K)D_T(K) + \mathcal{P}^{\mu\nu}_L(K)D_L(K) - i\xi \frac{K^\mu K^\nu}{K^4},$$  \hspace{1cm} (89)$$

where the transverse and longitudinal components read

$$D_I(K) = \frac{-i}{K^2 + \Pi_I(K)}, \hspace{0.5cm} I \in \{T, L\},$$  \hspace{1cm} (90)$$

and the projectors $\mathcal{P}_I^{\mu\nu}$ are defined in Sec. II C. The retarded prescription further implies that the 0-component of $K$ has a small imaginary part, i.e. that we need to substitute $k^0 \rightarrow k^0 + i\eta$, where $\eta > 0$.

It is convenient to study the photon propagator through the spectral function, $\rho^{\mu\nu} \equiv D^{\mu\nu}_R - D^{\mu\nu}_A = 2 \text{Re} \ D^{\mu\nu}_R$. Moreover, we can inspect the transverse and longitudinal components in a gauge-independent way by projecting $\rho^{\mu\nu}$ onto the conserved currents $J_\mu$ satisfying $K^\mu J_\mu = 0$. With $J^i_L = k^i k^j / k^2 J_j$ being the spatially longitudinal current, we may write

$$J^\mu \rho_{\mu\nu}(K) J^\nu = (J^2 - J^2_L) \rho_T(K) + J^2_L \rho_L(K),$$  \hspace{1cm} (91)$$
where the components of the spectral function are defined by \( \rho_I = 2 \text{Im} \Delta_I \) with
\[
\Delta_T(k^0, k) \equiv \frac{1}{K^2 + \Pi_T(k^0, k)},
\]
\[
\Delta_L(k^0, k) \equiv -\frac{K^2}{k^0} \frac{1}{K^2 + \Pi_L(k^0, k)}.
\] (92)

In our case, the features of the spectral function are qualitatively different in the time-like and space-like regions, so it is useful to consider those regions separately. By assuming that the widths of the plasmon poles are infinitesimal\(^{12}\) and positive in the time-like region, i.e. \( \text{Im}(\Delta_I^{-1}|_{k^0 \rightarrow k^0 + i\eta}) = O(\eta) \) and \( \text{sgn} \text{Im}(\Delta_I^{-1}|_{k^0 \rightarrow k^0 + i\eta}) = -\text{sgn}(k^0) \) for \( |k^0| > k \), we straightforwardly obtain
\[
\rho_I(K) = |Z_I(k)| \times 2\pi \text{sgn}(k^0) \delta(k^2 - \omega^2_I(k)) + \rho_I(K) \theta(k - |k^0|).
\] (93)

Here, \( \omega_I(k) \) are the locations of the plasmon poles (dispersion relations), given as the solutions to the equations \( \Delta_I^{-1}(\omega_I, k) = 0 \), and \( Z_I(k) \) are the corresponding residues, given by
\[
Z_I(k) = \frac{1}{1 - \Psi_I(\omega_I, k)},
\] (94)
where the auxiliary functions \( \Psi_I \) are defined as
\[
\Psi_T(\omega, k) \equiv \partial_{\omega^2} \Pi_T(\omega, k),
\]
\[
\Psi_L(\omega, k) \equiv \partial_{\omega^2} \left( \frac{\omega^2 \Pi_L(\omega, k)}{\omega^2 - k^2} \right).
\] (95)

The form of the spectral function in Eq. (93) holds to all loop orders assuming the above conditions hold for the self-energy.

We now focus on the NLO corrections to the soft spectral function by using the NLO soft photon self-energy results calculated in this work. First, we consider the locations of the plasmon poles in the time-like region of the spectral function. For soft photons at NLO, the dispersion relation reads
\[
\omega^2_I = k^2 + \Pi_\text{LO}^I(\omega_I, k) + \delta \Pi_I(\omega_I, k),
\] (96)
where \( \delta \Pi_I \equiv \Pi_\text{Pow}^I + \Pi_\text{NLO}^I \). To work consistently at order \( e^2 m_E^2 \), we expand Eq. (96) around the leading order result \( \omega_{1, \text{LO}} \), given by \( \omega_{1, \text{LO}}^2 = k^2 + \Pi_\text{LO}^I(\omega_{1, \text{LO}}, k) \), as
\[
\omega^2_I = \omega_{1, \text{LO}}^2 + \delta \Pi_I(\omega_{1, \text{LO}}, k) + (\omega_I^2 - \omega_{1, \text{LO}}^2) \partial_{\omega^2} \Pi_\text{LO}^I(\omega_{1, \text{LO}}, k) + O(e^3 m_E^2), \quad \nonumber
\] (97)
\(^{12}\)In QED, the widths of the plasmon poles are beyond-NLO effects.
from which we obtain
\[
\delta \omega_I^2 \equiv \omega_I^2 - \omega_{I,LO}^2 = \frac{\delta \Pi_I(\omega_{I,LO}, k)}{1 - \partial_{\omega_I^2,LO} \Pi_{I,LO}^{LO}(\omega_{I,LO}, k)} + O(e^3 m_E^2).
\]

Applying the LO self-energy results from Eq. (77) to Eq. (98) then yields
\[
\begin{align*}
\omega_T^2 &= \omega_{T,LO}^2 + \frac{2\omega_{T,LO}^2(k^2 - \omega_{T,LO}^2)}{(k^2 - \omega_{T,LO}^2)^2 - m_E^2 \omega_{T,LO}^2} \delta \Pi_T(\omega_{T,LO}, k), \\
\omega_L^2 &= \omega_{L,LO}^2 + \frac{2\omega_{L,LO}^2}{k^2 - \omega_{L,LO}^2 + m_E^2} \delta \Pi_L(\omega_{L,LO}, k),
\end{align*}
\]
where we dropped the higher order $O(e^3 m_E^2)$ terms. These NLO dispersion relations are shown in Fig. 6 with different values of the fine-structure constant $\alpha_e = e^2/4\pi$.\textsuperscript{13} The effect of varying $\mu/T$ is further illustrated in Fig. 7 by plotting the difference between the NLO and LO results. As indicated by the figures, the NLO correction shifts the LO result downward and causes the dispersion curve to pierce the light cone at a finite value of $k$. For the

\textsuperscript{13}For convenience, the renormalization scale $\Lambda$ is chosen such that $\ln \left( \frac{2e^{-\gamma E} T}{\Lambda} \right) - 1 - Li_0^{(1)}(-e^2) - Li_0^{(1)}(-e^{-2}) = 0$. Further, we choose $\pi T = \mu > 0$. These apply to all figures unless otherwise stated.
FIG. 7. Difference between the NLO and LO dispersion relations evaluated at various $\mu/T$. The longitudinal component has been plotted only up to the point where it crosses the lightcone. Here $\alpha_e = 1/137$.

FIG. 8. Transverse and longitudinal NLO residues of the plasmon poles at various values of $\alpha_e$ compared to the LO case.

The transverse component, the piercing happens only at very high values of $k/m_E$ ($\sim \exp(1/e^2)$) unless $\alpha_e$ is large [i.e. $O(1)$], but for the longitudinal component, the dispersion curve hits the light cone at relatively small values of $k/m_E$ ($\sim \ln(1/e^{1/2})$) even with small $\alpha_e$. 
Next, we study the residues of the transverse and longitudinal plasmon poles at NLO. Expanding the all-order result in Eq. (94) around the LO one, given by $Z_{1}^{\text{LO}} = 1/[1 - \Psi_{1}^{\text{LO}}(\omega_{1,\text{LO}}, k)]$, results in

$$Z_{1} = Z_{1}^{\text{LO}} \left[ 1 + Z_{1}^{\text{LO}} \left[ \delta \Psi_{1}(\omega_{1,\text{LO}}, k) + \delta \omega_{1}^{2} \partial_{\omega_{1,\text{LO}}} \Psi_{1}^{\text{LO}}(\omega_{1,\text{LO}}, k) \right] \right] + O(e^{3}) ,$$

(100)

where the $O(e^{3})$ terms may be dropped as higher-order contributions. In Fig. 8, we plot the above NLO residues of the transverse and longitudinal photon modes. As seen in the figure, the correction to the transverse residue is positive for the values of momenta $k$ shown, whereas the one for the longitudinal component starts positive and eventually changes sign as $k$ increases. While the LO result for the longitudinal residue approaches zero exponentially, it is worth noting that the corrected results reach zero at a finite value of $k$.\textsuperscript{14}

Finally, we consider the spectral function in Eq. (93) in the space-like region, $k > |k^{0}|$, where it remains non-zero due to the Landau cut in the propagator. Expanding around the

\textsuperscript{14}We have observed that the NLO longitudinal residue goes to zero only if $T > 0$.  

FIG. 9. NLO corrections to the transverse and longitudinal components of the spectral function in the Landau cut. Note that the longitudinal component has been scaled by $k_0^2/k^2$ here as well as in Figs. 10 and 11. Here $\alpha_e = 1/2$. 
leading order results $\rho_I^{\text{LO}} = 2 \text{Im} \Delta_I^{\text{LO}}$ leads to the NLO corrections

$$\delta \rho_I \equiv \rho_I - \rho_I^{\text{LO}} = -2 \text{Im} \left( \frac{\Delta_I^{\text{LO}} \delta \Pi_I}{K^2 + \Pi_I^{\text{LO}}} \right) + O(e^3 m_E^{-2}),$$

(101)

where we may drop the higher order $O(e^3 m_E^{-2})$ terms. These corrections to the components of the soft spectral function in the Landau cut are plotted for $\alpha_e = 1/2$ in Fig. 9 alongside the full NLO results in Fig. 10. Further, to visualize the corrections at various coupling strengths, we plot slices of the spectral function with fixed momentum in Fig. 11. We observe from the figures that for $\pi T = \mu > 0$ the NLO corrections are mainly positive except in the vicinity of the light cone, where even the full NLO spectral function becomes negative. The near-light cone behavior stays qualitatively the same with different values of $\mu/T$.

The above results for the NLO HTL-resummed photon propagator (spectral function) display peculiar behavior near the light cone. The plasmon dispersion curves hitting the light cone together with the negative spectral function in the Landau cut is related to a breakdown of the HTL-resummation as $K^2 \rightarrow 0$. Indeed, the NLO correction of relative order $e^2$ eventually becomes greater than the LO result as $K^2 \rightarrow 0$, which can be seen by noting that $\Pi_{\text{NLO}}/K^2$ diverges faster than $\Pi_{\text{LO}}/K^2$ as $K^2 \rightarrow 0$ (cf. Eqs. (85) and (77)). This breakdown of perturbation theory implies that we can trust our results only up to some
small distance from the light cone. It also (partly) explains the unexpected behavior of the resummed propagator as $K^2 \to 0$. However, the longitudinal dispersion curve passing through the light cone is a physical effect that has already been predicted, at least in scalar QED [24], non-relativistic QED [25], and even in QCD [26, 27].

In scalar QED, the failure of the NLO HTL resummation near the light cone has been investigated thoroughly in Ref. [24]. There, the NLO soft photon dispersion relations display qualitatively similar behavior to the presently studied case of physical QED, even though the NLO corrections in scalar QED arise in an entirely different way.\textsuperscript{15} In Ref. [24], the breakdown of the HTL resummation is caused by hard massless particles running in the loops, which leads to collinear singularities in the small-$K$ expansion of $\Pi^{\mu\nu}$ at $K^2 = 0$. We suspect that to obtain correct behavior of the HTL expressions in our case one must also carry out additional resummations, such as including ladder-type diagrams [28] when considering photon propagation near the light cone.

In the perturbative region sufficiently far from the light cone, our results are applicable for soft momenta, $k \lesssim m_E$. From the obtained NLO results, we can then take various IR

\textsuperscript{15}In scalar QED, the NLO corrections to the soft photon self-energy arise from fully soft HTL-resummed one-loop diagrams resulting in $O(\epsilon m_E^2)$ terms (cf. the $\epsilon^2 m_E^2$ corrections presented in this paper).
limits, provided that \( k^0 \neq k \). For instance, the NLO photon plasma frequency \( \omega_p \), given by the equation \( \omega_p^2 = \Pi_T(\omega_p, 0) = \Pi_L(\omega_p, 0) \), reads

\[
\omega_p^2 = \frac{m_E^2}{3} \left\{ 1 - \frac{e^2}{6\pi^2} \left[ \frac{37}{12} + \frac{9\pi^2 T^2}{2\pi^2 T^2 + 6\mu^2} - \ln \left( \frac{2e^{-\gamma} T}{\Lambda} \right) + \text{Li}_0^{(1)}(-e^\gamma) + \text{Li}_0^{(1)}(-e^{-\gamma}) \right] \right\}. \tag{102}
\]

On the other hand, the NLO Debye mass (electric screening mass), defined here by \( m_D^2 = -\Pi_{00}(0, k)|_{k^2 \to -m_D^2} \), is given by\(^\text{16}\)

\[
m_D^2 = m_E^2 \left\{ 1 - \frac{e^2}{6\pi^2} \left[ \frac{7}{4} - \ln \left( \frac{2e^{-\gamma} T}{\Lambda} \right) + \text{Li}_0^{(1)}(-e^\gamma) + \text{Li}_0^{(1)}(-e^{-\gamma}) \right] \right\}. \tag{103}
\]

Obtaining the asymptotic mass of the transverse photon mode \( m_\infty \) to NLO, however, requires information about the self-energy near the light cone. As our results become ill-behaved in this region, we cannot extract the full NLO value of this quantity. Nevertheless, we find a contribution to the NLO asymptotic mass of the transverse photon mode, given by \( \omega_T^2(k \gg m_E) = k^2 + m_\infty^2 \),

\[
m_\infty^2 = \frac{m_E^2}{2} \left[ 1 + \frac{e^2 \ln e}{12\pi^2} \left( \frac{11\pi^2 T^2 + 15\mu^2}{\pi^2 T^2 + 3\mu^2} \right) + O(e^2) \right], \tag{104}
\]

where we exclude the relative order \( O(e^2) \) terms. Those terms contain logarithmic \( k \)-dependence\(^\text{17}\) and we expect them to be related to the breakdown of our expressions near the light cone.

### C. The \( O(\varepsilon) \) terms in the zero-temperature limit

Next, we consider the \( O(\varepsilon) \) terms for \( \Pi_{LO}, \Pi_{Pow}, \) and \( \Pi_{NLO} \). These terms become useful when considering higher-order diagrams in which the self-energy appears. Here, we only write the explicit results in the zero-temperature limit, which become relevant e.g. in the calculation of the cold and dense QED pressure [18]. Following the notation introduced in Ref. [12], we first expand the \( d \)-dimensional \((d = 3 - 2\varepsilon)\) expressions for the self-energies determined in Sec. III in a series

\[
(\Pi_X^R)_I = (\Pi_X^R)_I^{(0)} + \varepsilon(\Pi_X^R)_I^{(1)} + O(\varepsilon^2), \quad I \in \{T, L\}, \tag{105}
\]

\(^\text{16}\)It is easy to check that \( \omega_p \) and \( m_D \) are renormalization scale invariant up to and including \( O(e^2 m_E^2) \) terms, \( \frac{dm_D^2}{d\Lambda} = \frac{d\omega_p^2}{d\Lambda} = 0. \)

\(^\text{17}\)We find that this logarithmic \( k \)-dependence still remains even after renormalization of the LO result.
where the subscript $X \in \{\text{LO}, \text{NLO}, \text{Pow}\}$, and then determine the unknown coefficients. Here, $(\Pi_{\text{Pow}}^R)_I$ also contains a single vacuum UV divergence so the corresponding expansion in Eq. (105) also has a $(\Pi_{\text{Pow}}^R)_I(−1)$ term.

It is straightforward to extract the $O(\varepsilon)$ terms in Eq. (105) using the $d$-dimensional results for the radial and angular integrals in Appendix A. Applying these results to the LO self-energy in Eqs. (28) and (34) yields

\[
(\Pi_{\text{LO}}^R)^\mu\mu(K) = (\Pi_{\text{LO}}^R)^{(0)}\mu(K) + \varepsilon(\Pi_{\text{LO}}^R)^{(1)}\mu(K) + O(\varepsilon^2),
\]

\[
(\Pi_{\text{LO}}^R)_{00}(K) = (\Pi_{\text{LO}}^R)^{(0)}_{00}(K) + \varepsilon(\Pi_{\text{LO}}^R)^{(1)}_{00}(K) + O(\varepsilon^2),
\]

where the coefficients $(\Pi_{\text{LO}}^R)^{(i)}\mu(K)$ and $(\Pi_{\text{LO}}^R)^{(i)}_{00}(K)$ for $i = 0, 1$ are given by

\[
(\Pi_{\text{LO}}^R)^{(0)}\mu(K) = m_E^2,
\]

\[
(\Pi_{\text{LO}}^R)^{(1)}\mu(K) = 0,
\]

and

\[
(\Pi_{\text{LO}}^R)^{(0)}_{00}(K) = -m_E^2 \left( 1 - k^0 L(K) \right),
\]

\[
(\Pi_{\text{LO}}^R)^{(1)}_{00}(K) = -m_E^2 k^0 H(K).
\]

The function $L(K)$ is defined in Eq. (36) and we further define

\[
H(K) \equiv L(K) \left[ 2 + \ln \left( \frac{K^2}{4k^2} \right) - \frac{1}{2k} \left[ \text{Li}_2 \left( \frac{k^0 + k}{k^0 - k} \right) - \text{Li}_2 \left( \frac{k^0 - k}{k^0 + k} \right) \right] \right].
\]

Note that the trace of the one-loop HTL self-energy in Eq. (28) is defined to be $m_E^2$. In $d$ dimensions, the in-medium effective mass scale at nonzero density reads (see also Ref. [12])

\[
m_E^2 = e^2 \mu^2 \left( \frac{e^2 \Lambda_b^2}{4\pi \mu^2} \right)^{\frac{d-4}{2}} \frac{8\Gamma(\frac{d}{2})}{(4\pi)^{\frac{d+1}{2}} \Gamma (\frac{d}{2})} \left( \frac{d}{2} \right)^{\frac{d-4}{2}} + O(\varepsilon),
\]

which agrees with Eq. (30). The coefficients of the expanded transverse and longitudinal components are finally given by

\[
(\Pi_{\text{LO}}^R)^{(0)}_{T}(K) = \frac{m_E^2}{2} \left( \frac{k_0^2}{k^2} + \left( 1 - \frac{k_0^2}{k^2} \right) k^0 L(K) \right),
\]

\[
(\Pi_{\text{LO}}^R)^{(1)}_{T}(K) = \frac{m_E^2}{2} \left\{ 1 - \left( 1 - \frac{k_0^2}{k^2} \right) \left( 1 - k^0 L(K) + k^0 H(K) \right) \right\},
\]
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and
\[
(\Pi_{\text{LO}}^{R})_{\mu}^{(0)}(K) = m_E^2 \left( 1 - \frac{k_0^2}{k^2} \right) \left( 1 - k^0 L(K) \right),
\]
(\Pi_{\text{LO}}^{R})_{\mu}^{(1)}(K) = m_E^2 \left( 1 - \frac{k_0^2}{k^2} \right) k^0 H(K).
\]

At NLO, the expression for the trace part of the HTL self-energy in Eq. (70), generalized to \( d \) dimensions, reads
\[
(\Pi_{\text{NLO}}^{R})_{\mu}^{(i)}(K) = (\Pi_{\text{NLO}}^{R})_{\mu}^{(0)}(K) + \varepsilon (\Pi_{\text{NLO}}^{R})_{\mu}^{(1)}(K) + O(\varepsilon^2),
\]
where the coefficients \((\Pi_{\text{NLO}}^{R})_{\mu}^{(i)}(K)\) for \( i = 0, 1 \) are given by
\[
(\Pi_{\text{NLO}}^{R})_{\mu}^{(0)}(K) = -\frac{m_E^4}{8\mu^2} \left\{ 1 + 2k^0 L(K) + 2 \left( 1 - \frac{k_0^2}{k^2} \right) (1 - k^0 L(K))^2 \right\},
\]
(\Pi_{\text{NLO}}^{R})_{\mu}^{(1)}(K) = \frac{m_E^4}{4\mu^2} \left\{ 1 + \left( 1 - \frac{k_0^2}{k^2} \right) (1 - k^0 L(K))^2 \right\}
+ \left[ 1 - 2 \left( 1 - \frac{k_0^2}{k^2} \right) (1 - k^0 L(K)) \right] k^0 H(K).
\]

Similarly, the NLO expression for the 00-component in Eq. (74), also generalized to \( d \) dimensions, yields
\[
(\Pi_{\text{NLO}}^{R})_{00}(K) = (\Pi_{\text{NLO}}^{R})_{00}^{(0)}(K) + \varepsilon (\Pi_{\text{NLO}}^{R})_{00}^{(1)}(K) + O(\varepsilon^2),
\]
where the coefficients \((\Pi_{\text{NLO}}^{R})_{00}^{(i)}(K)\) for \( i = 0, 1 \) are given by
\[
(\Pi_{\text{NLO}}^{R})_{00}^{(0)}(K) = \frac{m_E^4}{8\mu^2} \left\{ \frac{k^2}{K^2} + 2 \left( 1 - k^0 L(K) \right)^2 \right\},
\]
(\Pi_{\text{NLO}}^{R})_{00}^{(1)}(K) = -\frac{m_E^4}{4\mu^2} \left( 1 - k^0 L(K) \right) \left\{ 1 - k^0 L(K) + \frac{k^2}{K^2} - 2 k^0 H(K) \right\}.
\]

The coefficients of the expanded transverse and longitudinal components read
\[
(\Pi_{\text{NLO}}^{R})_{T}^{(0)}(K) = -\frac{m_E^4}{8\mu^2} k^0 L(K),
\]
(\Pi_{\text{NLO}}^{R})_{T}^{(1)}(K) = \frac{m_E^4}{8\mu^2} k^0 H(K),
\]
and
\[
(\Pi_{\text{NLO}}^{R})_{L}^{(0)}(K) = -\frac{m_E^4}{8\mu^2} \left\{ 1 + 2 \left( 1 - \frac{k_0^2}{k^2} \right) (1 - k^0 L(K))^2 \right\},
\]
(\Pi_{\text{NLO}}^{R})_{L}^{(1)}(K) = \frac{m_E^4}{4\mu^2} (1 - k^0 L(K)) \left\{ 1 + \left( 1 - \frac{k_0^2}{k^2} \right) (1 - k^0 L(K) - 2 k^0 H(K)) \right\}.
\]
Finally, we generalize the power corrections to the one-loop HTL self-energy in Eq. (78) to \(d\) dimensions. The coefficients of the expanded transverse and longitudinal components end up reading

\[
(\Pi_{\text{Pow}}^{(1)}_{\text{T}})_{-1} = \frac{e^2}{4\pi^2} \frac{K^2}{3},
\]

\[
(\Pi_{\text{Pow}}^{(0)}_{\text{T}}) = -\frac{e^2}{8\pi^2} \frac{K^2}{3} \left\{ 1 - 2I + \left( 3 + \frac{k_0^2}{k^2} \right) (1 - k^0 L(K)) \right\},
\]

\[
(\Pi_{\text{Pow}}^{(1)}_{\text{T}}) = \frac{e^2}{8\pi^2} \frac{K^2}{3} \left\{ 4 - \frac{\pi^2}{2} - I + I^2 - \left( 3 + \frac{k_0^2}{k^2} \right) k^0 H(K) 
\right.
\]

\[
+ \left[ 2 - 4I - (2 - I) \left( 1 - \frac{k_0^2}{k^2} \right) \right] (1 - k^0 L(K)) \right\},
\]

\[
(\Pi_{\text{Pow}}^{(1)}_{\text{T}}) = \frac{e^2}{4\pi^2} \frac{K^2}{3} \left\{ 4 - \frac{\pi^2}{2} - I + I^2 - \left( 3 + \frac{k_0^2}{k^2} \right) k^0 H(K) 
\right.
\]

\[
+ \left[ 2 - 4I - (2 - I) \left( 1 - \frac{k_0^2}{k^2} \right) \right] (1 - k^0 L(K)) \right\}.
\]

Here, the UV divergence multiplying \((\mu/\Lambda)^{-2\epsilon}\) in the integration measure has resulted in explicit factors of \(\ln(\mu/\Lambda)\) that have been absorbed in the function

\[
I \equiv 2 - 2 \ln \left( \frac{2\mu}{\Lambda} \right).
\]

V. DISCUSSION

In the paper at hand, we determined the NLO self-energy of soft photons traversing a hot and dense electromagnetic plasma. Our computation generalizes the results obtained in Refs. [17, 21, 22] to nonzero electron chemical potential, and paves the way for a future similar calculation in the context of QCD. Our main motivation for this work stems from a desire to extend the determination of the pressures of cold and dense QED and QCD to full \(N^3\)LO, where NLO self-energies are required for the proper physical dressing of photon (or gluon) propagators. Indeed, the present article is the long companion paper of a letter [18], where we determine the \(O(\alpha^3_\gamma)\) pressure of dense zero-temperature QED up to one undetermined
coefficient stemming from the hard sector of the theory. For this reason, we also determined a number of $O(\varepsilon)$ parts to the LO and NLO self-energies (see Sec. IV C) which are needed in the pressure calculation.

Our main result for the NLO contribution to the photon self-energy can be found from Sec. IV A. Similarly to the zero-$\mu$ case [17], we find that the UV and IR singularities are fully canceled between the different dimensionally regularized two-loop self-energy diagrams, and that the resulting final expression for the NLO contribution is finite for $D = 4$. We also find that, at non-vanishing $T$ and $\mu$, the NLO contribution in Eq. (85) contains a very nontrivial medium dependence, where the medium-dependent mass scale $T^2/3 + \mu^2/\pi^2$ does not factorize out as in the LO case in Eq. (77). This is due to the more complicated radial integral structures present in the two-loop diagrams. Interestingly, our result for the NLO longitudinal self-energy introduces a new HTL structure with a squared logarithm [see Eq. (85)]. This term is solely generated by non-vanishing $\mu$.

As a physical application of our result, in Sec. IV B we studied the transverse and longitudinal components of the soft photon propagator at NLO. Specifically, we computed the plasmon dispersion relations and the residues of the corresponding poles in the time-like region, along with the spectral function in the Landau cut in the space-like region. The plasma frequency and Debye mass were calculated as specific limits of these results, while a contribution to the asymptotic mass was also obtained. We found that the NLO HTL-resummed propagator is well-behaved in the region of soft momenta, $k \lesssim m_E$, except in the vicinity of the light cone, where the HTL-resummation breaks down. In this region, we suspect that further resummations are necessary.

Finally, it is worth acknowledging that while this article deals with QED and photon propagation therein, to a large extent this calculation represents a simpler test case for a similar forthcoming computation in QCD. In QED, the absence of gauge field self-interactions leads to an overall lower number of two-loop diagrams contributing to the gauge-boson self-energy at NLO, while also simplifying the soft limit of the self-energy at LO. Likewise, QED obeys simple Ward identities, reducing the number of basis tensors with potentially nonzero coefficients (see e.g. Ref. [20]). However, the methods developed and utilized in this work should mostly suffice for QCD as well. This computation is already underway.
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Appendix A: Radial and angular integrals

1. Radial integrals

Here we list some results for radial integrals of the distribution functions defined in Eq. (9). To save space, we denote the radial part of the integration measure in $d = 3 - 2\varepsilon$ spatial dimensions (see Eq. (3)) by
\[
\int_{p} \equiv \int_{0}^{\infty} dp \, p^{d-1}.
\] (A1)
The results for integrals over the bosonic and fermionic distribution functions may be written in terms of the polylogarithm function as
\[
\int p^\alpha N_B(p) = T^{d+\alpha} \Gamma(d + \alpha) \text{Li}_{d+\alpha}(1),
\] (A2)
\[
\int p^\alpha N^\pm_F(p) = T^{d+\alpha} \Gamma(d + \alpha) \text{Li}_{d+\alpha}(-e^{\mp \mu T}),
\] (A3)
where $\alpha$ is a parameter and scale-free parts of the integrands have been discarded as they vanish in dimensional regularization. Upon integration by parts, we obtain results for the derivatives of the distribution functions,
\[
\int p^\alpha \frac{d}{dp} N_B(p) = -T^{d+\alpha-1} \Gamma(d + \alpha) \text{Li}_{d+\alpha-1}(1),
\] (A4)
\[
\int p^\alpha \frac{d}{dp} N^\pm_F(p) = -T^{d+\alpha-1} \Gamma(d + \alpha) \text{Li}_{d+\alpha-1}(-e^{\mp \mu T}).
\] (A5)

For the self-energy calculations, we need the leading terms of the small $\varepsilon$ expansions for various combinations of the above integrals for particular values of $\alpha$,
\[
\mathcal{R}_1 \equiv \int \frac{1}{p} N_B(p) = \frac{\pi^2 T^2}{6} + O(\varepsilon),
\] (A6)
\[
\mathcal{R}_2 \equiv \int \frac{1}{p} (N_F^-(p) + N_F^+(p)) = -\frac{\pi^2 T^2 + 3\mu^2}{6} + O(\varepsilon),
\] (A7)
\[
\mathcal{R}_3 \equiv \int \frac{1}{p^2} (N_F^-(p) + N_F^+(p)) = \frac{1}{2\varepsilon} - \ln(e^{-\gamma_E} T) + \text{Li}_0^{(1)}(e^{\mu T}) + \text{Li}_0^{(1)}(e^{-\mu T}) + O(\varepsilon),
\] (A8)
\[
\mathcal{R}_4 \equiv \int \frac{1}{p^2} (N_F^-(p) - N_F^+(p)) = -\mu + O(\varepsilon)
\] (A9)
\[
\mathcal{R}_5 \equiv \int \frac{1}{p^2} \frac{d}{dp} (N_F^-(p) + N_F^+(p)) = 1 + O(\varepsilon),
\] (A10)
where we have used the notation $\text{Li}_0^{(1)}(z) \equiv \lim_{s \to 0} \frac{\partial \text{Li}_s(z)}{\partial s}$.
The zero-temperature limit of the radial integrals in Eqs. (A2)–(A5) is straightforward to obtain given the following limiting behavior of the polylogarithm

\[
\lim_{x \to \infty} \text{Li}_s(-e^{-x}) = 0 ,
\]

\[
\lim_{x \to \infty} \text{Li}_s(-e^x) = -\frac{x^s}{\Gamma(s+1)}, \quad s \notin \mathbb{Z}^- ,
\]

where \( x = \mu/T \). In this limit, we can compactly write the \( d \)-dimensional results for the integrals defined in Eqs. (A6)–(A10) as

\[
R_1 = 0 ,
\]

\[
R_2 = -\frac{\mu^{d-1}}{d-1} ,
\]

\[
R_3 = -\frac{\mu^{d-3}}{d-3} ,
\]

\[
R_4 = -\frac{\mu^{d-2}}{d-2} ,
\]

\[
R_5 = \mu^{d-3} .
\]

2. Angular integrals

In \( d = 3 - 2\varepsilon \) spatial dimensions, the angular part of the integration measure in Eq. (3) may be written as

\[
\int z = \int_{-1}^{1} \, dz \left( 1 - z^2 \right)^{\frac{d-3}{2}} ,
\]

where \( z = \hat{k} \cdot \hat{p} \) parametrizes an angle between an external spatial unit vector \( \hat{k} \) and the spatial unit vector in the direction of the loop momentum \( \hat{p} \). According to our conventions, the “direction” of the on-shell loop four-momentum \( P \) is denoted by \( v = (1, \hat{p}) \), so that \( v \cdot K = -k^0 + k z \) for the external four-momentum \( K \). In the HTL limit, we often encounter integrals of the type

\[
A_{\alpha} \equiv \int z \left( v \cdot K \right)^{\alpha} = \frac{\Gamma \left( \frac{1}{2} \right) \Gamma \left[ \frac{1}{2}(d-1) \right]}{\Gamma \left( \frac{d}{2} \right)} (-k^0)^{-\alpha} {}_2F_1 \left( \frac{\alpha}{2}; \frac{1 + \alpha}{2}; \frac{d}{2}; \frac{k^2}{k_0^2} \right)
\]

for some parameter \( \alpha \). The result has been written in terms of the hypergeometric function \( {}_2F_1 \). The following recursion relation applies for \( \alpha \in \mathbb{Z}^+ \),

\[
A_{\alpha+1} = \frac{1}{\alpha} \frac{d}{dk^0} A_{\alpha} .
\]
Another useful integral is given by

\[ A^i_\alpha \equiv \int_\mathbb{R} \frac{v^i}{(v \cdot K)^\alpha} = k^i \int_\mathbb{R} \frac{z}{(v \cdot K)^\alpha} = \frac{k^i}{k^2} (A_{\alpha-1} + k^0 A_\alpha), \quad (A21) \]

where we have exploited spatial rotational symmetry. By denoting

\[ L(K) \equiv \frac{1}{2k} \ln \frac{k^0 + k}{k^0 - k}, \quad (A22) \]

we write the small \( \varepsilon \) expansions of the above results at specific values of \( \alpha \) as

\[ A_0 = \int_\mathbb{R} \frac{1}{z} = 2 + (1 - \ln(2))4\varepsilon + O(\varepsilon^2), \quad (A23) \]

\[ A_1 = \int_\mathbb{R} \frac{1}{v \cdot K} = -2L(K) + \left\{ 2L(K) \ln \left( \frac{K^2}{k^2} \right) \right. \\
\left. + \frac{1}{k} \left[ \text{Li}_2 \left( \frac{k^0 - k}{k^0 + k} \right) - \text{Li}_2 \left( \frac{k^0 + k}{k^0 - k} \right) \right] \right\} \varepsilon + O(\varepsilon^2), \quad (A24) \]

\[ A_2 = \int_\mathbb{R} \frac{1}{(v \cdot K)^2} = -\frac{2}{K^2} + \frac{4}{K^2} (\ln(2) - k^0 L(K)) \varepsilon + O(\varepsilon^2), \quad (A25) \]

\[ A_3 = \int_\mathbb{R} \frac{1}{(v \cdot K)^3} = -\frac{2k^0}{(K^2)^2} - \frac{2}{(K^2)^2} \left\{ (1 - 2 \ln(2))k^0 \right. \\
\left. + \left( k_0^2 + k^2 \right) L(K) \right\} \varepsilon + O(\varepsilon^2), \quad (A26) \]

\[ A_4 = \int_\mathbb{R} \frac{1}{(v \cdot K)^4} = -\frac{2}{3} \left( \frac{2k_0^2 + k^2}{(K^2)^3} - \frac{2}{3} \frac{2}{(K^2)^3} \right) \left\{ (2 - 3 \ln(2) + k^0 L(K))k_0^2 \right. \\
\left. + (1 - \ln(2) + 3k^0 L(K))k^2 \right\} \varepsilon + O(\varepsilon^2). \quad (A27) \]
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