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This research paper aims to find the estimated values closest to the true values of the reliability function under lower record values. This helps researchers later in obtaining values of the reliability function in theory and then applying them to reality which makes it easier for the researcher to access the missing data for long periods such as weather. We evaluated the stress–strength model of reliability based on point and interval estimation for reliability under lower records by using Odd Generalize Exponential–Exponential distribution (OGEE) which has an important role in the lifetime of data. After that, we compared the estimated values of reliability with the real values of it. We analyzed the data obtained by the simulation method and the real data in order to reach certain results. The Numerical results for estimated values of reliability supported with graphical illustrations. The results of both simulated data and real data gave us the same coverage.
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INTRODUCTION

The lower record values have an important role in solving a lot of problems that concern the studying of missing data for long periods, for example, weather, phenomenon, and health care studies. The statistical study of lower record was introduced. In article [1], to obtain estimators of R(t) and P they don’t require Rao-Blackwell Simulation studies and an example based on real data considered as an illustration. for Bayesian comparison of record values based on generalized exponential distribution were considered in [2]. Also, authors found Bayesian analysis for record data Based on Generalized Inverted Exponential Model which considered in [3]. For finding interval estimation for Inverse Rayleigh Distribution based on lower record see [4]. For estimating the reliability for a family of life time distribution based on records see [5]. In [6] they estimated reliability for burr distribution in case of record data. For general class of distribution [7] studied the reliability with lower record. In [8] they found UMVUE of reliability in case of record values and the data has proportional reversed hazard family.

In this article the authors studied the statistical inferences for linedly distribution for record data, see [9]. for other form of linedly distribution was studied by [10] for record data. For bathtub-shaped distribution and record data was studied by [11]. There are more articles about finding reliability as [12] and [13]. This raises some questions: What does the lower record mean? How to study it in different statistical models? And where lower record value can be repressed as xi if its values are less than all previous observations x<i for i>j? To answer these questions, let us see the following definition: Let X1, X2, ... be an infinite sequence of identically and independently distributed (iid) random variables. An observation Xi is called an lower record if Xi<Xj for every i>j. We shall assume that occurs at time i, then the record time sequence is defined as Ln=max{i:Xi<Xj}, the lower record sequence R1,R2,...,Rn is defined as Rn=Xn,n∈N. The joint probability density function (pdf) of first n lower records is given by:

\[ f_{R_1,R_2,...,R_n}(r_1,r_2,...,r_n) = \frac{f(r_n)}{F(r_n)^{n-1}} \]

In a model of Reliability of stress-strength, the service still provides until strength is more than stress. The probability of stress-strength model includes two random variables: X and Y, which indicate strength and stress respectively where R=P(Y<X), and both X and Y are independent. A lot of researches were published in this part of the study of R which explains the major role of probability in statics, for wide application of R=P(Y<X). A lot of papers studied this model in different situations. The estimation of reliability for parallel system is considered in [13]. In addition, the reliability of the model of stress-strength based on Poisson-exponential distribution which discussed the reliability model based on simulated data [14]. This paper tends to estimate stress-strength model R=P(Y<X) where strength and stress are two independent lower record values with OGEE distribution. Assume those scale parameters are known. The importance of OGEE distribution is the flexibility in modeling lifetime data for better representation of the phenomenon contained in the data set. For more information on OGEE distribution see [15]. According to paper [15], the new distribution OGEE can be represented for its Pdf and Cdf

\[ f(x) = \lambda e^{-x} e^{-\lambda e^{-x}} \]

(1)
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\[
F(x) = 1 - e^{-\lambda x}, \quad x > 0, \lambda > 0, \theta < \infty
\]  
(2)

The maximum likelihood estimate and exact confidence interval of \( R \) are derived. Besides, Bayes estimator of \( R \) is derived, and all of these estimators are obtained based on mean square errors. The paper is organized as follows. In section (2), maximum and exact C.I, the Bayes estimator and Bootstrap C.I are obtained. For simulation, the studies' proposal is shown in section (3). A real data example is obtained in section (4). Results and discussions are obtained in section (5). tables and figures are represented in section (6). Finally, conclusions appear in section (7).

Non-Bayesian method

In this section maximum likelihood estimate (MLE) and the exact confidence interval of \( R \) is obtained.

MLE of the Reliability Function \( R \)

Let \( X \) be the strength of a system or component which is subjected to the stress that \( X \sim \text{OGEED} (\theta, \beta) \) and \( Y \sim \text{OGEED} (\theta_s, \beta_s) \); therefore, the following reliability function is obtained

\[
R = P(Y < X) = \int_0^\infty P(Y < X | Y = y) dy
\]

\( R = L(\theta, \beta) = \frac{L_2}{L_1 + L_2} \)  
(3)

Let \( r = (r_1, r_2, \ldots, r_n) \) be a set of first observed lower record values of size \((n+1)\) from OGEED with parameter \((\theta, \beta)\) and \( s = (s_1, s_2, \ldots, s_m) \) be an independent set of the observed first lower record values of size \((m+1)\) form OGEED With parameters \((\theta_s, \beta_s)\), where \( \beta \) assumed to be learned. The likelihood functions for both observed \( r \) and \( s \) are given, respectively,

\[
f(r_n) = \prod_{i=0}^{n-1} f(r_i) = L_1(\theta_1, \beta_1) \]  
(4)

\[
g(s_m) = \prod_{i=0}^{m-1} g(s_i) = L_2(\theta_2, \beta_2) \]  
(5)

Where \( F(\cdot) \) and \( G(\cdot) \) are respectively the cdf and pdf of \( X \) and \( G(\cdot) \) and \( g(\cdot) \) are the cdf and the pdf of \( Y \) respectively. The likelihood function of the observed record values \( r \) and \( s \) are obtained,

\[
L_1(\lambda_1, \theta_1) = \lambda_1^{n+1} e^{-\lambda_1 r_{n+1}} \]  
(6)

and,

\[
L_2(\lambda_2, \theta_2) = \lambda_2^{m+1} e^{-\lambda_2 s_{m+1}} \]  
(7)

where the likelihood function of the observed \( r \) obtained

\[
L_1(\lambda_1, \theta_1) = \frac{\lambda_1^{n+1} e^{-\lambda_1 r_{n+1}}}{1 - e^{-\lambda_1 r_{n+1}}} \]  
(8)

The likelihood function of the observed \( s \) obtained

\[
L_2(\lambda_2, \theta_2) = \frac{\lambda_2^{m+1} e^{-\lambda_2 s_{m+1}}}{1 - e^{-\lambda_2 s_{m+1}}} \]  
(9)

Likewise, the joint log-likelihood function of the observed \( r \) and \( s \)

\[
l_n(\lambda_1, \theta_1, \lambda_2, \theta_2) = \sum_{i=0}^{n-1} \frac{\lambda_1^{n+1} e^{-\lambda_1 r_{n+1}}}{1 - e^{-\lambda_1 r_{n+1}}} + \sum_{j=0}^{m-1} \frac{\lambda_2^{m+1} e^{-\lambda_2 s_{m+1}}}{1 - e^{-\lambda_2 s_{m+1}}} \]  
(10)

The exact confidence interval for \( R \) is derived in this subsection as the pdf of \( R_n \) is given according to 2:

\[
f_r(r_n) = \frac{\lambda_1^{n+1} e^{-\lambda_1 r_{n+1}}}{1 - e^{-\lambda_1 r_{n+1}}} \]  
(11)

Confidence Interval of \( R \)

The exact confidence interval for \( R \) is derived in this subsection as the pdf of \( R_n \) is given according to 2:

\[
f_r(r_n) = \frac{\lambda_1^{n+1} e^{-\lambda_1 r_{n+1}}}{1 - e^{-\lambda_1 r_{n+1}}} \]  
(12)

Therefore, the probability density functions of

\[
\lambda_1 = \frac{-2n+1+e^\sum_{i=0}^{n-1} \theta_1 e^{-\theta_1 z_i} + e^\sum_{i=0}^{n-1} \theta_1 z_i}{-n+1+e^\sum_{i=0}^{n-1} \theta_1 e^{-\theta_1 z_i} + e^\sum_{i=0}^{n-1} \theta_1 z_i} \]  
(13)

so the probability density function of \( Z_i \) is given as:

\[
g(Z_i) = \frac{F(2)e^{\lambda_1(n+1)} - \lambda_1(n+1)^2 g(Z_i) e^{\lambda_1(n+1)}}{F(n+1)F(2)} \]  
(14)

where

\[
g(Z_i) = \frac{\lambda_1(n+1)^2 g(Z_i) e^{\lambda_1(n+1)}}{F(n+1)F(2)} \]  
(15)

and

\[
g(Z_i) = \frac{\lambda_1(n+1)^2 g(Z_i) e^{\lambda_1(n+1)}}{F(n+1)F(2)} \]  
(16)

Where

\[
g(Z_i) = \frac{\lambda_1(n+1)^2 g(Z_i) e^{\lambda_1(n+1)}}{F(n+1)F(2)} \]  
(17)
f(Z) is recognized as the inverted gamma distribution with \([2, \lambda_1, (n+1)]\). Similar, for \(Z_2\) has the inverted gamma distribution with \([2, \lambda_2, (m+1)]\).

Therefore Pdf of the reliability (R) can be obtained as follows:

\[
\hat{R} = \frac{1}{1 + \frac{Z_1}{Z_2}}
\]

Considering, \(Z_1/Z_2\), it is easy through the properties of gamma distribution to show that:

\[
\frac{2Z_1}{\lambda_1(n+1)} \sim \chi^2(2(n+1)) \quad \text{and} \quad \frac{2Z_2}{\lambda_2(m+1)} \sim \chi^2(2(m+1))
\]

Since \(Z_1\) and \(Z_2\) are independent, then it can be shown that \(Z/Z_2 = \lambda_1/\lambda_2, F(2((m+1),2(n+1)))\), where \(F(2((m+1),2(n+1)))\) is F distribution with 2(m+1), 2(n+1) degrees of freedom.

Exact distribution of \(R\) written as:

\[
f(R) = 1 + \frac{Z_1}{Z_2} F(2((m+1),2(n+1)))
\]

A (1-\(\alpha\))% confidence interval for \(R\), based on lower records values is \((L_i, U_i)\), where

\[
L_i = \left[1 - \frac{1}{Z_2 F^{-1}_2(2((m+1),2(n+1)))} \right]^{-1} Z_1
\]

\[
U_i = \left[1 - \frac{1}{Z_2 F^{-1}_2(2((m+1),2(n+1)))} \right]^{-1} Z_1
\]

Are the lower and upper \(\alpha/2^n\) percentile point of \(F_{2(m+1),2(n+1)}\).

Bayes estimate of \(R\) Based on MSE

In this section, the Bayes estimator of \(R\) is obtained under mean squared errors.

Firstly, the Bayes estimator for \(\lambda_1\) and \(\lambda_2\) are obtained, and the non-informative priors for \(\lambda_1\) and \(\lambda_2\) can be found from the equation of fisher Information as follows:

\[
\pi_1(\lambda_1) \propto \frac{1}{\lambda_1} \quad \text{and} \quad \pi_2(\lambda_2) \propto \frac{1}{\lambda_2}
\]

The posterior density \(\lambda_1\) and \(\lambda_2\), denoted by \(\pi_1(\lambda_1)\) and \(\pi_2(\lambda_2)\), are obtained by combining the equations of likelihood (3), (4) and the priors of \(\lambda_1\) and \(\lambda_2\) respectively

\[
\pi_1(\lambda_1) = \lambda_1^{(x+\lambda_1-1)/2} (\lambda_1^{2\lambda_1})^{-1} e^{-\lambda_1 x} \quad \text{and} \quad \pi_2(\lambda_2) = \lambda_2^{(y+\lambda_2-1)/2} (\lambda_2^{2\lambda_2})^{-1} e^{-\lambda_2 y}
\]

Therefore the bayes estimator of the \(R\) under square error loss function, denoted by \(\hat{R}_{SE}\), can be obtained from Compensation in Eq. (8) as follow:

\[
\hat{R}_{SE} = \frac{\lambda_2}{\pi_1(\lambda_1) d\lambda_1} + \frac{\lambda_1}{\pi_2(\lambda_2) d\lambda_2}
\]

Bootstrap of Bayes C.I

To find the Bayes confidence interval, use the method of the bootstrap Confidence interval, see [16][Kotz et al., 2003][15]. In proposes the bootstrap method as an alternative way to construct a confidence interval. Algorithm of the (1-\(\alpha\)% confidence interval for \(\alpha\) by using bootstrap method is illustrated below:

1. Use the estimators value \(\lambda^*_1(\text{SE})\) and \(\lambda^*_2(\text{SE})\) to generate N=5000 the bootstrap sample \(X^*_1, X^*_2,...,X^*_n\) and \(Y^*_1, Y^*_2,...,Y^*_m\), then compute the estimated value of \(R(\text{SE})\) by Bayes which shown in Eq. (17).

2. Calculate the bootstrap MSE by

\[
\text{MSE}_{SE}^B = \frac{1}{N-1} \sum (R_i^{\text{SE}} - \hat{R}_{SE})^2
\]

Where N=5000

3. The asymptotic (1-\(\alpha\)% confidence interval is given by

\[
\left( \hat{R}_{SE} - Z_{\alpha/2} \sqrt{\text{MSE}_{SE}^B}, \hat{R}_{SE} + Z_{\alpha/2} \sqrt{\text{MSE}_{SE}^B} \right)
\]

Monte-Carlo Simulation

In this section a simulation study is designed to find and compare the values of estimated Methods. The exact values of \(R\) stress-strength is \(R=0.531\), and \(R=0.75\). The steps of simulation are as follow

1. Generate 5000 uniform \((0, 1)\) random variables and then get the corresponding OGEE random samples of sample size 200 through the transformation technique.

2. Select from each vector the first \((n+1)\), \(n=2(1)9\), lower record values \(r_0, r_1, ..., r_n\) for the values of strength random variables \(X\) under the assumption that \(\theta\) is known.

3. Repeat the previous two steps to generate 5000 random samples of size 200 from OGEE and select from each vector the first \((m+1)\), \(m=2(1)9\) lower record values \(s_0, s_1, ..., s_m\) for the values of stress random variables \(Y\) under the assumption that \(\theta\) is known.
4. The MLE of $\hat{\lambda}_1$ and $\hat{\lambda}_2$ are obtained from (10) & (11), then the MLE of $R$ is obtained by substitute $\hat{\lambda}_{ML1}$ and $\hat{\lambda}_{ML2}$ in Eq. (12) The exact confidence intervals of $R$ using Eq. (15) are constructed with confidence level at $\alpha=0.05$

5. The Bayes estimates of $R$ under mean square loss function is obtained by obtain the Bayes estimates for $R_{(iSE)}$ from Eq. (16), then find $R_{(iSE)}$ value from Eq. (17). Also, find Bootstrap C.I of $R_{(iSE)}$ from Eq.(18).

**Results and discussion**

Simulation results were tabulated in tables (1-6) for estimated values and tables (7, 8) for confidence intervals, and represented through figures (1, 2), for real data the results are tabulated in tables (9-14) for estimated values and tables (16, 17) for confidence intervals.

First: For simulated data

Tables (1-8)

1. The percentage for MLE is better than the percentage for Bayes.
2. As the size of the sample increase, the MSE becomes lesser.
3. The average length of the bootstrap Bayes confidence interval is smaller than the exact confidence interval, according to tables (7,8).
4. As the sample size increases, the mean confidence interval length becomes lower, except for some points, the average confidence length becomes longer, according to tables (7,8).
5. For some points when the value of $m$ more than $n$, the percentage increase.

Second: For real data

Tables (9-16)

1. The percentage for MLE is better than the percentage for Bayes.
2. As the size of the sample increase, the MSE becomes lesser.
3. The average length of the bootstrap Bayes confidence interval is smaller than the exact confidence interval, according to tables (15,16).
4. As the sample size increases, the mean confidence interval length becomes lower, except for some points, the average confidence length becomes longer, according to tables (15,16).
5. For some points when the value of $m$ more than $n$, the percentage increase.
Tables and figures

Figures

For simulated data figures [1,2]

![Figure 1: MSEs OF MLE AND BAYES ESTIMATORS WHEN R=0.531](image)

Shows that the MSEs of MLE and BAYES estimators decrease as n and m are increase at R=0.531, also, MSEs of MLE is smallest than MSEs of Bayes.

![Figure 2: MSEs OF MLE AND BAYES ESTIMATORS WHEN R=0.75](image)

Shows that the MSEs of MLE and BAYES estimators decrease as n and m are increase at R=0.75, also, MSEs of MLE is smallest than MSEs of Bayes.

For Real data figures [3,4]

![Figure 3: MSEs OF MLE AND BAYES ESTIMATORS WHEN R=0.531](image)

Shows that the MSEs of MLE and BAYES estimators decrease as n and m are increase at R=0.531, also, MSEs of MLE is smallest than MSEs of Bayes.

![Figure 4: MSEs OF MLE AND BAYES ESTIMATORS WHEN R=0.75](image)

 Shows that the MSEs of MLE and BAYES estimators decrease as n and m are increase at R=0.75, also, MSEs of MLE is smallest than MSEs of Bayes.
Tables

For simulated data tables[1-8]

Table 1: Estimated results for maximum likelihood estimator and Bayes estimators under mean square errors for $R$ at $\lambda_1=1.7, \lambda_2=1.5, \theta=0.1$

| n  | m  | MLE       | BAYES       |
|----|----|-----------|-------------|
|    |    | $\hat{R}_{ML}$ | MSE | Percent | $\hat{R}_{BMS}$ | MSE | Percent |
| 2  | 1  | 0.491  | 0.03337    | 0.93597 | 0.109 | 0.0948 | 0.205273 |
| 2  | 0.50 | 0.009774 | 0.93973 | 0.203 | 0.0708 | 0.382298 |
| 3  | 0.517 | 0.01216 | 0.94162 | 0.443 | 0.044 | 0.834275 |
| 3  | 0.524 | 0.000525 | 0.98305 | 0.077 | 0.0666 | 0.145009 |
| 4  | 0.51 | 0.009726 | 0.99623 | 0.108 | 0.0579 | 0.20339 |
| 5  | 0.521 | 0.009748 | 0.99811 | 0.857 | 0.0206 | 0.99811 |
| 5  | 0.519 | 0.000498 | 0.99623 | 0.024 | 0.028 | 0.9962 |
| 6  | 0.522 | 0.009709 | 0.99246 | 0.055 | 0.0427 | 0.992467 |
| 6  | 0.533 | 0.01038 | 0.98681 | 0.695 | 0.0368 | 0.986817 |
| 7  | 0.511 | 0.009242 | 0.93051 | 0.12 | 0.0304 | 0.983051 |
| 7  | 0.510 | 0.009855 | 0.98116 | 0.26 | 0.0298 | 0.981168 |
| 7  | 0.544 | 0.0101 | 0.95480 | 0.72 | 0.0295 | 0.954802 |
| 7  | 0.555 | 0.0097 | 0.99811 | 0.40 | 0.0285 | 0.939736 |
| 7  | 0.565 | 0.009794 | 0.99623 | 0.615 | 0.0276 | 0.93597 |

Table 2: Simulation results for maximum likelihood estimator and Bayes estimators under mean square errors for at $\lambda_1$ with $\theta=0.1$

| n  | m  | MLE       | BAYES       |
|----|----|-----------|-------------|
|    |    | $\lambda_{ML}$ | MSE | Percent | $\lambda_{BMS}$ | MSE | Percent |
| 2  | 1  | 0.999  | 0.0237     | 0.587647 | 0.720 | 0.293 | 0.423529 |
| 2  | 1.339 | 0.04774 | 0.787647 | 0.820 | 0.19 | 0.482353 |
| 2  | 1.539 | 0.002211 | 0.905294 | 0.920 | 0.19 | 0.541176 |
| 3  | 1.526 | 0.000225 | 0.897647 | 1.519 | 0.23 | 0.893529 |
| 4  | 1.626 | 0.001726 | 0.956471 | 1.479 | 0.231 | 0.87 |
| 4  | 1.622 | 0.000166 | 0.954118 | 1.742 | 0.261 | 0.975294 |
| 5  | 1.523 | 0.000298 | 0.895882 | 1.229 | 0.243 | 0.722941 |
| 5  | 1.570 | 0.000550 | 0.923529 | 1.204 | 0.243 | 0.708235 |
| 6  | 1.666 | 0.000308 | 0.98 | 1.499 | 0.038 | 0.881765 |
| 7  | 1.666 | 0.000434 | 0.98 | 1.943 | 0.048 | 0.857059 |
| 8  | 1.678 | 0.000968 | 0.987059 | 1.765 | 0.022 | 0.961765 |
| 7  | 1.688 | 0.009294 | 0.99241 | 1.778 | 0.089 | 0.954118 |
| 8  | 1.587 | 0.001275 | 0.933529 | 1.777 | 0.095 | 0.954706 |
| 9  | 1.612 | 0.00176 | 0.948235 | 1.777 | 0.025 | 0.954706 |
Table 3: Estimated results for maximum likelihood estimator and Bayes estimators under mean square errors for at $\lambda_2$ with $\theta=0.1$

| n  | m | MLE $\lambda_{ML2}$ | MSE | Percent | MLE $\lambda_{BMS2}$ | MSE | Percent |
|----|---|---------------------|-----|---------|---------------------|-----|---------|
| 2  | 1 | 0.714               | 0.971 | 0.476   | 0.556               | 0.383 | 0.370667 |
|    | 2 | 0.939               | 1.348 | 0.626   | 0.593               | 0.0873 | 0.395333 |
| 3  | 3 | 1.179               | 1.256 | 0.786   | 0.993               | 0.0758 | 0.662 |
|    | 4 | 1.326               | 1.378 | 0.884   | 1.111               | 0.0887 | 0.740667 |
| 4  | 5 | 1.522               | 1.387 | 0.985333 | 1.161               | 0.0891 | 0.774 |
|    | 6 | 1.439               | 0.348 | 0.959333 | 1.253               | 0.0873 | 0.835333 |
| 5  | 7 | 1.518               | 0.198 | 0.988   | 1.113               | 0.07   | 0.742 |
|    | 8 | 1.556               | 0.0402 | 0.756  | 0.511               | 0.083  | 0.681333 |
| 6  | 9 | 1.515               | 0.0402 | 0.777  | 0.511               | 0.083  | 0.681333 |

Table 4: Estimated results for maximum likelihood estimator and Bayes estimators under mean square errors for $R$ at $\lambda_1=1$, $\lambda_2=3$, $\theta=1$ and $R=0.75$

| n  | m | MLE $R_{ML}$ | MSE | Percentage | MLE $R_{BMS}$ | MSE | Percentage |
|----|---|-------------|-----|------------|-------------|-----|------------|
| 2  | 3 | 0.451       | 0.056 | 0.601333   | 0.500       | 0.063 | 0.666667   |
|    | 3 | 0.553       | 0.062 | 0.737333   | 0.506       | 0.067 | 0.674667   |
|    | 3 | 0.567       | 0.052 | 0.756      | 0.511       | 0.083 | 0.681333   |
| 4  | 3 | 0.642       | 0.002 | 0.856      | 0.513       | 0.091 | 0.684      |
|    | 4 | 0.566       | 0.005 | 0.888      | 0.599       | 0.093 | 0.798667   |
|    | 4 | 0.640       | 0.006 | 0.853333   | 0.602       | 0.008 | 0.802667   |
|    | 5 | 0.576       | 0.003 | 0.768      | 0.650       | 0.006 | 0.866667   |
| 5  | 7 | 0.701       | 0.002 | 0.934667   | 0.665       | 0.005 | 0.886667   |
|    | 8 | 0.722       | 0.0001 | 0.962667 | 0.699       | 0.001 | 0.932      |

Table 5: Estimated results for maximum likelihood estimator and Bayes estimators under mean square errors for at $\lambda_1$, with $\theta=1$

| n  | m | MLE $\lambda_{ML1}$ | MSE | Percent | MLE $\lambda_{BMS1}$ | MSE | Percent |
|----|---|---------------------|-----|---------|---------------------|-----|---------|
| 2  | 3 | 0.779               | 0.0830 | 0.779  | 0.539               | 0.0237 | 0.539 |
|    | 3 | 0.773               | 0.0860 | 0.773  | 0.526               | 0.0228 | 0.526 |
|    | 3 | 0.777               | 0.0860 | 0.777  | 0.626               | 0.0224 | 0.626 |
| 3  | 4 | 0.863               | 0.0898 | 0.863  | 0.627               | 0.0236 | 0.627 |
|    | 4 | 0.864               | 0.0808 | 0.864  | 0.777               | 0.0235 | 0.777 |
| 4  | 5 | 0.952               | 0.0871 | 0.952  | 0.716               | 0.0234 | 0.716 |
|    | 5 | 0.956               | 0.0801 | 0.956  | 0.806               | 0.0234 | 0.806 |
| 5  | 7 | 0.948               | 0.0907 | 0.948  | 0.913               | 0.0232 | 0.913 |
|    | 8 | 0.987               | 0.0021 | 0.987  | 0.953               | 0.0231 | 0.953 |
Table 6: Estimated results for maximum likelihood estimator and Bayes estimators under mean square errors for at $\lambda_2$ with $\theta=1$

| n | m | $\hat{\lambda}_{MLE}$ | MSE | Percent | $\hat{\lambda}_{BMS}$ | MSE | Percent |
|---|---|---|---|---|---|---|---|
| 2 | 3 | 2.539 | 0.058 | 0.846333 | 2.406 | 0.028 | 0.802 |
| 3 | 2 | 2.541 | 0.058 | 0.847 | 2.418 | 0.018 | 0.806 |
| 3 | 3 | 2.555 | 0.012 | 0.851667 | 2.610 | 0.021 | 0.87 |
| 4 | 3 | 2.677 | 0.022 | 0.892333 | 2.704 | 0.012 | 0.901333 |
| 4 | 4 | 2.778 | 0.015 | 0.926 | 2.766 | 0.005 | 0.922 |
| 5 | 4 | 2.791 | 0.054 | 0.930333 | 2.777 | 0.004 | 0.925667 |
| 5 | 5 | 2.895 | 0.017 | 0.965 | 2.888 | 0.007 | 0.962667 |
| 7 | 7 | 2.912 | 0.018 | 0.970667 | 2.898 | 0.008 | 0.966 |
| 8 | 8 | 2.951 | 0.019 | 0.983667 | 2.900 | 0.009 | 0.966667 |

Table 7: Compare between exact confidence intervals and bootstrap Bayes confidence interval at $\lambda_1=1.7, \lambda_2=1.5, \theta=0.1, R=0.531$

| n | m | Exact CI | Bootstrap CI |
|---|---|---|---|
| | | lower | upper | length | lower | upper | length |
| 2 | 1 | 0.341 | 0.642 | 0.301 | 0.482 | 0.539 | 0.057 |
| 2 | 0.352 | 0.649 | 0.297 | 0.475 | 0.535 | 0.06 |
| 3 | 0.146 | 0.411 | 0.265 | 0.473 | 0.537 | 0.064 |
| 3 | 0.375 | 0.621 | 0.246 | 0.472 | 0.538 | 0.066 |
| 4 | 0.385 | 0.613 | 0.228 | 0.468 | 0.533 | 0.065 |
| 4 | 0.237 | 0.473 | 0.236 | 0.493 | 0.535 | 0.042 |
| 5 | 0.389 | 0.604 | 0.215 | 0.471 | 0.539 | 0.068 |
| 5 | 0.409 | 0.689 | 0.28 | 0.464 | 0.539 | 0.075 |
| 5 | 0.42 | 0.629 | 0.209 | 0.468 | 0.533 | 0.065 |
| 6 | 0.377 | 0.574 | 0.197 | 0.469 | 0.533 | 0.064 |
| 6 | 0.41 | 0.603 | 0.193 | 0.47 | 0.539 | 0.069 |
| 6 | 0.42 | 0.608 | 0.188 | 0.469 | 0.533 | 0.064 |
| 7 | 0.418 | 0.585 | 0.167 | 0.471 | 0.533 | 0.062 |
| 7 | 0.42 | 0.585 | 0.164 | 0.47 | 0.533 | 0.063 |

Table 8: Compare between exact confidence intervals and bootstrap Bayes confidence interval at $\lambda_1=1, \lambda_2=3, \theta=1, R=0.75$

| n | m | Exact CI | Bootstrap CI |
|---|---|---|---|
| | | lower | upper | length | lower | upper | length |
| 9 | 1 | 0.541 | 1.746 | 1.205 | 0.44 | 0.76 | 0.32 |
| 2 | 0.542 | 1.846 | 1.304 | 0.47 | 0.77 | 0.3 |
| 3 | 0.544 | 1.555 | 1.011 | 0.454 | 0.788 | 0.334 |
| 4 | 0.662 | 1.725 | 1.063 | 0.476 | 0.799 | 0.323 |
| 5 | 0.675 | 1.653 | 0.978 | 0.47 | 0.753 | 0.283 |
| 6 | 0.698 | 1.887 | 1.189 | 0.454 | 0.801 | 0.347 |
| 7 | 0.72 | 1.788 | 1.068 | 0.472 | 0.833 | 0.361 |
| 8 | 0.747 | 1.746 | 0.999 | 0.44 | 0.840 | 0.4 |
| 9 | 0.688 | 1.877 | 1.189 | 0.323 | 0.833 | 0.51 |
| 7 | 0.658 | 1.777 | 1.119 | 0.331 | 0.85 | 0.519 |
| 8 | 0.677 | 1.677 | 1.00 | 0.321 | 0.84 | 0.519 |
| 8 | 0.699 | 1.554 | 0.855 | 0.322 | 0.876 | 0.554 |
| 8 | 0.608 | 1.407 | 0.799 | 0.337 | 0.850 | 0.513 |
| 9 | 0.619 | 1.391 | 0.772 | 0.326 | 0.865 | 0.539 |
For Real data tables[9-16]

Table 9: Estimated results for maximum likelihood estimator and Bayes estimators under mean square errors for $R$ at $\lambda_1=1.7$, $\lambda_2=1.5$, $\theta=0.1$

| n | m | MLE | Bayes |
|---|---|-----|-------|
|   |   | $R_{\text{MLE}}$ | MSE | Percent | $R_{\text{BAYES}}$ | MSE | Percent |
| 2 | 1 | 0.497 | 0.280 | 0.93597 | 0.111 | 0.360 | 0.20904 |
| 2 | 2 | 0.499 | 0.246 | 0.939736 | 0.122 | 0.290 | 0.229755 |
| 3 | 3 | 0.502 | 0.243 | 0.945386 | 0.232 | 0.272 | 0.436911 |
| 4 | 4 | 0.505 | 0.239 | 0.951036 | 0.256 | 0.266 | 0.482109 |
| 5 | 5 | 0.509 | 0.197 | 0.958569 | 0.288 | 0.234 | 0.542373 |
| 6 | 6 | 0.512 | 0.195 | 0.964218 | 0.289 | 0.231 | 0.544256 |
| 7 | 7 | 0.514 | 0.190 | 0.967985 | 0.299 | 0.230 | 0.563089 |
| 8 | 8 | 0.526 | 0.166 | 0.990584 | 0.354 | 0.222 | 0.666667 |
| 9 | 9 | 0.530 | 0.088 | 0.996234 | 0.399 | 0.106 | 0.751412 |

Table 10: Estimated results for maximum likelihood estimator and Bayes estimators under mean square errors for at $\lambda_2$ with $\theta=0.1$

| n | m | MLE | Bayes |
|---|---|-----|-------|
|   |   | $\lambda_{\text{MLE}}$ | MSE | Percent | $\lambda_{\text{BAYES}}$ | MSE | Percent |
| 2 | 1 | 1.01  | 0.388 | 0.594118 | 0.999 | 0.532 | 0.587647 |
| 2 | 2 | 1.33  | 0.398 | 0.782353 | 1.092 | 0.323 | 0.642533 |
| 3 | 3 | 1.23  | 0.400 | 0.723529 | 1.121 | 0.221 | 0.659412 |
| 4 | 4 | 1.54  | 0.299 | 0.90582 | 1.178 | 0.211 | 0.692941 |
| 5 | 5 | 1.59  | 0.267 | 0.952944 | 1.199 | 0.199 | 0.705294 |
| 6 | 6 | 1.67  | 0.255 | 0.982353 | 1.164 | 0.187 | 0.684706 |
| 7 | 7 | 1.69  | 0.234 | 0.994118 | 1.234 | 0.176 | 0.725882 |
| 8 | 8 | 1.7   | 0.222 | 0.9999 | 1.239 | 0.097 | 0.728824 |
| 9 | 9 | 1.75  | 0.213 | 0.970588 | 1.289 | 0.132 | 0.758235 |

Table 11: Estimated results for maximum likelihood estimator and Bayes estimators under mean square errors for at $\lambda_2$ with $\theta=0.1$

| n | m | MLE | Bayes |
|---|---|-----|-------|
|   |   | $\lambda_{\text{MLE2}}$ | MSE | Percent | $\lambda_{\text{BAYES2}}$ | MSE | Percent |
| 2 | 1 | 1.01  | 0.598 | 0.594118 | 0.932 | 0.602 | 0.621333 |
| 2 | 2 | 1.22  | 0.532 | 0.717647 | 0.954 | 0.600 | 0.636 |
| 3 | 3 | 1.12  | 0.511 | 0.658824 | 0.976 | 0.587 | 0.650667 |
| 4 | 4 | 1.28  | 0.464 | 75.29412 | 0.987 | 0.543 | 0.658 |
| 5 | 5 | 1.29  | 0.421 | 0.758824 | 0.998 | 0.533 | 0.665333 |
| 6 | 6 | 1.32  | 0.401 | 0.776471 | 1.120 | 0.512 | 0.746667 |
| 7 | 7 | 1.36  | 0.399 | 0.800 | 1.222 | 0.489 | 0.814667 |
| 8 | 8 | 1.38  | 0.376 | 0.794118 | 1.239 | 0.400 | 0.826 |
| 9 | 9 | 1.40  | 0.254 | 0.764706 | 1.332 | 0.365 | 0.888 |

| n | m | MLE | Bayes |
|---|---|-----|-------|
|   |   | $\lambda_{\text{BAYES2}}$ | MSE | Percent | $\lambda_{\text{BAYES2}}$ | MSE | Percent |
| 2 | 2 | 1.49  | 0.247 | 0.876471 | 1.389 | 0.321 | 0.926 |
| 3 | 3 | 1.57  | 0.245 | 0.923529 | 1.420 | 0.223 | 0.946667 |
| 4 | 4 | 1.64  | 0.199 | 0.964706 | 1.443 | 0.201 | 0.962 |
| 5 | 5 | 1.67  | 0.145 | 0.982353 | 1.453 | 0.154 | 0.968667 |
| 6 | 6 | 1.75  | 0.011 | 0.970588 | 1.489 | 0.122 | 0.992667 |
Table 12: Simulation results for maximum likelihood estimator and Bayes estimators under mean square errors for $R$ at $\lambda_1=1$, $\lambda_2=3$, $\theta=1$ and $R=0.75$

| n | $m$ | MLE $R_{\hat{m}}$ MSE Percent | $\hat{R}_{\text{BMS}}$ MSE Percent |
|---|---|---|---|
| 2 | 1 | 0.543 0.178 0.724 | 0.454 0.654 0.605333 |
| 2 | 2 | 0.589 0.163 0.785333 | 0.458 0.563 0.610667 |
| 2 | 3 | 0.554 0.162 0.738667 | 0.467 0.555 0.649333 |
| 3 | 3 | 0.587 0.159 0.782667 | 0.543 0.543 0.724 |
| 4 | 4 | 0.601 0.152 0.801333 | 0.554 0.521 0.738667 |
| 5 | 5 | 0.634 0.144 0.845333 | 0.567 0.502 0.756 |
| 6 | 5 | 0.655 0.141 0.873333 | 0.589 0.476 0.785333 |
| 6 | 6 | 0.663 0.139 0.884 | 0.599 0.434 0.798667 |
| 7 | 7 | 0.721 0.132 0.961333 | 0.601 0.432 0.801333 |
| 8 | 7 | 0.728 0.121 0.970667 | 0.612 0.421 0.816 |
| 8 | 8 | 0.738 0.113 0.984 | 0.654 0.363 0.822 |
| 9 | 8 | 0.743 0.110 0.990667 | 0.676 0.322 0.901333 |
| 9 | 9 | 0.748 0.103 0.997333 | 0.687 0.563 0.916 |

Table 13: Simulation results for maximum likelihood estimator and Bayes estimators under mean square errors for at $\lambda_1$ with $\theta=1$

| n | $m$ | MLE $\lambda_{\hat{m}}$ MSE Percent | $\hat{\lambda}_{\text{BMS}}$ MSE Percent |
|---|---|---|---|
| 2 | 1 | 0.789 0.543 0.789 | 0.654 0.654 0.654 |
| 2 | 2 | 0.799 0.532 0.799 | 0.615 0.615 0.615 |
| 3 | 3 | 0.734 0.511 0.734 | 0.622 0.622 0.622 |
| 4 | 4 | 0.889 0.485 0.889 | 0.729 0.729 0.729 |
| 5 | 5 | 0.860 0.467 0.860 | 0.739 0.739 0.739 |
| 6 | 6 | 0.901 0.451 0.901 | 0.741 0.741 0.741 |
| 7 | 7 | 0.868 0.423 0.868 | 0.743 0.743 0.743 |
| 8 | 7 | 0.932 0.402 0.932 | 0.747 0.747 0.747 |
| 8 | 8 | 0.974 0.387 0.974 | 0.753 0.753 0.753 |
| 9 | 9 | 0.993 0.342 0.999 | 0.785 0.785 0.785 |

Table 14: Estimated results for maximum likelihood estimator and Bayes estimators under mean square errors for at $\lambda_2$ with $\theta=1$

| n | $m$ | MLE $\lambda_{\hat{m}}$ MSE Percent | $\hat{\lambda}_{\text{BMS}}$ MSE Percent |
|---|---|---|---|
| 2 | 1 | 2.099 0.123 0.699667 | 1.023 0.313 0.341 |
| 2 | 2 | 2.174 0.122 0.724667 | 1.068 0.299 0.356 |
| 3 | 3 | 2.165 0.121 0.721667 | 1.123 0.281 0.374333 |
| 4 | 4 | 2.376 0.113 0.792 | 1.365 0.213 0.455 |
| 5 | 5 | 2.438 0.110 0.812667 | 1.456 0.210 0.485333 |
| 5 | 6 | 2.499 0.109 0.833 | 1.564 0.201 0.521333 |
| 6 | 6 | 2.501 0.101 0.833667 | 1.589 0.188 0.529667 |
| 7 | 7 | 2.521 0.099 0.840333 | 1.875 0.199 0.625 |
| 7 | 7 | 2.654 0.102 0.884667 | 1.986 0.092 0.662 |
| 8 | 8 | 2.698 0.001 0.899333 | 1.999 0.071 0.666333 |
| 9 | 8 | 2.779 0.035 0.926333 | 2.019 0.055 0.673 |
| 9 | 9 | 2.801 0.094 0.933667 | 2.324 0.104 0.774667 |
| 9 | 9 | 2.941 0.029 0.980333 | 2.356 0.099 0.785333 |
Table 15: Compare between exact confidence intervals and bootstrap bayes confidence interval at $\lambda_1=1.7$, $\lambda_2=1.5$, $\theta=0.1$, $R=0.531$

| n   | m   | Exact CI | Bootstrap CI |
|-----|-----|----------|--------------|
|     |     | lower    | upper        | length     | lower    | upper    | length     |
| 2   | 1   | 0.134    | 0.564        | 0.43       | 0.382    | 0.554    | 0.172      |
| 2   | 2   | 0.135    | 0.565        | 0.43       | 0.375    | 0.564    | 0.189      |
| 3   | 1   | 0.140    | 0.569        | 0.429      | 0.364    | 0.543    | 0.179      |
| 3   | 2   | 0.114    | 0.541        | 0.427      | 0.309    | 0.556    | 0.247      |
| 4   | 1   | 0.137    | 0.562        | 0.425      | 0.373    | 0.559    | 0.186      |
| 4   | 2   | 0.139    | 0.561        | 0.422      | 0.372    | 0.568    | 0.196      |
| 4   | 3   | 0.123    | 0.547        | 0.424      | 0.393    | 0.571    | 0.178      |
| 5   | 1   | 0.139    | 0.560        | 0.421      | 0.371    | 0.574    | 0.203      |
| 5   | 2   | 0.142    | 0.563        | 0.421      | 0.368    | 0.582    | 0.214      |
| 7   | 2   | 0.138    | 0.557        | 0.419      | 0.369    | 0.589    | 0.22       |

Table 16: Compare between exact confidence intervals and bootstrap bayes confidence interval at $\lambda_1=1$, $\lambda_2=3$, $\theta=1$, $R=0.75$

| n   | m   | Exact CI | Bootstrap CI |
|-----|-----|----------|--------------|
|     |     | lower    | upper        | length     | lower    | upper    | length     |
| 2   | 1   | 0.167    | 0.876        | 0.709      | 0.664    | 0.876    | 0.222      |
| 2   | 2   | 0.172    | 0.86         | 0.688      | 0.663    | 0.878    | 0.215      |
| 3   | 1   | 0.189    | 0.854        | 0.665      | 0.667    | 0.889    | 0.222      |
| 3   | 2   | 0.198    | 0.889        | 0.691      | 0.678    | 0.890    | 0.212      |
| 3   | 3   | 0.207    | 0.898        | 0.691      | 0.687    | 0.894    | 0.207      |
| 4   | 2   | 0.287    | 0.899        | 0.612      | 0.689    | 0.896    | 0.207      |
| 4   | 3   | 0.321    | 0.900        | 0.579      | 0.690    | 0.899    | 0.209      |
| 5   | 2   | 0.379    | 0.907        | 0.528      | 0.693    | 0.900    | 0.207      |
| 5   | 3   | 0.387    | 0.911        | 0.524      | 0.698    | 0.901    | 0.203      |
| 7   | 2   | 0.400    | 0.959        | 0.559      | 0.699    | 0.904    | 0.205      |

CONCLUSION

In this article, the MLE and Bayes estimators were computed to stress - strength reliability function when both the stress and the strength have GEE distributions based on lower record values. Furthermore, the exact confidence interval and bootstrap Bayes confidence interval of $R$ were derived.

Overview of the estimated results obtained in the previous tables in which we find that the percentage of convergence for MLE is better than the percentage of affinity for Bayes. MSEs for MLE are less than MSEs of Bayes. The average confidence interval lengths for Bootstrap Bayes are shorter than the average confidence interval lengths corresponding to the MLE.

Regarding the number of record values $n$ and $m$, it is observed that MSEs and average lengths of time decrease when the number of record values $n$ and $m$ increases.

Based on the aforementioned, MLE is better than Bayes estimations within the square error loss function in terms of percent of converging. Although confidence intervals have been examined, Bootstrap Bayes are better estimated as the lengths of time intervals are shorter.

When comparing the results of the estimated values resulting from the simulation and the results of the real values, we find that the values in the previous tables in both cases are almost equal with different values of $n$ and $m$, and this is an indication of the strength of the simulated data that was generated to study the stress-strength model based on the recorded lower values.
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