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In [2] we proved strong convergence with order 1 of the Ninomiya-Victoir scheme $X^{NV}$ with time step $T/N$ to the solution $X$ of the limiting SDE when the Brownian vector fields commute. In this paper, we prove that the normalized error process $N(X - X^{NV})$ converges to an affine SDE with source terms involving the Lie brackets between the Brownian vector fields and the drift vector field. This result ensures that the strong convergence rate is actually 1 when the Brownian vector fields commute, but at least one of them does not commute with the drift vector field. When all the vector fields commute the limit vanishes. Our result is consistent with the fact that the Ninomiya-Victoir scheme solves the SDE in this case.

1 Introduction

We consider a general $n$-dimensional stochastic differential equation, driven by a $d$-dimensional standard Brownian motion $W = (W^1, \ldots, W^d)$, of the form

$$
\begin{aligned}
    dX_t &= b(X_t)dt + \sum_{j=1}^{d} \sigma_j(X_t)dW^j_t, \quad t \in [0, T] \\
    X_0 &= x,
\end{aligned}
$$

(1.1)

where $x \in \mathbb{R}^n$ is the starting point, $b : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is the drift coefficient and $\sigma^j : \mathbb{R}^n \rightarrow \mathbb{R}^n, j \in \{1, \ldots, d\}$, are the Brownian vector fields. We are interested in the study of the normalized error process for the Ninomiya-Victoir scheme. To do so we will consider in the whole paper a regular time grid, with time step $h = T/N$, of the time interval $[0, T]$. We introduce some notations to define the Ninomiya-Victoir scheme. Let

- $(t_k = kh)_{k \in [0, N]}$ be the subdivision of $[0, T]$ with equal time step $h$,
- $\Delta W^j_s = W^j_s - W^j_{t_k}$, for $s \in (t_k, t_{k+1}]$ and $j \in \{1, \ldots, d\}$,
- $\Delta s = s - t_k$, for $s \in (t_k, t_{k+1}]$.
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For $V : \mathbb{R}^n \rightarrow \mathbb{R}^n$ Lipschitz continuous, $\exp(tV)x_0$ denotes the solution, at time $t \in \mathbb{R}$, of the following ordinary differential equation in $\mathbb{R}^n$

$$\begin{cases} \frac{dx(t)}{dt} = V(x(t)) \\ x(0) = x_0. \end{cases} \tag{1.2}$$

To deal with the Ninomiya-Victoir scheme, it is more convenient to rewrite the stochastic differential equation (1.1) in Stratonovich form. Assuming $C^1$ regularity for the vector fields, the Stratonovich form of (1.1) is given by:

$$\begin{cases} dX_t = \sigma^0(X_t)dt + \sum_{j=1}^d \sigma^j(X_t) \circ dW_t^j \\ X_0 = x, \end{cases} \tag{1.3}$$

where $\sigma^0 = b - \frac{1}{2} \sum_{j=1}^d \partial \sigma^j \sigma^j$ and $\partial \sigma^j$ is the Jacobian matrix of $\sigma^j$ defined as follows

$$\partial \sigma^j = (\langle \partial \sigma^j \rangle_{ik})_{i,k \in [1,n]} = ( \partial_{x_k} \sigma^{ij} )_{i,k \in [1,n]}. \tag{1.4}$$

We recall that the Ninomiya-Victoir scheme [9] is given by:

- starting point: $X^\eta_{t_0} = x$,
- for $k \in \{0, \ldots, N-1\}$, if $\eta_{k+1} = 1$:
  $$X^\eta_{t_{k+1}} = \exp \left( \frac{h}{2} \sigma^0 \right) \exp \left( \Delta W^d_{t_{k+1}} \sigma^d \right) \ldots \exp \left( \Delta W^1_{t_{k+1}} \sigma^1 \right) \exp \left( \frac{h}{2} \sigma^0 \right) X^\eta_{t_k}, \tag{1.5}$$
  and if $\eta_{k+1} = -1$:
  $$X^\eta_{t_{k+1}} = \exp \left( \frac{h}{2} \sigma^0 \right) \exp \left( \Delta W^1_{t_{k+1}} \sigma^1 \right) \ldots \exp \left( \Delta W^d_{t_{k+1}} \sigma^d \right) \exp \left( \frac{h}{2} \sigma^0 \right) X^\eta_{t_k}, \tag{1.6}$$

where $\eta = (\eta_k)_{k \geq 1}$ is a sequence of independent, identically distributed Rademacher random variables independent of $W$. In [1], we proved strong convergence with order $1/2$:

$$\forall p \geq 1, \exists C_{NV} \in \mathbb{R}^+_*, \forall N \in \mathbb{N}^*, \mathbb{E} \left[ \max_{0 \leq k \leq N} \left\| X_{t_k} - X^\eta_{t_k} \right\|^{2p} \right] \leq C_{NV} \left( 1 + \| X \|^{2p} \right) h^p. \tag{1.7}$$

In [2], we studied the stable convergence in law of the normalized error defined by $V^N = \sqrt{N} \left( X - X^\eta_{t_k} \right)$. The theory of stable convergence, introduced by Rényi [10] was developed by Kurtz-Protter [7], Jacod [5] and Jacod-Protter [6]. The asymptotic distribution of the normalized error for the Euler continuous scheme was established by Kurtz and Protter in [7]. The asymptotic behavior of the normalized error processes for the Milstein scheme [8], which is known to exhibit strong convergence with order 1, was studied by Yan in [11]. In both cases, the normalized error converges to the solution of an affine SDE with a source term involving additional randomness given by a Brownian motion independent of the one driving both the SDE and the scheme. In [2], we showed the stable convergence in law of $V^N$ to the solution $V$ of the affine SDE with source terms involving the Lie brackets between the Brownian vector fields:

$$V_t = \sqrt{\frac{T}{2}} \sum_{j=1}^d \sum_{m=1}^{j-1} \int_0^t [\sigma^j, \sigma^m] (X_s) dB_s^{j,m} + \int_0^t \partial b(X_s) V_s ds + \sum_{j=1}^d \int_0^t \partial \sigma^j (X_s) V_s dW_s^j,$$
where \([\sigma^j, \sigma^m] = \partial \sigma^m \sigma^j - \partial \sigma^j \sigma^m\), for \(j, m \in \{1, \ldots, d\}, m < j\), denotes the Lie bracket between the Brownian vector fields \(\sigma^j\) and \(\sigma^m\). \(\partial b\) is the Jacobian matrix of \(b\), defined analogously to (1.4), and \((B_t)_{0 \leq t \leq T}\) is a standard \(\frac{d(d-1)}{2}\)-dimensional Brownian motion independent of \(W\). The limit vanishes when the Brownian vector fields commute:

\[
\forall j, m \in \{1, \ldots, d\}, [\sigma^j, \sigma^m] = \partial \sigma^m \sigma^j - \partial \sigma^j \sigma^m = 0. \tag{C}
\]

When the Brownian vector fields \(\sigma^j\), for \(j \in \{1, \ldots, d\}\), commute, the order of integration of these fields no longer matters, since Frobenius’ theorem ensures (see [3] or [4]) the commutativity of the associated flows. The sequence \(\eta\) is then useless. Therefore, the Ninomiya-Victoir scheme may be written as follows

- starting point: \(X_{t_0}^{NV} = x\),
- for \(k \in \{0, \ldots, N - 1\}\),

\[
X_{t_{k+1}}^{NV} = \exp\left(\frac{h}{2} \sigma^0\right) \exp\left(\Delta W_{t_{k+1}}^{d} \sigma^d\right) \cdots \exp\left(\Delta W_{t_{k+1}}^{1} \sigma^1\right) \exp\left(\frac{h}{2} \sigma^0\right) X_{t_{k}}^{NV}. \tag{1.8}
\]

Under some regularity assumptions, we proved, in [2], strong convergence with order 1 of the Ninomiya-Victoir scheme when the commutativity condition (C) holds. More precisely, we showed the following result.

**Theorem 1.1** Assume that

- \(\forall j \in \{1, \ldots, d\}, \sigma^j \in C^1(\mathbb{R}^n, \mathbb{R}^n)\) with bounded first order derivatives,
- \(\sigma^0 \in C^2(\mathbb{R}^n, \mathbb{R}^n)\) with bounded first order derivatives and polynomially growing second order derivatives,
- \(\sum_{j=1}^{d} \partial \sigma^j \sigma^j\) is a Lipschitz continuous function,

and that the commutativity condition (C) holds. Then

\[
\forall p \geq 1, \exists C'_{NV} \in \mathbb{R}_+, \forall N \in \mathbb{N}^*, \mathbb{E} \left[ \max_{0 \leq k \leq N} \left\| X_{t_k} - X_{t_k}^{NV} \right\|^{2p} \right] \leq C_{NV}' h^{2p}. \tag{1.9}
\]

In the present paper, we assume that the commutativity condition (C) holds and we focus on the convergence in law of the normalized error defined by \(U^N = N (X - X^{NV})\). This paper is organized as follows. In section 2, we define an adapted interpolation between time grid points and derive its Itô decomposition. Then, we provide a suitable decomposition of the normalized error \(U^N = N (X - X^{NV})\) of the form

\[
U^N_t = Q^N_t + J^N_t + \left( \int_0^t H_s^{0,N} U^N_s ds + \sum_{j=1}^{d} \int_0^t H_s^{j,N} U^N_s dW^j_s \right), \tag{1.10}
\]

where \(H^{j,N}, j \in \{0, \ldots, d\}\) take values in \(\mathbb{R}^n \otimes \mathbb{R}^n\), \(Q^N\) is a remainder term and \(J^N\) a source term, to study its stable convergence in law. In section 3, we prove the stable convergence in law of \(U^N\) to the solution of the following SDE:

\[
U_t = \frac{T}{2\sqrt{3}} \sum_{j=1}^{d} \int_0^t [\sigma^0, \sigma^j] (X_s) d\tilde{B}^j_s + \int_0^t \partial b (X_s) U_s ds + \sum_{j=1}^{d} \int_0^t \partial \sigma^j (X_s) U_s dW^j_s. \tag{1.11}
\]
where \( \tilde{B}_t \) is a standard \( d \)-dimensional Brownian motion independent of \( W \). This result ensures that the strong convergence rate is actually 1 when the Brownian vector fields commute, but at least one of them does not commute with the drift vector field \( \sigma^0 \). It is not surprising that the limit vanishes when all the vector fields \( \sigma^j \), for \( j \in \{0, \ldots, d\} \), commute, since the Ninomiya-Victoir scheme solves the SDE (1.1) in this case.

**Notation**

In the following, we introduce some more notations which will be used throughout this paper.

- Let \( \hat{\tau}_s \) be the last time discretization before \( s \in [0, T] \), i.e., \( \hat{\tau}_s = t_k \) if \( s \in (t_k, t_{k+1}] \), and for \( s = t_0 = 0 \), we set \( \hat{\tau}_0 = 0 \).
- Let \( \bar{\tau}_s \) be the first time discretization after \( s \in [0, T] \), i.e., \( \bar{\tau}_s = t_{k+1} \) if \( s \in (t_k, t_{k+1}] \), and for \( s = t_0 = 0 \), we set \( \bar{\tau}_0 = 0 \).
- For the vector field \( \sigma^j \), \( j \in \{0, \ldots, d\} \), \( \partial^2 \sigma^j \) denotes the \( n \times n \)-tensor \((\partial^2 \sigma^j)^{i,k,l} = \partial^2_{x_i x_k} \sigma^{j,l}\).
- The tensor product, between a \( m \times p \times q \)-tensor \( A \) and a vector \( b \) in \( \mathbb{R}^q \) is denoted by \( A \otimes b \):
  \[
  (A \otimes b)_{i,k} = \sum_{l=1}^{q} A^{i,k,l} b^l, \forall i \in \{1, \ldots, m\}, \forall k \in \{1, \ldots, p\}.
  \]
- To lighten up the notation, \( \| \cdot \| \) will denote both the Euclidean norm in \( \mathbb{R}^n \) and its associated operator norm in \( \mathbb{R}^n \otimes \mathbb{R}^n \).
- For a finite-dimensional normed vector space \((\mathcal{S}, \| \cdot \|_{\mathcal{S}})\), \( LIP^{pgc}_{loc}(\mathcal{S}) \) denotes the space of locally Lipschitz with polynomially growing Lipschitz constant functions from \( \mathbb{R}^n \) to \( \mathcal{S} \):
  \[
  LIP^{pgc}_{loc}(\mathcal{S}) = \{ F : \mathbb{R}^n \rightarrow \mathcal{S}, \exists c \in \mathbb{R}^+, \exists q \in \mathbb{N}, \forall x, y \in \mathbb{R}^n, \| F(x) - F(y) \|_{\mathcal{S}} \leq c(1 + \| x \|^q \vee \| y \|^q) \| x - y \| \}.\]

**Remark 1.2**

- If \( F \in C^1(\mathbb{R}^n, \mathcal{S}) \) with polynomially growing first order derivatives, then \( F \in LIP^{pgc}_{loc}(\mathcal{S}) \).
- If \( A \in LIP^{pgc}_{loc}(\mathbb{R}^m \otimes \mathbb{R} \otimes \mathbb{R}^q) \), \( M \in LIP^{pgc}_{loc}(\mathbb{R}^p \otimes \mathbb{R}^q) \) and \( b \in LIP^{pgc}_{loc}(\mathbb{R}^q) \), then \( A \otimes b \in LIP^{pgc}_{loc}(\mathbb{R}^m \otimes \mathbb{R}^p) \) and \( Mb \in LIP^{pgc}_{loc}(\mathbb{R}^p) \).

### 2 Adapted interpolation and main result

#### 2.1 Main result

To study the normalized error process \( U^N = N(X - X^{NV}) \), using the framework described in section 2 of [2], we provide the following adapted interpolation between time grid points:

\[
\begin{align*}
X^{NV}_t & = h_{d+1} \left( \frac{\Delta t}{2}, \Delta W_t, \frac{\Delta t}{2}, X^{NV}_{\hat{\tau}_t} \right) \\
X^{NV}_0 & = x,
\end{align*}
\] (2.1)
where \( h_{d+1} : \mathbb{R}^{d+1} \rightarrow \mathbb{R}^n \) is defined by

\[
h_{d+1}(t_0, \ldots, t_{d+1}; y) = \exp(t_{d+1}\sigma^0) \exp(t_d\sigma^d) \ldots \exp(t_1\sigma^1) \exp(t_0\sigma^0) y, \tag{2.2}
\]

for the initial condition \( y \in \mathbb{R}^n \). The main result of this paper is the following theorem, which gives the stable convergence in law of the normalized error process \( U^N \).

\section*{Theorem 2.1}

Assume that

\begin{itemize}
  \item \( \forall j \in \{0, \ldots, d\}, \sigma^j \in \mathcal{C}^2(\mathbb{R}^n, \mathbb{R}^n) \) with bounded first order derivatives, \( \partial \sigma^j \in \text{LIP}^\text{loc}(\mathbb{R}^n \otimes \mathbb{R}^n) \) and \( \partial^2 \sigma^j \in \text{LIP}^\text{loc}(\mathbb{R}^n \otimes \mathbb{R}^n \otimes \mathbb{R}^n) \),
  \item \( \forall j \in \{1, \ldots, d\}, \partial \sigma^j \sigma^j \) is a Lipschitz continuous function,
\end{itemize}

and that the commutativity condition (C) holds. Then:

\[
U^N = N (X - X^{NV}) \xrightarrow{\text{stably}} N \rightarrow +\infty U \tag{2.3}
\]

where \( U \) is the unique solution of the following affine equation:

\[
U_t = \frac{T}{2\sqrt{3}} \sum_{j=1}^{d} \int_{0}^{t} \left[ \sigma^0, \sigma^j \right](X_s) d\tilde{B}_s^j + \int_{0}^{t} \partial b(X_s) U_s ds + \sum_{j=1}^{d} \int_{0}^{t} \partial \sigma^j(X_s) U_s dW_s^j \tag{2.4}
\]

and \( \left( \tilde{B}_t \right)_{0 \leq t \leq T} \) is a standard \( d \)-dimensional Brownian motion independent of \( W \).

In order to prove this theorem we will proceed as follows. Firstly, we will derive the dynamics of the interpolated Ninomiya-Victoir scheme \( X^{NV} \) using Itô's formula. Then we will decompose the dynamics as follows

\[
dX^{NV}_t = b(X^{NV}_t) dt + \sum_{j=1}^{d} \sigma^j(X^{NV}_t) dW^j_t + d\tilde{J}_t + d\tilde{Q}_t \tag{2.5}
\]

where \( \tilde{J} \) is a term with strong order 1 and \( \tilde{Q} \) is a remainder term such that \( N\tilde{Q} \) uniformly converges in probability to 0. Using (2.5) we can derive a convenient decomposition of the normalized error process \( U^N \) as

\[
U^N_t = \tilde{Q}_t^N + \tilde{J}_t^N + \left( \int_{0}^{t} H^{0,N}_s U^N_s ds + \sum_{j=1}^{d} \int_{0}^{t} H^{j,N}_s U^N_s dW^j_s \right) \tag{2.6}
\]

where \( H^{j,N}, j \in \{0, \ldots, d\} \) take values in \( \mathbb{R}^n \otimes \mathbb{R}^n \). \( \tilde{J} = -N\tilde{J} \) is a source term and \( \tilde{Q} = -N\tilde{Q} \) is a remainder term. By analyzing the stable convergence in law of the source term \( J \), we will be able to prove the above result using Theorem 2.5 in [2].

\section*{2.2 Itô decomposition of \( X^{NV} \)}

To get the Itô decomposition of \( X^{NV} \), the main difficulty is to explicit the derivatives of \( h_{d+1} \) given by (2.2). Even if the commutativity of the Brownian vector fields \( \sigma^j, j \in \{1, \ldots, d\} \),
simplifies the calculation a lot, it is still cumbersome. To compute the derivatives of \( h_{d+1} \), we begin by writing \( h_{d+1} \) in integral form as follows. The Frobenius theorem (see [3] or [4]) ensures that for all permutation \( \xi \) on \( \{ 1, \ldots, d \} \):

\[
\begin{aligned}
    h_{d+1} (t_0, \ldots, t_{d+1}; y) &= y + \int_0^{t_0} \sigma^0 (\exp (s \sigma^0 y)) \, ds \\
    &+ \sum_{k=1}^d \int_0^{t_{\xi(k)}} \sigma^\xi (k) \left( \exp \left( s \sigma^\xi (k) \right) \left( \prod_{m<k} \exp \left( t_{\xi(m)} \sigma^\xi (m) \right) \right) \exp \left( t_0 \sigma^0 y \right) \right) \, ds \\
    &+ \int_0^{t_{d+1}} \sigma^0 (h_{d+1} (t_0, \ldots, t_d, s; y)) \, ds.
\end{aligned}
\]

(2.7)

First order derivative with respect to \( t_0 \).

To compute the derivative with respect to \( t_0 \), we choose \( \xi = Id \), and we introduce the functions

\[
    h_j (t_0, \ldots, t_j; y) = \exp(t_j \sigma^j) \ldots \exp(t_1 \sigma^1) \exp(t_0 \sigma^0) y,
\]

for \( j \in \{0, \ldots, d\} \). Then, with \( \xi = Id \), (2.7) becomes

\[
\begin{aligned}
    h_{d+1} (t_0, \ldots, t_{d+1}; y) &= y + \int_0^{t_0} \sigma^0 (h_0 (s; y)) \, ds + \sum_{k=1}^d \int_0^{t_k} \sigma^k (h_k (t_0, \ldots, t_{k-1}, s; y)) \, ds \\
    &+ \int_0^{t_{d+1}} \sigma^0 (h_{d+1} (t_0, \ldots, t_d, s; y)) \, ds,
\end{aligned}
\]

and it follows that

\[
\begin{aligned}
    \partial_{t_0} h_{d+1} (t_0, \ldots, t_{d+1}; y) &= \sigma^0 (h_0 (t_0; y)) + \sum_{j=1}^d \int_0^{t_j} \partial \sigma^j (h_j (t_0, \ldots, t_{j-1}, s; y)) \partial_{t_0} h_j (t_0, \ldots, t_{j-1}, s; y) \, ds \\
    &+ \int_0^{t_{d+1}} \partial \sigma^0 (h_{d+1} (t_0, \ldots, t_d, s; y)) \partial_{t_0} h_{d+1} (t_0, \ldots, t_d, s; y) \, ds.
\end{aligned}
\]

Moreover,

\[
\begin{aligned}
    \partial_{t_0} h_j (t_0, \ldots, t_j; y) &= \sigma^0 (h_0 (t_0; y)) + \sum_{k=1}^j \int_0^{t_k} \partial \sigma^k (h_k (t_0, \ldots, t_{k-1}, s; y)) \partial_{t_0} h_k (t_0, \ldots, t_{k-1}, s; y) \, ds.
\end{aligned}
\]

Then, solving these linear differential equations, we obtain by induction

\[
\begin{aligned}
    \partial_{t_0} h_{d+1} (t_0, \ldots, t_{d+1}; y) &= R^{d+1} (t_0, \ldots, t_{d+1}; y) R^d (t_0, \ldots, t_d; y) \ldots R^1 (t_0, t_1; y) \sigma^0 (h_0 (t_0; y)),
\end{aligned}
\]

(2.9)

where, for \( j \in \{1, \ldots, d+1\} \), \( R^j \) is the solution of the following linear system

\[
\begin{aligned}
    \frac{d}{dt} R^j (t_0, \ldots, t_{j-1}, t; y) &= \partial \sigma^j (h_j (t_0, \ldots, t_{j-1}, t; y)) R^j (t_0, \ldots, t_{j-1}, t; y) \\
    R^j (t_0, \ldots, t_{j-1}, 0; y) &= 1d_n,
\end{aligned}
\]

(2.10)

with \( \sigma^{d+1} = \sigma^0 \) by convention.
First order derivative with respect to $t_j, j \in \{1, \ldots, d\}$.

Choosing $\xi$ such that $\xi(d) = j$, we get

$$
\partial_t h_{d+1} (t_0, \ldots, t_{d+1}; y) = \sigma^j (h_d (t_0, \ldots, t_d; y)) + \int_0^{t_{d+1}} \partial_0 \sigma^0 (h_{d+1} (t_0, \ldots, t_d, s; y)) \partial_t h_{d+1} (t_0, \ldots, t_d, s; y) \, ds.
$$

(2.11)

Solving this linear differential equation, we obtain

$$
\partial_t h_{d+1} (t_0, \ldots, t_{d+1}; y) = R^{d+1} (t_0, \ldots, t_{d+1}; y) \sigma^j (h_d (t_0, t_1, \ldots, t_d; y)).
$$

(2.12)

First order derivative with respect to $t_{d+1}$.

The derivative with respect to $t_{d+1}$ is trivial:

$$
\partial_t h_{d+1} (t_0, \ldots, t_{d+1}; y) = \sigma^0 (h_{d+1} (t_0, \ldots, t_{d+1}; y)).
$$

(2.13)

Second order derivative with respect to $t_j, j \in \{1, \ldots, d\}$.

Using (2.11) and

$$
\partial_t h_d (t_0, \ldots, t_d; y) = \sigma^j (h_d (t_0, \ldots, t_d; y)),
$$

we have

$$
\partial_{t_j} h_{d+1} (t_0, \ldots, t_{d+1}; y) = \partial \sigma^j \sigma_j (h_d (t_0, \ldots, t_d; y))
$$

$$
+ \int_0^{t_{d+1}} \partial^2 \sigma^0 (h_{d+1} (t_0, \ldots, t_d, s; y)) \otimes \partial_t h_{d+1} (t_0, \ldots, t_d, s; y)) \partial_t h_{d+1} (t_0, \ldots, t_d, s; y) \, ds
$$

$$
+ \int_0^{t_{d+1}} \partial \sigma^0 (h_{d+1} (t_0, \ldots, t_d, s; y)) \partial_{t_j} h_{d+1} (t_0, \ldots, t_d, s; y) \, ds.
$$

Solving this linear differential equation, we get

$$
\partial_{t_j} h_{d+1} (t_0, \ldots, t_{d+1}; y) = R^{d+1} (t_0, \ldots, t_{d+1}; y) \partial \sigma^j \sigma_j (h_d (t_0, \ldots, t_d; y))
$$

$$
+ \int_0^{t_{d+1}} R^{d+1} (t_0, \ldots, t_{d+1}; y) \bigg( R^{d+1} \bigg)^{-1} (t_0, \ldots, t_d, s; y) \big((\partial^2 \sigma^0 \circ h_{d+1} \otimes \partial_t h_{d+1}) \partial_{t_j} h_{d+1}\big) (t_0, \ldots, t_d, s; y) \, ds.
$$

(2.15)

Itô's formula.

Using Itô's formula, we obtain:

$$
\begin{align*}
\frac{dX_{t_{d+1}}^{NV}}{dt} &= \frac{1}{2} \partial_{t_0} h_{d+1} \left( \frac{\Delta t}{2}, \Delta W_t, \frac{\Delta t}{2}; h^N_{d+1} \right) dt + \sum_{j=1}^d \partial_{t_j} h_{d+1} \left( \frac{\Delta t}{2}, \Delta W_t, \frac{\Delta t}{2}; h^N_j \right) dW_t^j \\
&\quad + \frac{1}{2} \partial_{t_{d+1}} h_{d+1} \left( \frac{\Delta t}{2}, \Delta W_t, \frac{\Delta t}{2}; h^N_{d+1} \right) dt + \frac{1}{2} \sum_{j=1}^d \partial^2_{t_{j} t_{d+1}} h_{d+1} \left( \frac{\Delta t}{2}, \Delta W_t, \frac{\Delta t}{2}; h^N_j \right) dt \\
&\quad + \frac{d}{2} \sum_{j=1}^d \sigma^{d+1} (X_{t_{d+1}}) dW_t^j + \frac{1}{2} \sigma^0 (X_{t_{d+1}}) dt + \frac{1}{2} \sum_{j=1}^d \sum_{k=1}^d \left(Y_{t_{d+1}}^{d+1} \sigma^j (X_{t_{d+1}}) \right) dW_t^j,
\end{align*}
$$

(2.16)
where for $t \in [0, T]$

$$Z^0_t = Y^d_{t,t} \ldots Y^1_{t,t} \sigma^0 (\bar{X})_t,$$

for $j \in \{1, \ldots, d\}, s \in [\bar{t}, t]$

$$Y^j_{t,s} = R^j \left( \frac{\Delta t}{2}, \Delta W_t^j, \ldots, \Delta W_s^j; X^{NV}_{\bar{t}} \right),$$

$$Y^{d+1}_{t,s} = R^{d+1} \left( \frac{\Delta t}{2}, \Delta W_t^1, \ldots, \Delta W_t^d, \frac{\Delta s}{2}; X^{NV}_{\bar{t}} \right),$$

$$\bar{X}^0_t = h_0 \left( \frac{\Delta t}{2}, X^{NV}_{\bar{t}} \right),$$

$$\bar{X}_{t,s} = h_d \left( \frac{\Delta t}{2}, \Delta W_s; X^{NV}_{\bar{t}} \right),$$

$$Z^{d+1,j}_t = \frac{1}{2} \int_{\bar{t}}^t Y^{d+1}_{t,s} \left( Y^{d+1}_{s,s} \right)^{-1} \left( \partial^2 \sigma^0 \left( \bar{X}^{d+1}_{s,s} \right) \circ \left( Y^{d+1}_{t,s} \sigma^j \left( \bar{X}_{t,t} \right) \right) \right) Y^{d+1}_{t,s} \sigma^j \left( \bar{X}_{t,t} \right) \, ds,$$

and

$$\bar{X}^{d+1}_{t,t} = h_{d+1} \left( \frac{\Delta t}{2}, \Delta W_t; X^{NV}_{\bar{t}} \right). \tag{2.17}$$

The next lemma gives estimations of the moment of the Ninomiya-Victoir scheme $X^{NV}$ and its increments. It also compares $X^{NV}$ to the intermediate processes $\bar{X}^0$, $\bar{X}$ and $\bar{X}^{d+1}$. This result is very similar to Lemmas 4.4 and 4.5 in [2], that is why we omit its proof.

**Lemma 2.2** Assume that

- $\forall j \in \{1, \ldots, d\}, \sigma^j \in C^1 (\mathbb{R}^n, \mathbb{R}^n)$ with bounded first order derivatives,

- $\sigma^0$ and $\sum_{j=1}^d \partial^2 \sigma^j \sigma^j$ are Lipschitz continuous functions.

Then, $\forall p \geq 1, \exists C_0 \in \mathbb{R}^*_+, \forall N \in \mathbb{N}^*, \forall t \in [0, T],$

$$\mathbb{E} \left[ \left\| X^N_t \right\|^{2p} \right] \leq C_0, \tag{2.18}$$

$$\mathbb{E} \left[ \left\| X^N_t - X^{NV}_{\bar{t}} \right\|^{2p} \right] \leq C_0 \left( \Delta t \right)^p, \tag{2.19}$$

$$\mathbb{E} \left[ \left\| X^N_t - X^0_{\bar{t}} \right\|^{2p} \right] \leq C_0 \left( \Delta t \right)^p, \forall s \in [\bar{t}, t], \tag{2.20}$$

$$\mathbb{E} \left[ \left\| X^N_t - \bar{X}_{t,s} \right\|^{2p} \right] \leq C_0 \left( \Delta t \right)^p, \forall s \in [\bar{t}, t], \tag{2.21}$$

$$\mathbb{E} \left[ \left\| X^N_t - \bar{X}^{d+1}_{t,s} \right\|^{2p} \right] \leq C_0 \left( \Delta t \right)^{2p}, \forall s \in [\bar{t}, t]. \tag{2.22}$$

Moreover if the commutativity condition (C) holds:

$$\mathbb{E} \left[ \left\| X^N_t - \bar{X}_{t,t} \right\|^{2p} \right] \leq C_0 \left( \Delta t \right)^{2p}. \tag{2.23}$$
2.3 Suitable decomposition of \( X^{NV} \)

Our derivation of a decomposition of the form (2.5) is carried out in two steps. The first step will consist in approximating the dynamics of \( X^{NV} \) with strong order 3/2. In the second step we will identify the appropriate source term \( J^N \).

2.3.1 Approximation with strong order 3/2

The dynamics (2.16) of \( X^{NV} \) is not really tractable to study the normalized error process \( U^N \). In the following, we provide an approximation with strong order 3/2 of the theoretical dynamics of \( X^{NV} \). The goal is to be able to write the dynamics of \( X^{NV} \) in the form (2.5). We begin by indicating a natural approximation with strong order 2, respectively 3/2, of the intermediate processes \( Y^{d+1} \) and \( (\sigma^j (\bar{X}_{t,t}))_{0 \leq t \leq T} \), respectively \( (\partial \sigma^j \sigma^j (\bar{X}_{t,t}))_{0 \leq t \leq T} \), and \( Z^{d+1,j} \).

**Proposition 2.3** Assume that

- \( \forall j \in \{0, \ldots, d\}, \sigma^j \in C^2 (\mathbb{R}^n, \mathbb{R}^n) \) with bounded first order derivatives, \( \partial \sigma^j \in LIP^p_{loc} (\mathbb{R}^n \otimes \mathbb{R}^n) \) and \( \partial^2 \sigma^j \in LIP^p_{loc} (\mathbb{R}^n \otimes \mathbb{R}^n \otimes \mathbb{R}^n) \),

- \( \sum_{j=1}^d \partial \sigma^j \sigma^j \) is a Lipschitz continuous function.

Then, \( \forall p \geq 1, \exists C_1 \in \mathbb{R}_+, \forall N \in \mathbb{N}, \forall t \in [0, T], \forall j \in \{1, \ldots, d\} \),

\[
\mathbb{E} \left[ \left\| Y_{t,s}^{d+1} - I d_n - \frac{1}{2} \Delta s \partial \sigma^0 (X_{\hat{t}}^{NV}) \right\|^{2p} \right] \leq C_1 (\Delta t)^{4p}, \forall s \in [\hat{t}, t], \quad (2.24)
\]

\[
\mathbb{E} \left[ \left\| Z_{t}^{d+1,j} - \frac{1}{2} \Delta t \left( \partial^2 \sigma^0 \circ \sigma^j \right) \sigma^j (X_{\hat{t}}^{NV}) \right\|^{2p} \right] \leq C_1 (\Delta t)^{3p}. \quad (2.25)
\]

Moreover if the commutativity condition \( (C) \) holds:

\[
\mathbb{E} \left[ \left\| \sigma^j (\bar{X}_{t,t}) - \sigma^j (X_{\hat{t}}^{NV}) + \frac{1}{2} \Delta t \partial \sigma^j \partial \sigma^0 (X_{\hat{t}}^{NV}) \right\|^{2p} \right] \leq C_1 (\Delta t)^{4p}, \quad (2.26)
\]

\[
\mathbb{E} \left[ \left\| \partial \sigma^j \sigma^j (\bar{X}_{t,t}) - \partial \sigma^j \sigma^j (X_{\hat{t}}^{NV}) + \frac{1}{2} \Delta t \left( \partial^2 \sigma^0 \circ \sigma^j + (\partial \sigma^j)^2 \right) \sigma^0 (X_{\hat{t}}^{NV}) \right\|^{2p} \right] \leq C_1 (\Delta t)^{3p}. \quad (2.27)
\]

In (2.25) and (2.27), we have replaced by \( X_{\hat{t}}^{NV} \) the argument of the functions which would naturally appears in Taylor expansion when Lemma 2.2 ensures that the strong order 3/2 is preserved. Although the above approximations are very intuitive, their proofs are both heavy and technical. That is why, the proof of this proposition is postponed to the Appendix. To obtain an approximation with strong order 3/2 of the form (2.5), it remains to estimate \( \int_0^t Z_s^{0} ds \), for \( t \in [0, T] \).
Proposition 2.4 Assume that

- \( \sigma^0 \in C^1(\mathbb{R}^n, \mathbb{R}^n) \) with bounded first order derivatives, and \( \partial \sigma^0 \in LIP^{pgc}(\mathbb{R}^n \otimes \mathbb{R}^n) \),
- \( \forall j \in \{1, \ldots, d\}, \sigma^j \in C^2(\mathbb{R}^n, \mathbb{R}^n) \) with bounded first order derivatives, \( \partial \sigma^j \in LIP^{pgc}(\mathbb{R}^n \otimes \mathbb{R}^n) \), and \( \partial^2 \sigma^j \in LIP_{loc}(\mathbb{R}^n \otimes \mathbb{R}^n \otimes \mathbb{R}^n) \),
- \( \forall j \in \{1, \ldots, d\}, \partial \sigma^j \sigma^j \) is a Lipschitz continuous function.

Then, denoting by,

\[
\theta^0_t = \sigma^0(X^0_t) + \sum_{j=1}^d \Delta W^j_t \partial \sigma^j \sigma^0(X^0_t) + \frac{1}{2} \sum_{j=1}^d \Delta t \left( \partial^2 \sigma^j \sigma^j + (\partial \sigma^j)^2 \right) \sigma^0(X^0_t) + \frac{1}{2} \Delta t \partial \sigma^0 \sigma^0(X^0_t),
\]

(2.28)

for \( t \in [0, T] \), we have:

\[
\forall p \geq 1, \exists C_2 \in \mathbb{R}^+, \forall N \in \mathbb{N}^*, \mathbb{E} \left[ \sup_{t \leq T} \left\| \int_0^t (Z^0_s - \theta^0_s) \, ds \right\|^{2p} \right] \leq C_2 h^{3p}.
\]

(2.29)

This approximation is not really intuitive. Indeed, to get this result, we approximate the process \( Z^0 \), and then we use the integration by parts formula to identify the dominant contribution. The proof of this proposition is also postponed to the Appendix.

We are now able to approximate the dynamics of the Ninomiya-Victoir scheme. Using \( b = \sigma^0 + \frac{1}{2} \sum_{j=1}^d \partial \sigma^j \sigma^j \), together with Propositions 2.3 and 2.4, it is easy to see that an adequate decomposition of the dynamics of \( X^{NV} \) is given by

\[
dX^0_t = b(X^0_t) \, dt + \sum_{j=1}^d \sigma^j(X^0_t) \, dW^j_t + \frac{1}{2} \sigma^0(X^0_t) \, dt
\]

\[
dW^j_t = \sum_{j=1}^d \Delta W^j_t \partial \sigma^j \sigma^0(X^0_t) \, dt
\]

\[
+ \frac{1}{2} \sum_{j=1}^d \Delta t \left[ \sigma^j, \sigma^0 \right](X^0_t) \, dW^j_t + \frac{1}{2} \sum_{j=1}^d \Delta W^j_t \partial \sigma^j \sigma^0(X^0_t) \, dt
\]

\[
+ \frac{1}{4} \Delta t \left( \partial \sigma^0 \sigma^0 + \sum_{j=1}^d (\partial^2 \sigma^0 \sigma^j + \partial \sigma^0 \partial \sigma^j) \right)(X^0_t) \, dt + d\tilde{Q}_{1,N}^0,
\]

(2.30)

where \( \tilde{Q}_{1,N}^0 \) is defined by \( \tilde{Q}_{0,1}^0 = 0 \) and

\[
d\tilde{Q}_{1,N}^0 = \frac{1}{2} (Z^0_t - \theta^0_t) + \sum_{j=1}^d \left( Y^{d+1}_{t,t} \partial \sigma^j \sigma^j(\bar{X}_{t,t}) - \sigma^j(X^0_t) - \frac{1}{2} \Delta t \left[ \sigma^j, \sigma^0 \right](X^0_t) \right) \, dW^j_t
\]

\[
+ \frac{1}{2} \sum_{j=1}^d \left( Y^{d+1}_{t,t} \partial \sigma^j \sigma^j(\bar{X}_{t,t}) - \partial \sigma^j \sigma^j(X^0_t) - \frac{1}{2} \Delta t \left( \partial \sigma^0 \partial \sigma^j \sigma^j - \left( \partial^2 \sigma^0 \sigma^j + (\partial \sigma^j)^2 \right) \sigma^0 \right)(X^0_t) \right) \, dt
\]

\[
+ \frac{1}{2} \sum_{j=1}^d \left( Z^{d+1}_{t} - \frac{1}{2} \Delta t \left( \partial^2 \sigma^0 \sigma^j \right) \sigma^j(X^0_t) \right) \, dt,
\]

(2.31)

is a remainder term with strong order 3/2. The proof of the following proposition is also postponed to the Appendix.
Proposition 2.5 Under the assumptions of Theorem 2.1: \( \forall p \geq 1, \exists C_3 \in \mathbb{R}_+^*, \forall N \in \mathbb{N}^* \),
\[
\mathbb{E} \left[ \sup_{t \leq T} \left\| \tilde{Q}_t^{1,N} \right\|^{2p} \right] \leq C_3 h^{3p}.
\] (2.32)

2.3.2 Identification of the source term \( J^N \)

The goal of this subsection is to identify the source term \( J^N \). Deducing the strong convergence with order 1 of the Ninomiya-Victoir scheme from the equation (2.30) does not look straightforward. Indeed, at first glance, in (2.30), the terms
\[
\frac{N}{2} \int_0^T (\sigma^0 (X_t^{NV}) - \sigma^0 (\bar{X}_t^0)) \, dt
\]
and
\[
\frac{N}{2} \sum_{j=1}^d \int_0^T \Delta W^j \partial \sigma^j \sigma^0 (X_{\hat{\tau}_s}^N) \, dt
\]
seem to diverge as \( N \) goes to infinity. Actually, using the integration by parts formula, we show that both terms, (2.33) and (2.34), are bounded by a constant independent of \( N \) in \( L^2 \), which is consistent with Theorem 1.1. More precisely, we have the following result.

Proposition 2.6 Let
\[
I_t^0 = \frac{1}{2} \sum_{j=1}^d \int_0^T (t \wedge \tau_s - s) \, \partial \sigma^0 \sigma^j (X_s^{NV}) \, dW_s^j - \frac{1}{2} \sum_{j=1}^d \int_0^T (t \wedge \tau_s - s) \, \partial \sigma^0 \sigma^0 (X_s^{NV}) \, ds
\]
and
\[
I_t^j = \int_t^0 (t \wedge \tau_s - s) \, \partial \sigma^j \sigma^0 (X_s^{NV}) \, dW_s^j, \quad t \in [0,T],
\] (2.35)

and for \( j \in \{1, \ldots, d\} \)
\[
I_t^j = \int_0^t (t \wedge \tau_s - s) \, \partial \sigma^j \sigma^0 (X_s^{NV}) \, dW_s^j, \quad t \in [0,T].
\] (2.36)

Under the assumptions of Theorem 2.1: \( \forall p \geq 1, \exists C_4 \in \mathbb{R}_+^*, \forall N \in \mathbb{N}^*, \forall j \in \{1, \ldots, d\} \):
\[
\mathbb{E} \left[ \sup_{t \leq T} \left\| \int_0^t \sigma^0 (X_s^{NV}) - \sigma^0 (\bar{X}_s^0) \, ds - I_t^0 \right\|^{2p} \right] \leq C_4 h^{3p},
\] (2.37)
\[
\mathbb{E} \left[ \sup_{t \leq T} \left\| \int_0^t \Delta W_s^j \partial \sigma^j \sigma^0 (X_s^{NV}) \, ds - I_t^j \right\|^{2p} \right] \leq C_4 h^{3p}.
\] (2.38)

Proof : We start by proving (2.38) and we denote by
\[
\Phi_t^N = \int_0^t \Delta W_s^j \partial \sigma^j \sigma^0 (X_s^{NV}) \, ds - I_t^j.
\] (2.39)

Using the integration by parts formula, we have
\[
\int_0^t \Delta W_s^j \partial \sigma^j \sigma^0 (X_s^{NV}) \, ds = \int_0^t (t \wedge \tau_s - s) \, \partial \sigma^j \sigma^0 (X_s^{NV}) \, dW_s^j.
\]
Therefore,
\[ \Phi^N_t = - \int_0^t (t \land \tau_s - s) \left( \partial \sigma^j \sigma^0 (X^N_s) - \partial \sigma^j \sigma^0 (X^N_{\tau_s}) \right) dW^j_s. \]

Combining the Burkholder-Davis-Gundy inequality and a convexity inequality, we get a constant \( \alpha_1 \) independent of \( N \) such that
\[ \mathbb{E} \left[ \sup_{t \leq T} \| \Phi^N_t \|^{2p} \right] \leq \alpha_1 \int_0^T (t \land \tau_s - s)^{2p} \mathbb{E} \left[ \| \partial \sigma^j \sigma^0 (X^N_s) - \partial \sigma^j \sigma^0 (X^N_{\tau_s}) \|^{2p} \right] ds. \quad (2.40) \]

As the function \( \partial \sigma^j \sigma^0 \in LIP^q_{loc} (\mathbb{R}^n) \) is locally Lipschitz with polynomially growing Lipschitz constant, there exists \( c \in \mathbb{R}^+ \) and \( q \in \mathbb{N} \) such that
\[ \| \partial \sigma^j \sigma^0 (X^N_s) - \partial \sigma^j \sigma^0 (X^N_{\tau_s}) \| \leq c \left( 1 + \| X^N_s \|^q \vee \| X^N_{\tau_s} \|^q \right) \| X^N_s - X^N_{\tau_s} \|. \quad (2.41) \]
Hence,
\[ \mathbb{E} \left[ \| \partial \sigma^j \sigma^0 (X^N_s) - \partial \sigma^j \sigma^0 (X^N_{\tau_s}) \|^{2p} \right] \leq c^{2p} \mathbb{E} \left[ \left( 1 + \| X^N_s \|^q \vee \| X^N_{\tau_s} \|^q \right)^{2p} \| X^N_s - X^N_{\tau_s} \|^{2p} \right]. \quad (2.42) \]

Applying the Cauchy-Schwarz inequality together with (2.18) and (2.19) from Lemma 2.2, we easily get a constant \( \alpha_2 \in \mathbb{R}^+ \) independent of \( N \) such that:
\[ \mathbb{E} \left[ \| \partial \sigma^j \sigma^0 (X^N_s) - \partial \sigma^j \sigma^0 (X^N_{\tau_s}) \|^{2p} \right] \leq \alpha_2 h^p, \quad (2.43) \]
and we conclude that
\[ \mathbb{E} \left[ \sup_{t \leq T} \| \Phi^N_t \|^{2p} \right] \leq \alpha_1 \alpha_2 Th^{3p}. \quad (2.44) \]

Now, we focus on (2.37) and we denote
\[ \Psi^N_t = \int_0^t \left( \sigma^0 (X^N_s) - \sigma^0 (\bar{X}_s^0) \right) ds - I^0_t. \quad (2.45) \]
To get a clearer picture, the \( i \)-th coordinate, \( i \in \{1, \ldots, n\} \), \( \Psi^N_t \) is given by
\[ \Psi^N_t = \int_0^t \sigma^{0j} (X^N_s) - \sigma^{0j} (\bar{X}_s^0) ds - \sum_{j=1}^d \int_0^t (t \land \tau_s - s) \nabla \sigma^{0j} (X^N_s) \cdot \sigma^j (X^N_s) dW^j_s \]
\[ - \frac{1}{2} \int_0^t (t \land \tau_s - s) \nabla \sigma^{0j} (X^N_s) \cdot \sigma^0 (X^N_{\tau_s}) ds - \frac{1}{2} \sum_{j=1}^d \int_0^t (t \land \tau_s - s) \nabla \sigma^{0j} (X^N_{\tau_s}) \cdot \left( \partial \sigma^j \sigma^j (X^N_{\tau_s}) \right) ds \]
\[ - \frac{1}{2} \sum_{j=1}^d \sum_{k=1}^n \sum_{l=1}^n \int_0^t (t \land \tau_s - s) \partial_{x_k x_l} \sigma^{0j} (X^N_{\tau_s}) \sigma^{kj} (X^N_{\tau_s}) \sigma^{lj} (X^N_{\tau_s}) ds. \quad (2.46) \]
Using once again the integration by parts formula, since \( \forall s \in [0, T], X^N_{\tau_s} = \bar{X}_s^0 \), we have
\[ \int_0^t (\sigma^{0j} (X^N_s) - \sigma^{0j} (\bar{X}_s^0)) ds = \int_0^t (t \land \tau_s - s) d \left( \sigma^{0j} (X^N_s) - \sigma^{0j} (\bar{X}_s^0) \right). \]
Before applying Itô’s formula, we recall that the dynamics of $\bar{X}$ is given by

$$d\bar{X}_t^0 = \frac{1}{2} \sigma^0 (\bar{X}_t^0) dt,$$  \hspace{1cm} (2.47)

and that the dynamics of $X^{NV}$ is given by (2.30). Since $\forall t \in [0, T], \forall s \leq t, |t - \bar{s} - s| \leq h$, we rewrite the dynamics of $X^{NV}$ as the sum of its dominant contribution and a remainder term with strong order 1/2. Using (2.30) together with $b = \sigma^0 + \frac{1}{2} \sum_{j=1}^{d} \partial \sigma^j \sigma^j$, we obtain

$$dX_t^{NV} = \frac{1}{2} \sigma^0 (X_t^{NV}) dt + \sum_{j=1}^{d} \sigma^j (X_t^{NV}) dW_t^j + \frac{1}{2} \sum_{j=1}^{d} \partial \sigma^j \sigma^j (X_t^{NV}) dt + \frac{1}{2} \sigma^0 (\bar{X}_t^0) dt + d\vartheta_t$$

where

$$d\vartheta_t = \frac{1}{2} \sum_{j=1}^{d} \Delta t [\sigma^j, \sigma^0] (X_t^{NV}) dW_t^j + \frac{1}{2} \sum_{j=1}^{d} \Delta W_t^j \partial \sigma^j \sigma^0 (X_t^{NV}) dt$$

$$+ \frac{1}{4} \Delta t \left( \partial \sigma^0 \sigma^0 + \sum_{j=1}^{d} \left( \partial^2 \sigma^0 \otimes \sigma^j + \partial \sigma^0 \partial \sigma^j \right) \sigma^j \right) (X_t^{NV}) dt + d\tilde{Q}^{1,N}_t.$$  \hspace{1cm} (2.49)

Notice that $\vartheta$ is a term with strong order 1 since we have already proved (2.38). Applying Itô’s formula we get

$$\int_0^t \sigma^{i0} (X_s^{NV}) - \sigma^{i0} (\bar{X}_s^0) ds = \frac{1}{2} \int_0^t (t \wedge \bar{s} - s) \nabla \sigma^{i0} (X_s^{NV}) \cdot \sigma^0 (X_s^{NV}) ds$$

$$+ \sum_{j=1}^{d} \int_0^t (t \wedge \bar{s} - s) \nabla \sigma^{i0} (X_s^{NV}) \cdot \sigma^j (X_s^{NV}) dW_s^j$$

$$+ \frac{1}{2} \sum_{j=1}^{d} \int_0^t (t \wedge \bar{s} - s) \nabla \sigma^{i0} (X_s^{NV}) \cdot \partial \sigma^j \sigma^j (X_s^{NV}) ds$$

$$+ \frac{1}{2} \int_0^t (t \wedge \bar{s} - s) \left( \nabla \sigma^{i0} (X_s^{NV}) - \nabla \sigma^{i0} (\bar{X}_s^0) \right) \cdot \sigma^0 (X_s^{NV}) ds$$

$$+ \frac{1}{2} \sum_{j=1}^{d} \sum_{k=1}^{n} \sum_{l=1}^{n} \int_0^t (t \wedge \bar{s} - s) \partial^2_{x_k x_l} \sigma^{i0} (X_s^{NV}) \sigma^{kj} (X_s^{NV}) \sigma^{lj} (X_s^{NV}) ds$$

$$+ \int_0^t (t \wedge \bar{s} - s) \nabla \sigma^{i0} (X_s^{NV}) \cdot d\bar{s}_s$$

$$+ \frac{1}{2} \sum_{k=1}^{n} \sum_{l=1}^{n} \int_0^t (t \wedge \bar{s} - s) \partial^2_{x_k x_l} \sigma^{i0} (X_s^{NV}) d(\vartheta^k, \vartheta^l)_s$$

$$+ \frac{1}{2} \sum_{j=1}^{d} \sum_{k=1}^{n} \sum_{l=1}^{n} \int_0^t (t \wedge \bar{s} - s) \partial^2_{x_k x_l} \sigma^{i0} (X_s^{NV}) \sigma^{kj} (X_s^{NV}) d(\vartheta^k, W^j)_s.$$
Then, it follows that
\[
\Psi_{t,N} = \frac{1}{2} \int_0^t (t \wedge \tau_s - s) \left( \nabla \sigma^{i0} (X_{s}^{NV}) \cdot \sigma^0 (X_{s}^{NV}) - \nabla \sigma^{i0} (X_{\tau_s}^{NV}) \cdot \sigma^0 (X_{\tau_s}^{NV}) \right) ds \\
+ \frac{1}{2} \sum_{j=1}^d \int_0^t (t \wedge \tau_s - s) \left( \nabla \sigma^{i0} (X_{s}^{NV}) \cdot \partial \sigma^j \sigma^j (X_{s}^{NV}) - \nabla \sigma^{i0} (X_{\tau_s}^{NV}) \cdot \partial \sigma^j \sigma^j (X_{\tau_s}^{NV}) \right) ds \\
+ \frac{1}{2} \int_0^t (t \wedge \tau_s - s) \left( \nabla \sigma^{i0} (X_{s}^{NV}) - \nabla \sigma^{i0} (X_{0}^{0}) \right) \cdot \sigma^0 (X_{s}^{0}) ds \\
+ \frac{1}{2} \sum_{j=1}^d \sum_{k=1}^n \sum_{l=1}^n \int_0^t (t \wedge \tau_s - s) \left( \partial_{x_kx_l}^2 \sigma^{i0} \sigma ^{kj} \sigma ^{lj} (X_{s}^{NV}) - \partial_{x_kx_l}^2 \sigma^{i0} \sigma ^{kj} \sigma ^{lj} (X_{\tau_s}^{NV}) \right) ds \\
+ \int_0^t (t \wedge \tau_s - s) \nabla \sigma^{i0} (X_{s}^{NV}) \cdot d \theta_s \\
+ \frac{1}{2} \sum_{j=1}^d \sum_{k=1}^n \sum_{l=1}^n \int_0^t (t \wedge \tau_s - s) \partial_{x_kx_l}^2 \sigma^{i0} (X_{s}^{NV}) d(\theta^k, \theta^l)_s \\
+ \frac{1}{2} \sum_{j=1}^d \sum_{k=1}^n \sum_{l=1}^n \sum_{j=1}^d \int_0^t (t \wedge \tau_s - s) \partial_{x_kx_l}^2 \sigma^{i0} (X_{s}^{NV}) \sigma^j (X_{s}^{NV}) d(\theta^k, W^j)_s.
\]

Now, it is easy to see that (2.37) is a straightforward consequence of Lemma 2.2 and the regularity assumption on the vector fields \( \sigma^j \) for \( j \in \{0, \ldots, d\} \).

We easily obtain the following decomposition of \( X^{NV} \)
\[
X_t^{NV} = \int_0^t b (X_{s}^{NV}) ds + \sum_{j=1}^d \int_0^t \sigma^j (X_{s}^{NV}) dW_s^j + \frac{1}{2} \sum_{j=1}^d \int_0^t (\Delta s - (t \wedge \tau_s - s)) \left[ \sigma^j, \sigma^0 \right] (X_{s}^{NV}) dW_s^j \\
+ \frac{1}{4} \int_0^t (\Delta s - (t \wedge \tau_s - s)) \left( \partial \sigma^0 \sigma^0 + \sum_{j=1}^d \left( \partial^2 \sigma^0 \odot \sigma^j + \partial \sigma^0 \partial \sigma^j \right) \sigma^j \right) (X_{s}^{NV}) ds \\
+ \tilde{Q}_{t,N}^{2,N} + \tilde{Q}_{t,N}^{1,N},
\]
where
\[
\tilde{Q}_{t,N}^{2,N} = \frac{1}{2} \left( \int_0^t \left( \sigma^0 (X_{s}^{NV}) - \sigma^0 (X_{0}^{0}) \right) ds - I_t^0 \right) + \frac{1}{2} \sum_{j=1}^d \left( \int_0^t \Delta W_s^j \partial \sigma^j \sigma^0 (X_{s}^{NV}) ds - I_t^j \right)
\]
(2.51)
is a remainder term with strong order 3/2 from Proposition 2.6. Actually, in (2.50), the term
\[
\int_0^t (\Delta s - (t \wedge \tau_s - s)) \left( \partial \sigma^0 \sigma^0 + \sum_{j=1}^d \left( \partial^2 \sigma^0 \odot \sigma^j + \partial \sigma^0 \partial \sigma^j \right) \sigma^j \right) (X_{s}^{NV}) ds
\]
(2.52)
is null. To lighten up this expression, we denote \( F = \partial \sigma^0 \sigma^0 + \sum_{j=1}^{d} (\partial^2 \sigma^0 \otimes \sigma^j + \partial \sigma^0 \partial \sigma^j) \sigma^j \).

Then (2.52) becomes:

\[
\begin{align*}
\int_0^t (\Delta s - (t \wedge \tilde{\tau}_s - s)) F (X_t^{NV}) \, ds &= \sum_{k=0}^{t-1} \int_{t_k}^{t_{k+1}} (2s - t_k - t_{k+1}) ds \\
&\quad + F (X_{\tilde{\tau}_t}) \int_{\tilde{\tau}_t}^t (2s - \tilde{\tau}_t - t) ds \\
&= 0.
\end{align*}
\]

Therefore (2.50) can be simplified to our final decomposition:

\[
X_t^{NV} = \int_0^t b (X_s^{NV}) \, ds + \sum_{j=1}^{d} \int_0^t \sigma^j (X_s^{NV}) \, dW^j_s + \tilde{J}_t^N + \tilde{Q}_t^N,
\]

where

\[
\tilde{J}_t^N = \frac{1}{2} \sum_{j=1}^{d} \int_0^t (\Delta s - (t \wedge \tilde{\tau}_s - s)) [\sigma^j, \sigma^0] (X_s^{NV}) \, dW^j_s,
\]

and

\[
\tilde{Q}_t^N = \tilde{Q}_t^{2,N} + \tilde{Q}_t^{1,N}.
\]

According to Propositions ?? and 2.6, \( \tilde{Q}^N \) is a remainder term with strong order 3/2.

**Proposition 2.7** Under the assumptions of Theorem 2.1: \( \forall p \geq 1, \exists C_5 \in \mathbb{R}_+^*, \forall N \in \mathbb{N}^* \),

\[
\mathbb{E} \left[ \sup_{t \leq T} \| \tilde{Q}_t^N \|^{2p} \right] \leq C_5 h^{3p}.
\]

In the following proposition we state the continuous version of Theorem 1.1.

**Proposition 2.8** Under the assumptions of Theorem 2.1: \( \forall p \geq 1, \exists C_{NV}^{''} \in \mathbb{R}_+^*, \forall N \in \mathbb{N}^* \),

\[
\mathbb{E} \left[ \sup_{t \leq T} \| X_t - X_t^{NV} \|^{2p} \right] \leq C_{NV}^{''} h^{2p}.
\]

**Proof**: Let \( p \in [1, +\infty), \ t \in [0, T] \) and \( s \in [0, t] \). Subtracting (2.54) from (1.1), we can evaluate the difference between the exact solution and the scheme:

\[
X_s - X_s^{NV} = \int_0^s (b (X_u) - b (X_u^{NV})) \, du + \sum_{j=1}^{d} \int_0^s (\sigma^j (X_u) - \sigma^j (X_u^{NV})) \, dW^j_u - \tilde{J}_s^N - \tilde{Q}_s^N.
\]

Using a convexity inequality, taking the expectation of the supremum and applying the Burkholder-Davis-Gundy inequality, we get a constant \( \alpha_0 \in \mathbb{R}_+^* \) independent of \( N \), such that

\[
\mathbb{E} \left[ \sup_{s \leq t} \| X_s - X_s^{NV} \|^{2p} \right] \leq \alpha_0 \left( \int_0^t \mathbb{E} \left[ \| b (X_u) - b (X_u^{NV}) \|^{2p} \right] \, du + \sum_{j=1}^{d} \int_0^t \mathbb{E} \left[ \| \sigma^j (X_u) - \sigma^j (X_u^{NV}) \|^{2p} \right] \, du \right)
\]

\[
+ \mathbb{E} \left[ \sup_{s \leq t} \| \tilde{J}_s^N \|^{2p} \right] + \mathbb{E} \left[ \sup_{s \leq t} \| \tilde{Q}_s^N \|^{2p} \right],
\]

(2.60)
By the Lipschitz assumption, we can rewrite the last inequality as follows
\[
E \left[ \sup_{s \leq t} \| X_s - X_s^{NV} \|^2_{2p} \right] \leq \alpha_1 \left( \int_0^t E \left[ \sup_{v \leq u} \| X_v - X_v^{NV} \|^2_{2p} \right] du + E \left[ \sup_{s \leq t} \| \tilde{J}_s^N \|^2_{2p} \right] + E \left[ \sup_{s \leq t} \| \tilde{Q}_s^N \|^2_{2p} \right] \right),
\] (2.61)
where \( \alpha_1 \in \mathbb{R}_+^* \) is a constant independent of \( N \). On the one hand, applying the Burkholder-Davis-Gundy inequality, we obtain a constant \( \beta_0 \in \mathbb{R}_+^* \) independent of \( N \), such that
\[
E \left[ \sup_{s \leq t} \| \tilde{J}_s^N \|^2_{2p} \right] \leq \beta_0 \sum_{j=1}^d \int_0^t |\Delta s - (t \wedge \bar{\tau}_s - s)|^{2p} \| \sigma^j (X_s^{NV}) \|^2_{2p} du.
\] (2.62)
Since \( [\sigma^j, \sigma^0] \in \text{LIP}^{pgc_{loc}}(\mathbb{R}^n) \), (2.18) from Lemma 2.2 ensures that
\[
E \left[ \sup_{s \leq t} \| X_s - X_s^{NV} \|^2_{2p} \right] \leq \beta_1 h^{2p},
\] (2.63)
for some constant \( \beta_1 \in \mathbb{R}_+^* \) independent of \( N \). On the other hand, from Proposition 2.7, we have
\[
E \left[ \sup_{s \leq t} \| \tilde{Q}_s^N \|^2_{2p} \right] \leq C_5 h^{3p},
\] (2.64)
Then, combing (2.61), (2.63) and (2.64), we easily obtain
\[
E \left[ \sup_{s \leq t} \| X_s - X_s^{NV} \|^2_{2p} \right] \leq \alpha_1 \int_0^t E \left[ \sup_{v \leq u} \| X_v - X_v^{NV} \|^2_{2p} \right] du + \alpha_1 (\beta_1 + C_5 T^p) h^{2p}.
\] (2.65)
We conclude thanks to Grönwall’s inequality. \( \blacksquare \)

As a comparison with theorem 4.2 in [2], note that using the adapted interpolation leads to stronger assumptions, which justifies the use of the non-adapted interpolation in [2].

3 Proof of the stable convergence

Using (2.54), the normalized error process \( U^N \) can be written as:
\[
U_t^N = N \left( \int_0^t (b(X_s) - b(X_s^{NV})) ds + \sum_{j=1}^d \int_0^t (\sigma^j (X_s) - \sigma^j (X_s^{NV})) dW_s^j \right) + J_t^N + Q_t^N,
\] (3.1)
where
\[
J_t^N = -N \tilde{J}_t^N = -N \sum_{j=1}^d \int_0^t (\Delta s - (t \wedge \bar{\tau}_s - s)) [\sigma^0, \sigma^j] (X_s^{NV}) dW_s^j,
\] (3.2)
and
\[
Q^N = -N \tilde{Q}_N.
\] (3.3)
As previously mentioned, by analyzing the stable convergence in law of the source term \( J^N \), we prove the stable convergence in law of \( U^N \). In the following, we provide a detailed proof of Theorem 2.1.
Proof of Theorem 2.1: For the reader’s convenience, the proof will go through several steps.

Step 1: linearization of $N \int_0^t \left( b(X_s) - b(X_s^{NV}) \right) ds + N \sum_{j=1}^d \int_0^t \left( \sigma^j(X_s) - \sigma^j(X_s^{NV}) \right) dW_s^j$.

Let $j \in \{1, \ldots, d\}$ and $i \in \{1, \ldots, n\}$, by the mean value theorem, we get

\[
\sigma^ij(X_s) - \sigma^ij(X_s^{NV}) = \nabla \sigma^ij(\zeta_s^ij) \cdot (X_s - X_s^{NV})
\]

where $\zeta_s^ij = \alpha_s^ij X_s + \left(1 - \alpha_s^ij\right) X_s^{NV}$ for some $\alpha_s^ij \in [0, 1]$. Using a compact matrix notation, we can write:

\[
\sigma^j(X_s) - \sigma^j(X_s^{NV}) = \partial \sigma^j_s \cdot (X_s - X_s^{NV})
\]  

(3.4)

where:

\[
(\partial \sigma^j_s)_{i,m} = \partial_{x_m} \sigma^ij(\zeta_s^ij).
\]  

(3.5)

In the same way,

\[
b(X_s) - b(X_s^{NV}) = \partial b^N_s \cdot (X_s - X_s^{NV})
\]

where

\[
(\partial b^N_s)_{i,m} = \partial_{x_m} b^j(\zeta_s^0)
\]  

(3.6)

with $\zeta_s^0 = \alpha_s^0 X_s + \left(1 - \alpha_s^0\right) X_s^{NV}$ for some $\alpha_s^0 \in [0, 1]$. Then, it follows that

\[
N \int_0^t \left( b(X_s) - b(X_s^{NV}) \right) ds = \int_0^t \partial b^N_s U^N_s ds
\]

and

\[
N \sum_{j=1}^d \int_0^t \left( \sigma^j(X_s) - \sigma^j(X_s^{NV}) \right) dW_s^j = \sum_{j=1}^d \int_0^t \partial \sigma^j_s \cdot U^N_s dW_s^j.
\]

Then, we can write the error process in three parts as follows:

\[
U^N_t = Q^N_t + J^N_t + \left( \int_0^t \partial b^N_s U^N_s ds + \sum_{j=1}^d \int_0^t \partial \sigma^j_s \cdot U^N_s dW_s^j \right).
\]

Step 2: stable convergence in law of the source term $J^N$.

To study the convergence of the source term $J^N$, we introduce the $d$-dimensional martingale $M^N$ with coordinates

\[
M_s^{j,N} = N \int_0^t \frac{1}{2} (\Delta s - (t \land \tilde{r}_s - s)) dW_s^j, \quad j \in \{1, \ldots, d\},
\]

(3.7)

and $K^N = \left(K^{j,N}(X_s^{NV})\right)_{1 \leq j \leq d}$ with values in $\mathbb{R}^n \otimes \mathbb{R}^d$, so that

\[
J_s^N = \sum_{j=1}^d \int_0^t \partial \sigma^j_s \cdot M_s^{j,N}.
\]

(3.8)

Step 2.1: stable convergence in law of $M^N$.

By virtue of Theorem 2.3 in [2], to study the limit in law of $M^N$, we check $\forall t \in [0, T], \forall j, m, k \in \{1, \ldots, d\}$
• the convergence in probability of $\langle M^{j,N}, M^{m,N} \rangle_t$, as $N$ goes to infinity,
• the convergence in probability to 0 of $\langle M^{j,N}, W^k \rangle_t$, as $N$ goes to infinity.

If $j \neq m$ and $j \neq k$ then, obviously, $\langle M^{j,N}, M^{m,N} \rangle_t = \langle M^{j,N}, W^k \rangle_t = 0$. Now, if $j = m$, a straightforward calculation gives us:

$$\langle M^{j,N}, M^{j,N} \rangle_t = N^2 \int_0^t \frac{1}{4} \left( \Delta s - (t \land \tilde{\tau}_s - s) \right)^2 ds$$

$$= \frac{1}{4} N^2 \left( \int_0^{\hat{\tau}_t} \left( \Delta s - (\tilde{\tau}_s - s) \right)^2 ds + \int_{\hat{\tau}_t}^t \left( s - \tilde{\tau}_t - (t - s) \right)^2 ds \right)$$

(3.9)

$$= \frac{1}{12} N^2 \left( \frac{N t T^3}{T^3} + (t - \hat{\tau}_t)^3 \right) \xrightarrow{N \to +\infty} \frac{1}{12} t T^2.$$ 

If $j = k$

$$\langle M^{j,N}, W^k \rangle_t = N \int_0^t \frac{1}{2} \left( \Delta s - (t \land \tilde{\tau}_s - s) \right) ds = 0.$$  (3.10)

Applying Theorem 2.3 in [2] we conclude that $\frac{2\sqrt{3}}{T} M^N$ stably converges in law to a standard $d$-dimensional Brownian motion $\tilde{B}$, independent of $W$.

**Step 2.2: convergence in probability of $K^N$.**

Now, it remains to prove the convergence in probability of $K^N$. From Proposition 2.8, together with the continuity assumption on $[\sigma^0, \sigma^j]$, $j \{1, \ldots, d\}$, we get the following convergence in probability

$$\sup_{t \leq T} \left\| K^{j,N}_t - [\sigma^0, \sigma^j] (X_t) \right\| \xrightarrow{P} 0.$$  (3.11)

**Step 2.3: conclusion of the step 2.**

According to Proposition 2.2 in [2], we have the following convergence:

$$\left( K^N, \frac{2\sqrt{3}}{T} M^N \right) \xrightarrow{\text{stably}}_{N \to +\infty} \left( [\sigma^0, \sigma^j] (X) \right)_{j \in \{1, \ldots, d\}}, \tilde{B}.$$  (3.12)

The convergence of $\langle M^N \rangle_T$ ensures its tightness. Then Proposition 2.4 in [2] leads us to:

$$\left( K^N, \frac{2\sqrt{3}}{T} M^N, J^N \right) \xrightarrow{\text{stably}}_{N \to +\infty} \left( [\sigma^0, \sigma^j] (X) \right)_{j \in \{1, \ldots, d\}}, \tilde{B}, \left( \frac{T}{2\sqrt{3}} \sum_{j=1}^d \int_0^t [\sigma^0, \sigma^j] (X_s) d\tilde{B}^j_s \right)_{t \in [0, T]}.$$  (3.13)

**Step 3: convergence of $Q^N$.**

We easily get the following convergence in $L^2$ from Proposition 2.7:

$$\sup_{t \leq T} \| Q^N_t \| \xrightarrow{L^2} 0.$$  (3.14)
Step 4: stable convergence in law of $U^N$.

We recall that $U^N_t = Q^N_t + J^N_t + \left( \int_0^t \partial b^N_s U^N_s ds + \sum_{j=1}^d \int_0^t \partial \sigma^j_s U^N_s dW^j_s \right)$. Thanks to (3.13) and (3.14), we conclude using Theorem 2.5 in [2] since the continuity of $\partial b$ and $\partial \sigma^j, j \in \{1, \ldots, d\}$, together with Proposition 2.8, ensure that

$$\sup_{t \leq T} \| \partial b^N_t - \partial b(X_t) \| \xrightarrow{p} 0,$$

(3.15)

and $\forall j \in \{1, \ldots, d\}$,

$$\sup_{s \leq T} \| \partial \sigma^j_t - \partial \sigma^j(X_t) \| \xrightarrow{p} 0.$$

(3.16)

4 Appendix

This section is devoted to the proof of Propositions 2.3, 2.4 and 2.5. Before proving Proposition 2.3, in the following lemma, we give intermediate estimations of the process $Y^{d+1}$.

Lemma 4.1 Assume that $\forall j \in \{0, \ldots, d\}, \sigma^j \in C^1(\mathbb{R}^n, \mathbb{R}^n)$ with bounded first order derivatives. Then, $\forall p \geq 1, \exists C_6 \in \mathbb{R}^*_+, \forall N \in \mathbb{N}^*, \forall t \in [0, T], \forall s \in [\hat{\tau}_t, t]$,

$$\mathbb{E} \left[ \left\| Y^{d+1}_{t,s} - Id_n \right\|^{2p} \right] \leq C_6 (\Delta t)^{2p},$$

(4.1)

$$\mathbb{E} \left[ \left\| Y^{d+1}_{t,t} \left( Y^{d+1}_{t,s} \right)^{-1} - Id_n \right\|^{2p} \right] \leq C_6 (\Delta t)^{2p}.$$  

(4.2)

Proof : Let $t \in [0, T]$ and $s \in [\hat{\tau}_t, t]$, we recall that $Y^{d+1}_{t,s}$ is the solution, at time $s$, of the following ODE:

$$\begin{cases}
\frac{d}{du} \Xi_{t,\hat{\tau}_t,u} = \frac{1}{2} \partial \sigma^0 \left( \bar{X}^{d+1}_{t,u} \right) \Xi_{t,\hat{\tau}_t,u}, u \in [\hat{\tau}_t, t] \\
\Xi_{t,\hat{\tau}_t,\hat{\tau}_t} = Id_n,
\end{cases}$$

(4.3)

and $Y^{d+1}_{t,t} \left( Y^{d+1}_{t,s} \right)^{-1}$ is the solution, at time $t$, of the same ODE, but with the initial condition:

$$\begin{cases}
\frac{d}{du} \Xi_{t,s,u} = \frac{1}{2} \partial \sigma^0 \left( \bar{X}^{d+1}_{t,u} \right) \Xi_{t,\hat{\tau}_t,u}, u \in [s, t] \\
\Xi_{t,s,s} = Id_n.
\end{cases}$$

Therefore, we deduce (4.2) similarly to (4.1). Since $\partial \sigma^0$ is bounded, there exists a constant $c \in \mathbb{R}^*_+$, independent of $N, t$ and $s$, such that

$$\left\| Y^{d+1}_{t,s} \right\|^{2p} \leq \exp (c(s - \hat{\tau}_t)) \leq \exp (cT),$$

(4.4)
Writing $Y_{t,s}^{d+1}$ in integral form, we have
\[ Y_{t,s}^{d+1} = \text{Id}_n + \frac{1}{2} \int_{\tilde{r}_t}^{s} \partial \sigma^0 \left( X_{t,u}^{d+1} \right) Y_{t,u}^{d+1} du. \] (4.5)

Hence, using a convexity inequality,
\[ \mathbb{E} \left[ \left\| Y_{t,s}^{d+1} - \text{Id}_n \right\|^{2p} \right] \leq \frac{1}{2^{2p}} \exp \left( cT \right) (\Delta t)^{2p-1} \int_{\tilde{r}_t}^{s} \left\| \partial \sigma^0 \left( X_{t,u}^{d+1} \right) \right\|^{2p} du. \] (4.6)

Since $\partial \sigma^0$ is bounded we easily get (4.1).

**Proof of Proposition 2.3:**

**Proof of (2.24):**

To prove (2.24), we only need to assume that
\[
\begin{align*}
\bullet & \forall j \in \{0, \ldots, d\}, \sigma^j \in C^1(\mathbb{R}^n, \mathbb{R}^n) \text{ with bounded first order derivatives,} \\
\bullet & \sum_{j=1}^{d} \partial \sigma^j \sigma^j \text{ is a Lipschitz continuous function,} \\
\bullet & \partial \sigma^0 \in LIP_{loc}^{pgeq} (\mathbb{R}^n \otimes \mathbb{R}^n).
\end{align*}
\]

Let $t \in [0, T]$, $s \in [\tilde{r}_t, t]$, $p \geq 1$, and
\[ \Theta_{t,s}^{d+1} = Y_{t,s}^{d+1} - \text{Id}_n - \frac{1}{2} \Delta s \partial \sigma^0 \left( X_{t}^{NV} \right). \] (4.7)

Adding and subtracting $\frac{1}{2} \int_{\tilde{r}_t}^{s} \partial \sigma^0 \left( X_{t}^{NV} \right) Y_{t,u}^{d+1} du$, we get
\[ \Theta_{t,s}^{d+1} = \frac{1}{2} \int_{\tilde{r}_s}^{s} \left( \partial \sigma^0 \left( X_{t,u}^{d+1} \right) - \partial \sigma^0 \left( X_{t}^{NV} \right) \right) Y_{t,u}^{d+1} du + \frac{1}{2} \int_{\tilde{r}_s}^{s} \partial \sigma^0 \left( X_{t}^{NV} \right) \left( Y_{t,u}^{d+1} - \text{Id}_n \right) du. \] (4.8)

Combining a convexity inequality and the Cauchy-Schwarz inequality, we obtain
\[
\begin{align*}
\mathbb{E} \left[ \left\| \Theta_{t,s}^{d+1} \right\|^{2p} \right] & \leq \frac{2^{2p-1}}{2^{2p}} (\Delta t)^{2p-1} \left( \int_{\tilde{r}_s}^{s} \left( \mathbb{E} \left[ \left\| \partial \sigma^0 \left( X_{t,u}^{d+1} \right) - \partial \sigma^0 \left( X_{t}^{NV} \right) \right\|^{4p} \right] \right) \right)^{\frac{1}{2}} du + \int_{\tilde{r}_s}^{s} \left( \mathbb{E} \left[ \left\| \partial \sigma^0 \left( X_{t}^{NV} \right) \right\|^{4p} \right] \right) \left( \mathbb{E} \left[ \left\| Y_{t,u}^{d+1} - \text{Id}_n \right\|^{4p} \right] \right)^{\frac{1}{2}} du.
\end{align*}
\] (4.9)

Since $\partial \sigma^0$ is bounded and locally Lipschitz with polynomially growing Lipschitz constant, there exists a constant $c \in \mathbb{R}^+ \cup \{0\}$ and $q \in \mathbb{N}$, independent of $N$, $t$ and $s$, such that
\[
\begin{align*}
\mathbb{E} \left[ \left\| \Theta_{t,s}^{d+1} \right\|^{2p} \right] & \leq c (\Delta t)^{2p-1} \left( \int_{\tilde{r}_s}^{s} \left( \mathbb{E} \left[ \left( 1 + \left\| X_{t,u}^{d+1} \right\| \vee \left\| X_{t}^{NV} \right\| \right) \left\| X_{t,u}^{d+1} - X_{t}^{NV} \right\|^{4p} \right] \right) \right)^{\frac{1}{2}} du + \int_{\tilde{r}_s}^{s} \left( \mathbb{E} \left[ \left\| Y_{t,u}^{d+1} - \text{Id}_n \right\|^{4p} \right] \right)^{\frac{1}{2}} du.
\end{align*}
\] (4.10)
Applying once again the Cauchy-Schwarz inequality, and using (2.18) and (2.22) from Lemma 2.2, and (4.4) from the above proof of Lemma 4.1, we get a constant $\alpha_1 \in \mathbb{R}_+^*$, independent of $N, t$ and $s$, such that

$$
\mathbb{E} \left[ \left\| \Theta_{t,s}^{d+1} \right\|^{2p} \right] \leq \alpha_1 (\Delta t)^{2p-1} \int_{\tau_s}^s \left( \mathbb{E} \left[ \left\| \bar{X}_{t,u}^{d+1} - X_{t}^{NV} \right\|^{8p} \right] \right)^{\frac{1}{4}} + \left( \mathbb{E} \left[ \left\| \bar{Y}_{t,u}^{d+1} - \text{Id}_N \right\|^{8p} \right] \right)^{\frac{1}{4}} \, du.
$$

(4.11)

We conclude using (2.22) from Lemma 2.2, and (4.1) from Lemma 4.1.

**Proof of (2.25):**

To prove (2.25), we only need to assume that

- $\forall j \in \{1, \ldots, d\}, \sigma_j \in C^1 (\mathbb{R}^n, \mathbb{R}^n)$ with bounded first order derivatives,
- $\sum_{j=1}^d \partial \sigma_j \sigma_j$ is a Lipschitz continuous function,
- $\sigma^0 \in C^2 (\mathbb{R}^n, \mathbb{R}^n)$ with bounded first order derivatives and $\partial^2 \sigma^0 \in LIP_{loc}^{pgc} (\mathbb{R}^n \otimes \mathbb{R}^n)$.

Let $t \in [0, T], j \in \{1, \ldots, d\}, p \geq 1$, and

$$
\theta_{t}^{d+1,j} = Z_{t}^{d+1,j} - \frac{1}{2} \Delta t \left( \partial^2 \sigma^0 \circ \sigma^j \right) \bar{X}_{t}^{NV},
$$

(4.12)

and we recall that

$$
Z_{t}^{d+1,j} = \frac{1}{2} \int_{\tau_t}^t Y_{t,t}^{d+1} \left( Y_{t,s}^{d+1} \right)^{-1} \left( \partial^2 \sigma^0 \left( \bar{X}_{t,s}^{d+1} \right) \circ \left( Y_{t,s}^{d+1} \sigma^j \left( \bar{X}_{t,t}^{d+1} \right) \right) \right) Y_{t,s}^{d+1} \sigma^j \left( \bar{X}_{t,t} \right) \, ds.
$$

Therefore,

$$
\theta_{t}^{d+1,j} = \frac{1}{2} \int_{\tau_t}^t \left( Y_{t,t}^{d+1} \left( Y_{t,s}^{d+1} \right)^{-1} \left( \partial^2 \sigma^0 \left( \bar{X}_{t,s}^{d+1} \right) \circ Y_{t,s}^{d+1} \sigma^j \left( \bar{X}_{t,t} \right) \right) \right) Y_{t,s}^{d+1} \sigma^j \left( \bar{X}_{t,t} \right) \, ds.
$$

(4.13)

Adding and subtracting some appropriate terms, we obtain:

\[
\begin{align*}
\theta_{t}^{d+1,j} &= \frac{1}{2} \int_{\tau_t}^t \left( Y_{t,t}^{d+1} \left( Y_{t,s}^{d+1} \right)^{-1} \left( \partial^2 \sigma^0 \left( \bar{X}_{t,s}^{d+1} \right) \circ Y_{t,s}^{d+1} \sigma^j \left( \bar{X}_{t,t} \right) \right) \right) \left( Y_{t,t}^{d+1} - \text{Id}_N \right) \sigma^j \left( \bar{X}_{t,t} \right) \, ds \\
&\quad + \frac{1}{2} \int_{\tau_t}^t \left( Y_{t,t}^{d+1} \left( Y_{t,s}^{d+1} \right)^{-1} \right) \left( \partial^2 \sigma^0 \left( \bar{X}_{t,s}^{d+1} \right) \circ Y_{t,s}^{d+1} \sigma^j \left( \bar{X}_{t,t} \right) \right) \sigma^j \left( \bar{X}_{t,s} \right) \, ds \\
&\quad + \frac{1}{2} \int_{\tau_t}^t \left( \partial^2 \sigma^0 \left( \bar{X}_{t,s}^{d+1} \right) \circ \left( Y_{t,s}^{d+1} - \text{Id}_N \right) \sigma^j \left( \bar{X}_{t,t} \right) \right) \sigma^j \left( \bar{X}_{t,t} \right) \, ds \\
&\quad + \frac{1}{2} \int_{\tau_t}^t \left( \left( \partial^2 \sigma^0 \left( \bar{X}_{t,s}^{d+1} \right) \circ \sigma^j \left( \bar{X}_{t,t} \right) \right) \right) \sigma^j \left( \bar{X}_{t,t} \right) \, ds \\
&\quad + \frac{1}{2} \int_{\tau_t}^t \left( \partial^2 \sigma^0 \left( X_{t,s}^{NV} \right) \circ \sigma^j \left( X_{t,t} \right) \right) \sigma^j \left( X_{t,t} \right) \, ds \\
&\quad + \frac{1}{2} \int_{\tau_t}^t \left( \partial^2 \sigma^0 \left( X_{t,s}^{NV} \right) \circ \sigma^j \left( X_{t,t} \right) \right) \sigma^j \left( X_{t,t} \right) \, ds.
\end{align*}
\]

(4.14)
Note that since \( \partial^2 \sigma^0 \in LIP_{loc}^{pc} (\mathbb{R}^n \otimes \mathbb{R}^n \otimes \mathbb{R}^n) \) and \( \sigma^j \) is Lipschitz continuous, then \( (\partial^2 \sigma^0 \circ \sigma^j) \sigma^j \in LIP_{loc}^{pc} (\mathbb{R}^n) \). We easily get the desired result by combing a convexity inequality, the Cauchy-Schwarz inequality, (4.1), (4.2) and (4.4) from Lemma 4.1, (2.18) (2.19) and (2.21) from Lemma 2.2.

**Proof of (2.26):**

To prove (2.26), we assume

- \( \forall j \in \{0, \ldots, d\} \), \( \sigma^j \in C^1 (\mathbb{R}^n, \mathbb{R}^n) \) with bounded first order derivatives,
- \( \sum_{j=1}^{d} \partial \sigma^j \sigma^j \) is a Lipschitz continuous function,
- \( \forall j \in \{1, \ldots, d\} \), \( \partial \sigma^j \in LIP_{loc}^{pc} (\mathbb{R}^n \otimes \mathbb{R}^n) \),

and that the commutativity condition (C) holds. Let \( t \in [0, T] \), \( j \in \{1, \ldots, d\} \), \( i \in \{1, \ldots, n\} \), \( p \geq 1 \), and

\[
\theta^i_j = \sigma^j (X_{t,t}) - \sigma^j (X_{t}^{NV}) + \frac{1}{2} \Delta t \partial \sigma^j \sigma^0 (X_{t}^{NV}) .
\]

(4.15)

The \( i \)-th component of \( \theta^j_i \) is given by:

\[
\theta^i_j = \sigma^ij (X_{t,t}) - \sigma^ij (X_{t}^{NV}) + \frac{1}{2} \Delta t \nabla \sigma^ij (X_{t}^{NV}) . \sigma^0 (X_{t}^{NV}) .
\]

By the mean value theorem

\[
\sigma^ij (X_{t,t}) = \sigma^ij (X_{t}^{NV}) + \nabla \sigma^ij (X_{t}^{NV}) . (\bar{X}_{t,t} - X_{t}^{NV}) + \left( \nabla \sigma^ij \left( \xi^ij_t \right) - \nabla \sigma^ij (X_{t}^{NV}) \right) . (\bar{X}_{t,t} - X_{t}^{NV})
\]

(4.16)

where \( \xi^ij_t = X_{t}^{NV} + \alpha^ij_t (\bar{X}_{t,t} - X_{t}^{NV}) \) for some \( \alpha^ij_t \in [0, 1] \). Then, it follows that

\[
\theta^i_j = \nabla \sigma^ij (X_{t}^{NV}) . (\bar{X}_{t,t} - X_{t}^{NV}) + \left( \nabla \sigma^ij \left( \xi^ij_t \right) - \nabla \sigma^ij (X_{t}^{NV}) \right) . (\bar{X}_{t,t} - X_{t}^{NV}) + \frac{1}{2} \Delta t \nabla \sigma^ij (X_{t}^{NV}) . \sigma^0 (X_{t}^{NV}) .
\]

Moreover, since

\[
X_{t}^{NV} = \exp \left( \frac{1}{2} \Delta t \sigma^0 \right) \bar{X}_{t,t},
\]

we have that

\[
\bar{X}_{t,t} - X_{t}^{NV} = -\frac{1}{2} \int_{\tau_t}^{t} \sigma^0 (\bar{X}_{t,s}^{d+1}) ds.
\]

Therefore, we obtain

\[
\theta^i_j = \frac{1}{2} \int_{\tau_t}^{t} \nabla \sigma^ij (X_{t}^{NV}) . \left( \sigma^0 (X_{t}^{NV}) - \sigma^0 (\bar{X}_{t,s}^{d+1}) \right) ds + \left( \nabla \sigma^ij \left( \xi^ij_t \right) - \nabla \sigma^ij (X_{t}^{NV}) \right) . (\bar{X}_{t,t} - X_{t}^{NV}).
\]

(4.17)

Using a convexity inequality

\[
E \left[ \left| \theta^i_j \right|^{2p} \right] \leq 2^{2p-1} \left( \frac{1}{2^{2p}} (\Delta t)^{2p-1} \right) \int_{\tau_t}^{t} E \left[ \left| \nabla \sigma^ij (X_{t}^{NV}) . \left( \sigma^0 (X_{t}^{NV}) - \sigma^0 (\bar{X}_{t,s}^{d+1}) \right) \right|^{2p} \right] ds
\]

\[
+ E \left[ \left( \nabla \sigma^ij \left( \xi^ij_t \right) - \nabla \sigma^ij (X_{t}^{NV}) \right) . (\bar{X}_{t,t} - X_{t}^{NV}) \right]^{2p}.
\]

(4.18)
Applying the Cauchy-Schwarz inequality, we get
\[
\mathbb{E} \left[ \left| \theta_t^{ij} \right|^{2p} \right] \leq 2^{2p-1} \left( \frac{1}{2^{2p}} (\Delta t)^{2p-1} \int_{\tau_t}^t \mathbb{E} \left[ \left\| \nabla \sigma_{ij} (X_t^{NV}) \right\|^{4p} \right] \mathbb{E} \left[ \left\| \sigma_{ij}^0 (X_t^{NV}) - \sigma_{ij} (\bar{X}_{t,s}^{d+1}) \right\|^{4p} \right] \right)^{\frac{1}{2}} ds \\
+ \left( \mathbb{E} \left[ \left\| \nabla \sigma_{ij} (\xi_t^{ij}) - \nabla \sigma_{ij} (X_t^{NV}) \right\|^{4p} \right] \mathbb{E} \left[ \left\| \bar{X}_{t,t} - X_t^{NV} \right\|^{4p} \right] \right)^{\frac{1}{2}}.
\]  
(4.19)

Since \( \sigma^0 \) is Lipschitz continuous and \( \partial \sigma^j \) is locally Lipschitz with polynomially growing Lipschitz constant, using (2.18) from Lemma 2.2, we easily get a constant \( \alpha_2 \in \mathbb{R}_+^\ast \) independent of \( N \) and \( t \) such that
\[
\mathbb{E} \left[ \left| \theta_t^{ij} \right|^{2p} \right] \leq \alpha_2 \left( (\Delta t)^{2p-1} \int_{\tau_t}^t \mathbb{E} \left[ \left\| X_t^{NV} - \bar{X}_{t,s}^{d+1} \right\|^{4p} \right] \right)^{\frac{1}{2}} ds + \mathbb{E} \left[ \left\| \bar{X}_{t,t} - X_t^{NV} \right\|^{4p} \right] \right).  
(4.20)

Applying (2.22) and (2.23) from Lemma 2.2, we obtain
\[
\mathbb{E} \left[ \left| \theta_t^{ij} \right|^{2p} \right] \leq \alpha_2 \left( \sqrt{C_0} + C_0 \right) (\Delta t)^{4p}.
\]  
(4.21)

**Proof of (2.27):**

The proof of (2.27) is very similar to (2.26). However, we need to assume further that \( \forall j \in \{1, \ldots, d\}, \sigma_j \in \mathcal{C}^2 (\mathbb{R}^n, \mathbb{R}^n) \) and \( \partial^2 \sigma^j \in LIP_{loc}^{pgc} (\mathbb{R}^n \otimes \mathbb{R}^n \otimes \mathbb{R}^n) \). Let \( t \in [0, T], j \in \{1, \ldots, d\}, \) \( p \geq 1, \) and
\[
\tilde{\theta}_t^{ij} = \partial \sigma_{ij} (\tilde{X}_{t,t}) - \partial \sigma_{ij} (X_t^{NV}) + \frac{1}{2} \Delta t F_j (X_t^{NV}).
\]  
(4.22)

where \( F_j = (\partial^2 \sigma^{ij} \otimes \sigma^j + (\partial \sigma^j)^2) \sigma^0. \) Since \( \partial^2 \sigma^j \in LIP_{loc}^{pgc} (\mathbb{R}^n \otimes \mathbb{R}^n \otimes \mathbb{R}^n), \partial \sigma^j \in LIP_{loc}^{pgc} (\mathbb{R}^n \otimes \mathbb{R}^n) \) and \( \sigma^0 \) is Lipschitz continuous, then \( F_j \in LIP_{loc}^{pgc} (\mathbb{R}^n). \) Hence, similarly to (4.21), there exists \( \bar{\alpha}_2 \in \mathbb{R}_+^\ast, \) independent of \( N \) and \( t, \) such that
\[
\mathbb{E} \left[ \left\| \partial \sigma_{ij} (\tilde{X}_{t,t}) - \partial \sigma_{ij} (X_t^{NV}) + \frac{1}{2} \Delta t F_j (X_t^{NV}) \right\|^{2p} \right] \leq \bar{\alpha}_2 (\Delta t)^{4p}.
\]  
(4.23)

Then, using a convexity inequality
\[
\mathbb{E} \left[ \left\| \tilde{\theta}_t^{ij} \right\|^{2p} \right] \leq 2^{2p-1} \left( \mathbb{E} \left[ \left\| \partial \sigma_{ij} (\tilde{X}_{t,t}) - \partial \sigma_{ij} (X_t^{NV}) + \frac{1}{2} \Delta t F_j (X_t^{NV}) \right\|^{2p} \right] \\
+ \mathbb{E} \left[ \left\| \frac{1}{2} \Delta t \left( F_j (X_t^{NV}) - F_j (X_t^{NV}) \right) \right\|^{2p} \right] \right) \leq 2^{2p-1} \left( \bar{\alpha}_2 (\Delta t)^{4p} + \frac{1}{2^{2p}} (\Delta t)^{2p} \mathbb{E} \left[ \left\| F_j (X_t^{NV}) - F_j (X_t^{NV}) \right\|^{2p} \right] \right) \right)
\]  
(4.24)

Since \( F_j \) is locally Lipschitz with polynomially growing Lipschitz constant, we conclude using (2.19) from Lemma 2.2.

Before proving Proposition 2.4, we introduce some intermediate processes. We define for \( j \in \{1, \ldots, d\}, t \in [0, T] \) and \( s \in [\tau_t, t] \)
\[
\bar{X}_{t,s}^{ij} = h_j \left( \frac{\Delta t}{2}, \Delta W_t^1, \ldots, \Delta W_t^{j-1}, \Delta W_s^j; X_{\tau_t}^{NV} \right).
\]  
(4.25)


The next lemma, which is similar to Lemma 2.2, compares the Ninomiya-Victoir scheme to the intermediate process $X^j, j \in \{1, \ldots, d\}$. We omit its proof.

**Lemma 4.2** Assume that 

- $\sigma^0$ is a Lipschitz continuous function,
- $\forall j \in \{1, \ldots, d\}, \sigma^j \in C^1(\mathbb{R}^n, \mathbb{R}^n)$ with bounded first order derivatives,
- $\forall j \in \{1, \ldots, d\}, \partial \sigma^j \alpha^j$ is a Lipschitz continuous function.

Then, $\forall p \geq 1, \exists C_7 \in \mathbb{R}^+, \forall N \in \mathbb{N}^+, \forall t \in [0,T], \forall s, s_1, s_2 \in [\hat{t}, t], \forall j, m \in \{1, \ldots, d\}$,

\[
\mathbb{E} \left[ \left\| X_{t,\hat{t}}^{NV} - \bar{X}_{t,\hat{t}}^j \right\|^{2p} \right] \leq C_7 (\Delta t)^p, \tag{4.26}
\]

\[
\mathbb{E} \left[ \left\| X_{t}^{NV} - \bar{X}_{t,s}^j \right\|^{2p} \right] \leq C_7 (\Delta t)^p. \tag{4.27}
\]

\[
\mathbb{E} \left[ \left\| \bar{X}_{t,s_1}^j - \bar{X}_{t,s_2}^m \right\|^{2p} \right] \leq C_7 (\Delta t)^p, \tag{4.28}
\]

In order to derive the estimation (2.29) from Proposition 2.4, we also need the following lemma, which gives several approximations of the processes $Y^j$, for $j \in \{1, \ldots, d\}$.

**Lemma 4.3** Assume that 

- $\sigma^0$ is a Lipschitz continuous function,
- $\forall j \in \{1, \ldots, d\}, \sigma^j \in C^2(\mathbb{R}^n, \mathbb{R}^n)$ with bounded first order derivatives, $\partial \sigma^j \in \text{LIP}_{loc}^+ (\mathbb{R}^n \oplus \mathbb{R}^n)$ and $\partial^2 \sigma^j \in \text{LIP}_{loc}^+ (\mathbb{R}^n \oplus \mathbb{R}^n \oplus \mathbb{R}^n)$,
- $\forall j \in \{1, \ldots, d\}, \partial \sigma^j \alpha^j$ is a Lipschitz continuous function.

Then, $\forall p \geq 1, \exists C_8 \in \mathbb{R}^+, \forall t \in [0,T], \forall s \in [\hat{t}, t], \forall N \in \mathbb{N}^+$

\[
\mathbb{E} \left[ \left\| Y_{t,s}^j - Id_n \right\|^{2p} \right] \leq C_8 (\Delta t)^p, \tag{4.29}
\]

\[
\mathbb{E} \left[ \left\| Y_{t,s}^j - Id_n - \Delta W_{s}^j \partial \sigma^j \left( \bar{X}_{t,\hat{t}}^j \right) \right\|^{2p} \right] \leq C_8 (\Delta t)^{2p}. \tag{4.30}
\]

\[
\mathbb{E} \left[ \left\| Y_{t,s}^j - Id_n - \Delta W_{s}^j \partial \sigma^j \left( \bar{X}_{t,\hat{t}}^j \right) - \frac{1}{2} (\Delta W_{s}^j)^2 \left( \partial^2 \sigma^j \circ \sigma^j + (\partial \sigma^j)^2 \right) \left( \bar{X}_{t,\hat{t}}^j \right) \right\|^{2p} \right] \leq C_8 (\Delta t)^{3p}. \tag{4.31}
\]

**Proof** : Let $p \geq 1, t \in [0,T]$ and $s \in [\hat{t}, t]$, we recall that $Y_{t,s}^j$ is the solution, at time $\Delta W_{s}^j$, of the following ODE:

\[
\left\{ \begin{array}{l}
\frac{d}{du} \Xi_{t,\hat{t},u} = \partial \sigma^j \left( H_{t,u}^j \right) \Xi_{t,\hat{t},u}, u \in \mathbb{R} \\
\Xi_{t,\hat{t},\hat{t}} = Id_n,
\end{array} \right. \tag{4.32}
\]
where $H^j_{t,u} = h_j \left( \frac{\Delta}{2}, \Delta W^1_t, \ldots, \Delta W^{t-1}_t, u; X_t^{N,W} \right)$. Since $\partial \sigma^j$ is bounded, there exists a constant $c \in \mathbb{R}_+^*$, independent of $N$, $t$ and $s$, such that

$$\|Y^j_{t,s}\|^{2p} \leq \exp \left( c \left| W^j_s - W^j_{\tilde{t}} \right| \right).$$  \hspace{1cm} (4.33)

Therefore,

$$\mathbb{E} \left[ \|Y^j_{t,s}\|^{2p} \right] \leq 2 \exp \left( \frac{1}{2} c^2 (s - \tilde{t}) \right) \leq 2 \exp \left( \frac{1}{2} c^2 T \right).$$  \hspace{1cm} (4.34)

Now, we are able to prove (4.29). Writing $Y^j_{t,s}$ in integral form, we have:

$$Y^j_{t,s} = Id_n + \int_0^{\Delta W^j_s} \partial \sigma^j \left( H^j_{t,u} \right) Y^j_{t,u} du$$

where $Y^j_{t,u}$ is the solution at time $u \in \mathbb{R}$ to the ODE (4.32). Applying Itô’s formula, we obtain

$$Y^j_{t,s} - Id_n = \int_{\tilde{t}}^s \partial \sigma^j \left( X^j_{t,u} \right) Y^j_{t,u} \left( X^j_{t,\hat{t}} \right) dW^j_u + \frac{1}{2} \int_{\tilde{t}}^s \left( \partial^2 \sigma^j \circ \sigma^j + (\partial \sigma^j)^2 \right) \left( X^j_{t,u} \right) Y^j_{t,u} du.$$  \hspace{1cm} (4.35)

Note that as $\partial \sigma^j \circ \sigma^j$ is Lipschitz continuous, its derivatives given by $\partial^2 \sigma^j \circ \sigma^j + (\partial \sigma^j)^2$ is bounded. Thus, combining a convexity inequality, the Burkholder-Davis-Gundy inequality and (4.34) we deduce (4.29). We prove now (4.30). Using (4.35), we have that

$$Y^j_{t,s} - Id_n - \Delta W^j_s \partial \sigma^j \left( X^j_{t,\hat{t}} \right) = \int_{\tilde{t}}^s \partial \sigma^j \left( X^j_{t,u} \right) Y^j_{t,u} - \partial \sigma^j \left( X^j_{t,\hat{t}} \right) dW^j_u$$

$$+ \frac{1}{2} \int_{\tilde{t}}^s \left( \partial^2 \sigma^j \circ \sigma^j + (\partial \sigma^j)^2 \right) \left( X^j_{t,u} \right) Y^j_{t,u} du$$

$$= \int_{\tilde{t}}^s \partial \sigma^j \left( X^j_{t,u} \right) - \partial \sigma^j \left( X^j_{t,\hat{t}} \right) Y^j_{t,u} dW^j_u + \int_{\tilde{t}}^s \partial \sigma^j \left( X^j_{t,u} \right) Y^j_{t,u} dW^j_u$$

$$+ \frac{1}{2} \int_{\tilde{t}}^s \left( \partial^2 \sigma^j \circ \sigma^j + (\partial \sigma^j)^2 \right) \left( X^j_{t,u} \right) Y^j_{t,u} du.$$  \hspace{1cm} (4.36)

Since $\partial^2 \sigma^j \circ \sigma^j + (\partial \sigma^j)^2$ is bounded and $\partial \sigma^j$ is bounded and locally Lipschitz with polynomially growing Lipschitz constant, combining a convexity inequality, the Burkholder-Davis-Gundy inequality, (4.28) from Lemma 4.2, (4.29) from Lemma 4.3 and (4.34), we obtain (4.30). We can now focus on the approximation (4.31) , with strong order 3/2, of $Y^j$. We denote by $\Theta^j$ the process such that

$$\Theta^j_{t,s} = Y^j_{t,s} - Id_n - \Delta W^j_s \partial \sigma^j \left( X^j_{t,\hat{t}} \right) - \frac{1}{2} (\Delta W^j_s)^2 \left( \partial^2 \sigma^j \circ \sigma^j + (\partial \sigma^j)^2 \right) \left( X^j_{t,\hat{t}} \right)$$  \hspace{1cm} (4.37)

Writing

$$\frac{1}{2} (\Delta W^j_s)^2 \left( \partial^2 \sigma^j \circ \sigma^j + (\partial \sigma^j)^2 \right) \left( X^j_{t,\hat{t}} \right) = \int_{\tilde{t}}^s \Delta W^j_u \left( \partial^2 \sigma^j \circ \sigma^j + (\partial \sigma^j)^2 \right) \left( X^j_{t,\hat{t}} \right) du$$

$$+ \frac{1}{2} \int_{\tilde{t}}^s \left( \partial^2 \sigma^j \circ \sigma^j + (\partial \sigma^j)^2 \right) \left( X^j_{t,\hat{t}} \right) du$$  \hspace{1cm} (4.38)
and using (4.36), we get
\[
\Theta_{t,s}^j = \int_{\hat{\tau}_t}^{s} \left( \left( \Theta^j \left( \tilde{X}_{t,u}^j \right) - \Theta^j \left( \tilde{X}_{t,\hat{\tau}_t}^j \right) \right) Y_{t,u}^j - \Delta W_u^j \partial^2 \Theta^j \circ \Theta^j \left( \tilde{X}_{t,\hat{\tau}_t}^j \right) \right) dW_u^j
+ \int_{\hat{\tau}_t}^{s} \left( \Theta^j \left( \tilde{X}_{t,u}^j \right) \left( Y_{t,u}^j - Id_n \right) - \Delta W_u^j \left( \Theta^j \right)^2 \left( \tilde{X}_{t,\hat{\tau}_t}^j \right) \right) dW_u^j
+ \frac{1}{2} \int_{\hat{\tau}_t}^{s} \left( \left( \partial^2 \Theta^j \circ \Theta^j + \left( \Theta^j \right)^2 \right) \left( \tilde{X}_{t,u}^j \right) Y_{t,u}^j - \left( \partial^2 \Theta^j \circ \Theta^j + \left( \Theta^j \right)^2 \right) \left( \tilde{X}_{t,\hat{\tau}_t}^j \right) \right) dW_u^j. 
\] (4.39)

Adding and subtracting some appropriate terms, we obtain:
\[
\Theta_{t,s}^j = \int_{\hat{\tau}_t}^{s} \left( \partial \Theta^j \left( \tilde{X}_{t,u}^j \right) - \partial \Theta^j \left( \tilde{X}_{t,\hat{\tau}_t}^j \right) - \Delta W_u^j \partial^2 \Theta^j \circ \Theta^j \left( \tilde{X}_{t,\hat{\tau}_t}^j \right) \right) Y_{t,u}^j dW_u^j
+ \frac{1}{2} \int_{\hat{\tau}_t}^{s} \left( \partial \Theta^j \left( \tilde{X}_{t,u}^j \right) \left( Y_{t,u}^j - Id_n \right) - \Delta W_u^j \partial \Theta^j \left( \tilde{X}_{t,\hat{\tau}_t}^j \right) \right) dW_u^j
+ \int_{\hat{\tau}_t}^{s} \left( \left( \partial^2 \Theta^j \circ \Theta^j + \left( \Theta^j \right)^2 \right) \left( \tilde{X}_{t,u}^j \right) - \left( \partial^2 \Theta^j \circ \Theta^j + \left( \Theta^j \right)^2 \right) \left( \tilde{X}_{t,\hat{\tau}_t}^j \right) \right) Y_{t,u}^j dW_u^j
+ \frac{1}{2} \int_{\hat{\tau}_t}^{s} \left( \left( \partial^2 \Theta^j \circ \Theta^j + \left( \Theta^j \right)^2 \right) \left( \tilde{X}_{t,u}^j \right) \left( Y_{t,u}^j - Id_n \right) - \left( \partial^2 \Theta^j \circ \Theta^j + \left( \Theta^j \right)^2 \right) \left( \tilde{X}_{t,\hat{\tau}_t}^j \right) \right) dW_u^j. 
\] (4.40)

On the one hand, by the mean value theorem
\[
\partial \Theta^j \left( \tilde{X}_{t,u}^j \right) - \partial \Theta^j \left( \tilde{X}_{t,\hat{\tau}_t}^j \right) = \partial^2 \Theta^j \left( \tilde{X}_{t,u}^j \right) \circ \left( \tilde{X}_{t,u}^j - \tilde{X}_{t,\hat{\tau}_t}^j \right) + \left( \partial^2 \Theta^j \left( \tilde{X}_{t,u}^j \right) - \partial^2 \Theta^j \left( \tilde{X}_{t,\hat{\tau}_t}^j \right) \right) \circ \left( \tilde{X}_{t,u}^j - \tilde{X}_{t,\hat{\tau}_t}^j \right) 
\] (4.41)

where \( \xi_{t,u}^j \) is a matrix of intermediate points between \( \tilde{X}_{t,u}^j \) and \( \tilde{X}_{t,\hat{\tau}_t}^j \). On the other hand, since
\[
\tilde{X}_{t,u}^j \exp \left( \Delta W_u^j \sigma^j \right) \tilde{X}_{t,\hat{\tau}_t}^j, 
\] (4.42)

applying Itô’s formula we have that:
\[
\tilde{X}_{t,u}^j - \tilde{X}_{t,\hat{\tau}_t}^j = \Delta W_u^j \sigma^j \left( \tilde{X}_{t,\hat{\tau}_t}^j \right) + \gamma_{t,u}^j, 
\] (4.43)

where
\[
\gamma_{t,u}^j = \int_{\hat{\tau}_t}^{u} \left( \sigma^j \left( \tilde{X}_{t,v}^j \right) - \sigma^j \left( \tilde{X}_{t,\hat{\tau}_t}^j \right) \right) dW_v^j + \frac{1}{2} \int_{\hat{\tau}_t}^{u} \partial \sigma^j \sigma^j \left( \tilde{X}_{t,v}^j \right) dv. 
\] (4.44)

Using (4.28) from Lemma 4.2, together with the regularity assumptions on \( \sigma^j \) and \( \partial \sigma^j \sigma^j \) it is easy to see that \( \gamma^j \) a remainder with strong order 1: \( \exists \alpha \in \mathbb{R}^+ \) independent of \( N \), \( t \) and \( u \), such that
\[
\mathbb{E} \left[ \left\| \gamma_{t,u}^j \right\|^{2p} \right] \leq \alpha \left( \Delta u \right)^{2p}. 
\] (4.45)
Combining (4.40), (4.41) and (4.43), we get

\[
\Theta_{t,s}^j = \int_{\tau_t}^s (\partial^2 \sigma^j (X^j_{t,\tau_t}) \odot \gamma_{t,u}^j + (\partial^2 \sigma^j (\xi_{t,u}^j) - \partial^2 \sigma^j (X^j_{t,\tau_t})) \odot (X^j_{t,u} - X^j_{t,\tau_t})) Y^j_{t,u} dW^j_u \\
+ \int_{\tau_t}^s \Delta W^j_u \partial^2 \sigma^j \odot \sigma^j (X^j_{t,\tau_t}) (Y^j_{t,u} - \text{Id}_n) dW^j_u \\
+ \int_{\tau_t}^s \partial \sigma^j (X^j_{t,\tau_t}) (Y^j_{t,u} - \text{Id}_n - \Delta W^j_s \partial \sigma^j (X^j_{\tau_t,\tau_t})) dW^j_u \\
+ \frac{1}{2} \int_{\tau_t}^s \left( (\partial^2 \sigma^j \odot \sigma^j + (\partial \sigma^j)^2) (X^j_{t,u}) - (\partial^2 \sigma^j \odot \sigma^j + (\partial \sigma^j)^2) (X^j_{\tau_t,\tau_t}) \right) Y^j_{t,u} du \\
+ \frac{1}{2} \int_{\tau_t}^s \left( \partial^2 \sigma^j \odot \sigma^j + (\partial \sigma^j)^2 \right) (X^j_{t,\tau_t}) (Y^j_{t,u} - \text{Id}_n) du.
\]

(4.46)

Since \(\sigma^j\) is Lipschitz continuous, \(\partial \sigma^j\) and \(\partial^2 \sigma^j\) are locally Lipschitz with polynomially growing Lipschitz constant, it is easy to see that (4.31) is a straightforward consequence of (4.28) from Lemma 4.2, (4.29), (4.30) and (4.45).

**Proof of Proposition 2.4:**

We recall the result of this proposition:

\[
E = E \left[ \sup_{t \in \mathcal{T}} \right] \left[ \left\| \int_0^t (Z^0_s - \theta^0_s) \right\|^{2p} \right] \leq C_2 h^{3p},
\]

where, for \(t \in [0, T]\),

\[
Z^0_t = Y^{d+1}_{t,t} \ldots Y^1_{t,t} \sigma^0 (X^0_t),
\]

and

\[
\theta^0_t = \sigma^0 (X^0_t) + \sum_{j=1}^d \Delta W^j_t \partial \sigma^0 (X_{\tau_t}^N) + \frac{1}{2} \sum_{j=1}^d \Delta t \left( \partial^2 \sigma^j \odot \sigma^j + (\partial \sigma^j)^2 \right) \sigma^0 (X_{\tau_t}^N) + \frac{1}{2} \Delta t \partial \sigma^0 \sigma^0 (X_{\tau_t}^N).
\]

To prove this proposition, we will proceed in two steps.

**Step 1: approximation with strong order \(3/2\) of \(Z^0\).**

The first step consists in naively computing and approximating the product:

\[
Z^0_t = Y^{d+1}_{t,t} \ldots Y^1_{t,t} \sigma^0 (X^0_t).
\]

We replace \(Y^{d+1}\) and \(Y^j\), for \(j \in \{1, \ldots, d\}\), by their approximation (2.24) from Lemma 2.3 and (4.31) from Lemma 4.3, respectively. Let

\[
\Gamma_t = \left( \text{Id}_n + \frac{1}{2} \Delta t \partial \sigma^0 (X_{\tau_t}^N) \right) \left( \text{Id}_n + \Delta W^d_t \partial \sigma^d (X_{\tau_t}^d) + \frac{1}{2} \left( \Delta W^d_t \right)^2 \left( \partial^2 \sigma^d \odot \sigma^d + (\partial \sigma^d)^2 \right) (X_{\tau_t}^d) \right) \ldots \\
\left( \text{Id}_n + \Delta W^1_t \partial \sigma^1 (X_{\tau_t}^1) + \frac{1}{2} \left( \Delta W^1_t \right)^2 \left( \partial^2 \sigma^1 \odot \sigma^1 + (\partial \sigma)^2 \right) (X_{\tau_t}^1) \right).
\]
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and

\[ \partial^0_t = \Gamma_t \sigma^0 (\tilde{X}_t^0). \]

It is clear that \( \tilde{\theta}^0 \) is an approximation of strong order 3/2 of \( Z^0 \): \( \exists \tilde{\alpha} \in \mathbb{R}_+^* \) independent of \( N \) and \( t \) such that:

\[ \mathbb{E} \left[ \left\| Z_t^0 - \tilde{\theta}_t^0 \right\|^{2p} \right] \leq \tilde{\alpha} h^{3p}. \] (4.47)

Computing \( \tilde{\theta}^0 \), we easily deduce the following approximation with strong order 3/2 by dropping higher order terms:

\[ \mathbb{E} \left[ \left\| \hat{\theta}_t^0 - \tilde{\theta}_t^0 \right\|^{2p} \right] \leq \tilde{\alpha} h^{3p}, \] (4.48)

where

\[ \hat{\theta}_t^0 = \sigma^0 (\tilde{X}_t^0) + \sum_{j=1}^d \Delta W_t^j \partial_{\sigma^j} (\tilde{X}_{t,\tilde{\tau}}^j) \sigma^0 (\tilde{X}_t^0) + \sum_{j=1}^d \sum_{m=1}^{j-1} \Delta W_t^j \Delta W_t^m \partial_{\sigma^j} (\tilde{X}_{t,\tilde{\tau}}^j) \partial_{\sigma^m} (\tilde{X}_{t,\tilde{\tau}}^m) \sigma^0 (\tilde{X}_t^0) \]

\[ + \sum_{j=1}^d \frac{1}{2} \left( \Delta W_t^j \right)^2 \left( \partial^2_{\sigma^j} \sigma^0 (\tilde{X}_t^0) - \frac{1}{2} \Delta t \partial_{\sigma^0} (\tilde{X}_{t,\tilde{\tau}}^{NV}) \sigma^0 (\tilde{X}_t^0) \right), \] (4.49)

and \( \tilde{\alpha} \in \mathbb{R}_+^* \) is a constant independent of \( N \) and \( t \). We will now approximate the term \( \Delta W_t^j \partial_{\sigma^j} (\tilde{X}_{t,\tilde{\tau}}^j) \sigma^0 (\tilde{X}_t^0) \), for \( j \in \{1, \ldots, d\} \), with strong order 3/2. To do so, it suffices to approximate \( \partial_{\sigma^j} (\tilde{X}_{t,\tilde{\tau}}^j) \sigma^0 (\tilde{X}_t^0) \) with strong order 1. By the mean value theorem

\[ \partial_{\sigma^j} (\tilde{X}_{t,\tilde{\tau}}^j) = \partial_{\sigma^j} (X_{t,\tilde{\tau}}^{NV}) + \partial^2_{\sigma^j} (X_{t,\tilde{\tau}}^{NV}) \circ (\tilde{X}_{t,\tilde{\tau}}^j - X_{t,\tilde{\tau}}^{NV}) + \left( \partial^2_{\sigma^j} (\tilde{\zeta}_t^j) - \partial^2_{\sigma^j} (X_{t,\tilde{\tau}}^{NV}) \right) \circ (\tilde{X}_{t,\tilde{\tau}}^j - X_{t,\tilde{\tau}}^{NV}), \]

where \( \tilde{\zeta}_t^j \) is a matrix of intermediate points between \( \tilde{X}_{t,\tilde{\tau}}^j \) and \( X_{t,\tilde{\tau}}^{NV} \). On the one hand, since \( \forall t \in [0, T], \tilde{X}_t^0 = \tilde{X}_{t,\tilde{\tau}}^1 \) and \( X_{t,\tilde{\tau}}^{m+1} = \tilde{X}_{t,\tilde{\tau}}^m \), using telescopic summation, we have

\[ \partial_{\sigma^j} (\tilde{X}_{t,\tilde{\tau}}^j) = \partial_{\sigma^j} (X_{t,\tilde{\tau}}^{NV}) + \sum_{m=1}^{j-1} \left( \partial^2_{\sigma^j} (X_{t,\tilde{\tau}}^{NV}) \circ (\tilde{X}_{t,\tilde{\tau}}^m - \tilde{X}_{t,\tilde{\tau}}^{m+1}) \right) \]

\[ + \partial^2_{\sigma^j} (X_{t,\tilde{\tau}}^{NV}) \circ (\tilde{X}_t^0 - X_{t,\tilde{\tau}}^{NV}) + \left( \partial^2_{\sigma^j} (\tilde{\zeta}_t^j) - \partial^2_{\sigma^j} (X_{t,\tilde{\tau}}^{NV}) \right) \circ (\tilde{X}_{t,\tilde{\tau}}^j - X_{t,\tilde{\tau}}^{NV}) \]

\[ = \partial_{\sigma^j} (X_{t,\tilde{\tau}}^{NV}) + \sum_{m=1}^{j-1} \left( \partial^2_{\sigma^j} (X_{t,\tilde{\tau}}^{NV}) \circ (\tilde{X}_{t,\tilde{\tau}}^m - \tilde{X}_{t,\tilde{\tau}}^{m+1}) \right) \]

\[ + \partial^2_{\sigma^j} (X_{t,\tilde{\tau}}^{NV}) \circ (\tilde{X}_t^0 - X_{t,\tilde{\tau}}^{NV}) + \left( \partial^2_{\sigma^j} (\tilde{\zeta}_t^j) - \partial^2_{\sigma^j} (X_{t,\tilde{\tau}}^{NV}) \right) \circ (\tilde{X}_{t,\tilde{\tau}}^j - X_{t,\tilde{\tau}}^{NV}). \] (4.50)

On the other hand, we recall that from (4.43) we have

\[ \tilde{X}_{t,\tilde{\tau}}^m - X_{t,\tilde{\tau}}^m = \Delta W_t^m \sigma^m (\tilde{X}_{t,\tilde{\tau}}^m) + \gamma_{t,\tilde{\tau}}^m, \] (4.51)

where \( \gamma^m \) is a remainder with strong order 1:

\[ \gamma_{t,\tilde{\tau}}^m = \int_{\tilde{\tau}}^t \left( \sigma^m (\tilde{X}_{v,\tilde{\tau}}^m) - \sigma^m (X_{v,\tilde{\tau}}^m) \right) dW_v^m + \frac{1}{2} \int_{\tilde{\tau}}^t \partial_{\sigma^m} \sigma^m (X_{v,\tilde{\tau}}^m) dv. \] (4.52)
This leads us to the following decomposition

\[
\partial \sigma^j \left( \tilde{X}^j_{t, \tau_t} \right) = \partial \sigma^j \left( X^0_N \right) + \sum_{m=1}^{j-1} \Delta W^m_t \partial^2 \sigma^j \left( X^m_N \right) \odot \sigma^m \left( \tilde{X}^m_{t, \tau_t} \right) + \Gamma^j_t, \tag{4.53}
\]

where

\[
\Gamma^j_t = \sum_{m=1}^{j-1} \Delta W^m_t \partial^2 \sigma^j \left( X^m_N \right) \odot \gamma^m_t + \partial^2 \sigma^j \left( X^0_N \right) \odot \left( \tilde{X}^0 - X^0_N \right) + \left( \partial^2 \sigma^j \left( X^0_N \right) \right) \odot \left( \tilde{X}^j_{t, \tau_t} - X^0_N \right). \tag{4.54}
\]

Using (2.20) from Lemma 2.2 and (4.26) from Lemma 4.2, it is easy to see that \( \Gamma^j \) is a remainder with strong order 1. Then it follows that \( \theta^0 \), which is given by

\[
\theta^0_t = \sigma^0 \left( X^0_t \right) + \sum_{j=1}^{d} \Delta W^j_t \partial \sigma^j \left( X^0_N \right) \sigma^0 \left( X^0_t \right) + \sum_{j=1}^{d} \sum_{m=1}^{j-1} \Delta W^j_t \Delta W^m_t \partial \sigma^j \left( X^m_{t, \tau_t} \right) \sigma^m \left( X^0_t \right)
\]

\[
+ \sum_{j=1}^{d} \sum_{m=1}^{j-1} \Delta W^j_t \Delta W^m_t \partial^2 \sigma^j \left( X^m_N \right) \odot \sigma^m \left( X^m_{t, \tau_t} \right) \sigma^0 \left( X^0_t \right)
\]

\[
+ \sum_{j=1}^{d} \frac{1}{2} \left( \Delta W^j_t \right)^2 \left( \partial^2 \sigma^j \odot \sigma^j + \left( \partial \sigma^j \right)^2 \right) \left( X^j_{t, \tau_t} \right) \sigma^0 \left( X^0_t \right) - \frac{1}{2} \Delta t \partial \sigma^0 \left( X^0_N \right) \sigma^0 \left( X^0_t \right), \tag{4.55}
\]

is an approximation of strong order 3/2 of \( \theta^0 \). There exists \( \alpha \in \mathbb{R}_+^* \) independent of \( N \) and \( t \) such that:

\[
\mathbb{E} \left[ \left\| \tilde{\theta}^0_t - \tilde{\theta}^0_t \right\|^{2p} \right] \leq \tilde{\alpha} h^{3p}. \tag{4.56}
\]

Then, we can replace by \( X^0_N \) the argument of the functions in the expression of \( \theta^0 \) when Lemma 2.2 and Lemma 4.2 ensure that the strong order 3/2 is preserved. This leads us to the following approximation, given by \( \tilde{\theta}^0 \),

\[
\tilde{\theta}^0_t = \sigma^0 \left( X^0_t \right) + \sum_{j=1}^{d} \Delta W^j_t \partial \sigma^j \left( X^0_N \right) \sigma^0 \left( X^0_t \right) + \sum_{j=1}^{d} \sum_{m=1}^{j-1} \Delta W^j_t \Delta W^m_t \left( \partial^2 \sigma^j \odot \sigma^m + \partial \sigma^j \partial \sigma^m \right) \sigma^0 \left( X^m_N \right)
\]

\[
+ \sum_{j=1}^{d} \frac{1}{2} \left( \Delta W^j_t \right)^2 \left( \partial^2 \sigma^j \odot \sigma^j + \left( \partial \sigma^j \right)^2 \right) \sigma^0 \left( X^m_N \right) + \frac{1}{2} \Delta t \partial \sigma^0 \sigma^0 \left( X^0_N \right), \tag{4.57}
\]

and \( \exists \tilde{\alpha} \in \mathbb{R}_+^* \) independent of \( N \) and \( t \), such that

\[
\mathbb{E} \left[ \left\| \tilde{\theta}^0_t - \tilde{\theta}^0_t \right\|^{2p} \right] \leq \tilde{\alpha} h^{3p}. \tag{4.58}
\]

Adding and subtracting \( \tilde{\theta}^0 \), and using a convexity inequality, we get:

\[
E = \mathbb{E} \left[ \sup_{t \leq T} \left\| \int_0^t \left( Z^0_t - \theta^0_s \right) ds \right\|^{2p} \right] \leq 1 + T^{2p-1} \left( \int_0^T \mathbb{E} \left[ \left\| Z^0_t - \tilde{\theta}^0_t \right\|^{2p} \right] dt + \mathbb{E} \left[ \sup_{t \leq T} \left\| \int_0^t \left( \tilde{\theta}^0_s - \theta^0_s \right) ds \right\|^{2p} \right] \right). \tag{4.59}
\]
Combining a convexity inequality, (4.47), (4.48), (4.56), and (4.58), we obtain an estimation of the first expectation in the right-hand side of the above inequality:

\[
\mathbb{E} \left[ \| Z_t^0 - \theta_t^0 \|^{2p} \right] \leq 4^{2p-1} (\tilde{\alpha} + \bar{\alpha} + \tilde{\alpha}) h^{3p}
\]  

(4.60)

To achieve our goal, it remains to estimate:

\[
\mathbb{E} \left[ \sup_{t \leq T} \left\| \int_0^t (\tilde{\theta}_s^0 - \theta_t^0) \, ds \right\|^{2p} \right].
\]  

(4.61)

This is the aim of the following step.

**Step 2: the integration by parts formula.**

Let \( t \in [0, T] \), subtracting (2.28) from (4.57), we have that

\[
\int_0^t (\tilde{\theta}_s^0 - \theta_t^0) \, ds = \sum_{j=1}^d \sum_{m=1}^j \int_0^t \Delta W_s^j \Delta W_s^m \left( \partial^2 \sigma^j \odot \sigma^m + \partial \sigma^j \partial \sigma^m \right) \sigma^0 \left( X_s^{NV} \right) \, ds \\
+ \frac{1}{2} \int_0^t \left( \Delta W_s^j \right)^2 - \Delta s \left( \partial^2 \sigma^j \odot \sigma^j + (\partial \sigma^j)^2 \right) \sigma^0 \left( X_s^{NV} \right) \, ds.
\]  

(4.62)

To lighten up the notation, we denote \( F_{j,m} = (\partial^2 \sigma^j \odot \sigma^m + \partial \sigma^j \partial \sigma^m) \sigma^0 \) for \( j, m \in \{1, \ldots, d\} \), \( m \leq j \). Using the integration by parts formula, we have:

\[
\int_0^t \Delta W_s^j \Delta W_s^m F_{j,m} \left( X_s^{NV} \right) \, ds = \int_0^t (t - \tilde{\tau}_s - s) \Delta W_s^j F_{j,m} \left( X_s^{NV} \right) \, ds + \int_0^t (t - \tilde{\tau}_s - s) \Delta W_s^m F_{j,m} \left( X_s^{NV} \right) \, ds.
\]  

(4.63)

Taking the expectation of the supremum and using a convexity inequality, the Burkholder-Davis-Gundy inequality, we easily get a positive constant \( \alpha_1 \), independent of \( N \) such that

\[
\mathbb{E} \left[ \sup_{t \leq T} \left\| \int_0^t \Delta W_s^j \Delta W_s^m F_{j,m} \left( X_s^{NV} \right) \, ds \right\|^{2p} \right] \leq \alpha_1 \int_0^T (\tilde{\tau}_s - s)^{2p} \mathbb{E} \left[ \left\| \Delta W_s^m F_{j,m} \left( X_s^{NV} \right) \right\|^{2p} \right] \, ds.
\]  

(4.64)

Then, by independence

\[
\mathbb{E} \left[ \sup_{t \leq T} \left\| \int_0^t \Delta W_s^j \Delta W_s^m F_{j,m} \left( X_s^{NV} \right) \, ds \right\|^{2p} \right] \leq \alpha_1 \int_0^T (\tilde{\tau}_s - s)^{2p} \mathbb{E} \left[ \left\| \Delta W_s^m \right\|^{2p} \right] \mathbb{E} \left[ \left\| F_{j,m} \left( X_s^{NV} \right) \right\|^{2p} \right] \, ds.
\]  

(4.65)

Since \( F_{j,m} \in LI P^{p,q,c}_\text{loc} (\mathbb{R}^n) \), we get \( \alpha_2 \in \mathbb{R}_+ \) and \( q \geq 1 \) independent of \( N \) such that

\[
\mathbb{E} \left[ \sup_{t \leq T} \left\| \int_0^t \Delta W_s^j \Delta W_s^m F_{j,m} \left( X_s^{NV} \right) \, ds \right\|^{2p} \right] \leq \alpha_2 \mathbb{E} \left[ \left\| G \right\|^{2p} \right] \left( \int_0^T \mathbb{E} \left[ \left\| X_s^{NV} \right\|^{2q} \right] \, ds \right) h^{3p}
\]  

(4.66)

where \( G \) is a standard normal variable. We conclude using (2.18) from Lemma 2.2. To estimate,

\[
\int_0^t \left( \Delta W_s^j \right)^2 - \Delta s F_{j,j} \left( X_s^{NV} \right) \, ds,
\]  

(4.67)

we use exactly the same arguments since the integration by parts formula gives us

\[
\int_0^t \left( \Delta W_s^j \right)^2 - \Delta s F_{j,j} \left( X_s^{NV} \right) \, ds = 2 \int_0^t (t - \tilde{\tau}_s - s) \Delta W_s^j F_{j,j} \left( X_s^{NV} \right) \, ds.
\]  

(4.68)
This completes the proof.

In the following, we give a detailed proof of Proposition 2.5, which is a consequence of Propositions 2.3, 2.4.

**Proof of Proposition 2.5:**

Combining a convexity inequality and the Burkholder-Davis-Gundy, we get a constant \( \alpha_0 \) independent of \( N \) such that

\[
\mathbb{E} \left[ \sup_{t \leq T} \left\| \bar{Q}_{1,N}^t \right\|^{2p} \right] \leq \alpha_0 \left( E + \sum_{j=1}^{d} \left( E_1^j + E_2^j + E_3^j \right) \right),
\]

where

\[
E = \mathbb{E} \left[ \sup_{t \leq T} \left\| \int_0^t \left( Z_0^s - \theta_0^s \right) ds \right\|^{2p} \right],
\]

for \( j \in \{1, \ldots, d\} \),

\[
E_1^j = \int_0^T \mathbb{E} \left[ \left\| Y_{t,t}^{d+1} \sigma^j (\bar{X}_{t,t}) - \sigma^j (X_{t}^{NV}) - \frac{1}{2} \Delta t \left[ \sigma^j, \sigma^0 \right] (X_{t}^{NV}) \right\|^{2p} \right] dt,
\]

\[
E_2^j = \int_0^T \mathbb{E} \left[ \left\| Y_{t,t}^{d+1} \sigma \partial \sigma^j (\bar{X}_{t,t}) - \partial \sigma^j (X_{t}^{NV}) - \frac{1}{2} \Delta t \left( \partial \sigma^0 \partial \sigma^j + (\partial \sigma^j)^2 \right) \sigma^0 \right\|^{2p} \right] dt,
\]

and

\[
E_3^j = \int_0^T \mathbb{E} \left[ \left\| \bar{Z}_{t,t}^{d+1;j} - \frac{1}{2} \Delta t \left( \partial \sigma^0 \partial \sigma^j + (\partial \sigma^j)^2 \right) \sigma^j \right\|^{2p} \right] dt.
\]

To prove our claim, it suffices to estimate, with at least strong order 3/2, each expectations in the right-hand side of (4.69).

**An estimation with strong order 3/2 of \( E \) is given by Proposition 2.4.**

**Estimation with strong order 2 of \( E_1^j \), for \( j \in \{1, \ldots, d\} \).**

To estimate \( E_1^j \), we estimate its integrand, and we denote

\[
\epsilon_1^j (t) = \mathbb{E} \left[ \left\| \lambda_1^j \right\|^{2p} \right],
\]

where

\[
\lambda_1^j = Y_{t,t}^{d+1} \sigma^j (\bar{X}_{t,t}) - \sigma^j (X_{t}^{NV}) - \frac{1}{2} \Delta t \left[ \sigma^j, \sigma^0 \right] (X_{t}^{NV}).
\]
Since
\[ \chi^j_t = \left( Y_{d+1}^{d+1} - Id_n - \frac{1}{2} \Delta t \sigma^0 (X_t^{NV}) \right) \left( \sigma^j (\bar{X}_{i,t}) - \sigma^j (X_t^{NV}) + \frac{1}{2} \Delta t \sigma^j \sigma^0 (X_t^{NV}) \right) + \left( Y_{d+1}^{d+1} - Id_n - \frac{1}{2} \Delta t \sigma^0 (X_t^{NV}) \right) \left( \sigma^j (X_t^{NV}) - \frac{1}{2} \Delta t \sigma^j \sigma^0 (X_t^{NV}) \right) + \left( Id_n + \frac{1}{2} \Delta t \sigma^0 (X_t^{NV}) \right) \left( \sigma^j (\bar{X}_{i,t}) - \sigma^j (X_t^{NV}) + \frac{1}{2} \Delta t \sigma^j \sigma^0 (X_t^{NV}) \right) - \frac{1}{4} (\Delta t)^2 \partial \sigma^0 \partial \sigma^j \sigma^0 (X_t^{NV}), \]

combining a convexity inequality and the Cauchy-Schwarz inequality, we obtain
\[ \epsilon^j_1 (t) \leq 4^{2p-1} \left( \mathbb{E} \left[ \left\| Y_{d+1}^{d+1} - Id_n - \frac{1}{2} \Delta t \sigma^0 (X_t^{NV}) \right\|^{4p} \right] \mathbb{E} \left[ \left\| \sigma^j (\bar{X}_{i,t}) - \sigma^j (X_t^{NV}) + \frac{1}{2} \Delta t \sigma^j \sigma^0 (X_t^{NV}) \right\|^{4p} \right] \right)^{\frac{1}{2}} + \mathbb{E} \left[ \left\| Y_{d+1}^{d+1} - Id_n - \frac{1}{2} \Delta t \sigma^0 (X_t^{NV}) \right\|^{4p} \right] \mathbb{E} \left[ \left\| \sigma^j (X_t^{NV}) - \frac{1}{2} \Delta t \sigma^j \sigma^0 (X_t^{NV}) \right\|^{4p} \right]^{\frac{1}{2}} + \mathbb{E} \left[ \left\| Id_n + \frac{1}{2} \Delta t \sigma^0 (X_t^{NV}) \right\|^{4p} \right] \mathbb{E} \left[ \left\| \sigma^j (\bar{X}_{i,t}) - \sigma^j (X_t^{NV}) + \frac{1}{2} \Delta t \sigma^j \sigma^0 (X_t^{NV}) \right\|^{4p} \right]^{\frac{1}{2}} + \mathbb{E} \left[ \left\| \frac{1}{4} (\Delta t)^2 \partial \sigma^0 \partial \sigma^j \sigma^0 (X_t^{NV}) \right\|^{2p} \right]. \]

The first two expectations in the right-hand side of the previous inequality are estimated using (2.24) and (2.26) from Proposition 2.4, respectively. Since \( \sigma^0 \) and \( \sigma^j \) have bounded first order derivatives, applying and (2.18) from Lemma 2.2, we obtain a constant \( \beta_j \in \mathbb{R}^*_+ \) independent of \( N \) such that:
\[ \mathbb{E} \left[ \left\| \sigma^j (X_t^{NV}) - \frac{1}{2} \Delta t \sigma^j \sigma^0 (X_t^{NV}) \right\|^{4p} \right] \leq \beta_j, \]
\[ \mathbb{E} \left[ \left\| Id_n + \frac{1}{2} \Delta t \sigma^0 (X_t^{NV}) \right\|^{4p} \right] \leq \beta_j, \] and
\[ \mathbb{E} \left[ \left\| \frac{1}{4} (\Delta t)^2 \partial \sigma^0 \partial \sigma^j \sigma^0 (X_t^{NV}) \right\|^{2p} \right] \leq \beta_j h^{4p}. \]

Then it follows that
\[ \epsilon^j_1 (t) \leq 4^{2p-1} \left( C_1 T^{4p} + 2 \sqrt{C_1 \beta_j} + \beta_j \right) h^{4p}, \]
and then
\[ E^j_1 \leq 4^{2p-1} T \left( C_1 T^{4p} + 2 \sqrt{C_1 \beta_j} + \beta_j \right) h^{4p}. \]

**Estimation with strong order 3/2 of \( E^j_2 \), for \( j \in \{1, \ldots, d\} \).**

As previously, we denote
\[ \epsilon^j_2 (t) = \mathbb{E} \left[ \left\| \mu^j_t \right\|^{2p} \right], \]

\[ (4.83) \]
where

$$
\mu^j_t = Y^{d+1}_{t,t} \sigma^j (\bar{X}_{t,t}) - \sigma^j (X^N_t) - \frac{1}{2} \Delta t \left( \partial_\sigma^0 \sigma^j - \left( \partial^2_\sigma^i \sigma^j \right)^2 + \left( \partial_\sigma^0 \sigma^j \right)^2 \right) \left( X^N_t \right). \tag{4.84}
$$

Since

$$
\mu^j_t = \left( Y^{d+1}_{t,t} - Id_n - \frac{1}{2} \Delta t \partial_\sigma^0 (X^N_t) \right) \left( \partial_\sigma^j (\bar{X}_{t,t}) - \partial_\sigma^j (X^N_t) + \frac{1}{2} \Delta t \left( \partial^2_\sigma^i \sigma^j \right)^2 \sigma^0 (X^N_t) \right) 
+ \left( Y^{d+1}_{t,t} - Id_n - \frac{1}{2} \Delta t \partial_\sigma^0 (X^N_t) \right) \left( \partial_\sigma^j (\bar{X}_{t,t}) - \partial_\sigma^j (X^N_t) + \frac{1}{2} \Delta t \left( \partial^2_\sigma^i \sigma^j \right)^2 \sigma^0 (X^N_t) \right) 
+ \left( Id_n + \frac{1}{2} \Delta t \partial_\sigma^0 (X^N_t) \right) \left( \partial_\sigma^j (\bar{X}_{t,t}) - \partial_\sigma^j (X^N_t) + \frac{1}{2} \Delta t \left( \partial^2_\sigma^i \sigma^j \right)^2 \sigma^0 (X^N_t) \right) 
- \frac{1}{4} \Delta t^2 \partial_\sigma^0 (X^N_t) \left( \partial^2_\sigma^i \sigma^j \right)^2 \sigma^0 (X^N_t) + \frac{1}{2} \Delta t \left( \partial_\sigma^0 \partial_\sigma^j \sigma^j (X^N_t) - \partial_\sigma^0 \partial_\sigma^i \sigma^j (X^N_t) \right), \tag{4.85}
$$

combining a convexity inequality, the Cauchy-Schwarz inequality, (2.24) and (2.27) from Proposition 2.4, and (4.79), we obtain

$$
e^j_2 (t) \leq 5^{2p-1} \left( C_1 h^{4p} + \sqrt{C_1^2} h^{4p} \left( \mathbb{E} \left[ \left\| \partial_\sigma^j \sigma^j (X^N_t) - \frac{1}{2} \Delta t \left( \partial^2_\sigma^i \sigma^j \right)^2 \sigma^0 (X^N_t) \right\|^4 \right] \right)^{\frac{1}{2}} \right) 
+ \sqrt{C_1^2} h^{4p} + \mathbb{E} \left[ \left\| \frac{1}{4} \Delta t^2 \partial_\sigma^0 (X^N_t) \left( \partial^2_\sigma^i \sigma^j \right)^2 \sigma^0 (X^N_t) \right\|^{2p} \right] 
+ \mathbb{E} \left[ \left\| \frac{1}{2} \Delta t \left( \partial_\sigma^0 \partial_\sigma^j \sigma^j (X^N_t) - \partial_\sigma^0 \partial_\sigma^j \sigma^j (X^N_t) \right) \right\|^{2p} \right]. \tag{4.86}
$$

Since \( \sigma^0 \) and \( \sigma^j \) have bounded first order derivatives and \( \partial_\sigma^2 \sigma^j \) is locally Lipschitz with polynomially growing Lipschitz constant, applying and (2.18) from Lemma 2.2, we easily get a constant \( \gamma_j \in \mathbb{R}^+ \) independent of \( N \) such that:

$$
\mathbb{E} \left[ \left\| \partial_\sigma^j \sigma^j (X^N_t) - \frac{1}{2} \Delta t \left( \partial^2_\sigma^i \sigma^j \right)^2 \sigma^0 (X^N_t) \right\|^4 \right] \leq \gamma_j, \tag{4.87}
$$

and

$$
\mathbb{E} \left[ \left\| \frac{1}{4} \Delta t^2 \partial_\sigma^0 (X^N_t) \left( \partial^2_\sigma^i \sigma^j \right)^2 \sigma^0 (X^N_t) \right\|^{2p} \right] \leq \gamma_j h^{4p}. \tag{4.88}
$$

It remains to estimate the last expectation in the right-hand side of (4.86). As the function \( F^j := \frac{1}{2} \partial_\sigma^0 \partial_\sigma^j \sigma^j \) is locally Lipschitz with polynomially growing Lipschitz constant, we easily get a constant \( \delta_j \in \mathbb{R}^+ \) independent of \( N \) such that:

$$
\mathbb{E} \left[ \left\| \Delta t \left( F^j (X^N_t) - F^j (X^N_t) \right) \right\|^{2p} \right] \leq \delta_j h^{3p}. \tag{4.89}
$$

Then it follows that

$$
e^j_2 (t) \leq 5^{2p-1} \left( C_1 T^{4p} + \sqrt{C_1^2} T \gamma_j + \sqrt{C_1^2} \gamma_j T^p + \delta_j \right) h^{3p}, \tag{4.90}
$$

and we conclude that

$$
E^j_2 \leq 5^{2p-1} T \left( C_1 T^{4p} + \sqrt{C_1^2} T \gamma_j + \sqrt{C_1^2} \gamma_j T^p + \delta_j \right) h^{3p}. \tag{4.91}
$$
An estimation with strong order $3/2$ of $E_j^3$, for $j \in \{1, \ldots, d\}$ is given by (2.25) from Proposition 2.3 and this concludes the proof.
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