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ABSTRACT

As an important mode of open innovation, crowdsourcing can effectively integrate external resources, enabling enterprises to obtain stronger competitiveness and more benefits at a faster speed and lower cost. However, this mode has inevitable intellectual property protection challenges, especially on contest-based crowdsourcing platforms. Previous studies mostly focused on the protection of the rights of sponsors while ignoring the rights of workers, rarely paying attention to sponsor fraud, which may reduce the enthusiasm of participants and eventually turn crowdsourcing into a lemon market. This study proposes several fraud detection models to address this problem on contest-based crowdsourcing platforms. Furthermore, this paper explores and compares the value of four types of information as deception cues in crowdsourcing contexts via data mining technology and machine learning methods. The results benefit participants in crowdsourcing markets and contribute to fraud detection research and open innovation in the knowledge economy.
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INTRODUCTION

Crowdsourcing is among the most celebrated and successful new emerging digital economy business models. The ability of the online market to efficiently bring together individuals and businesses has redefined and transformed traditional ways of conducting business. Individuals with discretionary time and a shared interest congregate in online communities (Howe, 2008), which generate many participants willing to invest their effort and time in the crowdsourcing market. In particular, enterprises have increasingly leveraged online crowdsourcing marketplaces to seek solutions to business problems (Chen et al., 2020). Big enterprises like Dell have turned customer complaints into increased profit margins by tapping the crowd for solutions to their problems. Furthermore, many individuals and small and medium companies participate in third-party crowdsourcing platforms, such as Amazon.
Mechanical Turk (AMT), CrowdFlower, and Upwork. An essential objective of these crowdsourcing markets is to attract high-quality workers and obtain reasonable, diverse solutions (Terwiesch & Ulrich, 2009; Terwiesch & Xu, 2008). Many scholars have studied the fraudulent behaviors of workers on such platforms, some of whom often try to maximize their financial gains by producing generic answers or copying others’ solutions rather than working on the project (Eickhoff & de Vries, 2011; Hirth et al., 2010; Li et al., 2016). Instead of studying the workers’ fraudulent behaviors, this paper focuses on the fraud actions of sponsors on contest-based crowdsourcing platforms for design tasks, such as 99designs and DesignCrowd. Most of the projects on the platform are related to design, including logos, clothing, and website interfaces. A designer can choose one of the crowdsourcing contests and hand over their work. If a work is selected by the sponsor as the optimal one, its designer will get the reward. This model provides a convenient source of multiple solutions for the sponsor.

Relative to the work-for-hire IT platforms, new sponsors’ fraud problems must be highlighted in the context of contest-based crowdsourcing platforms. Opportunistic, fraudulent sponsors with moral hazards have ample opportunities to misappropriate the solutions without rewarding workers. Cases of sponsor fraud are divided into three types: “double identity fraud”, “solution embezzlement,” and “payment refusal” (Pang, 2015). If a fraudulent project is completed, it will result in direct losses of workers. Furthermore, other non-fraudulent projects suffer because fraudulent projects enjoy the attention the former should have. Finally, sponsor fraud may lead to decreased user engagement and, ultimately, failure of the crowdsourcing market. Therefore, effective identification of these frauds is critical to facilitate the sound development of crowdsourcing (Deng et al., 2016; Pang, 2015; Pennebaker, 2013; Schlagwein et al., 2019). However, most of the existing fraud detection approaches originate from money-driven false fabrications designed to distinguish the true requirements from the false. In contrast, the motives and needs of the initiators in crowdsourcing are not fabricated but real, which may lead to the failure of existing fraud detection cues. This paper will use multiple machine learning models to examine the effectiveness of each type of cue to provide reliable cue selection support for this fraud scenario.

Previous research on fraud detection has involved traditional, face-to-face, and computer-mediated contexts (Chang & Chang, 2012; Drouin et al., 2016; Twitchell & Fuller, 2019; You et al., 2011). Due to the loss of the advantages of face-to-face contexts in detecting fraud, research on computer-mediated fraud detection is mainly based on verbal cues, including content-based and linguistic cues. User behaviors in online environments, including user personal information, engagement records, decision-making choices, etc., are expected to replace the utility of traditional non-verbal cues such as expressions and gestures. For example, in fake review detection, Zhang et al. (2016) explored the effectiveness of nonverbal features (i.e., product ratings, reviewer characteristics, and brands) in detecting fraud. They confirmed that they are more important than verbal ones. However, research on nonverbal cues is still lacking in most areas of online fraud detection. Particularly in crowdsourcing fraud with intellectual property (IP) as the target, the authenticity of project requirement description may make verbal cues lose effectiveness. Thus, nonverbal cues are worthy of further study. Specifically, in crowdsourcing contexts, the sponsor’s characteristics, the project’s basic information, and the winning bidder’s selection are all nonverbal cues that may be effective for fraud detection.

Moreover, computer-mediated fraud can be divided into dynamic fraud and static fraud. Static fraud is a fraudulent purpose achieved by a fraudster unilaterally providing false information. In contrast, dynamic fraud is where the fraudster communicates false information through multiple interactions to achieve the fraudulent goal. For example, website fraud (Zahedi et al., 2015) and trademark infringement (Trappey et al., 2021) are static fraud, and phishing emails and telecom fraud are examples of dynamic fraud (Cheng et al., 2021; Ho et al., 2016; Wang et al., 2016). Generally, cues extracted from a static environment are unilateral and presentational, while cues extracted from a dynamic environment are bilateral and interactive. The novel crowdsourcing contest environment includes dynamic and static contexts and measurable nonverbal cues, allowing the opportunity to explore the value and role of different cues in computer-mediated fraud detection.
This study aimed to address the problem of the detection of sponsor fraud in the crowdsourcing market, which is indicated by various verbal and nonverbal information in dynamic and static contexts. Based on several fraud theories, we explored and compared the value of four types of information (static verbal information, dynamic verbal information, static nonverbal information, and dynamic nonverbal information) as deception cues in this crowdsourcing context via data mining technology and machine learning methods, which enrich the application and popularization of the deception theory. In addition, the analysis and detection of malicious sponsors in crowdsourcing contests contribute to the research from sponsor's perspective. Furthermore, the proposed detection models can help crowdsourcing workers and platforms more conveniently and scientifically detect fraudulent projects. The work will bolster workers’ enthusiasm and the development of crowdsourcing markets and further contribute to open innovation in the knowledge economy.

RESEARCH BACKGROUND AND THEORETICAL FOUNDATION

Crowdsourcing Model

Crowdsourcing is the process of integrating the spare time of crowds by fully mobilizing and utilizing their wisdom and taking advantage of their expertise to achieve efficient access to knowledge and reduce business costs and innovation risks from the external environment (Estellés-Arolas & González-Ladrón-De-Guevara, 2012; Howe, 2006). In addition to the collaborative model, which is utilized by platforms such as Wikipedia, the contest model is widely adopted by various crowdsourcing platforms and is the focus of this study. In the contest model, the sponsor, either an enterprise or an individual, can submit contest projects online to solicit solutions; the winning worker, who submits the best solution, will receive the total reward specified by the sponsor, while other workers are not rewarded.

Research on crowdsourcing falls into three streams according to the three types of players in crowdsourcing. One deals with platforms, examining innovation coordination mechanisms, task recommendation, quality and risk control, and the design of fraud prevention mechanisms (Hao et al., 2014; Kurup & Sajeev, 2020; Qi et al., 2021; Zhong & Lin, 2015). Another stream focuses on sponsors, exploring enterprise crowdsourcing strategy and influential factors of crowdsourcing performance (Caruana et al., 2006; Mahr et al., 2015; Wang et al., 2014). The third stream examines workers’ behaviors, dealing with participation motivation behaviors, fraud behaviors, learning behaviors, and worker performance (Behl et al., 2021; Leung et al., 2021; Liu et al., 2022; Pee et al., 2018; Taylor & Joshi, 2019).

Relatively comprehensive and in-depth research has been conducted from the perspectives of platforms and workers on innovation coordination mechanisms, participation motivation, and a series of risk controls. However, there is a dearth of research from the sponsors’ perspective. Extant research mainly focuses on the performance and strategy of sponsors while ignoring fraud detection and risk control. Some researchers have theoretically discussed the importance of crowdsourcing sponsors’ fraudulent behaviors (Deng et al., 2016; Pang, 2015; Pennebaker, 2013; Schlagwein et al., 2019). However, there are few in-depth empirical studies on this kind of fraud related to intellectual property. In practice, after the reports and feedback of workers are received, the suspected fraudulent projects are judged manually by platform staff through the comparison of suspected works, which requires a lot of workforce and material resources; if not solved in time, the case will have a negative impact on the platform. Thus, it is vital to illuminate the risk of malicious sponsors and how to deal with it. Fortunately, as an online environment with dynamic and static interactions, crowdsourcing provides many cues to employing automated fraud detection. With the support of valuable verbal and nonverbal cues, fraudulent sponsors can be automatically identified using machine learning models.
FRAUD OF CROWDSOURCING SPONSORS

The protection of intellectual property is a topic of great concern in open innovation (Harhoff et al., 2003), and the crowdsourcing field also attaches great importance to it (Albors et al., 2008; Liu et al., 2021). However, most crowdsourcing platforms have rules that favor sponsors’ rights, which are prioritized much more strongly than workers’ rights (Massanari, 2012). Crowdsourcing sponsors are affected by Arrow’s information paradox, as the intellectual property created by workers is an intangible asset (Arrow, 1972). The sponsor needs to have a detailed and complete understanding of all solutions provided by workers in advance before finally choosing the best one, a situation that provides an opportunity for sponsors to steal the solution without rewarding workers. To eliminate this paradox, finding a simple and effective way to ensure the appropriate management of workers’ intellectual property rights is necessary. It is even more important when the ideas put forward by workers are not mature enough to be protected by patents (Natalicchio et al., 2014).

In the crowdsourcing market, as was suspected, workers have a high amount of dissatisfaction and complaints about the malicious behavior of sponsors, as detailed in Table 1. Workers commonly complained about extremely unqualified winning bidders and questionable winning solutions. The complaints about sponsor fraud listed in Table 1 come from an anonymous crowdsourcing platform in China and have been translated from Chinese into English. In the model of the crowdsourcing contest, sponsors may exhibit various types of malicious behaviors. A typical example is a scheme in which sponsors replicate and modify the best solution submitted by a worker, submit the work to the platform through a new ID or their friends, and select the solution they submitted. Excellent works are not given their due reward, so workers provide feedback and report to the platform with supporting evidence, such as the similarity between the registration time, name, and location of the sponsor and the winning bidder. The high similarity of the two accounts serves as evidence of “double identity fraud,” implying that the sponsor and the winning bidder are the same people. Due to the heavy workload of manual processing and verification, workers are dissatisfied with the efficiency of the platform’s response.

Table 1. Workers’ complaints about sponsor fraud

| Complaint details (translated from Chinese) | Abstract |
|--------------------------------------------|----------|
| Every time this person told me how to improve, I followed the instructions. However, he chose a person who has poor credit and no real name verification. | The sponsor chooses a winning bidder who has low credit. |
| The winning bidder won the bid after only participating in one project! | The registration times of the sponsor and the winning bidder are the same. |
| The sponsor and the winning bidder have the same registration time! How do you know that the manager is named Zhang? | |
| The addresses of the winning bidder and the sponsor are both in Shenzhen. | The names of the sponsor and the winning bidder are similar and they are in the same city. |
| Both the sponsor and the winning bidder are in Quanzhou. The winning bidder has only participated in one project since the time of registration and their names both contain “wang.” Please investigate!!! | |
| The winning bidder’s works are not in accordance with the requirements of the project. They do not reflect the delivery, nor are they innovative. | The winning solution does not meet the requirements. |
| The winner is the sponsor himself; the winning bidder’s plan does not follow the marketing plan, but the work schedule of the hotel. Hope that you will check and deal with this as soon as possible; many workers have complaints! | |

Table 1 continued on next page
Generally, crowdsourcing contests guarantee the interests of the demand side but create excessive competition among the knowledge-based talents (workers). Eventually, this situation will create a “lemon market,” which might lead to reduced user engagement and, ultimately, failure of the crowdsourcing market. Akerlof (1978) presented the lemon market theory in his ground-breaking paper about the consequences of information asymmetry. In markets in which it is impossible to assess the quality of a product/service, the seller has more information than the buyer, which has the result that high quality products and services leave the market, since they only sell at the rate of average-market-quality goods. In crowdsourcing markets, although buyers/sponsors hold with an information advantage, which is different from the sellers’ advantage in the lemon market. The workers are the sellers who sell their works and services, the buyer has more information than the seller, this kind of information asymmetry also damages the engagement of high-quality workers. Due to the malicious behavior of the sponsors, high-quality works do not get the reward they deserve, and thus, workers are unwilling to invest substantial time and energy in carrying out high-level innovation and only provide works of average quality; this will lead to the gradual degradation of the quality of work in the crowdsourcing market. On the other hand, Akerlof’s (1978) paper also talked about the “cost of dishonesty,” which lies not only in the amount by which the purchaser is cheated but must also include the loss incurred from driving legitimate business out of existence. Similarly, the projects of honest sponsors will also be affected in that they will not be able to obtain the expected excellent and satisfactory works, which means other sponsors may be reluctant to invest much in rewards. Therefore, the market will gradually deteriorate and maybe even eventually disappear completely.

The fraud of sponsors promotes information asymmetric and causes severe damage to the development of crowdsourcing markets and open innovation. Platforms are obligated to deal with the problem after receiving complaints and feedback from workers. However, accurately detecting the fraudulent behaviors of sponsors is challenging, and manual detection of fraudulent sponsors by workers and platforms is time-consuming and laborious. Previous research on fraud detection involved
the identification of static fraudulent website content (Goel et al., 2017; Zahedi et al., 2015), fraudulent computer-mediated communications that occur dynamically between agents (Ho et al., 2016; Zhou et al., 2004b), and fraud that is based on static and dynamic communications through online platforms (Siering et al., 2016). However, most studies have been conducted on verbal cues due to the lack of traditional nonverbal cues in online scenarios. For example, the studies of Zhou et al. (2004b) and Ho et al. (2016) were conducted for online interactive scenarios, and the experiments in their study aimed to examine the cues leaked by fraudsters in dynamic communication. Siering et al. (2016) considered both dynamic and static scenarios in crowdfunding, which is similar to the crowdsourcing scenario. Still, the difference is that the requirements and descriptions in crowdfunding are often fictitious. In contrast, they are authentic in crowdsourcing, leading to a possible difference in the validity of their linguistic cues. Therefore, this paper focuses on the value of various types of information cues for deception in the IP-oriented crowdsourcing market.

**THEORETICAL FOUNDATION**

Several classical fraud theories provide a deeper foundation for our research, and different theories have different emphases. Some focus on mining cues in verbal information, while others focus on analyzing cues in nonverbal behavior; some cues are mostly from the text prepared by the fraudster in advance, while others are more from the information unintentional leaked in the dynamic communication. Most fraud detection theories involve verbal information in a static environment, including verbal content cues and linguistic structure cues, which can be used to distinguish cheaters from honest people. Meanwhile, other fraud detection theories focus on nonverbal cues in dynamic, face-to-face communication environments; that is, cues captured from people’s movements, gestures, facial expressions, and so on. In a typical example, police often utilize micro-expressions to help them judge whether a criminal is lying.

McCornack (1992) and McCornack et al. (1992) analyzed deception in information manipulation theory (IMT), which is often applied to detect fraud in static contexts, such as fraudulent news (Frieder & Zittrain, 2007), fraudulent corporate announcements (Humpherys et al., 2011), and fake websites (Zahedi et al., 2015). The interpersonal deception theory (IDT) was proposed by Burgoon & Buller (1996), who introduced a method of identifying verbal and nonverbal deception cues. While both IDT and IMT obtain verbal cues in static contexts, IDT pays more attention to the physiological indicators (nonverbal cues) and channels of communication (dynamic). In addition, the four-factor theory (FFT) and leakage theory (LT) focus on verbal and nonverbal cues in dynamic environments. These two earlier theories proposed that nonverbal cues can reveal the true intentions of the communicator directly. From a psychological perspective, Zuckerman et al. (1981) brought forward four underlying factors accounting for the motivation of deception in FFT. Hence, LT argues that deceptive clues can be leaked in the process of deception due to thought processes and emotional reactions (Ekman & Friesen, 1969). Although these theories were not proposed specifically to analyze deception in descriptive statements and e-mails, online communication like emails and traditional communication have much in common. Therefore, these theories can provide theoretical references for the research in this paper. Although there is no clear division standard, in Table 2, we demonstrate the comparative characteristics of these theories, including whether they focus on static or dynamic environments and distinguish between verbal and nonverbal cues in deception.

The four deception theories explain the differences between fraudsters and non-fraudsters regarding verbal and nonverbal cues in static statements and dynamic communication. They provide a good theoretical basis for our fraud detection model. Although the emphasis of each theory is different, we can use them to categorize the four types of fraud-detection cues that have been applied in various scenarios. Next, we will compare the values of the four types of fraud-detection cues in identifying sponsor fraud in the context of crowdsourcing platforms. Specifically, we will utilize the existing verbal cues outlined in the above theories and extend the scope of nonverbal behavior beyond
the traditional definition by mapping nonverbal cues in face-to-face conversation to online nonverbal cues on crowdsourcing platforms. Ultimately, we will have a clear understanding of the extractions of online fraud detection cues and the effectiveness of those cues.

**HYPOTHESIS DEVELOPMENT**

The above theories provide the basis for resolution methodologies in detecting fraudulent crowdsourcing projects. IMT (McCornack, 1992) noted that fraudsters might violate four fundamental communication principles expected in an authentic conversation. First, fraudsters use too little or too much information to conceal or distort their attention. Second, the quality of such information is often questionable or even wholly false. Third, the information may be not completely relevant to the topic or cannot be understood in the context to cover up the truth or mislead the receiver. Finally, the message is ambiguous rather than clear and concise. Similarly, IDT (Burgoon & Buller, 1996) holds that fraudsters adopt strategies to control the information transmitted. These strategies include: (1) Quality manipulations that refer to making the meaning of a sentence ambiguous by reducing adjectives and adverbs to deviate from the facts wholly or partially; (2) Quantity manipulations that refer to becoming silent by reducing the number of words or sentences, shortening the conversation time, or avoiding providing detailed information; (3) Clarity manipulations refer to using more contradictory, ambiguous, or obscure languages to show more uncertainty; (4) Relevance manipulations that refer to the use of redundant details or too many irrelevant languages, such as polite expressions, to increase the indirection and non-relevance of speech; (5) Depersonalism manipulations that refer to the use of different expressions to separate oneself from the conversation content, such as avoiding the use of the first person or preferring to use the passive voice; (6) Image and relationship protection behavior that refers to the fraudster trying his best to have an honest and credible image and avoid transmitting negative emotions.

These two theories of IMT and IDT, which have rich text features and interactivity, lay a foundation for analyzing language information in static text and dynamic interaction on the crowdsourcing platform. For example, fraudulent sponsors may exhibit reticence by using fewer words and sentences than honest sponsors, and use non-immediate language to distance themselves from their messages and the content of those messages, such as a lack of pronouns, especially first-person pronouns. Siering et al. (2016) confirmed the effectiveness of verbal cues (content-based and linguistic) in detecting fraudulent crowdfunding projects. However, the crowdsourcing sponsors fraud is to obtain solutions (i.e., IP) from the workers free of charge. Since the sponsors’ requirement statements are real, the content-based cues focusing on “what is conveyed” are not considered as effective indicators of sponsor fraud. In contrast, linguistic cues concentrating on “how deception is conveyed in a natural
language” are assumed to be valid (Zhou & Zhang, 2008). Due to the fraudulent intent, the linguistic structure of the verbal information, such as the degree of simplicity of a sentence or the emotional affect in messages, may be more effective than content-based cues extracted from factual information. Therefore, in the context of crowdsourcing fraud, we try to explore the role of linguistic cues instead of content-based cues.

In general, fourteen linguistic cues can be grouped into six constructs: complexity, non-immediacy, specificity, affect, diversity, and quantity (Siering et al., 2016). Complexity refers to the degree of simplicity of a sentence, which is measured by the number of words and the punctuation in the sentence. Non-immediacy represents the indirectness of messages, which may prevent recipients from obtaining definite or affirmative information. Specificity indicates the use of words connected with perception and the senses. Affect indicates the emotional intensity of the messages. Diversity suggests the diversity of wording. Quantity represents the number of produced notes. Additionally, as Chinese and English language processing are different, there are no spelling errors or uncertain lexicon in Chinese natural language processing. Thus, three original variables (expressivity, uncertainty, informality) proposed by Siering et al. (2016) are excluded. In this study, verbal cues are processed by the Chinese Linguistic Inquiry and Word Count (Chinese LIWC) tool (Huang et al., 2012), which includes approximately 6,800 words across 42 psychological and 30 linguistic categories. The descriptions of the linguistic cues are listed in Table 3.

| Category   | Cues                        | Explanation                                                      | Theory Base |
|------------|-----------------------------|------------------------------------------------------------------|-------------|
| Affect     | Affect_ratio                | Ratio of positive and negative words to the total number of words| IDT, FFT, LT|
|            | Pos_affect                  | Ratio of positive words to total number of words                 |             |
|            | Neg_affect                  | Ratio of negative words to total number of words                 |             |
| Complexity | avg_sentenceLength          | Average number of words per sentence                              | IDT, IMT    |
|            | avg_wordLength              | Average number of letters per word                                |             |
|            | Pausality                   | Ratio of the number of punctuation marks (periods, commas, semicolons, colons, question marks, exclamation marks) to the number of sentences |             |
| Diversity  | Lexical_diversity           | Ratio of the number of distinct words to the number of total words| IDT         |
| Non-immediacy | Group_reference            | Ratio of the number of words that are connected to the group (e.g., we, us, our) to the total number of words | IDT         |
|            | Individual_reference        | Ratio of the number of words that are connected to individuals, namely, the first-person speaker (e.g., me, myself, I), the group (e.g., we, us, our), and the reader (e.g., you, your) to the total number of words | IDT         |
|            | Self_reference              | Ratio of the total number of words that are connected to the first-person speaker (e.g., me, myself, I) to the total number of words | IDT         |
| Quantity   | Sentence_quantity           | Total number of sentences                                         | IDT, IMT    |
|            | Verb_quantity               | Total number of verbs                                             |             |
|            | Word_quantity               | Total number of words                                             |             |
| Specificity| Perceptual_information_and_sensory_ratio | Ratio of the number of words that are connected with perception and the senses of the total number of words | IDT         |
In previous fraud detection studies, various verbal cues, such as the numbers of words, sentences, self-references, the affect, and the temporal, spatial, and perceptual information within an online environment, can be helpful to indicators (Hancock et al., 2009; Hancock et al., 2007a; Zhou et al., 2004b). Although crowdsourcing sponsors’ fraud is not money-driven, we propose that these linguistic cues could also reveal the fraudster’s unstable psychological state, even when the content is true. Furthermore, crowdsourcing platforms’ dynamic and static communication approached a good chance for us to investigate the importance of different cues in online fraud detection. Specifically, static linguistic cues refer to the text descriptions of projects, which help the workers understand the project requirements and the application scenario. Dynamic linguistic cues refer to the text information in messages on the platform between sponsors and workers during the project period. In the light of the theories discussed and previous deception detection studies, we state that linguistic cues extracted from dynamic and static contexts are valuable for fraud detection in crowdsourcing. Hence, we propose that:

**Hypothesis 1a:** Static linguistic cues are of significant value in detecting the fraudulent behavior of sponsors in crowdsourcing contests.

**Hypothesis 1b:** Dynamic linguistic cues are of significant value in detecting the fraudulent behavior of sponsors in crowdsourcing contests.

In the FFT, Zuckerman & Miron (1981) identify four underlying factors from a psychological standpoint when deception occurs. These factors are (a) arousal, (b) attempted control, (c) affective response, and (d) cognitive factors. In a similar vein, LT (Ekman & Friesen, 1969) suggests the fraudster’s body movements and facial expressions that fail in concealing the deception act and their emergence as ‘leakage’ or deception cues. Therefore, some behaviors are reflected externally to conceal the corresponding lies, such as using general statements and taking longer pauses for thinking. In the crowdsourcing context, inconsistencies and anomalies can be sensed by individuals (Johnson et al., 2001). In that case, such inconsistencies can be perceived in the general verbal or the more specific nonverbal information. Regarding similarity in synchronicity between online and face-to-face communication, we argue that the four-factor and leakage mechanisms in FFT and LT are still relevant. Various nonverbal behaviors in face-to-face conversation may be mapped to online behaviors on crowdsourcing platforms. For example, liars tend to take more and longer pauses to ensure consistency. Compared with face-to-face communication, the online environment has both disadvantages and advantages. If users’ online behavior can be extracted and their profiles are constructed, it should be possible to detect fraudulent users accurately. This methodology has been widely used in marketing promotions and recommendation systems—identifying what kind of user group is suitable for what kind of products (Callaway et al., 2000; Yanchun et al., 2011). Similarly, we can assess what kind of users potentially have fraudulent intent according to their online behavior characteristics. Therefore, we also include all nonverbal cues on the platform to conduct reliable comparisons and analyses.

Since traditional nonverbal cues, such as gestures and expressions, are not applicable, we define the cues extracted from online nonverbal information as nonverbal cues. Generally, online nonverbal cues can be divided into two categories: the first is the user’s attributes, such as name and age, and the second is the user’s online behavior characteristics on the platform, such as past participation and interaction records. In crowdsourcing contests, the basic information of the project is part of the decision behavior of the sponsor, so it is also an attribute of the sponsor. Specifically, the static nonverbal cues extracted from nonverbal information refer to the basic information of the sponsors, including the time of registration, the location of the registration, the number of friends, and the number of projects in which they have been involved in the past. In the crowdsourcing environment, many fraud cases exist in which sponsors and winning bidders conspire. Therefore, basic information of the winning bidders will also be incorporated into the static nonverbal cues dimension.
Dynamic nonverbal information refers to typical sponsors’ behavior or information in crowdsourcing projects, including the project duration, the reward amount, the reply time of correspondence, the supplementary specifications, and the bid-winning order. The project duration and reward amount are considered as dynamic nonverbal information because these two attributes can be modified when sponsors realize they must attract more workers. The descriptions of the nonverbal cues are listed in Table 4.

Table 4. Descriptions of nonverbal cues

| Category       | Cues                        | Explanation                                                                 | Static/Dynamic |
|----------------|-----------------------------|-----------------------------------------------------------------------------|----------------|
| Project        | pro_total_amount            | Total project size                                                          | Dynamic        |
|                | pro_duration                | Project duration                                                             |                |
| Sponsor        | sponsor_has_truename        | Whether the sponsor has a real name in the user profile: 1=Yes, 0=No        | Static         |
|                | sponsor_sex                 | Employer gender: 1 = male, 2 = female                                        | Static         |
|                | sponsor_has_introduction    | Whether the sponsor has an introduction in the user profile: 1=Yes, 0=No    | Static         |
|                | sponsor_hits                | Number of clicks that have been won by the sponsor                           | Static         |
|                | sponsor_has_group           | Whether the sponsor participates in the group: 1=Yes, 0=No                  | Static         |
|                | sponsor_projects_quantity   | Number of projects in which the sponsor has participated (before the project’s release time) | Static         |
|                | friends_sponsor_quantity    | Number of message contacts                                                   | Static         |
|                | pro_has_extraintro          | Does the project have additional instructions: 1 = yes, 0 = no              | Dynamic        |
|                | pro_extraintro_length       | Supplementary text length                                                    | Static         |
|                | msg_quantity                | Number of e-mail exchanges                                                   | Static         |
|                | msg_reply                   | Responder reply time                                                         | Dynamic        |
| Winning bidder | in_last10(15,20,25,30) per  | Solutions submitted by the winner in the last 10% (15%,20%,25%,30%) of all solutions: 1=Yes, 0=No | Dynamic        |
|                | winner_has_truename         | Whether the winner has a real name in the user profile: 1=Yes, 0=No         | Static         |
|                | winner_gender               | Winner’s Sex: 1=Male, 2=Female                                               | Static         |
|                | winner_has_introduction     | Whether the winner has an introduction in the user profile: 1=Yes, 0=No     | Static         |
|                | winner_hits                 | The number of clicks that have been won by the winner                        | Static         |
|                | winner_has_group            | Whether the winner participates in the group: 1=Yes, 0=No                   | Static         |
|                | winner_projects_quantity    | The number of winning bidders’ that have participated in the project (before the project’s release time) | Static         |
|                | friends_winner_quantity     | Number of the winner’s friends                                               | Static         |
|                | Regist_after_releasetime    | The winner registered after the project was released: 1=Yes, 2=No           | Static         |
|                | Is_same_province            | Whether the bid winner and the sponsor are in the same province: 1=Yes, 2=No | Static         |
These nonverbal cues depict a user’s online image very comprehensively. Workers’ information and submission behaviors will impact their chances of winning (Bockstedt et al., 2015). For example, a sponsor who has many friends, participates in multiple projects, and responds to messages promptly can be considered relatively reliable. Therefore, we propose that dynamic and static nonverbal cues are crucial for fraud detection. Hence, we state that:

**Hypothesis 2a**: Static nonverbal cues are of significant value in detecting the fraudulent behavior of sponsors in crowdsourcing contests.

**Hypothesis 2b**: Dynamic nonverbal cues are of significant value in detecting the fraudulent behavior of sponsors in crowdsourcing contests.

The online information on crowdsourcing platforms we examine contains four dimensions: static verbal information, dynamic verbal information, static nonverbal information, and dynamic nonverbal information, as listed in Table 5.

- The static verbal information refers to the text descriptions of projects, by which workers are made aware of the project requirements and the application scenario.
- The dynamic verbal information refers to the text information in messages on the platform between sponsors and workers during the project period.
- The static nonverbal information refers to the basic information on sponsors, which includes the time of registration, the location of registration, the number of friends, and the number of projects in which they have been involved. In the crowdsourcing environment, many fraud cases exist in which sponsors and winning bidders conspire. Therefore, basic information on the winning bidders will also be incorporated into the static nonverbal information dimension.
- The dynamic nonverbal information refers to typical sponsors’ behavior or information in crowdsourcing process, including the project duration, the reward amount, the reply time of the correspondence, the supplementary specifications, and the bid-winning order. The project duration and reward amount are set as dynamic nonverbal information because these two attributes can be modified when sponsors realize they must attract more workers.

|                | Verbal information                                      | Nonverbal information                                           |
|----------------|--------------------------------------------------------|----------------------------------------------------------------|
| **Static**     | Textual descriptions of projects                       | Basic information on sponsors, projects, and winning bidders    |
| **Dynamic**    | Textual information of messages between sponsors and workers | Typical behaviors or information of sponsors in crowdsourcing process |

Ho et al. (2016) found that deception can be discovered in verbal and nonverbal information. When a person is conversing messages, verbal indicators mainly focus on the content, while nonverbal cues work as accessory features (Zhou et al., 2004b). The online environment of crowdsourcing platforms provides an ideal environment for exploring and comparing the values of the four types of fraud detection cues. For example, the cues created by nonverbal information in crowdsourcing contests may better reveal whether the sponsor has fraudulent intent, especially for the decision-making behavior in dynamic contexts, which is quite tricky to disguise. As the Italian proverb reminds us, saying something and doing it are two very different things, separated by a vast chasm. The famous
American adage encapsulates another related concept, “actions speak louder than words.” What a sponsor has done carries more weight than what he says he will do. Although various linguistic cues show significant differences in fraudulent and nonfraudulent objects, FFT and LT argue that nonverbal cues can directly reveal the communicator’s true intentions, and deceivers are more likely to leak clues in dynamic environments. In contrast, they are more prepared in static environments (Fuller et al., 2011). Thus, fraudsters tend to spend more effort to create a good image in static contexts (Fiol, 1995). Given that information such as project description in crowdsourcing projects is the real requirement and thoughtfully provided by the project sponsors upfront, we argue that leakage mechanisms may not work in such a static environment. In contrast, it is easier to reveal effective cues in dynamic communication with platform e-mail. Therefore, we believe that the nonverbal cues like user characteristics, project features, and other related cues on crowdsourcing platforms may be more effective in detecting fraudsters compared to linguistic cues, and the cues extracted from dynamic contexts may be more valuable than the static cues. Hence, we state that:

Hypothesis 3a: Nonverbal cues are more valuable than linguistic cues in detecting the fraudulent behavior of sponsors in crowdsourcing contests.

Hypothesis 3b: Dynamic cues are more valuable than static cues in detecting the fraudulent behavior of sponsors in crowdsourcing contests.

METHODOLOGY

Based on the above fraud theories, we utilized natural language processing (NLP) tools and wrote python scripts to clean the data, and quantify the key concepts to obtain a dataset for data analysis. Then, we used machine learning classifiers, such as decision trees and random forests to detect the sponsors’ fraud.

DATA

The data to be analyzed was collected from an anonymous, well-known online crowdsourcing platform in China, which has roughly 11 million members and 490 thousand released projects and generates over 400 million dollars of total rewards. The crowdsourcing projects in the data set ranged from September 7th, 2006, and January 24th, 2017.

This study focused on the fraudulent behaviors of sponsors in contest projects on the platform. The data contained 380,393 contest projects and 198,961 related sponsors. Before preprocessing the data, we excluded unfinished projects still in progress and obtain a total of 82,500 projects. Then, we extracted project identifiers and winning bidders’ usernames from the bulletin board on which the platform announces projects confirmed to be fraudulent. After that, we identified each sponsor by matching each project identifier in the project table and extract each winning bidder by matching the bidder’s username in the user table. As some projects in the bulletin board table are duplicates or do not have the winning bidder’s username, we included only 569 fraudulent projects with complete and valid information. Finally, we used these 569 fraudulent projects officially confirmed by the platform as positive samples.
We randomly sampled 569 non-fraudulent projects from the original unbalanced datasets to form a new balanced data set. We wrote a python script to perform these tasks automatically. Finally, we constructed a dataset of 1,138 instances for our research questions. The data pre-processing flow is illustrated in Figure 1.

According to the classification of cues in the hypothesis, descriptions of important extraction features of each dimension of the online information on crowdsourcing platforms are listed in Table 6.

Table 6. Important features of four dimensions

|                   | Verbal                          | Nonverbal                      |
|-------------------|---------------------------------|--------------------------------|
| **Static**        | affect_ratio_static             | Year                           |
|                   | pos_affect_ratio_static         | Province                       |
|                   | neg_affect_ratio_static         | winner_has_truename            |
|                   | avg_sentenceLength_static       | winner_sex                     |
|                   | avg_wordLength_static           | winner_has_introduction        |
|                   | pausality_static                | winner_hits                   |
|                   | lexical_diversity_static        | winner_has_group               |
|                   | group_reference_ratio_static    | winner_projects_quantity       |
|                   | individual_reference_ratio_static| friends_winner_quantity       |
|                   | self_reference_ratio_static     | sponsor_has_truename           |
|                   | sentence_quantity_static        | sponsor_sex                    |
|                   | verb_quantity_static            | sponsor_has_introduction       |
|                   | total_words_quantity_static     | sponsor_hits                  |
|                   | perceptron_ratio_static         | sponsor_has_group              |
|                   |                                 | sponsor_projects_quantity      |
|                   |                                 | friends_sponsor_quantity       |

Table 6 continued on next page
DATA MINING METHODS

Predictive analytics includes empirical methods that generate data predictions and methods for assessing predictive power, which not only assist in creating practically useful models but also play an important role alongside explanatory modeling in theory building and theory testing (Shmueli & Koppius, 2011). As a predictive analytics tool, machine learning can automatically learn hidden knowledge or patterns from training data or previous experience. To detect fraudulent crowdsourcing projects, we utilize several widely used machine learning models: k-nearest neighbors (KNN), logistic regression (LR), support vector machines (SVM), artificial neural networks (ANN), and random forest (RF).

To classify an instance, KNN uses the most frequent label of its k-nearest neighbors as the label of the instance. Our study assigned the hyperparameter k to 3 and uses Euclidean distance as the distance metric (Martin, 1995). SVM was proposed for solving two-class classification problems (Vapnik, 2013). As the data in this study are not linearly separable, we use the radial basis function kernel (RBF). The hyperparameter C is assigned a value of 10; C is a penalty parameter to avoid over-fitting. We also considered the RF classifier, a kind of ensemble model that consists of dependent decision tree classifiers and takes the most-selected label as the label of the instance (Breiman, 2001).

ANN consists of interconnected artificial neurons that are connected with different weights. Each neuron takes in inputs, proceeds through activation functions to justify the weight of the input, and finally gives outputs (Han & Kamber, 2005). The implementation of the ANN model was based on the open-source machine-learning python package, scikit-learn. In this study, we used the default setting of the number of neurons, which shows good performance on both training and testing sets. We performed the one hidden layer ANN model with 100 neurons to get nice classification measures and avoid over-fitting at the same time. We also utilized a sigmoid activation function and a classic neural network training process, that is, forward propagation to compute the cost function and weights and backpropagation by gradient descent to minimize the cost (Fuller et al., 2009).

| Verbal                          | Nonverbal                     |
|--------------------------------|-------------------------------|
| affect_ratio_dynamic           | in_last10per                  |
| pos_affect_ratio_dynamic       | in_last15per                  |
| neg_affect_ratio_dynamic       | in_last20per                  |
| avg_sentenceLength_dynamic     | in_last25per                  |
| avg_wordLength_dynamic         | in_last30per                  |
| pausality_dynamic              | pro_total_amount              |
| lexical_diversity_dynamic      | pro_duration                  |
| group_reference_ratio_dynamic  | pro_has_extraintro            |
| individual_reference_ratio_dynamic | msg_amount                |
| self_reference_ratio_dynamic   | msg_reply                     |
| sentence_quantity_dynamic      | regist_after_releasetime      |
| verb_quantity_dynamic          | is_same_province              |
| total_words_quantity_dynamic   |                               |
| perceptron_ratio_dynamic       |                               |
| pro_buchong_length             |                               |
MACHINE LEARNING EVALUATION METHODOLOGY

In this study, we utilized 10-fold cross-validation to generate training and validation sets since the volume of data is not large enough. There were two steps when different classifiers using k-fold cross-validation (k = 10) do classification tasks. First, the whole data set was split into k subsets with the same class distribution. Second, the classifier used the remainder k–1 subsets to train the classifier and uses the remaining subset for testing.

The two-by-two confusion matrice (shown in Table 7) was mainly used to evaluate binary classification performance. TP refers to the number of true positives, which, in the fraud detection context, are equal to the number of projects that are correctly predicted to be fraudulent. Similarly, FP (False Positive) is the number of projects that are predicted to be fraudulent but are non-fraudulent. Finally, FN (False Negative) is the number of projects predicted to be non-fraudulent but fraudulent. Further, we can calculate comparable measures, such as recall, precision, F1-score, and accuracy, based on the confusion matrix (Hotho et al., 2005; Kotsiantis et al., 2007). The F1 score and accuracy measures are used to evaluate the overall power of classification models.

\[
Recall = \frac{TP}{TP + FN} \\
Precision = \frac{TP}{TP + FP} \\
F1 = 2 \times \frac{Precision \times Recall}{Precision + Recall} \\
Accuracy = \frac{TP + TN}{TP + TN + FP + FN}
\]

More specifically, if a crowdsourcing project is predicted as fraudulent by a classifier and it is a fraudulent project, then it is a true-positive project. As mentioned above, TP refers to the number of projects that are correctly predicted to be fraudulent. Therefore, higher precision means a higher percentage of true fraudulent projects in the projects that are predicted as fraudulent by a classifier. Recall refers to the power of a classifier to detect fraudulent projects in the set of all fraudulent projects. Higher recall indicates that the classifier will identify more truly fraudulent projects.

EMPIRICAL RESULTS

Descriptive Statistics

We describe various characteristics of the data set. In total, we consider 1,138 projects, half of which are fraudulent. According to Table 8, the maximum reward amount of the non-fraudulent projects
is almost eight times as large as that of the fraudulent ones. In contrast, the mean project reward amount is two times as large for the non-fraudulent projects as for the fraudulent projects. On average, fraudulent projects have longer durations and more specifications than non-fraudulent projects.

According to the statistics in Table 9, fraudulent sponsors have fewer average clicks, more project participation, and fewer friends than non-fraudulent sponsors. In addition, there is a difference in the message quantity between fraudulent and non-fraudulent sponsors, which vary significantly in response time. That is, fraudulent sponsors have longer response times than non-fraudulent sponsors.

According to Table 10, the number of clicks on non-fraudulent winning bidders is about 200 times that of fraudulent winning bidders. Similarly, the non-fraudulent winning bidder’s project participation average is nearly 150 times that of the fraudulent winning bidder, while the number of friends is about 50 times. Therefore, it can be stated that the winning bidder of the fraudulent project is relatively inactive on the platform.
We also conducted a one-way ANOVA to compare fraudulent and non-fraudulent projects. We found that most of the variables in Tables 8–10 were significantly different except for sponsor_projects_quantity (F value = 1.425, p value = 0.233 > 0.001). This data set is suitable for our forecasting work.

**EVALUATION OF MACHINE LEARNING CLASSIFIERS**

Tables 11–13 list the prediction scores of different machine learning classifiers with ten-fold stratified cross-validation. Table 15 reports the results of McNemar’s test (Everitt, 1992), which compares the performance of different classifiers. We build different classifiers based on static and dynamic contexts, combining nonverbal and linguistic cues. We evaluate the model performance by precision, recall, F1-score, and accuracy for each classifier. As the labels are distributed equally in our data, we use random guessing as our baseline, for which all measures are 0.5. Concerning machine learning techniques applied, the RF classifier is the best-performing classifier, which might be explained by the RF classifier’s good performance in structured data.

Table 11 presents the testing results using ten-fold cross-validation method. Linguistic cues extracted from the static context refer to features extracted from textual descriptions of projects. In contrast, linguistic cues extracted from the dynamic context are features extracted from the textual information of messages between sponsors and workers. Most of the predictive measures of linguistic cues extracted from the static context are higher than 0.9, which is much better than random guessing. Thus, with static linguistic cues, automated deception detection techniques can provide promising solutions for detecting fraudulent crowdsourcing projects (H1a). Meanwhile, the predictive value of linguistic cues extracted from the dynamic context is no better than that of the static context, as almost all measures are below 0.9 (H1b). In line with the previous research (Zhou et al., 2004a; Zhou & Zhang, 2008), verbal information in online fraud detection is indeed very effective.

| Classification Algorithms | Static linguistic cues | Dynamic linguistic cues |
|---------------------------|-----------------------|------------------------|
| KNN                       | Precision 0.8537 Recall 0.9211 F1 0.8861 Accuracy 0.8816 | Precision 0.8468 Recall 0.8246 F1 0.8356 Accuracy 0.8377 |
| LR                        | Precision 0.8934 Recall 0.9561 F1 0.9237 Accuracy 0.9211 | Precision 0.8947 Recall 0.7456 F1 0.8134 Accuracy 0.8289 |
| SVC                       | Precision 0.9123 Recall 0.9123 F1 0.9123 Accuracy 0.8796 | Precision 0.8796 Recall 0.8333 F1 0.8559 Accuracy 0.8596 |
| ANN                       | Precision 0.9286 Recall 0.9123 F1 0.9204 Accuracy 0.9211 | Precision 0.8829 Recall 0.8596 F1 0.8711 Accuracy 0.8728 |
| RF                        | Precision 0.9381 Recall 0.9298 F1 0.9339 Accuracy 0.9342 | Precision 0.8525 Recall 0.9123 F1 0.8814 Accuracy 0.8772 |
Table 12 presents testing results using the ten-fold cross-validation. Nonverbal cues extracted from the static context refer to nonverbal features extracted from the information of sponsors, projects, and winning bidders. Nonverbal cues from the dynamic context equate to typical behaviors or sponsors’ information in the crowdsourcing process, such as the bidding time. We compare classifiers based on nonverbal cues extracted from the static context versus the dynamic context. Most predictive measures listed in Table 10 are above 0.80, which supports the assertion that nonverbal cues extracted from static and dynamic contexts provide value capable of detecting the fraudulent behavior of crowdsourcing sponsors (H2a, H2b). The findings conclude that nonverbal cues are powerful predictors for detecting fraudulent projects. Consistent with the study’s conclusion on detecting fake online reviews (Zhang et al., 2016), nonverbal information is also very effective in crowdsourcing, which is noteworthy.

Table 12. Result with nonverbal cues extracted from static vs. dynamic context

| Classification Algorithms | Static nonverbal cues | | Dynamic nonverbal cues | |
|---------------------------|-----------------------|---------------------|------------------------|------------------------|
|                           | Precision  | Recall  | F1     | Accuracy  | Precision | Recall | F1     | Accuracy  |
| KNN                       | 0.7769     | 0.8860  | 0.8279 | 0.8158    | 0.8073    | 0.7719 | 0.7892 | 0.7939    |
| LR                        | 0.8571     | 0.9474  | 0.9000 | 0.8947    | 0.8390    | 0.8684 | 0.8534 | 0.8509    |
| SVC                       | 0.8321     | 0.9561  | 0.8898 | 0.8816    | 0.8319    | 0.8684 | 0.8498 | 0.8465    |
| ANN                       | 0.8425     | 0.9386  | 0.8880 | 0.8816    | 0.8174    | 0.8246 | 0.8210 | 0.8202    |
| RF                        | 0.9643     | 0.9474  | 0.9558 | 0.9561    | 0.8362    | 0.8509 | 0.8435 | 0.8421    |

We performed machine learning classification methods using verbal and nonverbal features separately and examine the difference between the predictive performance of features extracted from the static context (static features) and the dynamic context (dynamic features). The results shown in Table 13 indicate that classifiers using verbal cues have higher performance measures than those using nonverbal cues. The results shown in Table 15 suggest that classifiers considering static features have higher performance measures than those considering dynamic features. To test the difference in performance between models using nonverbal and verbal cues, as well as dynamic and static features, we perform McNemar’s test, which compares the predictive accuracy of two binary classifiers. Table 15 shows no significant difference between features extracted from the dynamic context and those extracted from the static context among all classifiers, except when using the RF classifier (p-value = 0.099<0.1). On the contrary, the difference between models using nonverbal and verbal cues is significant among the KNN, LR, and ANN classifiers, for which the p-values of McNemar’s test are all significant at the level of 0.1. The results provide evidence for H3a and H3b. Inconsistent with our expectations, verbal information is more valuable than nonverbal information for detecting fraudulent crowdsourcing projects, while dynamic information is no more valuable than static information. Although the measures of F1 and accuracy in models using static features are higher than in models using dynamic features, the difference is not significant.
To summarize, the above results show that nonverbal and verbal information in static and dynamic contexts are valuable for detecting fraudulent contest projects on crowdsourcing platforms. Further, we find that verbal information is especially valuable and that classifiers taking verbal cues as inputs outperform classifiers based on nonverbal cues (Table 16).
To validate our results in a more realistic platform environment, we performed the tests with the original unbalanced data set, in which the ratio of fraudulent projects is only 0.69 percent. We apply the five classifiers again, and the measures are indicated below (Tables 17–21). As the majority label may influence the accuracy measure in the unbalanced distribution, it is unsuitable for model evaluation. Instead, the AUC (Area Under the ROC Curve) is calculated to measure the overall performance. The ROC curve is used to visualize the performance of a binary classifier (Bradley, 1997).

Table 16. Summary of results

| Dynamic context | Nonverbal cues | Verbal cues |
|-----------------|----------------|-------------|
| Static context  | H1a: Valuable  | H1b: Valuable| H3b: Dynamic not outperform static |
|                 | H2a: Valuable  | H2b: Valuable| H3a: Verbal outperforms nonverbal |

Table 17. Result with linguistic cues extracted from static vs. dynamic context

| Classification Algorithms | Static linguistic cues | Dynamic linguistic cues |
|---------------------------|------------------------|-------------------------|
|                           | Precision | Recall | F1    | Auc    | Precision | Recall | F1 | Auc  |
| KNN                       | 0.9844    | 0.5040 | 0.6667| 0.7520 | 0.4194    | 0.1040 | 0.1667| 0.5515|
| LR                        | 0.1724    | 0.0800 | 0.1093| 0.5385 | 0.3913    | 0.2880 | 0.3318| 0.6423|
| SVC                       | 0.9857    | 0.5520 | 0.7077| 0.7760 | 0.5429    | 0.1520 | 0.2375| 0.5755|
| ANN                       | 0.6720    | 0.6720 | 0.6720| 0.8347 | 0.4793    | 0.4640 | 0.4715| 0.7301|
| RF                        | 0.7981    | 0.6640 | 0.7249| 0.8314 | 0.4188    | 0.3920 | 0.4050| 0.6939|

Table 18. Result with nonverbal cues extracted from static vs. dynamic context

| Classification Algorithms | Static nonverbal cues | Dynamic nonverbal cues |
|---------------------------|------------------------|-------------------------|
|                           | Precision | Recall | F1    | Auc    | Precision | Recall | F1 | Auc  |
| KNN                       | 0.4464    | 0.2000 | 0.2762| 0.5991 | 0.2500    | 0.0800 | 0.1212| 0.5391|
| LR                        | 0.0000    | 0.0000 | 0.0000| 0.5000 | 0.5333    | 0.1280 | 0.2065| 0.5636|
| SVC                       | 0.0000    | 0.0000 | 0.0000| 0.5000 | 0.7778    | 0.0560 | 0.1045| 0.5279|
| ANN                       | 0.0000    | 0.0000 | 0.4999| 0.4681 | 0.4681    | 0.1760 | 0.2558| 0.5872|
| RF                        | 0.6435    | 0.5920 | 0.6167| 0.7947 | 0.3529    | 0.1920 | 0.2487| 0.5947|
As shown in Tables 17 and 18, verbal and nonverbal cues in static and dynamic contexts are valuable for detecting fraud in crowdsourcing projects, which is consistent with the results in the balanced data set. Besides, classifiers based on verbal cues have higher AUC measures than those based on nonverbal cues. The McNemar’s test shows a significant difference between the models using verbal and nonverbal cues. However, unlike the results in the balanced data set, in which measures using static features are not significantly better than those using dynamic features, static features in the original unbalanced data set are more valuable than dynamic features. Although the accuracy/AUC measures of models using static verbal cues are higher than those using nonverbal cues in both data sets, the difference in classification performance when using different cues is not significant in the balanced data. As the fraudulent projects are the same in the balanced and unbalanced data sets, the possible reason for the change in the results (H3b) is that as the volume of data increases, the distribution of the values of the features changes in the non-fraudulent projects of the unbalanced data set.

Table 19. Testing data with nonverbal features vs. verbal features

| Classification Algorithms | Nonverbal features | Verbal features |
|---------------------------|--------------------|----------------|
|                           | Precision | Recall | F1 | Auc   | Precision | Recall | F1 | Auc   |
| KNN                       | 0.4167    | 0.0800 | 0.1342 | 0.5396 | 0.8116    | 0.4480 | 0.5773 | 0.7236 |
| LR                        | 0.4390    | 0.1440 | 0.2169 | 0.5713 | 0.6075    | 0.5200 | 0.5603 | 0.7587 |
| SVC                       | 0.8000    | 0.0320 | 0.0615 | 0.5160 | 0.8911    | 0.7200 | 0.7965 | 0.8597 |
| ANN                       | 0.4595    | 0.2720 | 0.3417 | 0.6348 | 0.8972    | 0.7680 | 0.8276 | 0.8837 |
| RF                        | 0.9490    | 0.7440 | 0.8341 | 0.8718 | 0.9500    | 0.7600 | 0.8444 | 0.8798 |

Table 20. Testing data with static features vs. dynamic features

| Classification Algorithms | Static features | Dynamic features |
|---------------------------|-----------------|------------------|
|                           | Precision | Recall | F1 | Auc   | Precision | Recall | F1 | Auc   |
| KNN                       | 0.8923    | 0.4640 | 0.6105 | 0.7318 | 0.7838    | 0.2320 | 0.3580 | 0.6158 |
| LR                        | 0.4900    | 0.3920 | 0.4356 | 0.6944 | 0.5842    | 0.4720 | 0.5221 | 0.7347 |
| SVC                       | 0.9733    | 0.5840 | 0.7300 | 0.7919 | 0.8889    | 0.4480 | 0.5957 | 0.7238 |
| ANN                       | 0.8070    | 0.7360 | 0.7699 | 0.8673 | 0.6535    | 0.6640 | 0.6587 | 0.8307 |
| RF                        | 0.9429    | 0.7920 | 0.8609 | 0.8958 | 0.7453    | 0.6320 | 0.6840 | 0.8152 |

Table 21. McNemar’s test on classifiers

| Classification Algorithms | Nonverbal vs. Verbal | Dynamic vs. Static |
|---------------------------|----------------------|--------------------|
|                           | chi2     | p-value |       | chi2     | p-value |
| KNN                       | 24.322    | 0.000   | 10.782 | 0.001    |
| LR                        | 5.608     | 0.018   | 2.064  | 0.151    |
| SVC                       | 57.398    | 0.000   | 6.300  | 0.012    |
| ANN                       | 62.791    | 0.000   | 7.692  | 0.006    |
| RF                        | 0.018     | 0.894   | 18.824 | 0.000    |
data. As a result, the insignificant difference in model performance between classifiers using static and dynamic features in the balanced data set becomes significant in the unbalanced data set.

**DISCUSSION**

The results show that the proposed classifiers can help address the fraud detection problem in crowdsourcing contests. Static linguistic cues are of significant value in detecting the fraudulent behavior of sponsors in crowdsourcing contests (H1a). In terms of predictive strength, all the methods yield outstanding accuracy, with the lowest accuracy resulting from the KNN model (88%). In particular, the highest accuracy is 94 percent, achieved by the RF model, which means 94 percent of all projects predicted to be fraudulent are indeed fraudulent projects. Meanwhile, the accuracy of all classifiers is above 80 percent, which suggests that dynamic linguistic cues are of significant value in detecting the fraudulent behavior of sponsors in crowdsourcing contests (H1b). The value is obvious, but it can be seen that the accuracy is not very high, which should be attributed to the characteristics of the crowdsourcing platforms. One of the most important reasons is that sponsors and workers can communicate outside the platform, such as by mobile phone and other instant messaging tools, where the information is unavailable for our analysis. Furthermore, the sponsors’ desire for excellent work ensures the authenticity of most of their verbal information, which to some extent reduces the leakage of available linguistic cues. Therefore, if the dynamic communication between the sponsor and workers can be captured more thoroughly, it will be constructive in improving the accuracy of the prediction. Consistent with the findings of Siering et al. (2016), verbal information is of value in fraud detection. Various verbal cues, such as the number of words and sentences, the affect, and the perceptual information within an online environment, can be helpful indicators (Hancock et al., 2009; Zhou & Zhang, 2004). Although we did not consider the content of verbal information, given that the sponsors’ purpose is to obtain a satisfactory solution, the linguistic cues leaked by sponsors’ fraudulent intentions are enough to enable us to distinguish their differences.

Static and dynamic nonverbal cues are also of significant value in detecting the fraudulent behavior of sponsors in crowdsourcing contests (H2a, H2b). As can be seen from Table 12, the prediction accuracy is reasonable, whether based on static or dynamic nonverbal information, which indicates that the characteristics of sponsors and winning bidders are very effective indicators. Workers’ information and submission behaviors will impact their chances of winning (Bockstedt et al., 2015). Yang et al. (2011) found that workers who submit early or late in a task’s duration tend to win more than other workers; they also found a worker’s experience to be a good predictor of future winning probability. Therefore, if the sponsor chooses a winning bidder whose information is not within the expected range, it will likely be suspected of fraud. One of the main reasons is that in the crowdsourcing context, if the sponsor has committed fraud, the winning bidder is typically a participant in a conspiracy or the sponsor himself. As can be seen from Table 10, the winning bidders of fraudulent projects are indeed less experienced and less active workers. At the same time, the sponsors of fraud projects are relatively active and experienced, which means that the sponsors may have found vulnerabilities within the platform in the participation process and seek to profit from them. Consequently, nonverbal cues should not be ignored in online fraud detection, and online behaviors can be as effective as expressions, gestures, and actions in indicating fraud.

Nonverbal cues do not provide more value in detecting fraudulent behavior of crowdsourcing sponsors than linguistic cues (H3a). Dynamic cues do not provide more value in detecting fraudulent behavior of crowdsourcing sponsors than static cues (H3b). Neither hypothesis 3a nor hypothesis 3b was supported. Although the difference between the comparison results is insignificant, it contradicts our expectations. It is also inconsistent with the fake review detection study of Zhang et al. (2016). The possible reason is that reviewers often use the same account for frequent fraud operations in the fake review context. In contrast, in the crowdsourcing context, due to the infrequent demand for fraud, the fraudulent behavior of an account may not be repeated. There is little significant difference between
the predictive value of static and dynamic information, which may be due to the incomplete acquisition of dynamic information in crowdsourcing. In contrast, richer dynamic information is available in the interactive online experiment (Hancock et al., 2007b). In addition, it confirms why previous studies (Ho et al., 2016; Newman et al., 2003) pay more attention to linguistic cues—that is, in the context of the Internet, verbal information is indeed a richer form of expression and is not easy to disguise. Meanwhile, although we cannot obtain the traditional nonverbal information, such as expression and gesture, as is possible in face-to-face interaction, the Internet has historical memory. Online behavior also provides a sufficient basis for the discrimination of fraudulent behavior. Therefore, regardless of verbal or nonverbal information in the Internet environment, whether in a dynamic or static context, any information, as long as it can be captured, should be fully acquired and effectively utilized.

Furthermore, we also considered the class distribution with 0.69 percent suspicious projects and calculated the predictive performance index to analyze the capability of the classifier under the original unbalanced class distribution. The outcomes show that the developed classifiers are significantly better than naive classifiers that classify each item as suspicious or nonsuspicious, which is consistent with the results in the balanced data set. Therefore, our fraud detection models can play an influential role in the practical application of crowdsourcing platforms.

CONCLUSIONS
As one of the most celebrated and successful new business models of the emerging knowledge economy, crowdsourcing has roused many concerns in the academic world, inciting research on sponsors, platforms, and workers. Compared to platforms and workers, there is not much research on sponsors, and the existing research mainly focuses on the performance and strategy of sponsors while ignoring fraud detection and risk control. With this study, we contribute to the crowdsourcing literature by conducting empirical research on detecting sponsors’ fraudulent behaviors. This study also contributes to the literature on fraud detection by conducting a contrastive analysis of verbal and nonverbal information in static and dynamic contexts to detect suspicious behaviors via data mining techniques and machine learning methods, which enrich the application and popularization of deception theory. Traditional linguistic cues are effective in online non-money-driven fraud, and online nonverbal cues (i.e., user basic characteristics and behavior characteristics), such as response latency and past participation, are also necessary and meaningful. Through various classifiers based on the balanced and the original unbalanced data, we find that verbal information is more valuable than nonverbal information, and static information is more valuable than dynamic information. However, all four types of information are highly effective, and we should not ignore any of them. The results can be applied to international contest-based crowdsourcing platforms, such as 99designs, and DesignCrowd. These platforms collect solutions from global knowledge-based workers and pay close attention to intellectual property protection. In addition to verbal information analysis, we suggest that it is a good perspective to monitor the risk with the sponsor’s behavioral cues.

In practice, our results benefit the various stakeholders in crowdsourcing markets. Firstly, the platform can spend less workforce on these fraudulent projects, and conflicts are resolved in a timelier manner. Secondly, potential workers benefit from a reduced risk of being deceived and avoiding unpaid labor losses. Thirdly, sponsors of non-fraudulent crowdsourcing projects will benefit from the fact that their projects will receive more attention if fraudulent projects are detected and terminated. Finally, the platform benefits from the increased trust of the sponsors and workers, encouraging sponsors to pay more for high-quality solutions and workers to provide higher-quality work on the platform. In general, a precise fraud detection mechanism will help crowdsourcing workers and platforms detect fraudulent projects more conveniently and scientifically, increasing user engagement and promoting the development of global crowdsourcing markets.

This study also has several limitations. First, our analysis focuses on the contest-based crowdsourcing platform in China. Our work can be generalized to crowdsourcing platforms in other...
countries to a certain extent since the language and cultural differences need further examination. Second, this paper examines the effectiveness of different cues, but the model cannot make predictions and provide early warning of fraudulent behavior. Since cues appear over time and not simultaneously in practice, we could make a time series model achieve an early warning function and deepen the practical significance. In addition, we can also consider the characteristics of the relationship network among users, which may further improve the prediction accuracy.
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