Improved $\Lambda p$ Elastic Scattering Cross Sections Between 0.9 and 2.0 GeV/c and Connections to the Neutron Star Equation of State
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Strange matter is believed to exist in the cores of neutron stars based on simple kinematics. If this is true, then hyperon-nucleon interactions will play a significant part in the neutron star equation of state (EOS). Yet, compared to other elastic scattering processes, there is very little data on Λ-N scattering. This experiment utilized the CLAS detector to study the $\Lambda p \rightarrow \Lambda p$ elastic scattering cross section in the incident $\Lambda$ momentum range 0.9-2.0 GeV/c. This is the first data on this reaction in several decades. The new cross sections have significantly better accuracy and precision than the existing world data, and the techniques developed here can also be used in future experiments.

PACS numbers: 13.75.Ev Hyperon-nucleon interactions — 13.85.Lg Total cross section — 25.55.Cj Elastic and inelastic scattering

The mass and radius of a neutron star (NS) are important parameters to determine its equation of state (EOS) [1]. The presence of strange matter in the core of the NS can have a significant impact on its EOS [2]. One of the biggest challenges with the appearance of hyperons in the stellar core is how to reconcile the LIGO-Virgo results [3], which suggest relatively small radii with the existence of massive neutron stars. However, the presence of hyperons in the core will soften the EOS, and a stiffening of the EOS at the highest densities required to explain massive stars is added by theory without firm experimental justification [4]. Theoretical models [5] suggest that a combination of $\Lambda N$ and $\Lambda NN$ interactions can create a neutron star consistent with what is observed. To constrain these observables, better data are needed for $\Lambda p$ elastic scattering [6].

Nucleon-nucleon ($NN$) scattering is perhaps the most well studied of all nuclear reactions. However, less is known about the scattering of hyperons (Λ or Σ baryons) from the proton. Previous data for the scattering of hyperons from the nucleon dates back to the bubble chamber era of the 1960s and 1970s [7, 8]. These experiments ranged from tens of events to a few hundred spread across multiple momentum bins. The experiment with the greatest statistics is from [9] with a total of 584 events spread over 12 momentum bins. The paucity of data for $\Lambda p$ elastic scattering is due to the difficulty of creating a $\Lambda$ beam. The decay parameter for $\Lambda$ particles is $c\tau \sim 7.8$ cm, which is too short for any modern beamline. Hence, data for $\Lambda N$ scattering are very limited in comparison with other elastic scattering processes [10], such as $NN$, $KN$ or $\pi N$. The present results in this work improve on the existing world data.

The data for this work were collected during the $g12$ experiment, which was conducted at the Continuous Electron Beam Accelerator Facility (CEBAF) using the Large Acceptance Spectrometer (CLAS) at the Thomas Jefferson National Accelerator Facility [11]. The experiment consisted of a photon beam incident on a liquid-hydrogen target. The photon beam energy ranged from 1.2-5.4 GeV.

The CLAS detector was based on a toroidal magnetic field consisting of six independent sectors separated by the superconducting magnet coils. Each sector included three regions of drift chambers (DC) to measure the charged particle trajectories[12]. Plastic scintillators surrounded the DC, which allowed for time-of-flight (TOF) measurements. The DC and TOF were used to identify the final-state particles and measure their four momenta. Further detector details can be found in Ref. [13].

Observation of $\Lambda p \rightarrow \Lambda p$ elastic scattering with the CLAS detector is a two-step process. The reaction proceeds as follows, which is further illustrated in Fig. 1:

$$\gamma p_{\text{tgt}} \rightarrow [K^+ \Lambda] p' \rightarrow \Lambda^+ p' \rightarrow \pi^- p' p.$$  (1)

Here, the $\Lambda$ “beam” is provided from the products of the first reaction. Detection of the $K^+$, which often decays before reaching the outer part of CLAS, was not required.
as it was identified using missing mass techniques. The \( \Lambda \) then propagates through the target until it either exits, decays, or scatters with a proton at rest. The recoil proton, \( p' \), was detected directly and the \( \Lambda' \) was detected through its decay, \( \Lambda' \rightarrow \pi^- p \), which has a branching ratio of 64\%. The decay proton and \( \pi^- \) were directly detected by CLAS, resulting in a fully exclusive measurement.

Final-state particles were detected using standard \( q12 \) techniques. \[13\]. These procedures include timing cuts on the photon and final-state particles, vertex tracing, fiducial region selection, and event trigger efficiency corrections. The electron beam was bunched into buckets 2-ns apart, which produced the bremsstrahlung photons also in 2-ns bunches. The final-state particles were filtered using the drift chamber (DC) and time-of-flight scintillator (TOF) for particle identification. Particle tracks that did not trace back to the target volume were removed. Fiducial cuts were applied, which filtered out data outside the active region of the DC. A Monte Carlo (MC) simulation was done to model the CLAS detector in order to measure the reaction acceptance (discussed below). The simulated events went through the same analysis as the data and included an additional trigger efficiency correction. An intensive study of the trigger was done \[14\] and is accounted for in the simulation.

The reaction specific analysis required the reaction \( \gamma p \rightarrow K^+ \Lambda \) to be isolated. The scattering \( \Lambda' \) was identified from the combined momenta of its decay products, \( p_{\pi^-} + p_p \). These four-momenta produced a mass spectrum, shown in Fig. 2a. The peak at 1.115 GeV/c\(^2\) corresponds to the scattered \( \Lambda' \). The peak was fit to a Gaussian function, shown by the dashed line. The data were selected at \( \pm 3\sigma \) for further analysis (see Fig. 2b). From the scattered \( \Lambda' \) and the other detected proton, the \( K^+ \) can be identified through the missing four-momentum:

\[
p_X = p_\gamma + p_{tgt} - (p_{\Lambda'} + p_p - p_{tgt}),
\]

where \( p_X \) is the four-momentum of the missing mass distribution, \( p_{\Lambda'} \) is for the recoil \( \Lambda \), \( p_p \) is for the recoil proton, and \( p_{tgt} \) is for target proton. There are two \( p_{tgt} \) terms above, which come from the two target protons at vertex 1 and 2 in Fig. 1. This four-momentum gives the missing mass (MM) spectrum shown in Fig. 2b. There is a prominent peak at the mass of the \( K^* \), 493.7 MeV/c\(^2\), which isolates the first vertex of the two-step process leading to the \( \Delta p \rightarrow \Lambda' p' \) elastic scattering. The peak at the \( K^+ \) mass was fit to a Gaussian function and a selection was made at \( \pm 3\sigma \). The background that exists to the right of the \( K^+ \) mass is due to additional particles produced in the reaction process. For example, some events may include extra particles such as \( \pi^0 \) decay of higher-mass \( \Lambda^* \) resonances, which were not detected by CLAS. Those events show up at higher missing mass.

Additional analysis was also required to remove background from the \( pp \rightarrow pp \) elastic scattering reaction. This reaction can happen when the \( \Lambda \) decays, followed by an
FIG. 3: Missing mass spectrum of the secondary vertex $X_p \rightarrow \Lambda p$ (x-axis) and $Xp \rightarrow pp$ (y-axis) where $X$ is the missing mass.

elastic scattering of the decay proton. This leads to the same final state that can be misidentified as $\Lambda p \rightarrow \Lambda'p'$ events. Kinematic calculations were used to remove these events. Figure 3 shows the missing mass distribution of the presumed incident $\Lambda$ on the x-axis and that of the presumed proton on the y-axis, where X is the missing particle. There are prominent bands at the mass of the $\Lambda$ (vertical band) and the mass of the proton (horizontal band). At the intersection of these bands there is significant overlap. This region represents $pp$ elastic scattering events that must be removed. The band to the right of the overlap are $pp$ inelastic scattering events. Data above the dashed line are rejected, reducing the background along with removing the $pp$ elastic events. The $\Lambda$ band remains mostly intact. The same cut is applied to the MC events.

The $pp$ scattering events were used as a cross check to verify this analysis. Since many of these events were detected, it was possible to also measure the $pp$ elastic scattering cross section, which is well known. This method yielded consistent results with the world data for $pp$ scattering.

With the initial reaction $\gamma p \rightarrow K^+\Lambda$ identified, the incident $\Lambda$ could now be isolated using the missing four momentum:

$$p_X = p_{\Lambda'} + p_{p'} - p_{tgt}, \quad (3)$$

where $p_X$ is for the missing particle, $p_{\Lambda'}$ is for the scattered $\Lambda'$, $p_{p'}$ is for the recoil proton, and $p_{tgt}$ is for the target proton. The missing mass spectrum of Fig. 4a shows a prominent peak at the mass of the $\Lambda$, 1.115 GeV/c$^2$. This distribution is plotted using events that pass the above selections of both the scattered $\Lambda'$ and the $K^+$ peaks, after subtraction of the background as explained below.

The energy dependence of the cross section was determined by binning the missing mass spectrum as a function of the incident $\Lambda$ momentum. An example bin is shown in Fig. 4b. As part of the analysis, the sideband subtraction technique was used to extract the yield. This was done by selecting the data to either side of the $\Lambda'$ peak in Fig. 2a, such that the cut has the same width as that about the peak. The sideband region should have no scattered $\Lambda$ events, so all the data resulting from sidebands were treated as background and subtracted from the final data. The sideband subtraction provided a first-order estimate of the background and provided a better signal to noise ratio to extract a yield of the $\Lambda$ peak. With this method, most of the background was removed from Fig. 4, leaving only signal events. The remaining background in Fig. 4b was fit to both a flat line and a second order polynomial. The flat background was taken as the nominal fit, while the polynomial acted as a check of the systematic uncertainty in the fit. The signal peak at the mass of the $\Lambda$ was fit to a Gaussian function. The yield was then extracted from the peak fit.

To get the acceptance of the detector, a simulation must be done that models the CLAS detector. A custom event generator was used to produce $\Lambda p$ elastic scattering events using existing $K^+\Lambda$ cross sections in order to
model a realistic angular dependence [16]. The $t$ dependence of the simulation matches that of the data. Variations in the $t$ parameter were used to study the systematic uncertainty of the acceptance. The generated events were passed through a Monte Carlo simulation utilizing the standard GEANT software [15]. The acceptance of the detector for this two-step reaction ranged from $\sim 0.1 - 2.0\%$.

Beam flux calculations were more involved than for typical CLAS experiments. Unlike a photon beam or electron beam that enters the target from one end and is parallel to the beam axis, the $\Lambda$ particles are created throughout the length of the target and have an angular distribution. The luminosity of the $\Lambda$ beam can be calculated by:

$$L(E_{\Lambda}) = \frac{N_A \times \rho_T \times l}{M} N_{\Lambda}(E_{\Lambda}),$$  \hspace{1cm} (4)

where $N_A$ is Avogadro’s number, $\rho_T$ is the mass density of the target, $l$ is the average path length of the $\Lambda$ beam in the target, $M$ is the molar mass of hydrogen, and $N_{\Lambda}$ is the number of $\Lambda$ particles in the beam with incident energy $E_{\Lambda}$. Unlike the photon beam, for a novel beam like this, the average path length ($l$) and $\Lambda$ flux ($N_{\Lambda}$) cannot be directly measured.

To calculate the luminosity of the $\Lambda$ beam, a simulation was made that generated $\Lambda$ particles uniformly throughout the length of the target and within the radius of the photon beam. The angular distribution was simulated using known cross sections for the $\gamma p \rightarrow K^+\Lambda$ vertex [16]. The simulation also must account for $\Lambda$ particles decaying and exiting the side of the target. Once the $\Lambda$ particles were generated with their initial properties such as momentum, energy, vertex position, and lab angle, they were propagated through the target. The probability for particle decay is given by:

$$P(z) = \exp[-\frac{M}{p} z - \frac{z_0}{\gamma t}],$$  \hspace{1cm} (5)

where $P(z)$ is the probability that a $\Lambda$ survives to the point $z$ after being created at $z_0$. The momentum of the $\Lambda$ is $p/c = M\beta\gamma$ in order to keep everything in the lab frame where the experiment takes place. The path length was then averaged for each generated particle.

The $\Lambda$ beam flux can be calculated by:

$$\sigma = \frac{d\sigma}{d\Omega} (2\pi)(\Delta \cos(\theta)) = \frac{N_{\Lambda}}{L_{\gamma}},$$  \hspace{1cm} (6)

where $N_{\Lambda}$ is the number of $\Lambda$, $L_{\gamma}$ is the luminosity of the photon beam, and $\theta$ is the center of mass angle of the $K^+$ particle. The total cross section, $\sigma$, can be calculated from the differential cross section, $d\sigma/d\Omega$, by integrating over the range of $\cos(\theta)$ which is kinematically constrained by the momentum of the particles. From the simulated path length of a $\Lambda$ for a given momentum, along with the $K^+\Lambda$ cross sections and the measured photon beam flux, the luminosity of the $\Lambda$ beam was calculated.

Cross sections were calculated for a given momentum bin and integrated over the full angular range as:

$$\sigma(p_\Lambda) = \frac{Y(p_\Lambda)}{A(p_\Lambda) \times L(p_\Lambda) \times \Gamma},$$  \hspace{1cm} (7)

where $Y$ is the yield, $A$ is the acceptance for $\Lambda'p'$, $L$ is the luminosity of the $\Lambda$ beam, and $\Gamma$ is branching ratio (0.64) [10]. Figure 5 shows the total cross section as a function of the momentum of the incident $\Lambda$ beam. The data from the present analysis, in solid boxes, are compared to all of the existing world data [9, 10]. The horizontal error bars give the size of the momentum bins. The vertical error bars represent statistical uncertainties only.

A study of the systematic uncertainties was done at each stage of the analysis. The largest source comes from the luminosity calculation and the associated $\gamma p \rightarrow K^+\Lambda$ cross sections. This systematic uncertainty is estimated at 10.5%. The next largest source comes from the choice of $t$-slope dependence in the simulation. The $t$-parameter dependence was varied in the event generator, which resulted in a systematic uncertainty of 6.7% for the detector acceptance. The uncertainty from the beam normalization, described in detail in Ref. [13], was estimated at 8.2%. Variations in cuts made in the analysis, such as cuts on the $N'$, $\Lambda$ and $pp$ combined to give an additional uncertainty of 8.4%. Other systematic uncertainties include detector-related variations constraints on the detector geometry and target vertex position (2.1%). The overall systematic uncertainty for the experiment, added

![FIG. 5: Comparison of the total cross section, $\sigma$, with theoretical predictions, extended to a higher $p_\Lambda$ using the model of Ref. [5]. The present results are shown as solid boxes, with previous data as crosses. The green band represents the uncertainty within the chiral EFT model.](image-url)
in quadrature, is estimated at 17.3%.

The theoretical model predictions for $\Lambda p$ elastic scattering, shown by the curves in Fig. 5, have been extended to 1.4 GeV for the purpose of this analysis [17]. Beyond this momentum the theoretical predictions are not reliable. The green band in Fig. 5 is a calculation at Next-to-Leading-Order (NLO) from Chiral Effective Field Theory (EFT) [5]. The derivation of the chiral baryon-baryon potentials for the strangeness sector is done using Weinberg power counting as shown in [5]. The band represents the range of uncertainty in the calculation. Fig. 5 also shows predictions from the well known models of Jülich [18] and Nijmegen [19]. Our measurements do not agree with either of the potentials in this momentum range, but follow close to the center of the EFT calculation. Furthermore, our results for $p_A < 1.4$ GeV/c are within the range of previous experiments, but with better precision. However, our data for $p_A > 1.4$ GeV/c trend downward, falling below the world data.

A possible explanation for this could be due to the removal of $pp$ elastic scattering events in the present analysis. Figure 3 shows there is strong overlap between $\Lambda p$ and $pp$ elastic scattering events. Previous bubble chamber experiments did not mention $pp$ elastic scattering as background and, due to the uncertainty in the vertex and energy resolution of bubble chambers, could result in the inclusion of some $pp$ scattering events in those data. The elastic $pp$ scattering cross sections are several times larger than the elastic $\Lambda p$ cross sections in the momentum range studied here. If some misidentified $pp$ scattering events remained in the previous experiments, this would increase those cross sections.

We also note that the cross section begins to increase around $p_A = 1.6$ GeV/c. This may be due to the opening of an inelastic channel that affects the elastic cross section, likely the reaction $\Lambda p \rightarrow \Lambda(1520)p$. The threshold for this reaction is at $p_A = 1.77$ GeV/c, which is a possible explanation for the structure seen in the high momentum range.

To summarize, this experiment was able to improve upon the existing data of $\Lambda p$ elastic scattering in a momentum range of importance to neutron star physics. We achieve the highest statistical measurement ($<10\%$) for this momentum range. This is the first experiment to measure the $\Lambda p$ elastic scattering cross sections in this energy range outside of bubble chamber experiments, all of which were done prior to 1980. The cross sections presented in this paper have higher accuracy, particularly in the higher momentum range, $p_A > 1.4$ GeV/c, as well as having significantly better precision compared to the existing world data. These results, along with future three-body reaction data such as the $A$-deuteron interaction, will help constrain the neutron star EOS. Techniques developed here for secondary scattering of hadrons from photoproduction can also be used for future data analysis. Measurements at CLAS using this technique on a deuteron target are in progress [20].
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