Training neural nets to learn reactive potential energy surfaces using interactive quantum chemistry in virtual reality
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Abstract

Whilst the primary bottleneck to a number of computational workflows was not so long ago limited by processing power, the rise of machine learning technologies has resulted in an interesting paradigm shift, which places increasing value on issues related to data curation – i.e., data size, quality, bias, format, and coverage. Increasingly, data-related issues are equally as important as the algorithmic methods used to process and learn from the data. Here we introduce an open source GPU-accelerated neural network (NN) framework for learning reactive potential energy surfaces (PESs), and investigate the use of real-time interactive ab initio molecular dynamics in virtual reality (iMD-VR) as a new strategy which enables human users to rapidly sample geometries along reaction pathways which can subsequently be used to train NNs to learn efficient reactive PESs. Focussing on hydrogen abstraction reactions of CN radical with isopentane, we compare the performance of NNs trained using iMD-VR data versus NNs trained using a more traditional method, namely molecular dynamics (MD) constrained to sample a predefined grid of points along the hydrogen abstraction reaction coordinate. Both the NN trained using iMD-VR data and the NN trained using the constrained MD data reproduce important qualitative features of the reactive PESs, such as a low and early barrier to abstraction. Quantitative analysis shows that NN learning is sensitive to the dataset used for training. Our results show that user-sampled structures obtained with the quantum chemical iMD-VR machinery enable excellent sampling in the vicinity of the minimum energy path (MEP). As a result, the NN trained on the iMD-VR data does very well predicting energies which are close to the (MEP), but less well predicting energies for ‘off-path’ structures. The NN trained on the constrained MD data does better predicting high-energy ‘off-path’ structures, given that it included a number of such structures in its training set.
1. Introduction

Over the past few years, statistical data inference in the form of machine learning has found application in a range of domains, driven in part by the fact that ubiquitous computational devices are producing an unprecedented amount of data. Alongside those developments, high-performance parallel computing architectures, along with easy-to-use software frameworks, are evolving to cope with analysis of these massive quantities of data. Machine learning has been used to carry out a wide range of tasks, including image recognition\(^1\), strategy games\(^2\), speech recognition\(^3\), language translation\(^4\), guiding consumer behaviour\(^5\), etc. The molecular and material sciences have been no exception\(^6\). For example, machine learning is being touted as a potentially transformative technology in a range of domains, including proposing candidate drug molecules\(^7\), developing organic semiconductors\(^8\), planning synthetic chemistry strategies\(^9\), and analysing molecular dynamics data\(^10\).

One of the earliest applications for machine learning within the molecular sciences involves making accurate predictions of molecular energies and forces. This has been a longstanding interest for several workers in molecular science, particularly with the rise of molecular dynamics as a tool for furnishing microscopic insight, and its requirement for an enormous number of accurate evaluations of the energies and forces acting on all atoms. For relatively small systems, direct \textit{ab initio} molecular dynamics can often be used to propagate dynamical equations of motion. However, for larger systems such methods become too computationally expensive. Over the years, a variety of methods have been proposed where non-linear functional forms are systematically combined so as to fit potential energy surfaces, including permutationally invariant fitting\(^11\), Shepard interpolation\(^12\), and Multi-State Empirical Valence Bond (MS-EVB) theory.\(^13\) More recently, methods like Kernel Ridge Regression (KRR),\(^14\) Reproducing Kernel Hilbert Space (RKHS),\(^15\) and Artificial Neural Networks (NNs)\(^16\) have gained attention for their ability to efficiently provide molecular energies and forces of the sort required for molecular dynamics.

The rise of machine learning technologies across so many domains has resulted in an interesting paradigm shift, which has seen increasing value placed on the data \textit{per se} – i.e., the strategies for gathering data, the size of the dataset, the quality of the data, the bias of data, the format of the data, and the regularity of the data. All of these are at least as important (and in some cases, perhaps more important) as the algorithmic methods used to process the data. Whilst the primary bottleneck to a number of computational workflows was not so long ago limited by processing power, machine learning has created a scenario where the quantity, quality, and formatting of data often represent the principle bottleneck. In this brave new world, devising good methods for curating data in hyperdimensional spaces \textit{is as important} as devising good methods for processing data.

For potential energy surface fitting, the strategies one uses to gather data are key. Grid searches, where one constructs a dense grid of points which systematically cover all degrees of freedom, are
preferable where possible, but unfeasible for all but the smallest systems. For more complex cases, a number of techniques have been proposed, including:

- **MD trajectories**, which sample the most probable regions of configuration space, but which struggle to sample the transitions between minima owing to the rare event problem. In some cases, workers have adjusted the time interval between sampling as a function of atomic acceleration, in an attempt to obtain a more uniform density of points.

- **Constrained MD**, where one preselects a grid of points along important degrees of freedom, followed by MD simulations in which the specified degrees of freedom are constrained to the grid values.

- **Enhanced sampling MD**, using methods (e.g., replica exchange molecular dynamics, metadynamics, BXD, etc.) designed to sample regions of the potential energy surface which are not often sampled during standard MD. In general, such methods involve biasing the potential along some reaction coordinate or raising the temperature.

- **Adaptive sampling schemes** (e.g., the GROW scheme and related methods), which usually begin by selecting a set of molecular configurations for the reaction of interest (e.g., points along a minimum energy path), fitting predefined functional forms to capture the energies of these points, running a small number of MD trajectories, identifying those points along the trajectories prone to the greatest error, and updating the fitted potential to accommodate these error-prone points. Iterative stages of running MD trajectories and fitting are then undertaken until some pre-specified convergence criteria is met.

In what follows, we revisit some of our previous work to develop accurate PES representations for the reaction of CN radicals with hydrocarbons, in order to aid experimental interpretation. In this article, our primary focus is on proposing, demonstrating, and evaluating new technologies for generating data on reactive potential energy surfaces, and then fitting that data using accurate machine learning models. Previously, our approach has been to develop parallel multi-state EVB models which accurately describe reactive dynamics in both the gas phase and in condensed phases. In that work, we examined the reaction dynamics of CN + C₆H₁₂ (cyclohexane) using high level electronic structure theory to carry out grid-based scans of PES points along the minimum energy path (MEP) of hydrogen abstraction reactions. Using a Levenberg-Marquardt non-linear least squares algorithm, we then optimized the MS-EVB diabatic curve parameters in order to fit the reactive PES slices. In this article, we focus on a larger and more challenging system – i.e., CN + isopentane, using new computational technologies which we have recently developed, namely: (1) GPU-accelerated neural networks (NNs) for fitting potential energy surfaces, and (2) a VR-enabled framework which enables users to interact ‘on-the-fly’ with real-time quantum mechanical molecular dynamics simulations. Using the VR framework, the user is able to quickly apply real-time biasing forces to
specific atoms in the simulation, and generate large quantities of data focussed on those regions of the PES in which they are interested.

To date, the use of NNs to generate PESs for chemical reactions has focused mostly on small systems of 3-4 atoms\textsuperscript{17,24}. To the best of our knowledge, there has been relatively little work applying NNs to larger open-shell reactive systems of the sort examined herein. In this paper, we outline a new GPU-accelerated NN software framework which we have recently developed and use it to fit a NN to the PES of a cyano radical reacting with isopentane, shown in Figure 1.

![Figure 1: CN + isopentane](image)

Compared to our previous work on CN + hexane, and CN + THF, this system offers an interesting test case on which to fit a NN PES. With 19 atoms, it represents (to the best of our knowledge) one of the largest radical systems where a NN-fitted potential has been developed. Moreover, the CN radical offers three classes of low-energy reaction pathways, where the CN abstracts hydrogens at either primary, secondary, or tertiary centers.

We have specifically been experimenting with NNs owing to the fact that: (1) Their functional form is not system specific; (2) advances in GPU acceleration allow NNs to be trained on large data sets; and (3) there are a number of readily available, well-supported community GPU-accelerated NN frameworks such as TensorFlow\textsuperscript{25} and PyTorch\textsuperscript{26}. In general, the quality of a NN-trained PES depends strongly on the quality of the data which is used for training. An interesting open question is the extent to which small sets of high-quality data vs. larger sets of sub-optimal data impact the accuracy of trained NN PES models. This is an especially important consideration in light of the fact that high quality electronic structure calculations like CCSD tend to be very expensive, and therefore it is important to explore effective strategies which might enable one to reduce the number of calls to expensive electronic structure theory methods. Our real-time VR-enabled quantum mechanical framework offers an easy way for bringing human intuition to bear so as to enable efficient sampling on hyperdimensional PESs, inspired by recent work examining how human agents undertake search tasks with hyperdimensional spaces\textsuperscript{27}. In order to evaluate the VR-enabled search strategy, we undertake comparisons to NN-fitted PESs built from geometries sampled using constrained MD.
2. Computational Methods

2.1 Local Neural Networks

Broadly speaking, NNs that have been used to fit PESs fall into two categories – molecular NNs, and atomic NNs. Molecular NNs use a single feed forward NN to construct a direct functional relation between the molecular configuration and the potential energy\(^{28}\), effectively encoding information about the entire system in a single vector. Molecular NNs can yield very accurate energies, but are less easily transferable to different systems, because adding new atoms to the system effectively requires ‘rewiring the network’,\(^{28}\) as new input nodes need to be added and the model then needs to be trained. Atomic NNs solve both of these problems. Using atomic approaches, the potential energy \(E_{\text{tot}}\) is decomposed into \(N\) atomic energy contributions \(E_i\), where \(N\) is the number of atoms in the system:

\[
E_{\text{tot}} = \sum_{i=1}^{N} E_i
\]

Using Eq 1, an atomic feed forward NN is effectively used to learn the relation between the atomic environment in the vicinity of a given atom, and its decomposed energy. To use Eq (1) in practice, each atom and its local chemical environment is converted to a vector. All vectors describing the environment around a specific element type will be input into the same feed forward NN, which will output its atomic energy. All the atomic energies are then summed together to obtain the total energy of the system. For example, Figure 2 shows a schematic atomic NN approach for representing the PES of the HCN molecule. Figure 2 shows how adding additional atoms to the system does not require changing the structure of the component NNs which are used to represent the molecular energy, and also illustrates the fact that the computational scaling with system size is linear so long as the long-range interactions are screened. The use of atomic NNs enables training carried out on smaller molecular systems to then be extended to making accurate energy predictions in considerably larger molecular systems, an area where we have obtained encouraging preliminary results. Since we intend to eventually simulate the reactions of CN with much larger hydrocarbons than isopentane, the local representations are more appropriate for our purposes. More in depth descriptions of these two types of NNs can be found in recent reviews.\(^{28}\)
Figure 2: Representation of an atomic NN to calculate HCN. A feed forward NN is used to calculate the atomic energy for each atom embedded in the environment of every other atom. The atomic energies are then summed to give the total energy.

Over the last few years, software implementations for using atomic NNs to represent PESs have become available. For example, we are aware of Schnet\textsuperscript{29}, TensorMol\textsuperscript{30}, ANI\textsuperscript{31}, AMP\textsuperscript{32} and RuNNer\textsuperscript{33}. For the purposes of this work, we elected to develop our own implementation, as a result of the fact that the other packages either: (1) lacked GPU-acceleration, (2) were closed source, or (3) were not readily compatible with scikit-learn,\textsuperscript{34} which is an extremely flexible and open community software package supporting a wide range of machine learning methods. For training the models described herein, we use Osprey\textsuperscript{35} to carry out hyper-parameter optimization, which requires scikit-learn compatible models. We note here that we have made the NN implementation described in this article available through the open-source Quantum Machine Learning (QML) package\textsuperscript{36}.

2.2 Atom-Centered Symmetry Function Representations

Amongst the most important aspects of machine learning a PES involves choosing a suitable representation (i.e., input format) for how the machine learning algorithm processes the molecular structure. It is this representational difficulty which is principally responsible for the enormous proliferation in PES-fitting ML papers over the years. A good representation should be invariant to molecular translation and rotation, as well as permutation of atoms of the same element.\textsuperscript{37} The conversion from Cartesian coordinates to the representation should be fast and the representation needs to be differentiable with respect to atomic positions so that forces can be calculated when needed.\textsuperscript{16} The choice of representation very much depends on whether one is using a global molecular NN or a local atomic NN. Some commonly used global representations include (but are not limited to) the Coulomb matrix\textsuperscript{38} and Spectrum of London and Axilrod-Teller-Muto (SLATM)\textsuperscript{39}. Given that we have chosen to work with local atomic representations in this article, we have implemented Atom-Centered Symmetry Functions (ACSFs),\textsuperscript{33} which includes multiple vectors, each of which describes the local environment around a given atom in the system. In this work, we use the modified Atom-Centered Symmetry Functions as formulated by Smith et al.,\textsuperscript{31} which are described by the following equations:
\[ g_2 = \sum_{j \neq i} e^{-\eta(R_{ij} - R_s)^2} f_c(R_{ij}) \]  

(2)

\[ g_3 = 2^{1-\zeta} \sum_{j \neq i, j \neq k} (1 + \cos(\theta_{ijk} - \theta_s))^\zeta \times e^{-\eta\left(\frac{R_{ij} + R_{ik} - R_s}{R_c}\right)^2} f_c(R_{ij}) f_c(R_{ik}) \]  

(3)

\[ f_c(R_{ij}) = \begin{cases} 0.5 \left( \cos\left(\frac{\pi R_{ij}}{R_c}\right) + 1 \right) & \text{for } R_{ij} \leq R_c \\ 0 & \text{for } R_{ij} > R_c \end{cases} \]  

(4)

where \( g_2 \) is the two-body symmetry functions, \( g_3 \) is the three-body symmetry functions and \( f_c \) is a damping function. \( \eta \) and \( R_s \) determine respectively the width and location of the radial basis functions and \( R_{ij} \) is the distance between atom \( i \) and atom \( j \). \( \zeta, \theta_s \) determine the width of the angular basis, \( \theta_{ijk} \) is the angle between atoms \( i, j \) and \( k \), \( R_{ik} \) is the distance between atoms \( i \) and \( k \) and \( R_c \) is the cut-off radius. We decided to use this formulation of the symmetry functions because they have been previously been shown to give good results\[^{30-31}\], their functional form is clearly described, and they are better suited to probe the angular environment around each atom compared to the original formulation.\[^{31}\] All the hyper-parameters (\( \eta, R_s, R_c, \zeta, \theta_s \)) need to be optimized to give the best possible result. \( R_s \) and \( \theta_s \) indicate where the basis functions are centered; typically an equidistant grid of distance-angle pairs is used to create an array of symmetry functions that fully captures the local environment. We reduced the number of hyper-parameters by requiring that \( N_{basis} \) radial basis functions were placed equidistant between 0.8 Å and the cut-off radius \( R_c \), and that \( N_{basis} \) angular basis functions were placed equidistant between 0 and \( \pi \). To both de-correlate and further reduce the number of hyper-parameters, we re-parametrised \( \eta \) and \( \zeta \) to be a function of a precision parameter \( \tau \) that specifies the overlap between the basis functions. We define \( 1/\tau \) to be the function value of the intersection of two neighbouring radial functions and \( 2/\tau \) to be the function value of the intersection of two neighbouring angular functions. Then, \( \eta \) and \( \zeta \) can be expressed as functions of \( \tau \):

\[ \eta = \frac{4 \log(\tau)(N_{basis} - 1)^2}{(R_c - r_{min})^2} \]  

(5)

\[ \zeta = -\frac{\log(\tau)}{2 \log\left(\cos\left(\frac{\pi}{N_{basis} - 4}\right)\right)} \]  

(6)

where \( r_{min} \) is the distance at which to start placing radial basis functions, that we have set to 0.8 Å in this study. We refer to the SI for further details.

The atomic NNs and ACSFs\[^{31, 33}\] outlined above have been implemented in the QML (Quantum Machine Learning) Python package, a project initiated by von Lilienfeld and co-workers. The aim of
QML is to provide user-friendly and efficient implementations of molecular representations and machine learning models for describing the properties of molecules and solids. The NNs are implemented fully in TensorFlow, which makes GPU acceleration of the NN training straightforward. We have implemented the ACSFs in both Fortran and TensorFlow. The TensorFlow implementation benefits from vectorisation and GPU acceleration, while the Fortran implementation uses OpenMP to parallelise loops. The advantage of the TensorFlow implementation is that one can obtain the gradients of the energy with respect to the Cartesian coordinates with no extra effort. It also makes it possible to include forces in the training of the NN. Because we did not require forces for the purposes of this article, we utilized the Fortran implementation to obtain the results described herein. The Fortran implementation generates about 800 ACSF representations per second, while the TensorFlow implementation generates about 400 ACSF representations per second. We also contributed a scikit-learn interface to QML, enabling its various machine learning models to be used in the same way as any other model available through scikit-learn. This was done to make the code compatible with packages such as Osprey for hyper-parameter optimisation. Instructions and accompanying scripts for how to use the NN/ACSF implementation within QML are available in the supporting information.

2.3 Hyper-parameter optimization

The shape of the neural network, regularization strength and parameters of the Atom-Centered Symmetry Functions were optimized with Gaussian processes (GP) within the Osprey software package. The Expected Improvement (EI) and Upper Confidence Bound (UCB) acquisition functions were used in parallel to explore the search space. This was done separately for the structures sampled with VR and constrained MD. The procedure which we used to optimize the network hyperparameters is as follows:

1. We fitted a GP to the MAE as a function of hyperparameters. The GP fit to the MAE has a variance associated with it which indicates the uncertainty of the GP prediction. We chose between a Gaussian, Matern 3/2, and Matern 5/2 kernel, depending on which gave the highest likelihood. We used Akaike’s information criterion with a correction for small sample size (AICc) to reduce the number of available kernels.

2. We similarly fit a GP to the mean time required to train the network using the same procedure discussed above.

3. To optimize the hyper-parameters, we chose the values that minimized the MAE plus one standard deviation on the fitted GP hyperparameter surface. The idea here was to select good hyperparameter values with a high degree of confidence – i.e., a low mean and variance of the GP-predicted MAE. In addition, we avoided hyperparameters which required the model to train for a very long time. We did this by adding a constraint where
we did not allow hyperparameters giving rise to models which the GP predicted would take more than 8 hours to train.

Instructions on how to replicate the hyper-parameter optimization in Osprey are available in the supporting information.

2.4 Interactive quantum chemistry in VR for sampling reaction pathways

Recent work by O’Connor et al.\textsuperscript{23} describes a multi-user VR-enabled interactive molecular dynamics framework, which combines rigorous real-time atomistic physics simulations with commodity VR hardware, which we have recently made available as an open-source software package hosted at www.gitlab.com/intangiblerealities. The framework, which we call ‘Narupa’, allows users to visualize and sample, with atomic-level precision, the structures and dynamics of complex molecular structures “on the fly” and to interact with other users in the same virtual environment. In a series of controlled studies, we quantitatively demonstrated that users within an interactive VR environment could complete sophisticated molecular modeling tasks significantly faster than they could using conventional interfaces, especially for molecular pathways and structural transitions whose conformational choreographies were intrinsically three-dimensional.

The Narupa framework relies on a client/server model, in which an HTC Vive VR client is connected to a server (hosted either on a local compute cluster or on a cloud supercomputer). The server hosts a user-specified force engine, which runs a real-time molecular dynamics simulation, and which streams the results in real-time to connected clients. Virtual reality clients render the MD simulation results, which are continually updated for users to see. As the simulation is running, users are able to literally reach into the simulation and manipulate both individual atoms and groups of atoms, so as to bias their dynamics ‘on-the-fly’. The ability to achieve such biasing is implemented as an external force field (whose strength the user may control) which is integrated into the MD simulation. This framework enables rapid and intuitive sampling of configurations for a given molecular system in order to rapidly test hypotheses and generate dynamical pathways.

The flexibility of the Narupa framework arises from its modularity. For example, it exposes a plug-in interface which enables new force engines to be deployed without modifying the original source code, encouraging extensibility. In our previous work, we have primarily focussed on applications which used real-time molecular mechanics force engines. For the purposes of this article, where we are concerned with sampling bond-breaking and making, we have utilized the Narupa API to enable communication with two quantum mechanical force engines: (1) an API-compatible wrapper enabling communication between Narupa and the tight-binding DFTB\textsuperscript{44} package, which required us to refactor the program so that it could be called as a library; and (2) the SCINE Sparrow package developed by Reiher and co-workers\textsuperscript{45} (http://scine.ethz.ch), which includes implementations of
tigh-binding engines like DFTB alongside a suite of other semi-empirical methods.\textsuperscript{46} To obtain the results described herein, we have utilized the SCINE Sparrow implementation of PM6, which we found to give better energy pathways than DFTB (with the mio parameter set) for the particular system under investigation herein. Using real-time PM6 in VR, we were able to sample a wide range of H-abstraction pathways at the primary, secondary, and tertiary sites on isopentane. Figure 3 and supplementary video 1 (available also at www.vimeo.com/311438872) show a representative user-guided abstraction pathway, obtained by bringing the CN into proximity with a primary hydrogen on isopentane. To the best of our knowledge, this article represents the first report of real-time quantum mechanical force engines being steered using an interactive VR environment.

![Figure 3](image)

**Figure 3:** first person view of a user within VR as they utilize the Narupa software to interactively sample reaction pathways. The blue objects that can be seen are the wireless controllers, which enable a user to reach into the system and carry out atom-specific manipulation of molecular systems. The white highlight on a particular atom (e.g., the hydrogen undergoing transfer) indicates the fact that an external force is being applied by the user on that particular atom. Panel (A) shows the CN + isopentane reactants; panels (B) and (D) show the user exerting a force on a tertiary hydrogen to enact transfer, and panel (D) shows the HCN + isopentyl radical products.

To undertake accelerated sampling of CN + isopentane reaction pathways in VR, a starting structure of each of the reactants in XYZ format was loaded into the NarupaXR environment, spawned in random (non-overlapping) positions within a cubic box with length 30 Å. Real-time MD simulations were run using a Velocity Verlet integrator with a time step of 0.5 fs. An Andersen thermostat was used to maintain the system temperature at 300 K, with a collision frequency of 10 ps\(^{-1}\). The system was constrained to stay within the box via velocity inversion, ensuring the reactants were within reach of the user without the need to use periodic boundaries. For interaction, we utilized a spring potential with a force constant of 1000 kJ/(mol* a.m.u). We used a velocity re-initialisation procedure to rapidly re-equilibrate the system between interactions, removing momentum which
users introduced into atoms during the course of an interaction (e.g., the atom undergoing transfer in Figure 3). The SCINE implementation of PM6 was used, with the default set of parameters. For visualisation purposes, a dynamic bonds algorithm was used which, at every step, generates the current set of bonds using a simple distance criterion. In this study a length of 1.4 Å was used to define a bond. In order to sample hydrogen abstractions, the reactants were brought in proximity to enable the reaction to take place, and the nascent products were then moved away from each other, as shown in supplementary video 1. Throughout this process, conformations of the system were logged to an XYZ file every step.

![Figure 4](image)

Figure 4: panel (A) shows the D1 and D2 degrees of freedom used to constrain MD simulations in order to sample a primary abstraction mechanism in CN + isopentane. The grid in panel (B) shows the constrained values of D1 and D2 used to carry out constrained MD sampling.

2.5 Constrained Optimizations & Constrained MD

To generate the second data set, we used Constrained Molecular Dynamics (CMD). We chose the CH distance on the Isopentane and on the Cyano radical as the degrees of freedom to constrain (Figure 4) and constrained each of the 12 hydrogens in turn. We performed these constrained MD simulations using PM6\(^{47}\) in the CP2K package\(^{48}\). The simulations were run in the NVT ensemble at 300 K with the CSVR thermostat\(^{49}\), using a 20 Å simulation box. We used a time step of 1 fs for a total of 5,000 steps, with a structure being logged to an XYZ file every 500 steps. The values of the constraints which we used are shown in Figure 4B.

We also generated a minimized PES to be used as a test for the trained neural networks. To construct the minimized PES, we selected structures with the same constraints mentioned above, but all structures were optimised with CF-uPBE0/SVP. Again, the distance constraints depicted in Error! Reference source not found. were used for a single primary hydrogen, but constraints larger than 3 Å were neglected, as they proved difficult to converge. Additionally, some optimizations resulted in a
non-constrained hydrogen being abstracted. These optimizations were stopped early and removed. Input files for both optimizations and constrained MD are available in the SI.

2.6 Higher level electronic structure calculations

The VR-enabled interactive PM6 calculations enabled us to quickly sample a range of important structures along the CN + Isopentane hydrogen abstraction pathway. To refine the PM6 energies from the VR and constrained MD simulations, we carried out subsequent electronic structure calculations using MOLPRO to compute coulomb fitted unrestricted PBE with the Def2-TZVP basis set (henceforth referred to as CF-uPBE/TZVP). This method was chosen because the reaction enthalpy of a primary and secondary hydrogen abstraction matched well with experimental values. The computed reaction enthalpy on CF-uPBE0/SVP optimized structures were -101.9 kJ mol\(^{-1}\) and -117.4 kJ mol\(^{-1}\) for primary and secondary hydrogen abstractions respectively, compared to the experimental values of -108.8 kJ mol\(^{-1}\) and -121.3 kJ mol\(^{-1}\).

3. Results & Discussion

As was mentioned in the introduction, the generation of the data set is key for any type of machine learning. In this work, we generated data using two different procedures. In what follows, we refer to the data generated using the interactive Narupa framework as the iMD-VR dataset. Data generated using constrained MD we refer to as the constrained MD dataset. In what follows, we will describe the sampling we achieved using both the iMD-VR dataset, and the constrained MD dataset, as well as the results which we obtained by training neural networks on each dataset in turn.

3.1 The iMD-VR dataset

Figure 5A shows the pruned data corresponding to the energetic profile of 19 CN-isopentane reactive trajectories which we generated using the Narupa VR framework. Initially about 25 trajectories were generated, which took approximately 1 h. Then, all those trajectories where the reaction pathway did not correspond to what we specifically set out to model for the purposes of this paper (e.g., formation of HNC, accidentally breaking the isopentane, etc.) were removed. This left us with 19 trajectories, 11 of which were primary abstractions, 3 of which were secondary and 5 of which were tertiary. These raw trajectories were then further pruned by keeping 600 configurations before and after each trajectory reaches a reference energy of 290.175 Ha, which corresponds to an energy which is approximately half way between that of the stable reactants and products. This left us with a total of 22,756 data points. The energies of the pruned trajectories were recalculated with CF-uPBE/TZVP. We then subtracted the arbitrary reference energy and removed all those structures.
with an energy of 150 kJ mol\(^{-1}\) above this reference. This is well above the energy of the free reactants as shown in Figure 5B.

![Figure 5B: Trajectories obtained in VR of the CN radical reacting with isopentane. The configurations from each trajectory are coloured differently and the energy is from A) PM6 and B) CF-uPBE/TZVP level of theory. The dotted lines indicate the average energy of the first and the last 400 frames of each trajectory, corresponding to the average energy of the reactants and products, respectively.](image)

The orange curve in Figure 6 shows the kernel density estimate (KDE) for how frequently geometries were sampled at specific energies using the iMD-VR approach. The KDE is constructed by placing a Gaussian on each observation and then summing all the Gaussians to obtain smooth histograms of how often each value occurs. Figure 6 and Figure 7 indicate that the iMD-VR approach samples the equilibrium structures more often than the transition regions as the bimodal density clearly corresponds to reactant and product structures. The peak corresponding to the product structures is slightly wider than the reactant peak. This is because the energy of the products resulting from primary, secondary and tertiary abstractions are all slightly different, whereas the reactant energies are largely the same. Compared to constrained MD sampling, Figs 6 and 7 clearly show that the iMD-VR approach enables better sampling in the vicinity of the minimum energy path (MEP), as a result of instabilities that arose during constrained MD sampling, which are discussed in further detail below.

### 3.2 The constrained MD dataset

To obtain this data set, we chose two reaction coordinates as illustrated in Figure 4 for each of the 12 reactive hydrogens: (1) The distance between the CN carbon and each isopentane hydrogen; and (2) The distance between each isopentane hydrogen and the carbon to which it is bonded. These distances were varied as shown in Figure 4. The spacing used between all the points is not equal. Closer spacing was used near the equilibrium distances of the reactant and product (CH distances between 0.9 Å and 1.2 Å) in order to get higher resolution along the MEP. Larger spacing was used
for larger CH distances. For each point on the grid, a constrained MD simulation with the two CH distances constrained was carried out using PM6.

![Figure 6: Kernel density estimate of the DFT energies of the configurations sampled using the iMD-VR approach (orange) and the constrained MD approach (blue). The dotted lines show the average energy of the reactants and the products as shown in Figure 5B.](image)

![Figure 7: Kernel Density Estimation of the configurations sampled using constrained MD (A) and iMD-VR (B).](image)

In many cases, enforcing the distance constraints led to a scenario where the molecules broke into multiple fragments. For example, several simulations resulted in a non-constrained hydrogen being abstracted or formation of H₂. We removed these spurious structures, which occur along a reaction pathway which did not correspond to what we specifically set out to model for the purposes of this paper, using similar logic as we did in pruning the data generated using iMD-VR. As illustrated in
Figure 7, structures in the product region of the configuration space were difficult to sample successfully using CMD. All structures with energies more than 150 kJ mol\(^{-1}\) above the same reference energy used for the VR sampling (290.175 Ha) were also removed. After pruning the unwanted structures we were left with 7,621 structures out of the possible 24,000 (10 snapshots for 12 hydrogens and 200 constraints). These structures were then refined at the CF-uPBE/TZVP level. As can be seen from the blue kernel density estimate in Figure 6, the distribution of the constrained MD energies is different from the one obtained through VR sampling. The iMD-VR data set includes more configurations with energies around -50 kJ mol\(^{-1}\) while the constrained MD data set contains a more significant fraction of higher-energy configurations, with values between 100 kJ mol\(^{-1}\) and 150 kJ mol\(^{-1}\). In the iMD-VR data set, the user guides the reaction along the minimum energy path (MEP). Figure 6 shows that the iMD-VR sampled structures do not stray far from the MEP, which is reflected in the population shown in Figure 7. This is different to the constrained MD data set, which includes sampling of higher energy structures in the vicinity of the transition state. Compared to the iMD-VR data set, the CMD data shows a noticeable lack of structures in the region of 2.0 Å < D2 < 3.0 Å, owing to instabilities in the electronic structure theory dynamics.

### 3.4 Learning curves on iMD-VR dataset

Before training a NN for predicting energies of our data sets, we made a learning curve with each data set. One trajectory of the abstraction of a primary H was removed from the data set, in order to use it as a separate test set. This left us with 21563 data points. From this data, we randomly selected 100, 300, 1,000, 3,000, 10,000 data points. For each sub-set of data and the 21,563 data points, we did 3-fold cross validation, meaning that a NN is trained on 2/3 of the data and tested on the remaining 1/3 and the process is repeated 3 times. This means that the NN was trained on 67, 200, 667, 2,000, 6,667 and 14,375 data points, respectively. The hyper-parameters were optimised only once on the data set with 14,375 data points due to the computational expense of the process. The learning curve is shown in orange in Figure 8, where the mean absolute error (MAE) was evaluated on the trajectory not used for training, and the uncertainty is the standard deviation of the MAE obtained by each NN trained on the different folds of the data.
The learning curves in Figure 8 show that our ACSF NN implementation can accurately represent the energetics of hydrogen abstraction reactions on the CN-Isopentane PES. With increasing data, the error decreases, converging to $3.39 \pm 0.1$ kJ mol$^{-1}$ when training is conducted using 6,667 data points in the iMD-VR dataset. Figure 8 shows that doubling the number of data points in the iMD-VR dataset used for NN training does not improve the error further.

### 3.4 Learning curves on the constrained MD dataset

The same procedure was used for the constrained MD data set, except that this data set only contains 7,621 data points, so the learning curve could not be run as far. Here, a set of configurations where one primary hydrogen abstraction pathway is constrained was kept separate from the rest of the data, in order to use it as the test set. This left us with a total of 6,939 data points. The hyper parameters were again only optimised on the full data set. This learning curve is shown in blue in Figure 8. Compared to the iMD-VR data set, the learning curve for the constrained MD dataset shows behaviour which is considerably more linear. When trained on 4,626 data points, the MAE for the constrained MD dataset is $6.5 \pm 0.2$ kJ mol$^{-1}$.

### 3.5 Training and cross predictions

For both the iMD-VR and the constrained MD data set, two distinct NNs were trained on 7,621 data points. The model trained on iMD-VR data (referred to as iMD-VR-NN) was used to predict the energy of an abstraction trajectory sampled in VR, as well as the energies of 7,621 structures from the constrained MD data set (cross prediction). The opposite was done for the NN trained on the constrained MD data (referred to as CMD-NN). The MAE of the predictions and the cross-predictions are shown in Table 1.
Table 1: Mean Absolute Error (kJ mol⁻¹) for test set predictions and cross predictions, where the error given in one standard deviation.

| Predicting on | iMD-VR data | CMD data |
|---------------|-------------|----------|
| iMD-VR data   | 3.6 ± 5.0   | 12.4 ± 21.0 |
| CMD data      | 6.4 ± 11.0  | 5.1 ± 6.0  |

Table 1 shows that the CMD-NN can predict with about the same accuracy the structures from both its test set and from the iMD-VR data set, which indicates that the external force applied by the user did not considerably distort the molecules into high-energy structures. When the CMD-NN predicts the low energy structures in the iMD-VR data, the MAE is larger compared to when the iMD-VR-NN predicts the lower energy structures in the constrained MD data set (Figure 9). This arises from the fact that user-sampled structures using the quantum chemical iMD-VR machinery appear to offer a more robust option for sampling points along the MEP (i.e., Figure 7A shows that constrained MD struggled to provide good MEP sampling in the region of 2.0 Å < D2 < 3.0 Å). The iMD-VR-NN does better than the constrained MD on its own test set by 1.5 kJ mol⁻¹, but it has an overall MAE that is over twice the size when predicting the constrained MD structures. Figure 9 shows the correlation plots for the cross predictions. For the iMD-VR-NN, the energies were divided in three regions. A MAE (kJ mol⁻¹) was calculated for each region. This shows that the iMD-VR-NN does better than the CMD-NN at predicting lower energy structures which are not far off the minimum energy path (MEP). However, since few of the iMD-VR sampled structures sampled the region between 100 and 150 kJ mol⁻¹, the errors in this energy range are very large. The errors are large also for structures with energy greater than 50 kJ mol⁻¹, where the iMD-VR data set had a considerable number of samples. This suggests that the constrained MD may have sampled different regions of the PES with similar energy, which is also observed in Figure 6 and Figure 7. Specifically, in for ‘off-path’ PES regions in the vicinity of the TS, the constrained MD data have regions of the PES which better sampled than the CMD approach – i.e., for the region where 1.5 Å < D2 < 2.0 Å and 1.5 Å < D1 < 2.0 Å, and also the region where 0.5 Å < D2 < 1.5 Å and 0.5 Å < D1 < 1.5 Å.
Figure 9: Comparison of models trained on the iMD-VR data set (A) and on the constrained MD data set (B). This shows the correlation plot for the cross-predictions, i.e. when the iMD-VR-NN predict the constrained MD energies (A) and when the CMD-NN predict the iMD-VR energies (B). For the iMD-VR-NN predicting the energies of the structures in the constrained MD data set (A), the energies were divided into three regions and a MAE (kJ mol\(^{-1}\)) was calculated for the predictions in each region.

4. PES Prediction
Relaxed potential energy surface scans were carried out at the CF-uPBE0/SVP level of theory with the same grid used for the constrained MD, where the two reaction coordinates considered were the distance of the hydrogen being abstracted to the isopentane carbon (D1) and to the cyano carbon (D2). All other degrees of freedom apart from D1 and D2 were optimised. The CF-uPBE/TZVP energies were interpolated to obtain a potential energy surface for the abstraction of a primary hydrogen as shown in Figure 10. The surface was plotted only for structures with energies up to 100 kJ mol\(^{-1}\) above the reference (290.175 Ha). As these structures are relaxed under constraints, the energies along the minimum energy path are much lower than those in the iMD-VR or constrained MD set, as shown in Figure 6 and Figure 7.

Figure 10: (A) Surface obtained from interpolating the relaxed potential energy scans for the abstraction of a primary hydrogen. (B) Explanation of the degrees of freedom constrained in order to make the plot in panel (A).
The iMD-VR-NN and the CMD-NN were used to predict the energies of the optimized structures. The results for the iMD-VR-NN and the CMD-NN predicting the surface are shown in Figure 11. The difference between the predicted surfaces and the DFT surface are shown in Figure 12.

**Figure 11:** PES obtained by predicting the energies of the optimised structures using (A) the iMD-VR-NN and (B) the CMD-NN.

**Figure 12:** Difference between the iMD-VR-NN surface and the DFT surface (A) and difference between the CMD-NN surface and the DFT surface (B). Values where the error is larger than 80 kJ mol\(^{-1}\) are not shown.

Figure 11 shows that both the iMD-VR-NN and the CMD-NN reproduce the qualitative features of the primary hydrogen abstraction surface reasonably well. Both indicate a reaction with an early transition state, and a negligible barrier to hydrogen abstraction.\(^{22a}\) The CMD-NN reproduces the shape of the potential energy surface better than the iMD-VR-NN. The reason appears to derive from the fact that the constrained MD dataset was designed to sample more uniformly regions of higher energy (e.g., at small values of D1 and D2, as shown in Figure 4 and Figure 7) than the iMD-VR dataset. The errors in the iMD-VR-NN are most significant in regions which are off the minimum energy reaction path (MEP), owing to the fact that users carrying out interactive molecular dynamics in VR tend to cluster their sampling in the region of the MEP, leaving ‘off-path’ regions relatively under-sampled by comparison. It remains to be seen the extent to which such regions are visited
during the course of MD trajectories run under typical experimental conditions, and this is an area which we plan to investigate in further work.

5. Conclusions

In this work, we introduced an open source GPU-accelerated neural net (NN) framework for learning reactive PESs using atom-centered symmetry function ACSF representations, applied it to study primary, secondary, and tertiary hydrogen abstraction reactions of CN radical with isopentane. To obtain the data required to train the NN, we investigated two different data-gathering approaches: (1) real-time \textit{ab initio} iMD-VR as a new strategy enabling users to rapidly sample geometries along reaction pathways which can subsequently be used to train NNs to learn efficient reactive PESs, and (2) CMD, which was set up to sample a predefined grid of points along the hydrogen abstraction reaction coordinate. We used these approaches to generate two different data sets on which we trained two different NNs, and then compared the performance of the respective NNs trained on each data set. Qualitatively, both the NN trained using iMD-VR data and the NN trained using the constrained MD data reproduce important qualitative features of the reactive PESs, such as a low and early barrier to abstraction. Quantitative analysis shows that NN learning is sensitive to the dataset used for training. For example, the NN trained on the iMD-VR data does very well predicting energies which are close to the minimum energy path (MEP), but less well in predicting the energy of ‘off-path’ structures. This is because the structures sampled using the quantum chemical iMD-VR machinery do a much better job sampling the MEP than constrained MD. On the other hand, the NN trained on the constrained MD data does better in predicting the energy of higher-energy ‘off-path’ structures, given that it included a number of such structures in its training set.

These results show that user-sampled structures within the iMD-VR framework tend to be located not far off the minimum energy path, and that they sample the equilibrium structures more than the transition state regions. The constrained MD on the other hand enables better sampling of transition state regions and the higher energy structures, but samples less well low energy structures. This work suggests that it may be possible to construct a more optimal data-sampling strategy by combining user-sampled structures with automated approaches like CMD. For example, an algorithm which enables excursions from user-sampled structures along the MEP may allow us to efficiently access high-energy structures in important regions of configuration space.

This work clearly shows that user-biased forces within the quantum mechanical iMD-VR framework enable us to gather physically meaningful structures along an MEP. This is an important result, because it provides evidence that the iMD-VR framework might enable us to efficiently ‘crowd-source’ the gathering of data sets for important classes of chemical transformations, whose reaction pathways could then be fit using machine-learning technology. Moving forward, it will be interesting to explore the extent to which excursions from the MEP can be facilitated within the iMD-
VR framework. For example, by changing the parameters of the thermostat to less quickly damp the interactive MD, it may be possible to obtain structures which make larger deviations from the MEP. In this work, we used only energies and geometries in our training set; however, we also hope to examine whether including forces alongside energies within the training data improves the ability of the NN to learn accurate PESs. In future work, we intend to use the machinery outlined herein to build reactive PESs for the reaction of CN with larger molecules, so that we can understand CN scattering experiments at liquid hydrocarbon surfaces. By screening long range interactions, it should be possible to using the ACSFs to build accurate reactive PESs for larger systems (e.g., CN + squalene) using reactive pathways sampled in smaller systems (e.g., CN + isopentane). This will be interesting not only for experimental groups focusing on these systems, but also for the quantum machine learning community, given that NNs have yet to find extensive use in fitting reactive potential energy surfaces of large open shell systems.
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Supplementary Information

S1. Hyper-parameter optimization

The Osprey code was modified to support Group K-Fold cross-validation. When using this technique, all structures from a given abstraction trajectory were part of either the training set OR test set, but they were not split across both. With standard K-Fold cross-validation one would risk overfitting, as the structures from a single abstraction trajectory are highly correlated (especially in the iMD-VR data set).

S2. ACSFs re-parametrization

We also re-parametrized the original formulation of the ACSFs, to reduce the number of correlated hyper-parameters. As explained in the main text, the formulation of the ACSFs is:

\[ g_z = \sum_{j \neq i} e^{-\eta(R_{ij} - R_s)^2} f_c(R_{ij}) \]  
\[ g_z = 2^{1-\zeta} \sum_{j \neq i, k} (1 + \cos(\theta_{ijk} - \theta_s))^\zeta \times e^{-\eta(R_{ij} + R_{ik})^2 / R_s^2} f_c(R_{ij}) f_c(R_{ik}) \]  

We refer to \( f(R) \) and \( g(\theta) \) as the radial and angular ‘basis functions’:

\[ f(R) = e^{-\eta(R-R_s)^2} \]  
\[ g(\theta) = 2^{1-\zeta} (1 + \cos(\theta - \theta_s))^\zeta \]

The hyper parameters \( \eta \) and \( \zeta \) control the width of the radial and angular basis functions respectively, while \( R_s \) and \( \theta_s \) control the location of their centers. If the values of \( \eta \) and \( \zeta \) are too large, the Gaussian functions will not overlap enough (Figure S13A), while if they are too large there will overlap excessively (Figure S13B). Usually, a grid of values of \( R_s \) and \( \theta_s \) is used to create the ACSFs. We use \( N_r \) and \( N_\theta \) to refer to the number of \( R_s \) and \( \theta_s \) values used in the grid. The values of \( R_s \) range from \( r_{\text{min}} \) to the cut-off radius \( R_c \) and the values of \( \theta_s \) range from 0 to \( \pi \).

Figure S13 - Gaussians in the radial basis with different values of the \( \eta \) parameter: (A) large value (\( \eta = 10 \)), (B) small value (\( \eta = 1 \)), (C) intermediate value (\( \eta = 4 \)). The values of \( R_s \) are \( [0, 1, 2, 3, 4, 5] \), so \( r_{\text{min}} = 0, R_c = 5 \) and \( N_r = 6 \).
To reduce the number of hyper-parameters, we use the same number of radial and angular basis functions (i.e. $N_r = N_a = N_{\text{basis}}$). Since choosing a good value for $\eta$ and $\zeta$ depends on the number of basis functions ($N_{\text{basis}}$), we re-write them as a function of $N_{\text{basis}}$ and a precision parameter $\tau$. We define $\tau$ such that the value where two neighbouring radial basis functions intersect is $1/\tau$ and the value where two neighbouring angular basis functions intersect is $2/\tau$. For $N_{\text{basis}}$ radial basis functions, with $R_s$ range from $r_{\text{min}}$ to $R_c$ (included), the distance between the centers of any two neighbouring basis function is

\[
d = \frac{R_c - r_{\text{min}}}{N_{\text{basis}} - 1} \tag{S5}
\]

It follows that neighbouring basis functions will intersect at a distance of $R_s + d/2$. This means that we can express $\eta$ as a function of $N_{\text{basis}}$, $R_c$, $r_{\text{min}}$ and $\tau$ by solving the equation

\[
f \left( R_s + \frac{d}{2} \right) = \frac{1}{\tau} \tag{S6}
\]

Resulting in

\[
\eta = \frac{4 \log(\tau) \cdot (N_{\text{basis}} - 1)^2}{(R_c - r_{\text{min}})^2} \tag{S7}
\]

Similarly, for $N_{\text{basis}}$ angular basis functions, with $\theta_s$ in the range 0 to $\pi$, the distance between any two neighbouring basis function centers is:

\[
d = \frac{\pi}{N_{\text{basis}} - 1} \tag{S8}
\]

It follows that a given basis function will intersect with a neighbouring one at $\theta_s + d/2$. This means that we can express $\zeta$ as a function of $N_{\text{basis}}$ and $\tau$ by solving the equation

\[
g \left( \theta_s + \frac{d}{2} \right) = \frac{2}{\tau} \tag{S9}
\]

Resulting in:

\[
\zeta = -\frac{\log(\tau)}{2 \log \left( \cos \left( \frac{\pi}{4N_{\text{basis}} - 4} \right) \right)} \tag{S10}
\]
S3. Reproducing our results

We have created a repository with instructions on how to reproduce our results. The repository can be found at https://github.com/SilviaAmAm/isopentane_paper_si

The repository contains:

- Input files to Molpro for running the constrained optimizations and single point energies and forces.
- Input files to CP2K for running the constrained MD.
- All the data sets that were used for the generation of the results in the paper.
- Scripts to fit the neural networks.
- Scripts for creating the plots.
- Scripts to use Osprey to optimize the hyper-parameters.
- A link to the video showing H-abstraction in Virtual Reality
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