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Abstract
We propose a simple and direct approach for solving linear-quadratic mean-field stochastic control problems. We study both finite-horizon and infinite-horizon problems and allow notably some coefficients to be stochastic. Extension to the common noise case is also addressed. Our method is based on a suitable version of the martingale formulation for verification theorems in control theory. The optimal control involves the solution to a system of Riccati ordinary differential equations and to a linear mean-field backward stochastic differential equation; existence and uniqueness conditions are provided for such a system. Finally, we illustrate our results through an application to the production of an exhaustible resource.
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1 Introduction

In recent years, optimal control of McKean–Vlasov stochastic differential equations, i.e., equations involving the law of the state process, has gained more and more atten-
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tion, due to the increasing importance of problems with mean-field interactions and problems with cost functionals depending on the law of the state process and/or the law of the control (e.g., mean–variance portfolio selection problems or risk measures in finance). The goal of this paper is to design an elementary original approach for solving linear-quadratic McKean–Vlasov control problems, which provides a unified framework for a wide class of problems and allows to treat problems which, to our knowledge, have not been studied before (e.g., common noise and stochastic coefficients in the infinite-horizon case).

Linear-quadratic McKean–Vlasov (LQMKV) control problems are usually tackled by calculus of variations methods via stochastic maximum principle and decoupling techniques. Instead, we here consider a different approach, based on an extended version of the standard martingale formulation for verification theorems in control theory. Our approach is valid for both finite-horizon and infinite-horizon problems and is closely connected to the dynamic programming principle (DPP), which holds in the linear-quadratic (LQ) framework by taking into account both the state and its mean, hence restoring the time consistency of the problem. Notice that [1] also used a DPP approach, but in the Wasserstein space of probability measures, and considered a priori closed-loop controls. Our approach is simpler in the sense that it does not rely on the notion of derivative in the Wasserstein space, and considers the larger class of open-loop controls. We are able to obtain analytical solutions via the resolution of a system of two Riccati equations and the solution to a linear mean-field backward stochastic differential equation.

We first consider LQMKV control problems in finite horizon, where we allow some coefficients to be stochastic. We prove, by means of a weak martingale optimality principle, that there exists, under mild assumption on the coefficients, a unique optimal control, expressed in terms of the solution to a suitable system of Riccati equations and SDEs. We then provide some alternative sets of assumptions for the coefficient. We also show how the results adapt to the case, where several independent Brownian motions are present. We also consider problem with common noise: Here, a similar formula holds, now considering conditional expectations. We then study the infinite-horizon case, characterizing the optimal control and the value function. Finally, we propose a detailed application, dealing with an infinite-horizon model of production of an exhaustible resource with a large number of producers and random price process.

We remark that, in the infinite-horizon case, some additional assumptions on the coefficients are required. On the one hand, having a well-defined value function requires a lower bound on the discounting parameter. On the other hand, we here deal with an infinite-horizon SDE, and the existence of a solution is a non-trivial problem. Finally, the admissibility of the optimal control requires a further condition of the discounting coefficient.

The literature on McKean–Vlasov control problems is now quite important, and we refer to the recent books by Bensoussan et al. [2] and Carmona and Delarue [3], and the references therein. In this McKean–Vlasov framework, LQ models provide an important class of solvable applications and have been studied in many papers, including [1,4–7], however mostly for constant or deterministic coefficients, with the exception of [8] on finite horizon and [9], which deals with stochastic coefficients but considering a priori closed-loop strategies in linear form w.r.t. the state and its mean.
The contributions of this paper are the following. First, we provide a new elementary solving technique for LQMKV control problems both on finite and on infinite horizon. Second, the approach we propose has the advantage of being adaptable to several problems and allows several generalizations, which have not yet been studied before, as here outlined. In particular, we are able to solve the case with common noise with some random coefficients, in finite and infinite horizon. The only references to this class of problems are the paper [7] on finite horizon where the coefficients are deterministic, and the paper [1], where the controls are required to be adapted to the filtration of the common noise (we here consider the case where $\alpha$ is adapted more generally to the pair of Brownian motions, that is, the one in the SDE and the common noise). As in [8], we allow some coefficients to be stochastic, but to the best of our knowledge, this is the first time that explicit formulas are provided for infinite-horizon McKean–Vlasov control problems with random coefficients in the payoff. The inclusion of randomness in some coefficients is an important point, as it leads to a richer class of models, which is useful for many applications, see e.g., the investment problem in distributed generation under a random centralized electricity price studied in [10].

The paper is organized as follows. Section 2 introduces finite-horizon LQMKV problems. Section 3 presents the precise assumptions on the coefficients of the problems and provides a detailed description of the solving technique. In Sect. 4, we solve, step by step, the control problem. Some remarks on the assumptions and extensions are collected in Sect. 5. In Sect. 6, we adapt the results to the infinite-horizon case. An application is studied in Sect. 7, which combines common noise and random coefficients. Finally, Sect. 8 concludes.

### 2 Formulation of the Finite-Horizon Problem

Given a finite horizon $T > 0$ (in Sect. 6 we will extend the results to the infinite-horizon case), we fix a filtered probability space $(\Omega, F, F, P)$, where $\mathcal{F} = (\mathcal{F}_t)_{0 \leq t \leq T}$ satisfies the usual conditions and is the natural filtration of a standard real Brownian motion $W = (W_t)_{0 \leq t \leq T}$, augmented with an independent $\sigma$-algebra $\mathcal{G}$. Let $\rho \geq 0$ be a discount factor and define the set of admissible (open-loop) controls as

$$\mathcal{A} := \left\{ \alpha : \Omega \times [0, T] \to \mathbb{R}^m \text{ s.t. } \alpha \text{ is } \mathcal{F}\text{-adapted and } \int_0^T e^{-\rho t} \mathbb{E}[|\alpha_t|^2] dt < \infty \right\}.$$

Given a square-integrable $\mathcal{G}$-measurable random variable $X_0$, and a control $\alpha \in \mathcal{A}$, we consider the controlled linear mean-field stochastic differential equation in $\mathbb{R}^d$ defined by

$$dX^\alpha_t = b_t(X^\alpha_t, \mathbb{E}[X^\alpha_t], \alpha_t, \mathbb{E}[\alpha_t]) \, dt + \sigma_t(X^\alpha_t, \mathbb{E}[X^\alpha_t], \alpha_t, \mathbb{E}[\alpha_t]) \, dW_t, \quad 0 \leq t \leq T,$$

$$X^\alpha_0 = X_0,$$

where for each $t \in [0, T]$, $x, \bar{x} \in \mathbb{R}^d$ and $a, \bar{a} \in \mathbb{R}^m$ we have set

$$b_t(x, \bar{x}, a, \bar{a}) = \begin{cases} b_t(x), & \text{if } a = \bar{a}, \\ b_t(x - a), & \text{if } a \neq \bar{a}. \end{cases}$$

$$\sigma_t(x, \bar{x}, a, \bar{a}) = \begin{cases} \sigma_t(x), & \text{if } a = \bar{a}, \\ \sigma_t(x - a), & \text{if } a \neq \bar{a}. \end{cases}$$
& b_t(x, \bar{x}, a, \bar{a}) := \beta_t + B_t x + \bar{B}_t \bar{x} + C_t a + \bar{C}_t \bar{a}, \\
& \sigma_t(x, \bar{x}, a, \bar{a}) := \gamma_t + D_t x + \bar{D}_t \bar{x} + F_t a + \bar{F}_t \bar{a}.  
$(2)$

Here, the coefficients $\beta$, $\gamma$ of the affine terms are vector-valued $\mathbb{F}$-progressively measurable processes, whereas the other coefficients of the linear terms are deterministic matrix-valued processes, see Sect. 3 for precise assumptions. The quadratic cost functional to be minimized over $\alpha \in \mathcal{A}$ is

$$J(\alpha) := \mathbb{E} \left[ \int_0^T e^{-\rho t} f_t(X_t^\alpha, \mathbb{E}[X_t^\alpha], \alpha_t, \mathbb{E}[\alpha_t]) dt + e^{-\rho T} g(X_T^\alpha, \mathbb{E}[X_T^\alpha]) \right],$$

$$\rightarrow V_0 := \inf_{\alpha \in \mathcal{A}} J(\alpha),$$

(3)

where, for each $t \in [0, T]$, $x, \bar{x} \in \mathbb{R}^d$ and $a, \bar{a} \in \mathbb{R}^m$ we have set

$$f_t(x, \bar{x}, a, \bar{a}) := (x - \bar{x})^T Q_t (x - \bar{x}) + \bar{x}^T (\bar{Q}_t + \bar{\bar{Q}}_t) \bar{x}$$

$$+ 2a^T I_t (x - \bar{x}) + 2\bar{a}^T (I_t + \bar{I}_t) \bar{x}$$

$$+ (a - \bar{a})^T N_t (a - \bar{a}) + \bar{a}^T (N_t + \bar{N}_t) \bar{a} + 2M_t^T x + 2H_t^T a,$$

$$g(x, \bar{x}) := (x - \bar{x})^T P (x - \bar{x}) + \bar{x}^T (P + \bar{P}) \bar{x} + 2L^T x.\quad (4)$$

Here, the coefficients $M, H, L$ of the linear terms are vector-valued $\mathbb{F}$-progressively measurable processes, whereas the other coefficients are deterministic matrix-valued processes. We refer again to Sect. 3 for the precise assumptions. The symbol $^\top$ denotes the transpose of any vector or matrix.

**Remark 2.1** (a) We have centered in (4) the quadratic terms in the payoff functions $f$ and $g$. One could equivalently formulate the quadratic terms in non-centered form as

$$\tilde{f}_t(x, \bar{x}, a, \bar{a}) := x^T Q_t x + \bar{x}^T \bar{Q}_t \bar{x} + a^T N_t a + \bar{a}^T \bar{N}_t \bar{a} + 2M_t^T x$$

$$+ 2H_t^T a + 2a^T I_t x + 2\bar{a}^T \bar{I}_t \bar{x},$$

$$\tilde{g}(x, \bar{x}) := x^T P x + \bar{x}^T \bar{P} \bar{x} + 2L^T x,$$

by noting that, since $Q, P, N, I$ are assumed to be deterministic, we have

$$\mathbb{E} \left[ f_t(X_t^\alpha, \mathbb{E}[X_t^\alpha], \alpha_t, \mathbb{E}[\alpha_t]) \right] = \mathbb{E} \left[ \tilde{f}_t(X_t^\alpha, \mathbb{E}[X_t^\alpha], \alpha_t, \mathbb{E}[\alpha_t]) \right],$$

$$\mathbb{E} \left[ g(X_T^\alpha, \mathbb{E}[X_T^\alpha]) \right] = \mathbb{E} \left[ \tilde{g}(X_T^\alpha, \mathbb{E}[X_T^\alpha]) \right].$$

(b) Notice that the only coefficients allowed to be stochastic are $\beta, \gamma, M, H, L$. Moreover, we note that in (3)–(4) we could also consider a term of the form $\hat{M}_t^T \hat{x}$ and then reduce for free the resulting problem to the case $\hat{M}_t = 0$. Indeed, since we consider the expectation of the running cost, we could equivalently substitute

$\hat{\beta}$ Springer
such a term with $\mathbb{E}[\tilde{M}_t^\top x]$ by noting that $\mathbb{E}\left[\tilde{M}_t^\top \mathbb{E}[X^\alpha_t]\right] = \mathbb{E}\left[\mathbb{E}[\tilde{M}_t]^\top X^\alpha_t\right]$. Similarly, we do not need to consider terms $\tilde{H}_t^\top \tilde{a}$ and $\tilde{a}^\top \tilde{I}_t x, a^\top \tilde{I}_t \tilde{x}$ (for a deterministic matrix $\tilde{I}_t$).

(c) See Sect. 5 for the case where several Brownian motions and a common noise are present.

## 3 Assumptions and Verification Theorem

Throughout the paper, for each $q \in \mathbb{N}$ we denote by $\mathbb{S}^q$ the set of $q$-dimensional symmetric matrices. Moreover, for each normed space $(\mathbb{M}, | \cdot |)$ we set

$$L^\infty([0, T], \mathbb{M}) := \left\{ \phi : [0, T] \to \mathbb{M} \text{ s.t. } \phi \text{ is measurable and } \sup_{t \in [0, T]} |\phi_t| < \infty \right\},$$

$$L^2([0, T], \mathbb{M}) := \left\{ \phi : [0, T] \to \mathbb{M} \text{ s.t. } \phi \text{ is measurable and } \int_0^T e^{-\rho t} |\phi_t|^2 dt < \infty \right\},$$

$$L^2_{\mathcal{F}_T}(\mathbb{M}) := \left\{ \phi : \Omega \to \mathbb{M} \text{ s.t. } \phi \text{ is } \mathcal{F}_T \text{-measurable and } \mathbb{E}[|\phi|^2] < \infty \right\},$$

$$S^2_{\mathcal{F}}(\Omega \times [0, T], \mathbb{M}) := \left\{ \phi : \Omega \times [0, T] \to \mathbb{M} \text{ s.t. } \phi \text{ is } \mathcal{F}_T \text{-meas. and } \mathbb{E} \left[ \sup_{0 \leq t \leq T} |\phi_t|^2 \right] < \infty \right\},$$

$$L^2_{\mathcal{F}}(\Omega \times [0, T], \mathbb{M}) := \left\{ \phi : \Omega \times [0, T] \to \mathbb{M} \text{ s.t. } \phi \text{ is } \mathcal{F}_T \text{-progr. meas. and } \int_0^T e^{-\rho t} \mathbb{E}[|\phi_t|^2] dt < \infty \right\}.$$

We ask the following conditions on the coefficients of the problem to hold in the finite-horizon case.

**H1** The coefficients in (2) satisfy:

(i) $\beta, \gamma \in L^2_{\mathcal{F}}(\Omega \times [0, T], \mathbb{R}^d)$,

(ii) $B, \tilde{B}, D, \tilde{D} \in L^\infty([0, T], \mathbb{R}^{d \times d}), C, \tilde{C}, F, \tilde{F} \in L^\infty([0, T], \mathbb{R}^{d \times m})$.

**H2** The coefficients in (4) satisfy:

(i) $Q, \tilde{Q} \in L^\infty([0, T], \mathbb{S}^d)$, $P, \tilde{P} \in \mathbb{S}^d$, $N, \tilde{N} \in L^\infty([0, T], \mathbb{S}^m)$, $I, \tilde{I} \in L^\infty([0, T], \mathbb{R}^{m \times d})$,

(ii) $M \in L^2_{\mathcal{F}}(\Omega \times [0, T], \mathbb{R}^d)$, $H \in L^2_{\mathcal{F}}(\Omega \times [0, T], \mathbb{R}^m)$, $L \in L^2_{\mathcal{F}_T}(\mathbb{R}^d)$,

(iii) there exists $\delta > 0$ such that, for each $t \in [0, T]$,

$$N_t \geq \delta \mathbb{I}_m, \quad P \geq 0, \quad Q_t - I_t^\top N_t^{-1} I_t \geq 0,$$

(iv) there exists $\delta > 0$ such that, for each $t \in [0, T]$,

$$N_t + \tilde{N}_t \geq \delta \mathbb{I}_m, \quad P + \tilde{P} \geq 0, \quad (Q_t + \tilde{Q}_t) - (I_t + \tilde{I}_t)^\top (N_t + \tilde{N}_t)^{-1} (I_t + \tilde{I}_t) \geq 0.$$

**Remark 3.1** The uniform positive definite assumption on $N$ and $N + \tilde{N}$ is a standard and natural coercive condition when dealing with linear-quadratic control problems.
We discuss in Sect. 4 (see Remark 5.1) alternative assumptions when $N$ and $\tilde{N}$ may be degenerate.

By (H1) and classical results, e.g., [5, Prop. 2.6], there exists a unique strong solution $X^\alpha = (X^\alpha_t)_{0 \leq t \leq T}$ to the mean-field SDE (1), which satisfies the standard estimate

$$
\mathbb{E} \left[ \sup_{t \in [0, T]} |X^\alpha_t|^2 \right] \leq C_\alpha \left( 1 + \mathbb{E} \left[ |X_0|^2 \right] \right) < \infty,
$$

(5)

where $C_\alpha$ is a constant which depends on $\alpha \in A$ only via $\int_0^T e^{-\rho t} \mathbb{E}[|\alpha_t|^2] dt$. Also, by (H2) and (5), the LQMKV control problem (3) is well defined, in the sense that

$$
J(\alpha) \in \mathbb{R}, \text{ for each } \alpha \in A.
$$

To solve the LQMKV control problem, we are going to use a suitable verification theorem. Namely, we consider an extended version of the martingale optimality principle usually cited in stochastic control theory: see Remark 3.2 for a discussion.

**Lemma 3.1** (Finite-horizon verification theorem) Let $\{W^\alpha_t, t \in [0, T], \alpha \in A\}$ be a family of $\mathbb{F}$-adapted processes in the form $W^\alpha_t = w_t(X^\alpha_t, \mathbb{E}[X^\alpha_t])$ for some $\mathbb{F}$-adapted random field $\{w_t(x, \bar{x}), t \in [0, T], x, \bar{x} \in \mathbb{R}^d\}$ satisfying

$$
w_t(x, \bar{x}) \leq C(\chi_t + |x|^2 + |\bar{x}|^2), \quad t \in [0, T], \quad x, \bar{x} \in \mathbb{R}^d,
$$

(6)

for some positive constant $C$, and nonnegative process $\chi$ with $\sup_{t \in [0, T]} \mathbb{E}[|\chi_t|] < \infty$, and such that

(i) $w_T(x, \bar{x}) = g(x, \bar{x}), \quad x, \bar{x} \in \mathbb{R}^d$;

(ii) the map $t \in [0, T] \longmapsto \mathbb{E}[S^\alpha_t]$, with $S^\alpha_t := e^{-\rho t} W^\alpha_t + \int_0^t e^{-\rho s} f_s(X^\alpha_s, \mathbb{E}[X^\alpha_s], \alpha_s, \mathbb{E}[\alpha_s]) ds$, is non-decreasing for all $\alpha \in A$;

(iii) the map $t \in [0, T] \longmapsto \mathbb{E}[S^\alpha_t]$ is constant for some $\alpha^* \in A$.

Then, $\alpha^*$ is an optimal control and $\mathbb{E}[w_0(X_0, \mathbb{E}[X_0])]$ is the value of the LQMKV control problem (3):

$$
V_0 = \mathbb{E}[w_0(X_0, \mathbb{E}[X_0])] = J(\alpha^*).
$$

Moreover, any other optimal control satisfies the condition (iii).

**Proof** From the growth condition (6) and estimation (5), we see that the function

$$
t \in [0, T] \longmapsto \mathbb{E}[S^\alpha_t]
$$

is well defined for any $\alpha \in A$. By (i) and (ii), we have for all $\alpha \in A$

$$
\mathbb{E}[w_0(X_0, \mathbb{E}[X_0])] = \mathbb{E}[S^\alpha_0] \leq \mathbb{E}[S^\alpha_T].
$$
\[
\begin{align*}
&= \mathbb{E} \left[ e^{-\rho T} g(X_T^\alpha, \mathbb{E}[X_T^\alpha]) \right. \\
&\quad + \int_0^T e^{-\rho t} f_t(X_t^\alpha, \mathbb{E}[X_t^\alpha], \alpha_t, \mathbb{E}[\alpha_t]) \, dt \\
&= J(\alpha),
\end{align*}
\]
which shows that \( \mathbb{E}[w_0(X_0, \mathbb{E}[X_0])] \leq V_0 = \inf_{\alpha \in \mathcal{A}} J(\alpha) \), since \( \alpha \) is arbitrary. Moreover, condition (iii) with \( \alpha^* \) shows that \( \mathbb{E}[w_0(X_0, \mathbb{E}[X_0])] = J(\alpha^*) \), which proves the optimality of \( \alpha^* \) with \( J(\alpha^*) = \mathbb{E}[w_0(X_0, \mathbb{E}[X_0])] \). Finally, suppose that \( \tilde{\alpha} \in \mathcal{A} \) is another optimal control. Then
\[
\mathbb{E} \left[ S_T^{\tilde{\alpha}} \right] = \mathbb{E} \left[ w_0(X_0, \mathbb{E}[X_0]) \right] = J(\tilde{\alpha}) = \mathbb{E} \left[ S_T^{\alpha} \right].
\]
Since the map \( t \in [0, T] \mapsto \mathbb{E}[S_T^{\tilde{\alpha}}] \) is non-decreasing, this shows that this map is actually constant, and concludes the proof. \( \square \)

The general procedure to apply such a verification theorem consists of the following three steps.

- **Step 1** We guess a suitable parametric expression for the candidate random field \( w_t(x, \bar{x}) \), and set for each \( \alpha \in \mathcal{A} \) and \( t \in [0, T] \),
\[
S_t^\alpha := e^{-\rho t} w_t(X_t^\alpha, \mathbb{E}[X_t^\alpha]) + \int_0^t e^{-\rho s} f_s(X_s^\alpha, \mathbb{E}[X_s^\alpha], \alpha_s, \mathbb{E}[\alpha_s]) \, ds. \tag{7}
\]

- **Step 2** We apply Itô’s formula to \( S_t^\alpha \), for \( \alpha \in \mathcal{A} \), and take the expectation to get
\[
\mathbb{d}\mathbb{E} \left[ S_t^\alpha \right] = e^{-\rho t} \mathbb{E} \left[ D_t^\alpha \right] \, dt,
\]
for some \( \mathbb{F} \)-adapted processes \( D_t^\alpha \) with
\[
\mathbb{E} \left[ D_t^\alpha \right] = \mathbb{E} \left[ -\rho w_t(X_t^\alpha, \mathbb{E}[X_t^\alpha]) + \frac{\mathbb{d}}{\mathbb{d}t} \mathbb{E}[w_t(X_t^\alpha, \mathbb{E}[X_t^\alpha])] \right. \\
+ f_t(X_t^\alpha, \mathbb{E}[X_t^\alpha], \alpha_t, \mathbb{E}[\alpha_t]) \big].
\]

We then determine the coefficients in the random field \( w_t(x, \bar{x}) \) s.t. condition (i) in Lemma 3.1 [i.e., \( w_T(\cdot) = g(\cdot) \)] is satisfied, and so as to have
\[
\mathbb{E} \left[ D_t^\alpha \right] \geq 0, \quad t \geq 0, \quad \forall \alpha \in \mathcal{A}, \text{ and } \mathbb{E} \left[ D_t^{\alpha^*} \right] = 0, \quad t \geq 0, \text{ for some } \alpha^* \in \mathcal{A},
\]
which ensures that the mean optimality principle conditions (ii) and (iii) are satisfied, and then \( \alpha^* \) will be the optimal control. This leads to a system of backward ordinary and stochastic differential equations.

- **Step 3** We study the existence of solutions to the system obtained in Step 2, which will also ensure the square-integrability condition of \( \alpha^* \) in \( \mathcal{A} \), hence its optimality.
Remark 3.2 The standard martingale optimality principle used in the verification theorem for stochastic control problems, see e.g., [11], consists in finding a family of processes \( \{W^\alpha_t, 0 \leq t \leq T, \alpha \in \mathcal{A}\} \) s.t.

(iii') \( S^\alpha_t = e^{-\rho t} W^\alpha_t + \int_0^t e^{-\rho s} f_s(X^\alpha_s, \mathbb{E}[X^\alpha_s], \alpha, \mathbb{E}[\alpha_s]) ds, 0 \leq t \leq T, \)

which obviously implies the weaker conditions (ii) and (iii) in Proposition 3.1.

Practically, the martingale optimality conditions (ii')–(iii') would reduce via the Itô decomposition of \( S^\alpha_t \) to the condition that \( D^\alpha_t \geq 0 \), for each \( \alpha \in \mathcal{A} \), and \( D^\alpha_0 = 0 \), \( 0 \leq t \leq T \), for a suitable control \( \alpha^* \). In the classical framework of stochastic control problem without mean-field dependence, one looks for \( W^\alpha_t = w_t(X^\alpha_t) \) for some random field \( w_t(x) \) depending only on the state value, and the martingale optimality principle leads to the classical Hamilton–Jacobi–Bellman (HJB) equation (when all the coefficients are non-random) or to a stochastic HJB, see [12], in the general random coefficients case. In our context of McKean–Vlasov control problems, one looks for \( W^\alpha_t = w_t(X^\alpha_t, \mathbb{E}[X^\alpha_t]) \) depending also on the mean of the state value, and the pathwise condition on \( D^\alpha_t \) would not allow us to determine a suitable random field \( w_t(x, \bar{x}) \). Instead, we exploit the weaker condition (ii) formulated as a mean condition on \( \mathbb{E}[D^\alpha_t] \), and we shall see in the next section how it leads indeed to a suitable characterization of \( w_t(x, \bar{x}) \). The methodology of the weak martingale approach in Lemma 3.1 works concretely whenever one can find a family of value functions for the McKean–Vlasov control problem that depends upon the law of the state process only via its mean (or conditional mean in the case of common noise). This imposes a Markov property on the pair of controlled process \( (X_t, \mathbb{E}[X_t]) \), and hence a linear structure of the dynamics for \( X \) w.r.t. its mean and the control. The running payoff and terminal cost function \( f, g \) should then also depend on the state and its mean (or conditional mean in the case of common noise), but not necessarily in the quadratic form. The quadratic form has the advantage of suggesting a suitable quadratic form for the candidate value function, while in general it is not explicit. Actually, the candidate \( w_t(x, x') \) for the value function should satisfy a Bellman PDE in finite dimension, namely the dimension of \( (X_t, \mathbb{E}[X_t]) \), which is a particular finite-dimensional case of the Master equation. This argument of making the McKean–Vlasov control problem finite-dimensional is exploited more generally in [13] where the dependence on the law is through the first \( p \)-moments of the state process.

4 Solution to LQMKV

In this section, we apply the verification theorem in Lemma 3.1 to characterize an optimal control for the problem (3). We will follow the procedure outlined at the end of Sect. 3. In the sequel, and for convenience of notations, we set

\[
\begin{align*}
\hat{B}_t &:= B_t + \tilde{B}_t, \quad \hat{C}_t := C_t + \tilde{C}_t, \quad \hat{D}_t := D_t + \tilde{D}_t, \quad \hat{F}_t := F_t + \tilde{F}_t, \\
\hat{I}_t &:= I_t + \tilde{I}_t, \quad \hat{N}_t := N_t + \tilde{N}_t, \quad \hat{Q}_t := Q_t + \tilde{Q}_t, \quad \hat{P} := P + \tilde{P}.
\end{align*}
\]
Remark 4.1 To simplify the notations, throughout the paper we will often denote expectations by an upper bar and omit the dependence on controls. Hence, for example, we will write $X_t$ for $X_t^\alpha$, $\tilde{X}_t$ for $\mathbb{E}[X_t^\alpha]$, and $\tilde{\alpha}_t$ for $\mathbb{E}[\alpha_t]$.

**Step 1** Given the quadratic structure of the cost functional $f_1$ in (4), we infer a candidate for the random field $\{w_t(x, \tilde{x}), t \in [0, T], x, \tilde{x} \in \mathbb{R}^d\}$ in the form:

$$w_t(x, \tilde{x}) = (x - \tilde{x})^T K_t (x - \tilde{x}) + \tilde{x}^T A_t \tilde{x} + 2Y_t^T x + R_t,$$

where $K_t, A_t, Y_t, R_t$ are suitable processes to be determined later. The centering of the quadratic term is a convenient choice, which provides simpler calculations. Actually, since the quadratic coefficients in the payoff (4) are deterministic symmetric matrices, we look for deterministic symmetric matrices $K, A$ as well. Moreover, since in the statement of Lemma 3.1 we always consider the expectation of $W_t^\alpha = w_t(X_t^\alpha, \mathbb{E}[X_t^\alpha])$, we can assume, w.l.o.g., that $R$ is deterministic. Given the randomness of the linear coefficients in (4), the process $Y$ is considered in general as an $\mathbb{F}$-adapted process. Finally, the terminal condition $w_T(x, \tilde{x}) = g(x, \tilde{x})$ (i) in Lemma 3.1 determines the terminal conditions satisfied by $K_T, A_T, Y_T, R_T$. We then search for processes $(K, A, Y, R)$ valued in $\mathbb{S}^d \times \mathbb{S}^d \times \mathbb{R}^d \times \mathbb{R}$ in backward form:

$$
\begin{align*}
\frac{dK_t}{dt} &= \dot{K}_t dt, & 0 \leq t \leq T, & K_T = P, \\
\frac{dA_t}{dt} &= \dot{A}_t dt, & 0 \leq t \leq T, & A_T = \tilde{P}, \\
\frac{dY_t}{dt} &= \dot{Y}_t dt + Z_t^Y dW_t, & 0 \leq t \leq T, & Y_T = L, \\
\frac{dR_t}{dt} &= \dot{R}_t dt, & 0 \leq t \leq T, & R_T = 0, \\
\end{align*}
$$

(10)

for some deterministic processes $(\dot{K}, \dot{A}, \dot{R})$ valued in $\mathbb{S}^d \times \mathbb{S}^d \times \mathbb{R}$, and $\mathbb{F}$-adapted processes $\dot{Y}, Z^Y$ valued in $\mathbb{R}^d$.

**Step 2** For $\alpha \in \mathcal{A}$ and $t \in [0, T]$, let $S_t^\alpha$ as in (7). We have

$$d\mathbb{E} [S_t^\alpha] = e^{-\rho t} \mathbb{E} [D_t^\alpha] dt,$$

for some $\mathbb{F}$-adapted processes $D^\alpha$ with

$$
\mathbb{E} [D_t^\alpha] = \mathbb{E} [-\rho w_t (X_t^\alpha, \mathbb{E}[X_t^\alpha]) + \frac{d}{dt} \mathbb{E} [w_t (X_t^\alpha, \mathbb{E}[X_t^\alpha])] + f_t (X_t^\alpha, \mathbb{E}[X_t^\alpha], \alpha_t, \mathbb{E}[\alpha_t])].
$$

We apply the Itô’s formula to $w_t(X_t^\alpha, \mathbb{E}[X_t^\alpha])$, recalling the quadratic form (9) of $w_t$, the equations in (10), and the dynamics (see Eq. (1))

$$
\begin{align*}
\frac{dX_t^\alpha}{dt} &= [\tilde{\beta}_t + \tilde{B}_t \tilde{X}_t^\alpha + \tilde{C}_t \tilde{\alpha}_t] dt, \\
\frac{d(X_t^\alpha - \tilde{X}_t^\alpha)}{dt} &= [\beta_t - \tilde{\beta}_t + B_t (X_t^\alpha - \tilde{X}_t^\alpha) + C_t (\alpha_t - \tilde{\alpha}_t)] dt \\
&\quad + [\gamma_t + D_t (X_t^\alpha - \tilde{X}_t^\alpha) + \tilde{D}_t \tilde{X}_t^\alpha + \tilde{F}_t (\alpha_t - \tilde{\alpha}_t) + \tilde{F}_t \tilde{\alpha}_t] dW_t,
\end{align*}
$$

where we use the upper bar notation for expectation, see Remark 4.1. Recalling the quadratic form (4) of the running cost $f_t$, we obtain, after careful but straightforward computations, that
\[
\mathbb{E}\left[D_t^\alpha\right] = \mathbb{E}\left[(X_t - \tilde{X}_t)^\top (\tilde{K}_t + \Phi_t)(X_t - \tilde{X}_t) + \tilde{X}_t^\top (\Lambda_t + \Psi_t)\tilde{X}_t + 2(\tilde{Y}_t + \Delta_t)^\top X_t + \tilde{R}_t - \rho R_t + \tilde{\Gamma}_t + \chi_t(\alpha)\right],
\]

(11)

(we omit the dependence in \(\alpha\) of \(X = X^\alpha, \tilde{X} = \tilde{X}^\alpha\), where

\[
\Phi_t := -\rho K_t + K_t B_t + B_t^\top K_t + D_t^\top K_t D_t + Q_t = \Phi_t(K_t),
\]

\[
\Psi_t := -\rho \Lambda_t + \Lambda_t \tilde{B}_t + \tilde{B}_t^\top \Lambda_t + \tilde{D}_t^\top K_t \tilde{D}_t + \tilde{Q}_t = \Psi_t(K_t, \Lambda_t),
\]

\[
\Delta_t := -\rho Y_t + B_t^\top Y_t + \tilde{B}_t^\top \tilde{Y}_t + D_t^\top Z_t^Y + \tilde{D}_t^\top \tilde{Z}_t^Y + K_t(\beta_t - \tilde{\beta}_t) + \Lambda_t \tilde{\beta}_t + M_t = \Delta_t(K_t, \Lambda_t, Y_t, \tilde{Y}_t, Z_t^Y, \tilde{Z}_t^Y),
\]

\[
\Gamma_t := \gamma_t^\top K_t \gamma_t + 2\beta_t^\top Y_t + 2\gamma_t^\top Z_t^Y = \Gamma_t(K_t, Y_t, Z_t^Y),
\]

(12)

for \(t \in [0, T]\), and

\[
\chi_t(\alpha) := (\alpha_t - \tilde{\alpha}_t)^\top S_t(\alpha_t - \tilde{\alpha}_t) + \tilde{\alpha}_t^\top \tilde{S}_t \tilde{\alpha}_t + 2(U_t(X_t - \tilde{X}_t) + V_t \tilde{X}_t + O_t + \xi_t - \tilde{\xi}_t)^\top \alpha_t.
\]

(13)

Here, the deterministic coefficients \(S_t, \tilde{S}_t, U_t, V_t, O_t\) are defined, for \(t \in [0, T]\), by

\[
S_t := N_t + F_t^\top K_t F_t = S_t(K_t),
\]

\[
\tilde{S}_t := \tilde{N}_t + \tilde{F}_t^\top K_t \tilde{F}_t = \tilde{S}_t(K_t),
\]

\[
U_t := I_t + F_t^\top K_t D_t + C_t^\top K_t = U_t(K_t),
\]

\[
V_t := \tilde{I}_t + \tilde{F}_t^\top K_t \tilde{D}_t + \tilde{C}_t^\top \Lambda_t = V_t(K_t, \Lambda_t),
\]

\[
O_t := H_t + \tilde{F}_t^\top K_t \tilde{Y}_t + \tilde{C}_t^\top \tilde{Y}_t + \tilde{F}_t^\top \tilde{Z}_t^Y
\]

\[
= O_t\left(K_t, \tilde{Y}_t, \tilde{Z}_t^Y\right),
\]

(14)

and the stochastic coefficient \(\xi_t\) of mean \(\tilde{\xi}_t\) is defined, for \(t \in [0, T]\), by

\[
\xi_t := H_t + F_t^\top K_t \gamma_t + C_t^\top Y_t + F_t^\top Z_t^Y = \xi_t(K_t, Y_t, Z_t^Y),
\]

\[
\tilde{\xi}_t := \tilde{H}_t + \tilde{F}_t^\top K_t \tilde{Y}_t + \tilde{C}_t^\top \tilde{Y}_t + \tilde{F}_t^\top \tilde{Z}_t^Y = \tilde{\xi}_t(K_t, \tilde{Y}_t, \tilde{Z}_t^Y).
\]

(15)

Notice that we have suitably rearranged the terms in (11) in order to keep only linear terms in \(X\) and \(\alpha\) by using the elementary observation that \(\mathbb{E} [\phi_t^\top \tilde{X}_t] = \mathbb{E} [\phi_t^\top X_t]\), and \(\mathbb{E} [\psi_t^\top \tilde{\alpha}_t] = \mathbb{E} [\tilde{\psi}_t^\top \alpha_t]\) for any vector-valued random variable \(\phi_t, \psi_t\) of mean \(\tilde{\phi}_t, \tilde{\psi}_t\).

Next, the key point is to complete the square w.r.t. the control \(\alpha\) in the process \(\chi_t(\alpha)\) defined in (13). Assuming for the moment that the symmetric matrices \(S_t\) and \(\tilde{S}_t\) are positive definite in \(\mathbb{S}^m\) [this will follow typically from the nonnegativity of the matrix \(K\), as checked in Step 3, and conditions (iii)–(iv) in (H2)], it is clear that one can find a deterministic \(\mathbb{R}^{m \times m}\)-valued \(\Theta\) (which may be not unique) s.t. for all \(t \in [0, T]\),

\[
\Theta_t S_t \Theta_t^\top = \tilde{S}_t,
\]

\(\heartsuit\) Springer
for all $t \in [0, T]$, and which is also deterministic like $S_t, \hat{S}_t$. We can then rewrite the expectation of $\chi_t(\alpha)$ as

$$
\mathbb{E}[\chi_t(\alpha)] = \mathbb{E}\left[ (\alpha_t - \bar{\alpha}_t + \Theta^T\bar{\alpha}_t - \eta_t)^T S_t (\alpha_t - \bar{\alpha}_t + \Theta^T\bar{\alpha}_t - \eta_t) - \zeta_t \right],
$$

where

$$
\eta_t := a^0_t(X_t, \bar{X}_t) + \Theta^T a^1_t(\bar{X}_t),
$$

with $a^0_t(X_t, \bar{X}_t)$ a centered random variable and $a^1_t(\bar{X}_t)$ a deterministic function

$$
a^0_t(x, \bar{x}) := -S_t^{-1}U_t(x - \bar{x}) - S_t^{-1}(\xi_t - \bar{\xi}_t),
\quad a^1_t(\bar{x}) := -\hat{S}_t^{-1}(V_t\bar{x} + O_t),
$$

and

$$
\xi_t := (X_t - \bar{X}_t)^T(U_t^T S_t^{-1} U_t)(X_t - \bar{X}_t) + \bar{X}_t^T(V_t^T \hat{S}_t^{-1} V_t)\bar{X}_t
+ 2(U_t^T S_t^{-1}(\xi_t - \bar{\xi}_t) + V_t^T \hat{S}_t^{-1} O_t)^T X_t
+ (\xi_t - \bar{\xi}_t)^T S_t^{-1}(\xi_t - \bar{\xi}_t) + O_t^T \hat{S}_t^{-1} O_t.
$$

We can then rewrite the expectation in (11) as

$$
\mathbb{E}[D^a_t] = \mathbb{E}\left[ (X_t - \bar{X}_t)^T (\hat{K}_t + \Phi^0_t)(X_t - \bar{X}_t) + \bar{X}_t^T (\hat{A}_t + \Psi^0_t)\bar{X}_t
+ 2(\hat{Y}_t + \Delta^0_t)^T X_t + \hat{R}_t - \rho R_t + \overline{\Gamma^0_t}
+ (\alpha_t - a^0_t(X_t, \bar{X}_t) - \bar{\alpha}_t + \Theta^T(\bar{\alpha}_t - a^1_t(\bar{X}_t)))^T S_t (\alpha_t - a^0_t(X_t, \bar{X}_t) - \bar{\alpha}_t
+ \Theta^T(\bar{\alpha}_t - a^1_t(\bar{X}_t))))\right],
$$

where we set

$$
\Phi^0_t := \Phi_t - U_t^T S_t^{-1} U_t = \Phi^0_t(K_t),
\Psi^0_t := \Psi_t - V_t^T \hat{S}_t^{-1} V_t = \Psi^0_t(K_t, A_t),
\Delta^0_t := A_t - U_t^T S_t^{-1}(\xi_t - \bar{\xi}_t) - V_t^T \hat{S}_t^{-1} O_t = \Delta^0_t \left( K_t, A_t, Y_t, \bar{Y}_t, Z^Y, \bar{Z}^Y \right),
\Gamma^0_t := \Gamma_t - (\xi_t - \bar{\xi}_t)^T S_t^{-1}(\xi_t - \bar{\xi}_t) - O_t^T \hat{S}_t^{-1} O_t = \Gamma^0_t(K_t, Y_t, \bar{Y}_t, Z^Y, \bar{Z}^Y),
$$

(16)

and stress the dependence on $(K, A, Y, Z^Y)$ in view of (12), (14), (15). Therefore, whenever

$$
\hat{K}_t + \Phi^0_t = 0, \quad \hat{A}_t + \Psi^0_t = 0, \quad \hat{Y}_t + \Delta^0_t = 0, \quad \hat{R}_t - \rho R_t + \overline{\Gamma^0_t} = 0
$$
holds for all \( t \in [0, T] \), we have
\[
\mathbb{E} \left[ D_t^\alpha \right] = \mathbb{E} \left[ (\alpha_t - a_t^0(X_t, \tilde{X}_t) - \tilde{\alpha}_t + \Theta_t^\top(\tilde{\alpha}_t - a_t^1(\tilde{X}_t)))^T S_t(\alpha_t - a_t^0(X_t, \tilde{X}_t) - \tilde{\alpha}_t + \Theta_t^\top(\tilde{\alpha}_t - a_t^1(\tilde{X}_t))) \right] \tag{17}
\]
which is nonnegative for all \( 0 \leq t \leq T, \alpha \in \mathcal{A} \), i.e., the process \( S^\alpha \) satisfies the condition (ii) of the verification theorem in Lemma 3.1. We are then led to consider the following system of backward (ordinary and stochastic) differential equations (ODEs and BSDE):
\[
dK_t = -\Phi^0_t(K_t)dt, \quad 0 \leq t \leq T, \quad K_T = P,
\]
\[
d\Lambda_t = -\Psi^0_t(K_t, \Lambda_t)dt, \quad 0 \leq t \leq T, \quad \Lambda_T = P + \tilde{P},
\]
\[
dY_t = -\Delta^0_s \left( K_s, \Lambda_t, Y_t, \mathbb{E}[Y_t], Z^Y_t, \mathbb{E}[Z^Y_t] \right) dt + Z^Y_t dW_t, \quad 0 \leq t \leq T, \quad Y_T = L,
\]
\[
dR_t = \left[ \rho R_t - \mathbb{E} \left[ \Gamma^0_t \left( K_t, Y_t, \mathbb{E}[Y_t], Z^Y_t, \mathbb{E}[Z^Y_t] \right) \right] \right] dt, \quad 0 \leq t \leq T, \quad R_T = 0. \tag{18}
\]

**Definition 4.1** A solution to the system (18) is a quintuple of processes \((K, \Lambda, Y, Z^Y, R)\) lying in \( L^\infty([0, T], \mathbb{S}^d) \times L^\infty([0, T], \mathbb{S}^2) \times \mathcal{S}^2_\mathcal{F}(\Omega \times [0, T], \mathbb{R}^d) \times L^2_{\mathcal{F}}(\Omega \times [0, T], \mathbb{R}^d) \times L^\infty([0, T], \mathbb{R})\) s.t. the \( \mathbb{S}^m \)-valued processes \( S(K), \tilde{S}(K) \in L^\infty([0, T], \mathbb{S}^m) \), are positive definite a.s., and the following relation
\[
K_t = P + \int_t^T \Phi^0_s(K_s)ds,
\]
\[
\Lambda_t = P + \tilde{P} + \int_t^T \Psi^0_s(K_s, \Lambda_s)ds,
\]
\[
Y_t = L + \int_t^T \Delta^0_s \left( K_s, \Lambda_s, Y_s, \mathbb{E}[Y_s], Z^Y_s, \mathbb{E}[Z^Y_s] \right) ds + \int_t^T Z^Y_s dW_s,
\]
\[
R_t = \int_t^T \left( -\rho R_s + \mathbb{E} \left[ \Gamma^0_s \left( K_s, Y_s, \mathbb{E}[Y_s], Z^Y_s, \mathbb{E}[Z^Y_s] \right) \right] \right) ds,
\]
holds for all \( t \in [0, T] \).

We shall discuss in the next paragraph (Step 3) the existence of a solution to the system of ODEs-BSDE (18). For the moment, we provide the connection between this system and the solution to the LQMKV control problem.

**Proposition 4.1** Suppose that \((K, \Lambda, Y, Z^Y, R)\) is a solution to the system of ODEs-BSDE (18). Then, the control process
\[
\alpha_t^* = a_t^0 \left( X_t^*, \mathbb{E}[X_t^*] \right) + a_t^1 \left( \mathbb{E}[X_t^*] \right) = -S_t^{-1}(K_t)U_t(K_t) \left( X_t - \mathbb{E}[X_t^*] \right) - S_t^{-1}(K_t)(\xi_t(K_t, Y_t, Z^Y_t))
\]

\(\square\) Springer
\[
\begin{align*}
- \xi_t(K_t, \mathbb{E}[Y_t], \mathbb{E}[Z_t^Y]) \\
- \hat{S}^{-1}_t(K_t) \left( V_t(K_t, A_t) \mathbb{E}[X_t^*] + O_t \left( K_t, \mathbb{E}[Y_t], \mathbb{E}[Z_t^Y] \right) \right).
\end{align*}
\]

where \( X^* = X^{\alpha^*} \) is the state process with the feedback control \( a^0_t(X_t^*, \mathbb{E}[X_t^*]) + a^1_t(\mathbb{E}[X_t^*]) \), is the optimal control for the LQMKV problem (3), i.e., \( V_0 = J(\alpha^*) \), and we have

\[
V_0 = \mathbb{E}\left[(X_0 - \mathbb{E}[X_0])^\top K_0 (X_0 - \mathbb{E}[X_0]) + \mathbb{E}[X_0]^\top \Lambda_0 \mathbb{E}[X_0] + 2\mathbb{E}[Y_0^\top X_0] + R_0.\right]
\]

**Proof** Consider a solution \((K, \Lambda, Y, Z^Y, R)\) to the system (18), and let \( w_t \) as of the quadratic form (9). First, notice that \( w \) satisfies the growth condition (6) as \( K, \Lambda, R \) are bounded and \( Y \) satisfies a square-integrability condition in \( L_2^2(\Omega \times [0, T], \mathbb{R}^d) \). The terminal condition \( w_T(\cdot) = g \) is also satisfied from the terminal condition of the system (18). Next, for this choice of \((K, \Lambda, Y, Z^Y, R)\), the expectation \( \mathbb{E}[D_t^q] \) in (17) is nonnegative for all \( t \in [0, T] \), \( \alpha \in \mathcal{A} \), which means that the process \( S^\alpha \) satisfies the condition (ii) of the verification theorem in Lemma 3.1. Moreover, we see that \( \mathbb{E}[D_t^q] = 0, 0 \leq t \leq T, \) for some \( \alpha = \alpha^* \) if and only if (recall that \( S_t \) is positive definite a.s.)

\[
\alpha^*_t - a^0_t(X_t^*, \mathbb{E}[X_t^*]) - \mathbb{E}[a^*_t] + \Theta_t^\top(\mathbb{E}[a^*_t] - a^1_t(\mathbb{E}[X_t^*])) = 0, \quad 0 \leq t \leq T.
\]

Taking expectation in the above relation, and recalling that \( \mathbb{E}[a^0_t(X_t^*, \mathbb{E}[X_t^*])] = 0, \Theta_t \) is invertible, we get \( \mathbb{E}[a^*_t] = a^1_t(\mathbb{E}[X_t^*]) \), and thus

\[
\alpha^*_t = a^0_t(X_t^*, \mathbb{E}[X_t^*]) + a^1_t(\mathbb{E}[X_t^*]), \quad 0 \leq t \leq T.
\]

Notice that \( X^* = X^{\alpha^*} \) is solution to a linear McKean–Vlasov dynamics and satisfies the square-integrability condition \( \mathbb{E}[^{\sup_{0 \leq t \leq T}} |X_t^*|^2] < \infty \), which implies in its turn that \( \alpha^* \) satisfies the square-integrability condition \( L_2^2(\Omega \times [0, T], \mathbb{R}^m) \), since \( S^{-1}, \hat{S}^{-1}, U, V \) are bounded, and \( O, \xi \) are square-integrable respectively in \( L^2([0, T], \mathbb{R}^m) \) and \( L_2^2(\Omega \times [0, T], \mathbb{R}^m) \). Therefore, \( \alpha^* \in \mathcal{A} \), and we conclude by the verification theorem in Lemma 3.1 that it is the unique optimal control. \( \square \)

**Step 3** Let us now verify under assumptions (H1)–(H2) the existence and uniqueness of a solution to the decoupled system in (18).

(i) We first consider the equation for \( K \), which is actually a matrix Riccati equation written as:

\[
\frac{d}{dt} K_t + Q_t - \rho K_t + K_t B_t + B_t^\top K_t + D_t^1 K_t D_t \\
- (I_t + F_t^\top K_t D_t + C_t^1 K_t) \left( N_t + F_t^\top K_t F_t \right)^{-1} (I_t + F_t^\top K_t D_t + C_t^1 K_t) \\
= 0, \quad t \in [0, T],
\]

\[
K_T = P.
\]
Multi-dimensional Riccati equations are known to be related to control theory. Namely, (20) is associated with the standard linear-quadratic stochastic control problem:

\[ v_t(x) := \inf_{\alpha \in A} \mathbb{E} \left[ \int_t^T e^{-\rho s} \left( \left( \tilde{X}^{t,x,\alpha}_s \right)^\top Q_s \tilde{X}^{t,x,\alpha}_s + 2\alpha_s^\top I_s \tilde{X}^{t,x,\alpha}_s + \alpha_s^\top N_s \alpha_s + 2\alpha_s^\top s I_s \tilde{X}^{t,x,\alpha}_s + \alpha_s^\top s N_s \alpha_s \right) ds \right. \]
\[ \left. + e^{-\rho T} \left( \tilde{X}^{t,x,\alpha}_T \right)^\top P \tilde{X}^{t,x,\alpha}_T \right] \]

where \( \tilde{X}^{t,x,\alpha} \) is the controlled linear dynamics solution to

\[ d\tilde{X}_s = (B_s \tilde{X}_s + C_s \alpha_s)ds + (D_s \tilde{X}_s + F_s \alpha_s)dW_s, \quad t \leq s \leq T, \quad \tilde{X}_t = x. \]

By a standard result in control theory (see [14, Ch. 6, Thm. 6.1, 7.1, 7.2], with a straightforward adaptation of the arguments to include the discount factor), under (H1), (H2)(i)–(ii), there exists a unique solution \( K \in L^\infty([0, T], \mathbb{S}^d) \) with \( K_t \geq 0 \) to (20), provided that

\[ P \geq 0, \quad Q_t - I_t^\top N_t^{-1} I_t \geq 0, \quad N_t \geq \delta I_m, \quad 0 \leq t \leq T, \quad (21) \]

for some \( \delta > 0 \), which is true by (H2)(iii), and in this case, we have \( v_t(x) = x^\top K_t x \). Notice also that \( S(K) = N + F^\top K F \) is positive definite.

(ii) Given \( K \), we now consider the equation for \( \Lambda \). Again, this is a matrix Riccati equation that we rewrite as

\[ \frac{d}{dt} \Lambda_t + \hat{\Omega}_t^K - \rho \Lambda_t - \Lambda_t \hat{B}_t + \hat{B}_t^\top \Lambda_t - (\hat{I}_t^K + \hat{C}_t^\top \Lambda_t)^\top (\hat{N}_t^K)^{-1} (\hat{I}_t^K + \hat{C}_t^\top \Lambda_t) = 0, \quad t \in [0, T], \]
\[ \Lambda_T = \hat{P} , \quad (22) \]

where we have set, for \( t \in [0, T] \),

\[ \hat{Q}_t^K := \hat{Q}_t + \hat{D}_t^\top K_t \hat{D}_t, \]
\[ \hat{I}_t^K := \hat{I}_t + \hat{F}_t^\top K_t \hat{F}_t, \]
\[ \hat{N}_t^K := \hat{N}_t + \hat{F}_t^\top K_t \hat{F}_t. \]

As for the equation for \( K \), there exists a unique solution \( \Lambda \in L^\infty([0, T], \mathbb{S}^d) \) with \( \Lambda_t \geq 0 \) to (22), provided that

\[ \hat{P} \geq 0, \quad \hat{Q}_t^K - (\hat{I}_t^K)^\top (\hat{N}_t^K)^{-1} (\hat{I}_t^K) \geq 0, \quad \hat{N}_t^K \geq \delta I_m, \quad 0 \leq t \leq T, \quad (23) \]

for some \( \delta > 0 \). Let us check that (H2)(iv) implies (23). We already have \( \hat{P} \geq 0 \). Moreover, as \( K \geq 0 \) we have: \( \hat{N}_t^K \geq \hat{N}_t \geq \delta I_m \). By simple algebraic manipulations and as \( \hat{N}_t > 0 \), we have (omitting the time dependence)

\[ \hat{\Lambda}_t \geq 0, \quad \hat{\Lambda}_t - (\hat{I}_t^K)^\top (\hat{N}_t^K)^{-1} (\hat{I}_t^K) \geq 0, \quad (24) \]

with \( \hat{\Lambda}_t > 0 \) for some \( \delta > 0 \). Let us check that (H2)(iv) implies (24). We already have \( \hat{\Lambda}_t \geq 0 \). Moreover, as \( K \geq 0 \) we have: \( \hat{N}_t^K \geq \hat{N}_t \geq \delta I_m \). By simple algebraic manipulations and as \( \hat{N}_t > 0 \), we have (omitting the time dependence)
(iv) Given \((\hat{\theta}, \Lambda)\), we consider the equation for \((Y, Z^Y)\). This is a mean-field linear BSDE written as

\[
\begin{align*}
\quad dY_t &= \left( \vartheta_t + G_t^T(Y_t - \mathbb{E}[Y_t]) + \hat{G}_t^T \mathbb{E}[Y_t] + J_t^T(Z_t^Y - \mathbb{E}[Z_t^Y]) + \hat{J}_t^T \mathbb{E}[Z_t^Y] \right) dt \\
&\quad + Z_t^Y dW_t, \\
Y_T &= L,
\end{align*}
\]

where the deterministic coefficients \(G, \hat{G}, J, \hat{J} \in L^\infty([0, T], \mathbb{R}^{d \times d})\), and the stochastic process \(\vartheta \in L_2^\infty(\Omega \times [0, T], \mathbb{R}^d)\) are defined by

\[
\begin{align*}
G_t &:= \rho \mathbb{1}_d - B_t + C_t S_t^{-1} U_t, \\
\hat{G}_t &:= \rho \mathbb{1}_d - \hat{B}_t + \hat{C}_t \hat{S}_t^{-1} V_t, \\
J_t &:= - D_t + F_t S_t^{-1} U_t, \\
\hat{J}_t &:= - \hat{D}_t + \hat{F}_t \hat{S}_t^{-1} V_t, \\
\vartheta_t &:= - M_t - K_t(\beta_t - \mathbb{E}[\beta_t]) - \Lambda_t \mathbb{E}[\beta_t] - D_t^T K_t(\gamma_t - \mathbb{E}[\gamma_t]) - \hat{D}_t^T K_t \mathbb{E}[\gamma_t] \\
&\quad + U_t^T S_t^{-1}(H_t - \mathbb{E}[H_t] + F_t^T K_t(\gamma_t - \mathbb{E}[\gamma_t])) \\
&\quad + V_t^T \hat{S}_t^{-1}(\mathbb{E}[H_t] + \hat{F}_t^T K_t \mathbb{E}[\gamma_t]),
\end{align*}
\]

and the expressions for \(S, \hat{S}, U, V\) are recalled in (14). By standard results, see [15, Thm. 2.1], there exists a unique solution \((Y, Z^Y) \in \hat{S}_\mathbb{F}^2(\Omega \times [0, T], \mathbb{R}^d) \times L_2^\infty(\Omega \times [0, T], \mathbb{R}^d)\) to (24).

(iv) Given \((K, \Lambda, Y, Z^Y)\), the equation for \(R\) is a linear ODE, whose unique solution is explicitly given by

\[
R_t = \int_t^T e^{-\rho(s-t)} h_s ds.
\]

Here, the deterministic function \(h\) is defined, for \(t \in [0, T]\), by

\[
\begin{align*}
\quad h_t &:= \mathbb{E}[- \gamma_t^T K_t \gamma_t - \beta_t^T Y_t - 2 \gamma_t^T Z_t^Y + \xi_t^T S_t^{-1} \xi_t] \\
&\quad - \mathbb{E}[\xi_t^T S_t^{-1} \mathbb{E}[\xi_t] + O_t^T \hat{S}_t^{-1} O_t],
\end{align*}
\]
and the expressions of $O$ and $\xi$ are recalled in (14) and (15).

To sum up the arguments of this section, we have proved the following result.

**Theorem 4.1** Under assumptions (H1)–(H2), the optimal control for the LQMKV problem (3) is given by

$$
\alpha_t^* = -S_t^{-1} U_t(X_t^* - E[X_t^*]) - \hat{S}_t^{-1} (V_t E[X_t^*] + O_t) - S_t^{-1} (\xi_t - E[\xi_t]),
$$

where $X^*$ is the corresponding value of the problem (3), and the deterministic coefficients $S, \hat{S}, \tilde{S} \in L^\infty([0, T], \mathbb{S}^m), U, V \in L^\infty([0, T], \mathbb{R}^{m \times d})$, and $O \in L^\infty([0, T], \mathbb{R}^d)$, and the stochastic coefficient $\xi \in L_\mathbb{F}^2(\Omega \times [0, T], \mathbb{R}^m)$ are defined by

$$
S_t := N_t + F_t^\top K_t F_t,
$$

$$
\hat{S}_t := N_t + \tilde{N}_t + (F_t + \tilde{F}_t)^\top K_t (F_t + \tilde{F}_t),
$$

$$
U_t := I_t + F_t^\top K_t D_t + C_t^\top K_t,
$$

$$
V_t := I_t + \tilde{I}_t + (F_t + \tilde{F}_t)^\top K_t (D_t + \tilde{D}_t) + (C_t + \tilde{C}_t)^\top \Lambda_t,
$$

$$
O_t := E[H_t] + (F_t + \tilde{F}_t)^\top K_t E[\gamma_t] + (C_t + \tilde{C}_t)^\top E[Y_t] + (F_t + \tilde{F}_t)^\top E[Z_t^Y],
$$

$$
\xi_t := H_t + F_t^\top K_t \gamma_t + C_t^\top Y_t + F_t^\top Z_t^Y,
$$

with $K, \Lambda, Y, Z^Y, R \in L^\infty([0, T], \mathbb{S}^d) \times L^\infty([0, T], \mathbb{S}^d) \times L_\mathbb{F}^2(\Omega \times [0, T], \mathbb{R}^d) \times L_\mathbb{F}^2(\Omega \times [0, T], \mathbb{R}^d) \times L^\infty([0, T], \mathbb{R})$ the unique solution to (20), (22), (24), (25). The corresponding value of the problem is

$$
V_0 = J(\alpha^*) = E[(X_0 - E[X_0])^\top K_0 (X_0 - E[X_0])] + E[X_0]^\top \Lambda_0 E[X_0] + 2E[Y_0^\top X_0] + R_0.
$$

## 5 Remarks and Extensions

We collect here some remarks and extensions for the problem presented in the previous sections.

**Remark 5.1** Assumptions (H2)(iii)–(iv) are used only for ensuring the existence of a nonnegative solution $(K, \Lambda)$ to Eqs. (20) and (22). In some specific cases, they can be substituted by alternative conditions.

For example, in the one-dimensional case $n = m = 1$ (real-valued control and state variable), with $N = 0$ (no quadratic term on the control in the running cost) and $I = 0$, the equation for $K$ writes

$$
\frac{d}{dt} K_t + Q_t + \left(-\rho + 2B_t - C_t^2/F_t^2 - 2C_t D_t/F_t\right) K_t = 0, \quad t \in [0, T], \quad K_T = P.
$$

This is a first-order linear ODE, which clearly admits a unique solution, provided that $F_t \neq 0$. Moreover, when $P > 0$, then $K > 0$ by classical maximum principle, so that we have $S_t > 0$. Hence, an alternative condition to (H2)(iii) is, for $t \in [0, T]$,
Let us now discuss an alternative condition to the uniform positive condition on \(N + \tilde{N}\) in (H2)(iv), in the case where \(N + \tilde{N}\) is only assumed to be nonnegative. When the constant matrix \(P\) is positive definite, \(K\) is uniformly positive definite in \(\mathbb{S}^d\), i.e., \(K_t \geq \delta I_m\), \(0 \leq t \leq T\), for some \(\delta > 0\), by strong maximum principle for the ODE (20). Then, when \(F + \tilde{F}\) is uniformly non-degenerate, i.e., \(|F_t + \tilde{F}_t| \geq \delta\), \(0 \leq t \leq T\), for some \(\delta > 0\), we see that \(\hat{S}_t = \hat{N}_t^K \geq (F_t + \tilde{F}_t)^\top K_t (F_t + \tilde{F}_t) \geq \delta' \|\hat{d}\| \) for some \(\delta' > 0\). Notice also that when \(I + \tilde{I} = 0\), \(\hat{Q}^K - (\hat{I}_t^K)^\top (\hat{N}_t^K)^{-1} (\hat{I}_t^K) \geq Q + \hat{Q}\).

Consequently, assumption (H2)(iv) can be alternatively replaced by

(H2)(iv') \(N_t + \tilde{N}_t, P + \tilde{P}, Q_t + \tilde{Q}_t \geq 0, P > 0, I_t + \tilde{I}_t = 0, |F_t + \tilde{F}_t| \geq \delta,\)

for \(t \in [0, T]\) and some \(\delta > 0\), which ensures that condition (23) is satisfied, hence giving the existence and uniqueness of a nonnegative solution \(\Lambda\) to (22).

We underline that (H2)(iii')–(iv') are not the unique alternative to (H2)(iii)–(iv). In some applications, none of such conditions is satisfied, typically as \(Q = \hat{Q} = 0\), while \(I\) or \(\tilde{I}\) is nonzero. However, a solution \((K, \Lambda)\) (possibly non-positive) to (20)–(22) may still exist, with \(S(K)\) and \(\hat{S}(K)\) positive definite, and one can then still apply Proposition 4.1 to get the conclusion of Theorem 4.1, i.e., the optimal control exists and is given by (26).

**Remark 5.2** The result in Theorem 4.1 can be easily extended to the case, where several Brownian motions are present in the controlled equation:

\[
dX_t^n = b_t(X_t^n, \mathbb{E}[X_t^n], \alpha_t, \mathbb{E}[\alpha_t])dt + \sum_{i=1}^{n} \sigma_t^i(X_t^n, \mathbb{E}[X_t^n], \alpha_t, \mathbb{E}[\alpha_t])dW_t^i,\]

where \(W^1, \ldots, W^n\) are standard independent real Brownian motions and, for each \(t \in [0, T]\), \(i \in \{1, \ldots, n\}\), \(x, \bar{x} \in \mathbb{R}^d\) and \(a, \bar{a} \in \mathbb{R}^m\), we set

\[
b_t(x, \bar{x}, a, \bar{a}) := \beta_t + B_t x + \bar{B}_t \bar{x} + C_t a + \bar{C}_t \bar{a},
\]

\[
\sigma_t^i(x, \bar{x}, a, \bar{a}) := \gamma_t^i + D_t^i x + \bar{D}_t^i \bar{x} + F_t^i a + \bar{F}_t^i \bar{a}.\]

We ask the coefficients in (28) to satisfy a suitable adaptation of (H1): Namely, we substitute \(D, \bar{D}, F, \bar{F}\) with \(D_t^i, \bar{D}_t^i, F_t^i, \bar{F}_t^i\), for \(i \in \{1, \ldots, n\}\). The cost functional and (H2) are unchanged.

The statement of Theorem 4.1 is easily adapted to this extended framework. To simplify the notations, we use Einstein convention: For example, we write \((D_t^i)^\top K D_t^i\) instead of \(\sum_{i=1}^{n} (D_t^i)^\top K D_t^i\). The optimal control \(\alpha^n\) is given by (26), where the coefficients are now defined by

\[
S_t := N_t + (F_t^i)^\top K_t F_t^i,\]

\[
\hat{S}_t := \hat{N}_t + \tilde{N}_t + (F_t^i + \tilde{F}_t^i)^\top K_t (F_t^i + \tilde{F}_t^i),\]

\[
U_t := I_t + (F_t^i)^\top K_t D_t^i + C_t^\top K_t,\]

\[
V_t := I_t + \tilde{I}_t + (F_t^i + \tilde{F}_t^i)^\top K_t (D_t^i + \bar{D}_t^i) + (C_t + \bar{C}_t)^\top \Lambda_t,\]

\(\odot\) Springer
Remark 5.3 The optimal control provided by Theorem 4.1 generalizes known results and standard formulas in control theory.

– For example, in the case where

\[ I_t = \tilde{I}_t = \beta_t = \gamma_t = M_t = H_t = L_t = 0, \]

then \( Y = Z^Y = 0, \ R = 0 \) (correspondingly, we have \( O = \xi = 0 \)). We thus retrieve the formula in [5, Thm. 4.1] for the optimal control [recalling the notations in (8)]:

\[
\alpha_t^* = -\left( N_t + F_t^T K_t F_t \right)^{-1}(F_t^T K_t D_t + C_t^T K_t)(X_t^* - \mathbb{E}[X_t^*]),
\]

\[-(\hat{N}_t + \hat{F}_t^T K_t \hat{F}_t)^{-1}(\hat{F}_t^T K_t \hat{D}_t + \hat{C}_t^T \Lambda_t)\mathbb{E}[X_t^*].\]

– Consider now the case where all the mean-field coefficients are zero, that is

\[ \tilde{B}_t = \tilde{C}_t = \tilde{D}_t = \tilde{F}_t = \tilde{Q}_t = \tilde{N}_t = \tilde{P}_t \equiv 0. \]

Assume, in addition, that \( \beta_t = \gamma_t = H_t = M_t = 0 \). In this case, \( K_t = \Lambda_t \) satisfy the same Riccati equation, \( Y_t = \dot{Y}_t = R_t = 0 \), and we have

\[
S_t = \hat{S}_t = N_t + F_t^T K_t F_t, \quad U_t = V_t = I_t + F_t^T K_t D_t + C_t^T K_t, \quad O = \xi = 0,
\]
which leads to the well-known formula for classical linear-quadratic control problems (see e.g., [14]):

$$\alpha_t^* = -(N_t + F_t^T K_t F_t)^{-1}(I_t + F_t^T K_t D_t + C_t^T K_t)X_t^*, \quad 0 \leq t \leq T.$$ 

**Remark 5.4** The mean of the optimal state \(X^* = X^{\alpha^*}\) can be computed as the solution of a linear ODE. Indeed, by plugging (26) into (1) and taking expectation, we get

$$\frac{d}{dt} \mathbb{E}[X_t^*] = (B_t + \tilde{B}_t - (C_t + \tilde{C}_t)\hat{\Sigma}^{-1}V_t)\mathbb{E}[X_t^*] + (\mathbb{E}[\beta_t] - (C_t + \tilde{C}_t)\hat{\Sigma}^{-1}O_t),$$

which can be solved explicitly in the one-dimensional case \(d = 1\) and expressed as an exponential of matrices in the multi-dimensional case.

**Remark 5.5 (The case of common noise)** We now extend the results in Theorem 4.1 to the case, where a common noise is present. Let \(W\) and \(W^0\) be two independent real Brownian motions defined on the same filtered probability space \((\Omega, \mathcal{F}_T, \mathbb{P})\). Let \(\mathbb{F} = \{\mathcal{F}_t\}_{t \in [0, T]}\) be the filtration generated by the pair \((W, W^0)\), and let \(\mathbb{E}^0 = \{\mathcal{F}^0_t\}_{t \in [0, T]}\) be the filtration generated by \(W^0\).

For any \(X_0\) and \(\alpha \in A\) as in Sect. 1, the controlled process \(X_t^\alpha\) is defined by

$$dX_t^\alpha = b_t(X_t^\alpha, \mathbb{E}[X_t^\alpha | W_t^0], \alpha_t, \mathbb{E}[\alpha_t | W_t^0])dt$$
$$+ \sigma_t(X_t^\alpha, \mathbb{E}[X_t^\alpha | W_t^0], \alpha_t, \mathbb{E}[\alpha_t | W_t^0])dW_t$$
$$+ \sigma_t^0(X_t^\alpha, \mathbb{E}[X_t^\alpha | W_t^0], \alpha_t, \mathbb{E}[\alpha_t | W_t^0])dW_t^0, \quad 0 \leq t \leq T,$$

$$X_0^\alpha = X_0.$$  \(\text{(29)}\)

where for each \(t \in [0, T], x, \bar{x} \in \mathbb{R}^d\) and \(a, \bar{a} \in \mathbb{R}^m\) we have set

$$b_t(x, \bar{x}, a, \bar{a}) := \beta_t + B_t x + \tilde{B}_t \bar{x} + C_t a + \tilde{C}_t \bar{a},$$
$$\sigma_t(x, \bar{x}, a, \bar{a}) := \gamma_t + D_t x + \tilde{D}_t \bar{x} + F_t a + \tilde{F}_t \bar{a},$$
$$\sigma_t^0(x, \bar{x}, a, \bar{a}) := \gamma_t^0 + D_t^0 x + \tilde{D}_t^0 \bar{x} + F_t^0 a + \tilde{F}_t^0 \bar{a}.$$

Here, \(B, \tilde{B}, C, \tilde{C}, D, \tilde{D}, F, \tilde{F}, D^0, \tilde{D}^0, F^0, \tilde{F}^0\) are essentially bounded \(\mathbb{F}^0\)-adapted processes, whereas \(\beta, \gamma, \gamma^0\) are square-integrable \(\mathbb{F}\)-adapted processes. We underline that \(\beta, \gamma, \gamma^0\) can depend on \(W\) as well. The problem is

$$J(\alpha) := \mathbb{E} \left[ \int_0^T e^{-\rho t} f_t(X_t^\alpha, \mathbb{E}[X_t^\alpha | W_t^0], \alpha_t, \mathbb{E}[\alpha_t | W_t^0])dt + e^{-\rho T} g(X_T^\alpha, \mathbb{E}[X_T^\alpha | W_T^0]) \right],$$

$$\rightarrow V_0 := \inf_{\alpha \in A} J(\alpha),$$

with \(f_t, g\) as in (4). The coefficients in \(f_t, g\) here satisfy the following assumptions: \(Q, \tilde{Q}, I, \tilde{I}, N, \tilde{N}\) are essentially bounded \(\mathbb{F}^0\)-adapted processes, \(P, \tilde{P}\) are essentially
bounded $\mathcal{F}^0_t$-measurable random variables, $M, H$ are square-integrable $\mathbb{F}$-adapted processes, $L$ is a square-integrable $\mathcal{F}^T$-measurable random variables. We also ask conditions (iii) and (iv) in (H2) to hold. We remark that $M, H, L$ can also depend on $W$.

As in Sect. 4, we guess a quadratic expression for the candidate random field. Namely, we consider $w_t(X^\alpha_t, \mathbb{E}[X_t^\alpha|W^0_t]),$ with $\{w_t(x, \bar{x}), t \in [0, T], x, \bar{x} \in \mathbb{R}^d\}$ as in (9), that we here recall:

$$w_t(x, \bar{x}) = (x - \bar{x})^T K_t (x - \bar{x}) + \bar{x}^T \Lambda_t \bar{x} + 2 Y^T x + R_t,$$

for suitable coefficients $K, \Lambda, Y, R.$ Since the quadratic coefficients in $f_t, g$ are $\mathbb{F}^0$-adapted, we guess that the coefficients $K, \Lambda$ are $\mathbb{F}^0$-adapted as well (notice the difference with respect to Sect. 4, where $K, \Lambda$ were deterministic). The affine coefficients in $b_t, \sigma_t, \sigma^0_t$ and the linear coefficients in $f_t, g$ are $\mathbb{F}$-adapted, so that $Y$ needs to depend on both $W$ and $W^0.$ Finally, as in Sect. 4 we can choose $R$ deterministic. We then look for processes $(K, \Lambda, Y, R)$ valued in $\mathbb{S}^d \times \mathbb{S}^d \times \mathbb{R}^d \times \mathbb{R}$ and in the form:

$$\begin{align*}
dK_t &= \bar{K}_t dt + Z^K_t dW^0_t, & 0 \leq t \leq T, K_T = P, \\
d\Lambda_t &= \bar{\Lambda}_t dt + Z^\Lambda_t dW^0_t, & 0 \leq t \leq T, \Lambda_T = \hat{P}, \\
dY_t &= \bar{Y}_t dt + Z^Y_t dW_t + Z^{Y,0}_t dW^0_t, & 0 \leq t \leq T, Y_T = L, \\
dR_t &= \bar{R}_t dt, & 0 \leq t \leq T, R_T = 0,
\end{align*}$$

for some $\mathbb{F}^0$-adapted processes $\bar{K}, \bar{\Lambda}, Z^K, Z^\Lambda$ valued in $\mathbb{S}^d$, some $\mathbb{F}$-adapted processes $\bar{Y}, Z^Y, Z^{Y,0}$ valued in $\mathbb{R}^d$ and a continuous function $\bar{R}$ valued in $\mathbb{R}$.

We use the notations in (8) and extend them to the new coefficients $D^0, \tilde{D}^0, F^0, \tilde{F}^0$ (e.g., we denote $\tilde{D}^0_t = D^0_t + \hat{D}^0_t$). Moreover, for any random variable $\zeta$, we denote by $\bar{\zeta}$ the conditional expectation with respect to $W^0_t$, i.e., $\bar{\zeta} = \mathbb{E}[\zeta|W^0_t].$ For each $\alpha \in \mathcal{A}$ and $t \in [0, T],$ let $S^\alpha_t$ be defined by

$$S^\alpha_t := e^{-\rho t} w_t(X^\alpha_t, E[X^\alpha_t|W^0_t]) + \int_0^t e^{-\rho s} f_s(X^\alpha_s, \mathbb{E}[X^\alpha_s|W^0_s], \alpha_s, \mathbb{E}[\alpha_s|W^0_s]) ds,$$

and let $D^\alpha_t$ be defined by $d\mathbb{E}[S^\alpha_t] = e^{-\rho t} \mathbb{E}[D^\alpha_t] dt.$ By applying the Itô formula to $S^\alpha_t$, an expression for $\mathbb{E}[D^\alpha_t]$ is given by (11) and (13), whose coefficients are now defined as follows. The coefficients in (11) are here given by

$$\begin{align*}
\Phi_t := -\rho K_t + K_t B_t + B^T_t K_t + Z^K_t D^0_t + (D^0_t)^T Z^K_t \\
+ D^0_t K_t D_t + (D^0_t)^T K_t D^0_t + Q_t = \Phi_t(K_t, Z^K_t), \\
\Psi_t := -\rho \Lambda_t + \Lambda_t \tilde{B}_t + \tilde{B}^T_t \Lambda_t + Z^\Lambda_t \tilde{D}^0_t + (\tilde{D}^0_t)^T Z^\Lambda_t \\
+ \tilde{D}^0_t K_t \tilde{D}_t + (\tilde{D}^0_t)^T \Lambda_t \tilde{D}^0_t + \bar{Q}_t = \Psi_t(K_t, \Lambda_t, Z^\Lambda_t), \\
\Delta_t := -\rho Y_t + B^T_t Y_t + \tilde{B}^T_t \bar{Y}_t + D^0_t Z^Y_t + \tilde{D}^0_t Z^\bar{Y}_t + (D^0_t)^T Z^{Y,0}_t + (\tilde{D}^0_t)^T Z^{\bar{Y},0}_t \\
+ K_t (\beta_t - \bar{\beta}_t) + \Lambda_t \tilde{\beta}_t + Z^H_t (\gamma^0_t - \bar{\gamma}^0_t) + Z^\Lambda_t \gamma^0_t + D^0_t K_t (\gamma_t - \bar{\gamma}_t) + \tilde{D}^0_t K_t \bar{\gamma}_t \\
+ (D^0_t)^T K_t (\gamma^0_t - \bar{\gamma}^0_t) + (\tilde{D}^0_t)^T \Lambda_t \gamma^0_t + M_t.
\end{align*}$$

$\square$ Springer
\[
\begin{align*}
F_t &= \Delta_t \left( K_t, \Lambda_t, Y_t, Z_t^Y, Z_t^{Y,0}, \overline{\gamma}_t, \overline{Z}_t^Y, \overline{Z}_t^{Y,0} \right), \\
\Gamma_t &= (\gamma_t - \overline{\gamma}_t)^T K_t (\gamma_t - \overline{\gamma}_t) + \overline{\gamma}_t^T K_t \overline{\gamma}_t + (\gamma_t^0 - \overline{\gamma}_t^0)^T K_t (\gamma_t^0 - \overline{\gamma}_t^0) + (\overline{\gamma}_t^0)^T \Lambda_t \overline{\gamma}_t^0 \\
&+ 2 \beta_t^Y Y_t + 2 \gamma_t^T Z_t^Y + 2 (\gamma_t^0)^T Z_t^{Y,0} = \Gamma_t \left( K_t, \Lambda_t, Y_t, Z_t^Y, Z_t^{Y,0} \right), \\
\end{align*}
\]
whereas the coefficients in (13) are given by
\[
\begin{align*}
S_t &= N_t + F_t^T K_t F_t + (F_t^0)^T K_t F_t^0 = S_t(K_t), \\
\hat{S}_t &= \hat{N}_t + \hat{F}_t^T K_t \hat{F}_t + \left( \hat{F}_t^0 \right)^T \Lambda_t \hat{F}_t^0 = \hat{S}_t \left( K_t, \Lambda_t \right), \\
U_t &= I_t + F_t^T K_t D_t + (F_t^0)^T K_t D_t^0 + C_t^T K_t + (F_t^0)^T Z_t^K = U_t \left( K_t, Z_t^K \right), \\
V_t &= \hat{I}_t + \hat{F}_t^T K_t \hat{D}_t + \left( \hat{F}_t^0 \right)^T \Lambda_t \hat{D}_t + \hat{C}_t^T \Lambda_t + \left( \hat{F}_t^0 \right)^T Z_t^A = V_t \left( K_t, \Lambda_t, Z_t^A \right), \\
O_t &= \hat{H}_t + \hat{F}_t^T K_t \hat{\gamma}_t + \left( \hat{F}_t^0 \right)^T \Lambda_t \hat{\gamma}_t^0 + \hat{C}_t^T \hat{Y}_t + \hat{F}_t^T \overline{Z}_t^Y + \left( \hat{F}_t^0 \right)^T \overline{Z}_t^{Y,0} = O_t \left( K_t, Y_t, Z_t^Y, Z_t^{Y,0} \right), \\
\xi_t &= H_t + F_t^T K_t Y_t + (F_t^0)^T K_t Y_t^0 + C_t T Y_t + F_t^T Z_t^Y + (F_t^0)^T Z_t^{Y,0} = \xi_t \left( K_t, Y_t, Z_t^Y, Z_t^{Y,0} \right).
\end{align*}
\]
Completing the square as in Sect. 4 and setting to zero all the terms which do not depend on the control, we get that \((K, \Lambda, Y, R)\) satisfy the following problem
\[
\begin{align*}
dK_t &= -\Phi_t^0 dt + Z_t^K dW_t, & 0 \leq t \leq T, & \quad K_T = P, \\
d\Lambda_t &= -\Psi_t^0 dt + Z_t^A dW_t, & 0 \leq t \leq T, & \quad \Lambda_T = P + \hat{P}, \\
dY_t &= -\Delta_t^0 dt + Z_t^Y dW_t + Z_t^{Y,0} dW_t, & 0 \leq t \leq T, & \quad Y_T = L, \\
dR_t &= (\rho R_t - \mathbb{E}[\Gamma_t^0]) dt, & 0 \leq t \leq T, & \quad R_T = 0, \\
\end{align*}
\]
where the coefficients \(\Phi_t^0, \Psi_t^0, \Delta_t^0, \Gamma_t^0\) are defined by
\[
\Phi_t^0 := \Phi_t - U_t^T S_t^{-1} U_t = \Phi_t^0 \left( K_t, Z_t^K \right), \\
\Psi_t^0 := \Psi_t - V_t^T \hat{S}_t^{-1} V_t = \Psi_t^0 \left( K_t, \Lambda_t, Z_t^A \right), \\
\Delta_t^0 := \Delta_t - U_t^T S_t^{-1} \left( \xi_t - \xi_t^\ast \right) - V_t^T \hat{S}_t^{-1} O_t \\
&= \Delta_t^0 \left( K_t, Z_t^K, \Lambda_t, Z_t^A, Y_t, Z_t^Y, Z_t^{Y,0}, \overline{\gamma}_t, \overline{Z}_t^Y, \overline{Z}_t^{Y,0} \right), \\
\Gamma_t^0 := \Gamma_t - \left( \xi_t - \xi_t^\ast \right)^T S_t^{-1} \left( \xi_t - \xi_t^\ast \right) - O_t^T \hat{S}_t^{-1} O_t \\
&= \Gamma_t^0 \left( Y_t, Z_t^Y, Z_t^{Y,0}, \overline{\gamma}_t, \overline{Z}_t^Y, \overline{Z}_t^{Y,0} \right).
\]
Existence and uniqueness of a solution \((K, \Lambda)\) to the backward stochastic Riccati equation (BSRE) in (31) is discussed in Section 3.2 in [1] by relating BSRE to standard LQ control problems. Given \((K, \Lambda)\), existence of a solution \((Y, Z^Y, Z^{Y,0})\) to the linear mean-field BSDE in (31) is obtained as in Step 3(iii) of Sect. 4 by results in [15, Thm. 2.1]. Finally, the optimal control is given by
\[ \alpha^*_t = -S_t^{-1}U_t(X_t - \mathbb{E}[X^*_t | W^0_t]) - S_t^{-1}(\xi_t - \mathbb{E}[\xi_t | W^0_t]) \]
\[ -\hat{S}_t^{-1}(V_t \mathbb{E}[X^*_t | W^0_t] + O_t), \]

where we have set \( X^* = X^{\alpha^*} \).

**Remark 5.6** The method we propose requires some coefficients to be deterministic. Namely, only \( \beta, \gamma, M, H, L \) are here allowed to be stochastic. Indeed, if any other coefficient in the SDE or in the cost functional were stochastic, after completing the square we would have a term in the form \( \mathbb{E}[(\Xi_t X^{\alpha}_t)^2] \), with \( \Xi_t \) stochastic. Due to the randomness of \( \Xi_t \), this term cannot be rewritten to match the terms in the candidate \( w_t(X^{\alpha}_t, \mathbb{E}[X^{\alpha}_t]) \). Conversely, if (H1) holds, \( \Xi_t \) is deterministic and the term above rewrites as \( \Xi_t \mathbb{E}[X^{\alpha}_t]^2 \).

### 6 The Infinite-Horizon Problem

We now consider an infinite-horizon version of the problem in (3) and adapt the results to this framework. The procedure is similar to the finite-horizon case, but non-trivial technical issues emerge when dealing with the equations for \( (K, \Lambda, Y, R) \) and the admissibility of the optimal control.

On a filtered probability space \( (\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P}) \) as in Sect. 1 with \( \mathbb{F} = (\mathcal{F}_t)_{t \geq 0} \), let \( \rho > 0 \) be a positive discount factor and define the set of admissible controls as

\[ \mathcal{A} := \left\{ \alpha : \Omega \times \mathbb{R}^+ \to \mathbb{R}^m \text{ s.t. } \alpha \text{ is } \mathbb{F}\text{-adapted and } \int_0^\infty e^{-\rho t} \mathbb{E}[|\alpha_t|^2] dt < \infty \right\}, \]

while the controlled process is defined on \( \mathbb{R}^+ \) by

\[ dX^\alpha_t = b_t(X^\alpha_t, \mathbb{E}[X^\alpha_t], \alpha_t, \mathbb{E}[\alpha_t]) dt + \sigma_t(X^\alpha_t, \mathbb{E}[X^\alpha_t], \alpha_t, \mathbb{E}[\alpha_t]) dW_t, \quad t \geq 0, \]
\[ X^\alpha_0 = X_0, \quad (32) \]

where for each \( t \geq 0, x, \bar{x} \in \mathbb{R}^d \) and \( a, \bar{a} \in \mathbb{R}^m \) we now set

\[ b_t(x, \bar{x}, a, \bar{a}) := \beta_t + Bx + \tilde{B}\bar{x} + Ca + \tilde{C}\bar{a}, \]
\[ \sigma_t(x, \bar{x}, a, \bar{a}) := \gamma_t + Dx + \tilde{D}\bar{x} + Fa + \tilde{F}\bar{a}. \quad (33) \]

Notice that, unlike Sect. 1 and as usual in infinite-horizon problems, the coefficients of the linear terms are constant vectors, but the coefficients \( \beta \) and \( \gamma \) are allowed to be stochastic processes.

The control problem on infinite horizon is formulated as

\[ J(\alpha) := \mathbb{E}\left[ \int_0^\infty e^{-\rho t} f_t(X^\alpha_t, \mathbb{E}[X^\alpha_t], \alpha_t, \mathbb{E}[\alpha_t]) dt \right], \]
\[ \to \quad V_0 := \inf_{\alpha \in \mathcal{A}} J(\alpha), \quad (34) \]
where, for each \( t \geq 0 \), \( x, \bar{x} \in \mathbb{R}^d \) and \( a, \bar{a} \in \mathbb{R}^m \), we have set

\[
f_t(x, \bar{x}, a, \bar{a}) := (x - \bar{x})^T Q(x - \bar{x}) + \bar{x}^T (Q + \bar{Q}) \bar{x} + 2a^T(I + \bar{I}) \bar{x} + (a - \bar{a})^T N(a - \bar{a}) + \bar{a}^T(N + \bar{N}) \bar{a} + 2M^T \bar{x} + 2H^T a. \tag{35}
\]

Notice that, as usual in infinite-horizon problems, the coefficients of the quadratic terms are here constant matrices, and the only non-constant coefficients are \( H, M \), which may be stochastic processes. Given a normed space \( (\mathbb{M}, | \cdot |) \), we set

\[
L^\infty(\mathbb{M}) := \left\{ \phi : \mathbb{M} \to \mathbb{R} \text{ s.t. } \phi \text{ is measurable and } \sup_{t \geq 0} |\phi_t| < \infty \right\},
\]

\[
L^2(\mathbb{M}) := \left\{ \phi : \mathbb{M} \to \mathbb{R} \text{ s.t. } \phi \text{ is measurable and } \int_0^\infty e^{-\rho t} |\phi_t|^2 dt < \infty \right\},
\]

\[
L^2_{\wp}(\Omega \times \mathbb{M}) := \left\{ \phi : \Omega \times \mathbb{M} \to \mathbb{R} \text{ s.t. } \phi \text{ is } \wp \text{-adapted and } \int_0^\infty e^{-\rho t} \mathbb{E}[|\phi_t|^2] dt < \infty \right\}.
\]

and ask the following conditions on the coefficients of the problem to hold in the infinite-horizon case.

**\( (H1') \)** The coefficients in (33) satisfy:

(i) \( \beta, \gamma \in L^2_{\wp}(\Omega \times \mathbb{R}^+, \mathbb{R}^d) \),
(ii) \( B, \tilde{B}, D, \tilde{D} \in \mathbb{R}^{d \times d}, C, \tilde{C}, F, \tilde{F} \in \mathbb{R}^{d \times m} \).

**\( (H2') \)** The coefficients in (35) satisfy:

(i) \( Q, \tilde{Q} \in \mathbb{S}^d, N, \tilde{N} \in \mathbb{S}^m, I, \tilde{I} \in \mathbb{R}^{m \times d} \),
(ii) \( M \in L^2_{\wp}(\Omega \times \mathbb{R}^+, \mathbb{R}^d) \), \( H \in L^2_{\wp}(\Omega \times \mathbb{R}^+, \mathbb{R}^m) \),
(iii) \( N > 0, Q - I^T N^{-1} I \geq 0 \),
(iv) \( N + \tilde{N} > 0, (Q + \tilde{Q}) - (I + \tilde{I})^T (N + \tilde{N})^{-1} (I + \tilde{I}) \geq 0 \).

**\( (H3') \)** The coefficients in (33) satisfy \( \rho > 2 \max \{|B| + |D|^2, |B + \tilde{B}|\} \).

Assumptions \( (H1') \) and \( (H2') \) are simply a rewriting of \( (H1) \) and \( (H2) \) for the case where the coefficients do not depend on the time. A further condition \( (H3') \), not present in the finite-horizon case, is here required in order to have a well-defined problem, as justified below.

By \( (H1') \) and classical results, there exists a unique strong solution \( X^\alpha = (X^\alpha_t)_{t \geq 0} \) to the SDE in (32). Moreover, by \( (H1') \) and \( (H3') \), standard estimates (see Lemma 6.1 below) lead to:

\[
\int_0^\infty e^{-\rho t} \mathbb{E} [|X^\alpha_t|^2] dt \leq \bar{C}_\alpha (1 + \mathbb{E} [|X_0|^2]) < \infty, \tag{36}
\]

where \( \bar{C}_\alpha \) is a constant depending on \( \alpha \in \mathcal{A} \) only via \( \int_0^\infty e^{-\rho t} \mathbb{E} [|\alpha_t|^2] dt \). Also, by \( (H2') \) and (36), the problem in (34) is well defined, in the sense that \( J(\alpha) \) is finite for each \( \alpha \in \mathcal{A} \).
Lemma 6.1 Under (H1') and (H3'), the estimate in (36) holds for each square-integrable variable $X_0$ and $\alpha \in \mathcal{A}$.

Proof By the Itô formula and the Young inequality, for each $\varepsilon > 0$ we have (using shortened bar notations, see Remark 4.1, e.g., $\tilde{X} = \mathbb{E}[X]$)

$$\frac{d}{dt} e^{-\rho t} |\tilde{X}_t|^2 = e^{-\rho t} \Big( -\rho |\tilde{X}_t|^2 + 2\tilde{b}_t \cdot \tilde{X}_t \Big)$$

$$\leq e^{-\rho t} \left[ -\rho |\tilde{X}_t|^2 + 2 \left( |\tilde{\beta}_t||\tilde{X}_t| + |\tilde{C}| |\tilde{\alpha}_t||X_t| \right) \right]$$

$$\leq e^{-\rho t} \left[ \left( -\rho + 2|B + \tilde{B}| + \varepsilon \right) |\tilde{X}_t|^2 + c_\varepsilon (|\tilde{\beta}_t|^2 + |\tilde{\alpha}_t|^2) \right], \quad (37)$$

where $c_\varepsilon > 0$ is a suitable constant. We define

$$\zeta_\varepsilon = |\mathbb{E}[X_0]|^2 + c_\varepsilon \int_0^\infty e^{-\rho t} \mathbb{E}[|\beta_t|^2 + |\alpha_t|^2] dt, \quad \eta_\varepsilon = \rho - 2|B + \tilde{B}| - \varepsilon,$$

and notice that $\zeta_\varepsilon < \infty$ by (H1') and by $\alpha \in \mathcal{A}$, while $\eta_\varepsilon > 0$ for $\varepsilon$ small enough, by (H3'). Applying the Gronwall inequality, we then get

$$\int_0^\infty e^{-\rho t} |\mathbb{E}[X_t]|^2 dt \leq \zeta_\varepsilon \int_0^\infty e^{-\eta t} dt \leq c_{\alpha,\varepsilon} (1 + \mathbb{E}[|X_0|^2]), \quad (38)$$

for a suitable constant $c_{\alpha,\varepsilon}$. By similar estimates, we have

$$\frac{d}{dt} \mathbb{E}[e^{-\rho t} |X_t - \tilde{X}_t|^2]$$

$$= e^{-\rho t} \mathbb{E} \left[ -\rho |X_t - \tilde{X}_t|^2 + 2(b_t - \tilde{b}_t) \cdot (X_t - \tilde{X}_t) + |\sigma_t|^2 \right]$$

$$\leq e^{-\rho t} \mathbb{E} \left[ -\rho |X_t - \tilde{X}_t|^2 + 2 \left( |\beta_t - \tilde{\beta}_t||X_t - \tilde{X}_t| + |C||\alpha_t - \tilde{\alpha}_t||X_t - \tilde{X}_t| \right) \right]$$

$$\quad + (X_t - \tilde{X}_t)' B (X_t - \tilde{X}_t)$$

$$\quad + 2 \left( |\gamma_t|^2 + |D|^2 |X_t - \tilde{X}_t|^2 + |D + \tilde{D}|^2 |\tilde{X}_t|^2 + |F||\alpha_t|^2 + |\tilde{F}||\tilde{\alpha}_t|^2 \right)$$

$$\leq e^{-\rho t} \mathbb{E} \left[ \left( -\rho + 2|B| + 2|D|^2 + \varepsilon \right) |X_t - \tilde{X}_t|^2 \right.$$

$$\quad + \tilde{c}_\varepsilon (|\beta_t|^2 + |\gamma_t|^2 + |\alpha_t|^2 + |\tilde{X}_t|^2) \right], \quad (39)$$

where $\tilde{c}_\varepsilon > 0$ is a suitable constant, and hence

$$\int_0^\infty e^{-\rho t} \mathbb{E}[|X_t - \mathbb{E}[X_t]|^2] dt \leq \tilde{c}_{\alpha,\varepsilon} (1 + \mathbb{E}[|X_0|^2]), \quad (40)$$

Springer
for a suitable \( \tilde{c}_{\alpha,s} > 0 \) (recall that \( \int \limits_0^\infty e^{-\rho t}\mathbb{E}[|X_t|^2]\,dt < \infty \) by (38)). The estimate in (36) follows by (38) and (40), since

\[
\int_0^\infty e^{-\rho t}\mathbb{E}[|X_t|^2]\,dt = \int_0^\infty e^{-\rho t}\mathbb{E}[|X_t - \mathbb{E}[X_t]|^2]\,dt - \int_0^\infty e^{-\rho t}\mathbb{E}[|X_t|^2]\,dt.
\]

\( \square \)

**Remark 6.1** In some particular cases, the condition in (H3') can be weakened. For example, assume that \( B \leq 0 \) and \( B + \tilde{B} \leq 0 \). Then, since \( x^t B x, x^t (B + \tilde{B}) x \leq 0 \) for each \( x \), one term in (37) and in (38) can be simplified, so that (H3') simply writes

\[ \rho > 2|D|^2. \]

If, in addition, \( \gamma = \tilde{D} = F = \tilde{F} = 0 \), then \( |\sigma|^2 = |D|^2|X|^2 \), so that we do not need the estimate on the square which introduces the factor 2 in (39). Correspondingly, (H3') simply writes

\[ \rho > |D|^2. \]

The infinite-horizon version of the verification theorem is an easy adaptation of the arguments in Lemma 3.1.

**Lemma 6.2** (Infinite-horizon verification theorem) Let \{\( \mathcal{W}^\alpha_t, t \geq 0, \alpha \in \mathcal{A} \}\} be a family of \( \mathbb{F} \)-adapted processes in the form \( \mathcal{W}^\alpha_t = w_t(X^\alpha_t, \mathbb{E}[X^\alpha_t]) \) for some \( \mathbb{F} \)-adapted random field \{\( w_t(x, \bar{x}), t \geq 0, x, \bar{x} \in \mathbb{R}^d \}\) satisfying

\[ w_t(x, \bar{x}) \leq C(\chi_t + |x|^2 + |\bar{x}|^2), \quad t \in \mathbb{R}_+, x, \bar{x} \in \mathbb{R}^d, \] (41)

for some positive constant \( C \), and nonnegative process \( \chi \) s.t. \( e^{-\rho t}\mathbb{E}[\chi_t] \) converges to zero as \( t \to \infty \), and such that

(i) the map \( t \in \mathbb{R}_+ \longmapsto \mathbb{E}[S^\alpha_t] \), with \( S^\alpha_t = e^{-\rho t}\mathcal{W}^\alpha_t + \int_0^t e^{-\rho s} f_s(X^\alpha_s, \mathbb{E}[X^\alpha_s], \alpha_s, \mathbb{E}[\alpha_s])\,ds \), is non-decreasing for all \( \alpha \in \mathcal{A} \);

(ii) the map \( t \in \mathbb{R}_+ \longmapsto \mathbb{E}[S^\alpha_*] \) is constant for some \( \alpha_* \in \mathcal{A} \).

Then, \( \alpha_* \) is an optimal control and \( \mathbb{E}[w_0(X_0, \mathbb{E}[X_0])] \) is the value of the LQMKV control problem (34):

\[ V_0 = \mathbb{E}[w_0(X_0, \mathbb{E}[X_0])] = J(\alpha_*). \]

Moreover, any other optimal control satisfies the condition (iii).

**Proof** Since the integral in (36) is finite, we have \( \lim_{t \to \infty} e^{-\rho t}\mathbb{E}[|X^\alpha_t|^2] = 0 \) for each \( \alpha \); by (41), we deduce that \( \lim_{t \to \infty} e^{-\rho t}\mathbb{E}[|\mathcal{W}^\alpha_t|] = \lim_{t \to \infty} e^{-\rho t}\mathbb{E}[|w_t(X^\alpha_t, \mathbb{E}[X^\alpha_t])|] = 0 \). Then, the rest of the proof follows the same arguments as in the one of Lemma 3.1.

\( \square \)
We now prove the existence of a solution to the system in (42).

**Step 3**

We search for a random field \( w_t(x, \tilde{x}) \) in a quadratic form as in (9):

\[
  w_t(x, \tilde{x}) = (x - \tilde{x})^T K_t (x - \tilde{x}) + \tilde{x}^T A_t \tilde{x} + 2Y_t^T x + R_t,
\]

where the mean optimality principle of Lemma 6.2 leads now to the following system

\[
\begin{align*}
  dK_t &= -\Phi^0_t(K_t)dt, & t \geq 0, \\
  dA_t &= -\Psi^0_t(K_t, A_t)dt, & t \geq 0, \\
  dY_t &= -\Delta^0_t(K_t, A_t, Y_t, \mathbb{E}[Y_t], Z_t^Y, \mathbb{E}[Z_t^Y])dt + Z_t^Y dW_t, & t \geq 0, \\
  dR_t &= \left[ \rho R_t - \mathbb{E}[I_t^0(K_t, Y_t, \mathbb{E}[Y_t], Z_t^Y, \mathbb{E}[Z_t^Y])] \right] dt, & t \geq 0.
\end{align*}
\]

Notice that there are no terminal conditions in the system, since we are considering an infinite-horizon framework. The maps \( \Phi^0, \Psi^0, \Delta^0, I^0 \) are defined as in (16), (12), (14), (15), where the coefficients \( B, \tilde{B}, C, \tilde{C}, D, \tilde{D}, F, \tilde{F}, Q, \tilde{Q}, N, \tilde{N}, I, \tilde{I} \) are now constant.

**Step 3** We now prove the existence of a solution to the system in (42).

(i) Consider the ODE for \( K \). Notice that the map \( k \in \mathbb{S}^d \mapsto \Phi^0(k) \) does not depend on time as the coefficients are constant. We then look for a constant nonnegative matrix \( K \in \mathbb{S}^d \) satisfying \( \Phi^0(K) = 0 \), i.e., solution to

\[
Q - \rho K + KB + B^T K + D^T KD - (I + F^T KD + C^T K)(N + F^T K F)^{-1}(I + F^T KD + C^T K) = 0.
\]

As in the finite-horizon case, we prove the existence of a solution to (43) by relating it to a suitable infinite-horizon linear-quadratic control problem. However, as we could not find a direct result in the literature for such a connection, we proceed through an approximation argument. For \( T \in \mathbb{R}_+ \cup \{\infty\} \) and \( x \in \mathbb{R}^d \), we consider the following control problems:

\[
V^T(x) := \inf_{\alpha \in \mathcal{A}_T} \mathbb{E} \left[ \int_0^T e^{-\rho t} \left( (\tilde{X}_t^{x, \alpha})^T Q \tilde{X}_t^{x, \alpha} + 2\alpha_t^T I \tilde{X}_t^{x, \alpha} + \alpha_t^T N \alpha_t \right) dt \right],
\]

where we have set

\[
\mathcal{A}_T := \left\{ \alpha : \Omega \times [0, T] \rightarrow \mathbb{R}^d \text{ s.t. } \alpha \text{ is } \mathbb{F}\text{-progr. measurable and} \right. \\
\left. \int_0^T e^{-\rho t} \mathbb{E}[|\alpha_t|^2] dt < \infty \right\},
\]

and where, for \( \alpha \in \mathcal{A}_T \), \((\tilde{X}_t^{x, \alpha})_{0 \leq t \leq T}\) is the solution to

\[
d\tilde{X}_t = \left( B \tilde{X}_t + C \alpha_t \right) dt + \left( D \tilde{X}_t + F \alpha_t \right) dW_t, \quad \tilde{X}_0 = x.
\]
The integrability condition $\alpha \in \mathcal{A}_T$ implies that $\int_0^T e^{-\rho t} \mathbb{E}[|\tilde{X}_t|^2] \, dt < \infty$, and so the problems $V_T(x)$ are well defined for any $T \in \mathbb{R}_+ \cup \{\infty\}$. If $T < \infty$, as already recalled in the finite-horizon case, $(H1') - (H2')$ imply that there exists a unique symmetric solution $\{K_T^t\}_{t \in [0,T]}$ to

$$
\frac{d}{dt} K_T^t + Q - \rho K_T^t + K_T^t B + B^\top K_T^t + D^\top K_T^t D \\
- \left( I + F^\top K_T^t D + C^\top K_T^t \right) \left( N + F^\top K_T^t F \right)^{-1} \left( I + F^\top K_T^t D + C^\top K_T^t \right) = 0, \quad t \in [0, T], \\
K_T^T = 0,
$$

and that for every $x \in \mathbb{R}^d$ we have: $V_T^T(x) = x^\top K_T^0 x$. It is easy to check from the definition of $V_T^T$ that $V_T^T(x) \to V_{\infty}^\infty(x)$ as $T$ goes to infinity, from which we deduce that

$$
V_{\infty}^\infty(x) = \lim_{T \to \infty} x^\top K_0^T x = x^\top \left( \lim_{T \to \infty} K_0^T \right) x, \quad \forall x \in \mathbb{R}^d.
$$

This implies the existence of the limit $K = \lim_{T \to \infty} K_0^T$. By passing to the limit in $T$ in the above ODE (44) at $t = 0$, we obtain by standard arguments (see e.g., Lemma 2.8 in [16]) that $K$ satisfies (43). Moreover, $K \in \mathbb{S}^d$ and $K \geq 0$ as it is the limit of symmetric nonnegative matrices.

(ii) Given $K$, we now consider the equation for $\Lambda$. Notice that the map $\ell \in \mathbb{S}^d \mapsto \Psi^0(K, \ell)$ does not depend on time as the coefficients are constant. We then look for a constant nonnegative matrix $\Lambda \in \mathbb{S}^d$ satisfying $\Phi^0(K, \Lambda) = 0$, i.e., solution to

$$
\hat{Q}^K - \rho \Lambda + \Lambda (B + \tilde{B}) + (B + \tilde{B})^\top \Lambda \\
- \left( \hat{I}^K + (C + \tilde{C})^\top \Lambda \right) \left( \hat{N}^K \right)^{-1} \left( \hat{I}^K + (C + \tilde{C})^\top \Lambda \right) = 0,
$$

(45)

where we set

$$
\hat{Q}^K := (Q + \hat{Q}) + (D + \tilde{D})^\top K (D + \tilde{D}), \\
\hat{I}^K := (I + \hat{I}) + (F + \tilde{F})^\top K (D + \tilde{D}), \\
\hat{N}^K := (N + \hat{N}) + (F + \tilde{F})^\top K (F + \tilde{F}).
$$

Existence of a solution to (45) is obtained by the same arguments used for (43) under $(H2')$.

(iii) Given $(K, \Lambda)$, we consider the equation for $(Y, Z^Y)$. This is a mean-field linear BSDE on infinite horizon

$$
dY_t = \left( \vartheta_t + G^\top (Y_t - \mathbb{E}[Y_t]) + \hat{G}^\top \mathbb{E}[Y_t] + J^\top (Z_t^Y - \mathbb{E}[Z_t^Y]) + \hat{J}^\top \mathbb{E}[Z_t^Y] \right) dt \\
+ Z_t^Y dW_t, \quad t \geq 0
$$

(46)
where \( G^\hat{G}, J, \hat{J} \) are constant coefficients in \( \mathbb{R}^{d \times d} \), and \( \vartheta \) is a random process in \( L^2_F(\Omega \times \mathbb{R}_+, \mathbb{R}^d) \) defined by

\[
\begin{align*}
G &:= \rho\mathbb{I}_d - B + CS^{-1}U, \\
\hat{G} &:= \rho\mathbb{I}_d - B - \tilde{B} + (C + \tilde{C})\hat{S}^{-1}V, \\
J &:= -D + FS^{-1}U, \\
\hat{J} &:= -(D + \tilde{D}) + (F + \tilde{F})\hat{S}^{-1}V,
\end{align*}
\]

\[
\begin{align*}
\vartheta_t &:= -M_t - K(\beta_t - \mathbb{E}[\beta_t]) - \Lambda\mathbb{E}[\beta_t] - D^\top K(\gamma_t - \mathbb{E}[\gamma_t]) - \hat{D}^\top KE[\gamma_t] \\
&\quad + U^\top S^{-1}(H_t - \mathbb{E}[H_t] + F^\top K(\gamma_t - \mathbb{E}[\gamma_t])) \\
&\quad + V^\top \hat{S}^{-1}(\mathbb{E}[H_t] + (F + \tilde{F})^\top K\mathbb{E}[\gamma_t]),
\end{align*}
\]

with

\[
\begin{align*}
S &:= N + F^\top KF = S(K), \\
\hat{S} &:= N + \tilde{N} + (F + \tilde{F})^\top K(F + \tilde{F}) = \hat{S}(K), \\
U &:= I + F^\top KD + C^\top K = U(K), \\
V &:= I + \tilde{I} + (F + \tilde{F})^\top K(D + \tilde{D}) + (C + \tilde{C})^\top \Lambda = V(K, \Lambda).
\end{align*}
\]

Although in many practical cases an explicit solution is possible (see below), there are no general existence results for such a mean-field BSDE on infinite horizon, to the best of our knowledge. We then assume what follows.

\((H4')\) There exists a solution \((Y, Z^Y) \in L^2_F(\Omega \times \mathbb{R}_+, \mathbb{R}^d) \times L^2_F(\Omega \times \mathbb{R}_+, \mathbb{R}^d)\) to (46).

\textbf{Remark 6.2} \ In many practical cases, \((H4')\) is satisfied and explicit expressions for \( Y \) may be available. We list here some examples.

- In the case where \( \beta = \gamma = H = M \equiv 0 \), so that \( \vartheta \equiv 0 \), we see that \( Y = Z^Y \equiv 0 \) is a solution to (46), and \((H4')\) clearly holds.
- If \( \beta, \gamma, H, M \) are deterministic (hence, all the coefficients are non-random), the process \( Y \) is deterministic as well, that is \( Z^Y \equiv 0 \) and \( \mathbb{E}[Y] = Y \). Then, the mean-field BSDE becomes a standard linear ODE:

\[
dY_t = (\vartheta_t + \hat{G}^\top Y_t)dt, \quad t \geq 0.
\]

In the one-dimensional case \( d = 1 \), we get

\[
Y_t = -\int_t^\infty e^{-\hat{G}(s-t)}\vartheta_s ds, \quad t \geq 0.
\]
Therefore, when $\hat{G} - \rho > 0$, i.e., $(C + \hat{C})\hat{S}^{-1}V > B + \hat{B}$, we have by the Jensen inequality and the Fubini theorem

$$\int_0^\infty e^{-\rho t} Y_t^2 dt \leq \tilde{c}_1 \int_0^\infty \int_t^\infty e^{-\rho s} e^{-\hat{G}(s-t)} \vartheta_s^2 ds dt \leq \tilde{c}_2 \int_0^\infty e^{-\rho s} \vartheta_s^2 ds < \infty,$$

for suitable constants $\tilde{c}_1, \tilde{c}_2 > 0$, so that (H4') is satisfied. In the multi-dimensional case $d > 1$, if $\beta, \gamma, H, M$ are constant vectors (hence, $\vartheta$ is constant as well), we have $Y_t = Y$, with

$$Y = - (\hat{G}^{-1})^\top \vartheta,$$

and (H4') is clearly satisfied.

- In many relevant cases, the sources of randomness of the state variable and the coefficients in the payoff are independent. More precisely, let us consider a problem with two independent Brownian motions ($W^1, W^2$) (to adapt the formulas above, we proceed as in Remark 5.2). Assume that only $W^1$ appears in the controlled mean-field SDE:

$$dX_t^\alpha = \left( \beta_t + B X_t^\alpha + \tilde{B} E[X_t^\alpha] + C \vartheta_t + \tilde{C} E[\vartheta_t] \right) dt + \left( \gamma_t^1 + D X_t^\alpha + \tilde{D} E[X_t^\alpha] + F \vartheta_t + \tilde{F} E[\vartheta_t] \right) dW_t^1,$$

where $\beta, \gamma^1$ are deterministic processes. On the other hand, the coefficients $M, H$ in the payoff are adapted to the filtration of $W^2$ and independent from $W^1$. In this case, the equation for $(Y, Z^Y = (Z^1,Y, Z^2,Y))$ writes

$$dY_t = \left( \vartheta_t + G^\top (Y_t - E[Y_t]) + \hat{G}^\top E[Y_t] + (J^1)^\top \left( Z_t^{1,Y} - E[Z_t^{1,Y}] \right) \right) dt + (J^1)^\top E[Z_t^{1,Y}] dt + Z_t^{1,Y} dW_t^1 + Z_t^{2,Y} dW_t^2, \quad t \geq 0,$$

where we notice that $Z^{2,Y}$ does not appear in the drift as the corresponding coefficients are zero. Notice that the process $(\vartheta_t)$ is adapted with respect to the filtration of $W^2$, while the other coefficients are constant. Then, it is natural to look for a solution $Y$ which is, as well, adapted to the filtration of $W^2$, i.e., such that $Z^{1,Y} \equiv 0$. This leads to the equation:

$$dY_t = \left( \vartheta_t + G^\top (Y_t - E[Y_t]) + \hat{G}^\top E[Y_t] \right) dt + Z_t^{2,Y} dW_t^2, \quad t \geq 0.$$

For simplicity, let us consider the one-dimensional case $d = 1$. Taking expectation in the above equation, we get a linear ODE for $E[Y_t]$ and a linear BSDE for $Y_t - E[Y_t]$, given by

$$dE[Y_t] = \left( E[\vartheta_t] + \hat{G} E[Y_t] \right) dt, \quad t \geq 0,$$

$$d(Y_t - E[Y_t]) = \left( \vartheta_t - E[\vartheta_t] + G(Y_t - E[Y_t]) \right) dt + Z_t^{2,Y} dW_t^2, \quad t \geq 0.$$
which leads to
\[ Y_t = - \int_t^\infty e^{-G(s-t)} \vartheta_s ds - \int_t^\infty \left( e^{-\hat{G}(s-t)} - e^{-G(s-t)} \right) \mathbb{E}[\vartheta_s] ds. \]

Provided that \( G - \rho, \hat{G} - \rho > 0 \), and recalling that \( \vartheta \in L^2_{\mathcal{F}}(\Omega \times \mathbb{R}_+, \mathbb{R}^d) \), condition (H4') is satisfied by the same estimates as above. See [10] and Sect. 7 for practical examples from mathematical finance with such properties.

\( \square \)

(iv) Given \((K, \Lambda, Y, Z^Y)\) the equation for \( R \) is a linear ODE, whose unique solution is explicitly given by
\[ R_t = \int_t^\infty e^{-\rho(s-t)} h_s ds, \quad t \geq 0, \] (48)

where the deterministic function \( h \) is defined, for \( t \in \mathbb{R}_+ \), by
\[
\begin{align*}
h_t &:= \mathbb{E}\left[ -\gamma_t^T K \gamma_t - \beta_t^T Y_t - 2\gamma_t^T Z_t^Y + \xi_t^T S^{-1} \xi_t \right] \\
&\quad - \mathbb{E}[\xi_t^T S^{-1} \mathbb{E}[\xi_t]] + O_t^T \tilde{S}^{-1} O_t,
\end{align*}
\]

with
\[
\begin{align*}
\xi_t &:= H_t + F^T K \gamma_t + C^T Y_t + F^T Z_t^Y, \\
O_t &:= \mathbb{E}[H_t] + (F + \bar{F})^T K \mathbb{E}[\gamma_t] + (C + \bar{C})^T \mathbb{E}[Y_t] + (F + \bar{F})^T \mathbb{E}[Z_t^Y].
\end{align*}
\]

Under assumptions (H1')(i), (H2')(ii) and (H4'), we see that \( \int_0^\infty e^{-\rho t} |h_t| dt < \infty \), from which we obtain that \( R_t \) is well defined for all \( t \geq 0 \). Therefore, \( e^{-\rho t} |R_t| \leq \int_t^\infty e^{-\rho s} |h_s| ds \to 0 \) as \( t \) goes to infinity.

**Final step** Given \((K, \Lambda, Y, Z^Y, R)\) solution to (43), (45), (46), (48), i.e., to the system in (42), the function
\[ w_t(x, \bar{x}) = (x - \bar{x})^T K(x - \bar{x}) + \bar{x}^T \Lambda \bar{x} + 2Y_t^T x + R_t \]
satisfies the growth condition (41), and by construction the conditions (i)–(ii) of the verification theorem in Lemma 6.2. Let us now consider as in the finite-horizon case the candidate for the optimal control is given by
\[
\alpha_t^* = a_t^0(X_t^*, \mathbb{E}[X_t^*]) + a_t^1(\mathbb{E}[X_t^*]) \\
= -S^{-1} U(X_t - \mathbb{E}[X_t^*]) - S^{-1}(\xi_t - \mathbb{E}[\xi_t]) - \hat{S}^{-1}(V \mathbb{E}[X_t^*] + O_t), \quad t \geq 0,
\] (50)

where \( X^* = X^{\alpha^*} \) is the state process with the feedback control \( a_t^0(X_t^*, \mathbb{E}[X_t^*]) + a_t^1(\mathbb{E}[X_t^*]) \), and \( S, \hat{S}, U, V, \xi, O \) are recalled in (47), (49). With respect to the finite-horizon case in Proposition 4.1, the main technical issue is to check that \( \alpha^* \) satisfies the
admissibility condition in \(\mathcal{A}\). We need to make an additional condition on the discount factor:

\[(H5')\] \(\rho > 2 \max \left\{ |B - CS^{-1}U| + |D - FS^{-1}U|^2, \ |(B + \tilde{B}) - (C + \tilde{C})\tilde{S}^{-1}V| \right\} \).

From the expression of \(\alpha^*\) in (50), we see that \(X^* = X^{\alpha^*}\) satisfies

\[
dX_t^* := b_t^*dt + \sigma_t^*dW_t, \quad t \geq 0,
\]

with

\[
b_t^* := \beta_t^* + B^*(X_t^* - \mathbb{E}[X_t^*]) + \tilde{B}^*\mathbb{E}[X_t^*],
\]

\[
\sigma_t^* := \gamma_t^* + D^*(X_t^* - \mathbb{E}[X_t^*]) + \tilde{D}^*\mathbb{E}[X_t^*],
\]

where we set

\[
B^* := B - CS^{-1}U, \quad \tilde{B}^* := (B + \tilde{B}) - (C + \tilde{C})\tilde{S}^{-1}V,
\]

\[
D^* := D - FS^{-1}U, \quad \tilde{D}^* := (D + \tilde{D}) - (F + \tilde{F})\tilde{S}^{-1}V,
\]

\[
\beta_t^* := \beta_t - CS^{-1}(\xi_t - \mathbb{E}[\xi_t]) - (C + \tilde{C})\tilde{S}^{-1}O_t,
\]

\[
\gamma_t^* := \gamma_t - FS^{-1}(\xi_t - \mathbb{E}[\xi_t]) - (F + \tilde{F})\tilde{S}^{-1}O_t.
\]

If \((H5')\) holds, by replicating the arguments in the proof of Lemma 6.1 to \(X^*\), we get \(\int_0^\infty e^{-\rho t}\mathbb{E}[|X_t^*|^2]dt < \infty\), so that \(\int_0^\infty e^{-\rho t}\mathbb{E}[|\alpha_t^*|^2]dt < \infty\) by (50), hence \(\alpha^* \in \mathcal{A}\).

**Remark 6.3** In some specific cases, \((H5')\) can be weakened. For example, assume that

\[
B - CS^{-1}U \leq 0, \quad (B + \tilde{B}) - (C + \tilde{C})\tilde{S}^{-1}V \leq 0, \quad \gamma_t = \tilde{D} = F = \tilde{F} = 0.
\]

In this case, the matrices \(B^*, \tilde{B}^*\) are negative definite and \(|\sigma_t^*|^2 = |D||X_t^*|^2\), so that, by the same arguments as in Remark 6.1, Assumption \((H5')\) can be simplified into

\[
\rho > |D|^2.
\]

To sum up the arguments of this section, we have proved the following result.

**Theorem 6.1** Under assumptions \((H1')\)–\((H5')\), the optimal control for the LQMKV problem on infinite horizon (34) is given by (50), and the corresponding value of the problem is

\[
V_0 = J(\alpha^*) = \mathbb{E}\left[\left(X_0 - \mathbb{E}[X_0]\right)^\top K\left(X_0 - \mathbb{E}[X_0]\right)\right]
\]

\[
+ \mathbb{E}[X_0]^\top \Lambda\mathbb{E}[X_0] + 2\mathbb{E}\left[y_0^\top X_0\right] + R_0.
\]

**Remark 6.4** The remarks in Sect. 5 can be immediately adapted to the infinite-horizon framework. In particular, as in Remark 5.1, one can have existence of a solution to (43)–(45), even when condition \((H2')\) is not satisfied, and obtain the optimal control
as in (50), provided that \((\text{H4}')-(\text{H5}')\) are satisfied. On the other hand, the model considered here easily extends to the case, where several independent Brownian motions are present, as described in Remark 5.2. Finally, the results can be extended to the common noise case of Remark 5.5, recalling that only the coefficients \(\beta_t, \gamma_t, M_t, H_t\) are time dependent and stochastic, namely, adapted to the filtration generated by the pair \((W, W^0)\), where \(W^0\) is a Brownian motion independent of \(W\).

**Remark 6.5** McKean–Vlasov control problems in infinite horizon have also been considered in [6]. Besides the new approach, as outlined in Sect. 1, the novelty in this paper is the presence of some stochastic coefficients (namely \(\beta_t, \gamma_t, H_t, M_t\)). Allowing some coefficients to be stochastic is important from the practical point of view of applications, see the example in the next Sect. 7.

### 7 Application to Production of Exhaustible Resource

We study an infinite-horizon model of substitutable production goods of exhaustible resource with a large number \(N\) of producers, inspired by the papers [17,18], see also [7]. For a producer \(i = 1, \ldots, N\), denote by \(\alpha_i^t\) her quantity supplied at time \(t \geq 0\), and by \(X_i^t\) her current level of reserve in the good. As in [17], we assume that the dynamics of the reserve is stochastic with a noise proportional to the current level of reserves, hence evolving according to

\[
dX_i^t = -\alpha_i^t dt + \sigma X_i^t dW_i^t, \quad t \geq 0, \quad X_0^i = x_0^i > 0,
\]

where \(\sigma > 0\) and \(W_i^t, i = 1, \ldots, N\), are independent standard Brownian motions. The selling price \(P_i^t\) for producer \(i\) follows a linear inverse demand rule, as in [18], and is subject to a permanent market impact depending on the average extracted quantity of the other producers. It is then given by

\[
P_i^t = P_0^t - \delta \alpha_i^t - \epsilon \int_0^t \frac{1}{N} \sum_{j=1}^N \alpha_j^s ds,
\]

where \(\delta, \epsilon > 0\) are positive constants and \(P_0^t\) is some continuous random process driven by a Brownian motion \(W_0^t\) independent of \(W_i^t\). The interpretation is that the exogenous price \(P_0^t\) in the absence of transaction is independent of the idiosyncratic noises of the producers. We assume that the filtration generated by the common observation of the process \(P_0^t\) is equal to the natural filtration \(\mathbb{F}_0\) of \(W_0^t\).

The gain functional for producer \(i\) is\(^1\)

\[
J^i(\alpha^1, \ldots, \alpha^N) := \mathbb{E} \left[ \int_0^\infty e^{-\rho t} \left( \alpha_i^t P_i^t - \eta \text{Var}(\alpha_i^t | W_0^t) - c \alpha_i^t \left( \frac{x_0^i - X_i^t}{x_0^i} \right) \right) dt \right],
\]

\(^1\) We thank René Aid for insightful discussions on this example.
where \( \rho > 0 \) is the discount rate over an infinite horizon. The first term represents the instantaneous profit from selling quantity \( \alpha^i \) at price \( P^i \), the second term penalizes via the nonnegative parameter \( \eta \) high individual variations of the produced quantity (given the observation of the process \( P^0 \)) measured by the theoretical (conditional) variance, while the last term \( C_i(\alpha^i) = c \frac{\alpha^i\Delta_0^{\frac{1}{2}} - X_t^i}{x_0} \), with \( c > 0 \), represents the cost of extraction.

In the beginning, this cost is negligible and increases as the reserve is depleted. Notice that we assume that the constants \( c \) and \( \eta \) are the same for all the producers \( i \), i.e., the producers are indistinguishable.

We consider a social planner who imposes the same feedback control policy for all the producers \( \alpha^i_t = a(t, X^i_t, (P^0_s)_{0 \leq s \leq t}) \) for some measurable function \( a \) on \( \mathbb{R}_+ \times \mathbb{R} \times C(\mathbb{R}_+; \mathbb{R}) \), and look for a Pareto optimality among all the producers. This means that, in contrast to Nash equilibrium where the producers act strategically, i.e., each control is perturbed one at a time, here, we focus on a cooperative equilibrium where all the controls are perturbed simultaneously. From the theory of propagation of chaos, the individual level of reserve \( X^i_t \) and price process \( P^i_t, i = 1, \ldots, N \), become independent and identically distributed, conditionally on \( P^0 \), when \( N \) goes to infinity, with a common distribution given by the law of the solution \((X, P)\) to the stochastic McKean–Vlasov equation

\[
dX_t = -\alpha_t dt + \sigma X_t dW_t, \tag{51}
\]

for some Brownian motion \( W \) independent of \( W^0 \), and where \( \alpha_t = a(t, X_t, (P^0_s)_{0 \leq s \leq t}) \), \( t \geq 0 \). We are then reduced to the problem of a representative producer with initial reserve \( x_0 > 0 \), dynamics of level of resource \( X \) as in (51), controlled by the extracted quantity \( \alpha \), and selling price \( P \) as in (51). Her objective is to maximize over \( \alpha \in \mathcal{A} \), i.e., the set of \( \mathbb{R} \)-valued progressively measurable process w.r.t. the natural filtration of \((W, W^0)\), the gain functional

\[
J(\alpha) := \mathbb{E} \left[ \int_0^\infty e^{-\rho t} \left( \alpha_t P_t - \eta \text{Var}(\alpha_t|W^0) - c\alpha_t \left( \frac{x_0 - X_t}{x_0} \right) \right) dt \right].
\]

By noting that \( \mathbb{E}[X_t|W^0] = x_0 - \int_0^t \mathbb{E}[\alpha_s|W^0]ds \), so that \( P_t = P^0_t - \delta\alpha_t - \varepsilon(x_0 - \mathbb{E}[X_t|W^0]) \), we see that we are in the framework of Sect. 6 with \( d = m = 1 \) (one-dimensional state variable and control) in the common noise case of Remark 5.5, and the coefficients in (33) and (35) are given by:

\[
C = -1, \quad D = \sigma, \quad N = \delta + \eta, \quad N + \tilde{N} = \delta,
\]

\[
I = -\frac{c}{2x_0}, \quad I + \tilde{I} = -\frac{c + \varepsilon x_0}{2x_0}, \quad H_t = \frac{c + \varepsilon x_0 - P^0_t}{2},
\]

while the other coefficients are identically zero. Notice that \( (H_t)_t \) is a random \( \mathbb{R}^0 \)-adapted process. Under the following assumptions

\[
\int_0^\infty e^{-\rho t} \mathbb{E}\left[ |P^0_t|^2 \right] dt < \infty, \quad \rho > \sigma^2, \tag{52}
\]
clearly \((H1')\) and \((H3')\) hold true (for the condition in \((H3')\), we can omit the factor 2, see Remark 6.1). The equations for \(K\) and \(\Lambda\) read as

\[
\frac{(K + c \xi_0)^2}{\delta + \eta} + \left(\rho - \sigma^2\right) K = 0, \\
\frac{(\Lambda + c \xi_0)^2}{\delta} + \rho \Lambda - \sigma^2 K = 0.
\]

(53)

Notice that condition \((H2')\) is not satisfied. However, we have existence of a solution \((K, \Lambda)\) to (53) such that

\[
K\eta := \frac{(K + c \xi_0)^2}{\delta + \eta} + \eta > 0, \\
\Lambda\epsilon := \frac{(\Lambda + c \xi_0)^2}{\delta} > 0,
\]

and given by

\[
K\eta = -\frac{(\rho - \sigma^2) + \sqrt{(\rho - \sigma^2)^2 + 2c(e^{-\sigma^2} \xi_0)}}{2}, \\
\Lambda\epsilon = -\frac{\rho + \sqrt{\rho^2 + 2\rho(c + \epsilon \xi_0) + 2\sigma^2 K}}{\delta} > 0.
\]

(54)

The (linear) BSDE for \(Y\) is written as

\[
dY_t = \left[ (\rho + \Lambda\epsilon)Y_t - \frac{\Lambda\epsilon}{2} \left( c + \epsilon \xi_0 - P^0_t \right) \right] dt + Z^Y_t \circ dW_t, \quad t \geq 0,
\]

whose solution is explicitly given by

\[
Y_t = -\mathbb{E}\left[ \int_t^\infty \Lambda\epsilon e^{-(\rho + \Lambda\epsilon)(s-t)} \frac{P^0_s - c - \epsilon \xi_0}{2} ds \bigg| \mathcal{F}^0_t \right], \quad t \geq 0.
\]

It clearly satisfies condition \((H4')\) from the square-integrability condition (52) on \(P^0\). We also notice with Remark 6.3 that the condition in \((H5')\) here writes as \(\rho > \sigma^2\), which is satisfied. By Theorem 6.1, the optimal control is then given by

\[
a^*_t = K\eta(X^*_t - \mathbb{E}[X^*_t | W^0]) + \Lambda\epsilon \mathbb{E}[X^*_t | W^0] \\
+ \frac{1}{2\delta} \left( P^0_t - \int_t^\infty \Lambda\epsilon e^{-(\rho + \Lambda\epsilon)(s-t)} \mathbb{E}[P^0_s | \mathcal{F}^0_s] ds - (c + \epsilon \xi_0) \frac{\rho}{\rho + \Lambda\epsilon} \right),
\]

with a conditional optimal level of reserve given by

\[
\mathbb{E}[X^*_t | W^0] = x_0 e^{-\Lambda\epsilon t} + \frac{\rho(c + \epsilon \xi_0)}{2\delta} \frac{1 - e^{-\Lambda\epsilon t}}{\Lambda\epsilon (\rho + \Lambda\epsilon)} \\
- \frac{1}{2\delta} \int_0^t e^{-\Lambda\epsilon(t-s)} \left( P^0_s \right) ds \\
- \int_s^\infty \Lambda\epsilon e^{-(\rho + \Lambda\epsilon)(u-s)} \mathbb{E}[P^0_u | \mathcal{F}^0_u] du, \quad t \geq 0.
\]

(55)

Suppose that the price \(P^0\) admits a stationary level in mean, i.e., \(\mathbb{E}[P^0_t]\) converges to some constant \(\bar{p}\) when \(t\) goes to infinity: \(\bar{p}\) is interpreted as a substitute price for the
exhaustible resource. In this case, it is easy to see from (55) that the optimal level of reserve also admits a stationary level in mean:

$$\lim_{t \to \infty} E[X_t^*] = \frac{\rho(c + \varepsilon x_0 - \tilde{p})}{2\delta \Lambda_\varepsilon(\rho + \Lambda_\varepsilon)} =: \bar{x}_\infty.$$ 

From straightforward algebraic calculations on (53), we have:

$$2\delta \Lambda_\varepsilon(\rho + \Lambda_\varepsilon) = \rho \varepsilon + \frac{K_\eta + \rho}{K_\eta + \rho - \sigma^2(\rho - \sigma^2)} \frac{c}{x_0},$$

and thus

$$\bar{x}_\infty = \frac{1}{\frac{x_0}{\varepsilon} + \frac{c}{\varepsilon x_0}} \left(1 - \frac{\tilde{p}}{c + \varepsilon x_0}\right) x_0.$$

(56)

with $\lambda_\eta := \frac{\rho - \sigma^2}{\sigma^2} \frac{K_\eta}{K_\eta + \rho - \sigma^2} \in ]0, 1[$. The term $c + \varepsilon x_0$ is the cost of extraction for the last unit of resource. When it is larger than the substitute price $\tilde{p}$, i.e., the Hotelling rent $H_\tilde{r} := \tilde{p} - c - \varepsilon x_0$ is negative; this ensures that the average long-term level of reserve $\bar{x}_\infty$ is positive, meaning that there is remaining resource when switching to the substitute good.

One can study the sensitivity of $\bar{x}_\infty = \bar{x}_\infty(\eta, \varepsilon)$ w.r.t. the intermittence parameter $\eta$ and permanent market impact $\varepsilon$. When the Hotelling rent $H_\tilde{r}$ is negative, and noting that $K_\eta$ is decreasing with $\eta$, and so $\lambda_\eta$ is increasing with $\eta$, we see from (56) that $\bar{x}_\infty$ is decreasing with $\eta$, and

$$\bar{x}_\infty \downarrow x_0 \left(1 - \frac{\tilde{p}}{c + \varepsilon x_0}\right), \quad \text{as } \eta \nearrow \infty.$$ 

On the other hand, for fixed $\eta$, we easily see from (56) that

$$\lim_{\varepsilon \to 0} \bar{x}_\infty = \frac{1}{\lambda_\eta} x_0 \left(1 - \frac{\tilde{p}}{c}\right), \quad \text{and } \lim_{\varepsilon \to \infty} \bar{x}_\infty = x_0.$$

Finally, notice that the existence of a stationary level of resource in mean implies that

$$\lim_{t \to \infty} E[\alpha_t^*] = 0.$$ 

In other words, one stops on average to extract the resource in the long term.

8 Conclusions

In this paper, we propose a weak martingale approach to solve linear-quadratic McKean–Vlasov stochastic control problems where some coefficients are allowed to be stochastic. The value function and optimal controls are characterized through a suitable system of BSDEs and ODEs, and precise conditions are set on the coefficients, ensuring that such a system admits a unique solution. This weak martingale approach
will be adapted in a future work for solving linear-quadratic games of McKean–Vlasov type.
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