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Abstract—The prediction of protein-ligand binding affinity is of great significance for discovering lead compounds in drug research. Facing this challenging task, most existing prediction methods rely on the topological and/or spatial structure of molecules and the local interactions while ignoring the multi-level inter-molecular interactions between proteins and ligands, which often lead to sub-optimal performance. To solve this issue, we propose a novel global-local interaction (GLI) framework to predict protein-ligand binding affinity. In particular, our GLI framework considers the inter-molecular interactions between proteins and ligands, which involve not only the high-energy short-range interactions between closed atoms but also the low-energy long-range interactions between non-bonded atoms. For each pair of protein and ligand, our GLI embeds the long-range interactions globally and aggregates local short-range interactions, respectively. Such a joint global-local interaction modeling strategy helps to improve prediction accuracy, and the whole framework is compatible with various neural network-based modules. Experiments demonstrate that our GLI framework outperforms state-of-the-art methods with simple neural network architectures and moderate computational costs.

Index Terms—Protein-ligand binding affinity, graph neural networks, long-short interactions, drug discovery

I. INTRODUCTION

In the field of drug discovery, researchers are interested in identifying the ligand (small molecular compounds) whose bindings with target proteins affect the expressions of the proteins’ functions and thus affect disease rehabilitation and our health. Therefore, the calculation of protein-ligand binding affinity is of great significance [1], [2] since the binding affinity reflects the binding strength and accordingly determines whether a ligand can be used as a candidate drug or not.

In practice, the protein-ligand binding affinity can be measured in the laboratory, which, however, is very expensive and time-consuming [2], [3]. To reduce the cost and improve the efficiency, many methods have been proposed to predict the binding affinity with the help of computer science [4], [5]. Specifically, most existing methods can be coarsely categorized into two classes: simulation-based methods and machine learning-based methods. Simulation-based methods [6] apply expert knowledge and physical principles to simulate the binding process, whose computational efficiency and scalability are often questionable. The classic machine learning-based methods [5], [7] mainly depend on hand-crafted features like ECFP (extended connectivity fingerprint) of proteins and ligands, and leverage off-the-shelf techniques like random forest [5] to predict the binding affinity. These early works are fast, but their accuracy is limited due to the information loss caused by manual feature engineering. Recently, numerous new machine learning-based methods have been developed using deep learning techniques, in which the features are learned from the molecular data rather than designed manually. In particular, various deep learning models are proposed based on convolutional neural networks (CNNs) [8]–[11] and graph neural networks (GNNs) [12]–[14], which outperform classic learning-based methods consistently.

Although the above methods have achieved encouraging progress in predicting binding affinity, they still suffer from the following drawbacks in their modeling principles. In particular, as shown in Figure 1, the binding affinity of a protein and a ligand is mainly determined by the inter-molecular interactions between them, which consist of long-range and short-range interactions [15]–[17], respectively. The long-range interactions come from non-bonded atoms that might be weak but have a large amount. In contrast, the short-range interactions correspond to the non-covalent interactions between the atoms close to each other, which have few amounts but own high energy in general. Such interactions are based on various factors, including the biochemical information of the protein and the ligand, their topological (2D) structure, their spatial (3D) structure, and etc. Facing such multi-level interactions...
and complicated structural information, existing methods, however, merely consider the short-range interactions and local non-spatial structural information, which inevitably leads to sub-optimal performance. Although some attempts have been made recently to leverage spatial [18]–[20] and pairing information [21], [22] of proteins and ligands, they do not provide systematic solutions to model both long- and short-range interactions jointly when predicting the binding affinity.

To overcome the drawbacks above, we propose a novel global-local interaction (GLI) framework to predict protein-ligand binding affinity. In particular, the proposed framework is comprised of three modules: i) A chemical info module is applied to model the intra-molecular interactions happening within proteins and ligands and embed the molecules accordingly. ii) A global interaction module is used to learn the long-range interactions between proteins and ligands, which embeds the chemical and spatial information of proteins and ligands, respectively, and then models global interaction effects based on the embeddings. iii) A local interaction module is used to learn the short-range interactions between proteins and ligands, which models the local interaction effects based on some paired atoms that own non-covalent bonds and have short distances. Finally, given a protein and a ligand, their binding affinity is predicted based on both global and local interaction effects derived from the above modules.

The main contributions of this paper are as follows: To the best of our knowledge, we are among the first to develop a general framework for protein-ligand binding affinity prediction, which captures the multi-level inter-interactions between proteins and ligands. In particular, the proposed GLI framework models the long-range and short-range interactions in the binding process, which has strong explanatory ability, generalization ability, and great potential for expansion. Our framework has high flexibility — the three modules can be designed separately and learned jointly, each of which is highly compatible with various neural network architectures. We implement our GLI framework based on some simple neural network architectures and evaluate it on the well-known PDBbind dataset [23], CSAR-HiQ [24]. Experimental results demonstrate the superiority of our GLI to the SOTA methods in both prediction accuracy and efficiency.

II. PRELIMINARIES

**Protein and Ligand Graphs.** We define a protein and a ligand as two graphs, denoted as $G^P = (V^P, E^P)$ and $G^L = (V^L, E^L)$, respectively. For each graph $G$, we denote its nodes as a set $V = \{a_i\}$, where $a_i$ is the $i$-th atom node, and its edges as a set $E = \{e_{ij}\}$, where $e_{ij}$ is the edge connecting $a_i$ to $a_j$.

The proteins and ligands are attributed, which contain significant chemical and spatial information. Accordingly, each $G^P$ (or $G^L$) can be instantiated in the following two views:

a) Chemical Info Graph $G^c = (V^c, E^c)$: $V^c$ contains the chemical information of nodes, such as their atom types, formal charges, degrees and etc. $E^c$ contains information of chemical bonds, including bond types and lengths.

b) 3D Spatial Graph $G_s = (V_s, E_s)$: $V_s$ contains the 3D coordinates of nodes, and $E_s = \{d_{ij}\}$ contains the weights of edges, where $d_{ij}$ represents the distance between $a_i$ and $a_j$. The edges in $E_s$ correspond to the node pairs whose distances are smaller than the cutoff distance $\mu$.

**Local Interaction Graph** $G^{local} = (V^{local}, E^{local})$. For each edge in $G^{local}$, the corresponding atoms are from a protein and a ligand, respectively. The distance between the atoms is smaller than the cutoff distance $\mu$, and thus, there is a non-covalent interaction occurring between the atoms.

**Problem Statement.** Given a molecule like protein or ligand, we can construct protein graph $G^P = (V^P, E^P)$, ligand graph $G^L = (V^L, E^L)$ and $G^{local} = (V^{local}, E^{local})$ with cutoff distance $\mu$. Our goal is to construct a model $f(G^P, G^L, G^{local}, \mu)$ to capture the chemical info, long-range interactions and short-range interactions in the binding process of protein and ligand, so as to predict the binding affinity accurately.

III. MODEL FRAMEWORK

Figure 2 depicts the overall framework, which is composed of three modules: the chemical info module to gather the chemical information of atoms and chemical bonds; the global interaction module to represent long-range interactions; and the local interaction module to represent short-range interactions. The predicted binding affinity comes from the long- and short-range interactions.

**A. Chemical Info Module**

Given a protein and a ligand, i.e., $\{G^P_i, G^L_i\}$ and $\{G^L_i, G^L_i\}$, we first apply a graph neural network to extract each atom’s chemical embedding:

$$C^P = f_{chem}(V^c_P, E^c_P), C^L = f_{chem}(V^c_L, E^c_L),$$

where $f_{chem}(\cdot)$ is the proposed chemical embedding model and “$\|$” represents the concatenation operation. It consists of two sub-modules. The first sub-module is an embedding layer, transforming chemical information to initial node embeddings and concatenating it to the corresponding spatial attribute; Taking the concatenated node embeddings and the topological information (i.e., $E^c_P$ and $E^c_L$) as input, the second sub-module (implemented via GAT, GCN, or GIN) extracts the chemical information embedding set of the protein and that of the ligand, denoted as $C^P$ and $C^L$, respectively. Here, each $C$ means a set of $c_i$‘s, and $c_i$ is the chemical information embedding of the atom $a_i$.

**B. Global Interaction Module**

We presented a global interaction module for learning and representing long-range interactions between protein and ligand, which are important components of inter-molecular interactions. Additionally, since it is extremely time-consuming and tedious to compute one atom by one atom, the module gathers the atomic level chemical embedding of ligand and protein as one node, respectively. Then the module estimates the interaction effect between overall protein $g^P$ and overall ligand $g^L$ as a long-range interaction $y_{global}$. 
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Relative Position Attention. In the calculation of long-range interactions, the position of the atom has some impact on the contribution of the interaction between atoms. For example, in a protein, atoms close to the ligand should contribute more to inter-interactions than atoms far from the ligand. By referring to attention-pooling work [25], [26], we develop a new method named "Relative Position Attention" to express the importance of atoms in long-range interaction effects. In particular, given an atom \(a_i\), we derive two \(K\)-bin histograms for the remaining atoms in \(G^P\) and those in \(G^L\), respectively, according to their distance to \(a_i\), i.e.,

\[
POS^P(a_i) = [p^P_k(a_i), ..., p^P_K(a_i)], 1 - \sum_{k=0}^K p^P_k(a_i),
\]
\[
POS^L(a_i) = [p^L_k(a_i), ..., p^L_K(a_i)], 1 - \sum_{k=0}^K p^L_k(a_i),
\]

where for \(k = 0, ..., K\),

\[
p^P_k(a_i) = \frac{1(|\{a_j|a_j \in G^P \land k \leq d_{ij} \leq k + 1\}|)}{1(|\{a_j|a_j \in G^P\}|)},
\]
\[
p^L_k(a_i) = \frac{1(|\{a_j|a_j \in G^L \land k \leq d_{ij} \leq k + 1\}|)}{1(|\{a_j|a_j \in G^L\}|)},
\]

where \(1(S)\) represents the cardinality of a set \(S\). These two histograms contain the relative position information of \(a_i\) from the protein and the ligand, respectively. Accordingly, we leverage the following relative position attention mechanism to aggregate all such relative position information, i.e.,

\[
POS(a_i) = [POS^P(a_i)||POS^L(a_i)],
\]
\[
atten(a_i) = \frac{\exp\{c_i||POS(a_i)|\}}{1 + \exp\{c_i||POS(a_i)|\}},
\]
\[
g^P = \sum_{a_i \in G^P} c_i \cdot atten(a_i),
\]

where \(atten(a_i)\) represents the position attention, \(c_i\) represents the chemical embedding of atom \(a_i\) calculated in chem info module, and \(K\) is a hyper-parameter that is set as 10 in this experiment. \(g^P\) is the comprehensive chemical information of the protein considering the position effect.

In contrast, the ligand is much smaller and more concentrated in space. Therefore, we use the add pooling method to aggregate the chemical information of the ligand \(g^L\).

\[
g^L = \text{add-pooling}(C^L),
\]

At last, we concatenate the global embeddings of protein and ligand as the global interaction vector and apply a MLP (Multi-layer Perceptron) module to calculate the long-range interaction \(\hat{y}_{global}\).

\[
\hat{y}_{global} = \text{MLP}(g^P||g^L),
\]

C. Local Interaction Module

The atoms within a range defined by the cutoff distance \(\mu\) will have strong short-range interactions during the binding process of protein and ligand. Our framework contains a local interaction module to capture such information. As aforementioned, we first construct the local interaction graph from the protein and ligand according to the cutoff distance \(\mu\). Then, to incorporate spatial information, we update the node embedding using the local spatial interaction model \(f_{spatial}\). It can be set by returning the chemical embedding directly. It is also feasible to employ spatial graph-based models (like SchNet [18], DimeNet [19] and etc.) to update chemical and spatial embedding of all nodes \(S\) by incorporating the spatial information \(V_s\).

\[
S_{local} = f_{spatial}(C_{local}, V_{local}),
\]
where $G_{\text{local}}$ means the chemical info embedding set of the nodes in the local interaction graph $G_{\text{local}}$, $V_{\text{local}}$ means the spatial info set of the nodes in local interaction graph $G_{\text{local}}$. At last, we concatenate chemical and spatial node embedding $s_i, s_j$ of each non-covalent bond $e_{ij}$ between ligand nodes and protein nodes as the short-range interaction vector. Then, we feed all the vectors into an MLP and sum the results up as the prediction of the overall short-range interactions between protein and ligand.

$$
\hat{y}_{\text{local}} = \sum_{(i,j) \in \{(i,j)|e_{ij} \in E_{\text{local}}\}} \text{MLP}(s_i, s_j).
$$

(10)

**D. Optimization Objective**

Since the binding affinity $y$ is determined by the long-range and short-range interactions between atoms of proteins and ligands, we estimate the binding affinity $\hat{y}$ by combining the results of the global interaction module $\hat{y}_{\text{global}}$ and the local interaction module $\hat{y}_{\text{local}}$.

$$
\hat{y} = \hat{y}_{\text{global}} + \hat{y}_{\text{local}}.
$$

(11)

We use L1 loss function and the mean absolute error between the predicted binding affinity $\hat{y}$ and the measured ground truth $y$ to optimize the model.

$$
L = \sum_{i=1}^{M} |y_i - \hat{y}_i|,
$$

(12)

where $L$ represents the loss function, which is implemented as the mean absolute error (MAE), and $M$ is the number of protein-ligand pairs in the dataset.

**IV. EXPERIMENTS**

In this section, we will conduct experiments on commonly used datasets to test the effects of our framework.

- **Task 1.** Compared to the existing state-of-the-art models, is it possible for our framework to produce improved or even superior prediction results?
- **Task 2.** Can different modules of our framework contribute to a substantial improvement? What contributions do the different modules make to the prediction, and are the results statistically significant?
- **Task 3.** How about the efficiency and computational consumption of our framework?

**A. Experiment Settings**

**a) Dataset:** We will train and test the baseline models and our framework on the following datasets:

- **PDBbind:** In the related research of binding affinity prediction, PDBbind [23] is a well-known and commonly used data set, which consists of three sub-data sets (general set, refined set, and core set). In this experiment, consistent with the studies [10], [21], we take the refined subset of the PDBbind v2016, PDBbind v2020 for training and the core subset of the PDBbind v2016 for testing.
- **CSAR-HiQ** [24]: This is another well-known dataset for predicting binding affinity. Consistent with the study [21], we use the refined subset of the PDBbind v2016 for training and take this data set for testing to verify the generalizability of our framework.

- **b) Introduction to the binding affinity:** In the datasets of PDBbind and CSAR-HiQ, the target binding affinity is the negative logarithm of the experimental results, such as $-logK_d$ (dissociation constant), $-logK_i$ (inhibition constant), or $-logIC_{50}$ (semi-inhibitory concentration).

- **c) Evaluation Metrics:** We use mean absolute error (MAE), root mean square error (RMSE) to evaluate the performance of different models and the significance of different modules in our GLI framework. For efficiency, we collect the average GPU RAM usage (MB) and running time (training, validating, and testing) (hours). Besides, we also performed a two-sample T-test to analyze whether different modules in our framework can bring significant performance changes.

- **d) Baseline Models and Parameters:** We compare the experiment results with the following models: **Traditional machine learning models:** RF-score [5]. **CNN models:** Pafnucy [14] and Onionnet [10]. **Topological (2D) graph-based models:** GAT [27], GCN [28]. **GIN** [13] and GCN2 [29]. **Spatial (3D) graph-based models:** SchNet [18], DimeNet [19], SphereNet [20]. **Structure-aware interaction model:** SIGN [21].

- **GLI Framework:** We implement our GLI framework based on different models in the following experiments. **GLI-0, GLI-1, GLI-2:** Taking (GAT + GCN), GIN, GCN2 as the chemical info module.

- **f) Environment and Settings:** All experiments are conducted on a machine with an NVIDIA V100 GPU (32GB RAM), Intel Xeon CPU (12 Cores, 2.5 GHz), and 92GB of RAM. We set the batch size as 32, dropout rate as 0.1 and 200 epochs. We construct the local interaction graph with cutoff distance $\mu = 5 \, \AA$. We use 10-fold cross-validation for training and validating. Related codes, processed data, and trained models for our experiments can be found at the link [30].

**B. Result Analysis**

**1) Model Comparison:** In Table I, we compare the models based on our GLI framework with the five aforementioned types of baselines. The topological graph-based methods leverage the topological information of molecules. The prediction performance of these models is inadequate, with the results of RMSE more than 1.5 in PDBbind v2016, v2020, and 1.8 in CSAR-HiQ, respectively. This could be because the topological graph-based model disregards crucial spatial information.

Pafnucy, OnionNet, SchNet, DimeNet, SphereNet, and other spatial graph models leverage the 3D spatial structures of proteins and ligands. These models have RMSE of approximately 1.454, 1.444, and 1.715 in PDBbind v2016, v2020, and CSAR-HiQ, which is better than the topological models. Due to the computational complexity of these models, however,
### Methods and Frameworks

| Methods | Type | PDBbind v2016 | PDBbind v2020 | CSAR-HiQ | GPU \(\downarrow\) | Time \(\downarrow\) |
|---------|------|--------------|--------------|----------|-------------|-------------|
|          |      | MAE \(_\downarrow\) | RMSE \(_\downarrow\) | MAE \(_\downarrow\) | RMSE \(_\downarrow\) | MAE \(_\downarrow\) | RMSE \(_\downarrow\) | (MB) | (H) |
| RF-Score | Machine Learning | 1.111(0.008) | 1.397(0.008) | 1.113(0.008) | 1.398(0.004) | 1.471(0.013) | 1.847(0.015) | - | 0.08 |
| Pfaffucy | CNN | 1.299(0.017) | 1.597(0.019) | 1.319(0.038) | 1.649(0.047) | 1.482(0.051) | 1.853(0.050) | 16,255 | 18.7 |
| OnionNet | CNN | 1.3740(0.080) | 1.8130(0.113) | 1.3960(0.184) | 1.8150(0.274) | 1.3550(0.032) | 1.7510(0.032) | 30,701 | 0.25 |
| GAT | Topological Graph | 1.3070(0.016) | 1.6290(0.018) | 1.2940(0.013) | 1.6060(0.014) | 1.6880(0.219) | 2.1120(0.238) | 1,403 | 0.16 |
| GCN | Topological Graph | 1.2900(0.017) | 1.5970(0.021) | 1.2890(0.017) | 1.5920(0.018) | 1.6200(0.316) | 2.0410(0.349) | 1,243 | 0.19 |
| GIN | Topological Graph | 1.2490(0.022) | 1.5540(0.028) | 1.2600(0.007) | 1.5680(0.007) | 1.4420(0.093) | 1.8490(0.104) | 1,557 | 0.24 |
| GCN2 | Topological Graph | 1.2920(0.028) | 1.6040(0.032) | 1.2750(0.013) | 1.5780(0.015) | 1.8720(0.128) | 2.3160(0.135) | 1,509 | 0.24 |
| GAT + GCN | Topological Graph | 1.2920(0.019) | 1.5990(0.023) | 1.2730(0.011) | 1.5930(0.014) | 1.5270(0.195) | 1.9360(0.214) | 1,480 | 0.28 |
| GAT + GIN | Topological Graph | 1.2410(0.014) | 1.5530(0.019) | 1.2460(0.019) | 1.5590(0.023) | 1.4370(0.147) | 1.8380(0.152) | 1,797 | 0.30 |
| GAT + GCN2 | Topological Graph | 1.2960(0.015) | 1.6010(0.015) | 1.2820(0.019) | 1.5960(0.023) | 1.7050(0.114) | 2.1280(0.127) | 1,835 | 0.45 |
| SchNet | Spatial Graph | 1.1570(0.035) | 1.4540(0.035) | 1.1540(0.024) | 1.4440(0.028) | 1.3300(0.064) | 1.7150(0.066) | 12,547 | 0.80 |
| DimeNet | Spatial Graph | - | - | - | - | - | - | OOM | - |
| SphereNet | Spatial Graph | - | - | - | - | - | - | OOM | - |
| SIGN \(^a\) | Structure-Aware | 1.0270(0.025) | 1.3160(0.031) | - | - | 1.3270(0.040) | 1.7350(0.031) | 20,091 | 2.73 |

\(^a\) The standard deviation of each index is indicated in brackets.

### Results and Discussion

- **Chemical Info Module**: When only the chemical info module is included, our GLI framework is equivalent to using only biochemical information of data. We use (GAT+GCN), GIN, and GCN2 as the network structures to implement the chemical info module, respectively. The experimental results indicate the chemical info module is not sufficient to make an accurate prediction.

- **Global Interaction Module**: After adding the global interaction module, we can observe that for GLI-0-cg, the predicted RMSE in PDBbind v2016, v2020 and CSAR-HiQ decreased by 0.199, 0.136, and 0.290. The p-value results of the T-test are less than 0.1%, indicating that the decrease in RMSE is statistically significant. Besides, when only the chemical info module is included, our GLI framework is equivalent to using GIN and GCN2 separately as the chemical info module and add the global interaction module. The same results were also observed in the PDBbind v2016, v2020, and CSAR-HiQ datasets. Moreover, introducing the global interaction module has a small impact on the calculation time of GLI. These results indicate that the global interaction module is a simple and effective structure with strong generalizability.

- **Local Interaction Module**: With the addition of the local interaction module to the GLI-1-cg model, the predicted result in the PDBbind v2016 dataset is pretty satisfied with the RMSE of 1.294 (decreased 0.098) and the T-test result of 6.946 (P-value< 0.1%). Compareable results are also obtained in GLI-0, GLI-2 and PDBbind v2020, CSAR-HiQ datasets, demonstrating that in statistics, the local interaction module can significantly improve binding affinity prediction by reducing predicted error by 0.102 at most. This result also demonstrates the effectiveness and importance of the local interaction module.

---

**Note:**

- The standard deviation of each index is indicated in brackets.
- It is difficult to apply them to macromolecular systems like proteins. Additionally, these models make poor use of long-range information.
- The SIGN model is a comprehensive model that exploits the chemical element pair as the long-range interaction effect and extracts the angle and spatial info. The results of this model are superior to the simple spatial model and topological model. However, like the spatial model, this model consumes a substantial amount of time and computing resources.
- Finally, the results of our GLI-based models are better than the above SOTA models. For PDBbind v2016, GLI-based models are the first model to make RMSE less than 1.3. For CSAR-HiQ as test data, GLI-based models are the first model to make RMSE less than 1.55 and MAE less than 1.2. These results demonstrate our GLI framework has encouraging performance in predicting protein-ligand affinity.

2) **Ablation Study of GLI**: As shown in Table I, II, we conduct ablation and T-test experiments on our GLI framework. The corresponding analysis is as follows:

- **Chemical Info Module**: When only the chemical info module is included, our GLI framework is equivalent to using only biochemical information of data. We use (GAT+GCN), GIN, and GCN2 as the network structures to implement the chemical info module, respectively. The experimental results indicate the chemical info module is not sufficient to make...
TABLE II
T-test results of different modules in GLI.\textsuperscript{4}

| GLI     | PDBbind v2016 | PDBbind v2020 | CSAR-HiQ |
|---------|---------------|---------------|----------|
|         | RMSE↓ | ΔRMSE↓ | T-test↑ | RMSE↓ | ΔRMSE↓ | T-test↑ | RMSE↓ | ΔRMSE↓ | T-test↑ |
| GLI-0-c | 1.599 |         |         | 1.593 |         |         | 1.936 |         |         |
| GLI-0-cg | 1.399 | -0.199  | 15.616\textsuperscript{**} | 1.457 | -0.136  | 15.728\textsuperscript{***} | 1.646 | -0.290  | 3.949\textsuperscript{***} |
| GLI-0-cgl | 1.321 | -0.077  | 5.768\textsuperscript{**} | 1.354 | -0.102  | 10.426\textsuperscript{***} | 1.595 | -0.051  | 2.310\textsuperscript{**} |
| GLI-1-c | 1.554 |         |         | 1.568 |         |         | 1.849 |         |         |
| GLI-1-cg | 1.392 | -0.162  | 12.742\textsuperscript{***} | 1.417 | -0.151  | 19.721\textsuperscript{***} | 1.638 | -0.211  | 5.724\textsuperscript{**} |
| GLI-1-cgl | 1.294 | -0.098  | 6.946\textsuperscript{**} | 1.353 | -0.064  | 5.808\textsuperscript{**} | 1.597 | -0.040  | 2.014\textsuperscript{*} |
| GLI-2-c | 1.604 |         |         | 1.578 |         |         | 2.316 |         |         |
| GLI-2-cg | 1.407 | -0.197  | 16.506\textsuperscript{**} | 1.438 | -0.141  | 16.797\textsuperscript{**} | 1.587 | -0.729  | 15.749\textsuperscript{***} |
| GLI-2-cgl | 1.347 | -0.060  | 5.127\textsuperscript{**} | 1.405 | -0.032  | 3.582\textsuperscript{**} | 1.549 | -0.038  | 2.447\textsuperscript{a} |

\textsuperscript{a}*, **, *** means the P-value is less than 5%, 1%, 0.1%.

interactions for the binding affinity prediction.

In addition, based on GLI-0-cgl model, we add spatial graph-based models (SchNet, DimeNet) to update the node embedding of the local interaction graph. The comparison results show that these spatial models provide few or even negative improvements. This could be because the existing spatial model intends to update the node embedding, which would reduce the gap between protein and ligand nodes.

V. CONCLUSION

In this paper, concentrating on the prediction of protein-ligand binding affinity, we propose a global-local interaction framework called GLI from the perspective of multi-level inter-molecular interactions in the binding process. In addition to superior prediction accuracy and comparable computational efficiency, the experimental results demonstrate that our framework is highly generalizable and scalable.
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