Optimized ultra-narrow atomic bandpass filters via magneto-optic rotation in an unconstrained geometry
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Atomic bandpass filters are widely used in a variety of applications, owing to their high peak transmission and narrow bandwidth. Much of the previous literature has used the Faraday effect to realize such filters, where an axial magnetic field is applied across the atomic medium. Here we show that by using a non-axial magnetic field, the performance of these filters can be improved in comparison to the Faraday geometry. We optimize the performance of these filters using a numerical model and verify their performance by direct quantitative comparison with experimental data. We find excellent agreement between experiment and theory. These optimized filters could find use in many of the areas where Faraday filters are currently used, with little modification to the optical setup, allowing for improved performance with relatively little change.
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Magneto-optic effects in atomic media continue to be used in a vast array of applications, such as magnetometry [1, 2], quantum hybrid systems integrating quantum dots with atomic media [3], microwave detection and imaging [4–6], optical isolators [7] and self-stabilizing laser systems [8–10]. Of particular interest are narrow optical bandpass filters [11–18], the subject of this letter. Most of the current literature have used Faraday filters (often called FADOF filters), in which an axial magnetic field is applied along a medium realizing the Faraday effect [19]. Faraday filters are widely used across many disciplines for atmospheric LIDAR [20], velocimetry [21, 22], optical communications [23], quantum key distribution [24], and laser frequency stabilisation [8, 9], amongst others.

Atomic filters can be realized with ground- or excited-state transitions [25–31], or can take advantage of pump-probe techniques in combination with the Faraday effect to create extremely narrow filters [32], though at the cost of maximum transmission. While most literature deals with weak signals, a recent investigation into strong-signal filters has also been reported [33].

The Faraday effect is conceptually and mathematically simple, but is only one special case of a more general magneto-optic phenomenon whereby an applied magnetic field causes birefringence and dichroism in an optically active medium. The two special cases, the Faraday effect and the Voigt effect [34–38], occur when the magnetic field is aligned along or perpendicular to the light propagation axis, respectively. In systems with non-axial, non-perpendicular magnetic field geometries, no general elegant analytic solutions to the wave equation exist. It is therefore difficult to gain an intuitive understanding of light propagation through these media, and hence these general magneto-optic phenomena are discussed in the literature very rarely [39–41].

In this letter, we show that for many figures of merit, the performance of atomic optical filters is enhanced by allowing the magnetic field angle \( \theta_B \) to be neither transverse nor axial. We numerically optimize relevant parameters for multiple atomic
where $T(\theta)$ is the performance on the Cs D2 line [41]. vapor cell (VC) in the presence of a magnetic field. The magnetic field vector at the position of the vapor cell is oriented in the $xz$-plane. Values of $\theta_B = 0$ and $\theta_B = 90^\circ$ yield the Faraday and Voigt geometries, respectively. The cell is placed between two high-extinction polarizers. The coupling between atomic transitions and polarization modes of the light is dependent on the angle between the electric field vector of the light and the magnetic field vector of the applied field. Therefore, the angle of the input polarizer, $\theta_E$, is variable, but the relative angle of the two polarizers GT1 and GT2 is always 90 degrees (i.e. crossed-polarizers), such that in the absence of any atom-light interaction, the transmission is maximally extinguished.

In the Faraday geometry, the Faraday effect arises from a difference in the refractive indices that couple to the circular polarization components. This leads to a relative phase change and hence a polarization rotation on propagation through such a medium. When the angle between the light propagation axis, $\vec{k}$, and the magnetic field vector $\vec{B}$ are unconstrained, one must solve the wave equation to find the normal modes of propagation in the system [41, 43, 46]. Like in the Faraday case, there are two normal modes associated with two refractive indices, but these are not trivial to calculate and in general the solutions must be computed numerically. The coupling to polarization components of light is again non-trivial, and while there is still a magneto-optic rotation it does not have an intuitive description. We have developed a computer model, ElecSus [42, 43], which solves this problem and allows for calculation of the transmission of a weak-probe beam [47] through an alkali-metal atomic vapor with a magnetic field of any strength and angle, and with an arbitrary transverse input electric field polarization. We apply this model to Na, K, Rb and Cs atoms, on the D1 and D2 lines ($nS_{1/2} \rightarrow nP_{1/2}, nP_{3/2}$ transitions, respectively) and calculate a filter profile as a function of the laser frequency detuning from resonance based on the arrangement of optics shown in fig. 1.

Computer optimization in the Faraday geometry has been previously demonstrated [17, 18, 45, 48], but in the unconstrained geometry the problem is more computationally difficult. In addition to some fixed parameters (element and relative isotopic abundance, cell length, and D-line), there are four parameters the optimization routine can vary. These are the cell temperature $T$, which sets the atomic number density and hence the amount of atom-light interaction; the magnetic field strength $|B|$, magnetic field angle $\theta_B$ and initial polarization angle $\theta_E$. This forms a complex multi-dimensional parameter space, with many local minima - finding the global minimum of such a system is highly non-trivial. Our method takes a randomized set of trial parameters for which we evaluate the FOM. From these trial parameters we take a small fraction (the ones with the highest FOM) and run a downhill optimization algorithm using the trial parameters as initial parameters. After each trial has optimized we take the solution with the best FOM as the best estimate of the global minimum.

The choice of vapor cell length can drastically affect the optimized performance of the optical filter, as has been previously demonstrated [17]. Experimentally, one needs to balance the optical depth requirements with the ability to produce an approximately uniform magnetic field across the cell. It is easier to create a uniform magnetic field over a smaller volume, but reducing the cell thickness requires a higher vapor density to compensate for the loss of optical depth, causing additional broadening which, in the weak-probe regime, negatively affects filter performance [18] (although additional broadening in high power filters can be beneficial, as demonstrated recently [49]). In this work we choose a cell thickness of 5 mm, which represents a compromise between these two factors, and also matches a vapor cell length that is available to us in the experiment.

Fig. 2. Theoretical optimized filter profiles for the D2 lines of Na, K, Rb and Cs. The calculation parameters are displayed in table 1. The zero of the detuning axes represents the weighted line-center of the respective D2 lines [18, 44]. Note that the K and Rb filters are for naturally abundant isotopic mixtures.
Table 1. Optimized filter parameters for 5 mm vapor cell thickness across the commonly used alkali-metal atoms. * = using natural isotopic abundance ratios.

| Element | D-line | T (°C) | |B| (G) | θ_B (deg.) | θ_E (deg.) | FWHM (GHz) | ENBW (GHz) | T_{max} (%) | FOM (GHz^{-1}) |
|---------|--------|--------|--------|-------|------------|------------|-------------|-------------|-------------|----------------|
| *Rb     | D2     | 126    | 230    | 83    | 6          | 0.34       | 0.63        | 65          | 0.78        | 1.04           |
| *Rb     | D1     | 147    | 695    | 90    | 45         | 0.62       | 1.37        | 78          | 0.57        |                |
| 85Rb    | D2     | 121    | 224    | 83    | 90         | 0.34       | 0.72        | 67          | 0.93        |                |
| 85Rb    | D1     | 139    | 310    | 90    | 46         | 0.43       | 0.98        | 62          | 0.63        |                |
| 87Rb    | D2     | 121    | 849    | 83    | 81         | 0.36       | 0.99        | 69          | 0.69        |                |
| 87Rb    | D1     | 141    | 315    | 90    | 45         | 0.40       | 0.76        | 61          | 0.80        |                |
| Cs      | D2     | 127    | 1120   | 87    | 89         | 0.24       | 0.56        | 70          | 1.24        |                |
| Cs      | D1     | 121    | 338    | 89    | 46         | 0.36       | 0.70        | 68          | 0.97        |                |
| *K      | D2     | 150    | 88     | 1     | 87         | 0.72       | 1.90        | 78          | 0.41        |                |
| *K      | D1     | 177    | 460    | 90    | 47         | 0.65       | 1.63        | 76          | 0.47        |                |
| Na      | D2     | 245    | 144    | 0     | 0          | 1.33       | 3.34        | 77          | 0.23        |                |
| Na      | D1     | 279    | 945    | 88    | 41         | 1.30       | 3.32        | 79          | 0.24        |                |

Table 1 shows results for the commonly used alkali-metal atoms Na, K, Rb and Cs, and isotopically pure 85Rb and 87Rb which are commonly available vapor cells. In all cases (apart from the Na D2 line, which optimizes to the Faraday geometry), the FOM is better than equivalent filters for the Faraday geometry (see table 1 of ref. [17] for comparison, though note this previous work optimized for a 75 mm cell). In particular, the Rb D2 line is better than the Faraday case by close to a factor of 3 in FOM. In fig. 2 we show examples of optimized profiles for the D2 lines of Na, K, Rb (naturally abundant) and Cs. For Rb and Cs we find an optimum filter operating in the ‘line-center’ mode [13, 18], whereas for Na and K we find a ‘wing-type’ filter [13, 18]. Of all the results, the Cs D2 line filter which has a higher success of finding the global solution, rather than falling into a local optimum.

We demonstrate the validity of our model via a direct quantitative comparison with experimental data. In the experiment, two top-hat shaped permanent (NdFeB) magnets create a magnetic field whose strength is adjustable via the magnets’ separation up to 0.5 T. The local magnetic field in the vicinity of the vapor cell is approximately uniform; the change over the interrogated volume is less than 1% in strength and 1 degree in direction. As in the model, the field is oriented in the xz-plane at an angle θ_B with respect to the light propagation z-axis. The magnets are mounted on a large rotation platform and can be oriented at nearly any angle. The applied magnetic field defines the quantization axis for the atoms. The vapor cell has an optical path length of 5 mm, is filled with Rb in its natural abundance ratio, and is heated to provide sufficient vapor pressure and hence atomic number density. A weak-probe [47] beam (100 nW optical power, focused in the vapor cell to a 1/\e^2 waist of approximately 100 μm) is sent through the optical filter and detected on a photodiode as the laser is scanned across the Rb D2 resonance lines. Reference spectroscopy comprising a Fabry-Perot etalon and a 75 mm room temperature zero-field atomic reference cell are used to calibrate the frequency axis of the laser, following ref. [50], while the optical power is actively controlled via a power monitor photodiode and a feedback loop to the RF power of an acousto-optic modulator, as in ref. [51]. This results in a stable optical power level as the laser is scanned across the Rb D2 resonance lines - the filter transmission is therefore easily normalized by taking a reference transmission level, obtained by rotating the output polarizer GT2 so that the transmission is maximized.

Fig. 3 shows the results of the experiment (purple data points). We fit the data with the same model used to predict the optimal parameters; the magnetic field strength and angle, temperature of the cell and input polarization angle are floating parameters, allowing for small imperfections in the experimental setup. We find excellent agreement between theory and experiment, with a RMS error between experiment and theory of 0.35% and almost structureless residuals [52]. The fit parameters T = 124.0°C, |B| = 232 G, θ_B = 81.8°, θ_E = 2.9° are within 1% (B, T) or 2 degrees (angles) of the experimentally measured parameters, and are very close to the theoretical optimum parameters. The experimental ENBW of (0.68 ± 0.01) GHz and FOM of (1.04 ± 0.01) GHz^{-1} represent the narrowest high transmission optical filter demonstrated in a Rb vapor to date.

In conclusion, we have developed a theoretical model to predict the optimal performance of optical filters in atomic vapors. We find that by relaxing the constraint of the magnetic field angle, with respect to the light propagation axis, the performance as measured by a figure-of-merit can be greatly increased over what can be achieved in the Faraday geometry. This enhancement of performance has been experimentally verified, and we find excellent agreement between the model and experimental data. In addition, we predict an improved Cs filter in a 75 mm vapor cell with an even higher FOM of 2.43 GHz^{-1} and narrower bandwidth than previously calculated. These unconstrained geometry filters can find use in many areas where Faraday filters are already used, with only slight changes to experimental configurations. We envisage further performance gains may be
possible by combining these atomic bandpass filters with other atomic media which would act as notch filters to remove some of the side-band peaks whilst retaining the high peak transmission, or cascading multiple vapor cells under different conditions such that the optical rotation combines favorably for enhanced filter performance. These avenues will form the basis of future investigations.
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