Nested sampling for frequentist computation: fast estimation of small $p$-values
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We propose a novel method for computing $p$-values based on nested sampling (NS) applied to the sampling space rather than the parameter space of the problem, in contrast to its usage in Bayesian computation. The computational cost of NS scales as $\log^2 1/p$, which compares favorably to the $1/p$ scaling for Monte Carlo (MC) simulations. For significances greater than about $4\sigma$ in both a toy problem and a simplified resonance search, we show that NS requires orders of magnitude fewer simulations than ordinary MC estimates. This is particularly relevant for high-energy physics, which adopts a $5\sigma$ gold standard for discovery. We conclude with remarks on new connections between Bayesian and frequentist computation and possibilities for tuning NS implementations for still better performance in this setting.

I. INTRODUCTION

For decades, $p$-values have played a vital role in the discovery of new phenomena in high-energy physics (HEP) [1–6] as well as many other fields and disciplines. A $p$-value is the probability under a null hypothesis of observing results that are at least as “extreme” as the observed data. When the observed $p$-value is smaller than a pre-specified threshold $\alpha$ we reject the null hypothesis and claim a discovery.

As popularized by the Higgs boson discovery [7, 8], HEP usually requires $\alpha \sim 10^{-7}$, also known as the “5$\sigma$ rule” [9]. Establishing a discovery thus requires the computation of $p \lesssim 10^{-7}$. This exposes difficulties in standard approaches to computing $p$-values, including the look-elsewhere effect [see e.g., 10], broken assumptions in popular asymptotic results [see e.g., 11] and the computational cost of computing $p$-values through Monte Carlo (MC) simulations. To overcome these problems, semi-analytic asymptotic formulae were developed alongside the Higgs searches [e.g., Gross–Vitells 12].

However, as discussed in the reviews [3–5], MC simulations are often unavoidable, as the asymptotic formulae make assumptions that often do not hold or that are difficult to check [13]. Straightforward examples include small sample sizes that cannot justify taking the asymptotic limit or when the hypotheses under consideration are not nested. For example, MC simulations were used by ATLAS and CMS at the LHC in e.g., searches for deviations from the Standard Model (SM) of particle physics [14, 15], searches for supersymmetry [16] and measurements of the Higgs boson’s properties [16, 17]. Outside collider physics, they were used in searches for dark matter by the XENON collaboration [18, 19] and in astronomy by Fermi-LAT [20] and IceCube [21]. Lastly, MC simulations are used in global fits in particle physics e.g., [22–27], including Gfitter fits of the SM [28].

In this Letter we present a novel technique for computing global or local $p$-values based on nested sampling (NS) that in some regimes performs exponentially better than MC simulations. A basic implementation of our algorithm, including the examples provided in this Letter, is available on Github [29].

II. $p$-VALUES

Mathematically, $p$-values can be defined as the probability that a test-statistic (TS) $\lambda$ is at least as great as the observed TS $\lambda^*$ assuming that the null hypothesis $H_0$ is true,

$$p = P(\lambda \geq \lambda^* \mid H_0).$$

(1)

The task at hand is therefore to determine a tail probability from the sampling distribution of $\lambda$ under $H_0$.

A. $p$-values from Monte Carlo simulations

Using MC simulations to determine the sampling distribution requires no asymptotic assumptions and provides
a robust and reliable $p$-value estimate [10]. These estimates obey binomial statistics since for each simulation either $\lambda \geq \lambda^*$ or not. The $p$-value can then be estimated by $\hat{p} = m/n$ for $m$ occurrences of $\lambda \geq \lambda^*$ from $n$ simulations. Evidently, a meaningful estimate requires at least $1/p$ simulations as the fractional error on $\hat{p}$ is of order of the Wald estimate,

$$\frac{\Delta p}{p} = \frac{1}{\sqrt{n}}, \quad (2)$$

See [30] for further discussion of errors for binomial parameters.

B. $P$-values from nested sampling

The nested sampling (NS) algorithm [31, 32] has primarily enjoyed success as a tool for computing the Bayesian evidence (see e.g. [33]), which is estimated through an identity involving the volume variable

$$X(\mathcal{L}^*) = \int_{\mathcal{L}(\theta) > \mathcal{L}^*} \pi(\theta) \, d\theta, \quad (3)$$

where $\pi$ is the prior distribution, $\mathcal{L}$ is the likelihood and $\theta$ are the model parameters. The threshold $\mathcal{L}^*$ increases at each iteration of the algorithm. A scheme to estimate $X$ lies at the heart of NS. See [34] for a recent review.

To understand why this is useful for $p$-value calculations, let us re-interpret Eq. (3) in a frequentist context. Rather than thinking of it as an integral over the parameter space, consider it an integral over the sampling space. To give a concrete example, if we wish to simulate five Gaussian measurements, the sampling space would be five-dimensional and $\theta$ would consist of the five simulated Gaussian measurements $x$ rather than model parameters. We thus re-write Eq. (3) as

$$p = P(\lambda > \lambda^* \mid H_0) = \int_{\lambda(x) > \lambda^*} p(x \mid H_0) \, dx, \quad (4)$$

which allows us to use NS to estimate $p$-values. A comparison of Eqs. (3) and (4) reveals that the pseudo-data $x$ play the role of the model parameters $\theta$, the sampling distribution of the pseudo-data $p(x \mid H_0)$ plays the role of the prior and, lastly, the TS $\lambda(x)$ plays the role of the likelihood. Thus in the Bayesian setting, the volume variable in Eq. (3) is the fraction of the prior in which the likelihood exceeds a threshold, whereas in the frequentist one in Eq. (4), it is the fraction of the sampling distribution in which the TS exceeds a threshold.

The NS scheme for a statistical estimate of the volume variable works as follows. First, we draw $n_{\text{live}} \sim \mathcal{O}(100–1000)$ “live points” from the sampling space. The parameter $n_{\text{live}}$ acts as a resolution parameter, such that the runtime scales approximately as $n_{\text{live}}$, the uncertainty as $1/\sqrt{n_{\text{live}}}$ and the chances of missing modes in multimodal problems as $1/n_{\text{live}}$. At each subsequent iteration, the live point with the least extreme TS is replaced by one with a more extreme TS drawn from the sampling space (i.e. a draw from the constrained prior). This continues until iteration $n_{\text{iter}}$, when the least extreme TS among the live points exceeds the observed TS. We estimate the $p$-value using the usual NS estimate of the volume,$^2$

$$p = X(\lambda^*) \approx \prod_{i=1}^{n_{\text{iter}}} e^{-1/n_{\text{live}}} = e^{-n_{\text{iter}}/n_{\text{live}}}. \quad (5)$$

Thus NS decomposes a tiny $p$-value into a product of $n_{\text{iter}}$ moderate factors. This algorithm is shown schematically in Algorithm 1.

ALGORITHM 1. Schematic nested sampling algorithm for estimating $p$-values.

1. Draw $n_{\text{live}}$ sets of pseudo-data from the sampling distribution — the live points;
2. Initialize $n_{\text{iter}} = 0$;
3. repeat
4. $n_{\text{iter}} = n_{\text{iter}} + 1$;
5. Find the minimum TS $\lambda_{\min}$ amongst the live points;
6. Replace live point corresponding to $\lambda_{\min}$ by one drawn from the sampling distribution subject to $\lambda > \lambda_{\min}$;
7. until $\lambda_{\min} \geq \lambda^*$;
8. return Estimate of $p = e^{-n_{\text{iter}}/n_{\text{live}}}$;

In the NS algorithm, $n_{\text{iter}}$ is approximately Poisson-distributed with expectation value and variance both equal to $n_{\text{live}} \log 1/p$. From Eq. (5) we see that $\log p$ follows a normal distribution with error

$$\frac{\Delta p}{p} \approx \Delta \log p = \frac{\Delta n_{\text{iter}}}{n_{\text{live}}} = \sqrt{\log 1/p / n_{\text{live}}}, \quad (6)$$

with the approximation holding when $\Delta p/p \lesssim 1$. However, the number of TS evaluations required in an NS run $n_{\text{eval}}$ must be proportional to the number of iterations before stopping. In fact, from the known properties of NS,

$$n_{\text{eval}} = n_{\text{iter}}/\epsilon = (n_{\text{live}} \log 1/p)/\epsilon, \quad (7)$$

where $\epsilon$ denotes a problem-specific efficiency factor.$^3$ Thus we actually have

$$\frac{\Delta p}{p} \approx \Delta \log p = \sqrt{\log^2 1/p / \epsilon n_{\text{eval}}}. \quad (8)$$

$^2$ This follows from $e^{(\log X)}$, i.e., from an unbiased estimator of $\log X$.

$^3$ This neglects the (generally negligible) $n_{\text{live}}$ evaluations required for the initial live points.
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FIG. 1. Schematic illustration of MC (left) and NS (right) methods for computing $p$-values. The blue curve represents the probability distribution of the test statistic $\lambda$. The observed, critical value of $\lambda$ is indicated by a thick, red, vertical line and the area beyond it (red shaded region) is the $p$-value. The shaded yellow region in the right panel illustrates the compression of the area under the curve at each step of the NS algorithm (progressively darker shading).

To compare the theoretical performances of MC and NS, we consider the ratio of the number of evaluations required to achieve a fixed relative error on the $p$-value. Note that the TS could be based on the profiled likelihood such that each evaluation could involve a complicated minimization over the actual model parameters. Comparing the error estimates from Eqs. (2) and (6), we find a ratio of

$$\frac{\text{Evaluations for NS}}{\text{Evaluations for MC}} = \frac{\log^2 1/p}{1/p} \epsilon.$$  \hspace{1cm} (9)

For small enough $p$-values, NS has the potential to beat MC by an arbitrarily large margin. The efficiency factor, however, could spoil NS performance in realistic applications and depends the details of the NS implementation and the problem at hand, including the dimensionality. Because of these complications, we will consider the computational performance for two benchmark cases in Section III.

We summarize and illustrate the idea of “nested $p$-value computation” in comparison to MC in Fig. 1. We want to emphasize that, in the context of this work, NS is merely a mathematical tool.

III. APPLICATIONS AND PERFORMANCE

To illustrate how to use our algorithm and to assess its performance, we conduct two case studies. First, we consider the example of multi-dimensional Gaussians. Second we apply our algorithm to a simplified version of a resonance search.

A. Gaussian measurements

Consider the $p$-value associated with $d$ independent Gaussian measurements. We define the TS as the sum of the $d$ associated chi-squared variates. Thus $\lambda \sim \chi^2_d$ and
the $p$-value may be computed analytically. We construct the problem in NS by mapping from draws from a $d$ dimensional unit hypercube with coordinates $x_i \sim \mathcal{U}(0, 1)$, to $d$ draws from a chi-squared distribution via $z_i = F_{x_i}^{-1}(x_i)$ for $i = 1, \ldots, d$ such that $z_i \sim \chi^2_1$ and $\lambda = \sum z_i^2 \sim \chi^2_d$.

We show the performance of NS and MC on this problem in Fig. 2 as a function of the significance. The performance of perfect NS (in which we suppose that one could sample directly from the constrained prior) and MC are independent of $d$. The performance of real implementations of NS however depends on $d$, as they must utilize numerical schemes for sampling from the $d$-dimensional constrained prior. We demonstrate the performance of MultiNest [35, 36] and PolyChord [37], which utilize ellipsoidal and slice sampling, respectively. We use the number of TS evaluations as a measure of performance, which is sensible when the computational cost is dominated by TS evaluations. While this is usually a good assumption in practice, we note that MultiNest appears to suffer from a greater computational overhead than PolyChord in our example, possibly due to the linear algebra operations required for clustering live points and constructing ellipsoids, especially for $d = 30$ over $5\sigma$. For this case, MultiNest was about 2,000 times slower than PolyChord (with sizeable variability in run times), which significantly exceeds the ratio of TS evaluations needed.

B. Resonance search

The original Higgs discovery by the ATLAS Collaboration [7] is a typical example of a resonance search (testing a spectrum for the presence of a signal above a smooth background), which includes the common complications of parameters on the boundary of the parameter space and the look-elsewhere effect. Here, the null hypothesis $H_0$ corresponds to the Standard Model (SM) hypothesis, with a known shape and an unknown nuisance parameter $b$, the total number of background events. The alternative hypothesis $H_1$ is that of the SM background plus a Higgs boson with a Gaussian signal, with a known width but an unknown mass $m_h$ and an unknown positive signal strength $s \geq 0$. The null hypothesis lies at the $s = 0$ boundary. The data $x = \{n_i\}$ consists of the Poisson-distributed observed counts $n_i$ in the 30 bins shown in

\[ \lambda(x) = 2 \log \left( \frac{\max P(x | b, s, m_h)}{\max P(x | b, s = 0)} \right), \]

where we maximize over all parameters for a given (pseudo)-data set $x$.

In summary, the data space $x$, and hence the pseudo-data sampling space, is 30-dimensional while the null and alternative models have only one and three model parameters respectively.

To compute $p$-values in the presence of a nuisance parameter [38], we plug in the best-fit value of the unknown nuisance parameter $b$ in Eq. (1). We perform brute-force MC simulations and NS with MultiNest and PolyChord to calibrate the TS $\lambda$. The results are shown in Fig. 3.

To reach a TS of $\lambda = 50$ (6.5\sigma) PolyChord requires about $3 \times 10^6$ TS evaluations. MultiNest typically requires around $3.5 \times 10^7$ TS evaluations, i.e. an order of magnitude more. To achieve a similar level of uncertainty as a single NS run for $\lambda = 50$, where $\Delta \log_{10} \approx 0.2$ for both MultiNest and PolyChord, we would require about $10^{11}$ MC simulations. Since this would be computationally fairly expensive, we only simulated $2 \times 10^6$ samples for Fig. 3.

The improved performance for NS vs MC in terms of TS evaluations is in line with Fig. 2 and also with CPU run times required: a typical PolyChord run took about 300 CPUh (equivalent hours on a single computing core) while the required 10^{11} MC simulations would take around $9.2 \times 10^6$ CPUh, such that we achieved a speed-up of about 31,000.

Note that the gradient of the linear slope in Fig. 2 also agrees with the asymptotic Gross–Vitells method [12], $\log p \approx c_0 - \frac{1}{2} \lambda$. Whilst this method may be used to efficiently compute $p$-values in the resonance search example, it is not applicable in other cases of interest [13]. As a concrete example, consider the goodness-of-fit test.

---

4 We changed the codes to stop once the required TS threshold was reached. While we chose $n_{\text{live}}$ to achieve the desired uncertainty, we generally suggest to choose $n_{\text{live}} \geq \text{max}(100, d)$. We set $\text{efr} = 0.3$ and $\text{num\_repeats} = 5d$ and $\text{do\_clustering} = \text{False}$. See the associated codes for our complete settings [29].

5 In the original analysis, the signal is described by a Crystal Ball function and the background model is more complex [7].
of the SM plus Higgs hypothesis, which can be performed using the TS [39]

$$\lambda(x) = -2 \log \left( \frac{\max P(x | b, s, m_h)}{P(x | \mu_i = n_i)} \right),$$

(11)

with $b, s,$ and $m_h$ are as in Eq. (10). We set the $\mu_i$ parameters in the Poisson distribution for each bin equal to the pseudo-counts data $n_i$ in that bin. Since the $\mu_i$ are different from the model parameters of the Higgs hypothesis, these two models are not nested.

The naïve expectation for the goodness-of-fit test is that it follows a $\chi^2_d$ distribution with $d = 30 - 3 = 27$ degrees of freedom. The implied critical value of the TS for $5\sigma$ ($p \approx 28.7 \times 10^{-8}$) is then $\lambda^* \approx 80.8$. However, with direct MC simulations and POLYCHORD, we estimate the corresponding $p$-values to be $p = (8.4 \pm 1.0) \times 10^{-8}$ and $p = (6.6 \pm 1.1) \times 10^{-5}$, respectively, or around $5.3\sigma$. This discrepancy from the asymptotic result should be anticipated, as the SM plus Higgs is not a linear model [40]. The six POLYCHORD runs that we used for this estimate took on average about $1.3 \times 10^8$ function calls and 220 CPU h. The CPU time per TS function call is consistent with our MC analysis, where we simulated $8.2 \times 10^8$ samples in total. The achieved speed-up of about 100 is consistent with Fig. 2.

IV. DISCUSSION AND CONCLUSIONS

In this Letter, we propose the use of nested sampling (NS) for computing $p$-values. Our proposal is compatible with readily available, established implementations of the NS algorithm. The most notable advantage of using NS is the order-of-magnitudes speed-up that can be achieved for small $p$-values of scientific importance in comparison with Monte Carlo (MC) simulations. This advantage can be traced to the fact that, despite their conceptual differences, $p$-values and the Bayesian evidence have one thing in common that makes them difficult to compute: compression. For the Bayesian evidence, the compression occurs between prior and posterior distributions, and is typically enormous if the data favor a narrow region of the parameter space. For $p$-values, the compression is from the whole sampling space to the region where the test statistic (TS) is greater than its observed value. By definition, the compression is enormous for small $p$-values.

We can understand the applicability of NS to compression problems in both Bayesian and frequentist settings as follows: simulating from the entire sampling distribution (or the entire prior in the Bayesian setting) is inefficient when the interesting region of sampling space is tiny. Conversely, simulating only from the region of interest (or from the posterior in the Bayesian setting) does not allow reliable inference about its relative size.

Heuristically, it is not surprising that successful strategies simulate from a series of distributions that form a path between e.g. the prior and posterior (see [41, 42] for further discussion). Since the constrained prior can be related to the $p$-value by Eq. (4), the sequence of constrained priors in NS naturally forms a path between the entire sampling space and the tiny tail area of interest corresponding to the $p$-value, which makes it particularly well-suited for frequentist computation. Path sampling in this manner is a generalization of importance sampling [42]. See [43] for related work on computing $p$-values through importance sampling and [36] for an importance sampling algorithm that uses NS draws.

We see three potential drawbacks when using NS in this setting. First, the data space in a realistic problem can be very high-dimensional. For example, a search for new particles at the LHC could look for evidence in a histogram containing 100 bins or more. While some implementations of the NS scheme potentially suffer from poor efficiency in higher dimensions, using e.g. NS with slice sampling achieves $\epsilon \propto 1/d$ behavior and has been applied successfully to problems with hundreds of dimensions [44].

Second, while an NS run with $n_{\text{live}}$ live points can be efficiently parallelized into in principle as many as $n_{\text{live}}$ runs with a single live point, those individual runs must proceed linearly. By using exponentially large amounts of computational resources, it is therefore possible to make brute-force MC compute $p$-values faster than any realistic NS algorithm, albeit at significantly greater overall computational expense.

Lastly, there is a subtlety concerning substantial plateaus in the TS, that is, regions of sampling space that lead to an identical TS. In some NS implementations plateaus lead to faulty estimates of the volume variable [45], and thus would lead to faulty estimates of the $p$-value. In such cases, an implementation of NS that supports plateaus must be used or the $p$-value must be corrected using e.g., ANESTHETIC [46].

Despite its drawbacks, the in-principle exponential improvement makes our method a valuable tool—in particular when considering small $p$-values. We demonstrated in practice that our algorithm can significantly reduce the computational burden of $p$-value calculations with the popular MULTINEST and POLYCHORD algorithms. This allows for a straightforward adoption of our algorithm, encouraging more rigorous $p$-value calculations and potentially opening up problems that were previously computationally unfeasible.

\[\text{The uncertainty of the estimate, however, may be reduced by running the algorithm multiple times.}\]
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