Engineered Decoherence: Characterization and Suppression
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Due to omnipresent environmental interferences, quantum coherences inevitably undergo irreversible transformations over certain time-scales, thus leading to the loss of encoded information. This process, known as decoherence, has been a major obstacle in realizing efficient quantum information processors. Understanding the mechanism of decoherence is crucial in developing tools to inhibit it. Here we utilize a method proposed by Cory and co-workers [Phys. Rev. A 67, 062316 (2003)] to engineer artificial decoherence in the system qubits by randomly perturbing their surrounding ancilla qubits. Using a two qubit nuclear magnetic resonance quantum register, we characterize the artificial decoherence by noise spectroscopy and quantum process tomography. Further, we study the efficacy of dynamical decoupling sequences in suppressing the artificial decoherence. Here we describe the experimental results and their comparisons with theoretical simulations.

I. INTRODUCTION

The idea of quantum computers or quantum simulators, by harnessing the power of quantum systems, has been seeing a fair advancement towards its practical realization [1, 2]. Ideally, in order to accomplish such a hardware, one would prepare a quantum register in a desired initial state, apply a series of quantum operations, and finally read out the output state encoding the information specific to the problem at hand. Nevertheless, in reality, a quantum register constantly interacts with its environment, and its evolution may deviate from the ideal path in such a way that a part of its useful information irreversibly leaks into the environment. This process is known as decoherence and is a fundamental threat to quantum computation as well as quantum communication. Hence, preserving quantum information against decoherence is an important area of current research. Various techniques have already been explored to combat decoherence. These include dynamical decoupling (DD) techniques [3, 4], post-rectification by quantum error correction [5], use of robust approaches such as adiabatic quantum computation [6], or encoding quantum information in decoherence-free subspaces [7].

Recently DD has received significant attention because of its versatility [8, 9]. Unlike the other techniques, DD does not require extra qubits, it can be combined with other quantum gates leading to fault tolerant quantum computation [10, 11], and moreover, with the knowledge of noise spectrum, the DD sequences may be further optimized to achieve higher degrees of noise suppression [12]. Above all, engineering decoherence in a controlled way has its own avenues. Wineland and co-workers had earlier demonstrated controlled decoherence of electronic and vibrational degrees in a single trapped ion with the help of random electric fields [13]. Cory and co-workers introduced artificial decoherence by using random rf fields on NMR spins [14]. Such experiments provide insights about decoherence processes and may pave the way in improving decoherence suppression techniques.

A quantum system may dissipate energy, loose coherences, or both during the course of its evolution with the environment. Generally, the coherence decays at a rate $(1/T_2)$ faster than that of energy dissipation (characterized by $1/T_1$) [15], thus posing a vital challenge in preserving short lived phase information. Hence, in this paper, we focus on the phase decoherence, wherein quantum coherence is lost without the loss of energy. We consider a system-environment interaction of the type $\sigma_z\sigma_z$ that leads to the decay of the off-diagonal terms in the system density matrix and thus damping the phase [16]. In the present work we simulate such a decoherence process on a two qubit nuclear magnetic resonance (NMR) simulator and describe three aspects of understanding decoherence. They are (i) engineering artificial decoherence, (ii) characterizing the artificial decoherence by noise spectroscopy (NS) and quantum process tomography (QPT), and (iii) suppressing the artificial decoherence using DD. In the following we briefly introduce to these three aspects.

We follow the methods of engineering artificial decoherence as proposed by Cory and co-workers [14]. Their decoherence model considers an $N$-dimensional quantum system interacting via $\sigma_z\sigma_z$ interaction with utmost $N^2$-dimensional quantum environment. Irreversible phase damping is achieved by constantly perturbing the environment qubits by random classical fields thus mimicking a large dimensional environmental bath, and thereby completely erasing the information even from the environment qubits. In this work, we utilize a NMR quantum register having two qubits, with one as system and the other as environment. While introducing the external perturbations on the environment qubit, we characterize the decoherence of the system qubit by NS, i.e., by measuring its noise spectral density [17, 18]. We also perform QPT of the noise that gives the complete information of the entire noise process for a given duration. Characterizations of decoherence in two different ways have their own advantages: NS helps in extracting the frequency distribution of the noise that may help in further optimizing the DD sequences, and QPT provides
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II. ENGINEERED DECOHERENCE

Here we briefly revise the necessary theory of quantum dynamics under artificial noise as suggested by Cory and co-workers [14]. Consider a two qubit system initially in the product state given by,

\[ \rho(0) = \rho^s(0) \otimes \rho^e(0), \]  

where \( \rho^s(0) \) is the system state and \( \rho^e(0) \) is the environment state. In our experiments we have chosen \(^1\text{H}\) and \(^{13}\text{C}\) nuclear spins in \(^{13}\text{C}\)-labelled chloroform \((^{13}\text{CHCl}_3\text{)}\) dissolved in CDCl\(_3\) as the system and environment qubits respectively (Fig. 1). Here NMR Hamiltonian is

\[ \mathcal{H} = \pi (\nu_s \sigma^z_s + \nu_e \sigma^z_e + \frac{J}{2} \sigma^x_s \sigma^x_e), \]  

where \( \nu_s \) and \( \nu_e \) are the resonant frequencis of the system and the environment qubits respectively, \( J \) is the coupling strength between the two, and \( \sigma^x_s, \sigma^z \) are the Pauli operators. In a total duration \( T \), the propagator \( U = e^{-i\mathcal{H}T} \) entangles the system qubit with the environment qubit via the coupling strength \( J \). Zurek showed that such an interaction leads to the decay of system coherences, with the system populations intact, indicating pure phase damping [16]. Further, he proved that an infinite dimensional environment can completely lead to irreversible phase damping, whereas a finite dimensional environment may show a quasiperiodic trend of information exchange between the system and the environment qubits, which may allow the reverse flow of information into the system qubit. Cory and workers cleverly emulated an infinite-dimensional environment by the application of random classical fields on a single environment qubit. This allows the information to be completely removed even from the environment qubit, leading to an irreversible flow of information [14]. In NMR, the random classical fields can be realized by a series of kicks, each of which consists of a radio-frequency (RF) pulse of an arbitrary angle \( \epsilon \). These on-resonant \( (\nu_e = 0) \) kicks on the environment qubit, induce artificial decoherence in the system qubit. The \( m \)th kick operator is given by \( K_m = \mathbb{1}^s \otimes \exp(-i\epsilon_m \sigma^y_e) \), where \( \mathbb{1}^s \) is the identity operator on system qubit and the kick-phase is set to \( y \) for simplicity. Suppose, a total number of \( n \) kicks are applied in a duration \( T \), with regular intervals \( \delta = T/n \), and with a kick rate \( \Gamma = n/T \), then the net unitary operator is

\[ U_n(T) = K_n U(\delta) K_{n-1} U(\delta) \cdots K_1 U(\delta). \]  

The final combined state is \( \rho(T) = U_n(T) \rho(0) U_n^\dagger(T) \), such that \( \rho^s(T) = \text{Tr}_e[\rho(T)] \) and \( \rho^e(T) = \text{Tr}_s[\rho(T)] \). Realization over many random kick-angles \( \epsilon \), over an interval \([ -\theta, \theta] \), leads to an average behaviour represented by

\[ \tilde{\rho}^s(T) = \int_{-\theta}^{\theta} \frac{de_\nu}{2\theta} \cdots \int_{-\theta}^{\theta} \frac{de_1}{2\theta} \rho^s(T). \]  

Cory and co-workers proved that [14],

\[ \tilde{\rho}^s(T) = \sum_{j,k=0,1} f_{jk}(n,T) \rho^s_{jk}(0) |j\rangle \langle k|, \]  

where \( |j\rangle, |k\rangle \in \{|0\rangle, |1\rangle\} \) are the eigenstates of \( \sigma^z_e \) operator and \( f_{jk}(n,T) \) is the decoherence factor given by

\[ f_{jk}(n,T) = \text{Tr}_e[\mathcal{O}^n(\rho^e(0))]. \]  

Here, the superoperator \( \mathcal{O} \) is neither trace preserving nor Hermitian, and its non-unitary action leading to decoherence is given by

\[ \mathcal{O}^n(\rho^e) = c \mathcal{U}_K \rho^e \mathcal{U}_K^\dagger + d \sigma_y \mathcal{U}_K \rho^e \mathcal{U}_K^\dagger \sigma_y, \]  

with \( \mathcal{U}_K = e^{-i\pi J \delta s / 2}, c + d = 1, c - d = \gamma, \) and \( \gamma = \sin(2\theta)/2(\theta) \) [14]. Evidently, the term \( f_{01}(n,T) \) containing all the information about dephasing of the system qubit, depends on the kick-rate \( \Gamma = 1/\delta \), range of kick-angles \( \theta \), and coupling strength \( J \). Cory’s model predicts...
that for small kick-angles $\epsilon$ and for lower kick rates $\Gamma$, decoherence rate $1/T_2$ increases linearly with $\Gamma$. After a certain value of $\Gamma$, $1/T_2$ saturates, and then onwards, it decreases exponentially with $\Gamma$. In the latter case, the kicks actually decouple the environment from the system [14], which has similarities with noise decoupling effect [19]. In our experiments, due to hardware considerations, we focussed only on the low kick-rate regime.

By applying a $(\pi/2)_y$ pulse on the thermal equilibrium state $1^z/2 + p^d \sigma^z$, we prepared the system qubit in the initial state $\rho^s(0) = 1^e/2 + p^c \sigma^z$, where $p^c \sim 10^{-5}$ is the spin polarization. Then we perturbed the environment qubit, initially in the thermal equilibrium state $\rho^e(0) = 1^e/2 + p^c \sigma^z$, using a series of kicks of random small-angles ($\leq 2\pi$) and random phases (between 0 and $2\pi$). All the experiments were performed on a Bruker 500 MHz NMR spectrometer at an ambient temperature of 300 K.

The experimental scheme for realizing engineered decoherence is shown in Fig. 2(a). The decay of the system coherence is monitored by measuring its transverse magnetization $M_x(t)$ as a function of time under different pulse sequences. In the experiments, only kicks (indicated by stars). For comparison we have also shown the decay of magnetization without kicks (indicated by filled circles). Evidently, the kicks on environment have introduced additional decoherence, apart from the natural relaxation processes, thereby increasing the decay of system coherence.

In the following we briefly describe two standard DD sequences and then proceed to the characterization of engineered decoherence.

III. DYNAMICAL DECOUPLING TECHNIQUES

Dynamical decoupling attempts to inhibit decoherence of system by rapid modulation of the system state so as to cancel the system-environment joint evolutions. In this section, we briefly review two standard DD sequences: (i) CPMG [3] and (ii) UDD [4]. CPMG consists of a series of equidistant $\pi$ pulses applied on the system qubits (Fig. 2(b)). In general, smaller the duration $\tau$ between the $\pi$ pulses, larger the bandwidth of noise that is suppressed, and thereby increasing the efficiency of DD. In practice, the phases are chosen such that the initial state is stationary under the pulses, so that the DD sequence is robust against pulse errors. As described before, in our experiments, the system qubit is initialized to $\sigma^z$ (traceless-deviation) and all the $\pi$ pulses are applied about $x$-axis.

While CPMG is very efficient in suppressing decoherence from a noise-spectrum with soft frequency cut-off, Uhrig found an optimum sequence, viz. UDD, for sharp frequency cut-off [4]. In an $N$-pulse UDD of cycle time $t_c$, the time instant $t_j$ of $j^{th}$ $\pi$-pulse is given by (Fig. 2(c))

$$t_j = t_c \sin^2 \left[ \frac{\pi j}{2(N + 1)} \right]. \quad (8)$$

Experiments were performed with only DD (Fig. 2(b), (c)) and kicks with DD (Fig. 2(d), (e)). In the latter case, the kicks were applied on the environment qubits and the simultaneous DD pulses were applied on the system qubits. The results of the experiments for $t_c = 22.4$ ms and with different kick-parameters are shown in Fig. 3. The competition between kicks-induced decoherence and DD sequences can be readily observed (indicated...
by squares and open circles). In this case, the performance of CPMG and UDD sequences are almost identical. It may be noted that detailed comparative studies of CPMG and UDD in preserving various initial states under natural relaxation processes have been studied elsewhere [20, 21].

IV. CHARACTERIZATION OF ENGINEERED DECOHERENCE

A. Noise Spectroscopy

Noise Spectroscopy (NS) provides information about noise spectral density, which is the frequency distribution of noise and is helpful in not only understanding the performance of standard DD sequences, but also in optimizing them [12, 15, 22]. It was observed independently by Yuge et al [17] and Alvarez et al [18] that since the efficiency of CPMG depends on the rate \((1/\tau)\) of \(\pi\) pulses, the information of the noise spectral density is contained in the decoherence rate \(1/T_2(\omega)\), where \(\omega = \pi/\tau\). A given CPMG sequence, with a particular \(\tau\) value, has a sinc-like filter-function [15]. In the limit of a large number of \(\pi\) pulses, the filter function resembles a delta peak at \(\omega\), and samples this particular spectral frequency. The amplitude of the noise \(S(\omega)\) can be determined by using the relation [17]

\[
S(\omega) \simeq \frac{\pi^2}{4T_2(\omega)}. \tag{9}
\]

Thus by measuring \(T_2(\omega)\) for a range of \(\omega = \pi/\tau\) values, we can scan the profile of \(S(\omega)\).

The pulse sequences for measuring noise spectral density without and with kicks are as shown in Figs. 2(b) and (d) respectively. We measured the decay constant \(T_2(\omega)\) of the system qubit by measuring transverse magnetization after time intervals \(mt_c\) and fitting the decaying signal to exponential.

The experimental spectral density profiles, obtained using eqn. 9, of only natural decoherence (lowest curve in each sub-plot), and with kicks of different kick-parameters are shown in Fig. 4. Clearly the effect of kicks is to increase the area under the spectral density profiles and thereby leading to faster decoherence. Moreover, for a given kick-rate \(\Gamma\), larger the range of kick-angles, higher is the spectral density profile. Interestingly, we observe some characteristic features in the noise spectral density at higher kick-rate (50 kicks/ms). Similar features were earlier observed by Suter and co-workers due to a decoupling sequence being applied on environment spins [18]. It was also predicted by Cory and co-workers that at very high \(\Gamma\), the kicks actually tend to decouple the system from the environment [14].

One can also extract the kicks-contributed spectral density from Cory’s model by calculating the theoretical \(T_2(\omega)\) (using Eqns. 6 and 9) at various \(\omega\) values, and then compare with the experimental spectral density for the corresponding kick-parameters. This comparison is shown in Fig. 5 for kick-rate of 25 kicks/ms and kick-angles in the range 0 to 2 degrees. To obtain the experimental kicks-contributed spectral density alone, we have subtracted the intrinsic spectral density of the system qubit (with no kicks) from the total spectral density with kicks. The reasonable agreement between the simulated curve and the experimental data confirms the relevance of Cory’s decoherence model in this regime.
of $\chi$ matrices for identity process (NOOP), only kicks, Uhlig with kicks, and CPMG with kicks (for $\Gamma = 25$ kicks/ms, $\epsilon \in [0^\circ, 2^\circ]$, $\tau = 4$ ms) are shown in the upper trace of Fig. 6. The identity process is carried out with a Hahn-echo type sequence to refocus the internal Hamiltonian. The $\chi_{ZZ}$ element, which encodes the effect of dephasing noise, is absent in NOOP, maximum when only kicks are applied, and partially suppressed under the DD sequences. While the DD sequences partially suppress the decoherence, the non-idealities in the $\pi$-pulses introduce NOT operations (XX, EX, and XE-processes) as seen in the bar plots. The $|\chi_{ZZ}|$ elements under different kick-parameters and DD sequences with $\tau = 4$ ms ($\omega = \pi/\tau = 785$ rad/s) are compared in the lower trace of Fig. 6. The spectral densities at 785 rad/s are indicated in each case. Clearly, kicks with $\epsilon \in [0^\circ, 2^\circ]$ produce much stronger decoherence than those with $\epsilon \in [0^\circ, 1^\circ]$, as can be observed by relative values of spectral densities as well as those of $|\chi_{ZZ}|$ values. While both CPMG and UDD suppress the decoherence to some extent, CPMG seems to be having an overall higher efficiency than UDD, as expected from the broad Gaussian spectral density profiles.

V. CONCLUSIONS

Quantum devices, albeit their novel applications, suffer from intrinsic decoherence caused by environmental noise. Engineering artificial quantum noise may play an important role in developing tools to suppress decoherence. In this work we used the method proposed by Cory and co-workers [14] to engineer decoherence on a two-qubit NMR quantum register. The method involves applying a series of random small-angle kicks on the environment qubit to induce decoherence in the system qubit. We characterized the kick-induced decoherence by noise spectroscopy and quantum process tomography. While the noise spectroscopy provided the detailed spectral density profiles, the quantum process tomography revealed the overall phase decoherence acted on the system qubit. These characterizations provided a better understanding of kick-induced decoherence. We also studied the efficiency of standard dynamical decoupling methods, viz., CPMG and UDD, in suppressing the engineered decoherence. CPMG seemed to have an over-all better performance as expected from the broad spectral density profiles revealed by noise spectroscopy. We believe that studying the simultaneous effects of kicks inducing decoherence and dynamical decoupling suppressing decoherence may provide an important avenue for designing new robust optimized dynamical decoupling sequences.
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