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“The less there is to justify a traditional custom, the harder it is to get rid of it” – Mark Twain

Abstract – the field of Artificial Intelligence (AI) is witnessing a recent upsurge in research, tools development, and deployment of applications. Multiple software companies are shifting their focus to developing intelligent systems; and many others are deploying AI paradigms to their existing processes. In parallel, the academic research community is injecting AI paradigms to provide solutions to traditional engineering problems. Similarly, AI has evidently been proved useful to Software Engineering (SE). When one observes the SE phases (Requirements, Design, Development, Testing, Release and Maintenance), it becomes clear that multiple AI paradigms (such as: Neural Networks, Machine Learning, Knowledge-Based Systems, Natural Language Processing) could be applied to improve the process and eliminate many of the major challenges that the SE field has been facing. This survey chapter is a review of the most commonplace methods of AI applied to SE. The review covers methods between years 1975-2017, for the requirements phase, 46 major AI-driven methods are found, 19 for design, 15 for development, 68 for testing, 15 for release and maintenance. Furthermore, the purpose of this chapter is three-fold; firstly, to answer the following questions: is there sufficient intelligence in the SE lifecycle? What does applying AI to SE entail? Secondly, to measure, formulize, and evaluate the overlap of SE phases and AI disciplines. Lastly, this chapter aims to provide serious questions to challenging the current conventional wisdom (i.e. status quo) of the state-of-the-art, craft a call for action, and to re-define the path forward.

Keywords: Lifecycle Phase; Artificial Intelligence Paradigms; Requirements; Testing; Design.
1. Introduction and Motivation

In the 1880s, Charles Babbage built a machine that was capable of performing an assortment of mathematical calculations. The goal of the machine was to execute math correctly. Babbage’s purpose was to get rid of the inherent errors that occur when humans do calculations by hand [1]. Many refer to that program, as the first software program. Software, since its earliest stages, aimed to help humans automate processes that require a certain level of ‘intelligence’. The process of building software (i.e. Software Engineering), remains primarily a human activity. Within computer science, the field of Software Engineering (SE) is the dominating industrial field [2]. Nonetheless, there has been ample amounts of research in every aspect of the SE process. As the field advances, many important questions were still not answered with consensus, such as: How to estimate time and cost of a project? When to stop testing the system? How to locate and eradicate errors? How to incrementally develop and re-design? How to refactor the code? How to turn requirements into features? And many other important questions.

Similar to other engineering disciplines, building a software follows a well-defined process, this process is referred to as a lifecycle. Many different lifecycles have been introduced in literature, and many have been used in industry. Commonplace lifecycle models include: waterfall, agile, spiral, rapid, and incremental. Each phase within the lifecycle has its own challenges, drawbacks, and best practices; each phase therefore, became its own research field that has communities of researchers trying to improve it, and multiple conferences and journals trying to advance it. In parallel, another area of research that is meant to represent intelligence in a machine, is Artificial Intelligence (AI). Many researchers claimed that these two areas of research (SE and AI) haven’t interacted or overlapped sufficiently [1][2][3][4]. Software’s aim is to model the real world, to represent a certain human activity, or to automate an existing manual process. Similarly, AI - within its many subfields - aims to solve problems, represent intelligence, engineer knowledge, recognize patterns, learn from experience, and eventually answer the famous questions posed by Alan Turing: ‘Can Machines Think?’, think intelligently that is [1]. Intelligence, based on a recent definition from the Artificial General Intelligence proceedings [3][4], is the ability to “perform complex tasks within a complex environment”. In 2008, Rech et al claimed that: “the disciplines of AI and SE have many commonalities. Both deal with modeling real world objects from the real world like business process, expert knowledge, or process models” [3]. Hence, there is no doubt that the disciplines of SE and AI have a lot to share.

To evaluate the success of AI when applied to SE, an updated and extensive review of the state-of-the-art is overdue (therefore, this chapter). There seems to be a general consensus that AI is suitable for solving SE problems [5][6][7]. There are many methods that apply AI to SE, however, most of the time, the application is theoretical, small, mathematical, or applied to a formal problem within SE. No paper was found that addressed the non-functional aspects of SE for instance, the human face of software engineering, communication issues between teams, or
the ‘real world’ reasons why SE projects fail. For example, a method that intelligently classifies or clusters test cases in testing might be helpful in some cases, but it still wouldn’t answer the big and ongoing questions of testing (what is a valid software? When does the SE team claim an errorless system?). SE researchers were able to address traditional formal issues, however, is AI able to solve bigger problems in SE? That is still unclear. This chapter will address this question. The purpose of the argument presented is not to search for a silver bullet, rather, it is to challenge the many papers that claimed that the solution of many traditional SE challenges lies in AI. Most importantly however, very few methods AI-driven have been used in industry. The real evaluation of such success should be reflected in the number of success stories, and implementations of these methods in industry.

There has been a number of reviews that covered the same topic [4][3], however, none of the ones found are as extensive, or as detailed as this manuscript. Additionally, in this chapter, the methods are broken down by SE lifecycle phase. Five phases are used: 1- Requirements Engineering 2- Design 3- Development 4- Testing 5- Release and Maintenance. These phases are deemed to be the most ‘commonplace’ ones [4], furthermore, while searching for papers, these phases proved relevant to how the research community is divided. Most researchers –when writing about a certain phase– refer to one of these phases. Moreover, some papers per phase were found but not included in this review (they were deemed less important based on citations and relevance to scope). Some papers were more relevant and had a clear application of AI to a SE phase, while others were a bit vague onto which phase they belong to, or the AI paradigm that they use. Nonetheless, and to provide a complete review -of all papers found- in this area of study, a comprehensive list of papers is provided, including the supposed phase that it belongs to, and the AI paradigm that it follows. That is discussed further within sections 2 and 3.

This chapter is structured as follows: the following five sub-sections review AI for each of the five SE lifecycle phase (which constitutes section 2); section 3 provides a summary of the review (including the complete list of all AI-driven SE methods); and section 4 concludes the manuscript, includes insights, and ideas for the path forward.

2. Applying AI to SE Lifecycle Phases

This section has five sub-sections, each one is dedicated to a SE phase and its AI methods. Within each phase, multiple AI-inspired methods are reviewed. The review within each section is neutral and unbiased as it merely provides the claims that were made by the original referenced authors. Contrary to that, the subsequent sections of this survey (3 and 4) provide arguments, insights and further discussions.
2.1 Requirements Engineering and Planning

Requirements analysis and planning is the first stage in the software engineering process and it forms the building blocks of a software system. Software requirements describe the outlook of a software application by specifying the software’s main objectives and goals. Due to its importance, many researchers tried to impose AI into this generally first phase of the lifecycle. ([5][6][7][8][9][10][11][12][13][14][15][16][17][18][19][20][21][22][23][24][25][26][27][28][29][30][31][32][33]).

The Institute of Electrical and Electronics Engineers (IEEE) defines a requirement as a condition or capability needed by a user to solve a problem or achieve an objective, which must be met by a system to satisfy a contract, standard, specification, or other formally imposed document [34]. Requirements thus define the framework for a software development process, by specifying what the system must do, how it must behave, the properties it must exhibit, the qualities it must possess, and the constraints that the system must satisfy. Requirements Engineering (RE) is the engineering discipline of establishing user requirements and specifying software systems. RE emphasizes the use of systematic and repeatable techniques that ensure the completeness, consistency, and relevance of the system requirements. RE is considered as one of the most critical phases of a software development life cycle as the unclear, ambiguous, and low-quality requirements specification can lead to the failure of a product or deployment of a completely undesired product and even raise development costs. Therefore, and due to the increasing size and complexity of software systems, there is a growing demand for AI approaches that can help to improve the quality of the RE processes. The research work concerning the need for computer-based tools which help human designers formulate formal and process-oriented requirements specifications date as back as 1978 [35]; Balzer et al. determined some attributes of a suitable process-oriented specification language, and examined why specifications would still be difficult to write in such a language in the absence of formulation tools. The researchers argued that the key to overcoming these difficulties was the careful introduction of informality based on partial, rather than complete, descriptions and the use of a computer-based tool which utilizes context extensively to complete these descriptions during the process of constructing a well-formed specification. The objects were perceived entirely in terms of their relationships with each other and set of primitive operations which allow relationships to be built or destroyed. This allowed incremental elaboration of objects, relationships, and operations. This approach allowed objects and operations to be modelled almost exactly as a user desires. However, constructing operational specification still proved to be difficult and error prone because the specification language was still a formal language. Specification languages only provided partial descriptions because the context provided the rest of the necessary information. The authors further proposed the context mechanisms, which were more complex, and produced more diffused contexts. There had also been a concern over the difficulty and reliability of creating and maintaining specifications over the program’s lifecycle. The authors
proposed a tool that assisted in converting informal specifications into formal ones [35]. Advantages of informal specifications included their precision, helped focus development, reduced training for users, and assisted with maintainability. The authors proposed an idea where any changes needed to be made to specifications are made to the informal specifications because they would be much easier to deal with. The authors tested this new idea using a prototype system (called SAFE). The system was given an input for some tasks, and then the prototype produced a program. From the examples presented in the paper, the prototype performed successfully and errors found could be reduced with a little bit of user’s input. Many other partly automatic tools have been developed to assist SE in the requirement analysis phase (such as: textual descriptions and Unified Modeling Language (UML) diagrams). To understand the dynamics of a system, a developer needs to analyze the use case descriptions and identify the actors before modeling the system. The common technique is to use grammar in the elicited text as the basis for identifying useful information. However, there is a scalability issue that is due to the unstructured nature of Natural Language (NL). A semi-automatic approach to extracting required information using Natural Language Processing (NLP) reduces the time spent on requirements analysis. From a computational perspective, the text can be a set of letters, words and sentences arranged in different patterns. Each pattern of words or sentences gives a specific meaning. Vemuri et al. [36] presented a probabilistic technique that identifies actors and use cases that can be used to approach this problem. Their research aims to explore Machine Learning techniques to process these patterns in the text (through NLP as well). A supervised learning algorithm is used to classify extracted features as actors and use cases. Additionally, input text is provided to a natural language processor to obtain word features. An extraction algorithm predicts use cases in a subject-verb-object combination. These results are used to draw use case diagrams. The process flow of the proposed approach is shown in Figure 1.

![Figure 1: Intelligently Processing Requirements Text [36]](image)

Experimental work in the paper [36] successfully attempted to extract actors and use cases using a probabilistic classification model along with minimal assistance from a Rule-Based approach.
The use cases obtained were crisp and consistent, irrespective of the size of requirements text. R-Tool, NL-OOPS, CM-BUILDER are few other NLP based computer aided software engineering tools [37]. Such tools produce class diagrams from the user requirement document (although it still requires user intervention). Michl et al. [37] proposed the NL-OOPS (Natural Language – Object-Oriented Production System) project to develop a tool supporting object oriented analysis. Requirements documents are analyzed with LOLITA (Large-scale Object-based Linguistic Interactor, Translator and Analyzer), a large-scale NL processing system. Both, the knowledge in the documents and ones that are already stored in the Knowledge-Base of LOLITA are then proposed to be used for producing requirements models. The approach was based on the consideration that requirements are often written in unrestricted NL and in many cases, it is impossible to impose customer restrictions on the language used. The object-oriented modelling module implemented an algorithm that filters entity and event nodes in its knowledge base to identify classes and associations. In parallel, Ninaus et al. [38] proposed a method to reducing the risk of low-quality requirements through improving the support of stakeholders in the development of RE models. The authors introduced the INTELLIREQ environment. This environment is based on different recommendation approaches that support stakeholders in requirements-related activities such as definition, quality assurance, reuse, and release planning. There are four basic types of recommendation approaches: 1. Collaborative filtering (implementation of word-of-mouth promotion) 2. Content-based filtering (using search keywords to determine recommendations) 3. Knowledge-based recommenders, and 4. Group recommenders (recommendations for groups). INTELLIREQ supports early requirements engineering where the major focus is to prioritize high-level requirements in software projects. INTELLIREQ automatically discerns possible dependencies among requirements. The outcome of INTELLIREQ is a consistent set of high-level requirements with corresponding effort estimations and a release plan for the implementation of the identified requirements.

Another aspect of RE is the software requirements selection challenge. It is a problem which drives the choice of the set of requirements which will be included in the next release of a software system. The optimization of this process is at the core of the Next Release Problem (NRP). NRP is an NP hard problem, which simultaneously manages two independent and conflicting objectives which must be simultaneously optimized: the development effort (cost), and the clients' satisfaction. This problem cannot be managed by traditional exact optimization methods. In this case, multi-objective evolutionary algorithms (MOEAs) are the most appropriate strategies because MOEAs tackle simultaneously several conflicting objectives without the artificial adjustments included in classical single-objective optimization methods. Further complexity is added with the Multi-Objective NRP (MONRP). When managing real instances of the NRP, the problem is explained by the requirements tackled suffering interactions. Chaves-González et al. [39] adopted a novel multi-objective Teaching Learning Based Optimization (TLBO) algorithm to solve real instances of NRP. TLBO is a Swarm...
**Intelligence** algorithm which uses the behavior of participants in a classroom to solve the requirements selection problem. In this context, the original TLBO algorithm has been adapted to solve real instances of the problem generated from data provided by experts. The authors tested the efficacy of a TLBO scheme modified to work with the multi objective optimization problem (MOOP) addressed in the study. Various numerical and mathematical experiments were conducted and confirmed the effectiveness of the multi-objective proposal. The results of the experiments demonstrated that the multi-objective TLBO algorithm developed performs better than other researched algorithms designed to do the same task. Contrary to that, Sagrado et al. [40] proposed an application through **Ant Colony Optimization** (ACO) for NRP. The idea is to help engineers take a decision about which set of requirements has to be included in the next release. The proposed ACO system is evaluated by means of sorting through a **Genetic Algorithm** (called: NSGA-II) and a Greedy Randomized **Adaptive Search** Procedure (GRASP). Neumann [41] however, presented an enhanced technique for risk categorization of requirements, **Principal Component Analysis** through **Artificial Neural Networks** (ANN). This technique improved the capability to discriminate high-risk software aspects. This approach is built on the combined strengths of **Pattern Recognition** and ANN. Principal component analysis is utilized to provide means of normalizing the input data; thus, eliminating the ill effects of multi-collinearity. A neural network is used for risk determination and classification. This procedure provides the technique with capability to discriminate data-sets that include disproportionately large numbers of high-risk software modules. The combination of principal component analysis and ANNs has shown to provide significant improvements over either method by itself. Another aspect of RE, is project planning. It is a crucial activity in software projects which significantly affects the success or failure of a project. Accurate estimation of software development efforts plays a vital role in management of software projects because it can significantly affect project scheduling and planning. Underestimation of software project efforts causes delay and cost overrun, which can lead to project failure. Conversely, overestimation can also be detrimental for effective utilization of project resources. Specific past-experience of individual situations may be a good guiding factor in such situations. Vasudevan [42] presented one of the first experience-based models for software project management (in 1994). In their approach, the focus was on using concrete cases or episodes, rather than on basic principles. **Fuzzy Logic** was employed to represent case indices and fuzzy aggregation functions to evaluate cases. This provided a formal scheme to quantify the partial matches of a given problem with multiple cases in the database and to utilize these partial matches to compute an aggregated result. Cost estimation and risk assessment functions of software project management were also covered. The author discussed the basic principles of **Case-Based Reasoning** (CBR) as it provided a functional description of the proposed system with details of case representation and case evaluation strategies. CBR is an analogical reasoning method that stores and retrieves past solutions at specific episodes. A case-base is a memory bank that represents experience. In this research, the author presented a scheme for software
project management that utilizes specific instances of past experience. The author employed a fuzzy representation of case indices that would lead to a partial generalization of cases to make them applicable to a class of situations. In the same year (1994), Black, Jr. [43] introduced a system for using AI in requirements management, called Systems Information Resource/Requirements Extractor (SIR/REX). The first part of SIR/REX or SIR provided support to the earliest phases of systems engineering by automatically creating linkages between certain fragments of information. SIR could function as a glossary to documents with alphabet soup in many cases, simplifying readability for readers. Source documents were thus transformed into enriched documents. The second portion of SIR/REX was a Requirements Extractor (REX), which used AI natural language analysis to extract candidate requirements. The task of obtaining the requirements expressed by a specification was usually a tedious task. However, SIR/REX initially analyzed a natural language document, and choose specific sentences with high probability of being candidate requirements. By searching for morphological root words instead of just key words, a filter could better search for terms in a document. When human behavior was compared to SIR/REX algorithms in requirement extraction efficiency, SIR/REX algorithms proved to be superior in both consistency and speed. From these practices, the quality and speed of requirements candidate selection was improved greatly.

Once all the requirements specifications are ready the further analysis has to be performed for software cost estimation. Soft computing based approach like ANN, Fuzzy Logic have been widely used. However, due to inconsistency and vagueness of software project attributes, an accurate estimation of development effort seems to be unreachable in a dataset comprised of heterogeneous projects. Bardsiri et al. [44] proposed a high-performance model, Localized Multi-Estimator (LMES), in which the process of effort estimation is localized. In LMES, software projects are labeled on underlying characteristics. Then, project clusters are investigated and the most accurate estimators are selected for each cluster. LMES is a combination of project classification and estimator selection. To find out the most effective estimators, estimator vector (EV) and solution vector (SV) are produced. Estimator performance is evaluated using many widely accepted metrics including magnitude of relative error (MRE), mean magnitude of relative error (MMRE), median magnitude of relative error (MdMRE), and percentage of the prediction (PRED). In this model, the development effort estimation is localized through assigning different estimators to different software projects. The investigation domain included five single and five hybrid effort estimation models. Three real datasets were utilized to evaluate the performance of LMES using widely accepted performance metrics. The evaluation results showed that LMES outperformed the other estimators. LMES is found to be quite flexible to handle the heterogeneous nature of software project datasets through the localization idea. Furthermore, LMES is not dependent on a particular type of estimator because it considers different types of algorithmic and non-algorithmic estimators for the estimation purpose. This
makes LMES able to deal with the uncertainty that exists in the performance of estimation models.

Moosavi et al. [45] presented a new estimation model based on a combination of adaptive neuro-fuzzy inference system (ANFIS) and Satin Bower Bird Optimization Algorithm (SBO). SBO is a novel optimization algorithm proposed to adjust the components of ANFIS through applying small and reasonable changes in variables. Although ANFIS is a strong and fast method for estimation, the non-normality of software project data sets makes the estimation process challenging and complicated. To deal with this problem, Moosavi et al. suggested adjusting accurate parameters for ANFIS using meta-heuristic algorithm SBO. The proposed hybrid model is an optimized neuro-fuzzy based estimation model which is capable of producing accurate estimations in a wide range of software projects. The main role of SBO was to find the best parameters for ANFIS that reach most accurate estimates. Amongst many software effort estimation models, Estimation by Analogy (EA) is still one of the preferred techniques by software engineers because it mimics the human problem-solving approach. Accuracy of such a model depends on the characteristics of the dataset, which is subject to considerable uncertainty. To overcome this challenge, Azzeh et al. [46] proposed a new formal EA model based on the integration of Fuzzy set theory with Grey Relational Analysis (GRA). Fuzzy set theory is employed to reduce uncertainty in distance measures between two tuples at the Kth continuous feature. GRA is a problem-solving method that is used to assess the similarity between two tuples with M features. Since some of these features are not necessarily continuous and may have nominal and ordinal scale type, aggregating different forms of similarity measures increases uncertainty in a similarity degree. Thus, the GRA is mainly used to reduce uncertainty in the distance measure between two software projects for both continuous and categorical features. Both techniques are suitable when relationship between effort and other effort drivers is complex. Figure 2 shows the software effort estimation framework of the GRA-based system.

**Figure 2: A GRA Software Effort Estimation Framework [46]**

The case retrieval stage in GRA of FGRA aims to retrieve historical projects that exhibit large similarity with projects under investigation. The effort prediction stage derives final effort estimate based on the retrieved projects. In this stage, the aim is to determine the number of retrieved projects that should be involved in the effort prediction. The proposed FGRA model
produced encouraging results on five publicly available datasets when compared to well-known estimation models (CBR and ANN).

Another software cost estimation product, IASCE, a prototypical expert system for estimating the cost of a proposed project in an integrated computer-aided software engineering (CASE) has been developed by Wang et al. [47]. IASCE provides support for learning, i.e. tailoring existing models, based on experience to the specific needs and characteristics of the environment. It supports multiple software cost estimation models and their corresponding metrics tractable for project management control, feedback and learning activities. In addition, IASCE provides for the establishment of project specific cost models and corporate metrics for the models, enables tracing of these models and metrics throughout the software lifecycle via feedback and post mortem evaluations, and offers a mechanism for long range improvements of software cost estimation. The basic architecture of IASCE consists of Expert System Monitor (ESM), Expert Judgment, Expert Shell1, Expert Shell2, Model Evaluation, and Model and Metrics Interpreter (MMI). Expert System Monitor (ESM) controls the execution of IASCE system modules. The Expert Judgment tool is consulting with one or more experts who use their experience and understanding of the proposed project to adjust the estimating results which were given by the expert system. Expert Shell1 contains the inference strategies and control that simulates expert model processing, it manipulates the rules in order to produce final cost estimation. Expert Shell2 plays the role of an administrator for entry of both new rules and facts. Benala et al. [48] used the combined Fuzzy C-Means (FCM) **Data Clustering** algorithm and Functional Link Artificial Neural Networks (FLANN) to achieve accurate software effort prediction. FLANN is a computationally efficient non-linear network and is capable of complex nonlinear mapping between its input and output pattern space. The non-linearity is introduced into the FLANN by passing the input pattern through a functional expansion unit. The proposed method uses three real time datasets.

ANN techniques are very popular for prediction of software development effort due to its capability to map non-linear input with output. Hota et. al. [49] explored Error Back Propagation Network (EBPN) for software development effort prediction, by tuning two algorithm specific parameters, learning rate and momentum. EBPNN is a kind of NN popularly used as predictor due to its capability of mapping high dimensional data. Error back propagation algorithm is used with EBPNN which is one of the most important developments in neural networks. The experimental work was carried out with WEKA open source data mining software which provides an interactive way to develop and evaluate model. EBPNN was then tested with two benchmark datasets, China and Maxwell. The authors demonstrated the ability of ANN for prediction of software development effort. Further, Nassif et al. [50] carried out the research to compare four different neural network models: Multilayer Perceptron (MLP), General Regression Neural Network (GRNN), Radial Basis Function Neural Network (RBFNN), and Cascade Correlation Neural Network (CCNN) for a software development effort estimation. In
their study [50] the four different neural network models: MLP, GRNN, RBFNN, and CCNN, were compared based on: (1) predictive accuracy centered on the mean absolute error criterion, (2) whether such a model tends to overestimate or underestimate, and (3) how each model classifies the importance of its inputs. Industrial datasets from the International Software Benchmarking Standards Group (ISBSG) were used to train and validate the four models. The main ISBSG dataset was filtered and then divided into five datasets based on the productivity value of each project. In this study, the performance criterion used was the mean absolute residual (MAR). Each model had four inputs: (1) software size, (2) development platform, (3) language type, and (4) resource level. The software effort was the output of the model. Results showed that the MLP and GRNN models tend to overestimate based on 80% of the datasets, followed by the RBFNN and CCNN models which tend to overestimate based on 60% of the datasets. An MLP is a feed-forward-typed artificial neural network model that has one input layer, at least one hidden layer, and one output layer. Each neuron of the input layer represents an input vector. If a network is only composed of an input layer and an output layer (no hidden layer), then the name of the network becomes perceptron. The MLP model is shown in Figure 3.

![Multilayer Perceptron Model (MLP)](image)

**Figure 3: Multilayer Perceptron Model (MLP) [50]**

GRNN is another type of neural network that was proposed by Specht [51]. A GRNN network applies regression on continuous output variables. A GRNN is composed of four layers as depicted in Figure 4. The first layer represents the input layer in which each predictor (aka independent variable) has a neuron. The second layer is fed from the input neurons. An RBFNN network is a feed-forward network composed of three layers: an input layer, a hidden layer with a nonlinear RBF activation function, and a linear output layer. Figure 5 shows the diagram of the RBFNN network. A CCNN network, which is also known as a self-organizing network, is composed of an input, hidden, and output layers. When the training process starts, a CCNN network is only composed of an input and output layers. Each input is connected to each output.
In the second stage, neurons are added to the hidden layer one by one. Figure 6 shows a CCNN network with one neuron.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{ccnn.png}
\caption{CCNN with One Hidden Neuron [51]}
\end{figure}

Figure 4: General Regression Neural Network (GRNN) [51]

Figure 5: Radial Basis Function Neural Network (RBFNN) [50]
2.2 Software Design

Similar to Requirements, though less methods were found, AI has been applied to the Design phase as well ([52][53][54][55][56][57][58][59][60][61][62][63]). Software design is the activity of creating an engineering representation (i.e. a blueprint) of a proposed software implementation. In the design process, the software requirements document is translated into design models that define the data structures, system architecture, interfaces, and multiple components [64][65]. The software design phase usually takes only up to 6% of the software development budget, though it can drastically affect results in software development [66]. To make the design phase more efficient, AI applications have been explored. Architectural design defines the relationships amongst the major structural elements of software. Interface design describes how software elements, hardware elements, and end-users communicate with one another [65]. **Knowledge-Based Systems** (KBS) have various applications in database design. A paper from the Hungarian Academy of Science examined the function and architecture of a KBS for supporting the information system design process [67]. Multiple other AI techniques and applications are proposed in *design*. This includes a paper by Jao et al. [68], proposing a strategy based on autonomic computing technology for self-adaptations to dynamic software architectures and applying self-adaptations to autonomous agents. Figure 7 shows the architecture of autonomous agents presented in that paper.

Other papers by Taylor and Frederick [69] proposed the creation of a third-generation machine environment for computer-aided control engineering (CACE), using an **Expert System** (a synonym for KBS). The authors described the faults in the CACE software as the inspiration for applying AI to their proposed environment. That paper focused on the ‘high-level requirements’ for an improved CACE environment. Figure 8 shows the complete functional structure of CACE. Another paper by Dixon et al. [70] proposed an architecture focused more on evaluation and re-design, emphasizing the iterative nature of the engineering design process. The proposed architecture contains four initial functions: initial design, evaluation, acceptability, and re-design. Each of these functions are represented in the architecture by a separate knowledge source. A fifth function, control, acts as a central control module and decides which knowledge source is invoked next. A sixth function, the user interface also exists as a separate knowledge-base.

Another paper by Soria et al. [71] suggested that searching the design space can occur more efficiently through AI-based tools. The paper discuses two tools: The first tool assists exploring architectural models, while the second tool assists the refinement of design architectural models into object-oriented models (that leads to development). Additionally, a paper by Rodriguez et.al. [72] suggested solutions for a service-oriented architecture (SOA). SOA is a form of software design where services are provided to other components by application components (typically through a communication protocol). The paper offers a conceptualized analysis of AI research works that have intended to discover, compose, or develop services. The aim of the study is to
classify significant works on the use of AI in determining, creating and developing Web Services.

Figure 7: The Architecture of Autonomous Agents [68]

For AI Applications in user interfaces’ (UI) design, few papers were found. A paper by William B. Rouse [73] presents a conceptual structure for the design of man-computer interfaces for online interactive systems. The design of UIs was discussed through visual information processing, and mathematical modeling of human behavior. Likely paths of study in man-computer systems were also recommended [73].

Figure 8: Complete Functional Structure of CACE-III [69]
Another paper was recently published by Batarseh et al. [74]. The paper presented a model to developing UIs for emergency applications through the understanding of the context of the user (demographics, age, nationality, and role of the user dictate how the user visualizes the UI). After design, all the decisions taken are transformed into implementation, that phase is discussed in the next section.

2.3 Software Development and Implementation (Writing the Code)

The software development phase [75], also called the implementation phase, is the phase in the lifecycle where the system is transformed from design to production. In this phase, the desired software components are built either from scratch or by composition. This component building process is done using the architecture or design document from the software design phase, and the requirement document from the requirements analysis phase. This phase moreover also deals with issues of quality, performance, baselines, libraries, debugging, and the end deliverable is the product itself. Different frameworks and methodologies have been followed over the years to achieve the final working product in this software development phase. The evolutionary nature of SE with long processes and stages of development required, makes the realities of requirements change by the time coding is being finished. Automated programming environments are suggested as a solution to this. This automation can be incorporated in the process of code generation, code reuse and code refactoring. AI can be applied to automate or assist developers in other programming processes such as generating functions, and data structures. The Autonomous Software Code Generation (ASCG) is an agent-oriented approach for automated code generation [76]. Insaurralde [77] also proposed Autonomous Development Process. The author proposed an approach that goes beyond the software development automation which usually involves the software synthesis from design models, and pre-defined policies and fixed rules. The author presented a self-directed development process that can make decisions to develop software. In this approach, an Ontology-Enabled Agent becomes the human developer by performing software development activities autonomously. Knowledge captured by the ontological database enables high level reasoning to interpret, design, and synthesize the system logic. This methodology is implemented using a graphic computer tool. The framework for Autonomous Software Code Generation is shown in Figure 9. The approach initially implements only an artificial agent -Software Developer Agent (SDA)- who starts dealing with the development of system by reading the requirements specification given as a physical configuration of the software under development. The mentioned SDA can capture this information and queries its own internal knowledge by means of a reasoner in order to make decisions to design the software that realizes the system logic. The system logic is built of interconnected blocks that can exchange information by receiving data from and sending data to other blocks. Following this information, the SDA can generate the software code as specified.
decisions to design the software that realizes the system logic. This approach moved away from conventional engineering solutions by developing software in a semi-autonomous manner, and instead deployed a purely-automated method.

Another aspect of software implementation is software reusability. Reusability is often touted as one of the most crucial processes to advancing software development productivity and quality. In reusability, developers obtain standard components whose behavior and functionality are well described and understood, and then integrate these components into a new software system. Several knowledge-based software reuse design models have been proposed in early research by Biggerstaff et al. in [78] and [78]. The Knowledge-Based Software Reuse Environment (KBSRE) for program development supports the users to acquaint themselves with the domain application environment, to find partly matched components from the reusable component library, to comprehend the lifecycle knowledge of a component, and to decompose a component in necessary conditions. KBSRE is a system which allows the implementer to modify the knowledge base, decomposition rules, and sibling rules with minimum efforts. Wang et al. discussed three examples of such methods in their literature review [80]. The authors presented the work by Prieto et al. [81] who borrowed notions from library science and developed a multidimensional description framework of facets for classifying components. The other research works discussed were: The Programmer's Apprentice system by Waters [82], which provides the user with a knowledge-based editor (KBEmacs), and Intelligent Design Aid (IDeA), also by Biggerstaff et al. [83]. KBEmacs is based on the refinement-based software development paradigm. Other uses and techniques for using AI in coding include the Pattern Trace Identification, Detection, and Enhancement in Java (PTIDEJ). Also, Search-Based Software Engineering (SBSE) is used. Hewitt et al. [84] presented the idea of developing a Programming Apprentice, a system that is used to assist developers in writing their code as well as, establishing specifications, validating modules, answering questions about dependencies between modules, and analyzing implications of perturbations in modules and specifications. The authors proposed a method called meta-evaluation which attempts to implement the process that programmers perform to verify if their program meets specifications. Additionally, Hewitt et al. [84] described meta-evaluation as a process, which attempts to show that the contracts of an actor will always be satisfied. Here, a contract is a statement of what should happen in a program under a set of conditions.

Additionally, Software refactoring (one of the most expensive parts of software implementation) has seen many successful applications of Search Based methods (using metaheuristics [86][87][88][89][90] and others). In most of these studies, refactoring solutions were evaluated based on the use of quality metrics. On the other hand, Amal et al. [91] introduced the use of a neural network-based fitness functions for the problem of software refactoring. They presented a novel interactive search-based learning refactoring approach that does not require the definition of a fitness function. The software engineers could evaluate manually the suggested refactoring
solutions by a Genetic Algorithm (GA) for few iterations then an Artificial Neural Network (ANN) could use these training examples to evaluate the refactoring solutions for the remaining iterations. The algorithm proposed by Amal et al. is shown in Figure 10.

![Figure 9: Autonomous Software Code Generation framework [77]](image)

The method proposed in that paper the system as an input to refactor. Afterward, an exhaustive list of possible refactoring types and the number of designer’s interactions during the search process are generated. The output also provides the best refactoring sequences that would improve the quality of the system. The approach is composed of two main components: the interactive component, Interactive Genetic Algorithm (IGA) and the learning module, Learning Genetic Algorithm (LGA). The algorithm starts first by executing the IGA component where the designer evaluates the refactoring solutions manually generated by GA for many iterations. The designer evaluates the feasibility, and the efficiency or quality of the suggested refactoring one by one since each refactoring solution is a sequence of refactoring operations. Thus, the designer classifies all the suggested refactoring as good or not one by one based on his preferences. After executing the IGA component for many iterations, all the evaluated solutions by the developer are considered as a training set for LGA.
The LGA component executes an ANN to generate a predictive model to approximate the evaluation of the refactoring solutions in the next iteration of the GA. Thus, the approach does not require the definition of a fitness function. The authors used two different validation methods: manual validation and automatic validation. These methods evaluate the efficiency of the proposed refactoring to analyzing the extent at which the proposed approach could improve the design quality and propose efficient refactoring solutions. They compared their approach to two other existing search-based refactoring approaches by Kessentini et al. [92] and Harman et al. [86]. They also assessed the performance of their proposal with the IGA technique proposed by Ghannem et al. [93], where the developer evaluates all the solutions manually. The proposed methodology in [91] required much less effort and interactions with the designer to evaluate the solutions since the ANN replace the DM after a number of iterations or interactions.

Many other automated programming environments have been proposed in the research such as Language Feature, Meta Programming, Program Browsers, and Automated Data Structuring [76]. Language Feature is a technique based on the concept of late binding (i.e. making data structures very flexible). In late binding, data structures are not finalized into implementation structures. Thus, quick prototypes are created, and that results in efficient codes that can be modified, and managed easily. Another important language feature is the packaging of data and procedures together in an object, thus giving rise to object-oriented programming, which is found useful in environments where codes, data structures and concepts are constantly changing [76]. LISP, one of the oldest high-level programming language is in widespread use today, provides facilities such as Meta Programming and Automated Data Structuring [76]. Meta Programming is the concept developed through NLP, which is a subfield of AI. Meta Programming is
a practice in which computer programs can consider other programs as their data. Thus, a program can be created to read, generate, analyze or transform other programs, and even modify itself while running. Meta Programming uses automated parser generators and interpreters to generate executable LISP codes. Automated Data Structuring means going from a high-level specification of data structures to an implementation structure. When systematic changes are required to be made throughout a code, it is more ‘quality-controlled’ and manageable to do it through another program e.g., program update manager, than through a manual text editor for example or a traditional API.

2.4 Software Testing (Validation and Verification)

Software Testing is one of the major targets of AI-driven methods, many methods were found [94][95][96][97][98][99][100][101][102][103][104][105][106][107][108][108][108][110][111][111][112][113][114][115][116][117][118][119][120][121][122][123][124][125][126][127][128][129][130][131][132][133][134][135][136][137][138][139][140][141][142][143][144][145][146][147][148]. Software testing is a process of executing a program or application with the intent of finding the software defects or bugs. Software testing can also be defined as the process of Validating and Verifying (V&V) that a software program meets the business and technical requirements ‘building the system right (verification) and building the right system (validation)’ is a popular informal definition for Testing (V&V) [4]. The testing process establishes a confidence that a product would operate as expected in a specific situation, but not ensuring that it would work well in all conditions. Testing is more than just finding bugs. The purpose of testing can be also quality assurance and reliability estimation. V&V is used to evaluate software’s performance, security, usability, and robustness [149], [150]. In software testing, the relationships and interactions between software and its environment are simulated. In the next phase of selecting test scenarios, the correct test cases covering complete source code are developed and deployed, input sequences, and execution paths are also selected. This ensures that all modules of the software are adequately tested, however, this stays as one of the most interesting questions in testing – when to stop testing? After preparing and selecting test cases, they are executed and evaluated. Testers compare the outputs generated by executed test cases and the expected outputs based on defined specifications. Testers perform quantitative measurement to determine the process status by cognizing the number of faults or defects in the software [150]. Other forms of testing include field testing, graphical testing, simulation testing, and many other types.

Software testing consumes a substantial amount of total software development resources and time. It is estimated that around 40%-50% available resources and almost 50% of development time is invested in software testing [151]. AI methods which are fueled by two parts, the data and the algorithm, pose a great candidate for effective and intelligent optimization of software testing. There have been several finished works reported for applications of AI methods in
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software testing. One of the early proposals for using AI came through Nonnenmann and Eddy [152] in 1992. Nonnenmann et al. developed KITSS, Knowledge-Based Interactive Test Script, to ease the difficulty and cost of testing at AT&T’s Bell Laboratories. KITSS works on the Private Branch Exchange (PBX) telephone switches using automated test code generation. KITSS was an automated testing system that focused on functional testing. KITSS inspected the functionality of an application without considering its internal structures. In their study, the researchers restricted KITSS to the problem of generating code tests. The project methodology for designing features included writing test cases in English, then describing the details of the external design. This was a cumbersome process, and only about 5% of the test cases were written by automation languages. Automation also presented problems, including conversion issues (test case to test script). Overall, KITSS attempted to solve such problems. Firstly, KITSS had to convert English into formal logic. Secondly, it had to extend incomplete test cases. To solve these problems, the method used a NL processor supported by a hybrid domain model and a completeness and interaction analyzer. With these formulations, the KITSS prototype system could translate test cases into automated test scripts. Eventually, KITSS turned out to be a testing process which resulted in more automation and less maintenance. The KITSS architecture is shown in Figure 11.

![Figure 11: The KITSS Architecture (152)](image)

During the mid-1990s the research on using AI techniques to improve software testing structures became more prominent. AI planners began generating test cases, providing initial states, and setting the goal as testing for correct system behavior. In [151], Annealing Genetic Algorithm (AGA) and Restricted Genetic Algorithm (RGA), two modified versions of Genetic Algorithm (GA) have been applied to testing. Sangeetha et al. [153] presented applications of GA through white box testing: Control Flow Testing, GA based Data Flow testing, and Particle Swarm Optimization.
Optimization (PSO) based testing. Sangeetha et al. also presented GA’s application in black box testing: GA based Functional testing. Other researchers injected AI differently, Briand et al. [154] for example, proposed a methodology to refine black-box test specifications and test suites. Suri et al. [155] presented a literature survey of all possible applications of ACO in software testing. The application of ACO at different stages of software testing process is shown in Figure 12. The highest percentage was for Test Data Generation (TDG), 57% as seen in the figure. On the other hand, there are certain limits on usage of AI in software testing which include inability to replace manual testing, being not as good at picking up contextual faults, depending on the quality test, and restricting software development during testing. Despite all the positives and negatives the research on using AI techniques in software testing has been perceived to flourish.

Regression testing is a conventional part of software testing process. Regression tests are performed to retest functionalities of software that are deployed in new versions. This much-needed process can be costly, and could be reduced using AI’s ACO [156]. The ACO algorithm takes inspiration from ants finding the shortest distance from their hive to the food source. As proposed by Kire [156], this optimization technique when applied to regression test achieves the following five tasks: 1. generating path details, 2. eliminating redundant test cases, 3. generating pheromone tables, 4. selecting and prioritizing test cases, and 5. selecting the top paths with the least performance time. In this approach, selection of the test cases from the test suites reduces test efforts. Further, incorporating the test cases with prioritization using appropriate optimization algorithm leads to better and effective fault revealing. Thus, the approach results in less execution cost, less test design costs, and maximum coverage ability of codes.

Moreover, GAs and fuzzy logic have been used as potential tools in selection of test cases during testing. It is very important to determine and select the right test cases. Automation of this process can significantly increases testing precision and quality [151]. In one of the review paper, Wang Jun put forward the idea of test case prioritization using genetic algorithms [157]. Ioana et al. [158] generated testing paths using test data and a GA algorithm. GA uses
mechanisms inspired by biological evolution, such as reproduction, mutation, recombination, and selection. Simulated Annealing is a probabilistic technique for approximating the global optimum of a given function. Specifically, it is a metaheuristic to approximate global optimization in a large search space. Li et al. [159] proposed to use Unified Modeling Language (UML) Statechart diagrams and ACO to test data generation. The authors developed a tool that automatically converts a state chart diagram to a graph. The converted graph is a directed, dynamic graph in which the edges dynamically appear or disappear based on the evaluation of their guard conditions. The authors considered the problem of simultaneously dispatching a group of ants to cooperatively search a directed graph. The ants in the paradigm can sense the pheromone traces at the current vertex and its directly connected neighboring vertices, and leave pheromone traces over the vertices. The authors concluded that in this ant colony optimization algorithm, a group of ants can effectively explore the graph and generate optimal test data to satisfy test coverage requirements. Furthermore, Saraph et al. [160] discussed that analysis of inputs and outputs (I/O) to aid with testing. The authors proposed that using ANN for I/O analysis (by identifying important attributes and ranking them) can be effective. In their research [161], Xie tackled SE problems that can be solved with the synergy of AI and humans. The presented AI techniques include heuristic searching used in test generation. Traditional test generation relies on human intelligence to design test inputs with the aim of achieving high code coverage, or fault detection capability.

A Regression Tester Model, presented by Last et al. [162] and [163], introduced a full automated black box regression testing method using an Info Fuzzy Network (IFN). IFN is an approach developed for knowledge discovery and data mining. The interactions between the input and the target attributes are represented by an information theoretic connectionist network. Shahamiri et al. developed automated Oracle which can generate test cases, execute, and evaluate them based on previous version of the software under test [164]. The structure of their method is shown in Figure 13. As seen in Figure 13, Random Test Generator provides test case inputs by means of specification of system inputs. These specifications contain information about system inputs such as data type and values domain. The test bed executes these inputs on Legacy Versions (previous versions of the software under test) and receives system outputs. Next, these test cases are used to train and model IFN. Ye et al. [165] also used ANNs to approximate the I/O behavior. Xie et al. [166] [167] proposed a cooperative testing and analysis including human-tool cooperation. That consisted of human assisted computing and human-centric computing. In human-assisted computing [166], tools have the driver seat and users provide guidance to the tools so that the tools perform the work better. In contrast, in human-centric computing [167], users have the driver seat and tools provide guidance to the users so that the users can carry out the tasks. Ye et al. [168] also proposed ANNs as an automated oracle to automatically produce outputs that compare the actual outputs with the predicted ones. Intelligent Search Agent (ISA) for optimal test sequence
generation and Intelligent Test Case Optimization Agent (ITOA) for optimal test case generation have been explored [169].

Figure 13: IFN Based Black-Box Testing [164]

Structural testing, is another form of tests for the internal structures or workings of a software. The fault-based testing is testing software using test data designed to demonstrate the absence of a set of pre-specified and frequently occurring faults. It is found that the existing testing software testing methods produce a lot of information including, input and produced output, structural coverage, mutation score, faults revealed, and many more. However, such information is not linked to functional aspects of the software. A Machine Learning (ML) based approach introduced by Lenz et al. [170] is used to link information derived from structural and fault-based testing to functional aspects of the program. This linked information is then used to easily test activity by connecting test results to the applications of different testing techniques. Khoshgoftaar et al. [171] suggested using Principle Component Analysis to reduce number of software metrics and extracting the most important cases. Additionally, Pendharkar [172] proposed a Software Defect Prediction Model Learning Problem (SDPMLP) where a classification model selects appropriate relevant inputs, from a set of all available inputs, and learns the classification function. The problem attempted to be solved is by finding the combination of a function f and a vector z such that f(z) has the best prediction accuracy. The solution to SDPMLP comes from identifying all values of U, learning f(z) for all values of U using the ML algorithm. Selecting the value(s) of U* that provide the best prediction accuracy. In this method, z is a vector of input attributes, U is a binary vector and U* provides the optimal solution. Figure 14 illustrates a general framework for solving with SDPMLP.

AI planning has also been used in testing distributed systems as well as graphical user interfaces. GUI testing is a process which is used to test an application to check if the application is working well in terms of functional and non-functional requirements. The GUI testing process involves developing a set of tasks, executing these tasks, and comparing actual results with the expected results. The technique includes detecting application's reaction to mouse events, keyboard
events, and reaction of components such as buttons, dialogs, menu bars, images, toolbars and text fields towards user input. Rauf [151] proposed how Graphical User Interface (GUI) can derive benefits from the use of AI techniques. The technique includes automating test case generation so that tests are also re-generated each time GUI changes. Memon [100] proposed a method to perform GUI regression testing using Intelligent Planning (an AI paradigm). More generic processes can be deployed early in the process, and not through the GUI. Though software testing is adopted as a distinct phase in software development life cycle, it can be performed at all stages of the development process.

![Diagram](image)

**Figure 14: A General Framework for Solving the SDPMLP [172]**

Batarseh et al. [173] introduced a novel method called Analytics-Driven Testing (ADT) to predict software failures in subsequent agile development sprints. The agile software development lifecycle is based on the concept of incremental development and iterative deliveries. *Predictive testing* is a type of testing that compares previous validation results with corresponding results of the system, iteratively. ADT predicts errors with a certain statistical confidence level by continuously measuring Mean Time between Failures (MTBF) for software components. ADT then uses statistical forecasting regression model for estimating where and what types of software system failures are likely to occur, this is an example of a recent method that injected Big Data Analytics into testing. Afzal et al. [174][175] also took inspiration from predictive testing and evaluated different techniques for predicting the number of faults such as Particle swarm optimization-based artificial neural networks (PSO-ANN), Artificial immune recognition systems (AIRS), Gene expression programming (GEP), and Multiple regressions (MR).

AI research has found its way into every stage of software testing process. Different methods and techniques are used to make the testing process intelligent and optimized. Effective software testing contributes to the delivery of reliable and quality oriented software product, and more
satisfied users. Software testing thus can rely on better AI techniques. Shahamiri et al. [164] have presented a broad classification of AI and statistical methods which can be applied in different phases of automated testing. However, after evaluating all these methods, can AI answer the pressing and ongoing questions of software testing mentioned earlier? That is yet to be determined. The next section introduces AI paradigms applied to release and maintenance, the last phase in the software engineering lifecycle.

2.5 Software Release and Maintenance

Last, but not least, some AI paradigms were also applied to the phase of Release and Maintenance ([176][177][178][179][180][181][182][183][183][185]). Software Maintenance is defined by the Institute of Electrical and Electronics Engineers (IEEE) as the modification of a software product after delivery to correct faults, to improve performance or other attributes, or to adapt the product to a modified environment. This process generally begins with understanding what a user desires from the software product and what needs to be changed to fit what the customer wants. Feedback from users is essential for software engineers [186]. Reviews can be false positives or negatives and it is important for developers to differentiate between the true reviews and the biased ones. This issue was approached by Jindal and Liu [187] through the method of shingling. They grouped neighboring words and compared groups of words taken from different documents in order to search for duplicate or near duplicate reviews from different user IDs on the same product. Through their research Jindal and Liu were able to classify the types of spam review into three categories: untruthful opinions (i.e. false negative or positive reviews), brand specific reviews (reviews of a manufacturer or brand, not the product), and non-reviews (reviews that express no opinion). This could be classified as a form of Text Mining. Following Jindal and Liu’s research, Ott et al. [188] proposed approaches for fake review detection. They found that n-gram based text categorization provided the best standalone detection approach. The authors of that paper created a model which used Naïve Bayes and Support Vector Machines techniques with a five-fold cross validation system in order to obtain an 86% accuracy. Following Ott et al, Sharma and Lin [189] searched for spam reviews with five criteria in mind. Firstly, they checked the product rating and customer review for inconsistency. If one was clearly positive and the other clearly negative, then the overall review is obviously untruthful. Secondly, they searched for reviews that were more about asking questions. They searched for yes-no question, WH-questions (why, what, where), and declarative questions. The authors used the Brill tagger to tag such sentences. Then, the model searched for reviews with all capitals. Generally, this indicates the presence of spam.

Most recently, Catal et al. [186] have proposed a model using five classifiers and a majority voting combination rule that can identify deceptive negative customer reviews. Fake review detection is done through a combination of NLP and ML in conjunction with a multiple
classifiers system in order to be effective. Their research revealed that the strongest classifiers were libLinear, libSVM, SMO, RF, and J48. Catal and Guldan [186] trained their model using the dataset that Ott et al. [188] had used and had determined the accuracy rating for all of the classifiers. Catal and Guldan’s model involved running a review through all five classifiers and then using a majority voting system to determine if the review was genuine or not. Their multiple classifiers model yielded an accuracy of 88.1% which is a statistically significant increase from the aforementioned 86%. However, Catal and Guldan determined that the weakness of this model was the classification cost and the complexity of the model. It is time consuming and expensive to go through the training of five different classifiers.

In the eighties, 1984 to be specific, Charles Dyer [190] researched the use of expert system in software maintainability. His paper focused on addressing the issue of planning software maintainability by applying KBS or expert systems. The reason that software maintainability can be addressed using expert systems is because maintainability can be viewed as a series of questions and depending on the answers, different support structures will be chosen. Figure 16 shows an example of a series of questions asked and then resulting conclusions provided in the bottom half of the figure. The following Figure 17 shows an example of the execution of such a system.

![Spam Detection Review Model](image)

**Figure 15: Spam Detection Review Model [189]**

The advantage of using expert systems is that they offer a systematic method for capturing human judgement. In addition to this, rules can be added whenever necessary and desired by more experienced software engineers. Although it does not replace a human engineer, expert systems can most definitely serve as effective aid and support system for human judgement and decision making. However, the disadvantages of this system include that it may not be practical for sophisticated and complex systems. Such a system would require an ample amount of rules. In addition to this, there is a weakness in the fact that such an expert system exhibits no room for learning. Due to the fact that everything is very explicit, new rules will never be added.
automatically, and old rules will never be modified accordingly. All changes must be done manually by an engineer. That is a major drawback.

**Figure 16: Maintainability Planning (as depicted from the reference) [190]**

Following Dyer [190], Lapa et al. [191] have also investigated maintenance planning. However, their approach was to preventative maintenance planning using GA. Their research contained two goals: First to present a novel methodology for preventative maintenance policy evaluation based on a cost-reliability model. The second goal is to automatically optimize preventative maintenance policies based on the proposed methodology for system evaluation. The authors thought to use GAs because there are many parameters that need to be analyzed. GA are strong when searching for an optimum combination of options. The algorithm will analyze through the

**Figure 17: Execution of Planning System (as depicted from the reference) [190]**
following criteria (fitness function): probability of needing a repair, cost of such a repair, typical outage times, preventative maintenance costs, impact of the maintenance reliability as a whole, and the probability of imperfect maintenance. A function that is able to evaluate the genotype, an objective function, is developed. This function takes into account the models that were built previously in order to properly evaluate the constructed genotype.

After maintenance, engineers implement additions that the user requested, or make modifications to improve the software. Lethbridge and Singer [192] have shown that searching is a major task within software maintenance. Software engineers often have to search through the source code in order to find a certain function, or perhaps to just obtain a better understanding of the software they wish to maintain. Software engineers already use a multitude of search tools like Unit ‘grep’ or Source Navigators. Software like these assist engineers in being able to comprehend code as well as locate parts of the software to be fixed. However, sometimes there is disconnection between what the engineer is searching for, and what is actually returned. Liu and Lethbridge [193] investigated this issue. The authors realized that the problem was that the engineer will often not query what they are looking for, which would lead to the search software not returning what the engineer desires. The authors proposed an intelligent search technique tailored to source code to assist in this endeavor. They have constructed knowledge bases to represent concepts. The knowledge base represents the hierarchies of words. During the search, the knowledge base is used to find synonyms, super-concepts, and sub-concepts of an original query. The actual process of the search starts off with many search candidates generated using several algorithms. This is done by first separating the queries into separate words and by splitting by common delimiters (e.g. spaces and underscores). Queries are then split at places where non-alphabetic characters are found prior to an upper case. A list of related terms is also stored for later evaluation. The words are then compared against a dictionary of stop words that represent all the stop words, or words to ignore. All the stop words are removed and stored in another separate list. Search queries are then performed on all of these candidates and relevant candidates remain as results. Afterwards, results must be evaluated so that an order can be produced. Functions can be created that take into account the similarity between a result and the original query string. This value is then used to weight the result and produce a list of search results. That method is shown in Figure 18.

![Figure 18: Intelligent Search Procedure for Maintenance [193]](image)
Liu and Lethbridge have determined that their proposal for intelligent search methods has been useful to software engineers in preliminary experiments. The issue that they did find is that the response time of such a search method could be excessive at times. This is attributed to the search candidate generation. Because so many candidates are generated, it takes the system a long time to analyze and query through all of them. Mancoridis et al. [194] have developed a tool that assists in decomposing programs so that a software engineer might be able to more easily understand a particular program. This is done by treating clustering as an optimization program. By doing so, the authors were able to create a software that could automatically decompose a program. The tool achieves this by clustering source level modules and dependencies into subsystems and then maps these modules and dependencies to a module dependency graph. This is done by systematically navigating through a large search space of all the possible partitions. The optimization is done by trying to maximize the value of an objective function, which when performed, represents the optimal partition of the graph. However, this is not efficient, and what BUNCH (the name of the tool presented in their paper) [194] achieved, is using more efficient search algorithms in hopes of obtaining a slightly sub-optimal partition. However, issues include not knowing where to classify a subsystem because it exists in multiple parts of the design, or event that it doesn’t clearly reside in any particular part of design. Sometimes BUNCH is incorrect when compared to the intuition of an experience developer who is familiar with the code. But the overall evaluation of the tool is that it does a good job for not having any knowledge of the software design. This kind of system decomposition tool is good for software maintenance because engineers trying to alter the software now have a method in which they can take apart the software and look in particular portions of the software. They no longer have to waste time searching through parts of the code that don’t effect the problem explicitly. The implementation of AI has reduced wasted time and has made the entire maintenance process more efficient. However, drawbacks that most of the presented methods share is that they might not be practical, useable or even feasible in many cases. Future work in AI-driven methods in software maintenance will have to address such issue to optimize SE overall. This and other issues are discussed in the following sections (3 and 4).

3. Summary of the Review

This survey chapter reviewed AI methods applied within SE between the years 1975 and 2017. AI Methods are identified based on the definition of AI sub-fields from a book that is highly cited in the field (Artificial Intelligence: A Modern Approach) [195]. Testing and Requirements are the two phases with the highest number of contributions in the field. Scientists and researchers seem to agree that these two phases lend themselves to AI more than other. Neural Networks, Genetic Algorithms, Knowledge-Based Systems, Machine Learning and Natural Language Processing are amongst the AI paradigms applied the most. A complete list of all
methods (used, reviewed or mentioned in this chapter), their associated AI paradigms, and year of publication is shown in Table 1. The method names are provided in the table to the ‘best of our knowledge’. Some papers in this list didn’t have an explicit name for their method. For some others, it was a bit ambiguous to what AI paradigm was used. Please contact the authors for a comprehensive index of further references, details, and more discussions per method that were not included due to either the length of this paper, or relevance.

Table 1: A Complete List for all AI-driven Methods for SE (Ordered by Year 1975-2017)

| Name of AI-Driven Method (Paper) | AI Paradigm                          | SE Phase          | Year |
|----------------------------------|--------------------------------------|-------------------|------|
| Man-computer interfaces          | Bayesian Nets                        | Design            | 1975 |
| Constructing a programming       | Knowledge-Based Systems              | Development       | 1975 |
| apprentice (Planner Project)     |                                      |                   |      |
| PSL/PSA                          | Automation                           | Release and       | 1976 |
| Informality in program           | Natural Language Processing          | Requirements      | 1977 |
| specifications                    |                                      |                   |      |
| Programmer's Apprentice (PA)      | Knowledge-Based Systems              | Development       | 1982 |
| Architecture for applying AI to  | Knowledge-Based Systems              | Design            | 1984 |
| design                           |                                      |                   |      |
| Creating a third-generation      | Rule-Based System                    | Design            | 1984 |
| machine environment for          |                                      |                   |      |
| computer-aided control           |                                      |                   |      |
| engineering (CACE)               |                                      |                   |      |
| Intelligent maintenance          | Expert Systems                       | Release and       | 1984 |
| Classifying reusable modules     | Classification                       | Development       | 1987 |
| Code allocation for maintenance  | Knowledge-Based Systems              | Release and       | 1987 |
| KEE-connection                   | Knowledge-Based Systems              | Design            | 1988 |
| Project planning and control     | Knowledge-Based Systems              | Requirements      | 1990 |
| AI applications to information   | Knowledge-Based Systems              | Design            | 1991 |
| systems analysis                 |                                      |                   |      |
| LaSSIE                           | Knowledge-Based Systems              | Development       | 1991 |
| Automatic extraction of candidate| Automation                           | Requirements      | 1992 |
| requirements                     |                                      |                   |      |
| IASCE: a computer-aided software | Expert Systems                       | Requirements      | 1992 |
| design tool                      |                                      |                   |      |
| Predicting development faults    | Neural Networks                      | Testing           | 1992 |
| with ANN                         |                                      |                   |      |
| Risk assessment in software reuse | Knowledge-Based Systems              | Requirements      | 1993 |
| KITSS-a knowledge-based interactive test system | Knowledge-Based Systems | Testing | 1993 |
| A software reuse environment for program development | Knowledge-Based Systems | Development | 1994 |
| Software project management      | Case-Based Reasoning                 | Requirements      | 1994 |
| SIR/REX (Systems Information      | Natural Language Processing          | Requirements      | 1994 |
| Resource/Requirements Extractor) |                                      |                   |      |
| Early detection of program       | Neural Networks                      | Release and       | 1995 |
| modules in the                   |                                      |                   |      |
| Maintenance phase | Methodologies | Phase       | Year |
|-------------------|---------------|-------------|------|
| Exploring the behavior of software quality models | Neural Networks | Testing | 1995 |
| Dynamic TDG | Genetic Algorithms | Testing | 1997 |
| TCG | Planning and Heuristics | Testing | 1997 |
| A model for the design and implementation of software systems | Multi-agent AI Implementations | Design | 1998 |
| BUNCH | Clustering, Optimization Algorithms | Release and Maintenance | 1999 |
| Test-data generation | Genetic Algorithms | Testing | 1999 |
| Automatic re-engeneering of software | Genetic Programming | Release and Maintenance | 2000 |
| Automatic software test data generation | Genetic Algorithms | Testing | 2001 |
| Fault allocations in the code | Search Methods | Release and Maintenance | 2002 |
| Software project effort estimation | Genetic Programming | Requirements | 2002 |
| NL-OOPS: A requirements analysis tool | Natural Language Processing | Requirements | 2002 |
| Comparison of artificial neural network and regression models | Neural Network | Requirements | 2002 |
| Software risk analysis | Neural Networks | Requirements | 2002 |
| Devising optimal integration test orders | Genetic Algorithms | Testing | 2002 |
| Using automatic test case optimization for NET components | Genetic Algorithms | Testing | 2002 |
| Predicting software development faults | Neural Networks | Testing | 2002 |
| Software cost estimation | Neural Networks | Requirements | 2003 |
| Extracting test sequences from a Markov software usage model | Ant Colony Optimization | Testing | 2003 |
| Automated test reduction | Data Analytics (Machine Learning) | Testing | 2003 |
| Test case generation and reduction | Machine Learning | Testing | 2003 |
| Intelligent software testing | Neural Networks/Data Mining | Testing | 2003 |
| Automatic software testing | Automation | Testing | 2003 |
| Automated adaptations to dynamic software architectures | Autonomous Agents | Design | 2004 |
| Software test data generation | Ant Colony Optimization | Testing | 2004 |
| Automated GUI regression testing | Planning and Heuristics | Testing | 2004 |
| Black box testing | Fuzzy Networks | Testing | 2004 |
| Automated test data generation | Data Analytics (Machine Learning) | Testing | 2004 |
| Estimating the defect content after an inspection | Machine Learning | Testing | 2004 |
| Test case generation and reduction | Neural Networks | Testing | 2004 |
| An approach to test Oracle | Neural Networks | Testing | 2004 |
| Title                                                                                       | Method                               | Category         | Year  |
|-------------------------------------------------------------------------------------------|--------------------------------------|------------------|-------|
| An approach for QoS-aware service composition                                              | Genetic Algorithms                    | Design           | 2005  |
| Adaptive fuzzy logic-based framework                                                       | Fuzzy Logic                           | Requirements     | 2005  |
| Test sequence generation for state-based software testing                                 | Ant Colony Optimization               | Testing          | 2005  |
| An approach for integrated machine fault diagnosis                                         | Data Analytics (Machine Learning)     | Testing          | 2005  |
| Automatic Test Case Optimization                                                          | Genetic Algorithms                    | Testing          | 2005  |
| A dynamic optimization strategy for evolutionary testing                                   | Genetic Algorithms                    | Testing          | 2005  |
| Stress testing real-time systems                                                          | Genetic Algorithms                    | Testing          | 2005  |
| Mutation-based Testing                                                                     | Genetic Algorithm (GA), Bacteriological Algorithm (BA) | Testing          | 2005  |
| Software reliability estimations using dynamic weighted combinational models               | Neural-networks                       | Design           | 2006  |
| A search-based approach to improve the subsystem structure of a software system           | Evolutionary Algorithm                | Development      | 2006  |
| Evaluating project management internal efficiencies                                       | Fuzzy Logic                           | Release and Maintenance | 2006 |
| An early warning system for software quality improvements and project management          | Fuzzy Logic                           | Release and Maintenance | 2006 |
| A model for preventive maintenance planning                                               | Genetic Algorithms                    | Release and Maintenance | 2006 |
| Component selection and prioritization for the next release problem                        | Search Algorithms                     | Release and Maintenance | 2006 |
| Optimization of analogy weights                                                            | Genetic Algorithms                    | Requirements     | 2006  |
| Capability based project scheduling                                                        | Genetic Algorithms                    | Requirements     | 2006  |
| Software risk analysis                                                                     | Neural Networks                       | Requirements     | 2006  |
| Evolutionary unit testing of object-oriented software                                      | Genetic Programming                   | Testing          | 2006  |
| Automated test oracle for software testing                                                 | Neural Networks                       | Testing          | 2006  |
| Testing XML-based multimedia software applications                                         | Planning                              | Testing          | 2006  |
| Pareto optimality for improving search-based refactoring                                   | Search Algorithms                     | Development      | 2007  |
| Bi-Objective Release Planning for Evolving Systems (BORPES)                                | Decision Support                      | Release and Maintenance | 2007 |
| Statistical Software Testing                                                               | Machine Learning                      | Testing          | 2007  |
| Automated web service composition                                                          | Planning and Heuristics               | Design           | 2008  |
| Creating a Search-based tool for software maintenance                                      | Search-Based Refactoring              | Development      | 2008  |
| Segmented software cost estimation models                                                   | Fuzzy Clustering                      | Requirements     | 2008  |
| Fuzzy critical chain method in project scheduling                                          | Genetic Algorithms                    | Requirements     | 2008  |
| Time-cost trade off in project scheduling | Genetic Algorithms | Requirements | 2008 |
|-----------------------------------------|------------------|--------------|------|
| Applying search based techniques requirements optimization | Search Based Techniques | Requirements | 2008 |
| Testing the effectiveness of early life cycle defect prediction | Bayesian Nets | Testing | 2008 |
| Assessment of software defect prediction techniques | Machine Learning | Testing | 2008 |
| Refining black-box test specifications and test suites | Machine Learning | Testing | 2008 |
| IntelligenTester | Multi-Agents | Testing | 2008 |
| Classifying automated testing | Neural Networks , CBR, AI Planning | Testing | 2008 |
| Recommender system for software project planning | Case-Based Reasoning | Requirements | 2009 |
| The use of a fuzzy logic-based system in cost-volume-profit analysis under uncertainty | Fuzzy Logic | Requirements | 2009 |
| Software effort estimation | Fuzzy Grey Relational Analysis | Requirements | 2009 |
| Approach for critical path definition | Fuzzy Logic | Requirements | 2009 |
| Estimate the software development effort | Fuzzy Neural Network | Requirements | 2009 |
| R-TOOL-A Natural Language based tool | Natural Language Processing | Requirements | 2009 |
| Generation of Pairwise Test Sets | Artificial Bee Colony | Testing | 2009 |
| Software Testing | Genetic Algorithms | Testing | 2009 |
| Software Testing | Genetic Algorithms | Testing | 2009 |
| Automatically finding patches | Genetic Programming | Testing | 2009 |
| Fault diagnosis and its application to rotating machinery | Neuro-Fuzzy | Testing | 2009 |
| Web service composition in cloud computing | Planning and Heuristics | Design | 2010 |
| QoS-based dynamic web service composition | Ant Colony Optimization | Design | 2010 |
| Autonomic, self-organizing service-Oriented Architecture in service ecosystem | Automation | Design | 2010 |
| Analyzing what makes software design effective | Context-Based Reasoning | Design | 2010 |
| Software reliability modeling | Genetic Programming | Design | 2010 |
| Supporting quality-driven software design | Ontologies and Planning/Automation | Design | 2010 |
| HACO algorithm for next release problem (NRP) | Hybrid Ant Colony Optimization Algorithm (HACO) | Release and Maintenance | 2010 |
| Optimized fuzzy logic based framework | Fuzzy Logic | Requirements | 2010 |
| Predicting the development effort of short scale programs | Fuzzy Logic | Requirements | 2010 |
| Search-based methods for software development effort estimation | Genetic Programming | Requirements | 2010 |
| Statistical based testing | Automated Search | Testing | 2010 |
| Title                                                                 | Technique/Method                                                                 | Field                  | Year |
|-----------------------------------------------------------------------|----------------------------------------------------------------------------------|------------------------|------|
| Presenting a regression test selection technique                       | Cluster Analysis                                                                  | Testing                | 2010 |
| Repairing GUI Test Suites                                             | Genetic Algorithms                                                                | Testing                | 2010 |
| Proposals for a Software Defect Prediction Model Learning Problem (SDPMLP) | Probabilistic Neural Network (PNN)                                                | Testing                | 2010 |
| Autonomic computing approach in service oriented architecture          | Case-Based Reasoning                                                             | Design                 | 2011 |
| QoS-aware automatic service composition                                | Functional Clustering                                                            | Design                 | 2011 |
| An automated approach for the detection and correction of design defects | Genetic Algorithm (GA) and Genetic Programming (GP)                              | Development            | 2011 |
| Software release planning with dependent requirements                  | Ant Colony Optimization                                                           | Release and Maintenance| 2011 |
| Analogy-based software effort estimation                               | Fuzzy Logic                                                                      | Requirements           | 2011 |
| Test Case Selection and Prioritization                                | Ant Colony Optimization                                                           | Testing                | 2011 |
| GA based Test Case Prioritization Technique                            | Genetic Algorithms                                                                | Testing                | 2011 |
| Semi-Supervised K Means (SSKM)                                         | Machine Learning                                                                 | Testing                | 2011 |
| Intelligent oracle construction for reactive systems                   | Machine Learning                                                                 | Testing                | 2011 |
| Automated choreographing of Web services                               | Planning and Heuristics                                                           | Design                 | 2012 |
| A review and classification of literature on SBSE                       | Search Based Optimization (SBO)                                                   | Development            | 2012 |
| Software effort prediction                                             | Fuzzy Clustering, functional link Neural Networks                                 | Requirements           | 2012 |
| Automated analysis of textual use-cases                                | Natural Language Processing                                                       | Requirements           | 2012 |
| Generating test data for structural testing                            | Ant Colony Optimization                                                           | Testing                | 2012 |
| Research of path-oriented test data generation                         | Ant Colony Optimization                                                           | Testing                | 2012 |
| Automatic test data generation for software path testing               | Evolutionary Algorithms                                                           | Testing                | 2012 |
| Automatic generation of software test data                             | Hybrid Particle Swarm Optimization (PSO)                                           | Testing                | 2012 |
| Puzzle-based Automatic Testing environment (PAT)                       | Mutation/GE and Planning                                                          | Testing                | 2012 |
| Autonomous development process for code generation                     | Artificial Agents                                                                 | Development            | 2013 |
| Using a multi-objective optimization-based approach for software refactoring | Evolutionary Algorithm                                                        | Development            | 2013 |
| Model refactoring                                                      | Genetic Algorithms                                                                | Development            | 2013 |
| LMES: localized multi-estimator model                                  | Classification and Clustering                                                     | Requirements           | 2013 |
| Framework for software development effort estimation                   | Neural Network and Fuzzy Logic                                                    | Requirements           | 2013 |
| Automated software testing for application maintenance                 | Artificial Bee Colony                                                             | Testing                | 2013 |
| Automated TDG technique for Object oriented software                    | Genetic Algorithms                                                                | Testing                | 2013 |
| Linking software testing results                                       | Machine Learning                                                                 | Testing                | 2013 |
| NSGA-III                                                              | Evolutionary Algorithm                                                           | Development            | 2014 |
| Defining a fitness function for the problem of software refactoring | Genetic Algorithms | Development 2014 |
|---------------------------------------------------------------|-------------------|------------------|
| Multi-objective for requirements selection                   | Ant Colony Optimization | Requirements 2014 |
| INTELLIREQ                                                   | Knowledge-Based Systems | Requirements 2014 |
| ANFIS model                                                  | Neuro Fuzzy       | Requirements 2014 |
| An approach for the integration and test order problem       | Multi-objective optimization | Testing 2014 |
| Multi-objective teaching learning based optimization (MO-TLBO algorithm) | Evolutionary Algorithm | Requirements 2015 |
| Predicting software development effort                       | Neural Networks  | Requirements 2015 |
| Performance Evaluation of software development effort estimation | Neuro-Fuzzy     | Requirements 2015 |
| Analytics-driven testing (ADT)                               | Data Analytics (Machine Learning) | Testing 2015 |
| Improved estimation of software development effort           | Fuzzy Analogy    | Requirements 2016 |
| Models for software development effort estimation             | Neural Networks  | Requirements 2016 |
| Enhanced software effort estimation                          | Neural Networks  | Requirements 2016 |
| Optimized class point approach                               | Neuro-Fuzzy      | Requirements 2016 |
| Product review management software                            | Classification   | Release and Maintenance 2017 |
| Satin bowerbird optimizer: A new optimization algorithm      | Neuro-Fuzzy      | Requirements 2017 |
| Automated use case diagram generation                        | Natural Language Processing | Requirements 2017 |
| Context-driven UI development (CDT)                          | Context          | Development 2017 |

As the length of the table of Table 1 dictates, there are many AI-driven methods, however, to summarize that, the following stats are reported: Years 1975-2017, for the requirements phase, **46** major AI-driven methods were found, **19** for design, **15** for development, **68** for testing, **15** for release and maintenance. Many AI paradigms (if not most) have been applied to a certain phase of SE. Success is not limited to any of the paradigms, no correlation was found between the SE phase and the AI paradigm used. Other insights were found though, the next section provides such discussions, challenges the conventional wisdom in most of the papers in Table 1, and provides guidance to the path forward.

### 4. Insights, Dilemmas and the Path Forward

As it is established in this chapter, multiple papers have been published to make the case for the use of AI methods in SE, and to providing examples of where AI could be used, example applications included:
1. Disambiguating natural language requirements, through text mining, natural language processing and other possible ‘intelligent’ means.
2. Deploying ‘intelligence’ to the prioritization and management of requirements.
3. Using Data Analytics, ML and ANN to predict errors in software.
4. Mining through the system to eradicate any potential run-time issues.
5. Using CBR and Context to understand user requirements and ensure acceptance.
6. Using expert systems and KBS to represent the knowledge of the user, and the system logic.
7. Use Fuzzy Logic and AI Planning to predict cost and time of software.
8. Search through the code for issues using GA or ANN algorithms.

And many other ones covered in this review.

Papers used for this review have been collected following these criteria:
1- Top cited papers in the field. A search that took almost 1 week.
2- Papers by publisher, the following publishers have been tackled: IEEE, AAAI, Springer, ACM, and Elsevier.
3- Google scholar search for papers, by SE phase.
4- Our university library, all papers found there for AI methods in SE were included.

Additionally, papers that are included are ones that follow these two rules:
1- Clearly belong to one of the phases of SE (as confirmed by the authors of the paper).
2- Directly use an AI method, and is not loosely connected to AI or knowledge engineering.

For example, multiple papers were found that cover knowledge engineering and management, or search-based algorithms, but those were excluded. We looked for papers that explicitly claimed a direct relationship to AI methods.

It is deemed necessary to provide an updated state of the art of AI methods applied to SE; especially with the current hype around AI. That is one of the main motivations of this chapter (although we stopped at 2017, more recent years certainly have more papers as well, we will leave that as part of ongoing work) – however, after closely evaluating the state-of-the-art, four outcomes are evident:

1- There is a general (and informal) consensus among researchers that AI methods are good candidates to be applied to SE. No paper was found that concluded that AI should be out of SE!
2- Most AI methods were applied to one phase of SE, thus, the structure of section 2 of this chapter. In some cases, however, AI methods were applied across multiple phases. That was loosely deployed, and most of the time it was not clear how such a method is used in the real-world. For the formal methods reviewed in the five subsections of section 2, one can notice multiple successful methods that can improve the phase.
3- The ‘engineering’ process of SE lends itself to AI and to being intelligent.
4- AI has been successfully used to build software systems, and -as reviewed- across all phases. Contrary to that, when developing an intelligent agent, an AI system, or any form of system that has intelligence, very rarely are SE best practices applied. Most of the time an AI system is built, some quick prototyping/rapid development is applied. Therefore, eliminating the need for conventional SE phases. In reality, AI systems are built either incrementally, based on trial and error, based on choosing ‘what works best’, or other informal models. AI paradigms are used in SE, but SE paradigms are not commonly used in AI.

The four outcomes listed above lead to a number of dilemmas, the first one is (challenging conventional wisdom): if more AI is applied to SE, and if the process of developing software becomes completely intelligent, then wouldn’t that mean that software should start building itself? And isn’t that what Artificial General Intelligence (AGI) is? Most researchers and papers included in this review were chasing after reducing development cost, removing errors, and improving the process (among many other optimizations), however, none were found that aimed to inject ‘general’ intelligence into the entire SE process. Therefore, there is an implicit assumption that the SE lifecycle will still be monitored by a human – which defeats the purpose of the activity (if automation aims to control the evaluation, planning, testing and other phases of the lifecycle, the human role should solely be to monitor the process, all empirical decisions should be taken by AI algorithms). This dilemma becomes part of the traditional question about the ‘goodness’ of AI, AI replacing human jobs, AI democratization, and other facets (scientific and philosophical) of the AI argument that are outside the context of this survey.

The second dilemma (that challenges the status quo) is: if the SE process succeeded to be completely intelligent as most of the papers ‘hoped’ or aimed for, wouldn’t the fields of SE and AI morph into one field? That is a possibility because most -if not all- AI systems are depicted through software anyways. Robots without software can’t do anything, intelligent agents without software can’t do anything, and so on. Therefore, if the software that ‘generates’ the intelligence is designed using AI, if its developed through AI, and if it is tested with AI, then AI becomes the SE lifecycle itself, and the two fields merge into one (creating unified same challenges, prospects, and research communities). Does that mean the death of the conventional SE lifecycle? A dilemma worth investigating.

The third dilemma (this one is less of a dilemma and more of a quandary) is the following: most (if not all) papers found claimed that the SE process ‘lends’ itself to AI. It is deemed valid that science advance when it is studied in an interdisciplinary place (the intersection of two research fields). However, that is a claim based on the notion that SE is merely a science. Most engineers, researchers and practitioners agree that SE is both a science and an art. That ‘artistic’ perspective of applying AI to SE is clearly missing from literature, and it is very vague whether that is something that AI would be able to solve or not.
The fourth dilemma that begs to be addressed is: as mentioned in the outcomes, no paper was found that recommends not using AI in SE. Most experiments presented in the papers reviewed were looking for (or comparing between) the true positives (correctly identified results) and the false positives (incorrectly identified results) of applying AI to SE. That is a major shortcoming in the overall discussion – because given that true negatives (correctly rejected) or even false negatives (incorrectly rejected) were not explicitly explored, there is still a large blind spot in this research area. Therefore, it remains unclear, whether AI should be applied further to SE. Although there are many success stories, but how many failure stories exist? That is still to be determined. However, one thing that is not ambiguous is that at this point, SE needs AI much more than AI needs SE. Errors and bad practices can hinder the progress of AI, but can’t halt the process if intelligence is accomplished. Rarely has it been the case were intelligence is not accomplished due to a software error (except in some few cases; for example: driverless cars in autopilot modes could fail as such).

The goal of AI is achieving intelligence; but the goal of SE is very different, it is building a valid, verified system, on schedule, within cost and without any maintenance, or user acceptance issues. Therefore, based on the two very different premises and promises of each field (SE and AI), and all the dilemmas that this overlapping can cause, it is not a straight forward to claim the success or the need of applying AI methods onto SE. Before such a claim is made, the questions posed in this review need to be sufficiently and scientifically answered.
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