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Abstract

We consider positive solutions of a fractional Lane-Emden type problem in a bounded domain with Dirichlet conditions. We show that uniqueness and nondegeneracy hold for the asymptotically linear problem in general domains. Furthermore, we also prove that all the known uniqueness and nondegeneracy results in the local case extend to the nonlocal regime when the fractional parameter $s$ is sufficiently close to 1.

1 Introduction and main results

We study the uniqueness and the nondegeneracy of positive solutions of the Dirichlet Lane-Emden-type fractional problem

$$(-\Delta)^s u + \lambda u = u^p \quad \text{in } \Omega, \quad u = 0 \quad \text{in } \mathbb{R}^N \setminus \Omega, \quad u > 0 \quad \text{in } \Omega,$$  

(1.1)

where $\Omega$ is a bounded domain of class $C^2$ in $\mathbb{R}^N$ ($N \geq 2$), $p > 1$, $\lambda \in \mathbb{R}$, $s \in (0, 1)$, and $(-\Delta)^s$ denotes the fractional Laplacian given by

$$(-\Delta)^s u(x) := c_{N,s} \, \text{p.v.} \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x - y|^{N+2s}} \, dy, \quad c_{N,s} := 4^s \pi^{-\frac{N}{2}} \Gamma\left(\frac{N}{2} + s\right) \Gamma(2 - s)^{-\frac{1}{2}} s(1 - s).$$  

(1.2)

A solution $u$ of (1.1) is called nondegenerate if the linearized problem

$$(-\Delta)^s v + \lambda v = pu^{p-1} v \quad \text{in } \Omega, \quad v = 0 \quad \text{on } \mathbb{R}^N \setminus \Omega,$$  

(1.3)

admits only the trivial solution.

It is immediate to see (by testing the equation with the first Dirichlet eigenfunction of $(-\Delta)^s$ in $\Omega$) that in order to have solutions of (1.1) the parameter $\lambda$ must satisfy $\lambda > -\lambda_1^s(\Omega)$ (here $\lambda_1^s(\Omega)$ is the first Dirichlet eigenvalue of $(-\Delta)^s$ in $\Omega$). Actually, similarly to the local case $s = 1$, standard variational methods can be used to yield the existence of solutions of (1.1) in any bounded smooth domain $\Omega$ whenever $\lambda > -\lambda_1^s(\Omega)$ and $1 < p < \frac{N+2s}{N-2s}$, see, for example, [58]. For critical ($p = \frac{N+2s}{N-2s}$) and supercritical ($p > \frac{N+2s}{N-2s}$) regimes, existence is more involved. Indeed, the fractional Pohozaev identity implies the nonexistence of solutions of (1.1) if $p \geq \frac{N+2s}{N-2s}$, $\lambda = 0$, and if $\Omega$ is starshaped, see [27, 55]; on the other hand, there are many existence results available in the literature when either $\lambda \neq 0$ or the domain is not starshaped, see, for instance, [20, 39, 40, 49, 57, 59].
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Concerning uniqueness of solutions, this is a difficult problem—even in the local case—and it depends in a subtle way on the geometry and topology of the domain Ω, on the value of the parameter λ, and on the exponent p. As we discuss below, this analysis is even harder for nonlocal problems and it has been addressed so far only for ground state solutions of fractional Schrödinger equations in $\mathbb{R}^N$ in [14, 26, 31, 32, 47]. As far as we know, in the nonlocal case $s \in (0, 1)$, the results that we present in this paper are the first to consider uniqueness of solutions in bounded domains.

We remark that the uniqueness of solutions to (1.1) does not hold in general, for instance, multiplicity results can be obtained in suitable domains using a Lyapunov-Schmidt reduction argument, see [20, Theorem 1.2] (see also Remark 2.11 below) for results when $p$ is close to the critical exponent $\frac{N+2s}{N-2s}$ (from below and from above) and $s \in (0, 1)$, see also [49] for multiplicity results in the critical case (with $\lambda = 0$) in domains with shrinking holes.

Our first theorem shows that all the uniqueness results known for the Laplacian can be extended to the fractional case for $s$ sufficiently close to 1. Let $\lambda_1(\Omega) > 0$ denote the first Dirichlet eigenvalue for $-\Delta$ in $\Omega$, and let $2^* = \frac{2N}{N-2}$ if $N > 2$ and $2^* = \infty$ if $N = 2$.

**Theorem 1.1.** Let $N \geq 2$, $p \in (1, 2^* - 1)$, $\lambda > -\lambda_1(\Omega)$, and $\Omega$ be such that the problem

$$-\Delta u + \lambda u = u^p \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega,$$

(1.4)

has a unique positive solution $u$ which is nondegenerate. Then, there is $\sigma = \sigma(\Omega, \lambda, p) \in (0, 1)$ such that, for $s \in (\sigma, 1]$, the problem (1.1) has a unique solution and it is nondegenerate.

To clarify the reach of Theorem 1.1, we review briefly the literature on known results for uniqueness and nonuniqueness of positive solutions to (1.4).

It is known that uniqueness does not hold in general, indeed both the geometry and the topology of the domain play a role to obtain multiplicity results. The typical case when there is more than one positive solution for problem (1.4) is when $\Omega$ is the annulus or, more in general, a suitable annular shaped domain (see, for example, [6, 12, 36, 46], see also [24] for not simply connected planar domains), but uniqueness may fail also in some contractible domains (see [16, 17, 24] for dumb-bell domains, even starshaped).

Conversely, if $\Omega$ is a ball, then the solutions of (1.4) are radially symmetric as a consequence of the classical symmetry result by Gidas, Ni, and Nirenberg [33]; hence, one can get uniqueness in the local case using ODEs techniques. In particular, in the case $\lambda = 0$ one immediately obtains uniqueness by scaling arguments which exploit the homogeneity of the power nonlinearity (see [33]), while, for $\lambda \neq 0$, the proof turns out to be less direct and the complete result, for the full range of values of $p$ and $\lambda$ for which existence holds, is contained in several papers (see [45, 52, 61, 62]), where uniqueness is obtained by first showing that radial solutions are nondegenerate, thus highlighting a strong relationship between uniqueness and nondegeneracy. We also mention [3] and [4], where the uniqueness result in the ball for the local problem (1.4) is reobtained via the Pohozaev identity and a purely PDE approach, respectively.

In view of these results for the local problem (1.4), we deduce the following corollary of Theorem 1.1.

**Corollary 1.2.** Let $\Omega$ be a ball of $\mathbb{R}^N$, $N \geq 2$, $p \in (1, 2^* - 1)$, $\lambda > -\lambda_1(\Omega)$. Then, there is $\sigma = \sigma(N, \lambda, p) \in (0, 1)$ such that, for $s \in (\sigma, 1]$, the problem (1.1) has a unique solution and it is nondegenerate.

Although a general characterization of the domains $\Omega$ for which uniqueness and nondegeneracy for problem (1.4) hold is still missing, results are known also for some domains different from the ball, from which other applications of Theorem 1.1 can be deduced. In [16, 44] it is conjectured that the convexity of the domain $\Omega$ is a sufficient condition to guarantee uniqueness for problem (1.4). This conjecture has been partially proved in dimension $N = 2$ and for $\lambda = 0$, again showing first that the solutions are nondegenerate. We refer to [48], where it has been
proved for least energy solutions, and to [21], where recently the proof has been extended to any positive solution for $p$ sufficiently large, via a delicate computation of the Morse index which exploits the asymptotic behavior of the solutions. As a consequence of the result in [48], we state the following asymptotic result for least energy solutions.

**Corollary 1.3.** Let $\Omega \subset \mathbb{R}^2$ be a smooth convex planar domain, $p > 1$, $\lambda = 0$. Then, there is $\sigma = \sigma(\Omega, p) \in (0, 1)$ such that, for $s \in (\sigma, 1]$, the problem (1.1) has a unique least energy solution and it is nondegenerate.

For general positive solutions, from the results in [21], we derive the following.

**Corollary 1.4.** Let $\Omega \subset \mathbb{R}^2$ be a smooth convex planar domain, $\lambda = 0$. Then, there exists $p_0 = p_0(\Omega) > 1$ such that for any $p > p_0$ there is $\sigma = \sigma(\Omega, p) \in (0, 1)$ such that, for $s \in (\sigma, 1]$, the problem (1.1) has a unique solution and it is nondegenerate.

Let us stress that convexity of the domain is not necessary in order to have uniqueness. Indeed, for problem (1.4) some uniqueness and nondegeneracy results are available in the case $\lambda = 0$ also in non-convex domains. We refer to [15, 19, 38] where domains which are symmetric and convex with respect to $N$ orthogonal directions are considered. In particular, a pure PDE approach based on the maximum principle in dimension $N = 2$ is introduced in [15], while in [38] the same result is shown to hold in dimension $N \geq 3$ and for almost critical powers, using an asymptotic analysis of the blow-up behavior of the solutions. From this discussion we can deduce the following consequence of Theorem 1.1.

**Corollary 1.5.** Let $\lambda = 0$ and let $\Omega \subset \mathbb{R}^N$ be a smooth bounded domain symmetric with respect to the hyperplanes $\{x_i = 0\}$ and convex in the direction $x_i$ for all $1 \leq i \leq N$. If either

$$N = 2 \text{ and } p > 1 \quad \text{ or } \quad N \geq 3 \text{ and } p + 1 \in (2^* - \varepsilon, 2^*)$$

for $\varepsilon > 0$ small enough; then, there is $\sigma = \sigma(\Omega, p) \in (0, 1)$ such that, for $s \in (\sigma, 1]$, the problem (1.1) has a unique solution and it is nondegenerate.

Uniqueness for (1.4) is also known for domains which are a suitable (even non-convex) perturbation of a ball if $\lambda = 0$ [63], and for suitable large symmetric domains when $\lambda = 1$ [18]. Nevertheless, to derive the uniqueness for the nonlocal problem via Theorem 1.1, the nondegeneracy property for the solutions of (1.4) is essential, and this is not shown in [18, 63].

If $\Omega$ is the unit planar square and $\lambda \neq 0$, then uniqueness results for (1.4) are known for specific values of $p$. The case $p = 2$ can be found in [50] and $p = 3$ in [51]. In both papers, the proof relies on a computer-assisted argument. These results cannot be extended directly via Theorem 1.1 to nonlocal problems, since $\Omega$ has some smoothness restrictions, which are used to guarantee boundary regularity of solutions (see Lemmas 2.2 and 2.6). We remark that the proofs in [50, 51] can possibly be adapted to a smooth perturbation of the square. In any case, we believe that the regularity assumptions in $\Omega$ can be weakened, but in order to make the ideas in our arguments more transparent, we do not pursue this here.

A particularly interesting case regarding uniqueness of solutions is the asymptotically linear problem, i.e. when $p$ is close to 1, since the domain does not play any role. As a matter of fact, in the local case $s = 1$, uniqueness and nondegeneracy hold in any bounded domain, see [15, 19, 48], where the proofs exploit the asymptotics of the positive solutions as $p \to 1$. Our next result shows that this is also the case in the nonlocal setting, for any $s \in (0, 1)$.

**Theorem 1.6.** Let $s \in (0, 1)$, $N \geq 2$, $\Omega \subset \mathbb{R}^N$ be a bounded domain of class $C^2$, and $\lambda \geq -\lambda_1(\Omega)$. There is $p_0 = p_0(\Omega, s, \lambda) > 1$ such that problem (1.1) has a unique solution for every $p \in (1, p_0)$. Moreover, the solution is non-degenerate.

As we mentioned before, showing uniqueness results in the nonlocal case is particularly difficult and challenging, even in seemingly simple cases. For instance, let $\lambda = 0$ and let $\Omega$
be a ball. Then, a moving plane argument shows that all the solutions of (1.1) are radially symmetric (see, e.g., [42]); however, a general uniqueness result for this problem with $s \in (0, 1)$ is still open and Corollary 1.2 and Theorem 1.6 are the first results in this direction. The main obstacle when trying to extend the methods used in the local case to the fractional regime is the lack of essential tools such as shooting methods and other ODE techniques. Moreover, Courant’s nodal theorems, Hopf Lemmas for sign-changing solutions, and monotonicity formulas in bounded domains are also not available, which complicates the analysis of the linearized associated problem to understand the nondegeneracy properties of solutions. Our results provide a first answer to these questions, showing the uniqueness and nondegeneracy of solutions for either $s$ close to 1 or $p$ close to 1.

The proofs of Theorems 1.1 and 1.6 rely on a delicate asymptotic analysis that involves several elements such as interior and boundary regularity estimates, precise a priori bounds which are uniform in $p$ and $s$ (see Remark 4.2), Hopf Lemmas for positive solutions, Liouville type theorems for linear and nonlinear nonlocal equations in unbounded domains, and the known results for the local problem ($s = 1$) and for the linear equation ($p = 1$). A similar approach is used in [26], where an asymptotic analysis as $s \to 1$ together with the Caffarelli-Silvestre extension is used to characterize the uniqueness and nondegeneracy of ground state solutions of a fractional Schrödinger equation in $\mathbb{R}^N$. We emphasize that our proofs do not require extension operators. In particular, we believe that our proofs can be adapted to consider more general nonlocal operators as well. Furthermore, we think that Theorems 1.1 and 1.6 could be a first step towards a more complete answer on the uniqueness properties of solutions for all $s \in (0, 1)$ and general values of $p$, by using the implicit function theorem (as in [15, Theorem 4.4], since the $p$ dependence on $\sigma$ in Theorem 1.1 can be relaxed, see Remark 4.6) and by showing the nondegeneracy of solutions in this range.

Finally, a natural question is if a similar uniqueness result holds for more general nonlinearities. We emphasize that our proofs use different blow up arguments that take advantage on the particular homogeneity of the power nonlinearity. However, it should be noted that uniqueness may not hold for general superlinear nonlinearities; for instance, multiplicity of positive solutions is known in the case of concave-convex nonlinearities (in any bounded domain), see, for instance, [5]. On the other hand, general uniqueness results for fractional sublinear type problems are available, see e.g. [9, Theorem 6.1 & Corollary 6.3], and for large solutions (blowing-up at the boundary), see for example [2, 8].

The organization of the paper is as follows. In Section 2 we detail our functional setting, include some interior and boundary regularity results, and show some Liouville-type results. In Section 3 we present the proof of Theorem 1.6 and the proof of Theorem 1.1 can be found in Section 4.

2 Preliminaries

2.1 Functional setting and notation

In this section we introduce some notations and preliminary results needed throughout this paper.

Let $N \geq 2$ and $\Omega \subset \mathbb{R}^N$ be a bounded domain of class $C^2$. For $p \in [1, \infty]$, we use $\| \cdot \|_{L^p(\Omega)}$ to denote the norm in $L^p(\Omega)$, namely,

$$
\|u\|_{L^p(\Omega)} := \left( \int_\Omega |u|^p \, dx \right)^{\frac{1}{p}} \quad \text{for } p \in [1, \infty), \quad \|u\|_{L^\infty(\Omega)} := \sup_\Omega |u|.
$$

We sometimes omit $\Omega$ if $\Omega = \mathbb{R}^N$, namely, $\|u\|_{L^p} := \|u\|_{L^p(\mathbb{R}^N)}$. 
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Let $s \in (0,1)$, we define $H^s(\mathbb{R}^N)$ the classical fractional Sobolev space,

$$H^s(\mathbb{R}^N) = \left\{ u \in L^2(\mathbb{R}^N) : \frac{|u(x) - u(y)|}{|x - y|^{\frac{N}{2} + s}} \in L^2(\mathbb{R}^N \times \mathbb{R}^N) \right\}, \quad (2.1)$$

dowered with the norm

$$\|u\|_s^2 := \int_{\mathbb{R}^N} |u|^2 \, dx + \frac{c_{N,s}}{2} \iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{|u(x) - u(y)|^2}{|x - y|^{N+2s}} \, dx \, dy.$$  

For a given bounded domain $\Omega \subset \mathbb{R}^N$, let

$$\mathcal{H}^s_0(\Omega) = \left\{ u \in H^s(\mathbb{R}^N) : u = 0 \text{ in } \mathbb{R}^N \setminus \Omega \right\},$$

Notice that $\mathcal{H}^s_0(\Omega)$ is a Hilbert space with the norm $\| \cdot \|_s$. Moreover, for all $u, v \in \mathcal{H}^s_0(\Omega)$,

$$\int_{\Omega} (-\Delta)^s u v \, dx = \frac{c_{N,s}}{2} \iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{N+2s}} \, dx \, dy. \quad (2.2)$$

We also use $H^1_0(\Omega)$ to denote the usual Sobolev space of weakly differentiable functions with zero trace.

For $m \in \mathbb{N}_0$, $\sigma \in (0,1]$, $s = m + \sigma$, we write $C^{m,\sigma}(\Omega)$ (resp. $C^{m,\sigma}(\overline{\Omega})$) to denote the space of $m$-times continuously differentiable functions in $\Omega$ (resp. $\overline{\Omega}$) whose derivatives of order $m$ are locally $\sigma$-Hölder continuous in $\Omega$ (or Lipschitz continuous if $\sigma = 1$). We use $\| \cdot \|_{C^{m,\sigma}(\Omega)}$ for the Hölder seminorm in a domain $\Omega$, namely,

$$|u|_{C^{m,\sigma}(\Omega)} := \sup_{x,y \in \Omega, x \neq y} \frac{|u(x) - u(y)|}{|x - y|^{\sigma}}$$

and $\|u\|_{C^{m,\sigma}(\Omega)} := \sum_{|\alpha| \leq m} \|\partial^\alpha u\|_{L^\infty(\Omega)} + \sup_{|\alpha| = m} \|\partial^\alpha u\|_{C^{m,\sigma}(\Omega)}$ is the usual Hölder norm in $C^{m,\sigma}(\Omega)$.

### 2.2 Regularity results

We say that $u \in \mathcal{H}^s_0(\Omega)$ is a weak solution of $(-\Delta)^s u = f$ in $\Omega$ and $u = 0$ in $\mathbb{R}^N \setminus \Omega$ if

$$\frac{c_{N,s}}{2} \iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{(u(x) - u(y))(\varphi(x) - \varphi(y))}{|x - y|^{N+2s}} \, dx \, dy = \int_{\Omega} f \varphi \quad \text{for all } \varphi \in \mathcal{H}^s_0(\Omega). \quad (2.3)$$

**Remark 2.1.** A standard Moser iteration and bootstrap argument (see, for instance, [56, Proposition 8.1]) readily implies that a weak solution $u$ of $(1.1)$ and a weak solution $v$ of $(1.3)$ are smooth in the sense that $u, v \in C^\infty(\Omega) \cap L^\infty(\Omega) \cap C^s(\mathbb{R}^N)$.

In our proofs via asymptotic methods as $p$ or as $s$ goes to 1, it is crucial to have uniform estimates (sometimes in $p$ and sometimes in $s$) on solutions. However, many classical regularity estimates do not emphasize explicitly the dependencies of the constants, which is not always straightforward (see Remark 4.2). In this section, for completeness, we revisit some classical regularity estimates to remark the dependencies of the constants involved in some known inequalities.

**Lemma 2.2.** Let $\Omega \subset \mathbb{R}^N$ be a bounded domain of class $C^2$ and let $u$ be a solution of $(-\Delta)^s u = g$ in $\Omega$ with $g \in L^\infty(\Omega)$ and $u = 0$ in $\mathbb{R}^N \setminus \Omega$. There is $C = C(\Omega) > 0$ such that

$$\|u\|_{C^{m,\sigma}(\Omega)} \leq C \|g\|_{L^\infty(\Omega)}. \quad (2.4)$$

Furthermore, $\frac{\partial^\alpha u}{\partial^{\alpha}} \in C^{\alpha}(\overline{\Omega})$ for some $\alpha \in (0,1)$ and

$$\left\| \frac{\partial^\alpha u}{\partial^{\alpha}} \right\|_{C^{\alpha}(\overline{\Omega})} \leq C_1 \|g\|_{L^\infty(\Omega)},$$

for some constant $C_1 = C_1(\Omega, s) > 0$. 


Proof. The interior and boundary regularity with follows from [54, Proposition 1.1, Theorem 1.2 & Proposition 1.4]. The fact that the constant $C = C(\Omega) > 0$ is independent of $s$, follows from [41, Lemma 3.4]. □

Lemma 2.3. Let $u \in C^{2s}(B_{3R}) \cap C(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)$ with compact support in $\mathbb{R}^N$, then for any $\alpha \in (0,2s)$ there exists a constant $C := C(s,d,\alpha,R) > 0$ such that

$$
\|u\|_{C^\alpha(B_R)} \leq C \left( \|u\|_{L^\infty(\mathbb{R}^N)} + \|(-\Delta)^s u\|_{L^\infty(B_{2R})} \right).
$$

Proof. Let $u \in C^{2s}(B_{3R}) \cap C(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)$ with compact support in $\mathbb{R}^N$, then there exists a constant $C := C(s,d,\alpha,R) > 0$ such that

$$
\|u\|_{C^{\alpha+2s}(B_R)} \leq C \left( \|u\|_{L^\infty(\mathbb{R}^N)} + \|(-\Delta)^s u\|_{C^\alpha(B_{2R})} \right).
$$

Proof. Similar to the proof of Lemma 2.3, but using [54, Proposition 2.2]. □

Lemma 2.5. Let $r > 0$, $s \in (0,1)$, and $u \in L^\infty(\mathbb{R}^N)$. There is $C = C(N)$ such that

$$
[u]_{C^s(B_{r/2})} \leq Cr^s \left( \|(-\Delta)^s u\|_{L^\infty(B_r)} + \tau_{N,s} \int_{R^N \setminus B_r} \frac{|u(z)|}{|z|^N(|z|^2-r^2)^s} \, dz \right),
$$

where $\tau_{N,s} = \frac{2}{\Gamma(s)(1-s)|\mathbb{S}^{N-1}|}$. □

The following Lemma is an easy consequence of the barrier constructed in [54, Lemma 2.6]. However, we use this result in a blow up argument as $s \to 1^-$ and as the domain grows; therefore, we require that the constants involved in the construction of the barrier do not degenerate in the limit. We include a proof for completeness.

Lemma 2.6. Let $\Omega \subset \mathbb{R}^N$ be a (possibly unbounded) domain satisfying a uniform sphere condition, namely, there is $r_0 > 0$ such that, for every $x_0 \in \partial \Omega$, there is $y_0 \in \mathbb{R}^N \setminus \Omega$ with $B_{r_0}(y_0) \cap \Omega = \{x_0\}$. Let $\sigma \in (0,1)$, $s \in (\sigma,1)$, $u \in L^\infty(\mathbb{R}^N)$ be a pointwise solution of $(-\Delta)^s u = f$ in $\Omega$ with $f \in L^\infty(\Omega)$, and $u = 0$ in $\mathbb{R}^N \setminus \Omega$. Let $M > 0$ satisfy $\|u\|_{L^\infty} + \|f\|_{L^\infty(\Omega)} < M$. Then, there are $C = C(N,M,r_0,\sigma) > 0$ and $\delta = \delta(N,M,r_0,\sigma) > 0$ such that

$$
|u(x)| < C \text{ dist}(x,\partial \Omega)^s \quad \text{for all } x \in \Omega \text{ with } \text{dist}(x,\partial \Omega) < \delta.
$$

In particular, $u \in C^s(\bar{\Omega})$, $u = 0$ on $\partial \Omega$, and there is $\delta_0 = \delta_0(N,M,r_0,\sigma) > 0$ such that $|u(x)| < \frac{1}{2}$ if $\text{dist}(x,\partial \Omega) < \delta_0$.

Proof. By contradiction, assume that there is $(x_n) \subset \Omega$ and $(s_n) \subset (\sigma,1)$ such that

$$
\text{dist}(x_n,\partial \Omega) \to 0 \text{ as } n \to \infty \text{ and } |u(x_n)| \geq n \text{ dist}(x_n,\partial \Omega)^{s_n} \text{ for all } n \in \mathbb{N}. \tag{2.5}
$$

Let $0 \in \partial \Omega$ be such that $\text{dist}(x_n,\partial \Omega) = |x_n - \xi_n|$. By the uniform sphere condition,

$$
B_{r_0}(y_n) \subset \mathbb{R}^N \setminus \Omega, \quad B_{r_0}(y_n) \cap \Omega = \{\xi_n\}, \quad y_n = \frac{x_n - \xi_n}{|x_n - \xi_n|} r_0.
$$
By scaling the problem, we can assume that \( r_0 = 1 \). Now we use the torsion function to build a barrier, as in [54, Lemma 2.6]. Let

\[
\psi_n(x) := a_N.s_n(1 - |x - y_n|^2)^{s_n}, \quad a_N.s_n := \frac{2^{-2s_n} \Gamma(N)}{\Gamma(\frac{N}{2} + s_n) \Gamma(1 + s_n)}.
\]

Then \((-\Delta)^s \psi_n = 1\) in \( B_1(y_n) \). Let \( \zeta \) be a fixed radial smooth function such that \( \zeta = M \) in \( \mathbb{R}^N \setminus B_3 \) and \( \zeta = 0 \) in \( B_2 \). Let

\[
M_1 := \sup_{\sigma \in (\sigma, 1), x \in B_3} |(-\Delta)^s \zeta(x)|, \quad M_0 := 3^{2 + N}(M + M_1),
\]

note that \( M_1 < \infty \), e.g., by [1, Lemma B.5].

Let \( D := B_3(y_n) \cap \Omega \). Using the Kelvin transform [54, Proposition A.1], we have that \( \Psi_n(x) := \Psi_M(x) \) in \( D \). By scaling the problem, we can assume that \( (2.6) \空前寄\( M_0a_N.s_n|x - y_n|^{2s_n-N}(1 - |x - y_n|^{-2})^{s_n} + \zeta(x - y_n), \quad x \in \mathbb{R}^N, \)

satisfies that

\[
(-\Delta)^s \Psi_n(x) = M_0|x - y_n|^{2s_n-N} + (-\Delta)^s \zeta(x - y_n) \geq \frac{M_0}{3^{2+N}} - M_1 = M \geq (-\Delta)^s u(x)
\]
in \( D \), \( \Psi_n = 0 \) in \( B_1(y_n) \), \( \Psi_n \geq M > u \) in \( \mathbb{R}^N \setminus B_2(y_n) \), and \( \Psi_n \in H^s_{\text{loc}}(\mathbb{R}^N) \) (see [54, Lemma 2.6]). Then, since \( u = 0 \) in \( \mathbb{R}^N \setminus \Omega \), we have that \( \Psi_n - u \geq 0 \) in \( \mathbb{R}^N \setminus D \). Therefore, by the weak maximum principle (see for example [25, Proposition 3.1 & Remark 3.2]), \( u(x) \leq \Psi_n(x) \) in \( D \). Arguing similarly with \(-u\), we obtain also that \( |u(x)| \leq \Psi_n(x) \) in \( D \). Since \( |x_n - \xi_n| = \text{dist}(x_n, \partial \Omega) \rightarrow 0 \), we may assume that \( x_n \in \Omega \cap B_2(y_n) \). Then, using that \( \zeta = 0 \) in \( B_2(y_n) \) and that \( |x_n - y_n| = 1 + |x_n - \xi_n| = 1 + \text{dist}(x_n, \partial \Omega) > 1 \), we obtain that

\[
u(x_n) \leq M_0a_N.s_n|x_n - y_n|^{2s_n-N}(1 - |x_n - y_n|^{-2})^{s_n} \leq M_0a_N.s_n(|x_n - y_n|^2 - 1)^{s_n}
\]

\[
= M_0a_N.s_n(|x_n - y_n| + 1)^{s_n}(|x_n - y_n|^{-1} - 1)^{s_n} \leq 3M_0C_1 \text{dist}(x_n, \partial \Omega)^{s_n}
\]

for \( x \in \Omega \cap B_2(y_n) \), where \( C_1 := \sup_{\sigma \in (\sigma, 1)} a_N.t < \infty \), by the properties of the \( \Gamma \) function. Since (2.6) contradicts (2.5), the claim follows.

\[\square\]

**Remark 2.7.** Let \( \Omega \) be a domain with \( C^2 \) boundary and \( \sigma \in (0, 1) \). Then there is \( r_0 > 0 \) such that \( \Omega \) satisfies the uniform exterior sphere condition. Let \( \delta_0 = \delta_0(N, M, r_0, \sigma) > 0 \) by given by Lemma 2.6. Note that, if \( \mu > 1 \), then the domain \( \mu \Omega \) satisfies in particular the uniform exterior sphere condition with the same \( r_0 \). Therefore, for any \( \eta > 1 \) and \( s \in (\sigma, 1) \), if \( u_{s, \eta} \in L^\infty(\mathbb{R}^N) \) satisfies that \( u_{s, \eta} = 0 \) in \( \mathbb{R}^N \setminus \eta \Omega \) and \( \|u_{s, \eta}\|_{L^\infty} + \|(-\Delta)^s u_{s, \eta}\|_{L^\infty(\eta \Omega)} < M \) for some \( M \) independent of \( \eta \) and \( s \), then \( |u_{s, \eta}(x)| < \frac{1}{x} \) for all \( x \in \eta \Omega \) such that \( \text{dist}(x, \partial(\eta \Omega)) < \delta_0 \).

### 2.3 Liouville theorems

We show the nonexistence of positive bounded solutions for a linear fractional problem both in the whole space and in the half space. We do not require integrability assumptions on the solutions.

We denote by \( \lambda_1^s(B_R) \) and \( \varphi_1^s \) the first eigenvalue and the corresponding positive eigenfunction of \((-\Delta)^s\) in the ball \( B_R \) of radius \( R > 0 \) centred at the origin, with zero Dirichlet exterior condition. Let us recall that \( \lambda_1^s(B_R) \rightarrow 0 \) as \( R \rightarrow \infty \) (for instance, by the fractional Faber-Krahn inequality [11]).

**Theorem 2.8:** Let \( R > 0 \) be such that \( \lambda_1^s(B_R) < 1 \). If \( w \in L^\infty(\mathbb{R}^N) \) satisfies pointwisely that

\[
\begin{cases}
(-\Delta)^s w = w & \text{in } B_R(x_0), \\
w \geq 0 & \text{in } \mathbb{R}^N.
\end{cases}
\]

for some \( x_0 \) in \( \mathbb{R}^N \), then \( w \equiv 0 \) in \( \mathbb{R}^N \).
**Corollary 2.9.** Let \( w \) be a bounded classical solution to
\[
\begin{align*}
(-\Delta)^s w &= w \quad \text{in } \mathbb{R}^N, \\
w &\geq 0 \quad \text{in } \mathbb{R}^N.
\end{align*}
\]
Then \( w = 0 \) in \( \mathbb{R}^N \).

**Corollary 2.10.** Let \( w \) be a bounded classical solution to
\[
\begin{align*}
(-\Delta)^s w &= w \quad \text{in } \mathbb{R}^+_N, \\
w &\geq 0 \quad \text{in } \mathbb{R}^N.
\end{align*}
\]
Then \( w = 0 \) in \( \mathbb{R}^N_+ \).

Corollary 2.9 is a special case of a Liouville type result proved by Jin, Li and Xiong [43] for more general, also nonlinear, problems (see also [10, 13, 53]). Our proof is very simple but applies only in the linear case. For the half space, non-existence results for (2.8) may be found in [27] but under integrability assumptions, see also [28] for superlinear problems.

**Proof of Theorem 2.8.** By contradiction, assume there is a bounded nontrivial (pointwise) solution \( w \) of (2.7). Let \( \phi(x) := \varphi^s_{1,R}(x-x_0) \). Note that
\[
\frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(\phi(x) - \phi(y))(w(x) - w(y))}{|x-y|^{N+2s}} \, dy \, dx < \infty,
\]
by [29, Lemma 2.2]. Moreover, using that \( \phi \leq C(1-|x-x_0|^2)^s \) and [41, Lemma 2.3] (with \( N \geq 2, a = -s, \lambda = -2s \)), there is a constant \( C_1 = C_1(N, R, s) > 0 \) such that
\[
0 \leq \int_{\mathbb{R}^N \setminus B_R(x_0)} w(x) \int_{B_R(x_0)} \frac{\phi(y)}{|x-y|^{N+2s}} \, dy \, dx \leq C\|w\|_{L^\infty} \int_{\mathbb{R}^N \setminus B_R(x_0)} \int_{B_R(0)} \frac{(1-|y|^2)^s}{|x-y|^{N+2s}} \, dy \, dx
\]<
\[
\leq CC_1|w|_{L^\infty} \int_{\mathbb{R}^N \setminus B_R(x_0)} \frac{1 + (1-|x|^2)^{-s}}{1 + (1-|x|^2)^{N+2s}} \, dx < \infty.
\]
Therefore, using that \((-\Delta)^s \phi = \lambda^s_1(B_R) \phi \) in \( B_R(x_0), w \geq 0, \) and \( \phi \geq 0 \) in \( \mathbb{R}^N \),
\[
\int_{B_R(x_0)} \phi \, dw = \int_{\mathbb{R}^N} \phi(-\Delta)^s w \, dx = c_{N,s} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \phi(x) \frac{w(x) - w(y)}{|x-y|^{N+2s}} \, dy \, dx
\]=
\[
\frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(\phi(x) - \phi(y))(w(x) - w(y))}{|x-y|^{N+2s}} \, dy \, dx = c_{N,s} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{\phi(x) - \phi(y)}{|x-y|^{N+2s}} \, dy \, dx
\]=
\[
\lambda^s_1(B_R) \int_{B_R(x_0)} w(x) \phi(x) \, dx - \int_{\mathbb{R}^N \setminus B_R(x_0)} w(x) \int_{B_R(0)} \frac{\phi(y)}{|x-y|^{N+2s}} \, dy \, dx
\]<
\[
\int_{B_R(x_0)} \phi \, dw,
\]
which yields a contradiction. \( \square \)

**Remark 2.11 (Multiplicity of solutions).** A concrete multiplicity result for (1.1) can be deduced from [20, Theorem 1.2] in the following way. Let \( s \in (0,1), \Omega := U \cup V \subset \mathbb{R}^N, N \geq 2, \) where \( U \) and \( V \) are two disjoint balls of different sizes. Let \( G \) denote the Green’s function for \((-\Delta)^s\) in \( \Omega \) and, for \( \xi \in \Omega, \) let \( H \) be the solution of
\[
(-\Delta)^s H(x,\xi) = 0 \quad \text{for } x \in \Omega, \quad H(x,\xi) = \Gamma(x-\xi) \quad \text{for } x \in \mathbb{R}^N \setminus \Omega,
\]
where $\Gamma$ is the fundamental solution of $(-\Delta)^s$ in $\mathbb{R}^N$. The function $H$ is the regular part of the Green’s function. Let

$$
\Psi(\xi, \Lambda) := \frac{H(\xi, \xi)}{2} \Lambda^2 - \log(\Lambda), \quad \xi \in \Omega, \ \Lambda \in (0, \infty).
$$

In particular, since $H(\xi, \xi)$ is positive for $\xi \in \Omega$ and $H(\xi, \xi) \to \infty$ as $\xi \to \partial \Omega$ (because $\Gamma(x) \to \infty$ as $|x| \to 0$), it is easy to see that $\Psi$ has two local minima at $(\xi_1, \Lambda_1)$ and $(\xi_2, \Lambda_2)$ for some $\xi_1 \in U$ and $\xi_2 \in V$. These points are stable critical points of $\Psi$. Therefore, by [20, Theorem 1.2], there are two different positive solutions of (1.1) with $p = \frac{N+2s}{N-2s} - \varepsilon$ with $\varepsilon > 0$ small enough.

### 3 The asymptotically linear case

In this section we prove Theorem 1.6. Consider the linearized problem at a solution $u$ of (1.1) given by

$$
\begin{cases}
(-\Delta)^s h + \lambda h &= pu^{p-1} h \quad \text{in } \Omega, \\
h &= 0 \quad \text{in } \mathbb{R}^N \setminus \Omega,
\end{cases}
$$

and recall that a solution $u$ of (1.1) is said to be nondegenerate if (3.1) has only the trivial solution $h = 0$, i.e. if $\mu = 0$ is not an eigenvalue of the linearized operator $L_u := (-\Delta)^s + \lambda - pu^{p-1}$.

We prove first the following key lemma.

**Lemma 3.1.** Let $s \in (0, 1)$, $(p_n)_n \subset (1, \frac{N+2s}{N-2s})$ be a sequence such that $p_n \to 1$, let $u_n$ be a solution to (1.1) with $p = p_n$, and let $M_n := \|u_n\|_{L^\infty}$. Then,

$$M_n^{p_n-1} \to \lambda_1^s(\Omega) + \lambda \quad \text{and} \quad \frac{u_n}{M_n} \to \varphi_1^s \quad \text{uniformly in } \overline{\Omega} \quad \text{and in } C^{2s+\alpha}_{\text{loc}}(\Omega) \quad \text{as } n \to \infty$$

for some $\alpha \in (0, 1)$, where $\lambda_1^s(\Omega)$ and $\varphi_1^s$ denote respectively the first eigenvalue and eigenfunction for the fractional Laplacian in $\Omega$ with exterior Dirichlet condition.

**Proof.** Step 1. We show that $M_n^{p_n-1}$ is bounded.

By contradiction, assume that $M_n^{p_n-1} \to \infty$ and let us perform a blow-up argument. Let $(x_n)_{n \geq 1}$ be a sequence in $\Omega$ such that $M_n = u_n(x_n)$. Define

$$v_n(y) := \frac{1}{M_n} u_n(\mu_n y + x_n)$$

where $\mu_n := M_n^{\frac{1-p_n}{p_n}} \to 0$, then $v_n$ is a function satisfying $0 \leq v_n \leq 1$, $v_n(0) = 1$ and

$$
\begin{cases}
(-\Delta)^s v_n = v_n^{p_n} - \frac{\lambda}{M_n} v_n =: f_n & \text{in } \Omega_n, \\
v_n = 0 & \text{in } \mathbb{R}^N \setminus \Omega_n,
\end{cases}
$$

where $\Omega_n = \{y \in \mathbb{R}^N : \mu_n y + x_n \in \Omega\}$. Up to subsequences, two situations may occur:

- either $\text{dist}(x_n, \partial \Omega) \mu_n^{-1} \to +\infty$ or $\text{dist}(x_n, \partial \Omega) \mu_n^{-1} \to \rho > 0$.

Assume the first case holds, so that $\Omega_n \to \mathbb{R}^N$ as $n \to +\infty$.

We claim that, for any $R > 0$ and $\alpha \in (0, \min\{2s, 1\})$, there exists $n_R \in \mathbb{N}$ and $C = C(s, N, \alpha, R) > 0$ such that

$$v_n \in C^{2s+\alpha}(\overline{B}_R) \quad \text{and} \quad \|v_n\|_{C^{2s+\alpha}(\overline{B}_R)} \leq C, \quad \forall n \geq n_R.$$  

(3.4)
In order to prove (3.4) let us fix \( R > 0 \). Then, since \( \Omega_n \rightarrow \mathbb{R}^N \) as \( n \rightarrow + \infty \), there exists \( n_R \in \mathbb{N} \) such that \( \overline{B}_{4R} \subset \Omega_n \) for any \( n \geq n_R \). Since \( v_n \in C^s(\mathbb{R}^N) \) satisfies the uniform bound \( 0 \leq v_n \leq 1 \), then \( f_n \in L^\infty(\overline{B}_{4R}) \) with uniform bounds so, as a consequence of Lemma 2.3, \( v_n \in C^\alpha(\overline{B}_{2R}) \), for any \( \alpha \in (0, 2s) \), and

\[ \|v_n\|_{C^\alpha(B_{2R})} \leq C, \]

where the constant \( C = C(s, N, \alpha, R) \). Then \( f_n \in C^\alpha(B_{2R}) \) with uniform \( C^\alpha \)-bound and so (3.4) follows by Lemma 2.4.

By (3.4), using Arzelà-Ascoli’s theorem and a diagonal argument we obtain that there exists a function \( v \in C^{2s+\frac{\alpha}{2}}(\mathbb{R}^N) \) such that, passing to a subsequence, \( v_n \rightarrow v \) in \( C^{2s+\frac{\alpha}{2}}(\mathbb{R}^N) \). Passing to the limit in (3.2) we see that \( v \) solves \((-\Delta)^s v = v \) in \( \mathbb{R}^N \) pointwisely. Furthermore, \( 0 < v \leq 1 \), so \( v \) is bounded in \( \mathbb{R}^N \) and it follows that \( v > 0 \) in \( \mathbb{R}^N \); indeed, if \( v(x_0) = 0 \) for some \( x_0 \in \mathbb{R}^N \), then

\[ 0 = v(x_0) = e_{N,s} p.v. \int_{\mathbb{R}^N} \frac{-u(y)}{|x_0 - y|^{N+2s}} \, dy < 0. \]

However, by Corollary 2.9, no such \( w \) can exist and we have reached a contradiction.

If the second case in (3.3) holds then we may assume \( x_n \rightarrow x_0 \in \partial \Omega \). With no loss of generality assume also \( v(x_0) = -e_N \). In this case it will be more convenient to work with

\[ w_n(y) := \frac{u_n(\mu_n y + \xi_n)}{M_n}, \]

where \( \xi_n \in \partial \Omega \) is the projection of \( x_n \) on \( \partial \Omega \) and let \( D_n := \{ y \in \mathbb{R}^N : \mu_n y + \xi_n \in \Omega \} \). Observe that

\[ 0 \in \partial D_n \quad \text{(3.5)} \]

and \( D_n \rightarrow \mathbb{R}^N_+ := \{ y \in \mathbb{R}^N : y_N > 0 \} \) as \( n \rightarrow + \infty \). It also follows that \( w_n \) satisfies that

\[ (-\Delta)^s w_n = w_n^\mu_n - \frac{\lambda}{M_n^\alpha} w_n \quad \text{in } D_n, \quad w_n = 0 \quad \text{in } \mathbb{R}^N \setminus D_n. \quad \text{(3.6)} \]

Moreover, setting

\[ y_n := \frac{x_n - \xi_n}{\mu_n} \quad (\in D_n) \]

so that \( |y_n| = \text{dist} (x_n, \partial \Omega) \mu_n^{-1} \), and \( w_n(y_n) = 1 \). We claim that

\[ \rho = \lim_{n \rightarrow + \infty} \text{dist} (x_n, \partial \Omega) \mu_n^{-1} > 0. \quad \text{(3.7)} \]

Observe that this will allow us to conclude that, up to passing to a further subsequence, \( y_n \rightarrow y_0 \) where \( |y_0| = \rho > 0 \), thus \( y_0 \) is an interior point of the half-space \( \mathbb{R}^N_+ \). Let us now show the claim. Observe that \( \|w_n\|_{\infty} + \|(-\Delta)^s w_n\|_{L^\infty(D_n)} \leq 3 =: M, \) for \( n \) sufficiently large, hence by Lemma 2.6 and Remark 2.7, there exists \( \delta_0 > 0 \) such that

\[ w_n(y) < \frac{1}{2}, \quad \text{for all } y \in D_n \text{ such that } \text{dist} (y, \partial D_n) < \delta_0, \quad \text{(3.8)} \]

for \( n \) sufficiently large. Now, by contradiction, assume that

\[ \lim_{n \rightarrow + \infty} \text{dist} (x_n, \partial \Omega) \mu_n^{-1} = 0. \quad \text{(3.9)} \]
Then, since by (3.5) we have \( \text{dist} (y_n, \partial D_n) \leq |y_n| \), it follows that \( \text{dist} (y_n, \partial D_n) < \delta_0 \) for \( n \) large. As a consequence, (3.8) implies that \( 1 = w_n(y_n) \leq \frac{1}{2} \), which gives a contradiction and proves the claim in (3.7).

Now, arguing similarly as in the first case, we obtain that \( w_n \to w \) in \( C^{2s+\frac{\beta}{2}}_{\text{loc}}(\mathbb{R}^N) \), where \( w \) satisfies that \( 0 \leq w \leq 1 \) in \( \mathbb{R}^N \) and \( w(y_0) = 1 \). Then \( w \) is a bounded solution of

\[
\begin{cases}
(-\Delta)^s w = w & \text{in } \mathbb{R}^N, \\
w > 0 & \text{in } \mathbb{R}^N.
\end{cases}
\]

moreover, \( w > 0 \) in \( \mathbb{R}^N \) and this yields a contradiction, by Corollary 2.10. This shows that \( M_{n}^{p_n^{-1}} \) is bounded and concludes the proof of Step 1.

**Step 2. Conclusion.**

\( M_{n}^{p_n^{-1}} \) is bounded by Step 1. Thus, up to a subsequence, \( M_{n}^{p_n^{-1}} \to \mu \). Let \( z_n := \frac{M_n}{w} \), then it satisfies that

\[
\begin{cases}
(-\Delta)^s z_n = -\lambda z_n + M_{n}^{p_n^{-1}} z_n \cdot g_n & \text{in } \Omega, \\
0 < z_n \leq 1 & \text{in } \Omega, \\
z_n = 0 & \text{in } \mathbb{R}^N \setminus \Omega.
\end{cases}
\]

By Lemma 2.2,

\[
||z_n||_{C^s(\bar{\Omega})} \leq C||g_n||_{L^\infty(\Omega)} \leq C.
\]

Hence, \( z_n \) converges to \( z \) in \( C^s(\bar{\Omega}) \) by Arzelà-Ascoli’s Theorem. Moreover, similarly to the proof of (3.4), using Lemmas 2.2, 2.3, and 2.4, we have that, for all \( \beta \in (0, \min(2s, 1)) \) and for any compact set \( K \subset \subset \Omega \), there exist \( n_K \in \mathbb{N} \) and \( C = C(s, N, \beta, K) > 0 \) such that

\[
z_n \in C^{2s+\beta}(\bar{K}) \quad \text{and} \quad ||z_n||_{C^{2s+\beta}(\bar{K})} \leq C, \quad \forall n \geq n_K.
\]

(3.10)

Hence \( z \in C^{2s+\frac{\beta}{2}}(\Omega) \) and \( z_n \) converges to \( z \) in \( C^{2s+\frac{\beta}{2}}_{\text{loc}}(\Omega) \); furthermore, \( 0 \leq z \leq 1 \) and it satisfies that

\[
\begin{cases}
(-\Delta)^s z = (-\lambda + \mu)z & \text{in } \Omega, \\
z \geq 0 & \text{in } \Omega, \\
z = 0 & \text{in } \mathbb{R}^N \setminus \Omega.
\end{cases}
\]

Let \( (x_n)_{n>1} \) be a sequence in \( \Omega \) such that \( M_n = u_n(x_n) \), then \( 1 = \lim_{n \to \infty} z_n(x_n) = z(\bar{x}) \) and then \( \bar{x} \in \Omega \). Hence, \( z > 0 \) and so \( \mu = \lambda_1^s(\Omega) + \lambda, z = \varphi_1^s \), and the Lemma is proved.

\[
\square
\]

### 3.1 Proof of Theorem 1.6.

**Proof of Theorem 1.6. Step 1. We prove the nondegeneracy.**

Assume by contradiction that there exists a non trivial solution \( h_n \) of the linearized problem (3.1) with \( p = p_n > 1 \) and \( p_n \to 1 \):

\[
\begin{cases}
(-\Delta)^s h_n = -\lambda h_n + p_n u_n^{p_n-1} h_n =: g_n & \text{in } \Omega, \\
h_n = 0 & \text{in } \mathbb{R}^N \setminus \Omega,
\end{cases}
\]

w.l.o.g. we may assume that \( ||h_n||_{L^\infty} = 1 \). Observe that

\[
||g_n||_{L^\infty} \leq |\lambda| + 2 ||u_n||_{L^{p_n-1}}^{p_n-1} = |\lambda| + 2 M_{n}^{p_n-1} \leq C.
\]
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So, by Lemma 2.2, \( h_n \to h \) uniformly on \( \Omega \); in particular \( \|h\|_{L^\infty} = 1 \) and so \( h \neq 0 \). Furthermore, by Lemma 2.2, \( h_n \in C^\infty(\Omega) \cap C^s(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N) \). Taking \( h_n \) as a test function, by Lemma 3.1, we derive that

\[
\|h_n\|_2^2 \leq (|\lambda| + 2M^{p_n-1}_n) \|h_n\|_2^2 \leq (|\lambda| + 2M^{p_n-1}_n) \|h_n\|_{L^\infty} = |\lambda| + 2M^{p_n-1} \leq C.
\]

Hence, \( h_n \) converges to \( h \) also weakly in \( H^{1,0}_0(\Omega) \), up to a subsequence, and strongly in \( L^2(\Omega) \). Passing to the limit, in the weak formulation of (3.11), we obtain that \( h \) is a weak solution of

\[
\begin{cases}
(−Δ)^s h &= \lambda_1^s(\Omega)h &\text{in } \Omega, \\
h &= 0 &\text{in } \mathbb{R}\setminus \Omega,
\end{cases}
\]

since, by Lemma 3.1, one has that

\[
p_nu_n^{p_n-1} = p_nM^{p_n-1}_n \left( \frac{u_n}{M_n} \right)^{p_n-1} = \lambda_1^s(\Omega) + \lambda + o(1) \quad \text{pointwisely in } \Omega \text{ as } n \to \infty \tag{3.12}
\]

and

\[
\|p_nu_n^{p_n-1}\|_{L^\infty} \leq \lambda_1^s(\Omega) + |\lambda| + 1 \quad \text{for all } n \in \mathbb{N}. \tag{3.13}
\]

As a consequence, we may assume that \( h = \varphi_1^s \), where \( \varphi_1^s \) is the first Dirichlet eigenfunction of \( (−Δ)^s \) in \( \Omega \). Note that \( h_n \) must change sign, because

\[
0 = \int_\Omega h_n(−Δ)^s u_n + \lambda u_n - u_n(−Δ)^s h_n + \lambda h_n \, dx = (1 - p_n) \int_\Omega u_n^{p_n} h_n \, dx. \tag{3.14}
\]

By (3.14), Lemma 3.1, and dominated convergence, we have that

\[
0 = \frac{1}{M_n^{p_n}} \int_\Omega u_n^{p_n} h_n \, dx = \int_\Omega \left( \frac{u_n}{M_n} \right)^{p_n-1} \frac{u_n}{M_n} \, h_n = \int_\Omega (\varphi_1^s)^2 + o(1) \quad \text{as } n \to \infty,
\]

which leads to a contradiction.

**Step 2. We prove the uniqueness.**

By contradiction, assume that \( u_n \) and \( v_n \) are two distinct solutions of problem (1.1) with \( p = p_n \to 1 \). The functions \( w_n := \frac{u_n-v_n}{\|u_n-v_n\|_{L^\infty}} \) satisfy that

\[
\begin{cases}
(−Δ)^s w_n &= \alpha_n(x) w_n - \lambda w_n =: g_n &\text{in } \Omega, \\
w_n &= 0 &\text{in } \mathbb{R}^N \setminus \Omega,
\end{cases}
\]

where, by the Mean Value Theorem,

\[
\alpha_n := \int_0^1 p_n(tu_n + (1-t)v_n)^{p_n-1} \, dt.
\]

Since \( tu_n(x) + (1-t)v_n(x) \) is between \( u_n(x) \) and \( v_n(x) \), it follows that \( \alpha_n(x) \) is between \( p_n u_n(x)^{p_n-1} \) and \( p_n v_n(x)^{p_n-1} \) for all \( x \in \Omega \). Since, by (3.12) and (3.13), \( \|\alpha_n\|_{L^\infty} \leq \lambda_1^s(\Omega) + |\lambda| + 1 \) for all \( n \in \mathbb{N} \) and \( p_n u_n^{p_n-1} \to \lambda_1^s(\Omega) + \lambda \) pointwisely in \( \Omega \) as \( n \to \infty \), we have that

\[
\alpha_n(x) \to \lambda_1^s(\Omega) + \lambda \quad \text{pointwisely in } \Omega \text{ as } n \to \infty.
\]

So \( \|g_n\|_{L^\infty} \leq C \), hence by Lemma 2.2, \( w_n \to w \) uniformly in \( \overline{\Omega} \); in particular \( \|w\|_{L^\infty} = 1 \) and so \( w \neq 0 \). Furthermore, testing (3.15) with \( w_n \),

\[
\|w_n\|_2^2 \leq (|\lambda| + \|\alpha_n\|_{L^\infty}) \|w_n\|_{L^2}^2 \leq (|\lambda| + \|\alpha_n\|_{L^\infty}) \|w_n\|_{L^\infty} \|w_n\|_{L^\infty} = |\lambda| + \|\alpha_n\|_{L^\infty} \leq C.
\]
Hence, $w_n$ converges to $w$ also weakly in $H^s_0(\Omega)$, up to a subsequence, and strongly in $L^2(\Omega)$. Passing to the limit in the weak formulation of (3.15) we obtain that $w$ is a weak solution of
\[
\begin{aligned}
(-\Delta)^s w &= \lambda_1^s(\Omega) w \quad \text{in } \Omega, \\
w &\neq 0 \quad \text{in } \Omega, \\
w &= 0 \quad \text{in } \mathbb{R}^N \setminus \Omega.
\end{aligned}
\]
Hence, $w = \varphi_1^s$ the first eigenfunction associated to $\lambda_1^s(\Omega)$. Let us observe that also
\[
\frac{w_n}{\delta^s} \to \frac{\varphi_1^s}{\delta^s} \quad \text{in } C^\beta(\overline{\Omega}),
\]
for some $\beta \in (0, s)$. Indeed, by Lemma 2.2, one also has that $\frac{w_n}{\delta^s} \to \xi$ in $C^\beta(\overline{\Omega})$, for $\beta \in (0, \alpha)$, and it is easy to see that $\xi = \frac{\varphi_1^s}{\delta^s}$, because the uniform convergence of $w_n$ to $\varphi_1^s$ implies that $\xi|_{\Omega} = \frac{\varphi_1^s}{\delta^s}|_{\Omega}$, and both $\xi|_{\Omega}$ and $\frac{\varphi_1^s}{\delta^s}|_{\Omega}$ can be uniquely extended in $\overline{\Omega}$.

Furthermore, we show that $w_n$ must change sign in $\Omega$. Otherwise, if $w_n \geq 0$, namely $u_n \geq u_n$, then $u_{n+1} - u_{n+1} \geq 0$ (since $p_n > 1$), and so the equality
\[
0 = \int_{\Omega} v_n[(-\Delta)^s u_n + \lambda u_n] - u_{n+1}[-\Delta)^s v_n + \lambda v_n] \, dx = \int_{\Omega} v_n u_n (u_{n+1} - u_{n+1}) \, dx
\]
would imply $u_{n+1} - u_{n+1} \equiv 0$, namely, $u_n \equiv u_n$, a contradiction.

Let now $(x_n)_{n \geq 1}$ be a sequence in $\Omega$ such that $w_n(x_n) = \min_{x \in \overline{\Omega}} w_n(x)$. Then, since $w_n$ changes sign in $\Omega$ and $w_n \to \varphi_1^s > 0$ uniformly in $\overline{\Omega}$, one has that
\[
w_n(x_n) < 0 \quad \text{and} \quad x_n \to x^* \in \partial \Omega.
\]
Using (3.16), $\lim_{n \to \infty} \frac{w_n}{\delta^s}(x_n) = \frac{\varphi_1^s}{\delta^s}(x^*)$; hence, $\frac{\varphi_1^s}{\delta^s}(x^*) \leq 0$, which gives a contradiction, since $\frac{\varphi_1^s}{\delta^s} > 0$ on $\partial \Omega$, by the fractional Hopf Lemma (see [25, 37]).

4 The asymptotically local case

Recall that $\lambda_1^s(\Omega) > 0$ denotes the first Dirichlet eigenvalue of $(-\Delta)^s$ in $\Omega$ for $s \in (0, 1)$. In this section we fix
\[
p \in (1, 2^* - 1), \quad \lambda > -\lambda_1^1(\Omega),
\]
and $\Omega \subset \mathbb{R}^N$ such that the problem
\[
-\Delta u + \lambda u = u^p \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega,
\]
has a unique positive solution and it is nondegenerate, namely the linearized problem
\[
-\Delta v + \lambda v = p u^{p-1} v, \quad v \in H^1_0(\Omega), \quad \text{only admits the trivial solution.}
\]
Since $\lim_{s \to 1} \lambda_1^s(\Omega) = \lambda_1^1(\Omega)$ (see Remark 4.5), there is $\sigma_0 \in (\frac{1}{2}, 1)$ such that, for all $s \in [\sigma_0, 1]$,\[
p < \frac{N + 2s}{N - 2s} \quad \text{and} \quad \lambda > -\lambda_1^1(\Omega).
\]
For $s \in [\sigma_0, 1]$, let $\mathcal{M}_s$ denote the set of positive nontrivial solutions $u_s$ of
\[
(-\Delta)^s u_s + \lambda u_s = u_s^p \quad \text{in } \Omega, \quad u_s = 0 \quad \text{in } \mathbb{R}^N \setminus \Omega.
\]
The following result gives a uniform a priori bound for all positive solutions whenever $s$ is close to 1. The proof follows a blow-up argument similar to that of Lemma 3.1; however, since now the blow-up parameter is the Laplacian’s exponent $s$, special care is required to control the constants appearing from regularity estimates. In particular, a priori $C^2_{loc} + \varepsilon$ regularity estimates with explicit constants do not seem to be available in the literature and are nontrivial (see Remark 4.2 below). To overcome this obstacle, we use the lower order $C^\sigma$ estimates with explicit constants shown in [41] and use the regularity theory for distributional solutions.

**Theorem 4.1.** Let $N \geq 2$, $\Omega$ be a bounded domain of class $C^2$, $1 < p < 2^* - 1$, $\lambda > -\lambda_1(\Omega)$. There is $\sigma \in (0, 1)$ and a constant $C = C(\lambda, p, \Omega, \sigma) > 0$ such that,

$$||u_s||_{L^\infty} < C \quad \text{for all } s \in (\sigma, 1) \text{ and } u_s \in M_s.$$

**Proof.** We argue by contradiction. Let $(s_n) \subset (\frac{1}{2}, 1)$ be such that $\lim_{n \to \infty} s_n = 1$, $p \in (1, 2^* - 1)$, $\lambda > -\lambda_1(\Omega)$, and assume that there are positive solutions $u_n \in C^\infty(\Omega) \cap C(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)$ of (4.4) with $s = s_n$ and such that $M_n := ||u_n||_{L^\infty} \to \infty$. Let $x_n$ be the points where the maximum of $u_n$ is achieved, $\mu_n := \frac{x_n}{M_n}$, and let $v_n(y) := \frac{1}{M_n} u_n(\mu_n y + x_n)$ and $\Omega_n := \{ y \in \Omega : \mu_n y + x_n \in \Omega \}$. Then $v_n$ is a function satisfying that $0 \leq v_n \leq 1$, $v_n(0) = 1$, and

$$(\Delta)^s v_n = v_n^p - \frac{\lambda}{M_n} v_n =: f_n \quad \text{in } \Omega_n, \quad v_n = 0 \text{ in } \mathbb{R}^N \setminus \Omega_n. \quad (4.5)$$

Passing to a subsequence, we consider two cases.

Case 1: $\lim_{n \to \infty} \text{dist}(x_n, \partial \Omega) \mu_n^{-1} = \infty$. Then $\Omega_n \to \mathbb{R}^N$ as $n \to +\infty$ and, by Lemma 2.5, for any $\tau > 1$ with $B_\tau(0) \subset \Omega_n$, there is $C = C(N) > 0$ such that

$$[v_n]_{C^\sigma(B_\tau)} \leq r^{s_n} C \left( \left\| v_n^p - \frac{\lambda}{M_n} v_n \right\|_{L^\infty(B_\tau)} + \frac{2}{\Gamma(s_n) \Gamma(1 - s_n) |\mathbb{R}^N|^{1 - s_n}} \int_{\mathbb{R}^N \setminus B_\tau} \frac{|v_n(z)|}{|z|^N(|z|^2 - r^2)^s_n} \, dz \right) \leq 2(1 + |\lambda|) r^{s_n} C \left( 1 + \frac{1}{r^{2s_n}} \right),$$

were we used that, by the properties of the beta function $B(\cdot, \cdot)$,

$$\int_{r}^{\infty} \rho^{-1} (\rho^2 - r^2)^{-s_n} \, d\rho = r^{-2s_n} \int_{0}^{1} t^{-1} (t^2 - 1)^{-s_n} \, dt = r^{-2s_n} \int_{0}^{1} (t - 1)^{-s_n} t^{-1} \, dt = \frac{r^{-2s_n}}{2} B(1, 1 - s_n) = \frac{r^{-2s_n}}{2} \Gamma(s_n) \Gamma(1 - s_n).$$

Using that $s_n$ is an increasing sequence, we deduce that

$$[v_n]_{C^{\sigma + 1}(B_\tau)} \leq r^{s_1 - s_n} [v_n]_{C^{\sigma}(B_\tau)} \leq 4(1 + |\lambda|) C r^2.$$

This uniform bound and a diagonalization argument yields the existence of $v \in C^\beta_{loc}(\mathbb{R}^N)$ such that $v_n \to v$ in $C^\beta_{loc}(\mathbb{R}^N)$ for any $\beta \in (0, 1)$. Moreover, by (4.5), $v$ satisfies that $v(0) = 1, v \geq 0$ in $\mathbb{R}^N$, and

$$\int_{\mathbb{R}^N} v(-\Delta) \varphi \, dx = \int_\Omega v^p \varphi \, dx \quad \text{for all } \varphi \in C^\infty_c(\mathbb{R}^N),$$
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namely, $v \in L^\infty_{\text{loc}}(\mathbb{R}^N)$ is a distributional solution of

$$-\Delta v = v^p \quad \text{in} \ \mathbb{R}^N. \quad (4.6)$$

By the regularity theory for distributional solutions in $L^2_{\text{loc}}(\mathbb{R}^N)$ (see, for example, [22, Theorem 1]), we have that $v \in W^{2,2}_{\text{loc}}(\mathbb{R}^N)$ solves (4.6) weakly, and since $v \in C^\beta_{\text{loc}}(\mathbb{R}^N)$, standard elliptic regularity yields that $v$ is a classical solution of (4.6) which is positive by the maximum principle. But this contradicts the classical Liouville theorem in the whole space (see [34, Theorem 1.1]).

Case 2: dist $(x_n, \partial \Omega) \mu^{-1} n \to d \geq 0$. We may assume $x_n \to x_0 \in \partial \Omega$. With no loss of generality assume also $\nu(x_0) = -e_N$. In this case, we use the function $w_n(y) = u_n(\mu, y + \xi_n) M^{-1} n$ for $y \in D_n$, where $\xi_n \in \partial \Omega$ is such that $|x_n - \xi_n| = \text{dist}(x_n, \partial \Omega)$ and $D_n := \{y \in \mathbb{R}^N : \mu y + \xi_n \in \Omega\}$. Then $w_n$ satisfies that

$$(-\Delta)^n w_n = w_n^p - \frac{\lambda}{M^n} n \quad \text{in} \ D_n, \quad w_n = 0 \ \text{in} \ \mathbb{R}^N \setminus D_n. \quad (4.7)$$

Moreover, setting $y_n := (x_n - \xi_n) \mu^{-1} n$, it follows that $|y_n| = \text{dist}(x_n, \partial \Omega) \mu^{-1} n$ and $w_n(y_n) = 1$. Since $\Omega$ is of class $C^2$, it satisfies a uniform exterior sphere condition, namely, there is $r_0 > 0$ such that, for every $x_0 \in \partial \Omega$, there is $y_0 \in \mathbb{R}^N \setminus \Omega$ with $B_{r_0}(y_0) \cap \Omega = \{x_0\}$. Furthermore, since $\mu^{-1} n \to \infty$, $D_n$ also satisfies the exterior sphere condition with the same $r_0$ for every $n \in \mathbb{N}$. Then, by Lemma 2.6 and Remark 2.7 (with that $r_0$ independent of $n$, $\sigma = \frac{1}{2}$, and $M = 3$) there is $\delta_0 > 0$ independent of $n$ such that $w_n(y) < \frac{1}{2}$ for all $y \in D_n$ with dist $(y, \partial D_n) < \delta_0$. Since $w_n(y_n) = 1$, this implies that dist $(y_n, \partial D_n) \geq \delta_0$, namely, $\rho = \text{dist}(x_n, \partial \Omega) \mu^{-1} n \geq \delta_0$. In particular, passing to a subsequence, $y_n \to y_0$, where $|y_0| = \rho > 0$, thus $y_0$ is an interior point of the half-space $\mathbb{R}^+_N$. Finally, arguing similarly as in the first case, we obtain that $w_n \to w$ in $C^\beta_{\text{loc}}(\mathbb{R}^N)$ for all $\beta \in (0, 1)$, where $w$ is a classical positive solution of $-\Delta w = w^p$ in $\mathbb{R}^+_N$. Moreover, by Lemma 2.6, $w \in C(\mathbb{R}^>_N)$ and $w = 0$ on $\partial \mathbb{R}^>_N$; but this contradicts the classical Liouville theorem in the halfspace (see [35, Theorem 1.3]).

Remark 4.2. The limit as $s \to 1^-$ is delicate, because it is the transition between the nonlocal and the local regime. In the proof of Theorem 4.1, we only use uniform (in $s$) lower order regularity estimates. This yields distributional solutions of (4.6) in the limit, which, using local arguments, can then be shown to be regular. Comparing this argument with the proof of Lemma 3.1, one may think that using uniform higher order regularity estimates would be simpler to obtain directly a classical solution of (4.6). These precise higher order regularity estimates are not yet available in the literature and require a careful analysis of the constants involved in the known regularity arguments for the fractional Laplacian, where the explicit dependence on $s$ is often disregarded. We point out that this can be subtle issue, since several constants and integrals involved in the analysis of fractional problems have a singular behavior in the nonlocal-to-local transition, namely, when $s \to 1^-$. For instance, for $N = 2$ and $s \in (0, 1)$, the fundamental solution for $(-\Delta)^s$ in $\mathbb{R}^2$ is given by

$$F_{2,s}(x) := a_s |x|^{2s-2} \quad \text{for} \ x \in \mathbb{R}^2 \setminus \{0\}, \quad a_s := \frac{\Gamma(1-s)}{4^s \pi \Gamma(s)}, \quad (4.8)$$

and the constant $a_s$ blows up as $s \to 1^-$. As a consequence, regularity estimates that use the fundamental solution (see e.g. [60, Proposition 2.8]) need to be refined to obtain uniform constants in the limit as $s \to 1^-$. The following Lemma is one of our main asymptotic tools. It exploits the uniform regularity estimates given in Lemma 2.2 and describes the properties of the limiting profile.
Lemma 4.3. Let \( \Omega \subset \mathbb{R}^N \) be a bounded domain of class \( C^2 \), \((s_n) \subset (0, 1)\), \(\lim_{n \to \infty} s_n = 1\), and let \((u_n) \subset C^\infty(\Omega) \cap H^s_0(\Omega)\) be a sequence such that
\[
\|u_n\|_{s_n} + \|(-\Delta)^{s_n} u_n\|_{L^\infty(\Omega)} < C \quad \text{for all } n \in \mathbb{N} \text{ and for some } C > 0. \tag{4.9}
\]
Then, passing to a subsequence, there is \( u^* \in H^1_0(\Omega) \cap C^\beta(\overline{\Omega}) \) for all \( \beta \in (0, 1) \) such that \( u_n \to u^* \) in \( C^\beta(\Omega) \) as \( n \to \infty \) and
\[
\int_\Omega \nabla u^* \nabla \varphi \, dx = \lim_{n \to \infty} \int_\Omega (-\Delta)^{s_n} u_n \varphi \, dx \quad \text{for all } \varphi \in C_1^\infty(\Omega).
\]

Proof. By (4.9) and Lemma 2.2, there is \( u^* : \Omega \to \mathbb{R} \) such that, given \( \beta \in (0, 1) \) and passing to a subsequence, \( u_n \to u^* \) in \( C^\beta(\Omega) \) (in particular, \( u^* = 0 \) on \( \partial \Omega \)). Moreover, \( u^* \in H^1_0(\Omega) \) since, by Fatou’s Lemma,
\[
\|u^*\|_1^2 = \int_{\mathbb{R}^N} |\xi|^2 |\hat{u}^*(\xi)|^2 \, d\xi \leq \liminf_{n \to \infty} \int_{\mathbb{R}^N} |\xi|^{2s_n} |\hat{u}_{s_n}(\xi)|^2 \, d\xi = \liminf_{n \to \infty} \|u_{s_n}\|_{s_n}^2 < C.
\]
Then, for every \( \varphi \in C_1^\infty(\Omega) \), integrating by parts,
\[
\int_\Omega \nabla u^* \nabla \varphi \, dx = \int_\Omega u^* (-\Delta) \varphi \, dx = \lim_{n \to \infty} \int_\Omega u^* (-\Delta)^{s_n} \varphi \, dx = \lim_{n \to \infty} \int_\Omega u_n (-\Delta)^{s_n} \varphi \, dx = \lim_{n \to \infty} \int_\Omega (-\Delta)^{s_n} u_n \varphi \, dx,
\]
where we used that \((-\Delta)^{s_n} \varphi \to (-\Delta) \varphi\) pointwisely as \( n \to \infty \) and that \( \|(-\Delta)^{s_n} \varphi\|_{L^\infty} \) is uniformly bounded independently of \( n \), see for example [23, Proposition 4.4] and [1, Lemma B.5]. \( \square \)

The following result is known for ground states, see, for instance, [30, Theorem 4.5.], [7, Theorem 1.2], or [40, Theorem 1.1] for critical equations (the argument can be easily adapted to subcritical problems). We extend these results to general positive solutions.

Lemma 4.4. Let \( 1 < p < 2^* - 1 \), \( \lambda > -\lambda_1^s(\Omega) \), \((s_n) \subset (0, 1)\) be such that \(\lim_{n \to \infty} s_n = 1\), and let \( u_n \in \mathcal{M}_{s_n} \). Then, up to a subsequence, there is \( u_* \in \mathcal{M}_1 \) such that \( u_n \to u_* \) in \( L^{p+1}(\Omega) \).

Proof. By Theorem 4.1, passing to a subsequence, (4.3) holds for \( s = s_n \) and there is \( C = (\lambda, p, \Omega) > 0 \) such that
\[
\|u_n\|_{s_n}^2 = \|u_n\|_{L^{p+1}}^{p+1} - \lambda \|u_n\|_{L^2}^2 \leq |\Omega| (\|u_n\|_{L^{p+1}}^{p+1} + \|u_n\|_{L^\infty}^2) < C \quad \text{for all } n \in \mathbb{N}.
\]
By Lemma 4.3, there is \( u^* \in H^1_0(\Omega) \) such that \( u_n \to u^* \) in \( L^\infty(\Omega) \) and, for every \( \varphi \in C_1^\infty(\Omega) \),
\[
\int_\Omega \nabla u^* \nabla \varphi \, dx = \lim_{n \to \infty} \int_\Omega (u_n^p - \lambda u_n) \varphi \, dx = \int_\Omega ((u^*)^p - \lambda u^*) \varphi \, dx.
\]
It remains to show that \( u^* \neq 0 \). Let \( v_n \in \mathcal{M}_{s_n} \) denote the least energy solution of (1.1); then, by [30, Theorem 4.5.], (see also [7, Theorem 1.2]), we have that \( v_n \to v^* \) in \( L^{p+1}(\Omega) \) to some \( v^* \in \mathcal{M}_1 \), and therefore,
\[
\|u^*\|_{L^{p+1}}^{p+1} = \lim_{n \to \infty} \|u_n\|_{L^{p+1}}^{p+1} \geq \lim_{n \to \infty} \|v_n\|_{L^{p+1}}^{p+1} = \|v^*\|_{L^{p+1}}^{p+1} > 0.
\]
Then \( u_* \neq 0 \) and therefore \( u_* \in \mathcal{M}_1 \). \( \square \)
Remark 4.5. It is well known that \( \lim_{s \to 1} \lambda_s^1(\Omega) = \lambda_1^1(\Omega) \), but we could not find a precise reference. In this Remark, we give a brief argument. Let \( \varphi_1^s \in C^\infty(\Omega) \cap C^\infty(\mathbb{R}^N) \) denote the first eigenfunction associated to \( \lambda_1^s(\Omega) \) for \( s \in (0, 1] \) normalized such that \( \| \varphi_1^s \|_{L^\infty} = 1 \). Then, since \( \varphi_1^s \in H_0^1(\Omega) \),

\[
\lim_{s \to 1} \lambda_s^1(\Omega) = \lim_{s \to 1} \inf_{v \in H_0^1(\Omega)} \frac{\|v\|_{L^2}^2}{\|\varphi_1^s\|_{L^2}^2} \leq \lim_{s \to 1} \frac{\|\varphi_1^1\|_{L^2}^2}{\|\varphi_1^s\|_{L^2}^2} = \frac{\|\varphi_1^1\|_{L^2}^2}{\|\varphi_1^1\|_{L^2}^2} = \lambda_1^1(\Omega).
\]

In particular, \( \lambda_1^1(\Omega) \) is bounded and therefore \( (\|\varphi_1^s\|_{L^\infty} + \|(-\Delta)^{\alpha} \varphi_1^s\|_{L^\infty(\Omega)}) \) is bounded as \( s \to 1^- \) as \( n \to \infty \). Let \( s_n \to 1^- \). Then by Lemma 4.3, passing to a subsequence, \( \varphi_1^{s_n} \to \varphi \) in \( L^\infty(\Omega) \) as \( n \to \infty \) for some \( \varphi \in H_0^1(\Omega) \) and, by Fatou’s Lemma,

\[
\lambda_1^1(\Omega) = \inf_{v \in H_0^1(\Omega)} \frac{\|v\|_{L^2}^2}{\|\varphi_1^s\|_{L^2}^2} \leq \lim_{n \to \infty} \frac{\|\varphi_1^{s_n}\|_{L^2}^2}{\|\varphi_1^s\|_{L^2}^2} = \lim_{n \to \infty} \lambda_1^{s_n}(\Omega).
\]

Since this can be done for any subsequence, we conclude that \( \lim_{s \to 1} \lambda_s^1(\Omega) = \lambda_1^1(\Omega) \).

4.1 Proof of Theorem 1.1

Proof of Theorem 1.1. Let \( N \geq 2, \ p \in (1, 2^*-1), \lambda > -\lambda_1^1(\Omega) \), and \( \Omega \) be such that the problem (1.4) has a unique positive solution which is nondegenerate. Then, for \( s \) sufficiently close to \( 1 \), (4.3) holds. We argue first the nondegeneracy of solutions of (1.1). By contradiction, let \( (s_n) \subset (0, 1) \) be a monotone increasing sequence with \( \lim_{n \to \infty} s_n = 1 \), \( u_n \in M_{s_n} \), and assume that there is a solution \( h_n \) of

\[
(-\Delta)^{\alpha} h_n = p u_n^{p-1} h_n - \lambda h_n, \quad h_n \in H_0^{s_n}(\Omega) \cap C^\infty(\Omega), \quad \|h_n\|_{L^\infty} = 1 \quad \text{for all} \ n \in \mathbb{N}.
\]

In the following, we use \( C > 0 \) to denote possibly different constants independent of \( n \). Observe that, by Theorem 4.1, passing to a subsequence,

\[
\|h_n\|_{L^s}^2 = p \int_{\Omega} u_n^{p-1} h_n^2 - \lambda \|h_n\|_{L^2}^2 \leq |\Omega| (p \|u_n\|_{L^\infty}^{p-1} + |\lambda|) \leq C \quad \text{for all} \ n \in \mathbb{N}.
\]

By Lemmas 4.3 and 4.4, there are \( v \in H_0^1(\Omega) \) and \( u \in M_1 \) such that \( h_n \to h \) and \( u_n \to u \) in \( L^\infty(\Omega) \). Then,

\[
\lim_{n \to \infty} \int_{\Omega} u_n^{p-1} h_n \varphi = \int_{\Omega} u^{p-1} h \varphi, \quad \text{for} \varphi \in C^\infty(\Omega), \text{which contradicts the nondegeneracy of the limiting problem (4.2).}
\]

Next we prove the uniqueness of solutions of (1.1) for \( s \) sufficiently close to \( 1 \). We argue as in Theorem 1.6. By contradiction, assume that \( u_n \) and \( v_n \) are two distinct solutions of problem (1.1) with \( p \in (1, 2^*-1) \) and \( s_n \to 1^- \). By Lemma 4.4 and the uniqueness of solutions of the problem with \( s = 1 \), we have that \( u_n \to u, \ v_n \to u \), in \( L^\infty(\Omega) \), where \( u \in M_1 \) is the unique solution of (1.1) for \( s = 1 \). Let \( w_n := \frac{u_n - v_n}{\|u_n - v_n\|_{L^\infty}} \), then

\[
(-\Delta)^{\alpha} w_n = \alpha_n(x) w_n - \lambda w_n =: g_n \quad \text{in} \ \Omega, \quad w_n = 0 \quad \text{in} \ \mathbb{R}^N \setminus \Omega, \quad \|w_n\|_{L^\infty} = 1,
\]

where \( \alpha_n := \int_0^1 p(tu + (1-t)v_n)^{p-1} \, dt \) satisfies that \( \|\alpha_n\|_{L^\infty} < C \) for all \( n \in \mathbb{N} \) and for some \( C > 0 \) (by Theorem 4.1) and, by dominated convergence, \( \alpha_n \to pu^{p-1} \) a.e. in \( \Omega \) as \( n \to \infty \).
By Lemma 4.3, there is \( w \in H^1_0(\Omega) \setminus \{0\} \) such that \( w_n \to w \) in \( L^\infty(\Omega) \) and, again by dominated convergence,

\[
\int_\Omega \nabla w \nabla \varphi \, dx = \lim_{n \to \infty} \int_\Omega (\alpha_n(x)w_n - \lambda w_n) \varphi \, dx = \int_\Omega (pw^{p-1} - \lambda)w \varphi \, dx
\]

for all \( \varphi \in C_c^\infty(\Omega) \), which contradicts the nondegeneracy of the limiting problem (4.2).

\[ \square \]

**Remark 4.6** (Uniform constants depending on upper bounds). In the proof of Theorem 1.1, the constant \( \sigma \) depends on \( p \). One can obtain a uniform \( \sigma \) for all \( p \in (1, p_0) \) with \( p_0 < 2^* - 1 \) by considering also a sequence \( p_n \subset (1, p_0] \) such that \( \lim_{n \to \infty} p_n = \overline{p} \in [1, p_0] \) in the proof by contradiction of Theorem 1.1. If \( \overline{p} > 1 \), basically the same argument applies, whereas if \( \overline{p} = 1 \), then one can argue as in Theorem 1.6. Note, however, that this requires more technicalities, since uniform interior \( C^{2+s} \) regularity estimates are not available for \( s \to 1^- \) (see Remark 4.2). Instead, one can use regularity theory for distributional solutions, as in Theorem 4.1. In order to make the ideas in our arguments more transparent, we do not pursue this here.

### 4.2 Proofs of the corollaries

All the corollaries stated in the introduction follow directly from Theorem 1.1 and the known results for the local case, except for Corollary 1.3, which involves only least-energy solutions and it is a consequence of the next result.

**Theorem 4.7.** Let \( N \geq 2 \), \( p \in (1, 2^* - 1) \), \( \lambda > -\lambda_1^2(\Omega) \), and \( \Omega \) be such that the problem

\[
-\Delta u + \lambda u = u^p \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega,
\]

has a unique least energy solution \( u \) which is nondegenerate. Then, there is \( \sigma = \sigma(\Omega, \lambda, p) \in (0,1) \) such that, for \( s \in (\sigma, 1] \), the problem (1.1) has a unique least energy solution and it is nondegenerate.

**Proof.** The result follows by arguing exactly as in Theorem 1.1 and by noting that, by [30, Theorem 4.5.], a sequence of least energy solutions converges to a least energy solution of the limiting problem. \( \square \)
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