VTP: volumetric transformer for multi-view multi-person 3D pose estimation
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Abstract
This paper presents Volumetric Transformer Pose Estimator (VTP), the first 3D volumetric transformer framework for multi-view multi-person 3D human pose estimation. VTP aggregates features from 2D keypoints in all camera views and directly learns the spatial relationships in the 3D voxel space in an end-to-end fashion. The aggregated 3D features are passed through 3D convolutions before being flattened into sequential embeddings and fed into a transformer. A residual structure is designed to further improve the performance. In addition, the sparse Sinkhorn attention is empowered to reduce the memory cost, which is a major bottleneck for volumetric representations, while also achieving excellent performance. The output of the transformer is again concatenated with 3D convolutional features by a residual design. The proposed VTP framework integrates the high performance of the transformer with volumetric representations, which can be used as a good alternative to the convolutional backbones. Experiments on the Shelf, Campus and CMU Panoptic benchmarks show promising results in terms of both Mean Per Joint Position Error (MPJPE) and Percentage of Correctly estimated Parts (PCP). Our code will be available.
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1 Introduction

Multi-view multi-person 3D pose estimation [1] has been an essential task that benefits many real-world applications, such as surveillance, intelligent sports, virtual/augmented reality, and human-computer interaction. It aims to localize the 3D joints for all people from multi-view cameras. Compared to single-view approaches, multi-view cameras can provide complementary information to effectively alleviate projective ambiguities.

One of the biggest challenges in multi-view multi-person 3D pose estimation is that the identity of the persons from each camera view is unknown. Previous methods [2, 3] tried to tackle this problem as an association task. First, the same persons from different views are identified and associated across multiple views. Subsequently, each person’s pose is estimated by triangulation or optimization-based pictorial structure models. Establishing cross-view correspondences is often crucial for this line of research. Recently, some approaches [4, 5] bypass the cross-view matching problem and perform both human localization and pose estimation in the 3D volumetric space. VoxelPose [4] proposes to use a 3D object detection design that avoids making incorrect decisions in each camera view, and enables a collaborative decision from all camera views. Nevertheless, while the 3D Convolutional Network (CNN) in VoxelPose is good at extracting local features, CNN has limitations when capturing long-range dependencies. Additionally, the volumetric representation calls for heavy memories and computations, which is an unnecessary overhead for sparse scenes. This paper attempt to explore better representation learning for voxel-based methods in multi-view multi-person 3D pose estimation.
Transformer has demonstrated promising performance in many vision tasks. In this paper, we propose a transformer framework that learns volumetric representations for multi-view multi-person 3D pose estimation. Inheriting the advantages of VoxelPose [4], VTP aggregates features from 2D keypoints in all camera views and directly learns the spatial relationships in the 3D voxel space. The aggregated 3D features are passed through 3D convolutions before being flattened into sequential embeddings and fed into a transformer. A residual structure is designed to further improve the network performance.

A major bottleneck of transformer-based models lies in the self-attention computation is quadratic and the computational cost is unbearable if applied directly to voxels. Towards this end, VTP overcomes this bottleneck from two aspects: (1) VTP adopts a coarse-to-fine routine, where persons are first localized in 3D and transformers are applied to the 3D region of interest (ROI) to regress the 3D poses in the second stage; (2) VTP exploits the sparse Sinkhorn attention which computes quasi-global attention with only local windows based on differentiable sorting of the representations, thus improving the memory efficiency.

Our contributions can be summarized as follows:

- We provide an accurate and efficient transformer-based solution that solves the 3D multi-view multi-person pose estimation problem in an end-to-end fashion, named VTP, which empowers the transformer to perform pose estimation in the 3D volumetric space instead of explicit cross-view matching in 2D.
- We design a residual block structure with 3D convolutions for VTP to further improve accuracy and performance.
- To overcome heavy computations of voxels, we exploit the sparse Sinkhorn attention which computes quasi-global attention with only local windows based on differentiable sorting.

2 Related work

2.1 Multi-view 3D pose estimation

To exploit information from different viewpoints, many methods have been proposed for multi-view human pose estimation [1, 4, 6–8]. Establishing cross-view correspondences is key to many existing works [6, 7, 9]. Isakov et al. [6] propose to fuse 3D voxel feature maps and learn 3D pose via differentiable triangulation. Qiu et al. [7] introduce a cross-view fusion scheme into CNN to jointly estimate 2D poses for multiple views, and present a recursive Pictorial Structure Model to recover the 3D pose. Zhang et al. [9] propose a deep-learning-free 4D association method that unifies per-view parsing, cross-view matching, and temporal tracking into a single optimization framework. In 2020, Tu et al. propose a volumetric paradigm VoxelPose [4] and bypass the cross-view matching problem, thus effectively reducing the impact of incorrectly established cross-view correspondences. Inspired by VoxelPose, we present the first transformer framework for 3D volumetric representation for multi-view 3D pose estimation. MVP [1] views multi-person 3D pose estimation as a direct regression problem and does not perform any intermediate task including 2D keypoint detection. Yet, we argue that the intermediate 2D keypoint detection makes methods more robust to environmental change.

2.2 Vision transformer

Transformer, first introduced in Attention is All You Need [10], is a common model in the field of natural language processing (NLP) and has swept various tasks of NLP with its outstanding performance. Thanks to its known advantages in capturing long-range dependencies, the computer vision (CV) field has also recently seen a soaring number of papers using transformers in various tasks, such as object detection [11–14], image classification [15–17], video understanding [18–21], and Super-Resolution [22–24]. There is also some recent research on the use of transformers in human pose estimation tasks such as 2D pose detection [25–28]. PRTR [27] proposes a top-down regression-based method of human pose estimation network based on cascade transformer structure. POET [28] proposes the first end-to-end trainable multi-instance 2D pose estimation model, which combines convolutional neural network (CNN) and transformer to directly predict the pose in parallel using the relationship between the detected person and the whole image environment.

For the 3D pose estimation, METRO [29] presents a method for reconstructing 3D human pose and mesh vertices from a single image. The attention encoder is used to jointly model vertex-vertex and vertex-joint interactions and to output 3D joint coordinates and mesh vertices simultaneously. Voxel-based estimation refer to methods that estimate the properties of objects in 3D space by analyzing the properties of voxels in a volumetric representation of the object. VoxelPose, a voxel-based method, Rather than predicting keypoint locations directly on 2D heatmaps from each viewpoint, it aggregates information from multiple viewpoints using convolution operations, which elegantly avoids the challenges of associating the 2D poses of the same person in different views as well as associating the joints of the same person. However, no one has tried to exploit transformers for volumetric representations in multi-view 3D pose estimation, due to its high computational cost, especially for large sparse scenes. In fact, MVP [1] designs a multi-view pose transformer that
is free of volumetric representations. In contrast, to explore further potentials of the volumetric representations and benefit from its elegant and simple formation, we propose the first volumetric transformer pose estimator (VTP) for multi-view 3D pose estimation. In this paper, we prove that the transformer framework for 3D volumetric representations shows outstanding performance compared to other voxel-based methods.

3 Method

Figure 1 is an overview of the proposed framework. The detection process is a top-down, two-stage approach. First, the 2D heatmaps at each viewpoint are obtained by pre-trained 2D pose backbone. Second, the entire public space will be voxelized, using the Cuboid Proposal Network (CPN), the same as VoxelPose [4], to predict each persons’ center in the space. Third, the space around each predicted human center will be voxelized in a more detailed space, and the VTP network is used to predict all the 3D joint positions of that person. VTP takes the CPN predicted human center’s surrounding voxel grids as input, containing the multi-view fused information about a person’s surrounding space. The input will go through a separate convolution-based network (marked as (2) in Fig. 1) and a transformer-based network (including (1) in Fig. 1 and following transformer encoder), finally concatenating their outputs and putting them through the convolutional layer (marked as (3) in Fig. 1).

3.1 Volumetric Transformer Pose (VTP) estimator

Input of the network. Following VoxelPose [4], the target people are first localized by Cuboid Proposal Network (CPN), which provides a number of human center proposals. The 2D pose heatmaps in all camera views are projected to a common discretized 3D space to construct a 3D feature volume. The space is divided into discrete grids of $X \times Y \times Z$, expressed as $\{ V^x, y, z \}$. Denote the 2d heatmap under the viewpoint $v$ as $M_v \in \mathbb{R}^{J \times H \times W}$, where $J$ is the number of joints. For each $V^x, y, z$, the projection position $P^x, y, z_v$ under viewpoint $v$ can be calculated by the camera geometry, then the value of the 2d heatmap at this projection position can be expressed as $M_v^x, y, z$. At this point, for a $V^x, y, z$, the average value of the 2d heatmaps can be calculated for all the views:

$$F^x, y, z = \frac{1}{V} \sum_{v=1}^{V} M_v^x, y, z$$

(1)
VTP: volumetric transformer for multi-view...

Second, feeding equal to the number of human joint nodes defined in the 2D dataset. The transformer module consists of two-dimensional sequences is described below. First, let a the process of converting four-dimensional voxel grids into a grid vector with coordinates \( v \in \mathbb{R}^3 \). This completes the embedding process of the current grid in 3D space. However, the experimental results were not satisfactory.

The main function is to transform the channels of each voxel to the 3D convolutional network: (1) the initial input voxel grids are extracted into high-level features, and (2) the initial input voxel grids are recovered to original channels. The 3D Conv and Residual block used here has four parameters:

\[
cin, cout, kernelSize, padding
\]

where \( cin \), \( cout \) represent the input voxel channels and the target output channels, \( kernelSize \) is the size of the 3D convolution kernel, here we make \( padding = (kernelSize - 1)/2 \). The main function is to transform the channels of each voxel element while keeping the dimensions of the voxel grids constant.

Using three 3D convolutions will form a residual block, where \( c_{res} \) are the two parameters of the residual block. The input of the residual block will go through two branches, one consisting of \( c_{in} = c_{res} \), \( c_{out} = c_{res} \) and \( c_{in} = c_{out} = c_{res} \), two 3D convolution layer with kernel size set to 3. And the other one consists of one 3D convolutional layer with \( c_{in} = c_{res}, c_{out} = c_{res} \) and kernel size of 1. The two paths will result in four-dimensional vectors of the same scale, which are summed and then passed through the ReLU activation function to obtain the final output of the residual block.

### Position Embedding

Positional embeddings are there to give a transformer knowledge about the position of the input vectors. They are added (or concatenated) to corresponding input vectors. The learnable positional embedding, same as in Bert [31], is used in the proposed framework which lets the network derive the effective position embedding in the training data by itself. The authors also tried Sinusoidal Position Encoding in three dimensions: length, width, and height of voxel grids to make the transformer perceive the position of the current grid in 3D space. However, the experimental results were not satisfactory.

### Sinkhorn Sparse Transformer for pose regression

The transformer module \( t(\cdot) \) accepts sequential input and the process of converting four-dimensional voxel grids into two-dimensional sequences is described below. First, let a \( h \times w \times l \) 3D grid with \( j \) dimensional vectors be \( V = \{ v_0, v_0, \ldots, v_h, w, l \} \in \mathbb{R}^{j \times h \times w \times l} \), where \( v^{x, y, z} \) represents a grid vector with coordinates \( (x, y, z) \), the dimension \( j \) is equal to the number of human joint nodes defined in the dataset. Second, feeding \( V \) into a 3D convolutional network with \( c_{in} = j, c_{out} = e \) yields a voxel grid with more features extracted as \( V_e = \{ v_0, v_0, \ldots, v_h, w, l \} \), then each \( v_e \) will be added to the position embedding of the same length \( e \). This completes the embedding process of the initial input. Third, the voxel grids with four dimensions \( h, w, l, e \) are transformed into a two-dimensional sequence \( S = \{ s_0, \ldots, s_L \} \), where \( s_i \in \mathbb{R}^{e \times L} \), representing the blocks that are partitioned out, \( Bins = \{ b_1, \ldots, b_{N_b} \} \), \( b_i \in \mathbb{R}^{B, e} \).

If each element can only focus on other elements in the same bucket as itself, this approach is equivalent to a block-based local attention mechanism that lacks macroscopic dependence on other elements far away from itself, whereas for 3D pose estimation, it is important to infer the likelihood of a joint in the current position based on cues from other distant joints. The following section describes how the Sinkhorn sparse transformer reorder the bins so that the current region can focus on distant regions related to itself, making it an approximate global attention process.

The self-attention mechanism in transformers relies on the calculation of the Query, Key, and Value of each element, which can be written as:

\[
Attention(Q, K, V) = Score(Q, K) V = \text{softmax} \left( \frac{Q K^T}{\sqrt{d}} \right) V
\]

The relevance of element \( j \) to element \( i \) can be obtained by calculating the dot product of the Query of element \( i \) and the Key of element \( j \). After the weights are calculated for all other elements, the Value values are summed up according to their relevance. This requires the computation process to store the \( Q K^T \) matrix quadratic to the length of the input sequence, and here is where the bottleneck of the original transformer lies. For voxel grids of human pose estimation, the grid density is positively correlated with the accuracy, and if the vanilla transformer [10] is used then the grid density will be very sparse and cannot achieve valuable prediction accuracy. Nevertheless, voxel grids and transformers are both sparse, and most of the space in voxel grids does not have human joint nodes. The elements that have a large impact on the final result of the transformer are often very few, so we can make
each element focus only on the most relevant elements with itself, we can reduce the quadratic complexity. The main idea of Sinkhorn sparse attention is to divide the sequence into blocks, calculate the correlation between blocks and learn the appropriate block sorting order. After sorting, each block in the original order will only focus on the elements in the corresponding block in the new sequence. This alleviates the problem caused by the quadratic complexity of transformers and makes it possible to exploit transformers for volumetric representations. Removed details

A permutation matrix will be obtained after the Sinkhorn operation \[34\], which is used to reorder the initial bin sequence into a new sequence, as shown in Fig. 3.

Subsequently, the Query, Key, and Value of the two sequences are concatenated into a bigger bin, which results in a Query, Key, and Value with \(2B\) elements. Here the bigger bin contains both locally adjacent elements and other relevant elements that are distant (Fig. 4).

Figure 5 represents the attention matrix of sparse Sinkhorn transformer. The orange area represents the relevant area after the original sequence is chunked, and the blue area represents the elements in the corresponding position of the sequence after the permutation matrix transformation:

After the sparse Sinkhorn transformer encoder, the output \(So = \{s_0, ..., s_L\}\) will be the same channels as the input, each element being a vector of \(e\) channels. The sequence is unflattened into 3D space again and concatenated with the output from the 3D convolutional network. At this point, the channels of each voxel element will become \(e + c\). Finally, the features are fed into the last layer of 3D convolutional network, where input channels equals \(e + c\) and output channels is \(j\), where \(j\) is the number of human joints. It will change the high-dimensional feature into the probability of the existence of each joint in the current voxel space.

Final output. After the above steps, voxel grids with joints possibility will be obtained. However, this is not enough to deduce the final position of each joint node, because if we just pick the most probable value from the used grids, then the \(2000mm \times 2000mm \times 2000mm\) space will be divided into \(30 \times 30 \times 30\) grids, and each grid will have the length of 66mm, the accuracy would be limited here. Similar to \[4\], we don’t find the voxel grid which has the maximum probability as prediction, instead we calculate the weighted average from all voxel grids, which is a common technique in previous works \[30\].

Let \(P_j(x, y, z)\) represent the probability map that the \(j\)-th joint node is in the voxel grid \(V^x,y,z\), and then the final position of this joint can be derived from the following equation:

\[
J_j = \frac{\sum_{x=1}^{X} \sum_{y=1}^{Y} \sum_{z=1}^{Z} (x, y, z) \cdot P_j(x, y, z)}{\sum_{x=1}^{X} \sum_{y=1}^{Y} \sum_{z=1}^{Z} P_j(x, y, z)}
\] (3)

In this way, the prediction probabilities of all voxel grids are used as weights, and the 3D coordinates of the voxel grids are summed together to obtain prediction results with smaller deviations.

4 Experiment

4.1 Dataset and evaluation metrics

We conducted experiments on three publicly available multi-view multi-person human pose estimation benchmarks: CMU-panoptic, Shelf, and Campus.

CMU Panoptic. CMU Panoptic provides some examples with large social interaction. It uses 480 synchronized VGA cameras, 31 synchronized HD cameras (temporally aligned with VGA cameras), and 10 RGB-D sensors for motion capture. All of the 521 cameras are calibrated by the Structure From Motion approach. Following \[4\], the training set consists of the following sequences: “60422 ultimatum1”, “16022 4 haggling1”, “160226 haggling1”, “161202 haggling1”, “160906 ian1”, “160906 ian2”, “160906 ian3”, “160906 band1”, “160906 band2”, “160906 band3”. The testing set consists of: “160906 pizza1”, “160422 haggling1”, “160906 ian5”, and “160906 band4”.

Shelf and Campus. The Shelf dataset has annotated the body joints of four actors interacting with each other using cameras 2, 3 and 4. Triangulation is performed using the three camera views for deriving the 3D ground truth. Actor 4 (Vasilis) is occluded in most of the camera views and thus excluded from the evaluation. The Campus dataset has annotated the body joints of the main three actors performing different actions for the frames that are observed from the
first two cameras. The ground-truth for the third camera view is the result of the triangulation (between cameras 1 and 2), and then projected to camera 3.

We have used the following evaluation metrics on these datasets.

**PCP3D (Percentage of Correctly estimated Parts)** The PCP metric measures the percentage of correctly predicted parts. A body part is considered correct by the algorithm if:

\[
\|s_n - \hat{s}_n\| + \|e_n - \hat{e}_n\| \leq \alpha \|s_n - e_n\| \tag{4}
\]

where \(s_n\) and \(e_n\) are the ground truth start and end location of part \(n\), \(\hat{s}_n\) and \(\hat{e}_n\) are the corresponding estimated locations, and \(\alpha\) is a threshold parameter.

**MPJPE (Mean Per Joint Position Error)** This metric is calculated by:

\[
\frac{1}{N_j} \sum_{i=1}^{N_j} \left\| P_{f,S}(i) - P_{gt,S}(i) \right\|_2 \tag{5}
\]

where \(f\) denotes a frame and \(s\) denote the corresponding skeleton. \(P_{f,S}(i)\) is the estimated position of joint \(i\) and \(P_{gt,S}(i)\) is the corresponding ground truth position. All joints are considered, \(N_j\) means the number of joints. Finally, the MPJPEs are averaged over all frames.

### 4.2 Implementation details

We test the performance on these three datasets under two scenarios, one is using the CPN network to predict the human center, the other is using the ground truth of the human center. The pretrained 2d human pose network backbone is used in all three datasets and require gradient is set to false. The embedding size of the Sinkhorn Transformer and the channels that 3D Conv extract are both set to 256. We set the depth (number of attention layers) to 1, size of the bin to 128, and number of attention heads for the Sinkhorn Transformer to 2. The input grid size is \(30 \times 30 \times 30\). We trained our model on a Nvidia GTX 3090 GPU.

For the Campus and Shelf datasets, we also adopt the same approach as [4], directly using the 2D pose estimator trained on the COCO dataset. These two datasets are only used as test sets, and the training process only uses synthetic data from the CMU panoptic dataset. We apply the Adam optimizer and train the model for 30 epochs. The learning rate is set to be 1e-4. The PCP3D metric is used to evaluate the predicted poses. For each ground truth pose, the most similar predicted pose is found and the percentage of correct limbs is calculated. However, we argue that this metric does not penalize false positive predictions, and does not provide an accurate analysis of errors in terms of distance. Therefore, we also measure the MPJPE (Mean Per Joint Position Error).

For the CMU Panoptic dataset, it is partitioned into a training set and a test set as described in the previous section, we apply the Adam optimizer and train the model for 10 epochs. The learning rate is set to be 1e-4. The APK metric in [4] is used for evaluation on this dataset to facilitate comparison of performance. A prediction was considered to be estimated correctly when its MPJPE was less than \(K\) mm.
Table 1 Results on Shelf

| Shelf    | A1 ↑ | A2 ↑ | A3 ↑ | Avg. ↑ | MPJPE (mm) ↓ |
|----------|------|------|------|--------|--------------|
| 4D Association [9] | 99.0 | 96.2 | 97.6 | 97.6 | –             |
| Part-aware Pose [36] | 99.14 | 95.41 | 97.64 | 97.39 | –             |
| VoxelTrack [37] | 98.6 | 94.9 | 97.7 | 97.1 | –             |
| Wu et al. [5] | 99.3 | 96.5 | 97.3 | 97.7 | –             |
| Dong et al. [2] | 98.8 | 94.1 | 97.8 | 96.9 | –             |
| VoxelPose [4] | 99.3 | 94.1 | 97.6 | 97.0 | 57.3          |
| Ours     | 99.3 | 95.1 | 97.4 | 97.3 | 56.3          |
| (gt) VoxelPose [4] | 99.2 | 95.1 | 97.8 | 97.4 | 52.8          |
| (gt) Ours | 99.5 | 96.2 | 97.6 | 97.8 | 51.1          |

↑ means the larger the better, ↓ means the lower the better

Table 2 Results on Campus

| Campus   | A1 ↑ | A2 ↑ | A3 ↑ | Avg. ↑ | MPJPE (mm) ↓ |
|----------|------|------|------|--------|--------------|
| Part-aware Pose [36] | 98.37 | 93.76 | 98.26 | 96.79 | –             |
| VoxelTrack [37] | 98.1 | 93.7 | 98.3 | 96.7 | –             |
| Dong et al. [2] | 97.6 | 93.3 | 98.0 | 96.3 | –             |
| VoxelPose [4] | 97.6 | 93.8 | 98.8 | 96.7 | 78.2          |
| Ours     | 97.6 | 93.1 | 98.1 | 96.3 | 80.1          |
| (gt) VoxelPose [4] | 97.6 | 93.3 | 98.7 | 96.5 | 73.9          |
| (gt) Ours | 97.8 | 93.8 | 97.3 | 96.3 | 71.3          |

↑ means the larger the better, ↓ means the lower the better

4.3 Experimental results

Shelf and Campus. The two datasets are evaluated using the PCP3D metric for actor 1 (A1), actor 2 (A2), and actor 3 (A3), respectively, and the MPJPE results are also provided. Table 1 presents the result for the Shelf dataset and Table 2 presents the result for the Campus dataset.

In the Shelf dataset, we surpassed VoxelPose in both PCP3D average performance and MPJPE, achieving PCP3D average performance of 97.3 and MPJPE of 56.3mm, respectively, compared to VoxelPose’s PCP3D average performance of 97.0 and MPJPE of 57.3mm. When the ground truth of the body center is used in the first stage, our lead in PCP3D average performance comes to 0.4%, and MPJPE reduces by 1.7mm, showing more significant improvement than under the condition of using CPN to predict the human center. This indicates that accurate localization of the targets can lead to highly accurate pose estimation results (Table 1).

For the Campus dataset, our results in terms of AP is on par with the state-of-the-art methods including VoxelPose. The MPJPE of our method is 2mm smaller than VoxelPose when using the ground truth in the center of the body, reaching 71.3mm compared with 73.9mm from VoxelPose.

It should be noted that since VoxelPose did not test the performance when using the ground truth of human center, the results here are obtained by us using the official code, after 30 epochs of training, we get the result PCP3D average performance of 96.5. We speculate that it might be because of the smaller number of views in the Campus dataset, which only has 3 cameras (one camera’s ground truth is the result of triangulation from the other two cameras), compared with 5 cameras from the other two datasets.

CMU Panoptic. We compared our proposed method VTP and VoxelPose under the Panoptic dataset. As shown in Table 4, our network improves by 1.28 mm compared to VoxelPose when using the ground truth of the body center. When using the CPN network as the first stage to predict the body center, our network improves 0.06mm in MPJPE compared to the already very accurate voxelpose, and our model has a higher correct rate under the threshold of AP25.

Here we can find that after using the CPN network for prediction, our lead for voxelpose shrinks, and the same happens for the other two datasets. Our speculation is that because the body center predicted by the CPN network has some error compared to the ground truth, the predicted value may be randomly distributed in the vicinity of the ground truth, resulting in ambiguity in the relative relationship between the
Table 3  Ablation study on the Shelf dataset

| Structure                  | Attention head | Embedding size | Grid size | A1     | A2     | A3     | Avg.   | MPJPE (mm) |
|----------------------------|----------------|----------------|-----------|--------|--------|--------|--------|------------|
| (a) CNN                    | –              | 256            | 30 × 30 × 30 | 97.3   | 83.7   | 97.5   | 92.9   | 64.3mm     |
| (b) Transformer            | 2              | 256            | 30 × 30 × 30 | 98.2   | 91.8   | 97.5   | 95.8   | 61.3mm     |
| (c) CNN + Transformer      | 2              | 32             | 30 × 30 × 30 | 97.6   | 89.7   | 97.0   | 94.8   | 68.1mm     |
| (d) CNN + Transformer      | 2              | 256            | 30 × 30 × 30 | 99.5   | 94.9   | 97.6   | 97.3   | 56.3mm     |
| (e) CNN + Transformer      | 4              | 256            | 30 × 30 × 30 | 99.2   | 94.3   | 97.5   | 97.0   | 57.2mm     |
| (f) CNN + Transformer      | 8              | 256            | 30 × 30 × 30 | 99.3   | 93.0   | 97.6   | 96.6   | 57.1mm     |
| (g) CNN + Transformer      | 2              | 512            | 30 × 30 × 30 | 99.4   | 93.2   | 97.5   | 96.7   | 56.0mm     |
| (h) CNN + Transformer(2 layers) | 2          | 256            | 30 × 30 × 30 | 98.8   | 94.5   | 97.6   | 97.0   | 56.4mm     |
| (i) CNN + Transformer      | 2              | 256            | 24 × 24 × 24 | 99.2   | 94.3   | 97.7   | 97.0   | 58.1mm     |

Table 4  Results on CMU Panoptic

| CMU Panoptic             | AP_{25} ↑ | AP_{50} ↑ | AP_{100} ↑ | AP_{150} ↑ | MPJPE (mm) ↓ |
|--------------------------|-----------|-----------|------------|------------|--------------|
| VoxelTrack [37]          | 85.88     | 98.31     | 99.54      | –          | 16.97        |
| Wu et al. [5]            | –         | –         | –          | –          | 15.84        |
| VoxelPose [4]            | 83.59     | 98.33     | 99.76      | 99.91      | 17.68        |
| Ours                     | 83.79     | 97.14     | 98.15      | 98.40      | 17.62        |
| (gt) VoxelPose [4]       | –         | –         | –          | –          | 16.94        |
| (gt) Ours                | –         | –         | –          | –          | **15.66**    |

Fig. 6  Comparision of estimated 3D poses on the CMU Panoptic dataset (ground truth human center used). Our results and the VoxelPose estimations are compared side-by-side for the exact same inputs consisting of 5 views. The red skeletons represent the ground truth 3D poses. Our estimates align better with the ground truth poses.
learned embedding of the transformer for voxel grid in the expression space. To this end, more accurate body center estimation is still needed. Figure 6 shows the visualization of the pose prediction using the ground truth of the human center in two different scenes. On the left, the original images with labeled 2D joints are shown in five views; on the right, the ground-truth poses of each person are represented by various colors, and the red color represents the predicted poses.

4.4 Ablation studies

In this section, ablative studies are conducted to analyze the essential components in our proposed model in detail. Various parameters in our proposed VTP model are tested on the Shelf dataset, and the results are shown in Table 1.

**Two branch structure.** Our proposed network can be divided into three parts, a separate convolution-based network (marked as (2) in Fig. 1) to increase the number of channels, a transformer-based network (including (1) in Fig. 1 and following transformer encoder), the Embedding phase in Transformer can be regarded as an increase to the number of channels, finally is the part that reduces the number of channels from the above two parts jointed features to the number of joint nodes through convolutional layer (marked as (3) in Fig. 1). (a) and (b) of Table 3 show the effect of using only CNN to increase the number of channels and using only the transformer network to increase the number of channels. It can be found that the effect of using these two branches alone is much worse than that of using the features of both branches in (d). Figure 7 shows a result using different branches.

The limited receptive field of CNN leads to difficulty in capturing global information, while Transformer can capture long-range dependencies, so combining the two enables the network structure to inherit the advantages of CNN and Transformer and retain the global and local features to the greater extent.

**Embedding size.** We study the effect of choosing the embedding size. As shown in the Table 3 (c), (d), (g), we change the embedding size of the transformer branch and the number of output channels of the CNN branch, while all other parameters are fixed. The MPJPE increases to 68.1 mm and the PCP3D average performance is only 94.8 when the embedding size is set to 32. The performance in terms of these two metrics is improving as the embedding size increases from 32 to 256. However, when the embedding size increases from 256 to 512, the improvement of MPJPE is not obvious, also the PCP3D Average performance decreases by 0.6%. This may be owing to that the 512 embedding size made the model too complex, overfitting the training set, thus deteriorating the generalization ability. Figure 8 shows...
the performances for five different embedding sizes. The performance improvement is more obvious in the process of increasing the embedding size from 32 to 128, and the effect starts to slow down from 128 to 256. Figure 9 shows a result using 32 and 256 embedding sizes.

**Number of layers and attention heads.** One of the major bottlenecks of using transformers on voxel grids is the complexity, where the increase in granularity of the 3D space will bring a cubic increase in the length of the transformer sequence. Increasing the number of layers will consume more memory resources linearly, unless the reversible layers like the one in reformer [38] are used, which saves space to store the intermediate gradients but significantly reduce the training speed. In Table 3(d) and (h), we compare the results of 1 transformer layer versus 2 transformer layers. In (h) we train 40 epochs in case the network does not converge. The MPJPE decreases slightly after increasing the transformer to two layers, and the PCP3D average performance decreases by 0.3. Increasing the number of layers to 2 behaves similarly to increasing the embedding size to 512.

For the multi-headed attention mechanism, we did not find any obvious pattern. As shown in Table 3(d-f), we test the effects under 2, 4, and 8 attention heads, respectively. The MPJPE and PCP3D average performance of 2 heads are the highest, achieving 56.3mm and 97.3 respectively, while under 4 and 8 heads, the PCP3D average decreases continuously, while the MPJPE decreases and then increases. Therefore, we choose the 2 head attention mechanism for our final architecture.

**Grid size.** By comparing (d),(i) in Table 3, we can see that the performance of both MPJPE and PCP3D is improved when the grid size (in other words, the number of grids that the space is divided into) is increased from $24 \times 24 \times 24$ to $30 \times 30 \times 30$. It shows that a more detailed division of space brings better results, which always holds true for voxel-based methods. However, as mentioned before, a more detailed division of the space will lead to a significant increase in computation. We choose $30 \times 30 \times 30$ in order to strike the balance between complexity and precision.

5 Conclusion and future work

In this paper, we propose the Volumetric Transformer Pose estimator (VTP), a network consisting of transformer and CNNs, for volumetric representation learning in multi-view multi-person 3D pose estimation scenarios. In the two-stage process of localizing multiple people and estimating the pose for each person, VTP contributes to better volumetric representation learning in the second stage, where the pose of the localized person is estimated. A residual structure and the Sinkhorn attention are applied to further improve the efficiency and accuracy. Experiments on popular benchmarks show that VTP is on par with the state-of-the-art methods in terms of PCP3D and MPJPE, and outperforms previous voxel-based methods when the target person localization is accurate. In future works, we will explore the potential of the proposed framework in the first stage of localizing the persons as well, which will likely increase the overall accuracy.
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