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Abstract

We present a multiview pseudo-labeling approach to video learning, a novel framework that uses complementary views in the form of appearance and motion information for semi-supervised learning in video. The complementary views help obtain more reliable “pseudo-labels” on unlabeled video, to learn stronger video representations than from purely supervised data. Though our method capitalizes on multiple views, it nonetheless trains a model that is shared across appearance and motion input and thus, by design, incurs no additional computation overhead at inference time. On multiple video recognition datasets, our method substantially outperforms its supervised counterpart, and compares favorably to previous work on standard benchmarks in self-supervised video representation learning.

1. Introduction

3D convolutional neural networks (CNNs) [54, 7, 55, 16] have shown steady progress for video recognition, and particularly human action classification, over recent years. This progress also came with a shift from traditionally small-scale datasets to large amounts of labeled data [30, 5, 6] to learn strong spatiotemporal feature representations. Notably, as 3D CNNs are data hungry, their performance has never been able to reach the level of hand-crafted features [56] when trained ‘from-scratch’ on smaller scale datasets [48].

However, collecting a large-scale annotated video dataset [20, 6] for the task at hand is expensive and tedious as it often involves designing and implementing annotation platforms at scale and hiring crowd workers to collect annotations. For example, a previous study [47] suggests it takes at least one dollar to annotate a single video with 157 human activities. Furthermore, the expensive annotation process needs to be repeated for each task of interest or when the label space needs to be expanded. Finally, another dilemma that emerges with datasets collected from the web is that they are vanishing over time as users delete their uploads, and therefore need to be replenished in a recurring fashion [49].

Figure 1: Multiview pseudo-labeling (MvPL) takes in multiple complementary views of a single unlabeled video clip, in the form of RGB ($V$), optical-flow ($F$), and temporal gradients ($\frac{\partial V}{\partial t}$) and uses a shared model to perform semi-supervised learning. After training, a single RGB view is used for inference.

The goal of this work is semi-supervised learning in video to learn from both labeled and unlabeled data, thereby reducing the amount of annotated data required for training. Scaling video models with unlabeled data is a setting of high practical interest, since collecting large amounts of unlabeled video data requires minimal human effort. Still, thus far this area has received far less attention than fully supervised learning from video.

Most prior advances in semi-supervised learning in computer vision focus on the problem of image recognition. “Pseudo-labeling” [37, 63, 60, 50] is a popular approach to utilize unlabeled images. The idea is to use the predictions from a model as target labels and gradually add the unlabeled images (with their inferred labels) to the training set. Compared to image recognition, semi-supervised video recognition presents its own challenges and opportunities.
On the one hand, the temporal dimension introduces some ambiguity, i.e., given a video clip with an activity label, the activity may occur at any temporal location. On the other hand, video can also provide a valuable, complementary signal for recognition by the way objects move in space-time, e.g., the actions ‘sit-down’ vs. ‘stand-up’ cannot be discriminated without using the temporal signal. More specifically, video adds information about how actors, objects, and the environment change over time.

Therefore, directly applying semi-supervised learning algorithms designed for images to video could be sub-optimal (we will verify this point in our experiments), as image-based algorithms only consider appearance information and ignore the potentially rich dynamic structure captured by video.

To address the challenge discussed above, we introduce multiview pseudo-labeling (MvPL), a novel framework for semi-supervised learning designed for video. Unlike traditional 3D CNNs that implicitly learn spatiotemporal features from appearance, our key idea is to explicitly force a single model to learn appearance and motion features by ingesting multiple complementary views that augments labeled data. We consider visual-only semi-supervised learning and all the views are computed from RGB frames. Therefore our method does not require any additional modalities nor does it require any change to the model architecture to accommodate the additional views. Our proposed multiview pseudo-labeling is general and can serve as a drop-in replacement for any pseudo-labeling based algorithm [37, 63, 60, 50] that currently operates only on appearance, namely by augmenting the model with multiple views and our ensembling approach to infer pseudo-labels.

Our method rests on two key technical insights: 1) a single model that nonetheless benefits from multiview data; and 2) an ensemble approach to infer pseudo-labels.

First, we convert both optical flow and temporal difference to the same input format as RGB frames so that all the views can share the same 3D CNN model. The 3D CNN model takes only one view at a time and treats optical flow and temporal gradients as if they are RGB frames. The advantage is that we directly encode appearance and motion in the input space and distribute the information through multiple views, to the benefit of the 3D CNN.

Second, when predicting pseudo-labels for unlabeled data, we use an ensemble of all the views for prediction. We show that predicting pseudo-labels from all the views is more effective than predicting from a single view alone. Our method uses a single model that can seamlessly accommodate different views as input for video recognition. See Figure 1 for an overview of our approach.

---

1 We use the term view to refer to different input types (RGB frames, optical flow, or RGB temporal gradients), as opposed to camera viewpoints in the form of appearance, motion, and temporal gradients, so as to train the model from unlabeled data.

In summary, this paper makes the following contributions:

- This work represents an exploration in semi-supervised learning for video understanding, an area that is heavily researched in image understanding [9, 21, 27, 50, 59]. Our evaluation establishes semi-supervised baselines on Kinetics-400 (1% and 10% label case), and UCF101 (similarly as the image domain which uses 1% and 10% of labels on ImageNet [9, 27, 50, 59]).

- Our technical contribution is a novel multiview pseudo-labeling framework for general application in semi-supervised learning from video, that delivers consistent improvement in accuracy on multiple pseudo-labeling algorithms.

- On several challenging video recognition benchmarks, our method substantially improves its single view counterpart. We obtain state-of-the-art performance on UCF101 [51] and HMDB-51 [34] when using Kinetics-400 [30] as unlabeled data, and outperform video self-supervised methods in this setting.

2. Related Work

Semi-supervised learning in images. Most prior advances in semi-supervised learning in computer vision focus on image recognition. Regularization on unlabeled data is a common strategy for semi-supervised learning. Entropy regularization [21] minimizes the conditional entropy of class probabilities for unlabeled data. Consistency regularization forces the model representations to be similar when augmentations are applied to unlabeled data [46]. VAT [41] uses adversarial perturbations while UDA [59] applies RandAugment [10] for augmentations. Pseudo-labeling [37, 63] or self-training [60] is another common strategy for semi-supervised learning, where predictions from a model are used as pseudo-labels for unlabeled data. Pseudo-labels can be generated using a consensus from previous model checkpoints [36] or an exponential moving average of model parameters [53]. FixMatch [50] predicts pseudo-labels from weak augmentation to guide learning for strong augmentation generated from RandAugment [10]. Unlike any of the prior work above, we consider video, and our method leverages multiple complementary views.

Semi-supervised learning in videos. Compared to images, semi-supervised learning for video has received much less attention. The work of [65] applies an encoder-decoder framework to minimize a reconstruction loss. The work in [29] combines pseudo-labeling and distillation [18] from a 2D image classifier to assist video recognition. However, none of the prior semi-supervised work capitalizes on the rich views (appearance, motion, and temporal gradients) in videos. To the best of our knowledge, we are the first to
explore multiple complementary views for semi-supervised video recognition. Co-training [3] is a seminal work for semi-supervised learning with two views, first introduced for the web page classification problem. Co-training learns separate models for each view, whereas we share a single model for all views. Our idea has the key advantage that a single model can directly leverage the complementary sources of information from all the views. Our experiments demonstrate that our design outperforms co-training for this video learning setting.

Self-supervised learning. Another common direction to leverage unlabeled video data is self-supervised learning. Self-supervised learning first learns feature representations from a pretext task (e.g., audio video synchronization [33], clustering [1], clip order [62], and instance discrimination [45] etc.), where the labels are generated from the data itself, and then fine-tunes the model on downstream tasks with labeled data. Self-supervised learning in video can leverage modalities by learning the correspondence between visual and audio cues [44] or video and text [67, 40]. Appearance and motion [22] can be used to boost performance in a contrastive learning framework or address domain adaptation [43]. Self-supervised training learns task-agnostic features, whereas semi-supervised learning is task-specific. As suggested in [65], semi-supervised learning can also leverage a self-supervised task as pre-training, i.e. the two ideas are not exclusive, as we will also show in results.

Multi-modal video recognition. Supervised video recognition can benefit from multi-modal inputs. Two-stream networks [48, 17] leverage both appearance and motion. Temporal gradients [57, 66] can be used in parallel with appearance and motion to improve video recognition. Beyond visual cues, audio signals [58, 31] can also assist video recognition. We consider visual-only semi-supervised learning for video recognition. Like [57, 66], we use appearance, motion, and temporal gradients, but unlike any of these prior models, our approach addresses semi-supervised learning.

3. Multiview Pseudo-Labeling (MvPL)

We focus on semi-supervised learning for videos and our objective is to train a model by using both labeled and unlabeled data.

Our main idea is to capitalize on the complementarity of appearance and motion views for semi-supervised learning from video. We first describe how we extract multiple views from video (§3.1), followed by how we use a single model to seamlessly accommodate all the views for multiview learning and how we obtain pseudo-labels with a multiview ensemble approach (§3.2). Subsequently, §3.3 outlines three concrete instantiations of our approach and §3.4 provides implementation specifics.

3.1. Multiple views of appearance and dynamics

Many video understanding methods only consider a single view (i.e., RGB frames), thereby possibly failing to model the rich dynamics in videos. Our goal is to use three complementary views in the form of RGB frames, optical flow, and RGB temporal gradients to investigate this. Our motivation is that:

(i) RGB frames (V) record the static appearance at each time point but do not directly provide contextual information about object/scene motion.

(ii) Optical flow (F) explicitly captures motion by describing the instantaneous image velocities in both horizontal and vertical axes.

(iii) Temporal gradients (∂V/∂t) between two consecutive RGB frames encode appearance change and correspond to dynamic information that deviates from a purely static scene. Compared to optical flow, temporal gradients accentuate changes at boundaries of moving objects.

Even though all three views are related to, and can be estimated from, each other by solving for optical-flow using the brightness constancy equation [26],

\[ \nabla^\top V \cdot F + \frac{\partial V}{\partial t} = 0, \]

with \( \nabla \equiv (\frac{\partial}{\partial x}, \frac{\partial}{\partial y})^\top \), \( F \) being the point-wise velocity vectors of the video brightness \( V \) and \( \frac{\partial V}{\partial t} \) the temporal gradients at a single position in space, \( x = (x, y)^\top \), and time \( t \), we find empirically that all three views expose complementary sources of information about appearance and motion that are useful for video recognition. This finding is related to the complementarity of hand-crafted space-time descriptors that have been successful in the past (e.g. histograms of space/time gradients [11, 32, 14] and optical flow [12, 56]).

3.2. Learning a single model from multiple views

One way to accommodate multiple views for learning is to train a separate model for each view and co-train their parameters [3]. However, each view only implicitly interacts with other views through predictions on unlabeled data. Another alternative is to use multiple network streams [48, 17]. However, here, the number of parameters of the model and the inference time grow roughly linearly with the number of streams, and during testing each stream has to be processed.

Instead, we propose to train a single model for all the complementary views by converting all the views to the same input format (i.e. we train a single model \( f \), and it can take any view as input). By sharing the same model, the complementary views can serve as additional data augmentations to learn stronger representations. Compared to training separate models, our model can directly benefit from all the views instead of splitting knowledge between multiple models. Further, this technique does not incur any additional
computation overhead after learning as only a single view is used for inference.

Formally, given a collection of labeled video data \( X = \{x_i = [x_i^1,...,x_i^M], y_i \} \) for \( i \in (1,...,N_l) \), where \( y_i \) is the label for video instance \( x_i \). \( N_l \) is the total number of labeled videos, and \( M \) is the total number of views, and a collection of unlabeled video data \( U = \{u_i = [u_i^1,...,u_i^M] \} \) for \( i \in (1,...,N_u) \), our goal is to is to learn a classifier \( f(x_i) \) by leveraging both labeled and unlabeled data.

We use a supervised cross entropy loss \( \ell_s \) for labeled data and another cross entropy loss \( \ell_u \) for unlabeled data. For our training batches, we assume \( N_u = \mu N_l \) where \( \mu \) is a hyper-parameter that balances the ratio of labeled and unlabeled training batches, we assume \( N_u = \mu N_l \) and another cross entropy loss \( L = \{u_i = [u_i^1,...,u_i^M] \} \) for \( i \in (1,...,N_u) \), our goal is to is to learn a classifier \( f(x_i) \) by leveraging both labeled and unlabeled data.

We use a supervised cross entropy loss \( \ell_s \) for labeled data and another cross entropy loss \( \ell_u \) for unlabeled data. For our training batches, we assume \( N_u = \mu N_l \) where \( \mu \) is a hyper-parameter that balances the ratio of labeled and unlabeled samples \( N_l \) and \( N_u \), respectively.

**Supervised loss.** For labeled data, we extend the supervised cross-entropy loss \( H \) to all the views on labeled data:

\[
\ell_s = \frac{1}{N_lM} \sum_{i=1}^{N_l} \sum_{m=1}^{M} H(y_i, f(A(x_i^m))),
\]

where \( y_i \) is the label, and \( A \) is a family of augmentations (e.g. cropping, resizing) applied to input \( x_i^m \) on view \( m \).

**Pseudo-label generation from multiple views.** For the unlabeled data, we use an ensembling approach to obtain pseudo-labels. Given an unlabeled video with a view \( u_i^m \), let \( s_i^m \) denote the pseudo-label class distribution, which is required because some of the augmentations we consider in the next section can filter out samples if the prediction is not confident. Then, the pseudo-label can be obtained by taking \( \hat{s}^m_i = \arg \max(s_i^m) \). The model’s class distribution prediction is \( q_i^m = f(A(u_i^m)) \), where \( A \) again corresponds to the family of augmentations applied to input \( u_i^m \), and the class with the highest probability is \( \hat{q}^m_i = \arg\max(q_i^m) \).

We explore the following variants to obtain pseudo-labels \( \hat{s}^m_i \) given the class distribution prediction from all the views.

1. **Self-supervision.** For each \( u_i^m \), we directly use the most confident prediction \( \hat{q}^m_i \) as its pseudo-label, that is, \( \hat{s}^m_i = \hat{q}^m_i \). This is the most straightforward way to generate pseudo-labels. However, each view only supervises itself and does not benefit from the predictions from other views.

2. **Random-supervision.** For each \( u_i^m \), we randomly pick another view \( n \in (1,...,M) \) and use the prediction on that view as the pseudo-label. Then we have \( \hat{s}^m_i = \hat{q}^n_i \).

3. **Cross-supervision.** We first build a bijection function \( b(m) \) for each view such that each view is deterministically mapped to another view and does not map to itself. Then for each \( u_i^m \), we have \( \hat{s}^m_i = \hat{q}^{b(m)}_i \). This is similar to co-training [3] in the two-view case.

iv. **Aggregated-supervision.** For each unlabeled video, we obtain pseudo-labels by taking the weighted average of predictions from each view.

\[
s_i^m = \frac{1}{\sum_{m=1}^{M} w_m} \sum_{m=1}^{M} w_m f(A(u_i^m)).
\]

Then we obtain the pseudo-label by \( \hat{s}^m_i = \arg \max(s_i^m) \). Note that in this case, all the views from the video \( u_i \) share the same pseudo-label. The advantage of this approach is that the pseudo-label contains information from all the views. We specify how to obtain the weight for each view in the implementation details.

**Unsupervised loss.** After obtaining the class distribution of each view \( q_i^m = f(A(u_i^m)) \) for an unlabeled video with \( M \) views \( (u_i = [u_i^1,...,u_i^M]) \), we use one of the variants (i) – (iv) to obtain pseudo-label class distribution \( s_i^m \) and pseudo-label \( \hat{s}^m_i \).

The pseudo-label \( \hat{s}^m_i \) is then used as training signal for learning from the same, but differently augmented, data \( A(u_i^m) \), where \( A(x) \) denotes another family of transformations applied to the same unlabeled video \( u_i \). Then our unsupervised loss is

\[
\ell_u = \frac{1}{\mu N_l M} \sum_{i=1}^{N_u} \sum_{m=1}^{M} \mathbb{I}(\max(s_i^m \geq \tau)) \cdot H(\hat{s}^m_i, f(A(u_i^m)))
\]

where \( \tau \) is a threshold used to filter out unlabeled data if the prediction is not confident. The total loss is \( \ell = \ell_s + \lambda_u \ell_u \), where \( \lambda_u \) controls the weight for the unlabeled data. Sec. 3.4 provides implementation details on the specific augmentations used.

**3.3. MvPL instantiations**

Our MvPL framework is generally applicable to multiple semi-supervised learning algorithms that are based on pseudo-labels. We instantiate our approach by unifying multiple methods in the same framework and analyze the commonality across methods. In this paper we concentrate on Pseudo-Label [37], FixMatch [50], and UDA [59]. On a high-level, these methods only differ in their utilization of unsupervised data in eq. (4). We summarize our instantiations next.

**Pseudo-Label.** Pseudo-Label [37] uses the prediction from a sample itself as supervision. To apply our framework with Pseudo-Label [37], we simply use the same family of augmentations for obtaining pseudo-labels and learning from pseudo-labels, i.e. \( A = A \).
Figure 2: Illustration of MvPL applied to strongly-augmented data. Given an unlabeled video, we first obtain a weakly-augmented version of each view and then obtain predictions on them. Then we generate pseudo-labels by aggregating predictions from all the views. The pseudo-labels are used as a supervision signal for the strongly-augmented version of each view from the same video.

**FixMatch.** The main idea for FixMatch [50] is to predict pseudo-labels from weakly-augmented data and then use the pseudo-label as the learning target for a strongly-augmented version of the same data. Given an unlabeled image, weakly-augmented data is obtained by applying standard data augmentation strategies, \(A\), that include flipping and cropping. Strongly-augmented data is obtained by applying a family of augmentation operations \(\tilde{A}\), such as rotation, contrast, and sharpness etc., using RandAugment [10], that significantly alter the appearance of the unlabeled data.

**Unsupervised Data Augmentation (UDA).** Similar to FixMatch [50], UDA [59] also uses weak and strong augmentations by enforcing consistency between them in forms of predicted class distributions. To extend UDA with MvPL, we first sharpen the predicted class distribution \(\hat{\pi}^m_i\) to obtain \(\hat{s}^m_i\). We then replace the hard label \(\hat{s}^m_i\) in Eq. 4 with \(\hat{s}^m_i\).

Strictly speaking, UDA [59] is not a pseudo-labeling algorithm per-se, because it uses soft labels (predicted class distribution with sharpening) as the learning signal.

We show an illustration of how to apply our method with strong augmentations in Figure 2.

**3.4. Implementation Details**

**Model network architecture.** As a backbone we use: R-50 [25] following the Slow pathway in [16] with clips of \(T=8\) frames sampled with stride \(\tau=8\) from 64 raw-frames of video. This is a 3D ResNet-50 [25] without temporal pooling in the convolutional features. The input to the network is a clip of 8 frames with a sampling stride of 8, covering 64 frames of the raw video. The spatial input size is \(224 \times 224\).

**Inference.** We follow the test protocol in [16]. The video model only takes RGB frames as input at inference time. For each video, we uniformly sample 10 clips along its temporal dimension. For each clip, we scale the shorter spatial side to 256 pixels and take 3 crops of \(256\times256\). Finally, we obtain the prediction by averaging the softmax scores.

**Converting optical flow and temporal gradients.** We pre-compute (unsupervised) optical flow using the software package of [38] that implements a coarse-to-fine algorithm [4]. We convert both the raw optical flow and RGB temporal gradients into 3-channel inputs that are in the same range as RGB frames. For optical flow, the first two channels correspond to displacements in the horizontal and vertical directions, respectively. The third channel corresponds to the magnitude of the flow. All three channels are then normalized to the range of 0 and 255. We obtain temporal gradients by subtracting the next RGB frame from the current RGB frame. We then normalize them to the RGB range by adding 255 and dividing by 2.

**Video augmentations.** For weak augmentation, we use default video classification augmentations [16]. In particular, given a video clip, we first randomly flip it horizontally with a 50% probability, and then we crop \(224\times224\) pixels from the video clip with a shorter side randomly sampled between 256 and 320 pixels.

As strong augmentations, we apply RandAugment [10] followed by Cutout [13] (we randomly cut a \(128\times128\) patch from the same location across all frames in a video clip). RandAugment [10] includes a collection of image transformation operations (e.g., rotation, color inversion, translation, contrast adjustment, etc.). It randomly selects a small set of transformations to apply to data. RandAugment [10] contains a hyperparameter that controls the severity of all operations. We follow a random magnitude from 1 to 10 at each training step. When applying RandAugment to video clips, we keep the spatial transformations temporally consistent across all frames in a video clip.

**Curriculum learning.** We find it useful to first warm-up the training in the first few epochs with only the labeled data and then start training with both labeled and unlabeled data.

**Training details.** We implement our model with PySlowFast [15]. We adopt synchronized SGD training in 64 GPUs following the recipe in [19], and we found its accuracy is as good as typical training in one 8-GPU machine. We follow the learning rate schedule used in [16], which combines a half-period cosine schedule [39] of learning rate decaying and a linear warm-up strategy [19].
We use momentum of 0.9 and weight decay of 10$^{-4}$, Dropout [52] of 0.5 is used before the final classifier layer. Please see supp. for additional details. For MvPL with FixMatch, we set the threshold $\tau$ to 0.3 (used for filtering training samples if the prediction is not confident). We set the ratio $\mu$ (a ratio to balance the number of labeled and unlabeled data) to 3 for Kinetics-400 [30] and set $\mu$ to 4 for UCF101 [51] and HMDB51 [35]. For aggregated-supervision (iv), we assign each view with the same weight $w_v$ as we found this works well in practice. §A provides further specifics.

### 4. Experiments

We validate our approach for semi-supervised learning for video. First, we present ablation studies to validate our design choices in Sec. 4.1. Then, we show the main results by evaluating our proposed method on multiple video recognition datasets in Sec. 4.2. Finally, we compare our method with existing self-supervised methods in Sec. 4.3. Unless specified otherwise, we present results on our method used in conjunction with FixMatch [50] using aggregated-supervision to obtain pseudo-labels.

**Datasets.** We evaluate our approach on three standard video recognition datasets: Kinetics-400 [30] (K400), UCF101 [51] and HMDB51 [35]. K400 contains 400 action classes with roughly 240k training videos. Each video is around 10 seconds. UCF101 contains 101 action classes with roughly 4k training videos. Both UCF101 and HMDB51 have 3 train-val splits.

**4.1. Ablation Studies**

We first investigate ablation studies to examine the effectiveness of MvPL. Our ablations are carried out on UCF101 split-1 and use only 10% of its training labels and the entire UCF101 training set as unlabeled data (evaluation is done on the validation set). For all ablation experiments, we train the network for 600 epochs from scratch with no warm-up and use aggregated-supervision (iv) from all the views to obtain pseudo-labels, unless specified otherwise.

**MvPL generally improves pseudo-labeling techniques.** Table 1a studies the effect of instantiating MvPL with various pseudo-labeling algorithms, as outlined in §3.3. MvPL consistently improves all three algorithms by a large margin with an average absolute gain of 33.7%. Pseudo-Label [37] receives a larger gain (+39.6), presumably as it only relies on weak augmentations, while UDA [59], and FixMatch [50] are using strong augmentations (RandAugment [10]) that lead to higher baseline performance for these methods.

The results show that the MvPL framework provides a general improvement for multiple baselines, instead of only improving one baseline. This suggests that MvPL is not tied to any particular pseudo-labeling algorithm and can be used to generally enhance existing pseudo-labeling algorithms for video understanding. Since FixMatch provides slightly higher performance than UDA, we use it for all subsequent experiments.

**Complementarity of views.** We now study how the different views contribute to the performance. We report results in Table 1b for using MvPL on the FixMatch baseline from Table 1a, with different views added one-by-one. With RGB input alone, the FixMatch model fails to learn a strong representation (48.5%). Adding complementary views that encode motion information immediately boosts performance. We observe an absolute gain of +28.0% when additionally using Flow to RGB frames, and a +25.5% gain for using temporal gradients (TG). The last row in Table 1b shows that both optical flow and temporal gradients are complementary to RGB frames as adding both views can significantly improve performance by +30.6%. Here, it is important to note that test-time computation cost of all these variants is identical, since MvPL only uses the additional views during training.

**Impact of pseudo-label variants.** Table 1c explores different ways to generate pseudo-labels, namely, self-supervision (i), random-supervision (ii), cross-supervision (iii) and aggregated-supervision (iv).
We make the following observations:

Self-supervision (i) and random-supervision (ii) obtain relatively low performance. This could be because self-supervision only bootstraps from its own view and does not take full advantage of other complementary views, and random-supervision randomly picks a view to generate pseudo-labels, which we hypothesize might hinder the learning process, as the learning targets change stochastically.

For cross-supervision (iii), we show two variants with different bijections:

1) RGB ⇐ Flow, Flow ⇐ TG, TG ⇐ RGB;
2) RGB ⇐ TG, Flow ⇐ RGB, TG ⇐ Flow.

Both variants of cross-supervision obtain better performance than self-supervision because both optical flow and temporal gradients are complementary to RGB frames and boost overall model accuracy.

For aggregated-supervision (iv) we examine two variants:

(Exclusion): weighted average excluding self view;
(All): weighted average from all the views.

The Exclusion variant that uses aggregated-supervision from all the views obtains the best result with 79.1%. Here, we hypothesize that predictions obtained by an ensemble of all the views are more reliable than the prediction from any single view which leads to more accurate models.

**Curriculum warm-up schedule.** Table 2 shows an extra ablation on UCF101 with 10% labeled data, described next.

| Warm-up epochs | 0 | 20 | 40 | 80 | 160 |
|----------------|---|----|----|----|-----|
| Top-1          | 79.1 | 79.5 | 80.4 | 80.5 | 80.3 |

Table 2: Accuracy on UCF101 with 10% labels used and the entire UCF101 training set

Before semi-supervised training, we employ a supervised warm-up that performs training with only the labeled data. Here, we compare the performance for different warm-up durations in our 10% UCF-101 setting, i.e., the same setting as in Table 1 in which we train on UCF101 split-1, and use 10% of its labeled data and the entire UCF101 training set as unlabeled data.

Table 2 shows the results. Warm-up with 80 epochs obtains the best result of 80.5% accuracy, 1.3% better than not using supervised warm-up. We hypothesize that the warm-up allows the semi-supervised approach to learn with more accurate pseudo-label information in early stages of training. If the warm-up is longer, the accuracy slightly degrades, possibly because the model converges to the labeled data early, and therefore is not able to fully use the unlabeled data for semi-supervised training.

4.2. Results on Kinetics-400 and UCF-101

We next evaluate our approach for semi-supervised learning on Kinetics-400, in addition to UCF-101. We consider two settings where 1% or 10% of the labeled data are used. Again, the entire training dataset is used as unlabeled data. For K400, we form two balanced labeled subsets by sampling 6 and 60 videos per class. For UCF101, we use split 1 and sample 1 and 10 videos per class as labeled data. Evaluation is again performed on the validation sets of K400 and UCF101.

We compare our semi-supervised MvPL with the direct counterpart that uses supervised training on labeled data. Table 3 shows the results. We first look at the results in the supervised setting. With RGB input alone, the video model fails to learn a strong representation from limited labeled data: the model obtains 5.2% and 6.2% accuracy on K400 and UCF101 respectively when using 1% of the labeled data, and 39.2% and 31.9% on K400 and UCF101 when using 10% of the labels in the training data.

On Kinetics, compared to the fully supervised approach, our semi-supervised MvPL has an absolute gain of +11.8% and +19.0% when using 1% and 10% labels respectively. This substantial improvement comes without cost at test time, as, again, only RGB frames are used for MvPL inference. The gain in UCF101 is even more significant. Overall, the results show that MvPL can effectively learn a strong representation from unlabeled video data.

| Method          | Kinetics-400 | UCF101 |
|-----------------|--------------|--------|
| Supervised      | 5.2          | 6.2    |
| MvPL            | 17.0 (+11.8) | 22.8 (+16.6) |

Table 3: Results on K400 and UCF101 when 1% and 10% of the labels are used for training. Our MvPL substantially outperforms the direct counterpart of supervised learning. Backbone: R-50, Slow-pathway [16], $T \times \tau = 8 \times 8$.

4.3. Comparison with self-supervised learning

In a final experiment, we consider comparisons with self-supervised learning. Here, we evaluate our approach by using UCF101 and HMDB51 as the labeled dataset and Kinetics-400 as unlabeled data. For both UCF101 and HMDB51, we train and test on all three splits and report the average performance. This setting is also common for self-supervised learning methods that are pre-trained on K400 and fine-tuned on UCF101 or HMDB51. We compare with the state-of-the-art approaches [1, 42, 44, 2, 22, 64].

Table 4 shows the results. We experiment with two back-
Table 4: Comparison to prior work on UCF101 and HMDB51. All methods use K400 without labels. “param” indicates the number of parameters, $T$ inference frames used, in the backbone. “Modalities” show modality used during training, where “V” is Visual and “A” is Audio input.

| Method       | Data     | Backbone       | Param  | $T$ | Modalities | UCF101 | HMDB51 |
|--------------|----------|----------------|--------|-----|------------|--------|--------|
| XDC [1]      | K400     | R(2+1)D-18    | 15.4M  | 32  | V+A        | 84.2   | 47.1   |
| AVID [42]    | K400     | R(2+1)D-18    | 15.4M  | 32  | V+A        | 87.5   | 60.8   |
| GDT [44]     | K400     | R(2+1)D-18    | 15.4M  | 32  | V+A        | 89.3   | 60.0   |
| SpeedNet [2] | K400     | S3D-G         | 9.1M   | 64  | V          | 81.1   | 48.8   |
| VTHCL [64]   | K400     | R-50, Slow pathway | 31.8M | 8  | V          | 82.1   | 49.2   |
| CoCLR [22]   | K400     | S3D-G         | 9.1M   | 32  | V          | 87.9   | 54.6   |
| CoCLR Two-Stream [22] | K400 | 2×S3D-G    | 2×9.1M | 32  | V          | 90.6   | 62.9   |
| MvPL         | K400     | R-50, Slow pathway | 31.8M | 8  | V          | 92.2   | 63.1   |
| MvPL         | K400     | S3D-G         | 9.1M   | 32  | V          | 93.8   | 66.4   |

The learning rate is linearly annealed for the first 34 epochs [19]. We follow the learning rate schedule used in [16] with a half-period cosine schedule [39]. In particular, the learning rate at the $n$-th iteration is $\eta \cdot 0.5 \cos(\frac{n \pi}{n_{\text{max}}}) + 1$, where $n_{\text{max}}$ is the maximum training iterations and the base learning rate $\eta$ is 0.8. We use the initialization in [24].

We adopt synchronized SGD optimization in 64 GPUs following the recipe in [19]. We train with Batch Normalization (BN) [28], and the BN statistics are computed within the clips that are on the same GPU. We use momentum of 0.9 and SGD weight decay of $10^{-4}$. Dropout [52] of 0.5 is used before the final classifier layer. The mini-batch size is 4 clips per GPU (4×64=256 overall) for labeled data and 4×μ clips per GPU (4×μ×64=256×μ overall) for unlabeled data.

In §4.2, we use curriculum warm up with the following schedule. For K400, we train the model for 400, with 200 warm-up, epochs and 800, with 80 warm-up, epochs for the 10% and 1% subsets respectively. For UCF101, we train the model for 600, with 80 warm-up, epochs and 1200 with no warm-up epochs for the 10% and 1% subsets respectively.
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