Depot Location Analysis for Capacitated Vehicle Routing Problem: A Case Study of Solid Waste Management
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Abstract—This paper presents an optimized solution to locate a depot on multiobjective instances of Capacitated Vehicle Routing Problem (CVRP) using firefly algorithm (FA). The main objective of a depot location routing problem (LRP) is to obtain the optimal position to locate a depot in other to serve a set of customers ensuring the minimum possible total travelled distance across a search space. In this paper, the instances of solid waste management were created to simulate a real-life scenario of CVRP. This was formulated into a multiobjective optimization problem considering various depot positioning. Firefly Algorithm (FA) which is a metaheuristic technique was employed to navigate the travel path towards an optimal depot placement for solving the LRP model. Various depot positions which includes random, optimized, centered and eccentric were evaluated. Results showed that the optimized depot positioning approach obtained the best depot position as against the other possible positions. Results when compared with two metaheuristics approach Unified Hybrid Genetic Search (UHGS) and Iterated Local Search with Set Partitioning (ILS-SP) presented in literature also showed that, optimized depot positioning obtained the best results and FA can compete effectively with other metaheuristics approaches.

Keywords- Optimized Depot, Firefly Algorithm, Solid Waste Management, Depot Position, CVRP, Logistics Problems

I. INTRODUCTION

There is an eminent problem in general logistics of demand whether people, goods or waste which questions the best position to locate a bus station or a depot [1]. One of the failures in logistics either in arrival times or inadequate distribution across a distribution dimension is bound by the determinant of the depot location. The increase in time for vehicle transition contributes to an increase in CO2 emission into the atmosphere. In Waste Management, environment quality is the extent to which the condition of an environment, relative to the requirements of human need is rapidly deteriorating with concerns to solid waste management, which increases CO2 emissions in the atmosphere and inevitably gives rise to global warming [2]. Waste management, has over the years been modified and improved using various technologies due to increase in solid waste as a result of the growing population [3]. The problem of waste management is in optimizing the best possible route to pick up waste (waste generation center), take them to a dumpsite (waste collection center) and then to a recycle factory (waste recycling center) as shown below.

Fig. 1 shows the conceptualized framework that describes the stages of waste management. The bins in the waste generation center denotes the container that holds the quantity of the waste (demand). This quantity also doubles as the number of customers and can be further referred to as nodes. It is assumed that there is one bin to a customer. This is the first point of contact by the vehicles to pick up the demand from one node to another. When the pickup is completed, the vehicles proceed (logistics A) to the depot all of these processes is where the model of [1] was applied. At this stage, the demand is collected from various vehicles and put together to deliver (logistics B) to the recycle factory for processing into various products e.g. fertilizers and other by-products to benefit mankind. Several models of CVRP have been applied to real-life problems, such as transportation logistics and waste management. A number of optimization methods which are based on graph theory have been applied to solve the CVRP problems in the past. The major challenges with the methods are their enormous dependent on high computational resources. Recently, researchers have shifted attention towards using metaheuristics algorithms as a better alternative to solve graph problems including the CVRP. Though, the focus of this paper is on investigating various positioning of depot for efficient implementation of CVRPs, we optimized the CVRP model using one of the widely used metaheuristics algorithm called Firefly algorithm. This helps to decide the appropriate position to locate the waste collection center within the search space.
It is important to note that, there is no standard or any empirical techniques available for selecting a suitable metaheuristic algorithm for suitable optimization problem. This is due to the popular theory, called the No-Free Lunch theorem which state that, no single metaheuristic algorithm has the capability to solve all optimization problems better than others. However, in selecting any of these algorithms for solving any optimization problem, the ideal thing is to first study extensively, the success of such algorithm on similar optimization problems reported in literature. Thereafter, a careful study of the biology phenomenon on which the concept of the metaheuristic’s algorithm was inspired. This will help to establish a direct relationship between the behavior of such biology phenomenon and practical optimization problem. For this reason, we selected Firefly Algorithm (FA) for our proposed CVRP model. The FA amongst other metaheuristics algorithms is relatively easy to implement and has few parameters to select [4-5]. Again, the attraction of a firefly towards a brighter firefly can be likened to the CVRP based waste management model, where the vehicle is constricted to move towards a bin that has the best cost.

The contributions of this paper are highlighted as follows:

- We first created a CVRP scenario using waste management as a case study. We implemented a

benchmark scenario that consisted of 35 sample datasets of waste management.
- We proposed a novel depot location strategy called the optimized placement. In this case, the optimization tool is allowed to determined the best position for locating the depot while simultaneously implanting the vehicle routing.
- We implemented three state of the art depot positioning, namely, Random, Centered and Eccentric. These positioning strategies was benchmarked against the novel Optimized placements as a meaning of validation.
- We have implemented all the positioning strategies using MATLAB and optimize the vehicle routing using firefly optimization algorithm.

The rest of the paper is organized as follows: Section II provide insight on the state-of-the-art research in CVRP. Methods and theoretical information are provided in section III. Discussion on the various positioning strategies are presented in section IV. Results personation and discussion are given in section V. Conclusion and recommendation are given in section VI.

II. STATE OF THE ART

This section discuses the literature relevant to VRP and the methods of solutions. For example, [8] presented an attendant home delivery embedded with time slot management. The customers were mapped with their respective geographical region. The expected travel time between customers who visited different zones at the same time were computed using different approaches. Two different problem-solving approaches were described and considered demand clustering to reduce travel cost. In the first approach, the expected cost of a particular assignment of time slot was estimated using a continuous approximation. The initial assignment was then optimized using an iterative greedy heuristics algorithm. In the second approach, an Integer Programming (IP) model was implemented with an approximate cost delivery. Ref [25] optimized a CVRP based fuel consumption model using a string based simulated annealing. The proposed algorithm was developed based on hybrid exchange rule that mitigated the problem of fuel consumption in the CVRP. The simulation results showed that, a better fuel consumption was obtained when computational experiments on 27 well-known CVRP benchmark instances was carried out, and the fuel consumption CVRP (FCVRP) achieved a 5% reduction on the fuel consumption compared to the normal CVRP model. In [22], a Mixed-Integer Linear Programming (MILP) was used to proposed a green vehicle routing problem (G-VRP). Two, algorithms were proposed for solving large problem instances: the modified Clarke and Wright Savings (MCWS) heuristic algorithm and density-based clustering algorithm (DBCA). The DBCA was employed to discover clusters of arbitrary shapes in spatial distance database, like, satellite images, x-rays images etc. Also, two tour improvement techniques which includes across tour vertex exchange and within-tour edge were design for the GVRP. This can be applied to in series once a tour is constructed. The techniques consider a set of vehicle tours that optimize total distance travelled to serve a fleet of customers considering stops at AFSs in route plans. This is to eliminate the risk of running out of fuel. Numerical results showed that, their proposed techniques performed better compared to exact solution methods. Ref [34] proposed a hybrid algorithm involving Particle Swarm Optimization

Fig. 1 Stages of Waste Management
(PSO) and Genetic Algorithm (GA) for solving CVPR problem with fuzzy demands. This is developed by using a change-constraint model which uses the idea of a particle’s best solution and the global best solution in the PSO in combination with the crossover and mutation in the GA. Hence, the study used GA to improve the performance of PSO and used fuzzy variables to deal with the uncertain parameters in developing the CVRP model. Ref [28] proposed a hybrid algorithm for some group of VRPs with homogeneous fleet. This hybrid algorithm consists of an iterated local search heuristic with a set partitioning ILS-SP. The paper model an interaction between a solver and a metaheuristic algorithm, to sole a MILP problem. An efficient scheme of dynamically controlling the size of the SP models when solving large size instances was also developed. Thus, the proposed technique was used to solve the problem associated with vehicle routing problems, since it can handle large size instances. Simulation results showed that the proposed techniques can compete effectively with other heuristics approach. In [10], an architecture with an intelligent sensing algorithm for practical solid waste bin monitoring system. The monitoring application uses wireless sensor network in sensing solid waste data. The architecture is built on three levels smart bin, gateway and control station. The elementary concept is that the smart bin collects the status of the waste at any change occurrence then transmits the data to the server in real time via a gateway, hence the field test shows that the system has been able to monitor the real time bin status, that made it feasible to decide the payload of which bin to be collected and which not. This information can be used for waste collection planning, route optimization and collection cost. Ref [26] proposed a simultaneous facility location and VRP arising in health care logistics in the Netherlands. The major concern in the health care logistics, was to determine which lockers to open, from a group of possible locker locations and to create routes that visit the opened lockers and routes that visit the patients which are not covered by the opened lockers. This is will be done such that, the routes cost and the opening costs of the lockers are minimized. The simultaneous facility location and vehicle routing problem was used to mitigate the stated problem associated with the health care logistics. The heuristic approach was used to iteratively improve the solution by changing the set of opened lockers, updates the routes accordingly and applies a variable neighborhood search (VSN) algorithm to improve the routes. And the exact method based on branch and bound algorithm was used to mitigate the problem, which was compared with the proposed technique. The simulation results showed that, the proposed technique outperform the exact method which have proven to be extremely robust. Ref [35], presented a discrete firefly algorithm to solve a rich vehicle routing problem modelling a newspaper distribution system with recycling policy. To meet complex restrictions and constrained in such a problem, it has been modelled as a rich vehicle routing problem, which can be more specifically considered as an asymmetric and clustered vehicle routing problem with simultaneous pickup and deliveries, variable costs and forbidden paths. A benchmark of 15 instances was proposed and using a discrete firefly algorithm which outperformed two classic meta-heuristics in comparison. The principles, first is to treat each town or cities as separate units then vehicles do not only have to meet the delivery of customers but to collect at each point and finally a period where the service is performed taking into considerations prohibited routes in a direction. Ref [18], presented a heuristic for tactical time slot management in a periodic vehicle routing problem. The tactical problem occurred when a time slot schedule for delivery service over a given planning horizon was selected in each zone of a geographical area. This, then makes the heuristic search which was able to evaluate each of the scheduling selection by constructing a corresponding tactical routing plan of minimum cost based on the demand and service time. The tactical problem was solved using the three-phase approach of the heuristic, where the issue of periodic vehicle routing problem was mitigated and then a repair phase and a final improvement phase where the vehicle routing problem with time windows was also mitigated for each period of planning horizon. The proposed technique provided a solution to the tactical problem that decomposes the problem into a PRVP and a number of VRPTWs. Uchoa et al., in [27], proposed a new set of benchmark instances ranging from 100 to 1000 customers, designed in order to provide a more comprehensive and balanced experimental setting using exact and heuristic methods. The methodology was to consider an efficient neighborhood-based method, the iterated local search-based metaheuristic algorithm and a population-based method, the unified hybrid genetic search. The ILS is coupled with an integer programming solver over a set partitioning (SP) formulation, which seeks to create new solutions based on known routes from the past local optimums, while the UHGS implements a continuous diversification by modifying the objective during parents and survivors selection to promote not only good but also diverse solutions. Both methods achieved quality results although the UHGS outperformed the ILS but for instances containing few customers per route the ILS produced solutions of generally higher quality. For instances with large number of customers per route, the ILS exhibits slower convergence and generally leads to solutions of lower quality. Ref [17] proposed a modified PSO algorithm in a capacitated vehicle routing problem model in determining an accurate waste collection and route optimization solution. A threshold waste level and scheduling concepts are applied to the model using various datasets. The acquired results from the datasets provides a competitive solution on efficiency on the travel distance, waste collection efficiency and tightness as compared with previous heuristics used.

From the literature reviewed, it is evident that researchers have paid little attention determining the best position to locate a depot and that there are various methods developed to solve the VRP scenario for large- and small-scale instances. Thus, this paper will develop a model to optimally locate the best depot position and also use a single technique to solve large and small case scenarios putting into consideration the capacity of the vehicle and the demand of the customer.

III. METHODS

In this section, we discourse the methods employed to analyze the effectiveness of the different depot positioning.
A. Firefly Algorithms (FA)

This algorithm is used to improve the route within the search space. It is modelled after the behavior of the flashing characteristics and movement of the Firefly [4]. The Firefly algorithm (FA) is in the classification of the luminous inspired insect algorithms which all belong to the Biological Inspired Algorithms.

In this study, extracting the rules of the FA, the ideology of the algorithm in relationship to CVRP are as follows: The nodes have high mobility due to the versatility in attractiveness variations, hence, the search space is explored more efficiently i.e. The best route will be more efficiently identified and exploited for vehicles to deliver to customers. The brightness is proportional to the attractiveness. i.e. a less bright firefly will move towards a brighter one. Thus, considering the fitness at each stage of motion, for each iteration, the nodes move to get a better result dropping the previous result to be replaced and continues until the maximum iteration is reach where there are no brighter fireflies, it searches randomly. The nodes represent each firefly. Finally, all fireflies are considered as unisex, one firefly will be attracted to other fireflies regardless of their gender which means the nodes can be heterogeneous relating to vehicles and the customers and still function on the model. The attractiveness of a firefly is determined by its brightness which is a function of the objective function. Usually, the brightness $I$ at a location $x$ can be chosen as $I(x) = f(x)$. In a scenario where the light absorption coefficient $\gamma$ is fixed, the light intensity $I$ vary with the distance $r$, where $\gamma_0$ is the original light intensity. To eliminate the singularity problem at $r=0$, in the expression $I(r)/r^\alpha$, where $\gamma$ is source light intensity, the combined effect of both the absorption and inverse square law can be approximated using the Gaussian form [5].

$$I(r) = I_0 e^{-\gamma_0 r}$$

The attractiveness $\beta$ of a given firefly is relative, since its proportional to light intensity of a pre-established firefly [4, 6]. Thus, leads to a variation with the distance $\varepsilon$ between firefly $i$ and firefly $j$. Hence, with an increase in the distance from its source, there is a measurable decrease in the light intensity, and light, is absorbed in the transmission so the attractiveness will vary with the degree of absorption, where $\beta_i$ connotes the attractiveness at $r=0$.

$$\beta(r) = \beta_0 e^{-\gamma r}$$

The distance between two fireflies $i$ and $j$ at $x_i$ and $x_j$, is represented as the cartesian distance where $x_k$ is the kth element of the spatial coordinate si of ith firefly [6].

$$r_{ij} = \|x_i - x_j\| = \left(\sum_{k=1}^{n}(x_{ik} - x_{jk})^2\right)^{1/2}$$

The movement of a firefly $i$ which is attracted to a firefly $j$ with higher attractiveness (brightness) is determined by equation (4).

$$x_i = x_i + \beta_0 e^{-\gamma r_{ij}} (x_j - x_i) + \alpha \text{rand}$$

The second segment of equation (4) is due to the attraction while the third segment is randomization with $\alpha$ being the randomization parameter [7]. The pseudocode for implementing the standard FA is giving in Algorithm 1.

B. Location Routing Problem

The CVRP defines the optimum sequence of routes for a fleet of vehicles to serve a set of customers from a depot or multiple depots ensuring the vehicle capacity is not exceeded [8]. This description does not consider where the depot is actually located it only clarifies that there is a depot somewhere in the search dimension. Hence, the depot LRP.

The LRP is the optimal point to serve a given set of customers over a predefined number of routes by a sequenced number of vehicles where the total travel distance is minimized [9 - 12]. This optimal point involves location analysis with the underlying attention to a defined VRP which in this paper is the FA-CVRP model discussed in the work of [1] all constraints explained where taking into cognizance.

The basic concept of the LRP is to identify the best position to locate a depot. The decision on the routes and service to the customers is analyzed in [1]. To guide this decision on the location of the depot, certain constraints are taken into perspective to model the problem for a solution.

Assuming $N$ is the number of customers, a nonnegative distance cost $d_{ij}$ represents distance from bins $i$ to $j$, where $i \neq j$. A set of homogenous vehicles $k = \{1, 2, ..., K\}$ is available at the depot to either collect or deliver demand as the case maybe $z$ is the number of depot, $q$ is the quantity of demand at a customer point.

**Algorithm 1: Pseudocode of FA algorithm**

1. Initialize algorithm parameters
2. Randomly generate the initial positions of Fireflies
3. Compute the fitness of each initial fireflies
4. While; Stopping criterion do
5. for each firefly i, do
6. for every decision variable $j$, do
7. Move fireflies to a brighter firefly
8. compute fitness of updated positions
9. if (update fitness previus fitness) then,
10. move update fireflies to previous fireflies
11. end
12. vary attractiveness wit distance $r$ between fireflies
13. end
14. end
15. obtain global best firefly after sorting
16. obtain the fitness of the global best firefly.
17. end

A route is established by the summation of multiple links [1, 13-16]. A link is formed with the notation $p_{ij}$ which moves from customer $i$ through to customer $j$, by a vehicle $k$, where
the decision variables are dependent of the vehicle capacity and the customer demand which are modelled as follows [1]:

\[ P_{ij}^k = \begin{cases} 1, & \text{if vehicle travels from customer } i \text{ to } j \\ 0, & \text{if otherwise} \end{cases} \] (5)

The variables take only the integer values 0, 1 because the number of customers, vehicles and route cannot be a fraction,

\[ P_{ij}^k \in \{0,1\}, j = 0,1,2,\ldots, N; k = 1,2,\ldots, K \] (6)

All vehicles begin and end at the depot i.e. each vehicle isn’t used more than once,

\[ \sum_{j=1}^{N} P_{ij}^k \leq 1, \quad k = 1,2,\ldots, K \] (7)

The vehicle must not be re-used, the inequality considers when a vehicle is also not being used at all, out of the pool of vehicles at the depot. When all vehicles are used, the expression will be an equal sign and \( a \) represents a potential depot location.

\[ Y_a = \begin{cases} 1, & \text{if the depot is located at site } a \\ 0, & \text{if otherwise} \end{cases} \] (8)

The number of depot locations is equal to a predetermined value [1, 14, 17-19]:

\[ \sum_{a \in A} aY_a = Z \quad a = 1,2,\ldots, A \] (9)

Each route is allocated to a single depot [1, 20-23]

\[ \sum_{i=1}^{N} \sum_{j=1}^{N} d_{ij} P_{ij}^k \leq \sum_{a \in A} aY_a \quad a = 1,2,\ldots, A; \quad i = 1,2,\ldots, I; \] \[ j = 1,2,\ldots, J; \quad k = 1,2,\ldots, K \] (10)

Each route is served by only one vehicle [1, 17, 27]:

\[ \sum_{i=1}^{N} \sum_{j=1}^{N} d_{ij} P_{ij}^k \leq K \quad a = 1,2,\ldots, A; \quad i = 1,2,\ldots, I; \] \[ j = 1,2,\ldots, J; \quad k = 1,2,\ldots, K \] (11)

Demand is assigned to customers only in a route including both depot and customers [1, 2-3, 24-27].

\[ \sum_{i=1}^{N} \sum_{j=1}^{N} d_{ij} P_{ij}^k \leq \left( \sum_{a \in A} \sum_{v \in V} q_{va} \right) Y_a \quad a = 1,2,\ldots, A; \quad i = 1,2,\ldots, I; \] \[ j = 1,2,\ldots, J; \quad k = 1,2,\ldots, K \] (12)

A depot can serve a set of customers when it is established [1, 25, 27-30]:

\[ -N + \sum_{i=1}^{N} \sum_{j=1}^{N} P_{ij}^k \leq Y_a \quad a = 1,2,\ldots, A; \quad i = 1,2,\ldots, I; \] \[ j = 1,2,\ldots, J; \quad k = 1,2,\ldots, K \] (13)

The total demand must be less than the Depot capacity [1, 27, 31-34]

\[ \sum_{i=1}^{N} \sum_{j=1}^{N} P_{ij}^k \leq \sum_{a \in A} q_{va} Y_a \quad a = 1,2,\ldots, A; \quad i = 1,2,\ldots, I; \] \[ j = 1,2,\ldots, J; \quad k = 1,2,\ldots, K \] (14)

In the implementation of these constraints the parameters considered are the vehicle capacity, number of vehicles, demand, number of customers, customer positioning, route size, route distance, number of depots and the depot location.

IV. DEPOT LOCATION MODELING

For this LRP one depot is considered. The location of the depot is pivotal in achieving the set objective of the routing scheme. Various depot positions are sampled across all the Instances. An Instance in CVRP are arrangement or scenarios formulated based on the certain parameters, they are standard point of references which can be used for comparison. The different positions considered are:

1. Random (R) – the depot is located at an arbitrary point on the search space (x, y). There is no empirical or systematic approach that guides the decision for this location. However, the depot should be positioned such that the total cost which is the collective distance across all the vehicle pickup points is minimal. A typical scenario of a randomly positioned depot is given in Fig. 1.

Fig 1 shows a snippet of randomly positioned depot of a CVRP model. The Instance A-n26-k4 depicts a depot, four (4) route and twenty-five (25) pick-up locations scenarios for the solid waste management system, where the depot is positioned in the search space at random. This number of routes and customer locations are generic for the other samples.
explaining the various depot positions. Similar randomly positioned depot was implemented for the other scenarios considered in this report.

2. Central (C) – in this case, the depot is positioned at the centre of search dimension. The search space is a 100X200, thus, the depot is positioned at a coordinate given as

\[ D_{\text{sup}} = (x, y) \]  

(15)

Where \( x \) is the coordinate in x-axis and \( y \) is the coordinate in y-axis whose values are selected as (100, 50) Fig. 2, shows the snippet of this scenario.

3. Eccentric (E) – the position of the depot is considered to be located at any of the edges of the search space, \( x \) is the coordinate in x-axis and \( y \) is the coordinate in y-axis whose values are selected as (195, 95). The snippet of the eccentric positioned depot is shown in Fig. 3.

4. Optimized (O) – the position \((x, y)\) on the x and y axis on the search space is decided by the algorithm. The search space is explored for the best possible location to fix the depot, relative to the pick-up locations, in order to serve the given set of customers, assuming the customer locations are fixed. The difference between this position and the random (R) position is that in (R) there is no search done and any arbitrary point is just utilized.

Fig. 4, shows the depot position actualized for the instance. The various routes also represent various path taken by different vehicles. From the pictorial scenario above in Fig 4, it can even be visually observed that the locations through which the vehicles move on the route are closer to the depot, which will turn out to have a shorter travelled distance considering all the constraints.

The simulation parameters showing the range of values used to achieve the results for both the Solid Waste Management are quantified in the given Table 1.

| SN  | Parameters                        | Values   | Units |
|-----|-----------------------------------|----------|-------|
| 1   | Number of customers, \( N \)      | 2 - 10   | --    |
| 2   | Number of Vehicles, \( V \)       | 11 - 100 | --    |
| 3   | Capacity of vehicle, \( Q \)      | 100 - 400| kg    |
| 4   | Capacity / Quantity of demand, \( q \) | 10 | kg    |
| 5   | Travelled distance, \( d \)       | 20 - 1500| km    |
| 6   | Iteration (SWM)                   | 500      | --    |

In developing the Optimized routing scheme for the depot LRP model, the parameters vehicle capacity \( (Q) \), number of customers \( (N) \) which correspond to the number of fireflies, number of vehicles \( (V) \) which correspond to the search dimensions and the quantity of load \( (q) \) were initialized. The parameters of the FA algorithm which are the initial customer points \( (i) \), the next customer point \( (j) \), number of iterations, and population were also initialized. Prior to the evaluation of the fitness of these initial positions, the various positions of the depot are initialized. The edges of all the
nodes (customers) are identified and sampled on different points in the search space. The entire process was then evaluated over a number of iterations continuously until the maximum number of iterations is reached and the firefly with the overall best position is taken as the optimum solution.

In developing the Optimized routing scheme for the depot LRP model, the parameters vehicle capacity (\(Q\)), number of customers (\(N\)) which correspond to the number of fireflies, number of vehicles (\(V\)) which correspond to the search dimensions and the quantity of load (\(q\)) were initialized. The parameters of the FA algorithm which are the initial customer points (i), the next customer point (j), number of iterations, and population were also initialized. Prior to the evaluation of the fitness of these initial positions, the various positions of the depot are initialized. The edges of all the nodes (customers) are identified and sampled on different points in the search space. The entire process was then evaluated over a number of iterations continuously until the maximum number of iterations is reached and the firefly with the overall best position is taken as the optimum solution. The pseudocode for implementing the CVRP model is given in Algorithm 2.

Algorithm 2: Pseudocode of CVRP Implementation

1. Input: Customers, Route, Demand, Vehicle Capacity etc.
2. Compute Saving list Using FA
3. Rank saving list
4. Calculate the serving cost
5. while: Stopping Criteria
   6. Calculate route link
   7. Calculate the link distance using FA
   8. if (better solution) then
      9. update new serving list obtained by FA
     10. if (better feasible solution) then
        11. Update the best feasible list.
     12. end
     13. end
   14. Rank savings list
15. end
16. Output (Best Cost, Best Firefly Position, Depot Coordinate)

V. RESULTS AND DISCUSSION

The simulation was conducted in MATLAB R2019b environment, on a computer with Intel Core i3 @ 2.00GHz Processor with 4GB RAM. The main objective of this study is to obtain an optimized solution to locate a depot on multiobjective Instances using firefly algorithm (FA) taking into cognizance the constraints and parameters as earlier explained to achieve a minimum travelled distance across a search dimension. It is assumed that a reduction in the total route distance, connotes a reduction in cost and time.

Table 2, shows the actual values used in formulating the thirty-six instances featured in [17] and the total travel distance under the depot positions. The table also expresses the TWL (threshold waste level) that informs the model on the percentage quantity of demand in the bin. From the table, the green colors represent the best result obtained by any of the depot position strategies. The yellow color is used when more than one positioning strategies obtain the same result for a particular data set. In order to differentiate each positioning strategies, the columns holding their respective results are colored differently. From this Table 2, \(N\) represents the number of customers and the number of vehicles is represented by \(V\).

A. Optimized Depot Position

There are thirty-six instances used for the solid waste management model, out of which the various depot positions where tested to determine which gave a result with the lowest total route distance.

Table 2 shows that, out of the 36 instances, the optimized depot position has 9 times best results, the eccentric depot position has 5 times best results, the central and random depot placement each have 2 times best results each. This description explains the positions with better results in the improved category. The figure below interprets the number of times each depot position obtained the same results with another depot positions. The summation of the frequency of a position constitute the numbers of the draw column in Table 2.

\[
\begin{align*}
CD \setminus ED &= 2 \\
OD \setminus ED &= 2 \\
OD \setminus CD &= 4 \\
ED \setminus RD &= 2 \\
OD \setminus RD &= 1
\end{align*}
\]

Fig. 5: Intersection of various depot position

Fig. 5, provides a breakdown on which depot had achieved same travelled distance as another.

This gives a figurative caption on the Draw column in Table 2. It is seen that the central and eccentric position obtained same result twice. The optimal and eccentric position also had same result twice. The optimal and central depot positions achieved the same result four times. Twice, the eccentric and randomly placed depot obtained same result, only the optimal and random depot position had same total travelled distance once. The column Draw in Table 2 explains the summary of the above result in Fig 3 which is the total number of times each position had same results with one or more other positions but not all. The optimized depot position had same results 7 times with another depot position, 6 times, both the eccentric and central position shares same result with other depot positions and the randomly placed depot has the same result 3 times. To further buttress the graphical representation of analysis, the output is shown in Fig. 6.
Fig. 6: Plot of Depot Position against Frequency of Result

Fig. 6, shows the plot of the various depot positions against the number of result outcomes of the 36 Instances. This gives a pictorial view of Table 2. It further describes a Common result for all the positions (the random, optimized, central and eccentric) acquired the same total travelled distance seven times. The figure also details that the optimized depot placement gives the highest number of best results over the other positions, after which the eccentric, then the centered depot position and randomly placed depot position.

Table 2. Results of Depot Positions

| Position | Improved | Draw | Common | Total |
|----------|----------|------|--------|-------|
| OD       | 9        | 7    | 7      | 36    |
| ED       | 5        | 6    | 7      | 36    |
| CD       | 2        | 6    | 7      | 36    |
| RD       | 2        | 3    | 7      | 36    |

B. Comparison of Depot Location Strategies

To further evaluate the performance of the developed model under different depot positions, the percentage improvement of the best result obtained by each depot position was determined against the total number of instances. The figure below is based on Table 3.

Fig. 7: Line Chart of the Depot location Improvement

The line chart in Fig 7 shows the plot percentage improvement against the classification of the results. It details the depot positions with the percentages of the improved result, the percentage of draw and the common results. Of the 36 instances, this shows that there is a 5.56% improvement positioning the depot at the center or at a random (arbitrary) location. A 13.89% improved result is obtained when the depot is at an eccentric location (refer to Fig 2.3). For an optimal position, there is a 25% improvement when the depot position is being decided by the firefly algorithm within the search space. For the depot positions that obtained the same travelled distance similar to another, a 19.944% same result is obtained by the optimal depot position, both the eccentric and centrally placed depot each had 16.67% and the randomly placed depot had an 8.33%. All four positions had same travelled distance obtaining a 19.44% result of the 36 instances.

From the performance of each depot positioning, the extract from Table 3 and Fig. 8 informs the below figure. The figure below provides a graphical description on the advantaged result of the optimal depot position over the other positions.
positions i.e. the advantage of the optimal depot position (OD) as against the eccentric depot position (ED), the centered depot position (CD) and the random depot position (RD). The detail obtained in the chart shows the OD has a 44.44% improvement over the eccentric position. There is also a 77.78% improvement in results over the centered and random positions.

Also, for the draw, the OD has more same results with either of the other three depot positions, than each of them with other positions. This means the OD achieved more uniform results than either of three depot positions with a 14.29% over the eccentric and centered positions have with either of the two depot positions. The OD also has a 57.14% more draw results than the RD.

Fig. 8: Improvement of the optimal depot placement

8 shows the plot of the percentage improvement of the optimized depot position over the other three depot positions.
C. Comparative Analysis

In order to verify the influence of FA on the optimized solution of the CVRP models, we compared the performance of FA with two state of the art algorithms (Unified Hybrid Genetic Search - UHGS and Iterated Local Search with Set Partitioning - ILS-SP), on some randomly selected new benchmark instances presented in [27]. The best values obtained for the selected instance using UHGS and ILS-SP was used for this comparison. For each depot location scenario (ED, CD and RD) implement in [27], 5 instances were randomly selected making a total of 15 instances. For every instance, we implemented FA on the Depot Position (DP) given in [27] and then, change the DP to OD. The results obtained using the FA on the selected instances considering the original DP in [27] and OD are given in the last two columns of Table 4. From this table, the values in bold-italics indicate a scenario where more than one algorithm obtained the same best results while the values in bold indicated a situation where only one algorithm obtained the best result for any of the instance by any of the algorithms. Note in Table 4, that \( n \) represent the number of customers, \( Q \) represents number of vehicles [27], and \( DP \) represents the type of depot positioning and \( FA_{OD} \) represent FA based Optimized Depot positioning. The algorithms were ranked based on their respective best results obtained for each instance. The best performing algorithm is ranked as 1 and the worst performing algorithm is ranked 4. If \( n \) number of algorithms obtained the same results, then, both algorithms are ranked the same. The result of the next algorithm is then ranked \( n+1 \).

Table 4: Comparative Analysis of FA based methods with UHGS and ILS-SP [27]

| No. | Datasets | n | DP | Q | UHGS [27] | ILS-SP [27] | FA | FA_{OD} |
|-----|----------|---|----|---|----------|-------------|----|--------|
| 1   | X-n120-k6 | 119 | ED | 21 | **13,332** | **13,332** | 13,943.05 | 14,499.78 |
|     |          |    |    |    | Rank 1 | 1 | 3 | 4 |
| 2   | X-n195-k51 | 194 | CD | 181 | **44,225** | **44,225** | 44,726.65 | 44,723.09 |
|     |          |    |    |    | Rank 1 | 1 | 4 | 3 |
| 3   | X-n261-k13 | 260 | ED | 1081 | 26,558 | 26,706 | **25,658.28** | 25,677.93 |
|     |          |    |    |    | Rank 3 | 4 | 1 | 2 |
| 4   | X-n275-k28 | 274 | RD | 10 | 21,245 | 21,245 | 18,646.27 | **16,468.82** |
|     |          |    |    |    | Rank 3 | 3 | 2 | 1 |
| 5   | X-n294-k50 | 193 | CD | 285 | **47,190** | **47,190** | 48,317.86 | 48,112.74 |
|     |          |    |    |    | Rank 1 | 1 | 4 | 3 |
It can be observed from Table 4 that, both UHGS and OD using FA, obtained the best positioning in 6 and 7 out of the 15 benchmark instances respectively. Also, the ILS-SP obtained the best results in 3 of the instances while the FA obtained the best result in two instances. Though, ILS-SP obtained the best result in 3 instances, these results were jointly obtained with UHGS for X-n120-k6, X-n195-k51 and X-n294-k50 instances. In terms of ranking the performance of the algorithm, the final rank indicates that firefly algorithm implemented on optimized depot positioning performed best on the selected instances. The overall performance of the other algorithms UHGS, FA and ILS-SP are ranked 2, 3 and 4 on the entire instances respectively. This results also demonstrate the superior feasibility of OD when compared with the other positioning strategies. To further justify this claim, we separated the positioning strategies into their respective categories and compared the results independently with OD strategy. Fig. 9, shows the % comparative analysis of OD strategy using FA against the other positioning strategies.

![Diagram](image_url)

**Fig 9: Comparative Analysis of CVRP Algorithms**

The bar charts in Fig. 9, shows that, except in ED positioning where the FA 40% best performance in the instances, it could not obtain best results for any of the instances in the other positioning strategy. Hence, contributing 0% in the bar chart label b and c in Fig 9. The UHGS algorithm obtained the best result in 30%, 20% and 40% of the instances considering ED, CD and RD positioning respectively. The ILS-SP obtained the best result in 10%, 20% and 0% for the ED, CD and RD positioning respectively. However, when the positioning strategies was changed to OD
for each positioning strategies and optimized by FA (FA-OD), the % of the best results obtained on each case were 20%, 60% and 60% for ED, CD and RD cluster of instances respectively.

VI. CONCLUSION AND RECOMMENDATIONS

In this paper, we proposed a novel depot location strategy called the Optimized Depot (OD) positioning and analyze its feasibility with three other positioning strategies; RD, CD and ED. Simulation shows that, OD has more improved results and has more same results than the rest of the other depot positions. This will give a better route navigation leading to a more reduced total route distance and reduced cost inevitably with an improvement of 44%, 78% and 78% over the eccentric, center and random positions respectively. This explains that the human eye, is not best to give a random location for a depot to be placed just by mere taking into cognizance of the environmental layout and the customer distribution spread. This further informs us that the algorithm used to determine the best location is substantive. Hence, the optimized position determined by the FA is the optimal depot position to achieve the minimum total travelled distance. Several simulations were performed using MATLAB R2019b simulation environment. Results when compared with Iterated Local Search Set Partitioning (ILS-SP) and Unified Hybrid Genetic Search (UHGS) on a randomly selected instances from [27], showed that this approach is very effective in solving CVRP of different cases. Results also showed that OD is the best positioning strategies even on the randomly selected instances from [27]. For future research, modelling the time windows to the customer availability, considering the effect of variable positions of depot and hybridizing FA with other algorithms such as smell agent optimization (SAO), PSO, SOS etc. for improved performance can be considered.
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