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Abstract: We developed a versatile method for three-dimensional shape measurement where a specific particle can be selected on the substrate and its cross-sectional shape and size can be measured. A non-contact fast measurement is possible for the particle in the resonance domain. We applied rigorous coupled-wave analysis to the particle and calculated the diffraction patterns, comparing the patterns with the experimental results to obtain the size and shape. The shape and position of the focusing spot on the scattering particle was controlled precisely. With this method, the category of the analyzable object is extended to more shapes, such as rectangles and triangles, in addition to a conventional ellipsoid.
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1. Introduction

Two- or three-dimensional (2D or 3D) shapes and sizes of many particles on a substrate are measured using commercially available optical methods, and the size distribution is calculated [1, 2]. This technique is applied to analyze abrasives, drag component, etc [3, 4].
Instead of lens microscopy, diffraction tomography is sometimes used [5–8], and is suitable for the measurement of moving particles because of its wide focusing range.

The precision of the conventional method does not reach diffraction limit for a 3D single particle with a size of several wavelengths when the refractive index difference between the particle and its surroundings is approximately more than 0.3. This region is called the resonance domain, whose size is 0.5–10 wavelengths. In addition, the diffraction in this region is strong and the light does not pass straight through the particle.

One of the reasons for this problem could be that the distance between front and back surfaces is difficult to estimate due to the disturbance of diffraction. The 3D surface shape can be measured through holography or stereography [9–11]. Phase distortion due to the back surface severs the interference of these methods.

To overcome this problem, a scattering pattern should be analyzed through rigorous simulation. Hitherto, the analyzable unknown shape was limited to an ellipsoid and the surroundings were required to be homogeneous [12–16]. For the simulation, the T-matrix method and dipole–dipole method are frequently used because they can treat various shapes easily [17–20]. We surveyed and determined that the influence of polarization on particle scattering in the resonance domain is considerable [21–24]. Therefore, we decided to use a wave-vector simulation method, which can consider polarization by itself. The finite difference time domain (FDTD) method, boundary element method (BEM), volume integral equation formulation (VIEF), and rigorous coupled-wave analysis (RCWA) are popular for such a simulation [25–28]. In this study, we used the RCWA because it utilizes a small amount of time for setting various shapes and is suitable for far-field calculation [29].

To resolve the above-mentioned problem of bad resolution in particle measurement caused by phase distortion in the resonance domain, we developed a new method to measure the 3D shape and size of the scatterer with the help of the scattering pattern and simulation. In this method, RCWA is used for the estimation of particle width [28].

For the experiment, isolation of a single particle is favorable for the analysis of a scattering pattern; thus liquid or air flow is a representative method [12, 30–32]. In this study, we set particles on a substrate so that the experiment can be performed in various conditions, such as in a vacuum system, though the analysis should consider the effect of the substrate on the diffraction pattern of a particle. The diffraction pattern of a particle in the air should differ from that of a particle on the substrate.

In addition to a proper simulation method, we determined the rule that tells the shape of the particle from the diffraction pattern. If the particle is an isolated cylinder or a flat circular disc, the scattering pattern can be analyzed using the Guinier plot [12, 33], which relates the scattering pattern to the shape and size.

Realistically, as particle shapes and diffraction patterns have many relations, an entire 3D diffraction pattern cannot be analyzed in one step. We projected a line pattern onto the particle to observe the cross-sectional shape. In addition, we constructed a 3D image from this 2D shape. This method may work properly only when most of the light is diffracted in the same plane including the optical axis and focused line. To solve this problem, we adjusted the position of the projected linearly shaped light so that it crossed the center of the particle’s diffraction image.

If the particle flows and the distance between particles is large, we can easily identify one of the particles. However, because the particles here are neighbors, they should be resolved and identified. To solve this problem, we used a focusing lens for the incident light. However, this caused the diffraction pattern to change considerably with respect to the distance between the focal point and particle, and the determination of the precise distance seems difficult. We arrived at a solution to this problem.

We determined the characteristics of the diffraction pattern that would enable us to distinguish between triangles, rectangles, and ellipsoids and to determine the aspect ratio.
The above-mentioned method is useful when the diffraction effect is strong, which would complicate the determination of a cross-sectional shape as well as the surface shape or shape of a hidden particle. By considering the refractive index difference between the particle and air, the applicable wavelength was determined to range from a soft X-ray to microwave [34]. The precise and rapid measurement of a particle’s dimensions through soft X-ray or in the visible region is the most suitable. In a soft X-ray region, focusing a lens to the wavelength order is difficult and in the visible region, available wavelength range is limited.

2. Principle and method

2.1. Focal distance and diffraction pattern

We located one of the particles present on a slide glass. The cross section was then selected from the particle, and the diffraction pattern of the particle was observed on the screen. The basic mechanism is shown in Fig. 1.

When lens-particle distance \( f_p \) is longer than focal length, the diffracted light and the non-diffracted light of a particle interfere, and the system makes in-line hologram of the particle [35]. When lens-particle distance \( f_p \) is just near focal length and aberration is small enough, all light is condensed near the particle, and only the diffraction pattern is observed. Thus, it is important to control the distance \( f_p \). We noticed that the in-line hologram seemed concentric circles, whatever the particle shape was either circle or rectangle, as shown later. The difference of the pattern is also illustrated in Fig. 1.

NA (Numerical Aperture) is known as the parameter which regulates the minimum focusing diameter [36]. When the diameter of the pupil becomes smaller, its NA becomes smaller, and the focusing spot becomes larger. We used a variable slit to use this effect of NA. The shape of focusing spot becomes vertical rectangle, when the slit shape is horizontal rectangle [36]. We used this long and narrow beam spot for selecting the cross section of the 3D particle.

The converging beam is not favorable to the analysis of the diffraction pattern, but it is necessary to use the converging beam to select one particle from the others. If parallel light is not to be used and the light is converging, the diffraction pattern becomes broad and the angular resolution of the diffraction pattern is lowered. To avoid this problem, we used a slit so that angle range of incident light is narrowed and this broadening is suppressed. The analysis is performed along the axis of the narrower aperture of the slit. In this way, the incident light is assumed to be parallel, and we can simulate the diffraction pattern by parallel light.
2.2. Resonance domain and diffraction pattern

The diffraction pattern and reflectivity of the particle in the resonance domain change by size and shape much more sensitively than those out of resonance domain [37]. The mechanism is explained by the complex reflection and interference of light in the particle [24]. The simple phase analysis by inline-hologram is expected to be difficult. In fact, if the size is several thousand wavelengths, the irregular shape was analyzed [38]. However, if the size is several ten wavelengths, the analyzable particle shape is limited to sphere [39]. To resolve this problem, we observed and analyzed the diffraction pattern itself.

2.3. Experiment procedure

The details are as follows. The diffraction pattern of the particle is measured by a system (Fig. 2), which is made of a light source, lens, particles on the slide glass, and a screen. The light source is an Ar ion laser (Spectra-Physics Stabilite, 2017) with a wavelength of 488 nm. It is reflected by a mirror twice to change its direction and height. The polarization-beam splitter sets the electric field oscillation along the y-axis. In this study, we define this mode of light as transverse magnetic (TM). When the electric field oscillates along the x-axis, we define its polarization as the transverse electric (TE) mode. A pin hole with diameter 1 μm is used as a spatial filter. The iris diaphragm and variable slit are set to shape the beam spot. The variable slit can rotate around the optical axis. The width of its opening is 1 mm and its height is 2 cm. Furthermore, the focal length of the lens is 5 cm. The particles are spread on the slide glass by n-Hexane, which evaporates immediately. The particle is Rhodamine B, with 90% pureness provided by Aldrich Chem. In addition, the n-Hexane special grade is provided by Wako Pure Chem. The slide glass is a Matsunami white glass G1111 with a thickness of 0.8 mm. The position of the slide glass was adjusted through a micrometer, and it can rotate around the x-axis. To change the rotation axis of the particle, the slide glass was removed from the stage, rotated around the z-axis, and set again. The diffraction pattern is projected onto a white Ricoh A4 size TP paper (210 mm × 297 mm) and is captured using a digital Olympus STYLUS XZ-10 camera, whose shutter speed and diaphragm are changed automatically with the brightness. The effect of the slit width on the diffraction pattern was observed by changing the slit width; however, we ensured that the effect was small. When the slit was parallel to the y-axis, we defined the rotation angle of slit as 0°. The distance between the particle and focal point was manually adjusted with micrometer precision. The position of the particle in the xy-plane was adjusted similarly.

To set the distance between the focal point and particle, the distance was adjusted so that the contrast in the diffraction pattern was the highest. As shown later, we determined that the distance could be set at a unique point experimentally; this was ensured through a simulation.

![Fig. 2. Scattering measurement by using an Ar laser (488 nm): $f_p$ is the distance between the lens and particle.](image-url)
The procedure to focus on a specific particle is as follows. As shown in Fig. 2, first we opened the iris diaphragm wide and removed a variable slit so that a large area was illuminated. We searched for the destination particle by using markers painted using dotted ink with 1 mm intervals. Then the distance $f_p$ is adjusted so that the contrast of image on the screen becomes highest. In the next, the aperture of iris diaphragm is narrowed to reduce the aberration [40, 41]. Finally, a slit is inserted to shape the focusing spot line and select cross section of the 3D particle. The rectangle on the screen is the projection of the slit in Fig. 2.

The image of the particle was viewed through an optical microscope OLYMPUS BX51 with an objective lens 10 × /0.25 NA and an eyepiece WH10 × /22.

2.4. Analysis procedure

We utilized the relationship between the angular distribution periodicity and width $w$ to calculate the size of the scatterer [28]. For the diffraction angle $\theta$, refractive index of air $n_0$, diffraction order $m$, and wavelength $\lambda$, the width $w$ of the particle is given by

$$w = m\lambda + \left[ n_0 \sin (\theta) \right]$$

(1)

Although this is a first-order approximation, we used this value for shape and size estimation.

The simulation of diffraction pattern by using RCWA is mentioned in a previous paper [42]. The program is DiffractMOD™ 1.5 (RSoft Design Group, Ossining, NY, USA). We have made experiment and compared the results with simulation to make the bases to apply RCWA to an isolated particle [24, 43]. There is no limitation on the simulatable shape, and the time to make the source data does not depend on the shape very much. The limitation is posed by the computer’s ability and it restricts the size of the particle and the number of space dimensions.

3. Result

First, the particles are observed at a low magnification, and the specified particle P2 is focused by moving the focusing lens toward P2 (Figs. 3(a) and 3(b)). The diffraction intensity clued us to the particle size. The opening of the iris diaphragm was narrowed to 6 mmφ to cut the nonfocused light (Fig. 3(c)). The pattern suggests the rough outline of the particle. To shape the focusing spot line, a slit with 1 mm width was inserted (Fig. 3(d)).

![Fig. 3. Scattering patterns of the particles: (a) Particles P2, P3, P4, and P5. (b) Zoomed up P2. (c) Iris diaphragm applied to P2. (d) Slit and iris diaphragm applied to P2.](image-url)
In the experiment, the distance $f_p$ may significantly affect the diffraction pattern. Thus, it is important to control this distance accurately to achieve repeatability. We analyzed the change in the diffraction pattern with $f_z$ (Fig. 4). Here, $f_z = f_p - f_0$, and $f_0 = 5$ cm. As a result, when we moved the focusing point to the particle, we found the highest contrast diffraction at a certain point ($f_0 = 2.3$ mm). $f_0$ is the value of $f_p$ when the memory of the micrometer is 0. The distinct diffraction patterns of particles P1–P5 are measured. The measured data include diffraction patterns, such as those shown in Fig. 3(c) and 3(d). In the data, variable slits are rotated around the z-axis. The rotation angle $\theta_r$ was taken as 0°, 45°, 90°, and 135° for incident angle $\theta_i = 0°$. Only P1 has additional data of $\theta_r = 90°$ and incident angle $\theta_i = 0°, 15°, 30°$, and $45°$. The data of other particles contains $\theta_r = 90°$ and incident angle $\theta_i = 45°$. The distance between the slide glass and the screen is 95 mm for P1 and 192 mm for P2–P5. As the size of P1 is small, a large diffraction angle should be observed (See Eq. (1)). The image of the screen is captured from the side of the light source except for P1. As the space for the camera work is small for P1, the image could not be captured from the front side, and therefore it was captured from the back side of the screen.

Figure 4 shows the highest contrast pattern at a unique distance. It is important to obtain repeatable results. We verified this result through simulation of RCWA. Figure 5 shows the simulation scheme, in which the planar incident light is focused on a square particle on the board. The focal length is 50$\lambda$, and distance from lens to particle is $f_p$. Actually, in the simulation, $f_0 = 0$ and $f_z = f_p$. The refractive index of all components, except the shading plate with thickness $d$, was set to 1.5. The shading plate has the thickness $d = \lambda$ and its complex refractive index is $1.5 + 3i$. The diffraction angle is represented by $\theta_d$, with polarization TE. In the experiment, focusing light in the $xz$ plane is TE and focusing light in the $yz$ plane is TM. Moreover, the thickness of the board is assumed to be infinite to remove the effect of reflection of back side of the board and to make the analysis simple.

Due to the restriction of computer performance, the diameter of the lens becomes 24$\lambda$, which is much smaller than the focusing lens used in the experiment. To make sure of the focusing effect, we calculated electric field by RCWA for the optical system in Fig. 5 (See Fig. 12 in appendix). The width of square particle is 6$\lambda$. There is normal focusing effect and we used this system for the next simulation of diffraction.

Figure 6 illustrates the result of diffraction pattern to calculate the contrast. The particle is square-shaped with a width of 6$\lambda$. The highest contrast pattern emerges for diffraction angle ranging from $8°$ to $20°$ when $f_p$ comes closer to the focal length. The corresponding valley and peak are indicated by arrows. The range of the corresponding peak is set from $8°$ to $15°$ and the range of the valley is set from $13°$ to $20°$. The intensity of the peak is $I_{\text{max}}$ and that of the valley is $I_{\text{min}}$. The contrast is defined as the intensity ratio $I_{\text{max}} / I_{\text{min}}$. The particles are
simulated for three shapes and for three widths $2\lambda$, $6\lambda$, and $10\lambda$ (See appendix, Figs. 13–14). The three shapes are circle, isosceles triangle, and square. The height of the triangle is same to its base length.

These figures show that there is local maximum, when focal point is near the particle. Thus, by the simulation we could show the existence of maximum contrast against $f_z$, which was already indicated in the experiment. Though the lens size and focal length is different from the experiment, we can say at least the phenomenon is usual.

It seems that the electric field is parallel to the optical axis in front of the particle in Fig. 12. To check the effect of lens size, we also calculated the lens with width $18\lambda$ and $30\lambda$. In both cases of the widths, the light is focused in front of the particle when $f_p$ is $50\lambda$. For three lenses’ widths, the contrast of the diffraction pattern becomes maximum, when $f_p$ is near $50\lambda$. The above calculations for contrast of diffraction pattern was performed in TE mode, but we also got the similar result in TM mode.

---

Fig. 5. Scheme of the optical system for simulation. Diffraction angle is $\theta_d$.

---

Fig. 6. Scattering pattern and its analysis simulated using RCWA for a square. [$f_z = f_p$] (a) Scattering pattern with width $w = 6\lambda$ and distance $f_z = 45\lambda$, and (b) its contrast analysis by $I_{max}/I_{min}$ for different $f_z$.

Figure 4 shows the analyzed area of the diffraction pattern indicated by a dotted line. The diffraction angle is derived from the screen width and distance between the screen and particle. Figure 7 shows the diffraction pattern for particle P1 with incident angle of $0^\circ$–$45^\circ$. 
The diffraction pattern seems to have a flat area from $-10^\circ$ to $10^\circ$ when $\theta_i = 0^\circ$. This might be due to the reflection on the back surface of the slide glass. Next, we considered the effect in simulation; however, the thickness of the glass was considerably large. Therefore, we surveyed whether it is possible to use a tentatively thin slide glass instead of a real slide glass for simulation. The particle has a circular shape, with polarization TE or TM, and diameter $= 3\lambda, 5\lambda, 10\lambda$ or $20\lambda$. The thickness of the slide glass was $10\lambda$ or $20\lambda$. Thus, the thickness has an insignificant effect on the diffraction pattern (See appendix, Fig. 15).

We decided to calculate the diffraction pattern to simulate those of particles P1–P5 with thickness $13.1\lambda$ (Fig. 8). The thickness is not set to an integer to have little interference effect.

To search the way to derive the shape and size, let’s analyze the diffraction of P1 in Fig. 7 as an example. At first, we estimated the width of P1 to be $3\lambda$ according to Eq. (1) when $\theta_i = 0^\circ$ and $\theta_r = 90^\circ$. The diffraction pattern of P1 with $\theta_i = 0^\circ$ has peaks at around $\pm 35^\circ$. Next, we paid attention to the peaks at $\pm 35^\circ$ and calculated diffraction patterns by changing the shape and aspect ratio. Figure 8 shows the scheme of simulation for this. The particles’ aspect ratio ($r_{asp} = d/w$) is 0.2, 0.4, 0.6, 0.8, or 1. We searched the three shapes which could have peaks at $\pm 35^\circ$. Figure 9 gives the diffraction patterns similar to that of experiment. We estimated the particle’s shape to be a triangle as the peak space was not constant when incident angle varied and broadening occurred when the incident angle was $45^\circ$. When we compare the diffraction pattern of three shapes in Fig. 9, the broad peak at around $10-30^\circ$ is the feature of the triangle and can be the criteria to estimate the shape, as mentioned later. This is supported by the theory that the diffraction pattern of the triangle in the resonance domain has two peaks whose angle can be predicted from the geometric optics [44].

Fig. 7. Horizontal projection profile of the diffraction pattern of particle P1. $\theta_i = 0^\circ, 15^\circ, 30^\circ,$ and $45^\circ$. 
Fig. 8. Optical system of simulation for three types of particles. Particles and a substrate have same refractive index of 1.5.

![Optical system of simulation](image)

The diffraction pattern of particles P2–P5 are shown in Fig. 10. To ascertain the shapes and aspect ratios of these particles, the criterion given in Table 1 was used. This criterion is derived from the simulation (See appendix, Figs. 16–18 for case of TM mode). We can classify the shape into triangle, rectangle or ellipsoid, from the diffraction pattern with incident angle 0° and data of the other incident angle is not indispensable. As to triangle and ellipsoid, aspect ratio $r_{ap}$ is also derived from the data at $\theta_i = 0^\circ$ for one $\theta$. As to rectangle, the diffraction pattern with incident angle 0° is not dependent on $r_{ap}$ very much and we need another incident angle 45°.
The schematic procedure to decide the shape and size is as follows.

1. Get the tentative width of the particle from Eq. (1) and decide $\theta_r$ for the cross section.
2. Estimate the rough shape using Table 1.
3. Perform additional measurement at $\theta_i = 45^\circ$ for rectangle.
4. Estimate the aspect ratio using Table 1.

In procedure (2), we selected the cross section whose width is the shorter, because the result is expected to be stable irrespective of deviation of beam spot from the center of the particle.

P2 and P5 may be rectangular as their patterns oscillate with a large amplitude. The diffraction pattern of a rectangle does not considerably change by the aspect ratio. Note that we used the experimental data of $\theta_i = 45^\circ$ and compared the data with the corresponding simulation data. The polarization is TM, $w = 10\lambda, 20\lambda, 30\lambda, 34\lambda$, and $40\lambda$, and $\theta_i = 45^\circ$. (See appendix, Fig. 19 for cases $w = 10\lambda$ and $20\lambda$). The difference between two peak angles decreases as $r_{map}$ increases at around $\theta_d = 0$.

The final results were compared with the image obtained from an optical microscope, as shown in Fig. 11. The projection image and cross-sectional shape are shown in the left column of each particle’s pictures. Rhodamine B is purple and clearly seen.

![Graph](image)

**Fig. 10.** Horizontal projection profiles of the diffraction patterns of particles P2–P5; $\theta_i = 0^\circ$.

**Table 1.** Criterion to judge the shape and aspect ratio from the diffraction pattern

| Scatterer   | State of pattern       | Aspect ratio dependency                        |
|-------------|------------------------|-----------------------------------------------|
| Rectangle   | strong amplitude of oscillation | two peaks' angle difference for $\theta_i 45^\circ$ is smaller |
| Ellipsoidal | weak amplitude of oscillation | declination of envelope is steeper            |
| Triangle    | large and broad two peaks | absolute angle of the broad two peaks is larger |

The tendency that occurs when the aspect ratio increases.

---
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Fig. 11. Structures of the particles. The order of the images is—cross section, projected image, and microscopic image—from left to right. Cross sectional shape is added to the projected left images. The widths for four directions are indicated by bidirectional arrows in the middle images.

The number of peaks of the diffraction pattern changes with the shape (Table 2). Therefore, the width derived from Eq. (1) should be corrected. However, we did not consider this factor.

Table 2. Number of peaks. $-50^\circ < \theta_d - \theta_i < 0^\circ$. The width of particle is $20\lambda$.

| Shape      | $\theta_i$ (°) | 0.2  | 0.4  | 0.6  | 0.8  | 1.0  |
|------------|----------------|------|------|------|------|------|
| Ellipsoidal| 0              | 12.8 | 12.3 | 12.8 | 13.5 | 13.5 |
|           | 15             | 13.5 | 13.5 | 13.5 | 13.5 | 13.0 |
|           | 30             | 13.5 | 13.5 | 13.0 | 13.0 | 13.5 |
|           | 45             | 13.0 | 13.5 | 13.0 | 12.0 | 13.3 |
| Rectangle | 0              | 12.8 | 12.3 | 13.3 | 13.5 | 13.5 |
|           | 15             | 12.5 | 13.5 | 13.5 | 13.5 | 13.0 |
|           | 30             | 13.5 | 13.5 | 13.0 | 13.0 | 13.5 |
|           | 45             | 13.5 | 13.5 | 13.0 | 12.0 | 13.5 |
| Triangle  | 0              | 7.0  | 9.0  | 9.5  | 11.5 | 12.0 |
|           | 15             | 8.0  | 10.5 | 10.0 | 11.0 | 12.0 |
|           | 30             | 9.5  | 8.0  | 10.0 | 11.5 | 9.0  |
|           | 45             | 7.5  | 6.0  | 10.0 | 7.5  | 11.0 |

4. Discussion

Through pattern simulation, the shape of the cross section was determined from the amplitude of the fluctuation and the outline of the angular distribution. The aspect ratio was estimated from the space between the angles at the peaks or the declination of the angular distribution. For the rectangle, we also used the pattern for an incidence angle of $45^\circ$ to estimate the aspect ratio. In Fig. 11, these results were compared with the microscopic images. In Fig. 10, the projection does not agree with the microscopic image very well. We believe that some of the reasons for this disagreement are as follows.

1. The peak interval in the angular distribution of a triangle differs from those of ellipsoid and rectangle (Table 2). This may affect the estimated particle width. The main pattern difference between an ellipsoid and a rectangle is the amplitude of fluctuation, which may due to the difference in edge sharpness of each shape. But, the peak interval does not differ between them a lot.
2. When we are to set the beam spot at the center of the particle, we think the condition was satisfied, if the diffraction pattern is symmetric (See Fig. 3(b)). The shape center is assumed to be the center of the diffraction pattern. The experimental setting of beam spot to the shape center is not difficult; however, it was not verified as the true center. The position of the diffraction center in $xy$ plane was extremely sensitive that the precision seemed to be less than a few micrometers. However, the diffraction center may change if the particle shape is not symmetric. One of the reasons of above mentioned disagreement may be deviation of the tentative center from the real center.

3. The cross-sectional shape of the particles is assumed to be symmetric but may not be so as the diffraction pattern is asymmetric (Fig. 10). The deviation from the asymmetry was not treated in this study because the story becomes complex; however, this affects the diffraction pattern [28].

4. The ellipsoidal shape of the diffraction pattern in Fig. 3(b) is slanted. This tendency is the same for other particles. This may be due to the original beam shape, which is bended at 90° twice by reflection of the mirror, and the normal direction of the mirror surface is not in the plane including the two optical axes.

5. The refractive index of the particle is not 1.5 and has anisotropy by the molecular orientation [45]. Though the effect of refractive index difference 0.1 is not large, its effect cannot be neglected.

Thus, we listed five reasons for the experimental error. Reason (1) is the most important among them. The triangular particle’s width might be estimated to be half of the real width (Table 2); however, Fig. 11 indicates that the other shape’s widths do not differ much when they are compared with the microscopic results.

Next, we emphasize the focusing problem. In Figs. 4 and 6, the data intervals along the $z$-axis were set so that the pattern clearly changes. The interval of $f_z$ in Figs. 2 and 4 is 100 $\mu$m, whereas that in Figs. 5 and 6 is 2.44 $\mu$m. This difference is partly due to the difference in size of the iris diaphragm. The aperture of the former (Fig. 2) is 1 mm (slit width) with a focal distance of 50 mm and ratio of 0.02. The ratio of the latter (Fig. 5) is 0.48. 0.48/0.02 is 24. The 24 times difference of NA explains the difference of the intervals 2.44$\mu$m and 100$\mu$m. In experiment, distance $f_p$ adjustment was performed without the slit and the aperture was set 6mm. The variation of the contrast against $f_p$ is the more sensitive. The difference of NA between the experiment and the simulation is due to the limitation of the simulation range by computer capacity. We were unable to considerably increase the focal length of the simulation.

Another possible reason for the difference of the intervals is the aberration along the optics axis. The fluctuation of the peak intensity by the variation of $f_z$ might be averaged.

5. Conclusion

In this study, we developed a method to obtain various cross-sectional shapes of 3D particles by applying rigorous simulation to the cross-sectional diffraction pattern by using a 488 nm laser. Although we used the first-order approximation, we obtained an acceptable size and shape. The analyzed size was 2–20 $\mu$m and the shape was an ellipsoid, a rectangle, or a triangle with different aspect ratios. This technique is applicable to particles in the resonance domain with wavelength ranging from soft X-ray to microwave.

6. Appendix: Scattering pattern simulated using RCWA

The RCWA calculation results are shown in the appendix and their detailed calculation condition are stated in the main body.
The electric field of lens focusing on the particle is calculated by RCWA in Fig. 12. The lens with width 24μm condenses light and its focal spot is in front of the particle. Figs. 13 and 14 show that the contrast changes significantly against the distance \( f_z \) in this optical system. There is clearly unique \( f_z \) which gives the highest contrast whatever the shape of particle is circle or triangle.

Fig.15 shows that effect of thickness of the substrate is not critically important for calculating the diffraction pattern. Therefore, we don’t have to use the real thickness of the substrate and can use the calculable thin thickness.

Figs. 16-19 give the criterion to judge the kind of shape of the particle from the diffraction pattern. Furthermore, they enable us to estimate the aspect ratio of the shape. The rectangle is difficult to estimate its aspect ratio from the diffraction pattern when the incident angle \( \theta_i \) is 0°. Fig. 19 enables us to estimate the aspect ratio of rectangle by changing the incident angle.
Fig. 13. Contrast derived from scattering pattern simulated using RCWA for a triangle. $w = 2\lambda$, $6\lambda$ and $10\lambda$.

Fig. 14. Contrast derived from scattering pattern simulated using RCWA for a circle. $w = 2\lambda$, $6\lambda$ and $10\lambda$. 
Fig. 15. The diffraction pattern of a circular particle. The unit is $\lambda$. (a)(b)(c)(d) Polarization, $h$ and $w$ are varied.
Fig. 16. The diffraction pattern of a triangular particle with different aspect ratio. Polarization is TM. (a) $r_{asp} = 0.2$. (b) $r_{asp} = 0.6$. (c) $r_{asp} = 1.0$. 
Fig. 17. The diffraction pattern of a rectangular particle with different aspect ratio. Polarization is TM. (a) $r_{asp} = 0.2$. (b) $r_{asp} = 0.6$. (c) $r_{asp} = 1.0$. 
Fig. 18. The diffraction pattern of an ellipsoidal particle with different aspect ratio. Polarization is TM. (a) $r_{ap} = 0.2$. (b) $r_{ap} = 0.6$. (c) $r_{ap} = 1.0$.

Fig. 19. The diffraction pattern of a rectangular particle with different aspect ratio. Polarization is TM. (a) $w = 10\lambda$. (b) $w = 20\lambda$. 
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