ATTENTION SWIN U-NET: CROSS-CONTEXTUAL ATTENTION MECHANISM FOR SKIN LESION SEGMENTATION
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ABSTRACT

Melanoma is caused by the abnormal growth of melanocytes in human skin. Like other cancers, this life-threatening skin cancer can be treated with early diagnosis. To support a diagnosis by automatic skin lesion segmentation, several Fully Convolutional Network (FCN) approaches, specifically the U-Net architecture, have been proposed. The U-Net model with a symmetrical architecture has exhibited superior performance in the segmentation task. However, the locality restriction of the convolutional operation incorporated in the U-Net architecture limits its performance in capturing long-range dependency, which is crucial for the segmentation task in medical images. To address this limitation, recently a Transformer based U-Net architecture that replaces the CNN blocks with the Swin Transformer module has been proposed to capture both local and global representation. In this paper, we propose Att-SwinU-Net, an attention-based Swin U-Net extension, for medical image segmentation. In our design, we seek to enhance the feature re-usability of the network by carefully designing the skip connection path. We argue that the classical concatenation operation utilized in the skip connection path can be further improved by incorporating an attention mechanism. By performing a comprehensive ablation study on several skin lesion segmentation datasets, we demonstrate the effectiveness of our proposed attention mechanism.

Index Terms— Deep learning, Transformer, Skin lesion, Segmentation.

1. INTRODUCTION

Skin cancer is one of the most fatal forms of cancer. Melanoma, as the most deadly type of skin cancer, usually develops from abnormal growth of the melanocytes in human skin. According to the American Cancer Society, 99,780 new melanoma cases are expected by the end of 2022, with a mortality rate of 7.66% (7,650 cases) [1]. Unfortunately, the melanoma cancer’s five-year survival rate drops from 99% to 25% if diagnosed at advanced stages, due to the aggressive nature of the cancer [1]. Hence, early diagnosis plays a vital role in reducing the mortality rate. To address this problem in an automated manner, it has been proposed to utilize deep neural networks [2, 3], especially the U-Net model, to detect melanoma lesions from dermoscopic images.

The simplicity, outstanding performance, and modular design of U-Net, further motivated researchers to develop several extensions of this network, where the main modification usually addresses the skip connection path to encourage feature re-usability, e.g., H-DenseUNet [4], BCDU-Net [3]. In H-DenseUNet, Li et al. [4] replaced the original U-Net encoder with the residual network and dense skip connections to extract more complex features. Azad et al. [3] further improved the skip connection path by incorporating the LSTM module for a non-linear feature representation and demonstrated a significant improvement in the skin lesion segmentation challenge. Later studies [5, 6] focused more on carefully designing skip connection procedures in a multi-scale form to provide highly flexible feature fusion schemes by aggregating features of varying semantic scales with redesigned skip connections. Generally, by considering neural networks in more detail, more semantic representations can be achieved, so Zhou et al. in U-Net++ [5] takes the advantage of this idea by using a dense flow of semantic information from the encoder to the decoder. This approach captures the multi-scale contextual information and directly aggregates it into the inter-block feature mapping of the decoder path to mitigate the loss of fine details features.

The common characteristic of the aforementioned networks is that they are heavily based on the CNN structure, which suffers from a weak global representation, due to the local receptive field. Hence, CNN-based approaches usually fail to model structural and boundary information preserved in medical images, such as lesion structure. To tackle the problem of limited receptive fields and to model the global representation, a self-attention mechanism was proposed. Attention U-Net by Oktay et al. [7] was the first approach that investigated the self-attention paradigm in the U-shape structure for medical image segmentation. They proposed an
image-grid-based gating module that comprises well-known skip connections to let signals pass through, and to capture the gradient of relevant localization information from the encoder path before it merges with decoder features on the same scale. This strategy makes the model adjust itself to a particular object segmentation task. TransUNet [8] is one of the early studies that imposes a Transformer on a U-shaped architecture. They proved that Transformer based models present better results than CNN-based self-attention methods. TransUNet utilizes a hybrid CNN-Transformer architecture to leverage detailed high-resolution spatial information from CNN features and the global context encoded by Transformers in the encoder path [8]. An extension of this network is further designed [9] for the skin lesion segmentation task by incorporating the attention mechanism into the Transformer skip connections. Even though TransUNet provides quite reasonable results, the model suffers from being dependent on CNNs hierarchical feature extraction. To model the network design in a pure transformer manner, Cao et al. [10] proposed the Swin U-Net model. This structure uses the Swin Transformer [11] blocks to model the U-Net architecture without any convolutional operation.

In this paper, we propose to further enhance the classical concatenation utilized by the operation in the skip connection path of the pure transformer-based approach by imposing attention weights calculated in the encoder path to highlight informative tokens. We also propose a cross-contextual attention method to re-calibrate the extracted feature set. As opposed to [12], which uses a transformer block to produce the attention, our method uses the already calculated attention map from the encoder part which does not impose any extra memory/computational burden. Furthermore, the TransNorm [9] approach utilizes a skip connection between the bottleneck and the decoder paths, which can degrade the low-resolution information. In contrast, our approach applies the attention mechanism in each encoder/decoder scale to model the multi-resolution feature representation. Our contributions are as follows: (1) Cross attention mechanism to enhance feature description on the skip connection path. (2) Imposing attention weight derived from the encoder path to induce spatial attention mechanism. (3) State-of-the-art results on three public skin lesion segmentation datasets along with publicly available implementation source code via GitHub.

2. PROPOSED METHOD

Inspired by the recent success of the Swin U-Net model [10], we propose Att-SwinU-Net, an attention-based Swin U-Net extension, for skin lesion segmentation. Our design offers a two-level attention mechanism where the first level integrates the attention weight transferred from the encoder blocks to highlight the important tokens (spatial attention). In contrast, the second attention level focuses more on pair-wise token fusion for feature recalibration (cross-contextual attention).

2.1. Swin Transformer block

Our Swin Transformer block is built based on shifted window multi-head self-attention (MSA). The Swin block is composed of two successive transformer blocks as in [13], but each multi-head attention is replaced with a window-based attention module; thus, each Swin sub-blocks consists of LayerNorm(LN), residual connection, and 2-layer MLP with GELU non-linearity. Accordingly, the Swin Transformer block is formulated as

\[
\begin{align*}
\hat{z}' &= \text{W-MSA} \left( \text{LN} \left( \hat{z}^{l-1} \right) \right) + z^{l-1} \\
\hat{z}' &= \text{MLP} \left( \text{LN} \left( \hat{z}' \right) \right) + \hat{z}' \\
\hat{z}^{l+1} &= \text{SW-MSA} \left( \text{LN} \left( \hat{z}' \right) \right) + z' \\
\hat{z}^{l+1} &= \text{MLP} \left( \text{LN} \left( \hat{z}^{l+1} \right) \right) + \hat{z}^{l+1}
\end{align*}
\] (1)

where \( \hat{z}(\cdot) \) and \( z(\cdot) \) denote the output of (S)W-MSA modules and the MLP module of the corresponding block. Finally, attention with respect to relative position \( B \in \mathbb{R}^{M^2 \times M^2} \) for each head is calculated by

\[
\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d}} + B \right) V
\] (2)

where \( Q, K, V \in \mathbb{R}^{M^2 \times d} \) represent query, key and value matrices. \( M^2 \) and \( d \) denote the number of patches in a single window and the projection dimension, respectively. Furthermore, values in bias matrix \( B \) are taken from the smaller-sized bias matrix \( \hat{B} \in \mathbb{R}^{(2M-1)^2 \times (2M-1)} \) as proposed in [11].

2.2. Encoding Path

The encoder module in our design follows the same structure as presented in [10] and applies stacked Swin Transformer blocks to embed the input image into a latent space. To this end, three Swin Transformer blocks are utilized to gradually reduce the spatial dimension while increasing the representation dimension. More specifically, after each Swin Transformer block, we use the patch merging layer to merge neighboring patches. The patch merging layer concatenates each \( 2 \times 2 \) neighbor patch with dimension \( C \) and constructs one patch with dimension \( 4C \). Following this process, the feature dimension grows by a factor of 4; a linear layer is applied to this patch to decrease the growth factor by 2. Ultimately, the model down-samples the spatial representation while up-sampling the channel representation.

2.3. Decoding Path

Following the symmetrical structure of the U-Net model, the decoder module applies three Swin Transformers blocks to reconstruct the prediction mask. To gradually increase the spatial dimensions while reducing the feature dimensions, we replaced the patch merging layer with the patching expanding layer. The patch expanding layer applies a linear layer on
2.4. Cross Attention Mechanism

The goal of the skip connection path incorporated in the U-Net design is to provide low-level features for the decoding path, which is crucial for localization purposes. Several extensions of the U-Net model have been proposed in the literature to enhance the skip connection path [3, 7]. Similarly in this work, we aim to enhance the feature fusion schema in the skip connection section by proposing a two-level attention mechanism. In our design (Figure 1), first, we apply the spatial normalization mechanism. To this end, the attention weight (\(W_{\text{att}}\)) generated inside the Swin Transformer block of each encoder block passes through the skip connection section to provide a surrogate signal for selectively emphasizing the more informative tokens. Thus, by summing the weight of attention (\(W_{\text{att}} = \text{softmax}(Q_eK_e^T/\sqrt{d} + B)\)) from the encoding path into the decoding path, we guide the network to better model the localization importance (i.e., where to look). According to Eq. (2), the attention values in \(i\)-th scale of the decoder path are as follows:

\[
\text{Att}^{(i)}(Q_d, K_d, V_d) = (\text{softmax}(Q_dK_d^T/\sqrt{d} + B) + W_{\text{att}})V_d \\
\text{s.t. } i \in \{1, 2, 3\} \tag{3}
\]

where the \(\text{Att}^{(i)}(Q_d, K_d, V_d)\), indicates the attention weight calculated in the \(i\)-th decoder path. The attention mechanism in all Swin Transformer blocks in the decoding path uses this weight calculation technique to perform the weight update in the corresponding scale. In the second step, we model the interaction between two series (\(Z_C\) and \(Z_D\)) to recalibrate the generated features. To this end, we first average the token representation on each series to produce a global representation, \(Z_{\text{globe}} = \sum Z_D/N\), where \(N\) indicates the number of tokens. The resulting global representation is then fused with the tokens from the second series \(Z'_{D} = \left[ Z_{\text{globe}} \left\| Z_D \right. \right]\) and passes through the Swin attention block to re-consider the feature recalibration based on the new global token injected into the sequence (similar to [14]):

\[
q = Z_{\text{globe}}W_j, \quad k = Z'_{D}W_k, \quad v = Z'_{D}W_l \\
A = \text{softmax}\left(qk^T/\sqrt{C/h}\right), \quad \text{CA}(Z'_{D}) = Av \tag{4}
\]

Here, \(W_j, W_k, W_l \in \mathbb{R}^{C \times (C/h)}\) show the trainable parameters, while \(C\) and \(h\) indicate the dimension of the embedding space and number of heads, respectively. The CA indicates the cross attention that we calculated. This strategy provides a unique way to formulate interaction between the encoder and decoder series in a non-linear fashion.

3. EXPERIMENTS

Our proposed contributions are based on the modification of the Swin U-Net design; therefore, we use the original implementation of this network (using the PyTorch library) and incorporate our attention mechanism. The Adam optimization with a learning rate of 1e-4 and batch size 24 is utilized to train the network on each dataset for 100 epochs. A single Nvidia RTX 3090 GPU is used to train all models. We evaluated our proposed network on three skin lesion segmentation tasks, namely ISIC 2017 [15], ISIC 2018 [16], and PH2 [17] datasets. To perform the training and evaluation process, we follow the same pre-processing criteria presented in [9]. However, instead of an image resolution of 256 \(\times\) 256 we use 224 \(\times\) 224 to fit the image into the Transformer model.

3.1. Quantitative and Qualitative results

Comparative results of the proposed method on all three skin lesion segmentation datasets are presented in Table 1. We employed different evaluation metrics to provide comprehensive evaluation criteria. According to these results, the proposed method clearly outperforms both CNN and Transformer-based approaches. Overall, our proposed complement modules to Swin U-Net achieve a marked performance across all datasets and evaluation metrics. We also observed that our proposed methods outperform the other Transformer-based peers [2, 19, 8] in nearly all skin segmentation benchmarks.
Furthermore, we provided a qualitative visualization of the skin lesion segmentation results in Figure 2. Our proposed method provides smoother segmentation results than others, especially in comparison to TransUNet [8], which tends to have under-segmentation problems that the locality of convolution operation may cause. In addition, the attention mechanism incorporated in our method slightly reduces the false segmentation results obtained by the Swin U-Net model.

Fig. 2: Visual comparisons of different methods on ISIC2017 dataset. (a) Input image. (b) Ground Truth. (c) TransUNet [8]. (d) Swin U-Net [10]. (e) Proposed method.

3.2. Ablation study

To explore the influence of different settings on the model performance, we performed ablation analyses on the number of usages of our proposed attention strategy in skip connections, input sizes, model scales, and the presence of the proposed attention mechanism presented. To begin with, we investigated the effect of incorporating our proposed attention at 1/4, 1/8, and 1/16 resolution scales. By changing the number of presence of our proposed module in skip connections from $i \in \{1, 2, 3\}$ we explored their effect on our model. Table 2 demonstrates that the segmentation performance improves when the number of our proposed modules in the skip connections increases. They support the effectiveness of our attention module in capturing a rich representation. We also analyzed the effect of increasing the input size to $384 \times 384$ in Table 2. The results obtained show that with increasing input size the segmentation results improve slightly, but it incurs a high computational cost. In another setting, we explored the impact of model scale growth. It is evident from Table 2 that the model barely improves its performance due to over-parameterization. Last but not least, we conducted experiments on the proposed attention mechanism to separately analyze the effect of spatial and channel attention steps. Results are presented in Table 2, which indicates that each module contributes to the model generalization performance.

Table 2: Ablation study on the ISIC2017 dataset.

| Setting                          | DSC    | SE     | SP     | ACC   |
|----------------------------------|--------|--------|--------|-------|
| Using 1 skip connection          | 0.8987 | 0.8767 | 0.9576 | 0.9534|
| Using 2 skip connection          | 0.9178 | 0.9147 | 0.9708 | 0.9613|
| Using 3 skip connection          | 0.9240 | 0.9246 | 0.9794 | 0.9656|
| Input image size $384 \times 384$| 0.9249 | 0.9265 | 0.9799 | 0.9659|
| Large Model                      | 0.9245 | 0.9260 | 0.9783 | 0.9660|
| Eliminating the spatial attention module | 0.9201 | 0.9226 | 0.9616 | 0.9631|
| Eliminating the cross contextual attention module | 0.9196 | 0.9104 | 0.9689 | 0.9622|

4. CONCLUSION

This work proposes an attention mechanism to enhance the performance of the recently proposed Swin U-Net model. Our attention module proposes a two-level attention operation, wherein the first step integrates the attention weight transferred from the encoder blocks to highlight the important tokens while the second attention level is designed to perform a cross-contextual attention mechanism. According to the qualitative and quantitative results in our pipeline, the cross-attention mechanism besides the attention maps derived from the encoder the localization performance of Swin-Unet increases in the skin lesion segmentation task.

Compliance with Ethical Standards: No human or animal subject was used in this study.
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