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I. INTRODUCTION

Waiting time distributions (WTD) measure the distribution of delay times between subsequent hopping events ("jumps") in a discrete stochastic process. The concept of a WTD has been introduced already half a century ago for the description of diffusion processes on lattices by continuous time random walks [1,3]. Since then, the analysis of transport processes via WTDs has become common for a wide range of classical and quantum systems whose dynamics can be viewed, at least approximately, as a discrete stochastic process. Recent applications include, e.g. in the biophysical area, the opening kinetics of ion channels [4], the (un-)binding of chemical bonds [5], and the "turnover" events of enzyme molecules [6,7]. In econophysics, WTDs are used to analyse stock market fluctuations [8]. A further important field are diffusion processes of atoms, molecules, or colloids on corrugated surfaces [9,12]. Although the processes considered there are actually continuous (particles on real surfaces are not bound to lattice sites), the effective barriers characterising rough surfaces are often much larger than the thermal energy; thus the motion can be approximately viewed as a sequence of jumps. A similar situation occurs in supercooled liquids and glasses, where the stochastic processes correspond to hopping of particles between cages (formed by other particles) [13,14], to glass rearrangements [15] or, on a more abstract level, to jumps between "metabasins" in configuration space [16,18] or "states" in protein folding [4,19,20]. Finally, within the area of quantum transport, typical applications include electron transport in quantum-dot nanostructures [21–23] and tunnelling events in dynamical single-electron emitters [24].

Despite these wide and crossdisciplinary applications of WTDs there is, for many systems, no unique recipe to actually calculate this quantity. Indeed, a straightforward definition is only possible for truly discrete stochastic systems where the dynamics is described by a (Markovian) master equation (ME). Here, the jumps are a priori discrete and have (once they occur) zero duration. Given a sufficiently simple structure of the ME, it is often even possible to calculate the WTD analytically (see recent studies in quantum transport [21,22,24] and ion channel kinetics [4]). For continuous systems, however, the calculation and even the very definition of a WTD are not straightforward: and ultimately this is tied to the unavoidable ambiguity in defining a discrete "jump" for a continuous evolving system.

A frequently-used strategy in such situations is to obtain the WTD numerically from an analysis of (particle) trajectories generated either experimentally or by many-particle computer simulations. Indeed, state-of-the-art experiments allow real time tracking of the motion of colloids on random surfaces [12,25], on solid-liquid inter-
faces [9], or during surface growth [11]. Similar trajectory analysis has been performed in computer simulations (such as Molecular or Brownian Dynamics) of glassy or otherwise frustrated systems (see, e.g., [13–17]). For a continuous system with “quasi-hopping” motion, typical trajectories reveal the existence of “traps” (in real or configuration space), where the trajectory spends most time, and fast motion (barrier crossing) in between. However, to extract from that a WTD, one necessarily needs to discretise the space (i.e., to define regions which trajectories can enter or leave), yielding some ambiguity in the definition of jumps. In particular, depending on these details of the discretisation, the resulting jumps can have a finite duration. Moreover, in many practical applications the measured or simulation-generated trajectories render quite noisy WTDs; extracting smooth results (and relevant time constants) then requires extensive simulation or experimental time. In view of these difficulties it seems desirable to construct a WTD in a yet alternative way, namely on the basis of a noise-averaged description of the stochastic process. The natural framework is, of course, the Fokker-Planck equation for the probability density.

In this spirit, we propose in the present paper a simple recipe to calculate the WTD from a Fokker-Planck equation. Our approach is inspired from the calculation [20] of the first passage time distribution (FPTD) [27,31]; indeed the two quantities are closely related when we assume the dynamics to be Markovian (i.e., time-homogeneous). For symmetric situations our WTD becomes, in fact, identical to the FPTD; however it is more general than the FPTD in that it allows for directional resolution in asymmetric, continuous situations. We note that in the discrete case, there are already various applications of WTDs to anisotropic situations [4–9,21,23,24,32]; also, FPTDs with directional resolution have been proposed in the mathematical literature (see e.g. Refs. [33–34]); however, these have been restricted to the special case of no barriers.

Considering a particular model system we validate our WTD definition by comparing with the WTD following from direct simulation of the underlying Langevin equation. Specifically, we consider the paradigm example of an overdamped (“Brownian”) particle in a periodic “washboard” (e.g., sinusoidal) potential, a generic model with relevance in many areas such as particle transport on topologically or energetically structured surfaces [35,36], the motion of motor proteins [37], particles in optical lattices [38] and optical line traps [39], biased Josephson junctions [40–42], and more generally in biophysical processes [43–45]. Moreover, (non-overdamped) variants of our model also have been used to study certain aspects of the dynamics (such as the appearance of different types of orbits) from a mathematical point of view [46,47].

In an earlier study [48] we have analysed in detail the short-time dynamics of that system, particularly the plateaus appearing in the mean-squared displacement and the corresponding non-Gaussian parameters for large values of the ratio between barrier height and thermal energy. We have demonstrated that, in this limit of deep wells, the continuous dynamics described by the Smoluchowski equation (SE) can be well described by a ME approach involving two states per well [48]. One attractive feature of this ME model is that it is analytically solvable; i.e., properties such as cumulants of the density distribution can be calculated by minimal effort.

Here we use this ME approach as a third, analytical route to calculate the WTD. We show that the WTD obtained from the SE and BD approach becomes consistent with that of the discrete case in the appropriate limit (deep wells). As wells become shallower, the ME approach becomes less good, an indicator being that the duration of the transitions between different wells increases. In summary, we suggest a consistent generalisation of WTD from the discrete, zero-duration jump case to the continuous, extended-jump one.

The rest of this paper is organised as follows. In Sec. II we specify the equations of motion of our model and discuss representative trajectories. The three approaches to the WTD are introduced in Sec. III supplemented by two appendices where we present detailed information on the numerical calculation. Numerical results are presented and discussed in Sec. IV and in Sec. V we summarise our findings.

II. MODEL

We begin by discussing a concrete model as an illustration of the nature of trajectories and jumps in the class of systems we investigate here. We consider a particle in the tilted washboard potential

\[ u(x) = u_0 \sin^2 \frac{\pi x}{a} - Fx, \]  

(1)

where \( a \) is the period of the potential, and the parameters \( u_0 \) and \( F \) describe the depth and tilt of the potential, respectively. Under overdamped conditions (strong friction), the equation of motion of the particle in one dimension is given by

\[ \gamma \dot{x}(t) = -u'(x) + \sqrt{2\gamma k_B T} \xi(t). \]  

(2)

The thermal energy is denoted by \( k_B T \), \( \gamma = k_B T/D_0 \) is the friction constant (involving the diffusion constant \( D_0 \) of the free system), \(-u'(x) = -du/dx \) is the force, and \( \xi(t) \) represents Gaussian white noise with properties \( \langle \xi(t) \rangle = 0 \) and \( \langle \xi(t)\xi(t') \rangle = \delta(t-t') \). A comprehensive overview of the different regimes of Eq. (2) in terms of the ratio between noise and external potential or driving force is given in Ref. [26]. In the present study we focus on cases where the form of the potential is such that it can be meaningfully divided in a number of wells (defined between subsequent maxima). This occurs when the difference between the potential minima and maxima, \( \Delta u(u_0, F) \), is large compared to the thermal energy,
i.e., $u_0 \gg k_B T$, and when the driving force $F$ is smaller than the so-called critical force $F_c = u_0 \pi / a$, related to the diffusion maximum $\left[49\right]$ (for $F > F_c$ the potential minima vanish).

In order to illustrate the motion in such situations we consider representative particle trajectories. A general discussion of the solutions of the stochastic differential equation \[2\] in terms of their existence and uniqueness is given in Ref. \[50\]. Here we obtain solutions numerically by using a Brownian Dynamics (BD) algorithm \[51\], i.e. the Euler-Maruyama scheme \[50\].

Examplary trajectories for two different values of $u_0/k_B T$ and $F = 0$ are shown in Fig. 1(a). The trajectories in Fig. 1(a) clearly reflect that the particle is “trapped” for certain times in the regions around the potential minima $x/a \in \mathbb{Z}$. To facilitate the comparison between the trajectories corresponding to different $u_0$ they are plotted in Fig. 1(b) as functions of the relative time. This latter is defined as the difference between the actual time and the time $t_{jump}$, which is the arithmetic mean of the times related to the beginning and end of a jump. Here, “beginning” and “end” refer to leaving of a potential minimum (without going back) and arriving at a different minimum (this definition of a jump will later be called minimum-based definition). From Fig. 1(b) we see that even for the largest barrier considered, the particle needs a finite time to cross the barrier. Thus, the motion is still not perfectly discrete. However, as we may note already here, a different picture on the degree of “discreteness” arises when we rescale the time axis with the corresponding Kramers’ rate $r_K(u_0) = D_0/(2\pi k_B T)\sqrt{-u''(x_{\text{min}})u''(x_{\text{max}})}\exp(-\Delta a/(k_B T))$ \[20\] \[46\] \[62\], see Fig. 2. By multiplying the time with this well-known quantity, we take into account that the increase of the potential height alone already leads to an increase of the escape time \[53\]. As a consequence the intervals between jumps in the rescaled time become independent of $u_0$ in the long time limit. Indeed, after rescaling, the data for $u_0 = 15k_B T$ reflects an essentially discrete motion. However, at $u_0 = 5k_B T$ we still observe a finite duration of the jump. This clearly demonstrates that the case $u_0 = 5k_B T$ is at the boundary between discrete and continuous motion.

### III. ROUTES TO CALCULATE THE WTD

#### A. Direct evaluation via BD simulations

To define the WTD we first need to consider the possible types of jumps. To this end, we note that the stochastic process $x(t)$ [see Eq. \(2\)] is a Markov process. Thus, the jump characteristics are independent of the history. Further, because the motion is one-dimensional, there are only two directions in which the particle can jump. Finally, Eq. \(2\) obeys the translational symmetry $x \rightarrow x \pm a$. Because of these three properties the jumps can be grouped into only two types, namely “to the right” and “to the left”, independent of when or where the jump began. We label these jump types by the index “J”.

The WTD $w^J(t)$ is then the probability density for the time between an arbitrary jump and a subsequent jump of type $J$.

In the context of BD simulations [i.e., direct evaluation of Eq. \(2\)], the WTD $w^J(t)$ is extracted from a histogram of waiting times extracted from the trajectories pertaining to a given realisation of noise. We note that
the WTDs $w^j(t)$ must fulfill the normalisation condition

$$1 = \int_0^\infty dt \sum_j w^j(t),$$  \hspace{1cm} (3)

which expresses the fact that the particle leaves its minimum for certain. In terms of the survival probability

$$S(t) = \int_t^\infty dt' \sum_j w^j(t')$$  \hspace{1cm} (4)

the normalisation is expressed as $S(0) = 1$. The sum runs over all jumps types that leave a potential minimum, in our case “to the right” and “to the left”.

In our BD calculations of $w^j(t)$ we consider two definitions of a jump which are illustrated in Fig. 3. Within the first definition, a jump occurs if the particle crosses a potential maximum (maximum-based definition). Note that this automatically defines the jump to be instantaneous.

Within the second definition, a jump involves the entire motion between two neighbouring minima of the potential (minimum-based definition). As a consequence, the jump has a finite duration defined as the time between leaving a minimum and arriving at a neighbouring one. We call the corresponding probability distribution the jump duration distribution. Further, we define the waiting time as the time between the end times of two subsequent jumps.

Numerical details of the calculation are given in Appendix A.

To investigate the role of the two jump definitions we consider the resulting WTDs for the symmetric case $F = 0$, $u_0 = 5k_B T$, plotted in Fig. 4. Because of the symmetry of the potential at $F = 0$, there is only one relevant WTD. Clearly, the choice of the jump definition has a strong impact on the WTD. In particular, we find that only the minimum-based definition yields a smooth shape of $w^j(t)$.

On the contrary, the maximum-based jump definition poses several problems. First, during the analysis of the trajectories we noticed that the particle crosses the maximum many times subsequently which generates a lot of spurious (maximum-based) jumps. We deal with this problem by introducing a “dead time” after recording a jump which must pass until the next jump can be recorded. We set the “dead time” to $1 \tau$ (i.e., the time the particle needs to diffuse the distance $\sqrt{\tau D_0 = a}$) to ensure that it leaves the maximum during that time. As a consequence of introducing the dead time, the corresponding WTD is defined to be zero for $t < 1 \tau$.

Further, we see in Fig. 4 that by using the maximum-based jump definition, waiting times in the range $1 \tau \lesssim t \lesssim 5 \tau$ are more likely than by using the minimum-based jump definition. The reason is that the particle, once it has gone uphill, is counted to have made a jump in the maximum-based jump definition. On the contrary, the same particle is only counted in the minimum-based jump definition if it goes downhill in the same direction (and not backwards). Thus, the maximum-based jump definition frequently records jumps although the particle does not change the potential well. This contradicts our idea of a jump to cross the potential barrier. This prob-
lem could be solved by keeping track of the direction in which the particle crosses the maximum. However, the first problem remains (i.e. accessing short waiting times). We therefore choose the minimum-based jump definition for the further investigation.

B. Definition from the Smoluchowski equation

The Fokker-Planck equation corresponding to Eq. 2 is given by the Smoluchowski equation (SE)

$$\partial_t p(x,t) = D_0 \frac{\partial^2}{\partial x^2} p(x,t) + \frac{D_0}{k_B T} \frac{\partial}{\partial x} \left( p(x,t) u'(x) \right), \quad (5)$$

where $p(x,t)\Delta x$ is the probability that the particle is in the interval $[x, x + \Delta x]$ at time $t$.

Again, we are interested in the distribution of waiting times $t$. In Sec. III A we defined $w^J(t)$ as the WTD for the jump $J$. Here we associate $J$ with the jumps from an initial position $B$ to a target position $C$. Typically $B$ and $C$ are neighbouring minima of the potential. In order to realise the requirement that the WTD describes the time between subsequent jumps we need to exclude processes that lead the particle towards the other neighbouring minimum, which we call $A$. Correspondingly, we describe the WTD by the function $w^{B \rightarrow C}_{A}(t)$ where $B \rightarrow C$ stands for $J$ and the subscript $A$ indicates the excluded position. The definition is as follows:

**Definition:** The quantity $w^{B \rightarrow C}_{A}(t) \Delta t$, where $\Delta t$ is a small time interval, is the probability that

• the particle was for certain at position $B$ at $t=0$, (6a)
• the particle reaches position $C$ in the interval $[t, t + \Delta t]$, and (6b)
• the particle neither arrived at $C$ nor $A$ within the time interval $[0, t]$. (6c)

Note that we do not care about what happened at earlier times $t < 0$, that is, whether the particle moved to $B$ via a jump process or whether it was placed there “by hand”. This crucial assumption reflects that we are working in a Markovian situation, where the motion from $B$ to $C$ is independent of the history.

To formulate a recipe to calculate the WTD, we recall that the SE, Eq. (5), can also be written as a continuity equation, that is,

$$\partial_t p(x,t) + \partial_x j(x,t) = 0, \quad (7)$$

where $j(x,t) = -D_0 (\partial_x p(x,t) + p(x,t) u'(x)/(k_B T))$ is the current density. Equation (7) further shows that $j(x,t) \Delta t$ (or $-j(x,t) \Delta t$, respectively) can be interpreted as the probability that the particle crosses position $x$ into positive (negative) $x$-direction during the time interval $[t, t + \Delta t]$. Consequently $|j(C,t)\Delta t|$ is the probability that the particle crosses position $C$ in forward or backward direction. This probability is similar in character to that mentioned in condition (6b). However, $|j(C,t)\Delta t|$ includes the probability that the particle went across $C$ (or $A$), came back, and crosses $C$ again. Such a process violates condition (6c).

Based on these considerations, we propose the following recipe to calculate the WTD $w^{B \rightarrow C}_{A}(t)$: We initialise the probability density as

$$p(x,t=0) = \delta(x-A) \quad (8)$$

according to condition (6a). Then, we let $p(x,t)$ evolve in time according to Eq. (5). However, during this time evolution we exclude processes from the ensemble of realisations (i.e. possible trajectories) where the particle has already reached position $C$ or $A$ [see condition (6c)]. Therefore $p(x,t)$, which is an average over this reduced set of realisations, fulfills the boundary conditions

$$p(x,t=0) = 0, \quad x \geq \max(A,C) \quad \forall t \quad (9a)$$

$$p(x,t=0) = 0, \quad x \leq \min(A,C) \quad \forall t. \quad (9b)$$

Equation (9) expresses what is often called “absorbing wall boundary conditions”. Clearly, there is some arbitrariness in defining a suitable position $A$ (the boundary “on the other side”) for a continuous system in general. However, given that we consider a continuous potential with well-defined wells (as it is the case here) one can give a clear physical meaning to the positions $A$, $B$, and $C$.

To summarise, we calculate the WTD from the relation

$$w^{B \rightarrow C}_{A}(t) = |j^{B \rightarrow C}_{A,C}(C,t)|, \quad (10)$$

where the notation $j^{B \rightarrow C}_{A,C}$ expresses the dependency of the current density on the initial and boundary conditions given in Eqs. (8) and (9), respectively. By using the absolute value in Eq. (10) we take into account the fact that the sign of $j$ depends on the direction of motion. Indeed, motion into the positive (negative) $x$-direction implies a positive (negative) sign of $j$. The numerical calculation of the WTD via the SE route is described in appendix B.

Finally, we note that the WTDs defined according to Eq. (10) also fulfil the normalisation condition Eq. (5), that is

$$\int_0^\infty dt \left( w^{B \rightarrow C}_{A}(t) + w^{A \rightarrow B}_{C}(t) \right) = 1. \quad (11)$$

By definition (29), the first passage time distribution (FPTD) is the probability distribution for the time $t$ the particle needs to leave a given domain for the first time. This definition implicitly assumes that the spatial probability distribution $q(x,\tau)$ to find the particle at position $x$ at an earlier time $\tau < 0 \leq t$ is known. In the present context, where we are considering a Markovian system, the precise value of $\tau$ is irrelevant. We thus consider the FPTD $F_D(t;\tau)$ where the domain $D$, in an one-dimensional system, is given by an interval, e.g. $D = [A,C]$. Further, if the particle was for certain at a position $B$ at $t = 0$, we can specialised $q(x) = \delta(x-A)$


\[ q_B^0(x) := \delta(x - B). \] The relation between the FPTD and the WTDs defined before is then given by

\[ F_{[A,C]}(t; q_B^0) = w_A^{B \rightarrow C}(t) + w_C^{B \rightarrow A}(t). \tag{12} \]

Equation (12) reflects the fact that the FPTD does not contain information about the direction in which the particle left the domain, whereas the WTD does.

### C. Master equation

In Ref. [48], we introduced a simple master equation model of this system. In this model, the location of the particle is described by two discrete indices: an index \( n \) that describes which of the potential wells the particle finds itself in, and an internal index \( \alpha = L, R \) that corresponds to whether the particle is localised in the left or right side of the well. Relative to the centre of the well at \( x = 0 \), the loci of these localised states are denoted \( x_L \) and \( x_R \). Transitions between these states are assumed to occur at rates \( \gamma^\pm \) to describe hopping within a single well, and \( \Gamma^\pm \) to describe hopping between the wells. In both cases, superscript \( + \) indicates movement to the right and \( - \), movement to the left. We choose the inter-well rates, \( \Gamma^\pm \), to be twice the corresponding Kramers’ rate \[ \text{[26, 48, 54]}; \] the intra-well rates, \( \gamma^\pm \), as well as the two positions, \( x_{L,R} \), are set by fitting the short-time behaviour of the first two position cumulants to the system can be described with the master equation

\[ d \rho^{(n)}(t) / dt = \mathcal{W}_0 \rho^{(n)}(t) + \mathcal{W}_+ \rho^{(n-1)}(t) + \mathcal{W}_- \rho^{(n+1)}(t), \tag{14} \]

where matrices

\[ \mathcal{W}_+ = \begin{pmatrix} 0 & \Gamma^+ \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad \mathcal{W}_- = \begin{pmatrix} 0 & 0 \\ \Gamma^- & 0 \end{pmatrix} \tag{15} \]

describe jump processes between the wells and

\[ \mathcal{W}_0 = \begin{pmatrix} -\gamma^+ & \gamma^- \\ \gamma^+ & -\gamma^- \end{pmatrix} \tag{16} \]

describes intra-well processes and normalisation.

The waiting time distribution(s) in the ME approach are easy to define but before we do so, we need some more notation. We define the ‘expectation value’ \( \langle A \rangle \equiv \langle |A| \rho_0 \rangle \) where trace and intra-well stationary vectors are defined by

\[ \langle 1 \rangle (W_0 + W_+ + W_-) = 0 \]

\[ (W_0 + W_+ + W_-) | \rho_0 \rangle = 0. \tag{17} \]

Following [21], we then obtain the WTDs as

\[ w_{s,s'}(\tau) = \left[ \langle W_{s'} e^{\gamma^+ \tau} W_s \rangle \right] / \left[ \langle W_{s'} \rangle \right]; \quad s, s' = \pm \tag{18} \]

There are four different waiting times defined here, corresponding to the four different combinations of jumps: \( s, s' = \pm \). In comparing with the results from BD/SE, we will only consider the diagonal WTDs \( w_{ss}(\tau) \) as these are found to be the closest analogues of the definitions used in the continuous system. The reason for this is that in off-diagonal WTDs, the second jump can occur immediately after the first, and thus \( \lim_{\tau \rightarrow 0} w_{ss}(\tau) \) for \( s' \neq s \) is finite. Clearly, this is not the case in the full dynamics and so we consider only the diagonal WTDs. This difference between on- and off-diagonal WTDs only occurs at very short times and, as we will see in the next section, the ME description is unreliable in this regime, anyway.

### IV. Numerical Results

The main new finding obtained so far is our definition of the WTD via the continuous SE route. In the following we compare results obtained numerically from this definition with those from BD simulations (using the minimum-based jump definition), as well as with results from the ME approach.

To be specific, we choose the positions \( A, B, \) and \( C \) to be adjacent minima of the potential \( u(x) \) [see Eq. (1)]. In the subsequent section [IV.A] we examine the case of zero drive \( (F = 0) \) for two amplitudes of the periodic potential. Both symmetric and asymmetric initial (and boundary) conditions are considered. In Sec. [IV.B] we fix \( u_0 \) to 15kBT and study driven systems for two values \( F < F_c \) where \( F_c = u_0 \pi / a \) is the “critical” driving force beyond which the minima in \( u(x) \) are eliminated.

#### A. Zero drive \( (F = 0) \)

We start by considering fully “symmetric” cases, where the potential is untilted \( (F = 0) \), and the particle jumps from the centre of a minimum (say, \( x = 0 \)) to the right \((0 \rightarrow a)\) or to the left \((0 \rightarrow -a)\). Clearly, these jumps are characterised by the same WTD, i.e., \( w_{0 \rightarrow a}(t) = w_{0 \rightarrow -a}(t) \). Moreover, in such fully symmetric situations [with respect to the initial- and boundary conditions, and to \( u(x) \)], the WTD is proportional to the first passage distribution, i.e. \( w_{0 \rightarrow a}(t) = 1/2 \langle 1_{a-a}(t; q_0^a) \rangle \) [see Eq. (12)]. However, as we will demonstrate, the SE approach is more versatile when we deviate from the symmetric case. We thus discuss the symmetric case as a reference.

Results for the corresponding WTD at \( u_0 = 5kBT \) and \( u_0 = 15kBT \) are plotted in Figs. [5] and [8] respectively. These values of \( u_0 \) are representative since, as we recall from our earlier discussion of particle trajectories (see...
At intermediate times the WTD has a broad maximum, which is close to zero. The extension of the different regions and the actual values of the WTD depend on the potential height, as we will analyse in detail below. From a methodological perspective we can state already here that the SE approach represents at all times a very accurate, smooth "fit" of the (somewhat noisy) BD data. The ME approach displays deviations at short times, to which we will come back at the end of this subsection.

The growth region of the WTD can be further analysed by inspection of the jump duration distribution obtained from BD, which is included in Figs. 5 and 6. At both potential amplitudes this distribution displays a peak located at the (finite) time where the WTD grows most strongly. Moreover, the width of the peak corresponds approximately to that of the entire growth region. We can interpret these findings as follows. First, the fact that the peak occurs at a finite time already signals that we are looking at (more or less) continuous stochastic processes where the particles needs a finite time to cross a barrier (see Fig. 1(b)). This is also the reason that we find a growth region in the WTD at all. As we have seen from the trajectories in Fig. 1, the jump time tends to decrease with increasing $u_0$. This explains the shift of the peak of the corresponding distribution towards earlier times in Fig. 6. Second, regarding the width of the jump duration distribution, we note that only realisations of the random force with a strong bias can push the particle against the potential ascent. The larger $u_0$, the smaller the fraction of appropriate noise realisations and hence the sharper the distribution. This also has a direct influence on the width of the growth region of the WTD: For very short times only very short jumps can contribute to the WTD, hence the WTD rises coincidently with the jump duration distribution.

Interestingly, it is also possible to calculate the jump duration distribution via the SE approach. To this end we just need to adjust the boundary and initial conditions. During a jump the particle leaves a minimum, say $x=0$, crosses the barrier and arrives at the next minimum, $x=a$. The difference to the jump $0 \rightarrow a$ we considered above is that the particle actually leaves the minimum at $t=0$, i.e., it does not return. The essential step to the jump duration distribution is to consider an ensemble of realisations without processes where the particle comes back. Following Sec. III B this condition corresponds to an absorbing boundary at $x=0$. The second absorbing boundary must be located at the point of arrival, $x=a$. This suggests the construction of the WTD $w_{0 \rightarrow a}^0(t)$ where the starting position $\epsilon$ is close to 0 because the particle just left the minimum. Through the normalisation Eq. (11) $w_{0 \rightarrow a}^\epsilon(t)$ is connected with $w_{0 \rightarrow a}^\epsilon_0(t)$, which states how likely the particle comes back to $x=0$. We do not have any information about this quantity in the BD simulation, with which we compare. Therefore we need to remove this information. The total probability that the particle returns is given by $\int_0^\infty dt \ w_{0 \rightarrow 0}^\epsilon(t)$. This leads us to the following definition of the normalised jump duration distribution.

$$w_j(t) = \frac{w_{0 \rightarrow a}^\epsilon(t)}{1 - \int_0^\infty dt' \ w_{0 \rightarrow 0}^\epsilon(t')} = \frac{w_{0 \rightarrow a}^\epsilon(t)}{\int_0^\infty dt' \ w_{0 \rightarrow 0}^\epsilon(t')}$$

A comparison between the BD and SE results for the distribution is given in Fig. 7. Clearly, the SE route yields very good results.
FIG. 7. (Color online) Jump duration distribution $w_j(t)$ for $u_0 = 5k_B T$ and $u_0 = 15k_B T$ calculated with BD and SE [Eq. (19)]. The starting position is set to $\epsilon = 0.01a$. Inset: Distributions $w_j(t)$ with the time axis being rescaled by Kramers’ rate $r_K(u_0)$. 

um which, for deep wells, takes the form of a plateau (see Fig. 3). Numerical values for the WTD maxima at the two potential amplitudes are given in Table I where we have included values of Kramers’ escape rate $r_K$ in the most precise form [26], i.e., without the Gaussian approximation of the integrals,

$$
\frac{1}{r_K} = D_0^{-1} \int_{-\alpha/2}^{\alpha/2} dx e^{-\beta u(x)} \int_{0}^{\alpha} dy e^{\beta u(y)}.
$$

This close relation can be understood on the basis of our SE approach where we have identified the WTD as a current (i.e., a rate in one dimension). This current has been calculated with absorbing boundary conditions. A very similar calculation, namely by using one absorbing boundary and an infinite soft potential barrier on the other side together with the stationarity approximation [26, 30], leads to Kramers’ rate. Of course, for short and long times the probability distribution is not stationary; therefore the connection between the values of the WTD and Kramers’ rate only holds at intermediate times.

| $u_0/k_B T$ | global maximum | Kramers’ rate [26] | decay constant |
|------------|----------------|-------------------|---------------|
| 5          | 0.0916\tau^{-1} | 0.0924\tau^{-1}   | 0.1867\tau^{-1} |
| 15         | 1.39059 \times 10^{-5}\tau^{-1} | 1.39062 \times 10^{-5}\tau^{-1} | 2.7953 \times 10^{-5}\tau^{-1} |

TABLE I. (Color online) SE results for the global maximum of the WTD $w_\text{max}^{\text{BD}}(t)$, Kramers’ escape rate [see Eq. (20)], and the decay constant $\lambda$ characterising the exponential tail.

At times beyond the maximum (or plateau, respectively), the WTD rapidly decays to zero. In Fig. 8 we replot the corresponding behaviour with a linear time axis and a logarithmic $y$-axis. From that it is clearly seen that the decay can be described by a (single) exponential, i.e., $w_\text{dec}^{\text{BD}}(t) \sim e^{-\lambda t}$ in this range of times. The corresponding decay constants $\lambda$ (as obtained from the SE approach) are listed in Table I. We find that, for both values of $u_0$ considered, $\lambda$ is approximately twice as large as Kramers’ escape rate (or plateau height, respectively). This is expected since the probability density is pattering out simultaneously into both directions. Therefore the decay constant is expected to be the sum of Kramers’ rates for every barrier, in the symmetric case $\lambda \approx 2r_K$.

We now turn to the ME approach. As described in Sec. III C, this approach assumes a discretised two-state-per-well model, that is, the particle can (only) take the positions $x_L$ and $x_R$ within each well. Leaving, e.g., position $x_L$, the particle performs either a intra-well jump to $x_R$ or an inter-well jump to $x = a$ or to $x = a$ (via $x_R$). Here we are only interested in processes of the latter type, where the particle actually crosses a barrier. Further, because of translational symmetry and $F = 0$ we only need to distinguish between the WTD for a “long” jump $w_{\text{long}}(t) = w_{x_R-x_L+a}^{x_R-x_L+a}(t)$, and the WTD for a “short” jump, $w_{\text{short}}(t) = w_{x_R-x_L-a}^{x_R-x_L-a}(t)$, and $w_{x_R-x_L+a}(t)$.

The ME results shown in Figs. 5 and 6 and Fig. 8 pertain to a long jump. It is seen that the ME data become indeed consistent with those from the SE and BD approach, if one considers times beyond the growth region of the WTD.

Regarding the short-time behaviour, we find from Figs. 5 and 6 that the growth region of the WTD occurs at smaller times in the ME approach as compared to the SE and BD results. In other words, the WTD predicts non-zero waiting times already below the mean jump duration predicted by BD. More precisely, the inflexion point of the WTD occurs at (roughly) the inverse of the transition rate $\gamma = \gamma^+ + \gamma^-$ for intra-well transitions. In a linear approximation with respect to $x_R$ and
\(x_L\) of Eq. (25) in [48] one has \(1/\gamma \approx \tau/(2u_0\pi^2)\), which yields a good estimate of the inflexion point. We conclude that it is the intra-well relaxation (which, in turn, is governed by the potential amplitude) which is the main ingredient determining the short time behaviour of the WTD given by the ME. Indeed, because the ME is based on a discrete model (and thus neglects travel times) we would not expect that the corresponding WTD is connected to the mean jump duration (as it was the case within the continuous SE approach).

We finally note that asymmetric initial conditions such as those used in ME \((x_L/R \neq 0)\) can also be incorporated into the SE approach. As described before, we can distinguish between the WTD for a “long” jump, \(w_{\text{long}}(t)\), and the WTD for a “short” jump \(w_{\text{short}}(t)\). In Fig. 9 we show these two WTDs together with our earlier SE result for \(w_{\rightarrow a}^0(t)\). At short times, \(w_{\text{short}}(t)\) has a global maximum which exceeds the corresponding values of \(w_{\text{long}}(t)\) and the maximum of \(w_{\rightarrow a}^0(t)\), that is, Kramers’ escape rate. At subsequent time the two WTDs \(w_{\text{long/short}}\) then merge at a value slightly below \(w_{\rightarrow a}^0\). This is because the blip of \(w_{\text{short}}\) reduces the survival probability which in turn reduces the escape rate. The inset of Fig. 9 shows the probability densities \(p(x, t)\) corresponding to \(w_{\text{long}}\) and \(w_{\text{short}}\) at \(t = 0.02\tau\) where the WTDs deviate from each other. At \(t = 0.02\tau\) the asymmetrically initialised densities have been broadened by diffusion to reach the boundaries, but yet not strong enough to eliminate the asymmetry.

### B. Driven system \((F > 0)\)

We now consider driven systems. Again, minima of the potential occur every \(a\), the first being located at \(x = m := a/(2\pi)\arcsin(F/F_c)\). Because of the tilt of the potential, we have to distinguish between jumps to

![FIG. 9. (Color online) Semilogarithmic plot of the WTDs \(w_{\text{short}}, w_{\text{long}}\) and \(w_{\rightarrow a}^0\) calculated with the SE. Inset: Probability density \(p(x, t)\) at \(t = 0.02\tau\) for the long and short jump. The tiny plateaus at \(|x|/a \approx 1\) determine the WTD.

![FIG. 10. (Color online) Double-logarithmic plot of the WTD for the jump to the right \(w^+(t)\) and to the left \(w^-(t)\) (SE and BD) or \(w_{++}(t)\) and \(w_{--}(t)\) (ME), respectively. A positive force \(F\) makes a jump to the left very unlikely which results in very small values for \(w^-\). Only for the smallest force \(F = 0.2F_c\) the BD recorded such events. Every red star is only a single jump. Results for the WTDs in the “deep well” case are shown in Fig. 10. It is seen that the general structure of the WTD (consisting of a growth region, a plateau, and then a rapid decay) is the same as that at \(F = 0\) (see Fig. 9). One main effect of increasing \(F\) from zero is that the global maximum of \(w^+\) increases, while the time range corresponding to the plateau shortens. In other words, the average waiting time decreases and it occurs with larger probability. This is plausible, since a non-zero driving force leads to a lower effective barrier \(\Delta u(u_0, F) = u_0(\sqrt{1 - (F/F_c)^2} - F/F_c \arccos(F/F_c))\) in the driving direction. The opposite effects occurs against the driven direction, as reflected by the decreasing maximum in \(w^-(t)\). We also note that, for each \(F\), the effects in the two WTDs are coupled via the the normalisation condition, i.e., the maximum in one of the WTDs can only grow at the expense of the other one.

Comparing the different methods, we see from Fig. 10 that the WTDs calculated with the SE agree with the BD results at all times. The WTDs given by the ME are consistent with SE and BD results for intermediate and long times. Again we observe a deviation for short times because, as discussed in the previous section, the short time scale in the two-state-per-well model describes intra-well relaxation and there is no time scale connected to the mean jump duration.
V. CONCLUSION

In present paper we have introduced and compared several routes to calculate the WTD in a system with continuous, Markovian dynamics. Specifically, we have considered the example of a Brownian particle in an one-dimensional tilted washboard potential, and focused on cases where the potential barriers are large against the thermal energy.

Traditionally, the WTD in such a situation is calculated by analysing trajectories obtained from BD simulations of the Langevin equation. Here we define the WTD on the basis of the corresponding Smoluchowski equation (SE); i.e., we identify the WTD with one of the outgoing currents calculated from the SE with absorbing boundaries. The resulting WTD is closely related to the first passage time distribution; however, the WTD contains directional information which is absent in the FPTD. This becomes particularly important in spatially asymmetric situations. Moreover, our definition of the WTD is more versatile than the FPTD in that it allows for unusual (asymmetric) initial and/or boundary conditions. Analysing a variety of systems with different initial conditions, as well as with and without external drive, we find in all cases full quantitative agreement between the SE and BD results for the WTD. We also stress that, due to our rather general definition of the WTD in the SE approach, we are able to calculate additional quantities such as the jump duration distribution. The latter is crucial for understanding the growth behaviour of the WTD at short times.

In addition to the SE (and BD) method, we have also presented a fully analytical master equation approach to the WTD. The ME approach is based on the discrete, two-state-per well model introduced by us in an earlier study [45]. Comparing the results with those from SE and BD it turns out that the ME yields a very accurate WTD at intermediate times, where it exhibits a plateau, as well as at long times, where it has an exponential tail. Only the short-time behaviour differs due to the fact that the ME model involves an “intra-well” relaxation time which is absent in the continuous approaches.

From a computational point of view the BD route to the WTD seems, at first glance, to be the most straightforward one. However, closer inspection shows that the results are quite dependent on the definition of “jumps”. Furthermore, the results are often quite noisy. Here, the SE approach where noise is averaged out a priori, is clearly superior. We stress, however, the solution is computationally expensive and “fragile” when using a standard solver. In Appendix A we have therefore sketched an alternative route to obtain the WTD from the SE based on a Fourier transform.

Finally, our SE approach to the WTD can be easily generalised to systems characterised by a different potential, to interacting systems, and to systems with higher dimensionality. For example, for processes involving more than one spatial dimension, one would simply replace the absorbing boundary value by an absorbing surface and calculate the WTD as an integral over the probability current over a part of the surface [19]. Another generalisation concerns the character of the dynamics, which we here assumed to be Markovian. For a non-Markovian SE (see [29, 55–57] for examples) which involves memory kernels and thus has higher dimension in time, the FPTD can be applied straightforwardly [27, 29, 31]. Therefore, and due to the similarity between WTD and FPTD we expect that the identification of the WTD with the probability current remains intact. Finally, our generalisation of the WTD for continuous systems opens the route to calculate other quantities typically reserved for discrete (Markovian or non-Markovian) systems, such as the idle-time distribution [58]. Work in these directions is in progress.
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Appendix A: WTD from BD simulations

To obtain a reliable WTD the recorded histograms must have a high statistical quality at all times where the WTD is nonzero. Any deviation influences the normalisation and therefore shifts the entire WTD. Typically, the domain of non-zero WTD spans several orders of magnitude. Moreover, for large times the WTD decays exponentially (see Fig. 8) which further enhances the computational effort due to the need of many long simulations. These considerations imply that the histogram bins must be sufficiently small to capture the time variations of the WTD and sufficiently large to yield a good statistical average. Here we use a piece-wise constant bin size distribution, which we adjust manually.

To achieve the necessary accuracy in the generated trajectories we choose a time step of $\Delta t = 10^{-5} \tau$. This sets the mean size of a fluctuation to $4 \times 10^{-3} a$ which is necessary to sample the potential sufficiently accurate.

The simulation starts with the particle at the first minimum $m = a/(2\pi \arcsin(F/F_c))$. During the simulation the trajectory is analysed to record leavings and arrivals of the particle at other minima $m \pm k a$, $k \in \mathbb{Z}$. Because one simulation alone cannot produce enough jumps in a reasonable computation time, we run several simulations in parallel. The least amount of jumps occur at $u_0 = 15 k_b T$ and $F = 0$. In this case we run 832 simulations in parallel or successively, each computing 500 jumps, to achieve a reasonable resolution for the long time part of the WTD.

Short waiting times occur even less frequently than large ones. To calculate the WTD at these short times
a new set of simulations is started. Contrary to the regular trajectory simulation, the new simulations stop if the jump does not happen in a given time interval \( u \) (with \( \log_{10}(u/\tau) \in \{-1, \ldots, 2\} \)). Each histogram for the Figs. 3, 5, 6, and 10 is made of about \( 10^4 \) of those short and \( 10^5 \) long waiting times.

**Appendix B: WTD from the SE**

To calculate the WTD from the SE Eq. (5) we mainly use the FTCS (forward-time-centered-space) discretisation scheme [59]. Because the whole process is determined by a very small current \( j \) over the barrier and, correspondingly, small values for the probability density (see inset in Fig. 5) we need very small discretisation steps \( \Delta x \), a typical example being \( \Delta x = 0.0016a \). Nevertheless, the FTCS method works for all parameter sets except for \( u_0 = 15k_B T \), \( F = 0 \) where the solution of the SE just takes too long. To calculate the long-time part of the WTD in this particular case we use a different method involving a Fourier transform. To this end we write the probability density as

\[
P(x, t) = \sum_{n=1}^{N} p_n(t) s_n(x).
\]

The sum involves the first \( N \) modes

\[
p_n(t) = \frac{1}{a} \int_{-a}^{a} dx s_n(x) p(x, t),
\]

where we exploit that for the special case \( F = 0 \) with \( A, B, C \) being successive minima of \( u(x) \) the basis functions \( s_n \) can be chosen as

\[
s_n(x) = \sin \left( \frac{\pi n x + a}{2a} \right).
\]

Applying the Fourier transform \([B1]\) to Eq. (5) yields

\[
p_n(t) = \frac{\pi^2}{4a^2} \left( -n^2 p_n + n U(p_{n-4}\Theta(n-4) - p_{n+4} - p_{n} \Theta(4-n)) \right),
\]

where \( \Theta(x) \) is the Heaviside-step function. The numerical solution of Eq. (B2) takes even longer than FTCS. Therefore we introduce the matrix based formulation \( \hat{p}(t) = A \cdot p \) where \( p(t) \) contains all \( p_n(t) \). The solution reads

\[
p(t) = \exp(tA) \cdot p(0),
\]

which we calculate by decomposing the matrix \( A \) into \( S \cdot D \cdot S^{-1} \). In the latter expression the diagonal matrix \( D \) consists of the eigenvalues of \( A \) and \( S \) contains the corresponding eigenvectors column by column. Inserting the diagonalisation in Eq. (B3) we arrive at

\[
p(t) = e^{t S \cdot D \cdot S^{-1}} p(0) = S \cdot e^{tD} \cdot S^{-1} \cdot p(0),
\]

where \( e^{tD} \) is also diagonal. The computation of \( p(t) \) via Eq. (B4) is fast and reliable. Specifically, for the case \( u_0 = 15k_B T \) we find that 100 Fourier modes are sufficient (computations finish in minutes even for \( 10^4 \) modes). A further advantage of the diagonalisation is that it provides a simple access to the long time dynamics. This is because the limit \( \lim_{t \to \infty} \partial_t \ln w(t) \) gives the largest eigenvalue \( d \), and thus \( w(t) \sim e^{dt} \). Note that \( d \) is negative and close to zero.
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