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1 Introduction

Measuring the stochastic gravitational wave background (SGWB) is among the main objectives of existing and planned gravitational wave observatories. It is expected to be produced by a wide variety of astrophysical or cosmological phenomena, see [1–4] for reviews. An astrophysical SGWB certainly exists. In recent years, we have witnessed a series of detections of gravitational waves transient signals produced by binary back holes and binary neutron star mergers [5–11]. The signal produced by these systems, integrated over the whole history of the universe, must constitute a background of gravitational waves. Other contributions are expected to come from core-collapse supernovae, non-axisymmetric spinning neutron stars and magnetars (see, e.g., [12–15]). The background of gravitational waves produced through these mechanisms offers a window on a large number of astrophysical processes over the entire history of the universe.

The SGWB is also considered a major probe of inflation [16–21]. By postulating a period of accelerated expansion before the standard Big-Bang universe, inflation is capable of solving the horizon, flatness and monopole problems. The standard inflationary mechanism typically involves a particle beyond the Standard Model dominating the energy content of the infant universe. Its quantum fluctuations — blown up by the quasi-De Sitter expansion — naturally act as seeds of the cosmological structures we observe in the low redshift universe as well as the acoustic waves observed in the cosmic microwave background (CMB) at z ≃ 1100.
Quantum fluctuations of the gravitational field itself are expected to undergo a similar fate and additional GW contributions may arise from the presence of fields in addition to or in place of the simple scalar-field inflaton. The resulting SGWB should be still present today at the frequencies of existing and planned GW direct detection experiments. Likewise, these GW would leave an imprint in the CMB, best observable in the sought-after B-mode polarization, a key target of the ultimate (or near ultimate) CMB observatories [22, 23].

Topological strings [24, 25] and superstrings [26, 27] attracted a lot of attention in this context. They also generate an SGWB resulting from the superposition of powerful bursts of GWs produced by cusps and kinks propagating on string loops. Again, this type of stochastic background can be constrained with both CMB [28] and direct detection experiments [29].

Either cosmological or astrophysical, no detection of SGWB was obtained so far. Nevertheless, the measurements of individual gravitational wave events [5–11] allowed to refine the predicted amplitude of the SGWB from compact binary coalescences [30, 31] at 25 Hz — the frequency where the aLIGO and aVIRGO observatories are most sensitive to the SGWB. Moreover, at the other end of the frequency spectrum — in the 1–100 nHz range — the common-spectrum stochastic signal detected by the NANOGrav Collaboration across an array of 45 pulsars [32] may be sourced by an SGWB, even though we have to wait for conclusive evidence of the quadrupolar correlations [33] before claiming detection of SGWB and making inferences on its origin.

It is clear that some form of SGWB exists and, given the wide variety of possible origins, the analyses (as well as the forecasts) will have to account for the possibility that multiple background sources are contributing at the same time. Some of them will constitute the target SGWB, while the others will be considered as foregrounds to be removed. The problem has been already explored [see, e.g., 34–36] and it was recognized that under some conditions the SGWB extraction and foreground rejection reduces to a linear problem [37].

In this paper, we show that, under the same conditions, the foregrounds can be rejected without explicitly estimating their amplitude, as opposed to what is done in the existing literature. After briefly summarizing the main quantities involved in the studies of SGWBs (section 2), we review the standard approach [38, 39] to maximize the SNR in foreground-free data (section 3.1). It is based on the correlation of interferometry signals employing a frequency-dependent filter, which determines the optimality of the correlation. In section 3.2 we present a new filter that, unlike the standard one, can account for the presence of foreground signals and optimally marginalizes over them, possibly exploiting external prior information (see appendix A for the demonstration). The expressions of both the new filter and the corresponding SNR have the attractive property of being nearly as simple as the standard ones while all the additional terms — arising from the marginalization over the foregrounds — have an intuitive and clear interpretation. In section 4 and appendix C we generalize the approach to allow for the reconstruction of SGWBs that are not known a priori. Also in this case, the main difference with respect to the existing literature is that we marginalize over the foregrounds without explicitly estimating their amplitudes. In section 5 we show an application of both the new filter and the template-free reconstruction to the LISA mission. We summarize our results and conclude in section 6.

2 The stochastic backgrounds of gravitational waves

We summarize here the key definitions about isotropic and unpolarized SGWB, to which we restrict ourselves in the present paper. The background of gravitational waves can be
expressed as a plane wave expansion of the metric perturbation in the transverse-traceless gauge as

$$h_{ab}(t, \vec{x}) = \sum_P \int_{-\infty}^{\infty} df \int_{S^2} d\hat{n} \ h_P(f, \hat{n}) \ e^{i2\pi f(t-\hat{n} \cdot \vec{x}/c)} \ P_{ab}(\hat{n}), \quad (2.1)$$

where the wave vector has been expressed in terms of its normalization and the unit vector specifying the direction of propagation, $k \equiv 2\pi f \hat{n}/c$. We project the polarization state of the gravitational wave on the “plus” and “cross” bases, $P = \pm, \times$,

$$e_{ab}^{\pm}(\hat{n}) = \hat{e}_a \hat{e}_b - \hat{n}_a \hat{n}_b, \quad (2.2)$$

$$e_{ab}^{\times}(\hat{n}) = \hat{n}_a \hat{e}_b + \hat{e}_a \hat{n}_b, \quad (2.3)$$

where $\hat{m}$ and $\hat{n}$ are unit vectors orthogonal to $\hat{n}$ and to each other. Note that the basis is normalized such that

$$e_{ab}^P e_{ab}^{P'} = 2 \delta^{PP'}.$$

In this article we assume that the observed gravitational waves belong to an SGWB that is Gaussian distributed, with zero mean and variance

$$\langle h^*_P(f, \hat{n}) h_P(f', \hat{n}') \rangle = \frac{1}{8\pi} \delta^2(\hat{n}, \hat{n}') \delta(f-f') S_h(f), \quad (2.4)$$

where the delta functions reflect the assumption that the background is isotropic, unpolarized and stationary. The spectral density function $S_h(f)$ is a real function satisfying $S_h(-f) = S_h(f)$. Eq. (2.4) also sets our convention for its normalization, which varies across the literature and in our case satisfies

$$\sum_P \int d\hat{n} \langle h^*_P(f, \hat{n}) h_P(f', \hat{n}') \rangle = \delta(f-f') S_h(f). \quad (2.5)$$

The information carried by $S_h$ is often expressed in terms of

$$\Omega_{gw}(f) \equiv \frac{1}{\rho_{cr}} \frac{d\rho_{gw}(f)}{d\ln f}, \quad (2.6)$$

where $\rho_{cr} = 3c^2 H_0^2 / 8\pi G$ it the critical density of the universe today and

$$\rho_{gw} = \frac{c^2}{32\pi G} \langle \dot{h}_{ab}(t, \vec{x}) \dot{h}^{ab}(t, \vec{x}) \rangle \quad (2.7)$$

is the energy density in gravitational waves. Given our convention, $\Omega_{gw}$ and $S_h$ are related by

$$\Omega_{gw}(f) = \frac{4\pi^2}{3H_0^3} f^3 S_h(f) \quad (2.8)$$

3 Measuring the stochastic background

The output of a gravitational wave detector $I$ is a time stream

$$d_{I}(t) = s_{I}(t) + n_{I}(t). \quad (3.1)$$

The signal $s$ is a real function of time and is sourced by the gravitational waves hitting the detector

$$s_{I}(t) = \sum_{P=\pm,\times} \int_{-\infty}^{\infty} df \int d^2\hat{n} \ F_{P}(f, \hat{n}) \ h_P(f, \hat{n}) \ e^{i2\pi f(t-\hat{n} \cdot \vec{x}_I/c)} \quad (3.2)$$
where \( \vec{x} \) is the location of the detector and the response function \( F_I^P(\hat{n}, f) \) depends on properties of the detector such as the geometry and orientation — which we assume constant in time. The noise term \( n_I \) is also a real quantity, assumed to be stationary and Gaussian, with variance given by
\[
\langle \bar{n}_I(f) \bar{n}_J(f') \rangle = \frac{1}{2} \delta(f - f') N_{IJ}(f).
\tag{3.3}
\]
The 1/2 prefactor is conventional but, unlike the one of \( S_h \), this normalization is consistent across the literature. Note that in eq. (3.3) we have considered the possibility that \( I \) and \( J \) are different detectors with correlated noise, as in the case of the XYZ channels of the LISA mission \cite{40}.

The searches of stochastic gravitational wave backgrounds typically involve the correlation of (possibly different) detectors, \( I \) and \( J \), both collecting signal over a time \( T \)
\[
x_{IJ} \equiv \int_{-T/2}^{T/2} dt \int_{-T/2}^{T/2} dt' \left( d_I(t) d_J(t') - \frac{1}{2} N_{IJ} |t - t'| \right) Q(t, t').
\tag{3.4}
\]
The second term in the parenthesis subtracts the noise bias when the noise in \( I \) and \( J \) is correlated — or they are in fact the same detector. It is related to eq. (3.3) by \( N_{IJ}(|t - t'|)/2 = \langle n_I(t) n_J(t') \rangle = \int_{-\infty}^{\infty} df e^{i2\pi f (t - t')} N_{IJ}(f)/2 \). The filter function \( Q \) can be arbitrarily chosen in order to maximize the signal-to-noise of the cross-correlation. In section 3.1 and 3.2, we discuss in detail the optimization of \( Q \). For time being, we only note that because of the stationarity of both signal and noise, \( Q \) must be a function of \( |t - t'| \). We assume now that \( Q(|t - t'|) \) is non-negligible only for time differences much smaller than the observation time. This allows to push to infinity the extremes of one of the integrals in eq. (3.4), and thus to get
\[
x_{IJ} = \int_{-\infty}^{\infty} df \int_{-\infty}^{\infty} df' \delta_T(f - f') \tilde{d}_I^* (f) \tilde{d}_J (f') \hat{Q}(f') - \frac{T}{2} \int_{-\infty}^{\infty} df N_{IJ}(f) \hat{Q}(f).
\tag{3.5}
\]
The function \( \delta_T(f) = \sin(\pi f T)/\pi f \) has the following properties. It converges to the Dirac \( \delta \) function as \( T \to \infty \). In the same limit, \( \delta_T^2 \) converges to \( T \delta \). For finite \( T \), \( \delta_T(0) = T \).

The expected value and variance of \( x \) can be computed from those of \( \tilde{d}_I^* (f) \tilde{d}_J (f') \), which in turn have simple expressions thanks to eqs. (2.5), (3.2) and (3.3)—assuming that all the non-stationary, anisotropic or polarized signals have been removed or are negligible—,
\[
\langle x_{IJ} \rangle = T \int_{0}^{\infty} df S_h(f) \mathcal{R}_{IJ}(f) \hat{Q}(f),
\tag{3.6}
\]
where we have defined the response function
\[
\mathcal{R}_{IJ}(f) \equiv \frac{1}{4\pi} \int_{S^2} d^2 \hat{n} \sum_P F_I^{*P}(\hat{n}, f) F_J^P(\hat{n}, f) e^{-i2\pi \hat{n} \cdot (\vec{x}_J - \vec{x}_I)/c},
\tag{3.7}
\]
which depends on the properties of the detectors and their relative distance and orientation.

\footnote{Note that this second term is missing in the large portion of literature that focuses on uncorrelated detectors, in which case \( N_{IJ}(f) \propto \delta_{IJ} \).

\footnote{The tilde denotes the Fourier transform, defined as \( \tilde{g}(f) \equiv \int_{-\infty}^{\infty} dt \ e^{-2\pi ft} \hat{g}(t) \).}
The variance receives a contribution from both the signal and noise, but the noise power is typically much higher than the signal. Therefore, we can ignore $s$ in the time streams of the detectors and get

$$\langle x_{IJ}^2 \rangle - \langle x_{IJ} \rangle^2 = \frac{T}{2} \int_0^\infty df \left( N_{II}(f) N_{JJ}(f) + N_{IJ}^2(f) \right) \tilde{Q}(f)^2. \quad (3.8)$$

The following two sections discuss how to optimize the signal-to-noise ratio.

$$\text{SNR} = \frac{\langle x_{IJ} \rangle}{\sqrt{\langle x_{IJ}^2 \rangle - \langle x_{IJ} \rangle^2}} \quad (3.9)$$

### 3.1 Standard optimal filtering

In this section we derive the standard expression of the optimal $Q$ [38, 39], thus summarizing the approach commonly adopted in the literature and paving the road for the new filter that we propose in the next section.

We want to find the $Q(f)$ that maximizes the SNR. In order to do it, it is very convenient to express eqs. (3.6) and (3.8) in term of the following inner product of complex functions

$$a \cdot b = \frac{T}{2} \int_0^\infty df a^*(f)b(f)N^2(f) \quad (3.10)$$

where we have defined for convenience

$$N^2(f) \equiv N_{II}(f) N_{JJ}(f) + N_{IJ}^2(f). \quad (3.11)$$

In contrast with the entire existing literature, we include $T$ in the definition of the inner product. We denote with boldface the objects (lowercase for vectors and upper case for matrices) that obey to this inner product. For convenience we define the following vectors

$$h \equiv \frac{2 S_h(f)R_{IJ}(f)}{N^2(f)} \quad (3.12)$$
$$q \equiv \tilde{Q}(f) \quad (3.13)$$

The expression for the SNR becomes

$$\text{SNR}^2 = \frac{(q \cdot h)^2}{q \cdot q}, \quad (3.14)$$

which is obviously independent of the normalization of $q$ and is maximized when the vector $q$ is aligned to $h$. The optimal filter is thus

$$\tilde{Q}(f) \propto \frac{R_{IJ}(f)S_h(f)}{N^2(f)} \quad (3.15)$$

and the signal-to-noise achieved is

$$\text{SNR}^2 = 2T \int_0^\infty df \frac{|R_{IJ}(f)|^2 S_h^2(f)}{N^2(f)}. \quad (3.16)$$

Other expressions in the literature do not have the factor 2. This is either because their integral ranges from $-\infty$ to $\infty$ or due to the fact they are considering an auto-correlation of a channel $I$, in which case $N^2(f) = 2N_{II}^2(f)$. 
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3.2 A new generalized filter: accounting for unwanted components in the SGWB

The filter presented in the previous section has one limitation: it can only optimize the detection of a single, global gravitational wave background. In particular, it can not accommodate for the presence of multiple components with unknown relative amplitudes, or with amplitudes known up to some uncertainty. We now propose a new filter capable of handling this generalized SGWB.

We study explicitly the case of a two-components SGWB

\[ S_h(f) = S_p(f) + \alpha S_a(f), \]  

where we want to optimize the filter \( \tilde{Q}(f) \) for the measurement of a primordial SGWB \( S_p(f) \), in the presence of an astrophysical contribution with known shape \( S_a(f) \) and unknown amplitude \( \alpha \), which is the only free parameter of the model. We comment on models with non-linear free parameters in appendix B. We allow for some external information on \( \alpha \) to be available. We indeed assume its expected value to be \( \bar{\alpha} \) and its variance \( \sigma^2 \). The lack of such external information is represented by the limit \( \sigma \to \infty \), in which case the chosen value of \( \bar{\alpha} \) becomes irrelevant.

It is natural to amend the cross-correlation estimator to remove the expected contribution from astrophysical sources

\[ y_{IJ} = x_{IJ} - \bar{\alpha} T \int_0^\infty df \, S_a(f) \mathcal{R}_{IJ}(f) \tilde{Q}(f). \]  

As in the previous section, we should now maximize the SNR for this new cross-correlation estimator, taking into account that the amplitude of the astrophysical signal we subtracted is uncertain. Note that the noise bias removed in eq. (3.5) is not any different from the removal estimator, taking into account that the amplitude of the astrophysical signal we subtracted is known up to some uncertainty. We now propose a new filter capable of handling this generalized SGWB.

In this more general data model, the optimal filter becomes

\[ \tilde{Q}(f) \propto \frac{\mathcal{R}_{IJ}(f) S_p(f)}{N^2(f)} - \frac{\mathcal{R}_{IJ}(f) S_a(f)}{N^2(f)} \frac{2T \int_0^\infty df' |\mathcal{R}_{IJ}(f')|^2 S_a(f') S_p(f') N^{-2}(f')}{\sigma^{-2} + 2T \int_0^\infty df'' |\mathcal{R}_{IJ}(f'')|^2 S_a^2(f') N^{-2}(f')}, \]  

and the corresponding SNR is

\[ \text{SNR}^2 = 2T \int_0^\infty df \frac{|\mathcal{R}_{IJ}(f)|^2 S_p^2(f)}{N^2(f)} - \frac{[2T \int_0^\infty df |\mathcal{R}_{IJ}(f)|^2 S_a(f) S_p(f) N^{-2}(f)]^2}{\sigma^{-2} + 2T \int_0^\infty df |\mathcal{R}_{IJ}(f)|^2 S_a^2(f) N^{-2}(f)}. \]  

These two expressions are the main result of this paper. We report their derivation in appendix A, where we also consider the more general case of an arbitrary number of contributions to \( S_h(f) \).

In both eq. (3.19) and (3.20), the first term corresponds to the standard filter and SNR, reported in eqs. (3.15) and (3.16). The second term is the correction that accounts for the presence of the astrophysical component in the SGWB. Note that in eq. (3.20) this term is always negative, reflecting the intuition that the presence of astrophysical sources can only degrade the SNR.

Looking at the numerator more closely, the integral (and thus the SNR degradation) is maximum when the primordial and astrophysical components have the same frequency dependence. When this happens the SNR becomes

\[ \text{SNR}^2 = \frac{2T \int_0^\infty df |\mathcal{R}_{IJ}(f)|^2 S_p^2(f) N^{-2}(f)}{1 + \sigma^2 2T \int_0^\infty df |\mathcal{R}_{IJ}(f)|^2 S_a^2(f) N^{-2}(f)} \text{ for } S_a(f) \propto S_p(f), \]  

for \( \alpha = 0 \).
which is zero for $\sigma \to \infty$: when the primordial and astrophysical SGWB have the same frequency dependence, nothing can be said on the primordial component if no external information on the astrophysical one is available.

Focusing now on the denominator of the second term in eq. (3.20), it is the inverse-variance on the estimation of $\alpha$ if no primordial signal was present. If both $\alpha$ and the noise are Gaussian, it represents the total Fisher information about the amplitude of the astrophysical SGWB. It is clearly separated into the external and the internal contribution, with the latter always overtaking the former for sufficiently long observational times.

4 Template-free reconstruction

Building on the approach illustrated in the previous section, we now extend the discussion to the reconstruction of the primordial SGWB without assuming a template for it. More details are provided in appendix C, together with the general expression for an arbitrary number of foreground components.

We start from the following quantity,

$$z_{IJ}(f) \equiv 2T R_{IJ}(f) \int_0^\infty df'\left(d^*_I(f)d_J(f') + d_I(f)d^*_J(f')\right) \delta_T(f-f') - \frac{N_{IJ}(f)}{R_{IJ}(f)} - \bar{\alpha} S_a(f). \quad (4.1)$$

It is essentially an elaboration on eq. (3.5), without the integration over $f$, and represents a template-free reconstruction with the highest resolution allowed by the observations $I$ and $J$—the expected value is indeed $\langle z_{IJ}(f) \rangle = S_p(f)$. The two terms inside the integral (instead of one) have the only effect of folding the integral, which ranges over positive values of $f'$. All the terms outside of the integral just remove additive and multiplicative biases. The variance of $z_{IJ}$ is

$$V(f, f') = \frac{N^2(f)\delta(f-f')}{2T|R_{IJ}(f)|^2} + \sigma^2 S_a(f)S_a(f') \quad (4.2)$$

and its inverse is equal to

$$F(f, f') = \frac{2T|R_{IJ}(f)|^2}{N^2(f)} \delta(f-f') - \frac{\left[2T|R_{IJ}(f)|^2S_a(f)N^{-2}(f)\right]\left[2T|R_{IJ}(f')|^2S_a(f')N^{-2}(f')\right]}{\sigma^2 + 2T \int_0^\infty df''|R_{IJ}(f'')|^2S_a^2(f'')N^{-2}(f'')} \quad (4.3)$$

In the Gaussian approximation $F$ coincides with the Fisher matrix, the information available for any SGWB model for the given experimental configuration. In any case, it is related to the SNR on a specific model in eq. (3.20) by

$$\text{SNR}^2 = \int_0^\infty df \int_0^\infty df' F(f, f') S_p(f')S_p(f). \quad (4.4)$$

$z_{IJ}$ is typically very noisy and it should be used as an intermediate step towards its projection onto a subspace defined by a basis of model spectra. Using eq. (4.3) in the projection, we obtain a minimum variance estimation that takes into account both the propagation of the instrumental noise at each frequency and the foreground contamination due to an imperfect (i.e., noisy) estimation of $\alpha$. The key point in our approach is that $\alpha$ is not explicitly estimated but, if it was, the result would be statistically equivalent. This latter solution consists of including the astrophysical template(s) in the model spectra and applying the technique illustrated by [37], which uses only the first term in eq. (4.3) to define the projection. The
two approaches are largely equivalent, in appendix C we argue that ours have some potential numerical advantage, mainly in the case of several near-degenerate astrophysical components. The most important aspect in the projection of $z_{IJ}$ onto a basis of models is anyway the choice of the models themselves. They can be motivated by the theory (e.g., SGWB spectra from a class of physically motivated models), by a target property of the reconstructed spectrum (e.g., polynomials of varying nature or some type of smooth functions to avoid sharp features) or by the constraints that the experiment can provide over them. The principal component analysis (PCA) is part of this last category and its usage was already proposed by [36], even though in appendix C we argue that its interest in this context is limited.

5 An example application: the LISA mission

In this section we show an example of how the formalism of the previous section can be applied. We forecast the performance of the LISA mission attempting to detect a specific model of primordial SGWB in the presence of an astrophysical signal.

5.1 The LISA experiment

The Laser Interferometer Space Antenna (LISA) [41] is the most advanced project for a gravitational wave antenna in space. It is an ESA L-class mission with a NASA partnership and it is planned for launch in the early/mid 2030s. The experiment consists of three spacecraft, 2.5 million km apart, in a triangular configuration. Laser links between the spacecrafts will provide three interferometry measurements which will monitor the relative distance between the test masses in the spacecrafts, allowing to probe the space-time distortion due to incoming gravitational waves. Each of the three pairs of arms provides an interferometry measurement — a time series as the one in eq. (3.1). These are the so-called $XYZ$ channels. These signals are correlated but, thanks to the symmetry of the configuration, it is easy and natural to extract their eigenmodes, dubbed $AET$ channels, given by

$$d_A = (d_X - 2d_Y + d_Z)/\sqrt{6}$$
$$d_E = (d_X - d_Z)/\sqrt{2}$$
$$d_T = (d_X + d_Y + d_Z)/\sqrt{3}.$$

While $A$ and $E$ have identical noise properties and response functions, those of the $T$ channel are very different and make this latter channel much less sensitive than the former ones (see figure 1). We also convert the $A/E$ noise power spectral density to energy density $\Omega_{GW}$ with eq. (2.8) and display it in figure 2. The calculation of the noise curves as well as the response functions$^3$ follows [42] and makes the same simplifying assumptions. For example, we assume that there is no gap in the data, the noise is perfectly stationary and we ignore the time dependence of the response function due to the orbital motion of the spacecrafts. We refer the reader to this article for more details.

5.2 The SGWB

We consider two types of backgrounds of astrophysical origin. The first one is sourced by the incoherent superposition of the emission of compact binaries that are not individually

---

$^3$For the response functions we use the tabulated numerical values that the authors made available at https://doi.org/10.5281/zenodo.3341817.
resolved by the experiment — mostly stellar-origin black holes and neutron star binaries (BBH+BNS). This signal is well approximated by a power law [4]

\[ \Omega_{GW}(f) h^2 = \Omega_* \left( \frac{f}{f_*} \right)^{2/3}, \quad (BBH + BNS) \]  

We use \( \Omega_* = 8.9 \times 10^{-10} \) at \( f_* = 25 \) Hz [43] but we consider it an unknown parameter to marginalize over.

The second type of astrophysical background that we consider is sourced by unresolved galactic binaries (UGB). We model its contribution with [44]

\[ S(f) = A \left( \frac{1 \text{ Hz}}{f} \right)^{7/3} \exp \left[ - \left( \frac{f}{1 \text{ Hz}} \right)^\alpha - \beta f \sin(\kappa f) \right] [1 + \tanh(\gamma(f_k - f))], \quad (UGB) \]  

which we convert to \( \Omega_{GW} \) with eq. (2.8). We fix the free parameters to the following values, which refer to a 4 year-long LISA mission, \( \alpha = 0.138, \beta = -221 \text{ Hz}^{-1}, \kappa = 521 \text{ Hz}^{-1}, \gamma = 1680 \text{ Hz}^{-1}, f_k = 0.00113 \text{ Hz}^{-1} \) and \( A = 9 \times 10^{-45} \text{ Hz}^{-1} \) [45, 46].

Note that both \( A \) and \( \Omega_* \) are included in the definition of the \( \Omega_{GW} \) of both UGB and BBH+BNS. They are not absorbed by the normalization factor \( \alpha \) of the respective components. Therefore, we will assume the normalization factors to have priors centered at 1 and we will call \( \sigma_{BBH+BNS} \) and \( \sigma_{UGB} \) their standard deviations, which thus correspond to the relative uncertainty on \( A \) and \( \Omega_* \) from some external measurement. We will swipe wide intervals of \( \sigma_{BBH+BNS} \) and \( \sigma_{UGB} \), without necessarily justifying their values. The reason is that in this paper we do not aim at providing accurate forecasts but rather showing how the outcome of our methodology depends on its ingredients.

Finally, the primordial SGWB that we consider is the AX1 model of [47]—which is produced by a spectator axion-SU(2) model. The origin and properties of such a background are, however, irrelevant for our analysis. We choose this model only for illustration purposes and are motivated mostly by its amplitude, which makes such a background within reach for the instrumental configuration of our choice.

We display the three components of the measured background in figure 2. Their different frequency dependence is the main feature that our methodology exploits, while their amplitudes constitute the free parameters of the model.
Figure 2. Left: components of the SGWB considered in the application of the methodology. The noise equivalent $\Omega_{GW}$ for the $A$ (or $E$) channel is also reported. Right: shape of the filter functions for different values of $\sigma_{UGB}$ (color) and $\sigma_{BBH+BNS}$ (subplots). For comparison, the standard filter is the dashed black line.

5.3 Results for the $A$ channel

We now apply the formalism of section 3.2 to the LISA $A$ channel and study the new filter and SNR. The results for the $E$ channel would be of course identical, while the $T$ channel is noise-dominated and we do not report results about it.

We consider values of $\sigma_{UGB}$ ranging from $10^{-4}$ and $10^{-2}$ and values of $\sigma_{BBH+BNS}$ ranging from $10^{-3}$ and $10^{-1}$. As we will see, the lower values correspond to the case where the external information completely constrains the astrophysical component, the higher value is equivalent to the case where no external information is available. We stress that the range of values for $\sigma_{UGB}$ and $\sigma_{BBH+BNS}$ is chosen only to best illustrate the phenomenological properties of our formalism and does not stem from an instrumental or theoretical forecast. Also the inclusion of this level of UGB is not fully realistic, as this signal can be removed exploiting its time dependence owing to the motion of the spacecrafts [48].

The filter. We start by focusing on the effect that the astrophysical components have on the filter eq. (3.19)—and eq. (A.10). The three panels of figure 2 refer to three different amounts of external information on the extra-galactic binaries, while the three colors represent different priors on the galactic binaries. The dashed line reports the standard filter, which only performs inverse noise co-addition: it is always positive and significantly larger than zero only between 0.4 mHz and 10 mHz. The blue line in the top panel represents the case in which the amplitude of both the astrophysical backgrounds is very constrained by external information. This case reduces to the standard filter, as mentioned in section 3.2. When $\sigma_{UGB}$ increases to 0.001 (orange line) the filter gives less weight to the frequencies around 1 mHz in order to reduce the response to the UGB signal — which peaks at these frequencies, see the figure on the left. When $\sigma_{UGB}$ reaches 0.01 (green line) the amplitude of the signal from galactic binaries is so uncertain that the filter is required to have zero response to the UGB signal shape. This can only be achieved with a negative region in the filter: the trough around 1 mHz that the green lines have in all the panels.

A completely analogous discussion can be done about the BBH and BNS signal, whose amplitude with respect to the other components increases with frequency — even though it is shadowed by the noise above 10 mHz. This is the reason why the filter with $\sigma_{BBH+BNS} = 0.01$
Figure 3. Left: signal-to-noise ratio from either the A or E channel, for varying values of $\sigma_{\text{UGB}}$ and $\sigma_{\text{BBH+BNS}}$, computed with eq. (3.20)—actually eq. (A.11), because we are dealing with multiple astrophysical sources. For reference, the black dashed line reports the SNR obtained with the standard formula eq. (3.16) ignoring the astrophysical components. Right: signal-to-noise ratio from the A and E channels combined. The dashed line reports what one would get with a naive co-addition of the SNR of the individual channels (i.e. multiplying them by $\sqrt{2}$).

As a final remark, we note that the peak of the filter increases when the amount of external information is reduced. This is a consequence of the fact that when displaying these filters we impose that they have the same response to the target primordial signal. Therefore, the decreased (or negative) weight in the frequencies dominated by the astrophysical emission is compensated with an increased weight around the minimum of the astrophysical emission.

The SNR. We now study the SNR achieved for the same configuration and external information about the astrophysical components. The result is reported in figure 3, where we also draw the standard SNR (black dashed line) computed with eq. (3.16) ignoring the presence of astrophysical sources. First note that this value coincides with the SNR obtained for $\sigma_{\text{BBH+BNS}} = 0.001$ and $\sigma_{\text{UGB}} = 0.001$, when the amplitude of the astrophysical signals is completely constrained by the external prior and therefore there is no information loss while marginalizing over them (blue line, left end). Looking at the other extreme, if the amplitude of the astrophysical components is completely unconstrained ($\sigma_{\text{BBH+BNS}} = 0.01$ and $\sigma_{\text{UGB}} = 0.1$, green line, right end), the rejection of their signal severely degrades the SNR from 12 to 2.4, which corresponds to a 96% information loss. This should be largely ascribed to the BBH+BNS, as even with $\sigma_{\text{BBH+BNS}} = 0.0001$ (blue line) the information loss is still 93%. The reason is simple: the frequency dependence of the primordial signal is much more orthogonal to the one of the UGB than the one of the BBH+BNS.

5.4 Joint constraints from the A and E channels

The only purpose of this section is to stress a supposedly obvious fact that is however easy to forget: using the same prior information across multiple measurements correlates the constraints they produce, and they can not be combined as if they were independent.

\footnote{We remind that the normalization of the filter is arbitrary and does not affect its optimality.}
One of the most attractive properties of working with the AET channels compared to the XYZ channels is the fact that the cross-channel power is zero and they are statistically equivalent to independent experiments, at least in our idealized treatment. Moreover, the A and E channels have the same noise level and, therefore, combining them effectively doubles the statistical information provided by the individual channels and, in the standard case eq. (3.16), $\text{SNR}_{A+E}^2 = \text{SNR}_A^2 + \text{SNR}_E^2 = 2\text{SNR}_A^2$.

The formalism in section 3.2, however, can accommodate external information, which may play a significant role in $\text{SNR}_A$ and $\text{SNR}_E$ computed with eq. (3.20). When this happens the two SNRs are correlated and cannot be added in quadrature. Instead of accounting for the correlation in their coaddition, it is easier to properly compute the joint SNR. It can be shown easily that the optimal combination of the two channels boils down to the average of the two auto-correlations, which has the same expected value and half the variance of the individual channels and, therefore, combining them effectively doubles the statistical information provided by the individual channels and, in the standard case eq. (3.16), $\text{SNR}_{A+E}^2 = \text{SNR}_A^2 + \text{SNR}_E^2 = 2\text{SNR}_A^2$.

In the right panel of figure 3 we compare $\text{SNR}_{A+E}$ with $\sqrt{2} \text{SNR}_A$. The two coincide whenever the $\sigma$s are either very low or very high (the endpoints of the blue and green lines). When a $\sigma$ is very low, the correction term in eq. (3.20) is negligible in both cases, while when the $\sigma$ is very high the correction term is not affected by its exact value.

Summarizing, the naive co-addition of the SNRs from independent measurements is significantly incorrect when the external information plays a significant but not overwhelming role. Note that this example of combination of the A and E channel is completely analogous to the combination of separate frequency bins. Naively co-adding the SNR from arbitrarily small bins produces a total SNR arbitrarily close to the standard SNR with no contaminants — which is of course unphysical (and wrong).

5.5 Template-free reconstruction with the A channel

Without assuming prior knowledge on the primordial SGWB, we perform its reconstruction from simulated data of the A channel following the prescription of section 4 (and appendix C). We simulate $z_{AA}$ at linearly spaced frequencies, emulating what we would get if we were to compute it from the discrete Fourier transform of $d_A$. The signal in $z_{AA}$ is the same primordial SGWB of the previous sections. On the top of it we add Gaussian noise generated according to the covariance matrix in eq. (4.2), assuming $\sigma_{UBG} = 0.001$ and $\sigma_{BBH+BNS} = 0.01$. Note that this means that we are not only simulating independent realization of the instrumental noise, but also independent realizations of our prior distribution on the amplitude of the astrophysical components. We create and analyze $10^4$ realizations.

The reconstruction is done using 8 non-overlapping top-hat (i.e., rectangular) functions with equal logarithmic width, covering the range from 0.1 mHz to 0.1 Hz. This choice produces a result similar to binning $z_{AA}$ in logarithmic frequency intervals. As explained in section 4, more sophisticated sets of functions are possible, of course, but this simple choice already allows to show some of the main features of our approach. Our estimator projects $z_{AA}$ onto the basis functions using the inverse variance in eq. (4.3). Therefore, the estimator not only does an inverse-noise-weighted average inside the bins, it also down-weights the spectral shapes that match the ones of the astrophysical signals — the larger $\sigma$, the stronger the down-weighting. This second effect is what distinguishes our estimator from a simple binning in this example. To better highlight its role, we consider two estimators that differ
The results of the analysis are shown in figure 4, which displays all the quantities ($z_{AA}$ included) in terms of energy density spectrum $\Omega_{GW}$. The figure reports both an example reconstruction of an individual simulation and a statistical summary of the reconstruction over the entire simulation set. The $z_{AA}(f)$ of the individual simulation is represented by the dots, it clearly shows a considerable over-subtraction of the galactic signal and an under-subtraction of the extragalactic astrophysical signal. The spectral shape of both signals is down-weighted by the estimators (dashed lines), which are indeed closer to the target signal than the original data. In particular, the $\sigma \times 100$ estimator filters the spectral shapes of astrophysical origin more aggressively and, therefore, it seems to mitigate better the under- and over-subtraction of the astrophysical signals. However, those modes are also removed from the target signal, and this is the reason why the median of the reconstructions (solid green line) is below the input primordial spectrum (blue line) above $\sim 2$ mHz. Instead, the $\sigma \times 1$ estimator has a median very close to the target signal: the external information, $\sigma^{-2}$, in the denominator of the second term in eq. (4.3) is a bit larger than the internal information and, therefore, that second term in eq. (4.3) slightly reduces the components of the primordial spectrum that resemble the ones of the astrophysical foregrounds, but not significantly. Of course, the flip side of this is that if the data is substantially contaminated by the astrophysical foregrounds (like in the example shown in the figure) the estimation is closer to the data than to the target signal.

---

**Figure 4.** Template-free reconstruction. The thick blue line is the target signal. The orange represents the estimators that assume the same $\sigma_{\text{UGB}}$ and $\sigma_{\text{BBH+BNS}}$ used for simulating the data, while the green assumes one hundred times larger values. The solid lines are the median of $10^4$ simulated reconstructions and the shaded areas cover from the 16th to the 84th percentile. As an example, we also show the data (dots) and the reconstruction (dashed lines) for a single simulation.\(^5\)

\(^5\)To avoid making the figure too busy, we do not show the error bars of the single simulation, both for the data and the reconstructions. Those of the reconstructions would be equal to the boxes (and would be highly...
The boxes in the figure 4 represent the standard deviation of the reconstructions across the entire simulation set and are linked to the uncertainty of the estimators. For the $\sigma \times 1$ estimator (orange boxes) the scatter in the simulations is clearly dominated by the foreground contamination, while in the $\sigma \times 100$ case this component is filtered out and the dispersion is driven by the instrumental noise. We want to stress, however, that this way of inferring uncertainties can be highly misleading: it represents only the diagonal of the covariance matrix, while the bins are highly correlated due to the foreground marginalization. Once the full covariance is taken into account (see appendix C) one realizes that the $\sigma \times 1$ estimator is truly minimum variance, even if the modes that have the same frequency dependence of the astrophysical signals are highly uncertain. They scatter less for the $\sigma \times 100$ estimator but just because their amplitude is systematically strongly suppressed and, therefore, their relative uncertainty actually tends to infinity.

### 6 Discussion and conclusions

The existence of some form of SGWB is well motivated both from the theory and the direct GW observations of the past years. The standard detection techniques have focused on distinguishing a template SGWB signal from the noise in the auto- or cross-correlation of interferometric signals. From the data analysis point of view, there is freedom on the filter function involved in the correlation and the optimal choice is equal to the template signal divided by the noise power variance — both diagonal in the frequency domain.

We extend this approach to the case in which other sources are present in addition to the target SGWB. We derive the filter that optimally balances between the inverse-noise weighting done by the standard filter and the marginalization over the unwanted components, taking into account possible external priors. Both the filter and the corresponding SNR are almost as simple as the standard ones — and reduce to them either if the amount of external information is very large, or if the spectral shape of the unwanted components is very different from the target SGWB. In particular, the optimal filter and SNR have closed forms and all the terms are easy to compute and interpret. It is extremely simple, for example, to forecast the sensitivity of an experimental configuration to a primordial SGWB produced by an exotic inflationary model while, at the same time, marginalizing over a background $\Omega_{GW} \propto f^{2/3}$ produced by unresolved binary black holes and neutron stars [see 47]. We apply the formalism to the LISA mission and show that neglecting the marginalization over the astrophysical signals — as done by the standard estimator — can grossly overestimate the SNR. We remind that in the text we have used the terms “primordial” or “astrophysical SGWB” only for illustration purposes. The approach is perfectly applicable to contexts where the target signal has an astrophysical origin or where both the target and unwanted component(s) are primordial.

Our methodology is derived and applied in the context of isotropic, unpolarized background signals, but it can be easily generalized to polarized and anisotropic signals. For example, the analysis done by [49] can be amended to account for multiple sources of $V$. The only important caveat is that this methodology is based on the assumption (standard in the literature) that the variance in the auto- or cross-correlation is dominated by the noise at all frequencies. This assumption is key in obtaining nice and simple closed-form for the optimal filter and SNR, but may be too stringent in very high SNR settings.
Compared to techniques that blindly attempt to reconstruct the SGWB, the new filter we have illustrated does require a template of the target signal. However, the filter can be relevant also to procedures that perform a more flexible SGWB reconstruction. Take for example [35], the authors perform a template-free reconstruction of a primordial SGWB while marginalizing over a set of templates with uncertain amplitude (representing the same astrophysical components we considered in section 5). Their MCMC samples both the parameters of their non-linear primordial SGWB model and the amplitude of the astrophysical templates. If the interest lies in the former and the latter are only marginalized over, this marginalization can be done analytically during the MCMC using the filter in eq. (3.19) (or analogous expressions) with a signal defined by the current value of the target signal parameters in the MCMC chain. This allows to achieve the same result with reduced computational cost, as the parameters related to the astrophysical background are not explored by the Markov chain.

Moreover, we have shown how our methodology is applicable also to a template-free reconstruction of the SGWB. Provided a basis for the admissible models, the method projects the data onto the space spanned by these models — balancing noise-weighting and foreground removal. The approach is similar to [37], the main difference is that we avoid estimating the amplitude of the astrophysical components by amending the frequency-frequency covariance matrix. We apply the methodology on a simulated LISA observation. In our example we consider simple top-hat (rectangular) functions as the basis of the admissible models, but any choice is admitted — such as polynomials, harmonic functions, or a basis of the possible SGWB produced by a class of inflationary models. Albeit much richer than a single template, this type of procedure allows only linear models, but this class of parametrizations may turn out to be sufficiently flexible for many applications and fit the (simulated) data with an accuracy comparable to a more involved non-linear fit.
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A Derivation of the new filter

We assume the presence of a primordial SGWB and a set of astrophysical backgrounds, due to different populations of unresolved sources,

\[ S_h(f) = S_p(f) + \sum_i \alpha_i S_{a_i}(f). \]  \hspace{1cm} (A.1)

We optimize the filter for the primordial SGWB but make no use of its properties in the derivation. Likewise, the astrophysical origin of the unwanted components plays no role. The only relevant assumption for what follows is the fact that all the contributions have known

\[ ^6 \text{Another difference is that we allow for priors on the components we marginalize over.} \]
frequency dependence and possibly unknown amplitude. For example, all the models that predict an $f^{-3/2}$ dependence can be accommodated (or approximated) in this formalism.

In the notation introduced in section 3.1, the signal can be written as

$$h = p + A\alpha,$$

(A.2)

where the vector $p$ is defined similarly to eq. (3.12), with $S_p$ in place of $S_h$. The same is done for the astrophysical sources, which are further collected in the columns of the matrix $A$. Their amplitudes (the coefficients $\alpha_i$) are free parameters and are collected in a vector $\alpha$, with expected value $\bar{\alpha}$ and covariance $\Sigma$. $A\alpha$ and similar expressions represent standard linear algebra operations (matrix-vector product in the case).

We are interested in optimizing the filter for the detection of $p$. The cross-correlation can be corrected for the contribution of the astrophysical SGWB,

$$y_{IJ} = x_{IJ} - q \cdot A\bar{\alpha},$$

(A.3)

so that its expected value depends only on the primordial SGWB,

$$\langle y_{IJ} \rangle = q \cdot p.$$  

(A.4)

The variance is

$$\langle y_{IJ}^2 \rangle - \langle y_{IJ} \rangle^2 = q'q + q'A\Sigma A'q,$$  

(A.5)

where $a' \equiv a \cdot b$. The new expression for the SNR is therefore

$$\text{SNR}^2 = \frac{(q'p)^2}{q'q + q'A\Sigma A'q}.$$  

(A.6)

Also in this case, the SNR is independent of the normalization of $q$. We choose it such that

$$q'p = \gamma,$$

(A.7)

where $\gamma$ is an arbitrary constant. We now minimize the denominator of eq. (3.20) under the condition in eq. (A.7), which can be readily done using Lagrange multipliers. The gradient of the Lagrangian is

$$\nabla_q L(q, \lambda) = 2(1 + A\Sigma A')q + \lambda p.$$  

(A.8)

Since the matrix in parenthesis is positive-defined, there is only the following stationary point and this point is a minimum

$$q \propto (1 + A\Sigma A')^{-1}p.$$  

(A.9)

This expression is practically inconvenient because it involves the inversion of a large and dense matrix. Therefore, we use the Woodbury identity to re-express eq. (A.9) as

$$q \propto p - A(\Sigma^{-1} + A' A)^{-1}A'p,$$  

(A.10)

which is the final form of our filter. The corresponding signal-to-noise ratio is

$$\text{SNR}^2 = p'p - p' A(\Sigma^{-1} + A' A)^{-1}A'p.$$  

(A.11)

For the case of one single astrophysical component, we report the explicit expression of this filter and SNR in eqs. (3.19) and (3.20).

If useful, a free parameter can be introduced also in front of the primordial contribution. Nothing would change in the expression of the optimal filter and its derivation. The only difference would be the multiplication of the SNR by the expected value of such additional parameter.
B Non-linear SGWB models

Many models of both cosmological and astrophysical SGWB contain non-linear parameters. Therefore, we generalize our model as follows

\[ S_h(f) = S_p(f) + \sum_i \alpha_i S_{ai}(f, \beta_i), \]  

(B.1)

where \( \beta_i \) is a non-linear parameter\(^8\) in the model of the \( i \)-th astrophysical component. By Taylor expanding the data model to first order

\[ S_h(f) \simeq S_p(f) + \sum_i \alpha_i S_{ai}(f, \bar{\beta}_i) + \sum_i \bar{\alpha}_i \frac{\partial S_{ai}}{\partial \beta_i}(f, \bar{\beta}_i) (\beta_i - \bar{\beta}_i), \]  

(B.2)

it becomes linear in the free parameters and therefore compatible with the assumptions made in the appendix A: \( \mathbf{A} \) acquires extra columns given by all the \( \bar{\alpha}_i \frac{\partial S_{ai}}{\partial \beta_i}(f, \bar{\beta}_i) \), and \( \boldsymbol{\alpha} \) acquires extra rows given by all the \( \beta_i - \bar{\beta}_i \) coefficients. Of course, \( \Sigma \) acquires the same number of extra rows and columns, that can be used to accommodate external information about the non-linear parameters as well as their correlation with the linear ones. Note that, if they are infinity (i.e. no external information is available on the non-linear parameters), the \( \bar{\alpha}_i \) factor multiplying the \( i \)-th new column of \( \mathbf{A} \) is irrelevant: only the frequency dependence of the new column matters, not its normalization.

This natural extension of the formalism to non-linear parameters should, however, be used with care when analyzing data (or simulations). First, one should consider if the model is overly complex for the experimental configuration being analyzed. If the uncertainty on the linear parameters \( \alpha_i \) is already very large, there is no point in refining the model of the \( i \)-th foreground. Second, even if the constraints on those parameters are good, those on the non-linear parameters might be loose. As a result, \( \alpha_i S_{ai}(f, \bar{\beta}_i) + \bar{\alpha}_i \frac{\partial S_{ai}}{\partial \beta_i}(f, \bar{\beta}_i) (\beta_i - \bar{\beta}_i) \) for the best fit \( \alpha_i \) and \( \beta_i \) may be quite far from what one would get form the fully non-linear fit of \( \alpha_i S_{ai}(f, \beta_i) \) — meaning that the linear Taylor expansion eq. (B.2) is insufficient to describe the behaviour of the \( i \)-th astrophysical component in the range of plausible noise realizations. This occurrence may not be easy to know in advance, it could even depend on the specific noise realization. This may or may not be a problem for the constraints on the primordial component of the SGWB, depending on how degenerate \( S_p(f) \) is with the difference between the linearized and fully non-linear fit. The degeneracy is typically unknown from the onset and its evaluation would require computing the non-linear fit, which would make the linear approximation of limited interest. Third, also the high signal-to-noise has a caveat: it still requires to guess \( \bar{\beta}_i \). If \( \frac{\partial S_{ai}}{\partial \beta_i} \) varies noticeably between \( \bar{\beta}_i \) and the true value of \( \beta_i \), the linearized and non-linear best-fit could be significantly different and bias the constraints on the primordial SGWB.

On the other hand, the applicability range of the linearized data model is much wider in the realm of forecasting. The biases related to the noise realization and the imperfect choice of the reference \( \bar{\beta}_i \) are indeed under control. Moreover, if the quantity of interest is only the SNR, the value obtained with the linearized data model coincides with the Fisher estimate of the constraints from the non-linear fit.

\(^8\)It can also be a vector of parameters, the generalization is straightforward.
C  A closer look at the template-free reconstruction

We start from the estimator in eq. (4.1), amended to account for an arbitrary number of astrophysical components

$$z_{IJ}(f) \equiv \frac{2}{T R_{IJ}(f)} \int_0^\infty df' \left( d^*_I(d(f) d_I(f') + d_I(f) d^*_I(f')) \delta_T(f - f') - \frac{N_{IJ}(f)}{R_{IJ}(f)} \right) - \sum_i \bar{a}_i S_{ai}(f).$$

(C.1)

Its covariance is equal to\(^9\)

$$V(f, f') = \frac{N^2(f) \delta(f - f')}{2T |R_{IJ}(f)|^2} + \sum_i \sigma_i^2 S_{ai}(f) S_{ai}(f').$$

(C.2)

Since \((z_{IJ}(f)) = S_p(f), V\) is the frequency-frequency covariance for single-sided primordial signals. The first term is the instrumental noise, while the second is the variance due to the fact that the normalization of the astrophysical component \(a_i\) is known up to a standard deviation \(\sigma_i\).

To obtain readable expressions in what follows, we define \(\Sigma \equiv \text{diag}(\sigma_i)\) and \(\mathbf{N} \equiv N^2(f) \delta(f - f')/2T |R_{IJ}(f)|^2\) and collect all the astrophysical signals \(S_{ai}\) in the columns of \(\mathbf{A}\). Note that the operator \(\mathbf{A}\) is not exactly the same of appendix A: the basis of the frequency domain is different. We will also use a different (and more standard) inner product: \(\mathbf{a} \cdot \mathbf{b} \equiv \int_0^\infty df a(f) b(f)\). In this notation

$$V(f, f') = \mathbf{N} + \mathbf{A} \Sigma \mathbf{A}^t$$

(C.3)

and its inverse can be obtained using the Woodbury identity

$$F(f, f') = \mathbf{N}^{-1} - \mathbf{N}^{-1} \mathbf{A} \left( \Sigma^{-1} + \mathbf{A}^t \mathbf{N}^{-1} \mathbf{A} \right)^{-1} \mathbf{A}^t \mathbf{N}^{-1}.$$  

(C.4)

This expression reduces to the eq. (4.3) in presence of only a single astrophysical source. Note that, in spite of being very large, this matrix is easy to handle because it is a diagonal matrix plus a low-rank correction. When no external information is available (\(\Sigma^{-1} = 0\)), the term in parenthesis has the only role of making the columns of the \(\mathbf{A}\) matrix \(\mathbf{N}^{-1}\)-orthonormal, so that the spectrum of \(F\) on the space spanned by the foregrounds is zero (i.e., there is no information on any linear combination of the columns of \(\mathbf{A}\)).

Using \(F\) as the inverse variance, we can also compute \(\int_0^\infty df \int_0^\infty df' F(f, f') z_{IJ}(f') z_{IJ}(f)\) to try to detect the presence of a signal in \(z_{IJ}\) that can not be explained as a statistical fluctuation of the noise or the astrophysical signal. Unfortunately, this can hardly be useful because this quantity is dominated by the immense number of low-SNR modes, which would likely shadow even fairly visible signals. We can select a family of modes \(\{m_i(f)\}_{i=1,...,k}\) that we wish to use as a basis for the \(k\)-dimensional sub-space of admissible primordial backgrounds. These modes can be used to probe the SNR on them one-by-one with eq. (4.4).

\(^9\)It might be useful to remember that

$$\langle n^*_I(f)m_I(k) n_I(f') n^*_I(k') \rangle - \langle n^*_I(f)m_I(k) \rangle \langle n_I(f') n^*_I(k') \rangle = \frac{1}{4} \left[ \delta(f - f') \delta(k - k') N_{IJ}(f) N_{IJ}(k) \right. \\
+ \frac{1}{2} \left[ \delta(f + k') \delta(f' + k) N_{IJ}(f) N_{IJ}(f') \right].$$
the models of our choice and to compute the total SNR. Collecting the basis vectors in the columns of the matrix $M$, the minimum-variance fit to the data is

$$\hat{S}_p(f) = M(M^t FM)^{-1} M^t F z,$$

and the SNR achieved is

$$\text{SNR}^2 = z^t FM (M^t FM)^{-1} M^t F z.$$  \hspace{1cm} (C.5)

In the null hypothesis of no primordial signal present in the data, this SNR$^2$ is $\chi^2$-distributed with a number of degrees of freedom equal to $k$. These are the familiar expressions produced by the generalized least squared estimator, which arise when estimating the parameters of a linear model under a constraint of minimum variance. Note that, in general, the reconstructed amplitudes of the modes $\{m_i(f)\}_{i=1,\ldots,k}$ — estimated using eq. (C.5) without the leading $M$ — are correlated: their covariance is $(M^t FM)^{-1}$.

The estimator of [37] has in fact the same expression of eq. (C.5). In their approach $F$ is simply $N^{-1}$ and the foreground templates are added to the set of admissible modes $M$. Besides the fact that we allow for the presence of a prior on the amplitude of some of the components, the two estimations yield the same result as they are mathematically the same thing. For low numbers of astrophysical components, they are also equivalent from the computational point of view, so choosing one way or the other is mostly a matter of taste. Nevertheless, there is a scenario in which our approach provides an advantage. If there is a degeneracy within the astrophysical components, in our approach it would manifest itself in the inversion of $\Sigma^{-1} + A^t N^{-1} A$. Once the inversion is regularized, eq. (C.5) can be computed and the degeneracy does not create any numerical instability. Instead, if the astrophysical components are included in $M$, the degeneracy would manifest itself in the inversion of $M^t FM$. Also this inversion can be regularized, but in this case it is not trivial to say if the estimation of the primordial SGWB was compromised or not.

As already said in section 4, the choice of the modes $\{m_i(f)\}_{i=1,\ldots,k}$ is probably the most important aspect of the template-free reconstruction and any choice is admissible: from classes of theoretical models to generic smooth functions. We also mention PCA as a possible agnostic approach to the problem but we will now explain why we believe that this is probably not the most interesting application of the PCA. This technique consists in choosing as $\{m_i(f)\}_{i=1,\ldots,k}$ the eigenvectors of the $k$ largest eigenvalues of $F$ or, equivalently, the $k$ smallest of $V$. However, both matrices are written as diagonal matrices plus a low-rank correction. Without the latter term the eigenvectors would be all delta functions and using the PCA would be equivalent to selecting modes in the trough of the noise curve. The addition of a low-rank correction does not change significantly the result, as the eigenvectors still consist of a sharp feature very localized in the frequency range. The overall effect is that PCA only narrows the frequency interval of $z_{ij}(f)$ — and possibly filters out the foreground templates, if they are very noisy.

We conclude this appendix with some computational remarks that can be relevant in this context when the number of sampled frequencies $n$ is large and down-sampling is not a viable solution.

**Applying the inverse covariance matrix.** The analytical expression in eq. (C.4) is reasonably simple to implement and handle (most important, it is diagonal with a low-rank correction, as the covariance matrix). Still one may prefer to work only with the covariance matrix instead of its inverse, in order to avoid the computation of $(\Sigma^{-1} + A^t N^{-1} A)^{-1}$. 
Eqs. (C.5) and (C.6) can be computed using only the ability to apply $V$ on a vector, which takes only a few $O(n)$ operations.\(^{10}\) It is sufficient to compute the solution to the system $VX = M$ and using $X$ in place of $FM$. If solved with the preconditioned conjugate gradient (PCG), the solution is achieved at most in a number of iterations equal to the number of astrophysical components, thus with few $O(n)$ operations. The reason is that the CG converges to the solution in a number of iterations lower than the number of distinct eigenvalues of the system matrix. Once preconditioned with the inverse of the first term in eq. (C.2), the variance becomes the identity plus a low-rank correction and, therefore, the number of distinct eigenvalues is equal, at most, to this rank plus one.

**PCA.** As we said already, we do not expect this technique to play a significant role in the context we studied, especially if the number of astrophysical components is low. Nevertheless, we show here that it is numerically doable even if $n$ is very large (and $k \ll n$). The explicit calculation of the eigenvectors and eigenvalues of $F$ (or $V$) takes $O(n^2)$ storage locations and up to $O(n^3)$ operations. However, we are not interested in the full set of eigenvectors and eigenvalues of the matrix but just in the $k$ best constrained by our experiment. The eigenvectors with the highest eigenvalues can be computed in $O(k)$ applications of the matrix — plus other $O(k)$ vector-vector products — using the Lanczos method. The overall $O(k \times n)$ scaling of this PCA poses no threat for any sensible value of $n$ and $k$. Note, however, that this scaling is accurate only for $k \ll n$. When $k$ is comparable with $n$, other $O(k^2)$ calculations internal to the Lanczos method start to be significant. The total scaling is still better than $O(n^3)$ but if $n$ is small the prefactors can be significant. Even more important, the explicit solution to the eigenvalue problem internally uses matrix-matrix operations, compared to the vector-vector operations inside the application of our sparse inverse-covariance. The former run much faster than the latter on modern CPUs (and GPUs), so the time-to-completion of an iterative $O(k \times n)$ algorithm may result comparable (or even higher!) than a $O(n^3)$ algorithm for small values of $n$.
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