SI Traceable Solar Spectral Irradiance Measurement Based on a Quantum Benchmark: A Prototype Design
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Abstract: We propose a space benchmark sensor with onboard SI (Système International) traceability by means of quantum optical radiometry. Correlated photon pairs generated by spontaneous parametric down-conversion (SPDC) in nonlinear crystals are used to calibrate the absolute responsivity of a solar observing radiometer. The calibration is systematic, insensitive to degradation and independent of external radiometric standards. Solar spectral irradiance at 380–2500 nm is traceable to the photon rate and Planck’s constant with an expected uncertainty of about 0.35%. The principle of SPDC calibration and a prototype design of the solar radiometer are introduced. The uncertainty budget is analyzed in consideration of errors arising from calibration and observation modes.
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1. Introduction

Space radiometric benchmarks were proposed in recent years to reveal the trend of climate change and evaluate the energy budget of the Earth system with high confidence [1–4]. Benchmark sensors can also serve as on-orbit references and inter-calibrate other operational sensors by simultaneous nadir observation of certain targets, and improve data consistency between different missions. The primary challenge to fulfil a benchmark mission is SI-traceable radiometry on orbit and high accuracy over decadal time period.

Space benchmark sensors are expected to measure solar total irradiance, solar spectral irradiance and Earth reflective radiance with uncertainties of about 0.02%, 0.2% and 1%, respectively [1–4], comparable to the highest accuracies currently achievable in national metrology labs. These stringent requirements of uncertainties cannot be satisfied with traditional traceability chains connecting space sensors to laboratory radiometric standards [3]. In the past 40 years, in-flight calibration techniques such as vicarious and onboard calibration [5] have been developed to correct inevitable sensor degradation in space. Vicarious calibration calculates sensor received radiance by measuring ground reflected radiation and modeling atmospheric transmittance at test sites and satellite overflight moments. Improvement of its accuracy is limited by nonuniform reflection of test sites, and uncontrollable atmospheric properties along the propagation path from test site to the satellite. Onboard calibration aims to monitor the change of sensor responsivity by dedicated light sources or reference detectors. However, its stability is subject to degradation of the onboard calibrator itself [6,7] and it is doubtful to meet the ultrahigh accuracies required for climate observation. Several approaches have been
developed to monitor and assess the degradation of space-borne solar instruments and there is no single best method, but rather a combination of methods taking into account the applicability to the mission targets and the instrumental design [8]. In another respect, operating an onboard calibrator with climate accuracy for every sensor may result in unacceptable engineering complexity and expenses. Scale inconsistency between different vicarious calibrations or onboard calibrations could be another source of uncertainty due to different tracing routes to different radiometric standards. Despite all efforts in the past, there is still an accuracy gap of about one order of magnitude between the current operational calibration and a benchmark for climate research [1,3].

Extensive efforts have been made to realize a space radiometric benchmark without traceability to ground metrological standard facilities. An electrical substitution radiometer is already used as an onboard standard [9,10] which converts optical flux measurement to electrical heating power measurement with higher accuracy and repeatability. Comparing with standard light sources or detectors, physical constants are more suitable for space benchmarking since they are invariant in the space environment and in no need of correction for degradation. For example, transient temperature during the phase change of certain material is used to calibrate temperature sensors of an onboard blackbody [11].

In this paper a nonlinear optical effect, i.e., spontaneous parametric down-conversion (SPDC), is proposed as a new attempt for space benchmarking. The working principle of SPDC-based absolute calibration and an SPDC-calibrated radiometer are introduced in Sections 2 and 3, respectively. The goal is to realize an uncertainty of about 0.35% for solar spectral irradiance measurements at visible to shortwave infrared spectrum. Uncertainty sources are discussed in Section 4 and an initial evaluation of the uncertainty budget is presented to show the potential of the instrument.

2. Principle of SPDC-based Absolute Calibration

SPDC is a quantum optical effect occurring in a nonlinear crystal pumped by a laser beam. Since the 1960s, theories of SPDC have been developed [12,13] and important applications emerged in the fields of quantum communication [14] and quantum radiometry [15].

In a SPDC process, pumping photons interact with quantum vacuum noise in crystal and their energy is coupled into pairs of photons with lower frequencies (down-conversion). As shown in Figure 1, one pumping photon has a certain possibility (efficiency) to decay into a pair of photons, usually called correlated or entangled photons, since they have definite relations between their frequencies, directions and polarizations. Detection of one photon and its properties indicates the existence of the correlated photon and the corresponding properties. This exceptional feature forms the physical basis for our benchmark instrument.

Figure 1. Spontaneous parametric down-conversion (SPDC)-based absolute calibration of detection efficiencies.
SPDC satisfies energy conservation:

\[ \nu_p = \nu_1 + \nu_2, \]

(1)

and momentum conservation

\[ k_p = k_1 + k_2. \]

(2)

where \( \nu \)'s and \( k \)'s are frequencies and wave vectors of photons, and the subscript \( p \), 1 and 2 denote pumping and correlated photons, respectively.

Equation (1) defines the spectral range of correlated photons. Theoretically, SPDC will generate broadband photons with all frequencies \( \nu_1 \) and \( \nu_2 \) that satisfy Equation (1). The frequencies of correlated photons may extend from pump frequency to far infrared with a suitable choice of non-linear crystal, and will be limited by intrinsic properties of crystal such as spectral absorption. Under practical circumstances, down-conversion efficiency is usually the critical factor that defines a usable spectral range with sufficient photon rate.

Equation (2) decides the efficiency of SPDC, as well as exit angles and polarizations of correlated photons. By means of fine adjustment of incident angle, polarization of laser beam, and optical axis direction and birefringence properties of the crystal, correlated photons generated along the laser path inside the crystal will have the same phase when exiting the crystal. This phase matching condition needs an iterative optimization to balance down-conversion efficiency, spectral range and exit angles of correlated photons. As a consequence, only a limited spectral range, typically a few tens to a few hundred nanometers, is usable for a certain laser-crystal configuration. In order to cover a spectrum of 380–2500 nm for calibration of solar observing detectors, seven barium metaborate, \( \beta \)-BaB\(_2\)O\(_4\) (BBO) crystals pumped by lasers of three wavelengths generate correlated photons with required spectral rates, polarization and exit angles, as shown in Figure 2. BBO is an optical crystal with high nonlinear coefficient and transmittance at 190–3500 nm and widely used as a media for optical frequency conversion.

![Figure 2](image.png)

**Figure 2.** Spectral photon rates of correlated photons generated in seven barium metaborate, \( \beta \)-BaB\(_2\)O\(_4\) (BBO) crystals pumped by three lasers at 266, 488 and 780 nm. Phase matching conditions are optimized to cover a spectrum of 380–2500 nm with photon rates higher than \( 10^8 \) s\(^{-1}\)nm\(^{-1}\) and photon exit angles less than 6°. Numbers in legends represent pump wavelength/phase-matching angle.

As shown in Figure 1, two single photon detectors receive correlated photons and their output electronic pulses are registered with counters. The count rates, i.e., the numbers of electronic pulses generated in one second, will be

\[ M_1 = \eta_1 N_1 \]

\[ M_2 = \eta_2 N_2, \]

(3)
where $M'$s are count rates of opto-electronic pulses, $\eta'$s are quantum efficiencies of the two detection channels, and $N'$s are correlated photon rates, i.e., numbers of correlated photons entering detection channels in one second. A coincidence counter gives coincident rate, which is the number of electronic pulses simultaneously produced by the two channels,

$$M_C = \eta_1 \eta_2 N_C,$$

where $N_C$ is the rate of photons that simultaneously reach the two channels. The correlation of photon pairs guarantees $N_1 = N_2 = N_C$, therefore the absolute quantum efficiencies of two channels will be

$$\eta_1 = \frac{M_C}{M_2}, \quad \eta_2 = \frac{M_C}{M_1}.$$  \hspace{1cm} (5)

Equation (5) is the measurement equation for absolute detector calibration with SPDC. Traceability to an external radiometric standard is not required. $\eta'$s are detection efficiencies of the entire measuring channels, from light entrance to counter output, including transmittance, reflectance and scattering along the optical path, quantum efficiencies of single photon detectors, as well as gains of electronic circuits. Consequently, the calibration is systematic and $\eta'$s are actually absolute responsivities of the system.

Any degradation that occurs in optical or electronic components will be automatically reflected in detection efficiencies. For example, assuming detection efficiencies of the two channels changed to $\eta_1 \tau_1$ and $\eta_2 \tau_2$ due to degradations characterized by $\tau_1$ and $\tau_2$; count rates in Equation (3) will be $M_1 = \eta_1 \tau_1 N_1$ and $M_2 = \eta_2 \tau_2 N_2$, respectively. The coincidence count rate in Equation (4) will then be $M_C = \eta_1 \tau_1 \eta_2 \tau_2 N_C$. Without any modification, Equation (5) will give the changed absolute detection efficiencies as $\eta_1' = \frac{M_C}{M_2} = \eta_1 \tau_1$ and $\eta_2' = \frac{M_C}{M_1} = \eta_2 \tau_2$, given the correlation $N_1 = N_2 = N_C$. Therefore SPDC-based calibration can always provide the current and absolute responsivity which includes all changes in detection system. There is no need for monitoring or correction for degradation. In this sense the system with SPDC calibration is insensitive to degradation, which makes it a promising option for a space benchmark.

Since the 1980s many experiments [16–26] validated the feasibility for absolute calibration of detectors based on SPDC, and the reported uncertainties are about 2%–0.2% [18–25], which are comparable to current radiometric standards. The advancement of this technique prompts a redefinition of candela, one of the SI base units, with quantum candela [27,28].

With known detection efficiency, a photon detector can measure rates of correlated photons. Taking advantage of correlation between channel 1 and 2 in Figure 1, i.e., $N_1 = N_2$, we may obtain the absolute photon rate in channel 2 by measuring its companion photon rate in channel 1. This feature is critical for shortwave infrared spectrum, for example wavelengths longer than 1700 nm, where a single photon detector is less mature for space applications and an analog detector will be used for solar observation, as discussed in next section.

3. Design of a SPDC-calibrated Solar Spectral Radiometer

Solar radiation is the dominant incoming energy source of the Earth system and different spectral components of solar radiation play different roles in Earth’s climate change. Since 1978 space sensors were deployed to make continuous observation of total and spectral irradiance of solar radiation [29]. Data discrepancies of a few percent between space missions [30,31] highlight the fact that the accuracy of onboard SI traceability remains a challenge to fulfill the scientific goal of space benchmarking.

In comparison with the effort that traces the solar spectral irradiance to optical power measured by an onboard electric substitute radiometer [32], we suggest a tracing chain that links solar spectral irradiance to photon rate and Planck’s constant, by means of SPDC-based detector calibration described in the previous section.
Figure 3 shows the prototype design of a solar spectral irradiance radiometer planned for space benchmarking at 380–2500 nm. Incorporated with internal SPDC calibration, the instrument has two working modes, i.e., calibration and observation modes.

Figure 3. Schematic of a solar spectral irradiance radiometer calibrated with SPDC. Note: avalanche photodiode (APD).

In calibration mode correlated photons are generated with a suite of three lasers and seven BBO crystals as depicted in Figure 2. Continuous-wave lasers with output power of 50–100 mW are currently chosen to balance down-conversion efficiency, damaging threshold of crystal and overall power consumption and weight. Precise measurement of laser output power is not required according to the SPDC calibration principle. All lasers are equipped with feedback controlling modules to stabilize the output power within 0.1%/min and ensure accuracy in calibration mode.

Crystals are installed in a temperature stabilized container and translated by an electric motor to match laser and crystal with specified phase-matching conditions. Correlated photons are directed by a rotating mirror into middle optics before finally reaching Si and InGaAs avalanche photodiodes (APDs). In middle optics, band-pass filters suppress residual pump photons by about 9 orders of magnitude. The laser suppression modules are designed for "long pass". The first suppression module blocks light below a threshold wavelength, e.g., 350 nm in the current system, so the pumping beam of 266 nm is removed, and correlated photons with wavelength > 350 nm pass through. Similarly, the second suppression module removes residual pumping photons of 488 nm, and the third 780 nm. In each suppression module correlated photons with wavelength > threshold wavelength will pass through. Beam splitters separate correlated photon pairs and direct them into two monochromators with wavelengths settings satisfying Equation (1). Spectral resolution is currently configured as 3 nm for 380–1000 nm and 8 nm for 1000–2500 nm spectrum, respectively.

Absolute detection efficiencies of the entire channel are calibrated by the method described in Section 2. APDs are then used as absolute detectors to measure photon rates from the crystal. Since
currently no APD is commercially available for wavelength larger than 1700 nm, the photon rate at 1700–2500 nm is measured by measuring its correlated photon rate at 1441–1134 nm with a pumping wavelength of 780 nm.

The correlated photon stream with a known rate can then be used as an absolute light source, since its absolute flux can be calculated as $\Phi = Nh\nu$, where $N$ is photon rate, $h$ is Planck’s constant, and $\nu$ is frequency. Analog photodiodes are calibrated against correlated photon flux and turn into absolute power detectors for a solar radiation measurement in observation mode.

In observation mode, a technically mature design of a spectroradiometer is adopted for good stability and repeatability. Solar rays passing an entrance aperture of $0.2 \times 7$ mm are directed by the same rotating mirror into the same middle optics and monochromators as in the calibration mode. Instead of single photon detectors, Si, InGaAs and IR-InGaAs photodiodes are used in observation mode to measure absolute power of solar radiation at 380–960 nm, 900–1700 nm and 1600–2500 nm, respectively.

The solar spectral irradiance is then calculated with measured solar flux and known area of entrance aperture. The measurement procedure forms a traceability chain illustrated in the left part of Figure 4. As a comparison, a traceability chain based on electrical substitution radiometer (ESR), which is adopted in international space benchmarks [1,9,10], is also shown in Figure 4. ESR-based measurement traces solar irradiance to electrical heating power of an internal absorptive cavity, and finally to electrical current and resistance. Its reliability benefits from a long development history over a century [32] and space application experiences in the past 20 years [9,10]. However inevitable decay of critical hardware such as change of cavity absorptance [1] remains a potential threat to ESR accuracy and long-term stability in space. SPDC-based measurement traces solar irradiance to photon counts and Planck’s constant. Its validity relies on a physical effect that is independent of operation platforms and insensitive to decays in the system. The authors recently reported a sensitivity of less than 0.3% to a simulated system efficiency degradation of 61% in radiance measurements [26]. Before building a benchmark with unprecedented accuracy, thorough evaluations of uncertainties are demanded for single photon detection techniques and their newly developed applications in absolute radiometry, as outlined in next section.

![Figure 4](image-url)  
**Figure 4.** Traceability chain for solar spectral irradiance measurement: (left) SPDC-based, and (right) electrical substitution radiometer (ESR)-based [1].

### 4. An Initial Evaluation of Uncertainty Budget

SPDC-based radiometry is theoretically absolute and SI traceable. However, imperfect performances of optical and electronic components and the resultant errors will influence the systematic accuracy under practical circumstances. Evaluation and verification of measuring uncertainty at the highest level of accuracy form a part of the challenging goal of the benchmark mission.

According to the traceability route shown in Figure 4, uncertainty of solar irradiance measurement arises from both calibration and observation modes. In calibration mode, the accuracy of detection efficiency $\eta$ is solely decided by the accuracy of three counts of $M'$s, i.e., counts of correlated channels...
and their coincidence, as shown in Equations (1)–(3). Properties of single photon detectors such as dark count, dead time and after-pulsing will introduce counting error or limit response linearity at high photon rate. Accidental count will occur in the coincidence counter due to time jittering of a single photon detector and arrival time inconsistency of correlated photons. Counting uncertainties due to these factors can be measured and corrected to minimize their contribution to the system uncertainty budget [18,23–26].

In calibration mode absolute responsivities of analog photodiodes are calibrated against correlated photon flux that is measured by single photon detectors. This transfer process consists of spectral scans by both detectors at correlated wavelengths that meet Equation (1). Photon flux will be measured at about 400 wavelengths over the working spectrum of 380 nm–2500 nm with current settings of spectral resolution. At each measured wavelength, single photon detectors and analog detectors make measurements alternately. Both detectors take time to receive sufficient photons to ensure an acceptable signal-to-noise-ratio. Measuring time at a single wavelength is about 6 to 10 s during which the laser power is stabilized within 0.1%/min and the temperature of detectors is stabilized within ±0.1 °C. The calibration may last 40–70 min and the time is expected to be reduced with negligible loss of accuracy by gradually reducing the number of calibration wavelengths to less than 100, with the help of an empirical model of the detector’s spectral responsivity constructed from fine spectral scanning data.

For observation mode, uncertainties come mainly from a detector’s nonlinearity and signal-to-noise ratio. Analog photodiodes are calibrated under a photon rate about 10⁹ photons/s as shown in Figure 2. While watching the Sun, the flux is about 10¹³ photons/s under current acceptance geometry and spectral bandwidth. Sunlight attenuation seems to be a straightforward solution to minimize photon rate difference and improve equivalence between calibration and observation mode. However, attenuation devices cannot be put in the common optical path and their degradation cannot be included in system detection efficiency measured in calibration mode. In this case attenuation ratio has to be monitored on orbit with a high precision, for example 0.1%, to correct possible change due to solar exposure. To avoid the engineering complexity of solar attenuation, our current plan is to take full advantage of a photodiode’s large dynamic range of 14 orders of magnitude [33], and cool analog detectors to a temperature about −40 °C to improve response linearity and signal-to-noise-ratio under a weak photon rate. An empirical model for non-linearity correction can be constructed by precise measurement of the linearity factor as performed in metrology labs [34].

Stray light is one of the main sources of uncertainty both in calibration and observation mode. Residual pumping photon rate is about 10⁹ higher than that of correlated photons, and must be suppressed and separated from the correlated photons by spatial, spectral and polarization methods [26]. Scattering of correlated photons and solar photons at optical surfaces will result in background counts or background electric current, as well as accidental coincidence counts. Background count can be measured by switching off the SPDC effect with a λ/2 wave plate [26], and background current can be characterized by blocking the incident solar light with a shutter.

Since the radiometer is still under fabrication, experimental test and evaluation of uncertainty for solar irradiance measurement are currently unavailable. The final measurement equation with corrections mentioned above will become more complicated than what is shown in Figure 4. For example, the detection efficiency of channel 1 will be

\[ \eta_1 = \frac{M_C - M_{CA} - M_{CB}}{M_2 - M_{2B}} \cdot \frac{1}{\alpha \cdot \beta'}, \]

where \( M_{CA} \) and \( M_{CB} \) are counts of incidental and background coincidence, respectively. \( M_{2B} \) is the background count of channel 2. \( \alpha \) and \( \beta' \) are correction factors for dead time of a single photon detector and lost count of coincidence, respectively.

Another important source of uncertainty comes from the transmittance of crystals which constitutes a part of detection efficiency obtained in calibration mode. As shown in Figure 3, the crystal is not...
in the optical path in observation mode and its transmittance must be determined and excluded for irradiance measurement. The solar irradiance at wavelength $\lambda$ will then be calculated by

$$E(\lambda) = \frac{1}{\tau_{\text{crystal}}(\lambda)} \cdot \frac{V_{\text{sun}}(\lambda)}{R(\lambda) \cdot A} \cdot \frac{M_1(\lambda) \cdot h c}{\eta_1(\lambda) \cdot A},$$

(7)

where $\tau_{\text{crystal}}(\lambda)$ represents the transmittance of the crystal, $V_{\text{sun}}(\lambda)$ and $V_{\text{photon}}(\lambda)$ are outputs of the radiometer in observation and calibration modes, respectively. $R(\lambda)$, $M_1(\lambda)$ and $\eta_1(\lambda)$ are absolute responsivity, photon count and detection efficiency obtained in calibration mode, respectively, as depicted in Figure 4 and Equation (6). $A$ is the area of entrance aperture. To minimize the uncertainty of transmittance due to internal absorption, scattering and surface reflection, the thickness of a crystal is reduced to 2 mm and its exit surface is antireflection coated. In addition, a spectral transmittance model will be built based on pre-flight transmittance measurement over the whole working spectrum. In-flight transmittance measurement will be performed at three pumping wavelengths by moving crystals in and out of the pumping beam, which will provide parameters for updating the transmittance model. Fundamental wavelengths of pump lasers such as 532 nm, 960 nm and 1560 nm are optional to densify the measurements.

Based on the traceability chain in Figure 4, Table 1 summarizes the uncertainty sources that are identified in the current measurement procedure. A combined uncertainty of about 0.35% is allocated to individual contributors, referring to authors’ past work and applicable evaluation approaches developed in the past 30 years [19–26]. Uncertainties in Table 1 are averages over 380–2500 nm and generally increase with wavelength due to lower photon rate at longer wavelengths as shown in Figure 2. To the authors’ knowledge, about half of the constituent uncertainties in Table 1 are achievable with current metrological techniques, while the other half demands significant improvement of measuring protocols as well as facilities.

### Table 1. Estimated uncertainty budget for solar irradiance measurement.

| Source of uncertainty | Relative standard uncertainty (%) |
|-----------------------|----------------------------------|
| Calibration mode      |                                  |
| Crystal transmittance, $u_1$ | 0.15                             |
| Background count, $u_2$ | 0.05                             |
| Nonlinearity of photon counts (after correction of dead time and afterpulsing), $u_3$ | 0.07                             |
| Accidental coincidence, $u_4$ | 0.1                             |
| Time interval measurement, $u_5$ | 0.03                           |
| Photon flux from crystal $\Phi = N h \nu$ |                                  |
| Photon rate stability during flux measurement, $u_6$ | 0.1                             |
| Flux responsivity of analog photodiode $R = V_{\text{photon}}/\Phi$ |                                  |
| Background signal, $u_7$ | 0.03                             |
| Observation mode      |                                  |
| Nonlinearity of analog photodiode (after correction), $u_8$ | 0.07                             |
| Polarimetric inequivalence with calibration mode, $u_9$ | 0.17                             |
| Bandwidth inequivalence with calibration mode, $u_{10}$ | 0.06                             |
| Solar tracing and pointing stability, $u_{11}$ | 0.1                             |
| Solar irradiance $E_{\text{sun}} = \Phi_{\text{sun}}/A$ |                                  |
| Aperture area, $u_{12}$ | 0.1                             |
Table 1. Cont.

| Source of uncertainty                                      | Relative standard uncertainty (%) |
|------------------------------------------------------------|-----------------------------------|
| Uncertainties in both modes                                 |                                   |
| Monochromator wavelength accuracy, \( u_{13} \)             | 0.05                              |
| Monochromator wavelength repeatability, \( u_{14} \)        | 0.1                               |
| Stray light in monochromator, \( u_{15} \)                  | 0.001                             |
| Combined uncertainty \( U_E = \sqrt{\sum_{i=1}^{15} u_i^2} \) | 0.35                              |

5. Conclusions

A solar spectral irradiance radiometer integrated with a quantum optical standard is proposed for a future space benchmark. Absolute solar irradiance is traceable to photon rates and Planck’s constant by absolute calibration of detection efficiency with correlated photon pairs generated in spontaneous parametric down-conversion. The calibration is end-to-end and independent of external radiometric standards. A prototype of the SPDC-calibrated radiometer is currently under fabrication, supported by Chinese space benchmark project, and will be functional in mid-2022 for performance demonstration. This paper focuses on the working mechanism and conceptual description of system structure, especially the new traceability chain proposed for a space benchmark. Preliminary assessment of measurement uncertainty supports the rationality of this new mechanism for highly accurate radiometry. Performance improvement is expectable with advancement of single photon radiometry and maturity of new powerful devices [35], such as superconductive nanowire single photon detectors with significantly higher quantum efficiency and lower dark count. Many important engineering details such as the Sun pointing, space environment adaptability and retrieval algorithms for spectral irradiance have not yet been finalized and will be discussed in subsequent papers.
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