Spintronics-compatible approach to solving maximum satisfiability problems with probabilistic computing, invertible logic and parallel tempering
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Abstract

The search of hardware-compatible strategies for solving NP-hard combinatorial optimization problems (COPs) is an important challenge of today’s computing research because of their wide range of applications in real world optimization problems. Here, we introduce an unconventional scalable approach to face maximum satisfiability problems (Max-SAT) which combines probabilistic computing with p-bits, parallel tempering, and the concept of invertible logic gates. We theoretically show the spintronic implementation of this approach based on a coupled set of Landau-Lifshitz-Gilbert equations, showing a potential path for energy efficient and very fast (p-bits exhibiting ns time scale switching) architecture for the solution of COPs. The algorithm is benchmarked with hard Max-SAT instances from the 2016 Max-SAT competition (e.g., HG-4SAT-V150-C1350-1.cnf which can be described with 2851 p-bits), including weighted Max-SAT and Max-Cut problems.
Introduction

Combinatorial optimization problems (COPs) are a class of mathematical problems that have important applications in a variety of industrial and scientific fields, which span from logistics [1] to geoscience [2], from water distribution network design [3,4] to job scheduling [5]. Many of these, such as maximum cut (Max-Cut), Boolean satisfiability (SAT) or the travelling salesman problem, are NP-complete or NP-hard, meaning in their worst-case instances they have no polynomial-time solution. This makes them very hard, in terms of computational time, to solve when scaled to large sizes with conventional algorithms [6,7] designed to work on a von Neumann architecture. For this reason, unconventional approaches based on physical models, which can be used as paradigms that aim at rethinking the overall structure of the architecture in addition to devising different algorithms, have been investigated in the last years [8–13].

In particular, Ising machines (IMs), a computing paradigm based on the Ising model, are a promising candidate for facing COPs due to their computationally friendly discretized nature and the robustness of their energy-minimization process.

An Ising model consists of a d-dimensional lattice in which each site is characterized by a discrete variable \( m_i \), with \( m_i \in \{-1, +1\} \), named “spin”. Each \( i^{th} \) site is biased by an external field \( h_i \) and interacts with the \( j^{th} \) site via an exchange interaction coefficient \( J_{ij} \). The Hamiltonian of such a system is:

\[
H(\mathbf{m}) = -\sum_{i,j} J_{ij} m_i m_j - \sum_i h_i m_i
\]  

(1)

Originally developed as a toy model to describe ferromagnetism [14], the Ising model has been shown to represent general COPs that are encoded in the \( J \)-matrix and the \( h \)-vector. Ising Machines [15] (IM) are dedicated computers that can solve such COPs encoded as Ising models. From an implementation point of view, the IMs can be realized with quantum annealing [16], oscillators [17], coherent IMs [18,19], simulated bifurcation [20] and with probabilistic circuits [21–23]. Here, we will focus on the latter approach, where the discrete variable \( m_i \) is the state of a p-bit [23], namely, a bistable stochastic element. The use of p-bits to implement IMs is also known as probabilistic computing (PC) which is a probabilistic graph model and can be also used to also represent directed networks such as Bayesian Networks [24]. PC has been already used for different applications [23], including the integer factorization problem [23] [25]. A p-bit state is given by:

\[
m_i = \text{sgn}(\text{rand}(-1, +1) + \text{tanh}(I_i))
\]  

(2)
where $rand$ and $sgn$ are a function generating uniform random numbers between $-1$ and $+1$ and the sign function, respectively, and $tanh$ is the hyperbolic tangent function. $I_i$ is the $p$-bit control signal, determined by the local bias $h_i$ and the interaction with the other $p$-bits via the $J$ matrix:

$$I_i = I_0(h_i + \sum_j J_{ij}m_j).$$

$I_0$ is the coupling parameter that acts as an inverse temperature, meaning that $I_0 = 0$ corresponds to infinite temperature and it is the parameter used to set and control the annealing process. Note that in the text, we will use both terms IM and PC to refer to the solution of Eqs. 2 and 3 based on interacting $p$-bits.

This work expands the use of PC to the solution of maximum satisfiability problems (Max-SAT), which have many industrial [26] and fundamental [27] applications, and how it can be generalized for solving weighted Max-SAT and Max-Cut problems. In fact, because of the importance and complexity of this category of problems, a SAT competition has been established in 2002 and is held every year to test state-of-the-art solvers on various instances of satisfiability problems [26]. Simulations point out that it is possible to face those problems with simulated annealing. Here, we show an annealing algorithm based on parallel tempering (PT). This approach adds redundancy enhancing the capability of the IM state to escape from local minima.

We wish to stress that the main aim of this work is not to compare the PC-based approach with other implementations [28] of Max-SAT solvers such as D-Wave Advantage quantum annealers [29], continuous-time analog solvers [27,30], self-organizing memcomputing logic gates [31] and simulated bifurcation machines [20]. On the other hand, we provide a path to introduce spintronic technology as a platform for facing COPs.

In fact, the interest on PC is also exploding because of its compact hardware implementation with spintronic technology [21], taking advantage of the probabilistic nature of the switching between two states in superparamagnetic magnetic tunnel junctions (MTJs). Currently, this research direction is very active with the recent demonstration of nanosecond generation of $p$-bits by Tohoku University [32] and IBM [33]. In addition, spintronic-based PC has been used with success to experimentally realize invertible logic gates and to solve integer factorizations problems of numbers described by 8 $p$-bits [25]. In this context, we show the performance of a software implementation of PC based on a coupled set of Landau-Lifshitz-Gilbert (LLG) equations, one for each $p$-bit, in solving the Max-SAT instance "s3v70c700-1.cnf" from 2016 Max-SAT competition. The instance has 70 variables and 700 clauses and is encoded with 771 $p$-bits. Numerical simulations predict that for this problem the optimal solution can be reached in less than 60 ns if $p$-bits are implemented directly in
hardware with MTJs. This would potentially allow the development of a spintronic solver orders of magnitude faster than professional solvers that are used in digital computers, implemented in FPGA or ASICs. This work provides a direction for PC in solving COPs with potentially ultralow energy cost and high speed.

Invertible logic and Max-SAT instance
Max-SAT is a generalization of the Boolean satisfiability problem and, as such, consists of a Boolean formula in conjunctive normal form which can be converted in a Boolean circuit realized with AND and OR logic gates. The implementation using PC makes use of the invertible counterpart of these logic gates. In detail, the use of invertible logic gates gives a way to map some combinatorial problems which can be expressed in term of logic gates in the PC paradigm ($J$ and $h$ Ising elements). The fact that those invertible gates can work in ‘inverse’ mode is the fundamental characteristic driving the exploration of the solution in the search space. This means that, if an entire circuit is composed of such gates, it can be used in reverse by clamping the output bits of the circuit, allowing the inputs to float between all the configurations that are compatible with the clamped values. [23]

The goal of Max-SAT is to satisfy as many clauses as possible or, more accurately, to decrease the “cost” (the sum of the weights of the unsatisfied clauses) of the solution as much as possible. This can be seen as an energy minimization process, whose absolute minimum value is defined as the ‘optimal’ solution cost.

Thus, before calculating the solution using this IM, (i) the regular gates in the circuit are replaced with their equivalent invertible gate, (ii) the Max-SAT instance is then mapped into exchange and field matrices of the Ising model of Eq. 1 according to the topology of the logic circuit, and (iii) the p-bits linked to the output variables are clamped. Those steps have been already proposed in realizing logic circuits with invertible logic gates for the solution of integer factorization with PC [23]. A similar approach was pioneered by Di Ventra and Traversa for self-organizing logic gates in the digital memcomputing [31,34] [35] paradigm.

Figure 1(a) shows the logic circuit for a toy instance of Max-SAT, which is shown in its “.cnf” file format [36] in the top left. This format is the international standard way of formatting a Max-SAT instance. “cnf” stands for “conjunctive normal form”, the logical scheme of a Max-SAT instance. Every line of a “.cnf” file that doesn’t begin with a c or a p (comments or parameters) is a clause of the instance. Each number represents a variable and if it is preceded by a minus sign it means that in that clause the variable is negated. Each line has to be ended with a 0, which corresponds to no variable. In Figure 1(a) the instance has 4 clauses and 7 variables. On the top right the same instance
is shown in literal proposition form. Each of the four clauses is a disjunction of literals where the variables are in an OR relation with each other, as one can see by the circuit scheme of the instance on the bottom of Figure 1(a). The matrix describing the invertible OR gate has a dimension of \((2n_{lc} - 1)\), \(n_{lc}\) being the number of literals of the clause. This logic circuit is mapped in the exchange and field matrices as indicated in Figure 1(b), considering the AND and OR invertible gates developed in [23]. Each clause matrix constitutes a block of the complete exchange matrix \(J\) indicated with a black square, the integer value assigned to the matrix element can be identified by the color scheme. All the blocks are in an AND relation and are thus connected with each other by an off-diagonal positive element (marked with an O in the figure). The connected p-bits are the outputs of the circuit and are clamped. Along with the exchange matrix, each clause is also characterized by a bias field vector \(h\). The color bar in Fig. 1(b) is used to show the values of the matrix element, which are discrete, integer values amenable for efficient hardware implementation. This is a consequence of the composable nature of invertible logic circuits: the same AND, OR, NOT based building blocks are used to design composed circuits with the same integer weights of the building blocks.

Finally, because the same literal may appear in more than one clause, all the instances of a variable are connected with off-diagonal elements in the same way as the output p-bits (in the figure the letters from A to G are the connections for the variables 1 to 7). The number of connections is the number of permutations of the \(n\) variables in a subset of 2, that is \(\frac{n!}{(n-2)!} = (n - 1)n\).

The PC software implementation based on Eqs. 2 and 3 works similarly to WalkSAT-based algorithms, because the p-bits are updated sequentially. However, as discussed ahead in the text, one potential strength of PC is its hardware implementation with spintronic technology, which will allow the parallel update of p-bits at hardware level being the p-bits described by a dynamical system. Mind that this characteristic cannot be directly transferred to a Field Programmable Gate Arrays (FPGA)-based implementation because the p-bit is realized with a digital random bit generator, although we recently proposed an approach to introduce some parallelism in FPGA-based PC implementation [37].

The Max-SAT instances solved in this work are from the Max-SAT 2016 competition. The standard problems are taken from the ms_random category, the Max-Cut instance is from the ms_crafted and the weighted instance from the wpms_random.
Annealing with parallel tempering

To perform the calculations, we had to choose an annealing algorithm that drives the PC to minimize the number of unsatisfied clauses. One of the most popular approaches is the simulated annealing [38], however, its software implementation in PC is very difficult to parallelize because of the need of the sequential update of p-bits [23]. This aspect limits the possibility to speed up the calculations by using GPU-based algorithms. A possible direction to implement PC with parallel update of the p-bits is an annealing algorithm based on parallel tempering [39,40], a method devised for Monte Carlo simulations which uses a set of interacting replicas of the system at different temperatures.

Parallel tempering has already been used in its original formulation in IMs for Max-SAT [28], but has never been applied to PC. The computation of the state for each replica occurs in parallel at two
different pseudo-temperatures, red (blue) line corresponds to high (low) temperature. Higher
temperatures serve, in heuristic terms [41], as the diversification element of the algorithm: their
highly stochastic behavior and strong fluctuations allow them to explore a larger ensemble of states
in the search space, until they find a configuration with a lower energy than the neighbor replica at
lower temperature. At this iteration a switching occurs, the state held by the high temperature replica
is exchanged with that of the low temperature one. These replicas act as the intensification element:
the thermal fluctuations are minimal and aim at improving the state as much as possible by exploring
the local solution until a minimum is found. Because of the low stochasticity of this process, cold
replicas are usually unable to get out of deep local metastable minima, so they require hotter replicas
to find better starting states for them to minimize. Figure 2(a) shows an example illustrating the
implementation of parallel tempering used here considering two replicas. Each starts with a state, in
the example of Fig. 2(a) we named them as State 1 (continuous line) and State 2 (dashed line),
evolving in the hotter and colder temperature replica respectively. If the replica energies, evaluated
as the number of unsatisfied clauses in the case of Max-Sat problems, intersect at a given iteration,
switching occurs (switching time in Fig. 2(a)) and State 1 is now evolving in the colder replica while
State 2 in the hotter one.

In this annealing algorithm, the number of replicas and their temperatures are very important
parameters to set. The ideal configuration has each replica exploring an ensemble of states that
slightly overlaps with those of the hotter and colder replicas. Additionally, the coldest replica ought
to have a low enough temperature so that it could not escape from any energy minimum. There is not
an established procedure to identify the value of $I_0$ for each replica. Hence, we have used an empirical
approach based on four main criteria:

1. Fast computation and low memory occupancy. We have chosen as few replicas as possible
   characterized by a vector of ordered $I_0$.

2. One replica is set at a low enough temperature to maintain a potential solution.

3. A replica explores the solution space of a problem with energy cost fluctuating around an
   average energy value and with a standard deviation that depends on the temperature value. The
   explored solution space for a given $i$th replica should overlap with that of its neighbors $(i+1)^{th}$ and $(i-
   1)^{th}$ replica.

4. The values of $I_0$ depend on the average number of p-bit neighbors and it is higher in networks
   with more interacting p-bits. This is necessary to have strong enough fluctuations to overcome the
energy barrier set by the p-bits interaction of potential metastable states which is set by the p-bits interaction.

As evidenced, the choice of temperature depends on the topology of the problem. If the choice is not adequate, the increased computational cost of the additional replicas doesn’t bring any improvement in the solving process. As an example, Fig. 3 shows a parallel tempering configuration set with a not effective $I_0$ vector according to the point 3 of the above list, for this computing scheme only the replica at $I_0=0.6$ works to find the optimal solution.

In summary, the optimal choice of the $I_0$ for each replica changes from problem to problem, depending on factors like sparsity of the connections, their strength, the average numbers of neighbors per p-bit, etc.

We have performed a systematic study finding that the use of four replicas, which has been fixed for the studies presented in the rest of this work, is sufficient to observe a speed-up in the convergency toward an energy minimum in the Hamiltonian of Eq. 1. The number is, for the problem considered, an adequate tradeoff between convergence speed and computational speed. More replicas would only slightly reduce the number of iterations required to get to the solution but considerably increase the computational cost of an iteration. The opposite would happen with less replicas. In performing a simple comparison between simulated annealing and parallel tempering, we have found that parallel tempering is comparable in the convergence velocity to an optimal solution in various small/medium size instances of Max-SAT problems (not shown).

Fig. 2(b) shows a performance test of parallel tempering for the Max-SAT instance “s3v70c700-1.cnf”. PT has been tested by performing 100 solving trials and keeping the best solution found within $10^4$ iterations. The optimal (absolute minimum) number, for the instance considered, is 21. As one can see, the results show that parallel tempering manages to get to the optimal over 65% of the times, it reaches the optimal solution 100% of the times when considering $10^5$ iterations. The same test is performed with 5 replicas ($10^4$ iterations) and a comparison with the 4 replicas is shown in Fig. 4 (a). While we do see a noticeable improvement in the number of times the optimal is reached for that instance, from Fig. 4 (b) we can see that the difference in performance does not hold as the size and the difficulty of the instance increases.
Figure 2. (a) A schematic representation of parallel tempering with two replicas at low and high temperature, blue and red lines, respectively. Replicas hold a state of the system (the continuous and dashed lines) and evolve it with the evolution algorithm. The State 1 switches with the State 2 at the iteration (switching time) when its energy become smaller than the State 2 energy. (b) Histogram showing the statistic of the final solution cost computed for 100 realizations for the Max-SAT instance “s3v70c700-1.cnf” (70 variables and 700 clauses, encoded with 771 p-bits).

Figure 3. Solution of the instance “g1.rud” (800 variables and 38352 clauses, encoded with 800 p-bits) by using four replicas with the following $I_0$ vector: [0.03, 0.07, 0.10, 0.60]. Each colored line represents the evolution of the solution cost of a replica (0.03 in red, 0.07 in yellow, 0.10 in green, 0.60 in blue). As one can see, with this choice of temperatures, the replicas do not interact and, therefore, the only replica that has an impact on the calculation is the coldest one, with 75% of computational time wasted.
Figure 4. Histograms showing the statistics of the final solution cost computed for 100 realizations for the Max-SAT instances “s3v70c700-1.cnf” (70 variables and 700 clauses, encoded with 771 p-bits) in (a) and “HG-4SAT-V100-C900-2.cnf” (100 variables and 900 clauses, encoded with 1901 p-bits) in (b). In orange the results with parallel tempering with 4 replicas, in blue the ones with 5 replicas. All trials were made with 10^4 iterations. As one can see in (a), for the easier instance, 5 replicas perform strikingly better than 4, as the optimal is reached more than 80% of the time, compared to the 40% of the configuration with 4 replicas. However, in (b), the same two configurations performance are much closer. While with 5 replicas we can see slightly better results on average, the improvement is not enough to justify the 25% increase in computational time.

Results and Discussion

Here, we show the computational achievements for two hard Max-4SAT instances, “HG-4SAT-V100-C900-2.cnf” and “HG-4SAT-V150-C1350-1.cnf”. 4SAT means that each clause contains 4 literals. The former instance is characterized by 900 clauses and 100 variables, a medium-hard instance in its category, which is solved in less than 6 \cdot 10^5 iterations. The number of p-bits for such a system is 1901. The latter has 1350 clauses and 150 variables, one of the hardest instances in the competition, described by 2851 p-bits is brought to a nearly optimal solution (4 unsatisfied clauses instead of the optimal 1) in less than 8 \cdot 10^5 iterations. The results are summarized in Figure 5 which shows an example of the time domain evolution of the cost function for 1 million of iterations (each replica has a different color), computed as the number of unsatisfied clauses for both instances. The pseudo-temperatures have been estimated with a systematic study of 1000 iterations trials so that the search space of a replica slightly overlaps that of the subsequent one, see for example the red and yellow curves. The pseudo-temperatures $I_0$ for each replica are indicated directly in the figures.
The last replica (the coldest one) is usually set at a value that makes the worsening of its state very unlikely. This is the control replica and is the one that usually reaches the optimal solution. An improvement of the solution cost is transferred at the colder replica as described in the previous paragraph.

We have included in the parallel tempering algorithm a “reset”, in order to decrease the probability of getting stuck in local minimum. The reset inverts the states of each replica \( (m_i = -m_i) \), so that the new states are as distant as possible from the current ones in the search space. The reset occurs if the replica at the lowest temperature does not improve its state quality for more than a number of iterations. In Figure 5 (a) the threshold was set to \( 5 \cdot 10^4 \) iterations, in Figure 5 (b) to \( 10^5 \). The choice of the reset threshold is set empirically. As expected, we found that larger systems need a longer time before the reset schedule. The best solution is stored separately from the replicas, so that, even after a reset, the eventual optimum is not lost.

Longer simulations could potentially manage to get to the optimal configuration, but we have chosen to work here at a fixed number of iterations, equal to \( 10^6 \), for the sake of comparison.

Figure 5. (a) Solution of the Max-SAT instance "MAXSAT_HG-4SAT-V100-C900-2.cnf" (100 variables and 900 clauses, encoded with 1901 p-bits) with the probabilistic solver. Four replicas are used, one with a substantially colder temperature in order to have a frozen-like state. When this replica remains stuck in the same state for a given number of iterations, all states are reset and the solver starts from scratch. In this case the optimal solution is 2 and the system obtains it at less than \( 6 \cdot 10^5 \) iterations. (b) Solution of instance “HG-4SAT-V150-C1350-1.cnf” (150 variables and 1350 clauses, encoded with 2851 p-bits). The same methods as panel (a) is used, for this instance the optimum (1 in this instance) is not reached in 1 million of iterations, the results are still remarkable as the solver manages to get to a nearly optimal result. \( I_0 \) represents the pseudo-temperature for each replica.
Another benchmark has been performed for the Max-Cut problem which can be easily rewritten as a Max-2SAT instance by converting the edges between two nodes A and B into the logical proposition: 

\[ (A \lor B) \land (\neg A \lor \neg B) \].

If the proposition is true, the edge is cut. Our solver can easily handle such problems, as shown in Figure 6 (a), where the optimal state of the spin-glasses Max-Cut instance “t7pm3-9999.spn.cnf” is found. The instance has 343 variables and 2058 clauses. Max-Cut is compatible with PC encoding, as it only requires 344 p-bits. Four replicas are used, one with a substantially colder temperature in order to have a frozen-like state. This instance has optimal \( O \) equal to 209 and is reached by our solver in less than \( 10^4 \) iterations. It should be noted the optimal does not correspond to the maximum cut, since each edge is represented by two clauses and both have to be satisfied in order to cut the connection. The maximum cut can be computed as \( (N - 2O)/2 \), where \( N \) is the number of clauses and \( O \) is the optimal value achieved by the PC. For this instance, then the resulting Max-Cut value is 820.

Figure 6. (a) Time domain evolution of the solution cost of the Max-Cut instance "t7pm3-9999.spn.cnf" (343 variables and 2058 clauses). The system is encoded with 344 p-bits. The optimal solution is reached in very few iterations (less than \( 10^4 \)). (b) Solving of the weighted Max-3SAT instance "s3v70c700-1.wcnf" (70 variables and 700 clauses) with the probabilistic solver. The number of p-bits here is 771. The weight is implemented naturally by multiplying each clause matrix and vector by its value.

Finally, we wish to highlight that Max-SAT can be further generalized by assigning a weight to each clause, meaning that some clauses are more important than others and their satisfaction should be prioritized. This weighted Max-SAT can be trivially implemented in our solver by properly scaling a
proposition block matrix by its weight, thus intrinsically increasing its relevance. An example of this is shown in Figure 6(b), where a weighted instance, "s3v70c700-1.wcnf", from the Max-SAT 2016 competition is solved and its optimal is found. The instance has 70 variables and 700 weighted clauses. The encoding requires a total of 771 p-bits. Differently from an unweighted instance, the energy to minimize does not trivially coincide with the number of unsatisfied clauses, since each proposition has a different weight. Thus, we consider the solution cost – namely, the sum of the weights of the unsatisfied clauses. This instance has optimal equal to 101 and is reached by our solver in less than $10^4$ iterations. We wish to stress that convergence speed could be optimized further by exploring the effects of adding or removing replicas or by changing their temperatures. As the choice of the number of replicas and their temperatures was made after a human-interpreted, albeit rigorous, systematic study, advanced methods of parameters optimization could get to a different configuration that optimized the solving process further. Additionally, more advanced algorithmic strategies could also increase the accuracy and convergence speed of the solver. All these possibilities are being currently investigated for future works.

Here we wish to move the research on probabilistic computing forward by bringing in the game new annealing processes (such as the parallel tempering) and potential acceleration with a spintronic implementation of this paradigm (as shown in the following) with the aim to improve the TTS-100%.

Spintronic based solution

It has been already proved that it is possible to build these p-bits with spintronic technology [18] by using superparamagnetic MTJs [21]. This can be achieved by either reducing the size of an MTJ cross section [42] or by tuning the magnetic anisotropy properly by an external voltage. [43] Figure 7 (a) shows an example of time domain trace of a p-bit implemented with the numerical solution of the LLG equation within the macrospin approximation where the continuous jumps between two states of the MTJ occurs at nanosecond scale. [33, 44] Those two states code the binary information needed for the implementation of PC. The dynamical equation describing the single $i^{th}$ p-bit is given by [45,46] [47]

$$\frac{d m_i}{d \tau} = -m_i \times h_{eff,i} + \alpha m_i \times \frac{d m_i}{d \tau}$$

where $m_i$ and $h_{eff,i}$ are the dimensionless magnetization and effective field of the free layer magnetization, $\alpha$ is the Gilbert damping and $d \tau$ is the dimensionless time $d \tau = \gamma_0 M_s dt$. The
effective field takes into account the demagnetizing field $h_{\text{demag}}$, the uniaxial anisotropy $h_{\text{anis}}$, the thermal fields and the external field $h_i$ reported in the Eq. 1. The thermal field $h_{\text{th}}$ is given by [48]

$$h_{\text{th}} = \frac{n}{M_s} \sqrt{\frac{2ak_BT}{\gamma_0\mu_0M_sVdt}}, \quad (5)$$

with $k_B$, $T$ and $V$ being the Boltzmann constant, the temperature and the computational system volume, respectively, while $n$ is a vector whose Cartesian components are random numbers following the Gaussian distribution with a zero mean and unit variance [48] [49]:

$$\langle \eta_k(t) \rangle = 0 \quad \langle \eta_k(t)\eta_l(t) \rangle = \delta_{kl}\delta(r - r')\delta(t - t'). \quad (6)$$

The effective thermal field modulus is $3.8 \cdot 10^{-3} \cdot \sqrt{T}$. We want to stress that the temperature $T$ in this case refers to the physical temperature of the device and is not correlated to the value of the pseudo-temperature $I_0$ of Equation (3), that is a parameter that scales the input signal of each p-bit to set the effective field that acts on the MTJ. The dimensionless effective anisotropy field is included in the demagnetizing field and it has the following expression

$$h_{\text{anis}} + h_{\text{demag}} = (-D_x m_x, -D_y m_y, -D_z m_z) \quad \text{where} \quad D_x = -0.05, \quad D_y = 0, \quad D_z = 1 \quad \text{are the effective demagnetizing tensors.} \quad [45] [50]$$

The $D_x$ is negative because it takes into account the in-plane anisotropy along the x-direction (easy axis of the ellipse used to model the MTJ cross section). The Gilbert damping parameter is $\alpha = 0.1$ while gyromagnetic ratio $\gamma_0 = 2.21 \cdot 10^5$ m/(As). The time integration scheme used to solve the Eq. 4 is the 4th order Runge-Kutta.
Figure 7. (a) Time domain traces of the three components of the magnetization dynamics of a superparamagnetic MTJ, the x-component is the one related to the p-bit dynamics. The simulation dynamics has been computed numerically with the LLG equation within the macrospin approximation. (b) Solution of the Max-3SAT instance "s3v70c700-1.cnf" (70 variables and 700 clauses) with the spintronic based PC solver. The number of p-bits for this instance is 771. The time evolution of the solution cost is obtained by integrating the LLG equation with a fourth order Runge-Kutta time integration solver. The time step used is $10^{-3}$ ns and the simulation was run for 100 ns. Four replicas are used, one with a substantially colder temperature in order to have a frozen-like state. When this replica remains stuck in the same state for a given number of iterations, all states are reset and the solver starts from scratch. In this case, the optimal solution is 21 and the system obtains it at less than 60 ns.

In this scenario, the Max-SAT instance is solved with the dynamical evolution of a number of macromagnetic equations equal to the number of p-bits, all those equations are coupled through the exchange matrix derived for the problem to face. In other words, the coupling is modeled as an additional Zeeman field $I_i$ given by the Eq. 3 and added directly to the effective fields. Similar results are achievable by considering a three terminal device with the spin-orbit torque as proposed on [23] with a difference that the p-bit state is stabilized by the spin-orbit torque or in two terminal devices as shown in ref. [25]. In this dynamical approach the p-bit vector is updated in parallel, which is an advantage with respect to the model based on Eq. 2 where the p-bits need to be updated sequentially. [23] Figure 7 (b) shows the results achieved with this theoretical spintronic implementation of the PC considering the Max-SAT instance "s3v70c700-1.cnf". The simulation is long $10^5$ steps, which, converted in time units, correspond to 100 ns. The solver manages to get to the optimal state in less than 60 ns. This result which is a key finding of this work is a motivation to push the efforts in a future hardware implementation of PC with spintronic devices. We wish to highlight that this approach can be scalable being the electrical connections between different invertible logic gates the same as the ones used today for conventional CMOS circuits.

**Summary and Conclusion**

This work introduces a strategy for facing Max-SAT problems combining PC with parallel tempering. We solve small/medium instances of those problems reaching size 2851 p-bits (HG-4SAT-V150-
C1350-1.cnf) taken from 2016 Max-Sat competition showing that optimal or high-quality solution can be achieved with this approach.

The contributions of this work are two-fold: first, it extends the use of Invertible Logic in IMs to design sparse-graph representations for real-world MAX-SAT instances. Second, it reinforces the potential of CMOS-compatible spintronic technology that can achieve orders of magnitude speed-up in specialized, energy-efficient hardware. In particular, some of the authors presented a hardware implementation of PC with simple, non-optimized simulated annealing using FPGAs [37] which already have shown performance, in term of computational speed, capable of beating state-of-the-art solvers in the time required to reach 95% of the optimal solution (TTS-95%). We believe that the very recent promising results on PC will be of stimulus for the community to investigate further this research direction.
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