Risk-sensitive control for a class of diffusions with jumps

ARI ARAPOSTATHIS† AND ANUP BISWAS‡

Abstract. We consider a class of diffusions controlled through the drift and jump size, and driven by a jump Lévy process and a nondegenerate Wiener process, and we study infinite horizon (ergodic) risk-sensitive control problems for this model. We start with the controlled Dirichlet eigenvalue problem in smooth bounded domains, which also allows us to generalize current results in the literature on exit rate control problems. Then we consider the infinite horizon average risk-sensitive minimization and maximization problems on the whole domain. Under suitable hypotheses, we establish existence and uniqueness of a principal eigenfunction for the Hamilton–Jacobi–Bellman (HJB) operator on the whole space, and fully characterize stationary Markov optimal controls as the measurable selectors of this HJB equation.

1. Introduction

Risk-sensitive control of continuous time processes became popular since the seminal work of Fleming and McEneaney [42], and evolved rapidly primarily because of its applications in finance [19, 41]. Some early literature on the risk-sensitive control can be found in [11, 31, 39, 40, 53, 54, 71] and a book dedicated to this topic is the work of Whittle [72]. In this article we are interested in the ergodic limit of the risk-sensitive criterion and there is a substantial amount of work in the literature on this topic. See for instance, [5–7, 20–22, 24, 50, 61, 63] and references therein. The body of work on ergodic risk-sensitive control of general Markov processes is large and it is impossible to give a complete list of references. We cite [25, 34, 35, 55] for discrete Markov chains and [45, 69] for continuous time Markov chains. Though this problem has been studied for the last two decades some of the important questions for the problem on the whole space over an infinite horizon, like uniqueness of the value function, verification results etc., were addressed only very recently in [5, 7], and variational representations are established in [6]. Recently, Arapostathis et al. [8] investigate ergodic control problems for jump-diffusions and our goal in this article is to study a similar problem in the risk-sensitive framework. Risk-sensitive control attracted immense interest because of its connection to the study of large deviations of occupation measures of diffusions [36, 37, 56]. The infinite horizon (ergodic) risk-sensitive control problem we are addressing can be informally described as follows: given a controlled stochastic differential equation (with jumps) of the form

\[ dX_t = b_0(X_t, Z_t) \, dt + \sigma(X_t) \, dW_t + \int_{\mathbb{R}^m \setminus \{0\}} g(X_t, Z_t, \xi) \tilde{N}(dt, d\xi), \quad X_0 = x \in \mathbb{R}^d, \quad (1.1) \]

where \( b_0 \) is the drift, \( \sigma \) is the diffusion matrix, \( g \) is the ‘jump-size’, \( \tilde{N} \) is a compensated Poisson process with a finite characteristic measure \( \Pi \), and \( Z \) is an admissible control taking values in a compact metrizable space \( \mathcal{Z} \).
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Controlled jump-diffusions with a compact action space arise as heavy traffic limits to controlled queueing and communications networks, see for instance [58] and references therein. As shown in [64], for $G/M/n + M$ queues with asymptotically negligible service interruptions, the limit queueing process is a one-dimensional Lévy-driven SDE. For a description of the controlled dynamics of these queueing models, we refer the reader to [9, Section 4.2] and [3]. As can be seen in these papers, the limiting diffusion of these queueing systems has a compact action space and the driving Lévy process has a finite characteristic measure, so it matches the model studied in this paper. In addition, the jump size does not depend on the current state or the control parameter. A similar setting is also used by [10, 60] to study an ergodic control problem. However, the risk-sensitive control problem for these systems has not been addressed in the literature, and is open. Equation (1.1) also appears in portfolio optimization problems. For instance, if we impose a restriction on short selling, then the portfolio wealth process is modeled as in (1.1) where the portfolio strategies take values in some compact metric space [29, p. 1555]. Another application of our problem comes from the risk-sensitive asset management problems. For instance, Davis and Lleo [33] (see also [32]) consider risk-sensitive asset management problem in a factor model where the dynamics of the factor model and price of the securities are governed by jump-diffusions, and it is shown that a certain risk-sensitive asset allocation problem is equivalent to a finite-horizon risk-sensitive control problem for jump-diffusion where the action set is given by a bounded convex set (see [33, Assumption 4 & 5]). With a suitable choice of parameters one can also make the control set to be compact. Furthermore, if the drift of the factor model points inward (say, $-x/|x|$ outside a compact set) and the jump-size function $\xi$ is small, then Assumption 1.1 will also hold for sufficiently small risk-parameter.

The risk-sensitive control problem aims to minimize

$$\limsup_{T \to \infty} \frac{1}{T} \log \mathbb{E}_x \left[ e^{\int_0^T c(x_s, Z_s) \, ds} \right],$$

over all admissible controls $Z = \{Z_t\}_{t \geq 0}$, where $c$ is a nonnegative running cost function. We are interested in the characterization of the optimal value, and the optimal controls. It is natural to expect that this results in an eigenvalue problem, namely, an equation of the form

$$\text{Tr}(a \nabla^2 V) + \min_{\zeta \in \mathcal{Z}} \left\{ I[V, x, \zeta] + b(x, \zeta) \cdot \nabla V(x) + c(x, \zeta) V(x) \right\} = \mathcal{E}^* V \quad \text{in } \mathbb{R}^d,$$

for some positive $V \in \mathcal{W}_\text{loc}^{2,p}(\mathbb{R}^d)$, $p > d$, where $a := \frac{1}{2} \sigma \sigma^T$,

$$b(x, \zeta) = b_o(x, \zeta) - \int_{\mathbb{R}^m \setminus \{0\}} g(x, \zeta, \xi) \Pi(d\xi),$$

and $I[V, x, \zeta]$ denotes the non-local interaction given by

$$I[V, x, \zeta] = \int_{\mathbb{R}^m \setminus \{0\}} (V(x + g(x, \zeta, \xi)) - V(x)) \Pi(d\xi).$$

We refer to $V$ and $\mathcal{E}^*$ as the value function and optimal value, respectively. Ideally, one expects $\mathcal{E}^*$ to be the principal eigenvalue of the above operator. However, it is now known from [7, Example 3.1] that this might not be the case, in general, even for continuous controlled diffusions, that is, with $g = 0$. At the same time, for $g = 0$, the above operator has uncountably many generalized eigenvalues [18]. In the recent articles [5, 7], the authors develop a very general set of criteria under which $\mathcal{E}^*$ coincides with the generalized principal eigenvalue of the above operator in $\mathbb{R}^d$ (for $g = 0$). It is also shown in [7] that the uniqueness of the principal eigenfunction is related to its monotonicity with respect to the function $c$.

It is important to mention another class of risk-sensitive control problems known as Exponential Linear Quadratic Gaussian (ELQG) problems. These models are quite popular due to their application in mathematical finance, see for instance [15, 33, 41, 50, 63] and references therein. They allow
the action set to be unbounded but generally impose a more restrictive assumption on the structure of the drift and running cost. The dynamics are governed by (1.1), with $\sigma$ constant, $\tilde\mathcal{N} \equiv 0$, and $b_0(x, \zeta) = \zeta$, where $\zeta \in \mathbb{R}^d$. A typical running cost is $c(x, \zeta) = h(x) + |\zeta|^2$ for some inf-compact function $h$ (for a general set-up see Nagai [63]). More general running costs are studied, but they are essentially perturbations of this form.

We introduce a risk parameter $\theta \neq 0$, and define

$$\mathcal{E}^*(\theta) := \inf_Z \limsup_{T \to \infty} \frac{1}{\theta T} \log \mathbb{E}_x \left[ e^{\frac{1}{\theta T} \int_0^T \theta c(x_s, Z_s) \, ds} \right]. \tag{1.3}$$

Note that $\mathcal{E}^*(\theta)$ need not be finite for all values of $\theta$. This is related to the breakdown phenomenon. We say no breakdown occurs at $\theta$ if $\mathcal{E}^*(\theta)$ is finite and the corresponding HJB attains a solution (see [50, 63]). It is thus important to determine the range of $\theta$ for which breakdown does not occur. We should also point out that this notion of breakdown phenomenon is bit different than the one used in the context of finite horizon risk-sensitive control problems. In case of finite horizon problems no breakdown occurs when the associated parabolic HJB equations attain solutions for all time $T > 0$ (see Bensoussan-Nagai [17]). Letting $g = 0$ and $W = \frac{1}{\theta} \log V$, we obtain from (1.2) that

$$\mathcal{E}^*(\theta) = \text{Tr} \left( a \nabla^2 W(x) \right) + H(x, \nabla W(x)) + h(x) \quad \text{in} \quad \mathbb{R}^d, \tag{1.4}$$

where

$$H(x, p) := \theta p \cdot ap + \min_{\zeta \in \mathbb{Z}} \left\{ \zeta \cdot \nabla p + \frac{|\zeta|^2}{2} \right\}$$

$$= \theta p \cdot ap - \frac{1}{2} |p|^2, \quad p \in \mathbb{R}^d,$$ 

denotes the Hamiltonian. Equation (1.4) constitutes an ergodic control problem and has been studied extensively [14, 51, 52]. Moreover, if $H(x, p) \asymp -|p|^2$, then the existence and uniqueness of a solution can be studied using the method in [14]. For ELQG problems this is guaranteed whenever $\theta \leq \delta$ for some small $\delta > 0$ (see [63]). On the other hand, when $H(x, p) \asymp |p|^2$, studying existence and uniqueness of a solution to (1.4) is delicate, and often needs more restrictive assumptions (see [56, Condition (A3)]). We should also mention the work in [50] where the authors find the explicit solution of (1.4) for $d = 1$ for a particular class of problems.

Now compare this with the model in the present article that is, where the action set is compact, but let $g = 0$. In this model the Hamiltonian $H(x, p)$ behaves like $|p|^2$ and the method of [14] does not apply. For this reason, the authors of [7] studied the eigen-equation (1.2) instead. It is quite possible that no breakdown occurs for the finite horizon problem whereas the ergodic problem breaks down for some values of $\theta$. For example, take $dX_t = Z_t \, dt + dW_t$ in $\mathbb{R}$, action set $\mathcal{Z} = [0, 1]$ and $\ell(x) = x^+$. Then for $\theta \in \mathbb{R}$ and $T > 0$, we have for any control $Z$ that

$$\mathbb{E}_x \left[ \exp(\theta \int_0^T \ell(X_s) \, ds) \right] \leq \frac{1}{T} \mathbb{E}_x \left[ \int_0^T \exp(T \theta \ell(X_s) \, ds) \right] \leq \frac{1}{T} \int_0^T \mathbb{E}_x [e^{T \theta (|x| + s + |W_s|)}] \, ds \leq \frac{e^{T \theta (|x| + T)}}{T} \int_0^T \mathbb{E}_x [e^{T \theta |W_s|}] \, ds \leq \frac{e^{T \theta (|x| + T)}}{T} \int_0^T 2e^{\frac{T \theta s^2}{2}} \, ds < \infty.$$
Therefore, the HJB corresponding to the finite horizon control problem attains a solution. But, since $W$ is not ergodic and $\ell$ is increasing, for any $\theta > 0$ we have

$$\liminf_{T \to \infty} \frac{1}{T} \log \mathbb{E}[x] \left[ \exp(\theta \int_0^T \ell(X_s) ds) \right] \geq \liminf_{T \to \infty} \frac{1}{T} \log \mathbb{E}[x] \left[ \exp(\theta \int_0^T \ell(W_s + x) ds) \right]$$

$$\geq \liminf_{T \to \infty} \frac{\theta}{T} \left[ \int_0^T (\mathbb{E}[\ell(W_s)] - |x|) ds \right] = \infty,$$

for any control $Z$. Furthermore, it can be shown that the principal eigenvalue of the corresponding HJB in $\mathbb{R}$ is infinity ([18, Proposition 2.6]) and there is no solution to (1.2) for $\theta > 0$.

It can be shown that no-breakdown is directly related to the finiteness of the principal eigenvalue of the HJB equation, and this finiteness is assured by Assumption 1.1 in Section 1.2. In fact, this assumption can be seen as a variant of [56, Condition (A3)]. In this article we do not investigate the breakdown phenomenon with respect to the risk-parameter. Instead we concentrate on the analysis of the optimization problem when $\mathcal{E}^*$ is finite.

We mention some general facts about risk-sensitive control. From the Taylor series expansion of the exponential function, one sees that the risk-sensitive criterion captures all moments of the cumulative cost $\int_0^T \theta c(X_s, Z_s) ds$. Thus, it can be viewed as an extension of the ‘mean-variance’ criterion. But unlike the latter, it is amenable to dynamic programming. If we let $\theta \searrow 0$ in (1.3), we formally recover the average cost as a limiting case (risk-neutral case). Also note that in classical criteria, cost minimization is equivalent to reward maximization by a flip of a sign of the running cost. In risk-sensitive control, this is not so, you get a different problem (see Section 5).

The studies cited above, deal with the case where $g = 0$. In this article we consider the problem where the jump component is present, that is $g \neq 0$. To the best of our knowledge, there is no work in the literature that considers ergodic risk-sensitive control problems for jump diffusions. There are few recent studies [29, 32, 33] that consider finite horizon risk-sensitive control problems for a particular class of jump diffusions. The main goals of this paper are the following: (a) characterize the optimal value $\mathcal{E}^*$ as the principal eigenvalue of the quasi-linear operator in (1.2), (b) establish uniqueness of the value function $V$, and (c) develop verification results for the optimal Markov controls. We establish all these results under a blanket geometric ergodicity hypothesis on the dynamics. Similar results are also obtained for the risk-sensitive maximization problem without imposing a blanket stability hypothesis, but instead, under a near-monotone structural assumption.

We compare the results and methodology in this paper to the existing literature. There are two main approaches in the study of ergodic risk-sensitive control problems for the case $g = 0$ (with compact action space). The first approach, consists of formulating a discounted risk-sensitive control problem, and then, by taking a suitable normalization of the discounted value function, deriving (1.2) as a vanishing discount limit; see, for instance, [22, 61]. In the second approach, one starts from the Dirichlet eigenvalue problem on bounded domains, and derives (1.2) as the limit over a sequence of expanding domains which covers $\mathbb{R}^d$ [7, 20]. Using the first approach, it is possible to show that $(V, \mathcal{E}^*)$ is an eigenpair of (1.2), but concluding that $\mathcal{E}^*$ is the principal eigenvalue is not an easy task. This property is important in establishing uniqueness of the value function $V$. In contrast, the second approach directly obtains $\mathcal{E}^*$ as the principal eigenvalue. It is also important to note that unlike the case of $g = 0$, the logarithmic transformation of the value function $V$ does not lead to a HJB equation corresponding to some stochastic control problem. In this work we follow the second approach, taking the path of [7]. The first hurdle arises from the fact that almost nothing is known for the eigenvalue problem of the operator in (1.2) on bounded domains. A recent study [30] addresses the eigenvalue problem on a bounded domain for stable-like operators. However, our operator is not of this type. So we first study the spectral properties in Section 2 for bounded domains. The next challenge is how to pass to the limit as the domain increases to $\mathbb{R}^d$. Note that the operator is non-local and Harnack’s inequality, which asserts that the eigenfunctions
are locally uniformly bounded, fails, in general, for this class of operators (see [8, Example 1.1]). Therefore, the standard method followed in [7, 18] does not apply, and instead, we use the Lyapunov function to construct a barrier, together with a novel method to establish a lower bound of the limit of the eigenvalues on bounded domains (see Lemma 4.2). Finiteness of the characteristic measure $\Pi$ is crucial in this approach. More precisely, we treat the nonlocal integration as a zeroth order perturbation of the local pde, and apply a generalized Harnack’s inequality. The same method does not work if $\Pi$ is a non-finite measure. Our approach also provides an alternative way of finding the principal eigenfunction and eigenvalue in situations where Harnack’s inequality may not be available, for instance, Markov chains with a general state space. On the other hand, for the maximization problem, we use the near-monotone property of the running cost to bound the eigenfunctions. We should also point out that the analysis of [7] heavily uses the twisted process, or Doob’s $h$-transformation, but such a transformation is not simple to construct for the jump diffusion model. So we rely heavily on the stochastic representation of the principal eigenfunction, and use it cleverly to overcome the difficulties. To the best of our knowledge, these are the first results in the literature for the generalized eigenvalue problem in unbounded domains for semilinear operators with a non-local term. It should also be noted that we do not allow dependence on the control variable for the diffusion. This is a standard setting (see [2]) and allows us to construct a strong Markov process under any stationary Markov control. To elaborate on this matter, recall that one of our main goals is to obtain a verification of optimality result. The optimal stationary Markov controls $v$ are obtained via a measurable selection argument (see Theorem 1.1), hence, we do not have any information about their regularity. Thus if we allow $\sigma$ to depend on the control parameter $\zeta$, then $x \mapsto a(x, v(x))$ is only measurable and not continuous, in general. Therefore, it becomes difficult to give a meaning to the solution to (1.1) under arbitrary stationary Markov controls. Additional hypotheses are needed to guarantee, for example, that $x \mapsto a(x, v(x))$ is continuous. For this reason, we let the diffusion coefficient $\sigma$ to be independent of the control.

The tools we develop in Section 2 are useful in the study of the exit rate problem, which seeks to maximize the rate function

$$\limsup_{T \to \infty} \frac{1}{T} \log \mathbb{P}_x(\tau > T),$$

where $\tau$ is the first exit time from a smooth domain $D$, and $Z$ is an admissible control. It turns out that the optimal value of this problem is the principal eigenvalue of a suitable operator. For $g = 0$ the exit rate problem is considered in [13, 23]. Such problems arise in reliability theory where one often wants to confine the controlled process to a prescribed region of its state space for as long as possible. In Section 3 we provide a complete characterization (see Theorem 3.2) to the exit rate problem, including verification of optimality results.

Before concluding the introduction let us mention another line of research involving large deviation treatment to the risk-sensitive control problems. These problems deal with the risk-sensitive control problems for small noise controlled diffusion and then, letting the noise to zero, one obtains a deterministic control problem related to the $H_\infty$ control. These problems originated from the works of Whittle [72, 73] and were later developed by several authors including Fleming-McEneaney [42], James [53], Bensoussan-Freshe-Nagai [15], Bensoussan-Nagai [16] and others. We would like to explore this direction in future for the above mentioned ergodic risk-sensitive control problems.

The rest of the paper is organized as follows: In the next section we describe the model, and state the assumptions and the main results. Section 2 studies the Dirichlet eigenvalue problem on bounded domains under more general hypotheses, and Section 3 is devoted to the exit rate control problem. The proofs or the results in Section 2 are in Section 6. Section 4 is devoted to the study of the eigenvalue problem in $\mathbb{R}^d$ and the risk sensitive minimization problem, while Section 5 treats the maximization problem.
1.1. **Notation.** We denote by \( \tau(A) \) the first exit time of the process \( \{ X_t \} \) from the set \( A \subset \mathbb{R}^d \), defined by
\[
\tau(A) := \inf \{ t > 0 : X_t \not\in A \}.
\]
The open ball of radius \( r \) centered at \( x \in \mathbb{R}^d \) is denoted by \( B_r(x) \), and \( B_r \) without an argument denotes the ball centered at 0. We let \( \tau_r := \tau(B_r) \), and \( \bar{\tau}_r := \tau(B_r^c) \).

The complement and closure of a set \( A \subset \mathbb{R}^d \) are denoted by \( A^c \) and \( \bar{A} \), respectively, and \( \mathbb{I}_A \) denotes its indicator function. The minimum (maximum) of two real numbers \( a \) and \( b \) is denoted by \( a \wedge b \) (\( a \vee b \)), respectively, and \( a^\pm := (\pm a) \vee 0 \). The inner product of two vectors \( x \) and \( y \) in \( \mathbb{R}^d \) is denoted as \( x \cdot y \), for \( (x, y) \), \( \cdot \) denotes the Euclidean norm, \( x^T \) stands for the transpose of \( x \), and \( \text{Tr} \) denotes the trace of a square matrix \( S \).

The term **domain** in \( \mathbb{R}^d \) refers to a nonempty, connected open subset of the Euclidean space \( \mathbb{R}^d \). For a domain \( D \subset \mathbb{R}^d \), the space \( C^k(D) \) \( (C^k_b(D)) \), \( k \geq 0 \), refers to the class of all real-valued functions on \( D \) whose partial derivatives up to order \( k \) exist and are continuous (and bounded), \( C^k(D) \) denotes its subset consisting of functions that have compact support, and \( C^k_0(D) \) the closure of \( C^k_c(D) \). The space \( L^p(D) \), \( p \in [1, \infty) \), stands for the Banach space of (equivalence classes of) measurable functions \( f \) satisfying \( \int_D |f(x)|^p \, dx < \infty \), and \( L^\infty(D) \) is the Banach space of functions that are essentially bounded in \( D \). The standard Sobolev space of functions on \( D \) whose generalized derivatives up to order \( k \) are in \( L^p(D) \), equipped with its natural norm, is denoted by \( W^{k,p}(D) \), \( k \geq 0, p \geq 1 \). In general, if \( \mathcal{X} \) is a space of real-valued functions on \( D \), \( \mathcal{X}_{\text{loc}} \) consists of all functions \( f \) such that \( f \phi \in \mathcal{X} \) for every \( \phi \in C_c(\mathcal{X}) \). Likewise, we define \( W^{k,p}_{\text{loc}}(D) \).

For a nonnegative function \( f \in C(\mathbb{R}^d) \), we use \( \mathcal{O}(f) \) to denote the subspace of functions \( g \in C(\mathbb{R}^d) \) such that \( \sup_{x \in \mathbb{R}^d} \frac{|g(x)|}{1 + f(x)} < \infty \).

1.2. **Description of the problem.** The controlled jump diffusion process \( \{ X_t \}_{t \geq 0} \) in \( \mathbb{R}^d \) is governed by the Itô equation
\[
dX_t = b_0(X_t, Z_t) \, dt + \sigma(X_t) \, dW_t + \int_{\mathbb{R}^m \setminus \{0\}} g(X_{t-}, Z_t, \xi) \, \tilde{N}(dt, d\xi), \quad X_0 = x \in \mathbb{R}^d.
\]
Here, \( W \) is a \( d \)-dimensional standard Wiener process, and \( \tilde{N} \) is a martingale measure in \( \mathbb{R}^m \), corresponding to a Poisson random measure \( N \). In other words, \( \tilde{N}(t, A) = N(t, A) - t \Pi(A) \), with \( \mathbb{E}[N(t, A)] = t \Pi(A) \) for any Borel subset \( A \) in \( \mathbb{R}^m \setminus \{0\} \), where \( \Pi \) is a finite measure on \( \mathbb{R}^m \setminus \{0\} \). The processes \( W \) and \( \tilde{N} \) are independent and defined on a complete probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \).

The control process \( \{ Z_t \}_{t \geq 0} \) takes values in a compact metric space \( Z \), is predictable with respect to \( \mathcal{F}_s \), and is non-anticipative: for \( s < t \), \( \{ W_t - W_s, N(t, \cdot) - N(s, \cdot) \} \) is independent of \( \mathcal{F}_s := \sigma\{ X_0, Z_r, W_r, N(r, \cdot) : r \leq s \} \) relative to \( (\mathcal{F}, \mathbb{P}) \).

The process \( Z \) is called an **admissible** control, and the set of all admissible control is denoted by \( \mathfrak{Z} \).

Let \( a = \frac{1}{2} \sigma \sigma^T \). We impose the following assumptions to guarantee existence of solution of (1.5).

(A1) **Local Lipschitz continuity:** for some constant \( C_R > 0 \) depending on \( R > 0 \), the functions
\[
\sigma = [\sigma^j] : \mathbb{R}^d \to \mathbb{R}^{d \times d}, \quad b : \mathbb{R}^d \times Z \to \mathbb{R}^d, \quad \text{and} \quad g : \mathbb{R}^d \times \mathbb{R}^m \to \mathbb{R}^d
\]

satisfy
\[
|b_0(x, \zeta) - b_0(y, \eta)|^2 + ||\sigma(x) - \sigma(y)||^2 + \int_{\mathbb{R}^m \setminus \{0\}} |g(x, \zeta, \xi) - g(y, \eta, \xi)|^2 \Pi(d\xi) \leq C_R |x - y|^2
\]
for all \( x, y \in \mathcal{B}_R \) and \( \zeta, \eta \in Z \), where \( ||\sigma|| := \sqrt{\text{Tr}(\sigma \sigma^T)} \). We also assume that \( b \) and \( g \) are continuous.

(A2) **Affine growth condition:** For some constant \( C_0 > 0 \), we have
\[
\sup_{\zeta \in Z} \langle b_0(x, \zeta), x \rangle^+ + ||\sigma(x)||^2 + \sup_{\zeta \in Z} \int_{\mathbb{R}^m \setminus \{0\}} |g(x, \zeta, \xi)|^2 \Pi(d\xi) \leq C_0(1 + |x|^2) \quad \forall x \in \mathbb{R}^d.
\]
(A3) Nondegeneracy: For each $R > 0$, it holds that
\[ \sum_{i,j=1}^{d} a^{ij}(x) \eta_i \eta_j \geq C_R^{-1} |\eta|^2 \quad \forall x \in B_R, \forall \eta = (\eta_1, \ldots, \eta_d)^T \in \mathbb{R}^d. \]

With $\mathcal{B}(\mathbb{R}^d)$ denoting the Borel $\sigma$-algebra of $\mathbb{R}^d$, we define
\[ \nu(x, \zeta, A) := \Pi(\{ \xi \in \mathbb{R}^m \setminus \{0\} : g(x, \zeta, \xi) \in A \}), \quad A \in \mathcal{B}(\mathbb{R}^d), \]
and
\[ \tilde{\nu} := \nu(x, \zeta, \mathbb{R}^d) = \Pi(\mathbb{R}^m \setminus \{0\}). \] (1.8)

Note that $\int_{\mathbb{R}^d} |z|^2 \nu(x, \zeta, dz) \leq C_0 (1 + |x|^2)$ by (A2). Also, (A2) and the finiteness of $\Pi$ imply that $x \mapsto \int_{\mathbb{R}^d} z \nu(x, \zeta, dz)$ has at most affine growth in $x$. Moreover, since $g$ is continuous, it follows that $(x, \zeta) \mapsto \int_{\mathbb{R}^d} f(z) \nu(x, \zeta, dz)$ is continuous for every continuous function $f \in \mathcal{O}(|z|^2)$.

It is well known that under hypotheses (A1)–(A2), the stochastic differential equation in (1.5) has a unique strong solution for every admissible control (see for example, [46]). By a Markov control, we mean an admissible control of the form $\nu(t, X_t)$ for some Borel measurable function $\nu: \mathbb{R}_+ \times \mathbb{R}^d \to \mathcal{Z}$. If $\nu$ is independent of $t$, we call it a stationary Markov control, and the set of all stationary Markov controls is denoted by $\mathfrak{Z}_{sm}$. The hypotheses in (A1)–(A3) imply the existence of unique strong solutions under Markov controls, that is, $X_t$ solves
\[ dX_t = b_o(X_t, \nu(t, X_{t-}))) dt + \sigma(X_t) dW_t + \int_{\mathbb{R}^m \setminus \{0\}} g(X_{t-}, \nu(t, X_{t-}), \xi) \tilde{N}(dt, d\xi), \quad X_0 = x \in \mathbb{R}^d. \]

Indeed, as established in [49, Theorem 2.8], using the method of Euler’s approximations, the diffusion
\[ d\tilde{X}_t = b_o(\tilde{X}_t, \nu(t, \tilde{X}_{t-})) dt - \left( \int_{\mathbb{R}^m \setminus \{0\}} g(\tilde{X}_t, \nu(t, \tilde{X}_{t-}), \xi) \Pi(d\xi) \right) dt + \sigma(\tilde{X}_t) dW_t, \] (1.9)
with $X_0 = x \in \mathbb{R}^d$, has a unique strong solution for any Markov control $\nu$. As shown in [67, Theorem 14], since the Lévy measure is finite, the solution of (1.1) can be constructed in a piecewise fashion by concatenating the solutions of (1.9) between consecutive jumps (see also [59]). We mention here, parenthetically, the work of Veretennikov [70], which is probably the first one to establish existence of strong solutions for equations with a bounded measurable drift.

**Definition 1.1.** Let $c: \mathbb{R}^d \times \mathcal{Z} \to \mathbb{R}_+$ be a continuous function which represents the running cost. Given a control $Z \in \mathfrak{Z}$, the risk-sensitive penalty is defined by
\[ \mathcal{E}_x(c, Z) := \limsup_{T \to \infty} \frac{1}{T} \log \mathbb{E}_x \left[ e^{\int_0^T c(X_s, Z_s) \, ds} \right], \]
and the optimal value is defined as
\[ \mathcal{E}^* := \inf_{x \in \mathbb{R}^d} \inf_{Z \in \mathfrak{Z}} \mathcal{E}_x(c, Z). \]

An admissible control $Z^*$ is called optimal if $\mathcal{E}_x(c, Z^*) = \inf_{Z \in \mathfrak{Z}} \mathcal{E}_x(c, Z)$ for all $x \in \mathbb{R}^d$.

**Definition 1.2.** We define the semilinear operator $\mathcal{I}$ by
\[ \mathcal{I} f(x) := \text{Tr}(a(x) \nabla^2 f(x)) + \inf_{\zeta \in \mathcal{Z}} \{ I[f, x, \zeta] + b(x, \zeta) \cdot \nabla f(x) + c(x, \zeta) f(x) \} \] (1.10)
for $f \in C^2(\mathbb{R}^d) \cap C_0(\mathbb{R}^d)$, where
\[ I[f, x, \zeta] := \int_{\mathbb{R}^d} (f(x + z) - f(x)) \nu(x, \zeta, dz), \]
\[ b(x, \zeta) := b_o(x, \zeta) - \int_{\mathbb{R}^d} z \nu(x, \zeta, dz). \] (1.11)
We also define the operators $\mathcal{A}$ and $\mathcal{A}^c$ mapping $C^2(\mathbb{R}^d)$ to $C(\mathbb{R}^d \times Z)$ by
\[
\mathcal{A}u(x, \zeta) := \text{Tr}(a \nabla^2 u(x)) + I[u, x, \zeta] + b(x, \zeta) \cdot \nabla u(x),
\]
\[
\mathcal{A}^c u(x, \zeta) := \mathcal{A}u(x, \zeta) + c(x, \zeta) u(x),
\] (1.12)
and for $v \in \mathfrak{F}_{\text{sm}}$, we often use the simplifying notation
\[
I_v[f, x] = I[f, x, v(x)], \quad b_v(x) := b(x, v(x)), \quad \text{and} \quad c_v(x) := c(x, v(x)).
\] (1.13)

For many of the results we enforce the following Foster–Lyapunov condition on the dynamics.

**Assumption 1.1.** In (a) and (b) below, $V \in C^2(\mathbb{R}^d)$ is some function taking values in $[1, \infty)$, $\tilde{C}$ is a positive constant, and $\mathcal{K} \subset \mathbb{R}^d$ is a compact set.

(a) If $c$ is bounded, we assume without loss of generality that $\inf_{\mathbb{R}^d \times Z} c = 0$, and that there exists some constant $\gamma > \|c\|_{\infty}$ satisfying
\[
\mathcal{A}V(x, \zeta) \leq \tilde{C} \mathcal{I}_\mathcal{K}(x) - \gamma V(x) \quad \forall (x, \zeta) \in \mathbb{R}^d \times Z.
\] (1.14)

(b) If $c$ is not bounded, we assume that there exists an inf-compact function $\ell$ such that $\ell - c$ is inf-compact, and
\[
\mathcal{A}V(x, \zeta) \leq \tilde{C} \mathcal{I}_\mathcal{K}(x) - \ell(x) V(x) \quad \forall (x, \zeta) \in \mathbb{R}^d \times Z.
\] (1.15)

In both cases (a) and (b) we also assume that the map
\[
x \mapsto \int_{\mathbb{R}^d} \max_{\zeta \in Z} V(x + g(x, \zeta, \xi)) \Pi(d\xi)
\] (1.16)
is locally bounded.

As well known (see [7]), if $a$ and $b$ are bounded, it might not be possible to find an unbounded function $\ell$ satisfying (1.15). This is the reason for (1.14).

Before we proceed further, let us exhibit two classes of dynamics satisfying Assumption 1.1.

**Example 1.1.** Suppose that $\sup_{\zeta \in Z} b(x, \zeta) \cdot x \leq -\kappa |x|^\alpha$ outside a compact set for some $\alpha \in [1, 2]$, and $a$ is bounded. Define $V(x) := \exp(\theta \sqrt{|x|^2 + 1})$. Then an easy calculation shows that
\[
\mathcal{I}V(x) \leq \kappa_1 \left( \mathcal{I}_{\mathcal{K}_1}(x) + \theta \frac{1}{\sqrt{|x|^2 + 1}} + \theta^2 \frac{|x|^2}{|x|^2 + 1} \right) V(x)
\]
\[
- \theta \frac{|x|^\alpha}{\sqrt{|x|^2 + 1}} V(x) + \int_{\mathbb{R}^d} (V(x + z) - V(x)) \nu(x, \zeta, dz)
\]
for some constant $\kappa_1$, and a compact set $\mathcal{K}_1$. Now suppose that $\text{support}(\nu(x, \zeta, \cdot)) \subset B(0, \eta)$ for all $x \in \mathbb{R}^d$ and $\zeta \in Z$ (i.e., $g$ is bounded). Then, since $V(x + z) \leq V(x) \exp(2\theta|z|)$ by the mean-value theorem, we obtain
\[
\int_{\mathbb{R}^d} (V(x + z) - V(x)) \nu(x, dz) \leq V(x)(e^{2\theta \eta} - 1) \bar{\nu}.
\]
Thus, if $\alpha > 1$, and we choose $\ell \sim |x|^\alpha - 1$, (1.15) is satisfied. For $\alpha = 1$, if we assume that $\eta$ is sufficiently small so that
\[
\int_{\mathbb{R}^d} (e^{2\theta |z|} - 1) \nu(x, \zeta, dz) < \theta_1 \theta
\]
for some $\theta_1 < 1$ and all $\theta \in (0, 1)$, then by choosing $\theta$ suitably small we obtain (1.14).
Example 1.2. If the measure $\nu$ is heavy-tailed, it is not possible to use exponential Lyapunov functions $V$ like the one used in Example 1.1. Suppose, for simplicity, that $\nu$ is translation invariant, that is, $g(x, \zeta, \xi)$ does not depend on $x$ and $\zeta$, and that $\int |z|^\theta \nu(dz) < \infty$ for $\theta \in [0, \theta_0)$ for some $\theta_0 > 1$, and $\int |z|^\theta \nu(dz) = \infty$. In such a case, (1.1) has a strong solution, even though (A2) is not satisfied if $\theta_0 < 2$. With

$$\mathfrak{A}[f](x) := \int_{\mathbb{R}^d \setminus \{0\}} \left( f(x + z) - f(x) - z \cdot \nabla f(x) \right) \nu(dz),$$

we write $A$ as

$$Af(x, \zeta) = \text{Tr}(a\nabla^2 f(x)) + \mathfrak{A}[f](x) + b_o(x, \zeta) \cdot \nabla f(x). \quad (1.17)$$

Note that the drift $b_o$ in (1.5) appears here, and not the modified $b$ in (1.11). Suppose that there exists a positive definite symmetric matrix $S \in \mathbb{R}^{d \times d}$ such that

$$x^T S b_o(x, \zeta) \leq C_0 - C_1 (x^T S x). \quad (1.18)$$

This is, for example, the case for stable linear drifts with a nonlinear perturbation that has sublinear growth. Assume also that $\sigma$ has sublinear growth. Consider a Lyapunov function $V \in C^2(\mathbb{R}^d)$ which agrees with $(x^T S x)^{\theta/2}$ outside some ball. Then (1.18) and the sublinear growth of $\sigma$ imply that for every $\epsilon > 0$, there exists a constant $C_0(\epsilon)$ such that

$$\text{Tr}(a\nabla^2 V(x)) + b_o(x, \zeta) \cdot \nabla V(x) \leq C_0(\epsilon) - (C_1 - \epsilon)\theta V(x). \quad (1.19)$$

On the other hand, as shown in [9, Lemma 5.1], if $\theta < \theta_0$, then $x \mapsto |x|^{-\theta} \mathfrak{A}[\mathbb{V}](x)$ vanishes at infinity if $\theta \in [1, 2)$ and $\mathfrak{A}[\mathbb{V}](x) \sim |x|^{\theta - 2}$ if $\theta \geq 2$. Thus, (1.19) shows that (1.14) is satisfied for any $\gamma < C_1\theta_0$. We mention parenthetically that (1.14) holds for a Lyapunov function taking the form above in the case of multiclass queueing networks in the Halfin–Whitt regime with reneging [9, Theorem 3.5].

Examing the proof of [9, Lemma 5.1], the estimates of the growth of $\mathfrak{A}[\mathbb{V}](x)$ depend only on the values of $\int_{\mathbb{R}^d} |z|^{\theta} \nu(dz)$ and $\int_{\mathbb{R}^d \setminus \{0\}} |z|^{2\theta} \nu(dz)$. Therefore, scaled versions of these estimates can be derived to address general measures $\nu(x, dz)$ encountered here. But it should be clear from the preceding discussion that, in general, if $\sup_{x, \zeta} b_o(x, \zeta)$ has strict sublinear growth in $x$, and $\nu$ is heavy-tailed, that is, $\int |z|^\theta \nu(dz) = \infty$ for some $\theta_0 > 0$, then (1.15) cannot be satisfied. This is because, according to [9, Corollary 5.3], the resulting process is at most strictly subgeometrically ergodic, whereas (1.15) implies geometric ergodicity.

We are now ready to state one of our main results, whose proof is in Section 4. This is Theorem 1.1 below, which establishes the existence of an optimal stationary Markov control, as well as verification of optimality. Recall the definition of $O(f)$ from Section 1.1.

**Theorem 1.1.** Grant (A1)–(A3) and Assumption 1.1. Then the following hold.

(a) There exists a unique positive function $V \in W^{2,p}(\mathbb{R}^d) \cap O(\nu)$ satisfying

$$\mathcal{I} V(x) = \mathcal{E}^* V(x) \quad \text{a.e. in } \mathbb{R}^d, \quad V(0) = 1.$$

(b) There exists a measurable $v: \mathbb{R}^d \to \mathbb{Z}$ satisfying

$$I_v [V, x] + b_v(x) \cdot \nabla V(x) + c_v(x) V(x) = \min_{\zeta \in \mathbb{Z}} \left\{ I[V, x, \zeta] + b(x, \zeta) \cdot \nabla V(x) + c(x, \zeta) V(x) \right\}. \quad (1.20)$$

(c) A stationary Markov control $v$ is optimal in the sense of Definition 1.1 if and only if it satisfies (1.20) a.e. in $\mathbb{R}^d$. Moreover, for such a control $v$ we have $\mathcal{E}_x(c, v) = \mathcal{E}^*$ for all $x \in \mathbb{R}^d$, or in other words, the risk-sensitive value does not depend on the initial condition $x \in \mathbb{R}^d$. \


Remark 1.1. We say that $\nu$ has locally compact support if for every $r > 0$ there exist $R = R(r)$ such that $\nu(x, \zeta, B^\nu_r) = 0$ for all $x \in B_r$ and $\zeta \in \mathcal{Z}$. Concerning Theorem 1.1, if $x \to c(x, \zeta)$ is locally Hölder continuous, and $\nu$ has locally compact support, then $V \in C^{2,\delta}(\mathbb{R}^d) \cap \mathcal{O}(\mathcal{V})$, for some $\delta \in (0, 1)$, by elliptic regularity. To see this, let $f$ be a Lipschitz-continuous function on $\mathbb{R}^d$, with Lipschitz constant $\text{Lip}_f$. Then, using (1.6) and (1.8) and the Cauchy–Schwarz inequality, we obtain

$$
\left| \int_{\mathbb{R}^d} f(x + z)\nu(x, \zeta, dz) - \int_{\mathbb{R}^d} f(y + z)\nu(y, \zeta, dz) \right|
\leq \int_{\mathbb{R}^d \setminus \{0\}} |f(x + g(x, \zeta, \xi)) - f(y + g(y, \zeta, \xi))| \Pi(d\xi)
\leq \bar{\nu} \text{Lip}_f (1 + \sqrt{CR}) |x - y| \quad \forall x, y \in B_r.
$$

This shows that the map $f \mapsto I[f, \cdot, \zeta]$ preserves local Lipschitz continuity, uniformly in $\zeta$. Then the regularity of $V$ follows from standard elliptic theory. In the case when $\nu$ does not have locally compact support, sufficient conditions for the regularity of $V$ can be obtained by combining Lemma 5.3 and Theorem 5.3 of [10].

Remark 1.2. One can also consider a risk-sensitive maximization problem under the assumptions of Theorem 1.1. This can be done using the results of Section 4 together with the approach of [24, Theorem 3.1].

Remark 1.3. The results of Theorem 1.1 also hold under more general hypotheses. For instance, if we restrict our class of controls to the set of all stationary Markov controls and assume that $x \mapsto \int_A \frac{|z|^2}{1 + |z|^2} \nu(x, d\zeta)$ is continuous and bounded for all $A \in \mathcal{B}(\mathbb{R}^m \setminus \{0\})$, then it is known that every martingale problem is well-posed and the family of martingale solutions are strong Markov [68, Theorem 4.3]. All the results of this article hold in this set up.

Remark 1.4. The risk-sensitive minimization problem with a near-monotone hypothesis on the running cost is also of interest. Here, we can replace the blanket stability in Assumption 1.1 with a stabilizability hypothesis, namely that (1.15) holds under some Markov control. Then existence of a principal eigenfunction $V$ on the whole space can be shown. However, asserting that the eigenvalue equals $\mathcal{E}^*$ and the verification of optimality results require additional hypotheses; see [5].

We also consider a risk-sensitive maximization problem without the blanket stability hypotheses in Assumption 1.1. This assumption is replaced by a near-monotone hypothesis on the running cost (see (H) in Section 5), which penalizes the growth of the process at infinity under any optimal control. Our main result on the maximization problem, which also requires (A4) and (H) in Section 5, can be roughly stated as follows.

**Theorem 1.2** (Informal statement). Under (A1)–(A4) and (H), results analogous of Theorem 1.1 hold for the maximization problem in (5.3).

For detailed statements and their proofs we refer to Section 5.

In concluding this section, we discuss the difficulties encountered in extending the results to the case where $\Pi(\mathbb{R}^m \setminus \{0\}) = \infty$. To our understanding, this class of problems are more difficult because of the hurdles appearing in the study of associated eigenvalue problems and nonlinear Dirichlet problems. Note that when $\Pi$ has finite mass we can treat the nonlocal term as a zeroth order perturbation, but the same is not true when $\Pi$ is not finite.

There is a large body of work dealing with nonlinear nonlocal operators where the nonlocal kernel resembles the fractional Laplacian. These operators are called stable-like by Bass [12]. However, whereas Harnack estimates have been established for such operators (see [27]), they do not cover the case when a zeroth order term, that is, the term due to $c$, is present.
In summary then, we can distinguish two main classes of operators. The first, is the class of operators studied in this paper, which contain a non-degenerate Brownian motion term and a nonlocal term with finite characteristic measure, but whose kernel has no particular regularity and could be singular with respect to the Lebesgue measure. As mentioned earlier, for stochastic networks in the Halfin–Whitt regime, these operators correspond to networks with asymptotically negligible service interruptions.

For the second class, we replace \( \text{Tr}(a \nabla^2 f(x)) + J[f](x) \) in (1.17) with a stable-like operator. For such operators, the nonlocal term has a nice density, and the resulting process is open set irreducible [9, Theorem 3.1]. Such operators are encountered in stochastic networks with heavy-tailed arrivals [9, Section 4.1]. Risk-sensitive control for this class of systems remains an open problem primarily due to the lack of Harnack estimates mentioned earlier.

2. The Eigenvalue Problem in Bounded Domains

In this section we consider the principal eigenvalue problem for nonlocal operators on bounded domains and establish several properties. The assumptions here are more general than (A1)–(A3), and the proofs are purely analytical, and devoid of probabilistic arguments. These results are crucial for the study of the risk-sensitive control problems appearing later in the paper. The proofs of the results stated in this section can be found in Section 6.

Let \( D \) be a bounded smooth domain in \( \mathbb{R}^d \). Without any loss of generality we may assume that \( 0 \in D \). Let us point out that compactness of \( Z \) and nonnegativity of \( c \) are not required in this section. We define the (uncontrolled) linear operators \( A \) and \( A_c \) by

\[
A f(x) := \text{Tr}(a(x) \nabla^2 f(x)) + I[f,x] + b(x) \cdot \nabla u(x),
A_c f(x) := A f(x) + c(x) f(x),
\]

(2.1)

with \( I[f,x] \) given by (1.11), with \( \nu \) not depending on the parameter \( \zeta \).

Assumption 2.1 which follows, is enforced throughout this section, without further mention.

Assumption 2.1. The following hold.

1. The map \( x \mapsto a(x) \) is continuous in \( \bar{D} \), and there exists a positive constant \( \kappa \) such that \( \kappa I \leq a(x) \leq \kappa^{-1} I \) for all \( x \in \bar{D} \), where \( I \in \mathbb{R}^{d \times d} \) denotes the identity matrix.
2a. For the operators \( A \) ad \( A_c \) in (2.1): \( b: D \to \mathbb{R}^d \) and \( c: D \to \mathbb{R} \) are Borel measurable and bounded, and \( x \mapsto \nu(x, \mathbb{R}^d) \) is locally bounded.
2b. For the operator \( \mathcal{I} \) in (1.10): \( b: D \times Z \to \mathbb{R}^d \) and \( c: D \times Z \to \mathbb{R} \) are continuous and bounded, and \( (x, \zeta) \mapsto \sup_{\zeta \in Z} \nu(x, \zeta, \mathbb{R}^d) \) is locally bounded.

Next, we define the generalized Dirichlet principal eigenvalue \( \lambda_D \) of \( \mathcal{I} \) (or \( A_c \)) on a domain \( D \). Let \( C_{b,+}(\mathbb{R}^d) \) denote the cone in \( C_b(\mathbb{R}^d) \) consisting of nonnegative functions. We define

\[
\Psi^+(\lambda) := \{ \psi \in C_{b,+}(\mathbb{R}^d) \cap W^{2,d}_{\text{loc}}(D) : \psi > 0 \text{ in } D , \mathcal{I}\psi(x) - \lambda \psi \leq 0 \text{ in } D \},
\]

and let

\[
\lambda_D(\mathcal{I}) := \inf \{ \lambda \in \mathbb{R} : \Psi^+(\lambda) \neq \emptyset \}.
\]

The eigenvalue \( \lambda_D(A_c) \) is defined in the same manner.

The first main result of this section is the following. Its proof relies on the nonlinear Krein–Rutman theorem in [4].
Theorem 2.1. Let $D$ be a $C^{1,1}$ bounded domain in $\mathbb{R}^d$. There exists a unique $\psi_D \in C_{b,+}(\mathbb{R}^d) \cap W^{2,p}_{\text{loc}}(D)$, $p > d$, satisfying
\[
\mathcal{I}\psi_D = \lambda_D(\mathcal{I}) \psi_D \quad \text{in } D, \\
\psi_D = 0 \quad \text{in } D^c, \\
\psi_D > 0 \quad \text{in } D, \quad \psi_D(0) = 1.
\]
Moreover, if $u \in C_{b,+}(\mathbb{R}^d) \cap W^{2,p}_{\text{loc}}(D)$, $p > d$, is positive in $D$ and satisfies
\[
\mathcal{I}u \leq \lambda u \quad \text{in } D,
\]
for some $\lambda \in \mathbb{R}$, then, either $\lambda > \lambda_D(\mathcal{I})$, or $\lambda = \lambda_D(\mathcal{I})$ and $u = \kappa \psi_D$ for some $\kappa > 0$. In addition, the assertions above hold for the operator $A^c$.

We refer to $\psi_D$ as the principal eigenfunction of $\mathcal{I}$ on $D$, and to $(\lambda_D, \psi_D)$ as the principal eigenpair. If the operator is not specified, $\lambda_D$ refers to the principal eigenvalue of $\mathcal{I}$ or $A^c$.

As a corollary to the proof of Theorem 2.1 we obtain the following monotonicity property with respect to the domain.

Corollary 2.1. Suppose that $D \subsetneq D'$. Then we have $\lambda_D < \lambda_{D'}$.

We next address the continuity properties with respect to the domain $D$. Let $\{D_n\}_{n \in \mathbb{N}}$ be a decreasing sequence of smooth domains whose intersection is $D$, and which satisfies an exterior sphere condition uniformly in $n \in \mathbb{N}$, that is, there exists $r > 0$ such that for all large $n$, every point of $\partial D_n$ can be touched from outside of $D_n$ with a ball of radius $r$.

Theorem 2.2. Let $D_n \to D$ as above. Then $\lambda_{D_n} \to \lambda_D$ as $n \to \infty$.

In the following theorem, we incorporate the dependence of $\lambda_D$ on $c$ explicitly in the notation, by writing this as $\lambda_D(c)$.

Theorem 2.3. For any two potentials $c$ and $c'$ the following hold.

(i) If $c \leq c'$, and $c' > c$ on a subset of $D$ with positive Lebesgue measure, then $\lambda_D(c) < \lambda_D(c')$.

(ii) For the operator $A^c$, we have $\lambda_D(\theta c + (1 - \theta)c') \leq \theta \lambda_D(c) + (1 - \theta)\lambda_D(c')$ for all $\theta \in [0,1]$.

3. A CONTROLLED EIGENVALUE PROBLEM

In this section we characterize the maximal exit rate probability
\[
\Theta_D := \sup_{\mathcal{Z} \subseteq \mathbb{R}} \limsup_{T \to \infty} \frac{1}{T} \log \mathbb{P}^Z(\tau(D) > T) \tag{3.1}
\]
for the jump diffusion model in (1.1) on a bounded $C^{1,1}$ domain $D$.

This topic has a long history in the context of continuous diffusions in the uncontrolled [38, 48, 65] and controlled [13, 23, 43] settings, and is linked to the general theory of quasi-stationary distributions [28].

We assume (A1)–(A3). Let $c = 0$, and denote the corresponding operator $\mathcal{I}$ in (1.10) as $\widetilde{\mathcal{I}}$, that is,
\[
\widetilde{\mathcal{I}} f(x) = \text{Tr}(a(x)\nabla^2 f(x)) + \inf_{\zeta \in \mathcal{Z}} \{I[f(x, \zeta) + b(x, \zeta) \cdot \nabla f(x)]\}.
\]

For a given $u \in C_0(D)$ we can define $v = \widetilde{\mathcal{I}} u$ to be the solution of
\[
\widetilde{\mathcal{I}}(-v) = u \quad \text{in } D, \quad \text{and } \quad v = 0 \quad \text{in } D^c.
\]

Then we can apply the tools of Section 2 on $\widetilde{\mathcal{I}}$ (see also, Section 6) to obtain the following.

Theorem 3.1. The following hold.
(a) There exists a unique $\tilde{\psi}_D \in C_b(\mathbb{R}^d) \cap W^{2,p}_{\text{loc}}(D)$, $p > d$, and $\tilde{\lambda}_D < 0$ satisfying

$$\tilde{T}\tilde{\psi}_D = \tilde{\lambda}_D \tilde{\psi}_D \text{ in } D,$$

$$\tilde{\psi}_D = 0 \text{ in } D^c,$$

$$\tilde{\psi}_D < 0 \text{ in } D, \quad \tilde{\psi}_D(0) = -1.$$

(b) If $D_n \to D$ in the sense of Theorem 2.2, then $\lim_{n \to \infty} \tilde{\lambda}_{D_n} = \tilde{\lambda}_D$.

The main result in this section is Theorem 3.2 which asserts that $\Theta_D = \tilde{\lambda}_D$. As before, $\mathcal{F}$ denotes the set of admissible controls and the dynamics are given by (1.1). We need the following version of Itô's formula which plays a crucial role in this study.

Lemma 3.1. Let $\tau$ be the first exit time from a bounded domain $D$, and $c$ be bounded in $D$. Then for any $u \in W^{2,p}(D) \cap C_b(\mathbb{R}^d)$, $p > d$, we have

$$E_x\left[e^{\int_0^{\tau \wedge t} c(X_s, Z_s) \, ds} u(X_{\tau \wedge t}) - u(x)\right] = E_x\left[\int_0^{\tau \wedge t} e^{\int_0^s c(X_r, Z_r) \, dr} \mathcal{L}^c u(X_s, Z_s) \, ds\right], \quad t \geq 0,$$  

(3.3)

where $\mathcal{L}^c$ is as in (1.12).

Proof. We follow the technique of Krylov [57]. Consider a sequence of bounded, smooth functions $u_m$ such that

$$\|u_m - u\|_{W^{2,p}(D)} \to 0, \quad \|u_m\|_{C_b(\mathbb{R}^d)} \to 0, \quad \text{as } m \to \infty.$$  

By Itô’s formula we then have

$$E_x\left[e^{\int_0^{\tau \wedge t} c(X_s, Z_s) \, ds} u_m(X_{\tau \wedge t}) - u_m(x)\right] = E_x\left[\int_0^{\tau \wedge t} e^{\int_0^s c(X_r, Z_r) \, dr} \mathcal{L}^c u_m(X_s, Z_s) \, ds\right], \quad t \geq 0.$$  

(3.4)

By the compactness of the embedding $W^{2,p}(D) \hookrightarrow C^{1,\alpha}(D)$, it is easily seen that as $m \to \infty$, the following holds.

$$E_x\left[\int_0^{\tau \wedge t} \left(\left|I[u_m, X_s, Z_s] - I[u, X_s, Z_s]\right| + \left|u_m(X_s) - u(X_s)\right| \right. \right.$$  

$$\left. \left. + \left|\nabla u_m(X_s) - \nabla u(X_s)\right|\right) \, ds\right] \xrightarrow{m \to \infty} 0.$$  

Thus in order to pass to the limit in (3.4) to obtain (3.3), we only need to verify the passage to the limit for the term

$$E_x\left[\int_0^{\tau \wedge t} \text{Tr}(a\nabla^2 u_m)(X_s) \, ds\right].$$  

To verify this limit it is enough to show that

$$\left|E_x\left[\int_0^{\tau \wedge t} f(X_s) \, ds\right]\right| \leq \kappa \|f\|_{L^p(D)}$$  

(3.5)

for some constant $\kappa$ not depending on $f$. It is also enough if we prove this for functions $f$ that are nonnegative and Lipschitz in $D$. Let $w \in C^{2,\alpha}(D)$ be the unique solution to

$$\text{Tr}(a\nabla^2 w) = f \text{ in } D, \quad w = 0 \text{ on } \partial D.$$  

(3.6)

Applying the maximum principle [47, Theorem 9.1] we have $\sup_D |w| \leq \kappa \|f\|_{L^1(D)}$. By the Sobolev estimate [47, Theorem 9.14] we then have

$$\|w\|_{W^{2,p}(D)} \leq \kappa_1 \|f\|_{L^p(D)}$$  

(3.7)

for some constant $\kappa_1$. Thus, by Sobolev embedding and (3.7), we obtain

$$\|w\|_{C^{1,\alpha}(D)} + \|w\|_{C_b(\mathbb{R}^d)} \leq \kappa_2 \|w\|_{W^{2,p}(D)} \leq \kappa_2 \kappa_1 \|f\|_{L^p(D)}$$  

(3.8)
for some $\alpha \in (0,1)$. Therefore, applying Itô’s formula to (3.6), we deduce that
\[
\mathbb{E}_x \left[ \int_0^{\tau_{A \wedge t}} f(X_s) \, ds \right] = \mathbb{E}_x \left[ \int_0^{\tau_{A \wedge t}} \text{Tr}(a \nabla^2 w)(X_s) \, ds \right]
\]
\[
= \mathbb{E}_x \left[ w(X_{\tau_{A \wedge t}}) - w(x) - \mathbb{E}_x \left[ \int_0^{\tau_{A \wedge t}} I[w, X_s, Z_s] + b(X_s, Z_s) \cdot \nabla w(X_s) \, ds \right] \right]
\]
\[
\leq \kappa_3 \|f\|_{L^p(D)}
\]
for some constant $\kappa_3$ by (3.8). This establishes (3.5), and completes the proof.

**Remark 3.1.** More generally, (3.3) is valid for any $u \in W^{2,d}_{\text{loc}}(D)$ satisfying $I[u, \cdot] \in W^{2,d}_{\text{loc}}(D)$, provided $g$ is independent of $\zeta$. This can be shown by following the argument in [8, Lemma 4.1].

Recall the definition in (3.1). The main result of this section is the following.

**Theorem 3.2.** It holds that $\Theta_D = \tilde{\lambda}_D$. In addition, a stationary Markov control is optimal for the problem in (3.1) if and only if it is an a.e. measurable selector of (3.2).

**Proof.** We first show sufficiency. Let $v$ be a measurable selector of (3.2), that is,
\[
A_v \tilde{\psi}_D(x) := \text{Tr}(a \nabla^2 \tilde{\psi}_D)(x) + I_v[\tilde{\psi}_D, x] + b_v(x) \cdot \nabla \tilde{\psi}_D(x) = \tilde{\lambda}_D \tilde{\psi}_D \quad \text{a.e. in } D.
\]

With $\psi_D = -\tilde{\psi}_D$, we get
\[
A_v \psi_D(x) = \tilde{\lambda}_D \psi_D(x) \quad \text{a.e. in } D. \tag{3.9}
\]

Now consider a collection of smooth, increasing domains $D_k \Subset D$ such that $\cup_k D_k = D$. Let $\tau_k$ be the first exit time from $D_k$. Note that $\tau_k \leq \tau$ for all $k$. Since $\psi_D \in W^{2,p}(D_k)$ we can apply Lemma 3.1 to (3.9) to obtain
\[
\psi_D(x) = \mathbb{E}_x^{\tau_k} \left[ e^{-\tilde{\lambda}_D t \wedge \tau_k} \psi_D(X_{t \wedge \tau_k}) \right]
\]
\[
\leq e^{-\tilde{\lambda}_D t} \|\psi_D\|_\infty \mathbb{P}_x(t < \tau_k) + \left( \sup_{x \in D_k} \psi_D \right) e^{-\tilde{\lambda}_D t} \mathbb{P}_x(\tau_k \leq t)
\]
\[
\leq e^{-\tilde{\lambda}_D t} \|\psi_D\|_\infty \mathbb{P}_x(t < \tau) + \left( \sup_{x \in D_k} \psi_D \right) e^{-\tilde{\lambda}_D t} \mathbb{P}_x(\tau_k \leq t)
\]
\[
\xrightarrow{k \to \infty} e^{-\tilde{\lambda}_D t} \|\psi_D\|_\infty \mathbb{P}_x(t < \tau).
\]

We take logarithms on both sides, divide by $t$, and let $t \to \infty$ to obtain
\[
\tilde{\lambda}_D \leq \limsup_{t \to \infty} \frac{1}{t} \log \mathbb{P}_x(\tau > t) \leq \Theta_D. \tag{3.10}
\]

Next, consider a domain $D_n \Supset D$. Let $(\tilde{\psi}_n, \tilde{\lambda}_n) = (\tilde{\psi}_{D_n}, \tilde{\lambda}_{D_n})$ denote the corresponding eigenpair given in Theorem 3.1. Then, with $\psi_n := -\tilde{\psi}_n$, we have
\[
\text{Tr}(a \nabla^2 \psi_n)(x) + \sup_{\zeta \in Z} \{ I[\psi_n, x, \zeta] + b(x, \zeta) \cdot \nabla \psi_n(x) \} = \tilde{\lambda}_n \psi_n(x).
\]

Applying Lemma 3.1 in the domain $D$, and using the fact $\psi_n > 0$ in $D_n$, we see that for any $Z \in \mathcal{Z}$ we have
\[
\psi_n(x) \geq \mathbb{E}_x^Z \left[ e^{-\tilde{\lambda}_n t \wedge \tau} \psi_n(X_{t \wedge \tau}) \right]
\]
\[
\geq e^{-\tilde{\lambda}_n t} \left( \min_{D} \psi_n \right) \mathbb{P}_x^Z(\tau > t),
\]
from which we obtain
\[
\tilde{\lambda}_n \geq \limsup_{t \to \infty} \frac{1}{t} \log \mathbb{P}_x^Z(\tau > t).
\]
Since $Z$ is arbitrary, we have $\tilde{\lambda}_n \geq \Theta_D$, and thus letting $n \to \infty$ and applying Theorem 3.1 (b), we obtain $\tilde{\lambda}_D \geq \Theta_D$. Combining this with (3.10) we have $\lambda_D = \Theta_D$. Since $\lambda_D$ is the principal eigenvalue corresponding to any minimizing selectors, we have thus shown sufficiency.

We next prove necessity. Let $v$ be a optimal stationary Markov control, that is, it satisfies

$$\Theta_D = \limsup_{T \to \infty} \frac{1}{T} \log \mathbb{P}_x^v(\tau > T).$$

Let $(\theta_v, u)$ be a solution of

$$\mathcal{A}_v u = \theta_v u \quad \text{a.e. in } D,$$

with $u > 0$ in $D$, and $u = 0$ on $D^c$. Using the above arguments we obtain

$$\theta_v = \limsup_{T \to \infty} \frac{1}{T} \log \mathbb{P}_x^v(\tau > T) = \Theta_D.$$

By (3.2) we have

$$\mathcal{A}_v \psi_D(x) \leq \tilde{\lambda}_D \psi_D(x) \quad \text{a.e. in } D,$$

and $\psi_D = -\tilde{\psi}_D > 0$ in $D$. Since $\theta_v = \tilde{\lambda}_D$, it follows from Theorem 2.1 that $\psi_D = \kappa u$ for some $\kappa > 0$. Therefore, $v$ is a minimizing selector. This completes the proof. \hfill $\square$

4. Risk-sensitive control

In this section, we study the risk-sensitive control problem in Definition 1.1 for the controlled diffusion in (1.1), and characterize optimality via the risk-sensitive HJB equation in (1.2). Hypotheses (A1)–(A3) are in full effect in this section, without further mention. In Section 4.1 we study the eigenvalue problem for a linear operator, and use these results in Section 4.2 which is devoted to the proof of Theorem 1.1.

4.1. The eigenvalue problem in $\mathbb{R}^d$. Recall that $\mathcal{Z}_{\text{sm}}$ denotes the set of stationary Markov controls. As in the proof of Theorem 3.2, by $\mathcal{A}_v$, with $v \in \mathcal{Z}_{\text{sm}}$, we denote the linear operator

$$\mathcal{A}_v f(x) := \text{Tr}(a \nabla^2 f(x)) + L_v[f, x] + b_v(x) \cdot \nabla f(x), \quad f \in C^2(\mathbb{R}^d) \cap C_b(\mathbb{R}^d),$$

where we use the notation in (1.13). In analogy to the notation in (2.1), we define $\mathcal{A}_v^c := \mathcal{A}_v + c_v$.

We also use the notation

$$\mathcal{E}_x^v(c) := \limsup_{T \to \infty} \frac{1}{T} \log \mathbb{P}_x^v\left[e^{\int_0^T c_v(X_s) \, ds}\right], \quad \text{and } \mathcal{E}_x^v(c) := \inf_{x \in \mathbb{R}^d} \mathcal{E}_x^v(c), \quad v \in \mathcal{Z}_{\text{sm}}. \quad (4.1)$$

In the first part of this section we characterize $\mathcal{E}_x^v(c)$ as a principal eigenvalue of the operator $\lambda_{\mathbb{R}^d}(\mathcal{A}_v^c)$ in $\mathbb{R}^d$ (see (2.2)).

We keep in mind that, by Assumption 1.1, the operator $\mathcal{A}_v$ satisfies $\mathcal{A}_v \mathcal{V} \leq \tilde{C} \mathcal{V} - \gamma \mathcal{V}$ if $c$ is bounded, and $\mathcal{A}_v \mathcal{V} \leq \tilde{C} \mathcal{V} - \mathcal{V}$ otherwise. Also, for any fixed $v \in \mathcal{Z}_{\text{sm}}$, the operator $\mathcal{A}_v^c$ satisfies the hypotheses for $\mathcal{A}_c$ in Assumption 2.1, and thus the results of Section 2 apply. The main theorem in this section is the following.

Theorem 4.1. Grant Assumption 1.1. The following hold for each $v \in \mathcal{Z}_{\text{sm}}$.

(a) There exists a positive $\Psi_v \in \mathcal{W}_{\text{loc}}^{2,p}(\mathbb{R}^d) \cap \mathcal{O}(\mathcal{V})$, $p > d$, and $\lambda^v \in \mathbb{R}$ satisfying

$$\mathcal{A}_v \Psi_v + c_v \Psi_v = \lambda^v \Psi_v \quad \text{in } \mathbb{R}^d, \quad \text{and } \Psi_v(0) = 1. \quad (4.2)$$

(b) $\lambda^v = \lambda_{\mathbb{R}^d}(\mathcal{A}_v^c) = \mathcal{E}_x^v(c)$ for all $x \in \mathbb{R}^d$.

(c) The function $\Psi_v$ is the unique solution of (4.2) in $\mathcal{W}_{\text{loc}}^{2,d}(\mathbb{R}^d) \cap \mathcal{O}(\mathcal{V})$ with $\lambda^v = \lambda_{\mathbb{R}^d}(\mathcal{A}_v^c)$.
Note that \( I_v[\Psi_v, x] \) is well defined since \( \Psi_v \in \Theta(V) \) by Assumption 1.1.

The rest of this section is devoted to the proof of Theorem 4.1. The key steps involved in the
proof are as follows: (i) we start with the Dirichlet eigenvalue problems on a sequence of balls
increasing to \( \mathbb{R}^d \) and then justify the passage of limit in the equations; (ii) we show that the limits
of the principal eigenvalues on balls coincide with \( \mathcal{E}_v^*(c) \). We break down the proof in several
lemmas. One of the key lemmas is Lemma 4.1 where we obtain a stochastic representation for
the Dirichlet principal eigenfunctions of \( \mathcal{A}_v^c \). This representation (see (4.3)) is the main ingredient
in obtaining uniform local bounds for the eigenfunctions when we consider a sequence of domains
increasing to \( \mathbb{R}^d \). This we do in Lemma 4.3 where a stochastic representation is obtained for the
principal eigenfunction of \( \mathcal{A}_v^c \) in \( \mathbb{R}^d \). Lemma 4.2 establishes a lower bound on the limits of the
principal eigenvalues of \( \mathcal{I} \) over a sequence of increasing domains, which is required to prove the
stochastic representation in Lemma 4.3. In Lemma 4.5 we show that the principal eigenvalue of \( \mathcal{A}_v^c \)
on \( \mathbb{R}^d \) coincides with the risk sensitive value \( \mathcal{E}_v^* \) with respect to \( c_v \).

In the interest of economy of notation, we adopt the following definitions.

**Definition 4.1.** For \( v \in \mathcal{I}_{sm} \), we let
\[
\lambda_n^v := \lambda_{\mathcal{A}_n^c}(\mathcal{A}_v^c), \quad \text{and} \quad \lambda^v := \lim_{n \to \infty} \lambda_n^v.
\]

Also,
\[
\lambda_n := \lambda_{\mathcal{A}_n}(\mathcal{I}), \quad \text{and} \quad \lambda^* := \lim_{n \to \infty} \lambda_n.
\]

Here, as defined in Section 1.1, \( \mathcal{B}_n \) denotes the open ball of radius \( b \) centered at \( 0 \), and \( \lambda_{\mathcal{B}_n} \) is as in (2.2).

We begin with the following stochastic representation formula, inspired from [5, 7], for the Dirichlet
eigenfunction in the bounded domain. Recall from Theorem 2.1 that the Dirichlet eigenfunctions
in \( D \) belong to \( C_0(D) \cap W^{2,p}(D) \). This can also be seen by [47, Theorem 9.15].

**Lemma 4.1.** For \( v \in \mathcal{I}_{sm} \), let \( (\psi_n^v, \lambda_n^v) \in C_0(\mathcal{B}_n) \cap W^{2,p}(\mathcal{B}_n) \times \mathbb{R}, \ p > d, \) be the Dirichlet principal
eigenpair satisfying
\[
\mathcal{A}_n \psi_n^v + c_v \psi_n^v = \lambda_n^v \psi_n^v \quad \text{in} \ \mathcal{B}_n, \\
\psi_n^v = 0 \quad \text{in} \ \mathcal{B}_n^c, \\
\psi_n^v > 0 \quad \text{in} \ \mathcal{B}_n.
\]

Then for every \( r \in (0, n) \) we have
\[
\psi_n^v(x) = \mathbb{E}_x \left[ e^{\int_0^{\tau_r(c_v(X_s)-\lambda_n^v)} ds} \psi_n^v(X_{\tau_r}) \mathbf{1}_{\{\tau_r < \tau_n\}} \right] \quad \forall x \in \mathcal{B}_n \setminus \mathcal{B}_r, \quad (4.3)
\]
where \( \tau_r = \tau(\mathcal{B}_r^c) \) as defined in Section 1.1. In addition, for all \( n \in \mathbb{N} \), we have \( \lambda_n^v \leq \mathcal{E}_v^*(c) \) for \( x \in \mathcal{B}_n \).

**Proof.** Applying Lemma 3.1 and using the fact \( \psi_n^v = 0 \) in \( \mathcal{B}_n^c \), it follows that
\[
\psi_n^v(x) = \mathbb{E}_x \left[ e^{\int_0^{\tau_t(c_v(X_s)-\lambda_n^v)} ds} \psi_n^v(X_{\tau_t}) \mathbf{1}_{\{\tau_t < \tau_n\}} \right], \quad t \geq 0. \quad (4.4)
\]

Letting \( t \to \infty \) in (4.4), and applying Fatou’s lemma, we obtain
\[
\psi_n^v(x) \geq \mathbb{E}_x \left[ e^{\int_0^{\tau_r(c_v(X_s)-\lambda_n^v)} ds} \psi_n^v(X_{\tau_r}) \mathbf{1}_{\{\tau_r < \tau_n\}} \right]. \quad (4.5)
\]

Define
\[
c_v(x) := -\mathbf{1}_{\mathcal{B}_r}(x) + c_v(x),
\]
and let \( (\hat{\psi}_n^v, \hat{\lambda}_n^v) \) be the principal Dirichlet eigenpair of the operator \( \mathcal{A}_v^c := \mathcal{A}_v + c_v \) in \( \mathcal{B}_n \). Then from
Theorem 2.3 it follows that \( \lambda_n^v > \hat{\lambda}_n^v \) and therefore, by Theorem 2.2, we can find a ball \( \mathcal{B}_R \)
with \( R > n \) such that the principal Dirichlet eigenpair \((\hat{\psi}^\nu_R, \hat{\lambda}^\nu_R)\) of \( \mathcal{A}_n^\nu \) in \( \mathcal{B}_R \) satisfies \( \hat{\lambda}^\nu_n > \hat{\lambda}^\nu_R \). Then, we have

\[
\mathbb{E}_x^\nu \left[ e^{\int_0^t (c_v(X_s) - \hat{\lambda}^\nu_n) \, ds} \hat{\psi}^\nu_n(X_t) \mathbb{1}_{\{t < \tau_n \land \tau_n^*\}} \right] \\
\leq \mathbb{E}_x^\nu \left[ e^{\int_0^t (c_v(X_s) - \lambda^\nu_n) \, ds} \hat{\psi}^\nu_n(X_t) \mathbb{1}_{\{t < \tau_n \land \tau_n^*\}} \right] \\
\leq \frac{\max_{\mathcal{B}_n} \psi_n^\nu}{\min_{\mathcal{B}_n} \psi_R} \mathbb{E}_x^\nu \left[ e^{\int_0^t (c_v(X_s) - \hat{\lambda}^\nu_n) \, ds} \hat{\psi}^\nu_R(X_t) \mathbb{1}_{\{t < \tau_n \land \tau_n^*\}} \right] \\
\leq \frac{\max_{\mathcal{B}_n} \psi_n^\nu}{\min_{\mathcal{B}_n} \psi_R} \frac{e^{(\hat{\lambda}^\nu_R - \lambda^\nu_n) t} \hat{\psi}^\nu_R(x)}{t \to \infty} \to 0,
\]

where in the last inequality we use

\[
\hat{\psi}^\nu_R(x) \geq \mathbb{E}_x^\nu \left[ e^{\int_0^t (c_v(X_s) - \hat{\lambda}^\nu_R) \, ds} \hat{\psi}^\nu_R(X_t) \mathbb{1}_{\{t < \tau_n \land \tau_n^*\}} \right].
\]

Therefore, decomposing the integral in (4.4), and using the monotone convergence theorem and (4.6), we obtain

\[
\psi^\nu_n(x) \leq \mathbb{E}_x^\nu \left[ e^{\int_0^t (c_v(X_s) - \lambda^\nu_n) \, ds} \psi_n^\nu(X_{\tau_n}) \mathbb{1}_{\{\tau_n < \tau_n^*\}} \right].
\]

This together with (4.5) proves (4.3). The second assertion is quite standard, and follows from the Itô formula (see Lemma 3.1). This completes the proof. \( \square \)

For a diffusion as in (1.1) without the Lévy driving term, provided that the sequence of eigenvalues \( \{\lambda_n\} \) is bounded, Harnack’s inequality enables us to construct a principal eigenfunction on the whole space. A standard argument then shows that the limit \( \lim_{n \to \infty} \lambda_n \) cannot be a negative number. For the model at hand, this venue does not seem possible. However, in order to use the function \( \tilde{V} \) in (1.14) as a barrier for the sequence of Dirichlet solutions, as done in Lemma 4.3 later in this section, we need a lower bound of this limit. This is provided in following lemma which uses a weaker hypothesis than Assumption 1.1.

**Lemma 4.2.** Suppose there exist a positive function \( \tilde{V} \in C^2(\mathbb{R}^d) \), a constant \( \tilde{C} \), and a compact set \( \tilde{K} \), which satisfy

\[
\mathcal{A}\tilde{V}(x, \zeta) \leq \tilde{C}\mathbb{1}_{\tilde{K}}(x) - 1 \quad \forall (x, \zeta) \in \mathbb{R}^d \times \mathcal{Z},
\]

with \( \mathcal{A} \) as in (1.12). Then \( \lim_{n \to \infty} \lambda_{\mathcal{B}_n}(\mathcal{I}) \geq 0 \).

**Proof.** Since \( c \) is assumed nonnegative, then in view of Theorem 2.3 it is enough to prove the result for \( c \equiv 0 \). Also, without loss of generality, we assume that \( \tilde{K} \subset \mathcal{B}_1 \). We argue by contradiction. Suppose \( \lambda_n = \lambda_{\mathcal{B}_n}(\mathcal{I}) \not\to \lambda^* < 0 \). Let \( \psi_n \) be the eigenfunction of \( \mathcal{I} \) on \( \mathcal{B}_n \) normalized so that \( \min_{\mathcal{B}_1} \psi_n = 1 \). Its existence is asserted in Theorem 2.1. By Itô’s formula we have

\[
\psi_n(x) = \inf_{v \in \mathcal{A}_{3_{\text{sm}}}^\nu} \mathbb{E}_x^\nu \left[ e^{-\lambda_n (\tau_1 \wedge \tau_n)} \psi_n(X_{\tau_1 \wedge \tau_n}) \right],
\]

and the infimum is realized at some element of \( \mathcal{A}_{3_{\text{sm}}}^\nu \). Therefore, invoking Lemma 4.1, and the inequality \( \lambda_n < \lambda^* \), which holds by Corollary 2.1, we obtain

\[
\psi_n(x) \geq \inf_{v \in \mathcal{A}_{3_{\text{sm}}}^\nu} \mathbb{E}_x^\nu \left[ e^{-\lambda^* \tau_1} \psi_n(X_{\tau_1}) \mathbb{1}_{\{\tau_1 < \tau_n\}} \right] \\
\geq \inf_{v \in \mathcal{A}_{3_{\text{sm}}}^\nu} \mathbb{E}_x^\nu \left[ (1 - \lambda^* \tau_1) \mathbb{1}_{\{\tau_1 < \tau_n\}} \right].
\]

Let \( g_n(x) = \inf_{v \in \mathcal{A}_{3_{\text{sm}}}^\nu} \mathbb{E}_x^\nu(\tau_1 < \tau_n) \). It is clear that \( g_n(x) \), being a bounded solution of a Dirichlet problem, is in \( W^2,p_{\text{loc}}(\mathcal{B}_n \cap \overline{\mathcal{B}_1}) \), \( p > d \), and converges to the function 1 uniformly on compact subsets.
Lemma 4.3. Grant Assumption 1.1, and let \( \lambda^v := \lim_{n \to \infty} \lambda^v_n \). The following hold for \( v \in \mathcal{F}_{3sm} \):

(a) There exists a positive function \( \Psi^v \in W^{2,p}_{\text{loc}}(\mathbb{R}^d) \cap \mathcal{O}(V) \), \( p > d \), satisfying

\[
\mathcal{A}_v \Psi^v + c_v \Psi^v = \lambda^v \Psi^v \quad \text{in } \mathbb{R}^d.
\]

Furthermore, \( \lambda^v = \lambda_{\mathbb{R}^d}(\mathcal{A}^c_v) \).
(b) There exists \( r_o \geq 0 \), such that for all \( r > r_o \) we have
\[
\Psi_v(x) = E_x^v \left[ e^{\int_0^{\tau_R} (c_v(X_s) - \lambda^v) \, ds} \Psi_v(X_{\tau_R}) \right] \quad \forall x \in \overline{\mathcal{B}_r}.
\]

**Proof.** We first show that \( E_x^v(c) \) is finite. The proof is the same under parts (a) or (b) of Assumption 1.1, so we work here under part (a). Choosing \( g = \tilde{C} (\min \mathcal{V})^{-1} \mathbb{1}_K \), we write (1.15) as
\[
\mathcal{A}_v \mathcal{V}_n + (\ell - g) \mathcal{V}_n \leq \mathcal{A}_v \mathcal{V} + (\ell - g) \mathcal{V} \leq 0.
\]
Let \( \mathcal{V}_n \leq \mathcal{V} \) be a sequence of increasing functions in \( C^2(\mathbb{R}^d) \cap C_b(\mathbb{R}^d) \) such that \( \mathcal{V}_n = \mathcal{V} \) on \( \mathcal{B}_n \). Note then that
\[
\mathcal{A}_v \mathcal{V}_n + (\ell - g) \mathcal{V}_n \leq 0 \text{ on } \mathcal{B}_n.
\]
Thus, by the Itô’s formula and Lemma 3.1, we obtain
\[
E_x^v \left[ e^{\int_0^{\tau_R} (c(X_s) - g(X_s)) \, ds} \mathcal{V}_n(X_{\tau_R}) \right] - \mathcal{V}(x) \\
\leq E_x^v \left[ \int_0^{\tau_R} e^{\int_0^s (c(X_u) - g(X_u)) \, du} \left( \mathcal{A}_v \mathcal{V}_n(X_s) + (\ell(X_s) - g(X_s)) \mathcal{V}_n(X_s) \right) \, ds \right] \\
\leq E_x^v \left[ \int_0^{\tau_R} e^{\int_0^s (c(X_u) - g(X_u)) \, du} \left( \mathcal{A}_v \mathcal{V}(X_s) + (\ell(X_s) - g(X_s)) \mathcal{V}(X_s) \right) \, ds \right] \leq 0
\]
for all \( m \leq n \). Thus taking limits as \( n \to \infty \), and applying Fatou’s lemma, we arrive at
\[
\mathcal{V}(x) \geq E_x^v \left[ e^{\int_0^{\tau_R} (c(X_s) - g(X_s)) \, ds} \mathcal{V}(X_{\tau_R}) \right] \geq \left( \inf_{\mathbb{R}^d} \mathcal{V} \right) E_x^v \left[ e^{\int_0^T (c(X_s) - g(X_s)) \, ds} \right].
\]
Taking logarithm on both sides, dividing by \( T \), and letting \( T \to \infty \), we deduce that \( E_x^v(\ell - g) < \infty \). Since \( c \in C(\ell) \), we have \( E_x^v(c) < \infty \).

As a consequence of the above estimate, together with Lemmas 4.1 and 4.2, and the nonnegativity of \( c \), we have \( \lambda^v \in [0, \infty) \). Now choose a ball \( \mathcal{B} \supset \mathcal{K} \) such that \( (c_v - \lambda_n) \leq \ell \) (or \( \gamma \)) in \( \mathcal{B}^c \) for all \( n \) large enough. This is possible due to Lemma 4.2. Recall the definition in (1.8), and let \( \mathcal{L}_v \) denote the ‘local part’ of the operator \( \mathcal{A}_v \), that is,
\[
\mathcal{L}_v u(x) := \text{Tr}(a \nabla^2 u(x)) + b_v(x) \cdot \nabla u(x) - \nu u(x).
\]

We scale \( \psi_n^v \) in Lemma 4.1 so that it touches \( \mathcal{V} \) from below, that is, we replace \( \psi_n^v \) with \( \kappa_n \psi_n^v \) where
\[
\kappa_n := \max \{ \kappa \in (0, \infty) : \mathcal{V} - \kappa \psi_n^v > 0 \text{ in } \mathbb{R}^d \}.
\]
We claim that \( \psi_n^v \) can only touch \( \mathcal{V} \) in \( \mathcal{B} \). Indeed, using (4.15), we have
\[
\mathcal{A}_v (\mathcal{V} - \psi_n^v) + (c_v - \lambda_n) (\mathcal{V} - \psi_n^v) \leq 0 \Rightarrow \mathcal{L}_v (\mathcal{V} - \psi_n^v) - (c_v - \lambda_n) (\mathcal{V} - \psi_n^v) \leq 0
\]
in \( \mathcal{B}^c \cap \mathcal{B}_n \), and therefore, by the strong maximum principle, if \( \mathcal{V} - \psi_n^v \) vanishes somewhere in \( \mathcal{B}^c \cap \mathcal{B}_n \) it has to be identically zero in \( \mathcal{B}^c \cap \mathcal{B}_n \), which contradicts the fact that \( \psi_n^v = 0 \) on \( \partial \mathcal{B}_n \). Thus there exists \( y_n \in \mathcal{B} \) such that \( \mathcal{V}(y_n) = \psi_n^v(y_n) \). Define
\[
\mathcal{J}_n(x) := \int_{\mathbb{R}^d} \psi_n^v(x + z) \nu(x, v, dz).
\]
The Foster–Lyapunov equations in (1.14) and (1.15) imply that \( x \mapsto \int_{\mathbb{R}^d} \mathcal{V}(x + z) \nu(x, d z) \) is locally bounded. Therefore, \( \mathcal{J}_n \) is locally bounded, uniformly in \( n \), since \( \psi_n^v \leq \mathcal{V} \) under the scaling above. We write
\[
\mathcal{L}_v \psi_n^v + (c - \lambda_n) \psi_n^v = -\mathcal{J}_n \text{ in } \mathcal{B}_n.
\]
Then by [47, Theorem 9.20 and 9.22] it follows that for any domains \( D_1 \supset D \supset \mathcal{B} \) there exists a constant \( \kappa \) such that

\[
\sup_D \psi_n^v \leq \kappa \left( \inf_D \psi_n^v + \| \partial_n \|_{L^2(D_1)} \right) \leq \kappa \left( \inf_D \psi + \| \partial_n \|_{L^2(D_1)} \right).
\]

Thus, using the standard theory of elliptic PDE [47], we deduce that \( \| \psi_n^v \|_{W^{2,p}(D)} \), \( p > d \), is bounded uniformly in \( n \), for every fixed bounded set \( D \). Hence we can extract a subsequence \( \{ \psi_{n_k}^v \} \) such that

\[
\psi_{n_k}^v \to \psi_v \quad \text{in} \quad W^{2,p}(\mathbb{R}^d), \quad \text{and} \quad \psi_{n_k}^v \to \psi_v \quad \text{in} \quad C^{1,\alpha}_{\text{loc}}(\mathbb{R}^d)
\]

for some \( \psi_v \in W^{2,p}(\mathbb{R}^d) \cap \mathcal{O}(\mathcal{V}) \). Moreover, we have

\[
\mathcal{A}_v \psi_v + c_v \psi_v = \lambda^v \psi_v \quad \text{a.e. in} \quad \mathbb{R}^d.
\]

Since \( \min_{\mathcal{B}} (\psi - \psi_v) = 0 \) by construction and \( \psi \) is positive, it follows from the strong maximum principle that \( \psi_v > 0 \) in \( \mathbb{R}^d \). This gives (4.13). It is evident from (2.2) that \( \lambda^v \leq \lambda_{\mathbb{R}^d}(\mathcal{A}_v^u) \). On the other hand, using (2.2) and (4.13), it follows that \( \lambda_{\mathbb{R}^d}(\mathcal{A}_v^u) \leq \lambda^v \). Thus \( \lambda^v = \lambda_{\mathbb{R}^d}(\mathcal{A}_v^u) \). This completes the proof of part (a).

Next we prove part (b). Recall the function \( g \) defined in the beginning of the proof, and let \( r_0 \) be such that \( \mathcal{B} r_0 \supset \mathcal{B} \). Using a similar argument as above, under Assumption 1.1 (b), we obtain

\[
\mathcal{V}(x) \geq \mathbb{E}^x \int_0^{\bar{t} + rt} \left[ e^{\int_0^{s} \ell(X_s) \, ds} \right] = \mathbb{E}^x \int_0^{\bar{t} + rt} \ell(X_s) \, ds \quad \forall \mathcal{B} r_0 \supset \mathcal{B} \quad \forall \bar{t} \geq 0.
\]

Letting \( t \to \infty \), and using the fact that \( \mathbb{P}_x^u(\bar{t} < \infty) = 1 \), by Fatou’s lemma we have

\[
\mathcal{V}(x) \geq \mathbb{E}^x \left[ e^{\int_0^{\bar{t} + rt} \ell(X_s) \, ds} \right] \quad \forall \mathcal{B} r_0 \supset \mathcal{B} \quad (4.16)
\]

Under Assumption 1.1 (a) we arrive at a similar conclusion with \( \ell \) replaced by \( \gamma \). Note that, in either case, there exists a ball \( \mathcal{B} \) so that \( (c - \lambda_n) \leq \ell (or \gamma) \in \mathcal{B}^c \) for all large \( n \). Thus (4.16) enables us to use the dominated convergence theorem to take limits in (4.3) and obtain (4.14). This concludes the proof. \( \square \)

As a consequence of the stochastic representation in (4.14) we obtain the following strict monotonicity result.

**Lemma 4.4.** Suppose that Assumption 1.1 holds for two cost functions \( c \) and \( \hat{c} \), such that \( \hat{c} \leq c \). Then we have \( \lambda_{\mathbb{R}^d}(\mathcal{A}_u^c) < \lambda_{\mathbb{R}^d}(\mathcal{A}_u^{\hat{c}}) \) for any \( v \in \mathcal{S}_{\text{sm}} \).

**Proof.** Abusing the notation, we write \( \lambda^v(c) = \lambda_{\mathbb{R}^d}(\mathcal{A}_u^c) \). Monotonicity implies that \( \lambda^v(\hat{c}) \leq \lambda^v(c) \). Suppose that \( \lambda^v(\hat{c}) = \lambda^v(c) \). Let \( \psi_v \) and \( \hat{\psi}_v \) be the eigenfunctions corresponding to \( \mathcal{A}_u^c \) and \( \mathcal{A}_u^{\hat{c}} \), respectively. From Lemma 4.3 we see that the stochastic representation formula (4.14) holds for \( \psi_v \) and \( \hat{\psi}_v \). Choose \( \kappa > 0 \) such that the minimum of \( \kappa \psi_v - \hat{\psi}_v \) on \( \mathcal{B} \supset \mathcal{B}_{r_0} \) equals 0, that is, \( \kappa = \max_{\mathcal{B}} \hat{\psi}_v(\psi_v)^{-1} \). Applying the stochastic representation in (4.14), it then follows that \( \kappa \psi_v \geq \hat{\psi}_v \). Writing the difference of the two eigenvalue equations, and using (4.15), we obtain

\[
\mathcal{L}_v(\kappa \psi_v - \hat{\psi}_v) - (c_v - \lambda^v(c) - (\kappa \psi_v - \hat{\psi}_v) \leq 0 \quad \text{in} \quad \mathbb{R}^d.
\]

Therefore, by the strong maximum principle, we must have \( \kappa \hat{\psi}_v = \psi_v \) in \( \mathbb{R}^d \) which contradicts the fact that \( \hat{c} \leq c \). This completes the proof. \( \square \)

Another consequence of the stochastic representation is uniqueness of the principal eigenfunction.

**Theorem 4.2.** Grant Assumption 1.1. Let \( u \in W^{2,p}_{\text{loc}}(\mathbb{R}^d) \cap \mathcal{O}(\mathcal{V}) \), \( p > d \), be a positive function satisfying

\[
\mathcal{A}_u u + c_v u = \lambda u \quad \text{a.e. in} \quad \mathbb{R}^d \quad (4.17)
\]
for some $\lambda \geq \lambda^v$, and
\[
u(x) = E_x^\nu \left[ e^{\int_0^T (\nu) (X_s) - \lambda) ds} \psi(X_T) \right] \quad \forall x \in \mathcal{B}^c, \tag{4.18}
\]
for some ball $\mathcal{B}$. Then we have $\lambda = \lambda^v$ and $\nu = \kappa \psi_v$ for some $\kappa > 0$, with $\psi_v$ as in (4.13).

**Proof.** Due to strong Markov property we may assume that $\mathcal{B} \supset \mathcal{B}_r$. We choose a constant $\kappa > 0$ such that the minimum of $\kappa \psi - \nu$ on $\mathcal{B}$ equals 0. By (4.12) and (4.18) it then follows that $\kappa \psi - \nu \geq 0$ and its minimum is attained in $\mathcal{B}$. As in the proof of Lemma 4.4, we have
\[
\mathcal{L}(\kappa \psi - \nu) - (\nu) - (\kappa \psi - \nu) \leq 0 \quad \text{in } \mathbb{R}^d
\]
by (4.17). An application of the strong maximum principle then shows that $\kappa \psi = \nu$, which in turn, implies that $\lambda = \lambda^v$. \qed

The next lemma shows that $\lambda^v$ is equal to the risk-sensitive value.

**Lemma 4.5.** Under Assumption 1.1, we have $\lambda^v = E_x^\nu(c)$ for all $x \in \mathbb{R}^d$ and $\nu \in \mathfrak{L}_m$.

**Proof.** We have already shown that $\lambda^v \leq E_x^\nu(c)$ in Lemma 4.1. Thus we need to show the reverse inequality. We first establish this under Assumption 1.1 (a). Choose $\varepsilon > 0$ small enough so that $\gamma \varepsilon = ||c||_\infty + \varepsilon < \gamma$, and define
\[
\tilde{c}_n(x) := c_n(x) 1_{\mathcal{B}_n}(x) + \gamma \varepsilon 1_{\mathcal{B}_n^c}(x).
\]
We have $\lambda_{R^\varepsilon} (\tilde{c}_n) < \gamma \varepsilon$ by Lemma 4.4. Let $(\tilde{\psi}_n, \tilde{\lambda}_n)$ be the eigenpair satisfying Lemma 4.3 (a) with the cost function $\tilde{c}_n$. Note that $\tilde{c}_n \geq \tilde{\lambda}_n$ in $\mathcal{B}_n^c$. Using Itô’s formula it is straightforward to verify that $\tilde{\psi}_n(x) \geq \min_{\mathcal{B}_n} \tilde{\psi}_n$ (see for instance, Lemma 4.3 (b)). Again, applying Lemma 3.1 together with Fatou’s lemma we obtain
\[
\left( \min_{\mathcal{B}_n} \tilde{\psi}_n \right) E_x^\nu \left[ e^{\int_0^T (\tilde{c}_n(X_s) - \tilde{\lambda}_n) ds} \right] \leq E_x^\nu \left[ e^{\int_0^T (\tilde{c}_n(X_s) - \tilde{\lambda}_n) ds} \tilde{\psi}_n(X_T) \right] \leq \tilde{\psi}_n(x).
\]
Now taking logarithm on both sides, dividing by $T$, and letting $T \to \infty$, we obtain $\tilde{\lambda}_n \geq E_x^\nu(c_n)$. In particular, we have
\[
\tilde{\lambda}_n = E_x^\nu(\lambda^v \tilde{c}_n) \geq 0 \quad \forall n \in \mathbb{N}.
\]
Also note that $\tilde{\lambda} := \lim_{n \to \infty} \tilde{\lambda}_n \geq E_x^\nu(c) \geq \lambda^v(c)$.

In order to complete the proof, it remains to show that $\tilde{\lambda} = \lambda^v$. As in the proof of Lemma 4.3, we can find $r_o > 0$ such that $\tilde{\psi}_n \leq \mathcal{V}$ and it touches $\mathcal{V}$ at some point in $\mathcal{B}_{r_o}$. We can then use (1.14) as a barrier, and pass to the limit to obtain some positive $\tilde{\psi} \in \mathcal{W}_{loc}^{2,p}(\mathbb{R}^d)$ which satisfies
\[
A_0 \tilde{\psi} + c \tilde{\psi} = \tilde{\lambda} \tilde{\psi} \quad \text{on } \mathbb{R}^d.
\]
By Lemma 4.3 (b) we have
\[
\tilde{\psi}_n(x) = E_x^\nu \left[ e^{\int_0^r (\tilde{c}_n(X_s) - \tilde{\lambda}_n) ds} \tilde{\psi}_n(X_r) \right] \quad \forall x \in \mathcal{B}_r^c, \tag{4.19}
\]
for some $r > 0$. We can then use (4.16) and dominated convergence to take limits in (4.19) as $n \to \infty$ to obtain
\[
\tilde{\psi}(x) = E_x^\nu \left[ e^{\int_0^r (\tilde{c}(X_s) - \tilde{\lambda}) ds} \tilde{\psi}(X_r) \right] \quad \forall x \in \mathcal{B}_r^c.
\]
Combining this with Theorem 4.2 completes the proof.

Next, consider Assumption 1.1 (b). Here, we define
\[
\tilde{c}_n(x) := c_n(x) + \frac{1}{2} (\ell(x) - c_n(x))^+ 1_{\mathcal{B}_n^c}(x),
\]
and let \((\bar{\Psi}_n, \bar{\lambda}_n)\) be the eigenpair associated with this running cost. Then we can repeat the above argument to first deduce that \(\chi \geq \mathcal{E}_x^v(c) \geq \lambda^v\), and then establish that \(\chi = \lambda^v\). This completes the proof. \(\square\)

Now we are now ready to complete the proof of Theorem 4.1.

**Proof of Theorem 4.1.** Part (a) follows from Lemma 4.3. Part (b) follows from Lemma 4.3(a) and Lemma 4.5.

It remains to prove part (c). Let \(u \in \mathcal{W}^{2, p}_0(\mathbb{R}^d) \cap \mathcal{O}(\mathcal{V})\) be a positive solution to
\[
\mathcal{A}_n u + c_V u = \lambda^v u \quad \text{in } \mathbb{R}^d.
\]
Applying Lemma 3.1 and Fatou’s lemma it is easily seen that
\[
u(x) \geq \mathbb{E}^u_x \left[ e^{\int_0^{\tau_{\mathcal{B}^c}} (c_V(X_s) - \lambda^v) \, ds} u(X_{\tau_{\mathcal{B}^c}}) \right] \quad \forall x \in \mathcal{B}^c,
\]
for any ball \(\mathcal{B}\). As done earlier, choose \(\kappa > 0\) such that the minimum of \(\kappa u - \Psi_v\) in \(\overline{\mathcal{B}}\) equals 0. Applying the arguments in the proof of Theorem 4.2 we deduce that \(\kappa u = \Psi_v\). This completes the proof. \(\square\)

4.2. **Proof of Theorem 1.1.** In this section we present the proof of Theorem 1.1.

**Proof.** Let \((V_n, \lambda_n)\) be the principal Dirichlet eigenpair of the operator \(\mathcal{I}\) in \(\mathcal{B}_n\). Following the arguments of Lemma 4.3 and using (1.16), we can show that there exists some positive function \(V \in \mathcal{W}^{2, p}_0(\mathbb{R}^d) \cap \mathcal{O}(\mathcal{V})\), \(p > d\), satisfying
\[
\mathcal{I} V = \lambda^* V \quad \text{a.e. in } \mathbb{R}^d, \quad \text{and } V(0) = 1,
\]
where \(V\) is obtained as a subsequential limit of \(V_n\) in \(\mathcal{W}^{2, p}_0(\mathbb{R}^d)\), and \(\lambda^* = \lim_{n \to \infty} \lambda_n\). This completes the proof of part (a).

Part (b) follows from a standard measurable selection theorem, for example, Filippov’s implicit function theorem in [1, Theorem 18.17].

Turning to part (c), we first show that a control satisfying (1.20) is optimal. By Lemma 3.1 we can employ Itô’s formula, and the method of proof of [5, Lemma 2.3(i)] to assert that \(\lambda_n \leq \mathcal{E}_x^v(c, Z)\) for all \(x \in \mathcal{B}_n\), and \(Z \in \mathfrak{F}\). Therefore, in view of Theorem 4.1, we obtain
\[
\lambda^v \leq \mathcal{E}^* \leq \mathcal{E}^v = \lambda^v \quad \forall v \in \mathfrak{F}_{sm},
\]
where we use the definitions in (4.1). Let \(\mathfrak{F}_{sm} \subset \mathfrak{F}_{sm}\) denote the set of Markov controls satisfying (1.20). If \(v \in \mathfrak{F}_{sm}\), or equivalently, if \(\mathcal{A}_n V = \lambda^V V\), then Theorem 4.1 and (4.21) imply that \(\Psi_v = V\) and \(\lambda^* = \lambda^v\). Thus we have shown that
\[
V = \Psi_v, \quad \text{and } \lambda^* = \mathcal{E}^* = \lambda^v \quad \forall v \in \mathfrak{F}_{sm}.
\]
It is also clear that \(\lambda^v = \lambda_{\mathbb{R}^d}(\mathcal{I})\), with the second as defined in (2.2).

Now, let \(\mathfrak{F}_{sm}^*\) denote the class of optimal stationary Markov controls, and choose an arbitrary \(v \in \mathfrak{F}_{sm}^*\). Then \(\mathcal{I} V_n = \lambda_n V_n\) implies that \(\mathcal{A}_n V_n \geq \lambda_n V_n\), which in turn implies that
\[
V_n(x) \leq \mathbb{E}_x^v \left[ e^{\int_0^{\tau_{\mathcal{B}^c}} (c_V(X_s) - \lambda_n) \, ds} V_n(X_{\tau_{\mathcal{B}^c}}) \mathbb{1}_{\{\tau_n < T \land T_n\}} \right] + \mathbb{E}_x^v \left[ e^{\int_0^{T} (c_V(X_s) - \lambda_n) \, ds} V_n(X_T) \mathbb{1}_{\{T < T_n \land T_n\}} \right] \quad \forall T > 0,
\]

\[
\mathcal{A}_n u + c_V u = \lambda^v u \quad \text{in } \mathbb{R}^d.
\]
$r \in (0, n)$, and $x \in \mathcal{B}_n \setminus \mathcal{B}_p$. Choose $r$, and $n$ large enough so that $\|c\|_{\infty} - \lambda_n < \gamma$ and $\mathcal{K} \subset \mathcal{B}_p$. We claim that the last term in (4.23) tends to 0 as $T \to \infty$. Indeed, since $V_n \leq V$, we have

$$
\mathbb{E}_x^v \left[ e^{\int_0^T |c_0(X_s) - \lambda_n| \, ds} V_n(X_T) \mathbb{1}_{\{T < \tau_s, \tau_n\}} \right] \leq e^{\|c\|_{\infty} - \lambda_n - \gamma)T} \mathbb{E}_x^v \left[ e^{\gamma T - V(X_T) \mathbb{1}_{\{T < \tau_s, \tau_n\}}} \right] \leq e^{\|c\|_{\infty} - \lambda_n - \gamma)T} \mathcal{V}(x) \xrightarrow{T \to \infty} 0,
$$

where the second inequality follows by (1.14). Same conclusion holds under Assumption 1.1(b). Thus, first taking limits in (4.23) as $T \to \infty$, using monotone convergence for the first term, and then employing Assumption 1.1 and dominated convergence to take limits as $n \to \infty$, we obtain

$$
V(x) = \mathbb{E}_x^v \left[ e^{\int_0^{\tau_s} |c_0(X_s) - \lambda| \, ds} V(X_{\tau_s}) \right].
$$

Using (4.24) together with $\mathcal{A}_D^c V \geq \lambda^*V$ and $\mathcal{A}_D^c \Psi_v = \lambda^* \Psi_v$ from Theorem 4.1, and the fact that $\lambda^* = \lambda^*$ by the optimality of $v$ and (4.22), it follows as in the proof of Theorem 4.2 that $\Psi_v = V$. Thus we have shown

$$
\mathcal{F}_{sm} = \mathcal{F}_{sm}.
$$

Equations (4.22) and (4.25) show that $\lambda^* = \mathcal{E}^*$, and any solution $V$ of (4.20) equals $\Psi_v$ for any optimal stationary Markov control $v \in \mathcal{F}_{sm}$. This of course implies uniqueness of the solution and the verification of optimality result in the theorem, and completes the proof.

5. A RISK-SENSITIVE MAXIMIZATION PROBLEM

In this section we study a risk-sensitive (reward) maximization problem. In addition to (A1)–(A3), throughout this section we assume the following.

(A4) For some constant $C_0$ we have

$$
\sup_{\zeta \in \mathcal{Z}} \langle b_0(x, \zeta), x \rangle \leq C_0 (1 + |x|^2) \quad \forall x \in \mathbb{R}^d.
$$

In addition, $\nu$ satisfies

$$
\sup_{(x, \zeta)} \int_{\mathbb{R}^d} \frac{|x|^2}{1 + |x + z|^2} \nu(x, \zeta, dz) < \infty.
$$

We note that (5.2) holds if for some $\theta \in (0, 1)$ we have $|g(x, \zeta, \xi)| \leq \theta|x|$ for all $\zeta \in \mathcal{Z}, \xi \in \mathbb{R}^m \setminus \{0\}$, and all large enough $|x|$. In this section, $c: \mathbb{R}^d \times \mathcal{Z} \to \mathbb{R}$ is a continuous function which is bounded from above, representing a running reward. With $\mathcal{E}_x(c, Z)$ as in Definition 1.1, the optimal value for the maximization problem is defined as

$$
\mathcal{E}^* := \sup_{x \in \mathbb{R}^d} \sup_{Z \in \mathcal{Z}} \mathcal{E}_x(c, Z),
$$

respectively. For this maximization problem, the operator takes the form

$$
\widehat{L} f(x) := \text{Tr} (a(x) \nabla^2 f(x)) + \max_{\zeta \in \mathcal{Z}} \{ f(x, \zeta) + b(x, \zeta) \cdot \nabla f(x) + c(x, \zeta) f(x) \}
$$

for $f \in C^2(\mathbb{R}^d) \cap C_b(\mathbb{R}^d)$. By Theorem 3.1 there exists a unique $w_n \in C_b(\mathbb{R}^d) \cap W^2_{\text{loc}}(\mathcal{B}_n)$, $p > d$, satisfying

$$
\widehat{L} w_n = \varrho_n w_n \quad \text{in} \ \mathcal{B}_n, \\
w_n = 0 \quad \text{in} \ \mathcal{B}^c_n, \\
w_n > 0 \quad \text{in} \ \mathcal{B}_n, \quad w_n(0) = 1.
$$

Furthermore, $\varrho_n < \varrho_{n+1}$ for all $n$. We assume the following near monotone condition.
(H) The running reward function is bounded above in $\mathbb{R}^d$, and
$$\lim_{n \to \infty} \varrho_n > C := \lim_{r \to \infty} \sup_{(x, \zeta) \in B_r^d \times Z} c(x, \zeta).$$

Remark 5.1. Hypothesis (H) implies that the process under an optimal control cannot be transient. This is somewhat necessary for the risk-sensitive value and the principal eigenvalue of the operator $\tilde{\mathcal{L}}$ in $\mathbb{R}^d$ to be equal. Even for local operators, that is, with $\nu = 0$, it is known from [7, Example 3.1] that the principal eigenvalue can be strictly smaller than the risk-sensitive value, even for uncontrolled problems.

Our main result of this section is the following.

**Theorem 5.1.** Grant $\textbf{(A1)}$--$\textbf{(A4)}$ and $\textbf{(H)}$. Then the following hold.

(a) $\hat{\mathcal{E}}^* = \lim_{n \to \infty} \varrho_n$.

(b) There exists a unique positive $\Phi_\ast \in C_b(\mathbb{R}^d) \cap W^{2,p}_{\text{loc}}(\mathbb{R}^d)$, $p > d$, satisfying
$$\tilde{\mathcal{L}} \Phi_\ast = \hat{\mathcal{E}}^* \Phi_\ast \quad \text{in } \mathbb{R}^d, \quad \text{and} \quad \Phi_\ast(0) = 1. \quad (5.5)$$

(c) A stationary Markov control $\nu$ is optimal if and only if
$$I_v[\Phi_\ast, x] + b_v(x) \cdot \nabla \Phi_\ast(x) + c_v(x) \Phi_\ast(x) = \max_{\zeta \in Z} \{ I[\Phi_\ast, x, \zeta] + b(x, \zeta) \cdot \nabla \Phi_\ast(x) + c(x, \zeta) \Phi_\ast(x) \} \quad (5.6)$$
almost everywhere in $\mathbb{R}^d$.

The remaining part of this section is devoted to the proof of **Theorem 5.1** which requires the results in Lemmas 5.1 to 5.3 which follow. Let us begin with the following estimate on the hitting time probabilities.

**Lemma 5.1.** For any $T > 0$ and $r > 0$, we have
$$\lim_{R \to \infty} \sup_{x \in B_r^d} \sup_{Z \in \mathcal{Z}} \mathbb{P}_x(\zeta_r < T) = 0.$$

**Proof.** With no loss of generality we assume that $r = 1$. Let $f(x) = (1 + |x|^2)^{-1/2}$. Applying Itô’s formula to (1.5), and using the definition in (1.12), we see that
$$\mathbb{E}_x^Z[f(X_t)] = f(x) + \mathbb{E}_x^Z \left[ \int_0^t A f(X_s, Z_s) \, ds \right], \quad t \geq 0. \quad (5.7)$$

Using the growth condition of $a$ and $b$ (see (1.7) and (5.1)) it is easily seen that
$$|\text{Tr}(a(x) \nabla^2 f(x))| + \max_{\zeta \in \mathcal{Z}} b(x, \zeta) \cdot \nabla f(x) \leq \kappa f(x) \quad \forall (x, \zeta) \in \mathbb{R}^d \times \mathcal{Z},$$
for some constant $\kappa$. On the other hand, (5.2) implies that
$$|I[f, x]| \leq \kappa_1 f(x) \quad \forall x \in \mathbb{R}^d,$$
for some constant $\kappa_1$. Thus using Grönwall’s inequality in (5.7), it follows that
$$\sup_{Z \in \mathcal{Z}} \sup_{0 \leq t \leq T} \mathbb{E}_x^Z[f(X_t)] \leq \kappa_2 f(x) \quad \forall x \in \mathbb{R}^d, \quad (5.8)$$
where the constant $\kappa_2$ depends on $T$ but not on $x$. Again, using Itô’s formula, we note that
$$f(X_t) = f(x) + \left[ \int_0^t \text{Tr}(a(X_s) \nabla^2 f(X_s)) + I[f, X_s, Z_s] + b(X_s, Z_s) \cdot \nabla f(X_s) \, ds \right]$$
$$+ \int_0^t \int_{\mathbb{R}^m \setminus \{0\}} (f(X_{s^-} + g(X_{s^-}, \xi)) - f(X_{s^-})) (\tilde{N}(dt, d\xi) - \Pi(d\xi) \, dt)$$
$$+ \int_0^t \nabla f(X_s) \sigma(X_s) \, dW_s. \quad (5.9)$$
By Doob’s martingale inequality and (5.8), we obtain
\[
\mathbb{E}_x^Z \left[ \sup_{t \in [0,T]} \left| \int_0^t \nabla f(X_s) \sigma(X_s) \, dW_s \right| \right] \leq \mathbb{E}_x^Z \left[ \sup_{t \in [0,T]} \left| \int_0^t \nabla f(X_s) \sigma(X_s) \, dW_s \right|^2 \right]^{1/2}
\leq \sqrt{2} \mathbb{E}_x^Z \left[ \int_0^T |\nabla f(X_s)|^2 |\sigma(X_s)|^2 \, ds \right]^{1/2}
\leq \kappa_3 \sqrt{f(x)},
\]
for some constant \( \kappa_3 \) depending only on \( T \). Similarly, we also get
\[
\mathbb{E}_x^Z \left[ \sup_{t \in [0,T]} \left| \int_0^t \int_{\mathbb{R}^m \setminus \{0\}} \left( f(X_{s-} + g(X_{s-}, Z_s, \xi)) - f(X_{s-}) \right) \left( \tilde{N}(dt, d\xi) - \Pi(d\xi) \, dt \right) \right| \right] \leq \kappa_3 \sqrt{f(x)},
\]
using the same constant \( \kappa_3 \), without loss of generality. Using these estimates in (5.9) and applying Gronwall’s inequality, we have
\[
\sup_{Z \in \mathfrak{Z}} \mathbb{E}_x^Z \left[ \sup_{0 \leq t \leq T} f(X_t) \right] \leq \kappa_4 \sqrt{f(x)} \quad \forall x \in \mathbb{R}^d,
\]
for some constant \( \kappa_4 \). Thus
\[
\sup_{Z \in \mathfrak{Z}} \mathbb{P}_x^Z(\tilde{\tau}_1 < T) = \sup_{Z \in \mathfrak{Z}} \mathbb{P}_x^Z \left( \inf_{t \in [0,T]} \sqrt{1 + |X_t|^2} < \sqrt{2} \right) \leq \sqrt{2} \kappa_4 \sqrt{f(x)},
\]
and the result follows by letting \( |x| \to \infty \).

Remark 5.2. Assumption (A4) is crucial for Lemma 5.1. Consider the case where \( \nu(x, \cdot) = \delta_{-x} \), that is, a Dirac mass at \( -x \), and for simplicity let \( a \) be the identity matrix, and \( b_c(x) = -x \). Then (5.2) does not hold. Let \( f(x) := e^{-1} - e^{-|x|} \). An easy calculation shows that \( A f(x) = -1 \) for \( |x| > 1 \). This implies that \( \mathbb{E}_x[\tilde{\tau}_1] \leq e^{-1} \), and therefore, \( \mathbb{P}_x(\tilde{\tau}_1 < 2) \geq 1 - \frac{1}{2e} \) for all \( x \in \mathcal{B}_1 \), thus violating the assertions of Lemma 5.1.

We next establish the existence of a principal eigenfunction on the whole space.

Lemma 5.2. Suppose that (H) holds. Then there exists a bounded, positive solution \( \Phi_* \in C(\mathbb{R}^d) \cap \mathcal{W}_{\text{loc}}^2(\mathbb{R}^d) \) to the equation
\[
\tilde{T} \Phi_* = \varrho_* \Phi_* \quad \text{in} \quad \mathbb{R}^d,
\]
where \( \varrho_* = \lim_{n \to \infty} \varrho_n \). In addition, \( \lim_{|x| \to \infty} \Phi_* (x) = 0 \), and there exists \( r_0 > 0 \) such that for any measurable selector \( v \) we have
\[
\Phi_* (x) = \mathbb{E}_x^v \left[ e^{\int_0^\tau (c_n(X_s) - \varrho_n) \, ds} \Phi_*(X_\tau) \mathbf{1}_{\{\tau < \infty\}} \right], \quad x \in \mathcal{B}_r \, ,
\]
with \( \tau \equiv \tau(B^c_r) \).

Proof. Let \( v_n \) be a measurable selector from \( \tilde{T} w_n = \varrho_n w_n \) in (5.4), that is,
\[
\mathcal{A}_{v_n} w_n(x) + c_n(x) w_n(x) = \varrho_n w_n(x) \quad \text{a.e.} \ x \in \mathcal{B}_r \, .
\]
Choose \( \delta > 0 \) and \( r_0 > 0 \) satisfying \( \varrho_n - \max_{\xi \in \mathbb{R}^m} c(x, \xi) \geq \delta \) for all \( x \in \mathcal{B}_r \), and for all \( n \) sufficiently large. This is possible due to (H). For the rest of the proof we set \( \tau \equiv \tau_{r_0} \). Using Theorem 2.1 and Lemma 4.1, it follows that
\[
w_n(x) = \mathbb{E}_x^{v_n} \left[ e^{\int_0^{\tau_{r_0}} (c_n(X_s) - \varrho_n) \, ds} w_n(X_\tau) \mathbf{1}_{\{\tau < \infty\}} \right] \quad \forall x \in \mathcal{B}_r \setminus \overline{B}_r, \forall n > r_0.
\]
This of course, implies that \( \sup w_n = \sup_{B_{r_0}} w_n \). Let
\[
\tilde{w}_n = \frac{1}{\sup_{B_{r_0}} w_n} w_n.
\]
Thus \( \tilde{w}_n \leq 1 \), and it attains its maximum in the ball \( \mathcal{B}_{r_o} \). Thus we can apply the argument in Lemma 4.3 to extract a subsequence of \( \tilde{w}_n \) that converges to \( \Phi_* \) in \( W^{2,p}_{loc}(\mathbb{R}^d) \), \( p > d \), which satisfies

\[ \hat{T}\Phi_* = \varrho_* \Phi_* \text{ in } \mathbb{R}^d. \]

This establishes (5.10).

From (5.12) we see that for any \( x \in \mathcal{B}_{r_o}^c \), we have

\[ \bar{w}_n(x) \leq \mathbb{E}_x^{\mathcal{W}} \left[ e^{-\delta \tau} \mathbb{I}_{\{\tau < \tau_n\}} \right]. \]

Thus for any \( T > 0 \) we have

\[ \bar{w}_n(x) \leq e^{-\delta T} \sup_{Z \in \mathcal{W}} \mathbb{P}_x(\bar{w} \geq T) + \sup_{Z \in \mathcal{W}} \mathbb{P}_x(\bar{w} < T). \]

Hence, by Lemma 5.1, for any given \( \varepsilon > 0 \), we can choose \( T \) and \( R \) large enough to satisfy \( \bar{w}_n(x) < \varepsilon \) for all \( x \in \mathcal{B}_R^c \). This shows that \( \lim_{|x| \to \infty} \Phi(x) = 0 \). To prove (5.11) we choose any \( R > r_o \), and applying Itô’s formula, we obtain

\[ \Phi(x) = \mathbb{E}_x^{\mathcal{W}} \left[ e^{\int_0^T (c_v(x_s) - \varrho) \, ds} \Phi(x_{\tau_R \wedge \tau}) \right]. \]  

(5.13)

Now we see that

\[ \mathbb{E}_x^{\mathcal{W}} \left[ e^{\int_0^T (c_v(x_s) - \varrho) \, ds} \Phi(x_{\tau_R \wedge \tau}) \right] \leq \sup_{|x| \geq R} \Phi(x) \to 0. \]

Thus (5.11) follows from (5.13) and the monotone convergence theorem.

In the next lemma, we show that \( \varrho_* \) is indeed the optimal value.

**Lemma 5.3.** Under the hypothesis of Theorem 5.1 we have that \( \hat{\mathcal{E}}_* = \varrho_* \). In addition, any measurable selector from (5.5) is an optimal stationary Markov control.

**Proof.** Let \( v \) be any measurable selector. Then applying Itô’s formula to (5.10), and applying the dominated convergence theorem, using also the fact that \( \Phi_* \leq 1 \) as normalized in the proof of Lemma 5.2, we obtain

\[ \Phi_* = \mathbb{E}_x^{\mathcal{W}} \left[ e^{\int_0^T (c_v(x_s) - \varrho) \, ds} \Phi_* \right] \leq \mathbb{E}_x^{\mathcal{W}} \left[ e^{\int_0^T (c_v(x_s) - \varrho) \, ds} \Phi_* \right]. \]

Thus, taking logarithms on both sides, dividing by \( T \), and letting \( T \to \infty \), we have

\[ \varrho_* \leq \mathbb{E}_x(c, v) \leq \hat{\mathcal{E}}_* \quad \forall x \in \mathbb{R}^d. \]  

(5.14)

To show the reverse inequality, let \( \delta > 0 \) be given. Consider a smooth nonnegative cut-off function \( \chi \) satisfying \( \chi = 0 \) in \( \mathcal{B}_{r_o} \), and \( \chi = 1 \) in \( \mathcal{B}_{2r_o}^c \), with \( r_o \) as in the proof of Lemma 5.2. Select \( \varepsilon > 0 \) small enough so that

\[ \varepsilon (\hat{\mathcal{L}} - \varrho_* \chi) \leq \delta \Phi_* \quad \text{on } \mathbb{R}^d. \]

This is possible because \( \chi \) equals its maximum in \( \mathcal{B}_{2r_o}^c \), and thus \( I[\chi, x, \zeta] \leq 0 \) in \( \mathcal{B}_{2r_o}^c \) for \( \zeta \in \mathcal{Z} \). Therefore, \( \phi := \Phi_* + \varepsilon \chi \) satisfies

\[ \hat{\mathcal{L}} \phi(x) - (\varrho_* + \delta) \phi(x) \leq (\hat{\mathcal{L}} - \varrho_*) \Phi(x) + \varepsilon (\hat{\mathcal{L}} - \varrho_*) \chi(x) - \delta \phi(x) \leq 0 \quad \forall x \in \mathbb{R}^d. \]  

(5.15)

We have \( \inf_{R^d} \phi > 0 \) by definition. Now we consider an admissible control \( Z \) and apply Itô’s formula to (5.15) to obtain

\[ \phi(x) \geq \mathbb{E}_x^{\mathcal{Z}} \left[ e^{\int_0^T (c_v(x_s, Z_s) - \varrho - \delta) \, ds} \phi(X_T) \right] \geq \left( \inf_{R^d} \phi \right) \mathbb{E}_x^{\mathcal{Z}} \left[ e^{\int_0^T (c_v(x_s, Z_s) - \varrho - \delta) \, ds} \right]. \]

Take logarithms on both sides, divide by \( T \), and let \( T \to \infty \), to deduce that \( \varrho_* + \delta \geq \mathbb{E}_x(c, Z) \). Since \( Z \) and \( \delta \) are arbitrary, it follows that \( \varrho_* \geq \hat{\mathcal{E}}_* \). Thus the proof follows from (5.14). \( \square \)

We are ready to prove Theorem 5.1.
Proof of Theorem 5.1. Part (a) follows from Lemmas 5.2 and 5.3. Existence of $\Phi_*$ follows from Lemma 5.2. To show uniqueness, consider a positive $u \in W^{2,p}_{\text{loc}}(\mathbb{R}^d)$, $p > d$, satisfying

$$\hat{\mathcal{L}} u = \hat{\mathcal{L}}^* V \quad \text{in} \ \mathbb{R}^d. \tag{5.16}$$

Let $v$ be any measurable selector from (5.5). It follows from (5.16) that

$$\mathcal{A}_v u(x) + c_v(x)u(x) \leq \hat{\mathcal{L}}^* u(x). \tag{5.17}$$

An application of Itô’s formula together with a Fatou’s lemma gives us

$$u(x) \geq \mathbb{E}^v_x \left[ e^{\int_0^\tau c_v(X_s) \, ds} u(X_\tau) \mathbf{1}_{\{\tau < \infty\}} \right], \quad x \in \mathcal{B}_{r_0}, \tag{5.18}$$

where $r_0$ and $\tau = \bar{\tau}_{r_0}$ are as in Lemma 5.2. Let

$$\kappa = \min_{\mathcal{B}_{r_0}} \frac{u}{\Phi_*}. \tag{5.19}$$

Using (5.11) and (5.18), we deduce that $u \geq \kappa \Phi_*$ in $\mathbb{R}^d$, and that $u - \kappa \Phi_*$ equals 0 at some point in $\mathcal{B}_{r_0}$. Let $f = u - \kappa \Phi_*$. Using (5.17), we obtain

$$\mathcal{A}_v f(x) - (c_v(x) - \hat{\mathcal{L}}^*)^- f(x) \leq 0 \quad \text{in} \ \mathbb{R}^d. \tag{5.20}$$

It then follows by the strong maximum principle that $f = 0$, or equivalently, that $u = \kappa \Phi_*$. This proves part (b).

We continue with part (c). Optimality of any measurable selector of (5.6) follows from Lemma 5.3. Let $v$ be an optimal stationary Markov control, that is, $\mathcal{E}_x(c,v) = \hat{\mathcal{L}}^*$ for all $x$. Recall the linear operator $\mathcal{A}_v^c$ defined in the beginning of Section 4.1. Let $\lambda_n(\mathcal{A}_v^c)$ denote the Dirichlet eigenvalue on $\mathcal{B}_n$, and $\bar{\lambda}$ its limit as $n \to \infty$. If $\bar{\lambda}(\mathcal{A}_v^c) > C$, with $C$ as defined in (H), then using the arguments in the proof of Lemma 5.2, there exists a bounded, positive function $\Phi_v \in W^{2,p}_{\text{loc}}$, for any $p > 1$, satisfying $\mathcal{A}_v^c \Phi_v = \bar{\lambda}(\mathcal{A}_v^c) \Phi_v$. In addition the proof of Lemma 5.3 shows that $\bar{\lambda}(\mathcal{A}_v^c) = \mathcal{E}_x(c,v) = \hat{\mathcal{L}}^*$. Furthermore, the stochastic representation (5.11) also holds for $\Phi_v$. Thus we can apply the argument used in the proof of part (b) to conclude that $\Phi_v = \kappa \Phi_*$ for some positive constant $\kappa$. Thus $v$ must satisfy (5.6).

It remains to show that $\bar{\lambda}(\mathcal{A}_v^c) > C$ for any optimal control $v$. Assume the contrary that is, $\bar{\lambda}(\mathcal{A}_v^c) \leq C$. Let $f_n(t) = \lambda_n(\mathcal{A}_v^c + t \mathbb{1}_\mathcal{B})$, with $\mathcal{B}$ the unit ball in $\mathbb{R}^d$. Each function $f_n$ is convex and increasing by Theorem 2.3, and the sequence $\{f_n\}$ is monotone (Corollary 2.1) and pointwise bounded. Thus, by convexity, $\{f_n\}$ is Lipschitz equicontinuous on any compact interval. It follows that the limit $\bar{\lambda}(\mathcal{A}_v^c + t \mathbb{1}_\mathcal{B})$ is continuous in $t$. It is also clear that the range of $t \mapsto \bar{\lambda}(\mathcal{A}_v^c + t \mathbb{1}_\mathcal{B})$, includes $[\lambda(\mathcal{A}_v^c), \infty)$, since $\lambda_1(\mathcal{A}_v^c + t \mathbb{1}_\mathcal{B}) = \bar{\lambda}(\mathcal{A}_v^c)$. Thus there exists $t_0 > 0$ such that $C < \bar{\lambda}(\mathcal{A}_v^c + t_0 \mathbb{1}_\mathcal{B}) < \hat{\mathcal{L}}^*$. We use Lemma 5.2 to construct a bounded positive solution $u$ to

$$(\mathcal{A}_v^c + t_0 \mathbb{1}_\mathcal{B}) u = \bar{\lambda}(\mathcal{A}_v^c + t_0 \mathbb{1}_\mathcal{B}) u \quad \text{in} \ \mathbb{R}^d, \tag{5.21}$$

and employ the argument in the proof of Lemma 5.3 to show that

$$\mathcal{E}_x(c,v) \leq \mathcal{E}_x(c + t_0 \mathbb{1}_\mathcal{B},v) = \bar{\lambda}(\mathcal{A}_v^c + t_0 \mathbb{1}_\mathcal{B}) < \hat{\mathcal{L}}^*. \tag{5.22}$$

Thus $v$ cannot be optimal, and we reach a contradiction. This completes the proof. \(\square\)

6. Proofs of Theorems 2.1 to 2.3

This section is devoted to the proofs of Theorems 2.1 to 2.3. We start with a few auxiliary results which are needed in the proofs.

We begin with the Aleksandrov–Bakelman–Pucci (ABP) estimate for $I$. See also [62] for more general estimates, and [44] for results on elliptic integro-differential operators with regular kernels.
Theorem 6.1. Suppose that \( u \in W^{2,p}_{\text{loc}}(D) \cap C_{b}(\mathbb{R}^d) \), \( p > d \), \( c < 0 \), and a constant \( M > 0 \) satisfy

\[
\text{Tr}(a\nabla^2 u)(x) + \sup_{\zeta \in Z} I[u, x, \zeta] + M|\nabla u(x)| + c(x)u \geq f(x) \quad \text{in } \{u > 0\} \cap D, \quad \text{with } u \leq 0 \text{ in } D^c.
\]

Then for some constant \( B \), which depends on \( M \), \( \text{diam } D \), \( \nu \), and \( \kappa \) in Assumption 2.1, we have

\[
\sup_{D} u^+ \leq B\|f^{-}\|_{L^d(D)}.
\]

Proof. We write

\[
\text{Tr}(a\nabla^2 u)(x) + \sup_{\zeta \in Z} \int_{z : z + z \in D} \langle \nabla u(x), z \rangle \nu(x, \zeta, dz) + M|\nabla u(x)| \geq f(x) - g(x) \quad \text{in } \{u > 0\},
\]

where

\[
g(x) := \sup_{\zeta \in Z} \left[ \int_{z : z + z \in D} (u(x + z) - u(x) - \nabla u(x) \cdot z)\nu(x, \zeta, dz) + \int_{z : z + z \in D^c} (u(x + z) - u(x))\nu(x, \zeta, dz) \right].
\]

Letting \( M_1 = M + \sup_{\zeta \in Z} \int_{z : z + z \in D} |z|\nu(x, \zeta, dz) \), we then obtain

\[
\text{Tr}(a\nabla^2 u)(x) + M_1|\nabla u(x)| \geq f(x) - g(x) \quad \text{in } \{u > 0\}.
\]

Applying [26, Proposition 3.3] we obtain

\[
\sup_{D} u^+ \leq \sup_{\partial D} u^+ + B\|(f - g)^-\|_{L^d(\Gamma^+)}
\]

for some constant \( B \), where \( \Gamma^+ \) denotes the upper contact set of \( u^+ \) in \( D \), that is,

\[
\Gamma^+ = \{ x \in D : \exists p \in \mathbb{R}^d \text{ such that } u^+(y) \leq u^+(x) + p \cdot (y - x) \text{ for } y \in D \}.
\]

Note that for every \( x \in \Gamma^+ \) we have \( u(x) \geq 0 \) and

\[
u(x + z) - u(x) - \nabla u(x) \cdot z \leq 0 \quad \text{for } x + z \in D.
\]

Thus we get \( g \leq 0 \) on \( \Gamma^+ \). Hence \( (f - g)^- \leq f^- \), and the result follows. \( \square \)

As a consequence of Theorem 6.1 we have a narrow domain maximum principle.

Theorem 6.2. There exists \( \varepsilon > 0 \) such that whenever \( Q \subset D \), \( |Q| \leq \varepsilon \), and \( w \in W^{2,p}_{\text{loc}}(D) \cap C_{b}(\mathbb{R}^d) \), \( p > d \), satisfy

\[
\mathcal{I}w \geq 0 \quad \text{in } D, \quad w \leq 0 \text{ in } Q^c,
\]

then \( w \leq 0 \text{ in } D \). The same applies for the operator \( \mathcal{A}^c \).

Proof. Let \( M \) be such that \( \sup_{D \times \mathbb{Z}} |b(x, \zeta)| \leq M \). Let \( f = -\|c\|_{\infty}|w| \). Note that on \( \{w > 0\} \) we have \( f^- = \|c\|_{\infty}w^+ \). Then the result follows from Theorem 6.1. \( \square \)

Now we are ready to state the existence result.

Theorem 6.3. Suppose that \( c \leq 0 \), and \( D \) be a bounded \( C^{1,1} \) domain in \( \mathbb{R}^d \). Then for any \( f \in C(\overline{D}) \), there exists a unique solution \( u \in C_0(D) \cap W^{2,p}(D) \) satisfying

\[
\mathcal{I}u = f \quad (\text{or } \mathcal{A}^c u = f) \quad \text{in } D, \quad u = 0 \quad \text{in } D^c.
\]
Proof. For \( u \in C_0(D) \), and define
\[
G[M, p, r, x] := \text{Tr}(aM) + \inf_{\xi \in Z} \{ I[u, x, \xi] + b(x, \xi) \cdot p + c(x, \xi)r \},
\]
for \( x \in D \) and \((M, p, r) \in \mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R} \). Then note that \( G[M, p, r, x] - G[0, 0, 0, x] \) satisfies the conditions of [74]. Thus, by [74, Theorem 4.6], there exists a unique solution \( v \in C_0(D) \cap W^{2,p}(D) \), \( p > d \), to
\[
G[\nabla^2 v, Dv, v, x] = f(x),
\]
satisfying
\[
\| v \|_{W^{2,p}(D)} \leq \kappa \left( \| v \|_{\infty} + \| f - G[0, 0, 0, \cdot] \|_{L^p(D)} \right)
\]
for some constant \( \kappa = \kappa(p, D) \) which does not depend on \( u, v, \) or \( f \). Using the Aleksandrov–Bakelman–Pucci (ABP) estimate (see for example, [26, [66, Theorem 3.1])] we deduce that
\[
\| v \|_{\infty} \leq \kappa_1 \| f - G[0, 0, 0, \cdot] \|_{L^p(D)}
\]
for some constant \( \kappa_1 \) which depends on \( a, D, \) and a bound of \( b \). Thus by (6.1) we obtain
\[
\| v \|_{W^{2,p}(D)} \leq \kappa_2 \| f - G[0, 0, 0, \cdot] \|_{L^p(D)}
\]
for some constant \( \kappa_2 \). Let \( Tu = v \) denote the operator mapping \( u \in C_0(D) \) to this solution. Since the embedding \( W^{2,p}(D) \hookrightarrow C^{0,\alpha}(D) \) is compact for \( p > d \) and \( \alpha \in (0, 1 - d/p) \), it follows from (6.2) that \( T \) is a compact operator. From the same estimate it is also easy to see that \( u \mapsto Tu \) is continuous in \( C_0(D) \). We claim that the set
\[
\{ u \in C_0(D) : u = \mu Tu \text{ for some } \mu \in [0, 1] \}
\]
is bounded in \( C_0(D) \). To prove the claim, we argue by contradiction. If not, there must exists a sequence \( \{ u_n, \mu_n \} \) with \( \| u_n \|_{\infty} \to \infty \) and \( \mu_n \to \mu \in [0, 1] \) as \( n \to \infty \). Using (6.2), scaling the solution so that \( \| u_n \|_{\infty} = 1 \), and extracting a subsequence of \( \{ u_n \} \), we obtain a nontrivial nonzero solution \( w \in C_0(D) \) of
\[
\text{Tr}(a\nabla^2 w) + \inf_{\xi \in Z} \{ \mu I[w, x, \xi] + b(x, \xi) \cdot \nabla w + c(x, \xi)w \} = 0
\]
for some \( \mu \in [0, 1] \). But this contradicts the ABP maximum principle in Theorem 6.1, thus proving the claim. Therefore, by the Leray–Schauder fixed point theorem, there exists a fixed point \( u \in C_0(D) \cap W^{2,p}(D) \) of \( T \). This proves the existence of a solution. Uniqueness follows from the ABP estimate (Theorem 6.1). This completes the proof. \( \square \)

Let us also recall the version of the nonlinear Krein–Rutman theorem in [4, Theorem 1].

**Theorem 6.4.** Let \( \mathcal{P} \) be a nonempty cone in an ordered Banach space \( \mathcal{X} \). Suppose that \( T : \mathcal{X} \to \mathcal{X} \) is order-preserving, 1-homogeneous, completely continuous map such that for some nonzero \( u \), and \( M > 0 \) we have \( u \leq Mu \). Then there exists \( \lambda > 0 \) and \( x \neq 0 \) in \( \mathcal{P} \) such that \( Tx = \lambda x \).

In the above theorem, \( \leq \) denotes the partial ordering with respect to \( \mathcal{P} \). Assume \( c \leq 0 \). Let \( \mathcal{X} = C_0(D) \) and \( \mathcal{P} \) be the cone of nonnegative functions. For our purposes, given \( u \in C_0(D) \), we let \( v = Tu \in C_0(D) \cap W^{2,p}(D) \) denote the solution of
\[
Tv(x) = -u(x) \quad \text{in } D, \quad \text{and } v = 0 \text{ in } D^c.
\]
This map is well defined by Theorem 6.3. Since the operator is proper (i.e., it is non-increasing with respect to the zeroth order term) we can apply Theorem 6.1 to obtain
\[
\sup_D |v| \leq \kappa \sup_D |u|
\]
for some constant $\kappa$, not depending on $u$, or $v$. Next we write
\[ \mathcal{I}v - \inf_{\zeta \in \mathcal{Z}} I[v, x, \zeta] = -u - \inf_{\zeta \in \mathcal{Z}} I[v, x, \zeta], \]
and apply [74, Theorem 4.6] to obtain
\[ \|v\|_{W^{2,p}(D)} \leq \kappa_1 \sup_{\bar{D}} |u| \]
for some constant $\kappa_1$. This of course implies that $\mathcal{T}$ is an compact operator. It is also standard to show that it is continuous. It is easily seen that $\mathcal{T}$ is 1-homogeneous.

Also note that
\[ \mathcal{I} \text{ is a contradiction as } \mathcal{I}(v_2 - v_1) \leq 0. \]

Then by a version of Hopf’s boundary lemma [66, Lemma 3.1], we must have $v = v_2 - v_1 > 0$ in $D$.

Now consider a function $u \in \mathcal{P}$ which is compactly supported in $D$, $u \neq 0$. It follows from the analysis above that $v = \mathcal{T}u > 0$ in $D$. Thus we can find $M > 0$ satisfying $MTu - u > 0$ in $D$. Therefore, by the Krein–Rutman theorem (Theorem 6.4 above) we have $\lambda > 0$ and $\psi > 0$ in $D$ such that
\[ \mathcal{I}\psi = \lambda \psi \quad \text{in } D, \quad \text{and } \psi = 0 \quad \text{on } D^c. \]

**Proof of Theorem 2.1.** Since $c$ is bounded, replacing $c$ by $c - \|c\|_\infty$ it follows from the above discussion that there exists $\lambda \in \mathbb{R}$ and $\psi \in C(\bar{D}) \cap W^{2,p}_{\text{loc}}(D)$, $p > d$, satisfying
\[ \mathcal{I}\psi = \lambda \psi \quad \text{in } D, \quad \psi > 0 \quad \text{in } D, \quad \text{and } \psi = 0 \quad \text{on } D^c. \]

It is clear then that the proof is complete if we establish the following claim.

**Claim:** Suppose that $u \in C_{b,+(\mathbb{R}^d) \cap W^{2,d}_{\text{loc}}(D)}$, satisfies $u > 0$ in $D$ and $\mathcal{T}u \leq \lambda u$ in $D$. Then $u = C\psi$ for some constant $C$.

Let $K$ be a compact subset of $D$ such that narrow domain maximum principle, Theorem 6.2, holds in $D \setminus K$. Consider $w_t = t\psi - u$. We can choose $t > 0$ small enough so that $w_t \leq 0$ in $K$. Also note that
\[ \text{Tr}(a\nabla^2 w_t)(x) + \sup_{\zeta \in \mathcal{Z}} I[w_t, x, \zeta] + \sup_{\zeta \in \mathcal{Z}} \{b(x, \zeta) \cdot \nabla w_t(x) + (c(x, \zeta) - \lambda)w_t(x)\} \geq 0. \]

Applying Theorem 6.2 we see that $w_t \leq 0$ in $D$. Since
\[ \text{Tr}(a\nabla^2 w_t)(x) - w_t(x) \inf_{\zeta \in \mathcal{Z}} \nu(x, \zeta, \mathbb{R}^d) + \sup_{\zeta \in \mathcal{Z}} \{b(x, \zeta) \cdot \nabla w_t(x) - (c(x, \zeta) - \lambda) w_t(x)\} \geq 0, \]
applying the strong maximum principle [47, Theorem 9.6], we must either have $w_t = 0$ or $w_t < 0$ in $D$. Suppose that the second option holds. Then we may define
\[ t = \sup \{t > 0: w_t < 0 \quad \text{in } D\}. \]

By the above argument, $t > 0$, and by strong maximum principle [47, Theorem 9.6] we must have either $w_t = 0$ or $w_t < 0$. If $w_t < 0$, then for some $\delta > 0$ we have $w_{t+\delta} < 0$ in $K$, and therefore, repeating the argument above, we obtain $w_{t+\delta} < 0$ in $D$. This contradicts the definition of $t$. So the only possibility is $w_t = 0$, which implies that $u = t\psi$. This proves the claim, and completes the proof of the theorem.

**Proof of Corollary 2.1.** Suppose that $\lambda_{D'} = \lambda_D$. Then by Theorem 2.1 we have $\mathcal{I}\psi_{D'} = \lambda_{D'}\psi_{D'}$ in $D'$, and $\psi_{D'} > 0$ in $D'$. Then it follows from the proof of Theorem 2.1 that $\psi_D = \psi_{D'}$ in $D$, which is a contradiction as $D \subset D'$. \[ \square \]
We need the following boundary estimate for the proof of Theorem 2.2.

**Lemma 6.1.** Suppose that \( \|u\|_\infty \leq 1 \), and it satisfies
\[
\text{Tr}(a\nabla^2 u) + \delta |\nabla u| \geq L \text{ in } Q, \quad u = 0 \text{ in } Q^c,
\]
where \( Q \subset D \) is a subdomain of \( D \) having the exterior sphere property with radius \( r > 0 \). Then for \( s \in (0,1) \), there exist constants \( M \), and \( \varepsilon \), depending only on \( \delta \), \( L \), \( r \), and \( s \), such that
\[
|u(x)| \leq M \text{dist}(x, \partial Q)^s, \quad \text{for all } x \in Q \text{ such that dist}(x, \partial Q) < \varepsilon.
\]

**Proof.** Translating the origin if needed, let \( \mathcal{B}_r \) be a ball of radius \( r \) centered at 0 that touches \( \partial Q \) from outside. Without loss of generality we assume \( \mathcal{B}_r \) is a ball of radius \( r > 0 \), and \( \rho(x) = M(|x| - r)^s \). Then an easy calculation shows that we can find a constant \( M > 1 \) satisfying
\[
\text{Tr}(a\nabla^2 \rho) + \delta |\nabla \rho| < -L \text{ in } \mathcal{B}_r \setminus \overline{\mathcal{B}}_r,
\]
and \( \rho \geq 1 \) in \( \mathcal{B}_r \). The result follows from applying the comparison principle in \( (\mathcal{B}_r \setminus \overline{\mathcal{B}}_r) \cap Q \). \( \square \)

We are now ready to prove Theorem 2.2.

**Proof of Theorem 2.2.** Let \( \lim_{n \to \infty} \lambda_{D_n} = \tilde{\lambda} \). Note that \( \tilde{\lambda} \geq \lambda_D \). Normalize the eigenfunctions to satisfy \( \|\psi_{D_n}\|_\infty = 1 \). Using Lemma 6.1 and the interior estimate, it can be easily seen that the family \( \{\psi_{D_n}\} \) is equicontinuous and each limit point \( u \) is a solution to \( \mathcal{I}u = \tilde{\lambda}u \) (or \( A^c u = \tilde{\lambda}u \)). By the strong maximum principle, we must have \( u > 0 \). It then follows from the proof of Theorem 2.1 that \( \lambda = \lambda_D \). \( \square \)

**Proof of Theorem 2.3.** We start with part (i). It follows from the definition that \( \lambda_D(c) \leq \lambda_D(c') \). Suppose that \( \lambda_D(c) = \lambda_D(c') \). Let \( \psi_c \) and \( \psi_{c'} \) denote the principal eigenfunctions corresponding to \( c \) and \( c' \), respectively. Then
\[
\mathcal{I}\psi_{c'}(x) \leq \lambda_D(c')\psi_{c'}(x) \text{ in } D,
\]
and the proof of Theorem 2.1 shows that the eigenfunction \( \psi_c \) must be of the form \( \kappa \psi_{c'} \) for some \( \kappa > 0 \). This contradicts the fact that \( c \leq c' \). The exact same argument holds for \( A^c \).

Next we prove that \( \lambda_D(c) \) is a convex function of \( c \). Let \( \varphi_0 \) and \( \varphi_1 \) denote the eigenfunctions corresponding to potentials \( c_0 \) and \( c_1 \), respectively. Define \( \varphi(x) = \varphi_0(x)\varphi_1^{1-\theta}(x) \). Since \( \varphi_0, \varphi_1 > 0 \) in \( D \), it is easy to see that \( \varphi \in W^{2,d}_{\text{loc}}(D) \cap C(\mathbb{R}^d) \). An easy calculation shows that
\[
\text{Tr}(a\nabla^2 \varphi) = \theta \frac{\varphi}{\varphi_0} \text{Tr}(a\nabla^2 \varphi_0) + (1 - \theta) \frac{\varphi}{\varphi_1} \text{Tr}(a\nabla^2 \varphi_1)
\]
\[
+ \varphi \left( \frac{\theta}{\varphi_0} \nabla \varphi_0 + \frac{1 - \theta}{\varphi_1} \nabla \varphi_1, a \frac{\theta}{\varphi_0} \nabla \varphi_0 + \frac{1 - \theta}{\varphi_1} \nabla \varphi_1 \right)
\]
\[
- \varphi \left( \frac{\theta}{\varphi_0^2} (\nabla \varphi_0, a \nabla \varphi_0) + \frac{1 - \theta}{\varphi_1^2} (\nabla \varphi_1, a \nabla \varphi_1) \right)
\]
\[
\leq \theta \frac{\varphi}{\varphi_0} \text{Tr}(a\nabla^2 \varphi_0) + (1 - \theta) \frac{\varphi}{\varphi_1} \text{Tr}(a\nabla^2 \varphi_1),
\]
where the last line follows from convexity. Also, by Minkowski’s inequality
\[
I(\varphi, x) = \varphi \int_{\mathbb{R}^d} \left( \frac{\varphi_0^\theta(x + z)}{\varphi_0^\theta(x)} \frac{\varphi_1^{1-\theta}(x + z)}{\varphi_1^{1-\theta}(x)} - 1 \right) \nu(x, dz)
\]
\[
\leq \varphi(x) \int_{\mathbb{R}^d} \left( \theta \frac{\varphi_0(x + z)}{\varphi_0(x)} + (1 - \theta) \frac{\varphi_1(x + z)}{\varphi_1(x)} - 1 \right) \nu(x, dz)
\]
\[
= \theta \frac{\varphi(x)}{\varphi_0(x)} I(\varphi_0, x) + (1 - \theta) \frac{\varphi(x)}{\varphi_1(x)} I(\varphi_1, x).
\]
Thus, combining the above estimates, it follows that with \( c = \theta c_1 + (1 - \theta)c_2 \), we have
\[
A_c \varphi(x) \leq (\theta \lambda_D(c_0) + (1 - \theta)\lambda_D(c_1)) \varphi(x), \quad x \in D.
\]
Therefore, \( \lambda_\theta \leq \theta \lambda_D(c_0) + (1 - \theta)\lambda_D(c_1) \), and the proof of part (ii) is complete.

The proof for the operator \( I \) is essentially the same. \( \square \)
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