Fast Construction of 4-Additive Spanners

Bandar Al-Dhalaan
bandar@umich.edu
Computer Science and Engineering
University of Michigan

Abstract

A $k$-additive spanner of a graph is a subgraph that preserves the distance between any two nodes up to a total additive error of $+k$. Efficient algorithms have been devised for constructing 2 [Aingworth et al. SIAM ’99], 6 [Baswana et al. ACM ’10, Woodruff ICALP ’13], and 8-additive spanners [Knudsen ’17], but no efficient algorithms for 4-additive spanners have yet been discovered. In this paper we present a modification of Chechik’s 4-additive spanner construction [Chechik SODA ’13] that produces a 4-additive spanner on $\tilde{O}(n^{7/5})$ edges, with an improved runtime of $\tilde{O}(mn^{3/5})$ from $O(mn)$. We also discuss generalizations to the setting of weighted additive spanners.
Additive Stretch | Size | Time
---|---|---
+2 | $O(n^{3/2})$ | $O(mn^{1/2})$ [4]
+4 | $\tilde{O}(n^{7/5})$ | $O(mn)$ [11]
+4 | $\tilde{O}(n^{7/5})$ | $O(mn^{3/5})$ (this paper)
+6 | $\tilde{O}(n^{4/3})$ | $\tilde{O}(n^2)$ ([9] and [22])
+8 | $O(n^{4/3})$ | $O(n^2)$ [16]

Table 1: Notable Additive Spanner Constructions

1 Introduction

A graph on $n$ nodes can have on the order of $m = O(n^2)$ edges. For very large values of $n$, this amount of edges can be prohibitively expensive, both to store in space and to run graph algorithms on. Thus it may be prudent to operate instead on a smaller approximation of the graph. A spanner is a type of subgraph which preserves distances between nodes up to some error, which we call the stretch. Spanners were introduced in [18] and additive spanners were first studied in [17].

**Definition 1** (Additive Spanners). A $k$–additive spanner (or “$+k$ spanner”) of a graph $G$ is a subgraph $H$ that satisfies $\text{dist}_H(s,t) \leq \text{dist}_G(s,t) + k$ for each pair of nodes $s, t \in V(G)$. $k$ is called the (additive) stretch of the spanner.

Note that since $H$ is a subgraph of $G$, the lower bound $\text{dist}_G(s,t) \leq \text{dist}_H(s,t)$ is immediate (the error is one-sided). Spanners have found applications in distance oracles [8], parallel and distributed algorithms for computing almost shortest paths [12, 15], synchronizers [19], and more.

Spanners are a tradeoff between the size of the subgraph and the stretch; spanner size can be decreased at the cost of a greater stretch and vice versa. The $+2$ spanner construction due to Aingworth et al. produces spanners of size $O(n^{3/2})$, and this size is optimal [4]. The $+4$ spanner construction is due to Chechik, which produces smaller spanners of size $O(n^{7/5})$ (though this bound is not known to be tight; it is conceivable that further improvements may reduce size up to $O(n^{4/3})$)[11]. The $+6$ construction due to Baswana et al. [9] and $+8$ construction due to Knudsen [16] achieve an $O(n^{4/3})$ spanner. It is known that any $+k$ spanner construction has a lower bound of $n^{4/3-o(1)}$ edges on the spanners it produces, so error values greater than +6 are not existentially of interest; the $+8$ spanner exchanges error for a polylog improvement in construction speed.

In addition to finding spanner constructions that produce the smallest spanners possible, it is also in our interest that these construction algorithms be fast. Because spanners are meant to make graphs more compact, they are mainly of
interest for very large graphs. Thus, for very large $n$, a polynomial time speedup to an algorithm for producing $+k$ spanners is highly desirable. There is a long line of work done in the interest of speeding up spanner constructions, including [7,10,16,20,22]. For a comprehensive survey, see [2].

Some additive spanner size and efficiency results are summarized in Table 1 above. As mentioned above, the $+8$ spanner due to Knudsen [16] exchanges error over the $+6$ spanner for a polylog improvement in construction time. In this paper, we present a polynomial speedup to Shiri Chechik’s $4$-additive spanner construction presented in [11], at no cost in error.

**Theorem 1** (Main Result). There is an algorithm that constructs (with high probability) a $+4$ spanner on $\tilde{O}(n^{7/5})$ edges in $\tilde{O}(mn^{3/5})$ time.

For comparison, the bottleneck to Chechik’s original construction is solving the All-Pairs-Shortest-Paths (APSP) problem; with combinatorial methods, this has an $O(mn)$ runtime, and with matrix multiplication methods, $O(n^\omega)$ [21].

Currently, $\omega < 2.373$ [6]. See Section 1.2 for a full runtime analysis of the original construction.

Our speedup relies on avoiding the APSP problem. We do this by realizing that we can weaken the path finding methods in Chechik’s original construction without compromising error. In particular, we introduce a new problem in Section 2.2, which we call the “Weak Constrained Single Source Shortest Paths” (weak CSSSP) problem. We give a Dijkstra-time solution to this problem and apply it to create our new $+4$ spanner construction in Section 2.3.

With matrix multiplication methods for APSP, Chechik’s algorithm has an $\tilde{O}(n^\omega)$ implementation [21]. However, we note that there is a range of $m$ values where our combinatorial algorithm potentially outperforms algebraic methods; for example if $\omega \geq 2.3$, then when $m < n^{1.699}$, the complexity of our algorithm is polynomially faster.

Finally, we extend our weak CSSSP method to the construction of spanners in the weighted setting. While the unweighted setting is predominant in the study of additive spanners, the generalization was made to the weighted setting by Elkin et al. in [13], and further work was done in [13,14]. There are two different weighted generalizations of $+k$ spanners in the literature; the weaker generalization (introduced in [3]) requires the spanner $H$ to satisfy $\text{dist}_H(s,t) \leq \text{dist}_G(s,t) + kW$ for each $s,t \in V(G)$, where $W = \max_{e \in E(G)} w(e)$ is the maximum edge weight of the edges of $G$. These are called $+kW$ spanners. The stronger generalization (studied in [1,14]) defined below restricts the edge weight stretch factor to the maximal edge weight over shortest $s \rightsquigarrow t$ shortest paths, denoted $W(s,t)$. For this reason this generalization is known as “local weighted error”.

**Definition 2** (Weighted Additive Spanner (Global Error)). A $+kW$ spanner of a graph $G$ is a subgraph $H$ that satisfies $\text{dist}_H(s,t) \leq \text{dist}_G(s,t) + kW$ for all $s,t \in V(G)$, where $W = \max_{e \in E} w(e)$

\[1\text{We note that when } m > n^{\omega - 0.3}, \text{ the bottleneck in the algebraic case is instead the second stage of the algorithm described in section 1.2 (}O(mn^{2/5}).)\]
Definition 3 (Weighted Additive Spanner (Local Error)). A \( +kW(\cdot, \cdot) \) spanner of a graph \( G \) is a subgraph \( H \) that satisfies \( \text{dist}_H(s, t) \leq \text{dist}_G(s, t) + kW(s, t) \) for all \( s, t \in V(G) \), where \( W(s, t) \) is the maximum edge weight along a shortest path \( \pi_G(s, t) \) in \( G \).

In [1], Ahmed et al. generalized the 4-additive spanner construction presented in [11] to the (strong) weighted setting. Their algorithm constructs a \( +4W(\cdot, \cdot) \) spanner on \( \tilde{O}(n^{7/5}) \) edges, and can be implemented in \( \tilde{O}(mn^{3/5}) \) time by using AliAbdi et al’s Bi-SPP algorithm [5] for constrained shortest path finding. Our contribution in section 3 will be a \( +4W(\cdot, \cdot) + \epsilon W(\cdot, \cdot) \) spanner in \( \tilde{O}(mn^{3/5}) \) time, on \( \tilde{O}(\epsilon n^{7/5} \epsilon^{-1}) \) edges with high probability, for any error \( 1 > \epsilon > 0 \).

Theorem 2. For any weighted graph \( G = (V, E) \) and \( \epsilon > 0 \), there is a \( +4W(\cdot, \cdot) + \epsilon W(\cdot, \cdot) \) spanner on \( \tilde{O}(n^{7/5}) \) edges and computable in \( \tilde{O}(mn^{3/5}) \) time, with high probability.

We note that while Ahmed et al’s construction in [1] doesn’t have the extra \( +\epsilon W \) stretch, our construction comes with a polynomial speedup.

1.1 Notations

We will use \( \pi_G(s, t) \) to refer to a canonical shortest path between two nodes \( s, t \in V(G) \). \( P(s, t) \) is a variable we use in some of our algorithms that describes some computed \( s \sim t \) path. For a node \( v \in V(G) \), \( \Gamma_G(v) \) denotes the neighborhood of \( v \) (the set containing \( v \) and its neighbors) in \( G \). When \( S \) is a set, \( \Gamma_G(S) := \bigcup_{v \in S} \Gamma_G(v) \). \( P(u, v) \) denotes the set of all paths between nodes \( u, v \). If \( A, B \) are subsets of \( V \), then \( P(A, B) = \bigcup_{u \in A, v \in B} P(u, v) \).

1.2 Current Runtime of the \( +4 \) Spanner Construction

In [11], Shiri Chechik presents a spanner construction that produces a \( +4 \) spanner on \( \tilde{O}(n^{7/5}) \) edges on average with probability \( > 1 - 1/n \). The runtime complexity, however, was not analyzed. In this section, we will describe Chechik’s algorithm and then give a runtime analysis. Chechik’s construction of a \( +4 \) spanner \( H \) of an input graph \( G \) can be split into three stages:

(i) All edges adjacent to “light nodes” (nodes with degree \( < \mu = \lceil n^{2/5} \log^{1/5} n \rceil \)) are added to \( H \).

(ii) Nodes are sampled for inclusion into a set \( S_1 \) with probability \( 9\mu/n \). BFS (Breadth-First Search) trees for these nodes are computed, and the edges for these trees are added to \( H \).

(iii) Nodes are sampled for inclusion into a set \( S_2 \) with probability \( 1/\mu \). For each “heavy” node (nodes with degree \( \geq \mu \) in the original graph) \( v \) that is not in \( S_2 \), but is adjacent to some node of \( S_2 \), we arbitrarily choose a neighbor \( x \in S_2 \) and add the edge \( (v, x) \) to \( H \). These choices also define the “clusters” of the graph: for each \( x \in S_2 \), \( C(x) \) is the set containing \( x \).
and its adjacent heavy nodes that were paired with \( x \) in the previous step. We now find, for each pair \( x_1, x_2 \in S_2 \), the shortest path \( P(s, t) \) subject to the constraint that \( s \in C(x_1), t \in C(x_2) \), and \( P(s, t) \) has \( \leq \mu^3/n \) heavy nodes. We use \( \text{heavy} \_\text{dist}_G(P(s, t)) \) to refer to the number of heavy nodes on \( P(s, t) \) in \( G \).

Algorithm 1 gives the full details. Stage (i) takes \( O(n) \) time and stage (ii) takes \( \tilde{O}(mn^{2/5}) \) time with high probability. The computationally dominant step of this algorithm is the task of finding these shortest paths between the clusters in (iii) (unless algebraic methods are used, in which case stage (ii) dominates). For worst case inputs, the expected number of clustered nodes (nodes in some cluster) is \( \Omega(n) \). Thus, this algorithm’s runtime will be bottlenecked by the all-pairs-shortest-paths problem. We now show that the heavy-node constraint on the paths does not increase the runtime. To see this, we note that it’s enough to search over paths of the form

\[
P(x_1, x_2) = (x_1, s) \circ \pi_G(s, t) \circ (t, x_2)\]

(\( \circ \) denotes path concatenation), where \( x_1, x_2 \) range over \( S_2 \) and \( s \in C(x_1), t \in C(x_2) \). Specifically, we want the shortest path of this form for each pair of clusters \( C(x_1), C(x_2) \), where \( \pi_G(s, t) \) is a constraint-satisfying (\( \leq \mu^3/n \) heavy nodes) path that is also a shortest path in \( G \).

To find such paths, we first solve APSP (\( O(mn) \) time combinatorially, \( O(n^{\omega}) \) time algebraically) to get shortest paths \( \pi_G(s, t) \) for each \( s, t \in V \). Then for all pairs of clustered nodes \( s, t \), with cluster centers \( x_1, x_2 \) respectively: if \( \text{heavy} \_\text{dist}_G(\pi_G(s, t)) \leq \mu^3/n \), set \( P(x_1, x_2) = (x_1, s) \circ \pi_G(s, t) \circ (t, x_2) \) as the current best path for the cluster pair \( (C(x_1), C(x_2)) \) if one hasn’t yet been selected, otherwise replace the current path iff \( P(x_1, x_2) \) is shorter. This is an APSP time process for finding the shortest valid canonical shortest path connecting each cluster pair; at the end of the process, we add the edges of these best paths. We note that because we’re not searching over all paths, but only one set of canonical shortest paths, it’s possible we fail to find valid (constraint satisfying) paths between some cluster pairs. This does not impede correctness, as we only require these paths in the cases that they exist.

\[\text{Paths of this form will be important in our own construction (see Definition 5).}\]
Algorithm 1: Chechik’s 4-Additive Spanner Construction [11]

Input: $n$-node graph $G = (V, E)$

1. $E' = \text{All edges incident to light nodes}$
2. Sample a set of nodes $S_1$ at random, every node with probability $9\mu/n$
3. $\text{foreach node } x \in S_1 \text{ do}$
   4. Construct a BFS tree $T(x)$ rooted at $x$ spanning all vertices in $V$
   5. $E' = E' \cup E(T(x))$
4. $\text{end}$
7. Sample a set of nodes $S_2$ at random, every node with probability $1/\mu$
8. $\text{foreach heavy node } x \text{ so that } (\{x\} \cup \Gamma_G(x)) \cap S_2 = \emptyset \text{ do}$
   9. Add all incident edges of $x$ to $E'$
10. $\text{end}$
11. $\text{foreach node } x \in S_2 \text{ do}$
12. $C(x) = \{x\}$
13. $\text{end}$
14. $\text{foreach heavy node } v \text{ so that } v \notin S_2 \text{ and } \Gamma_G(v) \cap S_2 \neq \emptyset \text{ do}$
15. Arbitrarily choose one node $x \in \Gamma_G(v) \cap S_2$
16. $C(x) = C(x) \cup \{x\}$
17. $E' = E' \cup \{(u, v)\}$
18. $\text{end}$
19. $\text{foreach pair of nodes } (x_1, x_2) \text{ in } S_2 \text{ do}$
20. Let $P = \{P \in P(C(x_1), C(x_2)) \mid \text{heavy_dist}_G(P) \leq \mu^3/n\}$
21. Let $P(\hat{y}_1, \hat{y}_2)$ be the path in $\mathcal{P}$ with minimal $|P(\hat{y}_1, \hat{y}_2)|$
22. $E' = E' \cup E(P(\hat{y}_1, \hat{y}_2))$
23. $\text{end}$
24. return $H = (V, E')$

2 Fast Construction of the $+4$ Spanner

In this section, we present our main result; a modification of Chechik’s $+4$ spanner construction that has $\tilde{O}(mn^{3/5})$ runtime with high probability, with no compromise to size or error.

2.1 Constrained Shortest Paths

Chechik’s original algorithm required the computation of shortest paths subject to a constraint on the number of heavy nodes in the paths. This was a proxy for constraining the number of edges that had not yet been added to the spanner at that point in the construction. We will call CSSSP the “Constrained Single Source Shortest Path Problem”. This is similar to the GB-SPP (“Gray-Vertices Bounded Shortest Path Problem”) presented by AliAbdi et al. in [5], but our constraint is on the edges instead of on the nodes.
Definition 4 (CSSSP). The constrained single-source shortest paths problem is defined by the following algorithm contract:

- **Input:** An (unweighted, undirected) graph $G = (V, E)$, a set of “gray” edges $E_g \subseteq E$, a source vertex $s \in V$, and a positive integer $g$.
- **Output:** For every $t \in V$, a path $P(s, t)$ on $\leq g$ gray edges, where $|P(s, t)| \leq |P'(s, t)|$ for all $s \rightarrow t$ paths $P'(s, t)$ on $\leq g$ gray edges.

Our modification to Chechik’s construction will also make use of constrained shortest path finding, but the CSSSP problem is stronger than necessary for our purposes, and we can get away with a better runtime by solving a weaker problem. In this section, we define and give an efficient algorithm for a weaker variation on CSSSP, which we’ll call weak CSSSP. In particular, we will only need to find constrained shortest paths from $s$ to $t$ in situations where a certain type of $s \rightarrow t$ constrained path already exists. We define these paths and call them **g-short paths**.

Definition 5 (g-short path). For two nodes $s, t$, an $s \rightarrow t$ path is called “g-short” if it has $< g$ gray edges and is of the form $(s, s') \circ \pi_G(s', t') \circ (t, t')$, where $\pi_G(s', t')$ is a shortest path.

These g-short paths naturally arise in the analysis of our 4-additive spanner construction later in the paper. Note that g-short paths are not necessarily shortest paths, but they are at most $+2$ edges longer than a shortest path (in the present unweighted case). Now we are ready to define weak CSSSP:

Definition 6 (Weak CSSSP). The weak constrained single-source shortest paths problem is defined by the following algorithm contract:

- **Input:** An (unweighted, undirected) graph $G = (V, E)$, a set of “gray” edges $E_g \subseteq E$, a source vertex $s \in V$, and a positive integer $g$.
- **Output:** For every $t \in V$, a path $P(s, t)$ on $\leq 5g$ gray edges, satisfying the following:
  - If there exists an $s \rightarrow t$ g-short path, then the g-optimality condition holds: $|P(s, t)| \leq |P_g(s, t)|$ for any $s \rightarrow t$ path $P_g(s, t)$ on $< g$ gray edges.
  - If no such path exists, then $P(s, t)$ can be anything.

Informally, if there is a “short enough” path from $s$ to $t$ with $< g$ gray edges, then the outputted path $P(s, t)$ has $\leq 5g$ gray edges and is shortest among all $s \rightarrow t$ paths with $< g$ gray edges. Besides the constant factor on the gray-edge bound, the only difference between weak CSSSP and CSSSP is that we put a precondition on a g-short $s \rightarrow t$ path existing. When we need weak CSSSP later in the paper, it will only be in situations where this g-short path exists.

One can solve the weak CSSSP problem by simply solving the general CSSSP problem. AliAbdi et al. in [5] present a label-setting algorithm “Bi-SPP” (Bi-Colored Shortest Path Problem) for solving GB-SPP. This is the problem of
finding shortest paths from a source node \( s \in V \) to every other node \( t \in V \) subject to the constraint that the paths have \( \leq g \) gray nodes.

**Theorem 3 (Implicit in Prior Work).** There is an \( \tilde{O}(gm) \) solution to the weak CSSSP problem.

**Proof.** Given input to an instance of the weak CSSSP problem: we designate a node to be gray if it is adjacent to a gray edge. It is clear that if a path has \( < g \) gray edges, it must then have \( < 2g \) gray nodes. Thus if we solve GB-SPP on this graph with parameter \( g' = 2g \), the resulting paths \( P(s,t) \) satisfy \( |P(s,t)| \leq |P_g(s,t)| \) for any path \( P_g(s,t) \) on \( < g \) gray edges. Furthermore, the paths \( P(s,t) \) have \( < 2g \leq 5g \) gray edges. Therefore these resulting paths satisfy the weak CSSSP requirements. Using the Bi-SPP algorithm, this can be done in \( O(g(m + n \log n)) = \tilde{O}(gm) \) time \cite{5}.

We now present a new algorithm for solving weak CSSSP with the same runtime as plain SSSP in the weighted setting - using Dijkstra’s algorithm with Fibonacci heaps, a runtime of \( O(m + n \log n) = \tilde{O}(m) \). We give each non-gray edge weight 1, and each gray edge weight \( 1 + g^{-1} \). We run Dijkstra’s algorithm with these weights and report the paths it computes. The intuition behind this approach is that we “punish” gray edges by a value that ensures both the \( g \)-optimality condition and \( \leq 5g \) gray edges in the paths Dijkstra reports. The punishment is big enough so that it is impossible for the reported path to have too many gray edges without violating the fact that a \( g \)-short \( s \rightarrow t \) path exists, and small enough so that the total punishment on the \( P_g(s,t) \) paths described in the algorithm contract is less than 1, effectively acting as a tiebreaker between such paths.

**Algorithm 2:** Weak CSSSP via Edge Weighting

**Input:** Undirected, unweighted, graph \( G = (V, E) \)
Source vertex \( s \in V \)
Set of gray edges \( E_g \subseteq E \)
Positive integer \( g \)

1. **foreach** edge \((u, v) \in E\) **do**
   2. \(w(u,v) \leftarrow 1 + g^{-1}\) if \((u,v)\) is gray, and \(w(u,v) \leftarrow 1\) otherwise.
3. **end**
4. Run Dijkstra on \( s \) with weight function \( w \) to get paths \( P(s,t) \) for each other \( t \in V \)
5. **return** these \( P(s,t) \) paths

**Theorem 4.** Algorithm \( \Box \) solves weak CSSSP in \( O(m + n \log n) = \tilde{O}(m) \) time.

**Proof.** The time complexity follows immediately from the complexity of Dijkstra’s algorithm, which is the dominant stage of the algorithm. We now prove
Let \( t \in V \) and suppose a \( g \)-short \( s \rightarrow t \) path \( P'(s, t) = (s, s') \circ \pi_G(s', t') \circ (t', t) \) exists. We will first show that \( P(s, t) \) has \( \leq 5g \) gray edges. Suppose to show a contradiction that it has \( > 5g \) gray edges. Note by construction that the weight of a path is its length plus \( g^{-1} \) times the number of gray edges. Thus
\[
|P(s, t)| + 5 < |P'(s, t)| + 1
\]
\[
\leq |\pi_G(s', t')| + 2 + 1
\]
\[
\leq |\pi_G(s, t)| + 2 + 2 + 1
\]
\[
= \text{dist}_G(s, t) + 5
\]
This implies that \( |P(s, t)| < \text{dist}_G(s, t) \), which is a contradiction. Thus the computed path \( P(s, t) \) has \( \leq 5g \) gray edges. We now show the \( g \)-optimality condition to complete the proof: let \( P_g(s, t) \) be an arbitrary \( s \rightarrow t \) path on \( < g \) gray edges. We have that
\[
|P(s, t)| \leq w(P(s, t))
\]
\[
\leq w(P_g(s, t))
\]
\[
< |P_g(s, t)| + g \cdot g^{-1}
\]
\[
= |P_g(s, t)| + 1
\]
Thus \( |P(s, t)| \leq |P_g(s, t)| \) as required.

\[2.2\] Application to 4-Additive Spanner Construction

We are now ready to state our modification to Chechik’s spanner construction. Two insights allow us to improve the efficiency: (i) instead of finding the constrained shortest paths between the clusters, it is sufficient to only do this for paths between \( S_2 \) nodes. Furthermore, (ii) it is sufficient to compute the weak CSSSSP paths for this task. The constraint we place on the paths we find will be a constraint on “heavy edges”, which are edges adjacent to heavy nodes

**Definition 7** (heavy edge). An edge \((u, v)\) is called **heavy** if either \( u \) or \( v \) are heavy nodes (having degree \( \geq \mu \)).

Besides these changes, the construction is the same as Chechik’s original construction. We note that (i) alone was used by Ahmed et al. in their spanner construction for weighted graphs [1]; combining (i) with AliAbdi et al.’s algorithm for CSSSSP [5] yields an \( O(mn^{4/5}) \) run time, though this was not known
to the authors at the time [Personal Communication]. (ii) is a novel method and is responsible for the next polynomial step down to $O(mn^{3/5})$. We now prove our main result through the following series of lemmas:

**Algorithm 3:** Faster 4-Additive Spanner Construction

**Input:** $n$-node graph $G = (V, E)$

1. $E' = \text{All edges incident to light nodes}$
2. Sample a set of nodes $S_1$ at random, every node with probability $9\mu/n$
3. **foreach** node $x \in S_1$ do
   4. Construct a BFS tree $T(x)$ rooted at $x$ spanning all vertices in $V$
   5. $E' = E' \cup E(T(x))$
4. **end**
7. Sample a set of nodes $S_2$ at random, every node with probability $1/\mu$
8. **foreach** heavy node $x$ so that $(\{x\} \cup \Gamma_G(x)) \cap S_2 = \emptyset$ do
   9. Add all incident edges of $x$ to $E'$
10. **end**
11. **foreach** heavy node $v$ so that $v \not\in S_2$ and $\Gamma_G(v) \cap S_2 \neq \emptyset$ do
12. Arbitrarily choose one node $x \in \Gamma_G(v) \cap S_2$
13. $E' = E' \cup \{(x, v)\}$
14. **end**
15. **foreach** node $x_1 \in S_2$ do
16. Compute weak CSSSP on $G$, with $g = \mu^3/n + 2$, $x$ as the source vertex, and $E_g$ as the set of heavy edges, to get paths $P(x_1, x_2)$ for each $x_2 \in V$.
17. Add $E(P(x_1, x_2))$ to $H$ for each $x_2 \in S_2$
18. **end**
19. **return** $H = (V, E')$

The first lemma is standard:

**Lemma 5 (9111).** For a shortest path $\pi_G(s, t)$ in a graph $G$ and for any vertex $v \in V(G)$, $v$ has $\leq 3$ neighbors in $\pi_G(s, t)$.

*Proof.* Suppose to show a contradiction that $v$ has four neighbors $u_1, u_2, u_3, u_4 \in \pi_G(s, t)$, and assume WLOG $u_1 \prec u_2 \prec u_3 \prec u_4$ in $\pi_G(s, t)$. This implies $\text{dist}_G(u_1, u_4) \geq 3$. But the path $(u_1, v) \circ (v, u_4)$ has length 2, which is a contradiction. 

We now show that for any two nodes $s, t$ of $H$, we have with very high probability that $\text{dist}_H(s, t) \leq \text{dist}_G(s, t) + 4$. Note that it’s sufficient to prove this result when $s, t$ don’t have all of their edges included in $H$. We call such nodes “uncovered”. This is because when $s, t$ are not both uncovered, it’s enough to demonstrate this stretch for the subpath of $\pi(s, t)$ beginning and ending at the first and last uncovered nodes respectively.
Definition 8. A node \( v \in V(G) \) is said to be “covered” in \( H \) if all of its edges are included in \( H \).

This is because if \( s, t \) were not both covered, we could let \( s' \) be the first uncovered node on \( P(s, t) \) and \( t' \) the last uncovered node, and then \( \text{dist}_H(s', t') \leq \text{dist}_G(s', t') + 4 \Rightarrow \text{dist}_H(s, t) \leq \text{dist}_G(s, t) + 4 \). This is because all the edges of \( P(s, t) \) occurring before \( s' \) or after \( t' \) are already in \( H \), so any stretch must occur between \( s' \) and \( t' \). This allows us to assume that \( s, t \) are in \( \Gamma_G(S_2) \), as all other nodes are covered by our algorithm. The proof of the following lemma is identical to the first part of the proof of Lemma 2.2 in [11], but we repeat it here for completeness.

Lemma 6. For any two uncovered nodes \( s, t \in V(G) \) such that the canonical shortest path \( \pi_G(s, t) \) has \( > \mu^3/n \) heavy nodes, we have \( \text{dist}_H(s, t) \leq \text{dist}_G(s, t) + 4 \) with probability \( \geq 1 - \frac{1}{n^3} \).

Proof. In this case, we claim that there is a \( > \frac{1}{n^3} \) probability that \( \pi_G(s, t) \) is adjacent to a BFS tree in \( H \). \( \pi_G(s, t) \) has \( > \mu^3/n \) heavy nodes, each of degree \( \geq \mu \). Thus the sum of the degrees of nodes on \( \pi_G(s, t) \) is \( > \mu^4/n \). By Lemma 5, this implies there are at least \( \mu^4/3n \) nodes adjacent to \( \pi_G(s, t) \). Each node \( v \) has probability \( \frac{9}{n} \mu/n \) of being included in \( S_1 \), and thus having a shortest-path tree rooted at \( v \) in \( H \). Therefore the probability that none of these nodes adjacent to \( \pi_G(s, t) \) have such a tree rooted at them is

\[
\leq (1 - 9\mu/n)^{\mu^4/3n}
\]

\[
= (1 - 9\log^{1/5} n/n^{3/5})^{n^{3/5}\log^{4/5} n/3}
\]

\[
= (1 - 9\log^{1/5} n/n^{3/5})^{n^{3/5}/9\log^{1/5} n} \cdot 3 \log n
\]

\[
\leq \left( \frac{1}{e} \right)^{3 \log n}
\]

\[
\leq 1/n^3
\]

where we used the fact that \( (1-\frac{1}{e})^x < 1/e \) for \( x \geq 1 \). Thus, we have a \( > 1 - 1/n^3 \) probability of the existence of a node \( r \) neighboring some \( u \in \pi_G(s, t) \) such that a BFS tree rooted at \( r \) is in \( H \). When this is the case, we can simply take the \( s \sim r \) followed by the \( r \sim t \) shortest paths provided by the BFS tree, which has a stretch factor of 2 as shown below:

\[
\text{dist}_H(s, t) \leq \text{dist}_H(s, r) + \text{dist}_H(r, t)
\]

\[
= \text{dist}_G(s, r) + \text{dist}_G(r, t)
\]

\[
\leq \text{dist}_G(s, u) + 1 + \text{dist}_G(u, t) + 1
\]

\[
= \text{dist}_G(s, t) + 2
\]

\[\square\]

Lemma 7. For any two uncovered nodes \( s, t \in V(G) \) such that the canonical shortest path \( \pi_G(s, t) \) has \( \leq \mu^3/n \) heavy nodes, we have \( \text{dist}_H(s, t) \leq \text{dist}_G(s, t) + 4 \) with probability \( \geq 1 - \frac{1}{n^7} \).
Proof. Both \( s, t \) are uncovered and thus in \( \Gamma_G(S_2) \). Let \( x_1, x_2 \in S_2 \) such that \( s \in \Gamma_H(x_1) \) and \( t \in \Gamma_H(x_2) \). We assume \( x_1 \neq x_2 \) as this case is trivial.

Call an edge \((u, v)\) “heavy” if both \( u \) and \( v \) are heavy nodes. Since \( \pi_G(s, t) \) is a (shortest) path on \( \mu^3/n \) heavy nodes, it has \( \mu^3/n = g - 2 \) heavy edges, meaning \( P'(x_1, x_2) := (x_1, s) \circ \pi_G(s, t) \circ \pi_G(t, x_2) \) has \( g \) gray edges and is thus a g-short path\footnote{If \( x_1 = s \) or \( x_2 = t \), \((x_1, s)\) (resp. \((t, x_2)\)) are by convention empty paths.}. Thus when we compute the weak CSSSP path \( P(x_1, x_2) \), we have that \( |P(x_1, x_2)| \leq |P'(x_1, x_2)| \). Furthermore, \( |P'(x_1, x_2)| \leq \pi_G(s, t) + 2 \leq \dist_G(x_1, x_2) + 4 \), since \( \pi_G(s, t) \) is a shortest path in \( G \). Let \( P(s, t) = (s, x_1) \circ P(x_1, x_2) \circ (x_2, t) \), and note that \( P(s, t) \) is a path in \( H \). This path witnesses that

\[
\dist_H(s, t) \leq 2 + |P(x_1, x_2)| \\
\leq 2 + |P'(x_1, x_2)| \\
\leq 2 + 2 + |\pi_G(s, t)| \\
= \dist_G(s, t) + 4
\]

Thus we deterministically have the required stretch for such node pairs.

Correctness follows by the above two lemmas and the union bound, which gives us that with probability \( 1 - 1/n \), \( \dist_H(s, t) \leq \dist_G(s, t) + 4 \) holds for all \( s, t \in V(G) \).

Lemma 8. The subgraph \( H \) produced by Algorithm 3 has \( O(n\mu) = \tilde{O}(n^{7/5}) \) edges with high probability.

Proof. We can separate the addition of edges to \( H \) into 4 types:

1. The edges incident to light nodes are added. Each light node is incident to \( \leq \mu \) edges by definition, so \( O(n\mu) = \tilde{O}(n^{7/5}) \) edges are added.

2. The BFS tree of each node in \( S_1 \) is added. Each such tree contributes \( O(n) \) edges. The probability of a node being added to \( S_1 \) is \( 9\mu/n \), so \( |S_1| = \Theta(\mu) \) with high probability, and thus \( O(\mu \cdot n) = \tilde{O}(n^{7/5}) \) edges are added with high probability.

3. Edges adjacent to heavy nodes \( v \) that are \( \notin \Gamma_G(S_2) \) are added. Nodes are added to \( S_2 \) with probability \( 1/\mu \), thus the probability of \( v \) being neither in \( S_2 \) nor adjacent to a node in \( S_2 \) is \( \leq (1 - 1/\mu)^{\deg(v) + 1} \). If \( \deg(v) = \Omega(\mu \log n) \), then it is adjacent to a node in \( S_2 \) with high probability. Thus the number of edges added for \( v \) is at most \( 1 + \deg(v)(1 - 1/\mu)^{\deg(v)} < \mu \) with high probability. Unioning over all \( v \), this adds \( O(n\mu) = \tilde{O}(n^{7/5}) \) edges with high probability.
4. Edges on paths between \( S_2 \) nodes with \( \leq 5\mu^3/n \) heavy edges are added. 
\[ |S_2| = \Theta(n/\mu) \] with high probability, yielding \( \Theta(n^2/\mu^2) \) pairs of \( S_2 \). All the light edges (edges adjacent to light nodes) have already been added to \( H \), so each path between these \( S_2 \) pairs adds at most \( \Theta(\mu^3/n) \) edges. 
Unioning over the number of pairs, this adds \( O(\mu n) = \tilde{O}(n^{7/5}) \) edges with high probability. 

**Lemma 9.** On an \( n \)-node \( m \)-edge input graph, Algorithm 3 runs in \( \tilde{O}(mn^{3/5}) \) time with high probability.

**Proof.** The only two superlinear stages of the algorithm are (a) the generation of the \( S_1 \) Breadth-First Search trees, and (b) solving weak CSSSP for each node of \( S_2 \). For (a): nodes are sampled to be in \( S_1 \) with probability \( 9\mu/n \), so \( |S_1| = O(\mu) = \tilde{O}(n^{2/5}) \) with high probability. BFS has worst-case runtime \( O(m) \). Thus this stage is \( O(m\mu) = \tilde{O}(mn^{2/5}) \) time. For (b): we showed in section 2.1 an algorithm that solves weak CSSSP in \( \tilde{O}(m) \) time, which we run for each node of \( S_2 \). Multiplying this over the size of \( S_2 \) (which has size \( \tilde{O}(n^{3/5}) \) with high probability), we get \( \tilde{O}(mn^{3/5}) \) time with high probability.

Theorem 1 now follows from Lemmas 6-9.

### 3 Weighted +4 Spanner

In this section, we prove Theorem 2 by first synthesizing a weighted analogue of the weak CSSSP problem from section 2.1, then we apply this in a similar fashion to create our \( +4W(s, t) + \epsilon W \) construction. We note that a \( +4W, \tilde{O}(n^{7/5}) \) edge, \( \tilde{O}(mn^{3/5}) \) time spanner construction is a very straightforward generalization of the methods presented in the unweighted part of this paper. However, \( W(s, t) \) error is preferable (except in the case when all the edge weights are equal).

#### 3.1 Weighted Constrained Shortest Paths

In our first step towards our weighted spanner, we will generalize weak CSSSP from section 2.1 to the weighted setting, and give a Dijkstra-time algorithm for solving it. This is also where the \( \epsilon \) error of the construction will be incurred, so our generalization will incorporate an error parameter. There are many ways to generalize weak CSSSP to the weighted setting, but we choose this one as it is what we’ve been able to find a use for in the weighted spanner construction.

**Definition 9 (Weighted Weak CSSSP (with error)).** The **weighted weak constrained single-source shortest paths problem with error** is defined by the following algorithm contract:

- **Input:** An (undirected) graph \( G = (V, E) \), a set of “gray” edges \( E_g \subset E \), a source vertex \( s \in V \), a weight function \( w : V \rightarrow \mathbb{R}^+ \), an error parameter \( 1 > \epsilon > 0 \), and a positive integer \( g \).
• **Output:** For every $t \in V$, a path $P(s, t)$ on $\leq 5g/\epsilon$ gray edges, satisfying the following:

  - If an $s \leadsto t$ g-short path exists, then the **near g-optimality condition** holds: $w(P(s, t)) < w(P_g(s, t)) + \epsilon W$ for any $s \leadsto t$ path $P_g(s, t)$ on $< g$ gray edges, where $W = \max_{e \in E} w(e)$.

  - If no such paths exist, $P'(s, t)$ can be anything.

The only difference between this version of the problem and the unweighted version is that it is in terms of path weight instead of path length, and it allows an $\epsilon$ error in terms of the heaviest edge of the graph. As before, one can use AliAbdi et al’s Bi-SPP to solve this, but it is stronger than necessary. A modification to Algorithm 2 gives us the fastest solution. It is the same as before, except that we now punish each gray edge by $+\epsilon W g^{-1}$ instead of $+g^{-1}$.

### Algorithm 4: Weighted Weak CSSSP with Error by Edge Punishing

**Input:** Undirected graph $G = (V, E)$
- Source vertex $s \in V$
- Set of gray edges $E_g \subseteq E$
- Weight function $w : E \to \mathbb{R}^+$
- Error $1 > \epsilon > 0$
- Positive integer $g$

1. Let $W = \max_{e \in E} w(e)$
2. **foreach** edge $(u, v) \in E$ **do**
   3. $w'(u, v) \leftarrow w(u, v) + \epsilon W g^{-1}$ if $(u, v)$ is gray, and $w'(u, v) \leftarrow w(u, v)$ otherwise.
4. **end**
5. Run Dijkstra’s algorithm on $G$ with source node $s$ and weight function $w'$ to get paths $P(s, t)$ for each other $t \in V$
6. **return** these $P(s, t)$ paths

**Theorem 10.** Algorithm 4 solves Weighted Weak CSSSP with error in $O(m + n \log n) = \tilde{O}(m)$ time.

**Proof.** The time complexity follows immediately from the complexity of Dijkstra’s algorithm, which is the dominant stage of the algorithm. We now prove correctness.

Let $t \in V$ and suppose a g-short $s \leadsto t$ path $P'(s, t) = (s, s') \circ \pi_G(s', t') \circ (t', t)$ exists. We will first show that $P(s, t)$ has $\leq 5g/\epsilon$ gray edges. Suppose to show a contradiction that it has $> 5g/\epsilon$ gray edges. Thus

\[\text{We reuse the same definition from section 2.1.}\]
\[ w(P(s, t)) + 5W < w'(P(s, t)) \]
\[ \leq w'(P'(s, t)) \]
\[ < w(P'(s, t)) + g \cdot (\epsilon W g^{-1}) = w(P'(s, t)) + \epsilon W \]
\[ \leq w(P'(s, t)) + W \]
\[ \leq w(P(s, t)) + 2W + W \]

Therefore \( w(P(s, t)) + 4W < w(P(s, t)) + 2W \). Since \( \pi_G(s', t') \) is a shortest path, \( w(P(s, t)) \geq w(P(s, t)) + 2W \). This implies \( w(P(s, t)) + 4W < w(P(s, t)) + W \), a contradiction.

Now we prove near \( g \)-optimality. Let \( P_g(s, t) \) be an arbitrary \( s \to t \) path on < \( g \) gray edges. Then

\[ w(P(s, t)) \leq w'(P(s, t)) \]
\[ \leq w'(P_g(s, t)) \]
\[ < w(P_g(s, t)) + g \cdot (\epsilon W g^{-1}) \]
\[ = w(P_g(s, t)) + \epsilon W \]

as required.

\[ \Box \]

### 3.2 \(+ 4W(\cdot, \cdot) + \epsilon W\) Spanner

In this section we modify our Section 2 construction to construct \(+ 4W(\cdot, \cdot) + \epsilon W\) spanners, for any \( \epsilon > 0 \), on \( \tilde{O}(n^{7/5} e^{-1}) \) edges in \( \tilde{O}(mn^{3/5}) \) time. This will make use of our weak CSSSP generalization to the weighted setting with error discussed in the previous subsection, which is where the \( + \epsilon W \) stretch is incurred.

The construction differs from Algorithm 3 in three important ways: (i): instead of adding all the edges of light nodes to the spanner \( H \), we perform a \( \mu \)-lightweight initialization - that is, we add the \( \mu \) lightest edges of each node to \( H \) (breaking ties arbitrarily), a technique introduced in [1].

Definition 10 \((d-\text{lightweight initialization})\). A \( d \)-\( \text{lightweight initialization} \) \( H = (V, E') \) of a weighted graph \( G = (V, E) \) is a subgraph created by selecting the \( d \) lightest edges of every node of \( G \), breaking ties arbitrarily.

(ii): Instead of computing standard weak CSSSP (as seen in Section 2.2) on the \( S_2 \) nodes, we compute our new weighted version with error. (iii): We now omit the step of connecting “heavy nodes” with nodes of \( S_2 \). Instead we rely on these connections happening “naturally” due to our \( \mu \)-lightweight initialization, which allows us to make use of the properties the lightweight initialization gives us.
Algorithm 5: $+4W(\cdot, \cdot) + \epsilon W$ Spanner

**Input:** n-node graph $G = (V, E)$
- Weight function $w : E \mapsto \mathbb{R}^+$
- Error parameter $1 > \epsilon > 0$

1. Let $H_0 = (V, E')$ be a $\mu$-lightweight initialization of $G$.
2. Sample a set of nodes $S_2$ at random, every node with probability $1/\mu$
3. **foreach** node $x$ so that $\{x\} \cup \Gamma_{H_0}(x) \cap S_2 = \emptyset$ **do**
   4. Add all incident edges of $x$ to $E'$
5. **end**
6. Sample a set of nodes $S_1$ at random, every node with probability $9\mu/n$
7. **foreach** node $x \in S_1$ **do**
   8. Construct a shortest-path tree $T(x)$ rooted at $x$ spanning all vertices in $V$
   9. $E' = E' \cup E(T(x))$
10. **end**
11. **foreach** node $x_1 \in S_2$ **do**
12. Compute weighted weak CSSSP with error on $G$, with $g = \mu^3/n + 2$, $x_1$ as the source vertex, $E_g = E \setminus E'$, and $\epsilon$ as the error parameter, to get paths $P(x_1, x_2)$ for each $x_2 \in V$.
13. Add $E(P(x_1, x_2))$ to $E'$ for each $t \in S_2$
14. **end**
15. **return** $H = (V, E')$

Note that $H_0$ in Algorithm 5 denotes the $\mu$-initialization of $G$, before any additional edges are added to $E'$. We will refer to $H_0$ in our proofs as it will allow us to make use of the fact that the edges added are only the ones form the lightweight initialization. We now prove correctness by the following series of lemmas. We will make use of the following theorem due to Ahmed et al.

**Theorem 11** ([3]). Let $H$ be a $d$-lightweight initialization of an undirected, weighted graph $G$. Then if a shortest path $\pi_G(s, t)$ is missing $l$ edges in $H$, there are $\Omega(l/d)$ different nodes adjacent to $\pi_G(s, t)$ in $H$.

**Lemma 12.** For any two nodes $s, t \in V(G)$ such that the canonical shortest path $\pi_G(s, t)$ is missing $> \mu^3/n$ edges in $H_0$, we have $\text{dist}_H(s, t) \leq \text{dist}_G(s, t) + 4W(s, t)$ with probability $\geq 1 - \frac{1}{n^3}$.

**Proof.** This implies that there are $> \mu^3/n$ nodes along $\pi_G(s, t)$ with missing incident edges in $H_0$. Call the set of these nodes $S$. Since $H_0$ is a $\mu$-lightweight initialization, it follows that nodes missing an edge in $H_0$ must have degree $> \mu$ in $G$. We utilize the above theorem from [3], which allows us to conclude that there are $\Omega(\mu^4/n)$ different nodes adjacent to $\pi_G(s, t)$ in $H_0$.

As shown in Lemma 4 (the details of which we won’t repeat), we have a $> 1 - 1/n^3$ probability of one of these neighbors being a member of $S_1$. In this
Thus we deterministically have the required stretch for such node pairs. Since \((q, r) \in H_0\) but \(q\) is disconnected from \(\pi_G(s, t)\) in \(H_0\), it follows from the fact that \(H_0\) is a \(\mu\)-lightweight initialization that \(w(q, r)\) is lighter than the missing edge incident to \(q\) on this path, i.e. \(w(q, r) \leq W(s, t)\).

Since \(r \in S_1\), it is the root of a shortest path tree of \(G\) included in \(H\). Thus, since \(\pi_G(s, r)\) is a shortest path, \(w(\pi_G(s, r)) \leq w(\pi_G(s, q)) + w(q, r) \leq w(\pi_G(s, q)) + W(s, t)\). Likewise, \(w(\pi_G(r, t)) \leq w(\pi_G(q, t)) + W(s, t)\). Thus, the path \(\pi_G(s, r) \circ \pi_G(r, t)\), which belongs to \(H\), witnesses that

\[
\text{dist}_H(s, t) \leq w(\pi_G(s, q)) + W(s, t) + w(\pi_G(q, t)) + W(s, t) \\
= w(\pi_G(s, t)) + 2W(s, t) \\
= \text{dist}_G(s, t) + 2W(s, t)
\]

Thus with probability \(> 1 - 1/n^3\), we achieve the required stretch. \(\square\)

Lemma 13. For any two nodes \(s, t \in V(G)\) such that the canonical shortest path \(\pi_G(s, t)\) is missing < \(\mu^4/n\) edges in \(H_0\), we have \(\text{dist}_H(s, t) \leq \text{dist}_G(s, t) + 4W(s, t) + \epsilon W\).

Proof. Just as in the unweighted case, we can assume WLOG that \(s\) and \(t\) are uncovered, and thus are each in the neighborhood of an \(S_2\) node (all nodes \(\notin \gamma(S_2)\) are covered by the algorithm). Let \(x_1, x_2 \in S_2\) such that \(s \in \Gamma(x_1)\) and \(t \in \Gamma(x_2)\). We can furthermore assume that the first and last edges of \(\pi_G(s, t)\) are missing from \(H_0\), otherwise we could simply push our analysis to the first/last nodes on \(\pi_G(s, t)\) to be severed from the path in \(H_0\).

Since \(\pi_G(s, t)\) is a shortest path with < \(g - 2 = \mu^3/n\) missing (gray) edges, \(P'(x_1, x_2) := (x_1, s') \circ \pi_G(s', t') \circ (t', x_2)\) is a \(g\)-short path. Thus by weighted weak CSSSP with error, our construction yields a path \(P(x_1, x_2)\) with \(w(P(x_1, x_2)) \leq w(P'(x_1, x_2)) + \epsilon W\). Furthermore, by the fact that \(H_0\) is a \(\mu\)-lightweight initialization, the edge \((x_1, s)\) must be lighter than the first edge of \(\pi_G(s, t)\), and \((t, x_2)\) must be lighter than the last edge of \(\pi_G(s, t)\). Thus \(w(x_1, s), w(t, x_2) \leq W(s, t)\).

Therefore, \(w(P(x_1, x_2)) \leq w(\pi_G(s, t)) + 2W(s, t) + \epsilon W\). Thus, the path \((s, x_1) \circ P(x_1, x_2) \circ (x_2, t)\) in \(H\) witnesses that

\[
\text{dist}_H(s, t) \leq w(s, x_1) + w(P(x_1, x_2)) + w(x_2, t) \\
\leq 2W(s, t) + w(P(x_1, x_2)) \\
\leq 2W(s, t) + 2W(s, t) + \epsilon W + w(\pi_G(s, t)) \\
= \text{dist}_G(s, t) + 4W(s, t) + \epsilon W
\]

Thus we deterministically have the required stretch for such node pairs. \(\square\)
Correctness now follows by the above two lemmas and the union bound. We now show that $H$ has the desired edge bound. We note that the details of this proof are mostly the same as the corresponding proof for our unweighted construction.

**Lemma 14.** $H$ has (with high probability) $\tilde{O}(n^{7/5} \epsilon^{-1})$ edges.

**Proof.** Algorithm 5 adds edges to $H$ in 4 stages:

(i) We begin with a $\mu$—lightweight initialization of $G$, which adds $\tilde{O}(n^{2/5})$ edges per node, giving a total of $\tilde{O}(n^{7/5})$ edges. This covers all light nodes (of degree $< \mu$).

(ii) We add the edges of a shortest path tree for each node of $S_1$. The probability of a node’s inclusion into $S_1$ is $\frac{9\mu}{n}$, thus $|S_1| = \tilde{O}(n^{2/5})$ with high probability. Adding $O(n)$ edges for each of the $S_1$ nodes thus yields $\tilde{O}(n^{7/5})$ edges added with high probability.

(iii) We add all the edges of heavy nodes $v$ (of degree $> \mu$) not in the neighborhood of any $S_2$ node. Nodes are added to $S_2$ with probability $1/\mu$, thus the probability of $v$ being neither in $S_2$ nor adjacent to a node in $S_2$ is $\leq (1 - 1/\mu)^{\deg(v) + 1}$. If $\deg(v) = \Omega(\mu \log n)$, then it is adjacent to a node in $S_2$ with high probability. Thus the number of edges added for $v$ is at most $1 + \deg(v)(1 - 1/\mu)^{\deg(v)} < \mu$ with high probability. Unioning over all $v$, this adds $O(n\mu) = \tilde{O}(n^{7/5})$ edges with high probability.

(iv) Edges on paths between $S_2$ nodes with $\leq 5\epsilon^{-1} \mu^3/n$ additional edges are added to $H$. $|S_2| = \Theta(n/\mu)$ with high probability, yielding $\Theta(n^2/\mu^3)$ pairs of $S_2$. Since each path between these pairs incurs $\leq 5\epsilon^{-1} \mu^3/n$ extra edges, this adds $O(\mu n \epsilon^{-1}) = O(n^{7/5} \epsilon^{-1})$ edges with high probability.

Finally, we show that Algorithm 5 has the desired runtime.

**Lemma 15.** On an $n$—node $m$—edge input graph, Algorithm 5 runs in $\tilde{O}(mn^{3/5})$ with high probability.

**Proof.** The only two superlinear stages of the algorithm are (a) the generation of the $S_1$ shortest-path trees, and (b) solving weak weighted CSSSP with error for each node of $S_2$. For (a): nodes are sampled to be in $S_1$ with probability $9\mu/n$, so $|S_1| = O(\mu) = \tilde{O}(n^{2/5})$ with high probability. Dijkstra has worst-case runtime $\tilde{O}(m)$. Thus this stage is $\tilde{O}(mn^{2/5})$ time. For (b): we showed in section 3.1 an algorithm that solves weak CSSSP in $\tilde{O}(m)$ time, which we run for each node of $S_2$. Multiplying this over the size of $S_2$ (which has size $\tilde{O}(n^{3/5})$ with high probability), we get $\tilde{O}(mn^{3/5})$ time.

By Lemmas 12-15, we have now proven the main result of this chapter (Theorem 2).
4 Conclusion

In this paper we have presented a new state-of-the-art $\tilde{O}(mn^{3/5})$ complexity result for constructing the $+4$ spanner, doing so by solving a novel pathfinding problem (weak CSSSP). This fills in a literature gap that has existed between $+2,+6$, and $+8$ spanners, as this is the first paper studying the efficiency of the $+4$ spanner construction. We also extended our methods to the weighted setting, where we were able to to derive a construction for $+4W(s,t) + \epsilon W$ spanners, with the same runtime and an $\epsilon^{-1}$ stretch to spanner size.

We believe that to find further polynomial time improvements to our construction would require a polynomial reduction in the number of $S_2$ nodes to compute shortest path trees on. The next bottleneck to the algorithm is the time needed to build the BFS trees rooted at the $S_1$ nodes, which is $\tilde{O}(mn^{2/5})$ with high probability. For the weighted spanner construction, we hope to see a reduction in error to $(4 + \epsilon)W(s,t)$ or $+4W(s,t)$ without a compromise to runtime, eliminating global error entirely.
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