APPROXIMATING MATRICES AND CONVEX BODIES
THROUGH KADISON-SINGER
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Abstract. We show that any \( n \times m \) matrix \( A \) can be approximated in
operator norm by a submatrix with a number of columns of order the
stable rank of \( A \). This improves on existing results by removing an extra
logarithmic factor in the size of the extracted matrix. Our proof uses the
recent solution of the Kadison-Singer problem. We also develop a sort of
tensorization technique to deal with constraint approximation problems.
As an application, we provide a sparsification result with equal weights
and an optimal approximate John’s decomposition for non-symmetric
convex bodies. This enables us to show that any convex body in \( \mathbb{R}^n \)
is arbitrary close to another one having \( O(n) \) contact points and fills the
gap left in the literature after the results of Rudelson and Srivastava by
completely answering the problem. As a consequence, we also show
that the method developed by Guédon, Gordon and Meyer to establish
the isomorphic Dvoretzky theorem yields to the best known result once
we inject our improvements.

1. Introduction

Let \( A \) be an \( n \times m \) matrix. We denote by \( s_i(A) = \sqrt{\lambda_i(A^*A)} \) the singular
values of \( A \), where \( A^* \) denotes the adjoint matrix of \( A \), and \( \lambda_i(A^*A) \) denotes
the \( i \)-th-eigenvalue of \( A^*A \) rearranged in non-increasing order.

The singular values measure the isomorphism “quality” of \( A \) as an op-
erator from \( \ell^m_2 \) to \( \ell^n_2 \). Indeed, we have \( s_1(A) = \sup_{x \in S^{m-1}} \|Ax\|_2 = \|A\| \) the
operator norm of \( A \), and \( s_m(A) = \inf_{x \in S^{m-1}} \|Ax\|_2 \). Therefore, one always has

\[
s_{\min}(A)\|x\|_2 \leq \|Ax\|_2 \leq s_{\max}(A)\|x\|_2.
\]
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When the smallest singular value is non-zero, the operator is injective and the inequalities above assert that $A$ is an isomorphism on its image with distortion the ratio of the largest to the smallest singular value. In a similar way, using the Courant-Fisher formula [16, Theorem 7.3.8], one can characterize all singular values. Therefore, the sequence of singular values determines the action of the operator $A$.

In this paper we are interested in the following problem. Find a coordinate subspace of $\mathbb{R}^m$ so that the restriction of $A$ to this subspace approximates the action of the operator $A$. This is done by finding $\sigma \subset [m]$ so that $A_{\sigma}$, the matrix containing the columns indexed by $\sigma$, verifies that

$$\|A_{\sigma}A^\ast_{\sigma} - AA^\ast\|$$

is small. This insures that the spectrum of $A_{\sigma}A^\ast_{\sigma}$ is close to that of $AA^\ast$ implying the same for the sequence of singular values.

If one looks for any subspace, not necessarily a coordinate one, then one would choose the subspace spanned by the singular vectors corresponding to the large singular values as the tiny ones are automatically approximated by zero. This suggests that the dimension of the smallest subspace would be the number of big singular values the operator has.

A quantity measuring this is what is often called the stable rank (or numerical rank) which is defined as

$$\text{srank}(A) \overset{\text{def}}{=} \|A\|_{\text{HS}}^2 / \|A\|^2$$

where $\|A\|_{\text{HS}}$ denotes the Hilbert-Schmidt norm of $A$, i.e. $\|A\|_{\text{HS}} = \sqrt{\text{Tr}(AA^\ast)} = \sqrt{\sum_{i \leq m} s_i(A)^2}$. It is easy to check that $\text{srank}(A)$ is less or equal than $\text{rank}(A)$. Since $\text{srank}(A)$ is the ratio of the sum of all singular values squared to the squared largest one, it doesn’t take into account the tiny singular values. Therefore, it is natural to aim at extracting a number of columns of order $\text{srank}(A)$ so that the corresponding restricted matrix approximates the original one.
We treat this problem while allowing a reweighting of the extracted columns. This corresponds to finding a multi-set $\sigma \subset [m]$ and looking at $A_\sigma$. The number of repetition of an index in $\sigma$ gives the value of the weight associated to the corresponding column. We denote by $\tilde{A}$ the matrix obtained by normalizing the columns of $A$.

The following theorem is our main result which shows that any $n \times m$ matrix $A$ can be approximated in operator norm by a submatrix with a number of columns of order the stable rank of $A$. It improves on existing results by removing an extra logarithmic factor in the size of the extracted matrix.

**Theorem 1.1.** Let $A$ be an $n \times m$ matrix. Then, for any $\varepsilon > 0$ there exists a multi-set $\sigma \subset [m]$ with $|\sigma| \leq \text{sr}(A)/c\varepsilon^2$ so that

$$\|c\varepsilon^2\|A\|_2^2\tilde{A}_{\sigma}\tilde{A}_{\sigma}^* - AA^*\| \leq \varepsilon\|A\|^2$$

where $c > 0$ is an absolute constant. Moreover if $A = \kappa\tilde{A}$ for some $\kappa > 0$, then the above holds with $\sigma$ being a set.

The conclusion of the above theorem can be also formulated as follows. There exists an $m \times m$ non-negative diagonal matrix with at most $\text{sr}(A)/c\varepsilon^2$ non-zero entries so that

$$\|DA^* - AA^*\| \leq \varepsilon\|A\|^2.$$

When $A = \kappa\tilde{A}$ for some $\kappa > 0$, the non-zero entries of $D$ are given explicitly by $c\varepsilon^2\|A\|^2/\kappa^2$.

Results of this kind, which are sometimes called “column subset selection” or “column selection approximation” attract a lot of attention in the numerical analysis and the analysis of algorithms communities. Normally they address this problem from an algorithmic point of view. Many papers are devoted to this problem, let us mention a few [1, 3, 5, 7, 29]. We also refer to [13] and references therein for a detailed exposition on the topic.

We are interested in studying this problem from a theoretical point of view. Theorem 1.1 produces the minimal size approximation compared to the results available in the literature. For instance, the best known bounds on the number of selected columns are of order $\text{sr}(A) \ln(\text{sr}(A))$ (see
Table 2 and Theorem 4.1 in [15]. This is for example done in [26] using random sampling in which case the logarithmic factor is needed. Thus, we improve by removing the logarithmic factor in the existing results. Theorem 1.1 is similar in nature to [31, Corollary 1.2] where one finds an approximation valid only over the range of $A$ which allows to reduce the size of the extraction below the stable rank.

It should be noted that our result is only existential and we do not know how to produce an algorithm achieving the extraction promised in the theorem. The main reason for this is that our proof is based on the solution of the Kadison-Singer problem [20] which is not constructive.

Our second interest in this paper is a sort of approximation problem with constraints. One may ask to achieve an approximation of the matrix while keeping some special properties it has. For example, given an $n \times m$ matrix $A$ and a vector $v$ in its kernel, one may be interested in approximating $A$ by a submatrix with fewer columns while keeping $v$ not far from the kernel of the restricted matrix. This is motivated by some geometric applications which will be discussed later. To give a brief idea, looking at the columns of the matrix $A$ as vectors in $\mathbb{R}^n$, we see the vector $v$ from the kernel as some weighted barycenter of the column vectors of $A$. Therefore, the constraint in this case can be seen as keeping $v$ not far from being a weighted barycenter of the selected column vectors. One can also consider constraints of the form $\|Av\|_2 \leq \alpha \|v\|_2$ for some positive constant $\alpha$ and ask to keep this property almost stable after sparsification. The method we develop allows to achieve this as well as considering multiple constraints.

Let $A$ be an $n \times m$ matrix. Let $\varepsilon > 0$ and let $D$ be an $m \times m$ diagonal matrix with non-negative weights on its diagonal. We say that $A$ is $(\alpha, \beta, D)$-approximable matrix if

$$\alpha A A^* \preceq A D A^* \preceq \beta A A^*.$$ 

We denote this property by $A \in \text{Approx}_{\alpha, \beta} D$. In the case where $\alpha = 1 - \varepsilon$ and $\beta = 1 + \varepsilon$, we simply say $A \in \text{Approx}_{\varepsilon} D$. Note that we always have $A \in \text{Approx}_{\varepsilon} I_m$, and if $|\text{supp}(D)| < n$ then $\text{Approx}_{\varepsilon} D$ is empty for any $D$. 
Our second main result is the following.

**Theorem 1.2.** Let $A$ be an $n \times m$ matrix and let $V = (v_i)_{1 \leq i \leq k}$ be an $m \times k$ matrix. Consider the $(n + k) \times m$ matrix $B$ given by $B^* = (A^* \mid V)$. Let $\varepsilon > 0$ and let $D$ be an $m \times m$ diagonal matrix so that $B \in \text{Approx}_{\varepsilon}D$. Then $A, V^* \in \text{Approx}_{\varepsilon}D$, and for any $1 \leq i \leq k$

$$\| (AA^*)^{-\frac{1}{2}} A [D - (1 + \varepsilon)I_n] v_i \|_2 \leq 2 \varepsilon \| v_i \|_2.$$  

(1.1)

To better understand the conclusion stated in (1.1), suppose that $A$ is isotropic (i.e. $AA^* = I_n$). Then (1.1) implies that the action of the obtained submatrix $AD^{\frac{1}{2}}$ on the updated matrix $D^{\frac{1}{2}}V$ approximates in some sense the one of the original matrix $A$ on $V$. This is checked by controlling the distances between the corresponding columns.

The proof of Theorem 1.2 uses the simple fact that a coordinate projection of any element of $\text{Approx}_{\varepsilon}D$ remains in this set together with some careful matrix analysis.

Theorem 1.2 should be combined with Theorem 1.1 to deal with constraint approximation. The main idea is to implement the constraint into a higher dimensional approximation problem then use the combination of Theorems 1.1 and 1.2 to deduce the original constraint approximation problem. This idea will be the key behind the applications to the study of contact points of a non-symmetric convex body which will be discussed later in the paper. We believe that Theorem 1.2 may have other implications for various constraint approximation problems different from the geometric ones discussed here.

The paper is organized as follows. In Section 2 we prove the two main results of this paper. Then, in Section 3 we present a corollary about sparsification with equal weights of identity decompositions. Section 4 contains the result concerning approximate John’s decompositions which is the key to proving the two applications which are presented in the last two sections. We discuss contact points of convex bodies in Section 5 and the isomorphic Dvoretzky theorem in Section 6.
2. Proofs of the main results

Using the method of interlacing polynomials, Marcus, Spielman and Srivastava [20] proved the following result which implies the \( KS_2 \) conjecture of Weaver [30], which known to be equivalent to the Kadison-Singer problem [18] (for further refinements of the \( KS_2 \) conjecture see [6]).

**Theorem 2.1.** [20] Let \( \varepsilon > 0 \) and let \( v_1, \ldots, v_m \) be independent random vectors in \( \mathbb{C}^n \) with finite support, so that \( \mathbb{E} \sum_{i \leq m} v_i \otimes v_i = I_n \) and \( \mathbb{E} ||v_i||_2^2 \leq \varepsilon \) for all \( i \). Then

\[
\mathbb{P} \left[ \left\| \sum_{i \leq m} v_i \otimes v_i \right\| \leq (1 + \sqrt{\varepsilon})^2 \right] > 0.
\]

First, let us generalize Theorem 2.1 by replacing the isotropic covariance structure of \( \sum_{i \leq m} v_i \otimes v_i \) by any other one, i.e. random vectors whose sum is not necessarily isotropic.

**Proposition 2.2.** Let \( \delta > 0 \) and let \( v_1, \ldots, v_m \) be independent random vectors in \( \mathbb{C}^n \) with finite support, so that \( B := \mathbb{E} \sum_{i \leq m} v_i \otimes v_i \) is an \( n \times n \) positive semi-definite Hermitian matrix and \( \mathbb{E} ||v_i||_2^2 \leq \delta \) for all \( i \). Then

\[
\mathbb{P} \left[ \sum_{i \leq m} v_i \otimes v_i \leq B + \gamma I_n \right] > 0
\]

where \( \gamma := \gamma(\delta, B) = ||B|| \left[ \left( 1 + \sqrt{\delta/||B||} \right)^2 - 1 \right] \).

**Proof.** We may assume without loss of generality that \( B \leq I_n \), otherwise we replace \( B \) by \( B/||B||, v_i \) by \( v_i/\sqrt{||B||} \) and \( \delta \) by \( \delta/||B|| \).

Denoting \( C := I_n - B \), then \( C \) is a positive semi-definite matrix and can be decomposed as \( C = \sum_{i \leq m} \lambda_i u_i \otimes u_i \), where \( \lambda_i \geq 0 \) are the non-negative eigenvalues of \( C \) and \( u_i \) are its unit norm eigenvectors (also of \( B \)).

Now, for each \( i \leq n \), if \( \lambda_i \leq \delta \) then we define \( \tilde{u}_i = \sqrt{\lambda_i} u_i \) so that \( ||\tilde{u}_i||_2^2 \leq \delta \).

If \( \lambda_i > \delta \), then we proceed by splitting as follows

\[
\lambda_i u_i \otimes u_i = \delta u_i \otimes u_i + \cdots + \delta u_i \otimes u_i + \left( \lambda_i - \delta \frac{\lambda_i}{\delta} \right) u_i \otimes u_i
\]

where there are \( \left\lfloor \frac{\lambda_i}{\delta} \right\rfloor \) terms equal to \( \delta u_i \otimes u_i \) in the previous sum.

Renaming each of the vectors in the sum, we conclude that we can write \( C = \sum_{i \leq k} \tilde{u}_i \otimes \tilde{u}_i \) so that for any \( i \leq k \) we have \( ||\tilde{u}_i||_2^2 \leq \delta \).
Define the following independent random vectors in $C^n$:

$$\tilde{v}_i = \begin{cases} v_i & i \leq m \\ \tilde{u}_{i-m} & m + 1 \leq i \leq m + k. \end{cases}$$

Then the $\tilde{v}_i$'s satisfy $E \sum_{i \leq m+k} \tilde{v}_i \otimes \tilde{v}_i = I_n$ and $E\|\tilde{v}_i\|_2^2 \leq \delta$. Applying Theorem 2.1, we deduce

$$P \left[ \sum_{i \leq m+k} \tilde{v}_i \otimes \tilde{v}_i \preceq \left(1 + \sqrt{\delta}\right)^2 I_n \right] > 0.$$ 

Noting that $\sum_{i \leq m+k} \tilde{v}_i \otimes \tilde{v}_i = \sum_{i \leq m} v_i \otimes v_i + I_n - B$ completes the from of Proposition 2.2.

Similarly to what is done in [20, Corollary 1.5], we deduce the following corollary (which can be generalized to any number of partitions of $[m]$).

**Corollary 2.3.** Let $\delta > 0$ and let $A = \sum_{i \leq m} u_i \otimes u_i$ be an $n \times n$ matrix where $u_i \in C^n$ and $\|u_i\|_2^2 \leq \delta$. Then there exists $\sigma \subset [m]$ with $|\sigma| \leq m/2$ so that

$$\left\| 2 \sum_{i \in \sigma} u_i \otimes u_i - A \right\| \leq \gamma$$

where $\gamma = \gamma(2\delta, A)$ is the constant from Proposition 2.2.

**Proof.** For any $i \leq m$, define the following $2n$ dimensional vectors

$$w_{i,1} = \begin{pmatrix} u_i \\ 0_n \end{pmatrix} \quad \text{and} \quad w_{i,2} = \begin{pmatrix} 0_n \\ u_i \end{pmatrix}$$

where $0_n$ is the 0-vector in $C^n$.

Let $v_1, \ldots, v_m \in C^{2n}$ be independent random vectors so that $v_i = \sqrt{2}w_{i,j}$ with probability 1/2 for $j \in \{1, 2\}$. Clearly, we have

$$E \sum_{i \leq m} v_i \otimes v_i = A \begin{pmatrix} 0 & 0 \\ 0 & A \end{pmatrix} = : B \quad \text{and} \quad E\|v_i\|_2^2 \leq 2\delta.$$ 

Moreover $\|B\| = \|A\|$. Applying Proposition 2.2, we find a realization of the $v_i$'s so that

$$\sum_{i \leq m} v_i \otimes v_i \preceq B + \gamma I_n.$$
where $\gamma = \gamma(2\delta, A)$. Therefore, there exists $\sigma$ with $|\sigma| \leq m/2$ so that
\[
2 \sum_{i \in \sigma} u_i \otimes u_i \leq A + \gamma I_n \quad \text{and} \quad 2 \sum_{i \in \sigma^c} u_i \otimes u_i \leq A + \gamma I_n.
\]
Since $A = \sum_{i \in \sigma} u_i \otimes u_i + \sum_{i \in \sigma^c} u_i \otimes u_i$ we deduce
\[
A - \gamma I_n \preceq 2 \sum_{i \in \sigma} u_i \otimes u_i \leq A + \gamma I_n
\]
which finishes the proof. 

We are now ready to prove the first main result of this paper. Its proof uses an iterative procedure based on Corollary 2.3.

2.1. **Proof of Theorem 1.1.** Denote by $(a_i)_{i \leq m}$ the columns of $A$, by $(x_i)_{i \leq m}$ its normalized columns, and for any $i \leq m$ put $c_i = \|a_i\|^2_2$. It is easy to check that
\[
B := AA^* = \sum_{i \leq m} c_i x_i \otimes x_i.
\]
By a standard splitting argument, one may assume that all the scalars $c_i$ are equal to $\kappa = \frac{\text{Tr}(B)}{M}$ with $M \in \mathbb{N}$ satisfying

\[
M \geq \frac{72 \text{Tr}(B)}{\epsilon^2 \|B\|}, \quad \text{i.e.} \quad \sqrt{\frac{2\kappa}{\|B\|}} \leq \frac{\epsilon}{6}
\]
so that $B$ can be rewritten as a sum of rank one matrices with equal weights, that is, $B = \kappa \sum_{j=1}^{M} y_j \otimes y_j$, where $y_j \in \{x_1, \ldots, x_m\}$. Note that it’s enough to assume having all weights of the same order, this will affect only the constants at the end.

Define $k \in \mathbb{N}$ as the largest integer satisfying
\[
\frac{M}{2^k} \geq \frac{144 \text{Tr}(B)}{(\sqrt{2} - 1)^2 \epsilon^2 \|B\|} = \frac{144}{\epsilon^2 (\sqrt{2} - 1)^2} \text{rank}(A).
\]
Denote $\sigma_0 = [M]$ and $u_i = \sqrt{\kappa} y_i$ so that $B_0 := B = \sum_{i \in \sigma_0} u_i \otimes u_i$ and $\|u_i\|^2_2 \leq \kappa$ for any $i \in \sigma_0$. 
Now apply Corollary 2.3 to find \( \sigma_1 \subset \sigma_0 \) with \( |\sigma_1| \leq M/2 \) so that

\[
(2.4) \quad \left\| 2 \sum_{i \in \alpha_1} u_i \otimes u_i - B_0 \right\| \leq \|B_0\| \left[(1 + \sqrt{2\kappa/\|B_0\|})^2 - 1 \right].
\]

Denote \( B_1 = \sum_{i \in \alpha_1} u_i \otimes u_i \) and \( \alpha_1 = \left(1 + \sqrt{2\kappa/\|B_0\|}\right)^2 \). Note that \( (2 - \alpha_1)\|B_0\| \leq 2\|B_1\| \leq \alpha_1\|B_0\| \). Applying Corollary 2.3, we find \( \sigma_2 \subset \sigma_1 \) with \( |\sigma_2| \leq |\sigma_1|/2 \leq M/4 \) so that

\[
(2.5) \quad \left\| 2 \sum_{i \in \alpha_2} u_i \otimes u_i - B_1 \right\| \leq \|B_1\| \left[(1 + \sqrt{2\kappa/\|B_1\|})^2 - 1 \right].
\]

Combining (2.4) and (2.5) we deduce

\[
(2 - \alpha_1\alpha_2)\|B_0\| \leq \|2B_2\| \leq \alpha_1\alpha_2\|B_0\|
\]

where \( B_2 = \sum_{i \in \alpha_2} u_i \otimes u_i \) and \( \alpha_2 = \left(1 + \sqrt{2\kappa/\|B_1\|}\right)^2 \).

Therefore, we construct by induction \( \sigma_k \subset \sigma_{k-1} \subset \cdots \subset \sigma_0 \) satisfying \( |\sigma_\ell| \leq |\sigma_{\ell-1}|/2 \) for any \( \ell \leq k \) and

\[
\left\| 2^\ell B_\ell - B \right\| \leq \|B\| \prod_{i=1}^\ell \alpha_i - 1
\]

where \( B_\ell = \sum_{i \in \alpha_\ell} u_i \otimes u_i \) and \( \alpha_i = \left(1 + \sqrt{2\kappa/\|B_{\ell-1}\|}\right)^2 \) for any \( 1 \leq i \leq \ell \). Moreover

\[
(2 - \prod_{i=1}^\ell \alpha_i)\|B\| \leq \|2^\ell B_\ell\| \leq \|B\| \prod_{i=1}^\ell \alpha_i.
\]

We will show by induction that \( \beta_\ell := \prod_{i=1}^\ell \alpha_i \leq 1 + \varepsilon/2 \) for any \( \ell \leq k \). By (2.2), we have that \( \alpha_1 \leq 1 + \varepsilon/2 \). Let \( \ell < k \) and suppose that \( \beta_i \leq 1 + \varepsilon/2 \) for any \( i \leq \ell \). We need to show that \( \beta_{\ell+1} \leq 1 + \varepsilon/2 \). Note that (2.6) together with the induction hypothesis imply that \( \|B_i\| \geq 2^{-\ell}(1 - \varepsilon/2)\|B\| \) for any \( i \leq \ell \). Therefore,

\[
\ln \beta_{\ell+1} = 2 \sum_{i=1}^{\ell+1} \ln \left(1 + \sqrt{2\kappa/\|B_{\ell-1}\|}\right) L \leq 2 \sum_{i=1}^{\ell+1} \sqrt{\frac{2\kappa}{\|B_{\ell-1}\|}} \leq 2 \sqrt{\frac{\sum_{i=1}^{\ell+1} 2^i \kappa}{(1 - \frac{\varepsilon}{2})\|B\|}} = \frac{2 \sqrt{2}}{\sqrt{2} - 1} \sqrt{\frac{2^{\ell+1} \kappa}{(1 - \frac{\varepsilon}{2})\|B\|}}.
\]
Since \( \ell < k \) then using (2.3) and \( \varepsilon/3 \leq \ln(1 + \varepsilon/2) \) we deduce that \( \ln \beta^\ell \leq \ln(1 + \varepsilon/2) \) and finish the induction. Thus, we found \( \sigma_k \) with \( |\sigma| \leq M/2^k \) so that
\[
\left\| \sum_{i \in \sigma} u_i \otimes u_i - B \right\| \leq \frac{\varepsilon}{2} \|B\|.
\]

Finally, replacing \( u_i \) by \( \sqrt{\kappa} y_i \) and using (2.3) completes the proof of Theorem 1.1. \( \Box \)

Now, we turn to the proof of the second main result which will follow after a careful matrix analysis. We should emphasize again that its value lies in its combination with Theorem 1.1 as it will be shown in the next sections.

2.2. Proof of Theorem 1.2. The first assertion is trivial since
\[
P_n B^* P_n = A A^* \quad \text{and} \quad P_n B D^* P_n = A D A^*
\]
and the same for goes \( V^* \).

Application of Schur complement, and the fact that \( B, A, V^* \in \text{Approx}_\varepsilon D \) yield
\[
(2.7) \quad K := \begin{pmatrix} 2\varepsilon A A^* & (1 + \varepsilon)A V - A D V \\ (1 + \varepsilon) V^* A^* - V^* D A^* & 2\varepsilon V^* V \end{pmatrix} \succeq 0.
\]

Let \( w \in S^{n-1} \) and \( \lambda \in \mathbb{R} \). For any \( 1 \leq i \leq k \) define the \((n + k)\) dimensional vector \( w_i(\lambda) \) given by
\[
w_i(\lambda)^* = \left( (A A^*)^{-\frac{1}{2}} w \right)^* \left( \lambda e_i \right)^*, \quad e_i \in \mathbb{R}^k.
\]

From (2.7), we have \( \langle K w_i(\lambda), w_i(\lambda) \rangle \geq 0 \) for any \( 1 \leq i \leq k \) and any \( \lambda \in \mathbb{R} \). Therefore, for any \( 1 \leq i \leq k \)
\[
\varepsilon \| v_i \|_2^2 \lambda^2 + \left[ (1 + \varepsilon) \left( (A A^*)^{-\frac{1}{2}} A V_i, w \right) - \left( (A A^*)^{-\frac{1}{2}} A D V_i, w \right) \right] \lambda + \varepsilon \geq 0.
\]

Since this should be true for any \( \lambda \) then
\[
\left| \left( (A A^*)^{-\frac{1}{2}} A D V_i, w \right) - (1 + \varepsilon) \left( (A A^*)^{-\frac{1}{2}} A V_i, w \right) \right| \leq 2\varepsilon \| v_i \|_2.
\]

Since this is true for any \( w \in S^{n-1} \) then (1.1) follows. This completes the proof of Theorem 1.2. \( \Box \)
3. Sparsification with equal weights

A nice consequence of Theorem 1.1 concerns sparsification results. Given an identity decomposition $I_n = \sum_{i \leq m} v_i \otimes v_i$, $v_1, \ldots, v_m \in \mathbb{R}^n$, the goal is to sparsify this decomposition by reducing the number of vectors used while keeping the corresponding quadratic form almost the same. This is addressed in the following corollary of Theorem 1.1.

**Corollary 3.1.** Let $v_1, \ldots, v_m \in \mathbb{R}^n$ with $\sum_{i \leq m} v_i \otimes v_i = I_n$. Then for any $\varepsilon > 0$ there exists a multi-set $\sigma \subset [m]$ with $|\sigma| \leq n/\varepsilon^2$ so that

$$(1 - \varepsilon)I_n \preceq \sum_{i \in \sigma} \frac{v_i}{\|v_i\|_2} \otimes \frac{v_i}{\|v_i\|_2} \preceq (1 + \varepsilon)I_n$$

where $c > 0$ is an absolute constant. Moreover, if all the $v_i$’s have the same Euclidean norm, then the above holds with $\sigma$ being a set.

The conclusion of this corollary can be reformulated as follows: there exists a sequence of non-negative integers $(\kappa_i)_{i \leq m}$ with $\sum_{i \leq m} \kappa_i \leq n/\varepsilon^2$ such that

$$(1 - \varepsilon)I_n \preceq \sum_{i \leq m} \kappa_i \frac{v_i}{\|v_i\|_2} \otimes \frac{v_i}{\|v_i\|_2} \preceq (1 + \varepsilon)I_n.$$

Moreover, when the $v_i$’s have the same Euclidean norm, then all positive weights are equal to $\frac{n}{m\|v_i\|_2^2}$, i.e. $\kappa_i = 1$ for any $i$ such that $\kappa_i \neq 0$.

We should note that a similar sparsification result, with no information on the weights, was previously obtained by Batson, Spielman and Srivas- tava [4] by a different method (see also [14, Appendix F] where a similar statement appears implicitly). Thanks to Theorem 1.1, the above corollary will follow easily.

**Proof of Corollary 3.1.** The proof is based on applying Theorem 1.1 with the $n \times m$ matrix $A = (v_1, \ldots, v_m)$, and use that $AA^* = I_n$.

More precisely, following the previous proof, the iterative process, with $B = AA^* = I_n$ (as defined in (2.1)), one finds $\sigma_k$ with $|\sigma| \leq M/2^k$ so that

$$\left(1 - \frac{\varepsilon}{2}\right)I_n \preceq 2^k \sum_{i \in \sigma_k} u_i \otimes u_i \preceq \left(1 + \frac{\varepsilon}{2}\right)I_n.$$
Taking the trace on all sides and using that $\|u_i\|_2^2 = n/M$, we deduce

$$
\left(1 - \frac{\varepsilon}{2}\right) \leq 2^k \frac{|\sigma_k|}{M} \leq \left(1 + \frac{\varepsilon}{2}\right).
$$

Therefore,

$$
2^k \sum_{i \in \sigma_k} u_i \otimes u_i \leq \frac{n}{|\sigma_k|} \sum_{i \in \sigma_k} y_i \otimes y_i \leq \frac{2^k}{1 - \varepsilon/2} \sum_{i \in \sigma_k} u_i \otimes u_i.
$$

This, together with (3.1), shows that

$$
(1 - \varepsilon/2)I_n \leq \frac{n}{|\sigma_k|} \sum_{i \in \sigma_k} y_i \otimes y_i \leq \frac{1 + \varepsilon/2}{1 - \varepsilon/2} I_n
$$

which concludes the proof of Corollary 3.1.

\[\square\]

4. Approximate John’s decompositions

Given an arbitrary convex body $K$ in $\mathbb{R}^n$, John’s theorem [17] states that among the ellipsoids contained in $K$, there exists a unique ellipsoid of maximal volume. This ellipsoid is called the John’s ellipsoid of $K$. If the John’s ellipsoid of $K$ happens to be $B_{n}^n$, the body $K$ is said to be in John’s position. For any $K$ there is a linear invertible transformation $T : \mathbb{R}^n \rightarrow \mathbb{R}^n$ so that $TK$ is in John’s position. If $K$ is in John’s position then there are $m \leq n(n+3)/2$ contact points $x_1, \ldots, x_m \in \partial K \cap \partial B_{n}^n$ and positive weights $c_1, \ldots, c_m$ so that

\[
(4.1) \quad \sum_{i=1}^{m} c_i x_i \otimes x_i = I_n, \quad \sum_{i=1}^{m} c_i x_i = 0.
\]

We call this collection $\{x_i, c_i\}_{i \leq m}$ a John’s decomposition of the identity (of the body $K$).

An important problem is to approximate a John’s decomposition by extracting vectors from $\{x_i, c_i\}$ (of course, as less as possible) so that their decomposition is still close to the identity (clearly the corresponding weights have to be adapted as well) and their disposition is still close to being balanced. Note that in the symmetric case, the second condition in (4.1) trivially holds, as if $x$ is a contact point then $-x$ is as well. Thus, in the symmetric case, Corollary 3.1 gives a possible solution to this problem as the
balancing condition can be obtained automatically. However, in the non-symmetric case, the condition \( \sum_{i=1}^{m} c_i x_i = 0 \) is meaningful and we regard it, in this context, as a constraint.

The following theorem addresses exactly this situation which can be seen as a constraint approximation problem.

**Theorem 4.1.** Let \( \{x_i, c_i\}_{i \leq m} \) be a John’s decomposition of the identity. Then for any \( \varepsilon > 0 \) there exists a multi-set \( \sigma \subset [m] \) with \( |\sigma| \leq n/ce^2 \) so that

\[
(1 - \varepsilon)I_n \preceq n|\sigma| \sum_{i \in \sigma} (x_i - u) \otimes (x_i - u) \preceq (1 + \varepsilon)I_n
\]

where \( u = \frac{1}{|\sigma|} \sum_{i \in \sigma} x_i \) satisfies \( \|u\|_2 \leq \frac{2\varepsilon}{3\sqrt{n}} \), and \( c > 0 \) is an absolute constant.

It may be useful to note that the conclusion of the above theorem can be formulated as follows. There exists a sequence of non-negative integers \( \{\kappa_i\}_{i \leq m} \) with \( \sum_{i \leq m} \kappa_i \leq n/ce^2 \) so that

\[
(1 - \varepsilon)I_n \preceq \sum_{i \leq m} \kappa_i (x_i - u) \otimes (x_i - u) \preceq (1 + \varepsilon)I_n
\]

where \( u = \frac{\sum_{i \leq m} \kappa_i x_i}{\sum_{i \leq m} \kappa_i} \) satisfies \( \|u\|_2 \leq \frac{2\varepsilon}{3\sqrt{n}} \), and \( c > 0 \) is an absolute constant. Moreover, if all the \( c_i \)'s are equal then all the non-zero \( \kappa_i \)'s are equal to 1.

We should note that this improves on Srivastava’s theorem [27, Theorem 5] in three ways. First we obtain an approximation whose ratio \( (1 + \varepsilon)/(1 - \varepsilon) \) can be made arbitrary close to 1 while in Srivastava’s result one could only get a \( (4 + \varepsilon) \)-approximation. The second improvement concerns the dependence on \( \varepsilon \) in the estimate of the norm of \( u \): Srivastava obtains a similar bound with \( \varepsilon \) replaced by \( \sqrt{\varepsilon} \). Finally, Theorem 4.1 gives an explicit expression of the weights appearing in the approximation.

In Sections 5-6 we present two applications of geometric flavor of Theorem 4.1. In these applications the fact that there is a control on the magnitude of the weights in the approximate John’s decompositions is crucial.

Before we proceed with the proof of Theorem 4.1 we need the following corollary of Theorem 1.2.
Corollary 4.2. Let $A$ be an $n \times m$ matrix and let $v \in \ker A$. Consider the $(n + 1) \times m$ matrix $B$ given by $B^* = (A^* \mid v)$. Let $\varepsilon > 0$ and let $D$ be an $m \times m$ diagonal matrix so that $B \in \text{Approx}_{\varepsilon} D$. Then $A, v \in \text{Approx}_{\varepsilon} D$ and

$$\| (AA^*)^{-\frac{1}{2}} ADv \|_2 \leq 2\varepsilon \|v\|_2.$$  

Moreover, if $C = AD^\frac{1}{2} - \frac{1}{\|D^\frac{1}{2}v\|_2^2} ADv \otimes D^\frac{1}{2}v$ then $D^\frac{1}{2}v \in \ker C$ and

$$\left(1 - \varepsilon - \frac{4\varepsilon^2}{1 - \varepsilon}\right) AA^* \leq CC^* \leq (1 + \varepsilon) AA^*.$$

Proof. Let $A$ be an $n \times m$ matrix and $v \in \ker A$. Consider the $(n + 1) \times m$ matrix $B$ given by $B^* = (A^* \mid v)$. Let $\varepsilon > 0$ and let $D$ be an $m \times m$ diagonal matrix so that $B \in \text{Approx}_{\varepsilon} D$.

By Theorem 1.2, we have $A, v \in \text{Approx}_{\varepsilon} D$. By the definition of $C$, we have $D^\frac{1}{2}v \in \ker C$. An easy calculation shows that

$$CC^* = ADA^* - \frac{1}{\|D^\frac{1}{2}v\|_2^2} ADv \otimes ADv.$$  

This implies that $CC^* \leq ADA^* \leq (1 + \varepsilon) AA^*$. Since $v \in \ker A$ then by (1.1), we have

$$\| (AA^*)^{-\frac{1}{2}} ADv \|_2 \leq 2\varepsilon \|v\|_2.$$  

This implies that $(AA^*)^{-\frac{1}{2}} ADv \otimes ADv( AA^*)^{-\frac{1}{2}} \leq 4\varepsilon^2 \|v\|_2^2 I_n$ which means that

$$ADv \otimes ADv \leq 4\varepsilon^2 \|v\|_2^2 AA^*.$$  

Since $v \in \text{Approx}_{\varepsilon} D$ then $\|v\|_2^2 \leq \frac{\|D^\frac{1}{2}v\|_2^2}{1 - \varepsilon}$. This together with (4.2) gives

$$\frac{1}{\|D^\frac{1}{2}v\|_2^2} ADv \otimes ADv \leq \frac{4\varepsilon^2}{1 - \varepsilon} AA^*.$$  

This together with the fact that $ADA^* \geq (1 - \varepsilon) AA^*$ finishes the proof of Theorem 4.2. □

Combining the previous statement with Corollary 3.1, we will be able to prove Theorem 4.1.
Proof of theorem 4.1. Let $\epsilon > 0$. Let $A = (\sqrt{c_i}x_i)$ be an $n \times m$ matrix and let $v$ be the $m$ dimensional vector with $\sqrt{c_i/n}$ as coordinates. Clearly, we have $AA^* = I_n$, and by the assumption $\sum_{i=1}^m c_i x_i = 0$ we have $v \in \ker A$.

Consider the $(n + 1) \times m$ matrix $B = (b_1, \ldots, b_m)$ given by $B^* = (A^* \mid v)$, and note that $BB^* = I_{n+1}$. This means that the columns of $B$, obtained by concatenating the original vectors of the decomposition together with the corresponding weights, form an identity decomposition $1$ in $\mathbb{R}^{n+1}$.

Applying Corollary 3.1 with $b_i^* = (\sqrt{c_i}x_i^* \mid \sqrt{c_i/n})$ for any $i \leq m$ and $\epsilon/3$ instead of $\epsilon$, we find a multi-set $\sigma \subset [m]$ with $|\sigma| \leq n/c\epsilon^2$ so that

$$n|\sigma| \sum_{i \in \sigma} b_i \otimes b_i/c_i \simeq \epsilon I_{n+1}.$$ 

This means that $B \in \text{Approx}_{\epsilon/3} D$, where $D$ is the diagonal matrix with entries defined as follows

$$d_{ii} = \frac{\kappa_i n}{c_i |\sigma|},$$

where $\kappa_i$ is the number of appearances of the index $i$ in $\sigma$. Recall that $\sigma$ is a multiset of indices from $[m]$, thus $\sum_{i \leq m} \kappa_i = |\sigma|$. Note that

$$ADv = \sqrt{n} \sum_{i \leq m} \kappa_i x_i = \sqrt{n} \sum_{i \in \sigma} x_i = \sqrt{n} u$$

where we denote $u = \frac{1}{|\sigma|} \sum_{i \in \sigma} x_i$. We denote by $D^{1/2}$ the square root of $D$, i.e. the diagonal matrix with diagonal entries $\delta_{ii} = \sqrt{d_{ii}} = \frac{\sqrt{n} \kappa_i}{\sqrt{c_i |\sigma|}}$.

In the same way, we get

$$D^{1/2} v = (\sqrt{\kappa_i/|\sigma|})_{i \leq m} \quad \text{and} \quad AD^{1/2} = \sqrt{n/|\sigma|} (\sqrt{\kappa_i x_i})_{i \leq m}$$

Thus, the matrix $C := AD^{1/2} - \frac{1}{\|D^{1/2}v\|_2} ADv \otimes D^{1/2}v$ has its columns equal to

$$\sqrt{n/|\sigma|} \sqrt{\kappa_i} (x_i - u).$$

Applying Corollary 4.2 yields the result. Finally, the fact that $\|ADv\|_2 \leq \frac{2\epsilon}{3} \|v\|_2$ implies that $\|u\|_2 \leq \frac{2\epsilon}{3 \sqrt{n}}$. $\square$

\footnote{This fact was used by Ball in \cite{2} where he proves a reverse isoperimetric inequality.}
5. Contact points of convex bodies

The points of intersection of the body $K$ and its ellipsoid of maximal volume, i.e. the contact points, play a crucial role in the understanding of the geometry of convex bodies.

An important problem is to control the number of contact points of a convex body $K \subset \mathbb{R}^n$ in John’s position. If it is centrally symmetric then the number of contact points satisfying (4.1) is $n \leq m \leq n(n+1)/2$. This result was proved, for example, in [28, Section 16]. In fact, it is optimal, as studied by Pełczyński and Tomczak-Jaegermann [23]. In particular, they proved that for any $n \leq m \leq n(n+1)/2$ there exists a centrally symmetric convex body whose John’s ellipsoid has exactly $m$ contact points. If $K$ is not centrally symmetric then more contact points might be needed and the estimate is $n(n+3)/2 = M$, as showed by Gruber [12]. He also proved that the set of convex bodies having less than $M$ contact points is of the first Baire category in $\mathcal{K}$, the set of all convex bodies in $\mathbb{R}^n$.

Let us recall the definition of the Banach-Mazur distance between two convex bodies $K$ and $H$ in $\mathbb{R}^n$:

$$d(K, H) = \inf_{T \in \text{GL}(n), u \in \mathbb{R}^n} \left\{ \alpha : H + u \subseteq TK \subseteq \alpha(H + u) \right\}.$$

Given $K \in \mathcal{K}$, Rudelson [24] showed that there exists a body $H$ arbitrary close to $K$, that is $d(H, K) \leq 1 + \varepsilon$, with a much smaller number of contact points, at most $Cn \ln n/\varepsilon^2$. Later, Srivastava [27] was able to remove the logarithmic factor in the above theorem at the expense of finding the body $H$ at distance $\sqrt{5} + \varepsilon$ instead of $1 + \varepsilon$. In the case where the body $K$ is symmetric, Srivastava shows the existence of a convex body $H$ having at most $32n/\varepsilon^2$ contact points so that $d(H, K) \leq 1 + \varepsilon$.

The gap between these two results [24, 27] remained open till now. The following theorem presents a unified solution which fills this gap.

**Theorem 5.1.** Let $K$ be a convex body in $\mathbb{R}^n$. Then for any $\varepsilon > 0$ there exists a convex body $H \subset \mathbb{R}^n$ so that $H$ has at most $Cn/\varepsilon^2$ contact points with its
John’s ellipsoid and

\[ H \subset K \subset (1 + \varepsilon)H \]

where \( C > 0 \) is an absolute constant.

Let us only sketch the proof as it follows literally from Rudelson’s approach [24] once we inject the results proved earlier in this paper. The first step in Rudelson’s proof is to approximate the John’s decomposition of the identity given by the body \( K \). As we already mentioned, a loss of a logarithmic factors appears at this place in Rudelson’s proof as he provides an approximate John’s decomposition with \( c(\varepsilon)n \log n \) vectors. This approximate John’s decomposition is then used in the second step where he constructs the approximating body \( H \). Thus, Theorem 5.1 follows by substituting (as a black box) Lemma 3.1 of [24] (step 1 of Rudelson’s construction [24 Section 4]) by Theorem 4.1.

6. Isomorphic Dvoretzky

Another interesting application is an isomorphic version of Dvoretzky’s theorem.

Given a convex body \( K \subset \mathbb{R}^n \) and \( 1 \leq k \leq n \), the isomorphic version of Dvoretzky’s theorem asks for an upper bound on the minimal distance of a \( k \)-dimensional section of \( K \) to \( B_2^k \), the euclidean ball of dimension \( k \).

This problem has been extensively studied in the literature (e.g. see [11][19][21][22]). Although this problem is settled, we are interested in the method developed in [11] which had an extra logarithmic factor. Our contribution consists of showing that this method, which uses Rudelson’s theorem alongside some inequalities of Gaussian processes established by Gordon [9][10], provides the optimal isomorphic Dvoretzky’s theorem once combined with Theorems 4.1 and 5.1.

The following theorem appears as Theorem 6.7 in [19].
Theorem 6.1. Let $K$ be a convex body in $\mathbb{R}^n$. Then for any $k \leq cn$, there exists a $k$-dimensional affine subspace $F$ of $\mathbb{R}^n$ so that

$$d(F \cap K, B_2^k) \leq C \sqrt{\frac{k}{\ln(1 + \frac{n}{k})}}$$

where $C, c > 0$ are universal constants.

We are able to provide a proof of this theorem as a simple consequence of the argument introduced by Gordon, Guédon and Meyer [11], who obtained the same statement with an extra logarithmic factor in the dimension of the subspace. Their proof consists of two main steps. Firstly, they use Rudelson’s result (see [24, 25]) to obtain a new body which is close enough to $K$ but has few contact points with its John’s ellipsoid and the John’s decomposition of the identity has all the weights of the same order of magnitude. Secondly, they reduce the study to a polytope which corresponds to the contact points of the new body. In this part, they use some inequalities of Gordon [9, 10], and a variant of the Dvoretzky-Rogers lemma [8].

Thus, verbally repeating their proof and replacing Rudelson’s result by Theorems 4.1 and 5.1 yields the above Theorem 6.1 with no extra log factor compared to what is shown in [11].
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