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Abstract—Feature related particle data analysis plays an important role in many scientific applications such as fluid simulations, cosmology simulations and molecular dynamics. Compared to conventional methods that use hand-crafted feature descriptors, some recent studies focus on transforming the data into a new latent space, where features are easier to be identified, compared and extracted. However, it is challenging to transform particle data into latent representations, since the convolution neural networks used in prior studies require the data presented in regular grids. In this paper, we adopt Geometric Convolution, a neural network building block designed for 3D point clouds, to create latent representations for scientific particle data. These latent representations capture both the particle positions and their physical attributes in the local neighborhood so that features can be extracted by clustering in the latent space, and tracked by applying tracking algorithms such as mean-shift. We validate the extracted features and tracking results from our approach using datasets from three applications and show that they are comparable to the methods that define hand-crafted features for each specific dataset.
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1 INTRODUCTION

With the growing size and increasing complexity of simulation outputs, feature extraction and tracking have become essential tasks for scientific data analysis. Through extraction and tracking of salient features, scientists can better understand the evolution of scientific phenomena. In the domain of data visualization, visualizing extracted features avoids 3D occlusion and improves visualization efficiency, especially when the dataset is large. From the early work [1], [2] to the more recent approaches such as topology analysis [3], [4] and deep learning [5], feature extraction and tracking methods generally share a common strategy, which is to find the spatially unique and temporally coherent regions based on some feature specific attributes such as variable values, size, shape, topology or texture.

There have been a plethora of studies that focus on designing and engineering feature descriptors in different datasets from various domains [3], [4], [6], [7], [8], [9], [10]. However, finding a precise definition for salient features can be difficult due to the complexity of many scientific phenomena. Extracting features with hand-crafted feature descriptors can involve tedious manual intervention and is not always robust. In order to solve this problem, automatic feature extraction approaches based on machine learning, or more specifically neural networks, have been explored. A new representation, called latent vectors, is produced from the raw data using a neural network. After that, feature exploration is performed based on analyses of clusters and distances between the clusters in the latent space. Automatic feature extraction studies showed promising results with little human intervention [11], [12].

When it comes to particle data, such as those produced by molecular dynamics, cosmology, or fluid flow simulations, applying neural network based automatic feature exploration is not a trivial problem. Most of the previous works use convolution kernels to automatically learn the feature descriptors. This requires a regular grid mesh around each pixel/voxel, which is not present in particle datasets. Although there are workarounds that first re-sample the data into a regular grid and then apply convolution [12], re-sampling data may cause loss of details or add a significant storage cost. Most importantly, particle geometry defined by the particle positions is lost in this process. Many features, especially those in cosmology simulations, are related to particle geometries, e.g. the density of the particles or the shapes that particles form.

To tackle the challenges, we propose the use of Geometric Convolution (GeoConv) for producing latent representations that integrate the positional information and physical attributes for particle data. In the booming research field of neural networks for point clouds, where the main goal is to classify shapes formed by 3D point clouds, GeoConv is the key component used in one of the state-of-the-art network architectures [13]. Similar to the classical Convolutional Neural Networks (CNN), GeoConv builds convolution kernels to detect features using the local information. However, since the neighborhood of particle data or point clouds is not positioned regularly, GeoConv kernel weights depend on the relative position of the point or particle to the kernel center.

Similar to previous latent space analysis works for visualization, we use an autoencoder with GeoConv to create a latent representation for particle data, which captures the features from the raw input data without any supervision. One particle and its local neighborhood, referred to as a particle patch, is processed by the autoencoder to create a latent vector which is a succinct presentation for the particle patch. This succinct latent representation can then be used for feature exploration.

We show that clusters in the space of our latent representation for the particle data capture dataset-specific features, and that these
clusters separate into distinct features. We create a visual analytics system to allow users to cluster the latent vectors hierarchically and to identify the features interactively. Additionally, we show that this latent representation can be utilized for feature tracking by applying the mean-shift algorithm to match latent space distributions across time steps. We summarize the contribution of this study as follows:

- A neural network based approach specifically designed for particle data, which transforms particles into a local latent representation where the positional and physical attribute features from the particles are preserved.
- A demonstration that this latent representation is useful for feature extraction and tracking.
- A visual analytics system that helps users interactively explore the produced latent representations and detect the features of interest.

2 RELATED WORKS

Our work contributes to feature extraction and tracking using latent space methods on particle datasets. We, therefore, review related works to these fields.

**Latent Space Approaches in Visualization:** The approach proposed in this paper is inspired by the study from Cheng et al. [11], where supervised deep learning neural networks are used to extract meaningful features to help the design of a good transfer function for volume rendering. Besides this work, many recent studies in visualization utilize latent space exploration and analysis in their application. For volumetric time-varying data, Porter et al. [14] produce the latent representation for volumes from different time steps, and select representative time steps using latent vectors. For streamlines and stream surfaces, Han et al. [12] train a CNN based autoencoder with voxelized and down-sampled data. Their approach avoids the problem of defining feature descriptor for lines or surfaces but inevitably introduces error in the process of voxelization and down sampling. Meanwhile, the computation and storage overheads of their method are also large. Another related recent study by Han et al. [15] uses the proximity in the latent space to select the best pairs of variables to perform volumetric data transformation. These latent space related works all use a CNN to produce latent vectors. This requires the dataset to be volumetric or to be re-sampled to a volume.

Meanwhile, recent works in the deep learning domain have designed and applied neural networks [16], [17], [18], [19] to point cloud data and have seen great success for classification and segmentation, where both require meaningful feature extraction from point clouds. Applying neural networks designed specifically for point cloud data will not be prone to the error incurred from the re-sampling process as the mentioned approaches do.

**Feature Extraction and Tracking:** Feature extraction and tracking are two applications for our particle latent representation. We summarize the previous works on feature extraction and tracking in this section. First, there are a group of studies focused on attribute space analysis, for example, feature level-sets [20] select traits defined by arbitrary geometries in the attribute space and perform iso-surface extraction for multi-variate data, and Linsen et al. [21] used a region growing method in the attribute space to solve the problem of extracting features defined over multiple variables in a particle dataset. These works are similar to ours in the sense that we all extract features in the spatial domain based on the selection in another space, which is either a latent space produced by neural networks or the original attribute space. Attribute space methods are possible to be directly applied to particle datasets. However, compared to the attribute space for particle datasets, a latent space is able to capture more information such as the particles’ spatial distribution and the relation between positions and attributes.

Most of the other feature extraction and tracking techniques that do not focus on attribute space fall into two categories. The most prevalent approaches [1], [6], [22], [23], [24], [25] perform extraction and tracking separately. Features are either extracted by spatially coherent attributes or extracted by domain specific hand-crafted feature descriptors. After that, tracking is done by matching the features using spatial overlap over time. Other methods [2], [26], [27], [28] consider features directly in the spatial-temporal space and extract them through topology analysis or high-dimensional iso-surfacing. However, most of these feature exploration methods cannot be directly applied to particle data due to the unstructured nature and the lack of connectivity information among the particles. So there have been some methods designed specifically for particle datasets. Lukaszczyk et al. [3] resampled irregular volumetric points into a regular volume before the topology analysis is applied to the data set. Similarly, the 2016 SciVis contest winners [4] proposed an approach that constructs a smooth scalar field before using a contour tree to extract critical points. In the dataset for 2015 SciVis Contest, a dark matter halo merger tree that records how halos evolve is obtained using the method by Takle et al. [29]. Han et al. [30] perform flow map interpolation using ML model on unstructured particle data. The work by Dutta and Shen [22] utilized an incremental Gaussian Mixture Model to both detect and track features. Although their experiments are done with volumetric datasets, their method can be adopted to particle data.

**Point Cloud Neural Networks and their Visualization Application:** A deep learning survey for 3D point clouds provides a comprehensive overview of the recent point cloud neural network studies [31]. The PointNet [17] is one of the first methods in deep learning for point cloud data. Subsequently, Qi et al. expanded the PointNet with PointNet++ by applying the PointNet recursively on a nested partitioning of the input point cloud to improve efficiency and robustness [16]. PointNet++ borrows the ideas of hierarchically applying filters to extract both local and global features from CNN. Other recent works improve on the basic architecture of PointNet++ [13], [18], [19], [22], [32], [33], [34], [35]. In our work, GeoConv [13] is adopted in our neural networks as it shows good performance with a relatively small network. LassoNet [36], which solves the problem of interactive selection of objects with the lasso is one of the few visualization works we can find that utilizes 3D point cloud neural networks.

3 LEARNING LOCAL LATENT REPRESENTATION

In this section, we describe how we generate latent vectors for particle datasets using an autoencoder. A classical autoencoder is composed of two parts: the encoder, whose objective is to compress the original data into a reduced dimensional representation called a latent vector, and the decoder, which takes the latent vector as input and reconstructs the original data. Scientific data can be prohibitively large to compute on directly. Therefore, we instead identify salient features in small local regions by organizing the particles into local patches. This not only reduces the memory working set size but also makes it easier for neural networks to learn the local representation of particles. A particle patch is defined as follows. Considering a center location \( \vec{p} \in \mathbb{R}^3 \) is given for a 3D particle data, the corresponding particle patch \( N(\vec{p}, r) \) is defined by
all the particles whose distance to \( \tilde{p} \) is less or equal to a distance \( r \):
\[
N(\tilde{p}, r) = \{ \tilde{q} \ | \ |\tilde{p} - \tilde{q}| \leq r \}.
\]

The autoencoder is used to transform a particle patch into a latent vector. The feature descriptors suitable for the dataset are automatically learned by the encoder, and the latent vector represents the high-level features detected by the learned feature descriptors. Therefore, the latent space has two characteristics that make it more appropriate for feature-related analysis. First, noise in particle patches has less influence on the latent space compared to the influence on the original particle representation \([37]\). Based on other training samples seen, the encoder detects the most similar feature by the learned feature detection kernel and ignores the noise. This makes the latent vector more stable than raw positions and attributes. This effect can be observed from our reconstruction result in Sect. 5.1.2. Second, the distances in latent space are more consistently related to the presence of high-level features compared to the attribute space for the particle patches because they are encoded by these learned high-level feature detectors. This characteristic of latent spaces is also found in other works utilizing latent representations \([12], [14], [15]\).

Next, we provide the detailed architecture of our autoencoder model.

### 3.1 Geometric Convolution and Deconvolution

Unlike image or volume data, particle data do not have meshes to connect the particles, hence the convolution kernels used for feature extraction like those in CNNs cannot be easily applied. In this work, we adopt an elegant solution called GeoConv \([13]\) whose core idea is to project the coordinates of a point into orthogonal directions and define a kernel on those directions. The full architecture of GeoConv is shown in Fig. 1 (b). Here, we briefly explain the basic building block of GeoConv that is used to construct our autoencoder. We can define any particle dataset as a mapping from spatial location to \( d \) particle attributes, \( f : \tilde{p} \rightarrow X_{\tilde{p}} \), where \( X_{\tilde{p}} \in \mathbb{R}^d \) is the physical attribute at the particle location \( \tilde{p} \). In a particle patch \( N(\tilde{p}, r) = \{ \tilde{q} \ | \ |\tilde{p} - \tilde{q}| \leq r \} \), vector \( \tilde{pq} \) is projected into three orthogonal bases \( \{ x, y, z \} \), and the projected norm along each basis represents the “energy” in that direction. We aggregate the attributes of a particle \( \tilde{q} \in N(\tilde{p}, r) \) into the center \( \tilde{p} \) based on its energy in different directions. To differentiate positive and negative directions, we define the following six bases in 3D: \( B = \{ (0,0,1), (0,0,-1), (1,0,0), (-1,0,0), (1,0,0), (-1,0,0) \} \). Then the aggregation of \( q \)’s attributes to the center \( p \) is as following:

\[
g(\tilde{p}, \tilde{q}) = \sum_{b \in B} \cos^2(\tilde{pq}, \tilde{b})W_bX_{\tilde{q}} \tag{1}
\]

where \( \tilde{b} \) is one of the basis vectors, \( W_b \) is the learnable weight matrix in the corresponding direction and \( X_{\tilde{q}} \) is the vector of attributes for particle \( \tilde{q} \). A 2D example of this projection can be found in Fig. 1 (d). The result of \( g(\tilde{p}, \tilde{q}) \) is a vector, and vectors for each particle in the patch are sent through one shared fully connected layer (shared FC). We use the term shared FC to refer to a fully connected layer whose weight matrix is shared among different particles. As suggested in the original GeoConv study \([13]\), the dimensionality of the resulting vector \( g(\tilde{p}, \tilde{q}) \) and the fully connected layer is set to 64 by 256. This means the weight matrix in the GeoConv shared FC (Fig. 1(b)) is \( 64 \times 256 \) in size, and each of the \( n \) particles are multiplied with the same matrix. Shared FC is efficient and can be implemented with \( 1 \times 1 \) convolution. Finally, we calculate a vector representation for a particle patch as a summation of all particles in the patch weighted by their distance to the center as shown in Equation 2 and Equation 3. This last step is illustrated in Fig. 1 (b) weighted sum block.

\[
\text{GeoConv}(\tilde{p}, r) = \frac{\sum_{\tilde{q} \in N(\tilde{p}, r)} d(\tilde{p}, \tilde{q}, r)g(\tilde{p}, \tilde{q})}{\sum_{\tilde{q} \in N(\tilde{p}, r)} d(\tilde{p}, \tilde{q}, r)} \tag{2}
\]

\[
d(\tilde{p}, \tilde{q}, r) = \begin{cases} (r - |\tilde{p} - \tilde{q}|)^2, & \text{for } |\tilde{p} - \tilde{q}| < r \\ 0, & \text{for } |\tilde{p} - \tilde{q}| > r \end{cases} \tag{3}
\]

Here, distance function \( d(\tilde{p}, \tilde{q}, r) \) gives more weights to the particles near the center.

Similar to the idea of GeoConv, we propose a new building block for particle neural networks called GeoDeConv. GeoDeConv takes as input a latent vector for the center particle of a patch and relative coordinate for every particle in the patch and outputs a new vector for every particle. This vector is then used to reconstruct the positions and attributes for each particle through shared FCs. We also define the learnable parameters in the fixed orthogonal direction. The GeoDeConv process can be regarded as a dispersion of the latent vector to the neighbor particles. The new vectors \( \text{GeoDeConv}(\tilde{q}, \tilde{p}) \) given the patch center \( \tilde{p} \) is calculated by:

\[
\text{GeoDeConv}(\tilde{q}, \tilde{p}) = \sum_{b \in B} \cos^2(\tilde{qt}, \tilde{b})W_b\tilde{p} \tag{4}
\]

where \( l_\tilde{p} \) represents the input latent vector, \( B \) represents the same six orthogonal bases, and \( W_b \) are similarly defined as weight matrices in different directions. However, they are not the identical weights used in the GeoConv. We illustrate GeoDeConv in Fig. 1 (c).

### 3.2 Particle Autoencoder

Having the GeoConv and GeoDeConv as building blocks for the neural network, we propose an autoencoder architecture to transform a particle patch into a latent vector. Our autoencoder
architecture is composed of two parts: the encoder and the decoder. Our encoder takes as input a particle patch defined by all the particle positions and related physical attributes and produces a single latent vector \( l_p \). The decoder takes \( l_p \) as input and reconstructs the positions and attributes in the particle patch. We present the architecture of our autoencoder in Fig. 1 (a). Since the particle patch size is relatively small in our experiments, we only use one layer of GeoConv followed by one fully connected layer, and the decoder is constructed using one layer of GeoDeconv followed by one shared FC. Batch normalization is applied after each layer to stabilize the training and to converge faster [38]. We use ReLU as the activation function except for the last layer [39]. Sigmoid is used at the last layer to constrain the output value between \([0,1]\).

To train our network, we use a mean squared error loss, measured from all time steps of the particle dataset that capture a more diverse feature set than random sampling. We sample based on the ground truth attributes and the reconstructed attributes. In our experiment, we choose training batches to be as large as our memory constraint allows.

### 3.3 Data Sampling and Preprocessing

To improve network training, we train our network with samples from all time steps of the particle dataset that capture a more diverse feature set than random sampling. We sample based on the distributions of the particle attributes by drawing fewer samples with values that occur frequently, and more samples with less frequent attribute values. This sampling rule is based on the observation that very frequent attribute values usually correspond to the background or homogeneous regions with nearly no features. In addition, there is no benefit to train the neural networks with redundant training data. This strategy is also suggested by a recent work of probabilistic data-driven sampling [40]. To realize this sampling strategy, we used a method similar to the value-based sample algorithm in [40]. It can be briefly described by first building a histogram in the particle attribute space and then sampling using the inverse density of the histogram as the weight. The attribute distribution from the Salt Dissolution dataset is shown in Fig. 2 to demonstrate the effect of our sample strategy.

There is a computation overhead to find all particles within a distance \( r \) from a point in 3D space, we perform a spatial partitioning of the particles using a kd-tree [11] before neighborhood query. We normalize all the particle coordinates to be in the range \([0,1]\) to avoid having to select radius \( r \) specific to the data spatial range. After the particles in a patch are queried using the kd-tree, since we are only interested in the particles’ local relative positions to the center but not their absolute positions, particles in patch \( N(\vec{p},r) \) are translated relative to the center particle \( \vec{p} \), and then again normalized to be in the range \([0,1]\) to match the network output range.

### 3.4 Determine the Network Hyper-parameters

There are several hyper-parameters to decide when constructing our network, such as the dimensionality of the latent space and the radius of particle patches. We discuss our approach to determine the parameters here and evaluate the chosen parameters in Sect. 5.1.1.

We choose the latent dimensionality using a random search strategy. Random samples are drawn from a plausible range of the latent dimensionality (from zero to the dimensionality of input particle patch). The computation budget for each sample is fixed and the parameter that gives the best reconstruction quality is used. The random search strategy is shown to be more efficient than a grid search of hyper-parameters [42], can be performed in parallel, and is usually used in neural network designs [11].

In the GeoConv architecture, the radius of the particle patch equals the bandwidth of the GeoConv kernel (defined by Equation 3). The size of particle patches is of significance in our approach, since choosing an inappropriate radius \( r \) will either overly smooth or add noise to the extracted features. We follow the assumption that if the bandwidth is appropriate for estimating a regression function \( f : \vec{p} \mapsto X_{\vec{p}} \) between the particle position and its attributes, it will also be suitable to be used in neural networks [43]. We reformulate the problem as a kernel regression estimation. The Nadaraya–Watson estimator [44] using our kernel is written as:

\[
\hat{m}(\vec{p};r) = \frac{\sum_{\vec{q} \in N(\vec{p},r)} d(\vec{p},\vec{q},r) X_{\vec{q}}}{\sum_{\vec{q} \in N(\vec{p},r)} d(\vec{p},\vec{q},r)},
\]

where \( \vec{p} \) is a point in the 3D spatial domain and \( r \) is the kernel bandwidth to be estimated using cross validation. The Least Squares Cross Validation for our Nadaraya-Watson estimator is written as:

\[
LSCV(r) = \frac{1}{n} \sum_{i=1}^{n} (X_{\vec{p}_i} - \hat{m}_{-\vec{p}_i}(\vec{p}_i;r))^2,
\]

where \( \hat{m}_{-\vec{p}_i}(\vec{p}_i;r)^2 \) indicates the leave-one-out estimator without the sample point \( \vec{p}_i \). Instead of using all particles across every time step from the dataset, we sample 1% of particles from every time step to perform cross validation. The sampling technique is the same as the one presented in Sect. 3.3. We find the particle patch defined by bandwidth \( r \) around the sample \( \vec{p}_i \) to build the leave-one-out estimator \( \hat{m}_{-\vec{p}_i}(\vec{p}_i;r) \) using Equation 5. Following Equation 6, we calculate the \( LSCV(r) \) for every time step and average the \( LSCV(r) \) across time steps to get the final \( LSCV(r) \) for the dataset. Then the golden-section search method [45] is applied to search for the optimal bandwidth \( r \) which minimizes the LSCV. Because the particle positions are normalized to be in the range \([0,1]\), we search the optimal \( r \) in this range. The estimated bandwidth is then used for the kernel in GeoConv and as the radius for particle patches.

### 4 Feature Extraction and Tracking

In this section we introduce our feature extraction and tracking methods in detail. A workflow of the extraction and tracking process is described in Fig. 3. After the neural network is trained, we can use it to infer the latent vectors for arbitrary particle patches at any selected time step in the domain. As discussed, latent vectors produced by the autoencoder capture high-level features in particle patches. Therefore, patches with similar features will be in close proximity in the latent space. This enables us to explore and find features by analyzing the clusters in this space. A time step of interest is first selected by users. With the help of our visual analytics system, users identify one or several feature clusters of

---

Fig. 2. Left: Distribution of salt concentration of all particles (about 190k particles in total). Right: Distribution of the sampled particles (1900 samples)
4.1 Latent Space Visual Exploration

A typical workflow of feature exploration starts with selecting a time step of interest by the user. This can either be done based on prior knowledge about when the interesting features may occur, or by simply selecting once every few time steps to explore. After the time step of interest is found, our visual analytics system can help the user interactively explore the dataset and find the features of interest. This system is composed of three linked parts: a hierarchical cluster view, a 2D feature space view of the latent vectors, and an original physical space view. Domain knowledge from the users are injected by modifying the hierarchical clustering, while feature space and physical space views are updated interactively to provide real-time feedback based on features automatically captured by the latent representation.

4.1.1 Hierarchical Cluster View

Similar to the method used by He et al. [46] and Cheng et al. [11], we arrange the latent vectors in a hierarchical clustering tree. The root of this tree represents all the latent vectors. Links between parent and child nodes depict splitting the latent vectors from the parent node into multiple clusters using the k-means algorithm. Whether to split a node and the number of children (k in k-means) to which the parent node splits are decided by the user. By default, the number of children of each node is set to two but can be increased by the user using the input box based on how many particle groups are shown in the feature space projection. The physical space views beside the hierarchical cluster view are shown in the left half of Fig. 5.

4.1.2 Feature Space View

We adopt t-distributed stochastic neighbor embedding (t-SNE) as our dimensionality reduction technique and visualize the projected latent vectors as 2D scattered points. This visualization only provides a view of the relations between the clusters, and we note that it may not be sufficient for users to decide the features of interest solely by the 2D projection. However, when the 3D visualization in the original physical space is too crowded, 2D feature space projection may reveal the number of possible distinct features. This helps the user decide whether to split a node and how many child nodes it should split into. To avoid applying t-SNE on all the particles which may require extensive computation time, we applied the same sampling technique as used in training data sampling discussed in Sect. 3.3 to pick around 1% of all particles from the selected time step for visualization.

When a node is selected in the hierarchical cluster view, the t-SNE projection of the corresponding particles will be highlighted to help the user focus on the cluster of interest currently. The right panel in Fig. 5 presents an example for the feature space view.

4.1.3 Physical Space View

This view shows a subset of particles (defined by a selected node) in the original 3D physical space. We assign the colors to the particles which encode a specific scalar attribute of interest. We normalized the coordinates of the particles in the subset to be in the range [0, 1], so that the camera can be set to be always facing the center of the visualized particles. When users interact with a node in the hierarchical cluster view, the corresponding particles are visualized in this view. Users can refer to the visualization to decide whether to split a cluster into smaller clusters or not and finally spot the desired cluster containing the features of interest. Since the clustering result is influenced by k that users choose, users can refer to the physical space view to validate the parameter k they set when splitting the parent node. If the clustering result is not desirable, the users can easily revoke the splitting operation and test with other more suitable values for k. The physical space view is shown in a separate pop-up window in our system. For a better presentation, we display the physical space views beside the cluster nodes and feature groups in Fig. 5.

4.2 Mean-shift Tracking Using Latent Distribution

Traditionally, people perform feature tracking by first extracting features in every time step and then matching them across the time steps. In that case, the tracking efficiency is bounded by the extraction efficiency and can be expensive. The situation becomes worse when the latent inference is time-consuming. Therefore, we adopt mean-shift tracking that finds the local region with the highest latent similarity between consecutive time steps.

First, a region of interest is selected by the user with the help of the system mentioned in the previous section. The v dimensional latent vector for every particle in the cubic region is collected.

---

1. Source code is available at https://github.com/harvisi/particleNN
We reduce the latent dimensionality to four using the principal component analysis (PCA) to reduce the computation time for the multi-dimensional histogram and to increase tracking stability. Treating each latent vector as a sample, our feature of interest selected by the user can be represented by a four-dimensional histogram. Therefore, our tracking goal between two consecutive time steps is to identify the cubic region that has the most similar latent histogram in the latter time step.

The high-level idea of mean-shift tracking introduced in [47] is that first weights are given to particles in the region of interest according to the comparison between their latent vector with target latent distribution. Then the region is shifted to the higher similarity direction. This is repeated until the region does not move.

Initially, we assume the spatial location of the feature is the same as that of the previous time step, which is used as the starting point for tracking. Then we move the cubic region to the position with most similar distribution using the mean-shift algorithm and follow the parameters suggested in [48]. Repeating the search step on the time sequences will give us the movement of the interested feature through time steps.

## 5 Experiments

We evaluated our neural networks based latent representations using three datasets: Salt Dissolution, Dark Sky, and SNSPH. Before the evaluation, we present the dataset information and model training details in Sect. 5.1. Several aspects of our approach are evaluated. (1) We validate the methods used for determining the hyper-parameters. (2) We demonstrate the result of feature exploration in three datasets with the help of a hierarchical cluster exploration tool. The extracted features with our latent representations were verified by comparing with features specifically designed for the dataset or provided by the domain scientists. (3) We compare the latent representation with alternative methods, local neighbor statistics, and principal component analysis. (4) We demonstrate that feature tracking using mean-shift on latent space distributions is efficient and accurate. (5) We detail the computation time and memory use for the proposed approach.

### 5.1 Dataset and Experiment Setting

Our approach was evaluated on three datasets generated from the Salt Dissolution simulation (SciVis Contest 2016), the DarkSky simulation (SciVis Contest 2015), and another supernova simulation called SNSPH. Below we give a brief introduction to the three datasets and their feature extraction target.

**The Salt Dissolution** dataset is from the 2016 Scientific Visualization Contest [49], which models a solid body of salt dissolved by the water using the Finite Points Method. The original data come with 3 different resolutions and 120 time steps each. We tested on the lowest and highest resolution data which have around $193,000$ and $1,800,000$ particles at every time step respectively. Every particle has four-dimensional physical attributes: a salt concentration value and 3D velocity. The feature extraction target is to find features called viscous fingers, which is defined only by the salt concentration.

**DarkSky** is a cosmology simulation dataset from 2015 SciVis Contest [50]. This particle data set is composed of 100 time steps with around $2,000,000$ 3D particles in each time step. Every particle has a position vector and seven-dimensional physical attributes: velocity vector, acceleration vector, and gravitational potential energy phi. Along with the raw particle information, the data set comes with a list of halos, which are features mainly defined by the particle density. The halos are found and tracked by the method proposed by Behroozi et al. [9]. We use the halo list to verify our feature extraction and tracking results based on the latent vectors.

**SNSPH**, SuperNova Smooth Particle Hydrodynamics, is our third particle dataset used to model core-collapse supernovae [51]. The dataset comes in a time series of 61 time steps and each time step contains around 900,000 particles. Features of interest are the finger-like structure reaching from the inner core to the outer core and the surface where these finger-like structures form. According to the domain scientists, these features are related to the temperatures and the densities of particles.

### 5.1.1 Hyper-parameters

To train the autoencoder on three datasets, we chose the hyper-parameters using the method discussed in Sect. 3.4 and sampled the training data using the method in Sect. 3.5. To capture the feature variance in all time steps, we sampled around 1% of particles in each time step for training. We treated the coverage of all samples in one time step as one epoch. The hyper-parameters and training statistics for all datasets are presented in Table 1.

To validate the estimation method for determining the optimal patch radius, we trained four different models for the Salt Dissolution dataset and three different models for the SNSPH dataset. We choose the optimal radius and several smaller or larger radii to train these different models. Details for the radius chosen can be found in Table 1. It is worth noting that training multiple models is not necessary for our approach to determine the radius, we only did that to validate the LSCV estimation result. To qualitatively validate the estimated radius, we compare the data reconstruction and feature extraction between these models. In Table 1 we show that for both datasets, the optimal radius model resulted in better reconstruction peak signal-to-noise ratio (PSNR) than the model trained with a smaller or larger radius. This optimal radius also results in better feature extraction result as shown in Fig. 6(a).

Another noteworthy hyper-parameter is the latent vector dimensionality. The latent dimensionality shown in Table 1 is determined by a random search technique. We found that for all the datasets, the optimal latent dimensionality is related to the number of particles in the particle patch and the attribute dimensionality we used in the experiment. Moreover, higher dimensionality will not decrease the model reconstruction quality, while slightly smaller dimensionality will only decrease the reconstruction moderately and have negligible influence on the feature exploration results.
5.1.2 Reconstruction Quality

We evaluate the reconstruction quality on the Salt Dissolution dataset. In Fig. 4 (a) and (b), we compare a zoomed-in slice along the z-axis of time step 35 in the low-resolution version. This slice was filtered to show only the particles with concentration values higher than 25. We can observe that the reconstructed concentration values are smoother among the reconstructed particles. It was found in the study [4] on this dataset that these high-frequency concentration fluctuations are noise and are to be removed before feature extraction. Therefore, this smoothing effect in the reconstruction is beneficial to our subsequent feature extraction. PSNR between the reconstructed and original data can be found in Table 1. Considering the beneficial smoothing effect, and that we only rely on the clusters of latent vectors to extract features but not to replace the original data with the reconstructed one, PSNR values in this range are acceptable.

5.2 Feature Exploration

Feature exploration is the major use case for our latent vectors produced by the GeoConv autoencoder. The challenges faced in the three datasets are quite different. In the Salt Dissolution dataset, finger features are defined by the gradients in a scalar field. In the DarkSky simulation, halos are defined by the spatial distribution of particles. In the SNSPH simulation, features of interest are defined by a combination of spatial distribution and physical attributes. Through the experiments of these datasets, we demonstrate that the autoencoder-generated latent vectors can capture the salient features dictated by the applications.

5.2.1 Dataset 1: Salt Dissolution

Since the viscous fingers are only related to the particle salt concentration value, we only include the concentration and particle positions to train the autoencoder. To begin feature exploration, we first choose time step 25 as our feature extraction example and the starting point of the tracking, where according to the prior studies [4], on this dataset, the number of viscous fingers starts to increase and their structure start to become complex.

After we produce the latent representations, these vectors are loaded to our exploration system for further analysis. We present our feature exploration process in Fig. 5. At the top level of hierarchical clustering, the dataset is clustered into the salt injection plane (Fig. 5 (a)) and the water body. We further split the water body cluster to find the finger structure, low concentration background, and the thin fingers cores inside as shown in (Fig. 5 (b), (c) and (d), respectively. Circles and arrows in (Fig. 5) show the correspondence between the cluster particles and their latent space 2D projection. This provides information on how distinct these clusters in the hierarchical cluster view are. However, these particle groups in the 2D projection can be misleading or may not necessarily be features of interest. For example, the small particle groups at the top of (Fig. 5 (e) are corresponding to the boundary particles at the bottom of the water body and are not of interest. This makes it essential to combine both the latent space 2D projection and the physical space particle visualization to explore the features of interest interactively.

We choose the finger core feature in (Fig. 5 (d) for further feature analysis. (Fig. 6 (a)) shows the finger cores by direct particle rendering and surface extraction. In the direct particle rendering figure (top), we separated the finger cores with the Density-Based Spatial Clustering of Applications with Noise (DBSCAN), so that we can count the number of fingers and verify it both qualitatively and quantitatively by comparing to the features extracted by the winner of the 2016 SciVis contest. Surface extraction (bottom) is done by processing the particle patches defined on a regular grid.
We assign 1 to the patches of finger cores and -1 to the patches of other clusters, and then extract the iso-surfaces at value 0 using marching cubes. The winners of the 2016 SciVis contest proposed two approaches to extract the feature descriptors for dark matter halos, primarily focus on the distribution of the particle locations to find the regions of high particle density. The velocity of particles is used in some of the algorithms to exclude the particles with a velocity that exceeds the local escape velocity. Therefore, we include the particle position and velocity to train the autoencoder. Moreover, to make the feature extraction task more challenging, and to verify that our approach could work in situations when the feature-related physical attributes are not known, we also include the acceleration and gravitational potential energy $\phi$ in the training. After the autoencoder is trained, we followed the same process described above to find the interesting features. In the first level of hierarchical clustering, we found the target feature may be contained in node shown in Fig. 8 (a). There are approximately four (or more, based on how the user perceives the group connectivity) distinct particle groups in the 2D projection of the latent vectors in cluster (a). Therefore, we subdivide the cluster (a) into four lower-level clusters. Based on the physical space visualization of these four clusters, we found three of them contain the target feature of halos. In the case the user chooses a cluster number of more than four and child nodes do not depict desired features, the clustering and splitting step can be easily revoked and the user can change the number of clusters.

To verify the overlap of identified clusters and the ground truth halo features, Fig. 9 shows each particle colored based on their cluster, while the real halos’ position and size are drawn as black spheres over the particles. The red cluster (Fig. 8(b) defines the particles in the large halos and the other two clusters mostly include the smaller halos. However, A close look at the left figure in Fig. 9 shows that there are still some halos with a very small size which are not captured by our method. We calculate the percentage of halo particles that are covered by the chosen clusters, where higher percent is better. The red and green clusters along cover...
With the final dataset, our goal is to verify that our method can successfully find two interesting features in this dataset. Our approach is to use the latent space projection view to capture the features defined by both the particle spatial distribution and physical attributes. As mentioned in the dataset description, SNSPH models a core-collapse supernova. In the process of supernova formation, the inner part of the stellar core is compressed into neutrons. This causes the later infalling material to bounce and form an out-racing shock wave. Scientists are interested in the viscous fingers formed along with the shock wave propagation. Fig. 11 (a) shows a ring of high density. The inner core is roughly enclosed by this ring, and the outer core refers to other parts in the figure. Viscous fingers in this dataset are defined both by temperature and particle spatial distribution (density and the spherical shape). Thus, although there are a total of 91 physical attributes in this dataset, we only choose the temperature to train the neural network.

Using the proposed latent space exploration system, we successfully found two interesting features in this dataset. Our exploration result is presented in Fig. 10. The first split of the hierarchical tree already revealed some interesting structures in the dataset. Through the physical space visualization, we find the left-side node cluster shows the finger-like structure (see Fig. 11 (b) for a close-up slice visualization). However, this cluster also includes the particles inside the inner core. Since the domain scientists are interested in the more detailed structure inside the fingers and inner core, we further split the left-side cluster into the second level of hierarchical clustering. Repeating these steps, we successfully find the clusters corresponding to the features of “out-reaching finger” structures as shown in Fig. 10 (a) and the surface between the inner and outer core, where these fingers start to form as shown in Fig. 10 (b). A close up physical space visualization is shown in Fig. 11 (c), where we highlight the “out-reaching finger” feature (Fig. 10 a) in yellow and the finger formation surface (Fig. 10 b) in orange. Since these two features are on different levels of the hierarchical clusters, it is hard to detect both without a hierarchical division of the clusters.

Though the particles forming these two features have high particle density in their regions, the feature depicted in Fig. 10 (b) is defined additionally by high temperature near the supernova inner core and the spherical shape between the inner and outer core. Without the latent vectors produced by the autoencoder in our approach, it is tedious to manually search for the decision boundary in temperature and density to separate these features.
averaged concentration in the particle patches. A low threshold will make it difficult to distinguish different fingers, while a high threshold will make some fingers disappear. Our neural network method has the advantage of capturing features defined by the change of concentration automatically. It is probably true that we can identify features by calculating concentration gradients and there have been previous work [6] using gradients to identify viscous fingers in a volumetric dataset. However for particle data, calculating gradients is difficult and can be expensive to apply mesh-free methods to achieve this on particles.

Another way is to perform principal component analysis (PCA) on the particle patches and represent each patch with its principal components. We treat each particle as a data sample with four-dimensional variables (three dimensions of position and one dimension of concentration). So we use the four principle components as feature descriptors for the patch. Four principal components are ordered by their explained variance and concatenated into a vector. In [Fig. 12] (d), we can find the high concentration clusters which contain our target feature fingers with our hierarchical clustering exploration process. However, further division of this cluster did not reveal any finger cores inside the high concentration region. Particles inside the high concentration region seem to be only randomly assigned into two child clusters. This indicates that principle components of the particle patch failed to capture the information related to the gradient of concentration, which is crucial to define the finger cores and is captured using our method.

5.4 Feature Tracking

As another use case for our autoencoder-generated particle patch representation, successful tracking of features with the mean-shift algorithm in the latent space is demonstrated in this section. In the salt dissolution dataset, since we do not have the ground truth tracking results, we verify the tracking qualitatively by showing the features and the tracking bounding box. As for the DarkSky dataset, we directly compare the tracking result with the halo merger tree generated by [29]. We also compared the latent vector based mean-shift tracking with the original physical attributes based mean-shift tracking in these two datasets.

5.4.1 Viscous Finger Tracking

We select two fingertips from time step 25 and track them consecutively for 20 time steps. In [Fig. 13] (a), we present the tracking box at time step 26, 32 and 38 using our latent vectors. The tracking bounding box follows the “fingertip” feature with only a small error. As comparison, we show the tracking bounding box at the same three time steps 26, 32, and 38 using the raw physical attributes in [Fig. 13] (c). In the latter two time steps, the tracking box completely went off the feature and was partially blocked by the other particles (indicated by the arrow). In the other fingertip tracking example with latent vectors ([Fig. 13] b) and raw attributes ([Fig. 13] d), the feature shrinks as time advances, and eventually disappears at time step 45. Compared to the tracking with raw physical attributes, our method still provides better tracking stability. We also provide the tracking animations for these two examples in the supplementary materials.

Generally speaking, tracking when features are small or time resolution is low is more challenging because the mean-shift tracking algorithm we choose relies on the overlap of features between time steps. However, the tracking results prove that our generated latent vectors capture the important features which allow for more accurate and stable feature tracking. The possible reason why the latent vectors work better than the raw attributes in tracking is that the latent vectors encode the features in a more compact space, where some unstable attributes or noise are smoothed or neglected. This effect also helps us easily separate the features in the latent space.

5.4.2 Halo Tracking

For this dataset, Since we had the features’ ground truth positions, it is easy to evaluate our feature tracking results by calculating the distance from the center of the extracted feature produced by our method and the real feature center. Similar to the tracking experiment in dataset 1, we also compare the latent vector tracking against using the raw attribute for tracking. Taking the feature size into account, we use \( d \) as the feature deviation metric, where \( d \) is the distance between the centers and \( r \) is the ground truth halo radius. If this metric is larger than 1 but smaller than 2, the center of our tracked halo is no longer within the ground truth halo, meaning a slight deviation. If larger than 2, the tracking center and the feature center will have no overlap. We randomly chose 594 halos from the halo list and tracked them for ten time steps. The results of the tracking error are shown in [Fig. 14] For both methods, the median deviation generally increases with time and reaches one after ten time steps. In the first five tracking time steps, tracking accuracy with latent vectors is significantly better, while in the last few time steps the tracking accuracy using raw attributes is marginally higher. However, the tracking stability using latent vectors is significantly better than using raw attributes, as the range between the first and the third quartile in latent vector tracking is much smaller.

5.5 Computation Time and Memory Footprint

In this section, we report the computation time and memory consumption for different parts of our proposed approach from the experiments on the three datasets. The machines we used for experiments are as follows: Our autoencoder model is trained on a supercomputer node with 2.4GHz Dual Intel Xeon 6148 (40 cores, but we only use one core in training) and NVIDIA V100 GPU with 16GB video memory. While the extraction and tracking experiments are done on another machine with an 8-core Ryzen 2700X, 32GB of RAM, and an NVIDIA RTX 2060 GPU.

We present the total training time, latent vector inference time, clustering time, t-SNE projection time, and tracking time in Table 2. The model training time is highly related to how many particles we sample in each time step, particle patch size, and how many epochs we train before the network converges. These parameters can be found in Table 1. The autoencoder training needs to be done only once for each dataset. Due to the relatively small number of layers in our network and the training data sampling strategy, our approach’s training time is shorter than other works which also use neural networks to extract features [11, 12]. The inference time shown is for generating all particles’ latent vectors in a single time step (i.e. forward pass of a trained encoder). This inference process is necessary for latent space exploration and is linear to the number of particles in one time step, which will scale well on larger datasets.

The clustering time shown in the table is calculated by applying the k-means clustering on all the particle latent vectors in one time step, which is the same as the first level clustering in our hierarchical cluster process. This time provides an approximate
upper bound for all the user-decided clustering time during the feature exploration process. This quick clustering time facilitates interactive exploratory visualization. Since the k-means time complexity is also linear to the number of particles, this clustering time will also scale well to larger datasets. All particles’ latent vectors in one time step are usually too large for t-SNE projection in a reasonable time. As discussed before, the t-SNE projection time shown is for around 1% of all particles. The projection of 20,000 samples from one time step in the DarkSky dataset takes 66.5 seconds. This projection is a preprocessing step before feature exploration and will not influence the system’s interactability. Since t-SNE projection does not scale well to a large number of instances. There are two possible solutions if we want to apply our approach to larger datasets: (1) Sample the particles more aggressively to keep a smaller number of samples. (2) Adopt other more efficient projection algorithms such as UMAP [52].

We calculate the computation time for the topology analysis we use to compare our method against for dataset 1. The topology analysis takes 62.5s for the high-resolution version of the dataset. Our approach’s preprocessing time (inference + t-SNE projection) for this dataset is on the same order. From the original halo finder work [9], we calculate that their processing time for one time step in the DarkSky simulation is approximately 72s. Considering their time is measured on a legacy 2009 machine (AMD Opteron 2376), the computation time of our method is longer than the original halo feature finder algorithm on this dataset. However, these comparisons only include the actual computation but not the exploration and engineering effort to design the suitable feature descriptor in the comparison methods. Our proposed approach can achieve this exploration semi-automatically at the cost of around 1 hour of model training and seconds of extra preprocessing time.

Lastly, in the process of tracking, the number of iterations before the mean-shift algorithm converges is similar for different features. Therefore, the feature tracking time depends on the size of the feature. A larger feature size means more latent vectors need to be generated. The total tracking time is dominated by the latent vector generation time. For dataset 1, in the case that the feature of interest is a fingertip, which is consisted of approximately 200-400 particles, the tracking time is around 90ms. In Fig. 15, we present the results that show a linear relationship between tracking time and feature size, as well as the number of iterations before convergence.

As for the memory consumption, our method samples the whole dataset and processes the samples in a patch-by-patch manner. Because of this and the relatively small network size, our model can be trained on GPU with lower memory (for example, RTX 2060 with 6GB GPU memory) if we decrease the mini-batch size in training. We provide the size of networks and latent vectors for different datasets in Table 2. When it comes to an even larger dataset where computation time and memory are issues, we can reduce the sample density in the latent vector generation stage to make the method scalable.

6 DISCUSSION, LIMITATION, AND FUTURE WORK

Usability. One challenge for particle feature extraction is tedious feature descriptor design for the specific dataset. We overcome this challenge by automatically learning feature descriptors in a data-driven way. With the help of hyper-parameter estimation methods
We provide some intuitions and evidence on the characteristics of the benchmark methods, and the effort to design and engineer a method is provided. The efficiency of the approach is comparable to existing methods in terms of computation time and memory consumption on the dataset. In the future, scalability and interpretability are two fields where we want to explore. Compression methods that quantize the latent vectors could be a solution for the scalability issue on large datasets. Another possible way is to sample the representative particle patches in the datasets, which will reduce the computation cost. How to define representative patches and design a sampling technique are the keys to this problem. Regarding latent space interpretability, studies in the field of explainable AI provides some insights. Visual analytics systems can be useful to probe the encoded high-level features in different dimensions of the latent space. Understanding the encoded features will help us diagnose and improve the model.

### 7 Conclusion

In this paper, we show that latent vectors produced from a GeoConv based autoencoder are useful for feature extraction and tracking. We demonstrate successful feature extraction results in three different particle datasets and show how mean-shift tracking is useful to track features through the latent space for two of these datasets. In the first dataset, we show our latent vector can reconstruct particle patches with less noise than raw data. The extraction results for viscous fingers, which are defined by concentration, are superior to the threshold method or representing the neighborhood with principle components. We validate the extraction results by comparing them with the SciVis Contest winner’s approach. In the second and third datasets, we show that the latent representations can capture the features related to particle spatial distribution and physical attributes. Finally, the detailed performance of our approach is provided. The efficiency of the approach is comparable to the benchmark methods, and the effort to design and engineer specific feature descriptors for the dataset is not required in our approach.
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