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Abstract
Optimization in distributed networks plays a central role in almost all distributed machine learning problems. In principle, the use of distributed task allocation has reduced the computational time, allowing better response rates and higher data reliability. However, for these computational algorithms to run effectively in complex distributed systems, the algorithms ought to compensate for communication asynchrony, network node failures and delays known as stragglers. These issues can change the effective connection topology of the network, which may vary over time, thus hindering the optimization process. In this paper, we propose a new distributed unconstrained optimization algorithm for minimizing a convex function which is adaptable to a parameter server network. In particular, the network worker nodes solve their local optimization problems, allowing the computation of their local coded gradients, which will be sent to different server nodes. Then within this parameter server platform each server node aggregates its communicated local gradients, allowing convergence to the desired optimizer. This algorithm is robust to network’s worker node failures, disconnection, or delaying nodes known as stragglers. One way to overcome the straggler problem is to allow coding over the network. We further extend this coding framework to enhance the convergence of the proposed algorithm under such varying network topologies. By using coding and utilizing evaluations of gradients of uniformly bounded delay we further enhance the proposed algorithm performance. Finally, we implement the proposed scheme in MATLAB and provide comparative results demonstrating the effectiveness of the proposed framework.
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I. INTRODUCTION
Many problems in distributed systems over the cloud, or in wireless ad hoc networks [13, 21, 22], are formulated as convex optimization programs in a parallel computing scheme. Depending on the computation architecture of these networks; that is, centralized, decentralized or fully distributed, the optimization techniques are adapted to accommodate such structures. However, the malfunctioning of processors directly impacts the overall performance of parallel computing. This malfunctioning is referred to as the straggling problem. Many applications, whether
over the cloud or in local distributed networks, have experienced considerable time delays, due in part to this straggling problem. Asynchronous [17], [12] and synchronous algorithms [27], [7] have been proposed to overcome this problem. While Lee et al. [14] and Dutta et al. [9] describe techniques for mitigating stragglers in different applications, a recent work by Tandon et al. [26] focused on codes for recovering the batch gradient of a loss function (i.e., synchronous gradient descent). Specifically, a coding scheme in [26] was proposed, enabling a distributed division of tasks into uncoded (naive) and coded parts. This partition alleviates the effect of straggling servers in a trade-off between computational complexity, communication complexity and time delay. This novel coding scheme solves this problem by providing robustness to partial failure or delay of nodes in a centralized master/workers network.

For example, in machine learning applications, gradient descent algorithms are employed to optimize parameters of the model. When the size of the training datasets are large, it is not practical to train the model on a single machine. To speed up the used algorithms, gradient computations can be distributed among multiple machines. In a centralized network framework, a parameter server platform with synchronous gradient descent updating, consists of a number of servers which are connected to multiple workers where each worker computes a partial gradient from its local dataset. Then the servers aggregate the partial gradients to obtain a full gradient and solve the model. This aggregation can be done under a full-gradient/unique-estimate scheme or under distributed partial-gradients/non-unique-estimate scheme utilizing the stochastic gradient descent approach and achieving consensus. To overcome the effect of delaying nodes, failures, or disconnections, the data is distributed among the workers in a redundant manner, and workers return coded computations to the servers according to the aforementioned coding scheme.

To this end, we present a novel algorithm implementable on a parameter server network, with multibus connection between server and worker nodes under a synchronous updating paradigm, which is robust to stragglers by utilizing coding schemes and allowing asynchronous implementation through the use of stale gradients with a uniformly bounded delay. Asynchronous evaluation of gradients with uniform bounded delay is realized with no other statistical assumption. Under such relaxed assumption we analyze the convergence of our algorithm and find its convergence rate. We also provide numerical simulations to back our theoretical analysis.

II. Problem Setup and Background

We consider a network of \( n \) server nodes indexed by \( V = \{1, 2, \ldots, n\} \) and \( m \) worker nodes on a parameter server platform using a multi-bus multiprocessor system with shared memory. Thus, we require arbitrary interleaved connections according to availability. The objective is to solve a minimization problem

\[
\hat{x} = \arg \min_{x \in \mathbb{R}^N} f(x) = \sum_{(i)=1}^{p} f^{(i)}(x)
\]

Hence, the global function \( f \) to be minimized is divided into \( p \) partitions with arbitrary number of replication for each. After dividing the load into different partitions each partition \( (i) \in \{1, \ldots, p\} \) is distributed with an arbitrary redundancy \( \mathbb{N}_{(i)} \) among the workers. And each replica \( r_{(i)} \) of partition \( (i) \) consists of \( n_{r_{(i)}} \) worker nodes that utilize a gradient coding similar to that in [26] to enable robustness to an allowed number of stragglers.
To solve Problem (1), we use a robust gradient-based algorithm which we call the Straggler-Robust Distributed Optimization (SRDO) Algorithm. As its name infers our algorithm has the extra feature of being robust to stragglers. SRDO uses gradient coding to mitigate stragglers and delayed gradient information.

A. Gradient Coding Scheme

As previously discussed, when solving Problem (1) using a distributed synchronous gradient descent worker nodes may be stragglers either due to failure, being compromised or just communication issues with relaying information to the server nodes. To address this problem, Tandon et al. [26] proposed replicating some data across machines via a coding scheme, which allows for the recovery of the overall gradient from the aggregated local gradients of the connected nodes active in the network at a specific time step.

In [26], the authors derived a lower bound on the structure of the coding partition scheme that allows the computation of the overall gradient in the presence of $s$ or fewer stragglers; that is, if we have fewer stragglers than the maximum allowed, we can use any $\nu - s$ combination of the connected nodes where $\nu$ is the total number of worker nodes.

To successfully code and decode the overall gradient when the number of stragglers is less than $s$, we require a scheme in which [26]:

$$B \in \mathbb{R}^{\nu \times d}, \quad A \in \mathbb{R}^{(\nu-s)\times \nu} \quad \text{and} \quad AB = 1_{(\nu-s)\times d} \quad (2)$$

where the decoding matrix $A$ and the encoding matrix $B$ can be calculated from Algorithms 1 and 2 in [26], respectively (see Appendix H).

We exploit the above coded scheme to compute $\nabla f^{(\iota)}$, where $\nabla f = \sum_{(\iota)=1}^{p} \nabla f^{(\iota)}$. Thus, we apply this coding scheme to compute $\nabla f^{(\iota)} = \sum_{\lambda=1}^{n_{(\iota)}} f^{(\iota)}_{\lambda}$ (i.e., in the coding scheme, the number of data partitions $d$ is without
loss of generality equal to the number of nodes $\nu$; therefore, in our partition’s replica $r(\iota)$, $d = n_{r(\iota)}$, the number of nodes of replica $r(\iota)$ of partition $i$ and the number of maximum allowed number of straggler is $s_{r(\iota)}$. Thus

$$
B^r(\iota) \in \mathbb{R}^{\nu \times n_{r(\iota)}}, \quad A^r(\iota) \in \mathbb{R}^{(n_{r(\iota)})^\nu},
$$

and

$$
A^r(\iota)B^r(\iota) = 1_{(n_{r(\iota)})^\nu},
$$

(3)

are the encoding and decoding matrices of the coding scheme employed at replica $r(\iota)$ of partition $i$.

### III. MAIN ALGORITHM: STRAGGLERS ROBUST DISTRIBUTED OPTIMIZATION ALGORITHM (SRDO)

To solve Problem (1), we propose a synchronous iterative gradient descent method - the SRDO algorithm, which is robust to stragglers and applicable on a time-varying network topology (i.e., arbitrary connections) with more than the allowed number of stragglers through the use of gradients evaluations with uniformly bounded delay. As we have mentioned before, an appropriate implementable platform for the algorithm is a multi-bus distributed parameter server shared memory network. The network is equipped with a universal clock that synchronizes the actions of its server nodes.

**Algorithm 1 SRDO Algorithm**

Given: $f(x) = \sum_{(i)=1}^{p} f^{(i)}(x)$; to compute $x^* \in \mathbb{R}^n$

1: **Initialization:** Server $i$ sets $v^i(0)$ arbitrarily; set $\text{tol}$; set $\epsilon_i = \text{small number}$

2: **while** $\epsilon_i > \text{tol}$ **do**

3: **for** server $i = 1, ..., n$ **do**

4: Send $v_i(k)$ to workers

5: Decode partition gradient $\hat{\nabla} f^{(i)}(k)$. (SRDO-1)

6: $x_i(k+1) = v_i(k) - \alpha_k \hat{\nabla} f^{(i)}(k)$. (SRDO-2)

7: $v_i(k+1) = \sum_{j=1}^{n} [W(k+1)]_{ij} x_j(k+1)$. (SRDO-3)

8: $\epsilon_i = \|v_i(k+1) - v_i(k)\|_2$

9: **end for**

10: **end while**

**Output** $x^* = x_i(k)$.

**Distribution of Load:** At the beginning of the algorithm, the total load is divided into $p$ partitions and each partition $(\iota)$ is replicated $N_{(i)}$ times. Each replica $r(\iota)$ of a partition $(\iota)$ consists of a number of worker nodes $n_{r(\iota)}$, and utilizes a coding scheme in the distribution of the load upon its workers (see Section II-A). We note that not only replicas of different partitions employ different coding schemes but also the coding scheme need not be unanimous among replicas of the same partition.

After the distribution of the load in the distribution step accordingly, we can implement the algorithm as follows:

**Initialization:** Each server node $q$ at global iteration $k = 0$ begins with random weighted average $v_q(0) \in \mathbb{R}^N$ for $q \in \{1, 2, ..., n\}$, and sends $v_q(0)$ to arbitrary number of worker nodes in the push step, as shown in Fig. 2.
Push step: Under a global clock each server $q$ sends a message containing the weighted average $v_q(k)$ to an arbitrary number of workers (i.e., that could be in different partitions’ replicas). Using the weighted averages received, worker nodes compute the coded local gradients.

Pull step: Under a global clock each server $i$ gets activated and calls for coded gradients from an arbitrary partition’s replica. Without loss of generality, let us assume that the connected replica is $r(i)$. Thus, the worker node $w$ from replica $r(i)$ of partition $(i)$ will send the coded gradient $\nabla g_{w}^{r(i)}$ to the connected server $i$. After server $i$ receives the coded gradients from the sending worker nodes of the partition, it decodes the gradient of partition $\nabla f^{(i)}$. Using the decoded gradient, server $i$ computes the estimate $x_{i}(k+1)$ according to (SRDO-2).

Consensus step: Under a global clock each server $i$ gets activated again and computes its weighted average $v_{i}(k+1)$ from its connected servers estimates $x_{j}(k+1)$ according to (SRDO-3). The iterative process, summarized in Algorithm 1 continues until the weighted averages between consecutive estimates are small enough.

Remark 1. Here, we seek arbitrary server to worker connection in the push steps and arbitrary partition to server connection in the pull steps. That is, servers are not only connected to the same partition in the pull step all the time.

On the workers side:

Worker Computation of Coded Gradient: When a worker $w$ of a replica $r(i)$ of partition $(i)$ receives a weighted average $v_{q}(k)$ from a server $q$ it computes its coded gradient $\nabla g_{w}^{r(i)}$ evaluated at $v_{q}(k)$ relative to the coding scheme used on replica $r(i)$ of partition $(i)$. Thus, the coded local gradient $(\nabla g_{w}^{r(i)})^{T} = B_w^{r(i)}\nabla f^{r(i)}$ evaluated at $v_{q}(k)$ where $f^{(i)}$ corresponds to the partition $(i)$ function where $f^{(i)} = \sum_{\lambda=1}^{n_{r(i)}}f_{\lambda}^{r(i)}$ and $\nabla f^{r(i)} = [(\nabla f_{1}^{r(i)})^{T} (\nabla f_{2}^{r(i)})^{T} \ldots (\nabla f_{n_{r(i)}}^{r(i)})^{T}]^{T}$. The function $f_{\lambda}^{r(i)}$ corresponds to $\lambda \in \{1, 2, \ldots, n_{r(i)}\}$, where $f^{(i)} = \sum_{\lambda=1}^{n_{r(i)}}f_{\lambda}^{r(i)}$, and $n_{r(i)}$ is the number of worker nodes in replica $r(i)$ of partition $(i)$ (see Section II-A). Workers can get delayed in their computation of coded gradients and might not send their computed gradients to a connected server to their partition at a subsequent time instant. Here, there is one aspect of asynchronous behavior in the algorithm that is attributed to the computed partition gradient used at the connected server. That is, we do not require that the coded gradients of which the partition’s (or connected server) partial gradient is decoded to be of the consecutive previous instant weighted averages evaluations but rather of possibly older weighted averages. That is, $v_{q}(k-\Delta k(q, w, r(i), k))$ where $0 \leq \Delta k(q, w, r(i), k) \leq H$ and $k-\Delta k(q, w, r(i), k)$ is the instant at which server $q$ has sent its weighted average to replica $r(i)$ of partition $(i)$. More precisely, the received coded local gradient $\nabla g_{w}^{r(i)}(v_{q}(k-\Delta k(q, w, r(i), k)))$ of worker $w$ of replica $r(i)$ of partition $(i)$ where $0 \leq \Delta k(q, w, r(i), k) \leq H$, i.e., here, $g_{w}^{r(i)}$ is a function employed due to the coding scheme used at replica $r(i)$ of partition $(i)$, and $\nabla g_{w}^{r(i)}$ corresponds to $g_{w}^{r(i)} = \sum_{\lambda=1}^{n_{r(i)}}B_{w,\lambda}^{r(i)}f_{\lambda}^{r(i)}$. In other words, we advance asynchronous behavior through allowing the use of coded gradients of uniformly bounded delay in the evaluation of the partitions’ partial gradients utilized in the iteration update of each server.

Remark 2. It is worth noting the following about the synchronous behavior of SRDO:

- If at the push step of iteration $k$ a worker $w$ of replica $r(i)$ is unable to receive any of the weighted averages
Remark on the Computation of the Gradient under Different Scenarios

If at instant $k$ for all $q \in \{1, \ldots, n\}$, that allows it to compute its local coded gradient in time before the pull step for the same instant $k$, then that worker is considered a straggler. A worker can also become a straggler if its computed coded gradient gets delayed in the network.

- Each worker has to finish its computation before interacting with a server in the pull step. In that respect, gradients evaluated at previous weighted averages $v_q(k - \Delta k(q, w, r_{(i)}), k)$ for all $0 \leq \Delta k(q, w, r_{(i)}, k) \leq H$ for all $q \in \{1, \ldots, n\}$, can still be used by a server as long as the worker would send its coded gradient when it finishes computation at the time $k$ of the server nodes’ synchronous update. Another scenario is when these coded gradients from prior instants are kept as stale gradients in the memory of a server and are used in the subsequent updates. These stale gradients can be used at instant $k$ by the server if they are of weighted averages evaluations $v_q(k - \Delta k(q, w, r_{(i)}), k)$ for all $0 \leq \Delta k(q, w, r_{(i)}, k) \leq H$ for all $q \in \{1, \ldots, n\}$. The benefit of the latter scenario on the prior one is that it mitigates the effect of disconnection at the instant of update.

- If at instant $k$ server $i$ does not receive coded gradients of any of the partitions that are evaluated at weighted averages $v_q(k - \Delta k(q, w, r_{(i)}), k)$ for all $0 \leq \Delta k(q, w, r_{(i)}, k) \leq H$ for all $q \in \{1, \ldots, n\}$ and thus is unable to decode the partition’s partial gradient, it sets its estimate $x_i(k+1) = v_i(k)$ (i.e., Unanimous full straggling partitions scenario.)

A. Remark on the Computation of the Gradient under Different Scenarios

We distinguish three scenarios in which the partition’s gradient is computed at the pull step:

1) Scenario 1; Allowed Number of Stragglers Gradient Computation Scenario: In this scenario, the number of all partition’s worker nodes disconnected to their respective server node $i$ at the pull step is less than or equal to the maximum allowed number of stragglers (i.e., $|\Gamma_{i,r_{(i)}}^G(k)| \leq s_{r_{(i)}}$). And the server decodes the partition’s inexact gradient $\tilde{\nabla}f_i^{(i)}$ by the brute application of the described coding scheme.

2) Scenario 2; Ignore Stragglers Gradient Computation Scenario: In this scenario, the number of all partition’s worker nodes disconnected (i.e., fail or get delayed) from their respective server node $i$ at the pull step is greater than the maximum allowed number of stragglers, (i.e., $|\Gamma_{i,r_{(i)}}^G(k)| > s_{r_{(i)}}$). And server node $i$ uses only the received coded local gradients from its connection set $\Gamma_{i,r_{(i)}}(k)$ to compute the partition’s inexact gradient $\tilde{\nabla}f_i^{(i)}$.

3) Scenario 3; Ignore Stragglers-Stale Gradients Gradient Computation Scenario: In this scenario, $|\Gamma_{i,r_{(i)}}^G(k)| > s_{r_{(i)}}$ Server node $i$ uses the received local gradients at instant $k$ from its connection set $\Gamma_{i,r_{(i)}}(k)$ of the connected worker nodes of partition $i$ identified with server $i$ and stale coded local gradients saved at the server at prior instants to compute the partition’s inexact gradient $\tilde{\nabla}f_i^{(i)}$. $0 \leq \Delta k(q, w, r_{(i)}, k) \leq H$. 

B. The General Tractable Updating Step used in the Analysis

In order to include all possible scenarios, in the SRDO step (SRDO-2) the iterate $x_i(k + 1)$ employing the partition’s decoded gradient is calculated by the server node, i.e.,

$$x_i(k + 1) = v_i(k) - \alpha_k \hat{\nabla} f(i)(k)$$

(4)

and $\hat{\nabla} f(i)(k) = \sum_{w \in \Gamma_i, r(i)} A_{f(i),w} \nabla g_w^r_i(v_q(k - \Delta k(q, w, r(i), k)))$

where $0 \leq \Delta k(q, w, r(i), k) \leq H$ and $q \in V = \{1, \ldots, n\}$. $\hat{\nabla} f(i)(k)$ can be further written in a more reduced form corresponding to each index $i \in \{1, \ldots, n\}$ as:

$$\hat{\nabla} f(i)(k) = \nabla f(i)(v_i(k)) + \sum_{w \in \Gamma_{fit}, r(i)} A_{f(i),w}^{r(i)} \sum_{\lambda = 1}^{n_{r(i)}} B_{w,\lambda}^{r(i)} \times$$

$$\nabla f_{\lambda}^{r(i)}(v_q(k - \Delta k(q, w, r(i), k))) - \nabla f_{\lambda}^{r(i)}(v_i(k)).$$

(5)

Where the set of connected worker nodes of replica $r(i)$ of partition $(i)$ at iteration $k$ pull step to server node $i$ is $\Gamma_{i,r(i)}(k)$, and thus, the set of stragglers to server node $i$ as $\Gamma_{i,r(i)}^c(k) \doteq \{1,2,\ldots,n_{r(i)}\} \setminus \Gamma_{i,r(i)}(k)$. And $\sigma_s$ is the support’s column indices of row $s$ of matrix $A^{r(i)}$ defined in (3). While $fit = \arg\max_{s}[\Gamma_{i,r(i)} \cap \sigma_s]$, the index of the row of matrix $A^{r(i)}$ whose support has maximum intersection with the indices identified with the set $\Gamma_{i,r(i)}$ and $\Gamma_{fit,r(i)}$, and $A_{f(i),w}^{r(i)}$ are the corresponding column indices of the support of that row and the row itself, respectively.

Remark 3. The term $\nabla f_{\lambda}^{r(i)}(v_q(k - \Delta k(q, w, r(i), k)))$ in [5] is zero if $w \in \Gamma_{fit,r(i)} \setminus \Gamma_{i,r(i)}(k)$ and is as is if $w \in \Gamma_{i,r(i)}(k)$.

C. Assumptions on the Convex Functions

Assumption 1. We assume:

(a) The functions $f(i) : \mathbb{R}^N \to \mathbb{R}$, $i = 1, \ldots, n$ are convex, differentiable and have Lipschitz gradients with constants $L_i$ over $\mathbb{R}^N$. for all $x, y \in \mathbb{R}^N$.

(b) $f(i)$ in their turn are such that $f(i) = \sum_{\lambda = 1}^{n_{r(i)}} f_{\lambda}^{r(i)}$ and each $f_{\lambda}^{r(i)}$ is convex with $\nabla f_{\lambda}^{r(i)}$ having Lipschitz constant $\frac{L_i}{c_{r(i),\lambda}}$ where $c_{r(i),\lambda}$ is dependent on replica $r(i)$ of partition $(i)$ subpartition of functions $f_{\lambda}^{r(i)}$, i.e.,

$$c_{r(i),\lambda} > 1.$$  

Let $L = \max_i L_i$ then

$$\|\nabla f(i)(x) - \nabla f(i)(y)\| \leq L\|x - y\|$$

(6)

and

$$\|\nabla f_{\lambda}^{r(i)}(x) - \nabla f_{\lambda}^{r(i)}(y)\| \leq \frac{L_i}{c_{r(i),\lambda}}\|x - y\| \leq L\|x - y\|$$

(7)

since $c_{r(i),\lambda} > 1$. Notice, Assumption 1(c) follows from the additivity of Lipschitz constants.

(c) The solution set of [1] is denoted by $X^* = \{x | x = \arg\min f(x)\}$. And $x^* = \min f(x)$, $x^{(i)} = \min f^{(i)}(x)$ and $f^{\Lambda_{r(i)}} = \min f_{\lambda}^{r(i)}(x)$. 

The assumed structure on $f$ is typical for problems of this kind and enables a detailed convergence analysis.

Next, we make the following assumptions about the server-server edge weights in the consensus step.

**Assumption 2.** *[Row Stochastic]* At each iteration $k$ of Algorithm [7] the matrices $W(k)$ in (SRDO-3) are chosen such that $[W(k)]_{ij}$ depends on the network server to server connection topology in a way that allows the servers to reach consensus:

(a) $\sum_{j=1}^{n}[W(k)]_{ij} = 1 - \mu$ for all $i \in V$ and $0 < \mu < 1$.

(b) There exists a scalar $\nu \in (0, 1)$ such that $[W(k)]_{ij} \geq \nu$ if $[W(k)]_{ij} > 0$.

(c) $\sum_{i=1}^{n}[W(k)]_{ij} = 1 - \mu$ for all $j \in V$ and $0 < \mu < 1$.

(d) If server $i$ is disconnected from server $j$ at instant $k$, then $[W(k)]_{ij} = 0$.

**Assumption 3.** Bounded Delayed Evaluation and Gradient Computation:

In the pull step server $i$ decodes the gradient $\nabla f^{(i)}(k)$ of partition $(i)$ at time $k$ from coded gradients of workers of replica $r^{(i)}$ of partition $(i)$ that are evaluated from weighted averages $v_{q}(k - \Delta k(q, w, r^{(i)}), k)$ where $0 \leq \Delta k(q, w, r^{(i)}), k) \leq H$. We also assume the use of stale gradients saved at the memory of each server $i$ evaluated from weighted averages of instants $k - \Delta k(q, w, r^{(i)}), k)$ where $0 \leq \Delta k(q, w, r^{(i)}), k) \leq H$ of arbitrary server $q \in V = \{1, 2, \ldots, n\}$.

**Assumption 4.** Choice of Partition by Server in Pull Step

Each server $i$ gets connected to a partition $(i)$ out of the $p$ partitions with a probability $\gamma^{(i)}$ and gets no connection with any partition with a probability $\gamma^{(0)}$. Here, $\gamma^{(i)}$ can depend not only on the redundancy $\aleph^{(i)}$ but also on other factors, e.g. the traffic in the network.

**Assumption 5.** Diminishing Coordinated Synchronized Stepsizes

The stepsizes $\alpha_{i,k}$ of server $i$ are coordinated and synchronized where $\alpha_{i,k} = \alpha_k > 0$ and $\alpha_k \rightarrow 0$. $\sum_{k=0}^{\infty} \alpha_k = \infty$, $\sum_{k=0}^{\infty} \alpha_k^2 < \infty$. For example, a unanimous stepsize $\alpha_{i,k} = \frac{1}{k+1}$ among all servers $i$ per iteration $k$. 
Let \( R_i(k) \) be defined as (see (4) and (5))

\[
R_{i, r_{(i)}}(k) = \alpha_k \epsilon_{i, r_{(i)}}(k) = -\alpha_k \sum_{w \in \Gamma_{fit, r_{(i)}}(k)} A_{fit, w}^{r_{(i)}} \sum_{\lambda=1}^{\mathbf{B}_{r_{(i)}}^{(c)}} \nabla f^{(c)}(\mathbf{v}_q(k - \Delta k(q, w, r_{(i)}, k)) - \nabla f^{(c)}(\mathbf{v}_i(k)))
\]

where \( 0 \leq \Delta k(q, w, r_{(i)}, k) \leq H \) and \( q \in \{1, \ldots, n\} \).

Hence, from (4) and (5) we have

\[
\mathbf{x}_i(k + 1) = \mathbf{v}_i(k) - \alpha_k \nabla f^{(i)}(\mathbf{v}_i(k)) + R_i(k),
\]

or

\[
\mathbf{x}_i(k + 1) = \mathbf{x}_i(k + 1) + R_{i, r_{(i)}}(k),
\]

where \( \mathbf{x}_i(k + 1) = \mathbf{v}_i(k) - \alpha_k \nabla f^{(i)}(\mathbf{v}_i(k)) \).

**Condition 1.** If the sequence \( \{\mathbf{v}_i(k)\} \) generated by Algorithm \( \square \) satisfy

\[
\max_{(i), \lambda} \|\mathbf{x} - \mathbf{x}^{(r_{(i)})}\| \leq \max_{k-H \leq k \leq k} \|\mathbf{v}_q(k) - \mathbf{x}^*\| \text{ then Algorithm } \square \text{ is said to satisfy Condition } \square.
\]

**Remark 4.** Notice this is generally most probably satisfied at the beginning of the algorithm process unless when all \( \mathbf{x}^{(r_{(i)})} = \mathbf{x}^* \) for all replicas \( r_{(i)} \) of partitions \( (i) \) where it is satisfied throughout the algorithm process.

We partition Scenario 1, 2 and 3 into two parts:

- **Division 1:** includes Scenario 1, 3, and Scenario 2 where Scenario 2 satisfies Condition \( \square \)
- **Division 2:** includes Scenario 2 not satisfying Condition \( \square \)
A. Evaluation of $\sum_{j=1}^{n} \|{R}_{j,r(i)}(k)\|^2$

Then for scenarios included in Division 1 we have

$$\|{R}_{j,r(i)}(k)\| \leq \alpha_k \max_{(i)} \|{A}^{r(i)}\|_{\infty} \|{B}^{r(i)}\|_{2,\infty} (2L \max_{k-H \leq k \leq k, q \in V} \|v_q(\hat{k}) - x^*\|)$$

For scenarios in Division 2, that is, Scenario 2 where Condition [I] is not satisfied, we have

$$\|{R}_{j,r(i)}(k)\| \leq \alpha_k^2 \max_{(i)} \|{A}^{r(i)}\|_{\infty} \|{B}^{r(i)}\|_{2,\infty}^2 (4L^2 \max_{k-H \leq k \leq k, q \in V} \|v_q(\hat{k}) - x^*\|^2)$$

And we can get the upper bounds for $\|\epsilon_{j,r(i)}(k)\|$ and $\|\epsilon_{r(i)}(k)\|^2$ for both divisions by substituting $\epsilon_{j,r(i)}(k) = \frac{1}{\alpha_k^2} \|{R}_{j,r(i)}(k)\|$, respectively. For all scenarios irrespective of which part they belong, we have

$$\|{R}_{j,r(i)}(k)\| \leq \alpha_k \max_{(i)} \|{A}^{r(i)}\|_{\infty} \|{B}^{r(i)}\|_{2,\infty} (2L \max_{k-H \leq k \leq k} \|v_q(\hat{k}) - x^*\| + L \max_{(i), \lambda} \|x^* - x^{\lambda, r(i)}\|)$$

$$\|{R}_{j,r(i)}(k)\| \leq \alpha_k^2 \max_{(i)} \|{A}^{r(i)}\|_{\infty} \|{B}^{r(i)}\|_{2,\infty}^2 (4L^2 \max_{k-H \leq k \leq k} \|v_q(\hat{k}) - x^*\| + 2L^2 \max_{(i), \lambda} \|x^* - x^{\lambda, r(i)}\|^2)$$

Proof. See Appendix A for the results in this subsection. \qed

And then

$$\sum_{j=1}^{n} \|\epsilon_{j,r(i)}(k)\| \leq \max_{(i)} \|{A}^{r(i)}\|_{\infty} \|{B}^{r(i)}\|_{2,\infty} (11)$$

$$\times (2L \max_{k-H \leq k \leq k} \sum_{j=1}^{n} \|v_q(\hat{k}) - x^*\| + nL \max_{(i), \lambda} \|x^* - x^{\lambda, r(i)}\|)$$
And squaring both sides and using \(2ab \leq a^2 + b^2\), we have
\[
\sum_{j=1}^{n} \|\epsilon_{j,r,(i)}(k)\|^2 \leq \max_{(i)} \|A^{r,(i)}\|_2 \|B^{r,(i)}\|_2 \|B\|_2 \|A\|_2 \|C\|_2 \|X\|_2 \|B\|_2 \|A\|_2 \|C\|_2 \|X\|_2
\]
\[
\times (4L^2 \max_{k-H \leq l \leq k} \sum_{j=1}^{n} \|v_{q,l}(k) - x^*\| + 2nL^2 \max_{(i),\lambda} \|x^* - x^{\lambda,r,(i)}\|)
\]

**Lemma 1.** Let Assumptions \([1, 2, 4, 5]\) hold. Let the sequences \(\{x_i(k)\}\) and \(\{v_i(k)\}\) be generated by Algorithm \([7]\). Then we have
\[
\sum_{i=1}^{n} \|v_i(k+1) - x^*\|^2 \leq (1 - \mu) \sum_{i=1}^{n} \|v_i(k) - x^*\|^2 + 2\alpha_k \sum_{j=1}^{n} \|\gamma_{(i)}(v_{j,r,(i)}(k),x^*) - v_{j}(k) - x^*\|^2
\]
\[
+ 2(1 - \gamma(0))\alpha_k \sum_{j=1}^{n} \|\gamma_{(i)}||f^{r,(i)}(v_{j}(k))||^2 + \|\epsilon_{j,r,(i)}(k)\|^2\]

**Proof.** See Appendix B for proof.

---

**B. Convergence Results for SRDO in Scenario 1, 3 and in Scenario 2 satisfying Condition \([7]\)**

**Lemma 2.** Let Assumptions \([1, 2, 4, 5]\) hold. Let the functions in Assumption \([7]\) satisfy \(f^{r,(i)}(x^*) = f^{r,(i)}(x^{(i)})\) for all \((i)\). Let the sequences \(\{x_i(k)\}\) and \(\{v_i(k)\}\), \(i \in V\) be generated by Algorithm \([7]\). Then we have
\[
\sum_{i=1}^{n} \|v_i(k+1) - x^*\|^2 \leq (1 - \mu) \sum_{i=1}^{n} \|v_i(k) - x^*\|^2 + 2\alpha_k \sum_{j=1}^{n} \|\gamma_{(i)}(v_{j,r,(i)}(k),x^*) - v_{j}(k) - x^*\|^2
\]
\[
+ 2(1 - \gamma(0))\alpha_k \sum_{j=1}^{n} \|\gamma_{(i)}||f^{r,(i)}(v_{j}(k))||^2 + \|\epsilon_{j,r,(i)}(k)\|^2\]
\[
- 2\alpha_k \sum_{j=1}^{n} \|\gamma_{(i)}a_{v_{j}(k),x^*} - \beta_{v_{j}(k),x^*}\|^2 + (1 - \gamma(0))\alpha_k a_{v_{j}(k),x^*} \|v_{j}(k) - x^*\|^2
\]

**Proof.** See Appendix C for proof.

**Proposition 1.** Let Assumptions \([1, 5]\) hold. Let the functions in Assumption \([1]\) be strongly convex and satisfy \(f^{r,(i)}(x^*) = f^{r,(i)}(x^{(i)})\) for all \((i)\). Let the sequences \(\{x_i(k)\}\) and \(\{v_i(k)\}\), \(i \in V\) be generated by Algorithm \([1]\) under scenarios of Division 1 with stepsizes and errors as given in Assumptions \([1] and \([3\)]
Assume that problem \([1]\) has a non-empty optimal solution set \(X^*\) as given in Assumption \([1]\). Then, the sequences \(\{x_i(k)\}\) and \(\{v_i(k)\}\), \(i \in V\) converge to the same random point in \(X^*\) with probability 1.

**Proof.** With errors as in Assumption \([3]\) we have \(\|R_i(k)\|\) and \(\|\epsilon_{j,r,(i)}(k)\|\) as given in Appendix or Section \([11] for Division 1 scenarios. Then having \(f^{r,(i)}(x^*) = f^{r,(i)}(x^{(i)})\) for all \((i)\) also then we have Lemma \([2]\) satisfied. Then
we can use the resulting inequality (14) with the substitution of \( \|\epsilon_{j,r(i)}(k)\| \) from Appendix to get
\[
\sum_{i=1}^{n} \|v_i(k+1) - x^*\|^2 \leq (1 - \rho) \sum_{j=1}^{n} \|v_j(k) - x^*\|^2 \\
+ 4pL\alpha_k \sum_{j=1}^{n} \max_{(i)} \|A^{(i)}\|\|B^{(i)}\|_2 \max_{k-H \leq k \leq k; q \in V} \|v_q(k) - x^*\|^2 \\
+ 8p(1 - \gamma(0))L^2\alpha_k^2 \sum_{j=1}^{n} \max_{(i)} \|A^{(i)}\|^2 \max_{k-H \leq k \leq k; q \in V} \|v_q(k) - x^*\|^2 \\
- 2\alpha_k \sum_{j=1}^{n} \sum_{(i)=1}^{p} \gamma_{i}(a_{v_j(k),x^*}(b_{v_j(k),x^*} - (1 - \gamma(0))\alpha_k a_{v_j(k),x^*})\|v_j(k) - x^*\|^2
\]
(15)

To prove convergence we employ Lemma 4. But in order to be able to use Lemma 4 the last term in (15) should be negative so that it can be deleted from the inequality. Which means \( b_{v_j(k),x^*} - (1 - \gamma(0))\alpha_k a_{v_j(k),x^*} \geq 0 \) where \( b_{v_j(k),x^*} = \langle \bar{u}, \bar{v} \rangle \). And \( \nabla f^{(i)}(v_j(k)) - \nabla f^{(i)}(x^*) = a_{v_j(k),x^*}\|v_j(k) - x^*\| \bar{u} \) where \( a_{v_j(k),x^*} \leq L \). However, \( f^{(i)} \) is strongly convex for every \( (i) \), then \( \langle \nabla f^{(i)}(v_j(k)) - \nabla f^{(i)}(x^*), v_j(k) - x^* \rangle = a_{v_j(k),x^*}\|v_j(k) - x^*\|^2 \|\bar{u}, \bar{v}\| \geq \sigma^2_{(i)}\|v_j(k) - x^*\|^2 \), that is \( \bar{u}, \bar{v} \geq \frac{\sigma_{(i)}}{a_{v_j(k),x^*}} \). Therefore, a sufficient condition is
\[
(1 - \gamma(0))\alpha_k a_{v_j(k),(i)} \leq (1 - \gamma(0))\alpha_k L \leq \frac{\sigma_{(i)}}{a_{v_j(k),(i)}} = \langle \bar{u}, \bar{v}\rangle
\]
(16)

The sufficient condition in (16) is satisfied for \( k \geq k_1^* \) since \( \alpha_k \to 0 \). Then by deleting the last term of (15) it will be similar to the martingale inequality (27) of Lemma 4 for \( k \geq k_1^* = \max(k_1^*, k_1^*, H + 1) \) where \( k_1^* \) is the iteration at which \( 0 < (1 - \mu) + 4L\alpha_k \max_{(i)} \|A^{(i)}\|\|B^{(i)}\|_2 \max_{(i)} \|A^{(i)}\|^2 \|B^{(i)}\|^2 \|\bar{u}, \bar{v}\| < 1 \) for the first time.

By the result of Lemma 4 we have for \( v_k = \sum_{i=1}^{n} \|v_i(k) - x^*\|^2 \) that
\[
\sum_{i=1}^{n} \|v_i(k) - x^*\|^2 \leq \rho_k^i V_0'
\]
for \( k \geq \tilde{k}_1 + H + 1 \) where \( \rho_k = \rho, V_0' = V_0, H = B \) and \( \tilde{k}_1 = k \) and \( k_1^* = k^* \) are as in the lemma, i.e., take \( \tilde{k}_1 = k_1^* - 1 \). Therefore, as \( k \to \infty \) we have \( \sum_{i=1}^{n} \|v_i(k) - x^*\|^2 \to 0 \). That is, \( \|v_i(k) - x^*\| \to 0 \) for all \( i \in V \).

Then in view of (SRDO-2) where \( x_i(k+1) = v_i(k) - \alpha_k \nabla f^{(i)}(v_i(k)) + R_{t,r(i)}(k) \) and since \( R_{t,r(i)}(k) \to 0 \) because \( \|v_i(k) - x^*\| \to 0 \), \( \alpha_k \to 0 \) and \( \alpha_k \nabla f^{(i)}(v_i(k)) \to 0 \) since \( \alpha_k \to 0 \) where \( \nabla f^{(i)}(v_i(k)) \leq G_f \) since \( \nabla f^{(i)}(v_i(k)) - \nabla f^{(i)}(x^*) \leq L\|v_i(k) - x^*\| + L\|x^* - x^*\| \), \( \|x^* - x^*\| = const. \) and \( v_i(k) \to x^* \).

Therefore, \( x_i(k+1) = v_i(k) = x^* \) as \( k \to \infty \).

\[ \square \]

Proposition 1 follows from Proposition 2. We explicitly present Proposition 1 to delineate the different convergence rate for the case with strongly convex functions.

**Proposition 2.** Let Assumptions 2 and 3 hold. Let the functions in Assumption 2 satisfy \( f^{(i)}(x^*) = f^{(i)}(x^*) \) for all \( (i) \). Let the sequences \( \{x_i(k)\} \) and \( \{v_i(k)\} \), \( i \in V \) be generated by Algorithm 1 under scenarios of Division 1 with stepsizes and errors as given in Assumptions 2 and 3. Assume that problem (1) has a non-empty optimal solution
set $X^*$ as given in Assumption 1. Then, the sequences $\{x_i(k)\}$ and $\{v_i(k)\}$, $i \in V$ converge to the same random point in $X^*$ with probability 1.

Proof. With errors as in Assumption 1, we have $\|R_i(k)\|$ and $\|\epsilon_{j,r_i}(k)\|$ as given in Appendix or Section VIII-A for Division 1 scenarios. Then having $f^{(i)}(x^*) = f^{(i)}(x^{(i)})$ for all (i) also satisfied we have Lemma 2 satisfied. Then we can use the resulting inequality (14) with the substitution of $\|\epsilon_{j,r_i}(k)\|$ from Appendix to get

$$
\sum_{i=1}^{n} \|v_i(k + 1) - x^*\|^2 \leq (1 - \mu) \sum_{j=1}^{n} \|v_j(k) - x^*\|^2 \\
+ 4pL\alpha_k \sum_{j=1}^{n} \max_{(i)} \|A^{r_i}\|_{\infty} \|B^{r_i}\|_{2,\infty} \max_{k-H \leq k \leq k_q \in V} \|v_{g}(\hat{k}) - x^*\|^2 \\
+ 8p(1 - \gamma(0))L^2 \alpha_k^2 \sum_{j=1}^{n} \max_{(i)} \|A^{r_i}\|_{2,\infty} \|B^{r_i}\|_{2,\infty} \max_{k-H \leq k \leq k_q \in V} \|v_{g}(\hat{k}) - x^*\|^2 \\
- 2a_{v_j(k),x^*} \alpha_k \sum_{j=1}^{n} \sum_{i=1}^{p} \gamma(i) (b_{v_j(k),x^*} - (1 - \gamma(0)) \alpha_k a_{v_j(k),x^*}) \|v_j(k) - x^*\|^2
$$

(18)

But in order to be able to use Lemma 4 on (18) with the use of the convexity of $f^{(i)}$ only, we must take the negative part of the last term of the RHS of the above inequality so that we have

$$
\sum_{i=1}^{n} \|v_i(k + 1) - x^*\|^2 \leq (1 - \mu) \sum_{j=1}^{n} \|v_j(k) - x^*\|^2 \\
+ 4L\alpha_k \sum_{j=1}^{n} \max_{(i)} \|A^{r_i}\|_{\infty} \|B^{r_i}\|_{2,\infty} \max_{k-H \leq k \leq k_q \in V} \|v_{g}(\hat{k}) - x^*\|^2 \\
+ 8p(1 - \gamma(0))L^2 \alpha_k^2 \sum_{j=1}^{n} \max_{(i)} \|A^{r_i}\|_{2,\infty} \|B^{r_i}\|_{2,\infty} \max_{k-H \leq k \leq k_q \in V} \|v_{g}(\hat{k}) - x^*\|^2 \\
+ 2(1 - \gamma(0)) \sum_{j=1}^{n} \sum_{i=1}^{p} \gamma(i) \alpha_k^2 a_{v_j(k),x^*} \max_{k-H \leq k \leq k_q \in V} \|v_{g}(\hat{k}) - x^*\|^2
$$

(19)

Then (19) is similar to the martingale inequality (27) of Lemma 4 for $k \geq k_2^*$ where $k_2^*$ is the iteration at which $0 < (1 - \mu + 4L\alpha_k \max_{(i)} \|A^{r_i}\|_{\infty} \|B^{r_i}\|_{2,\infty} + 8(1 - \gamma(0))L^2 \alpha_k^2 \max_{(i)} \|A^{r_i}\|_{\infty} \|B^{r_i}\|_{2,\infty} + 2(1 - \gamma(0)) \alpha_k^2 L^2 < 1$ for the first time (i.e., since $a_{v_j(k),x^*} \leq L^2$).

By the result of Lemma 4 we have for $v_k = \sum_{i=1}^{n} \|v_i(k) - x^*\|^2$ that

$$
\sum_{i=1}^{n} \|v_i(k) - x^*\|^2 \leq \rho_2^k V''_0
$$

(20)

for $k \geq \tilde{k}_2 + H + 1$ where $\rho_2 = \rho$, $V''_0 = V_0$, $H = B$ and $\tilde{k}_2 = \tilde{k}$ and $k_2^* = k^*$ are as in the lemma, i.e., take $\tilde{k}_2 = \max(k_2^* - 1, B)$. Therefore, as $k \to \infty$ we have $\sum_{i=1}^{n} \|v_i(k) - x^*\|^2 \to 0$. That is, $\|v_i(k) - x^*\| \to 0$ for all $i \in V$. Then in view of (SRDO-2) where $x_i(k+1) = v_i(k) - \alpha_k \nabla f^{(i)}(v_i(k)) + R_{i,r_i}(k)$ and since $R_{i,r_i}(k) \to 0$ because $\|v_i(k) - x^*\| \to 0$, $\alpha_k \to 0$ and $\alpha_k \nabla f^{(i)}(v_i(k)) \to 0$ since $\alpha_k \to 0$ where $\nabla f^{(i)}(v_i(k)) \leq G_f$ since $\nabla f^{(i)}(v_i(k)) = \nabla f^{(i)}(v_i(k)) - \nabla f^{(i)}(x^{(i)}) \leq L\|v_i(k) - x^*\| + L\|x^* - x^{(i)}\|$, $\|x^* - x^{(i)}\| = \text{const.}$ and $v_i(k) \to x^*$. Therefore, $x_i(k+1) = v_i(k) = x^*$ as $k \to \infty$. 

**Fact 1.** Note that Proposition 2 and 3 are valid under Scenarios 1 or 3. However, under Scenario 2 they are valid if Condition 1 is satisfied. That is, under Scenario 2 usually at the beginning of the algorithm process or always if $\mathbf{x}^{\lambda,r,(i)} = \mathbf{x}^*$ for all replica $r_{(i)}$ of all partitions $(i)$. Therefore, we have the following two corollaries.

**Corollary 1.** Let Assumptions 1-5 hold. Let the functions in Assumption 1 be strongly convex and satisfy $\mathbf{x}^{\lambda,r,(i)} = \mathbf{x}^*$ for all replica $r_{(i)}$ of all partitions $(i)$. Let the sequences $\{\mathbf{x}_i(k)\}$ and $\{\mathbf{v}_i(k)\}$, $i \in V$ be generated by Algorithm 1 under Scenario 2 with stepsizes and errors as given in Assumptions 3 and 4. Assume that problem (1) has a non-empty optimal solution set $X^*$ as given in Assumption 1 Then, the sequences $\{\mathbf{x}_i(k)\}$ and $\{\mathbf{v}_i(k)\}$, $i \in V$ converge to the same random point in $X^*$ with probability 1.

**Proof.** Follows from Proposition 1 and condition $\mathbf{x}^{\lambda,r,(i)} = \mathbf{x}^*$.

**Corollary 2.** Let Assumptions 1-5 hold. Let the functions in Assumption 1 be strongly convex and satisfy $\mathbf{x}^{\lambda,r,(i)} = \mathbf{x}^*$ for all replica $r_{(i)}$ of all partitions $(i)$. Let the sequences $\{\mathbf{x}_i(k)\}$ and $\{\mathbf{v}_i(k)\}$, $i \in V$ be generated by Algorithm 1 under Scenario 2 with stepsizes and errors as given in Assumptions 3 and 4. Assume that problem (1) has a non-empty optimal solution set $X^*$ as given in Assumption 1 Then, the sequences $\{\mathbf{x}_i(k)\}$ and $\{\mathbf{v}_i(k)\}$, $i \in V$ converge to the same random point in $X^*$ with probability 1.

**Proof.** Follows from Proposition 2 and condition $\mathbf{x}^{\lambda,r,(i)} = \mathbf{x}^*$.

**C. Convergence Results for SRDO in any Scenario**

**Lemma 3.** Let Assumptions 1, 2, 4 and 5 hold. And let the functions that satisfy $f^{(i)}(\mathbf{x}^*) = f^{(i)}(\mathbf{x}^{(i)})$ for any $(i)$ be strongly convex. Let the sequences $\{\mathbf{x}_i(k)\}$ and $\{\mathbf{v}_i(k)\}$, $i \in V$ be generated by Algorithm 1 Then we have

$$
\sum_{i=1}^n \|\mathbf{v}_i(k+1) - \mathbf{x}^*\|^2 \leq (1 - \mu) \sum_{j=1}^n \|\mathbf{v}_j(k) - \mathbf{x}^*\|^2 + 2\alpha_k \sum_{i=1}^p \gamma(\epsilon_{j,r_{(i)}}(k),\mathbf{v}_j - \mathbf{x}^*) + 2(1 - \gamma(0))a_k^2 \sum_{i=1}^p \sum_{j=1}^n \|\mathbf{x}_i - \mathbf{x}^{(i)}\|^2
$$

$$
+ 2\alpha_k \sum_{j=1}^n |I|\gamma_{\max}(L\|\mathbf{x}^* - \tilde{\mathbf{x}}^{(i)}\|) + 2\alpha_k \sum_{j=1}^n |I|\gamma_{\max}(L\|\mathbf{v}_j(k) - \tilde{\mathbf{x}}^{(i)}\|)
$$

$$
- 2\alpha_k \sum_{j=1}^n |I|\gamma(\epsilon_{j,r_{(i)}}(k),b_{\epsilon_{j,r_{(i)}}(k)} - (1 - \gamma(0))a_k\epsilon_{j,r_{(i)}}(k))\|\mathbf{v}_j(k) - \mathbf{x}^{(i)}\|
$$

**Proof.** See Appendix D for proof.

**Proposition 3.** Let Assumptions 1-5 hold. Let the functions that satisfy $f^{(i)}(\mathbf{x}^*) = f^{(i)}(\mathbf{x}^{(i)})$ be strongly convex. Let the sequences $\{\mathbf{x}_i(k)\}$ and $\{\mathbf{v}_i(k)\}$, $i \in V$ be generated by Algorithm 1 with stepsizes and errors as given in Assumptions 3 and 5. Assume that problem (1) has a non-empty optimal solution set $X^*$ as given in Assumption 1 Then, the sequences $\{\mathbf{x}_i(k)\}$ and $\{\mathbf{v}_i(k)\}$, $i \in V$ converge to the same random point in $X^*$ with probability 1.
Proof. With errors as in Assumption 3 we have $\|R_{i,(i)}(k)\|$ and $\|\epsilon_{j,r_{i,(i)}}(k)\|$ as given in Appendix or Section VIII-A for any algorithm scenario. Then having $f^{(i)}(x^*) > f^{(i)}(x^{(i)})$ for at least one $(i)$ and the functions that satisfy $f^{(i)}(x^*) = f^{(i)}(x^{(i)})$ for any $(i)$ strongly convex then we have Lemma 3 satisfied. Then we can use the resulting inequality (21) with the substitution of $\|\epsilon_{j,r_{i,(i)}}(k)\|$ and $\|v_j(k) - \bar{x}^{(i)}\|^2 \leq 2\|v_j(k) - x^*\|^2 + 2\|x^* - \bar{x}^{(i)}\|^2$, $\|v_j(k) - x^*\|^2 \leq \max_{k-H \leq k \leq k+q \in V}\|v_q(k) - x^*\|^2$ and $\|x^* - \bar{x}^{(i)}\|^2 \leq \max_{(i)}\|x^* - x^{(i)}\|^2$ to get

$$\sum_{i=1}^{n}\|v_i(k+1) - x^*\|^2 \leq (1 - \mu)\sum_{j=1}^{n}\|v_j(k) - x^*\|^2 + 6\alpha_k|I|L\max_{(i)}\|x^* - x^{(i)}\|^2 + 4\alpha_k|I|L \max_{k-H \leq k \leq k+q \in V}\|v_q(k) - x^*\|^2$$

$$+ 4pL\alpha_k \max_{(i)}\|A^{(i)}\|_{\infty}\|B^{(i)}\|_{2,\infty} \max_{k-H \leq k \leq k+q \in V}\sum_{j=1}^{n}\|v_q(k) - x^*\|^2$$

$$+ 8p(1 - \gamma_{(0)})L^2\alpha_k^2 \max_{(i)}\|A^{(i)}\|_{\infty}^2\|B^{(i)}\|_{2,\infty}^2 \max_{k-H \leq k \leq k+q \in V}\sum_{j=1}^{n}\|v_q(k) - x^*\|^2$$

$$+ \alpha_k n(1 + 4(1 - \gamma_{(0)})\alpha_kL \max_{(i)}\|A^{(i)}\|_{\infty}\|B^{(i)}\|_{2,\infty})$$

$$\times pL \max_{(i)}\|A^{(i)}\|_{\infty}\|B^{(i)}\|_{2,\infty} \max_{(i)}\|x^* - x^{\lambda,(i)}\|^2$$

$$- 2\alpha_k \sum_{j=1}^{n}\sum_{(i)=1}^{p}\gamma_{(i)}a_{ij,(j),(i)}(b_{ij,(j),(i)} - (1 - \gamma_{(0)})\alpha_k a_{ij,(j),(i)})\|v_j(k) - x^{(i)}\|^2$$

But in order to be able to use Lemma 5 the last term in (22) should be negative so that it can be deleted from the inequality. Which means $b_{ij,(j),(i)} - 2(1 - \gamma_{(0)})\alpha_k a_{ij,(j),(i)} \geq 0$ where $b_{ij,(j),(i)} = \langle \hat{u}, \hat{v} \rangle$. And $\nabla f^{(i)}(v_j(k)) - \nabla f^{(j)}(x^{(i)}) = a_{ij,(j),(i)}\|v_j(k) - x^{(i)}\|^2 \hat{u}$ where $a_{ij,(j),(i)} \leq L$. However, $f^{(i)}$ is strongly convex for every $(i)$, then $\langle \nabla f^{(i)}(v_j(k)) - \nabla f^{(i)}(x^{(i)}), v_j(k) - x^{(i)} \rangle = a_{ij,(j),(i)}\|v_j(k) - x^{(i)}\|^2 \langle \hat{u}, \hat{v} \rangle \geq \sigma_{(i)}^2\|v_j(k) - x^{(i)}\|^2$, that is $\langle \hat{u}, \hat{v} \rangle \geq \frac{\sigma_{(i)}}{a_{ij,(j),(i)}}$. Therefore, a sufficient condition is

$$1 - \gamma_{(0)}\alpha_k a_{ij,(j),(i)} \leq (1 - \gamma_{(0)})\alpha_k L \leq \frac{\sigma_{(i)}}{a_{ij,(j),(i)}} = \langle \hat{u}, \hat{v} \rangle$$

The sufficient condition in (23) is satisfied for $k \geq k_3^*$ since $\alpha_k \to 0$.

Let us choose $\alpha_k = \frac{1}{k + \theta}$ where $\theta \geq 0$ and $\theta \in (0, 1]$. Let $k_{3,1}$ be the iteration at which $0 < (1 - \mu) + 4\alpha_k|I|L + 4pL\alpha_k \max_{(i)}\|A^{(i)}\|_{\infty}\|B^{(i)}\|_{2,\infty}$

$$+ 8p(1 - \gamma_{(0)})L^2\alpha_k^2 \max_{(i)}\|A^{(i)}\|_{\infty}^2\|B^{(i)}\|_{2,\infty} < 1$$

for the first time. And let $k_{3,2}$ be the first iteration at which $4\alpha_k|I|L + 4pL\alpha_k \max_{(i)}\|A^{(i)}\|_{\infty}\|B^{(i)}\|_{2,\infty} + 8p(1 - \gamma_{(0)})L^2\alpha_k^2 \max_{(i)}\|A^{(i)}\|_{\infty}^2\|B^{(i)}\|_{2,\infty} < \frac{1 - \frac{\mu}{(B+2)^2}}{\frac{1}{B+2}} < 1$ for the first time. Then one choice is $b_k = \alpha_k$ and an $l \geq 1$ such that we can find a feasible $k_{3,2}$ depending on the value of $\mu$.

Since $\max_{(i)}\|x^* - x^{(i)}\|^2$ and $\max_{(i)}\|x^* - x^{\lambda,(i)}\|^2$ are fixed independent of $k$ then by deleting the last term of (22) it will be similar to the martingale inequality (30) of Lemma 5 for $k \geq k_3^*$ where $k_3^*, k_{3,1}, k_{3,2}$.
By the result of Lemma 5 we have for $v_k = \sum_{i=1}^n \|v_i(k) - x^*\|^2$ that
\[
\sum_{i=1}^n \|v_i(k) - x^*\|^2 \leq \rho_3 V_0'''' + \eta_3 k_3
\] for $k \geq 0$ and $\rho_3 = \rho$, $V_0'''' = V_0$, $H = B$ and $\tilde{k} = \tilde{k}$ and $k_3$, i.e., take $\tilde{k}_3 = k_3 - 1$ are as in the lemma and where $\eta_3 = \eta > 0$ as substituted from the inequality (22) by using the lemma. Therefore, as $k \to \infty$ we have $\sum_{i=1}^n \|v_i(k) - x^*\|^2 \to 0$ since $b_k \to 0$. That is, $\|v_i(k) - x^*\| \to 0$ for all $i \in V$. Then in view of (SRDO-2) where $x_i(k+1) = v_i(k) - \alpha_k \nabla f^{(i)}(v_i(k)) + R_{t,r}^{j}(k)$ and since $R_{t,r}^{j}(k) \to 0$ because $\|v_i(k) - x^*\| \to 0$, $\alpha_k \to 0$ and $\alpha_k \nabla f^{(i)}(v_i(k)) \to 0$ since $\alpha_k \to 0$ where $\nabla f^{(i)}(v_i(k)) \leq G_j$ since $\nabla f^{(i)}(v_i(k)) = \nabla f^{(i,j)}(v_i(k)) - \nabla f^{(i)}(x^(*)) \leq L \|v_i(k) - x^*\| + L \|x^* - x^{(i)}\|$, $\|x^* - x^{(i)}\| = const.$ and $v_i(k) \to x^*$. Therefore, $x_i(k+1) = v_i(k) = x^*$ as $k \to \infty$.

**Theorem 1.** Let Assumptions 7 hold. Let the sequences $\{x_i(k)\}$ and $\{v_i(k)\}$, $i \in V$ be generated by Algorithm 1 with stepsizes and errors as given in Assumptions 3 and 5. Assume that problem (1) has a non-empty optimal solution set $\mathcal{X}^*$ as given in Assumption 7. Then, the sequences $\{x_i(k)\}$ and $\{v_i(k)\}$, $i \in V$ converge to the same random point in $\mathcal{X}^*$ with probability 1.

**Proof.** With errors as in Assumption 3 we have $\|R_i(k)\|$ and $\|e_{j,r}^{(i)}(k)\|$ as given in Appendix Section VIII-A for any algorithm scenario. Then having Assumptions 1-5 holding satisfied we have inequality of Lemma 1 satisfied. Then we can use (13) with the substitution of $\|e_{j,r}^{(i)}(k)\|$ and (51), (56) and $\|v_j(k) - x^*(i)\|^2 \leq \|v_j(k) - \tilde{x}^{(i)}\|^2 \leq 2\|v_j(k) - x^*\|^2 + 2\|x^* - \tilde{x}^{(i)}\|^2$, $\|v_j(k) - x^*\|^2 \leq \max_{k-H \leq \tilde{k} \leq k; \tilde{i} \in V} \|v_{\tilde{i}}(\tilde{k}) - x^*\|^2$ and $\|x^* - \tilde{x}^{(i)}\|^2 \leq \max_{\tilde{i}} \|x^* - x^{(i)}\|^2$ to get
\[
\sum_{i=1}^n \|v_i(k+1) - x^*\|^2 \leq (1 - \mu) \sum_{j=1}^n \|v_j(k) - x^*\|^2
\] + $4pL \alpha_k \max_{(i)} \|A^{(i)}\| \|B^{(i)}\|_2 \|2,\infty \max_{k-H \leq \tilde{k} \leq k; \tilde{i} \in V} \sum_{j=1}^n \|v_{\tilde{j}}(\tilde{k}) - x^*\|^2$
\[
+ 8p(1 - \gamma_0) \|A^{(i)}\| \|B^{(i)}\|_2 \|2,\infty \max_{k-H \leq \tilde{k} \leq k; \tilde{i} \in V} \sum_{j=1}^n \|v_{\tilde{j}}(\tilde{k}) - x^*\|^2$
\[
+ \alpha_k \max_{(i)} \|A^{(i)}\| \|B^{(i)}\|_2 \|2,\infty + \alpha_k \n(2 + 4(1 - \gamma_0) \alpha_k L) pL \sum_{j=1}^n \max_{k-H \leq \tilde{k} \leq k; \tilde{i} \in V} \|v_{\tilde{j}}(\tilde{k}) - x^*\|^2$
\[
+ \alpha_k \n(1 + 4(1 - \gamma_0) \alpha_k L) pL \max_{(i)} \|x^* - x^{(i)}\|^2$
\[
\times pL \max_{(i)} \|A^{(i)}\| \|B^{(i)}\|_2 \|2,\infty \max_{(i)} \|x^* - x^{(i)}\|^2
\] (25)

Let us choose $\alpha_k = \frac{1}{k+\alpha}$ where $\alpha > 0$ and $\theta \in (0,1]$. Let $k_{4,1}$ be the iteration at which $0 < (1 - \mu) + 4pL \alpha_k \max_{(i)} \|A^{(i)}\| \|B^{(i)}\|_2 \|2,\infty$
Then if for $k \geq k_0$ and $\alpha_k \geq 0$ for all $k$, the following holds a.s. for all $k \geq k^*$,

$$
 v_{k+1} \leq a_1 v_k + a_{2,k} \max_{k-B \leq l \leq k} v_l
$$

$a_1$ and $a_{2,k}$ are non-negative random variables where $a_1 + a_{2,k} \leq 1$ and $\{a_{2,k}\}$ is a decreasing sequence. Then if for $\rho = (a_1 + a_{2,k})^{\frac{1}{k}}$ where $\tilde{k} \geq k^* - 1$ and $\tilde{k} \geq B$ (i.e., we index from $k = 0$) we have

$$
 v_{k+n} \leq \rho^{k+B+1} V_0 \quad a.s.
$$

for $1 \leq n \leq B + 1$ and

$$
 v_k \leq \rho^k V_0 \quad a.s.
$$

for all $k \geq \tilde{k} + B + 1$ where $V_0 > 0$ as in proof and $\rho$ as before.

Proof. See Appendix E for proof.
Lemma 6. Let \( \{d_k\} \) and \( \{u_k\} \) be scalar sequences such that \( d_k \leq cd_{k-1} + u_{k-1} \) for all \( k \geq 1 \) and some scalar \( c \in (0,1) \). Then, \( \limsup_{k \to \infty} d_k \leq \frac{1}{1-c} \limsup_{k \to \infty} u_k \).

\[ \sum_{i=1}^{n} \|x_i(k+1) - x^*\|^2 \leq (1 - \mu) \sum_{j=1}^{n} \|x_j(k) - x^*\|^2 \]

\[ + \frac{1}{1 - \mu} \delta \sum_{j=1}^{n} \|A^{r(i)}\|\|B^{r(i)}\|_{2,\infty} \max_{k-H \leq k \leq k; q \in V} \|v_q(k) - x^*\|^2 \]

\[ + \frac{1}{1 - \mu} \delta (1 + 4(1 - \gamma_0)) \alpha_k \gamma_{\max} \sum_{j=1}^{n} \|A^{r(i)}\|_{\infty} \|B^{r(i)}\|_{2,\infty} \max_{k-H \leq k \leq k; q \in V} \|v_q(k) - x^*\|^2 \]

\[ + \frac{1}{1 - \mu} \delta L \alpha_k \gamma_{\max} \sum_{j=1}^{n} \|A^{r(i)}\|_{\infty} \|B^{r(i)}\|_{2,\infty} \max_{k-H \leq k \leq k; q \in V} \|v_q(k) - x^*\|^2 \]

\[ \times pL \|A^{r(i)}\|_{\infty} \|B^{r(i)}\|_{2,\infty} \max_{(i)} \|x^* - x^{\lambda_{r(i)}}\|^2 \]

since \( \sum_{i=1}^{n} \|v_i(k) - x^*\|^2 \leq (1 - \mu) \sum_{i=1}^{n} \|x_i(k) - x^*\|^2. \)
But using Proposition 3, we have inequality (22) for \( k \geq k_3 \) in the form (30) is valid. Thus, using Lemma 3 we get \( \sum_{i=1}^{n} \| v_i(k) - x^* \|^2 \leq p_3 r'' + b_k \eta_3 \) where \( b_k = \alpha_k, \rho_3 \) and \( \eta_3 \) (see Appendix G) for \( k \geq k_3 + H + 1 \).

Using Lemma 6, we get

\[
\sum_{j=1}^{n} \| x_j(k) - x^* \|^2 \leq \frac{6n|f|\gamma_{\max} L}{\mu(1 - \mu)} \alpha_k \max_{(i)} \| x^* - x^{(i)} \|^2 \\
+ \frac{1}{\mu(1 - \mu)} \alpha_k n(4(1 - \gamma(0)) \alpha_k L \| A^{(i)} \|_{\infty} \| B^{(i)} \|_{2, \infty}) \\
\times pL \| A^{(i)} \|_{\infty} \| B^{(i)} \|_{2, \infty} \max_{(i)} \| x^* - x^{\lambda, (i)} \|^2 \\
+ \frac{\alpha_k}{\mu(1 - \mu)} (4pL \alpha_k \| A^{(i)} \|_{\infty} \| B^{(i)} \|_{2, \infty} + 8p(1 - \gamma(0)) L^2 \alpha_k^2 \| A^{(i)} \|_{\infty} \| B^{(i)} \|_{2, \infty}^2 \\
+ 8(1 - \gamma(0)) \alpha_k p \gamma_{\max} L^2 + \alpha_k (1 + 4(1 - \gamma(0)) \alpha_k L) pL) \eta_3
\]

(34)

A. Convergence Rate for Strongly Convex Function with \( f^{(i)}(x^*) = f^{(i)}(x^{(i)}) \) for all \( (i) \) under scenarios of Division 1

The convergence rate of SRDO in minimizing strongly convex function \( f \) formed of \( p \) strongly convex functions with \( f^{(i)}(x^*) = f^{(i)}(x^{(i)}) \) for all \( (i) \) under scenarios of Division 1 can be deduced by applying Proposition 1 and is

\[
\mathbb{E} \sum_{i=1}^{n} \| v_i(k) - x^* \|^2 \leq \left( 1 - \mu + 4(1 - \gamma(0)) L \alpha_k \| A^{(i)} \|_{\infty} \| B^{(i)} \|_{2, \infty} + 2L \alpha_k \| A^{(i)} \|_{\infty} \| B^{(i)} \|_{2, \infty} \right) \frac{1}{\mu(1 - \mu)} V_0
\]

for \( k \geq k_1 + H + 1 \).

VI. Numerical Simulation

Our aim in the simulation is to verify the convergence of the proposed algorithm while showing its convergence rate for different algorithm’s scenarios.

In this section, we restrict the optimization problem to the following unconstrained convex optimization problem on a parameter server network

\[
\arg \min_{x \in \mathbb{R}^N} \| Gx - y \|^2_2
\]

(36)

where the network contains \( n \) server nodes, \( G \) is a random matrix of size \( M \times N \) whose entries are independent and identically distributed standard normal random variables, and

\[
y = Gx_o \in \mathbb{R}^M
\]

(37)

has entries of \( x_o \) that are identically independent random variables sampled from the uniform bounded random distribution between \(-1\) and \(1\). The solution \( x^* \) of the optimization problem above is the least squares solution of the overdetermined system \( y = Gx_o \), \( x_o \in \mathbb{R}^N \). We demonstrate the performance of SRDO to solve the convex optimization problem (1), and match it with the calculated convergence rates.

Accordingly, the random measurement matrix \( G \), the measurement data \( y \), and the objective function \( f(x) := \| Gx - y \|^2_2 \) in (1) as follows: \( f(x) = \sum_{i=1}^{p} f^{(i)}(x) := \sum_{i=1}^{p} \| G_i x - y_i \|^2_2 \).
In the simulations, without a loss of generality, we assume the number of workers’ partitions equals the number of server nodes; i.e., \( p = n \). We also require that we have one replica per partition and that the repartitioned parts have the same size; i.e., the number of rows in \( G_i \) and the lengths of vectors \( y_i, 1 \leq i \leq n \) are the same, respectively and obviously equal. Then we can partition the network around \( m \) worker nodes, where the number of workers per replica of partition \( (i) \), \( n_{r(i)} = n_{(i)} = const \) and \( s_{r(i)} = s_{(i)} = const \), the maximum number of allowed stragglers per replica of partition \( (i) \). We further require that \( \gamma_0 \) is small (i.e., \( \gamma_0 = 0.05 \)) and \( \gamma_0 = \frac{1}{p}(1 - \gamma_0) \), that is all partitions are connected to a server at the pull step with the same probability and the probability of disconnection of a server from all partitions at each pull step is relatively small.

For each simulation, we ran the experiment 100 times and average the results. Thus, we present the simulation for 100 samples of parameter server networks of \( p = 5 \) equal sized partitions \( (i) \), with unanimous \( n_{r(i)} = n_{(i)} = 3, s_{r(i)} = s_{(i)} = 1 \) and \( n_{r(i)} = 5, s_{r(i)} = 2 \) for \( 1 \leq (i) \leq p \), respectively (i.e., \( m_{(i)} = 300 \) and 500 where \( 1 \leq (i) \leq p \), and \( M = 1500 \) and 2500 and \( \bar{m} = 100, N = 100 \), respectively). Here, \( \bar{m} \) stands for the number of rows in a partition sub-partition, which is assumed equal all over the network and \( m_{(i)} \) is the number of rows used by partition \( (i) \). That is, \( \bar{m} \) corresponds to the functions \( f_{\lambda}^{i(\gamma)} \), where \( \lambda \) corresponds to repartition \( 1 \leq \lambda \leq n_{r(i)} \) in an arbitrary replica \( r_{(i)} \) of partition \( (i) \). Each worker node finds its local coded gradient through a combination of uncoded local gradients computed through local optimization problems of overdetermined linear systems of equations. That is, for partition \( (i) \) where \( n_{(i)} = 3 \), each worker takes a total of rows which is at least \( \bar{m} \) to calculate its coded gradient according to the used coding scheme in [26].

The stepsizes \( \alpha_k \) are chosen such that \( \alpha_k = \frac{1}{(k+a)^2} \) where \( a \geq 0 \) and \( \theta \in (0, 1] \).

We define the absolute error \( \text{AE} := \max_{1 \leq i \leq n} \frac{\|\bar{x}_{r(i)(k)} - x_{(i)}\|_2}{\|\bar{x}_{r(i)}\|_2} \) and consensus error \( \text{CE} := \max_{1 \leq i \leq n} \frac{\|\bar{x}_{(i)(k)} - \bar{x}(k)\|_2}{\|\bar{x}_{(i)}\|_2} \) which are used to measure the performance of SRDO.

Moreover, in this simulation we have used a fixed coding scheme in each experiment. We could have adapted other coding schemes that can be adjusted to improve the convergence rate as the performance of SRDO is dependent on the used coding scheme. To that end, we can effectively improve the performance of our algorithm by adjusting the coding scheme in a manner dependent on the factors that govern this performance such as independence and probability of stragglers, partitions’ connections’ probabilities, full disconnection probability, prioritization of stale gradients, the delay uniform bound \( H \) of the allowed delayed coded, respectively uncoded gradients used in the gradient computation schemes. If done efficiently, by the use of a learning algorithm for example we can aim to outperform the Centralized-SGD.

For our chosen coding scheme, we compare SRDO in gradient computation scenario 1 to Centralized–SGD with full connection in Fig 3. We see that both have almost the same performance, this is due to the fact that they both compute the full batch inexact gradient although SRDO is mitigating the effect of an allowed number of stragglers. That is, Centralized-SGD has an equivalent estimate of the gradient at the expense of a higher communication cost.
A lower bound on the convergence rate performance of SRDO is in scenario 2 which converges slower than Centralized-SGD (with no failures) as shown in Fig. 4.

We apprehend that if \( H > 0 \) then the behavior of SRDO in scenario 2 would be much worse than SRDO scenario 2 with \( H = 0 \) since the partial inexact gradient computed in the first is of delayed evaluations.

Meanwhile, SRDO in scenario 3 would perform better than SRDO in scenario 2 since the stale delayed gradients are added in an attempt to allow the servers to form an overall inexact gradient and thus its performance might match that of Centralized-SGD with no failures depending on the used coding scheme and the adequate stepsize calibration as we are going to discuss later in Subsection VI-A. Although SRDO in Scenario 3 has better convergence rate than Centralized-SGD with the same type of failures depending on the value of the delay uniform bound \( H \), where smaller \( H \) favors a better performance, and this is due to the leverage allowed by the utilized coding scheme.

The above analysis is clearly seen in Fig. 5 6 and 7 where an increase in \( H \) degrades the convergence rate and it is up to the stepsize calibration, as we are going to show later in Subsection VI-A to provide suitable performance accomodation.
Fig. 4. More than the allowed number of stragglers connection for SRDO algorithm network ($n_{(i)} = 5$, $s_{(i)} = 3$) where $H = 20$ for $\alpha_k = \frac{1}{(k+300)^{0.95}}$ using gradient computation scenario 2 and Centralized-SGD with full connection and no stragglers ($n_{(i)} = 5$, $s_{(i)} = 0$), for $M = 1500$, $N = 100$.

Fig. 5. More than the allowed number of stragglers connection for SRDO algorithm network ($n_{(i)} = 3$, $s_{(i)} = 2$) where $H = 5$ for $\alpha_k = \frac{1}{(k+300)^{0.35}}$ using gradient computation scenario 3 and Centralized-SGD with same type of failures ($n_{(i)} = 3$, $s_{(i)} = 2$), for $M = 1500$, $N = 100$. 
Fig. 6. More than the allowed number of stragglers connection for SRDO algorithm network \((n_{(i)} = 3, s_{(i)} = 2)\) where \(H = 10\) for \(\alpha_k = \frac{1}{(k+300)^{0.55}}\) using gradient computation scenario 3 and Centralized-SGD with same type of failures \((n_{(i)} = 3, s_{(i)} = 2)\), for \(M = 1500, N = 100\).

Fig. 7. More than the allowed number of stragglers connection for SRDO algorithm network \((n_{(i)} = 3, s_{(i)} = 2)\) where \(H = 20\) for \(\alpha_k = \frac{1}{(k+300)^{0.75}}\) using gradient computation scenario 3 and Centralized-SGD with same type of failures \((n_{(i)} = 3, s_{(i)} = 2)\), for \(M = 1500, N = 100\).

A. Discussion relative to stepsize and delay uniform bound

The convergence can be faster or slower depending on the condition number of the coded matrices in relation to the uncoded matrices at each node; i.e., this is related to the respective Lipschitz constants. The fluctuation of the average consensus error for the SRDO has a larger variation, while the proposed algorithm corresponding
absolute error behaves more smoothly. We can conceive from the simulations that SRDO has faster convergence for a smaller exponent $\theta \in (0, 1]$, which confirms its convergence rate estimate in Section V. However, the simulations also indicate that decreasing more the exponent $\theta$ moves SRDO into the divergence phase, which could be directly related to the complexity of the network.

It is worth noting that we can adequately calibrate this convergence/divergence trade-off by increasing the value of $a$ in our illustrated examples for a fixed exponent $\theta$. We can see that for a fixed value of $H$, the delay uniform bound, and a fixed condition number, i.e., fixed Lipschitz constant, (more specifically for a fixed matrix $G_i$), a considerable decrease in the exponent $\theta$ (i.e., the increase in the stepsize) allows the algorithm to enter the divergence instability region. Then an increase in $\theta$ (i.e., a decrease in the stepsize) will make it converge the fastest where then any other increase in $\theta$ (i.e., other decrease in the stepsize) will ultimately degrade the algorithm to a slower convergence. Similarly, if we fix $H$ and the stepsize, the behavior of the convergence of the algorithm relative to the change in the condition number is the same as that relative to the stepsize in the previous scenario. Moreover, we see that when $H$ increases, and the allowed number of stragglers of the same instant connection becomes less frequent, then the convergence under the same stepsize and fixed coding matrices is replaced by an anticipated divergence. Then, for that $H$, we can reenter the convergence region of the algorithm by increasing the exponent $\theta$ for a fixed optimization problem. Convergence is also achieved for problems with matrices of higher condition numbers when the stepsize and $H$ are fixed.

For scenario 3 of SRDO, we can also see in Fig. 5 that the value of $\theta = 0.35$ allowed a comparable convergence rate of the SRDO for $H = 5$ as that of the Centralized-SGD algorithm with same type of failures. In Figs. 6 and 7, we realize that the lower value of $\theta = 0.35$ is not permissible, because the SRDO algorithm will considerably enter the instability region, while a higher value of $\theta = 0.55$ favors a better convergence rate for $H = 10$, and the highest value of $\theta = 0.75$ a better convergence rate for $H = 20$. And this better convergence rate is relative to Centralized-SGD with the same type of failures although the overall performance here of the first is much degraded relative to the latter. We could have also acquired a better convergence rate for $H = 10$ and $H = 20$ relative to Centralized-SGD with same type of failures or even no failures if we adequately calibrated $\theta$ (i.e., increase $\theta$) so that the algorithm is the fast convergence region as described at the beginning of this subsection. Moreover, as we mentioned earlier, in the simulation we have used a definite coding scheme introduced in [26] using the encoding algorithm 3 and decoding algorithm 2 described in Subsection II-A. We could have adapted other coding schemes that can be adjusted to improve the convergence rate.

VII. Conclusion

We have considered in this paper a parameter server network algorithm, SRDO, for minimizing a convex function that consists of a number of component functions. The parameter server updates estimates synchronously with the possibility of asynchronous use of computed gradients’ evaluations and straggler workers mitigation. Computed gradients can be of a delayed time with uniform bound on that delay and no other statistical assumptions. We restricted the simulation for the case of a quadratic function which corresponds to solving an overdetermined system of linear equations. A convergence proof for this algorithm in its general form (not necessarily a quadratic function)
was provided in the case of network topologies where the number of stragglers is under the allowed threshold and when the number of stragglers exceeding the quantity allowed. In Section VIII we describe the convergence rates.

Furthermore, the simulation showed optimistic results for the algorithm convergence rate. The metrics matched the centralized gradient descent method metrics with the bonus of robustness to an allowed number of stragglers. Furthermore, we analytically showed that the convergence rate can be considerably enhanced through applying an adequate coding scheme as shown from the dependency of the convergence rate on the coding matrices.

VIII. APPENDIX

A. Evaluation of $\sum_{j=1}^{n} \|R_{j,r,(i)}(k)\|^2$

Then by Cauchy-Schwartz inequality we have

$$\|R_{j,r,(i)}(k)\| \leq \alpha_k \|A^{(i)}\|_\infty \|B^{(i)}\|_\infty \times \max_{(i),\lambda,0 \leq \Delta k(q,w,r,(i),k) \leq H} \|\nabla f^{(i)}_\lambda(v_q(k - \Delta k(q,w,r,(i),k))) - \nabla f^{(i)}_\lambda(v_i(k))\|$$

and

$$\|R_{j,r,(i)}(k)\|^2 \leq \alpha_k^2 \|A^{(i)}\|_\infty^2 \|B^{(i)}\|_\infty^2 \times \max_{(i),\lambda,0 \leq \Delta k(q,w,r,(i),k) \leq H} \|\nabla f^{(i)}_\lambda(v_q(k - \Delta k(q,w,r,(i),k))) - \nabla f^{(i)}_\lambda(v_i(k))\|^2$$

For scenario 1 and 3 of Division 1, we have the contribution relative to each $w \in \Gamma_{fit,r,(i)}$ of $(\nabla f^{(i)}_\lambda(v_q(k - \Delta k(q,w,r,(i),k))) - \nabla f^{(i)}_\lambda(v_i(k)))$ satisfying the inequality

$$\|\nabla f^{(i)}_\lambda(v_q(k - \Delta k(q,w,r,(i),k))) - \nabla f^{(i)}_\lambda(v_i(k))\| \leq$$

$$\|\nabla f^{(i)}_\lambda(v_q(k - \Delta k(q,w,r,(i),k))) - \nabla f^{(i)}_\lambda(x^*)\| + \|\nabla f^{(i)}_\lambda(v_i(k)) - \nabla f^{(i)}_\lambda(x^*)\| \leq L\|v_q(k - \Delta k(q,w,r,(i),k)) - x^*\| + L\|v_i(k) - x^*\|.$$

where we used the Lipschitz assumption on the gradients for the last inequality. Thus, we have

$$\max_{\lambda,0 \leq \Delta k(q,w,r,(i),k) \leq H,q \in V} \|\nabla f^{(i)}_\lambda(v_q(k - \Delta k(q,w,r,(i),k))) - \nabla f^{(i)}_\lambda(v_i(k))\| \leq$$

$$\max_{\lambda,0 \leq \Delta k(q,w,r,(i),k) \leq H,q \in V} (\|\nabla f^{(i)}_\lambda(v_q(k - \Delta k(q,w,r,(i),k))) - \nabla f^{(i)}_\lambda(x^*)\| + \|\nabla f^{(i)}_\lambda(v_i(k)) - \nabla f^{(i)}_\lambda(x^*)\|) \leq$$

$$\max_{(i),\lambda,0 \leq \Delta k(q,w,r,(i),k) \leq H,q \in V} (L\|v_q(k - \Delta k(q,w,r,(i),k)) - x^*\| + L\|v_i(k) - x^*\|).$$

But we have

$$\max_{\lambda,0 \leq \Delta k(q,w,r,(i),k) \leq H,q} \|v_q(k - \Delta k(q,w,r,(i),k)) - x^*\| \leq \max_{k - H \leq k \leq k_q} \|v_q(k) - x^*\|$$

(38)

where $q \in \{1, \ldots, q\}$.

$$\max_{\lambda,0 \leq \Delta k(q,w,r,(i),k) \leq H,q} \|v_i(k) - x^*\| \leq \max_{k - H \leq k \leq k_q} \|v_q(k) - x^*\|$$

(39)
where \( q \in \{1, \ldots, q\} \).

Then we have for scenario 1 and 3
\[
\max_{\lambda, 0 \leq \Delta k(q, w, r_{(i)}, k) \leq H, q \in V} \| \nabla f_A^{(i)}(v_q(k - \Delta k(q, w, r_{(i)}, k))) - \nabla f_A^{(i)}(v_i(k)) \| \leq 2L \max_{k - H \leq k \leq k, q \in V} \| v_q(\hat{k}) - x^* \|.
\]

Therefore, for scenario 1 and 3 we have
\[
\| R_{j,r_{(i)}}(k) \| \leq \alpha_k A^{(r_{(i)})} \| B^{(r_{(i)})} \|_2 \| 2L \max_{k - H \leq k \leq k, q \in V} \| v_q(\hat{k}) - x^* \|
\]
And squaring both sides and using \( 2ab \leq a^2 + b^2 \), we have
\[
\| R_{j,r_{(i)}}(k) \|^2 \leq \alpha_k^2 A^{(r_{(i)})} \| B^{(r_{(i)})} \|_2^2 \| 2L^2 \max_{k - H \leq k \leq k, q \in V} \| v_q(\hat{k}) - x^* \|^2
\]

For scenario 2, we have the contribution relative to each \( w \in \Gamma_{fit, r_{(i)}} \cap \Gamma_{t, r_{(i)}} \) of \( (\nabla f_A^{(i)}(v_q(k - \Delta k(q, w, r_{(i)}, k))) - \nabla f_A^{(i)}(v_i(k))) \) satisfying the inequality
\[
\| \nabla f_A^{(i)}(v_q(k - \Delta k(q, w, r_{(i)}, k))) - \nabla f_A^{(i)}(v_i(k)) \| \leq L\| v_q(k - \Delta k(q, w, r_{(i)}, k)) - x^* \| + L\| v_i(k) - x^* \|
\]
And the contribution relative to each \( w \in \Gamma_{fit, r_{(i)}} \cap \Gamma_{t, r_{(i)}} \)
\[
\| \nabla f_A^{(i)}(v_q(k - \Delta k(q, w, r_{(i)}, k))) - \nabla f_A^{(i)}(v_i(k)) \| \leq L\| v_i(k) - x^* \| + L\| x^* - x_A^{t_{(i)}} \|
\]
where we used the Lipschitz assumption and \( \nabla f_A^{(i)}(x_A^{t_{(i)}}) = 0 \) in the last inequality.

Thus, we have for scenario 2
\[
\max_{\lambda, 0 \leq \Delta k(q, w, r_{(i)}, k) \leq H, q} \| \nabla f_A^{(i)}(v_q(k - \Delta k(q, w, r_{(i)}, k))) - \nabla f_A^{(i)}(v_i(k)) \| \leq \max_{\lambda, 0 \leq \Delta k(q, w, r_{(i)}, k) \leq H} \left( L\| v_q(k - \Delta k(q, w, r_{(i)}, k)) - x^* \| + L\| v_i(k) - x^* \| + L\| x^* - x_A^{t_{(i)}} \| \right)
\]

Therefore, for scenario 2 in Division 1, that is, where Condition 4.1 is satisfied we have
\[
\max_{\lambda, 0 \leq \Delta k(q, w, r_i(k)) \leq H, q} \| \nabla f^{\tau(r)}_\lambda (v_q(k - \Delta k(q, w, r_i(k), k)) - \nabla f^{\tau(r)}_\lambda (v_i(k)) \| \leq \\
\max_{\lambda, 0 \leq \Delta k(q, w, r_i(k), k) \leq H} (L \| v_q(k - \Delta k(q, w, r_i(k), k)) - x^* \| + L \| v_i(k) - x^* \|)
\]

\[
+ L \| v_i(k) - x^* \|) \max_{\lambda, 0 \leq \Delta k(q, w, r_i(k), k) \leq H} \left( L \| v_i(k) - x^* \| + L \| x^* - x_{\lambda, r_i(k)} \| \right)
\]

\[
\leq \max_{2L} \max_{k \leq k, q \in V} \| v_q(\hat{k}) - x^* \|.
\]

where we used (38) and (39) in the second inequality.

Therefore, for scenario 2 in Division 2, that is, where Condition 6 is not satisfied we have

\[
\max_{\lambda, 0 \leq \Delta k(q, w, r_i(k)) \leq H, q} \| \nabla f^{\tau(r)}_\lambda (v_q(k - \Delta k(q, w, r_i(k), k)) - \nabla f^{\tau(r)}_\lambda (v_i(k)) \| \leq \\
\max_{\lambda, 0 \leq \Delta k(q, w, r_i(k), k) \leq H} (L \| v_q(k - \Delta k(q, w, r_i(k), k)) - x^* \| + L \| v_i(k) - x^* \|)
\]

\[
+ L \| v_i(k) - x^* \|) \max_{\lambda, 0 \leq \Delta k(q, w, r_i(k), k) \leq H} \left( L \| v_i(k) - x^* \| + L \| x^* - x_{\lambda, r_i(k)} \| \right)
\]

\[
\leq \max_{2L} \max_{k \leq k, q \in V} \| v_q(\hat{k}) - x^* \| + L \max_{\lambda} \| x^* - x_{\lambda, r_i(k)} \|.
\]

where we used (39) in the second inequality.

Then for scenarios included in Division 1 we have

\[
\| R_{j, r_i(i)} (k) \| \leq \alpha_k \max_{i} \| A^{\tau(r)} \| \| B^{\tau(r)} \|_2, \infty (2L \max_{k \leq k, q \in V} \| v_q(\hat{k}) - x^* \|)
\]

And squaring both sides and using \(2ab \leq a^2 + b^2\) we have

\[
\| R_{j, r_i(i)} (k) \|^2 \leq \alpha_k^2 \max_{i} \| A^{\tau(r)} \|^2 \| B^{\tau(r)} \|^2_2, \infty (4L^2 \max_{k \leq k, q \in V} \| v_q(\hat{k}) - x^* \|^2)
\]

For scenarios in Division 2, that is, Scenario 2 where Condition 4.1 is not satisfied, we have

\[
\| R_{j, r_i(i)} (k) \| \leq \alpha_k \max_{i} \| A^{\tau(r)} \| \| B^{\tau(r)} \|_2, \infty \\
\times (2L \max_{k \leq k} \| v_q(\hat{k}) - x^* \| + L \max_{i, \lambda} \| x^* - x_{\lambda, r_i(k)} \|)
\]
And squaring both sides and using $2ab \leq a^2 + b^2$, we have

$$
\|R_{j,r}(k)\|^2 \leq \alpha_k^2 \max_{i} \|A_r^{(i)}\|_\infty \|B_r^{(i)}\|_\infty^2 \\
\times (4L^2 \max_{k-H \leq k \leq k} \|v_q(\hat{k}) - x^*\| + 2L^2 \max_{(i),\lambda} \|x^* - x^{\lambda,r^{(i)}}\|)
$$

And we can get the upper bounds for $\|\epsilon_{j,r}(k)\|$ and $\|\epsilon_{j,r}(k)\|^2$ for both divisions by substituting $\epsilon_{j,r}(k) = \frac{1}{\alpha_k} \|R_{j,r}(k)\|$, respectively. For all scenarios irrespective of which part they belong, we can upper bound by the bound which is a maximum for both parts, that is the bound of Division 2, so we have

$$
\|R_{j,r}(k)\| \leq \alpha_k \max_{i} \|A_r^{(i)}\|_\infty \|B_r^{(i)}\|_\infty \\
\times (2L \max_{k-H \leq k \leq k} \|v_q(\hat{k}) - x^*\| + L \max_{(i),\lambda} \|x^* - x^{\lambda,r^{(i)}}\|)
$$

And squaring both sides and using $2ab \leq a^2 + b^2$, we have

$$
\|R_{j,r}(k)\|^2 \leq \alpha_k^2 \max_{i} \|A_r^{(i)}\|_\infty^2 \|B_r^{(i)}\|_\infty^2 \\
\times (4L^2 \max_{k-H \leq k \leq k} \|v_q(\hat{k}) - x^*\| + 2L^2 \max_{(i),\lambda} \|x^* - x^{\lambda,r^{(i)}}\|^2)
$$

And then

$$
\sum_{j=1}^{n} \|\epsilon_{j,r}(k)\| \leq \max_{i} \|A_r^{(i)}\|_\infty \|B_r^{(i)}\|_\infty \\
\times (2L \max_{k-H \leq k \leq k} \sum_{j=1}^{n} \|v_q(\hat{k}) - x^*\| + L \max_{(i),\lambda} \|x^* - x^{\lambda,r^{(i)}}\|)
$$

And squaring both sides and using $2ab \leq a^2 + b^2$, we have

$$
\sum_{j=1}^{n} \|\epsilon_{j,r}(k)\|^2 \leq \max_{i} \|A_r^{(i)}\|_\infty^2 \|B_r^{(i)}\|_\infty^2 \\
\times (4L^2 \max_{k-H \leq k \leq k} \sum_{j=1}^{n} \|v_q(\hat{k}) - x^*\| + 2L^2 \max_{(i),\lambda} \|x^* - x^{\lambda,r^{(i)}}\|)
$$
B. Proof of Lemma 1

\[ \|v_{j}(k+1) - x^*\|^2 \leq \sum_{j=1}^{n} [W(k+1)]_{t,j} \|x_{j}(k+1) - x^*\|^2 \]

\[ \leq \sum_{j=1}^{n} [W(k+1)]_{t,j} \sum_{(i)=1}^{p} \gamma_{(i)} [v_{j}(k) - \alpha_k \nabla f^{(i)}(v_{j}(k))] + \gamma_{(0)} v_{j}(k) - x^* \|^2 \]

\[ \leq \sum_{j=1}^{n} [W(k+1)]_{t,j} \|v_{j}(k) - x^*\|^2 - 2\alpha_k \sum_{(i)=1}^{p} \gamma_{(i)} (\nabla f^{(i)}(v_{j}(k)), v_{j}(k) - x^*) \]

\[ + \alpha_k^2 \sum_{(i)=1}^{p} \gamma_{(i)} \nabla f^{(i)}(v_{j}(k)) \|^2 \]

\[ \leq \sum_{j=1}^{n} [W(k+1)]_{t,j} \|v_{j}(k) - x^*\|^2 + 2\alpha_k \sum_{(i)=1}^{p} \gamma_{(i)} (\nabla f^{(i)}(v_{j}(k)), x^* - v_{j}(k)) \]

\[ + 2\alpha_k \sum_{(i)=1}^{p} \gamma_{(i)} (\epsilon_{j,r_{(i)}}(k), v_{j}(k) - x^*) \]

\[ + \alpha_k^2 \sum_{(i)=1}^{p} \gamma_{(i)} \nabla f^{(i)}(v_{j}(k)) - \epsilon_{j,r_{(i)}}(k) \|^2 \]

\[ \leq \sum_{j=1}^{n} [W(k+1)]_{t,j} \|v_{j}(k) - x^*\|^2 + 2\alpha_k \sum_{(i)=1}^{p} \gamma_{(i)} (\nabla f^{(i)}(v_{j}(k)), x^* - v_{j}(k)) \]

\[ + 2\alpha_k \sum_{(i)=1}^{p} \gamma_{(i)} (\epsilon_{j,r_{(i)}}(k), v_{j}(k) - x^*) \]

\[ + \alpha_k^2 (1 - \gamma_{(0)}) \sum_{(i)=1}^{p} \gamma_{(i)} \nabla f^{(i)}(v_{j}(k)) - \epsilon_{j,r_{(i)}}(k) \|^2 \]

where the first inequality follows from Jensen’s inequality and convexity of \(\|x - b\|^2\) and where we used Jensen’s inequality for the last inequality. Then summing from \(i = 1\) to \(n\) and knowing that the sum of each column is less than or equal to \(1 - \mu\) then the lemma follows.
C. Proof of Lemma 2

Having Lemma 1 then we have
\[
\sum_{i=1}^{n} \nabla^2 f(x) + 2(1 - \gamma(0)) \alpha_k^2 \sum_{i=1}^{p} \gamma(0) \nabla^2 f(x) + 2(1 - \gamma(0)) \alpha_k^2 \sum_{i=1}^{p} \gamma(0) \nabla^2 f(x)
\]
\[
+ 2(1 - \gamma(0)) \alpha_k^2 \sum_{i=1}^{p} \gamma(0) \nabla^2 f(x)
\]

But
\[
\langle \nabla f(x), x - v \rangle = -\langle \nabla f(x), v \rangle
\]
\[
= -\langle \nabla f(x), \nabla f(x) \rangle = a_{v, x} \nabla f(x) - x \ \parallel \ \nabla f(x)
\]

Notice that in the second equality we used \( x \) to be a minimizer of \( f(x) \) that is \( \nabla f(x) = 0 \) since \( f(x) = f(x) \) for all \( x \). While

\[
\nabla f(x) - \nabla f(x) = a_{v, x} \nabla f(x) - x \ \parallel \ \nabla f(x)
\]

where \( \parallel \ \nabla f(x) = 1 \) and \( 0 \leq a_{v, x} \leq L \), and

\[
v = x - a_{v, x} \nabla f(x)
\]

where \( \parallel \ \nabla f(x) = 1 \). Using what preceded we have the expression in \( 42 \) equal to

\[
\langle \nabla f(x), x - v \rangle = -\langle \nabla f(x), v \rangle + \nabla f(x) - x \ \parallel \ \nabla f(x)
\]

But since \( \parallel \ \nabla f(x) \geq 0 \) due to the monotonicity of the gradient we have \( 0 \leq b_{v, x} = \langle \nabla f(x), x \rangle \leq 1 \). Then

\[
\langle \nabla f(x), x - v \rangle = -a_{v, x} \nabla f(x) - x \ \parallel \ \nabla f(x)
\]

where \( 0 \leq b_{v, x} \leq 1 \).

Similarly,

\[
\parallel \nabla f(x) \parallel^2 = \langle \nabla f(x), \nabla f(x) \rangle \parallel \nabla f(x) \parallel^2 = a_{v, x}^2 \nabla f(x) - x \ \parallel \ \nabla f(x)
\]

(46)
Then substituting (45) and (46) in (47) we have

\[
\sum_{l=1}^{n} \| v_l(k+1) - x^* \|^2 \leq (1 - \mu) \sum_{j=1}^{n} \| v_j(k) - x^* \|^2 \\
+ 2\alpha_k \sum_{j=1}^{n} \sum_{(i)=1}^{p} \gamma((i)) \langle \epsilon_{j,r,(i)}(k), v_j - x^* \rangle \\
+ 2(1 - \gamma(0))\alpha_k^2 \sum_{j=1}^{n} \sum_{(i)=1}^{p} \gamma((i)) \| \epsilon_{j,r,(i)}(k) \|^2 \\
- 2\alpha_k \sum_{j=1}^{n} \sum_{(i)=1}^{p} \gamma((i)) a_{v_j(k),x^*} (b_{v_j(k),x^*}) \\
- (1 - \gamma(0))\alpha_k a_{v_j(k),x^*} \| v_j(k) - x^* \|^2
\]  

(47)

IX. PROOF OF LEMMA 3

From Lemma 1, we have

\[
\sum_{l=1}^{n} \| v_l(k+1) - x^* \|^2 \leq (1 - \mu) \sum_{j=1}^{n} \| v_j(k) - x^* \|^2 \\
+ 2\alpha_k \sum_{j=1}^{n} \sum_{(i)=1}^{p} \gamma((i)) \langle \epsilon_{j,r,(i)}(k), v_j - x^* \rangle \\
+ 2(1 - \gamma(0))\alpha_k^2 \sum_{j=1}^{n} \sum_{(i)=1}^{p} \gamma((i)) \| \epsilon_{j,r,(i)}(k) \|^2 \\
+ 2\alpha_k \sum_{j=1}^{n} \sum_{(i) \in I} \gamma((i)) \langle \nabla f^{(i)}(v_j(k)), x^* - v_j(k) \rangle \\
+ 2\alpha_k \sum_{j=1}^{n} \sum_{(i) \in I^G} \gamma((i)) \langle \nabla f^{(i)}(v_j(k)), x^* - v_j(k) \rangle \\
+ 2(1 - \gamma(0))\alpha_k^2 \sum_{j=1}^{n} \sum_{(i)=1}^{p} \gamma((i)) \| \nabla f^{(i)}(v_j(k)) \|^2
\]  

(48)

But for \((i) \in I\) we have \(f^{(i)}(x^{(i)}) < f^{(i)}(x^*)\) and for \((i) \in I^G\) we have \(f^{(i)}(x^*) = f^{(i)}(x^{(i)})\), then the above
inequality becomes
\[\sum_{l=1}^{n} \|v_l(k+1) - x^*\|^2 \leq (1 - \mu) \sum_{j=1}^{n} \|v_j(k) - x^*\|^2\]
\[+ 2\alpha_k \sum_{j=1}^{n} \sum_{p} \gamma_{(i)} \langle \epsilon_{j,r_{(i)}}(k), v_j - x^* \rangle \]
\[+ 2(1 - \gamma_{(0)})\alpha_k^2 \sum_{j=1}^{n} \sum_{p} \gamma_{(i)} \|\epsilon_{j,r_{(i)}}(k)\|^2 \]
\[+ 2\alpha_k \sum_{j=1}^{n} \sum_{(i) \in I} \gamma_{(i)} \langle \nabla f^{(i)}(v_j(k)), x^* - x^{(i)} - v_j(k) \rangle \]
\[+ 2\alpha_k \sum_{j=1}^{n} \sum_{(i) \in I} \gamma_{(i)} \langle \nabla f^{(i)}(v_j(k)), x^{(i)} - v_j(k) \rangle \]
\[+ 2(1 - \gamma_{(0)})\alpha_k^2 \sum_{j=1}^{n} \sum_{p} \gamma_{(i)} \|\nabla f^{(i)}(v_j(k))\|^2 \]

Notice that in the fifth term of RHS we used the strong convexity of $f^{(i)}(x)$ for $(i) \in I^\ell$. That is, since $f^{(i)}(x^*) = f^{(i)}(x^{(i)})$ for $(i) \in I^\ell$ and $f^{(i)}(x)$ strongly convex for $(i) \in I^\ell$ we have a unique minimizer and therefore $x^* = x^{(i)}$ on $I^\ell$.

Then the above becomes
\[\sum_{l=1}^{n} \|v_l(k+1) - x^*\|^2 \leq (1 - \mu) \sum_{j=1}^{n} \|v_j(k) - x^*\|^2\]
\[+ 2\alpha_k \sum_{j=1}^{n} \sum_{p} \gamma_{(i)} \langle \epsilon_{j,r_{(i)}}(k), v_j - x^* \rangle \]
\[+ 2(1 - \gamma_{(0)})\alpha_k^2 \sum_{j=1}^{n} \sum_{p} \gamma_{(i)} \|\epsilon_{j,r_{(i)}}(k)\|^2 \]
\[+ 2\alpha_k \sum_{j=1}^{n} \sum_{(i) \in I} \gamma_{(i)} \langle \nabla f^{(i)}(v_j(k)), x^* - x^{(i)} \rangle \]
\[+ 2\alpha_k \sum_{j=1}^{n} \sum_{(i) \in I} \gamma_{(i)} \langle \nabla f^{(i)}(v_j(k)), x^{(i)} - v_j(k) \rangle \]
\[+ 2(1 - \gamma_{(0)})\alpha_k^2 \sum_{j=1}^{n} \sum_{p} \gamma_{(i)} \|\nabla f^{(i)}(v_j(k))\|^2 \]

(49)

Meanwhile, $\langle \nabla f^{(i)}(v_j(k)), x^* - x^{(i)} \rangle \leq \langle \nabla f^{(i)}(v_j(k)), x^* - v_j(k) \rangle$ and $\langle \nabla f^{(i)}(v_j(k)), v_j(k) - x^{(i)} \rangle$. And
\[\langle \nabla f^{(i)}(v_j(k)), x^* - v_j(k) \rangle \leq f^{(i)}(x^*) - f^{(i)}(v_j(k)) \]
\[\leq f^{(i)}(x^*) - f^{(i)}(x^{(i)}) \]

(50)

since $x^{(i)}$ is the minimizer of $f^{(i)}(x)$. But $f^{(i)}(x^*) - f^{(i)}(x^{(i)}) \leq \langle \nabla f^{(i)}(x^*) - \nabla f^{(i)}(x^{(i)}), x^* - x^{(i)} \rangle$ where we used $\nabla f^{(i)}(x^{(i)}) = 0$ in the inequality.
Let \( x^* - x^{(i)} = ||x^* - x^{(i)}|| \overline{\nu}' \) where \( ||\overline{\nu}'|| = 1 \). Using what preceded we have the expression in (50) less than or equal to

\[
\langle \nabla f^{(i)}(v_j(k)) , x^* - v_j(k) \rangle \leq f^{(i)}(x^*) - f^{(i)}(v_j(k)) \\
\leq f^{(i)}(x^*) - f^{(i)}(x^{(i)}) \\
\leq \langle \nabla f^{(i)}(x^*) - \nabla f^{(i)}(x^{(i)}) , x^* - x^{(i)} \rangle \\
= a_{x^{*,(i)}}||x^* - x^{(i)}||^2 \langle \overline{\nu}' , \overline{\nu}' \rangle
\]

But since \( \langle \overline{\nu}' , \overline{\nu}' \rangle \geq 0 \) due to the monotonicity of the gradient we have \( 0 \leq \langle \overline{\nu}' , \overline{\nu}' \rangle \leq 1 \). While

\[
\nabla f^{(i)}(x^*) - \nabla f^{(i)}(x^{(i)}) = a_{x^{*,(i)}}||x^* - x^{(i)}|| \overline{\nu}'
\]

where \( ||\overline{\nu}'|| = 1 \) and \( 0 \leq a_{x^{*,(i)}} \leq L \). Then

\[
f^{(i)}(x^*) - f^{(i)}(x^{(i)}) \leq \langle \nabla f^{(i)}(x^*) - \nabla f^{(i)}(x^{(i)}) , x^* - x^{(i)} \rangle \\
= a_{x^{*,(i)}}||x^* - x^{(i)}||^2 b_{x^{*,(i)}}
\]

where \( 0 \leq b_{x^{*,(i)}} \leq 1 \).

Similarly, we also have

\[
\langle \nabla f^{(i)}(v_j(k)) - \nabla f^{(i)}(x^{(i)}) , v_j(k) - x^{(i)} \rangle = a_{v_j(k),(i)}||v_j(k) - x^{(i)}||^2 b_{v_j(k),(i)}
\]

From what have preceded we have \( \langle \nabla f^{(i)}(v_j(k)) , x^* - x^{(i)} \rangle \leq a_{x^{*,(i)}}b_{x^{*,(i)}}||x^* - x^{(i)}||^2 + a_{v_j(k),(i)}b_{v_j(k),(i)}||v_j(k) - x^{(i)}||^2 \). Using this upper bound on the fourth term of RHS of (49) then (49) becomes

\[
\sum_{i=1}^{n} ||v_i(k+1) - x^*||^2 \leq (1 - \mu) \sum_{i=1}^{n} ||v_i(k) - x^*||^2 \\
+ 2\alpha_k \sum_{i=1}^{n} \sum_{j=1}^{p} \gamma_{(i)}(x_j,r_{(i)}(k), v_j - x^*) \\
+ 2(1 - \gamma_{(0)}) \alpha_k^2 \sum_{i=1}^{n} \sum_{j=1}^{p} \gamma_{(i)}||x_j,r_{(i)}||^2 \\
+ 2\alpha_k \sum_{i=1}^{n} \sum_{j=1}^{p} \gamma_{(i)}a_{x^{*,(i)}}b_{x^{*,(i)}}||x^* - x^{(i)}||^2 \\
+ 2\alpha_k \sum_{i=1}^{n} \sum_{j=1}^{p} \gamma_{(i)}a_{v_j(k),(i)}b_{v_j(k),(i)}||v_j(k) - x^{(i)}||^2 \\
+ 2\alpha_k \sum_{i=1}^{n} \sum_{j=1}^{p} \gamma_{(i)}\langle \nabla f^{(i)}(v_j(k)) , x^{(i)} - v_j(k) \rangle \\
+ 2(1 - \gamma_{(0)}) \alpha_k^2 \sum_{i=1}^{n} \sum_{j=1}^{p} \gamma_{(i)}||\nabla f^{(i)}(v_j(k))||^2
\]
But
\[
(\nabla f^{(i)}(v_j(k)), x^{(i)} - v_j(k)) = - (\nabla f^{(i)}(v_j(k)), v_j(k) - x^{(i)})
\]
\[
= - (\nabla f^{(i)}(v_j(k)) - \nabla f^{(i)}(x^{(i)}), v_j(k) - x^{(i)})
\]  \hspace{1cm} (54)

Notice that in the second equality we used \(\nabla f^{(i)}(x^{(i)}) = 0\) since \(f^{(i)}(x^*) = f^{(i)}(x^{(i)})\) for all \(i\). While
\[
\nabla f^{(i)}(v_j(k)) - \nabla f^{(i)}(x^{(i)}) = a_{v_j(k),x^{(i)}} \|v_j(k) - x^{(i)}\| \overrightarrow{u}
\]  \hspace{1cm} (55)
where \(\|\overrightarrow{u}\| = 1\) and \(0 \leq a_{v_j(k),x^{(i)}} \leq L\), and
\[
v_j(k) - x^{(i)} = \|v_j(k) - x^{(i)}\| \overrightarrow{v}
\]  \hspace{1cm} (56)
where \(\|\overrightarrow{v}\| = 1\). Using what preceded we have the expression in (54) equal to
\[
(\nabla f^{(i)}(v_j(k)), x^{(i)} - v_j(k)) = - (\nabla f^{(i)}(v_j(k)) - \nabla f^{(i)}(x^{(i)}), v_j(k) - x^{(i)})
\]
\[
= - a_{v_j(k),x^{(i)}} \|v_j(k) - x^{(i)}\|^2 \langle \overrightarrow{u}, \overrightarrow{v} \rangle
\]
But since \(\langle \overrightarrow{u}, \overrightarrow{v} \rangle \geq 0\) due to the monotonicity of the gradient we have \(0 \leq b_{v_j(k),x^{(i)}} = \langle \overrightarrow{u}, \overrightarrow{v} \rangle \leq 1\). Then
\[
(\nabla f^{(i)}(v_j(k)), x^{(i)} - v_j(k)) = - a_{v_j(k),x^{(i)}} \|v_j(k) - x^{(i)}\|^2 b_{v_j(k),x^{(i)}}
\]  \hspace{1cm} (57)
where \(0 \leq b_{v_j(k),x^{(i)}} \leq 1\).

Similarly,
\[
\|\nabla f^{(i)}(v_j(k))\|^2 = \langle \nabla f^{(i)}(v_j(k)) - \nabla f^{(i)}(x^{(i)}), \nabla f^{(i)}(v_j(k)) - \nabla f^{(i)}(x^{(i)}) \rangle
\]
\[
= a_{v_j(k),x^{(i)}}^2 \|v_j(k) - x^*\|^2 \langle \overrightarrow{u}, \overrightarrow{u} \rangle = a_{v_j(k),x^{(i)}}^2 \|v_j(k) - x^{(i)}\|^2
\]  \hspace{1cm} (58)
Let
\[
\bar{x}^{(i)} = \text{argmax}_{x^{(i)}} \|x^* - x^{(i)}\|^2
\]  \hspace{1cm} (59)
and
\[
\tilde{x}^{(i)} = \text{argmax}_{x^{(i)}} \|v_j(k) - x^{(i)}\|^2
\]  \hspace{1cm} (60)

Then using the above two equalities and (57) and (58) we get the result.

A. Martingale 1

Proof of Lemma 4:

Assume the following inequality holds a.s. for all \(k \geq k^*\)
\[
v_{k+1} \leq a_1 v_k + a_{2,k} \max_{k-B \leq k \leq k} v_k
\]  \hspace{1cm} (61)
where the variables are as defined in hypothesis.

We can list any consecutive \(B+1\) terms in an increasing order. Let us say we choose \(B+1\) consecutive instants terms \(v_k\) beginning from instant \(k_0 = \bar{k} - B\) until \(\bar{k}\). Take \(\rho = (a_1 + a_{2,k})^{\frac{1}{\theta+\tau}}\) then \(v^1 \leq v^2 \leq \ldots \leq v^{B+1}\)
where \( v^i = v_{\phi(l)} \) such that \( \phi(l) \) is a bijective mapping from \([1, B + 1] \to [\bar{k} - B, \bar{k}]\). Then we can bound each \( v^i \leq \rho^{B+1-i+m} V_0 \) where \( 1 \leq i \leq B + 1 \) and \( V_0 = \max \frac{\rho}{\rho^n} \), i.e., \( \rho < 1 \) and \( \rho^n < \rho \). And \( m \) is an arbitrary constant such that \( m \in \mathbb{Z}^+ \). Let us choose \( \bar{k} \geq k^* - 1 \) where \( \bar{k} \geq B \) (i.e., if we index from \( k = 0 \)). For a neat final result we choose \( m = \bar{k} \), that is, \( v^i = v_{\phi(i)} \leq \rho^{B+1-i+\bar{k}} V_0 \), i.e., \( v^1 \leq \rho^{\bar{k}+B} V_0, \ldots, v^{B+1} \leq \rho^{\bar{k}+1} V_0 \).

For \( v_k \) we have

\[
v_k \leq \rho^{\bar{k}+B-l} V_0
\]

where \( 0 \leq l \leq B \) since the terms \( v_k \) at instants from \( k_0 = \bar{k} - B \) till \( \bar{k} \) can be put as defined earlier and \( v_k \) can be any term in that order.

Take \( \bar{k} + 1 \geq k^* \).

First since \( a_1 + a_{2,k} \leq 1 \) and \( a_1 + a_{2,k} \leq a_1 + a_{2,k} \) for \( k \geq \bar{k} \).

then we have \( 1 \leq (a_1 + a_{2,k})^{-\frac{n}{k^*+1}} \) and \( 1 \leq (a_1 + a_{2,k})^{-\frac{n}{k^*+1}} \) which implies for \( k \geq \bar{k} \) that

\[
a_1 + a_{2,k} \rho^{-B} = a_1 + a_{2,k}(a_1 + a_{2,k})^{-\frac{n}{k^*+1}}
\]

\[
\leq a_1(a_1 + a_{2,k})^{-\frac{n}{k^*+1}} + a_{2,k}(a_1 + a_{2,k})^{-\frac{n}{k^*+1}}
\]

\[
= (a_1 + a_{2,k})(a_1 + a_{2,k})^{-\frac{n}{k^*+1}}
\]

\[
\leq (a_1 + a_{2,k})^{-\frac{n}{k^*+1}} = \rho
\]

That is

\[
a_1 + a_{2,k} \rho^{-B} \leq \rho
\]

N.B. We aim to find the tightest upper bound for each case and the bound that holds for all cases, i.e., that takes into consideration the worst case possibility.

For Base case \( \bar{k} + 1 \geq k^* \) we have \( v_k \leq \rho^{\bar{k}+B-l} V_0 \) where \( 0 \leq l \leq B \) and \( \max_{k-B \leq k \leq \bar{k}} v_k \leq \rho^{\bar{k}} V_0 \), then

\[
v_{k+1} \leq a_1 v_k + a_{2,k} \max_{k-B \leq k \leq \bar{k}} v_k \leq a_1 \rho^{\bar{k}+B-l} V_0 + a_{2,k} \rho^{\bar{k}} V_0
\]

\[
\leq a_1 \rho^{\bar{k}+B-l-(B-l)} V_0 + a_{2,k} \rho^{\bar{k}} V_0 = (a_1 + a_{2,k}) \rho^{\bar{k}+1} V_0
\]

\[
\leq \rho^{\bar{k}+B+1} V_0 \quad a.s.
\]

For \( \bar{k} + 2 \) we can have \( \max_{\bar{k}+1-B \leq k \leq \bar{k}+1} v_k \leq \rho^{\bar{k}+1} V_0 \) or \( \max_{\bar{k}+1-B \leq k \leq \bar{k}+1} v_k \leq \rho^{\bar{k}} V_0 \) if the maximum which is \( \leq \rho^{\bar{k}} V_0 \) is in \( v_{\bar{k}-B} \) or not, respectively. Similarly with case \( \bar{k} + 2 \) included and for \( \bar{k} + 1 + n \) where \( 1 \leq n \leq B \) we can have \( \max_{\bar{k}+n-B \leq k \leq \bar{k}+n} v_k \leq \rho^{\bar{k}+i} V_0 \) for each \( 0 \leq i \leq n \). And for each of these cases the set \( \{ v_{\bar{k}-B}, v_{\bar{k}-B+1}, \ldots, v_{\bar{k}-B+n+1} \} \) contains terms that are \( \{ \rho^{\bar{k}} V_0, \rho^{\bar{k}+1} V_0, \ldots, \rho^{\bar{k}+i} V_0 \} \) for each \( 0 \leq i \leq n \).
For base case \( k = \tilde{k} + 1 \) we have \( v_{k+1} \leq V_0 \rho^{\tilde{k}+B+1} \) as we have proved. For induction case (i.e., we have \( v_{k+n} \leq V_0 \rho^{\tilde{k}+B+1} \) and \( \max_{k+n-B \leq k \leq k+n} v_k \leq \rho^{\tilde{k}+1}V_0 \) as mentioned in the previous paragraph) \( k = \tilde{k} + 2 \) until \( k = \tilde{k} + B + 1 \) we have \( B + 1 - i \geq 0 \) since \( 0 \leq i \leq n \leq B \). Then for this induction case where \( 1 \leq n \leq B \) and

\[
v_{k+1+n} \leq a_1 v_{k+n} + a_{2,k+n} \max_{k+n-B \leq k \leq k+n} v_k
\]

\[
\leq a_1 \rho^{\tilde{k}+B+1}V_0 + a_{2,k+n} \rho^{\tilde{k}+1}V_0
\]

\[
\leq a_1 \rho^{\tilde{k}+B+1-(B+1-i)}V_0 + a_{2,k+n} \rho^{\tilde{k}+1}V_0
\]

\[
= (a_1 + a_{2,k+n}) \rho^{\tilde{k}+i}V_0 \leq \rho^{\tilde{k}+B+1+i}V_0 \text{ almost surely.}
\]

But the most relaxed bound that takes into consideration all cases \( 0 \leq i \leq n \) for each \( n \) is \( v_{k+1+n} \leq V_0 \rho^{\tilde{k}+B+1} \) and \( \max_{k+n-B \leq k \leq k+n} v_k \leq \rho^{\tilde{k}+1}V_0 \) as mentioned in the previous paragraph.

Thus, for \( k = \tilde{k} + 1 \) until \( k = \tilde{k} + B + 1 \) we have \( v_k \leq V_0 \rho^{\tilde{k}+B+1} \) which is in turn used in the induction step of (64) and is the subsequent result.

For base case \( k = \tilde{k} + B + 2 \) we have \( v_{k+B+1} \leq \rho^{\tilde{k}+B+1}V_0 \) and \( \max_{\tilde{k}+1 \leq k \leq \tilde{k}+B+1} v_k \leq \rho^{\tilde{k}+B+1}V_0 \) then

\[
v_{k+B+1} \leq a_1 v_{k+B+1} + a_{2,k+B+1} \max_{\tilde{k}+1 \leq k \leq \tilde{k}+B+1} v_k
\]

\[
\leq a_1 \rho^{\tilde{k}+B+1}V_0 + a_{2,k+B+1} \rho^{\tilde{k}+B+1-B}V_0
\]

\[
= (a_1 + a_{2,k+B+1}) \rho^{\tilde{k}+B+1}V_0
\]

\[
\leq \rho^{\tilde{k}+B+2}V_0 \text{ a.s.}
\]

For induction case \( k = \tilde{k} + B + 2 + n \) where \( 1 \leq n \leq B + 1 \), that is, from \( k = \tilde{k} + B + 3 \) until \( k = \tilde{k} + 2B + 2 \) (i.e., we have \( v_{k+B+n+1} \leq \rho^{\tilde{k}+B+n+1}V_0 \), that is, \( v_k \leq \rho^kV_0 \) and \( \max_{\tilde{k}+n+1 \leq k \leq \tilde{k}+B+n+1} v_k \leq \rho^{\tilde{k}+B+1}V_0 \)) we have \( B + 1 - n \geq 0 \) since \( 1 \leq n \leq B + 1 \). Thus, for \( 1 \leq n \leq B \) we have

\[
v_{k+B+1+n} \leq a_1 v_{k+B+1+n} + a_{2,k+B+1+n} \max_{\tilde{k}+n+1 \leq k \leq \tilde{k}+B+n+1} v_k
\]

\[
\leq a_1 \rho^{\tilde{k}+B+n+1}V_0 + a_{2,k+B+n+1} \rho^{\tilde{k}+B+1-(B-n)}V_0
\]

\[
= (a_1 + a_{2,k+B+n+1}) \rho^{\tilde{k}+B+n+1}V_0 \leq \rho^{\tilde{k}+B+n+2}V_0 \text{ a.s.}
\]

and \( \max_{\tilde{k}+n+1 \leq k \leq \tilde{k}+B+n+1} v_k \leq \rho^{\tilde{k}+B+1}V_0 \) with \( v_k \leq \rho^kV_0 \) (i.e., \( v_{k+B+n+1} \leq \rho^{\tilde{k}+B+n+1}V_0 \)) to be used inductively in the induction step of (65) giving the latter term as the final result. N.B. Notice in the second inequality of (71) that \( n \leq B \) and \( n \geq 1 \), that is \( B \geq 1 \) since for \( B = 0 \) we have \( n = 0 \) and we have only the base case, no induction case for this step. Therefore, from \( k = \tilde{k} + B + 2 \) until \( k = \tilde{k} + 2B + 2 \) we have \( v_k \leq \rho^kV_0 \).

For \( k \geq \tilde{k} + 2B + 3 \) we have for base case \( k = \tilde{k} + 2B + 3 \) that \( v_{k+2B+2} \leq \rho^{\tilde{k}+2B+2}V_0 \) and \( \max_{\tilde{k}+B+2 \leq k \leq \tilde{k}+2B+2} v_k \leq \rho^{\tilde{k}+B+2}V_0 \) (i.e., \( v_k \leq \rho^kV_0 \) and \( \max_{\tilde{k} \leq k \leq \tilde{k}+2B+2} v_k \leq \rho^{\tilde{k}-B}V_0 \)) and for induction case \( k \geq \tilde{k} + 2B + 4 \), we also have
\[ v_k \leq \rho^k V_0 \quad \text{and} \quad \max_{k-B \leq k \leq k} v_k \leq \rho^{k-B} V_0, \] therefore, we can join both cases in one inequality

\[ v_{k+1} \leq a_1 v_k + a_{2,k} \quad \max_{k-B \leq k \leq k} v_k \leq a_1 \rho^k V_0 + a_{2,k} \rho^{k-B} V_0 \]

\[ = (a_1 + a_{2,k} \rho^{-B}) \rho^k V_0 \leq \rho^{k+1} V_0 \quad \text{a.s.} \tag{66} \]

and

\[ \max_{k-B \leq k \leq k} v_k \leq \rho^{k-B} V_0 \quad \text{and} \quad v_k \leq \rho^k V_0 \quad \text{(i.e.,} \quad v_{k+1} \leq \rho^{k+1} V_0) \] to be used inductively in (66) induction step and the latter term as the final result.

Therefore, the lemma follows.

\[ \]  

**B. Martingale 2**

**Proof of Lemma 5:**

Assume the following inequality holds a.s. for all \( k \geq k^* \)

\[ v_{k+1} \leq a_1 v_k + a_{2,k} \quad \max_{k-B \leq k \leq k} v_k + a_{3,k} \tag{67} \]

where the variables are as defined in hypothesis.

We can list any consecutive \( B + 1 \) terms in an increasing order. Let us say we choose \( B + 1 \) consecutive instants terms \( v_k \) beginning from instant \( k_0 = \overline{k} - B \) until \( \bar{k} \). Take \( \rho = (a_1 + a_{2,k})^{1-\frac{1}{n}} \) then \( v_1 \leq v^2 \leq \ldots \leq v^{B+1} \)

where \( v^i = v_{\phi(l)} \) such that \( \phi(l) \) is a bijective mapping from \([1, B + 1] \rightarrow [\overline{k} - B, \bar{k}]\). Then we can bound each \( v^i \leq \rho^{B+1-i+m} V_0 \) where \( 1 \leq i \leq B + 1 \) and \( V_0 = \max_{k/\rho^i} \), i.e., \( \rho < 1 \) and \( \rho^a < \rho \) and \( \eta \) as in hypothesis. And \( m \) is an arbitrary constant such that \( m \in \mathbb{Z}^+ \). Let us choose \( \bar{k} \geq k^* - 1 \) where \( \bar{k} \geq B \) (i.e., if we index from \( k = 0 \)).

For a neat final result we choose \( m = \bar{k} \), that is, \( v^i = v_{\phi(l)} \leq \rho^{B+1-i+k} V_0 \), i.e., \( v^1 \leq \rho^{\bar{k}+B} V_0, \ldots, v^{B+1} \leq \rho^k V_0 \).

For \( v_k \) we have

\[ v_k \leq \rho^{\bar{k}+B-l} V_0 \tag{68} \]

where \( 0 \leq l \leq B \) since the terms \( v_k \) at instants from \( k_0 = \overline{k} - B \) till \( \bar{k} \) can be put as defined earlier and \( v_k \) can be any term in that order.

Take \( \bar{k} + 1 \geq k^* \).

First since \( a_1 + a_{2,k} \leq 1 \) and \( a_1 + a_{2,k} \leq a_1 + a_{2,k} \) for \( k \geq \bar{k} \).

then we have \( 1 \leq (a_1 + a_{2,k})^{1-\frac{1}{n}} \) and \( 1 \leq (a_1 + a_{2,k})^{1-\frac{1}{n}} \) which implies for \( k \geq \bar{k} \) that

\[ a_1 + a_{2,k} \rho^{-B} = a_1 + a_{2,k}(a_1 + a_{2,k})^{1-\frac{1}{n}} \]

\[ \leq a_1(a_1 + a_{2,k})^{1-\frac{1}{n}} + a_{2,k}(a_1 + a_{2,k})^{1-\frac{1}{n}} \]

\[ = (a_1 + a_{2,k})(a_1 + a_{2,k})^{1-\frac{1}{n}} \]

\[ \leq (a_1 + a_{2,k})^{1-\frac{1}{n}} = \rho \]

That is

\[ a_1 + a_{2,k} \rho^{-B} \leq \rho \tag{69} \]
N.B. We aim to find the tightest upper bound for each case and the bound that holds for all cases, i.e., that takes into consideration the worst case possibility.

For Base case $\bar{k} + 1 \geq k^*$ we have $v_k \leq \rho^{\bar{k} + B - l}V_0 + \eta$ where $0 \leq l \leq B$ and $\max_{k-B \leq k \leq \bar{k}} v_k \leq \rho^{\bar{k}}V_0 + \eta$, then

$$v_{k+1} \leq a_1v_k + a_{2,k} \max_{k-B \leq k \leq \bar{k}} v_k + a_{3,k}$$

$$\leq a_1\rho^{\bar{k} + B - l}V_0 + a_{2,k}\rho^{\bar{k}}V_0 + a_{3,k}$$

$$\leq a_1\rho^{\bar{k} + B - l - (B - l)}V_0 + a_{2,k}\rho^{\bar{k}}V_0 + a_{3,k}$$

$$= (a_1 + a_{2,k})\rho^{\bar{k}}V_0 + b_{\bar{k} + 1}\eta \leq \rho^{\bar{k} + B + 1}V_0 + b_{\bar{k} + 1}\eta \quad a.s.$$  

For $\bar{k} + 2$ we can have $\max_{k-B \leq k \leq \bar{k} + 1} v_k \leq \rho^{\bar{k} + 1}V_0 + b_{\bar{k} + 1}\eta$ or $\max_{k-B \leq k \leq \bar{k} + 1} v_k \leq \rho^{\bar{k}}V_0 + b_{\bar{k} + 1}\eta$ if the maximum which is $\leq \rho^{\bar{k}}V_0 + b_{\bar{k} + 1}\eta$ is in $v_{\bar{k} - B}$ or not, respectively. Similarly with case $\bar{k} + 2$ included and for $\bar{k} + 1 + n$ where $1 \leq n \leq B$ we can have $\max_{k-B \leq k \leq k + n} v_k \leq \rho^{\bar{k} + i}V_0 + b_{\bar{k} + 1}\eta$ for each $0 \leq i \leq n$. And for each of these cases the set \( \{v_{\bar{k} - B}, v_{\bar{k} - B + 1}, \ldots, v_{\bar{k} - B + n + 1}\} \) contains terms that are $\{\rho^{\bar{k}}V_0 + b_{\bar{k} + 1}\eta, \rho^{\bar{k} + 1}V_0 + b_{\bar{k} + 1}\eta, \ldots, \rho^{\bar{k} + i - 1}V_0 + b_{\bar{k} + 1}\eta\}$ for each $0 \leq i \leq n$.

For base case $k = \bar{k} + 1$ we have $v_{k+1} \leq V_0\rho^{\bar{k} + B + 1} + b_{\bar{k} + 1}\eta$ as we have proved. For induction case (i.e., we have $v_{k+n} \leq V_0\rho^{\bar{k} + B + 1} + b_{\bar{k} + 1}\eta$ and $\max_{k-B \leq k \leq \bar{k} + n} v_k \leq \rho^{\bar{k} + i}V_0 + b_{\bar{k} + 1}\eta$ as mentioned in the previous paragraph) $k = \bar{k} + 2$ until $k = \bar{k} + B + 1$ we have $B + 1 - i \geq 0$ since $0 \leq i \leq n \leq B$. Then for $1 \leq n \leq B$ we have

$$v_{k+1+n} \leq a_1v_{k+n} + a_{2,k+n} \max_{k+n - B \leq k \leq \bar{k} + n} v_k + a_{3,k+n}$$

$$\leq a_1\rho^{\bar{k} + B + 1}V_0 + a_{2,k+n}\rho^{\bar{k} + i}V_0 + a_{3,k+n}b_{\bar{k} + 1}\eta$$

$$+ a_{3,k+n}$$

$$\leq a_1\rho^{\bar{k} + B + 1 - (B + 1 - i)}V_0 + a_{2,k+n}\rho^{\bar{k} + i}V_0 + a_{3,k+n}$$

$$+ a_{3,k+n}b_{\bar{k} + 1}\eta$$

$$= (a_1 + a_{2,k+n})\rho^{\bar{k}}V_0 + a_{1}b_{\bar{k} + n}\eta + a_{2,k+n}b_{\bar{k} + 1}\eta + a_{3,k+n}$$

$\leq \rho^{\bar{k} + B + 1 + i}V_0 + a_{1}b_{\bar{k} + n}\eta + a_{2,k+n}b_{\bar{k} + 1}\eta + a_{3,k+n}$
Thus, for $k$ paragraph.

Notice for induction case we have $n \geq 1$ then $B \geq n \geq 1$ so for induction case to exist $B \geq 1$ however the base case can exist for any $B \geq 0$. Then we choose the values of $a_{i,k}$ accordingly, or to be consistent we take the maximum of the bounds, but we choose the first alternative which depends on whether an induction step is needed or not according to the value of $B$. But the most relaxed bound that takes into consideration all cases $0 \leq i \leq n$ for each $n$ is $v_{k+n} \leq V_0 \rho^{\tilde{k}+B+1} + b_{k+n+1}$ and $\max_{k+n-B \leq k \leq k+n} v_k \leq \rho^{\tilde{k}+i}V_0 + b_{k+n+1}$ as mentioned in the previous paragraph.

Thus, for $k = \tilde{k} + 1$ until $k = \tilde{k} + B + 1$ we have $v_k \leq V_0 \rho^{\tilde{k}+B+1} + b_k \eta$ which is in turn used in the induction step of (70) and is the subsequent result.

For base case $k = \tilde{k}+B+2$ we have $v_{k+B+2} \leq \rho^{\tilde{k}+B+1}V_0 + b_{k+B+1}$ and $\max_{k+1 \leq k \leq k+B+1} v_k \leq \rho^{\tilde{k}+B+1}V_0 + b_{k+1}$
then

\[ v_{k+B+2} \leq a_1 v_{k+B+1} + a_2, k+B+1 \max_{k \leq k+B+1} v_k + a_3, k+B+1 \]

\[ \leq a_1 \rho^{k+B+1} V_0 + a_2, k+B+1 \rho^{k+B+1} V_0 + a_1 b_{k+B+1} \eta + a_2, k+B+1 b_{k+B+1} \eta + a_3, k+B+1 \]

\[ = (a_1 + a_2, k+B+1) \rho^{k+B+1} V_0 + a_1 b_{k+B+1} \eta + a_2, k+B+1 b_{k+B+1} \eta + a_3, k+B+1 \]

\[ \leq \rho^{k+B+2} V_0 + a_1 b_{k+B+1} \eta + a_2, k+B+1 b_{k+B+1} \eta + a_3, k+B+1 \]

\[ \leq \rho^{k+B+2} V_0 + (1 - \mu)(b_{k+B+1} \eta - b_{k+1}) + \frac{1 - \frac{1}{l}}{(B+2)^\eta} b_{k+B+1} \eta + \frac{b_{k+B+2}}{l} \eta \]

\[ \leq \rho^{k+B+2} V_0 + (1 - \mu)(b_{k+B+1} \eta - b_{k+1}) + \frac{1 - \frac{1}{l}}{(B+2)^\eta} (k+1)^\eta + \frac{b_{k+B+2}}{l} \eta \]

\[ \leq \rho^{k+B+2} V_0 + (1 - \mu)(b_{k+B+1} \eta - b_{k+1}) + \frac{1 - \frac{1}{l}}{(B+2)^\eta} (k+1)^\eta + \frac{b_{k+B+2}}{l} \eta \]

\[ \leq \rho^{k+B+2} V_0 + \frac{1 - \frac{1}{l}}{(B+2)^\eta} (k+1)^\eta + \frac{b_{k+B+2}}{l} \eta \]

Thus, for induction case \( k = \bar{k} + B + 1 + n \) where \( 1 \leq n \leq B+1 \), that is, from \( k = \bar{k} + B + 2 \) until \( k = \bar{k} + B + 2 \) (i.e., we have \( v_{k+B+n} \leq \rho^{k+B+n} V_0 + b_{k+B+n} \eta \), that is, \( v_k \leq \rho^k V_0 + b_k \eta \) or \( v_{k+B+n+1} \leq \rho^{k+B+n+1} V_0 + b_{k+B+n+1} \eta \).
and \[ \max_{k+n \leq k+B+n+1} v_k \leq \rho^{k+B+1}V_0 + b_{k+n+1} \eta \] we have \( B+1-n \geq 0 \) since \( 1 \leq n \leq B+1 \)

\begin{align*}
v_{k+B+2+n} &\leq a_1 v_{k+B+n+1} + a_2 \hat{k+B+n+1} - \max_{k+n+1 \leq k+B+n+1} v_k \\
&\leq a_1 \rho^{k+B+n+1}V_0 + a_2 k+B+n+1\rho^{k+B+1-(B-n)}V_0 + a_1 b_{k+B+n+1} \eta \\
&\quad + \rho^{k+B+n+1}B + a_3 \hat{k+B+n+1} \eta + a_3 k+B+n+1 \eta \\
&\leq (a_1 + a_2 k+B+n+1 \rho^{k-B}) \rho^{k+B+n+1}V_0 a_1 b_{k+B+n+1} \eta \\
&\quad + a_2 k+B+n+1 b_{k+n+1} \eta + a_3 k+B+n+1 \eta \\
&\leq \rho^{k+B+n+2}V_0 + (1-\mu) b_{k+B+n+1} \eta + (\frac{B+2}{\hat{a}} + \mu - 1) b_{k+n+1} \eta \\
&\leq \rho^{k+B+n+2}V_0 + (1-\mu)(b_{k+B+n+1} - b_{k+n+1}) \eta + \frac{1-\frac{1}{\hat{a}}}{(B+2)\eta} b_{k+n+1} \eta \\
&\leq \rho^{k+B+n+2}V_0 + \frac{1-\frac{1}{\hat{a}}}{(B+2)\eta} b_{k+B+n+2} \eta \\
&\leq \rho^{k+B+n+2}V_0 + \frac{1-\frac{1}{\hat{a}}}{l(k+B+n+2+\hat{a})\eta} \\
&\leq \rho^{k+B+n+2}V_0 + \frac{1}{(k+B+n+2+\hat{a})\eta} \\
&\leq \rho^{k+B+n+2}V_0 + \frac{1}{(k+B+n+2+\hat{a})\eta} \\
&\leq \rho^{k+B+n+2}V_0 + b_{k+B+n+2} \eta \\
&\leq \rho^{k+B+n+2}V_0 + b_{k+B+n+1} \eta \\
&\leq \rho^{k+B+n+2}V_0 + b_{k+B+n+1} \eta \end{align*}

and \( \max_{k+n+1 \leq k+B+n+1} v_k \leq \rho^{k+B+1}V_0 + b_{k+n+1} \eta \) with \( v_k \leq \rho^k V_0 + b_k \eta \)

(i.e., \( v_{k+B+n+1} \leq \rho^{k+B+n+1}V_0 + b_{k+B+n+1} \eta \)) to be used inductively in the induction step of (72) giving the latter term as the final result.

Therefore, from \( k = \hat{k} + 2 \) until \( k = \hat{k} + 2B +2 \) we have \( v_k \leq \rho^k V_0 + b_k \eta \).

For \( k \geq \hat{k} + 2B + 3 \) we have for base case \( k = \hat{k} + 2B + 3 \) that \( v_{k+2B+2} \leq \rho^{k+2B+2}V_0 + b_{k+2B+2} \eta \) and \( \max_{k+B+2 \leq k \leq k+2B+2} v_k \leq \rho^{k+B+2}V_0 + b_{k+B+2} \eta \) (i.e., \( v_k \leq \rho^k V_0 + b_k \eta \) and \( \max_{k-B \leq k \leq k} v_k \leq \rho^{k-B}V_0 + b_k \eta \)) and for induction case \( k \geq \hat{k} + 2B + 4 \), we also have \( v_k \leq \rho^k V_0 + b_k \eta \) and \( \max_{k-B \leq k \leq k} v_k \leq \rho^{k-B}V_0 + b_k \eta \), therefore,
we can join both cases in one inequality
\[ v_{k+1} \leq a_1 v_k + a_2 \rho \max_{k-B \leq k \leq k} v_k + a_3 \]
\[ \leq a_1 \rho^k v_0 + a_2 \rho^{k-B} V_0 + a_1 b_k \eta + a_2 b_k b_{k-B} \eta + a_3 \]
\[ = (a_1 + a_2 \rho^{-B}) \rho^k v_0 + a_1 b_k \eta + a_2 b_k b_{k-B} \eta + a_3 \]
\[ \leq \rho^{k+1} v_0 + a_1 b_k \eta + a_2 b_k b_{k-B} \eta + a_3 \]
\[ \leq \rho^{k+1} v_0 + (1 - \mu) b_k \eta + \left( \frac{1 - \frac{1}{2}}{(B+2)^2} \mu - 1 \right) b_k b_{k-B} \eta + \frac{b_{k+1}}{l} \eta \]
\[ \leq \rho^{k+1} v_0 + (1 - \mu) (b_k - b_{k-B}) \eta + \frac{1 - \frac{1}{2}}{(B+2)^2} b_k b_{k-B} \eta + \frac{b_{k+1}}{l} \eta \]
\[ \leq \rho^{k+1} v_0 + \frac{1 - \frac{1}{2}}{(B+2)^2} (k - B + a)^\eta + \frac{1}{l(k+1+a)^\eta} \]
\[ \leq \rho^{k+1} v_0 + \frac{1 - \frac{1}{2}}{(B+2)(k - B + a)^\eta} + \frac{1}{l(k+1+a)^\eta} \]
\[ \leq \rho^{k+1} v_0 + \frac{1 - \frac{1}{2}}{(Bk - B^2 + Ba + 2k - 2B + 2a)^\eta} + \frac{1}{l(k+1+a)^\eta} \]
\[ \leq \rho^{k+1} v_0 + \frac{1 - \frac{1}{2}}{(Bk + 1) - B^2 + Ba + k - 2B + 2a)^\eta} \]
\[ + \frac{1}{l(k+1+a)^\eta} \]
\[ \leq \rho^{k+1} v_0 + \frac{1 - \frac{1}{2}}{(2B + 2)(B + 1) - B^2 + Ba + k - 2B + 2a)^\eta} \]
\[ + \frac{1}{l(k+1+a)^\eta} \]
\[ \leq \rho^{k+1} v_0 + \frac{1 - \frac{1}{2}}{(B^2 + 4B + 2 + Ba + k - 2B + 2a)^\eta} + \frac{1}{l(k+1+a)^\eta} \]
\[ \leq \rho^{k+1} v_0 + \frac{1 - \frac{1}{2}}{(k + a + 1)^\eta} + \frac{1}{l(k+1+a)^\eta} \]
\[ \leq \rho^{k+1} v_0 + \frac{1}{(k + a + 1)^\eta} \]
\[ \leq \rho^{k+1} v_0 + b_{k+1} \eta \]

since we have used before the last inequality that \( Bk - B^2 - B \geq 0 \) since \( k \geq \bar{k} + 2 \) where \( \bar{k} \geq 0 \) and \( B \geq 0 \).

And \( \max_{k-B \leq k \leq k+1} v_k \leq \rho^{k+1} v_0 + b_{k+1} \eta \) and \( v_k \leq \rho^{k} v_0 + b_k \eta \) (i.e., \( v_{k+1} \leq \rho^{k+1} v_0 + b_{k+1} \eta \)) to be used inductively in \( (73) \) induction step and the latter term as the final result.

Therefore, the lemma follows.

C. \( \rho_3 \) and \( \eta_3 \)

\[
\rho_3 = ((1 - \mu) + 4pL \alpha_k \|A^{(\cdot)}\|_\infty \|B^{(\cdot)}\|_2,\infty \]
\[ + 8p(1 - \gamma(0)^2) \bar{\alpha}_k^2 \|A^{(\cdot)}\|_2^2 \|B^{(\cdot)}\|_2^2 \]
\[ + 8(1 - \gamma(0)) \alpha_k \bar{\gamma}_{max} L^2 + \alpha_k (1 + 4(1 - \gamma(0)) \alpha_k L)pL) \frac{1}{\alpha k} \]
\]
\[ \eta_3 = \eta_{3,1}/\eta_{3,2} \]  

\[ \eta_{3,1} = 2\alpha_{k_3} \sum_{j=1}^{n} (|I| + 2p)\gamma_{max} L \|x^* - \bar{x}^{(t)}\|^2 \]

\[ + \frac{1}{1-\mu} \alpha_k n (1 + 4(1 - \gamma(0))\alpha_k L \max_{(i)} \|A_r^{(i)}\|_{\infty}\|B_r^{(i)}\|_{2,\infty}) \]

\[ \times pL \max_{(i)} \|A_r^{(i)}\|_{\infty}\|B_r^{(i)}\|_{2,\infty}\|x^* - x^{\lambda,r}^{(i)}\|^2 \]  

\[ \eta_{3,2} = \mu - 4pL\alpha_{k_3} \max_{(i)} \|A_r^{(i)}\|_{\infty}\|B_r^{(i)}\|_{2,\infty} \]

\[ - 8p(1 - \gamma(0))L^2 \alpha_{k_3}^2 \max_{(i)} \|A_r^{(i)}\|_{\infty}^2\|B_r^{(i)}\|_{2,\infty}^2 \]

\[ - 8(1 - \gamma(0))\alpha_k^2 p\gamma_{max} L^2 + \alpha_k (1 + 4(1 - \gamma(0))\alpha_k L)pL \]  

D. Gradient Coding Algorithms

The following are the gradient decoding and encoding algorithms, respectively.

\textbf{Algorithm 2 Algorithm to compute A}

1: \textbf{Input:} \(B)\) satisfying Condition 4.1, \(s < n\)
2: \textbf{Output:} \(A\) such that \(AB = 1_{(n)}\times n\)
3: \(f = \text{binom}(n, s)\);
4: \(A = \text{zeros}(f, n)\);
5: \textbf{foreach} \(I \subset [n] \) s.t. \(|I| = (n - s)\) \textbf{do}
6: \(a = \text{zeros}(1, k)\);
7: \(x = \text{ones}(1, k)/B(I, :)\);
8: \(a(I) = x\);
9: \(A = [A; a]\);
10: \textbf{end}
Algorithm 3 Algorithm to construct $B = B_{cyc}$

1: Input: $n, s (< n)$
2: Output: $B \in \mathbb{R}^{n \times n}$ with $(s + 1)$ non-zeros in each row
3: $H = \text{randn}(s, n)$;
4: $H(:, n) = -\text{sum}(H(:, 1 : n - 1), 2)$;
5: $B = \text{zeros}(n)$;
6: for $i = 1 : n$ do
7: $j = \text{mod}(i - 1 : s + i - 1, n) + 1$;
8: $B(i, j) = [1; -H(:, j(2 : s + 1)) \backslash H(:, j(1))]$;
9: end
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