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ABSTRACT
As transaction fees skyrocket today, blockchains become increasingly expensive, hurting their adoption in broader applications.

This work tackles the saving of transaction fees for economic blockchain applications. The key insight is that other than the existing "default" mode to execute application logic fully on-chain, i.e., in smart contracts, and in fine granularity, i.e., user request per transaction, there are alternative execution modes with advantages in cost-effectiveness.

On Ethereum, we propose a holistic middleware platform supporting flexible and secure transaction executions, including off-chain states and batching of user requests. Furthermore, we propose control-plane schemes to adapt the execution mode to the current workload for optimal runtime cost.

We present a case study on the institutional accounts (e.g., coinbase.com) intensively sending Ether on Ethereum blockchains. By collecting real-life transactions, we construct workload benchmarks and show that our work saves 18% ~ 47% per invocation than the default baseline while introducing 1.81 ~ 16.59 blocks delay.

CCS CONCEPTS
• Security and privacy → Security protocols.
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1 INTRODUCTION
Ethereum [1] is a blockchain platform that supports smart contracts. Ethereum charges a very high fee for transaction execution. One cause of the high fee is that data storage and processing are replicated to all nodes across a large network. Another cause is due to the basic principle of economy – raising user demand in transactions under the limited supply of block space (i.e., causing more users to bid for a single block slot). As a result, the Ether price has increased 27 times in the last two years (as of Mar. 2022). The high fees have real-world consequence: Ethereum clients are scared away and are forced to switch to other blockchains.

There are several cost saving schemes on blockchain that have been studied in the existing literature. iBatch [7] supports batching multiple smart-contract invocations into one transaction so that the base fee is amortized. GRuB [5] stores data off-chain in data-feed workloads and dynamically replicates the data on the blockchain. Layer-two protocols [2–4, 6] are built on top of the blockchain as extensions. They process the application logic off-chain to increase throughput and reduce gas fee. iBatch supports the invocations between any kinds of accounts, while is limited as it doesn’t support Ether transferring. GRuB is designed only for data-feed workloads and doesn’t support Ether transfer as well. Layer-two protocols support Ether transferring with the payment network. It saves Gas cost only for the transactions between institutional accounts.

While iBatch is under smart contract workloads and GRuB is under data feed workloads, it remains an open research problem: Can one optimize the cost of institutional client transferring Ether by leveraging batch and off-chain states?

We tackle this problem by presenting OCIA, a blockchain Optimization sCheme for Institutional Accounts via selectively placing states off the blockchain. OCIA is a control-plane scheme that maps the upper-layer transaction workloads (Ether transfers) to the underlying data plane that extends blockchains with batch transactions (i.e., iBatch) and off-chain states (i.e., GRuB). This work extends the workload to new, more common workloads, that is, Ether transfers from institutional accounts to average accounts.

We propose an (offline) dynamic optimization algorithm that decides when to upload the off-chain states to the on-chain storage (i.e., to convert an off-chain account to on-chain one) in order to maximize the batch size and minimize the cost.

We discover the institutional accounts who send the most transactions in one day Ethereum transaction history. We then analyzed the transaction history related with 3 institutional accounts as case study workloads including Coinbase, Ethermine, Crypto.com. The dynamic optimization algorithm makes one transaction contain more Ether transferring to amortize the cost while introducing a delay. We analyze the cost under the workload of write-intensive accounts with the dynamic optimization algorithm. The result shows OCIA saves 18% ~ 47% per invocation than baseline while has 1.81 ~ 16.59 blocks delay.


2 EXECUTION MODES AND COST

Preliminary: Ethereum transactions: An externally owned account (or EOA) in Ethereum is a public key whose secret key is only known by the user. An EOA is associated with the on-chain “state”, that is, the account balance. An Ethereum transaction is associated with the cost in the units of Gas. The transaction sender pays the transaction fee based on the Gas amount to miners to compensate their efforts in including the transaction. Each transaction has a base fee that is 21000 Gas covering the cost of verifying the signature of the sender as well as uploading the transaction data.

Blockchain transactions can be executed in different equivalent execution modes, including M1, M2, and M3, as shown in Figure 1.

2.1 Non-batched Tx and On-chain States (M1)

In Execution Mode M1, all accounts’ states are stored on the blockchain. To establish the cost model, we consider an over-simplified workload named W1’ as shown in Figure 3. In W1’, an institutional account A0 sends N Ether-transferring transactions in L blocks. The cost under the mode M1 is 21000 * N, where 21000 is the cost of sending an Ether-transferring transaction on Geth v1.10.17/Solidity 0.7.0. Thus, the per-transfer cost is C1 = 21000.

![Figure 1: Transaction execution modes.](image)

2.2 Batched Tx and On-chain States (M2)

In Execution Mode M2, accounts’ states are stored on the blockchain. The EOA’s request is batched with other requests, submitted at similar time, in a large transaction. As shown in Figure 1, the batch transaction is sent to a smart-contract, called Dispatcher, that dispatches the individual EOAs’ requests to their corresponding on-chain states. Specifically, the iBatch scheme [7] materializes M2 with an untrusted Batcher off-chain that is designed with the resilience against request-replay attacks.

Under the workload W1’(N, L), we use NW to denote the amount of Ether transfer of Tx1 in L blocks shown in Figure 3. The cost with M2 is 21000 * L + NW + [68 * (20 + 32) + 7500], where 68 + (20 + 32) is the transaction cost storing data field1 and 7500 is the cost of calling an internal Ether transfer. Thus, the per-transfer cost is C2 = 21000L/NW + 11036.

2.3 Batched Tx and Off-chain States (M3)

In Execution Mode M3, accounts’ states are stored off the blockchain and clients’ requests are batched in transactions.

Sender/receiver off-chain: The system is built on top of iBatch by placing the account states to an untrusted off-chain service. When a request, say Alice transferring Ether to Bob, is batched in a transaction, the on-chain smart contract needs to authenticate Alice’s and Bob’s old balances and update them, and compute and update the new digest including Alice’s and Bob’s updated balances. Thus, the transaction’s data includes the Merkle proofs authenticating Alice’s and Bob’s old balances against the old digest.

Sender on-chain, receiver off-chain: The M3 places the receivers’ states to an off-chain server and the state changes in a Hash log by expanding the Merkle tree instead of updating the state in off-chain directly. When receiving requests, say A0 transferring Ether to A2, we add dA1 and dA2 as new leaf nodes and keep the original balance unchanged. In each block, we upload the new digest and the state changes on-chain. The on-chain smart contract leverages the updating information and the old digest to authenticate and update the new digest. Under workload W1’, the cost is 21000 * L + NW + [68 * (20 + 36) + 222] + (68 * 32 + 5000) * L where 222 is the cost of SHA3 Keccak-256 operation of two 32 bytes digest, 68 * 32 is the cost of uploading the new digest in the call data field and 5000 is the cost of updating the digest for each block in the on-chain smart contract. Thus, the per-transfer cost is C3 = 28176L/NW + 4030.

3 COST ANALYSIS FOR WORKLOAD W1

The target workload pattern we optimize is shown in Figure 3. Given an institutional account A0, there are three transactions of interest in our workload: the transactions sent by A0, the transactions received by A1, and the transactions sent by A1.

M1’s costs under workload W1: For M1, the on-chain states of A1 are updated in Tx1. Hence, the cost of Tx2 is the same as a normal Ether transferring. Thus, the cost of W1 is C1 = 21000 * (NW + NR). Here, NW is the amount of Ether directly transferred from institutional account A0, and NR is the amount of Ether transferred within two hops from the institutional account (in Figure 3).

M2’s costs under workload W1: For M2, the on-chain states of A1 for ∀i ≤ 1 are updated in Tx1. Hence, the cost of Tx2 is the same as a normal Ether transferring. Thus, the cost of W1 is C2 = 21000 * L + 11036 + NW + 21000 * NR.

M3’s costs: When A1 for ∀i ≤ 1 under M3 sends Ether to another account, the off-chain server push all the A1 related states on-chain, includes the balance state and the updating value in every blocks. The off-chain server also uploads the Merkle proofs of each related account’s off-chain state. The on-chain smart contract leverages the Merkle proofs to authenticate the updated balance of A1. Under workload W1’, say A1 with an initial balance in off-chain server, it


---

168 is Gas cost per byte in the data field and the 20 and 32 respectively refer to the number of bytes storing the receiver address and value in an Ether transfer.
We download the Ether transferring transaction history and find which cost.

The amortized cost per transaction of $M_1$ is $21000$, which saves $61\%$ than baseline. The amortized cost of $M_2$ is $18341$, which saves $12.66\%$ than baseline. The amortized cost of $M_3$ is $42143$, which costs $100.68\%$ more than baseline.

**Ethermine**: Ethermine is a big miner in Ethereum. The average amount of $NW$ and $NR$ per block are $12.30$ and $25.62$.

$W_1$, the amortized cost of $M_1$ is $21000$. The amortized cost of $M_2$ is $18341$, which saves $12.66\%$ than baseline. The amortized cost of $M_3$ is $42143$, which costs $100.68\%$ more than baseline.

**Crypto.com**: Crypto.com is also a cryptocurrency exchange platform. The average amount per block of $NW$ and $NR$ are $4.65$ and $4.88$. The amortized cost of $M_2$ and $M_3$ are $21497$ and $66698$, which cost $2.37\%$ and $217.61\%$ more than baseline.

**Cost Evaluation under Real Workloads**

The amortized cost per transaction of $M_3$ depends on the number of $NW$ and $NR$. We find the accounts that meet the conditions $C_3 = 21000 < 0$ as write-intensive accounts, that is the accounts whose $NW$ and $NR$ subject to $NW < (8485+NW−14088)/25843$ and $NW > 1.66$. We get the transaction history of the write-intensive accounts as write-intensive workloads. 13.00% of accounts in Ethermine workloads are write-intensive accounts. The workloads of Coinbase and Crypto.com have 2.14% and 0.56% write-intensive accounts.

We dynamically upload the off-chain states to the on-chain storage when the $NW$ and $NR$ in the off-chain state meet the write-intensive condition. With this policy, the cost of each transaction is less than baseline while it introduces delay. We analyzed the average cost of each transaction and the average delay of the write-intensive workloads in table 1.

The above optimizing cost policy saves cost while the delay is relatively large. We propose various delay policies to make trade-off between cost saving and delay. Max_0 policy: updates the on-chain state with no delay. It updates the on-chain state in the same block interval with the Ether transferring requests. There is no delay introduced in Max_0 policy, while it hardly achieves a positive cost saving because few requests are batched in the transaction. Max_5 policy: updates the on-chain state with at most 5 blocks delay. If the $NW$ and $NR$ meet the conditions of saving cost within 5 blocks, we send a transaction to update the on-chain state. Otherwise, we update the on-chain state no matter what the $NW$ and $NR$ is to make sure the delay is not larger than 5. In the same way, we have Max_10 policy and Max_15 policy. The trade-off of cost saving and delay with various delay policies is illustrated in figure 4.

| Table 1: Cost and delay of write-intensive workloads |
|-----------------------------------------------|
| Normalized cost | Coinbase | Ethermine | Crypto.com |
|-----------------|----------|-----------|------------|
| Average delay (block) | 1.81 | 5.24 | 16.59 |
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