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ABSTRACT
In this paper we present our system for the detection and classification of acoustic scenes and events (DCASE) 2020 Challenge Task 4: Sound event detection and separation in domestic environments. We introduce two new models: the forward-backward convolutional recurrent neural network (FBCRNN) and the tag-conditioned convolutional neural network (CNN). The FBCRNN employs two recurrent neural network (RNN) classifiers sharing the same CNN for preprocessing. With one RNN processing a recording in forward direction and the other in backward direction, the two networks are trained to jointly predict audio tags, i.e., weak labels, at each time step within a recording, given that at each time step they have jointly processed the whole recording. The proposed training encourages the classifiers to tag events as soon as possible. Therefore, after training, the networks can be applied to shorter audio segments of, e.g., 200 ms, allowing sound event detection (SED). Further, we propose a tag-conditioned CNN to complement SED. It is trained to predict strong labels while using (predicted) tags, i.e., weak labels, as additional input. For training pseudo strong labels from a FBCRNN ensemble are used. The presented system scored the fourth and third place in the systems and teams rankings, respectively. Subsequent improvements allow our system to even outperform the challenge baseline and winner systems in average by, respectively, 18.0 % and 2.2 % event-based \( F_1 \)-score on the validation set. Source code is publicly available at https://github.com/fgnt/pb_sed.

Index Terms— audio tagging, event detection, weak labels

1. INTRODUCTION
Environmental sound recognition is recently gaining increased interest from both academia and industry. Plenty of applications potentially benefit from reliable sound recognition such as ambient assisted living, autonomous driving and environmental monitoring. Depending on the application different acoustic information is required. While acoustic scene classification aims at classifying the acoustic environment, audio tagging and sound event detection (SED) aim at recognizing specific sounds within audio recordings. Therefore, the first challenge in SED is to learn to predict event on- and offsets despite the weak audio tagging labels provided during training. Further, semi-supervised learning tries to only use few labeled data while exploiting unlabeled data to improve performance.

Driven by the annual detection and classification of acoustic scenes and events (DCASE) challenges \cite{3} \cite{4} \cite{5}, the SOTA in weakly labeled semi-supervised SED has progressed rapidly over the last years. Several approaches have been proposed for weakly labeled SED \cite{6} \cite{7} \cite{8} \cite{9} most of which are based on multiple instance learning pooling functions \cite{10}. Most recent SOTA approaches, e.g., \cite{9} \cite{11} \cite{12} \cite{13}, rely on neural attention. To perform audio tagging a neural network learns to attend to the time range where the sound event is active. Afterwards the network can be used to locate sound events in time although no strong labels have been used during training. Semi-supervised SED is dominated by teacher student approaches \cite{14} \cite{15}, where the teacher and student networks are jointly trained employing an additional loss for consistency between their predictions on unlabeled data.

In this paper we present our system for the DCASE 2020 Challenge Task 4: Sound event detection and separation in domestic environments \cite{16} tackling weakly labeled semi-supervised SED with multi-label classification, i.e., multiple events can be active at a time. It aims at SED of ten different sound classes in real audio recordings from a domestic environment.

We present a weakly labeled SED approach based on two new models: the forward-backward convolutional recurrent neural network (FBCRNN) and tag-conditioned convolutional neural network (CNN). The FBCRNN employs a shared CNN and two recurrent neural networks (RNNs), one processing the input audio signal in forward direction and the other in backward direction. The RNNs are encouraged to tag events as soon as possible by training them to jointly predict audio tags at each time step within a recording, given that at each time step the two RNNs have jointly processed the whole recording. After training, the networks can also be used for SED by applying them to short audio segments of, e.g., 200 ms. As a complement, tag-conditioned CNNs are trained to predict strong labels when getting tags as additional input. Here, pseudo strong labels from a FBCRNN ensemble are used for training.

It is shown that the proposed approach is highly competitive and outperforms current SOTA approaches. A rather naive pseudo labeling \cite{17} of unlabeled data is shown to improve performance. We hypothesize that a more sophisticated approach to semi-supervised learning, such as a mean-teacher approach \cite{14}, may even further improve performance in the future.

The rest of the paper is structured as follows. Sec. 2 explains our feature extraction and data augmentation. Then the FBCRNN and tag-conditioned CNN models are introduced in Sec. 3 and Sec. 4 respectively. Finally, in Sec. 5 experiments are presented and conclusions are drawn in Sec. 6.
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2. FEATURE EXTRACTION AND DATA AUGMENTATION

Our system’s input $X$ is a 128 dimensional log-mel spectrogram using a short-time Fourier transform (STFT) with a hop-size of 20 ms, a frame length of 60 ms and a sampling rate of 16 kHz. Waveforms are initially normalized to be within the range of -1 and 1: $x(t) = s(t)/\max(|s(t)|)$. Each mel bin of the log-mel spectrogram is globally normalized to zero mean and unit variance.

During training various data augmentation techniques are used, namely random scaling, mixup, frequency warping, blurring, time masking, frequency masking and random noise. Random scaling and mixup [18] are performed on the waveform similar as in [19] by shifting and superposing signals as follows:

$$x'_j(t) = \sum_{j=0}^{J-1} \lambda_j x_j(t - \tau_j)$$

with the time shift $\tau_j$ being uniformly sampled such that $x'_j(t)$ is not longer than the maximum mixture length $T_{\text{mix}}$, the mixture weights $\lambda_j$ being sampled from LogNormal$(0, 1)$ and the distribution of the number of mixture components $J$, being

$$\Pr(J) = \begin{cases} 1 - p_{\text{mix}} & J = 1, \\ p_{\text{mix}} & J = 2, \\ 0 & \text{else}. \end{cases}$$

The mixup probability $p_{\text{mix}}$ and $T_{\text{mix}}$ are hyper-parameters. Note the difference to original mixup [18] as we do not apply an interpolation to the signals but a superposition. Therefore, we also do not interpolate the targets but combine them into a single multi-hot target vector. Frequency warping and time- and frequency masking are performed exactly as in [19]. Blurring is performed with a gaussian blur kernel of size $5 \times 5$ where the standard deviation of the kernel is randomly sampled from Exp$(0.5)$. Finally, random gaussian noise is added to the log-mel spectrogram with the noise power being randomly sampled from Uniform$(0, 0.2)$.

3. FORWARD-BACKWARD CONVOLUTIONAL RECURRENT NEURAL NETWORK

To allow for SED learned from weak labels, we aim to make a RNN classifier (either processing an input signal in forward or backward direction) to immediately tag an event at the frame it appears. If, however, a RNN is only trained to predict tags after it has processed the whole signal, as in [19], there is no reason it should output tags immediately. More likely, it learns to gather information over long segments and not make hasty decisions. To encourage the model to make immediate predictions, one might think to train a RNN to predict event tags after each frame. If an event, however, occurs only at the end of an audio-clip, the model would be trained to tag the event before it has seen it. Here, we therefore suggest a joint training of a forward and backward RNN such that at each frame at least one of the two RNNs correctly tags an active event and both do not tag inactive events. We hypothesize that forward and backward classifiers are able to jointly perform a tagging at each time frame as the forward classifier has seen all sound events between first and current frame while the backward classifier has seen all sound events between current and last frame. This way we encourage the classifiers to tag sound events as soon as they appear. Fig. 1 illustrates the prediction behavior of the forward and backward tagging.

![Figure 1: Illustration of forward and backward tagging.](image)

Table 1: CNN architecture as in [19] but without temporal pooling. Each ConvXd uses a kernel size of three and a stride of one and includes BatchNorm [20] and ReLU.

| CNN Architecture | Output Shape |
|-------------------|--------------|
| LogMel(128)       | 1x128xN      |
| GlobalNorm        | 1x128xN      |
| 2×Conv2d(16)      | 16x128xN     |
| Pool2d(2×1)       | 16x64xN      |
| 2×Conv2d(32)      | 32x64xN      |
| Pool2d(2×1)       | 32x32xN      |
| 2×Conv2d(64)      | 64x32xN      |
| Pool2d(2×1)       | 64x16xN      |
| 2×Conv2d(128)     | 128x16xN     |
| Pool2d(2×1)       | 128x8xN      |
| Conv2d(256)       | 256x8xN      |
| Pool2d(2×1)       | 256x4xN      |
| Reshape           | 1024xN       |
| 3×Conv1d(256)     | 256xN        |

An input $X$ is forwarded through the CNN $H = f_{\text{cin}}(X)$. The CNN architecture is shown in Tab. 1. We then perform recurrent forward tagging $Y^{fwd} = f_{\text{fwd}}(H)$ and backward tagging $Y^{bwd} = f_{\text{bwd}}(\overline{H})$, with $\overline{H}$ denoting time flipped $H$. Note the difference to a bidirectional RNN as here the forward and backward RNNs do not exchange hidden representations. The RNN architecture is shown in Tab. 2. During training tag predictions are computed at each time frame by taking the maximum of the forward and backward prediction $Y_{n,k} = \max(Y_{n,k}^{fwd}, Y_{n,k}^{bwd})$ with $\max(\cdot)$ denoting point wise maximum operation.

The training criterion is the binary cross entropy between tag predictions $y_n^{\text{tag}}$ and the multi-hot target vector $z^{\text{tag}}$:

$$L(y_{n,k}^{\text{tag}}, z_{n,k}^{\text{tag}}) = -\sum_{k=0}^{K-1} \left(z_{n,k}^{\text{tag}} \log(y_{n,k}^{\text{tag}}) + (1 - z_{n,k}^{\text{tag}}) \log(1 - y_{n,k}^{\text{tag}})\right)$$

with $K = 10$ denoting the number of target event classes.
At inference time audio tag predictions are obtained as the average of the forward and backward predictions when they have processed the whole signal:

\[
\hat{y}_{n,k} = f_{tag}(X) = \frac{(Y_{pred}[N - 1] + Y_{pred}[0])}{2}
\]

with \(N\) denoting the number of frames in \(X\). Event-specific tagging thresholds \(\alpha_k\) are used to get binary tag predictions

\[
z_{n,k}^{\text{tag}} = [y_{n,k}^{\text{pred}} > \alpha_k] = \begin{cases} 
1, & y_{n,k}^{\text{pred}} > \alpha_k, \\
0, & \text{else}
\end{cases}
\]

SED is achieved by applying tagging to a small context around each frame: \(\hat{y}_{n,} = f_{tag}(X_{n-R:n+R}, z_{n}^{\text{prev}})\) with \(n\) denoting the frame index and \(C_{n}\) denoting an event-specific one-sided context length. Again applying event-specific detection thresholds \(\beta_k\) yields binary predictions \(z_{n,k}^{\text{sed}} = [y_{n,k}^{\text{pred}} > \beta_k]\). Finally median filtering with an event-specific filter size \(M_k\) is applied to get the final SED.

### 4. Tag-Conditioned Convolutional Neural Network

Second, we propose a tag-conditioned CNN to perform SED by directly predicting strong labels. This model can be understood as a two-stage approach, where tags are predicted in a first stage, here by the FBCRNN, and given the tag predictions a subsequent model, here a CNN, predicts strong labels. We hypothesize that the CNN can do better event detection if it is aware of the active events within a recording, i.e. when it has to predict \(Pr(\text{event active in frame/active event in recording})\) rather than \(Pr(\text{active event in frame})\).

The CNN architecture \(\hat{y}_{n} = f_{tag}(X_{n-R:n+R}, z_{n}^{\text{prev}})\) is similar as in Tab. 1 with \(R = 13\) being the one-sided receptive field of the CNN. Hence, the overall receptive field is \(2R + 1 = 27\) frames corresponding to \(580\) ms. In contrast to Tab. 1 the last Conv1d layer is outputting \(K = 10\) scores here, one for each event class. Further, in addition to the (augmented) log-mel input spectrogram, this second-stage CNN is conditioned on audio tags by concatenating a multi-hot tag encoding \(z^{\text{tag}}\) to each time-frequency bin along the channel dimension of the log-mel spectrogram as well as to the hidden representation between the reshape operation and the first Conv1d layer.

At training time (pseudo) weak labels \(z^{\text{prev}}\) are used as conditioning. The training criterion is the frame-wise binary cross-entropy between predictions \(\hat{y}_{n}^{\text{prev}}\) and (pseudo) strong labels \(z_{n}^{\text{prev}}\):

\[
L(\hat{y}_{n}, z_{n}^{\text{prev}}) = -\sum_{k=0}^{K-1} \left( z_{n,k}^{\text{prev}} \log(y_{n,k}^{\text{prev}}) + (1-z_{n,k}^{\text{prev}}) \log(1-y_{n,k}^{\text{prev}}) \right)
\]

which is averaged over all frames in a mini-batch. If no strong labels are available, pseudo strong labels from some other weakly trained SED model, such as the FBCRNN, can be used for training.

At inference time the CNN is conditioned on tag predictions \(z^{\text{tag}}\) from the FBCRNN. We apply event-wise decision thresholds \(\beta_k\), as before, to get binary frame predictions \(z_{n,k}^{\text{sed}} = \hat{y}_{n,k}^{\text{pred}} > \beta_k\) and subsequent median filtering with an event-specific filter size \(M_k\).

### 5. Experiments

Experiments are performed using the DESED database used in the fourth task of the DCASE 2019 and DCASE 2020 Challenges. The database features three training sets for SED, namely a small weakly labeled data set of 1578 real audio recordings, 2584 synthetic soundscapes with strong labels and a larger set of 14412 unlabeled real audio recordings. To adjust the percentage of the different data sets in training, in each epoch recordings from the weakly labeled and synthetic data sets are presented 10 and 2 times, respectively, resulting in a data distribution of 75.3 % weakly labeled and 24.7 % synthetic data. In experiments using pseudo labeled recordings from the unlabeled data set, these recordings are presented once in each epoch resulting in a data distribution of 44.6 % weakly labeled, 14.6 % synthetic and 40.8 % unlabeled data. For the synthetic data, we further perform on-the-fly reverberation of individual sound events.

All trainings are performed for 40000 update steps with checkpointing and validation every 1000-th update step. Mini-batches of size \(B\) are randomly sampled from the training data such that no signal in the mini batch is padded by more than 5% and each mini-batch includes at least \([B/3]\) examples from the weakly labeled data set. Adam is used for optimization with gradient clipping at a threshold of 20 and a learning rate ramp up to 5·10⁻⁻⁴ over the first 1000 update steps and a learning rate reduction to 1·10⁻⁻⁴ for update steps >15000. While for FBCRNNs the checkpoint with the best macro-averaged audio tagging \(F_1\)-score on the validation set is adopted as the final model, for CNN models the checkpoint with the best macro-averaged frame-based \(F_1\)-score is chosen.

Reported audio tagging performance is the macro-averaged \(F_1\)-score and reported SED performance is the macro-averaged event-based \(F_1\)-score using an onset offset of 200 ms and an offset time of 200 ms or 20% of event duration if the duration is <1s. If not stated otherwise, the hyper-parameters \(\alpha_k, \beta_k, C_k \in \{5, 10, 15, 20\}\) and \(M_k \in \{11, 21, 31, 41\}\) are tuned to give best performance on the validation set. Since the labels of the DCASE 2020 Task 4 evaluation set (eval-2020) are not public yet, performance is primarily evaluated on the publicly available DCASE 2019 Task 4 youtube evaluation set (yt-eval-2019). If not stated otherwise, each experiment is repeated five times from which we report the mean and standard deviation.

Ensembles combine four independently trained models by averaging their model outputs if not stated otherwise. Further, we evaluate the single-model tagging and detection performance of the proposed FBCRNN. In particular, the effectiveness of the proposed forward-backward approach for weakly labeled learning is investigated as well as the usefulness of pseudo labeling the unlabeled data for semi-supervised learning. Tab. 3 compares the following models:

- **CRNN\textsubscript{no-pseudo}**: CRNN w/ only forward tagging where loss is only computed at the last frame of an audio recording (see [19]) and trained w/o unlabeled data set,
- **CRNN\textsubscript{no-pseudo}**: CRNN w/ only forward tagging where loss is computed at each frame of an audio recording and trained w/o unlabeled data set,
- **FBCRNN\textsubscript{no-pseudo}**: FBCRNN trained w/o unlabeled data set,
- **FBCRNN\textsubscript{submitted}**: FBCRNN used in our submission trained w/ a heuristical on-the-fly pseudo labeling [24] (means and standard deviations computed over only four models here),
- **FBCRNN**: FBCRNN trained w/ unlabeled data set after weakly pseudo labeled by an FBCRNN\textsubscript{no-pseudo} ensemble.

| Block                      | output shape |
|----------------------------|--------------|
| 2×GRU(256)                | 256×N        |
| fcReLU(256)                | 256×N        |
| fcSigmoid(5)               | \(K×N\)      |

| Table 2: Recurrent classifier architecture as in [19]. |
The models are trained using a mini-batch size of $B = 16$ and mixup with $p_{\text{mix}} = 2/3$ and $T_{\text{mix}} = 15 s$.

It can be observed that the CRNN$_{\text{last-only}}$ gives good audio tagging performance but fails to perform SED. This confirms our hypothesis from Sec. 3 that without a frame-wise loss the model does not learn to tag sounds in short contexts. Using a frame-wise loss with the forward-only CRNN (CRNN$_{\text{no-pseudo}}$) improves SED to some extent. However, training the model to tag events at frames, where it may not have seen the events yet, limits performance as can be seen by the deterioration of tagging. Using the proposed forward backward tagging approach (FB-CRNN$_{\text{no-pseudo}}$) significantly improves SED performance. Interestingly it also improves audio tagging performance over the CRNN$_{\text{last-only}}$(CRNN$_{\text{no-pseudo}}$) model. Finally, the on-the-fly pseudo labeling (FB-CRNN$_{\text{submitted}}$), that was used in our submitted system, only slightly improves detection performance over the model trained without unlabeled data (FB-CRNN$_{\text{no-pseudo}}$). However, pseudo labeling using a CRNN$_{\text{no-pseudo}}$ ensemble and training a new FBCRNN by also leveraging pseudo labeled data, improves tagging and detection performance significantly.

Next the effectiveness of the tag-conditioned CNN is evaluated. For that we compare CNNs with and without tag conditioning. For training strong pseudo labels for the weakly and unlabeled data sets are obtained by an FBCRNN ensemble using hyper parameters giving best frame-based $F_1$-scores on the validation set. The FBCRNN ensemble also provides the tags for conditioning. The models are trained using a mini-batch size of $B = 24$ and mixup with $p_{\text{mix}} = 1/2$ and $T_{\text{mix}} = 12 s$. Tab. 4 compares SED performance of the two models. First, it can be noted that both CNNs improve detection performance over the FBCRNN. This suggests that pseudo strong label training may improve performance in general. Comparing the CNN models to each other, it can be seen that the tag conditioning improves average performance from 50.1% to 53.4% event-based $F_1$-score on the evaluation set.

Finally, ensemble performance is compared to challenge baseline and winner systems. Tab. 5 lists detection performance for the following systems:

- Baseline: baseline system 2020 [15].
- Winner2019: winner system 2019 [15].
- Winner2020: winner system 2020 [25].
- Hybrid$_{\text{submitted}}$: Our submitted system consisting of the four FBCRNN$_{\text{submitted}}$ and four tag conditioned CNNs trained on pseudo strong labels from FBCRNN$_{\text{submitted}}$ and where for hyper-parameter tuning only $C_k \in \{5, 10\}$ and $M_k \in \{21, 41\}$ have been considered [24].
- Hybrid$_{\text{mixup}}$: Models from Hybrid$_{\text{submitted}}$ with more extensive hyper-parameter tuning.

Ensembling gives on yt-eval-2019 an average gain of 2.4% and 0.7% event-based $F_1$-score over single-model FBCRNNs and CNNs (Tab. 3 and Tab. 4), respectively. It can be noted that the CNN ensemble clearly outperforms the baseline, winner and our submitted system. Combining the four FBCRNNs and four CNNs from individual ensembles to a larger Hybrid ensemble of eight sub-models yields another slight improvement of 0.5% over the CNN-only ensemble. However, do note that the CNN-only detection is computationally much more efficient, as the FBCRNN detection relies on processing a context of length $1 + 2 C$ at each frame for all $C \in \{C_k\}_{k=1}^{12}$. Comparing Hybrid$_{\text{submitted}}$ and Hybrid$_{\text{mixup}}$, which only differ in the hyper-parameters $C_k, \beta_0, \alpha$ and $M_k$, shows that the more extensive hyper-parameter tuning improves performance only slightly. Therefore, the improvement of the CNN and Hybrid ensembles over our submitted system comes mainly due to the improved pseudo-labeling resulting in better FBCRNN performance, as already seen in Tab. 3 and consequently in better pseudo strong labels for CNN training and finally in better overall performance. Tab. 5 shows event wise performance of our proposed ensembles on yt-eval-2019 with bold values highlighting the best ensemble.

6. CONCLUSIONS

In this paper we introduced the FBCRNN, a weakly labeled SED model trained to perform forward and backward tagging. The proposed training allows the model to also be applied to small segments of only a few hundred milliseconds enabling SED. On top we proposed a CNN, which is conditioned on audio tags, as a complementary SED model. Our system scored the fourth and third place in the systems and teams ranking, respectively, of the DCASE 2020 Challenge Task 4. Subsequent improvements allow our system to even outperform the baseline and winner systems in average by, respectively, 18.0% and 2.2% event-based $F_1$-score on the validation set.

### Table 3: Single-model tagging and detection performance of CRNNs in terms of macro-averaged (event-based) $F_1$-scores[\%].

| Model               | Tagging Detection | Tagging Detection |
|---------------------|-------------------|-------------------|
| CRNN$_{\text{no-pseudo}}$ | 81.8±0.2 | 25.5±0.6 |
| CRNN$_{\text{no-pseudo}}$ | 79.6±0.5 | 34.0±0.7 |
| FBCRNN$_{\text{no-pseudo}}$ | 82.6±0.1 | 40.7±1.3 |
| FBCRNN$_{\text{submitted}}$ | 82.3±0.4 | 42.0±0.2 |
| FBCRNN                | 84.8±0.2 | 46.4±0.5 |

| Model               | Validation yt-eval-2019 |
|---------------------|-------------------------|
| CRNN$_{\text{no-pseudo}}$ | 49.4±0.4 |
| CRNN$_{\text{no-pseudo}}$ | 51.5±0.7 |

### Table 4: Single-model detection performance of CNN models in terms of macro-averaged event-based $F_1$-scores[\%].

| Model               | Validation yt-eval-2019 |
|---------------------|-------------------------|
| Hybrid$_{\text{submitted}}$ | 48.3±0.8 |
| Hybrid$_{\text{mixup}}$ | 49.2±1.5 |
| FBCRNN               | 48.3±0.4 |
| CNN                  | 49.9±1.1 |
| Hybrid               | 51.2±0.5 |
| Hybrid               | 54.6±0.5 |

### Table 5: Ensemble detection performance in terms of macro-averaged event-based $F_1$-scores[\%].

| Ensemble               | Validation yt-eval-2019 |
|------------------------|-------------------------|
| Baseline               | 34.8                     |
| Winner2019             | 45.3                     |
| Winner2020             | 50.6                     |
| Hybrid$_{\text{submitted}}$ | 48.3                     |
| Hybrid$_{\text{mixup}}$ | 49.2                     |
| FBCRNN                 | 48.3±0.4                 |
| CNN                    | 49.9±1.1                 |
| Hybrid                 | 51.2±0.5                 |

### Table 6: Event-wise detection performance on yt-eval-2019 in terms of event-based $F_1$-scores[\%].

| Event                     | FBCRNN | CNN | Hybrid |
|---------------------------|--------|-----|--------|
| Alarm bell ringing        | 30.0±1.3 | 45.4±3.6 | 44.8±1.8 |
| Blender                   | 50.4±4.3 | 54.9±2.8 | 56.5±4.1 |
| Cat                       | 67.3±1.9 | 69.7±3.5 | 68.7±2.7 |
| Dishes                    | 31.2±1.8 | 29.5±2.9 | 32.1±3.9 |
| Dog                       | 48.3±1.6 | 44.1±2.5 | 48.2±3.3 |
| E. shaver/toothbrush      | 44.6±1.8 | 52.5±3.0 | 49.2±6.4 |
| Frying                    | 58.5±1.0 | 61.4±1.1 | 61.7±1.2 |
| Running water             | 39.7±4.1 | 45.7±2.7 | 46.6±2.1 |
| Speech                    | 60.8±1.4 | 64.0±0.8 | 64.1±1.1 |
| Vacuum cleaner            | 68.4±1.1 | 73.5±1.1 | 73.8±1.8 |
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