A method for estimating the 3D rendering performance of the SoC in the early design stage
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Abstract: A method for estimating the 3D rendering performance of the SoC (System on Chip) in the early design stage is proposed. Commonly the rendering performance is evaluated by some widely used graphics benchmarks. However these benchmarks need the support of the OS (Operation System), which makes them impractical in the early design stage of the SoC. In this work, through building a linear regression model, low-level graphics performances are used to estimate the rendering performance of the system for specific graphics benchmarks. The benefit is that the low-level performances can be obtained in the early design stage by simulation, and the estimation can be made as well to help designers make decisions. Experiments show that the results estimated properly match with the practical performances measured.
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1 Introduction

3D graphics applications, especially 3D games have in recent years become prevalent on mobile devices, such as smartphones and tablets [1]. 3D graphics applications require the support of graphics hardware. Most mobile devices have graphics hardware (i.e., the mobile GPU) integrated into a SoC (System on Chip), together with the core processor and other peripherals. Obviously, the 3D rendering performance of the mobile GPU is related to the system architecture.

The modern SoC is evolving at a rapid pace. In the quest for better performance, sophisticated architectural enhancements have been introduced. However, the increasing complexity of architectures has direct consequence on the design. To meet the application requirements and arrive at optimal design points, estimating system performance in the early design stage is expected.

There are several widely used 3D graphics benchmarks for mobile devices, such as GFXBench and Basemark X, which use the average frame rate of console-quality gaming content to quantify the 3D rendering performance. However, such benchmarks need the support of the OS (Operation System). The problem is that in the early design stage, the hardware prototype is not implemented yet, and the simulation time for running the OS and the benchmark is too long to be acceptable. Besides, specific versions of the OS are required by these benchmarks, which probably cannot run on the target SoC. What is more, it has been observed on most Android devices that the max rendering frame rate is limited at 60 fps, so the results of benchmarks with smaller workloads could be inaccuracy for the high-end SoC.

In this paper, we aimed at providing a method for estimating the frame rate of specific applications for the SoC in the early design stage. The experimental results show that compared to the practical application performance measured on the real-life SoC, the rendering performance estimated is appropriate. To the best of our knowledge, this is the first study that has ever been attempted.

The rest of this paper is organized as follows. In Section 2, we discuss the basic concept of the mobile GPU pipeline and the estimation method. The experimental framework and the results are described in Section 3. Finally, Section 4 concludes the paper.

2 Overview of the estimation method

2.1 Mobile GPU pipeline abstraction

Since the architectures of graphics hardware designed by vendors are diverse [2], OpenGL (Open Graphics Library) is presented to interact with different graphics hardware. OpenGL is a cross-language, multi-platform application programming interface for rendering 2D and 3D graphics. OpenGL ES (OpenGL for Embedded Systems) [3] is a subset of OpenGL, designed for embedded systems. At present, OpenGL ES 2.0 is popular, and our work is based on this version.
OpenGL ES abstracts 3D rendering as a series of operations. Inspired by OpenGL ES, we use a logical, abstracted graphics pipeline to describe mobile GPU architecture in this work, as illustrated in Fig. 1. The abstracted graphics pipeline contains the following stages executed one by one: application, vertex process, rasterization and fragment process.

2.2 Estimation method

Some papers reported the results of dynamic 3D workload characterization efforts [4, 5]. The results show that the workload of 3D applications is unique, i.e. the workload for each pipeline stage is distinctive, which results the different rendering frame rate from others. The most important processes of the rendering pipeline are vertex process, texture mapping and operations processed by shaders. Blending is the most common post-fragment operation. Experiments show that whether the step is enabled or disabled, the rendering time remains the same. This means the step of post-fragment operations does not stall the pipeline nor impact the performance of fragment process. We think the reason is that the TBR (Tile Based Rendering) architecture [6] has been widely used in mobile GPUs, the main benefit of which is that fast on-chip buffer can be used during the rendering for color and depth operations.

![Fig. 1. The abstracted mobile graphics pipeline used in this work.](image1)

Therefore, we conclude it is feasible to use the performance of each pipeline stage, called low-level performances, to estimate the frame rate of a specific 3D application. The low-level performances can be obtained in the early design stage, consisting of the triangle throughput, the texture fill rate and the calculation speed of shaders (i.e. Floating-point Operations Per Second, FLOPS). The flow of the proposed 3D rendering performance estimation method is shown in Fig. 2.

![Fig. 2. The flow of the proposed 3D rendering performance estimation method in the early design stage.](image2)
We construct a linear regression models to relate the practical application rendering performance to the low-level performances. A regression model is a compact mathematical representation of the relationship between the response variable and the input parameters, widely used to obtain estimates of parameter significance as well as predictions of the response variable [7]. One of the simpler forms of such models is

\[ y = \beta_0 + \sum_{i=1}^{m} \beta_i x_i + \varepsilon. \]  

(1)

Where \( y \) is the dependent or response variable, \( \{x_i|1 \leq i \leq m\} \) are the independent or regressor variables and \( \varepsilon \) is the residual, i.e. the error due to lack of fit. \( \beta_0 \) is interpreted as the intercept of the response surface with the y-axis and \( \{\beta_i|1 \leq i \leq m\} \) are known as the partial regression coefficients. The coefficient values represent the expected change in the response \( y \) per unit change in \( x_i \) and indicate the relative significance of the corresponding terms.

Our goal in this paper is to accurately estimate the coefficient values. We achieve this by performing measurement-based experiments in which the regressor variables are different and the resulting performance metric is fitted as per Eq. (1), minimizing the residual error simultaneously. As a by-product, we obtain an ordering of the significant factors affecting the rendering performance.

### 2.3 Method for obtaining the low-level performances

The low-level performances can be obtained in the early design stage by RTL simulation, since mobile GPU vendors provide test suites that SoC designers can use to verify the integration of the mobile GPU into their designs. Based on the test suites, the ideal low-level performances can be obtained by simulation in the early design stage, including the triangle throughput and the texture fillrate. The calculation speed of shaders can be concluded from the structure of the shader.

In this work, a suite of microbenchmarks, named SeuBench, is designed to evaluate the practical low-level performances, which is based on OpenGL ES 2.0. We have implemented a SoC which integrates with a mobile GPU, and the IP (Intellectual Property) core and the corresponding test suites are provided by the vendor. Experiments show that there is a negligible gap, about 3%, between the ideal low-level performances (measured by the test suits based on simulation platform) and the practical low-level performances (measured by the microbenchmarks based on hardware platform). Therefore, the practical low-level performances are used as the regressor variables to estimate the partial regression coefficients and the rendering performance of different mobile GPUs.

### 3 Experiments and results

In this section, experiments are carried out to demonstrate how the estimation works. Some mobile devices are measured by microbenchmarks to obtain the
low-level performances, which are used as the regressor variables to construct a linear regression model for a specific 3D application and estimate the partial regression coefficients. The rendering performance estimated is compared with the measured practical application performance to validate the estimation method.

Graphics benchmark GFXBench 2.7 T-Rex HD Offscreen (T-Rex) and GFXBench 2.5 Egypt HD Offscreen (Egypt) are used to represent the practical 3D application and evaluate the 3D rendering performance. These two benchmarks use the average frame rate of console-quality gaming content to quantify the 3D rendering performance. Some mobile devices are measured by the benchmarks and microbenchmarks, and the results are shown in Table I. Note that dynamic voltage and frequency scaling (DVFS) is a commonly-used power management technique. We use a tweaking tool named Trickster MOD to set the GPU scaling governor (on-demand or performance), performances measured are approximate, which means that mobile GPU are running at the peak frequency during benchmarking and the results measured are the peak performances.

Table I. Application performances and low-level performances.

| Device       | Mobile GPU | Application performance | Low-level performance |
|--------------|------------|-------------------------|-----------------------|
| Nexus4       | Adreno 320 | 12.8, 32.3              | 26.79, 1350, 57.6     |
| RAZR HD      | Adreno 225 | 4.0, 13.7               | 18.53, 365, 28.8      |
| Sensation    | Adreno 220 | 2.4, 8.2                | 13.75, 189, 19.2      |
| DesireS      | Adreno 205 | 0.9, —*                 | 5.78, 242, 9.6        |
| A31          | SGX544MP2  | 5.2, 17.8               | 27.20, 1093, 21.6     |
| GT-I9260     | SGX544     | 3.2, 12.6               | 16.87, 758, 13.8      |
| Nexus        | SGX540     | 0.9, 5.5                | 5.11, 586, 3.2        |

*: Not supported.

The application frame rates and the low-level performances of these devices are considered as samples, and processed using MATLAB to train the linear regression model. Leave-One-Out Cross-Validation (LOOCV) is used to test the accuracy of the predictive model. A single sample from the original samples is used as the validation data, and the remaining samples are used as the training data. This is repeated such that each sample is used once as the validation data. For each sample, the frame rate of the specific application estimated using the linear regress model is compared with the practical result as shown in Fig. 3. The frame rates estimated substantially match those measured, and the maximum error of the estimation is 1.07 fps for T-Rex and 1.48 fps for Egypt, which is acceptable.
The results from the cross-validation are averaged to produce a single estimation. The average partial regression coefficients are shown in Table II (identified as LOOCV in the Source column). Nexus4 with the mobile GPU running at different frequencies are used as new devices to test the linear regression model, as shown in Fig. 4.

Besides, all the seven samples are used as training data to train the linear regression model, and the partial regression coefficients are also shown in Table II (identified as WHOLE in the Source column). The coefficients are close to the average coefficients produced by the cross-validation. This model

![Fig. 3. LOOCV: graphics benchmarks measured and estimated performances for mobile devices with different mobile GPUs.](image)

![Fig. 4. Graphics benchmarks measured and estimated performances for Nexus4 with the mobile GPU running at different frequencies.](image)

| Application | Source | Triangle Throughput | Texture fillrate | Shaders performance | Intercept |
|-------------|--------|---------------------|------------------|---------------------|-----------|
| T-Rex       | LOOCV  | 0.0018              | 0.0038           | 0.1598              | −1.6580   |
|             | WHOLE  | 0.0026              | 0.0037           | 0.1601              | −1.6616   |
| Egypt       | LOOCV  | 0.1825              | 0.0087           | 0.2903              | −1.2917   |
|             | WHOLE  | 0.1785              | 0.0089           | 0.2918              | −1.3282   |
is also validated by the new devices (Nexus4 with the mobile GPU running at
different frequencies) as shown in Fig. 4. As expected, the two sets of
estimation results are also very close, and both match the practical perform-
ences well, which suggests the estimation method is effective. The linear
regression model trained by all the samples is adopted since the results match
the performances measured a little better. The maximum error of the esti-
mated frame rate is 0.97 fps for T-Rex and 0.93 fps for Egypt. The results are
accurate enough to be acceptable.

From Table I and Table II, we can also find that for Nexus4 improving
the triangle throughput, texture fillrate and shader performance by 1% will
increase the frame rate of T-Rex by 0.01%, 0.40% and 0.73% respectively, and
increase the frame rate of Egypt by 0.23%, 0.47% and 0.45% respectively. This
means that for T-Rex, the bottleneck of the rendering is shader calculation
and texture mapping, and the triangle throughput has little impact on the
performance. While for Egypt, the impact of the triangle throughput cannot
be ignored.

By simulation, the low-level performances of a SoC architecture parameter
setting can be measured in the early design stage, and then the relationship
between SoC architecture parameters and the rendering performance can be
built to help designers make decisions. For example, the rendering perform-
ance increases with the running frequency of the mobile GPU, while the
growth flattens as shown in Fig. 4. Designers can choose the optimized
selectable range of the peak running frequency considering the power con-
sumption.

4 Conclusions

In this paper, a method for estimating the 3D rendering performance of the
SoC in the early design stage is proposed. Considering the composition of the
rendering pipeline, it is feasible to use the low-level performances to estimate
the frame rate of a specific 3D application. The low-level performances could
be obtained in the early design stage, consisting of the triangle throughput,
the texture fillrate and the calculation speed of shaders. A linear regression
models is constructed to relate the practical application rendering perform-
ance to the low-level performances. The rendering performance estimated is
compared with the practical application rendering performance, and the
result shows that the estimation method is accurate and effective, which
could also be used to help architects choose appropriate architecture parame-
ters and make the optimized design decisions.
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