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Abstract
Here we prove a global existence theorem for sufficiently small however fully nonlinear perturbations of a family of background solutions of the ‘\( n + 1 \)’ dimensional vacuum Einstein equations in the presence of a positive cosmological constant \( \Lambda \). The future stability of vacuum solutions in the small data and zero cosmological constant limit has been studied previously for both ‘\( 3 + 1 \)’ and higher dimensional spacetimes. However, with the advent of dark energy driven accelerated expansion of the Universe, it is of fundamental importance in mathematical cosmology to include a positive cosmological constant, the simplest form of the dark energy for the vacuum Einstein equations. Such Einsteinian evolution is here designated as the ‘Einstein-\( \Lambda \)’ flow. We study the background solutions of this ‘Einstein-\( \Lambda \)’ flow in ‘\( n + 1 \)’ dimensional spacetimes in constant mean curvature spatial harmonic gauge, \( n \geq 3 \) and establish both linear and non-linear stability of such solutions. In the cases of number of spatial dimensions being strictly greater than 3, the finite dimensional Einstein moduli spaces form the centre manifolds of the dynamics. A suitable shadow gauge condition [Andersson L and Moncrief V 2011 J. Differ. Geom. 89 1–47] is implemented in order to treat these cases. In addition, the autonomous character of the suitably re-scaled Einstein flow breaks down as a consequence of including \( \Lambda (> 0) \). We construct a Lyapunov functional (controlling a suitable norm of the small data) similar to a wave equation type energy for the non-linear non-autonomous evolution of the data and prove its decay in the direction of cosmological expansion utilizing the structure of the non-autonomous terms and smallness assumption on the data. Our results demonstrate the future stability and geodesic completeness of the perturbed spacetimes, and show that the scale-free geometry converges to an element of the space of constant negative scalar curvature metrics sufficiently close to and containing the Einstein moduli space (a point for \( n = 3 \) and a finite dimensional space for \( n > 3 \), which has
significant consequences for the cosmic topology while restricting to the case of $n = 3$.
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Since the Einstein equations formulated as a Cauchy problem leave the spatial topology of the Universe unrestricted, a natural question arises whether one may constrain the topology through studying the dynamics of the Einsteinian evolution, while also satisfying the cosmological principle. Recent articles [12, 13] unfolded such a possibility i.e., a dynamical mechanism at work within the Einstein flow (both with and without $\Lambda$) which strongly suggests that many closed three-manifolds that do not admit a locally homogeneous and isotropic metric at all (and thus are incompatible with the cosmological principle) will nevertheless evolve under Einsteinian evolution to be asymptotically compatible with the observed, approximate, spatial homogeneity and isotropy of the Universe. Results of these studies, based on the monotonic decay of a weak Lyapunov functional namely the reduced Hamiltonian, suggested that a three-manifold of negative Yamabe type, if it contains parts supporting hyperbolic metrics in its connected sum decomposition, will be volume dominated by these hyperbolic components asymptotically by the Einstein flow (Einstein-$\Lambda$ flow for $\Lambda \neq 0$). On the other hand, if one takes the cosmological principle literally, the so-called FLRW model restricts the choice of global spatial topology of the Universe to a small set consisting of negatively curved hyperbolic space $H^3$, flat Euclidean space $E^3$, positively curved three-sphere $S^3$ with its canonical round metric and its two fold quotient $PR^3 = S^3/Z_2$. However, the astronomical observations that motivate the cosmological principle are necessarily limited to a fraction (possibly small) of the entire Universe and such observations are compatible with spatial metrics being locally but not globally homogeneous and isotropic. Once the restriction on the topology (a global property) is removed, numerous closed manifolds may be constructed as the quotients of $H^3, E^3$, and $S^3$ by discrete, proper, and torsion free subgroups of their respective isometry groups, with each satisfying the local homogeneity and isotropy criteria but no longer being globally homogeneous or isotropic. In order for these topologically rich spatially compact spacetimes to be possible candidates for the cosmological models, it is crucial to study the asymptotic behaviour of the fully nonlinear perturbations of these models. Non-linear stability of these spacetimes clearly opens up the possibility for the Universe to have an exotic spatial topology. In this paper, we study the linear (which acts as a motivation towards studying non-linear stability) and non-linear stability of the spacetimes with spatial part being negative Einstein for the cases of $n \geq 3$ (hyperbolic for $n = 3$). However, we will assume certain smallness condition on the fully nonlinear perturbations.

The family of background solutions (a class of fixed points of the Einstein-$\Lambda$ flow) designated as ‘conformal spacetimes’ (due to the fact that each of these spacetimes admits a timelike conformal Killing field) with the spacetime topology $R \times M$ ($M$ being the spatial manifold) in constant mean curvature spatial harmonic gauge (CMCSH), may be written in the following warped product form

$$\hat{g} = -\frac{n^2}{(\tau^2 - \frac{2n\Lambda}{n-1})^2} \, d\tau \otimes d\tau + \frac{1}{(\tau^2 - \frac{2n\Lambda}{n-1})^2} \gamma_{ij} \, dx^i \otimes dx^j, \quad \text{(1)}$$

where $\gamma$ is an Einstein metric satisfying $R_{ij}(\gamma) = -\frac{n+1}{\tau^2} \gamma_{ij}$ and $\tau \in (-\infty, -\sqrt{\frac{2n\Lambda}{n-1}})$ is the mean extrinsic curvature of $M$ in the globally hyperbolic spacetime on $R \times M$. For the special case
of $n = 3$, the negative Einstein spaces are hyperbolic i.e., the Einstein moduli space reduces to a point. In the limit of $\Lambda = 0$, [6] calls these spacetimes the Lorentz cone space times (these are constructed by taking quotient of the interior of the future light cone in Minkowski space by $SO^+(3, 1)$ in case of $n = 3$). Stability of these ‘3 + 1’ Lorentz cone spacetimes was proven by [14] utilizing the Bel–Robinson energy. In the more general setting of $n > 3$, a finite dimensional space of Einstein metrics provides the ‘centre manifold’ towards which the re-scaled spatial metric is flowing in the limit of infinite cosmological expansion. [6] proved the stability of these background solutions by invoking a so called shadow gauge condition and later utilized a wave equation type of energy for the sufficiently small however fully nonlinear perturbations. This energy acts like a Lyapunov functional for these perturbations (and, in particular vanishes at fixed points), which is defined to control the desired norm of perturbations. In the case of the ‘2 + 1’ Einstein flow on $\mathbb{R} \times \Sigma_{\text{genus}}$ with genus > 1, Teichmüller space plays the role of the Einstein moduli space and special techniques [3,11] were used to study the global existence (by utilizing the properness of the Dirichlet energy functional defined on the Teichmüller space). Recently [8] studied the Lyapunov stability of these background solutions including a positive cosmological constant. However, in order to establish the ‘attractor’ property of certain solutions, it is necessary to prove their asymptotic stability. [1, 13] constructed a reduced phase space as the cotangent bundle of the higher dimensional analogue of the Teichmüller space and obtained the following true Hamiltonian of the dynamics while expressed as a functional of the reduced phase space variables through a conformal technique

$$H_{\text{reduced}} := \frac{2(n-1)}{n} \int_M \frac{\partial \tau}{\tau} \sqrt{\varepsilon}.$$ (2)

They have shown that the reduced Hamiltonian acting as a Lyapunov functional decays along certain solutions of the Einstein equations and achieves its infimum precisely for the background Lorentz cone spacetimes (conformal spacetimes for $\Lambda \neq 0$). Such a property provides a notion of the stability of these background solutions for arbitrarily large perturbations. However, the Lyapunov function only controls the $H^1 \times L^2$ norm of the reduced data and therefore, such a notion of stability is weak. Motivated by these results, we intend to study the stability of these background solutions for sufficiently small fully nonlinear perturbations in the case when a positive cosmological constant is included in the Einstein equations. A subtlety is that the properties of the wave equation type energy exploit the information about the lowest eigenvalue of the Lichnerowicz type Laplacian (acting on the space of symmetric (0,2) tensors on $M$, that is, $\mathcal{S}_0^2(M)$) which enters into the evolution equation.

In this paper, we consider the complete generality of the problem in a framework of sufficiently small however fully nonlinear perturbations of the background solutions. However, the inclusion of a positive cosmological constant introduces several seemingly restrictive features of the field equations. A few examples may be seen as follows. In the CMCSH gauge, the vacuum Einstein equations with $\Lambda = 0$ are non-autonomous due to the fact that the mean extrinsic curvature acting as time explicitly appears in the equations. However, after a suitable re-scaling, the equations can be made to be autonomous. In the presence of a nonzero $\Lambda$, such a property is lost. This is one of the major differences from the case of $\Lambda = 0$. Nevertheless, one may still obtain estimates necessary to prove the decay property of a suitably defined Lyapunov function by introducing a Newtonian like time co-ordinate. In particular, we take the advantage of the structure of the Einstein’s equations. The explicitly time dependent terms appear in the field equation in such a way as to help drive the flow towards a class of fixed points. Roughly speaking, the potentially problematic terms in the expression for the time derivative of the energy either gets cancelled point-wise or are multiplied by asymptotically decaying factor $e^{-T}$ ($T \in (-\infty, \infty)$). Therefore, one needs to keep track of the explicitly time dependent
terms accurately to reach the conclusion of energy decay. This subtlety does not arise in the case of vanishing cosmological constant and one may easily obtain the decay of the suitably defined Lyapunov function by introducing a correction factor (see [6] for detail). In the process of controlling the energy decay, invoking the shadow gauge in order to handle the nontrivial moduli space (such moduli space is assumed to have a smooth structure and be stable) becomes necessary. In the $\Lambda = 0$ case, the scale-free geometry converges to the Einstein structure and therefore the attractors of the Einstein flow is identified to be the Einstein spaces. However, in the presence of $\Lambda > 0$, the scale-free geometry exponentially converges to space of metrics with constant negative scalar curvature sufficiently close to and containing the Einstein structure. In other words, if we start the evolution with an arbitrary metric $g$ sufficiently close to the Einstein moduli space such that the difference is $L^2$ orthogonal to the moduli space then the conformal geometry converges in infinite time to an element of the space of metrics with constant negative scalar curvature sufficiently close to and containing the Einstein structure. On the other hand perturbations tangential to the Einstein moduli space exponentially decays such that the metric converges to another element of the moduli space, that is, tangential perturbations exhibit trivial asymptotic stability. Therefore, the attractor of the Einstein-$\Lambda$ flow is identified to be the space of constant negative scalar curvature metrics lying sufficiently close to and containing the Einstein moduli space. In addition, the only requirement for the asymptotic stability of these spacetimes is the stability of the negative Einstein structure i.e., the non-negativity of the eigen spectrum of the associated Lichnerowicz type Laplacian operator. These are some major differences between the $\Lambda = 0$ and $\Lambda > 0$ cases. The asymptotically stable physical conformal spacetimes are given by the following warp product metric

$$
\hat{g} = -\frac{n^2}{(\tau^2 - \frac{2n\Lambda}{n-1})^2} \, d\tau \otimes d\tau + \frac{1}{(\tau^2 - \frac{2n\Lambda}{n-1})} \gamma_{ij}^{\dagger} \, dx_i \otimes dx_j ,
$$

where $R(\gamma^{\dagger}) = -\frac{4n}{n-1}$. Our strategy would be to perturb the fixed point solutions described by the negative Einstein spaces and employ the shadow gauge to treat the evolution of the perturbations orthogonal and tangential to the Einstein moduli space. Using necessary estimates, we then prove that the spatial metric exponentially converges (in appropriate norm topology) to a point of the space of constant negative scalar curvature metrics sufficiently close to and containing the moduli space. In summary, the structure of the paper is the following. We start with the gauge fixed Einstein-$\Lambda$ equations and state the necessary theorems ensuring local well-posedness of the Cauchy problem. Next, we move on to computing background solutions and study their linear stability. After obtaining a series of estimates utilizing the elliptic equations arising as a result of gauge fixing and imposing the shadow gauge condition, we construct a Lyapunov function for the small data. In the last part, utilizing the obtained estimates, we prove the decay of the constructed energy functional (which vanishes only for the spacetimes of type (1) and remains constant for the spacetimes of type (3)) thereby establishing the stability of the background solutions.

1. Notations and facts

We denote the ‘$n + 1$’ dimensional ($n \geq 3$) spacetime manifold by $\tilde{M}$ with its topology being $\mathbb{R} \times M$, $M$ being the $n$-dimensional spatial slice diffeomorphic to a Cauchy hypersurface. The space of Riemannian metrics on $M$ is denoted by $\mathcal{M}$. $\mathcal{M}_{\frac{n-1}{n-1}}$ is defined as follows

$$
\mathcal{M}_{\frac{n-1}{n-1}} := \left\{ g \in \mathcal{M} | R(g) = -\frac{n-1}{n} \right\} ,
$$
with $R(g)$ being the scalar curvature associated with $g$. $R_{\mu\nu}[g]$ and $\Gamma[g]^{\nu}_{\mu\lambda}$ denote the Riemann curvature and connection coefficients with respect to the metric $g$, respectively. In terms of the function space of fields (metric, second fundamental form etc), we work in the $L^2$ (with respect to a given metric) Sobolev space $W^{k,2}$ for $s > \frac{n}{2} + 2$, also denoted by $H^s$ (our most of most of the analysis holds with $s > \frac{n}{2} + 1$; we only need $s > \frac{n}{2} + 2$ to obtain a sharp decay estimate).

We denote the $L^2$ inner product between two 2-tensors on $\tilde{M}$ with respect to a background metric $\hat{g}$ as

$$\langle u|v \rangle_{L^2} = \int_{\tilde{M}} u_{ij} v^i_{\lambda} g^\lambda \mu_g,$$

and the inner product on derivatives as

$$\langle \nabla[\gamma]u|\nabla[\gamma]v \rangle_{L^2} = \int_{\tilde{M}} \nabla[\gamma]_m u_{ij} \nabla[\gamma]_n v^m g^{mn} \gamma^k \gamma^\beta \mu_g,$$

where $\mu_g$ is the volume form associated with $g \in \mathcal{M}$

$$\mu_g = \sqrt{\det(g_{ij})} dx^1 \wedge dx^2 \wedge \cdots \wedge dx^n.$$

Abusing notation, we use $\mu_g$ to denote both the volume form as well as $\sqrt{\det(g_{ij})}$. The rough Laplacian $\Delta_{g,\gamma}$, acting on a vector bundle (symmetric covariant two-tensors are sections of this bundle) over $(M, g)$ is defined as

$$\Delta_{g,\gamma} h_{ij} := -\frac{1}{\mu_g} \nabla[\gamma]_m (g^{mn} \mu_g \nabla[\gamma]_n h_{ij}).$$

(4)

This rough Laplacian is self-adjoint with respect to the $L^2$ inner product on covariant two-tensors. Using the rough Laplacian, a self-adjoint Lichnerowicz type Laplacian which will be crucial later is defined as follows

$$L_{g,\gamma} h_{ij} := \Delta_{g,\gamma} h_{ij} - 2R[\gamma]_k^i h_{kj}.$$ 

(5)

We may sometimes drop the Sobolev index to simplify the notation. The reader is expected to assume the function space for $(g, k, N, X)$ to be $H^s \times H^{s-1} \times H^{s+1} \times H^{s+1}$ with $s > \frac{n}{2} + 2$. The Laplacian $\Delta_g$ is defined so as to have a non-negative spectrum i.e.,

$$\Delta_g \equiv -g^{ij} \nabla_i \nabla_j.$$ 

(6)

For $a, b \in \mathbb{R}_+$, $a \lesssim b$ is defined to be $a \leq Cb$ for some constant $0 < C < \infty$. The spaces of symmetric covariant two-tensors and vector fields on $M$ are denoted by $S^0(\mathcal{M})$ and $\mathcal{X}(\mathcal{M})$, respectively.

2. Field equations and gauge fixing

The ADM formalism splits the spacetime described by an ‘$n+1$’ dimensional Lorentzian manifold $\tilde{M}$ into $\mathbb{R} \times M$ with each level set $\{t\} \times M$ of the time function $t$ being an orientable $n$-manifold diffeomorphic to a Cauchy hypersurface (assuming the spacetime to be globally hyperbolic) and equipped with a Riemannian metric. Such a split may be implemented by introducing a lapse function $N$ and shift vector field $X$ belonging to suitable function spaces and defined such that

$$\partial_t = N\hat{n} + X$$

(7)
with \( t \) and \( \tilde{n} \) being time and a hypersurface orthogonal future directed timelike unit vector i.e., \( \tilde{g}(\hat{n}, \tilde{n}) = -1 \), respectively. The above splitting puts the spacetime metric \( \tilde{g} \) in local coordinates \( \{ x^a \}_{a = 0} \) into the form
\[
\tilde{g} = -N^2 \, dt \otimes dt + g_{ij}(dx^i + X^i \, dt) \otimes (dx^j + X^j \, dt)
\]
where \( g_{ij} \, dx^i \otimes dx^j \) is the induced Riemannian metric on \( M \). In order to describe the embedding of the Cauchy hypersurface \( M \) into the spacetime \( \tilde{M} \), one needs the information about how the hypersurface is curved in the ambient spacetime. Thus, one needs the second fundamental form \( k \) defined as
\[
k_{ij} = -\frac{1}{2N} (\partial_t g_{ij} - (L_{X} \tilde{g})_{ij}),
\]
the trace of which \((\tau = g^{ij} k_{ij}, g^{ij} \frac{\partial}{\partial t} \otimes \frac{\partial}{\partial t} \equiv g^{-1})\) is the mean extrinsic curvature of \( M \) in \( \tilde{M} \). Here \( L \) denotes the Lie derivative operator. The vacuum Einstein equations with a cosmological constant \( \Lambda \)
\[
R_{\mu\nu}(\tilde{g}) - \frac{1}{2} R(\tilde{g}) \tilde{g}_{\mu\nu} + \Lambda \tilde{g}_{\mu\nu} = 0
\]
may now be expressed as the evolution and Gauss and Codazzi constraint equations of \( g \) and \( k \)
\[
\partial_t g_{ij} = -2N k_{ij} + (L_{X} g)_{ij},
\]
\[
\partial_t k_{ij} = -\nabla_i \nabla_j N + N \left( R_{ij} + \tau k_{ij} - 2k^k g_{kj} - \frac{2\Lambda}{n-1} g_{ij} \right) + (L_{X} k)_{ij},
\]
\[
2\Lambda = R(g) - |k|^2 + (\tau g) \tau^2,
\]
\[
0 = \nabla^i k_{ij} - \nabla_j \tau,
\]
where \( \tau = tr_k k \). A solution to the Einstein evolution and constraint equations is a curve \( t \mapsto (g(t),k(t),N(t),X(t)) \) in \( H^t \times H^{t-1} \times H^{t+1} \times H^{t+1} \) (at least in our case where the local existence theorem holds in this function space) satisfying equations (11)–(14). The spacetime metric \( \tilde{g} \) given in terms of \( (g,N,X) \) by (8) solves the Einstein equation (93) if and only if \( (g,k,N,X) \) solves the evolution and constraint equations (11)–(14). However, the system (11)–(14) is not hyperbolic. We may reduce the system to a canonical hyperbolic evolution equation for \( g \) by fixing gauge. The physical concept of gauge fixing (spatial and temporal) may be described as follows. Let us first consider the spatial gauge. With the spacetime topology of \( R \times M \), one has the freedom to choose the spatial slice as long as it is diffeomorphic to a Cauchy hypersurface. Let \( M \) be a Cauchy hypersurface with an induced metric \( g \) which together with \( (k,N,X) \) satisfies the Einstein evolution and constraint equations (11)–(14). Now let \( \phi (t) \) be an element of the identity component of the diffeomorphism group \( (D_0) \) of \( M \). Then \( (\phi^{-1})^* g, (\phi^{-1})^* k, (\phi^{-1})^* N = N \circ \phi^{-1} \), and \( \phi_* X \) solves the Einstein equations as well, where \( * \), and \( \circ \) denote the pullback and push-forward operations on the cotangent and tangent bundles of \( M \), respectively. This is obvious due to the spatial covariant nature of the evolution and constraint equations. More generally, let the identity component of the diffeomorphism group act on \( M \) by a time dependent element \( \phi_t \). The evolution equation (11) under
the action of $\phi_t$ reads

$$
\partial_t ((\phi_t^{-1})^* g)_{ij} = -2(\phi_t^{-1})^* (Nk)_{ij} + (L_{\phi_t} X (\phi_t^{-1})^* g)_{ij},
$$

$$
((\phi_t^{-1})^* \partial_t g)_{ij} + (\partial_t (\phi_t^{-1})^* g)_{ij} = -2(\phi_t^{-1})^* (Nk)_{ij}
+ \frac{\partial}{\partial s}((\phi_t^{-1} \Psi_s^X (\phi_t^{-1})^* g)_{ij})|_{s=0},
$$

\begin{equation}
((\phi_t^{-1})^* \partial_t g)_{ij} + (\partial_t (\phi_t^{-1})^* g)_{ij} = -2(\phi_t^{-1})^* (Nk)_{ij} + (\phi_t^{-1})^* (L_X g)_{ij},
\end{equation}

$$
(\phi_t^{-1})^* \{ \partial_t g_{ij} = -2Nk_{ij} + (L_{X^{-1}} g)_{ij} \}.
$$

Here $Y$ is the vector field associated with the flow $\phi_t$ and $\Psi_s^X$ is the flow of the shift vector field $X$. A similar calculation for the evolution equation for the second fundamental form shows that if we make a transformation $X \mapsto X + Y$, the Einstein evolution and constraint (due to their natural spatial covariance nature) equations are satisfied by the transformed fields. The choice of spatial hypersurface is fixed by choosing constant mean extrinsic curvature gauge. Constant mean extrinsic curvature gauge defines a time function and therefore it is the temporal gauge choice. We briefly describe the gauge fixing below starting with spatial harmonic gauge. Let $\phi : (M, g) \rightarrow (M, \gamma)$ be a harmonic map. Clearly it satisfies the Euler–Lagrange equations arising from criticality of the associated Dirichlet energy $\frac{1}{2} \int_M g^{i\ell} \frac{\partial \phi^k}{\partial x^i} \frac{\partial \phi^\ell}{\partial x^k} \mu_\gamma$ i.e.,

$$
g^{ij} \left( \frac{\partial^2 \phi^k}{\partial x^i \partial x^j} - \Gamma^k_{i\ell \gamma} \frac{\partial \phi^\ell}{\partial x^j} + \Gamma^k_{j\ell \gamma} \frac{\partial \phi^\ell}{\partial x^i} \frac{\partial \phi^j}{\partial x^\ell} \right) = 0.
$$

(16)

Now, we fix the gauge by imposing the condition that $\phi = id$, which leads to the following equation

$$
-g^{ij} \left( \Gamma^k_{i\ell \gamma} - \bar{\Gamma}^k_{i\ell \gamma} \right) = 0.
$$

(17)

where $\bar{\Gamma}^k_{i\ell \gamma}$ is the connection with respect to some arbitrary background Riemannian metric $\gamma$. Choice of this spatial harmonic gauge yields an elliptic equation for the shift vector field $X$ after time differentiating equation (17). The spatial harmonic slice is chosen to have uniform mean extrinsic curvature i.e.,

$$
\partial_t \tau = 0,
$$

(18)

and thus $\tau$ may play the role of time i.e.,

$$
t = \text{monotonic function of } \tau,
$$

(19)

and in this case, we choose $t = \tau$. Choice of the constant mean extrinsic curvature gauge (CMC) yields an elliptic equation for the lapse $N$. Note that we do not have evolution equations for the lapse and shift. However, they are constrained by the elliptic equations obtained through gauge fixing which together with the evolution equations for $g$ and $k$ comprises the full ‘Einstein-A’ system

$$
\partial_t g_{ij} = -2Nk_{ij} + (L_X g)_{ij},
$$

(20)
\[ \partial_t k_{ij} = -\nabla_i \nabla_j N + N (R_{ij} + \tau k_{ij} - 2k^l k_{lj} - \frac{2\Lambda}{n-1} g_{ij} - \alpha_{ij}) + (L_x k)_{ij}, \]

(21)

\[ \frac{\partial \tau}{\partial t} = \Delta_x N + (k_j k^j - \frac{2\Lambda}{n-1}) N, \]

(22)

\[ \Delta_x X^i - R^i_j X^j + L_x V^i = (\nabla^i N) \tau - 2 \nabla^i N k^j + (2Nk^j - 2\nabla^j X^k) \times (\Gamma^l_{[g]} k^j_{lj} - \hat{\Gamma}^l_{[\gamma]} k^j_{lj}), \]

(23)

where \( \alpha_{ij} = \frac{1}{2}(\nabla_i V_j + \nabla_j V_i) \) and \( -V^i \) is the tension field defined as

\[ V^i = g^k_j (\Gamma^l_{[g]} k^j_{lk} - \hat{\Gamma}^l_{[\gamma]} k^j_{lk}). \]

(24)

In addition, we also have the constraints

\[ 2\Lambda = R(g) - |k|^2_g + (tr_k)^2, \]

(25)

\[ 0 = \nabla^j k_{ij}, \]

(26)

which are conserved throughout the term of evolution as a consequence of the Bianchi identity. \( V^i = 0 \) essentially corresponds to the spatial harmonic gauge. This Cauchy problem with constant mean extrinsic curvature and spatially harmonic gauge is referred to as ‘CMCSH Cauchy’ problem.

2.1. Local well-posedness and gauge conservation

[5] proved a well-posedness theorem for the Cauchy problem for a family of elliptic–hyperbolic systems that included the ‘n + 1’ dimensional vacuum Einstein equations in CMCSH gauge. [13] sketched how to apply the theorem of [5] to a gauge fixed system of ‘Einstein-\( \Lambda \)’ field equations. Since the ‘Einstein-\( \Lambda \)’ field equations only differ from the vacuum equations by the addition of some rather innocuous linear terms, most of the technicalities of this extended application of their theorem are straightforward to verify. There are however a couple of subtle points involving the elliptic equations for the lapse function and the shift vector field. Firstly, inclusion of \( \Lambda > 0 \) seemingly creates an obstruction to achieving a trivial kernel for the lapse equation (22). However, note that we are primarily interested in negative Yamabe manifolds (see [12, 13] for the relevant definitions) and therefore the scalar curvature \( R(g) \) can never be positive everywhere on \( M \) yielding the following range of allowed mean extrinsic curvature (for cosmologically expanding solutions) by virtue of the Hamiltonian constraint

\[ -\infty < \tau < -\sqrt{\frac{2n\Lambda}{n-1}}. \]

(27)

This condition indeed guarantees a unique positive solution of the lapse equation (22). Secondly, allowing for the time dependent behaviour of the background metric (a negative Einstein metric in our case) introduces the extra term \( \sim -g^{jk} \partial_i \hat{\Gamma}^l_{[\gamma]} k^j_{lk} \) in the elliptic equation for the shift vector field. However, our primary concern is the small perturbations about the background and the term \( \sim -g^{jk} \partial_i \hat{\Gamma}^l_{[\gamma]} k^j_{lk} \) acts as small perturbation (see lemmas 3 and 4 for the relevant estimates). Therefore, the extra term in the shift equation due to time dependence of the background spatial metric does not affect the existence and uniqueness results. In a sense, these previous studies together complete the desired local well-posedness for the ‘Einstein-\( \Lambda \)’ system. For this reason we shall mostly refer the reader to the relevant sections of [5, 6], and [13] rather than reiterate the detailed arguments herein. The most important point to note is that
the local existence theorem provides the time of existence in terms of the size of the initial data. Therefore, in the global existence argument, if the appropriate norm of the perturbation is bounded, one may immediately use the local existence to obtain the desired result.

In addition to proving the local well-posedness of the ‘Einstein-Λ’ quasi hyperbolic evolution equations, we also need to ensure the conservation of gauges and constraints i.e., whenever \((g, k, N, X)\) solve the ‘Einstein-Λ’ equations (20)–(23), the following entities, if vanishing initially, are zero along the solution curve

\[
A = \tau - t, \\
V^i = g^{jk}(\Gamma^k_{ij} - \tilde{\Gamma}^k_{ij}), \\
F = R(g) + \tau^2 - |k|^2 - \nabla_i V^i - 2\Lambda, \\
D_i = \nabla_i \tau - 2\nabla_k k_{bi}.
\]

One may show by direct calculation using the modified evolution equations (20) and (21) that the set of constraint and gauge entities \((A, V^i, F, D_i)\) satisfy exactly the same induced evolution equations as those given in equations (4.4a)–(4.4d) in [5]. Thus the energy argument in section 4 of this reference goes through unchanged and shows that if \((A, F, V^i, D_i) = 0\) for the initial data \((g(t_0), k(t_0))\), then \((A, F, V^i, D_i) \equiv 0\) along the solution curve \((g(t), k(t), N(t), X(t))\). This completes the analysis of the desired local well-posedness and gauge conservation criteria.

3. Re-scaled equations

In this section, we convert the evolution and constraint equations to scale free equations after rescaling the dimensionful entities by suitable powers of the conformal factor \(\phi^2 = \tau^2 - \frac{2n\Lambda}{n-1}\) (which is strictly positive according to the condition (27)). Before rescaling, we observe that the solution of the momentum constraint

\[
\nabla^i k_{ij} = 0,
\]

may be written as

\[
k = K_{TT}^T + \frac{\tau}{n} g,
\]

where \(K_{TT}^T\) is transverse-traceless with respect to \(g\). We will obtain equations in terms of \(K_{TT}^T\). We denote the dimensional entities by a ˜ sign, while dimensionless entities are written simply without ˜ sign for convenience. The re-scaled entities are given as follows

\[
\tilde{g}_{ij} = \frac{1}{\phi^n} g_{ij}, \quad \tilde{N} = \frac{1}{\phi^n} N, \quad \tilde{X}^i = \frac{1}{\phi^n} X^i, \quad \tilde{K}_{ij} = \frac{1}{\phi^n} K_{ij}^T,
\]

where \(\phi = -\sqrt{\tau^2 - \frac{2n\Lambda}{n-1}}\) such that \(\phi > 0\). In CMCSH gauge, the re-scaled evolution and constraint equations may be written as

\[
\partial_T \tau = \frac{\phi^2}{\tau},
\]

\[
\partial_T g_{ij} = \frac{2\phi^2}{\tau} N K_{ij}^T - 2 \left(1 - \frac{N}{n}\right) g_{ij} - \frac{\phi^2}{\tau} (L_X g)_{ij},
\]

9
shift vectorfield maybe expressed as follows

\[ CMCSH \text{ gauge} \]

3.1. Background solutions: conformal spacetimes

The fixed point solutions are computed as the solutions of the following set of equations in CMCSH gauge i.e., by setting \( V' = 0 \) and taking \( \tau = \) a monotonic function of \( t \) (\( t = \tau \) in this case)

\[
\begin{align*}
\partial_t K_{ij}^{TT} &= -(n-1)K_{ij}^{TT} - \frac{\phi(\tau)}{\tau} \left( R_{ij} + \frac{n-1}{n^2} g_{ij} - \alpha_{ij} \right) \\
&\quad + \frac{\phi(\tau)}{\tau} \nabla_i \nabla_j N + \frac{2\phi(\tau)}{\tau} NK_{im}^{TT} K_{mj}^{TT} - \frac{\phi(\tau)}{n\tau} \left( \frac{N}{n} - 1 \right) g_{ij} \\
&\quad - (n-2) \left( \frac{N}{n} - 1 \right) K_{ij}^{TT} - \frac{\phi(\tau)}{\tau} (L_{X} K_{ij}^{TT}), \\
R + \frac{n-1}{n} - |K^{TT}|^2 &= 0, \\
\nabla_j K_{ij}^{TT} &= 0.
\end{align*}
\]

Here the new time coordinate is defined as

\[ \partial_t = -\frac{\phi^2}{\tau} \partial_t, \]

which may be integrated explicitly to yield

\[
\phi(\tau) = -e^{-T},
\]

\[
\tau = -\sqrt{\frac{2T + 2n\Lambda}{n-1}}
\]

with \( T \) being Newtonian like i.e., \(-\infty < T < \infty\). Note an important fact that \( 0 < \frac{\phi(\tau)}{\tau} < 1 \) and \( \frac{\phi(\tau)}{\tau} \approx \frac{n-1}{2n\Lambda} e^{-T} \) as \( T \to \infty \). The re-scaled elliptic equations for the lapse function and the shift vector field may be expressed as follows

\[
\begin{align*}
\Delta g + \left( |K^{TT}|^2 + \frac{1}{n} \right) N &= 1, \\
\frac{\phi(\tau)}{\tau} \left( \Delta g X^i - R^i X^j + L_{X} V^i \right) &= \frac{\phi(\tau)}{\tau} \left( 2NK^{TT} - 2\nabla_i X^j \left( \Gamma^i_{g^i} - \Gamma^i_{g^j} \right) \right) \\
&\quad - (2-n)\nabla_i \left( \frac{N}{n} - 1 \right) - \frac{2\phi(\tau)}{\tau} \nabla j N K_{ij}^{TT} + g^{jk} \partial_t \Gamma^i_{g^j}.\n\end{align*}
\]

3.1. Background solutions: conformal spacetimes

The fixed point solutions are computed as the solutions of the following set of equations in CMCSH gauge i.e., by setting \( V' = 0 \) and taking \( \tau = \) a monotonic function of \( t \) (\( t = \tau \) in this case)
\[ 1 = \Delta g N + \left( |K_{TT}|^2 + \frac{1}{n} \right) N, \tag{46} \]

\[ \frac{\phi(\tau)}{\tau} (\Delta g X^i - R^i X^j) = \frac{\phi(\tau)}{\tau} (2N K_{TT} - 2\nabla^i X^j)(\Gamma^i_{jk} - \Gamma^i_{jk}^\gamma) \]

\[ \quad - (2 - n)\nabla^i \left( \frac{N}{n} - 1 \right) - \frac{2\phi(\tau)}{\tau} \nabla^i NK_{Tj} \]

\[ + g^{jk} \partial_j \Gamma^i_{jk}. \tag{47} \]

Contracting equation (44) with \( K_{TT} \), using the momentum constraint \( \nabla_j K_{Tij} = 0 \), and integrating over \( M \), we obtain

\[ \int_M \frac{2\phi(\tau)}{\tau} N |K_{TT}|^2 \mu_g = 0. \tag{48} \]

Standard maximum principle arguments for the elliptic equation (43), yield estimates for the re-scaled lapse

\[ 0 < \frac{1}{\sup(|K_{TT}|^2) + \frac{1}{n}} \leq N \leq n \tag{49} \]

which, together with equation (48) implies

\[ K_{TT} \equiv 0 \tag{50} \]

on \( M \). From the lapse equation (43), we immediately obtain

\[ N = n \tag{51} \]

on \( M \). Substituting equations (50) and (51) into equation (44) leads to

\[ L_X g_{|K_{TT}=0} = 0, \tag{52} \]

which implies that the shift vector field is a generator of the isometry group of \( M \). After substituting the available variables into the fixed point equation of the transverse traceless second fundamental form (45), we obtain the re-scaled metric to be a negative Einstein metric

\[ R_{ij}(g) = -\frac{n-1}{n^2} g_{ij}. \tag{53} \]

Now, the isometry group of compact manifold \( M \) with negative Ricci curvature is discrete. Therefore, the existing Killing fields are only trivial i.e., \( X = 0 \). A sketch of the proof is as follows. The divergence of the Killing equation along with commutation of covariant derivative yields

\[ -\Delta g X^i + R^i X^j + \nabla^i \nabla_j X^j = 0. \tag{54} \]

The trace of the Killing equation provides \( \nabla_i X^i = 0 \) and therefore, after multiplying both sides of equation (54) with \( X_i \) and integrating over \( M \), the following expression is obtained

\[ \int_M [\nabla_i X_i \nabla^i X^j + \frac{n-1}{n^2} g_{ij} X^i X^j] \mu_g = 0. \tag{55} \]
which implies
\[ X \equiv 0 \quad (56) \]
everywhere on \( M \). One observes that the unknowns obtained from the momentun constraint and the dynamical equations satisfy the Hamiltonian constraint. Therefore, we have proved the following theorem.

**Theorem 1.** Let \( \mathbf{M} \) be a closed (compact without boundary) connected orientable \( n \)-manifold, \( n \geq 3 \), of negative Yamabe type. Then the fixed point solutions of the re-scaled ‘Einstein-\( \Lambda \)’ flow (44)–(47) on \( (T_-, T_+) \times M \), \( -\infty \leq T_- < T_+ \leq \infty \), have the Cauchy data \( (g, K_{TT}, N, X) = (g_0, K_{TT}^0, N_0, X_0) \) which satisfy the following equations:

\[ R_{ij}(g_0) = -\frac{n-1}{n^2} g_{ij}, \quad K_{TT} = 0, \quad N_0 = \frac{n}{\tau^2 - \frac{2n\Lambda}{n-1}}, \quad X_0 = 0. \quad (57) \]

For convenience, we may replace \( g_0 \) by \( \gamma \) with \n\]
\[ \tilde{g}_{ij} = \sqrt{\frac{1}{g_0}} g_{ij} = \frac{1}{\tau^2 - \frac{2n\Lambda}{n-1}} \gamma_{ij}, \quad (58) \]
\[ \tilde{K} = \frac{N}{\tau^2 - \frac{2n\Lambda}{n-1}} = \frac{n}{\tau^2 - \frac{2n\Lambda}{n-1}}, \quad (59) \]
\[ \tilde{X}^i = \frac{X_i}{\sqrt{\tau^2 - \frac{2n\Lambda}{n-1}}} = 0. \quad (60) \]

If \( \mathbf{M} \) admits an Einstein metric \( \gamma \), then the corresponding re-scaled variables \( \gamma, 0, n, 0 \) provide constant mean extrinsic curvature Cauchy data \( (\gamma, K, N, X) \) through equations (50)–(53) for a vacuum spacetime with a positive cosmological constant on \( (-\infty, -\sqrt{\frac{2n\Lambda}{n-1}}) \times \mathbf{M} \), locally expressible as

\[ ds^2 = -\frac{n^2}{(\tau^2 - \frac{2n\Lambda}{n-1})^2} d\tau^2 + \frac{1}{(\tau^2 - \frac{2n\Lambda}{n-1})^2} \gamma_{ij} \, dx^i \, dx^j. \quad (61) \]

This so called ‘trivial’ evolution exists for \( n = 3 \) if and only if the spatial manifold \( \mathbf{M} \) is hyperbolizable (by the Mostow rigidity theorem). For \( n > 3 \), the existence of a negative Einstein space is sufficient to guarantee the existence of this Cauchy data. This is the isolated fixed point for \( n = 3 \) and is in general non-isolated (by virtue of non-trivial Einstein moduli spaces) for \( n > 3 \). The spacetime (61) admits a globally defined time-like conformal Killing field \( Y = \sqrt{\tau^2 - \frac{2n\Lambda}{n-1}} \partial_\tau \), i.e.,

\[ L_Y g^{n+1} = -\frac{2\tau}{\sqrt{\tau^2 - \frac{2n\Lambda}{n-1}}} g^{n+1}. \quad (62) \]

We therefore designate these spacetimes as ‘conformal spacetimes’. A summary of the results obtained so far yields the following theorem.

**Theorem 2.** Let \( \mathbf{M} \) be a closed connected oriented \( n \)-manifold of negative Yamabe type. The fixed points of the non-autonomous re-scaled ‘Einstein-\( \Lambda \)’ evolution and constraint equations
on \((-\infty, -\sqrt{\frac{2a\Lambda}{n-1}}) \times M\) with the gauge condition \(t = \tau\) and spatial harmonic slice gauge condition are the ‘trivial’ spacetimes given by (61). Such spacetimes admit \(Y = \sqrt{\tau^2 - \frac{2a\Lambda}{n-1}\partial\tau}\) as a globally defined time-like conformal Killing vector field.

A second class of solutions of the re-scaled equations lying sufficiently close to and containing the one described by the negative Einstein metrics will be of particular importance to us. These solutions are described by

\[
R(g) = -\frac{n-1}{n}, \quad X = 0, \quad N = 0, \quad K^{TT} = 0
\]  

provided that \(\|y - \gamma\|Y < \epsilon, \gamma \in \text{Ein} \left(\frac{Y}{\gamma^s}\right), s > \frac{\sigma}{2} + 2\) and \(\epsilon \ll \|y\|Y\). Small calculation similar to the previous case together with lemma 5 shows that the space described by the set \(\{R(g) = -\frac{n-1}{n}, \quad X = 0, \quad N = 0, \quad K^{TT} = 0\}\) satisfies the scale-free Einstein’s equations (35)–(39) in CMCSH gauge in the limit \(\frac{Y}{y} \to 0\). Clearly the centre manifold described by the negative Einstein spaces in theorem 1 is a subset of the solutions \(\{R(g) = -\frac{n-1}{n}, \quad X = 0, \quad N = 0, \quad K^{TT} = 0\}\) since \(\text{Ein} \left(\frac{Y}{y}\right) \subset \mathcal{M}_{\frac{Y}{y}}\). We will designate the space of solutions \(\{R(g) = -\frac{n-1}{n}\}\) lying sufficiently close to the Einstein structure with metric \(g\) satisfying the spatial harmonic gauge condition the ‘extended centre manifold’ and denote it by \(\mathcal{M}^e_{\frac{Y}{y}} \cap S\) (the reason for such a notation will be clear in section 4.1). Our intention is to prove that this extended centre manifold is indeed the attractor of the Einstein-\(\Lambda\) flow.

3.2. Linear stability of the conformal spacetimes

[13] constructed the following reduced Hamiltonian (while expressed as a functional of the reduced phase space variables)

\[
H_{\text{reduced}} = \frac{2(n-1)}{n} \int_M \partial_T t \mu_g > 0
\]

of the dynamics which was shown to decay monotonically along the solution curves and achieve its infimum precisely for the conformal spacetimes described by equation (61). Such a reduced Hamiltonian plays the role of a weak Lyapunov function of the reduced dynamics, which indicates that these background solutions may be stable against perturbations. Motivated by this notion we conduct a linear stability analysis of the re-scaled equations about the background solutions. Let the perturbation be \((h_{ij} = \delta g_{ij}, \delta K_{ij}^{TT} = K_{ij}^{TT}, \delta N, \delta X)^t\). However, \(\delta N\) and \(\delta X^t\) satisfy elliptic equations from which we prove that they vanish if the background metric is negative Einstein (which is the case here). We state and prove the following lemma regarding the vanishing of the perturbations to the lapse function and the shift vector field.

**Lemma 1.** Let \(M\) be a closed connected oriented \(n\)-manifold of negative Yamabe type. The fixed points of the non-autonomous re-scaled ‘Einstein-\(\Lambda\’) evolution and constraint equations on \((-\infty, -\sqrt{\frac{2a\Lambda}{n-1}}) \times M\) with the gauge condition \(t = \tau\) and spatial harmonic slice gauge condition are the ‘trivial’ spacetimes given by (61). Let the perturbations about these background solutions be \((h_{ij}, \partial_T \delta \pi^0, \delta N, \delta X)^t\). Then \(\delta N \equiv 0\) and \(\delta X^t \equiv 0\) everywhere on \(M\).

**Proof.** Perturbation of the lapse equation leads to

\[
\Delta_t \delta N + \frac{1}{n} \delta N = 0.
\]  

(65)
Application of the standard maximum principle immediately yields $\delta N \equiv 0$ everywhere on $M$, which completes the proof of the first part. Perturbation of the shift equation yields

$$\Delta \delta X_i - R[\gamma]_{ij} \delta X^j = 0. \quad (66)$$

Now, multiplying both sides with $\delta X^i$ and integrating over closed $M$, we obtain

$$\int_M (\delta X^i \Delta \delta X_i - \delta X^i R[\gamma]_{ij} \delta X^j) \mu_{\gamma} = 0, \quad (67)$$

$$\int_M (\nabla^i \nabla^j \delta X_i \delta X_j - R[\gamma]_{ij} \delta X^i \delta X^j) \mu_{\gamma} = 0. \quad (68)$$

Substituting $R_{ij}[\gamma] = -\frac{n-1}{n^2} \gamma_{ij}$ yields

$$\int_M (\nabla^i \nabla^j \delta X_i \delta X_j + \frac{n-1}{n^2} g_{ij} \delta X^i \delta X^j) \mu_{\gamma} = 0, \quad (69)$$

which implies $\delta X^i \equiv 0$ everywhere on $M$, completing the second part of the proof. With the results $\delta N = 0 = \delta X^i$, the spacetime perturbations (at the linear level) reduce to $(h_{ij}, K_{ij}^{TT}, 0, 0)$.

In the next lemma, we prove that using the constraint and gauges, the perturbations $h_{ij}$ to the spatial metric may be reduced to pure transverse-traceless form with respect to the background metric.

**Lemma 2.** Let the perturbations describing the dynamics be $(h_{ij}, K_{ij}^{TT})$. Full-filling the Hamiltonian constraint by the perturbed data $(g_{ij} = \gamma_{ij} + h_{ij}, K_{ij}^{TT} = 0 + K_{ij}^{TT})$ through the constant mean extrinsic curvature spatial harmonic gauge implies the transverse-traceless property of the metric perturbations.

**Proof.** Variation of Hamiltonian constraint (38) reads

$$DR \cdot h = 0, \quad (70)$$

which upon using the expression of the Frechet derivative of $R$ yields

$$\Delta \text{tr} r_{ij} h + \nabla^i \nabla^j h_{ij} - R[\gamma]_{ij} h^{ij} = 0. \quad (71)$$

Following the Hodge-like decomposition, we may write the symmetric two-tensor $h_{ij}$ as

$$h_{ij} = h_{ij}^{TT} + f \gamma_{ij} + (L_W \gamma)_{ij}, \quad (72)$$

where $h_{ij}^{TT}$ is a symmetric transverse-traceless (w.r.t. the background metric $\gamma_{ij}$) two tensor and $f$ and $W$ are a function and vector field lying in suitable function spaces. Upon substituting decomposition (72) into the variation of the Hamiltonian constraint and noticing $\Delta \text{tr} r_{ij} (L_W \gamma) + \nabla^i \nabla^j (L_W \gamma)_{ij} - R[\gamma]_{ij} (L_W \gamma)^{ij} \equiv 0$ one arrives at

$$3\Delta f + \gamma^{ij} \nabla_i \nabla^j f - R[\gamma] f = 0,$$

$$2\Delta f - R[\gamma] f = 0, \quad (73)$$

where $R[\gamma] = -\frac{n-1}{n^2}$. Noting that the operator $(2\Delta + \frac{n-1}{n})$ is invertible on compact $M$, we immediately obtain

$$f \equiv 0 \quad (74)$$
throughout $M$. The vector field $W$ may be obtained in terms of $f$ through the following elliptic equation, which follows from the variation of the spatial harmonic gauge condition (i.e., variation of the tension field). At the linear level, the gauge condition \( id : (M, \gamma + h) \rightarrow (M, \gamma) \) is harmonic’ yields

\[
\gamma^{jk} (\Gamma^i_{[\gamma + h]} - \Gamma^i_{[\gamma]i}) = 0 
\]

(75)

\[
2\nabla^i h^j - \nabla^i tr, h = 0 
\]

\[
- \nabla^i f - 2\Delta, W^i + 2R[\gamma]_i W^j = 0 
\]

\[
\Delta, W^i - R[\gamma]_i W^j = - \frac{1}{2} \nabla^i f . 
\]

(76)

Now substituting $f = 0$ and $R[\gamma]_i = - \frac{n - 1}{n} \gamma_{ij}$ yields

\[
\Delta, W^i + \frac{n - 1}{n^2} W^i = 0. 
\]

(77)

Again, invertibility of the operator \( (\Delta, + \frac{n - 1}{n} \tau) \) in compact $M$ implies $W \equiv 0$ throughout $M$. Therefore, $h_{ij} = h_{ij}^{TT}$, which concludes the proof.

Following the previous lemma, we need only consider the perturbations of the transverse-traceless type and no information is lost doing so. We will denote $h_{ij}^{TT}$ simply by $h_{ij}$ if there is no confusion. Now the linearized equations of motion around the backgroundsolution take the following forms

\[
\partial_T h_{ij} = \frac{2n\phi(\tau)}{\tau} K_{ij}^{TT},
\]

(78)

\[
\partial_T K_{ij}^{TT} = -(n - 1) K_{ij}^{TT} - \frac{n\phi(\tau)}{\tau} \left( \delta R_{ij} + \frac{n - 1}{n^2} h_{ij} \right),
\]

(79)

where we have dropped $\delta \Gamma$ and $\delta X^i$ following lemma 1. We may now obtain the wave equation for the metric perturbation as follows. Using the perturbation to the Ricci tensor

\[
\delta R_{ij} = \frac{1}{2} \left[ - \frac{2(n - 1)}{n^2} h_{ij} + (R[\gamma]_{ikjm} + R[\gamma]_{kjim})h_{km} - \nabla[\gamma]_m \nabla[\gamma]_n h_{ij} \right] 
\]

(80)

along with $\gamma^{ij} h_{ij} = 0$, $\nabla[\gamma]_m h_{ml} = 0$, and $h^{ij} = \gamma^{ik} \gamma^{jl} h_{kl} \neq \delta g^{ij}$, the wave equation for the metric perturbation takes the form

\[
\frac{\partial^2 h_{ij}}{\partial T^2} + \left[ (n - 1) + \frac{2n\Lambda}{(n - 1)^2} \right] \frac{\partial h_{ij}}{\partial T} 
\]

\[
+ \frac{\partial^3 (T^2)}{\partial T^3} n^2 (\Delta, h_{ij} + (R[\gamma]_{ikjm} + R[\gamma]_{kjim})h_{km}) = 0. 
\]

(81)

Let the Laplacian be defined as $\Delta, = - \nabla[\gamma]_i \nabla[\gamma]_j$. Utilizing the eigenvalue equation of the linear differential operator on the right-hand side of the previous equation i.e.,

\[
\Delta, h_{ij} + (R[\gamma]_{ikjm} + R[\gamma]_{kjim})h_{km} = \lambda h_{ij},
\]

(82)
the wave equations for the transverse-traceless metric perturbations reduce to the following set of ordinary differential equations

\[ \frac{\partial^2 h_{ij}}{\partial T^2} + \left( n - 1 \right) + \frac{2n\Lambda}{(n-1)\tau^2} \frac{\partial h_{ij}}{\partial T} + \frac{\phi^2(T)}{\tau^3(T)} n^2 h_{ij} = 0. \]  

(83)

Here, we assume that the negative Einstein spaces are stable, that is, \( \lambda \geq 0 \). No example of an unstable, compact, negative Einstein space is known \( [6] \). Therefore we will assume \( \lambda \geq 0 \). This leads to the result of \( [1] \) in the limit of \( \Lambda = 0 \). The time coordinate \( T \) satisfies the following from equation (40)

\[ -\frac{\phi^2}{\tau} \frac{\partial}{\partial \tau} = \frac{\partial}{\partial T}, \]  

(84)

which yields the range of \( T \) as \( (-\infty, \infty) \) for \( \tau \in (-\infty, -\sqrt{\frac{2n\Lambda}{n-1}}) \). Note that for \( h \) in the kernel of the differential operator i.e., for \( -\Delta, h_{ij} - (R[\gamma]_{ij} m + R[\gamma]_{jk} m) h_{km} = 0 \), (i.e., \( \lambda = 0 \)) the equation reduces trivially to

\[ \frac{\partial^2 h_{ij}}{\partial T^2} + \left( n - 1 \right) + \frac{2n\Lambda}{(n-1)\tau^2} \frac{\partial h_{ij}}{\partial T} = 0, \]  

(85)

which yields asymptotic stability following the fact that the damping coefficient is strictly positive. Asymptotic stability of perturbations lying in the space orthogonal to the kernel of \( L \) may be shown by explicitly constructing a Lyapunov function and deriving its monotonic decay property in the time future direction. Let us convert the second order equation (83) to a system of first order equations by substituting \( h_{ij} = u \) and \( \frac{\partial h_{ij}}{\partial T} = v \)

\[ \partial_T u = \frac{\phi}{\tau} v, \]  

(86)

\[ \partial_T v = -(n - 1)v - \frac{\phi(\tau)}{\tau} n^2 \lambda u, \]  

(87)

Let the Lyapunov function be defined as

\[ E = \frac{1}{2} v^2 + \frac{1}{2} n^2 \lambda u^2, \]  

(88)

the time derivative of which reads

\[ \frac{dE}{dT} = -(n - 1)v^2 < 0 \]  

(89)

i.e., energy decays monotonically and \( \frac{dE}{dT} = 0 \) only when \( v \equiv 0 \). The equations (86) and (87) together with the decay of the Lyapunov function yield \( \partial_T u \lesssim e^{-2T}, v \lesssim e^{-T} \) as \( T \to \infty \) and therefore \( u \) remains bounded and limits to \( u^* < \infty \). The asymptotic solution is as follows

\[ |u - u^*| \lesssim e^{-2T}, \]  

(90)

\[ |v| \lesssim e^{-T}. \]  

(91)

We may prove the future completeness of these perturbed spacetimes at the linear level as follows.

In order to establish the future completeness of the spacetime, we need to show that the length of a timelike geodesic goes to infinity. For a family (homotopy class) of rectifiable
timelike curves \( c : [a, b] \rightarrow \mathbb{R} \times M \), the length of its geodesic representative is computed as follows
\[
\sup_c \int_a^b \sqrt{\langle \dot{\tilde{g}}(\dot{c}, \dot{c}) \rangle} \, dt = d_{\tilde{g}}(a, b) = l_{\tilde{g}}(C),
\]
where \( C \) is the geodesic representative of the family \( c \) and \( \tilde{g} \) is the spacetime metric. Note that the problem arises due to the fact that these family of curves are not necessarily uniformly timelike. Here we will use a theorem proved in [15], which serves as sufficient condition for the geodesic completeness. Such condition is satisfied in this particular case and therefore future completeness holds.

**Theorem.** [15]. Sufficient conditions for future timelike and null geodesic completeness of a regularly sliced spacetime are that

(a) \( |\nabla N|_g \) is bounded by a function of \( t \) which is integrable on \([a, \infty)\)

(b) \( |K|_g \) is bounded by a function of \( t \) which is integrable on \([a, \infty)\) for some \( a < \infty \). Note that both of these conditions are trivially satisfied in our case of linearized perturbations. We will obtain a separate proof of future completeness in the fully nonlinear case.

**Theorem 3.** Let \( M \) be a closed connected oriented \( n \)-manifold of negative Yamabe type. The background solutions \((61)\) of the Einstein-\( \Lambda \) evolution and constraint equations on \((-\infty, -\sqrt{\frac{2n\Lambda}{n-1}}) \times M\) with the gauge condition \( t = \tau \) and spatial harmonic slice gauge condition are stable and future complete against linear perturbations.

### 4. Fully nonlinear perturbations

Theorem 3 provides us with a notion of stability of the background solutions. However, it leaves out the fully non-linear evolution of the small perturbations. The reduced Hamiltonian described in equation \((64)\) is always at hand and may be used to study fully non-linear and arbitrarily large perturbations. But, it seems to control only the \( H^1 \times L^2 \) norm of the reduced phase space data (see [1, 13] for a definition of reduced phase space). However, following the local existence theorem developed here, we need to control the \( H^s \times H^{s-1} \) norm with \( s > \frac{n}{2} + 2, n \geq 3 \). Therefore we construct a Lyapunov function of the dynamics which indeed controls the required Sobolev norm \( L^2 \) norm of the \( s > \frac{n}{2} + 2 \) spatial derivatives of the fully non-linear small perturbations. We show that it decays along the solution curve if we start sufficiently close to the background spacetime. In addition, as mentioned previously, finite dimensionality of the Einstein moduli space in the case of higher dimensions \( (n > 3) \) has to be addressed carefully in order to show the attractor property of the centre manifold. However, before doing so, a few important geometric notions are to be discussed which have substantial impact on the stability analysis in the case of the spatial dimension \( n > 3 \).

#### 4.1. Deformation space

Here we provide a brief description of the deformation space of the Einstein structure necessary for the nonlinear analysis. Details can be found in several studies [4, 6]. The background solutions of the Einstein-\( \Lambda \) flow in CMCSH gauge are the conformal spacetimes as described in the previous section. The spatial metric component of these conformal spacetimes is a negative Einstein metric i.e., the spatial metric satisfies

\[
R_{ij}(\gamma) = -\frac{n-1}{n^2} \gamma_{ij}.
\]
Let us denote the space of metrics satisfying equation (93) by $Ein_{\frac{n-1}{n^2}}$ and consider the following map

$$F : \mathcal{M} \rightarrow \mathcal{M}',$$

$$\gamma \mapsto R_{ij}(\gamma) + \frac{n-1}{n^2} \gamma_{ij},$$

(94)

where $\mathcal{M}' = \text{Image}(\mathcal{M})$ is a subspace of the space of symmetric $(0, 2)$ tensors. $Ein_{\frac{n-1}{n^2}} = F^{-1}(0)$ will be a submanifold of $\mathcal{M}$ provided that the $T_{F^{-1}(0)}F$ is surjective (i.e., $F$ is a submersion). The differential $D(Ric + \frac{n-1}{n^2} \gamma) \cdot h$ may be reduced to a second order elliptic differential operator acting on the variation $h$, whose adjoint is injective and thus $T_{F^{-1}(0)}F$ is surjective. The tangent space of $Ein_{\frac{n-1}{n^2}}$ may be calculated as the kernel of $T_F$. The operator $T_F = D(Ric + \frac{n-1}{n^2} \gamma)$ may be decomposed in terms of the Lichnerowicz type Laplacian $\mathcal{L}$, via

$$T_F : h = \mathcal{L}h - 2\delta^* \delta h - \nabla[\gamma]d(trh),$$

(95)

where $\mathcal{L}h_{ij} = \Delta_{\gamma} h_{ij} - 2R[\gamma]_{ikhl} h^{kl}$, $(\delta h)_i = \nabla[\gamma] \gamma h_{ij}$, and $(\delta^* \gamma)_{ij} = -\frac{1}{2} (L_{\gamma} \gamma)_{ij}$. The space of symmetric two tensors $S^2 M$ may be decomposed as

$$S^2 M = C^{TT}(S^2 M) \oplus (F(M) \otimes \gamma) \oplus \mathcal{I}_M(L),$$

(96)

where $C^{TT}(S^2 M)$, $F(M)$, and $\mathcal{I}_M(L)$ are the space of symmetric transverse-traceless two-tensors, the space of functions on $M$, and the image of the Lie derivative $L$ acting on $\gamma$ with respect to a vector field $Y \in TM$ (a section of $TM$ to be precise), respectively. In local co-ordinates, this decomposition may be represented as

$$h_{ij} = h_{ij}^{TT} + f \gamma_{ij} + (L_Y \gamma)_{ij},$$

(97)

The kernel $K(T, F)$ at $\gamma \in F^{-1}(0)$ may be obtained through the solution of the following equation

$$\mathcal{L}(h^{TT} + f \gamma + L_Y \gamma) - 2\delta^* \delta(h^{TT} + f \gamma + L_Y \gamma) - \nabla d(tr(h^{TT} + f \gamma + L_Y \gamma)) = 0,$$

(98)

where we notice that $\mathcal{L}(L_Y \gamma) - 2\delta^* \delta(L_Y \gamma) - \nabla d(tr(L_Y \gamma)) \equiv 0$ and thus $L_Y \gamma \in K(T, F \in F^{-1}(0), F)$. The remaining terms lead to

$$(\mathcal{L} h^{TT})_{ij} + (\Delta_{\gamma} f) \gamma_{ij} - 2f R_{ij} + \nabla_i \nabla_j f + \nabla_i \nabla_j f - n \nabla_i \nabla_j f = 0,$$

(99)

which upon taking the trace yields

$$2(n-1) \Delta_{\gamma} f - 2 R(\gamma) f = 0.$$  

(100)

For $\gamma \in F^{-1}(0)$, the scalar curvature $R(\gamma) = -\frac{n-1}{n} f$ and therefore $f = 0$ everywhere on $M$. The resulting tangent space of $Ein_{\frac{n-1}{n^2}} = F^{-1}(0)$ consists of the kernel of the operator $\mathcal{L}$ (a subspace of the space of transverse-traceless symmetric two-tensors) and the image of the Lie derivative operator with respect to a vector field

$$T_F Ein_{\frac{n-1}{n^2}} = \ker(\mathcal{L}) \oplus \mathcal{I}_M(L).$$  

(101)
Let $\gamma_0 \in Ein_{\frac{\gamma}{\gamma_0}}$, and $\mathcal{V}$ be its connected component. Also consider $S_\gamma$ to be the harmonic slice of the identity diffeomorphism i.e., the set of $\gamma \in Ein_{\frac{\gamma}{\gamma_0}}$ for which the identity map $id : (M, \gamma) \rightarrow (M, \gamma_0)$ is harmonic. This condition is equivalent to the vanishing of the tension field $-\nabla^k$ that is

$$-\nabla^k = -\gamma^{lj}(\Gamma^l_{ij} \gamma_j^i - \Gamma^l_{0ij}) = 0.$$  

(102)

For $\gamma \in Ein_{\frac{\gamma}{\gamma_0}}, S_\gamma$ is a submanifold of $M$ for $\gamma$ sufficiently close to $\gamma_0$ [6, 13]. The deformation space $\mathcal{N}$ of $\gamma_0 \in Ein_{\frac{\gamma}{\gamma_0}}$ is defined as the intersection of the $\gamma_0$–connected component $\mathcal{V} \subset Ein_{\frac{\gamma}{\gamma_0}}$ and the harmonic slice $S_\gamma$, i.e.,

$$\mathcal{N} = \mathcal{V} \cap S_\gamma.$$  

(103)

$\mathcal{N}$ is assumed to be smooth. In the case of $n = 3$, the negative Einstein structure is rigid which follows from the Mostow rigidity theorem [2, 10] and this structure corresponds to the hyperbolic structure up to isometry. For higher genus surfaces $\Sigma_{genus}$ (genus $> 3$) in two dimensions, the deformation space modulo isotopy diffeomorphisms is the Teichmüller space diffeomorphic to $\mathbb{R}^{genus - 3}$. For $n > 3$, it is a finite dimensional submanifold of $M$. Examples of higher dimensional ($n > 3$) negative Einstein spaces with non-trivial deformation spaces include Kähler–Einstein manifolds [7], [6] provides the details of constructing numerous negative Einstein spaces through a product operation. Therefore, we do not repeat the same here.

Readers are referred to the aforementioned paper.

Following equations (101)–(103), the tangent space $T_\gamma \mathcal{N}$ in local coordinates is represented as

$$\frac{\partial \gamma}{\partial q^i} = h^{TT}(\Gamma^2 | M) + Y \gamma^i,$$

(104)

where $h^{TT} \in \ker(L) = \mathcal{C}^{TT}(S^2 M) \subset \mathcal{C}^{TT}(S^2 M), Y \in \mathcal{X}(M)$ satisfy

$$-[\nabla[\gamma]^{im} \nabla[\gamma]_{ln} Y^l] + \Gamma^2 | M + h^{TT} + Y \gamma \gamma^{lm} (\Gamma[\gamma]_{lm} - \Gamma[\gamma^0]_{lm}) = 0,$$

and, $\{q^i\}_{i=1}^{\text{dim}(\mathcal{N})}$ is a local chart on $\mathcal{N}, \mathcal{X}(M)$ is the space of vector fields on $M$ (in a suitable function space setting). Also note that the space of transverse-traceless tensors may be decomposed as follows

$$\mathcal{C}^{TT}(S^2 M) = \mathcal{C}^{TT}(S^2 M) \oplus \mathcal{C}^{TT\perp}(S^2 M),$$

(105)

where $\mathcal{C}^{TT\perp}$ is the orthogonal complement of $\ker(L)$ in $\mathcal{C}^{TT}(S^2 M).$ An important thing to note is that all known examples of closed negative Einstein spaces have integrable deformation spaces. Note that the extended centre manifold is correctly defined as the intersection of the $\epsilon$–neighbourhood of deformation space $\mathcal{N}$ in $\mathcal{M}_{\frac{\epsilon}{\gamma_0}} \cap S_\gamma$, that is, $\mathcal{M}_{\frac{\epsilon}{\gamma_0}} \cap S_\gamma, \gamma \in Ein_{\frac{\gamma}{\gamma_0}}$ (since the spatial harmonic gauge is imposed, the metric must lie in the submanifold $S_\gamma$ as well). Obviously, $\mathcal{N} \subset \mathcal{M}_{\frac{\epsilon}{\gamma_0}} \cap S_\gamma$, and $T \mathcal{N} \subset T(\mathcal{M}_{\frac{\epsilon}{\gamma_0}} \cap S_\gamma).$ This concludes the business of describing the centre (and extended centre) manifold of the dynamics.

### 4.2. Perturbations and shadow gauge

The previous section describes the non-trivial deformation space of a negative Einstein structure. The presence of a non-trivial deformation space necessitates the consideration of perturbations $L^2$ orthogonal to the deformation space of the Einstein structures forming the centre
orthogonal to the deformation space by \([6]\) in addition to the CMCSH. Let \(\gamma \in \mathcal{N}\) and consider metric \(g \in \mathcal{M}\) close to \(\gamma_0\) such that \(\|g - \gamma_0\|_{\mu} < \delta\), and \(\|\gamma - \gamma_0\|_{\mu} < \delta\) imply that \(\|g - \gamma\|_{\mu} < 2\delta\) through the triangle inequality. The shadow gauge is defined by requiring that the perturbation \((g - \gamma)\) be \(L^2\) orthogonal to the deformation space \(\mathcal{N}\). Adopting the local coordinate system \(\{q^i\}_{i=1}^{N}\) on \(\mathcal{N}\) with \(N = \dim(\mathcal{N}) < \infty\), the local basis for the tangent space of \(\mathcal{N}\) may be written as \(\partial_{\gamma^i} h = h^{TT} + L_{\gamma} \gamma\). The shadow gauge condition is equivalent to

\[
(g - \gamma) \frac{\partial \gamma}{\partial q^i} \|_L^2 = 0,
\]

where \(\partial_{\gamma^i} = -\gamma^{im} \gamma_{n} \frac{\partial}{\partial q^n}\). Technically, this shadow condition is equivalent to \(\gamma\) being a projection of \(g\) onto \(\mathcal{N}\). In other words, there is a projection map \(\mathcal{P} : \mathcal{M} \to \mathcal{N}\) such that

\[
\gamma = \mathcal{P}[g].
\]

Noting that the space \(\mathcal{N}\) is assumed to have smooth structure, this projection, in a sense, is a smoothing operation. We call \(\gamma\) the shadow of \(g\). The time derivative of \(\gamma\) in \(\mathcal{N}\) may be obtained as

\[
\frac{\partial \gamma}{\partial T} = D\mathcal{P}[g] \cdot \frac{\partial g}{\partial T}.
\]

The expression for \(D\mathcal{P}[g]\) may be obtained by time differentiating the shadow metric condition i.e.,

\[
\frac{d}{dT} \int_{\mathcal{M}} (g_{ij} - \gamma_{ij}) \frac{\partial \gamma^{ij}}{\partial q^i} \mu_\gamma = 0,
\]

\[
\int_{\mathcal{M}} \frac{\partial g_{ij}}{\partial q^i} \mu_\gamma + \int_{\mathcal{M}} (g_{ij} - \gamma_{ij}) \frac{\partial \gamma^{ij}}{\partial q^i} \left( \frac{\partial \gamma^{kl}}{\partial q^k} \frac{\partial \gamma^{lm}}{\partial q^l} \right) \frac{\partial q^j}{\partial T} \mu_\gamma
+ \frac{1}{2} \int_{\mathcal{M}} (g_{ij} - \gamma_{ij}) \frac{\partial \gamma^{ij}}{\partial q^i} \frac{\partial \gamma^{lm}}{\partial q^l} \frac{\partial q^j}{\partial T} \mu_\gamma - \int_{\mathcal{M}} \frac{\partial g_{ij}}{\partial q^i} \frac{\partial \gamma^{ij}}{\partial q^i} \frac{\partial \gamma^{lm}}{\partial q^l} \mu_\gamma = 0,
\]

where the matrix \(-\int_{\mathcal{M}} \frac{\partial g_{ij}}{\partial q^i} \frac{\partial \gamma_{ij}}{\partial q^i}\mu_\gamma = \int_{\mathcal{M}} \frac{\partial \gamma_{ij}}{\partial q^i} \frac{\partial \gamma_{im}}{\partial q^m} \mu_\gamma\) is invertible due to \(\frac{\partial \gamma}{\partial q^i}\) being a basis for \(T_{\gamma}\mathcal{N}\). For the small data limit i.e., \((g - \gamma) < 2\delta, \delta > 0\), the combined matrix

\[
B = \int_{\mathcal{M}} (g_{ij} - \gamma_{ij}) \left( \frac{\partial}{\partial q^i} \frac{\partial \gamma^{kl}}{\partial q^k} \frac{\partial \gamma^{lm}}{\partial q^l} \right) \frac{\partial \gamma^{ij}}{\partial q^i} \mu_\gamma
+ \int_{\mathcal{M}} \frac{\partial g_{ij}}{\partial q^i} \frac{\partial \gamma^{ij}}{\partial q^i} \frac{\partial \gamma^{lm}}{\partial q^l} \mu_\gamma
\]

is assumed to have smooth structure, this projection, in a sense, is a smoothing operation. We call \(\gamma\) the shadow of \(g\). The time derivative of \(\gamma\) in \(\mathcal{N}\) may be obtained as

\[
\frac{\partial \gamma}{\partial T} = D\mathcal{P}[g] \cdot \frac{\partial g}{\partial T}.
\]
is invertible as well yielding the following time evolution of the shadow metric $\gamma$ in the deformation space

$$
\frac{\partial q^b}{\partial T} = -(B^{-1})^{ba} \int_M \partial_T g_{ij} \frac{\partial \gamma_{ij}}{\partial q^a} \mu_e,
$$

$$
\frac{\partial \gamma_{ij}}{\partial T} = -\frac{\partial \gamma_{ij}}{\partial q^a} (B^{-1})^{ba} \int_M \partial_T g_{mn} \frac{\partial \gamma_{mn}}{\partial q^a},
$$

where $\frac{\partial g_{mn}}{\partial T}$ may be obtained from the re-scaled field equation (36). This is again equivalent to the following projection operation $DP : T_N M \to T_N$.

$$
\frac{\partial \gamma}{\partial T} = DP[g] \cdot \frac{\partial g}{\partial T}
$$

In a sense, the following estimate holds

$$
\left\| \frac{\partial \gamma}{\partial T} \right\|_{H^s} \leq C \left\| \frac{\partial g}{\partial T} \right\|_{H^{s-1}},
$$

for some constant $C = C(\delta) > 0$. More generally, one may have the following estimate for $z \in T_N U$ ($g \in U \subset M$) while considering the projection operation $P : T_N U \to T_N$.

$$
\|DP \cdot z\|_{H^s} \leq C \|z\|_{H^{s-1}}.
$$

In a sense, the projection is a smoothing operation. We are primarily interested in studying the evolution of sufficiently small however fully nonlinear perturbations under Einstein-$\Lambda$ flow. In order to do so, we need to first define the small data. The background solutions (conformal space-times (61)) may be expressed in terms of the re-scaled variables ($\gamma, N = n, X = 0$) after dimensionalization by suitable factors of $\phi^2 = (\tau^2 - \frac{2n}{n-2}) > 0$. In addition to these three entities, we also have the corresponding background re-scaled transverse-traceless second fundamental form $K_{TT} = 0$. Therefore, the complete set of small data is defined as the difference between the background and perturbed solutions i.e., $(g - \gamma, K_{TT}, N_n - 1, X)$ whose norm is sufficiently small in the suitable function space.

Now we state and prove a series of important lemmas which shall be required later to obtain several important estimates.

**Lemma 3.** Let $s > \frac{n}{2} + 2$, $\gamma_0 \in E in \frac{\overline{M}}{\overline{N}}$ and $N$ be its integrable deformation space and $\gamma \in N$. Also assume $g \in U \subset M$ and $U$ is a neighbourhood of $N$ in $M$ and $g \in U$ satisfies $\|g - \gamma_0\|_{H^s} > \delta < 0$. Let $z \in T_N U$. Then

$$
\gamma^{\mu\nu} D g^{\nu}_{\mu\delta}[\gamma] DP \cdot z : H^{s-1} \to H^s
$$

satisfies the following estimate

$$
\|\gamma^{\mu\nu} D g^{\nu}_{\mu\delta}[\gamma] DP \cdot z\|_{H^s} \leq C(\delta) \|\gamma - \gamma_0\|_{H^s} \|z\|_{H^{s-1}}.
$$

with $C(\delta) > 0$.

**Proof.** Following equation (104), any element belonging to $T_N \overline{N}$ may be written as

$$
h = h^{TT} + L \gamma,$$
with \( Y^i \) satisfying
\[
- [\nabla [\gamma]^{\mu} \nabla [\gamma]_{\mu} Y^i + R[\gamma]^{ij}_{\mu} Y^i_{\mu} + (h^{TT}) + L_{\gamma Y} Y_{\mu} \Gamma_{\mu}^{ij}_{\mu} \\
- \Gamma_{\gamma Y} Y_{\mu}^{ij}_{\mu}] = 0.
\]
(119)

\( \gamma_{\mu} \Gamma_{\mu}^{ij}_{\mu} [\gamma h] \) for \( h \in T_{\gamma} \mathcal{N} \) may be written as
\[
\gamma_{\mu} \Gamma_{\mu}^{ij}_{\mu} h = \gamma_{\mu} H g_{ij} (\nabla [\gamma]_{\mu} h_{kl} + \nabla [\gamma]_{\mu} h_{mk} - \nabla [\gamma]_{\mu} h_{mn}) \\
= 2 \gamma_{\mu} \nabla [\gamma]^{\mu} h_{km} - \nabla [\gamma]^{i} (tr h),
\]
(120)
from which \( \gamma_{\mu} \Gamma_{\mu}^{ij}_{\mu} [\gamma h^{TT}] = 0 \) follows immediately and the remaining terms lead to the following equation
\[
\gamma_{\mu} \Gamma_{\mu}^{ij}_{\mu} h = 2 \gamma_{\mu} \nabla [\gamma]^{\mu} (\nabla [\gamma]_{\mu} Y_{\mu} + \nabla [\gamma]_{\mu} Y_{\mu} - 2 \nabla [\gamma]^{i} (\nabla [\gamma]_{\mu} Y_{\mu}) \\
= 2 \gamma_{\mu} \nabla [\gamma]^{\mu} Y^{i} + R[\gamma]^{ij}_{\mu} Y^{i} + 2 \nabla [\gamma]^{i} (\nabla [\gamma]_{\mu} Y_{\mu}) \\
= 2 \gamma_{\mu} \nabla [\gamma]^{\mu} Y^{i} + R[\gamma]^{ij}_{\mu} Y^{i} = 2 (L_{\gamma Y} + h^{TT}) (\Gamma_{\mu}^{ij}_{\mu} - \Gamma_{\gamma Y} Y_{\mu}^{ij}_{\mu}) \\
= 2 \gamma_{\mu} \nabla [\gamma]^{\mu} Y^{i} - \Gamma_{\gamma Y} Y_{\mu}^{ij}_{\mu}.
\]

Now, using the previous expression, for \( \gamma \) close to \( \gamma_0 \), we have the following estimate
\[
\| \gamma_{\mu} \Gamma_{\mu}^{ij}_{\mu} h \|_{\mathcal{H}} \leq C \| \gamma - \gamma_0 \|_{\mathcal{H}} \| h \|_{\mathcal{H}^{-1}}
\]
(121)
which upon substituting \( T_{\gamma} \mathcal{N} \ni h = D\mathcal{P} \cdot z \) together with (115) yields the required estimate
\[
\| \gamma_{\mu} \Gamma_{\mu}^{ij}_{\mu} [\gamma D\mathcal{P} \cdot z] \|_{\mathcal{H}} \leq C \| \gamma - \gamma_0 \|_{\mathcal{H}} \| z \|_{\mathcal{H}^{-1}}
\]
(122)
We have therefore proved the lemma. □

**Lemma 4.** Let \( s > \frac{6}{7} + 2, \gamma_0 \in \text{Ein}_{\frac{6}{7} + 2}, \) and \( \mathcal{N} \) be the integrable deformation space of \( \gamma_0 \), and let \( \gamma \in \mathcal{N} \) be the shadow of \( \gamma \) i.e., \( \mathcal{P}[\gamma] = \gamma, \gamma \in \mathcal{U} \subset \mathcal{M} \) with \( \mathcal{U} \) being a neighbourhood of \( \mathcal{N} \) in \( \mathcal{M} \) and \( g \in \mathcal{U} \) satisfying \( \| g - \gamma_0 \|_{\mathcal{H}} < \delta \) for some \( \delta > 0 \), then
\[
\| g_{\mu} \Gamma_{\mu}^{ij}_{\mu} [\gamma D\mathcal{P} \cdot z] \|_{\mathcal{H}} \leq C (\| g - \gamma_0 \|_{\mathcal{H}} + \| \gamma - \gamma_0 \|_{\mathcal{H}}) \| z \|_{\mathcal{H}^{-1}}
\]
(123)
for \( z \in T_{\gamma} \mathcal{U} \).

**Proof.**
\[
\| g_{\mu} \Gamma_{\mu}^{ij}_{\mu} [\gamma D\mathcal{P} \cdot z] \|_{\mathcal{H}} = \| (g_{\mu} - \gamma_{\mu} \Gamma_{\mu}^{ij}_{\mu} [\gamma D\mathcal{P} \cdot z] + \gamma_{\mu} \Gamma_{\mu}^{ij}_{\mu} [\gamma D\mathcal{P} \cdot z] \|_{\mathcal{H}} \\
\leq \| (g_{\mu} - \gamma_{\mu} \Gamma_{\mu}^{ij}_{\mu} [\gamma D\mathcal{P} \cdot z] \|_{\mathcal{H}} + \| \gamma_{\mu} \Gamma_{\mu}^{ij}_{\mu} [\gamma D\mathcal{P} \cdot z] \|_{\mathcal{H}}
\]
Application of lemma 1 in conjunction with (122) yields the desired estimate
\[
\| g_{\mu} \Gamma_{\mu}^{ij}_{\mu} [\gamma D\mathcal{P} \cdot z] \|_{\mathcal{H}} \leq C (\| g - \gamma_0 \|_{\mathcal{H}} + \| \gamma - \gamma_0 \|_{\mathcal{H}}) \| z \|_{\mathcal{H}^{-1}}
\]
(124)
Lemma 5. Let \( s > \frac{n}{2} + 2, \gamma_0 \in E \in \frac{\mathbb{R}^2}{\mathbb{Z}_2}, \) and \( \mathcal{N} \) be the integrable deformation space of \( \gamma_0 \) and let \( \gamma \in \mathcal{N} \) be the shadow of \( g \) i.e., \( \mathcal{P}[g] = \gamma, g \in U \subset M \) with \( U \) being a neighbourhood of \( \mathcal{N} \) in \( M \) and \( g \in U \) satisfying \( \| g - \gamma_0 \|_H < \delta \) for some \( \delta > 0 \), then the following map

\[
P : H^{r+1}(X(M)) \to H^{r-1}(X(M)),
\]

along \( \Delta \) yields

\[
X \mapsto \Delta X^i - R[g]^j_i X^j + (2\nabla_i X^j)(\Gamma[g]_{jk} - \Gamma[\gamma]_{jk})
\]

is an isomorphism.

Proof. Let us say \( \psi \) is the flow of the shift vector field \( X \) and thus a one parameter group of diffeomorphism of \( M \). Therefore, by \( \psi \) at a fixed time, we may push forward and pull back the sections of the tangent and the co-tangent bundles, respectively. The negative of the tension vector field is defined as a section of the tangent bundle \( TM \) and locally expressible as

\[
V^i = g^{jk}(\Gamma[g]_{jk} - \Gamma[\gamma]_{jk}).
\]

The co-vector counterpart of \( V \) may be pulled back and dualized as

\[
(\psi^* V)^j = (\psi^* g)^{jk} \psi^j (\Gamma[g]_{jk} - \Gamma[\gamma]_{jk}),
\]

\[
= (\psi^* g)^{jk} (\Gamma[\psi^* g]_{jk} - \Gamma[\psi^* \gamma]_{jk}).
\]

The right-hand side follows as a consequence of the tensor transformation property of the difference of connection coefficients \( (\Gamma^i_{jk}) \). Differentiation with respect to \( s \) at \( s = 0 \) yields

\[
\left( \frac{d}{ds} (\psi^* V)^j \right)_{s=0} = \frac{d}{ds} ((\psi^* g)^{jk} (\Gamma[\psi^* g]_{jk} - \Gamma[\psi^* \gamma]_{jk}))|_{s=0},
\]

\[
L_X V^i = \frac{d}{ds} ((\psi^* g)^{jk} (\Gamma[\psi^* g]_{jk} - \Gamma[\psi^* \gamma]_{jk}))|_{s=0} + g^{jk} \frac{d}{ds} (\Gamma[\psi^* g]_{jk} - \Gamma[\psi^* \gamma]_{jk})|_{s=0}.
\]

Using the formula for the Fréchet derivative of the connection coefficients, we may obtain

\[
\frac{d}{ds} \Gamma^i_{jk}[\psi^* g]|_{s=0} = \frac{1}{2} g^{im} \left[ \nabla_j \left( \frac{d}{ds} ((\psi^* g)_{mk})|_{s=0} \right) + \nabla_k \left( \frac{d}{ds} ((\psi^* g)_{jm})|_{s=0} \right) - \nabla_m \left( \frac{d}{ds} ((\psi^* g)_{jk})|_{s=0} \right) \right]
\]

\[
= \frac{1}{2} g^{im} \left( \nabla_j (L_X g_{mk}) + \nabla_k (L_X g_{jm}) - \nabla_m (L_X g_{jk}) \right)
\]

\[
= \frac{1}{2} g^{im} \left( \nabla_j (\nabla_m X_k + \nabla_k X_m) + \nabla_k (\nabla_m X_j + \nabla_j X_m) - \nabla_m (\nabla_k X_j + \nabla_j X_k) \right)
\]

\[
= \frac{1}{2} \left( \nabla_j \nabla_k X^i + g^{im}(R_{jm} X_k + R_{jk} X_m) - R_{jkm} X^i \right)
\]

\[
= \frac{1}{2} \left( \nabla [g]_{jk} \nabla_i \nabla_0 X^i + (R[g]_{jk} + R[g]_{0j}) X^i \right),
\]
where $\nabla_j X_j$ is the symmetrization of $\nabla_j X_j$ i.e., $\nabla_j X_j := \nabla_j X_j + \nabla_j X_i$. Similarly the following holds
\[
d\Gamma^i_{jk}[\psi,\gamma]|_{s=0} = 0 \frac{1}{2} (\nabla[\gamma]_{ik} \nabla[\gamma]_{jk} X^i + (R[\gamma]_{ijk} + R[\gamma]_{jki}) X^n).
\] (130)

The previous expressions altogether yield
\[
L_X V^i = (-2 \nabla[\gamma]_{jk} X^j (\Gamma[\gamma]_{ijk} - \Gamma[\gamma]_{jik} + g^{-\delta} [\nabla[\gamma]_{ik} \nabla[\gamma]_{jk} X^i + R[\gamma]_{ikj} X^i] - \nabla[\gamma]_{nk} \nabla[\gamma]_{jk} X^i - R[\gamma]_{ikn} X^n]
which lead to
\[
\Delta g X^i = R[\gamma]_{ikj} X^i + (2\nabla[\gamma]_{jk} X^j (\Gamma[\gamma]_{ijk} - \Gamma[\gamma]_{jik}) + L_X V^i
= -g^{-\delta} (\nabla[\gamma]_{ik} \nabla[\gamma]_{jk} X^i + R[\gamma]_{ikn} X^n).
\] (131)

or
\[
\Delta g X^i = R[\gamma]_{ikj} X^i + (2\nabla[\gamma]_{jk} X^j (\Gamma[\gamma]_{ijk} - \Gamma[\gamma]_{jik})
= -g^{-\delta} (\nabla[\gamma]_{ik} \nabla[\gamma]_{jk} X^i + R[\gamma]_{ikn} X^n).
\] (132)

upon imposing the spatial harmonic gauge condition $V^i = 0$. Given that we have established the relation (132), it is sufficient to show the injectivity of the map $X \to -g^{-\delta} (\nabla[\gamma]_{ik} \nabla[\gamma]_{jk} X^i + R[\gamma]_{ikn} X^n)$ (a map from $H^{s+1}(\mathcal{M})$ to $H^{s-1}(\mathcal{M})$) in order to prove the isomorphism property (then surjectivity will follow from self-adjointness) of the map $P$. Let $Z \in \ker(X \to -g^{-\delta} (\nabla[\gamma]_{ik} \nabla[\gamma]_{jk} X^i + R[\gamma]_{ikn} X^n))$ i.e.,
\[
-g^{-\delta} (\nabla[\gamma]_{ik} \nabla[\gamma]_{jk} Z^i + R[\gamma]_{ikn} Z^n) = 0,
\] (133)

which upon multiplying both sides by $Z_i$ and integrating over $M$ after imposing $V^i = 0$ yields
\[
\int_M (-g^{-\delta} (\nabla[\gamma]_{ik} \nabla[\gamma]_{jk} Z^i + R[\gamma]_{ikn} Z^n) + g^{-\delta} R[\gamma]_{ikn} Z^n Z^k) \gamma = 0.
\] (134)

Now $g$ is sufficiently close to $\gamma$ and $\text{Ric}_\gamma(Z, Z) = -\frac{n-1}{n} \gamma(Z, Z) < 0$. Therefore $g^{-\delta} R[\gamma]_{ikn} Z^i Z^n \leq 0$ is satisfied leading to
\[
Z = 0,
\] (135)

and therefore
\[
\ker(X \to -g^{-\delta} (\nabla[\gamma]_{ik} \nabla[\gamma]_{jk} X^i + R[\gamma]_{ikn} X^n)) = \{0\}.
\]

This concludes the proof that $P$ is an isomorphism between $H^{s+1}$ and $H^{s-1}$.

Using the previous lemmas, we will prove three additional lemmas which will be crucial towards proving the stability results.

**Lemma 6.** Let $s > \frac{n}{2} + 2$. Let $B_{\delta}(\gamma_0, 0) \subset H^s \times H^{s-1}$ be a ball of radius $\delta$ centred at $(\gamma_0, 0)$ and $(g, K^{TT}) \in B_{\delta}(\gamma_0, 0)$. Let $(\tau^2 - \frac{2\kappa}{n-1}) > 0$, $\partial_r = -\frac{1}{\tau^2} \frac{\partial}{\partial r}$, and assume that
the CMCSH gauge condition is satisfied. Then there exists a constant \( C = C(\delta) > 0 \) such that the following inequality holds for any \( T \) satisfying \(-\infty < T_1 < T < T_2 < \infty\)

\[
\left\| \frac{N}{n} - 1 \right\|_{H^{r+1}} \leq C \| K_{TT} \|^2_{H^{r-1}}.
\]  

(136)

**Proof.** Let’s consider the re-scaled Lapse equation

\[
\Delta_g N + \left( |K_{TT}|^2 + \frac{1}{n} \right) N = 1
\]

(137)

and substitute \( Q = \frac{N}{n} - 1 \) i.e., \( N = n(1 + Q) \). We obtain

\[
\Delta_g Q + \left( |K_{TT}|^2 + \frac{1}{n} \right) Q = -|K_{TT}|^2.
\]

(138)

Clearly, as \( |(K_{TT})^2 + \frac{1}{n}| > 0 \), “\( \Delta_g + (|K_{TT}|^2 + \frac{1}{n})id\)” is an isomorphism of \( H^{r+1} \) onto \( H^{r-1} \). Therefore, from the elliptic regularity of “\( \Delta_g + (|K_{TT}|^2 + \frac{1}{n})id\)”, we may write the following inequality [9]

\[
\|Q\|_{H^{r+1}} \leq C\left( \|\Delta_g + \left( |K_{TT}|^2 + \frac{1}{n} \right) id\|Q\|_{H^{r-1}},
\]

(139)

and using equation (138), we may immediately write

\[
\|Q\|_{H^{r+1}} \leq C\|K_{TT}\|^2_{H^{r-1}}
\]

or

\[
\left\| \frac{N}{n} - 1 \right\|_{H^{r+1}} \leq C\|K_{TT}\|^2_{H^{r-1}}.
\]

(140)

(141)

We have thus proved the lemma. \( \square \)

**Lemma 7.** Let \( s > \frac{n}{2} + 2 \). Let \( B_{c,\delta}(\gamma_0, 0) \subset H^{s} \times H^{s-1} \) be a ball of radius \( \delta \) centred at \((\gamma_0, 0)\) and \((g, \Gamma_{TT}) \in B_{c,\delta}(\gamma_0, 0)\). Let \((\tau^2 - \frac{2\delta_\gamma}{n}) > 0\) and \( \partial_T = -\tau\frac{\delta_\gamma}{n}\partial_\tau = -\tau\partial_\tau, ~ 0 < \frac{\delta_\gamma}{n} < 1\). and assume that the CMCSH gauge condition is satisfied. Then there exists a constant \( C = C(\delta) > 0 \) such that the following inequality holds for any \( T \) satisfying \(-\infty < T_1 < T < T_2 < \infty\)

\[
\|X\|_{H^{r+1}} \leq C\|K_{TT}\|_{H^{r-1}} + \frac{\tau}{\phi}\|K_{TT}\|^2_{H^{r-1}}.
\]

(142)

**Proof.** The elliptic equation (47) for the shift \( X \) reads

\[
\Delta_g \left( \frac{\phi(\tau)}{\tau} X^i \right) = R[g]^{ij} \left( \frac{\phi(\tau)}{\tau} X^j \right) + \left( 2\nabla^j \left( \frac{\phi(\tau)}{\tau} X^k \right) \right) (\Gamma[g]_j^k - \Gamma[\gamma]_j^k)
\]

\[
\quad = \frac{\phi(\tau)}{\tau} (2NK_{TT}) (\Gamma[g]_j^k - \Gamma[\gamma]_j^k) - (2 - n)\nabla[g]_j^i \left( \frac{N}{n} - 1 \right)
\]

\[
\quad - \frac{2\phi(\tau)}{\tau} \nabla[g]_j^i NK_{TT} + g^{jk} \partial_T \Gamma[\gamma]_j^k,
\]

and we have proved in lemma 5 that the operator \( P : H^{r+1} \rightarrow H^{r-1} \) i.e.,

\[
X^i' \mapsto \Delta_g X^i = R[g]^{ij} X^j + 2\nabla^j X^k (\Gamma[g]_j^k - \Gamma[\gamma]_j^k)
\]
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is an isomorphism and thus the following estimate holds
\[ \|X\|_{H^{p+1}} \leq C\|\Delta_x X' - R[g]_l^j X' + 2\nabla X^i (\Gamma[g]_l^j - \Gamma[\gamma]_l^j)\|_{H^{p-1}}. \]

Therefore, use of the shift equation yields
\[ \|\frac{\phi(\tau)}{\tau} X\|_{H^{p+1}} \leq \|g^{\alpha\beta} \partial_\alpha \gamma [\gamma]_l^j\|_{H^p}. \] (143)

Note that every term on the right-hand side of the equation (143) is of second or higher order except the last term \( g^{k} \partial_\tau \Gamma[\gamma]_l^j \). Using the estimate (123), and the re-scaled field equation (36), and \( 0 < \frac{\alpha}{\tau} < 1 \), we obtain
\[
\|g^{\alpha\beta} \partial_\alpha \gamma [\gamma]_l^j\|_{H^p} \leq C(\|g - \gamma\|_{H^p} + \|\gamma - \gamma_0\|_{H^p}) \left( \|\frac{\phi(\tau)}{\tau} X\|_{H^{p+1}} + \|g^{TT}\|_{H^{p-1}} \right)
\]
\[
+ C\left(\|g - \gamma\|_{H^p} + \|\gamma - \gamma_0\|_{H^p}\right)
\]
\[
\times (\|X\|_{H^{p+1}} + \|g^{TT}\|_{H^{p-1}} + \frac{\tau}{\phi} \|g^{TT}\|_{H^{p-1}}).
\]

which upon substituting in (143) leads to the desired estimate
\[
\|X\|_{H^{p+1}} \leq C(\|g - \gamma\|_{H^p} + \|\gamma - \gamma_0\|_{H^p}) \left( \|X\|_{H^{p+1}} + \|g^{TT}\|_{H^{p-1}} \right)
\]
\[
+ \frac{\tau}{\phi} \|g^{TT}\|_{H^{p-1}}. \] (144)

Obviously, we can find a constant \( C = C(\delta) \), such that the following holds for sufficiently small \( (\|g - \gamma\|_{H^p} + \|\gamma - \gamma_0\|_{H^p}) \)
\[
C(\|g - \gamma\|_{H^p} + \|\gamma - \gamma_0\|_{H^p}) \leq 1. \] (145)

Therefore, we have the following estimate for \( X \)
\[
\|X\|_{H^{p+1}} \leq C\|g^{TT}\|_{H^{p-1}} + \frac{\tau}{\phi} \|g^{TT}\|_{H^{p-1}}, \] (146)
and thus we have proved the lemma. Notice an important fact that the potentially dangerous term \( \frac{\alpha}{\tau} \) which satisfies \( e^\alpha \) growth as \( T \to \infty \) appears in the lemma. However, as we shall see, this dangerous factor cancels with its inverse in the energy inequalities which will be derived later.

Finally, we obtain an estimate on the term \( \frac{\phi(\tau)}{\tau} X + Y^i \), which is stated in the next lemma. \( \square \)

**Lemma 8.** Let \( s > \frac{\alpha}{\tau} + 2 \). Let \( B_{\alpha\beta}(\gamma_0, 0) \subset H^s \times H^{s-1} \) be a ball of radius \( \delta \) centred at \( (\gamma_0, 0) \) and \( (g, K^{TT}) \in B_{\alpha\beta}(\gamma_0, 0) \). Let \( (\tau^2 - \frac{2\alpha}{\tau}) > 0 \) and \( \partial_\tau = -\frac{\tau}{\phi} \frac{\partial_\alpha}{\partial_\alpha} \partial_\tau = -\frac{\phi}{\tau} \partial_\tau \), and assume that the CMCSH gauge condition is satisfied. Then there exists a constant \( C = C(\delta) > 0 \) such that the following inequality holds for any \( T \) satisfying \( -\infty < T_1 < T < T_2 < \infty \)
\[
\|\frac{\phi(\tau)}{\tau} X + Y^i\|_{H^{p+1}} \leq C \left( \frac{\phi(\tau)}{\tau} \|g - \gamma\|_{H^p} \|g^{TT}\|_{H^{p-1}} + \|g^{TT}\|_{H^{p-1}} \right), \] (147)
Proof. Now let’s consider $\gamma \in N$. Thus, $T_N \ni \partial_T \gamma$ may be written as

$$\partial_T \gamma = h^{TT} + L_{Y^\parallel} \gamma,$$

where $h^{TT}$ is a transverse-traceless tensor and $Y^\parallel$ solves the following equation

$$-[\nabla[\gamma]^m \nabla[\gamma]_{lm} Y^l + R[\gamma]_{lm}^k Y^m] + (h^{TT} + L_{Y^\parallel} \gamma)^m (\Gamma[\gamma]^l_{mn} - \Gamma[\gamma]^l_{mn}^0) = 0.$$

We have already shown (120) that the following equation holds

$$\gamma^{mn} \partial_T \Gamma[\gamma]_{mn}^l = \gamma^{mn} D \Gamma[\gamma]_{mn}^l \partial_T \gamma = \gamma^{mn} D \Gamma[\gamma]_{mn}^l (h^{TT} + L_{Y^\parallel} \gamma)$$

$$= \gamma^{mn} D \Gamma[\gamma]_{mn}^l L_{Y^\parallel} \gamma = (\nabla[\gamma]^l \nabla[\gamma]_{lm} Y^l + R[\gamma]_{lm}^k Y^m)$$

Now adding $(-\nabla[\gamma]^l \nabla[\gamma]_{lm} (\frac{\partial(\tau)}{\tau} X^l) - R[\gamma]_{lm}^k (\frac{\partial(\tau)}{\tau} X^m))$ to both sides of equation (143), we obtain

$$\Delta_T \left( \frac{\phi(\tau)}{\tau} X^l \right) - R[\gamma]_{ln}^j \left( \frac{\phi(\tau)}{\tau} X^l \right) + 2 \nabla_j \left( \frac{\phi(\tau)}{\tau} X^l \right) \left( \Gamma[\gamma]_{jk}^l - \Gamma[\gamma]_{jk}^l \right)$$

$$+ \left( -\nabla[\gamma]^l \nabla[\gamma]_{lm} \left( \frac{\phi(\tau)}{\tau} X^l \right) - R[\gamma]_{lm} \left( \frac{\phi(\tau)}{\tau} X^m \right) \right)$$

$$= \frac{\phi(\tau)}{\tau} (2NK^k \partial_T \Gamma[\gamma]_{jk}^l - \Gamma[\gamma]_{jk}^l) - (2 - n) \nabla[\gamma]^l \left( \frac{N}{n} - 1 \right) - 2 \frac{\phi(\tau)}{\tau} \nabla[\gamma]_{lm} N K_j^n$$

$$+ g^k \partial_T \Gamma[\gamma]_{jk}^l + \left( -\nabla[\gamma]^l \nabla[\gamma]_{lm} \left( \frac{\phi(\tau)}{\tau} X^l \right) - R[\gamma]_{lm} \left( \frac{\phi(\tau)}{\tau} X^m \right) \right)$$

$$- \frac{\phi(\tau)}{\tau} (2NK^k \partial_T \Gamma[\gamma]_{jk}^l - \Gamma[\gamma]_{jk}^l) - (2 - n) \nabla[\gamma]^l \left( \frac{N}{n} - 1 \right) - 2 \frac{\phi(\tau)}{\tau} \nabla[\gamma]_{lm} N K_j^n$$

$$+ g^k \partial_T \Gamma[\gamma]_{jk}^l + \left( -\nabla[\gamma]^l \nabla[\gamma]_{lm} \left( \frac{\phi(\tau)}{\tau} X^l \right) - R[\gamma]_{lm} \left( \frac{\phi(\tau)}{\tau} X^m \right) \right)$$

$$= \frac{\phi(\tau)}{\tau} (2NK^k \partial_T \Gamma[\gamma]_{jk}^l - \Gamma[\gamma]_{jk}^l) - (2 - n) \nabla[\gamma]^l \left( \frac{N}{n} - 1 \right)$$

$$- \frac{2 \phi(\tau)}{\tau} \nabla[\gamma]_{lm} N K_j^n + g^k \partial_T \Gamma[\gamma]_{jk}^l + (\gamma^{mn} - g^{mn})$$

$$\times \left( -\nabla[\gamma]_{lm} \nabla[\gamma]_{lm} \left( \frac{\phi(\tau)}{\tau} X^l \right) - R[\gamma]_{lm} \left( \frac{\phi(\tau)}{\tau} X^m \right) \right).$$
Now adding \(- \nabla \gamma^i \nabla \gamma^i X^i - R(\gamma)_{\alpha \beta} X^\alpha X^\beta \) to both sides of previous equation, we obtain

\[
\left( - \nabla \gamma^i h \nabla \gamma^i - R(\gamma)_{\alpha \beta} \right) + \nabla \gamma^i (2 - n) \nabla \gamma^i \left( \frac{N}{n} - 1 \right)
\]

\[
\quad = \frac{\phi(\tau)}{\tau} \gamma \nabla \gamma^i \nabla \gamma^i + \nabla \gamma^i (2 - n) \nabla \gamma^i \left( \frac{N}{n} - 1 \right)
\]

\[
\quad - 2\phi(\tau) \nabla \gamma^i h + (\gamma^m - c^m) \nabla \gamma^i h + (\gamma^m - c^m) \nabla \gamma^i h + (\gamma^m - c^m) \nabla \gamma^i h + (\gamma^m - c^m) \nabla \gamma^i h.
\]

(151)

Now after applying estimate of \( \frac{N}{n} - 1, X \), smoothing operation by shadow gauge \( \| \frac{\partial \gamma}{\partial \tau} \|_{C_\infty} \leq 2\), the elliptic regularity of the operator \( P \), and the algebra property of the space \( H^s \) for \( s > \frac{n}{2} \), we note that every term in the right-hand side of the previous equation contributes at least to a second order. Trivial power counting of \( \frac{N}{n} \) yields

\[
\left\| \frac{\phi(\tau)}{\tau} X + Y \right\|_{H^{s+1}} \leq C \left( \frac{\phi(\tau)}{\tau} \| g - \gamma \|_{H^s} \| K^{TT} \|_{H^{s+1}} + \| K^{TT} \|_{H^{s+1}} \right),
\]

(152)

for some \( C = C(\delta) > 0 \). This concludes the proof of the lemma. \( \square \)

In order to construct a Lyapunov function and to establish its decay property, we need the evolution equations for the small data \( (g, K^{TT}, N, X) = (\gamma, 0, n, 0) \) be a fixed point solution of the re-scaled ‘Einstein-\( \Lambda \)’ equations, where \( R(\gamma) = -\frac{2m}{n} \gamma \). Define \( u = g - \gamma, \gamma = 2nK^{TT}, \) and \( w = \frac{N}{n} \). The ‘Einstein-\( \Lambda \)’ evolution equations are equivalent to the following system

\[
\partial_t u_{ij} = \frac{\phi}{\tau} w_{ij} - \frac{\phi}{\tau} u_{im} \nabla [\gamma] u_{mn} - u_{ij} + 2(w - 1)(u_{ij} + \gamma_{ij})
\]

\[
- (L_{\Sigma \gamma} u_{ij}) - \frac{\phi}{\tau} (u_{im} \nabla [\gamma] u_{mn} + u_{ij} \nabla [\gamma] u_{im} u_{mn}).
\]
\[ \partial_t v_{ij} = -(n-1)v_{ij} - \frac{\phi}{\tau} n^2 w \mathcal{L}_{\varepsilon,\gamma} u_{ij} - \frac{\phi}{\tau} X^n \nabla[\gamma]_m v_{ij} - 2 \frac{\phi}{\tau} n^2 w (R[g]_{ij} + \frac{n-1}{n^2} g_{ij} - \alpha_{ij}) + 2 \frac{\phi}{\tau} n^2 w \nabla_j w + \frac{\phi}{\tau} w v_{im} v_{mj} \]
\[ - 2 \frac{\phi}{\tau} (w-1)(u_{ij} + \gamma_{ij}) - (n-2)(w-1)v_{ij} \]
\[ - \frac{\phi}{\tau} (v_{im} \nabla[\gamma]_m X^n + v_{mj} \nabla[\gamma]_m X^n) + 8 \frac{\phi(\tau)}{\tau} n^3 w v_{im} v_{mj}, \]
\[ (153) \]

where \( \phi^2 = \tau^2 - \frac{2n^2}{n^2} > 0, \) \( v_{ij}^m = g_{mj}, \) and \( \partial_t = -\frac{\phi^2}{\tau} \partial_t. \)

**Proof.** A direct calculation after substituting the transformed variables \( u = g - \gamma, \) \( v = 2nK^{TT}, \) and \( N = nw \) along with the fact that \( 0 \neq \frac{\partial \gamma}{\partial \tau} \in T_{\gamma}N \) and thus \( \frac{\partial \gamma}{\partial \tau} = h^{TT} + L_{\gamma} \gamma, \) we thereby obtain the evolution equation for \( u. \)

Now, we need the following lemma.

**Lemma 10 [6].** The following holds for \( R_{ij}[g] \)
\[ R_{ij}[g] - \alpha_{ij} + \frac{n-1}{n^2} g_{ij} = \frac{1}{2} \mathcal{L}_{\varepsilon,\gamma} (g - \gamma)_{ij} + J_{ij}, \]  
\[ (154) \]

where \( \alpha_{ij} = \frac{1}{2} (L_{\gamma} g)_{ij}, \mathcal{L}_{\varepsilon,\gamma} h_{ij} = \Delta_{\varepsilon,\gamma} h_{ij} - 2 R[\gamma]_{k\ell} h^{k\ell}, \Delta_{\varepsilon,\gamma} h_{ij} = -\frac{1}{2} \nabla[\gamma]_n (g^{nm} u_{mj} \nabla[\gamma]_m h_{ij}), \)
and \( J_{ij} \) satisfies the following estimate
\[ \|J\|_{\mathfrak{H}^2} \leq C \|g - \gamma\|_{\mathfrak{H}^2}. \]  
\[ (155) \]

**Proof.** A direct calculation using the definitions of \( \mathcal{L}_{\varepsilon,\gamma} \) and \( \Delta_{\varepsilon,\gamma} \) yields the result. Note that \( \mathcal{L}_{\varepsilon,\gamma} \) is just \( \mathcal{L} \) defined in section 4.1.

Using this lemma 10, the evolution equations follow from a direct calculation. \( \square \)

**Lemma 11.** The evolution equations for \( u \) and \( v \) are equivalent to the following system
\[ \partial_t u = \frac{\phi}{\tau} w v - \frac{\phi}{\tau} X^n \nabla[\gamma]_n u + h^{TT} + 2(w-1)\gamma + F_u, \]  
\[ (156) \]
\[ \partial_t v = -(n-1)v - \frac{\phi}{\tau} n^2 w \mathcal{L}_{\varepsilon,\gamma} u - \frac{\phi}{\tau} X^n \nabla[\gamma]_n v + F_v, \]  
\[ (157) \]

where \( (F_u)_{ij} = 2(w-1)u_{ij} - (L_{\varepsilon,\gamma} u)_{ij} - \frac{\phi}{\tau} (u_{im} \nabla[\gamma]_m X^n + u_{mj} \nabla[\gamma]_m X^n) \) and \( (F_v)_{ij} \)
\[ = -2 \frac{\phi}{\tau} n^2 w J_{ij} + \frac{\phi}{\tau} n^2 w \nabla_j w + \frac{\phi}{\tau} w v_{im} v_{mj} - 2 \frac{\phi}{\tau} (w-1)(u_{ij} + \gamma_{ij}) - (n-2)(w-1)v_{ij} - \frac{\phi}{\tau} (v_{im} \nabla[\gamma]_m X^n + v_{mj} \nabla[\gamma]_m X^n) + 8 \frac{\phi(\tau)}{\tau} n^3 w v_{im} v_{mj}, \) and they satisfy the following estimates. \( \square \)

**4.3. Linearization**

Even though we have already established the linearized stability, we may quickly reprove the result using the dynamical equations obtained for the perturbations. Here, we construct an energy functional (Lyapunov function) for the linearized equations, which will motivate the construction of the energy functional for the fully nonlinear stability problem. At this point,
we have dynamical equations for perturbations both parallel and perpendicular to \( \mathcal{N} \). However, we will see shortly that the parallel component of the perturbation is trivially stable. Once again the fixed points satisfy
\[
\begin{align*}
  u_0 &= \frac{N}{n} = 1, \quad X^0_0 = 0, \quad u_0 = \gamma, \quad R(\gamma) = -\frac{n-1}{n^2} \gamma, \quad v_0 = 2nK^0_0 = 0.
\end{align*}
\] (158)

Linearization about these fixed points preserving the gauges and constraints i.e.,
\[
\begin{align*}
  \delta u &= u^{TT}, \quad \delta v = v^{TT}, \quad \delta w = 0, \quad \delta X = 0, \quad \delta \left( \frac{\phi}{\tau} X + Y \right) = 0, \quad h^{TT} = \frac{\phi}{\tau} v^\parallel
\end{align*}
\] (159)

Together with the field equations yield
\[
\begin{align*}
  \partial \tau u^\perp &= \frac{\phi}{\tau} v^\perp, \quad (160) \\
  \partial \tau v^\parallel &= -(n-1)v^\parallel, \quad (161) \\
  \partial \tau v^\perp &= -(n-1)v^\perp - \frac{\phi(\tau)}{\tau} n^2 \mathcal{L}_{\gamma, \gamma} u^\perp, \quad (162)
\end{align*}
\]

Where we have used the \( L^2 \) orthogonal decomposition \( u^{TT} = u^{TT^\perp} + u^{TT^\parallel}, v^{TT} = v^{TT^\perp} + v^{TT^\parallel} \), and \( u^{TT^\parallel} = 0 \) (at the linear level, \( u \) is \( L^2 \) orthogonal to \( \mathcal{N} \)). We immediately obtain as \( T \to \infty \)
\[
v^\parallel(T) = e^{-(n-1)T - \mathcal{O}^\parallel(T_0)} v^\parallel(T_0)
\] (163)

The linearized equation for the \( L^2 \) orthogonal component satisfies the following pdes (let us write \( u^r = u \) and \( v^r = v \) for simplicity)
\[
\begin{align*}
  \partial \tau u &= \frac{\phi}{\tau} v, \quad (164) \\
  \partial \tau v &= -(n-1)v - \frac{\phi(\tau)}{\tau} n^2 \mathcal{L}_{\gamma, \gamma} u,
\end{align*}
\] (165)

Where the operator \( \mathcal{L}_{\gamma, \gamma} \) satisfies the eigenvalue equation
\[
\mathcal{L}_{\gamma, \gamma} \lambda = \lambda \lambda \quad (166)
\]

With
\[
\lambda \geq 0. \quad (167)
\]

Note that the eigentensor corresponding to \( \lambda = 0 \) is tangent to the centre manifold \( \mathcal{N} \). Such perturbations are trivially stable as evident from equation (164). Since, on the compact manifold, the spectrum of the second order elliptic operator is essentially discrete, we need to focus on the minimum positive eigenvalue of \( \mathcal{L}_{\gamma, \gamma} \). Let the positive minimum of the spectrum of \( \mathcal{L}_{\gamma, \gamma} \) be \( \lambda_0 > 0 \) i.e., \( \lambda > \lambda_0 > 0 \) \( \forall \lambda \in \text{Spec}(\mathcal{L}) \). Clearly, the coupled pde system can be reduced to the following pair of odes
\[
\begin{align*}
  \partial \tau u &= \frac{\phi}{\tau} v, \quad (168)
\end{align*}
\]
\[ \partial_T v = -(n-1)v - \frac{\phi(\tau)}{\tau} n^2 \lambda u. \]  

(169)

In the linearized analysis section, we have already constructed a Lyapunov function for this system. The most natural energy (Lyapunov function) may be defined as follows

\[ E = \frac{1}{2} v^2 + \frac{n^2 \lambda}{2} u^2. \]  

(170)

The energy \( E \) is positive semi-definite and vanishes precisely when \((u, v) \equiv 0\), that is, at the fixed points. The time derivative of the energy reads

\[ \partial_T E = -(n-1)v^2 < 0 \]  

(171)

Therefore, we observe that the energy \( E \) is monotonically decaying. Utilizing well known theorem of dynamical system, strictly monotonic decay of Lyapunov function implies asymptotic stability. As \( T \to \infty \), we have the following decay

\[ v(T) \lesssim e^{-T}, \quad \partial_T u \lesssim e^{-2T}, \quad |u - u^*| \lesssim e^{-2T}. \]  

(172)

Here we have utilized the fact that \( \frac{\partial_T v}{\partial_T u} \sim e^{-T} \) as \( T \to \infty \). Using the evolution equation, we observe that the re-scaled metric converges to a limit metric (in the space of metrics with constant scalar curvature \(-\frac{n-1}{n}\)) as \( T \to \infty \).

4.4. Non-linear perturbations

From here onward, we will focus on fully non-linear perturbations to the background solutions. Let us fix a background metric \( \gamma_0 \in \mathcal{E} \) in \(-\frac{n-1}{n}\). Let \( \mathcal{N} \) be the deformation space with respect to \( \gamma_0 \) and assume \( \gamma \) is close to \( \gamma_0 \). There exists a harmonic slice \( S_\gamma \subset M \) as the solution of the following equation satisfied by the tension field equation i.e.,

\[ V^i = g^{jk} (\Gamma^i[g]_{jk} - \Gamma^i[\gamma]_{jk}) = 0. \]  

(173)

We want to consider \((g \in \mathcal{M}, K_{TT})\) which satisfies the constraint equations (38) and (39) as well as the harmonicity condition that the identity map \('id: (M, g) \to (M, \gamma)'\) is harmonic. Let us denote this constraint slice by \( S_{\gamma, g} \) corresponding to \( S_\gamma \). Following the analysis of [14] (see lemma 2.3), we may represent the constraint slice \( S_{\gamma, g} \) as a graph over its tangent space, that is, we may write \((g, K_{TT}) \in S_{\gamma, g}\) in the following form

\[ g - \gamma = u_{TT} + z, \]  

(174)

\[ 2nK_{TT} = v_{TT} + r, \]  

(175)

where \( u_{TT} \) and \( v_{TT} \) are transverse-traceless with respect to \( \gamma \) with \( \langle z[u_{TT}] \rangle_{L^2} = 0 \), \( \langle v_{TT} | r \rangle_{L^2} = 0 \), and \( \|z\|_{L^2} \leq C \|u_{TT}\|_{L^2} + \|v_{TT}\|_{L^2} \), and \( \|r\|_{H^{n-1}} \leq C \|u_{TT}\|_{H^2} + \|v_{TT}\|_{H^{n-1}} \) for \( C > 0 \). From here onward, we will write \( u \) and \( v \) (resp. \( v \)) for \( u_{TT} + z \) and \( v_{TT} + r \), respectively for simplicity.

5. Constructing the Lyapunov functional: definition of energy

The spectrum of the self-adjoint operator \( \mathcal{L}_{\gamma, \gamma} \) will play a vital role in the definition of the energy. In general for a closed manifold, the spectrum of \( \mathcal{L}_{\gamma, \gamma} \) is non-negative (because, we
have assumed that the compact negative Einstein spaces are stable) i.e., \( \lambda \) satisfying
\[
\mathcal{L}_{\kappa, \gamma} \mathcal{X} = \lambda \mathcal{X}
\]  
also satisfies
\[
\lambda \geq 0. \tag{177}
\]

We will observe later that \( \lambda = 0 \) case is trivially stable provided the smallness condition \((H^p \times H^{p-1})\) norm on the initial data is met. Let us re-write down the fully non-linear evolution equations for \((u, v) \in B_{\text{crit}}(0, 0),\)
\[
\begin{align*}
\partial_T u &= \frac{\phi}{\tau} w v - \frac{\phi}{\tau} X^m \nabla [\gamma \nabla u] - h \nabla u + 2(w - 1) \gamma_{ij} + \mathcal{F}_u, \\
\partial_T v &= -(n - 1) w \mathcal{L}_{\kappa, \gamma} u - \frac{\phi}{\tau} X^m \nabla [\gamma \nabla v] + \mathcal{F}_v,
\end{align*}
\]  
(178)
where \((\mathcal{F}_u)_{ij} = 2(w - 1) u_{ij} - (\mathcal{L}_{X, \gamma}(\gamma) + \frac{4}{2}(u_{im} \nabla [\gamma] X^m + u_{im} \nabla [\gamma] X^m)) \) and \((\mathcal{F}_v)_{ij} = -2 \frac{2}{2} w_{ij} + \frac{n^2}{2} \nabla \nabla w_{ij} + \frac{2}{2} w_{im} v_{mj} - 2 \frac{2}{2} w - 1) (u_{ij} + \gamma_{ij}) - (n - 2)(w - 1) v_{ij} - \frac{\phi}{\tau} (v_{im} \nabla [\gamma] X^m + v_{mj} \nabla [\gamma] X^m) + 8 \frac{2}{2} w_{im} v_{mj},\) and they roughly satisfy a third order estimates.
The exact estimates will be derived later (when necessary).

Motivated by the energy associated with the linear stability analysis, we define a natural wave equation type of energy (can be read off from the evolution equations) as follows
\[
\begin{align*}
\mathcal{E}_1 &= \frac{1}{2} \langle v | \mathcal{L}_{\kappa, \gamma}^{-1} v \rangle_{L^2} + \frac{n^2}{2} \langle u | \mathcal{L}_{\kappa, \gamma}^{-1} u \rangle_{L^2} \\
&= \frac{1}{2} \int_M (v, \mathcal{L}_{\kappa, \gamma}^{-1} v) \gamma^{ik} \gamma^{j\beta} \mu g + \frac{n^2}{2} \int_M (u, \mathcal{L}_{\kappa, \gamma}^{-1} u) \gamma^{ik} \gamma^{j\beta} \mu g. \tag{180}
\end{align*}
\]
The lowest order term \( \mathcal{E}_1 \) may be explicitly calculated as follows
\[
\begin{align*}
\mathcal{E}_1 &= \frac{1}{2} \int_M (v, \mathcal{L}_{\kappa, \gamma}^{-1} v) \gamma^{ik} \gamma^{j\beta} \mu g + \frac{n^2}{2} \int_M (\nabla [\gamma \nabla u], \nabla [\gamma \nabla u]) g^{ik} \gamma^{j\beta} \\
&- 2[R(\gamma)_{ij}^{mn}] u_{im} u_{mj} \gamma^{ik} \gamma^{j\beta} \mu g. \tag{181}
\end{align*}
\]
The total energy may be defined by summing all order energies up to \( s \)
\[
\mathcal{E}_s = \sum_{i=1}^{s} \mathcal{E}_i. \tag{182}
\]
This energy is positive semi-definite and it vanishes only when \((u, v) \equiv 0\), that is, on the centre manifold. We will now check the non-negative definiteness of the hessian of the energy functional, which will be used to obtain several useful estimates. The first variation of the energy with \( \delta u = h, \) and \( \delta v = k \) at \((0, 0)\) vanishes
\[
D \mathcal{E}_s(h, k) = 0, \tag{183}
\]
i.e., \((u, v) = (0, 0)\) is a critical point of \( \mathcal{E}_s. \) The second variation about the critical point yields
\[
D^2 \mathcal{E}_s((h, k), (h, k)) = \sum_{i=1}^{s} \langle k | \mathcal{L}_{\gamma, \gamma}^{-1} k \rangle_{L^2} + n^2 \sum_{i=1}^{s} \langle h | \mathcal{L}_{\gamma, \gamma}^{i} h \rangle_{L^2}
\]
and we immediately obtain the positive semi-definiteness of the hessian of energy using the spectrum of $L_{\gamma,\gamma}$

$$D^2 \mathcal{E}_\gamma((h,k),(h,k)) \geq 0$$

(184)

with equality holding if and only if $h = h^\text{TT}$ and $k = 0$. Therefore $(0,0)$ is a non-degenerate critical point of $\mathcal{E}_\gamma$. Once we have established the positive semi-definiteness of the hessian of the energy functional, we use this property to obtain a control of the desired $H^r \times H^{r-1}$ norm of the data $(u,v)$ in terms of the energy. The following two lemmas will in fact provide such control of the desired norm.

**Lemma 12.** Let $(\gamma, g, K^\text{TT})$ be such that $(g - \gamma)$ satisfies the shadow gauge and $g - \gamma = u$, $2nK^\text{TT} = v$. There exists a constant $\delta > 0$ sufficiently small, and a constant $C = C(\delta) > 0$ such that if $(u,v) \in B_\delta(0,0) \subset H^r \times H^{r-1}$, the following estimate holds

$$\|u^1\|_{H^r} \leq C \left(\|u^1\|_{H^r}^2 + \|v\|_{H^{r-1}}^2\right).$$

(185)

**Proof.** Following the shadow gauge $(u \in L^2$-orthogonal to $N)$, we may write

$$\langle (g - \gamma), h^\text{TT} + L_{\gamma} \gamma \rangle_{L^2} = 0$$

$$\langle u^1 + u^2 + z, h^\text{TT} + L_{\gamma} \gamma \rangle_{L^2} = 0$$

(186)

$$\langle u^1, h^\text{TT} \rangle_{L^2} + \langle z, h^\text{TT} + L_{\gamma} \gamma \rangle_{L^2} = 0$$

where we have used the facts that $\langle u^1, h^\text{TT} \rangle_{L^2} = 0$ and $\langle u^2, L_{\gamma} \gamma \rangle_{L^2} = 0$. Using the relation obtained, we may say that $u^1$ is a smooth function of $z$ which satisfies

$$\|z\|_{H^r} \leq C \left(\|u^1\|_{H^r}^2 + \|v\|_{H^{r-1}}^2\right),$$

(187)

and therefore, $u^1$ satisfies the following estimate

$$\|u^1\|_{H^r} \leq C \left(\|u^1\|_{H^r}^2 + \|v\|_{H^{r-1}}^2\right).$$

(188)

Using the above definition of the energy together with the positive definiteness of its hessian at $(0,0)$, we have the following crucial lemma which together with the lemma 12 will yield a control of the $H^r \times H^{r-1}$ norm of the data $(u,v)$ in terms of the energy.

**Lemma 13.** Let $s > \frac{d}{2} + 2$, $\gamma \in \mathcal{E}_{\text{in}, \frac{d}{2} + 1}$, and $\mathcal{E}_s$ be the total energy defined in (182). Then $\exists \delta > 0$, $C = C(\delta) > 0$, such that $\forall (u,v) \in B_\delta(0,0) \subset H^r \times H^{r-1}$, the following estimate holds

$$\|u^1\|_{H^r}^2 + \|v\|_{H^{r-1}}^2 \leq C \mathcal{E}_s.$$

(189)

for $\frac{d}{2} \geq \delta$.

**Proof.** We have observed the positive semi-definiteness of the hessian of the energy functional while restricted to the subspace $\mathcal{H}_{\gamma} = H^r_{\text{TT}} \times H^{r-1}_{\text{TT}}$ (in local co-ordinates $(u^2,v)$). Thus, $D^2 \mathcal{E}_\gamma : \mathcal{H}_{\gamma} \to \text{image}(D^2 \mathcal{E}_\gamma)$ is an isomorphism leading to the following inequality

$$\|u^1\|_{H^r}^2 + \|v\|_{H^{r-1}}^2 \leq CD^2 \mathcal{E}_\gamma \cdot ((h,k),(h,k)).$$

(190)

for some finite $C > 0$. Now, using a version of the Morse lemma (Hilbert space version) on the non-degenerate critical point $(0,0)$, we obtain that there exists a $\delta > 0$ such that for
variations lying within $B_{t}(0,0)$ and restricted to $\mathcal{H}_{TT}^{t}$, the following holds up to a possibly non-linear diffeomorphism $\mathcal{E}_{t} = \mathcal{E}_{t}(0,0) + D^{2}\mathcal{E}_{t} \cdot ((h, k), (h, k)) = D^{2}\mathcal{E}_{t} \cdot ((h, k), (h, k))$ (notice that $\mathcal{E}_{t}(0,0) = 0$). Therefore, we prove the lemma

$$\|u^{-r}||v||_{H^{r-1}} \leq C_{n}. \quad (191)$$

Using the previous two lemmas 12 and 13, we immediately obtain the following crucial result

$$\|u\|_{H^{r}} + \|v\|^{2}_{H^{r-1}} \leq C_{E}, \quad (192)$$

which clearly shows that the energy controls the desired norm of the data $(u, v)$. □

6. Decay of the energy (or the Lyapunov function)

In this section we study the time evolution of the total energy functional. In order to obtain the decay property of the energy, we state several necessary lemmas. Utilizing these lemmas, we compute the time evolution for the lowest order energy and following analogous calculations, the time evolution of higher order energies are obtained. Since $\|A\|_{H^{s}} \leq \|A\|_{H^{2}}$ for $s_{1} < s_{2}$, we will bound every Sobolev norm of a tensor or a vector field by its maximum available Sobolev norm. Occasionally we will use the Sobolev embedding $\|A\|_{L^{\infty}} \leq \|A\|_{H^{r}}$ for $a > \frac{d}{2}$ and the following product estimates

$$\|AB\|_{H^{r}} \leq (\|A\|_{L^{\infty}} \|B\|_{H^{r}} + \|A\|_{H^{r}} \|B\|_{L^{\infty}}), \quad s > 0, \quad (193)$$

$$\|AB\|_{H^{r}} \leq \|A\|_{H^{r}} \|B\|_{H^{r}}, \quad s > \frac{n}{2}, \quad (194)$$

$$\|[P, A]B\|_{H^{r}} \leq (\|A\|_{L^{\infty}} \|B\|_{H^{r+s-1}} + \|A\|_{H^{r+s}} \|B\|_{L^{\infty}}),$$

$$P \in \mathcal{O}P^{s}, \quad s > 0, \quad a > 0,$$

where $\mathcal{O}P^{s}$ denotes the pseudo-differential operators with symbol in the Hormander class $S_{1,0}$ (see [23] for details). The first and second inequalities essentially emphasize the algebra property of $H^{s} \cap L^{\infty}$ for $s > 0$ and of $H^{s}$ for $s > \frac{d}{2}$, respectively. In addition, we of course use integration by parts, Holder’s and Minkowski inequality whenever necessary.

Lemma 14. Let $s > \frac{d}{2} + 2, \gamma \in \mathcal{E}_{\text{in}}\mathcal{R}_{\text{in}}$ be the shadow of $g \in \mathcal{M}, \ g - \gamma = u, 2nR^{TT} = v$, and assume there exists a $\delta > 0$ such that $(u, v) \in B_{\delta}(0,0) \subset H^{s} \times H^{s-1}$, then the following estimates hold

1. $\int_{M} \langle \mathcal{L}_{g; u}, h_{TT} \rangle \mu_{g} \leq C_{T} \|u\|_{H^{s}} \|v\|_{H^{s-1}}.$
2. $\int_{M} \langle u, \partial_{T} \mathcal{L}_{g; u} \rangle \mu_{g} = \int_{M} \langle \partial_{T} u | \mathcal{L}_{g; u} \rangle \mu_{g} + |\mathcal{R}| \leq C \|u\|_{H^{s}} \|v\|_{H^{s-1}}.$
3. $\int_{M} \langle v, v \rangle g^{ij} \partial_{g} g_{ij} \mu_{g} \leq C_{T} \|v\|_{H^{s-1}}^{3} + \|v\|_{H^{s-1}}^{4}.$
4. $\int_{M} \langle u, \mathcal{L}_{g; u} \rangle g^{ij} \partial_{g} g_{ij} \mu_{g}$
\begin{align}
&\leq C \left( \frac{\phi}{\tau} \|u\|^2_{H^p} \|v\|_{H^{p-1}} + \|u\|^3_{H^p} \|v\|^2_{H^{p-1}} \right), \\
(5) \int_M \frac{\phi}{\tau} \langle v, X^m \nabla [\gamma]_m u \rangle \mu_g &\leq C \left( \frac{\phi}{\tau} \|v\|^3_{H^p} + \|v\|^4_{H^{p-1}} \right), \\
(6) \int_M \frac{\phi}{\tau} \langle L_\gamma u, X^m \nabla [\gamma]_m u \rangle \mu_g &\leq C \left( \frac{\phi}{\tau} \|u\|^2_{H^p} \|v\|^2_{H^{p-1}} \right),
\end{align}

and \( C = C(\delta) > 0 \).

**Proof.**

(a) Using the self-adjoint property of \( L_{\gamma, \gamma} \), we may write

\[
\int_M (L_{\gamma, \gamma} u, h^{TT}) \mu_g = \int_M \langle u, L_{\gamma, \gamma} h^{TT} \rangle \mu_g. \tag{196}
\]

We have

\[
(\Delta_{\gamma, \gamma} h)_{ij} = -\frac{1}{\mu_g} \nabla [\gamma]_m \left( g^{mm} \mu_g (\nabla [\gamma]_m h)_{ij} \right) \tag{197}
\]

and the definition of \( L_{\gamma, \gamma} \)

\[
L_{\gamma, \gamma} h_{ij} = \Delta_{\gamma, \gamma} h_{ij} - 2R[\gamma]_{\alpha \beta} h^{\alpha \beta},
\]

\[
= -g^{mm} (\nabla [\gamma]_m \nabla [\gamma]_m h_{ij} - V^m \nabla [\gamma]_m h_{ij} - 2R[\gamma]_{\alpha \beta} h^{\alpha \beta},
\]

\[
= -(g^{mm} - \gamma^{mm}) (\nabla [\gamma]_m \nabla [\gamma]_m h_{ij} - \gamma^{mm} \nabla [\gamma]_m \nabla [\gamma]_m h_{ij} - 2R[\gamma]_{\alpha \beta} h^{\alpha \beta},
\]

\[
= -(g^{mm} - \gamma^{mm}) (\nabla [\gamma]_m \nabla [\gamma]_m h_{ij} + L_{\gamma, \gamma} h_{ij}), \tag{198}
\]

where we have used the identity \( \nabla [\gamma]_m (\mu_g g^{-1} )^{mm} = -V^m \mu_g \), and set \( V^m = 0 \). Replacing \( h \) by \( h^{TT} \)

\[
L_{\gamma, \gamma} h^{TT}_{ij} = -(g^{mm} - \gamma^{mm}) (\nabla [\gamma]_m \nabla [\gamma]_m h^{TT}_{ij}) \tag{199}
\]

as a consequence of \( L_{\gamma, \gamma} h^{TT} = 0 \). Now we will exploit the shadow gauge condition to obtain an estimate of \( h^{TT} \). The shadow gauge reads

\[
(g - \gamma) \frac{\partial \gamma}{\partial q^\alpha} L^2 = 0, \tag{200}
\]

\[
\langle u | h^{TT} | \alpha + L_{\gamma, \gamma} | \alpha \rangle L^2 = 0 \tag{201}
\]

which upon time differentiation becomes

\[
\langle \partial u | h^{TT} | \alpha + L_{\gamma, \gamma} | \alpha \rangle L^2 + \text{second order terms} = 0,
\]

\[
\frac{\phi}{\tau} u \cdot v = \frac{\phi(\tau)}{\tau} X^m \nabla [\gamma]_m u - h^{TT} + F \mu_g h^{TT} | \alpha + L_{\gamma, \gamma} | \alpha \rangle L^2 + \text{second order terms} = 0.
\]
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Now, using the estimates on \( (w-1) \), \( X \), and \( F \), and the identity \( \langle A^{|\gamma}, Z \rangle_{L^2} = 0 \) for any transverse-traceless tensor \( A^{|\gamma} \) and vector field \( Z \in \mathfrak{X}(M) \), we immediately obtain

\[
\langle \frac{\partial}{\partial \tau} h^{|\gamma} - \frac{\partial}{\partial \tau} h^{|\gamma} \rangle_{L^2} = 0 \tag{202}
\]

which leads to

\[
h^{|\gamma} = \frac{\partial}{\partial \tau} v^\parallel + \text{second order terms}, \tag{203}
\]

where \( v^\parallel \) is the projection of \( v \) onto the subspace of TT tensors belonging to the kernel of \( \mathcal{L}_{\tau, \gamma} \). Now using the equation (199), we observe that every term of \( \langle u, \mathcal{L}_{\tau, \gamma}, h^{|\gamma} \rangle_{L^2} \) is of at least third order and the following claim follows

\[
\left| \int_M \langle \mathcal{L}_{\tau, \gamma}, u, h^{|\gamma} \rangle_{L^2} \mu \right| \leq C \frac{\partial}{\partial \tau} \| u \|_{H^s} \| v \|_{H^{s-1}}. \tag{204}
\]

(b) We need the estimate for the term \( \langle u | \partial_T \mathcal{L}_{\tau, \gamma} u \rangle_{L^2} \). Using the explicit expression for \( \mathcal{L}_{\tau, \gamma} \), we may write

\[
\partial_T \mathcal{L}_{\tau, \gamma} u_{ij} = \partial_T \left( \mathcal{L}_{\tau, \gamma} u_{ij} - 2R[\gamma]_{k,j} u^k \right),
\]

\[
= \partial_T \left( -g^{mn} (\nabla[\gamma]_m \nabla[\gamma]_n u_{ij}) - V^m \nabla[\gamma]_m u_{ij} - 2R[\gamma]_{k,j} u^k \right), \tag{205}
\]

and imposing spatial harmonic gauge \( V^i = 0 \)

\[
\partial_T \mathcal{L}_{\tau, \gamma} u_{ij} = \partial_T \left( -g^{mn} (\nabla[\gamma]_m \nabla[\gamma]_n u_{ij}) - 2R[\gamma]_{k,j} u^k \right),
\]

\[
= \partial_T \left( -g^{mn} (\nabla[\gamma]_m \nabla[\gamma]_n u_{ij}) - 2(\nabla[\gamma]_{k,j} \cdot \partial_T u) u^k - 2R[\gamma]_{k,j} \partial_T u^k. \tag{206}\n\]

Let the operator \( g^{mn} (\nabla[\gamma]_m \nabla[\gamma]_n ) \) be denoted as \( D \), then we write

\[
\partial_T D[g, \gamma] u_{ij} = \left( \frac{\partial D[g, \gamma]}{\partial g} \cdot \partial_T g + \frac{\partial D[g, \gamma]}{\partial \gamma} \cdot \partial_T \gamma \right) u_{ij} + D[g, \gamma] \partial_T u_{ij}, \tag{207}
\]

which yields

\[
\partial_T \mathcal{L}_{\tau, \gamma} u_{ij} = \mathcal{L}_{\tau, \gamma} \partial_T u_{ij} - \left( \frac{\partial D[g, \gamma]}{\partial g} \cdot \partial_T g + \frac{\partial D[g, \gamma]}{\partial \gamma} \cdot \partial_T \gamma \right) u_{ij}
\]

\[
- 2(\nabla[\gamma]_{k,j} \cdot \partial_T \gamma) u^k. \tag{208}\n\]

Since the metric \( \gamma \) is now time dependent, we need to control the terms involving \( \partial_T \gamma \). Fortunately, we do have the shadow gauge at our disposal. Utilizing the smoothing operation via shadow gauge one readily bounds \( \frac{\partial}{\partial \tau} \) in terms of \( \frac{\partial}{\partial \tau} \)

\[
\| \partial_T \gamma \|_{H^{s-1}} \leq C \| \partial_T g \|_{H^{s-1}}. \tag{209}\n\]
On the other hand, we of course have the estimate for $\frac{\partial g}{\partial t}$ from the evolution equation

$$\|\frac{\partial g}{\partial t}\|_{H^1} \lesssim \left(\frac{\phi}{\tau}\|K_{TT}\|_{H^{-1}} + \frac{\phi}{\tau}\|X\|_{H^{1}} + \|K_{TT}\|_{H^{-1}}^{2}\right)$$  \hspace{1cm} (210)

which yields through $\|X\|_{H^{1}} \lesssim (\|K_{TT}\|_{H^{-1}} + \frac{\phi}{\tau}\|K_{TT}\|_{H^{-1}}^{2})$

$$\|\partial_{\gamma}\gamma\|_{H^{1}} \lesssim \|K_{TT}\|_{H^{-1}}.$$  \hspace{1cm} (211)

In fact, following the $C^\infty$ topology of the deformation space $\mathcal{N}$, one may write

$$\|\partial_{\gamma}\gamma\|_{C^\infty} \lesssim \|K_{TT}\|_{H^{-1}}.$$  \hspace{1cm} (212)

Therefore, one is led to the conclusion that the term $-(\frac{\partial g}{\partial g} \cdot \partial_{\gamma} \phi + \frac{\partial g}{\partial g} \cdot \partial_{\gamma} \phi)_{u_{ij}} - 2(D R_{\gamma})_{u_{ij}} \partial_{\gamma} \phi_{u_{ij}}$ satisfies a second order estimate. This estimates together yields the desired result

$$\langle \mu, \partial_{\gamma} \mathcal{L}_{g}, u \rangle_{L^2} = \langle \partial g, \mathcal{L}_{g}, u \rangle_{L^2} + C\|u\|_{H^1}^{2}\|v\|_{H^1},$$  \hspace{1cm} (213)

which concludes the proof of the second part. (3), (4) let us explicitly compute $g^{ij} \frac{\partial g_{ij}}{\partial t}$ using the evolution equation

$$g^{ij} \frac{\partial g_{ij}}{\partial t} = -2n \left(1 - \frac{N}{n}\right) - \frac{\phi}{\tau} (\nabla [g], X').$$  \hspace{1cm} (214)

Therefore, we obtain the following expressions

$$\int g^{ij} \partial_{g} g_{ij} \mu_{g} = -2n \int \langle \nu, v \rangle \left(1 - \frac{N}{n}\right) + \frac{\phi}{\tau} (\nabla [g], X') \mu_{g},$$

$$\int g^{ij} \partial_{g} g_{ij} \mu_{g} = -2n \int \langle \nu, \mathcal{L}_{g}, u \rangle \left(1 - \frac{N}{n}\right) + \frac{\phi}{\tau} (\nabla [g], X') \mu_{g}.$$

Now we invoke the elliptic equation for the lapse $N$

$$\Delta_{\gamma} N + \left(\|K_{TT}\|_{H^{-1}}^{2} + \frac{1}{n}\right) N = 1.$$  \hspace{1cm} (215)

An straightforward maximum principle yields the following estimate for $N$

$$N \leq n$$  \hspace{1cm} (216)

throughout $M$ yielding $1 - \frac{N}{n} \geq 0$ and since, $\langle \nu, v \rangle$ and $\langle \nu, \mathcal{L}_{g}, u \rangle$ are non-negative definite, we may immediately write

$$\int \langle \nu, v \rangle \left(1 - \frac{N}{n}\right) + \frac{\phi}{\tau} (\nabla [g], X') \mu_{g},$$

$$\int \langle \nu, \mathcal{L}_{g}, u \rangle \left(1 - \frac{N}{n}\right) + \frac{\phi}{\tau} (\nabla [g], X') \mu_{g}.$$  \hspace{1cm} (217)
Lemma 15. Let $s > \frac{3}{2} + 2, \gamma \in \mathcal{E} \in \mathcal{M}$ be the shadow of $g \in \mathcal{M}$, and assume there exists $\delta > 0$ such that $(u, v) \in \mathcal{E}(0, 0) \subset H^s \times H^{s-1}$, then the following holds

$$\partial_t \mathcal{E}_1 = -(n-1)\langle v | v \rangle_{L^2}^2 + \mathcal{A}_1,$$

with $\mathcal{A}_1$ satisfying

$$\mathcal{A}_1 \leq C \left( ||u||_{H^s} ||v||_{H^{s-1}}^2 + ||u||_{H^s}^2 ||v||_{H^{s-1}}^2 + ||v||_{H^s}^4 + \frac{\phi}{\tau} ||u||_{H^s} ||v||_{H^{s-1}}^2 \right),$$

and $C = C(\delta) > 0$.

Proof. A direct calculation using equations (156)–(179) yields

$$\partial_t \mathcal{E}_1 = \langle \partial_t v | \partial_t v \rangle_{L^2}^2 + n^2 \left( \partial_t u | \mathcal{L}_g; u \right)_{L^2}^2 + n^2 \left( u | \partial_t \mathcal{L}_g; u \right)_{L^2}^2$$

$$+ \frac{1}{4} \int_M \left( (v_i v_k \gamma_{i}^{\beta} \gamma_{k}^{\alpha} + n^2 (u_j \mathcal{L}_g; u_k)) \gamma^{\mu} g^i_{\mu} \partial g_{\mu \nu} \partial T \right)$$

$$= \langle v | -(n-1)v \rangle - \frac{\phi}{\tau} n^2 w \mathcal{L}_g; u - \frac{\phi}{\tau} X^m \nabla [\gamma]_m v + F_v \rangle_{L^2}$$

$$+ \frac{n^2}{2} \left( \frac{\phi}{\tau} w v - \frac{\phi}{\tau} X^m \nabla [\gamma]_m u - h^{TT} || + 2(w-1) \gamma + \mathcal{F}_u | \mathcal{L}_g; u \rangle_{L^2}$$

$$+ \frac{n^2}{2} \left( u | \partial_t \mathcal{L}_g; u \right)_{L^2} + B$$

$$= -(n-1)\langle v | v \rangle_{L^2}^2 - \frac{\phi}{\tau} (X^m \nabla [\gamma]_m v)_{L^2}$$

$$- \frac{n^2}{2} \langle X^m \nabla [\gamma]_m u | \mathcal{L}_g; u \rangle_{L^2}^2 - \frac{n^2}{2} (h^{TT} || + 2(w-1) \gamma + \mathcal{F}_u | \mathcal{L}_g; u \rangle_{L^2}$$

$$+ n^2 \langle w | \mathcal{L}_g; u \rangle_{L^2} - \frac{n^2}{2} \left( w v | \mathcal{L}_g; u \right)_{L^2}.
Now utilizing point (2) of lemma 14, we may write

\[ \int_M \langle u, \partial_T \mathcal{L}_{g}, u \rangle \mu_\gamma = \int_M \langle \partial_T u | \mathcal{L}_{g}, u \rangle \mu_\gamma + \mathcal{R}, |\mathcal{R}| \leq C \|u\|_{2p}^2 \|v\|_{2p-1}. \]

and therefore the time derivative of first order energy (note that \( \|\partial_\gamma T\|_{2p} \lesssim \|\partial_\gamma T\|_{2p} \) from shadow gauge) becomes

\[
\partial_T E_1 = -(n-1)\langle v|v\rangle_L^2 - \frac{\phi}{\tau} \langle v|X^m \nabla \gamma [\gamma] v\rangle_L^2
\]

\[
- \frac{n^2 \phi}{\tau} \langle X^m \nabla \gamma [\gamma] u | \mathcal{L}_{g}, u \rangle_L^2 - n^2 \langle h^{TT} \rangle | \mathcal{L}_{g}, \gamma \rangle_L^2
\]

\[
+ 2n^2 ((w-1) \gamma | \mathcal{L}_{g}, \gamma \rangle_L^2 - \frac{n^2 \phi}{\tau} \langle u v | \mathcal{L}_{g}, u \rangle_L^2
\]

\[
+ \frac{n^2 \phi}{2 \tau} \langle u v | \mathcal{L}_{g}, \gamma \rangle_L^2 + \langle v | \mathcal{F}_\gamma \rangle_L^2 + n^2 \langle \mathcal{F}_\gamma | \mathcal{L}_{g}, u \rangle_L^2 + \mathcal{B}
\]

\[= -(n-1)\langle v|v\rangle_L^2 - \frac{\phi}{\tau} \langle v|X^m \nabla \gamma [\gamma] v\rangle_L^2
\]

\[- \frac{n^2 \phi}{\tau} \langle X^m \nabla \gamma [\gamma] u | \mathcal{L}_{g}, u \rangle_L^2 - n^2 \langle h^{TT} \rangle | \mathcal{L}_{g}, \gamma \rangle_L^2
\]

\[+ 2n^2 ((w-1) \gamma | \mathcal{L}_{g}, \gamma \rangle_L^2 + \langle v | \mathcal{F}_\gamma \rangle_L^2 + n^2 \langle \mathcal{F}_\gamma | \mathcal{L}_{g}, u \rangle_L^2 + \mathcal{B}. \]

We note that the potentially problematic term \( \frac{n^2 \phi}{2 \tau} \langle u v | \mathcal{L}_{g}, u \rangle_L^2 \) gets cancelled in the previous expression. Now we will estimate each term in the energy expression utilizing lemma 14 and the basic inequalities stated at the beginning of this section. Once again, we will bound every term by their maximum available Sobolev norm (since \( \|A\|_{2p} \lesssim \|A\|_{2p} \) for \( s_1 < s_2 \)).

\[
|\langle v|X^m \nabla \gamma [\gamma] v\rangle_L^2| \lesssim \|v\|_{2p-1}^3 + \frac{\tau}{\phi} \|v\|_{2p}^3.
\]

\[
|\langle X^m \nabla \gamma [\gamma] u | \mathcal{L}_{g}, u \rangle_L^2| \lesssim \|u\|_{2p} \|v\|_{2p-1} + \frac{\tau}{\phi} \|u\|_{2p} \|v\|_{2p-1}^2.
\]

\[
|\langle h^{TT} \rangle | \mathcal{L}_{g}, \gamma \rangle_L^2| \lesssim \phi \tau \|u\|_{2p} \|v\|_{2p},
\]

\[
|\langle (w-1) \gamma | \mathcal{L}_{g}, \gamma \rangle_L^2| \lesssim \|u\|_{2p} \|v\|_{2p-1}^2.
\]

\[
\mathcal{B} \lesssim \frac{\phi}{\tau} \|v\|_{2p-1}^3 + \|v\|_{2p-1}^3 + \frac{\phi}{\tau} \|u\|_{2p} \|v\|_{2p-1} + \|u\|_{2p} \|v\|_{2p-1}^2.
\]

Now, let us compute the product \( \langle v | \mathcal{F}_\gamma \rangle_L^2 \) and \( \langle \mathcal{F}_\gamma | \mathcal{L}_{g}, u \rangle_L^2 \)

\[
\langle v | \mathcal{F}_\gamma \rangle_L^2 = -2n^2 \frac{\phi}{\tau} \langle v | w f \rangle_L^2 + 2n^2 \frac{\phi}{\tau} \langle v | \nabla \otimes \nabla w \rangle_L^2
\]

\[
+ \frac{\phi}{\tau} \langle v | w \varepsilon \cdot v \rangle_L^2 - \frac{2\phi}{\tau} \langle v | (w - 1)(u + \gamma) \rangle_L^2.
\]
Note that the dangerous factor \( \frac{d}{\tau} \) cancel out in the time derivative of the energy by its inverse \( \frac{1}{\tau} \). Utilizing these estimates and carefully counting powers of \( \frac{1}{\tau} \), we obtain the desired differential equation for the first order energy \( \mathcal{E}_1 \)

\[
\frac{\partial}{\partial t} \mathcal{E}_1 = -(n-1)(v|v|)^2 + \mathcal{A}_1,
\]

(222)

with \( \mathcal{A}_1 \) satisfying

\[
|\mathcal{A}_1| \lesssim C \left( \|u\|_{H^1}^2 \|v\|_{H^{n-1}}^2 + \|u\|_{H^1}^2 \|v\|_{H^{n-1}} + \|v\|_{H^{n-1}}^3 \right.
\]

\[
+ \frac{\phi}{\tau} \|u\|_{H^1} \|v\|_{H^{n-1}}^2 + \frac{\phi}{\tau} \|u\|_{H^2} \|v\|_{H^{n-1}} + \frac{\phi}{\tau} \|v\|_{H^{n-1}}^3 \left. \right)
\]

(223)

This proves the lemma. \( \square \)

Now we need to derive the time derivative of the higher order energies in order to obtain a time evolution of the total energy. In order to do so, we need a few additional estimates. The next lemma provides the required estimates.
Lemma 16. Let \( s > \frac{d}{2} + 2, \gamma \in \mathcal{E} \in \mathcal{M} \) be the shadow of \( g \in \mathcal{M} \), and assume there exists \( a \delta > 0 \) such that \((u, v) \in B_\delta(0, 0) \subset H^s \times H^{s-1}\), then the following estimates hold

\[
\begin{align*}
(1) & \int_M \langle L_{\delta, \gamma}^i, u, h^{TT} \rangle_\mu g \leq C \frac{\phi}{\tau} \|u\|^2_{H^s} \|v\|^2_{H^{s-1}}, \\
(2) & \int_M \langle u, \partial T L_{\delta, \gamma}^i, u \rangle_\mu g = \int_M \langle \partial T u | L_{\delta, \gamma}^i, u \rangle_\mu g + \mathcal{R}'' | \mathcal{R}' | \leq C \|u\|^2_{H^s} \|v\|^2_{H^{s-1}}, \\
(3) & \int_M \langle v, L_{\delta, \gamma}^{i-1} v \rangle g^{ij} \partial_T g_{ij} \mu g \leq C \left( \frac{\phi}{\tau} \|v\|^3_{H^s-1} + \|v\|^4_{H^{s-1}} \right), \\
(4) & \int_M \langle u, L_{\delta, \gamma}^i, u \rangle g^{ij} \partial_T g_{ij} \mu g \leq C \left( \frac{\phi}{\tau} \|u\|^2_{H^s} \|v\|^2_{H^{s-1}} + \|u\|^3_{H^s} \|v\|^3_{H^{s-1}} \right), \\
(5) & \int_M \frac{\phi}{\tau} \langle L_{\delta, \gamma}^{i-1} v, X^m \nabla [\gamma]_m v \rangle_\mu g \leq C \left( \frac{\phi}{\tau} \|v\|^3_{H^s-1} + \|v\|^4_{H^{s-1}} \right), \\
(6) & \int_M \frac{\phi}{\tau} \langle L_{\delta, \gamma}^i, u, X^m \nabla [\gamma]_m u \rangle_\mu g \leq C \left( \frac{\phi}{\tau} \|u\|^2_{H^s} \|v\|^2_{H^{s-1}} + \|u\|^3_{H^s} \|v\|^3_{H^{s-1}} \right),
\end{align*}
\]

for \( 2 \leq i \leq s \) and \( C = C(\delta) > 0 \).

**Proof.** Following a calculation analogous to that of lemma 14 and using the formula for the higher order estimates provided in the beginning of this section (i.e., the product estimates and the commutator estimates) for \( s > \frac{d}{2} + 2 \), each of the claims follows.

Now that we have the necessary estimates, we may obtain the time derivative of the higher order energies. The following lemma states the time derivative of the higher order energies.

Lemma 17. Let \( s > \frac{d}{2} + 2, \gamma \in \mathcal{E} \in \mathcal{M} \) be the shadow of \( g \in \mathcal{M} \), and assume there exists \( a \delta > 0 \) such that \((u, v) \in B_\delta(0, 0) \subset H^s \times H^{s-1}\), then the following holds for \( 1 < i \leq s \)

\[
\partial_T \mathcal{E}_i = -(n - 1) \langle v | L_{\delta, \gamma}^{i-1} v \rangle_{L^2} + \mathcal{A}_i,
\]

with \( \mathcal{A}_i \) satisfying

\[
|\mathcal{A}_i| \leq C \left( \|u\|^2_{H^s} \|v\|^2_{H^{s-1}} + \|u\|^3_{H^s} \|v\|^3_{H^{s-1}} + \|v\|^4_{H^{s-1}} \right.

\[
+ \frac{\phi}{\tau} \|u\|^2_{H^s} \|v\|^2_{H^{s-1}} + \frac{\phi}{\tau} \|u\|^3_{H^s} \|v\|^3_{H^{s-1}} + \frac{\phi}{\tau} \|v\|^3_{H^{s-1}} \right),
\]

for \( C = C(\delta) > 0 \).

**Proof.** A calculation analogous to that of lemma 15 and the higher order estimates from lemma 16 directly yield the desired result.
Now that we have concluded with the proofs of the important lemmas, we will study the time evolution of the total energy. The time derivative of the total energy may be written using the lemmas 15 and 17 as follows

$$\frac{\partial E}{\partial T} = -(n - 1) \sum_{i=1}^{s} \langle v | L_{\phi_i, \gamma} v \rangle_{L^2} + \sum_{i=1}^{s} A_i,$$

(227)

where each $A_i$ satisfies higher order estimate

$$A_i \leq C \left( \|u\|_H^2 \|v\|_{H^{s-1}}^2 + \|u\|_H^2 \|v\|_{H^{s-1}}^2 + \|v\|_{H^{s-1}}^4 \right.$$ 

$$+ \frac{\phi}{\tau} \|u\|_H \|v\|_{H^{s-1}} + \frac{\phi}{\tau} \|u\|_H^2 \|v\|_{H^{s-1}} + \frac{\phi}{\tau} \|v\|_{H^{s-1}}^3 \right)$$

(228)

The above expression may be rewritten as follows

$$\frac{\partial E}{\partial T} \leq - \left( (n - 1) - C(\|u\|_H^2 + \|u\|_H^2 + \|v\|_{H^{s-1}}^2) \right) \sum_{i=1}^{s} \langle v | L_{\phi_i, \gamma}^{-1} v \rangle_{L^2}$$

$$+ C \frac{\phi}{\tau} \|v\|_{H^{s-1}} E,$$

(229)

using the fact that $\|v\|_{H^{s-1}} \leq \sum_{i=1}^{s} \langle v | L_{\phi_i, \gamma}^{-1} v \rangle_{L^2}, \|u\|_H^2 + \|v\|_{H^{s-1}}^2 \leq E$. Also note that $\|u\|_H^2, \|v\|_{H^{s-1}} \leq E^{1/2}$. Now notice that zero eigenvalues of $L_{\phi, \gamma}$ would correspond to the trivially stable case for small data. If $(u, v) \in \ker(L_{\phi, \gamma})$, then

$$\frac{\partial E}{\partial T} \leq -2(n - 1)E + C \frac{\phi}{\tau} E^{3/2}$$

(230)

and if the initial data is sufficiently small in $H^s \times H^{s-1}$, then $E(T) \leq e^{-2(n-1)(T-T_0)}$ as $T \to \infty$. Therefore, we will focus on perturbations $(u, v)$, satisfying $\langle v | L_{\phi_i, \gamma}^{-1} v \rangle_{L^2} > 0 \ \forall \ 1 \leq i \leq s$. Note an extremely important fact that the possible feedback term (which might lead to energy growth) $\|v\|_{H^{s-1}} E$ is multiplied by a factor of $\frac{\phi}{\tau}$. Noting that $\frac{\phi}{\tau} \sim e^{-\tau}$ as $T \to \infty$, one immediate guess would be that the energy at least remains bounded if the initial energy is chosen to be sufficiently small. Now the time derivative of the energy may be further reduced to the following form

$$\frac{\partial E}{\partial T} \leq - \left( (n - 1) - C \sqrt{E} \right) \sum_{i=1}^{s} \langle v | L_{\phi_i, \gamma}^{-1} v \rangle_{L^2}$$

(231)

$$+ C \frac{\phi}{\tau} \|v\|_{H^{s-1}} E.$$

(232)

Now, if the energy is sufficiently small (i.e., $(u, v) \in B_{\gamma}(0, 0) \in H^s \times H^{s-1}$ such that $E \leq (\frac{\phi}{\tau})^2$ for example), then the first term contributes a negative factor and for such small data limit, the linear terms $\|v\|_{H^{s-1}}$ are absorbed in the constant and the energy satisfies

$$\frac{\partial E}{\partial T} \leq C \frac{\phi}{\tau} E.$$

(233)
integration of which yields
\[ E(T) \leq E(T_0) e^{C \ln \frac{e^{-T_0 + 1/2} e^{-2T_0 + 2n\Lambda}}{e^{-T} + \sqrt{e^{-2T} + 2n\Lambda}}} = E(T_0) \left( \frac{e^{-T_0} + \sqrt{e^{-2T_0} + 2n\Lambda}}{e^{-T} + \sqrt{e^{-2T} + 2n\Lambda}} \right)^C. \]

Therefore, we have the boundedness of energy at the limit \( T \to \infty \) \((\lim_{T \to \infty} (e^{-T} + \sqrt{e^{-2T} + 2n\Lambda}) = \sqrt{2n\Lambda})\)
\[ \lim_{T \to \infty} E(T) \leq C'E(T_0). \] (234)

In order to close the argument, the following must be satisfied
\[ \sqrt{E(T)} < \frac{n-1}{2C} \] (235)
to ensure that the first term in the inequality (231) contributes a negative term for all time (which we assumed at the beginning). We enforce the following condition which will impose necessary smallness condition on the initial energy \( E(T_0) \)
\[ \lim_{T \to \infty} E(T) \leq C'E(T_0) < \frac{(n-1)^2}{4C^2}. \] (236)

It yields the following smallness of the initial data
\[ E(T_0) < \frac{(n-1)^2}{4C^2}. \] (237)

Therefore, by ensuring that the initial data is small enough such that (237) holds, we ensure that the first term in the differential inequality (231) always contributes a negative term. Therefore, we close the argument and obtain that the suitable norm of the data remains bounded by the initial data as \( T \to \infty \) if the initial data is chosen small enough i.e.,
\[ E(T) \lesssim E(T_0), \] (238)
or
\[ \|u(T)\|_{H^2}^2 + \|v(T)\|_{H^{2,1}}^2 \lesssim \|u(T_0)\|_{H^2}^2 + \|v(T_0)\|_{H^{2,1}}^2. \] (239)

Now, since the time interval of existence depends on the size of \( \|u\|_{H^2} \) and \( \|v\|_{H^{2,1}} \) from the local existence theorem, we obtain the global existence.

Even though we proved the boundedness of the suitable norm of the dynamical variables yielding global existence, this is not satisfactory. We want to prove the attractor property of the Einstein-\( \Lambda \) flow and as such we need to establish decay property of suitable norms. [6] showed the attractor property of the Einstein flow with \( \Lambda = 0 \). Now, with \( \Lambda > 0 \) included, one would naturally expect that the accelerated expansion should kill away the perturbations and drive the flow towards the centre manifold (extended centre manifold to be precise). However, we only seem to obtain a boundedness of the energy without any decay. This is mainly due to the fact that we have underestimated the large damping term \(-(n-1)\sum_{i=1}^N \langle v|L^2_{k,1} v\rangle_{L^2}^2\). Using an
iterated scheme, we will now achieve the sharp decay which does agree with the linear analysis as $T \to \infty$ (as it should).

The following analysis holds in the limit $T \to \infty$. We will simply compute the time derivative of $\mathcal{E}_v := \sum_{s=1}^{n-1} \langle v | L_{\gamma_i}^{s-1} v \rangle v^2$, $s > \frac{n}{2} + 2$

$$\frac{d\mathcal{E}_v}{dT} \leq -(n-1) \sum_{s=1}^{n-1} \langle v | L_{\gamma_i}^{s-1} v \rangle v^2 + C ||v||^4_{H^{s-2}}$$

$$+ \frac{\phi}{\tau} (||v||^3_{H^{s-2}} + ||u||_{H^{s-1}} ||v||^3_{H^{s-2}} + ||u||_{H^s} ||v||_{H^{s-2}}).$$

(241)

Note an important fact that we lose one degree of regularity because, in the computation of the time derivative of $\mathcal{E}_v := \sum_{s=1}^{n-1} \langle v | L_{\gamma_i}^{s-1} v \rangle v^2$ alone, the dangerous term $\sum_{s=1}^{n-1} \langle L_{\gamma_i} u | L_{\gamma_i}^{s-1} v \rangle v^2$ does not get cancelled unlike the case of the time derivative of the total energy $\mathcal{E}$.

Therefore, we loose one order of regularity. However, since we have $\delta/s > \frac{n}{2} + 2$, we will still be able to obtain the desired pointwise decay estimate. The previous inequality may also be expressed as follows

$$\frac{d\mathcal{E}_v}{dT} \leq -(n-1) - C ||v||^2_{H^{s-2}} \sum_{s=1}^{n-1} \langle v | L_{\gamma_i}^{s-1} v \rangle v^2$$

$$+ C \frac{\phi}{\tau} (||v||^3_{H^{s-2}} + ||u||_{H^{s-1}} ||v||^3_{H^{s-2}} + ||u||_{H^s} ||v||_{H^{s-2}})$$

(242)

Recalling $||v||^2_{H^{s-2}} \lesssim \delta^2 < \frac{1}{4\tau^2}$ and $||u||_{H^s} \lesssim \delta$, we obtain

$$\frac{d\mathcal{E}_v}{dT} \leq - \frac{n-1}{2} \sum_{s=1}^{n-1} \langle v | L_{\gamma_i}^{s-1} v \rangle v^2 + C \frac{\phi}{\tau} ||v||^2_{H^{s-2}} (1 + ||u||_{H^{s-1}}) + C \frac{\phi}{\tau} ||u||_{H^s} ||v||_{H^{s-2}}$$

$$= -(n-1) \mathcal{E}_v + C \frac{\phi}{\tau} ||v||^2_{H^{s-2}} (1 + ||u||_{H^{s-1}}) + C \frac{\phi}{\tau} ||u||_{H^s} ||v||_{H^{s-2}}$$

(243)

integration of which yields ($n \geq 3$)

$$\mathcal{E}_v(T) \lesssim e^{-(n-1)(T-T_0)} \mathcal{E}(T_0) + Ce^{-T},$$

(244)

i.e.,

$$\mathcal{E}_v \lesssim e^{-T} \quad \text{or} \quad ||v||_{H^{s-2}} \lesssim e^{-T/2}.$$ (245)

Using $s > \frac{n}{2} + 2$, we obtain applying Sobolev embedding on compact domain

$$||v||_{L^\infty} \lesssim e^{-T/2}.$$ (246)

Now, note that this decay is not optimal. An iteration scheme would yield a better decay rate. We go back to the expression of $\frac{d\mathcal{E}_v}{dT}$ and observe

$$\frac{d\mathcal{E}_v}{dT} \leq -(n-1) \sum_{s=1}^{n-1} \langle v | L_{\gamma_i}^{s-1} v \rangle v^2 + C ||v||^4_{H^{s-2}}$$

$$+ C \frac{\phi}{\tau} (||v||^3_{H^{s-2}} + ||u||_{H^{s-1}} ||v||^3_{H^{s-2}} + ||u||_{H^s} ||v||_{H^{s-2}}).$$

(247)
to obtain
\[
\frac{dE_v}{dT} \leq -2(n - 1)E_v + Ce^{-(1+1/2)T} + Ce^{-2T} \tag{248}
\]
since \(\|v\|_{H^{-2}}^4 \lesssim e^{-2T}, \|v\|_{H^{-2}}^3 \lesssim e^{-2T}, \|v\|_{H^{-2}}^2 \lesssim e^{-2T} \) using the previous estimate. Theorem, therefore, the previous differential inequality yields
\[
E_v \lesssim e^{-(1+1/2)T} \text{ or } \|v\|_{H^{-2}} \lesssim e^{-1/2(1+1/2)T} \tag{249}
\]
Notice that we have gained a factor of 1/4 in the decay estimate. Using this estimate, in the next iteration, we obtain
\[
\frac{dE_v}{dT} \leq -2(n - 1)E_v + Ce^{-(1+1/2(1+1/2))T} \tag{250}
\]
and subsequently
\[
E_v \lesssim e^{-(1+1/2(1+1/2))T} \text{ or } \|v\|_{H^{-2}} \lesssim e^{-1/2(1+1/2)T} \tag{251}
\]
If we continue to iterate, we obtain the decay rate to be the sum of an infinite series, that is, the final decay rate is computed to be
\[
1 + \frac{1}{2} \left( 1 + \frac{1}{2} \right) \left( 1 + \frac{1}{2} \right) \left( 1 + \frac{1}{2} \right) \ldots = \sum_{k=0}^{\infty} \frac{1}{2^k} = \frac{1}{1 - 1/2} = 2. \tag{252}
\]
Therefore, the final estimate reads
\[
E_v \leq e^{-2T} \text{ or } \|v\|_{H^{-2}} \leq e^{-T}. \tag{253}
\]
Note that this is optimal in a sense that substituting this decay back into the equation (247) returns the same decay. Now we compute the time derivative of \(E_s := \sum_{i=1}^{\infty} \langle u|L_{k_i} v, u \rangle_{L^2} + \frac{1}{2} \sum_{i=1}^{\infty} \langle v|L_{k_i}^{-1} v \rangle_{L^2} \) which yields
\[
\frac{dE_s}{dT} \leq - (n - 1) \sum_{i=1}^{\infty} \langle u|L_{k_i}^{-1} v \rangle_{L^2} \\
+ C(\|u\|_{H^{-1}} + \|u\|_{H^{-1}}^2 + \|v\|_{H^{-2}}^2)\|v\|_{H^{-2}} + C \frac{\|\delta\|_{L^2}}{T} \|v\|_{H^{-2}} \tag{254}
\]
Utilizing the estimate \(\|v\|_{H^{-2}} \lesssim e^{-T} \) and \(\|u\|_{H^{-1}} < \delta \), we observe that every term decays exponentially as \(T \rightarrow \infty \) i.e., \(C(\|u\|_{H^{-1}} + \|u\|_{H^{-1}}^2 + \|v\|_{H^{-2}}^2)\|v\|_{H^{-2}} \lesssim e^{-2T}, \frac{\|\delta\|_{L^2}}{T} \|\delta\|_{H^{-2}} \lesssim e^{-2T} \) and \(\sum_{i=1}^{\infty} \langle v|L_{k_i}^{-1} v \rangle_{L^2} \lesssim e^{-2T} \) yielding
\[
\frac{dE_s}{dT} \lesssim e^{-2T}, \tag{255}
\]
i.e., \(\frac{dE_s}{dT} \) decays as \(T \rightarrow \infty \). In fact, we may show that \(E_s \) actually decays as \(T \rightarrow \infty \). Using the decay estimate \(\|v\|_{H^{-2}} \lesssim e^{-T} \) and noting the order of each term
\[
\frac{dE_s}{dT} \leq - (n - 1) \delta^2 e^{-2T} + C \delta^3 e^{-2T} + C \delta^5 e^{-2T} \\
= - ((n - 1) - 2C\delta) \delta^2 e^{-2T}. \tag{256}
\]
Now of course there exists a $\delta > 0$ such that $\delta < \frac{n-1}{2\tau}$ yielding
\[
\frac{d\mathcal{E}}{dT} < 0
\] (257)
and $\frac{d\mathcal{E}}{dT} = 0$ if and only if $\|v\|_{H^{s-2}} = 0$ since every term in the right-hand side is multiplied by a factor of $\|v\|_{H^{s-2}}$. This indicates that the re-scaled metric converges to a limit metric. Now, we go back to the evolution equation of the metric since, we have not yet established a sharp decay of the metric. The evolution equation for the metric reads
\[
\partial_T g_{ij} = \frac{2\phi(\tau)}{\tau} NK^{TT}_{ij} - 2 \left(1 - \frac{N}{n}\right) g_{ij} - \frac{\phi(\tau)}{\tau} (Lxg)_{ij}. \tag{258}
\]
Now, we have estimated $\|v\|_{H^{s-2}} = 2n\|K^{TT}\|_{H^{s-2}} \lesssim e^{-T}$ which yields through the elliptic estimate (lemmas 6 and 7)
\[
\left(\frac{N}{n} - 1\right)\|g\|_{H^{s-2}} \lesssim e^{-2T}, \quad \|X\|_{H^{s-2}} \lesssim e^{-T}. \tag{259}
\]
Therefore, utilizing these estimates ($s > \frac{n}{2} + 2$) we obtain
\[
\|\partial_T g_{ij}\|_{H^{s-2}} \lesssim e^{-2T} \text{ or } \|\partial_T g_{ij}\|_{L^\infty} \lesssim e^{-2T} \tag{260}
\]
which implies that the re-scaled metric $g_{ij}$ decays to a limit metric $\gamma$ i.e., utilizing the evolution equation $\|g - \gamma\|_{H^{s-1}} \lesssim e^{-2T}$ or equivalently $\|g - \gamma\|_{L^\infty} \lesssim e^{-2T}$ from Sobolev embedding on compact domain. The question that remains is what are these limit metrics? Invoking the Hamiltonian constraint
\[
R + \frac{n-1}{n} = |K^{TT}|^2, \tag{261}
\]
one obtains
\[
\lim_{T \to \infty} \left(R + \frac{n-1}{n}\right) = \lim_{T \to \infty} |K^{TT}|^2 = \lim_{T \to \infty} e^{-2T} = 0. \tag{262}
\]
This precisely implies that the re-scaled metric $g_{ij}$ converges to an element of the space $\mathcal{M}^{\gamma^\perp}_1 \cap \mathcal{S}$, i.e., the extended centre manifold. The decay estimate is as follows
\[
\|g - \gamma\|_{H^{s-1}} \lesssim e^{-2T}, \tag{263}
\]
where $\gamma^\perp \in \mathcal{M}^{\gamma^\perp}_1 \cap \mathcal{S}$. In summary, the metric $g$ along with $(K^{TT}, X, N)$ satisfies
\[
\lim_{T \to \infty} \|\partial_T g_{ij}\|_{L^\infty} = 0, \quad \lim_{T \to \infty} \|K^{TT}\|_{L^\infty} = 0, \quad \lim_{T \to \infty} \|N\|_{L^\infty} = n, \quad \lim_{T \to \infty} \|X\|_{L^\infty} = 0, \quad \lim_{T \to \infty} R[g] = \frac{n-1}{n}, \tag{264}
\]
that is
\[
\lim_{T \to \infty} g(T) = \gamma^\perp \text{ (in } H^{s-1} \text{ topology)} \tag{265}
\]
with \( \gamma^1 \in \mathcal{M}'_{\epsilon - \frac{1}{n-1}} \cap S \). This implies that metrics lying in \( \mathcal{M}'_{\epsilon - \frac{1}{n-1}} \cap S \), simply evolves to another point in \( \mathcal{M}'_{\epsilon - \frac{1}{n-1}} \cap S \), and metrics lying sufficiently close to \( \mathcal{N} \) yet not in \( \mathcal{M}'_{\epsilon - \frac{1}{n-1}} \cap S \), exponentially converges to \( \mathcal{M}'_{\epsilon - \frac{1}{n-1}} \cap S \), in infinite time. This completes the proof of the attractor property of the centre manifold (extended to be precise) under the Einstein flow. Theorem 4 formally summarizes the result.

Once we have obtained the estimates for the perturbations to the primary dynamical variables \((u, v)\), the estimates for the lapse function and the shift vector field follow from lemmas 6 and 7, respectively

\[
\| \frac{N}{n} - 1 \|_{\mu'} \lesssim e^{-2T},
\]

and thus

\[
\| \frac{N}{n} - 1 \|_{L^\infty} \lesssim e^{-2T},
\]

following Sobolev embedding theorem on compact domain with \( s > \frac{n}{2} + 2 \). We proved earlier that \( h^{TT} = \frac{1}{2} |v| \) up to a second order correction and \( Y \) is estimated by lemma 8. Therefore, the following holds for \( h^{TT} \) and \( Y \)

\[
\| h^{TT} \|_{H^{s-1}} \lesssim e^{-2T}, \quad \text{or} \quad \| h^{TT} \|_{L^\infty} \lesssim e^{-2T}
\]

\[
\| Y \|_{H^s} \lesssim e^{-2T}, \quad \text{or} \quad \| Y \|_{L^\infty} \lesssim e^{-2T}.
\]

Therefore, we summarize the following decay estimates for the perturbations \( L^2 \) orthogonal to the deformation space \( \mathcal{N} \)

\[
\| \frac{\partial g}{\partial T} \|_{L^\infty} \lesssim e^{-2T}, \quad \| g - \gamma^\parallel \|_{L^\infty} \lesssim e^{-2T}, \quad \| K^{TT} \|_{L^\infty} \lesssim e^{-T},
\]

\[
\| \frac{N}{n} - 1 \|_{L^\infty} \lesssim e^{-2T}, \quad \| X \|_{L^\infty} \lesssim e^{-T}, \quad \| h^{TT} \|_{L^\infty} \lesssim e^{-2T}, \quad \| Y \|_{L^\infty} \lesssim e^{-2T}.
\]

For purely tangential perturbations (tangential to the deformation space \( \mathcal{N} \)), the following decay estimates hold using (230), the elliptic estimates (lemmas 6–8), and the evolution equations

\[
\| \frac{\partial g}{\partial T} \|_{L^\infty} \lesssim e^{-nT}, \quad \| g - \gamma^\parallel \|_{L^\infty} \lesssim e^{-nT}, \quad \| K^{TT} \|_{L^\infty} \lesssim e^{-(n-1)T},
\]

\[
\| \frac{N}{n} - 1 \|_{L^\infty} \lesssim e^{-2(n-1)T}, \quad \| X \|_{L^\infty} \lesssim e^{-(n-1)T}, \quad \| h^{TT} \|_{L^\infty} \lesssim e^{-nT}, \quad \| Y \|_{L^\infty} \lesssim e^{-2nT}.
\]

Note an important fact that the asymptotic decay estimates of \( \frac{\partial g}{\partial T} \), \( g - \gamma^\parallel \), and \( K^{TT} \) match with the linear decay estimates as expected. Utilizing these asymptotic decay estimates for the
Theorem 4. Let \((g_0, K_0^{\text{TT}}) \in B_4(\gamma_0, 0) \subset H^{s-1} \times H^{s-2}, s > \frac{3}{2} + 2\) with \(\gamma_0 \in \mathcal{N}\) and assume the triple \((\gamma_0, g_0, K_0^{\text{TT}})\) satisfies the shadow gauge condition. The Newtonian like time \(-\infty < T \leq \infty\) is defined as the solution of the equation \(\partial_T = -\frac{\gamma^1}{\sqrt{-K^{TT}}(t, C)} \partial_\tau\), with \(\tau \in (-\infty, -\sqrt{2\Lambda/\gamma})\) and \(\Lambda > 0\) being the mean extrinsic curvature (constant) of the Cauchy hypersurface \(\mathcal{M}\) and the cosmological constant, respectively. Let \(T \mapsto (\gamma(T), g(T), K^{\text{TT}}(T))\) be the maximal development of the Cauchy problem for the system (35)–(39), (43), (44) with shadow gauge condition imposed and initial data \((\gamma_0, g_0, K_0^{\text{TT}})\). Then there exists a \(\gamma^* \in \mathcal{N}\) and a \(\gamma^1 \in \mathcal{M} \cap S\), such that the triple \((\gamma^*, \gamma^1, K^{TT})\) flows towards \((\gamma^*, \gamma^1, 0)\) in the limit of infinite time that is
\[
\lim_{T \to \infty} (\gamma(T), g(T), K^{TT}(T)) = (\gamma^*, \gamma^1, 0).
\] (274)
and moreover either \(\gamma^1 = \gamma^*\) or \(\mathcal{P}\gamma^1 = \gamma^*\). Here \(\mathcal{P}\) is the projection operator defined in (107).

In the limit of infinite time (infinite expansion of the physical metric), the complete solution satisfies
\[
\lim_{T \to \infty} (\gamma(T), g(T), K^{TT}(T), N(T), X(T)) = (\gamma^*, \gamma^1, 0, n, 0).
\] (275)

In order to establish the future completeness of the spacetime, we need to show that the length of a timelike geodesic goes to infinity. In other words, the solution of the geodesic equation must exist for an infinite interval of the affine parameter. Let us designate the timelike geodesic by \(C\). The tangent vector \(\alpha = \frac{dC}{dT} = \alpha^\mu \partial_\mu\) to \(C\) for the affine parameter \(\lambda\) satisfies \(\hat{g}(\alpha, \alpha) = -1\), where \(\hat{g}\) is the spacetime metric. As \(C\) is causal, we may parametrize it as \((T, \hat{C}^i)\), 1 = 1, 2, 3.

We must show that \(\lim_{T \to \infty} \lambda(T) = +\infty\), that is,
\[
\lim_{T \to \infty} \int_{T_0}^T \frac{d\lambda}{d\tau} \, dT' = +\infty.
\] (276)
Noting that \(\alpha^0 = \frac{dT}{d\lambda}\), we must show
\[
\lim_{T_0 \to \infty} \int_{T_0}^T \frac{1}{\alpha^0} \, dT' = +\infty.
\] (277)

We follow the method of [14] to achieve this. Showing that \(|\hat{N}\alpha^0|\) is bounded and therefore \(\lim_{T \to \infty} \int_{T_0}^T N \, dT' = +\infty\) is enough to ensure the geodesic completeness. We first show that \(\hat{N}\alpha^0\) is bounded. Let us consider a co-vector field \(Z_\mu = N\delta^\mu_0\) in local coordinates using the \(n + 1\) decomposition, where \(\delta^\mu_0\) is the Kronecker delta. This shows that \(\alpha\) may be expressed as
\[
\alpha = \hat{N}\alpha^0Z + W,
\] (278)
where \(W \in \mathfrak{X}(M)\). Noting \(\hat{g}(\alpha, \alpha) = -1\), we obtain
\[
|Z|^2_{\hat{g}} = \hat{N}^2(\alpha^0)^2 - 1.
\] (279)
Here \(\hat{g}\) is the induced Riemannian metric on \(M\). Clearly we have
\[
|Z|^2_{\hat{g}} < \hat{N}^2(\alpha^0)^2.
\] (280)
Let us compute the entity $\frac{d(N^2(\alpha^0)^2)}{dT}$ as follows

$$\frac{d(N^2(\alpha^0)^2)}{dT} = \frac{d}{dT}(\bar{g}(\alpha, Z))^2 = \frac{2}{\alpha^0} \bar{g}(\alpha, Z) \bar{g}(\alpha, \nabla[\bar{g}], Z),$$

(281)

where, we have used the fact that for $C$ being a geodesic, $\nabla[\bar{g}], \alpha = 0$ and appealed to the Koszul formula for the derivative. Using $\bar{g}(\alpha, Z) = -N\alpha^0$ and writing the covariant derivative of the spacetime metric as a direct sum of its projection onto the tangent space of $\bar{M}$ and the second fundamental form of $\bar{M}$, we obtain

$$\frac{d(N^2(\alpha^0)^2)}{dT} = -2N(\alpha^0 \nabla_w N - \bar{K}jW^j).$$

(282)

Decomposing $\bar{K} = \bar{K}^T + \bar{\omega}^{\perp} \tilde{g}$ and noting that $\tau < 0$, we obtain

$$\frac{d}{dT}(\ln(N^2(\alpha^0)^2)) \leq \|\nabla N\|_{L^\infty, \tilde{g}} + \|\bar{K}T\|_{L^\infty, \tilde{g}}.$$

(283)

Now, in the time coordinate $\frac{dz}{\tau} = 1$ and $\bar{\omega}^{\perp} \frac{d^2}{\tau^2} = \frac{d}{dT}$, the spacetime metric reads

$$\bar{g} = -\bar{N}^2 \, dt \otimes dt + \bar{g}_{ij}(dx^i + \bar{X}^i \, dt) \otimes (dx^j + \bar{X}^j \, dt)$$

$$= -\frac{\bar{N}^2 \phi^2}{\tau} \, dT \otimes dT + \bar{g}_{ij} \left( \frac{dx^i - X^i \phi^2}{\tau} \right) \left( \frac{dx^j - X^j \phi^2}{\tau} \right) \, dT,$$

(284)

and therefore $\bar{N} = \bar{N}^2(\alpha^0)^2$. Now, we utilize the estimate obtained for the lapse function and the transverse-traceless second fundamental form. Note that these fields are not dimensionless and therefore we need to multiply them with suitable powers of $\frac{1}{\bar{N}} = e^\phi$ (34) to extract the dimensionless part. We obtain, $\bar{N} = \bar{N}^2(\alpha^0)^2 = \bar{N}^n$ and $\bar{K}T = \frac{1}{\bar{N}} \bar{K}T$, where $\bar{N}$ and $\bar{K}T$ are dimensionless. Utilizing the estimates $\|\bar{N}^2(\alpha^0)^2\|_{H^2} \leq e^{-2T}$ and $\|\bar{K}T\|_{H^{p-2}} \leq e^{-T}$ (for $p > \frac{1}{2} + 1$), from Sobolev embedding on a compact domain, bounded $H^2$ (resp. $H^{p-2}$) norm of $\bar{N}$ (resp. $\bar{K}T$) implies bounded $L^\infty$ norm, $\|\nabla \bar{N}\|_{L^\infty, \tilde{g}} := \sup_M \sqrt{\bar{g}^{ij} \nabla_i \nabla_j \bar{N}}$, $\|\bar{K}T\|_{L^\infty, \tilde{g}} := \sup_M \sqrt{\bar{g}^{ij} \bar{K}_T^{ij} \bar{K}_T^{ij}}$, we observe that the following holds

$$\frac{d}{dT}(\ln(N^2(\alpha^0)^2)) \leq e^{-2T}$$

(286)

as $T \to \infty$ and therefore $N^2(\alpha^0)^2$ is bounded, i.e.,

$$N^2(\alpha^0)^2(T) \leq C$$

(287)

for some $C < \infty$. Therefore, we need to show that $\lim_{T \to +\infty} \int_{T_0}^{T} \bar{N} \, dT = +\infty$ in order to finish the proof of timelike geodesic completeness. Once again using $\bar{N} = \frac{\bar{N}}{\bar{N}}$, the estimate (49)

$$0 < \frac{1}{\sup(|\bar{K}T|^2) + \frac{1}{\bar{N}}} \leq \bar{N} \leq n,$$

(288)

and $\|\bar{K}T\|_{H^{p-1}} \leq e^{-T}$ as $T \to \infty$, we clearly see that $\bar{N}$ is bounded from below by a strictly positive number and therefore

$$\lim_{T \to +\infty} \int_{T_0}^{T} \bar{N} \, dT = +\infty.$$
Therefore, the solution of the geodesic equation must exist for a semi-infinite interval of the affine parameter. This completes the proof timelike geodesic completeness. The case of null geodesics can be handled exactly the same way.

This proves the future completeness of this family of spacetimes. Previous analysis together with the attractor property stated in theorem 4 yields the following global existence theorem.

**Theorem 5.** Let $\mathcal{N}$ be the integrable deformation space of $\gamma_0$. Then $\exists \delta > 0$ such that for any $(g(T_0), K^{TT}(T_0)) \in B_\delta(\gamma_0, 0) \subset H^s \times H^{s-1}$, with the triple $(\gamma_0, g(T_0), K^{TT}(T_0))$ satisfying the shadow gauge condition, the Cauchy problem for the re-scaled Einstein-$\Lambda$ system with constant mean extrinsic curvature (CMC) and spatial harmonic (SH) gauge is globally well posed to the future and the space–time is future complete.

One might recall for $\Lambda = 0$ case that in order to obtain a sharp decay of the energy, [6] added a correction term to the ordinary wave equation type energy. One could naturally ask whether introduction of such a correction term is necessary, that is, can one just initially bound the energy and later use the iteration scheme to yield the improved decay. However, there is a major difference between the $\Lambda = 0$ and $\Lambda > 0$ case. In $\Lambda > 0$ case, we have the ‘good’ term $\tilde{\phi}$ (which decays as $e^{-T}$ as $T \to \infty$) which plays an extremely important role in obtaining the decay estimate. Roughly, one sees in the second iteration from equation (247) that given the boundedness of $\|u\|_{H^{s-1}}$ and $\|v\|_{H^{s-2}} \lesssim e^{-T/2}$, the terms multiplied by $\tilde{\phi}$ adds an extra factor of $1$ in the decay estimate of $\|v\|_{H^{s-2}}$. In case of $\Lambda = 0$, the absence of $\tilde{\phi}$ would lead to a circular argument in the first step and prohibit one to obtain a decay estimate. Therefore, introduction of a corrected energy becomes essential. Physically, this behaviour is expected since addition of
a positive cosmological constant yields an accelerated expansion which is expected to destroy
the perturbations. Sufficiently small data and the positivity of the spectrum of the operator $L_{g,\gamma}$
are sufficient to establish the asymptotic stability (figure 1).

7. Concluding remarks

We have proved a global existence theorem for sufficiently small however fully nonlinear per-
turbations of a family of background solutions (conformal spacetimes) derived from Einstein’s
equations in the presence of a positive cosmological constant. However, our current result
assumes the initial data to be within a small neighbourhood (in the proper function space
setting) of the background solutions, and as such is very far from stating a global result for
arbitrarily large data. Nevertheless, several interesting physically relevant features are revealed
through the analysis. Firstly, consider the case of $n = 3$ i.e., the physical spacetimes. Following
Mostow rigidity, the Einstein moduli space consists of a single point that corresponds to the
hyperbolic geometry. Therefore, the background spacetime is essentially foliated by compact
hyperbolic manifolds which are locally homogeneous and isotropic thereby conforming to the
cosmological principle (astronomical observations that motivate the cosmological principle are
local). Notice that if we start with an inhomogeneous anisotropic initial spatial metric suffi-
ciently close to the background (in suitable function space settings), this metric does not only
remain within a bounded neighbourhood of the background, it actually approaches the space
of metrics with constant scalar curvature sufficiently close and containing the Einstein struc-
ture. In addition, recent astronomical observations support the claim that the spatial slice of the
physical Universe is indeed negatively curved (slightly). This notion together with our result
opens up the possibility of a rather exotic spatial topology of the Universe (hyperbolic three-
manifolds are topologically rich). Of course, our result can only provide an indication of such a
claim being true. A complete analysis would entail inclusion of suitable matter sources on the
one hand and treating arbitrarily large data perturbations on the other. While [21] proved the
non-linear stability of the small perturbations to the FLRW background solutions in the pres-
ence of irrotational perfect fluid and a positive cosmological constant on $T^3 \times R$ (and therefore
flat spatial topology), such non-linear stability of spacetimes foliated by compact hyperbolic
manifolds (which is of physical interest) is still open and the flat model is not likely a viable
candidate for the physical Universe. A linear stability of spacetimes foliated by compact hyper-
bolic spatial slices in the presence of a perfect fluid and $\Lambda > 0$ (compact variants of the $k = -1$
FLRW model) is under preparation by the current author. [20] has recently studied the asymp-
totic behaviour of a Universe filled with matter sources satisfying suitable energy conditions
and a positive cosmological constant based on a monotonic decay property of a suitably con-
structed Lyapunov function. While such a Lyapunov function can treat arbitrarily large data, it
can only control the lowest order norm ($H^1 \times L^2$) of the data and therefore, is unable to state a
result regarding global existence (of the physically interesting classical solutions we are inter-
ested). In a sense, any definite result regarding the evolution of the physical Universe requires
global existence (or blow up in finite time) for large data perturbations.

This question of global existence is far from obvious and an extremely important (and diffi-
cult) open problem in classical general relativity. Global existence is known to be violated for
some known examples of spacetime via formation of black holes. These include Schwarzschild,
Reissner–Nordström, Kerr spacetimes, where a true curvature singularity occurs within the
event horizon of the black hole. Even in the vacuum case, pure gravity could ‘blow up’
(curvature concentration) i.e., gravitational singularities could prevent global existence or the
spacetime could simply lose the global hyperbolicity through formation of Cauchy horizons
(Taub-NUT spacetimes for example). Of course, such issues lead to the fundamental question
of the cosmic censorship conjecture [16], which still remains open. Available results related to the global existence address rather special cases such as spacetimes with non-trivial symmetry groups [17–19] (and which therefore are not generic) or where a certain smallness condition on the initial data is assumed [6, 14]. There is however a rather ambitious programme under development by Moncrief to control the pointwise \( L^\infty \) norm behaviour of the spacetime curvature through the use of light cone estimates [22]. This method is recently applied to establish the global existence of Yang–Mills and nonlinear sub-critical Klein–Gordon fields in curved spacetimes by the current author and Moncrief. Application of this light cone estimates to establish the small data global existence for certain background solutions is currently under investigation by the current author.

An interesting question which arises through our result is what role can these non-trivial exotic topologies \( \mathbb{H}^3/\Gamma, \Gamma \in SO^+(3,1) \) proper, discrete, and torsion free) play in answering the question of global existence or finite time blow up. In a sense, can the topological properties of these interesting manifolds have any control on the fundamental question of large data global existence (or finite time blow up)? Can the interrelation between the dynamics and topology provide crucial information to handle the issue of global existence or finite time blow up, at least in \( n = 3 \) dimensions?
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