Abstract

Quantum annealing has gained considerable attention because it can be applied to combinatorial optimization problems, which have numerous applications in logistics, scheduling, and finance. In recent years, with the technical development of quantum annealers, research on solving practical combinatorial optimization problems using them has accelerated. However, researchers struggle to find practical combinatorial optimization problems, for which quantum annealers outperform other mathematical optimization solvers. Moreover, there are only a few studies that compare the performance of quantum annealers with one of the most sophisticated mathematical optimization solvers, such as Gurobi and CPLEX. In our study, we determine that quantum annealing demonstrates better performance than the solvers in the break minimization problem in a mirrored double round-robin tournament. We also explain the desirable performance of quantum annealing for the sparse interaction between variables and a problem without constraints. In this process, we demonstrate that the break minimization problem in a mirrored double round-robin tournament can be expressed as a 4-regular graph. Through computational experiments, we solve this problem using our quantum annealing approach and two-integer programming approaches, which were performed using the latest quantum annealer D-Wave Advantage, and the sophisticated mathematical optimization solver, Gurobi, respectively. Further, we compare the quality of the solutions and the computational time. Quantum annealing was able to determine the exact solution in 0.05 seconds for problems with 20 teams, which is a practical size. In the case of 36 teams, it took 84.8 s for the integer programming method to reach the objective function value, which was obtained by the quantum annealer in 0.05 s. These results not only present the break minimization problem in a mirrored double round-robin tournament as an example of applying quantum annealing to practical optimization problems, but also contribute to find problems that can be effectively solved by quantum annealing.

1 Introduction

Quantum annealing [1] can be applied to combinatorial optimization problems, which have numerous applications in logistics, scheduling, and finance. Quantum annealers, which are hardware devices that perform quantum annealing, are relatively noise resistant and consist of an increasing number of quantum bits (qubits). In 2017, D-Wave Systems released a quantum annealer with 2048 qubits, and have now released one with 5760 qubits [2]. Although several problems [3] remain unresolved, the increase in the qubits and reduction in the noise of the quantum annealer are among
the primary advancements [4]. In recent years, quantum annealers have been used to solve practical combinatorial optimization problems [5, 6, 7, 8, 9, 10]. However, researchers struggle to find practical combinatorial optimization problems, for which quantum annealers outperform other mathematical optimization solvers [9, 11]. Moreover, only a few studies have compared the performance of quantum annealers with mathematical optimization solvers, such as Gurobi [12] and CPLEX [13]. One of the fields that quantum annealing can be applied is sports scheduling. We thus considered this field to perform our comparison between quantum annealing and other solvers.

Sports scheduling involves the construction of a suitable schedule for sports competitions. It has several practical constraints and splits into various combinatorial optimization problems [14, 15]. Among them, in a round-robin tournament (RRT), where each team plays against every other team once, in a double round-robin tournament (DRRT), where each team plays against the others twice, and in a mirrored double round-robin tournament (MDRRT), which is a DRRT with the same combination of games in the first and second halves, much research has been conducted on the break minimization problem, which determines whether the game is held in the venue of the team, or its opponent [15, 16, 17, 18, 19, 20, 21]. RRTs, DRRTs, and MDRRTs are adopted in many professional sports, such as soccer and basketball [15, 22, 23, 24, 25]. The break minimization problem is derived from practical requirements, and is known to be very difficult to solve. To address this problem, methods such as integer programming [16, 18] and constraint programming [17] have been developed in the past.

The contributions of this study are as follows: First, we found that the break minimization problem in an MDRRT is a practical combinatorial optimization problem, which is difficult to solve using the mathematical optimization solvers and is easy to solve using quantum annealers. Second, we explain that the break minimization problem is easy to solve using quantum annealers because of the sparse interaction between variables and the lack of constraints. In this process, we demonstrate that the break minimization problem in an MDRRT can be expressed as a 4-regular graph.

Third, we solve this problem using the latest quantum annealer D-Wave Advantage, and one of the most sophisticated mathematical optimization solvers, Gurobi, and compare the quality of their solutions through computational experiments. We also measure the time it takes for Gurobi to reach the objective function value, which the quantum annealer reaches in 0.05 s.

2 Quantum Annealing using D-Wave Advantage

Quantum annealing [1] is a method for solving combinatorial optimization problems using quantum fluctuations. The solution of the combinatorial optimization problem is obtained by first applying a strong transverse field, and then gradually weakening the transverse field. This is similar to simulated annealing [26]; however, quantum annealing is performed using a quantum annealer as a physical phenomenon, whereas simulated annealing is calculated using a classical computer. Quantum annealing minimizes the energy of the Ising model (Eq (1)), associated with the combinatorial optimization problem.

\[ E = \sum_{i,j} J_{ij}s_is_j + \sum_i h_is_i, \quad s_i = \pm 1, \quad \forall i \in V. \]  

(1)

In Eq (1), \(J_{ij}\) is the coupling strength between the \(i\)th and \(j\)th spin, and \(h_i\) is the bias. \(V\) is a set of spins, and each spin \(s_i\) takes the value 1 or \(-1\). By defining \(s_i = 2x_i - 1\) in Eq (1), we obtain quadratic unconstrained binary optimization (QUBO), which is suitable for representing combinatorial optimization problems. QUBO is defined as Eq (2).

\[
\begin{align*}
\text{minimize} & \quad q^T Q q \\
\text{subject to} & \quad q \in \{0, 1\}^L.
\end{align*}
\]  

(2)

In Eq (2), \(q\) is a binary variable, and \(L\) is the number of binary variables. \(Q \in \mathbb{R}^{L \times L}\) is a matrix that characterizes the combinatorial optimization problem. QUBO is a problem that determines the values of \(q\) that minimize \(q^T Q q\). Because this QUBO is equivalent to the Ising model, we can solve the combinatorial optimization problem on a quantum annealer.

However, to solve the Ising model transformed into QUBO using the quantum annealer, a minor-embedding is necessary. Minor embedding refers to associating the Ising model with qubits in the quantum processing unit topology (Fig 1). Fig 1 is a Pegasus graph mounted on D-Wave Advantage, a quantum annealer with 5760 qubits. In Fig 1, the blue circles represent the qubits and the solid black lines represent the connections between the qubits. As shown in Fig 1 because the connectivity between qubits is sparse, multiple qubits may be required to represent one logical variable. In particular, QUBO with many non-zero elements of \(Q\) in Eq (2) consumes many qubits to embed it in a quantum annealer. This is difficult in practice; however, D-Wave Systems have resolved the problem. The maximum degree of the Chimera graph, the hardware graph made by D-Wave Systems, is 6. The maximum degree of the Pegasus graph, the more recent hardware graph, is 15 [2]. Therefore, it is easier to represent combinatorial optimization problems in a Pegasus graph, than in a Chimera graph.
Figure 1: **Pegasus graph.** The blue circles represent the qubits and the solid black lines represent the connections between the qubits.

Table 1: **Timetable**

| Slot | 1 | 2 | 3 | 4 | 5 | 6 |
|------|---|---|---|---|---|---|
| team 1 | 2 | 3 | 4 | 2 | 3 | 4 |
| team 2 | 1 | 4 | 3 | 1 | 4 | 3 |
| team 3 | 4 | 1 | 2 | 4 | 1 | 2 |
| team 4 | 3 | 2 | 1 | 3 | 2 | 1 |

Table 2: **Home away assignment**

| Slot | 1 | 2 | 3 | 4 | 5 | 6 |
|------|---|---|---|---|---|---|
| team 1 | 1 | 0 | 1 | 0 | 1 | 0 |
| team 2 | 0 | 0 | 1 | 1 | 1 | 0 |
| team 3 | 1 | 1 | 0 | 0 | 1 | 0 |
| team 4 | 0 | 1 | 0 | 0 | 1 | 0 |

3 Break Minimization Problem on a Mirrored Double Round-robin Tournament

3.1 Definition of the problem

An RRT is a competition that meets the following conditions.

1. Each team meets every other team once.
2. Each team has its own venue in its home town. A home game for a team is an away game for its opponent.
3. Each game is played at the home of either of the teams, or its opponent.

A DRRRT is a competition that meets the following four conditions.

1. Each team meets every other team twice.
2. Each team has its own venue in its home town.
3. Each game is played at the home of either the team or its opponent.
4. If the first game against an opponent is played at the team’s home (/ away) venue, then the second game is played at the away (/ home) venue.

An MDRRT is a DRRRT where the first half is the same as the second half, except for exchanging the home games and away games.

We define the symbols. The timetable shows the opponents of all teams and their slots. The slots refer to dates. A home-away assignment (HA-assignment) defines which team’s home ground, the game will be hosted at. The symbols used in the mathematical expressions are as follows.
• $2n$: the number of teams. $n$ is an integer of 2 or greater.

• $T \in \{1, 2, \ldots, 2n\}$: a set of teams.

• $S \in \{1, 2, \ldots, 2(2n - 1)\}$: a set of slots.

• $\tau(t, s) \in T \times S$: the opponent that plays against team $t$ at slot $s$.

• $\mathcal{T}$: a timetable. The $(t, s)$ entry of $\mathcal{T}$ is $\tau(t, s)$.

• $a(t, s)$: $a(t, s) = 1$ if team $t$ plays against team $\tau(t, s)$ in slot $s$ at team $t$’s home, $a(t, s) = 0$ otherwise.

• $\mathcal{A}$: this represents an HA-assignment. The $(t, s)$ entry of $\mathcal{A}$ is $a(t, s)$.

Table 1 is a timetable $\mathcal{T}$ for $n = 2$. In Table 1, the vertical axis represents the teams and the horizontal axis represents the slots. Each entry $(t, s)$ of the timetable $\mathcal{T}$ is an opponent $\tau(t, s)$. Because Table 1 is the timetable for the MDRRT, $\tau(t, s) = \tau(t, s + 2n - 1)$ $(\forall (t, s) \in T \times \{1, \ldots, 2n - 1\})$ holds. Table 2 shows the HA-assignment $\mathcal{A}$ corresponding to the timetable in Table 1. Each entry $(t, s)$ of $\mathcal{A}$ indicates whether a game in which team $t$ plays against team $\tau(t, s)$ in slot $s$ is a home game or an away game. The game between team $t$ and team $\tau(t, s)$ in slot $s$ is held at the home of team $t$ if $a(t, s) = 1$ and at the home of team $\tau(t, s)$ if $a(t, s) = 0$. A break means that a team plays at two home games or two away games in a row. For example, in Table 2, Team 2 has a break in slot 2 because of the two consecutive away games. Similarly, Team 2 has a break in slot 4 because of the two consecutive home games. Breaks should be avoided as much as possible to ensure fairness among teams.

As described in [22] and [23], in practical application, various constraints must be considered in scheduling sports tournaments. Further, Régin [17] divided the scheduling in an RRT into a first stage, where many practical constraints are involved, and a second stage, where there are no constraints; the first and second stages are as follows.

• Considering various constraints, the schedule is created without deciding the assignment of the venue.

• Each game is assigned to either the home game or away game.

This approach is useful when there are many constraints in the creation of a schedule. We also refer to the problem of finding an HA-assignment with the smallest number of breaks for a given timetable as a break minimization problem. This corresponds to the second stage. Trick [16] points out that solving the break minimization problem is more difficult than determining the timetable corresponding to the first stage. In this study, we focus on solving the break minimization problem, as well as Régin [17] and Trick [16].

### 3.2 Previous studies

The break minimization problem in an RRT has been studied by many researchers [16, 18, 20]. In particular, De Werra and Dominique [27] proved that the number of breaks in an RRT is more than $2n - 2$, and the number of breaks in an MDRRT is more than $6n - 6$. As explained in Section 3.1, $2n$ is the number of teams. Although these properties were clarified, it is very difficult to solve the break minimization problem in an RRT, a DRR, and an MDRRT. To solve this problem, constraint programming [17], integer programming [16, 18], and an approximation algorithm [20] have been studied in the past. In recent years, Urdaneta et al. [18] demonstrated, through numerical experiments that formulating the problem as an unconstrained quadratic integer programming problem and solving it using the mathematical optimization solver is superior to other formulations with constraints. In this section, we introduce the study by Urdaneta et al. [18].

Before describing formulations in [18], we explain certain symbols required in the formulations.

$$K(k) = \{ (t_k, s_k), (t_k, s'_k), (t'_k, s_k), (t'_k, s'_k) \} \quad (3)$$

In Eq. (3), $K(k)$ represents the games and their slots between the two teams of the $k$th combination. $k$ can be any integer between 1 and $2nC_2$. $t_k$ and $t'_k$ represent the two teams in the $k$th combination, respectively. The slot of the first game between $t_k$ and $t'_k$ is $s_k$, and the slot of the second game is $s'_k$. For any $k$, Eq. (3) holds.

$$|K(k)| = 4, \quad k \neq k' \Rightarrow K(k) \cap K(k') = \emptyset, \quad T \times S = \bigcup_{k=1}^{n(2n-1)} K(k). \quad (4)$$

$|K(k)| = 4$ indicates that $K(k)$ contains four games in the timetable. $k \neq k' \Rightarrow K(k) \cap K(k') = \emptyset$ also indicates that two different $K(k)$ do not contain the same games. $T \times S = \bigcup_{k=1}^{n(2n-1)} K(k)$ indicates that adding up all the combinations equals the original timetable.
The binary variable $y_{ts}$ takes 1 if team $t$ plays at home in slot $s$ and 0 if it plays away. Eq (5) holds for any $k \in \{1, 2, \ldots, n(2n-1)\}$ to satisfy the conditions of the DRRTs.

$$y_{tsk} + y_{ts'k} = 1$$
$$y_{tsk} + y_{ts'k} = 1$$
$$-y_{tsk} + y_{ts'k} = 0$$  \hspace{1cm} (5)

The first constraint is that each team plays at its home or at its opponent’s home. The second constraint implies that a team plays at home (away) against its opponent first, and then plays away (home) against its opponent second. The third implies that the first game is played at the home (away) of the team, and the second game is played at the home (away) of the opponent. These represent the second, third, and fourth of the four conditions for a DRR T, respectively.

Urdaneta et al. did not provide a specific formulation for the break minimization problem. They demonstrated that the constrained optimization problem (Eq (6)), which represents a break minimization problem in a DRR, can be expressed as an unconstrained optimization problem (Eq (8)).

$$\begin{align*}
\text{minimize} & \quad l(y) = c^T y + \frac{1}{2} y^T Hy \\
\text{subject to} & \quad y_{tsk} + y_{ts'k} = 1 \quad (\forall k \in \{1, 2, \ldots, n(2n-1)\}), \\
& \quad y_{tsk} + y_{ts'k} = 1 \quad (\forall k \in \{1, 2, \ldots, n(2n-1)\}), \\
& \quad -y_{tsk} + y_{ts'k} = 0 \quad (\forall k \in \{1, 2, \ldots, n(2n-1)\}), \\
& \quad y_{ts} \in \{0, 1\} \quad (\forall t, s \in S). 
\end{align*}$$

The constraints are the same as in Eq (5). We define $z_k$ as $z_k := y_{tsk}$ for the first component $(t_k, s_k)$ of $K(k)$. The variables relating to the components of $K(k)$ can be replaced, as in Eq (7).

$$y_{tsk} = z_k, \quad y_{ts'k} = 1 - z_k, \quad y_{ts'k} = 1 - z_k, \quad y_{ts'k} = z_k$$  \hspace{1cm} (7)

Thus, substituting Eq (7) into Eq (6) yields Eq (8).

$$\begin{align*}
\text{minimize} & \quad \tilde{l}(z) = \tilde{a} + c^T z + \frac{1}{2} z^T \tilde{H} z \\
\text{subject to} & \quad z \in \{0, 1\}^{n(2n-1)}. 
\end{align*}$$

In Eq (8), $\tilde{a}$, $c$, and $\tilde{H}$ are obtained by substituting Eq (7) for Eq (6).

## 4 Formulation and Analysis of the Problem

In Section 4.1, we specify the formulation by Urdaneta et al. [18] as a break minimization problem in an MDRRT. In Section 4.2 and 4.3, we explain that a break minimization problem in an MDRRT is easy to solve using a quantum annealer.

### 4.1 Formulating the break minimization problem in a mirrored double round-robin tournament

As mentioned earlier, Urdaneta et al. [18] does not provide a specific objective function for Eq (6) and Eq (8). Further, we set the objective function as the total number of breaks in the MDRRT. Our formulation corresponding to Eq (6) is Eq (9).

$$\begin{align*}
\text{minimize} & \quad f(y) = \sum_{t \in T} \sum_{s \in S \setminus \{4n-2\}} (y_{tsy_{ts+1}} + (1 - y_{ts})(1 - y_{ts+1})) \\
\text{subject to} & \quad y_{tsk} + y_{ts'k} = 1 \quad (\forall k \in \{1, 2, \ldots, n(2n-1)\}), \\
& \quad y_{tsk} + y_{ts'k} = 1 \quad (\forall k \in \{1, 2, \ldots, n(2n-1)\}), \\
& \quad -y_{tsk} + y_{ts'k} = 0 \quad (\forall k \in \{1, 2, \ldots, n(2n-1)\}), \\
& \quad y_{ts} \in \{0, 1\} \quad (\forall t, s \in S). 
\end{align*}$$

The objective function $f(y)$ consists of the sum of $y_{tsy_{ts+1}}$, which represents a break corresponding to the two consecutive home games and $(1 - y_{ts})(1 - y_{ts+1})$, which represents a break corresponding to the two consecutive away games. As Urdaneta et al. did, we use transform Eq (9) into Eq (10) using Eq (7).

$$\begin{align*}
\text{minimize} & \quad \sum_{t \in T} \sum_{s \in S \setminus \{4n-2\}} a(t_k, s_k) (z_k z_k' + (1 - z_k)(1 - z_k')) \\
& \quad + b(t_k, s_k) ((1 - z_k) z_k' + z_k (1 - z_k')) \\
& \quad + c(t_k, s_k) (z_k (1 - z_k') + (1 - z_k) z_k') \\
& \quad + d(t_k, s_k) (z_k z_k' + (1 - z_k)(1 - z_k')) \\
\text{subject to} & \quad z_k \in \{0, 1\} \quad (\forall k \in \{1, 2, \ldots, n(2n-1)\}). 
\end{align*}$$
As shown in Eq (7), the variable \( \text{Advantage} \) we were able to minor-embed up to 48 teams in an MDRR \( T \), and up to 28 teams in a DRR \( T \). Therefore, the variable graph contains nodes that represent logical variables and edges that represent the interaction between variables. The source graph, and the quantum processing unit topology of a quantum annealer as the target graph. The source graph is very sparse. However, the source graph in a DRR \( T \) is not always a regular graph, and its degree is less than, because the graph representation of the problem is sparse. As in \([28]\), we refer to the graph representation of QUBO as the source graph, and the quantum processing unit topology of a quantum annealer as the target graph. The source graph of a break minimization problem in an MDRR \( T \) is a 4-regular graph.

\begin{align*}
\text{Proposition 1} & \quad \text{The source graph of the break minimization problem in an MDRRT is a 4-regular graph.} \\
\text{Proposition 2} & \quad \text{The degree of the source graph of a break minimization problem in a DRRT is less than or equal to 8.}
\end{align*}

In Eq (10), \( k' \) satisfies \( (t_k, s_k + 1) \in K(k') \) for any \( k \). Let \( a(t_k, s_k) = 1 \) if \( (y_{t_k,s_k} = z_k) \wedge (y_{t_k,s_k+1} = z_{k'}) \); otherwise, \( a(t_k, s_k) = 0 \). Let \( b(t_k, s_k) = 1 \) if \( (y_{t_k,s_k} = 1 - z_k) \wedge (y_{t_k,s_k+1} = z_{k'}) \), otherwise \( b(t_k, s_k) = 0 \). Let \( c(t_k, s_k) = 1 \) if \( (y_{t_k,s_k} = z_k) \wedge (y_{t_k,s_k+1} = 1 - z_{k'}) \), otherwise \( c(t_k, s_k) = 0 \). Let \( d(t_k, s_k) = 1 \) if \( (y_{t_k,s_k} = 1 - z_k) \wedge (y_{t_k,s_k+1} = 1 - z_{k'}) \), otherwise \( d(t_k, s_k) = 0 \). Eq (10) is the QUBO formulation. Therefore, we transformed Eq (10) into an equivalent Ising model and solved it using quantum annealing. As described in Section 4.2, the break minimization problem in an MDRRT is considerably suitable for solving the problem using a quantum annealer.

### 4.2 Analysis: Benefits of the sparsity of the problem

In this section, we explain that a break minimization problem in an MDRRT is easy to solve using a quantum annealer, because the graph representation of the problem is sparse. As in \([29]\), we refer to the graph representation of QUBO as the source graph, and the quantum processing unit topology of a quantum annealer as the target graph. The source graph contains nodes that represent logical variables and edges that represent the interaction between variables. The target graph has nodes that mean qubits and edges, which indicate the connections between the qubits, as shown in Fig 1. Fig 2 shows the source graph of the break minimization problem for the schedule defined in Table 1 and Table 2. As can be observed from Fig 2, the source graph of the break minimization problem in an MDRRT is a 4-regular graph.

**Proposition 1** The source graph of the break minimization problem in an MDRRT is a 4-regular graph.

**Proof** As shown in Eq (7), the variable \( z_k \) represents the four games denoted by \( \{y_{ts}((t, s) \in K(k))\} \). In addition, in an MDRRT, the combination of opponents for the games before and after a certain game is the same for the first and second halves, and thus, \( z_k \) is related to the four variables. Therefore, the source graph of a break minimization problem in an MDRRT is a 4-regular graph.

Regardless of the number of teams in an MDRRT, the source graph is a 4-regular graph, which means that the graph is very sparse. However, the source graph in a DRRT is not always a regular graph, and its degree is less than, or equal to 8.

**Proposition 2** The degree of the source graph of a break minimization problem in a DRRT is less than or equal to 8.

**Proof** The variable \( z_k \) represents the four games denoted by \( \{y_{ts}((t, s) \in K(k))\} \). In contrast to an MDRRT, in a DRRT, the combination of opponents in the games before and after a certain game is not always equal in the first and second halves. Therefore, when the degree of the source graph is the largest, \( z_k \) is related to eight variables that represent the before and after of the game in the first and second halves. Thus, the maximum degree of the source graph of the break minimization problem in a DRRT is 8.

In Tables 3 and 4, we demonstrate the minor embeddings of the source graph of the break minimization problem in an MDRRT and a DRRT, respectively. The minor embeddings are in the target graph of the D-Wave Advantage. We perform minor embedding using the method described in [1]. We randomly create five break minimization problems in both, MDRRTs and DRRTs. Tables 3 and 4 show the number of nodes (Nodes in the tables) and edges (Edges in the tables) in the source graph of the break minimization problem in an MDRRT and a DRRT, the total number of qubits used (Qubits in the tables), and the number of qubits used per node in the source graph (Qubits/Nodes in the tables). **Teams** in the tables represent the number of teams included in the problems. In the target graph of D-Wave Advantage, we were able to minor-embed up to 48 teams in an MDRRT, and up to 28 teams in a DRRT. Therefore, up to 48 teams can be considered in Table 3 and up to 28 teams can be considered in Table 4. In Tables 3 and 4 we
can observe that the break minimization problem in an MDRRT and a DRRT is sparse. Comparing Table 3 and Table 4, we can observe that the source graph in an MDRRT is sparser than that in a DRRT, and the number of qubits used is smaller. In [29], the authors investigated how the degree of the graph of MAX-CUT problems affects the quality of the solution obtained from a quantum annealer, and demonstrated that the smaller the degree of the graph, the better the quality. Thus, it is expected that the break minimization problem in an MDRRT is easier to solve than in a DRRT using a quantum annealer. This is also confirmed by the experimental results shown in Tables 5 and 9. The size of the problem that can be solved on the quantum annealer is also larger for an MDRRT than for a DRRT. We were able to solve problems with up to 48 teams in an MDRRT and up to 28 teams in a DRRT using D-Wave Advantage.

4.3 Analysis: Benefits of no constraints

In this section, we explain that the break minimization problem in an MDRRT is easy to solve using a quantum annealer because it is an unconstrained optimization problem. As shown in Eq (10), the break minimization problem can be expressed naturally as an unconstrained optimization problem. In other words, all solutions searched for by quantum annealing are feasible solutions, and thus, the search conducted using quantum annealing is efficient. However, for problems with hard constraints, such as quadratic assignment problems [30] and traveling salesman problems [31], many of the solutions explored using quantum annealing are deemed infeasible. As an example, we consider an optimization problem with severe constraints (Eq (11)), such as the quadratic assignment problem or traveling salesman problem, wherein the objective function is assumed to return 0 regardless of the solution.

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{n} x_{ij} = 1 \quad (\forall j \in \{1, 2, \ldots, n\}), \\
\text{subject to} & \quad \sum_{j=1}^{n} x_{ij} = 1 \quad (\forall i \in \{1, 2, \ldots, n\}), \\
& \quad x_{ij} \in \{0, 1\} \quad (\forall i \in \{1, 2, \ldots, n\}, \forall j \in \{1, 2, \ldots, n\}).
\end{align*}
\]

By transforming the optimization problem (Eq (11)) into the QUBO formulation, we obtain Eq (12).

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{n} \left( 1 - \sum_{j=1}^{n} x_{ij} \right)^2 + \sum_{j=1}^{n} \left( 1 - \sum_{i=1}^{n} x_{ij} \right)^2 \\
\text{subject to} & \quad x_{ij} \in \{0, 1\} \quad (\forall i \in \{1, 2, \ldots, n\}, \forall j \in \{1, 2, \ldots, n\}).
\end{align*}
\]

In this case, \(n^2\) binary variables are required. The set of solutions explored using quantum annealing has \(2n^2\) elements. However, the set of feasible solutions has \(n!\) elements. Therefore, the set of feasible solutions is exponentially smaller than the set of solutions explored using quantum annealing, which makes the search inefficient. We solved Eq (12) using the quantum annealer D-Wave Advantage and obtain 10000 solutions. The results are summarized in Table 5. In Table 5, \(\text{per feas} \) is the percentage of feasible solutions, \(\text{ev break} \) is the average number of violated constraints, and \(\text{ev energy} \) is the average value of the objective function (Eq (12)). From Table 5, we can observe that as the problem size \(n\) increases, the number of feasible solutions decreases. This is also consistent with the result obtained by solving the quadratic assignment problem on a quantum annealer [32]. Thus, these results demonstrate that it is difficult to solve a hard-constrained optimization problem using a quantum annealer. However, unconstrained optimization problems do not have this feasibility problem. It is clear that unconstrained problems are easier to solve using quantum annealing.
Table 5: **Percentage of feasible solutions obtained.**

The parameters of the D-Wave Advantage are as follows: 

| n | per_feasible | ev_break | ev_energy |
|---|--------------|----------|----------|
| 2 | 0.9999500    | 0.001000 | 0.001000 |
| 3 | 0.9889000    | 0.022600 | 0.022600 |
| 4 | 0.807642     | 0.390735 | 0.390735 |
| 5 | 0.384660     | 1.400398 | 1.400398 |
| 6 | 0.091352     | 2.935288 | 2.935288 |
| 7 | 0.011900     | 4.791000 | 4.791000 |
| 8 | 0.001800     | 6.198600 | 6.198600 |
| 9 | 0.000000     | 8.187100 | 8.187100 |
| 10| 0.000000     | 11.758900| 11.758900|
| 11| 0.000000     | 11.746400| 11.746400|
| 12| 0.000000     | 11.852400| 11.852400|

5 **Numerical experiments and Discussion**

The break minimization problem is a problem of finding an HA-assignment that minimizes the number of breaks for a given timetable. We conducted two experiments to compare our method based on quantum annealing with two integer programming approaches [16, 18], which exhibited excellent results. In the first experiment, we solved the break minimization problem in an MDRRT using quantum annealing, and two other integer programming approaches presented by Urdaneta et al. [18] and Trick [16], respectively. Further, we compared the quality of the solutions and the computational time. In the second experiment, we measured the time it took for the integer programming approach given by Urdaneta et al. to reach the objective function value, which the quantum annealer obtained in 0.05 s. To demonstrate the advantage of the sparse source graph, we also conducted the same experiments for the break minimization problem in a DRRT, as well as an MDRRT. Table 7 corresponds to Table 6, and Table 9 corresponds to Table 8.

The timetables of the MDRRTs used in the computational experiments were created using the following method.

1. Creating an RRT timetable using the Kirkman method [33].
2. Shuffling the order of the slots in the timetable created in step 1.
3. Concatenating the two identical timetables that are shuffled in step 2.

In this manner, we created five timetables for each number of teams and used common timetables in both computational experiments. The experimental results (Table 6, 7, and 8) show the average of the results obtained by solving the break minimization problems defined by the five timetables. In the computational experiments, we compared the following three methods:

- **QA:** we solve Eq (10) with quantum annealing.
- **IP(Urdaneta):** we solve Eq (10) using the integer programming approach by Urdaneta et al. [18], and we use Gurobi [12] as an integer quadratic programming solver.
- **IP(Trick):** we solve the problem that equals to the break minimization problem with integer programming approach by Trick [16], and we use Gurobi [12] as an integer linear programming solver.

QA, IP(Urdaneta), and IP(Trick) are abbreviations for each method. Although all three methods were compared in the first experiment (Table 6, 7), we compared our quantum annealing approach with the integer programming approach presented by Urdaneta (IP(Urdaneta)) in the second experiment (Table 8, 9) because the integer programming approach presented by Urdaneta et al. is superior to that of Trick in the first experiment.

The computational environment for IP(Urdaneta) and IP(Trick) is as follows: we used the Gurobi Optimizer (version 9.1.2) on an Intel Core i7-7700HQ 2.80 GHz CPU with four cores and eight threads. We terminated the computation by Gurobi after 300 s because we were required to solve a large number of problems. The parameters for QA are as follows. We used the quantum annealer, D-Wave Advantage. The version of D-Wave Advantage is Advantage_system1.1 and has 5760 qubits. The annealing_time is 50 µs and num_reads is 1000. Therefore, the execution time was 0.05 s. We minor-embed the problem using the method [34] onto the D-Wave Advantage.

The abbreviations in Tables 6 and 7 are as follows: **Teams** is the number of teams. **Breaks** is the average number of breaks in the solution obtained using each method, and **Time** is the average computational time. **OPTIMAL** is the percentage of optimal solutions obtained in 300 s using integer programming approaches. For example, **OPTIMAL = 0.2** means that one optimal solution out of five was obtained. The abbreviations in Tables 8 and 9 are as follows:
**Teams** is the number of teams. **Breaks(QA)** are the average number of breaks in the solution obtained from the quantum annealer. **Time(Urdaneta)** is the average computational time required for IP(Urdaneta) to reach the number of breaks in the solution obtained from the quantum annealer in 0.05 s.

### Table 6: QA vs. IP in MDRRTs

| Teams | QA Breaks | Time(s) | IP(Urdaneta) Breaks | Time(s) | OPTIMAL Breaks | Time(s) | IP(Trick) Breaks | Time(s) | OPTIMAL |
|-------|-----------|---------|----------------------|---------|----------------|---------|-----------------|---------|---------|
| 4     | 6.0       | 0.05    | 6.0                  | 0.033974| 1.0            | 6.0     | 0.039900        | 1.0     |
| 8     | 19.6      | 0.05    | 19.6                 | 0.063883| 1.0            | 19.6    | 0.288907        | 1.0     |
| 12    | 38.8      | 0.05    | 38.8                 | 0.157146| 1.0            | 38.8    | 1.951506        | 1.0     |
| 16    | 66.0      | 0.05    | 66.0                 | 0.681240| 1.0            | 66.0    | 40.549676       | 1.0     |
| 20    | 106.8     | 0.05    | 106.8                | 3.449914| 1.0            | 106.8   | 300.039447      | 0.0     |
| 24    | 161.6     | 0.05    | 156.4                | 52.528646| 1.0          | -       | -               | -       |
| 28    | 224.8     | 0.05    | 214.0                | 252.368946| 0.2          | -       | -               | -       |
| 32    | 280.4     | 0.05    | 267.2                | 288.295851| 0.2          | -       | -               | -       |
| 36    | 368.8     | 0.05    | 346.0                | 300.026792| 0.0          | -       | -               | -       |
| 40    | 453.6     | 0.05    | 422.4                | 300.032120| 0.0          | -       | -               | -       |
| 44    | 553.6     | 0.05    | 520.8                | 300.024345| 0.0          | -       | -               | -       |
| 48    | 665.6     | 0.05    | 618.8                | 300.024338| 0.0          | -       | -               | -       |

We now explain the results of the first experiment in the MDRRT (Table 6). Both IP(Urdaneta) and IP(Trick) took longer to compute as the number of teams increased. Up to 24 teams, IP(Urdaneta) obtained optimal solutions for all problems within 300 s. However, in problems with more than 28 teams, the obtained solution was either not optimal or the optimality could not be confirmed. The results of IP(Trick) were inferior to those of IP(Urdaneta). IP(Trick) obtained the optimal solutions within 300 s for problems with 16 teams or less. For problems with more than 20 teams, we did not obtain any feasible solutions within 300 s. However, QA obtained optimal solutions for problems with 20 teams or less in 0.05 s. For problems with 24 teams, the difference between the optimal solution and the solution given by QA was only 5.2. For problems with more than 28 teams, the gap between QA and IP(Urdaneta) gradually became wider. We also conducted the same experiment for DRRTs, and the results are summarized in Table 7. Table 7 shows that the gap between Breaks of QA and IP(Urdaneta) is larger in DRRTs, than in MDRRTs, as the number of teams increased. This is because the break minimization problems in MDRRTs are sparser than in DRRTs, as explained in Section 4.2.

We explain the results of the second experiment as follows (Table 8). Because the results of IP(Urdaneta) were superior to those of IP(Trick) in the first experiment (Table 6), we did not conduct the second experiment for IP(Trick). In the second experiment, we measured the time required for IP(Urdaneta) to reach the objective function value, which QA obtained in 0.05 s. **Time(Urdaneta)** in Table 8 shows that as the number of teams increased, the time taken for IP(Urdaneta) to reach the QA’s objective function value also increased, and that the longest time of 84.8 s was required for 36 teams. This demonstrates that quantum annealing has better performance than the solver in the break minimization problem in an MDRRT. When the number of teams was 40 or more, the time consumed by IP(Urdaneta) gradually shortened. We consider that this is because the quality of the QA solutions deteriorates when there are a large number of teams. As can be observed from **Qubits/Nodes** in Table 3, the number of qubits required to represent a variable increases as the number of teams increases. Because the connectivity between qubits is sparse, multiple qubits are required to represent one variable, which may deteriorate the quality of the solutions. By contrast, the experimental results in a DRRT (Table 9) show that IP(Urdaneta) takes up to 11.8 s to reach the objective function value.

### Table 7: QA vs. IP in DRRTs

| Teams | QA Breaks | Time(s) | IP(Urdaneta) Breaks | Time(s) | OPTIMAL Breaks | Time(s) | IP(Trick) Breaks | Time(s) | OPTIMAL |
|-------|-----------|---------|----------------------|---------|----------------|---------|-----------------|---------|---------|
| 4     | 5.6       | 0.05    | 5.6                  | 0.035595| 1.0            | 5.6     | 0.028979        | 1.0     |
| 8     | 26.8      | 0.05    | 26.8                 | 0.089388| 1.0            | 26.8    | 0.560439        | 1.0     |
| 12    | 65.6      | 0.05    | 65.6                 | 0.645643| 1.0            | 65.6    | 10.696434       | 1.0     |
| 16    | 116.4     | 0.05    | 113.2                | 89.337958| 0.8          | 114.4   | 300.021179      | 0.0     |
| 20    | 184.4     | 0.05    | 173.6                | 237.070479| 0.4         | 256.0   | 300.028045      | 0.0     |
| 24    | 276.0     | 0.05    | 247.6                | 300.023959| 0.0         | -       | -               | -       |
| 28    | 409.6     | 0.05    | 362.0                | 300.023397| 0.0         | -       | -               | -       |
value, which QA obtained in 0.05 s. This result is inferior to that of MDRRTs; therefore, we suggest that the break minimization problem in an MDRRT is more suitable for solving using a quantum annealer, than in a DRRT.

As can be observed from the two experiments, while solving the break minimization problem in an MDRRT, our method that employs the quantum annealer is much faster than integer programming approaches using Gurobi. There are two main reasons for this result. First, as explained in Section 4.2 and 4.3, the break minimization problem in an MDRRT is sparse and has no constraints; thus, it is easy to solve using a quantum annealer. Second, as Trick [16] highlighted, the break minimization problem is highly symmetric, and it is difficult to solve using an integer programming approach. In addition, our results differ from those of [9] in that the quantum annealer is faster as the size of the problems increases. In [9], the quantum annealer was faster than Gurobi, but only for small-scale problems.

### 6 Conclusion

In recent years, with the technical development of quantum annealers, extensive research on solving practical combinatorial optimization problems using quantum annealers has been conducted [5, 6, 7, 8, 9, 10]. However, researchers struggle to find practical combinatorial optimization problems, for which quantum annealers outperform other mathematical optimization solvers [9, 11]. We determined that the break minimization problem in an MDRRT is a problem in which one of the most sophisticated mathematical optimization solvers, such as Gurobi [12] is not suitable, and that quantum annealers are. We formulated the QUBO of the break minimization problem in an MDRRT by referring to existing studies [18]. Further, we used the two superior methods based on integer programming, and our method based on quantum annealing to solve the break minimization problem in an MDRRT, and compared the quality of the solution and computational time. We used Gurobi as an integer programming approach in our experiments. Quantum annealing was able to obtain the exact solution in 0.05 s for the problems with 20 teams, which is a practical size. In the case of 36 teams, it took 84.8 s for the integer programming method to reach the objective function value, which was obtained by a quantum annealer in 0.05 s. The advantage of the method based on quantum annealing is that it is not limited to small-scale problems, which is different from [9]. Our study is also one of the few to compare quantum annealers with commercial solvers, such as Gurobi.

We provided two primary reasons as to why quantum annealers can successfully solve the break minimization problem in an MDRRT. First being, that the break minimization problem in an MDRRT has a sparse structure. We demonstrated that the break minimization problem in an MDRRT can be represented as a 4-regular graph. Such a sparse problem is easy to solve using quantum annealers. Second being, that the break minimization problem in an MDRRT is unconstrained. We highlighted that the unconstrained optimization problem is easy to solve because the number of solutions explored using quantum annealing is equal to the number of feasible solutions. These provide an idea about the types of problems that should be solved using a quantum annealer.
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