AlterSGD: Finding Flat Minima for Continual Learning by Alternative Training
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Abstract

Deep neural networks suffer from catastrophic forgetting when learning multiple knowledge sequentially, and a growing number of approaches have been proposed to mitigate this problem. Some of these methods achieved considerable performance by associating the flat local minima with forgetting mitigation in continual learning. However, they inevitably need (1) tedious hyperparameters tuning, and (2) additional computational cost. To alleviate these problems, in this paper, we propose a simple yet effective optimization method, called AlterSGD, to search for a flat minima in the loss landscape. In AlterSGD, we conduct gradient descent and ascent alternatively when the network tends to converge at each session of learning new knowledge. Moreover, we theoretically prove that such a strategy can encourage the optimization to converge to a flat minima. We verify AlterSGD on continual learning benchmark for semantic segmentation and the empirical results show that we can significantly mitigate the forgetting and outperform the state-of-the-art methods with a large margin under challenging continual learning protocols.

1. Introduction

Recently, deep neural networks (DNNs) became the dominant paradigm in various real-world applications, for example, image classification [12, 18, 17, 16, 19], semantic segmentation [43, 32, 27], object detection [39, 15, 38, 46, 35]. Typically, the DNN is trained offline by a huge data set sampled independently from the real-world, and it is commonly not feasible when we counter new data which is out-of-distribution with respect to the old data. Therefore, many areas in the Artificial Intelligence seek for the solution by learning new knowledge incrementally without forgetting the learned ones, also known as the continual learning (CL).

In this paper, we study the class continual learning (CCL), where we will incrementally update the DNN to learn a new set of classes disjointed with the learned classes. To reflect the sequential manner of the CCL, we use the term session to represent the learning step of each set of classes. For a new session, the corresponding training data is disjointed with all the previous one, which means the new dataset may not have any trained image from previous sessions. However, this is challenging for the DNN since it has intrinsic catastrophic forgetting problem when the DNN is updated incrementally, as pointed in [23]. In the CCL, the model is trained to learn a new session sequentially with new data which is not seen in previous sessions. At each session, the model needs to adapt to the changes from the new data’s distribution, which may potentially lead to the forgetting of the seen class.

Figure 1. Illustration of AlterSGD. After the normal training of current session tends to converge, AlterSGD conducts gradient descent and ascent alternatively. We show in Theorem 1 that AlterSGD is approximately equal to minimizing $\|\nabla_{\theta} L(\theta)\|^2_2$, where $L$ represents the loss function. The smaller gradient norm $\|\nabla_{\theta} L(\theta)\|^2_2$ represents flatter the region, e.g., region A has smaller gradient norm than region B. Therefore, AlterSGD tends to converge to a region with a flatter minima, e.g., region A.

*Equal contribution. ♣ Technical report.
On the other hand, in the non-continual learning scenario, i.e., learning all the classes at once, we know that when the batch size is too small, the distribution of each batch may extremely vary and cause the shifting of the loss landscape, leading to lousy generalization after training [22, 26]. One of the solutions for mitigating the distribution variation problem is to seek the flat-minimal region in the loss landscape [22, 11, 24, 21], as illustrated in Figure 2. Similarly, in the context of continual learning, such distribution variation will also happen because the training set of current session is disjoint with all the previous data. Hence, we attempt to search for the flat minima in order to potentially benefit the CL. Actually, there are some concurrent works also associating the flat local minimal with forgetting mitigation in CL from different viewpoints (e.g., in CPR [3] and stable SGD [31]). They both verify that maintaining flat local minima can further mitigate the forgetting issue in CL. However, these methods have the disadvantages as follows: (1) **Tedious hyperparameters tuning.** As they may include different regularization methods, it is unavoidable to finely tune the hyperparameter for different vision tasks (e.g., image classification, semantic segmentation) and different continual learning protocols. As pointed out in CPR, they need totally different hyperparameter even for different protocols in the same benchmark dataset (e.g., CIFAR100), which will be laborious and lack of principle to readily make the method work. (2) **Additional computational cost.** Since the additional regularization methods are existing throughout the new class training, it may inevitably introduce much more computation during training.

Therefore, in this paper, we propose method called AlterSGD: When the network tends to converge at each session, we alternate the gradient direction between descent and ascent such that we can search for the flat local minimal region before training on the next new session. Compared to the existing method, our method is efficient since the alternating of the gradient may not include additional computation and time. Moreover, we theoretically prove that such a strategy can encourage the optimization to converge to a flat minima.

Finally, we verify our method on class continual learning (CCL) for semantic segmentation and the empirical results show that we can significantly mitigate the forgetting of the classes learned in the initial session, and outperform the state-of-the-art (SOTA) for a large margin under challenging protocols. To summarize, the contributions of this paper include:

- We propose a simple and effective method to search for a flat local minimal region such that the forgetting of the learned class can be further mitigated on CCL.
- We provide the theoretical insight about why the AlterSGD may encourage the optimization to converge to the flat minima. We also conduct extensive experiments to verify the effectiveness of our method on CCL for semantic segmentation.

2. Related Works

2.1. Continual Learning

Aiming to mitigate the *Catastrophic Forgetting* problem, continual learning has been widely discussed on image classification [23, 7], which can be divided into replay methods, parameter isolation methods and regularization-based methods [8]. Replay methods [34, 20, 28] utilize data samples in the previous session as either the network inputs or the constraints for optimization in the new session. In parameter isolation methods [40, 29], model parameters are independent for each session, and one can freeze parameters for the previous session to avoid forgetting. Regularization-based methods [4, 25, 42, 23] mostly introduce an extra regularization term in the objective function, so as to strengthen the previously-learned knowledge when training on new session.

Another type of method is promoting wide local minima in continual learning. CPR [3] proves that maximizing the entropy of the output probability can also improve the accuracy for continual learning. In addition, motivated by the importance of learning stability, stable SGD [31] forms the suitable training regimes to widen the local minima in each learning session.

Despite the progress on image classification, recent works further investigate continual learning on object detection [37] and semantic segmentation [2] with knowledge distillation. In particular, the latter one introduces two novel loss terms to mitigate semantic distribution shift within the background.

2.2. Semantic Segmentation

With the advancement of Fully Convolution Network (FCN) [27], recent deep-learning-based approaches on se-
3. Proposed Method

In this section, we systematically introduce our proposed AlterSGD for continual learning as outlined in Section 1. The workflow of AlterSGD consists of two phases, the normal training and the alternative training. In the first phase, the model parameters are optimized by normal gradient descent for learning new classes while the second phase is to alternatively conduct gradient descent and ascent such that the optimizer searches for a flat local minima. We summarize our method in Algorithm 1.

We consider a continual learning problem with $S$ sessions. The empirical loss on the training set at the $s$th session is denoted by $L$. We denote $\theta_0$ as the model parameters from the previous session, i.e., $(s-1)$th session. Our objective is to learn new classes effectively and simultaneously mitigate forgetting the old classes. Let $T$ be the number of total iterations for parameter update and $p$ be the ratio for normal training. Now we introduce the training details for each phase as follows:

**Normal training phase.** In the first phase, the model is trained to learn the new classes at the current session. Therefore, the loss function $L$ is optimized by the normal gradient descent for the first $\lfloor pT \rfloor$ iterations, i.e.,

$$\theta_t = \theta_{t-1} - \eta \cdot \nabla_\theta L(\theta_{t-1}),$$

where $t = 1, 2, \ldots, \lfloor pT \rfloor$, $\lfloor \cdot \rfloor$ denotes the floor function which outputs the greatest integer less than or equal to the input, and $\eta$ is learning rate.

**Alternative training phase.** Though gradient descent converges to a local minima for learning a new session after the first phase, it may fall into the sharp minima which possibly aggravate catastrophic forgetting of previous sessions. In the second phase, the proposed AlterSGD utilizes the alternative gradient descent and ascent update rule for $T - \lfloor pT \rfloor$ iterations, i.e.,

$$\begin{align*}
\theta_t &= \theta_{t-1} - \eta \cdot \nabla_\theta L(\theta_{t-1}), \\
\theta_{t+1} &= \theta_t + \eta \cdot \nabla_\theta L(\theta_t),
\end{align*}$$

where $t = \lfloor pT \rfloor + 1, \lfloor pT \rfloor + 3, \ldots, T$.

Intuitively, the repeat oscillation by conducting gradient descent and ascent in the parameter space has potential to enable AlterSGD to escape the sharp local minima and approach an equilibrium state where the landscape of the loss function $L$ is relatively flat. In fact, we show in Theorem 1 that the update rule in Eq. (2) is approximately equal to minimizing $\|\nabla_\theta L(\theta)\|^2_2$, which means AlterSGD prefers a small norm of $\nabla_\theta L(\theta)$ during alternative training.

**Theorem 1.** The update rule of the alternative training in Eq. (2) is approximately equal to minimizing the square of $\nabla_\theta L(\theta)$, i.e., $\|\nabla_\theta L(\theta)\|^2_2$, by gradient descent with learning rate $\frac{\eta^2}{2}$.

**Proof.** From the update rule (2), we have

$$\begin{align*}
\theta_{t+1} &= \theta_t + \eta \cdot \nabla_\theta L(\theta_t) \\
&= \theta_{t-1} - \eta \nabla_\theta L(\theta_{t-1}) + \eta \nabla_\theta L(\theta_{t-1} - \eta \nabla_\theta L(\theta_{t-1})).
\end{align*}$$

Since $\eta$ is small, $\nabla_\theta L(\theta_{t-1} - \eta \nabla_\theta L(\theta_{t-1}))$ can be approximated by its Taylor expansion. Then we have

$$\begin{align*}
\theta_{t+1} &\approx \theta_{t-1} - \eta \nabla_\theta L(\theta_{t-1}) + \eta \nabla_\theta L(\theta_{t-1}) \\
&\quad - \eta \cdot \nabla^2_\theta L(\theta_{t-1}) \nabla_\theta L(\theta_{t-1}).
\end{align*}$$

By (4), $\theta_{t+1} \approx \theta_{t-1} - \frac{\eta^2}{2} \nabla_\theta L(\theta_{t-1})$, which indicates the update rule (2) is approximately equal to minimizing $\|\nabla_\theta L(\theta)\|^2_2$. \qed

---

**Algorithm 1** AlterSGD training at the $s$th session

**Input:** The network parameters from the $(s-1)$th session, $\theta_0$; Loss function $L(\cdot)$; Learning rate $\eta$; The number of iterations $T$; The alternative ratio $p$.

**Output:** The network parameters at the $s$th session.

```
1: for $t$ from 1 to $\lfloor pT \rfloor$ do
2:   $\theta_t = \theta_{t-1} - \eta \cdot \nabla_\theta L(\theta_{t-1})$
3: end for
4: $\theta_{t+1} = \theta_t + \eta \cdot \nabla_\theta L(\theta_t)$
5: $\theta_T = \theta_{T-1} - \eta \cdot \nabla_\theta L(\theta_{T-1})$
6: $\theta_{T+1} = \theta_T + \eta \cdot \nabla_\theta L(\theta_T)$
7: return $\theta_T$
```

---
Now we illustrate the behavior of AlterSGD using the conclusion of Theorem 1 and how it is related to our goal: As shown in Figure 1, both region A and B have a local minima but the local minima in region A is flatter than that in region B. Also, since the slope of region B is steeper than region A, the norm of gradient in region A is smaller than that in region B. Finally, AlterSGD tends to converge to region A, a flatter minima, where the norm of gradient is smaller.

4. Experiments

In this section, we demonstrate the effectiveness of our proposed AlterSGD as presented in Algorithm 1. The performance is evaluated on the continual class learning (CCL) in semantic segmentation. To compare with popular methods on CCL, we use the baselines as suggested in [30], including Elastic Weight Consolidation (EWC) [23], Path Integral (PI) [42], Riemannian Walks (RW) [4], Learning without Forgetting (LwF) [25], LwF-MC [34], ILT[30], and MiB [2]. To the best of our knowledge, MiB is the state-of-the-art (SOTA) technique on CCL in semantic segmentation, and we show that AlterSGD can even outperform MiB.

The regularization-based methods [22, 32, 4, 30, 2] mitigate forgetting by imposing a regularization to restrain the model parameters. At the $s$th session, we denote $D_s$ as the training set with $|D_s|$ samples and $\theta^s$ as the model parameters. The objective function of regularization-based methods can be formulated as,

$$\frac{1}{|D_s|} \sum_{(x,y^g) \in D_s} \left( \ell_{seg}^g(x, y^g) + \lambda_{reg} R^s(x) \right),$$

(5)

where $\ell_{seg}^g(\cdot)$ and $R^s(\cdot)$ represent the segmentation loss and the regularization term respectively, $y^g$ is the ground-truth segmentation map of the input image $x$, and $\lambda_{reg}$ is the regularization coefficient. In our experiments, we apply AlterSGD to Eq. (5) on the supervised loss term $\ell_{seg}^g(\cdot)$, which utilizes the update rule as follows,

$$\begin{align*}
\theta^s_t &= \theta^s_{t-1} - \eta \cdot \nabla_{\theta^s} \left[ \ell_{seg}^g \left( \theta^s_{t-1} \right) + \lambda_{reg} R^s \left( \theta^s_{t-1} \right) \right], \\
\theta^s_{t+1} &= \theta^s_t - \eta \cdot \nabla_{\theta^s} \left[ \ell_{seg}^g \left( \theta^s_t \right) + \lambda_{reg} R^s \left( \theta^s_t \right) \right]
\end{align*}$$

(6)

where $\ell_{seg}^g(\theta^s_t) = \frac{1}{|D_s|} \sum_{(x,y^g) \in D_s} \ell_{seg}^g(x, y^g)$, and $R^s(\theta^s_t) = \frac{1}{|D_s|} \sum_{(x,y^g) \in D_s} R^s(x)$.

Dataset & settings. We evaluate the performance on the benchmark dataset for semantic segmentation, PASCAL VOC 2012 [9]. PASCAL VOC contains 20 foreground semantic classes and a background class. For each experiment, we report the mean Intersection-over-Union (mIoU) in percentage on the validation set. The CCL experiments are conducted on 15-1 setting where the model is trained on first 15 classes in the initial session and then trained on another 5 classes sequentially. For each session, we only provide the label of the classes we will learn in the current session and the learned classes from the previous sessions will be masked as background. Following the settings in [2], in the initial session, the model is trained for 30 epochs with initial learning rate 0.01 to well-train the 15 classes; For the 5 continual sessions, the learning rate is changed to 0.001 and the model is still trained for 30 epochs in each session. We choose $\lambda_{reg}$ to be 100 according to [2] and choose $p = 25/30$. As the old data is not allowed to be accessed during new classes training, therefore we do not consider the replay method for comparison as they may store the old data.

Experimental results. Table 1 displays the result for the first 15 classes using different methods, and Table 2 presents the result of the last 5 classes and the overall results. To fairly compare our method with MiB [2], we use the same pretrained model obtained from the initial session, and use it to continually learn for five sessions under MiB [2] and our method respectively, reported in Table 1 and Table 2. In Table 1 and Table 2, the regularization-based methods, like EWC [23], PI [42], RW [4], LwF [25], LwF-MC [34], ILT[30] obtain the extremely poor results. The mIoU of both the first 15 classes and the last 5 classes are (closed to zero in most classes), which means that these methods are not directly effective in the continual learning for semantic segmentation, though they perform well on image classification.

Compared with MiB, AlterSGD achieves comparable results on the newly learned classes. Moreover, AlterSGD significantly outperforms MiB on the first 1-15 classes. On average over the first 15 classes, we improve the mIoU of MiB from 42.4 to 52.7, which means AlterSGD is capable of mitigating forgetting effectively. To sum up, the proposed AlterSGD is able to achieve satisfactory results on both newly learned session and mitigating forgetting.

In Figure 3, we show a qualitative analysis through visualizing the predicted segmentation map of the test images under MiB and our method respectively. Although MiB is the SOTA technique on CCL in semantic segmentation, from the visualization results we can observe that there is still a large segmentation error compared with ground-truth image, while this error can be significantly alleviated by the AlterSGD.

5. Analysis

5.1. Varying the alternative ratio $p$

In Algorithm 1, we use the hyperparameter $p$ to control the ratio of the length of normal training in each session. To study the appropriate $p$ for AlterSGD, we conduct CCL
Table 1. Per class mean IoU on 15-1 setting of PASCAL VOC for the first 15 classes for different continual learning methods.

| Method | aero | bike | bird | boat | bottle | bus | car | cat | chair | cow | table | dog | horse | mbike | person |
|--------|------|------|------|------|--------|-----|-----|-----|-------|-----|-------|-----|-------|-------|--------|
| FT     | 0.3  | 0.0  | 0.0  | 2.5  | 0.0    | 0.0 | 0.0 | 0.0 | 0.0   | 0.0 | 0.0   | 0.0 | 0.0   | 0.0   | 0.0    |
| PI     | 0.0  | 0.0  | 0.0  | 0.0  | 0.0    | 0.0 | 0.0 | 0.0 | 0.0   | 0.0 | 0.0   | 0.0 | 0.0   | 0.0   | 0.0    |
| EWC    | 0.0  | 0.0  | 0.0  | 1.0  | 0.0    | 0.0 | 0.0 | 0.0 | 0.0   | 0.0 | 0.0   | 0.0 | 0.0   | 3.6   | 0.0    |
| RW     | 0.0  | 0.0  | 0.0  | 0.2  | 0.0    | 0.0 | 0.0 | 0.0 | 0.0   | 0.0 | 0.0   | 0.0 | 0.0   | 2.2   | 0.0    |
| LwF    | 0.0  | 0.0  | 0.0  | 0.0  | 0.0    | 0.0 | 0.0 | 0.0 | 0.0   | 0.0 | 0.0   | 0.0 | 0.0   | 0.0   | 0.0    |
| LwF-MC | 0.0  | 0.0  | 0.0  | 0.0  | 0.0    | 0.0 | 0.0 | 0.0 | 0.0   | 0.0 | 0.0   | 0.0 | 0.0   | 0.0   | 0.0    |
| ILT    | 3.7  | 0.0  | 2.9  | 0.0  | 12.8   | 0.0 | 0.1 | 0.0 | 0.0   | 21.2| 0.1   | 0.4  | 0.6   | 13.6  |        |
| MiB    | 53.8 | 38.7 | 35.5 | 25.9 | 45.3   | 71.5| 71.5| 0.3 | 22.6  | 12.6 | 62.6  | 52.3 | 48.8  | 79.8  |        |
| Ours   | 64.6 | 39.4 | 44.5 | 39.1 | 56.4   | 78.5| 74.5| 2.4 | 51.7  | 14.2 | 66.2  | 60.2 | 62.5  | 78.6  |        |
| Joint  | 90.2 | 42.2 | 89.5 | 69.1 | 82.3   | 90.0| 94.2| 39.2| 87.6  | 56.4 | 91.2  | 86.8 | 88.0  | 86.8  |        |

Figure 3. Visualization results on the 15-1 setting of PASCAL VOC test set using MiB and AlterSGD (ours).

Table 2. Per class mean IoU for the last 5 classes.

| Method | plant | sheep | sofa | train | tv     | 1-15  | 16-20 | all     |
|--------|-------|-------|------|-------|--------|-------|-------|---------|
| FT     | 0.0   | 0.0   | 0.0  | 8.8   | 0.2    | 1.8   | 0.6   |         |
| PI     | 0.0   | 0.0   | 0.0  | 8.6   | 0.0    | 1.8   | 0.4   |         |
| EWC    | 0.0   | 0.0   | 7.4  | 7.4   | 0.3    | 1.3   |       |         |
| RW     | 0.0   | 0.0   | 8.2  | 8.2   | 0.2    | 1.5   |       |         |
| LwF    | 0.0   | 0.0   | 7.9  | 7.9   | 0.8    | 1.5   |       |         |
| LwF-MC | 0.0   | 0.0   | 11.9 | 11.0  | 4.5    | 5.2   |       |         |
| ILT    | 0.0   | 0.0   | 8.3  | 8.5   | 3.7    | 4.2   |       |         |
| MiB    | 30.9  | 11.4  | 11.8 | 26.1  | 30.0   |       |       |         |
| Ours   | 36.1  | 13.9  | 13.7 | 30.7  | 40.1   |       |       |         |
| Joint  | 36.3  | 13.9  | 13.7 | 30.7  | 40.1   |       |       |         |

Figure 4. Visualization results on 15-1 setting of PASCAL VOC test set using AlterSGD (ours).

Table 3. Mean IoUs of PASCAL VOC for different regularization coefficient $\lambda_{reg}$.

| $\lambda_{reg}$ | 1-15  | 16-20 | all   |
|-----------------|-------|-------|-------|
| MiB Ours        |       |       |       |
| $10^0$          | 30.9  | 11.4  | 11.8  |
| $10^1$          | 36.3  | 13.9  | 13.7  |
| $10^2$          | 42.4  | 12.6  | 12.9  |
| $10^3$          | 16.8  | 5.6   | 5.6   |

Table 3. Mean IoUs of PASCAL VOC for different regularization coefficient $\lambda_{reg}$.

| $\lambda_{reg}$ | 1-15  | 16-20 | all   |
|-----------------|-------|-------|-------|
| MiB Ours        |       |       |       |
| $10^0$          | 30.9  | 11.4  | 11.8  |
| $10^1$          | 36.3  | 13.9  | 13.7  |
| $10^2$          | 42.4  | 12.6  | 12.9  |
| $10^3$          | 16.8  | 5.6   | 5.6   |

on 15-1 setting of PASCAL VOC for different ratio $p$. The number of epoch is 30 for each session and we present the results of $p = 5/30, 10/30, \ldots, 30/30$ for conducting alternative training phase after the 5, 10, \ldots, 30 epoch respectively. When $p = 30/30$, AlterSGD only contains the normal training phase.

When $p$ is small (like $p = 5/30, 10/30$), the mIoUs of all 20 classes are almost zero. Besides, when $p = 15/30$, though mIoUs of the first 15 classes are 14.1, the mIoUs of the last 5 classes are still almost 0 (see Figure 4).

These phenomena reveal that $p$ should not be too small. This is because when $p$ is small, on one hand, the model...
does not have enough epochs to train the model in the normal training phase, which is not conducive to the learning of the current class. On the other hand, according to Theorem 1, the optimizer almost always searches for a relatively flat local minima, which affects finding a small enough local minima for the current class. Therefore, we suggest to start alternative training phase only after sufficient normal training, i.e., the training of the current class is close to convergence. Generally, \( p \) can be selected in \([0.8, 0.9]\).

### 5.2. Varying the penalty coefficient \( \lambda_{reg} \)

The regularization items \( R^{\delta p} (\cdot) \) in (6) are usually designed to maintain the performance of the old classes. The penalty coefficient \( \lambda_{reg} \) represents the intensity of the penalty, which has a great impact on the performance of regularization methods for continual learning [14]. In this section, we study the influence of \( \lambda_{reg} \) in AlterSGD. Table 3 displays results of \( \lambda_{reg} \) of different magnitude.

Since AlterSGD is applied to MiB, the trend of performance change of AlterSGD and MiB presented in Table 3 is consistent, i.e., the large mIoU of MiB, the larger mIoU of AlterSGD. Further, under different choose of \( \lambda_{reg} \), AlterSGD can consistently improve the performance. Specifically, AlterSGD significantly outperforms MiB on the first 15 classes and maintains the performance of last 5 classes.

| \( \lambda_a \) \( \lambda_b \) | 1-15 | 16-20 | all |
|---|---|---|---|
| 10^0 | 36.1 | 45.2 | 55.1 | 18.4 | 11.8 | 14.4 | 9.5 | 3.9 | 30.0 | 37.5 | 43.7 | 14.8 |
| 10^1 | 46.7 | 48.9 | 55.0 | 17.7 | 11.9 | 13.7 | 9.7 | 4.2 | 38.0 | 40.1 | 43.7 | 14.4 |
| 10^2 | 46.2 | 53.2 | 52.7 | 17.2 | 9.6 | 14.8 | 12.9 | 4.9 | 37.1 | 43.6 | 42.7 | 14.1 |
| 10^3 | 42.3 | 51.1 | 49.0 | 19.5 | 2.3 | 8.5 | 13.7 | 5.6 | 32.3 | 40.5 | 42.0 | 16.0 |

### 5.3. Varying \( \lambda_{reg} \) in the training phase

In our original setting in Eq. 6, \( \lambda_{reg} \) is the same for gradient descent and ascent. In this section, we explore the impact of using separately different \( \lambda_{reg} \) for gradient ascent and gradient descent. Eq. (6) can be rewritten as

\[
\begin{align*}
\theta_{t+1}^s &= \theta_{t}^s - \eta \cdot \nabla_{\theta} [ R(\theta_t^s) + \lambda_a R^a(\theta_{t-1}^s) ] , \\
\theta_{t+1}^b &= \theta_{t}^b - \eta \cdot \nabla_{\theta} [ R(\theta_t^b) + \lambda_b R^b(\theta_{t-1}^b) ] 
\end{align*}
\]

(7)

Table 4 shows the results of different combination of \( \lambda_a \) and \( \lambda_b \). The different combination of \( (\lambda_a, \lambda_b) \) for gradient ascent and gradient descent can indeed bring some performance improvements. However, compared with Table 3 where \( \lambda_a = \lambda_b \), the improvements are marginal. It suggests that we can keep the same \( \lambda_{reg} \) in AlterSGD when using gradient ascent and gradient descent alternatively.

### 6. Conclusion

In this paper, we study the class continual learning on semantic segmentation under the setting that the old data is inaccessible. In particular, we propose a simple and effective method to search for a flat local minimal region such that the forgetting problem of the learned class can be mitigated during the learning of new session. Moreover, we provide the theoretical insight to illustrate that our method can encourage the optimization to converge toward the flat minima. The extensive experiments verify the effectiveness of our method on CCL for semantic segmentation.
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