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We investigate analytic properties of the double Fourier sphere (DFS) method, which transforms a function defined on the two-dimensional sphere to a function defined on the two-dimensional torus. Then the resulting function can be written as a Fourier series yielding an approximation of the original function. We show that the DFS method preserves smoothness: it continuously maps spherical Hölder spaces into the respective spaces on the torus, but it does not preserve spherical Sobolev spaces in the same manner. Furthermore, we prove sufficient conditions for the absolute convergence of the resulting series expansion on the sphere as well as results on the speed of convergence.
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1 Introduction

The problem of approximating functions defined on the two-dimensional sphere arises in many real-world applications such as weather prediction and climate modeling [6, 7, 20]. One approach is the grid-point method, in which functions and equations are approximated on a finite set of points [8]. For example, the German weather service’s short forecast model uses a rotated latitude-longitude grid [2]. Another common approach to approximate spherical functions is the spectral method [21], where a spherical function is expanded into a series of basis functions. This method is especially relevant to applications involving differential equations, since derivatives can be evaluated exactly via the derivatives of the basis functions.

A frequently used choice of basis functions for the spectral method are the spherical harmonics [23]. They are eigenfunctions of the spherical Laplacian, which makes them
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a natural choice for problems such as solving differential equations [39], spherical deconvolution [16], the approximation of measures [11], or modeling the earth’s upper mantle [15, 38] and gravitational field [13]. While the naive computation of spherical harmonics expansions is very memory and time consuming [39], there are methods allowing for a faster computation, known as fast spherical Fourier transforms, see, e.g., [10, 19, 24, 37] and [28, sec. 9.6]. However, these algorithms do not reach the performance of fast Fourier transforms on the torus and they suffer from difficulties in the numerical evaluation of associated Legendre functions, cf. [33].

The double Fourier sphere (DFS) method avoids numerical difficulties of spherical harmonics expansions. The core concept is to apply a simple transformation, which is closely related to the spherical longitude-latitude coordinates, before any approximation steps. A spherical function is transformed to a biperiodic function on a rectangular domain, i.e., a function on the two-dimensional torus. The resulting function can, in turn, be represented via a two-dimensional Fourier series, which can be efficiently approximated by a fast Fourier transform (FFT), cf. [39] and [28, ch. 5, 7].

The DFS method was first proposed in 1972 by Merilees [22] in the context of shallow water equations. Further applications followed in meteorology [5, 27, 39] and geophysics [12]. In 2016, Townsend et al. proposed a DFS method for a low-rank approximation of spherical functions [35]. Sampling methods on the sphere based on spherical harmonics and the DFS method were compared in [29]. Recently, the DFS method was utilized in the numerical solution of partial differential equations on the sphere [25] and the ball [4, 3] as well as in computational spherical harmonics analysis [9]. To the best of our knowledge, no results on the convergence of the approximation with the DFS method were published so far.

In this paper, we are concerned with analytic properties of the DFS method. The main contributions of this work are the following:

(i) We examine which function spaces are preserved under the DFS transformation. In particular, we show in Theorems 4.3 and 4.5 that the DFS method maps the differentiability space $C^k(S^2)$ and the Hölder space $C^{k,\alpha}(S^2)$ on the sphere $S^2$ continuously into the respective spaces $C^k(T^2)$ and $C^{k,\alpha}(T^2)$ on the torus $T^2$. However, in Theorem 6.3 we prove that the analogue does not hold true for spherical Sobolev spaces.

(ii) The Fourier series that results from applying the DFS method admits a certain symmetry on the torus. This allows us to provide a series expansion of the spherical function in terms of basis functions that are orthogonal with respect to a weight on the sphere in Theorem 5.4. We prove the absolute convergence as well as convergence rates for this expansion of Hölder continuous functions in Theorems 5.6 and 5.10.

(iii) Numerical tests indicate that this series expansion provides a comparable approximation quality while being faster than a spherical harmonics expansion.
This paper is structured as follows: Section 2 introduces the DFS method. In Section 3, we define Hölder spaces and related function spaces on the sphere and on the torus. We show that the DFS method preserves differentiability and Hölder spaces in Section 4. Section 5 is dedicated to the approximation of DFS functions via the Fourier series that results from applying the DFS method. We study sufficient conditions for the absolute convergence of this series and present bounds on its speed of convergence. Numerical results are presented in Section 5.3. Finally, Section 6 addresses the question whether the space preserving properties of the DFS method on Hölder spaces also hold true for Sobolev spaces. This question is answered negative for the Sobolev space $H^1(S^2)$.

2 The double Fourier sphere method

The double Fourier sphere (DFS) method transforms spherical functions into functions on the two-dimensional torus. Let $d \in \mathbb{N}$. We denote the $d$-dimensional torus by $T^d := \mathbb{R}^d/(2\pi\mathbb{Z}^d)$ and the $d$-dimensional unit sphere by $S^d := \{x \in \mathbb{R}^{d+1} \mid \|x\| = 1\}$, where $\|\cdot\|$ denotes the Euclidean norm. Note that every function defined on $T^d$ can be identified with a function defined on $\mathbb{R}^d$ which is $2\pi$-periodic in all dimensions.

Then the DFS coordinate transform given by

$$\phi: T^2 \to S^2, \ \phi(\lambda, \theta) := (\cos \lambda \sin \theta, \sin \lambda \sin \theta, \cos \theta),$$

is well-defined on $T^2$, since trigonometric functions are $2\pi$-periodic. The restriction of $\phi$ to $[-\pi, \pi) \times (0, \pi) \cup \{(0,0),(0,\pi)\}$ is bijective and known as the longitude-latitude transform of spherical coordinates. Any spherical function can be composed with the longitude-latitude transform resulting in a function defined on the rectangle $[-\pi, \pi] \times [0, \pi]$, which is $2\pi$-periodic in latitude direction $\lambda$, but generally not periodic in $\theta$-direction. The longitude-latitude transform is illustrated in Figure 1.
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Figure 1: The longitude-latitude transform applied to the earth’s land masses.

We want to approximate a spherical function $f: S^2 \to \mathbb{C}$ using Fourier analysis on the two-dimensional torus. To this end, we require a transformation which yields functions defined on the torus, or equivalently $2\pi$-biperiodic functions with domain $[-\pi, \pi]^2$. We call

$$\tilde{f}: T^2 \to \mathbb{C}, \ \tilde{f} := f \circ \phi$$

(2)
Applying fundamental trigonometric identities, we notice that for all \((\lambda, \theta) \in \mathbb{T}^2\),
\[
\phi(\lambda + \pi, -\theta) = (\cos(\lambda + \pi) \sin(-\theta), \sin(\lambda + \pi) \sin(-\theta), \cos(-\theta)) \\
= ((-\cos \lambda)(-\sin \theta), (-\sin \lambda)(-\sin \theta), \cos(\theta)) = \phi(\lambda, \theta).
\] (3)

The definition of the DFS function is often given in the equivalent form
\[
\tilde{f} : [-\pi, \pi]^2 \to \mathbb{C}, \quad \tilde{f}(\lambda, \theta) := \begin{cases} 
\begin{align*}
g(\lambda + \pi, \theta), & \text{if } (\lambda, \theta) \in [-\pi, 0] \times [0, \pi], \\
h(\lambda, \theta), & \text{if } (\lambda, \theta) \in [0, \pi] \times [0, \pi], \\
g(\lambda, -\theta), & \text{if } (\lambda, \theta) \in [0, \pi] \times [-\pi, 0], \\
h(\lambda + \pi, -\theta), & \text{if } (\lambda, \theta) \in [-\pi, 0] \times [-\pi, 0],
\end{align*}
\end{cases}
\] (4)

where \(h(\lambda, \theta) = f \circ \phi(\lambda, \theta)\) and \(g(\lambda, \theta) = f \circ \phi(\lambda - \pi, \theta)\) for all \((\lambda, \theta) \in [0, \pi]^2\), cf. [35].

Equation (4) reveals the geometric interpretation of DFS functions. Applying the DFS method to a function \(f\) corresponds to first composing \(f\) with the longitude-latitude transform and then combining the resulting transformation with its glide reflection, i.e., the domain of the transformed function is doubled by reflecting it over the \(\lambda\)-axis and subsequently translating the reflection by \(-\pi\) in \(\lambda\)-direction; the translation is understood as acting on the one-dimensional torus. Figure 2 shows the application of the DFS method.

A function \(g : \mathbb{T}^2 \to \mathbb{C}\) that satisfies
\[
g(\lambda, \theta) = g(\lambda + \pi, -\theta), \quad (\lambda, \theta) \in \mathbb{T}^2,
\] (5)
is called a block-mirror-centrosymmetric (BMC) function. If \(g\) is also constant along the lines \(\theta = 0\) and \(\theta = \pi\), it is called a type-1 block-mirror-centrosymmetric (BMC-1) function, see [35, def. 2.2]. For any spherical function \(f : \mathbb{S}^2 \to \mathbb{C}\), its DFS function \(\tilde{f}\) is a BMC-1 function, which follows from the symmetry relation (3) and the fact that
the lines $\theta = 0$ and $\theta = \pi$ correspond to the north and south pole of the sphere, respectively. Conversely, for any BMC-1 function $g: T^2 \to \mathbb{C}$, there exists a spherical function $f: S^2 \to \mathbb{C}$ such that $g$ is the DFS function of $f$.

3 Hölder spaces on the sphere and on the torus

Since the notation in the literature varies slightly, we clarify the notion of different function spaces we use in the following. In the definitions of differentiability spaces and Hölder spaces on open subsets $U$ of $\mathbb{R}^d$, we follow [36, p. 2 ff.]. Let $d \in \mathbb{N}$ and $k \in \mathbb{N}_0$. We set

$$B^d_k := \{\beta \in \mathbb{N}^d_0 \mid |\beta| \leq k\},$$

where $|\beta| := \sum_{i=1}^d \beta_i$ denotes the 1-norm of a multiindex $\beta \in \mathbb{N}^d_0$.

**Definition 3.1** (Spaces of differentiable functions). Let $U \subset \mathbb{R}^d$ and $k \in \mathbb{N}_0$. We define

$$C(U, \mathbb{C}^m) := C^0(U, \mathbb{C}^m) := \{f: U \to \mathbb{C}^m \mid f \text{ is bounded and uniformly continuous}\}.$$

For $k \geq 1$, we additionally assume that $U$ is open and define

$$C^k(U, \mathbb{C}^m) := \{f \in C(U, \mathbb{C}^m) \mid D\beta f \in C(U, \mathbb{C}^m) \text{ for all } \beta \in B^d_k\}.$$

Equipping this space with the norm

$$\|f\|_{C^k(U, \mathbb{C}^m)} := \sum_{\beta \in B^d_k} \sup_{x \in U} \|D\beta f(x)\|,$$

it becomes a Banach space.

**Definition 3.2** (Lipschitz spaces). Let $U \subset \mathbb{R}^d$. For $f \in C(U, \mathbb{C}^m)$, we define the Lipschitz seminorm by

$$|f|_{\text{Lip}(U, \mathbb{C}^m)} := \sup_{x, y \in U, x \neq y} \frac{\|f(x) - f(y)\|}{\|x - y\|}.$$

The Lipschitz space

$$\text{Lip}(U, \mathbb{C}^m) := \{f \in C(U, \mathbb{C}^m) \mid |f|_{\text{Lip}(U, \mathbb{C}^m)} < \infty\},$$

is a Banach space equipped with the norm $\|f\|_{\text{Lip}(U, \mathbb{C}^m)} := \|f\|_{C(U, \mathbb{C}^m)} + |f|_{\text{Lip}(U, \mathbb{C}^m)}$.

**Definition 3.3** (Hölder spaces). Let $k \in \mathbb{N}_0$, $0 < \alpha < 1$, and let $U \subset \mathbb{R}^d$ be open. For $f \in C^k(U)$, we define the $C^{k, \alpha}$-seminorm

$$|f|_{C^{k, \alpha}(U, \mathbb{C}^m)} := \sup_{x, y \in U, x \neq y \atop \beta \in B^d_k, |\beta| = k} \frac{\|D\beta f(x) - D\beta(y)\|}{\|x - y\|^\alpha}.$$
The \((k, \alpha)\)-Hölder space

\[ C^{k,\alpha}(U, \mathbb{C}^m) := \{ f \in C^k(U, \mathbb{C}^m) \mid \| f \|_{C^{k,\alpha}(U)} < \infty \} \]

is a Banach space equipped with the norm \( \| \cdot \|_{C^{k,\alpha}(U, \mathbb{C}^m)} := \| \cdot \|_{C^k(U, \mathbb{C}^m)} + \| \cdot \|_{C^{k,\alpha}(U)} \). For ease of notation we interchangeably use \( C^k = C^{k,0} \).

For spaces of scalar-valued functions, we write \( C^{k,\alpha}(U) = C^{k,\alpha}(U, \mathbb{C}) \). The notions of Lipschitz and Hölder spaces transfer to the torus.

**Definition 3.4** (Function spaces on the torus). For \( k \in \mathbb{N}_0 \) and \( 0 \leq \alpha < 1 \), we define the Lipschitz space \( \text{Lip}(T^d) \) and the \((k,\alpha)\)-Hölder space \( C^{k,\alpha}(T^d) \) on the \( d \)-dimensional torus \( T^d \) as the restriction of \( \text{Lip}(\mathbb{R}^d) \) and \( C^{k,\alpha}(\mathbb{R}^d) \), respectively, to functions that are \( 2\pi \)-periodic in all dimensions.

**Definition 3.5** (Hölder spaces on the sphere). Let \( k \in \mathbb{N}_0 \), \( 0 \leq \alpha < 1 \), and \( f : S^d \to \mathbb{C} \). If there exists \( f^* \in C^{k,\alpha}(U) \) on an open set \( U \supset S^d \) such that \( f^*|_{S^d} = f \), we call \( f^* \) a \( C^{k,\alpha} \)-extension of \( f \). For \( \alpha = 0 \), we define the \( C^k \)-extension seminorm by

\[ \| f^* \|^*_C(S^d) := \sum_{\beta \in B^d_{k+1}} \| D^\beta f^* \|_{C(S^d)} \].

(6)

For \( \alpha > 0 \) and a \( C^{k,\alpha} \)-extension \( f^* \), we define the \( C^{k,\alpha} \)-extension seminorm by

\[ \| f^* \|^*_C(S^d) := \| f^* \|^*_C(S^d) + \sup_{\xi, \eta \in S^d, \xi \neq \eta} \frac{|D^\beta f^*(\xi) - D^\beta f^*(\eta)|}{\| \xi - \eta \|^{\alpha}}. \]

We define the \( C^{k,\alpha} \)-norm of \( f : S^d \to \mathbb{C} \) by

\[ \| f \|_{C^{k,\alpha}(S^d)} := \inf \left\{ \| f^* \|^*_C(S^d) \mid f^* \text{ is a } C^{k,\alpha} \text{-extension of } f \right\}. \]

The \((k, \alpha)\)-Hölder space on the \( d \)-dimensional sphere, defined by

\[ C^{k,\alpha}(S^d) := \{ f : S^d \to \mathbb{C} \mid \| f \|_{C^{k,\alpha}(S^d)} < \infty \}, \]

is a Banach space equipped with this norm.

If \( \alpha > 0 \) and \( f \in C^{k,\alpha}(X) \) by any of the Definitions 3.3 and 3.5, we say that \( f \) is \((k, \alpha)\)-Hölder continuous on \( X \), or simply \( \alpha \)-Hölder continuous if \( k = 0 \). If in one of the Definitions 3.1 to 3.5 we have \( k = 0 \), we omit \( k \). The following result shows that Lipschitz continuity implies Hölder continuity.
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Proposition 3.6. Let $U \subset \mathbb{R}^d$ be an open set, $V \subset U$, and $f : U \to \mathbb{C}^m$. If $f$ is bounded and Lipschitz-continuous on $V$, then $f$ is $\alpha$-Hölder continuous on $V$ for all $0 < \alpha < 1$ with
\[
|f|_{C^{\alpha}(V,\mathbb{C}^m)} \leq \max\{|f|_{Lip(V,\mathbb{C}^m)}, 2\|f\|_{C(V,\mathbb{C}^m)}\}. \tag{7}
\]
Furthermore, if $V$ is convex and $f \in C^1(U)$, then $f$ is Lipschitz-continuous on $V$ with
\[
|f|_{Lip(V)} \leq \|\nabla f\|_{C(U;\mathbb{R}^d)} \leq \|f\|_{C^1(U)}, \tag{8}
\]
where $\nabla f = (D^i f)_{i=1}^d$.

Proof. Let $f$ be bounded and Lipschitz-continuous on $V$ and let $\mathbf{x}, \mathbf{y} \in V$ with $\mathbf{x} \neq \mathbf{y}$. Then
\[
\frac{|f(\mathbf{x}) - f(\mathbf{y})|}{|\mathbf{x} - \mathbf{y}|^t} \leq \begin{cases} \frac{|f(\mathbf{x}) - f(\mathbf{y})|}{|\mathbf{x} - \mathbf{y}|^t} & \|f\|_{Lip(V)}, \quad |\mathbf{x} - \mathbf{y}| \leq 1, \\ \|f(\mathbf{x}) - f(\mathbf{y})| & \|f\|_{C(V)}, \quad |\mathbf{x} - \mathbf{y}| \geq 1, \end{cases}
\]
which proves (7). For $f \in C^1(U)$, applying the mean value theorem to
\[
[0, 1] \ni t \mapsto f(\mathbf{x} + t(\mathbf{y} - \mathbf{x}))
\]
shows that there exists some $\tau \in [0, 1]$ such that
\[
f(\mathbf{y}) - f(\mathbf{x}) = \langle \nabla f(\mathbf{x} + \tau(\mathbf{y} - \mathbf{x})), \mathbf{y} - \mathbf{x} \rangle.
\]
Taking the absolute value and the Cauchy–Schwarz inequality yield
\[
|f(\mathbf{y}) - f(\mathbf{x})| \leq \|\nabla f(\mathbf{x} + t(\mathbf{y} - \mathbf{x}))\| \|\mathbf{y} - \mathbf{x}\| \leq \|\nabla f\|_{C(U;\mathbb{R}^d)} \|\mathbf{y} - \mathbf{x}\|. \quad \Box
\]

4 Hölder continuity of DFS functions

In this section, we investigate sufficient conditions on a spherical function to ensure Hölder continuity of its DFS function. In particular, we show that the DFS function of a function in $C^{k+1}(S^2)$ or in $C^{k,\alpha}(T^2)$ is in the Hölder space $C^{k,\alpha}(T^2)$ and we prove upper bounds on the Hölder norms of such DFS functions. This will allow us to obtain approximation properties of its Fourier series in Section 5.

We present two lemmas, which are necessary to prove the main results of this section. The following technical lemma shows explicit bounds on the number of summands in the multivariate chain rule for higher derivatives of vector-valued functions. We use the abbreviation $[n] := \{1, 2, \ldots, n\}$ for $n \in \mathbb{N}$.

Lemma 4.1. Let $U \subset \mathbb{R}^2$ and $V \subset \mathbb{R}^3$ be open sets, and both $h = (h_1, h_2, h_3) : U \to V$ and $g : V \to \mathbb{C}$ be at least $k$ times continuously differentiable for some $k \in \mathbb{N}$. Then, for any $\beta \in B_k^2$, we have
\[
D^\beta(g \circ h) = \sum_{i=1}^{m_3} (D^{n_{\beta,i}}g) \circ h \cdot \prod_{j=1}^{m_{\beta,i}} D^{\mu_{\beta,i,j}}h_{\beta,i,j}, \tag{9}
\]
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where the constants fulfill

\[ n_\beta \in \mathbb{N}_0, n_\beta \leq 2^{-1}(k + 2)!, \tag{10} \]
\[ \gamma_{\beta,i} \in B_k^3, i \in [n_\beta], \tag{11} \]
\[ m_{\beta,i} \in B_k^1, i \in [n_\beta], \tag{12} \]
\[ \mu_{\beta,i,j} \in B_k^2, i \in [n_\beta], j \in [m_{\beta,i}], \tag{13} \]
\[ l_{\beta,i,j} \in [3], i \in [n_\beta], j \in [m_{\beta,i}]. \tag{14} \]

**Proof.** We prove the lemma by induction over \( k \).

**Base case \( k = 1 \):** Let \( h \) and \( g \) fulfill the conditions of the lemma for \( k = 1 \). Clearly, the claim holds for \( \beta = 0 \). For \( \beta \in B_k^2 \setminus \{0\} \), we can apply the multi-dimensional chain rule since \( g \) and \( h \) are continuously differentiable and we get

\[ D^\beta (g \circ h) = \sum_{p=1}^3 (D^{e_p} g) \circ h \cdot D^\beta h_p, \]

where \( e_p \) denotes the \( p \)-th unit vector. The statement holds with \( n_\beta = 3 = 2^{-1}(k + 2)! \).

**Induction step:** Let \( h \) and \( g \) fulfill the conditions of the lemma for \( k > 1 \) and assume the lemma holds for \( k - 1 \). For all \( \beta \in B_{k-1}^2 \), the statement holds since we can replace \( k - 1 \) by \( k \) in the bounds on the constants. Let \( \beta^+ \in B_k^2 \setminus B_{k-1}^2 \), then there exists \( p \in \{1, 2\} \) such that \( \beta^+ = e_p + \beta \) for some \( \beta \in B_{k-1}^2 \). By the induction hypothesis, we can choose constants which satisfy Equations (9) to (14) for \( \beta \) and \( k - 1 \). Since \( g \) and \( h \) are \( k \) times continuously differentiable, their composition is also \( k \) times continuously differentiable and we can apply (9):

\[ D^{\beta^+} (g \circ h) = D^{e_p + \beta} (g \circ h) = D^{e_p} \left( D^\beta (g \circ h) \right) = D^{e_p} \left( \sum_{i=1}^{n_\beta} (D^{\gamma_{\beta,i}} g) \circ h \cdot \prod_{j=1}^{m_{\beta,i}} D^{\mu_{\beta,i,j}} h_{\beta,i,j} \right). \]

The product rule yields

\[ D^{\beta^+} (g \circ h)
\]
\[ = \sum_{i=1}^{n_\beta} D^{e_p} \left( (D^{\gamma_{\beta,i}} g) \circ h \right) \cdot \prod_{j=1}^{m_{\beta,i}} D^{\mu_{\beta,i,j}} h_{\beta,i,j} + \sum_{i=1}^{n_\beta} (D^{\gamma_{\beta,i}} g) \circ h \cdot D^{e_p} \left( \prod_{j=1}^{m_{\beta,i}} D^{\mu_{\beta,i,j}} h_{\beta,i,j} \right). \]

By assumption \( g \) is \( k \) times continuously differentiable and \( |\gamma_{\beta,i}| \leq k - 1 \) by (11), therefore \( D^{\gamma_{\beta,i}} g \) is continuously differentiable for all \( i \). Since \( h \) is also continuously differentiable, we can apply the multi-dimensional chain rule to the summands in

\[ A = \sum_{i=1}^{n_\beta} D^{e_p} \left( (D^{\gamma_{\beta,i}} g) \circ h \right) \cdot \prod_{j=1}^{m_{\beta,i}} D^{\mu_{\beta,i,j}} h_{\beta,i,j} \]
\[ = \sum_{i=1}^{n_\beta} \sum_{q=1}^3 (D^{(e_p + \gamma_{\beta,i})} g) \circ h \cdot D^{e_p} h_q \cdot \prod_{j=1}^{m_{\beta,i}} D^{\mu_{\beta,i,j}} h_{\beta,i,j}. \]
Similarly, since \( h \) is \( k \) times continuously differentiable and \( |\mu_{\beta,i,j}| \leq k - 1 \) by (14), we know that \( D^{\mu_{\beta,i,j}} h_{\beta,i,j} \) is continuously differentiable for all \( i \) and all \( j \) and we can apply the product rule to

\[
B = \sum_{i=1}^{n_{\beta}} (D^{\gamma_{\beta,i}} g) \circ h \cdot D^{\mu_{\beta,i}} h_{\beta,i,j} = \sum_{i=1}^{n_{\beta}} \sum_{r=1}^{m_{\beta,i}} (D^{\gamma_{\beta,i}} g) \circ h \cdot D^{\mu_{\beta,i}+\mu_{\beta,i,r}} h_{\beta,i,r} \cdot \prod_{j=1}^{m_{\beta,i}} D^{\mu_{\beta,i,j}} h_{\beta,i,j}.
\]

We combine the resulting sums and relabel the constants to obtain

\[
D^{\beta+} (g \circ h) = \sum_{i=1}^{n_{\beta+}} (D^{\gamma_{\beta,i}} g) \circ h \cdot \prod_{j=1}^{m_{\beta+}} D^{\mu_{\beta,i,j}} h_{\beta+,i,j},
\]

where for all \( i_1 \in [n_{\beta+}] \) and \( j_1 \in [m_{\beta+}] \) there exist \( i_2 \in [n_{\beta}] \) and \( j_2 \in [m_{\beta}] \) such that the constants satisfy

- \( \gamma_{\beta+,i_1} = e^{l_{\beta+,i_1,j_1}} + \gamma_{\beta,j_2} \) or \( \gamma_{\beta+,i_1} = \gamma_{\beta,i_2} \) \( \implies |\gamma_{\beta+,i_1}| \leq k, \)
- \( m_{\beta+,i_1} = 1 + m_{\beta,j_2} \) or \( m_{\beta+,i_1} = m_{\beta,i_2} \) \( \implies m_{\beta+,i_1} \leq k, \)
- \( \mu_{\beta+,i_1,j_1} = e^{p}, \mu_{\beta+,i_1,j_2} = \mu_{\beta,j_2}, \) or \( \mu_{\beta+,i_1,j_1} = e^{p} + \mu_{\beta,i_2,j_2} \) \( \implies |\mu_{\beta+,i_1,j_1}| \leq k, \)
- \( l_{\beta+,i_1,j_1} \in [3], \)

i.e., the constants satisfy Equations (9) and (11) to (14) for \( \beta^+ \) and \( k \). It remains to prove (10) for \( n_{\beta^+} \): The sum resulting from \( A \) has \( 3n_{\beta} \) summands and the sum resulting from \( B \) has \( \sum_{i=1}^{n_{\beta}} m_{\beta,i} \leq \max\{m_{\beta,i}, i \in [n_{\beta}]\} n_{\beta} \leq (k - 1) n_{\beta} \) summands. Hence, by (10), we obtain

\[
n_{\beta^+} \leq (3 + k - 1)n_{\beta} \leq (k + 2) 2^{-1}(k - 1 + 2)! = 2^{-1}(k + 2)!.
\]  

\[\square\]

**Lemma 4.2.** The DFS coordinate transform \( \phi : \mathbb{R}^2 \to \mathbb{S}^2 \) is infinitely differentiable with Lipschitz-continuous derivatives and \((k, \alpha)\)-Hölder continuous for all \( k \in \mathbb{N}_0 \) and \( 0 < \alpha < 1 \). For all \( \mu \in \mathbb{N}_0^2 \) and \( l \in [3], \) we have

\[
\|D^\mu \phi\|_{C(\mathbb{R}^2)} \leq 1, \quad \|D^\mu \phi\|_{C^0(\mathbb{R}^2)} \leq 1, \quad \|D^\mu \phi\|_{C^l(\mathbb{R}^2)} \leq 2.
\]

**Proof.** We note that \( \phi_l \) is the product of sine or cosine for any \( l \in [3] \). Therefore, all partial derivatives are also the product of sine, cosine or zero, which implies (15). We
show the Lipschitz continuity of $\phi$. A mean value theorem for vector-valued functions in [32, p. 113] states that for any $g \in C^1(\mathbb{R})$ there exists some $\tau \in [0, 1]$ such that

$$\|g(1) - g(0)\| \leq \|\nabla g(\tau)\|.$$ 

Let $x, h \in \mathbb{T}^2$. For $g(t) := \phi(x + th)$, $t \in [0, 1]$ and $v := x + \tau h$, we see that

$$\|\phi(x + h) - \phi(x)\| \leq \|J\phi(v)h\|,$$

where $J\phi$ denotes the Jacobian. We have

$$\|J\phi(v)h\|^2 = \left\| \begin{pmatrix} -\sin v_1 \sin v_2 & \cos v_1 \cos v_2 \\ \cos v_1 \sin v_2 & \sin v_1 \cos v_2 \\ 0 & -\sin v_2 \end{pmatrix} h \right\|^2 = h_1^2 \sin^2 v_2 + h_2^2 \leq \|h\|^2.$$

This shows (16) for $\mu = 0$. For general $\mu \in \mathbb{N}_0^2$, we note that $D^\mu \phi$ takes only a limited number of different functions as derivatives of the product of sine or cosine. Since a changed sign does not affect the norm, we need to show (16) only for $\mu = 0$ and therefore omitted here. Finally, the Hölder continuity (17) follows from the above and Proposition 3.6.

Theorem 4.3. Let $k \in \mathbb{N}_0$ and $f \in C^{k+1}(S^2)$. Then for all $0 < \alpha < 1$, the DFS function $\tilde{f}$ of $f$ is in $C^{k,\alpha}(\mathbb{T}^2)$ and we have

$$|\tilde{f}|_{C^{k,\alpha}(\mathbb{T}^2)} \leq (k + 3)! \|f\|_{C^{k+1}(S^2)},$$

and

$$\|\tilde{f}\|_{C^{k,\alpha}(\mathbb{T}^2)} \leq \frac{7}{4} (k + 3)! \|f\|_{C^{k+1}(S^2)}.$$ (19)

Proof. Let $k \in \mathbb{N}_0$ and $f \in C^{k+1}(S^2)$. For $k' \in \mathbb{N}_0$ with $0 < k' \leq k + 1$ and an open set $U \supset S^2$, we consider a $C^{k'}$-extension $f^* \in C^k(U)$ of $f$. We note that the DFS coordinate transform $\phi$ satisfies $\phi|\mathbb{R}^2| = S^2 \subset U$, so we can consider it as function $\phi : \mathbb{R}^2 \to U$.

Let $\beta \in B_{k'}^2$. By Lemma 4.1, the DFS function $\tilde{f}$ is $k'$-times continuously differentiable and there exist constants of Equations (10) to (14), such that we have

$$D^\beta \tilde{f} = D^\beta (f^* \circ \phi) = \sum_{i=1}^{n} (D^\gamma f^*) \circ \phi \cdot \prod_{j=1}^{m_i} D^{\mu_{i,j}} \phi_{i,j}.$$ 

Let $x \in \mathbb{R}^2$. It follows that

$$|D^\beta \tilde{f}(x)| \leq \sum_{i=1}^{n} \left| (D^\gamma f^*) \circ \phi(x) \right| \prod_{j=1}^{m_i} \left| D^{\mu_{i,j}} \phi_{i,j}(x) \right|.$$
By (6), (10), and (15), we obtain
\[ |D^\beta \tilde{f}(x)| \leq n |f^*|_{C^\ell(S^2)} \leq 2^{-1} (k' + 2)! |f^*|_{C^\ell(S^2)}.\]

Note that this bound holds for any \( C \)-extension \( f^* \) of \( f \). Hence, applying Definition 3.5, we can replace \( |f^*|_{C^\ell(S^2)} \) by \( \|f\|_{C^\ell(S^2)} \) on the right hand side and the bound still holds. Therefore, we have for all \( \beta \in B_{k+1}^2 \) that
\[ \|D^\beta \tilde{f}\|_{C(R^2)} \leq 2^{-1} (|\beta| + 2)! \|f\|_{C(\partial(S^2))}. \tag{20} \]

Furthermore, for \( \beta \in B_k^2 \) we know that \( D^\beta \tilde{f} \) is continuously differentiable with
\[ \|\nabla(D^\beta \tilde{f})\|_{C(R^2)} = \sup_{x \in \R^2} \left( |D^{(e^1+\beta)} \tilde{f}(x)|^2 + |D^{(e^2+\beta)} \tilde{f}(x)|^2 \right)^{\frac{1}{2}} \]
\[ \leq \left( 2 \left( 2^{-1} (k + 3)! \|f\|_{C^{k+1}(S^2)} \right)^2 \right)^{\frac{1}{2}} \]
\[ = 2^{-\frac{1}{2}} (k + 3)! \|f\|_{C^{k+1}(S^2)}. \]
By (8), this implies that
\[ |D^\beta \tilde{f}|_{\text{Lip}(\R^2)} \leq \sup_{x \in \R^2} \|\nabla(D^\beta \tilde{f})(x)\| \leq (k + 3)! \|f\|_{C^{k+1}(S^2)}. \tag{21} \]

Combining (20) with (21) and applying (7), we conclude for all \( \beta \in B_k^2 \) that \( D^\beta \tilde{f} \) is \( \alpha \)-Hölder continuous with
\[ |D^\beta \tilde{f}|_{C^\alpha(T^2)} \leq \max\{ |D^\beta \tilde{f}|_{\text{Lip}(T^2)}, 2 \|D^\beta \tilde{f}\|_{C(T^2)} \} \leq (k + 3)! \|f\|_{C^{k+1}(S^2)}. \]

Since the right hand side is independent of \( \beta \), it follows that \( \tilde{f} \) is \( (k, \alpha) \)-Hölder continuous with
\[ |\tilde{f}|_{C^k,(T^2)} = \max_{\beta \in B_k^2, |\beta| = k} |D^\beta \tilde{f}|_{C^\alpha(T^2)} \leq (k + 3)! \|f\|_{C^{k+1}(S^2)}, \]
which proves (18). By (20), we have
\[ \|\tilde{f}\|_{C^k(T^2)} = \sum_{\beta \in B_k^2} \|D^\beta \tilde{f}\|_{C(R^2)} \leq \sum_{i=0}^{k} \sum_{\beta \in B_i^2, |\beta| = i} \frac{1}{2} (i + 2)! \|f\|_{C^\ell(S^2)}. \]

Splitting the first sum and noting that the inner sum comprises \( i + 1 \) summands, we obtain
\[ \|\tilde{f}\|_{C^k(T^2)} \leq \frac{1}{2} \|f\|_{C^\ell(S^2)} \left( (k + 2)! (k + 1) + (k + 1)! \sum_{i=0}^{k-1} (i + 1) \right) \]
\[ = \frac{1}{2} \|f\|_{C^\ell(S^2)} (k + 1)! (k + 1) \left( k + 1 + \frac{k + 2}{2} \right) \]
\[ \leq \frac{3}{4} (k + 3)! \|f\|_{C^\ell(S^2)}. \tag{22} \]
This finishes the proof by
\[ \|\tilde{f}\|_{C^{k,\alpha}(\mathbb{T}^2)} = \|\tilde{f}\|_{C^k(\mathbb{T}^2)} + |\tilde{f}|_{C^{k,\alpha}(\mathbb{T}^2)} \leq \frac{7}{4}(k+3)! \|f\|_{C^{k+1}(\mathbb{S}^2)}. \]

**Corollary 4.4.** Let \( f \in C^k(\mathbb{S}^2) \). Then the DFS function \( \tilde{f} \) of \( f \) is in \( C^k(\mathbb{T}^2) \) and by (22) we have
\[ \|\tilde{f}\|_{C^k(\mathbb{T}^2)} \leq \frac{3}{4}(k+3)! \|f\|_{C^k(\mathbb{S}^2)}. \]

Next, we establish that the DFS method even preserves the Hölder-class of a function, i.e., the weaker assumption of \((k,\alpha)\)-Hölder continuity on the sphere already yields \((k,\alpha)\)-Hölder continuity of the DFS function on the torus.

**Theorem 4.5.** Let \( k \in \mathbb{N}_0, 0 < \alpha < 1 \) and \( f \in C^{k,\alpha}(\mathbb{S}^2) \). Then the DFS function \( \tilde{f} \) of \( f \) is in \( C^{k,\alpha}(\mathbb{T}^2) \). We have
\[ |\tilde{f}|_{C^{k,\alpha}(\mathbb{T}^2)} \leq (k+3)! \|f\|_{C^{k,\alpha}(\mathbb{S}^2)} \quad \text{(23)} \]
and
\[ \|\tilde{f}\|_{C^{k,\alpha}(\mathbb{T}^2)} \leq \frac{7}{4}(k+3)! \|f\|_{C^{k,\alpha}(\mathbb{S}^2)}. \quad \text{(24)} \]

**Proof.** Case \( k = 0 \): Let \( f \in C^\alpha(\mathbb{S}^2) \) and \( \mathbf{x}, \mathbf{y} \in \mathbb{R}^2 \). Then
\[ |\tilde{f}(\mathbf{x}) - \tilde{f}(\mathbf{y})| = |f(\phi(\mathbf{x})) - f(\phi(\mathbf{y}))| \leq |f|_{C^\alpha(\mathbb{S}^2)} \|\phi(\mathbf{x}) - \phi(\mathbf{y})\|^\alpha \leq |f|_{C^\alpha(\mathbb{S}^2)} |\phi|_{Lip(\mathbb{R}^2,\mathbb{R}^3)} \|\mathbf{x} - \mathbf{y}\|^\alpha. \]
We apply (16) to deduce that \( \tilde{f} \in C^\alpha(\mathbb{R}^2) \) with
\[ |\tilde{f}|_{C^\alpha(\mathbb{T}^2)} \leq |f|_{C^\alpha(\mathbb{S}^2)}, \]
which shows (23). Furthermore, (24) holds since
\[ \|\tilde{f}\|_{C^\alpha(\mathbb{T}^2)} = \|\tilde{f}\|_{C(\mathbb{R}^2)} + |\tilde{f}|_{C^\alpha(\mathbb{R}^2)} \leq \|f\|_{C(\mathbb{S}^2)} + |f|_{C^\alpha(\mathbb{S}^2)} \leq \frac{7}{4}3! \|f\|_{C^\alpha(\mathbb{S}^2)}. \]

Case \( k > 0 \): Let \( k \in \mathbb{N} \) and \( f \in C^{k,\alpha}(\mathbb{S}^2) \). Let \( f^* \in C^{k,\alpha}(U) \) be a \((k,\alpha)\)-Hölder extension of \( f \). Furthermore, let \( \beta \in B_k^\alpha \). We apply Lemma 4.1 to obtain
\[ D^\beta \tilde{f} = D^\beta (f^* \circ \phi) = \sum_{i=1}^n (D^{\gamma_i} f^*) \circ \phi \cdot \prod_{j=1}^{m_i} D^{\mu_{i,j}} \phi_{i,j}, \]
with constants from Equations (10) to (14). We order the terms such that, for some \( n' \leq n \), we have \( |\gamma_i| < k \) for \( i \in [n'] \) and \( |\gamma_i| = k \) for \( i \in [n] \setminus [n'] \). Since \( f^* \in C^{k,\alpha}(U) \),
we know that $D^{n_i} f^*$ is continuously differentiable for all $i \in [n']$. Clearly, $D^{n_i} f^*$ is a $C^1$-extension of the restriction $(D^{n_i} f^*)|_{S^2}$ and hence we have $D^{n_i} f^* \in C^1(S^2)$ with

$$
\|D^{n_i} f^*\|_{C^1(S^2)} \leq \sum_{\beta \in B_i^1} \|D^\beta (D^{n_i} f^*)\|_{C(S^2)}
$$

$$
\leq \sum_{\beta \in B_i^1} \|D^\beta f^*\|_{C(S^2)} = \|f^*\|_{C^k(S^2)} \leq \|f^*\|_{C^{k,\alpha}(S^2)},
$$

for all $i \in [n']$. We obtain by (18) that

$$
\|D^{n_i} f^* \circ \phi|_{C^{\alpha}(T^2)} \leq (6 + 3)! \|D^{n_i} f\|_{C^1(S^2)} \leq 6 \|f^*\|_{C^{k,\alpha}(S^2)}.
$$

(25)

Let $x, y \in \mathbb{R}^2$. Then, by (9), we have

$$
\|D^{\beta} \tilde{f}(x) - D^{\beta} \tilde{f}(y)\|
$$

$$
= \sum_{i=1}^n \left( |D^{n_i} f^*| \circ \phi(x) \right) \cdot \prod_{j=1}^{m_i} D^{\mu_i,j} \phi_{l_i,j}(x) - \sum_{i=1}^n \left( |D^{n_i} f^*| \circ \phi(y) \right) \cdot \prod_{j=1}^{m_i} D^{\mu_i,j} \phi_{l_i,j}(y)
$$

hence,

$$
\|D^{\beta} \tilde{f}(x) - D^{\beta} \tilde{f}(y)\| \leq \sum_{i=1}^n \left( |D^{n_i} f^*| \circ \phi(x) - |D^{n_i} f^*| \circ \phi(y) \right) \cdot \prod_{j=1}^{m_i} D^{\mu_i,j} \phi_{l_i,j}(x)
$$

$$
\quad + \sum_{i=1}^n \left( |D^{n_i} f^*| \circ \phi(y) \right) \cdot \prod_{j=1}^{m_i} D^{\mu_i,j} \phi_{l_i,j}(x) - \prod_{j=1}^{m_i} D^{\mu_i,j} \phi_{l_i,j}(y).
$$

We estimate the first sum as

$$
A \leq \sum_{i=1}^n \left( |D^{n_i} f^*| \circ \phi(x) - |D^{n_i} f^*| \circ \phi(y) \right)
$$

$$
\leq \sum_{i=1}^{n'} \sum_{i=n'+1}^n |f^*| \circ \phi|_{C^{k,\alpha}(S^2)} \|x - y\|^\alpha + \sum_{i=n'+1}^n |f^*| \circ \phi|_{C^{k,\alpha}(S^2)} \|\phi(x) - \phi(y)\|^\alpha
$$

$$
\leq |f^*| \circ \phi|_{C^{k,\alpha}(S^2)} \left( \sum_{i=1}^{n'} \sum_{i=n'+1}^n \|x - y\|^\alpha \right)
$$

$$
\leq 3 (k + 2)! \|f^*| \circ \phi|_{C^{k,\alpha}(S^2)} \|x - y\|^\alpha.
$$

(10)

By (6), we estimate the second sum as

$$
B = \sum_{i=1}^n \left( |D^{n_i} f^*| \circ \phi(y) \right) \cdot \prod_{j=1}^{m_i} D^{\mu_i,j} \phi_{l_i,j}(x) - \prod_{j=1}^{m_i} D^{\mu_i,j} \phi_{l_i,j}(y)
$$

$$
\leq \sum_{i=1}^n |f^*| \circ \phi|_{C^{k,\alpha}(S^2)} \prod_{j=1}^{m_i} D^{\mu_i,j} \phi_{l_i,j}(x) - \prod_{j=1}^{m_i} D^{\mu_i,j} \phi_{l_i,j}(y).
$$
Using a telescoping sum, we write last equation as

\[ B \leq \sum_{i=1}^{n} |f^*|_{C^{k,\alpha}(\mathbb{S}^2)} \cdot \left| \sum_{h=1}^{m_i} (D^{\mu_{i,h}} \phi_{l_{i,h}}(x) - D^{\mu_{i,h}} \phi_{l_{i,h}}(y)) \prod_{j=1}^{h-1} D^{\mu_{i,j}} \phi_{l_{i,j}}(x) \prod_{j=h+1}^{m_i} D^{\mu_{i,j}} \phi_{l_{i,j}}(y) \right|. \]

By (15), we further estimate

\[ B \leq \sum_{i=1}^{n} \sum_{h=1}^{m_i} |f^*|_{C^{k,\alpha}(\mathbb{S}^2)} \cdot |D^{\mu_{i,h}} \phi(x) - D^{\mu_{i,h}} \phi(y)|. \]

By (17) as well as (10) and (12), we have

\[ B \leq \sum_{i=1}^{n} \sum_{h=1}^{m_i} |f^*|_{C^{k,\alpha}(\mathbb{S}^2)} \cdot 2 \|x - y\|^\alpha. \]

Combining these upper bounds on \(B\) and \(B\), we obtain

\[ \|D^\beta \tilde{f}(x) - D^\beta \tilde{f}(y)\| \leq (k + 2)! \|f^*|_{C^{k,\alpha}(\mathbb{S}^2)} \cdot \|x - y\|^\alpha. \]

Since the last equation holds independently of the choices of \(x\), \(y\), and \(\beta\), we see that

\[ |\tilde{f}|_{C^{k,\alpha}(\mathbb{T}^2)} \leq (k + 3)! |f^*|_{C^{k,\alpha}(\mathbb{S}^2)}. \]

By Definition 3.5, this bound still holds if we replace \(|f^*|_{C^{k,\alpha}(\mathbb{S}^2)}\) by \(\|f\|_{C^{k,\alpha}(\mathbb{S}^2)}\) on the right hand side, since the \(C^{k,\alpha}\)-extension \(f^*\) was chosen arbitrarily, which yields (23).

Since \(f^*\) is a \(C^{k,\alpha}\)-extension of \(f\) and thus also a \(C^k\)-extension of \(f\), Corollary 4.4 in combination with Definition 3.5 show that

\[ \|\tilde{f}\|_{C^k(\mathbb{T}^2)} \leq \frac{3}{4} (k + 3)! \|f\|_{C^k(\mathbb{S}^2)} \leq \frac{3}{4} (k + 3)! |f^*|_{C^{k,\alpha}(\mathbb{S}^2)}. \]

Hence, (24) follows with

\[ \|\tilde{f}\|_{C^{k,\alpha}(\mathbb{T}^2)} = \|\tilde{f}\|_{C^k(\mathbb{T}^2)} + |\tilde{f}|_{C^{k,\alpha}(\mathbb{T}^2)} \leq \left( \frac{3}{4} + 1 \right) (k + 3)! \|f\|_{C^{k,\alpha}(\mathbb{S}^2)}. \]

**5 Fourier series of Hölder continuous DFS functions**

In this section, we combine our findings from Theorems 4.3 and 4.5 with results from multi-dimensional Fourier analysis to obtain convergence results on the Fourier series of DFS functions.
5.1 Fourier series of DFS functions

We want to approximate spherical functions via the Fourier series of their DFS functions.

We first recall Fourier series on the torus $\mathbb{T}^2$. We denote by $L^2(\mathbb{T}^2)$ the space of square-integrable functions $f : \mathbb{T}^2 \to \mathbb{C}$ with the norm $\|f\|_{L^2(\mathbb{T}^2)}^2 := \int_{\mathbb{T}^2} |f(x)|^2 \, dx$.

For $c_n \in \mathbb{C}$, $n \in \mathbb{Z}^2$, we call the series $\sum_{n \in \mathbb{Z}^2} c_n$ convergent whenever for all expanding sequences $\{\Omega_h\}_{h \in \mathbb{N}}$ of bounded sets exhausting $\mathbb{Z}^2$ the partial sums $\sum_{n \in \Omega_h} c_n$ converge absolutely as $h \to \infty$, cf. [18, p. 6].

**Definition 5.1.** Let $g \in L^2(\mathbb{T}^2)$ and $n \in \mathbb{Z}^2$. We define the $n$-th Fourier coefficient of $g$ by

$$c_n(g) := (2\pi)^{-2} \int_{\mathbb{T}^2} g(x) e^{-i\langle n, x \rangle} \, dx.$$ 

Let $\Omega_h$, $h \in \mathbb{N}$, be an expanding sequence of bounded sets which exhausts $\mathbb{Z}^2$. We define the $h$-th partial Fourier sum of $g$ by

$$F_{\Omega_h}g(x) := \sum_{n \in \Omega_h} c_n(g) e^{i\langle n, x \rangle}, \quad x \in \mathbb{T}^2,$$  \hspace{1cm} (26)

and the Fourier series $Fg := \lim_{h \to \infty} F_{\Omega_h}g$.

The functions $e^{i\langle n, \cdot \rangle}$, $n \in \mathbb{Z}^2$, form an orthogonal basis of the Hilbert space $L^2(\mathbb{T}^2)$. Hence, we have $Ff = f$ for all $f \in L^2(\mathbb{T}^2)$. The Fourier sum (26) can be evaluated efficiently with the fast Fourier transform (FFT).

**Remark 5.2.** On the sphere $S^2$, the space $L^2(S^2)$ consists of all square-integrable functions $f : S^2 \to \mathbb{C}$ with respect to

$$\int_{S^2} f(\xi) \, d\xi = \int_{-\pi}^{\pi} \int_{\theta=0}^{\pi} \hat{f}(\lambda, \theta) \sin(\theta) \, d\theta \, d\lambda.$$  \hspace{1cm} (27)

An orthogonal basis of $L^2(S^2)$ is given by the spherical harmonics

$$Y^k_n(\phi(\lambda, \theta)) = P^k_n(\cos \theta) e^{ik\lambda}, \quad \lambda \in [-\pi, \pi), \ \theta \in [0, \pi],$$

where $P^k_n$ is the associated Legendre function of degree $n$ and order $k$, see [23, sec. 5]. Any spherical function $f \in L^2(S^2)$ can be written as spherical Fourier series

$$f(\xi) = \sum_{n=0}^{\infty} \sum_{k=-n}^{n} \hat{f}_{n,k} Y^k_n(\xi), \quad \xi \in S^2,$$  \hspace{1cm} (28)

with some coefficients $\hat{f}_{n,k} \in \mathbb{C}$. Contrary to (26), the sums over $n$ and $k$ in (28) cannot be separated because the associated Legendre functions $P^k_n$ depend on both summation indices, which makes the computation more time and memory consuming. There are fast
spherical Fourier algorithms for the computation of (28), see, e.g., [10, 19, 24]. However, they are not as fast as FFTs of a comparable size and they suffer from the problem that associated Legendre functions $P_n^m$ of order $n \gtrapprox 1500$ can be too small to be representable in double precision, cf. [33].

The DFS method represents a spherical function $f$ via the Fourier series of its DFS function $\tilde{f}: S^2 \to \mathbb{C}$, i.e.,

$$F_{\Omega_h} \tilde{f}(x) = \sum_{n \in \Omega_h} c_n(\tilde{f}) e^{i(n,x)}, \quad x \in T^2.$$  \hspace{1cm} (29)

Let $n = (n_1, n_2) \in \mathbb{Z}^2$ and $x = (x_1, x_2) \in T^2$. We denote by

$$M(n_1, n_2) := (n_1, -n_2)$$

the reflection in the second component. We have

$$e^{i(n,(x_1+\pi,-x_2))} = (-1)^{n_1} e^{i(M(n),(x_1,x_2))}.$$  

Hence, the basis functions $e^{i(n,\cdot)}$ on the torus $T^2$ are not BMC functions (5) if $n_2 \neq 0$ and thus cannot be directly transferred to the sphere. However, it follows that that

$$e_n(x) := \begin{cases}  e^{i(n,x)} + (-1)^{n_1} e^{i(M(n),x)}, & n_2 \neq 0, \\ e^{i(n,x)}, & n_2 = 0, \end{cases}$$  \hspace{1cm} (30)

is a BMC function. We denote by $\phi^{-1}$ the well-defined inverse of the longitude-latitude transform $\phi$ on $[-\pi,\pi] \times (0,\pi) \cup \{(0,0),(0,\pi)\}$. For $n \in \mathbb{Z} \times \mathbb{N}_0$, we define the basis functions

$$b_n(\xi) := e_n(\phi^{-1}(\xi)), \quad \xi \in S^2.$$  

Since $e_n$ is a BMC function, we have $b_n(x) = e_n(x)$ for all $x \in T^2$ with $x_2 \neq m\pi$, $m \in \mathbb{Z}$. This motivates the following definition of an analogue of the Fourier series for the DFS method.

**Definition 5.3.** Let $f: S^2 \to \mathbb{C}$ with the associated DFS function $\tilde{f} \in L^2(T^2)$, and let $\{\Omega_h\}_{h \in \mathbb{N}}$ be an expanding sequence of bounded sets which exhausts $\mathbb{Z} \times \mathbb{N}_0$. For $h \in \mathbb{N}$, we define the $h$-th partial DFS Fourier sum of $f$ by

$$S_{\Omega_h} f(\xi) := \sum_{n \in \Omega_h} c_n(\tilde{f}) b_n(\xi), \quad \xi \in S^2,$$

and the DFS Fourier series of $f$ by

$$S f(\xi) := \lim_{h \to \infty} S_{\Omega_h} f(\xi), \quad \xi \in S^2.$$  
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The connection with the classical Fourier series is shown in the following theorem. We denote by $L_2(S^2)$ the weighted space of measurable functions $f : S^2 \rightarrow \mathbb{C}$ with finite norm

$$\|f\|_{L_2(S^2)}^2 := \int_{S^2} |f(\xi)|^2 \frac{1}{\sqrt{1 - \xi_3^2}} d\xi.$$

**Theorem 5.4.** Let $f \in \tilde{L}_2(S^2)$. Then the Fourier coefficients of its DFS function $\tilde{f} \in L_2(T^2)$ satisfy

$$c_n(\tilde{f}) = (-1)^{n_1} c_{M(n)}(\tilde{f}), \quad n \in \mathbb{Z}^2.$$  

For $\Omega \in \mathbb{Z} \times \mathbb{N}_0$, we set $\tilde{\Omega} := \Omega \cup M(\Omega) \subset \mathbb{Z}^2$. Then we have

$$S_{\tilde{\Omega}} f(\xi) = F_{\tilde{\Omega}} \tilde{f}(\phi^{-1}(\xi)) = \sum_{n \in \tilde{\Omega}} c_n(\tilde{f}) e_n(\phi^{-1}(\xi)), \quad \xi \in S^2.$$

The set $\{b_n \mid n \in \mathbb{Z} \times \mathbb{N}_0\}$ is an orthogonal basis of $\tilde{L}_2(S^2)$.

**Proof.** The fact that $\tilde{f} \in L_2(T^2)$ follows by the definition of $\phi$ and the spherical measure $(27)$. Let $n \in \mathbb{Z}$. By (3), we have

$$c_n(\tilde{f}) = \int_{T^2} \tilde{f}(x_1, x_2) e^{i(n_1 x_1 + n_2 x_2)} \, dx_1 \, dx_2$$

$$= (-1)^{n_1} \int_{T^2} \tilde{f}(x_1 + \pi, -x_2) e^{i(n_1 (x_1 + \pi) + n_2 x_2)} \, dx_1 \, dx_2.$$  

With the substitution $T^2 \ni (x_1, x_2) \mapsto (x_1 + \pi, -x_2) \in T^2$, we obtain

$$c_n(\tilde{f}) = (-1)^{n_1} \int_{T^2} \tilde{f}(x_1, x_2) e^{i(n_1 x_1 - n_2 x_2)} \, dx_1 \, dx_2 = (-1)^{n_1} c_{M(n)}(\tilde{f}).$$

Let $x \in T^2$. Then, we can split the Fourier sum of $\tilde{f}$ and obtain by (30) that

$$F_{\tilde{\Omega}} \tilde{f}(x) = \sum_{n \in \tilde{\Omega}} c_n(\tilde{f}) e^{i(n, x)}$$

$$= \sum_{n \in \tilde{\Omega}, n_2 \neq 0} c_n(\tilde{f}) e^{i(n, x)} + \sum_{n \in \tilde{\Omega}, n_2 = 0} c_n(\tilde{f}) e^{i(n, x)}$$

$$= \sum_{n \in \tilde{\Omega}} c_n(\tilde{f}) e_n(x). \quad \square$$

### 5.2 Convergence of the Fourier series

We prove convergence results on the DFS Fourier series of Definition 5.3. To simplify the notation, we set $C^{k,1}(S^2) := C^{k+1}(S^2)$ for $k \in \mathbb{N}_0$, and the same for $S^2$ replaced by $T^2$.  
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Lemma 5.5. Let $k \in \mathbb{N}_0$, $0 < \alpha \leq 1$, and $f \in C^{k,\alpha}(\mathbb{S}^2)$. Then, for all $b \in \mathbb{R}$ with $b > 2/(1 + k + \alpha)$, the series
\[
\sum_{n \in \mathbb{Z}^2} |c_n(\tilde{f})|^b
\]
converges, where $c_n(\tilde{f})$ denotes the Fourier coefficients of the DFS function $\tilde{f}$ of $f$.

Proof. Let $\alpha < 1$. By Theorem 4.5, we have $\tilde{f} \in C^{k,\alpha}(\mathbb{T}^2)$. By [18, p. 87], the fact that $\tilde{f} \in C^{k,\alpha}(\mathbb{T}^2)$ directly implies the convergence of (31) for all $b > 2/(1 + k + \alpha)$. For $\alpha = 1$, we choose $\epsilon > 0$ such that $b > 2/(1 + k + (1 - \epsilon))$. Then, Theorem 4.3 shows that $\tilde{f} \in C^{k,1-\epsilon}(\mathbb{T}^2)$, which implies the convergence of (31) as above. \qed

Theorem 5.6. Let $k \in \mathbb{N}_0$, $0 < \alpha \leq 1$, and $f \in C^{k,\alpha}(\mathbb{S}^2)$. Then the Fourier series $F\tilde{f}$ converges to the DFS function $\tilde{f}$ uniformly on $\mathbb{T}^2$ and, for $\Omega \subset \mathbb{Z}^2$, we have
\[
\|\tilde{f} - F_\Omega \tilde{f}\|_{C(\mathbb{T}^2)} \leq \sum_{n \in \mathbb{Z}^2 \setminus \Omega} |c_n(\tilde{f})|.
\]
Further, the DFS Fourier series $Sf$ converges to $f$ uniformly on $\mathbb{S}^2$ and for $\Omega \in \mathbb{Z} \times \mathbb{N}_0$, we have
\[
\|f - S_\Omega f\|_{C(\mathbb{S}^2)} \leq \sum_{n \in \mathbb{Z}^2 \setminus \tilde{\Omega}} |c_n(\tilde{f})|.
\]

Proof. By Lemma 5.5 with $b = 1 > 2/(2 + \alpha) \geq 2/(1 + k + \alpha)$, the series $\sum_{n \in \mathbb{Z}^2} |c_n(\tilde{f})|$ converges. By [28, Theorem 1.37], it follows that the Fourier series $F\tilde{f}$ converges uniformly to
\[
\tilde{f}(x) = \sum_{n \in \mathbb{Z}^2} c_n(\tilde{f}) e^{i\langle n, x \rangle}, \quad x \in \mathbb{T}^2.
\]

Then, for all $x \in \mathbb{T}^2$ and $\Omega \subset \mathbb{Z}^2$, we have
\[
|\tilde{f}(x) - F_\Omega \tilde{f}(x)| = \left| \sum_{n \in \mathbb{Z}^2} c_n(\tilde{f}) e^{i\langle n, x \rangle} - \sum_{n \in \Omega} c_n(\tilde{f}) e^{i\langle n, x \rangle} \right| \leq \sum_{n \in \mathbb{Z}^2 \setminus \Omega} |c_n(\tilde{f}) e^{i\langle n, x \rangle}|.
\]

The second part follows with Theorem 5.4. \qed

In the following, we prove bounds on the Fourier coefficients of $\tilde{f}$.

Lemma 5.7. Let $k \in \mathbb{N}_0$, $0 < \alpha < 1$, and $g \in C^{k,\alpha}(\mathbb{T}^2)$. Then it holds for all $n \in \mathbb{Z}^2 \setminus \{0\}$ that
\[
|c_n(g)| \leq 2^{\frac{k+\alpha}{2}-1} \pi^{-\alpha} |g|_{C^{k,\alpha}(\mathbb{T}^2)} \frac{1}{|n|^{k+\alpha}}.
\]
Proof. The lemma was proven in \cite[180]{14} for 1-periodic functions. We transfer this result by setting the 1-periodic function \( g_1(x) := g(2\pi x) \). A change of variables shows that the Fourier coefficients of \( g \) and \( g_1 \) coincide,
\[
c_n(g) = (2\pi)^{-1} \int_{[0,2\pi]^2} g(x) e^{-i(n,x)} \, dx = \int_{[0,1]^2} g_1(x) e^{-2\pi i(n,x)} \, dx.
\]

Furthermore, we see that \(|g_1|_{C^{k,\alpha}} = (2\pi)^{k+\alpha} |g|_{C^{k,\alpha}}\).

\[\square\]

**Theorem 5.8.** Let \( k \in \mathbb{N}_0 \), \( 0 < \alpha \leq 1 \), and \( f \in C^{k,\alpha}(\mathbb{S}^2) \). Then, for all \( n \in \mathbb{Z}^2 \setminus \{0\} \), the Fourier coefficients of the DFS function \( \hat{f} \) are bounded by
\[
|c_n(\hat{f})| \leq 2^{\frac{k+n}{2}} \pi^\alpha \frac{(k+3)!}{|n|^{k+\alpha}} \|f\|_{C^{k,\alpha}(\mathbb{S}^2)}.
\]

**Proof.** We first show the assertion for \( \alpha < 1 \). By Theorem 4.5, we know that \( \hat{f} \in C^{k,\alpha}(\mathbb{T}^2) \) with \(|\hat{f}|_{C^{k,\alpha}(\mathbb{T}^2)} \leq (k+3)! \|f\|_{C^{k,\alpha}(\mathbb{S}^2)}\). Then, Lemma 5.7 implies the statement for \( \alpha < 1 \).

For \( \alpha = 1 \), Theorem 4.3 yields that \( \hat{f} \in C^{k,1-\epsilon}(\mathbb{T}^2) \) with \(|\hat{f}|_{C^{k,1-\epsilon}(\mathbb{T}^2)} \leq (k+3)! \|f\|_{C^{k,\alpha}(\mathbb{S}^2)}\) for all \( 0 < \epsilon < 1 \). The claim follows from the first part combined with the fact that \( 2^{\frac{k+\alpha}{2}} \pi^\alpha \) is continuous in \( \alpha \).

\[\square\]

**Theorem 5.9.** Let \( k \in \mathbb{N} \) with \( k \geq 2 \), \( 0 < \alpha \leq 1 \), and \( f \in C^{k,\alpha}(\mathbb{S}^2) \). Then, for any expanding sequence \( \{\Omega_h\}_h \) of bounded sets which exhausts \( \mathbb{Z} \times \mathbb{N}_0 \) and all \( h \in \mathbb{N} \) with \( 0 \in \Omega_h \), it holds that
\[
\|f - S_{\Omega_h} f\|_{C(\mathbb{S}^2)} \leq 2^{\frac{k+n}{2}} \pi^\alpha (k+3)! \|f\|_{C^{k,\alpha}(\mathbb{S}^2)} \left(4\zeta(k+\alpha-1) - \sum_{n \in \mathbb{N}_0 \setminus \{0\}} \frac{1}{|n|^{k+\alpha}}\right),
\]
where \( \zeta \) denotes the Riemann zeta function \( \zeta(r) = \sum_{n=1}^{\infty} n^{-r}, \ r > 1 \). In particular, we have \( \|f - S_{\Omega_h} f\|_{C(\mathbb{S}^2)} \to 0 \) as \( h \to \infty \).

**Proof.** Let \( h \in \mathbb{N} \) with \( 0 \in \Omega_h \). By Theorem 5.6, we have
\[
\|f - S_{\Omega_h} f\|_{C(\mathbb{S}^2)} \leq \sum_{n \in \mathbb{Z}^2 \setminus \Omega_h} |c_n(\hat{f})|.
\]

By Theorem 5.8, it holds that
\[
\|f - S_{\Omega_h} f\|_{C(\mathbb{S}^2)} \leq 2^{\frac{k+n}{2}} \pi^\alpha (k+3)! \|f\|_{C^{k,\alpha}(\mathbb{S}^2)} \sum_{n \in \mathbb{Z}^2 \setminus \Omega_h} \frac{1}{|n|^{k+\alpha}}.
\]

In the rest of the proof, we show that
\[
\sum_{n \in \mathbb{Z}^2 \setminus \{0\}} \frac{1}{|n|^{k+\alpha}} = 4\zeta(k+\alpha-1).
\]
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It is proven in [34, p. 308] that
\[
\sum_{(n,m) \in \mathbb{N}^2} \frac{1}{(n + m)^r} = \zeta(r - 1) - \zeta(r), \quad r > 2. \tag{35}
\]

We split up the sum on the left hand side of (34) to the four quadrants and the coordinate axes of \( \mathbb{Z}^2 \) and obtain
\[
\sum_{n \in \mathbb{Z}^2 \setminus \{0\}} \frac{1}{|n|^{k+\alpha}} = 4 \sum_{(n_1,n_2) \in \mathbb{N}^2} \frac{1}{(n_1 + n_2)^{k+\alpha}} + 4 \sum_{n=1}^{\infty} \frac{1}{n^{k+\alpha}}.
\]

By (35), we have
\[
\sum_{n \in \mathbb{Z}^2 \setminus \{0\}} \frac{1}{|n|^{k+\alpha}} = 4(\zeta(k + \alpha - 1) - \zeta(k + \alpha)) + 4\zeta(k + \alpha) = 4\zeta(k + \alpha - 1),
\]
which shows (34) and thus finishes the proof. \( \square \)

For the next theorem, we restrict ourselves to rectangular and circular partial Fourier sums [18, p. 7 f.] to obtain a bound on the speed of convergence.

**Theorem 5.10.** Let \( k \in \mathbb{N}, 0 < \alpha \leq 1 \), and \( f \in C^{k,\alpha}(S^2) \). For \( h \in \mathbb{N} \), we define the circular partial DFS Fourier sum \( K_h f := S_{\Omega_h} f \) associated with \( \Omega_h = \{ n \in \mathbb{Z} \times \mathbb{N} \mid |n| \leq h \} \). Then there is a constant \( M_{k,\alpha} \) depending only on \( k \) and \( \alpha \) such that
\[
\| f - K_h f \|_{C(S^2)} \leq M_{k,\alpha} \| f \|_{C^{k,\alpha}(S^2)} h^{1-k-\alpha}.\]

**Proof.** By Theorems 5.4 and 5.6, we have
\[
\| f - K_h f \|_{C(S^2)} \leq \sum_{n \in \mathbb{Z}^2, |n| > h} |c_n(f)|.
\]

In [14, p. 184], it was shown that there exists a constant \( M'_k \) such that for all \( g \in C^{k,\alpha}(T^2) \) and \( \ell \in \mathbb{N} \), we have
\[
\sum_{n \in \mathbb{Z}^2, 2^\ell \leq |n| < 2^{\ell+1}} |c_n(g)| \leq M'_k 2^{\ell(1-k)-\ell(3+\alpha)} \| g \|_{C^{k,\alpha}(T^2)}.
\]

Then we have
\[
\sum_{n \in \mathbb{Z}^2, |n| > h} |c_n(g)| \leq M'_k 2^{-3\alpha} \| g \|_{C^{k,\alpha}(T^2)} \sum_{\ell = \lfloor \log_2 h \rfloor}^{\infty} 2^{\ell(1-k-\alpha)}.
\]
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where \( \lfloor \log_2 h \rfloor \) denotes the largest integer \( m \) such that \( 2^m \leq h \). We can evaluate the geometric sum

\[
\sum_{l=\lfloor \log_2 h \rfloor}^{\infty} 2^l(1-k-\alpha) = \frac{2^{\lfloor \log_2 h \rfloor}(1-k-\alpha)}{1-2^{1-k-\alpha}} \leq \frac{2^{k+\alpha-1}h^{1-k-\alpha}}{1-2^{1-k-\alpha}}.
\]

In the proof of Theorem 5.8, we have seen that \( |\tilde{f}|_{C^{k,\alpha}(T^2)} \leq (k+3)! \|f\|_{C^{k,\alpha}(S^2)} \). Hence, with \( g = \tilde{f} \), we have

\[
\sum_{n \in \mathbb{Z}^2, |n| > h} |c_n(g)| \leq M_k' 2^{k-2\alpha-1} \frac{h^{1-k-\alpha}}{1-2^{1-k-\alpha}} (k+3)! \|f\|_{C^{k,\alpha}(S^2)}. \quad \Box
\]

**Remark 5.11.** The previous theorem still holds when we replace \( K_h \) by the rectangular partial Fourier sum \( R_h f := S_{\Omega_h} f \) associated with \( \Omega_h = \{ n \in \mathbb{Z} \times \mathbb{N}_0 \mid |n_1| \leq h, |n_2| \leq h \} \).

### 5.3 Numerical computation

In this section, we aim to verify our findings numerically. Let \( x_+ \) denote the positive part of \( x \in \mathbb{R} \). For \( \nu \in \mathbb{N} \) and \( a \in (0, 1) \), we consider the test function

\[
f_{\nu}(\xi) := ((\xi_3 - a)_+)^{\nu+1}, \quad \xi \in S^2,
\]

which has an extension \( f^*_{\nu} \) defined by the same formula for \( \xi \in \mathbb{R}^3 \). Obviously, we have \( f_{\nu} \in C^{\nu}(S^2) \). The derivatives of \( f^* \) with respect to the first two components vanish, and we see that \( D^{\nu \alpha}(\xi) = \nu! (\xi_3 - a)_+ \) is Lipschitz-continuous. Hence, we have \( f_{\nu} \in C^{\nu,\alpha}(S^2) \) for \( 0 < \alpha < 1 \), cf. Proposition 3.6. We test the DFS method with a linear combination of rotated versions of \( f_3 \), see Figure 3.

![Figure 3: Test function \( f_3 \) (left) on the sphere \( S^2 \) and its DFS function \( \tilde{f}_3 \) (right) on the torus \( T^2 \).](image)

We compute the rectangular Fourier sum \( R_h \) defined in Remark 5.11 for different degrees \( h \) on a uniform grid of size \( 2400 \times 1200 \) in the spherical coordinates \( (\lambda, \theta) \) by first
computing the Fourier sum (29) of \( \tilde{f} \) on the "doubled" grid of 2400 \( \times \) 2400 points on \( T^2 \), and then transfer this to the sphere \( S^2 \) by Theorem 5.4. The Fourier coefficients \( c_k(\tilde{f}) \) were computed approximately by an FFT of \( \tilde{f} \) on a finer grid of 4800 \( \times \) 4800 points.

For comparison, we also compute the spherical harmonics expansion (28), truncated to the degree \( n \leq h \). The approximation error is similar to the DFS Fourier series, see Figure 4. Note that \( R_h \) consists of \((h + 1)(2h + 1)\) summands, which are about twice as many as the spherical harmonics expansion with \((h + 1)^2\) summands. However, the computation time for the expansion of degree \( h = 1024 \) is about 0.06 s for the DFS Fourier expansion and 0.98 s for the spherical harmonic expansion with the algorithm [17] on a standard PC with Intel Core i7-10700.

![Figure 4: Logarithmic plot of the maximal error \( \|f - R_h f\|_{L^2(S^2)} \) of the DFS Fourier sum (blue) and the maximal error of the truncated spherical harmonics series (red, dashed), depending on the degree \( h \). While the error behavior is similar, the DFS Fourier expansion can be computed much faster.](image)

6 Sobolev spaces

Sobolev spaces on the torus play an important role in harmonic analysis. A question which naturally arises is whether the DFS method preserves Sobolev spaces like it preserves differentiability and Hölder classes. We will see that this question has to be answered in the negative; the DFS method does not map spherical Sobolev spaces to Sobolev spaces of the same order on the torus.

Sobolev spaces on \( \mathbb{R}^d \) can be defined via weak derivatives, see, e.g., [1, p. 60]. We adapt this notion to \( T^d \) in the following. Let us denote by \( C_c^\infty(\mathbb{R}^d) \) the space of smooth functions with compact support. For \( \beta \in \mathbb{N}_0^d \) and locally integrable functions \( f, g: \mathbb{R}^d \to \mathbb{C} \), we say that \( g \) is the \( \beta \)-weak derivative of \( f \) and write \( D^\beta f = g \) if

\[
\int_U f(x) \, D^\beta u(x) \, dx = (-1)^{|\beta|} \int_U g(x) \, u(x) \, dx \quad \text{for all } u \in C_c^\infty(\mathbb{R}^d).
\]
Definition 6.1. We define the Sobolev space $H^k(T^2)$ of order $k \in \mathbb{N}_0$ on the torus as the set of all functions $f \in L_2(T^2)$ such that $D^\beta f \in L_2(T^2)$ for all $\beta \in B^k_2$. This is a Hilbert space equipped with the norm

$$\|f\|_{H^k(T^2)} := \left( \sum_{\beta \in B^k_2} \|D^\beta f\|_{L^2(T^2)}^2 \right)^{\frac{1}{2}}.$$ 

We define the radial extension $f^*$ of $f : S^2 \to \mathbb{C}$ by

$$f^* : \mathbb{R}^3 \setminus \{0\} \to \mathbb{C}, \quad f^*(x) = f \left( \frac{x}{\|x\|} \right).$$

If $f^*$ is differentiable, the surface gradient of $f$ is given by [26, p. 78]

$$\nabla^* f : S^2 \to \mathbb{C}^3, \quad \nabla^* f(x) = \nabla f^*(x).$$

There are many equivalent definitions of spherical Sobolev spaces, e.g., with spherical harmonics, see [23, sec. 6.2]. For our purposes, the following equivalent characterization derived in [31, p. 17] is convenient.

Definition 6.2. We set the zeroth order spherical Sobolev space as $H^0(S^2) := L_2(S^2)$. For $k \in \mathbb{N}$, the spherical Sobolev norm of $f \in C^k(S^2)$ is defined recursively by

$$\|f\|_{H^k(S^2)} := \left( \sum_{i=1}^3 \| (\nabla^* f)_i \|_{H^{k-1}(S^2)}^2 + \frac{1}{4} \| f \|_{H^{k-1}(S^2)}^2 \right)^{\frac{1}{2}}.$$ 

The Sobolev space $H^k(S^2)$ of order $k$ is the closure of the subset of functions $f \in C^k(S^2)$ of finite Sobolev norm $\|f\|_{H^k(S^2)}$ with respect to this norm.

A function which is in $H^1(\mathbb{R}^2)$ but unbounded near the origin can be found in [1, (4.43)]. We adapt this example to our spherical setting, yielding a function in $H^1(S^2)$ which is unbounded around the poles and whose DFS function is not in $H^1(T^2)$. The intuition behind this result is that the DFS transform maps a small area around the poles to an enlarged area on the torus. Therefore, the spherical Sobolev norm does not sufficiently control the behavior around the poles to ensure a finite integral on the torus. Due to the Sobolev embedding theorem, all functions in a spherical Sobolev space of order greater than one are bounded and continuous.

Theorem 6.3. Let

$$f : S^2 \to \mathbb{C}, \quad f(\xi) = \begin{cases} \ln \left( \frac{8}{\sqrt{1-\xi_3^2}} \right), & |\xi_3| \neq 1, \\ 0, & \text{otherwise.} \end{cases}$$

Then $f \in H^1(S^2)$ and $\tilde{f} \notin H^1(T^2)$. 

23
Proof. For \( n \in \mathbb{N} \), we set

\[
f_n : S^2 \rightarrow \mathbb{C}, \quad f_n(\xi) = \ln \left( \frac{8}{\sqrt{1 - \xi_3^2 + \frac{1}{n}}} \right),
\]

which converge pointwise almost everywhere, more precisely on \( \{ \xi \in S^2 \mid |\xi_3| \neq 1 \} \), to \( f \) for \( n \rightarrow \infty \). We will show that \( f_n \rightarrow f \) in \( H^1(S^2) \) for \( n \rightarrow \infty \). Let \( n \in \mathbb{N} \). Clearly, the function \( f_n \) is non-negative and continuously differentiable. Let \( (\lambda, \theta) \in [-\pi, \pi] \times [0, \pi] \), then \( 0 \leq \sin \theta = \sqrt{1 - \cos^2 \theta} \) and hence

\[
(f_n \circ \phi)(\lambda, \theta) = \ln \left( \frac{8}{\sin \theta + \frac{1}{n}} \right).
\]

By [30], the surface gradient of the differentiable function \( f_n \) is given by

\[
\nabla^* f_n(\phi(\lambda, \theta)) = \begin{pmatrix}
\cos(\lambda) \cos(\theta) \\
-\sin(\lambda) \cos(\theta) \\
-\sin(\theta)
\end{pmatrix}
\frac{\partial(f_n \circ \phi)(\lambda, \theta)}{\partial \theta} + \begin{pmatrix}
-\sin \lambda \\
\cos \lambda \\
0
\end{pmatrix}
\frac{1}{\sin \theta} \frac{\partial(f_n \circ \phi)(\lambda, \theta)}{\partial \lambda}.
\]

Hence, we have

\[
\langle \nabla^* f_n \circ \phi \rangle(\lambda, \theta) = -\begin{pmatrix}
\cos(\lambda) \cos(\theta) \\
-\sin(\lambda) \cos(\theta) \\
-\sin(\theta)
\end{pmatrix}
\frac{\cos \theta}{(\sin \theta + \frac{1}{n}) \ln \frac{8}{\sin \theta + \frac{1}{n}}}. \tag{36}
\]

Let \( (\lambda, \theta) \in [-\pi, \pi] \times (0, \pi) \). Clearly, we have \( \sin(\theta) < \sin(\theta) + \frac{1}{n} \), which implies that

\[
|f_n \circ \phi)(\lambda, \theta)| \leq \ln \left( \frac{8}{\sin \theta} \right) = (f \circ \phi)(\lambda, \theta),
\]

since the logarithm is increasing. Furthermore, since the function \( x \mapsto x \ln \frac{8}{x} \) is increasing on the interval \( (0, \frac{8}{e}) \), we have that

\[
\sin(\theta) \ln \left( \frac{8}{\sin \theta} \right) \leq \left( \sin \theta + \frac{1}{n} \right) \ln \left( \frac{8}{\sin \theta + \frac{1}{n}} \right).
\]

Hence, we have by (36) for all \( i \in [3] \)

\[
|\langle \nabla^* f_n \circ \phi \rangle_i(\lambda, \theta)| \leq \frac{\left| \cos \theta \right|}{\sin(\theta) \ln \frac{8}{\sin \theta}}.
\]

By l'Hôpital's rule, we have \( \lim_{\theta \downarrow 0} \left( \ln \left( \frac{8}{\sin \theta} \right) \right)^2 \sin \theta = 0 \) and hence, by (27),

\[
\int_{S^2} |f(\xi)|^2 \, d\xi = 2\pi \int_0^\pi \left( \ln \left( \frac{8}{\sin \theta} \right) \right)^2 \sin(\theta) \, d\theta < \infty.
\]
This implies $f \in L^2(S^2)$. By Lebesgue’s dominated convergence theorem applied to the function $|f_n - f|$, we have $f_n \to f$ in $L^2(S^2)$ as $n \to \infty$. Furthermore, by substituting $t = \ln \frac{8}{\sin \theta}$, we have

$$
\int_0^\pi \frac{(\cos \theta)^2}{(\sin \theta)^2} \ln \frac{8}{\sin \theta} \sin \theta \ d\theta \leq 2 \int_0^{\frac{\pi}{2}} \cos \theta \left( \frac{8}{\sin \theta} \right)^{-2} d\theta = 2 \int_{\ln(8)}^{\infty} \frac{1}{t^2} dt < \infty.
$$

Therefore, again by the dominated convergence theorem, we have $f_n \in H^1(S^2)$ for all $n \in \mathbb{N}$ and that $\{f_n\}_n$ is a Cauchy sequence in $H^1(S^2)$. By completeness, it follows that there exists a limit in $H^1(S^2)$ of $\{f_n\}_n$. We can identify this limit as $f$ since $H^1(S^2)$ convergence clearly implies $L^2(S^2)$ convergence. We conclude that $f \in H^1(S^2)$.

To show that $\tilde{f} \not\in H^1(T^2)$, we assume that $\tilde{f}$ has a weak derivative $D^{weak}\tilde{f} \in L^1_{loc}(\mathbb{R}^2)$. Since $\tilde{f}$ is classically differentiable on $(\pi, \pi) \times (0, \pi)$, the fundamental lemma of calculus of variations shows that

$$D^{weak}\tilde{f}(\lambda, \theta) = \frac{-\cos \theta}{\sin(\theta) \ln \frac{8}{\sin \theta}} \text{ almost everywhere on } (\pi, \pi) \times (0, \pi).$$

However, we have

$$\|\tilde{f}\|^2_{H^1(T^2)} \geq \int_{(-\pi, \pi) \times (0, \pi)} \|D^{weak}\tilde{f}(x)\|^2 \ dx = 2\pi \int_0^\pi \frac{(\cos \theta)^2}{(\sin \theta)^2} \ln \frac{8}{\sin \theta} \ d\theta = \infty.
$$

Hence, $\tilde{f} \not\in H^1(T^2)$. 

\[ \square \]
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