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ABSTRACT High sensitivity is often the foremost characteristic for magnetic field sensors; however, the most sensitive systems tend to be attributed with being any combination of large in size, high in power consumption, complex in design, or exorbitant in cost. This fact not only limits accessibility to the technology afforded by high sensitivity sensing, but it also restricts the extent to which potential applications of magnetic field sensing may be realized. Herein we propose a concept for sensor operation that can achieve sensitivities competitive with those of modern magnetic field sensors while simultaneously maintaining small size, low power consumption, simplicity in design, and low cost. This is accomplished through employment of the nonlinear precession dynamics of electron spins to attain parametric amplification of a magnetic field. A preliminary experimental implementation of the proposed concept establishes its feasibility and is already able to demonstrate benefits over existing approaches to sensing. The implementation exhibits a sensitivity of 23.2 pT/Hz²/√Hz with a volume of 0.0564 mm³ and a power consumption of -40.96 dBm.
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I. INTRODUCTION

Magnetic field sensors have been one of the cornerstone technologies in advancing the progress of research and development in many areas. From geophysics to biomedicine to communications [1], the collective domain over which magnetic field sensing and detection spans is incredibly broad and the specific applications for its use are extremely diverse. There consequently has developed an almost equally diverse range of approaches to magnetic field sensor design in terms of foundational principles of operation. For example, super quantum interference device (SQUID) sensors operate based on the quantization of magnetic flux, optically pumped sensors operate based on atomic magneto-optic effects, induction sensors operate based on Faraday’s law of induction, and magnetic tunnel junction sensors operate based on polarization dependent electron tunneling [1].

One defining characteristic of a magnetic field sensor is sensitivity—the lowest field value that can be detected above the noise floor in a unit of output bandwidth [2]. A higher sensitivity, or the ability to detect weaker fields, is crucial in modern applications where working with weak fields is the overwhelming norm. Sensitivity is strongly dependent on the principle of operation of a sensor; however, the fact that there are still so many sensor types used today clearly indicates that there are other important characteristics that must also be considered. Specifically, it tends to be the case that principles yielding higher sensitivity have tradeoffs with regards to sensor size or power consumption that limit practicality of implementation.

The tradeoff between sensitivity and practicality is better illustrated by examining various principles of operation. SQUID magnetic field sensors are widely recognized to be the most sensitive devices, able to achieve sensitivities better than 1 fT/Hz²/√Hz; however, they require cryogenic cooling which leads to a system that is large and costly in terms of construction and power consumption [3]. Optically pumped sensors can be competitive with SQUIDs in sensitivity, but are afflicted by the requirement of optically pumped, heated atomic vapor cells which contribute again to a large and costly system that is complex to design and manufacture [1,4]. In [5],
an optically pumped sensor achieves sub-pT/Hz$^{1/2}$ sensitivities in the kHz to MHz frequency range but requires a sensor volume of 57 mm$^3$ and power consumption on the order of watts. Inductive sensors boast zero power consumption while also being able to attain sensitivities better than 1 fT/Hz$^{1/2}$, however, reaching these sensitivities generally requires the device to be prohibitively large or heavy [6]. In [7], an inductive sensor achieves sub-pT/Hz$^{1/2}$ sensitivity in the hundreds of Hz to hundreds of kHz frequency range but requires a sensor area of more than 24 m$^2$. Magnetic tunnel junctions can be made extremely small; however, they consume moderate amounts of power and achieve moderate sensitivities. In [8], the MgO based magnetic tunnel junction sensor was constructed with a sensor area of just 626 um$^2$, but there is only 97 pT/Hz$^{1/2}$ sensitivity at 10Hz as well as a power consumption of around -7dBm.

In this work, we introduce an approach that exploits nonlinear dynamics in magnetic materials to realize sensitive magnetic field sensors that also maintain a high degree of practicality. Differing from fluxgate sensors, which rely on magnetization curve nonlinearity and the periodic transition of a material between saturated and unsaturated states [9], our sensors rely on nonlinear dynamics exhibited by electron spin precessions in material maintained in a state of constant saturation. Consequently, our sensors are not subject to the Barkhausen noise that limits fluxgate sensor sensitivity [9]. The sensors of [10] and [11] likewise rely on the nonlinear dynamics of saturated magnetic materials; however, whereas the sensor in [10] is based on magnetostatic wave bandgaps and the sensor in [11] is based on resonance induced phase shifts, our sensor is based on parametric amplification at radio frequencies (RF) through a method we call RF precession modulation (RPM). A prototype design exhibits a sensitivity of 23 pT/Hz$^{1/2}$ that remains relatively flat throughout the low frequency (LF) and very low frequency (VLF) bands with a sensor volume of only 0.053 mm$^3$ and a power consumption of just -41 dBm. Our sensor is suitable for applications that include underground and underwater communications [12], space plasma research [13], or low-cost magnetic resonance imaging [14]. The following sections will first cover the basic principles of RPM and derive analytical expressions describing RPM sensors. The advantages of our sensor over existing sensors are then discussed along with an approach for practical implementation. Finally, the setup and results are presented for both simulations and the experimental prototype.

II. OPERATING PRINCIPLE

RPM sensors are similar to optically pumped sensors in that both depend on electron spin precession for operation. RPM sensors, however, rectify many of the characteristics that make optically pumped sensors a poor choice for use in many applications. Most significantly, optically pumped sensors use spins from atomic vapors [1,15] and require heated glass containers that ultimately limit how much size and power consumption of the sensor can be reduced [4]. In contrast, RPM sensors use spins from insulating ferrimagnetic materials, or ferrites [16,17]. The insulating nature, low magnetic loss at high frequencies, and decent saturation magnetization values [18] of ferrites make them ideal for maintaining high sensitivity with a small size and power consumption. Ferrites have been used extensively in high frequency electronics [16,17] with now well-established processing methods [18] that allow the material to be produced relatively inexpensively. While some of these same attributes have motivated the use of ferrites for inductive sensors [19-23], these sensors do not rely on nonlinear spin precession dynamics like RPM sensors do.

The spin dynamics of ferrites can be analyzed using micromagnetic theory [24], which describes the macroscopic spin dynamics using a continuum approximation [25,26]. The theory is formulated in terms of spatially and temporally dependent material magnetization $\mathbf{M}$ and so the remainder of this work will be framed primarily in terms of magnetization as opposed to spin for the purposes of consistency. It is noted that either may be immediately determined based on knowledge of the other [24]. Applying micromagnetic theory, magnetization dynamics of ferrites are described by the Landau-Lifshitz-Gilbert (LLG) equation [27]

$$\frac{\partial \mathbf{M}}{\partial t} = -\mu_0 \gamma (\mathbf{M} \times \mathbf{H}_e) + \frac{\alpha}{M_s} (\mathbf{M} \times \frac{\partial \mathbf{M}}{\partial t})$$

(1)

where $\mu_0$ is the permeability of free space, $\gamma$ is the gyromagnetic ratio, $M_s = |\mathbf{M}|$ is the saturation magnetization, $\alpha$ is the Gilbert damping coefficient representing magnetic loss, and $\mathbf{H}_e$ is the effective magnetic field encompassing the effects of magnetic fields as well as various other physics on the magnetization.

A ferrite is biased by applying a constant, uniform magnetic field $\mathbf{H}_0$ sufficiently large such that $\mathbf{M}$ is uniform and aligned with the field. In this case, the effective field will be dominated by the bias field $\mathbf{H}_e \approx \mathbf{H}_0$. The LLG equation (1) then indicates that a perturbation of $\mathbf{M}$ from its aligned state will cause it to precess about $\mathbf{H}_e$, as visualized in Fig. 1a and b, at the angular resonance frequency.
where $H_0 = |H_0|$, eventually spiraling back to alignment by virtue of magnetic loss. Equation (2) is the core of optically pumped sensor operation where it is evident that, in determining $\omega_0$ in some way, an unknown $H_0$ can be directly computed [15]. This equation also suggests that a bias field with a time varying magnitude $H_0 + h_s(t)$ will yield a time varying precession frequency

$$\omega(t) = \omega_0 + \mu_0 y h_s(t).$$

(3)

This nonlinear behavior, visualized in Fig. 1c, is the core of RPM sensor operation. A magnetic field of interest $h_s(t)$ polarized along the bias field of a ferrite will manifest as a magnetization precession frequency modulation. RPM sensors detect the magnetization inductively, from which $h_s(t)$ can be characterized.

III. DEVELOPMENT OF THEORY

A more detailed theoretical analysis reveals how $h_s(t)$ is infused in the magnetization dynamics of a ferrite and allows the performance of RPM sensors to be quantified. We first continue under the same assumption made previously that the bias field dominates the effective field. We then consider the case in which other physics, specifically the demagnetization field, contribute significantly to the effective field.

A. DOMINANT BIAS FIELD

A biased ferrite is visualized in Fig. 2a. To maintain precession amidst the effects of magnetic loss, a time harmonic pumping magnetic field $H_p$ at the angular resonance frequency $\omega_0$ is needed. A component of magnetization transverse to the bias field $M_t$ can then be written based on (3) as

$$M_t = M_s \sin(\theta) \cos\left(\omega_0 t + \int_{t_0}^t y \mu_0 h_s(t) dt\right)$$

(4)

where $\theta$ is the angle of precession, $\tau$ is the precession time constant [28] defined by $\tau = 1/\alpha\omega_0 = 2Q/\omega_0$, and $Q$ is the quality factor of the resonance defined by $Q = 1/2\alpha$. For a time-harmonic magnetic field of interest $h_s(t) = H_s \cos(\omega_0 t + \phi)$. (4) can be evaluated to yield

$$M_t = M_s \sin(\theta) \left[\cos(\omega_0 t) - \frac{i}{2} \gamma \mu_0 H_s \tau \sin((\omega_0 + \omega_s)t + \phi) - \frac{i}{2} \gamma \mu_0 H_s \tau \sin((\omega_0 - \omega_s)t - \phi)\right]$$

(5)

under the conditions of $\gamma \mu_0 H_s \tau \ll 1$ and $\omega_s \tau \ll 1$. Equation (5) indicates that the effect of $h_s(t)$ is to generate terms in the precession at the converted frequencies $\omega_0 \pm \omega_s$, also known as the sidebands. It further indicates that information about $h_s(t)$ can theoretically be extracted from either of these terms.

RPM sensors detect the magnetization term at a sideband frequency inductively and so they are readily compared with inductive sensors. For a simple inductive detector with $N$ turns and area $A$ equal to the cross-sectional area of the ferrite, the open circuit rms voltage $V_{\text{RPM}}$ for detection of one of the sidebands is found using Faraday’s law [29] to be

$$V_{\text{RPM}} = \frac{1}{2\sqrt{\gamma}} \mu_0^2 H_s^2 \tau N A \omega_0 M_s \sin(\theta) = \frac{1}{2\sqrt{\gamma}} \mu_0^2 H_s^2 N A M_s \sin(\theta)$$

(6)

assuming $\omega_0 \gg \omega_s$. The same detector used as an inductive sensor, visualized in Fig. 2b, would have an open circuit rms voltage $V_{\text{ind}}$ of

$$V_{\text{ind}} = \frac{1}{\sqrt{2}} N A \mu_0 H_s \omega_s.$$  

(7)

Taking the ratio of (6) to (7), the amplification achieved by RPM sensors over inductive sensors is quantified as

$$V_{\text{RPM}} = \frac{M_s \sin(\theta)}{\frac{\omega_0}{\omega_s}}$$

(8)

where $\Delta H = 2\alpha/\mu_0 y = H_0/Q$ is the linewidth of the ferrite at the resonance frequency [28].

The angle $\theta$ in (8) is determined by the pumping power and magnetic loss of the ferrite. It is possible however to derive a metric independent of pumping power that allows RPM operation to be verified in both simulation and experiment. This metric is the amplitude ratio of the magnetization term at a sideband $M_s^{\text{RPM}}$ to that at the resonance frequency $M_s^0$ and is be found from (5) to be

$$\left|\frac{M_s^{\text{RPM}}}{M_s^0}\right| = \frac{1}{2} \gamma \mu_0 H_s \tau = \frac{H_s}{H_0} Q = \frac{H_s}{\Delta H}$$

(9)

using $Q = \omega_0 \tau/2$ as well as (2). Applying Faraday’s law, this amplitude ratio can also be found from the open circuit rms voltages as

$$V_{\text{RPM}} = \left|\frac{M_s^{\text{RPM}}}{M_s^0}\right| \frac{H_s}{H_0} Q$$

(10)

where $V_0$ corresponds to the magnetization term at the resonance frequency.

The sensitivity of RPM sensors is no longer limited by Johnson’s noise of the detecting coil assuming a sufficient level of amplification is achieved through (8). The sensitivity can thus be quantified recognizing that noise is dominated by ferrite damping noise. This noise can be modeled with a thermal resistor $R$ and does not depend on the pumping power injected to maintain precession. A full circuit model for an RPM sensor is provided in Supplementary Figure 1. Sensitivity then corresponds to the rms field of interest $H_s/\sqrt{Z}$, where $H_s$ is such that
oscillation \([32]\), as visualized in Fig. 1d, with a resonance frequency
\[
\omega_0 = \mu_0 \gamma \sqrt{\frac{H_0}{H_0 + M_s}}.
\]
With the addition of the same time-harmonic \(h_s(t)\), \(|h_s(t)| \ll H_0\) polarized along the bias field, a Taylor expansion can be used to express the time varying precession frequency as
\[
\omega(t) = \omega_0 + \frac{\mu_0 \gamma}{2 \omega_0} h_s(t).
\]
The precession time constant \(\tau\) and the quality factor \(Q\) are also modified by the demagnetization field, with \(\tau = 2Q/\omega_0\) and \([28, 32]\),
\[
Q = \frac{\frac{H_0}{H_0 + M_s}}{\alpha(2H_0 + M_s)}
\]
Equation (15) can then be re-written as,
\[
\omega(t) = \omega_0 + \frac{\mu_0 \gamma}{2 \omega_0^2} h_s(t).
\]
Starting with (17) instead of (3), the exact same procedure taken to derive (5)-(13) can be applied to derive the analogous equations corresponding to an RPM sensor with a thin film ferrite. The open circuit rms voltage for detection of one of the sidebands is
\[
V_{\text{RPM}} = \frac{1}{2\omega_0} \mu_0^2 \gamma H_s T N \alpha_0 M_s \sin(\theta)
\]
The amplification, amplitude ratio, and single sideband sensitivity are found to be
\[
V_{\text{RPM}} = \frac{H_s}{\omega_0} \left( \frac{\omega_0}{\omega_s} \right) \frac{M_{\text{RPM}}}{M_e^0}
\]
where the linewidth is still defined as \(\Delta H = 2\alpha \omega_0/\mu_0 \gamma\). Comparing (18)-(20) to (6), (8) and (9), we can conclude that, for a given ferrite material, RPM sensor performance is independent of whether or not the demagnetization field is significant, even though the resonance frequency and quality factor are modified by the demagnetization.

IV. ADVANTAGES OVER INDUCTIVE SENSORS
As mentioned previously, the operation of RPM sensors naturally facilitates a comparison to inductive sensors. Against inductive sensors, including ferrite inductive sensors, RPM sensors have inherent advantages with regards to amplification, size, and sensitivity.

A. AMPLIFICATION
The amplification achieved by RPM sensors over inductive sensors is described by (8) and comes from two distinct phenomena. The first, corresponding to the product term

\[
V_{\text{RPM}} = \frac{H_s}{\omega_0} \frac{M_{\text{RPM}}}{M_e^0}
\]
orders of magnitude smaller than the inductive detector while still maintaining amplification.

C. SENSITIVITY

For a sensitivity comparison, it is reiterated that amplification of RPM sensors is a consequence of the intrinsic nonlinear nature of ferrite magnetization dynamics and does not depend on external circuitry. The two sources of amplification occur in the ferrite prior to the inductive detection of magnetization and so the signal of interest is amplified whereas Johnson thermal noise and ferrite damping noise generated by the inductive detector are not. In contrast, an inductive sensor can achieve amplification only with the addition of an external amplifier that follows inductive detection, in which case both the signal of interest and noise generated by the inductive detector are amplified. This difference in where amplification occurs suggests that RPM sensors will have higher sensitivities as compared to inductive sensors. A theoretical analysis of the comparison is provided in Supplementary Note 1.

The sensitivity can be quantified again assuming a YIG ferrite with a resonance frequency of 1 GHz and linewidth of 0.2 Oe at 290 K. Equation (21) indicates that a pumping power of just -24 dBm will allow for sub-pT/Hz\(^{1/2}\) sensitivity independent of the size of the sensor.

D. FERRITE INDUCTIVE SENSORS

RPM sensors maintain their advantages when compared against ferrite inductive sensors [19,20]. While the construction of ferrite inductive sensors, shown in Fig. 2c, is very similar that of RPM sensors, the operating principles are not. Ferrite inductive sensors do not use biased ferrites, rely on material nonlinearities, or pursue parametric amplification like RPM sensors do. Rather, they use the linear permeability of unbiased ferrites to magnify the magnetic flux coupling to the inductive detector. This allows for amplification prior to inductive detection; however, the amplification is typically quite low around a factor of 50 [19]. Further, due to their use of unbiased ferrites, ferrite inductive sensors are associated with magnetic losses that do not affect the RPM sensors. These losses include hysteresis loss [34], loss due to domain wall resonance [35], and loss due to thermally activated domain wall movements [36], all of which serve to increase noise and reduce sensitivity.

V. SIMULATION

The RPM concept was validated with micromagnetic simulations. The simulations were performed using the Object Oriented Micromagnetic Framework (OOMMF) [37], a micromagnetic simulator widely used and well recognized as the standard for accurate solutions [26]. A thin film YIG ferrite was modeled with dimensions 1 mm × 1 mm × 1 um and a Gilbert damping coefficient of 1e-3. The ferrite was biased in plane with a 70 Oe field \(H_0\), resulting in a resonance frequency of approximately 1 GHz. A time harmonic pumping field was applied at the resonance frequency with an amplitude of 0.035

FIGURE 4. RPM sensor experiment. (a) Subset of the hardware used for the prototype sensor. From left to right: thin film yttrium iron garnet on a gadolinium gallium garnet substrate, inductive detector, pumping loop. (b) Schematic of the first experimental setup indicating placement and orientation of primary components along with connections to test and measurement equipment. A top view looking down onto the plane of the thin film ferrite is taken.

\(M_s \sin(\theta)/DH\), is the magnetization coupling to the inductive detector. Greater amplification is achieved with a higher pumping power, a ferrite with a larger saturation magnetization, or a ferrite with a smaller linewidth. The second, corresponding to the product term \(\omega_0/\omega_s\), is the generation of magnetization terms at the sideband frequencies. Greater amplification is achieved with a larger resonance frequency or a smaller frequency for the field of interest. It is clear from Faraday’s law why these two sources contribute to amplification. From another perspective, RPM can be viewed as a method of parametric amplification. The ferrite magnetization is the output of a resonant system with resonance frequency dependent on the biasing field \(H_0\). The pumping field \(H_p\) harmonically drives the system and the field of interest \(h_2(t)\) effectively varies the biasing field, causing the parametric amplification. It is noted that this amplification is made possible by the intrinsic nonlinear nature of ferrite magnetization dynamics and is not contingent upon any external circuitry.

To quantify attainable amplification values, a yttrium iron garnet (YIG) ferrite [23,30] is considered. YIG is ubiquitous in high frequency electronics, and it is the ferrite material of choice in this work. The YIG is biased to have a resonance frequency of 1 GHz, at which the linewidth can be as narrow as 0.2 Oe [31], and the field of interest is taken to have a frequency in the VLF band of 10 kHz. The upper limit of amplification for the case of strong pumping with an angle \(\theta\) of 90° can then be computed from (8) to be upwards of 8e8. In practice, the amount of amplification is limited by the saturation effect of YIG due to the launching of spin waves [33].

B. SIZE

The size of the RPM sensor can be compared to that of an inductive sensor using (8) along with (6). It is seen that the size, quantified by \(A\), can be smaller than that of the inductive sensor by up to the value of (8) while still maintaining amplification. For the ideal scenario used to quantify amplification with strong pumping and YIG biased to have a resonance frequency of 1 GHz, the RPM sensor can be eight
It was decided to fabricate on a Rogers 4003C board. The YIG film, inductive field was produced with a single turn loop of area 95 mm². The field of interest was constructed from a piece of copper and fed with traces. The inductive detector for the sensor was a single turn coil of dimensions 9 mm × 3 mm × 6 mm. The pumping loop was positioned adjacent and oriented coaxial to the inductive detector. It was driven at the resonance frequency to inject the sensor with a power of -49.96 dBm. The coil producing the field of interest was positioned 9.9 cm from the sensor and oriented with its axis perpendicular to the axis of the inductive detector. It was driven to produce fields with various amplitudes at various frequencies in the LF and VLF bands. It is noted that these fields are not perfectly uniform, contributing to a lower system quality factor and larger linewidth than if the fields were uniform. The sensor was connected directly to a signal analyzer.

The second experimental setup, used to measure the sensitivity, is depicted schematically in Fig. 5. This setup resembles the first in the configuration of the sensor, biasing magnets, pumping loop, and coil producing the field of interest, with the exception that the coil is positioned 7.7 cm from the sensor. The direct connection of the sensor and oriented with its axis perpendicular to the axis of the inductive detector. It was driven to produce fields with various amplitudes at various frequencies in the LF and VLF bands. It is noted that these fields are not perfectly uniform, contributing to a lower system quality factor and larger linewidth than if the fields were uniform. The sensor was connected directly to a signal analyzer.

V. EXPERIMENT
An RPM sensor was prototyped using available hardware and its characteristics were assessed in two experimental setups. The first setup measured the amplitude ratio |M_t^{RPM}|/|M_t^0| and the second setup measured the sensitivity dB_s. The measured results were found to agree well with theoretical predictions.

A. HARDWARE
The sensor employed an epitaxially grown YIG thin film ferrite of dimensions 3.76 mm × 5 mm × 3 mm corresponding to a sensor volume of 0.0564 mm³. The YIG linewidth was around 0.5 Oe at 1 GHz, much inferior to its expected single-crystal value. The inductive detector for the sensor was a single turn loop of dimensions 6 mm × 6 mm × 1 mm constructed from a piece of copper and fed with traces fabricated on a Rogers 4003C board. The biasing field was produced with two neodymium permanent magnets that the sensor was placed in between. The field of interest was produced with a 125-turn coil of area 3375 mm². The pumping field was produced with a single turn loop of area 95 mm² fabricated on a Rogers 4003C board. The YIG film, inductive detector, and pumping loop are displayed in Fig. 4a.

B. SETUP
The first experimental setup, used to measure the amplitude ratio |M_t^{RPM}|/|M_t^0|, is depicted schematically in Fig. 4b. It involved a biasing field of 70 Oe, corresponding to a resonance frequency of approximately 1 GHz. The pumping loop was positioned adjacent and oriented coaxial to the inductive detector. It was driven at the resonance frequency to inject the sensor with a power of -49.96 dBm. The coil producing the field of interest was positioned 9.9 cm from the sensor and oriented with its axis perpendicular to the axis of the inductive detector. It was driven to produce fields with various amplitudes at various frequencies in the LF and VLF bands. It is noted that these fields are not perfectly uniform, contributing to a lower system quality factor and larger linewidth than if the fields were uniform. The sensor was connected directly to a signal analyzer.

The second experimental setup, used to measure the sensitivity, is depicted schematically in Fig. 5. This setup resembles the first in the configuration of the sensor, biasing magnets, pumping loop, and coil producing the field of interest, with the exception that the coil is positioned 7.7 cm from the sensor. The direct connection of the sensor and oriented with its axis perpendicular to the axis of the inductive detector. It was driven to produce fields with various amplitudes at various frequencies in the LF and VLF bands. It is noted that these fields are not perfectly uniform, contributing to a lower system quality factor and larger linewidth than if the fields were uniform. The sensor was connected directly to a signal analyzer.
**C. AMPLITUDE RATIO RESULTS**

The spectrum of power coupled to the sensor in the first setup is plotted in Fig. 6 for the cases of the coil producing the field of interest driven with voltages of 91 mV and 45 mV across its terminals at a frequency of 30 kHz. The amplitude ratio corresponding to Fig. 6 as well as that measured for other frequencies of the field of interest are presented in Table I. Also presented in Table I are the theoretical amplitude ratios computed using (20). Appendix A details how this computation was performed.

From Fig. 6, the detection of sideband frequencies as well as the resonance frequency of precession is clear, demonstrating that RPM is achieved. It is also seen from this figure that doubling the driving voltage, and consequently doubling the amplitude of the field of interest [19,20], doubles the amplitude ratio of (20) as expected. Table I confirms this behavior for several different frequencies and further shows agreement between the measured and theoretical amplitude ratio values.

![Figure 7](image)

**TABLE I**

| Voltage (mV) | Frequency (kHz) | Experimental Ratio (dB) | Theoretical Ratio (dB) |
|-------------|-----------------|-------------------------|------------------------|
| 45          | 10              | -47.31                  | -46.89                 |
|             | 30              | -56.82                  | -56.64                 |
|             | 50              | -61.91                  | -61.08                 |
| 91          | 10              | -41.44                  | -40.87                 |
|             | 30              | -50.96                  | -50.62                 |
|             | 50              | -55.52                  | -55.06                 |

**D. SENSITIVITY RESULTS**

The baseband voltage spectrum of the demodulated sidebands in the second setup is plotted in Fig. 7 for the case of the coil producing the field of interest driven at a frequency of 30 kHz. The spectrum of the demodulated sidebands is plotted in Fig. 6 for the cases of the coil producing the field of interest driven with voltages of 91 mV and 45 mV across its terminals at a frequency of 30 kHz. The amplitude ratio corresponding to Fig. 6 as well as that measured for other frequencies of the field of interest were used to compute sensitivity according to

\[ \delta B_L = D \frac{\mu_0 H_L}{\sqrt{2SNR}} \]  \hspace{1cm} (22)

where \( H_L \) is found by applying the Biot-Savart law to the coil and \( D \) is a factor to de-embed noise due to the electronic components of the setup. De-embedding noise due to the electronic components yields the intrinsic sensor sensitivity and allows for a comparison with the theoretical value (21).

With the setup of Fig. 5, noise due to the electronic components is dominated by that of the 33 dB LNA, so the de-embedding factor is given by

\[ D = \sqrt{4kTR/(4kTR + V_{LNA}^2)} \]  \hspace{1cm} (23)

where again \( k \) is the Boltzmann constant, \( T \) is temperature, \( R \) is the thermal resistance representing ferrite damping noise, and \( V_{LNA} \) is the rms input noise voltage of the 33 dB LNA. Further details are provided in Supplementary Note 2 and Supplementary Table 3. The right-most column of Table II presents the computed sensitivities. Table II additionally presents the theoretical sensitivity for the same 6 mm × 6 mm × 1 mm inductive detector used as an inductive sensor, the theoretical sensitivity for the 3.76 mm × 5 mm × 3 um RPM sensor, and a factor quantifying the theoretical sensitivity improvement. These values were computed using supplementary equation (S7), equation (21), and supplementary equation (S8) respectively. Appendix B details further the computation involving equation (21).

It is seen that the measured sensitivities for the prototype sensor are relatively constant when varying the frequency of the field of interest, as expected based on (21). The slightly lower measured sensitivities at lower frequencies are from growing system losses due to out-of-band operation of the ADL5380 evaluation board. The discrepancy between the measured and theoretical sensitivity of the RPM sensor can be attributed to ohmic resistance, inductive pickup, and radiation loss of the inductive detector, all of which were ignored in the derivation of (21). It is further seen from Table II that the RPM sensor exhibits improvement over the inductive sensor for all frequencies considered. With that being said, these values are not a fair measure of the extent of improvement given that the cross-sectional area for the RPM sensor, corresponding to the area occupied by the ferrite, is less than 0.2% that of the inductive sensor. Comparing sensors with the same area, a better improvement factor is expected. The achievable sensitivity of the prototype is limited by a maximum allowed pump power. Beyond this maximum, sensitivity is degraded by spin wave generation in the ferrite [28, 32]. Further engineering to suppress the spin wave modes will aid in achieving a better sensitivity.

Comparing to ferrite inductive sensors in literature which operate at similar frequencies, the inductive sensor of [9] achieves a sensitivity three orders of magnitude better than our sensor but requires a volume five orders of magnitude greater. Additionally, the inductive sensor is narrowband and achieves its sensitivity under matched conditions whereas the proposed

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/
RPM sensor demonstrates operation to at least 30 kHz, with the upper limit extending far beyond that, with an almost flat sensitivity. The inductive sensor of [38] achieves a sensitivity two orders of magnitude better than our sensor but does so within a much smaller bandwidth and while requiring a volume five orders of magnitude greater than that of our sensor.

| Frequency (kHz) | Theory – Inductive Sensor (pT/Hz$^{1/2}$) | Theory – RPM Sensor (pT/Hz$^{1/2}$) | Theory – Improvement Factor | Experiment – RPM Sensor (pT/Hz$^{1/2}$) |
|----------------|------------------------------------------|------------------------------------|-----------------------------|---------------------------------------|
| 10             | 335.7                                    | 15.7                               | 21.4                        | 27.0                                  |
| 15             | 223.8                                    | 15.7                               | 14.3                        | 27.0                                  |
| 30             | 111.9                                    | 15.7                               | 7.1                         | 23.2                                  |

### VII. CONCLUSION

RPM magnetic field sensors were proposed in this work to achieve high levels of sensitivity while maintaining a small size and low power consumption. The theory of RPM is developed and equations describing various characteristics of RPM sensors were derived analytically. A micromagnetic simulation was performed and shown to agree with the theory. A prototype RPM sensor was constructed and also shown to have performance consistent with that predicted by theory. The prototype exhibited a sensitivity of 23.2 pT/Hz$^{1/2}$ with a volume of 0.0564 mm$^3$ and a power consumption of -40.96 dBm. Future work will focus on improvements in performance through choice of ferrite material, frequency of operation, and spin wave suppression. Future work will also explore more practical means of biasing and pumping the sensor.

### APPENDIX A: THEORETICAL AMPLITUDE RATIO

The amplitude ratios of Table 1 were computed theoretically using (20). The value of $H_0$ was found with a DC gaussmeter. The values of $H_a$ were found through measurement of the current through the coil producing the field of interest followed by application of the Biot-Savart law. The value of $Q$ was computed as the inverse of the 3dB bandwidth of the unloaded RPM sensor. This bandwidth was measured using a vector network analyzer under a 70 Oe biasing field. All values are provided in Supplementary Table 2.

### APPENDIX B: THEORETICAL SENSITIVITY

The theoretical sensitivity was computed using (21). The value of $\Delta H$ was found using the definition $\Delta H = 2\alpha \omega_0 / P_0 \gamma$ with the value of $\alpha$ found using (16), and the value of $Q$ found as that of the unloaded RPM sensor. The sensor is matched to 50 Ohms, so this unloaded $Q$ has a value twice that of the loaded $Q$. The value of $P_w$ was found based on measurements using a vector network analyzer under a 70 Oe biasing field. All values are provided in Supplementary Table 4.
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