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Abstract. Stabilization and sufficient conditions for mixing by stochastic transport are shown. More precisely, given a second order linear operator with possibly unstable eigenvalues on a smooth compact Riemannian manifold, it is shown that the inclusion of transport noise can imply global asymptotic stability. Moreover, it is shown that an arbitrary large exponential rate of convergence can be reached, implying enhanced dissipation. The sufficient conditions are shown to be satisfied by the so-called Kraichnan model for stochastic transport of passive scalars in turbulent fluids. In addition, an example is given showing that it can be sufficient to force four modes in order to induce stabilization.

1. Introduction

Let \( d \geq 2 \) and let \( \mathcal{M} \) be a \( d \)-dimensional \( C^\infty \)-smooth connected compact Riemannian manifold. In this work, we consider the following linear second order stochastic PDE with transport noise on \( \mathbb{R}_+ \times \mathcal{M} \),

\[
\begin{aligned}
\begin{cases}
   du_t + A \sum_{k \geq 1} (\sigma_k, \nabla u_t)_{T\mathcal{M}} \circ dW_t^k &= (Tu_t + Cu_t) dt, \\
   u_0 &= u \in L^2(\mathcal{M}),
\end{cases}
\end{aligned}
\]

where \( (W^k)_{k \geq 1} \) are independent real-valued Brownian motions, \( A \geq 0, C \in \mathbb{R} \), \( (\sigma_k)_{k \geq 1} \) are divergence-free \( C^\infty \)-smooth vector fields and

\[
Tf := \sum_{m=1}^n \left\langle \chi_m, \nabla \left\langle \chi_m, \nabla f \right\rangle \right\rangle, \quad f \in C^\infty(\mathcal{M}),
\]

is a second-order strictly elliptic operator with \( (\chi_m)_{m=1}^n \) divergence-free, smooth tangent vector fields on \( \mathcal{M} \). A model case is given by \( T = \Delta \), and \( \mathcal{M} = \mathbb{T}^d \).

Stochastic equations of the form (1.1) describe the evolution of a passive scalar in a turbulent fluid, see, for example [31, 64]. In particular, for a certain choice of \( (\sigma_k)_{k \geq 1} \) equation (1.1) corresponds to the Kraichnan model from turbulence theory, see Section 5 below. Another example of (1.1) arises in magnetohydrodynamics, for example studied by Baxendale and Rozovskii in [15], see Example 6.2 below. In the latter case, the corresponding sum over \( k \) in (1.1) is finite.

The motivation of the present work is twofold: The first aim is to prove the possibility of stabilization by noise for stochastic PDE with transport noise. The
The possibility of stabilizing linear SDE by noise was analyzed by Arnold, Crauel, and Wihstutz in [6, Theorem 2.1] (see also [2]). More precisely, let $n \geq 2$ and let $T \in \mathcal{L}(\mathbb{R}^n)$ be a self-adjoint linear operator with a negative trace, $\text{tr} T < 0$. Then, if $T$ has unstable eigenvalues, the solution to $dx_t = T x_t \, dt$ blows up exponentially in time. The results of [6, Theorem 2.1] imply that the inclusion of linear noise can induce global asymptotic stability, in the sense that there exist skew-symmetric matrices $D_1, \ldots, D_{n-1} \in \mathcal{L}(\mathbb{R}^n)$ and $A > 0$ such that the solution $x_t$ to
\begin{equation}
(1.3) \quad dx_t + A \sum_{k=1}^{n-1} D_k x_t \circ dW_t^k = T x_t \, dt, \quad t \geq 0,
\end{equation}
a.s. exponentially decays with an exponential rate arbitrarily close to $\text{tr} T$ for $A$ large enough. The natural question of the possibility of an extension to infinite dimensions was posed by Capiński in the late 80s. Choosing $M = \mathbb{T}^d$, $T = \Delta + C$, in (1.1) we have, informally, $\text{tr} T = -\infty$. Consequently, one may conjecture that a choice of diffusion coefficients $\sigma_k$ in (1.1) is possible, implying an exponential rate of decay for the solution to (1.1) with exponential rate arbitrarily close to $-\infty$. Following Flandoli and Luo [37] this problem is called Capiński’s conjecture.

The first result of this work demonstrates that, if the sum of the coefficients $\sigma_k$ in (1.1) is smooth, this conjecture can be deduced by combining results by Dolgopyat, Kaloshin and Koralov [27] with a recent argument by Bedrossian, Blumenthal and Punshon-Smith [17] and a stopping time argument (see Section 4 below). With an eye on the Kraichnan model considered below, we include the case of irregular coefficients $\sigma_k$, thereby identifying and including the optimal range of regularities for which these arguments can be used (cf. also p.4 below). For irregular coefficients the results of [27] are not directly applicable, but have to be carefully modified and generalized.

More precisely, we deduce that the following sufficient conditions on the coefficients $(\sigma_k)_{k \geq 1}$, inspired by the ones used in [14, 27], imply stabilization by noise. In an informal form, the assumptions read

(a) The coefficients $(\sigma_k)_{k \geq 1}$ satisfy the Hörmander condition.

(b) The coefficients $(\sigma_k(x_1), \sigma_k(x_2))_{k \geq 1}$ are strictly elliptic for any off-diagonal point $(x_1, x_2) \in M^2$. This can be relaxed to the Hörmander condition if the sequence $(\sigma_k)$ is finite, see Section 6 below.

(c) The coefficients $(\tilde{\sigma}_k)_{k \geq 1}$ of the normalized tangent flow, see (3.1) below, satisfy the Hörmander condition.

(d) Summability and Hölder continuity of the series $\sum_{k \geq 1} \sigma_k$ and their first and second derivatives.

The rigorous form of the conditions (a)–(d) are given in full detail in assumptions (A)–(D) below.

**Theorem 1.1.** Let $(\sigma_k)_{k \geq 1}$ satisfy the conditions (A)–(D) and let $T$ be a second-order strictly elliptic operator defined by (1.2). Then there exist $A_0 > 0$ and $\gamma_0 > 0$ such that for any $\gamma \in (0, \gamma_0]$ and $A \geq A_0$ there is $D^{A, \gamma} : \Omega \rightarrow \mathbb{R}_+$ with $\mathbb{E}(D^{A, \gamma})^p < \infty$ for any $1 \leq p < \frac{2 \gamma_0}{\gamma_0 - \gamma}$ such that the solution $(u_t)$ of (1.1) satisfies a.s.
\begin{equation}
(1.4) \quad \|u_t\|_{L^2} \leq D^{A, \gamma} e^{(C - \gamma A^2)t} \|u\|_{L^2}, \quad t > 0.
\end{equation}
The proof of Theorem 1.1 is given in Section 4 below.

As addressed in detail below, we verify the conditions (A)–(D) in two particular examples: First, for the Kraichnan model arising in the analysis of turbulent fluids, for which the series in (1.1) is infinite, causing limited regularity of the stochastic flow. Second, for a two-dimensional example due to Baxendale and Rozovskii. In this example, only four modes have to be forced, that is $\sigma_k \equiv 0$ for $k \geq 5$, to induce stabilization by noise.

We note the relation to the enhancement of diffusive mixing studied in the deterministic setting by Constantin, Kiselev, Ryzhik, and Zlatoš in [25], where necessary and sufficient conditions on the coefficient $\sigma$ are derived, implying that the solution $u_t$ of the PDE

$$
\begin{align*}
\frac{du_t}{dt} &= \Delta u_t \, dt - A\langle \sigma, \nabla u_t \rangle_{TM} \, dt, \quad t \geq 0,
\end{align*}
$$

converges to zero in $L^2(M)$ for any fixed $t > 0$ as $A \to \infty$.

We next address the second main aspect of this work: stochastic and turbulent mixing of passive scalars. Let $u_0 : M \to \mathbb{R}_+$ be the density of a solute in a solvent with dynamics on $M$ governed by a divergence-free vector field $\sigma : [0,T] \times M \to TM$. Then, the density $u_t$ of the solute at time $t \geq 0$ is given as the solution to the transport equation

$$
\begin{align*}
\frac{du_t}{dt} + \langle \sigma(t), \nabla u_t \rangle_{TM} \, dt &= 0.
\end{align*}
$$

The concept of mixing measures how “well-spread” the density $u_t$ is. Mixing of passive scalars can be understood as weak-$L^2$ convergence of the density $u_t$ to its mean $\bar{u} = \int_M u_0$. For the relation to notions of mixing in dynamical systems theory see e.g. [60, 80]. This weak-$L^2$ convergence is equivalent to convergence of $u_t$ to $\bar{u}$ in the Sobolev space $H^{-s}$ for any $s > 0$ (see e.g. [60, 80]). In the deterministic setting, the analysis of necessary and sufficient conditions on the drift $\sigma$ implying mixing and rates of mixing for (1.6) has attained considerable interest in the literature, see, for example Alberti, Crippa, and Mazzucato [1] and the references therein.

More recently, the case of a solvent in a stochastic fluid has been considered by Bedrossian, Blumenthal, and Punshon-Smith in [15, 16, 17]. In this case, the flow $\sigma$ in (1.6) is chosen as the solution to the two-dimensional stochastic Navier-Stokes equation with random excitation of small modes, and it is shown that for a.e. realization (1.6) becomes mixing. With an eye on mixing in turbulent fluids, in the present work, the solution to the stochastic Navier-Stokes equation is replaced by the so-called Kraichnan model. In a turbulent regime, based on the statistics provided by the Kolmogorov turbulence theory (see, for example, [64, Section 4]), the Kraichnan model (see [50] and Section 5 below) describes turbulent fluids by means of a random field, rapidly decorrelating in time and decorrelating in space in accordance to the Kolmogorov statistics. More precisely, in this case we have $\sigma(t) := \sum_{k \geq 1} \sigma_k W^k_t$ for a certain choice of coefficients $(\sigma_k)_{k \geq 1}$, determining the spatial decorrelation. Hence, (1.6) becomes a stochastic transport equation

$$
\begin{align*}
\frac{du_t}{dt} + \sum_{k \geq 1} \langle \sigma_k(t), \nabla u_t \rangle_{TM} \circ dW^k_t &= 0.
\end{align*}
$$

The second result of this work proves a.s. exponential mixing for (1.7) under the same assumptions (a)–(d).
These conditions are shown to be satisfied by the Kraichnan model in regimes corresponding to non-smooth coefficients in (1.7), while still offering sufficient regularity to be accessible by an analysis of the Lyapunov exponents and stochastic flows: More precisely, we require, roughly speaking, \( \sum_{k \geq 1} (\sigma_k, \sigma_k) : \mathcal{M} \times \mathcal{M} \to T(\mathcal{M} \times \mathcal{M}) \) to be \( C^{2+\beta} \) for some \( \beta > 0 \). This is the optimal range for the argument used in the present work, since for \( \beta < 0 \) the Lagrangian dynamics lack uniqueness and branching of particles occurs (see [56, Theorem 9.4 and 10.1]). In addition, [8, Corollary 3.3 and p. 331] implies that the top Lyapunov exponent diverges to infinity for \( \beta \not< 0 \). We note that the Kraichnan model corresponding to Kolmogorov turbulence leads to \( \sum_{k \geq 1} (\sigma_k, \sigma_k) \) being at most in \( C^{4/3} \), i.e. \( \beta = -\frac{2}{3} \) above.

The results of the present work also includes the viscous case, for \( \kappa \geq 0 \),

\[
\begin{aligned}
\begin{cases}
\mathrm{d}u_t + \sum_{k \geq 1} (\sigma_k, \nabla u_t)_{T, \mathcal{M}} \circ \mathrm{d}W^k_t \, dt = \kappa Tu_t \, dt, \\
u_0
\end{cases}
\end{aligned}
\tag{1.8}
\]

**Theorem 1.2.** Let \((\sigma_k)_{k \geq 1}\) satisfy the conditions (A)–(D) and let \((u_t)_{t \geq 0}\) be the solution of (1.8) with \( u \) being mean-zero in \( H^s(\mathcal{M}) \cap H^1(\mathcal{M}) \) for some \( s > 0 \). Then there exist \( \kappa_0 > 0 \) and \( \gamma_0 > 0 \) such that for any \( \kappa \in [0, \kappa_0] \) and \( \gamma \in (0, \gamma_0) \) there exists \( D_{\kappa, \gamma} : \Omega \to [1, \infty) \) so that a.s.

\[
\|u_t\|_{H^{p-\gamma}} \leq D_{\kappa, \gamma} e^{-\gamma t} \|u\|_{H^p}, \quad t > 0.
\]

Moreover, \( \mathbb{E}[D_{\kappa, \gamma}]^p < \infty \) for any \( 1 \leq p < \frac{9d \gamma_0}{2 \gamma} \).

We next sketch some aspects of the proof of Theorem 1.2. By rescaling, (1.1) is equivalent to (1.8), see Subsection 1 below, with \( A \to \infty \) corresponding to \( \kappa \to 0 \). Next, we consider the Lagrangian level, that is the characteristics of (1.8) and show that the corresponding two-point motion Markov semigroup \((P^{(2)}_{\kappa})_{t \geq 0}\) is ergodic. More precisely, we show that there exists \( p > 0 \) and \( \alpha > 0 \) such that for any bounded mean-zero continuous \( \psi : \mathcal{M} \times \mathcal{M} \to \mathbb{R} \) we have that

\[
|P^{(2)}_{\kappa} \psi(x, y)| \leq Ce^{-\alpha t} d(x, y)^{-p} \|\psi\|_{\infty}, \quad t \geq 0.
\]

Inequality (1.10) shown by means of a quantified form of Harris’ ergodic theorem, see Theorem 2.3 below. The verification of the assumptions of this results require results on stochastic flows provided by Kunita [53] and Baxendale and Stroock [14], and a simple but important trick from [24, p. 9]. Finally, using (1.10) we to show mixing for (1.8) in the form of (3.13), by using the methods developed by Bedrossian, Blumenthal, and Punshon-Smith in [16, 17]. A simple PDE argument then allows to convert \( H^{-s}\)-decay of the solution of (1.8) to the desired Theorem 1.1 (see Subsection 1). In addition, in Section 4 and Theorem 5.5 \( L^p\)-estimates for \( D^{A, \gamma} \) in Theorem 1.1 are provided.

### 1.1. Further comments on the literature

We collect here further references to the literature on synchronization/stabilization by noise, mixing of passive scalars, and turbulent mixing of passive scalars. Since the literature is extensive, we restrict to literature particularly relevant to this work, referring to the references in the cited works for a more extensive and complete overview.

Stabilization and synchronization by noise for stochastic PDE has been considered, for example in [17, 53, 39, 10, 74], with related work on the level of SDE in [8, 13, 34, 70, 77, 82] and for iterated function systems in [43] and references therein. For applications to sampling of invariant measures we refer to [59].
Lyapunov exponents of stochastic flows and their relation to asymptotic properties of the two-point motion have been addressed in depth in the works [4, 7, 10, 11, 14, 27, 49] and references therein.

In parallel to the completion of this work, mixing properties for stochastic PDE falling into the general class of (1.1) have been analyzed in [32, 33] by entirely different methods. In comparison to the results obtained in the present work, the methods of [32, 33] require not only to increase the amplitude of the noise $A$ in (1.1) but also to choose a particular scaling of the noise coefficients $\sigma_k$ in (1.1) to obtain an arbitrarily high exponential rate of mixing. In other words, given an exponential rate of mixing $\lambda$, the choice of the noise coefficients $\sigma_k$ in [32, 33] will depend on this rate $\lambda$, while the present work shows that $\sigma_k$ can be chosen fixed and only the amplitude $A$ has to be chosen large. In this sense the results of the present work are closer to the way problems are formulated in [25] for the deterministic case (1.5), identifying sufficient conditions for diffusion coefficients $\sigma_k$ to imply arbitrarily fast mixing. On the other hand, the results of [33] allow to include the Kraichnan model for general $\alpha > 0$ due to [33, Remark 1.2], which does not follow from Theorem 1.1.

A second difference is that by the arguments of [33] no exponential mixing for large times as in Theorem 3.5 can be obtained, but only weaker statements on finite time horizons, see [33, Theorem 1.1].

Mixing of passive scalars by solutions to the stochastic Navier-Stokes equation has been shown in [15, 17].

The existence and uniqueness of solutions to the Kraichnan model in the irregular regime has been analyzed in the works [29, 50, 62]. For related work on well-posedness by noise we refer to [31, 36].

For physical background on mixing by stochastic transport and the Kraichnan model we refer to [22, 24, 29, 38, 64] and the references therein.

There is a large body of works addressing the mixing of passive scalars by deterministic transport. We refer to [1, 25, 60, 63, 65, 85] and the references therein. In [68] the effect of diffusion on mixing is analyzed. It is observed that in certain cases, a too strong diffusion decreases the mixing effect of transport. This is in line with the results of this work which apply for diffusion intensity $\kappa$ in (1.8) small enough.

2. Preliminaries

In this section we introduce notations and conventions used throughout the paper.

For $a, b \in \mathbb{R}$ we write $a \lesssim_A b$ if there exists a constant $c$ depending only on some quantity $A$ such that $a \leq c b$, $A$ is defined analogously, and we write $a \simeq_A b$ if both $a \lesssim_A b$ and $b \lesssim_A a$ hold simultaneously.

We set $\mathbb{R}_+ := [0, \infty)$, $\mathbb{T} = \{ z \in \mathbb{C} : |z| = 1 \}$ to be the torus and for any $n \geq 1$ we let $| \cdot |$ be the vector norm in $\mathbb{R}^n$, $S^{d-1}$ to be the unit sphere in $\mathbb{R}^d$ and $\mathbf{1}$ to be a function identically equal to 1.

Further, we set $\mathcal{L}(X,Y)$ to be the Banach space of bounded linear operators acting from a Banach space $X$ to a Banach space $Y$ endowed with the operator norm $\| \cdot \|$. In particular, $\| \cdot \|$ denotes the operator norm in $\mathcal{L}(\mathbb{R}^m, \mathbb{R}^n)$.

We let $\mathbb{E}_A \xi_t$ be the expectation of $\xi_t$, where $\xi$ is a Markov process with a given initial value $A$. $\mathbb{Z}^d_0$ denotes $\{0\}$. 
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In this section we introduce notations and conventions used throughout the paper.
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We set $\mathbb{R}_+ := [0, \infty)$, $\mathbb{T} = \{ z \in \mathbb{C} : |z| = 1 \}$ to be the torus and for any $n \geq 1$ we let $| \cdot |$ be the vector norm in $\mathbb{R}^n$, $S^{d-1}$ to be the unit sphere in $\mathbb{R}^d$ and $\mathbf{1}$ to be a function identically equal to 1.

Further, we set $\mathcal{L}(X,Y)$ to be the Banach space of bounded linear operators acting from a Banach space $X$ to a Banach space $Y$ endowed with the operator norm $\| \cdot \|$. In particular, $\| \cdot \|$ denotes the operator norm in $\mathcal{L}(\mathbb{R}^m, \mathbb{R}^n)$.

We let $\mathbb{E}_A \xi_t$ be the expectation of $\xi_t$, where $\xi$ is a Markov process with a given initial value $A$. $\mathbb{Z}^d_0$ denotes $\{0\}$.
Let $d \geq 2$ and let $\mathcal{M}$ be a $d$-dimensional compact $C^\infty$-smooth connected Riemannian manifold with the Riemannian metric tensor $(g_{ij})$ (see e.g. [57, Chapter 3]). We will additionally assume that $\mathcal{M}$ is a regular submanifold of $\mathbb{R}^\ell$ for some $\ell \geq d$ (see [53, pp. 15–16]) so that the tangent bundle $T\mathcal{M}$ and the metric $(g_{ij})$ are generated by the Euclidean structure of $\mathbb{R}^\ell$. Due to the Nash embedding theorem (see [14, Theorem 3.1.3] and [57, 69]) this does not pose an additional restriction. Let $\mu$ be the Riemannian volume measure and let $d : \mathcal{M} \times \mathcal{M} \to \mathbb{R}_+$ be the distance function on $\mathcal{M}$ generated by the manifold’s metric (see e.g. [13, Sections V and VII]). For any $1 \leq p \leq \infty$ we set $L^p(\mathcal{M}, \mu)$, the Sobolev space consisting of those measurable functions $f : \mathcal{M} \to \mathbb{R}$ for which $(1 + |\nabla f|^2)^{p/2}$ is $L^p(\mathcal{M}, \mu)$-integrable. For any $u, v \in T_x\mathcal{M}$ we denote the inner product of $u$ and $v$ generated by the Riemannian metric by $\langle u, v \rangle_{T_x\mathcal{M}}$. For simplicity we will write $\langle u, v \rangle_x$. Note that since $\mathcal{M}$ is a regular submanifold of $\mathbb{R}^\ell$, $\langle u, v \rangle_x = \langle u, v \rangle$, where $\langle \cdot, \cdot \rangle$ is the standard Euclidean inner product in $\mathbb{R}^\ell$. In particular, we set $|v| := \sqrt{\langle v, v \rangle_x} = \sqrt{\langle v, v \rangle}$. For any $x \in \mathcal{M}$ and $u, v \in T_x\mathcal{M}$ we denote $\langle u, v \rangle_{T_x\mathcal{M}}$ by $\langle u, v \rangle_{T_x\mathcal{M}}$ if this causes no confusion (as it was done e.g. in (1.1)). Further, for any $x, y \in \mathcal{M}$, $u \in T_x\mathcal{M}$, and $v \in T_y\mathcal{M}$ we set $\langle u, v \rangle_{T_x\mathcal{M}}$ to be the inner product in $\mathbb{R}^\ell$ containing $\mathcal{M}$ (this notation is consistent with the one above).

For each $x \in \mathcal{M}$ we set $S_x\mathcal{M}$ to be the unit sphere of $T_x\mathcal{M}$. We also define $S\mathcal{M} := \{S_x\mathcal{M} : x \in \mathcal{M}\}$. Note that $T\mathcal{M}$ can be endowed with a Riemannian metric called the Sasaki metric. Then $S\mathcal{M} \subset T\mathcal{M}$ can be considered as a submanifold of $T\mathcal{M}$ with the same metric restricted to $S\mathcal{M}$.

Analogously to [14, Section 3] define $\Phi : T\mathcal{M} \to \mathcal{M} \times \mathcal{M}$ by

$$\Phi(x, v) = (x, \exp_x(v)), \quad x \in \mathcal{M}, \quad v \in T_x\mathcal{M},$$

where $(x, v) \mapsto \exp_x(v) \in \mathcal{M}$ is the exponential map (see e.g. [44, p. 58]) which is uniquely defined for any $x$ and $v$ as $\mathcal{M}$ is a $C^\infty$-compact.

**Remark 2.1.** As $\mathcal{M}$ is compact, it has a positive injectivity radius $\delta_0$, i.e. maximal $\delta > 0$ such that $\Phi$ is a bijective map from $\{(x, v) : x \in \mathcal{M}, |v| < \delta_0\}$ onto $D_{\delta_0}^\circ := \{(x, y) : 0 < d(x, y) < \delta_0\}$. Thus for all $(x, y) \in D_{\delta_0}$ there exists unique $w(x, y) \in T_x\mathcal{M}$ such that $d(x, y) = \langle w(x, y), v \rangle$ and $\Phi(x, w(x, y)) = (x, y)$.

For any smooth $f : \mathcal{M} \to \mathbb{R}$, a vector filed $\nabla f : \mathcal{M} \to T\mathcal{M}$ denotes the gradient corresponding to the Lèvy-Cevita connection, i.e. a tangent vector field of the form $\nabla f = g^{ij} \frac{\partial f}{\partial x^i} \partial \frac{\partial}{\partial x^j}$ where $(x^i)^{\ell=1} = 1$ is a local cart, $\frac{\partial}{\partial x^i}$ is the corresponding basis of the tangent space, and where $(g_{ij})$ is the Riemannian metric with its inverse $(g^{ij})$, e.g. in any orthonormal local coordinates one has that $\nabla f = \frac{\partial f}{\partial x^i} \frac{\partial}{\partial x^i}$.

In particular, as any smooth $f : \mathcal{M} \to \mathbb{R}$ can be smoothly extended to the whole $\mathbb{R}^\ell \supset \mathcal{M}$ (see [57, Exercise 2.3]), one might think of $\nabla f$ as of a vector field in $\mathbb{R}^\ell$ so that the projection of $\nabla f(x)$ onto $T_x\mathcal{M}$ depends only on $f|_{\mathcal{M}}$ and does not depend on the way $f$ was extended for any $x \in \mathcal{M}$.

Now let $X, Y, Z, U$ be Banach spaces, and let $Y \otimes U$ be a normed space of all bilinear forms on $Y^* \times U^*$ with a finite norm $\| \cdot \|_{Y \otimes U}$ defined by $\|x\|_{Y \otimes U} := \sup \{ \langle \cdot, \cdot \rangle_{Y^* \otimes U^*} : y^* \in Y^*, u^* \in U^*, \|y^*\| = 1, \|u^*\| = 1 \}$. Then for two linear operators $A \in \mathcal{L}(X, Y)$ and $B \in \mathcal{L}(Z, U)$ we let $A \otimes B$ be the bilinear operator $A \otimes B : X \times Z \to Y \otimes U$ defined by $A \otimes B(x, y)(y^*, u^*) := \langle Ax, y^* \rangle \langle Bz, u^* \rangle$.

If $Y$ and $U$ are finite dimensional, then $Y \otimes U$ is a span of $(y_i \otimes u_j)^{ij}$, where $(y_i)_i$ and $(u_j)_j$ are corresponding bases of $Y$ and $U$, and $y_i \otimes u_j(y^*, u^*) = \langle y_i, y^* \rangle \langle u_i, u^* \rangle$.
for any \( y^* \in Y^* \) and \( u^* \in U^* \). As similarly \((y^*_i \otimes u^*_j)_{ij}\) is a basis of \( Y^* \otimes U^* \), where \((y^*_i)\) and \((u^*_j)\) are corresponding dual bases of \( Y^* \) and \( U^* \), i.e. \( \langle y_i, y^*_j \rangle = \delta_{ij} \) and \( \langle u_i, u^*_j \rangle = \delta_{ij} \), one has that \( Y^* \otimes U^* = Y^* \otimes U^* \). In particular, for any \( C^2 \) function \( f : M \to \mathbb{R} \), for any \( x \in M \), and for any fixed local coordinates \((x^i)_{i=1}^d \) one can define

\[
D^2 f(x)(v,w) := v^i w^j \frac{\partial^2 f}{\partial x^i \partial x^j}, \quad v = v^i \frac{\partial}{\partial x^i}, \quad w = w^i \frac{\partial}{\partial x^i} \in T_x M
\]

(note that \( D^2 f(x) \) depends on local coordinates). Therefore \( D^2 f(x) \) is a bilinear form on \( T_x M \times T_x M \), and hence \( D^2 f(x) \in (T_x M)^* \otimes (T_x M)^* \). Moreover, \( D^2 f(x)v \otimes w = D^2 f(x)(v,w) \) for any \( v \in T_x M \), and in the sequel we will frequently omit the notation \( D^2 f(x)v \otimes w \) preferring \( D^2 f(x)(v,w) \) or \( \langle D^2 f(x), (v,w) \rangle \) instead.

Let \( g : T M \to \mathbb{R} \) be \( C^2 \) and fix \( x \in M \) and \( w \in T_x M \). For any \( u, v \in T_x M \) we define

\[
D^2_x g(x,w)(u,v) = \langle D^2_x g(x,w), (u,v) \rangle := \langle D^2 g(x,w), ((u,0),(v,0)) \rangle,
\]

\[
D^2_x g(x,w)(u,v) = \langle D^2_x g(x,w), (u,v) \rangle := \langle D^2 g(x,w), ((u,0),(0,v)) \rangle,
\]

\[
D^2_x g(x,w)(u,v) = \langle D^2_x g(x,w), (u,v) \rangle := \langle D^2 g(x,w), ((0,u),(0,v)) \rangle.
\]

The same notation is exploited if \( g \) is a \( C^2 \) function on \( SM \).

For any \( C^\infty \) vector field \( \sigma : M \to TM \) and for any \( C^\infty \) function \( f : M \to \mathbb{R} \) we define \( \sigma f := \langle Df, \sigma \rangle = \langle \nabla f, \sigma \rangle_{TM} \) and \( \sigma^2 f \) is defined recursively, i.e.

\[
(2.2) \quad \sigma^2 f(x) = \langle D^2 f(x), (\sigma(x), \sigma(x)) \rangle. \quad x \in M.
\]

We refer the reader to [30, 44, 46, 53, 81] for further acquaintance with SDEs on manifolds.

**Remark 2.2.** We need \( M \) to be a regular submanifold of \( \mathbb{R}^d \) for the following reasons. First, in this case the inner product of any tangent vectors \( u \in T_x M \) and \( v \in T_y M \) for any \( x, y \in M \) can be defined by means of the inner product of the ambient Euclidean space. This is used in the concept of local characteristics [32, 21] used intensively in the sequel. Second, in order to apply the theory of stochastic flows from [52] we need the SDE [31, 14] below to be defined in \( \mathbb{R}^d \), which can be done thanks to [51], Exercise 2.3. Note that \( d(x,y) = |x - y| \) for any \( x, y \in M \) as \( M \) is a regular \( C^\infty \) submanifold of \( \mathbb{R}^d \) so \( (x,y) \mapsto \frac{d(x,y)}{|x - y|} \) is continuous in \( x, y \in M \), \( x \neq y \), and bounded from above. Finally, later we will frequently need to transform Stratonovich integrals to their Itô form, which can be done easily in \( \mathbb{R}^d \).

For any \( s \geq 0 \) we set \( H^s := H^s(M) \) to be a Sobolev space, i.e. a space of all \( f \in L^2(M) \) of the form \( f = \sum_{k \geq 1} c_k \hat{e}_k \) satisfying

\[
\|f\|_{H^s} := \left( \sum_{k \geq 1} (1 + \lambda_k)^s c_k^2 \right)^{\frac{1}{2}} < \infty
\]

where \( (\hat{e}_k)_{k \geq 1} \) is an orthonormal basis of \( L^2(M) \) consisting of all eigenvectors of \(-\Delta \) (where \( \Delta \) is the Laplace-Beltrami operator) and \( (\lambda_k)_{k \geq 1} \) are the corresponding eigenvalues (see e.g. [23, 28, 41, 77, 81]). In particular, in the case of \( M = T^d \) the
Throughout the paper we set \( \Omega \) defined analogously by (1.2) (see Subsection 3.2 below). Let \((\Omega, F_t, \mathbb{P})\) denote the probability space (see e.g. Sections 1.3.2, 1.3.4, and Chapter 7 in [81] and [20, 41]) the following holds true for any \( C^\infty \) function \( g : \mathcal{M} \rightarrow \mathbb{R} \)

\[
\|g\|_{H^s} \sim_{\mathcal{M}_s, \alpha} \|g\|_{L^2} + \sum_{\alpha \in I} \left( \int_{\mathcal{D}_\alpha} \frac{|D^{[s]} g(x) - D^{[s]} g(y)|^2}{|\kappa_\alpha(x) - \kappa_\alpha(y)|^{2s} + d} d\mu \otimes \mu(x, y) \right)^{\frac{1}{2}}
\]

(2.4)

where \((U_\alpha)_{\alpha \in I}\) is a finite set of open subsets of \( \mathcal{M} \) covering \( \mathcal{M} \), \( (\kappa_\alpha)_{\alpha \in I} \) are the corresponding coordinate charts (i.e. for each \( \alpha \in I \) there exist an open set \( V_\alpha \subset \mathbb{R}^n \) and a homeomorphic map \( \kappa_\alpha : U_\alpha \rightarrow V_\alpha ; \kappa_\alpha \) can be assumed exponent, see e.g. [41]), \( \mathcal{D}_\alpha = U_\alpha \times U_\alpha \cap \mathcal{D}_\alpha \), \( [s] \) is the integer part of \( s \), and \( \{s\} := s - [s] \).

Let \((W_\kappa)_{k \geq 1}\) be a family of independent Brownian motions on \( \mathbb{R}_+ \). Throughout the paper we assume the probability space \((\Omega, \mathcal{F}, \mathbb{P})\) and filtration \( \mathcal{F}_t = (\mathcal{F}_t)_{t \geq 0} \) to be generated by \((W_\kappa)_{k \geq 1}\). In particular, \( \Omega \) will be the set of all trajectories of \((W_\kappa)_{k \geq 1}\), i.e. \( \Omega = C(\mathbb{R}_+; \mathbb{R}^\infty) \). Therefore for any stopping time \( \tau : \Omega \rightarrow \mathbb{R}_+ \) we are able to define a shift operator \( \theta_\tau : \Omega \rightarrow \Omega \) to be \( \theta_\tau(\omega) := \omega(\tau(\omega) + \cdot) - \omega(\cdot) \).

In the sequel we will also need a sequence \((W^m)_{m=1}^\infty\) of independent Brownian motions independent of \((W_\kappa)_{k \geq 1}\) which will be used to generate the operator \( T \) defined by (1.2) (see Subsection 3.2 below). Let \((\Omega, \mathcal{F}, \mathbb{P})\) and \( \mathcal{F}_t = (\mathcal{F}_t)_{t \geq 0} \) be defined analogously \((\Omega, \mathcal{F}, \mathbb{P})\) and \( \mathcal{F}_t = (\mathcal{F}_t)_{t \geq 0} \) (in particular, \( \Omega = C(\mathbb{R}_+; \mathbb{R}^n) \)). Throughout the paper we set \( \tilde{\Omega} := \Omega \times \Omega, \mathcal{F} := \mathcal{F} \otimes \mathcal{F}, \mathbb{P} := \mathbb{P} \otimes \mathbb{P} \) with the corresponding product filtration \( \mathcal{F} \) defined similarly. For any stopping time \( \tau : \tilde{\Omega} \rightarrow \mathbb{R}_+ \) we define a shift operator \( \theta_\tau : \tilde{\Omega} \rightarrow \tilde{\Omega} \) to be

\[
\theta_\tau(\omega \times \tilde{\omega}) := (\omega(\tau(\omega \times \tilde{\omega}) + \cdot) - \omega(\cdot)) \times (\tilde{\omega}(\tau(\omega \times \tilde{\omega}) + \cdot) - \tilde{\omega}(\cdot)),
\]

for any \( \omega \in \Omega \) and \( \tilde{\omega} \in \tilde{\Omega} \).

Later in the paper we will use the following quantitative form of Harris’ ergodic theorem presented in [12] (see also [41, 67]).

**Theorem 2.3.** Let \((S, \Sigma, \rho)\) be a measure space, let \((\mathcal{P}_s)_{s \geq 0}\) be a Markov semigroup on \( S \), and let \( V : S \rightarrow [1, \infty) \) be such that

(i) there exist \( \gamma \in (0, 1) \) and \( C \geq 0 \) such that \( PV \leq \gamma V + C \),

(ii) there exist \( R \geq 2C/(1 - \gamma) \), \( \eta = \eta(R) > 0 \), and a probability measure \( \nu \) on \( S \) such that

\[
\inf_{s \in \{V \leq R\}} \mathcal{P} 1_A(s) > \eta \nu(A),
\]

for any \( A \in \Sigma \).
Then there exist constants \( C_0 > 0 \) and \( \gamma_0 \in (0,1) \) depending only on \( \gamma, C, R, \) and \( \eta \) and there exists a unique invariant measure \( \mu \) of \( (\mathcal{P}_n)_{n \geq 0} \) such that

\[
(\mathcal{P}_n)_{n \geq 0} \psi(s) - \int S \psi \, d\mu \leq C_0 \gamma_0^n V(s) \|\psi\|_\infty, \quad s \in S, \quad n \geq 0,
\]

for any \( \psi : S \to \mathbb{R} \) with \( \|\psi\|_\infty < \infty \).

3. Stochastic Mixing

We first state the assumptions on \((\sigma_k)_{k \geq 1}\) which we will use in order to prove Theorem 1.1

(A) The sequence \((\sigma_k)_{k \geq 1}\) satisfies the Hörmander condition, i.e. there exists \( K \geq 1 \) such that for any \( x \in \mathcal{M} \)

\[
\text{Lie}(\sigma_1, \ldots, \sigma_K)(x) = T_x \mathcal{M}.
\]

(B) \((\sigma_k(\cdot), \sigma_k(\cdot))_{k \geq 1}\) is an elliptic system, i.e. for any closed off-diagonal subset \( U \subset D^c \) there exists \( C_U > 0 \) such that for any \((x_1, x_2) \in U\)

\[
\sum_{k \geq 1} \langle \sigma_k(x_1), u \rangle_{x_1} + \langle \sigma_k(x_2), v \rangle_{x_2} \geq C_U (|u|^2 + |v|^2), \quad u \in T_{x_1} \mathcal{M}, \quad v \in T_{x_2} \mathcal{M}.
\]

(C) The normalized tangent flow, see (3.4) below, is elliptic, i.e. for any compact \( V \subset SM \) there exists \( C_V > 0 \) such that for any \((x, v) \in V\)

\[
\sum_{k \geq 1} \langle \sigma_k(x), u \rangle_x + \langle \sigma_k(x, v), w \rangle_{x,v} \geq C_V (|u|^2 + |w|^2), \quad u \in T_x \mathcal{M}, \quad w \in T_v(S_x \mathcal{M}).
\]

where \( T_v(S_x \mathcal{M}) \) is the tangent space to \( v \in S_x \mathcal{M} \), and where for each \( v \in S_x \mathcal{M} \) one has that

\[
\tilde{\sigma}_k(x, v) := \langle D\sigma_k(x), v \rangle - v' \langle D\sigma_k(x), v \rangle_x, \quad k \geq 1.
\]

(D) All \((\sigma_k)_{k \geq 1}\) are \( C^\infty(\mathcal{M}; T\mathcal{M}) \), with

\[
\sum_{k \geq 1} \|\sigma_k\|_\infty^2 + \|D\sigma_k\|_\infty^2 + \|D^2\sigma_k\|_\infty \|\sigma_k\|_\infty < \infty,
\]

and there exists \( \beta \in (0,1) \) such that the maps

\[
x, y \mapsto \sum_{k \geq 1} D\sigma_k(x) \otimes D\sigma_k(y) \quad \text{and} \quad x, y \mapsto \sum_{k \geq 1} D^2\sigma_k(x) \otimes \sigma_k(y), \quad x, y \in \mathcal{M},
\]

are \( C^\beta \) (i.e. \( \beta \)-Hölder continuous, see [23, Section 3]), while for any \((x, y) \in D_0\)

\[
\sum_{k \geq 1} \langle D^2w(x, y), \left( \frac{\sigma_k(x)}{\sigma_k(y)} \right) \rangle + \left( Dw(x, y), \frac{\langle \sigma_k, \sigma_k \rangle}{\sigma_k(y)} \right) - \langle D\sigma_k(x), w \rangle = O(|w|^{1+\beta})
\]

and both

\[
\sum_{k \geq 1} \left\| \langle Dw(x, y), \frac{\sigma_k(x)}{\sigma_k(y)} \rangle \otimes \langle Dw(x, y), \frac{\sigma_k(x)}{\sigma_k(y)} \rangle - \langle D\sigma_k(x), w \rangle \otimes \langle D\sigma_k(x), w \rangle \right\|,
\]
and

\[ \sum_{k \geq 1} \left| \left< Dw(x,y), \begin{pmatrix} \sigma_k(x) \\ \sigma_k(y) \end{pmatrix} \right> - \left< D\sigma_k(x), w \right> \right|^2, \]  

are bounded by \( C|w|^{2+\beta} \) for some uniform constant \( C > 0 \).

The coefficients \( \tilde{\sigma}_k(v) \) appearing in (C) above correspond to the so-called normalized tangent flow

\[ d\tilde{\phi}_t(v) = \sum_{k \geq 1} \tilde{\sigma}_k(\tilde{\phi}_t(v)) \circ dW^k_t, \quad \tilde{\phi}_0 = v, \]  

which describes the evolution of the normalized tangent vector in the Lagrangian picture of the solution of the following equation

\[ d\phi_t = \sum_{k \geq 1} \sigma_k(\phi_t) \circ dW^k_t, \quad \phi_0 = x, \]  

i.e.

\[ \tilde{\phi}_t(v) = \lim_{\varepsilon \to 0} \frac{w(\phi_t(x), \phi_t(\exp_\varepsilon(xv)))}{|w(\phi_t(x), \phi_t(\exp_\varepsilon(xv)))|}, \]  

where \((x, \varepsilon v) \mapsto \exp_\varepsilon(xv) \in \mathcal{M}\) is the exponential map (see Section 2) and where \( w(\phi_t(x), \phi_t(\exp_\varepsilon(xv))) \in T_{\phi_t(x)}\mathcal{M}\) is well-defined as thanks to Lemma 3.9 below \( \phi \) is a stochastic flow of diffeomorphisms, so \( d(\phi_t(x), \phi_t(\exp_\varepsilon(xv))) \to 0 \) as \( \varepsilon \to 0 \) (see Remark 2.1).

**Remark 3.1.** Thanks to the property (D) the property (B) is equivalent the fact that for any \( x_1, x_2 \in \mathcal{M} \) with \( x_1 \neq x_2 \) there exists a constant \( C(x_1, x_2) > 0 \) so that

\[ \sum_{k \geq 1} \left| \langle \sigma_k(x_1), u \rangle_{x_1} + \langle \sigma_k(x_2), v \rangle_{x_2} \right| \geq C(x_1, x_2)(|u|^2 + |v|^2), \quad u \in T_{x_1}\mathcal{M}, \quad v \in T_{x_2}\mathcal{M}, \]  

as in this case the function

\[ C(x_1, x_2) := \inf_{u \in T_{x_1}\mathcal{M}, \ v \in T_{x_2}\mathcal{M}} \sum_{k \geq 1} \left| \langle \sigma_k(x_1), u \rangle_{x_1} + \langle \sigma_k(x_2), v \rangle_{x_2} \right|^2 \]  

is continuous and hence on any closed set \( U \subset \mathcal{D}^c \) it can be bounded uniformly from below by a constant \( C_U > 0 \). The same can be shown for the condition (C).

**Remark 3.2.** Note that the last rather technical condition (D) is needed as we are going to apply Theorem 1.1 to the Kraichnan model where the sum in 1.1 is infinite in converse to classical works \[ 5, 11, 14, 27 \] where the corresponding sums are finite. Further, the reader should not be confused about such a seemingly complicated condition as for any \( x \in \mathcal{M} \) and \( u, v \in T_x\mathcal{M} \) we have that \( \langle Dw(x, x), (u, v) \rangle = v - u \), so by embedding \( \mathcal{M} \) into \( \mathbb{R}^t \) and by approximating \( \langle Dw(x, y), (\sigma_k(x), \sigma_k(y)) \rangle \approx \sigma_k(y) - \sigma_k(x) \) this condition is based on the fact that

\[ \langle D(\sigma_k(y) - \sigma_k(x)), (\sigma_k(x), \sigma_k(y)) \rangle = \langle D\sigma_k(y), \sigma_k(y) \rangle - \langle D\sigma_k(x), \sigma_k(x) \rangle \approx \langle D^2\sigma_k(x), (\sigma_k(x), w) \rangle + \langle D\sigma_k(x), D\sigma_k(x), w \rangle \]  

and

\[ \sigma_k(y) - \sigma_k(x) \approx \langle D\sigma_k(x), w \rangle, \]  

for \( d(x, y) \) sufficiently small.
Throughout the paper we will assume that $T : C^2(M) \to C(M)$ is strictly elliptic, i.e., for any fixed $x \in M$ and for any local coordinates $(x^1, \ldots, x^d)$ $T$ can be written as

$$Tf(x) = \sum_{i,j=1}^d a^{ij}(x) \frac{\partial^2 f(x)}{\partial x^i \partial x^j} + \sum_{i=1}^d b^i(x) \frac{\partial f(x)}{\partial x^i},$$

where $(a^{ij}(x))_{i,j=1}^d$ is a self-adjoint positive definite matrix. Equivalently, thanks to (2.2) $T$ is strictly elliptic if and only if

$$\sum_{m=1}^n |\langle \chi_m(x), v \rangle_x|^2 > 0 \text{ for any } x \in M \text{ and } v \in T_xM.$$  

(3.6)

In particular, the following lemma holds true. Recall that $\sigma f := \langle Df, \sigma \rangle = \langle \nabla f, \sigma \rangle_{T_M}$ for any $C^\infty$ vector field $\sigma : M \to TM$ and for any $C^\infty$ function $f : M \to \mathbb{R}$.

Lemma 3.3. Let $T$ be strictly elliptic. Then for any $u \in C^1(M)$

$$\sum_{m=1}^n \|\chi_m u\|_{L^2(M)}^2 = \sum_{m=1}^n \|\langle \chi_m, \nabla u \rangle_x\|_{L^2(M)}^2 \approx \|\nabla u\|_{L^2(M;TM)}^2 = \|\nabla u\|_{L^2(M;\mathbb{R}^d)}^2.$$  

(3.7)

Proof. First recall that $\nabla u(x) \in T_xM$, so $\|\nabla u(x)\|_{T_xM} = \|\nabla u(x)\|_{\mathbb{R}^d} = |\nabla u(x)|$, so the last part of (3.7) follows.

Note that by (3.6) for any $x \in M$ there exist positive constants $c(x)$ and $C(x)$ such that

$$c(x) \sum_{m=1}^n |\langle \chi_m(x), v \rangle_x|^2 \leq |v|^2 \leq C(x) \sum_{m=1}^n |\langle \chi_m(x), v \rangle_x|^2, \quad v \in T_xM.$$  

Choose $c(x)$ and $C(x)$ sharp. As $(\chi_m)_{m=1}^n$ are $C^\infty$, $c(x)$ and $C(x)$ chosen sharp are continuous in $x \in M$. Therefore there exist $c = \min_{x \in M} c(x) > 0$ and $C = \max_{x \in M} C(x) < \infty$, so that

$$c \sum_{m=1}^n |\langle \chi_m(x), v \rangle_x|^2 \leq |v|^2 \leq C \sum_{m=1}^n |\langle \chi_m(x), v \rangle_x|^2, \quad v \in T_xM,$$

for any $x \in M$, and therefore the lemma follows. □

If we assume (A)–(D) and the abovementioned assumption on $T$, then the stochastic equation (1.1) has a unique solution $(u_t)_{t \geq 0}$ with values in $L^2(M)$ so that $u_t \in H^1(M)$ for any $t \geq 0$ (see Section 2 for the definition of $L^2(M)$ and $H^1(M)$). Indeed, if one fixes a Gelfand triple $H^1(M) \subset L^2(M) \subset H^{-1}(M)$, then (1.1) satisfies the conditions (H1)–(H4) on 61 p. 70 as in this case we have that $du_t = Q u_t dt + R u_t dW_t^H$, where $W_t^H$ is a cylindrical Brownian motion over a separable infinite-dimensional Hilbert space $H$ and $Q \in \mathcal{L}(H^1(M);H^{-1}(M))$ and $R \in \mathcal{L}(H^1(M);\mathcal{L}(H,L^2(M)))$ are defined via

$$Qf := Tf + \frac{1}{2} A^2 \sum_{k \geq 1} \langle \sigma_k, \nabla(\sigma_k, \nabla f)_{T_M} \rangle_{T_M},$$

$$Rf := -A \sum_{k \geq 1} \langle \sigma_k, \nabla f \rangle_{T_M} e_k,$$
for any $f \in H^1(\mathcal{M})$, where $(e_k)_{k \geq 1}$ is an orthonormal basis of $H$. (H1) then follows by the linearity, while (H2)–(H4) follows from a direct computation (see also [61, Example 4.1.7]), where one exploits the fact that the sequence $(\|\sigma_k\|_\infty \|D\sigma_k\|_\infty)_{k \geq 1}$ is summable by (4.2) and that by the divergence theorem for manifolds (see e.g. [58, Theorem 16.32] and [79, Theorem 1])

$$
\int_\mathcal{M} T f(x) f(x) \, d\mu(x) + \sum_{m=1}^n \int_\mathcal{M} (\chi_m f(x))^2 \, d\mu(x)
$$

(3.8)

$$
= \int_\mathcal{M} \sum_{m=1}^n \langle \chi_m(x), \nabla(f(x)\chi_m f(x)) \rangle_{T, \mathcal{M}} \, d\mu(x)
$$

as $(\chi_m)_{m=1}^n$ are divergence free, so $\int_\mathcal{M} T f(x) f(x) \, d\mu(x) \leq 0$ and hence by [61, theorem 4.2.4] existence and uniqueness of the solution of (1.1) follows.

In order to prove Theorem (1.1) we will first consider the solution of the following stochastic equation on $\mathbb{R}_+ \times \mathcal{M}$, obtained from (1.16) by rescaling (see Subsection 4),

$$
\begin{cases}
\frac{du_t}{u_0} + \sum_{k \geq 1} \langle \sigma_k, \nabla u_t \rangle_{T, \mathcal{M}} \, dW_t^k = \kappa T u_t \, dt, \\
\kappa T u_t \, dt, \\
\quad = u \in H^1(\mathcal{M}),
\end{cases}
$$

(3.9)

where $(\sigma_k)$ satisfy (A)–(D) and where $\kappa \geq 0$. Note that (3.9) has a unique solution with values in $L^2(\mathcal{M})$ in the case of $\kappa > 0$ for the same reason as (1.1) (see the argument above).

**Remark 3.4.** We comment on the well-posedness of solutions in the case $\kappa = 0$ separately, that is, the existence and uniqueness of solutions to

$$
\begin{cases}
\frac{du_t}{u_0} + \sum_{k \geq 1} \langle \sigma_k, \nabla u_t \rangle_{T, \mathcal{M}} \, dW_t^k = 0, \\
\quad = u \in H^1(\mathcal{M}).
\end{cases}
$$

(3.10)

In this case, the standard methods for stochastic PDE do not apply, due to the lack of viscosity.

We say that an adapted process $(u_t)_{t \geq 0}$ is a solution to (3.10) if

$$(u_t)_{t \geq 0} \in L^2(\Omega; L^2_{loc}(\mathbb{R}_+; H^1(\mathcal{M}))) \cap L^2(\Omega; C_{loc}(\mathbb{R}_+; L^2(\mathcal{M})))$$

and a.s., for all $t \geq 0$,

$$u_t = -\sum_{k \geq 1} \int_0^t \langle \sigma_k, \nabla u_s \rangle_{T, \mathcal{M}} \, dW_s^k - \sum_{k \geq 1} \int_0^t \langle \sigma_k, \nabla (\sigma_k \nabla u_s)_{T, \mathcal{M}} \rangle_{T, \mathcal{M}} \, ds,$$

as an equation in $L^2(\mathcal{M})$.

In order to show that a solution to (3.10) exists we consider the flow of $C^1$-diffeomorphisms $(\phi_t)_{t \geq 0}$ to $d\phi_t(x) = \sum_{k \geq 1} \sigma_k(\phi_t(x)) \, dW_t^k$, $\phi_0(x) = x \in \mathcal{M}$ (see Lemma 3.9 below), and set $u_t(x) := u(\phi_t^{-1}(x))$. Then, $u_t$ satisfies $(u_t)_{t \in [0,T]} \in L^p(\Omega \times [0,T]; L^2(\mathcal{M}))$ for any $p \geq 1$ and $T > 0$. Indeed, $\phi_t$ is measure preserving by Remark 3.7 below which implies $\|u_t\|_{L^2(\mathcal{M})} = \|u\|_{L^2(\mathcal{M})}$. Moreover, as by Lemma 3.9 $(\phi_t)_{t \geq 0}$ is continuous in $t$ in the sense that for $\mathbb{P}$-a.e. $\omega \in \Omega$ and for any $T > 0$ one has that

$$\sup_{x \in \mathcal{M}} \frac{d((\phi_t)^{-1}(x), (\phi_s)^{-1}(x))}{\sqrt{|t-s|^{1/4}}} \lesssim_{\omega} |t-s|^{1/4}, \quad t, s \in [0, T],$$
$(u_t)_{t \geq 0}$ is $\mathbb{P}$-a.s. $L^2(\mathcal{M})$-continuous for any $u \in C^\infty(\mathcal{M})$. Continuity for a general $u \in L^2(\mathcal{M})$ then follows by contractivity and a limiting argument. Furthermore, by Lemma 3.9 we have that $(u_t)_{t \in [0,T]} \in L^p(\Omega \times [0,T]; H^1(\mathcal{M}))$ for any $p \geq 1$ and $T > 0$, since

$$(\nabla u_t(x), v)_x = (\nabla (\phi_t^{-1}(x)), (\mathcal{D} \phi_t^{-1}(x), v))_{\phi_t^{-1}(x)}, \quad x \in \mathcal{M}, \quad v \in T_x \mathcal{M}.$$ 

Next, let us show that $(u_t)_{t \geq 0}$ satisfies (3.11) in $H^{-1}(\mathcal{M})$. To this end note that by the condition (D), (3.12), and Lemma 3.9 for any $T > 0$

$$\mathbb{E} \sum_{k \geq 1} \int_0^T \left\| \langle \sigma_k, \nabla u_t \rangle_{T, \mathcal{M}} \right\|^2_{L^2(\mathcal{M})} + \left\| \langle \sigma_k, \nabla u_t \rangle_{T, \mathcal{M}} \right\|_{H^{-1}(\mathcal{M})} \, dt < \infty,$$

so the right-hand side of (3.11) is well-defined in $H^{-1}(\mathcal{M})$. Further, by Remark 3.7, itô’s formula, and the fact that $u_t \in H^1(\mathcal{M}) \subset L^2(\mathcal{M})$ a.s. by (3.12) we have that for any $\psi \in C^\infty(\mathcal{M})$ a.s. for any $t \geq 0$

$$H^{-1}(\mathcal{M}) \langle u_t, \psi \rangle_{H^1(\mathcal{M})} = \int_{\mathcal{M}} u(t, x) \psi(x) \, d\mu(x) = \int_{\mathcal{M}} u(x) \psi(t, x) \, d\mu(x)$$

$$= \int_{\mathcal{M}} u(x) \sum_{k \geq 1} \int_0^t \langle \sigma_k(x), \nabla \psi(x) \rangle \, dW_s^k \, d\mu(x)$$

$$\quad \quad + \sum_{k \geq 1} \int_0^t \int_{\mathcal{M}} u(x) \langle \sigma_k(x), \nabla \psi(x) \rangle \, d\mu(x) \, dW_s^k$$

$$= \sum_{k \geq 1} \int_0^t \int_{\mathcal{M}} u_s(x) \langle \sigma_k(x), \nabla \psi(x) \rangle \, d\mu(x) \, dW_s^k$$

$$= - \int_{\mathcal{M}} \sum_{k \geq 1} \int_0^t \langle \sigma_k(x), \nabla u_s(x) \rangle \psi(x) \, d\mu(x) \, dW_s^k$$

$$= - \int_{\mathcal{M}} \sum_{k \geq 1} \langle \sigma_k, \nabla u_s \rangle_{T, \mathcal{M}, \psi} \, dW_s^k$$

where $(\ast)$ follows from the stochastic Fubini theorem [72, Theorem 65], the condition (D), and the fact that $u \in H^1(\mathcal{M}) \subset L^2(\mathcal{M})$. Since $C^\infty(\mathcal{M})$ is dense in $H^1(\mathcal{M}) = (H^{-1}(\mathcal{M}))^*$, (3.11) holds true in $H^{-1}(\mathcal{M})$. Since both $(u_t)_{t \geq 0}$ and $\sum_k \langle \sigma_k, \nabla u \rangle_{T, \mathcal{M}} \times W^k$ have $L^2(\mathcal{M})$-valued continuous versions, (3.11) holds in $L^2(\mathcal{M})$.

Uniqueness of solutions follows from linearity and an application of the Itô formula [61, Theorem 4.2.5 and (4.30)].

As we will see later in Section 4.1 (3.9) with $\kappa = 1/A^2$ corresponds to (1.1) by rescaling. For us it will be easier to work with (3.9) as in this setting we are able to let $\kappa \to 0$ (corresponding $A \to \infty$ in (1.1)) and consider the behaviour of the equation for $\kappa = 0$ as the solution of (3.9) is in a sense continuous in $\kappa$.

We first establish mixing of $u_t$ in (3.9) in the sense of [17, 60, 65], i.e. we show that $\|u_t\|_{H^{-l}}$ vanishes for any $s > 0$ with an exponential rate uniform in $\kappa$, and based on this convergence show (1.4).

**Theorem 3.5.** Let $(\sigma_k)_{k \geq 1}$ satisfy the conditions (A)–(D) and let $(u_t)_{t \geq 0}$ be the solution of (3.9) with $u$ being mean-zero in $H^s(\mathcal{M}) \cap H^1(\mathcal{M})$ for some $s \in$
Then there exist \( \kappa_0 > 0 \) and \( \gamma_0 > 0 \) independent of \( s \) and \( u \) such that for any \( \kappa \in [0, \kappa_0] \) and \( \gamma \in (0, \gamma_0) \) there exists \( D_{\kappa, \gamma} : \Omega \to [1, \infty) \) so that
\[
\| u_t \|_{H^{-s}} \leq \| D_{\kappa, \gamma} e^{-\gamma s t} \| \| u \|_{H^s}, \quad t > 0.
\]
Moreover, \( \mathbb{E}[|D_{\kappa, \gamma}|^p] < \infty \) for any \( 1 \leq p < \frac{9\gamma_0}{2\gamma} \).

Remark 3.6. Note that for \( \kappa > 0 \) the SPDE (3.9) is well-posed for a general \( u \in L^2(\mathcal{M}) \) thanks to [61, Chapter 4.2]. Since, due to [61, Proposition 2.4.10], the mapping \( u \mapsto u_t \) is in \( \mathcal{L}(L^2(\mathcal{M}), L^2([0, T]; L^2(\mathcal{M}))) \) for any \( t \geq 0 \), (3.13) remains valid for any initial value \( u \in H^s \) with \( s \in [0, 1) \).

The structure of the proof of Theorem 3.5 is inspired by the one presented in [17], where the authors exploit Theorem 2.3 for the two-point Lagrangian flow corresponding to passive scalars transported by solutions to the stochastic Navier-Stokes equation. Note that in contrast to the present work this leads to a random PDE rather than a stochastic PDE. One major difference of the present work to [14] and [17] is that here we are addressing the case of irregular coefficients, so that the results of [14] do not apply and have to be generalized (see e.g. Appendix A).

The following analysis relies on the Lagrangian flow corresponding to (3.9) which for each \( \kappa \geq 0 \) is defined by (see Lemma 3.9 below and [44, Chapter 3.1])
\[
\begin{aligned}
\frac{d\phi^\kappa_t(x)}{dt} &= \sum_{k \geq 1} \sigma_k(\phi^\kappa_t(x)) \circ dW^k_t + \sqrt{2\kappa} \sum_{m=1}^n \chi_m(\phi^\kappa_t(x)) \circ d\tilde{W}^m_t, \\
\phi^\kappa_0(x) &= x,
\end{aligned}
\]
where \( \tilde{W} = (\tilde{W}^m)_{m=1}^n \) is a standard Brownian motion in \( \mathbb{R}^n \) independent of \( (W^k)_{k \geq 1} \) and \( x \in \mathcal{M} \).

Remark 3.7. Note that \( \phi^\kappa_t \) is a.s. measure preserving for any \( t \geq 0 \) by [9, Theorem 4.2] and the formula (23) as \( (\sigma_k)_{k \geq 1} \) are divergence-free.

Let us shortly recall how (3.9) is connected with (3.14). Let \( (\phi^\kappa_t(x))_{t \geq 0} \) be the flow of solutions of (3.14) (see Lemma 3.9 below), let \( u \in L^2(\mathcal{M}) \) be as in (3.9), and set
\[
\begin{aligned}
u_t := \mathbb{E}_\tilde{W} u((\phi^\kappa_t)^{-1}(.)) := \mathbb{E} u((\phi^\kappa_t)^{-1}(.))(W^k_{t \geq 1}), \quad t \geq 0,
\end{aligned}
\]
where the conditional expectation \( \mathbb{E}_\tilde{W} \) is well-defined on \( L^p(\Omega; L^2(\mathcal{M})) \) for any \( p \geq 1 \) by [41, Section 2.6], as since \( \phi^\kappa_t \) is a measurable \( C^1 \)-diffeomorphism-valued function, \( u((\phi^\kappa_t)^{-1}(.)) : \Omega \to L^2(\mathcal{M}) \) is strongly \( \mathcal{F} \)-measurable by [41, Theorem 1.1.6].

We now show that, for \( u \in C^\infty(\mathcal{M}) \), \( (u_t)_{t \geq 0} \) defined in (3.15) is a solution to (3.9) in the sense of [61, Definition 4.2.1]. In this case \( (u_t)_{t \geq 0} \) solves (3.9) in \( H^{-1}(\mathcal{M}) \) analogously to Remark 3.4. In order to show that then \( u_t \) is a solution to (3.9) it remains to show that
\[
(\nu_t)_{t \in [0, T]} \in L^p(\tilde{\Omega} \times [0, T]; L^2(\mathcal{M})) \cap L^p(\tilde{\Omega} \times [0, T]; H^1(\mathcal{M})),
\]
for any \( T > 0 \) and \( p \geq 1 \). To this end notice that for any \( x \in \mathcal{M} \) and \( v \in T_x \mathcal{M} \)
\[
\langle \nabla u((\phi^\kappa_t)^{-1}(x)), v \rangle_x = \langle \nabla u((\phi^\kappa_t)^{-1}(x)), (D(\phi^\kappa_t)^{-1}(x), v) \rangle_{(\phi^\kappa_t)^{-1}(x)},
\]
which yields that \( (\nu_t)_{t \in [0, T]} \in L^p(\tilde{\Omega} \times [0, T]; H^1(\mathcal{M})) \) for any \( T > 0 \) and \( p \geq 1 \) by Lemma 3.9 below.
The fact that $(u_t)_{t \geq 0}$ is the solution of (3.3) for a general $u \in L^2(M)$ then follows from [61, Proposition 4.2.10] and the continuity of a conditional expectation.

**Remark 3.8.** Note that the formula (3.13) holds true for any $\mathcal{F}$-stopping time $\tau : \Omega \to \mathbb{R}_+$. Moreover, one can show that in this case

$$u_\tau(x) = \mathbb{E}(u((\phi_\tau^x)^{-1}(x)) \mid (W^k)_{k \geq 1}, (\tilde{W}^m_{t+\tau} - \tilde{W}^m_{\tau})_{t \geq 0, m=1,\ldots,n}), \quad x \in M$$

as $\phi_\tau^x$ is independent of $(\tilde{W}^m_{t+\tau} - \tilde{W}^m_{\tau})_{t \geq 0, m=1,\ldots,n}$.

Let us start by showing that $\phi_\tau^x(x)$ is continuous in both $x$ and $\kappa$. Recall that $d : M \times M \to \mathbb{R}_+$ is the distance function on $M$. Recall also that $M$ can be isometrically embedded into $\mathbb{R}^\ell$, i.e. there exists an isometric embedding $\iota : M \hookrightarrow \mathbb{R}^\ell$. Thus, for any $x \in M$ there exists the linear isomorphic embedding $\iota_x := D_1(x) : T_xM \to \mathbb{R}^\ell$. Therefore, any linear operator $R : T_xM \to T_yM$ can be extended to a linear operator $R^{\mathcal{E}} \in \mathcal{L}(\mathbb{R}^\ell)$ as follows: $R^{\mathcal{E}}\iota_x(v) = \iota_y(Rv)$ for any $v \in T_xM$, and $R^{\mathcal{E}}u = 0$ for any $u \in \mathbb{R}^\ell$ orthogonal to $\iota_x(T_xM)$. For any $x_1, x_2, y_1, y_2 \in M$ and for any $R_1 \in \mathcal{L}(T_{x_1}M, T_{y_1}M)$ and $R_2 \in \mathcal{L}(T_{x_2}M, T_{y_2}M)$ we set

$$\|R_1 - R_2\| := \|R_1^{\mathcal{E}} - R_2^{\mathcal{E}}\|_{\mathcal{L}(\mathbb{R}^\ell)}.$$  

**Lemma 3.9.** For any $\kappa \geq 0$ there exists a stochastic flow of $C^1$-diffeomorphisms $(\phi_t^x)_{t \geq 0}$ on $M$ which satisfies (3.14) for any $x \in M$. Moreover, for any $T \geq 0$, $\kappa_0 > 0$, and $p \in \mathbb{R}$ there exists a constant $C > 0$ such that for any $\kappa, \kappa' \in [0, \kappa_0]$, $x, x' \in M$, and $t, t' \in [0, T]$

$$\mathbb{E}d(\phi_t^x, \phi_{t'}^{x'})^p + d((\phi_t^x)^{-1}(x), (\phi_{t'}^{x'})^{-1}(x'))^p \leq C \left( |\kappa - \kappa'|^\frac{p}{2} + d(x, x')^p + |t - t'|^\frac{p}{2} \right), \quad x, x' \in M,$$

Further, for any $T > 0$ there exists a random variable $\tilde{C} : [0, T] \to \mathbb{R}_+$ having moments of all orders $p \geq 1$ such that for any $\kappa, \kappa' \in [0, \kappa_0]$, $x, x' \in M$, and $t, t' \in [0, T]$

$$d(\phi_t^x, \phi_{t'}^{x'}) + d((\phi_t^x)^{-1}(x), (\phi_{t'}^{x'})^{-1}(x')) \leq \tilde{C} \left( |\kappa - \kappa'|^\frac{p}{2} + d(x, x')^\frac{p}{2} + |t - t'|^\frac{p}{2} \right)$$

and

$$\|D\phi_t^x(x) - D\phi_{t'}^{x'}(x')\| + \|(D\phi_t^x(x))^{-1} - (D\phi_{t'}^{x'}(x'))^{-1}\| \leq \tilde{C} \left( |\kappa - \kappa'|^\frac{p}{2} + d(x, x')^\frac{p}{2} + |t - t'|^\frac{p}{2} \right),$$

where $\beta$ is as in the condition (D) and where the norms in (3.19) are defined by (3.16).

**Proof.** Let us define a flow $\phi$ on $M \times \mathbb{R}$

$$(3.20) \quad \begin{cases} d\phi_t(x, \mu) = \sum_{k \geq 1} \sigma_k(\phi_t(x, \mu)) \circ dW^k_t, \\ \phi_0(x, \mu) = x, \end{cases}$$

where $(x, \mu) \in M \times \mathbb{R}$. Note that $\phi(\cdot, \mu)$ coincides with (3.14) for $\mu = \sqrt{2\kappa}$. Then by [72, Theorem V.26] (recall that all our integrals can be considered in $\mathbb{R}^\ell$, see
Remark 2.2 we have that
\[
d\phi_t(x,\mu) = \sum_{k \geq 1} \sigma_k(\phi_t(x,\mu)) \, dW_k^t + \mu \sum_{m=1}^{n} \chi_m(\phi_t(x,\mu)) \, d\tilde{W}_t^m
\]
\[+ \frac{1}{2} \sum_{k \geq 1} \langle D\sigma_k(\phi_t(x,\mu)), \sigma_k(\phi_t(x,\mu)) \rangle \, dt \]
\[+ \frac{\mu}{2} \sum_{m=1}^{n} \langle D\chi_m(\phi_t(x,\mu)), \chi_m(\phi_t(x,\mu)) \rangle \, dt.
\]

Therefore the flow (3.20) has the local characteristics \((a,b,A)\) (see [53, pp. 79–84]) defined for any \(t \geq 0\), \(x,x' \in \mathcal{M}\), and \(\mu,\mu' \in \mathbb{R}\) by
\[
a((x,\mu),(x',\mu'),t) = \sum_{k \geq 1} \langle \sigma_k(x),\sigma_k(x') \rangle + \mu\mu' \sum_{m=1}^{n} \langle \chi_m(x),\chi_m(x') \rangle,
\]
\[
b((x,\mu),t) = \frac{1}{2} \sum_{k \geq 1} \langle D\sigma_k(x),\sigma_k(x) \rangle + \frac{\mu}{2} \sum_{m=1}^{n} \langle D\chi_m(x),\chi_m(x) \rangle,
\]
where the inner product \(\langle \cdot , \cdot \rangle\) is defined in Section 2. Note that by (3.2) and condition (D) we have that \(a(\cdot,\cdot)\) and \(b(\cdot,\cdot)\) are in \(C^{1,\beta}\) for any fixed \(t \geq 0\) and for \(\beta > 0\) from the condition (D). Consequently, by [53, Theorem 4.6.5] we have that the flow \(\phi\) is a stochastic flow of \(C^{1,\beta}\) diffeomorphisms. Therefore (3.17) for \(\phi^\kappa\) follows from [53, Lemma 4.5.5 and 4.5.6].

Equation (3.17) for \((\phi^\kappa)^{-1}\) follows analogously to the same inequalities for \(\phi^\kappa\) and the fact that \(\phi\) is a backward Brownian flow. Indeed, as \(\phi\) is a Brownian flow (since its local characteristics are deterministics), by modifying [53, Theorem 4.2.10] (note that thanks to the proof of [53, Theorem 4.2.10] we do not need \(\phi\) to be a \(C^2\) flow necessarily but only that \(\sum_{k \geq 1} \langle D\sigma_k, \sigma_k \rangle\) being \(C^{1,\beta}\), which is guaranteed by (D)) we have that \(\phi\) has a \(C^1\) backward stochastic flow with the local characteristics \((a,-b,A)\), so the desired holds true.

Let us show (3.18) and (3.19). First, (3.18) follows from (3.17) and [53, Theorem 1.4.1]. Next, analogously to [53, Theorem 4.6.4, and the proof of Corollary 4.6.7] thanks to (3.21) and Remark 2.2 we can show that there exists \(c > 0\) such that for any fixed \(t,t' \in [0,T]\), \(x,x' \in \mathcal{M}\), and \(\mu,\mu' \in [0,\sqrt{\kappa_0}]\)
\[
\mathbb{E} ||D\phi_t(x,\mu) - D\phi_{t'}(x',\mu')||^p \leq c(\mu - \mu'|^{p\beta} + d(x,x')^{p\beta} + |t-t'|^{\frac{p}{2}}).
\]
Let
\[
\tilde{C} := \sup_{x,x' \in \mathcal{M}, \mu,\mu' \in [0,\sqrt{\kappa_0}], t,t' \in [0,T]} \frac{|D\phi_t(x,\mu) - D\phi_{t'}(x',\mu')|}{|\mu - \mu'|^{\frac{p}{2}} + |x - x'|^{\frac{p}{2}} + |t-t'|^{\frac{p}{2}}}
\]
where we set \(\tilde{0} = 0\) for simplicity. Then by [53, Theorem 1.4.1] \(\tilde{C}\) has moments of all orders (we leave the technical details to the reader, which is exactly (3.19). The part of (3.19) concerning \(||(D\phi^\kappa_t(x))^{-1} - (D\phi^\kappa_{t'}(x'))^{-1}\)|| follows similarly via exploiting that \(\phi\) is a backward Brownian flow.

Later we will need the following corollaries.
Corollary 3.10. Fix $\kappa_0$ and $T > 0$. Then for any $p \geq 1$ there exist $\delta > 0$ and an integrable random variable $C$ such that a.s.

$$ \sup_{\kappa \in [0, \kappa_0], t \in [0, T], x \in \mathcal{M}} \left( \|D\phi_t^\kappa(x) - I_{T, \mathcal{M}}\|^p + \|D\phi_t^\kappa(x)^{-1}I_{T, \mathcal{M}}\|^p \right) < CT^\delta. $$

Proof. The corollary is a direct consequence of (3.19). \hfill \Box

Corollary 3.11. Let $\tau$ be an $\mathcal{F}$-stopping time. Then for any $\kappa > 0$ we have that $(\phi_t^{\kappa, \tau})_{t \geq 0} := (\phi_t^\kappa(\phi_0^{\kappa, \tau})^{-1})_{t \geq 0}$ is a Brownian flow of homeomorphisms. Moreover, $(\phi_t^{\kappa, \tau})_{t \geq 0}$ depends only on $(W_t^k - W_t^m)_{t \geq 0, k \geq 1}$ and $(\tilde{W}_t^m - \tilde{W}_t^m)_{t \geq 0, m = 1, \ldots, n}$ and it has the same distribution as $(\phi_t^\kappa)_{t \geq 0}$ as a random element in $C(\mathbb{R}^n; C(\mathcal{M}; \mathcal{M}))$.

The major ingredient of the proof of Theorem 3.5 will be the following fact. Due to Appendix A (see also [14, (2.9)]) the conditions (A)–(D) yield that the leading Lyapunov exponent of the Lagrangian flow generated by (3.3)

$$ \lambda_1 := \lim_{t \to \infty} \frac{1}{t} \log \|D\phi_t(x)\| $$

is independent of choice of $x \in \mathcal{M}$ and is positive. Moreover, there exists $p_0 > 0$ such that for any $p \in [-p_0, p_0]$ there exists the moment Lyapunov function $\Lambda(p)$ which is defined by

$$ \Lambda(p) := -\lim_{t \to \infty} \frac{1}{t} \log \mathbb{E}_{\tau(t)} |D\phi_t(x)v|^p, \quad x \in \mathcal{M}, \quad v \in S_x \mathcal{M}. $$

Note that by Appendix A (see also [14, (2.9)]) the limit (3.25) exists and does not depend neither on $x$ nor on $v$. Furthermore, the following proposition connects $\Lambda(p)$ and $\lambda_1$.

Proposition 3.12. Let $\Lambda(p)$ be defined by (3.25). Then

(A) $p \mapsto \Lambda(p)$ is continuous and concave in $p \in [-p_0, p_0]$,

(B) $\Lambda(p) = \lambda_1 p + o(p)$ as $p \to 0$, where $\lambda_1$ is the top Lyapunov exponent defined by (3.24).

We refer the reader to Appendix A for the proof of Proposition 3.12.

3.1. Construction of a Lyapunov function for the two-point motion. The goal of this section is to construct a Lyapunov function in order to prove the drift condition (i) from the Harris’ Theorem 2.3 for the two-point motion. Let $(P_t^{(2), \kappa})_{t \geq 0}$ be the Markov semigroup on $C(\mathbb{D}^e)$ associated with the two-point process generated by (3.14). This means that for any continuous $\psi : \mathbb{D}^e \to \mathbb{R}$ we have that

$$ P_t^{(2), \kappa} \psi(x, y) = \mathbb{E}_{x,y} \psi(x_t^\kappa, y_t^\kappa), \quad t \geq 0, $$

where we denote $(x_t^\kappa)_{t \geq 0} := (\phi_t^\kappa(x))_{t \geq 0}$ and $(y_t^\kappa)_{t \geq 0} := (\phi_t^\kappa(y))_{t \geq 0}$ for simplicity and where the processes $x^\kappa$ and $y^\kappa$ are driven by the same noise paths $(W_t^k)_{t \geq 1}$ and $(\tilde{W}_t^m)_{m = 1}$. Let $P_t^{(2), 0} := P_t^{(2), 0}$, $\phi_t := \phi_t^0$, $x_t := x_t^0$, and $y_t := y_t^0$ for any $t \geq 0$. Note that as $(\phi_t^\kappa)_{t \geq 0}$ is a flow of diffeomorphisms, a.s. $x_t^\kappa \neq y_t^\kappa$ for any $x \neq y$.

We would like to show that there exist $p > 0$ and $\tilde{V}_p : \mathbb{D}^e \to \mathbb{R}_+$ such that $\tilde{V}_p(x, y) \asymp d(x, y)^{-p}$ for all $(x, y) \in \mathbb{D}^e$ and $P_t^{(2), \kappa} \tilde{V}_p \leq \lambda(t) \tilde{V}_p + C$ for some fixed $t > 0$, $\lambda \in (0, 1)$, and $C > 0$, and for any $\kappa \in [0, \kappa_0]$. Such a function $\tilde{V}_p$ for the case of finitely many $\sigma_i$’s and $\kappa = 0$ was constructed by Baxendale and Stroock in [14]. The construction provided in [14] cannot be applied to the case considered in...
this work, since it relies on the smoothness of the coefficients. Therefore, we need to recheck and adapt the approach from [14] to the present irregular setting.

The major tool used in [14], which we are going to exploit as well is the “twisted” Markov semigroup \( \tilde{P}^p : \mathbb{R}_+ \to \mathcal{L}(C(SM)) \) which linearizes the two-point motion and which is defined by

\[
\tilde{P}^p_t \psi(x,v) := \mathbb{E}(x,v)[D\phi_t \psi(x_t,v_t)], \quad x \in \mathcal{M}, \quad v \in S_x \mathcal{M}, \quad t \geq 0,
\]

where for any \( v \in S_x \mathcal{M} \) we set \( \phi_t(v) := \tilde{\phi}_t(v) = \frac{D\phi_t v}{\|D\phi_t v\|} \in S_x \mathcal{M} \) (see (3.4) and Appendix A for more information). Then according to Appendix A the following proposition holds true.

**Proposition 3.13.** There exists \( p_* > 0 \) such that for any \( p \in [-p_*,p_*] \) there exists \( \psi_p \in C^{2+\beta/2}(SM) \) with \( \|\psi_p - 1\|_{\infty} < 1/10 \) such that \( \tilde{P}^p_t \psi_p = e^{-c\Lambda(p)t} \psi_p \) for any \( t \geq 0 \).

For any \( q \in \mathbb{R} \) let us define \( C_q(D^c) \) to be the space of all continuous functions \( \psi \) on \( D^c \) which norm

\[
\|\psi\|_{C_q(D^c)} := \sup_{(x,y) \in D^c} \frac{|\psi(x,y)|}{d(x,y)^{-q}},
\]

is finite and \( \psi(x,y) = o(d(x,y)^{-q}) \). Note that \( \|\psi\|_{\infty} \geq \|\psi\|_{C_q(D^c)} \) for \( q > 0 \), so \( C(D^c) \subset C_q(D^c) \) in this case.

**Lemma 3.14.** Fix \( q \geq 0 \). Then \( (P_t^{(2)})_{t \geq 0} \) forms a \( C_0 \)-semigroup of bounded linear operators on \( C_q(D^c) \).

**Proof.** First let us show that \( P_t^{(2)} \) is bounded on \( C_q(D^c) \) for any \( t \geq 0 \). To this end note that for any \( (x,y) \in D^c \) (see Subsection 3.2 for the definition of \( (x_t)_{t \geq 0} \) and \( (y_t)_{t \geq 0} \),

\[
|P_t^{(2)}(x,y)| = |\mathbb{E}(x,y) \psi(x_t,y_t)|
\]

\[
\leq \mathbb{E}(x,y) d(x_t,y_t)^{-q} \frac{\|\psi(x_t,y_t)\|}{d(x_t,y_t)^{-q}} \leq \mathbb{E}(x,y) d(x_t,y_t)^{-q} \|\psi\|_{C_q(D^c)},
\]

therefore it is sufficient to show that

\[
(3.27) \quad \mathbb{E}(x,y) d(x_t,y_t)^{-q} < C_t d(x,y)^{-q},
\]

for some constant \( C_t > 0 \) and for any \( t \geq 0 \), which follows from (3.17). Further, assume that for any \( (x,y) \in D^c \) we have \( |\psi(x,y)| \leq \eta(d(x,y)) d(x,y)^{-q} \) for some fixed bounded nondecreasing \( \eta : \mathbb{R}_+ \to \mathbb{R}_+ \) with \( \eta(s) \to 0 \) as \( s \to 0 \) (such \( \eta \) exists as \( \psi \in C_q(D^c) \)). Then for any \( (x,y) \in D^c \)

\[
|P_t^{(2)}(x,y)| d(x,y)^q \leq \mathbb{E}(x,y) d(x_t,y_t)^{-q} \|\psi(x_t,y_t)\| d(x_t,y_t)^{-q}
\]

\[
\leq \mathbb{E}(x,y) \frac{d(x_t,y_t)^{-q}}{d(x,y)^{-q}} \eta(d(x,y)) d(x_t,y_t)^{-q} \leq \left( \mathbb{E}(x,y) \frac{d(x_t,y_t)^{-2q}}{d(x,y)^{-2q}} \right)^{1/2} \sqrt{\mathbb{E}(x,y) \eta^2(d(x_t,y_t))},
\]

where \( \mathbb{E}(x,y) \frac{d(x_t,y_t)^{-2q}}{d(x,y)^{-2q}} \) is bounded uniformly in \( (x,y) \in D^c \) by (3.17) and where

\[
(3.28) \quad \mathbb{E}(x,y) \eta^2(d(x_t,y_t)) = o(1) \quad \text{as} \quad d(x,y) \to 0
\]
by the fact that \( d(x_1, y_1) \leq \tilde{C} d(x, y) \frac{1}{4} \) for some integrable \( \tilde{C} : \Omega \to \mathbb{R} \) thanks to (3.13), so (3.22) follows from the fact that \( \eta \) is bounded and converges to zero at zero. Therefore \( P^{(2)}_t \psi \in C^q(D^c) \).

Now let us show that for any \( \psi \in C^q(D^c) \) we have that \( P^{(2)}_t \psi \to \psi \) in \( C^q(D^c) \) as \( t \to 0 \). By the uniform boundedness of operators \( (P^{(2)}_t)_{t \in [0,1]} \) (due to the universality of constant \( C_t \) from (3.27) for \( t \) small, see (3.17)) we may assume that \( \psi \) is from a dense subset, namely \( \psi \in C^1(D^c) \cap C_q(D^c) \) having a compact domain. Fix \( t \geq 0 \) and \( (x, y) \in D^c \). Then as \( |D\psi| \) is uniformly we have that

\[
\frac{|P^{(2)}_t \psi(x, y) - \psi(x, y)|}{d(x, y)^{-q}} = \frac{|E(x, y) \psi(x, y) - \psi(x, y)|}{d(x, y)^{-q}} \leq d(x, y)^q |E(x, y)||D\psi|_{\infty} (d(x, y) + d(y, y))
\]

which vanishes uniformly in \( (x, y) \in D^c \) as \( t \to 0 \) by (3.18) and the fact that \( M \) is a compact.

The following proposition connects \( \Lambda(p) \) and \( \tilde{V}_p \) with \( (P^{(2)}_t)_{t \geq 0} \).

**Proposition 3.15.** Let \( L^{(2)} \) be the generator of \( (P^{(2)}_t)_{t \geq 0} \) on \( C_p(D^c) \). Then there exists \( p^* > 0 \) such that for any \( p \in (0, p^*) \) there exist a \( C^{2+\beta/2}_{loc} \)-function \( \tilde{V}_p : D^c \to [1, \infty) \) and constants \( c_p, K > 0 \) such that \( \tilde{V}_p \) is in the domain of \( L^{(2)} \),

\[
\frac{1}{K} d(x, y)^{-p} \leq \tilde{V}_p(x, y) \leq K d(x, y)^{-p}, \quad (x, y) \in D^c,
\]

and

\[
L^{(2)} \tilde{V}_p(x, y) \leq -\Lambda(p) \tilde{V}_p(x, y) + c_p, \quad (x, y) \in D^c,
\]

where the latter expression is considered in \( C_{p+3}(D^c) \).

Let us start proving Proposition 3.15 by constructing the Lyapunov function \( \tilde{V}_p \). Set \( p^* := p_* \wedge \frac{q}{2} \) with \( p_* \) being from Proposition 3.13. Fix any \( p \in (0, p^*) \). Let \( \psi_p \) be as in Proposition 3.13. Set for any \( (x, w) \in TM \)

\[
f_p(x, w) := \begin{cases} |w|^{-p} \psi_p(x, w/|w|), & x \in M, \ w \in T_xM \setminus \{0\}, \\ 0, & x \in M, \ w = 0. \end{cases}
\]

Let \( \Phi \) and \( \delta_0 \) be as in Section 2. Let

\[
h_p(x, w) = f_p(x, w) \chi(|w|), \quad x \in M, \ w \in T_xM,
\]

where \( \chi : \mathbb{R}_+ \to [0, 1] \) is a nonincreasing \( C^\infty \) function with \( \chi(t) = 1 \) for \( 0 \leq t \leq \delta_0/4 \) and \( \chi(t) = 0 \) for \( t \geq \delta_0/2 \), and let

\[
\tilde{V}_p(x, y) := \begin{cases} h_p(\Phi^{-1}(x, y)), & (x, y) \in D^c_{\delta_0}, \\ 0, & (x, y) \in M \times M \setminus D^c_{\delta_0}, \end{cases}
\]

where \( \Phi^{-1} \) is defined on \( D^c_{\delta_0} \) as in Remark 2.1.

In order to obtain Proposition 3.15 we need to prove that \( \tilde{V}_p \) is in the domain of \( L^{(2)} \) and we need to show how does \( L^{(2)} \tilde{V}_p(x, y) \) look like for \( x \) and \( y \) close enough.

While the first fact follows directly form the regularity of \( \tilde{V}_p \) and its behaviour near the diagonal (see the proof of Proposition 3.15 below), in order to show what
$L^{(2)} \tilde{V}_p$ is close to the diagonal we will need a linearized version of $P_t^{(2)}$, namely $TP_t$, defined for any $\psi \in C_0^\infty(TM)$ and $t \geq 0$ by

$$TP_t \psi(x, w) := \mathbb{E}_{(x, w)} \psi(x_t, D\phi_t(x)w), \quad x \in \mathcal{M}, \ w \in T_x \mathcal{M}.$$ 

Then for the generator $\mathcal{L}$ of $(TP_t)_{t \geq 0}$ and for any $(x, y) \in \mathcal{D}^c$ with $d(x, y) < \delta_0$ and $w = w(x, y)$ one would have

$$L^{(2)} \tilde{V}_p(x, y) - \mathcal{L} h_p(x, w) = \lim_{t \to 0} \frac{\mathbb{E}_{(x, y)} \tilde{V}_p(x_t, y_t) - \tilde{V}_p(x, y)}{t} - \lim_{t \to 0} \frac{\mathbb{E}_{(x, w)} h_p(x_t, D\phi_t(x)w) - h_p(x, w)}{t} = \lim_{t \to 0} \mathbb{E}_{(x, w)} h_p(x_t, w_t) 1_{d(x_t, y_t) < \delta_0} - h_p(x_t, D\phi_t(x)w),$$

(3.35)

where $w = w(x, y) \in T_x \mathcal{M}$ and $w_t = w(x_t, y_t) \in T_{x_t} \mathcal{M}$ are defined by Remark 2.1 and where (*) holds by (3.33). Therefore we only need to calculate $\mathcal{L} h_p(x, w)$ (which equals $-\Lambda(p) h_p(x, w)$, see Proposition 3.17 below) and the right-hand side of (3.35) for $w$ with $|w|$ sufficiently small.

We will start with the following technical lemma concerning derivatives of $h_p$. Let $\beta$ be as in the condition (D).

**Lemma 3.16.** $h_p$ is $C^{2+\beta/2}_{loc}(T\mathcal{M})$. Moreover, there exists $C > 0$ such that for any $x \in \mathcal{M}$, for any $w \in T_x \mathcal{M}$ small enough, and for any $p \in [-p_*, p_*]$ we have that

$$|h_p(x, w)|, |D_w h_p(x, w)|, \|D^2_{x,w} h_p(x, w)\| \leq C |w|^{-p},$$

$$|D_w h_p(x, w)|, \|D^2_{x,w} h_p(x, w)\| \leq C |w|^{-p-1},$$

$$\|D^2_{x,w} h_p(x, w)\| \leq C |w|^{-p-2}.$$ 

**Proof.** The fact that $h_p$ is locally $C^{2+\beta/2}$ follows directly from the definition of $h_p$ and Proposition 3.13.

Let us turn to the desired estimates. We will only show the case of $D_w$, the rest can be done similarly. As $\chi(|w|) = 1$ for $w$ small,

$$D_w h_p(x, w) = D_w(|w|^{-p} \psi_p(x, w/|w|))$$

$$= D_w|w|^{-p} \psi_p(x, w/|w|) + |w|^{-p} D_w \psi_p(x, w/|w|)$$

(3.36)

$$= -p|w|^{-p-2} \langle w, \cdot \rangle \psi_p(x, w/|w|)$$

$$+ |w|^{-p} \left\langle D_w/|w| \psi_p(x, w/|w|), \frac{|w|^2 - w \langle w, \cdot \rangle}{|w|^3} \right\rangle,$$

where for (*) we used the fact that $D_w(|w|/|w|) = \frac{|w|^2 - w \langle w, \cdot \rangle}{|w|^3}$. It remains to notice that by Appendix A the families of functions $(\psi_p)_{p \in [-p_*, p_*]}$ and $(D_w/|w| \psi_p)_{p \in [-p_*, p_*]}$ are uniformly bounded. \qed
For each \( q \in \mathbb{R} \) let
\[
C_q(TM) = \left\{ f \in C((T_xM \setminus \{0\})_{x \in M}) : \lim_{|w| \to 0} \sup_{x \in M} |f(x,w)|^q = 0 \quad \text{and} \quad \lim_{|w| \to \infty} |f(x,w)| = 0 \right\},
\]
which is endowed with the norm
\[
\|f\|_{C_q(TM)} := \sup_{x \in M, w \in T_xM \setminus \{0\}} |f(x,w)| (|w|^q \land 1).
\]

For the proof of Theorem 3.18 we will need the following proposition.

**Proposition 3.17.** \((TP_t)_{t \geq 0}\) generates a \(C_0\)-semigroup on \(C^{p+3}(TM)\) and its generator \(TL\) of \((TP_t)_{t \geq 0}\) satisfies in \(C^{p+3}(TM)\)
\[
TLp = -\Lambda(p)\chi(|w|)fp(x,w), \quad x \in M, \quad w \in T_xM, \quad |w| \leq \delta_0/8.
\]

For the proof we will need the formula for \(D\phi_tw\) which can be deduced from (3.5) and has the following form.
\[
D\phi_tw = w + \sum_{k \geq 1} \int_{0}^{t} \langle D\sigma_k(x_s), D\phi_s w \rangle dW^k_t
\]
\[+ \frac{1}{2} \langle \langle D\sigma_k(x_s), D\phi_s w \rangle, W^k_t \rangle, \quad t \geq 0.
\]

**Proof of Proposition 3.17.** First note that similarly to Lemma 3.14 one has that
\(TP_t\) generates a \(C_0\)-semigroup on \(C^{p+3}(TM)\), where it only remains to show that for any \( f \in C^{\infty}(TM) \) with a compact support (i.p. there exists a constant \( \delta > 0 \) such that \( f(x) = 0 \) for any \( (x,w) \in TM \) with \( |w| > \delta \) one has that
\[
\lim_{|w| \to \infty} \sup_{x \in M} |TP_t f(x,w)| = 0.
\]

To this end fix \( x \in M \) any \( w \in T_xM \) with \( |w| > 2\delta \). Then by Markov’s inequality
\[
|TP_t f(x,w)| = |E_{(x,w)} f(x_t, D\phi_t(x)w)|
\]
\[
\leq \|f\|_{\infty} P(|D\phi_t(x)| \leq \delta/|w|)
\]
\[
= \|f\|_{\infty} P(|D\phi_t(x)|^{-1} \geq |w|/\delta)
\]
\[
\leq |w|^{-1} \delta \|f\|_{\infty} E \|D\phi_t(x)\|^{-1},
\]
which vanishes uniformly as \( |w| \to \infty \) by Lemma 3.9.

Next, by (3.32) we have that \( f_p \in C^{p+3}(TM) \) and that for any \( x \in M \) and \( w \in T_xM \setminus \{0\} \) by the definition of \( \psi_p \) (see Appendix A)
\[
TP_t f_p(x,w) = E_{(x,w)} f_p(x_t, D\phi_t w) = E_{(x,w)} |D\phi_t w|^{-p} \psi_p(x_t, D\phi_t w
\]
\[
= |w|^{-p} E_{(x,v)} |D\phi_t v|^{-p} \psi_p(x_t, v_t) = |w|^{-p} \tilde{P}_t^{p} \psi_p
\]
\[
= |w|^{-p} e^{-\Lambda(p)t} \psi_p(x,v) = e^{-\Lambda(p)t} f_p(x,w),
\]
where \( v := w/|w| \) and \( v_t := w_t/|w_t| \). Hence \( f_p \) is in the domain of \( TL \) and \( TL f_p = -\Lambda(p) f_p \). Let us show that \( h_p \) is in the domain of \( TL \). For each \( n \geq 1 \) let \( \eta_n : \mathbb{R} \to \mathbb{R} \) be nondecreasing such that \( \|\eta'_n\|_{\infty} \leq Cn \) and \( \|\eta''_n\|_{\infty} \leq Cn^2 \) for some fixed constant \( C > 0 \) and such that \( \eta_n(0) = 0 \) and \( \eta_n(2/n, \infty) = 1 \). Set
\[
h^n(x,w) := h_p(x,w) \eta_n(|w|), \quad x \in M, \quad w \in T_xM, \quad n \geq 1.
\]
Then each of $h^n$ is $C^2(TM)$ with a compact support by (3.32), (3.33), and Proposition 3.13. Hence, $(h^n)_{n \geq 1}$ are in the domain of $TL$. Moreover, we have $h^n \to h_p$, and arguing analogously as for (3.44) below using Lemma 3.16, $T \sigma h^n \to T \sigma h_p$ in $C_{p+3}(TM)$. Since $T$ is a closed operator, this implies that $h_p$ is in the domain of $T \sigma$ as well.

Therefore the following holds in $C_{p+3}(TM)$

$$TP_t h_p(x, w) = TP_t f_p \chi(\cdot | \cdot)(x, w) = TP_t f_p (\chi(\cdot | \cdot) - \chi(|w|))(x, w) + \chi(|w|) TP_t f_p$$

Now arguing analogously as for (3.44) below using Lemma 3.16, $s \Xi_{3.17}$, Hence, it is sufficient to show that

$$\lim_{t \to 0} \frac{1}{t} TP_t f_p (\chi(\cdot | \cdot) - \chi(|w|))(x, w) = 0$$

for any $x \in M$ and $w \in T_x M$ with $|w| < \delta_0 / 8$. To this end notice that

$$\frac{1}{t} TP_t f_p (\chi(\cdot | \cdot) - \chi(|w|))(x, w)$$

(3.38)

which vanishes uniformly in $w \in T_x M$ with $|w| < \delta_0 / 8$ as in this case

$$\frac{1}{t} E_{(x, w)} |D \phi_t(x)| - \chi(|w|)$$

and arguing analogously as for (3.44) below using Lemma 3.16, $s \Xi_{3.17}$, Hence, it is sufficient to notice that $E_{x} ||D \phi_t(x)\|^{-1/2} 2p$ is uniformly bounded for $t$ small by Lemma 3.3 and that as $\delta_0 |w|^{-1} / 4 > 2$ (so $\delta_0 |w|^{-1} / 4 - 1 \geq \delta_0 |w|^{-1} / 8$) thanks to (3.22)

$$t^{-2} |w|^{-2p} \| |D \phi_t(x)| \| \geq \delta_0 |w|^{-1} / 4$$

which vanishes as $t \to 0$ uniformly in $|w| < \delta_0 / 8$.}

Finally, let us prove the desired statement. For any $(x, y) \in D^c$ with $d(x, y) < \delta_0$ and $w = w(x, y) \in T_x M$ defined by Remark 2.4, we set

$$\Sigma := \sum_{k \geq 1} \left( \begin{array}{c} D^2 w(x, y), \langle \sigma_k(x), \sigma_k(y) \rangle \\ D w(x, y), \langle D \sigma_k(x), \sigma_k(y) \rangle \\ \langle D \sigma_k(x), \sigma_k(y) \rangle \end{array} \right)$$

(3.39)

$$+ \sum_{k \geq 1} \left( \begin{array}{c} D^2 w(x, y), \langle \sigma_k(x), \sigma_k(y) \rangle \\ D w(x, y), \langle D \sigma_k(x), \sigma_k(y) \rangle \\ \langle D \sigma_k(x), \sigma_k(y) \rangle \end{array} \right)$$

$$- \langle D^2 \sigma_k(x), \sigma_k(x), w \rangle - \langle D \sigma_k(x), \sigma_k(x), w \rangle,$$
\[
\Sigma' := \sum_{k \geq 1} \left( Dw(x,y), \left( \frac{\sigma_k(x)}{\sigma_k(y)} \right) \right) \otimes \left( Dw(x,y), \left( \frac{\sigma_k(x)}{\sigma_k(y)} \right) \right) - \langle D\sigma_k(x), w \rangle \otimes \langle D\sigma_k(x), w \rangle,
\]
\[
\Sigma'' := \sum_{k \geq 1} \sigma_k(x) \otimes \left( Dw(x,y), \left( \frac{\sigma_k(x)}{\sigma_k(y)} \right) \right) - \langle D\sigma_k(x), w \rangle \right).
\]

Notice that \(\Sigma, \Sigma',\) and \(\Sigma''\) are well defined and continuous in \((x,y) \in \mathcal{D}^c_0\). This follows from the fact that \((x,y) \mapsto w(x,y)\) is \(C^\infty\) on \(\mathcal{D}^c_0\) (see Remark 2.4) and from the fact that by \((3.2)\) the sequences
\[
(\sigma_k(x), \sigma_k(y))_{k \geq 1}, \quad ((D\sigma_k(x), \sigma_k(x)))_{k \geq 1}, \quad (D\sigma_k(x), D\sigma_k(y))_{k \geq 1}, \quad ((D^2\sigma_k(x), (\sigma_k(x), \cdot)))_{k \geq 1}, \quad ((D\sigma_k(x), (D\sigma_k(x), \cdot)))_{k \geq 1}
\]
are summable for any \(x,y \in \mathcal{M}\) and the corresponding sums are continuous in \(x,y \in \mathcal{M}\).

**Theorem 3.18.** \(\tilde{V}_p\) is in the domain of \(L^{(2)}\) as of an unbounded operator on \(C_{p+3}(\mathcal{D}^c)\) and for any \((x,y) \in \mathcal{D}^c\) with \(d(x,y) < \delta_0/8\)
\[
L^{(2)}\tilde{V}_p(x,y) = -\Lambda(p)\chi(|w(x,y)|)f_p(x,w(x,y)) + D_wh_p(x,w(x,y))\Sigma + D^2_{w,w}h_p(x,w(x,y))\Sigma' + (D^2\sigma_k(x), (\sigma_k(x), \cdot))_{k \geq 1}, \quad ((D\sigma_k(x), \sigma_k(x)))_{k \geq 1}, \quad (D\sigma_k(x), D\sigma_k(y))_{k \geq 1},
\]
holds true pointwise for \(d(x,y) < \delta_0/8\).

Let us first show that \(\tilde{V}_p\) is in the domain of \(L^{(2)}\). It is enough to prove that \(L^{(2)}\tilde{V}_p \in C_{p+3}(\mathcal{D}^c)\) and that there exists a sequence \((f_n)_{n \geq 1}\) of \(C^2\)-functions on \(\mathcal{D}^c\) with compact supports such that both
\[
\|\tilde{V}_p - f_n\|_{C_{p+3}(\mathcal{D}^c)} \to 0, \quad n \to \infty
\]
and
\[
\|L^{(2)}\tilde{V}_p - L^{(2)}f_n\|_{C_{p+3}(\mathcal{D}^c)} \to 0, \quad n \to \infty
\]
hold true.

Let us start by noticing that as \((x,y) \mapsto \Phi^{-1}(x,y) = (x, w(x,y))\) is a \(C^\infty\) function on \(\mathcal{D}^c_0\) (see Remark 2.4), by \((3.4)\) and Lemma 3.10 for any \((x,y) \in \mathcal{D}^c_0\) we have that
\[
\|D^2\tilde{V}_p(x,y)\| + \|D^2\tilde{V}_p(x,y)\| + |\tilde{V}_p(x,y)|
\]
\[
\lesssim \|D^2h_p(x,w(x,y))\| + \|Dh_p(x,w(x,y))\| + |h_p(x,w(x,y))|
\]
\[
\lesssim d(x,y)^{-p-2},
\]
so \(L^{(2)}\tilde{V}_p \in C_{p+3}(\mathcal{D}^c)\) as \(\tilde{V}_p \equiv 0\) outside \(\mathcal{D}^c_0\). Next, set \((\eta_n)_{n \geq 1}\) to be as in the proof of Proposition 3.17. For all \((x,y) \in \mathcal{D}^c\) set \(f_n(x,y) := \tilde{V}_p(x,y)\eta_n(d(x,y))\).

Let us show \((3.43)\) and \((3.44)\). \((3.43)\) follows directly from the inequality
\[
|\tilde{V}_p(x,y) - f_n(x,y)| \leq |\tilde{V}_p(x,y)|\mathbf{1}_{[0,2/n]}(d(x,y))
\]
where \( \sum \geq 24 \) BENJAMIN GESS AND IVAN YAROSLAVTSEV

In order to show (3.44) it is enough to notice that for any \((x, y) \in \mathcal{D}^c\)

\[
|L^{(2)}(\bar{V}_p - f_n)(x, y)| \lesssim |D^2(\bar{V}_p - f_n)(x, y)| + |D \eta_n(x, y)| + |\eta_n(x, y)|
\]

\[
\leq (||D^2 \bar{V}_p(x, y)|||1 - \eta_n(x, y)|| + ||D \eta_n(x, y)||)
\]

\[
+ |D \eta_n(x, y)|||1 - \eta_n(x, y)|| + ||D^2 \eta_n(x, y)||\}
\]

\[
\lesssim 1_{[0,2/n]}(d(x, y)) (d(x, y)^{-p} + nd(x, y)^{-p-1} + n^2 d(x, y)^{-p})
\]

\[
\lesssim 1_{[0,2/n]}(d(x, y)) d(x, y)^{-p-2} \leq \frac{1}{\sqrt{n}} d(x, y)^{-p - \frac{5}{2}}
\]

where (\#) follows from Lemma 3.16 (3.35), upper bounds for \( \eta, \eta_n \), and \( |\eta_n'| \), and the fact that both \((x, y) \mapsto d(x, y)\) and \((x, y) \mapsto w(x, y)\) are \( C^\infty \) on \( \mathcal{D}^c_{\delta_0} \) and \( V_p \equiv 0 \) outside \( \mathcal{D}^c_{\delta_0} \). The latter inequality implies (3.44).

Now we need to show (3.42) pointwise. Fix \((x, y) \in \mathcal{D}^c\) such that \(d(x, y) \leq \delta_0/8\) and set \( w := w(x, y) \in T_\delta^c \mathcal{M} \) as in Remark 2.1. Then (3.35) holds true, so we only need to compute \( \lim_{t \to 0} t^{-1} \mathbb{E}(x,w)(h_p(x_t, w_t) - h_p(x_t, D \omega_t(x) w))\), where for each \( t \geq 0 \) we set \( w_t = w(x_t, y_t) \in T_\delta^c \mathcal{M} \) if \( d(x_t, y_t) < \delta_0 \) and \( w_t = 0 \) if \( d(x_t, y_t) \geq \delta_0 \). Let a stopping time \( \tau \) be defined by

\[
\tau := \inf\{t \geq 0 : d(x_t, x) + d(y_t, y) \geq \varepsilon\},
\]

where \( \varepsilon := |w|/2 \), so that \( t \mapsto w_t \) is continuous a.s. in \( t \in [0, \tau] \) and keeps distance \(|w|/2\) from zero. Let \( \Phi \) be defined by (2.1). Then \( t \to (x_t, y_t) \) satisfies the following SDE due to the chain rule (see e.g. [47, pp. 339-342])

\[
d\begin{pmatrix} x_t \\ y_t \end{pmatrix} = d\Phi^{-1}(x_t, y_t) \circ d\begin{pmatrix} x_t \\ y_t \end{pmatrix} = \sum_{k \geq 1} \begin{pmatrix} (D \Phi)^{-1}(x_t, w_t) \\ \sigma_k \end{pmatrix} (\Phi(x_t, w_t)) \circ dW^k_t.
\]

Therefore, by Itô’s formula [47, Theorem 26.7] (recall that by Proposition 3.3 we have that \( \psi_p \in C^2(\mathcal{M}) \), and hence \((x, v) \mapsto h_p(x, v)\) is \( C^2 \) on \( \{(x, v) \in T_\delta \mathcal{M} : x \in \mathcal{M}, v \in T_x \mathcal{M}, |w|/2 \leq |v| \leq 2|w|\}\) for any \( t \geq 0 \) we have that thanks to (3.3), (3.37), and (3.46)

\[
h_p(x_t, \omega_t, D \Phi(x_t, w_t)) = \sum_{k \geq 1} \int_0^{t \wedge \tau} A_k W_s^k + \int_0^{t \wedge \tau} B_s ds,
\]

where \( A_k, B, C_k, D : \mathbb{R} \times \Omega \to \mathbb{R} \) are continuous processes such that the stochastic integrals \( \sum_{k \geq 1} \int_0^{t \wedge \tau} A_k W_s^k \) and \( \sum_{k \geq 1} \int_0^{t \wedge \tau} C_k W_s^k \) exist for any \( t \geq 0 \) thanks to (26.66) as by the condition (D), (3.27), the fact that \( \Phi(x_t, w_t) = (x_t, y_t) \) and that \( \Phi \) is a \( C^\infty \)-diffeomorphism, and Corollary 3.19 we have that

\[
\mathbb{E} \sum_{k \geq 1} \int_0^{t \wedge \tau} |A_k|^2 + |C_k|^2 ds
\]
\[ \leq \mathbb{E} \sum_{k \geq 1} \int_0^{t \wedge \tau} \left( \| D_x h_p(x, w_s) \|^2 + \| D_w h_p(x, w_s) \|^2 \right) \]
\[ \cdot \| D\Phi^{-1}(x, w_s) \|^2 (|\sigma_k(x)|^2 + |\sigma_k(y)|^2) \]
\[ + \| D_x h_p(x, D\phi_s w), \sigma(x) \|^2 + \| D_w h_p(x, D\phi_s w), \langle D\sigma_k(x), D\phi_s w \rangle \|^2 \, ds \]
\[ \lesssim_{p, \psi, \varepsilon, ||\Phi^{-1}||} \mathbb{E} \sum_{k \geq 1} \int_0^{t \wedge \tau} (|w_s|^{-2p} + |w_s|^{-2p-2} + |w|^{-2p} \| (D\phi_s)^{-1} \|^{2p} \| \sigma_k \|^2_{\infty} \]
\[ + |w|^{-2p-2} \| (D\phi_s)^{-1} \|^{2p+2} \| D\sigma_k \|^2_{\infty} \| D\phi_s \|^2 \, ds < \infty, \]
where by \[ ||\Phi^{-1}|| \] we denote \[ ||D\Phi^{-1}||_{C(D_{\psi,2})} + ||D^2\Phi^{-1}||_{C(D_{\psi,2})} \] with \( D_{\psi,2} := \{(x, y) \in M \times M : d(x,y) \leq \delta_0/2\} \) and where \( ||D_x h_p(x, w)|| \lesssim_{p, \psi, \varepsilon} |w|^{-p} \) and \( ||D_w h_p(x, w)|| \lesssim_{p, \psi, \varepsilon} |w|^{-p-1} \) by Lemma 3.10. For a similar reason \( \mathbb{P} \)-a.s. for any \( 0 \leq s \leq t \wedge \tau \)
\[ |B_s| + |D_s| \lesssim_{p, \psi, \varepsilon, ||\Phi^{-1}||} \]
\[ \sum_{k \geq 1} (|w|^{-p} + |w|^{-p-2}) \left( ||\sigma_k||^2_{\infty} + ||D\sigma_k||^2_{\infty} + ||\sigma_k||_{\infty} ||D^2\sigma_k||_{\infty} \right), \]
so integrals \( \int_0^{t \wedge \tau} B_s \, ds \) and \( \int_0^{t \wedge \tau} D_s \, ds \) exist \( \mathbb{P} \)-a.s. Further, note that
\[ B_0 = \frac{1}{2} \sum_{k \geq 1} \left( \langle D_x h_p(x, w), \langle D\sigma_k(x), \sigma_k(y) \rangle \rangle \right) \]
\[ + \left( \langle D_w h_p(x, w), \langle D^2\sigma_k(x), \sigma_k(x) \rangle \rangle + \langle D\sigma_k(x), \langle D\sigma_k(x), w \rangle \rangle \right) \]
\[ + D^2_{x,w} h_p(x, w)(\sigma_k(x), \sigma_k(x)) \]
\[ + D^2_{x,w} h_p(x, w)(\sigma_k(x), w, \langle D\sigma_k(x), w \rangle) \]
\[ + 2D^2_{x,w} h_p(x, w)(\sigma_k(x), \langle D\sigma_k(x), w \rangle) \]
and
\[ D_0 = \frac{1}{2} \sum_{k \geq 1} \left( \langle Dh_p(x, w), \langle D^2\Phi^{-1}(x, y), \left( \begin{array}{c} \sigma_k(x) \\ \sigma_k(y) \end{array} \right) \rangle \rangle \right) \]
\[ + \left( \langle Dh_p(x, w), \langle D\Phi^{-1}(x, y), \left( \begin{array}{c} \langle D\sigma_k(x), \sigma_k(x) \rangle \\ \langle D\sigma_k(y), \sigma_k(y) \rangle \end{array} \right) \rangle \rangle \right) \]
\[ + \left( \langle D^2 h_p(x, w), \left( \begin{array}{c} \sigma_k(x) \\ \sigma_k(y) \end{array} \right), \langle D\Phi^{-1}(x, y), \left( \begin{array}{c} \sigma_k(x) \\ \sigma_k(y) \end{array} \right) \rangle \rangle \right) \]
\[ (3.50) \]
\[ = \frac{1}{2} \sum_{k \geq 1} \left( \langle D_w h_p(x, w), \langle D^2 w(x, y), \left( \begin{array}{c} \sigma_k(x) \\ \sigma_k(y) \end{array} \right) \rangle \rangle \right) \]
\[ + \left( \langle Dw(x, y), \left( \begin{array}{c} \langle D\sigma_k(x), \sigma_k(x) \rangle \\ \langle D\sigma_k(y), \sigma_k(y) \rangle \end{array} \right) \rangle \rangle \right) \]
\[ + \langle Dh_p(x, w), \langle D\sigma_k(x), \sigma_k(x) \rangle \rangle \]
\[ + D^2_{x,w} h_p(x, w)(\sigma_k(x), \sigma_k(x)) \]
\[ + D^2_{x,w} h_p(x, w)(\sigma_k(x), w, \langle D\sigma_k(x), w \rangle) \]
\[ + 2D^2_{x,w} h_p(x, w)(\sigma_k(x), \langle D\sigma_k(x), w \rangle) \]
Lemma 3.19. Let $\Sigma$, $\Sigma'$, and $\Sigma''$ be defined by (3.39), (3.40), and (3.41), and let $p_0 < \beta/2$ with $\beta$ being as in the condition (D) (see Section 7). Then for any $p \in [0, p_0]$ there exists a constant $c > 0$ such that for any $(x, y) \in \mathbb{D}^c$

$$
\|D_u h_p(x, w(x, y))\Sigma| + |D_{w, w}^2 h_p(x, w(x, y))\Sigma'| + |D_{x, w}^2 h_p(x, w(x, y))\Sigma''\|_{\infty} < c.
$$

(we leave these technical but elementary calculations to the reader, the notations $D_{x, x}^2$, $D_{w, w}^2$, and $D_{w, w}^2$ are provided in Section 2.)

By Lemma 3.9 we have that for any $t > 0$ and $q > 1$

$$
E \sup_{0 \leq s \leq t} (d(x_s, x) + d(y_s, y))^{2q} \lesssim_q t^{n/2},
$$

so by Markov’s inequality for any $C > 0$

$$
P(\tau < t) = P \left\{ \sup_{0 \leq s \leq t} (d(x_s, x) + d(y_s, y))^{2q} \geq \varepsilon^{2q} \right\} \lesssim_q \varepsilon^{-2q} t^{n/2},
$$

and by choosing $q > 4$ with exploiting of Hölder’s inequality, (3.27), and Corollary 3.10 we get

$$
E(x, w) \frac{1}{t} h_p(x_t, w_t) - h_p(x_t, D\phi_t w) \lesssim E(x, w) \frac{1}{t} \left( |w_t|^{-p} + |(D\phi_t)^{-1}|^p \right) \lesssim \frac{P(\tau < t)^{\frac{1}{2}}}{t} \left( E(x, w) \left( |w_t|^{-p} + |(D\phi_t)^{-1}|^p \right)^2 \right)^{\frac{1}{2}} \lesssim \varepsilon_q \varepsilon^{-q} t^{n/2},
$$

so the left-hand side of the latter inequality vanishes as $t \to 0$. Consequently, by (3.47), (3.49), (3.50), (3.51), and the fact that $B$ and $D$ are a.s. continuous uniformly bounded on $[0, t \wedge \tau]$ by (3.48) the following holds true

$$
\lim_{t \to 0} E(x, w) \frac{1}{t} h_p(x_t, w_t) - h_p(x_t, D\phi_t w) = \lim_{t \to 0} \int_0^{t \wedge \tau} D_s - B_s \, ds = D_0 - B_0
$$

$$
= \frac{1}{2} \sum_{k \geq 1} \left\{ D_w h_p(x, w), \left( D^2 w(x, y), \left( \sigma_k(x), (\sigma_k(y)) \right) \right) \right. \\
+ \left. \left( D w(x, y), \left( (D\sigma_k(x), \sigma_k(x)) \right) \right) \right)

\left. - \langle D^2 \sigma_k(x), (\sigma_k(x), w) \rangle - \langle D \sigma_k(x), (D \sigma_k(x), w) \rangle \right) \\
+ \left. \left( D^2_{w,w} h_p(x, w), \left( \langle D w(x, y), \left( \sigma_k(x), (\sigma_k(y)) \right) \right) \right) \right.

\left. - \left( \langle D \sigma_k(x), w \rangle, \langle D \sigma_k(x), w \rangle \right) \right) \\
+ 2 \left. \left( D^2_{x,w} h_p(x, w), \left( \sigma_k(x), \left( D w(x, y), \left( \sigma_k(x), (\sigma_k(y)) \right) \right) - \langle D \sigma_k(x), w \rangle \right) \right) \right),
$$

so Theorem 3.18 follows. \qed

Let us prove the final lemma before obtaining the drift condition (3.31).

Lemma 3.19. Let $\Sigma$, $\Sigma'$, and $\Sigma''$ be defined by (3.39), (3.40), and (3.41), and let $p_0 < \beta/2$ with $\beta$ being as in the condition (D) (see Section 7). Then for any $p \in [0, p_0]$ there exists a constant $c > 0$ such that for any $(x, y) \in \mathbb{D}^c$

$$
\|D_u h_p(x, w(x, y))\Sigma| + |D_{w, w}^2 h_p(x, w(x, y))\Sigma'| + |D_{x, w}^2 h_p(x, w(x, y))\Sigma''\|_{\infty} < c.
$$
Proof: The fact that both $|D_{w,x} h_p(x,w(x,y)) \Sigma|$ and $|D_{w,x}^2 h_p(x,w(x,y)) \Sigma''|$ are uniformly bounded follows thanks to the condition (D) and Lemma 3.16. Uniform boundedness of $|D_{x,a} h_p(x,w(x,y)) \Sigma''|$ holds due to Lemma 3.16 and the fact that $|| \Sigma''|| \lesssim |w|^{1+\beta/2}$ as

$$
\left| \sum_{k \geq 1} \sigma_k(x) \otimes \left( \left< Dw(x,y), \left( \frac{\sigma_k(x)}{\sigma_k(y)} \right) \right> - \left< D\sigma_k(x), w \right> \right) \right|_{T_s \mathcal{M} \otimes T_s \mathcal{M}} \\
\leq \left( \sum_{k \geq 1} \| \sigma_k \|^2 \right)^{1/2} \left( \sum_{k \geq 1} \left| \left< Dw(x,y), \left( \frac{\sigma_k(x)}{\sigma_k(y)} \right) \right> - \left< D\sigma_k(x), w \right> \right|^2 \right)^{1/2} = O(|w|^{1+\beta/2}),
$$

where the latter follows from the condition (D).

Proof of Proposition 3.19. The proposition follows directly from Theorem 3.18 and Lemma 3.19 where $p^*$ is set to be $p \wedge \frac{\beta}{4}$.

3.2. Ergodicity of the two-point motion. Throughout this section we will be mainly working with the probability space $(\bar{\Omega}, \bar{\mathcal{F}}, \bar{\mathbb{P}})$ (see Section 2).

Fix any $p \in (0, p^*)$. From Proposition 3.15 and the fact that $\bar{V}_p$ is in the domain of $L^{(2)}$ we conclude that for any $t \geq 0$

$$
eq p \| \sigma_k \|^2 + c_p \int_0^t e^{\Lambda(p)s} \left( \Lambda(p) + L^{(2)} \right) \bar{V}_p ds$$

(3.52)

$$
\leq \int_0^t e^{\Lambda(p)s} P_s^{(2)} \Lambda(p) \right) \bar{V}_p ds
\leq c_p \frac{e^{\Lambda(p)t} - 1}{\Lambda(p)} \leq c_p \frac{e^{\Lambda(p)t}}{\Lambda(p)}.
$$

Therefore $P_t^{(2)} \bar{V}_p \leq e^{-\Lambda(p)t} \bar{V}_p + \bar{C}_p$, where $\bar{C}_p := \frac{c_p}{\Lambda(p)}$, and in particular, if we consider

$$
V_p(x,y) := d(x,y)^{-p}, \quad (x,y) \in D^c,
$$

then by (3.30) and thanks to the fact that $P_t^{(2)}$ is nonnegative we get that

(3.53)

$$
P_t^{(2)} V_p \leq K^2 e^{-\Lambda(p)t} V_p + \bar{C}_p K.
$$

Let us show that an analogue of (3.33) holds for $P_t^{(2,\kappa)}$ with constants independent of $\kappa$ for $\kappa$ small enough.

Proposition 3.20. For any $t > 0$ there exist $\kappa_0 > 0$ and $C_{p,t} > 0$ such that for any $\kappa \in [0, \kappa_0]$ one has that

(3.54)

$$
P_t^{(2,\kappa)} V_p \leq 2K^2 e^{-\Lambda(p)t} V_p + C_{p,t}.
$$

Proof. By (3.26) and the definition of $V_p$ we have that for any $(x,y) \in D^c$

$$
|P_t^{(2,\kappa)} V_p(x,y)| = |\mathbb{E}_{x,y} V_p(x^\kappa_t, y^\kappa_t) - V_p(x_t, y_t)|
\leq |\mathbb{E}_{x,y} d(x^\kappa_t, y^\kappa_t)^{-p} - d(x_t, y_t)^{-p}|
\lesssim_p |\mathbb{E}_{x,y} d(x^\kappa_t, y^\kappa_t) - d(x_t, y_t)| (d(x^\kappa_t, y^\kappa_t)^{-p-1} + d(x_t, y_t)^{-p-1})
$$

\begin{align*}
\lesssim_p |\mathbb{E}_{x,y} d(x^\kappa_t, y^\kappa_t) - d(x_t, y_t)| (d(x^\kappa_t, y^\kappa_t)^{-p-1} + d(x_t, y_t)^{-p-1})
\end{align*}
where\( (3.56) \)

\[
\|\phi_t^\varepsilon - \phi_t\|_{\infty} = o(\varepsilon^{1/4}) \quad \text{as} \quad \|\phi_t\|_{\infty} \to 0, \varepsilon \to 0.
\]

where \( \delta_{\varepsilon} \to 0 \) as \( \varepsilon \to 0 \). To this end first fix \( \kappa_0 > 0 \) and let \( \Omega_2 \subseteq \Omega \) be the set of all \( \theta \in \Omega \) such that for any \( x, y \in M \) with \( d(x, y) \leq \varepsilon \) one has that \( (x_t^\varepsilon(\theta)), \kappa \in [0, \kappa_0] \) and \( (y_t^\varepsilon(\theta)) \kappa \in [0, \kappa_0] \) are all in the same local chart. Assume that \( \varepsilon \) is so small that any \( x, y \in M \) with \( d(x, y) \leq \varepsilon \) are in the same local chart as well. Then by \( (3.18) \) one can show that \( \delta_{\varepsilon} := 1 - P(\Omega_2) \to 0 \) as \( \varepsilon \to 0 \).

Next, for any \( \kappa \in [0, \kappa_0] \) by \( (3.18) \) and by the fact that \( (x, y) \to d(x, y) \) is \( C^\infty \) we have that for some universal \( C_M \)

\[
(3.56) \quad \|y_t^\varepsilon - x_t^\varepsilon\| \leq C_M d(x_t^\varepsilon, y_t^\varepsilon)^{3/2},
\]

where \( \bar{C} \) is as in \( (3.18) \). Let \( \Omega_2 := \Omega_1 \cap \{ C_M \bar{C} \varepsilon^{1/2} \leq \varepsilon^{1/4}/2 \} \) and let \( \delta_{\varepsilon} := 1 - P(\Omega_2) \). Then it remains to notice that \( \delta_{\varepsilon} \to 0 \) as \( \varepsilon \to 0 \) and that

\[
\|y_t^\varepsilon - x_t^\varepsilon\| \leq |y_t^\varepsilon - x_t^\varepsilon - (y_t - x_t)|
\]

\[
(3.57) \quad \leq \int_0^{d(x, y)} |D\phi_t^\varepsilon(\zeta(a))\zeta'(a)| da - \int_0^{d(x, y)} |D\phi_t(\zeta(a))\zeta'(a)| da \leq \|D\phi_t^\varepsilon - D\phi_t\|_{\infty} d(x, y),
\]

where \( \zeta : [0, d(x, y)] \to M \) is a \( C^\infty \) geodesic mapping within one chart such that \( \zeta(0) = x \) and \( \zeta(d(x, y)) = y \) with \( |\zeta'(a)| = 1 \), so \( (3.54) \) follows from \( (3.56) \) and \( (3.57) \).

Therefore thanks to \( (3.56) \)

\[
\mathbb{E}_{x,y}(d(x_t^\varepsilon, y_t^\varepsilon) - d(x_t, y_t))^2
\]

\[
\overset{(i)}{\leq} \left( \sqrt{\delta_{\varepsilon} + \varepsilon^{1/4} + 1_{[\varepsilon, \infty)}(d(x, y))} d(x, y) \right)^2 + \mathbb{E}\|D\phi_t^\varepsilon - D\phi_t\|_{\infty}^2 d(x, y)^2
\]

\[
= d(x, y)^2 \left( \sqrt{\delta_{\varepsilon} + \varepsilon^{1/4} + 1_{[\varepsilon, \infty)}(d(x, y))} \right) + \mathbb{E}\|D\phi_t^\varepsilon - D\phi_t\|_{\infty}^2
\]

\[
\overset{(ii)}{\leq} d(x, y)^2 \left( \sqrt{\delta_{\varepsilon} + \varepsilon^{1/4} + 1_{[\varepsilon, \infty)}(d(x, y))} + \kappa_0^{3/2} \right),
\]

where \( (i) \) holds by \( (3.17) \) and Hölder’s inequality and \( (ii) \) follows from \( (3.19) \). Now, via choosing optimal \( \varepsilon \) and \( \kappa_0 \) small enough one can obtain that

\[
|\langle t^{(2),\kappa}_t - P^{(2)}_t \rangle V_p(x, y)| \leq \begin{cases} K^2 e^{-\Lambda(p)t} d(x, y)^{-p}, & d(x, y) \leq \varepsilon, \\ C_p t, & d(x, y) > \varepsilon, \end{cases}
\]
for some $C_{p,t} > 0$, so (3.54) holds true.

Later one needs $C_{p,t}$ being independent of $t > 0$. This can be done via the following corollary.

**Corollary 3.21.** Fix $t^* > 0$ so that $2K^2e^{-\Lambda(p)t^*} < 1$ and $\kappa_0$ as in Proposition 3.20 corresponding to $t^*$. Then there exists $C_p > 0$ such that for any $\kappa \in [0, \kappa_0]$

$$P_{n_t^*, \kappa}^{(2)} V_p \leq (2K^2e^{-\Lambda(p)t^*})^n V_p + C_p,$$

where $C_p := \frac{C_{p,t^*}e^{-\Lambda(p)t^*}}{2K^2e^{-\Lambda(p)t^*}}$.

**Proof.** It is sufficient to notice that by induction and the fact that $P_{n_t^*}^{(2), \kappa} = (P_{t^*}^{(2), \kappa})^n$ $P_{n_t^*, \kappa}^{(2)} V_p \leq (2K^2e^{-\Lambda(p)t^*})^n V_p + C_{p,t^*} (1 + 2K^2e^{-\Lambda(p)t^*} + \ldots + (2K^2e^{-\Lambda(p)t^*})^{n-1})$, so the desired follows. \hfill \qed

Thanks to Harris’ Theorem 2.3 we can conclude the following.

**Proposition 3.22.** Fix $p^* > 0$ as in Proposition 3.19. Then for any $0 < p < p^*$ there exist $t_0, \kappa_0, C, \tilde{\alpha} > 0$ such that for any $\kappa \in [0, \kappa_0]$, for any $\psi : D^c \to \mathbb{R}$ with $\int_{M \times M} \psi(x,y) \, d\mu(x,\mu(y)) = 0$, and for any $(x,y) \in D^c$ we have that

$$|P_{n_t^*}^{(2), \kappa} \psi(x,y)| \leq Ce^{-\tilde{\alpha}nt_0}d(x,y)^{-p}\|\psi\|_\infty, \quad n \geq 1.$$  

**Proof.** Let us start by noticing that $\mu \otimes \mu$ is an invariant measure of $(x^\kappa, y^\kappa)$ on $D^c$ as $t \to (x^\kappa, y^\kappa)$ satisfies the following SDE defined on $D^c$ by

$$d(x^\kappa_t, y^\kappa_t) = \sum_{k \geq 1} \left( \frac{\sigma_k(x^\kappa_t)}{\sigma_k(y^\kappa_t)} \right) \circ dW^k_t + \sqrt{2\kappa} \sum_{m=1}^n \left( \frac{\chi_m(x^\kappa_t)}{\chi_m(y^\kappa_t)} \right) \circ d\tilde{W}^m_t,$$

which contains only divergence-free vector fields and hence preserves $\mu \otimes \mu$ a.s. by Remark 3.7. Hence in order to show (3.59) one needs only to check the conditions of Theorem 2.3 (in this case the unique invariant measure would be $\mu \otimes \mu$, i.e. we need to show that for $\kappa_0$ being from Proposition 3.20 and for $t_0 = t^*$ as in Corollary 3.21 for any $\kappa \in [0, \kappa_0]$, $\mathcal{P} = P_{t^*}^{(2), \kappa}$ satisfies the conditions (i) and (ii) of Theorem 2.3 with constants independent of $\kappa \in [0, \kappa_0]$.

The condition (i) is satisfied by Corollary 3.21 with constants $\gamma := 2K^2e^{-\Lambda(p)t^*}$ and $C := C_p$. Let us now check the condition (ii), i.e. that there exist $\eta > 0$, $z_* \in D^c$, and $\varepsilon > 0$ such that

$$\inf_{z \in (V_p \setminus R)} P_{t^*, \kappa}^{(2)} 1_{A'}(z) > \eta(\mu \otimes \mu)(A'),$$

for any $A' \subset B_\varepsilon(z_*)$. Choose $R > 1$ to be such that

$$\{V_p < R\} = \{(x,y) \in D^c : d(x,y) > R^{-1/p}\}$$

is nonempty. Then the condition follows from Harnack-type inequalities presented in Proposition 3.4 since for any $\kappa \geq 0$ the transition probability function $p^\kappa : (0, \infty) \times D^c \times D^c$ corresponding to $(x^\kappa, y^\kappa)$ satisfies the following equation for any $u \in C^0_b(\mathbb{R}_+ \times D^c)$

$$\int_{\mathbb{R}_+ \times D^c} \left[ \frac{\partial u(t,(x,y))}{\partial t} + L^{(2), \kappa} u(t,(x,y)) \right] dt \, d\mu(x) \, d\mu(y) = 0,$$
where

\[ L^{(2),\kappa} u := \left( \frac{1}{2} \sum_{k \geq 1} \left( \frac{\sigma_k}{\sigma_k} \right)^2 + \kappa \sum_{m=1}^{n} \left( \chi_m \right)^2 \right) u, \]

see (2.2). Note that the second- and first-order coefficients, as well as linear term of \( L^{(2),\kappa} \) are continuous in \( \kappa \). Moreover, by the condition (D) the derivatives of the second- and first-order coefficients and by the condition (B) the ellipticity constant on any given compact \( K \subset D^c \) are continuous in \( \kappa \) as well. Therefore one can apply Proposition 3.4 for \( p^\kappa \) with setting the corresponding compact \( K \) to be \( \{ V_p \leq R \} \) so that due to the continuity in \( \kappa \) one is able to assume that both \( a_K \) and \( b_K \) are independent on \( \kappa \in [0, \kappa_0] \), hence the corresponding Harnack constant \( c_{\kappa^*,K,a_K,b_K} \) is independent of \( \kappa \in [0, \kappa_0] \) and thus (3.60) holds true.

3.3. Proof of Theorem 3.5

We now present the proof of Theorem 3.5. The proof is inspired by Section 2.1 and Section 7 from [17]. In the first step of the proof, we restrict to integer times, relying on their countability. This step exploits in an essential way the ergodicity of the two-point motion (Proposition 3.22) and allows to conclude for large orders \( s \). Using an interpolation argument, in the second step, this is extended to general order \( s \). In the third step, the result is extended to all times, by means of local-in-time regularity preservation by the stochastic flow. Together with moments bounds, derived in step five, the proof is finished in the final step.

**Step 1: Integer times and large \( s \)**

First, similarly to [17, Section 2.1] for any \( 0 < p < d \) we prove the theorem for integer times \( n \). To this end we notice that for any \( n \geq 1 \), for any zero mean \( f, g \in C(M) \), and for any fixed \( 0 < \gamma < \hat{\alpha}/2 \) with \( \hat{\alpha} \) being from Proposition 3.22 (here we set for simplicity that \( t_0 \) from Proposition 3.22 equals 1)

\[
\mathbb{P}\left\{ \left| \int_M f(x)g(\phi_n^\kappa(x)) \, d\mu(x) \right| > e^{-\gamma n} \right\} \leq e^{2\gamma n} \mathbb{E}\left[ \int_M f(x)g(\phi_n^\kappa(x)) \, d\mu(x) \right]^2
\]

\[
(3.61)
\]

\[
\lesssim_{p,M} e^{-\gamma n} \||f\||_2^2 \|g\|_2^2,
\]

where \( \tilde{f}(x,y) = f(x)f(y), \tilde{g}(x,y) = g(x)g(y) \), and where (\( \ast \)) follows from (3.58) and the fact that \( \int_M \int_M d(x,y) \, d\mu(x) \, d\mu(y) < \infty \) for any \( 0 < p < d \). By using the fact that the embedding \( H^s \hookrightarrow L^\infty \) is continuous for \( s \) big enough we can conclude that

\[
\mathbb{P}\left\{ \left| \int_M f(x)g(\phi_n^\kappa(x)) \, d\mu(x) \right| > e^{-\gamma n} \right\} \lesssim e^{-(\hat{\alpha}-2\gamma)n} \|f\|_{H^s}^2 \|g\|_{H^s}^2,
\]

so by Borell-Cantelli lemma we have that

\[
\left| \int_M f(x)g(\phi_n^\kappa(x, \varpi)) \, d\mu(x) \right| \lesssim_{f,g} e^{-\gamma n}
\]

for a.e. \( \varpi \in \Xi \). Unfortunately, this logic does not seem to lead to (3.13) as there we need a constant independent of \( f \in H^s \) (recall that

\[
\|g\|_{H^{-s}} = \sup_{0 \neq f \in H^s} \int_M fg/\|f\|_{H^s}
\]
for any $g \in H^{-s})$. So we will proceed via an orthonormal basis of $H^s$. Fix any $s_0 > 2d$ and $f, g \in H^{s_0}$. Let $(\hat{e}_k)_{k \geq 1}$ be an orthonormal basis of mean zero functions on $M$ consisting of all eigenvectors of $-\Delta$ and let $(\lambda_k)_{k \geq 1}$ be the corresponding eigenvalues (see Section 2). Without loss of generality let $(\lambda_k)_{k \geq 1}$ be nondecreasing. Then by Weyl’s law (see e.g. [71]) we have that

$$\lambda_k \lesssim_M k^{2/d}, \quad k \geq 1;$$

we also know that $\|\hat{e}_k\|_{\infty} \lesssim_M \lambda_k^{d/4}$ (see e.g. [28, 77]). Therefore we can conclude that

$$\|\hat{e}_k\|_{\infty} \lesssim_M k^{1/2}, \quad k \geq 1.$$  

Moreover, for each $k, k' \geq 1$ analogously to (3.61) by (3.63) we have that

$$\mathbb{P}\left\{ \left| \int_M \hat{e}_k(x)\hat{e}_{k'}(\phi_n^\alpha(x)) \, d\mu(x) \right| > e^{-\gamma n}(kk')^{\frac{d}{4}} \right\} \lesssim e^{-\gamma n}(kk')^{\frac{d}{4}} \|\hat{e}_k\|_{\infty}^{2} \|\hat{e}_{k'}\|_{\infty}^{2} \lesssim e^{-\gamma n}(kk')^{\frac{d}{4}} < \infty,$$

so by Borell-Cantelli lemma and the fact that $\sum_{n,k,k' \geq 1} e^{-\gamma n}(kk')^{\frac{d}{4}} < \infty$ there exists a.s. finite $\mathcal{D} : \mathbb{R} \to \mathbb{R}$, defined by

$$\mathcal{D} := 1 \vee \sup_{n,k,k' \geq 1} \left\{ \frac{\int_M \hat{e}_k(x)\hat{e}_{k'}(\phi_n^\alpha(x)) \, d\mu(x)}{(kk')^{\frac{d}{4}} - 1} \right\}$$

so that $|\int_M \hat{e}_k(x)\hat{e}_{k'}(\phi_n^\alpha(x)) \, d\mu(x)| \leq \mathcal{D}e^{-\gamma n}(kk')^{\frac{d}{4}} - 1$ a.s. In particular, if $f$ and $g$ have the following expansions

$$f = \sum_{k \geq 1} f_k \hat{e}_k \quad \text{and} \quad g = \sum_{k \geq 1} g_k \hat{e}_k,$$

then we get that a.s. for any $n \geq 1$

$$\left| \int_M f(x)g(\phi_n^\alpha(x)) \, d\mu(x) \right| \leq \sum_{k,k' \geq 1} |f_k| |g_{k'}| \left| \int_M \hat{e}_k(x)\hat{e}_{k'}(\phi_n^\alpha(x)) \, d\mu(x) \right| \lesssim \mathcal{D}e^{-\gamma n}\|f\|_{H^{s_0}}\|g\|_{H^{s_0}}.$$

where for the last estimate we used that by the Cauchy-Schwarz inequality, (2.3), and (3.62)

$$\sum_{k \geq 1} k^{\frac{d}{4} - 1}|f_k| \leq \|(k^{\frac{d}{4}}|f_k|)_{k \geq 1}\|_{\ell^2} \|(k^{-1})_{k \geq 1}\|_{\ell^2} \approx \|f\|_{H^{s}}.$$

Thus (3.62) follows for integer $t = n$ and any fixed $s_0 > 2d$.

**Step 2: Integer times and arbitrary $s$**

In order to move to a general $s > 0$ notice that $S : g \mapsto S(g) := g(\phi_n^\alpha(\cdot))$ is a bounded linear operator from $H^{s_0}$ to $H^{-s_0}$ with the norm bounded from above by $\mathcal{D}e^{-\gamma n}$ a.s.; at the same time this is an isometry in $L^2$ by the fact that $\phi_n^\alpha$ is $\mu$-measure preserving thanks to Remark 3.7. Hence thanks to the Riesz-Thorin interpolation argument (see e.g. [43, Section C]) we can extend (3.63) to any $0 < s \leq 2d$ (and hence to any $s > 0$) still with $t$ being integer so that

$$\|S\|_{\mathcal{L}(H^s, H^{-s})} \leq \|S\|_{\mathcal{L}(H^{s_0}, H^{-s_0})} \|S\|_{\mathcal{L}(L^2)}^{1-t} \|S\|_{\mathcal{L}(H^{s_0}, H^{-s_0})}^{t} = \|S\|_{\mathcal{L}(H^{s_0}, H^{-s_0})}^{\frac{t}{s}}.$$
in particular
\begin{equation}
(3.65) \quad \left| \int_{\mathcal{M}} f(x)g(\phi_t^\kappa(x)) \, d\mu(x) \right| \lesssim_s \tilde{D}(\omega) \tilde{D}_n^\kappa e^{-\hat{\gamma}' n} \|f\|_{H^s} \|g\|_{H^s},
\end{equation}
where \( \hat{\gamma}' = \frac{\kappa}{\kappa_0} \) (one can assume \( s_0 = 3 \kappa \) for simplicity).

**Step 3: Arbitrary times**

Fix \( s \in (1,1+\beta/2) \), the case \( s \in (0,1] \) can be done analogously. Let us now treat general \( t \geq 0 \). This can be done similarly to \cite[Section 7.2]{17}; it is enough to notice that for a.e. \( \omega \in \Omega \)
\begin{equation}
(3.66) \quad \left| \int_{\mathcal{M}} f(x)g(\phi_t^\kappa(x,\omega)) \, d\mu(x) \right| \lesssim_s \tilde{D}(\omega) \tilde{D}_n^\kappa e^{-\hat{\gamma}' n} \|f\|_{H^s} \|g\|_{H^s},
\end{equation}
where \( n \in \mathbb{N} \) and \( \hat{\ell} \in [0,1] \) are such that \( t = n + \hat{\ell} \). Then thanks to \cite[(2.4)]{24} for any \( \hat{\ell} \in [0,1] \) we can bound for a.e. \( \omega \in \Omega \) (we omit \( \omega \) for the simplicity)
\begin{equation}
(3.67) \quad \|g(\phi_t^\kappa)\|_{H^s} \approx_{\mathcal{M},(U,\alpha)_{\omega \in \Omega}} \|g\|_{L^2}.
\end{equation}
where \( \{s\} := s-1 \) and where \( g \) can be assumed \( C^\infty \) by an approximation argument. The right hand side of (3.67) can be bounded by
\begin{align*}
\|g\|_{L^2} + \left( \int_{\mathcal{D}^c} \frac{|Dg(x_t^\kappa) - Dg(y_t^\kappa)|^2}{d(x,y)^{2(s)+d}} \, d\mu \otimes \mu(x,y) \right)^{\frac{1}{2}} \\
+ \left( \int_{\mathcal{D}^c} \frac{|D\phi_t^\kappa(x) - D\phi_t^\kappa(y)|^2}{d(x,y)^{2(s)+d}} \, d\mu \otimes \mu(x,y) \right)^{\frac{1}{2}}.
\end{align*}
In order to bound the expression above on the one hand notice that by (3.19) \( \mathbb{P} \)-a.s.
\begin{align*}
\int_{\mathcal{D}^c} \frac{|Dg(x_t^\kappa) - Dg(y_t^\kappa)|^2}{d(x,y)^{2(s)+d}} \, d\mu \otimes \mu(x,y) \\
\lesssim_{\mathcal{M}} \tilde{C}^2 \int_{\mathcal{M}} |Dg(x_t^\kappa)|^2 \, d\mu(x,y) \lesssim_{\mathcal{M}} \tilde{C}^2 \|g\|_{H_t^s},
\end{align*}
where we use the fact that the map \( x \mapsto x_t^\kappa \) preserves \( \mu \) a.s. by Remark 3.7 and where \( \tilde{C} : \Omega \to \mathbb{R}_+ \) is an integrable random variable independent of \( \hat{\ell} \in [0,1] \) and \( \kappa \in [0,\kappa_0] \) (we assume that \( T = 1 \) in (3.19), see Lemma 3.9), and on the other hand
\begin{align*}
\left( \int_{\mathcal{D}^c} \frac{|Dg(x_t^\kappa) - Dg(y_t^\kappa)|^2}{d(x,y)^{2(s)+d}} \, d\mu \otimes \mu(x,y) \right)^{\frac{1}{2}} \\
= \|D\phi_t^\kappa\|_{L^\infty} \left( \int_{\mathcal{D}^c} \frac{|Dg(x_t^\kappa) - Dg(y_t^\kappa)|^2}{d(x_t^\kappa,y_t^\kappa)^{2(s)+d}} \, d\mu \otimes \mu(x,y) \right)^{\frac{1}{2}} \\
\lesssim \|D\phi_t^\kappa\|_{L^\infty}^{s+d/2+1} \left( \int_{\mathcal{D}^c} \frac{|Dg(x_t^\kappa) - Dg(y_t^\kappa)|^2}{d(x_t^\kappa,y_t^\kappa)^{2(s)+d}} \, d\mu \otimes \mu(x,y) \right)^{\frac{1}{2}} \\
\lesssim_{\mathcal{M}} \|D\phi_t^\kappa(\omega)\|_{L^\infty}^{s+d/2+1} \|g\|_{H^s},
\end{align*}
where (\*) follows from the fact that the mapping \((x, y) \mapsto (x^\gamma, y^\gamma)\) preserves \(\mu \otimes \mu\) thanks to Remark 3.7 (see the proof of Proposition 3.22). Therefore

\[
\sup_{\omega \in \Omega, \rho \in \Omega} \|g(\rho)\|_{L^\infty(\mathcal{M})} \leq \Gamma(\omega) \|g\|_{L^\infty(\mathcal{M})}, \quad \omega, \rho \in \Omega,
\]

with

\[
\Gamma(\omega) := \sup_{\alpha, \beta \in [0, \alpha_0]} \sup_{\nu \in \nu(\mathcal{M}), \mathcal{M}} \|D\phi^\omega_\nu(x)\|_{L^\infty(\mathcal{M})} + \bar{C}(\omega), \quad \omega \in \Omega,
\]

for which \(L^p\)-boundedness for any \(1 \leq p < \infty\) follows from Corollary 3.10 and Lemma 3.9. By setting

\[
C(\omega) := \sum_{n \geq 1} \Gamma(\theta^n \omega) e^{-\epsilon n}, \quad \omega \in \Omega,
\]

we have that \(\Gamma(\theta^n \cdot) \leq C(\cdot) e^{-\epsilon n}\) for some \(C : \Omega \to \mathbb{R}_+\), so (3.66) and (3.68) yield

\[
\left| \int_{\mathcal{M}} f(x) g(\phi^\omega_\nu(x)) d\mu(x) \right| \leq \tilde{D}(\omega)^{\alpha_0} C(\omega) e^{-(\gamma' - \epsilon) t} \|f\|_{L^p(\mathcal{M})} \|g\|_{L^p(\mathcal{M})}, \quad \omega \in \Omega.
\]

**Step 4: Moment bounds**

In order to finish the proof we will need the following lemmas concerning \(L^p\)-moments of \(C\) and \(\tilde{D}\).

**Lemma 3.23.** For any \(1 \leq p < \infty\) we have that \(E|D|^p \leq \infty\).

**Proof.** The lemma follows from (3.69), (3.70), Lemma 3.9, and Corollary 3.10. \(\square\)

**Lemma 3.24.** Choose \(\gamma' < \alpha/2\) and \(s_0 \geq 3d\). Let \(1 \leq p < \frac{\alpha}{2\gamma'}\). Then \(E|D|^p < \infty\).

**Proof.** Due to (3.64) we have that

\[
E|\tilde{D}|^p \leq 1 + \sum_{n, k, k' \geq 1} \frac{E|\int_{\mathcal{M}} \hat{\epsilon}(x) \hat{\epsilon}(x) d\mu(x)|^p e^{p\gamma n}}{(kk')^{p(1 - 1)}} \leq 1 + \sum_{n, k, k' \geq 1} \frac{E|\int_{\mathcal{M}} \hat{\epsilon}(x) \hat{\epsilon}(x) d\mu(x)|^p e^{p\gamma n}}{(kk')^{p(1 - 1)}} \leq 1 + \sum_{n, k, k' \geq 1} \frac{e^{p\gamma n - \frac{n}{2}}}{{\gamma'}^{p(\frac{1}{2} - 1)}} \leq \infty,
\]

where (i) holds as \(|\int_{\mathcal{M}} \hat{\epsilon}(x) \hat{\epsilon}(x) d\mu(x)| \leq 1\) a.s. by the Cauchy-Schwarz inequality, (ii) follows from (3.63) and the second half of (3.61), and where (iii) holds as \(\frac{p\gamma n}{d} - p - \frac{1}{2} > 1\) (since \(p \geq 1\) and \(s_0 \geq 3d\)) and as \(p\gamma < \frac{\alpha}{2}\). \(\square\)

**Step 5: Conclusion**

Now we are ready to prove (3.13) in full generality. To this end notice that thanks to (3.15) and the fact that \(\phi^\omega_\nu\) is \(\overline{\nu}\)-a.s. measure-preserving for a.e. \(\omega \in \Omega\) by Remark 3.7 we have that (we omit \(\omega\) for simplicity)

\[
\|u_t\|_{H^{\rho \Sigma}} := \sup_{g \in H^{\rho \Sigma}, g \neq 0} \frac{\int_{\mathcal{M}} u_t(x) g(x) d\mu(x)}{\|g\|_{H^{\rho \Sigma}}}
\]
Thus, (3.13) holds and by Hölder’s inequality, the fact that

\[ E|\hat{D}^{\gamma} C e^{-(\gamma'-\varepsilon)t} \|u\|_{H'} \| = E[\hat{D}^{\gamma} C] e^{-(\gamma'-\varepsilon)t} \|u\|_{H'}, \]

where \((*)\) follows from (3.71) and where the latter conditional expectation is finite due to Lemma 3.23 and 3.24 and Hölder’s inequality. Therefore (3.13) holds true with

\[ D_{\kappa,\gamma}(\omega) \approx_\varepsilon \mathbb{E} \hat{D}(\omega,\cdot) \frac{\hat{4}}{\gamma_0} C(\omega,\cdot), \quad \omega \in \Omega. \]

It remains to estimate \(L^p\)-moments of \(D_{\kappa,\gamma}\). Set \(\gamma_0 = \frac{\alpha}{\gamma_0}\) and fix any \(\gamma \in (0,\gamma_0)\).

Let \(\bar{\gamma} = \frac{\alpha}{3\gamma_0} = \frac{4\alpha_\gamma}{3}\). Then, we have that \(\bar{\gamma}' = \frac{\alpha}{s_0} = \frac{4}{3}\gamma\), so \(\gamma s = \gamma' - \varepsilon\) for \(\varepsilon = \gamma s / 3\).

Thus, (3.13) holds and by Hölder’s inequality, the fact that \(\|E\hat{D}f\|_{L^p(\Omega)} \leq \|f\|_{L^p(\Omega)}\) for any \(f \in L^p(\Omega)\), and Lemma 3.23 and 3.24 for any choice of \(s_0 \geq 3d\) we have that \(ED_{\kappa,\gamma}^p\) is finite if \(p < \frac{2d_0}{\gamma s_0} = \frac{4d_0}{2\gamma_0}\), which concludes the proof of Theorem 3.5

**Remark 3.25.** Notice that if the set of \((\sigma_k)\) is finite (as e.g. in Section 6), then similarly to (3.65) the inequality (3.13) can be proven for any \(s > 0\). In this case we have \(C^\infty\) local characteristics, and hence thanks to (3.3) a version of Lemma 3.9 holds true for \(D^n\phi\) for any \(n \geq 1\), so the proof above can be extended to any \(s > 0\).

4. Stabilization by transport noise

In this section we prove Theorem 1.1. We start with the following corollary of Theorem 3.5

**Corollary 4.1.** Let \((\sigma_k)_{k \geq 1}\) satisfy the conditions (A)–(D) and let \((u_t)_{t \geq 0}\) be the solution of (3.5) with \(u\) being mean-zero in \(L^2(M)\). Then there exist \(\kappa_0 > 0\) and \(\gamma_0 > 0\) independent of \(u\) such that for any \(\kappa \in (0,\kappa_0)\) and \(\gamma \in (0,\gamma_0)\) there exists \(D'_{\kappa,\gamma}: \Omega \to [1,\infty)\) such that a.s.

\[ \|u_t\|_{L^2} \leq D'_{\kappa,\gamma} \kappa^{-1} e^{-\gamma t} \|u\|_{L^2}, \quad t > 0. \]

Moreover, \(E|D'_{\kappa,\gamma}|^p < \infty\) for any \(1 \leq p < \frac{9d_0}{2\gamma_0}\).

**Proof.** It follows from (3.5) that for any \(t > 0\) a.s.

\[ \|u_t\|_{L^2}^2 - \|u\|_{L^2}^2 + \sum_{k \geq 1} \int_0^t \int_M \left< u_s(x) \sigma_k(x), \nabla u_s(x) \right> \chi_k \mu(x) \circ dW^k_s \]

\[ = \kappa \int_0^t \int_M u_s T u_s \mu(x) \, ds = -\kappa \sum_{m=1}^n \int_0^t \|\chi_m u_s\|_{L^2(M)}^2 \, ds, \]

where the integrals \(\int_M (u_s(x) \sigma_k(x), \nabla u_s(x)) \mu(x)\) are well-defined as \(u_s\) is an element of \(H^1(M)\) for any \(s > 0\) a.s. (see [61, Theorem 4.2.4]), so \(\nabla u_s \in L^2(M; T M)\) a.s., and as \(u_s(x) \sigma_k \in L^2(M; T M)\) for any \(k \geq 1\). The fact that \(dW^k\)-integrals of (1.2) exist and are summable follows from the condition (D) and the fact that by [61, Thm 4.2.4] \(u \in L^2(\Omega \times [0,T]; H^1(M)) \cap L^2(\Omega; C_{loc}(\mathbb{R}_+; L^2(M))\).
As the coefficients $\sigma_k$’s are divergence-free, by approximating $\nabla u_s$ by smooth functions in $L^2(M; TM)$ thanks to the divergence theorem on manifolds (see [58, Theorem 16.32] and [78, Theorem 1]), here we use that $u_s \nabla u_s = \frac{1}{2} \nabla u_s^2$)

$$
\sum_{k \geq 1} \int_0^t \int_M \langle \sigma_k(x), \frac{1}{2} \nabla u_s^2(x) \rangle_x \, d\mu(x) \circ dW^k = 0,
$$

so a.s.

(4.3)

$$
\|u\|_{L^2}^2 - \|u_t\|_{L^2}^2 = \kappa \sum_{m=1}^n \int_0^t \|\chi_m u_s\|_{L^2}^2 \, ds,
$$

hence by Lemma [3,3] $\frac{d}{dt}\|u_t\|_{L^2}^2 = -\kappa \sum_{m=1}^n \|\chi_m u_t\|_{L^2}^2 \approx -\kappa \|\nabla u_t\|_{L^2}^2$. In particular, for $D_{\kappa, \gamma}$ and $\gamma$ being as in Theorem [3,3] analogously to [10, Lemma 7.1] we have that a.s. (here we use that $\int_M u_t = 0$ so $\|u_t\|_{H^1} \approx \|\nabla u_t\|_{L^2}$)

$$
\frac{d}{dt}\|u_t\|_{L^2}^2 \approx -\kappa \|\nabla u_t\|_{L^2}^2 \leq \kappa \frac{\gamma}{\kappa} \|u_t\|_{H^1}^2 \leq \kappa \|D_{\kappa, \gamma}^2 \|u_t\|_{H^1}^2,
$$

thus a.s.

$$
\frac{d}{dt}\|u_t\|_{L^2}^2 = -\frac{1}{\kappa} \frac{d}{dt}\|u_t\|_{L^2}^2 \geq \frac{\kappa \gamma}{\kappa} \frac{1}{\kappa D_{\kappa, \gamma}^2} \|u_t\|_{H^1}^2
$$

consequently a.s.

$$
\frac{1}{\gamma} \|u_t\|_{L^2}^2 \geq \frac{1}{\|u_t\|_{L^2}^2} - \frac{1}{\|u_t\|_{L^2}^2} \geq \kappa (\kappa \gamma^t - 1) \frac{1}{\kappa D_{\kappa, \gamma}^2} \|u_t\|_{H^1}^2
$$

which in turn implies

(4.4)

$$
\|u_t\|_{L^2}^2 \leq \gamma D_{\kappa, \gamma}^2 \kappa^{-1} (\kappa \gamma^t - 1)^{-1} \|u_t\|_{H^1}^2, \quad t \geq 0.
$$

Let us now show that there exists an $\mathbb{F}$-stopping time $\tau \in [0, 1]$ such that $\|\nabla u_t\|_{L^2} \leq C$ for some universal constant $C > 0$. To this end define $\tau$ by

$$
\tau := \inf \left\{ t \geq 0 : \sum_{m=1}^n \|\chi_m u_t\|_{L^2}^2 \leq \|u_t\|_{L^2}^2 / \kappa \right\}.
$$

Note that $\tau \leq 1$ by (4.3). Moreover, $\tau$ is a stopping time as $f \mapsto \sum_{m=1}^n \|\chi_m f\|_{L^2}^2$ is a Borel (possibly, infinite) function on $L^2$ (it can be defined via the basis $(\hat{e}_k)_{k \geq 1}$, see Section 2). Thanks to the definition of $\tau$ for a.e. $\omega \in \Omega$ there exists a sequence $(t_i(\omega))_{i \geq 1}$ such that $t_i(\omega) \searrow \tau(\omega)$ as $i \to \infty$ and

$$
\sum_{m=1}^n \|\chi_m u_{t_i(\omega)}\|_{L^2}^2 \leq \|u\|_{L^2}^2 / \kappa, \quad i \geq 1.
$$

In particular, by Lemma [3,3] there exists $C > 0$ such that

(4.5)

$$
\frac{1}{\kappa} \|\nabla u_{t_i}(\omega)\|_{L^2} \leq \left( \sum_{m=1}^n \|\chi_m u_{t_i(\omega)}\|_{L^2}^2 \right)^{\frac{1}{2}} \leq \frac{\|u\|_{L^2}}{\sqrt{\kappa}}, \quad i \geq 1.
$$

As $t \mapsto u_t(\omega)$ is a continuous $L^2$-valued function in $t \geq 0$ (see [61, Theorem 4.2.4]) and as $f \mapsto \|f\|_{H^1}$ is lower-semicontinuous as a function on $L^2(M)$, we have that by (4.5) for a.e. $\omega \in \Omega$

(4.6)

$$
\|u_{\tau(\omega)}(\omega)\|_{H^1} \leq \limsup_{i \to \infty} \|u_{t_i(\omega)}(\omega)\|_{H^1} \leq C \frac{\|u\|_{L^2}}{\sqrt{\kappa}}.
$$
Finally let us show inequality (4.1). For any $f \in L^1(\Omega)$ denote by $E_1 f$ and $E_2 f$ the following conditional expectations:
\[
E_1 f := E(f|((W^k)_{k \geq 1}(\tilde{W}^m_t)_{t \in [0,\tau],m=1,...,n}),
\]
\[
E_2 f := E(f|((W^k)_{k \geq 1}(\tilde{W}^m_t - \tilde{W}^m_\tau)_{t \geq 0,m=1,...,n}).
\]
Then $E_1 f = E_2 f$ since $(\tilde{W}^m_t)_{t \in [0,\tau(\omega)],m=1,...,n}$ and $(\tilde{W}^m_t - \tilde{W}^m_\tau(\omega))_{t \geq 0,m=1,...,n}$ are independent for a.e. $\omega \in \Omega$ and since for a.e. $\omega \in \Omega$ $P$-a.s.
\[
E_1 f(\omega,\cdot) = E(f(\cdot,\cdot)|(\tilde{W}^m_t)_{t \in [0,\tau(\omega)],m=1,...,n}),
\]
\[
E_2 f(\omega,\cdot) = E(f(\cdot,\cdot)|(\tilde{W}^m_t - \tilde{W}^m_\tau(\omega))_{t \geq 0,m=1,...,n})
\]
(3.1) these conditional expectations are well-defined as by Fubini's theorem $f(\omega,\cdot) \in L^1(\Omega)$ for a.e. $\omega \in \Omega$; the latter equalities can be shown first for step functions and then extended to the whole $L^1(\Omega)$ by an approximation argument.

Note that as $\tau$ is an $F$-stopping time, Corollary 3.11 yields that $(\phi^{\kappa,\tau}_t)_{t \geq 0} := (\phi^{\kappa,\tau}_t(\phi^{\kappa}_t)^{-1})_{t \geq 0}$ is a stochastic flow of homeomorphisms independent of $(W^k)_{k \geq 1,t \in [0,\tau]}$ and $(\tilde{W}^m_t)_{m=1,...,n,t \in [0,\tau]}$. Therefore by (3.15), Corollary 3.11 and Remark 3.8 for any $t \geq 0$ $P$-a.s.
\[
u_{t+\tau} = E_{\tilde{W}} u((\phi^{\kappa,\tau}_t)^{-1}), = E_1 E_{\tilde{W}} u((\phi^{\kappa,\tau}_t)^{-1}(\phi^{\kappa,\tau}_t)^{-1}),
\]
\[
u_{t+\tau} = E_{\tilde{W}} u((\phi^{\kappa,\tau}_t)^{-1}), = E_1 E_{\tilde{W}} u((\phi^{\kappa,\tau}_t)^{-1}).
\]
Next, as $\phi^{\kappa,\tau}$ and $\phi^{\kappa}$ are equidistributed by Corollary 3.11 [64] and (4.6) yield that for any $t \geq 0$ $P$-a.s.
\[
\|u_{t+\tau}\|_{L^2}^2 = \|E_{\tilde{W}} u_t((\phi^{\kappa,\tau}_t)^{-1})\|_{L^2}^2 \leq \gamma D_{\kappa,\gamma,\tau}^2\epsilon^{\gamma}(e^{2\gamma t} - 1)^{-1}\|u_t\|_{L^2}^2 \leq \gamma D_{\kappa,\gamma,\tau}^2\epsilon^{\gamma} e^{-2\gamma t}\|u_t\|_{L^2}^2,
\]
where $D_{\kappa,\gamma,\tau}$ is defined analogously to $D_{\kappa,\gamma}$ but for $\phi^{\kappa,\tau}$ instead of $\phi^{\kappa}$. Thus for any $t \geq 1$ $P$-a.s.
\[
\|u_t\|_{L^2}^2 = \|u_{t+\tau}\|_{L^2}^2 \leq \gamma D_{\kappa,\gamma,\tau}^2\epsilon^{\gamma} e^{-2\gamma(t-\tau)}\|u_t\|_{L^2}^2 \leq \gamma D_{\kappa,\gamma,\tau}^2\epsilon^{\gamma} e^{-2\gamma t}\|u_t\|_{L^2}^2,
\]
where the latter holds true as $\tau \leq 1$ a.s.

Therefore (4.1) follows with
\[
D'_{\kappa,\gamma}(\omega) \approx \sqrt{C^2}D_{\kappa,\gamma,\tau}(\omega), \ \omega \in \Omega.
\]

Let us turn to the moments of $D'_{\kappa,\gamma}$. To this end note that by Theorem 3.3 (4.7), the fact that $(W^k_t)_{t \in [0,\tau],k \geq 1}$ is independent of $(\tilde{W}^m_t - W^k_\tau(\omega))_{k \geq 1}$, and the fact that by (3.72) and Corollary 3.11 $D_{\kappa,\gamma,\tau}$ depends only on $(\tilde{W}^m_t - W^k_\tau(\omega))_{k \geq 1}$ and has the same distribution as $D_{\kappa,\gamma}$, we have that for $p < \frac{\nu_{\kappa,\gamma}}{2\gamma}$ [recall that here we assume that $s = 1$]
\[
E|D'_{\kappa,\gamma}|^p \approx \gamma^p C^{2p} E|D_{\kappa,\gamma,\tau}|^p
\]
\[
= \gamma^p C^{2p} E\left(|D_{\kappa,\gamma,\tau}|^p\right)\left(W^k_t\right)_{t \in [0,\tau],k \geq 1} = \gamma^p C^{2p} E|D_{\kappa,\gamma}|^p < \infty.
\]
Let us now show Theorem 1.1. For $C = 0$ Theorem 1.1 follows from Corollary 4.1 by applying a rescaling argument. Namely, let $A_0 := 1/\sqrt{\alpha_0}$. Then for any $A \geq A_0$ and for $\kappa := 1/A^2$ we have that for the solutions $(u_t^A)_{t \geq 0}$ of (1.1) and $(u_t)_{t \geq 0}$ of (1.2) the processes $(u_t^A)_{t \geq 0}$ and $(u_{A\omega})_{t \geq 0}$ are equidistributed, so (1.4) is a direct consequence of (4.1) with $A = A^2 = 1/\sqrt{\alpha_0}$ (recall that we set $\Omega = C(\mathbb{R}_+; \mathbb{R}_\infty)$, see Section 2). The integrability of $D^{A,\gamma}$ then follows from (1.3).

The case $C > 0$ follows from the case $C = 0$ by applying Theorem 1.1 to $v_t := e^{-Ct}u_t$ which in turn satisfies (1.1) with $C = 0$.

5. Regular Kraichnan model on $T^d$

The Kraichnan model (a.k.a. the RDT model for “Rapid Decorrelation in Time”) was introduced by Kraichnan in [50] and by Kazantsev in [48] in the context of turbulence in fluids. We also refer to [64] for further details. The classical Kraichnan model defines an isotropic flows on $\mathbb{R}^d$ (or $\mathbb{S}^d$), while the Kraichnan model on the $d$-dimensional torus $\mathcal{M} = T^d$ was introduced in [24, Section 3] as follows. For any $x, y \in T^d$ we set, for $i, j = 1, \ldots, d$,

$$D(x, y)(e_i, e_j) = \sum_{k \geq 1} \langle \sigma_k(x), e_i \rangle \langle \sigma_k(y), e_j \rangle$$

$$(5.1)$$

where the parameter $\phi$ measures the compressibility of the flow (see e.g. [38, Section 2]). Since we are considering incompressible flows, corresponding to $\sigma_k$ being divergence-free (see e.g. [54, §10]), we have $\phi = 0$. Following [64, pp. 343, 426, and 432] the coefficient $\hat{d}(|z|)$ is chosen as $\hat{d}(|z|) \approx \frac{1}{|z|^{d+\alpha}}$ for some $\alpha > 2$.

In terms of the coefficients $\sigma_k$ this choice correlation function $D(x, y)$ corresponds to choosing $(\sigma_k)_{k \geq 1}$ as $(\hat{e}_i^\ell)_{z \in \mathbb{Z}^d, 1 \leq \ell \leq d-1}$, where for any $x \in T^d$ and for any pair $(z, -z)$ from $\mathbb{Z}^d$ with $z$ lexicographically dominating $-z$

$$\hat{e}_z^\ell(x) = a_z^\ell \frac{1}{\sqrt{|z|^{d+\alpha}}} \cos(z \cdot x), \quad x \in T^d,$$

$$(5.2)$$

$$\hat{e}_{-z}^\ell(x) = a_z^\ell \frac{1}{\sqrt{|z|^{d+\alpha}}} \sin(z \cdot x), \quad x \in T^d,$$

with $(a_z^\ell)_{1 \leq \ell \leq d-1} \subset \mathbb{R}^d$ being an orthonormal basis of the orthogonal complement to $z$. Indeed, in this case for any $x, y \in T^d$ we have

$$D(x, y)(e_i, e_j) = \sum_{k \geq 1} \langle \sigma_k(x), e_i \rangle \langle \sigma_k(y), e_j \rangle$$

$$= \frac{1}{4} \sum_{z \in \mathbb{Z}^d} \frac{1}{|z|^{d+\alpha}} [\cos(z \cdot x) \cos(z \cdot y) + \sin(z \cdot y) \sin(z \cdot y)] \sum_{\ell=1}^{d-1} \langle a_z^\ell, e_i \rangle \langle a_z^\ell, e_j \rangle$$

$$= \frac{1}{4} \sum_{z \in \mathbb{Z}^d} \frac{1}{|z|^{d+\alpha}} \cos(z \cdot (x - y)) \left[ \langle e_i, e_j \rangle - \frac{\langle z, e_i \rangle \langle z, e_j \rangle}{|z|^2} \right]$$

$$= \sum_{z \in \mathbb{Z}^d} \left[ \delta_{ij} - \frac{|z|^2}{|z|^{d+\alpha}} \right] e^{i\cdot(x-y)} \frac{1}{8|z|^{d+\alpha}},$$
where (*) follows from the fact that \((a_1^d, \ldots, a_d^{d-1}, z/|z|)\) forms an orthonormal basis of \(\mathbb{R}^d\). Thus, we obtain \(\mathbf{31}\) with \(\hat{d}(|z|) = \frac{1}{\sqrt{|z| + \alpha}}\) as required.

We further notice that,

\[(5.3) \quad \langle D\sigma_k, \sigma_k \rangle = 0, \quad k \geq 1,\]

since

\[(5.4) \quad \langle D\hat{e}_{z,1}^\ell, \hat{e}_{z,2}^\ell \rangle = a_1^\ell \langle a_1^\ell, z \rangle \frac{1}{2|z|^{d+\alpha}} \sin(z \cdot x) \cos(z \cdot x) = 0,
\]

\[(5.5) \quad \langle D\hat{e}_{z,1}^\ell, \hat{e}_{z,-1}^\ell \rangle = -a_1^\ell \langle a_1^\ell, z \rangle \frac{1}{2|z|^{d+\alpha}} \sin(z \cdot x) \cos(z \cdot x) = 0.\]

This implies that the Stratonovich SDE \((\mathbf{11})\) coincides with the Itô one by \([72, \text{Theorem V.26}]\). Note that \((5.3)\) holds for general isotropic flows on \(\mathbb{R}^d\) and \(\mathbb{S}^d\), see \([12, (3.7)]\) and compare Remark \(\mathbf{31}\).

**Remark 5.1** (An-)isotropy in the Kraichnan model. In \(\mathbb{R}^d\) (or \(\mathbb{S}^d\)) the Kraichnan model is known to be governed by isotropic flows, i.e. stochastic flows defined analogously \((\mathbf{3.5})\) on \(\mathbb{R}^d\) (resp. \(\mathbb{S}^d\)) with \(D(x,y) := \sum_{k \geq 1} \sigma_k(x) \otimes \sigma_k(y)\) depending only on \(|x - y|\), see, for example \([64, \text{Section 4.2.2}]\) and \([12, 56, 73, 83, 84]\). For the Kraichnan model over \(\mathbb{T}^d\) (the box case) the phenomenon of anisotropy appears (see \([21, 24, 55]\)). Indeed, any isotropic flow on the torus is necessarily trivial: If \(D(x,y)\) depends only on \(|x - y|\) then it is invariant under rotations. Now applying rotations with center \(\{0\} \subset \mathbb{T}^d\) any point on the torus can be moved arbitrarily close to \(\{0\}\). Hence, continuity of \(D(x,y)\) implies that \(D\) has to be a constant.

**Theorem 5.2.** Consider the Kraichnan model on the \(d\)-dimensional torus with spatial decorrelation parameter \(\alpha > 2\), that is, the stochastic transport equation

\[(5.5) \quad du_t + A \sum_{k \geq 1} \langle \sigma_k, \nabla u_t \rangle_{T^d} \circ dW_t^k = 0,\]

with \(\sigma_k\) chosen as in \((\mathbf{5.2})\). Then, \((\mathbf{5.5})\) is exponentially mixing, in the sense of Theorem \(\mathbf{1.7}\). Moreover, the viscous Kraichnan model

\[(5.6) \quad du_t + A \sum_{k \geq 1} \langle \sigma_k, \nabla u_t \rangle_{T^d} \circ dW_t^k = \Delta u_t \, dt,\]

satisfies enhanced diffusion, in the sense of Theorem \(\mathbf{3.3}\).

**Proof.** The proof consists in verifying the assumptions of Theorem \(\mathbf{1.1}\) for the Kraichnan model, that is, the conditions (A)-(D) from Section \(\mathbf{11}\).

**A:** This part follows from the elementary fact that \(\text{span}(\sigma_1(x), \sigma_2(x), \ldots) = \mathbb{R}^d\) for any \(x \in \mathbb{T}^d\) thanks to \((\mathbf{5.2})\) and the fact that \(\text{span}(a_1^d, \ldots, a_d^{d-1})\) is the orthogonal complement \(z^\perp\) to \(z\) for any \(z \in \mathbb{Z}^d_0\), so it is sufficient to consider two non collinear \(z_1\) and \(z_2\) as in this case \(\text{span}(z_1^\perp, z_2^\perp) = \mathbb{R}^d\).

**B:** Fix \(x \neq y \in \mathbb{T}^d\). Fix \(z \in \mathbb{Z}^d_0\) lexicographically dominating \(-z\) such that

\[(5.7) \quad \langle z, x - y \rangle \neq 2\pi n, \quad \forall n \in \mathbb{Z}.\]

Note that in this case for any \(\ell\)

\[
\begin{pmatrix}
\hat{e}_{z,1}^\ell(x) \\
\hat{e}_{z,2}^\ell(y)
\end{pmatrix}
= \frac{1}{\sqrt{2|z|^{d+\alpha}}}
\begin{pmatrix}
a_1^\ell \cos(z \cdot x) \\
a_1^\ell \cos(z \cdot y)
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
\hat{e}_{z,-1}^\ell(x) \\
\hat{e}_{z,-1}^\ell(y)
\end{pmatrix}
= \frac{1}{\sqrt{2|z|^{d+\alpha}}}
\begin{pmatrix}
a_1^\ell \sin(z \cdot x) \\
a_1^\ell \sin(z \cdot y)
\end{pmatrix}
\]

generate \((aa_1^d, ba_1^d)\) for any \(a, b \in \mathbb{R}\) as then \((\sin(z \cdot x), \sin(z \cdot y))\) and \((\cos(z \cdot x), \cos(z \cdot y))\) are not collinear. Since \(\ell\) was arbitrary, we are able to generate \(z^\perp \times z^\perp \subset \mathbb{R}^{2d}\)
(where \( z^\perp \) is the orthogonal complement to \( z \) in \( \mathbb{R}^d \)). It remains to notice that such \( z \) satisfying (5.7) span the whole \( \mathbb{R}^d \) as the set
\[
\left\{ \frac{z}{|z|} : z \in \mathbb{Z}_0^d \text{ such that (5.7) is satisfied} \right\} \subset \mathbb{R}^d
\]
is dense in the unit sphere of \( \mathbb{R}^d \) (if \( z \) does not satisfy (5.7), then a small perturbation of \( Cz \) for big \( C \in \mathbb{N} \) does). Therefore \( (\sigma_k(x), \sigma_k(y))_{k \geq 1} \) span \( \mathbb{R}^{2d} \) and hence (B) is satisfied.

(C): To this end let us actually write down what are \( \tilde{\sigma}_k \)'s. By (3.14) we have that \( (\tilde{\sigma}_k)_{k \geq 1} \) coincides with \( \{\tilde{\epsilon}_\ell^z)_{z \in \mathbb{Z}_0^d, 1 \leq \ell \leq d-1} \) where for any \( x \in \mathbb{T}^d \), for any \( v \in S^{d-1} \), and for any pair \((z, -z)\) with \( z \) lexicographically dominating \( -z \)
\[
\tilde{\epsilon}_\ell^z(x, v) = \frac{1}{\sqrt{2|z|}} \sin(z \cdot x)\langle z, v \rangle \left[ a_\ell^z - v(v, a_\ell^z) \right], \quad x \in \mathbb{T}^d, \quad v \in S^{d-1},
\]
\[
\tilde{\epsilon}_{-\ell}^z(x, v) = \frac{1}{\sqrt{2|z|}} \cos(z \cdot x)\langle z, v \rangle \left[ v\langle v, a_\ell^z \rangle - a_\ell^z \right], \quad x \in \mathbb{T}^d, \quad v \in S^{d-1}.
\]

Fix \( x \in \mathbb{T}^d \) and \( v \in S^{d-1} \). We need to show that for any \( u \in \mathbb{R}^d \) and \( w \in v^\perp \) satisfying \(|u|^2 + |w|^2 = 1\) there exists \( z \in \mathbb{Z}_0^d \) and \( \ell \in \{1, \ldots, d-1\} \) such that \( \langle \tilde{\epsilon}_\ell^z(x, u) + \tilde{\epsilon}_{-\ell}^z(x, v), w \rangle \neq 0 \). This follows from the fact that if \( z \) dominates lexicographically \(-z\), then
\[
\langle \tilde{\epsilon}_\ell^z(x, u) + \tilde{\epsilon}_{-\ell}^z(x, v), w \rangle = \frac{1}{\sqrt{2|z|}} \left[ \cos(z \cdot x)\langle a_\ell^z, u \rangle + \sin(z \cdot x)\langle z, v \rangle \langle a_\ell^z, w \rangle \right],
\]
\[
\langle \tilde{\epsilon}_{-\ell}^z(x, u) + \tilde{\epsilon}_\ell^z(x, v), w \rangle = \frac{1}{\sqrt{2|z|}} \left[ \sin(z \cdot x)\langle a_\ell^z, u \rangle - \cos(z \cdot x)\langle z, v \rangle \langle a_\ell^z, w \rangle \right].
\]

Linear combinations of these numbers generate both \( \langle a_\ell^z, u \rangle \) and \( \langle z, v \rangle \langle a_\ell^z, w \rangle \). So if \( u \neq 0 \), then it is sufficient to choose some \( z \) so that \( \langle a_\ell^z, u \rangle \neq 0 \). If \( u = 0 \), then \( w \neq 0 \), and we can choose \( z \) so that \( \langle a_\ell^z, u \rangle \neq 0 \) and \( \langle z, v \rangle \neq 0 \).

(D): First note that by (3.20) we have that \( \sum_{k \geq 1} \langle D\sigma_k, \sigma_k \rangle = 0 \), so this function is in \( C^{1,\beta} \) for some \( \beta \in (0, 1] \). Next notice that
\[
\|\tilde{\epsilon}_{\ell}^z\|_\infty \approx \frac{1}{|z|^{d/2}}, \quad \|D\tilde{\epsilon}_{\ell}^z\|_\infty \approx \frac{1}{|z|^{d/2-1}}, \quad \|D^2\tilde{\epsilon}_{\ell}^z\|_\infty \approx \frac{1}{|z|^{d/2-2}},
\]
\[
\therefore \sum_{k \geq 1} \|\sigma_k\|_\infty^2 + \|D\sigma_k\|_\infty^2 + \|D\sigma_k\|_\infty \|\sigma_k\|_\infty + \|D^2\sigma_k\|_\infty \|\sigma_k\|_\infty
\]
\[
\approx d \sum_{z \in \mathbb{Z}_0^d} \frac{1}{|z|^{d+\alpha-2}} \approx_d \sum_{n=1}^{\infty} \sum_{z \in \mathbb{Z}_0^d, |z|_\infty = n} \frac{1}{n^{d+\alpha-2}}
\]
\[
\approx_d \sum_{n=1}^{\infty} \frac{n^{d-1}}{n^{d+\alpha-2}} = \sum_{n=1}^{\infty} \frac{1}{n^{\alpha-1}} < \infty,
\]
where \( |z|_\infty \) is the standard sup-norm in \( \mathbb{Z}_0^d \). Therefore (3.20) holds true as well. Finally, for any \( x, y \in \mathbb{T}^d \) and any \( u, v \in \mathbb{R}^d \) we have that
\[
\sum_{k \geq 1} D\sigma_k(x) \otimes D\sigma_k(y)(u, v)
\]
\[
= \frac{1}{4} \sum_{z \in \mathbb{Z}_0^d} \frac{1}{|z|^{d+\alpha}} \sum_{\ell=1}^{d-1} a_\ell^x \otimes a_\ell^y \cos(z \cdot (x-y))\langle z, u \rangle \langle z, v \rangle,
\]
so \(x, y \mapsto \sum_{k \geq 1} D\sigma_k(x) \otimes D\sigma_k(y)\) is \(C^\beta\) for \(\beta < \alpha - 2\) (since \(\cos a - \cos b \leq |a - b|^\beta\) for any \(0 \leq \beta \leq 1\)). Similar calculations lead to the last part of the condition (D). Indeed,

\[
\sum_{k \geq 1} \| (\sigma_k(y) - \sigma_k(x)) \otimes (\sigma_k(y) - \sigma_k(x)) - \langle D\sigma_k(x), y - x \rangle \otimes \langle D\sigma_k(x), y - x \rangle \|
= \sum_{z \in \mathbb{Z}_d^d} \frac{1}{2|z|^{d+\alpha}} \sum_{k=1}^{d-1} \| a_k^z \otimes a_k^z \| (2 - 2 \cos(z \cdot (y - x)) - \langle z, y - x \rangle^2)
\]

the latter is of the order \(O(|w|^\alpha - \epsilon)\) for any \(0 < \epsilon < \alpha - 2\) as it is summable for such \(\epsilon\) and as \(2 - 2 \cos(a) - a^2 = O(|a|^{\alpha - \epsilon})\) for any \(a\). (3.3) holds for the similar reason.

Thus (D) follows and consequently, Theorem 1.1 holds true. \(\square\)

**Remark 5.3.** According to [64, pp. 427 and 436] the Kolmogorov spectrum of turbulence corresponds to \(\alpha = 4/3\), which in turn leads to coefficients \(\sigma_k\) which do not have enough regularity in order to generate a stochastic flow and, therefore, the approach of this paper cannot be applied.

**Remark 5.4.** The reader might question why do we consider such a range of \(\alpha\), why cannot we go beyond \(\alpha = 2\)? If we consider \(\alpha \leq 2\), we are no longer guaranteed that \(\phi\) creates a flow and that in particular \(D\phi\) is well defined. Indeed, in this case analogously to (5.8) we get that the local characteristics of \(\phi\) are no longer differentiable but only Hölder continuous, so we can not apply [53] Section 4.5 and Theorem 4.6.5.

### 6. HÖRMANDER CONDITIONS

In this section we show that, in the case of smooth diffusion coefficients, the ellipticity conditions (B) for the two-point motion and (C) for the normalized tangent flow can be relaxed to the Hörmander condition, as it was also done in the classical work [14] by Baxendale and Stroock (see also [10, 27]).

(B') There is a \(K > 0\) such that \(\sigma_k \equiv 0\) for all \(k \geq K\) and that for all \(x_1, x_2 \in M\) such that \(x_1 \neq x_2\) we have that

\[
\text{Lie} \left( \begin{pmatrix} \sigma_1 \\ \sigma_1 \end{pmatrix}, \ldots, \begin{pmatrix} \sigma_K \\ \sigma_K \end{pmatrix} \right) \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} = T_{x_1}M \times T_{x_2}M.
\]

(C') There is a \(K > 0\) such that \(\sigma_k \equiv 0\) for all \(k \geq K\) and that for all \(x \in M\) and \(v \in S_xM\) we have that

\[
\text{Lie} \left( \begin{pmatrix} \sigma_1 \\ \partial_1 \end{pmatrix}, \ldots, \begin{pmatrix} \sigma_K \\ \partial_K \end{pmatrix} \right) \begin{pmatrix} x \\ v \end{pmatrix} = T_xM \times T_v(S_xM).
\]

**Theorem 6.1.** Let \((\sigma_k)_{k \geq 1}\) satisfy the conditions (A), (B'), (C'), (D). Then the results of Theorem 3.3 and Theorem 1.1 hold.

**Proof.** First, one can impose the condition (C') instead of (C) in Appendix A as it was done e.g. in [14]. Next, Proposition 3.22 with the conditions (B') and (C') instead of (B) and (C) was shown on [27, p. 9]. The proof then follows the lines of the proofs of Theorem 3.5 and Theorem 1.1. Since the sequence \((\sigma_k)\) is finite and
In a similar way, the first-order Lie brackets generate the vectors

\[ (6.3) \]

which span two-dimensional subspaces of \( \mathbb{R}^4 \) if and only if

\[ x^1 \neq y^1 + \pi k \quad \text{or} \quad x^2 \neq y^2 + \pi k \quad \text{for all} \quad k \in \{0, 1\}. \]

Indeed, in this case both (6.1) and (6.2) span two-dimensional subspaces of \( \mathbb{R}^4 \) which are orthogonal to each other. Hence, the strict ellipticity condition (B) for the two point motion is not satisfied.

However, we next show that (B') can be verified. To this end fix \( x \) and \( y \) so that (6.3) is satisfied and let us exemplarily compute one of the two-point Lie brackets

\[
\left[ \begin{pmatrix} \sigma_1(x) \\ \sigma_3(x) \end{pmatrix}, \begin{pmatrix} \sigma_1(y) \\ \sigma_3(y) \end{pmatrix} \right] = D \begin{pmatrix} \sigma_1(x) \\ \sigma_1(y) \end{pmatrix}, \begin{pmatrix} \sigma_3(x) \\ \sigma_3(y) \end{pmatrix} - D \begin{pmatrix} \sigma_3(x) \\ \sigma_3(y) \end{pmatrix}, \begin{pmatrix} \sigma_1(x) \\ \sigma_1(y) \end{pmatrix} \end{pmatrix} = \begin{pmatrix} \sin x^1 \cos x^2 \\ - \cos x^1 \sin x^2 \\ \sin y^1 \cos y^2 \\ - \cos y^1 \sin y^2 \end{pmatrix}. \]

In a similar way, the first-order Lie brackets generate the vectors

\[
\begin{pmatrix} \cos x^1 \cos x^2 \\ \sin x^1 \sin x^2 \\ \cos y^1 \cos y^2 \\ \sin y^1 \sin y^2 \end{pmatrix}, \quad \begin{pmatrix} \sin x^1 \sin x^2 \\ \cos x^1 \cos x^2 \\ \sin y^1 \sin y^2 \\ \cos y^1 \cos y^2 \end{pmatrix}, \quad \begin{pmatrix} \cos x^1 \sin x^2 \\ - \sin x^1 \cos x^2 \\ \cos y^1 \sin y^2 \\ - \sin y^1 \cos y^2 \end{pmatrix}. \]

A notable variation of Kraichnan model was presented by Baxendale and Rozovskii in [13, pp. 57–58]. We next show that the results of the present section are applicable to this example.

**Theorem 6.2.** Let \( d = 2 \) and for \( x = (x^1, x^2) \in \mathbb{T}^2 \)

\[
\sigma_1(x) = \begin{pmatrix} 0 \\ \sin x^1 \end{pmatrix}, \quad \sigma_2(x) = \begin{pmatrix} 0 \\ \cos x^1 \end{pmatrix}, \quad \sigma_3(x) = \begin{pmatrix} \sin x^2 \\ 0 \end{pmatrix}, \quad \sigma_4(x) = \begin{pmatrix} \cos x^2 \\ 0 \end{pmatrix}. \]

Then, the stochastic flow is exponentially mixing in the sense of Theorem 5.7 and diffusion enhancing in the sense of Theorem 3.7.

**Proof.** In this case the conditions (A) and (C') are satisfied by [13, p. 58] and (D) is obviously true, but condition (B) does not hold. Indeed, for any fixed \( x, y \in \mathbb{T}^2 \) with \( x = (x^1, x^2) \) and \( y = (y^1, y^2) \) one has that

\[ \left( \sigma_1(x), \sigma_1(y) \right) = \begin{pmatrix} 0 \\ \sin x^1 \end{pmatrix}, \quad \sigma_2(x) = \begin{pmatrix} 0 \\ \cos x^1 \end{pmatrix}, \quad \sigma_3(x) = \begin{pmatrix} \sin x^2 \\ 0 \end{pmatrix}, \quad \sigma_4(x) = \begin{pmatrix} \cos x^2 \\ 0 \end{pmatrix} \]

which span \( \mathbb{R}^4 \) if and only if

\[ (6.3) \]

\[ x^1 \neq y^1 + \pi k \quad \text{or} \quad x^2 \neq y^2 + \pi k \quad \text{for all} \quad k \in \{0, 1\}. \]

In this case both (6.1) and (6.2) span two-dimensional subspaces of \( \mathbb{R}^4 \) which are orthogonal to each other. Hence, the strict ellipticity condition (B) for the two point motion is not satisfied.

However, we next show that (B') can be verified. To this end fix \( x \) and \( y \) so that (6.3) is satisfied and let us exemplarily compute one of the two-point Lie brackets

\[
\left[ \begin{pmatrix} \sigma_1(x) \\ \sigma_3(x) \end{pmatrix}, \begin{pmatrix} \sigma_1(y) \\ \sigma_3(y) \end{pmatrix} \right] = D \begin{pmatrix} \sigma_1(x) \\ \sigma_1(y) \end{pmatrix}, \begin{pmatrix} \sigma_3(x) \\ \sigma_3(y) \end{pmatrix} - D \begin{pmatrix} \sigma_3(x) \\ \sigma_3(y) \end{pmatrix}, \begin{pmatrix} \sigma_1(x) \\ \sigma_1(y) \end{pmatrix} \end{pmatrix} = \begin{pmatrix} \sin x^1 \cos x^2 \\ - \cos x^1 \sin x^2 \\ \sin y^1 \cos y^2 \\ - \cos y^1 \sin y^2 \end{pmatrix}. \]
Indeed, for any Lyapunov function \( i.e. \) unless \( T \) together with (6.1) and (6.2) these vectors span \( \mathbb{R}^4 \) unless \( x^1 = y^1 \) and \( x^2 = y^2 \), i.e. unless \( x = y \). Therefore, the desired result follows from Theorem 6.1 \( \square \)
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Appendix A. Lyapunov exponents and moment Lyapunov functions for SDEs with Hölder coefficients

Let stochastic flow \((\phi_t)_{t \geq 0}\) be defined by (3.23) with \((\sigma_k)_{k \geq 1}\) satisfying the conditions (A)–(D) from Section 3. The goal of the section is to show that in this case the Lyapunov exponent \( \lambda_1 \) (see (3.24)) exists and is positive and that the moment Lyapunov function \( \Lambda(p) \) (see (3.25)) exists for any \( p \in [-p_\ast, p_\ast] \) for some \( p_\ast > 0 \) so that Proposition 3.12 holds true.

A very similar statement has been shown in [6, 14] for smooth and finitely many coefficients \( \sigma_k \). However, one main aim in this work is to include the full range of coefficients amenable to the analysis via the associated Lagrangian stochastic flow (cf. p. 4 in the introduction). In this case, the corresponding PDE for \( \phi \) and \( \mathcal{L} \) (see (3.3) and (3.4)) do not have \( C^\infty \), but only Hölder continuous coefficients. Therefore, the Hörmander theorem cannot be directly applied, as it was done in [6, 14], but one needs to use ellipticity and to adapt the techniques from [10, 17].

**Proposition A.1.** \( \lambda_1 \) defined by (3.24) exists and is positive.

**Proof.** Existence of \( \lambda_1 \) follows from [8, Theorem 2.2 and Corollary 2.3]. Let us show that \( \lambda_1 > 0 \). To this end we will need to use [8, Theorem 6.8] (see also [27, p. 4]), which states that as \( \phi \) is measure-preserving by Remark 3.7 \( \lambda_1 > 0 \) if

(i) for any \( t > 0 \)

\[
\mathbb{E} \left( \sup_{\mathcal{M}} \log^+ \left| D\phi_s(x) \right| \right) + \log^+ \left| (D\phi_s(x))^{-1} \right|
\]

\[
\quad + \log^+ \left| D\phi_t\phi_s^{-1}(x) \right| + \log^+ \left| (D\phi_t\phi_s^{-1}(x))^{-1} \right| \, d\mu(x) < \infty,
\]

(ii) the relative entropy \( \mathbb{E}h(\mu, \mu_t) \) is finite, where \( \mu_t := \mu \circ \phi_t^{-1} \) (see [8, p. 523]),

(iii) there is no Riemannian distance \( d' \) on \( \mathcal{M} \) which is preserved by \( \phi \),

(iv) there are no proper (i.e. of dimension no less than 1 and no more than \( d - 1 \)) tangent subspaces \( E^1_x, \ldots E^p_x \) of \( T_x\mathcal{M} \), \( x \in \mathcal{M} \), such that \( D\phi_t(x)E^i_x = E^{\sigma_i(t)}_{\phi_t(x)} \), where \( \sigma_t \) is some permutation depending only on \( \phi, t, \) and \( x \).

Note that \( \phi_t \) is a Brownian flow which is a backward flow as well (see the proof of Lemma 3.9), so (i) follows from (3.19) implied to both flow \( (\phi_s)_{0 \leq s \leq t} \) and the backward flow \( (\phi_t\phi_{-s})(0 \leq s \leq t) \). (ii) holds as \( \mathbb{E}h(\mu, \mu_t) = 0 \), where \( \mu_t := \mu \circ \phi_t^{-1} = \mu \) as \( \phi \) is measure-preserving by Remark 3.7.

Both conditions (iii) and (iv) hold by Proposition 1.1 (see also [27, Section 2.1]). Indeed, for any \( x, y \in \mathcal{M}, x \neq y \), the measure \( \nu \) on \( (0, \infty) \times \mathcal{M} \times \mathcal{M} \) equalling

\[
\nu((s,t) \times A \times B) = \int_s^t \mathbb{P}(\phi_r(x) \in A, \phi_r(y) \in B) \, dr, \quad 0 \leq s \leq t, \quad A, B \in \mathcal{B}(\mathcal{M}),
\]
solves the Fokker-Planck equation (B.1) with $a^{ij} := \sum_{k \geq 1} (\sigma_k(\cdot), \sigma_k(\cdot))$, $b^i := \frac{1}{2} \sum_{k \geq 1} ((D\sigma_k(\cdot), \sigma_k(\cdot)), (D\sigma_k(\cdot), \sigma_k(\cdot)))$, and $c = 0$, so due to the conditions (A)–(D) and Proposition [B.1] $\nu$ has a density with respect to $dt d\mu d\mu$. Therefore there is no Riemannian distance $d'$ so that $d'(\phi_t(x), \phi_t(y)) = d'(x, y)$ a.s. for any $t \geq 0$ so the condition (iii) is satisfied. The same can be shown for condition (iv) (the corresponding $a^{ij}$ and $b^i$ generated by $(\phi_t(\cdot), \tilde{\phi}_t(\cdot))$ are then Hölder continuous, see Section 3). □

Let us now prove existence of the moment Lyapunov function $\Lambda(p)$ defined by (3.25). For any $p \in \mathbb{R}$ and $\psi \in C(SM)$ define the “twisted” Markov semigroup $\hat{P}_t^p : \mathbb{R}_+ \to \mathcal{L}(C(SM))$ by

$$\hat{P}_t^p \psi (x, v) := \mathbb{E}_{(x,v)} |D\phi_t v|^{-p} \psi (x_t, v_t), \quad x \in M, \quad v \in S_x M, \quad t \geq 0,$$

where for any $v \in S_x M$ we set $v_t := \tilde{\phi}_t (v) = \frac{D\phi_t v}{|D\phi_t v|}$ (see (3.4)).

For any $t \geq 0$ set $\hat{P}_t := \hat{P}_t^0$. Note that $\hat{P}_t$ has an eigenvector $1$ with the eigenvalue $1$. Let us show that this eigenvalue is leading and that $\hat{P}_t^0$ has a spectral gap in $1$ for $t$ big enough.

**Lemma A.2.** For $T \geq 0$ big enough $\hat{P}_T$ as an operator on $C(SM)$ has a spectral gap in point $\{1\}$, i.e. there exists $\varepsilon \in (0, 1)$ so that $\{1\} \subset \sigma(\hat{P}_T) \subset \{1\} \cup B(0, \varepsilon)$.

**Proof.** For the proof we apply Theorem 2.3, which condition (i) is satisfied for $V \equiv 1$, $\gamma = \frac{1}{2}$, $C = 1$, and which condition (ii) holds thanks to Proposition [B.4] and condition (C). Therefore there exists an invariant measure $\nu$ of $(\hat{P}_t)_{t \geq 0}$. Let $C^0_0(SM)$ denote the subspace of $C(SM)$ of all continuous mean-zero with respect to $\nu$ functions. Fix $0 < \delta < 1/10$. It is sufficient to show that for $T$ big enough

$$\|\hat{P}_T\|_{\mathcal{L}(C^0_0(SM), C(SM))} < \delta$$

which follows directly from (2.5). □

Our goal is to show the same for $(\hat{P}_t^p)_{t \geq 0}$ for $p$ small enough. We start with the following lemma.

**Lemma A.3.** Fix $t \geq 0$. Then for any $p \in \mathbb{R}$

$$\lim_{q \to p} \|\hat{P}_t^p - \hat{P}_t^q\|_{\mathcal{L}(C(SM))} = 0.$$
Proof. It is sufficient to note that
\[
\left\| \mathbb{E}_{(x,v)} |D\phi_t v|^{-p} |D\phi_t v|^{-(q-p)} - 1 \right\|_{\infty} \psi(x_t,v_t)
\]
\[
\leq \left\| \mathbb{E}_{(x,v)} |D\phi_t v|^{-p} |D\phi_t v|^{-(q-p)} - 1 \right\|_{\infty} \|\psi\|_{\infty}
\]
\[
= \sup_{x \in \mathcal{M}, v \in S, \mathcal{M}} \left\| \mathbb{E}_{(x,v)} |D\phi_t v|^{-p} (|D\phi_t v|^{-(q-p)} - 1) \right\|
\]
\[
= \sup_x \max \left\{ \mathbb{E}_x \|D\phi_t\|^{p} \|D\phi_t\|^{p-q} - 1, \right\}
\]
\[
\leq (\ast) \sup_{\psi,p} |p - q| \sup_x \mathbb{E}_x \left( \|D\phi_t\|^{p-q} \log \|D\phi_t\| \right)^2 ,
\]
\[
\leq \mathbb{E}_x \left( \left\| (D\phi_t)^{-1} \|^{p-q} \log \| (D\phi_t)^{-1} \| \right\|^2 \right)^{1/2}
\]
where (\ast) follows from Corollary 3.10 Hölder’s inequality, and the fact that
\[
|a^b - 1| \leq b \log |a| a^b, \quad a > 0, \quad b \in \mathbb{R}.
\]
The latter expression of \((A.2)\) vanishes as \(q \to p\) by Corollary 3.10. 

Therefore the following proposition holds true.

**Proposition A.4.** There exist \(p_0 > 0\) and \(T > 0\) such that \(\hat{P}_T^p\) has a real leading simple eigenvalue \(\lambda(p)\) for any \(p \in [-p^*, p^*]\), i.e. there exist \(\varepsilon \in (0, 1/4)\), a one dimensional projection \(\pi \in L(C(S\mathcal{M}))\), and an eigenvalue \(\lambda(p) > 0\) of \(\hat{P}_T^p\) such that \(|1 - \lambda(p)| < \varepsilon\), \(\|\hat{P}_T^p - \lambda(p)\pi\pi^p\|_{L(C(S\mathcal{M}))} < \varepsilon\), and \(\hat{P}_T^p\) and \(\pi^p\) commute. Moreover, for the corresponding eigenfunction \(\psi_p \in C(S\mathcal{M})\) one has that \(\|\psi_{p} - 1\|_{\infty} \to 0\) as \(p \to 0\).

**Proof.** Let \(\nu\) be as in the proof of Lemma A.2 and \(\pi \in L(C(S\mathcal{M}))\) be the corresponding projection \(\pi f = \int f \, d\nu\). Fix \(\delta < 1/10\) and fix \(T > 0\) to be such that \(\|\hat{P}_T - \pi\|_{L(C(S\mathcal{M}))} < \delta\) (which is possible by Lemma A.2).

By Lemma A.3 for \(p\) small enough we have that for any \(z \in \mathbb{C}\) with \(|z - 1| = 2\delta\) one has that \((z - \hat{P}_T)^{-1}\) is uniformly bounded in \(z\). Indeed, for any \(z\) with \(|z - 1| = 2\delta\)
\[
(z - \hat{P}_T)^{-1} = (I - (z - \pi)^{-1}(\hat{P}_T - \pi))^{-1}(z - \pi)^{-1},
\]
so (here and later in the proof we will for simplicity write \(\| \cdot \|\) instead of \(\| \cdot \|_{L(C(S\mathcal{M}))}\))
\[
\|(z - \hat{P}_T)^{-1}\| = \|(I - (z - \pi)^{-1}(\hat{P}_T - \pi))^{-1}(z - \pi)^{-1}\|
\]
\[
\leq \frac{1}{2}\delta^{-1} (1 - \frac{1}{2}\delta^{-1} \|\hat{P}_T - \pi\|)^{-1} \leq \delta^{-1}.
\]

Therefore we can fix \(p_0 > 0\) such that for \(p \in [-p_0, p_0]\) one has that by Lemma A.3
\[
\|\hat{P}_T^p - \hat{P}_T\| \leq \delta^3 \quad \text{so}
\]
\[
\|(z - \hat{P}_T^p)^{-1}\| = \|(I - (z - \hat{P}_T)^{-1}(\hat{P}_T^p - \hat{P}_T))^{-1}(z - \hat{P}_T)^{-1}\| < 2\delta^{-1}
\]
is uniformly bounded in \(z\) with \(|z - 1| = 2\delta\). In particular, by Lemma A.3
\[
\|(z - \hat{P}_T^p)^{-1} - (z - \hat{P}_T)^{-1}\|
\]
\[
= \|(z - \hat{P}_T^p)(\hat{P}_T - \hat{P}_T^p)(z - \hat{P}_T)^{-1}\| \to 0, \quad p \to 0.
\]
For any $p \in [-p_0, p_0]$ by operator Cauchy’s integral formula define the following spectral projector (we refer the reader to [76] for further acquaintance with spectral projectors)

(A.5) \[ \pi_p := \frac{1}{2\pi i} \int_{z = -1}^{z = 1} (z - \hat{P}_T)\pi^{-1} \, dz. \]

Then $\|\pi_p - \pi\| \to 0$ as $p \to 0$ thanks to (A.4). Note that as $\pi_p$ is a projection and as the spectrum of $\pi_p$ lies inside the circle $\{z \in \mathbb{C} : |z - 1| \leq 2\delta\}$, there exists small $p_\star > 0$ such that $\pi_p$ is a rank one operator and such that $\|\pi_p - \pi\| < \delta$ for all $p \in [-p_\star, p_\star]$.

As $\pi_p$ is a spectral projector, let $\psi_p := \pi_p \mathbf{1} \in C(SM; \mathbb{C})$ and $\lambda(p) \in \mathbb{C}$ be such that $\pi_p\psi_p = \psi_p, \hat{P}_T\psi_p = \lambda(p)\psi_p$. Then both $\psi_p$ and $\lambda(p)$ are real as $\pi_p$ is real ($\pi_p = \pi_p^\ast$ by (A.5)). Moreover, as $\|\pi_p - \pi\| < \delta$ by (A.4) and (A.5) and as $\|\hat{P}_T - \hat{P}_T\| \leq \delta$, we have that $\|\psi_p - \mathbf{1}\|_\infty < \delta$ and $|\lambda(p) - 1| < 2\delta$.

Note that $\|\psi_p - \mathbf{1}\|_\infty \to 0$ due to the definition of $\psi_p$, as $\|\pi_p - \pi\| \to 0$ in the operator norm, and as $\pi\mathbf{1} = \mathbf{1}$.

Now let us show that $\lambda(p) = e^{-\Lambda(p)t}$ with $\Lambda(p)$ defined by (3.25).

**Proposition A.5.** Let $p \in [-p_\star, p_\star]$. Then for any $t > 0$, $\hat{P}_T$ has an eigenvalue $e^{-\Lambda(p)t}$ with $\Lambda(p)$ defined by (3.25). In particular, $\lambda(p)$ from the proof of Proposition A.4 equals to $e^{-\Lambda(p)t}$. Further, $\psi_p$ is the corresponding eigenfunction with $\psi_p \in C^{2+\beta/2}(SM)$.

**Proof.** Let $\pi_p$ be defined by (A.5). Then due to the proof of Proposition A.4 $\|\hat{P}_T - \lambda(p)\pi_p\| < 2\delta$. Let $R^p := \hat{P}_T - \lambda(p)\pi_p$. By the definition of $\psi_p$ (see the proof of Proposition A.4), the fact that $\pi_p\psi_p = \psi_p$, and the fact that $\pi_p$ is a spectral projector (so $\pi_p R^p = R^p\pi_p = 0$) for any natural $n \geq 1$ we have that

\[ E_{(x,v)}|D_\phi_{nT}(x,v)|^{p} = (\hat{P}^n_T)\mathbf{1}(x,v) = \lambda(p)^{n-1}\psi_p(x,v) + (R^p)^n\mathbf{1}(x,v), \]

so as $\|\psi_p - \mathbf{1}\|_\infty < \delta$ and as $\|R^p\| < 2\delta \leq 1/5$ we can define

(A.6) \[ \Lambda(p) := -\frac{1}{nt} \lim_{n \to \infty} \log E_{(x,v)}|D_\phi_{nT}(x,v)|^{-p}, \]

so that $e^{-\Lambda(p)t\mathbf{1}}$ is an eigenvalue of $\hat{P}^p_T$, with the corresponding eigenvector $\psi_p$.

The same statement for general $t$ follows from [2 Corollary A-III.6.4]. (3.25) holds by the fact that $\sup_{0 \leq t \leq T} \|\hat{P}_T\| < \infty$ thanks to (3.19), so (3.25) coincides with (A.6).

Finally, let us show that $\psi_p \in C^{2+\beta/2}(SM)$. First note that analogously to [6, Lemma 2.3] (see also the formula [14, (3.14)]) $(\hat{P}_T^p)_{t \geq 0}$ has a generator $\hat{L}^p$ of the form (here $\psi \in C^{\infty}(SM), (x,v) \in SM$)

\[ \hat{L}^p\psi(x,v) = \frac{1}{2} \sum_{k \geq 1} \langle \partial_x \psi(x,v), (\sigma_k(x), \sigma_k(x)) \rangle + \langle \partial_v \psi(x,v), (\sigma_k(x), \sigma_k(x)) \rangle \\
+ 2\langle \partial_x \psi(x,v), (\sigma_k(x), \sigma_k(x)) \rangle \\
- 2p\langle \partial_x \psi(x,v), (\sigma_k(x)) \rangle + \langle \partial_v \psi(x,v), \sigma_k(x,v) \rangle \rangle \langle v, D\sigma_k(x,v) \rangle \\
+ \psi(x,v) \left[ p(p+2) \langle v, D\sigma_k(x,v) \rangle^2 - p(D\sigma_k(x,v))^2 \right. \\
- p \langle v, D^2\sigma_k(x,v) \rangle \rangle - p \langle v, D\sigma_k(x,v) \rangle \langle D\sigma_k(x,v) \rangle \right]. \]
(we leave the calculations to the reader), which coefficients are Hölder-continuous. Fix $q \geq 1$. Due to the condition (C) and [52 Theorem 1.5.1 and 8.1.1] we have that there exists a constant $C_p$ such that $\|L^p\phi\|_{L^q(M)} + C_p\|\phi\|_{L^q(M)} \simeq \|\phi\|_{W^{2,q}}$ for any $\phi \in C^\infty(SM)$. In particular, as $L^p$ is a generator of $(P_t^p)_{t \geq 0}$,

$$\|\psi_p\|_{W^{2,q}} \simeq \|\hat{L}^p\psi_p\|_{L^q(M)} + C_p\|\psi_p\|_{L^q(M)}$$

$$= \lim_{t \to 0} \left( \frac{P_t^p \psi_p - \psi_p}{t} \right)_{L^q(M)} + C_p\|\psi_p\|_{L^q(M)} = (C_p + |\Lambda(\phi)|)\|\psi_p\|_{L^q(M)} < \infty.$$  

By choosing $q$ high enough and by using the Sobolev embedding theorem we get that $\psi_p \in C^{2-\varepsilon}(SM)$ for any $\varepsilon > 0$. Now, fix a local chart $U \subset SM$ and fix a $C^\infty$-function $\zeta : U \to [0,1]$ which equals 1 within a ball $B_1$ in $U$ and which vanishes outside another ball $B_2 \subset U$ compactly containing $B_1$. It is sufficient to show that $\psi_p\zeta \in C^{2+\alpha}(B_2)$. To this end it is enough to notice that $\psi_p\zeta$ is the unique $W^{2,2}$ solution $\phi$ of the equation $\dot{L}\phi - \lambda \phi = f$ for some fixed $\lambda > 1$ thanks to [52, Theorem 1.5.4], where $\dot{L}$ is a pure quadratic term of $L^p$ and where $f$ is defined via $\psi_p$ and $\zeta$ in the corresponding way and is $C^{1-\varepsilon}$-Hölder continuous. This unique solution must be $C^{2+\beta/2}$ by [51, Theorem 6.5.3].

Let us finally show that $\Lambda(\phi)'\big|_{p=0} = \lambda_1$.

**Proof of Proposition 3.12**: Concavity of $p \mapsto \Lambda(p)$ follows directly from (3.25). The continuity follows from the concavity.

Let us now show that $\Lambda(\phi)'\big|_{p=0} = \lambda_1$. First note that by Jensen’s inequality

$$\Lambda(p) = -\lim_{t \to \infty} \frac{1}{t} \log \mathbb{E}_{(x,v)} |D\phi_t(x)v|^{-p}$$

$$\leq -\lim_{t \to \infty} \frac{1}{t} \mathbb{E}_{(x,v)} \log |D\phi_t(x)v|^{-p} = p \lim_{t \to \infty} \frac{1}{t} \mathbb{E}_{(x,v)} \log |D\phi_t(x)v| = p \lambda_1,$$

where the latter equality follows e.g. from [5, Theorem 2.2 and Corollary 2.3].

It remains to show that $p \mapsto \Lambda(p)$ is continuously differentiable in $p \in [-p_*,p_*]$. Fix $T$ as in the proof of Proposition A.4. It is sufficient to prove that $p \mapsto \lambda(p) = e^{-\Lambda(p)T}$, $p \in [-p_*,p_*]$, is continuously differentiable. To this end first notice that $p \mapsto P_t^p$ is $C^\infty$ in $p \in \mathbb{R}$ by (A.1). Therefore $p \mapsto \psi_p = p^p 1_p$, $p \in [-p_*,p_*]$, is continuously differentiable by (A.3), and hence $p \mapsto \lambda(p)\psi_p = P_t^p \psi_p$, $p \in [-p_*,p_*]$, is $C^1$ as well. As $\psi_p$ does not vanish (recall that $\|\psi_p - 1\|_\infty < 2\delta$ by the proof of Proposition A.4), $\lambda(p)$ is continuously differentiable in $p \in [-p_*,p_*]$. \hfill $\square$

**Appendix B. Heat Kernel Regularity and Positivity on Manifolds**

The goal of this section is to show technical statements as Harnack inequalities and Hölder continuity for the probability kernels corresponding to SDEs on manifolds with non-smooth coefficients (e.g. as in (3.3)), which are manifold versions of those presented in [18]. We will write our statements in the tensor form, i.e. in the form independent of local coordinates (we refer the reader to [78, Chapter 4]). For example, we assume that the coefficients $a^{ij}$ and $b^i$ depend on local coordinates in the way described on [78, p. 120] and are in fact $(2,0)$- and $(1,0)$-tensor fields (i.e. a bilinear form on $(TM)^* \times (TM)^*$ and a tangent vector fields respectively).
Throughout the section we assume that $\mathcal{M}$ is a general Riemannian manifold with or without boundary. In particular, by writing $\phi \in C^\infty_0(\mathcal{M})$ we mean that $\phi$ is $C^\infty$-smooth with a compact support lying in the interior of $\mathcal{M}$.

In the paper we need density existence, positivity, and regularity for fundamental solutions of certain PDEs, which can be reached via the following propositions. We start with the following one requiring only Hölder continuity from the coefficients.

**Proposition B.1.** Let $\mathcal{M}$ be a $C^\infty$-smooth $d$-dimensional Riemannian manifold, let $\mu$ be the corresponding volume measure, $\alpha \in (0,1]$, $(a^{ij})_{i,j=1}^d$ be a symmetric positive-definite $C^\alpha$-continuous $(2,0)$-tensor field, $b$ be a tangent $C^\alpha$-continuous vector field, $c \in C(\mathcal{M})$, and let $\nu$ be a signed locally finite Borel measure on $(0,\infty) \times \mathcal{M}$ satisfying

\[
\int_{\mathbb{R}_+ \times \mathcal{M}} \partial_t \phi + a^{ij} \frac{\partial^2 \phi}{\partial x^i \partial x^j} + b^i \frac{\partial \phi}{\partial x^i} + c \phi \, d\nu = 0, \quad \phi \in C^\infty_0(\mathbb{R}_+ \times \mathcal{M}).
\]

Then $\nu$ has a density $\rho$ with respect to $\lambda_{(0,\infty)} \otimes \mu$ on $(0,\infty) \times \mathcal{M}$.

**Proof.** The proposition follows from localizing (B.1) and from [18, Theorem 6.3.1].

We also need continuity for the kernel $\rho$ given more regularity of $a^{ij}$ which can be shown as follows.

**Proposition B.2.** Let $\mathcal{M}$ be a $C^\infty$-smooth $d$-dimensional Riemannian manifold, let $\mu$ be the corresponding volume measure, $\alpha \in (0,1]$, $(a^{ij})_{i,j=1}^d$ be a symmetric positive-definite $C^{1+\alpha}$-continuous $(2,0)$-tensor field, $b$ be a tangent $C^\alpha$-continuous vector field, $c \in C(\mathcal{M})$, and let $\nu$ be a signed locally finite measure on $(0,\infty) \times \mathcal{M}$ satisfying

\[
\int_{\mathbb{R}_+ \times \mathcal{M}} \partial_t \phi + \frac{\partial}{\partial x^i} a^{ij} \frac{\partial \phi}{\partial x^j} + b^i \frac{\partial \phi}{\partial x^i} + c \phi \, d\nu = 0, \quad \phi \in C^\infty_0(\mathbb{R}_+ \times \mathcal{M}).
\]

Then $\nu$ has a density $\rho$ with respect to $\lambda_{(0,\infty)} \otimes \mu$ on $(0,\infty) \times \mathcal{M}$ which is locally Hölder continuous.

We assume that $a^{ij}$ is $C^{1+\alpha}$-continuous as in [18, Section 6.4] applied below one needs $a^{ij}$ to be locally $W^{p,1}$ which holds in our case.

**Proof of Proposition B.2.** First we can localize (B.2), i.e., choose a local chart $U \subset \mathcal{M}$ such that $\overline{U} \subset \mathcal{M}$, open set $V \subset \mathbb{R}^d$, and $C^\infty$ local coordinates $(x^1,\ldots,x^d) = i_U : U \to V$ so that

\[
\int_{\mathbb{R}_+ \times V} \partial_t \phi + \frac{\partial}{\partial x^i} a^{ij} \frac{\partial \phi}{\partial x^j} + b^i \frac{\partial \phi}{\partial x^i} + c \phi \, d\nu(t,i_U^{-1} \cdot) = 0, \quad \phi \in C^\infty_0(\mathbb{R}_+ \times V).
\]

Then as $\overline{U} \subset \mathcal{M}$ and as $a^{ij}$ is continuous, $A = (a^{ij})_{i,j=1}^d$ is strictly elliptic on $V$ together with its inverse $A^{-1}$, so by [18, Corollary 6.4.3] we have that $\nu(\cdot,i_U^{-1} \cdot)$ has a density $\rho$ on $(0,\infty) \times V$ which is locally Hölder continuous.

**Remark B.3.** Let $b$ be $C^{1+\alpha}$. Then the proof is similar if one considers

\[
\int_{\mathbb{R}_+ \times \mathcal{M}} \partial_t \phi + \frac{\partial}{\partial x^i} a^{ij} \frac{\partial \phi}{\partial x^j} + \frac{\partial b^i \phi}{\partial x^i} + c \phi \, d\nu = 0, \quad \phi \in C^\infty_0(\mathbb{R}_+ \times \mathcal{M}).
\]

instead of (B.2) with the same assumptions on $a^{ij}$ and $c$. 
Now we are ready to prove Harnack-type inequalities for Fokker-Planck equations on manifolds. Here we assume that $\rho_M = \sqrt{\det g_{ij}}$ is the density of $\mu$ in local coordinates $(x^1, \ldots, x^d)$ (see e.g. [78, Chapter 9]) which is positive and $C^\infty$ as $M$ is $C^\infty$.

**Proposition B.4.** Let $M$ be a $C^\infty$-smooth $d$-dimensional connected bounded Riemannian manifold, let $\mu$ be the corresponding volume measure, $\alpha \in (0, 1)$, $(a^{ij})_{i,j=1}^d$ be a positive-definite $C^{1+\alpha}$-continuous $(2,0)$-tensor field, $b$ be a tangent $C^{1+\alpha}$-continuous vector field, $c \in C^\infty(M)$. Assume that there exists a function $p : (0, \infty) \times M \times M \to \mathbb{R}_+$ such that for any $y \in M$ the measure $\nu = p(\cdot, y, \cdot) \, d\lambda_{\mathbb{R}_+} \, d\mu$ is Borel and it is a solution of the following equation

$$\frac{\partial}{\partial t} \phi(t,x) + \nabla \cdot (a^{ij}(t,x) \nabla \phi(t,x)) + b(t,x) \nabla \phi(t,x) + c(t,x) \phi(t,x) = 0, \quad \phi \in C^\infty_0(\mathbb{R}_+ \times M).$$

Assume that

$$P_t \psi(y) := \int_M \psi(x)p(t, y, x) \, d\mu(x), \quad \psi \in C(M), \quad y \in M, \quad t \geq 0,$$

defines a $C_0$-semigroup on $C(M)$ with a generator $L_{a,b,c}$ defined for $\psi \in C^\infty_0(M)$ by

$$L_{a,b,c} \psi := \frac{\partial}{\partial x^i} a^{ij}(t,x) \frac{\partial \psi}{\partial x^j} + \ln \rho_M(t,x) \frac{\partial a^{ij}(t,x)}{\partial x^i} \frac{\partial \psi}{\partial x^j} + a^{ij}(t,x) \frac{\partial^2 \rho_M}{\partial x^i \partial x^j} \frac{\partial \psi}{\partial x^j} - \frac{\partial b^i(t,x)}{\partial x^i} \frac{\partial \ln \rho_M}{\partial x^i} + c \psi.$$

Then $p(\cdot, y, \cdot)$ is positive locally Hölder continuous, and for any compact $K \subset M$ and $t > 0$ there exists $C_{t,K,aK,bK} > 0$ such that $p(t, y, x) \geq C_{t,K,aK,bK}$ for any $x, y \in K$, where $a_K > 0$ is such that $1/a_K \leq a^{ij}(x)v_i v_j \leq a_K$ for any $x \in K$ and any vector $v_i \in (T_x M)^\ast$ from the cotangent space satisfying $\|v_i\|^2 = g^{ij}(x)v_i v_j = 1$ and where $b_K := \sup_{x \in K} \|b^i(x)\| + \|D b^i(x)\| + \|D a^{ij}(x)\|$.

**Proof.** We start with proving that $p$ is locally Hölder continuous in all variables. The fact that $(t, x) \mapsto p(t, x, y)$ is locally Hölder continuous follows from Proposition B.2. Let us show that $(t, y) \mapsto p(t, y, \cdot)$ is locally Hölder continuous. It is sufficient to notice that by (B.3) for any $y \in M$ $(x, t) \mapsto p(t, y, x)$ is a fundamental solution of the following PDE on $\mathbb{R}_+ \times M$

$$\begin{cases}
\partial_t u = L_{a,b,c} u, \\
u(0, \cdot) = u_0 \in C^\infty_0(M).
\end{cases}$$

Thus by a standard trick for any $x \in M$ the map $(y, t) \mapsto p(t, y, x)$ is a weak fundamental solution for the adjoint equation $\partial_t u = L_{a,b,c}^\ast u$, as for any $f, u_0 \in C^\infty_0$ and $\zeta \in C^\infty_0(\mathbb{R}_+)$ we have that

$$\frac{\partial}{\partial t} \langle f(\zeta(t), P_t u_0) L_{a,b,c}^\ast \mu \rangle = \frac{\partial}{\partial t} \langle P_t f(\zeta(t), u_0) L_{a,b,c}^\ast \mu \rangle = (P_t L_{a,b,c} f(\zeta(t), u_0) L_{a,b,c}^\ast \mu) + (L_{a,b,c} f(\zeta(t), u_0) L_{a,b,c}^\ast \mu),$$

so $u(t, \cdot) := P_t^\ast u_0(\cdot), \quad t \geq 0,$ solves $\partial_t u = L_{a,b,c}^\ast u$ weakly, where $P_t^\ast$ is defined by

$$P_t^\ast \psi(y) := \int_M \psi(y)p(t, y, x) \, d\mu(y), \quad \psi \in C(M), \quad x \in M, \quad t \geq 0,$$

thanks to (B.4). Therefore by Proposition B.2 and Remark B.3 $(y, t) \mapsto p(t, y, x)$ is locally Hölder continuous.
Let us now turn to the last part of the proposition concerning Harnack-type inequalities. Without loss of generality let $K$ be connected and let $t < 1$. As $K$ is a compact, there exist local charts $U_1, \ldots, U_N \subset \mathcal{M}$ such that $K \subset \cup_{n=1}^{N} U_n$. Without loss of generality we may assume that these charts are balls, i.e. the corresponding maps map $U_n$’s into balls in $\mathbb{R}^d$. Fix $x, y \in K$. First assume that $x, y \in U_n$ for some $n = 1, \ldots, N$. Fix any $z \in U_n$. Then by [18, Theorem 8.1.3] (and as $U_n$ is a ball in local coordinates) for any $0 < s < t < 1$ there exists a constant $C_1$ depending only on $s$, $t$, $a_K$, and $b_K$ such that

$$p(t, x, y) \geq C_1 p(s, x, z).$$

In particular, $p(t, x, y) \geq \frac{C_1}{p(t, x, y)} \int_{U_n} p(s, x, z) \, d\mu(z)$.

Let us estimate the latter term. Let the semigroup $(P_t)_{t \geq 0}$ be defined by (B.4) with the generator $L_{a,b}$. Fix some nonnegative $\psi \in C_0^\infty(U_n)$ so that $\psi(x) = 1$ and $\psi(x) \leq 1$. Then

$$\int_{U_n} p(s, x, z) \, d\mu(z) = P_s \mathbf{1}_{U_n}(x) \geq P_s \psi(x) = 1 + \int_0^s \partial_r P_r \psi(x) \, dr$$

$$= 1 + \int_0^s P_r L_{a,b} \psi(x) \, dr \geq 1 + \min_{y \in U_n} L_{a,b} \psi(y) \int_0^s P_r \mathbf{1}_U(x) \, dr$$

$$\geq 1 + s(0 \wedge \min_{y \in U_n} L_{a,b} \psi(y)) \max_{y \in U_n, 0 \leq r \leq 1} P_r \mathbf{1}_U(y) = 1 - C_2 s,$$

where $C_2 \geq 0$ depends only on $\psi$, $a_K$, and $b_K$, $\max_{y \in U_n, 0 \leq r \leq 1} P_r \mathbf{1}_U(y) < \infty$ as the expression under the maximum is continuous in both $r$ and $y$ and as maximum is taken over a compact set, where we use that $P_t f \geq 0$ for $f \geq 0$ due to (B.4), and where $P_r \psi(x) \rightarrow \psi(x) = 1$ as $r \rightarrow 0$. Therefore $p(t, x, y) \geq \frac{C_1}{p(t, x, y)} (1 - C_2 s)$. By choosing $s$ close enough to 0 we get the desired estimate. By minimizing $C_1$ and $C_2$ over all charts we make these estimates independent of $n = 1, \ldots, N$.

If $x$ and $y$ do not belong to one $U_n$, it is possible to construct a chain $x_0, \ldots, x_N \in K$ such that $x_n$ and $x_{n+1}$ are in the same local chart for any $n = 0, \ldots, N - 1$ and such that $x_0 = x$ and $x_N = y$. Then first by the considerations above we obtain that $p(t/N, x_0, x_1) \geq C'_{t/N, K_1, a_K, b_K}$ and by (B.5) we get that $p(t(n+1)/N, x, x_{n+1}) \geq C'_{t(n+1)/N, K_1, a_K, b_K}$ for any $n = 1, \ldots, N - 1$ for some universal constant $C'_{t(n+1)/N, K_1, a_K, b_K} > 0$ depending only on $t$, $K_1$, $a_K$, and $b_K$. A simple computation terminates the proof.
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