Pion crystals hosting topologically stable baryons
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We construct analytic (3+1)-dimensional inhomogeneous and topologically non-trivial pion systems using chiral perturbation theory. We discuss the effect of isospin asymmetry with vanishing electromagnetic interactions as well as some particular configurations with non-vanishing electromagnetic interactions. The inhomogeneous configurations of the pion fields are characterized by a non-vanishing topological charge that can be identified with baryons surrounded by a cloud of pions. This system supports a topologically protected persistent superflow. When the electromagnetic field is turned on the superflow corresponds to an electromagnetic supercurrent.

I. INTRODUCTION

One of the main goals of the theoretical and experimental investigations in Quantum Chromodynamics (QCD) is to determine the phases of hadronic matter as a function of temperature, baryonic density and isospin asymmetry. In the grand canonical ensemble this amounts to study the realization of the hadronic phases as a function of the baryonic chemical potential, \( \mu_B \), which encodes the baryonic density, and the isospin chemical potential, \( \mu_I \), which determines the isospin asymmetry.

Since QCD is an asymptotically free theory we expect that at some large energy scale hadrons melt liberating their quark and gluon content [1]. High temperature deconfined hadronic matter has been realized in relativistic heavy-ion colliders, see for instance [2–4], and it can possibly form in the core of compact stars [5, 6]. In any terrestrial heavy-ion experiment, as well as in the core of compact stars, QCD is in the non-perturbative regime, posing a number of challenging problems to the determination of the matter properties, see [7] for a review. In order to get insight on the properties of hadronic matter, many different methods have been developed. At vanishing baryonic density the deconfined phase can be studied by lattice QCD (LQCD) methods [8, 9], but with increasing baryonic density these numerical simulations become problematic: they are hampered by the so-called sign problem, see [10–14] for recent progress in this direction. For vanishing baryonic density and up to \( \mu_I \simeq 2m_\pi \), LQCD simulations are feasible [15–29] and their results can be compared with those obtained by chiral perturbation theory (\( \chi PT \)) [30–54], or by Nambu-Jona-Lasinio (NJL) models [55–80]. In this way one can probe the robustness of the obtained results. In particular, it is now well established that when the isospin chemical potential exceeds the pion mass there is a second order phase transition between the normal phase and the pion condensed phase, see [81] for a recent review.

Various regions of the QCD phase diagram may be occupied by inhomogeneous phases, see for instance [82–84]. The analysis of models in (1+1) and (3+1) dimensions has shown that at low temperature some crystalline structures can be thermodynamically stable: energetically favored with respect to the homogeneous phase. A quite relevant result in this area has been the construction of exact crystalline solutions of ordered solitons, see [85–93]. Whether an ensemble of charged pions may form an inhomogeneous Bose-Einstein condensate at sufficiently low temperature is an interesting possibility [94, 95]. An example of an inhomogeneous phase is the chiral soliton lattice (CSL), which is an inhomogeneous pionic phase supported by strong external fields [96, 97]. In these works the order parameter depends on only one spatial coordinate, allowing in this way the use of tools developed in Gross-Neveu models [98–101]. This fact however prevents the condensate itself from having a non-trivial topological charge.

Topological stability can be achieved in (3+1)-dimensional inhomogeneous condensates. However, a detailed analysis of the electromagnetic interactions of (3+1)-dimensional spatially modulated condensates is not easy: in these situations the only available numerical results on crystals of solitons treat the electromagnetic field as a fixed external field neglecting the back reaction of the hadronic matter. It would be an extremely useful result to achieve a sound analytic control on gauged solitons with high topological charge and with crystalline order. Explicit examples have been obtained either in
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lower dimensions or when some extra symmetries (such as SUSY) are available (see [102–110]).

In the present paper we use zero temperature gauged two-flavor $\chi$PT to construct an analytic (3+1)-dimensional pion inhomogeneous condensate characterized by a non-vanishing topological charge. We achieve this result by an appropriate choice of the condensate ansatz and of the gauge field configuration. The presence of a topological charge prevents the decay of the inhomogeneous condensate into an homogeneous phase, but it is not a sufficient condition for stability. A classical argument by Landau and Peierls is that in three or fewer dimensions the thermal fluctuations destroy the condensates depending on only one spatial coordinate [111]. This is the reason why we consider a (3+1)-dimensional modulation, thus corresponding to a crystalline-like phase. Regarding the stability of this kind of models, Skyrme and Derrick showed [112–115] that they do not support static solitonic solutions in flat, topologically trivial (3+1)-dimensional space-time. We will circumvent this argument considering a finite spatial volume, as finite volume effects together with non-trivial boundary conditions at finite volume break the Derrick’s scaling argument [115]. These ways to avoid the Derrick no-go argument will be combined using the generalized hedgehog-like ansatz introduced in [116–134], that we will properly extend at non-vanishing isospin chemical potential. In order to construct topologically stable solitons the previous works [116–134] needed to consider a time dependent modulation with time dependent boundary conditions. Within the present work we show that for non-vanishing isospin chemical potential, it is possible to obtain a topologically stable crystalline phase with static background field and with time independent boundary conditions. This implies that the proposed crystalline phase may be studied in LQCD simulations, which employ static boundary conditions.

Regarding the use of $\chi$PT, we remark that it is quantitatively under control for $\mu_\ell < \Lambda_c \sim 1$ GeV, corresponding to the critical scale of $\chi$PT. This effective field theory is based on two key ingredients: the global symmetries of QCD and an appropriate low momentum expansion [135–143]. The results obtained within $\chi$PT agree with those of other methods for $\mu_\ell \leq 2m_\pi$, see the discussion in [81], corroborating the reliability of this effective field theory. Remarkably, $\chi$PT can also be used to study a variety of gauge theories with isospin asymmetry, including two color QCD with different flavors [144–150].

It is worth to emphasize that, while we shall study the inhomogeneous condensates in the context of $\chi$PT, the results reported in [132–134] strongly suggest that the existence of such condensates (as well as their explicit functional forms) are very robust. In particular, the construction is not spoiled neither by subleading corrections in the ’t Hooft expansion nor by replacing the $SU(2)$ internal symmetry with an $SU(N)$ internal symmetry group. Hence, it is very natural to think that the results obtained in the present manuscript could be valid even beyond $\chi$PT: we hope to come back on this very interesting issue in a future publication.

This paper is organized as follows. In Sec. II we briefly review the application of $\chi$PT to meson condensation. In Sec. III we discuss the inhomogeneous pion phase for vanishing electromagnetic fields. In Sec. IV we consider the gauged model with a particular configuration of the gauge fields. We draw our conclusions in Sec. V.

We use the Minkowski metric $\eta_{\mu\nu} = (1, -1, -1, -1)$ and natural units $c = \hbar = 1$.

II. THE $\chi$PT DESCRIPTION OF MESON CONDENSATION

The low-energy properties of pions can be described by $\chi$PT [135–143], which is grounded on the global symmetries of QCD and uses an expansion in exchanged momenta. In this approach the pion fields can be collected in the unimodular field

$$\Sigma = e^{i\alpha \sigma} = 1_2 \cos \alpha \pm i N \sin \alpha ,$$

where $N = n \cdot \sigma$, with $\sigma$ the Pauli matrices, and $\alpha = \alpha n$; we shall call $\alpha$ the radial field while $n$ is a unimodular field in isospin space. This is a convenient representation because it allows us to simplify the calculations; we shall see below how these fields are related to the standard pion fields. The leading order $SU(2)$ $\chi$PT Lagrangian including the electromagnetic interaction can be written as

$$\mathcal{L} = \frac{f^2}{4} \text{Tr} [- (\Sigma^\mu \Sigma_\mu) + m_\pi^2 (\Sigma + \Sigma^\dagger)] - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} ,$$

where the pion decay constant, $f_\pi \simeq 93$ MeV, and the assumed degenerate pion masses, $m_\pi \simeq 135$ MeV, are phenomenological constants. Also

$$\Sigma_\mu = \Sigma^{-1} D_\mu \Sigma = \Sigma^j \sigma_j .$$

The field strength is $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$, where $A^\mu$ is the electromagnetic gauge field and the covariant derivative is defined as

$$D_\mu \Sigma = \partial_\mu \Sigma + i \tilde{A}_\mu [\sigma_3, \Sigma] ,$$

where $\partial_\mu$ is the usual partial derivative and

$$\tilde{A}_\mu = \left( \frac{\mu \pi}{2} + A^0, A \right) ,$$

where we have included the effect of the isospin chemical potential, $\mu_\ell$. Regarding the gauge field potential, we shall assume that it is self-consistently generated by the pion distribution. The classical field equations read

$$D_\mu \Sigma^\mu + \frac{m_\pi^2}{2} (\Sigma - \Sigma^\dagger) = 0 ,$$

$$\partial_\mu F^{\mu\nu} = J^\nu ,$$

where

$$J^\mu = i \frac{f^2}{2} \text{Tr} [\Sigma^\mu (\Sigma^\dagger \sigma_3 \Sigma - \sigma_3)] ,$$

is the pion current generated by the electromagnetic field.
To make contact with the usual pion representation we expand Eq. (1) retaining the leading order in $\alpha$. In this way Eq. (6) yields

$$ (D_\mu D^\mu + m_\pi^2) \alpha = 0, $$

which is the Klein-Gordon equation for three scalar fields. This equation can be diagonalized to

$$ (\partial_\mu \partial^\mu + m_\pi^2)\alpha_3 = 0, $$

$$ (\partial_\mu \partial^\mu + 4i\tilde{A}_\mu \partial^\mu + m_\pi^2 - 4\tilde{A}_\mu \tilde{A}_\mu)(\alpha_1 + i\alpha_2) = 0, $$

$$ (\partial_\mu \partial^\mu - 4i\tilde{A}_\mu \partial^\mu + m_\pi^2 - 4\tilde{A}_\mu \tilde{A}_\mu)(\alpha_1 - i\alpha_2) = 0, $$

which explicitly show that $\alpha_3$ is the neutral field, while $\pi_\pm \propto (\alpha_1 \pm i\alpha_2)$ correspond to the two charged pion fields. For vanishing electromagnetic potential, the charged scalar fields have dispersion law

$$ E_\pm = \pm \mu_I \pm \sqrt{p^2 + m_\pi^2}, $$

which manifestly shows that for $|\mu_I| = m_\pi$ a massless mode appears, signaling a transition to the homogeneous pion condensed phase.

A. The homogeneous phase

Let us briefly recall the most important results of the two-flavor homogeneous and time independent pion condensed phase. This phase is characterized by the condensation of one of the two charged pion fields, which induces the spontaneous symmetry breaking

$$ U(1)_I \times U(1)_Y \times U(1)_B \rightarrow U(1)_Y \times U(1)_B, $$

where $U(1)_I$, $U(1)_Y$ and $U(1)_B$ are three unitary groups associated with the third component of isospin, hypercharge and baryonic number, respectively, see [81]. Whereas $U(1)_Q$ is the gauge group of the electromagnetic interaction. The condensation happens at $|\mu_I| = m_\pi$ where one of the pion modes becomes massless, see Eq. (13). This mode corresponds to the Nambu-Goldston boson (NGB) associated with the spontaneous $U(1)_I$ breaking. Neglecting the electromagnetic interaction the broken phase is a superfluid, while it is an electromagnetic superconductor if the symmetry group is gauged.

In $\chi$PT the pion condensate can be introduced assuming that the unimodular field $\Sigma$ in Eq. (1) takes a non-trivial vev, $\Sigma$, which can be determined treating $\alpha$ and $N$ as variational parameters. The most general ansatz for the unit vector background field is

$$ n^1 = \sin \Theta \cos \Phi, \quad n^2 = \sin \Theta \sin \Phi, \quad n^3 = \cos \Theta, $$

where $\Theta$ and $\Phi$ are two variational angles.

Upon substituting this vev in Eq. (2) one obtains [40]

$$ \mathcal{L}_{\text{hom}} = f_\pi^2 m_\pi^2 \cos \alpha + 2f_\pi^2 \sin^2 \alpha \tilde{A}_\mu \tilde{A}_\mu \sin^2 \Theta - \frac{1}{4} F_{\mu\nu} F^{\mu\nu}, $$

which has the following well known feature: the normal phase is stable only for $|\mu_I| < m_\pi$. In this case $\cos \alpha = 1$, thus $\Sigma = \text{diag}(1, 1)$, while $\Theta$ and $\Phi$ are undetermined. The associated vacuum pressure and energy density are respectively given by

$$ p_N = \frac{f_\pi^2}{2} m_\pi^2, \quad \epsilon_N = -p_N, $$

while the number density is zero.

When $|\mu_I| > m_\pi$ the system makes a second order phase transition to the homogeneous charged pion condensed phase. In this case the trivial vacuum is unstable and the energetically favored phase is characterized by

$$ \cos \alpha_0 = \frac{m_\pi^2}{\mu_I^2}, \quad \Theta_0 = \frac{\pi}{2}, $$

while $\Phi$ can take any arbitrary value. Since the static Lagrangian in Eq. (16) does not depend on $\Phi$, the potential has a flat direction orthogonal to the 3-direction in isospin space which is spanned by the NGB. In the broken phase, the normalized pressure and the energy density (obtained subtracting the vacuum values), are respectively given by

$$ p = \frac{f_\pi^2}{2\mu_I^2} (\mu_I^2 - m_\pi^2)^2, $$

$$ \epsilon = \frac{f_\pi^2}{2\mu_I^2} (\mu_I^2 - m_\pi^2)(\mu_I^2 + 3m_\pi^2), $$

which are positive and vanish at the phase transition point.

The aspects of the homogeneous phase that will be relevant in the discussion of the inhomogeneous phases are the followings: In the broken phase the value of the radial angle $\alpha$ depends on $\mu_I^2$ by Eq. (18), while the normal phase is characterized by $\alpha = 2k\pi$, with $k$ an integer. Restricting to $k = 1$, $\alpha$ can only assume values in the intervals $[0, \pi/2]$ and $[3\pi/2, 2\pi]$; values outside this intervals cannot be attained in the homogeneous phase. The angle $\Theta$ is not specified in the unbroken phase, but equals $\pi/2$ in the broken phase. The flat direction of the potential corresponds to the one orthogonal to $n_3$ and spanned by the angle $\Phi$. Finally, in the broken phase any electromagnetic field is screened, as indicated by the second term on the rhs of Eq. (16), meaning that supercurrents can circulate with vanishing resistance.

III. THE INHOMOGENEOUS TOPOLOGICAL PHASES FOR VANISHING GAUGE FIELDS

We begin with studying the inhomogeneous phases with vanishing gauge fields. For the appearance of the inhomogeneous topological phases, finite volume effects are of crucial importance. We take them into account using the following metric

$$ ds^2 = dt^2 - \ell^2 \left( dv^2 + d\theta^2 + d\phi^2 \right), $$

where

$$ \ell = \frac{b}{m_\pi}, $$

and
with $b$ a real number, is the typical dimension of the system. With this coordinate choice the derivative operator turns to \( \partial_\mu = (\frac{\partial}{\partial r}, \frac{1}{r} \frac{\partial}{\partial \theta}, \frac{1}{r \sin \theta} \frac{\partial}{\partial \phi}) \). The adimensional coordinates $r$, $\theta$, and $\phi$ have ranges
\[
0 \leq r \leq 2\pi, \quad 0 \leq \theta \leq \pi, \quad 0 \leq \phi \leq 2\pi,
\]
meaning that we are considering pions in a cell of volume $4\pi^3 \ell^3$. For the ground state solution we assume the unimodular form of Eq. (1) that is now promoted to be a classical field, meaning that $\alpha \equiv \alpha(x^\mu)$, $\Theta \equiv \Theta(x^\mu)$ and $\Phi \equiv \Phi(x^\mu)$ with appropriate Dirichlet boundary conditions. In particular, we demand that
\[
n(t, r, 0, \phi) = -n(t, r, \pi, \phi), \quad n(t, r, \theta, 0) = n(t, r, \theta, 2\pi),
\]
and that
\[
\Sigma(t, 0, \theta, \phi) = \pm \Sigma(t, 2\pi, \theta, \phi).
\]
As we will see, these boundary conditions allow us to have a non-vanishing topological charge. Different boundary conditions can be accordingly implemented.

For vanishing electromagnetic fields, the matter effective Lagrangian in Eq. (2) can be rewritten as
\[
L_m = \frac{f_0^2}{2} \left[ \partial_\mu \partial^\mu \Phi + \sin^2 \alpha \partial_\theta \Theta \partial^\mu \Theta + 2m_n^2 \cos \alpha \right. \\
+ \sin^2 \alpha \sin^2 \Theta \partial_\mu \Phi \partial_\nu \Theta + \left. 2m_n^2 \cos \alpha \right],
\]
showing that the three classical fields $\alpha$, $\Theta$ and $\Phi$ are nonlinearly interacting. Solving the classical problem amounts to find a solution of Eqs. (6) and (7) with vanishing gauge field, which is equivalent to solve the three coupled differential equations
\[
\partial_\mu \partial^\mu \Phi = - (\partial_\mu \Phi - \mu_1 \delta_{\mu 0}) (\partial^\mu \log(\sin^2 \alpha \sin^2 \Theta)),
\]
\[
\partial_\mu \partial^\mu \Theta = - 2 \cot \alpha \partial^\mu \Theta \partial_\mu \alpha + \frac{\sin 2\Theta}{2} K, \quad (28)
\]
\[
\partial_\mu \partial^\mu \alpha = - m_n^2 \sin \alpha + \frac{\sin 2\alpha}{2} (\partial_\mu \Phi \partial^\mu \Theta + K \sin^2 \Theta),
\]
where $K = (\partial_\mu \Phi - \mu_1 \delta_{\mu 0}) (\partial^\mu \Phi - \mu_1 \delta^\mu_0)$, which is a non-trivial task. From the discussion of the homogeneous phase, we expect that the $\Phi$ field corresponds to a NGB. Indeed, in the above equations $\Phi$ is the only field that is massless and with derivative interactions, as appropriate for a NGB. This is more evident assuming that $\Phi \equiv \Phi(t, \phi)$ and that $\alpha$ and $\Theta$ depend only on $r$ and $\theta$. Then Eq. (27) simplifies to the free field equation of a massless scalar field
\[
\partial_\mu \partial^\mu \Phi = \left( \frac{\partial^2}{\partial t^2} - \frac{1}{\ell^2} \frac{\partial^2}{\partial \phi^2} \right) \Phi = 0,
\]
which has the standard free field propagating solution. However, we are interested in solitonic solutions, therefore we shall consider the solution of Eq. (30) that depend linearly on $t$ and $\phi$ of the form
\[
\Phi = \frac{a}{\ell} t - p \phi + \Phi_0,
\]
where $a$ and $\Phi_0$ are real numbers and $p \in \mathbb{Z}$. In this way Eqs. (28) and (29) yield
\[
\nabla^2 \Theta = - 2 \cot \alpha (\partial_\theta \Theta \partial_\phi \alpha + \partial_\theta \Theta \partial_\phi \alpha) - K \ell^2 \frac{\sin 2\Theta}{2},
\]
\[
\nabla^2 \alpha = \frac{1}{2} \sin(2\alpha) (\partial_\phi \Theta)^2 + (\partial_\theta \Theta)^2 - K \ell^2 \sin^2 \Theta + m_n^2 \ell^2 \sin \alpha ,
\]
where $\nabla^2 = \frac{\partial^2}{\partial \theta^2} + \frac{\partial^2}{\partial \phi^2}$ and
\[
K = \left( \frac{a}{\ell} - \mu_1 \right)^2 - \frac{p^2}{\ell^2},
\]
is now a constant. This system of equations is still complicated, however we can obtain analytical solutions in some particular cases.

If $a$ is a constant then Eq. (32) becomes a sine-Gordon-like equation with solution
\[
\Theta(\bar{\theta}, \bar{\phi}) = 2 \arctan \left[ \frac{\sinh(w \bar{\theta} / \sqrt{w^2 - 1})}{w \cos(\bar{\phi} / \sqrt{w^2 - 1}) + \delta} \right],
\]
where $\bar{r} = \ell r K/2$ and $\bar{\theta} = \ell \theta K/2$, while $w$ and $\delta$ are two constants that depend on the boundary conditions. Asking that $\Theta(0, \bar{r}) = 0$, we readily fix $\delta = 0$. Then, according to Eq. (24), we should demand that for any $\bar{r}$, $\Theta(0, \bar{r}) = (2k + 1)\pi$, with $k$ integer. However, this is not compatible with Eq. (35). Moreover, the only solution with $a$ constant of Eq. (33) is $\alpha = n\pi$ with $n$ integer, corresponding to the homogeneous normal phase. For these reasons we shall not consider this solution anymore.

A different class of solutions can be obtained considering $\Theta \equiv \Theta(\bar{\theta})$ and $\alpha \equiv \alpha(\bar{r})$. In order to make Eq. (33) independent of $\theta$ we have to assume that $\Theta$ depends linearly on $\theta$ and that $K = 0$. It follows that in this case, the unit vector in Eq. (15) is modulated as
\[
\Phi = \frac{a}{\ell} t - p \phi + \Phi_0, \quad \Theta = q\theta + \Theta_0,
\]
where $a, \Theta_0$ and $\Phi_0$ are real numbers, $p, q \in \mathbb{Z}$ with $q$ odd. As remarked in [116–134], the time dependence of the unit vector is sufficient to avoid the Derrick’s no-go theorem on the existence of solitons in non-linear scalar field theories. It corresponds to a unit vector rotating at constant speed around the 3-direction in isospin space, which is precisely the flat potential direction discussed in the homogeneous phase. However, this is not a necessary condition, indeed the considered system is confined in a finite volume and this suffices to avoid the scaling argument of the Derrick’s theorem. It remains to impose the condition $K = 0$, which can be written as
\[
a = \ell \mu_1 + p,
\]
where \( p \) can be a positive or a negative integer. This condition relates the parameter of the classical field \( \Phi \) with the isospin chemical potential. Remarkably, it is possible eliminate any time dependence: imposing that \( a = 0 \) it follows that

\[
p = -\mu_I \ell ,
\]

which relates in a clear way the finite volume size and the isospin chemical potential. Notice that it is possible to eliminate the time dependence only for non-vanishing isospin chemical potentials. The advantage of this choice is that the boundary condition at \( \phi = 0 \) and \( \phi = 2\pi \) become time-independent and can be possibly implemented in LQCD simulations. Finally, the \( \eta \) dependence of the \( \Theta \) field allows us to span all its possible values, including the one in Eq. (18), corresponding to the maximum of the homogeneous Lagrangian. Upon substituting Eq. (36) in the differential equation (29) one readily finds that it can be written as

\[
\frac{\partial^2 \alpha}{\partial r^2} = m_\alpha^2 \ell^2 \sin \alpha + \frac{q^2}{2} \sin(2\alpha) ,
\]

meaning that the modulation of the \( \alpha \) field does not explicitly depend on the isospin chemical potential. This seems at odds with the result of the homogeneous broken phase in Eq. (18). However, \( \ell \) and \( \mu_I \) are related by Eq. (38), therefore there is an implicit dependence on \( \mu_I \). It is indeed possible to obtain the homogeneous solution from Eq. (39) noticing that in this case it gives

\[
\cos \tilde{\alpha} = \frac{m_\alpha^2}{\mu_I^2} \left( \frac{p}{q} \right)^2 ,
\]

which is indeed similar to Eq. (18). Therefore, the homogeneous phase corresponds to the prescription

\[
p = \pm q , \quad \alpha_0 = \tilde{\alpha} + \pi .
\]

Regarding the general \( \alpha(r) \) modulation, the radial field second order differential equation (39) can be recast as the first order differential equation

\[
\frac{\partial \alpha}{\partial r} = \eta(\alpha) ,
\]

where we can determine the function \( \eta(\alpha) \) noticing that

\[
\frac{\partial^2 \alpha}{\partial r^2} = \frac{\partial \eta}{\partial r} = \frac{1}{2} \frac{\partial \eta^2}{\partial \alpha} ,
\]

and then from Eq. (39) we obtain

\[
\eta(\alpha) = \pm \sqrt{\eta_0^2 + 2m_\alpha^2 \ell^2 (1 - \cos \alpha) + q^2 \sin^2(\alpha)} ,
\]

where \( \eta_0 \) is an adimensional integration constant and the positive (negative) sign corresponds to solutions with increasing (decreasing) values of \( \alpha(r) \) in the interval \( r \in [0, 2\pi] \). In the following we shall assume that \( \eta \) is non-negative and that \( \eta_0 \) is such that for a given \( q \),

\[
\int_0^{2\pi} \frac{d\alpha}{\eta(\alpha)} = 2\pi ,
\]

where we have assumed the boundary conditions

\[
\alpha(0) = 0 \quad \text{and} \quad \alpha(2\pi) = n\pi ,
\]

where \( n \) is an integer. Even (odd) values of \( n \) correspond to periodic (antiparallel) boundary condition in the \( r \) direction, see Eq. (25). The above integral can be evaluated in terms of elliptic functions; alternatively, one can fix \( \eta_0 \) by

\[
n\pi = \alpha(2\pi) = \int_0^{2\pi} dr \eta(\alpha(r)) ,
\]

which follows from Eq. (42). Therefore, for a given value of \( q \) and \( \ell \), the integration constant \( \eta_0 \) determines the value of the \( \alpha \) field at the right boundary, which, as we shall see, is linked to the topological charge \( \{151, 152\} \). We report in Fig. 1 the plot of the radial field as a function of \( r \) for \( q = 1 \) and \( \ell = 1/m_\pi \), corresponding to \( b = 1 \) in Eq. (22), and five different values of \( \eta_0 \), corresponding to the boundary condition in Eq. (46) with \( n = 0, 1, 2, 3, 4 \). For \( \eta_0 = 0 \), red dashed line, the \( \alpha \) field identically vanishes. This case corresponds to the homogeneous normal phase. With increasing \( \eta_0 \) the value of the \( \alpha \) field at the right boundary increases. The values \( n = \{1, 2, 3, 4\} \) are respectively obtained with \( \eta_0 \sim \{0.002, 0.186, 0.74, 1.38\} \). With reference to the solid black line, we notice that the \( \alpha \) field assumes all the possible values in the \([0, 2\pi]\) interval, while in the homogeneous phase it can only assume values in the intervals \([0, \pi/2]\) and \([3\pi/2, 2\pi]\). With increasing values of the lattice size the shape of the \( \alpha \) field changes. In Fig. 2 we show the plot of the \( \alpha \) field for \( n = 2 \) and three different values of \( b \). With increasing values of \( b \) the modulation tends to become steeper at \( r = \pi \) and flattens at the boundary. For large values of \( b \) the system tends to the homogeneous normal phase: the integration constant \( \eta_0 \) decreases with increasing system size and eventually vanishes for asymptotic values of \( b \). We have seen above that for \( \eta_0 = 0 \) one obtains the homogeneous normal phase, however, in this case we have imposed

![Fig. 1. Modulation of the radial mode, \( \alpha(r) \), obtained numerically solving Eq. (42) for \( q = 1 \) and \( \ell = 1/m_\pi \) and assuming \( \alpha(0) = 0 \). We report the results obtained with five different values of the integration constant \( \eta_0 \), see Eq. (44), to match the right boundary condition \( \alpha(2\pi) = n\pi \). For \( \eta_0 = 0 \), red dashed line, the radial mode identically vanishes. With non-vanishing values of \( \eta_0 \) the radial field monotonically grows and the right boundary value \( \alpha(2\pi) \) increases with increasing values of \( \eta_0 \).](image-url)
that $\alpha(2\pi) = 2\pi$, therefore the $\alpha$ field discontinuously jumps from 0 to $2\pi$ at $r = \pi$. The fact that the large size case corresponds to the homogeneous normal phase can be seen by combining Eq. (22) and Eq. (38) in
\[ \frac{\mu_I}{m_\pi} = -\frac{p}{b}, \quad (48) \]
and therefore asymptotic values of $b$ correspond to vanishing $\mu_I$. For numerical evaluations, we shall hereafter assume the values
\[ q = 1, \quad p = 1, \quad \ell = 1/m_\pi, \quad \eta_0 \simeq 0.186, \quad (49) \]
where the last equation implies that $\alpha(2\pi) = 2\pi$.

### A. The energy-momentum tensor

For a given Lagrangian density, $\mathcal{L}$, the energy-momentum tensor is
\[ T_{\mu\nu} = 2 \frac{\partial \mathcal{L}}{\partial g^{\mu\nu}} - g_{\mu\nu} \mathcal{L}, \quad (50) \]
and using the expression in Eq. (26) we obtain the matter contribution
\[ T^m_{\mu\nu} = -\frac{f^2}{2} \text{Tr} (\Sigma_{\mu} \Sigma_{\nu}) + \frac{f^2}{4} g_{\mu\nu} \text{Tr} (\Sigma^2 \Sigma_{\alpha}) - 2 g_{\mu\nu} f^2 m_\pi^2 \cos \alpha \cos \alpha, \quad (51) \]
Upon substituting Eq. (36) in Eq. (51) and normalizing by subtracting the vacuum energy density, see Eq. (17), we obtain the matter energy-density
\[ \epsilon_m = T^m_{00} = f^2 m_\pi^2 -\frac{f^2}{2\ell^2} \left( \eta^2 + 2m_\pi^2 \ell^2 (1 - \cos \alpha) \right) + (2p^2 \sin^2(q\theta) + q^2) \sin^2 \alpha, \]
Taking into account the ranges in Eq. (23), the total energy of the system is
\[ E_m = \ell^3 \int dr d\theta d\phi \epsilon_m = \pi^2 f^2 \ell \int_{0}^{2\pi} \Omega(\alpha) d\alpha, \quad (52) \]
where
\[ \Omega(\alpha) = \eta(\alpha) + \left( q^2 + p^2 \right) \frac{\sin^2(\alpha)}{\eta(\alpha)} + 2m_\pi^2 \ell^2 \frac{1 - \cos(\alpha)}{\eta(\alpha)}, \quad (53) \]
depends on the numerical values of the various constants. For the particular choice in Eq. (49) we obtain
\[ E_m = 20.5\pi^2 \frac{f^2}{m_\pi}. \quad (54) \]
The components of the pressure are instead given by
\[ P_{rr} = \frac{f^2}{2\ell^2} (\eta^2 - q^2 \sin^2 \alpha + 2m_\pi^2 \ell^2 \cos \alpha), \quad P_{\theta\theta} = \frac{f^2}{2\ell^2} (-\eta^2 + q^2 \sin^2 \alpha + 2m_\pi^2 \ell^2 \cos \alpha), \quad P_{\phi\phi} = \frac{f^2}{2\ell^2} \left( 2\ell^2 m_\pi^2 \cos \alpha - \eta^2 - q^2 \sin^2 \alpha + 2 \sin^2(\alpha) \sin^2(q\theta) \right), \quad (55) \]
showing that the pressure is not isotropic. This happens because of the space modulation of the $\alpha$ and $\Theta$ fields. When substituting Eq. (44) in Eqs. (55) we obtain
\[ P_{rr} = \frac{f^2}{2\ell^2} (\eta_0^2 + 2m_\pi^2 \ell^2) \simeq f^2 m_\pi^2, \quad P_{\theta\theta} = \frac{f^2}{2\ell^2} (2m_\pi^2 \ell^2 (2 \cos \alpha - 1) - \eta_0^2) \simeq f^2 m_\pi^2 (2 \cos \alpha - 1.01), \quad P_{\phi\phi} = \frac{f^2}{2\ell^2} (2m_\pi^2 \ell^2 (2 \cos \alpha - 1) + 2 \sin^2(\alpha) (p^2 \sin^2(q\theta) - q^2)), \quad (56) \]
where the last equalities are obtained using Eq. (49). The fact that the pressure in a certain region of the $(\theta, \phi)$ plane becomes negative follows from the fact that the system is not static, but stationary, therefore cavitation-like phenomena are possible. Finally, we note that
\[ T_{00} = -\frac{f^2}{2\ell^2} \sin^2 \alpha \sin^2(q\theta) p^2 = -f^2 m_\pi^2 \sin^2 \alpha \sin^2 \theta, \quad (57) \]
where the last equation holds for the values in Eq. (49). The presence of a persistent current means that there is a continuous steady energy transfer in the $\phi$ direction, which is due to the presence of a stationary flow.

### B. Topological charge

The topological charge of the solitonic configuration can be written as
\[ B_m = \frac{\ell^3}{24\pi^2} \int dr d\theta d\phi \rho_m, \quad (58) \]
where
\[ \rho_m = e^{ijk} \text{Tr} \left\{ (\Sigma^{-1} \partial_i \Sigma) (\Sigma^{-1} \partial_j \Sigma) (\Sigma^{-1} \partial_k \Sigma) \right\}, \]
(59)
is the topological density contribution of the matter fields. The expression in Eq. (59) shows that when the \( SU(2) \)-valued scalar field \( \Sigma \) depends on one or two coordinates, the topological density identically vanishes. Upon substituting Eq. (1) in Eq. (59), the topological density can be rewritten as
\[ \rho_m = -12 \frac{\partial q}{\partial r} \sin(q\theta) \sin^2(\alpha) \eta \]
(60)
which can be readily integrating noticing that
\[ \int dr \sin^2(\alpha) \eta = \int d\alpha \sin^2 \alpha, \]
(61)
and since we have imposed the boundary condition in Eq. (46), the topological charge becomes
\[ B_m = \begin{cases} -np & \text{if } q \text{ odd}, \\ 0 & \text{if } q \text{ even}, \end{cases} \]
(62)
which clarifies the choice of the \( q \) parameter in Eq. (36). We report in Fig. 3 the topological charge densities for the cases with \( n = 1 \), left panel, and \( n = 2 \), right panel. Physically, the topological charge represents the baryonic charge of the system [151, 152]. Therefore, the spatial modulation of the fields is associated with the realization of a non-vanishing baryonic density. With reference to the \( q = 1 \) and \( n = 2 \) case we see from Eqs. (60) and (61) that the two maxima of the topological charge density correspond to \( q = \pi/2 \) and \( \alpha = \pi/2 \) and \( \alpha = 3\pi/2 \). The normal and condensed phases correspond to values of \( \alpha \) in the intervals \([0, \pi/2]\) and \([3\pi/2, 2\pi]\), see Eq. (18). These facts suggest that the spatial modulation of the \( \alpha \) field in the interval \([0, 2\pi]\) describes two (anti)baryons, approximately realized in the interval \([\pi/2, 3\pi/2]\), surrounded by a cloud of pions forming a condensate that vanishes at the boundary of the system and reaching its maxima at the places where the the baryonic density takes its maximal values. Systems with a larger baryonic charge correspond to larger values of \( n \).

IV. INHOMOGENEOUS PHASE INCLUDING THE GAUGE FIELD

By including the electromagnetic interaction the matter Lagrangian turns to
\[ \mathcal{L}_m = \frac{f^2}{2} \left[ \partial_\mu \alpha \partial'^\mu \alpha + \sin^2 \alpha \partial_\mu \alpha \partial'^\mu \Theta + 2m^2 \cos \alpha \\ + \sin^2 \alpha \sin^2 \theta \partial_\mu \Phi - 2A_\mu \right] \]
(63)
where \( A_\mu \) is defined in Eq. (5). From this expression, it is clear that only the \( \Phi \) field is minimally coupled to the electromagnetic field. In the following we shall work in the Lorentz gauge \( \partial_\mu A^\mu = 0 \); by using the particular classical fields in Eq. (36) and
\[ A^\mu = (u, 0, 0, u), \]
(64)
the \( \alpha(r) \) field decouples and its classical solution satisfies Eq. (39). This means that although the gauge field is generated by the pions, for the particular choice in Eq. (64) it does not back react on the classical fields.

Let us now comment on the particular ansatz in Eq. (64) for the electromagnetic potential. It does not correspond to a particular gauge, but to a particular configuration of the electric and magnetic fields. With this ansatz we have that
\[ \mathbf{E} = -\frac{1}{\ell} (\partial_r u, \partial_\theta u, 0), \quad \mathbf{B} = \frac{1}{\ell} (\partial_\theta u, -\partial_r u, 0), \]
(65)
thus the electric and magnetic fields have equal magnitude \( |\mathbf{E}|^2 = |\mathbf{B}|^2 = ( (\partial_r u)^2 + (\partial_\theta u)^2)/\ell^2 \) and they are in the \( r - \theta \) plane. It remains to be determined the expression of \( u \) using the Maxwell equations. From Eq. (8) or Eq. (26) we obtain the electromagnetic current
\[ J_\mu = -2f^2 \sin^2 \alpha \sin^2(q\theta) (\partial_\mu \Phi - 2A_\mu), \]
(66)
therefore the non-vanishing components of the current are
\[ J_0 = -2f^2 \sin^2(\alpha) \sin^2(q\theta) (p - 2\ell u), \]
(67)
\[ J_\phi = -J_0, \]
(68)
where we used Eqs. (22) and (38) with $b = 1$, hence Eq. (7) reduces to the one single equation
\[
\frac{1}{\ell^2} \left( \frac{\partial^2}{\partial r^2} + \frac{\partial^2}{\partial \theta^2} \right) u = 2f_2^2 \ell \sin^2 \alpha \sin^2 \Theta (p - 2\ell u), \tag{69}
\]
where we have used Eq. (64) and the Lorenz gauge condition. This expression can be rewritten as a time-independent Schrödinger-like equation in a periodic two-dimensional potential
\[
\left( \frac{\partial^2}{\partial r^2} + \frac{\partial^2}{\partial \theta^2} \right) \Psi + V \Psi = 0, \tag{70}
\]
where
\[
\Psi = \frac{p}{\ell} - 2u \quad \text{and} \quad V = 4f_2^2 \ell^2 \sin^2 \alpha \sin^2 (q\theta), \tag{71}
\]
are the wave function and the effective potential, respectively. As boundary condition we assume the simplest one, that is $u = 0$ along the whole boundary. The resulting plot of the potential is in Fig. 4, where we have taken $q = 1$ and $\rho = 1$. We tried different boundary conditions with a constant shift of the potential at different boundaries, obtaining similar results.

The corresponding electric and magnetic fields are reported in Fig. 5. The electric field is centered at the maxima of the two solitons and decreases its intensity approaching the soliton centers. This shows that the electric field is screened inside the solitons. Similarly, the magnetic field in the right panel of Fig. 5 is screened inside the solitons, where the electromagnetic current reaches its maximum, see Fig. 6. Therefore, there is a form of Meissner screening induced by the persistent electromagnetic current $J^\phi$ flowing perpendicularly to the $r - \theta$ plane.

Summarizing, we have reduced the three coupled field equations in Eq. (6) and the four coupled Maxwell equations in Eq. (7) to the two differential equations in Eqs. (39) and (70). This has been accomplished by the particular ansatz for the angular classical fields in Eq. (36) and the particularly choice of the gauge field in Eq. (64). This ansatz greatly simplifies the problem. The linear response of the system to the gauge field, Eq. (66), shows that the produced current has the same form of the energy density current in Eq. (57), with the additional gauge field contribution.

Indeed, in the presence of the electromagnetic interaction, there are two additional contributions to the energy-momentum tensor, one is a contribution determined by the minimal coupling with the $\Phi$ field and the other is the pure gauge one. The minimal coupling can be taken into account using Eq. (51), where now $\Sigma_\mu$ is defined in Eq. (3) and includes the gauge field. The pure gauge contribution has the standard expression
\[
T^{\text{em}}_{\mu\nu} = -F_{\mu\alpha}F_{\nu}^{\alpha} + \frac{1}{4}F_{\alpha\beta}F^{\alpha\beta}g_{\mu\nu}, \tag{72}
\]
which turns in
\[
T^{\text{em}}_{\mu\nu} = |E|^2 \begin{pmatrix}
1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1
\end{pmatrix}, \tag{73}
\]
using the particular expression in Eq. (64) of the gauge potential. The energy-density now turns in
\[
\epsilon = \frac{f_2^2}{2\ell^2} \left( \eta^2 + [q^2 + 2(p - 2\ell u)^2 \sin^2 (q\theta)] \sin^2 \alpha 
+ 2m^2_s \ell^2 (1 - \cos \alpha) \right) + |E|^2, \tag{74}
\]
and taking into account the ranges in Eq. (23), the total energy of the system is
\[
E = E_m + E_1 + E_2, \tag{75}
\]
where $E_m$ is in Eq. (52) and
\[
E_1 \simeq 17.5f_2^2 m_\pi, \quad E_2 \simeq 2.2m_\pi, \tag{76}
\]
are obtained considering $\ell = 1/m_\pi$.

The $P_{rr}$ and $P_{\theta\theta}$ pressure components have the same expressions reported in Eq. (55), while
\[
P_{\phi\phi} = \frac{f_2^2}{2\ell^2} \left( 2\ell^2 m^2_\pi \cos \alpha - \eta^2 - q^2 \sin^2 \alpha 
+ 2\sin^2 (q\theta) \sin^2 (q\theta) (-p + 2\ell u)^2 \right) + |E|^2. \tag{77}
\]
Thus there are additional gauge field contributions only to the pressure in the $\phi$ direction. As before, the energy density and the pressure are not time dependent; the system is stationary with a constant energy transfer in the $\phi$ direction given by
\[
T_{\phi\phi} = -\frac{f_2^2}{\ell} \sin^2 \alpha \sin^2 (q\theta)(p - 2\ell u)^2 - |E|^2, \tag{78}
\]
FIG. 5. Electric field (left) and magnetic field (right) obtained with the values in Eq. (49) and assuming that the electromagnetic potential vanishes at the boundary.

FIG. 6. Intensity of the current $T_{0\phi}$ defined in Eq. (57) flowing along the $\phi$ direction orthogonal to the $r - \theta$ plane. The current is concentrated in the regions where the magnetic field reaches its minimum and the topological matter density as well the energy density reach their maximum values.

where the last term on the right hand side is the electromagnetic Poynting vector.

For completeness, we notice that when gauging the $U(1)$ symmetry, one should include an additional contribution to the topological charge [151, 152], which now reads

$$ B = \frac{e^2}{24\pi^2} \int dr d\theta d\phi \left( \rho_m + \rho_g \right) = B_m + B_g, \quad (79) $$

where $B_m$ is defined in Eq. (58). The gauge field contribution

$$ \rho_g = -ie^{ijk}\text{Tr} \left\{ \partial_i \left[ 3A_j \sigma_3 \left( \Sigma^{-1} \partial_k \Sigma + (\partial_k \Sigma) \Sigma^{-1} \right) \right] \right\}, \quad (80) $$

is the Callan-Witten topological charge: it guarantees both the conservation and the gauge invariance of the topological charge. For the considered potential $A_j = \delta_{j3} u$, hence this topological density can be written as

$$ \rho_g = -3ie^{ijk} \partial_i u T_k = \frac{3i}{\ell} \left[ \partial_r (uT_2) - \partial_\theta (uT_1) \right], \quad (81) $$

where

$$ T_k = \text{Tr} \left[ \sigma_3 \left( \Sigma^{-1} \partial_k \Sigma + (\partial_k \Sigma) \Sigma^{-1} \right) \right], \quad (82) $$
determine the dependence on the solitonic field. Then, for the considered solitonic configuration we have that

$$ B_g = \frac{i\ell^2}{4\pi} \left\{ \int_0^\pi d\theta u T_2 |_{r=2\pi} - \int_0^{2\pi} dr u T_1 |_{\theta=\pi} \right\}, \quad (83) $$

where

$$ T_1 = 4i\frac{\eta}{\ell} \cos \Theta, \quad T_2 = -2i\frac{\eta}{\ell} \sin 2\alpha \sin \Theta. \quad (84) $$

Since along the boundary the gauge field takes the fixed value $\bar{u}$ and since $\sin 2\alpha(r = 2\pi) = \sin 2\alpha(r = 0) = 0$, see Eq. (46), we readily have that $u T_2 |_{r=2\pi} = 0$. Then

$$ B_g = \frac{\ell}{\pi} \bar{u}(\cos(q\pi) - 1) \int_0^{2\pi} d\eta. \quad (85) $$

For $\bar{u} = 0$, corresponding to the boundary condition used to obtain Fig. 2, we have that $B_g = 0$, meaning that there is no contribution of the gauge fields to the topological charge.

For different boundary conditions the topological charge may give a non-vanishing contribution. For instance, for $\bar{u} = p/2\ell$, corresponding to vanishing currents at the boundary, we have that

$$ B_g = \begin{cases} -np & \text{if } q \text{ odd}, \\ 0 & \text{if } q \text{ even}, \end{cases} \quad (86) $$

and comparing with Eq. (62), we find that $B = B_m + B_g = 2B_m = -2np$, where the last equality holds for $q$ odd.
V. CONCLUSIONS

We have derived the first analytic example of topologically non-trivial inhomogeneous pion condensates in low-energy QCD in (3+1)-dimensions at finite isospin chemical potential. We have shown that for a particular condensate ansatz, the complete set of field equations both with and without the minimal coupling to the electromagnetic field can be consistently reduced to integrable equations, where the isospin chemical potential can be related to the system size. In these configurations the topological charge does not vanish and it is deeply related to the stationary properties of the system. We find that the energy density \( \varepsilon_m \), the topological density \( \rho_m \) and the currents \( J_0, J_\phi \) and \( T_{0\phi} \) are constant in the \( \phi \) direction while they depend non-trivially on the two spatial coordinates \( r \) and \( \theta \). The regions of maximal \( \rho_m \) are three-dimensional tubes of length \( 2\pi \ell \) parallel to the \( \phi \) direction (the same is true for \( \varepsilon \) and for the currents), forming a pasta-like phase (see [153–155] and references therein for pasta phases in nuclear physics). It is worth emphasizing that the proposed inhomogeneous phase avoids the Derrick’s scaling argument for the existence of solitonic solutions because it is realized in a finite volume with appropriate non-trivial boundary conditions. Moreover, it is not static, because the \( J_0, J_\phi \) and \( T_{0\phi} \) currents do not vanish even when the electromagnetic potential vanishes (\( u = 0 \)), and are maximal where \( \sin^2(\alpha) \sin^2(q\theta) = 1 \), see Eqs. (57) and (67), rapidly decreasing far from the peaks. Consequently, these currents cannot be turned off continuously: they are topologically protected. Therefore, these stationary currents are actually supercurrents. If the broken \( U(1) \) symmetry is global, they correspond to superfluid currents. If the broken \( U(1) \) symmetry is gauged, then they correspond to superconducting currents. Indeed, the typical expression of any supercurrent, see for instance [156], is

\[
J \sim \kappa (\nabla \varphi + A),
\]

where \( \kappa \) is a constant, \( \varphi \) is a phase and \( A \) is the \( U(1) \) gauge potential. In the standard settings [156] there is no topological number associated with \( \kappa \): the linear stability of the configurations where \( \kappa \neq 0 \) is established by direct methods (such as linear perturbation theory) and is determined by a control parameter. In the present case, the factor \( \sin^2(\alpha) \sin^2(q\theta) \) in the currents (which plays the role of \( \kappa \) in Eq. (87)) is instead topologically protected.

As far as we know, these are the first analytic examples of gauged crystal-like structures in low-energy QCD. The realized configuration can be interpreted as consisting of \( n \) baryons embedded in an inhomogeneous pion gas, characterized by the modulation of the \( \alpha, \theta \) and \( \Phi \) fields. It would be interesting to compare the inhomogeneous and the homogeneous condensates in order to establish which one is more convenient thermodynamically. At a first glance, we could do this explicitly since we can compute the free energy (in a grand canonical ensemble with a chemical potential \( \mu_T \) associated with the topological charge) both for the homogeneous and for the inhomogeneous condensates. However, the two condensates seem to be realized in different regimes. If we identify the topological charge with the baryonic charge, the inhomogeneous system corresponds to baryons embedded in a pion gas forming a condensate that reaches its maximum values where the baryonic density is larger. On the other hand, the homogeneous phases attainable within our framework correspond to pure pionic systems. Therefore the two systems correspond to two different grand canonical ensembles. In principle, it is possible to extend chiral perturbation theory including baryons, see for instance [141–143], however our procedure is different, because we have introduced baryons as topological objects in a cloud of pions with a non-vanishing isospin asymmetry.

Remarkably, in the presence of a non-vanishing isospin chemical potential it is possible to realize the solitonic configuration eliminating any time dependence of the condensate, thus the boundary conditions are time independent, as well. This is a clear improvement with respect to the case of vanishing \( \mu_T \), in which the solitonic configuration has been realized with a time dependent \( \Phi \) field and then with time dependent boundary conditions [116–134]. We have found that when the isospin asymmetry is related to the system size by Eq. (38) any time dependence is eliminated, and only in this case the topologically stable crystalline phase is time independent. It would be interesting to compare our results with those of LQCD simulations, which should realize the condition in Eq. (38) by properly modulating the ratio between the lattice size and the isospin chemical potential. It may well be that the LQCD simulations find that a different configuration is energetically favored. Although stable, the solution we obtained may not correspond to the energetically favored solitonic configuration: to derive our results we have indeed employed a number of simplifying assumptions.

We also notice that in principle one can use numerical techniques to solve the set of differential Eqs. (27), (28) and (29). The comparison with the outcome of these numerical simulations would be quite interesting, as well. In any case, as we have shown, the analytic solutions are not just of academic interest as they disclose relevant physical properties of complex structures that may somehow be hidden in the numerical procedures.

Finally, we note that we have derived our results employing leading order \( \chi PT \); however the results reported in [132–134], where additional interaction terms have been introduced, strongly suggest that the present construction could be valid even beyond leading order \( \chi PT \). We hope to come back on this interesting issue in a future publication.
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