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Abstract—A fundamental question in many data analysis settings is the problem of discerning the “natural” dimension of a data set. That is, when a data set is drawn from a manifold (possibly with noise), a meaningful aspect of the data is the dimension of that manifold. Various approaches exist for estimating this dimension, such as the method of Secant-Avoidance Projection (SAP). Intuitively, the SAP algorithm seeks to determine a projection which best preserves the lengths of all secants between points in a data set; by applying the algorithm to find the best projections to vector spaces of various dimensions, one may infer the dimension of the manifold of origination. That is, one may learn the dimension at which it is possible to construct a diffeomorphic copy of the data in a lower-dimensional Euclidean space. Using Whitney’s embedding theorem, we can relate this information to the natural dimension of the data. A drawback of the SAP algorithm is that a data set with $T$ points has $O(T^2)$ secants, making the computation and storage of all secants infeasible for very large data sets. In this paper, we propose a novel algorithm that generalizes the SAP algorithm with an emphasis on addressing this issue. That is, we propose a hierarchical secant-based dimensionality-reduction method, which can be employed for data sets where explicitly calculating all secants is not feasible.

Index Terms—Secant sets, dimensionality reduction, big data

I. INTRODUCTION

Determining the dimension of a data set is a basic first step toward a meaningful understanding of the data as well as a foundational part of any related data analysis. This is especially true for high-dimensional data sets where calculating the “intrinsic” dimension can point toward huge efficiency gains via dimensionality reduction. The determination of dimension is a central question in the area of geometric data analysis [1] and the related field of manifold learning [2], [3]. This paper presents a subspace-secant algorithm for computing projections of data which preserves both the topological and Hausdorff dimension of a data set. A byproduct of the computation is an estimate of the dimension and an estimate of the smoothness, and hence stability, of the nonlinear mapping that reconstructs the data.

In [4] the authors described the SAP (Secant-Avoidance Projection) algorithm. This algorithm is based in part on the commonsense notion that a good dimensionality-reduction algorithm should strive to be distance preserving. That is, if two data points are initially far apart, then when we map them into a reduced space they should remain far apart. This can be rephrased to say that a dimensionality-reduction algorithm should preserve the lengths of the secants between points in the data set. The SAP algorithm takes as input the secant set $S$ of a data set in $\mathbb{R}^n$ and an integer $0 < k < n$ and produces a matrix $P : \mathbb{R}^n \rightarrow \mathbb{R}^k$ corresponding to a projection $PP^T$ maximizing the value $\min_{e \in S} ||PP^Te||_2$. Furthermore, by studying the quality of projections produced by SAP over a range of projection dimensions we can make a reasonable estimate of the dimension of our data.

One limitation of the SAP algorithm is that it does not scale well to large data sets because the number of secants corresponding to a data set of size $T$ is $T(T - 1)/2$. The motivation for this paper is to propose a generalization of the SAP algorithm, which we call the HSAP (Hierarchical Secant-Avoidance Projection) algorithm, which addresses this limitation. The underlying idea of the HSAP algorithm is to use the hierarchy of structure present in a data set in order to reduce the number of secants required to obtain a good secant preserving projection. In this case this means first clustering the data set and then either using a linear approximation of each cluster or a sample of secants from each cluster to capture the secant structure at the local level. At the same time we also sample a fairly small number of secants between clusters to capture the spatial relations between clusters. Roughly then, the HSAP algorithm generates a projection that neither maps the points of a single cluster onto each other nor maps one cluster onto another.

The outline of the paper is as follows: in Section II we review some of the mathematical framework that underlies this paper including the geometry of Grassmann manifolds and dimension estimation. In Section III we describe two versions of the HSAP algorithm and remark on various aspects of it. Finally in Section IV we describe the result of running the HSAP algorithm on both a small-dimensional synthetic data set and also a hyperspectral data set.
II. BACKGROUND

Finding compact representations for complicated objects, such as data clouds or high-dimensional arrays, has been an indispensable tool for knowledge discovery within massive data sets. For instance, if a cloud of points cluster along a k-dimensional linear space within a vector space, then for many purposes it is natural to represent the cloud with its linear approximation. If a more refined representation is desired then one approach is to consider the linear space that captures a pre-specified percentage of the energy in the cluster together with a sparse sampling of the points within the cluster which captures some essence of the distribution of the data. The Grassmannian $Gr(k, n)$ is a manifold whose points parametrize the k-dimensional subspaces of a fixed n-dimensional vector space. Using this manifold, the cluster can be represented by a point on $Gr(k, n)$ together with the sparse sampling representing the distribution. Suppose now that one would like to condense the information within a very large data cloud residing in a high-dimensional vector space. In many applications, such a data cloud can be hierarchically partitioned into a collection of smaller clusters with each representing some feature of interest. By compactly representing the points in each cluster and the relationships between the clusters, one can hope to better understand the data cloud as a whole. In the sections that follow, we utilize Grassmann manifolds as organizing structures to condense and capture much of the information in a very large data cloud and use this compact representation of the data cloud to drive algorithms towards locally optimal, dimensionality-reducing, structure-preserving projections.

An important feature of Grassmannians, in the context of knowledge discovery in data, is that they can be given the structure of a differentiable manifold. One would like to determine the proximity of various points on a Grassmannian and this is typically carried out by first determining principal angles between the corresponding vector spaces. This derives from the fact that every orthogonally invariant metric on a Grassmann manifold can be described in terms of principal angles. Furthermore, principal angles between vector spaces are readily computable through a singular value computation. In order to understand this statement, we first describe principal angles in the context of an optimization procedure.

Consider the subspaces $U$ and $V$ of a vector space $\mathbb{R}^n$ and let $q = \min \{\dim U, \dim V\}$. The principal angles between $U$ and $V$ are the angles $\theta_1, \theta_2, \ldots, \theta_q \in [0, \frac{\pi}{2}]$ between pairs of principal vectors $\{u_k, v_k\}$ with $u_1, \ldots, u_q$ a distinguished orthonormal set of vector in $U$ and $v_1, \ldots, v_q$ a distinguished set of orthonormal vectors in $V$. These vectors are obtained recursively, for each $1 \leq k \leq q$, by defining

$$\cos \theta_k = \max_{u \in U, v \in V} u^T v = u_k^T v_k$$

subject to

- $||u||_2 = ||v||_2 = 1$
- $u^T u_i = 0$ and $v^T v_i = 0$ for $i = 1, 2, \ldots, k - 1$.

The key point is that any orthogonally invariant measure of similarity between $U$ and $V$ can be determined as a function of the principal angles.

The principal angles and principal vectors between $U$ and $V$ can be determined from orthonormal bases for $U$ and $V$ as follows. Suppose $A$ (respectively $B$) are matrices whose columns form orthonormal bases for $U$ (respectively $V$). From the singular value decomposition we have a factorization $A^T B = Y \Sigma Z^T$. If $y_i$ (respectively $z_i$) denotes the $i$th column of $Y$ (respectively $Z$) then the $i$th singular vector pair can be computed as $u_i = A y_i$ and $v_i = B z_i$. Furthermore, the singular values of $A^T B$ are equal to $\cos \theta_1, \cos \theta_2, \ldots, \cos \theta_q$, where the sequence is assumed to be monotonically decreasing. See [5].

A. Dimension Estimation

The estimation of dimension from data has been addressed by numerous authors including, e.g., [6]–[14]. There is a useful theoretical result for characterizing dimension-preserving transformations. It revolves around the definition of a bi-Lipschitz function. A function $f(x)$ is said to be bi-Lipschitz on $X$ if for all $x, y \in X$ it holds that

$$|a||x - y||_2 \leq |b||(f(x) - f(y))||_2 \leq |a||x - y||_2.$$  

The constant $a$ restricts pairs of points from collapsing on top of each other while $b$ restricts pairs of points from blowing apart. In the context of projection, as we consider in the algorithm of the next section, we can restrict to the case $b = 1$. A key feature of bi-Lipschitz functions is:

$$\text{if } f : X \rightarrow Z \text{ is bi-Lipschitz, then } \dim(X) = \dim(Z)$$

where the dimension can be taken as the topological dimension, or the Hausdorff dimension; see [15] for details. Thus we see a link between dimension preservation and projections that avoid collapsing secants. Projection-based algorithms that maximally avoid decreasing the length of secants are, in some sense, optimally dimension preserving and form the theoretical motivation for the algorithm presented here. An additional argument for this approach, based on invoking Whitney’s easy embedding theorem, is made in [16].

III. THE ALGORITHM

We begin this section by noting two different methods of representing the secant set of a cluster: either by a linear approximation (Section III-A) or by a sampling of secants (Secant III-B). We then go on to describe the HSAP algorithm proper (Section III-C).

A. Approximation by linear subspaces

Let $D$ be a set of points in $\mathbb{R}^n$. Using a clustering algorithm one can partition $D$ into $N$ disjoint subsets $D_1, D_2, \ldots, D_N$ (see Section III-D for a discussion of clustering methods). To each $D_j$ for $1 \leq j \leq N$ we construct a $k_j$-dimensional linear approximation. That is, to each of these $N$ linear approximations, we associate an $n \times k_j$ matrix $V_j = [v^{(j)}_1, v^{(j)}_2, \ldots, v^{(j)}_{k_j}]$ whose columns form an orthonormal basis for the linear
approximation subspace. In particular each $V_j$ also approximates the secant set for points in $D_j$. We suggest mean-centering each cluster $D_j$ and using Principal Component Analysis ([17], [18]) to determine a good $V_j$, and we note that this approach is appropriate precisely when the cluster and consequently the secant set are well approximated as linear spaces.

In Algorithm 1, we present this version of the HSAP algorithm, which is the more involved of the two. The modifications to Algorithm 1 required for the version described below in Section III-B should be clear from the context.

B. Approximation by sampled secants

In the case where clusters are expected to be highly non-linear in structure, it makes sense to take an approach which takes this into account. Therefore in the second version of our algorithm, instead of approximating our clusters by linear spaces, we instead approximate the secant set of each of these clusters by a subset of its secant set. For cluster $D_j$ let $S_j$ be the corresponding secant subset, and include each $S_j$ in the set of secants $\tilde{S}$ defined below.

C. The HSAP Algorithm

In order to encode the relations between different clusters, we also sample a small selection of points $A_j$ from $D_j$ for $1 \leq j \leq N$. There are different strategies for doing this, e.g. one might collect a random sample from $D_j$ or one might select extremal points of $D_j$. We calculate all secants between points in $A_i$ and points in $A_j$ for $1 \leq i < j \leq N$. Define $\tilde{S}$ to be the subset of the full secant set that consists of all secants between points in each pair $(A_i, A_j), i \neq j$. Finally, we choose an initial $k$-dimensional projection with a corresponding $n \times k$ matrix $P^{(0)}$ whose orthonormal columns span the projection subspace. We propose an initialization $P^{(0)}$ defined as the first $k$ columns of $Y$, where the data matrix has been decomposed via the singular value decomposition as $Y \Sigma Z^T$.

To obtain a matrix $P^{(i+1)}$ such that the projection $P^{(i+1)}(P^{(i+1)})^T$ better preserves secants or their approximations, at the $i$th iteration we shift our current matrix $P^{(i)}$ toward the secant (or corresponding approximation) which is currently the worst preserved by $P^{(i)}$. We call this vector the “shortest representative vector” and denote it by $w_i$ (note that it can come from either a linear approximation of a secant set or a genuine secant sampled between clusters). We will also use the projection (which we denote by $w_{i}^{(p)}$) of this shortest representative vector onto the subspace corresponding to $P^{(i)}$. In order to find which representative vector is worst preserved, we calculate the singular values $\sigma_1^{(j)}, \ldots, \sigma_k^{(j)}$ of $(P^{(i)})^T V_j$ for each $1 \leq j \leq N$.

We now calculate the minimum element of the set $R$ defined below and define the shortest representative vector $w_i$ and its projection accordingly:

$$R = \left( \bigcup_{j=1}^{N} \{ \sigma_1^{(j)}, \ldots, \sigma_k^{(j)} \} \right) \bigcup \left\{ \| (P^{(i)})^T s \|_2 \right\} s \in \tilde{S}.$$

- **Case 1**: If the smallest element is $\sigma_k^{(j)}$, let $y_{k_j}$ and $z_{k_j}$ be the corresponding secant subset, and include each $V_j$ in the set of subspace. We propose an initialization $P^{(i+1)}$ from $P^{(i)}$ by first finding the column $P_1^{(i)}$ of $P^{(i)}$ such that $|| (P_1^{(i)})^T s^* ||$ is maximized over all columns $P_k^{(i)}$. Assume that $\max_{P^{(i)}} || (P_1^{(i)})^T s^* || > 0$ (we will treat the special case where $|| (P_1^{(i)})^T w_i || = 0$ below).

Finally, we construct $P^{(i+1)}$ from $P^{(i)}$ by first finding the column $P_1^{(i)}$ of $P^{(i)}$ such that $(P_1^{(i)})^T s^*$ is maximized over all columns $P_k^{(i)}$. Assume that $\max_{P^{(i)}} || (P_1^{(i)})^T s^* || > 0$ (we will treat the special case where $(P_1^{(i)})^T w_i = 0$ below).

- **Case 2**: If $|| (P_1^{(i)})^T s ||_2$ is the smallest element, then $w_i = s$ and $w_{i}^{(p)} = (P^{(i)})^T s$.

D. Remarks on the HSAP algorithm

There are a number of decisions which must be made when applying the HSAP algorithm to a data set.

A choice of parameter $\alpha$ must be made, which controls the extent to which the projection shifts at each step. In practice we have found that when the algorithm is run using $\alpha$ values between 0.01 and 0.05, convergence occurs reasonably quickly but still reliably.

The HSAP algorithm takes as input clusters $D_1, D_2, \ldots, D_N$ for a data set $D$. Thus a fundamental step in the application of the HSAP algorithm is clustering data. In certain examples, one may have knowledge of clusters withing the data a priori; in general, we must expect that it will be necessary to apply an algorithm that attempts to cluster the data in an optimal way. In light of the fact that the HSAP algorithm is designed to succeed in a scenario in which the data set $D$ is very large, we note that there are many relevant clustering algorithms that are designed for the big data setting. For example, in [19], the authors propose extensions to fuzzy and probabilistic clustering for big data settings. Many authors have suggested implementations.
of $k$-means clustering that utilize graphics processors for efficiency, e.g. [20]–[25]. See [26], [27] for reviews of clustering methods for big data. We choose to use a $k$-means algorithm in the work we present in this paper; we leave it to the reader to select an appropriate clustering algorithm for the particular data setting of interest.

There are several options for the initial matrix $P^{(0)}$. An efficient choice would be to define $P^{(0)}$ to be a random matrix with orthonormal columns. In practice, this seems to suffice, though convergence often requires more iterations when compared with our proposed initialization (the truncated PCA basis for the column space of the data matrix).

In Step 6 of the HSAP algorithm, it is necessary to compare the smallest singular values for each $V_i$ against other scalars.

We note that it is possible to compute only the smallest singular value as a means of added computational efficiency. There are several articles containing algorithms to do this (e.g. [28]–[30]) and there are implementations in popular programming languages, such as MATLAB® [31], which relies on [32] and [33].

The HSAP algorithm is a polynomial time algorithm. The complexity is dominated by the computation of the projected cluster bases and of the projection of the secants. We note that, while an SVD is often an expensive computation, in the HSAP algorithm it does not dominate because the relevant matrices are comparatively small: the computation of the SVD in Step 4 is $O(\min\{k^2k_j, kk_j^2\})$. Meanwhile, the computation of the products $(P^{(i)})^T V_j$ for all $j = 1, \ldots, N$ is $O(kn_kN) \subseteq O(n^3N)$. The computation of the norm of the shortest projected secant in Step 6 requires computing products $(P^{(i)})^T s$ for each $s \in \tilde{S}$; these products are $O(kn)$ or $O(n^2)$. Since $|\tilde{S}|$ is $O(N^{2(\max|A_i|)^2})$, the computation of all products is $O(n^2N^2(\max|A_i|)^2)$. Thus, the HSAP algorithm is $O(\max\{n^3N, n^2N^2(\max|A_i|)^2\})$. In practice, we expect that $\max|A_i|$ and $N$ will usually be substantially smaller than $n$.

IV. EXAMPLES

A. A synthetic example

We construct a data set $D_{syn}$ in $\mathbb{R}^3$ consisting of the union of 100 points sampled from two different lines and 500 points sampled from a plane. Specifically we sample points from $f_1(t) = \begin{pmatrix} t, -t, 1 \end{pmatrix}$, $f_2(t) = \begin{pmatrix} t, t, 4 \end{pmatrix}$, $f_3(t, s) = \begin{pmatrix} \frac{t}{2} - s, s, t - s - 3 \end{pmatrix}$ (see Figure 1). Note that in this case $D_{syn}$ is naturally clustered as subspaces of varying dimensions (this is an artificial situation but serves well as a first illustration of the algorithm).

We ran 80 iterations of the linear approximation version of the HSAP algorithm on $D_{syn}$ to obtain a matrix $P^{(80)}$ that maps from $\mathbb{R}^3$ into $\mathbb{R}^2$. Each sample of points from within a cluster was chosen randomly and had a size of 20 (i.e. $|A_j| = 20$ for $j = 1, 2, 3$). We also set $\alpha = 0.01$.

In Figure 2 we plot the norm of the projection of the shortest representative vector as a function of iteration. As can be seen, the projection improves fairly quickly over the course of approximately 70 iterations but then stalls in what is probably a local minimum.

We see the results of the HSAP projection of $D_{syn}$ into $\mathbb{R}^2$ in Figure 3. Note that the algorithm has successfully projected the natural clusters in the data into distinct locations in $\mathbb{R}^2$ while also preserving the within-cluster spacing to a reasonable extent.

B. The Indian Pines data set

As a real-world example we apply the HSAP algorithm to the Indian Pines hyperspectral data set (some bands covering...
The synthetic data set $D_{syn}$ in $\mathbb{R}^3$. We construct it to have three natural clusters; the HSAP algorithm should prevent the clusters from collapsing onto each other while simultaneously seeking to preserve the data within each cluster in the projection.

![Synthetic Data Example](image)

Fig. 1. The synthetic data set $D_{syn}$ in $\mathbb{R}^3$. We construct it to have three natural clusters; the HSAP algorithm should prevent the clusters from collapsing onto each other while simultaneously seeking to preserve the data within each cluster in the projection.

![Norm of Shortest Representative Vector](image)

Fig. 2. A plot of the convergence of the linear approximation version of the HSAP algorithm run on the $D_{syn}$ data set. The iteration is given on the $x$-axis, while the $y$-axis gives the smallest singular value of $(P(i))^T V_j$ or the smallest representative vector length.

![HSAP Projection of Synthetic Data](image)

Fig. 3. The projection of the data set $D_{syn}$ using the output $P^{(80)}$ of an application of the linear approximation version of the HSAP algorithm.

![Ground Truth Labels for Indian Pines Hyperspectral Data Set](image)

Fig. 4. The ground truth labels for the Indian Pines hyperspectral data set. There are 16 labeled categories, including, e.g. alfalfa, corn, oats, woods, and stone-steel-towers. There is also a 17th category of unclassified pixels.

The region of water absorption are removed) [34]. The data cube is $145 \times 145 \times 200$; that is, there are 200 bands, each with spatial resolution of $145 \times 145$. We define a data set $D \subset \mathbb{R}^{200}$ to be the collection of vectors of spectral information taken across all pixel locations. We then have $|D| = 21,025$. There are consequently over 221 million secants for this data set. What is more, one would expect that the Indian Pines data set has a naturally clustered structure, where clusters correspond to materials with different absorbency in the scene. These two qualities make the Indian Pines data an ideal candidate for the HSAP algorithm.

The manually-labeled ground truth available for the Indian Pines data set is displayed in Figure 4. There are 16 labeled categories (e.g. alfalfa, oats, woods, and buildings-grass-trees-drives) and a 17th category of unclassified pixels.

In Figure 6, we see the result of projecting the Indian Pines data with the result of the HSAP algorithm. In this example, we project into $\mathbb{R}^3$, and we choose to approximate the clusters with linear spaces (see Section III-A). In order to define the input clusters $D_1, D_2, \ldots, D_N$, we apply the $k$-means clustering algorithm with cosine distance to get approximations of the naturally occurring clusters in the data. Note that cosine distance $d$ is defined to be $d(u, v) = 1 - \cos(\theta)$, where $\theta$ is the angle between the two input vectors $u$ and $v$. See Figure 5 for the visualization of the result of this application of $k$-means. In Figure 6, the individual clusters are assigned different display colors. Note that the projection appears to do a very good job of preventing these clusters from being collapsed together while also maintaining some spread among the points within clusters.

V. CONCLUSION

In this paper, we proposed a generalization of the Secant-Avoidance Projection (SAP) algorithm that is particularly
The data set as shown in Figure 4. Clustering visually appears to have captured some of the relevant structure in the Indian Pines hyperspectral data using cosine distance. We note that this approach to selecting subsets and approximating the secant set associated to a data set. This projection is useful for both dimensionality reduction and for approximating the full secant set in order to guide an iterative algorithm. The Hierarchical Secant-Avoidance Projection (HSAP) algorithm uses a structured approach to selecting appropriate subsets and approximations to the full secant set in order to guide an iterative algorithm. The algorithm returns a projection, which seeks to best preserve the secant set associated to a data set. This projection is useful for both dimensionality reduction and for approximating the dimension of the manifold from which the data was drawn (see [4] for more on this), when such a setting exists.

Relevance and usefulness of the algorithm was demonstrated in a synthetic example and in an application to the Indian Pines hyperspectral data set.

Further research can be completed in the following areas.

- Other methods of selecting subsets of secants should be considered.
- We proposed one of many hierarchical structures. There are opportunities to explore alternatives.
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