A LOCAL BUT NOT GLOBAL ATTRACTOR FOR A $Z_n$-SYMMETRIC MAP
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Abstract. There are many tools for studying local dynamics. An important problem is how this information can be used to obtain global information. We present examples for which local stability does not carry on globally. To this purpose we construct, for any natural $n \geq 2$, planar maps whose symmetry group is $Z_n$ having a local attractor that is not a global attractor. The construction starts from an example with symmetry group $Z_4$. We show that although this example has codimension 3 as a $Z_4$-symmetric map-germ, its relevant dynamic properties are shared by two 1-parameter families in its universal unfolding. The same construction can be applied to obtain examples that are also dissipative. The symmetry of these maps forces them to have rational rotation numbers.

1. Introduction

At the end of the 19th century, Lyapunov [12] related the local stability of an equilibrium point to the eigenvalues of the Jacobian matrix of the vector field at that point. This led to the Markus-Yamabe Conjecture [13] in the 1960’s, and fifteen years later to a version for maps of the original conjecture, using the relation between stability of fixed points and the eigenvalues of the Jacobian matrix of the map at that point [11]. In the 1990’s, this was named, by analogy, the Discrete Markus-Yamabe Conjecture and remains unproven. It may be stated as follows:

Discrete Markus-Yamabe Conjecture: Let $f$ be a $C^1$ map from $\mathbb{R}^m$ to itself such that $f(0) = 0$. If all the eigenvalues of the Jacobian matrix at every point have modulus less than one, then the origin is a global attractor.

It is known that the original conjecture holds for $m = 2$ and is, in this case, equivalent to the injectivity of the vector field [10], [8]. It is false for $m > 2$ [4], [6]. On the other hand, the Discrete Markus-Yamabe Conjecture holds, for all $m$, if the Jacobian matrix of the map is triangular and, additionally for $m = 2$, for polynomial maps [7]. It is false in higher dimensions, also for polynomial maps [6]. There exists a
counter-example for $m = 2$ that is an injective rational map ([7]). This
striking difference between the discrete and continuous versions encour-
aged the study of the dynamics of continuous and injective maps of the
plane that satisfy the hypotheses of the Discrete Markus-Yamabe Con-
jecture. This is now known as the Discrete Markus-Yamabe Problem.
From the results in [1], it follows that the Discrete Markus-Yamabe
Problem is true for $m = 2$ for dissipative maps, by introducing as an
extra condition the existence of an invariant ray (a continuous curve
without self-intersections connecting the origin to infinity). An invari-
ant ray can be, for instance an axis of symmetry.

In the presence of symmetry, that is, when the map is equivariant,
the ultimate question can be stated as follows:

**Equivariant Discrete Markus-Yamabe Problem:** Let $f : \mathbb{R}^2 \to \mathbb{R}^2$ be a dissipative $C^1$ equivariant planar map such that $f(0) = 0$. Assume that all eigenvalues of the Jacobian matrix at every point have modulus less than one. Is the origin a global attractor?

Given the results in Alarcón et al. [1], the Equivariant Discrete
Markus-Yamabe Problem is true if the group of symmetries of $f$ con-
tains a reflection. In this case, the fixed-point space of the reflection plays the role of the invariant ray. This situation is addressed
in Alarcón et al. [3]. In the present paper, we are concerned with
symmetry groups that do not contain a reflection.

The Equivariant Discrete Markus-Yamabe Problem has a negat
ive answer if the reflection is not a group element. In fact, the example
constructed by Szlenk and reported in [7] satisfies all the hypotheses
of the Discrete Markus-Yamabe Problem, is equivariant (as we show
here) under the standard action of $\mathbb{Z}_4$, but the origin is not a global
attractor. Indeed, there is an orbit of period 4 and the rotation number
defined in [16] is $\frac{1}{4}$. The example has a singularity at the origin with $\mathbb{Z}_4$
codimension 3, and we show that two inequivalent 1-parameter families
in its unfolding share these dynamic properties.

We use Szlenk’s example to construct differentiable maps on the
plane with symmetry group $\mathbb{Z}_n$ for all $n \geq 2$. Each example has an
attracting fixed point at the origin and a periodic orbit of minimal period
$n$ which prevents local dynamics to extend globally. The construction
may be extended to one of the 1-parameter families mentioned above.

We adapt the $\mathbb{Z}_n$ symmetric example to make it dissipative. In that
case its symmetry implies that the rotation number is rational. Impli-
cations of this fact are discussed in the final section.
1.1. Equivariant Planar Maps. The reference for the following definitions and results is Golubitsky et al. [9, chapter XII], to which we refer the reader interested in further detail.

Our concern is about groups acting linearly on \( \mathbb{R}^2 \) and more particularly about the action of \( \mathbb{Z}_n \), \( n \geq 2 \) on \( \mathbb{R}^2 \). Identifying \( \mathbb{R}^2 \cong \mathbb{C} \), the finite group \( \mathbb{Z}_n \) is generated by one element \( R_n \), the rotation by \( 2\pi/n \) around the origin, with action given by

\[
R_n \cdot z = e^{2\pi i/n} z.
\]

A map \( f : \mathbb{R}^2 \to \mathbb{R}^2 \) is \( \mathbb{Z}_n \)-equivariant if

\[
f(\gamma x) = \gamma f(x) \quad \forall \gamma \in \mathbb{Z}_n, \ x \in \mathbb{R}^2.
\]

We also say, if the above only holds for elements in \( \mathbb{Z}_n \), that \( \mathbb{Z}_n \) is the symmetry group of \( f \).

Since most of our results depend on the existence of a unique fixed point for \( f \), the following is a useful result.

**Lemma 1.1.** If \( f \) is \( \mathbb{Z}_n \)-equivariant then \( f(0) = 0 \).

**Proof.** We have \( f(0) = f(\gamma 0) = \gamma f(0) \), by equivariance. The element \( \gamma = \exp 2\pi i/n \) of \( \mathbb{Z}_n \) is such that \( \gamma x \neq x \) for all \( x \neq 0 \). It then follows that \( f(0) = 0 \). \( \square \)

2. Example with an orbit of period 4

In this section, we explore the properties of an example of a local attractor which is not global since it has an orbit of period 4. This example is due to Szlenk and is reported in [7]. A list of properties for this example is given in Proposition 2.1. We divide this section in two subsections, the first dealing with dynamic properties and the second concerned with the study of the singularity in Szlenk’s map.

2.1. Dynamics. Before introducing the example it is useful to establish some concepts that will be used in the proofs to come. Let \( S_{1,n} \subset \mathbb{R}^2 \) be the open sector

\[
S_{1,n} = \{(x, y) = (r \cos \theta, r \sin \theta) : \ 0 < \theta < 2\pi/n \}
\]

and define \( S_{j,n} \), \( j = 2, \ldots, n \) recursively by \( S_{j,n} = R_n(S_{j-1,n}) \). Then \( \mathbb{R}^2 = \bigcup_{j=1}^n \overline{S_{j,n}} \), where \( \overline{A} \) is the closure of \( A \). Moreover, \( S_{1,n} = R_n(S_{n,n}) \).

Then each \( S_{j,n} \) is a fundamental domain for the action of \( \mathbb{Z}_n \), in particular if \( f : \mathbb{R}^2 \to \mathbb{R}^2 \) is \( \mathbb{Z}_n \)-equivariant then \( f \) is completely determined by its restriction to \( S_{j,n} \).

A line ray is a half line through the origin, of the form \( \{t(\alpha, \beta) : t \geq 0\} \), with \( 0 \neq (\alpha, \beta) \in \mathbb{R}^2 \).
The next Proposition establishes the relevant properties of Szlenk’s example that will be used in the construction of other \( \mathbb{Z}_n \)-equivariant maps in the next section.

**Proposition 2.1** (Szlenk’s example). Let \( F_4 : \mathbb{R}^2 \to \mathbb{R}^2 \) be defined by

\[
F_4(x, y) = \left(-\frac{k y^3}{1 + x^2 + y^2}, \frac{k x^3}{1 + x^2 + y^2}\right) \quad \text{for } 1 < k < \frac{2}{\sqrt{3}}.
\]

The map \( F_4 \) has the following properties:

1) \( F_4 \) is of class \( C^1 \).
2) \( F_4 \) is a homeomorphism.
3) \( \text{Fix}(F_4) = \{0\} \).
4) \( F_4^j(P) = P \) for \( P = ((k - 1)^{-1/2}, 0) \), with \( F_4^j(P) = R_4^j(P) \neq P \) for \( j = 2, 3 \).
5) \( 0 \) is a local attractor.
6) \( F_4 \) is \( \mathbb{Z}_4 \)-equivariant.
7) The restriction of \( F_4 \) to any line ray is a homeomorphism onto another line ray.
8) \( F_4(S_{j,4}) = S_{j+1,4} \) for \( j = 1, \cdots, 4 \) (mod 4) with \( F_4(\partial S_{j,4}) = \partial S_{j+1,4} \).
9) The curve \( F_4(\cos \theta, \sin \theta) \) goes across each line ray and is transverse to line rays at all points \( \theta \neq \frac{m\pi}{2} \) for \( m = 0, 1, 2, 3 \).

**Proof.** Some of the statements follow from previously established results. Since we deal with these first, the order of the proof does not follow the numbering in the list above.

Statements 1) and 4) are immediate from the expressions of \( F_4 \) and of \( P \), as remarked in [7]. Note that the periodic orbit of \( P \) of statement 4) lies in the boundary of the sectors \( \bigcup_j \partial S_{j,4} \).

In the appendix of [7] it is shown that the eigenvalues of \( DF_4(x, y) \) lie in the open unit disk, establishing 5). Statement 3) follows as a direct consequence of Corollary 2 in [2] and the same estimates on the eigenvalues.

Concerning 6) note that \( R_4 \), the generator of \( \mathbb{Z}_4 \), acts on the plane as \( R_4(x, y) = (-y, x) \). In order to prove that \( F_4(x, y) \) is \( \mathbb{Z}_4 \)-equivariant we compute

\[
F_4(R_4(x, y)) = \left(-\frac{k x^3}{1 + x^2 + y^2}, -\frac{k y^3}{1 + x^2 + y^2}\right)
\]

and

\[
R_4 F_4(x, y) = R_4\left(-\frac{k y^3}{1 + x^2 + y^2}, \frac{k x^3}{1 + x^2 + y^2}\right) = \left(-\frac{-k x^3}{1 + x^2 + y^2}, -\frac{k y^3}{1 + x^2 + y^2}\right).
\]
Figure 1. Szlenk’s example $F_4$ maps a quarter of the unit circle into a quarter of the astroid $\frac{k}{2}(-\sin^3 \theta, \cos^3 \theta)$.

Observing that these are equal establishes statement 6).

The behaviour of $F_4$ on line rays described in 7) is easier to understand if we write $(x, y)$ in polar coordinates $(x, y) = (r \cos \theta, r \sin \theta)$ yielding:

\begin{equation}
F_4(r \cos \theta, r \sin \theta) = \frac{k^3}{1 + r^2} (-\sin^3 \theta, \cos^3 \theta).
\end{equation}

From this expression it follows that for each fixed $\theta$, the line ray through $(\cos \theta, \sin \theta)$ is mapped into the line ray through $(-\sin^3 \theta, \cos^3 \theta)$. The mapping is a bijection, since $r^3/(1 + r^2)$ is a monotonically increasing bijection from $[0, +\infty)$ onto itself. In particular, it follows from this that $F_4$ is injective and that $F_4(\mathbb{R}^2) = \mathbb{R}^2$. Since every continuous and injective map in $\mathbb{R}^2$ is open (see Ortega [15, Chapter 3, Lemma 2]), it follows that $F_4$ is a homeomorphism, establishing 2).

The behaviour of $F_4$ on sectors and their boundary is the essence of 8). From the definition of the sectors we have

\[ S_{j+1,4} = R_4(S_{j,4}) \]

and therefore, by $\mathbb{Z}_4$-equivariance,

\[ F_4(S_{j+1,4}) = F_4(R_4(S_{j,4})) = R_4(F_4(S_{j,4})). \]

It then suffices to show that $F_4(S_{1,4}) = S_{2,4}$. The sectors $S_{1,4}$ and $S_{2,4}$ have the simple forms

\[ S_{1,4} = \{(x, y) : x > 0, \ y > 0\} \quad S_{2,4} = \{(x, y) : x < 0, \ y > 0\}. \]

From the expression of $F_4$ it is immediate that if $x > 0$ and $y > 0$ then the first coordinate of $F_4(x, y)$ is negative and the second is positive and thus $F_4(S_{1,4}) \subset S_{2,4}$. It remains to show the equality, which we delay until after the proof of 9).

The expression (1) in polar coordinates shows that the circle $(\cos \theta, \sin \theta)$, $0 \leq \theta \leq 2\pi$ is mapped by $F_4$ into the curve $\gamma(\theta) = \frac{k}{2}(-\sin^3 \theta, \cos^3 \theta)$
known as the astroid (Figure 1). The arc $\gamma(\theta), 0 \leq \theta \leq \pi/2$ joins $(0, k^2)$ to $(-k^2, 0)$. Since for $\theta \in (0, \pi/2)$ the functions $\cos^3 \theta$ and $-\sin^3 \theta$ are both monotonically decreasing with strictly negative derivatives, then the $0 \leq \theta \leq \pi/2$ arc of the astroid has no self intersections and the restriction of $F_4$ to the quarter of a circle $0 \leq \theta \leq \pi/2$ is a bijection into this arc (Figure 1).

Moreover, the determinant of the matrix with rows $\gamma(\theta)$ and $\gamma'(\theta)$ is
\[
\det \begin{pmatrix} \gamma(\theta) \\ \gamma'(\theta) \end{pmatrix} = \frac{3k^2}{4} \sin^2 \theta \cos^2 \theta
\]
showing that the arc of the astroid is transverse at each point $\gamma(\theta)$, $0 < \theta < \pi/2$ to the line ray through it. Transversality fails at the end points of the arc, but the line rays still go across the astroid at the cusp points — this is assertion 9).

Thus, $F_4$ induces a bijection between line rays in $S_{1,4}$ and line rays in $S_{2,4}$ and using the radial property 7) it follows that $F_4(S_{1,4}) = S_{2,4}$. The behaviour on the boundary of $S_{1,4}$ also follows either from the radial property or from a simple direct calculation, concluding the proof of 8).

\[
\Box
\]

2.2. Universal unfolding of $F_4$. In this section we discuss a universal unfolding of the singularity $F_4$ in the context of $\mathbb{Z}_4$-equivariant maps that fix the origin under contact equivalence. All the preliminaries concerning equivariant unfolding theory, as well as the proof of the result, are deferred to an appendix. The trusting reader may proceed without reading it.

**Proposition 2.2.** A $\mathbb{Z}_4$ universal unfolding under contact equivalence of the germ at the origin of the singularity $F_4$ is given by
\[
G_4(x, y, \alpha, \beta, \delta) = F_4(x, y) + \alpha(x, y) + [\beta + \delta(x^2 + y^2)] (-y, x),
\]
where parameters $\alpha$, $\beta$ and $\delta$ are real.

From the point of view of the dynamics, it is important to describe the maps in the unfolding that preserve the dynamic properties of $F_4$. The first result is immediate from the expression of the derivative of $G_4$ at the origin:

**Lemma 2.3.** The origin is a hyperbolic local attractor for $G_4(x, y, \alpha, \beta, \delta)$ if and only if $\alpha^2 + \beta^2 < 1$.

Although the unfolding above refers to the germ at the origin, we show below that its expression defines a map that shares some dynamic
properties of \( F_4 \) for some parameter values. These values lie on two lines in parameter space.

**Proposition 2.4.** Let \( g(x, y) \) be either \( G_4(x, y, \alpha, 0, 0) \) or \( G_4(x, y, 0, \beta, 0) \). Then for \( \alpha \) or \( \beta \) positive and small enough,

- \( g \) is a global diffeomorphism;
- at every point in \( \mathbb{R}^2 \) the eigenvalues of the jacobian of \( g \) have modulus less than one;
- there exists \( p \in \mathbb{R}^2 \) such that \( g^4(p) = p \).

**Proof.** The case \( \alpha > 0 \) is the one addressed in [7, Theorem E]. We treat the case \( \beta > 0 \) in a similar manner.

The matrix \( DF_4(x, y) \) is given in the appendix. In this proof denote it by

\[
DF_4 = \begin{pmatrix} a & b \\ c & d \end{pmatrix}.
\]

If \( \mu \) is an eigenvalue of \( Dg \) then

\[
\mu = \frac{1}{2} \left( -\text{tr}(DF_4) \pm \sqrt{\text{tr}^2(DF_4) - 4 \det(DF_4) - 4\beta(\beta + c - b)} \right)
\]

We know from [7, Theorem D] that all eigenvalues of \( DF_4 \) are zero on the coordinate axes and complex otherwise. Furthermore, all eigenvalues of \( DF_4 \) have modulus less than \( k\sqrt{3}/2 < 1 \). The latter statement ensures that, for any \( k \) and for small \( \beta \), the eigenvalues of \( Dg \) also have modulus less than one.

We want to show that all eigenvalues of \( Dg \) are non-zero. When the eigenvalues of \( DF_4 \) are zero it is clear that those of \( Dg \) are not. Away from the axes, the eigenvalues of \( DF_4 \) are non-zero and \( \det(DF_4) > 0 \). Since \( \det(Dg) = \det(DF_4) + \beta^2 - \beta(b - c) \), the eigenvalues of \( Dg \) are zero if and only if

\[
\det(DF_4) + \beta^2 = \beta(b - c).
\]

Since \( b - c < 0 \), then for \( \beta > 0 \), it is always the case that the eigenvalues of \( Dg \) are nonzero.

So far, we have shown that \( g \) is a local diffeomorphism at every point. In order to show that it is a global diffeomorphism, we show as in [7, Theorem E] that

\[
\lim_{\|(x, y)\| \to \infty} |g(x, y)| = \infty.
\]

This implies that \( g \) is proper and we may invoke Hadamard’s theorem (quoted in [7]) that asserts that a proper local diffeomorphism is a global diffeomorphism.
In order to establish the limit above we use polar coordinates and write
\[ g(r, \theta) = \frac{k r^3}{1 + r^2} (-\sin^3 \theta, \cos^3 \theta) + \beta (-r \sin \theta, r \cos \theta) \]
and hence,
\[ |g(r, \theta)|^2 = \frac{k^2 r^6}{(1 + r^2)^2} (\sin^6 \theta + \cos^6 \theta) + \beta^2 r^4 + 2\beta k r^4 \frac{r^4}{1 + r^2} (\sin^4 \theta + \cos^4 \theta). \]
Noting now that \( \sin^6 \theta + \cos^6 \theta \geq 1/4 \) and \( \sin^4 \theta + \cos^4 \theta \geq 1/2 \), we use 1 + \( r^2 < 2r^2 \) for \( r > 1 \) to write
\[ |g(r, \theta)|^2 \geq \frac{k r^2}{16} + \beta^2 r^2 + \frac{\beta k r^2}{2} r \to \infty. \]
The existence of points of period 4 follows from the hyperbolicity of the period 4 points of \( F_4 \). \( \square \)

3. Construction of \( \mathbb{Z}_n \)-equivariant examples

The next examples refer to a local attractor, examples with a local repellor may be obtained considering \( f^{-1} \).

**Theorem 3.1.** For each \( n \geq 2 \) there exists \( f : \mathbb{R}^2 \to \mathbb{R}^2 \) such that:

a) \( f \) is a differentiable homeomorphism;

b) \( f \) has symmetry group \( \mathbb{Z}_n \);

c) \( \text{Fix}(f) = \{0\} \);

d) The origin is a local attractor;

e) There exists a periodic orbit of minimal period \( n \).

**Proof.** For \( n \geq 2 \), the map
\[ h_n (r \cos \theta, r \sin \theta) = \left( r \cos \frac{4 \theta}{n}, r \sin \frac{4 \theta}{n} \right) \]
is a local diffeomorphism at all points in \( \mathbb{R}^2 \setminus \{0\} \), is continuous at 0 and \( h_n(S_{1,4}) = S_{1,n}, h_n(S_{2,4}) = S_{2,n} \) with \( |h_n(x, y)| = |(x, y)| \). Moreover, the restriction of \( h_n \) to \( S_{1,4} \) is a bijection onto \( S_{1,n} \) and \( h_n \) maps each line ray through the origin into another line ray through the origin.

Similar properties hold for the inverse
\[ h_n^{-1} (r \cos \theta, r \sin \theta) = \left( r \cos \frac{n \theta}{4}, r \sin \frac{n \theta}{4} \right) \]
with \( h_n^{-1}(S_{1,n}) = S_{1,4} \).

Let \( F_n : \overline{S_{1,n}} \to \overline{S_{2,n}} \) be defined by (see Figure 2)
\[ F_n(x, y) = h_n \circ F_4 \circ h_n^{-1}(x, y) . \]
We extend $F_n$ to a $\mathbb{Z}_n$-equivariant map $F_n : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ recursively, as follows.

Suppose for $1 \leq j \leq n-1$ the map $F_n$ is already defined in $S_{j,n}$ with $F_n(S_{j,n}) = S_{j+1,n}$. If $(x, y) \in S_{j+1,n}$ we have $R_n^{-1}(x, y) \in S_{j,n}$ and thus $F_n \circ R_n^{-1}(x, y)$ is well defined, with $F_n \circ R_n^{-1}(x, y) \in S_{j+1,n}$. Define $F_n(x, y)$ for $(x, y) \in S_{j+1,n}$ as $F_n(x, y) = R_n \circ F_n \circ R_n^{-1}(x, y) \in S_{j+2,n}$. Finally, for $(x, y) \in S_{n-1,n}$ we obtain $F_n(x, y) \in S_{1,n}$.

The following properties of $F_n$ now hold by construction, using Proposition 2.1:

- $F_n$ is $\mathbb{Z}_n$-equivariant.
- $\text{Fix}(F_n) = \{0\}$.
- The origin is a local attractor.
- $F_n^j(P) = P$ for $P = \left((k-1)^{-1/2}, 0\right)$, with $F_n^j(P) \neq P$ for $j = 2, \ldots, n-1$. Note that all $F_n^j(P)$ lie on the boundaries $\partial S_{j,n}$ of the sectors $S_{j,n}$.
- $F_n$ maps each line ray through the origin onto another line ray through the origin.

Since $h_n$ maps line rays to line rays, to see that $F_n$ is a homeomorphism it is sufficient to observe that $\gamma_n(\theta) = F_n(\cos \theta, \sin \theta)$, $0 \leq \theta \leq 2\pi$ is a simple closed curve that meets each line ray only once and does not go through the origin (Figure 3). This is true because away from
Figure 3. Image of the circle \((\sin \theta, \cos \theta)\) by the \(\mathbb{Z}_n\)-equivariant example \(F_n\), shown here for \(n = 5\).

the origin both \(h_n\) and \(h_n^{-1}\) are differentiable with non-singular derivatives. Since \(h_n\) and \(h_n^{-1}\) map line rays into line rays, it follows from assertion 9) of Proposition 2.1 that \(\gamma_n\) is transverse to line rays except at the cusp points \(\gamma_n(\theta), \theta = \frac{2m\pi}{n}, m = 0, 1, \ldots, n - 1\) where the line ray goes across it.

It remains to show that \(F_n\) is everywhere differentiable in \(\mathbb{R}^2\). This is done in Lemma 3.2 below.

**Lemma 3.2.** \(F_n\) is everywhere differentiable in \(\mathbb{R}^2\).

**Proof.** First we show that \(DF_4(0, 0) = (0)\) (zero matrix) implies that \(F_n\) is differentiable at the origin with \(DF_n(0, 0) = (0)\). That \(DF_4(0, 0) = (0)\) means that for every \(\varepsilon > 0\) there is a \(\delta > 0\) such that, for every \(X \in \mathbb{R}^2\), if \(|X| < \delta\) then

\[
|F_4(X) - F_4(0, 0) - DF_4(0, 0)X| = |F_4(X)| < \varepsilon |X|
\]

Since \(h_n\) and \(h_n^{-1}\) preserve the norm, we have that if \(Y = h_n(X)\) then \(|Y| = |X|\) and furthermore, for any \(Y\) such that \(|Y| < \delta\) we obtain

\[
|F_n(Y)| = |h_n (F_4 (h_n^{-1}(Y)))| = |h_n (F_4(X))| = |F_4(X)| < \varepsilon |X| = \varepsilon |Y|
\]

Therefore, since \(F_n(0, 0) = (0, 0)\) and since this holds for any \(\varepsilon\),

\[
\lim_{|X| \to 0} \frac{|F_n(X) - F_n(0, 0) - (0)X|}{|X|} = 0
\]

proving our claim.

Recall that in (3) and in the text thereafter the map \(F_n\) is made up by gluing different functions on sectors: in \(S_{1,n}\) the expression of \(F_n\) is given by \(h_n \circ F_4 \circ h_n^{-1}\) and in \(S_{2,n}\) by \(R_n \circ h_n \circ F_4 \circ h_n^{-1} \circ R_n^{-1}\). Both expressions define differentiable functions away from the origin since both \(h_n\) and \(h_n^{-1}\) are of class \(C^1\) in \(\mathbb{R}^2 \setminus \{(0, 0)\}\). We have already shown that \(F_n\) is differentiable at the origin. It remains to prove that the
derivatives of the two functions coincide at the common boundary of \( \partial S_{1,n} \) and \( \partial S_{2,n} \). At the remaining boundaries the result follows from the \( \mathbb{Z}_n \)-equivariance of \( F_n \).

Since we are working away from the origin, we may use polar coordinates. The expressions for \( h_n, R_n \) and their inverses take the simple forms below, where we use \( \hat{f} \) to indicate the expression of \( f \) using polar coordinates in both source and target:

\[
\hat{h}_n(r, \theta) = \left( r, \frac{4\theta}{n} \right) \quad \hat{h}_n^{-1}(r, \theta) = \left( r, \frac{n\theta}{4} \right)
\]

\[
\hat{R}_n(r, \theta) = \left( r, \theta + \frac{2\pi}{n} \right) \quad \hat{R}_n^{-1}(r, \theta) = \left( r, \theta - \frac{2\pi}{n} \right).
\]

Let \( \hat{F}_4(r, \theta) = (\Psi_4(r, \theta), \Phi_4(r, \theta)) \) be the expression of \( F_4 \) in polar coordinates. From (1) we get:

\[
\Psi_4(r, \theta) = \frac{kr^3}{1 + r^2} \sqrt{\cos^6 \theta + \sin^6 \theta} = \frac{kr^3}{1 + r^2} \sqrt{1 - 3 \cos^2 \theta + 3 \cos^4 \theta}
\]

\[
\Phi_4(r, \theta) = \begin{cases} 
\text{arctan} \left( -\frac{\cos^3 \theta}{\sin^3 \theta} \right) & \text{if } \theta \neq k\pi \\
\text{arccot} \left( -\frac{\sin^3 \theta}{\cos^3 \theta} \right) & \text{if } \theta \neq \frac{\pi}{2} + k\pi.
\end{cases}
\]

The derivative \( D\hat{F}_4(r, \theta) \) of \( \hat{F}_4 \) is thus,

\[
\begin{pmatrix}
{} kr^2 \frac{3 + r^2}{(1 + r^2)^2} \sqrt{\cos^6 \theta + \sin^6 \theta}
\end{pmatrix}
\begin{pmatrix}
{} \frac{kr^3}{1 + r^2} \left( 3 \sin \theta \cos \theta \left( \sin^4 \theta - \cos^4 \theta \right) \right)
\end{pmatrix}
\]

\[
\begin{pmatrix}
{} 0 \quad 3 \sin^2 \theta \cos^2 \theta \cos^6 \theta + \sin^6 \theta
\end{pmatrix}
\]

where the two alternative forms for \( \Phi_4(r, \theta) \) yield the same expression for the derivative.

Note that the Jacobian matrix of \( \hat{h}_n \) is constant and the same is true for its inverse. The derivatives of both \( \hat{R}_n \) and of \( \hat{R}_n^{-1} \) are the identity. Let \( (r, 2\pi/n) \) be the polar coordinates of a point \( \xi \) in \( (\partial S_{1,n} \cap \partial S_{2,n}) \setminus \{0\} \).

In order to show that the derivatives at \( \xi \) of \( \hat{h}_n \circ \hat{F}_4 \circ \hat{h}_n^{-1} \) and of \( \hat{R}_n \circ \hat{h}_n \circ \hat{F}_4 \circ \hat{h}_n^{-1} \circ \hat{R}_n^{-1} \) coincide, we only need to show that \( D\hat{F}_4 \) at \( \hat{h}_n^{-1}(r, 2\pi/n) = (r, \pi/2) \) equals \( D\hat{F}_4 \) at \( \hat{h}_n^{-1}(\hat{R}_n^{-1}(r, 2\pi/n)) = (r, 0) \).
More precisely, for any \((r, \theta)\)
\[
D\hat{h}_n(r, \theta) = A_n = \begin{pmatrix} 1 & 0 \\ 0 & \frac{1}{n} \end{pmatrix} \quad D\hat{h}_n^{-1}(r, \theta) = B_n = \begin{pmatrix} 1 & 0 \\ 0 & \frac{n}{2} \end{pmatrix}
\]
and thus
\[
D \left( \hat{R}_n \circ \hat{h}_n \circ \hat{F}_4 \circ \hat{h}_n^{-1} \circ \hat{R}_n^{-1} \right) (\xi) = D\hat{R}_n(\hat{h}_n(\hat{F}_4((r, 0))))D\hat{h}_n(\hat{F}_4((r, 0)))D\hat{h}_n^{-1}(r, 0)D\hat{R}_n^{-1}(r, 2\pi/n) = Id \cdot A_n \cdot D\hat{F}_4(r, 0) \cdot B_n \cdot Id
\]
and
\[
D \left( \hat{h}_n \circ \hat{F}_4 \circ \hat{h}_n^{-1} \right) (\xi) = D\hat{h}_n(\hat{F}_4((r, \pi/2)))D\hat{F}_4(r, \pi/2)D\hat{h}_n^{-1}(r, 2\pi/n) = A_n \cdot D\hat{F}_4(r, \pi/2) \cdot B_n.
\]
From (6) it follows that
\[
D\hat{F}_4(r, \pi/2) = D\hat{F}_4(r, 0) = \begin{pmatrix} kr^2 \cdot \frac{3 + r^2}{(1 + r^2)^2} & 0 \\ 0 & 0 \end{pmatrix}
\]
completing our proof. \(\square\)

The construction in the proof of Theorem 3.1 only works because Szlenk’s example \(F_4\) has the special properties 7), 8) and 9) of Proposition 2.1. For instance, identifying \(\mathbb{R}^2 \sim \mathbb{C}\) the map \(f(z) = z^3\) is \(\mathbb{Z}_4\)-equivariant, but does not have the properties above and \(h_5 \circ f \circ h_5^{-1}(z) = f(z)\).

Alarcón et al. [1, Theorem 4.4] construct, starting from \(F_4\), an example having the additional property that \(\infty\) is a repellor. The new example, \(H(x, y)\), is of the form
\[
H(x, y) = \phi(\|F_4(x, y)\|)F_4(x, y)
\]
where \(\phi : [0, \infty) \rightarrow [0, \infty)\) is described in [1, Lemma 4.6].

Then \(H\) has all the properties of Proposition 2.1. Therefore, applying to \(H\) the construction of Theorem 3.1 we obtain the following:

**Corollary 3.3.** For each \(n \geq 2\) there exists a map \(f : \mathbb{R}^2 \rightarrow \mathbb{R}^2\) satisfying properties a)–e) of Theorem 3.1 and, moreover, for which \(\infty\) is a repellor.
It remains an interesting question to find out whether our construction can be applied to $G_4$ to produce a $\mathbb{Z}_n$ universal unfolding of $F_n$. A partial answer is given next. The proof is straightforward.

**Lemma 4.1.** If $\alpha = 0$ then $G_4$ has the property that $G_4(S_{1,4}) = S_{2,4}$.

As a consequence, the previous construction applied to $G_4$ with $\alpha = 0$ produces other examples with $\mathbb{Z}_n$-symmetry and period $n$ orbits. Furthermore, using Proposition 2.4, if also $\delta = 0$ these new examples are diffeomorphisms.

Note that, even though the unfolding applies only locally, the dynamic properties are robust beyond this constraint as they hold if we use the expression of the unfolding to define a global map.

A very interesting problem in Dynamical Systems is to describe the global dynamics with hypotheses based on local properties of the system. The Markus-Yamabe Conjecture is an example but not the only one. For instance, Alarcón *et al.* [1] prove the existence of a global attractor arising from a unique local attractor, using the theory of free homeomorphisms of the plane. Recently, Ortega and Ruiz del Portal in [16], have studied the global behavior of an orientation preserving homeomorphism introducing techniques based on the theory of prime ends. They define the rotation number for some orientation preserving homeomorphisms of $\mathbb{R}^2$ and show how this number gives information about the global dynamics of the system. In this context, even a list of elementary concepts would be too long to include here. The discussion that follows may be taken as an appetizer for the reader willing to look them up properly in [16], [17] and [5].

The theory of prime ends was introduced by Carathéodory in order to study the complicated shape of the boundary of a simply connected open subset of $\mathbb{R}^2$. When such a subset $U$ is non empty and proper, by the Riemann mapping theorem, there is a conformal homeomorphism from $U$ onto the open unit disk. Usually this homeomorphism cannot be extended to the closed disk. Carathéodory’s compactification associates the boundary of $U$ with the space of prime ends $\mathbb{P}$, which is homeomorphic to $S^1$. In that way, $U \cup \mathbb{P}$ is homeomorphic to the closed unit disk. The correspondence between points in the boundary of $U$ and points in $\mathbb{P}$ may be both multi-valued and not one to one, but if $f$ is an orientation preserving homeomorphism with $f(U) = U$, then $f$ induces an orientation preserving homeomorphism $\tilde{f}$ in $\mathbb{P}$. Since the space of prime ends is homeomorphic to the unit circle, the rotation
number of $\tilde{f}$ is well defined and the rotation number of $f$ is defined to be equal to the rotation number of $\tilde{f}$.

The points in $\partial S^2 U$, the boundary of $U$ in the one point compactification of the plane, that play an important role in the dynamics are accessible points. A point $\alpha \in \partial S^2 U$ is accessible from $U$ if there exists an arc $\xi$ such that $\alpha$ is an end point of $\xi$ and $\xi \setminus \{\alpha\} \subset U$. Then $\alpha$ determines a prime end $p(\alpha) \in \mathbb{P}$, which may not be unique, such that $\xi \setminus \{p\} \cup \{p(\alpha)\}$ is an arc in $U \cup \mathbb{P}$.

Accessible points are dense in $\partial S^2 U$, but for instance, in the case of fractal boundaries there exist points which are not accessible from $U$. On the contrary, when the boundary is well behaved, for instance an embedded curve of $\mathbb{R}^2$, accessible points define a unique prime end. That means that accessible periodic points of $f$ are periodic points of $\tilde{f}$ with the same period. Consequently the rotation number of $f$ is $1$ divided by the period. See [17] and [5] for more details and definitions.

**Proposition 4.2.** The examples $F_n$ in Theorem 3.1 have rotation number $1/n$.

*Proof.* Let $U$ be the basin of attraction of the origin for $F_4$. By construction of the maps in Theorem 3.1, the basin of attraction of the origin for $F_n$,

$$U_n = \bigcup_{j=0}^{n-1} R_n^j (h_n(U) \cap S_{1,n})$$

is invariant by the map $F_n$ and is a non empty and proper simply connected open set. Moreover, as the periodic point $P$ is hyperbolic, the boundary of $U$ is an embedded curve of $\mathbb{R}^2$ in a neighborhood of $P$. In addition, $P$ is an accessible point from $U_n$, thus the rotation number of $F_n$ is $\frac{1}{n}$. \[\square\]

The fact that the symmetry forces the maps in Theorem 3.1 to have a rational rotation number seems to point out at a connection between symmetry and rotation number. It raises the question: for orientation preserving homeomorphisms of the plane with a non global asymptotically stable fixed point, does $\mathbb{Z}_n$—equivariance imply a rational rotation number?

The question is relevant because the rotation number gives strong information about the global dynamics of the system. For instance, consider a dissipative orientation preserving $\mathbb{Z}_n$—equivariant homeomorphism $f$ of the plane with an asymptotically stable fixed point $p$. If the question has an affirmative answer, then Proposition 2 of [16] implies that $p$ is a global attractor under $f$ if and only if $f$ has no other periodic point.
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Appendix — Unfolding Theory for $\mathbb{Z}_n$

In order to better understand the singularity for Szlenk’s $\mathbb{Z}_4$-equivariant map, we calculate its codimension and provide a universal unfolding. Some of the information below may be retrieved from the $D_4$ equivariant set-up described for instance in Golubitsky et al. [9].

Let $\mathcal{E}(\mathbb{Z}_4)$ be the set of $\mathbb{Z}_4$-invariant function germs from the plane to the reals. This is a ring generated by the following Hilbert basis

\begin{align}
\mathcal{E}(\mathbb{Z}_4) = \langle N = x^2 + y^2, A = x^4 + y^4 - 6x^2y^2, B = (x^2 - y^2)xy \rangle
\end{align}

in the sense that every germ in $\mathcal{E}(\mathbb{Z}_4)$ can be written in the form $\phi(N, A, B)$ where $\phi$ is a smooth function of three variables.

The set of $\mathbb{Z}_4$-equivariant map germs is a module over the ring of invariants; it is denoted by $\tilde{\mathcal{E}}(\mathbb{Z}_4)$ and generated by the following

\begin{align}
X_1 &= (x, y); & X_3 &= (x(x^2 - 3y^2), y(y^2 - 3x^2)); \\
X_2 &= (-y, x); & X_4 &= (-y(y^2 - 3x^2), x(x^2 - 3y^2)).
\end{align}

Two map-germs, $g$ and $h$, are $\mathbb{Z}_4$-contact-equivalent if (see Mather [14], even though we follow the notation in [9], chapter XIV) there exists an invertible change of coordinates $x \mapsto X(x)$, fixing the origin and $\mathbb{Z}_4$-equivariant, and a matrix-valued germ $S(x)$ satisfying for all $\gamma \in \mathbb{Z}_4$

\[ S(\gamma x)\gamma = \gamma S(x), \]

with $S(0)$ and $dX(0)$ in the same connected component as the identity in the space of linear maps of the plane, and such that

\[ g(x) = S(x)h(X(x)). \]

The set of matrices satisfying the $\mathbb{Z}_4$-equivariance described above is denoted and generated as follows

\[ \tilde{\mathcal{E}}(\mathbb{Z}_4) = \langle S_j; T_j = iS_j, \quad j = 1, \ldots, 4 \rangle, \]
with

\[ T_i = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad S_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad S_2 = \begin{pmatrix} x^2 & xy \\ xy & y^2 \end{pmatrix}, \]
\[ S_3 = \begin{pmatrix} -x^2 & xy \\ xy & -y^2 \end{pmatrix}, \quad S_4 = \begin{pmatrix} 0 & x^3y \\ xy & 0 \end{pmatrix}. \]

Note that, in the \( Z_4 \)-equivariant context, all map germs preserve the origin. In such cases as these, the tangent space \( T \) to the \( Z_4 \)-contact orbit coincides with the restricted tangent space, \( RT \).

The tangent space to \( F_4 \) is

\[ T_{\mathcal{E}(Z_4)}(F_4) = \langle (dF_4)X_i, S_jF_4, T_jF_4 \rangle, \]

where \( X_i \) is one of the generators of \( \mathcal{E}(Z_4) \) and \( S_j \) and \( T_j \) are the generators of \( \mathcal{E}(Z_4) \).

Given \( F_4 \) and dividing both components by \( k \) as it does not affect the singularity, we have

\[ dF_4 = \begin{pmatrix} 
\frac{2xy^3}{(1+x^2+y^2)^2} & -\frac{3y^2(1+x^2+y^2)-2y^4}{(1+x^2+y^2)^2} \\
\frac{3x^2(1+x^2+y^2)-2x^4}{(1+x^2+y^2)^2} & -\frac{2x^3y}{(1+x^2+y^2)^2}
\end{pmatrix}. \]

Note that all rows of this matrix have the common factor \( 1/(1+x^2+y^2)^2 \), which does not affect the singularity. Also, all the products with \( F_4 \) will exhibit the common factor \( 1/(1+x^2+y^2) \), which again does not affect the singularity. We therefore present the generators of \( T_{\mathcal{E}(Z_4)}(F_4) \) after a multiplication by the corresponding common factor. To exemplify,

\[ S_1F_4 = \left( -\frac{y^3}{1+x^2+y^2}, \frac{x^3}{1+x^2+y^2} \right) \]

is reported as \( S_1F_4 = (-y^3, x^3) \). This stated, we have the following list of generators of \( T_{\mathcal{E}(Z_4)}(F_4) \), where the symbol \( \sim \) indicates that a
simplification was made through a product by a non-zero invariant:

\[(dF_4)X_1 = 3N(N - 1)X_2 + (N - 1)X_4 \sim 3NX_2 + X_4;\]

\[(dF_4)X_2 = \frac{1}{4}(N(N + 1)X_1 - (N + 1)X_3) \sim NX_1 - X_3\]

\[(dF_4)X_3 = \frac{3}{4}[(N^3 + N^2 + 2A)X_2 + (N^2 + N - \frac{2}{3}A)X_4];\]

\[(dF_4)X_4 = \frac{1}{4}[(N^3 + 6A + 3N^2)X_1 + (2A - 3N^2 - 9N)X_3];\]

\[
\begin{align*}
S_1F_4 &= 3NX_2 + X_4 \\
S_2F_4 &= -3BX_1 - AX_2 + NX_4 \\
S_3F_4 &= \frac{1}{4}(NX_4 - N^2X_2) \sim N^2X_2 - NX_4 \\
S_4F_4 &= (-\frac{1}{16}N^3 - \frac{5}{32}NA)X_2 + \frac{1}{8}BX_3 + \frac{7}{32}N^2X_4 \\
T_1F_4 &= \frac{1}{4}(3NX_1 + X_3) \sim 3NX_1 + X_3 \\
T_2F_4 &= -BX_2; \\
T_3F_4 &= \frac{1}{4}(A - N^2)X_1 - BX_2; \\
T_4F_4 &= \frac{1}{16}[(NA - N^3)X_1 - 14NBX_2 - 2BX_4].
\end{align*}
\]

We use a filtration by degree \( \mathcal{F} = \{E^j\}_{j \in \mathbb{N}_0} \) of \( \mathcal{E}(\mathbb{Z}^4) \) where \( E^j \\setminus E^{j+1} \) is the set of germs in \( \mathcal{E}(\mathbb{Z}^4) \) with all coordinates homogeneous polynomials of the same degree \( j \) and \( E^0 = \mathcal{E}(\mathbb{Z}^4) \). Note that \( E^{2j} = E^{2j+1} \) for all \( j \geq 0 \) and each \( E^j \) is a finitely generated \( \mathcal{E}(\mathbb{Z}^4) \)-module. Moreover, denoting as \( \mathcal{M}(\mathbb{Z}^4) \) the unique maximal ideal in \( \mathcal{E}(\mathbb{Z}^4) \), we have

\[\mathcal{M}(\mathbb{Z}^4).E^j \subset E^{j+1}.\]

We show that \( E^5 \subset T_{\mathcal{E}(\mathbb{Z}^4)}(F_4) \) by showing that

\[E^5 \subset T_{\mathcal{E}(\mathbb{Z}^4)}(F_4) + \mathcal{M}(\mathbb{Z}^4)E^5\]

and invoking Nakayama’s Lemma. We have that \( E^5 \) is generated over \( \mathcal{E}(\mathbb{Z}^4) \) as

\[(9) \quad E^5 = \langle N^2X_i, AX_i, BX_i, NX_j, AX_j, BX_j \rangle, \quad i = 1, 2; \quad j = 3, 4.\]

We point out that there are no equivariants of degree 6 and therefore \( E^5 \) contains germs of degree 7 or higher.

Multiply by \( N \) the lower order generators of \( T_{\mathcal{E}(\mathbb{Z}^4)}(F_4) \), that is, \((dF_4)X_1, (dF_4)X_2, S_1F_4 \) and \( T_1F_4 \) and append \( AS_1F_4 \) at the end of
the list; add or subtract as necessary terms in $\mathcal{M}(\mathbb{Z}^4)E^5$ to the generators of $T_{\vec{E}}(\mathbb{Z}^4)(F_4)$. After performing these two operations, we obtain the matrix $Q$ below, where the entry $(i, j)$ is the coefficient of generator $j$ in (9) coming from the term $i$ in the list of generators of $T_{\vec{E}}(\mathbb{Z}^4)(F_4)$:

$$Q = \begin{pmatrix}
0 & 0 & 0 & 3 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 2 & 0 & 0 & 0 & 0 & 1 & -2/3 & 0 \\
3 & 6 & 0 & 0 & 0 & 0 & -9 & 2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 3 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & -3 & 0 & -1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1/8 & 0 & 0 \\
3 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1/4 & 1/4 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0
\end{pmatrix}$$

The matrix $Q$ is of rank 12, establishing our claim that $E^5 \subset T_{\vec{E}}(\mathbb{Z}^4)(F_4)$.

We can then simplify the generators of $T_{\vec{E}}(\mathbb{Z}^4)(F_4)$ even further adding the elements in $T_{\vec{E}}(\mathbb{Z}^4)(F_4) \cap E^3 \setminus E^5$:

$$NX_1, X_3, 3NX_2 + X_4.$$ 

It is easily seen that there are the following two choices for a complement to $T_{\vec{E}}(\mathbb{Z}^4)(F_4)$ inside $\vec{E}(\mathbb{Z}^4)$

$$V_1 = \{X_1, X_2, X_4\} \quad \text{and} \quad V_2 = \{X_1, X_2, NX_2\}.$$ 

Therefore, the $\mathbb{Z}_4$-equivariant codimension of $F_4$ is 3. A universal unfolding is given by

$$G_4(x, y, \alpha, \beta, \delta) = F_4(x, y) + \alpha X_1 + \beta X_2 + \delta NX_2.$$ 

Of course a choice using $V_1$ as a complement is just as good from the point of view of singularity theory. However, our choice yields better results for the construction of an example with symmetry $\mathbb{Z}_n$. 
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