Strain-induced crystallisation in natural rubber: a thermodynamically consistent model of the material behaviour using a serial connection of phases

Abstract A thermodynamically consistent concept to model the strain-induced crystallisation phenomenon using a multiphase approach is discussed in Loos et al. (CMAT 32(2):501–526,2020). In this follow-up contribution, the same mechanical framework is used to construct a second model that sets the same three phases in a serial connection, demonstrating an alternative to the former parallel connection of phases. The hybrid free energy is used to derive the constitutive equations. The evaluation of the Clausius–Duhem inequality ensures thermomechanical consistency. The model is based on a one-dimensional derivation that extends with the concept of representative directions to a three-dimensional anisotropic model. After the step-by-step derivation, the performance of the model is analysed in detail, including its comparison to the well-known Flory model, its evaluation for infinite fast and slow excitations, its simulation of uniaxial cycles and its validation via relaxation experiments. Finally, the model is compared comprehensively to the former parallel model showing their equivalent reason for existence.
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1 Introduction and state of the art

High deformations of natural rubber (NR) result in a change of the molecular orientation of its network. Since its discovery in 1925 by Katz [33], the phenomenon of strain-induced crystallisation (SIC) in NR has become the focus of experimental and modelling investigations. Although SIC is a challenging subject due to its complex thermodynamics, polymer physics and sophisticated kinetics, SIC is a rewarding subject for academic research and industrial applications. It is motivated by the beneficial influence of SIC on the mechanical material characteristics such as NR’s superior crack growth resistance and excellent tensile properties [2,54]. The main application made from NR is vehicle tires, where 60 - 70 % of the world’s NR production is utilised. The kinetics of SIC is a highly investigated topic shown with a large number of recent publications and conference contributions. Several studies focus on different aspects during the crystallisation process, such as the nucleation of crystals and their orientation, whereas others focus on different materials and loading conditions [3]. The crystallisation process during the loading of natural rubber is measured in situ with synchrotrons using wide-angle X-ray scattering (WAXS) since the beginning of 2000 [60,61]. Huneau published an overview of different
X-ray diffraction investigations [29]. Based on the scattered light intensity, Mitchell [52] defined a crystallinity index in 1984 [9,59]. Recently, the measurement of SIC via infrared thermography has been presented by Le Cam [36], which is compared in [37] to the X-ray diffraction technique.

A constitutive model should represent the three-dimensional (3D) nature of the stretch–stress behaviour to represent the deformation process physically. The complex development of 3D constitutive laws is simplified by developing generalisation concepts. The first developed concept was the micro-plane formulation by Bažant et al. [4–6] in the context of crack development in concrete or rocks. The micro-plane concept was expanded in [11] to hyperelastic materials under large strain. Other generalisation techniques have been used to formulate material models, such as the well-known micro-sphere concept of Miehe et al. [25,49,50]. The micro-sphere concept mainly focuses on averaging the free energies of individual polymer chains on a microscale to obtain the total free energy on the macroscale. The micro-sphere concept is applied in several works [8,13–16,27,35,51,53,54,58]. Recently, Behnke et al. [7] have developed a concept based on a unit cube with varying directional reinforcement axes instead of a sphere. They applied the idea to the modelling of SIC in rubber.

Freund and Ihlemann [22,23,30] developed the concept of representative directions. In comparison with the micro-sphere concept based on the consideration of statistical mechanics with a suitable homogenisation technique, the concept of representative directions utilises a continuum mechanical approach. The concept of representative directions is applied in the works of Lorenz et al. [43,44] to formulate constitutive laws.

Lion, Diercks & Caillard [17,40] present a general thermomechanical framework for the directional approach in constitutive modelling, which is capable of representing process-induced anisotropies. Among other things, they compare the closed form of the macroscopic Mooney–Rivlin material behaviour to the angular averaging operator of the concept of representative directions. In the current study, the methodology of representative directions is followed. This concept first formulates a one-dimensional (1D) material model and transfers it to 3D deformation and stress states.

In Loos et al. [42], a model using a parallel connection of different phases is presented. This follow-up contribution uses the same mechanical framework, but uses a serial connection of the same three distinct phases. The derivation is equally physically motivated, but also includes the Flory model, which is the first model to describe SIC [20]. The Flory theory is prominent within SIC research and was just revisited in Sotta & Albouy [57]. The similarities between the current study and the Flory model is analysed.

An outline of the publication is as follows. Section 2 derives the expressions for the crystallinity and the stretches of the three different material phases which are set in a serial connection. Section 3 derives the constitutive equations with a focus on the multiplicative split of the deformation tensor, the affine micro-sphere approach, the concept of the hybrid free energy and the evaluation of the Clausius–Duhem inequality. Section 4 evaluates the constitutive equations for infinite fast and slow deformations. In Sect. 5, the simulation results are presented and evaluated. Therefore, they are compared with uniaxial tensile experimental data. Additionally, the model is verified via its dependence on the load history, such as relaxation. Finally, the current model is compared to the model published earlier by the same authors [42], which is based on a parallel connection of the different phases. The current model using the in-series connection is also called serial model, whereas the parallel model refers to the former published model [42]. The article closes with the overall conclusions and an outlook on future investigations in Sect. 6.

### 2 Depicting crystallinity inside elastomers: usage of in-series connection

In this contribution, one of the fundamental ideas is to divide the microstructure of an elastomer part into three phases, schematically sketched in Figs. 1 and 2, respectively. First, the material consists of a crystalline phase with its length \( l_c(t) \) (dark blue, right), which evolves at high stretches. Second, the material includes an amorphous phase existing during all stretches. In the unstretched state, the material is considered to be 100% amorphous. This amorphous phase is assumed to be subdivided into a crystallisable amorphous fraction with length \( l_a \) (orange, left) and a non-crystallisable amorphous fraction \( l_n \) (light blue, middle). Due to the serial connection, the total length \( l(t) \) is summed up to

\[
l(t) = l_a(t) + l_n(t) + l_c(t).
\]

The existence of a non-crystallisable amorphous phase in polymers was first proved experimentally in 1980 [47], where Menczel and Wunderlich refer to a rigid amorphous phase [46,64]. Since the model uses a serial connection, the total stress is equal to the stresses of the single phases \( \sigma = \sigma_a = \sigma_n = \sigma_c \). The sketch in Fig. 1 visualises one of these parts in the virtual intermediate configuration, whereas the sketch in Fig. 2 shows the
Fig. 1 Phases inside the elastomer in a serial connection in their virtual intermediate configuration: crystallisable amorphous phase with its initial length $l_{a0}$ (left), non-crystallisable amorphous phase with its initial length $l_{n0}$ (middle) and crystalline phase with its initial length $l_{c0}$ (right).

Fig. 2 Phases inside the elastomer in a serial connection: crystallisable amorphous phase with its length $l_a$ (left), non-crystallisable amorphous phase with its length $l_n$ (middle) and crystalline phase with its length $l_c$ (right).

elastomer part in the current configuration in stretching direction. In the virtual intermediate configuration, the crystallinity is equal to that of the current configuration, whereas the three phases are undeformed. A virtual experiment helps to envision this configuration: the sample is deformed to a certain state, where it has a defined crystallinity and certain stretches of the individual phases. Then, abruptly, the stress is removed such that the crystallinity remains constant. This virtual experiment follows the method when the viscous strain of a damper is identified in a viscoelastic Maxwell model. The three phases result to their initial lengths $l_{a0}$, $l_{n0}$, $l_{c0}$ without any mechanical deformation.

The modelling of the microstructure of the elastomer is conducted relative to the unloaded configuration. The crystallinity $x$ is defined by the ratio of the length of the crystalline fraction to the total length in the virtual intermediate configuration

$$x := \frac{l_{c0}}{l_0}.$$  

Thus, the crystallinity index is related to the volume. The relation between the non-crystallisable amorphous fraction and the crystalline phase is assumed to be directly proportional

$$l_{n0} \frac{l_{c0}}{l_0} = \zeta \frac{l_{c0}}{l_0} = \zeta x,$$  

i.e. each crystalline part possesses a non-crystallisable amorphous part [42]. The mobile amorphous fraction consequently is $l_{a0} \frac{l_{a0}}{l_0}$. The straightforward derivation starting from the intermediate configuration in addition to the application of the above definitions shows that the fraction of the crystallisable amorphous phase is expressed as

$$\frac{l_{a0}}{l_0} = 1 - (\zeta + 1) x \geq 0$$  

$$\Leftrightarrow \quad x \leq \frac{1}{1 + \zeta} =: x_0$$  

$$\Leftrightarrow \quad \zeta = \frac{1}{x_0} - 1.$$  

Since the fraction of the crystallisable amorphous phase is non-negative, the crystallinity is limited by a maximum value $x_0$. The advantage of this concept is that the maximum crystallinity $x_0$ is smaller than 1 in comparison with models where the degree of crystallinity can reach 100%. In contrast, the maximum crystallinity $x_0$ reaches around 20% in reality; see synchrotron measurements published in [10, 55]. With these abbreviations, each length fraction simplifies to
The stretch is defined as the length fraction of the virtual intermediate configuration shown in Fig. 1 and the current configuration shown in Fig. 2

\[ \lambda = \frac{l(t)}{l_0}, \]  
(total stretch)

\[ \lambda_c = \frac{l_c(t)}{l_{c0}}, \]  
(stretch of the crystalline fraction)

\[ \lambda_a = \frac{l_a(t)}{l_{a0}} \]  
and  
(stretch of the mobile amorphous fraction)

\[ \lambda_n = \frac{l_n(t)}{l_{n0}}. \]  
(stretch of the non-crystallisable amorphous fraction)

The following calculation beginning with Eq. (1) derives the expression for the total stretch \( \lambda \) and the stretch of the amorphous phase \( \lambda_a \) dependent on crystallinity \( x \) and the stretches of the remaining phases \( \lambda_c, \lambda_n \).

\[ l(t) = l_a(t) + l_n(t) + l_c(t) \]
\[ \Leftrightarrow \lambda = \frac{\lambda_a l_{a0}}{l_0} + \frac{\lambda_n l_{n0}}{l_0} + \frac{\lambda_c l_{c0}}{l_0} \]
\[ \Leftrightarrow \lambda = \left(1 - \frac{x}{x_0}\right) \lambda_a + \left(\frac{1}{x_0} - 1\right) x \lambda_n + x \lambda_c \]  
(5)

\[ \Leftrightarrow \lambda_a = \frac{\lambda - x \lambda_c - \left(\frac{1}{x_0} - 1\right) x \lambda_n}{1 - \frac{x}{x_0}} \]

Consequently, assuming an amorphous stretch of \( \lambda_a > 0 \) and \( x \leq x_0 \) (and setting \( x = x_0 \)), the numerator of the fraction in Eq. (5) results in

\[ \lambda - x \lambda_c - \left(\frac{1}{x_0} - 1\right) x \lambda_n > 0 \]
\[ \Rightarrow x_0 \lambda_c + (1 - x_0) \lambda_n < \lambda \quad \text{with} \quad x = x_0, \]  
(6)

which is the condition that assures the stretch of the mobile amorphous phase \( \lambda_a \) to be non-negative. Furthermore, the well-known model published by Flory in 1947 [20] is a special case included in Eq. (5). With \( x_0 = 1 \), the stretch of the amorphous phase \( \lambda_a \) reads as

\[ \lambda_a = \frac{\lambda - x \lambda_c}{1 - x}, \]  
(7)
where the limit of the stretch for the amorphous phase for \( x \to 1 \) is \( \lim_{x \to 1} \frac{\lambda - x \lambda_c}{1 - x} = \infty \). The stretch of the amorphous phase increases continuously, i.e. it reaches unbounded values. Here, the physical interpretation of Flory’s \( \lambda_c \) and the \( \lambda_c \) of the proposed model is different. Since the proposed model introduces \( \lambda_c(t) \) as an internal variable, which is defined by the corresponding evolution Eq. (45) in Sect. 3.4, the physical interpretation is inherently complicated.

Additionally, under the assumption of high stiffness of the non-crystallisable phase and therefore limited to \( \lambda_n = 1 \), the limit for \( x \to x_0 \) for the stretch of the amorphous phase given in Eq. (5) is unlimited positively as \( x \) approaches to \( x_0 \)

\[
\lim_{x \to x_0} \frac{\lambda - x \lambda_c - \left( \frac{1}{x_0} - 1 \right) x \lambda_n}{1 - \frac{x}{x_0}} = \infty . \tag{8}
\]

In the following, the stretch of the amorphous phase of Flory’s model [20] is compared to the model presented here. In Flory’s model, increasing crystallinity \( x \) leads to an increase in the stretch of the mobile amorphous phase \( \lambda_a \) for a fixed total stretch of \( \lambda = 6 \), as shown in Fig. 3. Moreover, an increasing stretch of the crystalline phase \( \lambda_c \) leads to a decrease in the stretch of the mobile amorphous phase \( \lambda_a \) visualised in Figs. 3 and 4.

For example, with constant values for the maximum crystallinity \( x_0 = 0.5 \), the crystallinity \( x = 0.2 \), the stretch of the non-crystallisable phase \( \lambda_n = 1 \) and the stretch of the crystalline phase \( \lambda_c = \{1, 3, 5, 6\} \), the here presented model shows the following behaviour: As the total stretch \( \lambda \) increases, the stretch of the mobile amorphous phase \( \lambda_a \) increases as visualised in Fig. 5. Moreover, a higher fixed stretch of the crystalline phase also increases the stretch of the amorphous phase, though with less effect as the stretch of crystalline fraction \( \lambda_c \) goes to 6. A further point to mention is that an increasing crystallinity \( x \) leads to an increase in the stretch of the mobile amorphous phase \( \lambda_a \) depicted in Fig. 6 for a fixed stretch of the crystalline phase \( \lambda_c = 2 \).

### 3 Modelling approach: the structure of the constitutive model

The here presented model is based on the framework published in [42]. With the thermomechanical basics shown in Lion & Johlitz [39], the directional approach applied in Lion et al. [40], based on the works of Miehe & Göktepe et al. [25,49,50], Guilie, Thien-Nga & Le Tallec et al. [27,58], the model is further constructed to focus on the accurate description of SIC with its hysteresis characteristics.
Fig. 4 Flory’s model: Stretch of the amorphous phase $\lambda_a$ over stretch of the crystalline phase $\lambda_c$ for different values of constant crystallinity $x$, at the fixed maximum value of crystallinity $x_0 = 1$.

Fig. 5 Current model: Stretch of the amorphous phase $\lambda_a$ over total stretch $\lambda$ for different constant stretches of the crystalline phase $\lambda_c$, for a maximum value of crystallinity of $x_0 = 0.5$, fixed stretch of the non-crystallisable phase $\lambda_n = 1$ and fixed crystallinity $x = 0.2$.

3.1 The multiplicative split of deformation gradient

The deformation gradient $F$ is decomposed multiplicatively into the isochoric part $\hat{F}$ and the volumetric part $\bar{F}$, consequently $F := \hat{F} \cdot \bar{F}$, first introduced by Flory [21]. Thus, changes in shape and volume are considered independently. The volumetric part is defined as $\bar{F} := J^{\frac{2}{3}} \mathbf{1}$ with the Jacobian of the deformation gradient $J = \det(F)$.

The isochoric Green–Lagrange strain tensor is defined as $\hat{E} := \frac{1}{2}(\hat{C} - \mathbf{1})$, where $\hat{C} = \hat{F}^T \cdot \hat{F} = J^{-\frac{2}{3}} C$ is the isochoric right Cauchy–Green deformation tensor. The Cauchy stress tensor is split into a volumetric and a deviatoric part

$$T = -p \mathbf{1} + T^D,$$

where $p := -\frac{1}{3} \text{tr}(T)$ describes the hydrostatic pressure and $T^D$ is the deviatoric stress. The second Piola–Kirchhoff stress is defined as $\tilde{T} := J F^{-1} \cdot T \cdot F^{-T}$, and in a similar manner, the deviatoric second Piola–Kirchhoff
Fig. 6 Current model: Stretch of the amorphous phase $\lambda_a$ over total stretch $\lambda$ for different values of crystallinity $x$, for a maximum value of crystallinity $x_0 = 0.5$, fixed stretch of the non-crystallisable phase $\lambda_n = 1$ and fixed stretch of the crystalline phase $\lambda_c = 3$.

Fig. 7 Introduction of a fictitious intermediate configuration

stress is $\hat{T} := J \hat{F}^{-1} \cdot T^D \cdot \hat{F}^{-T}$. Thus, the second Piola–Kirchhoff stress is split in a volumetric and a deviatoric part

$$\hat{T} = -p J^{-\frac{1}{2}} \hat{C}^{-1} + J^{-\frac{3}{2}} \hat{T}.$$

The latter is only denoted as deviatoric part. A correction term is introduced in Eq. (17) in Sect. 3.2 to make $\hat{T}$ deviatoric in the current configuration. With the volume strain $\varepsilon_{\text{vol}} := J - 1$, the stress power is split into volumetric and deviatoric parts [41, p. 731, Eq. (18)]:

$$\hat{T} : \dot{\varepsilon} = -p \varepsilon_{\text{vol}} + \hat{T} : \dot{\varepsilon}.$$

3.2 The concept of representative directions

The concept of representative directions includes an appropriate micro-to-macro transition of micromechanically motivated models. Averaging operations on the unit sphere are carried out with integrals presented
in the following. Continuous orientation is replaced by a discrete set of orientations. For the current simulation, the following steps are taken. First, arbitrary states of deformation are projected to one-dimensional deformations along with specific directions. Each directional stretch is used within the one-dimensional material model to calculate directional stresses, crystallinities and other quantities. The directional stresses are then combined via an averaging scheme along a unit sphere to a three-dimensional stress tensor. The major advantage of this approach is that the formulation of constitutive equations becomes accessibly simple since the formulation is executed in one-dimensional states of deformation and stress. Moreover, the micro-sphere concept includes direction-dependent effects like anisotropic behaviour naturally. The one-dimensional quantities are specified per direction \( \mathbf{e}_\alpha \) defined in the spherical coordinate system shown in Fig. 8. The Cartesian unit vectors \( \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \) form an orthogonal basis.

\[
\mathbf{e}_\alpha = \sin \vartheta \cos \varphi \mathbf{e}_1 + \sin \vartheta \sin \varphi \mathbf{e}_2 + \cos \vartheta \mathbf{e}_3 \tag{12}
\]

The averaging operator \( A \), which calculates three-dimensional quantities through integration over the sphere of one-dimensional quantities, is defined as

\[
f(t) = \frac{1}{4\pi} \int_0^{2\pi} \int_0^\pi f_\alpha(\vartheta, \varphi, t) \sin \vartheta \, d\vartheta \, d\varphi =: A[f_\alpha(t)], \tag{13}
\]

where \( f_\alpha \) is a physical quantity related to the direction \( \mathbf{e}_\alpha \). Its first time derivative is \( \dot{f} = A[\dot{f}_\alpha] \). Regarding the operator \( A \), the physical quantities related to the direction \( \mathbf{e}_\alpha \) are introduced:

\[
\hat{\lambda}_\alpha = \sqrt{\dot{\mathbf{F}}_\alpha \cdot \mathbf{F}_\alpha} = \sqrt{\mathbf{e}_\alpha \cdot \dot{\mathbf{C}}_\alpha} \quad \text{(directional stretch)}
\]

\[
\hat{\psi} = A[\dot{\psi}_\alpha] \quad \text{(isochoric part of the specific hybrid free energy)}
\]

\[
\hat{s} = A[\dot{s}_\alpha] \quad \text{(isochoric part of the specific entropy)}
\]

\[
\hat{T} = A[\dot{T}_\alpha] \quad \text{(deviatoric 2nd Piola–Kirchhoff stress)}
\]
\( q_R = A[q_{Ra} e_a] \) (heat flux vector)

\( x = A[x_a] \) (total crystallinity)

The isochoric part of the stress power is formulated as

\[
A[\hat{\sigma}_a \hat{\lambda}_a] = A[\hat{T}_a : \hat{E}] = A[\hat{T}_a : \hat{E} = \hat{T} : \hat{E}].
\] (16)

The directional stress tensor \( \hat{T}_a = \hat{\sigma}_a e_a \otimes e_a \) is derived through the evaluation of the Clausius–Duhem inequality of the one-dimensional constitutive law, explained in detail in Sect. 3.4. This anticipation is consciously inserted here for a clear understanding of the following important extension. When \( \hat{T} = A[\hat{T}_a] \), which is essentially the outcome of the one-dimensional constitutive law, is pushed forward to the current configuration with the relation \( T^D = \frac{1}{T} \hat{F} : \hat{T} \cdot \hat{F}^T \) given in Sect. 3.1, the trace of the deviatoric part of the Cauchy stress \( T^D \) must be zero, i.e., \( T^D : 1 = \hat{T} : \hat{C} = 0 \). Thus, the following ansatz has been introduced in accordance with [41, p.731f]

\[
\hat{T} = A \left[ \hat{\sigma}_a \hat{\lambda}_a \otimes \hat{e}_a + \Phi \hat{C}^{-1} \right],
\] (17)

where \( \Phi \) is an arbitrary scalar. The thermodynamic consistency is ensured: the additional \( \Phi \hat{C}^{-1} \) term does not produce stress power in the Clausius–Duhem inequality, Sect. 3.4, due to the orthogonality relation \( \frac{d}{dt} \det \left( \hat{C}^{-1} \right) = \hat{C}^{-1} : \dot{\hat{C}} = 0 \) of the unimodular Cauchy–Green deformation tensor \( \hat{C} \). Inserting Eq. (17) into \( \hat{T} : \hat{C} = 0 \) and using \( \hat{C}^{-1} : \dot{\hat{C}} = \text{tr}(I) = 3 \), the scalar \( \Phi \) is given by

\[
\Phi = -\frac{1}{3} A \left[ \hat{\sigma}_a \hat{\lambda}_a \otimes \hat{e}_a : \hat{C} \right].
\] (18)

Consequently, the isochoric second Piola–Kirchhoff stress \( \hat{T} \) has the final form

\[
\hat{T} = A \left[ \hat{\sigma}_a \hat{\lambda}_a \otimes \hat{e}_a - \frac{1}{3} \hat{\sigma}_a \hat{\lambda}_a \hat{C}^{-1} \right],
\] (19)

where the relation \( \hat{\lambda}^2_a = e_a \otimes e_a : \hat{C} \) is used.

### 3.3 The concept of the hybrid free energy

The constitutive model is based on the formulation of the hybrid free energy [41], which is decomposed additively into two contributions

\[
\varphi(\hat{E}, p, \theta, ...) = g(p, \theta, ...) + \hat{\psi}(\hat{E}, \theta, ...).
\] (20)

The Gibbs-type energy contribution \( g \) represents the volumetric part of the material behaviour and depends on pressure \( p \), temperature \( \theta \) and possibly on the total crystallinity \( x \).

The energy contribution of Helmholtz-type \( \hat{\psi} \) describes the isochoric part of the material behaviour \( \hat{\psi} = A \left[ \hat{\psi}_a \left( \hat{\lambda}_a, \theta, x_a \right) \right] \) such that the isochoric part of the material behaviour is modelled by using the concept of representative directions explained in Sect. 3.2. Within the current model with its total directional stretch given in Eq. (5), the isochoric part of the specific hybrid free energy depends on three single stretches, i.e. \( \hat{\psi} = A \left[ \hat{\psi}_a \left( \hat{\lambda}_a, \hat{\lambda}_n, \hat{\lambda}_c, \theta, x_a \right) \right] \) due to the three individual material’s fractions.
3.3.1 Total directional Helmholtz free energy

The specific directional Helmholtz free energies of the single phases are stated as
\[
\hat{\psi}_{\alpha}(\hat{\lambda}_\alpha, \theta), \quad \text{(cryst. amorphous phase)}
\]
\[
\hat{\psi}_{an}(\hat{\lambda}_n, \theta), \quad \text{(non-cryst. amorphous phase)}
\]
\[
\hat{\psi}_{ac}(\hat{\lambda}_c, \theta), \quad \text{(crystalline phase)}
\]
which are all considered to be dependent on their corresponding stretch. The directional total Helmholtz free energy per unit mass \( \hat{\psi}_\alpha \) is the sum of the free energies of the individual phases
\[
\hat{\psi}_\alpha(\hat{\lambda}_\alpha, \hat{\lambda}_n, \hat{\lambda}_c, \theta, x_\alpha) = \left( 1 - \frac{x_\alpha}{x_0} \right)^n \hat{\psi}_{aa}(\hat{\lambda}_\alpha) + \left( \frac{x_\alpha}{x_0} - x_\alpha \right)^k \hat{\psi}_{an}(\hat{\lambda}_n) + x_\alpha^m \hat{\psi}_{ac}(\hat{\lambda}_c) + \frac{R\theta}{M} \gamma(x_\alpha), \quad (21)
\]
where the last term originates from the entropy of mixing, where \( R \) is the universal gas constant, \( M \) is the molar mass and the function \( \gamma(x_\alpha) \) is the mixing ratio. Its derivation is found in detail in [42]. The empirical exponents \( m, n, k \) are introduced to formulate the model with more flexibility to represent experimental data. They do not influence on the thermodynamical consistency of the constitutive model. The mixing ratio of the elastomer part, derived in [42], is
\[
\gamma(x_\alpha) = \frac{x_0 - x_\alpha}{x_0} \ln \left( \frac{x_0}{x_0 - x_\alpha} \right) + \frac{x_\alpha}{x_0} \ln \left( \frac{x_0}{x_0 - x_\alpha} \right). \quad (22)
\]
For the evolution equation of crystallinity, the first derivative of the mixing ratio with respect to the crystallinity is required and reads as
\[
\frac{d\gamma(x_\alpha)}{dx_\alpha} = \frac{1}{x_0} \ln \left( \frac{x_0}{x_0 - x_\alpha} \right). \quad (23)
\]
The individual contributions of the isochoric part of the free energy \( \hat{\psi}_\alpha \) defined in Eq. (21) consist of the directional free energy densities of the crystallisable and non-crystallisable amorphous elastomer, which are both considered to be entropy elastic
\[
\hat{\psi}_{aa} = \hat{\psi}_{0a} - s_0a (\theta - \theta_G) + \frac{\theta}{\theta_B} \hat{\psi}_{aa}(\hat{\lambda}_\alpha) \quad (24)
\]
\[
\hat{\psi}_{an} = \hat{\psi}_{0n} - s_0n (\theta - \theta_G) + \frac{\theta}{\theta_B} \hat{\psi}_{an}(\hat{\lambda}_n) \quad (25)
\]
and the directional free energy density of the crystalline elastomer, which is considered to be energy elastic
\[
\hat{\psi}_{ac} = \hat{\psi}_{0c} - s_0c (\theta - \theta_G) + \hat{\psi}_{ac}(\hat{\lambda}_c). \quad (26)
\]
Here, \( \hat{\psi}_{0a}, \hat{\psi}_{0n} \) and \( \hat{\psi}_{0c} \) are the initial free energy densities, \( s_0a, s_0n \) and \( s_0c \) are the initial specific entropies and \( \hat{\psi}_{aa}(\hat{\lambda}_\alpha), \hat{\psi}_{an}(\hat{\lambda}_n) \) and \( \hat{\psi}_{ac}(\hat{\lambda}_c) \) are the directional strain energies of the amorphous and crystalline phases. The stretch-dependent mechanical contributions to the directional free energies, i.e. the individual strain energies \( \hat{\psi}_{aa}, \hat{\psi}_{an}, \hat{\psi}_{ac} \) can be chosen arbitrarily, e.g. empirical or physical-based models. The temperature \( \theta_G \) is a reference temperature of the material (e.g. glass transition temperature), and \( \theta_B \) is the basic reference temperature for entropy elasticity, cf. Lion [38, p.29]. \( \frac{\theta}{\theta_B} \) is the purest form of the temperature dependence of the strain energy function \( \hat{\psi} \) in the context of entropy elasticity [48]. The partial derivative of the isochoric part of the free energy with respect to the crystallinity is
\[
\frac{\partial \hat{\psi}_\alpha}{\partial x_\alpha} = -\frac{n}{x_0} \left( 1 - \frac{x_\alpha}{x_0} \right)^{n-1} \hat{\psi}_{aa} + k \left( \frac{1}{x_0} - 1 \right) \left( \frac{x_\alpha}{x_0} - x_\alpha \right)^{k-1} \hat{\psi}_{an} + m x_\alpha^{m-1} \hat{\psi}_{ac} + \frac{R\theta}{M x_0} \ln \left( \frac{x_0}{x_0 - x_\alpha} \right). \quad (27)
\]
Since the Helmholtz-type free energy is dependent on five quantities \( \dot{\psi} = A \left[ \dot{\psi}_a \left( \dot{\lambda}_a, \dot{\lambda}_n, \dot{\lambda}_e, \theta, \dot{x}_a \right) \right] \), its time derivative is

\[
A \left[ \dot{\psi}_a \right] = A \left[ \frac{\partial \dot{\psi}_a}{\partial \dot{\lambda}_a} \dot{\lambda}_a + \frac{\partial \dot{\psi}_a}{\partial \dot{\lambda}_n} \dot{\lambda}_n + \frac{\partial \dot{\psi}_a}{\partial \dot{\lambda}_e} \dot{\lambda}_e + \frac{\partial \dot{\psi}_a}{\partial \theta} \dot{\theta} + \frac{\partial \dot{\psi}_a}{\partial \dot{x}_a} \dot{x}_a \right]
\]  

(28)

### 3.3.2 Strain energies of elastic materials

Each material fraction of the model, i.e. the crystalline in addition to the crystallisable amorphous and the non-crystallizable amorphous phase, is described with a material model of elasticity. Each phase can be treated separately when it comes to the aspect of finding a suitable material model. The corresponding stress tensors are derived from the strain energy density function \( \varphi \) [45, p.837], which is defined per unit volume. The following material models for each phase were chosen after a parameter identification using the multistep experimental data for stretch up to \( \lambda \leq 3.5 \) by [42, Fig. 11] representing the amorphous material response. Since the presented model uses a serial connection for all phases, the softest material determines the stiffness and the material’s stress response. For the amorphous phase (crystallisable and non-crystallisable), the model of extended tube is used, which was introduced by Kaliske & Heinrich [28,32] and is based on physical considerations on the molecular scale. The total elastic free energy change, or elastic potential, of the extended tube model [32, p.606] is divided into two additive terms: the cross-link part and the elastic part \( \hat{\varphi} = \hat{\varphi}_c + \hat{\varphi}_e \), respectively. The cross-link strain energy for the extended tube model is

\[
\hat{\varphi}_c(\hat{\lambda}) = \frac{G_c}{2} \left[ \frac{1 - \delta^2(1 - C)}{1 - \delta^2(1 - C)} + \ln \left( 1 - \delta^2(1 - C) \right) \right],
\]  

(29)

and for the constraint contribution, the related strain energy reads

\[
\hat{\varphi}_e(\hat{\lambda}) = \frac{2}{\beta^2} G_e \sum_{i=1}^{3} \left( \lambda_i^{-\beta} - 1 \right).
\]  

(30)

The constants \( G_c, G_e, \beta \) and \( \delta \) are material parameters: shear moduli, completeness of cross-link reaction and inextensibility parameter. \( I_C = \lambda_1^2 + \lambda_2^2 + \lambda_3^2 = \lambda^2 + 2\lambda^{-2} \) is the first invariant of the isochoric right Cauchy–Green tensor \( C \) for uniaxial extension. Here, the strain energies of the amorphous phase \( \hat{\varphi}_{aa}(\hat{\lambda}_a) \), \( \hat{\varphi}_{an}(\hat{\lambda}_n) \) in Eqs. (24-25) are modelled with the extended tube model using the same parameters shown in Tab. 1.

For the crystalline phase, a Yeoh-type model [65] with three terms \( n = 3 \) is chosen, such that the model has three material parameters \( C_1, C_2, C_3 \). The phenomenological model is using the strain energy density function

\[
\hat{\varphi} = \sum_{i=1}^{n} C_i \left( I_C - 3 \right)^i
\]  

\[
= C_1 \left( I_C - 3 \right) + C_2 \left( I_C - 3 \right)^2 + C_3 \left( I_C - 3 \right)^3 + ... \text{ for } i = 3
\]  

(31)

Here, the strain energy of the crystalline phase \( \hat{\varphi}_{aa}(\hat{\lambda}_e) \) in Eqs. (26) is modelled with this Yeoh-type model using the parameters shown in Tab. 1 representing a stiff material response.

### 3.3.3 Volumetric part of the free energy

The model for the volumetric part of the free energy of Gibbs type [42] is

\[
g = g_0 - s_0 (\theta - \theta_G) - (c_{\rho_0} - \beta_\theta G) \left( \theta \ln \left( \frac{\theta}{\theta_G} \right) - (\theta - \theta_G) \right) - \frac{\beta}{2} (\theta - \theta_G)^2 + \frac{\alpha_e}{\rho R} (\theta - \theta_G) p - \frac{p^2}{2\rho R K}.
\]  

(32)
It is assumed that the degree of crystallinity does not influence the volume. Thus, the Gibbs-type free energy contribution depends on two quantities \( g(p, \theta) \). Its time derivative is

\[
\rho_R \dot{g} = \rho_R \frac{\partial g}{\partial p} \dot{p} + \rho_R \frac{\partial g}{\partial \theta} \dot{\theta} \tag{33}
\]

Thus, the time derivative of the hybrid free energy \( \dot{\psi} \) is

\[
\rho_R \dot{\psi} = \rho_R \frac{\partial g}{\partial p} \dot{p} + \rho_R \left( \frac{\partial g}{\partial \theta} + A \left[ \frac{\partial \dot{\psi}_a}{\partial \theta} \right] \right) \dot{\theta} + \rho_R A \left[ \frac{\partial \dot{\psi}_a}{\partial \lambda_a} \dot{\lambda}_a + \frac{\partial \dot{\psi}_a}{\partial \lambda_n} \dot{\lambda}_n + \frac{\partial \dot{\psi}_a}{\partial \lambda_c} \dot{\lambda}_c \right] + A \left[ \rho_R \frac{\partial \dot{\psi}_a}{\partial x_a} \dot{x}_a \right] \tag{34}
\]

3.4 Thermodynamical considerations: the Clausius–Duhem inequality

The Clausius–Duhem inequality has to be satisfied by the constitutive law such that the second law of thermodynamics is satisfied. With the stress power given in Eq. (11), the Clausius–Duhem inequality on the reference configuration reads as

\[
-\rho_R \dot{\psi} - \rho_R s \dot{\theta} - \frac{1}{\theta} q_R : \mathbf{g}_R + \hat{T} : \dot{\mathbf{E}} - p \dot{\varepsilon}_{\text{vol}} \geq 0. \tag{35}
\]

With the time derivative of the free energy \( \rho_R \dot{\psi} = \rho_R \dot{\psi} - \dot{p} \varepsilon_{\text{vol}} - p \dot{\varepsilon}_{\text{vol}} \), one derives

\[
\Leftrightarrow -\rho_R \dot{\psi} + \dot{p} \varepsilon_{\text{vol}} - \rho_R s \dot{\theta} - \frac{1}{\theta} q_R : \mathbf{g}_R + \hat{T} : \dot{\mathbf{E}} \geq 0 \tag{36}
\]

The stress power \( \hat{T} : \dot{\mathbf{E}} = A[\hat{x}_a \lambda_a] \) given in Eq. (16) reads as

\[
A[\hat{x}_a \lambda_a] = A \left[ \hat{x}_a \left( 1 - \frac{x_a}{x_0} \right) \hat{\lambda}_a + \left( \frac{x_a}{x_0} - x_a \right) \hat{\lambda}_n + x_a \hat{\lambda}_c + \left( -\frac{1}{x_0} \hat{\lambda}_a + \left( \frac{1}{x_0} - 1 \right) \hat{\lambda}_n + \hat{\lambda}_c \right) \hat{x}_a \right] \tag{37}
\]

after insertion of the time derivative of the total stretch calculated from Eq. (5). The Clausius–Duhem inequality considering the directional quantities introduced in Sect. 3.2, inter alia, and the time derivative of the hybrid free energy Eq. (34) reads as

\[
\Leftrightarrow \left( -\rho_R \frac{\partial g}{\partial p} + \varepsilon_{\text{vol}} \right) \dot{p} - \rho_R \left( \frac{\partial g}{\partial \theta} + A \left[ \frac{\partial \dot{\psi}_a}{\partial \theta} \right] \right) \dot{\theta} - \frac{1}{\theta} q_R : \mathbf{g}_R + \hat{T} : \dot{\mathbf{E}} \geq 0 \tag{38}
\]

Here, the variables \( \hat{x}_n, \hat{\lambda}_c, x_a \) are used as internal state variables, which are defined by the solution of ordinary differential equations (ODEs). To evaluate this inequality, the stretch \( \hat{\lambda}_a \) of the mobile amorphous phase given in Eq. (5) is used as the process variable. The definition of state and process variables is flexible and has to be set once. Requiring that Eq. (38) is non-negative for arbitrary values of the individual variables [12], the following quantities result directly in consequence: the volume strain

\[
\varepsilon_{\text{vol}} = \rho_R \frac{\partial g}{\partial p} \tag{39}
\]
the specific entropy \( s \) is the negative derivative of the free energy with respect to the temperature

\[
s = - \left( \frac{\partial g}{\partial \theta} + A \left[ \frac{\partial \hat{\psi}_a}{\partial \theta} \right] \right),
\]

(40)

and the directional heat flux

\[
q_R = -\kappa g_R.
\]

(41)

where \( \kappa \) is the thermal conductivity. From the inversion of the linear pressure-dependent volume strain \( \varepsilon_{\text{vol}} \sim p \), the pressure \( p = p(\varepsilon_{\text{vol}}, \theta, x) \) can be easily computed. The total stress is computed with the usage of the partial derivative

\[
\frac{\partial \hat{\psi}_a}{\partial \lambda_a} = \left( 1 - \frac{x_a}{x_0} \right)^n \frac{\partial \hat{\psi}_{aa}}{\partial \lambda_a}
\]

as

\[
\hat{\sigma}_a = \rho_R \left( 1 - \frac{x_a}{x_0} \right)^{n-1} \frac{\partial \hat{\psi}_{aa}}{\partial \lambda_a} = \rho_R \left( 1 - \frac{x_a}{x_0} \right)^{n-1} \frac{\partial \hat{\psi}_{aa}}{\partial \lambda_a}.
\]

(42)

The evolution equation of the directional crystallinity including a prefactored positive function \( \beta(\theta, ...) \geq 0 \) reads as

\[
\dot{x}_a = \beta(\theta, ...) \left[ -\rho_R \frac{\partial \hat{\psi}_a}{\partial x_a} + \left( -\frac{\dot{x}_a}{x_0} + \frac{1}{x_0} \right) \frac{\partial \hat{\psi}_{aa}}{\partial \lambda_a} \right]
\]

\[
= \rho_R \beta(\theta, ...) \left[ \frac{n}{x_0} \left( 1 - \frac{x_a}{x_0} \right)^{n-1} \frac{\partial \hat{\psi}_{aa}}{\partial \lambda_a} - k \left( \frac{1}{x_0} - 1 \right) \frac{\partial \hat{\psi}_{an}}{\partial \lambda_a} \right]
\]

\[
+ \frac{1}{\rho_R} \left( \frac{\dot{x}_a}{x_0} - 1 \right) \frac{\partial \hat{\psi}_{ac}}{\partial \lambda_a} - \frac{R \theta}{M x_0} \ln \left( \frac{x_a}{x_0} \right)
\]

using the partial derivative given in Eq. (27). In the current work, the function \( \beta(\theta, ...) \) in the evolution equation describes the temperature dependence of the crystallisation rate among other optional dependences on internal state variables. It is possible to add dependences on stress, stretch or internal state variables to this function, which remains as a degree of freedom. The temperature dependence is represented by the approach by Williams, Landel, Ferry [63].

\[
\beta(\theta) = \beta_0 \exp \left( \frac{c_1 (\theta - \theta_G)}{c_2 + (\theta - \theta_G)} \right),
\]

(44)

with \( c_1 = 17.44 \) and \( c_2 = 51.6 \) K. Regarding temperature, the function \( \beta(\theta, ...) \) remains constant for the isothermal case. In the current work, the experiment and the simulation are both isothermal at \( \theta = 300 \) K.

The evolution equations for the stretches of the non-crystallisable amorphous phase and the crystalline phase are

\[
\dot{\lambda}_c = \frac{x_a}{\eta_c} \left( \dot{\sigma}_a - \rho_R x_a \frac{\partial \hat{\psi}_a}{\partial \lambda_c} \right)
\]

(45)

and

\[
\dot{\lambda}_n = \frac{1}{\eta_n} \left( \frac{x_a}{x_0} - x_a \right) \left( \dot{\sigma}_a - \rho_R \left( \frac{x_a}{x_0} - x_a \right) \frac{\partial \hat{\psi}_a}{\partial \lambda_n} \right)
\]

(47)

\[
\dot{\lambda}_n = \frac{\rho_R}{\eta_n} \left( \frac{x_a}{x_0} - x_a \right) \left( \frac{\partial \hat{\psi}_{aa}}{\partial \lambda_n} \right)
\]

(48)

where \( \eta_c, \eta_n \geq 0 \) are the scalar proportional factors of the single phases comparable to the standard relation of linear viscoelasticity for dashpots \( \dot{\lambda} = \frac{1}{\eta} \sigma \).
Fig. 9 Sketch of stress for different deformation rates: For infinitely slow deformations, the equilibrium stress response is the solid black line. The stress hysteresis, which occurs for real finite stretch rates, is plotted in dashed line. For infinitely fast deformations, the stress response at the high stretches is higher, as plotted using the solid grey line. No hysteresis is evident for the equilibrium or the infinitely fast deformations.

4 Model evaluation for special cases: fast and slow excitations

In this section, the index $\alpha$, which refers to the directional quantity is neglected.

4.1 Evaluation for fast deformations

The model can be evaluated for fast and slow thermomechanical excitations. First, the evaluation for infinitely fast deformations $\dot{\lambda} \to \infty$ from the initial state $\hat{\lambda} = 1$, $x = 0$ is carried out. For such a high stretch rate, all internal state variables are frozen, i.e. the evolution of crystallinity is not induced $\dot{x} = 0$ such that no crystallinity evolves $x = 0$. Thus, crystallisation remains zero as shown in Fig. 10 by the solid grey line. Likewise, the evolution of the stretches of the non-crystallisable amorphous phase and crystalline phase remains zero $\dot{\hat{\lambda}}_n = 0$, $\dot{\hat{\lambda}}_c = 0$ such that the stretch of the crystallisable amorphous phase equals the total stretch $\hat{\lambda} = \hat{\lambda}_a$. The stress is determined from Eq. (42) by the behaviour of the amorphous phase $\hat{\sigma}(\hat{\lambda}_a, x = 0) = \rho R \frac{\partial \hat{\psi}_a}{\partial \hat{\lambda}_a}$. The sketch of the stress, where no hysteresis is observed, is plotted qualitatively with the solid grey line in Fig. 9. The stress response is higher compared to the equilibrium case.

4.2 Evaluation for slow deformations

Secondly, the case of infinitely small stretch rate is analysed $\dot{\lambda} \to 0$. Starting from the initial state $\hat{\lambda} = 1$, $x = 0$, the equilibrium stress and crystallinity response are reached, plotted in solid black line in Figs. 9 and 10. The following calculations show the absence of hysteresis within the equilibrium response. For the steady state, the time derivatives $\dot{x}$, $\dot{\hat{\lambda}}_n$, $\dot{\hat{\lambda}}_c$ remain zero. The evolution equation for the degree of crystallinity allows the computation of the equilibrium degree of crystallinity as a function of the individual stretches of each phase. With $\dot{x} = 0$, Eq. (43) follows as

$$0 = \rho R \beta(\theta, ...) \left[ \frac{n}{x_0} \left( 1 - \frac{x}{x_0} \right)^{n-1} \hat{\psi}_a - k \left( \frac{1}{x_0} - 1 \right) \left( \frac{x}{x_0} - x \right)^{k-1} \hat{\psi}_n - m \left( \frac{x}{x_0} - x \right) \hat{\psi}_c \right]$$

$$+ \frac{1}{\rho R} \left( \frac{1}{x_0} \hat{\lambda}_a - \left( \frac{1}{x_0} - 1 \right) \hat{\lambda}_n - \hat{\lambda}_c \right) \hat{\sigma} - \frac{R\theta}{Mx_0} \ln \left( \frac{x}{x_0} - x \right)$$

$$\Rightarrow x = x_{eq} \left( \hat{\lambda}_a, \hat{\lambda}_n, \hat{\lambda}_c, x_{eq} \right) \Rightarrow x_{eq} \left( \hat{\lambda}_a, \hat{\lambda}_n, \hat{\lambda}_c \right),$$
such that the equilibrium crystallinity $x_{\text{eq}}$ can only be calculated with the help of numerical methods due to its implicit expression. The evaluation shows that the stretch of the crystalline phase and the stretch of the non-crystallisable amorphous phase are dependent on the process variables $\hat{\lambda}_a$ and $x$

\begin{align*}
0 &= \left(1 - \frac{x}{x_0}\right)^{n-1} \frac{\partial \hat{\psi}_a}{\partial \hat{\lambda}_a} - x^{n-1} \frac{\partial \hat{\psi}_c}{\partial \hat{\lambda}_c} \\
0 &= \left(1 - \frac{x}{x_0}\right)^{n-1} \frac{\partial \hat{\psi}_a}{\partial \hat{\lambda}_a} - \left(\frac{x}{x_0} - x\right)^{k-1} \frac{\partial \hat{\psi}_n}{\partial \hat{\lambda}_n}
\end{align*}

\Rightarrow \left(1 - \frac{x}{x_0}\right)^{n-1} x^{1-m} \frac{\partial \hat{\psi}_a}{\partial \hat{\lambda}_a} = \frac{\partial \hat{\psi}_c}{\partial \hat{\lambda}_c} \Rightarrow \hat{\lambda}_c = f(\hat{\lambda}_a, x)

\Rightarrow \left(1 - \frac{x}{x_0}\right)^{n-1} \left(\frac{x}{x_0} - x\right)^{k-1} \frac{\partial \hat{\psi}_n}{\partial \hat{\lambda}_n} = \frac{\partial \hat{\psi}_n}{\partial \hat{\lambda}_n} \Rightarrow \hat{\lambda}_n = g(\hat{\lambda}_a, x)

Therefore, the equilibrium degree of crystallinity can be expressed as a function depending on the stretch of the amorphous phase

\[ x = x_{\text{eq}}\left(\hat{\lambda}_a, f(\hat{\lambda}_a, x_{\text{eq}}), g(\hat{\lambda}_a, x_{\text{eq}})\right) \Rightarrow \tilde{x}_{\text{eq}}(\hat{\lambda}_a, \tilde{x}_{\text{eq}}) \Rightarrow \tilde{x}_{\text{eq}}(\hat{\lambda}_a) . \]

Thus, the stretch of the amorphous phase is dependent on the total stretch

\[ \hat{\lambda}_a = \frac{\hat{\lambda} - \tilde{x}_{\text{eq}}(\hat{\lambda}_a) \tilde{\hat{\lambda}}_c - \left(\frac{1}{x_0} - 1\right)}{1 - \tilde{x}_{\text{eq}}(\hat{\lambda}_a) x_0} \tilde{x}_{\text{eq}}(\hat{\lambda}_a) \tilde{\hat{\lambda}}_n \]

\[ \Rightarrow \hat{\lambda}_a = h(\hat{\lambda}) . \]

Consequently, the stress $\hat{\sigma} = \rho_R \left(1 - \frac{x}{x_0}\right)^{n-1} \frac{\partial \hat{\psi}_a}{\partial \hat{\lambda}_a}$ can also be written as a function of the total stretch $\hat{\sigma} = \hat{\sigma}(\hat{\lambda})$ as well as the crystallinity being dependent on the total stretch $x = x(\hat{\lambda})$. These expressions cannot be resolved analytically due to the implicit formulation. To summarise, in the case of infinitely slow deformations, all quantities of the model can be expressed as a function of the total stretch. Finally, the dependence of stress and the crystallinity response on the global stretch results in the absence of a hysteresis. Figures 11 and 12 show the simulation results for infinitely fast and slow deformations for the here presented model (serial model) and the former presented model (parallel model) [42].
5 Simulation results

5.1 Macro–micro–macro transition

In the context of a simulation of a homogeneous uniaxial cyclic tension test, the first step within the concept of representative directions is to compute the isochoric directional stretches $\hat{\lambda}_\alpha$ from the relation $\hat{\lambda}_\alpha = \sqrt{e_\alpha \otimes e_\alpha : \hat{\mathbf{C}}}$ as presented in Sect. 3.2. The 11-component is consequently $\hat{\mathbf{C}}_{11} = \hat{\lambda}_\alpha^2 e_1 \otimes e_1 + \frac{1}{\hat{\lambda}_\alpha} e_2 \otimes e_2 + \frac{1}{\hat{\lambda}_\alpha} e_3 \otimes e_3$ for uniaxial tension. Next, for each direction, the directional stress $\hat{\sigma}_\alpha$ is computed by Eq. (42) via the solution of the coupled system of ODEs for $x_\alpha$, $\hat{\lambda}_n$ and $\hat{\lambda}_c$. Having the directional stresses $\hat{\sigma}_\alpha$ computed, the second Piola–Kirchhoff stress tensor $\mathbf{T}$ is calculated with the relation from Eqs. (10) and (19):

$$\mathbf{T} = -p J^\frac{1}{3} \hat{\mathbf{C}}^{-1} + J^{-\frac{2}{3}} A \left[ \frac{\hat{\sigma}_\alpha}{\hat{\lambda}_\alpha} e_\alpha \otimes e_\alpha - \frac{1}{3} \hat{\sigma}_\alpha \hat{\lambda}_\alpha \hat{\mathbf{C}}^{-1} \right].$$ (49)
To determine the hydrostatic pressure $p$, the relation $\tilde{T}_{11} = \frac{3}{2} \hat{T}_{11}$ from Lion et al. [40, Eq.(67)] is taken into account. The second Piola–Kirchhoff stress tensor $\tilde{T}$ is related to the first Piola–Kirchhoff stress tensor $P$ by the following operation

$$P = F \cdot \tilde{T}. \quad (50)$$

Moreover, for the micro-to-macro transition, i.e. to compute $\tilde{T}$ from $\sigma_{\alpha}$ in Eq. (49), the following discrete averaging $A_D [f_{\alpha}]$ scheme is applied

$$A [f_{\alpha}] \approx A_D [f_{\alpha}] = \sum_{\alpha=1}^{N} w_{\alpha} f_{\alpha}, \quad (51)$$

where $N$ is the number of integration points alias directions and $w_{\alpha}$ is the weight defined per direction for which $\sum_{\alpha=1}^{N} w_{\alpha} = 1$ is valid. The widely used integration points and weights of Bažant and Oh [4] are here varied from 21 to 37 directions per half sphere, cf. Figs. 13, 14.

Many sets of orientation vectors $e_{\alpha}$ and weights $w_{\alpha}$ are given in this work and also in [50]. For instance, the reader is referred to [31] and [62] for detailed discussions and the comparison of different integration points.
and methods. The usage of a high amount of points does not improve the numerical accuracy significantly. Vice versa, the usage of many integration points leads to a large number of ODEs, which has to be solved at each Gauss point in the context of the finite element method (FEM). As a consequence, in this study, instead of using many integration points, the parameters are optimised for the minimum number of integration points possible. In addition to the mentioned reasons, the change of the simulated stress response is negligible and only noticeable when the unloading path reaches the loading path at a stretch around $\lambda_m \approx 3$. In contrast, the simulated crystallinity response decreases slightly in the unloading path. Furthermore, Miehe et al. stated that the 21-point integration scheme provides sufficient accuracy [50, p.2639, l.14]. Nevertheless, in similar to the work of [31], different amounts of integration points presented by Fliege and Maier [19] are successfully used and presented in Figs. 15, 16 for comparison reasons. In parallel with the expectations, changes in the stress or crystallinity response are not significant when increasing the number of directions, which underlines the statement of Miehe et al. cited above.

5.2 Optimisation strategy

In the following subsection, dealing with the parameter identification, the subscript $\alpha$, which stands for ‘directional’, is omitted for notation clarity. The first-order ODEs developed in Sect. 3 form a fully coupled system.

---

**Fig. 15** Stress response of unfilled natural rubber, integration points based on [19]

**Fig. 16** Crystallinity over stretch of unfilled natural rubber, integration points based on [19]
The evolution equations for the directional crystallinity $x$, stretch of the crystalline phase $\hat{\lambda}_c$ and stretch of the non-crystalline phase $\hat{\lambda}_n$ are presented in Eqs. (43), (46), (48), respectively. The stress $\sigma$ is given in Eq. (42) and the constraint is used to compute the crystallisable amorphous stretch $\hat{\lambda}_a$ from Eq. (5). This set of equations constitutes a coupled system for each direction. Considering an isothermal state and for the given time interval $t \in [0, t_{end}]$, the coupled system can be written in the clear short form

\[ \dot{x} = -\beta \hat{f}_x \left( x, \hat{\lambda}_c, \hat{\lambda}_n \right), \] (52)
\[ \dot{\hat{\lambda}}_c = \hat{f}_c \left( x, \hat{\lambda}_c, \hat{\lambda}_n \right), \] (53)
\[ \dot{\hat{\lambda}}_n = \hat{f}_n \left( x, \hat{\lambda}_c, \hat{\lambda}_n \right), \]
\[ \dot{\hat{\lambda}}_a = \frac{\hat{\lambda} - x \hat{\lambda}_c - \left( \frac{1}{x_0} - 1 \right) x \hat{\lambda}_n}{1 - \frac{1}{x_0}}, \] (54)

where all evolution equations are highly nonlinear. This system is solved in each direction. Then, the total quantities are acquired by the weighted sum of each direction. The authors made use of a four-step ‘hybrid optimisation’ approach described in the following:

1. Generate a high number of Monte Carlo samples (10 Mio), uniformly distributed between lower and upper boundaries
2. Sort and pick parameter sets concerning stress and crystallinity
3. Use genetic algorithm with Monte Carlo’s result as initial population matrix
4. Select a parameter set from the Pareto front as a compromise between stress and crystallinity response

For the Monte Carlo sampling, $i = 10$ million parameter sets $p_i = [p_{1i}, p_{2i}, \ldots, p_{ni}]^T$ normally distributed in between lower and upper boundaries $p_l$ and $p_u$ are generated:

\[ p_i = p_l + (p_u - p_l) \cdot R \] (55)

where $R \in [0, 1]$ is a random real number between zero and one. Then, favourites are selected to generate an initial population matrix used in the genetic algorithm gamultiobj in MATLAB’s optimisation toolbox. The aim is to identify the global optimum with these heuristic approaches. They are often used for coupled nonlinear differential equations. In particular, the reader is referred to [24,26,34] for further information about optimisation of ODEs in general and multiobjective optimisation. The total constraint minimisation problem in a permitted set between upper and lower boundaries is stated as

\[ \min_{p} f(p), \]
\[ p_u \preceq p \preceq p_u, \] (56)

where the objective function $f(p) = [f_\sigma, f_s]$ includes two separated objectives. Here, parameter sets $p = [p_1, p_2, \ldots, p_n]^T$ laying on the Pareto front are identified with the following weighted objective functions

\[ f_\sigma (p) := \sum_{j=1}^{s} c_j \sum_{i=1}^{m} \left( \tilde{\sigma}_j - \sigma_i (x(p)) \right)^2 / \| \tilde{\sigma} \|_j \]
\[ f_s (p) := \sum_{i=1}^{m} \left( \tilde{x}_i - x_i (p) \right)^2 / \| \tilde{x} \|. \] (57)

where $\tilde{\sigma}_j$ and $\tilde{x}_i$ are the stress and the crystallinity index obtained from the experiment, and $\sigma_i (p)$ and $x_i (p)$ are the stress and crystallinity index computed by the model, respectively. Furthermore, the stress response is divided into $s$ different parts, which are weighted with $c_j$ to emphasise the importance of certain parts of the stress response, such as the characteristic plateau exemplary. The advantage of the Pareto front approach is that many parameter sets are available for selection from the Pareto front. This multiobjective optimisation allows treating the objectives separately. On the other hand, the parameter set presented in this work is a compromise between these two objectives: stress and crystallinity. There is no indication that the presented parameter set is the global optimum within the set boundaries. Certainly, the boundaries were selected such
that no parameter never lies on any boundary. The usage of the multiobjective optimisation is also motivated by
the available experimental data for the crystallinity index. It is measured as the ratio of intensities of scattered
electromagnetic waves in the reciprocal lattice. For further information on WAXS the reader is referred to
[9, p.64f] and [10, p.66]. On the contrary, the simulated crystallinity is defined by a ratio of lengths, which
is consequently related to the volume, cf. Eq. (2). Thus, the equality of the modelled and the experimental
remains unsure.

5.3 Evaluation and comparison to experimental data

The simulation results are shown graphically in Figs. 17, 18, 19, 20, 21, 22, 23, 24, 25, 26. The identified material
parameters are shown in Table 1, where the set in the column ‘3D serial model’ is valid for this subsection. The
abbreviations 1D and 3D refer to the usage of the concept of representative directions. In the former published
model (parallel model), directional values were presented (1D). Therefore, four parameter sets are presented
in total to make a complete comparison. The experiment and the simulation are both conducted isothermally
at \( \theta = 300 \text{ K} \), which results in a constant value for \( \beta (\theta, \ldots) \geq 0 \). The simulation results are compared to
experimental data of Candau [10].

To begin with, the total stress response over total stretch is shown in Fig. 17, which show high concordance
with the experimental data. Also, the crystallinity response in Fig. 18 satisfies the experimental data most
satisfactorily. The details will be explained in the latter comparison, although it can already be said at this
point that the results obtained are gratifying.

First of all, the analysis is dedicated to the individual directions. The single stretches, stresses and crys-
tallinities of each direction are shown in Figs. 19, 20, 21, 22, 23, 24, 25, 26, where the non-weighted and
weighted values are presented. The direct comparison of non-weighted and weighted stretches in Figs. 19 and
20 visualises the influence of the weights within the concept of representative directions. Since the weights sum
up to 1, \( \sum_{\alpha=1}^{N} w_\alpha = 1 \), it follows that only the non-weighted values represent real values in micro-mechanical
manner. The averaging scheme makes the weighted and therefore reduced values only interpretable in a qual-
itative manner.

Since the number of one direction is not dedicated to the location in the unit sphere, Fig. 21 is key to the
three dimensionality and visualises the concept of representative directions. The directional values are shown in
the nodes and interpolated in between with a colour bar. The direction parallel to the stretching direction is the
one with maximum stretch, which equals the total stretch, whereas the directions orthogonal to the stretching
direction experience compression due to transverse deformation. The surrounded directions decrease radially
to the stretching direction. The visualisation in Fig. 22 shows the directional stretches using 900 integration
points by [19].
Fig. 18 Simulation of a uniaxial tensile test: total crystallinity over total stretch using 21 directions

Fig. 19 Simulation of a uniaxial tensile test: single stretches of 21 directions over time

Fig. 20 Simulation of a uniaxial tensile test: single stretches of 21 directions including weights over time
For stress and crystallinity, the same analysis is shown in Figs. 23, 24, 25, 26, 27, 28. Since the third direction is the most stretched one, it shows the highest stress (Fig. 23) and the highest crystallinity evolution (Fig. 25). Other directions show compression in stress, whereas the evolution of crystallinity is not influenced by compression, which follows experimental results. Another point is that no stress hysteresis occurs in directions, which are stretched below the critical stretch for SIC. In these directions, the crystallinity does not evolve either. Figures 28 and 27 show the spheric plots. In terms of the stress presented in Fig. 27, the high nonlinear upturn of the stress is the reason for the point of maximum stress on the tip. The reader is referred to the legend that reaches from 0 to 2.1 MPa. In terms of crystallinity in Fig. 28, it is confirmingly observed that crystallinity only occurs at high deformations.

To analyse mechanic consistency, the free energies $\hat{\psi}_a, \hat{\psi}_n, \hat{\psi}_c$ including the strain energies $\hat{\phi}_a(\hat{\lambda}_a), \hat{\phi}_n(\hat{\lambda}_n), \hat{\phi}_c(\hat{\lambda}_c)$ given in Eqs. (24–26) are presented in Fig. 30. They satisfy the polyconvexity. The polyconvexity of the free energy is one of the physical boundary conditions. The free energy approaches to the infinity as $\hat{\lambda}$ decreases to zero: $\lim_{\hat{\lambda}_v \to 0} \hat{\psi}_v = +\infty, \ v = [a, n, c]$. This mandatory aspect for mechanic consistency of the model is therefore satisfied. The same behaviour is observed at high stretches, where infinite high energy is reached: $\lim_{\hat{\lambda}_v \to +\infty} \hat{\psi}_v = +\infty, \ v = [a, n, c]$. The requirement of polyconvexity, i.e. the convexity of the free energy function in each argument, is detailly depicted in the thesis of Doll [18, p.32-38].
Fig. 23 Simulation of a uniaxial tensile test: single stresses $\hat{\sigma}_\alpha$ of 21 directions over global stretch.

Fig. 24 Simulation of a uniaxial tensile test: single stresses $\hat{\sigma}_\alpha$ of 21 directions including weights over global stretch.

Fig. 25 Simulation of uniaxial tensile test: single crystallinities of 21 directions over global stretch.
Table 1 Selected material parameters derived through optimisation and used in the simulations

| Parameter | 1D parallel | 3D parallel | 1D serial | 3D serial | Unit       |
|-----------|-------------|-------------|-----------|-----------|------------|
| Material model: extended tube, neo-Hooke and Yeoh type | | | | | |
| $G_c$ | 0.1392 | 0.5189 | 0.1996 | 0.6300 | $10^6$ Pa |
| $G_e$ | 0.2545 | 0.6779 | 0.1441 | 0.4712 | $10^6$ Pa |
| $\delta^2$ | 0.0190 | 0.0231 | 0.0201 | 0.0218 | – |
| $\beta$ | 1 | 1 | 1 | 1 | – |
| $\mu$ | 0.2914 | 0.5710 | – | – | $10^6$ Pa |
| $C_1$ | – | – | 0.3243 · $10^6$ | 0.3923 · $10^6$ | – |
| $C_2$ | – | – | $-0.7899 \cdot 10^4$ | $-1.6530 \cdot 10^4$ | – |
| $C_3$ | – | – | 122.3060 | 897.79 | – |
| Crystallinity evolution | | | | | |
| $x_0$ | 0.5152 | 0.5177 | 0.4350 | 0.9218 | – |
| $M$ | 0.0060 | 0.0038 | 0.0040 | 0.0029 | m$^3$/mol |
| $\beta (\theta = 300, \ldots)$ | 1.4235 | 1.1296 | 1.0337 | 1.9572 | $10^{-10}$ |
| Free energies, amorphous/crystalline phase | | | | | |
| $\psi_{0a}$ | 9.3867 | 2.869 | 6.3270 | 5.1421 | $10^6$ J/kg |
| $\psi_{0b}$ | – | – | 0.3713 | 0.9635 | $10^6$ J/kg |
| $\psi_{0c}$ | 1.8000 | 6.8305 | 1.4172 | 3.2608 | $10^6$ J/kg |
| $s_{0a}$ | 1.3664 | 0.9581 | 0.9329 | 1.1348 | $10^3$ J/(kg $\theta$) |
| $s_{0b}$ | – | – | 0.0378 | 0.2655 | $10^3$ J/(kg $\theta$) |
| $s_{0c}$ | 0.3000 | 0.4123 | 0.1524 | 0.4184 | $10^3$ J/(kg $\theta$) |
| $\theta_G$ | 210 | 210 | 210 | 210 | K |
| $\theta_B$ | 300 | 300 | 300 | 300 | K |
| Empirical exponents | | | | | |
| $m$ | 2.23 | 2.50 | 1.72 | 1.33 | – |
| $n$ | 1.38 | 1.38 | 2.80 | 2.69 | – |
| $k$ | – | – | 1 | 1.30 | – |

The parameters ‘1D parallel’ were first published in [42]

5.4 Model validation

The constitutive model is validated via two different deformation processes, where the material’s time dependence is analysed. The material’s relaxation behaviour in a one-step relaxation and two-step relaxation with decreasing stretch is investigated. For both experiments, videoextensometry is used to identify the exact stretch, which differs from the machine input due to sample clamping. For higher accuracy, the stretch measured via videoextensometry was 2.2% less at the maximum stretch. In the relaxation experiments, the stretch rate during loading and unloading is $\dot{\lambda} = 0.0261\frac{1}{s}$, which is higher in comparison with the stretch rate of $\dot{\lambda} = 0.0042\frac{1}{s}$ for the cycles shown in the simulations of the former Sect. 5.3. Since the model is rate dependent, deviations in stress and crystallinity are to be expected.
Fig. 27 Simulation of uniaxial tensile test: directional stresses in the unit sphere

Fig. 28 Simulation of uniaxial tensile test: directional crystallinities in the unit sphere

Fig. 29 First derivative with respect to the stretch of single phases in dependence of single stretches. Mandatory for the proof of mechanical consistency
5.4.1 Stress relaxation at a constant stretch, one-step relaxation

The given experiments are published in [42]. First of all, the simulations shown in Figs. 31 and 34 cover the stress relaxation qualitatively. In the following, a few characteristics are accentuated. First, the high concordance of the simulation and the experiment for a maximum stretch of $\lambda_{\text{max}} = 3$ should be highlighted, where small stress relaxation is observed, i.e. 2.5% stress relaxation from maximum stress. Second, at the stretch of $\lambda_{\text{max}} = 6$, the simulation shows faster stress relaxation than the experiment. In the simulation, the equilibrium stress is reached earlier. Moreover, the absolute and relative value of the amount of relaxed stress is lower in the simulation. The simulation covers stress relaxation due to SIC.

5.4.2 Stress relaxation at a constant stretch, two-step relaxation

Another experiment is conducted to clearly distinguish between stress relaxation when the sample is stretched below or above the critical stretch of crystallisation onset. A two-step relaxation is conducted starting at a constant stretch of $\lambda_1 = 6$ with a relaxation time of 6 hours, unloading directly to a second step at $\lambda_2 = 3$ for another 6 hours. The simulation of the stress response is shown in Figs. 33 and 34. Starting with Fig. 33, the stress highly agrees with the experiment. Especially at the second step, it excellently agrees with the
Fig. 32 Validation: Simulations of relaxation tests with 2 steps $\lambda_1 = 6$ and $\lambda_2 = 3$

Fig. 33 Validation: Simulations of relaxation tests with two steps $\lambda_1 = 6$ and $\lambda_2 = 3$

Fig. 34 Validation: Simulations of relaxation tests with two steps, Zoom at second step $\lambda_2 = 3$
Fig. 35 Simulation of uniaxial tensile test: stress over total stretch for one-dimensional implementation

experiment. In contrast, the stress relaxation in the first step shows similar characteristics as discussed in the former subsection: The equilibrium stress is reached earlier in time, and the relative and absolute amount of relaxed stress is smaller in the simulation compared to the experiment. In particular, with the help of the close up of the second step shown in Fig. 34, it is observed that stress reaches the equilibrium directly after unloading to the constant stretch of the second step. This increase in the stress is in parallel with the experimental data, showing that the proposed model captures two-step relaxation experiments. In addition, the crystallinity simulation of the two-step relaxation presented in Fig. 32 is in agreement with the kinetics of SIC. Crystallinity evolves during the first step, where stress relaxation takes place. In contrast, crystallinity vanishes during the second step, where the stretch lies below the critical stretch of crystallisation onset, and stress relaxation is absent. The reader is referred to [10,55] for similar experimental data.

5.5 Evaluation and comparison to the parallel model

In [42], a concept to model strain-induced crystallisation was presented using a parallel connection of three phases. Since the simulation results in [42] only covered the 1D approach, both models (parallel and in-series connection) are first compared with each other in 1D. This helps to understand the micro-to-macro transition. Further in this subsection, both models are compared with their 3D results. The micro-sphere approach of the parallel model is successfully implemented, as proposed in the outlook of Loos et al. [42]. All identified parameters are presented in Table 1 for an effortless comparison. The 1D results are shown in Figs. 35 and 36, whereas the 3D results are presented in Figs. 37 and 38. Concerning the simulation results, one detail has to be mentioned: the comparison follows from separately identified parameter sets, which produce unique results as the parallel model and the serial model are different from each other and the parameters result from the optimisation approach explained in Sect. 5.2. The experimental data from Candau [10] are used as guidance for the reader.

The stress stretch and the crystallinity stretch graphs have several characteristics:

Capture of the amorphous stress response In the undeformed state, all the material is composed of the amorphous phase. Therefore, the material’s stress response in the beginning of a uniaxial tension experiment is totally covered by the amorphous phase. The parameters of the amorphous phase are identified by stretching the material less than the critical stretch of crystallisation onset \( \lambda_{\text{critical}} \approx 4.3 \). This almost linear loading path is captured perfectly for the presented unfilled NR. The main parameters, which influence the behaviour for low stretches, are the shear moduli of the crystallisable amorphous phase \( G_{cc}, G_{cc} \), excluding the \( \delta \) since it mostly influences the nonlinearity of stress at high stretches. The reunion of the unloading path with the loading path takes place at \( \lambda = 3 \), which underlines the absence of classical viscoelastic effects in this unfilled natural rubber. Another evidence is that the specimen does not lengthen during the slowly conducted tensile test, i.e.
Fig. 36 Simulation of uniaxial tensile test: crystallinity over total stretch for one-dimensional implementation.

Fig. 37 Simulation of uniaxial tensile test: stress over total stretch for three-dimensional implementation.

Fig. 38 Simulation of uniaxial tensile test: crystallinity over total stretch for three-dimensional implementation.
no recovery time is needed to return to its initial length. All presented data capture the amorphous response, where the one-dimensional results fit precisely, and the three-dimensional results vary slightly, which is caused by the integration over all directions.

**Capture of the stress plateau** As the amorphous phase relaxes short after the onset of crystallisation, the onset of crystallisation results in a stress relaxation, which is depicted in the plateau of the stress response close to $\lambda_{\text{critical}} \approx 4.3$ in the experimental results in Figs. 35 and 37. The authors see a correlation between the capture of the plateau and the shape of the hysteresis. Therefore, the benefit of the presented models is the ability to capture this stress decrease at crystallisation onset.

**Capture of the nonlinear upturn of the stress response** The nonlinearity of the stress response is influenced by the nonlinearity of the material models. For the in-series connection, a Yeoh-type model is used for the crystalline phase with its parameters $C_1, C_2, C_3$. As the amorphous phase modelled by the extended tube model, the parameter $\delta$ mostly influences the nonlinearity upturn, which refers to an inextensibility parameter [32]. The higher this parameter, the higher is the nonlinearity upturn.

**Capture of the area of the stress hysteresis** The model is able to capture the area of hysteresis. The difference between loading and unloading is due to the crystallisation evolution. The area of the hysteresis gives evidence to the work per unit volume done during the cyclic test. In all simulations, the area of the hysteresis of the stress response is captured with high accordance.

**Capture of the crystallinity shape** First of all, when it comes to the comparison of the simulations with experiments in Figs. 35 and 38, the discrepancy between the crystallinities is qualitatively higher than the small discrepancy between the stresses. This underlines a behaviour observed during the derivation of the model: the concordance between stress and crystallinity response is of minor size, which motivates the introduction of the empirical parameters $m, n, k$ similar to [42], cf. Section 3.3.1 first seen in the Helmholtz free energy in Eq. (21). In the current study, the main focus lies on the capture of the stress response, including its hysteresis. As mentioned in Sect. 5.2, it cannot be ensured that the experimental and the simulated crystallinity indices are identical. Thus, the good concordance in shape and hysteresis of the crystallinity is pleasant. The characteristics of the crystallinity response can be structured with the help of three aspects: first, the stretch at crystallisation onset is higher for the 3D serial model in comparison with the 3D parallel model in Fig. 38. Second, the beginning of the unloading path shows varying rates of increase in the crystallinity, depending on the material parameters. In dependence of the material composition and the kinetics of crystallinity evolution, the stress decreases, but the crystallinity can decrease [10, p.193] or increase [10, p.236]. Third, the qualitative representation of the shape, including the area of the crystallinity hysteresis is of interest. The simulations demonstrate that the 3D simulations provide better results for the crystallinity in comparison with the 1D simulations. Moreover, the 3D parallel model and the 3D serial model vary slightly in terms of crystallinity, but they have a similar behaviour depending on the material parameter.
Concerning the spherical plots of the parallel model in Figs. 39 and 40, the similarity to the serial model is underlined. The exact values are less obvious in comparison with Figs. 37 and 38, where the reader is likely to concentrate on small differences between experiment and simulation. Both models have similar capabilities to simulate the experimental data.

6 Conclusion and outlook

A thermomechanical approach to model strain-induced crystallisation is presented in continuation of [42]. The here presented formulation of a constitutive model is based on serial connection of three different phases: the crystallisable amorphous phase, the non-crystallisable amorphous phase and the crystalline phase. The stretch relation proposed by Flory [20], which is based on a two-phase approach, is contained as a special case ($x_0 = 1$). Flory’s theory and its in-series connection are taken up by Albouy & Sotta [1,57] exemplary.

The derivation of the serial approach is stated in detail from basic considerations such as multiplicative split of the deformation gradient and the concept of the hybrid free energy. Thermodynamic consistency is used to derive the constitutive equations. The model is evaluated via special cases such as infinitely fast and slow excitations. These evaluations prove physical and mechanical accuracy. Suitable parameter sets are identified using a multistep optimisation method. Within the simulation, ODEs of the first order were solved. The simulations show high agreement with experimental data. To validate the model, two approaches of stress relaxation are simulated, which both show high qualitative concordance with the experimental data. Finally, a complete and comprehensive comparison is made. First, the current model using serial connection is compared for one direction to the former model using parallel connection of phases. Second, the three-dimensional simulations of both models are compared since they are equivalent to the experimental data. All in all, the parallel model and the serial model provide similar performance, although the parallel model has one evolution equation compared to three evolution equations of the serial model. All shown simulations cover the experimental data in high concordance in shape and absolute values. The models depict the viscoelastic behaviour of the material depending on the degree of deformation. They also represent cyclic processes precisely and simulate the development of SIC, including its hysteresis behaviour. The models are characterised by their simplicity. They do not make use of artificially introduced case distinctions, which could, for example, distinguish between loading and unloading.

Since all conducted simulations show isothermal results, the implementation of the equation of heat conduction is left for future works, which is of high interest since the phenomenon of strain-induced crystallisation is highly exothermal. Future studies could include filled NR, whereas the current study focuses on unfilled NR.

The evolution equations with internal variables developed here are similar to the theory of viscoelasticity with internal variables, but are not connected.
Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

Funding Open Access funding enabled and organized by Projekt DEAL.

References

1. Albouy, P.-A., Sotta, P.: Strain-induced crystallization in natural rubber. In Polymer Crystallization II, pp. 167–205. Springer, Berlin (2015)

2. Albouy, P.-A., Guillier, G., Petermann, D., Veyres, A., Sanseau, O., Sotta, P.: A stroboscopic X-ray apparatus for the study of the kinetics of strain-induced crystallization in natural rubber. Polym. U. K. 53(15), 3313–3324 (2012). https://doi.org/10.1016/j.polymer.2012.05.042. ISSN 00323861

3. Aygün, S., Klinge, S.: Continuum mechanical modeling of strain-induced crystallization in polymers. Int. J. Solids Struct. 196–197, 129–139 (2020)

4. Bažant, Z., Oh, B.H.: Efficient Numerical Integration on the Surface of a Sphere. ZAMM J. Appl. Math. Mech. Zeitschrift für Angewandte Mathematik und Mechanik 66(1), 37–49 (1986). https://doi.org/10.1002/zamm.19860660108. ISSN 15214001

5. Bažant, Z.P., Oh, B.H.: Microplane model for progressive fracture of concrete and rock. J. Eng. Mech. 111(4), 559–582 (1985)

6. Bažant, Z.P. et al.: Mathematical modeling of progressive cracking and fracture of rock. In The 25th US Symposium on Rock Mechanics (USRMS). American Rock Mechanics Association, (1984)

7. Behnke, R., Berger, T., Kaliske, M.: Numerical modeling of time-and temperature-dependent strain-induced crystallization in rubber. Int. J. Solids Struct. 141, 15–34 (2018)

8. Berger, T., Kaliske, M.: A thermo-mechanical material model for rubber curing and tire manufacturing simulation. Comput. Mech. pp. 1–23, (2020)

9. Bruening, K.: In-situ Structure characterization of elastomers during deformation and fracture. Ph.D. thesis, (2014)

10. Candau, N.: Compréhension des mécanismes de cristallisation sous tension des élastomères en conditions quasi-statiques et dynamiques. PhD thesis, (2014)

11. Carol, I., Jirásek, M., Bažant, Z.P.: A framework for microplane models at large strain, with application to hyperelasticity. Int. J. Solids Struct. 41(2), 511–557 (2004)

12. Coleman, B.D., Noll, W.: The thermodynamics of elastic materials with heat conduction and viscosity. Arch. Rat. Mech. Anal. 13, 167–178 (1963)

13. Dal, H., Kaliske, M.: A micro-continuum-mechanical material model for failure of rubber-like materials: Application to ageing-induced fracturing. J. Mech. Phys. Solids 57(8), 1340–1356 (2009)

14. Dal, H., Zopf, C., Kaliske, M.: Micro-sphere based viscoplastic constitutive model for uncured green rubber. Int. J. Solids Struct. 132, 201–217 (2018)

15. Dargazany, R., Itskov, M.: A network evolution model for the anisotropic mullins effect in carbon black filled rubbers. Int. J. Solids Struct. 46(16), 2967–2977 (2009)

16. Diani, J., Brieu, M., Vacherand, J.: A damage directional constitutive model for mullins effect with permanent set and induced anisotropy. Eur. J. Mech. A Solids 25(3), 483–496 (2006)

17. Diercks, N.: The dynamic behaviour of rubber under consideration of the Mullins and the Payne effect. Dissertation, Universität der Bundeswehr München, (2015)

18. Doll, S.: Zur numerischen Behandlung großer elasto-viskoplastischer Deformationen bei isochor-volumetrisch entkoppeltem Stoffverhalten. PhD thesis, Universität Karlsruhe, (1998). URL https://ifm.kit.edu/download/DollStefan.pdf

19. Fliege, J., Maier, U.: The distribution of points on the sphere and corresponding cubature formulae. IMA J. Numer. Anal. 19(2), 317–334 (1999). https://doi.org/10.1093/imanum/19.2.317. ISSN 02724979

20. Flory, P.J.: Thermodynamics of crystallisation in high polymers. J. crystallisation inducedby streching. J. Chem. Phys. 15(6), 397–408 (1947)

21. Flory, P.J.: Thermodynamic relations for hight elastic materials. T. Faraday Soc. 57, 829–838 (1961)

22. Freund, M., Ihlemann, J.: Generalization of one-dimensional material models for the finite element method. ZAMM-J. Appl. Math. Mech. Zeitschrift für Angewandte Mathematik und Mechanik 90(5), 399–417 (2010)

23. Freund, M., Lorenz, H., Juhre, D., Ihlemann, J., Klüppel, M.: Finite element implementation of a microstructure-based model for filled elastomers. Int. J. Plasticity 27, 902–919 (2011)

24. Gerdts, M.: Optimal control of ODEs and DAEs. Walter de Gruyter, Berlin (2011)

25. Göktepe, S., Miehe, C.: A micro-macro approach to rubber-like materials. part III: the micro-sphere model of anisotropic anisotropy. Eur. J. Mech. A Solids 25, 902–919 (2011)

26. Goldberg, D.E.: Genetic algorithms in search. Optimization, and Machine Learning (1989)

27. Guilie, J., Le, T.-N., Le Tallec, P.: Micro-sphere model for strain-induced crystallisation and three-dimensional applications. J. Mech. Phys. Solids 81, 58–74 (2015)

28. Heinrich, G., Kaliske, M.: Theoretical and numerical formulation of a molecular based constitutive tube-model of rubber elasticity. Comput. Theor. Polym. Sci. 7, 227–241 (1997)
29. Huneau, B.: Strain-induced crystallization of natural rubber: a review of X-ray diffraction investigations. Rubber Chem. Technol. 84(3), 425–452 (2011). https://doi.org/10.5254/1.3601131. ISSN 0035-9475
30. Illeman, J.: Kontinuumsmechanische Nachbildung hochbelaster technischer Gummiwerkstoffe. Dissertation, Universität Hannover, (2002)
31. Iskov, M.: On the accuracy of numerical integration over the unit sphere applied to full network models. Comput. Mech. 57(5), 859–865 (2016). https://doi.org/10.1007/s00466-016-1265-3. ISSN 01787675
32. Kaliske, M., Heinrich, G.: An extended tube-model for rubber elasticity: statistical-mechanical theory and finite element implementation. Rubber Chem. Technol. 72(4), 602–632 (1999)
33. Katz, J.R.: Röntgenspektrogramme von Kautschuk bei verschiedenen Dehnungsgraden. Eine neue Untersuchungsmethode für Kautschuk und seine Dehnbarkeit. Chem. Ztg 49, 353 (1925)
34. Kochenderfer, M.J., Wheeler, T.A.: Algorithms for Optimization. The MIT Press, Cambridge (2019). ISBN 9780262039420
35. Kroon, M.: A constitutive model for strain-crystallising rubber-like materials. Mech. Mater. 42(9), 873–885 (2010)
36. Le Cam, J.-B.: Strain-induced crystallization in rubber: a new measurement technique. Strain 54(1), e12256 (2018)
37. Le Cam, J.-B., Albouy, P.-A., Charles, S.: Strain-induced crystallization in rubber: a new measurement technique. Rev. Sci. Instrum. (2020). https://doi.org/10.1063/1.5141851
38. Lion, A.: Thermomechanik von Elastomeren. Berichte des Instituts für Mechanik der Universität Kassel (Bericht 1/2000), (2000). ISBN 3-89792-023-9
39. Lion, A., Johlitz, M.: A thermodynamic approach to model the caloric properties of semicrystalline polymers. Continuum Mech. Thermodyn. 28(3), 799–819 (2015). https://doi.org/10.1007/s00161-015-0415-8. ISSN 09351175
40. Lion, A., Diercks, N., Caillard, J.: On the directional approach in constitutive modelling: a general thermomechanical framework and exact solutions for Mooney-Rivlin type elasticity in each direction. Int. J. Solids Struct. 50(14–15), 2518–2526 (2013). https://doi.org/10.1016/j.ijsolstr.2013.04.002. ISSN 0032-3861
41. Lion, A., Dippel, B., Liebl, C.: Thermomechanical material modelling based on a hybrid free energy density depending on pressure, isochoric deformation and temperature. Int. J. Solids Struct. 51(3–4), 729–739 (2014). https://doi.org/10.1016/j.ijsolstr.2013.10.036. ISSN 0032-3861
42. Loos, K., Aydogdu, A.B., Lion, A., Johlitz, M., Calipel, J.: Strain-induced crystallisation in natural rubber: a thermodynamically consistent model of the material behaviour using a multiphase approach. Continuum Mech. Thermodyn. 32(2), 501–526 (2020). https://doi.org/10.1007/s00161-019-00859-y
43. Lorenz, H., Klüppel, M.: Microstructure-based modelling of arbitrary deformation histories of filler-reinforced elastomers. J. Mech. Phys. Solids 60(11), 1842–1861 (2012)
44. Lorenz, H., Freund, M., Juhrle, D., Illeman, J., Klüppel, M.: Constitutive generalization of a microstructure-based model for filled elastomers. Macromol. Theory Simul. 20(2), 110–123 (2011)
45. Marckmann, G., Verron, E.: Comparison of hyperelastic models for rubberlike materials. Rubber Chem. Technol. 79, 835–858 (2006)
46. Menczel, J., Jaffe, M.: How did we find the rigid amorphous phase? J. Therm. Anal. Calorim. 89(2), 357–362 (2007)
47. Menczel, J., Wunderlich, B.: Phase transitions in mesophase macromolecules. I. Novel behavior in the vitrification of poly (ethylene terephthalate-co-p-oxybenzoate). J. Polym. Sci. Polym. Phys. Ed. 18(6), 1433–1438 (1980)
48. Miehe, C.: Entropic viscoelasticity at finite strains. Aspects of the formulation and numerical implementation. Comput. Methods Appl. Mech. Eng. 120(3–4), 243–269 (1995). https://doi.org/10.1016/0045-7825(94)90057-T. ISSN 00457825
49. Miehe, C., Göktepe, S.: A micro-macro approach to rubber-like materials part II: the micro-sphere model of finite rubber viscoelasticity. J. Mech. Phys. Solids 53(10), 2231–2258 (2005)
50. Miehe, C., Göktepe, S., Lulei, F.: A micro-macro approach to rubber-like materials – part I: the non-affine micro-sphere model of rubber elasticity. J. Mech. Phys. Solids 52(11), 2617–2660 (2004)
51. Mistry, S.J., Govindjee, S.: A micro-mechanically based continuum model for strain–induced crystallization in natural rubber. Int. J. Solids Struct. 51(2), 530–539 (2014)
52. Mitchell, G.R.: A wide-angle X-ray study of the development of molecular orientation in crosslinked natural rubber. Polymer 11, 1562–1572 (1970). https://doi.org/10.1016/0032-8834(70)90148-4. ISSN 0032-8834
53. Nataf, A., Dal, H., Keip, M.-A.A., Miehe, C.: An affine microsphere approach to modeling strain-induced crystallization in rubbery polymers. Continuum Mech. Thermodyn. 30(3), 485–507 (2018). https://doi.org/10.1007/s00161-017-0612-8. ISSN 09351175
54. Rastak, R., Linder, C.: A non-affine micro-macro approach to strain-crystallizing rubber-like materials. J. Mech. Phys. Solids 111, 67–99 (2018)
55. Rault, J., Marchal, J., Judeinstein, P., Albouy, P.-A.: Chain orientation in natural rubber, Part II: 2H-NMR study. Eur. Phys. J. E 21(3), 243–261 (2006). https://doi.org/10.1140/epje/i2006-10064-6. ISSN 12928941
56. Rublon, P.: Etude expérimentale multi-échelle de la propagation de fissure de fatigue dans le caoutchouc naturel. p. 244, (2013)
57. Sotta, P., Albouy, P.-A.: Strain-induced crystallization in natural rubber: Flory’s theory revisited. Macromolecules (2020). https://doi.org/10.1021/acs.macromol.0c00515
58. Thien-Nga, L., Guilie, J., Le Tallec, P.: Thermodynamic model for strain-induced crystallisation in rubber. In European Congress on Computational Methods in Applied Sciences and Engineering (ECCOMAS 2012), Austria, pp. 10–14, (2012). URL https://imechanica.org/files/constitutive-guilie-thien-letallec.pdf
59. Toki, S.: The effect of strain-induced crystallization (SIC) on the physical properties of natural rubber (NR). Chemistry, Manufacture and Applications of Natural Rubber, pp. 135–167. Elsevier, Amsterdam (2014)
60. Toki, S., Sics, I., Hsiao, B.S., Tosaka, M., Poompradub, S., Ikeda, Y., Kohjiya, S.: Probing the nature of strain-induced crystallization in polyisoprene rubber by combined thermomechanical and in situ X-ray diffraction techniques. Macromolecules 38(16), 7064–7073 (2005)
61. Trelbski, S., Albouy, P.-A., Rault, J.: Crystallization and melting processes in vulcanized stretched natural rubber. Macromolecules 36(20), 7624–7639 (2003). https://doi.org/10.1021/ma030224c. ISSN 00249297
62. Verron, E.: Questioning numerical integration methods for microsphere (and microplane) constitutive equations. Mech. Mater. 89, 216–228 (2015). https://doi.org/10.1016/j.mechmat.2015.06.013. ISSN 01676636
63. Williams, M.L., Landel, R.F., Ferry, J.D.: The temperature dependence of relaxation mechanisms in amorphous polymers and other glass-forming liquids. J. Am. Chem. Soc. 77(14), 3701–3707 (1955)
64. Wunderlich, B.: Reversible crystallization and the rigid-amorphous phase in semicrystalline macromolecules. Prog. Polym. Sci. 28(3), 383–450 (2003)
65. Yeoh, O.H.: Some forms of the strain energy function for rubber. Rubber Chem. Technol. 66(5), 754–771 (1993)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.