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Abstract We extract the individual contributions from $u$ and $d$ quarks to the Dirac and Pauli form factors of the proton, after a critical examination of the available measurements of electromagnetic nucleon form factors. From this data we determine generalized parton distributions for valence quarks, assuming a particular form for their functional dependence. The result allows us to study various aspects of nucleon structure in the valence region. In particular, we evaluate Ji's sum rule and estimate the total angular momentum carried by valence quarks at the scale $\mu = 2$ GeV to be $J^u_v = 0.230^{+0.009}_{-0.029}$ and $J^d_v = -0.004^{+0.010}_{-0.016}$.

1 Introduction

Together with parton distributions, electromagnetic form factors are among the most important quantities that provide information about the internal structure of the nucleon. Their experimental determination has entered the realm of precision physics. Generalized parton distributions (GPDs) combine and enlarge the different types of information contained in ordinary parton densities (PDFs) and form factors, but they remain much less well known experimentally. After pioneering measurements at DESY and Jefferson Lab, the upcoming energy upgrade at Jefferson Lab will significantly advance the determination of GPDs in the valence quark region, whereas measurements at COMPASS will explore the region of sea quarks and gluons with momentum fractions between $10^{-2}$ and $10^{-1}$. For reviews of the many facets of GPDs we refer to [1–4].

GPDs can be extracted from hard exclusive processes like deeply virtual Compton scattering and meson production. In complement, one can constrain the GPDs for valence quarks indirectly via the sum rules that connect them with electromagnetic form factors. This requires an ansatz for the functional form of the GPDs and in this sense is intrinsically model dependent, but on the other hand it can reach values of the invariant momentum transfer $t$ much larger than what can conceivably be measured in hard exclusive scattering. We performed such an indirect determination some time ago [5]. Since then, there have been significant improvements in the experimental determination of the electromagnetic form factors, and we find it timely to investigate how this progress impacts on the extraction of GPDs and of important quantities such as the total angular momentum carried by quarks in the proton. This is the purpose of the present work.

In Sect. 2 we briefly recall some essentials about form factors and GPDs and introduce our notation. A critical discussion of the form factor data used in our analysis is given in Sect. 3, where we also provide a simple and precise parameterization of the selected data. In Sect. 4 we estimate the contribution of strange quarks to the form factors. Section 5 describes how we combine the experimental results on proton and neutron form factors in order to extract Dirac and Pauli form factors for individual quark flavors, which are most closely connected with GPDs. Our fit of the GPDs to the form factor data, including a number of variants that allow us to investigate systematic uncertainties, is described in Sects. 6 and 7. In particular, we evaluate Ji’s sum rule and thus obtain an estimate for the total angular momentum carried by $u$ and by $d$ quarks minus the corresponding contribution from antiquarks. Using our extracted GPDs, we explore in Sect. 8 a number of further connections, namely the axial form factor, wide-angle Compton scattering, chromodynamic lensing and GPDs at nonzero skewness. We summarize our findings in Sect. 9 and list various numerical results in two appendices.
2 Basics and notation

To begin with, let us recall some basics about the electromagnetic form factors of the nucleon. Experimental results are typically expressed in terms of the Sachs form factors \( G_M^q(t), G_E^q(t), \) and \( G_{M,n}^a(t), G_{E,n}^a(t) \), where \( t \) is the squared momentum transfer to the proton. Several measurements determine the ratio of electric and magnetic form factors, which is commonly written as

\[
R^i(t) = \frac{\mu_i G_E^i(t)}{G_M^i(t)}
\]

where \( i = p, n \) for the proton and the neutron. The magnetic moments \( \mu_p \) and \( \mu_n \) normalize this ratio to unity at \( t = 0 \).

For convenience the magnetic form factors are often divided by the conventional dipole form

\[
G_{dipole}^i(t) = \frac{\mu_i}{[1 - t/(0.71 \text{ GeV}^2)]^2}
\]

with \( i = p, n \). Plotting this ratio allows one to discern details in the data over a wide range of \( t \), since the ratios \( G_M^i / G_{dipole}^i \) show only a mild variation, unlike the form factors themselves.

The Dirac and Pauli form factors, \( F_1^i \) and \( F_2^i \), are related to the Sachs form factors by

\[
G_M^i = F_1^i + F_2^i, \quad G_E^i = F_1^i + \frac{t}{4m^2} F_2^i,
\]

where \( m \) is the nucleon mass and again \( i = p, n \). One can further decompose

\[
F_1^i = e_u F_1^u + e_d F_1^d + e_s F_1^s, \quad F_2^i = e_u F_2^u + e_d F_2^d + e_s F_2^s,
\]

where \( F_1^q \) denotes the contribution from quark flavor \( q \) to the form factor \( F_1^p \) of the proton. Here \( i = 1, 2 \) and \( e_q \) is the electric charge of the quark in units of the positron charge. It is instructive to rewrite (4) as

\[
2F_1^u + F_2^u = F_1^d - F_2^d, \quad 2F_2^u + F_1^u = F_1^d - F_2^d.
\]

To the extent that the strangeness contributions \( F_1^s \) and \( F_2^s \) can be neglected, one can hence reconstruct the form factors for \( u \) and \( d \) quarks from the electromagnetic form factors alone. We will return to the issue of strangeness form factors in Sect. 4. For brevity we will refer to the set of \( F_1^i \) as “flavor form factors” in this work. We will also use self-explaining abbreviations

\[
F_1^{u-d} = F_1^u - F_1^d, \quad F_1^{u+d} = F_1^u + F_1^d
\]

etc. for linear combinations of these form factors.

The flavor form factors can be written in terms of GPDs at zero skewness. For each quark flavor we have the sum rules

\[
F_1^q(t) = \int_0^1 dx H_1^q(x, t), \quad F_2^q(t) = \int_0^1 dx E_1^q(x, t)
\]

with

\[
\begin{align*}
H_1^q(x, t) &= H_1^q(x, 0, t) + H_1^q(-x, 0, t), \\
E_1^q(x, t) &= E_1^q(x, 0, t) + E_1^q(-x, 0, t),
\end{align*}
\]

where \( H_1^q(x, \xi, t) \) and \( E_1^q(x, \xi, t) \) denote the proton GPDs for unpolarized quarks of flavor \( q \) in the standard notation [2]. The combinations (8) correspond to the difference of quarks and antiquarks (as it must be for the electromagnetic form factors) and in this sense can be called “valence GPDs”. For positive \( x \) one recovers the usual quark and antiquark densities as \( H_1^q(x, 0, 0) = q(x) \) and \( H_1^q(-x, 0, 0) = -\bar{q}(x) \).

We will also need the combination

\[
\tilde{H}_1^q(x, t) = \tilde{H}_1^q(x, 0, t) - \tilde{H}_1^q(-x, 0, t)
\]

for the difference of longitudinally polarized quarks and antiquarks, as well as the antiquark distributions

\[
\begin{align*}
H_1^q(x, t) &= -H_1^q(-x, 0, t), \\
E_1^q(x, t) &= -E_1^q(-x, 0, t), \\
\tilde{H}_1^q(x, t) &= \tilde{H}_1^q(-x, 0, t).
\end{align*}
\]

With these definitions, the isovector axial form factor of the nucleon can be written as

\[
F_A(t) = \int_0^1 dx \left[ \tilde{H}_1^u(x, t) - \tilde{H}_1^d(x, t) \right] + 2 \int_0^1 dx \left[ \tilde{H}_1^s(x, t) - \tilde{H}_1^s(x, t) \right].
\]

The sea quark contribution does not drop out in this sum rule since the axial form factor has positive charge parity and thus corresponds to the sum and not the difference of quark and antiquark contributions. The value of \( F_A \) at \( t = 0 \), the axial charge, is well known from \( \beta \)-decay experiments.

3 Data selection

The determination of the electromagnetic nucleon form factors has not only a long history but remains at the forefront of experimental research. With quoted uncertainties typically in the percent region, the consistency between different measurements and the control of the theory underlying them
have become nontrivial issues, as we shall see. In this section we discuss the selection of data used in our subsequent analysis and point out open problems and discrepancies between data sets. Earlier overviews and discussions of form factor data can be found in [6–8], and for $G_E^n$ also in [27].

A synopsis of the default data set that we use in later sections is given in Table 1. Several of these data do not have separated statistical and systematic errors. To have a uniform treatment, we add those errors in quadrature for the data sets where they are available.

### 3.1 Proton form factors

One of the main observables for the extraction of the proton form factors is the unpolarized elastic $ep$ cross section, from which $G_M^p$ and $G_E^p$ may be obtained by a Rosenbluth separation. About a decade ago it has become evident that the effects of two-photon exchange are substantial in this extraction method [37], especially for $G_E^p$ but at the precision level also for $G_M^p$. Two-photon exchange must hence be described accurately, which is nontrivial because it involves the proton structure in a way that is even more complex than for the one-photon exchange term from which one wants to extract the form factors. For a review of this subject we refer to [38].

A second method uses the correlation between the polarizations of the beam electron and either the proton target or the scattered proton, i.e. the processes $p(e, e'p)$ or $p(e, e'p)$. This is typically found to be less sensitive to two-photon effects. However, it gives access only to the ratio $R_p$, so that information from the $ep$ cross section remains indispensable for the separate determination of $G_M^p$ and $G_E^p$.

There exist several global analyses that combine Rosenbluth separation and polarization data, plus in some cases the ratio of $e^+p$ and $e^-p$ cross sections. Most of them include a parameterization of two-photon exchange terms, whose parameters are fitted to data. This approach has been taken e.g. in [39–42]. By contrast, the analysis in [9] uses two-photon exchange terms calculated in dynamical models, including an estimate of their uncertainties. A comparative discussion of the different methods can be found in [41].

For our data set we use the $G_M^p$ results from the analysis [9] of Arrington, Melnitchouk and Tjon (hereafter referred to as AMT 07). This set covers the $t$ range from 0.007 to 31.2 GeV$^2$. We omit the two data points with the lowest $t$ values, which have huge errors and would not affect any of our fits (but spoil the legibility of plots), and remain with data in the range from 0.017 to 31.2 GeV$^2$.

A comparison of the results for $G_M^p$ extracted in [9, 39, 42] is shown in Fig. 1, as well as two fits proposed in [40]. Here and in the following we plot form factors and their ratios against $\sqrt{-t}$ rather than against the more common variable $-t$, which permits a clearer view of the data at low $t$, where the density of measurements is highest. We observe that the error bars of AMT 07 are significantly smaller than those of [39] and [42], which reflects that in [39, 42] the size of two-photon exchange effects was fitted to the data rather than provided as an external, albeit model dependent, estimate.

### Table 1

Overview of our default data set. More information about the data on $R^p$, $G_M^n$, and $R^n$ is given in Tables 2, 3 and 4.

| $-t$ [GeV$^2$] | References |
|----------------|------------|
| $G_M^p$       | 0.017–31.2  | [9]         |
| $R^p$         | 0.069–0.138 | [9]         |
| $G_M^n$       | 0.246–8.49  | [10–19]     |
| $G_M^n$       | 0.071–0.235 | [20, 21]    |
| $G_E^p$       | 0.1–4.77    | [22–24]     |
| $R^n$         | 0.142–3.41  | [25–34]     |
| $G_E^n$       | 0.0389–1.644| [35]        |
| $r^2_{En}$    | 0           | [36]        |

![Fig. 1](image_url) Data for $G_M^p$ from the global analyses AMT 07 [9], Arrington 05 [39] and Qattan 12 [42], along with two fits from the global analysis by Alberico et al. [40]. The form factor is divided by the dipole parameterization (2).
input. Given the good agreement between AMT 07 and the other analyses, including the central fit curves of [40], we think that the AMT 07 data may be taken as a representative of the current best knowledge of $G_M^p$. We will later cross check our results by using instead the values for $G_M^p$ obtained in [39] (Arrington 05), see Sect. 6.4.

Let us now turn to the electric proton form factor. Rather than the values from the above global fits, we select in this case results for the ratio $R^p$ measured with the recoil polarization method or with a polarized proton target, i.e. with $p(e, e' p)$ or $p(e, e' p)$. The recoil polarization data cover a range of $-t$ from 0.246 to 8.49 GeV$^2$, and the polarized proton data from 0.162 to 1.51 GeV$^2$. To have some coverage at lower $-t$, we use in addition the values of $R^p$ with $-t = 0.069, 0.098$ and 0.138 GeV$^2$ from the analysis of AMT 07 [9].

An overview of the data sets is given in Table 2, and the corresponding values of $R^p$ are shown in Fig. 2. We see that for $\sqrt{-t}$ between 0.5 and 0.9 GeV the recent data from JLab Hall A (Paolone 10, Ron 11 and Zhan 11) show a clear systematic discrepancy with earlier data. Let us emphasize that this discrepancy concerns not only the polarized target data from MIT Bates (Crawford 07) but also the two data points of the Hall A recoil polarization measurement of Punjabi 05 in this $t$ range, as well as older recoil polarization data (which have, however, relatively large errors). We also note a discrepancy at $\sqrt{-t} \approx 1.2$ GeV between polarized target data (Jones 06) and recoil polarization (Punjabi 05), which is, however, less significant at the scale of the errors. To the best of our knowledge, the origin of these discrepancies is currently not understood. We sincerely hope that future investigations will clarify the experimental situation, which is quite unsatisfactory as it stands.

Including all of the above data in least-square fits would not be useful in our opinion, since without modifications this fitting method is not designed to cope with manifestly inconsistent data sets. Lacking better criteria, we have chosen to include the more recent measurements in our default data set, which is composed of all recoil polarization data in Table 2 and the three points of AMT 07 mentioned above. Note that this set still includes a tension in the data, since we have not removed the two points of Punjabi 05 with $\sqrt{-t}$ below 0.9 GeV. In Sect. 6.4 we will investigate as an alternative the data set obtained by removing the measurements of Paolone 10, Ron 11 and Zhan 11 and by adding the polarized target data of Jones 06 and Crawford 07.

### 3.2 Neutron form factors

The magnetic form factor of the neutron can be determined from the cross section ratio of the quasi-elastic processes $d(e, e'n)$ and $d(e, e' p)$, and also from scattering polarized electrons on polarized $^3$He. The relevant data sets are listed in Table 3 and shown in Fig. 3. We do not use results of the MIT Bates measurement [48, 49] of $^3$He($e, e'$), which has rather large errors and would not influence our analysis.

Looking at the deuterium measurements at $\sqrt{-t}$ just below 1 GeV, we observe an abrupt change between the data of Anklin 98 and Kubon 02 on one hand and the Hall B data (Lachniet 09) on the other. We do not consider this a physically plausible behavior and suspect a consistency problem between these measurements (which were using the same process), but we have not found any discussion of this issue in the literature. We also observe that the two data points of Anklin 98 for $\sqrt{-t}$ between 0.7 and 0.8 GeV are systematically higher than the data of Anderson 07, which connect smoothly with those of Hall B. Since the Anderson 07 points are extracted from $^3$He and thus have entirely different theoretical and systematic uncertainties than the Hall B measurement, we consider this as a strong argument in favor of the more recent data. We hence decided to discard

### Table 2 Measurements of $R^p$ obtained with recoil polarization or with a polarized target (last two rows)

| Process | $-t$ [GeV$^2$] | Reference | Facility | Remarks |
|---------|----------------|-----------|----------|---------|
| $p(e, e' p)$ | 0.38–0.50 | Milbrath 99 | MIT Bates | |
| | 0.373–0.441 | Pospischil 01 | MAMI A1 | |
| | 0.32–1.76 | Gayou 01 | JLab Hall A | |
| | 3.50–5.54 | Gayou 02 | JLab Hall A | |
| | 0.49–3.47 | Punjabi 05 | JLab Hall A | |
| | 1.13 | MacLachlan 06 | JLab Hall C | |
| | 5.17–8.49 | Puckett 10 | JLab Hall C | |
| | 0.8, 1.3 | Paolone 10 | JLab Hall A | |
| | 0.246–0.474 | Ron 11 | JLab Hall A | updates [43] |
| | 0.298–0.695 | Zhan 11 | JLab Hall A | |
| $p(e, e' p)$ | 1.51 | Jones 06 | JLab Hall C | |
| | 0.162–0.591 | Crawford 07 | MIT Bates | |
Table 3  Data sets for the determination of $G_M^n$

| Process                  | $-t$ [GeV$^2$] | Reference     | Facility      | Remarks            |
|--------------------------|----------------|---------------|---------------|--------------------|
| $d(e, e'n), d(e, e'p)$  | 0.111          | Anklin 94     | NIKHEF, PSI   |                    |
|                          | 0.235–0.784    | Anklin 98     | MAMI, PSI     | used partially     |
|                          | 0.071–0.894    | Kubon 02      | MAMI, PSI     | used partially     |
| $^{3}\text{He}(e, e')$  | 0.1–0.6        | Anderson 07   | JLab Hall A   | updates [46, 47]   |

![Fig. 2](image1.png)

Fig. 2  Results for $R^n$ from the data sets in Table 2. The polarized target data (empty white squares or diamonds) are not used in our default data set. Inner error bars indicate statistical uncertainties when those are given separately.

![Fig. 3](image2.png)

Fig. 3  Data for $G_M^n$ divided by the dipole parameterization (2). The data points with open triangles (Anklin 98 and Kubon 02) are not used in our fits. Inner error bars indicate statistical uncertainties.

We remark that the global fit by Kelly [50] used the full data sets of Anklin 98 and Kubon 02, whereas the results of Anderson 07 and Lachniet 09 were not available at the time of that fit. As a consequence, the Kelly parameterization for $G_M^n$ faithfully reproduces the older data but is in clear conflict with the newer ones, as seen in Fig. 3.

The electric neutron form factor $G_E^n$ has been extracted from a series of polarization measurements using deuterium or $^{3}\text{He}$, which are compiled in Table 4. In the approximation of vanishing final state interactions, these experiments directly measure $G_E^n/G_M^n$ and obtain $G_E^n$ by using a value for $G_M^n$ as external input. This is problematic since the used values are not always in good agreement with the current experimental determination of $G_M^n$, especially if they are computed from the dipole parameterization (2) or from the Kelly parameterization [50]. To circumvent this bias, we use $R^n$ as input for our data selection; values of $G_E^n$ then result from our selection and analysis of the $G_M^n$ data. The papers [27, 31, 34] directly quote results for $R^n$, whereas in the other cases we have calculated $R^n$ from the quoted results for $G_E^n$, using the $G_M^n$ values and their errors as specified in the experimental papers. The resulting values and errors of $R^n$ are given in Appendix A for reference.
Table 4  Data sets for the determination of the neutron form factor ratio $R^n$

| Process | $-t$ [GeV$^2$] | Reference | Facility | Remarks |
|---------|----------------|-----------|----------|---------|
| $d(e, e'n)p$ | 0.15, 0.34 | Herberg 99 [25] | MAMI A1 | |
|           | 0.3–0.79   | Glazier 05 [26] | MAMI A1 | updates [51] |
|           | 0.447–1.45 | Plaster 06 [27] | Jlab Hall C | updates [52] |
| $d(e, en)p$ | 0.21 | Passchier 99 [28] | NIKHEF | |
|           | 0.495 | Zhu 01 [29] | JLab Hall C | |
|           | 0.5, 1.0 | Warren 04 [30] | JLab Hall C | |
|           | 0.142–0.415 | Geis 08 [31] | MIT Bates | |
| $^3He(e, e'n)$ | 0.67 | Bermuth 03 [32] | MAMI A1 updates [53] | |
|           | 0.35 | Rohe 05 [33] | MAMI A3 updates [54, 55] | |
|           | 1.72–3.41 | Riordan 10 [34] | JLab Hall A | |

As an independent source of information we take the values of $G^n_E$ extracted from the deuteron quadrupole form factor in Schiavilla 01 [35], which uses as input the measurement of the polarization observable $t_{20}$ and provides data points with $-t$ from 0.0389 to 1.644 GeV$^2$. These data have relatively large errors and are shown in Fig. 7 below. Taking the fit for $G^n_M$ that will be described in Sect. 3.4, we can compute $R^n$ from these data. As can be seen in Fig. 4, the result agrees well with $R^n$ extracted from the measurements in Table 4.

We note that the smallest value of $\sqrt{-t}$ for which we have a precise determination of $R^n$ (from Herberg 99 and Geis 08) is about 0.4 GeV. It is therefore highly welcome that entirely independent information about the small-$t$ behavior of $G^n_E$ is provided by the squared charge radius of the neutron, which is defined by

$$r^2_{nE} = 6 \frac{dG^n_E}{d\sqrt{-t}} \bigg|_{t=0}$$  (12)

and can be measured in scattering a neutron beam off the shell electrons in a nuclear target. We use the value quoted in the 2012 Review of Particle Physics [36],

$$r^2_{nE} = -(0.1161 \pm 0.0022) \text{ fm}^2,$$  (13)

which has been stable since its first listing in the 2002 edition of the same review. In principle we might have also included in our data selection the electric charge radius of the proton as determined from atomic physics, but the present controversy concerning the value of this radius prevented us from following this path. We will briefly discuss this in Sect. 6.5.

3.3 A note on the dipole parameterization

When plotting $G^n_p$ and $G^n_M$ we follow common practice and divide by the dipole parameterization

$$F(t) = \frac{F(0)}{\left(1 - t/M^2_{\text{dip}}\right)^2}$$  (14)

of these form factors. As already emphasized, this is a matter of pure convenience, with the value $M^2_{\text{dip}} = 0.71$ GeV$^2$ fixed by convention. As is evident from Figs. 1 and 3, neither $G^n_p$ nor $G^n_M$ is particularly well described by this parameterization.

One may ask whether a good description of these form factors can be achieved with a different value of the dipole mass, at least in a certain range of $t$. To investigate this question, we define the effective dipole mass

$$M^2_{\text{eff}}(t) = -\frac{-t}{\sqrt{F(0)/F(t) - 1}},$$  (15)

which is $t$ independent and equal to the dipole mass for a form factor with the shape (14). From the plots of this quantity in Fig. 5 we see that within their currently known precision, neither of the magnetic form factors is well represented.
by a dipole form in any interval that starts at \( t = 0 \). Somewhat amusingly, the dipole law with its conventional mass value approximately describes \( G^n_M \) in the region of \( \sqrt{-t} \) between 1 and 2 GeV, as is already visible in Fig. 3.

### 3.4 A global form factor fit

Although the main goal of our study is the determination of the GPDs \( H^u_q \) and \( E^d_q \) from the form factors with the help of the sum rules (7) (see Sect. 6), there is some interest in having a simple parameterization of the form factor data. This parameterization can serve as a baseline for comparison with our GPD fits, for the interpolation of data or for the convenient evaluation of cross sections. An example for the latter is the evaluation of the Bethe–Heitler process, which plays a special role in connection with deeply virtual Compton scattering.

We find that a good representation of the data is possible if we represent the form factor combinations (5) as the product of two fractional power laws:

\[
F^{q,s}_i(t) = \frac{F^{q,s}_i(0)}{(1 - a_{iq} t^{1/p_{iq}})(1 - b_{iq} t/q_{iq})^{q_{iq}}} \tag{16}
\]

with \( q = u, d \) and \( i = 1, 2 \). This ansatz makes no assumption about the size of the strangeness contributions, but if they are neglected, then (16) directly parameterizes the flavor form factors \( F^u_i \) and \( F^d_i \). The sum \( a_{iq} + b_{iq} \) is equal to the logarithmic derivative of \( F^{q,s}_i \) at \( t = 0 \). We note in passing that one has \((1 - at/p)^{-q} \rightarrow \exp(at)\) for \( p \rightarrow \infty \)

At variance with other approaches, we do not impose the asymptotic behavior \( F^q_i \sim 1/t^2 \) or \( F^q_2 \sim 1/t^3 \) that is predicted by dimensional counting. This is in line with the physical assumption behind our GPD fit discussed later, namely that the hard-scattering mechanism that gives rise to dimensional counting behavior is not relevant for the electromagnetic form factors in the \( t \) region where there is data. In this spirit, our global fit aims at describing the existing data and at extrapolating them over a limited range, but it has no ambition to describe the form factors in an asymptotic regime of large \( t \).

A fit to our default set of form factor data, including the squared neutron charge radius, provides the parameters compiled in Table 5. The corresponding values of \( \chi^2_{\text{min}} \) are listed in Table 6. With the exception of \( q_{1u} - p_{1u} \) the differences \( q_{iq} - p_{iq} \) of powers were kept fixed in order to obtain a stable \( \chi^2 \) fit, their values have been optimized by varying them in steps of 0.5 and monitoring the change of \( \chi^2_{\text{min}} \) for the individual form factors, so as to achieve a uniformly good description of all observables as much as possible.

In terms of \( \chi^2 \) the fit is very good as Table 6 reveals, with the minimal \( \chi^2 \) being always smaller than the number of data points. Plots comparing the fit with data are shown in Sect. 6.3. With a total of 16 parameters and the ansatz (16) we can thus obtain an excellent description of all the form factor data we have selected. The low \( \chi^2 \) of our fit

![Fig. 5](image_url)

**Fig. 5** Effective dipole masses as defined in (15) for \( G^p_M \) and \( G^n_M \), evaluated from our data set

**Table 5** The parameters of the global fit (16) to our default data set. Parameters without quoted errors are kept fixed in the fit.

|         | \( a_{iq} + b_{iq} \)   | \( b_{iq} \)   | \( p_{iq} \)   | \( q_{iq} - p_{iq} \) |
|---------|------------------------|---------------|---------------|------------------------|
| \( F^u_{1-s} \) | 3.116 ± 0.102          | 1.122 ± 0.101 | 0.347 ± 0.061 | 1.527 ± 0.110          |
| \( F^u_{2-s} \) | 1.84 ± 0.103           | 1.638 ± 0.242 | 0.278 ± 0.119 | 3.5                    |
| \( F^d_{1-s} \) | 3.192 ± 0.060          | 0.122 ± 0.034 | 1.812 ± 0.110 | 2.5                    |
| \( F^d_{2-s} \) | 3.478 ± 0.149          | 1.649 ± 0.250 | 0.296 ± 0.100 | 2.5                    |
Table 6  Total and partial values of \(\chi^2_{\text{min}}\) for the global power law fit specified by (16) and the parameters in Table 5. For \(G^p_M\) the first value is for the data with \(-t < 10\text{ GeV}^2\) and the second value for \(-t > 10\text{ GeV}^2\).

| \(\chi^2_{\text{min}}\)   | \(G^p_M \)  | \(R^p\)  | \(G^n_M\)  | \(R^n\)  | \(G^n_E\)  | \(\chi^2_{nE}\) |
|--------------------------|-------------|----------|-------------|----------|-------------|-----------------|
| Total points             | 178         | 48       | 6           | 54       | 36          | 21              |
| \(\chi^2_{\text{min}}\) | 122.3       | 28.8     | 1.8         | 52.7     | 20.4        | 15.3            |
| data points              |             |          |             |          |             |                 |

does not imply that we have over-parameterized the data: as explained earlier, systematic uncertainties are included in the errors on the form factor data, so that their statistical point-to-point fluctuations are not as large as suggested by the errors. We note that a simpler fit with all \(q_i q - p_i q\) set to zero give still a rather good description of the data, with a global \(\chi^2_{\text{min}} = 182.9\). It does, however, systematically overshoot the very precise \(G^p_M\) data for \(-t\) below 1 GeV^2 and correspondingly has a large partial \(\chi^2_{\text{min}} = 73.4\) for the 48 data points of \(G^p_M\) with \(-t < 10\) GeV^2.

Since we have a complete set of Sachs form factor data only up to \(-t = 3.41\) GeV^2, the individual flavor form factors of our global power law fit can only be considered reliable up to this \(t\) value. On the other extreme, we have data only for \(G^p_M\) in the range 8.5 GeV^2 < \(-t\) < 31.2 GeV^2. In this range \(F^{u-s}_1\) as given by our fit contributes more than 70% to \(G^p_M\) compared with the other flavor form factors. The same is true for the default GPD fit to be discussed in Sect. 6.3. The results of these two fits differ by at most 17% for all \(-t < 31.2\) GeV^2. In this sense, we may regard our fit for \(F^p_1\) as reasonably reliable over this \(t\) range.

4 Strangeness

Although virtual \(s\bar{s}\) pairs may not be rare in the proton, the strangeness form factors \(F^p_1(t)\) and \(F^p_2(t)\) are expected to be small, because they describe the difference between the distributions of strange quarks and antiquarks. This is evident from the corresponding sum rules (7) and should not be surprising because the electromagnetic current probes the local excess of quarks over antiquarks (or of antiquarks over quarks).

Since the proton has no net strangeness, the strange PDFs satisfy

\[
\int_0^1 \text{d}x \left[ s(x) - \bar{s}(x) \right] = 0 \tag{17}
\]

and the strange Dirac form factor is normalized as

\[
F^p_1(0) = 0. \tag{18}
\]

By contrast, the strange Pauli form factor at \(t = 0\) is equal to the strangeness magnetic moment, \(F^p_2(0) = \mu_s\), and can be nonzero.

In recent years there has been an enormous activity to determine the strangeness form factors \(G^p_M\) and \(G^n_E\) from parity violating elastic scattering, see e.g. [56–63]. Despite this effort it is not yet clear whether or not the strange form factors are significantly nonzero, as can be seen in Fig. 6. Likewise, recent global fits of parton densities [64, 65] do not provide unambiguous evidence for a nonzero difference \(s(x) - \bar{s}(x)\). While the MSTW 2008 result [64] for this quantity is compatible with zero within errors, this is not the case for the analysis of NNPDF 2.2 [65]. Lattice QCD results [66–70] have much smaller errors than the form factor mea-
measurements and the PDF analyses. Several lattice determinations obtain a nonzero value of $\mu_s$ (see below), but $G_M$ and $G_E$ at finite $t$ are typically compatible with zero within uncertainties, as shown in Fig. 6.

For an estimate of the strangeness contributions we therefore take recourse to a model. Following our previous work [71] we parameterize the GPD $H_0^s$ in similar way as the $u$ and $d$ quark GPDs in [5] and in the present paper:

$$H_0^s(x,t) = \left[ s(x) - \bar{s}(x) \right] \times \exp\left[ t\alpha_s^m(1 - x) \log(1/x) \right]. \quad (19)$$

In the exponent we set $\alpha_s^m = 0.95$ GeV$^{-2}$. According to the study in [71], a variation of this value in the range 0.85 GeV$^{-2} < \alpha_s^m < 1.15$ GeV$^{-2}$ would not significantly change our results for $F_1^s$. The PDFs in the ansatz (19) are taken either from MSTW08 [64] or from NNPDF 2.2 [65] and are evaluated at the scale $\mu = 2$ GeV. With the sum rule (7) one can then compute the Dirac form factor $F_1^s$. In the region $-t < 36$ GeV$^2$, the result can be parameterized as

$$F_1^s(t) = \frac{-ct}{(1 - at/p)^p(1 - bt/q)^q} \quad (20)$$

with an accuracy better than 2.5 %, where $p = 2$ and

$$a = 4.54 \text{ GeV}^{-2}, \quad b = 1.79 \text{ GeV}^{-2},$$

$$c = 0.136 \text{ GeV}^{-2}, \quad q = 4.8 \quad (21)$$

for MSTW, whereas $p = 1$ and

$$a = 2.22 \text{ GeV}^{-2}, \quad b = 0.722 \text{ GeV}^{-2},$$

$$c = 0.0244 \text{ GeV}^{-2}, \quad q = 1.92 \quad (22)$$

for NNPDF.

For the strange Pauli form factor a similar parameterization cannot be exploited, because the forward limit of the relevant GPD is completely unknown. We must therefore pursue a different strategy in this case. Lattice simulations quote the following values for the strangeness magnetic moment:

$$\mu_s = -0.046 \pm 0.019 \quad [66],$$

$$= -0.066 \pm 0.026 \quad [68],$$

$$= -0.017 \pm 0.025 \pm 0.007 \quad [70], \quad (23)$$

and we adopt the value $\mu_s = -0.046$ from [66], which is consistent with the other two determinations. There are also estimates of $\mu_s$ from different variants of the constituent quark model. Results obtained before 2000 are typically an order of magnitude larger than the lattice results (23), whereas more recent calculations, e.g. in [72–74], provide results in fair agreement with them.

For the $t$ dependence of $F_2^s$, we adopt a vector meson dominance ansatz. With three poles corresponding to the $\phi(1020)$ meson and its excited states $\phi(1680)$ and $\phi(2170)$ [36] we have

$$F_2^s(t) = \mu_s \sum_{i=1}^{3} \frac{a_i}{m_i^2 - t}. \quad (24)$$

For lack of better knowledge, we require $F_2^s$ to decrease asymptotically like $1/t^2$ as suggested by dimensional counting. Together with the normalization condition at $t = 0$, this gives the constraints

$$\sum_i a_i/m_i^2 = 1, \quad \sum_i a_i = 0, \quad \sum_i a_i \sum_j m_j^2 = 0, \quad \sum_i m_i^2 = 0, \quad (25)$$

which imply

$$a_i = \frac{m_i^2 m_j^2 m_k^2}{\prod_{j \neq i}(m_i^2 - m_j^2)} \quad (26)$$

for the residues. With the mass values from [36] we obtain $a_1 = 2.115 \text{ GeV}^2, a_2 = -4.113 \text{ GeV}^2$ and $a_3 = 1.998 \text{ GeV}^2$. The first parameter is related to the tensor coupling between the $\phi(1020)$ and the nucleon as

$$g_{\phi NN}^T = \mu_s f_1 a_1/m_1. \quad (27)$$

With $f_1 = 13.4$ from the electronic decay width of the $\phi(1020)$ meson, we obtain

$$\left(g_{\phi NN}^T/4\pi\right)^2 = 0.13, \quad (28)$$

which is consistent with a dispersion analysis of nucleon-nucleon scattering [75]. We note in passing that for $-t < 5 \text{ GeV}^2$ our parameterization of $F_2^s$ can be approximated by a dipole form (14) with $M_{dip}^2 = 1.13 \text{ GeV}^2$ with 11 % accuracy.

Combining our models for $F_1^s$ and $F_2^s$ we obtain the Sachs form factors shown in Fig. 6. Both models are consistent with experiment and with lattice results, except for a discrepancy between the MSTW model and the lattice points of Leinweber and Doi at $-t = 0.1 \text{ GeV}^2$. Furthermore, our model results are in good agreement with the data listed in Table 7, except for the A4 measurement, where our

\[\frac{\phi(1020) \text{ and its excited states are necessary to obtain a proper large } t \text{ behavior of the strangeness form factors. This sheds doubt on analyses that obtain the dipole behavior of isosinglet form factors } (G_M + G_E, G_M + G_E) \text{ or } F_1 + F_0 \text{ by a conspiracy of } \omega \text{ and } \phi \text{ exchange without excited states. See also our discussion in Sect. 3.1 of [71].}\]
values are about two standard deviations away from the experimental value. We note that the combination of the lattice results [70] for \( G_M^E \) and \( G_E^t \) at \(-t = 0.1 \) GeV\(^2\) gives \( G_M^E + 0.106G_M^s = 0.0006 \pm 0.0031 \) (if we add errors in quadrature), which is in better agreement with our model results and in tension with the A4 value.

Comparing our strangeness form factors with the power-law fit of \( F_i^{\mu-s} \) and \( F_i^{\mu-s} \) described in Sect. 3.4, we find that the ratios \( |F_i^{\mu} / F_i^{\mu}| \) and \( |F_i^{d} / F_i^{d}| \) are below 6% for \( \sqrt{-t} < 1 \) GeV\(^2\) and below 12% for \( \sqrt{-t} < 2 \) GeV\(^2\). With the interpolated set of flavor form factors described in the next section, we find that our strangeness form factors are at most of the size of the errors on \( F_i^{\mu} \) and \( F_i^{d} \). In this respect the strangeness contribution may be neglected when discussing the flavor decomposition of the form factors, at the present level of accuracy. We will return to the strangeness form factors in Sect. 6.4.

### 5 Interpolated data

#### 5.1 Determination of flavor form factors

The valence quark GPDs \( H_Q^{\text{val}} \) and \( E_V^{\text{val}} \) are constrained by the flavor form factors through the sum rules (7). In order to exploit all available information we will directly fit the GPDs to the data on the Sachs form factors. Nevertheless, we find it useful to extract also the experimental values of the flavor form factors, which may be regarded as the form factor set that is most suitable for an interpretation in terms of quark and antiquark densities. This extraction will allow us to verify whether the different GPDs obtained in a global fit satisfy the sum rules (7) with uniform quality. It can also be used to test simple functional forms for the flavor form factors. This may be of use for lattice QCD studies, which typically require a parameterization of simulation results for the extrapolation to the physical values of parameters. Finally, form factor fits are not guaranteed to reproduce local structures in the data, because the flexibility of the assumed parameterization might be insufficient for the structure in question. By contrast, the directly extracted flavor form factors retain local structures present in the data.

For the determination of the flavor form factors, the four Sachs form factors are needed at the same set of \( t \) values. This is in general not the case for the available data, since each measurement has its own criteria for a suitable choice of bins in \( t \). We therefore need an interpolation procedure. As basic set of \( t \) values we choose those of the electric neutron form factor \( G_E^n \) and of the associated form factor ratio \( R^n \). Compared to the other form factors or ratios, these observables are measured at the smallest number of \( t \) values. In this way we avoid having more interpolated data points for the other observables than are actually measured. We omit a few data points for \( G_E^p \), because there are \( R^p \) measurements at exactly or approximately the same value of \( t \). We thus obtain a basic set of 27 values of \(-t\) between 0.039 and 3.41 GeV\(^2\). For these values we interpolate \( G_M^p \), \( G_M^n \), and \( R^p \) using cubic splines.

In Fig. 7 the resulting interpolated data points are compared to the measured ones. The data on the magnetic form factors of proton and neutron are well represented by the interpolated set. For the ratio \( R^n \) of electric and magnetic proton form factors, we again see the tensions between different measurements for \( \sqrt{-t} \) between 0.6 and 1.0 GeV. Following our discussion in Sect. 3, we use the precise recent Hall A data [17–19] for interpolating \( R^n \), as well as the older Hall A measurement [14] for the high-\( t \) region. We finally check the compatibility between the original data on \( G_M^p \) and on \( R^n \), which are both part of the interpolated form factor set. To this end we take our interpolated values of \( G_M^n \) and compute \( R^n \) when \( G_M^p \) is measured and vice versa. As can be seen in Fig. 7, there is good agreement within the uncertainties.

An interesting observation can be made from the set of interpolated data. We see in Fig. 8 that \( G_M^n < G_M^p \) at low \( t \), as one may expect, whereas with increasing \( \sqrt{-t} \) the ratio \( G_M^n / G_M^p \) increases and becomes of order 1 as \( \sqrt{-t} \) approaches 2 GeV. This finding may be taken as a hint at a zero crossing in the isovector combination \( G_M^p - G_M^n \) of electric form factors.

From the interpolated Sachs form factors we compute the flavor form factors using (3) and (5), where the strangeness

| Table 7 Experimental values and model results for linear combinations of strangeness form factors |
|-----------------------------------------------|------------------|------------------|------------------|------------------|
| Reference | \(-t\) [GeV\(^2\)] | Quantity | Experimental value | Model result |
|-----------|-----------------|----------|-------------------|--------------|
| HAPPEX    | 0.477           | \( G_E^t + 0.392G_M^s \) | 0.014 ± 0.022 | 0.0032        |
| A4        | 0.108           | \( G_E^t + 0.106G_M^s \) | 0.071 ± 0.036 | 0.0057        |
| HAPPEX    | 0.099           | \( G_E^t + 0.080G_M^s \) | 0.030 ± 0.028 | 0.0061        |
| HAPPEX    | 0.109           | \( G_E^t + 0.090G_M^s \) | 0.007 ± 0.013 | 0.0063        |
Fig. 7 Comparison of interpolated (solid diamonds) and measured (open symbols) Sachs form factors and form factor ratios. For $R^p$ the Hall A data of 2005 [14] and of 2010–11 [17–19] have been used in the interpolation. References for the other data are given in Sect. 3.

The errors of the flavor form factors are evaluated from those of the uncorrelated Sachs form factors or form factor ratios with the help of Gaussian error propagation.\(^3\) In the same manner we can compute any combination of the flavor form factors, including its errors.

If one does not wish to neglect these contributions, one can simply re-interpret the form factors $F_i^p$ and $F_i^d$ of this section as $F_i^{p-s}$ and $F_i^{d-s}$, as discussed in Sect. 2.

\(^2\)Contributions are neglected. The errors of the flavor form factors are evaluated from those of the uncorrelated Sachs form factors or form factor ratios with the help of Gaussian error propagation.\(^3\) In the same manner we can compute any combination of the flavor form factors, including its errors.

\(^3\)Strictly speaking, the values of $R^p$ are not independent of the results for $G_E^d$ in the global analysis [9], because that analysis used several of the $R^p$ measurements contained in our data set. Since we have no
pointed out in [5]. We will take up the discussion of the flavour relation to the large-
possibility to take this correlation into account, we treat the data for $R^p$ and $G_M^p$ as uncorrelated.

These properties reflect the normalization of the form factors at $t = 0$,
\begin{align}
F_1^u(0) &= 2, & F_1^d(0) &= 1, \\
F_2^u(0) &= \kappa_u, & F_2^d(0) &= \kappa_d,
\end{align}

where $\kappa_q$ is the contribution of quarks with flavor $q$ to the anomalous magnetic moment of the proton ($\kappa_u = 1.67$ and $\kappa_d = -2.03$ if strangeness is neglected). One may also notice that with increasing $-t$ the ratio $F_2^d/F_1^u$ decreases, while $F_2^d/F_2^u$ stays rather flat (see Fig. 14 below). The decrease of $F_2^d/F_1^u$ was already visible in the flavor form factors extracted from our earlier work, see [76, 77], and its relation to the large-$x$ behavior of the parton densities was pointed out in [5]. We will take up the discussion of the flavor form factors in Sects. 6.3 and 7.1.

In Fig. 9 we also show the flavor form factors obtained with the global power-law fit described in Sect. 3.4, neglecting again the strangeness contributions. Evidently, this fit describes the flavor form factors very well. The results of the fit are also decomposed into the contributions from the individual Sachs form factors to a given flavor form factor. We notice that in the cases of the $d$-quark form factors strong cancelations among the various contributions occur, whereas $F_1^u$ is dominated by the proton form factors, with the neutron form factors providing only small contributions. These observations tell us that the interpolated $F_1^u$ data are quite stable against modifications of the Sachs form factors. The $d$-quark form factors, on the other hand, are rather sensitive to modifications of the data. One may also notice that the contribution to $F_1^u$ from $G_E^n$, which is only measured up to $-t = 3.41$ GeV$^2$, is very small. Therefore, the power-law fit as well as the GPD fits described in Sect. 6 are still reliable at $-t$ above 3.4 GeV$^2$. By contrast, the contributions of $G_E^n$ to the other flavor form factors, in particular those for $d$-quarks, are rather important and, hence, our fits to these form factors are to be taken with due caution at large $t$.

Recently, two extractions of the flavor form factors have been published [42, 78]. The results for $F_1^u$ and $F_2^d$ obtained in [42] are rather similar to ours. The same holds for $F_2^u$, with slightly larger differences. For $-F_2^d$, however, the values in [42] are systematically larger than ours by up to 10% for $-t$ around 1 GeV$^2$ and smaller by a similar amount for $-t$ around 3.2 GeV$^2$. To understand this discrepancy, we note that [42] uses a fit for $G_M^u$ that includes the new Hall B data [23] but also the older data sets Anikin 98 and Kubon 02 [20, 21] that we partially discard for the reasons discussed in Sect. 3.2. As can be seen in Fig. 9, the impact of $G_M^u$ is largest on the $d$-quark form factors; for $F_2^d$ the difference between our values and those of [42] is less visible because the overall errors on it are larger than for $F_2^d$.

Comparing our flavor form factors with those extracted in [78], we find again rather similar values for $F_1^u$ and $F_1^d$. For $F_2^u$, however, the points of [78] are below ours by up to 15% for $-t$ around 1 GeV$^2$, whereas for $-F_2^d$ they are above ours by a similar amount in the same $t$ range. These discrepancies are significant at the scale of the quoted errors in the two analyses. Their main origin is that [78] uses the Kelly parameterization [50] for $G_M^u$ and for the proton form factors. Apart from being in conflict with the Hall B data on $G_M^u$, this parameterization closely follows the older data on $R^p$ and thus lies significantly above the recent Hall A results [17–19] for $-t$ below 1 GeV$^2$. In [78] only the errors of $G_E^n$ and $R^p$ are taken into account while the uncertainties of the Kelly parameterization of the other Sachs form factors are ignored. Therefore the errors of the flavor form factors quoted in [78] are smaller (for $F_2^u$ and $F_2^d$ even substantially smaller) than ours. We finally stress that, in contrast with [42] and [78], we use only data points and no parameterizations to construct our interpolated data set.

5.2 Simple fits to form factors

Lattice QCD studies often require simple parameterizations of form factors for the purpose of interpolation and extrapolation. A representation like the one used in our global power-law fit (16) can normally not be used for this purpose, because it involves four parameters per form factor. We can use our interpolated data set to investigate which functional

Fig. 8 The ratio $G_E^n/G_E^p$, evaluated with our set of interpolated data
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5.2 Simple fits to form factors

Lattice QCD studies often require simple parameterizations of form factors for the purpose of interpolation and extrapolation. A representation like the one used in our global power-law fit (16) can normally not be used for this purpose, because it involves four parameters per form factor. We can use our interpolated data set to investigate which functional

Fig. 8 The ratio $G_E^n/G_E^p$, evaluated with our set of interpolated data
Fig. 9 The flavor combinations of the Dirac form factors, scaled by $|t|$ and plotted versus $\sqrt{-t}$. The individual contributions from the proton (neutron) Sachs form factors, computed from the power-law fit of Sect. 3.4, are shown as magenta dashed (blue dotted) lines. The solid lines represent the sum of the individual contributions (Color figure online)

forms are suitable to describe the electromagnetic form factors. In addition to the dipole form (14), we will consider the general power law

$$F(t) = \frac{F(0)}{(1 - t/M_p^2)^p}$$

(31)

and as a special case also a tripole form, i.e. (31) with $p = 3$. As another extension of the dipole parameterization we consider the product of two single poles,

$$F(t) = \frac{F(0)}{(1 - t/M_a^2)(1 - t/M_b^2)}$$

(32)

A summary of our fits is given in Table 8. For each form factor we fit 27 data points in the range $0.039 \text{ GeV}^2 \leq -t \leq 3.41 \text{ GeV}^2$.

Let us first discuss the Sachs form factors in the isospin basis, i.e. the combinations $G_M^{u-d}$ and $G_E^{u-d}$. They form the most natural basis from the point of view of $t$-channel exchanges and of analytic continuation to positive $t$, as is e.g. discussed in Sect. 4.2 of [2]. A dipole or a product of two poles may hence appear as a natural candidate to describe these form factors. We find that a dipole form describes our interpolated values for $G_M^{u-d}$ with an accuracy better than 5%. On the scale of the errors on $G_M^{u-d}$, this is, however, a poor description, and the associated $\chi^2_{\text{min}}$ is very high as we see in Table 8. That $G_M^{u-d}$ cannot be described by a dipole within its uncertainties is confirmed by a plot of the corresponding effective dipole mass (see Sect. 3.3) in Fig. 10. A product of two poles gives a better description, but still with a $\chi^2_{\text{min}}$ almost twice as big as the number of data points.

The isosinglet combinations $G_M^{a+d}$ and $G_E^{a+d}$ have larger error bars than $G_M^{u-d}$, and we find that they can be described reasonably well by a dipole. In both cases, a product of two poles, which has one more free fit parameter, gives an even better description. As for $G_E^{u-d}$, we find that a dipole form gives a reasonable description up to $\sqrt{-t} = $
Table 8 Quality of fits to our interpolated form factor data with different simple functional forms. For each form factor, 27 data points are fitted. As “accuracy” we define the smallest and largest value of \(1 - \text{fit/data}\). If a field is left empty, no stable fit of acceptable quality could be found. The column “power law” refers to the form (31) and the column “two poles” to (32). The last column in the last table gives the value of \(p\) in the power-law fit.

| Form factor | Dipole | Two poles |
|-------------|--------|-----------|
| \(G_M^{u-d}\) | \(-4.5\%\) to \(2.5\%\) | \(-4.5\%\) to \(2.0\%\) |
| \(G_M^{u+d}\) | \(-8.0\%\) to \(5.5\%\) | \(-4.5\%\) to \(4.0\%\) |
| \(G_E^{u+d}\) | \(-5\%\) to \(13\%\) | \(-9\%\) to \(9\%\) |
| \(G_E^{u-d}\) | \(-75\%\) to \(10\%\) | \(-50\%\) to \(10\%\) |

| Form factor | Power law | Tripole |
|-------------|-----------|---------|
| \(P_1^{u+d}\) | \(-5.0\%\) to \(9.5\%\) | \(-5.0\%\) to \(8.0\%\) |
| \(P_1^{u-d}\) | \(-12\%\) to \(29\%\) | \(-5.5\%\) to \(6.5\%\) |
| \(P_2^{u-d}\) | \(-19\%\) to \(4\%\) | \(-7\%\) to \(28\%\) |
| \(P_2^{u+d}\) | \(-7.5\%\) to \(5.5\%\) | \(-6.5\%\) to \(5.5\%\) |

| Form factor | Dipole | Power law |
|-------------|--------|-----------|
| \(F_1^d\) | \(-7\%\) to \(14\%\) | \(-4.0\%\) to \(5.5\%\) |
| \(F_1^u\) | \(-50\%\) to \(10\%\) | \(-19\%\) to \(16\%\) |
| \(F_2^d\) | \(-12.5\%\) to \(8.5\%\) | \(-5.0\%\) to \(10.0\%\) |
| \(F_2^u\) | \(-24\%\) to \(8\%\) | \(-8.5\%\) to \(7.5\%\) |

\(\sqrt{t} = 2\) GeV, as we observed when commenting on Fig. 8. A two-parameter fit of \(G_E^{u-d}\) to the product of two poles is unstable.

Turning now to the Dirac and Pauli form factors in the isospin basis, we find that \(F_1^{u+d}\) is reasonably well described by a dipole, and even better by the product of two poles. By contrast, a dipole form is unable to describe \(F_1^{u-d}\). The product of two poles permits a description with \(6\%\) accuracy, which has, however, still a large \(\chi^2_{\text{min}}\). A general power-law fit is slightly worse for this form factor, which has very small errors. The isotriplet Pauli form factor \(F_2^{u-d}\) is also known with high precision. We find a very poor description by a dipole fit, and an even worse one by a tripole form, whose asymptotic \(t\) behavior corresponds to the dimensional counting prediction for \(F_2^{u-d}\) (and is obviously irrelevant for the \(t\) range in question). A general power law does better in comparison, with an accuracy of about \(6\%\) but still a bad \(\chi^2_{\text{min}}\). The isoscalar combination \(F_2^{u+d}\) has rather large errors and is equally well described by a dipole and a tripole fit. A similar situation has often been found in lattice studies, when the errors on the simulation did not permit to draw

![Fig. 10 Effective dipole mass (15) for the isovector combination \(G_M - G_M^{p-n}\) of magnetic form factors.](image-url)
strong conclusions on the \(t\) dependence of certain form factors.

Turning finally to the flavor basis, we observe that a dipole fit gives a rather poor description for \(F_1^u, F_1^d\) and \(F_2^d\). The general power law (31) works, however, very well in all three cases. It works also very well for \(F_2^u\), where the fitted power is close to 2, so that a dipole fit is adequate in this exceptional case.

In conclusion, we have not found a simple "one fits all" functional form that would describe either the Sachs or the Dirac and Pauli form factors in the isospin basis. The only functional form that would describe either the Sachs or the Pauli form factors to the general power law (31) with its two free parameters.

6 GPD fit

6.1 Fit ansatz and positivity

Let us now briefly describe our ansatz for the GPDs, which will be used in our fits to the form factors. We largely follow the approach of our earlier work [5] and refer to it for a more detailed motivation and discussion. The main feature of our ansatz is an exponential \(t\) behavior

\[
H^q_v(x, t) = q_v(x) \exp[\partial f_q(x)],
\]

\[
E^q_v(x, t) = e^q_v(x) \exp[\partial g_q(x)],
\]

with an \(x\) dependent width specified by the profile functions \(f_q(x)\) and \(g_q(x)\). For polarized quarks we assume

\[
\tilde{H}^q_v(x, t) = \Delta q_v(x) \exp[\partial f_q(x)],
\]

where for lack of better knowledge we take the same \(t\) dependence as for \(H^q_v\) (see Sect. 8.1). The above forms refer to a definite renormalization scale \(\mu\), which we take equal to 2 GeV unless stated otherwise.

An intuitive interpretation of GPDs at zero skewness can be given in impact parameter space, where we define

\[
q_v(x, b^2) = \int \frac{d^2\Delta}{(2\pi)^2} e^{-ib\Delta} H^q_v(x, -\Delta^2),
\]

\[
e^q_v(x, b^2) = \int \frac{d^2\Delta}{(2\pi)^2} e^{-ib\Delta} E^q_v(x, -\Delta^2).
\]

The corresponding density difference for longitudinally polarized partons is

\[
\Delta q_v(x, b^2) = \int \frac{d^2\Delta}{(2\pi)^2} e^{-ib\Delta} \tilde{H}^q_v(x, -\Delta^2),
\]

whereas for unpolarized partons in a proton polarized along the \(x\)-axis one has [79]

\[
q^X_v(x, b) = q_v(x, b^2) - \frac{b^2}{m} \partial \frac{\partial}{\partial b^2} e^q_v(x, b^2).
\]

Transverse polarization of the proton thus induces a sideways shift in the distribution of partons. The average amount of this shift is

\[
\left\langle b^2 \right\rangle = \frac{1}{m^2} \frac{\partial}{\partial b^2} e^q_v(x, b^2)
\]

\[
\leq \left[ \frac{1}{2} \left( \frac{\Delta q_v(x, b^2)}{q_v(x, b^2)} \right)^2 \right].
\]

With (33) and (34), the validity of (40) for all \(b\) at a given \(x\) is equivalent to [5]

\[
\frac{\left\langle e^q_v(x) \right\rangle^2}{2m^2} \leq \left[ \frac{g_q(x)}{f_q(x)} \right] \left[ f_q(x) - g_q(x) \right]
\]

\[
\times \left[ \frac{1}{2} \left( \frac{\Delta q_v(x)}{q_v(x)} \right)^2 \right].
\]

The interpretation as a density difference requires \(q^X_v(x, b) \geq 0\) when the antiquark contribution is negligible. This implies a bound on \(\partial (\partial b^2) e^q_v(x, b^2)\), which becomes even stronger if we include information about polarized quarks. In a region where antiquarks can be neglected, we then have [81]

\[
\frac{b^2}{m^2} \left[ \frac{\partial}{\partial b^2} e^q_v(x, b^2) \right]^2
\]

\[
\leq \left[ \left( \frac{q_v(x, b^2)}{2} \right)^2 - \left( \Delta q_v(x, b^2)^2 \right)^2 \right].
\]

The positivity condition is discussed in the next subsection.

As a word of caution, we note that the density interpretation and the associated positivity conditions do not strictly hold in QCD. This is because the ultraviolet renormalization that makes the GPDs well defined and leads to their \(\mu\) dependence involves subtractions that can in principle invalidate positivity. We nevertheless require the above conditions to hold, so that a density interpretation is possible for the results of our fits. The technical implementation of the positivity conditions is discussed in the next subsection.

We now specify our ansatz (33) and (34). For \(q_v(x)\) we take a selection of up-to-date parton densities, which is discussed in Sect. 6.2, and for the polarized densities \(\Delta q_v(x)\)
we choose the recent determination \[80\]. All these distributions are defined with NLO evolution and evaluated at scale \(\mu = 2\) GeV. For \(e_0^q(x)\), we make the ansatz

\[
e^q_0(x) = \kappa_q N_q x^{-\alpha_q}(1-x)^{\beta_q}(1 + \gamma_q \sqrt{x}),
\]

which has proven to work well for the parameterization of ordinary parton densities. The normalization factor \(N_q\) ensures that

\[
\int_0^1 dx e^q_0(x) = \kappa_q
\]

as required by (7). The values of \(\kappa_u\) and \(\kappa_d\) are computed from the measured magnetic moments of proton and neutron and the assumed value for the strangeness contribution \(\kappa_s = \mu_s\). The \(\gamma_q\) dependent term in (42) is new compared with \[5\] and significantly improves our fits, as we will discuss in Sects. 6.3 and 6.4.

For the profile functions \(f_q(x)\) and \(g_q(x)\) we assume the form \[5\]

\[
f_q(x) = \alpha'_q (1-x)^{-3} \log(1/x) + B_q (1-x)^3 + A_q x (1-x)^2,
\]

\[
g_q(x) = \alpha'_q (1-x)^{-3} \log(1/x) + D_q (1-x)^3 + C_q x (1-x)^2.
\]

The parameters \(\alpha'_q, B_q, D_q\) control the small-\(x\) behavior of these functions, whereas their behavior at large \(x\) is controlled by \(A_q\) and \(C_q\). The factors of \((1-x)\) in \(f_q(x)\) ensure that \(\langle b^2 \rangle_q^2 \sim (1-x)^2\) in the limit \(x \rightarrow 1\), which follows from requiring a finite transverse size of the proton in that limit (see Sect. 7.3).

At small \(x\), the \(\log(1/x)\) term in \(g_q(x)\) gives a \(t\)-dependent contribution to the power behavior \(E^q_0(x,t) \sim x^{-\alpha_q+\alpha'_q}\) in accordance with simple Regge phenomenology. A corresponding statement holds for \(H^q_0(x,t)\) if the forward densities \(q_v(x)\) have a power behavior at small \(x\).

### 6.2 Selection of parton densities

An important feature of our ansatz (33) is that for the forward limit of \(H^q_0(x,t)\) we can use the valence quark densities obtained in global PDF analyses. As we shall see, current PDF determinations exhibit notable differences for the valence quark densities \(u_v(x)\) and \(d_v(x)\), especially in the regions of small or large \(x\). Since these regions are of some importance in the sum rules (7) (see Sect. 7.1), we have explored several recent PDF determinations in our fits. They are all defined at NLO, evaluated at \(\mu = 2\) GeV, and listed in Table 9. The numerical values for all parton densities have been obtained with the routines of the LHAPDF interface \[82\], version 5.8.8. From now on we will denote the PDF sets only by the acronyms of their authors (ABM, CT, etc.) since we only use one set from each group.

As already mentioned in the previous subsection, the power behavior at small \(x\), which is suggested by simple Regge phenomenology, is an important ingredient of the physical motivation for our GPD ansatz. We shall see in Sect. 7.1 that the power behavior of the GPDs at large \(x\) is closely related to the large-\(t\) behavior of the form factors. We have therefore taken a closer look at the behavior of the parton densities at small and at large \(x\). To quantify this behavior, we fit the PDFs to effective power laws

\[
q_v(x) \sim x^{-\alpha^\text{eff}_q} \quad \text{for } 10^{-3} < x < 10^{-2}
\]

\[
\sim (1-x)^{\beta^\text{eff}_q} \quad \text{for } 0.65 < x < 0.85.
\]

The effective powers we obtain are given in Table 9. In all cases the accuracy of the fit is better than 5\%. Our choice of \(x\) intervals in the fits comes from the requirements that they should be of importance in the sum rules (7) and that the PDFs should indeed follow an approximate power law behavior. If we fit the small-\(x\) behavior for \(10^{-4} < x < 10^{-3}\) then the effective powers decrease by 0.0 to 0.02, with the following exceptions: for CT \(\alpha^\text{eff}_u\) decreases by 0.04, for NNPDF \(\alpha^\text{eff}_q\) decreases by 0.05, and for MSTW \(\alpha^\text{eff}_q\) decreases by 0.08 and \(\alpha^\text{eff}_u\) by 0.10.

As it is evident from the effective powers in Table 9, there is a significant variation between different PDF sets, and we must conclude that neither the small-\(x\) nor the large-\(x\) behavior of the valence quark distributions is presently known with certainty. This is also seen in the plots of the different PDFs in Fig. 11. We further observe that the spread between different PDF sets is larger than the error bands of the individual PDFs, which is not surprising since the latter reflect parametric errors of the PDF fits but not systematic uncertainties of the fitting procedure. Rather than the errors on a given PDF set, we will hence use the variation from different sets in order to estimate the uncertainty induced on our analysis of GPDs and form factors.

### Table 9 The PDF sets used in our analysis and the effective powers for their behavior at small and large \(x\) as defined in (45). All PDFs are evaluated at scale \(\mu = 2\) GeV. The two values of \(\beta^\text{eff}_q\) for the CT 10 set correspond to separate fits in the ranges \(0.65 < x < 0.75\) and \(0.75 < x < 0.85\).

| PDF          | Ref. | \(\alpha^\text{eff}_u\) | \(\alpha^\text{eff}_d\) | \(\beta^\text{eff}_u\) | \(\beta^\text{eff}_d\) |
|--------------|------|-----------------|----------------|-----------------|----------------|
| ABM 11 \(n_f = 4\) | \[83\] | 0.33           | 0.34           | 3.5             | 5.0            |
| CT 10        | \[84\] | 0.39           | 0.42           | 3.4             | 3.6, 2.7       |
| GJR 08 VF    | \[85\] | 0.54           | 0.53           | 3.8             | 4.9            |
| HERAPDF 1.5  | \[86\] | 0.33           | 0.33           | 4.2             | 4.8            |
| MSTW 2008    | \[64\] | 0.54           | 0.29           | 3.5             | 5.9            |
| NNPDF 2.2    | \[65\] | 0.43           | 0.28           | 3.5             | 4.5            |
Returning to Table 9, we observe that in the MSTW and NNPDF sets there is a significant difference in the effective powers for $u$ and $d$ quarks at small $x$, which we consider to be in tension with usual Regge phenomenology. At large $x$, we find that the $d$ quark distribution of the CT analysis has a rather peculiar behavior: it does not follow an approximate power behavior over a significant range in $x$, and for $x \gtrsim 0.8$ it is significantly larger than in any other PDF set (including the earlier set CTEQ 6M [87] of the same collaboration).

For our default GPD fit we have chosen the ABM set. With the GJR set, our fit gives a value of $\alpha$ in the parameterization of $e^q(x)$ that we consider at the limit of what is plausible from Regge phenomenology, and our fit with the HERAPDF set turns out to have a relatively large $\chi^2$ compared with the other PDFs.

Let us note that for extremely large $x$, say above 0.9, some (although not all) PDFs obtained with the LHAPDF interface behave unexpectedly, either by not being monotonic in $x$ or by becoming negative. Since the PDFs are extremely small in that region, this may be due to numerical instabilities, which would explain that the problems occur mostly for $d_v(x)$. We have, however, not investigated this issue further. In any case, the results of global PDF fits for such large $x$ must be regarded as extrapolations, since there is no experimental data constraining them in that region. This is illustrated by the fact that already at $x = 0.9$ the PDF sets we have chosen exhibit a spread of almost a factor 4 for $u_v(x)$ and an even larger spread for $d_v(x)$. Luckily, the uncertainty in this $x$ region does not affect our analysis in a significant way, since such values of $x$ do not dominate the integrals over GPDs that give form factors in the $t$ range where there is data. We will quantify this in Sect. 7.1.

Let us now specify how we implement the conditions from positivity in our GPD fits. We require the validity of (41) for $x > 0.15$, since for smaller $x$ antiquarks are found to become important in the forward parton densities. At large $x$, where it is plausible to neglect antiquarks, two types of problem complicate using the positivity bound.

- As described in the previous paragraph, there are numerical instabilities in the parton densities. To stay away from this region we do not enforce the bound (41) for $x > 0.9$. We do, however, require $g_q(x) < f_q(x)$ in that region, since this bound is independent of the PDFs.
- With the polarized PDFs of [80] and some of the unpolarized PDF sets, the requirement $|\Delta q_v(x)| < q_v(x)$ is not satisfied for very large $x$. Specifically, we find $\Delta u_v(x) > u_v(x)$ for the sets GJR ($x > 0.78$) and HERAPDF ($x > 0.72$), whereas $-\Delta d_v(x) > d_v(x)$ for ABM ($x > 0.83$), GJR ($x > 0.82$), HERAPDF ($x > 0.69$), MSTW ($x > 0.71$) and NNPDF ($x > 0.91$). This is not too surprising, since positivity in conjunction with those unpolarized
PDFs was not enforced in the DSSV extraction [80], and it does not represent a physics problem given the overall uncertainties on the parton densities in the relevant $x$ region.

To circumvent this problem at a technical level, we set the polarized PDFs to zero in the bound (41) for those values of $x$ where $|\Delta q_v(x)| > 0.9q_u(x)$.

6.3 The default fit

We now have all elements needed for our fit of GPDs to the form factor data. In this section we discuss what we consider our best fit, where in particular we set the strangeness form factors $F_q^s$ and $F_v^s$ to zero. Different variants of this fit are presented in the next section. Compared with our analysis [5] we have significantly extended the form factor data used in the fit. This allows for a larger number of free parameters and for a simultaneous fit of $H_q^u$ and $E_v^u$ (with $q = u, d$) to all data. In [5] we had instead first computed Dirac and Pauli form factors from the experimental results and then performed separate fits of $H_q^u$ and $E_v^u$.

Nevertheless, we cannot allow all parameters in (42) and (44) to vary independently. Fits with too many free parameters do not only give very large parameter uncertainties but also tend to violate the positivity constraints. To limit the number of free parameters, we appeal to Regge phenomenology. Assuming that the small-$x$ behavior of both $E_v^u$ and $H_q^u$ is dominated by the leading meson trajectories, namely those of the $\rho$ and the $\omega$, and that those trajectories are degenerate, we obtain that to first approximation the small-$x$ powers ($\alpha_q + t\alpha_q'$) in $E_v^u$ should be equal for $u$ and $d$ quarks. They should also be equal to the analogous powers in $H_q^u$, which is why we have taken the same parameters $\alpha_q'$ in the profile functions $f_q$ and $g_q$, see (44). The $t$ dependent part of the small-$x$ power for $H_q^u$ is not a fit parameter but a property of the PDFs in our ansatz, and for the ABM parameterization we take in our default fit the effective powers $\alpha_{eq}$ nearly equal for $u$ and $d$ quarks.

We emphasize that the equality of the small-$x$ powers in $E_v^u$, $E_v^d$, $H_q^u$, and $H_q^d$ is not expected to be exact. The meson trajectories are not exactly degenerate and Regge phenomenology allows for subleading trajectories and Regge cuts, which can all lead to different effective powers when the GPDs are approximated by a single power law in a certain $x$ range. Moreover, one cannot expect to find the literal values of meson trajectories in the small-$x$ behavior of GPDs or PDFs. Indeed, parton distributions are subject to scale evolution, which changes the effective $x$ powers, although rather slowly as long as a single power law gives a good description over a large interval in $x$.

Our approach is thus to take equal small-$x$ powers as long as our fit does not require otherwise. We thus set

$$\alpha_u = \alpha_d = \alpha$$

(46)

for the small-$x$ powers in the forward functions $e_v^u$ and $e_v^d$, given that we do not find significantly better fits if we allow $\alpha_u$ and $\alpha_d$ to differ.

On the other hand we find that, together with the abundant and precise low $t$ data on several form factors, the very precise value (13) of the squared neutron charge radius $r_{nE}^2$ requires some deviation from full degeneracy of the small-$x$ powers. With $\alpha_u' = \alpha_d'$ we obtain poor partial $\chi^2$ values for $r_{nE}^2$ and for the $R^n$ data. A good description can, however, be obtained with a slight isospin breaking of the form $\alpha_u' > \alpha_d'$. We therefore take

$$\alpha_u' - \alpha_d' = 0.1 \text{ GeV}^{-2}$$

(47)
in our fits. A further increase of $\alpha_u' - \alpha_d'$ yields an even better $\chi^2$, but we do not consider a large isospin splitting to be physically motivated.

Let us now discuss the parameters $\gamma_u$ and $\gamma_d$ in the forward functions $e_v^u(x)$ and $e_v^d(x)$, which are new compared with our study [5]. We have varied these parameters independently in steps of 1 and selected the values

$$\gamma_u = 4, \quad \gamma_d = 0$$

(48)

for our default fit. Compared with setting both $\gamma_u$ and $\gamma_d$ to zero, this decreases the overall $\chi^2$ by about 30 units, with most significant improvements for $G_M^u$ and $G_M^d$. Taking $\gamma_u$ even larger improves the $\chi^2$ only slightly and leads to larger fitted values of $\alpha$. We thus retain (48) as a compromise between a good $\chi^2$ and parameters in line with Regge phenomenology. If we take either $\gamma_u$ or $\gamma_d$ as free fit parameters, then they have large errors of order 50% while $\chi^2$ improves only moderately compared with (48).

We observe that all our fits are very significantly influenced by the positivity constraints, in accord with our previous analysis [5]. In particular, we find that if we leave $\beta_u$ and $\beta_d$ (or one of them) as free parameters, then their fitted values are very low ($\beta_u = 3.5$ and $\beta_d = 1.6$ if both are left free). This badly violates the positivity bound (41). To circumvent this problem, we perform fits for fixed values of $\beta_u$ and $\beta_d$ on a grid with step size 0.05. The resulting values of $\chi^2$ are given in Table 10. We see that the minimum of $\chi^2$ in the $(\beta_u, \beta_d)$ plane occurs at the boundary of the region allowed by our positivity conditions, with values

$$\beta_u = 4.65, \quad \beta_d = 5.25.$$  

(49)

We label this fit as ABM 1 and refer to it as our “default fit” in the remainder of this work. It yields the parameters

$$\alpha_u' = (0.861 \pm 0.026) \text{ GeV}^{-2},$$

(50)

$$\alpha = 0.603 \pm 0.020$$

and the values in Table 11. We consider (50) to be consistent with expectations from Regge phenomenology. The
would also scan the fits with $\Delta \chi^2$ retain it for the error estimate. A more elaborate procedure for the free parameters in the default fit, we see that the large-$x$ difference is larger than what is obtained with standard error estimate on $\beta_u$. We shall further discuss the parameters $\alpha$ in Sect. 6.4.

The parametric uncertainties in the fit are of reasonable size, with the most precisely determined parameters being $\alpha$, $\alpha'_q$ (and hence $\alpha''_q$), $A_u$ and $A_d$. In general there are strong correlations between all parameters. We can obtain an uncertainty estimate on $\beta_u$ and $\beta_d$ using the criterion $\Delta \chi^2 = 1$. This gives an asymmetric contour in the $(\beta_u, \beta_d)$ plane, which is marked in Table 13. We see that the large-$x$ powers of $e^q_t(x)$ are determined with reasonable although not very high precision.

When computing GPDs we use standard linear error propagation for the free parameters in the fit; the necessary matrix is given in Appendix B. We use a simplified procedure to propagate the errors on $\beta_u$ and $\beta_d$ into GPDs and observables that are derived from them. Namely, we compute the quantity in question for each of the seven fits that have $\Delta \chi^2 = 1$ w.r.t. the default fit in Table 10 and compare the result with the value obtained with the default fit. If the difference is larger than what is obtained with standard error propagation for the free parameters in the default fit, we retain it for the error estimate. A more elaborate procedure would also scan the fits with $\Delta \chi^2 < 1$ in the $(\beta_u, \beta_d)$ plane, but we refrain from doing so for the sake of simplicity. We find that the uncertainties due to the variation of $\beta_u$ are not important for the electromagnetic form factors, whose error is therefore given by standard error propagation for the free fit parameters. The variation of $\beta_q$ is, however, relevant for the second and third $x$-moments of GPDs (including the angular momentum sum rule), for the shift $s_q(x)$ to be discussed in Sect. 7.3 and for the model estimate of the Sivers distributions in Sect. 8.3. In those cases, changes in $e^q_t(x)$ due to the variation of $\beta_q$ are not compensated by changes in the profile functions $g_q(x)$, in contrast to what happens for the electromagnetic form factors to which the GPDs are fitted.

We note that our default fit corresponds to a local but not the global minimum of $\chi^2$ in the $(\beta_u, \beta_d)$ plane. The global minimum is also assumed at the boundary of the $\beta_q$ values allowed by positivity, namely at the largest possible $\beta_u$. We find it at $\beta_u = 18.85$ and $\beta_d = 5.25$. It has $\chi^2 = 209.8$, which is about 11 units smaller than in our default fit. At the global minimum we find that $g_q(x)$ is nearly zero at $x \sim 0.3$. Both because of this and because of the very high value of $\beta_u$, we do not consider this fit to be physically plausible and retain the local minimum of $\chi^2$ at the low end of the allowed $\beta_q$ values instead.

Let us now see how well our default fit describes the data. Its overall $\chi^2$ is 221.2 for 178 data points. Partial $\chi^2$ values are given in Table 13 below, and plots in Fig. 12. For the sake of discussion we split the $G_M^N$ data into a low-$t$ and a high-$t$ sample, with their boundary being at $-t = 10$ GeV$^2$.

We find that the fit provides a very good description of the neutron form factors, i.e. of $G_M^n$, $G_E^n$ and $R^n$, and also of $G_M^p$ at large $t$. The description is still fair but less optimal for $G_M^p$ at low $t$ and for $R^p$, with partial $\chi^2$ values of about 1.7 and 1.5 per data point, respectively. As shown in

### Table 10 Values of $\chi^2$ for fits with the same setting as our default fit (ABM 1). Underlined values indicate the overall minimum and the one-sigma contour. Positivity is violated in the fits with $\beta_d = 5.2$ and $\beta_u \leq 4.85$, as well as for all fits with $\beta_d \leq 5.15$ or $\beta_u \leq 4.6$

| $\beta_u$ | 4.65 | 4.70 | 4.75 | 4.80 | 4.85 | 4.90 | 4.95 | 5.00 | 5.05 |
|-----------|------|------|------|------|------|------|------|------|------|
| $\beta_d$ | 5.20 | 5.25 | 5.30 | 5.35 | 5.40 | 5.45 | 5.50 | 5.55 | 5.60 | 5.65 | 5.70 | 5.75 |
|           | 221.2 | 221.4 | 221.6 | 221.7 | 221.9 | 222.0 | 222.2 | 222.3 | 222.4 | 222.5 | 222.6 | 222.7 |
|           | 221.3 | 221.5 | 221.7 | 221.9 | 222.0 | 222.2 | 222.3 | 222.4 | 222.5 | 222.6 | 222.7 | 222.8 |
|           | 221.4 | 221.6 | 221.8 | 222.0 | 222.2 | 222.3 | 222.4 | 222.5 | 222.6 | 222.7 | 222.8 | 222.9 |
|           | 221.7 | 221.9 | 222.1 | 222.2 | 222.4 | 222.5 | 222.6 | 222.7 | 222.8 | 222.9 | 223.0 | 223.1 |
|           | 221.8 | 222.0 | 222.2 | 222.4 | 222.5 | 222.6 | 222.7 | 222.8 | 222.9 | 223.0 | 223.1 | 223.2 |
|           | 221.9 | 222.1 | 222.3 | 222.4 | 222.6 | 222.7 | 222.8 | 222.9 | 223.0 | 223.1 | 223.2 | 223.3 |
|           | 222.0 | 222.2 | 222.4 | 222.6 | 222.7 | 222.8 | 222.9 | 223.0 | 223.1 | 223.2 | 223.3 | 223.4 |
|           | 222.1 | 222.3 | 222.5 | 222.7 | 222.8 | 222.9 | 223.0 | 223.1 | 223.2 | 223.3 | 223.4 | 223.5 |

### Table 11 Parameters of the profile functions $f_q$ and $g_q$ (see (44)) in our default fit. All quantities have the unit GeV$^{-2}$

| $q$ | $u$ | $d$ |
|-----|-----|-----|
| $A_q$ | 1.264 ± 0.050 | 4.198 ± 0.231 |
| $B_q$ | 0.545 ± 0.062 | 0.206 ± 0.073 |
| $C_q$ | 1.187 ± 0.087 | 3.106 ± 0.249 |
| $D_q$ | 0.333 ± 0.006 | −0.635 ± 0.076 |
Fig. 12 Results of our fits for the Sachs form factors or their ratios. The dashed lines show the power-law fit described in Sect. 3.4 and the bands show the default GPD fit described in the present section. The data points correspond to the default data set specified in Table 1.

Fig. 12 the fit slightly overshoots the very precise $G^p_M$ data for $\sqrt{-t} < 0.7$ GeV, and for $R^p$ it fails to reproduce the fine details of the data with $\sqrt{-t} < 1$ GeV. We find the same two shortcomings in all of our alternative GPD fits to the same data set, as we will see in Sect. 6.4. It is not impossible to describe these data more precisely, as is demonstrated by the power-law fit of Sect. 3.4, which achieves partial $\chi^2$ values of 0.6 and 1 per data point for $G^p_M$ at low $r$ and for $R^p$, respectively. We conclude that our GPD fits, with the significant constraints in parameter space imposed by positivity,
reach their limits of precision here, and we must postpone a resolution of this shortcoming to the future. We note that the low-$t$ data for $R^p$ are still subject to experimental debate, as discussed in Sect. 3.1.

In Fig. 13 we compare our default GPD fit (as well as our power-law fit) with our interpolated data set for the Dirac and Pauli form factors, both in the quark flavor basis and in the isospin basis. Good agreement can be observed in all cases. We note that the isosinglet Pauli form factor $F_2^{u+d}$...
is very small due to a strong cancelation between $u$ and $d$ quarks and therefore has large relative errors. Our interpolated data set suggests that it may have a zero crossing at $\sqrt{-t}$ around 2 GeV, but more precise data is needed for a definite conclusion.

In Fig. 14 we finally show the ratios of Dirac and Pauli form factors for $u$ and $d$ quarks. As already mentioned in Sect. 5.1, we have a strong decrease of this ratio for the Dirac form factors, whereas for the Pauli form factors it stays nearly flat. In our default GPD fit (but not in the power-law fit) we obtain a decrease of $|F_d^2/F_u^2|$ for $\sqrt{-t} > 1.5$ GeV, which is not suggested by the data but consistent within their errors. It will be interesting to see the behavior of this ratio with data for larger $-t$.

6.4 Variations of the default fit

We have performed a number of alternative fits to explore the dependence of our results on several choices we have made in the fitting procedure. A brief description of the different alternative fits is given in Table 12, and the corresponding values of $\chi^2$ can be found in Table 13. For all fits described in the following, we find again that a local minimum of $\chi^2$ in the $(\beta_u, \beta_d)$ plane is taken at the boundary of values allowed by the positivity conditions, as was the case for our default fit.

Let us first discuss the alternative fits using the same PDFs as the default fit. We remark that a fit with $\gamma_u = \gamma_d = 0$ has severe problems with positivity. Specifically, it tends to have $A_u < C_u$ and thus to violate the condition $g_q(x) < f_q(x)$, except for rather large values $\beta_u \geq 6.20$ and $\beta_d \geq 5.95$. Given this and the significantly larger $\chi^2$ already mentioned in the previous subsection, we conclude that the data clearly prefer a nonzero $\gamma_u$ and do not consider this parameter setting any further.

We now discuss the other fits in turn, referring to their labels in Table 12.

ABM 2. In this fit we set $\gamma_d = 4$, i.e. equal to $\gamma_u$. The description of the data is globally as good as for the default fit ABM 1, with some improvement for $G_{M}^{p}$ and a somewhat worse $\chi^2$ for $R^p$. The fitted value $\alpha = 0.654 \pm 0.017$ is relatively high, which is why we prefer the fit ABM 1 (where $\alpha = 0.603 \pm 0.020$) as our default.

ABM 3 and 4. In these fits we include the models for the strangeness form factors described in Sect. 4, taking either the strangeness PDFs of MSTW or of NNPDF (all other parton density sets we consider have $s(x) = \bar{s}(x)$ and hence cannot be used to model $F_s^1$). The global description of the data is just slightly worse than for fit ABM 1, where strangeness is neglected, with a slight preference for the variant using the NNPDF densities in the model for $F_s^1$. An exception is the poor description of the neutron charge radius in the case of ABM 3. We note that we get a more satisfactory result with $\alpha'_u - \alpha'_d = 0.2 \text{ GeV}^{-2}$ in this case.

Overall, we conclude that the influence of the small strangeness form factors in our fit is visible in the details but does not change the overall picture significantly. This is in line with our findings discussed at the end of Sect. 4.

ABM 5. In this fit we omit the recent Hall A data for $R^p$, namely the sets Paolone 10, Ron 11 and Zhan 11, and instead include the polarized target data of Jones 06 and Crawford 07 (see Table 2). As can be seen in Fig. 2, this removes the tension between the recent Hall A data and earlier JLab measurements that is present in our default data set. The fit ABM 5 describes the alternative data set for $R^p$ very well, with a $\chi^2$ of less than 1 per data point. It also gives a significantly improved (although not perfect) description of $G_{M}^{p}$ at low $t$. Only for the neutron charge radius does the description become notably worse compared with fit ABM 1. The data on $R^p$ thus has a clear
impact on our fits, which confirms the urgency for experimental clarification of the tensions between the current data sets.

**ABM 6.** To investigate the impact of the $G_M^R$ data on our fit, we take as an alternative data set the results of Arrington 05 [39], which covers the range $0.141 \text{ GeV}^2 \leq -t \leq 9.121 \text{ GeV}^2$. To have data at higher $-t$, we include the results of our default set, AMT 07 [9], for $-t \geq 9.848 \text{ GeV}^2$. The Arrington 05 extraction has significantly larger errors than the one of AMT 07 for the reasons discussed in Sect. 3.1, and we correspondingly find a very small $\chi^2$ of 0.4 per data point for the low-$t$ data on $G_M^R$. The description of the other data sets is not much changed compared with fit ABM 1, except for a slight improvement for $R^p$.

The dependence of $\chi^2$ on the choice of $(\beta_u, \beta_d)$ is much less pronounced in fit ABM 6 than in all other fits, so that those parameters are less well determined. Clearly, the high precision of the data on $G_M^R$ we adopted in our default fit is of great importance for a precise determination of the GPDs.

**ABM 0.** In this fit we take the PDFs from the ABM set, but of course it does matter at which scale we make the fault fit is of great importance for a precise determination of those parameters are less well determined. Clearly, the high precision of the data on $G_M^R$ we adopted in our default fit is of great importance for a precise determination of the GPDs.

**Table 12** Overview of our GPD fits. All fits have $\gamma_u = 4$, $\gamma_d = 0$, $\alpha_u' - \alpha_d' = 0.1 \text{ GeV}^{-2}$ and PDFs evaluated at $\mu = 2 \text{ GeV}$ unless stated otherwise

| Fit  | $\beta_u$ | $\beta_d$ | Remarks          |
|------|-----------|-----------|------------------|
| ABM 1 | 4.65     | 5.25     | default fit (see Sect. 6.3) |
| ABM 2 | 5.05     | 5.80     | $\gamma_d = \gamma_u = 4$ |
| ABM 3 | 4.55     | 5.20     | with strangeness (MSTW) |
| ABM 4 | 4.60     | 5.25     | with strangeness (NNPDF) |
| ABM 5 | 4.40     | 5.00     | alternative data for $R^p$ |
| ABM 6 | 4.95     | 5.50     | alternative data for $G_M^R$ |
| ABM 0 | 4.35     | 5.10     | as ABM 1 but at scale $\mu = 1 \text{ GeV}$ |
| CT   | 4.60     | 4.15     |                  |
| GJR  | 4.65     | 5.10     |                  |
| HERAPDF | 4.70   | 5.35     |                  |
| MSTW | 4.65     | 5.90     | $\alpha_u' - \alpha_d' = 0$ |
| NNPDF| 4.70     | 5.15     |                  |

**Table 13** Partial and total values of $\chi^2$ for the GPD fits and for the power-law fit of Sect. 3.4. The first value for $G_M^E$ refers to the data with $-t < 10 \text{ GeV}^2$ and the second value to the data with $-t > 10 \text{ GeV}^2$

| Data points | Total $G_M^E$ | $R^p$ | $G_M^n$ | $R^n$ | $G_E^n$ | $r_{nE}^2$ |
|-------------|--------------|-------|---------|-------|---------|------------|
| 178         | 48           | 6     | 54      | 36    | 21      | 12         |
| ABM 1       | 221.2        | 79.7  | 3.8     | 78.8  | 29.5    | 24.1       |
| ABM 2       | 219.2        | 71.1  | 4.4     | 85.9  | 27.7    | 25.0       |
| ABM 3       | 230.5        | 81.5  | 2.9     | 76.7  | 29.7    | 31.1       |
| ABM 4       | 225.0        | 79.2  | 3.9     | 81.1  | 29.0    | 26.1       |
| ABM 5a      | 166.4        | 64.5  | 1.9     | 40.8  | 30.5    | 22.0       |
| ABM 6b      | 139.3        | 14.9  | 4.0     | 63.8  | 27.2    | 23.8       |
| ABM 0       | 198.1        | 77.1  | 2.3     | 65.6  | 27.1    | 20.9       |
| CT          | 212.6        | 75.7  | 2.9     | 75.6  | 28.3    | 24.5       |
| GJR         | 189.7        | 64.3  | 3.5     | 70.9  | 27.0    | 19.6       |
| HERAPDF     | 254.5        | 83.4  | 10.6    | 96.4  | 33.3    | 25.7       |
| MSTW        | 167.9        | 53.1  | 2.9     | 63.1  | 24.4    | 17.9       |
| NNPDF       | 196.6        | 72.6  | 3.9     | 73.2  | 27.5    | 15.4       |

**Power law**

| Data points | Total $G_M^E$ | $R^p$ | $G_M^n$ | $R^n$ | $G_E^n$ | $r_{nE}^2$ |
|-------------|--------------|-------|---------|-------|---------|------------|
| 122.3       | 28.8         | 1.8   | 52.7    | 20.4  | 15.3    | 3.4        |

$^a$ 172 data points, 48 for $R^p$

$^b$ 174 data points, 44 + 6 for $G_M^E$
Since the usual PDFs at $\mu = 1$ GeV are determined only indirectly (data corresponding to such a low scale is not included in the PDF analyses in order to limit the importance of higher-twist corrections), we prefer the fits with $\mu = 2$ GeV as our default.

We have also repeated the fit with the other PDF sets discussed in Sect. 6.2, neglecting the strangeness form factors and fixing $\gamma_u = 4, \gamma_d = 0$ as in our default fit.

For all PDFs we find that $\alpha'_u - \alpha'_d = 0.1$ GeV$^{-2}$ clearly improves the description of $r_n^2$ and of $R_n$ compared with $\alpha'_u = \alpha'_d = 0$. An exception is the fit with the PDFs of MSTW, where this parameter setting makes the fit slightly worse, so that we take $\alpha'_u = \alpha'_d$ in this case. This exception is not implausible, since the MSTW set already has a large isospin breaking between $\alpha^\text{eff}_u$ and $\alpha^\text{eff}_d$ (see Table 9). A further isospin breaking in the profile functions of $H_q^v$ and $E_q^v$ is then visibly not preferred by the fit.

Whereas the fit with the HERAPDF densities describes the form factor data less well than the fit ABM 1, the variants using CT, GJR, MSTW or NNPDF have lower values of $\chi^2$. Like in the default fit, the description is least optimal for $G_M^p$ at low $t$ and for $R^n$, whereas the other observables are described very well (except for the fit using HERAPDF, which undershoots the $G_M^p$ data at high $t$). As spelled out in Sect. 6.2, we choose the fit using the ABM set as our default, where the behavior of both $q_v(x)$ and $e^v(x)$ at small and at large $x$ corresponds best to the physical picture underlying our parameterization of the GPDs.

The parameters of the profile functions obtained in our GPD fits are shown in Fig. 15 (the results for $\alpha$ can be found in Fig. 20 below). Clearly, the parametric uncertainties on $f_q(x)$ and $g_q(x)$ in a given fit are smaller than their variation due to choosing different PDFs and to other choices made in the fit. This also illustrates the strong correlation between the forward limit and the $t$ dependence of $H_q^v(x,t)$ in a fit to the form factors using the sum rule (7). Nevertheless, certain parameters turn out to be relatively stable against variations in the fit, namely

$$
1.08 \text{ GeV}^{-2} < A_u < 1.32 \text{ GeV}^{-2},
1.02 \text{ GeV}^{-2} < C_u < 1.30 \text{ GeV}^{-2},
0.68 \text{ GeV}^{-2} < \alpha'_d < 0.90 \text{ GeV}^{-2},
$$

(51)

Fig. 15 Parameters of the profile functions and their errors obtained in the fits described in Table 12. Not shown are the results of fit ABM 0, which refers to GPDs at a different scale $\mu$. Only the error bars for fit ABM 1 include the uncertainty that results from varying $\beta_u$ and $\beta_d$, which is computed as described in Sect. 6.3
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with the range of $\alpha_u$ being shifted to larger values by 0.1 GeV$^{-2}$. Also, a clear hierarchy between the profile functions for $u$ and $d$ quarks at high $x$ is seen throughout all fits, with $A_d > A_u$ and $C_d > C_u$. We also find $D_d < 0$ and $D_u > 0$ in all cases. By contrast, the variation in the values of $A_d$ is appreciable.

Let us now investigate the variation of the forward limit $e_i^0(x)$ in our fits. To investigate its behavior at small and large $x$ we have performed the same type of fits as for the PDFs in (45), with a power behavior

$$e_i^0(x) \sim x^{-\alpha_i^\text{eff}} \quad \text{for } 10^{-3} < x < 10^{-2},$$

$$\sim (1-x)^{\gamma_i^\text{eff}} \quad \text{for } 0.65 < x < 0.85.$$  

For our default fit ABM 1 we find

$$\alpha_u^\text{eff} = 0.526, \quad \alpha_d^\text{eff} = 0.622,$$

$$\beta_u^\text{eff} = 4.72, \quad \beta_d^\text{eff} = 5.44,$$  

where all effective power laws describe $e_i^0(x)$ within 2% for the stated $x$ ranges. We did the same exercise for the results of our alternative GPD fits.

In all cases except for fit ABM 2 we find that $\alpha_u^\text{eff}$ differs from $\alpha$ by at most 0.02, whereas $\alpha_d^\text{eff}$ is smaller than $\alpha_d^\text{eff}$ by about 0.1. The slight difference between $\alpha_u^\text{eff}$ and $\alpha$ is due to the factor $(1-x)^{\beta_u}$ in the parameterization of $e_i^0(x)$, whereas for $u$ quarks the extra factor $(1+y_u\sqrt{x})$ with $y_u = 4$ is responsible for the large difference between $\alpha_u^\text{eff}$ and $\alpha$. For fit ABM 2, where $y_u = y_d = 4$ we find $\alpha_u^\text{eff} \approx \alpha_d^\text{eff} \approx 0.58$, which is smaller than the fitted value of $\alpha$ by about 0.07. Since fits ABM 1 and ABM 2 describe the data nearly equally well, we cannot conclude whether or not the data favor a slight isospin breaking between the effective small-$x$ powers in $e_u^0(x)$ and $e_d^0(x)$.

The range of the effective powers in the different fits is

$$0.52 < \alpha_u^\text{eff} < 0.60, \quad 0.58 < \alpha_d^\text{eff} < 0.70.$$  

A comparison with their analogs for the PDFs in Table 9 reveals that, for both $u$ and $d$ quarks, $\alpha_i^\text{eff}$ is clearly larger in $e_i^0$ than in $q_i$, for all our fits (except for the fit with MSTW PDFs, where the effective powers in $e_i^0$ and $u_i$ nearly equal).

Turning to the large-$x$ behavior, we observe that $\beta_d^\text{eff}$ is slightly smaller than $\beta_u$, by at most 0.1 for $u$ quarks and at most 0.2 for $d$ quarks, so that the parameter $\beta_q$ gives a good representation of the behavior of $e_i^0(x)$ at large but not extremely large $x$. The effective power is larger in $e_i^0$ than in $q_i$, with a larger difference for $u$ quarks. In both $q_u$ and $e_u^0$ the effective power of $(1-x)$ is larger for $d$ quarks than for $u$ quarks (with the exception of $e_d^0$ in the fit using the CT PDFs, whose large-$x$ behavior we find problematic as discussed in Sect. 6.2).

The effective large-$x$ power for $e_\text{u}^0$ is, however, not always larger than the one for $q_u$ by 1 unit or more, as is suggested by the positivity bound (41), where the factor depending on the profile functions $f_q$ and $b_q$ behaves like $(1-x)^2$ at large $x$. This illustrates that considerations based on the mathematical limit $x \to 1$ cannot always be taken literally in the region $0.65 < x < 0.85$, which is of relevance in the integrals that yield the electromagnetic form factors.

### 6.5 A note on nucleon radii

From our fits to the nucleon form factors we can evaluate the associated radii. The values we obtain are given in Table 14. The magnetic radii of proton and neutron are defined as

$$r_i^2 = \frac{6}{G_i^F(0)} \left| \frac{dG_i^F(t)}{dt} \right|_{t=0}$$  

with $i = p, n$. They are compared with their values quoted in the Review of Particle Physics (PDG 2012) [36], which are based on the same method as we use here, i.e. on fits of the magnetic form factors measured in elastic electron-nucleon scattering. We observe reasonable agreement for $r_n$ but a clear discrepancy for $r_p$. We do not consider this discrepancy to be a serious shortcoming of our fits. A precise determination of the radii requires form factor measurements at $t$ as small as possible in order to determine the local derivative at $t = 0$, together with excellent control over theoretical uncertainties in the form factor extraction and in the fit from which the derivative is extracted. These requirements are clearly not satisfied in our fits, which aim at a global description of all electromagnetic form factors in the full $t$ region where data is available, rather than at a precise description in the vicinity of $t = 0$. We do, however, note that the value for $r_p$ quoted by PDG 2012 and reproduced in our table is based on a single experiment [88],

![Table 14](image-url)
which uses a strongly simplified treatment of two-photon exchange in the extraction, and which obtains a significantly smaller result than previous determinations (see the full listing in [36]).

The proton charge radius is defined as

\[ r_{pE}^2 = 6 \left. \frac{dG_E^p(t)}{d \tau} \right|_{t=0}. \]

(56)

We observe a significant discrepancy for this radius between our two fits in Table 14 and between our fits and the value given by PDG 2012. We note that the PDG value is a combination of determinations from the Lamb shift in electronic hydrogen and from measurements of \( G_E^p \) in \( ep \) scattering. It is fully consistent with the result

\[ r_{pE} = (0.8779 \pm 0.0094) \text{ fm} \]

(57)

obtained from the Lamb shift in electronic hydrogen alone (see Fig. 2 in [89]), but in strong disagreement with the very precise value

\[ r_{pE} = (0.84184 \pm 0.00067) \text{ fm} \]

(58)

that has been extracted from the Lamb shift in muonic hydrogen [90]. The origin of this discrepancy is currently unclear, see the discussion and references in [89]. Given this unresolved problem, we have refrained from using a value of \( r_{pE} \) as independent input to our form factor fits.

Our results for the squared neutron charge radius, defined in (12), are also given in Table 14. Here the PDG 2012 value, which is obtained from neutron scattering off the shell electrons in nuclear targets, is used as a data point in our fits. As it happens, the power law fit reproduces this value perfectly, whereas the default GPD fit does not. As mentioned above, it happens, the power law fit reproduces this value perfectly, whereas the default GPD fit does not. As mentioned above, we do not consider this to be a serious problem, given the global nature of our fits.

For the flavor form factors we can define average impact parameters by

\[ b_{qi}^2 = 4 \left. \frac{dF_q^i(t)}{d \tau} \right|_{t=0} \]

(59)

with \( i = 1, 2 \) and \( q = u, d \). Notice the difference between the factor 4 in these two-dimensional quantities and the factor 6 in the three-dimensional radii discussed above. The definition (59) is analogous to the one of the impact parameter \( b_{qi}^2 \) in (36) but includes an average over the momentum fraction \( x \). The results of our fits are given in Table 15 for reference. As discussed above, they should not be taken as precision determinations of these quantities, and the discrepancies between the two fits within their respective parametric errors should not be regarded as a problem.

### 7 Properties of the fit

In this section we take a closer look at the GPDs we have extracted from the form factor data. Unless stated otherwise, the results shown are obtained with the default fit ABM 1.

#### 7.1 Sensitive x range

To begin with, we investigate which region of \( x \) is most important in the form factor integrals (7). We follow our previous work [5] and introduce a minimal and a maximal value of \( x \) by

\[ \int_{x_{\text{min}}}^{x(t)} dx K_q^i(x, t) = \int_{x_{\text{min}}}^{x_{\text{med}}} dx K_q^i(x, t) = 0.05 F_q^i(t) \]

(60)

for each of the GPDs \( K_q^i = H_q^i, E_q^i \). The \( x \) range from \( x_{\text{min}} \) to \( x_{\text{med}} \) accounts for about 90% of the flavor form factor \( F_q^i \) in the sum rule. For \( x < x_{\text{min}} \) and \( x > x_{\text{med}} \) the GPDs are obviously not well determined in our analysis. A typical value of \( x \) in the integrals is given by the median

\[ \int_{x_{\text{med}}}^{x_{\text{med}}} dx K_q^i(x, t) = 0.5 F_q^i(t). \]

(61)

In Fig. 16 we show these quantities for the four flavor form factors. We observe strong correlations between \( x \) and \( t \). The form factor data at small (large) \( t \) determine the GPDs at small (large) \( x \). One also sees in Fig. 16 that the \( x \) regions where the GPDs are best determined are rather narrow and even shrink with increasing \( -t \). For \( \sqrt{-t} = 6 \text{ GeV} \) the sensitive \( x \) values are between 0.6 and 0.9, while \( x_{\text{max}} \) at \( t = 0 \) is between 0.25 and 0.45 depending on the form factor. The values of \( x_{\text{min}} \) at \( t = 0 \) are very small and given in Table 16.

The strong \( x-t \) correlation is a consequence of our parameterization of the GPDs. Their forward limits are singular as \( x^{-\alpha} \) which is explicit for \( E_q^i \) and hidden in the PDFs for \( H_q^i \). The values of the Regge intercept \( \alpha \) range from 0.33 to 0.62 for our default fit. The profile functions, on the other hand, provide factors \( x^{-a} \). Combining both \( x \)-factors one has a Regge behavior with a linear trajectory in the exponent.

**Table 15** Average impact parameters (59) for the flavor form factors \( F_q^i \) computed from our fits

| Fit       | \( b_{u1} \) [fm] | \( b_{d1} \) [fm] | \( b_{u2} \) [fm] | \( b_{d2} \) [fm] |
|-----------|-------------------|-------------------|-------------------|-------------------|
| ABM 1     | 0.627 ± 0.003     | 0.638 ± 0.003     | 0.717 ± 0.004     | 0.693 ± 0.004     |
| Power law | 0.697 ± 0.011     | 0.704 ± 0.011     | 0.705 ± 0.007     | 0.736 ± 0.016     |
Fig. 16 Sensitive (white) and insensitive (shadowed) regions of $x$ for the flavor from factors in the default fit. The upper and lower shaded $x$-regions each account for 5\%, the white regions for 90\% of the form factor integrals in (7). The thick solid lines represent the median values of $x$.

Table 16 $x_{\min}$ for the flavor form factors at $t = 0$, evaluated from the default fit ABM 1

| Form factor | $x_{\min}(0)$ |
|-------------|---------------|
| $F_1^u$     | $1.5 \times 10^{-3}$ |
| $F_1^d$     | $9.2 \times 10^{-4}$ |
| $F_2^u$     | $2.5 \times 10^{-4}$ |
| $F_2^d$     | $3.6 \times 10^{-5}$ |

of $x$ which crosses zero at $t_0 = -\alpha/\alpha'$. This happens near $-t = 0.5$ GeV$^2$ and turns the singular behavior at $x = 0$ for small $t$ into a zero of the GPD at $x = 0$ for larger $t$. For yet larger $t$, each of the GPDs develops a pronounced maximum at an $x$ value that increases with $-t$. This behavior is responsible the $x$–$t$ correlation we observe. In Fig. 17 we show as an illustration the GPDs at $-t = 0.3$ and 6.0 GeV$^2$.

We are now in a position to investigate the large-$t$ behavior of the GPDs, we can approximate their forward limits by $(1 - x)^\beta$ and the profile function by the third term $A(1 - x)^2$. (For simplicity we use here the same notation for $H_1^\alpha$ and $E_1^\alpha$ and drop sub- and superscripts on $\beta$ and $A$.) At sufficiently large $t$ the integral $F(t) = \int dx K(x, t)$ can be evaluated in the saddle-point approximation, obtained by minimizing the exponent in $K \sim \exp[\beta \log(1 - x) + tA(1 - x)^2]$ with respect to $x$.

One finds [5]

$$F(t) \sim (-t)^{-(1+\beta)/2}$$

with the saddle point being at

$$x_s = 1 - \sqrt{\beta/\sqrt{2tA}}.$$  

We see that the saddle point lies in the so-called soft region

$$1 - x \sim A/\sqrt{-t}$$

(62)
The valence quark GPDs at zero skewness and $-t = 0.3$ or 6 GeV$^2$. They have been obtained in the default fit and refer to the scale $\mu = 2$ GeV.

with $\Lambda$ of hadronic size, where for sufficiently large $t$ the active parton carries most of the proton’s momentum while all spectators are soft. The dominance of this soft region has been assumed by Drell and Yan [91] (see also [81]) in order to derive the famous relation between the large-$t$ behavior of the form factors and the large-$x$ behavior of the deep inelastic structure functions.

The derivation of (62) requires the relevant GPD to behave like $(1 - x)^\beta \exp[A(1 - x)^2]$ in the sensitive $x$ region and to be sufficiently peaked around the saddle point $x_s$. Let us see how well (62) works quantitatively, restricting ourselves to the region $\sqrt{-t} < 6$ GeV where form factor data is available. From Tables 9 and 12 we obtain the following powers of $1/(-t)$:

- 2.25 for $F_1^u$,
- 3.00 for $F_1^d$,
- 2.83 for $F_2^u$,
- 3.13 for $F_2^d$.

Both $F_1^u$ and $F_2^u$ are well described with these powers when $\sqrt{-t} > 4$ GeV, whereas for $F_1^d$ and $F_2^d$ the prediction (62) works only qualitatively. In our fit result for $F_1^d$ we find a power of 3.35 when $\sqrt{-t} > 4$ GeV, whereas for $F_2^d$ we see a clear power-law behavior only above $\sqrt{-t} = 4.5$ GeV, with the power being 4.2. Regarding their absolute size, we see in Fig. 18 that the $d$ quark form factors are suppressed compared to their $u$ quark counterparts for $\sqrt{-t} > 2.5$ GeV or so. A consequence of this suppression is that

$$F_i^n \approx \frac{e_d}{e_u} F_i^p$$

Both $F_1^u$ and $F_2^u$ are well described with these powers when $\sqrt{-t} > 4$ GeV, whereas for $F_1^d$ and $F_2^d$ the prediction (62) works only qualitatively. In our fit result for $F_1^d$ we find a power of 3.35 when $\sqrt{-t} > 4$ GeV, whereas for $F_2^d$ we see a clear power-law behavior only above $\sqrt{-t} = 4.5$ GeV, with the power being 4.2. Regarding their absolute size, we see
at large $t$. Our results approach this behavior slowly; for $\sqrt{-t} > 4$ GeV is holds within 10%.

7.2 Mellin moments and Ji’s sum rule

We have determined the GPDs $H_q^v$ and $E_q^v$ by fitting their integrals over $x$ to the form factors $F_q^1$ and $F_q^2$ of the electromagnetic current. We now use these GPDs to compute higher moments in $x$. In Fig. 19 we show the moments

$$h^q_{n0}(t) = \int_0^1 dx x^{n-1} H^q_v(x,t),$$
$$e^q_{n0}(t) = \int_0^1 dx x^{n-1} E^q_v(x,t),$$

for $n = 1, 2, 3$. In keeping with a standard notation [2, 3], the second subscript 0 indicates that the GPDs are evaluated at zero skewness.

The third moments $h^q_{30}$ and $e^q_{30}$ are form factors of a twist-two operator containing two covariant derivatives [2, 3]. The second moments $h^q_{20}$ and $e^q_{20}$ are not directly connected to local operators, since the form factors of the relevant twist-two operator with one covariant derivative correspond to the sum and not to the difference of quark and antiquark contributions. In other words, the moments $h^q_{20}$ and $e^q_{20}$ give the valence contributions (i.e. the difference of quark and antiquark contributions) to the form factors of a twist-two operator, which happens to be the quark part of the energy-momentum tensor.

In Fig. 19 we observe a strong decrease of the moments with the index $n$, which can be understood from the rather strong decrease of the GPDs with $x$. Moreover, we find that decrease of the moments with $-t$ becomes slower as $n$ increases. Within our ansatz, this is naturally explained by the decrease of the profile functions with $x$, which results in a weaker $t$ slope for the moments that are dominated by higher values of $x$. The same trend has been observed in lattice calculations of GPD moments, see e.g. [92] and the review [93]. We refrain, however, from a quantitative comparison with lattice results, since recent studies [94, 95] suggest

![Graphs showing the first three moments of the GPDs obtained in our default fit ABM 1.](image)
that in lattice computations of GPD moments it is more involved than previously assumed to achieve full control over the extrapolation to the physical pion mass and over the removal of contributions from excited nucleon states.

We now take a closer look at the second moments at \( t = 0 \). For \( H_q^{20} \) they just give the momentum fraction carried by the parton species in question. The corresponding numbers for the PDF sets used in our analysis are shown in Table 17. We see that these momentum fractions are known with reasonable accuracy, although there is a notable spread between the different PDF sets. We can also assess the importance of sea quark contributions in the momentum sum rule. The numbers in Table 17 show that the second moment of the distribution \( 2 (\bar{u} + \bar{d}) \), i.e. the momentum fraction carried by the non-strange sea is comparable to the momentum fraction due to the valence \( d \) quark distribution. The contribution from strange quarks and antiquarks appears to be relatively unimportant.

The second moments of \( E_0^q \) are given in Table 18. In the first row we give the results of fit ABM 1 with errors computed as described in Sect. 6.3 (i.e. including the variation of \( \beta_u \) and \( \beta_d \)). A more conservative uncertainty estimate is given in the second row, where we take the central values of fit ABM 1 and determine the error from the spread of values from fits ABM 2 to ABM 6 and from the fits with the alternative PDF sets in Table 12. The only notable source of uncertainty not included in this estimate is the bias from our functional ansatz for the GPDs themselves, which we cannot assess within our present study. A graphical display of the second moments obtained in the different fits is shown in Fig. 20. We find that \( e_{20}^u(0) \) and \( e_{20}^d(0) \) are determined rather well. Their sum is found to be very small; within its error it may be positive or negative.

In the third row of Table 18 we give the second moments from fit ABM 0, which refers to the lower scale \( \mu = 1 \) GeV. The uncertainties are computed as for the first row, including again the variation of \( \beta_u \) and \( \beta_d \). The moments \( e_{20}^u(0) \) and \( e_{20}^d(0) \) are larger in absolute magnitude than at \( \mu = 2 \) GeV, which is in line with what is expected from scale evolution. The isosinglet combination \( e_{20}^{u+d}(0) \) remains very small.

According to Ji [96], the sum
\[
2 J_v^u = h_{20}^u(0) + e_{20}^d(0)
\]
of second moments gives two times the angular momentum carried by quarks of flavor \( q \), minus the corresponding antiquark contribution. Its values for our different fits are shown in Fig. 20 and listed in Table 19 with error estimates analogous to those in Table 18. We find that at \( \mu = 2 \) GeV valence \( u \) quarks carry about half of the nucleon spin. By contrast, the contribution of valence \( d \) quarks is very small, even consistent with zero, as a result of the cancelation between \( h_{20}^u(0) \) and \( e_{20}^d(0) \). Let us emphasize that we cannot separately determine the contributions from antiquarks to the nucleon spin in our analysis. If the second moments of the PDFs are any guidance, then this contribution may not be negligible.

Within errors, our numbers for \( J_v^u = J^u_{-u} \) and \( J_v^d = J^d_{-d} \) are consistent with the results in [97], where these quantities are estimated using a model dependent connection between GPDs and Sivers distributions (see Sect. 8.3). Our numbers are also close to the corresponding values of \( J^u_{-u} \) and \( J^d_{-d} \) obtained in lattice calculations [93], although such a comparison should be taken with care given the comments

| Table 17 | Second moments of the parton densities specified in Table 9, given at scale \( \mu = 2 \) GeV |
| PDF | \( u - \bar{u} \) | \( d - \bar{d} \) | \( 2\bar{u} \) | \( 2\bar{d} \) | \( 2(\bar{u} + \bar{d}) \) | \( s + \bar{s} \) | \( s - \bar{s} \) |
| ABM | 0.297 | 0.115 | 0.062 | 0.077 | 0.139 | 0.035 | 0 |
| CT | 0.287 | 0.118 | 0.058 | 0.072 | 0.130 | 0.040 | 0 |
| GJR | 0.280 | 0.116 | 0.064 | 0.080 | 0.144 | 0.021 | 0 |
| HERAPDF | 0.284 | 0.105 | 0.074 | 0.091 | 0.165 | 0.044 | 0 |
| NNPDF | 0.282 | 0.115 | 0.064 | 0.076 | 0.140 | 0.033 | 0.0019 |

| Table 18 | Results for second moments of \( E_0^q \) at \( t = 0 \). The central values in the rows labeled ABM 1 and “all fits” correspond to the default fit and refer to \( \mu = 2 \) GeV, with two different error estimates as described in the text. The last row gives the moments obtained from the fit ABM 0 and refers to \( \mu = 1 \) GeV |
| Fits | \( e_{20}^u(0) \) | \( e_{20}^d(0) \) | \( e_{20}^{u+d}(0) \) | \( e_{20}^{u-d}(0) \) |
| ABM 1 | \( 0.163^{+0.010}_{-0.006} \) | \( -0.122^{+0.008}_{-0.006} \) | \( 0.041^{+0.008}_{-0.010} \) | \( 0.284^{+0.012}_{-0.012} \) |
| All fits | \( 0.163^{+0.018}_{-0.032} \) | \( -0.122^{+0.011}_{-0.033} \) | \( 0.041^{+0.053}_{-0.033} \) | \( 0.284^{+0.040}_{-0.060} \) |
| ABM 0 | \( 0.204^{+0.009}_{-0.010} \) | \( -0.156^{+0.009}_{-0.009} \) | \( 0.048^{+0.006}_{-0.010} \) | \( 0.366^{+0.017}_{-0.017} \) |
fit ABM 1 include the uncertainty that results from varying $\beta_u$ and $\beta_d$, which is computed as described in Sect. 6.3.

### 7.3 Impact parameter distributions

In Sect. 6.1 we explained how the GPDs $H^q_2(x,t)$ and $E^u_2(x,t)$, after Fourier transformation to impact parameter space, give information about the spatial distribution of partons with momentum fraction $x$ in the impact parameter plane. Let us now see how this plays out quantitatively for our default fit ABM 1.

The impact parameter $b$ introduced in Sect. 6.1 gives the distance of a parton from the center of the proton, where the center is determined by the transverse positions of all proton constituents, weighted with their momentum fraction [79]. The impact parameter of a parton with $x$ close to 1 thus tends to coincide with the center of the proton, and a better quantity to assess the overall proton size in that case is the distance $b/(1-x)$ between the struck parton and the center of all spectator partons in the transverse plane. Following [5], we introduce the average

$$d_q(x) = \frac{\langle b^2 \rangle^q}{1-x} = \frac{2\sqrt{q^2(x)}}{1-x}$$

(69)

of this distance. It is plausible to require that the proton remains of finite transverse size for configurations where one parton has momentum fraction $x\to 1$, which implies that $\langle b^2 \rangle^q \sim (1-x)^2$ in that limit as we anticipated in Sect. 6.1.

In Fig. 21 this distance is shown for $u$ and $d$ quarks. The values of $d_q$ appear reasonable for an estimate of the transverse size of the proton. In consistency with our earlier analysis [5], we find that $d_d$ is clearly larger than $d_u$ for medium to large $x$. The comparison of the relevant parameters $A_u$ and $A_d$ in the profile function (see Sect. 6.4) shows that this trend is seen in all our GPD fits. Due to the term with $a'_q \log(1/x)$ in the profile function, the distance between the struck quark and the cluster of spectators growths logarithmically when $x$ goes to zero.

In analogy to (69) we introduce the average size

$$s_q(x) = \frac{\langle b^2 \rangle^q}{1-x} = \frac{1}{2m} \frac{e^2_q(x)}{q(x)} \frac{1}{1-x}$$

(70)

of the shift in the distance between the struck quark and the spectator system that is induced by transverse proton polarization. As is seen in Fig. 21, this shift is significantly nonzero and larger in size for $d$ quarks than for $u$ quarks. For $x\to 1$ the numerical values we find for $s_q$ are very uncertain, which is due to the corresponding uncertainties in the parton densities we discussed in Sect. 6.2. We therefore limit the plot of $s_q$ to the region $x < 0.9$.

Observing that the r.h.s. of the positivity bound (41) assumes its maximum for $g_q(x)/f_q(x) = 3/4$ and omitting $\Delta q_v(x)$, we obtain the bound

$$|s_q(x)| < 0.38 d_q(x).$$

(71)

We note that the weaker bound $|s_q(x)| \leq 0.5 d_q(x)$ can be derived directly from the general form (40), independently of our exponential ansatz (33) for the $t$ dependence of the
The average distance $d_{q}$ between the active quark and the cluster of spectators for $u$ and $d$ quarks, and the average shift $s_{q}$ of this distance along $y$ in a proton polarized along the $x$ direction. For our default fit we find that in the interval $0.15 < x < 0.9$ the ratio $|s_{q}(x)|/d_{q}(x)$ is below 0.16 for $u$ quarks and below 0.27 for $d$ quarks, so that the bound (71) on the displacement of quarks due to transverse proton polarization is far from saturated in the $x$ region where it should be applicable.

In the phenomenology of deeply virtual Compton scattering (DVCS) and of hard exclusive meson production, a Regge-type approximation of the profile function $f_{q}$, namely

$$f_{R}(x) = \alpha'_{R} \log(1/x) + B_{R}$$  \hspace{1cm} (72)

is frequently used. In Fig. 22 we compare the distance $d_{q}$ obtained with this approximation and its counterpart calculated from the profile function (44) in our default fit. We also show the separate contributions of the Regge terms (dashed) and the large-$x$ term (dotted) in $f_{q}$, as specified in the text. The Regge-type profile function is evaluated with the parameters $\alpha'_{R} = 0.9$ GeV$^{-2}$ and $B_{R} = 0$ taken from [100].

Small deviations are due to the slightly different parameters in $f_{R}$ and our fit. For growing $x$ the Regge-type approximation increasingly deviates from the distance evaluated with our profile function $f_{u}$, and in the limit $x \to 1$ it increases as $1/(1 - x)$, which is clearly an unphysical behavior. The form (72) is thus suitable at small $x$ but should not be used in the large-$x$ region.

8 Applications

8.1 Axial form factor

The axial form factor of the nucleon, $F_{A}(t)$, is related by the sum rule (11) to the quark helicity dependent GPDs. Data on the axial form factor are scarce (mainly limited to $-t < 1$ GeV$^{2}$) and show a considerable spread, see for instance the review [101]. The measurement [102], which covers the largest $t$-range, namely $0.1$ GeV$^{2} < -t < 3$ GeV$^{2}$, is presented in form of a dipole parameterization $F_{A}(t) | F_{A}(0)/(1 - t/M_{A}^{2})|^{2}$ with parameters $F_{A}(0) = 1.23 \pm 0.01$ and $M_{A} = (1.05^{+0.12}_{-0.16})$ GeV.

In view of this situation we do not attempt to fit the GPDs for polarized quarks to the data on the axial form factor. Instead, we use the ansatz (34) for $\tilde{H}_{q}^{D}(x, t)$ with the profile functions $f_{u}(x)$ and $f_{d}(x)$ fixed by our fit of the unpolarized GPDs. The polarized parton distributions $\Delta_{q}^{v}$ for valence quarks are taken from the analysis of DSSV [80], as we already did when evaluating the positivity constraint (41).

With this ansatz for $\tilde{H}_{q}^{D}$ the axial form factor is evaluated from the sum rule (11), neglecting the antiquark contribution for the time being. The results are compared to the dipole fit.
of \[102\] in Fig. 23. One sees that our simple model of \(\Hq\) is compatible with experiment, although it is at the lower edge of the large uncertainty band of the dipole fit.

In order to get a feeling for the possible size of the antiquark contribution in the sum rule for \(FA\), we use the parameterization \(34\) also for the polarized sea quark distribution \(\bar{H}q\). Admittedly, this is an ad hoc ansatz and should not be over-interpreted. Since the isotriplet combination \(\Delta \bar{u}(x) - \Delta \bar{d}(x)\) of forward densities is not very small in the DSSV analysis, the effect of the sea quarks on the axial form factor is noticeable for \(-t\) below 1 GeV\(^2\). The agreement with the dipole fit improves within this estimate, as is seen in Fig. 23.

A more general ansatz than \(34\) is the exponential form \(\tilde{H}q(x, t) = \Delta q(x) \exp[t \tilde{f}_q(x)]\) with a profile function of its own. The density interpretation of the impact parameter distributions \(q_v(x, b^2) \pm \Delta q_v(x, b^2)\) for valence quarks with definite helicity implies the bound \(\tilde{f}_q(x) \leq f_q(x)\) in the region where antiquarks can be neglected. Taking \(\tilde{f}_q(x) < f_q(x)\) instead of \(\tilde{f}_q(x) = f_q(x)\) would increase the integral giving the axial form factor and could thus improve the agreement with the dipole fit, especially at higher \(t\). We will, however, not pursue this possibility in the present work.

8.2 Compton form factors

As argued in \[103, 104\], the amplitude for wide-angle Compton scattering (i.e. Compton scattering at large values of the Mandelstam variables \(s, t\) and \(u\)) factorizes into a hard subprocesses \(\gamma q \rightarrow \gamma q\) and form factors given by the \(1/x\) moments of GPDs:

\[
RV = \sum_q e_q^2 \int_0^1 \frac{dx}{x} [H^q_v(x,t) + 2H^q_\bar{q}(x,t)],
\]

\[
RT = \sum_q e_q^2 \int_0^1 \frac{dx}{x} [E^q_v(x,t) + 2E^q_\bar{q}(x,t)],
\]

\[
RA = \sum_q e_q^2 \int_0^1 \frac{dx}{x} [\tilde{H}^q_v(x,t) + 2\tilde{H}^q_\bar{q}(x,t)].
\] (73)

This factorization, which bears some similarity to the handbag factorization of DVCS, is formulated in a symmetric frame where the skewness \(\xi\) is zero. The form factors are mildly scale dependent as discussed in \[5\]. We evaluate these Compton from factors from our default fit of the valence-quark GPDs at the scale \(\mu = 2\) GeV, taking again the ansatz \(34\) for \(\Hq\). The results and their parametric uncertainties are shown in Fig. 24 for \(-t > 2\) GeV\(^2\). They are rather similar to those obtained in our previous work \[5\], except that \(RT\) in the present analysis is somewhat larger at small \(t\) and falls off slightly faster as \(-t\) increases. The sea quark contribution to these form factors can be safely neglected since we are only interested in the large \(t\) region (cf. our estimate of the sea quark contribution to the axial form factors in Sect. 8.1).

In the handbag approach, the unpolarized cross section for wide-angle Compton scattering reads \[104\]

\[
\frac{d\sigma}{dt} = \frac{\pi \alpha_{em}^2 (s-u)^2}{s^2 u s} \left[ R^2_V(t) - \frac{t}{4m^2} R^2_T(t) \right. \left. + \frac{t^2}{(s-u)^2} R^2_A(t) \right].
\] (74)
In Fig. 25 we plot this quantity for \( s = 10.92 \) and \( 20 \) GeV\(^2\) and compare with the Hall A data [105] from JLab. The theoretical results include next-to-leading order QCD corrections [5, 106] and an estimate of the uncertainties due to the finite proton mass as specified in [107]. The latter uncertainties are responsible for the error bands, because the parametric errors on the Compton form factors resulting from our GPD fit are rather small. Despite the fact that the agreement with the Hall A data is not perfect, in particular in the forward hemisphere, we consider our result as a remarkable success: in a parameter-free calculation the deviations between experiment and theory are less than about 30%.

Another interesting quantity is the correlation parameter \( A_{LL} (K_{LL}) \) between the helicities of the incoming photon and the incoming (outgoing) proton [106, 108]. As a consequence of the neglect of quark masses, one has \( A_{LL} = K_{LL} \) in the handbag approach. To a good approximation, the correlation parameters are given by the ratio of \( \frac{R_A}{R_V} \) in the handbag approach. The situation should improve with future measurements of Compton scattering at higher energies.

8.3 Chromodynamic lensing and the Sivers distribution

The Sivers distribution quantifies the anisotropy in the transverse-momentum distribution of unpolarized partons inside a proton that is polarized in the transverse plane. Its very existence offers deep insights into the dynamics of partons in QCD: the distribution is naively time-reversal odd and can only be nonzero due to interactions of the spectator partons that single out a direction in time [110]. These interactions play a role in every type of parton distribution; technically they are described by Wilson lines if one works in a covariant gauge [111].

We have already seen that in a transversely polarized proton there is a sideways shift in the spatial distribution of partons, which is described by the term with \( e^q_\perp (x, b^2) \) in (38). The idea of chromodynamic lensing [112] is that this anisotropy in transverse space induces an anisotropic distribution of the transverse parton momentum via the spectator interactions just mentioned. These interactions are of non-perturbative nature, and to date the lensing effect cannot be computed from first principles in QCD. It can, however, be explored in simple model calculations, where typically the spectator system is approximated by a diquark and its interactions are treated as gluon exchange in perturbation theory, see e.g. [113, 114].

In the recent study [97] an ansatz for the lensing effect was used to compute GPDs from a phenomenological extraction of the Sivers distributions. In this work we take the opposite approach and combine a simple model for chromodynamic lensing with our fit result for the distribution \( e^q_\perp (x, b^2) \), thus obtaining an estimate for the Sivers distribution of valence \( u \) and \( d \) quarks. A useful quantity for this purpose is the first \( k_\perp^2 \) moment of the Sivers function, defined as

\[
\int_{1T}^{(1),q} (x) = \int d^2 k \frac{\vec{k}}{2m^2} f_{1T}^{(1),q} (x, k^2),
\]

where we abbreviate

\[
f_{1T}^{(1),q} (x, k^2) = f_{1T}^{(1),q} (x, k^2) - f_{1T}^{(1),\bar{q}} (x, k^2)
\]

and use the standard definition of the Sivers distribution [115]. We take a model that involves a scalar diquark and perturbative one-gluon exchange [113], which gives

\[
\int_{1T}^{(1),q} (x) = -\pi \alpha_s C_F \frac{1}{2m^2} \int d^2 l \frac{1}{(2\pi)^2 l^2 + m^2} \times \frac{l^2}{1-x} E^q_\perp \left( x, \frac{l^2}{1-x} \right)
\]

\[
- \int d^2 b \frac{b^j}{2m^2} l^j \left( \frac{b^j}{1-x} \right) \frac{\partial e^q_\perp (x, b^2)}{\partial b^2}.
\]

The so-called lensing function thus reads:

\[
\int_{1T}^{(1),q} (x) = -\pi \alpha_s C_F \frac{1}{2m^2} \int d^2 l \frac{1}{(2\pi)^2 l^2 + m^2} \times \frac{l^2}{1-x} E^q_\perp \left( x, \frac{l^2}{1-x} \right)
\]

\[
- \int d^2 b \frac{b^j}{2m^2} l^j \left( \frac{b^j}{1-x} \right) \frac{\partial e^q_\perp (x, b^2)}{\partial b^2}.
\]

Fig. 25 The Compton cross section at \( s = 10.92 \) and 20 GeV\(^2\), evaluated from the Compton form factors shown in Fig. 24. The data points for \( s = 10.92 \) GeV\(^2\) are from [105]
where $b = \sqrt{b^2}$. We note that the expression in squared brackets tends to 1 for $m_g \to 0$. These results follow from Eqs. (87), (89) and (90) in [113] if we introduce a mass $m_g$ in the gluon propagator and if we change $e_q e_s \to -g^2 C_F = -4\pi \alpha_s C_F$, as is appropriate when going from an Abelian gluon model to color SU(3) with a color singlet target. We allow for a gluon mass in order to explore non-perturbative effects at least in a very simple fashion. With our exponential ansatz (33) for the $t$-dependence of $E_v^q$, we obtain

\[ f_{1T}^{q, -\bar{q}}(x) = -\alpha_s C_F \left( \frac{1-x}{8m^2 g_q(x)} \right) \chi \left[ \frac{m_g^2 g_q(x)}{(1-x)^2} \right], \]

where the auxiliary function

\[ \chi(z) = 1 - ze^z \int_1^\infty \frac{du}{u} e^{-uz} \]

behaves like $1 - z \log(1/z)$ for $z \to 0$ and like $1/z$ for $z \to \infty$. With the definition (69) of the distance function $d_q(x)$ this implies

\[ \left| f_{1T}^{q, -\bar{q}}(x) \right| \leq \frac{\alpha_s C_F}{2m^2 d_q^2(x)} g_q(x) \frac{e^{\nu}(x)}{1-x}. \]

In our numerical study we set $\alpha_s = 1$, bearing in mind that the typical scale of the one-gluon exchange is non-perturbative, as can easily be seen in (77). Even without a small $\alpha_s$, the $k_T^2$ moment of the Sivers function is suppressed by the factor $1/[2m^2 d_q^2(x)]$, given that the distance $d_q(x)$ is significantly larger than the Compton wavelength $1/m \approx 0.2$ fm of the proton (see Fig. 21).

The model leading to (79) does not include evolution effects, neither for the Sivers function nor for $e^u_i$ (the two types of function actually evolve quite differently). We evaluate (79) at scale $\mu = 1$ GeV rather than at $\mu = 2$ GeV, so as to be closer to the non-perturbative region that is natural for the model. We hence use the distribution $e^u_i$ obtained in the fit ABM 0 (see Table 12) rather than the one from our default fit. The result is shown in Fig. 26 for three representative values of the gluon mass $m_g$. It is compared with the recent extraction [116] of the Sivers distribution from semi-inclusive deep inelastic scattering data. We observe overall agreement in sign and order of magnitude between our model results and the phenomenological extraction, but there are clear discrepancies as well, most notably for the relative size of $u$ and $d$ quark distributions and for the detailed shape in $x$. As a word of caution we note that the extraction in [116] (as well as any other current extraction of the Sivers function) is subject to important theoretical uncertainties. Our overall assessment is, however, that the simple model for chromodynamic lensing we have used cannot be expected to yield precise predictions.

8.4 Skewness dependence

The sum rules relating GPDs to electromagnetic form factors do not contain information about the dependence of the GPDs on the skewness parameter $\xi$. We have therefore used these sum rules at $\xi = 0$, see (7) and (8), because at this point GPDs admit a density interpretation after Fourier transform to impact parameter space. Furthermore, the $t = 0$ limit of $H_u^q$ is then given by the usual PDFs. In this section we explore the GPDs that are obtained from our default fit together with a model ansatz for the $\xi$ dependence.
As is well known [117, 118], GPDs admit an integral representation in terms of double distributions \( k(\rho, \eta, t) \). For valence quarks one can write\(^5\)
\[
K^q_v(x, \xi, t) = \int_0^1 d\rho \int_{\rho-1}^{1-\rho} d\eta \times \delta(\rho + \xi \eta - x) k^q_v(\rho, \eta, t),
\]
(82)
where \( K^q_v = H^q_v, E^q_v \) as before. A useful property of this representation is that, without any restriction on the double distributions, it ensures the polynomiality property of the resulting GPDs, which is required by Lorentz covariance, see e.g. [2, 3]. From (82) it also follows that \( K^q_v(x, \xi, t) = 0 \) for \( x \leq -\xi \). An often used model for the double distribution, suggested long ago by Radyushkin and Musatov [120], is to assume
\[
k^q_v(\rho, \eta, t) = K^q_v(\rho, 0, t) w(\rho, \eta)
\]
(83)
with a weight function that generates the \( \xi \)-dependence of the GPDs and is normalized as
\[
\int_{\rho-1}^{1-\rho} \eta w(\rho, \eta) = 1.
\]
(84)
The form
\[
w(\rho, \eta) = \frac{3}{4} \frac{(1-\rho)^2 - \eta^2}{(1-\rho)^3}
\]
(85)
has been used in many phenomenologically analyses of DVCS and exclusive meson production, see e.g. [1, 100, 121, 122].

With the help of the \( \delta \) function we can perform the integral over \( \eta \) in (82). Inserting the ansatz specified by (83) and (85) we obtain
\[
K^q_v(x, \xi, t) = \frac{3}{4\xi^3} \int_{\rho_{\text{min}}}^{\rho_{\text{max}}} \frac{d\rho}{1-\rho} K^q_v(\rho, 0, t)
\times \left(1 + \xi - \frac{1-x}{1-\rho}\right) \left(\frac{1-x}{1-\rho} - 1 + \xi\right)
\]
(86)
with integration boundaries
\[
\rho_{\text{min}} = \begin{cases} 
0 & \text{for } x \leq -\xi, \\
-x\frac{\xi}{1-x} (1-x) & \text{for } x > -\xi,
\end{cases}
\]
\[
\rho_{\text{max}} = x + \frac{\xi}{1+\xi} (1-x).
\]
(87)

\(^4\)It is common to write the arguments of the double distribution as \( k(\beta, \alpha, t) \). We changed notation here because \( \alpha \) and \( \beta \) are already used otherwise.

\(^5\)In general, the integration extends over \(-1 < \rho < 1\) and \( |\rho| - 1 < \eta < 1 - |\rho| \). Its restriction to \( \rho > 0 \) for valence quarks has been proposed in [119].
the $\rho$ integral and obtain

$$K_{\rho}^q(x, \xi, t) \approx c(1 - x)^3 \frac{3}{2\beta(\beta - 1)(\beta - 2)}$$

$$\times \frac{1}{\xi^3} \left[ 1 + \xi(\beta - 1) - \frac{1 - \xi(\beta - 1)}{(1 - \xi(\beta - 1))^2} \right].$$

For $\xi \ll 1$ this simplifies to

$$K_{\rho}^q(x, \xi, t) \approx c(1 - x)^\beta$$

$$\times \left[ 1 + \frac{1}{10}(\beta + 1)(\beta + 2)\xi^2 + O(\xi^4) \right],$$

i.e. the GPD at finite $\xi$ is larger in absolute value than in the forward limit, which it approaches smoothly. We see that in the limit $x \to 1$ our ansatz yields a $t$-independent GPD for all values of $\xi$, which (as in the case of zero skewness) is necessary for having a finite average size of the proton. Note that with the Regge-type approximation (72) for the profile function, the GPD at nonzero skewness contains a factor $\exp[t B g]$ and thus remains $t$-dependent for $x \to 1$.

In the limit $x \to 1$ at fixed $\xi$ and $t$ there is a prediction that the dominant graphs describing the GPDs are such that, starting from a three-quark configuration of the proton, all longitudinal momentum is transferred to a single quark by perturbative gluon exchange [123]. This generalizes the corresponding statement for the $x \to 1$ limit of the ordinary PDFs [124]. The analysis in [123] predicts a power behavior

$$H_{\rho}^q(x, \xi, t) \approx (1 - x)^3 d_{\rho}^q(\xi),$$

$$E_{\rho}^q(x, \xi, t) \approx (1 - x)^3 b_{\rho}^q(\xi),$$

(90)

with a dependence on $\xi$ but no dependence on $t$. The $t$-independence in this prediction is consistent with the finite-size requirement discussed above. As we see in (88), the behavior (90) follows if $q_v(x) \sim (1 - x)^3$ and $e_v^q(x) \sim (1 - x)^3$ for $x \to 1$. For the valence PDF $q_v(x)$ this is just the behavior predicted by dimensional counting.

The prediction in (90) must be taken with due caution, since among other things it does not take into account the change of the large-$x$ behavior induced by DGLAP evolution; for a more detailed discussion we refer to Sect. 3.5 in [5]. We saw in Sect. 6.2 that the phenomenologically extracted valence PDFs approximately follow a power law in $(1 - x)$ at large $x$. As discussed there, we cannot determine the corresponding power for the mathematical limit $x \to 1$, but we can instead fit such a power for small but finite $(1 - x)$. The resulting powers for $u$ quarks are typically between 3 and 4 at the scale $\mu = 2$ GeV and thus not very far from the above prediction. By contrast, the effective large-$x$ power of $d$ quarks is significantly larger (except for the CT parton densities). As for $e_v^q(x)$, we find from Table 12 that the large-$x$ powers obtained in our GPD fits range from 4 to 6. All in all, we do not find strong evidence for the quantitative validity of the prediction (90), at least not at $\mu = 2$ GeV.

9 Summary

We have performed a detailed review of the data on electromagnetic nucleon form factors and—with an ansatz for the functional dependence—used them to determine the GPDs $H_{\rho}^q$ and $E_{\rho}^q$ for unpolarized valence quarks.

We find that the quality of the experimental data is clearly important for the quantitative extraction of GPDs. A resolution of the inconsistencies between several data sets on the ratio $R^p = \mu_p G_E^p / G_M^p$ at low $t$ (all dating from after 2000) is of highest urgency in this respect. We also point out inconsistencies in the data on $G_{\rho}^n$ between [20, 21] and more recent measurements at Jefferson Lab. We decided to discard the data points in [20, 21] that are in conflict with the more recent results and caution against the use of parameterizations that fit the older data. Finally, our fits show that the precision of $G_{\rho}^M$, the best known among all form factors, is of great importance for the determination of GPDs. Quantitative control over two-photon exchange contributions is crucial in this respect, and measurements of the ratio of elastic $e^+ p$ and $e^- p$ cross sections [125–127] will hopefully bring further progress to this area. We find that the inclusion of the very precisely measured squared neutron charge radius has a clear impact on fits of the form factors, whereas our global fits of the nucleon form factors in the full available $t$ range are not well suited to determine with precision the charge or magnetic radii, i.e. the derivatives of form factors at $t = 0$. A resolution of the discrepancies between the determinations of the proton charge radius from the Lamb shift in either electronic or muonic hydrogen would be highly welcome, as it would allow one to include this radius as an extra constraint in the determination of the form factors.

The electromagnetic nucleon form factors receive contributions from strange quarks and antiquarks, which are small but remain poorly known. Estimating their size, we find that they start to be quantitatively relevant at the present level of precision, but that their neglect does not change the qualitative picture. Experimentally, the strange form factors can be determined in parity violating electron-nucleon scattering, but it is not clear to us whether in the foreseeable future this can be brought to a sufficient level of precision and be extended over a significant range in $t$. Perhaps more help will come from determinations in lattice QCD, once the present systematic uncertainties in those extractions can be brought under quantitative control. If one is willing to make a model ansatz for the GPDs, one can connect the strange Dirac form factor $F_1^q$ with the difference $s(x) - \tilde{s}(x)$ of parton distributions. This difference is poorly known at present, but significant progress in their determination can be expected in
forthcoming years from the production of W and Z bosons at the LHC.

We have used the available data on the nucleon form factors to extract an interpolated set of data for the Dirac and Pauli form factors in the quark flavor basis, i.e. \( F_1^u \), \( F_1^d \), \( F_2^u \) and \( F_2^d \). The \( t \)-range over which all form factors can be determined is currently limited by the measurement of the electric neutron form factor or of the ratio \( R^n = \frac{G_E^n}{G_M^n} \). Measurements for \(-t \) above 3.4 GeV\(^2\) after the 12 GeV upgrade at Jefferson Lab will be of immediate interest in this respect. They might in particular reveal whether any of the isosinglet combinations \( F_2^u + F_2^d \) or \( G_E^n + G_E^d \) has a zero crossing at \(-t \) around 4 GeV\(^2\). Our fits strongly suggest that \( G_M^n \) is dominated by \( F_1^u \) at large \( t \), so that \( F_1^u \) may be regarded as reasonably well known up to \(-t \) of order 30 GeV\(^2\).

The flavor form factors we have extracted exhibit several clear trends. \( F_1^d \) decreases significantly faster with \(-t \) than \( F_1^u \), a behavior that is naturally explained by the Feynman mechanism, given that the PDF for \( d \) quarks decreases significantly faster with \( x \) than the one for \( u \) quarks. Interestingly, we do not see the same trend for the Pauli form factors: the ratio \( F_2^d / F_2^u \) remains quite flat in the region of \(-t \) up to 3.4 GeV\(^2\), where we have information from the data. It will be most interesting to see in future data whether this trend continues for higher \(-t \).

Using our interpolated data set, we have investigated several one- and two-parameter fits to individual form factors and their linear combinations. We find that a satisfactory description of all form factors up to \(-t = 3.4 \) GeV\(^2\) is possible with a power-law \( F(t)/F(0) = (1 - t/M^2)^{-\alpha} \) in the flavor basis of the Dirac and Pauli form factors. A dipole form works only well in a few cases. Using the product (16) of two power laws for each flavor form factor, we obtain an excellent global fit to all form factor data in their available \( t \)-range.

The current form factor data, together with a slight extension of the ansatz for GPDs developed in [5], allow for a significant advance in the determination of GPDs compared with our previous work. As we already observed in [5], the fit of the GPD is significantly constrained by the positivity requirements that arise from the relation between zero-skewness GPDs and parton densities in impact parameter space. We perform a global fit of all form factor data and find significant correlations between the different parameters describing the GPDs. Independent information about the distributions \( E_1^u \) and \( E_1^d \), whose forward limits are unknown, would be most helpful. In the future this might be provided by the determination of higher moments of GPDs in lattice QCD, and by measurements of exclusive processes (which are, however, described by GPDs at finite skewness and thus add a further kinematic dependence that needs to be modeled successfully). We note that the electromagnetic form factors provide indirect constraints on GPDs at high values of \( t \), which will conceivably never be accessible in hard exclusive scattering processes.

We performed fits of the GPDs using several PDF sets for the forward limit of \( H_1^d \) and with several settings regarding parameters and the data selection. The spread of the GPDs due to these variations is more important than the parametric errors of the individual fits. An improved knowledge of the valence PDFs, especially at small and at large \( x \), will be of great use and can be expected from forthcoming measurements at the LHC or at Jefferson Lab.

Despite the present uncertainties, certain features are common to all our fits and can hence be regarded as firm results under the hypothesis that our basic ansatz for the functional form of the GPDs is adequate. In particular, we find that \( E_1^d \) decreases faster with \( x \) than \( H_1^d \), although not very much for \( d \) quarks. The data on \( G_E^n \) and the associated squared radius \( r_{G1}^2 \) favor a small splitting between the effective Regge slopes \( \alpha_q \) for \( u \) and \( d \) quarks, which we take to be equal in \( H_1^u \) and \( E_1^u \). We also find that the effective Regge intercept \( \alpha_q \) is larger in \( E_1^u \) than in \( H_1^u \) in all our fits. By contrast, we cannot conclude whether the data prefers different parameters \( \alpha_q \) in \( E_1^u \) for \( u \) and \( d \) quarks.

From the \( t \)-dependence of the fitted GPDs we can compute the average squared impact parameter of valence quarks at given \( x \) and find it to be clearly larger for \( d \) quarks than for \( u \) quarks when \( x \) is above 0.3. The sideways shift \( s_q(x) \) in the average impact parameter induced by transverse proton polarization (which is proportional to \( E_1^u \) at \( t = 0 \)) is found to be 0.1 fm for \( u \) quarks and \(-0.17 \) fm for \( d \) quarks at \( x = 0.1 \). It decreases in absolute size as \( x \) increases.

Evaluating Ji’s sum rule with our fitted GPDs, we can extract the total angular momentum carried by quarks of a given flavor minus the corresponding contribution from antiquarks. We find

\[
J_v^u = 0.230^{+0.009}_{-0.024}, \quad J_v^d = -0.004^{+0.010}_{-0.016}
\]

at a scale \( \mu = 2 \) GeV, where the uncertainties reflect all variations we allowed in our fits. The total angular momentum carried by sea quarks cannot be determined with information from the electromagnetic form factors. We note that from current PDF determinations one finds that the non-strange sea carries about 15% of the longitudinal proton momentum at \( \mu = 2 \) GeV.

We have used our fitted valence GPDs for unpolarized quarks to study a variety of related quantities. Assuming a simple model for the GPDs of longitudinally polarized quarks, where their \( t \)-dependence is taken to be equal to the unpolarized case, we can evaluate the isotriplet axial form factor \( F_A(t) \) of the nucleon and find it to be at the lower edge of the uncertainty band from the experimental extraction of this quantity. A slower decrease with \( t \) of the polarized GPDs, as well as the contribution of polarized sea quarks, could increase \( F_A(t) \) and improve the agreement with the

\[
F_A(t) = 0.230^{+0.009}_{-0.024}, \quad F_A^d = -0.004^{+0.010}_{-0.016}
\]
data, which themselves remain rather imprecise and limited in t. Also for this quantity, advances in lattice computations will be of great interest.

Evaluating the form factors that describe wide-angle Compton scattering in the handbag approach, we obtain agreement with the data at the 30 % level for s ≈ 11 GeV², which we consider to be a success for a parameter free calculation, given the uncertainties of the handbag approach itself in this kinematic region.

Combining our GPDs with a simple model for chromodynamic lensing, we can estimate the Sivers distributions for valence u and d quarks. Comparing the results with a recent phenomenological determination of these distributions, we find overall agreement in sign and magnitude but clear differences in the details. We think that the model of the lensing effect, which uses a simple quark–diquark picture and one-gluon exchange, is the most important source of uncertainty in this comparison.

Finally, we have combined our fitted zero-skewness GPDs with the double distribution ansatz of Musatov and Radyushkin in order to compute the valence GPDs at finite skewness. These results can be used as an input for phenomenological analyses of hard exclusive scattering processes, in particular for the kinematics of current and future fixed-target experiments.

In conclusion, the improvements in the measurement of the electromagnetic form factors over the last decade has significantly advanced our ability to perform a model-dependent extraction of the GPDs for unpolarized valence quarks. Further significant progress can be expected for the next decade from the measurement of form factors, parton densities, and hard exclusive processes and from lattice calculations. This will hopefully also enable us to get a firmer grip on the model dependence due to assuming a functional form of the GPDs.
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Appendix A: Tables of form factors

In Table 20 we give the values and errors of $R^n$ for the data set we have selected. Except for the entries from Plaster 05, Geis 08 and Riordan 10, which directly quote results on $R^n$, we have computed this ratio from $G^n_E$ and the assumed value of $G^n_M$ for the reasons explained in Sect. 3.2.

In Table 21 we list the results for the flavor form factors we have extracted from our default data set as explained in Sect. 5.1.

### Table 20

| t [GeV^2] | R^n | Error | Reference |
|-----------|-----|-------|-----------|
| 0.21      | 0.1108 | 0.0260 | 0.0252 | Passchier 99 |
| 0.495     | 0.1334 | 0.0201 | 0.0177 | Zhu 01 |
| 0.5       | 0.1517 | 0.0121 | 0.0095 | Warren 03 |
| 1.0       | 0.2457 | 0.0350 | 0.0292 | |
| 0.15      | 0.0706 | 0.0122 | 0.0095 | Herberg 99 |
| 0.34      | 0.1485 | 0.0212 | |
| 0.30      | 0.1140 | 0.0132 | 0.0126 | Glazier 04a |
| 0.59      | 0.1566 | 0.0240 | 0.0230 | |
| 0.79      | 0.1992 | 0.0395 | 0.0383 | |
| 0.447     | 0.1444 | 0.0175 | 0.0170 | Plaster 05b |
| 1.132     | 0.2506 | 0.0218 | 0.0210 | |
| 1.450     | 0.3616 | 0.0353 | 0.0344 | |
| 0.35      | 0.1112 | 0.0083 | | Rohe 05 |
| 0.67      | 0.1763 | 0.0258 | | Bermuth 03 |
| 0.142     | 0.0505 | 0.0078 | 0.0072 | Geis 08 |
| 0.203     | 0.0695 | 0.0093 | 0.0084 | |
| 0.291     | 0.1022 | 0.0135 | 0.0127 | |
| 0.415     | 0.1171 | 0.0189 | 0.0182 | |
| 1.72      | 0.273  | 0.0361 | 0.020 | Riordan 10 |
| 2.48      | 0.412  | 0.0600 | 0.048 | |
| 3.41      | 0.496  | 0.0813 | 0.067 | |

a Gives asymmetric errors; we have symmetrized by taking the maximum of the two errors

b Values from Table IX, “FSI + MEC + IC + RC”

### Appendix B: Matrices for computing fit errors

In this appendix we give the information that is needed to compute parametric errors for our default fit ABM 1 and for the power-law fit of Sect. 3.4. A convenient procedure to propagate errors is the so-called Hessian method used in modern PDF determinations, see e.g., [64, 128]. We briefly describe this method and then list the relevant matrices.

Let us introduce the column vector $p$ of the n original fit parameters, as well as the vector of transformed parameters $z$ defined by

$$ p - p_0 = E z. $$

(B.1)

where $p_0$ is the set of parameters that minimizes $\chi^2$. The matrix $E$ satisfies

$$ EE^T = V $$

(B.2)

with the standard covariance matrix $V$ for the parameters $p$. The deviation of $\chi^2$ from its minimum value is then given by

$$ \Delta \chi^2 = (p - p_0)^T V^{-1} (p - p_0) = z^T z. $$

(B.3)
In Table 22 we give the matrix $E_D$ for the default GPD fit (ABM 1) and the matrix $E_P$ for the power law fit of Sect. 3.4. The order of entries in the matrices corresponds to the following vectors of parameters:

$$
p_D = \begin{pmatrix} A_u \\ A_d \\ B_u \\ B_d \\ C_u \\ C_d \\ D_u \\ D_d \\ a'_d \\ \alpha \end{pmatrix}, \quad p_P = \begin{pmatrix} a_u + b_u \\ b_u \\ a_d + b_d \\ b_d \\ a_u + b_u \\ b_u \\ a_d + b_d \\ b_d \\ p_1^u \\ p_1^d \\ p_2^u \\ p_2^d \end{pmatrix}.
$$

The central values of the fit parameters are given in (50) and Table 11 for the GPD fit, and those of the power-law fit are given in Table 5.
Table 22 The matrix $E_D$ for the default GPD fit ABM 1 and the matrix $E_P$ for the power-law fit of Sect. 3.4. Entries are given in units of GeV$^{-2}$ for rows 1 to 9 in $E_D$ and for rows 1 to 8 in $E_P$

| $E_D = 10^{-3}$ $\times$ | $E_P = 10^{-3}$ $\times$ |
|-------------------------|-------------------------|
| 0.060 1.201 $\cdots$ | $\begin{pmatrix} -0.05 & -0.15 & -0.69 & 4.00 & 5.69 & 0.32 & -2.88 & 20.44 & -13.86 & -33.85 & 83.24 & 15.29 & 38.31 \\ -0.05 & -0.32 & -0.52 & 0.31 & -0.38 & 5.46 & -7.55 & -26.34 & 36.87 & -30.86 & 46.64 & 27.83 & 64.55 \\ 0.01 & 0.05 & 0.48 & -3.60 & -5.21 & 3.40 & -3.14 & 23.20 & -14.61 & -32.92 & 83.24 & 16.18 & 39.48 \\ 0.03 & 0.06 & 1.09 & -1.66 & 2.87 & 1.05 & -1.79 & 4.79 & -3.55 & 48.92 & -47.60 & 135.29 & 187.97 \\ -0.04 & 0.48 & -0.36 & -0.24 & 1.39 & 7.68 & 15.91 & 5.88 & 11.62 & -45.60 & 29.22 & 1.08 & 15.42 \\ -0.22 & 1.61 & 2.51 & 2.89 & -1.98 & -1.59 & -2.48 & 7.00 & 17.33 & -12.97 & -13.26 & -13.57 & 15.41 \\ -0.01 & 0.13 & -0.33 & -0.40 & 0.55 & 0.81 & 3.69 & 11.13 & 39.94 & 114.51 & 72.94 & -42.97 & -14.98 \\ -0.05 & 0.57 & -1.15 & -1.11 & 0.73 & -0.41 & -1.59 & -4.10 & -16.28 & 4.80 & -12.59 & -180.39 & 172.11 \\ -0.63 & -0.87 & 0.11 & -1.02 & 0.40 & -0.33 & 0.83 & 10.82 & -12.92 & 19.88 & -38.70 & -15.18 & -36.65 \\ 0.06 & 0.14 & 2.20 & -3.72 & 6.00 & 2.44 & -5.15 & -1.94 & 4.01 & -18.25 & 6.27 & -66.43 & -96.37 \\ -0.09 & 0.71 & 0.44 & 0.88 & 0.12 & 4.37 & 2.14 & -21.02 & 51.70 & 56.49 & 54.09 & 27.26 & -46.10 \\ -0.13 & 1.47 & -2.70 & -2.75 & 1.70 & -2.68 & -3.39 & 2.24 & 4.26 & -9.88 & -4.27 & 75.45 & -64.94 \\ -0.11 & -0.09 & 0.97 & 1.88 & 1.08 & -7.89 & 10.23 & -14.50 & 2.68 & -32.51 & 82.55 & 23.19 & 57.91 \end{pmatrix}$ |
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