Phase field models of active matter
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We present an overview of phase field modeling of active matter systems as a tool for capturing various aspects of complex and active interfaces. We first describe how interfaces between different phases are characterized in phase field models and provide simple fundamental governing equations that describe their evolution. For a simple model, we then show how physical properties of the interface, such as surface tension and interface thickness, can be recovered from these equations. We then explain how the phase field formulation can be coupled to various active matter realizations and discuss three particular examples of continuum biphasic active matter: active nematic-isotropic interfaces, active matter in viscoelastic environments, and active shells in fluid background. Finally, we describe how multiple phase fields can be used to model active cellular monolayers and present a general framework that can be applied to the study of tissue behaviour and collective migration.

I. INTRODUCTION

While understanding pattern formation within active matter has taken important strides in the past decades [5, 6], the vast majority of active systems are characterized by dynamic interfaces between an active phase and the surrounding medium, which can itself be active or passive with significantly different properties (Fig. 1). Whether it is a bacterial biofilm invading its surrounding environment [1, 7, 8], a cellular tissue closing a wound [9], or a cluster of human cancer cells migrating into extracellular matrices [10, 11], the interaction between active matter and its environment plays a crucial role in determining the behavior of prominent physiological processes.

In addition, even within the active matter itself, material properties are not always homogeneous and interfaces between active phases with different physical and chemical properties can arise. Striking examples include synthetic self-propelled particles that phase separate because of their different self-propulsion [12], competition between different phenotypes during bacterial collective invasion [1], and cellular segregation in epithelial cells with distinct cell-cell interactions [13].

To correctly model such complex systems, it is then crucial to both capture the dynamics of each phase independently but also to accurately track the dynamic interface between them. This can represent, however, a major modelling challenge. For example, there are many relevant biophysical scenarios where active cellular materials interact with extracellular matrices with viscoelastic properties [8, 14]. Phase field methods provide a generic and versatile framework that is adaptable to such complex situations and allow for the modelling of multiple active or passive phases with their own complex dynamics and interactions.

II. PHASE FIELD DESCRIPTION OF DIFFUSE INTERFACES

The phase field method, originally introduced to model solidification processes [15–17], has since then seen a wide range of applications, such as the description of fingering and elastic surface instabilities, fluidization and crystallization in complex media, and the modeling of soft vesicles, see [18] for a review. The basic idea

FIG. 1. Examples of natural and synthetic active interfaces. (a) Bacterial competition during Pseudomonas aeruginosa biofilm invasion. Fast and slow moving bacterial strains are shown by yellow fluorescent protein (YFP) and cyan fluorescent protein (CFP), respectively. Figure adapted from [1]. (b) Epithelial cell progression during wound healing. Figure adapted from [2]. (c) Synthetic active matter composed of colloidal rollers forming fingering patterns at the progressive front. Figure adapted from [3]. (d) Self-deforming active droplet composed of microtubule-motor protein mixtures in a fluid background. Figure adapted from [4].
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behind this method is to describe interfaces between two distinct phases implicitly using an auxiliary field $\phi$ whose value distinguishes the two phases. For instance, $\phi = 0$ can denote the first phase while $\phi = 1$ the second, but this choice is arbitrary. The phase field is then subject to a mixing free energy such that the balance between mixing and demixing effects results in two distinct stable phases with a diffusive interface of small, but finite, thickness. Under complete demixing, a sharp interface separates these two phases, while the presence of a mixing free energy results in diffusion of the order parameter in the interfacial region. This method is extremely versatile and can be used to describe interfaces between a variety of different phases, such as the solid and liquid phases of a melting material, the nematic and homogeneous phases of a biphasic liquid crystal, or simply the inside and outside of a vesicle or a cell. In what follows, we present a simple phase field model with two phases and show how it can be coupled to flow and stresses.

A. Mathematical basis

We present here the equations of a simple phase field model describing the demixing of two distinct phases and show analytically how the model parameters relate to the physical properties of the interface. For simplicity, we assume that the phase field $\phi$ relaxes diffusively towards the minimum of the free-energy $F = F[\phi, \nabla \phi]$ according to the equation of motion

$$\partial_t \phi = -\frac{\delta F}{\delta \phi} = -\nabla \cdot \left( -\frac{\delta F}{\delta \nabla \phi} \right).$$

(1)

This equation of motion, which was first introduced in [19] for the study of binary alloys, is arguably the simplest choice of evolution for the phase field $\phi$ but others are possible and can be found throughout the literature [18]. A simple free-energy exhibiting two distinct phases is the classical Cahn-Hilliard free energy first introduced in [20], which can be written as

$$F_{\text{CH}} = \int d\vec{x} \left\{ \frac{A}{2} \phi^2 (1 - \phi)^2 + \frac{\kappa}{2} (\nabla \phi)^2 \right\}.$$  

(2)

The first term is the demixing free energy and corresponds to a double-well potential with minima at $\phi = 0$ and $\phi = 1$ corresponding to the first and second phases, respectively, while the second term is the mixing part that penalises gradients $\nabla \phi$ (see Fig. 2(a)). Note the phase field $\phi$ is not conserved in equation (1) but a conservation constraint can be easily introduced using Lagrange multipliers, see for example [21, 22].

In order to get a better understanding of the parameters appearing in equation (2), we search for steady state solutions of equation (1) which leads us to solve

$$\delta F_{\text{CH}} = A \phi(1 - \phi)(1 - 2\phi) - \kappa \Delta \phi = 0.$$

(3)

It is easy to verify that

$$\phi_{\text{eq}}(x) = \frac{1}{2} \tanh \left( \frac{x_0 - x}{\sqrt{4\kappa/A}} \right) + \frac{1}{2},$$

is a solution of the above equation with boundary conditions $\phi_{\text{eq}}(-\infty) = 1$ and $\phi_{\text{eq}}(+\infty) = 0$. This corresponds to a one-dimensional interface along the $x$-axis located at $x_0$ with interface width $\lambda = \sqrt{2\kappa/A}$, (see inset of Fig. 2(a)). Note that this solution is the absolute minimum of the free energy for these boundary conditions, but that infinitely many unstable minima exist where the phase field oscillates multiple times between $\phi = 0$ and $\phi = 1$ [23].

Inserting $\phi_{\text{eq}}$ into the free energy density, Eq. (2), and integrating perpendicularly to the interface allows us to directly obtain the surface tension between the

FIG. 2. Analysis of interfacial profile for $\phi$. (a) The double-well potential corresponding to the demixing free energy in Eq. (2). The inset shows the equilibrium phase field profile from Eq. (3) for different values of the interface width $\lambda$. The interface becomes sharp as $\lambda$ goes to 0. (b) Simulation setup for measuring the interface between two phases with $\phi = 1$ (yellow) and $\phi = 0$ (green) in a complex fluid with nematic order parameter, see section III A. The phase field profile is measured along the black solid line and even in this it is very close to the theoretical tanh form of $\phi_{\text{eq}}$.
two phases $\phi = 1$ and 0 as
\[
\gamma = \sqrt{\frac{A_K}{6}}.
\]

A similar analysis can be carried out in two dimension for the case of a radially symmetrical droplet even though no analytical solution for the profile exists in this case. Considering a circular droplet whose radius $R$ is much larger that the interface width $\lambda$, it is easy to see that the Laplacian in radial coordinates can be approximated by $\Delta = \partial_r^2 + 1/r \partial_r \approx \partial_r^2 + O(\lambda/R)$, in which regime the hyperbolic tangent profile from above is recovered. When the radius of the droplet is somewhat similar to the interface width, this term can not be neglected and the interface profile will only be approximated by $\phi_{eq}$. Also note that in the non-stationary case $\partial_t \phi \neq 0$ the interface will also deviate from its equilibrium profile, but these deviations are found to be small in practice [22].

Using a free energy-based description makes phase field models of interfaces easily adaptable for modeling different types of complex microstructured fluids, such as liquid crystals or viscoelastic fluids, where the mixing free energy for the phase field is simply complemented by the free energy of the microstructured fluid [22]. Another advantage of the phase field models compared to the other approaches for modeling fluid interfaces is that it can be proven that the energy is always conserved even in the case of describing complex fluids such as liquid crystals [24].

B. Coupling to hydrodynamics

One attractive feature of phase models is that their governing equation for the binary order parameter $\phi$ can be easily coupled to hydrodynamic equations of fluid flow and other order parameters such as orientation field, polarity field, and even viscoelasticity. In this part we introduce a general framework through which such coupling is achieved, starting with a generic coupling to hydrodynamics and discussing specific examples from active nematics (where coupling to orientation field is introduced) and active matter in viscoelastic surrounding (where coupling to viscoelasticity is described). We further discuss how the generic framework for coupling to other order parameters can be adapted for more complex setups such as active shells within fluid backgrounds.

In order to couple phase field model to fluid flow, the governing equation for the binary order parameter $\phi$ is simply supplemented with an advective flux of $\phi$, $j = \bar{u}\phi$, where $\bar{u}$ is the fluid velocity. This gives:
\[
\partial_t \phi + \bar{\nabla} \cdot j = -\frac{\delta F}{\delta \phi}.
\] (4)

As such, coupling to flow is easily achieved without introducing any additional parameters in the phase field equation. In its most general form, the fluid flow $\bar{u}$ is in turn determined from the Navier-Stokes equation:
\[
\rho \left( \partial_t \bar{u} + \bar{u} \cdot \nabla \bar{u} \right) = \nabla \cdot \Pi,
\] (5)

where $\rho$ is the fluid density and $\Pi$ is the stress tensor. The stress tensor, in general, comprises fluid pressure $p$ and viscous stresses $\eta E$, with $\eta$ the dynamic viscosity and $E = (\nabla \bar{u})^{Sym}$ the strain rate tensor that characterizes the symmetric part of the velocity gradient tensor.

The presence of an interface between two phases gives rise to additional stresses in the flow field. To capture these additional stresses, the back-coupling from the binary order parameter $\phi$ to the fluid flow equation is introduced through capillary stresses [25-28]:
\[
\Pi^{\text{capillary}} = (\mathcal{F} - \mu \phi) \mathbb{I} - \nabla \phi \nabla \phi, \quad (6)
\]

where $\mu = -\delta \mathcal{F}/\delta \phi$ is the chemical potential and $\mathbb{I}$ is the identity matrix. As such, the first term describes contributions to the fluid pressure (isotropic contributions to stress tensor) due to particle exchange between two phases through chemical potential. The second term on the right-hand-side of the Eq. (6) characterizes anisotropic contributions to the fluid stress due to the presence of surface tension between the binary phases. Calculating the divergence of the capillary stress, it can be shown that the corresponding force field simplifies to [25]
\[
\vec{F}^{\text{capillary}} = \nabla \cdot \Pi^{\text{capillary}} = \phi \nabla \mu. \quad (7)
\]

Therefore, from Eqs. (1)-(7), the coupled set of equations for a phase field model in the presence of hydrodynamic fluid flow can be written as:
\[
\partial_t \phi + \nabla \cdot (\bar{u} \phi) = \mu,
\]

\[
\rho \left( \partial_t \bar{u} + \bar{u} \cdot \nabla \bar{u} \right) = \nabla \cdot \Pi + \phi \nabla \mu, \quad (8)
\]

where, as before, the stress tensor $\Pi$ includes pressure and viscous contributions.

Eq. (8) can be solved numerically using hybrid schemes combining a finite-difference integration method [29] for the scalar binary order parameter with the desired fluid solver, e.g. lattice Boltzmann method [30, 31] (see [67] for a recent review of lattice Boltzmann method for simulating active fluids).

The framework discussed above represents a general formulation for the coupling between the binary order parameter and hydrodynamic fluid flow and can be easily adapted to problems where the fluid flow is generated by active particles. For active fluids, additional active stresses can easily be added to the stress tensor [27, 32, 33] and their exact form depends on the type of the active system under consideration. The important point, however, is that the effect on the evolution...
of the binary order parameter can be described by only considering the active flux \( \dot{J} = \tilde{u} \phi \) that is solely determined from the resulting velocity field. In what follows, we discuss specific examples from active nematic models to make this more clear.

III. CONTINUUM BIPHASIC ACTIVE SYSTEMS
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**FIG. 3.** Modeling active biphasic systems composed of active nematics and isotropic phases. (a-d) Temporal evolution of the instability of an active nematic band (white region) within an isotropic fluid background (blue region). The black solid lines represent the director field of the active nematic. An initially flat interface (a) is unstable to bend deformation of the active nematics (b), which grow in amplitude (c) and generate a highly deformed interface (d). Figure adapted form [26]. (e-f) A drop of active nematic elongates (e), forms a narrow neck (f), and eventually divides (g). The black solid lines represent the director field of the active nematic and white vectors indicate the flow streamlines. The active nematic region is marked as red, while the isotropic fluid region is shown in blue. Figure adapted form [34]. (h) Growing active nematic (yellow region) invading a surrounding isotropic fluid (green region). I-III show different patterns of invasion for increasing activities. Figure adapted form [28]. (i) Active nematic fluid (yellow region) in a background passive liquid crystal develops instabilities that do not grow beyond a certain length set by the properties of the background liquid crystal. Red solid lines represent the director field of the background liquid crystal that are initially patterned to form a splay region in the middle. Figure adapted form [35].

A. Active nematic interfaces

Active nematics represent a class of active materials that are characterized by having a local orientational order parameter [27, 32, 33]. This comprises solutions of elongated particles such as bacteria [1, 36], microtubule filaments put in motion by kinesin motor proteins [37, 38] or actin filaments and myosin mixtures [39], but also spindle shaped cells such as mouse embryonic fibroblasts [40] and neural progenitor cells [41]. More surprisingly, deformable cells such as Madine-Derby Canine Kidney cells (MDCK) [42], human bronchial cells (HBC) [43], and human fibrosarcoma [44] can also be described by active nematic theories, where the orientational order is defined as the direction of cell elongation. In nematic systems, the orientational order is characterized by a second-rank nematic tensor \( \mathbf{Q} \). The field associated with the orientational order of elongated particles must be represented by a tensor since it must show head-tail symmetry, i.e. be apolar. For this reason, it can not be defined using a directional unit vector \( \hat{n} \) only and instead higher moments must be used to define the nematic tensor \( \mathbf{Q} = \frac{1}{d} (\hat{n}^T \hat{n} - 1/d) \), where \( q \) is the magnitude of the nematic order that corresponds to the largest eigenvalue of \( \mathbf{Q} \) (see [33] for a recent review of active nematics).

It is well-established that for an active nematic system, the prominent contribution to active stresses is proportional to the nematic tensor \( \mathbf{Q} \) such that the active stress takes the form \( \zeta \mathbf{Q} \) [33, 45–47], where \( \zeta \) determines the strength of activity. Therefore, in order to account for the effect of activity, an active stress proportional to the nematic tensor \( \mathbf{Q} \) is added to the stress tensor is Eq. (8): \( \mathbf{\Pi}^{\text{active}} = \phi \zeta \mathbf{Q} \). Since the divergence of the stress determines the force acting on the fluid, this means that any gradients in the nematic tensor \( \mathbf{Q} \) result in additional forces and actively generate fluid flow [46]. Moreover, the proportionality of the stress to the binary order parameter \( \phi \) ensures that the active stress is only applied in the phase with \( \phi = 1 \) and is zero in the other phase where \( \phi = 0 \). Such a form for the active stress can be used to model systems with a binary mixture of active and passive nematics (where both phases have orientational order, but only one of them is active), such as mixtures of live and dead bacteria [48] or a mixture of motor proteins-filaments in which only a part of the mixture is activated through light-activated motor proteins [49].

In several experimental conditions, however, an active phase of particles with orientational order, forms an interface with an otherwise isotropic fluid. This can be easily accommodated within the framework described here by ensuring that the passive phase \( \phi = 0 \) has no orientational order, i.e., \( \mathbf{Q} \to 0 \) when \( \phi \to 0 \). To this end, the Langr-De Gennes free energy for the nematic \( F_{\text{L-G}} = \frac{1}{2} \mathbf{Q}^2 + \frac{1}{4} \mathbf{Q}^4 \) [50, 51], is coupled to the binary order parameter \( \phi \) as follows:

\[
F_{\text{L-G}} = \frac{1}{2} \phi \mathbf{Q}^2 + \frac{1}{4} \mathbf{Q}^4.
\]  

This free energy ensures that in the active nematic phase \( \phi = 1 \), the orientational order is retained, while in the passive phase \( \phi = 0 \), the magnitude of orientational order that minimizes the free energy — i.e. \( \mathbf{Q} \) for which \( \delta F/\delta \mathbf{Q} = 0 \) — diminishes to zero, resulting in
an isotropic fluid [26, 28]. In Figure 2b, we compare analytical results for the one-dimensional $\phi$ profile to the results from numerical integration of Eq. (1).

An interesting feature of active nematic interfaces compared to their passive counterpart, is the emergence of the phenomenon of active anchoring [26]: in the absence of any anchoring energies, the presence of activity alone results in a certain alignment of active particles at the interface. This effect has been shown for dividing bacteria, where cell division provides a source of active force generation, that align parallel to the interface of their colony [52] and can also be seen in Fig. 1(a). Considering the active force

$$F_{\alpha}^{\text{active}} = -\zeta \partial_{\beta} (\phi Q_{\alpha\beta}) = -\zeta (\partial_{\beta} \phi S) (2n_{\alpha} n_{\beta} - \delta_{\alpha\beta}) - 2 \zeta \phi S (n_{\alpha} (\partial_{\beta} n_{\beta}) + (\partial_{\beta} n_{\alpha}) n_{\beta}),$$

the active anchoring can be understood by decomposing the active force parallel and perpendicular to the interface between active and passive phases [26]:

$$f_{\perp} = m_{\alpha} f_{\alpha} = \zeta |\nabla (\phi S)| \left(2 (m_{\alpha} n_{\alpha})^2 - 1\right),$$

$$f_{\parallel} = l_{\alpha} f_{\alpha} = 2 \zeta |\nabla (\phi S)| (l_{\alpha} n_{\alpha}) (m_{\beta} n_{\beta}),$$

where \(\vec{m} = -\nabla S/|\nabla S|\) and \(\vec{l}\) define the outward surface normal and the surface tangent directions, respectively.

Depending on the sign of the activity parameter $\zeta$, the normal force on the interface $f_{\perp}$, points outwards ($\zeta < 0$) or inwards ($\zeta > 0$) for $\vec{m} \perp \vec{n}$ and hence induces active forces pushing the interface outwards or inwards, respectively. Therefore, for $\zeta > 0$ activity favors alignment of active particles parallel to the interface, while $\zeta < 0$ favors perpendicular alignment. The case of $\zeta > 0$ describes extensile active systems such as bacteria, where particles pull the surrounding fluid from their side and push it along their tail and head. The $\zeta < 0$ case, on the other hand, corresponds to contractile active systems such as actomyosin networks, where active constituents contract along the direction of elongation.

The method presented here has been extensively used to model fundamental aspects of active interfaces, including the study of the instabilities of active nematic interfaces [26, 53] (Fig.3(a-d)), describing dynamics of elongation, motility, and division of active nematic droplets as a model of eukaryotic cells [34, 54] (Fig.3(e-g)), and wetting dynamics of active nematics on solid surfaces [55, 56]. Furthermore, the biphasic modeling of active nematic interaction with isotropic fluid has been used to describe morphologies of growing bacterial colonies [52, 57], active matter invasion into new territories [28] (Fig.3(h)), and bacterial streams within pre-patterned medium in living liquid crystals [35] (Fig. 3(i)).

**FIG. 4.** Modeling active biphasic system composed of active nematics and passive polymeric phases. (a) A schematic of various interpretations of the two-phase active-viscoelastic model. (b) Typical flow field of a drop of active nematics elongating during the initial steps of cell division. Velocity vectors are shown as red arrows, and polymer deformations are shown as blue line segments. Inset: Zoom of the lower left part of the cell, showing polymers aligning with the stretching direction. Figure adapted from [58].

**B. Active matter in a viscoelastic medium**

The exact same procedure used in the previous section can be followed to introduce couplings to other order parameters. One important example is active matter in a viscoelastic environment which has applications to the modelling of several biophysical systems of interest. For example, cells in extracellular matrices are characterized by the cross talk between an active phase and a medium which has viscoelastic properties [14] (Fig.4(a)). Following the framework introduced in the previous section, we extend our formalism to the case of an active nematic in contact with a fluid phase that, rather than being isotropic, has now viscoelastic properties.

To characterize a viscoelastic fluid, it is common to introduce a conformation tensor $C$ as the corresponding order parameter, which describes the orientation
and elongation of polymers that are present in the fluid [58, 59]. The conformation tensor \( C \) is defined such that: (i) it satisfies \( C = \mathbb{1} \) at equilibrium, (ii) its trace \( \text{tr}[C] \) characterizes the square of the polymer elongation, and (iii) the eigenvector corresponding to its largest eigenvalue represents the local polymer orientation. Therefore, as before, a coupling between the binary order parameter and the conformation tensor can be introduced such that within the active phase \( (\phi = 1) \) there is an orientational order characterized by the nematic tensor \( Q \) but no viscoelasticity \( C = 0 \), while in the passive phase \( (\phi = 0) \) there are no active nematic particles \( Q = 0 \) but polymers are present \( C \neq 0 \). To ensure this, the free energy of polymers is coupled to the binary order parameter \( \phi \) as follows:

\[
\mathcal{F}_{\text{polym}} = \frac{\nu}{\tau} \left( 1 - \phi \right) \left( \text{tr}[C - \mathbb{1}] - \log(\det[C]) \right),
\]

where \( \nu \) characterizes the polymer viscosity and \( \tau \) is the polymer relaxation time. Note that the factor \( 1 - \phi \) in front of the polymer free energy ensures that the order parameter is retained within the passive phase \( \phi = 0 \), while it diminishes otherwise when \( \phi = 1 \). Finally, since polymers are within the passive phase, no extra addition to active stresses is required. However, passive stresses need to be accounted for in Eq. (8) as follows:

\[
\Pi_{\text{polym}} = \frac{\nu}{\tau}(1 - \phi)(C - \mathbb{1}).
\]

It is noteworthy that the formulation described above uses an Oldroyd-B model of polymer relaxation since it is one the simplest and most widely-used polymer models [58]. The framework can be trivially extended to other constitutive models of viscoelastic fluids in two and three dimensions.

The important feature of the present framework that couples viscoelasticity, fluid flow, and activity through the phase field formulation is its versatility, which means that it can be applied to various biophysical examples. For instance, similar formulation has been used to study a model of cell division and motility within polymer gels with variable viscoelastic properties (Fig. 4(b)), and to study the hampering effect of polymers on generic instabilities of active matter in a viscoelastic environment [58] (Fig. 4).

C. Self-deforming active surfaces in a fluid background

So far, we have described applications of the phase field method to binary mixtures, where \( \phi = 0 \) is used to characterize one phase and \( \phi = 1 \) to describe the other, with \( \phi = 0.5 \) marking the interface between the two phases. It is, however, possible to extend this framework to model scenarios in which thin shells of one phase are embedded within another phase. An important example is the actomyosin cortex of eukaryotic cells that plays a vital role in shaping cell deformation and various cell functions [60]. Another interesting example is the active deformable shell formed by stabilizing microtubule-motor protein mixtures at the oil-water interface of a droplet [4, 61, 62]. The resulting active shell continuously exerts active stresses on the surrounding medium, generating dynamic patterns of motion and exotic morphologies that can be considered as examples of self-deforming and self-shaping materials (see Fig. 5(a)).

The distinguishing feature of these systems is that the shell itself is active and as such activity is generated at a thin interface between the inside and the outside of the shell. The phase field model of active interfaces described in this section can be easily adapted to model such as active shells by describing the coupling between the binary order parameter \( \phi \) and the desired order parameter (in the case of active nematic this is the nematic tensor \( Q \) which is the source of active stresses) such that the active phase is only stabilized at the interface, i.e., where \( \phi \approx 0.5 \). For instance, starting from the active nematic system described in Sec. III A, it is only required to modify the free energy as follows:

\[
\mathcal{F}_{\text{LC}} = \frac{1}{2} \left( 1 - 2(\phi - \frac{1}{2}) \right) Q^2 + \frac{1}{4} Q^4,
\]

where the term \( (1 - 2(\phi - \frac{1}{2}) \) ensures that \( Q \to 0 \) as both \( \phi \to 0 \) and \( \phi \to 1 \), while the orientational order is retained at the interface (\( \phi \approx 0.5 \)). Again, this provides only a simple example of how such coupling can be achieved. The framework can be trivially extended to consider further complexities of the interface, for example, by including Helfrich type free energies that describe bending rigidity of the shell [63].

This method has been recently applied to model self-deforming active nematic shells in fluid backgrounds, reproducing topological defect dynamics on the shell surface observed in the experiments on microtubule-kinesin motor mixtures [4, 61, 63], and predicting exotic morphologies that can be obtained by tuning the activity of the shell. More importantly, such modeling provides a tool to probe the nature of cross talk between activity and self-induced surface curvature. For example, it is predicted that protrusions are initiated at the locations of +1/2 defects in the orientation field, creating finger-like structures with a +1 topological defect at their tip, leaving behind −1/2 topological defects in regions with negative surface curvature (Fig. 5(b)). Similar dynamics and cross talk between activity and morphology has been recently reported in the development of regenerating animal hydra where actin filaments form an active shell that is capable of self-deformation [64] (Fig. 5(c)).

The examples described above provide an introduction to the applications of phase field model for modeling active systems. We focused particularly on active nematic interfaces, where dynamics of phase field is coupled to a tensor order parameter and which describes orientational order of active particles. Importantly, phase field models have been applied to various
IV. PHASE FIELD MODELING OF CELL MONOLAYERS

In the previous sections we discussed applications of phase field models to continuum representations of active interfaces. Interestingly, the same framework can be adapted to agent-based modeling of active systems where each agent is represented by an individual phase. Realizations of active systems including scalar phase field models describing the phenomenon of motility-induced phase separation [65] (see [27] for a recent review), as well as polar active matter, where phase field dynamics is coupled to a vector order parameter describing the polarity of active particles [66, 67]. The latter has been particularly successful in modeling cellular motility, where polar active matter is used to describes the dynamics of actomyosin networks inside the cell, governing cell deformation and its morphology [54, 68–70].

A. Cells as active deformable droplets

In silico models of cell motility have an important role to play in unravelling the interplay between single cell properties and their collective dynamics [71, 72]. There exist a breadth of numerical approaches to tackle this problem, such as cellular Potts models [73], vertex models [74–76], continuum models [32, 77], and phase field models [78], see the extensive reviews [72, 79, 80]. The phase field approach is particularly interesting as it allows to describe the collective behaviour of cells while modelling their physical properties at the individual level as well as their interactions explicitly. It has been widely applied to problems involving single cells [68, 69, 81, 82], few migrating cells [83], as well as systems of colliding binary cells [78, 84]. More recent works [70, 85–89] have concentrated on the collective dynamics of a large number of cells and have uncovered interesting phenomena such as oscillatory patterns of cells under confinement [86], as well as solid-liquid and flocking transitions [90]. However, since this approach is computationally quite intensive, it is necessary to reduce the description of cells to their bare minimum by abstracting away their internal machinery while retaining their relevant physical properties. Here we concentrate on a simple model that represents cells on a substrate in two-dimensions and assumes simple physical properties for the cells.

A fruitful approach first pioneered by [85], is to sep-
arate the description of the physical properties of the cells from their dynamics. In this model, each cell is described as a deformable active particle whose shape is defined using an individual phase field (Fig. 6(a-b)), while its velocity is described separately and is given by a force-balance equation. A cellular monolayer consisting of \( N \) cells can then be described by the equations of motion

\[
\partial_t \phi_i + \vec{v}_i \cdot \nabla \phi_i = -\frac{\delta \mathcal{F}}{\delta \phi_i}, \quad i = 1, \ldots, N, \quad (16)
\]

where \( \mathcal{F} \) is a free energy describing the physical properties of the cells, and \( \phi_i \) and \( \vec{v}_i \) are the phase field and the center-of-mass velocity of cell \( i \), respectively. The phase fields are defined such that \( \phi = 0 \) denotes the exterior of the cell \( i \) while \( \phi = 1 \) denotes its interior. This mirrors Eq. (1) with the difference that there is a different phase field for each cell and that each individual cell and is driven by a simple advection term. The velocity \( \vec{v}_i \) for each cell can be obtained from a force balance equation: since Reynolds numbers are typically of the order of \( \sim 10^{-4} \) for cell monolayers [91], we can safely assume overdamped dynamics and write

\[
\xi \vec{v}_i = \vec{F}_i^{\text{tot}} = \vec{F}_i^{\text{pol.}} + \vec{F}_i^{\text{inter}}, \quad (17)
\]

where \( \xi \) is a friction coefficient and \( \vec{F}_i^{\text{tot}} \) is the total force exerted on cell \( i \), which will be defined below. Note that \( \vec{v}_i \) is a single vector for each cell and does not depend on \( \vec{x} \). The definition of the total force \( \vec{F}_i^{\text{tot}} \) depends on the model and can include contributions from different sources such as passive interface forces, interactions with other cells or walls, or active forces such as polar or nematic driving. Note that we have assumed here for simplicity that the free energy is the same for all cells but this does not need to be the case in general and it is straightforward to extend the above equation to cases where different cells have different physical properties, see for example [13]. Equations (16) and (17) are our master equations and define a general framework where only the free-energy \( \mathcal{F} \) and the total force \( \vec{F}_i^{\text{tot}} \) on each cell need to be specified.

### B. Minimal model of cell monolayers

Let us now define a minimal model that allows the successful description of cell monolayers following [85, 88] and write the free energy as a sum of three distinct contributions as \( \mathcal{F} = \mathcal{F}_{\text{CH}} + \mathcal{F}_{\text{area}} + \mathcal{F}_{\text{rep.}} \). The first term is the Cahn-Hilliard free energy (2), which we rewrite as

\[
\mathcal{F}_{\text{CH}} = \sum_i \frac{\gamma}{\lambda} \int d\vec{x} \left\{ 4\phi_i^2(1 - \phi_i)^2 + \lambda^2 (\nabla \phi_i)^2 \right\}, \quad (18)
\]

using the definitions of the interface width \( \lambda = 2\sqrt{\kappa/A} \) and surface tension \( \gamma = \sqrt{\kappa A/6} \) from sec. II (up to an overall factor of 3). As shown in sec. II, this term creates and stabilises an interface between the interior (\( \phi_i = 1 \)) and the exterior (\( \phi_i = 0 \)) of each cell and results in an equilibrium shape for the interface that follows an approximate hyperbolic tangent profile of size \( \lambda \). The second term is a soft area constraint defined by

\[
\mathcal{F}_{\text{area}} = \sum_i \mu \left( 1 - \frac{1}{\pi R_i^2} \right) \sum_i d\phi_i^2, \quad (19)
\]

which is a square potential of strength \( \mu \) ensuring the cells areas \( A_i \) are close to \( \pi R_i^2 \) [92]. Note that the phase field \( \phi_i \) is not conserved in Eq. (16) and that even though cells are mostly incompressible in three dimensions, the area that individual cells occupy within a monolayer can dramatically change as they are squeezed by their neighbours and expand in the direction perpendicular to the substrate [93]. The final term discourages overlap between cells and is simply given by

\[
\mathcal{F}_{\text{rep.}} = \sum_i \sum_{j \neq i} \frac{\kappa}{\lambda} \int d\vec{x} \phi_i^2 \phi_j^2, \quad (20)
\]

where \( \kappa \) is the strength of the repulsion. Note that this term implements a coupling between the cells and is proportional to the cell overlaps, see an illustration on Fig. 6(c). The physical properties of the cells are parameterized by \( \lambda, \gamma, \mu, \) and \( \kappa \) which set the interface width, the surface tension, the strength of the elastic restoring force for the area, and the repulsive force between cells, respectively. Normalisation is chosen such that properties of the cells are roughly preserved when the interface width \( \lambda \) is rescaled, see [88].

Cellular deformations such as changes of shape or area should lead to forces at the cell boundaries and contribute to the overall force balance. Such interface forces can be constructed in a thermodynamically consistent way using the free energy as

\[
\vec{F}_i^{\text{inter.}} = \int d\vec{x} \sum_j \left( \frac{\delta \mathcal{F}_{\text{rep.}}}{\delta \phi_j} - \frac{\delta \mathcal{F}_{\text{CH}}}{\delta \phi_j} - \frac{\delta \mathcal{F}_{\text{area}}}{\delta \phi_j} \right) \nabla \phi_i, \quad (21)
\]

see [85, 88] for more details. Since \( \nabla \phi_i \) is only non-zero at the cell boundary and pointing towards the cells center, this expression can be interpreted as the integral over the interface of the cell \( i \) of the total force density generated by changes of the free-energy. Contributions from interactions with other cells come with a positive sign (repulsion) while self contributions come with a negative sign (restoring forces). With this and in the absence of any active contribution, a confluent cell monolayer will relax to a minimum of the total free energy and favour hexagonal lattice arrangement (Fig. 6(c)).

The great strength of this formulation is its versatility: it can be easily extended to more complex models that can include forces such as adhesion between cells [94] or viscous friction [86]. Moreover, as shown in [86], it is also easy to model non-trivial boundary conditions (such as walls) by introducing a static phase field \( \phi_{\text{wall}} \) that interacts with the cells with a simple repulsion term.
C. Efficient simulation algorithm

The coupled system of differential equations defined by (16) and (17) can be solved using standard finite difference schemes [29]. The main difficulty is the large number of phase fields $\phi_i$ that are required when simulating a monolayer with many cells. In fact, it is easy to see that a naive simulation will have at least quadratic computational and memory requirements with respect to the number of cells due to each phase field extending over the whole domain. This can be mitigated by realising that the individual phase fields are non-zero only in a well-defined region around the center of the corresponding cell, which allows to simulate each phase field only in a sub-domain centered around its center-of-mass [88, 95], see Fig. 6(b).

A common choice is to select a square of lattice points that tracks the center of mass of each cell and use Dirichlet boundary conditions at the boundary of the sub-domain [89]. It is important to note, however, that because the center of mass of the cell can lie between lattice points, the location of the sub-domain changes abruptly every time the cell center moves by a lattice length along any axis. This can lead to numerical artifacts when the size of sub-domain is not large enough compared to the radius of the cell. A more refined approach is to use periodic boundary conditions instead [88], which has the advantage of being completely insensitive to the discrete hopping of the sub-domain and allows smaller sub-domain sizes compared to Dirichlet boundary conditions.

With such techniques, both the computational and memory costs of the algorithm scale linearly with respect to the number of cells when simulating a multicellular monolayer. Note that even though cells are only simulated around their center of mass, the computation of the total force acting on a cell interface will still require the computation of some quantities over the whole domain, such as the sum of all phase fields $\sum_i \phi_i$ and their squares $\sum_i \phi_i^2$, but the number of such quantities is fixed and does not scale with the number of cells. An implementation by the authors of the model presented in section IV B using these techniques can be found online at https://github.com/rhomu/celadro.

D. Active polar driving

The driving forces behind the movements of single cells on a flat substrate are well understood. Directional actin filaments, which continuously polymerise and depolymerize, allow the cell to create a pushing force against the substrate via focal adhesion, which are mechanical links between internal actin bundles and the external surface [96]. In doing so, the cell polarizes its actin filaments and tends to elongate in the direction of motion, creating protrusions (lamellipodia) [97, 98]. This suggests a minimal physical picture of cellular motility where each cell experiences a net ac-

![FIG. 7. Active forces and instabilities in cell monolayer. (a) Schematic representation of different sources of active force. Figure adapted from [94]. (b) Coarse-grained nematic field of the cells showing the emergence of multicellular scale bend instability for extensile active forces and splay instability for contractile active forces acting at the individual cell level. The cells are driven out of equilibrium by an internal nematic degree of freedom.](image-url)
to the direction of the total force exerted on a cell’s interface, namely $d_i^t = F_i^{\text{int}}$. Such a coupling was shown to describe accurately patterns of sustained oscillations observed experimentally in systems of confined MDCK cells [86]. Other interesting possibilities are to assume that the polarity aligns either to the total velocity $\vec{v}_i$ of each cell or to its main axis of elongation, and an extensive evaluation of these two choices is presented in [72, 94]. At high enough alignment strengths, the former case shows a Vicsek-type phase transition where all cells move in the same direction, while the latter exhibits unjamming to a liquid-like state [94]. Finally, the purely diffusive dynamics of the system ($J_{\text{pol.}} = 0$) is interesting in its own right and it has been shown that densely packed cells can show “bursts” of motions as they quickly relax from their deformed shape in this case [85], while confluent monolayers exhibit a solid-liquid phase transition as $D_{\text{pol.}}$ is increased [89, 94]. Further research should investigate potential microscopic bases for such alignment dynamics of the polarization and put on a firmer footing.

**E. Active nematic driving**

While polar driving has been extensively studied theoretically in the context of single cells, there is strong evidence that descriptions based on active nematic liquid crystals offer a compelling framework to understand the collective behaviour of cell monolayers [42, 43, 88]. Nematic driving can be introduced following [88] by rewriting the interface force (21) as

$$F_i^{\text{inter.}} = \int d\vec{x} \phi_i \nabla \Pi^{\text{tissue}} = - \int d\vec{x} \Pi^{\text{tissue}} \nabla \phi_i,$$  

(23)

where $\Pi^{\text{tissue}}$ is a tissue stress tensor that can be written in the usual fashion as

$$\Pi^{\text{tissue}} = -pI - \zeta Q.$$  

(24)

The pressure $p = \delta(F_{\text{rep.}} - F_{\text{CH}} - F_{\text{area}})/\delta \phi_i$ can be read directly from equation (21), while $Q = \sum_i \phi_i Q_i$ is a newly introduced tissue nematic tensor written as a weighted sum over the contributions of the individual cells. Such a definition has two main advantages: (i) it bridges the gap between local (cell level) and global (tissue level) properties and (ii) allows for naturally introducing the usual active term $-\zeta Q$ found in continuum theories of active liquid crystals [33, 47]. It can be interpreted as creating a dipolar force density distributed along the cells interfaces such that each cell pushes or pulls its neighbours depending on the direction of their contact area with respect to the nematic tensor (Fig. 7(a)).

The simplest choice for $Q_i$ is to introduce an internal nematic degree of freedom for each cell and define its dynamics similarly to the polar case. In the continuum theory, most of phenomenology of active liquid crystals depends on a balance between the restoring elastic forces and flow alignment of the nematic tensor. Writing $Q_i = 2(\hat{n}_i^n - I/2)$ with $\hat{n}_i^n = (\cos \theta_{i}^{\text{nem.}}, \sin \theta_{i}^{\text{nem.}})$, we can mirror these two components in our model by defining the following dynamics of the angle $\theta_i$:

$$\partial_t \theta_{i}^{\text{nem.}} = K^{\text{nem.}} \tau_i + J^{\text{nem.}} \omega_i,$$  

(25)

where the torques are given by

$$\tau_i = \frac{1}{\lambda} \int d\vec{x} \phi_i Q \wedge Q_i, \quad \omega_i = \int d\vec{x} \vec{v} \wedge \nabla \phi_i.$$  

(26)

We have defined the tissue velocity as $\vec{v} = \sum_i \phi_i \vec{v}_i$ and $A \wedge B = A_{xx}B_{yy} - A_{xy}B_{xx}$ for symmetric traceless matrices $A$ and $B$. The first torque $\tau_i$ aligns $Q_i$ to the tissue nematic tensor $Q$ and induces an elastic restoring force favouring the homogeneous state. The second torque $\omega_i$ rotates $Q_i$, with the local vorticity computed as the integral of the neighbouring cells velocity projected on the cell interface. Together with the active term, these torques are able to drive the cells out of equilibrium and reproduce the bend and splay instabilities observed in continuum theories of active nematic liquid crystals (Fig. 7(b)). In a confluent epithelium, one can also check that the total force is approximately

**FIG. 8. Emergent features in a phase field model of cell monolayer.** (a) Emergence of active turbulence. Shown here are the cells in confluence, their associated coarse-grained nematic field, and the corresponding velocity field. The nematic field describes the local orientation of the cells defined as their elongation direction. The singularities in the orientation field are marked by green circles for $+1/2$ and blue triangles for $-1/2$ topological defects. The velocity field is colored by the normalized magnitude of velocity ranging from 0 (purple) to 1 (yellow). (b, c) Average velocity field, isotropic stress, and pressure around $+1/2$ (b) and $-1/2$ topological defects (c). Figures adapted from [88].
zero and the system does not develop any total velocity under periodic boundary conditions. In particular this means the transition to collective movement in is different from the Vicsek-type phase transitions observed with polar driving [90].

Another interesting possibility explored in [88] is to avoid introducing supplementary degrees of freedom altogether and define an active coupling that is directly proportional to the shape deformations of the individual cells. This is motivated by recent studies indicating that the local deformation of cells provides a suitable nematic order parameter that allows the description of the dynamics of epithelial cells using theories of active liquid crystals [2, 40, 42, 43, 101]. Such a connection is quite surprising because individual epithelial cells on a substrate are typically not elongated and have a well-defined direction of movement, suggesting polar rather than nematic driving. In this setting, the tissue nematic tensor is defined as $\mathbf{Q} = \sum_i \mathbf{S}_i$, where $\mathbf{S}_i$ is the deformation tensor of cell $i$ given by

$$
\mathbf{S}_i = -\int d\mathbf{x} \left( (\nabla \phi_i)^T \nabla \phi_i - \frac{1}{2} \text{tr} \left[ (\nabla \phi_i)^T \nabla \phi_i \right] \right). \quad (27)
$$

Equation (27) defines a $2 \times 2$ matrix whose eigenvalues and eigenvectors describe the strength and orientation of the main deformation axes of each cell, see [88, 102] for details. This corresponds to a nematic tensor with order parameter and director given by the largest eigenvalue and its associated eigenvector. With this simple definition, the system shows an activity-driven transition to non-zero nematic order and flows for high enough activity strengths $\zeta$. The spontaneous creation of defects in the coarse grained nematic field as well as observed patterns of flows and mechanical stresses around topological defects are accurately predicted, see Fig. 8. This points to a strong connection between the shape deformation of cells and their active behaviour, irrespective of the corresponding microscopic mechanism.

V. SUMMARY

We have presented an introduction to phase field modeling of active systems, providing examples from both continuum biphasic active materials and agent-based models of cellular monolayers. A general framework that allows the introduction of various forms of coupling to the phase field was developed. In particular, it was shown how hydrodynamic effects can be included in phase field models and how tensor order parameters such as active particles orientation field or polymer conformation (describing viscoelastic effects) can be coupled to the equations of motions of the phase field in order to construct complex models of active interfaces. Furthermore, we have described how using multiple phase fields can be used to construct a versatile model of cellular monolayers, where each cell is described as an active deformable droplet using an individual phase field. Applications of this approach to modeling collective cell motion and capturing cell-cell interaction forces were described.

As we gain more knowledge of complex spatiotemporal features of active systems, understanding the dynamics of physical interfaces between different active materials as well as between active matter and its surrounding media becomes more and more important. Such understanding will be of prime importance to tackle biophysical problems such as bacterial biofilm development, cellular invasion, and morphogenesis. Building versatile and predictive computational models of active interfaces will be, together with experimental advances, the determining factor in advancing our understanding of such systems, both by helping to explain the mechanisms behind experimental observations and, even more importantly, by providing predictive tools for experimentally inaccessible scenarios.
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