THE VARIANCE OF THE EULER TOTIENT FUNCTION

TOM VAN OVERBEEKE

Abstract. In this paper we study the variance of the Euler totient function (normalized to \( \phi(n)/n \)) in the integers \( \mathbb{Z} \) and in the polynomial ring \( \mathbb{F}_q[T] \) over a finite field \( \mathbb{F}_q \). It turns out that in \( \mathbb{Z} \), under some assumptions, the variance of the normalized Euler function becomes constant. This is supported by several numerical simulations. Surprisingly, in \( \mathbb{F}_q[T], q \to \infty \), the analogue does not hold: due to a high amount of cancellation, the variance becomes inversely proportional to the size of the interval.

1. Introduction

There are many results and conjectures about the statistical behaviour of arithmetical functions in short intervals. A few examples are the cancellation of the M"{o}bius function \( \sum_{n<x} \mu(x) \), discussed in any book on analytic number theory, see e.g. [1], or the conjecture about the variance of the von Mangoldt function \( \Lambda \), due to Goldstein and Montgomery [5]. Recently, Keating and Rudnick [8, 9] have developed an entirely new technique for studying such problems in polynomial rings over finite fields, using random matrix theory, and it has been applied successfully to prove the analogue of some of these conjectures (e.g., for the von Mangoldt function [9], the M"{o}bius function [8] and the divisor function [7]).

In this paper, we study the analogue for the variance of the Euler totient function. In section 2, we review some known results, mainly due to Chowla [2] and Montgomery [11]. The average of the normalized function \( \phi(n)/n \) is given by

\[
\frac{1}{H} \sum_{X<n<X+H} \frac{\phi(n)}{n} \sim \frac{1}{\zeta(2)}. \tag{1}
\]

We will first propose a conjecture (2.1), based on numerical work, for the variance of \( \phi(n)/n \) in short intervals, namely,

\[
\frac{1}{X} \sum_{x<X} \left( \sum_{x<n<x+H} \frac{\phi(n)}{n} - \frac{H}{\zeta(2)} \right)^2 \sim \frac{1}{6\zeta(2)} - \frac{1}{6\zeta(2)^2}, \tag{2}
\]

where \( H = \Theta(x^\delta), 0 < \delta \leq 1 \). Notice that the conjectured variance doesn’t depend on the length of the interval.

In Theorem 2.2, we prove a partial result in this direction for intervals of the form \([x, 2x]\) (i.e., \( H = x \)), namely, we prove that a related limit is equal to the right hand side of Equation (2), so that the conjecture in this case becomes equivalent to a problem of interchanging two limits. We also study the case where \( H = [x^\delta] \) for \( 0 < \delta < 1 \). Again, in Theorems 2.3 we prove a formula for a related limit, albeit under the assumption of uncorrelatedness of \([x^\delta]\) and \( x \) modulo integers, cf. [10].

In the second part of the paper, we study the analogue of these problems for the polynomial ring \( \mathbb{F}_q[T] \). Here, we essentially use the method of Keating and Rudnick to obtain some definite
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results. The Euler totient function of $f \in \mathbb{F}_q[T]$ is given by $\varphi(f) := \#(\mathbb{F}_q[T]/(f))^\times$. Define the norm of $f$ to be $||f|| := \#(\mathbb{F}_q[T]/(f)) = q^{\deg(f)}$, and denote
\[ M_n := \{ f \in \mathbb{F}_q[T] \mid f \text{ monic of degree } n \}, \]
a set of size $q^n$. For $0 \le h \le n - 2$ and $A \in M_n$, define a short interval of size $q^h$ around $A$ by
\[ I(A; h) := \{ f \in \mathbb{F}_q[T] \mid ||f - A|| \le q^h \}. \]
In complete analogy to Equation (1), the average of the normalized totient function in $\mathbb{F}_q[T]$ is
\[ \frac{1}{q^n} \sum_{A \in M_n} \frac{1}{q^h} \sum_{f \in I(A; h)} \frac{\varphi(f)}{||f||} = \frac{1}{\zeta_q(2)}, \]
for all $n \ge 1$, where $\zeta_q(s) = (1 - q^{-s})^{-1}$ is the zeta function of $\mathbb{F}_q[T]$.
In our main theorem 6.1, we prove that for fixed $n$ and $0 \le h \le n - 5$, the variance is given by
\[ \frac{1}{q^n} \sum_{A \in M_n} \left| \sum_{f \in I(A; h)} \frac{\varphi(f)}{||f||} - \frac{q^h}{\zeta_q(2)} \right|^2 \sim q^{-h-3}. \]
Somewhat surprisingly, the variance is inversely proportional to the length of the interval. Thus, the result is very different from the expected value in the integers (2). We do not have a conceptual explanation for this, except the (unexpected?) cancellation of terms in the proof of the result. It would be interesting to know whether this phenomenon persists for other interesting arithmetical functions in polynomial rings and more general function fields.

2. The ring of integers

Let us first consider the normalized Euler totient function in the ring of integers. Many introductory textbooks in number theory prove that
\[ \sum_{n \le x} \frac{\varphi(n)}{n} \sim \frac{X}{\zeta(2)}. \]
Define the remainder term by
\[ R_0(x) := \sum_{n \le x} \frac{\varphi(n)}{n} - \frac{x}{\zeta(2)}. \]
A few things are known about this function. Defining the fractional part function $\{x\} = x - \lfloor x \rfloor$ for any real $x$ and applying the known equality $\sum_{d|n} \mu(n) \frac{x}{d} = \varphi(n) \frac{x}{n}$, it is easy to prove that we can write this remainder term as an infinite sum:
\[ R_0(x) = -\sum_{n=1}^{\infty} \frac{\mu(n)}{n} \left\{ \frac{x}{n} \right\}. \]
The size of this remainder term, as well as the size of the related term $R(x) := \sum_{n \le x} \varphi(n) - x^2 \frac{1}{\zeta(2)}$, has been studied by several people. Montgomery [11] showed that
\[ R_0(x) = \frac{R(x)}{x} + O(\exp(-c\sqrt{\log x})). \]
Walfisz [13] improved earlier work of Mertens [10] by showing that
\[ R(x) = o(x(\log x)^{\frac{3}{4}}(\log \log x)^{\frac{1}{4}}). \]
Together this implies that
\[ R_0(x) = o \left( (\log x)^{\frac{3}{2}} (\log \log x)^{\frac{3}{4}} \right). \]

Finally Montgomery \cite{11} also showed that
\[ R_0(x) = \Omega_{\pm} \left( (\log \log x)^{\frac{1}{2}} \right). \]

As to the averages of this remainder term, it is easy to show that the continuous average tends to zero
\[ \frac{1}{X} \int_1^X R_0(t) dt \sim 0, \]
while the discrete average tends to
\[ \frac{1}{X} \sum_{x \leq X} R_0(x) \sim \frac{1}{2\zeta(2)}. \]

The continuous mean square was first calculated by Chowla \cite{2}, who showed that
\[ \frac{1}{X} \int_1^X R_0(t)^2 dt \sim \frac{1}{12\zeta(2)}. \]

Erdős and Shapiro \cite{3} noted that this continuous mean square implies the discrete mean square to be given by
\[ \frac{1}{X} \sum_{x \leq X} R_0(x)^2 \sim \frac{1}{12\zeta(2)} + \frac{1}{6\zeta(2)^2}. \]

Continuing on the work of Chowla, Erdős and Shapiro it might be possible to prove equation (2) directly.

To calculate the variance of the (normalized) Euler totient function in an interval of size \( H \), we define the remainder term for an interval
\[ R_0(x; H) := R_0(x + H) - R_0(x) = \sum_{x < n \leq x+H} \frac{\varphi(n)}{n} - \frac{H}{\zeta(2)}. \]

In this paper we will consider the discrete squared average of this function, both for \( H = x \) and for \( H = \lceil x^{\delta} \rceil \) (short intervals). We conjecture that

**Conjecture 2.1.** Let \( H = \Theta(x^{\delta}) \), for some fixed \( 0 < \delta \leq 1 \), be the size of the interval. Then
\[ \frac{1}{X} \sum_{x \leq X} R_0(x, H)^2 \sim \frac{1}{6\zeta(2)} - \frac{1}{6\zeta(2)^2}. \]

Substituting equation (3) into \( \frac{1}{X} \sum_{x \leq X} R_0(x, H)^2 \), we see that we are interested in the expression
\[ \lim_{X \to \infty} \frac{1}{X} \sum_{x \leq X} \left( \sum_{n=1}^{\infty} \frac{\mu(n)}{n} \left\{ \frac{x}{n} \right\} \left\{ \frac{x+H}{n} \right\} - \sum_{n=1}^{\infty} \frac{\mu(n)}{n} \left\{ \frac{x}{n} \right\} \right)^2 \]
\[ = \lim_{X \to \infty} \frac{1}{X} \sum_{x=1}^{X} \sum_{m,n=1}^{\infty} \frac{\mu(n)\mu(m)}{mn} \left( \left\{ \frac{x}{n} \right\} \left\{ \frac{x}{m} \right\} - \left\{ \frac{x+H}{n} \right\} \left\{ \frac{x}{m} \right\} - \left\{ \frac{x}{n} \right\} \left\{ \frac{x+H}{m} \right\} + \left\{ \frac{x+H}{n} \right\} \left\{ \frac{x+H}{m} \right\} \right), \]
where we have introduced the notation \( \{ \frac{x}{n} \} \{ \frac{x}{m} \} := \{ \frac{x}{n} \} \{ \frac{x}{m} \} \) to shorten our expressions a bit. In this paper we prove two partial results to showing that this expression equals \( \frac{1}{6\zeta(2)} - \frac{1}{6\zeta(2)^2} \). The first one is for the case \( H = x \).
The second theorem is for the case $H = [x^\delta]$, $0 < \delta < 1$.

**Theorem 2.2.**

\[
\sum_{m,n=1}^{\infty} \lim_{X \to \infty} \frac{1}{X} \sum_{x=1}^{X} \frac{\mu(m)\mu(n)}{mn} \left( \left\{ \frac{x}{n}, \frac{x}{m} \right\} - \left\{ \frac{2x}{n}, \frac{x}{m} \right\} + \left\{ \frac{x}{n}, \frac{2x}{m} \right\} \right) = \frac{1}{6\zeta(2)} - \frac{1}{6\zeta(2)^2}
\]

The second theorem is for the case $H = [x^\delta]$, $0 < \delta < 1$.

**Theorem 2.3.** Fix $0 < \delta < 1$. Assuming 4.1, we have

\[
\sum_{m,n=1}^{\infty} \lim_{X \to \infty} \frac{1}{X} \sum_{x=1}^{X} \frac{\mu(m)\mu(n)}{mn} \left( \left\{ \frac{x}{n} \right\} - \left\{ \frac{x + [x^\delta]}{n} \right\} \right) - \left\{ \frac{x}{m} \right\} - \left\{ \frac{2x}{n} \right\} + \left\{ \frac{2x}{n} \right\} \right) + \left\{ \frac{x + [x^\delta]}{m} \right\} + \left\{ \frac{x + [x^\delta]}{m} \right\} \right) = \frac{1}{6\zeta(2)} - \frac{1}{6\zeta(2)^2}
\]

We prove these theorems in sections 3 and 4 respectively. Note that the expressions in these theorems are the same as the one we are interested in, but with the infinite summation over $m$, $n$ and the summation of $X$ interchanged. It is not clear at all that interchanging these summations does not change the value of this expression. We have not been able to prove this, due to the lack of absolute convergence of these summations. Numerical simulations however suggest that this is indeed the case. In figure 1 the variance is given up to $X = 10^7$ for $H = x$. In figure 2 the variance is shown for $H = [x^\delta]$, $\delta = \frac{1}{2}$, $\delta = \frac{5}{6}$.

Finally note that Erdös’ and Shapiro’s result for the mean square suggests that the discrete variance equals $\frac{1}{6\zeta(2)} + \frac{1}{6\zeta(2)^2}$ if $G(x + H)$ and $G(x)$ were independent. Conjecture 2.1 implies that this is not the case. That is, $G(x + H)$ and $G(x)$ are not independent. This is proven
$\sum_{n=x}^{X} x = 1 \left( \sum_{n=x}^{X} \varphi(n) = \frac{x}{\zeta(2)} \right)^2$, where $X$ ranges from $0$ to $2.5 \cdot 10^7$ and $\delta = \frac{1}{2} \cdot \frac{5}{6}$; together with the predicted value for the variance.

in section 3 as an application of Assumption 4.1. We calculate the expression, again with the infinite summations interchanged, for $H = 2[x^2]$ and $H = 2[x^2] + 1$ and show that this tends to $\frac{1}{6\zeta(2)} - \frac{1}{16\zeta(2)^2}$ and $\frac{1}{6\zeta(2)} - \frac{1}{16\zeta(2)^2}$ in the respective cases. Numerical simulations suggest the same distinction, as shown in figure 3 for $\delta = \frac{1}{4} \cdot \frac{5}{6}$.

3. Proof of Theorem 2.2

In this section we prove Theorem 2.2. To do so we need to prove a couple of lemmas. We first give the proof of the theorem to give an idea how we will apply these lemmas.

**Theorem 3.1.** 

$$\sum_{m,n=1}^{\infty} \lim_{X \to \infty} \frac{1}{X} \sum_{x=1}^{X} \frac{\mu(m)\mu(n)}{mn} \left( \left\{ \frac{x}{n} \mid m \right\} - \left\{ \frac{2x}{n} \mid m \right\} - \left\{ \frac{x}{n} \mid 2m \right\} - \left\{ \frac{2x}{n} \mid 2m \right\} \right) = \frac{1}{6\zeta(2)} - \frac{1}{16\zeta(2)^2}$$

**Proof.** Note that if $\sum_{k=1}^{\infty} f(x + k, m, n) = g(m, n)$ for all $x \in \mathbb{Z}_{>0}$ for some functions $f, g$, then $\lim_{X \to \infty} \frac{1}{X} \sum_{x=1}^{X} f(x, m, n) = \frac{1}{\zeta(2)} g(m, n)$. We apply this several times for $f(x, m, n)$ equal to $\left\{ \frac{x}{n} \mid m \right\}, \left\{ \frac{x}{n} \mid 2m \right\}, \left\{ \frac{x}{n} \mid m \right\}, \left\{ \frac{2x}{n} \mid m \right\}$ respectively. Lemma 3.2 states the different $g(m, n)$ for these
where $X$ ranges from 0 to $2.5 \cdot 10^6$ and $\delta = \frac{1}{4}, \frac{1}{2}, \frac{5}{6}$; together with the predicted values for the respective variance.

we calculate using Lemmas 3.4, 3.5. The theorem then follows immediately. □

**Lemma 3.2.** Let $m,n$ be positive integers. Fix $x \in \mathbb{Z}_{\geq 0}$. Then

\begin{align*}
(1) \quad \sum_{m \text{ odd}, \; n \text{ odd}} \frac{\mu(m)\mu(n)}{m^2n^2} \left( \frac{\gcd(m,n)^2 - 1}{12} \right) &= \sum_{m \text{ even,} \; n \text{ odd}} \frac{\mu(m)\mu(n)}{m^2n^2} \left( \frac{\gcd(m,n)^2 - 1}{24} \right) \\
&= \sum_{m \text{ odd,} \; n \text{ even}} \frac{\mu(m)\mu(n)}{m^2n^2} \left( \frac{\gcd(m,n)^2 - 1}{24} \right) + \sum_{m \text{ odd,} \; n \text{ odd}} \frac{\mu(m)\mu(n)}{m^2n^2} \left( \frac{\gcd(m,n)^2 + 2}{12} \right),
\end{align*}

(6)

\[ \sum_{m \text{ odd,} \; n \text{ odd}} \frac{\mu(m)\mu(n)}{m^2n^2} \left( \frac{\gcd(m,n)^2 - 1}{12} \right) \]
Lemma 3.4. We have Equation (6) suggests that we specifically need to know the values of the even and odd sums. It is hence sufficient to prove the respective statements for $x = 0$. Write $d = \gcd(m, n)$.

1. Since

$$
\sum_{k=1}^{\min} \left\{ \frac{k}{m} \middle| \frac{k}{n} \right\} = d \sum_{k=1}^{\min} \left\{ \frac{k}{m} \middle| \frac{k}{n} \right\},
$$

the crucial question is which pairs $(k \mod m, k \mod n)$ are attained when $k$ runs over the integers from 1 to $\min$. Applying some combinatorial arguments, it is easy to see that these are exactly the pairs $(r_m, r_n)$, such that $r_m \equiv r_n \mod d$. Hence

$$
\sum_{k=1}^{\min} \left\{ \frac{k}{m} \middle| \frac{k}{n} \right\} = d \sum_{k=1}^{\min} \left\{ \frac{k}{m} \middle| \frac{k}{n} \right\} = d \sum_{l=0}^{d-1} \left( \sum_{0 \leq r_m < m \atop r_m \equiv l \mod d} \frac{r_m}{m} \right) \left( \sum_{0 \leq r_n < n \atop r_n \equiv l \mod d} \frac{r_n}{n} \right) = \frac{(m-1)(n-1)}{d^2} + \frac{d^2 - 1}{12}.
$$

2. Note that if $m$ is even, we can apply (1) to $\frac{m}{2}$. If $m$ is odd, the proof is analogous to (1). It turns out that the pairs $(2k \mod m, k \mod n)$ that are attained when $k$ runs over 1 to $\frac{\min}{2}$ are exactly the pairs $(r_m, r_n)$ such that $r_m \equiv 2r_n \mod d$. The calculations are then analogous to the calculations for proving (1).

3. For the last statement, we can apply (1) to $\frac{m}{2} \cdot \frac{n}{2}$ if both $m$ and $n$ are even. If $m$ is odd, $n$ is even, we apply Lemma (2) on $m, \frac{n}{2}$ and vice versa for $m$ even, $n$ odd. Finally if both $m$ and $n$ are odd, then $(2x \mod m, 2x \mod n)$ runs over the same pairs as $(x \mod m, x \mod n)$, only in a different order. We can hence apply (1).

\[\square\]

Lemma 3.3 (\cite{2}, Lemma 6).

$$
\sum_{m,n=1}^{\infty} \frac{\mu(m)\mu(n)}{m^2n^2} \cdot \gcd(m, n)^2 = \frac{1}{\zeta(2)}. \tag{7}
$$

\[\square\]

Equation \((6)\) suggests that we specifically need to know the values of the even and odd sums. We have

Lemma 3.4.

1. 

$$
\sum_{n \text{ even}} \frac{\mu(n)}{n^2} = -\frac{1}{3\zeta(2)}
$$

2. 

$$
\sum_{n \text{ odd}} \frac{\mu(n)}{n^2} = \frac{4}{3\zeta(2)}.
$$
Proof. Both parts follow directly from

\[
\sum_{n \text{ even}} \frac{\mu(n)}{n^2} = \sum_{n} \frac{\mu(2n)}{(2n)^2} = \sum_{n \text{ odd}} \frac{\mu(2n)}{(2n)^2} = -\frac{1}{4} \sum_{n \text{ odd}} \frac{\mu(n)}{n^2}.
\]

□

Analogously, applying Lemma 3.3, we find

Lemma 3.5.

(1)

\[
\sum_{m \text{ odd, } n \text{ odd}} \frac{\mu(m)\mu(n)}{m^2n^2} \gcd(m,n)^2 = \frac{4}{3\zeta(2)}.
\]

(2)

\[
\sum_{m \text{ even, } n \text{ odd}} \frac{\mu(m)\mu(n)}{m^2n^2} \gcd(m,n)^2 = \sum_{m \text{ odd, } n \text{ even}} \frac{\mu(m)\mu(n)}{m^2n^2} \gcd(m,n)^2 = -\frac{1}{3\zeta(2)}.
\]

(3)

\[
\sum_{m \text{ even, } n \text{ even}} \frac{\mu(m)\mu(n)}{m^2n^2} \gcd(m,n)^2 = \frac{1}{3\zeta(2)}.
\]

□

4. Proof of Theorem 2.3

In short intervals the calculations are more difficult. For any \(x, H\), knowing the value of \(\{x+H\}\) is equivalent to knowing \(x \mod m\). For \(H = [x^\delta]\) this is difficult, as the value of \([x^\delta]\) \mod m is independent to the value of \(x \mod n\) for all \(m, n\). This is easily seen. For example if \(\delta = \frac{1}{2}\), then \(y = [x^\delta]\) implies \(y^2 \leq x < (y+1)^2\). Since the gaps between \(y^2\) and \((y+1)^2\) get larger and larger, at some point the gaps will be much bigger than \(m\). Hence if we fix some large \(y \in \mathbb{Z}\) and let \(x \in \mathbb{Z}\) range in between \(y^2\) and \((y+1)^2\), we will find every possible value for \(x \mod m\) with about the same probability. This qualitative argument persuades us to make the following assumption.

Assumption 4.1. Fix \(m, n \in \mathbb{Z}_{\geq 1}\). For any \(0 < \delta < 1\), there exists no correlation between \(x \mod n\) and \([x^\delta]\) \mod m. That is

\[
P([x^\delta] \equiv r_m \mod m | x \equiv r_n \mod n) = \frac{1}{m}
\]

for any \(0 \leq r_m < m\), \(0 \leq r_n < n\).

This assumption enables us to predict the average of the desired functions, even though we do not know \([x^\delta]\) \mod m.

Lemma 4.2. Assuming Assumption 4.1, we have for any \(m, n\)

\[
\lim_{X \to \infty} \frac{1}{X} \sum_{x=1}^{X} \left\{ \frac{x}{m} \left\lfloor \frac{x}{n} \right\rfloor \right\} = \frac{1}{mn} \left( \frac{(m-1)(n-1)}{4} \right).
\]
Proof. By Assumption 4.1, there is no correlation between \( x \mod m \) and \( [x^\delta] \mod n \). Hence any pair \((x \mod m, x + [x^\delta] \mod n)\) is attained with equal probability. Since there are \(mn\) different such pairs, we conclude that the average is equal to

\[
\frac{1}{mn} \left( \sum_{r_m=0}^{m-1} \frac{r_m}{m} \right) \left( \sum_{r_n=0}^{n-1} \frac{r_n}{n} \right) = \frac{1}{mn} \left( \frac{(m-1)(n-1)}{4} \right).
\]

\[\square\]

**Theorem 4.3** (Restatement of Theorem 2.3). Fix \(0 < \delta < 1\). Assuming 4.1, we have

\[
\sum_{m,n=1}^{\infty} \lim_{X \to \infty} \frac{1}{X} \sum_{x=1}^{X} \frac{\mu(m)\mu(n)}{mn} \left( \left\{ \frac{x}{n} \mod m \right\} - \left\{ \frac{x + [x^\delta]}{n} \mod m \right\} \right) = \frac{1}{6\zeta(2)} - \frac{1}{6\zeta(2)^2}
\]

Proof. The proof of this is analogous to the proof of Theorem 3.1. Note that by Assumption 4.1 and Lemma 3.2

\[
\lim_{X \to \infty} \frac{1}{X} \sum_{x=1}^{X} \left\{ \frac{x}{n} \mod m \right\} = \frac{1}{mn} \left( \frac{(m-1)(n-1)}{4} + \gcd(m,n)^2 - 1 \right).
\]

\[\square\]

5. Fixing the parity of \(H\)

As noted in the introduction the variance of \(\varphi(n)/n\) seems to be much lower if we force \(H\) to be even, than if we force \(H\) to be odd. In this section we show that this is indeed the case by calculating the variance for \(H = 2[x^\delta]\) and \(H = 2[x^\delta] + 1\), assuming 4.1.

**Lemma 5.1.** Assuming 4.1 we have for any \(m, n\)

\[
\lim_{X \to \infty} \frac{1}{X} \sum_{x=1}^{X} \left\{ \frac{x}{n} \mod m \right\} - \left\{ \frac{x + [x^\delta]}{n} \mod m \right\} = \begin{cases} \frac{1}{mn} \left( \frac{(m-1)(n-1)}{4} + \frac{1}{4} \right) & \text{if } m \text{ is even, } n \text{ is even} \\ \frac{1}{mn} \left( \frac{(m-1)(n-1)}{4} \right) & \text{otherwise.} \end{cases}
\]

Proof. If either \(m\) or \(n\) is odd, the statement follows using some analogous arguments as in the proof of Lemma 4.2. If both \(m\) and \(n\) are even, then \(x \mod m\) and \(x + [x^\delta] \mod n\) have the same parity. Since there are \(\frac{mn}{2}\) pairs \((r_m \mod m, r_n \mod n)\) with the same parity and each of these pairs is equally probable, we conclude that

\[
\lim_{X \to \infty} \frac{1}{X} \sum_{x=1}^{X} \left\{ \frac{x}{n} \mod m \right\} - \left\{ \frac{x + [x^\delta]}{n} \mod m \right\} = \frac{2}{mn} \sum_{l \in \{0,1\}} \left( \sum_{0 \leq r_m < m, r_m \equiv l \mod 2} \frac{r_m}{m} \right) \left( \sum_{0 \leq r_n < n, r_n \equiv l \mod 2} \frac{r_n}{n} \right)
\]

\[
= \frac{1}{mn} \left( \frac{(m-1)(n-1)}{4} + \frac{1}{4} \right).
\]

\[\square\]
Lemma 5.2. Assuming [4.1], we have for any \( m, n \)
\[
\lim_{X \to \infty} \frac{1}{X} \sum_{x=1}^{X} \left\{ \frac{x}{m} \left\lfloor \frac{x}{n} \right\rfloor + 1 \right\} = \begin{cases}
\frac{1}{mn} \left( \frac{(m-1)(n-1)}{4} \right) - \frac{1}{4} & \text{if } m \text{ is even, } n \text{ is even} \\
\frac{1}{mn} \left( \frac{(m-1)(n-1)}{4} \right) & \text{otherwise}.
\end{cases}
\]

Proof. This is exactly analogous to the proof of Lemma 5.1. \( \square \)

Theorem 5.3. Assuming [4.1], we have for any \( m, n \)
\[
\sum_{m,n=1}^{\infty} \lim_{X \to \infty} \frac{1}{X} \sum_{x=1}^{X} \frac{\mu(m)\mu(n)}{mn} \left( \left\{ \frac{x}{m} \right\} - \left\{ \frac{x+2[x^5]}{n} \right\} \right)
+ \left\{ \frac{x+2[x^5]}{n} \right\} = \frac{1}{6\zeta(2)} - \frac{2}{9\zeta(2)^2}.
\]

Proof. Applying Lemma 3.2 and Lemma 5.1 in the same way as in the proof of Theorem 2.3, we see that the value we want to calculate equals
\[
\sum_{m,n=1}^{\infty} \frac{\mu(m)\mu(n)}{mn} \left( \frac{\gcd(m,n)^2 - 1}{6} \right) - \frac{1}{2} \sum_{n \text{ even}} \frac{\mu(m)\mu(n)}{m^2n^2} = \frac{1}{6\zeta(2)} - \frac{2}{9\zeta(2)^2}.
\]

\[ \square \]

Theorem 5.4. Assuming [4.1], we have
\[
\sum_{m,n=1}^{\infty} \lim_{X \to \infty} \frac{1}{X} \sum_{x=1}^{X} \frac{\mu(m)\mu(n)}{mn} \left( \left\{ \frac{x}{m} \right\} - \left\{ \frac{x+2[x^5]+1}{n} \right\} \right)
+ \left\{ \frac{x+2[x^5]+1}{n} \right\} = \frac{1}{6\zeta(2)} - \frac{1}{9\zeta(2)^2}.
\]

Proof. Analogous to the proof of Theorem 5.3. \( \square \)

6. The polynomial ring over \( \mathbb{F}_q \)

In this section we use the same notation as in the introduction. Furthermore we denote the normalized Euler totient function as \( \beta(f) := \frac{\varphi(f)}{\|f\|} \). For \( A \in \mathcal{M}_n \), \( 0 \leq h \leq n - 2 \), we write
\[
N_\beta(A; h) := \sum_{f \in I(A; h)} \beta(f).
\]

The variance, (for fixed \( n \) and \( 0 \leq h \leq n - 2 \)), is defined as
\[
\text{Var}(N_\beta) := \frac{1}{q^n} \sum_{A \in \mathcal{M}_n} \left| N_\beta(A; h) - \frac{1}{q^n} \sum_{A \in \mathcal{M}_n} N_\beta(A; h) \right|^2.
\]

The main theorem of this paper, as was introduced in section 1, is then given by

Theorem 6.1. Fix \( 0 \leq h \leq n - 5 \). As \( q \to \infty \),
\[
\text{Var}(N_\beta) \sim q^{-h-3}.
\]

For the proof, we first introduce the notions of Dirichlet characters and of nice arithmetic functions. For any polynomial \( Q \), we say that \( \chi : \mathbb{F}_q[T] \to \mathbb{C} \) is Dirichlet character modulo \( Q \) if
- \( \chi(fg) = \chi(f)\chi(g) \) for all \( f, g \in \mathbb{F}_q[T] \);
- \( \chi(1) = 1 \);
- \( \chi(f + gQ) = \chi(f) \) for all \( f, g \in \mathbb{F}_q[T] \);
By the Riemann hypothesis for curves over finite fields, see for example [12, Theorem 5.10], we know that \( \chi(0) = 1 \) for all \( \gcd(f, Q) = 1 \). A character \( \chi \) mod \( Q \) is primitive if there do not exist a proper divisor \( Q' \) of \( Q \) and a Dirichlet character \( \chi' \mod Q' \), such that \( \chi(f) = \chi'(f) \) for all \( f \equiv 1 \mod Q' \) and \( \gcd(f, Q) = 1 \). A character \( \chi \) is even if \( \chi(f) = \chi(cf) \) for all \( f \in \mathbb{F}_q[T] \), \( c \in \mathbb{F}_q^\times \).

Furthermore we define an arithmetic function \( \alpha : \mathbb{F}_q[T] \to \mathbb{C} \) to be nice if

- \( \alpha \) is even: \( \alpha(f) = \alpha(cf) \) for all \( f \in \mathbb{F}_q[T] \), \( c \in \mathbb{F}_q^\times \).
- \( \alpha \) is multiplicative: \( \alpha(fg) = \alpha(f)\alpha(g) \) for all coprime \( f, g \in \mathbb{F}_q[T] \).
- \( \alpha(f) = \alpha(f^*) \) for all \( f \) with \( f(0) \neq 0 \). Here the map \( (.)^* \) is given by \( f^*(T) = T^{\text{deg}f} f \left( \frac{1}{T} \right) \).

The starting point of proving Theorem 6.1 will be the following lemma, first proven by Keating and Rudnick in [8].

**Lemma 6.2** ([8], Lemma 5.3). Let \( \alpha \) be a nice function. Then

\[
\text{Var}(N_\alpha) = \frac{1}{\varphi_{ev}(T^{n-h})^2} \sum_{\chi \mod T^{n-h}, \chi \neq \chi_0 \text{ even}} \left| \sum_{m=0}^n \alpha(T^{n-m})M(m; \alpha\chi) \right|^2.
\]

(8)

Here \( \varphi_{ev}(f) \) denotes the number of even primitive characters modulo \( f \in \mathbb{F}_q[T] \) and

\[
M(m; \alpha\chi) := \sum_{f \in M_m} \alpha(f)\chi(f).
\]

In particular \( \varphi_{ev}(T^{n-h}) = q^{n-h-2}(q - 1) \), see [9] [§3.3].

Note that our function \( \beta \) is even and multiplicative, as the functions \( \varphi \) and \( \|.|\| \) are. Moreover \( ||f|| = ||f^*|| \) for \( f(0) \neq 0 \). The same holds for \( \varphi \), as is implied by the following lemma. We conclude that \( \beta \) is nice.

**Lemma 6.3.** For all \( f \in \mathbb{F}_q[T] \), \( f \neq 0 \), the following statements hold:

1. \( ||f|| = \sum_{g \text{ monic}} \varphi(g) \).
2. \( \varphi = ||.|| \ast \mu \).
3. \( \varphi(f) = ||f|| \prod_{\text{monic, irreducible}} \left( 1 - \frac{1}{||P||} \right) \).

**Proof.** The proof is an exact analogue of that of an analogous lemma in \( \mathbb{Z} \). It is also possible the prove 6.3 immediately as Rosen does, [12] Proposition 1.7. The other two statements then trivially follow. \( \square \)

We first prove Lemma 6.3, which states the cancellation that makes this variance so special. Note that for an even character \( \chi \), its \( L \)-function is given by

\[
L(u, \chi) = (1 - u) \prod_{j=1}^{n-h-2} (1 - \alpha_ju),
\]

where the \( \alpha_j \) denote the inverse zeroes of this \( L \)-function. By the Riemann hypothesis for curves over finite fields, see for example [12] Theorem 5.10, we know that \( |\alpha_j| \leq \sqrt{q} \). Furthermore for primitive \( \chi \) we know that \( |\alpha_j| = \sqrt{q} \), implying that we can write

\[
L(u, \chi) = (1 - u) \det(I - u\sqrt{q} \Theta \chi), \quad \Theta \chi = \text{diag}(e^{i\theta_1}, \ldots, e^{i\theta_n}).
\]

We say that the unitary matrix $\Theta_\chi$ of size $N := n - h - 2$ is the unitarized Frobenius matrix of $\chi$. Note that $\Theta_\chi$ is not unique, so that it is actually a conjugacy class.

**Lemma 6.4.** Let $\chi$ be a primitive even character mod $T^{n-h}$. Then for any $m$, we have

$$
\mathcal{M}(m; \beta \chi) = \sum_{j+k+l=m \atop 0 \leq j \leq N \atop k,l \geq 0} \lambda_j(\chi) S_l(\chi) q^{\frac{j}{2} - k - \frac{l}{2}} - \sum_{j+k+l=m-1 \atop 0 \leq j \leq N \atop k,l \geq 0} \lambda_j(\chi) S_l(\chi) q^{\frac{j}{2} - k - \frac{l}{2}}.
$$

Here $\lambda_j(\chi)$ is given by the coefficient of $x^j$ in the expression $\det(I_N - x \Theta_\chi)$ and $S_l(\chi) = \text{Tr Sym}^l \Theta_\chi$.

**Proof.** We first compute the generating function of $\mathcal{M}(m; \beta \chi)$:

$$
\sum_{m \geq 0} \mathcal{M}(m; \beta \chi) u^m = \sum_{m \geq 0} \left( \sum_{f \in \mathcal{M}_m} \beta(f) \chi(f) \right) u^m = \sum_{f \text{ monic}} \beta(f) \chi(f) u^{\deg(f)}
$$

$$
= \sum_{f \text{ monic}} \sum_{g \mid f, g \text{ monic}} \frac{1}{||g||} \mu(g) \chi(f) u^{\deg(f)} \quad \text{(lemma 6.3.2)}
$$

$$
= \frac{L(u, \chi)}{L(u^{\frac{1}{q}}, \chi)}.
$$

We now insert $L(u, \chi) = (1 - u) \det(I_N - uq^{\frac{1}{2}} \Theta_\chi)$ and note that

$$
\frac{1}{\det(I_N - x \Theta_\chi)} = \sum_{l \geq 0} S_l(\chi) x^l.
$$

Then

$$
\sum_{m \geq 0} \mathcal{M}(m; \beta \chi) u^m = \frac{L(u, \chi)}{L(u^{\frac{1}{q}}, \chi)} = \frac{(1 - u) \det(I_N - uq^{\frac{1}{2}} \Theta_\chi)}{(1 - u^{\frac{1}{q}}) \det(I_N - uq^{\frac{1}{2}} \Theta_\chi)}
$$

$$
= (1 - u) \left( \sum_{j=0}^{N} \lambda_j(\chi) q^{\frac{j}{2} u^j} \right) \left( \sum_{k \geq 0} q^{-k} u^k \right) \left( \sum_{l \geq 0} S_l(\chi) q^{-\frac{l}{2}} u^l \right)
$$

$$
= \sum_{m \geq 0} \left( \sum_{j+k+l=m \atop 0 \leq j \leq N \atop k,l \geq 0} \lambda_j(\chi) S_l(\chi) q^{\frac{j}{2} - k - \frac{l}{2}} - \sum_{j+k+l=m-1 \atop 0 \leq j \leq N \atop k,l \geq 0} \lambda_j(\chi) S_l(\chi) q^{\frac{j}{2} - k - \frac{l}{2}} \right) u^m.
$$

\[\Box\]
Lemma 6.5. Let \( \chi \) be a primitive even character mod \( T^{n-h} \). Then
\[
\sum_{m=0}^{n} \beta(T^{n-m}) \mathcal{M}(m; \beta \chi) = \sum_{j+k+l=n \atop 0 \leq j \leq N} \lambda_j(\chi) S_l(\chi) q^{\frac{j}{2} - \frac{k}{2}} - \sum_{j+k+l=n-1 \atop 0 \leq j \leq N} \lambda_j(\chi) S_l(\chi) q^{\frac{j}{2} - \frac{k}{2} - \frac{1}{2}}.
\]

Proof. First note that applying Lemma 6.4 several times, we have
\[
\sum_{m=0}^{n-1} \mathcal{M}(m; \beta \chi) = \sum_{j+k+l=n-1 \atop 0 \leq j \leq N} \lambda_j(\chi) S_l(\chi) q^{\frac{j}{2} - \frac{k}{2}}.
\]
Since
\[
\beta(T^{n-m}) = \left\{ \begin{array}{ll}
1 - \frac{1}{q} & \text{if } 0 \leq m \leq n-1, \\
1 & \text{if } m = n,
\end{array} \right.
\]
we find that
\[
\sum_{m=0}^{n} \beta(T^{n-m}) \mathcal{M}(m; \beta \chi) = \left(1 - \frac{1}{q} \right) \sum_{m=0}^{n-1} \mathcal{M}(m; \beta \chi) + \mathcal{M}(n; \beta \chi).
\]
The result follows. \( \square \)

Note that in the proof of Lemma 6.4 and Lemma 6.5, we only used that \( \lambda_j(\chi) \) and \( S_l(\chi) \) were the coefficients of \( q^{\frac{j}{2}} u^l \), \( q^{\frac{j}{2}} v^l \) in the respective expressions of \( \frac{L(u, \chi)}{1-u} \) and \( \frac{1-u}{L(u, \chi)} \). Hence if we define for a non-primitive even character \( \chi \) the coefficients of \( q^{\frac{j}{2}} u^l \), \( q^{\frac{j}{2}} v^l \) in the respective expressions of \( \frac{L(u, \chi)}{1-u} \) and \( \frac{1-u}{L(u, \chi)} \) to be \( \lambda'_j(\chi) \) and \( S'_l(\chi) \), then we find

Lemma 6.6. Let \( \chi \) be a non-primitive even character mod \( T^{n-h} \). Then
\[
\sum_{m=0}^{n} \beta(T^{n-m}) \mathcal{M}(m; \beta \chi) = \sum_{j+k+l=n \atop 0 \leq j \leq N} \lambda'_j(\chi) S'_l(\chi) q^{\frac{j}{2} - \frac{k}{2}} - \sum_{j+k+l=n-1 \atop 0 \leq j \leq N} \lambda'_j(\chi) S'_l(\chi) q^{\frac{j}{2} - \frac{k}{2} - \frac{1}{2}}.
\]

Proof. The proof of this is exactly analogous to that of Lemma 6.4 and Lemma 6.5. \( \square \)

We now substitute these two lemmas into equation 8 with \( \alpha = \beta \) to prove Theorem 6.1

Proof of Theorem 6.7. We split the sum in equation 8 into a sum over primitive and non-primitive even characters. There are \( O \left( 2^{n+1} T^{n-h-1} \right) = O(q^{n-h-2}) \) non-primitive even characters modulo \( T^{n-h} \), see [9] [3.3]. The largest power of \( q \) in the first sum of Lemma 6.6 is given by \( \frac{n-2h-4}{2} \). It is only attained when \( j = N = n-h-2, k = 0, l = n-N = h+2 \). In the second sum of Lemma 6.6 the largest power of \( q \) is given by \( \frac{n-2h-5}{2} \), which is attained when \( j = N, k = 0, l = n-N-1 \). It follows that the sum over all non-primitive characters is estimated by \( O \left( q^{2(n-h)-1} \cdot q^{n-h-2} \cdot q^{n-2h-4} \right) = O \left( q^{-h-4} \right) \). Applying the same arguments for the largest
\[ q \text{-powers in lemma } [6, 5] \text{ we find} \]
\[ \text{Var}(\mathcal{N}_\beta) = \frac{1}{\varphi_e^*(T^{-h})^2} \sum_{\chi \mod T^{-h} \chi \neq \chi_0 \text{ even, primitive}} | \sum_{n=0}^m \alpha(T^{-m-n})M(m; \alpha \chi) |^2 + O(q^{-h-4}) \]
\[ = \frac{1}{\varphi_e^*(T^{-h})^2} \left( \sum_{\chi \mod T^{-h} \chi \neq \chi_0 \text{ even, primitive}} |\lambda_N(\chi)|^2 |S_{h+2}(\chi)|^2 \right) q^{n-2h-4} + O\left(q^{-h-\frac{7}{2}}\right) \]
\[ = \frac{\sum_\chi |\lambda_N(\chi)|^2 |S_{h+2}(\chi)|^2 }{\varphi_e(T^{-h})^2} q^{-h-3} + O\left(q^{-h-\frac{7}{2}}\right). \]

Note that \(|\lambda_N(\chi)|^2 = 1\) for all primitive \(\chi\). Katz’s equidistribution theorem for primitive even characters modulo \(T^m\), [6], states that, if \(m \geq 5\), the Frobenius matrices of these characters become equidistributed in \(PU(m-2)\) in the limit \(q \to \infty\). This theorem enables us to replace the average over primitive even characters modulo \(T^{-h}\) by a matrix integral over \(PU(n-h-2)\). Finally note that we can replace the matrix integral over the projective group \(PU(n-h-2)\) by an integral over the unitary group \(U(n-h-2)\), since the function we average over is invariant under scalar multiplication. Since the symmetric \(m\)-th power is an irreducible representation for any \(m\), see for example [4, Lecture 6], we conclude that
\[ \int_{U(n-h-2)} \left| \text{Tr Sym}^{h+2}(U) \right|^2 dU = 1. \]

Hence, as \(q \to \infty\),
\[ \text{Var}(\mathcal{N}_\beta) \sim q^{-h-3}. \]

\[ \square \]
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