Probing restricted diffusion and exchange using free gradient waveforms: validation by numerical simulations
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Abstract

Monitoring time-dependence with diffusion MRI yields observables sensitive to compartment sizes (restricted diffusion) and membrane permeability (water exchange). However, restricted diffusion and exchange have opposite effects on the diffusion-weighted signal, which can confound parameter estimates. In this work, we present a signal representation that captures the effects of both restricted diffusion and exchange up to second order in b-value and is compatible with gradient waveforms of arbitrary shape. The representation features mappings from a gradient waveform to two scalars that separately control the sensitivity to restriction and exchange. We demonstrate that these scalars span a two-dimensional space that can be used to choose waveforms that selectively probe restricted diffusion or exchange, in order to eliminate the correlation between the two phenomena. We found that waveforms with specific but unconventional shapes provide an advantage over conventional pulsed and oscillating gradient acquisitions. We also show that parametrisation of waveforms into a two-dimensional space can be used to understand protocols from other approaches that probe restricted diffusion and exchange. For example, we find that the variation of mixing time in filter-exchange imaging corresponds to variation of our exchange-weighting scalar at a fixed value of the restriction-weighting scalar. Numerical evaluation of the proposed signal representation using Monte Carlo simulations on a synthetic substrate showed that the theory is applicable to sizes in the range 2 – 7 μm and barrier-limited exchange in the range 0 – 20 s⁻¹. The presented theory constitutes a simple and intuitive description of how restricted diffusion and exchange influence the signal as well as how to design a protocol to separate the two effects.

1 Introduction

Diffusion MRI (dMRI) is an important radiological tool because it sensitizes the MR signal to the diffusion of water molecules, which indirectly probes tissue microstructure 1–6. Today, dMRI provides clinically useful information about the microstructure via the apparent diffusion coefficient (ADC) 7–9. Although the ADC is sensitive to pathology, it is not specific. This can be remedied by probing additional information pertaining to for example the time-dependence of the diffusion process 10,11. Particularly, sensitizing the dMRI experiment to restricted diffusion and exchange enables inference of metrics sensitive to cell sizes and membrane permeability, respectively. However, restricted diffusion and exchange have opposite effects on the diffusion-weighted signal 12,13; as the diffusion time increases, the signal for a given encoding strength (b-value) is elevated by restricted diffusion and reduced by exchange. Therefore, the estimation of, for example, cell sizes, can be confounded by a high membrane permeability, and vice versa. Current approaches often assume that restricted diffusion and exchange dominate in different time regimes; the former at short time scales and the latter at long time scales 11. This assumption, if not violated, enables straightforward estimation of one of the parameters while neglecting the other. Some approaches have on the other hand incorporated both restricted diffusion and exchange 11,14–16. These were based on the use of the standard pulsed gradient spin echo (PGSE) or the oscillating gradient spin echo (OGSE) sequences for the diffusion encoding. However, our preliminary work 13 indicated that more efficient measurements of restricted diffusion and exchange can be achieved with gradient
waveforms that can be arbitrarily modulated. This work explores when and how such benefits manifest.

Cell sizes can be estimated with dMRI in numerous ways. Early approaches used the diffraction-like signal patterns in the narrow pulse limit to estimate restriction lengths in materials such as polystyrene spheres \(^{17}\) and erythrocytes \(^{18}\). However, in vivo applications are challenging since exceptionally strong gradients are required to probe small structures \(^{19,20}\), and these systems are rarely used in human imaging \(^{21}\). Distributions of cell sizes can also obscure diffraction patterns \(^{22–25}\). More recent approaches address this by instead utilizing compartment models that describe cells as impermeable objects in an extracellular medium \(^{11,26,27}\). Examples applied for cancer imaging include IMPULSED \(^{28}\), POMACE \(^{29,30}\) and VERDICT \(^{31}\). IMPULSED quantifies compartment sizes and the intracellular fraction using both OGSE and PGSE acquisitions. POMACE also exploits both PGSE and OGSE measurements in different timescales to estimate the extracellular volume fraction, cell size and compartment diffusivities. VERDICT also uses PGSE, but incorporates a vascular compartment modelled by an anisotropic diffusion tensor. Sizes can also be estimated without using explicit tissue models. Nilsson et al. \(^{32}\) proposed an approach in which a Taylor series approximation of the diffusion spectrum is used to capture restriction-driven time-dependent diffusion. The approach was sensitive to restrictions larger than 4 µm using gradient strengths available at clinical MRI systems. Notably, the approach is also distinguished by its ability to accommodate diffusion encoding by arbitrary gradient waveforms.

Membrane permeability (quantified by the water exchange rate) has also been estimated in various ways. Latour et al. \(^{33}\) proposed an effective medium theory describing the effect of permeability on diffusion in the long-time regime. The approach was applied to estimate membrane permeability in bovine red blood cells \(^{33}\) and yeast \(^{34}\). Novikov et al. \(^{14}\) treated cell membranes as randomly oriented flat layers to define a forward model that incorporated effects of permeability. This model was recently applied to estimate cell permeability and size in vivo \(^{35}\). All these approaches employ a pair of pulsed gradients for the diffusion encoding. However, using two pairs of pulsed gradients with a variable mixing time—referred to as double diffusion encoding \(^{36}\)—can be beneficial for exchange mapping \(^{37,38}\). Lasič et al. \(^{39}\) proposed filter exchange imaging (FEXI), which is sensitive to cell permeability captured by the so-called apparent exchange rate (AXR). This parameter can differentiate between viable and necrotic parts of a tumour \(^{40}\) and has been applied to characterize breast tumours \(^{41}\). Exchange-related approaches were based on pulsed gradients until Ning et al. \(^{42}\) derived an approach that accommodates arbitrary gradient waveforms. The potential utility of such waveforms for exchange mapping has, however, not yet been systematically explored.

Sensitivity and specificity to tissue microstructure are governed by the experimental approach, here defined as the set of gradient waveforms used to acquire the dMRI data. As indicated in the previous sections, several waveform designs have been proposed and applied in combination with mapping of restricted diffusion and exchange. The most commonly used waveform—here referred to as single diffusion encoding (SDE) \(^{36}\)—comprises a pair of identical pulsed gradients inserted in a spin-echo experiment \(^{43}\). Although this approach is the main workhorse of dMRI, more complex waveforms can have benefits. For example, DDE which uses two pairs of pulsed gradients \(^{44}\) can be used to better map exchange \(^{17,45}\) or restricted diffusion \(^{46}\) whereas oscillating gradient waveforms have been suggested for probing diffusion at shorter time scales \(^{47–50}\). Both
DDE and OGSE are fully specified by a few parameters such as pulse duration, pulse separation and oscillation frequency. While this enables closed-form expressions for the signal, it forgoes more intricate waveform designs which can increase efficiency or the amount of information encoded into the signal. Diffusion encoding by free gradient waveforms (FWF) was first explored by Callaghan who adopted the multiple propagator method and proposed a forward model for encoding restricted diffusion with arbitrary waveforms. More recently, Drobnjak et al. optimized waveforms for maximized sensitivity to restricted diffusion. Waveforms have also been optimized for efficient tensor-valued encoding and suppression of various artefacts and motion encoding. Although waveform designs exist to emphasise the effects of either restricted diffusion or exchange separately, a unified framework capturing both phenomena has not yet been proposed for gradient waveforms with arbitrary shape.

In this work, we propose a signal representation describing both restricted diffusion and water exchange. We arrive at this representation using a second-order cumulant expansion of the signal attenuation due to diffusion-induced phase dispersion. We highlight that the effect of the waveform on the second and fourth cumulants of the phase distribution can be evaluated in terms of a scalar quantity that indicates how much a given gradient waveform encodes for restricted diffusion. Similarly, we note that the fourth cumulant features a scalar quantity informative of how strongly a gradient waveform encodes water exchange. The resulting representation is a unification of the restriction and exchange frameworks from previous studies. We employ the waveform-dependent scalar parameters to characterise the restriction- and exchange-weighting properties of different types of waveforms. Guided by this information, we select the protocol that maximises the statistical leverage in estimates of restriction length and exchange rate. We also investigate the value of free waveforms compared to designs based on SDE, DDE and OGSE. Using Monte Carlo simulations on a regular two-compartment 2D substrate of circular cells, we also identify the interval of validity of the proposed representation. Finally, we apply the approach to analyse previously proposed experimental approaches to evaluate the degree to which they encode for restricted diffusion and exchange.

2 Theory

In the following, we outline the proposed restriction-exchange theory. For simplicity, only the one-dimensional case is considered (that is, diffusion and encoding in one direction at a time).

2.1 The restriction-exchange signal representation

We begin by introducing the signal representation that captures the effects of restricted diffusion and exchange on the normalized diffusion-weighted signal \( \frac{S}{S_0} \):

\[
\ln \left( \frac{S}{S_0} \right) \approx -b \cdot [E_D + V_\omega E_R] + \frac{1}{2} b^2 \cdot [V_D + V_\omega C_{DR} + V_\omega^2 V_R] \cdot (1 - k \Gamma). \tag{1}
\]

The three parameters \( b, V_\omega, \) and \( \Gamma \) describe the effect of the gradient waveform and quantify the strength of the diffusion encoding, restriction encoding, and exchange encoding, respectively. The other six parameters relate to the microstructure and are
described in the following. In the first-order term, we have two parameters: \( E_D = \langle D \rangle \), which is the mean diffusivity where \( D \) is the compartment-specific long-time apparent diffusivity, and \( E_R = \langle R \rangle \) which is the average restriction coefficient that in environments with restricted diffusion is given by \( R = cd^4/D_0 \) where \( d \) is an index sensitive to the restriction length (compartment diameter), \( D_0 \) is the bulk diffusivity and \( c \) is a geometry-dependent constant. The operator \( \langle \cdot \rangle \) denotes averaging across environments. Furthermore, the second order term features another four parameters: \( V_D \), which is the variance in \( D \), \( C_D R \) is the covariance between \( D \) and \( R \), \( V_R \) is the variance of \( R \), and finally \( k \) which is the average water exchange rate between different environments. A derivation of the representation and a motivation of these terms follows below.

### 2.2 Deriving the restriction-exchange signal representation

Equation 1 can be deduced by expressing the signal attenuation due to diffusion in terms of the spin phase distribution and its cumulant expansion up to fourth order,

\[
\frac{S}{S_0} = \langle \exp(-i\phi) \rangle \approx \exp\left(-\frac{1}{2} \langle \phi^2 \rangle + \frac{1}{24} \left( \langle \phi^4 \rangle - 3\langle \phi^2 \rangle^2 \right) \right),
\]

(2)

where \( \langle \cdot \rangle \) is an average over all spin trajectories contributing to the signal. The phase is defined as the inner product of the gradient waveform, \( g(t) \), and the spin trajectory, \( r(t) \),

\[
\phi = \gamma \int_0^T g(t) \cdot r(t) dt,
\]

(3)

where \( \gamma \) is the gyromagnetic ratio. Together, Eq. 2 and 3 provide a linear description of the signal as a sum of inner products between two continuous functions: one is the encoding function \( g(t) \) and the other is the function carrying microstructure information \( r(t) \). We now seek functions that map the continuous encoding function \( g(t) \) onto a set of scalar weights that control the sensitivity of the cumulants to restricted diffusion and to water exchange, that is, \( V_\omega \), and \( \Gamma \). We proceed by evaluating the cumulants assuming a scenario where spins can exist in distinct environments in which some exhibit approximately Gaussian diffusion and others restricted diffusion.

### 2.3 Evaluating the second cumulant

The second cumulant of the phase distribution is given by \(^{55}\)

\[
\frac{1}{2} \langle \phi^2 \rangle = \frac{1}{2\pi} \int_{-\infty}^{\infty} |q(\omega)|^2 D(\omega) d\omega,
\]

(4)

where \( D(\omega) \) is the spectrum of diffusion coefficients and \( |q(\omega)|^2 \) is the diffusion encoding power spectrum given by

\[
|q(\omega)|^2 = |FT(q(t))|^2,
\]

(5)

where \( FT \) denotes Fourier transform and \( q(t) \) is the dephasing q-vector related to the gradient waveform via

\[
q(t) = \gamma \int_0^t g(\tau) d\tau.
\]

(6)

At low frequencies, the diffusion spectrum can be represented by its Taylor series expansion \(^{32,55-57}\) which we express as
\[ D(\omega) \approx \beta_0 + \beta_2 \omega^2, \]  
(7)

where \( \beta_n = D^{(n)}(0)/n! \).

Equation 4 can describe the signal from the whole voxel or the signal from one microenvironment. For environments in which the diffusion is Gaussian \((D(\omega) = D)\) we have \( \beta_0 = D \) and \( \beta_2 = 0 \), where \( D \) is the (apparent) diffusion coefficient for that environment. For environments in which the diffusion is restricted, we have \( \beta_0 = 0 \) and \( \beta_2 = R \). Given diffusion inside certain geometries (cylinders and spheres), the so-called restriction coefficient \( R \) has the general form

\[ R = cd^4D_0^{-1}, \]  
(8)

where \( d \) represents the compartment diameter, \( D_0 \) is the bulk diffusivity and \( c \) is a constant with the value 7/1536 for a cylinder and 1/500 for a sphere. We will refer to the parameter \( d \) as merely “size”, indicating that it is sensitive to, but not necessarily equal to, the compartment diameter.

The second cumulant for the whole voxel can now be written

\[ \frac{1}{2} \langle \phi^2 \rangle = b (\langle \beta_0 \rangle + V_\omega \langle \beta_2 \rangle). \]  
(9)

where \( \langle \beta_0 \rangle \) and \( \langle \beta_2 \rangle \) are averages across microenvironments. The two experiment-related parameters are given by

\[ b = \frac{1}{2\pi} \int_{-\infty}^{\infty} |q(\omega)|^2 \, d\omega = \int_0^T q^2(t) \, dt \]  
(10)

and \( V_\omega \) \( \text{32} \)

\[ V_\omega = \frac{1}{2\pi b} \int_{-\infty}^{\infty} |q(\omega)|^2 \omega^2 \, d\omega = \frac{\gamma^2}{b} \int_0^T g^2(t) \, dt. \]  
(11)

The latter equation provides a mapping from the gradient waveform to a scalar weight that controls time-dependent restriction encoding \((V_\omega)\), which can be interpreted as the variance of the encoding power spectrum. Note that \( V_\omega \) is independent of the b-value.

In a voxel with mixed environments where diffusion is approximately Gaussian in some and restricted in others, we note that the second cumulant is independent of exchange \( \text{42,58} \), at least as long as the exchange is barrier limited \( \text{40,59} \). This means that the voxel-averaged second cumulant is simply given by

\[ \frac{1}{2} \langle \phi^2 \rangle = -b \cdot \text{ADC}, \]  
(12)

where the apparent diffusion coefficient is given by the environment-averaged values of \( \beta_0 \) and \( \beta_2 \) such that

\[ \text{ADC} = \langle \beta_0 \rangle + V_\omega \langle \beta_2 \rangle = E_D + V_\omega E_R \]  
(13)

where \( E_D = \langle \beta_0 \rangle \) and \( E_R = \langle \beta_2 \rangle \). Note that in a two-compartment system with equal amounts of signal coming from environments with Gaussian diffusion and restricted
diffusion, we would find $E_D = D/2$ and $E_R = R/2$, where $D$ is the diffusion coefficient of the Gaussian environment and $R$ is the restriction coefficient of the environment with restricted diffusion.

### 2.4 Evaluating the fourth cumulant

In the absence of exchange, the fourth cumulant is given by

$$\frac{1}{12} \left( \langle \phi^4 \rangle - 3\langle \phi^2 \rangle^2 \right) = \frac{1}{2} b^2 V(\text{ADC}),$$

where the variance in apparent diffusivities across environments is defined as

$$V(\text{ADC}) = V(\beta_0 + V_0 \beta_2) = V_D + 2V_0 C_{D,R} + V_0^2 V_R,$$

where $V_D = \langle \beta_0^2 \rangle - \langle \beta_0 \rangle^2$ and $V_R = \langle \beta_2^2 \rangle - \langle \beta_2 \rangle^2$ represent the variance in free-diffusion and restriction coefficients, respectively, while $C_{D,R} = \langle \beta_0 \beta_2 \rangle - \langle \beta_0 \rangle \langle \beta_2 \rangle$ denotes the covariance between the two. Note that equation 14 assumes zero intra-environmental kurtosis.

Exchange reduces the variance in apparent diffusivities, which means the fourth cumulant is modified according to

$$\frac{1}{12} \left( \langle \phi^4 \rangle - 3\langle \phi^2 \rangle^2 \right) = \frac{1}{2} b^2 V(\text{ADC}) \cdot h(k),$$

where

$$h(k) = \int_0^T \overline{q_4}(t) \exp(-kt) \, dt.$$  

Here $k$ is the exchange rate and $\overline{q_4}(t) = q_4(t)/b^2$ where $q_4(t)$ is the fourth-order autocorrelation function of the dephasing q-vector given by

$$q_4(t) = \int_0^T q^2(t') q^2(t' + t) \, dt'.$$

We refer to $q_4(t)$ as the exchange-weighting function. Under the approximation $\exp(-kt) \approx 1 - kt$, the function $h(k)$ reduces to

$$h(k) = 1 - k\Gamma,$$

where

$$\Gamma = \int_0^T \overline{q_4}(t) \, dt$$

and is independent of the b-value. $\Gamma$ is our second mapping from the gradient waveform to a scalar weight, which in this case controls exchange encoding via the coupling $k\Gamma$.

### 2.5 Assumptions and their implications

There are six primary assumptions to consider. First, the restriction-related parameter, $V_0$, was defined by approximating the diffusion spectrum with a second order Taylor series expansion (Eq. 7). Consequently, approximation errors will appear with increasing frequency of the gradient waveform or larger sizes. The error can be characterised by
defining a metric that captures the relative amount of encoding power at high frequencies:

\[
\eta_d = \frac{\int_{\omega_{\text{thr}}(d)}^{\infty} \omega^2 q(\omega)^2 \, d\omega}{\int_{0}^{\infty} \omega^2 q(\omega)^2 \, d\omega},
\]

where \( \omega_{\text{thr}}(d) \) is a threshold frequency above which the \( \omega^2 \) approximation ceases to correctly represent the diffusion spectrum for a compartment of size \( d \). The threshold frequency in the calculation of \( \eta_d \) was defined as the frequency at which the relative difference between the full diffusion spectrum and the Taylor series expansion exceeded 10\%. An illustration of this can be found in Fig. A2 of Appendix A. Second, the derivation of \( V_\omega \) assumes either spheres, cylinders or parallel planes \(^{55}\) but not irregular geometries such as undulating fibres which do not necessarily feature quadratic low-frequency spectra \(^{62}\). Third, the exchange-weighting parameter, \( \Gamma \), was defined using a first-order approximation (Eq. 19), which means it is valid only for relatively slow exchange or weak exchange-weighting (small \( \Gamma \)). The extent to which a given gradient waveform respects this first-order approximation at a given exchange rate can be quantified by defining the metric \( \eta_k \) that compares the full exchange-weighting term \( h(k) \) in Eq. 17 and its approximation in Eq. 19:

\[
\eta_k = (h(k) - (1 - k\Gamma))^2.
\]

Since \( \Gamma \) is the first moment of the exchange-weighting function \( q_4 \), waveforms whose \( q_4 \) rapidly decays to zero will have a smaller \( \eta_k \). Fig. A1 of Appendix A depicts this comparison for three waveforms: one with short total encoding time \( (T) \) and small \( \Gamma \) and two with the same encoding time but different \( \Gamma \). Fourth, the theory assumes barrier-limited exchange—a requirement which can bias estimates if not fulfilled. To illustrate, if \( \tau \) is the residence time and \( t_c \) the position correlation time, exchange is barrier-limited when \( t_c \ll \tau \)^{40,59}. Therefore, some combinations of large sizes and short exchange times are expected to violate this fourth assumption. Fifth, the exchange weighting term in Eq. 17 was derived for two Gaussian components \(^{42}\) and generalisation to non-Gaussian diffusion is here merely assumed. However, the quality of this assumption will be analysed. Sixth and finally, Eq. 1 assumed low to moderate \( b \)-values because the cumulant expansion is performed around a \( b \)-value of zero up to the second order.

### 3 Methods

**3.1 Characterization of waveforms in the restriction-exchange space**

The theory highlighted two parameters, \( V_\omega \) and \( \Gamma \), that describe how strongly a gradient waveform encodes for restricted diffusion and exchange, respectively. The first goal was to characterize these parameters for a large set of waveforms. Four waveform families were investigated: pulsed waveforms (SDE and DDE), oscillating waveforms (OGSE), and free waveforms (FWF). Waveforms were generated for each family and then mapped to the restriction-exchange space (plot of \( V_\omega \) vs \( \Gamma \)), which was then analysed.

SDE waveforms were generated by varying the pulse width \( (\delta) \) and the pulse separation \( (\Delta) \) as described in Appendix B. DDE waveforms were generated by varying the mixing time, the leading-edge separation \( (\Delta_1, \Delta_2) \) and the pulse width \( (\delta) \), while assuming
symmetric DDE where $\delta_1 = \delta_2$ and $\Delta_1 = \Delta_2$. Pulse shapes were trapezoidal with the ramp time determined by the amplitude of the waveform and the maximum slew rate. OGSE waveforms included both sine- and cosine-modulated varieties, and we varied the frequency of oscillation, the pulse duration ($\delta$) and the pause duration for an RF pulse ($\Delta - \delta$). For FWF, a large set of waveforms aimed at spanning the set of executable waveforms was generated by the procedure described in Appendix B. All waveforms were subjected to the following constraints:

1. The spin-echo condition where $\int_0^T g(t) \, dt = 0$
2. Maximum gradient amplitude of 80 mT/m at a b-value of 5 ms/µm$^2$
3. Maximum slew rate of 70 T/m/s
4. Minimum pause duration of 9 ms
5. Maximum total encoding time of 250 ms (shorter times were allowed)
6. Unique combination of $\Gamma$ and $V_\omega$ (that is, values distinct from those of all other generated waveforms of the same type)
7. Symmetric about the 180° refocusing pulse to automatically satisfy the spin-echo condition and avoid concomitant gradient effects

Note that there can be multiple waveforms mapping to approximate the same point in the restriction-exchange space. These may have different efficiencies, defined as the b-value attained over a given total encoding time and maximal gradient amplitude. We accounted for this by selecting the most efficient candidate out of 100 generated waveforms in every neighbourhood of the space.

The full set of waveforms for all four families (SDE, DDE, OGSE, FWF) were analysed in terms of the region spanned in the restriction-exchange space, as well as in terms of how well they complied with the assumptions highlighted in section 2.2. For this analysis we employed the two metrics $\eta_d$ and $\eta_k$ defined in Eq. 21 and 22. For each waveform family, we identified the waveforms satisfying $\eta_d \leq 70\%$, $\eta_d \leq 30\%$ and $\eta_d \leq 10\%$ as well as $\eta_k \leq 70\%$, $\eta_k \leq 30\%$ and $\eta_k \leq 10\%$. The metric $\eta_d$ was computed at a diameter of 20 µm and $\eta_k$ at an exchange rate of 20 s$^{-1}$. These values were chosen because they comprised the upper bound in the simulations (described later).

### 3.2 Investigating different protocols for fixed microstructure parameters

Having characterized waveforms in the restriction-exchange space, we proceeded to evaluate the performance of the representation in Eq. 1 for a fixed microstructure but varying protocols. For this purpose, a set of protocols each comprising four waveforms was defined (details given below). Synthetic measurements were then performed using Monte Carlo simulations (described in Appendix C). Model parameters were estimated from the simulated signals by fitting Eq. 1 using the non-linear least squares solver lsqnonlin in MATLAB (The MathWorks, Natick, MA, R2019a). Four parameters were fitted ($E_D$, $E_R$, $V_D$ and $k$) while $V_R$ and $C_{D,R}$ were fixed at zero. The rationale for fixing the last two parameters was that the variance term in the cumulant expansion was dominated by $V_D$ for all waveforms and simulation substrates considered in this work (data not shown).
The size index was computed from the fitted $E_R$ using $d = \left( D_{in} \cdot E_R / (c \cdot f_{in}) \right)^{1/4}$ and the known underlying values of the intracellular diffusivity ($D_{in}$) and signal fraction ($f_{in}$). This conversion was done to simplify the presentation of the results but note that it cannot be done normally as $D_{in}$ and $f_{in}$ are unknown.

The performance of the representation was evaluated by investigating the effect of the total encoding time ($T_{max}$) and maximum b-value ($b_{max}$) on size and exchange estimates, knowing that increasing these tend to increase the level of violation of the assumptions underpinning the theory. To assess the performance of the representation, we studied how the bias and precision in parameter estimates as well as the effect size varied with $T_{max}$ and $b_{max}$. $T_{max}$ was defined as the total duration of the longest-lasting waveform in a given protocol. Bias was defined as the difference between the parameter value expected from the simulations and the value obtained from the fitting. Precision was defined as the standard deviation across multiple fittings on data with uniquely generated noise. The effect size (Cohen’s d) expected from a group study was calculated as

$$
\varepsilon = \frac{\overline{X}_1 - \overline{X}_2}{S_{x_1x_2}},
$$

where $\overline{X}_1 - \overline{X}_2$ is the difference in estimated means between two simulated groups and $S_{x_1x_2}$ denotes the pooled standard deviation of the two groups.

To find the combination of $T_{max}$ and $b_{max}$ with the lowest bias, highest precision and largest effect size, we investigated protocols defined with $T_{max}$ varying from 80 ms to 200 ms. At each $T_{max}$, we applied the constraints $T \leq T_{opt}$, $\eta_k \leq 50\%$ and $\eta_d \leq 70\%$, which reduced the set of candidate waveforms to a compact region in the restriction-exchange space. We then chose four waveforms maximally separated on the convex hull of this region. The waveforms were scaled to achieve maximum b-values in the interval 0.5 to 10 ms/μm$^2$. At each combination of $T_{max}$ and $b_{max}$, signals were simulated for cylinder diameters of 2 and 5 μm and exchange rates of 0 and 5 s$^{-1}$. Effect size estimates were computed for these two settings using Eq. 23. Rice-distributed noise was added to the signals at $\text{SNR} = 200 \cdot \exp(-T_{max}/T_2)$ where we assumed $T_{max} = \text{TE}$ and $T_2 = 80$ ms.

### 3.3 Investigating different microstructures for a fixed protocol

Our next aim was to analyse the performance of the representation under different microstructures but a fixed protocol. For each waveform family, a fixed test protocol was defined using waveforms selected from the restriction-exchange space after applying the constraints $T \leq T_{opt}$, $\eta_k \leq 50\%$ and $\eta_d \leq 70\%$ where $T_{opt}$ is the optimal maximum encoding time that gave the lowest bias, highest precision and largest effect size in the preceding section. Four waveforms were selected such that they were maximally separated on the convex hull of the region of waveforms satisfying the named constraints. Where possible, the waveforms were chosen such that one pair would strongly encode restriction (maximum separation in $V_0$) while the other one strongly encoded exchange (maximum separation in $\Gamma$). The waveforms in each protocol were scaled in amplitude to attain the maximum b-value $b_{opt}$ found in the previous section.

The performance of the representation was evaluated by analysing the bias, crosstalk, and precision. Crosstalk was defined as the correlation between size and exchange rate...
estimates, for example, a size-dependent bias in the exchange rate. For this analysis, signals were simulated using the fixed protocols and all combinations of cylinder diameter and exchange rate from the sets \( d = 2, 3, 4, \ldots, 20 \) \( \mu m \) and \( k = 0, 1, 2, \ldots, 20 \) \( s^{-1} \). All other simulation parameters were kept fixed at \( f_{in} = 1 - f_{ex} = 0.7, D_{in} = 1.2 \) \( \mu m^2 / ms \), \( D_{ex} = 1.2 \) \( \mu m^2 / ms \). Precision was assessed by adding Rice-distributed noise at a generous SNR of 200 (at \( b = 0 \)) to signals simulated for cylinders with two diameters (4 and 8 \( \mu m \)) at an exchange rate of 2 \( s^{-1} \) and two exchange rates (2 and 10 \( s^{-1} \)) at a diameter of 8 \( \mu m \). The fitting procedure was in all cases the same as the one described in section 3.2.

3.4 Visualising common protocols in the restriction-exchange space

Finally, in order to understand how previously published protocols for probing of restricted diffusion and/or exchange manifest in our restriction-exchange space, we computed and visualized \( \Gamma \) and \( V_\omega \) for the waveforms used in FEXI 39, IMPULSED 28, OGSE 66, SDE optimised for estimation of Kärger model parameters 67 and correlation tensor imaging 68 (CTI). Note that only the part of the CTI protocol featuring parallel gradient pairs is considered here. Table 1 summarizes the parameters of the five protocols.

4 Results

4.1 Characterization of waveforms in the restriction-exchange space

Our analysis of a large set of waveforms showed that these form a compact region in the restriction-exchange space, here visualized in terms of \( V_\omega^{-1/2} \) and \( \Gamma \) (Fig. 1). In the SDE case (panel A), narrow pulses gave strongest restriction encoding (shortest \( V_\omega^{-1/2} \)). An increase in the diffusion time led to an elevated exchange encoding (longer \( \Gamma \)). Increasing both the pulse width and the diffusion time led to stronger exchange encoding but weaker restriction encoding. In the FWF case (panel B), different types of waveforms clustered into subregions populated by waveforms resembling SDE, DDE or OGSE. The left edge was exclusively populated by SDE-like waveforms. Such waveforms are the most efficient and high efficiency was needed in the left edge in order to deliver the required \( b \)-value at low \( \Gamma \), for which the total encoding time is short. SDE-like waveforms also yielded the lowest \( V_\omega \) due to their lack of oscillations. At longer \( \Gamma \), DDE-like waveforms were more common on the bottom of the region (high \( V_\omega \)) as DDE oscillates more than SDE. The region peaked at a \( \Gamma \)-value of 50 ms due to the condition imposed on the maximum encoding time (250 ms). The right half of the triangular region comprised only oscillating waveforms, because oscillations result in an exchange-weighting function \( (q_4) \) with non-zero values at longer times which gives a longer \( \Gamma \). Oscillations also add power at high frequencies of the encoding spectrum, which results in higher \( V_\omega \). Taken together, these factors explain the increase in \( V_\omega \) with increasing \( \Gamma \) to the right of the peak.

Figure 2 shows the restriction-exchange space for four types of waveforms: SDE, DDE, OGSE and FWF together with the outlines showing where waveforms comply with assumptions in terms of exhibiting low values of \( \eta_d \) and \( \eta_k \). Given any combination of constraints, FWF provides a wider range of candidate waveforms than SDE which in turn provides a wider range than both DDE and OGSE. The reason the regions made up by DDE and OGSE candidates are notably smaller than those made up by SDE or FWF candidates
is that the former cannot achieve high b-values at short encoding times. Additionally, they can only provide strong exchange- and restriction-weighting due to their oscillatory behaviour. When considering the demands on \( \eta_d \) and \( \eta_k \), we can see that imposing stricter constraints on \( \eta_d \) results in a total exclusion of DDE and OGSE candidates. This occurs because such waveforms have encoding power at higher frequencies (this is also evident in Fig. A3 from Appendix A). More stringent demands on \( \eta_k \) exclude longer waveforms and constrains the set of candidates in a somewhat predictable manner by excluding the rightmost part of the waveform region.

### 4.2 Study of different protocols given fixed microstructure parameters

To understand how the set of waveforms that make up a protocol influences performance in terms of parameter estimation, we evaluated the effect of the maximum encoding time \( T_{\text{max}} \) and maximum b-value \( b_{\text{max}} \) on bias, precision, and effect size. Results are shown in Fig. 3 for waveforms from the SDE family. Largely similar results were obtained using FWF waveforms (see supplementary material, Fig.D1). Panel A shows the size-related results for protocols with variable \( T_{\text{max}} \). There is a general increase in bias, decrease in precision and decrease in effect size with increasing \( T_{\text{max}} \). The favoured range of values of \( T_{\text{max}} \) is about 90 – 120 ms. Panel B shows size-related results for variable \( b_{\text{max}} \). There is a decrease in bias and increase in precision with increasing \( b_{\text{max}} \) up to 5 ms/\( \mu \)m\(^2\), above which the curves tend to flatten out. The effect size generally grows with \( b_{\text{max}} \). Regarding exchange estimates, panel C shows a decline in bias up to a \( T_{\text{max}} \) of about 120 ms where the bias becomes independent of \( T_{\text{max}} \). Both precision and effect size peak around this same \( T_{\text{max}} \) (120 ms). In Panel D, the minimum bias, maximum precision and largest effect size occur around a \( b_{\text{max}} \) of 5 ms/\( \mu \)m\(^2\).

Two important concepts are illustrated by Figure 3. Increasing the maximum encoding time increases the range of \( \Gamma \) that a given protocol can achieve, and due to increased leverage, the precision in estimates of exchange rate is improved. However, increasing the maximum encoding time also prolongs the echo time which in turn reduces SNR. Eventually, the decrease in SNR overpowers the benefit of increased leverage and overall performance declines. A similar argument can be made regarding the maximum b-value.

Figure 4 shows one FWF and one SDE protocol selected for further studies. Both protocols feature four different waveforms, a total encoding time of 120 ms, a maximal b-value of 5 ms/\( \mu \)m\(^2\) and a maximum \( \eta_k \) and \( \eta_d \) of 50% and 70%, respectively (no waveforms fulfilled these criteria for DDE and OGSE). The FWF protocol comprised two waveforms with the same restriction-weighting but different exchange-weighting (waveform 1 and 3) and two waveforms with equal exchange-weighting but different restriction-weighting (2 and 4). The rationale behind this configuration is that the first pair of waveforms maximizes exchange-driven contrast while the second pair maximizes restriction-induced contrast. In the SDE case, this cross-like configuration could not be achieved, so the first waveform pair (1 and 3) features both variable exchange and restriction weighting.

Figure 5 elucidates the mechanisms explored in this study using the FWF protocol. Panel A shows the second cumulant evaluated (using Eq. 4) for cylinder diameters in the range 2 to 20 \( \mu \)m and panel B shows the encoding power spectrum for each waveform in the protocol alongside the diffusion spectrum for a cylinder with a diameter of 10 \( \mu \)m. Waveforms 1 and 3 have the same \( \nu_a \) and – as predicted – yield the same cumulant for diameters below 10 \( \mu \)m. For larger diameters, the assumptions of the representation are
no longer respected and the second cumulants diverge for waveforms 1 and 3. As the restriction encoding is no longer described by $V_o$ alone, changes in diameter may erroneously be interpreted as changes in exchange rate. Panel C shows the fourth cumulant (Eq. 16) for microstructures defined by a diameter of 10 μm and exchange rates varying from 0 to 20 s$^{-1}$. Panel D shows the exchange-weighting function ($q_4$) for the four waveforms. As expected from Fig. 4, waveforms 1 and 3 shows the maximal separation in the fourth cumulant, while waveforms 2 and 4 show an intermediate and overlapping value. Contrary to the case for restricted diffusion, waveforms selected to exhibit equal exchange encoding yield the same value regardless of the ground truth exchange rate.

4.3 Protocol performance for different microstructures

Figure 6 shows the evaluation of bias and crosstalk for the SDE and FWF protocols. There is a general increase in bias with increasing size (panels A and E). This is expected since larger structures challenge the assumptions of the representation. Concerning crosstalk between varying diameter and estimated exchange rate, Fig. 6 suggests that FWF outperforms SDE as it demonstrates no correlation between the two parameters up to a diameter of 7 μm whereas there is crosstalk at all levels for SDE (panels B and F). This result is likely a manifestation of the restriction-exchange configurations presented in Fig. 4, where the cross-like configuration available for FWF has a noticeable advantage. Panels C and G show the bias in exchange estimates for variable exchange rates evaluated for the FWF and SDE protocols. The bias increased with increasing exchange rate. This result stems from two sources. The first is a violation of the time-domain approximation made in the definition of the exchange-weighting time. The second is the assumption of barrier-limited exchange which becomes increasingly void with increasing exchange rate. The transition from non-barrier-limited to barrier-limited is depicted in Fig. E1 (see Supplementary material) where slow exchange is barrier-limited for a wider range of sizes. Fast exchange is associated with a violation of the barrier-limited assumption except for small sizes. Combinations of large sizes and fast exchange constitute a gross deviation from the assumptions of the theory, leading to the drastic decline in performance evident in panels C and G of Fig. 6. Crosstalk between size estimates and varying exchange rate was observed in particular for smaller diameters (panels D and H). The level of crosstalk (slope of the curves) was larger for SDE than the FWF protocol. Overall, Fig. 6 suggests that the proposed representation is applicable to barrier-limited exchange coupled with small sizes (2-7 μm). Note that the compartment size determines the maximum exchange rate than can be reliably estimated with our approach. For example, at a size of 7 μm, the theory is valid for exchange rates up to 10 s$^{-1}$. Smaller sizes imply that faster exchange rates can be accommodated (Fig. E1).

Figure 7 shows a comparison between the SDE and FWF protocols in terms of precision. The parameter distributions follow the same patterns for both protocols. The larger the value of the underlying parameter, the larger the bias in the estimates and the higher the precision. However, the precision in size estimates obtained with FWF protocol is about two times higher than that obtained with the SDE protocol (Fig. 7). This result can be attributed to the larger range of restriction-weightings ($V_o$) delivered by the FWF protocol (Fig. 4). This leverage is especially important at smaller sizes where restriction-induced signal contrast is lower. Regarding exchange, Fig. 7 shows that the FWF protocol also adds a noticeable improvement in precision compared to SDE. Taken together, the results of Fig. 7 suggest that using FWF can improve the precision of parameter estimates by up to a factor of 2.
4.4 Visualising common protocols in the restriction-exchange space

Figure 8 provides a visualisation of the restriction-exchange weighting properties of waveforms from literature, including FEXI, OGSE, IMPULSED, SDE optimised for exchange estimation and CTI. Here, FEXI demonstrates pronounced exchange sensitivity (variation in $\Gamma$) coupled with negligible restriction sensitivity (near constant $V_\omega$). OGSE is mostly sensitive to restriction, with a mild exchange sensitivity that tends to decrease with increasing frequency. IMPULSED strongly encodes restriction and is insensitive to exchange. The optimised SDE protocol is strongly sensitive to exchange but exhibits a greater restriction sensitivity than FEXI. CTI is sensitive to exchange (variable $\Gamma$) but not to restricted diffusion (constant $V_\omega$).

5 Discussion and conclusion

In this work, we proposed and evaluated an approach for analysis of restricted diffusion and water exchange in diffusion MRI. The approach features two aspects. The first is a signal representation that allows estimation of parameters connected to restricted diffusion and exchange. The second is the concept of mapping a gradient waveform to two scalar parameters that span the restriction-exchange space with one dimension for restricted diffusion and another for exchange. The utility of these aspects will be discussed below, starting with the second one.

Mapping waveforms into the restriction-exchange space provides useful insights. Here, we elaborate on three examples. First, it enables the selection of waveforms that maximise signal contrast due to either exchange or restriction, or both. For example, waveforms that lie on a horizontal line in the space (constant $V_\omega$ but varying $\Gamma$) provide variable sensitivity to exchange with constant sensitivity to restriction. Such waveforms would, in principle, enable specific estimation of exchange without bias from restricted diffusion – at least as long as the assumptions hold. Second, it shows that the set of available free waveforms span a triangular region in the restriction-exchange space, with different waveform types clustered (Fig. 1). Third, transforming waveforms to this space can be used to analyse and compare previous approaches. In this work, we considered five examples and found that the methods were variably specific to their intended purpose. For example, FEXI and an optimised SDE protocol both lie on the $\Gamma$-axis of the restriction-exchange space, giving sensitivity to exchange but not restriction. Both OGSE and IMPULSED predominantly encode restriction. Low frequency OGSE exhibits some degree of exchange sensitivity which may confound the interpretation of parameter estimates. For instance, OGSE has been applied extensively for mapping restricted diffusion under the assumption of negligible exchange encoding. The fifth and last example considered is CTI, which was recently proposed to disentangle restriction-driven intra-compartmental kurtosis ($\mu K$) from other kurtosis sources. Interestingly, our analysis suggests that CTI (in one direction) has sensitivity to exchange, which may confound the estimation and interpretation of $\mu K$. Alternatively, one could argue that exchange is to be regarded as one source of $\mu K$.

The numerical evaluation highlighted intervals of validity of the proposed signal representation. With respect to exchange, estimates showed a uniform bias for smaller sizes where the barrier-limited assumption is respected (Fig. E1 supplementary
material). Small sizes in this context refers to sizes up about 7 µm. In this range, approach is applicable to systems with exchange rates up to 20 s\(^{-1}\). This validity interval covers a subset of the conditions observed in vivo. For instance, previous work has reported exchange rates in the human brain in the range 1–40 s\(^{-1}\). Furthermore, it should be noted that the effect of exchange on the diffusion-weighted signal can manifest from other sources than membrane permeability. An apt example is structural disorder which has been hypothesized to compete with water exchange in human grey matter.

In the case of restricted diffusion, the interval of validity covered sizes between approximately 2 and 7 µm. For smaller sizes, the underlying compartment diameter approaches the resolution limit and is therefore inherently challenging to map without bias. Below this limit, our size estimates also become dependent on the exchange rate. Accurate mapping of axonal sizes is thus challenging with this approach, as these have diameter distributions with medians around 1 µm. However, other approaches using ultra-strong gradients and custom experiments show promising results. For sizes above the validity region, the restriction-weighting properties of a gradient waveform are no longer explained by \(V_0\) alone (Fig. 5). This scenario corresponds to a mixture of the motional narrowing and free diffusion regimes discussed in previous work. Note that this implies that waveforms that lie along the exchange axis of the restriction-exchange space (such as FEXI) may become sensitive to restricted diffusion in environments with large structures. Indeed, previous work has shown that restricted diffusion can bias exchange rate estimates, which we here refer to as crosstalk (Fig. 6). For diameters above the 7 µm threshold, microstructure models such as IMPULSED have been shown to yield more accurate estimates. However, while such microstructure models may provide better size estimates than the representation presented here, their accuracy hinges on the validity of the model. In any event, any approach seeking to map only restricted diffusion must employ waveforms that provide equal sensitivity to exchange. A welcome future development would be a description of restriction and exchange encoded with arbitrary gradient waveforms, without relying on the assumptions of the present framework or assumptions on the microstructure.

The use of either a signal representation or a microstructure model, with terms used as defined in Novikov et al., has implications on protocol design that warrant further discussion. The assumptions behind our signal representation led to a constraint in the restriction-exchange space which limited the set of waveforms available for designing a protocol (Fig. 2). The performance analysis also showed a surprisingly high optimal b-value of 5 ms/µm\(^2\) coupled with a relatively short maximum encoding time of 120 ms which excluded oscillating gradient waveforms as a feasible design. A direct consequence is the inability to leverage the strong restriction encoding delivered by such waveforms. This trade-off between bias and precision is commonplace in other cumulant-expansion based frameworks such as diffusion tensor imaging and diffusion kurtosis imaging. It is worth noting that, under all constraints placed on the restriction-exchange space, free waveforms exhibited greater versatility than other waveform types considered in this work—an expected result due to their flexibility of shape. The benefit of using these waveforms was also highlighted by a two-fold improvement in precision compared to SDE. We expect that this advantage of FWF would only be amplified by a microstructure model compatible with all waveforms, but the development of such a model remains the target of future work.
Note that effects of anisotropy were not covered by the present work. This shortcoming is important to tackle because diffusion shows considerable directional dependence in biological tissue. The one-dimensional analysis we have presented here neglects effects of microscopic diffusion anisotropy—a limitation that has been addressed using tensor-valued diffusion encoding \(^{90–92}\). Another remedy is the multidimensional diffusion encoding framework developed by Lundell et al. \(^{93}\) to disambiguate the effects of microscopic anisotropy and time-dependent diffusion. Previous work has shown that the exchange-weighting parameter \(\Gamma\) is influenced by the gradient orientation in non-linear tensor encoding acquisitions \(^{51}\). A more complete forward model would account for anisotropic media and such a framework already exists for non-exchanging restrictions with the potential for extension to include exchange \(^{60}\). Incorporating these findings and refining the theory accordingly is reserved for future work.

In conclusion, our signal representation offers an intuitive and explicit description of how the phenomena of restricted diffusion and water exchange manifest in the signal. More importantly, it provides insights into the restriction- and exchange-weighting properties of gradient waveforms. The approach provides an important guide in designing an experiment to maximise and disentangle the two independent contrasts. Future work will develop a more complete forward model to address the limitations of the current theory. Particularly, future work will eliminate the approximations made in this work and transform the theory from one dimension to a tensorial description.
Figures

Figure 1: The restriction-exchange space for all available waveforms from two families: SDE (A) and FWF (B). The space is defined by $\Gamma$ and $V_{\omega}$, which quantify the strength of exchange and restriction weighting for a given gradient waveform. Note that the y-axis in this figure shows the inverse square root of $V_{\omega}$ to obtain the same unit and scale on both axes. Black points show the position of waveform examples, which were all plotted on the same time axis with a maximal duration of 250 ms. Waveforms were for both SDE and FWF generated with a maximum encoding time of 250 ms, a maximum gradient amplitude and slew rate of 80 mT/m and 70 T/m/s generating a minimum b-value of 5 ms/μm$^2$. Each point represents the most efficient waveform out of a series of candidates with similar restriction- and exchange-weighting. Note that the analysis shown here uses effective waveforms with an implied refocusing pulse in the middle.

Figure 2: Waveform compatibility with assumptions for four waveform families: SDE, DDE, OGSE and FWF. Panel A shows how well waveforms comply with the restriction-related assumption as quantified by $\eta_d$ (Eq. 21). As the requirement is sharpened (lower $\eta_d$), the number of waveforms complying with it gradually shrinks (solid, dashed and dotted lines). Panel B shows the corresponding analysis for the parameter $\eta_k$ (Eq. 22), which quantifies how well waveforms comply with the assumption behind the theory. A sharper waveform requirement (smaller percentage) is associated with a smaller region.
Figure 3: Bias, precision and effect size in compartment size and exchange rate as a function of maximum encoding time ($T_{\text{max}}$) and maximum b-value ($b_{\text{max}}$). Precision is quantified by the standard deviation (labelled “uncertainty” in the figure). SNR was set to 200 at TE = 0 and $b = 0$ and a $T_2$ relaxation time of 80 ms was assumed. The grey bars on each subplot mark the desired range of values of $T_{\text{max}}$ or $b_{\text{max}}$. In Panel A, the favoured range of values of $T_{\text{max}}$ (least bias, highest precision and largest effect size) is 90-120 ms. Panel B shows that the favoured $b_{\text{max}}$ lies around 5 ms/μm$^2$. Applying the same procedure to the exchange-related results in panels C and D, the desired values of $T_{\text{max}}$ and $b_{\text{max}}$ are around 120 ms and 5 ms/μm$^2$. Collectively, this figure suggests an optimum where $T_{\text{max}}$ is approximately 120 ms and $b_{\text{max}}$ approximately 5 ms/μm$^2$. 
Figure 4: The final SDE and FWF protocols comprised four waveforms. These were selected among waveforms with a maximum encoding time of 120 ms, gradient amplitude and slew rate of 80 mT/m and 70 T/m/s, respectively, which were found within the region marked by a black line. The black dots mark the positions of the selected waveforms. For the SDE protocol, the \((\Gamma, \nu_\omega^{-1/2})\) values for waveforms 1 to 4 are, in order, (11, 17), (24, 35), (33, 25) and (24, 22) ms. For FWF, these numbers are (11, 19), (23, 36), (35, 19) and (23, 17) ms. Thus, waveforms 1 and 3 have the same \(\nu_\omega\) but different \(\Gamma\) and waveforms 2 and 4 have the same \(\Gamma\) but different \(\nu_\omega\). The range of \(\Gamma\) values between waveforms 1 and 3 is 24 ms for FWF and 22 ms for SDE. Forcing waveforms 1 and 3 to have the same \(\nu_\omega\) for SDE reduces this range to 17 ms.
Figure 5: Illustration of the restriction- and exchange encoding performed by the free waveforms in Fig. 4. In panel A, waveforms 2 and 4 have the weakest and strongest restriction weighting, respectively. This follows from that the power spectrum of waveform 4 contains power at higher frequencies than that of waveform 2. Waveforms 2 and 4 have equal exchange weightings and should therefore show no exchange-driven contrast. Indeed, their fourth-order cumulants in panel D coincide. In panel B, waveforms 1 and 3 have the weakest and strongest exchange-weighting, respectively. This is evident from the $q_4$ functions in panel B, where waveform 3 features non-zero values at longer times than waveform 1. Their restriction weightings are equal, which means that they show no contrast with varying diameter. Panel C shows that waveforms 1 and 3 begin to exhibit pronounced contrast when the diameter grows above 10 μm.
Figure 6: Bias and crosstalk in estimates of size and exchange rate. Plots (A) and (E) show the bias in size estimates, which increases with size. Varying size has no effect on exchange estimates up to a size of 7 μm, after which there is strong correlation between the two quantities (B and F). FWF shows an advantage over SDE in this regard. Plots (C) and (G) show that the bias in exchange rate increases with exchange. Plots (D) and (H) present the crosstalk between size and exchange. Both FWF and SDE show similar trends, with the size faithfully captured at all exchange rates except for the smallest sizes. Overall, Fig. 6 shows that the proposed representation is applicable for barrier-limited exchange and small sizes (2-7 μm).

Figure 7: Precision in estimates of compartment size and exchange rates—a comparison between single diffusion encoding (SDE) and free waveforms (FWF). The ground truth sizes are 4 and 8 μm at a fixed exchange rate of 2 s⁻¹. For exchange, the ground truth values are 2 and 10 s⁻¹ at a fixed size of 8 μm. Symbols μ and σ represent the mean and standard deviation of estimates obtained at an SNR of 200 (at b = 0). Large diameters/exchange rates result in larger bias but higher precision than smaller diameters/exchange rates. For size estimates, FWF gives twice the precision of SDE. There is also some improvement in precision in exchange estimates with FWF compared to SDE.
Figure 8: Visualisation of five different protocols on the restriction-exchange space: FEXI, OGSE, IMPULSED, SDE optimised for exchange estimation and correlation tensor imaging (CTI). Note that only four out of eight waveforms from the CTI protocol are shown because the rest are a rescaling of those shown here, which does not change $\Gamma$ and $V_\omega$. The restriction-exchange space (grey triangle on the left) was generated using free waveforms with a maximum gradient strength of 80 mT/m, slew rate of 70 T/m/s and a maximum total encoding time of 500 ms. Each of the five protocols considered here comprise four waveforms shown adjacent to the restriction-exchange space. FEXI lies along the exchange axis of the space, which means that the protocol is sensitive to exchange but not restriction. OGSE is sensitive to restriction but exhibits minor exchange sensitivity at low frequencies (<50 Hz). IMPULSED is largely sensitive to restriction and shows negligible exchange sensitivity. The optimised SDE protocol is strongly sensitive to exchange but demonstrates greater restriction sensitivity than is seen in FEXI. CTI (assuming linear encoding) predominantly encodes exchange.
### Tables

#### Table 1: Gradient waveform parameters for five different protocols.

| Protocol | Parameters |
|----------|------------|
| **FEXI** | $\delta_f = 11$ ms; $\delta_d = 9$ ms; $t_f = 21$ ms; $t_d = 22$ ms; $t_m = [30, 100, 200, 410]$ ms |
| **OGSE** | $f = [20, 40, 60, 200]$ Hz<br>pause duration: $(\Delta - \delta) = 5$ ms; $\delta = 50$ ms |
| **IMPULSED** | $\delta_{SDE} = 4$ ms; $\Delta_{SDE} = 48$ ms<br>$\delta_{OGSE} = 20$ ms; $\Delta_{OGSE} = 25$ ms; $f_{OGSE} = [50, 100, 150]$ Hz |
| **SDE** | $\delta = [7, 3.9, 5.7, 9.4]$ ms;<br>$\Delta = [102, 412, 406, 169]$ ms |
| **CTI** | $\delta = 1.5$ ms; $\Delta = 13$ ms; $t_m = 13$ ms<br>$|q_1, q_2| = [(q_b, q_b); (q_b, q_b); (q_b, 0); (0, q_b)]$<br>$q_b = \sqrt{\left(\frac{b_{\text{max}}}{\Delta - \delta/3}\right)}$ |

$\delta_f/\delta_d$: filter/detection block pulse width; $t_f/t_d$: filter/detection block diffusion time; $t_m$: mixing time
References

1. Nilsson M, Englund E, Szczepankiewicz F, van Westen D, Sundgren PC. Imaging brain tumour microstructure. *Neuroimage*. 2018;182:232-250. doi:10.1016/j.neuroimage.2018.04.075

2. Padhani AR, Liu G, Mu-Koh D, et al. Diffusion-Weighted Magnetic Resonance Imaging as a Cancer Biomarker: Consensus and Recommendations. *Neoplasia*. 2009;11(2):102-125.

3. Ross BD, Moffat BA, Lawrence TS, et al. Evaluation of cancer therapy using diffusion magnetic resonance imaging. *Mol Cancer Ther*. 2003;2(6):581-587.

4. Minati L, Grisoli M, Bruzzone MG. MR spectroscopy, functional MRI, and diffusion-tensor imaging in the aging brain: a conceptual review. *J Geriatr Psychiatry Neurol*. 2007;20(1):3-21. doi:10.1177/0891988706297089

5. Price WS. Pulsed-field gradient nuclear magnetic resonance as a tool for studying translational diffusion: Part 1. Basic theory. *Concepts in Magnetic Resonance*. 1997;9(5):299-336. doi:10.1002/(SICI)1099-0534(1997)9:5<299::AID-CMR2>3.0.CO;2-U

6. Alexander DC, Dyrby TB, Nilsson M, Zhang H. Imaging brain microstructure with diffusion MRI: practicality and applications. *NMR in Biomedicine*. 2019;32(4):e3841. doi:10.1002/nbm.3841

7. Chenevert TL, Stegman LD, Taylor JM, et al. Diffusion magnetic resonance imaging: an early surrogate marker of therapeutic efficacy in brain tumors. *J Natl Cancer Inst*. 2000;92(24):2029-2036. doi:10.1093/jnci/92.24.2029

8. Moffat BA, Chenevert TL, Lawrence TS, et al. Functional diffusion map: a noninvasive MRI biomarker for early stratification of clinical brain tumor response. *Proc Natl Acad Sci U S A*. 2005;102(15):5524-5529. doi:10.1073/pnas.0501532102

9. Mabray MC, Cha S. Advanced MR Imaging Techniques in Daily Practice. *Neuroimaging Clin N Am*. 2016;26(4):647-666. doi:10.1016/j.nic.2016.06.010

10. Kiselev VG. Fundamentals of diffusion MRI physics. *NMR in Biomedicine*. 2017;30(3):e3602. doi:10.1002/nbm.3602

11. Reynaud O. Time-Dependent Diffusion MRI in Cancer: Tissue Modeling and Applications. *Front Phys*. 2017;5. doi:10.3389/fphy.2017.00058

12. Price WS, Barzykin AV, Hayamizu K, Tachiya M. A Model for Diffusive Transport through a Spherical Interface Probed by Pulsed-Field Gradient NMR. *Biophysical Journal*. 1998;74(5):2259-2271. doi:10.1016/S0006-3495(98)77935-4

13. Nilsson M, Westin CF, Brabec J, Lasič S, Szczepankiewicz F. A unified framework for analysis of time-dependent diffusion: numerical validation of a restriction-exchange correlation experiment. *Proceedings of ISMRM Montreal, QC, Canada*. 2019.
14. Novikov DS, Fieremans E, Jensen JH, Helpern JA. Random walk with barriers. *Nat Phys*. 2011;7(6):508-514. doi:10.1038/nphys1936

15. Lampinen B, Lätt J, Wasselius J, Westen D van, Nilsson M. Time dependence in diffusion MRI predicts tissue outcome in ischemic stroke patients. *Magnetic Resonance in Medicine*. 2021;86(2):754-764. doi:10.1002/mrm.28743

16. Nilsson M, van Westen D, Ståhlberg F, Sundgren PC, Lätt J. The role of tissue microstructure and water exchange in biophysical modelling of diffusion in white matter. *MAGMA*. 2013;26(4):345-370. doi:10.1007/s10334-013-0371-x

17. Callaghan PT, Coy A, MacGowan D, Packer KJ, Zelaya FO. Diffraction-like effects in NMR diffusion studies of fluids in porous solids. *Nature*. 1991;351(6326):467-469. doi:10.1038/351467a0

18. Torres AM, Michniewicz RJ, Chapman BE, Young GA, Kuchel PW. Characterisation of erythrocyte shapes and sizes by NMR diffusion-diffraction of water: correlations with electron micrographs. *Magn Reson Imaging*. 1998;16(4):423-434. doi:10.1016/s0730-725x(98)00005-8

19. Lätt J, Nilsson M, Malmborg C, et al. Accuracy of q-space related parameters in MRI: simulations and phantom measurements. *IEEE Trans Med Imaging*. 2007;26(11):1437-1447. doi:10.1109/TMI.2007.907278

20. Fieremans E, Burcaw LM, Lee HH, Lemmerskiy G, Veraart J, Novikov DS. In vivo observation and biophysical interpretation of time-dependent diffusion in human white matter. *NeuroImage*. 2016;129:414-427. doi:10.1016/j.neuroimage.2016.01.018

21. Huang SY, Tian Q, Fan Q, et al. High-gradient diffusion MRI reveals distinct estimates of axon diameter index within different white matter tracts in the in vivo human brain. *Brain Struct Funct*. 2020;225(4):1277-1291. doi:10.1007/s00429-019-01961-2

22. Price WS, Stilbs P, Söderman O. Determination of pore space shape and size in porous systems using NMR diffusometry. Beyond the short gradient pulse approximation. *Journal of Magnetic Resonance*. 2003;160(2):139-143. doi:10.1016/S1090-7807(02)00134-9

23. Ozarslan E, Basser PJ. MR diffusion - “diffraction” phenomenon in multi-pulse-field-gradient experiments. *J Magn Reson*. 2007;188(2):285-294. doi:10.1016/j.jmrm.2007.08.002

24. Shemesh N, Ozarslan E, Komlosh ME, Basser PJ, Cohen Y. From single-pulsed field gradient to double-pulsed field gradient MR: gleaning new microstructural information and developing new forms of contrast in MRI. *NMR Biomed*. 2010;23(7):757-780. doi:10.1002/nbm.1550

25. Jiang X, Li H, Xie J, Zhao P, Gore JC, Xu J. Quantification of cell size using temporal diffusion spectroscopy. *Magnetic Resonance in Medicine*. 2016;75(3):1076-1085. doi:10.1002/mrm.25684
26. Assaf Y, Freidlin RZ, Rohde GK, Basser PJ. New modeling and experimental framework to characterize hindered and restricted water diffusion in brain white matter. *Magnetic Resonance in Medicine*. 2004;52(5):965-978. doi:10.1002/mrm.20274

27. Assaf Y, Blumenfeld-Katzir T, Yovel Y, Basser PJ. Axcaliber: A method for measuring axon diameter distribution from diffusion MRI. *Magnetic Resonance in Medicine*. 2008;59(6):1347-1354. doi:10.1002/mrm.21577

28. Jiang X, Li H, Xie J, et al. In vivo imaging of cancer cell size and cellularity using temporal diffusion spectroscopy. *Magn Reson Med*. 2017;78(1):156-164. doi:10.1002/mrm.26356

29. Reynaud O, Winters KV, Hoang DM, Wadghiri YZ, Novikov DS, Kim SG. Pulsed and oscillating gradient MRI for assessment of cell size and Extracellular space (POMACE) in mouse gliomas. *NMR Biomed*. 2016;29(10):1350-1363. doi:10.1002/nbm.3577

30. Reynaud O, Winters KV, Hoang DM, Wadghiri YZ, Novikov DS, Kim SG. Surface-to-volume ratio mapping of tumor microstructure using oscillating gradient diffusion weighted imaging. *Magn Reson Med*. 2016;76(1):237-247. doi:10.1002/mrm.25865

31. Panagiotaki E, Walker-Samuel S, Siow B, et al. Noninvasive Quantification of Solid Tumor Microstructure Using VERDICT MRI. *Cancer Res*. 2014;74(7):1902-1912. doi:10.1158/0008-5472.CAN-13-2511

32. Nilsson M, Lasić S, Drobnjak I, Topgaard D, Westin CF. Resolution limit of cylinder diameter estimation by diffusion MRI: The impact of gradient waveform and orientation dispersion. *NMR in Biomedicine*. 2017;30(7):e3711. doi:10.1002/nbm.3711

33. Latour LL, Svoboda K, Mitra PP, Sotak CH. Time-dependent diffusion of water in a biological model system. *PNAS*. 1994;91(4):1229-1233. doi:10.1073/pnas.91.4.1229

34. Suh KJ, Hong YS, Skirda VD, Volkov VI, Lee CYJ, Lee CH. Water self-diffusion behavior in yeast cells studied by pulsed field gradient NMR. *Biophysical Chemistry*. 2003;104(1):121-130. doi:10.1016/S0301-4622(02)00361-7

35. Fieremans E, Lemberskiy G, Veraart J, Sigmund EE, Gyftopoulos S, Novikov DS. In vivo measurement of membrane permeability and myofiber size in human muscle using time-dependent diffusion tensor imaging and the random permeable barrier model. *NMR Biomed*. 2017;30(3). doi:10.1002/nbm.3612

36. Shemesh N, Jespersen SN, Alexander DC, et al. Conventions and nomenclature for double diffusion encoding NMR and MRI. *Magnetic Resonance in Medicine*. 2016;75(1):82-87. doi:10.1002/mrm.25901

37. Callaghan PT, Furó I. Diffusion-diffusion correlation and exchange as a signature for local order and dynamics. *J Chem Phys*. 2004;120(8):4032-4038. doi:10.1063/1.1642604

38. Åslund I, Nowacka A, Nilsson M, Topgaard D. Filter-exchange PGSE NMR determination of cell membrane permeability. *Journal of Magnetic Resonance*. 2009;200(2):291-295. doi:10.1016/j.jmr.2009.07.015
39. Lasič S, Nilsson M, Lätt J, Ståhlberg F, Topgaard D. Apparent exchange rate mapping with diffusion MRI. *Magnetic Resonance in Medicine*. 2011;66(2):356-365. doi:10.1002/mrm.22782

40. Nilsson M, Lätt J, Westen D van, et al. Noninvasive mapping of water diffusional exchange in the human brain using filter-exchange imaging. *Magnetic Resonance in Medicine*. 2013;69(6):1572-1580. doi:10.1002/mrm.24395

41. Lasič S, Oredsson S, Partridge SC, et al. Apparent exchange rate for breast cancer characterization. *NMR in Biomedicine*. 2016;29(5):631-639. doi:10.1002/nbm.3504

42. Ning L, Nilsson M, Lasič S, Westin CF, Rathi Y. Cumulant expansions for measuring water exchange using diffusion MRI. *J Chem Phys*. 2018;148(7):074109. doi:10.1063/1.5014044

43. Stejskal EO, Tanner JE. Spin Diffusion Measurements: Spin Echoes in the Presence of a Time-Dependent Field Gradient. *J Chem Phys*. 1965;42(1):288-292. doi:10.1063/1.1695690

44. Cory DG. Measurement of translational displacement probabilities by NMR: An indicator of compartmentation. *Magnetic Resonance in Medicine*. 1990;14(3):435-444. doi:10.1002/mrm.1910140303

45. Callaghan P, Manz B. Velocity Exchange Spectroscopy. 1994. doi:10.1006/JMRA.1994.1036

46. Mitra PP. Multiple wave-vector extensions of the NMR pulsed-field-gradient spin-echo diffusion measurement. *Phys Rev B*. 1995;51(21):15074-15078. doi:10.1103/PhysRevB.51.15074

47. Gross B, Kosfeld R. Application of spin-echo method in measurement of auto-diffusion. *Messtechnik*. 1969;77(171):7-8.

48. Mitra PP, Sen PN, Schwartz LM, Le Doussal P. Diffusion propagator as a probe of the structure of porous media. *Phys Rev Lett*. 1992;68(24):3555-3558. doi:10.1103/PhysRevLett.68.3555

49. Schachter M, Does MD, Anderson AW, Gore JC. Measurements of Restricted Diffusion Using an Oscillating Gradient Spin-Echo Sequence. *Journal of Magnetic Resonance*. 2000;147(2):232-237. doi:10.1006/jmre.2000.2203

50. Does MD, Parsons EC, Gore JC. Oscillating gradient measurements of water diffusion in normal and globally ischemic rat brain. *Magnetic Resonance in Medicine*. 2003;49(2):206-215. doi:10.1002/mrm.10385

51. Szczepankiewicz F, Westin CF, Nilsson M. Gradient waveform design for tensor-valued encoding in diffusion MRI. *Journal of Neuroscience Methods*. 2021;348:109007. doi:10.1016/j.jneumeth.2020.109007

52. Callaghan PT. A Simple Matrix Formalism for Spin Echo Analysis of Restricted Diffusion under Generalized Gradient Waveforms. *Journal of Magnetic Resonance*. 1997;129(1):74-84. doi:10.1006/jmre.1997.1233
53. Caprihan A, Wang LZ, Fukushima E. A Multiple-Narrow-Pulse Approximation for Restricted Diffusion in a Time-Varying Field Gradient. *Journal of Magnetic Resonance, Series A*. 1996;118(1):94-102. doi:10.1006/jmra.1996.0013

54. Drobnjak I, Siow B, Alexander DC. Optimizing gradient waveforms for microstructure sensitivity in diffusion-weighted MR. *Journal of Magnetic Resonance*. 2010;206(1):41-51. doi:10.1016/j.jmr.2010.05.017

55. Stepilšnik J. Time-dependent self-diffusion by NMR spin-echo. *Physica B: Condensed Matter*. 1993;183(4):343-350. doi:10.1016/0921-4526(93)90124-O

56. Stepisnik J, Lasic S, Mohoric A, Sersa I, Sepe A. Spectral characterization of diffusion in porous media by the modulated gradient spin echo with CPMG sequence. *J Magn Reson*. 2006;182(2):195-199. doi:10.1016/j.jmr.2006.06.023

57. Burcaw LM, Fieremans E, Novikov DS. Mesoscopic structure of neuronal tracts from time-dependent diffusion. *NeuroImage*. 2015;114:18-37. doi:10.1016/j.neuroimage.2015.03.061

58. Lee JH, Springer CS. Effects of equilibrium exchange on diffusion-weighted NMR signals: The diffusigraphic “shutter-speed.” *Magnetic Resonance in Medicine*. 2003;49(3):450-458. doi:10.1002/mrm.10402

59. Fieremans E, Novikov DS, Jensen JH, Helpern JA. Monte Carlo study of a two-compartment exchange model of diffusion. *NMR Biomed*. 2010;23(7):711-724. doi:10.1002/nbm.1577

60. Lundell H, Lasič S. Diffusion Encoding with General Gradient Waveforms. In: *Advanced Diffusion Encoding Methods in MRI: New Developments in NMR*. Vol 24. Cambridge, UK: Royal Society of Chemistry; 2020:12-67.

61. Nilsson M, Szczepankiewicz F, Brabec J, et al. Tensor-valued diffusion MRI in under 3 minutes: an initial survey of microscopic anisotropy and tissue heterogeneity in intracranial tumors. *Magnetic Resonance in Medicine*. 2020;83(2):608-620. doi:10.1002/mrm.27959

62. Brabec J, Lasič S, Nilsson M. Time-dependent diffusion in undulating thin fibers: Impact on axon diameter estimation. *NMR Biomed*. 2020;33(3):e4187. doi:10.1002/nbm.4187

63. Szczepankiewicz F, Sjölund J, Ståhlberg F, Lätt J, Nilsson M. Tensor-valued diffusion encoding for diffusional variance decomposition (DIVIDE): Technical feasibility in clinical MRI systems. *PLOS ONE*. 2019;14(3):e0214238. doi:10.1371/journal.pone.0214238

64. Szczepankiewicz F, Westin CF, Nilsson M. Maxwell-compensated design of asymmetric gradient waveforms for tensor-valued diffusion encoding. *Magnetic Resonance in Medicine*. 2019;82(4):1424-1437. doi:10.1002/mrm.27828

65. Wong EC, Cox RW, Song AW. Optimized isotropic diffusion weighting. *Magnetic Resonance in Medicine*. 1995;34(2):139-143. doi:10.1002/mrm.1910340202
66. Ianuş A, Siow B, Drobnjak I, Zhang H, Alexander DC. Gaussian phase distribution approximations for oscillating gradient spin echo diffusion MRI. *J Magn Reson*. 2013;227:25-34. doi:10.1016/j.jmrm.2012.11.021

67. Nedjati-Gilani GL, Schneider T, Hall MG, et al. Machine learning based compartment models with permeability for white matter microstructure imaging. *NeuroImage*. 2017;150:119-135. doi:10.1016/j.neuroimage.2017.02.013

68. Henriques RN, Jespersen SN, Shemesh N. Correlation tensor magnetic resonance imaging. *NeuroImage*. 2020;211:116605. doi:10.1016/j.neuroimage.2020.116605

69. Siow B, Drobnjak I, Ianus A, Christie IN, Lythgoe MF, Alexander DC. Axon radius estimation with Oscillating Gradient Spin Echo (OGSE) Diffusion MRI. *Diffusion Fundamentals*. 2013;18(1):1-6.

70. Shemesh N, Álvarez GA, Frydman L. Measuring small compartment dimensions by probing diffusion dynamics via Non-uniform Oscillating-Gradient Spin-Echo (NOGSE) NMR. *Journal of Magnetic Resonance*. 2013;237:49-62. doi:10.1016/j.jmr.2013.09.009

71. Li H, Gore JC, Xu J. Fast and robust measurement of microstructural dimensions using temporal diffusion spectroscopy. *Journal of Magnetic Resonance*. 2014;242:4-9. doi:10.1016/j.jmr.2014.02.007

72. Gore JC, Xu J, Colvin DC, Yankeelov TE, Parsons EC, Does MD. Characterization of Tissue Structure at Varying Length Scales Using Temporal Diffusion Spectroscopy. *NMR Biomed*. 2010;23(7):745-756. doi:10.1002/nbm.1531

73. Pfeuffer J, Provencher SW, Gruetter R. Water diffusion in rat brain in vivo as detected at very large b values is multicompartmental. *MAGMA*. 1999;8(2):98-108. doi:10.1007/BF02590526

74. Pfeuffer J, Flögel U, Dreher W, Leibfritz D. Restricted diffusion and exchange of intracellular water: theoretical modelling and diffusion time dependence of 1H NMR measurements on perfused glial cells. *NMR Biomed*. 1998;11(1):19-31. doi:10.1002/(sici)1099-1492(199802)11:1<19::aid-nbm499>3.0.co;2-o

75. Meier C, Dreher W, Leibfritz D. Diffusion in compartmental systems. I. A comparison of an analytical model with simulations. *Magn Reson Med*. 2003;50(3):500-509. doi:10.1002/mrm.10557

76. Quirk JD, Bretthorst GL, Duong TQ, et al. Equilibrium water exchange between the intra- and extracellular spaces of mammalian brain. *Magn Reson Med*. 2003;50(3):493-499. doi:10.1002/mrm.10565

77. Lampinen B, Szczepankiewicz F, van Westen D, et al. Optimal experimental design for filter exchange imaging: Apparent exchange rate measurements in the healthy brain and in intracranial tumors. *Magn Reson Med*. 2017;77(3):1104-1114. doi:10.1002/mrm.26195

78. Lee HH, Papaioannou A, Novikov DS, Fieremans E. In vivo observation and biophysical interpretation of time-dependent diffusion in human cortical gray matter. *Neuroimage*. 2020;222:117054. doi:10.1016/j.neuroimage.2020.117054
79. Paquette M, Eichner C, Knösche TR, Anwander A. Axon Diameter Measurements using Diffusion MRI are Infeasible. *bioRxiv*. January 2020:2020.10.01.320507. doi:10.1101/2020.10.01.320507

80. Aboitiz F, Scheibel AB, Fisher RS, Zaidel E. Fiber composition of the human corpus callosum. *Brain Research*. 1992;598(1):143-153. doi:10.1016/0006-8993(92)90178-C

81. Liewald D, Miller R, Logothetis N, Wagner HJ, Schüz A. Distribution of axon diameters in cortical white matter: an electron-microscopic study on three human brains and a macaque. *Biol Cybern*. 2014;108(5):541-557. doi:10.1007/s00422-014-0626-2

82. Veraart J, Nunes D, Rudrapatna U, et al. Noninvasive quantification of axon radii using diffusion MRI. *Elife*. 2020;9:e49855. doi:10.7554/eLife.49855

83. Veraart J, Raven EP, Edwards LJ, Weiskopf N, Jones DK. The variability of MR axon radii estimates in the human white matter. *Human Brain Mapping*. 2021;42(7):2201-2213. doi:10.1002/hbm.25359

84. Hurlimann MD, Helmer KG, Deswiet TM, Sen PN. Spin Echoes in a Constant Gradient and in the Presence of Simple Restriction. *Journal of Magnetic Resonance, Series A*. 1995;113(2):260-264. doi:10.1006/jmra.1995.1091

85. Ulloa P, Methot V, Koch MA. Experimental validation of a bias in apparent exchange rate measurement. *Current Directions in Biomedical Engineering*. 2017;3(2):529-532. doi:10.1515/cdbme-2017-0112

86. Novikov DS, Kiselev VG, Jespersen SN. On modeling. *Magnetic Resonance in Medicine*. 2018;79(6):3172-3193. doi:10.1002/mrm.27101

87. Poot DHJ. Optimal Experimental Design for Diffusion Kurtosis Imaging. *IEEE TRANSACTIONS ON MEDICAL IMAGING*. 2010;29(3):11.

88. Chuhutin A, Hansen B, Jespersen SN. Precision and accuracy of diffusion kurtosis estimation and the influence of b-value selection. *NMR in Biomedicine*. 2017;30(11):e3777. doi:10.1002/nbm.3777

89. Reyymbaut A, Mezzani P, de Almeida Martins JP, Topgaard D. Accuracy and precision of statistical descriptors obtained from multidimensional diffusion signal inversion algorithms. *NMR in Biomedicine*. 2020;33(12):e4267. doi:10.1002/nbm.4267

90. Lasić S, Szczepankiewicz F, Eriksson S, Nilsson M, Topgaard D. Microanisotropy imaging: quantification of microscopic diffusion anisotropy and orientational order parameter by diffusion MRI with magic-angle spinning of the q-vector. *Front Phys*. 2014;2. doi:10.3389/fphy.2014.00011

91. Westin CF, Knutsson H, Pasternak O, et al. Q-space trajectory imaging for multidimensional diffusion MRI of the human brain. *NeuroImage*. 2016;135:345-362. doi:10.1016/j.neuroimage.2016.02.039

92. Szczepankiewicz F, Lasić S, van Westen D, et al. Quantification of microscopic diffusion anisotropy disentangles effects of orientation dispersion from microstructure:
applications in healthy volunteers and in brain tumors. *Neuroimage*. 2015;104:241-252. doi:10.1016/j.neuroimage.2014.09.057

93. Lundell H, Nilsson M, Dyrby TB, et al. Multidimensional diffusion MRI with spectrally modulated gradients reveals unprecedented microstructural detail. *Sci Rep.* 2019;9(1):9026. doi:10.1038/s41598-019-45235-7