A CONVERGENCE RESULT ON THE SECOND BOUNDARY VALUE PROBLEM FOR PARABOLIC EQUATIONS

RONGLI HUANG AND YUNHUA YE

Abstract. We establish a Schn"urer’s convergence result and then apply it to obtain the existence of solutions on the second boundary value problem for a family of special Lagrangian equations.

1. Introduction

Let $\Omega$ be a bounded domain with smooth boundary in $\mathbb{R}^n$ and $S$ be the open connected subset of $S_n$ where

$$S_n = \{ n \times n \text{ real symmetric matrix} \}.$$ 

Given $u_0 : \Omega \to \mathbb{R}$, we consider nonlinear parabolic equation with second boundary condition:

$$
\begin{cases}
  u_t - F(D^2 u, Du, x) = 0, & x \in \Omega, \ t > 0, \\
  h(Du, x) = 0, & x \in \partial \Omega, \ t > 0, \\
  u = u_0, & x \in \Omega, \ t = 0,
\end{cases}
$$

where $F : S \times \mathbb{R}^n \times \Omega \to \mathbb{R}$ is $C^{2+\alpha}$ for some $0 < \alpha < 1$ and satisfies

$$A < B \Rightarrow F(A, p, x) < F(B, p, x).$$

In other words, (1.2) means that $F$ is non-decreasing with respect to the matrix variable and we say that $F$ is strictly parabolic. Here $h : \mathbb{R}^n \times \partial \Omega \to \mathbb{R}$ is $C^1$ and satisfies

$$\sum_{k=1}^n h_{pk}(\cdot, x) \nu_k > 0,$$

where $\nu = (\nu_1, \nu_2, \cdots, \nu_n)$ is the unit inward normal vector of $\partial \Omega$. (1.3) shows that $h(Du, x) = 0$ is oblique.
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Throughout the following, Einstein’s convention of summation over repeated indices will be adopted. Denote
\[ u_i = \frac{\partial u}{\partial x_i}, \quad u_{ij} = \frac{\partial^2 u}{\partial x_i \partial x_j}, \quad u_{ijk} = \frac{\partial^3 u}{\partial x_i \partial x_j \partial x_k}, \ldots \]
and
\[ [u^{ij}] = [u_{ij}]^{-1}, \quad F^{ij}(D^2 u) = \frac{\partial F}{\partial u_{ij}}, \quad h_{pk}(Du) = \frac{\partial h}{\partial u_k}, \quad \Omega_T = \Omega \times (0, T). \]

In this paper, we are concerned with the convergence of nonlinear parabolic equation (1.1) to translating solution under some a-priori estimates as \( t \to \infty \). The translating solutions are intimately related to the solutions of minimal Lagrangian diffeomorphism problem. In general, evolution equations often have special solutions called solitons which keep their shape during the evolution. For examples, two very important classes of solitons in mean curvature flow are self-shrinker and translating solutions which evolve by a homothety or a translation respectively. Translating solutions are interesting examples of the evolution equations since they are precise solutions in the sense that their evolution is known, which is very hard to determine in general. Our main result concerning the asymptotic behavior of nonlinear parabolic equation (1.1) under certain assumptions on a-priori estimates can be summarized as follows.

**Theorem 1.1.** For any \( T > 0 \), we assume that \( u \in C^{4+\alpha, \frac{4+\alpha}{2}}(\bar{\Omega}_T) \) be a unique solution of the nonlinear parabolic equation (1.1) which satisfy
\[
\begin{align*}
(1.4) & \quad \|u_t(\cdot, t)\|_{C(\bar{\Omega})} + \|Du(\cdot, t)\|_{C(\bar{\Omega})} + \|D^2 u(\cdot, t)\|_{C(\bar{\Omega})} \leq C_1, \\
(1.5) & \quad \|D^2 u(\cdot, t)\|_{C^{\infty}(D)} \leq C_2, \quad \forall D \subset \subset \Omega, \\
(1.6) & \quad \sum_{k=1}^{n} h_{pk}(Du(\cdot, t), x)u_k \geq \frac{1}{C_3},
\end{align*}
\]
where the positive constants \( C_1, C_2 \) and \( C_3 \) are independent of \( t \geq 1 \). Then \( u(\cdot, t) \) converges to a function \( u^\infty(x, t) = \tilde{u}^\infty(x) + C_\infty \cdot t \) in \( C^{1+\zeta}(\bar{\Omega}) \cap C^{4+\alpha'}(\bar{D}) \) as \( t \to \infty \) for any \( D \subset \subset \Omega, \zeta < 1 \) and \( \alpha' < \alpha \), that is
\[
\lim_{t \to +\infty} \|u(\cdot, t) - u^\infty(\cdot, t)\|_{C^{1+\zeta}(\bar{\Omega})} = 0, \quad \lim_{t \to +\infty} \|u(\cdot, t) - u^\infty(\cdot, t)\|_{C^{4+\alpha'}(\bar{D})} = 0.
\]
And \( \tilde{u}^\infty(x) \in C^2(\bar{\Omega}) \) is a solution of
\[
(1.7) \quad \begin{cases} 
F(D^2 u, Du, x) = C_\infty, & x \in \Omega, \\
h(Du, x) = 0, & x \in \partial \Omega.
\end{cases}
\]
The constant \( C_\infty \) depends only on \( \Omega \) and \( F \). The solution to (1.7) is unique up to additions of constants.

**Remark 1.2.** By Evans-Krylov theorem for parabolic equations [1], we can replace (1.5) by \( F(A, p, x) \) being concave with respect to the variable \( A \).
We first recall some results concerning the convergence of solutions to translating solutions in history. Let $\Omega$ be a smooth strictly convex domain in $\mathbb{R}^n$. Schn"urer [2] studied a class of curvature flow in $\mathbb{R}^{n+1}$:

\[
\begin{align*}
\dot{X} &= -(\ln F - \ln f)\nu, \\
\nu(M) &= \nu(M_0), \\
M_{|t=0} &= M_0,
\end{align*}
\] (1.8)

where $X$ denote the embedding vector of a smooth strictly convex hypersurface with boundary, $M = \text{graph } u |_{\Omega}$, $u : \Omega \rightarrow \mathbb{R}$, and $\dot{X}$ denote the total time derivative. By a given smooth positive function $f : \bar{\Omega} \rightarrow \mathbb{R}$ and a curvature function $F$, Schn"urer transformed the curvature flow (1.8) into some sort of (1.1) and then obtained the estimates (1.4), (1.6). Finally he proved that the initial value problem (1.8) admits a convex solution $M(t) = \text{graph } u(t) |_{\Omega}$ that exists for all times $t \geq 0$ and converges smoothly to a translating solution $M^\infty = \text{graph } u^\infty |_{\Omega}$ of the flow (1.8), that is, there exists $v^\infty \in \mathbb{R}$ such that

\[u^\infty(x, t) = u^\infty(x, 0) + v^\infty \cdot t.\]

A similar convergence result for graphic mean curvature flow with Neumann boundary condition in arbitrary dimension was studied by a recent work of Ma-Wang-Wei [3]. They studied nonparametric surfaces over strictly convex bounded domains in $\mathbb{R}^n$ which are evolving by the mean curvature flow with Neumann boundary value

\[
\begin{align*}
&u_t = (\delta_{ij} - \frac{u_i u_j}{1 + |Du|^2})u_{ij} \quad \text{in} \quad \Omega \times (0, \infty), \\
&u_\nu = \varphi(x) \quad \text{on} \quad \partial\Omega \times (0, \infty), \\
&u(x, 0) = u_0(x),
\end{align*}
\]

where $\varphi(x)$ and $u_0(x)$ are smooth functions satisfying $u_{0,\nu} = \varphi(x)$ on $\partial\Omega$. They proved a convergence theorem that the solution of the above mean curvature flow with Neumann boundary value converges to a translating solution which moves at a constant speed up to a translation $\lambda t + w$ in arbitrary dimensions, where $(\lambda, w)$ are suitable solution to

\[
\begin{align*}
(\delta_{ij} - \frac{u_i u_j}{1 + |Du|^2})u_{ij} &= \lambda \quad \text{in} \quad \Omega, \\
u_\nu &= \varphi(x) \quad \text{on} \quad \partial\Omega.
\end{align*}
\]

Our work was also inspired by the reading of the papers of Altschuler-Wu [5], and Kitagawa [4] where the translating solutions were obtained. In this paper we show Schn"urer’s convergence result to more general case and discuss the application of this convergence result in the study of minimal Lagrangian diffeomorphism problem. For the proof of Theorem 1.1 we borrow the ideas from [2], [4] and [5].

The rest part of this paper is organized as follows. We give a simple case which is the convergence of the solution to one-dimensional heat equation to illustrate the convergence in Theorem 1.1. We collect several preliminary results in section 3. In section 4, we give the proof of Theorem 1.1. In section 5, we exhibit the applications of Theorem 1.1 to the study of a family of special Lagrangian graphs.
A simple case

In this section, we first give a simple case to illustrate the convergence result in Theorem 1.1. We consider the convergence of the solutions to the following heat equation on the interval \([0, 1]\).

\[
\begin{cases}
  u_t = u_{xx} & \text{for } x \in [0, 1], \ t > 0, \\
  u_x|_{x=0} = a, \ u_x|_{x=1} = b, \\
  u(x, 0) = u_0(x),
\end{cases}
\]

(2.1)

where \(a\) and \(b\) are two constants and \(u_0(x)\) is a smooth function on the interval \([0, 1]\).

In physical meaning, the model characterizes the heat conduction problem of a fine iron rod in the interval \([0, 1]\) with heat exchanges on the two interval endpoints 0 and 1. By principle of superposition in classical linear PDE theory, we know that the solution of equation (2.1) can be decomposed into three parts

\[u(x, t) = V(x) + Z(t) + w(x, t),\]

where \(V(x)\), \(Z(t)\) and \(w(x, t)\) are solutions of the following equations respectively:

\[
\begin{cases}
  V_{xx} = b - a & \text{for } x \in [0, 1], \\
  V_x|_{x=0} = a, \ V_x|_{x=1} = b,
\end{cases}
\]

(2.2)

and

\[
\begin{cases}
  Z_t = b - a & \text{for } t > 0, \\
  Z|_{t=0} = 0,
\end{cases}
\]

(2.3)

By solving the equations (2.2) and (2.3), we obtain that

\[V(x) = \frac{b - a}{2}x^2 + ax\]

(2.5)

and

\[Z(t) = (b - a)t.\]

(2.6)

Then it is left to solve the equation (2.4). To that end, we use the methods of separation of variables. We suppose the equation (2.4) has the solutions in the following form

\[
\begin{cases}
  w_t = w_{xx} & \text{for } x \in [0, 1], \ t > 0, \\
  w_x|_{x=0} = 0, \ w_x|_{x=1} = 0, \\
  w(x, 0) = u_0(x) - \left(\frac{b - a}{2}x^2 + ax\right).
\end{cases}
\]

(2.4)

By solving the equations (2.2) and (2.3), we obtain that

\[w(x, t) = X(x)T(t).\]

(2.7)

Substituting (2.7) into equation (2.4), we obtain:

\[\frac{X''(x)}{X(x)} = \frac{T'(t)}{T(t)} = -\lambda,\]

(2.8)
where \( \lambda \) is a constant which will be determined later. From equation (2.8), we need to solve

\[
\begin{align*}
X''(x) + \lambda X(x) &= 0, \quad \text{for } x \in [0, 1], \\
X_x|_{x=0} &= 0, \quad X_x|_{x=1} = 0,
\end{align*}
\]

and

\[
T'(t) + \lambda T(t) = 0, \quad \text{for } t > 0.
\]

For equation (2.9), the eigenvalues \( \lambda_n \) and corresponding eigenfunctions are \( n^2 \pi^2 \) and \( X_n(x) = C_n \cos n \pi x \) for \( n = 0, 1, 2, \cdots \). For \( \lambda_n \), the solutions of equation (2.10) are \( T_n(t) = D_n e^{-n^2 \pi^2 t} \) for \( n = 0, 1, 2, \cdots \). From the method of separation of variables, we know that the solution of equation (2.4) has the form of Fourier series:

\[
w(x, t) = \sum_{n=0}^{\infty} C_n e^{-n^2 \pi^2 t} \cos n \pi x.
\]

Using the orthogonality of the eigenfunctions and initial value of equation (2.4), we know \( w(x, 0) = u_0(x) - (\frac{b \cdot a}{2} x^2 + ax) \) and hence we can determine the coefficient constants as follows:

\[
C_n = \int_0^1 [u_0(x) - (\frac{b \cdot a}{2} x^2 + ax)] \cos n \pi x dx,
\]

for \( n = 0, 1, 2, \cdots \). Combining (2.5), (2.6) and (2.11), we know the solution to the equation (2.1) is

\[
u(x, t) = (b - a) t + \frac{b - a}{2} x^2 + ax + \sum_{n=0}^{\infty} C_n e^{-n^2 \pi^2 t} \cos n \pi x.
\]

If we denote the speed constant \( C_\infty = b - a \), Then the solution can be reformulated as

\[
u(x, t) - C_\infty t = \frac{b - a}{2} x^2 + ax + \sum_{n=0}^{\infty} C_n e^{-n^2 \pi^2 t} \cos n \pi x.
\]

By using the exponential decay of the exponential functions, we deduce that the function \( \nu(x, t) - C_\infty t \) is asymptotically approaching \( \tilde{u}(x) \triangleq V(x) = \frac{b - a}{2} x^2 + ax \) up to a constant \( C_0 \) and the limit function \( \tilde{u}(x) \) satisfies

\[
\begin{align*}
V_{xx} &= b - a \triangleq C_\infty \quad \text{for } x \in [0, 1], \\
V_x|_{x=0} &= a, \quad V_x|_{x=1} = b.
\end{align*}
\]

Therefore we have completed the proof that the solution of the heat equation (2.1) \( u(x, t) \) converges to a function \( u_\infty(x, t) = \tilde{u}(x) + C_\infty \cdot t \) as \( t \to \infty \).

3. Preliminary results

In this section, we collect several preliminary results which will be used to prove Theorem 1.1 in the next section.
Lemma 3.1. For any $T > 0$, we assume that $a_{ij} \in C(\overline{\Omega}_T)$, $b^i \in C(\overline{\Omega}_T)$ and $|a^{ij}|_{\overline{\Omega}_T} > 0$. If $w \in C^{2,1}(\overline{\Omega}_T)$ satisfies

\begin{align}
&w_t - a_{ij} w_{ij} - b^i w_i = 0, \quad x \in \Omega, \; t > 0, \\
&\beta^k w_k = 0, \quad x \in \partial\Omega, \; t > 0,
\end{align}

where $\beta = (\beta^1, \beta^2, \cdots, \beta^n)$ is a uniformly strictly oblique vector field, that is, $\beta^k \nu_k \geq \frac{1}{2}$. Then

$$
\text{osc}_w(t) \triangleq \max_{x \in \Omega} w(x, t) - \min_{x \in \Omega} w(x, t)
$$

is a strictly decreasing function or $w$ is a constant.

Proof. Suppose $w$ is not a constant, then we can prove that $\min_{x \in \Omega} w(x, t)$ is a strictly increasing function and $\max_{x \in \Omega} w(x, t)$ is a strictly decreasing function with respect to $t$. In fact, since $w(x, t)$ is a solution of the parabolic equation (3.1), then for any $t > t_0$, by using the strong maximum principles [1], we obtain

$$w(x, t) > \min_{(x, t) \in \partial \Omega \times [t_0, T] \cup \Omega \times \{t_0\}} w(x, t), \quad \forall x \in \Omega, \; t_0 < t < T.$$ 

By the boundary condition of equation (3.1) and the Hopf Lemma, we know that $w(x, t)$ can not attain its minimum on the side boundary $\partial \Omega \times [t_0, T)$, then we deduce

$$w(x, t) > \min_{x \in \Omega} w(x, t_0), \quad \forall x \in \Omega, \; t > t_0.$$ 

Taking the minimum of $x \in \Omega$, we deduce that

$$\min_{x \in \Omega} w(x, t) > \min_{x \in \Omega} w(x, t_0), \; \forall t > t_0. \quad (3.2)$$

Similarly, we have

$$\max_{x \in \Omega} w(x, t) < \max_{x \in \Omega} w(x, t_0), \; \forall t > t_0. \quad (3.3)$$

Combining (3.2) and (3.3), we deduce that for $t > t_0$,

$$\text{osc}_w(t) \triangleq \max_{x \in \Omega} w(x, t) - \min_{x \in \Omega} w(x, t) < \max_{x \in \Omega} w(x, t_0) - \min_{x \in \Omega} w(x, t_0) = \text{osc}_w(t_0),$$

which shows that $\text{osc}_w(t)$ is a strictly decreasing function. \hfill \Box

Lemma 3.2. For any sequence $\{t_n\}$ ($t_n \to +\infty$) and for $x_0 \in \Omega$ and $t_0 > 0$ fixed, there exists a subsequence of $\{t_n\}$ (again denoted by itself), such that

$$u(x, t + t_n) - u(x_0, t_n) \quad \text{and} \quad u(x, t + t_0 + t_n) - u(x_0, t_0 + t_n)$$

converge to two functions which we denote by $u^\infty$ and $u^{t_0,\infty}$ respectively in the following sense,

\begin{align}
&\lim_{n \to +\infty} \|u(x, t + t_n) - u(x_0, t_n) - u^\infty(x, t)\|_{C^1(\overline{\Omega})} = 0, \\
&\lim_{n \to +\infty} \|u(x, t + t_0 + t_n) - u(x_0, t_0 + t_n) - u^{t_0,\infty}(x, t)\|_{C^1(\overline{\Omega})} = 0, \\
&\lim_{n \to +\infty} \|u(x, t + t_n) - u(x_0, t_n) - u^\infty(x, t)\|_{C^2(\overline{D})} = 0, \\
&\lim_{n \to +\infty} \|u(x, t + t_0 + t_n) - u(x_0, t_0 + t_n) - u^{t_0,\infty}(x, t)\|_{C^2(\overline{D})} = 0, \quad (3.4)
\end{align}
where \( D \subset \subset \Omega \), \( 0 < \zeta < 1 \).

**Proof.** By making use of the intermediate value theorem, we obtain

\[
|u(x,t+t_n) - u(x_0,t_n)| = |u(x,t+t_n) - u(x_0,t+t_n) + u(x_0,t+t_n) - u(x_0,t_n)| \\
\leq |u(x,t+t_n) - u(x_0,t+t_n)| + |u(x_0,t+t_n) - u(x_0,t_n)| \\
\leq \text{diam}(\Omega)\|Du\|_{C(\bar{\Omega})} + t\|u(\cdot,t)\|_{C(\bar{\Omega})},
\]

comparing (3.5), we obtain

\[
|u(x,t+t_0+t_n) - u(x_0,t_0+t_n)| = |u(x,t+t_0+t_n) - u(x_0,t+t_0+t_n) + u(x_0,t+t_0+t_n) - u(x_0,t_0+t_n)| \\
\leq |u(x,t+t_0+t_n) - u(x_0,t+t_0+t_n)| + |u(x_0,t+t_0+t_n) - u(x_0,t_0+t_n)| \\
\leq \text{diam}(\Omega)\|Du\|_{C(\bar{\Omega})} + t\|u(\cdot,t)\|_{C(\bar{\Omega})}.
\]

Combining the above two inequality with (1.4), we have

\[
\|u(\cdot,t+t_n) - u(x_0,t_n)\|_{C^2(\bar{\Omega})} \leq C, \\
\|u(\cdot,t+t_0+t_n) - u(x_0,t_0+t_n)\|_{C^2(\bar{\Omega})} \leq C,
\]

where the constant \( C \) is independent of \( t_n \).

By Arzelà–Ascoli theorem, there exist functions \( u^\infty \) and \( u^{t_0,\infty} \), such that

\[
\lim_{n \to +\infty} \|u(x,t+t_n) - u(x_0,t_n) - u^\infty(x,t)\|_{C^{1+\zeta}(\Omega)} = 0,
\]

\[
\lim_{n \to +\infty} \|u(x,t+t_0+t_n) - u(x_0,t_0+t_n) - u^{t_0,\infty}(x,t)\|_{C^{1+\zeta}(\Omega)} = 0,
\]

where \( 0 < \zeta < 1 \).

By intermediate Schauder estimates for parabolic equations (cf. Lemma 14.6 and Proposition 4.25 in [6] and (1.4), for any \( D \subset \subset \Omega \), we have

\[
\sup_{t \geq 1} \|D^2u(\cdot,t)\|_{C(\bar{D})} \leq C,
\]

where \( C \) is the constant depending only on the known data and \( \text{dist}(\partial\Omega, \partial D) \). Using (3.5), we obtain

\[
\|u(\cdot,t+t_n) - u(x_0,t_n)\|_{C^3(D)} \leq C, \\
\|u(\cdot,t+t_0+t_n) - u(x_0,t_0+t_n)\|_{C^3(D)} \leq C,
\]

where the constant \( C \) is independent of \( t_n \). By Arzelà–Ascoli theorem again, we get

\[
\lim_{n \to +\infty} \|u(x,t+t_n) - u(x_0,t_n) - u^\infty(x,t)\|_{C^2(\bar{D})} = 0,
\]

\[
\lim_{n \to +\infty} \|u(x,t+t_0+t_n) - u(x_0,t_0+t_n) - u^{t_0,\infty}(x,t)\|_{C^2(\bar{D})} = 0.
\]

Putting (3.6) and (3.8) together, we obtain the desired results. \( \square \)

Define

\[
\text{osc}_f(t) \triangleq \max_{x \in \Omega} f(x,t) - \min_{x \in \Omega} f(x,t),
\]
for any $f \in C(\bar{\Omega} \times [0, +\infty))$. We fix the positive constant $t_0$ and write

$$w(x, t) = u(x, t) - u(x, t + t_0).$$

Then we have

\begin{equation}
\dot{w} = F(D^2u(x, t), Du(x, t), x) - F(D^2u(x, t + t_0), Du(x, t + t_0), x)
\end{equation}

\begin{equation}
= \int_0^1 \frac{d}{ds} F(sD^2u(x, t) + (1 - s)D^2u(x, t + t_0), sDu(x, t) + (1 - s)Du(x, t + t_0), x)ds
\end{equation}

\begin{equation}
= (\int_0^1 \nabla_{ri,j} F(sD^2u(x, t) + (1 - s)D^2u(x, t + t_0), sDu(x, t) + (1 - s)Du(x, t + t_0), x)ds) w_{ij}
\end{equation}

\begin{equation}
+ (\int_0^1 \nabla_{pi,j} F(sD^2u(x, t) + (1 - s)D^2u(x, t + t_0), sDu(x, t) + (1 - s)Du(x, t + t_0), x)ds) w_{ij}
\end{equation}

\begin{equation}
= a^{ij} w_{ij} + b^i w_i, \quad x \in \Omega, \quad t > 0,
\end{equation}

where we denote

\begin{equation}
a^{ij} = \int_0^1 \nabla_{ri,j} F(sD^2u(x, t) + (1 - s)D^2u(x, t + t_0), sDu(x, t) + (1 - s)Du(x, t + t_0), x)ds,
\end{equation}

\begin{equation}
b^i = \int_0^1 \nabla_{pi,j} F(sD^2u(x, t) + (1 - s)D^2u(x, t + t_0), sDu(x, t) + (1 - s)Du(x, t + t_0), x)ds.
\end{equation}

Calculating in a similar way, we know $w$ satisfies the following boundary condition,

\begin{equation}
0 = h(Du(x, t), x) - h(Du(x, t + t_0), x)
\end{equation}

\begin{equation}
= \int_0^1 \frac{d}{ds} h(sDu(x, t) + (1 - s)Du(x, t + t_0), x)ds
\end{equation}

\begin{equation}
= \beta^i w_i, \quad x \in \partial\Omega, \quad t > 0,
\end{equation}

where

\begin{equation}
\beta^i = \int_0^1 \nabla_{pi} h(sDu(x, t) + (1 - s)Du(x, t + t_0), x)ds.
\end{equation}

By (1.4) and (1.6), there exists $N \in \mathbb{Z}^+$ depending only on the property of $h(\cdot, x)$ in $\partial\Omega$, such that if $0 < t_0 \leq \frac{1}{N}$, then $a^{ij}, b^i,$ and $\beta^i$ satisfy the conditions in Lemma 3.1.

**Lemma 3.3.** $u^\infty$ and $u^{t_0, \infty}$ satisfy the following evolution equation with second boundary condition:

\begin{equation}
\begin{cases}
\frac{du}{dt} - F(D^2u, Du, x) = 0, & x \in \Omega, \quad t > 0, \\
h(Du, x) = 0, & x \in \partial\Omega, \quad t > 0,
\end{cases}
\end{equation}

and

\begin{equation}
\text{osc}_{[u^\infty - u^{t_0, \infty}]}(t)
\end{equation}

is a strictly decreasing function or $u^\infty - u^{t_0, \infty}$ is constant. In addition, $u^\infty$ and $u^{t_0, \infty}$ satisfy the estimate (1.4), (1.5), and (1.6).
Proof. We first point out that $u^\infty$ satisfy the evolution equation with second boundary condition. In fact, if we denote $w_n(x, t) = u(x, t + t_n) - u(x_0, t_0)$, then it satisfies equation (3.11). For any $x \in \Omega$, we can choose an open subset $D$ with compact support in $\Omega$ such that $x \in D \subset D \subset \Omega$. By (3.4) in Lemma 3.2 we know $w_n$ and $F(D^2 w_n, Dw_n, x)$ uniformly converge to $u^\infty$ and $F(D^2 u^\infty, u^\infty, x)$ in $D$ respectively as $n \to \infty$.

By letting $n \to \infty$ in $(w_n)_t = F(D^2 w_n, Dw_n, x)$, we obtain

\[ u^\infty(x, t) - u^\infty(x, t_0) = \lim_{n \to \infty} (w_n(x, t) - w_n(x, t_0)) \]

\[ = \lim_{n \to \infty} \int_{t_0}^{t} (w_n)_t ds = \lim_{n \to \infty} \int_{t_0}^{t} F(D^2 w_n, Dw_n, x) ds \]

\[ = \int_{t_0}^{t} \lim_{n \to \infty} F(D^2 w_n, Dw_n, x) ds = \int_{t_0}^{t} F(D^2 u^\infty, Du^\infty, x) ds. \]

Taking derivative with respect to the variable, we deduce that $u^\infty = F(D^2 u^\infty, Du^\infty, x)$. By uniform convergence of $w_n(x, t)$ to $u^\infty(x, t)$ in $C^{1,\frac{1}{2}}(\bar{\Omega})$ as $n \to \infty$ in (3.4), we easily derive that $h(Du^\infty, x) = 0$ on $\partial \Omega$. Hence $u^\infty$ satisfies equation (3.11). Similarly, $u^{t_0, \infty}$ also satisfies equation (3.11).

If we set

\[ w(x, t) = u^\infty(x, t) - u^{t_0, \infty}(x, t), \]

then by (3.9) and (3.10), we know $w(x, t)$ satisfies

\[ \begin{cases} w_t - a^{ij}w_{ij} - b^iw_i = 0, & x \in \Omega, \ t > 0, \\
\beta^k w_k = 0, & x \in \partial \Omega, \ t > 0. \end{cases} \]

By Lemma 3.1, we deduce that $osc_{[u^\infty - u^{t_0, \infty}]}(t)$ is a strictly decreasing function or $u^\infty - u^{t_0, \infty}$ is constant. Furthermore, since $u \in C^{3+\alpha,\frac{3+\alpha}{2}}(\bar{\Omega}_T)$, by using (3.7), (3.8) and Arzelà–Ascoli theorem, we know that $u^\infty$ and $u^{t_0, \infty}$ satisfy the estimate (3.4), (1.5) and (1.6). \qed

Lemma 3.4. If we take any positive constant $0 < t_0 \leq \frac{1}{N}$ for some large $N > 0$ depending only on the property of $h(\cdot, x)$ in $\partial \Omega$ and write

\[ w(x, t) = u(x, t) - u(x, t + t_0), \]

then we have $\lim_{t \to +\infty} osc(w)(t) = 0$.

Proof. By Lemma 3.1 $\lim_{t \to +\infty} osc(w)(t)$ exists.

If $\lim_{t \to +\infty} osc(w)(t) = \varepsilon > 0$. Then $w$ is not a constant function. For any sequence \{ $t_n$ \} ($t_n \to +\infty$) and for $x_0 \in \bar{\Omega}$ fixed, let

\[ \varphi_n(x, t) = u(x, t + t_n) - u(x_0, t_n), \]

\[ \varphi_{t_0,n}(x, t) = u(x, t + t_0 + t_n) - u(x_0, t_0 + t_n). \]

It is easy to check that,

\[ osc_{[\varphi_n - \varphi_{t_0,n}]}(t) = osc_w(t + t_n). \]
There exists a subsequence of \( \{t_n\} \) (again denoted by itself), such that

\[
\lim_{n \to +\infty} \text{osc}_{[\varphi_n - \varphi_{t_n}, 1]}(t) = \max_{\Omega}(u^\infty - u^{t_0, \infty}) - \min_{\Omega}(u^\infty - u^{t_0, \infty}),
\]

where we use Lemma 3.3. On the other hand, by the assumption of the beginning,

\[
\lim_{n \to +\infty} \text{osc}_w(t + t_n) = \varepsilon.
\]

Then by (3.12), we obtain

\[
\text{osc}_{[u^\infty - u^{t_0, \infty}]}(t) = \max_{\Omega}(u^\infty - u^{t_0, \infty})(t) - \min_{\Omega}(u^\infty - u^{t_0, \infty})(t)
\]

\[
= \varepsilon.
\]

Since \( u^\infty \) and \( u^{t_0, \infty} \) satisfy equation (3.11), then we know \( u^* = u^\infty - u^{t_0, \infty} \) satisfies the uniformly parabolic equation

\[
\begin{cases}
    a^{ij} = \int_0^1 \nabla_{r_{ij}} F(sD^2 u^\infty(x, t) + (1 - s)D^2 u^{t_0, \infty}(x, t), sDu^\infty(x, t)) ds,
    \\
    b^i = \int_0^1 \nabla_{p_i} F(sD^2 u^\infty(x, t) + (1 - s)D^2 u^{t_0, \infty}(x, t), sDu^\infty(x, t)) ds.
\end{cases}
\]

By the strong maximum principle and Hopf’s Lemma, we know \( u^* = u^\infty - u^{t_0, \infty} \) is a constant and hence \( \text{osc}_{[u^\infty - u^{t_0, \infty}]} = 0 \). This makes a contradiction to \( \text{osc}_{[u^\infty - u^{t_0, \infty}]}(t) = \varepsilon \) and we get the desired results. \( \square \)

As in the proof of Lemma 3.2, we have the following result:

**Lemma 3.5.** For any sequence \( \{t_n\} \) \( t_n \to +\infty \) and for \( x_0 \in \Omega \) fixed, there exists a subsequence of \( \{t_n\} \) (again denoted by itself), such that

\[
u(x, t + t_n) - u(x_0, t_n)
\]

converge to \( u^0(x, t) \) in the following sense,

\[
\lim_{n \to +\infty} ||u(x, t + t_n) - u(x_0, t_n) - u^0(x, t)||_{C^{1+\zeta}(\Omega)} = 0,
\]

\[
\lim_{n \to +\infty} ||u(x, t + t_n) - u(x_0, t_n) - u^0(x, t)||_{C^2(D)} = 0,
\]

where \( D \subset \subset \Omega, 0 < \zeta < 1 \). In addition, \( u^0(x, t) \) satisfies (2.11), (1.4), (1.5) and (1.6).

**Lemma 3.6.** Let \( t_0 \) be some positive constant as in Lemma 3.4. There exists some constant \( v^\infty \) such that

\[
u^0(x, t + t_0) = u^0(x, t) + v^\infty \cdot t_0 \quad \text{for any} \quad (x, t) \in \Omega \times \{t | t \geq 0\}.
\]
Proof. By making use of Lemma 3.5 we have
\[
\lim_{n \to +\infty} u(x, t + t_n) - u(x, t_n) = u^0(x, t),
\]
(3.15)
\[
\lim_{n \to +\infty} u(x, t + t_0 + t_n) - u(x, t_n) = u^0(x, t + t_0)
\]
for any \((x, t) \in \tilde{\Omega} \times \{t|t \geq 0\}\). On the other hand, using Lemma 3.4 we conclude that as \(t \to +\infty\), \(u(x, t) - u(x, t + t_0)\) converges to some constant uniformly in \(\Omega\). We denote the process by
\[
\lim_{t \to +\infty} (u(x, t) - u(x, t + t_0)) = -v^\infty \cdot t_0.
\]
Replacing \(t\) by \(t + t_n\) in the above, we obtain
\[
\lim_{n \to +\infty} (u(x, t + t_n) - u(x, t + t_n + t_0)) = -v^\infty \cdot t_0.
\]
Combining (3.15) with (3.16), we get
\[
u^0(x, t + t_0) - u^0(x, t) = \lim_{n \to +\infty} (u(x, t + t_0 + t_n) - u(x, t_n))
\]
\[
- \lim_{n \to +\infty} (u(x, t + t_n) - u(x, t_n))
\]
\[
= \lim_{n \to +\infty} (u(x, t + t_0 + t_0) - u(x, t + t_0))
\]
\[
= v^\infty \cdot t_0.
\]
\[
□
\]
Let
\[
P = \{p_i|p_0 < p_1 < \cdots , i = 0, 1, \cdots \}
\]
be the set of all positive prime numbers.

By Lemma 3.5 \(u^0(x, t)\) satisfies (3.11), (1.4), (1.5) and (1.6). If we replace \((u, t_1)\) by \((u^0, t_0)\) and repeat the argument as in the proof of Lemma 3.6 we have

Lemma 3.7. There exist \(N \in Z^+\) depending only on the property of \(h(\cdot, x)\) in \(\partial \Omega\) and the function \(u^1(x, t)\) satisfying (3.11), (1.4), (1.5) and (1.6), such that we obtain
\[
u^1(x, t + t_1) = u^1(x, t) + \tilde{v}^\infty \cdot t_1 \quad \text{for any} \quad (x, t) \in \tilde{\Omega} \times \{t|t \geq 0\},
\]
(3.17)
\[
u^1(x, t + t_0) = u^1(x, t) + v^\infty \cdot t_0 \quad \text{for any} \quad (x, t) \in \tilde{\Omega} \times \{t|t \geq 0\},
\]
(3.18)
where \(t_0 = \frac{1}{Np_0}, t_1 = \frac{1}{Np_1}, \tilde{v}^\infty = v^\infty\).

Proof. As Lemma 3.5 there exist sequence \(\{t_n\}\) \((t_n \to +\infty)\) for \(x_0 \in \tilde{\Omega}\) to be fixed and \(u^1(x, t)\), such that
\[
\lim_{n \to +\infty} ||u^0(x, t + t_n) - u^0(x_0, t_n) - u^1(x, t)||_{C^{1,\zeta}}(\tilde{\Omega}) = 0,
\]
(3.19)
\[
\lim_{n \to +\infty} ||u^0(x, t + t_n) - u^0(x_0, t_n) - u^1(x, t)||_{C^2(\tilde{\Omega})} = 0,
\]
where $\forall t \geq 0, D \subset \subset \Omega, 0 < \zeta < 1$, In addition, $u^1(x, t)$ satisfies (3.11), (1.4) and (1.6). By (3.19), we also have
\[
\lim_{n \to +\infty} \| u^0(x, t + t_0 + t_n) - u^0(x_0, t_n) - u^1(x, t + t_0) \|_{C^{1+\zeta}(\Omega)} = 0,
\]
(3.20)
\[
\lim_{n \to +\infty} \| u^0(x, t + t_0 + t_n) - u^0(x_0, t_n) - u^1(x, t + t_0) \|_{C^2(D)} = 0.
\]
Combining (3.19) with (3.20), we obtain
\[
u^1(x, t + t_0) - u^1(x, t) = \lim_{n \to +\infty} (u^0(x, t + t_0 + t_n) - u^0(x_0, t_n))
\]
\[
- \lim_{n \to +\infty} (u^0(x, t + t_n) - u^0(x_0, t_n))
\]
(3.21)
\[
= \lim_{n \to +\infty} (u^0(x, t + t_0 + t_n) - u^0(x, t + t_n))
\]
\[
= \nu^\infty \cdot t_0, \quad \text{for any } (x, t) \in \bar{\Omega} \times \{t| t \geq 0\},
\]
where we use Lemma 3.6.

On the other hand, for any positive constant $0 < t_1 \leq \frac{1}{N}$ for some large $N > 0$ depending only on the property of $h(\cdot, x)$ in $\partial \Omega$, as in the proof of Lemma 3.6 there exists some constant $\tilde{\nu}^\infty$ such that
\[
\lim_{t \to +\infty} (u^0(x, t) - u^0(x, t + t_1)) = -\tilde{\nu}^\infty \cdot t_1, \quad \text{uniformly in } \bar{\Omega}.
\]
Replacing $t$ by $t + t_n$ in the above, we obtain
\[
\lim_{n \to +\infty} (u^0(x, t + t_n) - u^0(x, t + t_n + t_1)) = -\tilde{\nu}^\infty \cdot t_1.
\]
Then we obtain
\[
\tilde{\nu}^\infty \cdot t_1 = \lim_{n \to +\infty} (u^0(x, t + t_n + t_1) - u^0(x, t + t_n))
\]
\[
= \lim_{n \to +\infty} (u^0(x, t + t_n + t_1) - u^0(x_0, t_n))
\]
\[
+ u^0(x_0, t_n) - u^0(x, t + t_n))
\]
(3.22)
\[
= \lim_{n \to +\infty} (u^0(x, t + t_n + t_1) - u^0(x_0, t_n))
\]
\[
+ \lim_{n \to +\infty} (u^0(x_0, t_n) - u^0(x, t + t_n))
\]
\[
= u^1(x, t + t_1) - u^1(x, t) \quad \text{for any } (x, t) \in \bar{\Omega} \times \{t| t \geq 0\},
\]
where we use (3.19).

By (3.21) and (3.22), for any $m_0, m_1 \in \mathbb{Z}^+$, we get
\[
u^1(x, t + m_0 t_0) - u^1(x, t) = \nu^\infty \cdot m_0 t_0,
\]
(3.23)
\[
u^1(x, t + m_1 t_1) - u^1(x, t) = \tilde{\nu}^\infty \cdot m_1 t_1,
\]
for any $(x, t) \in \bar{\Omega} \times \{t| t \geq 0\}$. By the conditions of the choice according to $t_0$ and $t_1$, there exist $N \in \mathbb{Z}^+$ depending only on the property of $h(\cdot, x)$ in $\partial \Omega$ such that we can take $t_0 = \frac{1}{N p_0}$ and $t_1 = \frac{1}{N p_1}$ respectively. Letting $m_0 = N p_0, m_1 = N p_1, t = 0,$
then by (3.23) we obtain
\[ u^1(x, 1) - u^1(x, 0) = v^\infty, \]
\[ u^1(x, 1) - u^1(x, 0) = \tilde{v}^\infty. \]
So \( \tilde{v}^\infty = v^\infty. \)

By the proof of Lemma 3.7, we deduce that

**Lemma 3.8.** There exist \( N \in \mathbb{Z}^+ \) depending only on the property of \( h(\cdot, x) \) in \( \partial \Omega \) and the function \( u^i(x, t) (i = 0, 1, \cdots) \) satisfying (3.11), (1.4), (1.5) and (1.6), such that we obtain
\[
\begin{align*}
\text{(3.24)} & \quad u^i(x, t + \tau_k) = u^i(x, t) + v^\infty \cdot \tau_k \quad (k = 0, 1, \cdots, i) \\
& \quad \text{for any } (x, t) \in \bar{\Omega} \times \{t \mid t \geq 0\},
\end{align*}
\]
where \( \tau_k = \frac{1}{Np_k} \) and \( v^\infty \) is some constant.

**Lemma 3.9.** There exist \( u^\infty \) satisfying (3.11), (1.4), (1.5) and (1.6), such that we obtain
\[
\begin{align*}
\text{(3.25)} & \quad u^\infty(x, t + \tau) = u^\infty(x, t) + v^\infty \cdot \tau \\
& \quad \text{for any } (x, t) \in \bar{\Omega} \times \{t \mid t \geq 0\}, \tau \geq 0,
\end{align*}
\]
where \( v^\infty \) is some constant.

**Proof.** By Arzelà – Ascoli theorem, we consider a diagonal sequence of \{\( i \)\} (again denoted by itself), such that
\[
\begin{align*}
\text{(3.26)} & \quad \lim_{i \to +\infty} \| u^i(\cdot, t) - u^\infty(\cdot, t) \|_{C^1(\bar{\Omega})} = 0, \quad \forall t \geq 0, \\
& \quad \lim_{i \to +\infty} \| u^i(\cdot, t) - u^\infty(\cdot, t) \|_{C^2(\mathcal{D})} = 0, \quad \forall t \geq 0,
\end{align*}
\]
for some function \( u^\infty \) satisfies (3.11), (1.4), (1.5) and (1.6).

By (3.24) in Lemma 3.8 we get
\[
\begin{align*}
& \quad u^\infty(x, t + \tau_k) = u^\infty(x, t) + v^\infty \cdot \tau_k \quad (k = 0, 1, \cdots, ) \\
& \quad \text{for any } (x, t) \in \bar{\Omega} \times \{t \mid t \geq 0\}.
\end{align*}
\]
It is easy to see that
\[
\begin{align*}
& \quad u^\infty(x, t + m\tau_k) = u^\infty(x, t) + v^\infty \cdot m\tau_k \quad (k = 0, 1, \cdots, ) \\
& \quad \text{for any } (x, t) \in \bar{\Omega} \times \{t \mid t \geq 0\}, \ m \in \mathbb{Z}^+.
\end{align*}
\]
Then
\[
\begin{align*}
& \quad u^\infty(x, t + q) = u^\infty(x, t) + v^\infty \cdot q \quad (k = 0, 1, \cdots, ) \\
& \quad \text{for any } (x, t) \in \bar{\Omega} \times \{t \mid t \geq 0\}, \ q \in Q^+, \quad Q^+ = \{q \mid q = \frac{p_i}{p_j}, \ p_i, p_j \in P\}. \ \text{By the denseness of } Q^+ \text{ in } \{\tau \geq 0\}, \text{ we obtain the desired results.} \]
\]

**Lemma 3.10.**
\[
\lim_{t \to +\infty} \| u(\cdot, t) - u^\infty(\cdot, t) \|_{C(\bar{\Omega})} = 0.
\]
Proof. Let
\[ W(x, t) = u(x, t) - u^\infty(x, t). \]
If we replace \( u(x, t + t_0) \) by \( u^\infty(x, t) \) and repeat the arguments in Lemma 3.4 then we have the desired results.

\[ \square \]

4. PROOF OF THEOREM 1.1

In this section, we give the proof of Theorem 1.1 by using the preliminary results which we establish in section 3.

We first give an estimates which will be used in the following proof. By intermediate Schauder estimates for parabolic equations (cf. Lemma 14.6 and Proposition 4.25 in [6]), for any \( D \subset \subset \Omega, \) we have
\[
\sup_{t \geq 1} \| D^3 u(\cdot, t) \|_{C(D)} + \sup_{t \geq 1} \| D^4 u(\cdot, t) \|_{C(D)}
\]
\[
+ \sup_{x_i \in D, t_i \geq 1} \max \{ |x_1 - x_2|^\alpha, |t_1 - t_2|^\frac{\alpha}{2} \}
\]
\[
\leq C_4,
\]
(4.1)
where \( C_4 \) is a constant depending on the known data and dist(\( \partial \Omega, \partial D \)).

Now fixing some positive \( t_0 \) and writing
\[ w(x, t) = u(x, t) - u(x, t + t_0), \]
then we see that \( w(x, t) \) satisfies equation (3.1). By (1.4) and (1.5), we know the equation (3.1) are uniformly parabolic. Since \( h_{\nu_k}(x, Du(x, t)) \nu_k \geq C > 0 \) for some \( C \) uniform in \( t \) and \( x \). Therefore we can choose \( t_0 \) small enough to ensure that \( \alpha^k \nu_k \geq \frac{C}{2} > 0 \) and we see that \( w \) satisfies a linear, uniformly oblique boundary condition.

By Lemma 3.1 to Lemma 3.9 in Section 2, we know the uniform parabolicity of equation (3.1) ensures that we can obtain a translating solution of the same regularity as \( u : u^\infty(x, t) = \hat{u}^\infty(x) + C_\infty \cdot t \) for some constant \( C_\infty \) which satisfies equation (1.1). By Lemma 3.10, \( u^\infty(x, t) \) satisfies
\[
\lim_{t \to +\infty} \| u(\cdot, t) - u^\infty(\cdot, t) \|_{C(\hat{\Omega})} = 0.
\]
(4.2)

By a result of Maz’ya-Shaposhnikova [7] on page 143, For any \( 0 < \alpha < 1 \), we have the following interpolation inequality
\[
|Du(x)|^{\alpha+1} \leq \frac{n(n + 1)(\alpha + 1)^{\alpha+1}}{(n + \alpha)(n + \alpha + 1)} \alpha^\alpha (M^0(x))^\alpha \sup_y \frac{|Du(y) - Du(x)|}{|y - x|^\alpha},
\]
where \( M^0 u(x) = \sup_{\tau > 0} \frac{1}{2\tau} \int_{x-\tau}^{x+\tau} \text{sign}(x - y) u(y) dy \) is the maximal operator. It easily yields that for any \( 0 < \alpha < 1 \),
\[
\| Du \|_{C(\hat{\Omega})} \leq \frac{n^\alpha (n + 1)(\alpha + 1)}{(n + \alpha)^{\alpha+1} (n + \alpha + 1)}^{\alpha^\alpha} \| u \|_{C(\hat{\Omega})} \| Du \|_{C^0(\hat{\Omega})}^{\alpha^\alpha}.
\]
Therefore by replacing $u(\cdot)$ with $u(\cdot, t) - u^\infty(\cdot, t)$ in the above inequality, we obtain

$$\|D(u(\cdot, t) - u^\infty(\cdot, t))\|_{C(\Omega)} \leq C(n, \alpha)\|u(\cdot, t) - u^\infty(\cdot, t)\|_{C(\Omega)}\|D(u(\cdot, t) - u^\infty(\cdot, t))\|_{\frac{1}{\alpha}C(\Omega)} \leq C(n, \alpha)\|u(\cdot, t) - u^\infty(\cdot, t)\|_{C(\Omega)}\|D^2(u(\cdot, t) - u^\infty(\cdot, t))\|_{\frac{1}{\alpha}C(\Omega)}.$$

From equation (4.3) and the estimates (1.5), we obtain

$$\lim_{t \to +\infty} \|u(\cdot, t) - u^\infty(\cdot, t)\|_{C^1(\Omega)} = 0.$$ 

By (1.4), the interpolation inequalities and (4.1), we get

$$\|D^2(u(\cdot, t) - u^\infty(\cdot, t))\|_{C(D)} \leq c(D)\|D(u(\cdot, t) - u^\infty(\cdot, t))\|_{C(D)}\|D^3(u(\cdot, t) - u^\infty(\cdot, t))\|_{C(D)} + \|D^2(u(\cdot, t) - u^\infty(\cdot, t))\|_{C(D)} \leq c(D)\|D(u(\cdot, t) - u^\infty(\cdot, t))\|_{C(D)}(2C_4 + 2C_1).$$

Using (4.3), we also obtain

$$\lim_{t \to +\infty} \|u(\cdot, t) - u^\infty(\cdot, t)\|_{C^2(\Omega)} = 0.$$ 

Repeating the above procedure and using (1.1), we have

$$\lim_{t \to +\infty} \|u(\cdot, t) - u^\infty(\cdot, t)\|_{C^{4+\alpha'}(\Omega)} = 0.$$ 

By (1.4) and (4.5), we get

$$\lim_{t \to +\infty} \|u(\cdot, t) - u^\infty(\cdot, t)\|_{C^{1+\zeta}(\Omega)} = 0.$$ 

Therefore by using the equation (1.1) and letting $t \to \infty$, we obtain

$$C_\infty = \frac{\partial u^\infty(x, t)}{\partial t} = F(D^2u^\infty(x, t), Du^\infty(x, t), x) = F(D^2u^\infty(x), Du^\infty(x), x),$$

$$0 = \lim_{t \to \infty} h(Du(x, t), t) = \lim_{t \to \infty} h(Du^\infty(x, t), t) = h(Du^\infty(x), x).$$

Then the proof of Theorem 4.1 is completed.

5. Application of Theorem 4.1 to the convergence of special Lagrangian graphs

In this section, we will show the applications of Theorem 4.1 to study the existence of a family of special Lagrangian graphs. We use the parabolic framework which consider the corresponding parabolic flows and show that the flows converge to special Lagrangian graphs by using the convergence result. The key steps are to verify the a-priori estimates (1.4), (1.5) and the strict obliqueness estimates of the boundary condition (1.6).

Elliptic methods have been successfully used to study the existence of fully-nonlinear equations with second boundary value conditions. Elliptic Monge-Ampère equations and Hessian equations with Neumann boundary and oblique boundary
conditions are solved in [8] and [9] respectively. In [10], Brendle and Warren used the continuity method to solve fully nonlinear elliptic equations with second boundary condition where they obtained the existence and uniqueness of a special Lagrangian graph.

Let \( \Omega, \tilde{\Omega} \) be two uniformly convex bounded domains with smooth boundary in \( \mathbb{R}^n \) and \( a = \cot \tau, b = \sqrt{\cot^2 \tau - 1} \) for \( \tau \in (0, \frac{\pi}{4}) \cup (\frac{\pi}{4}, \frac{\pi}{2}) \). Here we consider the minimal Lagrangian diffeomorphism problem [11] which is equivalent to the following fully nonlinear elliptic equations with second boundary condition:

\[
\begin{align*}
F_{\tau}(D^2 u) &= c, \quad x \in \Omega, \\
Du(\Omega) &= \tilde{\Omega},
\end{align*}
\]

where

\[
F_{\tau}(A) = \begin{cases} \\
\sum_i \ln \lambda_i, & \tau = 0, \\
\sum_i \ln \left( \frac{\lambda_i + a - b}{\lambda_i + a + b} \right), & 0 < \tau < \frac{\pi}{4}, \\
\sum_i \frac{1}{1 + \lambda_i}, & \tau = \frac{\pi}{4}, \\
\sum_i \arctan \left( \frac{\lambda_i + a - b}{\lambda_i + a + b} \right), & \frac{\pi}{4} < \tau < \frac{\pi}{2}, \\
\sum_i \arctan \lambda_i, & \tau = \frac{\pi}{2},
\end{cases}
\]

\( \lambda_i (1 \leq i \leq n) \) are the eigenvalues of the Hessian \( D^2 u \) and \( Du \) are diffeomorphism from \( \Omega \) to \( \tilde{\Omega} \). The existence and uniqueness of these problems have been obtained by elliptic methods in [10], [12] and [13]. As in [14] and [15], we consider the corresponding parabolic type special Lagrangian equations and use parabolic methods to solve problem (5.1). We settle the longtime existence and convergence of smooth solutions for the following second boundary value problem to parabolic type special Lagrangian equations

\[
\begin{align*}
\frac{\partial u}{\partial t} &= F_{\tau}(D^2 u), \quad t > 0, \quad x \in \Omega, \\
Du(\Omega) &= \tilde{\Omega}, \quad t > 0, \\
\quad u = u_0, \quad t = 0, \quad x \in \Omega.
\end{align*}
\]

We will use Theorem 1.1 to prove the solutions of the above special Lagrangian equations converging to those of problem (5.1). We consider different cases with respect to \( \tau \).

In [16], Schnürrer and Smoczyk studied the second boundary value problems for the Hessian and Gauss curvature flows. They showed the convergence of the Hessian and Gauss curvature flow to the prescribed Gauss curvature equations. We can use Theorem 1.1 to reprove part of their results. For simplicity, we only give the proof of the special case corresponding to \( \tau = 0 \) in equation (5.1) and (5.2).
Example 5.1. Assume that $\Omega, \tilde{\Omega}$ are bounded, uniformly convex domains with smooth boundary in $\mathbb{R}^n$, $0 < \alpha < 1$. Then for any given initial function $u_0 \in C^{2+\alpha}(\tilde{\Omega})$ which is uniformly convex and satisfies $Du_0(\Omega) = \tilde{\Omega}$, the strictly convex solution of the following problem

$$
\begin{aligned}
\frac{\partial u}{\partial t} &= \ln \det D^2 u, \quad t > 0, \quad x \in \Omega, \\
Du(\Omega) &= \tilde{\Omega}, \quad t > 0, \\
u &= u_0, \quad t = 0, \quad x \in \Omega.
\end{aligned}
$$

exists for all $t \geq 0$ and $u(\cdot,t)$ converges to a function $u^\infty(x,t) = \tilde{u}^\infty(x) + C_\infty \cdot t$ in $C^{1+\zeta}(\Omega) \cap C^{4+\alpha}(\tilde{D})$ as $t \to \infty$ for any $D \subset \subset \Omega$, $\zeta < 1$, that is,

$$
\lim_{t \to +\infty} \|u(\cdot,t) - u^\infty(\cdot,t)\|_{C^{1+\zeta}(\Omega)} = 0, \quad \lim_{t \to +\infty} \|u(\cdot,t) - u^\infty(\cdot,t)\|_{C^{4+\alpha}(\tilde{D})} = 0.
$$

And $\tilde{u}^\infty(x) \in C^\infty(\tilde{\Omega})$ is a solution of

$$
\begin{aligned}
\ln \det D^2 u &= C_\infty, \quad x \in \Omega, \\
Du(\Omega) &= \tilde{\Omega}.
\end{aligned}
$$

The constant $C_\infty$ depends only on $\Omega$, $\tilde{\Omega}$ and $F$. The solution to (5.4) is unique up to additions of constants.

Proof. From section 7 and section 9 in [16], Schnürer and Smoczyk had established estimates (1.4). Since the parabolic operator is concave with respect to the $D^2 u$ variables, by Remark 1.2 we know (1.5) holds. By Lemma 8.1 in section 8 of [16], we get the strict obliqueness estimates (1.6). Therefore, by Theorem 1.1, we obtain the desired convergence results.

In [10], Brendle and Warren obtained the existence and uniqueness of special Lagrangian graph for the special case $\tau = \frac{\pi}{2}$. In the following example, we give an alternative proof which shows the applications of Theorem 1.1 to the existence of solutions for the equations (5.1) when $\tau = \frac{\pi}{2}$.

Example 5.2. Assume that $\Omega, \tilde{\Omega}$ are bounded, uniformly convex domains with smooth boundary in $\mathbb{R}^n$, $0 < \alpha < 1$. Then for any given initial function $u_0 \in C^{2+\alpha}(\tilde{\Omega})$ which is uniformly convex and satisfies $Du_0(\Omega) = \tilde{\Omega}$, the strictly convex solution of the following problem

$$
\begin{aligned}
\frac{\partial u}{\partial t} &= \sum_{i=1}^{n} \arctan \lambda_i, \quad t > 0, \quad x \in \Omega, \\
Du(\Omega) &= \tilde{\Omega}, \quad t > 0, \\
u &= u_0, \quad t = 0, \quad x \in \Omega.
\end{aligned}
$$

exists for all $t \geq 0$ and $u(\cdot,t)$ converges to a function $u^\infty(x,t) = \tilde{u}^\infty(x) + C_\infty \cdot t$ in $C^{1+\zeta}(\Omega) \cap C^{4+\alpha}(\tilde{D})$ as $t \to \infty$ for any $D \subset \subset \Omega$, $\zeta < 1$, that is,

$$
\lim_{t \to +\infty} \|u(\cdot,t) - u^\infty(\cdot,t)\|_{C^{1+\zeta}(\Omega)} = 0, \quad \lim_{t \to +\infty} \|u(\cdot,t) - u^\infty(\cdot,t)\|_{C^{4+\alpha}(\tilde{D})} = 0.
$$
And \( \tilde{u}^\infty(x) \in C^\infty(\bar{\Omega}) \) is a solution of

\[
\begin{cases}
\sum_{i=1}^n \arctan \lambda_i = C^\infty, & x \in \Omega, \\
D u(\Omega) = \bar{\Omega}.
\end{cases}
\]  

(5.6)

The constant \( C^\infty \) depends only on \( \Omega, \bar{\Omega} \) and \( F \). The solution to (1.3) is unique up to additions of constants.

**Proof.** By Lemma 3.1, Lemma 3.11 in [14] and boundary condition, we see that the estimates (1.4) holds. Since the parabolic operator is concave with respect to the \( D^2 u \) variables, by Remark 1.2, we see that the estimate (1.5) holds. By Lemma 3.4 in [14], we know the strict obliqueness estimates hold. By Theorem 1.1, we obtain the desired results. \( \Box \)

Our next example is to show the existence of the special Lagrangian graphs for the general cases \( 0 < \tau < \frac{\pi}{2} \). We use Theorem 1.1 to show the convergence of the corresponding parabolic flows to the translating solutions.

**Example 5.3.** Assume that \( \Omega, \bar{\Omega} \) are bounded, uniformly convex domains with smooth boundary in \( \mathbb{R}^n \), \( 0 < \alpha < 1 \), \( 0 < \tau < \frac{\pi}{2} \). Then for any given initial function \( u_0 \in C^{2+\alpha}(\bar{\Omega}) \) which is uniformly convex and satisfies \( D u_0(\Omega) = \bar{\Omega} \), the strictly convex solution of the following problem

\[
\begin{cases}
\frac{\partial u}{\partial t} = F_\tau(D^2 u), & t > 0, \ x \in \Omega, \\
D u(\Omega) = \bar{\Omega}, & t > 0, \\
u = u_0, & t = 0, \ x \in \Omega.
\end{cases}
\]  

(5.7)

exists for all \( t \geq 0 \) and \( u(\cdot, t) \) converges to a function \( u^\infty(x, t) = \tilde{u}^\infty(x) + C^\infty \cdot t \) in \( C^{1+\xi}(\Omega) \cap C^{4+\alpha}(\bar{D}) \) as \( t \to \infty \) for any \( D \subset \subset \Omega, \ \zeta < 1 \), that is,

\[
\lim_{t \to +\infty} \| u(\cdot, t) - u^\infty(\cdot, t) \|_{C^{1+\zeta}(\Omega)} = 0, \quad \lim_{t \to +\infty} \| u(\cdot, t) - u^\infty(\cdot, t) \|_{C^{4+\alpha}(\bar{D})} = 0.
\]

And \( \tilde{u}^\infty(x) \in C^\infty(\bar{\Omega}) \) is a solution of

\[
\begin{cases}
F_\tau(D^2 u) = C^\infty, & x \in \Omega, \\
D u(\Omega) = \bar{\Omega}.
\end{cases}
\]  

(5.8)

The constant \( C^\infty \) depends only on \( \Omega, \bar{\Omega} \) and \( F \). The solution to (1.3) is unique up to additions of constants.

**Proof.** In recent papers [15] and [17], the authors study second boundary value problems for a class of fully nonlinear flows with general parabolic operators. By Lemma 3.1, Lemma 3.11 in [15] and boundary condition, we know the priori estimates (1.4) holds. Since the parabolic operator is concave with respect to the \( D^2 u \) variables, by Remark 1.2 we see that the estimate (1.3) holds. By Lemma 3.4 in [15], we know the strict obliqueness estimates hold. By Theorem 1.1 we obtain the desired convergence results. \( \Box \)
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