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Solutions of Rough Differential Equations (RDE) may be defined as paths whose increments are close to an approximation of the associated flow. They are constructed through a discrete scheme using a non-linear sewing lemma. In this article, we show that such solutions also solve a fixed point problem by exhibiting a suitable functional. Convergence then follows from consistency and stability, two notions that are adapted to our framework. In addition, we show that uniqueness and convergence of discrete approximations is a generic property, meaning that it holds excepted for a set of vector fields and starting points which is of Baire first category. At last, we show that Brownian flows are almost surely unique solutions to RDE associated to Lipschitz flows. The later property yields almost sure convergence of Milstein schemes.
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1. Introduction

Rough Differential Equations (RDE) are natural extensions of Ordinary Differential Equations (ODE) to equations driven by rough signals \([1,5,30,31]\). More precisely, RDE are equations of type

\[
y_{t,s} = a + \int_{s}^{t} f(y_{r,s}) \, d\mathbf{x}_r, \quad t \in [s, T],
\]

where \(\mathbf{x}\) is a \(p\)-rough path lying above a continuous path \(x\) of finite \(p\)-variation living in a Banach space \(U\). The order \([p]\) determines the tensor space in which \(x\) lives in and the iterated integrals of \(x\) to use. The minimal regularity of the vector field \(f\) also depends on \(p\). The solution \(y\) is itself of finite \(p\)-variation living in a finite or infinite Banach space \(V\). One of the main features of the theory of rough paths is the continuity of the Itô map \(\mathbf{x} \mapsto y\). When \(x\) is differentiable, (1) is understood as the ODE \(y_t = a + \int_{0}^{t} f(y_s) \, \dot{x}_s \, ds\). As for ODE, we recover Cauchy-Peano and Cauchy-Lipschitz (or Picard-Lindelöf) type results, where existence follows from Schauder fixed point theorem or from Picard fixed point theorem under stronger regularity conditions on the vector field \(f\). The later case implies uniqueness of solutions as well as extra properties.

Existence of solutions to (1) were first proved by T. Lyons using a fixed point theorem \([31]\). In \([10]\), A.M. Davie proposed an alternative approach based on discrete approximations so that solutions are constructed as limit of numerical schemes based on Taylor developments. P. Friz and N. Victoir \([14,16]\) have proposed another approximation based on sub-Riemannian geodesics, yielding again the convergence of numerical schemes. More recently, I. Bailleul have developed a framework in which the central tools are flows associated to (1) and their approximations \([1–3]\). By flows, we mean the family of solutions \(a \in V \mapsto y_{t,s}(a)\) when the later satisfies \(y_{t,s} \circ y_{s,r} = y_{t,r}\) for any \(r \leq s \leq t\). The approximation of the flow proposed by I. Bailleul, A. M. Davie and P. Friz-N. Victoir are all different, although giving rise to the same flow.

In \([5,6]\), we have proposed an “agnostic” framework for dealing directly with flows without referring to a particular approximation. Only a broad condition is given on the approximations of the flows, called almost flows, to obtain a non-linear sewing lemma, a natural extension of the additive and multiplicative sewing lemmas \([13,31]\). When the underlying space \(V\) is finite dimensional, a measurable flow may exist even when several solutions to (1) are known to exist \([6]\). When the flow is Lipschitz, it is uniquely associated to any almost flow in the same quotient class called a galaxy, a notion which reflects the “closeness” between the two objects. In \([5]\), we have studied the properties of stable almost flows, a condition ensuring
that compositions of the almost flows over small times remain Lipschitz, uniformly in the choice of the composition. The limiting flow is thus Lipschitz. We have also studied the relationship between stable almost flows and solutions to (1), which are unique in this case.

The goal of this article is threefold:

• We extend the notion of almost flow. We also continue our study of D-solutions, that are paths $z$ solutions to (1) satisfying

$$|z_t - \phi_{t,s}(z_s)| \leq C|t - s|^{\theta}, \ \forall s \leq t \text{ with } \theta > 1,$$

for an almost flow $\phi$. This notion of solution was introduced by A. M. Davie in [10]. Here, we focus on continuity and approximations of D-solutions when $\phi$ is a stable almost flow. Besides, we construct a functional $\Phi$ such that any D-solution solves the fixed point problem $z = \Phi(z)$. From this, we develop in our context the classical notions of consistency and stability [8, 26] which we relate to convergence.

More precisely, we construct a functional $\Phi$ such that any D-solution solves the fixed point problem $z = \Phi(z)$. At the difference with the classical setting for fixed point, $\Phi$ is defined only on D-solutions.

For a partition $\pi$, we also define a functional $\Phi^\pi$ such that any solutions to $z^\pi = \Phi^\pi(z^\pi)$ are discrete D-solutions, that is $z^\pi$ solves (2) for times $s, t$ in the partitions. Such discrete D-solutions are constructed explicitly through the numerical scheme $z_{t_{k+1}}^\pi = \phi_{t_{k+1}, t_k}(z_{t_k}^\pi)$ when $\pi = \{t_k\}_{k=0}^n$.

By consistency, we mean that any D-solution solves $z = \Phi^\pi(z) + \epsilon^\pi$ for a perturbative term $\epsilon^\pi$ that converges to 0 when the mesh of the partition converges to 0. By stability, we means that roughly $(\text{Id} - \Phi^\pi)$ is invertible with an inverse uniformly bounded with respect to $\pi$. Seen as a principle [8], the Lax equivalence theorem [26] is valid in many situations, including ours. It provides a simple way to assert convergence through the study of consistency and stability. We then show that the notion of stable almost flow, introduced in [5], leads to the stability of $\Phi^\pi$. The various estimates obtained in this part are the keys to fulfill our second objective.

• We prove generic properties associated to RDEs. When solved in an infinite dimensional space, solutions to ODE are not necessarily unique [12], nor the Euler scheme converges. Nevertheless, following some results due to W. Orlicz [34] and developed later by several authors, the set of vector fields and starting point points for which non-uniqueness/non-convergence of the Euler scheme hold are of Baire first category. The key point is that discrete approximations are uniformly approximated by discrete approximations in which vector fields is
Lipschitz continuous. We develop a similar approach for solutions to Young (when the driving path is of $p$-variation with $p < 2$) and rough (when the driving path is a rough path of finite $p$-variation with $2 \leq p < 3$). Such results exploit properties developed in the first part of this article regarding stable almost flows.

- We apply these results to Brownian flows to pursue the study of [10] by mixing them with considerations from H. Kunita [23]. In particular, we show that for any vector field, the solution to the Itô SDE $X_t = a + \int_0^t \sigma(X_s) dB_s$ for $\sigma \in \mathcal{C}_b^{1+\gamma}$, $\gamma > 0$, is also the unique D-solution to the corresponding RDE and is then associated to a Lipschitz flow. The notable points are that $\sigma$ is assumed to be less regular than for proving uniqueness through a Banach fixed point theorem; and that properties of stable almost flows are not used here. Besides, A.M. Davie proved that for almost any choice of a Brownian rough paths, with suitable conditions on the underlying space, there exists a vector field for which several D-solutions exist. To summarize, there exist Lipschitz flows which are not related to stable almost flows. This question was left open in [5].

Outline. In Section 2, we introduce objects and notations that we use through all the article. In Section 3, we define D-solutions, and show that they are solutions to a fixed point problem involving suitable functionals whose consistency, stability and convergence is studied. Generic properties are studied in Section 4. In Section 5, we study Brownian flows and show that it is fitted for our frameworks. We end with an appendix with general considerations on unbounded flows, boundedness of solutions as well as uniqueness of D-solutions.

2. Definitions and notations

We introduce some notations and global hypotheses (in force throughout the whole article) which follows (partly) the ones of [5,6].

Notation 1 (Simplex). For $C$ an interval of $\mathbb{R}$, we set $C^2_+ := \{(s, t) \in C^2 \mid s \leq t \}$ and $C^3_+ := \{(r, s, t) \in C^3 \mid r \leq s \leq t \}$.

Notation 2. We use

- Two non-decreasing functions $\delta$ and $\varpi$ from $\mathbb{R}_+$ to $\mathbb{R}_+$ with $\delta(0) = \varpi(0) = 0$. We write indifferently $\delta_t$ or $\delta(t)$, $t \geq 0$, whenever it is convenient.

- A time horizon $T > 0$ and $\mathbb{T} := [0, T]$.

- A map $\omega : \mathbb{T}^2_+ \to \mathbb{R}_+$ (a control) which is super-additive, $(\omega_{r,s} + \omega_{s,t}) \leq \omega_{r,t}$ for any $(r, s, t) \in \mathbb{T}^3_+$ and continuous close to its diagonal and such that $\omega_{s,s} = 0$ for all $s \in \mathbb{T}$. 


Global Hypothesis 1 (Controls over growth and remainder). For some $\kappa \in (0, 1)$, $2\varpi(x/2) \leq \kappa \varpi(x)$ for any $x \geq 0$.

Remark 1. Since $\kappa < 1$, $\varpi(x)/x$ converges to 0 as $x$ converges to 0.

Global Hypothesis 2 (Time horizon). The time horizon $T$ satisfies

$$\kappa + 2\delta T < 1.$$  \hspace{1cm} (3)

Let $V$ be a Banach space with the norm $|\cdot|$ and $i$ be the identity map from $V$ to $V$.

Notation 3 (Modulus of continuity, Lipschitz and Hölder norm). The \textit{modulus of continuity} of a function $f : V \to V$ is

$$\text{osc}(f, \delta) := \sup_{a, b \in V} |f(a) - f(b)| \text{ for any } \delta > 0.$$  

Its $\alpha$-Hölder semi-norm ($0 < \alpha \leq 1$) and its Lipschitz semi-norm are defined as

$$\|f\|_\alpha := \sup_{a \neq b} \frac{|f(a) - f(b)|}{|a - b|^\alpha} \text{ and } \|f\|_{\text{Lip}} := \sup_{a \neq b} \frac{|f(a) - f(b)|}{|a - b|}$$

when these quantities are finite. Moreover, if $f$ is bounded, we denote $\|f\|_\infty := \sup_a |f(a)|$.

We consider several families $\chi$ of objects indexed by $T^2_+$ (almost flows, control, ...). When these objects are functions from $V$ to $V$, we write the pair $(r, t) \in T^2_+$ in reverse order, that is $\chi_{t,r}$, as the composition of functions is usually written from right to left. Other objects are written with indices in order, that is $\chi_{r,t}$.

Definition 1 (Functions of class $\mathcal{O}$). A function $\chi$ from $T^2_+ \to C(V, V)$ is said to be \textit{of class} $\mathcal{O}$ if there exists a constant $C \geq 0$ such that

$$\text{osc}(\chi_{t,s}, L\varpi(\omega_{r,s})) \leq C\delta T(1 + L)\varpi(\omega_{r,t}), \forall (r, s, t) \in T^3_+, \forall L \geq 0.$$  \hspace{1cm} (4)

The smallest constant $C$ such that (4) holds is denoted by $\|\chi\|_6$.

Definition 2 (Semi-norm on functions of class $\mathcal{O}$). We define

$$\mathcal{O}(V, V) := \{\chi : T^2_+ \to C(V, V) \mid \chi \text{ is of class } \mathcal{O}\},$$

which is a vector space with a semi-norm $\|\cdot\|_6$.

Example 1. Let $\chi_{t,r}$ be Lipschitz with $\|\chi_{t,r}\|_{\text{Lip}} \leq K$ for any $(r, t) \in T^2_+$. Then $\chi \in \mathcal{O}(V, V)$ with $\|\chi\|_6 = K/\delta T$.  
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Example 2. Let \( x : \mathbb{T} \to \mathbb{U} \) be \( \alpha \)-Hölder continuous and \( f : V \to L(U, V) \) be \( \gamma \)-Hölder continuous with \( \theta := \alpha(1 + \gamma) > 1 \). Let \( \varphi(x) := x^\theta \) and \( \omega_{s,t} = t - s \). For \( a \in V \) and \((s, t) \in \mathbb{T}_+^2\), set \( \chi_{t,s}(a) := f(a)x_{s,t} \), where \( x_{s,t} := x_t - x_s \). Then

\[
|\chi_{t,s}(a) - \chi_{t,s}(b)| \leq \|f\|_\gamma \cdot \|x\|_\alpha |a - b|^{\gamma}(t - s)^{\alpha}, \quad \forall (s, t) \in \mathbb{T}_+^2.
\] (5)

With \( \delta_T := \|f\|_\gamma \cdot \|x\|_\alpha T^{\alpha\gamma} \), it follows from (5) that \( \chi \) is of class \( O \) with \( \|\chi\|_O \leq \gamma^\gamma/(1 - \gamma)^{1-\gamma} \).

Notation 4. Let \( \mathcal{F}[\delta] \) be the class of families \( \phi := \{\phi_{t,s}\}_{(s,t)\in \mathbb{T}_+^2} \) of functions from \( V \) to \( V \) which satisfy

\[
\phi_{t,s} = i + \hat{\phi}_{t,s} \text{ with } \hat{\phi} \in \Theta(V, V) \text{ and } \|\hat{\phi}\|_{\Theta} \leq 1, \quad (6)
\]

\[
\|\hat{\phi}_{t,s}\|_{\infty} \leq \delta_{t-s}, \quad \forall (s, t) \in \mathbb{T}_+^2. \quad (7)
\]

The set \( \mathcal{F} := \bigcup_{\delta} \mathcal{F}[\delta] \), union over all the functions \( \delta \) as in Global Hypothesis \( 1 \) (which is stable under addition), is equipped with the distance

\[
d_{\mathcal{F}}(\phi, \psi) := \sup_{(s,t)\in \mathbb{T}_+^2} \sup_{a\in V} |\phi_{t,s}(a) - \psi_{t,s}(a)|. \quad (8)
\]

Remark 2. In Appendix \( \text{A.1} \) we justify that assuming that \( \hat{\phi} \) is bounded unlike in \( \text{[6]} \) can be done without losing generality.

Definition 3 (Galaxy). Let \( \phi, \psi \in \mathcal{F} \). We say that \( \phi \) and \( \psi \) are in the same galaxy if there exists \( K \geq 0 \) such that

\[
\|\phi_{t,s} - \psi_{t,s}\|_{\infty} \leq K \varphi(\omega_{s,t}), \quad \forall (s, t) \in \mathbb{T}_+^2.
\] (9)

Definition 4 (Almost flow). We fix \( M \geq 0 \). Let \( \mathcal{A}[\delta, M] \) be the set of \( \phi \in \mathcal{F}[\delta] \) such that

\[
\|\phi_{t,r} \circ \phi_{s,r} - \phi_{t,s}\|_{\infty} \leq M \varphi(\omega_{r,t}), \quad \forall (r, s, t) \in \mathbb{T}_+^3 \quad (10)
\]

with \( \phi_{t,r} := \phi_{t,s} \circ \phi_{s,r} - \phi_{t,r} \). (11)

We write \( \mathcal{A} := \bigcup_{\delta, M} \mathcal{A}[\delta, M] \). An element of \( \mathcal{A} \) is called an almost flow.

Remark 3. Combining Examples \( \text{[1]} \) and \( \text{[2]} \) it is easily seen that this definition generalizes the one of \( \text{[6]} \).

Definition 5 (Flow). A flow is a family \( \psi : \mathbb{T}_+^2 \times V \to V \) which satisfies \( \phi_{t,s,r}(a) = 0 \) for any \( a \in V \) and any \((r, s, t) \in \mathbb{T}_+^3 \).
Remark 4. For \( i = 1, 2, 3 \), let us define \( \mathcal{M}_i \) be the maps from \( T_+^i \times V \) to \( V \). The operator \( \delta \) transforms maps in \( \mathcal{M}_2 \) to maps in \( \mathcal{M}_3 \). It is a non-linear generalization of the sewing operator introduced by M. Gubinelli in [17]. We use it as a shorthand. Yet it has also the following meaning. For a family of invertible maps \( \alpha \) in \( \mathcal{M}_1 \), we set \( \delta \alpha := \alpha_{t} \circ \alpha_{s}^{-1}, (s, t) \in T_+^2 \) so that \( \delta \alpha \in \mathcal{M}_3 \). Conversely, for an invertible flow \( \psi \in \mathcal{W} \), we set \( \alpha_t = \psi_{t,0}, t \in T \) so that \( \delta \alpha = \psi \). Hence, invertible flows belong both to the range of \( \delta \) : \( \mathcal{M}_1 \to \mathcal{M}_2 \) and the kernel of \( \delta \) : \( \mathcal{M}_3 \to \mathcal{M}_2 \). When \( \delta \alpha \) is “close” to 0 for an almost flow \( \phi \), a non-linear sewing map projects \( \phi \) to a flow \( \psi \), which thus satisfies \( \delta \psi = 0 \).

Notation 5. The elements of a partition \( \pi = \{t_i\}_{i=0}^n \) of \( T \) are written either as the points \( t_i \) or as the close intervals \([t_i, t_{i+1}]\) of successive points.

For a family \( \{y_i\}_{i \in T} \), we write \( y_i := y_{t_i} \) when no ambiguity arises. We use the same convention for functions over \( T_+^2 \) or \( T_+^3 \).

For a family \( \{f_{s,t}\}_{(s,t) \in T_+^2} \), we write either \( \sum_{i=0}^{n-1} f_{t_i,t_{i+1}} \) or \( \sum_{[u,v] \in \pi} f_{u,v} \) instead of \( \sum_{i=0}^{n-1} f_{t_i,t_{i+1}} \) when there is no ambiguity.

Definition 6 (Solution in the sense of Davie, or D-solution). Let \( n \geq 1 \). For an almost flow \( \phi \in \mathcal{A} \), a partition \( \pi = \{t_k\}_{k=0}^n \) of \( T \) and \( K \geq 0 \), we denote by \( \mathcal{P}_\pi[\phi, a, K] \) the set of \( V \)-valued families \( \{y_k\}_{k=0,\ldots,n} \) such that \( y_0 = a \) and

\[
|y_j - \phi_{j,i}(y_i)| \leq K \omega(s, t), \quad \forall 0 \leq i < j \leq n. \tag{12}
\]

We also set \( \mathcal{P}_\pi[\phi, a] := \bigcup_{K \geq 0} \mathcal{P}_\pi[\phi, a, K] \).

Similarly, we denote by \( \mathcal{P}[\phi, a] \) the set of paths \( y \in \mathcal{C}(T, V) \) with \( y_0 = a \) and

\[
|y_t - \phi_{t,s}(y_s)| \leq K \omega(s, t), \quad \forall (s, t) \in T_+^2, \tag{13}
\]

for some constant \( K \geq 0 \).

The elements of \( \mathcal{P}_\pi[\phi, a] \) and \( \mathcal{P}[\phi, a] \) are called solutions in the sense of Davie, which we shorten by D-solutions.

Definition 7 (Numerical scheme). Given a partition \( \pi = \{t_i\}_{i=0}^n \) of \( T \), the numerical scheme of an almost flow \( \phi \in \mathcal{A} \) is the sequence \( \{y_k\}_{k=0,\ldots,n} \) constructed iteratively by

\[
y_0 = a \text{ and } y_{k+1} = \phi_{t_{k+1}, t_k}(y_k), \quad k = 0, \ldots, n - 1.
\]

We now define the notion of convergence of partitions.
Definition 8 (Mesh and convergence). For a partition \( \pi = \{t_i\}_{i=0}^n \) of \( T \), we define its mesh by \( \text{Mesh} \pi := \max i = 0, \ldots, n-1\{t_{i+1} - t_i\} \). This define an order on partitions: \( \sigma \leq \pi \) if \( \text{Mesh} \sigma \leq \text{Mesh} \pi \). A family \( \{a_\sigma\}_\sigma \) with values in a metric space \( (V,d) \) is said to converge to \( a \in V \) whenever for any \( \epsilon > 0 \) there exists a partition \( \pi \) such that for any \( \sigma \leq \pi \), \( d(a_\sigma, a) \leq \epsilon \).

Remark 5. Inclusion defines another partial order on partitions [32]. We do not use it, except as some tool in some proofs.

3. Stability results on D-solutions

3.1. Space of D-solutions

We start by giving some precisions on the discrete and continuous spaces of D-solutions.

Lemma 1 (The spaces \( P_\pi[\phi, a] \) are not empty). For any almost flow \( \phi \in \mathcal{A}[\delta, M] \), for any partition \( \pi \) of \( T \) and any \( a \in V \), the numerical scheme \( y^n \) associated to \( \phi \) with \( y^n_0 = a \) belongs to \( P_\pi[\phi, a, L] \) with

\[
L := \frac{2(\delta_T + M)}{1 - \varkappa - 2\delta_T}.
\] (14)

Moreover, if \( \psi \) is in the same galaxy as \( \phi \), then \( P_\pi[\psi, a] = P_\pi[\phi, a] \).

The proof of this result is a variant of the one of the Davie lemma given in [5, 6].

Proof. We set \( U_{i,j} := |y_j - \phi_{j,i}(y_i)| \) for \( i \leq j \). Following [6,10], we proceed by induction on \( j - i \). First, we remark that \( U_{i,i} = U_{i,i+1} = 0 \). Second, for \( i \leq j \leq k \) with \( i < k \),

\[
y_k - \phi_{k,j}(y_i) = y_k - \phi_{k,j}(y_j) + \phi_{k,j}(y_j) - \phi_{k,j}(\phi_{j,i}(y_i)) + \phi_{k,j}(\phi_{j,i}(y_i)) - \phi_{k,i}(y_i) \\
= y_k - \phi_{k,j}(y_j) + y_j - \phi_{j,i}(y_i) + \hat{\phi}_{k,j}(y_j) - \hat{\phi}_{k,j}(\phi_{j,i}(y_i)) + \phi_{k,j}(\phi_{j,i}(y_i)) - \phi_{k,i}(y_i).
\] (15)

Our induction hypothesis is that \( U_{i,j} \leq L\varpi(\omega_{i,j}) \) when \( |j - i| \leq m \) for some level \( m \), where \( L \) is defined in (14). This is true for \( m = 0, 1 \).

Assume that the induction hypothesis is true whenever \( j - i \leq m \) for a level \( m \geq 1 \). We fix \( i < k \) such that \( |k - i| \leq m + 1 \). We are going to show that \( U_{i,k} \leq L\varpi(\omega_{i,k}) \).
If \( \omega_{i,k} = 0 \), it follows by super-additivity of the control \( \omega \) that \( \omega_{i,k-1} = \omega_{k-1,k} = 0 \). This implies according to induction hypothesis that \( U_{i,k-1} = U_{k-1,k} = 0 \). Then, using (15) with \((i, j, k) = (i, k-1, k)\) and (14), we get
\[
U_{i,k} \leq \delta_T (1 + L) \varpi(\omega_{i,k}) + M \varpi(\omega_{i,k}).
\] (16)

It follows that \( U_{i,k} = 0 \), therefore \( U_{i,k} \leq L \varpi(\omega_{i,k}) \) holds.

If \( \omega_{i,k} > 0 \), let us define \( j^* := \inf \{ j \in \{i + 1, \ldots, k\} \text{ such that } \omega_{i,j} > \frac{1}{2} \omega_{i,k} \} \). It follows of our definition of \( j^* \) and from the super-additivity of \( \omega \) that \( \omega_{j^*,k} \leq \frac{1}{2} \omega_{i,k} \) and \( \omega_{i,j^*-1} \leq \frac{1}{2} \omega_{i,k} \).

We consider two cases: either \( j^* < k \) or \( j^* = k \). For the first case, using the fact that \( \phi \) is an almost flow, (14) for \((r, s, t) = (i, j^*, k)\) and the equality (15) when \( j = j^* \),
\[
U_{i,k} \leq U_{i,j^*} + U_{j^*,k} + \operatorname{osc} (\hat{\phi}_{k,j^*}, U_{i,j^*}) + M \varpi(\omega_{i,k})
\]
\[
\leq U_{i,j^*} + U_{j^*,k} + C \delta_T (1 + L) \varpi(\omega_{i,k}) + M \varpi(\omega_{i,k}).
\] (17)
Then, we control \( U_{i,j^*} \) in (17) using (15) with \((i, j, k) = (i, j^*-1, j^*)\),
\[
U_{i,k} \leq U_{i,j^*-1} + U_{j^*,k} + \delta_T (1 + L)(\varpi(\omega_{i,j^*}) + \varpi(\omega_{i,k})) + M \varpi(\omega_{i,j^*}) + M \varpi(\omega_{i,k}).
\] (19)

We now applying the induction hypothesis to \( U_{i,j^*-1} \) and \( U_{j^*,k} \) in (19), and we use Global Hypothesis (1) to get
\[
U_{i,k} \leq \kappa L \varpi(\omega_{i,k}) + 2 \delta_T (1 + L) \varpi(\omega_{i,k}) + 2M \varpi(\omega_{i,k}).
\] (20)

Thus, with \( L \) given by (14), \( U_{i,k} \leq L \varpi(\omega_{i,k}) \).

In the second case, when \( j^* = k \), we use (15) with \( j = k-1 \) and (14) to get
\[
U_{i,k} \leq U_{i,k-1} + \delta_T (1 + L) \varpi(\omega_{i,k}) + M \varpi(\omega_{i,k}).
\] (21)

Thus, applying the induction hypothesis in (21) to \( U_{i,k-1} \),
\[
U_{i,k} \leq \frac{\kappa L}{2} \varpi(\omega_{i,k}) + \delta_T (1 + L) \varpi(\omega_{i,k}) + M \varpi(\omega_{i,k}).
\] (22)

Eq. (22) implies (20). It follows from the first case that \( U_{i,k} \leq L \varpi(\omega_{i,k}) \) with the same constant \( L \). This concludes the induction.

Therefore, the numerical scheme associated to \( \phi \) belongs to \( P_\pi[\phi, a, L] \). That \( P_\pi[\phi, a] = P_\pi[\psi, a] \) is immediate from (9).

The next result is a direct consequence of the continuous time Davie lemma [5, Lemma 10].
Lemma 2 (Uniform control on D-solutions). Consider \( \phi \in \mathcal{A}[\delta, M] \). Assume that for some \( A > 0 \), \( y \in \mathcal{P}[\phi, a, A] \). Then \( y \in \mathcal{P}[\phi, a, L] \) with \( L \) given by (14). Therefore, \( \mathcal{P}[a, \phi] = \bigcup_{A \leq L} \mathcal{P}[a, \phi, A] \).

Notation 6 (Projection and interpolation). Let \( \pi \) and \( \sigma \) be two partitions of \( T \) with \( \sigma \subset \pi \). Any path \( y \) in \( \mathcal{P}_\pi[\phi, a, K] \) or in \( \mathcal{P}[\phi, a] \) is naturally projected onto \( \{y_i\}_{i=0}^n \) in \( \mathcal{P}_\pi[\phi, a] \). Conversely, any element \( y \in \mathcal{P}_\pi[\phi, a] \) is extended through a linear interpolation as an element of \( \mathcal{C}([0, T], V) \). Again, we still denote this element by \( y \).

Using the above convention on projection and extension, we endow \( \mathcal{P}_\pi[\phi, a] \) with the uniform norm \( \|\cdot\|_\infty \). The proofs of the next lemmas are then immediate.

Lemma 3 (Convergence). Let \( K \geq 0 \). Let \( \{y^r\}_r \) be a sequence of paths in \( \mathcal{P}_\pi[\phi, a, K] \) and \( y \in \mathcal{C}([0, T], V) \) such that \( y^r \) converges in \( \|\cdot\|_\infty \) to \( y \). Then \( y \in \mathcal{P}[\phi, a, K] \).

Lemma 4 (Convergence II). Let us consider \( K, M \geq 0 \). For each \( n \in \mathbb{N} \), let us consider \( \phi^n \in \mathcal{A}[\delta, M] \), \( a^n \in V^n \) and \( y^n \in \mathcal{P}[a^n, \phi^n, K] \). Let \( \phi \in \mathcal{A}[\delta, M] \) and \( a \in V \). Assume that for some path \( y \in \mathcal{C}(T, V) \),

\[
d_x(\phi^n, \phi) + |a^n - a| + \|y^n - y\|_\infty \xrightarrow{n \to \infty} 0.
\]

Then \( y \in \mathcal{P}[\phi, a, K] \).

3.2. From discrete to continuous functionals on D-solutions

In this section, we construct functionals on \( \mathcal{P}_\pi[\phi, a] \) and thus on \( \mathcal{P}[\phi, a] \) using a limit argument. These functionals are to be seen as integrals that are defined only on D-solutions, unlike Young or rough integrals.

Proposition 1. Let \( \phi \in \mathcal{A}[\delta, M] \) and \( \pi \) be a partition of \( T \). Recall that \( \hat{\phi} \) is defined by (10). Let us set for \( i, j \in \pi_+^2 \),

\[
\Phi^\pi_{i,j}(y) := \sum_{k=i}^{j-1} \hat{\phi}_{k+1,k}(y_k) \text{ for } y = \{y_i\}_{i=0,\ldots,n} \in V^{n+1}.
\]

For \( y \in \mathcal{P}_\pi[\phi, a, K] \),

\[
|\Phi^\pi_{i,j}(y) - \hat{\phi}_{j,i}(y_i)| \leq A \rho(\omega_{i,j}) \text{ for any } (i, j) \in \pi_+^2 \tag{23}
\]

with \( A := \frac{2(\delta_T(1 + K) + M)}{1 - x} \). \( \tag{24} \)
Remark 6. We saw in Lemma 1 that the numerical scheme $y^r$ associated to $\phi$ with $y^r_0 = a$ belongs to $\mathcal{P}_r[\phi, a, L]$ with $L$ given by (14). Therefore, from the very construction of $y^r$: $y^r_j = a + \Phi^{j,r}_0(y^r)$.

Proof. From the very definition of $\Phi^r$,

$$\Phi^r_{i,j}(y) + \Phi^r_{j,k}(y) = \Phi^r_{i,k}(y) \text{ for } (i, j, k) \in \pi^3_+,$$

meaning that $\Phi^r$ is additive on the partition $\pi$.

For any $(r, s, t) \in \mathbb{T}_+^3$ and $a \in V$,

$$\Phi_{t,s,r}(a) = \Phi_{t,s}(\phi_{t,s,r}(a)) - \phi_{t,s}(a) + \phi_{t,s}(a + \phi_{s,r}(a)) - \phi_{t,r}(a).$$

Thus, for $(i, j, k) \in \pi^3_+$,

$$\hat{\phi}_{k,j}(y_j) + \hat{\phi}_{j,i}(y_i) - \hat{\phi}_{k,i}(y_i) = \hat{\phi}_{k,j}(y_j) - \hat{\phi}_{k,j}(y_i) + \phi_{k,j,i}(y_i).$$

Note that $y_j - y_i - \phi_{j,i}(y_i) = y_j - \phi_{j,i}(y_i)$. Since $\phi \in \mathcal{A}L$ and $y \in \mathcal{P}_r[\phi, a, K]$, (4), (6), (7) yield

$$|\hat{\phi}_{k,j}(y_j) + \hat{\phi}_{j,i}(y_i) - \hat{\phi}_{k,i}(y_i)| \leq \varepsilon(y_j)\delta_T\|\phi\|_0(1 + K) + M\varepsilon(y_i,k) \leq (\delta_T(1 + K) + M)\varepsilon(y_i,k),$$

because $\|\phi\|_0 \leq 1$. Combining (25) with (27) implies that $V^r_{i,j} := |\Phi^r_{i,j}(y) - \hat{\phi}_{j,i}(y_i)|$ satisfies

$$V^r_{i,k} \leq V^r_{i,j} + V^r_{j,k} + (\delta_T(1 + K) + M)\varepsilon(y_i,k).$$

Hence, (23) stems from the Davie lemma [3, Lemma 9].

Notation 7. For a partition $\pi = \{t_i\}_{i=0,...,n}$ of $\mathbb{T}$, we set

$$\mu_{s,t}(\pi) := \sup_{[t_i, t_{i+1}] \cap [s,t]} \frac{\varepsilon(\omega_{s,t+1})}{\omega_{t_i, t_{i+1}}}.$$ 

Remark 7. With Remark 1 $\mu_{s,t}(\pi) \to 0$ when Mesh $\pi \to 0$.

Let us consider a partition $\pi = \{t_i\}_{i=0,...,n}$ of $\mathbb{T}$. Using a linear interpolation, $\Phi^r_{s,t}(y)$ is naturally extended from $\pi_+^2$ to $\mathbb{T}_+$^2. Therefore, we extend to $\mathbb{T}_+^3$ the family $\Phi^r$ as functionals on $\mathcal{P}[\phi, a]$ or on $\mathcal{P}_r[\phi, a]$ with $\pi \subset \sigma$. 
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Corollary 1 (Consistency). Assuming Hypothesis 2 and \( \phi \in \mathcal{A}[\delta, M] \), there exists \( \Phi : \mathcal{P}[\phi, a] \rightarrow C([0, T], V) \) such that for any partition \( \pi \) of \( \mathbb{T} \), any \( y \in \mathcal{P}[\phi, a, K] \) and any \( K \geq 0 \),

\[
\begin{align*}
|\Phi_{s,t}(y) - \hat{\omega}_{s,t}(y_s)| &\leq A\omega(\omega_{s,t}), \quad \forall (s, t) \in \mathcal{T}^2_+, 
|\Phi_{s,t}(y) - \Phi_{s,t}^\pi(y)| &\leq A\mu_{s,t}(\pi)\omega_{s,t}, \quad \forall (s, t) \in \mathcal{T}^2_+, \\
\text{and} \quad \Phi_{r,s}(y) + \Phi_{s,t}(y) &\equiv \Phi_{r,t}(y) \text{ for } (r, s, t) \in \mathcal{T}^2_+. 
\end{align*}
\]

with \( A \) given by (24). Condition (30) means that \( \Phi^\pi \) is consistent.

Remark 8. This result does not claim that \( \mathcal{P}[\phi, a] \neq \emptyset \). When \( V \) is finite dimensional, the Ascoli-Arzelà theorem and thus Lemma 3 apply: the equi-continuity and boundedness of \( \{y^\pi\}_\pi \) with \( y^\pi \in \mathcal{P}[\phi, a, L] \) is a direct consequence of (7) and (12). When \( V \) is infinite dimensional, we discuss this point in Section 4.

Proof. Let \( \sigma \) and \( \pi \) be two partitions such that \( \pi \subset \sigma \). For \( (s, t) \in \pi^2_+ \) and \( y \in \mathcal{P}[\phi, a, L] \subset \mathcal{P}[\phi, a, L] \subset \mathcal{P}[\phi, a, L] \) (using the identification of Notation 6),

\[
|\Phi_{s,t}^\pi(y) - \Phi_{s,t}(y)| = \sum_{[u,v] \in \pi} \left| \sum_{[u',v'] \in \sigma \cap [u,v]} \hat{\phi}_{u',v'}(y_{u'}) - \hat{\phi}_{v,u}(y_u) \right|
= \sum_{[u,v] \in \pi} (\Phi^\sigma_{u,v}(y) - \hat{\phi}_{v,u}(y_u)) \leq \sum_{[u,v] \in \pi} A\omega(\omega_{u,v}) \leq A\mu_{s,t}(\pi)\omega_{s,t},
\]

for \( A \) given by (24). From this, it is easily deduced that \( \{\Phi_{s,t}^\pi(y)\}_\pi \) is a Cauchy sequence et for any \((s, t) \in \mathcal{T}^2_+ \) with respect to the nest of nested sequence of partitions. We set \( \Phi_{s,t}(y) := \lim_{\text{Mesh } \pi \to 0} \Phi_{s,t}^\pi(y) \). For any partition \( \pi \), (30) is satisfied and so is (29) by taking \( \pi = \{0, s, t, T\} \). We then set \( \Phi_{s,t}(y) := \Phi_{0,t}(y) \). The Chasles relation (31) is satisfied because \( \Phi^\pi \) satisfies the discrete Chasles relation (25). Combining (31) and (29), \( \Phi_{s,t}(y) \) is uniquely defined thanks to the Additive Sewing Lemma (see e.g. [17, 31] or [13, Theorem 1, p. 25] or [14, Lemma 4.2 p. 51]). □

Proposition 2. We assume Hypothesis 2 and \( \phi \) an almost flow in \( \mathcal{A} \). A path \( y \in \mathcal{C}(\mathbb{T}, V) \) satisfies \( y_t = \Phi_{0,t}(y) \), \( t \in \mathbb{T} \), if and only if \( y \in \mathcal{P}[\phi, a] \).

Proof. If \( y \in \mathcal{P}[\phi, a] \), both \( \{y_{s,t} := y_t - y_s\}_{(s,t) \in \mathcal{T}^2_+} \) and \( \{\Phi_{s,t}\}_{s,t \in \mathcal{T}^2_+} \) are additive functionals satisfying \( |z_{s,t} - \hat{\phi}_{s,t}(z_s)| \leq C\omega(\omega_{s,t}) \) for \((s, t) \in \pi^2_+ \). From the Additive
Sewing Lemma (see e.g. [17,31] or [13, Theorem 1, p. 25] or [14, Lemma 4.2 p. 51]), they are equal. Conversely, if \( y = \Phi(y) \), then with (29), \( |\phi_{s,t}(y)| \leq A \omega(\omega_{s,t}) \) meaning that \( y \in \mathcal{P}[\phi, a, A] \).

3.3. Stability and convergence of discrete approximations

We recover the general principle that consistency and stability yield convergence, as well as existence and uniqueness. For this, we need a stronger hypothesis on \( \Phi^n \).

**Hypothesis 1 (Stability).** Let \( \phi \in \mathcal{A}[\delta, M] \). Let \( \Phi \) and \( \{\Phi^n\}_n \) be the associated functionals given in Corollary 1 and Proposition 1. Assume that for each partition \( \pi \) of \( T \), \( \Phi^n \) is Lipschitz continuous on \( \mathcal{P}_\pi[\phi, a, L] \) with a constant \( \ell < 1 \) which is uniform in \( \pi \).

Thanks to the Lipschitz inverse function theorem, Hypothesis 1 implies that \( \text{Id} - \Phi^n \) is invertible with a bounded inverse which is uniform in \( \pi \). This is *stability*. We use in Corollary 3 below such a property on perturbations.

We now give the rate of convergence of numerical scheme. Applied to YDE and RDE (see [5,6]), we recover the already found rates of convergence:

- In [10], \( \omega(x) = x^\gamma/p \) for a vector field in \( \mathcal{C}_\gamma \) and \( x \) of finite \( p \)-variation, \( 2 \leq p < 3 \) and \( 1 + \gamma > p \), see Remarks 1 and 3. Our estimate is a upper bound for the right-hand side of (9), namely a rate of \( \gamma/p - 1 \).

- In [15, Theorem 10.3.3], a high order expansion of order \( n \) for a rough path of finite \( p \)-variation, \( 2 \leq p < 3 \), is given with \( \omega(x) = x^{(n+1)/p} \) for a vector field of class \( \mathcal{C}_\gamma, \gamma > p \) and \( n = \lfloor \gamma \rfloor \geq \lfloor p \rfloor \). The rate of convergence is \( (n+1)/p - 1 \).

- In [28] Sect. 5, p.1789], for YDE (\( 1 \leq p < 2 \)) with a vector field of class \( \mathcal{C}_\gamma \), \( 1 + \gamma > p \), the rate of convergence is \( 2/p - 1 \) with \( \omega(x) = x^{2/p} \).

**Proposition 3 (Rate of convergence of approximations).** Assume Hypothesis 1 on stability. For each partition \( \pi \) of \( T \), let \( y^n \) be the numerical scheme associated to \( \phi \) with respect to \( \pi \) (see Definition 1).

Then, for any \( y \in \mathcal{P}[\phi, a, L] \),

\[
\|y^n - y\|_\infty \leq \frac{A}{1 - \ell \mu(\omega_{0,T})} \omega_{0,T},
\]

(32)
where $\mu$ is defined in (28) and $A$ defined by (24) with $K = L$. Besides, $\{y_\pi\}$ is a Cauchy sequence with respect to $\|\cdot\|_\infty$ as $\text{Mesh } \pi \to 0$ with

$$
\|y^\sigma - y^\pi\|_\infty \leq \frac{2A}{1 - \ell} \max\{\mu_0, T(\pi), \mu_0, T(\sigma)\} \omega_0, T
$$

(33)

for any two partitions $\sigma$ and $\pi$ of $\mathbb{T}$. In consequence, $\mathcal{P}[\phi, a] = \{y\}$ with $y = \lim_\pi y^\pi$.

**Proof.** From Proposition 2, Definition 7 and Remark 6, $y^\pi$ is a Cauchy sequence with respect to $\|\cdot\|_\infty$ as $\text{Mesh } \pi \to 0$ with $y^\sigma - y^\pi \leq \frac{2A}{1 - \ell} \max\{\mu_0, T(\pi), \mu_0, T(\sigma)\} \omega_0, T$.

Hence, from Hypothesis 1,

$$
|y^\sigma - y^\pi| \leq \ell \|y^\sigma - y\|_\infty + |\epsilon^\sigma_{s,t}|.
$$

With (30) in Corollary 1 and since $y_0 = y_0$,

$$
\|y^\sigma - y\|_\infty \leq \ell \|y^\sigma - y\|_\infty + A \mu_0, T(\pi) \omega_0, T.
$$

As the uniform Lipschitz constant of $\Phi^\sigma$ satisfies $\ell < 1$ from Hypothesis 1, this proves (32).

If $z, y \in \mathcal{P}[\phi, a, K]$, then for any partition $\pi$ of $\mathbb{T}$, $\|y - z\|_\infty \leq \|y - y^\pi\|_\infty + \|z - y^\pi\|_\infty$, so that $y = z$. This proves uniqueness since $\mu_0, T(\pi)$ defined by (25) decreases to 0 with the mesh of $\pi$.

To prove (33), we consider first two nested partitions $\pi$ and $\sigma \subset \pi$. We proceed as above with $y$ replaced by $y^\sigma$. When $\sigma$ and $\pi$ are arbitrary partitions, then there exists a partition $\tau$ such that $\tau \subset \sigma$ and $\tau \subset \pi$. The triangle inequality yields (33). That $\mathcal{P}[\phi, a]$ is contains only the limit of $\{y_\pi\}$ follows from Lemma 5 since $y^\sigma \in \mathcal{P}_\pi[\phi, a, L]$ from Lemma 1.

3.4. Stable almost flows and continuity

We give now a sufficient condition to ensure Hypothesis 1. The notion of stable almost flow was introduced in [5].
Notation 8 (Ratio bound). For $\|\cdot\|$ being either $\|\cdot\|_x$ or $\|\cdot\|_{\text{Lip}}$, we define for $\phi : T^2_+ \to C(V,V)$,

$$\|\phi\|_{\text{Ratio bound}} := \sup_{(r,t)\in T^2_+} \frac{\|\phi_{t,r}\|_x}{\varpi(r,t)} \quad \text{and} \quad \|\phi\|_{\text{Ratio bound}} := \sup_{(r,s,t)\in T^3_+} \frac{\|\partial_r \phi_{t,s,r}\|_x}{\varpi(r,s,t)}.$$  

Definition 9 (Stable almost flow). A stable almost flow is an almost flow $\phi \in A[\delta, M]$ with $\|\phi_{t,s} - \iota\|_{\text{Lip}} \leq \delta_T$ which satisfies

$$\|\partial_r \phi\|_{\text{Lip}} < +\infty, \quad (34)$$

as well as the 4-points control

$$|\phi_{t,s}(a) - \phi_{t,s}(b) - \phi_{t,s}(c) + \phi_{t,s}(d)| \
\leq \phi_{t,s}(|a - b| \lor |c - d|) \times (|a - c| \lor |b - d|) + (1 + \delta_T)|a - b - c + d|, \quad (35)$$

where for any $\alpha \geq 0$,

$$\phi_{t,s}(\alpha \varpi(r,s)) \leq \phi^\circ(\alpha) \varpi(r,s), \quad \forall (r,s,t) \in T^3_+,$$

for $\phi^\circ \geq 0$ that depends on $\alpha$ and $\omega_{0,T}$. Let us denote by $\Delta A$ the subset of $A$ of stable almost flows.

Proposition 4. Let $\phi \in \Delta A$ be a stable almost flow. Then the corresponding functional $\Phi^\pi$ given by Corollary 1 satisfies

$$\sup_{(t_i,t_j)\in T^2_+} |\Phi^\pi_{i,j}(y) - \Phi^\pi_{i,j}(z)| \leq \ell_T \|y - z\|_x$$

with $\ell_T := \delta_T + \frac{\|\partial_r \phi\|_{\text{Lip}} + (1 + \delta_T)(2 + \delta_T) + \phi^\circ(K)}{1 - \varpi}$

for any $y, z \in P_+[\phi, a, K]$. In particular, $\ell_T \to 0$ as $T \to 0$.

Proof. Consider $y, z \in P_+[\phi, a, K]$. Let us set

$$V_{i,j} := \Phi^\pi_{i,j}(y) - \hat{\phi}_{j,i}(y_i) - \Phi^\pi_{i,j}(z) + \hat{\phi}_{j,i}(z_i). \quad (36)$$

As $\phi_{j,i} = i + \hat{\phi}_{j,i}$, we rewrite (36) as

$$V_{i,j} = \Phi^\pi_{i,j}(y) - \Phi^\pi_{i,j}(z) + \phi_{j,i}(y_i) - \phi_{j,i}(z_i) + y_i - z_i.$$
Using (25) in the proof of Proposition 1,

\[ V_{i,j} + V_{j,k} - V_{i,k} = \phi_{j,i}(y_i) - \phi_{j,i}(z_i) + y_j - z_j + \phi_{k,j}(y_j) - \phi_{k,j}(z_j) - \phi_{k,i}(y_i) + \phi_{k,i}(z_i) \]

\[ = \phi_{j,i}(y_i) - \phi_{j,i}(z_i) + y_j - z_j + \partial \phi_{k,j,i}(y_i) - \partial \phi_{k,j,i}(z_i) \]

\[ + \phi_{k,j}(y_j) - \phi_{k,j}(\phi_{j,i}(y_i)) - \phi_{k,j}(z_j) + \phi_{k,j}(\phi_{j,i}(z_i)). \]

Since \( \phi \) is stable almost flow, the 4-points control (35) on \( \phi \) yields

\[ |V_{i,j} + V_{j,k} - V_{i,k}| \leq \Phi_{k,j}(||y_j - \phi_{j,i}(y_i)|| \vee ||z_j - \phi_{j,i}(z_i)||) \times (||y_j - z_j|| \vee ||\phi_{j,i}(y_i) - \phi_{j,i}(z_i)||) \]

\[ + (2 + \delta_T) ||y_j - z_j - \phi_{j,i}(y_i) + \phi_{j,i}(z_i)|| + \|\partial \phi\|_{\text{Lip}+\omega} ||y_i - z_i|| \omega(\omega_{i,k}) \]

\[ \leq B||y - z||_\omega(\omega_{i,k}) \]

for \((i, j, k) \in \pi^+_+,\) where

\[ B := \|\partial \phi\|_{\text{Lip}+\omega} + (1 + \delta_T)(2 + \delta_T) + (1 \vee \delta_T)\phi^\partial(K). \]

Moreover, \( V_{i,i} = V_{i,i+1} = 0. \) From the Davie lemma (Lemma 9 in [5]) with \( U_{i,j} := |V_{i,j}|, \)

\[ |V_{i,j}| \leq \frac{2B}{1 - \kappa} ||y - z||_\omega(\omega_{i,j}), \forall (i, j) \in \pi^+_+. \]

Hence,

\[ |\Phi_{i,j}^\pi(y) - \Phi_{i,j}^\pi(z)| \leq \hat{\phi}_{j,i} \|y - z\|_\omega + \frac{B}{1 - \kappa} ||y - z||_\omega(\omega_{i,k}) \]

\[ \leq \left( \delta_T + \frac{2B}{1 - \kappa} \omega(\omega_{0,T}) \right) ||y - z||_\omega. \]

This proves the result. \( \square \)

**Corollary 2.** Let \( \phi \in SA \) be a stable almost flow. Then for \( T \) small enough, Hypothesis [7] is satisfied and thus (33) holds true.

### 3.5. Continuity results for stable almost flows

The next proposition is a discrete version of [5] Proposition 10] on the distance between two numerical schemes, one associated to a stable almost flow. The proof is close to the one of Proposition 4. The next result is the key to prove generic conditions.
Then there exists a time $T$ and (11),

Consider a partition $\pi$ on an almost flow. $\phi$ associated to

with (15) and since

where $\phi$ yields

$|y_j^\pi - \phi_{j,i}(y_i^\pi) - z_j^\pi + \psi_{j,i}(z_i^\pi)| \leq Cd_d(\phi,\psi)\varpi(\omega_{i,j}), \forall (i, j) \in \pi^+_3,$

$\|y^\pi - z^\pi\|_\infty \leq Cd_d(\phi,\psi) + C'|a - b|.$

Proof. The next proposition is a discrete version of [5, Proposition 10]. Set

$$U_{i,k} := y_i^\pi - \phi_{k,i}(y_i^\pi) - z_k^\pi + \psi_{k,i}(z_k^\pi).$$

For $i = 0, \ldots, n$, $U_{i,i} = U_{i,i+1} = 0$ from the definition of $y^\pi$ and $z^\pi$.

Set $\alpha_{j,i} := \phi_{j,i} - \psi_{j,i}$ and $\alpha_{k,j,i} := \phi_{k,j,i} - \psi_{k,j,i}$. Assume that for any $(i, j, k) \in \pi^+_3$,

$$|\alpha_{k,j,i}(z_i^\pi)| \leq \epsilon_1 \varpi(\omega_{i,k}),$$

$$\text{osc}(\alpha_{k,j},|z_j - \phi_{j,i}(z_i)|) \leq \delta_T \epsilon_2(1 + L)\varpi(\omega_{i,k}) \text{ and } |\alpha_{j,i}(z_i^\pi)| \leq \epsilon_3.$$

With (15) and since $y^\pi \in \mathcal{P}_2[\phi, a, L]$ and $z^\pi \in \mathcal{P}_3[\psi, b, L]$, the 4-points control (35) on $\phi$ yields

$$|U_{i,k}| \leq |U_{i,j}| + (1 + \delta_T)|U_{j,k}| + |\phi_{i,j,k}(z_i^\pi) - \psi_{i,j,k}(z_i^\pi)|$$

$$\varpi(\omega_{i,k})\left(\phi^\circ(L)(1 + \delta_T)|y^\pi - z^\pi|_\infty + \phi^\circ(L)|\phi_{j,i}(z_i^\pi) - \psi_{j,i}(z_i^\pi)|$$

$$+ \delta_T \epsilon_2(1 + L)\varpi(\omega_{i,k}) + \|\phi\|_{\text{Lip}^+} |y^\pi - z^\pi|_\infty\right)$$

$$\leq |U_{i,j}| + (1 + \delta_T)|U_{j,k}| + (N + N')|y^\pi - z^\pi|_\infty \varpi(\omega_{i,k})$$

where

$$N := (\epsilon_1 + \delta_T(1 + L)\epsilon_2 + \phi^\circ(L)\epsilon_3) \leq (1 + \delta_T L^\gamma + \phi^\circ)d_d(\phi,\psi)$$

and $N' := (\phi^\circ(L)(1 + \delta_T) + \|\phi\|_{\text{Lip}^+})$. 

\[17\]
The Davie Lemma [5, Lemma 9] implies that

\[ |U_{i,k}| \leq ND\varpi(\omega_{i,k}) + N' D\|y^\pi - z^\pi\|_{\infty}\varpi(\omega_{i,k}) \quad \forall (i,k) \in \pi^2_+ \]  

with \( D := \frac{2 + \delta_T}{1 - \varpi(1 + \delta_T)^2 - \delta_T} \).

Thus,

\[ \|y^\pi - z^\pi\|_{\infty} \leq ND\varpi(\omega_0,T) + N' D\|y^\pi - z^\pi\|_{\infty}\varpi(\omega_0,T) + (1 + \delta_T)|a-b|. \]

Assuming that \( T \) is small enough so that \( N'D\varpi(\omega_0,T) < 1 \),

\[ \|y^\pi - z^\pi\|_{\infty} \leq \frac{ND}{1 - N'D\varpi(\omega_0,T)} + \frac{1 + \delta_T}{1 - N'D\varpi(\omega_0,T)}|a-b|. \]  

(39)

Injecting (39) into (38) leads to the result.

\[ \Box \]

**Notation 10** (Perturbations). Let \( \mathcal{E} \) be the family of elements \( \epsilon \in \mathcal{O}(V,V) \) such that for some parameter \( \eta \geq 0 \),

\[ \|\epsilon\|_{\mathcal{E}} \leq \eta \]  

and \( \|\epsilon\|_{\infty} \leq \eta. \)  

(40)

We denote by \( \|\epsilon\|_{\mathcal{E}} \) the minimal value of \( \eta \) for which (40) holds. An element of \( \mathcal{E} \) is called a **perturbation** [6].

**Notation 11** (Perturbed numerical schemes). Given an almost flow \( \phi \in \mathcal{A}[\delta, M] \), a perturbation \( \epsilon \in \mathcal{E} \), a starting point \( a \in V \) and a partition \( \pi \) of \( T \),

\[ z^\pi_{i+1,k} = \phi_{k+1,k}(z^\pi_k) + \epsilon_{k+1,k}(z^\pi_k) \quad \text{with} \quad z^\pi_0 = a. \]

A perturbed numerical scheme solves \( z^\pi_{i,j} = \Phi^\pi_{i,j}(z^\pi) + E_{i,j} \) with \( E_{i,j} = \sum_{k=i}^{j-1} \epsilon_{i+1,k}(z^\pi_k) \).

In the context of numerical analysis, a perturbation \( \epsilon \) corresponds for example to **round-off errors** while the choice of an almost flow correspond to **truncation error**.

**Corollary 3** (Stability of perturbed numerical schemes). Let \( \phi \) be a stable almost flow and \( \epsilon \in \mathcal{E} \). Then there exists a constant \( K \) depending on \( \varpi, \omega_0,T, M \) and \( \delta \) such that for any partition \( \pi \) of \( T \),

\[ \|y^\pi - z^\pi\|_{\infty} \leq K \|\epsilon\|_{\mathcal{E}}, \]  

(41)

where \( y^\pi \) is the numerical scheme associated to \( \phi \) and \( z^\pi \) is the perturbed numerical scheme associated to \( (\phi, \epsilon) \).

**Proof.** From [6], \( \psi_{t,s} := \phi_{t,s} + \epsilon_{t,s} \) is an almost flow, yet not necessarily a stable one, that belongs to \( \mathcal{A}[\delta(1 + \eta), M + (2 + \delta_T)\eta] \). Moreover,

\[ d_{\mathcal{A}}(\psi, \phi) \leq \|\epsilon\|_{\mathcal{E}} \max\{(2 + \delta_T), \varpi(\omega_0,T)\}. \]

Inequality (41) stems from Proposition 5.  

\[ \Box \]
4. Generic properties of flows

4.1. The generic property

Related to differential equations, a generic property is a property which holds for "almost all" (in the sense of Baire) vector fields and starting points. A precise description relies on the notion of residual set. The study of generic properties to differential equations have started with W. Orlicz [34]. Many results are exposed in [33].

Definition 10 (Residual set). A set \( \mathcal{N} \) in a complete metric space \( \mathcal{M} \) is residual if its \( \mathcal{M} \backslash \mathcal{N} \) is of Baire first category.

Definition 11 (Generic property). A property is said to be generic if it is true on a residual set.

We now state our main result, which is an adaptation of the ones in [11, 25, 33] to our setting. It relies on the following lemma.

Lemma 5 (A. Lasota & J.A. Yorke, [33, Lemma 1.2]). Let \( \mathcal{M} \) be a complete metric space with a dense subset \( \mathcal{N} \). Assume that there exists \( \Theta : \mathcal{M} \to \mathbb{R}^+ \) such that \( \Theta(x) = 0 \) for any \( x \in \mathcal{N} \) and \( \Theta \) is continuous at any \( x \in \mathcal{N} \). Then \( \{ x \in \mathcal{M} \mid \Theta(x) = 0 \} \) is residual in \( \mathcal{M} \).

Hypothesis 2. We consider a complete metric space \( (\mathcal{Q}, d) \) with a dense subspace \( \mathcal{R} \). There exists a continuous mapping from \( (\mathcal{Q}, d) \) to \( \phi[f] \in \mathcal{A}[\delta, M] \) (\( d_\mathcal{A} \) is defined in Notation 9) which transforms \( f \in \mathcal{Q} \) into \( \phi[f] \in \mathcal{A}[\delta, M] \) and such that \( \phi[f] \in \mathcal{A}[\delta, M] \) for any \( f \in \mathcal{R} \).

Theorem 1 (Generic property of existence, uniqueness and convergence). Under Hypothesis 2, existence, uniqueness of D-solution and convergence of numerical schemes are generic properties. More precisely, let \( \mathcal{N} \) be the subset of \( \mathcal{M} = \mathcal{V} \times \mathcal{Q} \) such that the numerical schemes \( y^\pi \in \mathcal{C}(\mathcal{T}, \mathcal{V}) \) associated to \( \phi[f] \) with \( y_0^\pi \) converges uniformly with respect to \( \pi \) to some \( y \in \mathcal{C}(\mathcal{T}, \mathcal{V}) \). Then \( \mathcal{N} \) is a residual set in \( \mathcal{V} \times \mathcal{Q} \) and \( y \in \mathcal{P}[\phi[f], a] \). In addition, the subset \( \mathcal{V} \times \mathcal{R} \) of \( \mathcal{M} \) such that \( \mathcal{P}[\phi[f], a] \) contains only one point is a residual set.

Proof. Let us define for \( a \in \mathcal{V} \) and \( f \in \mathcal{Q} \),

\[
\Theta((a, f)) := \limsup_{\pi, \sigma \to 0} \sup_{\text{Mesh } \pi, \text{Mesh } \sigma} \| y^\pi[f, a] - y^\sigma[f, a] \| \_x,
\]
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We consider the case of RDE \( \Theta((a, f)) = 0 \) for any \((a, f) \in V \times \mathcal{R} \).

Let \( \{(a_k, f_k)\}_{k \geq 0} \) be a sequence of elements of \( \mathcal{M} \) converging to \((a, f) \in V \times \mathcal{R} \). By Hypothesis \( \phi[f_k] \in \mathcal{A}[\delta, M] \) while \( \phi[f] \in \mathcal{A}[\delta, M] \).

By the triangle inequality,
\[
\|y^\pi[f_k, a_k] - y^\sigma[f_k, a_k]\|_\infty \leq \|y^\pi[f_k, a_k] - y^\pi[f, a]\|_\infty + \|y^\pi[f, a] - y^\sigma[f, a]\|_\infty + \|y^\sigma[f_k, a_k] - y^\sigma[f, a]\|_\infty.
\]

Using Corollary \( \| \) and Proposition \( \| \),
\[
\|y^\pi[f_k, a_k] - y^\sigma[f_k, a_k]\|_\infty \\
\leq 2C(d_\mathcal{A}(\phi[f_k], \phi[f]) + |a - a_k|) + C' \max\{\mu_0, T(\pi), \mu_0, T(\sigma)\},
\]
for a constant \( C \) which depends on \( f \) but which is uniform in \( \pi, \sigma \), and a constant \( C' \) which is uniform on \( \pi, \sigma \). Thus, for any \( \epsilon > 0 \), one may choose \( k_0 \) large enough such that for any \( k \geq k_0 \) \( 2C(d_\mathcal{A}(\phi[f_k], \phi[f]) + |a - a_k|) \leq \epsilon \) as well as some \( \eta \) such that when \( \max\{\text{Mesh } \pi, \text{Mesh } \sigma\} \leq \eta \), \( C' \max\{\mu_0, T(\pi), \mu_0, T(\sigma)\} \leq \epsilon \). Therefore, for any \( k \geq k_0 \), \( \Theta((a_k, f_k)) \leq 2\epsilon \) and \( \lim_k \Theta((a_k, f_k)) = 0 \). It follows that \( \{\Theta((a, f)) = 0 \mid (a, f) \in V \times \mathcal{Q}\} \), which contains \( V \times \mathcal{R} \), is residual in \( V \times \mathcal{Q} \).

For the uniqueness, we replace \( \Theta \) by
\[
\Theta((a, f)) := \sup_{y, z \in \mathcal{A}[\phi[f], a]} \|y - z\|_\infty.
\]
Again by Proposition \( \| \) \( \Theta((a, f)) = 0 \) for \((a, f) \in V \times \mathcal{R} \). The proof is similar to the above one. \( \square \)

4.2. Application to RDE

We consider the case of RDE \( y_t = a + \int_0^t f(y_s) \, dx_s \), the result being similar for YDE. The driving rough path lies above a path living in a Banach space \( U \), while the solution \( y \) lives in another Banach space \( V \).

Let us fix \( 2 \leq p < 3 \). We consider a \( p \)-rough path \( \mathbf{x} := (1, \mathbf{x}^{(1)}, \mathbf{x}^{(2)}) \) with respect to the control \( \omega \) with values in \( \mathbb{R} \oplus U \oplus U^{\otimes 2} \), [31] Definition 3.1.3. This means that \( \mathbf{x} \) satisfies \( \mathbf{x}_{r,s} \otimes \mathbf{x}_{s,t} = \mathbf{x}_{s,t} \) for any \( r \leq s \leq t \leq T \) and
\[
\|\mathbf{x}\|_p := \sup_{(s, t) \in \mathbb{R}^2, s \neq t} \left( \frac{|\mathbf{x}_{s,t}^{(1)}|}{\omega_{s,t}^{1/p}} + \frac{|\mathbf{x}_{s,t}^{(2)}|}{\omega_{s,t}^{2/p}} \right) < +\infty.
\]
Definition 12 (Lipschitz vector fields). For any \( \gamma > 0 \), a vector field \( f : V \to L(U, V) \) is said to be a \( \text{Lip}(\gamma) \)-vector field (which we write \( f \in \text{Lip}(\gamma) \)) if it is of class \( \mathcal{C}_b^{[\gamma]} \) with

\[
\|f\|_\gamma := \sum_{k=0,\ldots,\gamma} \|D^k f\|_{\infty} + \|D^k f\|_{\gamma-[\gamma]} < +\infty,
\]

where \( \|f\|_\lambda := \sup_{x \neq y} |f(x) - f(y)|/|x - y|^\lambda \) is the \( \lambda \)-Hölder norm for \( 0 < \lambda \leq 1 \).

Fix \( R > 0 \) and \( \gamma > p - 1 \). We define

\[
\mathcal{U}(R, \gamma) := \{ f \in \text{Lip}(\gamma) \mid \|f\|_\gamma \leq R \}.
\]

We use \( \| \cdot \|_\gamma \) as a norm on \( \mathcal{U}(R, \gamma) \).

For \( f \in \mathcal{U}(R, \gamma) \), the Davie approximation is the family

\[
\phi_{t,s}[f, x](a) = a + f(a)x_{s,t}^{(1)} + f^{(2)}(a)x_{s,t}^{(2)} \quad \text{for } a \in V \text{ and } (s, t) \in T^2_n
\]

with \( f^{(2)}(a) = Df(a) \cdot f(a) \). When \( 1 + \gamma > p \), \( \phi[f, x] \) is an almost flow [6]. When \( \gamma > p \), then it is a stable almost flow [5]. A regularisation argument implies that when \( 1 \leq \gamma \leq 3 \), then \( \mathcal{U}(R, 3) \) is dense into \( \mathcal{U}(R, \gamma) \).

Lemma 6. Assume \( \gamma > 2 \). Let \( f_n \in \mathcal{U}(R, \gamma) \) which converges to \( f \in \mathcal{U}(R, \gamma) \). Then \( d_A(\phi[f_n, x], \phi[f, x]) \) converges to 0.

Proof. A classical computation shows that when \( \gamma > 1 \),

\[
\partial \phi_{t,s,r}[f](a) = (f(a + f(a)x_{r,s}^{(1)} + f^{(2)}(a)x_{r,s}^{(2)}) - f(a + f(a)x_{r,s}^{(1)}))x_{s,t}^{(1)}
\]

\[
= (f(a + f(a)x_{r,s}^{(1)} + f^{(2)}(a)x_{r,s}^{(2)}) - f(a))x_{s,t}^{(2)}
\]

\[
+ \int_0^1 (Df(a + \tau f(a)x_{r,s}^{(1)}) - Df(a)) f(a)x_{r,s}^{(1)} \otimes x_{r,t}^{(1)}. \quad (43)
\]

Thus, for a constant \( M \) that depends only on \( \|f\|_\gamma \) and \( \|x\|_p \),

\[
|\partial \phi_{t,s,r}[f](a)| \leq M \varpi(\omega_{r,t}) \quad (44)
\]

with

\[
\varpi(x) = x^{(2+\gamma)/p} \text{ and } M \leq \|f\|_\gamma^2 \max\{\|x\|_{1+\gamma}^2, \|x\|_{2+\gamma}^2\}. \quad (45)
\]

For \( \gamma > 2 \), we easily deduce from (12) and (13) that \( \phi[f_n, x] \) converges to \( \phi[f, x] \) with respect to \( d_A \), up to changing \( \gamma \) into \( \gamma' < \gamma \).

The result follows from straightforward computations. \( \square \)
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Combining the above results with Theorem 1 leads to the following result. The second points is obtained by applying a theorem of Kuratowski and Ulam (See also Theorem 4.2 in [11]).

**Corollary 4.** Existence, uniqueness and convergence of the numerical scheme related to the RDE $y = a + \int_0^t f(y_s) \, dx_s$ is generic with respect to $(a, f) \in V \times \mathcal{U}(R, \gamma)$ when $\gamma \geq 2$. In addition, if $V$ is separable, then there exists a residual set $\mathcal{R}$ in $\mathcal{U}(R, \gamma)$ such that for an $f \in \mathcal{R}$, there exists a residual set $\mathcal{V}[f]$ such that existence, uniqueness and convergence of the numerical scheme holds for $a \in \mathcal{V}[f]$.

### 5. Flows of diffeomorphisms through Brownian flows

Let $(A, \Sigma, \mathbb{P})$ be a probability space. In the following we note without necessarily specifying it, by $\alpha$ some element of $A$. Moreover, for an integer $k$, $L^k(A)$ denotes the space of random variables $K$ such that the quantity $\|K\|_{L^k} = \mathbb{E}(K^{1/k})$ is finite. In this section, the state space of the driving Brownian motion is $U = \mathbb{R}^d$, while the state space of the solutions is $V = \mathbb{R}^m$ for some $d, m \geq 1$.

**Hypothesis 3.** Let $\sigma : \mathbb{R}^m \to L(\mathbb{R}^d, \mathbb{R}^m)$ be a continuous function in $\sigma \in \mathcal{C}_b^{1+\gamma}$ for $\gamma \in (0, 1]$.

Let $B$ be a $d$-dimensional Brownian motion on $(A, \Sigma, \mathbb{P})$. We consider the family of Itô SDE

$$X_t(a) = a + \int_0^t \sigma(X_s(a)) \, dB_s \text{ for } t \geq 0, \ a \in \mathbb{R}^m. \quad (46)$$

Under Hypothesis 3 (even with $\gamma = 0$), there exists a unique strong solution to (46).

**Notation 12.** An *enhanced* (Itô) Brownian motion [14, Sect. 3.2] is a rough paths $B$ of order 2 decomposed as $B_{r,t} = 1 + B_{r,t} + B_{r,t}^{(2)}$ with

$$B_{r,t}^{(2)} = \int_r^t B_{r,s} \otimes dB_s, \ \forall (r, t) \in \mathbb{T}_+^2.$$

We assume that $(A, \Sigma, \mathbb{P})$ carries $B$.

The *Davie approximation* is naturally defined as

$$\phi_{t,s}[\sigma, \alpha](a) := a + \sigma(a)B_{s,t}(\alpha) + D\sigma(a) \cdot \sigma(a)B_{s,t}^{(2)}(\alpha) \text{ for } \alpha \in A. \quad (47)$$
In [6], we saw that $\phi[\sigma, \alpha]$ is an almost flow when $\sigma \in \mathcal{C}_b^{1+\gamma}$. When $\sigma \in \mathcal{C}_b^{2+\gamma}$, $\phi$ is a stable almost flow. This latter case grants uniqueness of D-solutions as well as the existence of a Lipschitz flow.

Here, we consider a deterministic function $\sigma : \mathcal{P} \rightarrow \mathcal{C}_b^1 \rightarrow \gamma$. When $\sigma : \mathcal{P} \rightarrow \mathcal{C}_b^2 \rightarrow \gamma$, $\phi$ is a stable almost flow. This latter case grants uniqueness of D-solutions as well as the existence of a Lipschitz flow.

A series of well-known results of H. Kunita state that $a \mapsto X_t(a, \alpha)$ defines a flow of diffeomorphisms for almost every $\alpha \in A$ (see below). Our main theorem states that under Hypothesis 3, there exists a Lipschitz flow associated to $\phi$ even when $\phi$ is not a stable almost flow. Here, we consider only Itô integrals as with the Stratonovich, similar results require more regularity.

Our main result below is closely connected to Proposition 4.3 in [10]. We denote by $\mathcal{C}_1^{1+\beta}$ the space of locally $(1+\beta)$-Hölder continuous functions.

**Theorem 2.** Assume Hypothesis 3 and let $X$ be the unique solution to the SDE (46). Set $\psi_{t,s}(a) := X_t \circ X^{-1}_s(a)$ for any $a \in V = \mathbb{R}^m$ and any $(s, t) \in \mathbb{T}_2$. Then $\psi$ is almost surely a flow of $\mathcal{C}_1^{1+\beta}$-diffeomorphisms, $0 < \beta < \gamma$, in the same galaxy as the almost flow $\phi[\sigma, \cdot]$ defined by (47), and $X(a)$ is the unique D-solution in $\mathcal{P}[\phi[\sigma, \cdot], a]$.

As the flow associated to the RDE is Lipschitz, some convergence results in [5] provides us a rate of convergence of discrete approximations, which is weaker as the one shown in Section 3 when stable almost flows are used. Here, the discrete approximation constructed from the Davie almost flow is the now classical Milstein scheme [20, 21].

The pathwise rate of convergence of Itô-Taylor approximations, including the Milstein schemes, have been studied in [18, 19, 21, 36]. For $\sigma \in \mathcal{C}_b^3$, the almost sure rate of convergence is $1 - \epsilon$ for any $\epsilon > 0$. Here, we consider $\sigma \in \mathcal{C}_b^{1+\gamma}$ with $\gamma \leq 1$. When $\sigma \in \mathcal{C}_b^{2+\gamma}$, the Davie approximation is a stable almost flow and we obtain a rate of convergence of $(2 + \gamma)/p - 1$ for any $p > 2$, hence of order $\gamma/2 - \epsilon$. For $\sigma \in \mathcal{C}_b^\gamma$, we obtain a rate of convergence not as good as the one of P. Kloeden and A. Neuenkirch [19]. Yet the main point of this section is to study the rate of convergence for an almost flow not necessarily stable, under weak regularity conditions.

**Corollary 5.** Assume Hypothesis 3, then the numerical scheme $X^\pi_t$ associated to the Davie approximation $\phi$ given by (47) with the initial condition $a \in \mathbb{R}^m$
converges almost surely to \( X \), the unique solution to the SDE \( \Psi(t) := (\text{Mesh} \, t) \frac{2}{3} - e \) for all \( e > 0 \) such that \( e < \frac{2}{3} \).

**Proof of Corollary** From Theorem 2, there exists a flow \( \psi \) of regularity \( C^{1+\beta}_{\text{loc}} \) \((0 < \beta < \gamma)\) in the galaxy of \( \phi \) with \( \varphi(x) = x^{(2+\gamma)(\frac{1}{3} - e')} \) for all \( \frac{1}{2} > e' > 0 \). Thus, according to [6, Theorem 4.3], \( X^n \) converges almost surely to \( X \) with a rate of convergence \( \Theta(n) = \pi \frac{2}{3} - e \) for all \( \frac{2}{3} > e > 0 \) and any initial condition \( a \in \mathbb{R}^m \).

We will give two proofs of Theorem 2, one being based on a regularization argument and the second one based on the Kolmogorov-Chentsov continuity theorem.

**Notation 13.** Let \( \Omega_N \) be the ball of radius \( N > 0 \) of \( \mathbb{R}^m \) and centered on 0. We denote \( \mathcal{G}_{T,N} := C^0([0,T] \times \Omega_N, \mathbb{R}^m) \) equipped with the norm
\[
\|x\|_{\mathcal{G}_{T,N}} := \sup_{t \in [0,T]} \sup_{a \in \Omega_N} |x_t(a)|, \quad \forall x \in \mathcal{G}_{T,N}.
\]

**Theorem 3 (23 Theorem 3.1 p.258).** If \( \sigma \) is of class \( C^{k+\gamma} \) with \( \gamma \in (0,1) \) and \( k \geq 1 \) then the solution map \((t,a) \mapsto X_t(a)\) is continuous a.s. and for all \( t \in [0,T] \) \( X_t(\cdot) \) is a \( C^{k+\beta} \)-diffeomorphism a.s. with \( 0 \leq \beta < \gamma \). Moreover, for all \( t \geq 0 \), \( a \in \mathbb{R}^m \),
\[
DX_t(a) = \text{Id} + \int_0^t D\sigma(X_s(a))DX_s(a) dB_s. \tag{49}
\]

**First proof of Theorem 2** Let \( \sigma_n \in C^{1+\gamma}_b(\mathbb{R}^m) \) with \( \gamma > 0 \) such that \( \|\sigma_n - \sigma\|_{C^{1+\gamma}_b} \to 0 \) as \( n \to \infty \). \( \|\sigma\|_\gamma \leq \mu := \|\sigma\|_\gamma \) and \( \sigma_n \in C^3_b \).

Denote by \( X^n \) the solution map to \( X^n_t(a) = a + \int_0^t \sigma^n(X_s^n(a)) dB_s \).

Since \( \sigma_n \in C^3_b \), \( X^n(a) \) is also a solution to the RDE \( X^n_t(a) = a + \int_0^t \sigma_n(X^n_s(a)) dB_s \) with \( \varphi(x) = x^{(2+\gamma)/p} \). (See among others [11,29] for the Itô case and [4,15,27] for the Stratonovich case to which a Itô-Stratonovich correction term may be applied).

As solutions to RDE are also D-solutions, \( X^n(a) \) is associated to \( \phi_t^{n,a}(a) := a + \sigma_n(a) B_{s,t} + D\sigma_n(a) \cdot \sigma_n(a) B_{s,t}^{(2)} \).

We know from [22, Theorems 2.3 and 2.5] that \( \{X^n\}_n \) converges in probability to \( X \) with respect to the topology generated by \( \|\cdot\|_{\mathcal{G}_{T,N}} \) for any \( N > 0 \).

Besides, set \( M^n_t(a) := X^n_t(a) - a = \int_0^t \sigma_n(X^n_s(a)) dB_s \). Recall that \( \Omega_N := \{ |a| \leq N \} \).

A direct application of the Burkholder-Davis-Gundy inequality on \( M^n_t(a) \) shows
that for any \( p \geq 2 \), there exists a constant \( C \) depending only on \( \mu, p \) and \( T \) such that

\[
E \left( \sup_{t \in [0,T]} \| M^n_t(\cdot) \|_{L^p(\Omega_N)}^p \right) \leq C, \ \forall n.
\]

Similarly, with the Grownall lemma and the Burkholder-Davis-Gundy, one gets that for a constant \( C' \) depending only on \( \mu, p \) and \( T \) such that

\[
E \left( \sup_{t \in [0,T]} \| D M^n_t(\cdot) \|_{L^p(\Omega_N)}^p \right) \leq C', \ \forall n.
\]

With the Sobolev embedding theorem [7, Theorem IX.16], for any integer \( N \), when \( p > m \) (\( m \) being the dimension of the space), there exists a constant \( K \) depending only on \( N \) and \( p \) such that

\[
\| M^n_t(a) \|_{|a| \leq N} \leq K \left( \| M^n_t(\cdot) \|_{L^p(\Omega_N)} + \| D M^n_t(\cdot) \|_{L^p(\Omega_N)} \right).
\]

Hence, for any \( p > m \) and any \( N > 0 \),

\[
\sup_{n \in \mathbb{N}} E \left( \| M^n \|_{g_{T,N}}^p \right) < +\infty.
\]

This proves that \( M^n \) is uniformly integrable. Therefore, \( \{X^n\}_{n \geq 0} \) converges also in \( L^p \) to \( X \) with respect to \( \| \cdot \|_{g_{T,N}} \). Therefore, there exists a subsequence \( \{n_k\}_k \) such that \( \{X^{n_k}\}_{k \geq 0} \) converges almost surely to \( X \) along a subsequence with respect to \( \| \cdot \|_{g_{T,N}} \).

Thanks to (14) and (15), each \( \phi^n \) belong to \( \mathcal{A}[\delta,M] \) for a random function \( \delta \) and a random constant \( M \) which depend only on \( \| B \|_p \) and \( \| \sigma \|_{\gamma} \). With Lemma 1, \( X^{n_k}(a) \in \mathcal{P}[\phi, a, L] \) for a random constant \( L \) which is uniform in \( k \geq 0 \) and in \( a \).

Lemma 4 implies that \( X^n(a) \in \mathcal{P}[a, \phi, L] \). Therefore, \( X(a) \) is a D-solution associated to \( \phi \).

Since \( X \) is a flow of \( \mathcal{C}^{1+\beta} \)-diffeomorphisms for any \( 0 \leq \beta < \gamma \), we set \( \psi_{t,s}(a) := X_t \circ X_{s}^{-1}(a) \) which defines a flow of \( \mathcal{C}^{1+\beta} \)-diffeomorphisms.

Since \( X \in \mathcal{P}[\phi, a, L] \) where \( L \) does not depends on \( a \),

\[
\sup_{a \in \mathbb{R}^N} |X_t(a) - \phi_t[s, \cdot](a)| \leq L \varpi(\omega_{s,t}), \ \forall (s, t) \in T^2_+.
\]

Therefore,

\[
\sup_{a \in \mathbb{R}^N} |\psi_{t,s}(a) - \phi_{t,s}[s, \cdot](X_s(a))| \leq L \varpi(\omega_{s,t}), \ \forall (s, t) \in T^2_+.
\]
This proves that $\phi$ and $\psi$ belong to the same galaxy.

Thanks to (49), we see that $a \mapsto \psi_{t,s}(a) - a$ is locally Lipschitz for each $(s, t)$ with a uniform control which decreases to 0 as $T$ decreases to 0. Hence $\psi$ is locally a flow of class $\theta$ (see Example [1]). Proposition 8 in Appendix shows that $X(\alpha)$ is the unique D-solution associated to $\phi[\sigma, \alpha]$ for almost all $\alpha \in A$. 

In the following we propose another proof of Theorem 2 which is essentially based on the classical proof of the Kolmogorov-Chentsov criterion [35, Theorem 1.8] and its adaptation for the rough paths [14, Theorem 3.1].

Let us denote, for any $a \in \mathbb{R}^m$ and any $(s, t) \in \mathbb{T}_+$

$$\Psi_{s,t}(a) := X_{s,t}(a) - \sigma(X_s(a))B_{s,t} - D\sigma(X_s(a)) \cdot \sigma(X_s(a))\mathbf{B}^{(2)}_{s,t}, \quad \text{ (50)}$$

where $X(a)$ is the Itô solution defined by (46).

**Lemma 7** ([10, Lemma 4.1]). If $\sigma \in \mathcal{C}_b^{1+\gamma}$ with $\gamma \in (0, 1)$, then for any $k > 0$,

$$\mathbb{E}(|\Psi_{s,t}(a)|^k) \leq C|t - s|^{k(\frac{2+\gamma}{2})}, \quad \forall a \in \mathbb{R}^m, \forall (s, t) \in \mathbb{T}_+^2,$$

where $C$ is constant that depends only on $k$, $\|\sigma\|_{\mathcal{C}_b^{1+\gamma}}$ and $T$ and $\Psi$ is defined by (50).

**Proposition 6.** We assume $\sigma \in \mathcal{C}_b^{1+\gamma}$ with $\gamma \in (0, 1)$. Let $k$ be the smallest integer such that $k > \frac{6}{\gamma}$. Then, there exists a positive random constant $K \in L^k(A)$ such that for all $(s, t) \in \mathbb{T}_+^2$ and all $a \in \mathbb{R}^m$,

$$|\Psi_{s,t}(a)| \leq K|t - s|^{\theta}, \quad \text{ (51)}$$

with $\theta := 1 - \frac{3}{k} + \frac{\gamma}{2} > 1$. It follows that the Itô solution $X(a)$ defined by (46) is a D-solution associated to the Davie almost flow defined by (47).

**Proof.** We fix the integer $k$ and the real $\theta$ as in the statement of the theorem. It is well known that a constant $C_k$ depending only on $k$ exists such that $\mathbb{E}(|B_{s,t}|^k) \leq C_k|t - s|^{k/2}$ and $\mathbb{E}(|\mathbf{B}^{(2)}_{s,t}|^k) \leq C_k|t - s|^{k}$ for any $(s, t) \in \mathbb{T}_+^2$.

For an integer $n \geq 0$, we set $D_n := \{\frac{kT}{2^n}, k = 0, \ldots, 2^n\}$ the dyadic partition of $[0, T]$. We define

$$K_n := \sup_{t \in D_n} |\Psi_{t,t+T2^{-n}}(a)|, \quad L_n := \sup_{t \in D_n} |B_{t,t+T2^{-n}}| \quad \text{ and } \quad M_n := \sup_{t \in D_n} |\mathbf{B}^{(2)}_{t,t+T2^{-n}}|.$$

It follows from Lemma 7 that for any $k \geq 0$,

$$\mathbb{E}(K_n^k) \leq \sum_{t \in D_n} \mathbb{E}(|\Psi_{t,t+T2^{-n}}(a)|^k) \leq C2^n2^{-nk\frac{2+\gamma}{2}}. \quad \text{ (52)}$$
In a same way, 
\[ \mathbb{E}(L_n^k) \leq C_k 2^{-n(k/2-1)} \text{ and } \mathbb{E}(M_n^k) \leq C_k 2^{-n(k-1)}. \] (53) 

For \( s < t \) in \( \bigcup_{n \in \mathbb{N}} D_n \), let \( m \) be an integer such that \( 2^{-(m+1)} \leq |t-s| \leq 2^{-m} \). There is an integer \( N \) and a partition \( s = \tau_0 < \tau_1 < \cdots < \tau_{N-1} < \tau_N = t \) of \([s,t] \) with the following properties

- for each \( i = 0, \ldots, N - 1 \), there \( n \geq m + 1 \), such that \( \tau_i, \tau_{i+1} \) are two consecutive points in \( D_n \),
- at most two consecutive points that have the same length.

Setting \( \Psi_{u,v,w}(a) := \Psi_{u,v}(a) - (\Psi_{u,v}(a) + \Psi_{v,w}(a)) \) for \( 0 \leq u \leq v \leq w \leq T \), we have
\[ \Psi_{s,t}(a) = \sum_{i=0}^{N-1} \Psi_{\tau_i,\tau_{i+1}}(a) + \sum_{i=0}^{N-1} \Psi_{\tau_i,\tau_{i+1},t}(a). \] (54)

We start by bounding the first right hand side of the above equation
\[ \frac{\left| \sum_{i=0}^{N-1} \Psi_{\tau_i,\tau_{i+1}}(a) \right|}{|t-s|^\theta} \leq \sum_{i=0}^{N-1} |\Psi_{\tau_i,\tau_{i+1}}(a)| \leq 2 \sum_{n \geq m+1} K_n 2^{n\theta} \leq K_\theta, \] (55)
where \( K_\theta := 2 \sum_{n \geq 0} K_n 2^{n\theta} \) is a random constant in \( L^k(A) \). Indeed,
\[ \|K_\theta\|_{L^k} \leq 2 \sum_{n \geq 0} \|K_n\|_{L^k} 2^{-n\theta} \leq 2 C \sum_{n \geq 0} 2^{-n\left(\frac{2+\gamma}{k} - \frac{1}{k} - \theta\right)}. \]

The above series is convergent because \( \frac{2+\gamma}{k} - \frac{1}{k} - \theta = \frac{2}{k} > 0 \).

To bound the second right hand side, we note that
\[ \Psi_{u,v,w}(a) = S_{u,v}^{(1)} B_{v,w} + S_{u,v}^{(2)} B_{v,w} + S_{u,v}^{(3)} B_{v,w}, \] (56)
with
\[ S_{u,v}^{(1)} := \sigma(X_v) - \sigma(X_u) - D\sigma(X_u)(X_v - X_u), \]
\[ S_{u,v}^{(2)} := D\sigma(X_u) \int_u^v (\sigma(X_z) - \sigma(X_u)) dB_z, \]
\[ S_{u,v}^{(3)} := D\sigma(X_u) \sigma(X_v) - D\sigma(X_u)\sigma(X_u). \]

We bound the moments of this three terms. For any \( k > 0 \),
\[ \mathbb{E}(|S_{u,v}^{(1)}|^k) \leq \|D\sigma\|_\gamma^k \mathbb{E}(|X_v - X_u|^{k(1+\gamma)}) \leq \|D\sigma\|_\gamma^k \mathbb{E}(|X_v - X_u|^{k(1+\gamma)}) \leq \|D\sigma\|_\gamma^k C_1 \|\sigma\|_\infty^{k(1+\gamma)}|v - u|^{\frac{k+\gamma}{k}} \], (57)
where $C_1 \geq 0$ is a constant that depends only on $k$ and $\gamma$. Similarly,
\[
\mathbb{E}(|S_{u,v}^{(2)}|) \leq \|D\sigma\|_\infty^{2k} C_2^2 \|\sigma\|_\infty^k |v - u|^k, \quad (58)
\]
and
\[
\mathbb{E}(|S_{u,v}^{(3)}|) \leq \left[\|D\sigma\|_\infty^2 \|\sigma\|_\infty^k + \|D\sigma\|_\gamma^k \|\sigma\|_\infty^{k(1+\gamma)} T^{k(\frac{1}{\gamma} - 1)}\right] C_3 |v - u|^{k\frac{2}{\gamma}}, \quad (59)
\]
where $C_2, C_3 \geq 0$ are constants depending only on $k$ and $\gamma$. It follows from (56)
\[
\sum_{i=0}^{N-1} \Psi_{\tau_i,\tau_{i+1},t}(a) \leq \sup_i |B_{\tau_i,\tau_{i+1},t}| \sum_{i=0}^{N-1} \left( |S_{\tau_i,\tau_{i+1}}^{(1)}| + |S_{\tau_i,\tau_{i+1}}^{(2)}| \right) + \sup_i |B_{\tau_i,\tau_{i+1},t}| \sum_{i=0}^{N-1} |S_{\tau_i,\tau_{i+1}}^{(3)}|.
\quad (60)
\]
Yet, we have
\[
\sup_i |B_{\tau_i,\tau_{i+1},t}| \leq \sum_{i=0}^{N-1} |B_{\tau_i,\tau_{i+1}}| \leq 2 \sum_{n \geq m+1} L_n. \quad (61)
\]
Using Chen’s relation
\[
\sup_i |B_{\tau_i,\tau_{i+1},t}| \leq \sum_{i=0}^{N-1} |B_{\tau_i,\tau_{i+1}}^{(2)}| + \sup_i |B_{\tau_i,\tau_{i+1},t}| \sum_{i=0}^{N-1} |B_{\tau_i,\tau_{i+1}}| \leq 2 \sum_{n \geq m+1} M_n + \left(2 \sum_{n \geq m+1} L_n\right)^2. \quad (62)
\]
Thus, combining (60), (61) and (62),
\[
\left| \sum_{i=0}^{N-1} \Psi_{\tau_i,\tau_{i+1},t}(a) \right| \leq 4 \sum_{n \geq m+1} L_n \sum_{n \geq m+1} \left( S_n^{(1)} + S_n^{(2)} \right)
\]
\[
+ \left(2 \sum_{n \geq m+1} M_n + \left(2 \sum_{n \geq m+1} L_n\right)^2\right) \left( \sum_{n \geq m+1} S_n^{(3)} \right),
\]
where $S_n^{(l)} := \sup_{u \in D_n} |S_{t,T^{l-1}}^{(l)}|$ for $l \in \{1, 2, 3\}$. We show with (57), (58) and (59),
in a same way as for $K_n$, that for $\ell \in \{1, 2\}$,
\[
\mathbb{E} \left( |S_n^{(l)}|^k \right) \leq C_4 2^{-n \frac{k(1+\gamma)}{2} - 1}, \quad \text{and} \quad \mathbb{E} \left( |S_n^{(3)}|^k \right) \leq C_5 2^{-n \frac{1+\gamma}{2} - 1}, \quad (63)
\]
where $C_4, C_5$ are constants that depend on $\|\sigma\|_{\psi^{k+\gamma}}$, $k$, $\gamma$ and $T$.
We recall that $\theta := 1 - \frac{3}{k} + \frac{2}{\beta}$, then $\theta > 1$ and there exists a constant $\theta_1 \in (\frac{1}{2} - \frac{2}{k}, \frac{1}{2} (\theta + \frac{1}{k} - \frac{2}{\beta}))$. We have
\[
\left| \sum_{i=0}^{N-1} \Psi_{\tau_i,\tau_{i+1},t}(a) \right| \leq K_\theta', \quad (64)
\]
where

\[ K'_{\theta} := 4 \sum_{n \geq 0} L_n 2^{n\theta_1} \sum_{n \geq 0} \left( S_n^{(1)} + S_n^{(2)} \right) 2^{n(\theta_2 - \theta_1)} + \left( 2 \sum_{n \geq 0} M_n 2^n \theta_1 + \left( 2 \sum_{n \geq 0} L_n 2^{n\theta_1} \right)^2 \right) \left( \sum_{n \geq 0} S_n^{(3)} 2^{n(\theta - \theta_1)} \right). \]  

(65)

The constant \( K'_{\theta} \) is random variable in \( L^k(A) \). Indeed, using (53), (63) and our choice of \( k, \theta_1, \theta_2 \), we check that the right hand side of (65) contains only converging series in \( L^k(A) \).

Setting \( K := K_{\theta} + K'_{\theta} \) and using (54), (55), (64), we obtain that for all \( s \leq t \) in \( \bigcup_{n \in \mathbb{N}} D_n, |\Psi_{s,t}(a)| \leq K|t-s|^{\theta} \), with \( K \in L^k(A) \). By continuity of \( (s,t) \mapsto \Psi_{s,t}(a) \) the above estimation is true for all \( (s,t) \in \mathbb{T}_+^2 \). This concludes the proof.

Second proof of Theorem 2. According to Proposition 6, when \( \sigma \in \mathcal{C}_b^{1+\gamma} \) with \( \gamma \in (0,1) \), the Itô solution \( X(a) \) is a D-solution associated to Davie almost flow \( \phi \). More precisely, \( X \in \mathcal{P}[\phi,a,K] \), with a random constant \( K \) that does not depend on \( a \). Then we conclude as in the first proof of Theorem 2. \( \square \)

A. Boundedness of solutions

A.1. Almost flows with linear or almost growth

In [6], almost flows are not necessarily bounded. In this appendix, we consider almost flows for which (7) and (10) are replaced by

\[ |\phi_{t,s}(a) - a| = |\hat{\phi}_{t,s}| \leq \delta_{t-s} N(a), \]  

(66)

\[ |\delta_{\phi_{t,s,r}}(a)| \leq N(a) \varpi(\omega_{s,t}) \]  

(67)

for a \( \gamma \)-Hölder function \( N : V \rightarrow \mathbb{R}^+ \) such that \( \inf_a N(a) > 0 \).

For any \( \pi \) of \( \mathbb{T} \) and any \( (s,t) \in \mathbb{T}_+^2 \), we write \( \phi_{t,s}^{\pi} := \phi_{t,t_j} \circ \cdots \circ \phi_{t_{i+1},t_i}, \) where \( [t_i, t_{i+1}] \) is the biggest interval of such kind contained in \( [s, t] \).

Theorem 4 ([6, Theorem 1]). There exists a time horizon \( T \) and constant \( L \geq 1 \) depending only on \( \|N\|_{\text{Lip}}, \delta, \omega \) and \( \varpi \) such that

\[ |\phi_{t,s}^{\pi}(a) - \phi_{t,s}(a)| \leq LN(a) \varpi(\omega_{s,t}), \forall (s,t) \in \mathbb{T}_+^2 \]

uniformly in the partition \( \pi \) of \( \mathbb{T} \).
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Now, let us fix $T$ as in Theorem 4, $R \geq 0$ and set $\Omega(R) := \{a \in V \mid |a| \leq R\}$. Let us consider a path $y \in \mathcal{C}(\mathbb{T}, V)$ such that $|y_{t,s} - \phi_{t,s}(y_s)| \leq K \varpi(\omega_{s,t})$ for any $(s,t) \in \mathbb{T}^2_+$ and $y_0 = a$ for some $a \in \Omega(R)$. With (66)-(67),

$|y_t(a)| \leq |a| + \delta_T N(a) + K \varpi(\omega_{0,T}).$

With $\overline{N}_R := \sup_{|a| \leq R} N(a)$,

$$\|y\|_\infty \leq R + \delta_T \overline{N}_R + K \varpi(\omega_{0,T}).$$

Combining the above inequality with Theorem 4 leads to the following uniform control.

**Corollary 6.** If the sequence of paths $\{t \mapsto \phi_{t,0}(a)\}$ converges to a path $y \in \mathcal{C}(\mathbb{T}, V)$, which is a D-solution, then $\|y(a)\|_\infty \leq R'$ with $R' := R + \delta_T \overline{N}_R + K \varpi(\omega_{0,T})$.

Combining Corollary 6 with (68) and Proposition 10 in [5], we obtain a truncation argument. Thus, as we consider starting points in a bounded set, we assume that stable almost flows are bounded without loss of generality.

**Corollary 7 (Truncation argument).** Let $\phi$ be an almost flow satisfying (66)-(67) and $\psi$ be a stable almost flow. We assume that $\phi = \psi$ on $\Omega(R')$ with $R'$ defined above. Let us consider a $D$-solution $y$ for $\phi$ with $y_0 = a$, $a \in \Omega(R)$ with a constant $K = LN_R$. Then $y$ is a $D$-solution for $\psi$ and is unique.

### A.2. Boundedness of solutions

We now give some general results about uniform boundedness of the solutions. For this, we add a hypothesis on the structure of the almost flows.

**Hypothesis 4.** Let $\Lambda : \mathbb{R}_+ \to \mathbb{R}_+$ be a continuous, non-decreasing function such that

$$\Lambda(0) = 0 \text{ and } \lim_{x \to 0} \Theta(x) = 0 \text{ with } \Theta(x) := \frac{\varpi(x)}{\Lambda(x)}.$$

Typically, we use $\Lambda(x) = x^{1/p}$ for some $p \geq 1$. This hypothesis is satisfies when considering YDE and RDE.

For $y \in \mathcal{C}([0, T], V)$, we define

$$\|y\|_\Lambda := \sup_{(s,t) \in \mathbb{T}^2_+} \frac{|y_t - y_s|}{\Lambda(\omega_{s,t})}.$$
**Notation 14.** Let $\mathcal{F}_\Lambda(\delta)$ be the elements of $\mathcal{F}[\delta]$ satisfying for some constants $C_\Lambda$ and $R_0$, $\phi_{t,s} = i + \hat{\phi}_{t,s}$,

$$\Phi(R) := \sup_{|a| \leq R} \|\hat{\phi}_{t,s}(a)\|_\Lambda \leq C_\Lambda R, \quad \forall R \geq R_0.$$  \hfill (69)

**Proposition 7.** Let $\phi \in \mathcal{F}_\Lambda[\delta]$. Let $y \in \mathcal{P}[\phi, a, K]$. When $C_\Lambda(\omega_{0,T}) \leq 1/2$,

$$\|y\|_x \leq 2|a| + 2K\varpi(\omega_{0,T}) + 2C_\Lambda R_0 \Lambda_0, T.$$  \hfill (70)

In addition,

$$\|y\|_\Lambda \leq C_\Lambda \max\{\|y\|_x, R_0\} + K\Theta(\omega_{0,T}).$$  \hfill (71)

**Proof.** With (13) and (69),

$$|y_t - y_s| \leq K\varpi(\omega_{s,t}) + C_\Lambda \max\{R_0, \|y\|_x\}\Lambda(\omega_{s,t}).$$

In particular,

$$\|y\|_x \leq |a| + K\varpi(\omega_{0,T}) + C_\Lambda(R_0 + \|y\|_x)\Lambda(\omega_{0,T}).$$

For $C_\Lambda(\omega_{0,T}) \leq 1/2$, this leads to (70). Since

$$|y_t - y_s - \hat{\phi}_{t,s}(y_s)| \leq K\varpi(\omega_{s,t}),$$

we obtain (71). \hfill $\Box$

**A.3. Uniqueness of D-solutions associated to flows of class $\mathcal{O}$**

In our setting, we have not assumed that a flow is continuous. If a flow is locally of class $\mathcal{O}$, then the associated D-solution is unique. We adapt the proof of [10, Proposition 4.3] in our setting.

**Proposition 8** (Uniqueness of D-solutions associated to flows of class $\mathcal{O}$). Let $\phi$ be a flow locally of class $\mathcal{O}$ and $y$ be a D-solution in $\mathcal{P}[\phi, a, K]$. Then $y_t = \phi_{t,0}(a)$ for any $t \in \mathbb{T}$ and is then unique.

**Proof.** As $y$ lives in a bounded set, we assume without loss of generality that $\phi$ is globally of class $\mathcal{O}$ as we use only local controls on the modulus of continuity of $\phi_{t,s}$. 
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Let $\pi = \{t_i\}_{i=0}^n$ be a partition of $[0, t]$, $t \leq T$. Let us set $y_k := y_{t_k}$ and $v_k = \phi_{t,t_k}(y_k)$. This way, $v_n = y_t$ while $v_0 = \phi_{t,0}(a)$. Using a telescoping series,

$$v_n - v_0 = \sum_{k=0}^{n-1} (v_{k+1} - v_k) = \sum_{k=0}^{n-1} \phi_{t,t_{k+1}}(y_{k+1}) - \phi_{t,t_{k+1}} \circ \phi_{t_{k+1},t_k}(y_k).$$

Set $d_k := |y_{k+1} - \phi_{t_{k+1},t_k}(y_k)|$. As $y \in \mathcal{D}[\phi, a, K]$, $d_k \leq K \varpi(\omega_{k,k+1})$. As $\phi_{t,t_k}$ is of class $\mathcal{O}$,

$$|v_n - v_0| \leq \sum_{k=0}^{n-1} (d_k + \delta T \|\hat{\phi}\|_c (1 + K) \varpi(\omega_{k,k+1}))$$

so that

$$|y_t - \phi_{t,s}(a)| = |v_n - v_0| \leq \left( K + \|\hat{\phi}\|_c (1 + K) \delta_T \right) \sum_{k=0}^{n-1} \varpi(\omega_{k,k+1}) \xrightarrow{\text{Mesh } \pi \to 0} 0$$

since $\varpi(x)/x$ converges to 0 as $x$ decreases to 0.
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