Unsupervised crop anomaly detection at the parcel-level using optical and SAR images: application to wheat and rapeseed crops
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ABSTRACT

This paper proposes a generic approach for crop anomaly detection at the parcel-level based on unsupervised point anomaly detection techniques. The input data is derived from synthetic aperture radar (SAR) and optical images acquired using Sentinel-1 and Sentinel-2 satellites. The proposed strategy consists of four sequential steps: acquisition and preprocessing of optical and SAR images, extraction of optical and SAR indicators, computation of zonal statistics at the parcel-level and point anomaly detection. This paper analyzes different factors that can affect the results of anomaly detection such as the considered features and the anomaly detection algorithm used. The proposed procedure is validated on two crop types in Beauce (France), namely, rapeseed and wheat crops. Two different parcel delineation databases are considered to validate the robustness of the strategy to changes in parcel boundaries.
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1. Introduction

Remote sensing images are widely used to study vegetation status and more specifically to monitor crop development. The link between these images, in particular optical and synthetic aperture radar (SAR), and crop vegetation has been investigated in many studies (Bannari et al., 1995; Wemmuller and Werner, 1997; Daughtry et al., 2000; Moran et al., 2000; Weiss et al., 2020). Optical images have been used in various applications requiring for instance land-cover classification and biophysical parameter estimation (Verrelst et al., 2015; Gómez et al., 2016). Optical images are convenient to use and interpret. However, they are sensitive to cloud coverage and atmospheric conditions, which is a known issue in remote sensing. SAR images provide more information on the vegetation structure (Kumar et al., 2013; Betbeder et al., 2016; Abdikan et al., 2016; Khabbazan et al., 2019) and are available at any day time and for any cloud coverage. However, SAR images are challenging to interpret, e.g., due to the presence of speckle noise, which may limit their readability. Recent reviews have mentioned the potential interest of using SAR images for vegetation monitoring (McNairn and Shang, 2016; Liu et al., 2019). Combining SAR and optical images is interesting because both types of images are complementary. Their joint use has also been encouraged by the large amount of free data provided by Sentinel-1 (S1) and Sentinel-2 (S2) satellites from the European Space Agency (ESA). Interesting remote sensing problems that have been addressed using optical and SAR images include crop classification (Hedayati and Bargiel, 2018; Denize et al., 2018) and change detection (Prendes et al., 2015a,b,c).

This paper addresses the problem of anomaly detection for crop monitoring at a parcel-level using optical and SAR images. It aims at meeting the farmers’ need for automated crop monitoring, e.g., for optimization of agricultural practices (disease or fertilization management for instance). The proposed anomaly detection strategy makes use of recent improvements in terms of computational power and access to near-real time (NRT) satellite images. To our knowledge, it is the first time that crop monitoring is formulated as an anomaly detection problem. At this point, it is worth mentioning the work conducted in (Albughdadi et al., 2017), which was devoted to detecting crop anomalies using agrometric indicators extracted from multispectral images. However, the algorithm studied in (Albughdadi et al., 2017) was based on the combination of missing data reconstruction and classification and not on anomaly detection methods.

In the literature, a similar problem solved using anomaly detection techniques concerns the mon-
Monitoring of wide agricultural areas (e.g., at the country-level). A motivation for this problem is the automated detection of vegetation areas that are potentially in critical status. It is particularly suited for international or national agencies interested in monitoring food security that have a need for early warning of food crises, drought monitoring, etc. Many investigations have been made using MODerated Resolution Imaging Spectroradiometer (MODIS) images. MODIS images have a low spatial resolution and a high temporal resolution, which make them adapted to global vegetation monitoring.

Another interest with MODIS data is that they have been made available since 2000. As a consequence, very long time series are available for the analysis of vegetation. Various methods have been introduced in the literature to address the problem of detecting abnormal vegetation areas using time series constructed from the MODIS Normalized Difference Vegetation Index (NDVI). Most approaches aim at modeling NDVI time series using historical data and detecting potential anomalies affecting these time series by comparing new observations with their corresponding predicted values. Common approaches are based on a parametric model for the time evolution of NDVI such as the double logistic or symmetric Gaussian models (Atzberger and Eilers, 2011a; Beck et al., 2006). Smoothing techniques can help to have more reliable time series and to work in NRT (Atzberger and Eilers, 2011b; Hird and McDermid, 2009; Klisch and Atzberger, 2016; Meroni et al., 2019). Various other approaches such as a decomposition of NDVI time series using season trend models (J. Verbesselt, 2012; Zhou and Tang, 2016), Seasonal Autoregressive Integrated Moving Average (SARIMA) models (Zhou et al., 2016) and prediction models such as extended Kalman filters (Sedano et al., 2015) have also been considered for analyzing the time evolution of NDVI. When looking at the literature on anomaly detection (Chandola et al., 2009; Pimentel et al., 2014), it appears that all the aforementioned methods aim at detecting contextual anomalies. In the case of agricultural monitoring, time is a contextual attribute and looking for contextual anomalies means finding an abnormal time period within the time series associated with the analyzed area. As defined in (Chandola et al., 2009), one way to deal with contextual anomalies is to model a normal temporal behavior and use this dynamic model to detect anomalies. In that case, it is worth noting that having long time series is mandatory to model normal behavior.

Two challenges appear when trying to adapt contextual anomaly detection methods (adapted to agricultural monitoring at the country-level) to the specific case of crop monitoring (and precision agriculture in general). The first challenge is the coarse spatial resolution of MODIS images, which is not adapted to work at the parcel-level. This problem is easily addressed with the new generation
Parcel-level crop anomaly detection.

of satellites such as S1 and S2 from the Copernicus program of the European Space Agency (ESA). The fine spatial and temporal resolution of S1 and S2 images allows working at the parcel-level with a high revisit frequency. The second challenge concerns the detection strategy to be used for crop anomaly detection. Contextual anomaly detection seems not particularly adapted to this problem for multiple reasons. First of all, historical modeling can be challenging because of crop rotation. There is also a lack of historical data for Sentinel satellites since the first S2 satellite was launched in 2015. Finally, it is important to note that crop anomaly detection requires to detect the most abnormal parcels within a season rather than detecting inter-annual abnormalities. All these reasons motivate the need to investigate new approaches for anomaly detection dedicated to crop monitoring, which is the main objective of this work.

Point anomaly detection has been receiving an increasing interest in the literature (as outlined in the review paper (Chandola et al., 2009) and (Pimentel et al., 2014)). Unlike contextual anomaly detection, point anomaly detection aims at comparing each instance of the dataset (here, each parcel) to the rest of the data to find the most different instances, that are isolated from the majority of the observed data. Point anomaly detection can be considered without a large amount of historical data. Moreover, multiple indicators providing information about the crop development can be used to detect point anomalies (not only NDVI), since no model of the normal behavior is required for the detection. Finally, note that point anomaly detection techniques are not able to detect “generalized” anomalies that could be defined as anomalies affecting the majority of parcels, such as drought. However, such techniques are able to detect the parcels that are the most (or less) affected by the so called “generalized” anomalies, which is more interesting for crop monitoring. All these reasons motivated our choice of using point anomaly detection techniques for crop monitoring.

This paper investigates the performance of point anomaly detection techniques for crop monitoring using SAR and optical images acquired using S1 and S2 sensors. It is organized as follows. Section 2 presents briefly the study area and the data used in this work. Section 3 introduces a parcel-based anomaly detection procedure for crop monitoring. Each step of this procedure is provided with practical implementation details. Section 4 validates the proposed approach on two different crop types (wheat and rapeseed crops) with a detailed analysis of the detection results. Moreover, two different parcel delineations are considered to confirm the robustness of the approach method to changes in the parcel boundaries. Finally, some conclusions and future work are reported in Section 5.
2. Study area and data

2.1. Study area

The analyzed area is located in the Beauce region in France covered by the T31UCP S2 tile (whose center is located approximately at 48°24’N latitude and 1°00’E longitude). Fig. 1 shows the tile location and the wide studied area. This area was chosen due to its richness of large cereal crop fields such as wheat and rapeseed. One season of wheat crops (2016/2017) and one season of rapeseed crops (2017/2018) are considered to show that the proposed method is robust to changes in crop types.

![Tile T31UCP S2 considered in this work located in the Beauce area (near Paris) and delimited by the red box.](image)

2.2. Parcel data

Two different parcel data are used in the study. The first part of the analysis (Sections 4.3 and 4.4) is conducted on a total of 2218 rapeseed parcels (2017/2018 growing season) and 3361 wheat parcels (2016/2017 growing season). The parcels discarded during the preprocessing steps detailed in what follows are not counted here. In this first part, parcel delineations are defined using a customer database coming from a partner of the TerraNIS company, located in Toulouse, France. Using this customer database allows us focusing on crop anomalies rather than detecting anomalies related to information coming from the database (such as the reported crop type, reported field delineation, etc.) even if some errors in the parcel boundaries are still present. In Section 4.5, we will validate the robustness of the proposed method to changes in the parcel boundaries using another parcel delineation system for the rapeseed growing season. To that extent, 2118 parcel delineations resulting from the French Land
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Parcel Identification System (LPIS) will be investigated. The French LPIS is also known as *Registre Parcellaire Graphique* (RPG). This database is available with an open license \(^1\) and is updated yearly (in general with a delay of 2 years) on the basis of the farmer’s Common Agricultural Policy (CAP) (Barbottin et al., 2018). For comparison purposes, and to avoid inherent errors in the LPIS reported crop type, each parcel of the customer database was matched with a corresponding LPIS parcel. Some parcels were not defined in the LPIS file, which explains why the number of parcels available for the LPIS analysis is slightly smaller than the number of parcels obtained when using the customer database.

Finally, to avoid problems in parcel frontiers, a buffer of 10 m was applied and too small parcels (area less than 0.5 ha) were discarded for both databases.

### 2.3. Remote sensing data

The multispectral S2 optical and SAR S1 images used in this study have been selected and downloaded from the PEPS platform of the French National Centre for Space Studies (Centre National d’Études Spatiales, CNES)\(^2\). Each S2 satellite has a theoretical revisit time of 10 days. Multispectral S2 optical images have 13 spectral bands. The blue, green, red, and near infrared channels (respectively Band 2 (490 nm), Band 3 (560 nm), Band 4 (665 nm) and Band 8 (842 nm)) have a spatial resolution of 10 m. The other channels have a spatial resolution of 20 m (Band 5 (705 nm), Band 6 (740 nm), Band 7 (783 nm), Band 8a (865 nm), Band 11 (1610 nm) and Band 12 (2190 nm)) or 60 m (Band 1 (443 nm), Band 9 (940 nm) and Band 10 (1375 nm)).

Radar S1 images were acquired by a C-band synthetic aperture radar (SAR) operating at a center frequency of 5.405 GHz. Each S1 satellite has a revisit time of 12 days. Ground Range Detected (GRD) products were used in the Interferometric Wide (IW) swath mode, allowing us to work with a 5 m by 20 m spatial resolution. GRD products provide focused SAR data that have been detected, multi-looked and projected to ground range using an Earth ellipsoid model. Phase information is lost but images are less sensitive to noise. Working with GRD images allowed the amount of images to be reduced for the analysis in order to keep a reasonable computational complexity of the learning step. Finally, the SAR images are available in dual polarization (VH+VV).

The acquisition dates of SAR (S1) and optical (S2) images are depicted in Fig. 2 for the 2016/2017

\(^1\)https://www.data.gouv.fr/fr/datasets/58d8d8a0c751df17537c66be/, online accessed 10 March 2020
\(^2\)peps.cnes.fr/, online accessed 10 March 2020
and 2017/2018 growing seasons. It was decided to select S2 images with a low cloud coverage (cloud coverage lower than 20%). The strategy considered to deal with remaining clouds will be detailed in Section 3.1. Finally, 41 S1 images and 10 S2 images were selected in 2016/2017 whereas 39 S1 images and 13 S2 images were selected in 2017/2018. Due to different cloud coverage for the two considered growing seasons, a lot of images were available in June 2018 whereas only one image was available in June 2017. Also, no image was selected between December 2017 and January 2018 whereas 3 S2 images were selected in 2016/2017 during the same period.

![Acquisition dates of the used images for 2016/2017 and 2017/2018 seasons. Each marker correspond to an available image. Too cloudy images were not used and are not represented.](image)

**Fig. 2:** Acquisition dates of the used images for 2016/2017 and 2017/2018 seasons. Each marker correspond to an available image. Too cloudy images were not used and are not represented.

### 3. Proposed strategy

The procedure proposed in this paper consists of four sequential steps depicted in Fig. 3 and discussed in detail in what follows.

![Diagram summarizing the main steps of the proposed approach.](image)

**Fig. 3:** Diagram summarizing the main steps of the proposed approach.
3.1. Image preprocessing

S2 images were preprocessed using the online MAJA processing chain (Hagolle et al., 2015) available on the PEPS platform of the Centre National d’Études Spatiales (CNES). This preprocessing step provides bottom-of-the-atmosphere level-2A ortho-rectified products expressed in surface reflectance. In addition to atmospheric correction, Level-2A images are available with a cloud mask that was used to discard cloud pixels in the images. A resampling strategy was adopted to obtain a spatial resolution of 10 m for the channels with a lower spatial resolution (for instance each 20 m by 20 m pixel was divided into four 10 m by 10 m pixels with the same value). Parcels fully covered by clouds during at least one time instant were discarded from the database. Conversely, parcels partially covered by cloud were analyzed using pixels not covered by the cloud mask. As previous work tackled the missing data problem (Albughdadi et al., 2017), the work on this paper concentrates on parcels with no missing data.

The PEPS platform was also used to build the database of S1 images. Its online ortho-rectification of S1 images on the S2 grid was used to have a correspondence in the pixels analyzed in S1 and S2 data. Ortho-rectification leads to time series associated with calibrated to $\gamma^0$, ortho-rectified and filtered Sentinel-1 images. Calibration to $\gamma^0$ produces a backscattering coefficient normalized by the cosine of the incidence angle (Holecz et al., 1994). The ortho-rectification used in this work is based on the Orfeo Toolbox (Inglada and Christophe, 2009), with a detailed version of the code available online\(^3\). After these steps, SAR images were projected on the S2 grid yielding pixels having a 10 m by 10 m resolution. Finally, a multitemporal speckle filtering was applied to denoise SAR images (Quegan and Jiong Jiong Yu, 2001). As pointed out in (Quegan and Jiong Jiong Yu, 2001), multitemporal speckle filtering is much more efficient than spatial filtering for denoising SAR images. However, it requires a heavier computational power, which can be an issue for practical applications. As a consequence, both filtered and non-filtered S1 images were considered in this study.

3.2. Extraction of SAR and optical indicators

Using raw pixels from remote sensing images is rarely adapted to study the vegetation status. Generally, a spectral transformation of two or more bands is computed for each pixel in order to enhance the contribution of vegetation properties (Bannari et al., 1995). Since the proposed approach is unsupervised, feature selection is more complicated. In practice, an unsupervised algorithm is likely to

\(^3\)https://github.com/CNES/S1Tiling, online accessed 10 March 2020
use all the features available for the analysis. Choosing irrelevant feature generally leads to irrelevant results, which explains why the indicators used in the study have to be selected carefully. The following section describes the indicators derived from optical and SAR images considered in this work and their importance for monitoring crop growth.

### 3.2.1. Optical vegetation indices

Many optical Vegetation Indices (VIs) have been proposed in the literature e.g., (Bannari et al., 1995; Wu et al., 2008). A VI relates the acquired spectral information to the observed vegetation, and thus allows better quantitative and qualitative evaluations of the vegetation covers. It is also important to choose indicators whose interpretation is easy, in order to understand why an anomaly has been detected. Our objective is not to analyze the various VIs available in the literature for crop monitoring but rather to propose a generic approach for detecting anomalies in different crops. This paper considers five benchmark optical VIs reported in Table 1.

The Normalized Difference Vegetation Index (NDVI) is a benchmark indicator for agronomic analysis that is mainly related to the plant vigor (Rouse et al., 1974; Bannari et al., 1995). The Normal Difference Water Index (NDWI) actually refers to two different benchmark indicators. The first version uses Near infrared (NIR) and Short Wave infrared (SWIR) to monitor changes in the water content of leaves (Gao, 1996). The second version uses the green band and NIR to monitor changes related to content in water bodies (McFeeters, 1996). Both formulas are similar to NDVI with different bands involved. The SWIR version of NDWI seems to be more appropriate for crop analysis. However, the GREEN version of NDWI can also provide relevant information, e.g., for flooded parcels. The Modified Chlorophyll Absorption Ratio Index (MCARI) was designed to extract information from the chlorophyll content in plants with a resistance to the variation of the Leaf Area Index (LAI). A variant called MCARI/OSAVI is using the Optimized Soil Adjusted Vegetation Index (OSAVI) to minimize the contribution of background reflectance (Wu et al., 2008; Daughtry et al., 2000). The Green Red Vegetation Index (GRVI) is similar to NDVI but uses the red and green bands. According to Motohka et al. (2010), GRVI can be a site-independent single threshold for detection of the early phase of leaf green-up and the middle phase of autumn coloring.
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### 3.2.2. SAR indicators

Many works have been performed to establish a relationship between SAR images and vegetation. One can mention for instance two recent reviews reporting the advances in this area of investigation (McNairn and Shang, 2016; Liu et al., 2019). The relationship between SAR and vegetation is not straightforward as other factors such as soil moisture or soil structure also impact SAR signals. A Radar Vegetation Index (RVI) was developed in (Kumar et al., 2013) but it requires polarizations that are not available with S1 images. The backscattering coefficients (denoted as $\gamma^0_{VH}$ and $\gamma^0_{VV}$) have been used intensively in the literature as for example in (Whelen and Siqueira, 2018; Khabbazan et al., 2019). Their ratio $\gamma^0_{VH}/\gamma^0_{VV}$ has also been used for vegetation analysis (Denize et al., 2018; Abdikan et al., 2016). It has the advantage of counterbalancing the effect of soil moisture (Veloso et al., 2017; Vreugdenhil et al., 2018). In addition to optical VIs, this paper considers the three SAR indicators summarized in Table 1.

**Table 1**

Vegetation indices computed from S2 images and SAR indicators computed from S1 images used in this paper. For S2, The near infrared (band 8), red edge (band 5), short wave infrared (band 11), green (band 3) and red (band 4) channels are denoted as NIR, RE, SWIR, GREEN and RED, respectively.

| Sensor type | Indicator | Formula |
|-------------|-----------|---------|
| Optical     | NDVI      | $\text{NIR} - \text{RED}$  \<br>$\text{NIR} + \text{RED}$ |
|             | NDWI<sub>SWIR</sub> | $\text{NIR} - \text{SWIR}$  \<br>$\text{NIR} + \text{SWIR}$ |
|             | NDWI<sub>GREEN</sub> | $\text{GREEN} - \text{NIR}$  \<br>$\text{GREEN} + \text{NIR}$ |
|             | MCARI     | $(\text{RE} - 0.1\text{IR}) / (\text{RE} + 0.1\text{RED})$ |
|             | OSAVI     | $(1 + 0.16 \times 0.16) \times \text{NIR} + \text{RED} / \text{NIR} + \text{RED} + 0.16$ |
|             | GRVI      | $\text{GREEN} - \text{RED}$  \<br>$\text{GREEN} + \text{RED}$ |
| SAR         | Cross-polarized backscattering coefficient VH | $\gamma^0_{VH}$ |
|             | Co-polarized backscattering coefficient VV | $\gamma^0_{VV}$ |
|             | Polarization ratio | $\gamma^0_{VH} / \gamma^0_{VV}$ |
3.3. **Input data for the anomaly detection algorithms**

3.3.1. **Zonal statistics**

The proposed approach detects crop anomalies at the parcel-level, through appropriate statistics referred to as “zonal statistics” (i.e., spatial statistics). Zonal statistics are computed from S1 and S2 indicators and summarize the information contained in each parcel (that are determined using the parcel delineation). Multiple statistics were considered such as the median, interquartile range (IQR), skewness and kurtosis. The median allows the mean behavior of a parcel to be captured (with more robustness than the classical mean) and can thus detect global anomalies such as anomalies in crop vigor. On the other hand, IQR contains important information related to heterogeneity. IQR is equal to the difference between the 75th and 25th percentiles. These two statistics are known to be robust to outliers that can affect the extracted features. Skewness aims at measuring the asymmetry of a distribution whereas kurtosis can be used to characterize the tail of a distribution. Both measures are complementary to median and IQR to analyze the distribution of the pixel within a crop parcel. These statistics were extracted for each indicator at each date for each parcel using the python libraries SciPy (Virtanen et al., 2020) and rasterstats\(^4\). As mentioned in Section 3.1, cloud pixels were discarded meaning that these statistics were computed from pixels not filtered by the cloud mask.

3.3.2. **Feature matrix**

From the zonal statistics of the different indicators computed at different dates, a feature matrix is constructed and used as the input of point anomaly detection algorithms. Each parcel is represented by a vector concatenating all the statistics computed for the different indicators at different dates. The number of features for a given parcel is \( N_f = N_i \left( \frac{N_{i,f} N_{1,f}}{N_{1,f}} + \frac{N_{2,f}}{N_{2,f}} \right) \), where \( N_{i,f} \) is the number of S1 images, \( N_{i,f} \) is the number of features for each S1 image, \( N_s \) is the number of statistics and similar definitions apply to \( N_{2,f} \) and \( N_{2,f} \) for S2 images. For instance, in 2017/2018, if all S1 and S2 images are used and two statistics (median/IQR) are computed for all the indicators (5 optical indicators and 4 SAR indicators), the number of features is equal to \( N_f = 442 \). Various sets of features were tested and analyzed as presented in the next section. The construction of the feature matrix is illustrated in Table 2 when using a unique indicator NDVI with 2 statistics. As each column corresponds to a unique combination statistics/indicator/time, it is possible to compare each parcel columnwise.

As illustrated in Table 2, there is a high number of features, which can induce a high computa-\(^4\)https://pythonhosted.org/rasterstats/. online accessed 10 March 2020
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Table 2
Simplified version of the feature matrix using NDVI only and two statistics (median/IQR) for $n$ dates and $M$ parcels. NDVI means NDVI computed for image $n$ whereas $\text{median}_{P_n}$ means median of the indicator computed inside the parcel $P_n$.

| Parcel # | Feature 1 | Feature 2 | Feature L-1 | Feature L |
|----------|-----------|-----------|-------------|-----------|
| $P_1$    | $\text{median}_{P_1} (\text{NDVI}_{P_1})$ | $\text{IQR}_{P_1} (\text{NDVI}_{P_1})$ | $\text{median}_{P_1} (\text{NDVI}_{P_1})$ | $\text{IQR}_{P_1} (\text{NDVI}_{P_1})$ |
| $P_2$    | $\text{median}_{P_2} (\text{NDVI}_{P_2})$ | $\text{IQR}_{P_2} (\text{NDVI}_{P_2})$ | $\text{median}_{P_2} (\text{NDVI}_{P_2})$ | $\text{IQR}_{P_2} (\text{NDVI}_{P_2})$ |
| ...      | ...       | ...       | ...         | ...       |
| $P_M$    | $\text{median}_{P_M} (\text{NDVI}_{P_M})$ | $\text{IQR}_{P_M} (\text{NDVI}_{P_M})$ | $\text{median}_{P_M} (\text{NDVI}_{P_M})$ | $\text{IQR}_{P_M} (\text{NDVI}_{P_M})$ |

In order to limit the data dimensionality, various approaches were tested. One can restrict the analysis to the most informative statistics and indicators (e.g., using only median statistics for S1 data) or by choosing specific dates. Another approach can be to use dimensionality reduction techniques in order to summarize all (or a part) of the features into a reduced set of interesting features.

A benchmark method is the Principal Component Analysis (PCA), which has received a considerable attention in the literature (Jolliffe, 1986). Multidimensional Scaling (MDS) (Borg and Groenen, 1997) was also investigated in this study and provided very similar results to PCA.

The dataset considered in this work is also highly unbalanced with a majority of S1 data. Since SAR images are available regardless of the day time and cloud coverage, the number of corresponding features can be very important compared to the features associated with optical images. In practice, because important information regarding vegetation is contained in optical images and because redundant information is contained in SAR images acquired at close acquisition dates, it was observed that using a majority of S1 data leads to poor results (more details will be provided in Section 4). One way of reducing the weight of S1 images (compared to S2 images) is to use monthly averaged S1 images (which are simply obtained by averaging the values of each month). Using monthly averaged S1 images provided interesting results that will be analyzed. Other techniques summarizing the information contained in the feature matrix were tested (moving averages, polynomial curve fitting, applying PCA to S1 data only) but did not improve the analysis significantly. Various combinations of features with and without dimensionality reduction techniques have been considered and will be described in Section 3.6, devoted to experimental results.

3.4. Point anomaly detection algorithms

Four benchmark anomaly detection algorithms are tested in this paper: One-Class Support Vector Machine (OC-SVM) (Schölkopf et al., 1999), Local Outlier Factor (LOF) (Breunig et al., 2000),...
its probabilistic extension Local Outlier Probabilities (LoOP) (Kriegel et al., 2009) and Isolation Forest (IF) (Liu et al., 2012). To run the experiments conducted in this study, the Python Scikit-learn implementations of OC-SVM, LOF and IF were used (Pedregosa et al., 2011). The Python library PyNomaly was used for the implementation of the LoOP algorithm (Constantinou, 2018). Details for each detection methods are given below, highlighting what makes them interesting for detecting anomalies in crops.

The LOF algorithm is an unsupervised anomaly detection method based on the nearest neighbors of the observed samples. The main idea behind LOF is that normal data instances occur in dense neighborhoods and anomalies occur far from their closest neighbors (Chandola et al., 2009). This algorithm compares the local density of each instance with that of its k-nearest neighbors (knn). More precisely, the LOF score is defined as the ratio between the average local density of the knn and the local density of the data instance itself. A LOF score higher than 1 means that the analyzed instance has a local density lower than its neighbors and is very likely an outlier. A LOF score close to 1 indicates that the data instance under test has a normal behavior. One major issue in nearest neighbors techniques is that they rely on the distance measure and the number of neighbors used in the analysis. Choosing a relevant distance is often challenging, and an irrelevant distance measure is not able to separate inliers and outliers. Another drawback of the LOF score is that the outlier factor is difficult to interpret and is not consistent over the complete dataset (i.e., a given LOF score can correspond to different degrees of outlierness depending on the region where it is computed) (Kriegel et al., 2009). This problem is addressed by the LoOP algorithm which is also evaluated here. The LoOP algorithm uses local statistics that are less sensitive to the choice of knn and provide an anomaly score belonging to the interval [0, 1]. A detailed formulation of LOF is provided below to understand the idea behind anomaly detection based on nearest neighbors methods. The reader is invited to consult (Kriegel et al., 2009) for more details about the LoOP algorithm and its differences respect to LOF. Let knn(P) be the set of k nearest neighbors of an object P. Let k-dist(P) be the distance between the object P and its k-th nearest neighbor. A mathematical formulation of the LOF score can be obtained in 3 steps. First, the reachability distance rd_k(P, O) of P with respect to O is defined as follows:

\[
\text{rd}_k(P, O) = \max\{d(P, O), k\text{-dist}(O)\}.\tag{1}
\]

\footnote{The number of k-nearest neighbors of the object P denoted as |knn(P)| can be greater than k in the case of multiple instances located at the same distance.}
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For an object $P$ far from $O$, the reachability distance is the actual distance between $P$ and $O$. However, for closer objects, the true distance is replaced by $k$-dist($O$) for stability reasons (Breunig et al., 2000). This smoothing effect can be controlled by the parameter $k$. Using the notion of reachability distance, a local reachability distance of an object $P$ denoted as $\text{lrd}(P)$ can be computed as follows:

$$\text{lrd}_k(P) = \left[ \sum_{O \in \text{knn}(P)} \frac{\text{rd}(P, O)}{\text{lrd}(P)} \right]^{-1}.$$  

(2)

The local reachability distance $\text{lrd}_k(P)$ is the inverse of the average reachability distance of the object $P$ from its neighbors, i.e., the average distance at which $P$ can be reached from its neighbors. Finally, the LOF score of an object $P$ is the average local reachability of its neighbors divided by the local reachability density of this object, i.e.,

$$\text{LOF}_k(P) = \sum_{O \in \text{knn}(P)} \frac{\text{lrd}(O)}{\text{lrd}(P)} \frac{1}{|\text{knn}(P)|}.$$  

(3)

For both LOF and LoOP, $k$ is a hyperparameter that has to be fixed. Note that LoOP require to adjust an additional parameter known as the “extent” parameter and denoted as $\lambda$. This parameter defines the statistical notion of an outlier as an object deviating more than a given $\lambda$ times the standard deviation from the mean (Constantinou, 2018).

OC-SVM (Schölkopf et al., 1999; Tax and Duin, 2004) is a model-based technique, which assumes that all training instances are part of the same class delimited by a separating boundary and that the instances that are not inside the learned boundary are anomalies (Chandola et al., 2009). One important difference between the OC-SVM algorithm and the three other algorithms considered in this work is that OC-SVM was initially developed for novelty detection, which is slightly different from anomaly detection (or outlier detection). In novelty detection, a model is learned using normal data and the aim is to detect if new unseen data points are novel (i.e., abnormal compared to the training data). However, during the training phase, the estimated boundary frontier does not necessarily include all the training instances for robustness reasons (i.e., to avoid overfitting). Training instances located outside the estimated frontier are then considered as anomalies. An upper bound for the fraction of training samples located outside the frontier has to be fixed by the user. The choice of this bound can largely influence the behavior of the classifier (Schölkopf et al., 1999; Pimentel et al., 2014).
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The linear OC-SVM algorithm, as defined in Schölkopf et al. (1999) looks for the maximal margin hyperplane between the data points and the origin (Lampert, 2009). For a set of instances \( x_i \in \mathcal{X} \) (where \( \mathcal{X} = \{ x_1, ..., x_n \} \) is the training set) with a hyperplane defined by \( w^T x + b = 0 \), the OC-SVM algorithm requires to solve the following problem:

\[
\min_{w, \xi, \rho} \frac{1}{2} ||w||^2 + \frac{1}{n} \sum_{i=1}^{n} \xi_i - \rho. \tag{4}
\]

subject to

\[
w^T x_i \geq \rho - \xi_i \quad \text{and} \quad \xi_i \geq 0, \forall i = 1, ..., n. \tag{5}
\]

The first parameter \( \nu \) usually approximates the fraction of training errors and support vectors (it is an upper bound for the fraction of training errors and a lower bound for the fraction of support vectors). As mentioned before for outlier detection, \( \nu \) may be difficult to choose if there is no prior information about the percentage of outliers. The slack variables \( \xi_i \) allow the classifier to create a soft margin in order to prevent from over-fitting. Indeed, the slack variable \( \xi_i \) allows the vector \( x_i \) to lie within the margin.

A kernel can be used to transforms the OC-SVM linear model into a non-linear model as for the classical SVM method. A Radial Basis Function (RBF) kernel was investigated in this paper defined for two vectors \( x \) and \( x' \) as

\[
K(x, x') = \exp \left( -\frac{||x - x'||^2}{2\sigma^2} \right). \tag{6}
\]

The choice of this kernel was mainly motivated by its effectiveness that has been observed in many different practical applications (Schölkopf et al., 2004; Kuo et al., 2014). The RBF kernel has a single hyperparameter referred to as kernel bandwidth and denoted as \( \sigma \) which has to be adjusted for each dataset. In practice, an efficient heuristic (Jaakkola et al., 1999; Aggarwal, 2017) consists of estimating the parameter \( \sigma \) as the median of the pairwise Euclidean distances between vectors from the learning set \( \mathcal{X} \), denoted as median(dist(\( \mathcal{X} \))). An important difference exists between OC-SVM and the other algorithms regarding the anomaly score given at each instance. As explained before, in order to construct the OC-SVM boundary, the parameter \( \nu \) has to be fixed by the user. If the percentage of anomaly
to be detected is changing with time, a new separating frontier has to be learned. Consequently, in the OC-SVM algorithm, anomaly scores can change according to the amount of anomalies to be detected. Conversely, for LOF, LoOP and IF, an anomaly score is given for each instance analyzed independently from the amount of abnormal parcels to be detected. Thus it is possible to select the percentage of anomaly to be detected by sorting the instances using their anomaly scores.

The IF algorithm uses a new concept called isolation that aims at detecting anomalies without using any distance or density measure, assuming that outliers can be isolated more easily than other instances. Using binary isolation trees to separate instances, outliers are more likely to be isolated at the root of the trees whereas inliers tend to be isolated at deeper parts of the trees. The IF algorithm constructs multiple random isolation trees defining a so-called forest of iTrees. The construction of an iTree is detailed in Algorithm 1. It can be observed that it is mostly random: at each node, a random feature is chosen with a random split value. When using random splits with random features, outliers are more likely to be isolated first. The number of splitings required to isolate an instance is called the path length. The anomaly score of a given instance can be defined from the averaged path length in the forest. Outliers will have a short average path length whereas inliers will be isolated with a large number of splitings. The IF algorithm is known to be very fast compared to other algorithms (especially for large datasets) since it does not compute a pairwise distance matrix.

Algorithm 1 iTree($\mathcal{X}$, $l$, $e$) (Liu et al., 2008)

**Input:** $\mathcal{X}$ - input data, $e$ - current tree height, $l$ - height limit

**Output:** an iTree

if $e \geq l$ or $|\mathcal{X}| \leq 1$ then
  return external-node{$\text{Size} \leftarrow |\mathcal{X}'|$}
else
  Let $Q$ be a list of attributes (i.e., features) of $\mathcal{X}$
  1) randomly select an attribute $q \in Q$
  2) randomly select a split point $p \in [\min(q), \max(q)]$
  3) $\mathcal{X}_q' \leftarrow \text{filter}(\mathcal{X}', q < p)$, \{all instances with attribute $q < p$\}
  4) $\mathcal{X}_q' \leftarrow \text{filter}(\mathcal{X}', q \geq p)$
  return internal-node{$\text{Left} \leftarrow \text{iTree}(\mathcal{X}_q', e + 1, l)$,
                   $\text{Right} \leftarrow \text{iTree}(\mathcal{X}_q', e + 1, l)$
                   $\text{splitFeature} \leftarrow q$,
                   $\text{splitValue} \leftarrow p$}
end if
3.5. Performance evaluation

3.5.1. Labeling process

In order to validate the performance of the proposed strategy, having access to labeled parcels is mandatory. A partial labeling of the dataset was made by analyzing the parcels detected as abnormal by the different algorithms. In other words, each time a new set of features or a new algorithm tuning was tested, the parcels declared as anomalies were counterchecked by experts, confirming the anomaly or not, and determining the type of anomaly (see details later). Three main reasons motivated a partial labeling of the dataset: 1) labeling exhaustively a complete dataset would have been time consuming and not efficient because there is by definition a majority of normal parcels inside each dataset, 2) because the proposed approach is unsupervised, a complete labeling is not necessary to run an anomaly detection algorithm and 3) a relatively high amount of parcels was analyzed in each scenario in order to have a selection of the biggest anomalies present in the dataset. As a consequence, the partial labeling made in this work ensures a good balance between feasibility of the labeling and interpretation of the results.

The labeling was conducted by photo-interpretation with the help of agronomic experts from the TerraNIS company located in Toulouse, France. In addition to photo interpretation, the different time series were visualized for each indicator/statistic to compare an analyzed parcel to the rest of the data. Using time series indicators often allowed more precise interpretation of the anomalies. More details and examples regarding the labeling process can be found in the supplementary material (see Appendix A). Using photo-interpretation provided enough information to label with confidence a significant part of the parcels. The different anomalies detected throughout the study can be decomposed into 4 main categories: heterogeneity problems, growth anomalies, boundary errors and non-agronomic anomalies. A description of each category is presented in Table 3 and more details are provided below. The term “subtle” will be used to characterize transient anomalies that do not have a strong and global impact on the parcels and the corresponding features. Generally, only a limited time period of the full season is affected by a subtle anomaly.

- **Heterogeneity** corresponds to parcels presenting a clear heterogeneous development. The most common case of heterogeneity occurs during the majority of the season dates and can be related for instance to soil problems, presence of weed or diseases. More subtle cases of heterogeneity were observed at the beginning (early heterogeneity) or at the end of the season (heterogeneity...
Table 3
Description of the different categories of detected anomalies during the labeling process. Subcategories were added to have a more precise description.

| Category          | Subcategory                        | Description                                                                 |
|-------------------|------------------------------------|-----------------------------------------------------------------------------|
| Heterogeneity     | Heterogeneity                      | Occurs during most of the season                                            |
|                   | Heterogeneity (2 different parts)  | The parcel is separated into two homogeneous different parts               |
|                   | Early heterogeneity                | Occurs during senescence                                                   |
|                   | Heterogeneity after senescence     | Occurs during early season                                                  |
| Growth            | Late growth                        | A late development is observed (non-vigorous crop)                         |
|                   | Vigorous crop                      | A vigorous development is observed                                          |
|                   | Early flowers                      | Early flowering phase                                                      |
|                   | Early senescence                   | Early senescence phase                                                     |
|                   | Late senescence                    | Late senescence phase                                                      |
| Boundary file error | Wrong type                       | A wrong type of crops was declared                                          |
|                   | Wrong shape                        | Wrong parcels boundaries were declared                                      |
| Non-agronomic     | Too small                          | The parcel seems too small to be labeled accurately                         |
|                   | Not sure / unknown reason          | The parcel is probably normal (no strong anomaly visible)                   |
|                   | SAR anomaly                        | Only SAR indicators seem abnormal                                           |
|                   | Red channel problem                | The optical red band has value equal to zero (only 1 image affected) causing abnormal indicators. |
|                   | Shadow perturbation (cloud or forest) | Shadows seem to cause abnormality in the optical indicators. |
practice, detecting such anomaly could be interesting to detect errors in the list of boundaries provided by farmers.

- The “Not sure” label concerns a majority of non-agronomic anomalies. This label was given to parcels that seem to be normal when inspecting the indicators and images. In some cases, some few extreme values have been observed but not sufficiently to be labeled as an anomaly. Because normality is difficult to be confirmed, the label “not sure” was used instead of “normal”. The label “Unknown reason” concerns only few parcels where no apparent reason explained why the parcel has been detected as an anomaly. In any case, all these parcels should have a lower anomaly score than parcels affected by a real agronomic anomalies (e.g., heterogeneity or growth anomaly).

- Other non-agronomic anomalies affect a small part of the analyzed parcels. Some very small size parcels were still present in the dataset and are labeled as “too small” (it is sometimes difficult to clean efficiently too small parcels that are long and narrow). Analyzing this type of parcel is not possible due to the resolution limit of Sentinel data. This problem has generally a low impact with a good selection of features and an efficient anomaly detection algorithm. Shadow from forests generally occurs at multiple dates and is detected when shadows cover a large part of the parcel. Shadows caused by clouds are generally due to an error in the cloud mask. Finally, a particular issue was observed in the S2 image acquired in March 27, 2016 (wheat crop analysis) where some parcels have a majority of pixels from the red channel equal to zero. More details regarding this problem are provided in the Supplementary Material (see Appendix A).

- A subcategory of non-agronomic anomalies are SAR anomalies. These anomalies are parcels where SAR indicators have an abnormal time evolution, whereas optical images and their indicators were counterchecked as normal. These types of anomalies are generally as non-agronomic because SAR data can be affected by other factors such as soil moisture or soil structure.

Real world examples of parcels and indicators associated with each category can be found in the supplementary material (see Appendix A).

3.5.2. Performance measures

The labeled dataset introduced in Section 3.5 allows the performance of the different anomaly detection algorithms for various sets of features to be compared. One metrics that can be used to
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evaluate the quality of the results provided by an anomaly detection method is the precision defined as

$$\text{precision} = \frac{TP}{TP + FP}$$

(7)

where TP and FP are the numbers of true positives and false positives, respectively. The precision expresses the percentage of detected parcels that are true positives (here, agronomic anomalies). Ideally, the precision should be as high as possible because it means that only interesting anomalies are detected. A major limitation of using precision alone is that it does not provide information regarding the non-detected parcels. Indeed, it is possible to have a good precision even if a lot of actual anomalies are not detected.

Another efficient way to compare various sets of features and different anomaly detection algorithms is to plot the precision against the outlier ratio (the percentage of anomalies to be detected). This paper uses the term “outlier ratio” instead of “contamination ratio”, which is used in scikit-learn. A good algorithm (or feature choice) will globally have detection results with a higher precision for a given outlier ratio. In our case, because we do not know the percentage of anomalies to be detected, these curves are interesting for comparison purposes. These curves are similar to the Receiver Operating Characteristics (ROC). However, they have the advantage to be more adapted to crop monitoring (i.e., a maximum outlier ratio can be fixed in order to keep realistic conditions). In any case, precision against outlier ratio and ROC curves were tested and compared. We observed that both curves lead to the same conclusions, with an easier interpretation for precision against outlier ratio curves. One limitation is that this representation does not give information regarding the distribution of the different detected categories. Two algorithms can have the same precision without detecting the same parcels (e.g., one algorithm can detect more heterogeneous parcels whereas another one detects more late growth anomalies). Using the distribution of the different types of anomalies detected for a given outlier ratio is a complementary way to address this limitation.

3.6. Conducted experiments

In this study, various experiments are conducted to evaluate the proposed procedure and its relevance for crop monitoring. The aim of these experiments is also to understand which factors have an influence on the detected anomalies. To that extent, different sets of features and algorithms are
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compared in different initial configurations, which are reported in Table 4. Various tests are made for analyzing a complete season (i.e., using all the images available for a season) to detect anomalies in the rapeseed and wheat parcels. Evaluating the data from a complete season is interesting to evaluate the capacity of the proposed approach to detect anomalies occurring at different periods of the crop growth, and to determine whether differences between the detected parcels are observable. In addition, some other tests are made with a lower amount of data (and in particular for a mid season analysis between October and February). Early detection can be of interest for warning purposes at the beginning of the growth cycle. Moreover, it gives more details on the effect of having only few data available for the analysis. The influence of the amount of parcels to be detected (called outlier ratio) is also tested to analyze the relevance of the anomaly score given to each parcel. A total number of 203 different tests were made for rapeseed crops. Fewer tests were made with the wheat dataset because the main idea was to determine whether the proposed algorithm can be applied with minor modifications to other kinds of crops or not.

| Evaluated crop type | Time interval | Section | Evaluated factors |
|---------------------|--------------|---------|-------------------|
| Rapeseed            | Complete season | 4.3.1   | Point anomaly detection algorithms |
|                     |               | 4.3.2   | Feature sets |
|                     |               | 4.3.3   | Outlier ratio |
|                     |               | 4.3.4   | Zonal statistics |
|                     |               | 4.3.5   | S1 features alone |
|                     |               | 4.3.6   | Missing S2 images |
|                     | Mid season    | 4.3.7   | External factor: sowing date |
|                     |               | 4.3.8   | Feature sets, S1 alone, outlier ratio, algorithms |
| Wheat               | Complete season | 4.4     | Feature sets, S1 alone, sowing date |
|                     |               |         | (not displayed: algorithm, outlier ratio) |
|                     | Mid season    |         | (not displayed: feature sets, S1 alone) |

Rapeseed Complete season 4.5 Robustness to changes in parcel boundaries

The different feature combinations tested in this study are identified using abbreviations that are defined in Table 5 with representative examples. Each set of features is labeled using the indicators and statistics used for both S1 and S2 sensors. The potential use of PCA is also indicated, with the number of corresponding discriminant axes (e.g., PCA3 means PCA with 3 discriminant axes). Finally, two types of S1 images were tested, namely monthly averaged images in dB scale referred to as “monthly dB” and speckle filtered images (without monthly averaging) referred to as “filtered”.

---

Table 4
Summary of the different experiments conducted in the study to evaluate the proposed approach.
Table 5
Examples of abbreviations with their corresponding sets of features used for anomaly detection.

| Abbreviated name                                    | Features used                                                                                         |
|-----------------------------------------------------|--------------------------------------------------------------------------------------------------------|
| S2: all (median / IQR)                              | Median and IQR of the 5 S2 indicators listed in Section 3.2                                           |
| S2: NDVI (median / IQR)                             | Median and IQR of NDVI                                                                                |
| S2: all (median / IQR), S1: all monthly db (median) | Median and IQR of the 5 S2 indicators and median of the 3 S1 indicators listed in Section 3.2. S1 images used are monthly averaged in dB scale. |
| S2: all (median / IQR), S1: all monthly db (median), PCA3 | 3 dimensional PCA applied to median and IQR of all S2 indicators and median of all S1 indicators. S1 images used are monthly averaged in dB scale. |

4. Results and discussion

4.1. Distribution of labeled parcels

Fig. 4 summarizes the distribution of the anomaly categories for both wheat and rapeseed crops, that will be used for performance evaluation. This figure shows that a majority of agronomic anomalies were detected for both wheat and rapeseed crops during the multiple tests conducted to evaluate the proposed approach. In particular, heterogeneity and growth problems are the most numerous detected anomalies for both types of crops, which is interesting from an agronomic point of view.

Approximately 40% of the rapeseed dataset was counterchecked by the photo-interpreter and at least 30% of this dataset can be considered as abnormal in an agronomic sense. The large percentage of agronomic anomalies encountered present in this dataset can be explained by the fact that there are subtle anomalies affecting a limited time interval of the growing season. These transient anomalies are for instance delays during the senescence phase. As explained before, fewer tests were made with the wheat dataset but almost 25% of the parcels was counterchecked.

4.2. Hyperparameter tuning

This section summarizes the different hyperparameter tunings that have been considered for each algorithm. The resulting values have been reported in Table 6.

For the LOF and LoOP algorithm, the number of $k_{nn}$ was fixed by grid search to $k = 701$. This value provided detection results of higher precision compared to the other values tested (note that small changes in the value of $k$ do not significantly affect the result). It was found that choosing a too small number of neighbors (e.g., choosing an odd-valued integer close to the square root of the number of
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**Wheat crops:** 861 labeled parcels out of 3361 (75.96% of the labeled parcels are agronomic anomalies)

- early heterogeneity
- early senescence
- heterogeneity
- heterogeneity (2 different parts)
- late growth
- vigorous crop

**Rapeseed crops:** 949 labeled parcels out of 2218 (81.35% of the labeled parcels are agronomic anomalies)

- early heterogeneity
- early senescence
- early flowers
- heterogeneity
- heterogeneity (2 different parts)
- heterogeneity after senescence
- late growth
- late senescence
- shadow perturbation (cloud or forest)

---

**Fig. 4:** Pie charts representing the distribution of the labeled parcels for wheat crops (a) and rapeseed crops (b). Green categories correspond to relevant agronomic anomalies considered as true positive. Red categories correspond to non-agronomic anomalies considered as not relevant.

---
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observations in the data, for instance \( k = 51 \) leads to detect too subtle anomalies that are not related to agronomic issues. Choosing a relative large value of \( knn \) provides better results. The extent parameter of LoOP was fixed to \( \lambda = 2 \) (as recommended in (Constantinou, 2018)) and provided good results in all the analyses (no significant differences were observed when the value of \( \lambda \) was changed in a neighborhood of \( \lambda = 2 \)).

For the OC-SVM algorithm, the estimator of \( \sigma \) presented in Section 3.4 provided good results without a need to a manual tuning for each new dataset.

The IF algorithm was used with a number of iTrees equal to \( n_{\text{trees}} = 1000 \) and a subsampling fixed to \( n_{\text{samples}} = 256 \) as in the original paper (Liu et al., 2008). Changing these two parameters did not have a significant effect on the results, which is a crucial advantage compared to LOF and OC-SVM. Indeed, it seems that the IF algorithm does not require a fine hyperparameter tuning. It is important because in real conditions and with an unsupervised detection strategy, a bad tuning might lead to poor results. Because they are using distances, the OC-SVM, LoOP and LOF algorithms also require a normalization in order to have input features in the interval \([0, 1]\), while this step is not mandatory when using the IF algorithm.

### Table 6
Hyperparameters used in the different algorithms

| Algorithm   | Hyperparameter | Value                  |
|-------------|----------------|------------------------|
| IF          | \( n_{\text{trees}} \) | 1000                   |
| IF          | \( n_{\text{samples}} \) | 256                    |
| LOF and LoOP| \( k \)         | 701                    |
| LOF and LoOP| \( \lambda \)   | 2                      |
| OC-SVM      | \( \sigma \)    | median(dist(\( \mathcal{X} \))) |

### 4.3. Anomaly detection results for rapeseed crops (2017/2018)

This section presents detailed results about anomaly detection for rapeseed parcels. Note that two different sets of features or algorithms sometimes provide similar results. Having similar results with different features or algorithms means that the global process is robust to changes and is not impacted by small differences in the initial configuration. In that case, simplest configurations should obviously
be preferred.

4.3.1. Effect of the algorithm used for crop anomaly detection

The performance of the different anomaly detection algorithms (LOF, LoOP, OC-SVM and IF) was tested for a complete season analysis. A first experiment was made by computing precision vs. outlier ratio curves for the different algorithms. As explained in Section 3.4, for the OC-SCVM algorithm the parameter ν sets the maximum amount of parcels that can be outside the learned frontier. In practice, a smaller amount of outliers can be detected (even if it is in general very close to ν). For the others algorithms, an anomaly score was attributed to each parcel. It was then possible to choose the outlier ratio by sorting the parcels according to their anomaly score (in order to select an appropriate percentage of parcels to be detected). Fig. 5 shows that all the anomaly detection algorithms provide similar precision for a given outlier ratio, confirming that multiple methods can lead to similar accuracy. Another observation is that a majority of agronomic anomalies is detected even with high outlier ratios (e.g., 30%).

![Precision vs. outlier ratio for various algorithms using the same set of features for the rapeseed dataset. The nomenclature provided in Section 3.6 is used for each name of feature set.](image)

**Fig. 5:** Precision vs. outlier ratio for various algorithms using the same set of features for the rapeseed dataset. The nomenclature provided in Section 3.6 is used for each name of feature set.

To analyze potential differences within the categories detected, the 4 algorithms were run with an outlier ratio fixed to 20%. The numbers of detected anomalies within each category for LOF, LoOP, OC-SVM and IF are displayed in Fig. 6. The histograms obtained with LOF, LoOP and IF are very similar, whereas OC-SVM seems to detect less heterogeneity anomalies in favor of anomalies related
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to delay in growth (late growth, vigorous crop, senescence anomalies). As discussed in Section 4.3.2, it is more logical to detect heterogeneity issues having a global impact on the crop season before senescence problems, which occurred only at the end of the season. To that extent, results obtained with the LoOP, LOF and IF algorithms are more coherent. In what follows, the IF algorithm will be used since its hyperparameters are easy to adjust. Another comparison between these algorithms is made in Section 4.3.8 for a mid season analysis.

Fig. 6: Numbers of detected anomalies within each category for rapeseed parcels using various anomaly detection algorithm for a complete season analysis. All the categories at the right side of the category “wrong type” are considered as non-agronomic anomalies (false positives) as explained in Section 3.5. The nomenclature provided in Section 3.6 is used for each name of feature set.

4.3.2. Effect of the feature set used for crop anomaly detection

Fig. 7 shows the precision against outlier ratio for a selection of the best feature sets resulting from S1 and S2 data using the IF algorithm. One can notice that the different feature sets lead to similar results in term of precision. Additionally, even with relatively high outlier ratios it is possible to detect a majority of true positives (*i.e.*, more than 90% of relevant agronomic anomalies). One important result is that using only S2 indicators or even NDVI alone (with median and IQR statistics) was sufficient to obtain accurate results in that case. Note also that the best results were obtained using median and IQR statistics. More details about the test statistics will be presented in Section 4.3.4. Using jointly S2 and S1 indicators (*i.e.*, median and IQR of all indicators) leads to poor results with low precision, which are not displayed here. One explication is that most of the information is contained in S2 data and using a
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The majority of S1 data implies a decrease in the quality of the results. Using monthly averaged S1 images leads to results with good precision. It was observed that when there is a sufficient amount of S2 data, the use of S1 features does not improve detection results. Other cases where only few amount of S2 data is available will be discussed later. At this point, it is interesting to mention that using a global PCA (i.e., apply PCA to the global feature matrix) provides good detection results for this example. However, further investigations showed that using global PCA was not adapted to datasets containing few images, which makes sense. This case will be discussed in the next sections.

![Precision vs outlier ratio](image_url)

**Fig. 7:** Precision vs. outlier ratio for various feature sets using the IF algorithm for the rapeseed dataset.

In order to complement the results of Fig. 7, the numbers of detected anomalies within each category for an outlier ratio sets to 20% are depicted in Fig. 8. The different sets of features provide similar results, even if more growth anomalies (late/vigorous growth) and less heterogeneity are detected when using a 3 dimensional PCA for the whole dataset. A majority of the detected anomalies are heterogeneous or late growth parcels, which were identified as one of the most relevant agronomic anomalies to be detected in Section 3.5. More subtle heterogeneity (early/late) can be detected with a lower proportion.
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Complete season (rapeseed crops, 2017/2018)
Outlier ratio is 20%

**Fig. 8:** Numbers of detected anomalies within each category for rapeseed parcels using various feature sets and IF for a complete season analysis.

### 4.3.3. Effect of the outlier ratio

Three experiments were run using the median and IQR statistics derived from S2 images and the IF algorithm, varying the outlier ratio in \{0.1, 0.2, 0.3\}. Fig. 9 shows the distribution of abnormal parcels in the different anomaly categories for each of these experiments. Interestingly, for a low outlier ratio (10%), the detected anomalies are mostly concentrated in wrong types, late growth and global heterogeneity. Increasing the outlier ratio leads to detect anomalies affecting smaller time periods of the season, such as early flowering and senescence problems. Finally, for an outlier ratio of 30%, much more false positives are observed (labeled as “not sure” or unlabeled). Even if more than 200 tests were made with various feature sets and algorithms, these unlabeled parcels can be considered as normal or are affected by a subtle anomaly. These results are coherent with the observations made in Section 3.5 during the labeling process. Indeed, during this labeling, a separation was made for instance between global heterogeneity and early or late heterogeneity, which was considered as more subtle. The same observations were made for senescence anomalies. These results show that the IF algorithm provides a relevant anomaly score. Particularly, more severe anomalies are detected with smaller outlier ratios (i.e., they have a highest anomaly score). It is interesting because in practice estimating an optimal outlier ratio would be difficult as it depends on the farmer’s needs. Moreover, because the score given by IF is computed only once, there is no need to run the algorithm several times when changing the outlier ratio.
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Fig. 9: Histograms of anomaly categories detected in the rapeseed parcels for a complete season analysis and the same set of features for various outlier ratios.

4.3.4. Effect of adding new statistics

All the previous experiments were conducted using the median and IQR as statistics (computed at the parcel-level). This section investigates two new statistics, namely the skewness and kurtosis (i.e., the normalized third and fourth order moments of the indicators). Fig. 10 shows the Precision vs. outlier ratio when using the IF algorithm and these two additional statistics computed from S2 images to detect anomalies in rapeseed parcels. One issue encountered when using these new statistics is the detection of too subtle anomalies that are not always related to agronomic anomalies. Moreover, the precision when using skewness and kurtosis is not improved. Using only median is tested too, showing that IQR is an important statistics for anomaly detection.

4.3.5. Can we use S1 data alone?

For a complete season analysis, as shown in Section 4.3.2, no improvement is observed when using S1 and S2 data jointly. However, using S1 data alone could be needed when S2 images are not available (e.g., due to presence of clouds). Fig. 11 illustrates various precision vs. outlier ratio curves obtained using S1 images alone. The main conclusion is that for a relatively small outlier ratio (10%), using S1 data alone is sufficient to detect interesting agronomic anomalies. This confirms that reducing the outlier ratio leads to more precise detection and that the anomaly scores are relevant. Moreover, for a high outlier ratio (20%), an acceptable precision (close to 80%) can be reached depending on the use...
Parcel-level crop anomaly detection.

![Graph](image)

**Fig. 10:** Precision vs. outlier ratio for rapeseed dataset. Note that all the parcels are labeled for outlier ratios smaller than 10% and unlabeled parcels were considered as false positives.

In this case. Using monthly averaged images leads to slightly better results than those obtained with speckle filtered images. In addition, monthly averaged images are processed much faster and can be used easily with S2 images. When using S1 data only, the median statistics provides better results than the pair (median, IQR). Another interesting remark is that using the ratio VH/VV alone provides poor detection results. It means that VV and VH polarizations contain relevant additional information. Finally, PCA does not help when using S1 data alone, contrary to S1 and S2 images used jointly.

![Graph](image)

**Fig. 11:** Precision vs. outlier ratio for the rapeseed dataset. Note that all the parcels are labeled for outlier ratios smaller than 10% and unlabeled parcels are considered as false positives.

The distribution of the detected anomalies in each category is depicted in **Fig. 12**. For this experi-
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ment, the outlier ratio was fixed to 10% because higher values yield results with a lower precision, as shown in Fig. 11. In Fig. 12 it can also been observed that S1 data are less adapted to detect heterogeneity problems, which explain why it was difficult to detect a large amount of relevant anomalies using S1 data only.

![Histogram of detected anomalies](image)

**Fig. 12:** Numbers of detected anomalies within each category using a complete season of rapeseed crops with various feature sets and the IF algorithm for a outlier ratio fixed to 10%.

### 4.3.6. Effect of missing S2 images

In order to evaluate the effect of missing S2 images, anomaly detection was investigated using 6 S2 images instead of 13. Only 1 image out of 2 was considered for the detection (the first S2 image was not used, the second S2 image was used and so on). Precision vs. outlier ratio curves are presented in Fig. 13, where it can be observed that the proposed strategy is robust to missing S2 images. This result shows that a lot of information can be extracted by using few S2 images.

Another experiment is conducted to evaluate the impact of using S1 data to complete sparse S2 images. Precisely, we consider 5 dates of S2 data between May and June that are used jointly with all S1 images. The numbers of detected anomalies with and without using S1 data are shown in Fig. 14. In the extreme case where no S2 image is available at the beginning of the season, using S1 images help to detect almost the same amount of late growth crops when compared to using a complete season of S2 images. As a consequence, S1 data are well suited to detect growth anomalies and can be of interest when there is a lack of S2 images.
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Fig. 13: Precision vs. outlier ratio, rapeseed dataset. Missing dates means that only 1 images out of 2 was taken (6 S2 images instead of 13).

Fig. 14: Histograms of anomalies detected within each category for the rapeseed dataset. End season means that only 5 dates between May and June are used. Dates 23/06 and 28/06 were not used for this experiment to limit the impact of senescence anomalies.

4.3.7. Effect of external factors: sowing date

A large part of the parcels analyzed in this study had complementary information regarding for instance crop variety, sowing density and sowing date. It is interesting to verify if the detected anomalies can be explained by information already known by the farmers. The numbers of anomalies detected for a given sowing date are displayed for different categories in Fig. 15.a. Parcels with late seeding
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dates are clearly more affected by late growth problems whereas vigorous crops are more likely to have an early seeding date. However, it also appears that a majority of parcels with the same sowing dates are affected by both anomaly types. Moreover, Fig. 15.b puts these results in perspective with the whole dataset. A majority of never detected parcels (which can probably be considered as normal) have the same sowing date as late growth or vigorous parcels (even if for extreme dates the proportion of observed anomalies is higher). Therefore, it can be concluded that the sowing date is a factor of anomaly but is not sufficient to explain all the anomalies encountered by the proposed approach. It is particularly the case for rapeseed crops, which have a relative short sowing period (the sowing period for wheat is much larger and thus its effect is stronger). Finally, we were not able to confirm any link between other external factors (such as crop variety or sowing density) and the detected anomalies. The conclusions of this section show that the proposed anomaly detection method provides relevant information that could be of interest for farmers.

4.3.8. Mid-season analysis

A mid-season analysis (using only dates before February) was conducted for multiple reasons detailed in Section 3.6. A first experiment was made with the best sets of features selected in Section 4.3.2 for a complete season analysis using rapeseed parcels. Results displayed in Fig. 16 show that even with a small number of images, many agronomic anomalies are detected. This confirms the previous results found in the case of missing S2 images. Fig. 16 also shows that using S1 and S2 images jointly allows a slightly larger amount of actual anomalies to be detected compared to using S2 images only, especially for high outlier ratios (30%). Using NDVI alone provides results of lower precision for outlier ratios higher than 20%. Thus, using additional S2 indicators provides limited but relevant information about rapeseed crops. It was not possible to confirm anomalies detected only by SAR data because no optical image was available between December and February, as explained in Section 3.5. Finally, the use of PCA for this use case is not recommended since less anomalies are detected.

Another experiment was conducted to analyze the impact of a mid-season analysis regarding the different categories of anomalies detected. Results are depicted in Fig. 17. The mid-season analysis does not allow senescence problems to be detected, which is normal. Even with only 3 S2 images acquired between October and December, most other agronomic anomalies are detected by the algorithm. A mid-season analysis provides more late growth anomalies and fewer heterogeneous parcels because late growth is impacting mostly the beginning of the season (especially for rapeseed crops).
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Fig. 15: Histograms of the sowing dates for various anomaly categories in rapeseed crops. a): only late growth and vigorous crops anomalies. b): various categories of anomalies. “Not detected” refers to a parcel that has never been detected during the study and that was not labeled.

Using S2 and S1 images jointly has a reduced impact on the detected anomaly categories when the outlier ratio is set to 20%.

The IF algorithm was run for different outlier ratios in the case of a mid season analysis, yielding the results presented in Fig. 18. As for a complete season analysis, increasing the outlier ratio logically leads to detect more subtle anomalies. Few early heterogeneity and vigorous crops are detected with
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![Precision vs outlier ratio](image)

**Fig. 16:** Precision vs. outlier ratio for a mid-season analysis of rapeseed parcels (all images available before February) for various sets of features and the IF algorithm.

![Mid season vs. complete season](image)

**Fig. 17:** Numbers of detected anomalies within each category in the rapeseed dataset for a mid season analysis and a complete season analysis.

An outlier ratio of 10%. Early heterogeneity is a more subtle anomaly than global heterogeneity, which confirms the relevant separation between these two categories. For vigorous crops, it was also observed during the labeling that this type of anomaly was not very strong when occurring with rapeseed crops.

Using S1 data alone was also tested for a mid season analysis. The detection results obtained for an outlier ratio of 10% are still accurate, as for the complete season analysis and are thus not presented here. These results confirm that S1 images are adapted to an early season analysis.
Parcel-level crop anomaly detection.

**Fig. 18:** Numbers of detected anomalies within each category using the IF algorithm and different outlier ratios for a mid-season analysis (images acquired before February).

The effect of changing the anomaly detection algorithm was also tested for a mid-season analysis, as shown in Fig. 19 (obtained for an outlier ratio of 10%). More unlabeled and normal (i.e., labeled “not sure”) parcels are detected with LOF and OC-SVM algorithms. This analysis shows that even with a low outlier ratio, the IF algorithm can detect many actual agronomic anomalies and is more robust to changes. As for a complete season analysis, the OC-SVM algorithm detects more vigorous crops than the other algorithms and is more affected by delay in growth anomalies. These differences in performance can be explained by the fact that OC-SVM, LoOP and LOF algorithms are more difficult to tune compared to the IF algorithm.

### 4.4. Extension to wheat crops (2016/2017)

A complementary analysis was made to measure the robustness of the proposed method to a change in the crop type. A first experiment is presented with the selection of the best sets of features used for rapeseed crops analysis. The IF algorithm was used to detect abnormal wheat parcels for a complete growing season with an outlier ratio of 10%. The histogram of anomaly categories is presented in Fig. 20. The percentage of (actual) detected anomalies is high (near 90%) and all the different sets of features lead to similar results. Using S2 images only provides accurate results. In that case, NDVI provides slightly better results than the other feature sets, mainly because it is not affected by the red channel problems (NDVI is saturated in that case). Finally, using S2 and monthly averaged S1 images
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**Fig. 19:** Numbers of detected anomalies within each category using different detection algorithms for a mid-season analysis (images acquired before February).

Jointly leads to detect less heterogeneous parcels and more parcels affected by growth anomalies. These results confirm the interest of the proposed approach and its robustness to changes in crop type.

**Fig. 20:** Numbers of detected anomalies for wheat crops during a complete season.

The next experiment consists of detecting anomalies in wheat crops using S1 and S2 data considered jointly or separately. Results are depicted in Fig. 21. Heterogeneity problems are difficult to detect using S1 images only, whereas late growth anomalies are well detected. These results are in agreement with those obtained with rapeseed parcels.
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Complete season (wheat crops, 2016/2017)
Outlier ratio is 10%

Fig. 21: Histograms of anomaly categories detected for wheat crop parcels during a complete season analysis.

Finally, the effect of sowing dates was analyzed in the case of wheat crops and is displayed in Fig. 22. A correlation between the sowing dates and late growths or vigorous crops can be observed. It may be due to a larger sowing period for wheat crops than for rapeseed crops. However, as for rapeseed crops, having the sowing dates only is not sufficient to detect and characterize an anomaly. Moreover, no correlation between the detected anomalies and other external factor was found in the case of wheat crops (confirming the results obtained for rapeseed crops). This analysis shows that the proposed strategy provides complementary information with respect to external factors such as sowing dates for the two analyzed crop types.
4.5. Robustness to changes in parcel boundaries

As explained in Section 2, another parcel delineation coming from the French LPIS was tested to measure the consistency of the proposed approach to changes in parcel boundaries. More details about these two databases are provided in Section 2. Examples of parcel delineations obtained with LPIS and the Terranis parcellation system are depicted in Fig. 23. The parcel frontiers obtained using LPIS are generally less accurate than those resulting from the Terranis system, motivating the use of a buffer.
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around the different parcels and robust zonal statistics.

![Image](image.png)

**Fig. 23:** Example of parcel boundaries (rapeseed crop, growing season 2017/2018). In orange: customer database, in green: LPIS database.

Anomaly detection was run with an outlier ratio of 20% using these two different databases. The numbers of detected anomalies for each category are depicted in Fig. 24. No significant difference can be observed when using the customer and LPIS parcels, showing that the proposed detection method is robust to this type of changes (probably because robust zonal statistics are used for anomaly detection).

![Histogram](image.png)

**Fig. 24:** Histograms of the detected anomalies within each category for parcels computed using LPIS and proprietary parcellation databases.
5. Conclusion

This paper studied a new anomaly detection method for crop monitoring. This method first computes multi-temporal vegetation indices from optical and synthetic aperture radar images. Zonal statistics are then computed at the parcel-level for each vegetation index at each date. A point anomaly detection is finally investigated to identify abnormal parcels from multi-temporal zonal statistics computed at a parcel-level. The proposed approach is unsupervised and can be used without a large amount of historical data. It can be applied to different kinds of crops such as rapeseed or wheat and is able to detect a majority of parcels that are abnormal in an agronomic sense. Moreover, a relevant anomaly score can be defined for each parcel allowing the importance of this anomaly to be quantified.

This study shows that multi-temporal vegetation indices computed at the parcel-level from optical images such as Sentinel-2 images provide relevant results for detecting anomalies in crops. These indices include the Normalized Difference Vegetation Index (NDVI), which can detect a majority of agronomic anomalies. Adding other indicators such as the Green-Red Vegetation Index (GRVI), the Normalized Difference Water Index (NDWI) and a variant of the Modified Chlorophyll Absorption Ratio Index (MCARI/OSAVI) allows additional and more subtle anomalies to be detected. Using indicators extracted from SAR images (such as Sentinel-1 images) jointly with optical indicators can help to detect subtle anomalies. Moreover, when an important part of the season misses optical images (such as the growing phase at the beginning of the season), SAR data are complementary to optical images and help to detect growth anomalies. In order to use SAR and optical images jointly, it is necessary to reduce the number of SAR indicators to avoid unbalanced datasets. This dimensionality reduction can be performed by averaging monthly SAR images or by using a principal component analysis. Using SAR images only can be suited for cloudy region with few optical images allowing growth anomalies (vigorous or late growth) to be detected. However, it was observed that heterogeneity problems are more difficult to be detected with SAR images only.

Spatial statistics computed at a parcel-level reduce the computational complexity of the algorithm and summarize efficiently the information regarding the analyzed parcels. More precisely, median and interquartile range (IQR) of vegetation indices (capturing the mean and dispersion of the indicators) computed at a parcel-level can be used efficiently for crop anomaly detection. An interesting property of the proposed method is its robustness to parcellation errors, which confirms that a parcel-level approach with robust statistics is adapted to crop monitoring.
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An important conclusion is that point anomaly detection techniques are well suited to detect agronomic anomalies in crops, in an unsupervised way without a need for a large amount of historical data. Among all the tested anomaly detection methods, the isolation forest algorithm provided more consistent results with a simple hyperparameter tuning.

Further investigation should be conducted to determine whether other indicators (e.g., using biophysical indicators such as Leaf Area Index (LAI) or fraction of green vegetation cover (fCover) (Poilvé, 2010; Berger et al., 2018)) can improve anomaly detection results. Another line of research is to take into account the temporal structure of vegetation indices to potentially improve anomaly detection and estimate the dates where the detected anomalies have appeared. For instance, contextual anomaly detection might be interesting for disturbance or inter-annual anomaly detection. Including a contextual anomaly detection in the proposed strategy might provide complementary information to detect both inter-annual and intra-annual anomalies. Coupling the proposed anomaly detection method with a supervised or unsupervised classification algorithm is another prospect, in order to assign to each detection an anomaly type that could be helpful for farmers, for example to identify heterogeneity or growth problems. Finally, online anomaly detection might be useful for practical implementation and near real-time (NRT) applications.
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This supplementary material shows some anomalies identified by photo-interpreters, provided to illustrate the labeling process of this study. As already mentioned in this paper, a labeling with photo-interpretation has the advantage of being fast and usable at large-scale. Regarding the categories used for labeling, the right balance had to be found between details and interpretability. Too detailed categories would lead to difficulties in the analysis of the results because only few elements would have been detected in each of these categories. On the other hand, too coarse categories lead to possible misinterpretations or inaccurate analysis. A separation between early heterogeneity and global heterogeneity is a good example of an interesting separation for a more precise analysis. Within a specific category (e.g., heterogeneous parcels), giving a score of abnormality would have been too subjective and subject to misinterpretation. It explains why only binary labels were given to each parcel. In what follows, NDVI time series are represented because their interpretation is generally easier and straightforward. However, the labeling process was based in all the indicators and all the RGB images were used. Also note that in general, the 4 other indicators were correlated to NDVI. In the rare case where only one indicators was abnormal, normality was preferred to abnormality. Of course, a \textit{in situ} verification could be interesting confirm the presence of the detected anomalies (as for SAR anomalies).

1 Heterogeneity

Fig. 1 illustrates a case of heterogeneity occurring during a complete season. In the images, various parcels present signs of heterogeneity. It is sometimes difficult to characterize more precisely this kind of anomaly apart from early/late heterogeneity. Fig. 2 depicts an example of heterogeneity where two different parts are clearly visible. This example shows that it is difficult to decide if wrong boundaries were provided, if two different varieties of rapeseed were sowed or if soil differences led to heterogeneity. Fig. 3 shows an example of heterogeneity after senescence, where the parcel is perfectly homogeneous in May whereas it presents some heterogeneity in June. As explained in the paper, this phenomenon is likely to be related to differences in the soil water content and could be of interest for inter season analysis. Fig. 4 shows the IQR NDVI time series of the same parcel (in yellow) and shows that late heterogeneity can be visible and that is IQR value is greater than 90\% of the rest of the data. The same observations can be made for early heterogeneity. In order to compare the analyzed parcel to the rest of the data, the median, the 10th percentile and the 90th percentile of the whole dataset were displayed (similarly to a boxplot visualization). This representation allows the agronomic expert to know if the observed parcel has indicator values higher (or lower) than 90\% of the data.
Fig. 1: Example of a parcel of rapeseed crop (yellow boundaries) where heterogeneity occurs almost during the complete season. Other parcels presents signs of heterogeneity too. Left: optical image acquired in May 2018, right: optical image acquired in June 2018.

Fig. 2: Example of a parcel of rapeseed crop (yellow boundaries) with a two-part heterogeneity. Left image was acquired in February 2018 and right image in April 2018.

Fig. 3: Example of a parcel of rapeseed crop (yellow boundaries) where heterogeneity after senescence is observed. Left image was acquired in May and right image in June.
Fig. 4: Time series of IQR NDVI showing sign of heterogeneity after senescence. The blue line is the median value of the whole dataset. The blue area is filled between the 10th and 90th percentile. The orange line is a specific parcel, which is displayed in Fig. 3.

2 Growth anomalies

Growth anomalies are a bit more difficult to analyze when looking at RGB images only (or composite multispectral images) because growth anomalies occur at multiple dates. Visualizing some indicator time series is a good way to analyze growth anomalies. Fig. 5.a depicts an example of late growth problem for a rapeseed parcel. Even if important, this delay in growth has not affected the end of the season whereas for wheat it was observed to be often problematic as illustrated in Fig. 5.b.

Fig. 5: Time series of median NDVI showing sign late growth for (a) a rapeseed parcel and (b) a wheat parcel. The blue line is the median value of the whole dataset. The blue area is filled between the 10th and 90th percentile. The orange line is a specific parcel analyzed.
Fig. 6 is an example of vigorous parcel. As explained in the paper, the sowing data can be a factor explaining this vigor. But in this particular example, seeding was done the 3 of October which is an early but not extreme date whereas NDVI median values was extremely high.

Fig. 6: Time series of median NDVI for a wheat parcel. The blue line is the median value of the whole dataset. The blue area is filled between the 10th and 90th percentile. The orange line is a specific parcel analyzed.

Fig. 7.a displays an example of early senescence. As mentioned in the paper this type of anomaly is more subtle than a global heterogeneity or a late growth problem because it occurs only at the end of the time series. In this particular example, a low median NDVI occurs in February. It could be a sign of problem during winter but it is challenging to confirm abnormality with only one NDVI value. Fig. 7.b illustrates the case of early flowering. This case is also subtle and was observed few times. In general, the early flowering category is also affected by early senescence.
Fig. 7: Time series of median NDVI for a rapeseed parcel presenting sign of (a) early senescence and (b) early flowering. The blue line is the median value of the whole dataset. The blue area is filled between the 10th and 90th percentile. The orange line is a specific parcel analyzed.

3 Boundaries issue

Fig. 8 displays two type of anomalies. The yellow parcel has clearly wrong boundaries whereas the small parcel at its right is clearly a wrong type of crop. These two problems are important and easy to detect. For a wrong shape issue, it is often difficult determine whether the problem is related to an error in boundaries or a growth problem for part of the parcel.

Fig. 8: Example of a parcel of rapeseed crops where a wrong boundary issue and a wrong type issue are visible.
4 Non-agronomic anomalies

Fig. 9 illustrates a problem observed in March 27 2017. A majority of pixels acquired at this date have a red channel value equal to zero, explaining extreme values of the indicators. This issue was caused by the MAJA processing\(^1\) and could be easily fixed using another processing chain like Sen2core or with a threshold for the red band. As our goal is to show all the issues encountered during the labeling process, it was decided to keep these anomalies inside the dataset to determine if the proposed method is resilient to this problem (which is generally the case). Note that NDVI saturates whereas MCARI/OSAVI is extremely affected. Extreme values are less problematic for the IF algorithm this algorithm is not directly based on a distance measure, contrary to the other algorithms tested in the study. This red channel problem was mainly observed for vigorous parcels (as for this example). Fig. 10 shows the optical image of this parcel, which is darker than its neighbors.

Fig. 9: Time series of median NDVI (a) and median MCARI/OSAVI (b) for a wheat parcel presenting a red channel problem in March. The blue line is the median value of the whole dataset. The blue area is filled between the 10th and 90th percentile. The orange line is a specific parcel analyzed.

\(^1\)https://labo.obs-mip.fr/multitemp/using-ndvi-with-atmospherically-corrected-data/, online accessed 10 March 2020.
Fig. 10: Example of a parcel of rapeseed crops with a red channel problem (yellow boundaries). A late growth parcel can be observed at the bottom of the image (triangle red boundaries).

Fig. 11 displays examples of two different types of anomalies. The yellow parcel is an example of parcel affected by shadows. It can be observed that NDVI is not strongly affected by this issue whereas the other indicators such as GRVI or MCARI/OSAVI have extreme values. A case of a too small parcel is also visible in the image, the particular form of the boundaries causes difficulties to filter the parcel only using area.

Fig. 11: Example of parcels of rapeseed. The parcel with yellow boundaries is affected by shadow caused by the trees next to the parcel. Also, at the bottom a too small parcel is visible.

Fig. 12 shows an example of parcel, which was difficult to analyze by the photo-interpreter. Both MCARI/OSAVI and NDIV have low values, but in a limited time interval. This example illustrates that the label true positive / false positive was very strict and was attributed only in cases without any doubt. The other uncertain cases were labeled as “not sure”.

Fig. 12 shows an example of parcel, which was difficult to analyze by the photo-interpreter. Both MCARI/OSAVI and NDIV have low values, but in a limited time interval. This example illustrates that the label true positive / false positive was very strict and was attributed only in cases without any doubt. The other uncertain cases were labeled as “not sure”.
Fig. 12: Time series of median NDVI (a) and median MCARI/OSAVI (b) for a rapeseed parcel. The blue line is the median value of the whole dataset. The blue area is filled between the 10th and 90th percentile. The orange line is a specific parcel analyzed.

5 Complementary information about SAR images and their anomalies

A strong correlation between SAR and plant vigor (late growth / vigorous crop) was observed in this study. Fig. 13 illustrates the effect of late growth on S1 indicators. In this example, the time evolution of the VH, VV and VH/VV time series seem to be correlated with NDVI time series.

Fig. 14 illustrates a main issue observed when using the SAR images: heterogeneity is not always visible with SAR images which can be understood because SAR images are mainly affected by the structure of the vegetation.

Finally, Fig. 15 illustrates a case of SAR anomaly. At the end of the NDVI time series, a case of early flowering/late senescence was declared by the photo-interpreter. However, in the early season, the median NDVI time series is perfectly normal whereas the median VV is extremely high. A possible explanation is an interaction between the soil structure and the SAR signal (or an abnormal soil moisture).
Fig. 13: Time series of median SAR indicators (VV, VH, VH/VV) and median NDVI for a rapeseed parcel. The blue line is the median value of the whole dataset. The blue area is filled between the 10th and 90th percentile. The orange line is a specific parcel analyzed. (a): median VH, (b): median VV, (c): median ratio VH/VV, (d): median NDVI.
Fig. 14: Example of a parcel of rapeseed crop (yellow boundaries) where heterogeneity occurs almost during the complete season. Some other parcels show some signs of heterogeneity too. Left: optical image acquired in May, right: composite SAR image (green channel is VV polarization and red channel is VH polarization) acquired in May with multi-temporal speckle filtering.

Fig. 15: Time series of median VV polarization and median NDVI for a rapeseed parcel. The blue line is the median value of the whole dataset. The blue area is filled between the 10th and 90th percentile. The orange line is a specific parcel analyzed. Left: median NDVI, right: median VV.