On the covariance matrix of the stationary distribution of a noisy dynamical system
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\textbf{Abstract:} In this paper, we analyze the relation between the stability of a noisy dynamical system based on linear approximation and the covariance matrix of its stationary distribution. We reformulate the theory of dynamical network biomarkers in terms of the covariance matrix and clarify the limiting behavior of the covariance matrix when a dynamical system approaches a bifurcation point. We also discuss the relation between the Jacobian matrix and principal component analysis. An application to a simple nonlinear network model is also demonstrated.
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1. Introduction

Predicting state transitions is important in various fields such as ecology, economics, biology, medicine, and engineering \cite{1,2}. Although the precise timing of the occurrence is usually difficult to predict, some early warning signals such as the increase in variance \cite{3} or autocorrelation \cite{4} of a state variable let us know the increase of possibility of the occurrence in near future.

From the viewpoint of dynamical systems theory, a stable fixed/equilibrium point with low stability has high risks of state transitions in two reasons. Here, we use the term \textit{stability} in a broad sense regarding both the linear stability and basin sizes. One reason is that a small change of a parameter or parameters of the target system may cause a bifurcation, and thus the stable point loses its stability. Another reason is that external perturbations may push the system’s state out of the basin boundary of the stable point. Therefore, evaluating the stability of dynamical systems is important to avoid undesirable system-wide events.

However, the precise mathematical expression of the dynamics is usually unknown for real-world complex systems, and thus we need to characterize the systems that have low stability from observations of the state variables. Many approaches have been investigated. The simplest way is based on the values of one or more state variables at a single time point. An anomaly of the target system is detected if a value is out of the predefined range. In addition, the sample mean values over multiple time points are also used to improve the reliability. However, this approach fails if the time series
data of the observations has a slowly changing component and requires a detrending procedure [5]. In such a case, the mean values are shifted to be nearly constant. Moreover, the mean values do not change before certain types of bifurcations such as a Hopf bifurcation [6]. The second approach is based on model fitting [7, 8]. The stability of the target system can be evaluated from the estimated parameters. However, this approach cannot be applied when the mathematical model to be fitted is unknown or the measurement intervals are too large. The third approach is based on the recovery rate [9–11]. This method requires to give a perturbation to the target system, and the system’s stability is estimated from the relaxation process. Therefore, its usage is limited to the systems that can be easily perturbed.

Another approach which we focus on in this paper is based on the covariance matrix of the state variables and its related statistics including variance, standard deviation, and Pearson’s correlation coefficient. The increase in the variance and the standard deviation of state variables has been observed in many real-world systems before imminent system-wide transitions [1, 3]. The correlation coefficient between distinct state variables is also shown to serve as an indicator of the stability of multidimensional dynamical systems [12–16]. The increase in the largest eigenvalue of the covariance matrix has also been proposed as a possible early warning signal [17–19]. In addition, the eigenvector corresponding to the largest eigenvalue is also important to identify the state variables that contribute largely to abnormal fluctuations [15]. While the precise estimation of the covariance matrix from observations is difficult for high-dimensional systems [20], the estimation of only the largest eigenvalue and its corresponding eigenvector generally requires much less observations.

The relation between the covariance matrix and the stability of dynamical systems has long been investigated [21]. Especially, closed-form expressions of the covariance matrix based on the eigenvalues of the Jacobian matrix have been obtained both for discrete-time and continuous-time dynamical systems under general assumptions [7, 8]. However, the limiting behavior of the variance, the standard deviation, and the correlation coefficient when a dynamical system approaches a bifurcation point has been only recently investigated in the context of early warning signals [15, 22]. The original analysis in [15], which is called the dynamical network biomarker theory, was mainly for discrete-time dynamical systems in which the dominant eigenvalue of the Jacobian matrix is real. Although the theory is also applicable to continuous-time systems by using time discretization, the converted Jacobian matrix explicitly depend on the discretized time step. In addition, the original analysis was based on correlation coefficient rather than covariance, and thus division into cases was needed because the denominator of the correlation coefficient can be zero. Another inconvenience of the correlation coefficient is that the analysis for the case of complex-valued dominant eigenvalues was complicated.

The contributions of this paper are as follows. First, we reformulate the theory in [15] in terms of the covariance matrix and reveal the limiting behavior of the covariance matrix when a dynamical system approaches a bifurcation point both for discrete-time and continuous-time systems. Our theory also fully covers the case where the dominant eigenvalues of the Jacobian matrix are a complex conjugate pair. Second, we derive simple expressions for the covariance matrix when the Jacobian matrix is normal or symmetric and noise is i.i.d. (independently and identically distributed). These simple expressions are useful for investigating the quantitative contributions of non-dominant eigenvalues to the covariance matrix. Although at least a part of those expressions have been obtained previously [19, 23], we would show that all of them can be derived from the discrete-time and continuous-time Lyapunov equations. Third, we discuss the relation between the eigenvalues and the eigenvectors of the Jacobian matrix and principal component analysis. This makes it much easier to identify largely contributing state variables, which are called dynamical network biomarkers [15] or dynamical network markers [24, 25].

The rest of the paper is organized as follows. In the subsequent four sections, we explain the findings of the theoretical analysis. Section 2 is for discrete-time linear dynamical systems, Section 3 is for continuous-time linear dynamical systems, Section 4 is for discrete-time nonlinear dynamical systems, and Section 5 is for continuous-time nonlinear dynamical systems. In Section 6, we apply the theory to an example model and show the results of numerical simulations. At last, we state our conclusions.
and discuss possible extensions in Section 7.

2. Discrete-time linear dynamical systems

2.1 General case

In this section, a discrete-time linear dynamical system of the following form is considered:

\[ x_{t+1} = Ax_t + \xi_t, \quad \text{for} \quad t = 0, 1, 2, \ldots, \]

where \( x_t \in \mathbb{R}^n \) is the state of the system at time \( t \), \( A \in \mathbb{R}^{n \times n} \) is a time-invariant matrix, and \( \xi_t \) is noise at time \( t \). In this paper, vectors are in column format by default. This system is also known as a vector autoregressive (VAR) model of order 1 [26]. The noise term is assumed to be zero-mean and independent of the system's state. Let \( \lambda_i \in \mathbb{C} \) \( (i = 1, 2, \ldots, n) \) denote the eigenvalues of \( A \). Then, we focus on the case where the spectral radius \( \rho(A) = \max_i(|\lambda_i|) \) is less than 1, that is, all the eigenvalues have magnitude less than 1. In this case, the system's state fluctuates around the origin due to noise, and our goal is to clarify the relation between the stability of the system and the covariance matrix of the stationary distribution of \( x \).

In the beginning, we explain the definition and some properties of covariance matrices. The covariance between real-valued random variables \( X_1 \) and \( X_2 \) is defined as \( \text{Cov}(X_1, X_2) = E[(X_1 - E(X_1))(X_2 - E(X_2))] \). Then, the covariance matrix of a \( n \)-dimensional real-valued random vector \( X = (X_1, X_2, \ldots, X_n)^T \) is defined as the matrix whose \((i, j)\) element is \( \text{Cov}(X_i, X_j) \). A matrix \( M \in \mathbb{C}^{n \times n} \) is said to be Hermitian if \( M = M^* \), where \( M^* = M^T \) denote the conjugate transpose of \( M \). A Hermitian matrix \( M \in \mathbb{C}^{n \times n} \) is said to be positive-semidefinite and written as \( M \succeq 0 \) if, for any \( v \in \mathbb{C}^n \), \( v^* M v \geq 0 \) holds. If strict inequality holds, \( M \) is said to be positive-definite and written as \( M \succ 0 \). It is known that all covariance matrices are positive-semidefinite. When a covariance matrix is positive-definite, it can be converted to a correlation matrix whose \((i, j)\) element is the Pearson’s correlation coefficient between \( X_i \) and \( X_j \) calculated as \( \text{Corr}(X_i, X_j) = \text{Cov}(X_i, X_j)/\sqrt{\text{Cov}(X_i, X_i)\text{Cov}(X_j, X_j)} \). However, the opposite conversion from a correlation matrix to a covariance matrix is not always possible.

Let two real positive-definite matrices \( C, D \in \mathbb{R}^{n \times n} \) denote the covariance matrices of the stationary distributions of \( x \) and \( \xi \), respectively. These matrices and \( A \) are related as follows:

\[
C = E(x_{t+1}x_{t+1}^T), \\
= E((Ax_t + \xi_t)(Ax_t + \xi_t)^T), \\
= E(Ax_tx_t^TA^T) + E(Ax_t\xi_t^T) + E(\xi_tA^Tx_t^T) + E(\xi_t\xi_t^T), \\
= ACA^T + D, 
\]

where we use the fact that all of \( E(x_t) \), \( E(\xi_t) \), \( E(x_t\xi_t^T) \), and \( E(\xi_tx_t^T) \) are 0. This equation is known as the discrete-time Lyapunov equation [27], and it is known to have a unique solution \( C \) with \( C \succ 0 \) for any \( D \succ 0 \) if and only if \( \rho(A) < 1 \). The same equation appears when \( \xi_t \) is replaced with a control input \( Bu_t \) in which \( BB^T = D \) and \( u_t \in \mathbb{R}^n \). In that case, the solution \( C \) is called the controllability Gramian.

Moreover, since \( C \) is symmetric, Eq. (2) can be rewritten as a system of \( n(n+1)/2 \) linear equations as follows:

\[
C_{ij} = \sum_{k,l} A_{ik}C_{kl}A_{jl}^T + D_{ij}, \\
= \sum_k A_{ik}A_{jk}C_{kk} + \sum_{k<l} (A_{ik}A_{jl} + A_{il}A_{jk})C_{kl} + D_{ij}, \quad \text{for} \quad i \leq j. 
\]

Therefore, if \( A \) and \( D \) are given, \( C \) can be obtained by solving Eq. (3) numerically or symbolically, even if \( A \) is non-diagonalizable. If we forget that \( C \) is symmetric, Eq. (3) can also be rewritten by using the Kronecker product. A few alternative expressions of \( C \) for general cases are also known [27] and presented in Appendix A. They are useful for some theoretical analyses such as investigating the
limiting behavior explained in the next subsection. However, simpler expressions can be obtained for particular cases, which gives us deeper insight into the behavior of the system.

It should be noted that once $C$ is obtained, covariances of $x$ between different time steps can be calculated as follows:

$$C(m) = \text{E}(x_{t+m}x_t^T) = A^mC, \quad \text{for } m = 0, 1, 2, \ldots .$$

### 2.2 Case of diagonalizable matrix

One useful case is where $A$ is diagonalizable, that is, $A$ can be diagonalized by an invertible matrix $P \in \mathbb{C}^{n \times n}$ as $A = P\Lambda P^{-1}$, where $\Lambda \in \mathbb{C}^{n \times n}$ is a diagonal matrix whose diagonal elements are the eigenvalues of $A$. The $k$th column vector of $P$, which is denoted as $p_k \in \mathbb{C}^n$, is an eigenvector corresponding to the $k$th eigenvalue. We assume that each column vector is normalized as $\|p_k\| = \sqrt{p_k^*p_k} = 1$. Thus, any pair of column vectors of $P$ corresponding to a pair of complex conjugate eigenvalues of $A$ is complex conjugate to each other.

Let us rewrite Eq. (2) as follows:

$$C = ACA^* + D.$$  \hspace{1cm} (5)

Then, by left-multiplying $P^{-1}$ and right-multiplying $(P^*)^{-1} = (P^{-1})^*$ to the both side, we get

$$P^{-1}C(P^*)^{-1} = \Lambda P^{-1}C(P^{-1})^*\Lambda^* + P^{-1}D(P^*)^{-1},$$

$$\tilde{C} = \Lambda \tilde{C}A^* + \tilde{D},$$

where $\tilde{C} = P^{-1}C(P^*)^{-1}$ and $\tilde{D} = P^{-1}D(P^*)^{-1}$ \[7, 8\]. The two matrices $\tilde{C}, \tilde{D} \in \mathbb{C}^{n \times n}$ are positive-definite because for any invertible matrix $U \in \mathbb{C}^{n \times n}$ and any positive-definite matrix $V \in \mathbb{C}^{n \times n}$, $U^*VU > 0$ holds.

Since $\Lambda$ is diagonal, Eq. (6) can be solved in an element-wise manner as follows \[7, 8\]:

$$\tilde{C}_{ij} = \lambda_i\bar{\lambda}_j \tilde{C}_{ij} + \tilde{D}_{ij},$$

$$\tilde{C}_{ij} = \frac{\tilde{D}_{ij}}{1 - \lambda_i\bar{\lambda}_j}.$$  \hspace{1cm} (7)

This expression can be rewritten by using the Hadamard product (element-wise multiplication) as follows:

$$\tilde{C} = L \circ \tilde{D},$$

$$L_{ij} = \frac{1}{1 - \lambda_i\bar{\lambda}_j}.$$  \hspace{1cm} (8)

Thus, we obtain

$$C = P\tilde{C}P^*,$$

$$= P(L \circ \tilde{D})P^*,$$

$$= P(L \circ (P^{-1}D(P^*)^{-1}))P^*.$$  \hspace{1cm} (10)

From this expression, we can see how the system behaves when $\rho(A)$ is close to 1. If the dominant eigenvalue $\lambda_d$ that has the largest magnitude is real and its algebraic multiplicity is 1 (that is, $A$ has exactly one eigenvalue equals to $\lambda_d$), we get

$$\lim_{\lambda_d \to \pm 1} (1 - \lambda_d^2)C = \tilde{D}_{dd} p_d p_d^T,$$

where $p_d \in \mathbb{R}^n$ is the dominant eigenvector corresponding to $\lambda_d$. Here, $\tilde{D}_{dd}$ is real and positive because it is a diagonal element of a positive-definite matrix. We can see from Eq. (11) that the covariance matrix $C$ becomes proportional to the outer product of the dominant eigenvector with itself when $\lambda_d$
is close to 1 or −1. In addition, all the off-diagonal elements of the correlation matrix approach either 1 or −1 unless \( p_d \) contains any element that is strictly 0. The case where \( p_d \) contains 0-elements has been investigated in [15].

Similarly, if the dominant eigenvalues are a complex conjugate pair \( \lambda_d, \lambda_e = \bar{\lambda}_d \) and both have algebraic multiplicity 1, we get

\[
\lim_{|\lambda_d| \to 1} (1 - |\lambda_d|^2) C = \hat{D}_{dd} p_d p_d^* + \hat{D}_{ee} p_e p_e^*,
\]
\[
= 2\hat{D}_{dd} \text{Re}(p_d p_d^*),
\]
\[
= 2\hat{D}_{dd} (\text{Re}(p_d)\text{Re}(p_d)^T + \text{Im}(p_d)\text{Im}(p_d)^T),
\]
where \( p_d, p_e = \bar{p}_d \in \mathbb{C}^n \) are the dominant eigenvectors corresponding to \( \lambda_d \) and \( \lambda_e \), respectively. Here, a relation \( \hat{D}_{dd} = \hat{D}_{ee} \) is used. A proof of this is presented in Appendix B, in which the linear independence of \( \text{Re}(p_d) \) and \( \text{Im}(p_d) \) is also shown. We can see from Eq. (12) that \( C \) becomes proportional to a rank-2 matrix determined only by the dominant eigenvectors when \( |\lambda_d| = |\lambda_e| \approx 1 \).

In fact, Eqs. (11) and (12) hold even if \( A \) is nondiagonalizable. This can be seen from the general form of \( C \) based on the Jordan normal form of \( A \) shown in Appendix A.

### 2.3 Case of normal matrix and i.i.d. noise

The expression for \( C \) shown in Eq. (10) can be further simplified when \( A \) is normal (that is, \( AA^* = A^*A \)) and the noise is i.i.d. In this case, \( A \) can be diagonalized by a unitary matrix \( P \in \mathbb{C}^{n \times n} \). Therefore, \( P^{-1} = P^* \) holds. In addition, the covariance matrix of the noise term becomes \( D = \sigma^2 I \), where \( \sigma > 0 \) is the standard deviation of noise and \( I \) is an identity matrix of size \( n \).

Under these assumptions, the covariance matrix of \( x \) becomes as follows:

\[
C = P(L \circ (P^*(\sigma^2 I)P))P^*,
\]
\[
= \sigma^2 P(L \circ I)P^*,
\]
\[
= \sigma^2 P(I - \Lambda \bar{\Lambda})^{-1} P^*,
\]
\[
= \sigma^2 (I - AA^*)^{-1},
\]
\[
= \sigma^2 (I - AA^T)^{-1}.
\]

Especially, Eq. (13) is useful to investigate the contribution of each eigenvalue and eigenvector. Precisely, it can be rewritten as follows:

\[
C = \sigma^2 \sum_{k=1}^n \frac{p_k p_k^*}{1 - |\lambda_k|^2}.
\]

It should be noted that complex eigenvectors always appear in complex conjugate pairs because \( A \) is real. In addition, we have assumed that \( \|p_k\| = 1 \) for all \( k \). Thus, if \( p_k \) is not a real vector, there exists \( p_l \) such that \( p_l = \bar{p}_k \) and \( p_k p_k^* + p_l p_l^* = 2 \text{Re}(p_k p_k^*) \).

### 2.4 Case of symmetric matrix and i.i.d. noise

A symmetric matrix is a special case of a normal matrix. If \( A \) is symmetric (that is, \( A^T = A \)), all of the vectors and the matrices given so far become real-valued, and thus the situation is much simplified. For i.i.d. noise, we can use the following three equivalent expressions:

\[
C = \sigma^2 P(I - \Lambda^2)^{-1} P^T,
\]
\[
= \sigma^2 \sum_{k=1}^n \frac{p_k p_k^T}{1 - \lambda_k^2},
\]
\[
= \sigma^2 (I - \Lambda^2)^{-1}.
\]

A similar expression to the right hand side of Eq. (17) has been obtained in [23].
Among the three expressions, the first one is particularly important because it is of the form of the eigendecomposition of the covariance matrix $C$ in the real space. Therefore, it is related to principal component analysis (PCA) and singular value decomposition (SVD) [28], which are associated with the eigendecomposition of sample covariance matrices. Let $x_1, x_2, \ldots, x_N \in \mathbb{R}^n$ denote $N$ observations of a $n$-dimensional vector. For the case of a dynamical system, they are observations made at different time steps. Let $m \in \mathbb{R}^n$ denote the sample mean vector defined as $m = (1/N) \sum_{k=1}^{N} x_k$. Then, the data matrix $X \in \mathbb{R}^{N \times n}$ is calculated as follows:

$$X = [x_1 - m, x_2 - m, \ldots, x_N - m]^T.$$  

(19)

The sample covariance matrix $\hat{C} \in \mathbb{R}^{n \times n}$ corresponding to $X$ is defined as follows:

$$\hat{C} = \frac{1}{N-1} X^T X,$$  

(20)

$$\hat{C}_{ij} = \frac{1}{N-1} \sum_{k=1}^{N} ((x_k)_i - m_i)((x_k)_j - m_j).$$  

(21)

On the other hand, PCA is related to the eigendecomposition of $X^T X$ written as follows:

$$X^T X = W R W^T,$$  

(22)

where $W \in \mathbb{R}^{n \times n}$ is an orthogonal matrix whose columns are called weight vectors or loading vectors, and $R \in \mathbb{R}^{n \times n}$ is a diagonal matrix whose diagonal elements are nonnegative and are arranged in descending order. By using $W$, the data matrix $X$ is transformed as follows:

$$T = X W,$$  

(23)

where $T \in \mathbb{R}^{N \times n}$ is called a score matrix in which the $k$th column vector corresponds to the $k$th principal component.

Usually, the eigendecomposition of $X^T X$ is not explicitly calculated, but SVD is performed instead as follows:

$$X = U S W^T,$$  

(24)

where $U \in \mathbb{R}^{N \times N}$ is another orthogonal matrix, and $S \in \mathbb{R}^{N \times n}$ is a rectangular diagonal matrix whose diagonal elements $s_1 \geq s_2 \geq \ldots \geq 0$ are called singular values. Since $R = S^T S$ holds, the eigenvalues of $X^T X$ are equal to the squared singular values.

When $N$ is sufficiently large and all the eigenvalues of $C$ are distinct, we can relate the analytical eigendecompositions of $C$ shown in Eq. (16) and the empirical eigendecomposition of $X^T X$ shown in Eq. (22). By comparing the two equations, we see that the $k$th eigenvector of $A$ corresponds to the $k$th loading vector, and the eigenvalues are related as follows:

$$\frac{\sigma_i^2}{\lambda_i} = \frac{s_i^2}{N-1}, \quad \text{for } i = 1, 2, \ldots, n.$$  

(25)

Since $s_i^2$ increases in proportion to $N$ for large $N$, the right hand side does not go to 0 as $N \to \infty$. These relations indicate that we can estimate both the eigenvalues and the eigenvectors of $A$ from observations if we know that $A$ is symmetric and $D = \sigma^2 I$.

In addition, the dominant eigenvectors can be estimated by using PCA and SVD for general $A$ with $\rho(A) \approx 1$ and $D \succ 0$. In the case of Eq. (11), most variance in data is explained by the first principal component, and the first loading vector approaches the dominant eigenvector $p_d$. This does not mean that the stationary distribution of $x$ shrinks in the other directions. Rather, it expands in the direction of $p_d$ so that its relative contribution to $C$ becomes dominant. In the case of Eq. (12), the first and the second principal components explain most variance, and the 2-dimensional linear subspace spanned by the first and the second loading vectors approaches the subspace spanned by $\text{Re}(p_d)$ and $\text{Im}(p_d)$. 
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3. Continuous-time linear dynamical systems

3.1 General case

In this section, a continuous-time linear dynamical system of the following form is considered:

$$dx_t = Ax_t dt + B dw_t,$$ \hspace{1cm} (26)

where $x_t \in \mathbb{R}^n$ is the state of the system at time $t$, $A, B \in \mathbb{R}^{n \times n}$ are time-invariant matrices, and $w_t \in \mathbb{R}^n$ is a vector of independent Wiener processes. This system is also known as a multivariate Ornstein-Uhlenbeck (OU) process [29]. Let $\lambda_i \in \mathbb{C}$ ($i = 1, 2, \ldots, n$) denote again the eigenvalues of $A$. Then, we assume that $\text{Re}(\lambda_i) < 0$ for all $\lambda_i$. In this case, $A$ is called an asymptotically stable matrix or a Hurwitz matrix.

This continuous-time dynamics can be converted to a discrete-time dynamics by using Euler-Maruyama method [30] as follows:

$$x_{t+\Delta t} = x_t + \Delta t A x_t + \sqrt{\Delta t} \xi_t,$$ \hspace{1cm} (27)

where $\Delta t > 0$ is a discretized time step, and $\xi_t \in \mathbb{R}^n$ is a random vector following $\mathcal{N}(0, D)$. Here, we set $D = B B^T$.

Let $C \in \mathbb{R}^{n \times n}$ denote again the covariance matrix of $x$. Then, we obtain the following relation:

$$\frac{\partial C}{\partial t} = \lim_{\Delta t \to 0} \frac{\text{E}(x_{t+\Delta t} x_t^T) - \text{E}(x_t x_t^T)}{\Delta t},$$

where we use the fact that all of $\text{E}(x_t)$, $\text{E}(\xi_t)$, $\text{E}(x_t \xi_t^T)$, and $\text{E}(\xi_t x_t^T)$ are 0. This equation is known as the continuous-time Lyapunov equation [27], and it is known that $C$ is unique exists for any $D > 0$ if and only if $A$ is asymptotically stable. The solution $C$ again becomes the controllability Gramian when the noise term is replaced with a control input. Since $C$ is symmetric, Eq. (28) can be rewritten as a system of $n(n+1)/2$ linear equations as follows:

$$0 = \sum_k A_{ik} C_{kj} + \sum_k C_{ik} A_{kj}^T + D_{ij},$$

$$= \sum_{k<j} A_{ik} C_{kj} + \sum_{k>j} A_{ik} C_{jk} + \sum_{k<i} C_{kj} A_{ik} + \sum_{k>j} C_{ik} A_{jk} + D_{ij}, \quad \text{for } i \leq j.$$ \hspace{1cm} (29)

This system of linear equations can be rewritten by using the Kronecker product where all $n^2$ elements of $C$ are treated as unknown variables.

It should also be noted that covariances of $x$ at different time points can be written by using $C$ as follows [29]:

$$C(s) = \text{E}(x_{t+s} x_t^T) = \exp(As)C,$$ \hspace{1cm} (30)

where $\exp(As)$ is the matrix exponential of $As$, that is, $\exp(As) = \sum_{k=0}^{\infty} (As)^k/k!$. The equation above can be derived from $\partial C(s)/\partial s = AC(s)$.

3.2 Case of diagonalizable matrix

If matrix $A$ is diagonalizable, there exists an invertible matrix $P \in \mathbb{C}^{n \times n}$ satisfying $A = P \Lambda P^{-1}$, where $\Lambda \in \mathbb{C}^{n \times n}$ is diagonal. The column vectors of $P$ are the eigenvectors of $A$, and the diagonal elements of $\Lambda$ are the eigenvalues of $A$. The norm of each column vector of $P$ is normalized to 1.

Let us rewrite Eq. (28) as follows:
\[ AC + CA^* + D = 0. \]  
(31)

Then, by left-multiplying \( P^{-1} \) and right-multiplying \( (P^*)^{-1} = (P^{-1})^* \) to the both side \([7]\), we obtain
\[
\Lambda P^{-1} C(P^*)^{-1} + P^{-1} C(P^*)^* \Lambda^* + P^{-1} D(P^*)^{-1} = 0,
\]
\[
\Lambda \tilde{C} + \tilde{C} \Lambda^* + \tilde{D} = 0, \tag{32}
\]
where \( \tilde{C} = P^{-1} C(P^*)^{-1} \) and \( \tilde{D} = P^{-1} D(P^*)^{-1} \). The two matrices \( \tilde{C}, \tilde{D} \in \mathbb{C}^{n \times n} \) are positive-definite again.

Since \( \Lambda \) is diagonal, Eq. (32) can be solved in an element-wise manner as follows \([7]\):
\[
\lambda_i \tilde{C}_{ij} + \bar{\lambda}_j \tilde{C}_{ij} + \tilde{D}_{ij} = 0,
\]
\[
\tilde{C}_{ij} = - \frac{\tilde{D}_{ij}}{\lambda_i + \bar{\lambda}_j}. \tag{33}
\]

This equation can be rewritten by using the Hadamard product as follows:
\[
\tilde{C} = L \circ \tilde{D}, \tag{34}
\]
\[
L_{ij} = - \frac{1}{\lambda_i + \bar{\lambda}_j}. \tag{35}
\]

Thus, we obtain
\[
C = P \tilde{C} P^*,
\]
\[
= P(L \circ \tilde{D}) P^*,
\]
\[
= P(L \circ (P^{-1} D(P^*)^{-1})) P^*. \tag{36}
\]

Although this equation seems to be the same as Eq. (10), the definition of \( L \) is different.

From this expression, we can see how the system behaves when \( \max_i \text{Re}(\lambda_i) \) is close to 0. If the dominant eigenvalue \( \lambda_d \) that has the largest real part is real and its algebraic multiplicity is 1, we get
\[
\lim_{\lambda_d \to 0} (-2\lambda_d) C = \tilde{D}_{dd} p_d p_d^T, \tag{37}
\]
where \( p_d \in \mathbb{R}^n \) is the dominant eigenvector corresponding to \( \lambda_d \). Here, \( \tilde{D}_{dd} \) is real and positive again because it is a diagonal element of a positive-definite matrix. We can see from Eq. (37) that the covariance matrix \( C \) becomes proportional to the outer product of the dominant eigenvector with itself when \( \text{Re}(\lambda_d) \) is close to 0.

Similarly, if the dominant eigenvalues are a complex conjugate pair \( \lambda_d, \lambda_e = \bar{\lambda}_d \) and both have algebraic multiplicity 1, we get
\[
\lim_{\text{Re}(\lambda_d) \to 0} (-2\text{Re}(\lambda_d)) C = 2\tilde{D}_{dd} \text{Re}(p_d p_d^*) + \tilde{D}_{ee} p_e p_e^*,
\]
\[
= 2\tilde{D}_{dd} \text{Re}(p_d p_d^*) + \tilde{D}_{ee} (\text{Re}(p_d) \text{Re}(p_d)^T + \text{Im}(p_d) \text{Im}(p_d)^T). \tag{38}
\]

where \( p_d, p_e = \bar{p}_d \in \mathbb{C}^n \) are the dominant eigenvectors corresponding to \( \lambda_d \) and \( \lambda_e \), respectively. Here, the relation \( \tilde{D}_{dd} = \tilde{D}_{ee} \) is used again. We can see from Eq. (38) that \( C \) becomes proportional to a rank-2 matrix determined only by the dominant eigenvectors when \( \text{Re}(\lambda_d) = \text{Re}(\lambda_e) \approx 0 \).

In addition, Eqs. (37) and (38) also hold even when \( A \) is not diagonalizable. This can be shown in a similar manner to the discrete-time case.

### 3.3 Case of normal matrix and i.i.d. noise

The expression for \( C \) shown in Eq. (36) can be further simplified when \( A \) is normal and \( D = \sigma^2 I \). Here, \( P \) becomes unitary so that \( P^{-1} = P^* \) holds. In this case, the covariance matrix of \( x \) becomes as follows:
\[ C = P(L \circ (P^*(\sigma^2 I)P))P^*, \]
\[ = \sigma^2 P(L \circ I)P^*, \]
\[ = -\sigma^2 P(\Lambda + \bar{\Lambda})^{-1} P^*, \]
\[ = -\sigma^2 (A + A^*)^{-1}, \]
\[ = -\sigma^2 (A + A^T)^{-1}. \] (39)

The third line can be rewritten as

\[ C = -\sigma^2 \sum_{k=1}^{n} \frac{p_k p_k^*}{\lambda_k + \bar{\lambda}_k}, \] (41)

where \( p_k \in \mathbb{C}^n \) is the \( p \)th column vector of matrix \( P \).

3.4 Case of symmetric matrix and i.i.d. noise

If \( A \) is symmetric and \( D = \sigma^2 I \), \( C \) becomes as follows:

\[ C = -\sigma^2 \frac{1}{2} P \Lambda^{-1} P^T, \] (42)
\[ = -\sigma^2 \frac{1}{2} \sum_{k=1}^{n} \frac{p_k p_k^T}{\lambda_k}, \] (43)
\[ = -\sigma^2 \frac{1}{2} A^{-1}, \] (44)

where both \( P \) and \( \Lambda \) are real. The third equation (44) is a special case of the expression for the covariance matrix over a time window derived in [19].

Relations to PCA and SVD described in Eqs. (19)–(24) are as follows. When the number of observations \( N \) is sufficiently large and the eigenvalues of \( C \) are all distinct, the \( k \)th eigenvector of \( A \) corresponds to the \( k \)th loading vector, and the eigenvalues are related as follows:

\[ \frac{-\sigma^2}{2\lambda_i} = \frac{s_i^2}{N - 1}, \quad \text{for} \quad i = 1, 2, \ldots, n, \] (45)

where \( s_i \) is the \( i \)th singular value.

4. Discrete-time nonlinear dynamical systems

In this section, a discrete-time autonomous nonlinear dynamical system with additive noise is considered. It is described as follows:

\[ x_{t+1} = f(x_t) + \xi_t, \quad \text{for} \quad t = 0, 1, 2, \ldots, \] (46)

where \( x_t \in \mathbb{R}^n \) represents a state of the system at time \( t \), \( f : \mathbb{R}^n \to \mathbb{R}^n \) is a nonlinear map, and \( \xi_t \) is noise at time \( t \). We assume that if the noise term is removed, the system has an asymptotically stable (that is, Lyapunov stable and attracting [31]) fixed point \( a \in \mathbb{R}^n \) that satisfies \( f(a) = a \), and that \( f \) is continuously differentiable at \( a \). This means that \( f \) is differentiable at \( a \) and the derivative is continuous at \( a \). We also assume that the fixed point \( a \) is hyperbolic, that is, the Jacobian matrix of \( f \) at \( a \) has no eigenvalue on the unit circle in the complex plane. It should be noted that if the asymptotically stable fixed point is non-hyperbolic (for example, the origin of a one-dimensional map \( x_{t+1} = \tanh(x_t) \)), our knowledge described in Section 2 cannot be directly applied because the discrete-time Lyapunov equation (2) does not have a solution. The noise term is again assumed to be zero-mean and independent of the system’s state. An additional assumption is that the noise intensity is sufficiently small so that we can perform the linear approximation of \( f \) around \( a \) as follows:

\[ f(x) \approx f(a) + J(a)(x - a), \] (47)

where \( J(a) \in \mathbb{R}^{n \times n} \) is the Jacobian matrix of \( f \) at \( a \) defined as follows:
\[ (J(a))_{ij} = \left. \frac{\partial f_i}{\partial x_j} \right|_{x=a}. \]  

(48)

Since \( a \) is asymptotically stable and hyperbolic, \( \rho(J(a)) < 1 \) holds. By using the approximation, Eq. (46) becomes as follows:

\[
\begin{align*}
x_{t+1} &= a + J(a)(x_t - a) + \xi_t, \\
\tilde{x}_{t+1} &= J(a)\tilde{x}_t + \xi_t,
\end{align*}
\]

(49)

where a new variable \( \tilde{x}_t = x_t - a \) is introduced. Thus, all the findings in Section 2 can be applied.

There are three representative cases related to codimension-1 bifurcations. The first case is just before a saddle-node bifurcation (also known as a fold bifurcation or a tangential bifurcation), in which a real eigenvalue is close to 1. The second case is just before a period-doubling bifurcation, in which a real eigenvalue is close to \(-1\). The last case is right before a Neimark-Sacker bifurcation, where a pair of eigenvalues that are complex conjugate of each other are near the unit circle. The first and the second cases correspond to Eq. (11), and the third case corresponds to Eq. (12). Based on these equations, we can characterize the systems that have high risks of system-wide changes and estimate the dominant eigenvectors from observations.

5. Continuous-time nonlinear dynamical systems

In this section, a continuous-time autonomous nonlinear dynamical system with additive noise is considered. It is represented as follows:

\[
dx_t = f(x_t)dt + B dw_t,
\]

(50)

The definition of \( x_t \) and \( f \) is the same to that in Section 4. The definition of \( w_t \) and \( B \) is the same to that in Section 3. We assume that the noiseless system \( \dot{x}_t = f(x_t) \) has an asymptotically stable equilibrium point \( a \in \mathbb{R}^n \) that satisfies \( f(a) = 0 \), and that \( f \) is continuously differentiable at \( a \). We also assume that \( a \) is hyperbolic, that is, the Jacobian matrix of \( f \) at \( a \) has no eigenvalue with the zero real part, and \( a \) has no center manifold. An example of non-hyperbolic equilibrium points is the origin of a one-dimensional differential equation \( \dot{x}_t = -x_t^3 \). The assumption of hyperbolicity is needed in order for the continuous-time Lyapunov equation (28) to have a solution. Then, the linear approximation of \( f \) around \( a \) as shown in Eq. (47) gives

\[
\begin{align*}
dx_t &= J(a)(x_t - a)dt + B dw_t, \\
\tilde{d}\tilde{x}_t &= J(a)\tilde{x}_t dt + B dw_t,
\end{align*}
\]

(51)

where a variable transformation \( \tilde{x}_t = x_t - a \) is used. Here, all the eigenvalues of \( J(a) \) have negative real parts because \( a \) is asymptotically stable and hyperbolic. Thus, all the findings in Section 3 can be applied.

The relation between the Jacobian matrix \( J(a) \) and the covariance matrix \( C \) gives us a way to characterize the situation where at least one eigenvalue of \( J(a) \) has a real part close to 0. There are two representative cases. The first case is just before either a saddle-node bifurcation, a transcritical bifurcation, or a pitchfork bifurcation. In this case, one real eigenvalue is located near 0. This case corresponds to Eq. (37). The second case is right before a Hopf bifurcation, in which two eigenvalues that are complex conjugate of each other have real parts close to 0. This case corresponds to Eq. (38).

6. Numerical simulations

6.1 Example model

In this section, we demonstrate how to apply the theory to nonlinear dynamical systems in practice by using an example model. Let us consider a network system of \( n \) nodes in which each node has its intrinsic dynamics and also interacts with its neighbors. The intrinsic dynamics of node \( i \) is based on the following function:
where \( x_i \in \mathbb{R} \) is the state of node \( i \), and \( \mu_i \in \mathbb{R} \) is a parameter. This function is the negative derivative of a double-well potential \( U_i(x_i) = -x_i^2/2 + x_i^4/4 + \mu_i x_i \). The isolated dynamical system \( \dot{x}_i = F_i(x_i) \) exhibits saddle-node bifurcations at \( \mu_i = \pm 2\sqrt{3}/9 \). We choose this model for simplicity, but more realistic ecological models with a few parameters are often used in the studies of early warning signals [10, 12, 25, 32–34].

Let \( G = (V, E) \) denote the network structure of a random geometric graph [35] in which \( V \) is the vertex set and \( E \subseteq V \times V \) is the edge set. The node positions are randomly located in \([0, 1]^2\), and two nodes are connected by an edge if the Euclidean distance between them is less than or equal to the threshold \( d \). Let \( L_G \in \mathbb{Z}^{n \times n} \) denote the Laplacian matrix of \( G \). \( L_G \) is a symmetric matrix whose \( i \)th diagonal element is the degree of node \( i \) (that is, the number of edges incident to node \( i \)), and \( (i, j) \) element for \( i \neq j \) is \(-1\) if node \( i \) and node \( j \) are adjacent and \( 0 \) otherwise.

Then, the dynamics of the network system is described by the following stochastic differential equation:

\[
\mathrm{d}x(t) = [F(x(t)) + \alpha M x(t)] \, \mathrm{d}t + B \, \mathrm{d}w(t),
\]

where \( x = (x_1, \ldots, x_n)^T \) is the state of the system, \( F(x) = (F_1(x_1), \ldots, F_n(x_n))^T \) corresponds to the intrinsic dynamics, \( \alpha \geq 0 \) is the coupling strength, \( M = -L_G \) is the sign-reversed Laplacian matrix of \( G \), and \( w \in \mathbb{R}^n \) is a vector of independent Wiener processes. It should be noted that the \( i \)th element of \( M x(t) \) can be rewritten as \( \sum_j M_{ij} x_j(t) = \sum_{j, (i,j) \in E} (x_j(t) - x_i(t)) \), which is known as diffusive coupling. The covariance matrix of noise \( D = BB^T \) is defined as \( D_{ij} = \sigma^2 \exp(-\gamma \|r_i - r_j\|^2) \), where \( \sigma, \gamma > 0 \) are parameters, and \( r_i \in [0, 1]^2 \) represents the position of node \( i \). This means that close nodes receive much correlated noise than distant nodes. \( B \) is calculated from \( D \) by using the Cholesky decomposition. It should be noted that \( D \succ 0 \) holds because it is a Gram matrix of the Gaussian kernel [36].

We induce system-wide state transitions in this network model according to the following procedure. Let \( x_{\text{on}} \) and \( x_{\text{off}} \) denote the higher and the lower stable equilibrium points of the isolated system \( \dot{x}_i = F_i(x_i) \), respectively. Initially, all nodes are set to \( x_{\text{on}} \). Then, in each iteration, we randomly select a node that has not been selected yet, deactivate it by setting its value to \( x_{\text{off}} \), and update \( a \) with the stable equilibrium point that the system without noise reaches eventually. Let \( n_{\text{off}} \) denote the number of deactivated nodes. This does not include the nodes that are not selected but fall down due to interaction.

### 6.2 Calculation of the covariance matrix

The theoretical values of the covariance matrix \( C \) is obtained in three steps. First, we need to numerically calculate the position of a stable equilibrium point \( a \) that satisfies \( F(a) + \alpha M a = 0 \). Next, the Jacobian matrix at \( a \) is calculated as

\[
J(a) = \text{diag} \left( \frac{\partial F_1(a)}{\partial x_1}, \ldots, \frac{\partial F_n(a)}{\partial x_n} \right) + \alpha M.
\]

Here, \( \partial F_i(a_i)/\partial x_i = 1 - 3a_i^2 \). Finally, \( C \) is calculated according to Eq. (36).

On the other hand, the sample covariance matrix \( \hat{C} \) is obtained as follows. First, we need to know again the position of a stable equilibrium point \( a \). Next, a trajectory of the stochastic differential equation (53) is calculated numerically. In this example, we use the Euler-Maruyama method [30] to discretize time as follows:

\[
x(\tau + 1) = x(\tau) + \Delta t \left[ F(x(\tau)) + \alpha M x(\tau) \right] + \sqrt{\Delta t} B \epsilon(\tau), \quad \text{for} \quad \tau = 0, 1, 2, \ldots, \tau_{\text{max}},
\]

where we set \( \tau = t/\Delta t \), and \( \epsilon(\tau) \) is a random vector following \( \mathcal{N}(0, I) \). The initial state \( x(0) \) is set to \( a \). Since the multivariate OU process is correlated in the time domain, we only take \( N \) points each of which is separated by \( \tau_{\text{max}}/N \) steps. Next, a data matrix \( X \) is constructed according to Eq. (19). Then, the sample covariance matrix is calculated according to Eq. (20).
6.3 Simulation results

In the following simulations, we set $\mu_i = 0.25$ for all $i$. Other parameters are $n = 100$, $d = 0.25$, $\alpha = 0.02$, $\sigma = 0.001$, $\gamma = 10$, $\Delta t = 0.01$, $\tau_{\text{max}} = 10^5$, and $N = 500$.

Figure 1 shows an example of system-wide state transitions in the network model. In this case, most nodes fall down at $n_{\text{off}} = 13$. Since the precise timing varies according to the node positions and the order of the node selection, we focus on this particular case henceforth. Notice that the mean value of $a$ clearly decreases until $n_{\text{off}} = 12$, and thus the phenomenon is possibly used as an early warning signal, too.

Figure 2 shows the covariance matrix at the beginning ($n_{\text{off}} = 0$) and right before the system-wide state transition ($n_{\text{off}} = 12$). The theoretical predictions and the results of the numerical simulations

![Fig. 1. Relation between the number of deactivated nodes ($n_{\text{off}}$) and the average of the state variables evaluated at $a$.](image1)

![Fig. 2. Covariance matrices of the example model. (A) $C$ at $n_{\text{off}} = 0$, (B) $\hat{C}$ at $n_{\text{off}} = 0$, (C) $C$ at $n_{\text{off}} = 12$, and (D) $\hat{C}$ at $n_{\text{off}} = 12$. The nodes are sorted based on the Euclidean distance between their positions by using hierarchical clustering with the average linkage method.](image2)
match well in both cases. At $n_{\text{off}} = 12$, a part of nodes show particularly high variances and also high covariances between them. Notice that the maximum values of the color scales in Figs. 2(C) and 2(D) are several times larger than those in Figs. 2(A) and 2(B).

On the other hand, it would be beneficial if a statistic can characterize the change of the covariance matrix. As an example, Fig. 3 shows the change in the largest eigenvalue of the covariance matrix. Its value tends to increase until $n_{\text{off}} = 12$ both in theory and in the numerical simulations, although the simulation result is noisy. This supports the idea that the increase in the largest eigenvalue of the sample covariance matrix, which can be calculated only from measurements of the system, may serve as an early warning signal [17–19].

Another important aspect provided by the covariance matrix is which nodes contribute largely to the fluctuation just before the state transition. Figure 4 shows the state of the network at $n_{\text{off}} = 12$. It can be seen that many active nodes (close to $x_{\text{on}}$) around the five inactive nodes (close to $x_{\text{off}}$) at the bottom right region show large contribution. In addition, high degree nodes tend to have large contribution in this model. This kind of information may help to take countermeasures for preventing system-wide changes.

**Fig. 3.** Relation between the number of deactivated nodes ($n_{\text{off}}$) and the largest eigenvalue of the covariance matrix.

**Fig. 4.** Network view of the example model at $n_{\text{off}} = 12$. Blue nodes are active (close to $x_{\text{on}}$) and red nodes are inactive (close to $x_{\text{off}}$). The diameter of each node is proportional to the absolute value of the corresponding element of the dominant eigenvector of $C$. 
7. Discussion and Conclusions

In this paper, we have investigated how the covariance matrix of the stationary distribution of the state of a dynamical system is associated with the eigenvalues and the eigenvectors of the Jacobian matrix of the system. Our major contributions are as follows. First, we have reformulated the theory in [15] in terms of the covariance matrix and revealed the asymptotic behavior of the covariance matrix when a dynamical system approaches a bifurcation point both for discrete-time and continuous-time cases, and both for real-valued and complex-valued dominant eigenvalues. Second, we have derived several simple expressions for the covariance matrix from the discrete-time and continuous-time Lyapunov equations when the Jacobian matrix is normal or symmetric and noise is i.i.d. Third, we have pointed out that the eigenvalues and the eigenvectors of the Jacobian matrix correspond to the singular values of SVD and the loading vectors of PCA, respectively, when the Jacobian matrix is symmetric and noise is i.i.d. In addition, we have also applied the theory to a nonlinear network model and demonstrated how the covariance matrix changes before a system-wide state transition.

We make some remarks regarding the extension of this work. First, we only considered dynamical noise that perturbs the true state of the system but did not consider observation noise that only distorts the measurement. However, the effect of observation noise in its simplest form is easy to incorporate into the theory. Let $y_t = x_t + \eta_t$ denote the observation at time $t$ where $\eta_t$ is the observation noise independent of $x_t$. Then, the covariance matrix of the stationary distribution of $y_t$ is simply the summation of the covariance matrices of $x_t$ and $\eta_t$.

Second, the current theory is based on linear approximation and cannot be used when noise is large or the asymptotically stable fixed/equilibrium point is non-hyperbolic. This is because the linear approximation as shown in Eq. (47) is based on a multivariate Taylor expansion of a nonlinear map $f$ at a stable fixed/equilibrium point $a$, and the higher order terms are neglected. Let us assume here that $a$ is hyperbolic for simplicity. Then, this approximation is accurate as long as the state variable $x$ stays close to $a$ so that the higher order terms are negligible. However, the accuracy becomes worse as $x$ moves away from $a$ because the influence of the higher order terms becomes large. Therefore, the theory based on the linear approximation cannot be applied to the cases where the position of $x$ is disturbed by large noise [37].

In that case, the stationary distribution is no longer a normal distribution, and we need to take into account the effect of nonlinearity. Analytic expressions of the stationary distribution have been obtained for particular cases by solving the Fokker-Planck equation [38, 39]. In addition, the controllability Gramian which corresponds to the covariance matrix of an uncontrolled system has been extended to incorporate nonlinear dynamics [40]. The relative size of the basin of attraction [41] and its extension to finite retention time [42] are also important aspects to characterize the stability of dynamical systems. A phenomenon called flickering can also occur when noise is large [34, 43]. Integrating these knowledge to construct a robust indicator for predicting system-wide changes in complex systems is a challenging future problem.

Other directions of future works regarding the theoretical underpinning include state-dependent noise, time delay, nonstationarity, transient dynamics, and other types of attractors such as periodic orbits. On the other hand, development of indicators both for general and specific purposes is also important.

Last but not least, practical applications of the theoretical framework refined in this study is a matter of high priority. Although the original theory in [15] has been already applied to several real data such as type 1 diabetes [44], type 2 diabetes [45], DNA methylation [46], foreign exchange market [24], and cell differentiation [47, 48], it is our important future work to utilize our new findings to broaden the applicability of the theory.
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Appendix

A. Alternative forms of $C$

Here, we present a few alternative expressions of $C$ as the solution of the discrete-time Lyapunov equation (2) for $p(A) < 1$ and $D > 0$. The first one is useful to see that Eqs. (11) and (12) hold in general. Let $\Lambda \in \mathbb{C}^{n \times n}$ be a Jordan normal form of $A$ that satisfies $A = P \Lambda P^{-1}$, where $P \in \mathbb{C}^{n \times n}$ is an invertible matrix. Each column vector of $P$ is a generalized eigenvector of $A$, and we assume that their norms are normalized to 1. It should be noted that complex generalized eigenvectors always appear in complex conjugate pairs. $\Lambda$ is a block diagonal matrix written as follows:

$$\Lambda = \begin{bmatrix} \Lambda_1 & & \\ & \Lambda_2 & \\ & & \ddots \\ & & & \Lambda_m \end{bmatrix}, \quad (A-1)$$

$$\Lambda_k = \begin{bmatrix} \lambda_k & 1 & & \\ & \lambda_k & & \\ & & \ddots & \\ & & & 1 \end{bmatrix}, \quad \text{for } k = 1, 2, \ldots, m, \quad (A-2)$$

where $m$ is the number of the blocks and $\lambda_k$ is the eigenvalue related to the $k$th block. Let $n(k)$ denote the size of $\Lambda_k$. From similar calculations to Eq. (6), we get

$$\tilde{C} = \Lambda \tilde{C} \Lambda^* + \tilde{D}, \quad (A-3)$$

where $\tilde{C} \in \mathbb{C}^{n \times n}$ and $\tilde{D} \in \mathbb{C}^{n \times n}$ satisfy $C = P \tilde{C} P^*$ and $D = P \tilde{D} P^*$. Let us partition $\tilde{C}$ and $\tilde{D}$ into blocks as follows:

$$\tilde{C} = \begin{bmatrix} C_{11} & C_{12} & \cdots & C_{1m} \\ C_{21} & C_{22} & \cdots & C_{2m} \\ \vdots & \vdots & \ddots & \vdots \\ C_{m1} & C_{m2} & \cdots & C_{mm} \end{bmatrix}, \quad (A-4)$$

$$\tilde{D} = \begin{bmatrix} D_{11} & D_{12} & \cdots & D_{1m} \\ D_{21} & D_{22} & \cdots & D_{2m} \\ \vdots & \vdots & \ddots & \vdots \\ D_{m1} & D_{m2} & \cdots & D_{mm} \end{bmatrix}, \quad (A-5)$$

where submatrices $C_{kl}$ and $D_{kl}$ have $n(k)$ rows and $n(l)$ columns. By using them, Eq. (A-3) can be rewritten in a blockwise manner as follows [27]:

$$C_{kl} = \Lambda_k C_{kl} \Lambda_k^* + D_{kl}, \quad \text{for } 1 \leq k, l \leq m. \quad (A-6)$$

Thus, we can solve it for each block separately. Element-wise equations are given as follows [27]:

$$(C_{kl})_{ij} = \lambda_k \tilde{\lambda}_l (C_{kl})_{ij} + \lambda_k (C_{kl})_{i,j+1} + \tilde{\lambda}_l (C_{kl})_{i+1,j} + (C_{kl})_{i+1,j+1} + (D_{kl})_{ij},$$

for $1 \leq i \leq n(k), 1 \leq j \leq n(l), \quad (A-7)$$

where we define $(C_{kl})_{n(k)+1,j} = (C_{kl})_{i,n(l)+1} = (C_{kl})_{n(k)+1,n(l)+1} = 0$. It can be seen that $(C_{kl})_{ij}$ is determined if $\lambda_k \tilde{\lambda}_l \neq 1$ and all of $(C_{kl})_{i,j+1}, (C_{kl})_{i+1,j}$, and $(C_{kl})_{i+1,j+1}$ have been calculated. Since $|\lambda_k| < 1$ for all $k$ and $(C_{kl})_{ij}$ values can be determined iteratively from the right and the bottom edges, all elements of $C_{kl}$ can be calculated. Moreover, all elements of $C_{kl}$ are rational functions of $\lambda_k$ and $\tilde{\lambda}_l$, and their denominators are powers of $(1 - \lambda_k \tilde{\lambda}_l)$. Since every $C_{kl}$ is determined similarly, $\tilde{C}$ is constructed by combining them, and the solution of Eq. (2) is obtained as $C = P \tilde{C} P^*$. 
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Next, we explain another expression for $C$, which is also valuable for some analysis. From Eq. (2), we get the following expression:

\[ C = AC A^T + D, \]
\[ = A(AC A^T + D)A^T + D, \]
\[ = A^m C(A^T)^m + D + AD A^T + \ldots + A^{m-1} D(A^T)^{m-1}, \quad \text{for} \quad m = 1, 2, \ldots \]  

(A-8) \hspace{1cm} (A-9) \hspace{1cm} (A-10)

By taking the limit of $m \to \infty$, the first term vanishes because all the eigenvalues of $A$ have magnitude less than 1 (for a rigorous proof of this, see [49]). Thus, $C$ becomes a series written as follows:

\[ C = \sum_{m=0}^{\infty} A^m D(A^T)^m. \]  

(A-11)

We already know that this converges because otherwise $C$ cannot be determined. From this expression, it can be seen that $C$ is real and positive-definite because (i) $D$ is real and positive-definite, (ii) $A$ is real, (iii) for any matrix $U \in \mathbb{C}^{n \times k}$ and any positive-definite matrix $V \in \mathbb{C}^{n \times n}$, $U^T V U \succeq 0$ holds, and (iv) a summation of a positive-definite matrix and a positive-semidefinite matrix is positive-definite.

Similarly, alternative expressions of $C$ as the solution of the continuous-time Lyapunov equation (28) are also known. A blockwise expression based on the Jordan normal form of $A$ can be similarly calculated. From it, we can see that Eqs. (37) and (38) hold in general. The expression shown in Eq. (A-11), which is based on a summation over infinite number of matrices, becomes an integral over an infinite range as follows [27]:

\[ C = \int_{0}^{\infty} \exp(A t') D \exp(A^T t') dt'. \]  

(A-12)

B. Proof of $\tilde{D}_{dd} = \tilde{D}_{ee}$

Here, we provide a proof for $\tilde{D}_{dd} = \tilde{D}_{ee}$.

Let $S_1 = \{p_1, \ldots, p_m, \bar{p}_1, \ldots, \bar{p}_m, w_1, \ldots, w_{n-2m}\}$ denote a set of $n$-dimensional vectors, and let $i$ denote the imaginary unit only in this section. The first $2m$ vectors are complex-valued written as $p_k = u_k + i v_k \in \mathbb{C}^n$ ($u_k, v_k \in \mathbb{R}^n$). The remaining vectors are real-valued, that is, $w_k \in \mathbb{R}^n$. Let $S_2 = \{u_1, \ldots, u_m, v_1, \ldots, v_m, w_1, \ldots, w_{n-2m}\}$ denote another set of vectors, in which all element are real vectors.

**Lemma.** If the vectors in $S_1$ are linearly independent, then the vectors in $S_2$ are linearly independent.

**Proof.** Suppose that the vectors in $S_2$ are not linearly independent. Then, there exists a set of real-valued coefficients $a_k, b_k,$ and $c_k$ that are not all zero, and

\[ \sum_{k=1}^{m} (a_k u_k + b_k v_k) + \sum_{k=1}^{n-2m} c_k w_k = 0, \]  

(B-1)

holds. However, this leads to the following equality:

\[ \sum_{k=1}^{m} \left( \frac{a_k - i b_k}{2} (u_k + i v_k) + \frac{a_k + i b_k}{2} (u_k - i v_k) \right) + \sum_{k=1}^{n-2m} c_k w_k = 0. \]  

(B-2)

This contradicts the supposition that the vectors in $S_1$ are linearly independent. $\square$

Next, let us consider a linear combination of the vectors in $S_1$:

\[ q = \sum_{k=1}^{m} \left( (a_k + i b_k) (u_k + i v_k) + (c_k + i d_k) (u_k - i v_k) \right) + \sum_{k=1}^{n-2m} (e_k + i f_k) w_k, \]  

(B-3)

where $a_k, b_k, c_k, d_k, e_k,$ and $f_k$ are real coefficients. Assume that the vectors in $S_1$ are linearly independent. When $q$ is real, we obtain
\[
\text{Im}(q) = \sum_{k=1}^{m} ((b_k + d_k)u_k + (a_k - c_k)v_k) + \sum_{k=1}^{n-2m} f_k w_k = 0.
\]

(B-4)

Since \(u_k, v_k,\) and \(w_k\) are linearly independent from the lemma, \(b_k = -d_k, a_k = c_k,\) and \(f_k = 0\) hold for all \(k\). This means that, if a linear combination gives a real value, every pair of coefficients corresponding to a complex conjugate vector is complex conjugate to each other.

Let us introduce a new variable \(\zeta \in \mathbb{C}^n\) that satisfies \(P\zeta = \xi\) and \(E(\zeta \zeta^*) = P^{-1}(P^{-1})^* = \tilde{D}\). Each column vector of \(P\) corresponds to an eigenvector of \(A\), and we have assumed that each column vector’s norm is normalized to 1. Since \(A\) is real, all complex eigenvectors appear in complex conjugate pairs. Moreover, since \(P\) is invertible, its column vectors are linearly independent. Thus, the discussion above can be applied by regarding the column vectors of \(P\) as \(S_1\). Let \(\zeta_d\) and \(\zeta_e\) denote the two elements corresponding to the dominant complex eigenvalues of \(A\). Since \(\xi\) is real, they are complex conjugate to each other. Thus, we obtain

\[
\tilde{D}_{dd} = E(\zeta_d \bar{\zeta_d}) = E(\zeta_e \bar{\zeta_e}) = \tilde{D}_{ee}.
\]

(B-5)
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