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Abstract: There is a need for safety assistance visual surveillance that can be effectively used to navigate hazardous places which cannot be accessed by human beings. Several high-risk conditions like radioactive zone, toxic environment and accident-prone areas are usually approached/tackled by humans with little to no information about their conditions. Hence our aim is to reduce any human interaction with these unsafe circumstances by proposing a visual surveillance robot that is capable of moving in any terrain and can relay live information to the controller situated at a remote location. In this paper we address the implementation of Visual Surveillance bot by using a Camera that rotates at 360 degree with the help of DC motor, which illustrate the surrounding so as to provide the estimation of danger if any. We present the execution by efficiently live streaming information with the help of Raspberry pi and by using the MATLAB software to create a RADAR plot by analyzing the object detected by Ultrasonic sensor. The usage of MATLAB not only simplifies the analysis but also helps in creating an enhanced RADAR system by using an ARDUINO to support the ultrasonic system in recording the echo time and object detection angle.
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I. INTRODUCTION

Safety in today's world has become the most critical concern for human life. Since in earlier days, humans were involved in safety, and they would easily adapt to any environment they were put into, even risking their life [10]. Citing for such reasons, robots were developed. A large proportion of robotics innovation examine today is given to work the hazardous condition. A robot with a high surveillance system is to be used so that it alarms about the danger giving prior information about the events which cannot be captured through the conventional security systems [4][3]. Therefore, our paper propounds visual security monitoring to improve the old security systems. A robotic system with all the necessary sensors is able to achieve its goal without much time wastage [9]. Considering the flexibility of the robot to adapt to any environment, robots are deployed for surveillance to scan the area ceaselessly, providing information if any aberrant event happens [9]

II. COMPONENTS USED

A. ARDUINO UNO

ATmega3298P is the single-chip microcontroller of Arduino R3. It contains an 8-bit RISC processor core. It includes a 32kB ISP flash memory with read-while-write capabilities. Arduino works on a voltage between 1.8V-5.5V [1]. It is easily available and used in appliances since it is a very low-cost microcontroller. The micro controller is supported by Arduino UNO by providing all the assistance. AC to DC adapter or battery is need for it to start [2]. UNO is different from its previous boards because it doesn’t use FTDI USB required for the serial driver. Although Atmega16U2 is programmed as a USB to serial converter is used [2].

Fig 1: Arduino Uno Board

B. HC05 BLUETOOTH MODULE

The Bluetooth module can detect the object up to 100m. It serially communicates with the microcontroller [1]. HC-05 has slave mode as a default communication, but it can perform tasks on the master, slave, or master/slave mode. The slave mode accepts connection from other modules, but cannot initiate a connection to another Bluetooth device. It is possible for the master connection to initiate a connection between other Bluetooth devices [2]. It has an operating voltage between 4V to 6V; mostly, it is +5V, thus enabling the receiver pin of the Bluetooth module to connect with the transmission pin of Arduino. Android application is able to develop a connection if HC-05 is in slave mode. A default password of module “0000” or “1234” is to be used to maintain the connection between android application and module [1].
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C. ULTRASONIC SENSOR

The ultrasonic sensor measures the distance to an object from 0 to 2.5 m. It operates by generating high-frequency sound and then receiving and checking the properties of the echo pulse. The distance of the object is calculated by measuring the time interval between sending the signal and receiving the signal. Arduino board is connected to the ultrasonic sensor, which is mounted on the servo motor. The rotation of the servo motor provides the sensor with a wider range. Arduino Uno is connected to a laptop which has MATLAB and ARDUINO IDE Software [3]. With the help of these two software, the position of the object is calculated and is displayed.

D. SERVO MOTOR

It is an electric motor, responsible for mechanical motion that happens around us. A certain amount of electrical signal is given, and the motor rotates at a certain angle, which specify the use of a servo motor. Servo motor will rotate as much as we want and then stop and wait for the next signal for further action [3]. Thus, angular precision is provided by servo motor. Servo motor has vast industrial applications as well as daily life applications such as food blender and electronic devices like DVD tray and machine tools.

E. RASPBERRY PI

It is a credit card sized computer that also functions using a standard keyboard and mouse. The SD card slot acts as the hard drive to Raspberry pi. Raspberry pi operates and controls motion detectors and video cameras for remote sensing and surveillance, streams live video and records it for future playback.[13] The coding is done with the help of Python.

III. WORKING

Arduino uno is interfaced with L293D for the forward, backward, left and right movement of the robot and a camera module is used to get live updates to analyses the present situation,[11] The input pins of motor driver are connected to the pins of Arduino. The output generated though this pin will help to rotate the motor in both clockwise and anticlockwise direction. The rotation of motor uses XOR Logic.[15]

| Table- I: Direction of Rotation of Motor |
|---|---|---|
| Pin 2 | Pin 7 | Direction of Rotation |
| 1 | 0 | clockwise |
| 0 | 1 | Anticlockwise |
| 1 | 1 | Stop |
| 0 | 0 | Stop |

L293D is a 16 pin IC so it can operate two dc motor together. The rotation of left and right motor in clockwise either anticlockwise result in the movement of the robot in all four direction as mentioned in the table.

| Table- II: Movement of Robot |
|---|---|---|
| Direction | Left Motor | Right Motor |
| Forward | Clockwise | Clockwise |
| Backward | Anti-clockwise | Anti-clockwise |
| Left | Clockwise | Anti-clockwise |
| Right | Anti-clockwise | Clockwise |

The robot will be given instruction using an android app. These signals will be sent to Arduino using serial communication via Bluetooth module HC05.[15] We are going to control our robot through the G sensor of our phone using which we can move the robot just by tilting our phone. G-sensor or gravity sensor is commonly referred as accelerometer. It is used in smart phones to control the screen orientation by sensing the change of accelerating force. In this project robot will move in the direction the phone when tilted. We can also use buttons to control the direction of robot.
Raspberry Pi camera module is used for video surveillance. Camera software in Raspberry Pi is enabled and camera is connected to the Pi CSI port. To access video streaming, the web server IP address of Raspberry Pi is required. The video streaming can be monitored on a browser that is connected to the same network as the Pi.

**IV. RADAR MAPPING USING MATLAB**

Initially, the ultrasonic sensor wired to the Arduino board is operated and a pulse of ultrasonic wave is sent. The sensor then responds for any reflected wave that might deflect back from an obstacle. Arduino records this time interval between pulse sent and deflection received and evaluates and preserves this information. It also preserves at what angle the data was observed and then instructs the servo motor to the next position. The board makes the servo motor enhancement of 1 degree from 0 to 180 degree and back to 0 continuously in a loop and simultaneously recording ultrasonic data in centimeters. This information is transmitted over to the serial port and is collected by the processor software and after further processing, it plots and updates the RADAR plot.

We have successfully enhanced a RADAR system which can detect intrusions and plot the surrounding environment. The enhanced system detects the obstacle and subsequently plots the changes in position of the obstacle. The ultrasonic sensor mounted on servo motor which provides desired rotation to sensor to increase the range of sensor which is wired to Arduino UNO board. Arduino IDE is used to write code and sync to Arduino which helps us to sense position of servo motor and positioning it to the serial port along with the distance of the nearest object in its path. The examine of object detection is completed with the help of MATLAB and therefore using it, we can also trace the position and angle of the object.

**V. RESULT ANALYSIS**

The outcome of the ultrasonic radar framework is shown in the figures below. The analysis of object detection is done with the assistance of MATLAB. The plot shows the two-colored regions i.e., ‘YELLOW’ and ‘RED’ regions. The yellow part shows that there is no deflection or no object is in the path and red part shows that a deflection has occurred due to an object in a particular region, utilizing this we can likewise trace the position and angle of the object.
VI. CONCLUSION AND FUTURE WORK

This paper presented the importance of visual surveillance of unknown territories and analyzing them before any human intervention. The system is configured using an Arduino, ultrasonic sensor that detects obstacles on its path and can also be used for intrusion detection for location sizes. While servomotor is responsible for the mechanical motion, the RADAR subsystem simultaneously plots the deflection onto the ultrasonic radar framework. The mobile phones now are enhancing into more advanced features, importantly Bluetooth and other applications being a pathway to connect enhancing into more the ultrasonic radar framework. The mobile phones now are making the process cheap. And Bluetooth and other applications being a pathway to connect the consideration to the consideration to the thought of Arduino and virtual reality for a light-free mapping of indoor environments”. IEEE Sensors Journal, 2017,17(14), pp.4595-4604.
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