Weather-driven malaria transmission model with gonotrophic and sporogonic cycles
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ABSTRACT
Malaria is mainly a tropical disease and its transmission cycle is heavily influenced by environment: The life-cycles of the Anopheles mosquito vector and Plasmodium parasite are both strongly affected by ambient temperature, while suitable aquatic habitat is necessary for immature mosquito development. Therefore, how global warming may affect malaria burden is an active question, and we develop a new ordinary differential equations-based malaria transmission model that explicitly considers the temperature-dependent Anopheles gonotrophic and Plasmodium sporogonic cycles. Mosquito dynamics are coupled to infection among a human population with symptomatic and asymptomatic disease carriers, as well as temporary immunity. We also explore the effect of incorporating diurnal temperature variations upon transmission. Rigorous analysis of the model show that the non-trivial disease-free equilibrium is locally-asymptotically stable when the associated reproduction number is less than unity (this equilibrium is globally-asymptotically for a special case with no density-dependent larval and disease-induced host mortality). Numerical simulations of the model, for the case where the ambient temperature is held constant, suggest a nonlinear, hyperbolic relationship between the reproduction number and clinical malaria burden. Moreover, malaria burden peaks at 29.5 °C when daily ambient temperature is held constant, but this peak decreases with increasing daily temperature variation, to about 23–25 °C. Malaria burden also varies nonlinearly with temperature, such that small temperature changes influent disease mainly at marginal temperatures, suggesting that in areas where malaria is highly endemic, any response to global warming may be highly nonlinear and most typically minimal, while in areas of more marginal malaria potential (such as the East African highlands), increasing temperatures may translate nearly linearly into increased disease potential. Finally, we observe that while explicitly modelling the stages of the Plasmodium sporogonic cycle is essential, explicitly including the stages of the Anopheles gonotrophic cycle is of minimal importance.
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1. Introduction

Malaria, one of the world’s oldest vector-borne diseases (VBD) and caused by evolutionarily ancient *Plasmodium* parasites, has burdened humanity for many tens of thousands of years, but it was probably not until about 10,000 years ago that the most virulent form of the disease, *P. falciparum*, arose in proto-agricultural Africa [17,52] to plague humanity to this day. Nearly half a million deaths are still attributable to malaria annually [99], with over 90% of mortality due to *P. falciparum* in Africa, and, moreover, most fatal cases occur in children under the age of five. Despite the existence of effective preventative measures and treatment, malaria remains endemic in 91 countries, with the morbidity and mortality heavily concentrated in resource-poor areas of sub-Saharan Africa [99].

Malaria is one of the earliest diseases subject to mathematical inquiry, beginning with the work of Sir Ronald Ross (who discovered the malaria lifecycle) in the early 1900s [84], and its extensions in the early 1950s by the highly influential British malariologist George Macdonald [54]. Since these seminal works, numerous mathematical models have been introduced to study malaria transmission (a very partial reference list includes [1,21,26,33,49,68], see also [79] for a review of malaria models). More recently, numerous authors (e.g., [4,22,31,32,69,73,75,102]) have turned to modelling to quantify the impact of weather and climate on malaria transmission, mainly focussing on temperature and rainfall, and how anthropogenic climate change might be expected to affect (potential) disease burden, especially in tropical Africa. Climate is expected to influence malaria because both vector and parasite have highly temperature- and rainfall-dependent lifecycles, as now briefly reviewed.

The life-cycle of the *Anopheles* mosquito consists of adult and aquatic juvenile stages. At the aquatic stage, immature mosquitoes develop from eggs, through four larval instar stages, and finally into pupae that hatch into adults. Both survival and development at the aquatic stage are temperature-dependent, with survival peaking around 20°C [11], and developmental rates increasing with temperature up to at least 30°C [10]. Furthermore, the existence of aquatic habitats depends upon appropriate land cover and (away from permanent standing or running water), sufficient rainfall to support the small, ephemeral pools often preferred by malaria mosquitoes, such as *An. gambiae* [60].

At the adult stage, the female mosquito lifecycle is defined by the gonotrophic cycle (Greek “offspring feeding”), whereby the female mosquito takes mammalian bloodmeals to nourish egg development and then deposits them on the surface of appropriate waters, and classically divided into three stages [25]:

Stage I: Search for suitable host and the taking of a bloodmeal.

Stage II: Digestion of blood meal and egg maturation (this process is highly temperature dependent).

Stage III: Search for, and oviposition into, a suitable body of water.

Much like immature development, the rate at which Stage II (egg development) progresses depends upon ambient temperature, increasing up to around 30°C, levelling off, and possibly sharply declining at very high temperature [44]. Survival, likewise, peaks in the mid-20s (°C), and is impaired at both low and high temperatures. The *Anopheles* lifecycle is depicted schematically in Figure 1.
Malaria transmission occurs when, during Stage I of the gonotrophic cycle, a susceptible mosquito takes a bloodmeal from an infectious host with *Plasmodium* gametocytes in their red blood cells. This initiates the *sporogonic* (or extrinsic) cycle, by which the gametocytes undergo several transformations to penetrate the wall of the mosquito midgut, eventually yielding sporozoites that infest the mosquito’s salivary glands, where they can infect the victim of the anopheline’s next bloodmeal. As with other developmental processes, the sporogonic cycle also generally progresses more rapidly at higher temperatures [25].

As the extrinsic incubation period can be similar to the average life expectancy of the female *Anopheles* mosquito [14,25,67,74], we see how suboptimal temperatures can severely impair malaria transmission potential via a decrease in adult survival, but also via impaired immature survival, a decrease in the number of larval that successfully become adults, a decrease in the biting rate (via an increase in the gonotrophic cycle duration) and by lengthening the sporogonic cycle such that it rarely completes within the lifetime of the host mosquito. Indeed, the consideration of the delay from initial mosquito infection to infectiousness was a key factor in Macdonald’s malaria model, with the model suggesting that interruption of the sporogonic cycle is the main benefit of insecticidal control measures that reduce adult survival [54].

It follows that anthropogenic climate change may alter the (potential) distribution of malarial disease, and this has been the focus of many mechanistic (or process-based) malaria transmission models. Overall, such models have reached divergent conclusions, with some predicting a large *expansion* in the continental land area suitable for transmission [19,57,93] and in the number of people at risk of malaria [57,76,77], while others predict only modest poleward (and altitudinal) *shifts* in the burden of disease, with little net effect [36,39,83]. In other words, the current related debate within the ecology
community is on poleward-expansion of malaria from tropical latitudes vs. poleward-shift-with-no-net-expansion in malaria cases. Similarly, malaria burden may expand into equatorial highland areas, such as those of Eastern Africa, with uncertain changes at lower altitude \[15,36,45,46,76,83\]; several recent works suggest possible increases in disease potential in Central and Eastern Africa, but little change in Western Africa \[32,85,101\]. Additionally, models differ regarding the expected optimum temperature for transmission \[61,69\]. In particular, Mordecai et al. \[61\] showed that earlier models which use monotonic functions for the vector and parasite temperature-dependent vital rates, may have over-estimated the optimal temperature range for malaria transmission. Furthermore, most of the aforementioned modelling studies used constant or mean monthly temperature in their formulation. Recent studies have shown that the incorporation of daily (diurnal) temperature fluctuations in the model may also affect predictions \[12,13,74\].

The sporogonic and gonotrophic cycles are clearly central to malaria transmission dynamics and should, we argue, be explicitly addressed in any mathematical model for the process. To explicitly account for the effect of the gonotrophic cycle on malaria transmission, Ngonghala et al. \[65\] considered a mathematical model for the dynamics of malaria transmission that integrates the gonotrophic cycle of the adult female mosquitoes and its interaction with the human population (their model was an extension of the mosquito population ecology model developed by Ngwa \[64\], to incorporate disease dynamics in both the human and adult vector populations). The model in Ngonghala et al. \[65\], which considered infection of the female \textit{Anopheles} mosquitoes to result in infectiousness immediately after interaction with an infected human, was later extended to include the exposed class of mosquitoes, thereby explicitly accounting for the effect of the duration of \textit{Plasmodium} development in the vector \[66\]. As shown in the classical MacDonald's malaria model \[54\], the sporogonic cycle plays a profound role in the epidemiological effectiveness of malaria vectors and, consequently, on malaria incidence in human host populations. Hence, it is likely necessary to explicitly incorporate the duration of both the temperature-dependent gonotrophic and sporogony cycles in the transmitting vector in models for malaria transmission dynamics in populations.

We extend the previous autonomous (temperature-independent) models by Ngonghala et al. \[65,66\] to a non-autonomous (temperature-dependent) model with sporogony represented via the division of the adult female mosquito population into three classes (susceptible, exposed and infectious), while gonotrophy is modelled by additionally splitting the adult mosquito population into three classes corresponding to the gonotrophic stages discussed above (yielding a nine-compartment model for the dynamics of the adult female mosquitoes). Further, we model the immature mosquito lifecycle by including compartments for all major developmental stages (eggs, four larval instars, and pupae), and incorporate dependence on temperature at this stage as well. Finally, we incorporate disease transmission to vectors by asymptomatically-infectious humans, reduced malaria susceptibility in humans due to recovery from prior infection, the possibility of progression from a symptomatically-infected to asymptomatically-infected state, and the complete loss of partial immunity in humans.

The paper is organized as follows. The mathematical model for malaria transmission dynamics, incorporating gonotrophic and sporogonic cycles in adult female mosquitoes and the variability in local weather (temperature) patterns, is presented in Section 2. The autonomous equivalent of the model, where the temperature-dependent parameters of the
model are assumed to be constant, is analyzed in Section 3. Sensitivity analysis is also carried out in this section to determine the parameters that have the most influence on the disease dynamics. The full non-autonomous model is analyzed and simulated in Section 4.

2. Description and formulation of model

We extend the model of Ngonghala et al. [65], to a non-autonomous (temperature-dependent) model which includes all immature stages of mosquitoes (eggs, four larval instars and pupae), as well as an exposed class (to account for the delay to infectiousness in the \textit{Plasmodium} sporogonic cycle) for each stage of the gonotrophic cycle of the adult female mosquitoes. In addition, we consider epidemiological features of malaria transmission such as disease transmission to mosquitoes by asymptomatically-infected humans, reduced malaria susceptibility in humans due to recovery from prior malaria infection, the possibility of progression from a symptomatically infected to asymptotically infected state, and the complete loss of partial immunity in humans.

2.1. State variables

The total human population at time \( t \), \( N_H(t) \), is divided into the sub-populations of wholly-susceptible humans (\( S_H(t) \)), susceptible humans with prior immunity due to past exposure and recovery from malaria infection (\( W_H(t) \)), exposed (infected but not yet infectious) humans without prior malaria immunity (i.e., exposed and malaria naive humans) (\( E_{HN}(t) \)), exposed humans with partial malaria immunity due to recovery from prior infection (\( E_{HR}(t) \)), symptomatic and infectious humans (\( I_H(t) \)), asymptomatic and infectious humans (\( A_H(t) \)) and recovered (\( R_H(t) \)) humans, so that

\[
N_H(t) = S_H(t) + W_H(t) + E_{HN}(t) + E_{HR}(t) + I_H(t) + A_H(t) + R_H(t).
\]

The immature mosquito population at time \( t \) is divided into compartments for eggs (\( E(t) \)), four larval instar stages (\( L_1(t), L_2(t), L_3(t), L_4(t) \)), and pupae (\( P(t) \)). The adult female mosquito gonotrophic cycle is divided into three stages (as discussed in the Introduction): (I) temperature-independent host-seeking, (II) temperature-dependent bloodmeal digestion, and (III) temperature-independent oviposition. Vectors in Stages I, II and III at time \( t \) are denoted by \( X(t) \), \( Y(t) \) and \( Z(t) \), respectively. With respect to \textit{Plasmodium} infection and the sporogonic cycle, vectors in each gonotrophic stage is further subdivided into susceptible (\( S_X(t), S_Y(t), S_Z(t) \)), exposed (\( E_X(t), E_Y(t), E_Z(t) \)) and infected (\( I_X(t), I_Y(t), I_Z(t) \)) compartments. Thus, the total number of adult mosquitoes at time \( t \), \( N_M(t) \), is given as

\[
N_M(t) = S_X(t) + E_X(t) + I_X(t) + S_Y(t) + E_Y(t) + I_Y(t) + S_Z(t) + E_Z(t) + I_Z(t).
\]

The equations for the dynamics of each of the major sub-components of the model are derived below.

2.2. Equations for dynamics of immature mosquitoes

Eggs are produced according to the logistic term,

\[
\psi_E \varphi_Z \left( 1 - \frac{E}{K_E} \right)_+ (S_Z + E_Z + I_Z),
\]
where $\psi_E$ is the number of eggs laid per oviposition, $\varphi_Z$ is the rate at which female mosquitoes transition from Stage III to Stage I of the gonotrophic cycle (i.e., the rate of oviposition for mosquitoes in Stage III) and $K_E$ is the environmental carrying capacity of eggs (the notation $r_+ = \max\{0, r\}$ is used to ensure the non-negativity of the logistic term).

The equations for the dynamics of immature mosquitoes are given as (where $T_W$ is water temperature):

$$\frac{dE}{dt} = \psi_E \varphi_Z \left(1 - \frac{E}{K_E}\right) (S_Z + E_Z + I_Z) - \left[\sigma_E(T_W) + \eta_E + \mu_E\right]E,$$

$$\frac{dL_1}{dt} = \sigma_E(T_W)E - \left[\sigma_L_1(T_W) + \eta_L + k_LL + \mu_L(T_W)\right]L_1,$$

$$\frac{dL_j}{dt} = \sigma_L_{j-1}(T_W)L_{j-1} - \left[\sigma_L_j(T_W) + \eta_L + k_LL + \mu_L(T_W)\right]L_j, \quad j = 2, 3, 4,$$

$$\frac{dP}{dt} = \sigma_L_4(T_W)L_4 - \left[\sigma_P(T_W) + \eta_P + \mu_P\right]P. \quad (1)$$

The parameters $\mu_i(T_W)$ and $\eta_i$ ($i = E, L, P$) represent the temperature-dependent and temperature-independent death rates, respectively, for immature mosquitoes of type $i$, where the latter may be due to processes such as predation, anthropogenic vector control measures, etc. Density-dependent larval mortality occurs at a rate $k_LL$ (where $L = L_1 + L_2 + L_3 + L_4$), although we generally set $k_L = 0$ and consider the population to be limited only at the oviposition stage. Finally, $\sigma_E(T_W)$ is the temperature-dependent hatching rate of eggs into larvae, $\sigma_L_j(T_W)(j = 1, 2, 3)$ is the temperature-dependent progression rate of larvae from instar stage $j$ to stage $j+1$, and $\sigma_P(T_W)$ is the temperature-dependent rate at which pupae mature into adult mosquitoes.

### 2.3. Equations for dynamics of adult mosquitoes

It should be noted, first of all, that only mosquitoes in Stage I of the gonotrophic cycle (i.e., mosquitoes of type $X$ in our formulation, regardless of infection status) will bite humans. That is, only mosquitoes in classes $S_X, E_X$ and $I_X$ bite humans. The fraction of these bites that potentially result in an infection is given as:

$$G_H = \frac{I_H + A_H}{N_H}.$$

That is, $G_H$ is the proportion of infectious humans (both symptomatic and asymptomatic) in the community (for mathematical tractability, we do not distinguish the transmissibility of the two infectious classes). The equations for the dynamics of adult female mosquitoes are given by (where $T_A$ is air/ambient temperature):

$$\frac{dS_X}{dt} = f\sigma_P(T_W)P + \varphi_ZS_Z - \left[b_H + \eta_M + \mu_M(T_A)\right]S_X,$$

$$\frac{dE_X}{dt} = \varphi_ZE_Z - \left[b_H + \kappa_M(T_A) + \eta_M + \mu_M(T_A)\right]E_X,$$

$$\frac{dI_X}{dt} = \varphi_ZI_Z + \kappa_M(T_A)E_X - \left[b_H + \eta_M + \mu_M(T_A)\right]I_X.$$
\[
\begin{align*}
\frac{dS_Y}{dt} &= b_H(1 - \beta_Y)G_HS_X + b_H(1 - G_H)S_X - \left[\theta_Y(T_A) + \eta_M + \mu_M(T_A)\right]S_Y, \\
\frac{dE_Y}{dt} &= b_H\beta_YG_HS_X + b_HE_X - \left[\theta_Y(T_A) + \kappa_M(T_A) + \eta_M + \mu_M(T_A)\right]E_Y, \\
\frac{dI_Y}{dt} &= \kappa_M(T_A)E_Y + b_HI_X - \left[\theta_Y(T_A) + \eta_M + \mu_M(T_A)\right]I_Y, \\
\frac{dS_Z}{dt} &= \theta_Y(T_A)S_Y - \left[\varphi_Z + \eta_M + \mu_M(T_A)\right]S_Z, \\
\frac{dE_Z}{dt} &= \theta_Y(T_A)E_Y - \left[\varphi_Z + \kappa_M(T_A) + \eta_M + \mu_M(T_A)\right]E_Z, \\
\frac{dI_Z}{dt} &= \theta_Y(T_A)I_Y + \kappa_M(T_A)E_Z - \left[\varphi_Z + \eta_M + \mu_M(T_A)\right]I_Z, 
\end{align*}
\]

where \(f\) is the fraction of new adult mosquitoes that are females, \(\sigma_P(T_W)\) is the hatching rate of pupae, \(\varphi_Z\) is the rate at which Stage III mosquitoes oviposit (as above), and \(b_H\) is the per capita biting rate of adult female mosquitoes in Stage I of the gonotrophic cycle. Stage II of the gonotrophic cycle progresses at rate \(\theta_Y(T_A)\), and is thus the transition rate from the \(Y\) to \(Z\) mosquito class.

The parameters \(\mu_M(T_A)\) and \(\eta_M\) represent, respectively, the temperature-dependent and temperature-independent adult mosquito death rates, with the latter possibly related to predation, accidents, or human control efforts. Parasites mature in exposed mosquitoes at a temperature-dependent rate \(\kappa_M(T_A)\), implying that this is the transition rate from the exposed (\(E\)) to infectious class (\(I\)). Finally, the probability that a susceptible mosquito is infected by an infectious human is given as \(\beta_Y\).

### 2.4. Equations for human dynamics

As briefly stated in Section 2.1, the human population is divided into: malaria-naive, susceptible hosts \((S_H(t))\), latently infected, previously malaria-naive hosts \((E_{HN}(t))\), clinically ill (i.e., suffering severe illness) and infectious humans \((I_H(t))\), asymptomatic or minimally ill, but still infectious, humans \((A_H(t))\), a lumped recovered class \((R_H(t))\), malaria-experienced but susceptible hosts \((W_H(t))\) and latently infected, previously malaria-experienced hosts \((E_{HR}(t))\). Following recovery from either the \(I_H\) or \(A_H\) class, malaria-experience humans are assumed to have some degree of both anti-disease and anti-parasite immunity. Thus, humans in the \(W_H\) class may still be infected but at lower rates, and those in the \(E_{HR}\) class are more likely to proceed to asymptomatic (or mild) infection. This immunity is assumed to be slowly lost, and after some time without reinfection, malaria-experienced hosts revert to a functionally malaria-naive state. The equations for the dynamics of the human populations are given as:

\[
\begin{align*}
\frac{dS_H}{dt} &= \Pi_H - \lambda_HS_H + \rho_HW_H - \mu_HS_H, \\
\frac{dW_H}{dt} &= \xi_HR_H - (1 - \epsilon)\lambda_HW_H - (\rho_H + \mu_H)W_H,
\end{align*}
\]
\[
\begin{align*}
\frac{dE_{HN}}{dt} &= \lambda_H S_H - (\gamma_{HN} + \mu_H)E_{HN}, \\
\frac{dE_{HR}}{dt} &= (1 - \epsilon)\lambda H W_H - (\gamma_{HR} + \mu_H)E_{HR}, \\
\frac{dI_H}{dt} &= r\gamma_{HN} E_{HN} + q\gamma_{HR} E_{HR} - (\alpha_H + \nu_H + \mu_H + \delta_H) I_H, \\
\frac{dA_H}{dt} &= (1 - r)\gamma_{HN} E_{HN} + (1 - q)\gamma_{HR} E_{HR} + \nu_H I_H - (\alpha_{HA} + \mu_H + \delta_{HA}) A_H, \\
\frac{dR_H}{dt} &= \alpha_H I_H + \alpha_{HA} A_H - (\xi_H + \mu_H) R_H, \
\end{align*}
\]

(3)

where $\Pi_H$ is the susceptible human recruitment rate (by birth or immigration), $\mu_H$ is the natural death rate for all humans, and $\lambda_H$ is the rate at which susceptible human are infected, given as:

\[
\lambda_H = b_H \beta_H \frac{I_X}{N_H},
\]

where $b_H$ is the biting rate for host-seeking (Stage I) mosquitoes, and $\beta_H$ is the probability a human is infected by an infectious bite. Upon an infectious bite, susceptible humans transition to the $E_{HN}$ class, while those with partial immunity, $W_H$, transition to the $E_{HR}$ class, with the probability of infection also modified by the $(1 - \epsilon)$ factor. The parameter $\gamma_{HR}$ ($\gamma_{HN}$) gives the rate at which humans transition from the exposed $E_{HR}$ ($E_{HN}$) class, a proportion $r$ ($q$) of which develops clinical symptoms of malaria (and moves to the $I_H$ class), while the remaining proportion, $1 - r$ ($1 - q$), becomes asymptotically-infectious (and moves to the $A_H$ class). Infectious humans in the $I_H$ ($A_H$) recover at rate $\alpha_H$ ($\alpha_{HA}$) and die due to malaria at rate $\delta_H$ ($\delta_{HA}$). Symptomatic humans also shift to the asymptomatic class $A_H$ at a rate $\nu_H$. Upon recovery, both symptomatic and asymptomatic humans enter the recovered class, $R_H$, where they are refractory to further infection, and then quickly enter into a state of partial protective immunity against further infection [29], moving to the $W_H$ class at rate $\xi_H$. These partially immune individuals eventually lose immunity at rate $\rho_H$ (to become wholly-susceptible again).

The flow diagram of the model is depicted in Figure 2. The state variables, description of model parameters and baseline values are described in Tables 1, 2 and 3.

The non-autonomous model \{(1), (2), (3)\} is an extension of the autonomous model by Ngonghala et al. [66] by, inter alia,

1. Adding the dynamics of immature mosquitoes (i.e., including compartments for eggs, four larval instars and pupae).
2. Adding effect of temperature variability.
3. Adding a compartment ($W$) for humans with partial immunity due to recovery from prior malaria infection.
4. Allowing for disease transmission by asymptotically-infectious humans.
5. Stratifying the population of exposed humans in terms of whether they have had prior malaria infection (i.e., splitting the population of malaria-exposed humans into the compartments $E_{HN}$ and $E_{HR}$).
2.5. Estimation of temperature-independent parameters

In this section, the justification for the estimate of the numerical value of each of the temperature-independent parameters of the model \{1, 2, 3\} is briefly discussed.

2.5.1. Human parameters

We may reasonably estimate $\rho_H$, the rate at which malaria-experienced humans revert to a naive state, from the previous work of Filipe et al. [34], who proposed that clinical

---

**Table 1. Summary of state variables of the model \{1, 2, 3\}.

| Variables  | Description                                                                                                                                 |
|------------|--------------------------------------------------------------------------------------------------------------------------------------------|
| $E$        | Number of eggs                                                                                                                                |
| $L_j$      | Number of larvae at instar stage $j$ (with $j = 1, 2, 3, 4$)                                                                                  |
| $P$        | Number of pupae                                                                                                                                |
| $S_X, E_X, I_X$ | Number of susceptible, exposed, and infectious female mosquitoes in gonotrophic Stage I, respectively                                      |
| $S_Y, E_Y, I_Y$ | Number of susceptible, exposed, and infectious female mosquitoes in gonotrophic Stage II, respectively                                      |
| $S_Z, E_Z, I_Z$ | Number of susceptible, exposed, and infectious female mosquitoes in gonotrophic Stage III, respectively                                      |
| $S_H$      | Number of wholly susceptible humans                                                                                                           |
| $W_H$      | Number of susceptible humans with reduced malaria susceptibility due to recovery from prior malaria infection                                |
| $E_{HN}$   | Number of exposed (newly-infected but not infectious) humans without malaria immunity due to prior infection (i.e., exposed and malaria-naive humans) |
| $E_{HR}$   | Number of exposed humans with prior partial immunity to malaria due to recovery from prior malaria infection                                    |
| $I_H$      | Number of symptomatic infectious humans                                                                                                       |
| $A_H$      | Number of asymptomatic infectious humans                                                                                                       |
| $R_H$      | Number of recovered humans                                                                                                                        |
Table 2. Description of parameters of the model \{(1), (2), (3)\}.

| Parameters | Description |
|------------|-------------|
| \( \Pi_H \) | Recruitment rate of humans |
| \( \mu_H \) | Natural death rate of humans |
| \( \rho_H \) | Rate of complete loss of partial immunity (from \( W_H \) to \( S_H \) class) |
| \( \delta_H \) | Per capita mosquito biting rate in Stage I of the gonotrophic cycle |
| \( \beta_H \) | Transmission probability from infectious mosquitoes to susceptible humans |
| \( \xi \) | Rate of loss of infection-acquired immunity (from the \( R_H \) to the \( W_H \) class) |
| \( \epsilon \) | Modification parameter for the reduction of human susceptibility to malaria infection after recovery from prior malaria infection |
| \( \gamma_{HN} \) | Progression rate of exposed humans without prior malaria immunity to the infectious class \((A_H, I_H)\) |
| \( \gamma_{HR} \) | Progression rate of exposed humans with prior malaria immunity to infectious class |
| \( r \) | Probability of exposed humans without prior malaria immunity showing clinical symptoms of the disease |
| \( q \) | Probability of exposed humans with prior malaria immunity showing clinical symptoms of the disease |
| \( \nu_H \) | Transition rate of symptomatically human to the asymptomatically-infectious class \((A_H)\) |
| \( \delta_H, \delta_{HM} \) | Malaria-induced death rates of humans in the infectious class \( I_H \) and \( A_H \), respectively |
| \( \sigma_{HM} \) | Recovery rate of asymptomatically infected humans |
| \( \psi_E \) | Number of eggs laid per oviposition |
| \( \sigma_E, \sigma_P \) | Maturation rate of eggs and pupae, respectively |
| \( \sigma_{ij} \) | Maturation rate of larvae from larval Stage \( j \) to Stage \( j+1 \) (or to pupa) (for \( j = 1,2,3,4 \)) |
| \( f \) | Proportion of adult mosquitoes that are females |
| \( \mu_E, \mu_L, \mu_P, \mu_M \) | Temperature-dependent death rates of eggs, larvae, pupae and adult mosquitoes, respectively |
| \( \eta_E, \eta_L, \eta_P, \eta_M \) | Temperature-independent death rates for eggs, larvae, pupae and adult females mosquitoes, respectively |
| \( k_L \) | Density-dependent mortality rate of larvae |
| \( \beta_V \) | Transmission probability from infectious humans to susceptible mosquitoes |
| \( \theta_Y \) | Rate of progression from Stage II to Stage III of the gonotrophic cycle |
| \( \psi_Z \) | Rate of oviposition for adult mosquitoes in Stage III of the gonotrophic cycle |
| \( \kappa_M \) | Progression rate of exposed adult female mosquitoes to infectious stage |
| \( K_E \) | Carrying capacity of eggs |

Immunity decays with a half-life of approximately 5 years. If we take 5 years as the expected duration of immunity, then \( \rho_H = 1/(5 \times 365) \text{ day}^{-1} \). The probability of developing a blood-stage infection after an infectious mosquito bite, \( \beta_H \) in our model, may range from 0.01 to 0.5. In 1956, Macdonald [53] concluded that only 1 in 20 or 100 (depending upon region) bites containing sporozoites resulted in an actual infection. Similarly, Pull and Grab [78] estimated \( \beta_H \) at 1.5 – 2.6% in Eastern Africa, in 1974, but some more recent works suggest 0.5 as a reasonable value for malaria-naive hosts [81,89]. Also complicating matters, \( \beta_H \) may be highly variable between individuals [89], and likely decreases somewhat with exposure history, although the effect of prior exposures is likely small [90]. Therefore, a reasonable range for \( \epsilon \), the parameter that accounts for the reduced probability of acquiring infection from an infectious bite for individuals with prior malaria exposure in comparison to malaria-naive individuals, may be 0.1 – 1.

The delay from initial infection to clinical disease is on the order of about two weeks, as \( Plasmodium \) sporozoites first infect hepatocytes, undergoing pre-erythrocyte schizogony, and then there is a “pre-patent” period prior to the first appearance of malaria trophozoites in the blood. For \( P. falciparum \), these stages respectively last 5 – 7 days and 9 – 10 days [6], giving \( \gamma_{HN} = \gamma_{HR} = 1/17 – 1/14 \text{ day}^{-1} \). Untreated \( P. falciparum \) infections are quite long-lasting, with a variety of classical works concluding that infection could persist for
Table 3. Ranges and baseline values for the temperature-independent parameters of the model (detailed derivation of the values of these parameters is given in Section 2.5).

| Parameters | Range | Baseline | Reference |
|------------|-------|----------|-----------|
| $\mu_H$ | $1/(50 \times 365) - 1/(70 \times 365)$ day$^{-1}$ | $1/(60 \times 365)$ day$^{-1}$ | See text |
| $\Pi_H$ | $4 - 5.5$ humans day$^{-1}$ | $4.5$ humans day$^{-1}$ | See text |
| $\xi_H$ | $0.02 - 0.0714$ day$^{-1}$ | $1/14$ day$^{-1}$ | [82] |
| $\alpha_H$ | $1/1500 - 1$ day$^{-1}$ | $1/30$ day$^{-1}$ | [7,89] |
| $\alpha_{HA}$ | $1/1500 - 1/100$ day$^{-1}$ | $1/180$ day$^{-1}$ | [7,89] |
| $r,q$ | $0.67 - 1,0.01 - 0.33$ | $0.9,0.33$ | [23], See text |
| $\gamma_{HN}, \gamma_{HR}$ | $1/17 - 1/14$ day$^{-1}$ | $1/14$ day$^{-1}$ | [6] |
| $\delta_H$ | See text | $0.0021$ | [5,28,80], See text |
| $\delta_{HA}$ | See text | $5.61 \times 10^{-6}$ | [5,28,80], See text |
| $\beta_H$ | $0.01 - 0.50$ | $0.50$ | [81,89] |
| $\nu_H$ | $0.001 - 0.05$ | $1/30$ | Assumed |
| $\epsilon$ | $0.1 - 1.0$ | $0.5$ | [90] |
| $\beta_V$ | $0.02 - 0.25$ | $0.15$ | [20,50] |
| $\rho_H$ | $1/(3 \times 365) - 1/(7 \times 365)$ day$^{-1}$ | $1/(3 \times 365)$ day$^{-1}$ | [34] |
| $f$ | $0.5 - 0.8$ | $0.5$ | [41,63] |
| $\sigma_E$ | $0.33 - 1$ day$^{-1}$ | $0.5$ | [103] |
| $\sigma_P$ | $0.33 - 1$ day$^{-1}$ | $0.5$ | [10] |
| $\eta_E$ | $0 - 0.075$ day$^{-1}$ | $0$ | [87], See text |
| $\eta_L$ | $0 - 0.6$ day$^{-1}$ | $0$ | [87] |
| $\eta_P$ | $0 - 0.3$ day$^{-1}$ | $0$ | [87] |
| $\eta_M$ | $0 - 0.2$ day$^{-1}$ | $0$ | [59,71] |
| $\psi_E$ | $0.5 - 4$ day$^{-1}$ | $2$ day$^{-1}$ | [25] |
| $\psi_E$ | $10 - 150$ eggs oviposition$^{-1}$ | $65$ eggs oviposition$^{-1}$ | [92] |
| $K_E$ | $1.0 \times 10^6 - 1.0 \times 10^8$ | $1.0 \times 10^5$ | Derived, see text |
| $\delta_l$ | $0 - 0.0001$ larvae$^{-1}$ day$^{-1}$ | $0$ | [2] |

over two years, with parasitemia lasting perhaps 6–10 months on average [7]. For example, Jeffery and Eyles [42] reported a mean infection time of 279.5 ± 19.9 days, with a range of 114 to 503 days, across 23 inadequately treated malaria patients. As reported by Sama et al. [86], intentional malaria infection was previously used therapeutically against syphilis, with such infections tending to last 200–300 days.

More recently, Sama et al. [86] used a simple mathematical model to re-analyze several datasets and determined average infection times between 602 and 1,329 days, the latter number their estimate for infections in the Garki Project, while another modelling work by Smith et al. [89] concluded that infection might reasonably last 5.5 to 11 months, on average. Case studies of accidental *P. falciparum* infection leading to asymptomatic infection demonstrate that such parasitemias can last as long as 13 years [7], with a median duration of roughly two years. In sum then, the natural recovery rate for asymptomatic and untreated symptomatic infections may plausibly range from about $1/1500$ to $1/100$ day$^{-1}$. Effective treatment rapidly clears blood-stage infections. Thus, the recovery rate for symptomatic humans could be as high as about 1 day$^{-1}$, if all such patients receive prompt and effective therapy.

The transition rate, $\xi_H$, out of the recovered class in which humans are refractory to further infection, is likely rather rapid. This is owing to the fact that Rodriguez-Barraquer et al. [82] observed a median time to re-infection, following treatment, of just 44 days in children in a holoendemic area of Uganda. Drug treatment can confer transient protection against new infections for perhaps a few weeks. Based on these observations, and the fact that new malaria infections have been clinically defined as new febrile episodes with
parasitemia occurring at least 14 days after prior infection [82], we assume that mean waiting time in the recovered class is at least 14 days, and no more than 50 days, yielding $\xi_H = 0.02 - 0.0714 \text{ day}^{-1}$. We note that in a modelling work, O’Meara et al. [72] assumed either a 28 or 370 day-long period during which non-immune and semi-immune individuals, respectively, are refractory to reinfection following recovery from malaria, although, due to differences in model formulation, this was not directly comparable to our $\xi_H$ parameter.

The excess mortality rate from malaria infection, for malaria-naive patients, can be inferred from case-mortality rates. Considering symptomatic patients, for a given case-fatality fraction denoted $\tau_H$, recovery rate $\alpha_H$, background mortality rate $\mu_H$, and excess mortality rate $\delta_H$, we have that the portion of infected humans who die from malaria is

$$\tau_H = \frac{\delta_H}{\alpha_H + \mu_H + \delta_H},$$

and solving for $\delta_H$ gives

$$\delta_H = \frac{\tau_H (\alpha_H + \mu_H)}{1 - \tau_H}.$$  

Similar relations hold for asymptomatic patients and $\tau_{HA}, \alpha_{HA},$ and $\delta_{HA}$.

For previously unexposed patients, case-mortality is on the order of at least $1 - 2\%$, even when there is access to treatment, and is more generally in the $5 - 20\%$ range [5]. Despite treatment, case-fatality rates are quite high in children suffering from severe disease, who have limited (if any) immunity, and was 8.5% in one trial of sub-Saharan children receiving highly effective artesunate [28]. In a large study conducted in Northeastern Tanzania [80], 0.9% of 5,076 parasite-positive patients presenting to hospital and deemed to have non-Severe disease died, while 7% of 1,984 patients with severe disease succumbed. We can conclude that average excess mortality from a single episode of symptomatic mortality is probably in the 1–20% range (with 3–5% a reasonable default estimate), while asymptomatic malaria kills (directly or indirectly) $<1\%$ of sufferers.

Since the majority of symptomatic patients do not suffer severe malaria, and by adolescence most malaria presents as uncomplicated febrile disease, if at all [23], we assume, in our model framework, that the majority of malaria-experience patients who are re-infected are unlikely to develop severe disease. In particular, we set $q \leq 0.33$. On the other hand, given how deadly malaria is in those with no prior experience of it, it is likely that very few of these patients are initially asymptomatic. Hence, we set $r \geq 0.67$.

Human birth and natural death rates are assumed to occur according to first-order kinetics at rates $\Pi_H$ and $\mu_H$, respectively. This implies an exponential age distribution for the population, which is generally unrealistic (as the probability of death increases with age). Nevertheless, if we suppose an average lifespan of $\Phi$ days and a steady-state population of $\Omega$ (in the absence of malaria-induced mortality), then $\mu_H$ follows easily as $1/\Phi$, and $\Pi_H = \mu_H \Omega$. We might reasonably assume $\Phi$ in the 50–70 year range, and while $\Omega$ is location-specific, supposing $\Omega = 10^5$ individuals (which is the typical size of towns/communities in endemic areas in sub-Saharan Africa), then $\Pi_H \approx 4–5.5$ persons day$^{-1}$. It should also be noted that in the well-mixed setting, $\Omega$ are $\Pi_H$ are essentially arbitrary.
2.5.2. Mosquito parameters

Roughly half (42–63%) of An. stephensi mosquitoes fed gametocyte-rich cultures in a laboratory setting went on to develop detectable sporozoites [81], implying $\beta_V$ of about 0.5. However, field studies suggest lower values: One study [50] of five villages in a holoendemic area of Northern Tanzania finding $\beta_V$ to be 21% for An. gambiae, while Charlwood et al. [20] estimated the same parameter to be either 1.9% for An. gambiae or 3.4% for An. funestus in southern Tanzania, and as reviewed in [38,50], most previous estimates in Africa have been on the order of 5–15%. It should further be noted that a genuine increase in infectivity of humans to mosquitoes (in Africa) may have occurred between earlier work in the 1960s and the 1990s, likely due to widespread chloroquine use in the earlier era that suppressed transmission, and possibly exerted selective pressure for increased virulence [50]. Overall, 0.02–0.25 seems a reasonable range for $\beta_V$ in the field.

The number of eggs per oviposition event, $\psi_E$, may vary from 10 to 150 for An. gambiae [3,92], but is typically about 40 to 85 under field conditions [3]. In a laboratory setting, the female fraction of emerging imago, $f$, was about 0.5 under nutrient replete conditions but almost 0.8 with larval competition for food [41], and a field study [63] showed a slight female preference ($f = 0.57$) among emerging An. gambiae s.l. Eggs hatch into larvae in 1–3 days, and while this is a temperature-dependent process, most eggs hatch by the third day regardless [103], and therefore as a first approximation the maturation rate for eggs, $\sigma_E$, is assumed constant and in the range $0.33–1\ \text{day}^{-1}$. Similarly, pupae hatch within a few days [10], and we therefore take $\sigma_P = 0.33 – 1\ \text{day}^{-1}$, with all temperature-dependence manifested at the larval stage of development.

The Anopheles egg carrying capacity, $K_E$, and density-dependent larval competition coefficient, $k_L$, are lumped measures of the habitat and resources available for mosquito breeding, and are therefore expected to be highly variable. If $k_L = 0$, and if we suppose that the mosquitoes per human ratio, $M$, is anywhere from 0.01 to 100 mosquitoes person$^{-1}$, then we can get a very crude idea of the magnitude of $K_E$ by assuming an average larval development time, $d$, of 15 days, and average daily survival probability, $p = 0.8$, and an expected adult survival time, $s$, of perhaps 10 days, and therefore giving

$$K_E = \frac{M\Omega}{sp^d} \approx 3M\Omega \approx 0.03\Omega - 300\Omega. \quad (6)$$

We estimate temperature-independent death rates for larvae and pupae, $\eta_L$ and $\eta_P$, respectively, from life table analysis of An. gambiae larvae and pupae sampled from either a marsh or burrow-pits in Kenya [87]. This study suggested a net larval death rate $\eta_L + \mu_L$ ranging 0.07115–0.33273 day$^{-1}$ (mean 0.2064) and 0.06373–0.588251 day$^{-1}$ (mean 0.3154) for the marsh and burrow-pits, respectively, while respective pupal death rates, $\eta_P + \mu_P$, were 0.18350 and 0.32577 day$^{-1}$. Since $\mu_L, \mu_P \geq 0$, we suppose these are upper limits to $\eta_L$. Moreover, we assume that eggs have a total death rate similar to first larval instars, which was 0.06373 or 0.07115 in [87], suggesting $\eta_E$ is small. Field studies [59,71] suggest adult mosquito daily survival probabilities typically in the 0.80 to 0.95 range, for An. gambiae and An. funestus, and thus we may reasonably assume $\eta_M + \mu_M$ on the order of 0.05–0.25 day$^{-1}$, or perhaps 0–0.2 day$^{-1}$ for $\eta_M$.

Temperature-independent parameter values and ranges are summarized in Table 3.
2.6. Functional forms of thermal-response functions

The functional forms of the thermal response (temperature-dependent) functions in the model are formulated based on available laboratory data and prior work as follows. The mean death rates, $\mu_M(T_A)$, for adult *Anopheles*, are determined using data from [9], who reported *An. gambiae* survival in a laboratory setting under constant ambient temperatures ranging from 5 to 40°C (in 5°C intervals), and for a range of relative humidities. We use the survival curve for 60% relative humidity, and fit a quadratic polynomial as follows:

$$\frac{1}{\mu_M(T_A)} = \max(-11.8239 + 3.3292T_A - 0.0771T_A^2, 0.1).$$

Using larval survival times reported by Bayoh and Lindsay [11], we fit the per-capita death rate (inverse of survival time) of the immature mosquitoes ($\mu_E$, $\mu_L$, and $\mu_P$) fairly well using the following fourth-order polynomial (for $i = E, L, P$):

$$\mu_i(T_W) = 8.929 \times 10^{-6}T_W^4 - 9.271 \times 10^{-4}T_W^3 + 3.536 \times 10^{-2}T_W^2 - 0.5814T_W + 3.509.$$

Eggs hatch into larvae in 1–3 days, and while this is a temperature-dependent process, most eggs hatch by the third day regardless [103], and therefore as a first approximation the maturation rate for eggs, $\sigma_E$, is assumed constant and in the range 0.33–1 day$^{-1}$. Similarly, pupae hatch within a few days [10], and thus we assume $\sigma_P = 0.33–1$ day$^{-1}$. Moreover, larval development is described using the unimodal relation derived by Bayoh and Lindsay [10], where the overall time from egg to adult, denoted by $D_{EA}(T_W)$, is described as

$$D_{EA}(T_W) = (a + bT_W + ce^{T_W} + de^{-T_W})^{-1},$$

with $a = -0.05$, $b = 0.005$, $c = -2.139 \times 10^{-16}$, and $d = -2.81357 \times 10^5$. We assume that all four larval stages are equal in duration, from which it follows that

$$\sigma_{L_j}(T_W) = 4 \left( D_{EA}(T_W) - \frac{1}{\sigma_E} - \frac{1}{\sigma_P} \right)^{-1} \text{ for } j = 1, 2, 3, 4.$$

Note, finally, that we restrict $\sigma_{L_j}(T_W)$ to be strictly positive.

The transition rate from exposed mosquito class to infectious mosquito ($\kappa_M(T_A)$) is the inverse of the mean sporogonic cycle duration (in days). We describe the duration of sporogony using the formula of Moshkovsky [25,67], but with the further restrictions that sporogony cannot progress either below 16°C or above 40°C, giving

$$\kappa_M(T_A) = \begin{cases} \frac{T_A - T_{\text{min}}}{D}, & \text{if } 16^\circ\text{C} < T_A < 40^\circ\text{C}, \\ 0, & \text{if } T_A \leq 16^\circ\text{C}, \quad T_A \geq 40^\circ\text{C}. \end{cases}$$

where $D = 111$ and $T_{\text{min}} = 16^\circ\text{C}$ [25].

Similarly, the rate at which mosquitoes complete Stage II of the gonotrophic cycle (i.e., the transition rate from the $Y$ to $Z$ compartments) is described using Moshkovsky’s formula
Figure 3. Profile of temperature-dependent parameters of the model \{(1)–(3)\}: (a) Survival time of larvae, $(\mu_L(T_W))^{-1}$ (b) Survival time of adult mosquitoes, $(\mu_M(T_W))^{-1}$ (c) Sporogonic cycle duration in adult female mosquitoes, $(\kappa_M(T_A))^{-1}$ (d) Duration of Stage II of the gonotrophic cycle, $(\theta_Y(T_A))^{-1}$, and (e) total time for immature mosquito development.

\[
\theta_Y(T_A) = \begin{cases} 
\frac{T_A - 9.9}{36.5}, & \text{if } 9.9^\circ C < T_A < 40^\circ C, \\
0, & \text{if } T_A \leq 9.9^\circ C, \quad T_A \geq 40^\circ C.
\end{cases}
\]

Furthermore, as a first approximation, we assume air and water temperature to be equal for all $t$ (i.e., $T_A(t) = T_W(t)$), although some studies have used a linear offset between air and water temperature [4], and air and water temperatures are expected to be dissimilar in general, with the relationship changing over the course of the day [74]. In some of our theoretical analysis (particularly in Section 3), we assume that ambient temperature is constant. However, in some other settings (particularly in some of our numerical simulations, such as in Section 4.1.1), we assume daily fluctuations in ambient temperature. When such daily fluctuations are considered, we employ the following sinusoidal function to capture hourly changes in the ambient temperature:

\[
T_A(t) = T_{A0} - \frac{\text{DTR}}{2} \sin \left[ \frac{2\pi}{24} (t_h + 14) \right],
\]

where $T_{A0}$ is the mean daily air temperature, the daily temperature range (DTR) is the magnitude of variation about the mean (twice the amplitude of the sinusoid), and $t_h \in [0, 24]$ is the time in hours for any given day. The profiles of some of the temperature-dependent parameters of the model are depicted in Figure 3.

2.7. Basic qualitative properties

In this section, the basic qualitative properties of the developed model, given by the equations \{(1)–(3)\}, will be explored.
**Lemma 2.1:** Each component of the solution of the model \((1)–(3)\), subject to non-negative initial conditions, remains nonnegative and bounded for all \(t > 0\).

The proof of Lemma 2.1 is given in Appendix 1. Furthermore, consider the following feasible region for the model \((1)–(3)\):

\[
\Omega = \left\{ \mathcal{B}(t) \in \mathbb{R}^{22}_{+} : N_H(t) \leq \frac{\Pi_H}{\mu_H}, \ 0 \leq E(t) < K_E, \ 0 \leq L_j(t) \leq L_j \ (j = 1, 2, 3, 4), \ 0 \leq P(t) \leq \bar{P}, \ 0 \leq N_V(t) \leq \bar{N}_V \right\},
\]

where,

\[
\mathcal{B} = \{S_H, W_H, E_{HN}, E_{HR}, I_H, R_H, E, L_1, L_2, L_3, L_4, P, S_X, E_X, I_X, S_Y, E_Y, I_Y, S_Z, E_Z, I_Z\},
\]

and, \(L_j \ (j = 1, 2, 3, 4), \bar{P}, \bar{N}_V \) are defined in Appendix 1. It follows from Lemma 2.1 that \(\Omega \) is positively-invariant for the model \((1), (2), (3)\). Therefore, it is sufficient to consider the dynamics of the model in \(\Omega \) [40].

### 3. Analysis of autonomous version of the model

It is instructive, first of all, to gain insight into the dynamics of the autonomous version of the model \((1), (2), (3)\). That is, we are studying the dynamics of the model for the case where all temperature-dependent parameters of the model are considered to be constants (i.e., we consider the model \((1), (2), (3)\) with \(\mu_M(T_A) = \mu_M, \mu_i(T_W) = \mu_i(i = E, L, P), \sigma_{L_j}(T_W) = \sigma_{L_j}, \kappa_M(T_A) = \kappa_M \) and \(\theta_Y(T_A) = \theta_Y \)). The model \((1), (2), (3)\) with the temperature-dependent parameters treated as constant is denoted as the autonomous model. It is convenient to define the threshold quantity

\[
\mathcal{R}_{MP} = \frac{\psi_E \varphi_Z \sigma_E \prod_{k=1}^{4} \sigma_{L_k} \ell \sigma_p \ell \theta_Y \ell b_H}{\left(\sigma_E + \eta_E + \mu_E\right) \left(\sigma_P + \eta_P + \mu_P\right) \left(C_X C_Y C_Z - \theta_Y \ell b_H \varphi_Z\right) \prod_{k=1}^{4} \left(\sigma_{L_k} + \eta_L + \mu_L\right)}
\]

where \(C_X = b_H + \eta_M + \mu_M, \ C_Y = \theta_Y + \eta_M + \mu_M, \ C_Z = \varphi_Z + \eta_M + \mu_M \) and \(C_X C_Y C_Z - \theta_Y b_H \varphi_Z = (\eta_M + \mu_M) [C_Z (C_X + \theta_Y) + b_H \theta_Y] > 0 \) (so that \(\mathcal{R}_{MP} > 0\)).

The threshold quantity \((\mathcal{R}_{MP})\) is similar to the vectorial reproduction number described in [70], for which mosquito population exists whenever \(\mathcal{R}_{MP} > 1\) (and no mosquito exists for \(\mathcal{R}_{MP} \leq 1\)). Ecologically, \(\mathcal{R}_{MP}\) measures the average number of new adult female mosquitoes produced by one reproductive mosquito during its entire reproductive period.

#### 3.1. Existence and asymptotic stability of disease-free equilibria

The autonomous model has:

(i) a trivial disease-free equilibrium (where no mosquitoes exist), given by:

\[
\mathcal{T}_0 = \left(\frac{\Pi_H}{\mu_H}, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0\right).
\]
(ii) at least one non-trivial disease-free equilibrium (NDFE) if and only if $R_{MP} > 1$. The NDFE is unique when the density-dependent larval mortality rate ($k_L$) is set to zero. The unique NDFE is given by

$$E_0 = \left( \frac{\Pi_H}{\mu_H}, 0, 0, 0, 0, 0, 0, E^\circ, L_1^\circ, L_2^\circ, L_3^\circ, L_4^\circ, P^\circ, S_X^\circ, 0, 0, S_Y^\circ, 0, 0, S_Z^\circ, 0, 0 \right),$$

where,

$$E_V^\circ = K_E \left( 1 - \frac{1}{R_{MP}} \right), \quad L_j^\circ = \frac{\sigma E}{C_L} L_j^{0-1}, \quad L_j^\circ = \frac{\sigma L_j^{0-1}}{C_L}, \quad j = 2, 3, 4,$$

$$P_V^\circ = \frac{\sigma L_4}{C_P} L_4^\circ,$$

$$S_X^\circ = \frac{1}{C_X} (f \sigma P^\circ + \varphi_Z S_Z^\circ), \quad S_Y^\circ = \frac{1}{C_Y} b_H S_X^\circ, \quad S_Z^\circ = \frac{\theta_Y b_H \sigma P^\circ}{C_X C_Y C_Z - \theta_Y b_H \varphi_Z}, \quad (9)$$

with $C_L = \sigma_{L_j} + \eta_L + \mu_L$ ($j = 1, 2, 3, 4$), $C_P = \sigma_P + \eta_P + \mu_P$.

It should be noted that since mosquitoes always exist in malaria-endemic regions, the asymptotic stability property of the trivial disease-free equilibrium ($T_0$) is not analyzed in this study (since $T_0$ is unrealistic ecologically).

**NDFE: special case**

Consider the special case of the autonomous model with no density-dependent larval mortality (i.e., $k_L = 0$). Furthermore, let $R_{MP} > 1$ (so that the unique NDFE, $E_0$, exists). It can be shown, using the next generation operator method [27,96], that the associated reproduction number of the autonomous model (denoted by $R_0$) is given by:

$$R_0 = \sqrt{R_{HV} \times R_{VH}}, \quad (10)$$

where,

$$R_{HV} = b_H \beta_V \frac{S_X^\circ}{N^*_H} \left[ \frac{r \gamma HN}{g_1} \frac{1}{g_3} + \frac{r \gamma HN}{g_1} \frac{v_H}{g_3} \frac{1}{g_4} + \frac{(1-r) \gamma HN}{g_1} \frac{1}{g_4} \right], \quad (11)$$

and,

$$R_{VH} = b_H \beta_H \frac{S_H^\circ}{N^*_H} \frac{\kappa_M \varphi_Z \theta_Y (C_Y C_Z + C_Y g_X + g_X g_Z)}{(C_X C_Y C_Z - b_H \varphi_Z \theta_Y) (g_X g_Y g_Z - b_H \varphi_Z \theta_Y)}, \quad (12)$$

with $N^*_H = \Pi_H / \mu_H$, $g_1 = \gamma_{HN} + \mu_H$, $g_2 = \gamma_{HR} + \mu_H$, $g_3 = \alpha_H + \nu_H + \delta_H + \mu_H$, $g_4 = \alpha_{HA} + \delta_{HA} + \mu_H$, $g_X = C_X + \kappa_M$, $g_Y = C_Y + \kappa_M$, $g_Z = C_Z + \kappa_M$. The result below follows from Theorem 2 of [96].

**Theorem 3.1:** The NDFE, $E_0$, of the autonomous model with $k_L = 0$ and $R_{EP} > 1$ is locally-asymptotically stable in $\Omega \setminus \{T_0\}$ if $R_0 < 1$, and unstable if $R_0 > 1$. 
**Interpretation of \( R_0 \)**

The threshold quantity \( R_0 \), given by Equation (10), measures the average number of new infections in humans (vectors) generated by an infectious vector (human). Its components are epidemiologically interpreted as follows.

1. **Interpretation of \( R_{HV} \):** The quantity \( R_{HV} \), given by (11), is associated with the infection of susceptible mosquitoes by infectious (asymptomatic and symptomatic) humans. It can further be expressed as

\[
R_{HV} = R_{IHV} + R_{AHV},
\]

where,

\[
R_{IHV} = b_H \beta_H \frac{S_X}{N_H} r y_H N_H \frac{1}{g_1 g_2}
\]

and

\[
R_{AHV} = b_H \beta_H \frac{S_X}{N_H} \left[ \frac{y_H v_H}{g_1 g_3} + \frac{(1 - r) y_H}{g_1} \right] \frac{1}{g_4},
\]

with \( R_{IHV} \) accounting for the average number of new infectious adult female mosquitoes generated by symptomatically infectious humans \( (I_H) \) and \( R_{AHV} \) measures the average number of new infectious adult female mosquitoes generated by asymptotically infectious humans \( (A_H) \).

2. **Interpretation of \( R_{VH} \):** The threshold quantity \( R_{VH} \), given by (12), is associated with the infection of susceptible humans by infected mosquitoes at Stage I of the gonotrophic cycle \( (I_X) \). It can further be expressed as

\[
R_{VH} = b_H \beta_H \frac{S_H}{N_H} \frac{1}{C_X} (R_{V1H} + R_{V2H} + R_{V3H}),
\]

where, \( R_{V1H}, R_{V2H} \) and \( R_{V3H} \) account for all possible routes at which an exposed mosquito in Stage II of the gonotrophic cycle \( (E_Y) \) mosquito survives to become (and remain) an infected mosquito at Stage I of the gonotrophic cycle \( (I_X) \) (i.e., the sum \( R_{V1H} + R_{V2H} + R_{V3H} \) is the probability that an exposed mosquito in \( E_Y \) class survives to become an infected mosquito in \( I_X \) class). Consider the following definitions:

**Definition 3.1:**

(a) \( X \rightarrow Y \) means the fraction of adult mosquitoes that survives the \( X \) class and moves to the \( Y \) class;

(b) \( X \rightarrow Y \rightarrow Z \) is the product of the proportions of adult mosquitoes that survived \( X \rightarrow Y \) and \( Y \rightarrow Z \) transmissions;

(c) \( (\rightarrow X \rightarrow Y \rightarrow Z)^j = X \rightarrow Y \rightarrow Z \rightarrow X \rightarrow Y \rightarrow Z \rightarrow \cdots \rightarrow X \rightarrow Y \rightarrow Z \) \( (j \) times, \( j \in \mathbb{N} \)). That is, for \( j = 2 \), \( (\rightarrow X \rightarrow Y \rightarrow Z)^2 = X \rightarrow Y \rightarrow Z \rightarrow X \rightarrow Y \rightarrow Z \).

(d) \( (\rightarrow X \rightarrow Y \rightarrow Z)^0 = 1 \).
Thus, the quantities $R_{V1H}, R_{V2H}$ and $R_{V3H}$ defined in Equation 14 can be described as follows:

(i) The quantity $R_{V1H}$, which accounts for the infection route (for $j, k \in \mathbb{Z}$)

$$E_Y \to E_Z \to E_X \to I_X,$$

is given by

$$R_{V1H} = \frac{\theta_Y \varphi_Z}{g_Y g_Z} \sum_{j=0}^{n} \left( \frac{b_H \theta_Y \varphi_Z}{g_X g_Y g_Z} \right)^j \times \frac{\kappa_M}{g_X} \times \sum_{k=0}^{m} \left( \frac{b_H \theta_Y \varphi_Z}{C_X C_Y C_Z} \right)^k.$$

That is, there are two routes for an exposed mosquito in the second stage of the gonotrophic cycle ($E_Y$) to reach $I_X$ class (so that it can transmit infection to a susceptible human), namely

(a) Direct route: $E_Y \to E_Z \to E_X \to I_X$ (when $n = 0$);

(b) Indirect route (i.e., $E_Y$ fails to show symptoms the first time it become an $E_X$ mosquito): $E_Y \to E_Z \to E_X \to E_Y \to E_Z \to E_X \to I_X$ (when $n > 0$).

This mosquito will remain in $I_X$ where it can undergo the gonotrophic cycle (with $m > 0$) or not (with $m = 0$).

(ii) The quantity $R_{V2H}$ which accounts for the infection route (for $j, k \in \mathbb{Z}$)

$$E_Y \to E_Z \to E_Y \to E_Z \to I_X \to I_X,$$

is given by

$$R_{V2H} = \frac{\theta_Y}{g_Y} \times \sum_{j=0}^{n} \left( \frac{\varphi_Z b_H \theta_Y}{g_Z g_X g_Y} \right)^j \times \frac{\kappa_M \varphi_Z}{g_X} \times \sum_{k=0}^{m} \left( \frac{b_H \theta_Y \varphi_Z}{C_X C_Y C_Z} \right)^k.$$

(iii) The quantity $R_{V3H}$ which accounts for the infection route (for $j, k \in \mathbb{Z}$)

$$E_Y \to E_Z \to E_X \to E_Y \to I_Y \to I_Z \to I_X,$$

is given by

$$R_{V3H} = \sum_{j=0}^{n} \left( \frac{\theta_Y \varphi_Z b_H}{g_Y g_Z g_X} \right)^j \times \frac{\kappa_M \theta_Y \varphi_Z}{g_Y C_X C_Z} \times \sum_{k=0}^{m} \left( \frac{b_H \theta_Y \varphi_Z}{C_X C_Y C_Z} \right)^k.$$

It is worth noting that $0 \leq n, m \leq 6$, since an adult mosquito undergoes the gonotrophic cycle at most six times in its lifetime [55].

**Global asymptotic stability of the NDFE: special case**

The epidemiological implication of Theorem 3.1 is that the disease can be effectively controlled in a population if the initial sizes of the subpopulations of the model are close enough to the non-trivial disease-free equilibrium ($E_0$). For such control to be independent of the initial size of the subpopulation, a global asymptotic stability result need to be
established for the NDFE \((\mathcal{E}_0)\). This is done below for a special case of the autonomous model with no disease-induced mortality (i.e., \(\delta_H = \delta_{HA} = 0\)) and no density-dependent larval mortality (i.e., \(k_L = 0\)).

**Theorem 3.2:** The unique NDFE of the special case of the autonomous version of the model with \(k_L = \delta_H = \delta_{HA} = 0\) and \(R_{MP} > 1\), is globally-asymptotically stable in \(\Omega \setminus \{T_0\}\) whenever \(R_1 = R_0|_{\delta_H=\delta_{HA}=0} < 1\).

The proof of Theorem 3.2, based on the approach in [30,69], is given in Appendix 2. The epidemiological implication of Theorem 3.2 is that, for the special case of the autonomous model considered in Theorem 3.2, bringing (and maintaining) the threshold quantity \(R_1\) to a value less than unity is necessary and sufficient for the effective control (or elimination) of malaria in the population. It is worth mentioning that, as in prior models for spread of malaria and other vector-borne diseases (such as those in [18,33,35]), the autonomous model undergoes the phenomenon of backward bifurcation if the assumption on disease-induced mortality rate is relaxed (i.e., \(\delta_H \neq 0, \delta_{HA} \neq 0\)).

### 3.2. Basic relationship between \(R_0\) and endemic populations

For the autonomous model, we plot the steady-state solution of the model for the total and infectious mosquito population, as well as the infected human populations (symptomatic and asymptomatic), against \(R_0\), revealing a quasi-linear relationship between \(R_0\) and the mosquito populations but a hyperbolic relationship between the human populations. The results obtained, depicted in Figure 4, suggest that, when \(R_0\) is relatively small, smaller changes in \(R_0\), whether due to changing climate or other factors, may significantly affect the burden of disease. However, when the baseline \(R_0\) is high, disease burden, but not the infectious vector population, is insensitive to such small changes. Thus, marginal changes in epidemiologic parameters and climate variables, such as temperature, are expected to significantly affect disease burden only in areas with a relatively low baseline \(R_0\).

### 3.3. Temperature, \(R_0\), and endemic populations

For constant temperature, we may simply solve for \(R_0\) as a function of ambient temperature (using the thermal-response functions detailed in Section 2.6), yielding a unimodal curve, as seen in Figure 5. We may also simultaneously plot the endemic mosquito and infected human populations (under appropriate scaling), to see how this thermal-response function in \(R_0\) translates into disease burden.

We see that this relationship depends upon the possible range for \(R_0\), as depicted in Figure 5, which shows how steady-state populations vary with temperature when \(R_0\) is relatively small versus large: When \(R_0\) is small over the temperature range where transmission is possible, infectious human populations also vary significantly, while when \(R_0\) is large over this temperature range, these populations are almost invariant, and the model tends to the same steady-state regardless. However, the infectious vector population still varies markedly with temperature even when \(R_0\) is large enough such that \(I_H(\infty)\) and \(A_H(\infty)\) do not. In all cases shown, \(R_0\) is modulated by \(K_E\).
Figure 4. Steady-state vector (total and infectious) and infected human populations (symptomatic and asymptomatic), as a function of $R_0$, when the egg carrying capacity, $K_E$, is used to modulate $R_0$ (similar results are obtained when other parameters are varied). Both vector populations increase super-linearly with $R_0$, while a hyperbolic relationship between both infected human populations is seen, with little variation observed when $R_0 > 4$. All other parameters values are as given in Table 3.

Figure 5. Steady-state infectious vector (left panels) and infected human populations (right panels) as a function of ambient temperature, using either $K_E = 2 \times 10^4$ (top panels) or $K_E = 2 \times 10^5$ (bottom panels), with $R_0$ normalized to the peak of either population also inscribed (the dotted line gives $R_0 \equiv 1$); peak $R_0$ values are also indicated in the right panels. We see that infectious vectors track $R_0$ quite well regardless, whereas infected human populations are nearly invariant when $R_0$ is large across most of the temperature range where transmission is possible.
Table 4. PRCC values for the parameters of the autonomous model using the basic reproduction number $R_0$ as the response function. The top (most-dominant) parameters that affect the dynamics of the model are highlighted in bold font. Parameter values and ranges used are as given in Table 3.

| Parameters | PRCC | Parameters | PRCC | Parameters | PRCC | Parameters | PRCC |
|------------|------|------------|------|------------|------|------------|------|
| $\Pi_H$   | $-0.18$ | $b_H$      | $+0.57$ | $\beta_H$  | $+0.53$ | $\gamma_H$  | $+0.013$ |
| $\mu_H$   | $-0.0234$ | $r$        | $-0.35$ | $\nu_H$   | $+0.081$ | $\delta_H$  | $+0.046$ |
| $\delta H$ | $-0.034$ | $\alpha_{HA}$ | $-0.44$ | $\alpha_H$ | $-0.26$ | $\psi_E$    | $+0.061$ |
| $\sigma E$ | $+0.32$ | $\sigma_{11}$ | $+0.15$ | $\sigma_{12}$ | $+0.17$ | $\sigma_{13}$ | $+0.15$ |
| $\sigma_{14}$ | $+0.12$ | $\sigma_E$ | $+0.23$ | $f$ | $+0.13$ | $\beta_V$ | $-0.42$ |
| $\mu_E + \eta_E$ | $+0.15$ | $\mu_L + \eta_L$ | $-0.15$ | $\mu_P + \eta_P$ | $-0.034$ | $\mu_M + \eta_M$ | $-0.72$ |
| $\theta_V$ | $+0.22$ | $\psi_Z$ | $-0.29$ | $\kappa_M$ | $+0.34$ | $K_E$ | $+0.28$ |

3.4. Sensitivity analysis

The model developed in this study contains numerous parameters. Hence, it is instructive to determine the model parameters that have the most influence on the disease transmission dynamics. To achieve this, a global sensitivity analysis, using Latin hypercube sampling (LHS) and partial rank correlation coefficients (PRCC), is carried out to quantify the impact of the variations or sensitivity of each parameter of the model on the associated numerical simulations [16,56,58,100]. While PRCCs provide a measure of monotonicity after the removal of the linear effects of all but one variable [56], LHS, a stratified sampling without replacement technique, enables for the assessment of parameter variations across simultaneous uncertainty ranges in each parameter of the model. The sensitivity analysis is carried out for the autonomous model using the basic reproduction number ($R_0$) as the response function. The parameter values and ranges in Table 3 are used in this analysis, and it is assumed that each of the parameters of the model obey a uniform distribution [16,56]). The sensitivity analysis results obtained, tabulated in Table 4, show that the top PRCC-ranked parameters of the model are, in descending order, the aggregate (natural and biological control-related) death rate of adult female mosquitoes ($\mu_M + \eta_M$), mosquito biting rate in stage I of the gonotrophic cycle ($b_H$), transmission probability from infected mosquitoes to susceptible humans ($\beta_H$), and the recovery rate for asymptotically infected humans ($\alpha HA$). Thus, control strategies that increase the death rate of adult female mosquitoes (e.g., using indoor residual spraying), minimize biting rate (e.g., using long lasting insecticidal nets and other forms of personal protection against mosquito bite), and/or increase recovery of infected humans (e.g., via the use of artemisinin-based combination therapy) will be effective in reducing the disease burden in the community.

4. Mathematical analysis of non-autonomous model

In this section, the full non-autonomous model {$(1),(2),(3)$} will be analysed to gain insight into its dynamical features. It should be noted, first of all, that, as in the case of the autonomous model, the special case of the non-autonomous model with no density-dependent larval mortality (i.e., the model with $k_L = 0$) has two disease-free equilibrium solutions, namely, the trivial disease-free equilibrium ($T_0$) and a non-trivial disease-free periodic solution (NDFS). Moreover, only NDFS will be analyzed (since the former, associated with the absence of mosquitoes in the population, is ecologically unrealistic). The
non-trivial disease-free solution (denoted by $E_N(t)$) exists whenever a vectorial reproduction ratio of the mosquito-only compartments, denoted by $R_{Mt}$, exceeds unity (the detailed computation of $R_{Mt}$, based on using the theory of linear operators [8,97], is given in Section 4.1 of [70], and not repeated here to save space). The NDFS is given by:

$$E_N(t) = \left( \frac{\Pi_H}{\mu_H}, 0, 0, 0, 0, 0, E^*(t), L_1^*(t), L_2^*(t), L_3^*(t), L_4^*(t), P^*(t),
S_X^*(t), 0, 0, S_Y^*(t), 0, 0, S_Z^*(t), 0, 0 \right),$$ (15)

where, $(E^*(t), L_1^*(t), L_2^*(t), L_3^*(t), L_4^*(t), P^*(t), S_X^*(t), 0, 0, S_Y^*(t), 0, 0, S_Z^*(t), 0, 0)$ is a periodic solution of the mosquito-only equivalent of the model at disease-free solution (i.e., they are periodic solutions of the model {(1), (2)} only). The following stability results are obtained.

**Theorem 4.1:**

1. Let $R_{Mt} > 1$. The NDFS of the non-autonomous model {(1), (2), (3)}, is locally-asymptotically stable whenever the threshold quantity $R_{0t} < 1$ and unstable if $R_{0t} > 1$.

2. Consider a special case of the non-autonomous model {(1), (2), (3)} with $\delta_H = \delta_{HA} = 0$ (so that $N_H(t) \to \Pi_H/\mu_H$ as $t \to \infty$) and $k_L = 0$. The NDFS of the resulting model is globally-asymptotically stable in $\Omega \setminus \{T_0\}$ if $R_{1t} = R_{0t}|_{\delta_H=\delta_R=k_L=0} \leq 1$.

The proof of Item (1) of Theorem 4.1, based on using the theory of linear operators [8,70,97], is given in Appendix 3. The proof of Item (2) of Theorem 4.1, based on using the approach in [30,69], is given in Appendix 4. Thus, as in the case of the autonomous equivalent of the model (Theorem 3.2, the epidemiological implication of Theorem 4.1(2) is that, for the case of the non-autonomous model with no disease-induced mortality in the host population and no density-dependent larval mortality, malaria can be effectively controlled (or eliminated) from the community if the associated reproduction threshold ($R_{1t}$) can be brought to (and maintained at) a value less than unity. Thus, these analyses show that both the non-autonomous (with temperature fluctuations) model {(1), (2), (3)} and its autonomous equivalent (where ambient temperature is fixed) have the same qualitative dynamics with respect to the local and global asymptotic dynamics of the associated non-trivial disease-free equilibrium (or solution).

### 4.1. Numerical simulations of non-autonomous model

The non-autonomous model {(1), (2), (3)} is numerically simulated to illustrate the effect of temperature variability and diurnal temperature range (DTR) on malaria transmission dynamics. The temperature-dependent parameters are determined using the expressions given in Section 2.6 (for temperature values in the range $[14 - 40]^\circ C$, with daily variation about the mean given by Equation 8). In addition, the effect of omitting explicit modelling of the gonotrophic and sprogonic cycles in the malaria transmission model is assessed.

#### 4.1.1. Effect of daily temperature fluctuation

We run the model for various mean ambient temperatures, with superimposed (sinusoidal) diurnal temperature variation (as given by Equation 8), with the DTR varying from $0^\circ C$ to $15^\circ C$. The model is run until a stable periodic solution is reached, and the average values
Figure 6. Approximate, normalized steady-state vector and infected human populations as functions of mean daily temperature, for DTR values of 0°C, 5°C, 10°C, and 15°C. Vector populations are normalized to the maximum total population under DTR of 0°C, while human populations are normalized to the maximum asymptomatic population under DTR of 0°C. All temperature-independent parameters are as in Table 3 except $K_E = 10^5$. Peak temperature value for all curves are indicated in the figure.

of this periodic solution are plotted against daily mean temperature for different values of DTR values, as shown in Figure 6. Results show that increasing DTR decreases both the possible temperature range for malaria transmission, and reduces the peak temperature value of maximum malaria transmission. Specifically, transmission is maximized at about 29.5°C when DTR = 0°C (i.e., constant temperature), while peak transmission occurs at 25°C with DTR = 15°C, and indeed, at this point, transmission is already marginal at 29.5°C. Figure 6 shows that demonstrated that increasing DTR also asymmetrically narrows the temperature range over which malaria transmission is possible, such that transmission is curtailed somewhat more at higher, rather than lower, temperatures.

4.1.2. Omission of sporogonic and gonotrophic cycles
The quantitative effect of the gonotrophic and sporogonic cycles on the malaria transmission model is assessed numerically by formulating two reduced version of the non-autonomous model, namely:

(a) A reduced version of the non-autonomous model without an explicit representation of the adult female gonotrophic cycle;
(b) A reduced version of the non-autonomous model without the exposed but non-infectious mosquito compartments (i.e., the model does not account for the delay from infection to infectivity imposed by the sporogonic cycle).
Figure 7. Normalized steady-state of total adult vector, infectious vector, symptomatic human, and asymptomatic human populations for the full model and versions omitting either gonotrophy or sporogony cycles, as a function of daily mean temperature (with DTR values of 0°C and 10°C). Normalization is performed relative to the maximum total vector and asymptomatic human populations. All temperature-independent parameters are as given in Table 3, except $K_E = 10^4$.

The resulting model equations are given in Appendix 5. Numerical simulations of the three models (i.e., the full model and the two reduced models), depicted in Figure 7, show that omitting the sporogonic cycle significantly affects the model output, but omitting the gonotrophic cycle has only a very marginal effect, when compared with the full model output.

5. Conclusions and discussion

We have developed and analyzed a deterministic non-autonomous (temperature-dependent) model for assessing the impact of temperature variability on the transmission dynamics of malaria in a community. In formulating the model, we considered several epidemiological features of malaria transmission including disease transmission to vectors by asymptotically-infectious humans, reduced malaria susceptibility in humans due to recovery from prior malaria infection, the possibilities of conversion of symptomatic humans to an asymptomatic state, and the complete loss of partial immunity in humans. In addition to these features, the model explicitly incorporate the adult female gonotrophic cycle of the female *Anopheles* mosquitoes and the sporogonic cycle of the *Plasmodium* parasite.

The dynamics of the autonomous version of the model (where the ambient temperature is fixed) are governed by the basic reproduction number ($R_0$), which measures the average number of secondary cases of malaria caused by an infectious human (and vector) over the course of the infectious period, in an otherwise (wholly-susceptible) uninfected
population. It is shown that, for the autonomous model, the disease-free equilibrium is locally-asymptotically stable whenever $R_0 < 1$. The implication of this result is that the disease can be effectively controlled in the community, when $R_0 < 1$, if the initial size of the infected population is small enough (in the basin of attraction of the disease-free equilibrium). It is further shown that this equilibrium is globally-asymptotically stable (when $R_0 < 1$) for the special case with no disease-induced mortality in the host population. The epidemiological implication of the latter scenario is that making (and keeping) $R_0$ to a value less than unity is necessary and sufficient for elimination of malaria in the community. Similar results were obtained for the full non-autonomous model (where daily temperature fluctuations are accounted for).

A global sensitivity analysis of the autonomous model, using Latin Hypercube Sampling and Partial Rank Correlation Coefficients, suggests that the dynamics of the model (with respect to $R_0$ as the response function) are most sensitive to the net adult mosquito death rate ($\eta_M + \mu_M$), biting rate ($b_H$) and human transmission probability ($\beta_H$), and asymptomatic human recovery rate ($\alpha_{HA}$). This suggests that the most effective malaria control measures will be those that target adult mosquito survival (increase $\eta_M$), such as indoor residual spraying (IRS) and widespread use of insecticide-treated bednets (ITNs) in the community, and block biting and transmission; ITNs are expected to decrease $b_H$, while $\beta_H$ may be reduced by, for instance, intermittent preventive therapy. Thus, this analysis is consistent with ITNs as a potentially highly effective measure. Effective medical treatment, including or even especially of those who are asymptomatic, is also likely to be of significant use. Targeting immature anophelines is likely to be of less efficacy than targeting adults, but still of value.

Several interesting observations arise from our numerical simulations of the autonomous model. First, there is a highly nonlinear, hyperbolic, relationship between $R_0$ (which represents the average number of new infections generated by a single case in a completely susceptible, non-immune population, and the actual asymptotic populations of infected humans (both symptomatic and asymptomatic)), such that, once $R_0$ is sufficiently large, disease burden is essentially unaffected by (reasonably small) changes in $R_0$. This relates to the well-known fact about malaria epidemiology, namely that in highly endemic areas, the population may be exposed to as many as hundreds of infectious bites per year, yet disease burden is essentially stable, with most clinical disease concentrated in very young children who have not yet developed a degree of immunity [17]. It is only in more marginal areas of malaria transmission that disease burden tends to be more unstable, where severe disease affects persons across age groups and the population has a high degree of vulnerability to epidemics [17,54]. This is reflected in our model, in that only at relatively low $R_0$ values do changes in this epidemiological quantity translate nearly linearly into clinical disease.

Furthermore, this phenomenon of $R_0$ relating hyperbolically to clinical disease is also manifested in our $R_0$-temperature curves. When temperature-independent parameters are such that $R_0$ is relatively low across the temperature range for which transmission is possible, both $R_0$ and infected human populations ($I_H$ and $A_H$) change appreciably with temperature. If, on the other hand, the “basal” $R_0$ is high, then while $R_0$ changes with temperature, $I_H$ and $A_H$ do not, except for a quasi-threshold phenomenon where, below about 17 and above 34°C, $I_H$ and $A_H$ are zero, but almost invariant within these temperature bounds. Thus, our results suggest that climate change may affect areas of high malaria
endemicity (e.g. holo- and hyperendemic areas) and areas of low endemicity or unstable transmission very differently. Within the former, which tend to be warm areas in western and central equatorial Africa, several degrees of warming will affect disease burden only if a threshold mean daily temperature (likely on the order of about 34°C) is crossed, and then dramatically, with a sharp drop in disease burden. In the latter, which tend to be cooler areas, such as the eastern African highlands, warming temperatures may affect disease burden in a more continuous manner, with increases in \( R_0 \) with temperature translating more directly into clinical disease. Thus, modest warming would most likely result in a net increase in overall disease potential.

Numerical simulations also indicate that temperature variability is important in determining the optimum temperature ranges for malaria transmission, with increasing daily temperature range (DTR) shifting the optimum temperature for transmission down from about 29.5°C when temperature is constant, to 23.5°C when DTR is 20°C, and moreover, asymmetrically contracting the temperature range where transmission is possible, such that higher temperatures are more affected, in reasonable concordance with recent modelling work by Beck-Johnson et al. [13].

Finally, given the complexity and large number of variables in the full transmission model considered here, we have briefly analyzed two reduced models, one omitting explicit representation of the gonotrophic cycle and the other omitting the sporogonic cycle. In the former case, normalized asymptotic mosquito and infected humans populations are hardly affected under constant weather conditions, although dynamics may still be affected when weather conditions vary. The omission of sporogony, however, very strongly affects model predictions, and is likely essential to include. It follows that it may be a reasonable to simplify future models by omitting explicit disaggregation of the gonotrophic cycle into compartments, but this is likely untrue for the sporogonic cycle.
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Appendices

Appendix 1. Proof of Lemma 2.1

Proof: Since the functions on the right-hand side of the model \{(1), (2), (3)\} (denoted by \(Q(t, \phi)\), where \(\phi \in \mathbb{R}^{22}_{+}\)) is continuous and Lipschitzian at \(t = 0\), then for each non-negative initial condition, the model has a unique and non-negative solution in \(\mathbb{R}^{22}_{+}\). In addition, it should be noted that \(Q_i(t, \phi) \geq 0\) whenever \(\phi \geq 0\) and \(\phi_i = 0\). Hence, it follows from Theorem A.4 in [95] that the region \(\mathbb{R}^{22}_{+}\) is positively-invariant with respect to the model \{(1), (2), (3)\}. Furthermore, consider the following definition.

Definition A.1: For each of the time-dependent (i.e., temperature- and rainfall-dependent) parameters, the following quantities hold:

\[a^* = \sup_{t \geq 0} a(t), \quad a_* = \inf_{t \geq 0} a(t)\]
Using Definition A.1, the boundedness of the solutions of the model \{(1), (2), (3)\} is shown as follows:

(i) Immature and adult mosquito compartments:

Since \((1 - (E/K_E))_+ \geq 0\), then \(E(t) \leq K_E\) for all \(t\). Thus, using Definition A.1, it can be deduced from the second equation of immature mosquito compartments (i.e., using the equation for the first larval instar stage \(L_1\)) described in Section 2.2) that,

$$\frac{dL_1}{dt} = \sigma_E(t)E - [\sigma_{L_1}(t) + \eta_L + k_LL + \mu_L(t))L_1 \leq \sigma_E^E K_E - (\sigma_{L_1^*} + \eta_L + \mu_L^*)L_1,$$

so that \(\limsup_{t \to \infty} L_1(t) \leq \sigma_E^E K_E / \sigma_{L_1^*} + \eta_L + \mu_L^* = L_1\). Similarly, the following bounds are obtained: \(\limsup_{t \to \infty} L_j(t) \leq \bar{L}_j = \sigma_{L_j}^* \sigma_j^4 / \sigma_{L_j} + \eta_L + \mu_L^*\) (for \(j = 2, 3, 4\)) and \(\limsup_{t \to \infty} P(t) \leq \bar{P} = \sigma_p^* L_4 / \sigma_p + \eta_p + \mu_p\).

Furthermore, the equation for the rate of change of the total adult mosquitoes population \((N_V(t))\) is given by:

$$\frac{dN_V}{dt} = f\sigma_p(t)P - [\eta_M + \mu_M(t)]N_V \leq f\sigma_p^* \bar{P} - (\eta_M + \mu_M^*)N_V.$$

from which it follows that \(\limsup_{t \to \infty} N_V(t) \leq f\sigma_p^* \bar{P} (\eta_M + \mu_M^*) = \bar{N}_V\).

(ii) Human compartments:

The equation for the rate of change of the total human population \((N_H(t))\):

$$\frac{dN_H}{dt} = \Pi_H - \mu_H N_H(t) = \delta_{HA} A_H(t) - \delta_H I_H(t) \leq \Pi_H - \mu_H N_H(t),$$

so that \(N_H(t) = \Pi_H / \mu_H + [N_H(0) - (\Pi_H / \mu_H)] e^{-\mu_H t}\). Thus, \(N_H \leq \Pi_H / \mu_H\) if \(N_H(0) \leq \Pi_H / \mu_H\). In addition, if \(N_H(0) > \Pi_H / \mu_H\), then \(N_H(t) \to \Pi_H / \mu_H\) as \(t \to \infty\). That is, \(\limsup_{t \to \infty} \leq \Pi_H / \mu_H\).

**Appendix 2. Proof of Theorem 3.2**

**Proof:** Consider the special case of the autonomous model with \(\delta_H = \delta_{HA} = 0\) so that \(N_H(t) \to N_H^* = \Pi_H / \mu_H\), as \(t \to \infty\). Furthermore, let \(k_L = 0\) and \(R_{MP} > 1\) (so that the unique NDFE, \(\bar{E}_{0}\), exists) and \(R_1 = R_{0}\delta_H = \delta_{HA}=0 < 1\). Following [30,69], it is convenient to re-write the autonomous model

\[
\begin{align*}
\frac{dx_S}{dt} &= A_1(x)(x_S - x_{NDFE,S}) + A_{12}(x)x_I, \\
\frac{dx_I}{dt} &= A_2(x)x_I,
\end{align*}
\]

where,

\[
\begin{align*}
x_S(t) &= (S_H(t), W_H(t), R_H(t), E(t), L_1(t), L_2(t), L_3(t), L_4(t), P(t), S_X(t), S_Y(t), S_Z(t))^T, \\
x_I(t) &= (E_{H}(t), E_{HR}(t), I_H(t), A_H(t), E_X(t), I_X(t), E_Y(t), I_Y(t), E_Z(t), I_Z(t), 0, 0)^T, \\
x_{NDFE,S} &= (S_H^0, 0, 0, E^*, L_1^0, L_2^0, L_3^0, L_4^0, P^0, S_X^0, S_Y^0, S_Z^0)^T,
\end{align*}
\]
\[
A_1(x) = \begin{bmatrix}
-\mu_H & +\rho_H & 0 & 0 & 0 & 0 \\
0 & -(\rho_H + \mu_H) & \xi_H & 0 & 0 & 0 \\
0 & 0 & -(\xi_H + \mu_H) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix},
\]

\[
A_{12}(x) = \begin{bmatrix}
0 & 0 & 0 & 0 & b_H \beta_H \frac{S_H}{N_H} W_H & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & (1 - \epsilon)b_H \beta_H \frac{W_H}{N_H} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \alpha_H & \alpha_{HA} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix},
\]

and,

\[
A_2(x) = \begin{bmatrix}
-g_1 & 0 & 0 & 0 & 0 \\
0 & -g_2 & 0 & 0 & 0 \\
r\gamma_{HN} & q\gamma_{HR} & -g_3 & 0 & 0 \\
(1 - r)\gamma_{HN} & (1 - q)\gamma_{HR} & v_H & -g_4 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & b_H \beta_V \frac{S_V}{N_V} & b_H \beta_V \frac{S_X}{N_H} & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]
Further, define a matrix
\[
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
-\gamma_Y & b_H - \gamma_M - C_Z & 0 & 0 & 0 & 0 \\
0 & \theta_Y & 0 & -\gamma_Z & 0 & 0 \\
0 & 0 & \theta_Y & -b_H & 0 & 0 \\
0 & 0 & 0 & \gamma_M & -C_Z & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

with \( g_1 = \gamma_H + \mu_H, g_2 = \gamma_H + \mu_H, g_3 = \alpha_H + \nu_H + \delta_H + \mu_H, g_4 = \alpha_H + \delta_H + \mu_H, C_X = b_H + \eta_M + \mu_M, C_Y = \theta_Y + \eta_M + \mu_M, C_Z = \phi_Z + \eta_M + \mu_M, g_X = C_X + \kappa_M, g_Y = C_Y + \kappa_M \) and \( g_Z = C_Z + \kappa_M \). It can be verified that the eigenvalues of \( A_1(x) \) are real and non-positive. Hence, the system \( \frac{dx}{dt} = A_1(x)(x - x_{\text{NDFE}},s) \) is globally-asymptotically stable at \( x_{\text{NDFE},s} \) [30]. It should be noted that the matrix \( A_2(x) \) is a Metzler irreducible. Consider, next, the following bounded invariant set:

\[
\mathcal{B}_2 = \left\{ (S_H, W_H, R_H, E, L_1, L_2, L_3, L_4, P, S_X, S_Y, S_Z, E_{HN}, E_{HR}, I_H, A_H, E_X, I_X, E_Y, I_Y, E_Z, I_Z, 0, 0) \in \mathbb{R}_{+}^{24} : N_H \leq \frac{\Pi_H}{\mu_H}, N_V \leq N_Y \right\},
\]

It is convenient to define

\[
(R_G)^2 = \frac{N_Y}{S_X} (R_1)^2 > (R_1)^2.
\]

Further, define a matrix \( A_2(\bar{x}) = \bar{A}_2 \), where \( \bar{A}_2 \) is an upper bound of the set [16]

\[
\mathcal{M} = \left\{ A_2(x) \in \mathbb{R}^{12 \times 12} : x(t) \in \mathcal{B}_2 \right\},
\]

with \( \bar{x} \in \mathbb{R}^{12 \times 1} \). It can be verified that \( \rho(\bar{A}_2) \leq 0 \) if and only if \( R_G \leq 1 \). Thus, it follows from Theorem 2.7 in [30] that, for \( R_{MP} > 1 \) and \( R_1 < 1 \),

\[
(S_H, W_H, R_H, E, L_1, L_2, L_3, L_4, P, S_X, S_Y, S_Z, E_{HN}, E_{HR}, I_H, A_H, E_X, I_X, E_Y, I_Y, E_Z, I_Z)(t)
\]

\[
\rightarrow \left( \frac{\Pi_H}{\mu_H}, 0, 0, E^0, L_1^0, L_2^0, L_3^0, L_4^0, P^0, S_X^0, S_Y^0, S_Z^0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0 \right), \quad \text{as } t \to \infty,
\]

(A2)

where \( E^0, L_1^0, L_2^0, L_3^0, L_4^0, P^0, S_X^0, S_Y^0, S_Z^0 \) are as defined in Equation (9) in Section 3.1. Thus, the unique NDFE (\( E_0 \)) of the autonomous model, with \( \delta_H = \delta_H A = 0 \), is globally-asymptotically stable in \( \Omega \setminus \{ T_0 \} \) whenever \( R_1 < 1 \).

\[ \square \]

**Appendix 3. Proof of Theorem 4.1(1)**

**Proof:** Computation of \( R_0 \): The vectorial reproduction ratio, associated with the non-autonomous model \{1, (2), (3)\}, will be computed using the approach in [8,70,97]. The linearized version of the model \{1, (2), (3)\}, at the disease-free solution, \( \mathcal{E}_N(t) \), can be expressed as

\[
\frac{d\mathcal{H}(t)}{dt} = \left[ \mathcal{F}(t) - \mathcal{V}(t) \right] \mathcal{H}(t)
\]

(A3)

where \( \mathcal{H} = (E_{HN}, E_{HR}, I_H, A_H, E_X, I_X, E_Y, I_Y, E_Z, I_Z), \mathcal{F}(t) \) and \( \mathcal{V}(t) \), are the next generation matrices (of the new infections and remaining transfer terms, respectively) associated with the model\{1, (2), (3)\} when linearized at the trivial equilibrium \( \mathcal{E}_N(t) \).
Furthermore, the cumulative distribution of new infections at time \( t \), produced by all infected individuals introduced at a prior time \( s = t \), is given by

\[
\Psi(t) = \int_{-\infty}^{t} Y(t, s) \mathcal{F}(s) \phi(s) ds = \int_{0}^{\infty} Y(t, t - a) \mathcal{F}(t - a) \phi(t - a) da.
\]

where, \( Y(t, s) \) is the matrix of evolution operator of the linear \( \omega \)-periodic system which satisfies [97]

\[
\frac{dY(t, s)}{dt} = -\mathcal{V}(t) Y_M(t, s) \quad \forall \ t \geq s, \ Y(s, s) = I,
\]

and \( \phi(s) \) (\( \omega \)-periodic in \( s \)) is the initial distribution of infectious individuals, so that \( \mathcal{F}(s) \phi(s) \) is the rate at which new infections are produced by infected individuals who were introduced into the population at time \( s \), and \( Y(t, s) \mathcal{F}(s) \phi(s) \) represents the distribution of those infected individuals who were newly-infected at time \( s \), and remain infected at time \( t \).

The threshold quantity \( (\mathcal{R}_{0t}) \), is the spectral radius of the linear operator \( L \) defined by \( L : \mathbb{C}_\omega \to \mathbb{C}_\omega \) [97], with

\[
(L\phi)(t) = \int_{0}^{\infty} Y(t, t - a) \mathcal{F}(t - a) \phi(t - a) da \quad \forall \ t \in \mathbb{R}, \phi \in \mathbb{C}_\omega.
\]

where \( \mathbb{C}_\omega \) is the ordered Banach space of all \( \omega \)-periodic functions from \( \mathbb{R} \) to \( \mathbb{R}^{22} \), which is equipped with maximum norm and positive cone \( \mathbb{C}_\omega^+ \{ \phi \in \mathbb{C}_\omega : \phi(t) \geq 0, \forall t \in \mathbb{R} \} \) [97]. In addition, it can be verified that system \{(1), (2), (3)\} satisfy the assumptions A1–A7 in [97]. Hence, the result of Theorem 4.1 follows from Theorem 2.2 in [97].

**Appendix 4. Proof of Theorem 4.1(2)**

**Proof:** In the case where \( \mathcal{R}_{Mt} > 1 \) and \( \mathcal{R}_{0t} < 1 \), Theorem 4.1(1) implies that the disease-free periodic state \( \mathcal{E}_N(t) \) is locally asymptotically stable. We now show that it attracts all non-negative solutions of model \{(1), (2), (3)\}.

Using a standard comparison argument [48], it can be verified that an upper bound of the linearizing system (i.e., the non-autonomous model linearized at the disease-free periodic state), is given by Equation (A3) in Appendix C. Thus, it suffices to show that every solution of Equation (A3), converges to zero as \( t \to \infty \).

It follows from Lemma 2.1 in [104] that there exists a positive \( \tau \)-periodic function, \( \mathcal{H}(t) \), such that \( \mathcal{H}(t) = e^{\rho t}\hat{\mathcal{H}}(t) \) is a solution of Equation (A3), where \( p = 1/\tau \ln \rho (\Phi_{\mathcal{F}(t) - \mathcal{V}(t)}(\tau)) \). Furthermore, by Theorem 2.2 in [104], it follows that for \( \mathcal{R}_{Mt} > 1 \) and \( \mathcal{R}_{0t} < 1 \), \( \rho (\Phi_{\mathcal{F}(t) - \mathcal{V}(t)}(\tau)) \) and \( p < 0 \) (so that \( \mathcal{H}(t) \to 0 \) as \( t \to \infty \)). Therefore, the zero solution of Equation (A3) is globally asymptotically stable. Furthermore, substituting the zero solution of Equation (A3) (i.e., \( \{E_{HN}, E_{HR}, I_{H}, A_{H}, E_{X}, I_{X}, E_{Y}, I_{Y}, E_{Z}, I_{Z}\} (t) \to (0, 0, \ldots, 0) \) into the non-autonomous model \{(1), (2), (3)\} shows that the non-trivial disease-free periodic solution \( \mathcal{E}_N(t) \) (given by (15) in Section 4) is the unique periodic solution (for \( \mathcal{R}_{Mt} > 1 \)). By the comparison principle [91] and the theory of asymptotic autonomous systems [94], \( \mathcal{R}_{0t} < 1 \), then \( \mathcal{E}_N(t) \) is globally attractive. Therefore, \( \mathcal{E}_N(t) \) is globally-asymptotically stable.

**Appendix 5. Equations of Reduced Models: Omission of Gonotrophic or Sporogonic Cycle**

**A.1 Gonotrophic cycle omitted**

Adult female model equations without explicit modeling of the gonotrophic cycle.

\[
\frac{dS_X}{dt} = f_s \sigma P - [\Gamma' b_H \beta_V G_H + \eta_M + \mu_M(t)] S_X,
\]

\[
\frac{dE_X}{dt} = G_H \beta_V G_H S_X - [\kappa_M(t) + \eta_M + \mu_M(t)] E_X,
\]
\[
\frac{dI_X}{dt} = \kappa_M(t)E_X - [\eta_M + \mu_M(t)]I_X,
\] (A4)

where \( \Gamma \) is the overall biting rate (the inverse of the gonotrophic cycle length [61]), in days\(^{-1} \), given by \( \Gamma = \left( \frac{1}{b_H} + \frac{1}{\varphi_Z} + \frac{1}{\theta_Y} \right)^{-1} \), and the infection rate of susceptible humans (by \( I_X \)) in the resulting model, is given by \( \lambda_H = \Gamma \beta_H(I_X/N_H) \).

### A.2 Sporogonic cycle omitted

Adult female compartments in the absence of the *Plasmodium's* sporogonic cycle

\[
\begin{align*}
\frac{dS_X}{dt} &= f \sigma_P P + \varphi_Z S_Z - [b_H + \eta_M + \mu_M(t)]S_X, \\
\frac{dI_X}{dt} &= \varphi_Z I_Z - [b_H + \eta_M + \mu_M(t)]I_X, \\
\frac{dS_Y}{dt} &= b_H(1 - \beta_V) \mathcal{G}_H S_X + b_H(1 - \mathcal{G}_H)S_X - [\theta_Y(t) + \eta_M + \mu_M(t)]S_Y, \\
\frac{dI_Y}{dt} &= b_H \beta_V \mathcal{G}_H S_X + b_H I_X - [\theta_Y(t) + \eta_M + \mu_M(t)]I_Y, \\
\frac{dS_Z}{dt} &= \theta_Y(t)S_Y - [\varphi_Z + \eta_M + \mu_M(t)]S_Z, \\
\frac{dI_Z}{dt} &= \theta_Y(t)I_Y - [\varphi_Z + \eta_M + \mu_M(t)]I_Z.
\end{align*}
\] (A5)

\( \mathcal{G}_H = (I_H + A_H)/N_H \) for both cases.