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Abstract: Starting from the linear sigma model with constituent quarks we derive the chiral fluid dynamics where hydrodynamic equations for the quark fluid are coupled to the equation of motion for the order-parameter field. In a static system at thermal equilibrium this model leads to a chiral phase transition which, depending on the choice of the quark-meson coupling constant $g$, could be a crossover or a first order one. We investigate the stability of the chiral fluid in the static and expanding backgrounds by considering the evolution of perturbations with respect to the mean-field solution. In the static background the spectrum of plane-wave perturbations consists of two branches, one corresponding to the sound waves and another to the $\sigma$-meson excitations. For large $g$ these two branches "cross" and the excitation spectrum acquires exponentially growing modes. The stability analysis is also done for the Bjorken-like background solution by explicitly solving the time-dependent differential equation for perturbations in the $\eta$ space. In this case the growth rate of unstable modes is significantly reduced.
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I. INTRODUCTION

Creation of new forms of strongly interacting matter, in particular, the observation of a deconfined and chirally restored state, is the main goal of present and future experiments with relativistic heavy-ion beams [1–5]. Significant progress in understanding the dynamics of relativistic heavy-ion collisions and the properties of dense matter produced in such collisions has been achieved in experiments at Relativistic Heavy Ion Collider (RHIC) [6–9]. Recently the Large Hadron Collider (LHC) has started a new era in high-energy nuclear physics by colliding p+p and Au+Au beams at much higher energies than in previous experiments, and new interesting results have been obtained already, see, e.g. [10] and references therein. The investigations of the phase diagram of strongly interacting matter in the temperature-chemical potential plane and, in particular, searching for manifestations of the QCD-based phase transitions remains in the focus of theoretical and experimental studies.

The signatures of such phase transitions have been studied mostly based on equilibrium concepts. However, the process of a relativistic heavy-ion collision at RHIC and LHC energies is very fast and one should expect that the phase transition may be strongly affected by the dynamics. Thus, it is important to study the phase transition dynamics in a time-dependent background. Previously non-equilibrium effects associated with the chiral/deconfinement phase transition have been studied within several macroscopic approaches [11–24].

Generally, in order to investigate non-equilibrium effects, one should solve a quantum many-body problem by using, e.g. Kadanoff-Baym equation. But applying such formalism to relativistic heavy-ion collisions is very complicated, see, e.g. Ref. [25]. Fortunately, there is still hope that the collective behavior of the hot matter created in heavy-ion collisions can be described by a coarse-grained macroscopic theory, such as hydrodynamics. Indeed, some aspects of relativistic heavy-ion collisions, such as the collective flow of the produced matter, are well described in the framework of hydrodynamic models [26–34]. However, in order to describe a phase transition in a time-dependent background, the usual hydrodynamic model should be modified by explicitly considering the dynamics of the order parameter. This becomes necessary when the time scale associated with the order parameter relaxation becomes of the same order or longer than the characteristic time associated with the hydrodynamic variables. In the opposite limit, the effect of a phase transition can be taken into account through the EoS, as is usually done in macrophysics(see e.g. Ref. [34]).
In this paper we use a modified hydrodynamic theory, namely the Chiral Fluid Dynamics (CDF), in which the fluid evolution is coupled to the dynamics of the chiral order parameter. This model was firstly proposed in Ref. [35] and further developed in several works [36–39]. Recently it was generalized by including fluctuations of the order parameter and dissipative terms [40–42]. It can be derived from the linear sigma model by assuming that microscopic and macroscopic degrees of freedom are clearly separated. Then the coarse-grained macroscopic dynamics is described only by a reduced number of variables, which are called the gross variables [43–45].

As was first pointed out by van Hove [46], the relaxation time of the order parameter increases near the second order phase transition and it diverges at the critical point. This phenomenon is known as "critical slowing down" [47]. Its importance for modeling phase transitions in dynamical environments was demonstrated in ref. [48]. In this situation non-equilibrium effects need to be considered explicitly even in an ideal fluid. This can be done by choosing the order parameter as another gross variable.

In the region of the phase diagram where the deconfinement/chiral phase transition is of first order, an extra time-scale appears, which is associated with the nucleation process [49]. Only when this time scale is short with respect to the hydrodynamic time scale, we can assume a two-phase equilibrium and the equation of state given by the Maxwell construction. However, if it is not the case, the system will pass through a metastable region of the equation of state and can even reach the point of spinodal instability [11–14, 24, 42]. In order to investigate this possibility, we study the stability of fluctuations around a hydrostatic state and a Bjorken-type expanding state. By comparing the results, we will be able to identify those features of the phase transition which are affected by the fast dynamics.

The paper is organized as follows. In Section II we derive basic equations of CFD from the linear $\sigma$-model with constituent quarks. In Section III we discuss the predictions of this model for the equilibrated system undergoing a chiral phase transition. Then in Section IV we calculate the excitation spectrum of the system by introducing fluctuations around the static background solution. In Section V we study the time evolution of fluctuations in the Bjorken-like expanding background. Our concluding remarks are presented in Section VI.
II. DERIVATION OF CHIRAL FLUID DYNAMICS

As the low-energy effective theory of QCD, we adopt the linear sigma model with constituent quarks [50] whose qualitative features (chiral symmetry, universality class, phase transition structure) are thought to coincide with QCD [51, 52]. More recently the thermodynamics of this model was studied on the mean-field level [53], as well as including the field fluctuations [54–57]. Following the previous works [35, 36], we describe the coarse-grained dynamics of the quark degrees of freedom with the hydrodynamic variables, coupled to the order parameter field $\sigma$ via its equation of motion.

The Lagrangian of the linear $\sigma$ model is
\[
\mathcal{L} = \bar{q}(i\gamma^\mu \partial_\mu - g(\sigma + i\gamma_5 \vec{\tau} \vec{\pi}))q + \frac{1}{2} \left[ (\partial_\mu \sigma)^2 + (\partial_\mu \vec{\pi})^2 \right] - V(\sigma, \pi),
\]
where $q$ is the quark field, $\sigma$ and $\vec{\pi}$ are the chiral fields, $g$ is the quark-meson coupling constant. The “Mexican Hat” potential $V$ is given by
\[
V(\sigma, \vec{\pi}) = \frac{\lambda^2}{4} (\sigma^2 + (\vec{\pi})^2 - v^2)^2 - H\sigma,
\]
where $\lambda$, $v$ and $H$ are the model parameters. They can be calculated by using the physical pion mass $m_\pi = 138$ MeV, the pion decay constant $f_\pi = 93$ MeV and the sigma mass in vacuum $m_\sigma = 600$ MeV: $H = f_\pi m_\pi^2$, $v^2 = f_\pi^2 - m_\pi^2 / \lambda^2$ and $\lambda^2 = (m_\sigma^2 - m_\pi^2) / (2f_\pi^2)$. This potential provides a mechanism for spontaneous breaking of the chiral symmetry with non-zero vacuum expectation value of the sigma field, $\sigma_{\text{vac}} = f_\pi$.

The coupling constant $g$ is usually chosen so that the constituent quark mass in vacuum, $g\sigma_{\text{vac}}$, is equal to one-third of the vacuum nucleon mass, that is, $g = 3.3$. Then the chiral phase transition at the vanishing chemical potential is shown to be of the crossover type. But the phase diagram has a critical (end) point at a finite baryon chemical potential, where the order of the phase transition changes to first order [53]. In this paper we limit our consideration to the case of vanishing chemical potential. In this case the effect of the first order phase transition can be studied by changing the magnitude of the coupling constant $g$, as was proposed in Ref. [15]. In order to study the dynamics of a first order phase transition, we shall also consider the case of $g = 4.5$, in which the phase transition is of first order.

For the sake of simplicity, the pion field is neglected in the rest of this paper and the sigma field $\sigma$ is considered as a classical field (condensate). We consider an idealized situation where
the quark degrees of freedom have already achieved local thermal equilibrium and can be approximately described as an ideal fluid, characterized by the energy density \( \varepsilon \), the pressure \( P \) and the fluid four-velocity \( u^\mu \). On the other hand, the sigma field behaves as a classical external field (the chiral order parameter) acting on quarks through the mass term \( M = g\sigma \). Then the energy momentum tensor of the system can be represented as

\[
T^{\mu\nu} = T^{\mu\nu}_{\text{fluid}} + T^{\mu\nu}_{\text{field}}. \tag{3}
\]

The energy-momentum tensor of an ideal fluid is generally represented as

\[
T^{\mu\nu}_{\text{fluid}} = (\varepsilon + P)u^\mu u^\nu - Pg^{\mu\nu}, \tag{4}
\]

where \( \varepsilon \) and \( P \) are the proper scalar densities, which coincide with the energy density and pressure of the fluid in the rest frame.

These quantities are calculated via the thermodynamic potential of the quark sector calculated in the mean-field approximation,

\[
\Omega(M) = -\nu_q T \int \frac{d^3p}{(2\pi)^3} \left\{ \ln \left[ 1 + \exp \left( \frac{\mu - E_p}{T} \right) \right] + \ln \left[ 1 + \exp \left( \frac{-\mu - E_p}{T} \right) \right] \right\}, \tag{5}
\]

where \( T, \mu \) and \( E_p \) are temperature, quark chemical potential and particle energy \( \sqrt{p^2 + M^2} \) with \( M \) being the constituent quark mass, respectively. The degeneracy factor \( \nu_q \) is given by \( 2N_cN_f=12 \) with \( N_c \) and \( N_f \) being the number of colors and flavors, respectively. With this thermodynamic potential, the pressure and the energy density are, respectively, given by

\[
P(M) = -\Omega(M) = \frac{\nu_q}{3} \int \frac{d^3p}{(2\pi)^3} \frac{p^2}{E_p} \left[ f(E_p - \mu) + f(E_p + \mu) \right], \tag{6}
\]

\[
\varepsilon(M) = \Omega - T \frac{\partial \Omega}{\partial T} = \nu_q \int \frac{d^3p}{(2\pi)^3} E_p \left[ f(E_p - \mu) + f(E_p + \mu) \right], \tag{7}
\]

where we have introduced the Fermi distribution function, \( f(E) = \left( e^{\frac{E}{T}} + 1 \right)^{-1} \). As was already mentioned above, in the following calculations we consider only the case of \( \mu = 0 \). Strictly speaking, the above expressions are valid only when \( M \) is a space-time independent constant determined by the minimum of the total thermodynamic potential,

\[
\Omega_{\text{tot}}(\sigma, \pi) = \Omega(M) + V(\sigma, \pi). \tag{8}
\]

However, in our exploratory study below, we assume that \( M = g\sigma(x) \) even when the \( \sigma(x) \) is varying in space and time according to the equation of motion obtained from the Lagrangian,

\[
\partial^2 \sigma + \lambda(\sigma^2 - \sigma_0^2)\sigma - H = -g\bar{q}q. \tag{9}
\]
Further on, we replace the term $\bar{q}q$ in the r.h.s. by its thermal expectation value, that is, the quark scalar density

$$\langle \bar{q}q \rangle \equiv \rho_s(x) = 2\nu_q \int \frac{d^3p}{(2\pi)^3} \frac{M}{E_p} f(E_p).$$  \(10\)

By combining Eqs. (6) and (7), one can easily check the relation: $\varepsilon - 3P = M\rho_s$.

After separating the quark contribution, the energy-momentum tensor of the $\sigma$ field is obtained from the meson part of Lagrangian \(^1\)

$$T_{\mu \nu}^{\text{field}} = (\partial^\mu \sigma)(\partial^\nu \sigma) - g_{\mu \nu} \left[ \frac{1}{2}(\partial_\sigma)^2 - V(\sigma, 0) \right].$$  \(11\)

Now the continuity equation for the total energy-momentum tensor (3), $\partial_\nu T_{\mu \nu} = 0$, can be written as

$$\partial_\nu T_{\mu \nu}^{\text{fluid}} = -\partial_\nu T_{\mu \nu}^{\text{field}} \equiv S_\mu,$$  \(12\)

where the source term is given by

$$S_\mu = -\left[ \partial^2 \sigma + \lambda^2 \left( \sigma^2 - \sigma_0^2 \right) \sigma - H \right] \partial_\mu \sigma = g\rho_s \partial_\mu \sigma.$$  \(13\)

This term gives rise to the dynamical coupling between ideal fluid dynamics and the chiral order parameter.

Note that dissipative effects, such as the viscosity of the fluid and damping of the field fluctuations, are neglected in the present approach. On the other hand, our approach includes the derivative terms of the sigma field and hence the energy associated with the spatial and temporal inhomogeneity of the system. Inhomogeneity of thermodynamic quantities are usually ignored in hydrodynamical calculations, although they may play an essential role in nucleus-nucleus collisions, especially in the dynamical phase transitions proceeding via the spinodal decomposition or the nucleation.

III. MEAN-FIELD RESULTS IN THERMAL EQUILIBRIUM

In this Section we discuss thermodynamic properties of the chiral fluid. The thermodynamics of the corresponding linear sigma model was studied on the mean-field level \[53\], as well as including the field fluctuations \[54–57\]. Below we only summarize the features which are important for our further analysis.

\(^1\) It is however known that this definition of the energy-momentum tensor involves serious problems \[58, 59\].
A. Effective thermodynamic potential
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**FIG. 1**: The temperature dependence of the total thermodynamic potential for \(g = 3.3\) (left) and \(g = 4.5\) (right). The lines from top to bottom correspond to \(T = 100, 122.7, 128.5, 132.1\) and 140 MeV.

The total thermodynamic potential \(\Omega_{\text{tot}}\), defined by Eqs. (5) and (8), is shown in Fig. 1 as a function of the chiral order parameter \(\sigma\). The calculations are made for several values of \(T\) fixing \(\mu = 0\). Two panels show results for two different choices of the coupling constant \(g\). For \(g = 3.3\), the sequence of curves is typical for the crossover type of phase transition. The potential has only one minimum for \(\sigma > 0\) which moves gradually from values close to the vacuum value of the sigma field at low \(T\) to almost zero at high \(T\).\(^2\) In contrast, for \(g = 4.5\), the potential has two local minima in the temperature interval between \(T_D = 122.7\) MeV and \(T_B = 132.1\) MeV. They represent two competing phases, corresponding to broken (large \(\sigma\)) and partially restored (small \(\sigma\)) chiral symmetry. This is the characteristic behavior of a first order phase transition. The transition temperature is determined by the condition that two minima have equal height, \(T_C = 128.5\) MeV in the considered case. A similar behavior of the thermodynamic potential was found in Ref. [53] for \(g = 3.3\) but for finite values of the quark chemical potential, \(\mu > 207\) MeV.

The equilibrium condensate \(\sigma_0\) corresponds to the minimum of the total thermodynamic potential.\(^2\) The “minimum” at \(\sigma < 0\) in fact becomes a saddle point, when the pion field is included in the consideration.
FIG. 2: The temperature dependence of $g \sigma_0$ for $g = 3.3$ (left panel) and $g = 4.5$ (right panel). The dashed line AE shows the Maxwell construction for the first order phase transition. States between points B and D correspond to local maxima of the thermodynamic potential.

The potential $\Omega_{\text{tot}}(\sigma)$, i.e., it is found from the equation

$$\frac{\partial \Omega_{\text{tot}}}{\partial \sigma} = \lambda^2 \sigma (\sigma^2 - v^2) - H + g \rho_s(\sigma, T) = 0.$$ (14)

This condition is equivalent to the equation of motion for the sigma field, Eq. (9), in the static and uniform background. It is obvious that Eq. (14) alone cannot guarantee that the solution corresponds to a minimum. One should also check the second derivative of the effective potential at $\sigma = \sigma_0$, which is usually associated with the effective sigma mass square,

$$m^2_\sigma(\sigma_0, T) = \left( \frac{\partial^2 \Omega_{\text{tot}}}{\partial \sigma^2} \right)_{\sigma_0, T} = \lambda^2 \left( 3\sigma_0^2 - v^2 \right) + g \left( \frac{\partial \rho_s}{\partial \sigma} \right)_{\sigma_0, T}.$$ (15)

As we will see below, in general Eq. (14) has all types of solutions corresponding to minima ($m^2_\sigma > 0$), maxima ($m^2_\sigma < 0$) and inflection points of the thermodynamic potential. For a specific value of the coupling constant, i.e., $g = 3.63$, the potential has a very flat minimum with a vanishing effective mass, $m^2_\sigma = 0$, which corresponds to the critical point of the second order phase transition [40].

In Fig. 2 the temperature dependence of the chiral order parameter $\sigma(T)$ is shown for $g = 3.3$ (left panel) and $g = 4.5$ (right panel). For $g = 3.3$, the condensate is decreasing gradually with temperature. On the other hand, for $g = 4.5$, it is a multi-valued function
of $T$ at temperatures between $T_D = 122.7$ MeV (point D) and $T_B = 132.1$ MeV (point B). In this interval, the thermodynamic potential has two local minima (above point B and below point D) and one maximum (on segment BCD), as clearly seen in Fig. 1. In the idealized equilibrium situation, the first order phase transition may start when the two local minima have equal heights (points A and E) and the transition follows the dashed line AE at temperature $T_C = 128.5$ MeV (Maxwell construction). However, the formation of a new phase is possible only via penetration through the potential barrier between these two minima, which requires a finite time. Moreover, a certain degree of supercooling is needed to compensate for the interface energy associated with the creation of an island of a new phase surrounded by the old one [49]. In reality, this nucleation mechanism works only when the evolution of the potential in the course of system’s expansion is sufficiently slow. Otherwise, after reaching the transition temperature the system will remain in the metastable state until the barrier between two minima disappears. This happens when the metastable minimum and the maximum of the potential fuse and produce an inflection point (the points B and D in Fig. 2). Then the phase transition proceeds via the spinodal decomposition (see below).

### B. Equation of state of the chiral fluid

The equilibrium energy density and pressure of the system in the rest frame of the fluid ($v = 0$) can be obtained from the total energy-momentum tensor (3) taking into account Eqs. (4) and (11)

\[
\varepsilon_{\text{tot}} = T_{00} = \varepsilon(M) + V(\sigma) + \frac{1}{2} \left[ (\partial_t \sigma)^2 + (\nabla \sigma)^2 \right],
\]

\[
P_{\text{tot}} = \frac{1}{3} \sum_{i=1}^{3} T^{ii} = P(M) - V(\sigma) + \frac{1}{2} \left[ (\partial_t \sigma)^2 - (\nabla \sigma)^2 \right]
\]

where $\varepsilon(M)$ and $P(M)$ are the energy density and pressure of the fluid defined in Eqs. (7) and (6), respectively, and $V(\sigma) = V(\sigma, \pi = 0)$ is given by Eq. (2). In thermodynamic calculations it is usually assumed that the system is static and uniform, i.e. the space-time derivatives of the order parameter field vanish.\(^3\) Then the equation of state is obtained by substituting the equilibrium value of the sigma field which is determined by the gap equation

---

\(^3\) As already mentioned above, the derivative terms may be important in case of nuclear collisions where the system is certainly inhomogeneous and varying in time.
FIG. 3: The energy density dependence of the pressure of the quark sector (left) and the total pressure (right). The dashed and solid lines represent \( g = 3.3 \) and 4.5, respectively. In all cases the curves are shifted so that the energy density and pressure vanish in vacuum.

In Fig. 3, the pressure as a function of energy density is shown for the quark fluid alone (left) and for the total system of quark fluid plus sigma field (right). The dashed and solid lines represent \( g = 3.3 \) and 4.5, respectively. In the left panel, we see that, for \( g = 3.3 \), the pressure is a monotonically increasing function of \( \varepsilon \) and, in practice, is very close to the equation of state of an ideal gas of massless particles, i.e., \( P = \varepsilon / 3 \). On the other hand, for \( g = 4.5 \) the behavior is more complex: the total pressure \( P_{\text{tot}} \) becomes a multi-valued function of the total energy density \( \varepsilon_{\text{tot}} \), as is shown by the solid line on the right panel. In other words, there exists a region in the phase space of thermodynamic variables that has a negative sound velocity square, \( c_s^2 = dP_{\text{tot}} / d\varepsilon_{\text{tot}} < 0 \). This is consistent with the mean-field result that a first order phase transition is signaled by spinodal instability (\( c_s^2 < 0 \)).

It is interesting that this instability shows up also in the relation between \( P \) and \( \varepsilon \), characterizing the quark sector alone. The above argument is not directly applicable to the CFD, because it assumes that only the quantities in the quark sector are thermalized and the pressure there is given by \( P \) but not by \( P_{\text{tot}} \). This is why in Fig. 3 (left) we plot \( P \) as a function of \( \varepsilon \). As one can see from Fig. 3 (left), in this case \( \varepsilon \) becomes a multi-valued function of \( P \), differently from \( \varepsilon_{\text{tot}} \). Therefore, in this case too there exists a region where
\( \frac{dP}{d\varepsilon} < 0 \), i.e., the sound velocity square of the quark fluid becomes negative. Thus the instability associated with the first order phase transition can exist in the chiral fluid even when the order parameter field is out of equilibrium. This point will be investigated in the following sections in more detail.

### C. Generalized thermodynamic relations

In CFD the chiral order parameter is considered as an independent variable. Thus the thermodynamic relations between \( \varepsilon \) and \( P \) should be modified. Noting that the pressure \( P \) is a function of \( T \) and \( \sigma \), we can write

\[
dP = sdT - g\rho_s d\sigma ,
\]

where we have used the relation

\[
\left( \frac{\partial P}{\partial \sigma} \right)_T = -\left( \frac{\partial \Omega}{\partial \sigma} \right)_T = -g\rho_s ,
\]

which follows from Eqs. (5) and (10). We further introduced the entropy density as

\[
s = \left( \frac{\partial P}{\partial T} \right)_\sigma .
\]

Using this definition together with Eqs. (6) and (7), one obtains the standard Gibbs-Durham relation,

\[
Ts = \varepsilon + P .
\]

Then the first law of thermodynamics can be written as

\[
TdS = d\varepsilon - g\rho_s d\sigma .
\]

Such thermodynamic relations have been also discussed in Ref. [39]. They can be used to derive the following formulas, which will be used later,

\[
T \left( \frac{\partial s}{\partial T} \right)_\sigma = \left( \frac{\partial \varepsilon}{\partial T} \right)_\sigma ,
\]

\[
T \left( \frac{\partial s}{\partial \sigma} \right)_T = \left( \frac{\partial \varepsilon}{\partial \sigma} \right)_T - g\rho_s .
\]
IV. SPECTRUM OF FLUCTUATIONS IN A STATIC BACKGROUND

In this section, we investigate the stability of the chiral fluid with respect to perturbations of a the static background characterized by the chiral order parameter $\sigma_0$, temperature $T_0$ and four-velocity $u^\mu_0 = (1, 0, 0, 0)$. Obviously, when $\sigma_0$ is initially chosen on the slope or at the maximum of the thermodynamic potential, at later times it will roll down to reach the minimum of the potential. Thus, without any analysis, we know that such a state is unstable. Such situation corresponds to the spinodal decomposition. Thus, in the following, we discuss the stability only around the local minima of the thermodynamic potential where $\sigma_0$ is the solution of the gap equation (14).

Let us introduce the plan-wave perturbations of these quantities in the $x$ direction around the hydrostatic state:

$$
\delta \sigma(x) = \delta \sigma(\omega, k)e^{i\omega t - ikx}, \quad (24)
$$

$$
\delta T(x) = \delta T(\omega, k)e^{i\omega t - ikx}, \quad (25)
$$

$$
\delta u^1(x) = \delta u^1(\omega, k)e^{i\omega t - ikx}. \quad (26)
$$

Then, the perturbed fluid characteristics can be expressed as

$$
\varepsilon(\sigma, T) = \varepsilon(\sigma_0, T_0) + \left(\frac{\partial \varepsilon(\sigma, T)}{\partial T}\right)_0 \delta T(x) + \left(\frac{\partial \varepsilon(\sigma, T)}{\partial \sigma}\right)_0 \delta \sigma(x), \quad (27)
$$

$$
P(\sigma, T) = P(\sigma_0, T_0) + \left(\frac{\partial P(\sigma, T)}{\partial T}\right)_0 \delta T(x) + \left(\frac{\partial P(\sigma, T)}{\partial \sigma}\right)_0 \delta \sigma(x), \quad (28)
$$

$$
\rho_s(\sigma, T) = \rho_s(\sigma_0, T_0) + \left(\frac{\partial \rho_s(\sigma, T)}{\partial T}\right)_0 \delta T(x) + \left(\frac{\partial \rho_s(\sigma, T)}{\partial \sigma}\right)_0 \delta \sigma(x), \quad (29)
$$

where index 0 corresponds to the quantity taken at $\sigma = \sigma_0$ and $T = T_0$.

By linearizing the fluid dynamical equations (12) and the equation of motion for the order parameter (9) for these perturbations, we obtain the following matrix equation,

$$
\mathcal{A} \delta X = 0,
$$

where $\delta X^T = (\delta T(\omega, k), \delta u^x(\omega, k), \delta \sigma(\omega, k))$ and

$$
\mathcal{A} = \begin{pmatrix}
  i\omega \left(\frac{\partial \varepsilon(T, \sigma)}{\partial \sigma}\right)_0 & -ik(\varepsilon_0 + P_0) & i\omega \left[\left(\frac{\partial \varepsilon(T, \sigma)}{\partial \sigma}\right)_0 - g\rho_s(\sigma_0, T_0)\right] \\
  -ik \left(\frac{\partial P(T, \sigma)}{\partial \sigma}\right)_0 & i\omega(\varepsilon_0 + P_0) & -ik \left[g\rho_s(\sigma_0, T_0) + \left(\frac{\partial P(T, \sigma)}{\partial \sigma}\right)_0\right] \\
  g \left(\frac{\partial \rho_s(T, \sigma)}{\partial T}\right)_0 & 0 & -(\omega^2 - k^2) + m^2(\sigma_0, T_0)
\end{pmatrix}.
$$
The dispersion relations for perturbations are obtained by solving the equation
\[
\det[A] = 0.
\]  

As an example, when there is no coupling between the quark fluid and the chiral order parameter, that is, \( g = 0 \), the dispersion relations are given by
\[
\omega^2 = \left( \frac{\partial P}{\partial \varepsilon} \right)_{\sigma_0} k^2, \quad \text{(31)}
\]
\[
\omega^2 = k^2 + \lambda^2 (3\sigma_0^2 - v^2). \quad \text{(32)}
\]

The physical interpretation of these equations is rather obvious: the first solution describes the sound wave in the quark fluid, while the second one gives the dispersion relation for the sigma field fluctuations. As was discussed earlier, \( (\partial P/\partial \varepsilon)_{\sigma_0} \) can be negative at the first order phase transition. In this case, we obtain solutions with \( \omega^2 < 0 \) or \( \omega = \pm i|\omega| \), i.e., one of the solutions has negative imaginary part. Such perturbations will grow exponentially, signaling the instability of the homogeneous static state.

For finite \( g \), the dispersion relations are given by
\[
\omega^2 = \frac{-b \pm \sqrt{b^2 - 4ac}}{2a}. \quad \text{(33)}
\]

where
\[
a = \left( \frac{\partial \varepsilon}{\partial T} \right)_0, \quad \text{(34)}
\]
\[
b = -k^2 \left[ \left( \frac{\partial \varepsilon}{\partial T} \right)_0 + \left( \frac{\partial P}{\partial \varepsilon} \right)_0 \right] - m^2_\sigma(\sigma_0, T_0) \left( \frac{\partial \varepsilon}{\partial \sigma} \right)_0 - \left[ \left( \frac{\partial \varepsilon}{\partial \sigma} \right)_0 - g\rho_s(\sigma_0, T_0) \right] g \left( \frac{\partial \rho_s}{\partial T} \right)_0, \quad \text{(35)}
\]
\[
c = k^4 \left( \frac{\partial P}{\partial T} \right)_0 + k^2 m^2_\sigma(\sigma_0, T_0) \left( \frac{\partial P}{\partial T} \right)_0 - k^2 \left[ \left( \frac{\partial P}{\partial \sigma} \right)_0 + g\rho_s(\sigma_0, T_0) \right] g \left( \frac{\partial \rho_s}{\partial T} \right)_0, \quad \text{(36)}
\]

and \( m^2_\sigma(\sigma_0, T_0) \) is defined in Eq. (15).

In general, Eq. (33) has four different solutions. However, they are symmetric with respect to the axis of \( \omega = 0 \). Thus we show only the positive branches of Re \( \omega \) and Im \( \omega \). The solution passing through the origin, \( (\omega, k) = (0, 0) \) (analogous to Eq. (31)), is associated with the propagation of sound waves and is called the sound branch. The other solution, which has a mass gap at \( k = 0 \), corresponds to the propagation of the sigma field fluctuations and is called the sigma branch. Using Eqs. (33), one can obtain the following explicit expression for the mass gap:
\[
m^2_{\text{pole}}(\sigma_0, T) \equiv \omega^2(k \to 0) = m^2_\sigma(\sigma_0, T_0) - g \left( \frac{\partial \rho_s}{\partial T} \right)_0 \left( \frac{\partial s}{\partial \sigma} \right)_0 \left( \frac{\partial s}{\partial T} \right)_0^{-1}. \quad \text{(37)}
\]
Here the second term comes from the sigma coupling to the sound branch. It is easy to check that this term is positive. Thus, the sigma excitations in the chiral fluid are characterized by the ”pole mass” $m_\sigma$ (37), which differs from the ”screening mass” $m_{\text{gap}}$ (15). In high temperature limit one can obtain the following relation

$$m^2_{\text{gap}} - m^2_\sigma = \nu q g^2 3 M^2 4 \pi^2 \left[ \ln \left( \frac{M}{\pi T} \right) + \gamma - \frac{1}{2} \right], \quad (38)$$

where $M = g\sigma_0$ is the constituent quark mass and $\gamma \approx 0.577$ is Euler’s constant. In the vacuum, these two masses coincide, $m_\sigma = m_{\text{gap}} \approx \sqrt{2} \lambda f_\pi$, see Eq. (32).

In case of the crossover transition, $g = 3.3$, there is no imaginary part and we show only the real parts of the dispersion relations for four different temperatures, 130 (left up), 140 (right up), 150 (left down) and 160 (right down) MeV. These temperatures which cover the region from the chirally broken phase to the restored phase. In this case the two branches are always separated from each other and never intersect. It is interesting to note that the mass gap for the sigma branch first goes down with $T$, reaches a minimum at $T \approx 150$ MeV and then grows again. This is fully consistent with the results obtained in Ref. [53] for $g = 3.3$ and small $\mu$.

The behavior becomes more complex for $g = 4.5$. Figures 5 and 6 respectively, show the real and imaginary parts of the dispersion relation for different situations corresponding to the four points A, B, D and E in Fig. 2. In these calculations we did not apply the Maxwell construction because we consider the quenching of the background of the hydrodynamic variables. but also considered metastable states on segments AB and DE. As has been mentioned earlier, in the temperature interval between $T_B = 122.7$ MeV and $T_D = 132.1$ MeV, there exists three solutions for the sigma field, corresponding to two local minima of the thermodynamic potential, and one maximum in between. For the background states which have temperatures $T > T_B$ or $T < T_D$, the thermodynamic potential has only one local minimum. In this case the two branches of the dispersion relation are separated and have no imaginary parts, as shown for the points A and E in Fig. 5.

The states along the line BCD correspond to a local maximum of the thermodynamic potential and the perturbations around these states are trivially unstable (spinodal instability). On the other hand, a non-trivial behavior is observed for the metastable states on segments AB ($T_C < T < T_B$) and DE ($T_D < T < T_C$). Although these states represent local minima of the thermodynamic potential, $c^2_s$ becomes negative in this region of temperatures.
which induces an instability through the coupling to the hydrodynamic modes. In order to illustrate this point, the real and imaginary parts of the dispersion relation for the points D and B are shown in Figs. 5 and 6. One can see that at $k < k_{\text{max}} \sim 2 \text{ fm}^{-1}$ the sound and sigma branches degenerate into a single branch (Fig. 5) which has a positive imaginary part (Fig. 6). It is interesting to note that for $g = 4.5$, both branches of the dispersion relation become unstable at $k < k_{\text{max}}$, i.e. when either $c_s^2 < 0$ (sound waves) or $m_{\text{pole}}^2 < 0$ (sigma waves).
FIG. 5: Real parts of the dispersion relation for \( g = 4.5 \) at the point A (left up), B (right up), D (left down) and E (right down), respectively.

The appearance of the growing modes of density fluctuations, called as spinodal instability, is very well known in the physics of first order phase transitions, see e.g reviews [60–62]. This instability develops when a homogeneous system is suddenly quenched into the spinodal region of the phase diagram, defined by the condition \( c_s^2 < 0 \). Usually the instability region is limited by moderate wave numbers, \( k < k_{\text{max}} \), as is clearly seen in Fig. 6. The value of \( k_{\text{max}} \) is determined by the non-locality scale of the particle interaction, which is given by \( |m_{\text{pole}}| \) in our model.
V. EVOLUTION OF FLUCTUATIONS IN A DYNAMICAL BACKGROUND

Usually the dynamics of a first order phase transition is discussed in the framework of the nucleation theory, assuming the thermal activation or penetration through the barrier separating the two phases. However, one should bear in mind that, in a rapidly expanding system, the thermodynamic potential is changing with the characteristic expansion time $\tau_{\text{exp}}$. If $\tau_{\text{exp}}$ is much shorter than the barrier penetration time, the nucleation process will not be efficient to fulfill the transition. Then the formation of the new phase will start only when the barrier disappears and the system may freely roll down toward a more thermodynamically stable state [14, 16]. That is, the phase transition mechanism changes form the nucleation to the spinodal decomposition. In this section we discuss the dynamics of fluctuations in a rapidly expanding background of the Bjorken type [63].

A. Boost-invariant background solution

The hot matter created in relativistic heavy-ion collisions exhibits a strong collective expansion, predominantly in the longitudinal direction of the collision. For the sake of
simplicity, we consider a (1+1)-dimensional system in $\tau$-$\eta$ coordinates defined by

$$\tau = \sqrt{t^2 - z^2}, \quad \eta = \frac{1}{2} \ln \left[ \frac{t + z}{t - z} \right],$$

and parameterize the fluid velocity as

$$u^\mu = (\cosh \theta, \sinh \theta).$$

By using these variables, we obtain the following relations,

$$\begin{bmatrix}
\partial_0 \\
\partial_1
\end{bmatrix} = \begin{bmatrix}
cosh \eta & - \sinh \eta \\
- \sinh \eta & \cosh \eta
\end{bmatrix} \begin{bmatrix}
\partial_\tau \\
\frac{1}{\tau} \partial_\eta
\end{bmatrix}.$$  \hspace{1cm} (41)

It is convenient to introduce the following notations,

$$\begin{bmatrix}
D \\
\nabla
\end{bmatrix} = \begin{bmatrix}
\cosh(\theta - \eta) & \sinh(\theta - \eta) \\
\sinh(\theta - \eta) & \cosh(\theta - \eta)
\end{bmatrix} \begin{bmatrix}
\partial_\tau \\
\frac{1}{\tau} \partial_\eta
\end{bmatrix}.$$  \hspace{1cm} (42)

Then one can write

$$u^\mu \partial_\mu = D, \quad \partial_\mu u^\mu = \nabla \theta.$$  \hspace{1cm} (43)

Now the hydrodynamic equations (12) can be written as

$$D \varepsilon + (\varepsilon + P) \nabla \theta - g \rho_s D \sigma = 0,$$

$$\varepsilon + P D \theta + \nabla P + g \rho_s \nabla \sigma = 0.$$  \hspace{1cm} (45)

Using the generalized thermodynamics relations, Eqs. (21) and (22), we can reduce these equations to a more compact form,

$$Ds + s \nabla \theta = 0,$$

$$D \theta + \nabla \ln T = 0.$$  \hspace{1cm} (47)

It is easy to show that these equations are consistent with the entropy conservation equation, $\partial_\mu (s u^\mu) = 0$.

For the background solution, we take the boost-invariant ansatz proposed by Bjorken [63], i.e. we set $\eta = \theta$ and assume that all hydrodynamic variables are functions of $\tau$ only. Then the hydrodynamic equations (46) and (47) are reduced to

$$T(s_T \partial_T T + s_\sigma \partial_\tau \sigma) + \frac{T s}{\tau} = 0,$$  \hspace{1cm} (48)
where \( s_T = (\partial s/\partial T)_\sigma \), \( s_\sigma = (\partial s/\partial \sigma)_T \). On the other hand, the equation of motion for the chiral order parameter is

\[
\partial^2_\tau \sigma + \frac{1}{\tau} \partial_\tau \sigma + \lambda^2 (\sigma^2 - v^2) \sigma - H = -g \rho_s .
\]  

(49)

The time dependencies of the temperature \( T \) and the chiral order parameter \( g \sigma \) are shown in Fig. 7 for the initial conditions set at the initial time \( \tau_0 = 2 \) fm: \( T = 200 \) MeV \( g \sigma = 10 \) MeV and \( \partial_\tau \sigma = 0 \). The dashed and solid lines represent the results for \( g = 3.3 \) and 4.5, respectively. There is a qualitative difference in the behavior of the two lines, namely, the time delay in the first order phase transition (solid line) as compared with the crossover (dashed line). This difference is more evident in the time evolution of \( g \sigma \). The time delay can be explained by the trapping of the order parameter field in the metastable minimum during the initial stage of expansion, until it disappears at point D (see Fig. 2). As a matter of fact, the values of \( g \sigma \) at \( \tau \approx 10 \) fm correspond to metastable states around point D. This is a supercooling process which occurs at a fast expansion through the first order phase transition. After this point is reached, the potential barrier disappears and the field rolls down toward the stable minimum. Then it oscillates there for a long time, because of the lack of true dissipation except of the expansion.
B. Stability analysis in boost-invariant background

In order to investigate stability of the boost-invariant solution, we consider plane-wave perturbations of $\delta \sigma$ and other quantities, but now only in the $\eta$ coordinate, that is, we study the perturbations of the type

$$
\delta \sigma(\eta, \tau) = \delta \sigma_k(\tau)e^{-ik\eta}.
$$

(50)

Then expanding equations (46), (47) and (49) to the linear order in perturbations we obtain the following time-dependent matrix equation,

$$
\partial_\tau \delta X_k(\tau) = A_k(\tau)\delta X_k(\tau),
$$

(51)

where $\delta X^T_k(\tau) = \{\delta T_k(\tau), \partial_\tau \delta \sigma_k(\tau), \delta \sigma_k(\tau), \delta \theta_k(\tau)\}$ and

$$
A_k(\tau) = \begin{pmatrix}
a_{11} & a_{12} & a_{13} & a_{14} \\
a_{21} & a_{22} & a_{23} & 0 \\
0 & 1 & 0 & 0 \\
a_{41} & 0 & 0 & a_{44}
\end{pmatrix}.
$$

(52)

Explicit expressions for the matrix elements are

$$
a_{11} = -\frac{\partial_\tau T}{T} - \frac{s_{T\tau} \partial_\tau T}{s_T} - \frac{s_\sigma}{T s_T} \partial_\tau \sigma - \frac{s_{\sigma T}}{s_T} \partial_\tau \sigma - \frac{s}{\tau T s_T} - \frac{1}{\tau},
$$

(53)

$$
a_{12} = -\frac{s_\sigma}{s_T},
$$

(54)

$$
a_{13} = -\frac{s_{T\sigma}}{s_T} \partial_\tau T - \frac{s_{\sigma T}}{s_T} \partial_\tau \sigma - \frac{s_\sigma}{\tau s_T},
$$

(55)

$$
a_{14} = ik \frac{s}{\tau s_T},
$$

(56)

$$
a_{21} = -g\rho_T,
$$

(57)

$$
a_{22} = -\frac{1}{\tau},
$$

(58)

$$
a_{23} = -\frac{k^2}{\tau^2} - \lambda^2(3\sigma^2 - v^2) - g\rho_\sigma,
$$

(59)

$$
a_{41} = ik \frac{1}{\tau T},
$$

(60)

$$
a_{44} = -\frac{1}{\tau} - \frac{\partial_\tau T}{T},
$$

(61)

where all $\tau$-dependent functions correspond to the background solution. Here we have used the short-hand notations

$$
s_T = \frac{\partial s}{\partial T}, \quad s_\sigma = \frac{\partial s}{\partial \sigma}, \quad s_{T\sigma} = \frac{\partial^2 s}{\partial T \partial \sigma}, \quad s_{TT} = \frac{\partial^2 s}{\partial T^2}, \quad s_{T\sigma} = \frac{\partial^2 s}{\partial T \partial \sigma}, \quad \rho_T = \frac{\partial \rho_\sigma}{\partial T}, \quad \rho_\sigma = \frac{\partial \rho_\sigma}{\partial \sigma}.
$$

(62)
Since the matrix $\mathcal{A}_k$ has explicit $\tau$ dependence, we cannot use the same analysis applied to the static background. In order to investigate the stability for general parameter sets and initial conditions one can use, e.g. the Lyapunov direct method. However, the implementation of this method for systems containing more than three variables is rather cumbersome. And even if this scheme were implemented, the stability in most part of the parameter space would remain undetermined, see Ref. [64]. For this reason, in this work we do not use the Lyapunov direct method and discuss the stability only for concretely chosen parameters and initial conditions. Then we can check the stability by directly solving Eq. (51). We use the same initial values as before with the following additional conditions: $g\delta\sigma = 10$ MeV, $\partial_\tau\delta\sigma = 0$, $\delta T = 0$, $\delta \theta = 0.1$.

In Fig. 8 we show the time dependence of $g\delta\sigma/f_\pi$, $\delta T/T$ and $\delta \theta$ for $g = 3.3$ and $k = 1$. The fluctuation of $\theta$ is not normalized because $\theta = 0$ at the central rapidity $\eta = 0$. One can see that the fluctuations do not increase and, therefore, the boost-invariant solution is stable in this case.

The corresponding results for $g = 4.5$ and $k = 1$ are shown in Fig. 9. One can notice a qualitative difference in the behavior of $\delta\sigma$: the amplitude of fluctuations first drops but then, at $\tau > 12$ fm, it starts to grow slowly. However, this effect is rather weak, we do not see a strong signature of the instability as observed for the static background in Sect. IV.

C. Manifestation of the transient instability

The existence of a transient instability can be explicitly demonstrated for a dynamical system as well. As follows from Eq. (49) in the linear approximation, the evolution of fluctuations of the chiral field is governed by the equation

$$\left[\partial_\tau^2 + \frac{1}{\tau} \partial_\tau + \frac{k^2}{\tau^2} - \Gamma^2(\tau)\right] \delta\sigma_k(\tau) = -g\rho_T \frac{\delta s_0\tau_0}{s_T\tau},$$

(63)

where $\delta s_0$ is the initial fluctuation of entropy density, and other notations are explained in Eq. (62). Here we have introduced the function

$$\Gamma^2(\tau) \equiv -m_{\text{pole}}^2(\tau) = -\lambda^2(3\sigma^2 - v^2) - g\rho_\sigma + g\frac{s_\sigma}{s_T} \rho_T,$$

(64)

where $m_{\text{pole}}^2$ is defined in Eq. (37) and all quantities on the r.h.s. are taken from the background solution shown in Fig. 7.
FIG. 8: The time dependencies of $\delta \sigma / \sigma$ (left), $\delta \theta$ (middle) and $\delta T / T$ (right) for $g = 3.3$ at $k = 1$.

The r.h.s. of Eq. (63) plays the role of an external force and is irrelevant for the stability analysis. Therefore, the evolution of fluctuations is determined by the function $\Gamma(\tau)$ only. For the static background $\Gamma$ plays the role of an increment of instability for exponentially growing modes, $\delta \sigma \sim \exp (\Gamma t)$. In the expanding background $\Gamma(\tau)$ is itself a function of time, and one should solve explicitly the differential equation (63). But some qualitative conclusions can be made by inspecting the behavior of $\Gamma^2(\tau)$. By analogy with the static case, we expect that the instability occurs when $\Gamma^2(\tau)$ becomes positive. As is clear from Eq. (63), the strongest instability should corresponds to the $k = 0$ mode. The time dependence of $\Gamma^2(\tau)$ is shown in Fig. [10], where the dashed and solid lines represent two cases, $g = 3.3$
FIG. 9: The time dependencies of $\delta\sigma/\sigma$ (left), $\delta\theta$ (middle) and $\delta T/T$ (right) for $g = 4.5$ at $k = 1$. and $g = 4.5$, respectively. For the crossover transition ($g = 3.3$) $\Gamma^2$ is always negative and $\delta\sigma$ does not show any traces of instability even at $k = 0$. On the other hand, for $g = 4.5$ $\Gamma^2$ becomes positive around $\tau = 12$ fm, i.e. exactly at the time when the system undergoes the first order phase transition (see Fig. 7). This analysis shows that the first order phase transition is in fact inducing instability even for the boost-invariant background. However, the effect of the instability is weaker than what we expected from the static background. Because of a very short time interval when $\text{Re}\Gamma(\tau) > 0$, this instability does not give rise to a significant effect on the dynamics of the fluctuations. Indeed, as one can notice in Fig. 9 the amplitude of the fluctuations shows only a small rise in the time interval between 12 fm/c
FIG. 10: The time dependence of $\Gamma_0^2$ for $g = 3.3$ (dashed) and 4.5 (solid). The solid line becomes negative around $\tau = 12$ fm and 40 fm/c. The effect of weakening of spinodal instability in an expanding background was earlier demonstrated within a kinetic approach, e.g. in Ref. [65].

It should be emphasized that within our present model there is no mechanism to dampen the fluctuations of the order parameter field except of expansion. This is why the sigma fluctuations in Figs. 8 and 9 show persistent oscillations over a long time, as was also observed in Ref. [35]. In a more elaborate approach presented in Refs. [40, 41] the field fluctuations are continuously generated by the noise term and destroyed by the damping term. In such an approach the field oscillations will be damped out and the corresponding energy will be transferred to the fluid, leading to its reheating. In this case one can more realistically describe the evolution of fluctuations in an expanding system. As demonstrated in Refs. [40, 41], within such an approach a strong increase of sigma fluctuations due to supercooling and reheating is predicted in a first order phase transition, even in an expanding background. Such modifications are also needed to simulate the effect of critical slowing down in the second order phase transition.
VI. CONCLUDING REMARKS

In this paper, we have investigated the macroscopic behaviors of quark matter using the chiral fluid dynamics. This model is derived from the linear sigma model with constituent quarks within the framework of the mean-field approximation. In CFD, the quark degrees of freedom are mapped to the variables of the ideal fluid. This fluid is coupled to the dynamics of the chiral order parameter $\sigma$ via the interaction term $g < \bar{q}q > \sigma$. Two options of the model were considered which in static background lead either to the crossover or the first order chiral phase transition. We confirmed that the equilibrium properties of CFD model are consistent with the results obtained earlier within the mean-field approximation. The stability of the chiral fluid was investigated by analyzing the behavior of small perturbations over static and expanding backgrounds. Generally, the excitation spectrum of the system consists of two branches, the sound branch and the sigma branch.

For the static background case, the results are rather standard. In the case of crossover transition ($g = 3.3$), the uniform state is stable for small linear perturbations at all temperatures, as was expected. On the other hand, for the first order phase transition ($g = 4.5$) small perturbations around the metastable uniform states exhibit a singular behavior characterized by the appearance of exponentially-growing modes (spinodal instability). However, in an expanding background of the Bjorken type, the difference between these two types of phase transitions is less pronounced. In particular, the effect of spinodal instability is significantly diminished, because of the short time a rapidly expanding system spends in the unstable region. It should be emphasized, however, that a new important effect comes into play in a dynamical environment, namely, the supercooling to temperatures below the lower spinodal point, point D in Fig. 2, accompanied by strong oscillations of the chiral field. These oscillations persist for a long time since in the present analysis we have neglected the damping terms. As demonstrated in Refs. [41, 42], the model assuming continuous generation and damping of fluctuations gives a more realistic description of the order-parameter dynamics in the course of a first order phase transition.

An important problem to study concerns the role of viscosity terms in the chiral fluid itself. Naively, viscosity effects should help dampen the instabilities and thus make the system more stable. For small viscosities and static background this is indeed the case, see e.g. Ref. [61]. On the other hand, as shown in Refs. [20, 66, 67], boost-invariant
solutions of the Navier-Stokes equation becomes unstable when bulk viscosity is large. This instability may play a significant role in the hadronization of the hot matter produced in heavy-ion collisions. Therefore, it is worth comparing the instability-generating mechanism investigated in this work with that of Refs. [20, 67]. It is clear that they are conceptually very different: The instabilities examined in the present work appear in the ideal hydrodynamic limit, can only be dampened by viscosity, and should arise, to a certain extent, in any fluid, provided there is a first-order phase transition. The dynamical instabilities examined in Refs. [20, 67], on the other hand, arise due to viscosity, and only in solutions where flow gradients are sufficiently large. Therefore, one should distinguish between instabilities of the fluid and instabilities of the dynamics, i.e flow. In the future the interplay between these two effects should be investigated within a more realistic hydrodynamic approach.
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