Utilising Cold Energy from Liquefied Natural Gas (LNG) to Reduce the Electricity Cost of Data Centres
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Abstract: The Office of the National Broadcasting and Telecommunications Commission has reported that, from 2014 to 2018, Thailand’s internet usage has grown six-fold to 3.3 million terabytes per annum. This market trend highlights one of the policies of Thailand 4.0, with the aim of making Thailand a hub for information transfer in ASEAN. As a result, there will be a massive demand growth for data storage facilities in the near future. Data centres are regarded as the brain and heart of the digital industry and are essential for facilitating businesses in organising, processing, storing and disseminating large amounts of data. As the energy demand for equipment cooling contributes to over 37% of the total energy consumption, the data centres of the world’s leading companies, such as Amazon, Google, Microsoft and Facebook, are generally located in cold climate zones, such as Iceland, in order to reduce operating costs for cooling. Due to this reason, the possibility of data centres in Thailand is limited. Beneficially, PTTLNG, as the first liquefied natural gas (LNG) terminal in Thailand, has processed the import, receiving, storage and regasification of LNG. The high abundance of cold energy inherently presented in LNG is normally lost to the surroundings during regasification. Presently, PTTLNG’s LNG receiving terminal utilises a heat exchanger with propane as an intermediate fluid to transfer cold energy from LNG to water. This cold energy, in the form of cold water, is then used in several projects within the LNG receiving terminal: (1) production of electricity via an organic Rankine cycle capacity of 5 MWh; (2) cooling the air inlet of gas turbine generators to increase the generator efficiency; (3) replacing refrigerant heating, ventilation and air conditioning systems within buildings; (4) development of winter plantations with precision agriculture to replace imported products. Therefore, this study focuses on the potential and future use for LNG cold energy by performing a thermodynamic and economic analysis of the use of LNG cold energy as a source to produce cold water at 7 °C, with the total cold energy of 27.77 to 34.15 MW or 7934 t to 9757 t of refrigeration depending on the target pressure of the natural gas to replace the conventional cooling system of data centres. This research has the potential to reduce the cooling operation costs of data centres by more than USD 9.87 million per annum as well as CO2 emissions by 34,772 t per annum. In an economic study, this research could lead to a payback period of 7 years with IRR 13% for the LNG receiving terminal and a payback period of 2.21 years with IRR 45% for digital companies.
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1. Introduction

The world has undergone a shift from the industrial revolution era to the digital era. In 2020, mobile phones began to support the 5G platform, marking the advancement of the digital industry through information communication, the internet of things (IoT), smart cities, cloud services, big data analytics, artificial intelligence and self-driving cars [1]. Data centres are the heart and brain of the digital industry and are pivotal to data and information collection. Thus, the data centre industry has rapidly grown in recent years and usually involves tremendous amounts of IT equipment, rack servers and related devices. In 2018, the power consumption of data centres amounted to ~200 TWh [2], i.e., ~3.0% of all electricity usage in the world. Furthermore, this usage is expected to increase to ~4.3% of all electricity usage in 2025 [3]. The end of Moore’s law and IoT combined are anticipated to drive data centre energy needs up to 1287 TWh by 2030 [4].

IT devices cause huge heat release by transforming electrical energy into thermal energy. It is necessary that the temperature and humidity are controlled in data centres by using a cooling and air conditioning system to remove excess heat and to avoid damage to electrical components [5]. Refrigeration and air conditioning account for ~50% of the total electrical usage of a data centre [6–8]. The energy consumption of air conditioning has a significant impact on the average power usage effectiveness (PUE) of global data centres. This index is normally ~2.00 [9]. Companies, including Amazon, Microsoft, Google and Facebook, have established data centres in geographic locations that can provide free air cooling in order to reduce energy consumption [10,11]. The average PUE of data centres in Ireland, for example, is ~1.15–1.40. The current status of free and applicable cooling technologies consists of airside free cooling, waterside free cooling [5] and heat pipe technology. Both airside free cooling and waterside free cooling can be integrated with other systems (e.g., absorption, solar systems, adsorption, evaporative cooling and geothermal for increased system performance [12]).

The world energy demand is expected to grow by 1.6% per annum. For the past 20 years, energy production has increased by ~39%. The global demand for natural gas (NG) has largely increased by 2.4% annually in recent decades. In contrast, the share of oil in the world energy profile will be dramatically decreased by 2030. NG is predicted to account for 25.9% of the global energy usage [13]. Liquefied natural gas (LNG) demand is forecasted to rise to 600–650 million t per annum (MTPA) by 2030 [14]. LNG is obtained by inputting 850 kW t⁻¹ of LNG to cool it to ~162 °C at atmospheric pressure [15].

LNG is colourless, non-toxic, odourless and non-corrosive. The liquefaction of NG is cost-efficient for its long-distance transportation from NG producing countries to LNG importing countries across ocean distances larger than 2000 km [16]. When an LNG ship arrives at the LNG receiving terminal, the LNG will be unloaded for storage in LNG storage tanks in the LNG regasification terminal [17]. LNG is regasified in LNG vapourisers, such as open rack vapourisers (ORVs), submerged combustion vapourisers (SCVs) and intermediate fluid vapourisers (IFVs). ORVs make up 90% of all vapourisers, while SCVs and IFVs each make up 5% [18,19]. During regasification, LNG is changed from the liquid phase (~162 °C) to the gaseous phase (25 °C). Cold energy of 250 kW t⁻¹ of LNG is transferred to seawater in an ORV [20].

The global LNG trade reached a record of 316.5 MTPA in 2018 [21]. This means that 79,125 GW of cold energy, equivalent to 22.67 million t of refrigeration, is released into the ocean every year. One MTPA of LNG has the potential from cold utilisation to save ~74 GWh of electric consumption when compared to standard air conditioning, which is equivalent to 11.1 kt of NG saved and 30.4 kt of CO₂-equivalent emissions avoided annually. The yearly net monetary savings would range from USD 0.9 to 4.7 million per MTPA of LNG regasified at local subsidised and international electricity market prices, respectively, with corresponding payback periods of 1.7 and 2.5 years, respectively [22].

The free cooling from LNG cold utilisation of the cooling tower technology in China can reduce energy consumption by ~70% and reduce operating costs by CNY 4798.1 thousand per year, which is ~68% of the operational cost of a conventional refrigeration system.
The free cooling from LNG cold utilisation of the district cooling systems in European Union countries has the potential to reduce electricity consumption by ~60% compared to standard air conditioning systems for residential buildings [24]. Two LNG regasification terminals in Malaysia, one in Sungai Udang Melaka (RGTSU) and another in Pengerang Johor (RGTPJ), are 3.8 (500 MMSCFD) and 3.5 (490 MMSCFD) MTPA, respectively. It was estimated that the cold energy from LNG during regasification processes was ~47,214 and 88,383 kWh at RGTPJ and RGTSU, respectively. Converting this energy into refrigeration ton hours (RTh) at 70% thermal efficiency, and taking the commercial rate of 0.549 Sen RTh⁻¹, an internal rate of return of up to 33% and 17% was estimated for RGTPJ and RGTSU, respectively [25].

This research focuses on the potential of harnessing LNG cold energy by developing a new heat exchanger combined with a cryogenic power generation cycle using LNG cold energy as a heat sink to replace the conventional cooling system of data centres. This research has the potential to reduce the cooling costs and CO₂ emissions of data centres.

2. Current LNG Cold Energy Utilisation of PTTLNG in Thailand

In 2018, PTTLNG initiated LNG cold energy utilisation by the installation of two units of IFV. An IFV can produce cold water at 5 °C using 27 MW of LNG cold energy. At present, PTTLNG utilises 32 MW of LNG cold energy in four projects:

- 5 MWh electric power generation in a combined cycle power plant (Organic Rankine cycle), requiring LNG cold energy of 17 MW;
- Temperature reduction in air inlets of gas turbine generators to 15 °C to increase their efficiency by 10–20%, requiring LNG cold energy of 7 MW;
- Replacement of air conditioning systems of all buildings using LNG cold energy of 3 MW;
- Planting temperate plants, such as tulips, using LNG cold energy of 5 MW.

PTTLNG is still looking for potential future applications of LNG cold energy. In July 2019, PTTLNG signed a memorandum of understanding with King Mongkut’s University of Technology Thonburi and King Mongkut’s Institute of Technology Ladkrabang for a feasibility study of LNG cold energy utilisation between the LNG receiving terminal and data centres. Using LNG cold energy utilisation to replace the conventional cooling systems, such as chillers and cooling towers, of data centres could potentially reduce electricity consumption and greenhouse gas emissions.

3. Description and Optimisation of Process LNG Receiving Terminal

3.1. Conventional LNG Receiving Terminal

In LNG storage tank conditions corresponding to ~160 °C and 1.13 bar, LNG, which acts as a heat sink, is pumped out from the storage tank via low-pressure pumps. The pressure of LNG is then increased from 8.3 to 100 bar via high-pressure pumps, which is higher than the gas pipeline of PTT pressure for control purposes. Afterwards, the LNG pressure is reduced to the pressure of the gas pipeline of PTT from 100 to 70 bar in a flow control valve before being sent to an ORV. High pressure is necessary for the pipeline distribution to power plants, gas stations and industry. At the ORV, LNG absorbs heat from seawater as a heat source. The seawater with cold energy is released into the environment. After this, the temperature of LNG increases from ~160 to 25 °C, changing its phase to NG before being sent to the gas pipeline of PTT. However, cold energy is still wasted during regasification with seawater to the environment, as presented in Figure 1. Conventional LNG vaporisers release cold energy into seawater and also consume power to operate a seawater pump. Additionally, the temperature of heat sources is decreased after the regasification process. This affects the environment and ecosystem near the LNG receiving terminal, which can lead to complaints from local residents engaged in fishing and aquaculture.
For this process, the cold energy wasted and released into the environment is estimated using the first law of thermodynamics, as in Equation (1):

$$ Q = m_{sw}C_{p_{sw}}(T_{swout} - T_{swin}) $$

where $Q$, $m_{sw}$, $C_{p_{sw}}$, $T_{swout}$ and $T_{swin}$ are the total heat energy (MW), mass flow rate (ton/h), specific heat capacity (kJ/kg °K) and inlet and outlet temperatures (°C) of seawater, respectively as presented in Figure 2.

**Figure 1.** Process flow diagram of conventional LNG regasification terminal: (a) The simulation of ORV, (b) Schematic configurations of ORV.

**Figure 2.** Energy balance of conventional LNG regasification terminal by ORV [25].
3.2. Conventional Cooling Systems in Data Centres

IT devices release significant amounts of heat by transforming electrical energy into thermal energy. It is necessary that the indoor temperature of 22 ± 2 °C and humidity of 50 ± 5% are controlled in data centres using cooling and air conditioning systems to remove excess heat and to avoid damage to electrical components. The conventional cooling systems in data centres consist of an electrical chiller used to produce low-temperature water in its evaporator, and then the chilled water is delivered to the terminal air handling units to take away the emitted heat from the racks. In contrast, the condensation heat of the chiller is emitted into the environment through the cooling tower, as presented in Figure 3. Refrigeration and air conditioning account for ~50% of the total electric usage of a data centre.

![Schematic configurations of conventional cooling systems in data centres](image)

**Figure 3.** Schematic configurations of conventional cooling systems in data centres: (a) Typical refrigeration system in data centres, (b) Schematic configurations of conventional cooling systems.

The PUE is a ratio that describes how efficiently a data centre uses energy and how much energy is used by the computing equipment. The PUE can be used to reduce energy consumption and is defined as the ratio of total data centre input power to the power used by the IT equipment, as in Equation (2):

\[
PUE = \frac{Total \ Facility \ Power}{IT \ Equipment \ Power}
\]  

(2)

The ideal PUE value is 1, which means that 100% of the energy goes to powering useful services and ICT equipment rather than being wasted on cooling, i.e., the maximum...
attainable efficiency with no overhead energy. The higher the PUE, the lower the efficiency of the facility as more “overhead” energy is consumed for powering the electrical load. This means the use of more electric consumption by cooling systems, UPS, fans, pumps, transformers, lighting and other auxiliary equipment, in addition to the consuming IT load.

The chillers and cooling towers operated in cooling systems consume 50% of the total data centre energy. The energy consumption of a cooling system has a significant impact on the average PUE of global data centres. This index is normally ~2.0 [9]. In general, when considering tropical countries, such as Thailand, cooling systems consume more than 50% of the electricity consumption of data centres and result in an average PUE in Thailand of 2.0–2.5, representing almost double the electricity costs compared with cold countries with an average PUE of, for example, 1.15–1.40, as in Ireland. The current status of free and applicable cooling technologies consists of airside free cooling, waterside free cooling [5] and heat pipe technology.

3.3. LNG Cold Energy Utilisation Using Intermediate Fluid Vaporiser (IFV)

One advantage of using propane as the heat transfer fluid is the IFV. IFVs are compact shell-and-tube heat exchangers consisting of three parts: a condenser to release the latent heat of the intermediate fluid (IF) to LNG, an evaporator to vaporise the IF by a heat source and a gas heater to increase the temperature of NG to meet the customer requirements [26,27]. Normally, the condenser and evaporator of an IFV are in one large shell, while the gas heater is installed separately. The shell of an IFV contains an IF with a low boiling point, such as propane, as presented in Figure 4.

![Figure 4. Schematic of cold water production from IFV.](image)

This study uses HYSYS V11.0 (AspenTech, Bedford, USA) as the primary simulation tool. The basic calculation for the system is summarised in Table 1. The water outlet from the vaporiser is kept at 5 °C to meet the data centre requirements. Isentropic efficiencies in all pumps and turbines are set at 75%. The LNG, working fluid and cooling water are pure propane and pure water, respectively. The process flow diagram of an IFV is presented in Figure 5.
Table 1. Basic calculation data.

| Component                        | LNG1                  | NG2          | Working Fluid | Cooling Water | Condenser, Evaporator and Gas Heater |
|----------------------------------|-----------------------|--------------|---------------|---------------|--------------------------------------|
| Pressure Bar                     | 1.13                   | 70           | 4             | 3.5           |                                      |
| Temperature °C                   | −160                   | 10           | −6            | 12            |                                      |
| Composition                      | 100% Propane           |              |               | 100% Water    |                                      |
| Tube Side Pressure Drop Bar      | 0.6                    |              |               |               |                                      |
| Shell Side Pressure Drop Bar     | 0.35                   |              |               |               |                                      |
| Minimum Temperature Approach (spec) °C | 2.5                  |              |               |               |                                      |

Figure 5. Process flow diagram of cold water production from an IFV.

3.4. LNG Receiving Terminal Combined with a Data Centre Using Intermediate Fluid Vaporiser (IFV)

In this arrangement, the operating conditions of LNG are similar to the existing plant. First, the LNG is pumped out from the LNG storage tank via low-pressure pumps, and high-pressure pumps increase its pressure from 8.3 to 100 bar before the flow control valve reduces its pressure from 100 to 70 bar, before being sent to the IFV. At the IFV, LNG absorb heats from the return water of the data centre. The temperature of this water decreases from 12 to 7 °C. The cooled water is transferred to the cooling system of a data centre as a heat source. The temperature of LNG increases from −160 to 5 °C, changing to NG before being sent to the gas pipeline of PTT. The simulation diagram for LNG cold utilisation with a data centre is presented in Figure 6.
Figure 6. Process flow diagram of LNG receiving terminal combined with a data centre using an IFV: (a) The simulation of data centre using an IFV, (b) Improved refrigeration system with LNG cold energy utilisation, (c) Schematic configurations of data centre using an IFV.
The quality of LNG cold energy utilisation can be evaluated by the “exergy efficiency”, which is defined as the potential or maximum amount of useful work of a system and is an effective tool for evaluating the amount of energy that is lost in the system [28,29]. “Exergy efficiency” is considered one of the indicators representing how efficiently LNG cold energy utilisation is transferred to a target user, as in Equations (3) and (4):

\[
\text{Exergy efficiency} = \frac{\text{Exergy 3}}{\text{Exergy 1} - \text{Exergy 2}} \tag{3}
\]

\[
\eta^i = \frac{\Delta E^i_{\text{user}}}{\Delta E^i_{\text{LNG}}} \tag{4}
\]

where \(\eta^i\) is the exergy input of Targeted User \(i\) (%), \(\Delta E^i_{\text{user}}\) is the amount of Exergy obtained by the Targeted User at the facility \(i\) (kWh/LNG-Ton), \(\Delta E^i_{\text{LNG}}\) is the amount of Exergy of LNG cold energy consumed at the facility \(i\) (kWh/LNG-Ton), as presented in Figure 7.

4. Results and Discussion

The record data of a project information management system from an operating IFV in an LNG receiving terminal from 1 to 15 December 2020 are used, which is the best period to reflect the operating condition using the data sheet from the manufacturer of the IFV. The result shows that the average temperature approach of the IFV is ~1.25 °C less than the minimum temperature approach of the simulation of 2.5 °C, as presented in Table 2.

| Day | LNG Flowrate (m³/hr) | Water Flowrate (m³/hr) | Temperature NG Inlet °C | Temperature NG Outlet °C | Temperature Water Inlet °C | Temperature Water Outlet °C | Temperature Approach °C |
|-----|----------------------|------------------------|--------------------------|---------------------------|----------------------------|----------------------------|-------------------------|
| 1   | 176.41               | 1503.52                | -1.27                    | 14.18                     | 15.35                      | 14.61                      | 1.16                    |
| 2   | 200.68               | 1501.85                | -4.71                    | 13.56                     | 15.04                      | 14.10                      | 1.48                    |
| 3   | 194.27               | 1517.52                | -4.66                    | 12.83                     | 14.23                      | 13.36                      | 1.40                    |
| 4   | 179.26               | 1515.57                | -3.65                    | 12.17                     | 13.40                      | 12.64                      | 1.22                    |
| 5   | 176.59               | 1610.05                | -2.91                    | 12.31                     | 13.50                      | 12.82                      | 1.20                    |
| 6   | 182.28               | 1613.62                | -3.38                    | 12.42                     | 13.68                      | 12.96                      | 1.26                    |
| 7   | 182.18               | 1620.58                | -3.67                    | 12.08                     | 13.32                      | 12.61                      | 1.24                    |
| 8   | 175.90               | 1319.87                | -1.81                    | 12.97                     | 14.16                      | 13.40                      | 1.20                    |
| 9   | 180.29               | 1321.92                | -2.08                    | 13.12                     | 14.36                      | 13.55                      | 1.24                    |
| 10  | 183.73               | 1326.59                | -2.37                    | 13.19                     | 14.48                      | 13.64                      | 1.29                    |
| 11  | 184.36               | 1326.24                | -2.48                    | 13.17                     | 14.45                      | 13.62                      | 1.29                    |
| 12  | 184.18               | 1325.82                | -2.55                    | 13.16                     | 14.44                      | 13.60                      | 1.28                    |
A comparison between the simulation IFV on HYSYS V11.0 (AspenTech, Bedford, USA) and the existing IFV in the LNG receiving terminal shows that the error is ~0.95–2.00%, as presented in Table 3.

Table 3. Comparison between the simulation intermediate fluid vaporiser (IFV) on HYSYS V11.0 and existing intermediate fluid vaporiser (IFV) in LNG receiving terminal.

| Stream                      | Temperature (°C) | %Error |
|-----------------------------|------------------|--------|
| LNG Inlet Condenser         | −147.6           | −147.57| 0.02%          |
| NG Outlet Condenser         | −2.08            | −2.1   | 0.95%          |
| NG Outlet Heater            | 13.5             | 13.5   | 0.00%          |
| Water Inlet Heater          | 14.09            | 14.09  | 0.00%          |
| NG Outlet Heater            | 13.66            | 13.5   | 1.19%          |
| NG Outlet Evaporator        | 5.1              | 5      | 2.00%          |

The simulation results from HYSYS V11.0 show that the conventional LNG receiving terminal at a flow rate of 165 t h⁻¹ or 1.25 MTPA will produce ~33.23 MW of cold energy, equivalent to 9508 t of refrigeration, which will be released into seawater during regasification with an ORV. This model requires a seawater pump to consume 290 kWh of electrical energy for 365 days.

The LNG receiving terminal combined with a data centre using an IFV will provide ~29.12 MW of cold energy, equivalent to 8320 t of refrigeration. This will produce a 7 °C water supply for the cooling system at a flow rate of 5000 m³ h⁻¹ to absorb the heat generated from the IT equipment of data centres. The temperature of water returning from the cooling system increases to 12 °C and returns to transfer heat to LNG at the IFV. The simulation result with LNG cold energy utilisation on HYSYS V11.0 shows that a propane evaporator with liquid propane at ~6 °C would absorb heat from the water and change from liquid to gas at −6 °C. Simultaneously, the gaseous propane will absorb 21.1 MW of cold energy from an LNG flow rate of 168 t h⁻¹. The LNG transforms NG at 2 °C, while propane transforms to a liquid again in the condenser. In the gas heater, water will absorb cold energy of 8.6 MW from the NG, and the NG will warm up to 5 °C, as per the customer requirements. An IFV can produce a 7 °C cold water supply cooling system, at a flow rate of 5000 m³ h⁻¹, by using 29.82 MW of LNG cold energy, equivalent to 8320 t of refrigeration per hour, as presented in Table 4. This model requires a cooling pump to consume 665 kWh of electrical energy for 365 days.

Table 4. Heat duty of intermediate fluid vaporiser (IFV) and data centre.

| Heat Exchanger | Heat Duty (MW) |
|----------------|----------------|
| Evaporator     | 21.10          |
| Gas heater     | 8.68           |
| Data centre    | 29.82          |

A comparison of the heat duty of the data centre for different natural gas pressure levels for various applications is presented in Table 5. The heat duty of the data centre is directly proportional to the number of server racks installed. The number of server racks increases with the decrease in the natural gas pressure level. For instance, the maximum heat duty of the data centre is 34.15 MW for 6.0 bar of pressure of the natural gas for steam power stations.
Table 5. Comparison the heat duty of the data centre and data centre containers for different target pressures of natural gas depending on the application.

| Application                     | Pressure (Bar) | Heat Duty (MW) | Heat Duty (t of Refrigeration) | Data Centre Containers (Number of Server Racks) |
|--------------------------------|----------------|----------------|--------------------------------|-----------------------------------------------|
| Steam power stations           | 6              | 34.15          | 9757                           | 4127                                          |
| Combined cycle stations        | 25             | 32.92          | 9405                           | 3978                                          |
| Local distribution             | 30             | 32.59          | 9311                           | 3938                                          |
| Long-distance distribution     | 70             | 29.82          | 8320                           | 3519                                          |
| Direct expansion cycle         | 100            | 27.77          | 7934                           | 3356                                          |

A comparison of the simulation results between the conventional LNG receiving terminal and the LNG receiving terminal combined with a data centre using the IFV is presented in Table 6, and this shows that the IFV could reduce the cold energy released into seawater during regasification by 29.82 MW for the replacement cooling system.

Table 6. Comparison of the simulation on HYSYS V11.0 between conventional LNG receiving terminal and LNG receiving terminal combined with data centre using intermediate fluid vaporiser (IFV).

| Model                  | Simulation                     | ORV (MW) | Propane Condenser (MW) | Propane Evaporator (MW) | NG Heater (MW) | Data Centre (MW) |
|------------------------|--------------------------------|----------|------------------------|------------------------|----------------|------------------|
| 1                      | The conventional LNG receiving terminal | 33.23    | -                      | -                      | -              | -                |
| 2                      | Data centre cooling with intermediate fluid vaporiser (IFV) | -        | 21.10                  | 21.10                  | 8.68           | 29.82            |

According to the American Society of Heating, Refrigerating and Air-Conditioning Engineers [30], a data centre with 1000 racks will normally consume cold energy of 1428.57 t of refrigeration per hour for the IT heat load, 228.57 t of refrigeration per hour for the UPS heat load, 85.71 t of refrigeration per hour for the power distribution heat load, 97.14 t of refrigeration per hour for the lighting heat load, 51.43 t of refrigeration per hour for the people heat load and 472.86 t of refrigeration per hour for the architecture area. The total heat load is ~2364.29 t of refrigeration per hour or 8.27 MW, as presented in Table 7.

Table 7. Total cold energy consumption for data centre with 1000 racks [30].

| Heat Load               | MW    | Tons of Refrigeration per Hour |
|-------------------------|-------|---------------------------------|
| IT equipment            | 5     | 1428.57                         |
| UPS                     | 0.80  | 228.57                          |
| Power distribution      | 0.30  | 85.71                           |
| Lighting                | 0.34  | 97.14                           |
| People                  | 0.18  | 51.43                           |
| Architecture area       | 1.65  | 472.86                          |
| Total heat load         | 8.27  | 2364.29                         |

Normally, a conventional cooling system producing cold energy at 1 t of refrigeration per hour will consume 0.75 kWh for a water-cooled chiller, 0.13 kWh for a chilled water pump, 0.17 kWh for a condenser pump, 0.15 kWh for a cooling tower and 0.15 kWh for a computer room air conditioning unit (CRAC) [30]. The total electric consumption is 1.35 kWh per ton of refrigeration compared with LNG cold utilisation and will consume electricity of only 0.13 kWh for a chilled water pump and 0.15 kWh for CRAC. Total electricity consumption is 0.28 kWh per tons of refrigeration, as presented in Table 8. The LNG cold
utilisation for data centres can reduce the electrical cost by ~79.25% of total electricity consumption for a conventional cooling system with a water-cooled chiller, condenser pump and cooling tower, as presented in Figure 8.

Table 8. Comparison of electric consumption to produce cold energy equal to 1 ton of refrigeration between conventional cooling system and LNG cold utilisation.

| Electric Consumption            | Conventional Cooling System | LNG Cold Utilisation |
|---------------------------------|-------------------------------|----------------------|
| Water-Cooled Chiller (kWh)      | 0.75                          | -                    |
| Chilled Water Pump (kWh)        | 0.13                          | 0.13                 |
| Condenser Pump (kWh)            | 0.17                          | -                    |
| Cooling Tower (kWh)             | 0.15                          | -                    |
| CRAC (kWh)                      | 0.15                          | 0.15                 |
| Total Electricity Consumption   | 1.35                          | 0.28                 |
| Reduction in Electrical Cost (%)| -                             | 79.25                |

According to the American Society of Heating, Refrigerating and Air-Conditioning Engineers [30], an average data centre with 1000 racks will consume ~4.00 MWh (40%) of electricity for a conventional cooling system, in addition to powering the UPS, fans, transformers, lighting and other auxiliary equipment ~1.00 MWh (10%) and IT load ~5.00 MWh (50%). The total electric consumption of an average data centre is therefore ~10.00 MWh, as presented in Figure 9.
The LNG cold utilisation for data centres can reduce the electrical consumption by ~79.25% for a conventional cooling system, i.e., from 4.00 to 0.83 MWh. This also significantly reduces the PUE of data centres from 2.00 to 1.36, which, for Ireland, is ~1.15–1.40. However, Ireland has a free cooling period of only 6–8 months per year in winter, compared with the LNG cold utilisation for data centres with a free cooling period of 12 months per year from the regasification process, as presented in Table 9.

Table 9. Comparison of electricity consumption and power usage effectiveness (PUE) of global, Ireland and LNG cold utilisation data centres.

| Electric Consumption               | Global Data Centres | Ireland Data Centres | LNG Cold Utilisation Data Centres |
|-----------------------------------|---------------------|----------------------|-----------------------------------|
| IT Load (MWh)                     | 5.00                | 5.00                 | 5.00                              |
| Electrical Equipment, Lighting and Other (MWh) | 1.00                | 1.00                 | 1.00                              |
| Cooling System (MWh)              | 4.00                | 0.50–1.00            | 0.83                              |
| Total Electricity Consumption (MWh) | 10.00              | 6.50–7.00            | 6.83                              |
| PUE                               | 2.00                | 1.15–1.40            | 1.36                              |
| Free Cooling Period               | 6–8 months/year     | 12 months/year       |                                   |

The simulation results from HYSYS V11.0 show that the values of the exergy pre- and post-LNG cold energy utilisation for a data centre are 266.24, 161.94 and 42.45 kWh t⁻¹ of LNG, respectively. The benefit of LNG cold energy utilisation as evaluated by the “exergy efficiency” is ~43.38% and LNG cold energy utilisation loss to environment is 56.62% compared with LNG cold energy utilisation for the Organic Rankine Cycle (ORC) power generator, air inlet of gas turbine generator cooling, replacement of air conditioning systems (HVAC) of all buildings and planting temperate plants such the “exergy efficiency”, which is only ~36.25% and LNG cold energy utilisation loss to the environment is 63.75%. This study can improve the “exergy efficiency” of the existing project by ~7.13%. Normally, for the conventional LNG receiving terminal with open rack vaporiser (ORV) regasification, LNG cold energy utilisation results in total loss to the environment, as presented in Figure 10.
According to the 21st World Gas Conference 2000 and World Gas Conference 2012, the “exergy efficiency” of the effectiveness of LNG cold utilisation for each of the alternative processes amounts to 33–38% for a cryogenic power generator with propane, 80% for a cryogenic power generator with a propane mixture refrigerant (Freon), 77% for a cryogenic power generator with NG direct expansion, 74% for an ethylene plant, 50–75% for the recovery of LNG boil-off gas (recondenser), 80% for air separation, 43–50% for liquefied CO₂ and 36–54% for a cold warehouse [28,31]. In comparison, in this study, the LNG cold utilisation for a data centre is ~43.38%, as presented in Table 10.

**Table 10.** Comparison of LNG cold utilisation for each of the alternative processes and LNG cold utilisation for data centre [28,31].

| Research               | LNG Cold Utilisation Each of the Alternative Process                  | Exergy Efficiency (%) |
|------------------------|---------------------------------------------------------------------|-----------------------|
| Baudino, M. [31]       | Cryogenic power generator with propane                              | 33–38                 |
| Baudino, M. [31]       | Cryogenic power generator with propane mixture refrigerant (Freon) | 80                    |
| Baudino, M. [31]       | Cryogenic power generator with NG direct expansion                  | 77                    |
| Yamamoto, T. [28]      | Ethylene plant                                                      | 74                    |
| Baudino, M. [31]       | Recovery of LNG boil-off gas (Recondenser)                          | 50–75                 |

**Figure 10.** Comparison of “exergy efficiency and loss” between LNG cold utilisation for data centre, LNG cold energy utilisation for the existing project and conventional LNG receiving terminal by the ORV.
The LNG receiving terminal combined with the data centre using an IFV will provide cold energy of 29.82 MW, equivalent to 8320 t of refrigeration per hour, which is sufficient for a large data centre containing 3519 racks of IT equipment. In a conventional data centre with the same amount of racks, it will require ~11,232 kWh of electricity, while the data centre with LNG cold energy utilisation will consume only 2323 kWh. Therefore, the total power saving potential is 8920 kWh.

On average, electricity in Thailand costs 0.125 USD kWh⁻¹. Therefore, LNG cold energy utilisation has the potential to reduce the cooling operation costs of data centres by USD 9.87 million per annum. According to the Ministry Energy of Thailand in 2020, the sources of electricity are as follows: NG—57%, coal—17%, imports from neighbouring countries—12%, renewables—10%, hydro—3% and oil—1%. The CO₂ emission intensity of the total electricity generation is 445 g CO₂ e/kWh. In this study, the total power saving potential is 8920 kWh and the reduction in CO₂ emissions is 34,772 t of CO₂ per annum.

According to the economic feasibility and commercial study, this study suggests that the estimated investment costs for the LNG receiving terminal and digital companies are around USD 15 and 20 million per annum, as presented in Table 11. The revenue from the LNG cold energy utilisation for a data centre could give a payback period of 7 years, with an Internal Rate of Return (IRR) of 13% for the LNG receiving terminal, and a payback period of 2.21 years with an IRR of 45% for digital companies, as presented in Table 12.

Table 11. The estimated investment cost for LNG receiving terminal and digital companies.

| Investor             | Details                        | Units | Costs (Million USD) |
|----------------------|--------------------------------|-------|---------------------|
| LNG receiving terminal | 1. Intermediate fluid vaporiser (IFV) | 1 ea. | 3.5                 |
|                      | 2. Cold water pump              | 1 ea. | 1.0                 |
|                      | 3. Cold water and hot water Pipeline | 1400 m | 3.5                |
|                      | 4. Installation                 |       | 7.0                 |
| Digital companies    | 1. Data centres in Tier 4       | 4000 racks | 200.0              |
|                      | 2. Estate                       | 61,200 sq.m. | 13.0               |
|                      | 3. Energy storage tank          | 1 ea. | 3.35                |
|                      | 4. Hot water tank               | 1 ea. | 1.0                 |
|                      | 5. Hot water pump               | 1 ea. | 1.0                 |
|                      | 6. Installation                 |       | 1.65                |

Table 12. Economic summary of payback and IRR for LNG cold energy utilisation for data centres.

| Investor             | Cost Saving (Million USD) | Payback (Year) | IRR (%) |
|----------------------|---------------------------|----------------|---------|
| LNG receiving terminal | 1.9                      | 7.0            | 13.0    |
| Digital companies    | 8.0                       | 2.2            | 45.0    |

5. Conclusions

An LNG receiving terminal combined with a data centre using an IFV, will provide cold energy of 29.82 MW, which is sufficient for cooling a data centre with a capacity of 3519 racks. This cold energy has the potential to reduce the cooling operation costs by over USD 9.87 million per annum for the data centre and also reduces the CO₂ emissions by 34,772 t per annum. The benefits of studying LNG cold energy utilisation among LNG receiving terminals and data centres are as follows.
First, LNG cold energy utilisation from the regasification process can be used instead of a conventional cooling system to reduce the electrical costs in the cooling system of data centres by over 79.25%. Furthermore, it supports electricity generation, resulting in a decrease in fossil fuel usage. Therefore, it is advantageous as data centres can be operated efficiently and sufficiently in long-term conditions for at least 15 years.

Second, LNG cold energy utilisation can improve the power efficiency and competitiveness of data centres by significantly reducing the PUE of data centres from 2.00 to 1.36, which is close to the PUE of data centres in Ireland (~1.15–1.40). Cold utilisation for data centres has a free cooling period of 12 months per year from the regasification process.

Third, the quality of LNG cold energy utilisation can be evaluated by the “exergy efficiency”, which is ~43.38%. This result has an advantage in the competitiveness of the LNG industry in Thailand.

Fourth, the LNG cold energy utilisation can reduce the CO₂ emissions from the electricity consumption of data centres and reduce the released waste cold energy from the regasification process to the ocean, which can promote sustainability and reduce the risks for the environment and society.

Fifth, the economic feasibility study and commercial study regarding the revenue from LNG cold energy utilisation for a data centre indicate a payback period of 7 years and IRR 13% for the LNG receiving terminal and a payback period of 2.21 years and IRR 45% for digital companies.

Finally, this research is for the first data centre in Thailand and the world that uses free cooling from LNG cold energy utilisation in the LNG receiving terminal. This research can be expanded to cover the average and maximum send-out rate of PTTLNG at 5.0 and 11.5 MTPA, making LNG cold energy of 135 and 300 MW available for data centre capacities of 16,000 and 36,800 racks, and can also reduce CO₂ emissions by 223,842 and 497,427 t of CO₂ per annum, respectively.
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