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ANNE BOUTET DE MONVEL, JONATAN LENELLS, AND DMITRY SHEPELSKY

Abstract. In a recent paper, we presented scenarios of long-time asymptotics for a solution of the focusing nonlinear Schrödinger equation whose initial data approach two different plane waves $A_j e^{i\phi_j} e^{-2iB_j x}, \ j = 1, 2$ at minus and plus infinity. In the shock case $B_1 < B_2$ some scenarios include sectors of genus 3, that is sectors $\xi_1 < \xi < \xi_2, \ \xi := \frac{x}{t}$ where the leading term of the asymptotics is expressed in terms of hyperelliptic functions attached to a Riemann surface $M(\xi)$ of genus 3. The long-time asymptotic analysis in such a sector is performed in another recent paper. The present paper deals with the asymptotic analysis in a transition zone between two genus 3 sectors $\xi_1 < \xi < \xi_0$ and $\xi_0 < \xi < \xi_2$. The leading term is expressed in terms of elliptic functions attached to a Riemann surface $\tilde{M}$ of genus 1. A central step in the derivation is the construction of a local parametrix in a neighborhood of two merging branch points. We construct this parametrix by solving a model problem which is similar to the Riemann–Hilbert problem associated with the Painlevé IV equation.

1. Introduction

We consider the focusing nonlinear Schrödinger (NLS) equation

$$i q_t + q_{xx} + 2|q|^2 q = 0, \quad x \in \mathbb{R}, \quad t \geq 0,$$

and a solution $q(x,t)$ of (1.1) such that

$$q(x,0) \sim \begin{cases} A_1 e^{i\phi_1} e^{-2iB_1 x}, & x \to -\infty, \\ A_2 e^{i\phi_2} e^{-2iB_2 x}, & x \to +\infty, \end{cases} \quad (1.2)$$

where $\{A_j, B_j, \phi_j\}_{j=1}^2$ are real constants, $A_j > 0$. Our general objective is the study of the long-time behavior of the solution $q(x,t)$ of (1.1)–(1.2).

Equation (1.1) is a nonlinear PDE integrable by the Inverse Scattering Transform method [1]. The Riemann–Hilbert (RH) problem formalism of this method has proved to be highly efficient in studying various properties of solutions of integrable PDE, particularly, the long time asymptotics of the solution of the Cauchy problem [9, 11] and the small dispersion limit [10, 13]. The RH method, put into a rigorous shape by Deift and Zhou in [11], was further developed in [9, 10] with the introduction of the so-called “g-function mechanism”. This mechanism helps in the realization of the main idea of the method, which is to find a series of transformations of the original RH problem representation of the solution of the nonlinear equation in question leading ultimately to a model RH problem that can be solved explicitly. Moreover, the method makes it possible to obtain not only the main asymptotic term but also provides a way to derive rigorous error estimates, by solving appropriate local (“parametrix”) RH problems.

Expressing the $(x,t)$ dependence of the data for the associated RH problem (jump matrices and, if appropriate, residue conditions) in terms of $t$ (large parameter) and $\xi := \frac{x}{t}$, it is natural to obtain large-$t$ asymptotics for a fixed $\xi$ or for $\xi$ varying in certain intervals, characterized by the same qualitative form of the asymptotic pattern and uniform error estimates for any compact subset of each interval. In terms of the model RH problem, such an interval is characterized by the same structure of the jump contour and jump condition, only some parameters (as functions of $\xi$) being varying. On the other hand, the interval’s end points correspond to changes in this structure: either some parts of the contour shrink to single points or new parts emerge from specific points. Accordingly, uniform error estimates break down when approaching the interval’s end points. Thus two other natural questions arise: do the asymptotics obtained for adjacent sectors (in the $(x,t)$
plane) match, and how can we describe the asymptotics when approaching (with \( \xi \)) the border of an asymptotic sector characterized by certain degeneration/restructuring of the RH problem input (contours and jumps).

It turns out that already for problems with “zero boundary conditions”, i.e., when the solution is assumed to decay to 0 as \(|x| \to \infty\), there exist various narrow transition regions in the \((x, t)\) plane, where the asymptotics has a qualitatively different form (related to a qualitatively different model RH problem) [9]. So it is natural to expect transition regions also in the more complicated situation of “non-zero boundary conditions” described by (1.2) (for other types of non-zero boundary conditions, see [3–5]).

Scenarios of long-time asymptotics of \( q(x, t) \), where the \((x, t)\) half-plane is divided into sectors \( \xi_1 < \xi < \xi_2 \) with qualitatively different asymptotics, are presented in [6]. That work was motivated by [8], where the asymptotic scenario was given corresponding to a particular range of parameters involved in (1.2). In the “shock case” \( B_1 < B_2 \) some scenarios include genus 3 sectors where the leading term of the asymptotics of \( q(x, t) \) is given in terms of theta functions attached to a hyperelliptic Riemann surface \( M(\xi) \) of genus 3. The asymptotic analysis in a genus 3 sector is performed in [7]. The Riemann surface \( M(\xi) \) is given by the equation (see [7, Section 3.2])

\[
\begin{align*}
{w^2} = (k - E_1)(k - \tilde E_1)(k - E_2)(k - \tilde E_2) & (k - \alpha)(k - \bar \alpha)(k - \beta)(k - \bar \beta)
\end{align*}
\]  

(1.3)

where \( E_j = B_j + iA_j, B_1 < B_2, \) and \( \alpha(\xi), \beta(\xi) \) are critical points of the \( g \)-function \( g(\xi, k) \), that is, zeros of \( dq/dk \) (see [7, Section 3.3]). All branch points are distinct, in particular \( \alpha(\xi) \neq \beta(\xi) \).

In this paper we consider a sector \( \xi_1 < \xi < \xi_2 \) consisting of two genus 3 sectors \( \xi_1 < \xi < \xi_0 \) and \( \xi_0 < \xi < \xi_2 \) separated by a point \( \xi_0 \) at which \( \alpha(\xi) \) and \( \beta(\xi) \) merge (in the symmetric case with \( A_1 = A_2 \) and \( B_1 = -B_2 \), we have \( \xi_0 = 0 \)). Notice that a degeneration of genus 2 (two-phase) solutions of (1.1) corresponding to the merging of two pairs of spectral points is considered in [2], where it is shown that it is possible to present the limiting behavior of the solution directly in terms of the solution of the degenerated RH problem, without resorting to the genus 2 solution before degeneration.

The asymptotic theorem for the genus 3 sector [7, Theorem 2.1] gives information on the asymptotics for \( \xi \in (\xi_1 + \delta, \xi_0 - \delta) \cup (\xi_0 + \delta, \xi_2 - \delta) \). In fact, by choosing the \( \epsilon \)-disks centered at \( \alpha, \bar \alpha, \beta, \bar \beta \) to have \( \xi \)-dependent radius \( \epsilon = \epsilon(\xi) \) in the proof of the genus 3 theorem, we see that the genus 3 result is valid uniformly for all \( \xi_0 < \xi \leq \xi_2 \) if we include the additional error term \( O((te^{3/2})^{-N}) \). By choosing \( \epsilon = \frac{|\alpha - \beta|}{3} \), we infer that the genus 3 theorem gives information on the solution whenever \( t^{2/\beta}|\alpha - \beta| \to \infty \). But the genus 3 theorem does not give the asymptotics in a narrow region containing the line \( \xi = \xi_0 \).

Our goal here is to determine an asymptotic formula valid in a region containing the line \( \xi = \xi_0 \). Let \( r(k) \) be the reflection coefficient (see [6, (2.36)]) defined by

\[
\begin{align*}
\frac{r(k)}{a(k)} := \frac{b^*(k)}{a(k)}
\end{align*}
\]

where \( a(k), b(k) \) are the scattering coefficients (see [6, (2.15)]), and we write \( f^*(k) := \overline{f(k)} \) for a complex-valued function \( f(k) \). As in [6] and [7], in order to avoid technicalities in the long-time analysis related to analytical approximations of spectral functions, we assume that \( a(k) \) and \( b(k) \) (and thus \( r(k) \)) can be analytically continued from the real line into the whole complex plane (see (2.1) below) and that \( a(k) \) and \( b(k) \) do not vanish for \( \Im k \geq 0 \). Define the complex-valued function \( \tilde \nu(\xi) \) by

\[
\begin{align*}
\tilde \nu(\xi) = \frac{1}{2\pi i} \ln (1 + r(\beta)r^*(\beta))
\end{align*}
\]

(1.4)

where \( \beta = \beta(\xi) \) and the branch of \( \ln(1 + rr^*) \) is fixed by requiring that \( \ln(1 + r(k)r^*(k)) \) is a continuous function of \( k \in \gamma(\mu, \beta) \) whose value at \( k = \mu \) is strictly positive (\( \gamma(\mu, \beta) \) is the contour from \( \mu \) to \( \beta \) in Figure 2). Let \( \tilde \nu_0 := \tilde \nu(\xi_0) \) denote the value of \( \tilde \nu \) at \( \xi = \xi_0 \). Since for \( |\Im \tilde \nu_0| \geq \frac{1}{2} \) we are not able to give any asymptotics we make the following assumption:
Assumption. We suppose
\[ \text{Im } \tilde{\nu}_0 \in \left( -\frac{1}{2}, \frac{1}{2} \right), \]
i.e. \( \arg(1 + r(\beta(\xi_0))r^*(\beta(\xi_0))) \in (-\pi, \pi). \)

Remark. This assumption is at least satisfied in the symmetric case \( A_1 = A_2 = A > 0 \) and \( B_2 = -B_1 = B > 0 \) with \( A > B \) provided \( B \) is close to \( A \). In that case \( \xi_0 = 0 \) and we have \( \alpha(0) = \beta(0) = \pm \sqrt{A^2 - B^2} \). As \( B \uparrow A \) we have \( \beta(0) \downarrow 0 \) and \( |\text{Im } \tilde{\nu}_0| \downarrow 0 \). Indeed, if \( \beta(\xi) \) is real \( \tilde{\nu}(\xi) \) is also real. So, for \( B \) close enough to \( A \) we have \( \text{Im } \tilde{\nu}_0 \) close to 0, hence \( |\text{Im } \tilde{\nu}_0| < 1/2 \).

1.1. The transition zone. We will consider the asymptotics in a sector \( S \) defined by
\[ S := \left\{ (x, t) \in \mathbb{R}^2 \mid \xi \geq \xi_0, \ t \geq T, \ |\alpha - \beta| < Mt^{-\frac{1+|\text{Im } \tilde{\nu}_0|}{2}} - 2^8 \right\}, \tag{1.5} \]
where the constants \( \delta, M, T \) are strictly positive. The sector \( S \) is characterized by the fact that the distance between \( \alpha \) and \( \beta \) shrinks faster than \( t^{-\frac{1+|\text{Im } \tilde{\nu}_0|}{2}} \) as \( t \to +\infty \). As \( \xi \to \xi_0 \), the branch points \( \alpha(\xi) \) and \( \beta(\xi) \) converge to a point \( \alpha(\xi_0) = \beta(\xi_0) \in \mathbb{C}^+ \). Numerical computations suggest that \( |\alpha - \alpha(\xi)| \sim |\xi - \xi_0|^{1/2} \) and \( |\beta - \beta(\xi)| \sim |\xi - \xi_0|^{1/2} \) as \( \xi \downarrow \xi_0 \) (at least in the symmetric case). If this is correct, then
\[ S = \left\{ (x, t) \in \mathbb{R}^2 \mid t \geq T, \ 0 \leq \xi - \xi_0 < Mt^{-|\text{Im } \tilde{\nu}_0|-1-2^8} \right\}. \tag{1.6} \]

Remarks. The region \( S \) is specified, somewhat implicitly (involving \( \alpha(\xi) \) and \( \beta(\xi) \)), by (1.5). The more explicit description (1.6) is based on the assumption that \( \alpha(\xi) - \beta(\xi) \sim |\xi - \xi_0|^{1/2} \) as \( \xi \downarrow \xi_0 \).

The region \( S \) depends on 4 parameters: \( |\text{Im } \tilde{\nu}_0|, \delta, M, \) and \( T \). The first one, \( \tilde{\nu}_0 \), reflects the influence (via the reflection coefficient) of the initial data on the Cauchy problem while the others are at our choice, \( \delta \) being the most important one. A smaller choice of \( \delta > 0 \) increases the size of the asymptotic sector \( S \), but it also makes the asymptotic formula less precise.

1.2. Organization of the paper. The main theorem is stated in Section 2. Our proof of this theorem is based on a steepest descent analysis of a RH problem which is described in Section 3. In Section 3, we also introduce some necessary notation. In Section 4, we implement a number of transformations of the RH problem that are required for the steepest descent analysis. In Section 5, we construct a global parametrix by solving a model RH problem in terms of theta functions associated to a genus 1 Riemann surface. The global parametrix eventually gives rise to the leading term of \( O(1) \) in the final asymptotic formula for \( q(x, t) \). In Section 6, we construct local parametrices; in particular, we construct a local parametrix in a neighborhood of the two merging branch points \( \alpha \) and \( \beta \). This is achieved by relating the original RH problem to an exactly solvable RH problem whose solution is presented in the appendix. The local parametrices eventually give rise to the subleading terms in the final asymptotic formula for \( q(x, t) \). The proof of the main theorem is finalized in Section 7.

2. Main result

In the shock case \( B_1 < B_2 \) we can assume \( B_1 = -1, \ B_2 = 1, \) and \( \phi_2 = 0 \) (see [6, Section 2.2]). Suppose \( q: \mathbb{R} \times [0, \infty) \to \mathbb{C} \) is a smooth solution of (1.1) whose initial data \( q_0(x) = q(x, 0) \) satisfy
\[ q_0(x) = \begin{cases} A_1 e^{i\phi} e^{2ix}, & x < -C, \\ A_2 e^{-2ix}, & x > C, \end{cases} \tag{2.1} \]
for some constants \( C > 0, \ A_1 > 0, \ A_2 > 0, \) and \( \phi \in \mathbb{R} \). Let \( E_1 = -1+iA_1 \) and \( E_2 = 1+iA_2 \). Under conditions (2.1), the spectral functions \( a(k) \) and \( b(k) \) are entire functions, which, as we mentioned above, allows us to work directly with these functions thus avoiding analytical approximations, which would make the realization of the main ideas of the asymptotic analysis less transparent.

The asymptotics of \( q \) in \( S \) can be expressed in terms of quantities defined on the genus 1 Riemann surface \( M \) with branch cuts along \( \Sigma_1 \) and \( \Sigma_2 \), where \( \Sigma_j := [E_j, \xi_0], \ j = 1, 2. \)
The asymptotics in the sector $S$ is given by

$$q(x, t) = Q_0(\xi, t) + \frac{Q_1(\xi, t)}{\sqrt{t}} + O \left( F(\xi, t^2 + t|\alpha - \beta|^2) \right), \quad t \to +\infty, \ (x, t) \in S. \tag{2.2}$$

- The first term $Q_0$ is the leading order term. It is given by

$$Q_0(\xi, t) = e^{2i(tg^{(0)}(\xi)+\tilde{h}(\xi, \infty))} (A_1 + A_2) \frac{\tilde{\Theta}(\tilde{\varphi}(\infty^+) + \tilde{d})\tilde{\Theta}(\tilde{\varphi}(\infty^+) - \tilde{\nu}(\xi, t) - \tilde{d})}{\tilde{\Theta}(\tilde{\varphi}(\infty^+) + \tilde{\nu}(\xi, t) + \tilde{d})\tilde{\Theta}(\tilde{\varphi}(\infty^+) - \tilde{d})}.$$

- The coefficient $Q_1$ of the second term is given by

$$Q_1(\xi, t) = 2ie^{2i(tg^{(0)}(\xi)+\tilde{h}(\xi, \infty))} \left((T_\mu(x, t))_{12} + (T_\beta(x, t))_{12} - (T_\beta(x, t))_{21} \right).$$

- Regarding the last term the estimate is uniform with respect to $x$ and the function $F$ is given by

$$F(\xi, t) := t^{\text{Im} \tilde{\nu}}(\ln t)^{\text{Im} \tilde{\nu} + 2} \left( t|\alpha - \beta|^2|\ln|\alpha - \beta|| + t^{-\frac{1}{2}} \right). \tag{2.3}$$

$	ilde{\Theta}$ is the Riemann theta function associated with the genus 1 Riemann surface $\tilde{M}$, the Abel map $\tilde{\varphi}$ is defined in (3.6). The functions $\tilde{\nu}(t) = \tilde{\nu}(\xi, t)$ and $\tilde{h}(k) = \tilde{h}(\xi, k)$ are defined in (5.5) and (4.10), respectively. The constants $\tilde{\nu} \equiv \tilde{\nu}(\xi)$, $\tilde{d} \equiv \tilde{d}(\xi)$, and $\text{g}^{(0)} \equiv \text{g}^{(0)}(\xi)$ are defined in (1.4), (5.4), and (7.328), respectively. The functions $T_\mu(x, t)$ and $T_\beta(x, t)$ are defined in (7.10) and (7.11), respectively.

To illustrate the statement of Theorem 2.1 we make some comments. It will be useful to note that the functions $T_\mu(x, t)$ and $T_\beta(x, t)$ satisfy the uniform estimates

$$|T_\mu(x, t)| \leq C, \quad |T_\beta(x, t)| \leq Ct^{\text{Im} \tilde{\nu}_0}, \quad (x, t) \in S. \tag{2.4}$$

All factors involved in (7.10) and (7.11) are indeed bounded, with the exception of the factors $t^{\pm \frac{1}{2} \sigma_0}$. Moreover, if $|\beta(\xi) - \beta(\xi_0)| \sim |\xi - \xi_0|^{1/2}$ as $|\xi| \to \xi_0$ and (1.6) is correct, then $|\text{Im} \tilde{\nu}| = |\text{Im} \tilde{\nu}_0| + O(t^{-\frac{1}{2} |\text{Im} \tilde{\nu}_0| - \frac{1}{2}})$ which implies $t^{\text{Im} \tilde{\nu}} = O(t^{-c})$ for any $c < 0$. Since the second term in (2.2) can be written

$$\frac{Q_1}{\sqrt{t}} = \tilde{G}(\xi, t) x^{-c_0},$$

where $\tilde{G}(\xi, t)$ is a bounded, non-decaying, oscillating function, then in this case $Q_1/\sqrt{t}$ can be viewed as the subleading term. Moreover, for $\delta > \delta_1$ with $\delta_1 := \max \{ \frac{1}{2} - \frac{1}{2} |\text{Im} \tilde{\nu}_0|, \frac{1}{2} - \frac{1}{2} |\text{Im} \tilde{\nu}_0| \}$, e.g., for $\delta > 1/2$, the last term is

$$O(t^{|2|\text{Im} \tilde{\nu}_0| - 1} |\ln t|^{|2|\text{Im} \tilde{\nu}_0| + 4}.$$}

On the line $\xi = \xi_0$, we can take $\delta$ arbitrarily large and Theorem 2.1 reduces to the following.

**Corollary 2.3.** The asymptotics on the line $\xi = \xi_0$ is given by

$$q(x, t) = Q_0(\xi_0, t) + \frac{Q_1(\xi_0, t)}{\sqrt{t}} + O \left( t^{2|\text{Im} \tilde{\nu}_0| - 1} (\ln t)^{2|\text{Im} \tilde{\nu}_0| + 4} \right), \quad t \to +\infty, \ x = \xi_0 t. \tag{2.5}$$

On the other hand, keeping only the leading order term, Theorem 2.1 reduces to the following.
Corollary 2.4 (Leading order asymptotics). There exists a $c > 0$ such that
\[ q(x, t) = Q_0(\xi, t) + O(t^{-c}), \quad t \to +\infty, \ (x, t) \in \mathbb{S}, \]
uniformly with respect to $x$.

3. Preliminaries

3.1. Notations. Let $E_j := B_j + i A_j$ in the complex $k$-plane $\mathbb{C}$. We denote by $\Sigma_j$, $j = 1, 2$ the vertical segment $[\hat{E}_j, E_j]$ oriented upward. See Figure 1.

Let $\mathbb{C}^\pm = \{ \pm \text{Im } k > 0 \}$ denote the open upper and lower halves of the complex plane. The Riemann sphere will be denoted by $\hat{\mathbb{C}} = \mathbb{C} \cup \{ \infty \}$. We write $\ln k$ for the logarithm with the principal branch, that is, $\ln k = \ln|k| + i \arg k$ where $\arg k \in (-\pi, \pi]$. Unless specified otherwise, all complex powers will be defined using the principal branch, i.e., $z^n = e^{\alpha \ln z}$. We let $f^*(k) := \overline{f(k)}$ denote the Schwarz conjugate of a complex-valued function $f(k)$.

Given an open subset $D \subset \hat{\mathbb{C}}$ bounded by a piecewise smooth contour $\Sigma$, we let $E_2(D)$ denote the Smirnoff class consisting of all functions $f(k)$ analytic in $D$ with the property that for each connected component of $D_j$ of $D$ there exist curves $\{C_n\}^\infty_{n=1}$ in $D_j$ such that the $C_n$ eventually surround each compact subset of $D_j$, and $\sup_{n \geq 1} ||f||_{L^2(C_n)} < \infty$. We let $E^\infty(D)$ denote the space of bounded analytic functions $D \to \mathbb{C}$. RH problems in the paper are generally formulated in the $L^2$-sense using Smirnoff classes (see [14,15]):

\[
\begin{cases}
    m \in I + \hat{E}^2(\mathbb{C} \setminus \Sigma), \\
    m_+(k) = m_-(k)J(k) \quad \text{for a.e. } k \in \Sigma,
\end{cases}
\]

where $m_+$ and $m_-$ denote the boundary values of $m$ from the left and right sides of the contour $\Sigma$. We let $\sigma_1 := \binom{0 \ 1}{1 \ 0}$ and $\sigma_3 := \binom{1 \ 0}{0 \ -1}$ denote the first and third Pauli matrices.

3.2. Set-up. We have [7, Proposition 3.1]
\[ q(x, t) = 2i \lim_{k \to \infty} k (\hat{\mu}(x, t, k))_{12}, \quad x \in \mathbb{R}, \ t \in [0, \infty), \]
where $\hat{\mu}(x, t, \cdot)$ is the unique solution of the basic RH problem (see [7, (3.12)])
\[
\begin{cases}
    \hat{\mu}(x, t, \cdot) \in I + \hat{E}^2(\mathbb{C} \setminus (\mathbb{R} \cup \Sigma_1 \cup \Sigma_2)), \\
    \hat{\mu}_+(x, t, k) = \hat{\mu}_-(x, t, k)J(x, t, k) \quad \text{for a.e. } k \in \mathbb{R} \cup \Sigma_1 \cup \Sigma_2,
\end{cases}
\]
with $J$ defined as in [7, (3.11)]:
\[ J(x, t, k) := e^{-i\theta(k)\sigma_3} \hat{J}_0(k)e^{i\theta(k)\sigma_3}, \quad k \in \Sigma := \mathbb{R} \cup \Sigma_1 \cup \Sigma_2, \]
where the phase $\theta(k)$ is
\[ \theta(k) \equiv \theta(\xi, k) := 2k^2 + \xi k, \quad \xi := \frac{x}{t}, \]
and
\[
\hat{J}_0(k) = \begin{cases}
    \begin{pmatrix}
        1 & \hat{r}^* \\
        0 & 1
    \end{pmatrix} & \begin{pmatrix}
        1 & 0 \\
        \hat{r} & 1
    \end{pmatrix} = \begin{pmatrix}
        1 + \hat{r} \hat{r}^* & \hat{r}^* \\
        \hat{r} & 1
    \end{pmatrix}, \quad k \in \mathbb{R}, \\
    \begin{pmatrix}
        i \frac{\hat{r} - \hat{r}^*}{\hat{r} + \hat{r}^*} & 0 \\
        \frac{\hat{r} + \hat{r}^*}{\hat{r} - \hat{r}^*} & i
    \end{pmatrix}, \quad k \in \Sigma_1 \cap \mathbb{C}^+, \\
    \begin{pmatrix}
        0 & i \hat{r} \\
        \hat{r} & 0
    \end{pmatrix}, \quad k \in \Sigma_2 \cap \mathbb{C}^+, \\
    \begin{pmatrix}
        0 & \frac{\hat{r} + \hat{r}^*}{\hat{r} - \hat{r}^*} \\
        \frac{\hat{r} - \hat{r}^*}{\hat{r} + \hat{r}^*} & 0
    \end{pmatrix}, \quad k \in \Sigma_3 \cap \mathbb{C}^-.
\end{cases}
\]
Recall [7, (3.10)] that \( \hat{a}, \hat{b}, \text{and} \hat{r} \) are slight modifications of the scattering data \( a, b, \text{and} r \):

\[
\hat{a} := a\nu_1, \quad \hat{b} := b\nu_1, \quad \hat{r} := \frac{\hat{b}^*}{\hat{a}} = r\nu_1^{-2},
\]

(3.5)

where \( \nu_1(k) := \left( \frac{k-E_1}{k-E_2} \right)^{\frac{1}{2}} \) with \( \nu_1(\infty) = 1 \), as in [7, (3.7)]. Note that \( \hat{a}\hat{a}^* = aa^* \), \( \hat{b}\hat{b}^* = bb^* \), and \( \hat{r}\hat{r}^* = rr^* \).

Figure 1. The contour \( \Sigma = \mathbb{R} \cup \Sigma_1 \cup \Sigma_2 \) for the basic RH problem.

Let \( \tilde{M} \) denote the genus 1 Riemann surface with branch cuts along \( \Sigma_1 \) and \( \Sigma_2 \). We think of \( \tilde{M} \) as the limit of the genus 3 surface \( M(\xi) \) (see (1.3)) as \( \xi \rightarrow \xi_0 \). We introduce a canonical homology basis \( \{a_1, b_1\} \) on \( \tilde{M} \) by letting the cycles \( a_1 \) and \( b_1 \) be as in [7, Figure 4]. We let \( \tilde{\varphi} : \tilde{M} \rightarrow \mathbb{C} \) be the limit of the Abel map \( \varphi \) (see [7, (3.21)]) as \( \xi \rightarrow \xi_0 \), i.e.,

\[
\tilde{\varphi}(P) = \int_{E_2}^P \tilde{\zeta}, \quad P \in \tilde{M},
\]

(3.6)

where \( \{\tilde{\zeta}\} \) is the normalized basis of \( \mathcal{H}^1(\tilde{M}) \) dual to the canonical basis \( \{a_1, b_1\} \), i.e., \( \tilde{\zeta} \) is a holomorphic differential form such that

\[
\int_{a_1} \tilde{\zeta} = 1.
\]

Let \( \tau \) denote the period \( \int_{b_1} \tilde{\zeta} \) and let \( \tilde{\Theta} \) denote the associated theta function which is defined by

\[
\tilde{\Theta}(z) := \sum_{n \in \mathbb{Z}} e^{2\pi i (\frac{1}{4} n^2 \tau + nz)}, \quad z \in \mathbb{C}.
\]

(3.7)

As in [7, (3.24)], we let \( g(k) \equiv g(\xi, k) \) denote the \( g \)-function on \( M(\xi) \) with derivative

\[
\frac{dg}{dk} = \frac{4(k-\mu)(k-\alpha)(k-\beta)(k-\bar{\beta})}{w(k)},
\]

where \( \mu \equiv \mu(\xi) \) is a real number and

\[
w(k) := \sqrt{(k-E_1)(k-E_1)(k-E_2)(k-E_2)(k-\alpha)(k-\bar{\alpha})(k-\beta)(k-\bar{\beta})}.
\]

We define \( \tilde{w}(k) \) by

\[
\tilde{w}(k) := \sqrt{(k-E_1)(k-E_1)(k-E_2)(k-E_2)}, \quad k \in \mathbb{C} \setminus (\Sigma_1 \cup \Sigma_2),
\]

(3.8)

where the branch of the square root is such that \( \tilde{w}(k) > 0 \) for \( k \gg 0 \).

Throughout the paper \( C, c > 0 \) will denote generic constants independent of \( k \) and of \( (x, t) \in \mathbb{S} \), which may change within a computation.
4. Transformations of the RH problem

In order to determine the long-time asymptotics of the solution $\hat{m}$ of the RH problem (3.3), we will perform a series of transformations of the RH problem. More precisely, starting with $\hat{m}$, we define functions $\hat{m}^{(j)}(x, t, k), j = 1, \ldots, 6$, such that each $\hat{m}^{(j)}$ satisfies an RH problem which is equivalent to the original RH problem (3.3). The RH problem for $\hat{m}^{(j)}$ has the form

$$\begin{cases}
\hat{m}^{(j)}(x, t, \cdot) \in I + \dot{E}_2(C \setminus \Sigma^{(j)}), \\
\hat{m}^{(j)}_+(x, t, k) = \hat{m}^{(j)}_-(x, t, k) \hat{v}^{(j)}(x, t, k) \quad \text{for a.e.} \ k \in \Sigma^{(j)},
\end{cases}$$

where the contours $\Sigma^{(j)}$ and jump matrices $\hat{v}^{(j)}$ are specified below.

At each stage of the transformations, $\hat{m}^{(j)}$ and $\hat{v}^{(j)}$ will satisfy the symmetries

$$\hat{v}^{(j)}(x, t, k) = \begin{cases}
\sigma_3 \sigma_1 \hat{v}^{(j)}(x, t, \bar{k}) \sigma_1, & k \in \Sigma^{(j)} \setminus \mathbb{R}, \\
\sigma_3 \sigma_1 \hat{v}^{(j)}(x, t, k) \sigma_1 \sigma_3, & k \in \Sigma^{(j)} \cap \mathbb{R},
\end{cases} \quad j = 1, \ldots, 6,$$

and

$$\hat{m}^{(j)}(x, t, k) = \sigma_3 \sigma_1 \hat{m}^{(j)}(x, t, \bar{k}) \sigma_1 \sigma_3, \quad k \in \mathbb{C} \setminus \Sigma^{(j)}, \quad j = 1, \ldots, 6.$$

4.1. First three transformations. The first three transformations are the same as in [7, Sections 4.1-4.3]. This leads to a function $\hat{m}^{(3)}$ which satisfies the RH problem (4.1) for $j = 3$ with jump contour $\Sigma^{(3)}$ displayed in Figure 2 and jump matrix $\hat{v}^{(3)}$ given by the following formulas [7, Section 4.3] ($\hat{v}_l^{(3)}$ denotes the restriction of $\hat{v}^{(3)}$ to the contour labeled by $l$ in Figure 2):

$$\hat{v}_1^{(3)} = \begin{pmatrix}
1 & 0 \\
\hat{v}^{-2}e^{2itg} & 1
\end{pmatrix}, \quad \hat{v}_2^{(3)} = \begin{pmatrix}
1 & \hat{v}^{-1}e^{-2itg} \\
0 & 1
\end{pmatrix},$$

$$\hat{v}_3^{(3)} = \begin{pmatrix}
0 & \hat{v}^{-1}e^{i\phi}e^{-i\hat{g}(g_+g_-)} \\
\hat{v}^{-1}e^{i\phi}e^{i\hat{g}(g_+g_-)} & 0
\end{pmatrix}.$$
\[ v_4^{(3)} = \begin{pmatrix} 1 & 0 \\ \frac{1}{\hat{a}a^*} & 1 \end{pmatrix}, \quad v_6^{(3)} = e^{-itg_{-\sigma_3}} \begin{pmatrix} 1 & -\hat{a}\delta^2 e^{-2itg} \\ 0 & 1 \end{pmatrix}, \]
\[ v_8^{(3)} = e^{-itg_{-\sigma_3}} \begin{pmatrix} 1 & -\hat{a}\delta^2 e^{-2itg} \\ 0 & 1 \end{pmatrix}, \]
and extended to the lower half-plane by means of the symmetry (4.2). Recall [7, Section 4.2] that the complex-valued function \( \delta(k) \equiv \delta(\xi, k) \) is defined by
\[ \delta(k) := e^{\frac{1}{4\pi i} \int_{-\infty}^{\infty} \frac{\log(1+|x|^2)}{x} \, dx}, \quad k \in \mathbb{C} \setminus (-\infty, \mu], \]
where \( \mu \) is the only real critical point of the \( g \)-function \( g(k) \).

**Remark.** \( (v_2^{(3)})_{12} \) has the opposite sign compared to that in [7] because the orientation of the contour 2 is opposite. The path labeled by 8 in Figure 2 is labeled by 5 in [7, Figure 10].

### 4.2. Fourth transformation

The fourth transformation is also similar to the analogous transformation in [7, Section 4.4]. However, since \( \alpha \) and \( \beta \) are now merging, we do not need to factor the jump across \( \gamma(\beta, \alpha) \), where \( \gamma(\beta, \alpha) \) is the contour from \( \beta \) to \( \alpha \) in Figure 2. As in [7, Figure 11], we let \( V_3 \) and \( V_4 \) be open sets that form a lens around \( \gamma(\mu, \beta) \). Thus we define \( \hat{\mu}^{(4)} \) for \( k \) in the upper-half plane by
\[ \hat{\mu}^{(4)} := \hat{\mu}^{(3)} \times \begin{pmatrix} 1 & 0 \\ \frac{1}{\hat{b}^*} & 1 \end{pmatrix}, \quad k \in V_3, \]
\[ \begin{pmatrix} 1 \quad 0 \\ \frac{1}{\hat{b}^*} & 1 \end{pmatrix}, \quad k \in V_4, \]
and extend the definition to the lower half-plane by means of the symmetry (4.3). We note that the function \( \delta(\xi, k) \) obeys the uniform bound (see [7, Lemma 4.1])
\[ |\delta(\xi, k)| \leq C, \quad k \in \mathbb{C} \setminus (-\infty, \mu], \quad (x, t) \in \mathbb{S}. \]

Then \( \hat{\mu} \) satisfies the RH problem (3.3) iff \( \hat{\mu}^{(4)} \) satisfies the RH problem (4.1) for \( j = 4 \), where \( \Sigma^{(4)} \) is the jump contour displayed in Figure 3 and the jump matrix \( \hat{v}^{(4)} \) is given by \( (v_1^{(4)}) \) denotes the restriction of \( \hat{v}^{(4)} \) to the contour labeled by \( l \) in Figure 3):
\[ v_1^{(4)} = \begin{pmatrix} 1 & 0 \\ \hat{b}^* \delta^2 e^{-2itg} & 1 \end{pmatrix}, \quad v_2^{(4)} = \begin{pmatrix} 1 & -\hat{a}\delta^2 e^{-2itg} \\ 0 & 1 \end{pmatrix}, \]
\[ v_3^{(4)} = \begin{pmatrix} 1 & 0 \\ \hat{b}^* \delta^2 e^{-2itg} & 1 \end{pmatrix}, \quad v_4^{(4)} = \begin{pmatrix} 1 & 0 \\ \hat{b}^* \delta^2 e^{-2itg} & 1 \end{pmatrix}, \]
\[ v_5^{(4)} = \begin{pmatrix} 1 & 0 \\ \hat{a}^* \delta^2 e^{-2itg} & 1 \end{pmatrix}, \quad v_6^{(4)} = \begin{pmatrix} 1 & 0 \\ \hat{a}^* \delta^2 e^{-2itg} & 1 \end{pmatrix}, \]
\[ v_7^{(4)} = \begin{pmatrix} 1 & 0 \\ \hat{a}^* \delta^2 e^{-2itg} & 1 \end{pmatrix}, \quad v_8^{(4)} = \begin{pmatrix} 1 & 0 \\ \hat{a}^* \delta^2 e^{-2itg} & 1 \end{pmatrix}, \]
and is extended to the part of \( \Sigma^{(4)} \) that lies in the lower half-plane by means of the symmetry (4.2).

**Remark.** The paths labeled by 5, 6, 7, and 8 in Figure 3 are labeled by 12, 11, 10 in [7, Figure 12], and 5 in [7, Figure 10]. Moreover, \( (v_2^{(4)})_{12} \) has the opposite sign compared to that in [7].
4.3. Fifth transformation. The purpose of the fifth transformation is to remove the factors \( \hat{a}\hat{a}^* = aa^* \) from the jump across \( \gamma(\bar{\beta},\beta) \), i.e., from \( v_6^{(4)} \) in the upper half-plane.

As we did with \( \delta \) in [7, Section 4.2], we introduce a complex-valued function \( \tilde{\delta}(\xi,k) \equiv \tilde{\delta}(\xi,k) \) by

\[
\tilde{\delta}(\xi,k) = e^{-\frac{\pi i}{2}} \int_{\gamma(\mu,\beta)} \frac{\ln(a(s)a^*(s))}{s-k} ds \int_{\gamma(\bar{\beta},\mu)} \frac{\ln(a(s)a^*(s))}{s-k} ds, \quad k \in \mathbb{C} \setminus \gamma(\bar{\beta},\beta), (x,t) \in S,
\]

where the branch of the logarithm is chosen so that \( \ln(a(s)a^*(s)) \) is continuous on each contour and strictly positive for \( s = \mu \). Since \( a(k) \) has no zeros or poles, the function \( aa^* \) is nonzero and finite everywhere on the contours. The function \( \tilde{\delta} \) is in general singular at \( \bar{\beta} \) and \( \beta \). Hence we cut out small neighborhoods of these points. Thus let

\[
R \equiv R(\xi,t) := c(\xi)t^{-1/2},
\]

where \( c(\xi) > c > 0 \) is independent of \( t \) (we will fix \( c(\xi) \) below).

For \( r > 0 \) and \( z \in \mathbb{C} \), we let \( D_r(z) \) denote the open disk of radius \( r \) centered at \( z \). Since \( |\alpha - \beta| = O(t^{-1/2}) \), by increasing \( T \) in the definition (1.5) of \( S \) if necessary, we may assume that \( \alpha \in D_{R/2}(\beta) \) for all \( (x,t) \in S \).

The following lemma shows that \( \tilde{\delta} \) is nonsingular in the complement of \( D_R(\beta) \cup D_R(\bar{\beta}) \).

**Lemma 4.1.** For each \( (x,t) \in S \), the function \( \tilde{\delta}(\xi,k) \) has the following properties:

(a) \( \tilde{\delta}(\xi,k) \) and \( \tilde{\delta}(\xi,k)^{-1} \) are bounded and analytic functions of \( k \in \mathbb{C} \setminus (D_R(\beta) \cup D_R(\bar{\beta}) \cup \gamma(\bar{\beta},\beta)) \).

(b) \( \tilde{\delta}(\xi,k) \) obeys the symmetry

\[
\tilde{\delta} = (\tilde{\delta}^*)^{-1}, \quad k \in \mathbb{C} \setminus \gamma(\bar{\beta},\beta).
\]

(c) Across \( \gamma(\bar{\beta},\beta) \), \( \tilde{\delta}(\xi,k) \) satisfies the jump condition

\[
\tilde{\delta}_+ = \tilde{\delta}_- \times \begin{cases} \frac{1}{aa^*}, & k \in \gamma(\mu,\beta), \\ aa^*, & k \in \gamma(\bar{\beta},\mu). \end{cases}
\]
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Proof. Since $\ln(|a(\mu)|^2) > 0$, [7, Lemma C.1] shows that $\tilde{\delta}(\xi, k)$ is bounded as $k$ approaches $\mu$. The other properties follow easily from the definition (4.4). We can indeed write $\tilde{\delta} = e^{-f_\beta + f_{\overline{\beta}}}$ with

$$f_\beta(k) := \frac{1}{2\pi i} \int_{\gamma(\mu, \beta)} \frac{\ln(a(s)a^*(s))}{s-k} ds,$$

and $f_{\overline{\beta}} = f_{\overline{\beta}}^*$. □

Let $\epsilon \in (0, 1/2)$ be such that the $\xi$-dependent disks

$$D_\epsilon(\beta), \quad D_\epsilon(\mu), \quad D_\epsilon(\overline{\beta}) \quad (4.7)$$

are disjoint from each other and from the cuts $\Sigma_1$ and $\Sigma_2$ for all $(x, t) \in S$. Increasing $T$ in (1.5) if necessary, we may assume that $R(\xi, t) < \epsilon/2$ for all $(x, t) \in S$.
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**Figure 4.** The jump contour $\Sigma^{(5)} = \Sigma^{(6)}$ (red with arrows indicating orientation) together with the set where $\text{Im } g = 0$ (dashed black). The region where $\text{Im } g < 0$ is shaded and the region where $\text{Im } g > 0$ is white.

We define $\hat{m}^{(5)} \equiv \hat{m}^{(5)}(x, t, k)$ by

$$\hat{m}^{(5)} = \hat{m}^{(4)} \times \begin{cases} \tilde{\delta}^{-\sigma_3} & k \in \mathbb{C} \setminus (D_R(\beta) \cup D_R(\overline{\beta})), \\ I & k \in D_R(\beta) \cup D_R(\overline{\beta}). \end{cases}$$

We define the complex-valued function $\delta_2(k) \equiv \delta_2(\xi, k)$ by

$$\delta_2 := \tilde{\delta} \tilde{\delta}.$$ 

Using Lemma 4.1 we see that $\hat{m}$ satisfies the RH problem (3.3) iff $\hat{m}^{(5)}$ satisfies the RH problem (4.1) with $j = 5$, where $\Sigma^{(5)} := \Sigma^{(4)} \cup \partial D_R(\beta) \cup \partial D_R(\overline{\beta})$ and the jump matrix $\hat{v}^{(5)}$ is given in $\mathbb{C}^+ \setminus D_R(\overline{\beta})$ (see Figure 4) by

$$\hat{v}^{(5)}_1 = \begin{pmatrix} 1 & 0 \\ e^{2itg} & 1 \end{pmatrix}, \quad \hat{v}^{(5)}_2 = \begin{pmatrix} 1 & -\tilde{a}\tilde{b}\tilde{\delta}^2 e^{-2itg} \\ 0 & 1 \end{pmatrix},$$

$$\hat{v}^{(5)}_3 = \begin{pmatrix} 0 & i\tilde{a}\tilde{b} - e^{i\phi} \tilde{\delta}_2^2 e^{-it(g_+ + g_-)} \\ e^{i\phi} \tilde{\delta}_2^2 e^{-it(g_+ + g_-)} & 0 \end{pmatrix}.$$
\[ \hat{v}_4^{(5)} = \begin{pmatrix} 0 & i \nu_1^{(5)} \delta^2 e^{-it(g_+ + g_-)} \\ i \nu_1^{(5)} \delta^2 e^{-it(g_+ + g_-)} & 0 \end{pmatrix}, \]
\[ \hat{v}_6^{(5)} = \begin{pmatrix} 0 & 0 \\ e^{-it(g_+ - g_-)} & 0 \end{pmatrix}, \]
\[ \hat{v}_7^{(5)} = \begin{pmatrix} 1 & - \frac{b}{a} \delta^2 e^{-2itg} \\ 0 & 1 \end{pmatrix}, \]
\[ \hat{v}_8^{(5)} = \begin{pmatrix} 1 & 0 \\ - \frac{b}{a} \delta^2 e^{-2itg} & 1 \end{pmatrix}, \]

where \( \hat{v}_l^{(5)} \) denotes the restriction of \( \hat{v}^{(5)} \) to the contour labeled by \( l \) in Figure 4, outside of \( D_R(\beta) \).

In order to give an expression for \( \hat{v}^{(5)} \) on the part of the contour that lies in \( D_R(\beta) \), we let \( \mathcal{Y} := \Sigma^{(5)} \cap D_\epsilon(\beta) \) denote the restriction of \( \Sigma^{(5)} \) to \( D_\epsilon(\beta) \) and write \( \mathcal{Y} = \cup_{l=1}^{16} \mathcal{Y}_l \) where the curves \( \{\mathcal{Y}_l\}_{16} \) are as in Figure 5.
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**Figure 5.** The contour \( \mathcal{Y} = \Sigma^{(5)} \cap D_\epsilon(\beta) = \cup_{l=1}^{16} \mathcal{Y}_l \) in the disk of radius \( \epsilon \) centered at \( \beta \) and the domains \( \{\mathcal{S}_j\}_{16} \).

Then \( \hat{v}^{(5)} \) is given in \( D_\epsilon(\beta) \) by

\[ \hat{v}^{(5)}_{\mathcal{Y}_1} = \begin{pmatrix} 1 & 0 \\ - \hat{a} \hat{b} \delta^2 e^{-2itg} & 1 \end{pmatrix}, \]
\[ \hat{v}^{(5)}_{\mathcal{Y}_2} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \]
\[ \hat{v}^{(5)}_{\mathcal{Y}_3} = \begin{pmatrix} 1 & 0 \\ - \hat{b} \delta^2 e^{-2itg} & 1 \end{pmatrix}, \]
\[ \hat{v}^{(5)}_{\mathcal{Y}_4} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \]
\[ \hat{v}^{(5)}_{\mathcal{Y}_5} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \]
\[ \hat{v}^{(5)}_{\mathcal{Y}_6} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \]
\[ \hat{v}^{(5)}_{\mathcal{Y}_7} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \]
\[ \hat{v}^{(5)}_{\mathcal{Y}_8} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \]
\[ \hat{v}^{(5)}_{\mathcal{Y}_9} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \]
\[ \hat{v}^{(5)}_{\mathcal{Y}_{10}} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \]
\[ \hat{v}^{(5)}_{\mathcal{Y}_{11}} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \]
\[ \hat{v}^{(5)}_{\mathcal{Y}_{12}} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \]
\[ \hat{v}^{(5)}_{\mathcal{Y}_{13}} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \]
\[ \hat{v}^{(5)}_{\mathcal{Y}_{14}} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \]
\[ \hat{v}^{(5)}_{\mathcal{Y}_{15}} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \]
\[ \hat{v}^{(5)}_{\mathcal{Y}_{16}} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \]

where \( \hat{v}_{\mathcal{Y}_l} \) denotes the restriction of \( \hat{v}^{(5)} \) to \( \mathcal{Y}_l \). We extend the definition of \( \hat{v}^{(5)} \) to the lower half-plane by means of the symmetry (4.2).
4.4. Sixth transformation. The purpose of the sixth transformation is to make the jumps across
the branch cuts $\Sigma_1$ and $\Sigma_2$ constant in $k$. Let $\Sigma^{\text{mod}} \coloneqq \Sigma_1 \cup \Sigma_2$ denote the union of the branch
cuts $\Sigma_1$ and $\Sigma_2$ oriented as in Figure 6.

Given a real number $\omega_1 = \omega_1(\xi)$, we define the function $H = H(\xi, k)$ for $k \in \Sigma^{\text{mod}} \cap \mathbb{C}^+$ by

\[
H = \begin{cases}
2\omega_1 - i \ln(\hat{\alpha}_+ \hat{\alpha}_- \delta_2^e e^{i\phi}) & k \in \Sigma_1 \cap \mathbb{C}^+, \\
- i \ln(\nu^2 \delta_2) & k \in \Sigma_2 \cap \mathbb{C}^+,
\end{cases} \quad (x, t) \in \mathbb{S}, \tag{4.8}
\]

where $\hat{w}$ is defined in (3.8), and extend it to $\Sigma^{\text{mod}} \cap \mathbb{C}^-$ by the symmetry

\[
H = H^*, \tag{4.9}
\]

i.e., $H(\xi, k) = \overline{H(\xi, k)}$. The branches of the logarithms in (4.8) can be chosen arbitrarily as long as $H(\xi, k)$ is a continuous function of $k$ on each of the three segments $\Sigma_1 \cap \mathbb{C}^+$, $\Sigma_1 \cap \mathbb{C}^-$, and $\Sigma_2$ (such a choice exists because $|\nu^2 \delta_2| = 1$ at the point where $\Sigma_2$ crosses the real line).

We define $\hat{h} = \hat{h}(\xi, k)$ by

\[
\hat{h}(\xi, k) = \frac{\hat{w}(k)}{2\pi i} \int_{\Sigma^{\text{mod}}} \frac{H(\xi, s)}{s - k} \, ds, \quad k \in \mathbb{C} \setminus \Sigma^{\text{mod}}. \tag{4.10}
\]

In general, the function $\hat{h}$ has a pole at $k = \infty$. The following lemma shows that by choosing $\omega_1(\xi)$ appropriately, the pole at $\infty$ can be removed.

**Lemma 4.2.** There is a unique choice of $\omega_1(\xi)$ such that the function $\hat{h}(\xi, k)$ defined in (4.10) has the following properties:

(a) $\hat{h}$ obeys the symmetry $\hat{h} = \hat{h}^*$, i.e.,

\[
\hat{h}(\xi, k) = \overline{\hat{h}(\xi, k)}, \quad k \in \hat{C} \setminus \Sigma^{\text{mod}}, \quad (x, t) \in \mathbb{S}, \tag{4.11}
\]

(b) As $k$ goes to infinity,

\[
\hat{h}(\xi, k) = \hat{h}(\xi, \infty) + O(k^{-1}), \quad k \to \infty, \quad (x, t) \in \mathbb{S}, \tag{4.12}
\]

where

\[
\hat{h}(\xi, \infty) = -\frac{1}{2\pi i} \int_{\Sigma^{\text{mod}}} sH(\xi, s) \, ds \tag{4.13}
\]

is a real-valued bounded function of $\xi$.

(c) For each $(x, t) \in \mathbb{S}$, $e^{i\hat{h}(\xi, k)\sigma_3}$ is an analytic function of $k \in \hat{C} \setminus \Sigma^{\text{mod}}$.

(d) $e^{i\hat{h}(\xi, k)\sigma_3}$ satisfies the uniform bound

\[
|e^{i\hat{h}(\xi, k)\sigma_3}| \leq C, \quad k \in \hat{C} \setminus \Sigma^{\text{mod}}, \quad (x, t) \in \mathbb{S}.
\]

(e) $\hat{h}(\xi, k)$ satisfies the following jump conditions across $\Sigma^{\text{mod}}$.

\[
\hat{h}_+ \circ \hat{h}_- = \begin{cases}
2\omega_1 - i \ln(\hat{\alpha}_+ \hat{\alpha}_- \delta_2^e e^{i\phi}), & k \in \Sigma_1 \cap \mathbb{C}^+, \\
2\omega_1 + i \ln(\hat{\alpha}_+ \hat{\alpha}_- \delta_2^e e^{-i\phi}), & k \in \Sigma_1 \cap \mathbb{C}^-, \\
-i \ln(\nu^2 \delta_2), & k \in \Sigma_2, \tag{4.14}
\end{cases}
\]

**Proof.** The proof is similar to the analogous proof in the genus 3 sector [7, Lemma 4.2].

We henceforth fix $\omega_1(\xi)$ to be the unique choice which ensures that $\hat{h}(\xi, k)$ has the properties of Lemma 4.2. We define $\hat{m}(6) = \hat{m}(6)(x, t, k)$ by

\[
\hat{m}(6)(x, t, k) = e^{-i\hat{h}(\xi, \infty)\sigma_3} \hat{m}(5)(x, t, k) e^{i\hat{h}(\xi, k)\sigma_3}.
\]

By Lemma 4.2, $\hat{m}$ satisfies the RH problem (3.3) iff $\hat{m}(6)$ satisfies the RH problem (4.1) with $j = 6$, where $\Sigma^{(6)} = \Sigma^{(5)}$ and $\hat{\varphi}(6) = e^{-i\hat{h}_-\sigma_3 \hat{\varphi}(6) \sigma_3} e^{i\hat{h}_+ \sigma_3}$.

The jump matrix $\hat{v}(6)$ is given explicitly in $\mathbb{C}^+ \setminus \overline{D_R(\beta)}$ by

\[
\hat{v}_1(6) = \begin{pmatrix} 1 & 0 \\ \frac{i\nu^2 \delta_2}{\pi} e^{2i\phi} e^{2i\hat{h}} & 1 \end{pmatrix}, \quad \hat{v}_2(6) = \begin{pmatrix} 1 & -i\hat{\alpha}_+ \hat{\alpha}_- \delta_2^e e^{-2it \phi} e^{-2i\hat{h}} \\ 0 & 1 \end{pmatrix},
\]
where we used (4.14) and the relations $g_++g_- = 2\Omega_1$ along $\Sigma_1$ and $g_++g_- = 0$ along $\Sigma_2$ [7, Lemma 3.2 (c)]. Here, $\omega_1 \equiv \Omega_1(\xi)$ and $\Omega_1 \equiv \Omega_1(\xi)$ are two real constants and $\hat{v}_i^{(6)}$ denotes the restriction of $\hat{v}_i^{(6)}$ to the contour labeled by $l$ in Figure 4, outside of $D_R(\beta)$.

On the part of the contour that lies in $D_\epsilon(\beta)$ the jump matrix $\hat{v}_i^{(6)}$ is given by

$$\hat{v}_i^{(6)} = e^{-i\delta \sigma_e \epsilon} \hat{v}_i^{(5)} e^{i\delta \sigma_e}, \quad l = 1, \ldots, 16.$$ 

That is

$$\hat{v}_1^{(6)} = \begin{pmatrix} 0 & e^{-2i(t\Omega_1 + \omega_1)} \\ i e^{2i(t\Omega_1 + \omega_1)} & 0 \end{pmatrix}, \quad \hat{v}_4^{(6)} = \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix},$$

$$\hat{v}_5^{(6)} = \begin{pmatrix} \hat{v}_{\sigma_2}^{(6)} e^{2i(t\Omega_2 + \omega_2)} & 0 \\ 0 & \hat{v}_{\sigma_2}^{(6)} e^{-2i(t\Omega_2 + \omega_2)} \end{pmatrix}, \quad \hat{v}_6^{(6)} = \begin{pmatrix} 0 & 0 \\ 0 & e^{-it(g_+ - g_-)} \end{pmatrix},$$

$$\hat{v}_7^{(6)} = \begin{pmatrix} 1 & -\frac{k}{\sigma_\epsilon^2} e^{-2itg_1 e^{-2i\bar{t}}} \\ 0 & 1 \end{pmatrix}.$$

5. Global parametrix

Away from $\Sigma^{\text{mod}}$ and the critical points, the jump matrix $\hat{v}_i^{(6)}$ approaches the identity matrix as $t \to +\infty$ (since $\alpha \to \beta$ as $t \to +\infty$, this is true also for $\hat{v}_6^{(6)}$, see Section 7). This leads us to expect that in the limit $t \to +\infty$, the solution $\hat{m}_i^{(6)}$ approaches the solution $m^{\text{mod}}$ of the RH problem

$$\begin{cases}
m^{\text{mod}}(x,t,\cdot) \in I + \hat{E}^2(\hat{C} \setminus \Sigma^{\text{mod}}), \\
m^{\text{mod}}(x,t,k) = m^{\text{mod}}(x,t,k) v^{\text{mod}}(x,t,k) \quad \text{for a.e. } k \in \Sigma^{\text{mod}},
\end{cases}
$$

where $v^{\text{mod}}$ denotes the restriction of $\hat{v}_i^{(6)}$ to $\Sigma^{\text{mod}}$, i.e.,

$$v^{\text{mod}} = \begin{cases}
0 & \quad k \in \Sigma_1, \\
\begin{pmatrix} i e^{2i(t\Omega_1 + \omega_1)} & 0 \\ 0 & i \end{pmatrix} & \quad k \in \Sigma_2.
\end{cases}
$$

The jump matrix $v^{\text{mod}}$ is off-diagonal and independent of $k$. This implies that we can write down an explicit solution of the RH problem (5.1) in terms of theta functions.

Define the function $\nu \equiv \nu(k)$ for $k \in \mathbb{C} \setminus \Sigma^{\text{mod}}$ by

$$\nu := \begin{pmatrix} (k - E_1)(k - E_2)^{-\frac{1}{2}} \\ (k - E_1)(k - E_2)^{-\frac{1}{2}} \end{pmatrix}, \quad k \in \mathbb{C} \setminus \Sigma^{\text{mod}},$$
where the branch of the fourth root is fixed by requiring that \( \nu = 1 + O(k^{-1}) \) as \( k \to \infty \). Let \( \tilde{\nu} : \tilde{M} \to \tilde{\mathbb{C}} \) denote the function which is given by \( \nu^2 \) on the upper sheet and by \( -\nu^2 \) on the lower sheet of \( M \), that is, \( \tilde{\nu}(k^\pm) = \pm \nu(k)^2 \) for \( k \in \mathbb{C} \setminus \Sigma^\text{mod} \). Then \( \tilde{\nu} \) is a meromorphic function on \( \tilde{M} \).

Noting, for example, that \( \tilde{\nu} \) has two simple zeros at \( E_1, E_2 \), we see that \( \tilde{\nu} : \tilde{M} \to \tilde{\mathbb{C}} \) has degree two. Hence the function \( \tilde{\nu} - 1 \) has two zeros on \( \tilde{M} \) counting multiplicity; we denote these zeros by \( \infty^+ \), \( P_1 \in \tilde{M} \). We define the complex constant \( \tilde{K} \) by

\[
\tilde{K} := \frac{1}{2} (1 + \tau),
\]

where \( \tau \) denotes the period \( \int_{\tilde{b}_1} \tilde{\zeta} \).

We define the constant \( \tilde{d} \in \mathbb{C} \) by

\[
\tilde{d} := \tilde{\varphi}(P_1) + \tilde{K},
\]

where \( \tilde{\varphi} : \tilde{M} \to \mathbb{C} \) is the Abel map defined in (3.6); if \( P_1 \) has projection in \( \Sigma^\text{mod} \), then we fix the value of \( \tilde{d} \) by letting \( \tilde{\varphi}(P_1) \) denote the boundary value \( \tilde{\varphi}_+(P_1) \) from the left say. We also define the complex-valued function \( \tilde{v} \equiv \tilde{v}(\xi, t) \) by

\[
\tilde{v}(\xi, t) := -\frac{1}{\pi} (t \Omega_1(\xi) + \omega_1(\xi)).
\]

**Theorem 5.1** (Solution of the model RH problem). *For each choice of the real constants \( \Omega_1 \) and \( \omega_1 \) and for each \( t \geq 0 \), the RH problem (5.1) has a unique solution \( m^\text{mod}(x, t, k) \). Moreover, this solution satisfies*

\[
\lim_{k \to \infty} k(m^\text{mod}(x, t, k))_{12} = -\frac{i}{2} \text{Im}(E_1 + E_2) \times \frac{\tilde{\Theta}\left(\tilde{\varphi}(\infty^+) + \tilde{d}\right)\tilde{\Theta}\left(\tilde{\varphi}(\infty^+) + \tilde{v}(\xi, t) + \tilde{d}\right)}{\tilde{\Theta}\left(\tilde{\varphi}(\infty^+) + \tilde{v}(\xi, t) + \tilde{d}\right)\tilde{\Theta}\left(\tilde{\varphi}(\infty^+) - \tilde{d}\right)},
\]

where the limit is uniform with respect to \( \arg k \in [0, 2\pi] \) and \( \tilde{\Theta} \) is the Riemann theta function associated to the genus 1 Riemann surface \( \tilde{M} \), see (3.7).

**Proof.** The proof is similar to the analogous proof in the genus 3 sector [7, Theorem 5.1]. \( \square \)
6. Local parametrices

The solution \( m_{\text{mod}} \) is a good approximation of \( \tilde{m}^{(6)} \) as \( t \to +\infty \) except for \( k \) near the five critical points \( \{ \alpha, \beta, \mu, \bar{\alpha}, \bar{\beta} \} \). In this section, we introduce local model solutions which are good approximations of \( \tilde{m}^{(6)} \) near these critical points. More precisely, we define two local solutions, denoted by \( m^\beta(x, t, k) \) and \( m^\mu(x, t, k) \), which are good approximations of \( \tilde{m}^{(6)} \) for \( k \) in the disks \( D_\varepsilon(\beta) \) and \( D_\varepsilon(\mu) \), respectively.

6.1. Local model near \( \mu \). The local model \( m^\mu \) near \( \mu \) is defined as in the case of the genus 3 sector [7, Section 6.3].

6.2. Local model near \( \beta \).

**Remark 6.1 (Motivating remark).** The derivative \( dg/dk \) of the \( g \)-function for the genus 3 sector behaves like \( (k - \alpha)^{1/2} \) and \( (k - \beta)^{1/2} \) as \( k \) approaches the critical points \( \alpha \) and \( \beta \), respectively. If \( \alpha \) and \( \beta \) stay separated, we have \( g(k) \sim (k - \alpha)^{3/2} \) as \( k \to \alpha \) and \( g(k) \sim (k - \beta)^{3/2} \) as \( k \to \beta \). The contributions to the solution \( g(x, t) \) from \( \alpha \) and \( \beta \) can then be computed using the Airy local model [7, Appendix B] and each contribution is of order \( \epsilon \).

The derivative \( dg/dk \) can then be computed using the Airy local model [7, Appendix B] and each contribution is of order \( O(t^{-N}) \) for any \( N \geq 1 \). However, if \( \alpha \) approaches \( \beta \), \( dg/dk \) behaves roughly like \( (k - \alpha)^{1/2}(k - \beta)^{1/2} \approx k - \beta \) for \( k \) in \( D_\varepsilon(\beta) \setminus D_\mu(\beta) \), where \( R \) is some radius such that \( |\alpha - \beta| < R < \epsilon \). Hence \( g(k) \) behaves as if it had a double zero at \( \beta \). This suggests the construction of a local model near \( \beta \) as follows.

Let \( \{ \mathcal{S}_j \}_{j=1}^{10} \) denote the open subsets of \( D_\varepsilon(\beta) \) shown in Figure 5 which separate the \( \mathcal{Y}_j \). Let \( \gamma_{(\alpha, \infty)} \) denote the contour from \( \alpha \) to infinity labeled by 2 in Figure 3. Let \( \gamma_{\text{cut}} := \gamma_{(\beta, \alpha)} \cup \gamma_{(\alpha, \infty)} \).

Let \( \mathcal{S}_+ := \mathcal{S}_1 \cup \mathcal{S}_2 \cup \mathcal{S}_5 \cup \mathcal{S}_6 \) and \( \mathcal{S}_- := \mathcal{S}_1 \cup \mathcal{S}_2 \cup \mathcal{S}_5 \cup \mathcal{S}_6 \cup \mathcal{S}_7 \cup \mathcal{S}_{10} \) denote the parts of \( D_\varepsilon(\beta) \) that lie to the left and right of the curve \( \gamma_{(\mu, \beta)} \cup \gamma_{\text{cut}} \), respectively.

6.2.1. First transformation. We define the function \( g_\beta(\xi, k) \) for \( k \) near \( \beta \) by

\[
\gamma(\beta, k) = \int_{\beta} \gamma(\xi, k) d\xi = \begin{cases} \gamma(\xi, k) - \gamma(\xi, k), & k \in S_+, (x, t) \in S, \\ \gamma(\xi, k) - \gamma(\xi, k), & k \in S_-, (x, t) \in S. \end{cases}
\]

For each \( \xi \), \( g_\beta(\xi, k) \) is an analytic function of \( k \) in \( D_\varepsilon(\beta) \) with jump across \( \gamma_{\text{cut}} \).

Let \( m^{(\beta)}(x, t, k) := \tilde{m}^{(6)}(x, t, k)e^{-i\xi(\beta, k)\sigma_3}A(x, t, k), \quad k \in D_\varepsilon(\beta) \setminus \mathcal{Y}, (x, t) \in S \),

where \( A(x, t, k) \) denotes the sectionally holomorphic function

\[
A(x, t, k) := \begin{cases} (\delta^2 \tilde{a})^2 e^{-itg_g(\beta, k)\sigma_3}, & k \in S_+, (x, t) \in S, \\ (\delta^2 \tilde{a})^2 e^{-itg_g(\beta, k)\sigma_3}, & k \in S_-, (x, t) \in S. \end{cases}
\]

Since the function \( \delta^2 \tilde{a} \) is nonzero and analytic in \( D_\varepsilon(\beta) \), the square root \( (\delta^2 \tilde{a})^{1/2} \) is well-defined and analytic; the branch of \( (\delta^2 \tilde{a})^{1/2} \) can be chosen arbitrarily.

Then (recall that \( \tilde{a}a = aa^* \), \( b\beta^* = bb^* \), and \( \tilde{a}\tilde{a}^* = r^*r^* \))

\[
\begin{align*}
v^{(l)}_{\mathcal{Y}_1} &= \begin{pmatrix} 1 & 1 \\ bb^* & 0 \end{pmatrix}, & v^{(l)}_{\mathcal{Y}_2} &= \begin{pmatrix} 1 & 0 \\ -\delta^2e^{-itg_g(\beta, k)\sigma_3} & 1 \end{pmatrix}, \\
v^{(l)}_{\mathcal{Y}_3} &= \begin{pmatrix} -aa^* & 1 \\ 0 & 0 \end{pmatrix}, & v^{(l)}_{\mathcal{Y}_4} &= \begin{pmatrix} 1 & 0 \\ -\frac{1}{aa^*}\delta^2e^{-2itg_g(\beta, k)} & 1 \end{pmatrix}, \\
v^{(l)}_{\mathcal{Y}_5} &= \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, & v^{(l)}_{\mathcal{Y}_6} &= \begin{pmatrix} 1 & 0 \\ -\frac{1}{aa^*}\delta^2e^{-2itg_g(\beta, k)} & 1 \end{pmatrix}, \\
v^{(l)}_{\mathcal{Y}_7} &= \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, & v^{(l)}_{\mathcal{Y}_8} &= \begin{pmatrix} 1 & 0 \\ -\frac{1}{aa^*}\delta^2e^{-2itg_g(\beta, k)} & 1 \end{pmatrix}, \\
v^{(l)}_{\mathcal{Y}_9} &= \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, & v^{(l)}_{\mathcal{Y}_{10}} &= \begin{pmatrix} 1 & 0 \\ -\frac{1}{aa^*}\delta^2e^{-2itg_g(\beta, k)} & 1 \end{pmatrix}, \\
v^{(l)}_{\mathcal{Y}_{11}} &= \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, & v^{(l)}_{\mathcal{Y}_{12}} &= \begin{pmatrix} 1 & 0 \\ -\frac{1}{aa^*}\delta^2e^{-2itg_g(\beta, k)} & 1 \end{pmatrix}, \\
v^{(l)}_{\mathcal{Y}_{13}} &= \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, & v^{(l)}_{\mathcal{Y}_{14}} &= \begin{pmatrix} 1 & 0 \\ -\frac{1}{aa^*}\delta^2e^{-2itg_g(\beta, k)} & 1 \end{pmatrix}, \\
v^{(l)}_{\mathcal{Y}_{15}} &= \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, & v^{(l)}_{\mathcal{Y}_{16}} &= \begin{pmatrix} 1 & 0 \\ -\frac{1}{aa^*}\delta^2e^{-2itg_g(\beta, k)} & 1 \end{pmatrix}.
\end{align*}
\]
\[ v_{Y_{16}}^{(30)} = I, \]
on or, in terms of \( r \),
\[
\begin{align*}
v_{Y_1}^{(30)} &= \begin{pmatrix} 1 & 0 \\ \frac{r e^{2itg\beta}}{1 + rr^*} & 1 \end{pmatrix}, & v_{Y_2}^{(30)} &= \begin{pmatrix} 1 & -\tilde{\tau} e^{-it(g\beta_+ + g\beta_-)} \\ 0 & 1 \end{pmatrix}, \\
v_{Y_3}^{(30)} &= \begin{pmatrix} 1 & 0 \\ -r e^{2itg\beta} & 1 \end{pmatrix}, & v_{Y_4}^{(30)} &= \begin{pmatrix} 1 & -e^{-it(g\beta_+ + g\beta_-)} \\ 0 & 1 \end{pmatrix}, \\
v_{Y_5}^{(30)} &= v_{Y_6}^{(30)} = v_{Y_7}^{(30)} = v_{Y_8}^{(30)} = v_{Y_9}^{(30)} = \tilde{\delta} \sigma_3, \\
v_{Y_{10}}^{(30)} &= \begin{pmatrix} 1 & 0 \\ \frac{r e^{2itg\beta}}{1 + rr^*} & 1 \end{pmatrix}, & v_{Y_{11}}^{(30)} &= \begin{pmatrix} 1 & -e^{-it(g\beta_+ + g\beta_-)} \\ 0 & 1 \end{pmatrix}, \\
v_{Y_{12}}^{(30)} &= \begin{pmatrix} 1 & 0 \\ \frac{r e^{2itg\beta}}{1 + rr^*} & 1 \end{pmatrix}, & v_{Y_{13}}^{(30)} &= \begin{pmatrix} 1 & -e^{-it(g\beta_+ + g\beta_-)} \\ 0 & 1 \end{pmatrix}, \\
v_{Y_{14}}^{(30)} &= e^{-itg\beta_+}\sigma_3 \begin{pmatrix} 1 & -1 \\ 0 & 1 \end{pmatrix} e^{itg\beta_+}, & v_{Y_{15}}^{(30)} &= \begin{pmatrix} 1 & rr^* \\ 0 & 1 \end{pmatrix}, \\
v_{Y_{16}}^{(30)} &= I.
\]

6.2.2. Second transformation. We would like next to remove all jumps within \( D_R(\beta) \). This is not quite possible, because \( g\beta \) has a jump across \( Y_{11} \cup Y_{14} \). However, the following transformation removes all jumps within \( D_R(\beta) \) except those across \( Y_{11} \) and \( Y_{14} \). The remaining jumps across \( Y_{11} \) and \( Y_{14} \) go away in the limit \( \alpha \to \beta \).

Let \( m_{(31)} := m_{(30)} B \), where \( B(x, t, k) \) denotes the sectionally holomorphic function
\[
B(x, t, k) := \begin{cases} 
\begin{pmatrix} 1 & 0 \\ -\frac{r e^{2itg\beta}}{1 + rr^*} & 1 \end{pmatrix}, & k \in S_7, \\
\begin{pmatrix} 1 & 0 \\ -r e^{2itg\beta} & 1 \end{pmatrix}, & k \in S_8, \\
\begin{pmatrix} e^{-2itg\beta} & 1 + rr^* \\ 0 & 1 \end{pmatrix}, & k \in S_9, (x, t) \in S. \\
I, & k \in S_{10}, \text{ else},
\end{cases}
\]

Then
\[
\begin{align*}
v_{Y_1}^{(31)} &= \begin{pmatrix} 1 & 0 \\ \frac{r e^{2itg\beta}}{1 + rr^*} & 1 \end{pmatrix}, & v_{Y_2}^{(31)} &= \begin{pmatrix} 1 & -\tilde{\tau} e^{-it(g\beta_+ + g\beta_-)} \\ 0 & 1 \end{pmatrix}, \\
v_{Y_3}^{(31)} &= \begin{pmatrix} 1 & 0 \\ r e^{2itg\beta} & 1 \end{pmatrix}, & v_{Y_4}^{(31)} &= \begin{pmatrix} 1 & -(1 + rr^*)\tilde{\tau} e^{-2itg\beta} \\ 0 & 1 \end{pmatrix}, \\
v_{Y_5}^{(31)} &= \tilde{\delta} \sigma_3, & v_{Y_6}^{(31)} &= \tilde{\delta} \sigma_3 \begin{pmatrix} 1 & 0 \\ -\frac{r e^{2itg\beta}}{1 + rr^*} & 1 \end{pmatrix}, \\
v_{Y_7}^{(31)} &= \tilde{\delta} \sigma_3 \begin{pmatrix} 1 & 0 \\ \frac{r e^{2itg\beta}}{1 + rr^*} & 1 \end{pmatrix} e^{-2itg\beta}, & v_{Y_8}^{(31)} &= \tilde{\delta} \sigma_3 \begin{pmatrix} 1 & -e^{-2itg\beta} \\ 0 & 1 + rr^* \end{pmatrix}, \\
v_{Y_9}^{(31)} &= \tilde{\delta} \sigma_3 \begin{pmatrix} 1 & 0 \\ \frac{r e^{2itg\beta}}{1 + rr^*} & 1 \end{pmatrix}, & v_{Y_{10}}^{(31)} &= \begin{pmatrix} 1 + rr^* e^{it(g\beta_+ - g\beta_0)} \\ \frac{1 + rr^* e^{2itg\beta}}{1 + rr^*} \end{pmatrix}, \\
v_{Y_{11}}^{(31)} &= \begin{pmatrix} 1 + rr^* e^{it(g\beta_+ - g\beta_0)} \\ \frac{1 + rr^* e^{2itg\beta}}{1 + rr^*} \end{pmatrix} \begin{pmatrix} 1 - e^{-it(g\beta_+ + g\beta_-)} \\ (1 + rr^*) \end{pmatrix} e^{-2itg\beta}, \\
v_{Y_{12}}^{(31)} &= \begin{pmatrix} e^{it(g\beta_+ - g\beta_-)} \\ 0 \end{pmatrix}, & v_{Y_{13}}^{(31)} &= v_{Y_{14}}^{(31)} = v_{Y_{15}}^{(31)} = v_{Y_{16}}^{(31)} = I.
\]
We note that in the limit as $\alpha$ approaches $\beta$, we have $g_{\beta^+} - g_{\beta^-} \to 0$ on $\mathcal{Y}_{11}$ and $\mathcal{Y}_{14}$. Hence the jumps across $\mathcal{Y}_{11}$ and $\mathcal{Y}_{14}$ vanish in this limit.

6.2.3. Analytic approximation of $g_{\beta}$. We want to map the RH problem for $m^{(\beta)}$ to an RH problem which, in the large $t$ limit, can be approximated by the exactly solvable RH problem of Appendix A. Thus, we want to introduce new variables $\lambda \equiv \lambda(x,t,k)$ and $y \equiv y(x,t)$ such that

$$2itg_{\beta}(k) \approx -\lambda^2 - 2y\lambda. \quad (6.3)$$

For each $(x,t) \in \mathbb{S}$, we would like the map $k \mapsto \lambda$ to be a biholomorphism from $D_\epsilon(\beta)$ to a neighborhood of 0 in the complex $\lambda$-plane. However, $g_{\beta}$ is not analytic at $k = \beta$. Our next goal is to prove Lemma 6.2, which overcomes this problem by showing that $g_{\beta}$ can be well-approximated in $D_\epsilon(\beta) \setminus D_R(\beta)$ by an analytic function.

In this subsection, we will come across square roots of the form $\sqrt{s-k}$ with $k \in \gamma(\beta,\alpha)$. For $k \in \gamma(\beta,\alpha)$, let $\gamma_{(k,\infty)}$ denote the part of $\gamma_{\text{cut}}$ that stretches from $k$ to $\infty$. Given $k \in \gamma(\beta,\alpha)$, we then fix the branch of the square root $\sqrt{s-k}$ (or, more generally, of the complex power $(s-k)^a$) so that $\sqrt{s-k}$ is an analytic function of $s \in \mathbb{C} \setminus \gamma_{(k,\infty)}$ and $\sqrt{s-k} \sim \sqrt{s}$ as $s \to +\infty$. In particular, the functions $\sqrt{s-\beta}$ and $\sqrt{s-\alpha}$ are analytic for $s \in \mathbb{C} \setminus \gamma_{\text{cut}}$ and $s \in \mathbb{C} \setminus \gamma(\alpha,\infty)$, respectively.

We define the function $g_1(s) \equiv g_1(\xi,s)$ by

$$g_1(s) := \frac{g'(s)}{\sqrt{s-\beta}\sqrt{s-\alpha}}, \quad s \in D_\epsilon(\beta) \setminus \gamma_{\text{cut}}.$$ 

The definition of $g(s)$ implies that, for each $\xi$, $g_1(\xi,s)$ is an analytic function of $s \in D_\epsilon(\beta)$. Moreover,

$$\sup_{(x,t) \in \mathbb{S}} \sup_{s \in D_\epsilon(\beta)} \left| \frac{\partial^n g_1}{\partial s^n}(\xi,s) \right| < \infty, \quad n = 0, 1, 2, \ldots \quad (6.4)$$

**Lemma 6.2.** We have

$$g_{\beta}(k) = \int_{\beta}^{k} g_1(\xi,s) \left( s - \beta + \frac{\beta - \alpha}{2} \right) ds + O \left( (|\alpha - \beta|)^2 \ln|\alpha - \beta| \right), \quad t \to +\infty,$$

$$k \in D_\epsilon(\beta) \setminus (D_R(\beta) \cup \gamma_{\text{cut}}), \quad (x,t) \in \mathbb{S},$$

where the error term is uniform with respect to $k$ and $x$ in the given ranges.

**Proof.** For each $s \in D_\epsilon(\beta) \setminus \gamma_{\text{cut}}$, $\sqrt{s-k}$ is a smooth function of $k \in \gamma(\beta,\alpha)$. Hence integration by parts gives the following Taylor expansion of $\sqrt{s-\alpha}$ as $\alpha \to \beta$:

$$\sqrt{s-\alpha} = \sqrt{s-\beta} + \frac{\beta - \alpha}{2\sqrt{s-\beta}} + \int_{\gamma_{(\beta,\alpha)}} \frac{u - \alpha}{4(s-u)^{3/2}} du, \quad s \in D_\epsilon(\beta) \setminus \gamma_{\text{cut}}. \quad (6.5)$$

Using (6.5) we can write

$$g_{\beta}(k) = \int_{\beta}^{k} dg = \int_{\beta}^{k} g_1(\xi,s)\sqrt{s-\beta} \sqrt{s-\alpha} ds$$

$$= \int_{\beta}^{k} g_1(\xi,s) \left( s - \beta + \frac{\beta - \alpha}{2} \right) ds + E(\xi,k), \quad k \in D_\epsilon(\beta) \setminus (D_R(\beta) \cup \gamma_{\text{cut}}),$$

where the error term $E(\xi,k)$ is given by

$$E(\xi,k) = \int_{\beta}^{k} g_1(\xi,s) \left( \int_{\gamma_{(\beta,\alpha)}} \frac{u - \alpha}{4(s-u)^{3/2}} du \right) \sqrt{s-\beta} ds. \quad (6.6)$$

Given $k \in D_\epsilon(\beta) \setminus (D_R(\beta) \cup \gamma_{\text{cut}})$, we let the contour from $\beta$ to $k$ in (6.6) consist of the straight segment from $\beta$ to $\beta + \frac{|k-\beta|}{|\alpha-\beta|} (\beta - \alpha)$ followed by an arc of the cut circle $\partial D_{|k-\beta|(\beta-\alpha)} \setminus \gamma_{\text{cut}}$, see Figure 7.
This completes the proof. □

It follows that if we define the functions

\[ 6.2.4. \]

A local change of variables.

Increasing \( T \) in (1.5) if necessary, we may assume that \( t \) is so large that \( \gamma_{(\beta, \alpha)} \) deviates only slightly from the straight line segment \([\alpha, \beta]\) from \( \alpha \) to \( \beta \). Then \( |s - \beta| \leq C|s - u| \) for all \( s, u \) on the given contours and for all \((x, t) \in \mathbb{S}\). Hence, using (6.4), we can estimate

\[
|E(\xi, k)| \leq C \int_{\beta}^{k} \int_{\gamma_{(\beta, \alpha)}} \frac{|u - \alpha|}{|s - u|} |du| |ds| \\
\leq C \int_{\beta}^{k} \int_{0}^{[\alpha - \beta]} \frac{|\alpha - \beta| - v}{v + |s - \beta|} dv |ds| \\
\leq C \int_{0}^{[\alpha - \beta]} \int_{0}^{[\alpha - \beta]} \frac{|\alpha - \beta| - v}{v + r} dv dr + 2\pi C|k - \beta| \int_{0}^{[\alpha - \beta]} \frac{|\alpha - \beta| - v}{v + |k - \beta|} dv \\
\leq C \int_{0}^{[\alpha - \beta]} (|\alpha - \beta| - v) \ln \left( \frac{v + |k - \beta|}{v} \right) dv + C|\alpha - \beta|^{2} \\
\leq C|\alpha - \beta|^{2} |\ln|\alpha - \beta||, \quad k \in D_{r}(\beta) \setminus (D_{R}(\beta) \cup \gamma_{\text{cut}}), \ (x, t) \in \mathbb{S}.
\]

This completes the proof. □

6.2.4. A local change of variables. Taylor expanding \( g_{1}(\xi, s) \) around \( s = \beta \) and using (6.4), we find

\[
|g_{1}(\xi, s) - g_{1}(\xi, \beta) - g_{1s}(\xi, \beta)(s - \beta)| \leq C|s - \beta|^{2}, \quad s \in D_{r}(\beta), \ (x, t) \in \mathbb{S},
\]

and hence

\[
\left| \int_{\beta}^{k} g_{1}(\xi, s) \left( s - \beta + \frac{\beta - \alpha}{2} \right) ds - \left( g_{1}(\xi, \beta) \frac{\beta - \alpha}{2} (k - \beta) \right. \right. \\
+ \left. \left. \left( g_{1}(\xi, \beta) + g_{1s}(\xi, \beta) \frac{\beta - \alpha}{2} \right) \frac{(k - \beta)^{2}}{2} \right) \right| \leq C(k - \beta)^{3}, \quad k \in D_{r}(\beta), \ (x, t) \in \mathbb{S}.
\]

It follows that if we define the functions \( \lambda \equiv \lambda(x, t, k) \) and \( y \equiv y(x, t) \) by

\[
\lambda := \sqrt[t]{\psi_{\beta}(\xi)(k - \beta)}, \quad y := -\sqrt[t]{i} g_{1}(\xi, \beta)(\beta - \alpha) 2\psi_{\beta}(\xi), \quad (6.7)
\]

\[
\lambda := \sqrt[t]{\psi_{\beta}(\xi)(k - \beta)}, \quad y := -\sqrt[t]{i} g_{1}(\xi, \beta)(\beta - \alpha) 2\psi_{\beta}(\xi), \quad (6.8)
\]
where
\[ \psi_\beta(\xi) := e^{-\frac{1}{4\pi}} \sqrt{g_1(\xi, \beta) + g_{1*}(\xi, \beta) \frac{\beta - \alpha}{2}}, \] (6.9)
then
\[ \left| 2it \int_\beta^k g_1(\xi, s) \left( s - \beta + \frac{\beta - \alpha}{2} \right) ds - \left( -\lambda^2 - 2y\lambda \right) \right| \leq Ct|k - \beta|^3, \]
\[ k \in D_*(\beta), \quad (x, t) \in \mathbb{S}. \] (6.10)

For each \((x, t) \in \mathbb{S}\), the map \(k \mapsto \lambda\) is a biholomorphism of the disk \(D_*(\beta)\) onto the open disk of radius \(\sqrt{t} \psi_\beta(\xi)\epsilon\) centered at the origin. By deforming the contour \(\Sigma(6)\) slightly and fixing the branch of the square root in (6.9) appropriately, we may assume that \(\mathcal{V}_j\) is mapped into the ray \(Y_j\) defined in (A.1) for \(j = 1, \ldots, 4\). Furthermore, by choosing
\[ c(\xi) = |\psi_\beta(\xi)|^{-1} \]
in the definition (4.5) of \(R(\xi, t)\), we can arrange so that the circle \(\partial D_R(\beta)\) is mapped onto the unit circle. Finally, we choose the branch cut \(C\) in Figure 9 so that \(\mathcal{V}_{15}\) and \(\mathcal{V}_{16}\) are mapped into \(C\).

**Remark 6.3.** For \(\xi = \xi_0 = 0\) we have
\[ \psi_\beta(0) = e^{-\frac{1}{4\pi}} \sqrt{g_1(0, \beta(0))}, \]
and, by symmetry, \(g_1(0, \beta(0)) > 0\). So in this case we can fix the branch of the square root in (6.9) by requiring that
\[ \arg\psi_\beta(\xi) \in \left(-\frac{\pi}{2}, 0\right) \]
for all small enough \(\xi\).

**Lemma 6.4.** We have
\[ 2itg_\beta(\xi, k) = -\lambda^2 - 2y\lambda + O(t|\alpha - \beta|^2|\ln|\alpha - \beta||) + O(t|k - \beta|^3), \]
\[ t \to +\infty, \quad k \in D_*(\beta) \setminus (D_R(\beta) \cup \gamma_{\text{cut}}), \quad (x, t) \in \mathbb{S}, \] (6.11)
and
\[ |g_{\beta+}(\xi, k) - g_{\beta-}(\xi, k)| = O(|\alpha - \beta|), \quad t \to +\infty, \quad k \in \gamma_{\text{cut}}, \quad (x, t) \in \mathbb{S}, \] (6.12)
where the error terms are uniform with respect to \(k\) and \(x\) in the given ranges.

**Proof.** The estimate (6.11) follows immediately from Lemma 6.2 and (6.10).

In order to prove (6.12), we note that
\[ g_{\beta+}(\xi, k) - g_{\beta-}(\xi, k) = \int_\beta^k \left( \frac{dg}{dk} \right)_+ (\xi, s) - \left( \frac{dg}{dk} \right)_- (\xi, s) ds \]
\[ = \int_\beta^k g_1(\xi, s) \left( \sqrt{s - \alpha \sqrt{s - \beta}} \right)_+ - \left( \sqrt{s - \alpha \sqrt{s - \beta}} \right)_- ds \]
\[ = 2 \int_\beta^k g_1(\xi, s) \left( \sqrt{s - \alpha \sqrt{s - \beta}} \right)_+ ds, \quad k \in \gamma_{(\beta, \alpha)}, \quad (x, t) \in \mathbb{S}, \]
where the integration contour follows the curve \(\gamma_{(\beta, \alpha)}\) from \(\beta\) to \(k\). Hence, by (6.4),
\[ |g_{\beta+}(\xi, k) - g_{\beta-}(\xi, k)| \leq C \int_0^{k-\beta} \sqrt{|\alpha - \beta| - u \sqrt{u}} du \]
\[ \leq C \int_0^{\alpha - \beta} \sqrt{|\alpha - \beta| - u \sqrt{u}} du \]
\[ = C \pi |\alpha - \beta|^2 / 8, \quad k \in \gamma_{(\beta, \alpha)}, \quad (x, t) \in \mathbb{S}. \]
This establishes (6.12) for \(k \in \gamma_{(\beta, \alpha)}\). Since
\[ g_{\beta+}(\xi, k) - g_{\beta-}(\xi, k) = g_{\beta+}(\xi, \alpha) - g_{\beta-}(\xi, \alpha), \quad k \in \gamma_{(\alpha, \infty)}, \quad (x, t) \in \mathbb{S}, \]
the estimate (6.12) holds also for $k \in \gamma_{(\epsilon, \infty)}$. \(\square\)

6.2.5. Behavior of $\tilde{\delta}$ as $k \to \beta$. We next consider the behavior of $\tilde{\delta}$ as $k$ approaches $\beta$. Let $\ln_{\mu}(k-\beta)$ denote the function $\ln(k-\beta)$ with branch cut along $\gamma(\mu,\beta)$. More precisely,

$$\ln_{\mu}(k-\beta) = \ln(k-\beta), \quad k \in D_{\epsilon}(\beta) \setminus \gamma(\mu,\beta),$$

where the branch is fixed by requiring that

$$\ln_C(\lambda) = \ln_{\mu}(k-\beta) + \ln(\sqrt{r} \psi_\beta(\xi)), \quad k \in D_{\epsilon}(\beta) \setminus \gamma(\mu,\beta), \quad (x, t) \in \mathbb{S},$$

where $\ln_C(\lambda)$ denotes the logarithm of $\lambda$ with cut along $C$, see Appendix A.

We also define the function $L_{\mu}$ by

$$L_{\mu}(s, k) = \ln(k-s), \quad s \in \gamma(\mu,\beta), \quad k \in D_{\epsilon}(\beta) \setminus \gamma(\mu,\beta),$$

where the branch is fixed by requiring that:

(i) $L_{\mu}(s, k)$ is a continuous function of $s \in \gamma(\mu,\beta)$ for each $k \in D_{\epsilon}(\beta) \setminus \gamma(\mu,\beta)$.

(ii) For $s = \beta$, we have $L_{\mu}(\beta, k) = \ln_{\mu}(k-\beta)$.

Integrating by parts, we find

$$\int_{\gamma(\mu,\beta)} \frac{\ln(1+r(s)r^*(s))}{s-k} \, ds = \ln_{\mu}(k-\beta) \ln(1+r(\beta)r^*(\beta)) - L_{\mu}(\mu, k) \ln(1+|r(\mu)|^2)$$

$$- \int_{\gamma(\mu,\beta)} L_{\mu}(s, k) \, d \ln(1+r(s)r^*(s)).$$

Hence we can write

$$\tilde{\delta}(\xi, k) = e^{-i\tilde{\nu}(\xi) \ln_{\mu}(k-\beta) + \tilde{\chi}(\xi, k)}, \quad k \in \mathbb{C} \setminus \gamma(\beta,\beta), \quad (x, t) \in \mathbb{S},$$

where $\tilde{\nu}(\xi)$ is defined in (1.4) and the function $\tilde{\chi}(\xi, k)$ is defined by

$$\tilde{\chi}(\xi, k) := -\frac{1}{2\pi i} L_{\mu}(\mu, k) \ln(1+|r(\mu)|^2) - \frac{1}{2\pi i} \int_{\gamma(\mu,\beta)} L_{\mu}(s, k) \, d \ln(1+r(s)r^*(s))$$

$$- \frac{1}{2\pi i} \int_{\gamma(\beta,\beta)} \frac{\ln(1+r(s)r^*(s))}{s-k} \, ds, \quad k \in \mathbb{C} \setminus \gamma(\beta,\beta), \quad (x, t) \in \mathbb{S}. \quad (6.15)$$

Lemma 6.5. We have

$$\delta(\xi, k) = \lambda^{-i\tilde{\nu}(\xi) \ln_{\mu}(k-\beta)} \delta_0(\xi) \delta_1(\xi, k), \quad k \in D_{\epsilon}(\beta) \setminus \gamma(\mu,\beta), \quad (x, t) \in \mathbb{S},$$

where the functions $\delta_0$ and $\delta_1$ are defined by

$$\delta_0(\xi) := e^{i\tilde{\nu}(\xi) \ln \psi_\beta(\xi) \ln \tilde{\chi}(\xi,\beta)}, \quad (x, t) \in \mathbb{S},$$

$$\delta_1(\xi, k) := e^{\tilde{\chi}(\xi, k) - \tilde{\chi}(\xi,\beta)}, \quad (x, t) \in \mathbb{S}, \quad k \in D_{\epsilon}(\beta) \setminus \gamma(\mu,\beta).$$

Proof. Immediate from (6.13) and (6.14). \(\square\)

We also note that $\tilde{\chi}(\xi, k)$ is uniformly bounded, i.e.,

$$|\tilde{\chi}(\xi, k)| \leq C, \quad k \in D_{\epsilon}(\beta) \setminus \gamma(\mu,\beta), \quad (x, t) \in \mathbb{S}.$$
\[ v^{(\beta)}_{\mathcal{Y}_6} = \lambda^{-i\delta_1^*} \delta_1^* \delta_2, \quad v^{(\beta)}_{\mathcal{Y}_0} = \lambda^{i\delta_2} \delta_1 \begin{pmatrix} \frac{1}{1 + r_{Y_\beta}^*} e^{2itg_\beta} & 0 \\ e^{-2itg_\beta} & 1 \end{pmatrix}, \]

\[ v^{(\beta)}_{\mathcal{Y}_2} = \lambda^{-i\delta_1^*} \delta_2 \left( \frac{1 + r_{Y_\beta}^* e^{2itg_\beta}}{1 + r_{Y_\beta}^*} e^{2itg_\beta} - 1 \right), \quad v^{(\beta)}_{\mathcal{Y}_2} = \lambda^{i\delta_2^*} \delta_1 \left( \frac{1}{1 + r_{Y_\beta}^*} e^{-2itg_\beta} - 1 \right), \]

Let \( \tilde{v}^Y \) denote the jump matrix \( v^Y \) defined in (A.2) pulled back to \( \mathcal{Y} \) via the map \( k \mapsto \lambda \), that is,

\[ \tilde{v}^Y(x,t,k) = v^Y(y(x,t), \tilde{\nu}(x,t), \lambda(x,t,k)), \quad k \in \mathcal{Y}, \ (x,t) \in \mathbb{S}, \]

where we assume that \( v^Y(y, \tilde{\nu}, \lambda) \) is the identity matrix whenever \( \lambda \notin Y \) and where \( \lambda(x,t,k) \) and \( y(x,t) \) are defined in (6.7) and (6.8), respectively. Define \( \rho = \rho(\tilde{\nu}) \) and \( \rho^* = \rho^*(\tilde{\nu}) \) by

\[ \rho = r(\beta) \quad \text{and} \quad \rho^* = r^*(\beta). \]

For a fixed \( \lambda, r(k) \to \rho \) and \( \delta_1(\xi, k) \to \rho^* \) as \( t \to +\infty \). This suggests that \( v^{(\beta)} \) tends to \( \tilde{v}^Y \) for large \( t \). In the following subsection, we make this statement precise.

### 6.2.7. Estimates of \( v^{(\beta)} - \tilde{v}^Y \)

First an auxiliary lemma.

**Lemma 6.6.** Shrinking \( \epsilon > 0 \) if necessary, we have

\[
\begin{cases}
|e^{2itg_\beta(k)}| \leq Ce^{-ctk|k-\beta|^2}, & k \in \mathcal{Y}_1 \cup \mathcal{Y}_3, \\
|e^{-2itg_\beta(k)}| \leq Ce^{-ctk|k-\beta|^2}, & k \in \mathcal{Y}_2 \cup \mathcal{Y}_4,
\end{cases}
\]

for some constants \( c, C > 0 \) independent of \( k, x, t \).

**Proof.** It follows from (6.11) that

\[ |e^{2itg_\beta}| \leq |e^{-\lambda^2 - 2\lambda^2}| e^{Ct|\alpha-\beta|^2|\ln|\alpha-\beta||} e^{Ct|k-\beta|^2}, \quad k \in \mathcal{Y}_1 \cup \mathcal{Y}_3, \ (x,t) \in \mathbb{S}. \]

Since \( y = O(\sqrt{t}|\alpha - \beta|) = O(t^{-\delta}) \) tends uniformly to zero as \( t \to +\infty \), we have (increasing \( T \) in (1.5) if necessary)

\[
\begin{cases}
|e^{-\lambda^2 - 2\lambda^2}| \leq Ce^{-\frac{|\lambda|^2}{2}} & \lambda \in \mathcal{Y}_1 \cup \mathcal{Y}_3, \\
|e^{\lambda^2 + 2\lambda^2}| \leq Ce^{-\frac{|\lambda|^2}{2}} & \lambda \in \mathcal{Y}_2 \cup \mathcal{Y}_4,
\end{cases}
\]

Moreover, for every \( d > 0 \) sufficiently small, we have

\[ t|\alpha - \beta|^d \ln|\alpha - \beta| = t|\alpha - \beta|^2 - d \times |\alpha - \beta|^d \ln|\alpha - \beta| \leq t|\alpha - \beta|^2 - d \leq Ct^{-\epsilon}, \quad (x,t) \in \mathbb{S}. \]

Hence

\[ |e^{2itg_\beta}| \leq Ce^{-\frac{|\lambda|^2}{2}} e^{Ct|k-\beta|^2}, \quad k \in \mathcal{Y}_1 \cup \mathcal{Y}_3, \ (x,t) \in \mathbb{S}. \]

From the definition (6.7), we have

\[ |\lambda| \leq C\sqrt{T}|k-\beta| \leq C|\lambda|, \quad k \in D(c)(\beta), \ (x,t) \in \mathbb{S}. \]

Hence there exists a \( C_1 > 0 \) such that

\[ |e^{2itg_\beta}| \leq Ce^{-Ct|k-\beta|^2} e^{Ct|k-\beta|^2} = Ce^{-t(k-\beta)^2(C_1 - C|k-\beta|)}, \quad k \in \mathcal{Y}_1 \cup \mathcal{Y}_3, \ (x,t) \in \mathbb{S}. \]

Shrinking \( \epsilon > 0 \) if necessary, we may assume that \( C_1 - Ce > 0 \). This proves the lemma in the case of \( k \in \mathcal{Y}_1 \cup \mathcal{Y}_3 \); a similar proof applies when \( k \in \mathcal{Y}_2 \cup \mathcal{Y}_4 \). \( \Box \)
Lemma 6.7. As \( t \to +\infty \), \( v^{(\beta)} \) approaches the jump matrix \( \tilde{\nu}^Y \) defined in (6.18) in the sense that
\[
\|v^{(\beta)}(x, t, \cdot) - \tilde{\nu}^Y(x, t, \cdot)\|_{L^1(Y)} \leq C e_1(x, t) \quad (x, t) \in \mathbb{S},
\]
where \( e_1 \) and \( e_\infty \) are given by
\[
e_\infty(x, t) := t(\ln t)^{1/2} |\alpha - \beta|^2 |\ln|\alpha - \beta|| + t^{-1/2}(\ln t)^{1/2} + \frac{1}{2},
\]
\[
e_1(x, t) := e_\infty(x, t) \sqrt{\frac{\ln t}{t}}.
\]

Proof. We will show that the following estimates hold uniformly for \( (x, t) \in \mathbb{S} \):
\[
\|v^{(\beta)}(x, t, \cdot) - \tilde{\nu}^Y(x, t, \cdot)\|_{L^1(Y)} \leq C e_1(x, t), \quad j = 1, \ldots, 9,
\]
\[
\|v^{(\beta)}(x, t, \cdot) - I\|_{L^1(Y_j)} \leq C \sqrt{t} |\alpha - \beta|^2,
\]
\[
\|v^{(\beta)}(x, t, \cdot) - I\|_{L^1(Y_{14})} \leq C t |\alpha - \beta|^3,
\]
and
\[
\|v^{(\beta)}(x, t, \cdot) - \tilde{\nu}^Y(x, t, \cdot)\|_{L^\infty(Y_j)} \leq C e_\infty(x, t), \quad j = 1, \ldots, 9,
\]
\[
\|v^{(\beta)}(x, t, \cdot) - I\|_{L^\infty(Y_{11}, Y_{14})} \leq C t |\alpha - \beta|^2.
\]

This will complete the proof.

We begin by proving (6.25a) for \( j = 1 \). Only the (21) entry of \( v^{(\beta)} - \tilde{\nu}^Y \) is nonzero for \( k \in Y_1 \), so we find
\[
|v^{(\beta)} - \tilde{\nu}^Y| = \left| \frac{r r^*}{1 + r r^*} \lambda^{2i\rho} \delta_1^{-2} e^{2i t g_3} - \frac{\rho \rho^*}{1 + \rho \rho^*} \lambda^{2i\rho} e^{-\lambda^2 - 2y \lambda} \right|
\]
\[
\leq \left| \lambda^{2i\rho} \left( \left| \frac{r r^*}{1 + r r^*} - \frac{\rho \rho^*}{1 + \rho \rho^*} \right| \delta_1^{-2} e^{2i t g_3} + \left| \frac{\rho \rho^*}{1 + \rho \rho^*} \right| \delta_1^{-2} e^{2i t g_3} \right| e^{-\lambda^2 - 2y \lambda}, \quad k \in Y_1, (x, t) \in \mathbb{S}.
\]

Standard estimates show that
\[
|\tilde{\chi}(\xi, k) - \tilde{\chi}(\xi, \beta)| \leq C |k - \beta| \ln|k - \beta|, \quad k \in D_\epsilon(\beta) \setminus \gamma(\mu, \beta), (x, t) \in \mathbb{S}.
\]

Using the general inequality
\[
|e^w - 1| \leq |w| \max(1, e^{\Re w}), \quad w \in \mathbb{C},
\]
this yields
\[
|\delta_1(\xi, k) - 1| \leq C |k - \beta| \ln|k - \beta|, \quad k \in D_\epsilon(\beta) \setminus \gamma(\mu, \beta), (x, t) \in \mathbb{S}.
\]

On the other hand, the smoothness of \( r(k) \) implies
\[
|r(k) - r(\beta)| \leq C |k - \beta|, \quad k \in D_\epsilon(\beta).
\]

Using these inequalities, we see that (6.26) implies
\[
|v^{(\beta)} - \tilde{\nu}^Y| \leq C \left( F_1 + F_2 \right), \quad k \in Y_1, (x, t) \in \mathbb{S},
\]
where the functions \( F_j \equiv F_j(x, t, k), j = 1, 2 \), are defined by
\[
F_1 = |\lambda|^{-1} |\lambda|^{2i \rho} |k - \beta| \ln|k - \beta||e^{2i t g_3}|,
\]
\[
F_2 = |\lambda|^{-1} |\lambda|^{2i \rho} |e^{2i t g_3} - e^{-\lambda^2 - 2y \lambda}|.
\]

We first consider \( F_1 \). Employing (6.19) and using that \( \sqrt{t} |k - \beta| \geq C > 0 \) on \( Y_1 \) we obtain
\[
|F_1| \leq C \left( \sqrt{t} |k - \beta| \right)^{-1} 2i \rho \ln|k - \beta||e^{-c t |k - \beta|^2}
\]
\[
\leq C \left( \sqrt{t} |k - \beta| \right)^{1 - 2i \rho} \ln|k - \beta||e^{-c t |k - \beta|^2}
\]
It follows that
\[
\|F_1\|_{L^1(\mathcal{Y}_1)} \leq \frac{C}{\sqrt{t}} \int_0^t |\ln u| e^{-\frac{2}{\sqrt{2}}tu^2} du \leq Ct^{-1}\ln t, \quad (x,t) \in \mathbb{S}, \tag{6.31a}
\]
and
\[
\|F_1\|_{L^\infty(\mathcal{Y}_1)} \leq Ct^{-1/2}\ln t, \quad (x,t) \in \mathbb{S}, \tag{6.31b}
\]

We now consider \(F_2\). On the one hand, the estimates (6.19) and (6.20) give
\[
|e^{2itg_\beta} - e^{-\lambda^2 - 2\mu\lambda}| \leq |e^{2itg_\beta}| + |e^{-\lambda^2 - 2\mu\lambda}| \leq Ce^{-ct|k-\beta|^3}, \quad k \in \mathcal{Y}_1, \quad (x,t) \in \mathbb{S}. \tag{6.32}
\]

On the other hand, (6.11), (6.21), and (6.27) yield
\[
|e^{2itg_\beta} - e^{-\lambda^2 - 2\mu\lambda}| \leq |e^{-\lambda^2 - 2\mu\lambda}|e^{\lambda^2 + 2\mu\lambda + 2itg_\beta} - 1| \leq Ct \left( |\alpha - \beta|^2 |\ln |\alpha - \beta| | + |k-\beta|^3 \right) e^{Ct|k-\beta|^3}, \quad k \in \mathcal{Y}_1, \quad (x,t) \in \mathbb{S}. \tag{6.33}
\]

Let \(d > 0\). On the part of \(\mathcal{Y}_1\) on which \(|k-\beta| \geq \sqrt{\frac{d \ln t}{ct}}\), we use the estimate (6.32) to find
\[
|F_2| \leq C(\sqrt{t}|k-\beta|)^{-2} \ln Ct^{-d} \leq Ct^{1+\frac{1}{2}}|k-\beta|^{-d}, \quad k \in \mathcal{Y}_1, \quad |k-\beta| \geq \sqrt{\frac{d \ln t}{ct}}. \tag{6.34}
\]

On the part of \(\mathcal{Y}_1\) on which \(|k-\beta| \leq \sqrt{\frac{d \ln t}{ct}}\), we use the estimate (6.33) to find
\[
|F_2| \leq C|\alpha - \beta|^2 \ln |\alpha - \beta| + |k-\beta|^3 \right) \leq C(\ln t)^{1+\frac{1}{2}} (t |\alpha - \beta|^2 |\ln |\alpha - \beta| | + |k-\beta|^3), \quad k \in \mathcal{Y}_1, \quad |k-\beta| \leq \sqrt{\frac{d \ln t}{ct}}. \tag{6.35}
\]

Choosing \(d\) larger than \(\sup_{(x,t) \in \mathbb{S}} |\ln \nu| + 1\), it follows from (6.34) and (6.35) that
\[
\|F_2\|_{L^1(\mathcal{Y}_1)} \leq Ct^{1+\frac{1}{2}}|k-\beta|^{-d} + C(\ln t)^{1+\frac{1}{2}} |\alpha - \beta|^2 \ln |\alpha - \beta| + C(\ln t)^{1+\frac{1}{2}} \int_{R \left( R \left( \frac{d \ln t}{ct} - R \right) + C(\ln t)^{1+\frac{1}{2}} t \right) \leq \ln (t)^{1+\frac{1}{2}} |\alpha - \beta|^2 \ln |\alpha - \beta| + Ct^{1+\frac{1}{2}} (\ln t)^{1+\frac{1}{2}}, \quad (x,t) \in \mathbb{S}, \tag{6.36a}
\]

and that
\[
\|F_2\|_{L^\infty(\mathcal{Y}_1)} \leq Ct^{1+\frac{1}{2}} |\alpha - \beta|^2 \ln |\alpha - \beta| + Ct^{-1/2} (\ln t)^t^{1+\frac{1}{2}}, \quad (x,t) \in \mathbb{S}. \tag{6.36b}
\]

Combining equations (6.30), (6.31), and (6.36), we obtain (6.24a) and (6.25a) for \(j = 1\); the proofs for \(j = 2, 3, 4\) are similar.

We next prove (6.25a) and (6.24a) for \(j = 6\). We have
\[
u^{(\beta^2)} - \bar{\nu}^Y = \lambda^{-i\nu^\sigma^3} \left( \delta_{1}^{(3)} - \frac{1}{1 + r \rho^*} e^{2itg_\beta} \delta_{1}^{(1)} \right) - \left( \frac{1}{1 + r \rho^*} e^{-\lambda^2 - 2\mu\lambda} \delta_{1}^{(1)} \right), \quad k \in \mathcal{Y}_6, \quad (x,t) \in \mathbb{S}. \tag{6.37}
\]

Using (6.28) and the facts that \(|\alpha| = 1\) and \(|k-\beta| = O(t^{-1/2})\) on \(\mathcal{Y}_6\), we see that the absolute value of the (11) element in (6.37) is bounded above by
\[
|\lambda^{-i\nu^\sigma^3}| - 1 | \leq C|k-\beta| |\ln |k-\beta| | \leq Ct^{-1/2} \ln t, \quad k \in \mathcal{Y}_6, \quad (x,t) \in \mathbb{S}.
\]

The (22) element satisfies a similar estimate. On the other hand, the (21) element in (6.37) is bounded above by
\[
|\lambda^{i\nu^\sigma^3}| \left| \left( \frac{1}{1 + r \rho^*} e^{2itg_\beta} - \frac{1}{1 + r \rho^*} e^{-\lambda^2 - 2\mu\lambda} \right) \right|
\]
we approximate 
\[ \hat{\lambda} \]

This proves (6.24a) and (6.25a) for \( \tilde{\varsigma} \in \mathcal{Y}_6 \). Hence we have the following analog of (6.33):

\[
|e^{2it\delta} - e^{-\lambda^2 - 2t\lambda}| \leq C|e^{\lambda^2 + 2t\lambda} - 1| \\
\leq Ct|\alpha - \beta||\ln|\alpha - \beta| + Ct^{-1/2}, \quad k \in \mathcal{Y}_6, \ (x,t) \in \mathbb{S}.
\]

(6.38)

Using (6.28), we conclude that the (21) element in (6.37) is bounded above by

\[
C|k - \beta||\ln|k - \beta| + Ct|\alpha - \beta||\ln|\alpha - \beta| + Ct^{-1/2} \\
\leq Ct^{-1/2}\ln t + Ct|\alpha - \beta||\ln|\alpha - \beta|, \quad k \in \mathcal{Y}_6, \ (x,t) \in \mathbb{S}.
\]

Hence, since \( \mathcal{Y}_6 \) has length of order \( O(t^{-1/2}) \), we arrive at

\[
||v^{(\beta)}_{\mathcal{Y}^2} - \tilde{\nu}^\mathcal{Y}||_{L^1(\mathcal{Y}_6)} \leq Ct^{-1/2}\ln t + C\sqrt{t}|\alpha - \beta|^2|\ln|\alpha - \beta|, \\
||v^{(\beta)}_{\mathcal{Y}^2} - \tilde{\nu}^\mathcal{Y}||_{L^\infty(\mathcal{Y}_6)} \leq Ct^{-1/2}\ln t + Ct|\alpha - \beta|^2|\ln|\alpha - \beta|.
\]

This proves (6.24a) and (6.25a) for \( j = 6 \); the proofs for \( j = 5, 7, 8, 9 \) are similar.

Since \( \mathcal{Y}_1 \) has length of order \( O(t^{-1/2}) \) and \( \mathcal{Y}_4 \) has length of order \( O(|\alpha - \beta|) \), equations (6.24b) and (6.24c) are a direct consequence of (6.25b). It therefore only remains to prove (6.25b).

According to (6.12) we have

\[
t|g_{\beta^+}(k) - g_{\beta^-}(k)| \leq Ct|\alpha - \beta|^2 \leq C, \quad k \in \mathcal{Y}_11 \cup \mathcal{Y}_14, \ (x,t) \in \mathbb{S}.
\]

Thus, by (6.27),

\[
|e^{it(g_{\beta^+}(k) - g_{\beta^-}(k))} - 1| \leq Ct|\alpha - \beta|^2, \quad k \in \mathcal{Y}_11 \cup \mathcal{Y}_14, \ (x,t) \in \mathbb{S}.
\]

The estimate (6.25b) now follows from the expressions for \( v^{(\beta)}_{\mathcal{Y}^2} \) and \( v^{(\beta)}_{\mathcal{Y}^4} \) given in (1.17). \( \square \)

Let \( \tilde{m}^\mathcal{Y} \) denote the solution \( m^\mathcal{Y} \) of Appendix A pulled back to \( D_\epsilon(\beta) \) via the map \( k \mapsto \lambda \), that is,

\[
\tilde{m}^\mathcal{Y}(x,t,k) = m^\mathcal{Y}(y(x,t),\tilde{\nu}(\xi),\lambda(x,t,k)), \quad k \in D_\epsilon(\beta) \setminus \mathcal{Y}, \ (x,t) \in \mathbb{S},
\]

(6.39)

where \( \tilde{\nu}(\xi), \lambda(x,t,k), \) and \( y(x,t) \) are defined in (1.4), (6.7), and (6.8), respectively.

We have \( m^{(\beta)} = \tilde{m}^{(6)}G \) where

\[
G(x,t,k) := e^{-i\delta_\sigma^3 ABD}
\]

and the matrix-valued functions \( A, B, D \) are defined in (6.1), (6.2), and (6.16), respectively. Lemma 6.7 shows that the jumps of \( m^{(\beta)} = \tilde{m}^{(6)}G \) across \( \mathcal{Y} \) approach those of \( \tilde{m}^\mathcal{Y} \). In other words, as \( t \to +\infty \), the jumps of \( \tilde{m}^{(6)} \) approach those of the function \( \tilde{m}^\mathcal{Y}G^{-1} \). This suggests that we approximate \( \tilde{m}^{(6)} \) in \( D_\epsilon(\beta) \) by a \( 2 \times 2 \)-matrix valued function \( m^\beta \) of the form

\[
m^\beta := Y^\beta_t \sigma^3 \tilde{m}^\mathcal{Y}G^{-1},
\]

(6.40)

where \( Y^\beta(x,t,k) \) is a function which is analytic for \( k \in D_\epsilon(\beta) \) and we have included the \( k \)-independent factor \( t^{\sigma_3/2} \) in order to make \( Y^\beta \) of order \( O(1) \). To ensure that \( m^\beta \) is a good approximation of \( \tilde{m}^{(6)} \) for large \( t \), we want to choose \( Y^\beta(k) \) so that \( m^\beta(m^{(\text{mod})}t^{-1}) \to I \) on \( \partial D_\epsilon(\beta) \) as \( t \to +\infty \). Now

\[
G = e^{-i\delta_\sigma^3 (\delta^2 \tilde{\alpha})^{\sigma_3/2} t^{\sigma_3/2} \delta^3_0} \times \\
\begin{cases}
\begin{cases}
e^{-itg_+^\mathcal{Y}(\beta)\sigma_3} & k \in (D_\epsilon(\beta) \setminus D_{R}(\beta)) \cap S_+, \\
e^{-itg_-^\mathcal{Y}(\beta)\sigma_3} & k \in (D_\epsilon(\beta) \setminus D_{R}(\beta)) \cap S_-
\end{cases}
\end{cases}
\]

We therefore define (we arbitrarily choose to define \( Y^\beta \) using the expression involving \( g_-(\beta) \); we could equally well have used the expression involving \( g_+(\beta) \))

\[
Y^\beta(x,t,k) := m^{\text{mod}}(x,t,k)e^{-i\delta_\sigma^3 (\delta^2 \tilde{\alpha})^{\sigma_3/2} \delta^3_0}e^{-itg_+^\beta(\beta)\sigma_3}.
\]

(6.41)
Lemma 6.8. For each \((x, t) \in \mathbb{S}\), the function \(m^\beta(x, t, k)\) defined in (6.40) is an analytic function of \(k \in D_\epsilon(\beta) \setminus \mathcal{Y}\) and the function \(Y_\beta(x, t, k)\) defined in (6.41) is an analytic function of \(k \in D_\epsilon(\beta)\). Moreover, we have the uniform estimate
\[
|Y_\beta(x, t, k)| \leq C, \quad k \in D_\epsilon(\beta), \quad (x, t) \in \mathbb{S}. \tag{6.42}
\]
Across \(\mathcal{Y}\), \(m^\beta\) obeys the jump condition \(m^\beta_+ = m^\beta_-\), where the jump matrix \(v^\beta\) satisfies
\[
||m^\beta_-(\tilde{v}(6) - v^\beta) (m^\beta_+)^{-1}||_{L^\infty(\mathcal{Y})} \leq CE_{\infty}(x, t), \quad (x, t) \in \mathbb{S}, \tag{6.43a}
\]
\[
||m^\beta_-(\tilde{v}(6) - v^\beta) (m^\beta_+)^{-1}||_{L^1(\mathcal{Y})} \leq CE_1(x, t), \quad (x, t) \in \mathbb{S}, \tag{6.43b}
\]
with the functions \(E_1\) and \(E_\infty\) defined by
\[
E_\infty(x, t) := t^{\text{Im}(\tilde{v}) + \frac{1}{2}}(\ln t)^{\text{Im}(\tilde{v})} |\alpha - \beta|^2 \ln |\alpha - \beta| + t^{\text{Im}(\tilde{v}) - \frac{1}{2}}(\ln t)^{\text{Im}(\tilde{v}) + \frac{3}{2}}, \tag{6.44}
\]
\[
E_1(x, t) := E_\infty(x, t) \sqrt{- \frac{\ln t}{t}}, \tag{6.45}
\]
Furthermore, on \(\partial D_\epsilon(\beta)\) the quotient \(m^{\text{mod}(\beta)^{-1}}\) satisfies
\[
\left| \frac{1}{2\pi i} \int_{\partial D_\epsilon(\beta)} (m^{\text{mod}(\beta)^{-1}} - I) dk - Y_\beta(x, t, \beta) t^{\frac{i}{2} \sigma_3 m^Y_\beta(y, \tilde{v})} t^{- \frac{i}{2} \sigma_3 Y_\beta(x, t, \beta)^{-1}} \right| \leq Ct^{\text{Im}(\tilde{v})} (t^{-1} + t|\alpha - \beta|^2), \quad (x, t) \in \mathbb{S}, \tag{6.46}
\]
and
\[
||m^{\text{mod}(\beta)^{-1}} - I||_{L^\infty(\partial D_\epsilon(\beta))} \leq Ct^{\text{Im}(\tilde{v}) - \frac{1}{2}} + Ct^{\text{Im}(\tilde{v}) + \frac{1}{2}} |\alpha - \beta|^2, \quad (x, t) \in \mathbb{S}, \tag{6.47}
\]
where \(m^Y_\beta(y, \tilde{v})\) is defined in (A.6).

Proof. The analyticity properties of \(m^\beta\) and \(Y_\beta\) are immediate. Using that \(\text{Im} g_+(\beta) = 0\) (see [7, Section 3]), the bound (6.42) on \(Y_\beta\) follows from the definition (6.41).

We next establish the estimates (6.43). We have
\[
\tilde{v}(6) - v^\beta = G_- \left( v^{(\beta 2)} - \tilde{v}^Y \right) G^{-1}_+, \quad k \in \mathcal{Y}, \quad (x, t) \in \mathbb{S},
\]
and so
\[
m^\beta_-(\tilde{v}(6) - v^\beta) (m^\beta_+)^{-1} = Y_\beta t^{\frac{i}{2} \sigma_3 m^Y_\beta (v^{(\beta 2)} - \tilde{v}^Y) (m^Y_\beta)^{-1} t^{- \frac{i}{2} \sigma_3 Y^\beta}} - 1.
\]
In view of the bounds (6.42) and (A.7) on \(Y_\beta\) and \(m^Y\), this gives
\[
m^\beta_-(\tilde{v}(6) - v^\beta) (m^\beta_+)^{-1} \leq Ct^{\text{Im}(\tilde{v})} |v^{(\beta 2)} - \tilde{v}^Y|, \quad k \in \mathcal{Y}, \quad (x, t) \in \mathbb{S},
\]
The estimates (6.43) now follow from Lemma 6.7.

It remains to prove (6.46) and (6.47). Note that
\[
m^{\text{mod}(\beta)^{-1}} - I = Y_\beta t^{\frac{i}{2} \sigma_3 \left( (m^Y_\beta)^{-1} - I \right) t^{- \frac{i}{2} \sigma_3 Y^\beta}} - 1
\]
\[
+ \left\{ \begin{array}{ll}
0, & k \in \partial D_\epsilon(\beta) \cap \mathcal{S}_+,
Y_\beta t^{\frac{i}{2} \sigma_3 \left( (m^Y_\beta)^{-1} - I \right) t^{- \frac{i}{2} \sigma_3 Y^\beta}} - 1, & k \in \partial D_\epsilon(\beta) \cap \mathcal{S}_-.
\end{array} \right.
\]

Since \(\inf_{(x, t) \in \mathbb{S}} \psi_\beta(\xi) > 0\), the variable \(\lambda = \sqrt{t(k - \beta)} \psi_\beta(\xi)\) goes to infinity as \(t \to +\infty\) whenever \(k \in \partial D_\epsilon(\beta)\). Thus equation (A.5) yields (see (6.39))
\[
\tilde{m}^Y(x, t, k) = I + \frac{m^Y_\beta(y, \tilde{v})}{\sqrt{t(k - \beta)} \psi_\beta(\xi)} + O(t^{-1}), \quad t \to +\infty, \quad k \in \partial D_\epsilon(\beta), \quad (x, t) \in \mathbb{S},
\]
uniformly with respect to \(k \in \partial D_\epsilon(\beta)\) and \((x, t) \in \mathbb{S}\). Consequently, using (6.42) and (A.7),
\[
||m^{\text{mod}(\beta)^{-1}} - I + \frac{Y_\beta t^{\frac{i}{2} \sigma_3 m^Y_\beta t^{- \frac{i}{2} \sigma_3 Y^\beta}} - 1}{\sqrt{t(k - \beta)} \psi_\beta(\xi)} \leq Ct^{\text{Im}(\tilde{v}) - \frac{1}{2}} + Ct^{\text{Im}(\tilde{v}) + \frac{1}{2}} |g_+(\beta) - g_-(\beta)|,
\]
\[
k \in \partial D_\epsilon(\beta), \quad (x, t) \in \mathbb{S}. \tag{6.48}
\]
But, by (6.12),
\[ |g_+ (\beta) - g_- (\beta)| \leq C |\alpha - \beta|^2. \]
Thus, using that the functions \( Y_{\beta}^{\pm} \) are analytic in \( D_\beta (\beta) \), equation (6.46) follows from (6.48) and Cauchy’s formula. Since \( |\psi_\beta (\xi)|^{-1} \leq C \) for \((x, t) \in \mathbb{S}, (6.47)\) also follows from (6.48). \( \square \)

7. Final steps

7.1. The approximate solution. Define a local solution \( m^\beta \) for \( k \in D_\epsilon (\bar{\beta}) \) by
\[ m^\beta (x, t, k) = \sigma_3 \sigma_1 m^\beta (x, t, k) \sigma_1 \sigma_3. \]
We define an approximate solution \( m^{\text{app}}(x, t, k) \) by
\[ m^{\text{app}} = \begin{cases} m^\beta, & k \in D_\epsilon (\bar{\beta}), \\ m^\mu, & k \in D_\epsilon (\mu), \\ m^\beta, & k \in D_\epsilon (\bar{\beta}), \\ m^{\text{mod}}, & \text{elsewhere}. \end{cases} \]

7.2. The solution \( m^{\text{diff}} \). We will show that the function \( m^{\text{diff}}(x, t, k) \) defined by
\[ m^{\text{diff}} = \hat{m}^{(6)} (m^{\text{app}})^{-1} \]
is such that \( m^{\text{diff}} - I \) is small for large \( t \). Let \( D = D_\epsilon (\beta) \cup D_\epsilon (\mu) \cup D_\epsilon (\bar{\beta}) \) denote the union of the three open disks in (4.7). The function \( m^{\text{diff}} \) satisfies the RH problem
\[
\begin{aligned}
m^{\text{diff}}(x, t, \cdot) & \in I + \mathcal{E}^2(C \setminus \Sigma^{\text{diff}}), \\
m^{\text{diff}}_+(x, t, k) & = m^{\text{diff}}_-(x, t, k) \hat{v}^{\text{diff}}(x, t, k) \quad \text{for a.e. } k \in \Sigma^{\text{diff}},
\end{aligned}
\]
where the contour \( \Sigma^{\text{diff}} := (\Sigma^6 \setminus \Sigma^{\text{mod}}) \cup \partial D \) is displayed in Figure 8 and the jump matrix \( \hat{v}^{\text{diff}} \) is given by
\[ \hat{v}^{\text{diff}} = \begin{cases} m^{\text{mod}} \hat{v}^{(6)} (m^{\text{mod}})^{-1}, & k \in \Sigma^6 \setminus \tilde{D}, \\ m^{\text{mod}} \hat{v}^{(6)} (m^{\text{mod}})^{-1}, & k \in \partial D_\epsilon (\beta), \\ m^{\text{mod}} \hat{v}^{(6)} (m^{\text{mod}})^{-1}, & k \in \partial D_\epsilon (\mu), \\ m^{\text{mod}} \hat{v}^{(6)} (m^{\text{mod}})^{-1}, & k \in \partial D_\epsilon (\bar{\beta}), \\ m^{\text{mod}} \hat{v}^{(6)} (m^{\text{mod}})^{-1}, & k \in \mathcal{Y}, \\ m^{\text{mod}} \hat{v}^{(6)} (m^{\text{mod}})^{-1}, & k \in \mathcal{X}, \\ m^{\text{mod}} \hat{v}^{(6)} (m^{\text{mod}})^{-1}, & k \in \Sigma^6 \setminus D_\epsilon (\bar{\beta}), \end{cases} \]
with \( \mathcal{Y} := \Sigma^6 \cap D_\epsilon (\beta) \) (see Figure 5) and \( \mathcal{X} := \Sigma^6 \cap D_\epsilon (\mu) \).

Let \( \hat{w} := \hat{v}^{\text{diff}} - I \). The matrix \( \hat{v}^{(6)} - I \) is exponentially small on \( \Sigma' := \Sigma^6 \setminus (\tilde{D} \cup \gamma(\beta, \beta)) \), uniformly with respect to \((x, t) \in \mathbb{S}, \) that is,
\[ ||\hat{w}||_{L^1 \cap L^\infty} (\Sigma') \leq Ce^{-ct}, \quad (x, t) \in \mathbb{S}. \quad (7.2a) \]

On the other hand, equation (6.47) implies
\[ ||\hat{w}||_{L^1 \cap L^\infty} (\partial D_\epsilon (\beta) \cup D_\epsilon (\bar{\beta})) \leq Ct^{\left| \text{Im} \hat{v} \right| - 1/2 + C\left| \text{Im} \hat{v} \right| + 1/2 |\alpha - \beta|^2}, \quad (x, t) \in \mathbb{S}. \quad (7.2b) \]
As in [7, (7.2c)], we have
\[ ||\hat{w}||_{L^1 \cap L^\infty} (\partial D_\epsilon (\mu)) \leq Ct^{-1/2}, \quad (x, t) \in \mathbb{S}, \quad (7.2c) \]
and
\[
\begin{aligned}
||\hat{w}||_{L^1 (\mathcal{X})} & \leq Ct^{-1} \ln t, \\
||\hat{w}||_{L^2 (\mathcal{X})} & \leq Ct^{-3/4} \ln t, \\
||\hat{w}||_{L^\infty (\mathcal{X})} & \leq Ct^{-1/2} \ln t,
\end{aligned}
\quad (7.2d)
\]
For \( k \in \mathcal{Y}, \) we have
\[ \hat{w} = m^\beta_-(\hat{v}^{(6)} - \hat{v}^\beta) (m^\beta_+)^{-1}, \]
so Lemma 6.8 yields
\[
\begin{cases}
\|\hat{w}\|_{L^1(\gamma)} \leq CE_1(x,t), \\
\|\hat{w}\|_{L^\infty(\gamma)} \leq CE_\infty(x,t),
\end{cases}
\] (7.2c)

For \(k \in \gamma(\bar{\beta}, \beta) \setminus \tilde{D}\) we have \(\hat{w} = m^{\text{mod}}(e^{it(\sigma_+ - \sigma_-)} - I)(m^{\text{mod}})\)\(^{-1}\); thus, since \(g_+ - g_-\) is constant on \(\gamma(\bar{\beta}, \beta)\) and \(g_+(\beta) - g_-(\beta) = O(|\alpha - \beta|^2)\) (cf. (6.12)),
\[
\|\hat{w}\|_{(L^1(\gamma) \cap L^\infty(\gamma)) \setminus \tilde{D})} \leq Ct|\alpha - \beta|^2, \quad (x, t) \in \mathbb{S}.
\] (7.2f)

Equations (7.2) show that
\[
\begin{align*}
\|\hat{w}\|_{L^1(\Sigma^{\text{dif}})} &\leq CE_1(x,t), \quad (x, t) \in \mathbb{S}, \\
\|\hat{w}\|_{L^\infty(\Sigma^{\text{dif}})} &\leq CE_\infty(x,t), \quad (x, t) \in \mathbb{S},
\end{align*}
\] (7.3a) (7.3b)

where
\[
E_1(x,t) := E_1(x,t) + t|\text{Im } \hat{\nu}| - \frac{1}{2} + t|\text{Im } \hat{\nu}| + 1 |\alpha - \beta|^2.
\] (7.4)

Since \(|\text{Im } \hat{\nu}| < 1/2, E_\infty(x,t)\) goes uniformly to zero as \(t \to +\infty\). Hence
\[
\|\hat{C}\hat{w}\|_{B(L^2(\Sigma^{\text{dif}}))} \leq C\|\hat{w}\|_{L^\infty(\Sigma^{\text{dif}})} \to 0, \quad t \to +\infty,
\] (7.5)

uniformly with respect to \((x, t) \in \mathbb{S}\), where \(\hat{C}\hat{w}\) is defined by \(\hat{C}\hat{w} f = \hat{C}_-(f \hat{w})\) as in [7, Section 7.2] (\(\hat{C}_- h\) is the boundary value of \(\tilde{\hat{C}} h\) from the right side of \(\Sigma^{\text{dif}}\) with \(\hat{C}\) the Cauchy operator associated with \(\Sigma^{\text{dif}}\)). Hence, increasing \(T\) in (1.5) if necessary, we have
\[
\|\hat{C}\hat{w}\|_{B(L^2(\Sigma^{\text{dif}}))} \leq C < 1, \quad (x, t) \in \mathbb{S}.
\]

Then, in particular, \(I - \hat{C}\hat{w}(x,t,\cdot) \in B(L^2(\Sigma^{\text{dif}}))\) is invertible for all \((x, t) \in \mathbb{S}\), so we can define \(\hat{\mu}(x, t, k) \in I + L^2(\Sigma^{\text{dif}})\) by
\[
\hat{\mu} = I + (I - \hat{C}\hat{w})^{-1}\hat{C}\hat{w} I, \quad (x, t) \in \mathbb{S}.
\] (7.6)

Standard estimates using the Neumann series show that
\[
\|\hat{\mu} - I\|_{L^2(\Sigma^{\text{dif}})} \leq C \frac{\|\hat{w}\|_{L^2(\Sigma^{\text{dif}})}}{1 - \|\hat{C}\hat{w}\|_{B(L^2(\Sigma^{\text{dif}}))}}.
\]
Thus
\[ \| \hat{\mu}(x,t,\cdot) - I \|_{L^2(\Sigma^\text{diff})} \leq C \| \hat{\nu} \|_{L^2(\Sigma^\text{diff})} \leq C \sqrt{E_1^2 E_{\infty}}, \quad (x,t) \in \mathbb{S}. \] (7.7)
It follows that there exists a unique solution \( m^\text{diff} \in \mathbb{I} + \partial^2(\mathbb{C} \setminus \Sigma^\text{diff}) \) of the RH problem (7.1) for all sufficiently large \( t \). This solution is given by
\[ m^\text{diff}(x,t,k) = I + \hat{\mathcal{C}}(\hat{\mu} \hat{\nu}) = I + \frac{1}{2\pi i} \int_{\Sigma^\text{diff}} \hat{\mu}(x,t,s) \hat{\nu}(x,t,s) \frac{ds}{s - k}, \quad k \in \mathbb{C} \setminus \Sigma^\text{diff}, \quad (x,t) \in \mathbb{S}. \] (7.8)

7.3. Asymptotics of \( m^\text{diff} \). For each \( (x,t) \in \mathbb{S} \), we have
\[ \lim_{k \to \infty} k (m^\text{diff}(x,t,k) - I) = -\frac{1}{2\pi i} \int_{\Sigma^\text{diff}} \hat{\mu}(x,t,k) \hat{\nu}(x,t,k) dk. \] (7.9)
Let us consider the contributions to the right-hand side of (7.9) from the different parts of \( \Sigma^\text{diff} \). All error terms in what follows will be uniform with respect to \( (x,t) \in \mathbb{S} \). By (7.2a) and (7.7),
\[ \int_{\Sigma^\text{diff}} \hat{\mu}(x,t,k) \hat{\nu}(x,t,k) dk = \int_{\Sigma^\text{diff}} \hat{\nu}(x,t,k) dk + \int_{\Sigma^\text{diff}} (\hat{\mu}(x,t,k) - I) \hat{\nu}(x,t,k) dk = O (\| \hat{\nu} \|_{L^2(\Sigma^\text{diff})}) + O (\| \hat{\mu} - I \|_{L^2(\Sigma^\text{diff})} \| \hat{\nu} \|_{L^2(\Sigma^\text{diff})}) = O(e^{-ct}), \quad t \to +\infty. \]
Hence the contribution to the integral in (7.9) from \( \Sigma^\text{diff} \) is \( O(e^{-ct}) \). The contribution from \( \partial D_\nu(\mu) \) to the right-hand side of (7.9) is
\[ \frac{1}{2\pi i} \int_{\partial D_\nu(\mu)} \hat{\nu}(x,t,k) dk = \frac{T_\mu(x,t)}{\sqrt{t}} + O(t^{-1}) + O \left( \sqrt{E_1^2 E_{\infty} t^{-3/2}} \right), \quad t \to +\infty, \]
where
\[ T_\mu(x,t) := -\frac{Y_\mu(x,t,\mu)(\hat{\mu} \hat{\nu})(x,t,\mu)^{-1}}{\psi_\mu(\xi,\mu)}. \] (7.10)
The function \( \psi_\mu(k) \equiv \psi_\mu(\xi,\mu) \) and the constant \( m_1^\infty \equiv m_1^\infty(\xi) \) are defined in [7, (6.17) & (6.31)], while \( Y_\mu \) is defined as in [7, (6.26)] but with a different \( m^{\text{mod}} \), which comes from Section 5:
\[ Y_\mu(x,t,k) := m^{\text{mod}} (x,t,k) e^{-i\theta(k)\sigma_3} B(k) \hat{\delta}(k)^{-\sigma_3} \delta_0(t)^{\sigma_3}. \]
The contribution from \( \mathcal{X} \) to the right-hand side of (7.9) is
\[ O (\| \hat{\nu} \|_{L^1(\mathcal{X})}) + O (\| \hat{\mu} - I \|_{L^2(\Sigma^\text{diff})} \| \hat{\nu} \|_{L^2(\mathcal{X})}) = O \left( t^{-1} \ln t + \sqrt{E_1^2 E_{\infty} t^{-3/2}} \ln t \right), \quad t \to +\infty. \]
By (6.46), (7.2b), and (7.7), the contribution from \( \partial D_\nu(\beta) \) to the right-hand side of (7.9) is
\[ \frac{1}{2\pi i} \int_{\partial D_\nu(\beta)} \hat{\nu}(x,t,k) dk = \frac{T_\beta(x,t)}{\sqrt{t}} + O \left( \sqrt{E_1^2 E_{\infty} (t^{1+|\alpha^+| - 1/2} + t^{1+|\alpha^+| + 1}|\alpha - \beta|)} \right), \quad t \to +\infty, \]
where
\[ T_\beta(x,t) := -\frac{Y_\beta(x,t,\beta) t^{\frac{2}{3}\sigma_3} m_1^\infty(\eta,\nu^*) t^{-\frac{2}{3}\sigma_3} Y_\beta(x,t,\beta)^{-1}}{\psi_\beta(\xi)} \] (7.11)
The function \( Y_\beta(x,t,k) \) is defined in (6.41), \( m_1^\infty(\eta,\nu^*) \) is defined in (A.6) with \( y \equiv y(x,t) \) given by (6.8), and \( \psi_\beta(\xi) \) is defined in (6.9). The symmetries \( \hat{\mu}(x,t,k) = \sigma_3 \sigma_1 \hat{\mu}(x,t,k) \sigma_1 \sigma_3 \) and
In view of (5.6) and (7.12), this yields (2.2) and completes the proof of Theorem 2.1.

Collecting the above contributions, we find from (7.9) that

$$
\lim_{k \to \infty} k(m^{\text{dif}}(x, t, k) - I) = \frac{T_{\mu}(x, t) + T_{\beta}(x, t) + \sigma_3 \sigma_1 T_{\beta}(x, t) \sigma_1 \sigma_3}{t} + O \left( \sqrt{E_1 E_{\infty}} t^{-\frac{1}{2}} \right) + O \left( t^{-1} \ln t + \sqrt{E_1 E_{\infty}} t^{-\frac{1}{2}} \ln t \right) + O \left( \sqrt{E_1 E_{\infty}} (t^{1|\hat{\nu}| - \frac{1}{2}} + t^{1|\hat{\nu}|+1}|\alpha - \beta|^2) \right) + O \left( E_1 + \sqrt{E_1 E_{\infty}} \sqrt{E_1 E_{\infty}} + O \left( t|\alpha - \beta|^2 + \sqrt{E_1 E_{\infty}} t|\alpha - \beta|^2 \right), \quad t \to +\infty. \quad (7.12)
$$

Using that

$$E_{\infty} \leq F, \quad E_1 \leq t^{-\frac{1}{2}} F, \quad E_1' \leq F,$$

where $F$ is given by (2.3), we can replace the error term with the simpler (and only slightly less sharp) expression

$$O \left( F^2 + t|\alpha - \beta|^2 \right).$$

In particular, if $\xi = \xi_0$, then the error is $O \left( t^2 |\hat{\nu}|^{-1} (\ln t)^2 |\hat{\nu}| + 4 \right)$.

### 7.4. Asymptotics of $q$.

Recalling the various transformations of Section 4, we have

$$\hat{m} = e^{itg(0)\sigma_3} e^{i\tilde{h}(\xi, \infty)\sigma_3} m^{\text{dif}} m^{\text{mod}} e^{-i\hbar\sigma_3} \tilde{\delta} \sigma_3 e^{-i(t(g(k) - \theta(k)))\sigma_3}$$

for all large $k$ in $\mathbb{R}_+$. It follows that

$$\lim_{k \to \infty} k(\hat{m}(x, t, k) - I)_{12} = e^{itg(0)\sigma_3} e^{i\tilde{h}(\xi, \infty)\sigma_3} \lim_{k \to \infty} k(m^{\text{mod}} - I + (m^{\text{dif}} - I) m^{\text{mod}})_{12} e^{-i\tilde{h}(\xi, \infty)\sigma_3} e^{-itg(0)\sigma_3}$$

$$= e^{it(g(0) + \tilde{h}(\xi, \infty))\sigma_3} \left( \lim_{k \to \infty} k(m^{\text{mod}} - I)_{12} + \lim_{k \to \infty} k(m^{\text{dif}} - I)_{12} \right).$$

Hence

$$q(x, t) = 2i \lim_{k \to \infty} k(\hat{m}(x, t, k))_{12} = 2ie^{2it(g(0) + \tilde{h}(\xi, \infty))} \left( \lim_{k \to \infty} k(m^{\text{mod}}(x, t, k))_{12} + \lim_{k \to \infty} k(m^{\text{dif}}(x, t, k))_{12} \right).$$

In view of (5.6) and (7.12), this yields (2.2) and completes the proof of Theorem 2.1.
Appendix A. An exactly solvable RH problem

We define the contour \( Y \subset \mathbb{C} \) by \( Y = \bigcup_{j=1}^{9} Y_j \), where \( Y_1, \ldots, Y_4 \) denote the four rays

\[
Y_j = \{ re^{\frac{(j-1)\pi}{4}} \mid 1 \leq r < \infty \}, \quad j = 1, \ldots, 4,
\]  

(A.1)

and \( Y_5, \ldots, Y_9 \) denote the following arcs whose union is the unit circle:

\[
Y_5 = \{ e^{i\varphi} \mid -\frac{\pi}{2} \leq \varphi \leq 0 \}, \quad Y_6 = \{ e^{i\varphi} \mid 0 \leq \varphi \leq \frac{\pi}{2} \}, \quad Y_7 = \{ e^{i\varphi} \mid \frac{\pi}{2} \leq \varphi \leq \pi \},
\]

\[
Y_8 = \{ e^{i\varphi} \mid \pi \leq \varphi \leq \frac{5\pi}{4} \}, \quad Y_9 = \{ e^{i\varphi} \mid -\frac{3\pi}{4} \leq \varphi \leq -\frac{\pi}{2} \}.
\]

We orient \( Y \) as in Figure 9.

Figure 9. The contour \( Y = \bigcup_{j=1}^{9} Y_j \) and the domains \( \{ S_j \}_{1}^{6} \) in the complex \( \lambda \)-plane.

We let \( C \) denote a branch cut going from 0 to \( \infty \) in the third quadrant (see Figure 9). We let \( \ln_C \) denote the function \( \ln \lambda \) with cut along \( C \) and branch fixed by the condition that \( \ln_C \lambda > 0 \) for \( \lambda > 0 \).
Given \( y \in \mathbb{R} \) and \( \tilde{\nu} \in \mathbb{C} \setminus i\mathbb{Z} \), we define the jump matrix \( v^Y(y, \tilde{\nu}, \lambda) \) for \( \lambda \in Y \) by

\[
v^Y(y, \tilde{\nu}, \lambda) = \begin{cases} 
\frac{1}{1 + \rho \rho^*} \lambda \cdot e^{-\lambda^2 - 2y} & \lambda = Y_1, \\
1 - \lambda^{-2i(\lambda^2 + 2y)} & \lambda = Y_2, \\
0 & \lambda = Y_3, \\
1 - (1 + \rho \rho^*) \lambda^{-2i(\lambda^2 + 2y)} & \lambda = Y_4, \\
0 & \lambda = Y_5, \\
\lambda^{-i\sigma_3} & \lambda = Y_6, \\
\lambda^{-i\sigma_3} & \lambda = Y_7, \\
\lambda^{-i\sigma_3} & \lambda = Y_8, \\
0 & \lambda = Y_9,
\end{cases}
\]

where \( \rho \rho^* := e^{2\pi \tilde{\nu}} - 1 \) and the branch cut runs along \( C \), so that \( \lambda^\alpha = e^{a \text{inc} \lambda} \) for \( a \in \mathbb{C} \).

We consider the following family of RH problems parametrized by \( y \in \mathbb{R} \) and \( \tilde{\nu} \in \mathbb{C} \setminus i\mathbb{Z} \):

\[
\begin{align*}
&\begin{cases} 
m^Y(y, \tilde{\nu}, \cdot) \in I + \tilde{E}^2(\mathbb{C} \setminus Y), \\
m_Y^Y(y, \tilde{\nu}, \lambda) = m^Y(y, \tilde{\nu}, \lambda) v^Y(y, \tilde{\nu}, \lambda) \quad \text{for a.e. } \lambda \in Y.
\end{cases} 
\end{align*}
\]

Define the function \( \beta^Y(\tilde{\nu}) \) by

\[
\beta^Y(\tilde{\nu}) = \frac{(2i)^{i\tilde{\nu} + 1} \sqrt{\pi} e^{\frac{\pi^2 y}{4 \tilde{\nu}}}}{(e^{2\pi \tilde{\nu}} - 1) \Gamma(i\tilde{\nu})}, \quad \tilde{\nu} \in \mathbb{C} \setminus i\mathbb{Z}.
\]

**Theorem A.1.** For any choice of \( y \in \mathbb{R} \) and \( \tilde{\nu} \in \mathbb{C} \setminus i\mathbb{Z} \), the RH problem (A.3) has a unique solution \( m^Y(y, \tilde{\nu}, \lambda) \). This solution satisfies

\[
m^Y(y, \tilde{\nu}, \lambda) = I + \frac{m^Y_1(y, \tilde{\nu})}{\lambda} + O(\lambda^{-2}), \quad \lambda \to \infty,
\]

where \( m^Y_1 \) is defined by

\[
m^Y_1(y, \tilde{\nu}) := \left( \begin{array}{cc}
\frac{-i\tilde{\nu} y}{2} & -\frac{\beta^Y(\tilde{\nu}) e^{-y^2}}{2i\tilde{\nu} y} \\
\frac{\beta^Y(\tilde{\nu}) e^{-y^2}}{2} & \frac{-i\tilde{\nu} y}{2}
\end{array} \right), \quad y \in \mathbb{R}, \tilde{\nu} \in \mathbb{C} \setminus i\mathbb{Z},
\]

and the error term is uniform with respect to \( \arg \lambda \in [0, 2\pi] \) and \( \tilde{\nu} \) and \( y \) in compact subsets of \( \mathbb{C} \setminus i\mathbb{Z} \) and \( \mathbb{R} \), respectively. Moreover, for any compact subsets \( K_1 \subset \mathbb{R} \) and \( K_2 \subset \mathbb{C} \setminus i\mathbb{Z} \), we have

\[
\sup_{y \in K_1} \sup_{\tilde{\nu} \in K_2} \sup_{\lambda \in \mathbb{C} \setminus Y} |m^Y(y, \tilde{\nu}, \lambda)| < \infty.
\]

**Proof.** Uniqueness of the solution \( m^Y \) follows because \( \det v^Y = 1 \). Fix \( y \in \mathbb{R} \) and \( \tilde{\nu} \in \mathbb{C} \setminus i\mathbb{Z} \). Let the branch cut run along \( C \). Define the \( 2 \times 2 \)-matrix valued function \( \psi(y, \tilde{\nu}, \lambda) \) by

\[
\psi = e^{-\frac{y^2}{2} \sigma_3} \left( \begin{array}{cc}
e^{-\frac{\beta^Y(\tilde{\nu})}{\sqrt{2}} D_{-i\tilde{\nu}}(\sqrt{2}(y + \lambda))} & -\frac{\beta^Y(\tilde{\nu})}{\sqrt{2}} D_{i\tilde{\nu}}(-1(\sqrt{2}(y + \lambda)) \\
\frac{\sqrt{2}}{\beta^Y(\tilde{\nu})} e^{-\frac{\beta^Y(\tilde{\nu})}{\sqrt{2}} D_{i\tilde{\nu}}(-1(\sqrt{2}(y + \lambda))} & D_{i\tilde{\nu}}(\sqrt{2}(y + \lambda)) \end{array} \right) e^{i\tilde{\nu} y} \sigma_3.
\]

(A.8)
We claim that the solution of (A.3) is given explicitly in terms of parabolic cylinder functions by

\[
\begin{align*}
\Psi(y, \tilde{\nu}, \lambda) &= \begin{cases} 
\psi, & \lambda \in S_1, \\
\psi R_1, & \lambda \in S_2, \\
\psi R_1 R_2, & \lambda \in S_3, \\
\psi R_1 R_2 R_3^{-1}, & \lambda \in S_4, \\
\psi R_4, & \lambda \in S_5, \\
\psi, & \lambda \in S_6.
\end{cases}
\end{align*}
\]  

(A.10)

We claim that the solution of (A.3) is given explicitly in terms of parabolic cylinder functions by

\[
m^Y(y, \tilde{\nu}, \lambda) = \begin{cases} 
\Psi(y, \tilde{\nu}, \lambda)e^{-(\frac{x^2}{4} + y\lambda)\sigma_3 \lambda i \sigma_3}, & \lambda \in S_1 \cup \cdots \cup S_5, \\
\Psi(y, \tilde{\nu}, \lambda)e^{-(\frac{x^2}{4} + y\lambda)\sigma_3}, & \lambda \in S_6,
\end{cases}
\]  

(A.9)

where the sectionally analytic function \( \Psi \) is defined by

\[
\Psi(y, \tilde{\nu}, \lambda) = \begin{cases} 
\psi, & \lambda \in S_1, \\
\psi R_1, & \lambda \in S_2, \\
\psi R_1 R_2, & \lambda \in S_3, \\
\psi R_1 R_2 R_3^{-1}, & \lambda \in S_4, \\
\psi R_4, & \lambda \in S_5, \\
\psi, & \lambda \in S_6.
\end{cases}
\]

(A.10)

Recall that \( D_a(z) \) is an entire function of both \( a \) and \( z \). In particular, \( m^Y(y, \tilde{\nu}, \lambda) \) is an analytic function of \( \lambda \in \mathbb{C} \setminus Y \). It is easily seen from the definition (A.10) of \( \Psi \) that \( m^Y \) satisfies the jump condition in (A.3).

For each \( \delta > 0 \), the parabolic cylinder function satisfies the asymptotic formula [16]

\[
D_a(z) = z^a e^{-\frac{z^2}{4}} \left( 1 - \frac{a(a-1)}{2z^2} + O\left(\frac{1}{z^4}\right) \right)
\]

\[
- \frac{\sqrt{2\pi}e^{\frac{z^2}{4}z^{-a-1}}}{\Gamma(-a)} \left( 1 + \frac{(a+1)(a+2)}{2z^2} + O\left(\frac{1}{z^4}\right) \right)
\]

\[
\times \begin{cases} 
0, & \arg z \in \left[-\frac{3\pi}{4} + \delta, \frac{3\pi}{4} - \delta\right], \\
e^{i\pi a}, & \arg z \in \left[\frac{\pi}{4} + \delta, \frac{3\pi}{4} - \delta\right], \\
e^{-i\pi a}, & \arg z \in \left[-\frac{3\pi}{4} + \delta, -\frac{\pi}{4} - \delta\right],
\end{cases}
\]

(A.11)

where the error terms are uniform with respect to \( a \) in compact subsets and \( \arg z \) in the given ranges. Tedious computations using this formula in the explicit formula (A.9) show that \( m^Y \) satisfies (A.5), together with (A.6), uniformly for \( \tilde{\nu} \) and \( y \) in compact subsets and for \( \arg \lambda \in [0, 2\pi] \).

It follows that \( m^Y \) satisfies (A.7) and that \( m^Y(y, \tilde{\nu}, \cdot) \in I + \hat{E}^2(\mathbb{C} \setminus Y) \). This completes the proof of the theorem. \( \square \)

**Remark A.2.** The explicit formula for \( m^Y \) given in (A.9) can be derived as follows. Suppose \( m^Y \) is a solution of (A.3). Let

\[
\Psi := m^Y e^{(\frac{x^2}{4} + y\lambda)\sigma_3 \lambda^{-i\sigma_3}}.
\]

Then \( \Psi \) satisfies the jump condition

\[
\Psi_+ = \Psi_- v^\Psi, \quad \lambda \in Y \cup \{ \arg \lambda = -\frac{3\pi}{4} \},
\]

where the jump matrix \( v^\Psi \) is given on \( Y \) by (for \( j = 1, \ldots, 9, v^\Psi_j \) denotes the restriction of \( v^\Psi \) to \( Y_j \))

\[
v^\Psi_j = R_j, \; j = 1, \ldots, 4, \quad v^\Psi_5 = I, \quad v^\Psi_6 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad v^\Psi_7 = \begin{pmatrix} 1 + \rho \rho^* & 0 \\ 0 & 1 + \rho \rho^* \end{pmatrix},
\]

\[
v^\Psi_8 = \begin{pmatrix} \frac{1 + \rho \rho^*}{1 + \rho \rho^*} & 0 \\ 0 & \frac{1 + \rho \rho^*}{1 + \rho \rho^*} \end{pmatrix}, \quad v^\Psi_9 = \begin{pmatrix} 1 & 1 + \rho \rho^* \\ 0 & 1 \end{pmatrix}.
\]
and on the branch cut (oriented towards the origin) by
\[
v^\Psi = \begin{pmatrix} 1 + \rho \rho^* & 0 \\ 0 & 1 + \rho \rho^* \end{pmatrix}, \quad \arg \lambda = -\frac{3\pi}{4}.
\]
Since \(v^\Psi\) is independent of \(\lambda\) and \(y\), we conclude that
\[
A := \Psi_{\lambda}^{-1} = m_{\lambda}^{-1} (m_{\lambda}^{-1} + (\lambda + y)m_{\sigma_3}^{-1}(m_{\sigma_3}^{-1} - i\lambda^{-1}m_{\sigma_3}^{-1})^{-1}
\]
and
\[
U := \Psi^{-1} = m_y^{-1} + \lambda m_y^{-1} + \lambda m_y^{-1}
\]
are entire functions. Assuming that
\[
m_{\lambda}(y, \nu, \lambda) = I + \frac{m_1(y, \nu)}{\lambda} + O(\lambda^{-2}), \quad \lambda \to \infty,
\]
we deduce that
\[
A(y, \nu, \lambda) = \lambda A_1(y, \nu) + A_0(y, \nu), \quad U(y, \nu, \lambda) = \lambda U_1(y, \nu) + U_0(y, \nu).
\]
The terms of order \(O(\lambda)\) show that \(A_1 = U_1 = \sigma_3\) while the terms of order \(O(1)\) show that
\[
A_0 = y\sigma_3 + [m_1^Y, \sigma_3], \quad U_0 = [m_1^Y, \sigma_3].
\]
Defining \(w(y, \nu)\) and \(z(y, \nu)\) by \(w := -2(m_1^Y)_{12}\) and \(z := i\nu + w(m_1^Y)_{21}\), we find that \(\Psi\) satisfies the Lax pair equations
\[
\Psi_{\lambda} = A\Psi, \quad \Psi_{y} = U\Psi,
\]
where
\[
A = \begin{pmatrix} \lambda + y & w(y) \\ 2y - \nu \lambda & \lambda - y \end{pmatrix}, \quad U = \begin{pmatrix} \lambda & w(y) \\ 2y - \nu \lambda & \lambda - y \end{pmatrix}.
\]
The (21) element of the compatibility condition \(A_y - U_\lambda + [A, U] = 0\) of this Lax pair implies that
\[
w_y + 2yw = 0.
\]
This shows that \(w\) has the form
\[
w(y, \nu) = \beta^Y(\nu)e^{-y^2},
\]
where \(\beta^Y(\nu)\) is a function which is independent of \(y\). The (21) element of the compatibility condition then yields \(z_y = 0\); hence \(z = z(\nu)\). Substituting these expressions for \(w\) and \(z\) into the first column of the Lax pair equation \(\Psi_{\lambda} = A\Psi\) yields
\[
\Psi_{11\lambda} - (\lambda + y)\Psi_{11} - \beta^Y e^{-y^2}\Psi_{21} = 0, \quad \Psi_{21\lambda} + (\lambda + y)\Psi_{21} - \frac{2\nu w(z - \nu \beta^Y)}{\beta^Y}\Psi_{11} = 0.
\]
This linear system has the general solution
\[
\Psi_{11}(y, \nu, \lambda) = C_1(y, \nu)D_{\nu - 1}(\sqrt{2}(\lambda + y)) + C_2(y, \nu)D_{\nu - 1}(i\sqrt{2}(y + \lambda)),
\]
\[
\Psi_{21}(y, \nu, \lambda) = C_3(y, \nu)D_{\nu - 3}(\sqrt{2}(\lambda + y)) + C_4(y, \nu)D_{\nu - 1}(i\sqrt{2}(y + \lambda)),
\]
where \(C_j(y, \nu), \ j = 1, \ldots, 4,\) are locally independent of \(\lambda\) (but, in general, the values of the \(C_j\) change as \(\lambda\) crosses one of the contours \(Y_j\)). We determine the \(y\)-dependence of the \(C_j\) by substituting these expressions into the first column of the equation \(\Psi_y = U\Psi\). The first column of \(\Psi_{y} = U\Psi\) is satisfied provided that
\[
C_j(y, \nu) = e^{-\frac{\nu^2}{2}} B_j(\nu), \quad j = 1, 2; \quad C_j(y, \nu) = e^{\frac{\nu^2}{2}} B_j(\nu), \quad j = 3, 4,
\]
where the functions \(B_j(\nu)\) are independent of \(y\).

Let us first suppose that \(\lambda \in S_1\). Utilizing the asymptotic formula (A.11) for the range \(\arg z \in \left[\frac{3\pi}{4} + \delta, \frac{3\pi}{4} - \delta\right]\) we see that the condition
\[
\Psi_{11}e^{-\frac{\nu^2}{2} - y\lambda \nu} = 1 + O(\lambda^{-1}), \quad \lambda \to \infty,
\]
(A.13)
implies that \( z(\tilde{\nu}) = 0 \) and
\[
\begin{cases}
C_1 = 0, \\
C_2 = e^{-\frac{\nu^2}{2} \frac{1}{2} \frac{1}{\nu} e^{-\frac{2}{\nu}}},
\end{cases}
in S_1.
\]
Similarly, the condition that
\[
\Psi_{21} e^{-\frac{\nu^2}{2} - \nu \lambda \tilde{\nu}} = \left(\frac{m_{1,2}^Y}{\lambda}\right)_{21} + O(\lambda^{-2}), \quad \lambda \to \infty,
\]
implies that
\[
\begin{cases}
C_3 = 0, \\
C_4 = e^{\frac{\nu^2}{2} \frac{1}{2} \frac{1}{\nu} e^{-\frac{2}{\nu}} \tilde{\nu}},
\end{cases}
in S_1.
\]
This yields the first column of the definition (A.8) of \( \psi \). The second column is derived in a similar way using the second columns of the Lax pair equations (A.12).

Let us now assume that \( \lambda \in S_2 \). Then we use the asymptotic formula (A.11) for the range \( \arg z \in \left[ \frac{\pi}{4} + \delta, \frac{3\pi}{4} - \delta \right] \) to compute the asymptotics of \( D_{i\nu} (\sqrt{2}(\lambda + y)) \) and \( D_{i\nu-1} (\sqrt{2}(\lambda + y)) \), whereas we use (A.11) for the range \( \arg z \in \left[ \frac{\pi}{4} + \delta, \frac{5\pi}{4} - \delta \right] \) to compute the asymptotics of \( D_{i\nu} (i\sqrt{2}(\lambda + y)) \) and \( D_{i\nu-1} (i\sqrt{2}(\lambda + y)) \). The conditions (A.13) and (A.14) then imply
\[
C_1 = e^{-\frac{\nu^2}{2} \frac{1}{2} \frac{1}{\nu} \tilde{\nu}} \frac{\pi}{1} (i\nu + 1), \quad C_2 = e^{-\frac{\nu^2}{2} \frac{1}{2} \frac{1}{\nu} \tilde{\nu}} e^{-\frac{\nu^2}{2} \frac{1}{\nu} \tilde{\nu}}, \quad C_3 = e^{\frac{\nu^2}{2} \frac{1}{2} \frac{1}{\nu} \tilde{\nu}} \frac{\pi}{1} (i\nu + 1), \quad C_4 = e^{\frac{\nu^2}{2} \frac{1}{2} \frac{1}{\nu} \tilde{\nu}} \frac{\pi}{1} (i\nu + 1)
\]
in \( S_2 \). Similar computations apply to the second column. This gives an expression for \( \Psi \) in \( S_2 \). We then use, for example, the (21) element of the jump relation \( (\Psi_+) = R_1 \) valid for \( \lambda \in Y_1 \) to determine \( \beta^Y \) in terms of \( \tilde{\nu} \). This yields the expression (A.4) for \( \beta^Y (\tilde{\nu}) \). Finally, we can use the jump matrix \( v^\Psi \) to obtain an expression for \( \Psi \) also for \( \lambda \in S_j, \ j = 3, \ldots, 6 \). This leads to the expression (A.9) for \( m^Y \).

**Remark A.3.** The RH problem (A.3) is closely related to the RH problem associated with Painlevé IV. More precisely, consider the Painlevé IV equation
\[
u_{yy} = \frac{u^2}{2u} + \frac{3}{2} u^3 + 4gu^2 + (2 + 2g^2 - 4\Theta_\infty) u - \frac{8\Theta^2}{u}, \tag{A.15}
\]
where \( \Theta_\infty \) and \( \Theta \) are constant parameters. The jump matrix \( v^\text{PIV} (y, \tilde{\nu}, \lambda) \) of the RH problem associated with (A.15) has the form (see [12, p. 184]):
\[
v^\text{PIV} = \begin{cases}
\begin{pmatrix}
1 \\
\lambda^{2\Theta_{\infty}} e^{-\lambda^2 - 2y\lambda} \\
\lambda^{-\Theta_{\infty}} e^{-\lambda^2 - 2y\lambda} \\
0 \\
1
\end{pmatrix}, & \lambda \in Y_1, \\
\begin{pmatrix}
1 \\
\lambda^{-\Theta_{\infty}} e^{-\lambda^2 - 2y\lambda} \\
\lambda^{-\Theta_{\infty}} e^{-\lambda^2 - 2y\lambda} \\
0 \\
1
\end{pmatrix}, & \lambda \in Y_2, \\
\begin{pmatrix}
1 \\
\lambda^{-\Theta_{\infty}} e^{-\lambda^2 - 2y\lambda} \\
\lambda^{-\Theta_{\infty}} e^{-\lambda^2 - 2y\lambda} \\
\lambda^{-\Theta_{\infty}} e^{-\lambda^2 - 2y\lambda} \\
0 \\
1
\end{pmatrix}, & \lambda \in Y_3, \\
\begin{pmatrix}
1 \\
\lambda^{-\Theta_{\infty}} e^{-\lambda^2 - 2y\lambda} \\
\lambda^{-\Theta_{\infty}} e^{-\lambda^2 - 2y\lambda} \\
\lambda^{-\Theta_{\infty}} e^{-\lambda^2 - 2y\lambda} \\
0 \\
1
\end{pmatrix}, & \lambda \in Y_4, \\
\begin{pmatrix}
1 \\
\lambda^{-\Theta_{\infty}} e^{-\lambda^2 - 2y\lambda} \\
\lambda^{-\Theta_{\infty}} e^{-\lambda^2 - 2y\lambda} \\
\lambda^{-\Theta_{\infty}} e^{-\lambda^2 - 2y\lambda} \\
0 \\
1
\end{pmatrix}, & \lambda \in Y_5, \\
\begin{pmatrix}
1 \\
\lambda^{-\Theta_{\infty}} e^{-\lambda^2 - 2y\lambda} \\
\lambda^{-\Theta_{\infty}} e^{-\lambda^2 - 2y\lambda} \\
\lambda^{-\Theta_{\infty}} e^{-\lambda^2 - 2y\lambda} \\
0 \\
1
\end{pmatrix}, & \lambda \in Y_6, \\
\begin{pmatrix}
1 \\
\lambda^{-\Theta_{\infty}} e^{-\lambda^2 - 2y\lambda} \\
\lambda^{-\Theta_{\infty}} e^{-\lambda^2 - 2y\lambda} \\
\lambda^{-\Theta_{\infty}} e^{-\lambda^2 - 2y\lambda} \\
0 \\
1
\end{pmatrix}, & \lambda \in Y_7, \\
\begin{pmatrix}
1 \\
\lambda^{-\Theta_{\infty}} e^{-\lambda^2 - 2y\lambda} \\
\lambda^{-\Theta_{\infty}} e^{-\lambda^2 - 2y\lambda} \\
\lambda^{-\Theta_{\infty}} e^{-\lambda^2 - 2y\lambda} \\
0 \\
1
\end{pmatrix}, & \lambda \in Y_8 \cup Y_9.
\end{cases}
\]
where the branch cut in \((A.16)\) runs along \(i\mathbb{R}_-\) (so that \(\lambda^a = e^{a\ln|\lambda| + i\arg\lambda}\) with \(\arg\lambda \in (-\pi/2, 3\pi/2]\) for \(a \in \mathbb{C}\) and \((\lambda^{-2\Theta\infty})_+\) denotes the boundary value of \(\lambda^{-2\Theta\infty}\) from the left. The complex constants \(\{s_j\}_1^4\) in \((A.16)\) parametrize the solutions of \((A.15)\) and must obey the relation

\[
(1 + s_2 s_3) e^{2i\pi \Theta\infty} + (s_1 s_4 + (1 + s_3 s_4) (1 + s_1 s_2)) e^{-2i\pi \Theta\infty} = 2 \cos(2\pi \Theta),
\]

while \(E\) is a certain unimodular eigenmatrix. Letting \(\Theta\infty = i\nu\), \(\Theta = 0\), and

\[
s_1 = \frac{\rho\rho^*}{1 + \rho\rho^*}, \quad s_2 = -1, \quad s_3 = -\rho\rho^*, \quad s_4 = \frac{1}{1 + \rho\rho^*},
\]

\((A.17)\)

we can take \(E\) to be the identity matrix. Then, after shifting the branch cut from \(i\mathbb{R}_-\) to \(\mathcal{C}\), the jump matrix \(v^{IV}\) defined in \((A.16)\) reduces exactly to the jump matrix \(v^k\) in \((A.2)\). Thus the RH problem \((A.3)\) can be viewed as a special case of the RH problem associated with Painlevé IV. However, the connection with Painlevé IV only applies for \(\Theta \neq n/2\), \(n \in \mathbb{Z}\). In our case, this connection breaks down because \(\Theta = 0\).
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