Abstract—Continual learning from data streams is among the most important topics in contemporary machine learning. One of the biggest challenges in this domain lies in creating algorithms that can continuously adapt to arriving data. However, previously learned knowledge may become outdated, as streams evolve over time. This phenomenon is known as concept drift and must be detected to facilitate efficient adaptation of the learning model. While there exists a plethora of drift detectors, all of them assume that we are dealing with roughly balanced classes. In the case of imbalanced data streams, those detectors will be biased towards the majority classes, ignoring changes happening in the minority ones. Furthermore, class imbalance may evolve over time and classes may change their roles (majority becoming minority and vice versa). This is especially challenging in the multi-class setting, where relationships among classes become complex. In this paper, we propose a detailed taxonomy of challenges posed by concept drift in multi-class imbalanced data streams, as well as a novel trainable concept drift detector based on Restricted Boltzmann Machine. It is capable of monitoring multiple classes at once and using reconstruction error to detect changes in each of them independently. Our detector utilizes a skew-insensitive loss function that allows it to handle multiple imbalanced distributions. Due to its trainable nature, it is capable of following changes in a stream and evolving class roles, as well as it can deal with local concept drift occurring in minority classes. Extensive experimental study on multi-class drifting data streams, enriched with a detailed analysis of the impact of local drifts and changing imbalance ratios, confirms the high efficacy of our approach.
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I. INTRODUCTION

Continual learning from streaming data is a well-established, yet still rapidly developing field of modern machine learning [1]. Contemporary data sources generate information characterized by both volume and velocity, thus continuously flooding learning systems. This makes traditional classification methods too slow and unable to handle the ever-changing properties of arriving instances [2]. Therefore, new algorithms are being developed with their efficacy and adaptive capabilities in mind [3]. Learning methods for streaming data must be capable of working under strictly limited memory and time consumption while offering the ability to continually incorporate new instances, and swiftly adapting to evolving data stream characteristics [4]. This phenomenon is known as concept drift and may influence the properties of a stream in a multitude of ways, from changing class distributions [5] to new features or classes emerging [6]. Timely detection of concept drift and using this information to adapt the classifier is of crucial importance to any continual learning system.

One of the biggest challenges in learning from data streams is the non-stationary class imbalance [7]. Skewed data distributions are a very challenging topic in standard machine learning, being present there for over 25 years. In the continual learning domain, class imbalance becomes even more difficult, as we not only need to deal with disproportion among classes, but also with their evolving nature [8]. Class roles and imbalance ratios are subject to change over time and we need to monitor them closely to understand which class and why poses the biggest problem for the classifier in a given moment [9]. When we extend this to a multi-class imbalance scenario, we get a complex and perplexing scenario that actually occurs in many real-life applications. Concept drift detection in such problems becomes extremely demanding, as we need to factor in both evolving nature of multiple classes, as well as their non-stationary skewed distributions.

Research goal. To propose a fully trainable drift detector that is capable of handling multi-class imbalanced data streams with special focus on evolving minority classes, and with changes appearing at both global (all classes affected) and local (some classes affected) levels.

Motivation. While there exist a plethora of drift detectors proposed in the literature, most of them share two limitations: (i) they assume roughly balanced data distributions and thus are likely to omit concept drift happening in minority classes; and (ii) they monitor global data stream characteristics, thus detecting concept drifts that affect the entire stream, not particular classes or decision regions. This makes the state-of-the-art drift detectors unsuitable for mining imbalanced data streams, especially when multiple classes are involved. There is a need to develop a new drift detector that is skew-insensitive, can monitor multiple classes at once, and can rapidly adapt to changing imbalance ratios and classes switching roles, as none of the existing methods is capable of this.

Summary. In this paper we propose RBM-IM, a trainable concept drift detector for continual learning from multi-class imbalanced data streams. It is realized as a Restricted
Boltzmann Machine neural network with skew-insensitive modifications of the training procedure. We use it to track reconstruction error for each class independently and signal if any of them has been subject to a significant change over the most recent mini-batch of data. Our drift detector re-trains itself in an online fashion, allowing it to handle dynamically changing imbalance ratio, as well as evolving class roles (minority classes becoming majority and vice versa). RBM-IM is capable of detecting drifts occurring at both global and local levels, allowing for complex monitoring of multi-class imbalanced data streams and understanding the nature of each change that takes place.

Main contributions. We offer the following novel contributions to the field of continual learning from data streams.

- **RBM-IM**: a novel and trainable concept drift detector realized as a recurrent neural network with skew-insensitive loss function that is capable of monitoring multi-class imbalanced data streams with dynamic imbalance ratio.
- **Robustness to class imbalance**: RBM-IM provides robustness to multi-class skewed distributions, offering excellent detection rates of drifts appearing in minority classes without being biased towards majority concepts.
- **Detecting local and global changes**: RBM-IM is capable of detecting concept drifts affecting only a subset of minority classes (even when only a single class is affected), offering a better understanding of the nature of changes than any state-of-the-art drift detector.
- **Taxonomy of multi-class imbalanced data streams**: we propose a systematic view on possible challenges that can be encountered in continual learning from multi-class imbalanced data streams and formulate three scenarios that allow us to model such changes.
- **Extensive experimental study**: we evaluate the efficacy of RBM-IM on a thoroughly designed experimental test bed using both real-world and artificial benchmarks. We introduce a novel approach towards evaluating concept drift detectors on imbalanced data streams, by measuring their reactivity to drifts occurring only in a subset of minority classes, as well as by checking their robustness to increasing imbalance ratio among multiple classes.

II. DATA STREAM MINING

Data stream is defined as a sequence \(<S_1, S_2, \ldots, S_n, \ldots>\), where each element \(S_j\) is a new instance. In this paper, we assume the (partially) supervised learning scenario with classification task and thus we define each instance as \(S_j \sim p_j(x^1, \ldots, x^d, y) = p_j(x, y)\), where \(p_j(x, y)\) is a joint distribution of the \(j\)-th instance, defined by a \(d\)-dimensional feature space and assigned to class \(y\). Each instance is independent and drawn randomly from a probability distribution \(\Psi_j(x, y)\).

Concept drift. When all instances come from the same distribution, we deal with a stationary data stream. In real-world applications, data very rarely falls under stationary assumptions [10]. It is more likely to evolve over time and form temporary concepts, being subject to concept drift [11]. This phenomenon affects various aspects of a data stream and thus can be analyzed from multiple perspectives. One cannot simply claim that a stream is subject to the drift. It needs to be analyzed and understood in order to be handled adequately to specific changes that occur [12]. Let us now discuss the major aspects of concept drift and its characteristics.

**Influence on decision boundaries.** Firstly, we need to take into account how concept drift impacts the learned decision boundaries, distinguishing between real and virtual concept drifts [13]. The former influences previously learned decision rules or classification boundaries, decreasing their relevance for newly incoming instances. Real drift affects posterior probabilities \(p_j(y|x)\) and additionally may impact unconditional probability density functions. It must be tackled as soon as it appears, since it negatively impacts the underlying classifier. Virtual concept drift affects only the distribution of features \(x\) over time:

\[
\tilde{p}_j(x) = \sum_{y \in Y} p_j(x, y),
\]

where \(Y\) is a set of possible values taken by \(S_j\). While it seems less dangerous than real concept drift, it cannot be ignored. Despite the fact that only the values of features change, it may trigger false alarms and thus force unnecessary and costly adaptations.

**Locality of changes.** It is important to distinguish between global and local concept drifts [14]. The former affects the entire stream, while the latter affects only certain parts of it (e.g., individual clusters of instances, or subsets of classes).

**Speed of changes.** Here we distinguish between sudden, gradual, and incremental concept drifts [11].

- **Sudden concept drift** is a case when instance distribution abruptly changes with \(t\)-th example arriving from the stream:

\[
p_j(x, y) = \begin{cases} 
D_0(x, y), & \text{if } j < t \\
D_1(x, y), & \text{if } j \geq t.
\end{cases}
\]

- **Incremental concept drift** is a case when we have a continuous progression from one concept to another (thus consisting of multiple intermediate concepts in between), such that the distance from the old concept is increasing, while the distance to the new concept is decreasing:

\[
p_j(x, y) = \begin{cases} 
D_0(x, y), & \text{if } j < t_1 \\
(1 - \alpha_j)D_0(x, y) + \alpha_jD_1(x, y), & \text{if } t_1 \leq j < t_2 \\
D_1(x, y), & \text{if } t_2 \leq j
\end{cases}
\]

where

\[
\alpha_j = \frac{j - t_1}{t_2 - t_1}.
\]

- **Gradual concept drift** is a case where instances arriving from the stream oscillate between two distributions during
the duration of the drift, with the old concept appearing with decreasing frequency:

\[
p_j(x, y) = \begin{cases} 
D_0(x, y), & \text{if } j < t_1 \\
D_0(x, y), & \text{if } t_1 < j < t_2 \land \delta > \alpha_j \\
D_1(x, y), & \text{if } t_1 < j < t_2 \land \delta \leq \alpha_j \\
D_1(x, y), & \text{if } t_2 \leq j,
\end{cases}
\]  

(5)

where \( \delta \in [0, 1] \) is a random variable.

### III. RELATED WORKS

**Drift detectors.** In order to be able to adapt to evolving data streams, classifiers must either have explicit information on when to update their model or use continuous learning to follow the progression of a stream. Concept drift detectors are external tools that can be paired with any classifier and used to monitor a state of the stream [15]. Usually, this is based on tracking the error of the classifier or measuring the statistical properties of data. One of the first and most popular drift detectors is Drift Detection Method (DDM) [16] which analyzes the standard deviation of errors coming from the underlying classifier. DDM assumes that the increase in error rates directly corresponds to changes in the incoming data stream and thus can be used to signal the presence of drift. This concept was extended by Early Drift Detection Method (EDDM) [17] by replacing the standard error deviation with a distance between two consecutive errors. This makes EDDM more reactive to slower, gradual changes in the stream, at the cost of losing sensitivity to sudden drifts. Reactive Drift Detection Method (RDDM) [18] is an improvement upon DDM that allows detecting sudden and local changes under access to a reduced number of instances. RDDM offers better sensitivity than DDM by implementing a pruning mechanism for discarding outdated instances. Adaptive Windowing (ADWIN) [19] is based on a dynamic sliding window that adjusts its size according to the size of the stable concepts in the stream. ADWIN stores two sub-windows for old and new concepts, detecting a drift when mean values in these sub-windows differ more than a given threshold. Drift Detection Methods based on the Hoeffding’s bounds (HDDM) [20] uses the identical bound as SEED, but drops the idea of sub-windows and focuses on measuring both false positive and false negative rates. Fast Hoeffding Drift Detection Method (FHDDM) [21] is yet another drift detector utilizing the popular Hoeffding’s inequality, but its novelty lies in measuring the probability of correct decisions returned by the underlying classifier. Wilcoxon Rank Sum Test Drift Detector (WSTD) [22] uses the Wilcoxon rank-sum statistical test for comparing distributions in sub-windows.

**Drift detectors for imbalanced data streams.** There are almost no concept drift detectors dedicated to imbalanced data streams, especially to multi-class ones. Most of the works in this domain focus mainly on making the underlying classifier skew-insensitive, while assuming it is going to adapt on its own [23], or erroneously using standard drift detection methods. Two main dedicated drift detectors for skewed streams are PerfSim [24] that monitors the changes in the entire confusion matrix; and Drift Detection Method for Online Class Imbalance (DDM-OCI) [25] that monitors recall for every class.

**Limitations of existing methods.** Existing drift detectors suffer from two major limitations: (i) lack of self-adaptation mechanisms; and (ii) lack of robustness mechanisms. The first problem is rooted in state-of-the-art drift detectors being based on monitoring the selected properties of a stream while neglecting the fact that used monitoring criteria should also be adapted over time. The second problem is rooted in a lack of research on effective drift detectors when a stream is suffering from various data-level difficulties, such as class imbalance or noise presence. In this work, we address those two limitations with our RBM-IM, a fully trainable drift detector that autonomously adapts its detection mechanisms, while offering robustness to imbalanced class distributions.

### IV. CHALLENGES IN LEARNING FROM MULTI-CLASS IMBALANCED DATA STREAMS

In static scenarios there is a plethora of works devoted to two-class imbalanced problems, but much less attention is paid to a much more challenging multi-class imbalanced setup [7]. The same carries over to the continual learning from data streams, where most of the works focused on binary streams [4]. This is highly limiting for many modern real-world applications and thus there is a need to develop skew-insensitive techniques that can handle multiple classes [26].

There is no single universal approach to how to view and analyze multi-class imbalanced data streams. Therefore, we propose a taxonomy of most crucial problems that can be encountered in this setting, creating three distinctive scenarios. They cover various learning difficulties that affect one or more classes and thus pose significant challenges for both drift detectors and classifiers.

**Scenario 1:** Global concept drift and dynamic imbalance ratio.

There is no single universal approach to how to view and analyze multi-class imbalanced data streams. Therefore, we propose a taxonomy of most crucial problems that can be encountered in this setting, creating three distinctive scenarios. They cover various learning difficulties that affect one or more classes and thus pose significant challenges for both drift detectors and classifiers.

![Fig. 1: Scenario 1 – global concept drift and dynamic imbalance ratio.](image-url)
how they actually impact the decision boundaries. Changes in minority classes may get overlooked by detector bias towards the majority ones, as usually they gather statistics over the entire data stream. This is depicted in Fig. 1.

![Scenario 2](image1.png)

**Fig. 2:** Scenario 2 – global concept drift, dynamic imbalance ratio, and changing class roles.

**Scenario 2: Global concept drift, dynamic imbalance ratio, and changing class roles.** Here we extend Scenario 1 by adding the third learning difficulty – changing class roles. Now the imbalance ratio is subject to more significant changes and as a result classes may switch roles – minority may become majority and vice versa. This is especially challenging to track in a multi-class case, where relationships among classes are more complex. Drift detectors have difficulties with keeping any reliable statistics coming from classes that rapidly change their roles. This may lead to frequently switching bias towards whichever class is currently the most frequent one. This is depicted in Fig. 2.

![Scenario 3](image2.png)

**Fig. 3:** Scenario 3 – local concept drift, dynamic imbalance ratio, and changing class roles.

**Scenario 3: Local concept drift, dynamic imbalance ratio, and changing class roles.** This is the most challenging scenario that retains dynamic imbalance ratio and changing class roles from Scenario 2, but moves from global concept drift to local one. That means in a given moment only a subset of classes (or even a single one) may be affected by a real concept drift, while the remaining ones are subject to no changes or a virtual concept drift that does not impact decision boundaries (see Sec. 2). In such a setting we should not only be able to tell if drift takes place but also which classes are affected. It is a big step towards understanding the dynamics of concept drift and offering classifier adaptation to specific regions of decision space (leading to savings in time and computational resources). This is the most challenging scenario for concept drift detectors, as changes happening in minority classes will remain unnoticed when a detector is biased towards the majority class. This is depicted in Fig. 3.

**Real-world problems affected by multi-class imbalance and concept drift.** The three defined scenarios are not only interesting from the theoretical point of view but also directly transfer to a plethora of real-world applications. In cybersecurity, we deal with multiple types of attacks that appear with varying frequencies (multi-class extremely imbalanced problems). Some of those attacks will dynamically change over time to bypass new security settings, while legal transactions will not be affected by such concept drift. In computer vision, target detection focuses on finding few specific targets, differentiating them from the information coming from a much bigger background. Targets may change their nature over time, being subject to variations, or even camouflage. In natural language processing, we must deal with constantly evolving wording/slang utilized by various minority groups, where changes in those groups will happen independently.

**V. RESTRICTED BOLTZMANN MACHINE FOR IMBALANCED DRIFT DETECTION**

**Overview of the proposed method.** We introduce a novel concept drift detector for multi-class imbalanced data streams, implemented as a Restricted Boltzmann Machine (RBM-IM) with leveraged robustness to skewed distributions via dedicated loss function. It is a fully trainable drift detector, capable of autonomous adaptation to the current state of a stream, imbalance ratios, and class roles, without relying on user-defined thresholds.

**A. Skew-insensitive Restricted Boltzmann Machine**

**RBM-IM neural network architecture.** Restricted Boltzmann Machines (RBMs) are generative two-layered neural networks [27] constructed using the v layer of V visible neurons and the h layer of H hidden neurons:

\[
\mathbf{v} = [v_1, \ldots, v_V] \in \{0, 1\}^V, \\
\mathbf{h} = [h_1, \ldots, h_H] \in \{0, 1\}^H
\]

We deal with supervised continual learning from data streams (as defined in Sec. 2), thus we need to extend this two-layer RBM architecture with the third \(z\) layer for class representation. It is implemented as a continuous encoding, meaning that each neuron in \(z\) will return its real-valued support for each analyzed class (thus being responsible for the classification process). By \(m_z\) we denote the vector of RBM outputs with support returned by the \(z\)-th neuron for the \(m\)-th class. This allows to define \(z\), known also as the class layer or the softmax layer:

\[
z = [z_1, \ldots, z_Z] \in m_1, \ldots, m_Z.
\]

This class layer uses the softmax function to estimate the probabilities of activation of each neuron in \(z\).

RBMs do not have connections between units in the same layer, which holds for \(v\), \(h\), and \(z\). Neurons in the visible layer \(v\) are connected with neurons in the hidden layer \(h\), and neurons in \(h\) are connected with those in the class layer \(z\).
The weight assigned to a connection between the $i$-th visible neuron $v_i$ and the $j$-th hidden neuron $h_j$ is denoted as $w_{ij}$, while the weight assigned to a connection between the $j$-th hidden neuron $h_j$ and the $k$-th class neuron $z_k$ is denoted as $u_{jk}$. This is used to define the RBM energy function:

$$E(v, h, z) = - \sum_{i=1}^{V} v_i a_i - \sum_{j=1}^{H} h_j b_j - \sum_{k=1}^{Z} z_k c_k$$

$$- \sum_{i=1}^{V} \sum_{j=1}^{H} v_i h_j w_{ij} - \sum_{j=1}^{H} \sum_{k=1}^{Z} h_j z_k u_{jk},$$

where $a_i$, $b_j$, and $c_k$ are biases introduced to $v$, $h$, and $z$ respectively. Energy formula $E(\cdot)$ for state $[v, h, z]$ is used to calculate the probability of RBM of being in a given state (i.e., assuming certain weight values), using the Boltzmann distribution:

$$P(v, h, z) = \frac{\exp(-E(v, h, z))}{F},$$

where $F$ is a partition function allowing to normalize the probability $P(v, h, z)$ to 1.

Hidden neurons in $h$ are independent and use features given by the visible layer $v$. The activation probability of the $j$-th given neuron $h_j$ can be calculated as follows:

$$P(h_j | v, z) = \frac{1}{1 + \exp \left( -b_j - \sum_{i=1}^{V} v_i w_{ij} - \sum_{k=1}^{Z} z_k u_{jk} \right)}$$

$$= \sigma \left( b_j + \sum_{i=1}^{V} v_i w_{ij} + \sum_{k=1}^{Z} z_k u_{jk} \right),$$

where $\sigma(\cdot) = 1/(1 + \exp(-\cdot))$ stands for a sigmoid function.

The same assumption may be made for neurons in the visible layer $v$, when values of neurons in the hidden layer $h$ are known. This allows us to calculate the activation probability of the $i$-th visible neuron as:

$$P(v_i | h) = \frac{1}{1 + \exp \left( -a_i - \sum_{j=1}^{H} h_j w_{ij} \right)}$$

$$= \sigma \left( a_i + \sum_{j=1}^{H} h_j w_{ij} \right),$$

where one must note that given $h$, the activation probability of neurons in $v$ does not depend on $z$. The activation probability of class layer (i.e., decision which class the object should be assigned to) is calculated using the softmax function:

$$P(z = 1_k | h) = \frac{\exp \left( -c_k - \sum_{j=1}^{H} h_j u_{jk} \right)}{\sum_{l=1}^{Z} \exp \left( -c_l - \sum_{j=1}^{H} h_j u_{jl} \right)},$$

where $k \in [1, \ldots, Z]$ and $k \neq l$.

### RBM training procedure

As RBM is a neural network model, we may train it using a loss function $L(\cdot)$ minimization with any gradient descent method. Standard RBM most commonly uses the negative log-likelihood of both external layers $v$ and $z$. However, our RBM-IM architecture must be designed to handle multiple imbalanced classes. Therefore, we need to modify this loss function to make RBM-IM skew-insensitive. We will achieve this by using the effective number of samples approach [28] that measures the contributions of instances in each class. This allows us to formulate a class-balanced negative log-likelihood loss for RBM-IM:

$$L(v, z) = -\frac{1 - \beta_m}{1 - \beta_m^x} \log (P(v, z)),$$

where $\beta_m^x$ stands for the contribution of $x$-th instance to the $m$-th class. By taking each independent weight $w_{ij}$, we may now calculate the gradient of the loss function:

$$\nabla L(w_{ij}) = \frac{\delta L(v, z)}{\delta w_{ij}} = \sum_{v, h, z} P(v, h, z) v_i h_j$$

$$- \sum_{h} P(h | v, z) v_i h_j.$$}

This equation allows us to calculate the loss function gradient for a single instance. However, as we use RBM as a drift detector, we must be able to capture the evolving properties of a data stream. If we based our change detection on variations induced by a single new instance, we would be highly sensitive to even the smallest noise ratio. Therefore, our RBM-based drift detector must be able to work with a batch of the most recent instances in order to capture the current stream characteristics. We propose to define RBM-IM model for learning on mini-batches of instances. This will offer significant speed-up when compared to traditional batch learning used in data streams. For a mini-batch of $n$ instances arriving in $t$ time $M_t = x_{1}^{t}, \ldots, x_{n}^{t}$, we can rewrite the gradient from Eq. 14 using expected values with loss function:

$$\frac{\delta L(M_t)}{\delta w_{ij}} = E_{\text{model}}[v_i h_j] - E_{\text{data}}[v_i h_j],$$

where $E_{\text{data}}$ is the expected value over the current mini-batch of instances and $E_{\text{model}}$ is the expected value from the current state of RBM-IM. Of course, we cannot trace directly the value of $E_{\text{model}}$ (as this would require an immediate oracle access to ground truth), therefore we must approximate it using Contrastive Divergence with $k$ Gibbs sampling steps to reconstruct the input data (CD-$k$):

$$\frac{\delta L(M_t)}{\delta w_{ij}} \approx E_{\text{recon}}[v_i h_j] - E_{\text{data}}[v_i h_j].$$

After processing the $t$-th mini-batch $M_t$, we can update the weights in RBM-IM using any gradient descent method as follows:

$$u_{ij}^{t+1} = u_{ij}^t - \eta (E_{\text{recon}}[v_i h_j] - E_{\text{data}}[v_i h_j]),$$

$$v_{ij}^{t+1} = v_{ij}^t - \eta (E_{\text{recon}}[v_i h_j] - E_{\text{data}}[v_i h_j]),$$

$$h_{ij}^{t+1} = h_{ij}^t - \eta (E_{\text{recon}}[v_i h_j] - E_{\text{data}}[v_i h_j]),$$

$$z_{ij}^{t+1} = z_{ij}^t - \eta (E_{\text{recon}}[v_i h_j] - E_{\text{data}}[v_i h_j]).$$
where $\eta$ stands for the learning rate of the RBM-IM neural network (responsible for the speed of model update and forgetting of old information). The way to update the $a_i$, $b_j$, and $c_k$ biases, as well as weights $u_{jk}$ is analogous to Eq. 17 and can be expressed as:

$$a_i^{t+1} = a_i^t - \eta (E_{\text{recon}}[v_i] - E_{\text{data}}[v_i]),$$  \hspace{1cm} (18)

$$b_j^{t+1} = b_j^t - \eta (E_{\text{recon}}[h_j] - E_{\text{data}}[h_j]),$$  \hspace{1cm} (19)

$$c_k^{t+1} = c_k^t - \eta (E_{\text{recon}}[z_k] - E_{\text{data}}[z_k]),$$  \hspace{1cm} (20)

$$u_{jk}^{t+1} = u_{jk}^t - \eta (E_{\text{recon}}[h_j z_k] - E_{\text{data}}[h_j z_k]).$$  \hspace{1cm} (21)

B. Drift detection with RBM-IM

While RBM-IM is a skew-insensitive generative neural network model, we can use it as an explicit drift detector. The RBM-IM model stores compressed characteristics of the distribution of data it was trained on. By using any similarity measure between the data prototypes and properties of newly arrived instances, one may evaluate if there are any changes in the distribution. This allows us to use RBM-IM as a drift detector. Our model uses an embedded similarity measure for monitoring the state of a stream and the level to which the newly arrived instances differ from the previously observed concepts. RBM-IM tracks the similarity measure for each single class independently, using the class layer continuous outputs. RBM-IM is a fully trainable and self-adaptive drift detector, capable not only of capturing the trends of changes in each class independently (versus state-of-the-art drift detectors that monitor changes in all classes with an aggregated measure), but also of learning and adapting to the current state of a stream, class imbalance ratios, and class roles. This makes it a highly attractive approach for handling multi-class imbalanced streams with various learning difficulties discussed in Sec. 4.

Measuring data similarity. In order to evaluate the similarity of newly arrived instances to old concepts stored in RBM-IM, we will use the reconstruction error metric. We can calculate it online for each new instance, by inputting a newly arrived $d$-dimensional instance $x_n = [x_1^n, \ldots, x_d^n, y^n]$ to the $v$ layer of RBM. Then values of neurons in $v$ are calculated to reconstruct the feature values. Finally, class layer $z$ is activated and used to reconstruct the class label. This allows us to keep track of the reconstruction error for each class independently, offering per-class drift detection capabilities. We can denote the reconstructed vector for $m$-th class as:

$$\hat{x}_m^n = [\hat{x}_1^n, \ldots, \hat{x}_d^n, \hat{y}_1^n, \ldots, \hat{y}_z^n],$$  \hspace{1cm} (22)

where the reconstructed vector features and labels are taken from probabilities calculated using the hidden layer:

$$\hat{x}_i^n = P(v_i|h),$$  \hspace{1cm} (23)

and can be expressed as:

$$\hat{y}_k^n = P(z_k|h).$$  \hspace{1cm} (24)

The $h$ layer is taken from the conditional probability, in which the $v$ layer is identical to the input instance:

$$h \sim P(h|v = x^n, z = 1_m).$$  \hspace{1cm} (25)

This allows us to write the reconstruction error in a form of the mean squared error between the true and reconstructed instance for the $m$-th class:

$$R(S^m_n) = \sqrt{\sum_{i=1}^{d} (x_i^n - \hat{x}_i^n)^2 + \sum_{k=1}^{Z} (1_k^n - \hat{y}_k^n)^2}.$$  \hspace{1cm} (26)

For the purpose of obtaining a stable concept drift detector, we do not look for a change in distribution over a single instance, but for the change over the newly arriving mini-batch of instances. Therefore, we need to calculate the average reconstruction error over the recent mini-batch of data for the $m$-th class:

$$R(M^m_t) = \frac{1}{n} \sum_{m=1}^{n} R(x^m_m).$$  \hspace{1cm} (27)

Adapting reconstruction error to drift detection. In order to make the reconstruction error a practical measure for detecting the presence of concept drift, we propose to measure the evolution of this measure (i.e., its trends) over arriving mini-batches of instances. The analysis of the trends is done for each class independently, allowing us to effectively detect local concept drifts. We achieve this by using the well-known sliding window technique that will move over the arriving mini-batches. Let us denote the trend of reconstruction error for the $m$-th class over time as $Q_r(t)^m$ and calculate it using the following equation:

$$Q_r(t)^m = \frac{n_{m}^{t} T_Rt - \bar{T}_t \bar{R}_t}{n_{m}^{t} T^2_{t} - (\bar{T}_t)^2}.$$  \hspace{1cm} (28)

The trend over time can be computed using a simple linear regression, with the terms in Eq. 28 being simply sums over time as follows:

$$\bar{T}_t R_t = \bar{T}_{t-1} R_{t-1} + t R(M^m_t),$$  \hspace{1cm} (29)

$$\bar{T}_t = \bar{T}_{t-1} + t,$$  \hspace{1cm} (30)

$$\bar{R}_t = R_{t-1} + R(M^m_t),$$  \hspace{1cm} (31)

$$\bar{T}^2_{t} = \bar{T}^2_{t-1} + t^2,$$  \hspace{1cm} (32)

where $\bar{T} R_0 = 0$, $\bar{T}_0 = 0$, $\bar{R}_0 = 0$, and $\bar{T}^2_{0} = 0$. We capture those statistics for each class using a sliding window of size $W$. Instead of using a manually set size, which is inefficient for drifting data streams, we propose to use a self-adaptive
window size [19]. This eliminates the need for manual tuning of the window size that is used for drift detection. To allow flexible learning from various sizes of mini-batches, we must consider a case where \( t > W \). Here, we must compute the terms for the trend regression using the following equations:

\[
\begin{align*}
TR_t &= TR_{t-1} + tR(M_t) - (t - w)R(M_{t-w}), \\
\hat{T}_t &= \hat{T}_{t-1} + t - (t - W), \\
\hat{R}_t &= \hat{R}_{t-1} + R(M_t) - R(M_{t-w}), \\
\hat{T}_t^2 &= \hat{T}_{t-1}^2 + t^2 - (t - W)^2.
\end{align*}
\]

The required number of instances \( \bar{n}_t^m \) to compute the trend of \( Q_r(t)^m \) for \( m \)-th class as time \( t \) is given as follows:

\[
\bar{n}_t = \begin{cases} 
  t & \text{if } t \leq W \\
  W & \text{if } t > W. 
\end{cases}
\]

**Drift detection.** The above Eq. 28 allows us to compute the trends for every analyzed mini-batch of data. In order to detect the presence of drift we need to have capability of checking if the new mini-batch differs significantly from the previous one for each analyzed class. Our RBM-IM uses Granger causality test [29] on trends from subsequent mini-batches of data for each class \( Q_r(M_t^m) \) and \( Q_r(M_{t+1}^m) \). This is a statistical test that determines whether one trend is useful in forecasting another. As we deal with non-stationary processes we perform the variation of Granger causality test based on first differences [30]. Accepted hypothesis means that there exists Granger causality relationship between \( Q_r(M_t^m) \) and \( Q_r(M_{t+1}^m) \), which means there is no concept drift on the \( m \)-th class. If the hypothesis is rejected, RBM-IM signals the presence of concept drift on the \( m \)-th class.

VI. Experimental study

In this section we present the experimental study used to evaluate the quality of RBM-IM. It was carefully designed to offer an in-depth analysis of the proposed method and gain insights into its behavior in various multi-class imbalanced data stream scenarios. We tailored this study to answer the following research questions.

- **RQ1:** Does RBM-IM offer better concept drift detection than state-of-the-art drift detectors designed for standard data streams?
- **RQ2:** Does RBM-IM offer better concept drift detection than state-of-the-art skew-insensitive drift detectors designed for imbalanced data streams?
- **RQ3:** What is the capability of RBM–IBM to detect local drifts that affect a subset of minority classes?
- **RQ4:** What robustness to increasing imbalance ratio is offered by RBM-IM?

All methods and experiments were implemented in MOA environment [31] and run on Intel Core i7-8365u with 64GB DDR4 RAM.

A. Data stream benchmarks

For the purpose of this experimental study, we selected 24 benchmark data streams: 12 come from real-world domains and 12 were generated artificially using the MOA environment [31]. Such a diverse mix allowed us to evaluate the effectiveness of RBM-IM over a plethora of scenarios. Using artificial data streams allows us to control the specific nature of drift and class imbalance, as well as to inject local concept drift into selected minority classes. Artificial data streams use a dynamic imbalance ratio that both increases and decreases over time. Real-world streams offer challenging problems that are characterized by a mix of different learning difficulties. Properties of the data stream benchmarks are given in Tab. I. We report the highest imbalance ratio among all the classes, i.e., the ratio between the biggest and the smallest class.

**TABLE I:** Properties of real-world (top) and artificial (bottom) imbalanced data stream benchmarks.

| Dataset     | Instances | Features | Classes | IR     | Drift  |
|-------------|-----------|----------|---------|--------|--------|
| Activity-Raw| 1 048 570 | 3        | 6       | 128.93 | yes    |
| Connect4    | 67 557    | 42       | 3       | 45.81  | unknown |
| Covertype   | 581 012   | 54       | 7       | 96.14  | unknown |
| Crimes      | 878 049   | 3        | 39      | 106.72 | unknown |
| DJ30        | 138 166   | 8        | 30      | 204.66 | yes    |
| EEG         | 14 980    | 14       | 2       | 29.88  | yes    |
| Electricity | 45 312    | 8        | 2       | 17.54  | yes    |
| Gas         | 13 910    | 128      | 6       | 138.03 | yes    |
| Olympic     | 271 116   | 7        | 4       | 66.82  | unknown |
| Poker       | 829 201   | 10       | 10      | 144.00 | yes    |
| IntelSensors| 2 219 804 | 5        | 57      | 348.26 | yes    |
| Tags        | 164 860   | 4        | 11      | 194.28 | unknown |
| Aggrawal5   | 1 000 000 | 20       | 5       | 50.00  | incremental |
| Aggrawal10  | 1 000 000 | 40       | 10      | 80.00  | incremental |
| Aggrawal20  | 2 000 000 | 80       | 20      | 100.00 | incremental |
| Hyperplane5 | 1 000 000 | 20       | 5       | 100.00 | gradual |
| Hyperplane10| 1 000 000 | 40       | 10      | 200.00 | gradual |
| Hyperplane20| 2 000 000 | 80       | 20      | 300.00 | gradual |
| RBF5        | 1 000 000 | 20       | 5       | 100.00 | sudden |
| RBF10       | 1 000 000 | 40       | 10      | 200.00 | sudden |
| RBF20       | 2 000 000 | 80       | 20      | 300.00 | sudden |
| RandomTree5 | 1 000 000 | 20       | 5       | 100.00 | sudden |
| RandomTree10| 1 000 000 | 40       | 10      | 200.00 | sudden |
| RandomTree20| 2 000 000 | 80       | 20      | 300.00 | sudden |

B. Setup

**Reference concept drift detectors.** As reference methods to the proposed RBM-IM, we have selected three state-of-the-art concept drift detectors for standard data: WSTD [22], RDDM [18], and FHDDM [21]; as well as two state-of-the-art drift detectors for imbalanced data streams: PerfSim and DDM-OCl. Parameters of all the six drift detectors are given in Tab. II.

**Parameter tuning.** In order to offer a fair and thorough comparison, we performed parameter tuning for every drift detector and for every data stream benchmark. As we deal with a streaming scenario, we used self hyper-parameter tuning [32] that is based on the online Nelder-Mead optimization.

**Base classifier.** In order to ensure fairness when comparing the examined drift detectors they all use Adaptive Cost-Sensitive Perceptron Trees [33] as a base classifier. This is a skew-insensitive and efficient classifier capable of handling both
binary and multi-class imbalanced data streams, but is strongly dependent on an attached concept drift detection component. Therefore, it offers an excellent backbone for our experiments, allowing us to directly measure how a given drift detector impacts the classification quality.

**RBM-IM training.** Our drift detector uses the first instance batch to train itself at the beginning of the stream processing. It continuously updates itself in an online fashion together with the state-of-the-art reference methods. Results according to pmAUC and pmGM are given in Tab. III, while Fig. 4 and 5 depict the outcomes of the post-hoc statistical tests of significance. Fig. 6 and 7 present visualizations of the Bayesian signed test for pairwise comparisons with two best performing reference detectors.

**Comparison with standard drift detectors.** The standard drift detectors return unsatisfactory performance for all of the examined multi-class imbalanced data streams. This shows that the metrics collected by them are unsuitable to monitor skewed data streams. This also indicates that drift detectors, despite not being actually trainable models, are still prone to class imbalance. Despite the fact that the underlying classifier used was designed for imbalanced data streams, it could not offer accurate predictions when being fed incorrect information from the drift detectors. Especially in the case of data sets with a high number of classes (such as Crimes, DJ20, IntelSensor, or the artificial ones) standard drift detectors returned performance only slightly above a random guess. Those detectors were not capable of capturing changes affecting all features and drifting data streams, we evaluated the examined algorithms using prequential multi-class AUC [25] and prequential multi-class G-mean [34].

**Windows.** We used a window size \( W = 1000 \) for calculating the prequential metrics. ADWIN self-adapting window was used for both RBM-IM and reference drift detectors to alleviate the need for manual window size tuning [34].

**Statistical analysis.** We used the Friedman ranking test with Bonferroni-Dunn post-hoc and Bayesian signed test [35] for statistical significance over multiple comparison with significance level \( \alpha = 0.05 \).

**Drift injection.** For experiment 2, we inject local concept drift starting with the smallest minority class and then add classes according to their increasing size. This allows us to consider most difficult scenarios, where smallest classes are affected by the local concept drift and thus most likely to be neglected.

**C. Experiment 1: Drift detectors comparison**

The first experiment was designed to analyze the behavior of the six examined drift detectors under two different metrics measured on all 24 benchmark data streams. This will allow us to evaluate how competitive is RBM-IM as compared with the state-of-the-art reference methods. Results according to pmAUC and pmGM are given in Tab. III, while Fig. 4 and 5 depict the outcomes of the post-hoc statistical tests of significance. Fig. 6 and 7 present visualizations of the Bayesian signed test for pairwise comparisons with two best performing reference detectors.

**Comparison with standard drift detectors.** The standard drift detectors return unsatisfactory performance for all of the examined multi-class imbalanced data streams. This shows that the metrics collected by them are unsuitable to monitor skewed data streams. This also indicates that drift detectors, despite not being actually trainable models, are still prone to class imbalance. Despite the fact that the underlying classifier used was designed for imbalanced data streams, it could not offer accurate predictions when being fed incorrect information from the drift detectors. Especially in the case of data sets with a high number of classes (such as Crimes, DJ20, IntelSensor, or the artificial ones) standard drift detectors returned performance only slightly above a random guess. Those detectors were not capable of capturing changes affecting all features and drifting data streams, we evaluated the examined algorithms using prequential multi-class AUC [25] and prequential multi-class G-mean [34].

**Windows.** We used a window size \( W = 1000 \) for calculating the prequential metrics. ADWIN self-adapting window was used for both RBM-IM and reference drift detectors to alleviate the need for manual window size tuning [34].

**Statistical analysis.** We used the Friedman ranking test with Bonferroni-Dunn post-hoc and Bayesian signed test [35] for statistical significance over multiple comparison with significance level \( \alpha = 0.05 \).

**Drift injection.** For experiment 2, we inject local concept drift starting with the smallest minority class and then add classes according to their increasing size. This allows us to consider most difficult scenarios, where smallest classes are affected by the local concept drift and thus most likely to be neglected.

**C. Experiment 1: Drift detectors comparison**

The first experiment was designed to analyze the behavior of the six examined drift detectors under two different metrics measured on all 24 benchmark data streams. This will allow us to evaluate how competitive is RBM-IM as compared with the state-of-the-art reference methods. Results according to pmAUC and pmGM are given in Tab. III, while Fig. 4 and 5 depict the outcomes of the post-hoc statistical tests of significance. Fig. 6 and 7 present visualizations of the Bayesian signed test for pairwise comparisons with two best performing reference detectors.

**Comparison with standard drift detectors.** The standard drift detectors return unsatisfactory performance for all of the

---

**TABLE II: Examined drift detectors and their parameters.**

| Drift Detector          | Parameters                                                                 |
|-------------------------|-----------------------------------------------------------------------------|
| WSTD [22]               | sliding window size \( \omega \in [25, 50, 75, 100] \)                       |
| Drift Detection         | warning significance \( \alpha \in [0.01, 0.03, 0.05, 0.07] \)              |
| RDDM [18]               | reactive drift detector                                                    |
| RBM-IM                  | mini-batch size \( M \in [25, 50, 75, 100] \)                              |
| RBM-IM                  | visible neuron \( V \in \text{no of features} \)                           |
| RBM-IM                  | hidden neuron \( H \in \{0.25V, 0.5V, 0.75V, V\} \)                       |
| PerfSim [24]            | allowed error \( \delta \in [0.0001, 0.0005, 0.001] \)                     |
| DDM-OCI [25]            | drift significance \( \alpha \in [0.01, 0.03, 0.05, 0.07] \)              |

---
exponentially offering faster detection and update times. This is especially visible on data sets with a high number of classes, where monitoring simple performance measures is not enough to accurately and timely detect occurrences of drifts. Additionally, by being a trainable detector RBM-IM can better adapt to changes in data streams, allowing fine-tuned encapsulation of the definition of what currently is considered as a temporal concept.

### D. Experiment 2: Detection of local concept drifts

This experiment was designed to understand if and how the examined drift detectors can handle the appearance of local concept drifts on top of changing imbalance ratios and class roles (see Sec. 3 – Scenario 3 for more details). We carried this experiment only on artificial benchmarks, as they allowed us to directly inject concept drift into a selected number of classes.

We evaluated how the performance of drift detectors change with the decrease of the number of classes being affected by the concept drift. For each of the 12 benchmark data streams, we created scenarios where from 1 to \( M \) classes are being affected by the drift, the \( M \) case standing for every single class in the stream being subject to the concept drift. Fig. 8 depicts the behavior of all the six drift detectors under various levels of the local concept drift for the pmAUC metric. We do not show plots for pmGM as they have very similar characteristics and would not provide any additional insights. Please note that the smaller number of classes that are subject to concept drift, the more difficult its detection becomes.

#### Comparison with standard drift detectors.

Unsurprisingly, standard detectors completely failed when facing the task of local drift detection. When the number of classes subject to concept drift dropped below 80%, we could see significant drops in their pmAUC. When the number of affected classes dropped below 50%, all three detectors started to completely ignore the presence of any drift. This crucially impacted

---

**TABLE III:** Results according to pmAUC, pmGM and update times per batch for the examined concept drift detectors.

| Dataset         | WSTD | RDDM | FHDDM | PerfSim | DDM-OCI | RBM-IM | WSTD | RDDM | FHDDM | PerfSim | DDM-OCI | RBM-IM |
|-----------------|------|------|-------|---------|---------|--------|------|------|-------|---------|---------|--------|
| Activity-Raw    | 45.43| 46.23| 48.45 | 72.81   | 74.29   | 79.92  | 51.06| 54.10| 55.82 | 76.11   | 78.59   | 82.04  |
| Connect4        | 54.19| 53.48| 55.27 | 64.19   | 69.10   | 75.04  | 55.03| 55.39| 56.29 | 66.08   | 70.21   | 77.92  |
| Covertype       | 33.19| 34.32| 35.72 | 41.24   | 40.58   | 53.98  | 32.45| 33.10| 35.98 | 40.19   | 41.02   | 54.02  |
| Crimes          | 19.93| 20.04| 22.11 | 28.56   | 30.02   | 64.59  | 21.88| 23.92| 26.01 | 30.99   | 32.07   | 69.58  |
| DDI3            | 26.94| 25.98| 26.02 | 34.11   | 33.98   | 59.04  | 27.45| 27.11| 28.79 | 36.71   | 35.48   | 61.29  |
| EEG             | 58.14| 59.98| 62.29 | 70.08   | 74.22   | 72.03  | 59.85| 60.98| 64.67 | 72.93   | 77.29   | 74.13  |
| Electricity     | 68.94| 72.10| 73.45 | 80.04   | 83.20   | 79.39  | 70.45| 75.90| 77.28 | 83.92   | 85.44   | 81.99  |
| Gas             | 48.83| 47.23| 46.92 | 63.59   | 67.54   | 64.20  | 50.05| 49.54| 49.17 | 65.71   | 70.84   | 66.13  |
| Olympic         | 72.98| 70.34| 74.53 | 80.08   | 83.19   | 87.01  | 73.95| 79.11| 76.02 | 83.19   | 86.88   | 89.24  |
| Poker           | 72.11| 69.65| 72.98 | 84.65   | 87.91   | 91.03  | 74.46| 70.97| 74.52 | 87.11   | 89.34   | 93.06  |
| IntelSensors    | 9.45 | 11.45| 13.99 | 36.23   | 37.08   | 58.10  | 10.02| 13.01| 14.38 | 37.82   | 38.03   | 60.39  |
| Tags            | 30.45| 28.67| 29.45 | 42.68   | 40.18   | 39.04  | 33.10| 30.08| 31.14 | 45.28   | 43.21   | 41.02  |
| Aggrawal5       | 78.34| 77.45| 80.41 | 84.92   | 88.34   | 90.38  | 77.19| 79.02| 80.93 | 85.99   | 90.02   | 93.01  |
| Aggrawal10      | 70.12| 68.34| 70.23 | 74.99   | 78.32   | 88.02  | 71.04| 70.16| 71.88 | 75.38   | 79.14   | 90.49  |
| Hyperplane5     | 55.62| 56.23| 58.93 | 65.76   | 66.98   | 83.87  | 56.45| 57.22| 59.39 | 66.28   | 67.57   | 85.09  |
| Hyperplane10    | 62.05| 63.66| 62.07 | 70.45   | 73.98   | 75.06  | 65.39| 67.20| 66.14 | 74.82   | 78.05   | 81.80  |
| Hyperplane20    | 53.56| 54.37| 54.02 | 63.74   | 66.59   | 72.30  | 56.93| 59.14| 57.92 | 66.72   | 70.56   | 78.03  |
| RF5             | 40.04| 38.45| 42.19 | 50.10   | 57.67   | 66.48  | 42.06| 41.99| 40.86 | 52.19   | 59.37   | 68.27  |
| RF10            | 80.18| 78.56| 82.40 | 90.48   | 92.36   | 92.78  | 83.47| 81.59| 84.99 | 92.12   | 94.82   | 94.97  |
| RF20            | 69.45| 67.84| 73.29 | 82.19   | 84.48   | 88.82  | 72.19| 70.48| 76.44 | 85.11   | 87.81   | 90.26  |
| RandomTree5     | 53.18| 52.88| 54.01 | 70.24   | 71.93   | 83.08  | 55.98| 54.80| 57.73 | 73.89   | 74.84   | 85.30  |
| RandomTree10    | 45.29| 47.21| 47.93 | 58.90   | 64.32   | 67.98  | 46.12| 48.52| 49.11 | 60.05   | 66.30   | 69.93  |
| RandomTree20    | 31.63| 33.19| 35.02 | 50.02   | 53.87   | 63.01  | 32.79| 33.90| 36.14 | 51.58   | 55.20   | 64.97  |
| Aggrawal10       | 19.83| 20.04| 21.38 | 36.29   | 43.22   | 59.42  | 20.02| 20.88| 22.94 | 38.01   | 44.87   | 60.33  |

**Note:** The table above provides the results for pmAUC and pmGM for each dataset and concept drift detector. The update time is given in seconds for each batch.
shows that despite the fact of monitoring some performance less than 70% of classes were being affected, reaching the being affected by drift, both PerfSim and DDM-OCI returned tors when facing local drifts. For more than 90% of classes they did not perform significantly better than standard detec-

The underlying classifier that lost any adaptation capabilities, as drift detectors were never signaling any change being present. Such results clearly support our earlier statement that standard drift detectors cannot handle local changes, as statistics they monitor relate to the entire stream, not specific classes. Furthermore, in the case of imbalanced multi-class drifting streams, the underlying bias toward the majority class had a strong impact on those statistics. This damaged the reactivity of those detectors to an even greater degree, as changes happening in minority classes were obscured by static properties of the majority class.

Comparison with skew-insensitive drift detectors. This experiment showed the weak side of the skew-insensitive drift detectors published so far. While they can display some robustness to changing class ratios and global concept drift, they did not perform significantly better than standard detectors when facing local drifts. For more than 90% of classes being affected by drift, both PerfSim and DDM-OCI returned satisfactory performance. Their quality started degrading when less than 70% of classes were being affected, reaching the lowest plateau for less than 30% of classes being affected. This shows that despite the fact of monitoring some performance metrics for each class (like DDM-OCI monitors recall) they do not extract strong enough properties of those classes to properly detect local drifts. Only when the majority of classes become subject to concept drift those detectors can pick up local changes.

**RBM-IM sensitivity to local drifts.** RBM-IM displayed an excellent sensitivity to local drifts, even when they affected only a single class. This observation holds for any data set, any imbalance ratio, and any total number of classes. This can be contributed to the effectiveness of the reconstruction error, used as a change detection metric, combined with storing compressed information about each class independently, and being able to compare reconstruction error for each class individually. This allows RBM-IM to detect local drifts that at a given moment affect any number of classes.

**Answer to RQ3:** RBM-IM is the only drift detector among the examined ones that can correctly detect local concept drifts, even when they affect only a single minority class. This allows to gain a better understanding of what is the exact nature of changes affecting the data stream and which classes should be more carefully analyzed to discover useful knowledge. This RBM-IM’s capability of offering at the same time global and local concept drift detection is a crucial step towards explainable drift detection and gaining deeper insights into dynamics behind data streams, especially those imbalanced.

**E. Experiment 3: Robustness to changing imbalance ratio**

The third experiment was designed for evaluating the robustness of the examined drift detectors to changing imbalance ratio, especially for extremely imbalanced cases (IR > 400). This will allow us to test the flexibility and trustworthiness of skew-insensitive mechanisms used in the detectors and to see how reliable they are. For each of 12 benchmark data streams, we created scenarios in which we generate varying imbalance ratios from 50 to 500. Fig. 9 depicts the behavior of the six drift detectors under various levels of class imbalance for the pmAUC metric. We do not show plots for pmGM as, analogously to the previous experiment, they have very similar characteristics.

**Analyzing robustness to changing imbalance ratios.** As expected the standard drift detectors cannot handle any class imbalance ratios and do not return any acceptable results, omitting drift detection. This can be seen in the extremely poor performance of the underlying classifier that stopped being updated and could not handle new incoming concepts. Two reference skew-insensitive detectors maintain an acceptable robustness to small and medium imbalance ratios (IR < 200), but start to critically fail with further increasing IR. At extreme levels of IR they performance becomes similar to standard detectors. This shows that none of the existing detectors can handle high imbalance ratios in multi-class data streams. RBM-IM offers excellent and stable robustness, filling the gap and providing a sought-after robust drift detection approach. We can contribute this to a combination of the used loss function and the ability of RBM-IM to continually learn from the stream. This is a massive advantage, as all other drift
detectors are using some preset rules for deciding if the drift is present or not. RBM-IM can learn the current distribution in a skew-insensitive manner, making its drift detection much more accurate and not affected by the imbalance ratio.

**Answer to RQ4:** RBM-IM offers excellent robustness to various levels of dynamic imbalance ratio in multi-class scenarios. Due to its trainable nature, RBM-IM is capable of quickly adapting to the current state of any stream and re-aligning its own structure regarding class ratios and class roles. This is the only drift detector displaying robustness to extremely high levels of class imbalance (IR > 400).

**VII. Lessons Learned**

Let us now present a short summary of insights and conclusions that were drawn from both the theoretical and experimental parts of this paper.

**Unified view on challenges in imbalanced multi-class data streams.** Continual learning from non-stationary and skewed multiple distributions is a challenging topic that requires more attention from the research community. It offers an excellent field for developing and evaluating novel learning algorithms, while calling for enhancing our models with various valuable robust characteristics. Three mutually complementary scenarios were identified by us, each dealing with different learning difficulties embedded in the nature of data.

**Advantages of trainable drift detector.** To the best of our knowledge, the existing state-of-the-art drift detectors are realized as external modules that track some properties of the stream and use them to decide if a drift should be detected or not. However, those models use static rules for determining the degree of change that constitutes drift presence. This significantly limits them in capturing unique properties of each concept and thus may negatively impact their reactivity to changes. We propose to use a trainable drift detector that can extract and store the most important characteristics of the current state of the stream and use them to make an informative and guided decision on deciding whether the underlying classifier should be retrained or not.

**Handling global and local drifts.** Most of the works in drift detection focus on detecting global drifts that affect the entire stream. Detectors gather information from every single instance and use those statistics to make a decision. However, this makes them less sensitive to local drifts that affect only certain classes. The situation becomes even more challenging when combined with multi-class imbalanced distributions. Here, local drifts affecting the minority classes would go unnoticed, as gathered statistics will be biased towards the majority classes. This shows the importance of monitoring each individual class for local changes.

**Impact of class imbalance on drift detection.** Not enough attention has been given to the interplay between the concept drift and class imbalance. We observed that imbalanced distributions will directly affect each drift detector in two possible ways: (i) enhancing the presence of small changes in the majority classes; and (ii) diminishing the importance of changes in the minority classes. The former problem is caused by statistics gathered from more abundant classes that will dominate the detector and thus may cause false alarms, as even small changes will be magnified by the sheer disproportion among classes. The latter problem is caused by the minority classes not contributing enough to the drift detector statistics and thus not being able to trigger it to cause an alarm.

**VIII. Conclusions and future works**

In this work, we have discussed an important area of learning from multi-class imbalanced data streams under concept drift. We proposed a unifying taxonomy of challenges that may be encountered when learning from such data, and identified three realistic scenarios representing various types of learning difficulties. This was the first complete attempt to understand and organize challenges arising in this area of machine learning. We introduced RBM-IM, a novel and trainable drift detector for monitoring changes for continual learning from multi-class imbalanced data streams. Our research was motivated by an apparent lack of drift detection methods designed for skewed multi-class and evolving streams. We developed our drift detector on the basis of the Restricted
Boltzmann machine neural network with a skew-sensitivities loss function.

In our future works, we plan to combine RBM-IM with techniques for handling underfitting (to make it applicable to small data streams), as well as make it robust to adversarial concept drifts that may be injected by a malicious party as a poisoning attack.
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