Mesoscopic fluctuations of the single-particle Green’s function at Anderson transitions with Coulomb interaction
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Using the two-loop analysis and the background field method we demonstrate that the local pure scaling operators without derivatives in the Finkelstein nonlinear sigma model can be constructed by straightforward generalization of the corresponding operators for the noninteracting case. These pure scaling operators demonstrate multifractal behavior and describe mesoscopic fluctuations of the single-particle Green’s function. We determine anomalous dimensions of all such pure scaling operators in the interacting theory within the two-loop approximation.

I. INTRODUCTION

Anderson transition is a quantum phase transition (QPT) driven by disorder. During more than half a century of a research after the seminal paper \cite{1}, a vast knowledge on Anderson transitions has been accumulated (see Ref. \cite{2} for a review). Typically, this transition separates a metallic phase and an Anderson insulator. In the presence of nontrivial topology, e.g. as in the case of integer quantum Hall effect or time-reversal topological insulators, Anderson transition occurs between distinct topological phases. Similar to an ordinary QPT, Anderson transition is characterized by a divergent correlation/localization length $\xi$ and by critical scaling of physical observables. A striking feature of Anderson transition is existence of strong mesoscopic fluctuations of electron wave functions which lead to multifractal behavior at criticality \cite{3,5}. The consequence of multifractality of wave functions is the following scaling behavior of moments of the local density of states (LDOS) with a system size $L$:

$$
\frac{\langle \rho(E, r) \rangle_{\text{dis}}}{\langle \rho(E) \rangle_{\text{dis}}} \propto L^{-\Delta_q},
$$

(1)

where the critical exponent $\Delta_q \leq 0$ is a nonlinear function of nonnegative integer $q$.

For a long time multifractality in disordered systems remains a theoretical concept which was studied in numerical experiments only (see Refs. \cite{2,6,7} for a review). Recently, situation was changed dramatically. On the one hand, it was realized that multifractality of LDOS leads to strong enhancement of superconducting transition temperature \cite{8,12}, responsible for instabilities of surface states in topological superconductors \cite{13,14}, results in strong mesoscopic fluctuations of Kondo temperature \cite{15,16}, and affects the Anderson orthogonality catastrophe \cite{18}. On the other hand, a signature of multifractality has been found experimentally in an electron system in diluted magnetic semiconductor Ga\textsubscript{1-x}Mn\textsubscript{x}As \cite{19}, in ultrasound waves propagating through a system of randomly packed Al beads \cite{20}, in light waves spreading in an array of dielectric nanoneedles \cite{21}.

Typically, relations of a type of Eq. (1) suffer from existence of subleading corrections. The moments of the LDOS are remarkable due to absence of such corrections to scaling in Eq. (1). In fact, there are many more correlation functions which at Anderson transition demonstrate pure scaling behavior similar to Eq. (1) with negative critical exponents \cite{22}. Recently, a recipe for construction of such pure scaling observables from disorder-averaged combinations of electron wave functions (or, alternatively, single-particle Green’s functions) at different spatial points was proposed \cite{23}.

The theoretical framework for description of Anderson transition is provided by the nonlinear sigma model (NLSM) \cite{24}. Within NLSM approach the critical exponents $\Delta_q$ are determined by the anomalous dimensions of certain pure scaling operators without spatial derivatives. The set of all such pure scaling operators (with negative and positive critical exponents) has been found with the help of the group-theoretical treatment of the NLSM manifold \cite{22}. Remarkably, in Ref. \cite{23} the exact symmetry relations between critical exponents of these pure scaling operators have been proven.

The above progress in understanding of multifractal behavior of electron wave functions have been developed for Anderson transitions in the absence of interactions. Metal-insulator transitions can occur in the presence of both disorder and electron-electron interaction \cite{24,27}. In this case they are usually termed as Mott-Anderson transitions (see Refs. \cite{28,29} for a review). Typically, not only Coulomb but even short-range electron-electron interaction is a relevant perturbation in the renormalization-group (RG) sense for a noninteracting fixed point describing Anderson transition. Then Mott-Anderson transition corresponds to an interacting fixed point for which, in general, a set of critical exponents is different from the set for a noninteracting case.

Until recently, a fate of multifractality at Mott-Anderson transitions has been not known. In Refs. \cite{30,32} it was demonstrated within NLSM treatment in $d = 2 + \epsilon$ dimensions that the scaling of LDOS, Eq. (1),
exists at metal-insulator transitions in the presence of Coulomb interaction. In agreement with general expectations, critical exponents $\Delta_q$ differ from their values for a noninteracting fixed point. We emphasize that survival of multifractality in LDOS in the case of Coulomb interaction is not obvious a priori because of the so-called zero-bias anomaly, i.e., strong suppression of the disorder-averaged LDOS at the Fermi energy [33, 34]. The statement of Refs. [30–32] about existence of multifractality of LDOS in the presence of Coulomb interaction is in agreement with an earlier numerical analysis in the framework of functional density theory [37], and by the Hartree-Fock simulation of the problem [38]. The considerations of Refs. [30, 32] were limited to moments of the LDOS which, as it was shown there, correspond to pure scaling operators of the Finkel'stein NLSM.

In this paper, we answer a more general question: what are pure scaling operators of the Finkel'stein NLSM which describe mesoscopic fluctuations of the single-particle Green’s function at Mott-Anderson transition? Quite surprisingly, we find that these pure scaling operators of the Finkel'stein NLSM can be constructed by straightforward generalization of pure scaling operators without derivatives known for the noninteracting NLSM. Within the two-loop approximation we determine anomalous dimensions of all such pure scaling operators in the interacting theory. We demonstrate that anomalous dimensions are modified by the presence of interaction.

The paper is organized as follows. In Sec. II we remind formalism of the Finkel’stein NLSM. The procedure of construction of local operators without spatial derivatives will be explained in Sec. III. In Sec. IV we present the results of two-loop renormalization of local operators without spatial derivatives and demonstrate that the pure scaling operators in the Finkel’stein NLSM are straightforward generalization of the pure scaling operators of the noninteracting theory. The two-loop arguments are supported by the background field renormalization method in Sec. V. We conclude the paper with the discussion of experimental relevance of our results and summary of our findings (Sec. VI). Some necessary details of two-loop analysis and background field renormalization are given in Appendix.

II. NONLINEAR SIGMA MODEL FORMALISM

The effective field theory in the case of preserved spin-rotational and time-reversal symmetries is defined in a standard way [28, 29]. It is formulated for a matrix field $Q$ which takes values in a symmetric space $G/K$ with $G = \text{Sp}(2N)$ and $K = \text{Sp}(N) \times \text{Sp}(N)$. The rank of the sympletic group is given by $N = 4N_cN_m$, where $N_r$ denotes a number of replica and $N_m$ stands for a number of Matsubara frequencies involved. The factor 4 corresponds to the spin and Nambu (particle-hole) spaces. The effective action can be written as follows

$$S = -g^2 \int dr \text{Tr}(\nabla Q)^2 + 4\pi T Z_0 \int dr \text{Tr} \eta Q - \pi T^4 \sum_{\alpha,\beta,\gamma} \Gamma_j \int dr \text{Tr} \left[ f^{\alpha r}_{n} t_{rj} Q \right] \text{Tr} \left[ f^{\alpha r}_{n} t_{rj} Q \right].$$  (2)

Here we introduce the following matrices

$$\eta^{\alpha\beta}_{nm} = n \delta_{nm} \delta^{\alpha\beta} t_{00}, \quad (f^{\gamma}_{k})^{\alpha\beta}_{nm} = \delta_{n-m,\delta^{\alpha\beta}} \delta^{\alpha\gamma} t_{00},$$  (3)

where $\alpha, \beta = 1, \ldots, N_r$ stands for replica indices and indices $n, m$ correspond to the Matsubara fermionic frequencies $\varepsilon_n = \pi T (2n + 1)$ ($T$ stands for the temperature). The sixteen matrices $t_{rj}$ act in a tensor product of the spin (subscript $j$) and Nambu (subscript $r$) spaces. The indices $r$ and $j$ of matrices $t_{rj}$ indicate its decomposition by the basis of tensor products of the unit and Pauli matrices in these spaces, i.e.,

$$t_{rj} = \tau_r \otimes s_j, \quad r, j = 0, 1, 2, 3.$$  (4)

Here matrices $\tau_0$ and $s_0$ stand for the $2 \times 2$ unit matrices and

$$\tau_1/s_1 = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right), \quad \tau_2/s_2 = \left( \begin{array}{cc} 0 & -i \\ i & 0 \end{array} \right), \quad \tau_3/s_3 = \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right).$$

The total (including spin) dimensional (in units $e^2/h$) Drude conductivity is denoted by $g$. The interaction amplitudes $\Gamma_j$ (for the singlet channel, $\Gamma_0 = \Gamma_s$, and for the triplet channel, $\Gamma_1 = \Gamma_2 = \Gamma_3 = \Gamma_t$) describe electron-electron interaction in the particle-hole channel. In this paper we neglect the interaction in the Cooper channel. The parameter $Z_0$ takes into account nontrivial frequency renormalization under the RG flow [27]. The bare value of $Z_0$ is unity. For computation of physical observables with the NLSM action (2) one needs to take two limits: $N_m \to \infty$ and $N_r \to 0$. We note that the former limit is tricky and should be performed in a way consistent with the gauge invariance (see Ref. [39] for details).

Matrix $Q(r)$ describes local rotations around the spatially independent matrix $A$:

$$Q = T^{-1} A T, \quad A^{\alpha\beta}_{nm} = \text{sgn} \epsilon_n \delta_{nm} \delta^{\alpha\beta} t_{00},$$  (5)

where the matrices $T \in G$ obey the following relations

$$C(T^{-1})^T = T C, \quad T^T C = CT^{-1}.$$  (6)

Here $C = i\eta_{12}$ and $T^T$ denotes the matrix transpose of $T$. Therefore the matrix $Q$ is subjected to the local nonlinear constraint, $Q^2(r) = 1$, satisfies $\text{Tr} Q = 0$ and charge-conjugate condition,

$$Q = Q^\dagger = C^T Q^T C.$$  (7)
III. LOCAL OPERATORS WITHOUT DERIVATIVES

The simplest local operator without derivatives is given as
\[ K_1(E) = \frac{1}{4} \text{Re} \mathcal{P}_1^+(E), \] (8)
where the retarded correlation function \( \mathcal{P}_1^+(E) \) can be obtained from its Matsubara counterpart
\[ \mathcal{P}_1(i\varepsilon_n) = \text{sp}(Q^\alpha_n) \] (9)
after standard analytic continuation, \( i\varepsilon_n \rightarrow E + i0^+ \). Here the symbol sp denotes the trace over spin and Nambu spaces. There is no summation over a replica index \( \alpha \). Physically, \( K_1(E) \) corresponds to the disorder-averaged LDOS:
\[ K_1(E) = \frac{(\rho(E))^{\text{dis}}}{\rho_0}, \quad \rho(E) = -\frac{1}{\pi} \text{Im} G_{EE}^+(r, r). \] (10)
Here \( G_{EE}^+(r, r') \) is the single-particle Green’s function for a given realization of disorder. The quantity \( \rho_0 \) stands for the density of states (including spin) at the energy \( E \sim 1/\tau \). We note that the energy \( E \) is counted from the Fermi level. Since \( K_1(E) \) represents the disorder-averaged density of states this is no surprise that it is pure scaling operator under the action of the renormalization group.

The local operator without derivatives which involves two \( Q \) matrices can be written as follows
\[ K_2(E_1, E_2) = \frac{1}{64} \sum_{p_1, p_2 = \pm} p_1 p_2 \mathcal{P}_2^\alpha_{p_1 p_2}^\alpha \mathcal{P}_2^\beta_{p_1 p_2}^\beta (E_1, E_2). \] (11)
Here the correlation function \( \mathcal{P}_2^\alpha_{p_1 p_2}^\alpha (E_1, E_2) \) can be obtained from the Matsubara correlation function
\[ \mathcal{P}_2^\alpha_{p_1 p_2}^\alpha (i\varepsilon_{n_1}, i\varepsilon_{n_2}) = \langle \text{sp} Q^\alpha_{n_1} \text{sp} Q^\alpha_{n_2} \rangle \]
\[ + p_2 \langle \text{sp} [Q^\alpha_{n_1} (r) Q^\alpha_{n_2} (r)] \rangle \] (12)
by standard analytic continuation to the real frequencies: \( i\varepsilon_{n_1} \rightarrow E_1 + ip_1 0^+ \) and \( i\varepsilon_{n_2} \rightarrow E_2 + ip_2 0^+ \). Here \( \alpha_1 \) and \( \alpha_2 \) are two different fixed replica indices. The operator \( K_2(E_1, E_2) \) is parametrized by a real number \( p_2 \). For \( p_2 = -2 \) this operator describes the two-point correlation function of LDOS averaged over disorder realizations:
\[ K_2(E_1, E_2) = \rho_0^{-2} \langle \rho(E_1, r) \rho(E_2, r) \rangle^{\text{dis}}. \] (13)
Recently, it was shown within the two-loop approximation to the Finkel’stein NLSM that the operator \( K_2(E_1, E_2) \) in the case of \( \mu_2 = -2 \) is the pure scaling operator [32].

A general operator which involves the number \( q \) of matrix fields \( Q \) can be defined as
\[ K_q(E_1, \ldots , E_q) = \frac{1}{2^q q!} \sum_{p_1, \ldots , p_q = \pm} \prod_{j=1}^q p_j \]
\[ \times \mathcal{P}_q^\alpha_{p_1 p_2}^\alpha \mathcal{P}_q^\beta_{p_1 p_2}^\beta (E_1, \ldots , E_q). \] (14)

Here \( \mathcal{P}_q^\alpha_{p_1 p_2}^\alpha \mathcal{P}_q^\beta_{p_1 p_2}^\beta (E_1, \ldots , E_q) \) can be read from the imaginary time correlation function
\[ \mathcal{P}_q^\alpha_{p_1 p_2}^\alpha (i\varepsilon_{n_1}, \ldots , i\varepsilon_{n_q}) = \sum_{(k_1, \ldots , k_q)} \mu_{k_1, \ldots , k_q} \langle A_{k_1, \ldots , k_q} \rangle, \]
\[ A_{k_1, \ldots , k_q} = \prod_{r=k_1}^{k_q} \text{sp} [Q^\alpha_{n_{r1}} Q^\alpha_{n_{r2}} \cdots Q^\alpha_{n_{rj}}], \] (15)
after the analytic continuation to the real frequencies: \( \varepsilon_{n_j} \rightarrow E_j + ip_j 0^+ \). The sum in Eq. (15) is performed over partitions of \( q \), i.e. over all sets of positive integer numbers \{\( k_1, \ldots , k_q \)\} which satisfy the following conditions: \( k_1 + k_2 + \cdots + q = q \) and \( k_1 \geq k_2 \geq \cdots \geq k_q > 0 \). There is no summations over replica indices which are assumed to be all different, \( \alpha_j \neq \alpha_k \) if \( j \neq k \) for \( j, k = 1, \ldots , q \). In what follows we choose such normalization that \( \mu_{1,1,\ldots,1} = 1 \).

In the absence of interactions, \( \Gamma_1 = 0 \), the NLSM action reduces to the first line in Eq. (2). Since the energy of diffusive modes conserves without interactions, one can project \( Q \) matrix to the \( 2 \times 2 \) subspace of given positive and negative Matsubara frequencies. In this way the group \( G \) reduces to \( \tilde{G} = \text{Sp}(8N) \) and the effective action becomes \( K \)-invariant, i.e. invariant under rotations \( Q \rightarrow U^{-1}QU \) with \( U \in \tilde{K} = \text{Sp}(4N) \times \text{Sp}(4N) \). Then operators \( K_q \) can be averaged over \( U \) rotations and resulting \( K \)-invariant operators can be classified with respect to irreducible representations of \( \tilde{G} \). Each irreducible representation will contain single \( K \)-invariant pure scaling operator [22 23]. We note that (i) the above classification can be done for an arbitrary number of replica \( N_p \) and (ii) one can work with non \( K \)-invariant operators as well.

In the presence of interactions, application of the scheme described above is complicated by the following reasons. At first, the Finkel’stein NLSM action is not \( K \)-invariant. Secondly, the classification of \( K_0 \) operators with respect to irreducible representations of the group \( G \) is far from being obvious due to the limit \( N_m \rightarrow \infty \). Because of these circumstances we employ two-loop renormalization procedure in order to fix sets of the coefficients \( \mu_{k_1,\ldots,k_q} \) which correspond to pure scaling operators.

IV. TWO-LOOP RENORMALIZATION OF \( K_q \)

In order to find a set of proper coefficients \( \mu_{k_1,\ldots,k_q} \) which correspond to a pure scaling operator \( K_q \) we perform two-loop renormalization of the operator \( K_q \). As well known, in such perturbative (in \( 1/g \)) treatment one encounters divergencies. For the purpose of regularization of the quantum theory, we add the mass term to the NLSM action [4]:
\[ S \rightarrow S_h = S + \frac{g \hbar^2}{8} \int dr \text{Tr} \Lambda Q. \] (16)
In addition, we will use the dimensional regularization scheme and start to work in \( d = 2 + \epsilon \) dimensions.
For the perturbative treatment (in $1/g$) of the action (2) one needs to resolve the nonlinear constraint $Q^2(r) = 1$. For this purpose, we use the square-root parametrization

$$Q = W + \Lambda \sqrt{1 - W^2}, \quad W = \begin{pmatrix} 0 & w \\ \bar{w} & 0 \end{pmatrix}. \quad (17)$$

In what follows we adopt the following notations: $W_{nm} = w_{nm}$ and $W_{mn} = \bar{w}_{nm}$ where $n \geq 0$ and $m < 0$. The two blocks of matrix $W$ are related as

$$\bar{w} = -Cw^T C, \quad w = -Cw^* C. \quad (18)$$

Expanding the action $S_0$ in $W$ to the second order, we find the following propagators for the diffusive modes. For $r = 0, 3$ and $j = 0, 1, 2, 3$ they become

$$\tilde{D}_p^{-1}(i\omega_n) = p^2 + h^2 + 16Z\omega_n'/g \quad (20)$$

and diffusions renormalized by interaction in the singlet ($D_p^{(0)}(\omega) \equiv D_p^s(\omega)$) and triplet ($D_p^{(1)}(\omega) = D_p^{(2)}(\omega) = D_p^{(3)}(\omega) \equiv D_p^t(\omega)$) channels:

$$[D_p^t(i\omega_n)]^{-1} = p^2 + h^2 + 16(Z + \Gamma_s/|\omega_n|)/g. \quad (21)$$

The propagators of modes with $r = 1, 2$ and $j = 0, 1, 2, 3$ (cooperons) coincide with standard diffusions in the absence of interaction in the Cooper channel:

$$\tilde{D}_p^{-1}(i\omega_n) = \frac{2}{g} \delta_{n1} \delta_{m1} \delta_{n2} \delta_{m1} \times \delta_{n1, n2} \delta_{m1} \delta_{m2} \times \delta_{m1, m2} \times \delta_{m1} \delta_{m2}. \quad (22)$$

At first, we remind known results of the one-loop renormalization. The disorder-averaged LDOS at $T = E = 0$ can be written as [27]:

$$\frac{\langle \rho(E = 0) \rangle_{\text{dis}}}{\rho_0} = \sqrt{Z}, \quad Z = 1 - \frac{h^2 t}{\epsilon} \sum_{j=0}^{3} \ln(1 + \gamma_j). \quad (23)$$

Here we introduce $\gamma_j = \Gamma_j/Z\omega$ and dimensionless resistivity $t = 8\Delta_0/\epsilon$ where $\Delta_0 = 1/[2\pi^{3/2}\Gamma(1/2)]$ ($t = 2/(\tau g)$ in $d = 2$). The renormalized conductance is given as

$$g' = g \left[1 + \frac{a_1 h'^c}{\epsilon} \right], \quad a_1 = 1 + \sum_{j=0}^{3} f(\gamma_j). \quad (24)$$

where

$$f(\gamma) = 1 - (1 + 1/\gamma) \ln(1 + \gamma). \quad (25)$$

It will also important to take into account renormalization of the momentum scale $h'$. The corresponding renormalized momentum scale $h'$ is related with $h$ as follows $g'h'^2 = gh^2Z^{1/2}$. Within the one-loop approximation, one can find [11]

$$h' = h \left[1 - \frac{t h'^c}{2\epsilon} \sum_{j=0}^{3} \left[ f(\gamma_j) + \frac{1}{2} \ln(1 + \gamma_j) \right] \right]. \quad (26)$$

In order to find renormalization of the operator $K_q$ within two-loop approximation it is convenient to consider its irreducible part $K_q$, which can be obtained from definition [11] by substitution $Q \rightarrow Q - (Q)$. From here and onwards $(\ldots)$ stands for the average with respect to the action $S_0$. This trick makes it possible to use only one-loop expression for $Z$. Additional reason to work with irreducible operator $K_q$ is the fact that two-loop contribution to it vanishes for $q \geq 5$. Since the two-loop computation is standard and very close to the one presented in Ref. [32], here we present final result. Necessary technical details are given in Appendix A. Within the two-loop approximation a reducible operator $K_q$ can be written in the following form at $T = 0$

$$K_q(E_1 = 0, \ldots, E_q = 0) = Z^{q/2} m_q, \quad q \geq 2. \quad (27)$$

Here

$$m_q' = m_q \left[1 + \frac{b_1 h'^c}{\epsilon} + \frac{t h'^c}{e^2} \left( b_2 + c b_3 \right) \right], \quad (28)$$

where $m_q$ is due to normalization convention for operators $K_q$. The coefficients $b_1, b_2, b_3$ depend on the interaction parameters $\gamma_j$ and coefficients $\mu_{k_1, \ldots, k_q}$:

$$b_1 = \mu_{2,1,1,\ldots,1}, \quad b_3 = \mu_{2,1,1,\ldots,1} \sum_{j=0}^{3} c(\gamma_j)/4, \quad (29)$$

The function

$$c(\gamma) = 2 + \frac{2 + \gamma}{\gamma} \ln 2(1 + \gamma) \quad (30)$$

involves the polylogarithm $\text{li}_2(x) = \sum_{k=1}^{\infty} x^k/k^2$. We note that $\mu_{3,1,1,\ldots,1} = 0$ for $q = 2$ and $\mu_{2,2,1,1,\ldots,1} = 0$ for $q = 3, 3$. Applying the minimal subtraction scheme (see e.g. [12]) to Eq. [28], we can obtain the anomalous dimension of $m_q'$. In order to have it finite in the limit $\epsilon \to 0$ the condition $b_2 = b_1 (b_1 - a_1)/2$ should be satisfied. As follows from Eqs. [29] this condition is equivalent to the following equation for the coefficients $\mu_{k_1, \ldots, k_q}$:

$$\mu_{2,1,1,\ldots,1}^{2} + \mu_{2,1,1,\ldots,1} = 3\mu_{2,1,1,\ldots,1} + 2\mu_{2,2,1,\ldots,1} + q(q-1). \quad (31)$$
Since the pure scaling operator $K_q$ should have a well-defined anomalous dimension, Eq. (31) should be satisfied by a set of its coefficients $\mu_{k_1, \ldots, k_q}$. Moreover, since Eq. (31) is nonlinear for $\mu_{2,1,\ldots,1}$, in general, it cannot be satisfied with coefficients $\mu_{k_1, \ldots, k_q}$ which correspond to linear combinations of two pure scaling operators. Surprisingly, Eq. (31) is independent of interaction parameters $\gamma_t$ and $\gamma_{\alpha}$. This means that Eq. (31) is satisfied by the sets $\{\mu_{k_1, \ldots, k_q}\}$ which determine pure scaling operators in the noninteracting problem. For $q = 1$, we have the noninteracting problem which corresponds to pure scaling operators in Table I. As one can check they satisfy Eq. (31). We mention that for $q = 2$ Eq. (31) allows to determine possible values of the coefficient $\mu_2$ (equal to -2 and 1) and, therefore, allows us to find all possible pure scaling operators with $q = 2$. In order to determine all coefficients in the set $\{\mu_{k_1, \ldots, k_q}\}$ for $q \geq 3$, one needs to analyze next orders in the loop expansion. In the next section, we present arguments based on the background field renormalization method why we expect that the sets $\{\mu_{k_1, \ldots, k_q}\}$ which determine the pure scaling operators in the noninteracting problem do determine the pure scaling operators in the interacting problem as well.

Provided Eq. (31) is satisfied, the anomalous dimension of the corresponding pure scaling operator in the two-loop approximation is given as

$$
\frac{d \ln m_q^2}{dy} = \zeta_q^{(\mu)} = \mu_{2,1,1,\ldots,1}[t + \frac{t^2}{2} \sum_{j=0}^3 \zeta(j)] + O(t^3).
$$

(32)

Here $y = \ln 1/h'$. We emphasize that within the two-loop approximation the anomalous dimension of the pure scaling operator $\zeta_q^{(\mu)}$ is fully determined by the single coefficient $\mu_{2,1,1,\ldots,1}$. The critical exponent $\Delta^{(\mu)}$ for the pure scaling operator $K_q^{(\mu)}$ is equal to the corresponding anomalous dimension $\zeta_q^{(\mu)}$ at the fixed point.

We remark that similar situations is known for the noninteracting problem where the anomalous dimension of pure scaling operators are known up to the forth loop order [22, 43]:

$$
\zeta_q^{(\mu)} = \mu_{2,1,1,\ldots,1}t + c_3(3)t^4 + O(t^5).
$$

(33)

Here $\zeta(z)$ denotes the Riemann zeta function and the coefficients $c_3$ computed in Refs. [22, 43] are listed in Table I for $q = 2, 3$ and 4. Since $c(0) = 0$ our result [22] is in agreement with the noninteracting result [43].

V. BACKGROUND FIELD RENORMALIZATION

The results of the previous section indicate that the sets of coefficients $\{\mu_{k_1, \ldots, k_q}\}$ which determine local pure scaling operators without derivatives for the Finkelstein NLSM coincide, in fact, with ones known from the noninteracting theory. Below in this section we present additional arguments based on the background field method which support this observation.

In order to employ the background field renormalization method we split the matrix field $Q$ into fast $\hat{Q}$ and slow $Q_0 = \hat{T}_0^{-1}A\hat{T}_0$ components: $Q = \hat{T}_0^{-1}\hat{Q}\hat{T}_0$. The fast and slow modes are separated in the Matsubara frequency space by an energy scale $\xi_A$ such that $2\pi T \ll \xi_A \ll 2\pi T N_m$. In particular, the slow mode is trivial at high frequencies: $|\epsilon_n| > \xi_A$ or $|\epsilon_n| > \xi_A$. The first non-trivial example is the background field renormalization of the bilinear in $Q$ operators. For them there are two basis operators $A_{1,1}$ and $A_2$. In the background field method they transform as

$$
A_{1,1} \rightarrow \langle \hat{Q}_m^{(\alpha)}\hat{Q}_n^{(\alpha)}\hat{Q}_m^{(\alpha)}\hat{Q}_n^{(\alpha)} \rangle \sim \langle \hat{T}_0^{-1}\hat{Q}_m^{(\alpha)}\hat{Q}_n^{(\alpha)}\hat{Q}_m^{(\alpha)}\hat{Q}_n^{(\alpha)} \rangle_T f,
$$

and

$$
A_2 \rightarrow \langle \hat{T}_0^{-1}\hat{Q}_m^{(\alpha)}\hat{Q}_n^{(\alpha)}\hat{Q}_m^{(\alpha)}\hat{Q}_n^{(\alpha)} \rangle_T f,
$$

(34)

Here $\langle \ldots \rangle_T$ denotes the average over fast modes $\hat{Q}$. We emphasize that in order the right hand sides of Eqs. (34) to result in the bilinear in $Q_0$ contributions the Matsubara frequency indices of matrices $\hat{T}_0$ and $\hat{T}_0^{-1}$ should be ‘small’, $\max\{|\epsilon_{n'}|, |\epsilon_{m'}|, |\epsilon_{n''}|, |\epsilon_{m''}|\} < \xi_A$. We note that the separation on slow and fast modes is enough to perform in the operators only. The renormalization of the NLSM action and renormalization of these bilinear in $Q_0$ operators with small Matsubara frequencies are independent from each other. Therefore, in order to evaluate averages in the right hand side of Eq. (34) one needs to know the two-point correlation function of the fast

| $q = 2$ | $q = 3$ | $q = 4$ |
|---------|---------|---------|
| $\mu_{1,1,1}$ | 1 | 1 | 1 |
| $\mu_{2,1}$ | -1 | -5 | -2 |
| $\mu_{2,2}$ | 12 | -2 | 7 |
| $c_3$ | 32 | -3 | 2 |

Table I. The coefficients $\mu_{k_1, \ldots, k_q}$ and $c_3$ for the pure scaling operators with $q = 2, 3$ and 4 taken from Refs. [22, 43] (see text).
fields, \(\langle \hat{Q}^{\alpha_1\alpha_2'}_{n'n''} \hat{Q}^{\alpha_2\alpha_3'}_{m'm''} \rangle_f \), with ‘small’ Matsubara frequencies only.

We start from treating the two-point correlation function of the fast modes within one-loop approximation. Expanding the matrix field \(\hat{Q}\) to the second order in \(W\) (see Eq. (17)) and using Eqs. (19) and (22), we find

\[
\begin{align*}
\left( \frac{A_2[Q]}{A_{1,1}[Q]} \right) & \to [1 + 2(Z^{1/2} - 1)] \left( \frac{A_2[Q_0]}{A_{1,1}[Q_0]} \right) \\
& - \frac{thc}{c} M_2 \left( \frac{A_2[Q_0]}{A_{1,1}[Q_0]} \right),
\end{align*}
\]

where the mixing matrix

\[
M_2 = \begin{pmatrix} 1 & -1 \\ -2 & 0 \end{pmatrix}.
\]  

The eigenvalues (with a minus sign) of the matrix \(M_2\) are equal to \(\lambda_2^{(1)} = -2\) and \(\lambda_2^{(2)} = 1\). The corresponding eigenoperators becomes

\[
P_2^{(-2)} = A_{1,1} - 2A_2, \quad P_2^{(1)} = A_{1,1} + A_2.
\]  

This implies the values of \(\mu_2\) equal to \(-2\) and \(1\) in accordance with Table II. We emphasize that within one-loop approximation the mixing matrix \(M_2\) is independent of interaction parameters \(g_\alpha\) and \(\gamma_\tau\). They appear in the overall factor \([1 + 2(Z^{1/2} - 1)]\) only.

Next we argue why the mixing matrix \(M_2\) remains the same in all orders in \(t\). We start from the correlation function \(\langle \hat{Q}^{\alpha_1\alpha_2'}_{n'n''} \hat{Q}^{\alpha_2\alpha_3'}_{m'm''} \rangle_f\) with \(n'n'' < 0\) and \(m'm'' < 0\). Since in the case of \(mn < 0\) the expansion of \(Q_{nm}\) in powers of \(W\) in the square-root parametrization consists of the single term \(-W\), the correlation function has the same structure as the propagator \((W_{n'n''}^{\alpha_1\alpha_2'} W_{m'm''}^{\alpha_2\alpha_3'})\) but with the renormalized parameters. Within one-loop approximation this fact was verified explicitly for \(\alpha_1 \neq \alpha_2'\) in Ref. 32. In general, we can write for \(n'n'' < 0\), \(m'm'' < 0\) and \(n'm'' > 0\) (cf. Eq. (19))

\[
\langle [\hat{Q}_{r}]_{n'n''}^{\alpha_1\alpha_2'} [\hat{Q}_{r}]_{m'm''}^{\alpha_2\alpha_3'} \rangle_f = Z \delta^{\alpha_1\alpha_2'} \delta^{\alpha_2\alpha_3'} \delta_{n' - n'', m' - m''} \times B_1 \left[ \delta_{n'' - n'} + TC_1 \delta^{\alpha_1\alpha_2'} \right],
\]  

in the case \(r = 0, 3\) and \(j = 0, 1, 2, 3\), and

\[
\langle [\hat{Q}_{r}]_{n'n''}^{\alpha_1\alpha_2'} [\hat{Q}_{r}]_{m'm''}^{\alpha_2\alpha_3'} \rangle_f = Z \hat{B}_1 \delta^{\alpha_1\alpha_2'} \delta^{\alpha_2\alpha_3'} \delta_{n' - m'} \delta_{n'' - m''},
\]  

in the case \(r = 1, 2\) and \(j = 0, 1, 2, 3\). Here the functions \(B_1\) and \(C_1\) are diffusions with renormalized parameters \(g, \Gamma\) and \(Z_\omega\). The cooperon \(\hat{B}_1\) as well as mesoscopic diffusions \(B_1\) and \(C_1\) contain in their denominators the corresponding dephasing times induced by interaction and disorder. We consider length scales shorter than the dephasing length such that the renormalized cooperon \(\hat{B}_1\) becomes the same as the renormalized diffusion \(B_1\). We stress that the second term in the right hand side of Eq. (35) is proportional to the temperature and thus can be omitted at \(T \to 0\). The correlation function \(\langle \hat{Q}^{\alpha_1\alpha_2'}_{n'n''} \hat{Q}^{\alpha_2\alpha_3'}_{m'm''} \rangle_f\) for \(n'n'' < 0\) and \(m'm'' < 0\) can be obtained from Eqs. (38) and (39) with the help of Eq. (17).

Next we consider the correlation function \(\langle \hat{Q}^{\alpha_1\alpha_2'}_{n'n''} \hat{Q}^{\alpha_2\alpha_3'}_{m'm''} \rangle_f\) with \(n'n'' < 0\) and \(m'm'' > 0\). In this correlation function to be nonzero one has to take into account the non-Gaussian part of the action \(S_h\) which is odd in \(W\). The simplest contribution is due to the interaction part of the action \(S_h\) which is of the third order in \(W\). Evaluating the averages with the help of the Wick’s theorem, one can see that the summation index \(n\) in Eq. (2) becomes restricted to the region of small energies, \(|\omega_n| > \varepsilon_\Lambda\). Thus, due to the presence of \(T\) in the interaction part of the action (2), this simplest contribution to the two-point correlation function with \(n'n'' < 0\) and \(m'm'' > 0\) becomes proportional to the temperature. This argument can be extended to contributions of the higher order in \(W\). All in all, for \(n'n'' < 0\) and \(m'm'' > 0\) we find that

\[
\langle \hat{Q}^{\alpha_1\alpha_2'}_{n'n''} \hat{Q}^{\alpha_2\alpha_3'}_{m'm''} \rangle_f \propto T.
\]  

Thus the two-point correlation function with \(n'n'' < 0\) and \(m'm'' > 0\) does not contribute at \(T = 0\).

Next we consider \(\langle \hat{Q}^{\alpha_1\alpha_2'}_{n'n''} \hat{Q}^{\alpha_2\alpha_3'}_{m'm''} \rangle_f\) with \(n'n'' > 0\), \(m'm'' > 0\), and \(n'm'' < 0\). In this case the lowest order contribution comes from the expansion of each fast field \(Q\) to the second order in \(W\). The evaluation of averages with the help of the Wick’s theorem and Eqs. (19) and (22) suggests the following general result at \(T = 0\):

\[
\langle [\hat{Q}_{r}]_{n'n''}^{\alpha_1\alpha_2'} [\hat{Q}_{r}]_{m'm''}^{\alpha_2\alpha_3'} \rangle_f = Z \delta^{\alpha_1\alpha_2'} \delta^{\alpha_2\alpha_3'} \delta_{n' - n'', m' - m''} \times B_1 \left[ \delta_{n'' - n'} + TC_1 \delta^{\alpha_1\alpha_2'} \right]
\]

\[
\times \delta_{n'm''} \delta_{n'm''} \delta^{\alpha_1\alpha_2'} \delta^{\alpha_2\alpha_3'}.
\]  

We note that the following relation, \(\hat{B}_2 \equiv B_2\), holds due to the charge-conjugation constraint (4).

At last, we discuss \(\langle \hat{Q}^{\alpha_1\alpha_2'}_{n'n''} \hat{Q}^{\alpha_2\alpha_3'}_{m'm''} \rangle_f\) with \(n'n'' > 0\), \(m'm'' > 0\), and \(n'm'' < 0\). As in the previous case, the lowest order contribution is given by expansion of \(Q\) to the second order in \(W\). Evaluation the averages with the help of Eqs. (19) – (22) and the Wick’s theorem suggests the following result for \(T = 0\):

\[
\langle \hat{Q}^{\alpha_1\alpha_2'}_{n'n''} \hat{Q}^{\alpha_2\alpha_3'}_{m'm''} \rangle_f = Z B_3 \delta^{\alpha_1\alpha_2'} \delta^{\alpha_2\alpha_3'}.
\]  

We emphasize that such simple form of the two-point correlation function of fast fields, Eqs. (39) – (42), is due to (i) zero-temperature limit and (ii) smallness of frequency indices, \(\text{max}\{|\omega_n|, |\omega_m|, |\omega_{n'}|, |\omega_{m'}|\} < \varepsilon_\Lambda\).

Using Eqs. (39) – (42), we perform averaging over the
fast fields in Eqs. (34) and find
\[
\left(\frac{A_2[Q]}{A_{1,1}[Q]}\right) \rightarrow Z(1 + B_3)/2 \left(\frac{A_2[Q_0]}{A_{1,1}[Q_0]}\right) + 2Z(B_1 - B_2)M_2 \left(\frac{A_2[Q_0]}{A_{1,1}[Q_0]}\right) \tag{43}.
\]
Comparing Eq. (43) with Eq. (45), one can see that Eq. (37) holds beyond one-loop approximation and, in general, the pure scaling operators bilinear in \( Q \) correspond to \( \mu_2 = -2 \) and \( \mu_2 = 1 \).

The background field renormalization method for local operators of higher order in \( Q \) (for \( q = 3 \) and 4) within one-loop approximation for the fast fields is presented in Appendix B. Using arguments similar to given above one can extend the one-loop results of Appendix B to all orders in \( t \).

VI. DISCUSSIONS AND CONCLUSIONS

The results of the previous sections directly imply that the Finkel’stein NLSM supports a large class of pure scaling operators which can be constructed as a straightforward generalization of pure scaling operators known for the noninteracting NLSM. We emphasize that these operators, Eq. (15), are not invariant under rotations in the Matsubara and replica spaces. In striking contrast with the noninteracting case, the set of local pure scaling operators without derivatives in the Finkel’stein NLSM is not exhausted by these non-gauge invariant operators. For example, it is known that the operator in the second line of the NLSM action can be used to construct the gauge-invariant operator. In the Finkel’stein NLSM there exist local gauge invariant operators which involve three and four \( Q \) matrices. We note that in the case of such operators the background field renormalization of the NLSM action interferes with the renormalization of the operators. The detailed discussion of such gauge-invariant operators is beyond the scope of the present paper.

As we have already mentioned, the operator \( \mathcal{K}_2^{(-2)} \) can be expressed as the second moment of the LDOS, see Eq. (13). Alternatively, the same operator can be written in terms of the following two-point correlation function of single-particle Green’s function:
\[
\mathcal{K}_2^{(-2)} \propto \langle \text{Im} G_E^+(r, r) \text{Im} G_E^+(r', r') \rangle + 2 \langle \text{Im} G_E^+(r', r) \text{Im} G_E^+(r, r') \rangle_{\text{dis}}, \tag{44}
\]
Here we assume the distance between two points \( r \) and \( r' \) satisfies the following condition:
\[
\lambda_F \ll |r - r'| \ll l, \tag{45}
\]
where \( \lambda_F \) and \( l \) stand for the Fermi length and elastic mean free path, respectively. The other pure scaling operator bilinear in \( Q \) can be expressed via single-particle Green’s function in a similar way:
\[
\mathcal{K}_2^{(1)} \propto \langle \text{Im} G_E^+(r, r) \text{Im} G_E^+(r', r') \rangle - \langle \text{Im} G_E^+(r', r) \text{Im} G_E^+(r, r') \rangle_{\text{dis}}, \tag{46}
\]
where the points \( r \) and \( r' \) satisfy condition (45). Alternatively, pure scaling operator \( \mathcal{K}_2^{(1)} \) can be written in terms of the spatial correlation function of LDOS:
\[
\mathcal{K}_2^{(1)} \propto \langle 3\rho(E, r)\rho(E, r') - \rho(E, r)\rho(E, r) \rangle_{\text{dis}}, \tag{47}
\]
where again the distance \(|r - r'|\) is restricted by the inequality (45). In general, all pure scaling operators \( \mathcal{K}_q^{(\mu)} \) can be expressed in terms of disorder-averaged spatial correlation functions of single-particle Green’s functions or, alternatively, LDOS. This means that the scaling behavior of pure scaling operators can be extracted from accurate analysis of data obtained from scanning tunneling microscopy.

In this paper we consider the system with preserved time-reversal and spin-rotational symmetries. Similar results and conclusions can be obtained for the other cases in which time-reversal or/and spin-rotational symmetries are broken. In the case of broken spin-rotational but preserved time-reversal symmetries our results allow to predict the behavior of LDOS in scanning tunneling spectroscopy maps at the surface of three dimensional topological insulator.

In summary, we demonstrated that the local pure scaling operators without derivatives in the Finkel’stein nonlinear sigma model can be constructed by straightforward generalization of corresponding operators for the noninteracting case. These pure scaling operators describe mesoscopic fluctuations of the single-particle Green’s function and the local density of states in the presence of electron-electron interaction. We determined anomalous dimensions of such pure scaling operators in the interacting theory within the two-loop approximation. Similar to the noninteracting case, approximately half of these pure scaling operators demonstrate multifractal behavior.
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Appendix A: Details of the two-loop renormalization of \( \mathcal{K}_q \). As we discussed in the main...
text it is convenient to work with irreducible operators \( \tilde{K}_q \). The irreducible operators corresponding to \( \mathcal{P}_q \) will be denoted as \( \tilde{P}_q \).

1. Bilinear in Q operators

We start from operators \( K_q \) which are quadratic in \( Q \). In the one-loop approximation, i.e. in the first order in \( 1/V \), there is nonzero contribution to \( \tilde{P}_q^{\alpha_1\alpha_2}(i\varepsilon_{n_1}, i\varepsilon_{n_2}) \) for \( n_1n_2 < 0 \) only. We find for \( n > 0 \) and \( m < 0 \)

\[
\tilde{P}^{\alpha_1\alpha_2(1)}_q(i\varepsilon_n, i\varepsilon_m) = \mu_2 \langle \text{sp} [u^{\alpha_1}_m 
abla u^{\alpha_2}_n] \rangle = \frac{128\mu_2}{g} \int_q D_q(i\Omega)_{nn}.
\]  

(A1)

Here we introduce \( \int_q \equiv \int dq/2\pi \). After the analytic continuation to real frequencies and setting afterwards \( T = E_1 = E_2 = 0 \) we find the following one-loop result

\[
\tilde{K}^{(1)}_2 = \mu_2 \frac{h}{\epsilon}.
\]  

(A2)

In the second order in \( 1/V \) the nonzero contributions to \( \tilde{P}^{\alpha_1\alpha_2}_q(i\varepsilon_{n_1}, i\varepsilon_{n_2}) \) exist for both with \( n_1n_2 > 0 \) and \( n_1n_2 < 0 \). In the case \( n_1 > 0 \) and \( n_2 > 0 \), we can write

\[
\tilde{P}^{\alpha_1\alpha_2(2)}_q(i\varepsilon_{n_1}, i\varepsilon_{n_2}) = \frac{\mu_2}{8} \sum_{\beta_1\beta_2} \sum_{m_1m_2} \langle \text{sp} [u^{\alpha_1}_{m_1} w^{\alpha_2}_{m_2} u^{\beta_1}_{m_1} w^{\beta_2}_{m_2} \nabla u^{\alpha_2}_{m_1}] \rangle.
\]  

(A3)

Using Wick’s theorem, we obtain

\[
\tilde{P}^{\alpha_1\alpha_2(2)}_q(i\varepsilon_{n_1}, i\varepsilon_{n_2}) = -\mu_2 \left( \frac{64}{g} \right) \sum_{j=0}^{3} \frac{\pi T_j}{g} \sum_{\omega_m > \varepsilon_{n_2} > 0} \int_q \frac{D_q(i\omega_m + i\Omega_2)D_p(i\omega_m)D_p^{(i)}(i\omega_m) + (\varepsilon_1 \leftrightarrow \varepsilon_2)}{(\varepsilon_1 - \varepsilon_2)}.
\]  

(A4)

After the analytic continuation to the real energies, \( \varepsilon_{n_1,2} \to E_{1,2} + i0^+ \), we obtain

\[
\tilde{P}^{\alpha_1\alpha_2(2)\leftrightarrow(2)}_q(E_1, E_2) = -\mu_2 \left( \frac{32}{g} \right) \sum_{j=0}^{3} \frac{\Gamma_j}{ig} \int_{-\infty}^{\infty} d\omega \int_q \frac{D_q(\omega + E_1 - E_2)D_p(\omega)D_p^{R(i)}(\omega) + (E_1 \leftrightarrow E_2)}{(\omega - E_1)}.
\]  

(A5)

where \( F_\omega = \text{tanh}[\omega/(2T)] \) stands for the equilibrium fermionic distribution function and \( D_p^{R(i)}(\omega) \) denotes the retarded propagator corresponding to \( D_p(i\omega) \). Again setting \( E_1 = E_2 = T = 0 \) and using the Feynman’s trick

\[
\frac{1}{ABC} = \int_0^1 \prod_{i=1}^3 \int_{x_i} dx_i \delta \left( \sum_{i} x_i - 1 \right) \left( \frac{2}{A(x_1 + Bx_2 + Cx_3)} \right)^3
\]  

which allows us to perform integrations over momenta \( q \) and \( p \), we obtain

\[
\tilde{P}^{\alpha_1\alpha_2(2)\leftrightarrow(2)}_q = \left( \frac{16}{g} \right) \sum_{j=0}^{3} \frac{\gamma_j \Gamma_j (1 - \epsilon) h \epsilon^2}{\epsilon (1 - \epsilon/2) \epsilon^{3/2}} \int_0^1 \prod_{i=1}^3 \int_{x_i} dx_i \delta \left( \sum_{i} x_i - 1 \right) \frac{x_2^{1-\epsilon/2}(1-x_2)^{-1-\epsilon/2}}{1 + \gamma_j x_3}.
\]  

(A6)

Here \( A_j = \Omega_j^2 \Gamma^2(1 - \epsilon/2) \Gamma^2(1 + \epsilon/2) \). Omitting vanishing in the limit \( \epsilon \to 0 \) terms, we can perform integration over Feynman’s variables \( x_i \):

\[
\int_0^1 \frac{dx_2}{x_2(1-x_2)^{1+\epsilon/2}(1-x_3+a_2x_2)} = -\frac{2 \log(1 + \gamma_j)}{\epsilon(1+\gamma_j)} - \frac{2 \gamma_j}{1 + \gamma_j} \frac{\partial}{\partial x} \left[ F_2 \left( 1, 1, 1; x, \frac{\gamma_j}{1+\gamma_j} \right) \right]_{x=1} + \frac{\partial}{\partial x} \left[ F_2 \left( 1, 1, x; 2, \frac{\gamma_j}{1+\gamma_j} \right) \right]_{x=1} + O(\epsilon).
\]  

(A7)

Next, using the following property of a hypergeometric \( 3F_2 \) function:

\[
\frac{\partial}{\partial x} F_2 \left( 1, 1, 1; 2, x; \frac{\gamma}{1+\gamma} \right) \bigg|_{x=1} = \frac{\partial}{\partial x} F_2 \left( 1, 1, x; 2, 1; \frac{\gamma}{1+\gamma} \right) \bigg|_{x=1} = \frac{(1+\gamma) \log^2(1+\gamma)}{2\gamma}.
\]  

(A8)
we find

\[ \tilde{P}_2^{\alpha_1 \alpha_2; ++}(2) = -8\mu_2 \frac{\ell^2}{\epsilon^2} \sum_{j=0}^3 \left[ \ln(1 + \gamma_j) - \frac{\epsilon}{4} \ln^2(1 + \gamma_j) \right]. \] (A10)

The two-loop contribution to \( \tilde{P}_2^{\alpha_1 \alpha_2}(i\varepsilon_n, i\varepsilon_m) \) with \( n_1 \geq 0 \) and \( m_1 < 0 \) is equal to

\[ \tilde{P}_2^{\alpha_1 \alpha_2; \pm}(i\varepsilon_n, i\varepsilon_m) = -\frac{1}{4} \sum_{n_1, m_1} \sum_{\beta_1, \beta_2} \langle \langle \text{sp}[w_{n_1 m_1}^\alpha \bar{w}_{m_1 n_1}^\beta] \cdot \text{sp}[w_{n_1 m_2}^\alpha \bar{w}_{m_2 n_1}^\beta] \rangle \rangle + \mu_2 \left\langle \text{sp}[w_{n_1 m_1}^\alpha \bar{w}_{m_1 n_1}^\alpha] \right\rangle \left[ S_{h,4} + \frac{1}{2} S_{h,3} \right]. \] (A11)

Here irreducible average is defined as usual, \( \langle \langle AB \rangle \rangle = \langle AB \rangle - \langle A \rangle \langle B \rangle \). The expansion of the action \( S_h \) to the third and forth orders in \( W \) leads to the terms \( S_{h,3} \) and \( S_{h,4} \):

\[ S_{h,3} = \sum_{j=0}^3 \sum_{r=0,3}^{\frac{\pi T T_j}{4}} \int d\rho Tr I_n^3 r_j W Tr I_n^3 r_j AW^2, \] (A12)

and

\[ S_{h,4} = \frac{g}{128} \int_{q_1, \ldots, q_4} \delta \left( \sum_{k=1}^4 q_k \right) \sum_{\beta_1, \ldots, \beta_4, n_3, m_4} \text{sp}[w_{n_1 m_2}^{\beta_1 \beta_2} (q_1) w_{m_2 n_4}^{\beta_3 \beta_4} (q_2) w_{n_4 m_3}^{\beta_3 \beta_1} (q_3) w_{m_3 n_2}^{\beta_2 \beta_4} (q_4) \right] \left[ (q_1 + q_2)(q_3 + q_4) + (q_1 + q_4)(q_2 + q_3) - 2h^2 - \frac{16Z_\omega}{g} (\Omega_{n_3 n_4}^\epsilon + \Omega_{n_4 m_1}^\epsilon) \right] \sum_{j=0}^3 \sum_{r=0,3}^{\frac{\pi T T_j}{16}} \int d\rho Tr I_n^3 r_j AW^2 Tr I_n^3 r_j AW^2. \] (A13)

After the evaluation of averages in Eq. (A11) with the help of the Wick’s theorem, we obtain

\[ \tilde{P}_2^{\alpha_1 \alpha_2; \pm}(i\varepsilon_n, i\varepsilon_m) = -2 \left( \frac{16}{g} \int D_q (i\Omega_{nm}) \right)^2 + 2\mu_2 \left( \frac{16}{g} \right)^2 \int_{pq} \left[ p^2 + q^2 + h^2 + \frac{16Z_\omega}{g} \Omega_{nm} \right] D_p (i\Omega_{nm}) D_q^2 (i\Omega_{nm}) \]

\[ + \mu_2 \left( \frac{64}{g} \right)^2 \sum_{j=0}^3 \left( \sum_{\omega_j > \varepsilon_n} + \sum_{\omega_j < -\varepsilon_n} \right) \frac{\pi T T_j}{g} \int_{pq} D_p^2 (i\Omega_{nm}) [p^2 + q^2 + h^2 + \frac{16Z_\omega}{g} (\Omega_{nm} + \omega_n) D_q (i\omega_n) D_q^2 (i\Omega_{nm} + i\omega_n)] \]

\[ - \mu_2 \left( \frac{64}{g} \right)^2 \sum_{j=0}^3 \sum_{\omega_j > \varepsilon_n} \frac{2\pi T T_j}{g} \left[ 1 - \frac{16\Gamma^+ \varepsilon_n}{g} \int_{pq} D^{+q}_{p+q} (i\omega_n) \right] D_p^2 (i\Omega_{nm}) D_p (i\Omega_{nm} + i\omega_n). \] (A14)

After the analytic continuation to the real energies in Eq. (A11), we obtain \( \Omega = E_1 - E_2 \)

\[ \tilde{P}_2^{\alpha_1 \alpha_2; ++}(2) (E_1, E_2) = -2 \left( \frac{16}{g} \int D_q (\Omega) \right)^2 + 2\mu_2 \left( \frac{16}{g} \right)^2 \int_{pq} \left[ p^2 + q^2 + h^2 - \frac{16Z_\omega}{g} \Omega \right] D_p^2 (\Omega) D_q^2 (\Omega) \]

\[ + \mu_2 \left( \frac{64}{g} \right)^2 \sum_{j=0}^3 \frac{\Gamma^j}{4ig} \int_{p-q}^{\infty} dw D_p^2 (\Omega) \left[ p^2 + q^2 + h^2 - \frac{16Z_\omega}{g} (\Omega + \omega) \right] \left( D_{E_1 - E_2} (\Omega) D_q^2 (\omega) D_q^{R(j)} (\omega) \right) \]

\[ - \mu_2 \left( \frac{64}{g} \right)^2 \sum_{j=0}^3 \frac{\Gamma^j}{2ig} \int_{p-q}^{\infty} dw D_p^2 (\Omega) \left[ 1 + \frac{16\Gamma^j \varepsilon_n}{g} D^{R(j)} (\omega) \right] D_q^2 (\Omega) D_p^2 (\Omega - \omega). \] (A15)

Here we introduce the bosonic distribution function \( B_\omega = \text{coth}(|\omega|/(2T)) \). Next, we set energies and temperature to zero, \( E_1 = E_2 = T = 0 \). Integrals can be evaluated in a standard way. We illustrate evaluation by the most
Although the interaction parameters \( \gamma_j \) are renormalized at the one-loop level (see Refs. 22, 23), we do not need to take it into account since \( b_1 \) is independent of \( \gamma_j \). To

complicated integral:

\[
I = \int_0^\infty d\omega \int_{pq} \mathcal{D}^{R(j)}(\omega) \mathcal{D}^{R2}(0) \mathcal{D}^{R}(\omega) = \frac{A\Gamma(1-\epsilon)h^{2\epsilon}}{\epsilon!^2(1-\epsilon/2)} \int_0^1 \prod_{i=1}^3 dx_i \delta \left( \sum_i x_i - 1 \right) \frac{x_2(x_1x_2 + x_2x_3 + x_3x_1)^{1-\epsilon/2}}{(1 + \gamma_j)x_1 + x_3)^2}.
\]

To integrate over Feynman’s variable we use the following parametrization \( x_3 = \frac{1-u}{s^2+1}, x_2 = \frac{s}{s^2+1}, \) and \( x_1 = \frac{u}{s^2+1} \), with \( 0 < u < 1 \), and \( 0 < s \leq \infty \). Then we obtain

\[
I = \int_0^1 du \frac{[u(1-u)]^{1-\epsilon/2}B(1-\epsilon/2)}{(1 + \gamma_j)u^2} \int_0^1 \prod_{i=1}^3 dx_i \delta \left( \sum_i x_i - 1 \right) \frac{x_2(x_1x_2 + x_2x_3 + x_3x_1)^{1-\epsilon/2}}{(1 + \gamma_j)x_1 + x_3)^2},
\]

where \( B(a, b) \) is the Euler’s beta-function. Using the asymptotic expansion of the hypergeometric function:

\[
2F_1(2, -\epsilon, 1 - \epsilon/2; 1 - u + u^2) \simeq 1 - \epsilon \left( \frac{1 - u + u^2}{u - u^2} - \ln(u - u^2) \right) + O(\epsilon^2),
\]

we find

\[
I \simeq - \frac{22\gamma_j}{\epsilon} - (2 + \gamma_j)\ln(1 + \gamma_j) - \frac{2}{1 + \gamma_j} + \frac{2(2 + \gamma_j)}{\gamma_j^3} \left( \ln(1 + \gamma_j) + 2\ln(1 + \gamma_j) + \frac{\ln^2(1 + \gamma_j)}{4} \right).
\]

As a total result, we obtain

\[
\kappa_2^{(2)} = \frac{32 l^2 h^{2\epsilon}}{\epsilon^2} \left( -1 + \mu_2 + \frac{\mu_2}{2} \right) + 8\mu_2 \frac{l^2 h^{2\epsilon}}{\epsilon^2} \sum_{j=0}^3 \left[ 2f(\gamma_j) + 3\ln(1 + \gamma_j) - \frac{2 + \gamma_j}{\gamma_j} \left( \ln(1 + \gamma_j) + 2\ln(1 + \gamma_j) + li_2(-\gamma_j) \right) + \frac{1}{4} \ln^2(1 + \gamma_j) \right],
\]

Combining Eq. (A10) and (A20), we obtain the two-loop contribution to the irreducible correlation function

\[
\kappa_2^{(2)} = \frac{l^2 h^{2\epsilon}}{4\epsilon^2} \left( 4 - 2\mu_2(2 + \epsilon) - 2\mu_2 \sum_{j=0}^3 [f(\gamma_j) + 2\ln(1 + \gamma_j)] - \mu_2 \epsilon \sum_{j=0}^3 [\ln(1 + \gamma_j) + 2f(\gamma_j) - c(\gamma_j)] \right).
\]

The reducible correlation function can be obtained from the irreducible one with the help of the following relation: \( \kappa_2^{(2)} = Z + \tilde{\kappa}_2^{(2)} \). We introduce the quantity \( m'_2 \) such that the relation \( \kappa_2^{(2)} = Zm'_2 \) holds. Using Eqs. (A2) and (A21), we obtain Eq. (28) for \( m'_2 \) with

\[
b_1 = \mu_2, \quad b_2 = 1 - \mu_2 - \frac{\mu_2}{2} \sum_{j=0}^3 f(\gamma_j), \quad b_3 = \frac{\mu_2}{4} \sum_{j=0}^3 c(\gamma_j).
\]

In order to find the anomalous dimension of \( m'_2 \), we will use the minimal subtraction scheme (see e.g. 12). We introduce dimensionless quantity \( t = t' h^{\epsilon} \) and, using Eqs. (24) and (25), express \( t \) and \( m_2 \) as

\[
t = (h')^{-\epsilon} Z_1, \quad m_2 = m'_2 Z_{m_2}.
\]

Although the interaction parameters \( \gamma_j \) are renormalized at the one-loop level (see Refs. 22, 23), we do not need to take it into account since \( b_1 \) is independent of \( \gamma_j \). To

the lowest orders in \( t \) the renormalization parameters can be found as

\[
Z_1 = 1 + \frac{a_1}{\epsilon} t,
\]

and

\[
Z^{-1}_{m_2} = 1 + \frac{b_1}{\epsilon} t + \frac{t^2}{\epsilon^2} \left[ b_2 + b_1 a_1 + e b_3 \right].
\]

Now the anomalous dimension of \( m'_2 \) can be derived in a standard manner from the condition that \( m_2 \) does not depend on the momentum scale \( h' \). In this way, one finds within two-loop approximation:

\[
-\frac{d\ln m'_2}{dy} = \zeta_2 = b_2 t + 2t^2 \left[ b_3 + \frac{1}{\epsilon} \left( b_2 - \frac{b_1}{2} (b_1 - a_1) \right) \right].
\]

The anomalous dimension (A26) has finite limit at \( \epsilon \to 0 \) provided the condition

\[
b_2 = b_1 (b_1 - a_1)/2
\]
holds. This is equivalent to the algebraic equation for $\mu_2$ (see Eq. (31)):

$$\mu_2^2 + \mu_2 - 2 = 0.$$  \hspace{1cm} (A28)

The striking feature of this equation is its independence of the interaction parameters $\gamma_j$. There are two solutions $\mu_2 = -2$ and $\mu_2 = 1$ which determine two bilinear in $Q$ pure scaling operators. With the help of Eq. (A22), Eq. (A26) is reduced to Eq. (32).

2. Operators with three $Q$s.

The reducible operator $\mathcal{K}_3$ with three $Q$ matrices involves the following local operator

$$P_3^{\alpha_1\alpha_2\alpha_3}(i\varepsilon_n, i\varepsilon_m, i\varepsilon_k) = (sp Q_{nn}^{\alpha_1} sp Q_{nm}^{\alpha_2} sp Q_{mk}^{\alpha_3}) + \mu_2.1(sp Q_{nn}^{\alpha_1} Q_{mn}^{\alpha_2} Q_{kk}^{\alpha_3}) + \mu_3(sp Q_{nn}^{\alpha_1} Q_{mk}^{\alpha_2} Q_{kn}^{\alpha_3}).$$  \hspace{1cm} (A29)

It is convenient to represent the reducible operator $\mathcal{K}_3$ as a sum of the irreducible one, $\tilde{\mathcal{K}}_3$, and the pure scaling operators with two $Q$ matrices (we denote them as $\mathcal{K}_2^{(-2)}$ and $\mathcal{K}_2^{(1)}$):

$$\mathcal{K}_3 = \tilde{\mathcal{K}}_3 + \sqrt{Z} \left( \mathcal{K}_2^{(-2)} + 2\mathcal{K}_2^{(1)} + \frac{\mu_2.1}{3} (\mathcal{K}_2^{(1)} - \mathcal{K}_2^{(-2)}) - 2Z \right).$$  \hspace{1cm} (A30)

The irreducible correlation function $\tilde{\mathcal{K}}_3$ has no one-loop contribution. The two-loop contribution is related to the operator $\mathcal{A}_3$. We find

$$\tilde{\mathcal{K}}_3 = \frac{3\mu_2.1 h^{2\varepsilon}}{2\epsilon^4}.$$  \hspace{1cm} (A31)

Using Eqs. (A31) and (A22), from Eq. (A30) we obtain the relation $\mathcal{K}_3 = Z^{3/2}m'_4$ where $m'_4$ is given by Eq. (28) with

$$b_1 = \mu_2.1, \quad b_2 = 3 + \frac{3}{2}\mu_3 - \mu_2.1 - \frac{\mu_2.1}{2} \sum_{j=0}^{3} f(\gamma_j),$$

and

$$b_3 = \frac{\mu_2.1}{4} \sum_{j=0}^{3} c(\gamma_j).$$  \hspace{1cm} (A32)

Then the renormalizability condition (A27) yields the following equation (see Eq. (31)):

$$\mu_2.1^2 + \mu_2.1 = 3\mu_3 + 6.$$  \hspace{1cm} (A33)

Again this equation is independent of the interaction parameters $\gamma_j$ and satisfied by the coefficients $\mu_2.1$ and $\mu_3$ for noninteracting case from Table II.

3. Operators with four $Q$s.

The reducible operator $\mathcal{K}_4$ with four $Q$ matrices involves the following local operator

$$P_4^{\alpha_1\alpha_2\alpha_3\alpha_4}(i\varepsilon_n, i\varepsilon_m, i\varepsilon_k, i\varepsilon_l) = (sp Q_{nn}^{\alpha_1} sp Q_{nm}^{\alpha_2} sp Q_{kn}^{\alpha_3} sp Q_{ll}^{\alpha_4}) + \mu_2.1.sp Q_{nn}^{\alpha_1} Q_{mn}^{\alpha_2} Q_{kn}^{\alpha_3} Q_{ll}^{\alpha_4} + \mu_2.2.sp Q_{nm}^{\alpha_2} Q_{kn}^{\alpha_3} Q_{ll}^{\alpha_4} + \mu_3.1.sp Q_{nm}^{\alpha_2} Q_{mk}^{\alpha_3} Q_{kn}^{\alpha_4} + \mu_3.sp Q_{nm}^{\alpha_2} Q_{mk}^{\alpha_3} Q_{ll}^{\alpha_4}.$$

The reducible operator $\mathcal{K}_4$ can be written as a sum of the irreducible one, $\tilde{\mathcal{K}}_4$, and the pure scaling operators with two and three $Q$ matrices (we denote the latter as $\mathcal{K}_3^{(-6)}$, $\mathcal{K}_3^{(-1)}$, and $\mathcal{K}_3^{(3)}$):

$$\mathcal{K}_4 = \tilde{\mathcal{K}}_4 + 3Z^2 - 2Z \left( \mathcal{K}_2^{(-2)} + 2\mathcal{K}_2^{(1)} \right) - \frac{\mu_2.1.1}{3} Z \left( \mathcal{K}_2^{(1)} - \mathcal{K}_2^{(-2)} \right) + \frac{4}{15} Z^{1/2} \left( 9\mathcal{K}_3^{(-6)} + 9\mathcal{K}_3^{(-1)} + 5\mathcal{K}_3^{(3)} \right).$$  \hspace{1cm} (A34)

The irreducible correlation function $\tilde{\mathcal{K}}_4$ has no one-loop contribution. The two-loop contribution is related with the operator $\mathcal{A}_{2,2}$. We find

$$\tilde{\mathcal{K}}_4 = \frac{\mu_2.1.1 h^{2\varepsilon}}{2\epsilon^4}.$$  \hspace{1cm} (A36)

Using Eqs. (A36) and (A22), from Eq. (A25) we obtain the relation $\mathcal{K}_4 = Z^2m'_4$ where $m'_4$ is given by Eq. (28).
with
\[ b_1 = \mu_{2,1,1}, \quad b_3 = \frac{\mu_{2,1,1}}{4} \sum_{j=0}^{3} c(\gamma_j), \]
\[ b_2 = 6 + \mu_{2,2} + \frac{3}{2} \mu_{3,1} - \mu_{2,1,1} - \frac{\mu_{2,1,1}}{2} \sum_{j=0}^{3} f(\gamma_j). \]  

Then the renormalizability condition (A27) yields the following equation (see Eq. (A31)):
\[ \mu_{2,1}^2 + \mu_{2,1} = 3 \mu_{3,1} + 2 \mu_{2,2} + 12. \]  
Again this equation is independent of the interaction parameters \( \gamma_j \) and satisfied by the coefficients \( \mu_{2,1,1}, \mu_{3,1} \) and \( \mu_{2,2} \) for noninteracting case from Table I.

4. Operators with more than four \( Q_s \).

The irreducible operator \( \tilde{K}_q \) with \( q > 4 \) has no nonzero contributions within the two-loop approximation. Thus the reducible operator \( K_q \) can be fully expressed as a linear combination of pure scaling operators \( K_{q'}^\mu \) with \( q' < q \). We use the following relations valid within two-loop approximation
\[
\langle \prod_{j=1}^{q-1} \langle Q_{n_k n_j}^{\alpha_j} \rangle \rangle \simeq \prod_{j=1}^{q-1} \langle \langle Q_{n_k n_j}^{\alpha_j} \rangle \rangle + \prod_{j=1}^{q-2} \langle \langle \langle Q_{n_k n_j}^{\alpha_j} \rangle \rangle \rangle 
\]
\[
\times \left( q(q-1) \langle \langle Q_{n_k n_j}^{\alpha_j-\alpha_j-1} \cdot \langle Q_{n_k n_j}^{\alpha_j} \rangle \rangle \right),
\]  
\[ \text{(A37)} \]

\[
K_q = Z^{q/2} + \frac{q(q-1)}{6} Z^{(q-2)/2} \left( \kappa_2^{(-2)} + 2 \kappa_2^{(1)} - 3 Z \right) + \frac{\mu_{2,1,1} \ldots \mu_{q-3}}{3} Z^{(q-2)/2} \left( \kappa_2^{(1)} - \kappa_2^{(-2)} + \frac{(q-2)}{30} \mu_{2,1,1} \ldots \mu_{q-3} Z^{(q-3)/2} \right)
\]
\[
\times \left( -2 \kappa_3^{(-6)} - 3 \kappa_3^{(-1)} + 5 \kappa_3^{(3)} - 10 Z^{3/2} \kappa_2^{(-1)} + 10 Z^{1/2} \kappa_2^{(-2)} \right) + \frac{\mu_{3,1} \ldots \mu_{q-3}}{60} Z^{(q-3)/2} \left( 4 \kappa_3^{(-6)} - 9 \kappa_3^{(-1)} + 5 \kappa_3^{(3)} \right)
\]
\[
+ \mu_4 \ldots \mu_{q-4} Z^{(q-4)/2} \left( \frac{1}{105} \kappa_4^{(-12)} + \frac{2}{63} \kappa_4^{(-5)} + \frac{1}{180} \kappa_4^{(-2)} \right) - \frac{2}{45} \kappa_4^{(1)} + \frac{1}{60} \kappa_4^{(6)} 
\]
\[
+ \mu_{2,1,1} \ldots \mu_{q-4} Z^{(q-4)/2} \left( \frac{1}{105} \kappa_4^{(-12)} + \frac{2}{63} \kappa_4^{(-5)} + \frac{7}{90} \kappa_4^{(-2)} \right) - \frac{4}{45} \kappa_4^{(1)} + \frac{1}{30} \kappa_4^{(6)}. \]  
\[ \text{(A44)} \]

From [A41] we obtain the relation \( K_q = Z^{q/2} m_q \) where \( m_q \) is given by Eq. (A28) with coefficients \( b_j \) defined in Eq. (A29). Then the renormalizability condition (A27) is equivalent to Eq. (A31).

Appendix B: Background field method within one-loop approximation

In this Appendix we provide details for a background field renormalization method of the operators \( K_q \) (with \( q = 3, 4 \)) within one-loop approximation. As in the main text, we split the matrix field \( Q \) into fast \( \tilde{Q} \) and slow \( Q_0 = \tilde{T}_0^{-1} A \tilde{T}_0 \) components: \( Q = \tilde{T}_0^{-1} Q_0 \tilde{T}_0 \). In this appendix we will treat the fast modes \( Q \) by expansion to the lowest nontrivial order in \( W \). Using Eqs. (19) and (22), in
the limit of $T \to 0$ we obtain the following well-known contraction rules:

$$
\langle \text{Tr}(AW) \text{Tr}(BW) \rangle = Y \text{Tr} \left( AB + \Lambda \Lambda AB - ACH^T C \right) + \Lambda \Lambda \Lambda C B^T C \right), \quad Y = \frac{4}{g} \int_p D_p(0) \tag{B1}
$$

and

$$
\langle \text{Tr} ABW \rangle = Y \left( \text{Tr} A Tr B - \text{Tr}(\Lambda A) \text{Tr}(AB) + \text{Tr} ACH^T C - \text{Tr} \Lambda \Lambda \Lambda C B^T C \right). \tag{B2}
$$

A few remarks are in order here. At first, Eqs. (B1) and (B2) are derived under assumption that the fields $A$ and $B$ are slow whereas $W$ is fast. This allows us to neglect frequency dependence in diffusive modes. Secondly, due to the presence of interactions contractions (B1) and (B2) involve terms which are finite in the infrared and proportional to $T$. At $T = 0$ such terms can be safely neglected and contractions (B1) and (B2) are the same as in the noninteracting case.

1. Operators with three $Q$s

The basis for cubic in $Q$ operators involves the following three operators:

$$
\mathcal{A}_{1,1,1} = sp Q_{mq}^{\alpha_1} Q_{mn}^{\alpha_2} Q_{kl}^{\alpha_3},
\mathcal{A}_{2,1} = sp Q_{mn}^{\alpha_1} Q_{mn}^{\alpha_2} Q_{kk}^{\alpha_3},
\mathcal{A}_3 = sp Q_{mn}^{\alpha_1} Q_{mk}^{\alpha_2} Q_{kn}^{\alpha_3}.
$$

Within one-loop approximation (B1) and (B2) their transformation under the background field renormalization method is as follows:

$$
\begin{pmatrix}
\mathcal{A}_{1,1,1}[Q] \\
\mathcal{A}_{2,1}[Q] \\
\mathcal{A}_3[Q]
\end{pmatrix}
= [1 + 3(Z^{1/2} - 1)]
\begin{pmatrix}
\mathcal{A}_{1,1,1}[Q_0] \\
\mathcal{A}_{2,1}[Q_0] \\
\mathcal{A}_3[Q_0]
\end{pmatrix}
+ Y M_3
\begin{pmatrix}
\mathcal{A}_{1,1,1}[Q_0] \\
\mathcal{A}_{2,1}[Q_0] \\
\mathcal{A}_3[Q_0]
\end{pmatrix},
$$

where the matrix

$$
M_3 = \begin{pmatrix}
0 & 0 & -6 \\
-1 & 1 & -4 \\
0 & -3 & 3
\end{pmatrix}. \tag{B5}
$$

The eigenvalues (with a minus sign) of the matrix $M_3$ are $\lambda_2^{(1)} = -6$, $\lambda_2^{(2)} = -1$ and $\lambda_2^{(3)} = 3$. The corresponding eigenoperators are given as

$$
\mathcal{P}_2^{(-6)} = A_{1,1,1} - 6A_{2,1} + 8A_3,
\mathcal{P}_2^{(-1)} = A_{1,1,1} - A_{2,1} - 2A_3, \tag{B7}
\mathcal{P}_2^{(3)} = A_{1,1,1} + 3A_{2,1} + 2A_3.
$$

This implies exactly the same values of $\mu_2$ and $\mu_3$ as in Table II.

2. Operators with four $Q$s

For the operators with four $Q$s we use the following basis:

$$
\mathcal{A}_{1,1,1,1} = sp Q_{mn}^{\alpha_1} Q_{nm}^{\alpha_2} Q_{mn}^{\alpha_3} Q_{kl}^{\alpha_4},
\mathcal{A}_{2,1,1} = sp [Q_{mn}^{\alpha_1} Q_{mn}^{\alpha_2} Q_{mn}^{\alpha_3} Q_{kk}^{\alpha_4}],
\mathcal{A}_{3,1} = sp [Q_{nn}^{\alpha_1} Q_{kk}^{\alpha_2} Q_{nn}^{\alpha_3} Q_{kl}^{\alpha_4}],
\mathcal{A}_4 = sp [Q_{nn}^{\alpha_1} Q_{kk}^{\alpha_2} Q_{nn}^{\alpha_3} Q_{kk}^{\alpha_4}],
\mathcal{A}_{2,2} = sp [Q_{mn}^{\alpha_1} Q_{mn}^{\alpha_2} Q_{kk}^{\alpha_3} Q_{kl}^{\alpha_4}]. \tag{B8}
$$

Within one-loop approximation (B1) and (B2) they transform under the background field renormalization method as follows:

$$
\begin{pmatrix}
\mathcal{A}_{1,1,1,1}[Q] \\
\mathcal{A}_{2,1,1}[Q] \\
\mathcal{A}_{2,2}[Q] \\
\mathcal{A}_{3,1}[Q] \\
\mathcal{A}_4[Q]
\end{pmatrix}
= \begin{pmatrix}
1 + 4(Z^{1/2} - 1)
\end{pmatrix}
\begin{pmatrix}
\mathcal{A}_{1,1,1,1}[Q_0] \\
\mathcal{A}_{2,1,1}[Q_0] \\
\mathcal{A}_{2,2}[Q_0] \\
\mathcal{A}_{3,1}[Q_0] \\
\mathcal{A}_4[Q_0]
\end{pmatrix}
+YM_4
\begin{pmatrix}
\mathcal{A}_{1,1,1,1}[Q_0] \\
\mathcal{A}_{2,1,1}[Q_0] \\
\mathcal{A}_{2,2}[Q_0] \\
\mathcal{A}_{3,1}[Q_0] \\
\mathcal{A}_4[Q_0]
\end{pmatrix}, \tag{B9}
$$

where the matrix

$$
M_4 = \begin{pmatrix}
0 & -12 & 0 & 0 & 0 \\
-1 & 1 & -2 & -8 & 0 \\
0 & -2 & 2 & 0 & -8 \\
-3 & 0 & 3 & -6 & 0 \\
0 & -2 & 4 & -6 & 0
\end{pmatrix} \tag{B10}
$$

Eigenvalues (with a minus sign) of the matrix $M_4$ are $\lambda_4^{(1)} = -12$, $\lambda_4^{(2)} = -5$, $\lambda_4^{(3)} = -2$, $\lambda_4^{(4)} = 1$, and $\lambda_4^{(5)} = 6$. The corresponding eigenoperators are

$$
\mathcal{P}_4^{(-12)} = A_{1,1,1,1} - 12A_{2,1,1} + 12A_{2,2} + 32A_{3,1} - 48A_4,
\mathcal{P}_4^{(-5)} = A_{1,1,1,1} - 5A_{2,1,1} + 3A_{2,2} + 8A_{3,1} + 6A_4,
\mathcal{P}_4^{(-2)} = A_{1,1,1,1} - 2A_{2,1,1} + 7A_{2,2} - 8A_{3,1} + 2A_4,
\mathcal{P}_4^{(1)} = A_{1,1,1,1} + A_{2,1,1} - 2A_{2,2} - 2A_{3,1} - 4A_4,
\mathcal{P}_4^{(6)} = A_{1,1,1,1} + 6A_{2,1,1} + 3A_{2,2} + 8A_{3,1} + 6A_4. \tag{B11}
$$

This implies exactly the same values of $\mu_2, \mu_3, \mu_2$ and $\mu_4$ as in Table II.
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