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Abstract: The global life insurance industry has shown a phenomenal growth in number of companies, insurance products and their users. The digital revolution has played a pivotal role in the field of insurance too. Increased numbers of companies and insurance plans have increased the complexities and time involved in selection of appropriate policies. At present, major share of policy selling goes to the agents which may be biased and time consuming. The web aggregators too have failed to provide customized and personalized suggestions. Major portion of population still finds the selection of best insurance plan unfriendly and tedious. This huge volume of data requires intelligent system to facilitate efficient and effective retrieval, processing and management of the data from multiple dimensions. This research paper proposes a framework to provide a personalized life insurance recommender system using TOPSIS method of multi-criteria decision making. Point allocation method along with TOPSIS provides preference elicitation and list of recommended policies ranked according to closeness coefficients. Sensitivity analysis in the paper shows the effect of changing the policy features' preferences (criteria weights) on the final recommended products. The proposed framework helps in achieving computational excellence for efficient decision making with reduced complexity
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1. Introduction

Insurance policy is a contract in which insurer provide the assurance of financial support and security to the insured and his/her dependents in return of some assessed payment. Insurance can broadly classified as general insurance and life insurance. Life insurance further have sub-categories as Term (pure risk cover), Unit linked (insurance + investment benefits), Endowment (insurance cover + savings), Money back (insurance cover with periodic returns), Whole life (insurance for lifetime coverage), Retirement (financial independence post retirement) and Child's Plans (corpus for child’s education/marriage etc.). Life insurance has achieved tremendous success in all other insurance policy types as no one wants to get family suffered due to financial crisis. The life insurance industry is experiencing a huge content being induced from various insurance companies and their customers in the form of number of companies, plans, features and customers. This exponential growth of digital data over the internet has created requirement of techniques that can manage and organize data efficiently which could result in effective information retrieval on web (Dhuria, S. et al.2016)). Information retrieval should cater the heterogeneity and dynamic nature of data (Suri, P. & Taneja, H., 2010). Life Insurance Recommender Systems (LIRS) extricate the customers from confusion, agent's commissions and personal biases and wrong selection of products which in turn results in suggestions based on personalized requirements.

1.1. Recommender Systems

Recommender system (RS) is a subclass of information filtering system that provide the "rating" or "preference" a user would give to an item and suggests products and services accordingly (Isinkaye et al., 2015). RS find exhaustive usage in the field of music, movies, restaurants, e commerce, online games, books, research articles, wide range of services etc. Broadly, RS techniques can be classified in: Content based, Collaborative filtering based, Knowledge Based and Hybrid techniques. These traditional RS use explicit data (ratings) and implicit data (logs) to predict items for the users. Traditional RS could not be employed in insurance sector directly because of the dissimilarities in terms of item complexities, domain size, customer expertise, demographic features, user constraints and interaction frequency (Rokach et al., 2013). Insurance recommender system (IRS) should exhibit following characteristics:

1. Sensitivity: IRS should be sensitive enough towards the preference change. Preferences change with time, age, requirement and income. One can opt for different policies for the multi facet requirements such as periodic returns, tax benefit, investments, life security, retirement plans etc
2. Independency: IRS should not be dependent on the user ratings because insurance domain lacks frequent visits of users.
3. Critical in nature: Insurance selection is a critical decision in one’s life as insurance products are need based products not taste based. IRS helps in selecting a life insurance policy which is very important in one’s life as compared to any e-commerce products like movies, services, food, songs, books etc.

IRS provides adequate recommendations on the basis of customer's interaction history, demographics, preferences, similarity in customers’ profile or similarity in the content of various products.

1.2. MCDM

Multi-Criteria Decision Making (MCDM) are a part of operations research which are concerned with designing of decision making methodologies comprising of computational and mathematical tools for evaluation of criteria performance for various alternatives (Mardani et al. (2015), Kaur and Kadam (2017, 2019)). MCDM have played remarkable role in economy, insurance, portfolio selection, healthcare, medicine etc. It can be considered as a decision-making (DM) tool for real world problems based on both quantitative/qualitative factors in risky/certain/uncertain environments so as to find a suitable choice/plan/course of action among the available alternatives (Raju, K. S.; Kumar, N. D., 2013). DM is based on preferences of criterion (criterion weights) and optimal choice among alternatives. Objective measurements and value judgements are integrated in MCDM to make subjectivity explicit. MCDM have five components:

1. Goal (answer to the problem)
2. Preferences (opinions of the decision maker)
3. Alternatives (options of decisions)
4. Weight assignment (evaluation criteria)
5. Outcomes (alternative and interest combination)

Due to high complexity and limited interaction frequency in life insurance products, people lack expertise to choose an appropriate policy from different alternatives (options of policies) incorporating multiple criteria (policy features and constraints). MCDM methods can be utilized efficiently in recommending insurance products. Very few methods such as Analytic Hierarchical Process (AHP), Grey Relational Analysis (GRA), Multi Attribute Utility theory (MAUT) etc. of MCDM are utilized in LIRS. There is a huge variety in MCDM which can be explored for its applicability in RS.

2. Related Work

Most of the researches done in the field of IRS are concentrated for recommending products of a particular company and hence based on collaborative filtering techniques for policy recommendations. These techniques recommend the taste based products not need based and hence lack efficiency in recommending products with multiple features from multiple companies with different preferences of users. (Rokach et al., 2013) proposed the RS for matching the policy riders to the base policy (life and annuity insurance) for clients in the call centres by using collaborative filtering. A. Abbas et. al. (Abbas et al., 2015) worked on health insurance plans and proposed MAUT based recommendation system involving coverage and cost criteria for recommending appropriate plan. (Xu et al., 2017) proposed vehicle insurance policies recommendation model using clustering analysis, Neural Network and Apriori algorithm. (Qazi et al., 2017) worked on providing a recommendation system for agents to assist them in recommending auto, life, property and umbrella policies using Bayesian Networks (BN). (Kanchinadam et al., 2019) deployed their model for agents of American Family Insurance, USA to recommend cross-sell and up-sell products. A.B. Davale et. al. (Devale, 2012) investigated the applicability of data mining techniques for pattern and knowledge discovery in insurance business. (A. Gupta et. al. A. Gupta and A. Jain, 2013) discusses a life insurance web recommender system using web data mining techniques for the insurance seekers (customers) as well as life insurance representative (agents) to select a suitable life insurance plan using Apriori Association Rule Algorithm. (Mitra et al., 2014) shows the concept of a hybrid recommendation model using similarity matrix for policy recommendations and collaborative filtering for rider recommendations. (Hinduja & Pandey, 2018) illustrates recommendation system for life insurance plans using utility based MCDM. Preference elicitation and policy matching are performed using Intuitionistic fuzzy sets (IFS) and Grey Relation Analysis (GRA) respectively. The author demonstrated the work using an empirical study. MCDM are found to be efficient enough in the field where there are multiple criteria and alternatives. So, a unified RS can be achieved by using MCDM. In India, the standardized research in life insurance recommendation sector is found to be limited. Major studies provide empirical results with limited validation and testing. This paper proposes a framework for IRS using MCDM.
3. Proposed Framework

The proposed framework is divided into four phases. First phase is domain modeling, which comprises of creating a knowledge repository of background information of different policies. In second phase certain inputs are taken from users, third phase matches the inputs of users with the constraints of policies and forms clusters. Fourth phase is taking the specifications of preferences for different policy features and fifth phase delivers a recommended and ranked list of policies.

3.1. Phase I- Data Modeling:

In this phase policy data model is created which is divided into two sub divisions- policy constraints and policy features.

Policy Constraints:

There are some features of policies which are mandatory to be matched with the customer’s demographic specifications. We identified following policy constraints from literature review:

1. **Entry age**: Each policy has a min. entry age and max entry age. The customer’s age must lie between the two. Age is directly proportional to the premium amount, which means younger the age, lesser will be the premium.
2. **Term**: The period of validity of a policy is known as term. Every policy has a specified min and max term. The customer can choose the term as per requirement. Longer the term lesser will be the premium.
3. **Sum Assured**: The amount which is to be paid by the insurance company on death/survival of the customer. Every policy has a min sum assured but no limit for max sum assured for most of the policies. Higher the sum assured chosen by customer higher will be the amount of premium to be paid.
4. **Maturity Age**: It is the age at which policy of customer get matured. Major policies have max. maturity age and few have min. maturity age.

Maturity Age \( \geq \) Customer’s Age + term

Policy Features:

Dutta (Dutta et al., 2010) identified 9 key parameters of Life Insurance Policies. The study considers 10 key features for evaluating criteria of insurance policies and finds the weight of each criteria to find overall weightage:

1. Low premium
2. Flexibility in payment structure
3. Tax benefits
4. Benefits on death
5. Benefits on survival
6. Policy Loan
7. Bonus
8. Riders availability
9. Claim Settlement ratio
10. Rebate on premium

3.2. Phase II- Data Input Phase:

A recommendation system is said to be accurate if the suggestions delivered are appropriate which satisfy user’s requirement. This accuracy can be attained with exclusive knowledge of user’s choices and preferences. This phase is dedicated to extract user’s information in two parts: firstly, demographic features (Age, Income, Sum assured and Term) are obtained from the users and compared with the policy constraints for the applicability of policy to the user. In the second phase, the preference modeling for the policy features is done using MCDM.
3.3. Phase III - Cluster Formation:

The policy model contains different types of policies of different companies (Figure 1). The companies are represented with C1, C2, … Cn while the Endowment plan (E), Child plan (D), Term plan (T), Pension plan (P), Retirement plan (R), Unit linked plan (U) and Money back plan (M) for the nth company are EnCn, DnCn, TnCn, PnCn, RnCn, UnCn and MnCn respectively.

![Figure 1. Different policies of different companies (C1, C2, C3, …… Cn)](image-url)
User’s demographic specifications are matched with the policy constraints and results are generated in the form of 7 clusters of different types of policies. Each cluster contains the matched policy of a particular category of different companies. (Figure 2).

Figure 2. Cluster Formation on the basis of matched demographic features

3.4. Phase IV - Preferences Specification

The proposed framework advocates the use of MCDM for preference specification. MCDM have a large variety of methods. The major challenge is in the assessment and modeling of preferences for decision making (Siskos, 1982). Roy (Roy, 1990) suggested a possible way to represent the preferences in terms of four binary relations:

1. \( a \ I \ b \) : \( a \) is indifferent to \( b \)
2. \( a \ P \ b \) : \( a \) is strictly preferred to \( b \)
3. \( a \ Q \ b \) : \( a \) is weakly preferred to \( b \)
4. \( a \ R \ b \) : not sure whether \( a P b \) or \( b P a \)

On the basis of likelihood of exchange of preferences between criteria, MCDM methods can be (G. Colson, et al., 1989):

1. Compensatory: This approach is based on absolute compensation means high performance on one criterion can balance the weak performance of some other criterion. E.g. Weighted Sum method.
2. Non-compensatory: no compensation is undertaken among the different criteria. E.g. Lexicographic method
3. Partially compensatory: This approach involves partial compensation between the various criteria. Majority of MCDM methods comes in this category. E.g. MAUT, AHP, SMART, TOPSIS etc.

In MCDM, each criterion is assigned some weight and weight assignment is an important as well as key problem in MCDM. Several methods of weight assignments have been proposed in literature (Aldian, 2005; Diakoulaki et al., 1995; Ginevicius & Podvezko, 2004; Pamučar et al., 2018). Weighted Sum Method (WSM) is probably the earliest and widely used. In 1977, Saaty (Saaty, 1977) proposed Analytic Hierarchy Process (AHP) which received immense popularity. Several modifications of AHP e.g. Fuzzy AHP are more prevalent than the original. Other commonly used methods are ELECTRE, TOPSIS, MAUT, etc. In MCDM, weight assigned to the criteria comprises of the qualitative and quantitative data both so as to obtain better and accurate decisions. Determination of weights can be divided into 3 categories (Ginevicius & Podvezko, 2004): Subjective weighting methods (Point allocation, Direct rating, Ranking method, Pairwise comparison, Ratio method), Objective weighing method (Entropy method, Mean weight, Standard deviation, Statistical variance procedure, Ideal point method) and Hybrid weighing methods (Multiplication synthesis, Additive synthesis, Optimal weighting based
on sum of squares, Optimal weighting based on relational coefficient of graduation). Figure 3 explains the process of preference specification. The preferences show user’s individual requirement and presumptions from the policy. His/her preferences are converted into weights using suitable weighting methods the overall weight of preferences is calculated which is required to compare with the policies by using matching techniques.

![Figure 3. Process of Preference Specification](image)

### 3.5. Phase V - Recommendation Phase:

The weighted preference s obtained from the previous phase are used to calculate the average weight of each cluster and compared with user’s preferences weight. The cluster which matches the most is selected and then in the cluster, policies are ranked as per the individual score of preference specification.

The overall proposed framework is shown in figure 5.

![Figure 4. The proposed framework](image)

### 4. Empirical Case Study

In this section, we demonstrate an example for the illustration purpose. For simplified illustration, we have taken only 40 life insurance products that belong to different categories (e.g. term plans, endowment plan, money-back Plan, children’s Plan) of two companies (LIC and SBI Life).

The first step is to obtain user’s demographic features as in Table 1. These values are compared with the policy constraints already stored in the database.

| Table 1. Demographic features of the user |
|-----------------------------------------|
| **Feature** | **Input value** |
| Age         | 45              |
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| Annual Income | 500000 |
|--------------|-------|
| Sum Assured  | 600000 |

The policies constraints of 10 policies match with the demographic features mentioned in Table 1 as shown in Figure 5.

![Figure 5](image)

Figure 5. Results obtained after comparing the demographic features with policy constraints

The score of a policy over quantitative criteria is simply estimated by normalizing the quantitative benefits it produces for its customer and already stored in the knowledge repository. Each criterion is given a maximum score of 10 producing a total score of 100 as shown in table 2

| S. No. | Plan Name              | Min. premium (10) | Policy term (10) | Benefits on death (10) | Benefits on survival (10) | Tax Rebate (10) | Premium payment flexibility (10) | Policy loan (10) | Riders (10) | Rebate on premium (10) | Claim settlement ratio (10) |
|--------|------------------------|-------------------|------------------|------------------------|---------------------------|---------------|---------------------------------|------------------|-------------|------------------------|-----------------------------|
| 1      | eWealth Insurance      | 2                 | 2                | 4                      | 2                         | 10            | 4                              | 0                | 0           | 0                      | 10                          |
| 2      | Smart Swadhan Plus     | 10                | 2                | 4                      | 2                         | 0             | 10                             | 0                | 0           | 0                      | 10                          |
| 3      | Shubh Nivesh           | 10                | 4                | 4                      | 2                         | 10            | 10                             | 9                | 6           | 0                      | 10                          |
| 4      | Smart Bachat           | 10                | 4                | 4                      | 2                         | 10            | 8                              | 0                | 0           | 0                      | 10                          |
| 5      | Smart Humsafar         | 10                | 2                | 4                      | 2                         | 10            | 8                              | 9                | 2           | 2                      | 10                          |
| 6      | Smart Insure Wealth Plus | 2           | 2                | 4                      | 2                         | 10            | 2                              | 0                | 2           | 0                      | 10                          |
| 7      | Smart Wealth Assure    | 2                 | 2                | 4                      | 2                         | 10            | 2                              | 0                | 2           | 0                      | 10                          |
| 8      | Smart Elite            | 2                 | 2                | 4                      | 2                         | 10            | 8                              | 0                | 0           | 0                      | 10                          |
| 9      | Saral Insure Wealth plus | 2           | 2                | 4                      | 2                         | 10            | 2                              | 0                | 0           | 0                      | 10                          |
| 10     | Saral Elite            | 2                 | 2                | 4                      | 2                         | 10            | 2                              | 0                | 0           | 0                      | 10                          |
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Next step is to take user’s preferences for different criteria of the plans. Point allocation method is used for taking the relative criteria importance (preference elicitation) and user is asked to distribute a score of 100 among different criteria. User’s preferences are shown in table 3.

**Table 3. User preference for policy features**

| Min. premium | Max. Policy term | Benefits on death | Benefits on survival | Tax | Rebate | Premium payment flexibility | Policy loan | Riders | Rebate on premium | Claim settlement ratio |
|--------------|------------------|-------------------|----------------------|-----|--------|---------------------------|-------------|--------|------------------|------------------------|
| 20           | 10               | 20                | 10                   | 5   | 10     | 5                         | 5           | 5      | 5                | 10                     |

The proposed framework then evaluates all ten policies over each feature for the preferences provided by the user. The paper uses one of the known classical MCDM approaches, TOPSIS (Hung & Chen, 2009) for finding the most suitable policy. TOPSIS has good computational efficiency and efficient in representing each alternative in mathematical form besides maintaining its simplicity (Hung & Chen, 2009). This method works on the principle that best alternative should have the shortest distance from positive ideal solution and farthest distance from the negative ideal solution. Firstly, the decision matrix is constructed and weights of different criteria on the basis of preferences specified by the user are determined. In second step, normalized decision matrix is constructed which is multiplied by respective criteria weights to obtain weighted normalized matrix in third step. In fourth step, positive ideal solution $A^+$ and negative ideal solution $A^-$ are determined which helps in calculating the distance of each alternative from positive ideal solution ($d_i^+$) and negative ideal solution ($d_i^-$). In last step the closeness coefficient ($C_i$) is determined and the alternative whose $C_i$ is close to 1 is selected. Table 4 shows the values of ($d_i^+$), ($d_i^-$) and ($C_i$) for the example taken.

**Figure 6.** Ideal solution, anti-ideal solution, and closeness coefficient for the filtered policies

**Table 4.** Ideal solution, anti-ideal solution, and Closeness Coefficient for the filtered policies

| Policy S. No. | $d_i^+$ | $d_i^-$ | $C_i$ |
|--------------|--------|--------|-------|
| 1            | 0.10814805 | 0.01923538 | 0.15100382 |
| 2            | 0.07153321 | 0.08633076 | 0.54686804 |
| 3            | 0.035 | 0.10651291 | 0.75267274 |
| 4            | 0.06632496 | 0.0873556 | 0.56842322 |
| 5            | 0.03834058 | 0.09873196 | 0.72028986 |
| 6            | 0.10617438 | 0.02202272 | 0.17178794 |
| 7            | 0.10617438 | 0.02202272 | 0.17178794 |
| 8            | 0.09892927 | 0.04736032 | 0.32374362 |
| 9            | 0.10238652 | 0.03933192 | 0.27753565 |
5. Results and Discussion

From the table 4, we get a ranked list of alternatives as policy no. 3, policy no.5, policy no. 4, policy no. 2, policy no. 8, policy no. 9, policy no. 6, policy no.7, policy no.1 and policy no. 10. In order to examine whether the changes in preferences of criteria (criteria weight) specified by the user influence the priorities of alternatives, sensitive analysis was carried out. The user with same demographic features as mentioned in Table 1 now gives different preferences to criteria (Table 5).

Table 5. Changed Criteria Weights

| Min. premium | Max. Policy term | Benefits on death | Benefits on survival | Tax Rebate | Premium payment flexibility | Policy loan | Riders | Rebate on premium | Claim settlement ratio |
|--------------|------------------|-------------------|----------------------|------------|-----------------------------|-------------|--------|-------------------|------------------------|
| 5            | 10               | 5                 | 10                   | 20         | 5                          | 5           | 30     | 5                 | 5                      |

![Results and Discussion Graph](image)

Figure 7. Ideal solution, anti-ideal solution, and closeness coefficient for the changed criteria weight scenario

Table 6. Closeness Coefficient For The Changed Criteria Weight Scenario

| Plan S. No. | Closeness Coefficient (C_i) |
|-------------|-----------------------------|
| 1           | 0.12143204                  |
| 2           | 0.21982833                  |
| 3           | 0.88743161                  |
| 4           | 0.21052012                  |
| 5           | 0.40694776                  |
| 6           | 0.32139717                  |
| 7           | 0.32139717                  |
| 8           | 0.21635985                  |
| 9           | 0.20394955                  |
| 10          | 0.10673794                  |

The Table 6 shows the closeness coefficient score of each plan and now the ranked list of alternatives is policy no.3, policy no. 5, policy no. 6, policy no.7, policy no.2, policy no. 8, policy no.9, policy no.1 and policy no.10. The method TOPSIS is found to be sensitive towards the changes in criteria weights as the rank of policy no 4 (C_i - 0.56842322) and policy no 2 (C_i - 0.54686804) are replaced by policy no 6 (C_i - 0.32139717) and policy no 7(C_i - 0.32139717) respectively. Buying an insurance plan is a contextual decision as the same person can opt for different plans as per the requirements.
6. Conclusion and Future Work

Life insurance has now become a crucial product for future financial planning as well as the contingency management. Selecting an appropriate product is very complex and time consuming process. Also, the maximum dependency lies on insurance advisors/agents which incorporate their personal biases while recommending. We have demonstrated the framework by using point allocation method (Table 3) for taking the user’s preferences for policy features (criteria weights) and TOPSIS method for recommending an appropriate policy based on the personal specifications of the user. A sensitivity analysis demonstrates change in criteria weights changes the overall priorities of the policies.

Our future work will be concentrated on developing a life insurance recommender system which will recommend life insurance products based on user’s financial state, future and current needs.
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