Parallel-in-Time Solution of Eddy Current Problems Using Implicit and Explicit Time-stepping Methods
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Abstract—The time domain analysis of eddy current problems often requires the simulation of long time intervals, e.g. until a steady state is reached. Fast-switching excitations e.g. in pulsed-width modulated signals require in addition very small time steps that significantly increase computation time. To speed up the simulation, parallel-in-time methods can be used. In this paper, we investigate the combination of explicit and implicit time integration methods in the context of the parallel-in-time method Parareal and using a simplified model for the coarse propagator.

I. INTRODUCTION

The transient simulation of magnetoquasistatic fields on electric devices allows evaluating their behaviour and thus aids the design or optimisation process.

For the solution of the partial differential equation, first a spatial discretisation is performed with e.g. the finite element method (FEM) \cite{1} (see Figure 1). This results in a large system of only time dependent differential (algebraic) equations, that has to be integrated in time. Typically large system matrices and long time intervals yield computationally expensive problems, which become particularly inconvenient if fast-switching excitations are considered e.g. in a pulsed-width modulated (PWM) excitation scenario. Although the (magnetic) energy may vary slowly, the fast dynamics of the excitation require a fine temporal resolution and correspondingly small time steps. A reduction of this large computation time is possible by means of parallelisation.

One approach towards shorter simulation times are domain decomposition methods. They allow the reduction of computation time by dividing the spatial domain, which in practice yields a set of smaller system matrices that can then be resolved in parallel. Parallel-in-time methods yield a second approach, for example when domain decomposition methods are exploited up to their limit or in cases where the time domain problem is the bottleneck of the simulation as is the case for example for the fast-switching excitations. Recently, these type of methods have been proposed for the time-domain simulation of electric machines \cite{2}, \cite{3}.

Parareal is such a parallel-in-time method introduced in \cite{4}, which can be interpreted as a special type of the multiple shooting method \cite{5}. In this article we propose a new combination of explicit and implicit time-integration methods in the context of Parareal for discontinuous right-hand sides \cite{6}.

The structure of the article is as follows: Section II presents the system of equations for the eddy current model we consider. In Section III the usage of explicit time integration methods for the spatially discretised eddy current equation is discussed. Section IV introduces the Parareal algorithm and the newly proposed approach of combining it with implicit and explicit methods. Finally, Section V presents numerical simulations for a transformer model example and Section VI closes with a summary and an outlook to future work.

II. EDDY CURRENT MODEL

We consider settings that can be described through a magnetoquasistatic approximation of Maxwell’s equations on domains \(\Omega \subseteq \mathbb{R}^3\) and time intervals \(\mathcal{I} = [t_0, t_{\text{end}}] \subseteq \mathbb{R}\). The spatial domain \(\Omega\) can be divided into three subdomains (see Figure 2) \(\Omega = \Omega_s \cup \Omega_c \cup \Omega_0\), where \(\Omega_s\) corresponds to the source domain, \(\Omega_c\) the domain of the conducting material and \(\Omega_0\) the rest (typically the air region). For these settings, the magnetic flux density \(\vec{B}: \Omega \times \mathcal{I} \to \mathbb{R}^3\) can be described with the \(A^\text{t}\)-formulation \cite{8}. Here, a magnetic vector potential \(\vec{A}: \Omega \times \mathcal{I} \to \mathbb{R}^3\) is defined, such that \(\vec{B} = \nabla \times \vec{A}\) and the electric field strength is \(\vec{E} = -\frac{\partial}{\partial t} \vec{A}\). The resulting partial differential equation (PDE) that describes the magnetic flux density is the eddy current equation \(\sigma \frac{\partial}{\partial t} \vec{A} + \nabla \times (\nu \nabla \times \vec{A}) = \vec{\chi}_s i(t)\), with \(\vec{\chi}_s: \Omega \times \mathcal{I} \to \mathbb{R}^3\) being a winding function that distributes the source current on the spatial domain of the PDE \cite{9} such that \(\vec{\chi}_s i(t)\) is the source current density. The tensor...
\[\sigma : \Omega \rightarrow \mathbb{R}^{3 \times 3} \] is the conductivity and \[\nu : \mathbb{R} \times \Omega \rightarrow \mathbb{R}^{3 \times 3} \] the possibly nonlinear reluctivity. Note that the positive semidefinite conductivity \(\sigma\) is only nonzero on the conducting region, that is, \(\text{supp}\, \sigma = \Omega_c\), and the positive definite reluctivity \(\nu\) is typically field-dependent on materials such as iron, which are also part of \(\Omega_s\). The winding function \(\chi_s\) is only prescribed at the source domain \(\Omega_s\), that is, \(\text{supp}\, \chi_s = \Omega_s\).

For the transient simulation of the eddy current problem typically the method of lines is used, where first a spatial discretisation is performed and afterwards the time-dependent differential equations are solved with time integration techniques. Let us consider the space-discrete eddy-current problem

\[
\frac{d}{dt} a = -K_\nu(a) + X_s i(t)
\]  

with initial condition \(a(t_0) = a_0\) on the interval \(I\) and conductivity matrix \(M_\sigma\), magnetic vector potential related degrees of freedom vector \(a\), curl-curl-operator matrix \(K_\nu(a)\) and space-discrete winding function \(X_s\). We assume the appropriate boundary conditions are contained in the system matrices. To ensure uniqueness of solution of (1) in a three dimensional problem, an additional gauging condition has to be imposed. Here, for example, a tree-cotree gauging [10] or grad-div-regularisation [11] can be employed. This ensures that the matrix pencil \(\lambda M_\sigma + K_\nu(a)\) is regular for \(\lambda \in \mathbb{R}\) and thus the unique solvability of the (semi-discrete) system is guaranteed.

III. TIME INTEGRATION

Time integration methods can be classified into explicit and implicit ones. The appropriate type of method for a specific system depends on properties such as its stiffness or nonlineairities. We consider the eddy current problem (1) and apply two different time integration schemes to analyse their advantages and disadvantages.

As a first approach we consider the backward differentiation implicit Euler method. Its application to (1) with a time step size of \(H\) yields at time instant \(t_{i+1}\)

\[
M_\sigma \frac{a_{i+1} - a_i}{H} = -K_\nu(a_{i+1})a_{i+1} + X_s i(t_{i+1})
\]

Whereas this method is unconditionally stable, which implies that the time step size \(H\) has only to be reduced for accuracy reasons, the system has to be resolved for \(a_{i+1}\). This involves, for nonlinear systems, the usage of a root-finding algorithm such as e.g. the Newton method and repeated solutions of linear equation systems e.g. by factorization or iterative solvers. This increases the computational cost, as each time integration step requires several internal iterations of the root-finding algorithm.

Due to the structure of (1), the usage of an explicit time integration method requires special treatment of the system of equations. As the conductivity is zero in the non-conducting region \(\Omega_0\), the mass matrix \(M_\sigma\) is singular, that is, the system of equations (1) is a system of differential-algebraic equations (DAEs). If we follow the approach in [12] and divide the degrees of freedom \(a\) into the ones corresponding to basis functions lying in the conducting region \(a_c\) and the rest \(a_{nc}\), then we can write system (1) as

\[
\begin{pmatrix}
M_{\sigma} & 0 \\
0 & 0
\end{pmatrix}
\begin{pmatrix}
a_c \\
a_{nc}
\end{pmatrix}
= -\begin{pmatrix}
K_{\nu,1,1}(a_c) & K_{\nu,1,2} \\
K_{\nu,1,2}^T & K_{\nu,2,2}
\end{pmatrix}
\begin{pmatrix}
a_c \\
a_{nc}
\end{pmatrix}
+ \begin{pmatrix}
X_s \\
0
\end{pmatrix} i(t)
\]

where \(M_\sigma\) is a positive definite matrix. These type of systems of differential algebraic equations are often perceived as infinitely stiff problems [13] and thus no explicit time integration methods can be employed. However, in [12], [14] an approach is presented to circumvent this by means of a Schur complement. For a gauged system, due to the regularity of the matrix pencil \(\lambda M_\sigma + K_\nu(a)\), the matrix \(K_{\nu,2,2}\) is regular. In this case, the Schur complement can be applied to extract an ordinary differential equation (ODE) for \(a_c\)

\[
\begin{pmatrix}
\frac{d}{dt} a_c \\
\frac{d}{dt} a_{nc}
\end{pmatrix}
= -\begin{pmatrix}
M_{\sigma}^{-1} (K_{\nu,1,1}(a_c) - K_{\nu,1,2} K_{\nu,2,2}^T) a_c \\
M_{\sigma}^{-1} K_{\nu,1,2} K_{\nu,2,2}^T X_s i(t)
\end{pmatrix}
\]

Now the explicit Euler method can be employed on the derived ODE which yields for time \(t_{i+1}\) and step size \(h\) the expression

\[
\frac{a_{ci+1} - a_{ci}}{h} = -\frac{1}{M_{\sigma}^{-1}} (K_{\nu,1,1}(a_{ci}) - K_{\nu,1,2} K_{\nu,2,2}^T a_{ci})
\]

To obtain the magnetic vector potential on the nonconducting region, the following equation can be exploited

\[
a_{nc,i+1} = -K_{\nu,1,2}^T a_{nc,i+1}
\]

Here, the time step size influences the accuracy of the solution, but also the stability of the time integration method. Thus, a sufficiently small step size \(h\) has to be chosen, to ensure the integration scheme remains within its stability region [15]. This can significantly reduce the required step size \(h\) and therefore increase computational cost. However, in contrast to the implicit methods, no (non)linear systems have to be resolved to obtain the solution for \(a_{ci+1}\). Note that the system contains two inverse matrices \(M_{\sigma}^{-1}\) and \(K_{\nu,2,2}^{-1}\) that are in practice not computed explicitly, but the corresponding linear system is solved. This two operations can be computed efficiently as both matrices are constant and do not depend on the solution. Therefore, efficient techniques such as mass lumping on \(M_\sigma\) and e.g. an LU decomposition
of the linear matrix $K_{r,2,2}$ can be employed. Furthermore, the expression
\[ Y_s := M^{-1}_s K_{r,1,2} K_{r,2,2} X_s \]
on (2) has only to be computed once at the beginning of the simulation and can be interpreted as a different type of (constant) winding function that is multiplied by the time dependent current $i(t)$.

### IV. Parareal

Parareal is a parallel-in-time method that takes advantage of parallel hardware by splitting the time interval $I$ into $N_{cpu}$ sub-intervals $I_n = [T_{n-1}, T_n]$, $n = 1, \ldots, N_{cpu}$, with $T_0 = t_0$ and $T_{N_{cpu}} = t_{end}$, according to the number $N_{cpu}$ of available CPUs. For an initial value problem (IVP)
\[ M \frac{d}{dt} x = f(x, t), \quad x(t_0) = x_0, \]
with $x : I \to \mathbb{R}^n$ and $v_x$ the number of degrees of freedom, each Parareal iteration $k$ solves $N_{cpu}$ IVPs
\[ M \frac{d}{dt} x_n = f(x_n, t), \quad x_n(T_n-1) = x_{n-1}^k, \quad t \in I_n, \quad (3) \]
with $x_0 = x_0$, in parallel. As the initial conditions $x_{n-1}^k$ are a priori unknown and thus do not necessarily correspond to the correct values of the continuous solution of the sequential problem, jumps arise at the interfaces $T_{n-1}$ between the solution of the IVP on $I_{n-1}$ and the initial condition of the IVP on $I_n$. To reduce this mismatch and converge to the original, continuous solution, an update is performed on each iteration $k$, such that for all $k$ and $n = 1, \ldots, N_{cpu} - 1$
\[ x_n^k = F(T_n, T_{n-1}, x_{n-1}^{k-1}) + G(T_n, T_{n-1}, x_{n-1}^k) - G(T_{n-1}, T_{n-1}, x_{n-1}^{k-1}). \quad (4) \]
Here, $F(T_n, T_{n-1}, \ast)$ and $G(T_n, T_{n-1}, \ast)$ are the fine and coarse operators that return solutions of the initial value problems (3) at time $T_n$ with initial condition $\ast$ at $T_{n-1}$. The fine propagator $F$ can be computed in parallel on all subintervals $I_{n-1}$ for the update formula (4). Therefore, it may be computationally costly to compute and thus it is chosen to return an accurate solution of (3) by e.g. selecting a sufficiently small time step size. The coarse propagator $G$, however, must be executed sequentially due to the update formula (4). Thus it is chosen to be cheaper to compute (e.g. a time integrator with larger time steps) and as a consequence it is less accurate.

#### A. Implicit/Explicit Parareal

We consider the eddy current problem (1) and follow the approach of (12) to apply an explicit time integration scheme to the reduced ODE system that is obtained after applying the Schur complement (see (3)). To speed up the simulation time, the Parareal algorithm is applied to the given setting. As it has been mentioned previously, to ensure explicit time integration schemes are stable, the time step size has to be chosen within the stability region of the method for the specific problem. This does not significantly affect the performance of the fine solver as, for accuracy reasons, smaller time steps are chosen in any case. However, for the coarse solution, a large time step size is required to ensure a reduction of simulation time due to its sequential calling. This, however, is not possible with an explicit time integrator, as the solver would not only be inaccurate but also unstable. Therefore we propose the following new approach:

- On the fine level, an explicit time integration method is used with a very small time step size that ensures both accuracy as well as stability.
- The coarse solver performs an implicit time integration scheme with a large time step size that is less accurate but stable.

### V. Numerical Example

To test the proposed algorithm, we solve the eddy current equation (1) on the two-dimensional model of a single-phase isolation transformer ‘Mytransformer’ of Figure 1 discretised by FEMM (13). For the given example, we set field-independent materials and thus obtain a linear eddy current equation (1). The excitation of the problem is a PWM signal $i_{pwm}(t)$ switching at frequency $f_{pwm}$ and we denote by $i_{\text{sin}}(t)$ its lowest frequency component, i.e. a $f_{\text{sin}}$ sine wave (see Figure 2).

We apply the implicit/explicit Parareal algorithm for the time interval $I = (0, 0.04]$ s with the PWM signal’s frequencies $f_{\text{sin}} = 50$ Hz and $f_{pwm} = 10$ kHz. The discretised magnetic vector potential is initialised at zero, that is $a(t_0) = 0$. The propagators are chosen as follows.

#### Fine solution:
Here the original problem is solved with the PWM excitation signal $i = i_{pwm}(t)$ (see sketch in Figure 3). For the time integration, the explicit Euler scheme is used as in (12, 14) on the reduced ODE (2) of the eddy current differential algebraic equation. The time step size of the method is set to $h = 10^{-8}$s.

#### Coarse solution:
On the coarse level the approach of (6) is followed and the eddy current problem (1) is excited only with the lowest frequency component of the PWM excitation $i = i_{\text{sin}}$. This allows using a larger time step size for the integration, which significantly reduces the computational cost. As described in Section IV-A the implicit Euler scheme is unconditionally stable.

![Figure 3. PWM signal $i_{pwm}$ and lowest frequency component $i_{\text{sin}}$.](http://www.femm.info/wiki/MyTransformer)
stable and a time step size of \( H = 0.04/N_{cpu} \) s is used, which corresponds to one time step per CPU.

The Parareal algorithm is iterated until the jumps of the magnetic vector potential at the interfaces between windows are below an \( L^2 \) error with relative tolerance \( \text{reltol} = 10^{-4} \) and absolute tolerance \( \text{abstol} = 10^{-10} \).

### A. Simulation Results

For a number of \( N_{cpu} = 40 \) CPUs, the Parareal algorithm converges to the required tolerance after \( n = 5 \) iterations. This implies a theoretical speed-up of \( 40/5 = 8 \) with respect to a sequential explicit computation, when neglecting communication costs and coarse level computations. Using Intel Dualcore i7 (3.1 GHz) based hardware and an implementation in Matlab 2020b, the evaluation of the coarse propagator (implicit Euler) on the overall time domain requires less than 1 s, while each fine propagator call (explicit Euler, PWM right-hand-side) runs approximately 30 s. The resulting magnetic flux for the first iteration (\( n = 1 \)) and after the algorithm is converged is given in Figure 4. Note the artificial jumps in the solution for \( n = 1 \) that are smoothed out in the 5th iteration’s solution.

### VI. SUMMARY AND OUTLOOK

This article proposes a combination of explicit and implicit time integration methods for the parallel-in-time method Parareal. Its application is exemplified with the eddy current equation solved for a simple model of a single-phase isolation transformer. The result confirms the fast convergence of the algorithm, which yields in the best case for 40 processors a theoretical speed up of 8 in comparison to explicit methods, which has been shown to be faster than implicit methods in comparable studies [12].

In future work nonlinearities should be included in the model to exploit all the advantages of the usage of explicit time integration methods for the eddy current equation (see [16]). Furthermore, more evolved explicit time integration schemes such as the Runge-Kutta-Chebyshev method are to be studied [16]. Hereby the stability region of the method is increased and larger time step sizes can be used.
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