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Abstract

Graph matching aims to find correspondences between two graphs. This paper integrates several well-known graph matching algorithms into a framework: the constrained gradient method. The primary difference among these algorithms lies in tuning a step size parameter and constraining operators. By leveraging these insights, we propose an adaptive step size parameter to guarantee the underlying algorithms’ convergence, simultaneously enhancing their efficiency and robustness. For the constraining operator, we introduce a scalable softassign for large graph matching problems. Compared to the original softassign, our approach offers increased speed, improved robustness, and reduced risk of overflow. The advanced constraining operator enables a CSGO for large graph matching, which outperforms state-of-the-art methods in experiments. Notably, in attributed graph matching tasks, CSGO achieves an over 10X increase in speed compared to current constrained gradient algorithms.
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1. Introduction

Graph matching aims to find correspondences between graphs with potential relationships. It can be used in various fields of intelligent information process-
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ing, e.g., activity analysis [5], shape matching [26, 30], detection of similar pictures [31], graph similarity computation [16, 17], medical image [25], knowledge graph alignment [39], autonomous driving [33], alignment of vision-language models [27], and COVID-19 disease mechanism study [11].

The graph matching problem is normally formulated as a quadratic assignment problem (QAP) that is NP-hard [9]. Despite decades of research on graph matching, it is still challenging to acquire a global optimum solution in acceptable computational time. Relaxation is a common technique to obtain an approximate solution at an acceptable cost. Popular approaches include but are not limited to the spectral-based method [3, 13, 29, 34], probabilistic modeling method [8], random walk method [6], path-following method [24, 35, 40] and optimal transport method [37, 38].

Among recently proposed graph matching algorithms, continuous optimization algorithms have attracted much research attention due to their outstanding performance [6, 10, 19, 20]. Continuous optimization algorithms first solve a relaxed form of the NP-hard matching problem and obtain a discrete solution by converting the continuous solution back to the discrete domain. Recent advances in the fundamental connections between discrete graph theory and continuous problems have been established in [4]. Popular continuous optimization algorithms include spectral matching (SM) [19], graduated assignment (GA) [10], integer projected fixed-point method (IPFP) [20], and doubly stochastic projected fixed-point method (DSPFP) [23]. These algorithms can be encapsulated within a constrained gradient method which updates the solution by applying the constrained gradient. Their differences lie in constraining operators and selecting the step size parameter, as summarized in Table 1. These algorithms solve graph matching problems, formulated by the Lawler quadratic assignment problem, with $O(n^4)$ cost. The cost of these algorithms limits their application in large graph matching problems [23]. To address this issue, Lu et al. [23] shows that constrained gradient methods enjoy only $O(n^3)$ cost by modeling the graph matching problem as the Koopmans-Beckmann quadratic assignment problem (KB-QAP). Constrained gradient algorithms, such as GA, SM, and IPFP, can enjoy this scalability in KB-QAP. Although DSPFP [23] achieves superior performance in large graph matching problems, two challenges persist: (a) the constrained gradient method [23] for KB-QAP lacks an efficient strategy to tune the step size parameter, as the strategy proposed in [20] has a time complexity of $O(n^4)$; (b) existing constrained operators still lack robustness or speed in large graph matching, which is discussed in Section 3 and summarized in Table 3.

| Algorithm | Relaxation | Constraining operator | Step size parameter |
|-----------|------------|-----------------------|---------------------|
| GA [10]   | doubly stochastic | spectral norm-normalization | 1 |
| SM [19]   | spectral | norm-normalization | 1 |
| IPFP [20] | doubly stochastic | discrete projection | adaptive |
| DSPFP [23] | doubly stochastic | alternating projection | 0.5 |

Table 1: Summary of constrained gradient algorithms

Our main contributions are summarized as follows.
Figure 1: Mean matching accuracy and running time of different algorithms on Facebook networks.

(1) **Scalable Softassign**: we propose a scalable softassign method as a constraining operator for large graph matching problems with four key improvements: a) demonstrating the sensitivity of softassign to nodes’ number \(n\) and providing a solution by tuning a parameter; b) normalizing the magnitude of the input matrix to ensure the stability of the algorithm; c) mitigating the risk of overflow by the log-sum-exp technique; d) employing a vectorized iteration to double the efficiency. Compared with another SOTA constraining operator [23], scalable softassign exhibits superior convergence properties.

(2) **Step size parameter tuning**: we propose an adaptive step size parameter for the constrained gradient algorithms solving the KB-QAP. It guarantees the convergence of algorithms and enhances their efficiency and robustness. Compared with the existing strategy in [20], the computational cost is reduced from \(O(n^4)\) to \(O(n^3)\) in each iteration. Further, we simplify the computation of the optimal step size parameter, thereby enhancing the efficiency of constrained gradient algorithms in addressing both the Lawler QAP and the KB-QAP.

(3) **Matching algorithm**: Scalable Softassign yields a constrained-softassign gradient optimization (CSGO) for large graph matching problems. A proposed warm-start strategy further enhances the speed. In addition, we prove that CSGO is invariant to a scaling and shifting change on the affinity matrix and feature matrix of the matching graphs (other constrained gradient algorithms also enjoy this property). CSGO outperforms other constrained gradient methods in terms of both accuracy and speed by an order of magnitude.

The rest of this paper is organized as follows. Section 2 reviews the formulation of the graph matching problem and the constrained gradient method. Section 3 proposes a scalable softassign. Section 4 discusses the selection of the step size parameter, which is a crucial parameter of the constrained gradient method. Section 5 introduces a warm-start strategy, the matching algorithm CSGO, and robustness analysis. Section 6 investigates the effects of the adaptive step size parameter and the warm-start strategy on graph matching performance. In this
section, the comparison between CSGO and other graph matching methods is also performed. Section 7 gives a summary and discusses future work.

2. Preliminaries

This section introduces the attributed graph, the matching matrix for graph correspondences, the formulation of graph matching problems, and a constrained gradient method for solving them. Common symbols are summarised in Table 2.

2.1. Attributed graph and matching matrix

An undirected attributed graph \( G = \{V, E, A, F\} \) consists of a finite set of nodes \( V = \{1, \ldots, n\} \) and a set of edges \( E \subset V \times V \). \( A \) is a nonnegative symmetric affinity matrix whose element \( A_{ij} \) represents an attribute of \( E_{ij} \). The \( i \)th row of feature matrix \( F \) represents the attribute vector of \( V_i \). If the nodes’ attributes are constants, \( A_{ii} \) can represent the attribute of \( V_i \). In addition, if nodes and edges do not have attributes, the graph is a plain graph, and \( A \) is an adjacency matrix.

Given two attributed graphs \( G = \{V, E, A, F\} \) and \( \tilde{G} = \{\tilde{V}, \tilde{E}, \tilde{A}, \tilde{F}\} \), we first consider the same cardinality of the vertice \( n = \tilde{n} \) for simplicity. A matching matrix \( M \in \mathbb{R}^{n \times n} \) can encodes the correspondence between nodes:

\[
M_{ii} = \begin{cases} 
1 & \text{if node } i \text{ in } G \text{ corresponds to node } \tilde{i} \text{ in } \tilde{G}, \\
0 & \text{otherwise.} 
\end{cases}
\] (1)

Subject to the one-to-one constraint, a matching matrix is a permutation matrix. The set of permutation matrices is denoted as \( \Pi_{n \times n} = \{M1 = 1, M^T1 = 1, M \in \{0,1\}^{n \times n}\} \) where \( 1 \) represents vectors with all-one.

| Table 2: Symbols and Notations. |
|-------------------------------|
| Symbol | Definition |
|-----------------|------------|
| \( G, \tilde{G} \) | matching graphs |
| \( A, \tilde{A} \) | edge attribute matrices of \( G \) and \( \tilde{G} \) |
| \( F, \tilde{F} \) | node attribute matrices of \( G \) and \( \tilde{G} \) |
| \( n, \tilde{n} \) | number of nodes of \( G \) and \( \tilde{G} \) |
| \( M \) | matching matrix |
| \( \Pi_{n \times n} \) | set of \( n \times n \) permutation matrices |
| \( \Sigma_{n \times n} \) | set of \( n \times n \) doubly stochastic matrices |
| \( 1 \) | a column vector of all 1s,0s |
| \( D(\cdot) \) | diagonal matrix of a vector \( \cdot \) |
| \( \text{tr}(\cdot) \) | trace |
| \( \text{vec}(\cdot) \) | the vectorization of a matrix |
| \( \langle \cdot, \cdot \rangle \) | inner product |
| \( \| \cdot \|_{\text{Fro}} \) | Frobenius norm |
| \( \circ \) | element-wise exponentiation |
| \( \odot \) | element-wise division |
| \( \beta \) | the parameter in softassign |
| \( \alpha \) | the step size parameter |
| \( \text{Psk}(\cdot) \) | Sinkhorn method |
2.2. Graph matching problem and relaxation

In [23, 40], the graph matching problem is formulated as a Koopmans-Beckmann QAP

\[
\min_{M \in \Pi_{n \times n}} \frac{1}{2} \left\| A - M \tilde{A} M^T \right\|_{F_{Tr}}^2 + \lambda \left\| F - M \tilde{F} \right\|_{F_{Tr}}^2
\]

where \( \lambda \) is a parameter and \( \| \cdot \|_{F_{Tr}} \) is the Frobenius norm. As noticed \( \| X \|_{F_{Tr}}^2 = \text{tr} (XX^T) \), the problem (2) is equivalent to

\[
\max_{M \in \Pi_{n \times n}} \frac{1}{2} \text{tr} \left( M^T A M \tilde{A} \right) + \lambda \text{tr} (M^T K),
\]

where \( K = F \tilde{F}^T \) and \( \text{tr}(\cdot) \) is the trace operator.

Due to the discrete constraints, (3) is an NP-hard problem [13]. Relaxation is a common technique to address this problem: firstly, a relaxed form of the discrete problem is solved, which typically yields an easier-to-obtain solution; secondly, the solution is converted back into the initial discrete domain by solving a linear assignment problem, as discussed in Section 3. Our algorithm aims to optimize the following continuous problem, in which we only drop the integer constraints from the problem (3):

\[
\text{Problem}
\]

\[
\max_{M \in \Sigma_{n \times n}} Z(M), \quad Z(M) = \frac{1}{2} \text{tr} \left( M^T A M \tilde{A} \right) + \lambda \text{tr} (M^T K),
\]

where \( \Sigma_{n \times n} := \{ M : M1 = 1, M^T 1 = 1, M \geq 0 \} \) is the convex hull of the set of permutation matrices.

2.3. Constrained gradient method

The constrained gradient method [23] can find a relaxed solution of problem (3):

\[
\begin{align*}
M^{(t+1)} &= (1 - \alpha) M^{(t)} + \alpha D^{(t)}, \\
D^{(t)} &= \mathcal{P}(\nabla Z(M^{(t)})) = \mathcal{P}(AM^{(t)} \tilde{A} + \lambda K),
\end{align*}
\]

where \( \alpha \) is a step size parameter and \( \mathcal{P}(\cdot) \) is a constraining operator used to obtain a constrained gradient matrix satisfying the underlying constraints. With this formulation, spectral matching, graduated assignment method, doubly stochastic projected fixed-point method, and integer fixed-point method can enjoy \( O(n^3) \) cost and \( O(n^2) \) space complexity (derivation details are shown in the Appendix). These algorithms differ in the step size parameter and constraining operators, which affects their performance significantly.

There are four common constraining operators. The simplest constraining operator, norm-normalization, only concerns the norm and nonnegativity of the gradient matrix. Three tighter constraining operators are the Hungarian method [15] used in IPFP, the greedy linear method [19] used in approximating integer projected fixed-point method (AIPFP) [23], and the alternating projection
method [41] used in DSPFP [23]. Four constraining operators are summarized in Table 3, and more details are shown in Appendix. Enlightened by these works, we develop a scalable softassign method for large graph matching problems.

3. Scalable softassign method

This section introduces the softassign method and the vectorized update, explains how to tune a parameter of softassign to balance efficiency and accuracy in large graph matching, and proposes a stable strategy to prevent numerical overflow.

3.1. Softassign and vectorized update

A natural choice for addressing the doubly stochastic constraints in problem [4] is to use the doubly stochastic projection as a constraining operator in [5]. The doubly stochastic projection finds the nearest doubly stochastic matrix to a given matrix \( X \) (the gradient matrix in [5]) by solving

\[
P_D(X) = \arg \min_{P \in \Sigma_{n \times n}} \|P - X\|_{Fro}.
\]

Since \( \|X\|_{Fro}^2 = \text{tr}(XX^T) \), it is easy to rewrite (6) as a linear assignment problem

\[
P_D(X) = \arg \max_{P \in \Sigma_{n \times n}} \langle P, X \rangle,
\]

where \( \langle P, X \rangle = \sum P_{ij} X_{ij} \). However, the doubly stochastic projection [23] suffers from poor convergence when the numerical value of the input matrix is large [30].

Softassign, proposed in [14], can efficiently approximate the solution of (7) by solving

\[
P_S^\beta(X) = \arg \max_{P \in \Sigma_{n \times n}} \langle P, X \rangle + \frac{1}{\beta} \mathcal{H}(P), \quad \mathcal{H}(P) = -\sum P_{ij} \ln P_{ij},
\]

where \( \beta \) is a parameter (it represents the inverse of temperature in the physical energy model [14]). The advantage of the softassign method lies in its ability to
balance efficiency and accuracy through the parameter $\beta$ [7], which is detailed in the next subsection. Softassign $P^S_{\beta}(X)$ works as follows.

$$S^{(0)} = \exp(\beta X),$$

$$S^{(t)} = T_c \left( T_r \left( S^{(t-1)} \right) \right),$$

where

$$T_r(X)_{ij} = X_{ij} / \left( \sum_j X_{ij} \right),$$

$$T_c(X)_{ij} = X_{ij} / \left( \sum_i X_{ij} \right).$$

(11) and (12) are the normalization operators in rows and columns of a matrix. The exponential step $\exp(X)_{ij} = e^{X_{ij}}$ in (9) ensures that all elements are positive and increases the differences between the elements. The iterative process in (10) is the Sinkhorn method [32].

We adopt a fast implementation of Sinkhorn method [7]:

$$r^{(t+1)} = 1 \odot (S^{(0)} c^{(t)}),$$

$$c^{(t+1)} = 1 \odot ((S^{(0)})^T r^{(t+1)}),$$

where $\odot$ denotes the element-wise division. The relation between two versions of the Sinkhorn method is that $S^{(t)} = \text{diag}(r^{(t)}) S^{(0)} \text{diag}(c^{(t)})$ [7]. This fast formula (13) only updates two $1 \times n$ vectors $r^{(t)}$ and $c^{(t)}$ instead of an $n \times n$ matrix $S^{(t)}$, which is calculated after convergence. Compared to original iterations (10), the vectorized iteration (13) requires only half of the cost for each iteration.

3.2. Robustness through parameter tuning

The selection of $\beta$ determines the efficiency and accuracy of softassign. As $\beta$ increases, $P^S_{\beta}(X)$ approaches the solution of the doubly stochastic projection (6), which yields a better performance. $P^S_{\infty}(X)$ is the optimal solution of (6). However, a larger $\beta$ may increase iterations in the Sinkhorn method [7].

In large graph matching problems, the selection of $\beta$ must consider two key factors: the numerical magnitude of the input matrix and the number of nodes. These two factors have not received much attention in previous works, such as the reweighted random walks matching [6] and the graduated assignment method [10]. In their studies, elements of the input matrix range from 0 to 1; nodes’ numbers are less than 200. The limited range of two factors leads to the neglect of their impacts. However, in large graph matching problems, the dimension and magnitude of the input matrix may vary widely. Therefore, we aim to develop a scalable softassign that is invariant to these two factors.

We give an example to demonstrate the effect of the numerical magnitude on softassign with a fixed $\beta$:

$$X_1 = \begin{pmatrix} 1 & 1.1 \\ 1.1 & 1 \end{pmatrix} \Rightarrow P^1_S(X_1) = \begin{pmatrix} 0.48 & 0.52 \\ 0.52 & 0.48 \end{pmatrix}.$$
In this example, \( X_1 \) and \( X_2 \) have the same direction, but different magnitudes cause different results: \( P_{S}^{1}(X_1) \) approaches a matrix whose elements are equal and \( P_{S}^{1}(X_2) \) approaches the permutation matrix (corresponding to the optimal solution of the assignment problem \( \textbf{[1]} \)). To eliminate the impact, we normalize the input matrix by its maximum before the exponential operator: \( X = \frac{X}{\max(X)} \).

Increasing the dimension of the input matrix may decrease the performance of the softassign with a fixed \( \beta \). We illustrate this phenomenon as follows.

**Proposition 1** Let \( X \in \mathbb{R}^{n \times n}, \beta \in \mathbb{R}, \) and \( Y = P_{S}^{\beta}(X) \). Then

\[
\lim_{n \to \infty} Y_{ij} = Y_{ab} \quad \text{for} \quad i, j, a, b = 1, 2, \ldots, n. \quad (14)
\]

**Proof** Consider the \( i_{th} \) row of the matrix \( X \), denoted by \( X_i = [x_1, x_2, \ldots, x_n] \in \mathbb{R}^n \). After applying a softassign with only a row normalization, the corresponding row \( \hat{Y}_i = [y_1, y_2, \ldots, y_n] \) is

\[
y_j = \frac{e^{\beta x_j}}{s_n}, \quad \text{where} \quad s_n = \sum_{k=1}^{n} e^{\beta x_k}, \quad \beta \in \mathbb{R}, \quad j = 1, 2, \ldots, n. \quad (15)
\]

As the number of elements \( n \) increases, the normalization factor \( s_n \) dominates the individual exponential terms, leading to increasingly smaller differences between any two normalized components \( y_i \) and \( y_j \). Therefore, we conclude

\[
\lim_{n \to \infty} |y_i - y_j| = 0 \quad \text{for} \quad i, j = 1, 2, \ldots, n. \quad (16)
\]

Similarly, we can deduce that other rows of \( X \) exhibit the same property.

Since the sums of rows are normalized to 1, all elements of \( \hat{Y} \) converge to the same value as \( n \to \infty \). Additionally, further row or column normalization in the Sinkhorn process will not alter this result. Thus, as \( n \to \infty \), all components of \( Y_{ij} \) converge to the same value, which completes the proof.

This proposition indicates that the differences between elements of \( P_{S}^{\beta}(X) \) with a fixed \( \beta \) may approach zero in large graph matching problems. Such a \( P_{S}^{\beta}(X) \) is far from the optimal solution \( P_{S}^{\infty}(X) \).

The softassign algorithm can be robust to changes in the number of nodes \( n \) when the distance between \( P_{S}^{\beta}(X) \) and the optimal solution \( P_{S}^{\infty}(X) \) remains invariant with respect to \( n \). To achieve that, we first define a metric to assess the distance between \( P_{S}^{\beta}(X) \) and the optimal solution \( P_{S}^{\infty}(X) \) for a given profit matrix \( X \in \mathbb{R}^{n \times n} \). The total assignment score of an assignment matrix \( P_{S}^{\beta}(X) \) is \( \langle P_{S}^{\beta}(X), X \rangle \). A total assignment error can be defined as \( \langle P_{S}^{\infty}(X), X \rangle - \langle P_{S}^{\beta}(X), X \rangle \) in optimal transport problems \( \textbf{[1]} \). Since the total assignment error is the sum of individual assignment errors, it is influenced by
both the per assignment error and the number of dimensions $n$. To avoid the influence from $n$, we introduce an average assignment error
\[ \epsilon^\beta_X = \frac{1}{n} \langle P^\infty_S(X), X \rangle - \langle P^\beta_S(X), X \rangle \] (17)
to quantify the distance between $P^\beta_S(X)$ and the optimal solution $P^\infty_S(X)$.

**Proposition 2** Let $\gamma \in \mathbb{R}_+$, $X \in \mathbb{R}^{n \times n}$, the average assignment error for $P^\beta_S(X)$
\[ \epsilon^\beta_X \leq \frac{1}{\gamma}, \] (18)
where $\beta = \gamma \ln(n)$.

**Proof**
\[ P^\beta_S(X) = \arg \max_{P \in \Sigma_{n \times n}} \langle P, X \rangle + \frac{1}{\beta} H(P), \] (19)
we have
\[ \langle P^\infty_S(X), X \rangle + 0 \leq \langle P^\beta_S(X), X \rangle + \frac{1}{\beta} H(P^\beta_S(X)). \] (20)
For $P \in \Sigma_{n \times n}$, the entropy $H(P)$ reaches its maximum when elements of $P$ are equal to $\frac{1}{n}$. Then we have
\[ H(P^\beta_S(X)) \leq n^2 \left( -\frac{1}{n} \ln \left( \frac{1}{n} \right) \right) = n \ln(n). \] (21)
Then
\[ \langle P^\infty_S(X), X \rangle - \langle P^\beta_S(X), X \rangle \leq n \left( \frac{\ln(n)}{\beta} \right) = n \frac{\gamma}{\gamma}, \] (22)
which completes the proof.

This proposition suggests that the performance of softassign with $\beta = \gamma \ln(n)$ is invariant to the nodes’ number. The choice of $\gamma$ depends on the type of the matching graphs. An empirical finding indicates that a challenging task requires a large $\gamma$ to ensure a low error bound. For instance, plain graph matching problems normally require a larger $\gamma$ compared to attributed graph matching problems.

### 3.3. Stable strategy

Numerical overflow of softassign is an inevitable issue in large graph matching problems. Using $\hat{X}$ can reduce but not eliminate the risk of overflow. To eliminate it, we modify the step in (9) by a preprocessing
\[ S^{(0)} = \exp(\beta(\hat{X} - 1_{n \times n})), \hat{X} = \frac{X}{\max(X)}. \] (23)
In this stage, the maximum of $S^{(0)}$ is 1, thereby avoiding the risk of overflow. We prove that this preprocessing will not affect the results in the following proposition.
Proposition 3 Let $\beta \in \mathbb{R}$, $X \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times n}$ and its all elements are $b \in \mathbb{R}$, then

$$P_\beta^0(X - B) = P_\beta^0(X).$$

(24)

Proof The difference from the $B$ is eliminated in the first iteration of Sinkhorn

$$T_r(\exp(\beta(X - B))) = T_r\left(\frac{\exp(\beta X)}{\exp(b)}\right) = T_r(\exp(\beta X)),$$

which completes the proof.

This proposition is an application of the log-sum-exp technique whose rounding error analyzes are studied in [2]. An interesting finding is that this strategy also improves final accuracy in certain graph matching tasks. For example, it increased accuracy by approximately 1.5% in the protein-protein interaction networks matching experiment.

3.4. Algorithm of scalable softassign

Based on the improvements, a scalable softassign method is summarized in Algorithm 1 and the softassign is shown in Algorithm 2.

**Algorithm 1 Scalable Softassign**

Require: $X, \gamma$

1: $\hat{X} = \frac{X}{\max(X)}$

2: $\beta = \gamma \ln n$

3: $\hat{S} = \exp(\beta(X - 1_{n \times n}))$

4: $\mathbf{r}^{(0)}, \mathbf{c}^{(0)} = 1$

5: while $\mathbf{r}$ and $\mathbf{c}$ does not converge do

6: $\mathbf{r}^{(t)} = 1 \odot (S\mathbf{c}^{(t-1)}), \mathbf{c}^{(t)} = 1 \odot (S^T\mathbf{r}^{(t)})$

7: end while

8: $S = \text{diag}(\mathbf{r}^{(t)}), \hat{S} \text{diag}(\mathbf{c}^{(t)})$

9: return $S$

**Algorithm 2 Softassign**

Require: $X, \beta$

1: $S^{(0)} = \exp(\beta X)$

2: while $S$ does not converge do

3: $S^{(t)} = T_r\left(T_r\left(S^{(t-1)}\right)\right)$

4: end while

5: return $S$

The Sinkhorn method, Step 5-7, stops when $\|S^{(t)} - 1\|_1 + \|S^{(t)}\|_1 \leq \varepsilon$. This Sinkhorn requires $O\left((\varepsilon)^{-2} \log(s/\ell)\right)$ iterations, where $s = \sum_{ij} \hat{S}_{ij}$ and $\ell = \min_{ij} \hat{S}_{ij}$ [1, Th.2]. In experiments with approximately 1000 nodes, the number of iterations typically does not exceed 30 for attributed graph matching.

4. Analysis of step-size parameter

This section introduces an adaptive strategy for the step-size parameter of [5]. We simplify the computation of the optimal $\alpha$ for algorithms with doubly stochastic constraining operators.
4.1. Adaptive optimal step-size parameter

Recall that the iterative formula of constrained gradient method (5)

\[ M(t+1) = (1 - \alpha)M(t) + \alpha D(t). \]  

(26)

Given \( M(t) \) and \( D(t) \), we can find the optimal \( \alpha \) by a line search such that

\[ (\alpha^*)^t = \arg \max_{\alpha \in [0,1]} Z((1 - \alpha)M(t) + \alpha D(t)), \]  

(27)

where \( Z \) is the objective function defined in (3). For simplify, the superscript index \((t)\) is ignored in the following derivation: \( M \) and \( D \) are used to replace \( M(t) \) and \( D(t) \) respectively; \( \nabla Z \) is used to replace \( \nabla Z(M(t)) \).

\[
Z(M(t+1)) = Z((1 - \alpha)M(t) + \alpha D(t)) \\
= \frac{1}{2} \text{tr} \left( (1 - \alpha)M^T A + \alpha D^T A \right) \left( (1 - \alpha)M \tilde{A} + \alpha D \tilde{A} \right) \\
+ \lambda \text{tr} \left( \alpha (D^T F \tilde{F}^T - M^T F \tilde{F}^T) + M^T F \tilde{F}^T \right) \\
= \frac{1}{2} \text{tr} \left( (1 - \alpha)^2 M^T A M \tilde{A} + (1 - \alpha)\alpha M^T A D \tilde{A} + \alpha(1 - \alpha) D^T A \tilde{M} \tilde{A} \right. \\
+ \alpha^2 D^T AD \tilde{A} \bigg) + \lambda \text{tr} \left( \alpha (D^T F \tilde{F}^T - M^T F \tilde{F}^T) + M^T F \tilde{F}^T \right) \\
= \alpha^2 \left( \frac{1}{2} \text{tr} \left( M_1 - M_2 - M_3 + M_4 \right) + \alpha \text{tr} \left( -M_1 + M_2 + \lambda(M_5 - M_6) \right) \right) \\
+ \text{tr} \left( M_1 + M_6 \right) \\
= a_\alpha \alpha^2 + b_\alpha \alpha + c_\alpha.
\]

(28)

The optimal step size parameter of each iteration can be obtained by maximising such a quadratic problem.

Equipped with the optimal step-size parameter in (27), constrained gradient algorithms have the following properties:

**Property 1** The objective score \( Z(M(t)) \) is increasing at every step \( t \).

**Proof** Because the adaptive strategy of \( \alpha \) guarantees that \( Z(M(t)) \geq Z(M(t-1)) \), we have \( Z(M(t)) \geq Z(M(t-1)) \geq Z(M(t-2)) \ldots Z(M(0)) \).

**Property 2** Constrained gradient algorithms with adaptive \( \alpha \) converge to a maximum of the problem (4).
Proof If the sequence \(Z(M^{(t)})\) is monotonic and bounded, then it is convergent. The monotony of the sequence is shown in property 1. The bound of the sequence also exists because \(Z(M) < Z(1_{n \times n})\) for where \(1_{n \times n}\) is a \(n \times n\) matrix whose elements are 1.

**Property 3** If all eigenvalues of two affinity matrices \(A\) and \(\tilde{A}\) are simultaneously positive (or negative), the optimal step-size parameter is 1.

**Proof** Firstly, if all eigenvalues of two affinity matrices \(A\) and \(\tilde{A}\) are positive (or negative), then the eigenvalues of \(A \otimes \tilde{A}\) are also positive, i.e., \(A \otimes \tilde{A}\) is a positive definite matrix. It follows that \(a_{\alpha} = (\mathbf{m} - \mathbf{d})^T A \otimes \tilde{A} (\mathbf{m} - \mathbf{d}) \geq 0\) where \(\mathbf{m} = \text{vec}(M)\) and \(\mathbf{d} = \text{vec}(D)\), which means the optimal step-size parameter is 1.

**Remark 1** Two parameters \(a_{\alpha}\) and \(b_{\alpha}\) can also be obtained through \(a_{\alpha} = (\mathbf{m} - \mathbf{d})^T (A \otimes \tilde{A}) (\mathbf{m} - \mathbf{d})\) and \(b_{\alpha} = \mathbf{m}^T (A \otimes \tilde{A}) (\mathbf{d} - \mathbf{m})\) [20]. However, the computational cost of computing \(\alpha\) based on this vector form is \(O(n^4)\).

### 4.2. Optimal step-size parameter for doubly stochastic constraining operators

The line search of \(\alpha \in [0, 1]\) can be simplified if the \(D\) in (28) results from a doubly stochastic constraining operator. Such a \(D\) is an exact solution or an approximating solution (softassign) of the linear assignment problem

\[
D = \arg \max_{X \in \Sigma_{n \times n}} \text{tr} (X^T \nabla Z).
\]

(29)

This implicits that \(b_{\alpha} = \text{tr}(D^T \nabla Z - M^T \nabla Z) > 0\) in (28). When \(a_{\alpha}\) in (28) is positive, the quadratic function (28) is concave up, shown in Figure 2 (a). Therefore, when \(a_{\alpha}\) is positive, we can obtain \(\alpha^* = 1\) without the value of \(b_{\alpha}\). When \(a_{\alpha}\) is negative, there are two cases shown in Figure 2 (b).

![Figure 2: The relation between \(\alpha\) and objective score. The red point represents the score with optimal \(\alpha\).](image)

In summary, if a doubly stochastic constraining operator is adapted in (5), the optimal step-size parameter can be simplified as follows

\[
\alpha^{(t)} = \begin{cases} 
1 & a_{\alpha}^{(t)} \geq 0, \\
\min \left( \frac{1}{2a_{\alpha}^{(t)}}, 1 \right) & a_{\alpha}^{(t)} < 0.
\end{cases}
\]

(30)
\( \theta_{ij}^{(t)} \) is not necessary to compute when \( a_{ij}^{(t)} \) is positive. This finding simplifies the computation of the optimal step-size parameter. Experiments show that \( a_{ij}^{(t)} \) is positive in most cases, which further enhances the importance of this finding. The convenient strategy can be extended to constrained gradient methods for Lawler QAP.

5. Constrained-Softassign Gradient Optimization Algorithm

In this section, we propose a warm-start strategy for constrained gradient algorithms, introduce CSGO for large graph matching problems, and analyze its robustness.

5.1. Warm-start strategy

In the absence of prior matching information, the variable is typically initialized as a matrix where each element is set to \( \frac{1}{n} \) i.e., \( M^{(0)} = \frac{1}{n} \mathbf{1} \otimes \mathbf{1}^T \), indicating that the matching probability between any two nodes is equal [20, 23]. We propose a warm-start approach under this initialization that enables rapid computation of the constraint gradient matrix during the first iteration of constrained gradient algorithms:

\[
\nabla Z(M^{(0)}) = A(\frac{1}{n} \mathbf{1} \otimes \mathbf{1}^T)\hat{\mathbf{A}} + K
\]

\[
= \frac{1}{n} (A\mathbf{1}) \otimes (\mathbf{1}^T \hat{\mathbf{A}}) + K
\]

\[
= \frac{1}{n} (A\mathbf{1}) \otimes (\hat{\mathbf{A}}\mathbf{1})^T + K.
\]

This strategy reduces the cost from \( \mathcal{O}(n^3) \) to \( \mathcal{O}(n^2) \). It notably enhances the efficiency of constrained gradient algorithms in attribute graph matching tasks, as algorithms typically converge within 3-5 iterations.

5.2. Algorithm

The CSGO is shown in Algorithm 3. Without loss of generality, we assume that \( n < \tilde{n} \). For the problem of matching graphs with different nodes’ numbers, Gold and Rangarajan [10] introduce a slack square matrix like \( D \) in step 3: \( D_{(1,n,1,\tilde{n})} = AN\hat{\mathbf{A}} + \lambda K \) and the remaining elements of \( D \) are zero. The updates of \( N \) only requires \( D_{(1,n,1,\tilde{n})} \) in step 6.
Algorithm 3 Sofsassign constrained gradient method

Require: A, ̃A, K, λ, γ

Ensure: M

1: Initial D = 0_{n×̃n}
2: while N does not converges do
3:     if iteration = 1 then
4:         \[ D_{(1:n,1:̃n)} = \frac{1}{n}(A1) \otimes (̃A1)^T + K \]
5:     else
6:         \[ D_{(1:n,1:̃n)} = AÑA + λK \]
7:     end if
8:     D = Scalable Softassign(D, γ) by Algorithm 1
9:     Compute the optimal α by (30)
10: N = (1 − α)N + αD_{(1:n,1:̃n)}
11: end while
12: Discretize N to obtain M
13: return M

For \( n = ̃n \), Step 4 requires \( O(n^2) \) operations. Step 6 and Step 9 require \( O(n^3) \) operations per iteration regardless of fast and sparse matrix computation. Step 8 requires \( O(Tn^3) \) operations where \( T \) is the number of iterations in the Sinkhorn method (discussed in the previous part). Step 12 transforms the doubly stochastic matrix \( N \) back to a matching matrix \( M \) using the Hungarian method, which requires \( O(n^3) \) operations in the worst-case scenario. In conclusion, this algorithm has time complexity \( O(n^3 + Tn^2) \) per iteration and space complexity \( O(n^2) \).

5.3. Robustness analysis

This subsection analyzes the robustness of CSGO in response to scaling changes and offsets applied to the affinity matrix or feature matrix. The findings are encapsulated in the Theorem 1, whose proof is based on Lemmas 1 and 2.

**Theorem 1** The matching formula

\[
\min_{M \in \Pi_{n \times n}} \frac{1}{2} \left\| A - M\tilde{A}M^T \right\|_F^2 + \lambda \| F - M\tilde{F} \|_F^2
\]  \hspace{1cm} (34)

is invariant to a scaling change and offset on the adjacency matrix and feature matrices of graphs.

**Lemma 1** For the edge part of the matching formula

\[
\max_{M \in \Pi_{n \times n}} \frac{1}{2} \text{tr} \left( M^TAM\tilde{A} \right)
\]  \hspace{1cm} (35)

is invariant to a scaling change and offset on A. In other words, the problem (35) is equivalent to

\[
\max_{M \in \Pi_{n \times n}} \frac{1}{2} \text{tr} \left( M^TAM(u\tilde{A} + q11^T) \right)
\]  \hspace{1cm} (36)
where \( u \) is an arbitrary positive constant, and \( q \) is an arbitrary constant.

**Proof**

\[
\text{tr} \left( M^T A M(u \tilde{A} + q11^T) \right) = \text{tr} \left( u M^T A M \tilde{A} + M^T A M(q11^T) \right) \\
= \text{tr} \left( u M^T A M \tilde{A} \right) + \text{tr} \left( M^T A M(q11^T) \right) \\
= u \text{tr} \left( M^T A M \tilde{A} \right) + \text{tr} \left( A(q11^T) \right).
\]

Because \( \text{tr} \left( A(q11^T) \right) \) is a constant and \( u \) is a positive number, it is easy to deduce that two problems are equivalent.

**Lemma 2** The node term of the matching formula

\[
\max_{M \in \Pi_{n \times n}} \text{tr} \left( M^T \tilde{F} \tilde{F} \right)
\]  

has an invariant property concerning the offset of \( F \). In other words, such a problem is equivalent to

\[
\max_{M \in \Pi_{n \times n}} \text{tr} \left( M^T (u \tilde{F} + q11^T) \right),
\]

where \( u \) is an arbitrary positive constant, and \( q \) is an arbitrary constant.

**Proof**

\[
\text{tr} \left( M^T (u \tilde{F} + q) \right) = \text{tr} \left( M^T (u \tilde{F}) + M^T (q11^T) \right) \\
= \text{tr} \left( u M^T \tilde{F} \tilde{F} \right) + \text{tr} \left( M^T (q11^T) \right) \\
= u \text{tr} \left( M^T \tilde{F} \tilde{F} \right) + \text{tr} \left( F(q11^T) \right).
\]

Because \( \text{tr} \left( A(q11^T) \right) \) is a constant and \( u \) is a positive number, it is easy to deduce that two problems are equivalent.

The scaling change of the affinity matrix is common. For example, if two pictures with different sizes contain the same objects, then the graphs created from the pictures may have the same structure. Assume that the scale ratio between two images is \( u \). If the weight of the edge is the Euclidean distance between the corresponding nodes, then \( A = u \tilde{A} \). Moreover, offset change may happen in the network graph matching problem. Let a graph \( G \) represent a social network of a group at time 0, and the weight of an edge is the duration of a relation between two individuals. The social network of a group at time \( q \) is represented by \( \tilde{G} \). If there is no structural change during this time period \( q \), then \( A + q11^T = \tilde{A} \).
Table 4: Datasets used in experiments. $|V|$ is the number of nodes and $|V|$ is the number of vertices. ( , ) represents a range.

6. Experiment

We evaluate the proposed algorithm CSGO\(^1\) and other contributions from the following aspects:

- Q1. Compared to another doubly stochastic constraining operator, how efficient is scalable softassign?
- Q2. Compared to other constrained gradient methods, what advancements does CSGO offer in attributed graph matching tasks?
- Q3. How robust is CSGO in plain graph matching tasks?
- Q4. To what extent do constrained gradient algorithms benefit from the adaptive step size parameter?
- Q5. How does the warm-start strategy benefit CSGO?

### Setting

For CSGO, we set $\gamma = 10$ for attributed graph matching tasks and $\gamma = 60$ for plain graph matching tasks. With respect to the regularization parameter $\lambda$, according to \cite{23}, the result is not sensitive to $\lambda$. For simplicity, we always use $\lambda = 1$ in this paper. All experiments are done in Python 3 with a single thread in an i7 2.80 GHz PC.

### Criteria

We evaluate the accuracy of algorithms in different cases with three criteria.

- Matching error:
  \[
  \frac{1}{2} \left\| A - M \bar{A} M^T \right\|_{F^{\text{ro}}} + \left\| F - M \bar{F} \right\|_{F^{\text{ro}}}. \tag{39}
  \]
  For graphs with only affinity matrices, the measurement only contains the first term of (39).

- Error rate: when matching errors of algorithms are close, it is better to use the error rate: the ratio between the matching error of an algorithm and the proposed CSGO.

- Accuracy: $\frac{n_c}{n}$ where $n_c$ represents the number of correct matching nodes.

\(^1\)The code of CSGO is available at https://github.com/BinruiShen/CSGO.
Baselines include constrained gradient algorithms such as DSPFP [23], GA [10], and AIPFP [20, 23]; optimal transport methods such as GWL [38] and S-GW [37]; and a spectral-based algorithm, GRASP [13]. It is important to note that GA is a softassign-based algorithm. Table 6 gathers the characteristics of the data sets used in this paper. Further details about these algorithms are shown as follows.

- DSPFP [23] is a fast doubly stochastic projected fixed-point method with an alternating projection.
- GA [10] is a softassign-based method with an outer annealing process.
- AIPFP [20, 23] is an integer projected fixed point method with a fast greedy integer projection.
- GWL [38] measures the distance between two graphs by Gromov-Wasserstein discrepancy and matches graphs by optimal transport.
- S-GWL [37] is a scalable variant of GWL. It divides matching graphs into small graphs to match. (In Facebook network matching, we modify a parameter of S-GWL, increasing beta from 0.025 to 1, to avoid failure of partitioning; otherwise, S-GWL becomes a very slow GWL).
- GRASP [13] aligns nodes based on functions derived from Laplacian matrix eigenvectors.

Unless otherwise specified, these algorithms are executed using the default parameters defined in the papers.

6.1. Comparisons between doubly stochastic constraining operators

This subsection compares the scalable softassign and the alternating projection in different magnitudes. The profit matrix $X$ is created by

$$X = \phi X_{\text{ran}}, \quad (40)$$

where $X_{\text{ran}}$ a random matrix and $\phi$ represents magnitude. This set of experiments considers $\phi = [1, 10, 100]$. $\phi = 1$ is common for plain graph matching problems; $\phi$ varies widely in attributed graph matching problems.

Figure 3 demonstrates that the scalable softassign algorithm is invariant to magnitude. When $\phi = 1$, the alternating projection converges rapidly. However, in the other two cases, the alternating projection does not converge within 50 iterations.

6.2. Algorithms with different constraining operators

In this subsection, we compare the performance of the proposed CSGO with other state-of-the-art constrained gradient algorithms: GA [10], AIPFP [20, 23] and DSPFP [23]. Graphs are extracted from real-world images and house image sequences. To avoid the influence of the step size parameter, we set $\alpha = 1$ for all algorithms, which is almost always the best choice in such two tasks.
Figure 3: The plots of differences between the optimal solution and the updated matrix with respect to a number of iterations. Here, $P$ is the matrix computed at the current iteration; $P_{opt}$ is the optimal solution computed by the simplex method.

6.2.1. Real-world images

In this set of experiments, the attributed graphs are constructed from a public dataset[^2]. This data set, which contains eight sets of pictures, covers five common picture transformations: viewpoint changes, scale changes, image blur, JPEG compression, and illumination.

The construction consists of three primary steps.

1. **Node extraction:** the scale-invariant feature transform method (SIFT) is used to identify key points as potential nodes and extract the corresponding feature vectors.

2. **Node selection:** the selected nodes should exhibit a high degree of similarity (i.e. the inner product of feature vectors) to all the other candidate nodes of the other graph.

3. **Edge weight calculation:** these nodes are fully connected by edges with weights, each with a weight representing the Euclidean distance between the corresponding nodes.

The running time and matching error are calculated by the average results of five matching pairs (1 vs. 2, 2 vs. 3 ... 5 vs. 6) from the same picture set (except set bike, we only record the results of 1 vs. 2, as other pictures in the set do not have enough key points). The matching results are visualized in Figure 4. The numerical results are shown in Figure 5 and Figure 6.

Table 6 clearly shows that CSGO is at least ten times faster than other algorithms for this task. Figure 5 further illustrates that CSGO consistently exhibits a significant efficiency advantage across all experimental groups and scales. Additionally, Table 6 indicates that, on average, CSGO’s matching error is at least 10% lower than that of other algorithms. Figure 6 provides a detailed comparison, showing the overall superiority of CSGO over other algorithms in each experimental group.

[^2]: http://www.robots.ox.ac.uk/~vgg/research/affine/
Figure 4: Graphs from real-world images.
6.2.2. Image sequence

Graphs with weighted edges are constructed from the CMU House sequence images in this set of experiments. The SIFT extracts the key points (around 700) as nodes of the graph. The Euclidean distance between these nodes serves as the weight of the corresponding edge. Matching pairs consist of the first image and subsequent images with 5 image sequence gaps (such as image 1 vs. image 6 and so on). See Figure 7 to visualize the matching results.

Compared to the previous matching task, Table 5 shows that CSGO’s advantage over other algorithms has further increased, with at least a 15% improvement in accuracy and a tenfold increase in efficiency. Figure 8 illustrates that CSGO consistently achieves the lowest error in most cases while maintaining a significant lead in efficiency.

Table 5: comparisons between algorithms on graphs from house sequence.

|                | DSPPP/CSGO | GA/CSGO | AIPPP/CSGO |
|----------------|------------|---------|------------|
| Running time   | 10.0X      | 30.9X   | 43.7X      |
| Matching error | 1.11       | 1.12    | 1.27       |

3http://vasc.ri.cmu.edu/idb/html/motion/
Figure 6: Matching error of constrained gradient algorithms in attributed graph matching experiments.

Figure 8: Graphs from house sequence.

(a) 10% links  
(b) 30% links 
(c) 50% links  
(d) 100% links

Figure 7: House matching results
### Table 6: Comparisons between algorithms on graphs from real-world pictures.

|                | DSPFP/CSGO | GA/CSGO | AIPFP/CSGO |
|----------------|------------|---------|------------|
| Running time   | 10.3X      | 31.1X   | 57.9X      |
| Matching error | 1.20       | 1.35    | 1.15       |

6.3. Plain graphs

This set of experiments evaluates CSGO and other matching algorithms by two sets of plain graphs: the yeast’s protein-protein interaction (PPI) networks contain 1,004 proteins and 4,920 high-confidence interactions; the social network comprising ‘circles’ (or ‘friends lists’) from Facebook [21] contains 4039 users (nodes) and 88234 relations (edges). Following the experimental protocol of [37], we compare different methods on matching networks with 5%, 15% and 25% noisy versions. Table 7 and Table 8 list the performance of various methods. In both tasks, CSGO outperforms other algorithms, showing approximately a 20% improvement in accuracy, and ranks among the fastest in terms of speed.

### Table 7: Comparisons on yeast PPI

| Yeast network | 5% noise | 15% noise | 25% noise |
|---------------|----------|-----------|-----------|
| Methods       | Node Acc | time      | Node Acc  | time      | Node Acc  | time      |
| GRASP [13]    | 38.6%    | 1.1s      | 8.3%      | 1.2s      | 5.6%      | 1.2s      |
| S-GWL [37]    | 81.3%    | 82.3s     | 62.4%     | 82.1s     | 55.5%     | 88.4s     |
| GWL [38]      | 83.7%    | 226.4s    | 66.3%     | 254.7s    | 57.6%     | 246.5s    |
| GA [10]       | 14.0%    | 24.4s     | 9.6%      | 24.5s     | 7.4%      | 24.0s     |
| DSPFP [23]    | 78.1%    | 10.2s     | 60.8%     | 10.1s     | 42.9%     | 9.8s      |
| AIPFP [20,23] | 43.1%    | 105.4s    | 27.1%     | 75.2s     | 22.1%     | 73.8s     |
| CSGO          | 91.3%    | 4.3s      | 85.0%     | 4.4s      | 80.7%     | 4.6s      |

### Table 8: Comparisons on Facebook network

| Social network | 5% noise | 15% noise | 25% noise |
|---------------|----------|-----------|-----------|
| Methods       | Node Acc | time      | Node Acc  | time      | Node Acc  | time      |
| GRASP [13]    | 37.9%    | 63.6s     | 20.3%     | 67.4s     | 15.7%     | 71.3s     |
| S-GWL [37]    | 26.4%    | 1204.1s   | 18.3%     | 1268.2s   | 17.9%     | 1295.8s   |
| GWL [38]      | 78.1%    | 3721.6s   | 68.4%     | 4271.3s   | 60.8%     | 4453.9s   |
| GA [10]       | 35.5%    | 793.2s    | 21.4%     | 761.7s    | 16.0%     | 832.6s    |
| DSPFP [23]    | 79.7%    | 151.3s    | 68.3%     | 154.2s    | 62.2%     | 156.9s    |
| AIPFP [20,23] | 68.6%    | 2705.5s   | 55.1%     | 2552.7s   | 47.8%     | 2513.8s   |
| CSGO          | 91.1%    | 87.3s     | 88.3%     | 88.3s     | 86.3%     | 89.1s     |

6.4. The effect of adaptive step size parameter

This set of experiments investigates the impact of employing the adaptive step size parameter across four algorithms that employ different constraining
operators. Random graphs are generated as follows: (1) generating \( n \) pairs of numbers representing the coordinates of nodes; (2) connecting these nodes by the Delaunay triangulation method; (3) assigning Euclidean distances between nodes as weights for the corresponding edges. Its noisy version contains \( q \% \) nodes’ deletion, where \( q \in \{1,2,3,4,5\} \). Each experiment is repeated one hundred times to account for randomness. The matching results are shown in Figure 9 and Table 9.

### Table 9: Improvements from the adaptive step size parameter

| Algorithms | Constraining operator     | Iteration | Time  | Matching error | Accuracy |
|------------|----------------------------|-----------|-------|----------------|----------|
| CSGO       | scalable softassign        | 30.3%     | 29.5% | 27.8%          | 1.4%     |
| DSPFP      | alternating projection     | 13.9%     | 11%   | 1%             | 0.4%     |
| AIPFP      | greedy method             | 40.0%     | 49.5% | 43.7%          | 21.7%    |
| SM         | spectral normalization     | 4.6%      | -44.6%| 0.8%           | 2.7%     |

Figure 9 and Table 9 show that the adaptive step size parameter strategy enhances the accuracy of constrained gradient algorithms. Besides, this strategy reduces all algorithms’ iterations. Most of the algorithms’ efficiency benefits from this, except SM whose constraining operator is cheap to compute. Among algorithms with doubly stochastic constraints, the proposed CSGO consistently performs better.

### 6.5. The effect of warm-start strategy

This set of experiments assesses the benefits of the warm-start method for the CSGO algorithm in the task of attributed graph matching. We evaluated this strategy using the attributed graphs from real-world images, each with four distinct node quantities. The results, shown in Figure 10, suggest that as the number of nodes increases, the acceleration effect becomes more pronounced.
This is likely due to the computational cost of the gradient matrix increasing more rapidly compared to other modules. We estimate that the maximum acceleration achievable by this method is approximately 30%, as CSGO typically requires only 3 to 5 iterations to converge in attributed graph matching.

Figure 10: The benefits of the warm-start method for the CSGO algorithm in the task of attributed graph matching.

7. Conclusions

We propose a constrained-softassign gradient optimization for large graph matching problems by a scalable softassign, the adaptive step size parameter, and a warm-start strategy. Scalable softassign is robust to the nodes' number and avoids the risk of overflow based on rigorous mathematical analysis. The adaptive step size parameter can guarantee the algorithms' convergence and enhance their robustness and efficiency. Compared with other state-of-the-art algorithms, CSGO achieves high levels of both speed and accuracy.

A limitation of this study is that the constrained gradient algorithms may converge to a local maximum, and the optimality of the solutions cannot be guaranteed. Another limitation is the algorithms’ sensitivity to variable initialization, as they lack a robust initialization strategy. Therefore, our future work will focus on exploring methods to avoid or escape local maxima and improving the initialization.
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Appendix A. Lawler quadratic problem and iterative formula

This section introduces the Lawler quadratic problem [10, 19, 20] and the corresponding constrained gradient method.

Appendix A.1. Lawler quadratic problem

The matching score of the node part can be defined by a measure function $\Omega_v(\cdot, \cdot)$:

$$\sum_{v_i \in V_i} \sum_{\tilde{v}_{i} \in \tilde{V}_i} M_{ii} \Omega_v(F_i, \tilde{F}_i) = m^T k,$$

(A.1)
where \( m = \text{vec}(M) \in \mathbb{R}^{n^2 \times 1} \) and \( k \in \mathbb{R}^{n^2 \times 1} \) vector used to store similarities between nodes’ features. Similarly, the total matching score of the edge part is defined as:

\[
\frac{1}{2} \sum_{e_{ij} \in \tilde{E}} \sum_{\tilde{e}_{ij} \in \tilde{E}} M_{ii}M_{jj} \Omega_e(A_{ij}, \tilde{A}_{ij}) = \frac{1}{2} m^T W m. \tag{A.2}
\]

where \( \Omega_e(A_{ij}, \tilde{A}_{ij}) \) represents the similarity between \( E_{ij} \) and \( \tilde{E}_{ij} \), and \( W \) is an \( n^2 \times n^2 \) compatibility matrix to store these similarities, i.e., \( W_{ii,jj} = \Omega_e(A_{ij}, \tilde{A}_{ij}) \). \( M_{ii}M_{jj} = 1 \) means that \( E_{ij} \) matches \( \tilde{E}_{ij} \) (if both two edges exist). Combined two parts, the graph matching problem is formulated as

\[
\max_{m \in \Pi_{n^2 \times 1}} z(m), \quad z(m) = \frac{1}{2} m^T W m + \lambda m^T k. \tag{A.3}
\]

This problem is called Lawler quadratic problem \[18\]. Since the computation on the \( n^2 \times n^2 \) compatibility matrix requires \( O(n^4) \) operations, algorithms based on this formulation inevitably have space complexity \( O(n^4) \) and time complexity \( O(n^4) \). When \( W = A \otimes \tilde{A} \) and \( k = \text{vec}(F \otimes F^T) \), the problem (A.3) can be rewritten as problem \[5\]. The derivation can be obtained directly from in \[12\ Th.16.2.2\].

Appendix A.2. Transition of the constrained gradient method

The constrained gradient method to problem (A.3) is

\[
\begin{align*}
m^{(t+1)} &= (1 - \alpha)m^{(t)} + \alpha d^{(t)}, \\
d^{(t)} &= P(\nabla z(m^{(t)})) = P(Wm^{(t)} + \lambda k). \tag{A.4}
\end{align*}
\]

Computation of \( Wm \) in each iteration requires \( O(n^4) \) operations. According to \[12\ Th.16.2.1\] that \( (A \otimes \tilde{A})m = \text{vec}(AMA) \), the iterative formula (A.4) can be rewritten as \[5\].

Appendix B. Common constraining operators

The Hungarian method \[15\] can find a nearest permutation matrix \( P \) to \( X \):

\[
\mathcal{P}_H(X) = \arg \min_{P \in \Pi_{n \times n}} \|P - X\|_{\text{Fro}}. \tag{B.1}
\]

This method can also transform a solution of (4) into a matching matrix. This algorithm has \( O(n^3) \) time complexity. Since the Hungarian method only find one solution of the linear assignment problem (B.1), other solutions are ignored when multiple solutions exist.

Greedy linear method is an approximating method for the linear assignment problem (B.1). By comparison, the Hungarian method is designed to find a global solution for the linear assignment problem, so it inevitably discards some high-value candidates and retains some low-value ones. To prioritize retaining high-valued candidates, Leordeanu and Hebert \[19\] propose a greedy linear
method, which does not guarantee the optimum. For a given input matrix $X$, this method works as follows:

1. Initialize an $n \times n$ zero-valued matrix $P$.
2. Find the index $(i, j)$ such that $X(i, j)$ is the largest element of $X$.
3. Let $P(i, j) = 1$, $X(i, :) = 0$ and $X(:, j) = 0$.
4. Repeat step 2 and 3 until $X$ is empty, and return $P$.

Although this greedy method has $O(n^3)$ time complexity, it is relatively cheaper and easier than Hungarian [19].

**Alternating projection method** [41] aims to find a nearest doubly stochastic matrix $P$ to $X$:

$$P_D(X) = \arg\min_{P \in \Xi_{n \times n}} \|P - X\|_{Fro}. \quad (B.2)$$

The solution of (B.2) is a convex combination of all optimal solutions of (B.1) [28], so $P_D(X)$ can contain information of multiple discrete solutions of (B.1). This method works as follows:

$$P_1(X) = X + \left(\frac{1}{n}I + \frac{1}{n^2}X11^T - \frac{1}{n}X\right)11^T - \frac{1}{n}11^TX, \quad (B.3)$$

$$P_2(X) = \frac{X + |X|}{2}, \quad (B.4)$$

$$P_D(X) = \ldots P_2(P_1(P_2(P_1(P_2(X))))). \quad (B.5)$$

Each iteration requires $O(n^2)$ operations. Since this projection is nonexpansive, the number of iterations positively correlates with the magnitude of $X$ [11]. To avoid potential expensive cost, Lu et al. [23] sets the maximum number of iterations to 30. However, limited iterations cannot guarantee that the $P_D(X)$ is doubly stochastic (more details can be found in the experiment part).