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Abstract

A finite dynamical system with \( n \) components is a function \( f : X \to X \) where \( X = X_1 \times \cdots \times X_n \) is a product of \( n \) finite intervals of integers. The structure of such a system \( f \) is represented by a signed digraph \( G \), called interaction graph: there are \( n \) vertices, one per component, and the signed arcs describe the positive and negative influences between them. Finite dynamical systems are usual models for gene networks. In this context, it is often assumed that \( f \) is degree-bounded, that is, the size of each \( X_i \) is at most the out-degree of \( i \) in \( G \) plus one. Assuming that \( G \) is connected and that \( f \) is degree-bounded, we prove the following: if \( G \) is not a cycle, then \( f^{n+1} \) may be a constant. In that case, \( f \) describes a very simple dynamics: a global convergence toward a unique fixed point in \( n+1 \) iterations. This shows that, in the degree-bounded case, the fact that \( f \) describes a complex dynamics cannot be deduced from its interaction graph. We then widely generalize the above result, obtaining, as immediate consequences, other limits on what can be deduced from the interaction graph only, as the following weak converses of Thomas’ rules: if \( G \) is connected and has a positive (negative) cycle, then \( f \) may have two (no) fixed points.
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1 Introduction

Let \( X = X_1 \times \cdots \times X_n \) be a product of \( n \) finite intervals of integers, and let \( f : X \to X \),

\[
x = (x_1, \ldots, x_n) \mapsto f(x) = (f_1(x), \ldots, f_n(x)).
\]

Such a function \( f \) is regarded as a finite dynamical system with \( n \) components (FDS for short). If \( X = \{0,1\}^n \) then \( f \) is usually called a Boolean network (BN for short). FDSs have many applications. In particular, since the seminal works of MacCulloch and Pitts, Hopfield, Kauffman and Thomas, they are classical models for the dynamics of neural and gene networks [16, 10, 8, 11, 12, 31, 33]. They are also used in information theory, for the network coding problem [6, 5].

The structure of a FDS \( f \) is usually represented by a signed digraph, called interaction graph. Formally, a signed digraph is a couple \( G = (V, E) \) where \( V \) is a set of vertices and \( E \subseteq V \times V \times \{+, -\} \) is a set of signed arcs: if \((j, i, s) \in E\) then \( G \) has an arc from \( j \) to \( i \) of sign \( s \). The interaction graph of \( f \) is then defined as the signed digraph with vertex set \( \{1, \ldots, n\} \) and with a positive (resp. negative) arc from \( j \) to \( i \) if there exists \( x \in X \) with \( x_j < \max(X_j) \) such that

\[
f_i(x_1, \ldots, x_j + 1, \ldots, x_n) - f_i(x_1, \ldots, x_j, \ldots, x_n)
\]
is positive (resp. negative). If $G$ is the interaction graph of $f$, we say that $f$ is a **FDS on $G$**.

In molecular biology, the first reliable informations available about a biological system often concern its interaction graph [35, 15]. A natural question is then the following: **what can be said on the dynamics of $f$ according to its interaction graph only?** Among the many dynamical properties that can be studied, fixed points are of special interest, since they correspond to stable states and often have a strong meaning [24, 53, 8]. For instance, in the context of gene networks, they correspond to stable patterns of gene expression at the basis of particular biological processes [33]. As such, they are the property which has been studied the most.

In particular, many works have been stimulated by two general rules, stated in 1981 by the biologist René Thomas [32], concerning the influence of positive and negative cycles of the interaction graph (cycles are always directed and without repeated vertices, and the sign of a cycle is the product of the signs of its arcs). Roughly, the first (resp. second) rule says that the presence of a positive (resp. negative) cycle is a necessary condition for multiple stable states (resp. permanent periodic behaviors). Several variations of these rules have been formally stated and proved for several classes of discrete and continuous dynamical systems (see e.g. [2, 18, 24, 19, 20, 22, 23] for the discrete case, and [17, 27, 9, 4, 29, 30, 14, 28, 13] for the continuous case). In particular, the first rule has many generalizations and strong versions involving local interaction graphs based on the Jacobian matrix (see [23, 13] and the references therein). It has also a nice biological interpretation since multiple stable states can account for cell differentiation processes [34].

In this paper, we are mainly concerned with the basic **discrete versions of Thomas’ rules** given by the second and third item of the following theorem. From them we deduce that there is a unique fixed point in the acyclic case, and the first item says something stronger ($f^k$ denotes the $k$th composition of $f$ with itself).

**Theorem 1.** Let $f$ a FDS with $n$ components on a signed digraph $G$.

- (a) If $G$ has no cycle, then $f^n$ is constant, and thus $f$ has a unique fixed point [24, 20].
- (b) If $G$ has no negative cycle, then $f$ has at least one fixed point [21].
- (c) If $G$ has no positive cycle, then $f$ has at most one fixed point [18, 24].

The following complementary theorem shows that, in the the Boolean case, stronger conclusions can be obtained under the additional assumption that the interaction graph is **strongly connected** (i.e. for every distinct vertices $i$ and $j$, there is a path from $i$ to $j$).

**Theorem 2.** Let $f$ be a BN on a strongly connected signed digraph $G$ with at least one arc.

- (a) If $G$ has no negative cycle, then $f$ has at least two fixed points [2].
- (b) If $G$ has no positive cycle, then $f$ has no fixed point [2].

The above results give conditions on $G$ that force all the FDSs or BNs on $G$ to have particular properties. In this paper, we take the converse direction: we study conditions on $G$ that allow at least one FDS on $G$ to have particular properties. Since it is clearly easier to exhibit a particular FDS when we allow the intervals $X_i$ to be large, it is natural to think to bound the size of these intervals. This leads us to focus on degree-bounded systems, which are usual in the context of gene networks. The formal definition follows.

Let $f$ be an FDS with $n$ components, and let $G$ be its interaction graph. We say that $f$ is **degree-bounded** if, for all $i \in \{1, \ldots, n\}$,

- $|X_i| = 2$ if $d_G^{out}(i) = 0 < d_G^{in}(i)$, and
- $|X_i| \leq d_G^{out}(i) + 1$ otherwise.


Here, $d^\text{out}_G(i)$ is the out-degree of $i$ in $G$, defined as the number of positive arcs leaving $i$ plus the number of negative arcs leaving $i$. The in-degree $d^\text{in}_G(i)$ is defined similarly.

These conditions on the intervals $X_i$ could seem unnatural at first glance. However, René Thomas, who introduced them, showed that they are very natural in the context of gene networks. He actually widely popularized the use of degree-bounded systems for modeling gene networks through the so called generalized logical method; see [33, 35] for a presentation, and see [1] and the references therein for recent applications. The intuition behind the degree-bounded conditions is the following. In continuous modelings of gene networks, the influence of an interaction from $i$ to $j$ of sign $s$ is often described by a sigmoid function, which can be approximated by a step function with a threshold $\theta^s_{ij}$. From this approximation, the system can be discretized in a natural way: the variable $x_i$, which is a non-negative real number representing a concentration, is approximated by a discrete variable $\tilde{x}_i$ defined as the number of out-going interactions $(i, j, s)$ such that $x_i \geq \theta^s_{ij}$. The size of the domain of this discrete variable $\tilde{x}_i$ is thus at most the number of interactions leaving $i$ plus one (see [33, 35] for details).

1.1 Nilpotent systems

Our first result concerns nilpotent FDSs, that is, FDSs $f$ such that $f^k$ is constant for some positive integer $k$.

**Theorem 3.** If $G$ is an $n$-vertex connected signed digraph distinct from a signed cycle, then there exists a degree-bounded system $f$ on $G$ such that $f^{n+1}$ is constant.

This shows that a nilpotent degree-bounded system with a linear convergence can be defined on almost all connected signed digraphs. Since such a nilpotent system describes a very simple dynamics — a global convergence in $n + 1$ iterations — this shows that the fact that a degree-bounded system describes a complex dynamics cannot be deduced from its interaction graph.

If $G$ is a signed cycle, then any degree-bounded system $f$ on $G$ is a BN, and we deduce from Theorem [2] that $f$ has either zero or two fixed points, thus $f$ is not nilpotent. Therefore, according to the previous theorem, we have the following characterization:

**Corollary 1.** Let $G$ be a connected signed digraph. There exists a nilpotent degree-bounded system on $G$ if and only if $G$ is not a signed cycle.

The existence of nilpotent systems is also the subject of the recent paper [7]. It is proved that, for every $n$-vertex signed digraph $G$,

- there exists a FDS $f : X \to X$ on $G$ with $X = \{0, 1, 2, 3\}^n$ such that $f^2$ is constant, and
- there exists a FDS $f : X \to X$ on $G$ with $X = \{0, 1, 2\}^n$ such that $f^{\lfloor \log_2 n \rfloor + 2}$ is constant.

As shown above, there does not necessarily exist a nilpotent BN on a given signed digraph $G$, and [7] provides several sufficient conditions for the existence of such a BN. This raises the question of a characterization of the signed digraphs on which a nilpotent BN can be defined, in the spirit of the previous corollary, which gives such a characterization in the degree-bounded case. In [7] the following question is also raised.

**Question 1.** Is there a constant $c$ such that, for every $n$-vertex signed digraph $G$, if there exists a nilpotent BN on $G$, then there exists a nilpotent BN $f$ on $G$ that converges in at most $cn$ iterations, that is, such that $f^{cn}$ is constant?

Theorem [3] and Corollary [1] clearly give a positive answer in the degree-bounded case.
1.2 Convergence between systems and weak converses of Thomas’ rules

Our second result generalizes the previous one using the following notion of convergence between systems. Let $f : X \to X$ and $h : Y \to Y$ be two FDSs with $n$ components. We say that $f$ converges toward $h$ in $k$ steps if

- $f^k(X) \subseteq h(Y) \subseteq Y \subseteq X$, and
- $f(x) = h(x)$ for all $x \in Y$.

In a signed digraph, a source is a vertex of in-degree zero, a sink is a vertex of out-degree zero, and an isolated vertex is a vertex of in- and out-degree zero.

**Theorem 4.** Let $G$ be a connected signed digraph distinct from a signed cycle. Let $H$ be a subgraph of $G$ obtained by removing arcs only. Suppose that every non-isolated source of $H$ is a source of $G$, and that every non-isolated sink of $H$ is a sink of $G$. Then, for every degree-bounded system $h$ on $H$, there exists a degree-bounded system $f$ on $G$ that converges toward $h$ in $k + 1$ steps, where $k$ is the number of isolated vertices in $H$.

Before discussing some consequences of this theorem, let us first observe that some conditions on the subgraph $H$ are needed to obtain the conclusion. Suppose, for instance, that $H$ is obtained from $G$ by removing an arc from $i$ to $j$ with $d^{	ext{out}}_G(i) = d^{	ext{out}}_G(i) = d^{	ext{out}}_G(j) = 1$, and let $h : Y \to Y$ be any degree-bounded system on $H$. Then there is no degree-bounded system $f : X \to X$ on $G$ that converges toward $h$. Indeed, suppose, for a contradiction, that such a $f$ exists. Since $d^{	ext{out}}_H(i) < d^{	ext{out}}_H(i) = d^{	ext{out}}_H(j) = 1$, $X_i$ and $Y_i$ are of size two, and thus $X_i = Y_i$. Since $f_j$ only depends on $x_i$ and $X_i = Y_i$, there exists $x, y \in Y$ that only differ in $x_i \neq y_i$, such that $f_j(x) \neq f_j(y)$. Since $f$ converges toward $h$, we deduce that $h_j(x) \neq h_j(y)$ and thus $d^{	ext{out}}_H(j) > 0$, a contradiction.

A first immediate consequence of Theorem 4 is Theorem 3. Indeed, consider the subgraph $H$ obtained by removing all the arcs of $G$, and let $h : Y \to Y$ be any degree-bounded system on $H$. Then $H$ consists in $n$ isolated vertices, and thus $Y$ is a singleton, so that $h : \{\xi\} \to \{\xi\}$ for some $\xi \in \mathbb{Z}^n$. Then, according to the conclusion, there exists a degree-bounded system $f$ on $G$ that converges toward $h$ in $n + 1$ steps, thus $f^{n+1} = \text{cst} = \xi$, and Theorem 3 is recovered.

As another consequence, we have the following weak converses of Theorems 1(b) and 1(c).

**Corollary 2.** Let $G$ be a connected signed digraph.

(a) If $G$ has a negative cycle, then there exists a degree-bounded system on $G$ without fixed point.

(b) If $G$ has a positive cycle, then there exists a degree-bounded system on $G$ with two fixed points.

(c) More generally, if $G$ has $k$ vertex-disjoint positive cycles, with $k \geq 1$, then there exists a degree-bounded system on $G$ with $2^k$ fixed points.

**Proof.** For the first point, suppose that $G$ has a negative cycle $C$, and let $H$ be obtained from $G$ by removing all the arcs of $C$, excepted those of $C$. Let $h$ be any degree-bounded system on $H$. It is easy to see that $h$ has no fixed point. If $G = C$ then $G = H$ and we are done. Otherwise, by Theorem 4 there exists a degree-bounded system $f$ on $G$ that converges toward $h$. Thus $f$ has no fixed point.

The proof of the third point, which implies the second, is similar. Suppose that $G$ has $k$ vertex-disjoint positive cycles, say $C_1, \ldots, C_k$. Let $H$ be obtained from $G$ by removing all the arcs of $G$, excepted those of $C_i$, $1 \leq i \leq k$. Let $h$ be any degree-bounded system on $H$. It is easy to see that $h$ has $2^k$ fixed points. If $k = 1$ and $G = C_1$, then $G = H$ and we are done. Otherwise, by Theorem 4 there exists a degree-bounded system $f$ on $G$ that converges toward $h$. Thus $f$ has $2^k$ fixed points.
Note that from Thomas’ rules and the above weak converses, we obtain the following characterizations: if \( G \) is connected, then \( G \) has a negative (positive) cycle if and only if there exists a degree-bounded system on \( G \) no (two) fixed points.

Note also that the weak converses of Thomas’ rules are false in the Boolean case. For instance, if \( G \) consists in two cycles with opposite signs that share exactly one vertex, then it is easy to see that every BN on \( G \) has a unique fixed point. More generally, if \( G \) is strongly connected, has a unique negative (positive) cycle, and has at least one positive (negative) cycle, then every BN on \( G \) has at least (at most) one fixed point [22].

Another gap between the Boolean case and the degree-bounded case, that shows the relevance of Corollary (c), is the following. Let \( \nu^+ \) be the maximum number of vertex-disjoint positive cycles in \( G \). According to Corollary (c), the maximum number of fixed points in a degree-bounded system on \( G \) is exponential in \( \nu^+ \) while, in the Boolean case, it can be linear in \( \nu^+ \). Indeed, as proved in [3], for every positive integer \( k \) there exists a strongly connected signed digraph \( G_k \) with \( k \) vertex-disjoint positive cycles such that every BN on \( G_k \) has at most \( k + 1 \) fixed points.

The organization of the paper is the following. A slightly stronger version of Theorem 3 is proved in Section 3, and the proof of Theorem 4, which uses this stronger version, is given in Section 4

2 Nilpotent systems

Let \( G = (V, E) \) be a signed digraph. The set of positive in-neighbors of \( i \) in \( G \), denoted \( G_i^+ \), is the set of \( j \in V \) such that \( (j, i, +) \in E \). The set of negative in-neighbors is defined similarly. The set of in-neighbors of \( i \) in \( G \) is \( G_i = G_i^+ \cup G_i^- \). These notations are rather unconventional, but useful in the following for their compactness. Note that \( G_i^+ \) and \( G_i^- \) are not necessarily disjoint: if \( j \in G_i^+ \cap G_i^- \) then \( G \) has both a positive and a negative arc from \( j \) to \( i \), and we say that \( G \) has parallel arcs from \( j \) to \( i \). Note also that \( d^+(i) = |G_i^+| + |G_i^-| \) (thus the in-degree can be greater than the number of in-neighbors and, similarly, the out-degree may be greater than the number of out-neighbors). We denote by \( |G| \) be the underlying unsigned digraph of \( G \): the vertex set is \( V \) and there is an arc from \( j \) to \( i \) if and only if \( j \in G_i \). See Figure 1 for an illustration. We say that \( G \) is a signed cycle if \( |G| \) is a cycle and \( G \) has no parallel arc (thus the signed digraph in Figure 1 is not a signed cycle, while its underlying unsigned digraph is a cycle). If \( G' = (V', E') \) is another signed digraph, then \( G \cup G' = (V \cup V', E \cup E') \). The subgraph of \( G \) induced by \( U \subseteq V \), denoted \( G[U] \), is the signed digraph with vertex set \( U \) and arc set \( E \cap U \times U \times \{+, -\} \). We set \( G \setminus U = G[V \setminus U] \). We say that \( U \) is a strong component of \( G \) is \( G[U] \) is strongly connected and \( U \) is maximal for this property. A strong component \( U \) is initial if \( G \) has no arc from \( V \setminus U \) to \( U \). A strong component \( U \) is trivial if \( G[U] \) is the trivial graph, i.e. has one vertex and no arc.

We say that \( G \) is basic is all the initial strong components of \( G \) are trivial. We set

\[
\beta(G) = \begin{cases} 
0 & \text{if } G \text{ is basic,} \\
1 & \text{otherwise.}
\end{cases}
\]

If \( i, j \in V \) then \( d_G(j, i) \) denotes the minimum number of arcs in a path from \( j \) to \( i \). If \( j = i \) then \( d_G(j, i) = 0 \) and if there is no path from \( j \) to \( i \) then \( d_G(j, i) = \infty \). If \( I \subseteq V \) then \( d(I, i) \) is the minimum of \( d(j, i) \) for \( j \in I \). Let \( \mathcal{I} \) be the set of initial strong components of \( G \). We set

\[
\lambda(G) = \max_{i \in V} \min_{I \subseteq \mathcal{I}} d_G(I, i) + |I|.
\]

**Remark 1.** Suppose that \( G \) has \( n \) vertices. Clearly, for every vertex \( i \), there exists \( I^* \in \mathcal{I} \) such that \( G \) has a path from \( I^* \) to \( i \). If \( P \) is a shortest path from \( I^* \) to \( i \), then, excepted the initial
Figure 1: Positive (negative) arcs are green (red). This convention is used throughout the paper.

vertex of \( P \), no vertex belong to an initial strong component of \( G \). We deduce that the number of arcs in \( P \) is at most \( n - \sum_{I \in \mathcal{I}} |I| \). As a consequence,
\[
\lambda(G) \leq n - \sum_{I \in \mathcal{I}} |I| + \max_{I \in \mathcal{I}} |I| \leq n.
\]
In particular, if \( G \) has at least two initial strong components then \( \lambda(G) < n \), and if \( G \) is basic and has \( k \) sources, then \( \lambda(G) \leq n - k + 1 \). Note also that \( \lambda(G) = n \) if \( G \) is strongly connected.

We are now in position to state the following quantitative version of Theorem 5. We write \( f^k = \text{cst} = \xi \) to mean that \( f^k \) is a constant function, always equal to \( \xi \).

**Theorem 5.** Let \( G \) be a connected signed digraph distinct from a signed cycle. There exists a degree-bounded system \( f : X \to X \) on \( G \) such that
\[
f^{\lambda(G) + \beta(G)} = \text{cst} = \xi,
\]
where \( \xi_i = \min(X_i) \) for all sources \( i \) of \( G \).

**Proof.** Suppose that \( G \) has vertex set \( V = \{1, \ldots, n\} \). If \( G \) is trivial the theorem is obvious, so assume that \( G \) is not trivial. The proof is devised in two cases.

**Case 1:** \(|G|\) is not a cycle. Let \( \mathcal{I} = \{I_1, \ldots, I_k\} \) be the set of initial strong components of \( G \). Since \( G \) is connected and since \(|G|\) is not a cycle, each \( I_\ell \) contains at least one vertex \( i_\ell \) such that either \( i_\ell \) is a source or, for all \( j \in G_{i_\ell} \), the out-degree of \( j \) in \(|G|\) is at least two. Let \( H \) be the subgraph obtained from \( G \) by removing all arcs with \( i_\ell \) as terminal vertex, \( \ell = 1, \ldots, k \). The initial strong components of \( H \) are \( \{i_1\}, \ldots, \{i_k\} \) thus \( H \) is basic. Furthermore, for every \( \ell = 1, \ldots, k \) and \( j \in G_{i_\ell} \), the out degree of \( j \) in \( H \) is at least one. Hence,
\[
\text{every sink of } H \text{ is a sink of } G. \quad (*)
\]
Furthermore,
\[
\lambda(H) \leq \lambda(G).
\]
Indeed, let \( i \in V \) and let any \( \ell \) such that \( G \) has a path \( P \) from \( I_\ell \) to \( i \). Suppose that \( P \) is of length \( d_G(I_\ell, i) \). Let \( j \) be the first vertex of \( P \), and let \( P' \) be a path from \( i_\ell \) to \( j \) of length \( d_G(i_\ell, j) \). Since \( P' \cup P \) is a path of \( H \), \( d_H(i_\ell, i) \leq d_G(i_\ell, j) + d_G(I_\ell, i) \), and since \( P' \) is contained in \(|G[I_\ell]|\) we have \( d_G(i_\ell, j) < |I_\ell| \). Hence \( d_H(i_\ell, i) + 1 \leq d_G(I_\ell, i) + |I_\ell| \). It follows that \( \lambda(H) \leq \lambda(G) \).

Let \( I = \{i_1, \ldots, i_k\} \) and let \( X = X_1 \times \cdots \times X_n \) be defined as follows: for all \( i \in V \),
\[
X_i = \begin{cases} 
\{0, 1, 2, 3\} & \text{if } i \in G^+_{i_j} \cap G^-_{j_i} \text{ for some } j \in I \quad (1) \\
\{0, 1, 2\} & \text{if } i \in G^+_{i_j} \setminus G^-_{j_i} \text{ for some } j \in I \quad (2) \\
\{0, 1, 2\} & \text{if } i \in G^-_{j_i} \setminus G^+_{i_j} \text{ for some } j \in I \quad (3) \\
\{0, 1, 2\} & \text{if } i \in G^+_{i_j} \setminus G^-_{j_i} \text{ for some } j \in V \setminus I \quad (4) \\
\{0, 1\} & \text{otherwise.} \quad (5)
\end{cases}
\]
Let \( f : X \to X \) be any FDS on \( G \). Since \( G \) has no isolated vertex, to prove that \( f \) is degree-bounded, it is sufficient to prove that \( |X_i| \leq \max(2, d^\text{out}_G(i) + 1) \) for every \( i \). This is obvious in
Similarly, in case (2) and (3) we have $d_{G}^{\text{out}}(i) \geq 1$ and if $d_{G}^{\text{out}}(i) = 1$, then $i$ is a sink of $H$ but not a sink of $G$, a contradiction with (3). Hence $d_{G}^{\text{out}}(i) \geq 3$ and thus $|X_i| = 4 \leq d_{G}^{\text{out}}(i) + 1$. Similarly, in case (2) and (3) we have $d_{G}^{\text{out}}(i) \geq 1$, and if $d_{G}^{\text{out}}(i) = 1$, then $i$ is a sink of $H$ but not a sink of $G$, a contradiction with (3). Hence $d_{G}^{\text{out}}(i) \geq 2$ and thus $|X_i| = 3 \leq d_{G}^{\text{out}}(i) + 1$. Thus every FDS $f : X \to X$ on $G$ is degree-bounded.

For $1 \leq p \leq \lambda(H)$, let $J_p$ be the set of $i \in V$ such that $d_H(I,i) + 1 = p$. In this way, $J_1 = I$, and for all $i \in J_p$ with $p \geq 2$, $G$ has at least one arc from $J_{p-1}$ to $i$. Furthermore, since $\lambda(H) = \max_{i \in V} d_H(I,i) + 1$, every vertex $i \in V$ is contained in some $J_p$.

Let $\xi \in X$ be inductively defined as follows:

- For all $i \in J_1$:
  \[ \xi_i = \begin{cases} 
  1 & \text{if } G_i^- \setminus G_i^+ \neq \emptyset \\
  0 & \text{otherwise.} 
\end{cases} \]

- For all $i \in J_p$ with $p \geq 2$:
  \[ \xi_i = \begin{cases} 
  1 & \text{if } \xi_j = 1 \text{ for all } j \in G_i^+ \cap J_{p-1} \\
  & \text{and } \xi_j = 0 \text{ for all } j \in (G_i^- \setminus G_i^+) \cap J_{p-1} \\
  0 & \text{otherwise.} 
\end{cases} \]

Finally, let $f : X \to X$ be defined as follows:

- For all $i \in J_1$:
  \[ f_i(x) = \begin{cases} 
  1 & \text{if } x_j \geq 2 \text{ for some } j \in G_i^+ \setminus G_i^- \\
  & \text{or } x_j = 2 \text{ for some } j \in G_i^+ \cap G_i^- \\
  & \text{or } x_j < 2 \text{ for some } j \in G_i^- \setminus G_i^+ \\
  0 & \text{otherwise.} 
\end{cases} \]

- For all $i \in V \setminus J_1$ with $\xi_i = 1$:
  \[ f_i(x) = \begin{cases} 
  1 & \text{if } x_j \geq 1 \text{ for some } j \in G_i^+ \setminus G_i^- \\
  & \text{or } x_j = 1 \text{ for some } j \in G_i^+ \cap G_i^- \\
  & \text{or } x_j < 1 \text{ for some } j \in G_i^- \setminus G_i^+ \\
  0 & \text{otherwise.} 
\end{cases} \]

- For all $i \in V \setminus J_1$ with $\xi_i = 0$:
  \[ f_i(x) = \begin{cases} 
  1 & \text{if } x_j \geq 1 \text{ for all } j \in G_i^+ \setminus G_i^- \\
  & \text{and } x_j = 1 \text{ for all } j \in G_i^+ \cap G_i^- \\
  & \text{and } x_j < 1 \text{ for all } j \in G_i^- \setminus G_i^+ \\
  0 & \text{otherwise.} 
\end{cases} \]

It is straightforward to prove that $G$ is the interaction graph of $f$. Let $\beta = \beta(G)$. Since $\lambda(H) \leq \lambda(G)$, and according to the definition of $\xi$, to conclude the proof it is sufficient to prove that $f^{\lambda(H)+\beta} = \text{cst} = \xi$. For that we prove the following:

\[ \forall 1 \leq p \leq \lambda(H), \forall i \in J_p, \forall \ell \geq p, \quad f_i^{\ell+p} = \text{cst} = \xi_i \quad (**)* 

We proceed by induction on $p$.

- Let $i \in J_1$. If $\beta = 0$ then $i$ is a source of $G$, thus $G_i^- \setminus G_i^+ \neq \emptyset$ and we deduce that $f_i = \text{cst} = 0 = \xi_i$. Thus $f_i^{\ell} = \text{cst} = \xi_i$ for all $\ell \geq 1$. Suppose now that $\beta = 1$. Let $x \in X$ and $\ell \geq 1$. Since $f(X) \subseteq \{0,1\}^n$ we have $f^{\ell}(x) \in \{0,1\}^n$. If $\xi_i = 1$ there exists $j \in G^-_i \setminus G^+_i$ and since $f^{\ell}_j(x) < 2$ we have $f_i(f^{\ell}(x)) = 1 = \xi_i$. If $\xi_i = 0$ then $G_i^- \setminus G_i^+ = \emptyset$, and since $f^{\ell}_j(x) < 2$ for all $j \in G_i^+$, we deduce that $f_i(f^{\ell}(x)) = 0 = \xi_i$. Thus $f_i^{\ell+1} = \text{cst} = \xi_i$ in all cases.
• Suppose that \( i \in J_p \) with \( p \geq 2 \). Let \( x \in X \) and \( \ell \geq p \). If \( \xi_i = 1 \) then by the definition of \( \xi \) and the induction hypothesis, we have \( f_j^{\ell - 1 + \beta}(x) = \xi_j = 1 \) for all \( j \in G_i^+ \cap J_{p-1} \) and \( f_j^{\ell - 1 + \beta}(x) = \xi_j = 0 \) for all \( j \in (G_i^+ \setminus G_i^-) \cap J_{p-1} \). Since \( (G_i^+ \cup G_i^-) \cap J_{p-1} \) is not empty, we deduce from the definition of \( f_i \) that \( f_i(f_j^{\ell - 1 + \beta}(x)) = 1 = \xi_i \). If \( \xi_i = 0 \) then by the definition of \( \xi \) and the induction hypothesis, we have \( f_j^{\ell - 1 + \beta}(x) = \xi_j = 0 \) for some \( j \in G_i^+ \cap J_{p-1} \) or \( f_j^{\ell - 1 + \beta}(x) = \xi_j = 1 \) for some \( j \in (G_i^+ \setminus G_i^-) \cap J_{p-1} \), and we deduce from the definition of \( f_i \) that \( f_i(f_j^{\ell - 1 + \beta}(x)) = 0 = \xi_i \). Thus \( f_i^{\ell + \beta} = \text{cst} = \xi_i \) in all cases.

This proves (□) and completes the proof of the first case. See Example[1] for an illustration.

**Case 2:** \(|G|\) is a cycle. Then \( \lambda(G) = n \) and \( \beta(G) = 1 \), and since \( G \) has no source, we have to prove that there exists a degree-bounded \( f \) system on \( G \) such that \( f^{n+1} = \text{cst} \). Without loss of generality, suppose that \( |G| \) has an arc from \( i \) to \( i + 1 \) for all \( 1 \leq i < n \) and an arc from \( n \) to 1. For convenience, identify \( n + 1 \) with 1 and 0 with \( n \). Let \( I \) be the set of vertices \( i \) such that \( G \) has parallel arcs from \( i \) to \( i + 1 \). Since \( G \) is not a signed cycle and since \( |G| \) is a cycle (as in Figure[1]), \( I \) is not empty, and without loss of generality we assume that \( n \in I \).

Let \( X = X_1 \times \cdots \times X_n \) be defined by

\[
X_i = \begin{cases} 
\{0, 1, 2\} & \text{if } i \in I \\
\{0, 1\} & \text{otherwise.}
\end{cases}
\]

Let \( f : X \to X \) be defined by

\[
f_i(x) = \begin{cases} 
\max(X_i) & \text{if } x_{i-1} = 1 \text{ and } i - 1 \in G_i^+ \\
0 & \text{otherwise.}
\end{cases}
\]

It is straightforward to show that \( f \) is a degree-bounded system on \( G \). Let us prove that \( f^{n+1} = \text{cst} \). Since \( f_i \) only depends on \( x_{i-1} \), we can abusively write \( f_i(x) = f_i(x_{i-1}) \); this allows us to define \( \xi \in X \) by induction in the following way: \( \xi_1 = 0 \) and \( \xi_i = f_i(\xi_{i-1}) \) for all \( 2 \leq i \leq n \). Let us prove, by induction on \( i \), that \( f_i^{\ell + 1}(x) = \xi_i \) for \( x \in X \) and \( \ell \geq i \). Let \( x \in X \). Since \( n \in I \), we have \( n \in G_1^+ \cap G^-_1 \) and \( f_n^{\ell}(x) \in \{0, 2\} \) for all \( \ell \geq 1 \), thus \( f_i(f^{\ell}(x)) = 0 = \xi_1 \) and the base case is proved. Let \( 1 < i \leq n \) and \( \ell \geq i \). By induction hypothesis \( f_{i-1}^{\ell}(x) = \xi_{i-1} \) thus \( f_i(f^{\ell}(x)) = f_i(\xi_{i-1}) = \xi_i \) and the induction step is proved. Thus \( f^{n+1} = \text{cst} = \xi \).

**Remark 2.** The bound \( \lambda(G) + \beta(G) \) can be reached. For instance, if \( G \) satisfies one of the following conditions, then it is straightforward to prove that there is no degree-bounded system \( f \) on \( G \) such that \( f^{\lambda(G) + \beta(G) - 1} \) is constant:

• \( G \) is acyclic,

• \( G \) is obtained from an acyclic signed digraph by adding a loop on each source,

• \( G \) consists of two cycles that intersect in a path.

It could be interesting to characterize the signed digraphs \( G \) for which the bound is reached.

**Remark 3.** Let \( G \) be a signed digraph, and let \( G_1, \ldots, G_k \) be its connected components. It is easy to see that \( \lambda(G) = \max_{\ell} \lambda(G_\ell) \), and that \( \beta(G) = \max_{\ell} \beta(G_\ell) \). Hence, if \( G_\ell \) is not a signed cycle for all \( \ell \), by applying the previous theorem on each connected component, we deduce that there exists a degree-bounded system \( f : X \to X \) on \( G \) such that \( f^{\lambda(G) + \beta(G)} = \text{cst} = \xi \).
Example 1. Let $G$ be as follows:

![Diagram of a graph with nodes 1 to 6 and arcs between them.]

The initial strong components are $I_1 = \{1, 2, 3\}$, $I_2 = \{4, 5\}$ and $I_3 = \{6\}$. We have $\lambda(G) = 3$, and since $I_1$ and $I_2$ are not trivial, we have $\beta(G) = 1$. Then, for the construction described in the proof, we must take $i_1 = 1$ and $i_3 = 6$, while $i_2$ should be 4 or 5. Let us take $i_2 = 4$. Then $I = \{1, 4, 6\}$ and $X$ is as follows:

- $X_1 = \{0, 1\}$
- $X_2 = \{0, 1, 2, 3\}$
- $X_3 = \{0, 1, 2\}$
- $X_4 = \{0, 1\}$
- $X_5 = \{0, 1, 2\}$
- $X_6 = \{0, 1\}$
- $X_7 = \{0, 1, 2\}$
- $X_8 = \{0, 1\}$

Besides, $H$ is obtained by removing the parallel arcs from 2 to 1, the arc from 3 to 1, and the arc from 5 to 4. Thus $\lambda(H) = 3$ with $J_1 = I = \{1, 4, 6\}$, $J_2 = \{2, 5, 7, 8\}$, and $J_3 = \{3\}$. We deduce that

- $\xi_1 = 0$
- $\xi_2 = 1$
- $\xi_3 = 0$
- $\xi_4 = 1$
- $\xi_5 = 1$
- $\xi_7 = 0$
- $\xi_6 = 0$
- $\xi_8 = 1$

and thus $f$ is defined by

- $f_2(x) = \begin{cases} 1 & \text{if } x_1 < 1 \\ 0 & \text{otherwise} \end{cases}$
- $f_5(x) = \begin{cases} 1 & \text{if } x_4 \geq 1, \\ 0 & \text{otherwise} \end{cases}$
- $f_7(x) = \begin{cases} 1 & \text{if } x_3 \geq 1 \\ 0 & \text{otherwise} \end{cases}$
- $f_3(x) = \begin{cases} 1 & \text{if } x_2 < 1, \\ 0 & \text{otherwise} \end{cases}$
- $f_6(x) = \begin{cases} 1 & \text{if } x_5 < 2, \\ 0 & \text{otherwise} \end{cases}$
- $f_8(x) = \begin{cases} 1 & \text{if } x_4 \geq 1 \\ 0 & \text{otherwise} \end{cases}$
- $f_9(x) = \begin{cases} 1 & \text{if } x_5 < 1, \\ 0 & \text{otherwise} \end{cases}$
- $f_{10}(x) = \begin{cases} 1 & \text{if } x_6 < 1 \\ 0 & \text{otherwise} \end{cases}$

It is easy to check that the interaction graph of $f$ is $G$. Furthermore, if $x \in \{0, 1\}^n$, then it is easy to see that, for all $\ell \geq 1$,

- $f_1^\ell(x) = 0 = \xi_1$
- $f_2^{\ell+1}(x) = 1 = \xi_2$
- $f_3^{\ell+1}(x) = 1 = \xi_3$
- $f_4^{\ell+2}(x) = 0 = \xi_3$
- $f_5^{\ell+1}(x) = 0 = \xi_7$
- $f_6^{\ell+1}(x) = 1 = \xi_8$

Since $f(x) \in \{0, 1\}^n$ for all $x \in X$, we deduce that $f^4(x) = \xi$ for all $x \in X$, as desired.
Example 2. Suppose that $G$ is the 3-vertex signed digraph as in Figure 1:

Then $|G|$ is a cycle, and we fall in the second case of the proof. We then have $I = \{3\}$, thus $X_1 = X_2 = \{0, 1\}$ and $X_3 = \{0, 1, 2\}$. Therefore, $f$ is defined by

$$f_1(x) = \begin{cases} 1 & \text{if } x_3 = 1 \\ 0 & \text{otherwise} \end{cases} \quad f_2(x) = \begin{cases} 1 & \text{if } x_1 = 1 \\ 0 & \text{otherwise} \end{cases} \quad f_3(x) = \begin{cases} 2 & \text{if } x_2 = 0 \\ 0 & \text{otherwise}. \end{cases}$$

It is easy to check that the interaction graph of $f$ is $G$. Furthermore, $f_3(x) \neq 1$ for all $x \in X$. Thus, for all $\ell \geq 2$, we have $f_1^\ell(x) = 0$ which implies $f_2^{\ell+1}(x) = 0$, which implies $f_3^{\ell+2}(x) = 2$. Thus $f^4(x) = (0, 0, 2)$ for all $x \in X$, as desired.

Example 3. Suppose that $G$ is the 1-vertex signed digraph as follows:

Then $|G|$ is a cycle, and we fall in the second case of the proof. We then have $I = \{1\}$, thus $X = X_1 = \{0, 1, 2\}$, and $f = f_1$ is defined by $f(0) = 0$, $f(1) = 2$ and $f(2) = 0$. Thus $f^2(x) = 0$ for all $x \in X$, as desired.

3 Convergence between systems

In this section we prove the following strengthening of Theorem 4, which is more suited for a proof by induction. A spanning subgraph is a subgraph obtained by removing arcs only.

**Theorem 6.** Let $G$ be signed digraph and let $H$ be a spanning subgraph of $G$. Let $I$ be the set of vertices that are isolated in $H$ but not in $G$. Suppose that every source of $H \setminus I$ is a source of $G$, and that every sink of $H \setminus I$ is a sink of $G$. Suppose also that no connected component of $G$ is a signed cycle with only vertices in $I$. Then, for every degree-bounded system $h$ on $H$ there exists a degree-bounded system $f$ on $G$ that converges toward $h$ in at most $|I| + 1$ steps.

The proof of Theorem 6 uses Theorem 5 and the following technical lemma.

**Lemma 1.** Let $G$ be a signed digraph and let $H$ be a spanning subgraph of $G$ such that

- $G$ has no arc from a sink of $H$ to a source of $H$, and
- $G$ has no arc from a vertex of $H$ to an isolated vertex of $H$.

Let $A$ be the set of sources of $H$ that are not sources of $G$, and let $B$ be the set sinks of $H$ that are not sinks of $G$. Let $h : Y \to Y$ be a degree-bounded system on $H$ and $\xi \in Y$. There exists a degree-bounded system $f : X \to X$ on $G$ such that

- $f(X) \subseteq Y$,
- $f_i(X) \subseteq h_i(Y)$ for all $i \not\in A$,
- $f(x) = h(x)$ for all $x \in Y$ such that $x_i = \xi_i$ for all $i \in B$, and
• \( f_i(x) = h_i(x) \) for all \( x \in Y \) and \( i \) such that \( G_i \cap B = \emptyset \).

**Proof of Theorem 6, assuming Lemma 1.** Without loss of generality, suppose that \( V = \{1, \ldots, n\} \) is the vertex set of \( G \) and that \( I = \{1, \ldots, m\} \) for some \( 1 \leq m \leq n \). Let \( h : Y \rightarrow Y \) be a degree-bounded system on \( H \). Since \( h \) is degree-bounded, for all \( i \in I \) there exists \( \xi_i \in \mathbb{Z} \) such that \( Y_i = \{\xi_i\} \).

Suppose first that \( I \) is empty. Then \( G \) and \( H \) have the same isolated vertices and thus the same sources and sinks. Hence, the conditions of Lemma 1 are satisfied, and the sets \( A \) and \( B \) of the statement are both empty. Thus there exists a degree-bounded system \( f \) on \( G \) that converges toward \( h \) in one step, and thus \( f \) has the desired properties. Hence, in the following, we assume that \( I \) is not empty.

We say that \( I \) has the property \( P \) if every connected component \( F \) of \( G[I] \) satisfies at least one of the following conditions:

• \( F \) is not strongly connected.

• \( F \) has a leaving arc, that is, \( G \) has an arc from a vertex of \( F \) to \( V \setminus I \).

• \( F \) has no entering arc, that is, \( G \) has no arc from \( V \setminus I \) to a vertex of \( F \).

**Case 1: \( I \) has the property \( P \).** Let \( \tilde{H} \) be the signed digraph obtained from \( H \) by adding all the arcs \((i, j, s)\) of \( G[I] \) such that \( G \) has no arc from \( i \) to \( V \setminus I \). Let \( Q \) be the subgraph of \( \tilde{H} \) induced by \( I \) (see Figure 2). Suppose that some connected component of \( Q \) is a cycle \( C \). Then \( G \) has no arc from \( C \) to \( V \setminus I \), thus \( C \) is a connected component of \( G[I] \) without leaving arc. Since no connected component of \( G \) is a cycle contained in \( G[I] \), we deduce that \( C \) has at least one entering arc. Thus \( C \) is strongly connected, has no leaving arcs and at least one entering arc. This is not possible since \( I \) has the property \( P \). Thus no connected component of \( Q \) is a cycle. Hence, by applying Theorem 3 on each connected component of \( Q \), we deduce (cf. Remark 3) that there exists a degree-bounded system \( g : Z \rightarrow Z \) on \( Q \) such that:

\[
g^{\lambda(Q)+\beta(Q)} = \text{cst} = (\xi_1, \ldots, \xi_m).
\]

Let \( \tilde{Y} = Z_1 \times \cdots \times Z_m \times Y_{m+1} \times \cdots \times Y_n \). Since \( H \) has no arc from \( I \) to \( V \setminus I \), if \( i \notin I \) then \( h_i \) only depends on variables \( x_j \) with \( j \notin I \), and we can define \( \tilde{h} : \tilde{Y} \to \tilde{Y} \) as follows, without possible ambiguity:

\[
\tilde{h}_i(x) = \begin{cases} h_i(x_{m+1}, \ldots, x_n) & \text{if } i \notin I \\ g_i(x_1, \ldots, x_m) & \text{if } i \in I. \end{cases}
\]

By construction, \( \tilde{h} \) is a degree-bounded system on \( \tilde{H} \) such that:

1. \( \tilde{h}_i(\tilde{Y}) \subseteq h_i(Y) \) for all \( i \notin I \),
2. \( \tilde{h}_i^{\lambda(Q)+\beta(Q)}(\tilde{Y}) \subseteq \{\xi_i\} = Y_i = h_i(Y) \) for all \( i \in I \),
3. \( \tilde{h}(x) = h(x) \) for all \( x \in Y \).

Let \( \tilde{G} \) be the signed digraph obtained from \( \tilde{H} \) by adding all the arcs \((i, j, s)\) of \( G \) with \( j \notin I \) (see Figure 2). Let \( A \) be the set of sources of \( H \) that are not sources of \( \tilde{G} \), and let us prove that \( A = \emptyset \). Suppose that \( j \) is a source of \( H \). If \( j \in I \) then \( j \) is obviously a source of \( \tilde{G} \), and if \( j \notin I \) then \( j \) is a source of \( H \setminus I \). Hence, by hypothesis, \( j \) is a source of \( G \) and thus of \( \tilde{G} \) too. Thus, \( A = \emptyset \). This implies that \( \tilde{G} \) has no arc from a sink of \( \tilde{H} \) to a source of \( \tilde{H} \). Furthermore, \( \tilde{G} \) has no arc from a vertex of \( \tilde{H} \) to an isolated vertex \( i \) of \( \tilde{H} \) since otherwise \( i \notin I \), thus \( i \) is isolated in \( H \) but not in \( G \), a contradiction. Thus \( \tilde{G} \) and \( \tilde{H} \) satisfy the conditions of Lemma 1. Let \( B \) be the set of sinks of \( \tilde{H} \) that are not sinks of \( \tilde{G} \). If \( i \) is a sink of \( \tilde{H} \) and \( i \notin I \), then \( i \) is a sink of \( H \setminus I \) and, by hypothesis, \( i \) is sink of \( G \) and thus of \( \tilde{G} \) too. Thus \( B \subseteq I \). Let \( i \in I \) and \( j \in B \).
Figure 2: An illustration for the first case in the proof of Theorem \([\text{Theorem 5}]\).
Then $G$ has an arc from $j$ to $V \setminus I$, hence, by definition, $Q$ has no arc from $j$ to $i$ and we deduce that $\tilde{G}$ has no arc from $j$ to $i$. Thus $\tilde{G}_i \cap B = \emptyset$ for every $i \in I$. We then deduce from Lemma 1 that there exists a degree-bounded system $\tilde{f} : \tilde{X} \to \tilde{X}$ on $\tilde{G}$ such that

$$\text{(4)} \quad \tilde{f}(\tilde{X}) \subseteq \tilde{h}(\tilde{Y}),$$

$$\text{(5)} \quad \tilde{f}(x) = \tilde{h}(x) \text{ for all } x \in \tilde{Y} \text{ such that } x_i = \xi_i \text{ for all } i \in I, \text{ that is, for all } x \in Y,$n

$$\text{(6)} \quad \tilde{f}_i(x) = h_i(x) \text{ for all } x \in \tilde{Y} \text{ and } i \in I.$$

As a consequence, $\tilde{f}$ has the following four properties:

$$\text{(7)} \quad \tilde{f}_i(\tilde{X}) \subseteq h_i(Y) \text{ for all } i \not\in I,$n

$$\text{(8)} \quad \tilde{f}^{\ell}_i(\tilde{X}) \subseteq \tilde{h}^{\ell}_i(\tilde{Y}) \text{ for all } i \in I \text{ and } \ell \geq 1,$n

$$\text{(9)} \quad \tilde{f}_i^{\lambda(Q) + \beta(Q)}(\tilde{X}) \subseteq h_i(Y) \text{ for all } i \in I,$n

$$\text{(10)} \quad \tilde{f}(x) = h(x) \text{ for all } x \in Y.$$

Indeed, property (7) results from (1) and (4), and property (10) results from (5) and (3). We now prove (8) by induction on $\ell$. The case $\ell = 1$ is given by (4), and if $\ell \geq 2$ and $i \in I$ then

$$\tilde{f}_i(\tilde{X}) = \tilde{f}_i(\tilde{f}^{\ell-1}(\tilde{X})) \subseteq \tilde{f}_i(\tilde{h}^{\ell-1}(\tilde{Y})) = \tilde{h}_i(\tilde{Y}),$$

where the inclusion results from the induction hypothesis and the fact that $\tilde{f}_i$ only depends on variables with indices in $I$ (because $\tilde{G}$ has no arc from $V \setminus I$ to $I$), and where the last equality results from (6). Finally, (9) results from (8) and (2).

Let $A$ be the set of sources of $\tilde{G}$ that are not sources of $G$, and let $B$ be the set of sinks of $\tilde{G}$ that are not sinks of $G$. Since $G$ is obtained from $\tilde{G}$ by adding only arcs $(i, j, s)$ with $j \in I$ (see Figure 2), we have $A \subseteq I$. Let us prove that $B$ is empty. Let $i$ be a sink of $\tilde{G}$. If $i \not\in I$ then $i$ is a sink of $H \setminus I$ and thus, by hypothesis, $i$ is a sink of $G$. If $i \in I$ then, by the definition of $\tilde{G}$, $G$ has no arc from $i$ to $V \setminus I$ thus $i$ is a sink of $G$, and since $i$ is a sink of $\tilde{G}$, by the definition of $\tilde{H}$, $G$ has no arc from $i$ to $I$. Thus $i$ is a sink of $G$. This proves that $B = \emptyset$. We deduce that $G$ has no arc from a sink of $\tilde{G}$ to a source of $\tilde{G}$. Now, suppose, for a contradiction, that $G$ has an arc from a vertex of $\tilde{G}$ to an isolated vertex $i$ of $\tilde{G}$. If $i \not\in I$ then $i$ is isolated in $H \setminus I$ but not in $G$, a contradiction, thus $i \in I$. Hence, $i$ is a trivial connected component of $G[I]$, which is strongly connected, which has no leaving arcs, and which has at least one entering arc, and this contradicts the fact that $I$ has the property $P$. Thus $G$ has no arc from a vertex of $\tilde{G}$ to an isolated vertex of $\tilde{G}$. Thus $G$ and $\tilde{G}$ satisfy the conditions of Lemma 1 with $A \subseteq I$ and $B = \emptyset$. Therefore, there exists a degree-bounded system $f : X \to X$ on $G$ such that

$$\text{(11)} \quad f(X) \subseteq \tilde{X},$$

$$\text{(12)} \quad f_i(X) \subseteq \tilde{f}_i(\tilde{X}) \text{ for all } i \not\in A,$n

$$\text{(13)} \quad f(x) = \tilde{f}(x) \text{ for all } x \in \tilde{X}.$$

As a consequence, $f$ has the following properties:

$$\text{(14)} \quad f_i(X) \subseteq h_i(Y) \text{ for all } i \not\in I,$n

$$\text{(15)} \quad f_i^{|I|+1}(X) \subseteq h_i(Y) \text{ for all } i \in I,$n

$$\text{(16)} \quad f(x) = h(x) \text{ for all } x \in Y.$
Indeed, (14) results from (12), (7) and the fact that $A \subseteq I$. Also, (16) results from (13) and (10). It remains to prove (15). Suppose first that $A = \emptyset$. Then following (12) we have $f(X) \subseteq \tilde{f}(\tilde{X})$ and we deduce from (13) that $f^\ell(X) \subseteq \tilde{f}^\ell(\tilde{X})$ for all $\ell \geq 1$. Thus by (9) we have

$$f_i^{\lambda(Q) + \beta(Q)}(X) \subseteq h_i(Y).$$

Since $\lambda(Q) \leq |I|$ and $\beta(Q) \leq 1$ we obtain (15). Suppose now that $A \neq \emptyset$. Then following (11) and (13) we have $f^{\ell+1}(X) \subseteq \tilde{f}^\ell(\tilde{X})$ for all $\ell \geq 0$. Thus by (9) we have

$$f_i^{\lambda(Q) + \beta(Q) + 1}(X) \subseteq h_i(Y).$$

If $Q$ is basic then $\beta(Q) = 0$ and (15) follows. Otherwise, $Q$ is not basic, and since $A \neq \emptyset$ and $A \subseteq I$, $Q$ has a source. Hence, $Q$ has at least two distinct initial strong components. Thus, as explained in Remark 1, we have $\lambda(Q) < |I|$ and (15) follows.

We deduce from (14), (15) and (16) that $f$ converges toward $h$ in at most $|I| + 1$ steps.

**Case 2: $I$ has not the property $P$.** Let $I_1$ be the set of vertices that belongs to a connected component $F$ of $G[I]$ such that $F$ is not strongly connected, or has a leaving arc, or has no entering arcs. Let $J = I \setminus I_1$. Since $J$ has the property $P$, $J$ is not empty. Let $\tilde{G}$ be the signed digraph obtained from $G$ by removing every arc $(i, j, s)$ with $j \in J$ (see Figure 3). Then, $\tilde{I}$ is the set of vertices isolated in $H$ but not in $\tilde{G}$. Furthermore, it is straightforward to check that no connected component of $\tilde{G}$ is a cycle contained in $G[I]$ and that every source (resp. sink) of $\tilde{G} \setminus \tilde{I}$ is a source (resp. sink) of $\tilde{G}$. Furthermore, since $\tilde{I}$ has the property $P$ with respect to $\tilde{G}$, according to the first case, there exists a degree-bounded system $\tilde{f} : X \to X$ on $\tilde{G}$ such that

1. $\tilde{f}_i(\tilde{X}) \subseteq h_i(Y)$ for all $i \notin \tilde{I}$,
2. $\tilde{f}_i^{[I]+1}(\tilde{X}) \subseteq h_i(Y)$ for all $i \in \tilde{I}$, and thus $\tilde{f}_i^{[I]+1}(\tilde{X}) \subseteq h_i(Y)$ for all $i \in \tilde{I}$,
3. $\tilde{f}(x) = h(x)$ for all $x \in Y$.

Let $\xi \in \mathbb{Z}^n$ be defined by $\xi_i = \max(\tilde{X}_i)$ for all $i \in \{1, \ldots, n\}$. Let $J = I \setminus \tilde{I}$ and let $Q$ be the spanning subgraph of $\tilde{G}$ that only contains the arcs $(i, j, s)$ of $G$ with $j \in J$. So $\tilde{G}$ and $Q$ are arc-disjoint and $G = \tilde{G} \cup Q$ (see Figure 3). Since every connected components $G[J]$ is strongly connected, has no leaving arcs and has an entering arc, we deduce that every connected component of $Q$ is basic. Hence, by applying Theorem 5 on each connected component of $H$ (cf. Remark 3) we deduce that there exists a degree-bounded system $g : Z \to Z$ on $Q$ such that $g^\lambda(Q) = \text{cst} = \xi$.

and such that $\xi_i = \min(Z_i)$ for all the sources $i$ of $Q$. Since if $i \notin J$ then $i$ is a source of $Q$ we have $\max(\tilde{X}_i) = \xi_i = \min(Z_i)$ for all $i \notin J$. Remark also that $Y_i = \tilde{X}_i = \{\xi_i\} \subseteq Z_i$ for all $i \in J$.

Let $X$ be defined by:

$$X = X_1 \times \cdots \times X_n \quad \text{with} \quad X_i = \begin{cases} \tilde{X}_i \cup Z_i & \text{if } i \notin J \\ Z_i & \text{if } i \in J. \end{cases}$$

Let $\pi : X \to Z$ and $\tilde{\pi} : X \to \tilde{X}$ be the surjections defined by:

$$\pi(x) = \begin{cases} \max(x_i, \xi_i) & \text{if } i \notin J \\ x_i & \text{if } i \in J. \end{cases} \quad \text{and} \quad \tilde{\pi}(x) = \begin{cases} \min(x_i, \xi_i) & \text{if } i \notin J \\ \xi_i & \text{if } i \in J. \end{cases}$$

Finally, let $f : X \to X$ be defined by:

$$f_i(x) = \begin{cases} \tilde{f}_i(\tilde{\pi}(x)) & \text{if } i \notin J \\ g_i(\pi(x)) & \text{if } i \in J. \end{cases}$$

Since $\tilde{f}$ is a degree-bounded system on $\tilde{G}$ and $g$ is a degree-bounded system on $Q$, it is easy to check that $f$ is a degree-bounded system on $G = \tilde{G} \cup Q$. $f$ has also the following properties:
Figure 3: An illustration for the second case in the proof of Theorem 6.
(4) \( f_i^\ell(X) \subseteq \tilde{f}_i^{\ell}(\tilde{X}) \) for all \( i \notin J \) and \( \ell \geq 1 \).

(5) \( f_i^\ell(x) = g_i^\ell(\pi(x)) \) for all \( i \in J, x \in X \) and \( \ell \geq 1 \), so that \( f_i^{\lambda(Q)} = \text{cst} = \xi_i \) for all \( i \in J \).

(6) \( f(x) = \tilde{f}(x) \) for all \( x \in \tilde{X} \).

We first prove (5) by induction on \( \ell \). The case \( \ell = 1 \) results from the definition of \( f_i \) for \( i \in J \). If \( \ell \geq 2 \) then, by definition, we have

\[
 f_i^\ell(x) = f_i(f^{\ell-1}(x)) = g_i(\pi(f^{\ell-1}(x))).
\]

By induction hypothesis, for all \( j \in J \) we have \( f_j^{\ell-1}(x) = g_j^{\ell-1}(\pi(x)) \geq \xi_j \) thus \( \pi_j(f^{\ell-1}(x)) = g_j^{\ell-1}(\pi(x)) \). If \( j \notin J \) then \( f_j^{\ell-1}(x) \leq \xi_j \) thus \( \pi_j(f^{\ell-1}(x)) = \xi_j \). Since \( j \) is a source of \( Q \) and \( \xi \) is a fixed point of \( g \), we have \( g_j = \text{cst} = \xi_j \). Thus, \( \pi_j(f^{\ell-1}(x)) = g_j^{\ell-1}(\pi(x)) \). Consequently, \( \pi(f^{\ell-1}(x)) = \pi^{\ell-1}(\pi(x)) \) and we deduce from (4) that \( f_i^\ell(x) = g_i^\ell(\pi(x)) \), completing the induction step. We now prove (6). Let \( x \in \tilde{X} \). Then \( \tilde{\pi}(x) = x \) thus \( f_i(x) = \tilde{f}_i(x) \) for all \( i \notin J \). Furthermore, \( \pi(x) = \xi \) and if \( i \in I \) then \( \tilde{X}_i = \{\xi_i\} = \{x_i\} \). Since \( \xi \) is a fixed point of \( g \) we deduce that \( f_i(x) = g_i(\xi) = \xi = \tilde{f}_i(x) \). Hence \( f(x) = \tilde{f}(x) \) and (6) is proved. We finally prove (4) by induction on \( \ell \). The case \( \ell = 1 \) is an immediate consequence of the definition of \( f_i \) for \( i \notin J \). If \( \ell \geq 2 \) and \( i \notin J \) then

\[
 f_i^\ell(X) = f_i(\tilde{f}^{\ell-1}(\tilde{X})) \subseteq f_i(\tilde{f}^{\ell-1}(\tilde{X})) = \tilde{f}_i^{\ell}(\tilde{X}),
\]

where the inclusion results from the induction hypothesis and the fact that \( f_i \) only depends on variables with indices which are not in \( J \) (that is, \( \tilde{G} \) has no arc from \( J \) to \( V \setminus J \)), and where the last equality results from (6).

As a consequence, \( f \) has the following three properties:

(7) \( f_i(X) \subseteq h_i(Y) \) for all \( i \notin I \).

(8) \( f_i^{\mid I \mid+1}(X) \subseteq h_i(Y) \) for all \( i \in I \).

(9) \( f(x) = h(x) \) for all \( x \in Y \).

Indeed, (7) results from (4) and (1), and (9) results from (6) and (3). It remains to prove (8). From (4) and (2) we have \( f_i^{\mid I \mid+1}(X) \subseteq h_i(Y) \) for all \( i \in \tilde{I} \), and from (5) we have \( f_i^\ell(X) = \{\xi_i\} = h_i(Y) \) for all \( i \in J \) and \( \ell \geq \lambda(Q) \). We deduce that is sufficient to prove that \( \lambda(Q) \leq \mid I \mid + 1 \). Since \( J \) corresponds to the set of non-sources of \( Q \) and \( Q \) is basic, by Remark 11 we have \( \lambda(Q) \leq \mid J \mid + 1 \leq \mid I \mid + 1 \). This completes the proof of (8).

We deduce from (7), (8) and (9) that \( f \) converges toward \( h \) in at most \( |I| + 1 \) steps. \( \Box \)

We now prove Lemma 11 using the following notations. For all \( X \subseteq \mathbb{Z}^n \) and \( y \in \mathbb{Z}^n \), \( X + y = \{x + y \mid x \in X\} \). We denote by \( e_i \) the \( n \)-tuple whose components are all equal to 0, excepted the \( i \)th one, which is equal to 1.

**Proof of Lemma 11.** We proceed by induction on the number of arcs in \( G \) that are not in \( H \). If no such arcs exist, then \( G = H \) and there is nothing to prove. So assume that \( G \) has an arc \( a = (j, i, s) \) that is not in \( H \). Let \( \tilde{G} = G \setminus a \) be the spanning subgraph obtained from \( G \) by removing \( a \). Let \( \tilde{A} \) be the set of sources of \( H \) that are not sources of \( \tilde{G} \) and let \( \tilde{B} \) be the set of sinks of \( H \) that are not sinks of \( \tilde{G} \). By induction hypothesis, there exists a degree-bounded system \( \tilde{f} : \tilde{X} \rightarrow \tilde{X} \) on \( \tilde{G} \) such that

(i) \( \tilde{f}(\tilde{X}) \subseteq Y \),
Hence from a vertex of \( \tilde{G} \) for all \( k \not\in \tilde{A} \).

(iii) \( \tilde{f}(x) = h(x) \) for all \( x \in Y \) such that \( x_k = \zeta_k \) for all \( k \in \tilde{B} \).

(iv) \( \tilde{f}_k(x) = h_k(x) \) for all \( x \in Y \) and vertex \( k \) such that \( \tilde{G}_k \cap \tilde{B} = \emptyset \).

Since \( G \) has no arc from a source of \( H \) to a sink of \( H \), \( G \) has no arc from a source of \( \tilde{G} \) to a sink of \( \tilde{G} \). Furthermore, since \( G \) has no arc from a vertex of \( H \) to an isolated vertex of \( H \), \( G \) has no arc from a vertex of \( \tilde{G} \) to an isolated vertex of \( \tilde{G} \). This leaves the following three possibilities.

**Case 1: \( j \) is not a sink of \( \tilde{G} \) and \( i \) is not a source of \( \tilde{G} \).**

- If \( s = + \) we set \( X = \tilde{X} \cup (\tilde{X} + e_j) \) and define \( f : X \to X \) as follows:

\[
\begin{align*}
  f_i(x) &= \begin{cases} 
    \max(\tilde{f}_i(\tilde{X})) & \text{if } x_j = \max(X_j) \\
    \tilde{f}_i(x) & \text{otherwise}
  \end{cases} \\
  f_k(x) &= \begin{cases} 
    \tilde{f}_k(x - e_j) & \text{if } x \not\in \tilde{X} \\
    \tilde{f}_k(x) & \text{otherwise}
  \end{cases} \quad \forall k \neq i.
\end{align*}
\]

Hence, \( f(X) \subseteq \tilde{f}(\tilde{X}) \) and \( f(x) = \tilde{f}(x) \) for all \( x \in \tilde{X} \). Since \( i \) is a not a sink of \( \tilde{G} \) we have \( A = A \) and since \( j \) is not a source of \( \tilde{G} \), we have \( B = \tilde{B} \). Thus, using the properties (i)-(iv), we deduce that \( f \) satisfies the four points of the statement. It remains to prove that \( f \) is a degree-bounded system on \( G \).

Let \( G_f \) be the interaction graph of \( f \). Since \( f(x) = \tilde{f}(x) \) for all \( x \in \tilde{X} \), \( \tilde{G} \) is a subgraph of \( G_f \). Since it is straightforward to prove that \( G_f \) is a subgraph of \( G \), to prove that \( G_f = G \), it is sufficient to prove that \( a \) is an arc of \( G_f \). Let \( x \in X \) be such that \( f_i(x) = \min(\tilde{f}_i(\tilde{X})) \) and suppose that \( x_j \) is maximal for this property. Since \( i \) is not a source of \( \tilde{G} \), we have \( \min(\tilde{f}_i(\tilde{X})) < \max(\tilde{f}_i(\tilde{X})) \) and we deduce from the definition of \( f_i \) that \( x_j < \max(X_j) \). Consequently, \( f_i(x + e_j) > \min(\tilde{f}_i(\tilde{X})) \) so \( G_f \) has a positive arc from \( j \) to \( i \). Thus \( G_f = G \), that is, \( f \) is an FDS on \( G \). Since \( f \) is degree-bounded, it is straightforward to prove that \( f \) is degree-bounded too.

- If \( s = - \), we proceed similarly with \( X = \tilde{X} \cup (\tilde{X} + e_j) \) and define \( f : X \to X \) defined by:

\[
\begin{align*}
  f_i(x) &= \begin{cases} 
    \min(\tilde{f}_i(\tilde{X})) & \text{if } x_j = \max(X_j) \\
    \tilde{f}_i(x) & \text{otherwise}
  \end{cases} \\
  f_k(x) &= \begin{cases} 
    \tilde{f}_k(x - e_j) & \text{if } x \not\in \tilde{X} \\
    \tilde{f}_k(x) & \text{otherwise}
  \end{cases} \quad \forall k \neq i.
\end{align*}
\]

**Case 2: \( j \) is a sink of \( \tilde{G} \) and \( i \) is not a source of \( \tilde{G} \).** Since \( j \) is a sink of \( \tilde{G} \) we have \( \lvert \tilde{X}_j \rvert = 1 \) if \( j \) is isolated in \( \tilde{G} \), and \( \lvert \tilde{X}_j \rvert = 2 \) otherwise. Let

\[
X = \begin{cases}
  \tilde{X} & \text{if } \lvert \tilde{X}_j \rvert = 2 \\
  \tilde{X} \cup (\tilde{X} + e_j) & \text{if } \lvert \tilde{X}_j \rvert = 1
\end{cases}
\]

Hence \( \lvert X_j \rvert = 2 \), so either \( \xi_j < \max(X_j) \) or \( \xi_j > \min(X_j) \), and we consider four cases.

- If \( s = + \) and \( \xi_j < \max(X_j) \), we define \( f : X \to X \) by:

\[
\begin{align*}
  f_i(x) &= \begin{cases} 
    \max(\tilde{f}_i(\tilde{X})) & \text{if } x_j = \max(X_j) \\
    \tilde{f}_i(x) & \text{otherwise}
  \end{cases} \\
  f_k(x) &= \begin{cases} 
    \tilde{f}_k(x - e_j) & \text{if } x \not\in \tilde{X} \\
    \tilde{f}_k(x) & \text{otherwise}
  \end{cases} \quad \forall k \neq i.
\end{align*}
\]
Hence, \( f(X) \subseteq \tilde{f}(\tilde{X}) \) and \( f(x) = \tilde{f}(x) \) for all \( x \in X \) with \( x_j = \xi_j \). Since \( i \) is a not a source of \( \tilde{G} \) we have \( A = \tilde{A} \), we deduce from (i) and (ii) that \( f \) satisfies the first two points of the statement. Since \( B = \tilde{B} \cup \{ j \} \) and \( j \in G_i \cap B \), we then deduce from (iii) and (iv) that \( f \) satisfies the last two points. It remains to prove that \( f \) is a degree-bounded system on \( G \). We prove that \( G \) is the interaction graph of \( f \) exactly as in the previous case. Next, since \( \tilde{f} \) is a degree-bounded system on \( \tilde{G} \), and since \( |X_j| = 2 = d^\text{max}_G(j) + 1 \), we deduce that \( f \) is degree-bounded. Thus \( f \) is indeed a degree-bounded system on \( G \).

- If \( s = + \) and \( \xi_j > \max(X_j) \), we proceed similarly with \( f : X \rightarrow X \) defined by:
  \[
  f_i(x) = \begin{cases} 
  \min(\tilde{f}_i(\tilde{X})) & \text{if } x_j = \min(X_j) \\
  \tilde{f}_i(x) & \text{otherwise}
  \end{cases}
  \]
  \[
  f_k(x) = \begin{cases} 
  \tilde{f}_k(x - e_j) & \text{if } x \notin \tilde{X} \\
  \tilde{f}_k(x) & \text{otherwise}
  \end{cases} \quad \forall k \neq i.
  \]

- If \( s = - \) and \( \xi_j < \min(X_j) \), we proceed similarly with \( f : X \rightarrow X \) defined by:
  \[
  f_i(x) = \begin{cases} 
  \max(\tilde{f}_i(\tilde{X})) & \text{if } x_j = \max(X_j) \\
  \tilde{f}_i(x) & \text{otherwise}
  \end{cases}
  \]
  \[
  f_k(x) = \begin{cases} 
  \tilde{f}_k(x - e_j) & \text{if } x \notin \tilde{X} \\
  \tilde{f}_k(x) & \text{otherwise}
  \end{cases} \quad \forall k \neq i.
  \]

- If \( s = - \) and \( \xi_j > \min(X_j) \), we proceed similarly with \( f : X \rightarrow X \) defined by:
  \[
  f_i(x) = \begin{cases} 
  \max(\tilde{f}_i(\tilde{X})) & \text{if } x_j = \min(X_j) \\
  \tilde{f}_i(x) & \text{otherwise}
  \end{cases}
  \]
  \[
  f_k(x) = \begin{cases} 
  \tilde{f}_k(x - e_j) & \text{if } x \notin \tilde{X} \\
  \tilde{f}_k(x) & \text{otherwise}
  \end{cases} \quad \forall k \neq i.
  \]

**Case 3:** \( j \) is not a sink of \( \tilde{G} \) and \( i \) is a non-isolated source of \( \tilde{G} \). Then \( i \) is a source of both \( \tilde{G} \) and \( H \), thus \( \tilde{f}_i = \text{cst} = c_i \) and \( h_i = \text{cst} = c'_i \), and following (iii) \( c_i = c'_i \). Since \( i \) is not isolated in \( \tilde{G} \) we have \( |X_i| \geq 2 \) and thus either \( c_i < \max(\tilde{X}_i) \) or \( c_i > \min(\tilde{X}_i) \), and we consider the following four cases. In every cases we set

\[
X = \tilde{X} \cup (\tilde{X} + e_j).
\]

- If \( s = + \) and \( c_i < \max(\tilde{X}_i) \), we define \( f : X \rightarrow X \) by:
  \[
  f_i(x) = \begin{cases} 
  \max(\tilde{X}_i) & \text{if } x_j = \max(X_j) \\
  c_i & \text{otherwise}
  \end{cases}
  \]
  \[
  f_k(x) = \begin{cases} 
  \tilde{f}_k(x - e_j) & \text{if } x \notin \tilde{X} \\
  \tilde{f}_k(x) & \text{otherwise}
  \end{cases} \quad \forall k \neq i.
  \]

Hence, \( f_i(X) \subseteq \tilde{X}_i \) and \( f_k(X) \subseteq \tilde{f}_k(\tilde{X}) \) for all \( k \neq i \). Since \( A = \tilde{A} \cup \{ i \} \) we deduce from (i) and (ii) that \( f \) satisfies the first two points of the statement. Since \( B = \tilde{B} \) and \( h(x) = f(x) \) for all \( x \in \tilde{X} \), we deduce from (iii) and (iv) that \( f \) satisfies the last two points of the statement. It remains to prove that \( f \) is a degree-bounded system on \( G \).

Let \( G_f \) be the interaction graph of \( f \). Since \( f(x) = \tilde{f}(x) \) for all \( x \in \tilde{X} \), \( \tilde{G} \) is a subgraph of \( G_f \). Since it is straightforward to show that \( G_f \) is a subgraph of \( G \), to prove that \( G_f = G \), it is sufficient to prove that \( a \) is an arc of \( G_f \). Let \( x \in X \) with \( x_j = \max(X_j) - 1 \). Then \( f_i(x) = c_i < \max(\tilde{X}_i) \) and \( f_i(x + e_j) = \max(\tilde{X}_i) \) thus \( a \) is indeed an arc of \( G_f \). Thus \( f \) is a FDS on \( G \), and since \( \tilde{f} \) is degree-bounded, it is straightforward to prove that \( f \) is degree-bounded too.
• If $s = +$ and $c_i > \min(\tilde{X}_i)$ we proceed similarly with $f : X \to X$ defined by:

\[
    f_i(x) = \begin{cases} 
        c_i & \text{if } x_j = \max(X_j) \\
        \min(\tilde{X}_i) & \text{otherwise}
    \end{cases}
\]

\[
    f_k(x) = \begin{cases} 
        \tilde{f}_k(x - e_j) & \text{if } x \notin \tilde{X} \\
        \tilde{f}_k(x) & \text{otherwise}
    \end{cases} \quad \forall k \neq i.
\]

• If $s = -$ and $c_i < \max(\tilde{X}_i)$, we proceed similarly with $f : X \to X$ defined by:

\[
    f_i(x) = \begin{cases} 
        c_i & \text{if } x_j = \max(X_j) \\
        \max(\tilde{X}_i) & \text{otherwise}
    \end{cases}
\]

\[
    f_k(x) = \begin{cases} 
        \tilde{f}_k(x - e_j) & \text{if } x \notin \tilde{X} \\
        \tilde{f}_k(x) & \text{otherwise}
    \end{cases} \quad \forall k \neq i.
\]

• If $s = -$ and $c_i > \min(X_i)$, we proceed similarly with $f : X \to X$ defined by:

\[
    f_i(x) = \begin{cases} 
        \min(\tilde{X}_i) & \text{if } x_j = \max(X_j) \\
        c_i & \text{otherwise}
    \end{cases}
\]

\[
    f_k(x) = \begin{cases} 
        \tilde{f}_k(x - e_j) & \text{if } x \notin \tilde{X} \\
        \tilde{f}_k(x) & \text{otherwise}
    \end{cases} \quad \forall k \neq i.
\]
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