Why Mixup Improves the Model Performance

Masanari Kimura

Ridge-i Inc., Tokyo, Japan
mkimura@ridge-i.com

Abstract. Machine learning techniques are used in a wide range of domains. However, machine learning models often suffer from the problem of over-fitting. Many data augmentation methods have been proposed to tackle such a problem, and one of them is called mixup. Mixup is a recently proposed regularization procedure, which linearly interpolates a random pair of training examples. This regularization method works very well experimentally, but its theoretical guarantee is not adequately discussed. In this study, we aim to discover why mixup works well from the aspect of the statistical learning theory.
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1 Introduction

Machine learning has achieved remarkable results in recent years. However, despite such excellent performance, machine learning models often suffer from the problem of over-fitting [5]. In recent years, a concept called mixup [12] has attracted attention as one of the powerful regularization methods for machine learning models. The main idea of these regularization methods is to prepare

\[(\tilde{x}_{ij}, \tilde{y}_{ij}) = (\lambda x_i + (1 - \lambda)x_j, \lambda y_i + (1 - \lambda)y_j) \]  

(1)

mixed with random pairs \((x_i, x_j)\) of input vectors and their corresponding labels \((y_i, y_j)\) and use them as training data. This regularization method is very powerful and has been applied in various fields such as image recognition [9] or speech recognition [6]. Despite these strong experimental results, there is not enough discussion about why this method works well.

In this paper, we give theoretical guarantees for regularization by mixup and reveal how regularization changes in each setting. To summarize our results, mixup regularization leads to the following effects:

- For linear classifiers, the effect of regularization is higher when the sample size is small, and the sample standard deviation is large.
- For neural networks, the effect of regularization is higher when the number of samples is small, and the training dataset contains outliers.
- When the parameter \(\lambda\) is close to 0 or 1, mixup can reduce the variance of the estimator, but this will be affected by bias.
When the parameter $\lambda$ has near the optimal value, mixup can reduce both the bias and variance of the estimator.

Geometrically, mixup reduces the second-order derivative of the convex function that characterizes the Bregman divergence.

2 Related Works

2.1 Mixup Variants

Mixup is originally proposed by [11]. The main idea of these regularization methods is to prepare

$$(\tilde{x}_{ij}, \tilde{y}_{ij}) = (\lambda x_i + (1 - \lambda)x_j, \lambda y_i + (1 - \lambda)y_j)$$

mixed with random pairs $(x_i, x_j)$ of input vectors and their corresponding labels $(y_i, y_j)$ and use them as training data, where $\lambda \sim \text{Beta}(\alpha, \alpha)$, for $\alpha \in (0, \infty)$.

Because of its power and ease of implementation, several variants have been studied [3,10]. However, most of them are heuristic methods and have insufficient theoretical explanations.

3 Notations and Preliminaries

We consider a binary classification problem in this paper. However, our analysis can easily be applied to a multi-class case.

Let $\mathcal{X}$ be the input space, $\mathcal{Y} = \{-1, +1\}$ be the output space, and $\mathcal{C}$ be a set of concepts we may wish to learn, called concept class. We assume that each input vector $x \in \mathbb{R}^d$ is of dimension $d$. We also assume that examples are independently and identically distributed (i.i.d) according to some fixed but unknown distribution $D$.

We consider a fixed set of possible concepts $H$, called hypothesis set. We receive a sample $B = (x_1, \ldots, x_n)$ drawn i.i.d. according to $D$ as well as the labels $(c(x_1), \ldots, c(x_n))$, which are based on a specific target concept $c \in \mathcal{C} : \mathcal{X} \rightarrow \mathcal{Y}$.

Our task is to use the labeled sample $B$ to find a hypothesis $h_B \in H$ that has a small generalization error with respect to the concept $c$. The generalization error $\mathcal{R}(h)$ is defined as follows.

**Definition 1.** (Generalization error) Given a hypothesis $h \in H$, a target concept $c \in \mathcal{C}$, and unknown distribution $D$, the generalization error of $h$ is defined by

$$\mathcal{R}(h) = \mathbb{E}_{x \sim D}[\mathbbm{1}_{h(x) \neq c(x)}],$$

where $\mathbbm{1}_\omega$ is the indicator function of the event $\omega$.

The generalization error of a hypothesis $h$ is not directly accessible since both the underlying distribution $D$ and the target concept $c$ are unknown. Then, we have to measure the empirical error of hypothesis $h$ on the observable labeled sample $B$. 
Fig. 1. The relationship between $\hat{R}_B(H) - \hat{R}_B^*(H)$ and the number of samples $n$ and variance $\sigma^2$ when mixup is applied. Each data point was sampled from the normal distribution $\mathcal{N}(0, \sigma^2)$ and the constant part was set to 1.

**Definition 2.** (Empirical error) Given a hypothesis $h \in H$, a target concept $c \in C$, and a sample $B = (x_1, \ldots, x_n)$, the empirical error of $h$ is defined by

$$\hat{R}(h) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}_{h(x_i) \neq c(x_i)}.$$  

(3)

In learning problems, we are interested in how much difference there is between empirical and generalization errors. Therefore, in general, we consider the relative generalization error $\hat{R}(h) - R(h)$.

**Definition 3.** (Empirical Rademacher complexity) Given a hypothesis set $H$ and a sample $B = (x_1, \ldots, x_n)$, the empirical Rademacher complexity of $H$ is defined as:

$$\hat{R}_B(H) = \mathbb{E}_\sigma \left[ \sup_{h \in H} \frac{1}{n} \sum_{i=1}^{n} \sigma_i h(x_i) \right].$$  

(4)

where $\sigma = (\sigma_1, \ldots, \sigma_n)^T$ with Rademacher variables $\sigma_i \in \{-1, +1\}$ which are independent uniform random variables.

**Definition 4.** (Rademacher complexity) Let $D$ denote the distribution according to which samples are drawn. For any sample size $n \geq 1$, the Rademacher complexity of $H$ is the expectation of the empirical Rademacher complexity over all samples of size $n$ drawn according to $D$:

$$\mathcal{R}_n(H) = \mathbb{E}_{B \sim D^n} \left[ \hat{R}_B(H) \right].$$  

(5)

Intuitively, this describes the richness of hypothesis class $H$.

The Rademacher complexity is a very useful tool for investigating hypothesis class $H$. 
Lemma 1. Let $\mathcal{G} : \mathcal{Z} = \mathcal{X} \times \mathcal{Y} \mapsto [0, 1]$ be a family of functions. Then, for any $\delta > 0$, with probability at least $1 - \delta$, the following holds for all $g \in \mathcal{G}$:

\[
E\left[ g(z) \right] \leq \frac{1}{n} \sum_{i=1}^{n} g(z_i) + 2\mathcal{R}_n(G) + \sqrt{\frac{\log \frac{1}{\delta}}{2m}} \tag{6}
\]

\[
E\left[ g(z) \right] \leq \frac{1}{n} \sum_{i=1}^{n} g(z_i) + 2\mathcal{R}_B(G) + 3\sqrt{\frac{\log \frac{1}{\delta}}{2m}} \tag{7}
\]

Proof. For any sample $B = (z_1, \ldots, z_n)$ and for any $g \in \mathcal{G}$, we denote by $\hat{E}_B[g]$ the empirical average of $g$ over $B : \hat{E}_B[g] = \frac{1}{n} \sum_{i=1}^{n} g(z_i)$. We define the function $\Phi(\cdot)$ for any sample $B$ as follows:

\[
\Phi(B) = \sup_{g \in \mathcal{G}} \mathbb{E}[g] - \hat{E}_B[g]. \tag{8}
\]

Let $B$ and $B'$ be two samples differing by exactly one point, which mean $z_n \in B \land z_n \notin B'$ and $z'_n \in B' \land z'_n \notin B$. Then, we have

\[
\Phi(B') - \Phi(B) \leq \sup_{g \in \mathcal{G}} \hat{E}_B[g] - \hat{E}_{B'}[g] = \sup_{g \in \mathcal{G}} \frac{g(z_n) - g(z'_n)}{n} \leq \frac{1}{n} \tag{9}
\]

\[
\Phi(B) - \Phi(B') \leq \sup_{g \in \mathcal{G}} \hat{E}_B[g] - \hat{E}_{B'}[g] = \sup_{g \in \mathcal{G}} \frac{g(z'_n) - g(z_n)}{n} \leq \frac{1}{n}. \tag{10}
\]

Then, by McDiarmid’s inequality, for any $\delta > 0$, with probability at least $1 - \frac{\delta}{2}$, the following holds:

\[
\Phi(B) \leq \mathbb{E}_B[\Phi(B)] + \sqrt{\frac{\log \frac{2}{\delta}}{2n}} \tag{11}
\]

\[
\mathbb{E}_B[\Phi(B)] \leq \mathbb{E}_{\sigma, B, B'} \left[ \sup_{g \in \mathcal{G}} \frac{1}{n} \sum_{i=1}^{n} \sigma_i (g(z'_i) - g(z_i)) \right] = 2\mathbb{E}_{\sigma, B} \left[ \sup_{g \in \mathcal{G}} \frac{1}{n} \sum_{i=1}^{n} \sigma_i g(z_i) \right]
\]

Then, using McDiarmid’s inequality, with probability $1 - \frac{\delta}{2}$, $\mathcal{R}_n(G) \leq \hat{\mathcal{R}}_B(G) + \sqrt{\frac{\log \frac{2}{\delta}}{2n}}$. Finally, we use the union bound and we can have the result of this lemma.

Lemma 2. Let $H$ be a family of functions taking values in $\{-1, +1\}$ and let $\mathcal{G}$ be the family of loss functions associated to $H$ : $\mathcal{G} = \{(x, y) \mapsto I_h(x) \neq y : h \in H\}$. For any samples $B = ((x_1, y_1), \ldots, (x_n, y_n))$, let $\mathcal{S}_X$ denote the its projection over $\mathcal{X} : \mathcal{S}_X = (x_1, \ldots, x_n)$. Then, the following relation holds between the empirical Rademacher complexities of $\mathcal{G}$ and $H$:

\[
\hat{\mathcal{R}}_B(G) = \frac{1}{2} \mathcal{R}_{\mathcal{S}_X}(H). \tag{12}
\]
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Proof. For any sample $B = ((x_1, y_1), \ldots, (x_2, y_2))$ of elements in $X \times Y$, the empirical Rademacher complexity of $G$ can be written as:

$$
\hat{R}_B(G) = \mathbb{E}_\sigma \left[ \sup_{h \in H} \frac{1}{n} \sum_{i=1}^{n} \sigma_i 1_{h(x_i) \neq y_i} \right] = \frac{1}{2} \mathbb{E}_\sigma \left[ \sup_{h \in H} \frac{1}{n} \sum_{i=1}^{n} \sigma_i h(x_i) \right].
$$

(13)

**Theorem 1.** Given a hypothesis $h \in H$ and the distribution $D$ over the input space $X$, we assume that $\hat{R}_B(H)$ is the empirical Rademacher complexity of the hypothesis class $H$. Then, for any $\delta > 0$, with probability at least $1 - \delta$ over a sample $B$ of size $n$ drawn according to $D$, each of the following holds over $H$ uniformly:

$$
\mathcal{R}(h) - \hat{\mathcal{R}}(h) \leq \hat{\mathcal{R}}_n(H) + \sqrt{\frac{\log \frac{1}{\delta}}{2m}},
$$

(14)

$$
\mathcal{R}(h) - \hat{\mathcal{R}}(h) \leq \hat{\mathcal{R}}_B(H) + 3\sqrt{\frac{\log \frac{1}{\delta}}{2m}}.
$$

(15)

Proof. From Lemma 1 and Lemma 2, we can have the result of Theorem 1 immediately.

From the above discussion, we can see that if we can quantify the change of empirical Rademacher complexity before and after mixup, we can evaluate the relative generalization error of the hypothesis class $H$. Our main idea is to clarify the effects of the mixup regularization by examining how these Rademacher complexity changes before and after regularization. Note that we are not interested in the tightness of the bound, but only in the difference in the bound.

4 Complexity Reduction of Linear Classifiers with Mixup

In this section, we assume that $H_\ell$ is a class of linear functions:

$$
h(x) \in H_\ell = \left\{ x \mapsto w^T x \mid w \in \mathbb{R}^d, \|w\|_2 \leq \Lambda \right\},
$$

(16)

where $w$ is the weight vector and $\Lambda$ is a constant that regularizes the L2 norm of the weight vector.

**Theorem 2.** Given a hypothesis set $H_\ell$ and a sample $B = (x_1, \ldots, x_n)$, we assume that $\hat{\mathcal{R}}_B(H_\ell)$ is the empirical Rademacher complexity of the hypothesis class $H_\ell$ and $\hat{\mathcal{R}}^*_B(H_\ell)$ is the empirical Rademacher complexity of $H_\ell$ when mixup is applied. The difference between the two Rademacher complexity $\hat{\mathcal{R}}_B(H_\ell) - \hat{\mathcal{R}}^*_B(H_\ell)$ is less than or equal to a constant multiple of the sample variance of the norm of the input vectors:

$$
\hat{\mathcal{R}}_B(H_\ell) - \hat{\mathcal{R}}^*_B(H_\ell) \leq C^d_\lambda \sqrt{n} s^2 \|x\|_2,
$$

(17)

where $C^d_\lambda$ is a constant that depends on the parameter $\lambda$ of mixup and $s^2$ is the sample variance computed from the sample set.
Proof. By the Definition \( \mathcal{R}_{\phi} \) empirical Rademacher complexity of \( h(x) = w^T x \) is as follows:

\[
\hat{\mathcal{R}}_{\phi}(H) = \mathbb{E}_\sigma \left[ \frac{1}{n} \sup_{\|w\|_2 \leq \Lambda} \sum_{i=1}^{n} \sigma_i w^T x_i \right] = \mathbb{E}_\sigma \left[ \frac{1}{n} \sup_{\|w\|_2 \leq \Lambda} w^T \sum_{i=1}^{n} \sigma_i x_i \right]
\]

\[
= \frac{1}{n} \mathbb{E}_\sigma \left[ \sup_{\|w\|_2 \leq \Lambda} w^T \sum_{i=1}^{n} \sigma_i x_i \right] = \frac{1}{n} \mathbb{E}_\sigma \left[ \Lambda \left\| \sum_{i=1}^{n} \sigma_i x_i \right\|_2 \right]
\]

\[
\leq \frac{A}{n} \mathbb{E}_\sigma \left[ \left( \sum_{i=1}^{n} \sigma_i x_i \right)^2 \right] = \frac{A}{n} \left( \sum_{i=1}^{n} \|x_i\|_2^2 \right)^{\frac{1}{2}}.
\]  \( (18) \)

Let \( \bar{x}_i = \mathbb{E}_{x_j} [\lambda x_i + (1 - \lambda) x_j] \) be the expectation of the linear combination of input vectors by mixup, where \( \lambda \) is a parameter in mixup and is responsible for adjusting the weights of the two vectors. Then, we have

\[
\hat{\mathcal{R}}_{\phi}^*(H) = \frac{A}{n} \left( \sum_{i=1}^{n} \|\bar{x}_i\|_2^2 \right)^{\frac{1}{2}} = \frac{A}{n} \left( \sum_{i=1}^{n} \|x_i\|_2^2 \right)^{\frac{1}{2}}
\]

\[
\leq \frac{A}{n} \left( \lambda^2 \sum_{i=1}^{n} \|x_i\|_2^2 + (1 - \lambda)^2 \sum_{i=1}^{n} \|\bar{x}_i\|_2^2 \right)^{\frac{1}{2}}.
\]  \( (19) \)

From \( (18) \) and \( (19) \), we can have

\[
\hat{\mathcal{R}}_{\phi}(H) - \hat{\mathcal{R}}_{\phi}^*(H) \leq \frac{A|1 - \lambda|}{n} \left( \sum_{i=1}^{n} \|x_i\|_2^2 - \sum_{i=1}^{n} \|\bar{x}_i\|_2^2 \right)^{\frac{1}{2}}
\]

\[
= \frac{A|1 - \lambda|}{\sqrt{n}} \left( \frac{1}{n} \sum_{i=1}^{n} \|x_i\|_2^2 - \frac{1}{n} \sum_{i=1}^{n} \|\bar{x}_i\|_2^2 \right)^{\frac{1}{2}}
\]

\[
= \frac{A|1 - \lambda|}{\sqrt{n}} \left( s^2\left(\|\bar{x}\|_2\right) + \|\bar{x}\|_2^2 \right)^{\frac{1}{2}}
\]

\[
= \frac{A|1 - \lambda|}{\sqrt{n}} \sqrt{s^2(\|\bar{x}\|_2)} \geq 0.
\]  \( (20) \)

The above results are in line with our intuition and illustrate well how mixup depends on the shape of the data distribution. As can be seen from the \( (17) \), the complexity relaxation by mixup decreases as the number of samples \( n \) increases (see Figure 1).
5 Complexity Reduction of neural networks with mixup

Let $H_{L,W_L}$ be the function class of a neural network:

$$h(x) \in H_{L,W_L} = \left\{ h : \|v\|_2 = 1, \prod_{i=1}^{L}\|W_i\|_F \leq W_L \right\},$$  \hfill (21)

where $L$ is the number of layers, $W_i$ is the weight matrix, $v \in \mathbb{R}^{M_L}$ represents the normalized linear classifier operating on the output of the neural networks with input vector $x$ and $\|A\|_F$ is the Frobenius norm of the matrix $A = (a_{ij})$.

**Theorem 3.** Given a hypothesis set $H_{L,W_L}$ and a sample $B = (x_1, \ldots, x_n)$, we assume that $\hat{\mathcal{R}}_B(H_{L,W_L})$ is the empirical Rademacher complexity of the hypothesis class $H_{L,W_L}$ and $\hat{\mathcal{R}}^*_B(H_{L,W_L})$ is the empirical Rademacher complexity of $H_{L,W_L}$ when mixup is applied. In addition, we assume that each sample $x_i$ occurs with the population mean $\mu_x$ plus the some noise $\epsilon_i$. In other words, we assume that $x_i = \mu_x + \epsilon_i$. The difference between the maximum of two Rademacher complexity $\hat{\mathcal{R}}_B(H_{L,W_L}) - \hat{\mathcal{R}}^*_B(H_{L,W_L})$ is less than or equal to a constant multiple of the maximum value of noise in a sample of training data when the number of samples $n$ is sufficiently large:

$$\max \hat{\mathcal{R}}_B(H_{L,W_L}) - \max \hat{\mathcal{R}}^*_B(H_{L,W_L}) \leq C^L_{\lambda} \max_i \|\epsilon_i\|,$$  \hfill (22)

where $C^L_{\lambda}$ is a constant that depends on the parameter $\lambda$ of mixup and the number of layers $L$ of neural networks.

**Proof.** By the upper bound of [8], empirical Rademacher complexity of $h(x) \in H_{L,W_L}$ is as follows:

$$\mathcal{R}_B(H_{L,W_L}) \leq \frac{1}{\sqrt{n}} 2^{L/2} W_L \max_i \|x_i\|.$$  \hfill (23)

Let $\tilde{x}_i = \mathbb{E}_{x_j}[\lambda x_i + (1-\lambda)x_j]$ be the expectation of the linear combination of input vectors by mixup, where $\lambda$ is a parameter in mixup and is responsible for
adjusting the weights of the two vectors. Then, we have

\[
\hat{R}_B^*(H_L, W_L) \leq \frac{1}{\sqrt{n}} 2^{L+\frac{1}{2}} W_L \max_i \|E_j[\lambda x_i + (1 - \lambda) x_j]\|
\]

\[
= \frac{1}{\sqrt{n}} 2^{L+\frac{1}{2}} W_L \max_i \|\lambda x_i + (1 - \lambda) E_j[x_j]\|
\]

\[
\leq \frac{1}{\sqrt{n}} 2^{L+\frac{1}{2}} W_L \max_i \left\{ \lambda \|x_i\| + (1 - \lambda) \|E_j[x_j]\| \right\}.
\]

(24)

Now we consider to bound the difference between the maximum values of each quantity,

\[
\max \hat{R}_B(H_L, W_L) = \frac{1}{\sqrt{n}} 2^{L+\frac{1}{2}} W_L \max_i \|x_i\|,
\]

\[
\max \hat{R}_B^*(H_L, W_L) = \frac{1}{\sqrt{n}} 2^{L+\frac{1}{2}} W_L \max_i \left\{ \lambda \|x_i\| + (1 - \lambda) \|E_j[x_j]\| \right\},
\]

and then, from (23) and (24), and let \(J(H_L, W_L, B) = \max \hat{R}_B(H_L, W_L) - \max \hat{R}_B^*(H_L, W_L)\) we can have

\[
J(H_L, W_L, B) \leq \frac{1 - \lambda}{\sqrt{n}} 2^{L+\frac{1}{2}} W_L \max_i \left| \|x_i\|_2 - \|\tilde{x}\|_2 \right|
\]

\[
= \frac{1 - \lambda}{\sqrt{n}} 2^{L+\frac{1}{2}} W_L \max_i \left| \|\mu_x + \epsilon_i\|_2 - \|\tilde{x}\|_2 \right|
\]

\[
\leq \frac{1 - \lambda}{\sqrt{n}} 2^{L+\frac{1}{2}} W_L \max_i \left| \|\mu_x\|_2 + \|\epsilon_i\|_2 - \|\tilde{x}\|_2 \right|
\]

\[
= \frac{1 - \lambda}{\sqrt{n}} 2^{L+\frac{1}{2}} W_L \max_i \|\epsilon_i\|_2 \geq 0 \quad (: 1 - \lambda \geq 0, \|\epsilon_i\|_2 \geq 0),
\]

According to the above theorem, mixup allows the neural networks robust learning for outliers with accidentally large noise \(\epsilon\) in the training sample \(B\) (see Figure 2).

6 The Optimal Parameters of Mixup

Here, we let the parameter \(\lambda \in (0, 1)\). From (17) and (22), we can see that a large \(1 - \lambda\) has a good regularization effect. By swapping \(i\) and \(j\), we can see that \(\lambda\) should be close to 0 or 1.

In the original mixup paper [12], the parameter \(\lambda\) is sampled from the Beta distribution \(Beta(\alpha, \alpha)\), where \(\alpha\) is another parameter. We can see that when \(\alpha < 1\), \(\lambda\) is sampled such that one of the input vectors has a high weight (in other words, \(\lambda\) is close to 0 or 1). We treated \(\lambda\) as a constant in the above discussion, but if we treat it as a random variable \(\lambda \sim Beta(\alpha, \alpha)\), we can obtain

\[
E[\lambda] = \frac{\alpha}{\alpha + \alpha} = \frac{1}{2} \quad \text{and} \quad Var(\lambda) = \frac{\alpha^2}{(\alpha + \alpha)^2(\alpha + \alpha + 1)} = \frac{\alpha^2}{4\alpha^2(2\alpha + 1)} = \frac{1}{4(2\alpha + 1)},
\]

where
Fig. 3. Experimental results for CIFAR-10 dataset. We use ResNet-18 as a classifier and apply mixup with each parameter $\alpha$ for $\lambda \sim \text{Beta}(\alpha, \alpha)$. Left: Learning curve of ResNet-18 with mixup.

The right side of Figure 3 shows a plot of the training loss and test loss of the classifier and their differences for each $\alpha$. We can see that when the value of parameter $\alpha$ is small, the difference between train loss and test loss is small.

Table 1. Effect of the parameter $\alpha$ on the generalization gap between train and test loss for each dataset.

| dataset          | $\alpha = 0.1$ | $\alpha = 0.2$ | $\alpha = 0.4$ | $\alpha = 0.8$ | $\alpha = 1.0$ | $\alpha = 2.0$ | $\alpha = 4.0$ |
|------------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| CIFAR10          | 0.006          | 0.012          | 0.010          | 0.061          | 0.093          | 0.098          | 0.130          |
| CIFAR100         | 0.182          | 0.259          | 0.277          | 0.292          | 0.348          | 0.596          | 0.695          |
| STL10            | 0.013          | 0.0215         | 0.029          | 0.090          | 0.121          | 0.120          | 0.169          |
| SVHN             | 0.049          | 0.050          | 0.057          | 0.062          | 0.087          | 0.133          | 0.182          |

7 Geometric Perspective of Mixup Training: Parameter Space Smoothing

Definition 5. (Bregman divergence) For some convex function $\varphi(\cdot)$ and $d$-dimensional parameter vector $\xi \in \mathbb{R}^d$, the Bregman divergence from $\xi$ to $\xi'$ is defined as fol-
Theorem 4. Let $p(x; \theta)$ be the exponential distribution family that depends on the unknown parameter vector $\theta$. When mixup is applied, the second-order derivative $\nabla^2 \psi_\lambda(\theta)$ of $\psi_\lambda(\theta)$ that characterizes the Bregman divergence between the parameter $\theta$ and $\theta + d\theta$, which is a slight change of the parameter, satisfies the following:

$$\nabla^2 \psi_\lambda(\theta) = \lambda^2 (\nabla \nabla \psi(\theta)),$$

(26)

where $\psi(\theta)$ is a convex function of the original data distribution and $\lambda \in (0, 1)$ is a parameter of the mixup.

Proof. An exponential family of probability distributions is written as

$$p(x; \theta) = \exp \left\{ \sum \theta_i x_i + k(x) - \psi(\theta) \right\},$$

(27)

where $p(x; \theta)$ is the probability density function of random variable vector $x$ specified by parameter vector $\theta$ and $k(x)$ is a function of $x$. Since $\int p(x; \theta) = 1$, the normalization term $\psi(\theta)$ can be written as:

$$\psi(\theta) = \log \int \exp \left\{ \sum \theta_i x_i + k(x) \right\} dx$$

(28)

which is known as the cumulant generating function in statistics. By differentiating (28), we can confirm that the Hessian becomes a positive definite matrix, which means that $\psi(\theta)$ is a convex function. Here, the Bregman divergence from $\xi$ to $\xi'$ is defined by using the convex function $\varphi(\xi)$:

$$D_\varphi[\xi : \xi'] = \varphi(\xi) - \varphi(\xi') - \nabla \varphi(\xi') \cdot (\xi - \xi')$$

(29)
Let \( \psi(\cdot) = \varphi(\cdot) \) and \( \theta = \xi \), then we can naturally define the Bregman divergence for \( \psi(\cdot) \) and \( \theta \). Differentiating (27), we can obtain

\[
0 = \frac{\partial}{\partial \theta_i} \int \exp \left\{ \sum_i \theta_i x_i + k(x) - \psi(\theta) \right\} dx
= \int \left\{ x_i - \frac{\partial}{\partial \theta_i} \psi(\theta) \right\} p(x; \theta) dx = \int x_i p(x; \theta) dx - \frac{\partial}{\partial \theta_i} \psi(\theta)
\]

:. \frac{\partial}{\partial \theta_i} \psi(\theta) = \int x_i p(x; \theta) dx = \mathbb{E}[x_i] \quad (30)

Differentiating it again,

\[
0 = \int \frac{\partial}{\partial \theta_j} \left\{ x_i - \frac{\partial}{\partial \theta_i} \psi(\theta) \right\} p(x; \theta) + \frac{\partial}{\partial \theta_j} \psi(\theta) + \int \left\{ x_j - \frac{\partial}{\partial \theta_i} \psi(\theta) \right\} p(x; \theta) dx
= \int -\frac{\partial^2}{\partial \theta_i \partial \theta_j} \psi(\theta) + \int \left\{ x_i - \mathbb{E}[x_i] \right\} (x_j - \mathbb{E}[x_j]) p(x; \theta) dx
= -\frac{\partial^2}{\partial \theta_i \partial \theta_j} \psi(\theta) + \mathbb{E}[x_i - \mathbb{E}[x_i]] (x_j - \mathbb{E}[x_j])
\]

:. \nabla \nabla \psi(\theta) = \text{Var}(x). \quad (31)

Here, if we adopt the linear combination \( \tilde{x} = \lambda x + (1 - \lambda) x_j \) to find the parameter \( \theta \), we can obtain

\[
\nabla \psi_\lambda(\theta) = \mathbb{E}[\tilde{x}] = \mathbb{E}[\lambda x + (1 - \lambda) \mathbb{E}[x]] = \mathbb{E}[x],
\]

\[
\nabla \nabla \psi_\lambda(\theta) = \text{Var}(\lambda x + (1 - \lambda) \mathbb{E}[x]) = \lambda^2 \text{Var}(x) + (1 - \lambda)^2 \mathbb{E}[x] = \lambda^2 \text{Var}(x) = \lambda^2 \psi(\theta) \quad (32)
\]

where \( \psi_\lambda(\cdot) \) is defined by

\[
p(\tilde{x}; \theta) = \exp \left\{ \sum_i \theta_i \tilde{x}_i + k(\tilde{x}) - \psi(\theta) \right\}. \quad (34)
\]

From Bayes theorem, we would be computing the probability of a parameter given the likelihood of some data: \( p(\tilde{x}; \theta) = \frac{p(\tilde{x}; \theta) p(\theta)}{\sum_{\theta'} p(\tilde{x}; \theta') p(\theta')}, \) and applying mixup means \( p(x; \theta) \rightarrow p(\tilde{x}; \theta) \). And then, we can obtain (26).

Bregman divergence is a generalization of KL-divergence, which is frequently used in probability distribution spaces. The above theorem means that the magnitude of the gradient of the convex function characterizing the Bregman divergence can be smoothed by using the mixup.
8 Conclusion and Discussion

In this paper, we provided a theoretical analysis of mixup regularization for linear classifiers and neural networks with ReLU activation functions. Our results show that a theoretical clarification of the effect of the mixup training.
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