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Abstract

In this paper, we propose a space-time GMsFEM for transport equations. Multiscale transport equations occur in many geoscientific applications, which include subsurface transport, atmospheric pollution transport, and so on. Most of existing multiscale approaches use spatial multiscale basis functions or upscaling, and there are very few works that design space-time multiscale functions to solve the transport equation on a coarse grid. For the time dependent problems, the use of space-time multiscale basis functions offers several advantages as the spatial and temporal scales are intrinsically coupled. By using the GMsFEM idea with a space-time framework, one obtains a better dimension reduction taking into account features of the solutions in both space and time. In addition, the time-stepping can be performed using much coarser time step sizes compared to the case when spatial multiscale basis are used. Our scheme is based on space-time snapshot spaces and model reduction using space-time spectral problems derived from the analysis. We give the analysis for the well-posedness and the spectral convergence of our method. We also present some numerical examples to demonstrate the performance of the method. In all examples, we observe a good accuracy with a few basis functions.

1 Introduction

Transport processes in practical applications have multiscale nature. The convection term in the transport equation is governed by a flow velocity field, which can be described by the Darcy equation or the steady-state Stokes equation, and the convection velocity is typically highly heterogeneous and contains many scales. Because of the spatial and magnitude variations of the velocity field, the transport equation contains both spatial and temporal scales. For example, high velocity fields in thin channels introduce both spatial scales related to channel sizes and temporal scales related to velocity variations. These scales are tightly coupled in this example, as we deal with high convection in small channel like spatial regions.

Transport equations governed or dominated by convection processes occur in many geoscientific applications. Besides subsurface processes, the convection-dominated multiscale transport occurs
in atmospheric sciences, where particles are transported by the air. Because atmospheric flows can have multiple scales, one deals with multiscale transport equations with space and time heterogeneities. Other geoscientific applications include the transport in vadose zone hydrology and so on.

Numerical solutions for these transport equations can be expensive as we need to resolve both spatial and temporal scales. Some type of model reduction can be used to reduce the computational cost and achieve a certain degree accuracy at a very reduced cost. Model reduction techniques usually depend on a coarse grid approximation, which can be obtained by discretizing the problem on a coarse grid and choosing a suitable coarse-grid formulation of the problem. In the literature, several approaches have been developed to obtain the coarse-grid formulation, including upscaling methods \cite{29, 22, 23, 20, 25, 3, 2, 27, 6, 8} and multiscale methods \cite{19, 24, 17, 16, 4, 9, 5, 1}. Among these approaches, GMsFEM (Generalized Multiscale Finite Element Methods) \cite{18, 12, 11, 10, 15, 7} provides a systematic way of adding degrees of freedom for problems with high contrast and multiple scales. Most of these approaches have been developed for diffusion dominated processes. Our goal is to extend these concepts to transport equations by designing appropriate space-time basis functions. We note that the proposed problems do not have scale separation and one can not represent the velocity field by a single “average” velocity field on a coarse grid \cite{21, 28}. Appropriate number of coarse-grid parameters is needed to obtain accurate solutions.

In this paper, we propose a space-time GMsFEM for the transport equations. To do so, we start with a coarse space-time grid, which does not necessarily resolve the fine-scale heterogeneities. Then, we derive a space-time discontinuous Galerkin formulation, which uses upwinding for the convection term and the time derivative. The key component of the scheme is the basis functions, which are supported on space-time coarse elements. To construct the basis functions, we apply the general concept of GMsFEM. In particular, for each coarse space-time element, we first find the snapshot space. We consider two ways to compute the snapshot space. In our first approach, we solve the transport equation on each space-time coarse element with all possible initial and boundary conditions resolved on the underlying fine grid. In the second approach, we solve the transport equation on oversampled space-time regions. Next, we perform local model reduction procedure in order to obtain the offline space for the computation of the solution. In this step, we construct a local spectral problem defined on the snapshot space and identify dominant modes as the basis functions. We remark that the spectral problem takes care both the space and time structures, and is designed by our convergence analysis.

In the paper, we will present the detailed construction of the basis functions. In addition, we will give analysis for the well-posedness of the discrete system as well as the spectral convergence of the scheme. We have shown that the error is inversely proportional to the eigenvalues of the spectral problem. Furthermore, we illustrate the performance of our scheme by a couple of test cases. In both cases, we see that our scheme is able to produce accurate solutions with only a few multiscale basis functions. We also compare the performance with the use of space-time polynomial basis functions, and show that our scheme is able to capture the scales of the solutions with very few degrees of freedoms. We remark that the use of space-time basis functions offers some advantages over the use of spatial multiscale basis functions. In particular, space-time basis functions are able to capture the scales in both space and time, when they are tightly coupled. The latter is the case in the applications of interest. Besides, space-time approaches allow the scheme to update the solution with a coarser time step size. The success of the space-time basis functions is also illustrated by a work for parabolic equations \cite{14}.

Numerical results are presented in the paper. We consider the velocity field obtained by solving
flow equation in highly heterogeneous, high-contrast media. The media contains high-permeability channels and inclusions, which introduce several time scales. We solve the transport equation with some choices of boundary and initial conditions and compare the fine-grid solution against the multiscale solution with various number of basis functions. Our numerical results show that with a few basis functions, we can obtain accurate results.

The paper is organized as follows. In Section 2, we present the construction of the method, including the space-time formulation and basis function constructions, and prove the well-posedness of the discrete system. In Section 3, we prove the spectral convergence of the scheme. We illustrate the performance of the scheme by some numerical examples in Section 4. The paper ends with a conclusion.

2 Space-time GMsFEM

In this section, we will give the construction of our space-time GMsFEM for transport equations. First, we present some basic notations and the coarse grid formulation in Section 2.1. Then, we present the constructions of the space-time multiscale snapshot functions and basis functions in Section 2.2.

2.1 Preliminaries

Let \( \Omega \) be a bounded domain in \( \mathbb{R}^2 \) with a Lipschitz boundary \( \partial \Omega \) with unit normal vector \( n \), and \( [0,T] \) \( (T > 0) \) be a time interval. In this paper, we consider the following transport equation:

\[
\frac{\partial u}{\partial t} + v \cdot \nabla u = 0 \quad \text{in} \ \Omega \times (0,T),
\]

\[
u = g \quad \text{on} \ \Gamma^- \times (0,T),
\]

\[
u(x,0) = u_0(x) \quad \text{in} \ \Omega \times \{t = 0\}, \tag{1}
\]

where \( v \) is a given divergence-free velocity field, \( g \) is the inflow boundary data, \( u_0(x) \) is initial condition, \( \Gamma^- = \{x \in \partial \Omega \mid v \cdot n < 0\} \) is the inflow boundary and \( \Gamma^+ = \{x \in \partial \Omega \mid v \cdot n > 0\} \) is the outflow boundary. We remark that the method presented in this paper can be applied to 3D problems.

The goal of this paper is to develop a space-time generalized multiscale finite element method. The method is motivated by the space-time finite element framework. First, a space-time variational formulation is defined. Then some space-time multiscale basis functions are constructed. The constructions of the multiscale basis functions follow two general steps. In the first step, we will construct space-time snapshot functions in order to build a set of possible modes of the solution. The snapshot functions are obtained by solving local problem on coarse space-time cells. We consider the use of oversampling technique with the aim of reducing the offline cost. In the second step, we will construct multiscale basis functions. To do so, we design a suitable spectral problem defined in the snapshot space, and use the first few dominant eigenfunctions as the basis functions. We note that the spectral problems take both space and time into account. By using the space-time multiscale basis functions, we obtain a reduced model which takes into account the variations of the solutions in both space and time, and thus produces accurate solution for the transport equation in heterogeneous media.
Let $\mathcal{T}^h$ be a partition of the domain $\Omega$ into fine finite elements. Here $h > 0$ is the fine mesh size. The coarse partition, $\mathcal{T}^H$ of the domain $\Omega$, is formed such that each element in $\mathcal{T}^H$ is a connected union of fine-grid blocks. More precisely, $\forall K_j \in \mathcal{T}^H$, $K_j = \cup_{F \in \mathcal{I}_j} F$ for some $\mathcal{I}_j \subset \mathcal{T}^h$. The quantity $H > 0$ is the coarse mesh size. We will consider rectangular coarse elements and the methodology can be used with general coarse elements. An illustration of the mesh notations is shown in Figure 1 (left).

Figure 1: Left: an illustration of fine and coarse grids. Right: an illustration of a coarse neighborhood and a coarse element.

Next, let $\mathcal{T}^T = \{(T_{n-1}, T_n)| 1 \leq n \leq N\}$ be a coarse partition of $(0, T)$, where

$0 = T_0 < T_1 < T_2 < \cdots < T_N = T$

and we define a fine partition $\mathcal{T}^f$ of $(0, T)$ by refining the partition $\mathcal{T}^T$, that is $\mathcal{T}^f = \{(T_{i-\frac{1}{2}}, T_i)| i = \frac{1}{T}, \frac{2}{T}, \cdots, N - \frac{1}{T}, N\}$, where

$0 = T_0 < T_{\frac{1}{2}} < \cdots < T_{\frac{1}{2}-\frac{1}{T}} < T_1 < T_{\frac{1}{2}+\frac{1}{T}} < \cdots < T_N = T$

To fix the notations, we define the finite element space $V_h$ with respect to $\mathcal{T}^h \times (0, T)$ as a space consists of piecewise linear functions in fine grid. Here we introduce two types of $V_h$.

2.1.1 CG in coarse cell

We use the term ”coarse cell” to represent $K \times (T_{n-1}, T_n)$ where $K$ is a coarse element in space, and $(T_{n-1}, T_n)$ is a coarse time interval. In this case, all functions in $V_h$ are continuous in each coarse cell, that is

$V_h = \{ v \in L^2((0, T); \Omega) | v = \phi(x) \psi(t) \text{ where } \phi|_K \in Q_1(K) \forall K \in \mathcal{T}^h, \phi|_K \in C^0(K) \forall K \in \mathcal{T}^H,$

$\psi|_\tau \in P_1(\tau) \forall \tau \in \mathcal{T}^T, \text{ and } \psi|_\tau \in C^0(\tau) \forall \tau \in \mathcal{T}^T \}.$

Next, we let $\mathcal{E}_H$ be the collection of all coarse edges, and $\mathcal{E}^0_H = \mathcal{E}_H \setminus \partial \Omega$. For the value on a coarse edge, which is shared by two coarse blocks $K_i$ and $K_j$, if $K_i$ is the upwind block, define $w^+ = w|_{K_i}$ and $w^- = w|_{K_j}$ for the corresponding downwind value. Figure 2 gives an illustration.
The fine-scale solution \( u_h \in V_h \) is obtained by solving the following variational problem

\[
\int_0^T \int_\Omega \left( \frac{\partial u_h}{\partial t} w - u_h \nabla w \cdot \mathbf{v} \right) + \int_0^T \sum_{e \in E^0_H} \int_e u^+_H[w] \cdot \mathbf{v} + \int_0^T \sum_{e \in \Gamma^+} \int_e u_h w \mathbf{v} \cdot \mathbf{n} \\
- \sum_{n=0}^{N-1} \int_\Omega \left[ [u_h(x,T_n)] w(x,T^+_n) \right] = \int_0^T u_0(x) w(x,T^+_0) - \int_0^T \sum_{e \in \Gamma^-} \int_e g w \mathbf{v} \cdot \mathbf{n}, \quad \forall w \in V_h.
\]

where \([\cdot]\) is the jump operator in space defined by

\[
[w] = \begin{cases} 
  w^- \mathbf{n}^- + w^+ \mathbf{n}^+ & \text{on } e_H^0, \\
  w^- \mathbf{n}^- & \text{on } \Gamma^-, \\
  w^+ \mathbf{n}^+ & \text{on } \Gamma^+.
\end{cases}
\]

And \([\cdot]\) is the jump operator in time defined by

\[
\left[ [u_h(x,T_n)] \right] = \begin{cases} 
  u_h(x,T^+_n) & \text{for } n = 0, \\
  u_h(x,T^+_n) - u_h(x,T^-_n) & \text{for } n > 0.
\end{cases}
\]

The above equation uses an upwind approximation in \( \mathbf{v} \cdot \nabla u \) term, and is motivated by [14] and [26]. We assume that the fine mesh size \( h \) is small enough so that the fine-scale solution \( u_h \) is close enough to the exact solution. We will skip the discussion on the well-posedness of \( (2) \) since it is similar to that of the coarse scale system to be presented. We will also skip the approximation property of the fine-scale solver since it is standard (see for example [26]).

We note that the purpose of this paper is to find a multiscale solution \( u_H \) that is a good approximation of the fine-scale solution \( u_h \).

Now we present the general idea of GMsFEM. We will use the space-time finite element method to solve the system \( (1) \) on the coarse grid. We will use a similar framework as \( (2) \). That is, we find \( u_H \in V_H \) such that

\[
\int_0^T \int_\Omega \left( \frac{\partial u_H}{\partial t} w - u_H \nabla w \cdot \mathbf{v} \right) + \int_0^T \sum_{e \in E^0_H} \int_e u^+_H[w] \cdot \mathbf{v} + \int_0^T \sum_{e \in \Gamma^+} \int_e u_H w \mathbf{v} \cdot \mathbf{n} \\
+ \sum_{n=0}^{N-1} \int_\Omega \left[ [u_H(x,T_n)] w(x,T^+_n) \right] = \int_\Omega u_0(x) w(x,T^+_0) - \int_0^T \sum_{e \in \Gamma^-} \int_e g w \mathbf{v} \cdot \mathbf{n}, \quad \forall w \in V_H,
\]

Figure 2: An illustration of upwind and downwind blocks.
where $V_H$ is the multiscale finite element space which will be introduced in the following subsections.

To avoid a large computational cost associated with solving the equation (5), we divide the computational domain. We assume the solution space $V_H$ is a direct sum of the spaces only containing the functions defined on one single coarse time interval $(T_{n-1}, T_n)$. We decompose the problem (5) into a sequence of problems and find the solution $u_H$ in each time interval sequentially. Our coarse space will be constructed in each time interval

$$V_H = \bigoplus_{n=1}^{N} V_{H}^{(n)},$$

where $V_{H}^{(n)}$ only contains the functions having zero values in the time interval $(0, T)$ except $(T_{n-1}, T_n)$, namely $\forall v \in V_{H}^{(n)}$

$$v(\cdot, t) = 0 \text{ for } t \in (0, T) \setminus (T_{n-1}, T_n).$$

The equation (5) can be decomposed into the following problem: find $u_H^{(n)} \in V_{H}^{(n)}$ (where $V_{H}^{(n)}$ will be defined later) satisfying

$$
\int_{T_{n-1}}^{T_n} \int_{\Omega} \left( \frac{\partial u_H^{(n)}}{\partial t} w - u_H^{(n)} \nabla w \cdot \mathbf{v} \right) + \int_{T_{n-1}}^{T_n} \sum_{e \in E_H} \int_{e} u_H^{(n)+}[w] \cdot \mathbf{v}
+ \int_{T_{n-1}}^{T_n} \sum_{e \in E_H} \int_{e} u_H^{(n)} w \mathbf{v} \cdot \mathbf{n} + \int_{\Omega} u_H^{(n)}(x, T_{n-1}^+) w(x, T_{n-1}^+) = \int_{T_{n-1}}^{T_n} \int_{\Omega} g w \mathbf{v} \cdot \mathbf{n}, \quad \forall w \in V_{H}^{(n)},
$$

where

$$f_H^{(n)}(x) = \begin{cases} u_H^{(n-1)}(x, T_{n-1}) & \text{for } n \geq 2 \\ u_0 & \text{for } n = 1. \end{cases}$$

Then the solution $u_H$ is the direct sum of all these $u_H^{(n)}$s, that is $u_H = \bigoplus_{n=1}^{N} u_H^{(n)}$. Next, we motivate the use of space-time multiscale basis functions by comparing it to space multiscale basis functions. Let $\{T_{n-1}, T_{n-1+\frac{1}{r}}, \ldots, T_{n-\frac{1}{r}}, T_n\}$ be $r$ fine time steps in $(T_{n-1}, T_n)$. The solution can be represented as $u_H^{(n)} = \sum_{l,i} c_{l,i} \phi_{l,i}^{K_i}(x, t)$ in the interval $(T_{n-1}, T_n)$, where the number of coefficients $c_{l,i}$ is related to the size of the reduced system in space-time interval. If we use spatial multiscale basis functions, these multiscale basis functions are constructed at each fine time interval $(T_{p-\frac{1}{r}}, T_p)$, denoted by $\phi_{l,i}^{K_i}(x, T_p)$. The solution $u_H$ spanned by these basis functions will have a larger dimension since each time interval is represented by multiscale basis functions.

### 2.1.2 DG in coarse cell

In this case, all functions in $V_h$ could be discontinuous in each coarse cell, that is

$$V_h = \{ v \in L^2((0, T); \Omega) \mid v = \phi(x) \psi(t) \text{ where } \phi|_K \in Q_1(K), \forall K \in \mathcal{T}_h, \psi|_{\tau} \in P_1(\tau) \forall \tau \in \mathcal{T}_t \}.$$
We let $\mathcal{E}_h$ be the collection of all fine edges, and $\mathcal{E}_h^0 = \mathcal{E}_h \setminus \partial \Omega$. The fine-scale solution $u_h \in V_h$ is obtained by solving the following variational problem

$$
\int_0^T \int_{\Omega} \left( \frac{\partial u_h}{\partial t} w - u_h \nabla \cdot v \right) + \int_0^T \sum_{e \in \mathcal{E}_h^0} \int_e u_h^+ |w| \cdot v + \int_{\Gamma_{\partial \Omega}} u_h w \cdot n
$$

$$
+ \sum_{p=0}^{N-\frac{1}{2}} \int_{\Omega} \left[ [u_h(x, T_p)] w(x, T_p^+) \right] = \int_0^T \int_{\Omega} u_0(x) w(x, T_0^+) - \int_{\Gamma_{\partial \Omega}} g w \cdot n, \quad \forall w \in V_h,
$$

where the jump operators $[\cdot]$ and $[[\cdot]]$ have similar definition to equation (3) and (4).

As for GMsFEM, we find $u_H \in V_H$ such that

$$
\int_0^T \int_{\Omega} \left( \frac{\partial u_H}{\partial t} w - u_H \nabla \cdot v \right) + \int_0^T \sum_{e \in \mathcal{E}_h^0} \int_e u_H^+ |w| \cdot v + \int_{\Gamma_{\partial \Omega}} u_H w \cdot n
$$

$$
+ \sum_{p=0}^{N-\frac{1}{2}} \int_{\Omega} \left[ [u_H(x, T_p)] w(x, T_p^+) \right] = \int_0^T \int_{\Omega} u_0(x) w(x, T_0^+) - \int_{\Gamma_{\partial \Omega}} g w \cdot n, \quad \forall w \in V_h,
$$

The equation (8) can be decomposed into the following problem: find $u_H^{(n)} \in V_H^{(n)}$ (where $V_H^{(n)}$ will be defined later) satisfying

$$
\int_{T_{n-1}}^{T_n} \int_{\Omega} \left( \frac{\partial u_H^{(n)}}{\partial t} w - u_H^{(n)} \nabla \cdot v \right) + \int_{T_{n-1}}^{T_n} \sum_{e \in \mathcal{E}_h^0} \int_e u_H^{(n)+} |w| \cdot v + \int_{T_{n-1}}^{T_n} \sum_{e \in \mathcal{E}_h^0} \int_e u_H^{(n)} w \cdot n
$$

$$
+ \int_{\Omega} u_H^{(n)}(x, T_{n-1}) w(x, T_{n-1}^+) + \sum_{p=n-1+\frac{1}{2}}^{n-\frac{1}{2}} \int_{\Omega} \left[ [u_H^{(n)}(x, T_p)] w(x, T_p^+) \right] = \int_{T_{n-1}}^{T_n} \sum_{e \in \Gamma_{\partial \Omega}} g w \cdot n, \quad \forall w \in V_H^{(n)},
$$

2.2 Construction of offline basis functions

In this section, we will give the constructions of multiscale basis functions. In Section 2.2.1 we will present the construction of the snapshot space. To do so, we will solve the transport equation on coarse space-time cells with suitable initial and boundary conditions. This process will provide a set of functions which are able to span the fine-scale solution with high accuracy. We will also consider the use of the oversampling technique by solving the transport equation on a domain larger then the target coarse space-time cell. Next, in Section 2.2.2 we will present the construction of our multiscale basis functions. The construction is based on the design of a local spectral problem which can identify important modes in the snapshot space. Our choice of spectral problem is based on our convergence analysis given later.
2.2.1 Snapshot Space

Let \( K_i \) be a given coarse element in space. Consider the coarse time interval \((T_{n-1}, T_n)\). We will construct a snapshot space \( V_{\text{snap}}^{(n)} \) containing functions defined on coarse cell \( K_i \times (T_{n-1}, T_n) \). A spectral problem is then solved in the snapshot space to extract the dominant modes in the snapshot space. These dominant modes are the offline multiscale basis functions and the resulting reduced space is called the offline space. We will present two choices of \( V_{\text{snap}}^{(n)} \).

The first choice for the snapshot spaces consists of solving the transport equation on the target space-time coarse cell \( K_i \times (T_{n-1}, T_n) \) for all possible boundary conditions. In particular, we define the \( j \)-th snapshot function \( \psi_j \) as the solution to the following problem

\[
\begin{aligned}
&\frac{\partial \psi_j}{\partial t} + v \cdot \nabla \psi_j = 0 \quad \text{in} \quad K_i \times (T_{n-1}, T_n), \\
&\psi_j(x, t) = \delta_{ij}(x, t) \quad \text{on} \quad \partial(K_i \times (T_{n-1}, T_n)).
\end{aligned}
\]

Here \( \delta_{ij}(x, t) \) is a fine-grid delta function and \( \partial(K_i \times (T_{n-1}, T_n)) \) denotes the boundaries \( t = T_{n-1} \) and \( (\partial K_i)^- \times (T_{n-1}, T_n) \). Then \( V_{\text{snap}}^{(n)} \) consists of all \( \psi_j \)'s.

To improve the accuracy of the solution, we can take an advantage of oversampling concepts. We denote by \( K_i^+ \) the oversampled space region of \( K_i \subset K_i^+ \), defined by adding several fine- or coarse-grid layers around \( K_i \) (see Figure 1). Also, we define \((T_{n-1}, T_n)\) as the left-side oversampled time region for \((T_{n-1}, T_n)\). We generate our second choice of the snapshot space on the oversampled space-time region \( K_i^+ \times (T_{n-1}, T_n) \) by solving

\[
\begin{aligned}
&\frac{\partial \psi_j^+}{\partial t} + v \cdot \nabla \psi_j^+ = 0 \quad \text{in} \quad K_i^+ \times (T_{n-1}, T_n) \\
&\psi_j^+(x, t) = \delta_{ij}(x, t) \quad \text{on} \quad \partial(K_i^+ \times (T_{n-1}, T_n)).
\end{aligned}
\]

Then \( V_{\text{snap}}^{(n)+} \) consists of all \( \psi_j^+ \)'s, and \( V_{\text{snap}}^{(n)} \) consists of all \( \psi_j \mid_{K_i} \)'s. Finally, \( V_{\text{snap}}^{(n)} \) is spanned by all functions in each \( V_{\text{snap}}^{(n)} \), that is

\[
V_{\text{snap}}^{(n)} = \bigoplus_{K_i} V_{\text{snap}}^{(n)}.
\]

We will use the second choice of the snapshot space in the rest of the paper.

For the case in Section 2.1.1, we define snapshot solution \( u_{\text{snap}}^{(n)} \in V_{\text{snap}}^{(n)} \) such that

\[
\begin{aligned}
\int_{T_{n-1}}^{T_n} \int_\Omega \left( \frac{\partial u_{\text{snap}}^{(n)}}{\partial t} w - u_{\text{snap}}^{(n)} \nabla w \cdot v \right) + \int_{T_{n-1}}^{T_n} \sum_{e \in E_1} \int_\epsilon \left[ u_{\text{snap}}^{(n)+}(\cdot) \right] \cdot v + \int_{T_{n-1}}^{T_n} \sum_{e \in E_1} \int_\epsilon u_{\text{snap}}^{(n)} w \nabla \cdot n \\
+ \int_\Omega u_{\text{snap}}^{(n)}(x, T_{n-1}^-) w(x, T_{n-1}^-) + \sum_{n=0}^{N-1} \int_\Omega \left[ u_{\text{snap}}^{(n)}(x, T_n) \right] w(x, T_n^+) \\
= \int_\Omega f_{\text{snap}}^{(n)}(x) w(x, T_{n-1}^+) - \int_{T_{n-1}}^{T_n} \sum_{e \in E_1} \int_\epsilon g w \nabla \cdot n, \quad \forall w \in V_{\text{snap}}^{(n)},
\end{aligned}
\]

where

\[
f_{\text{snap}}^{(n)}(x) = \begin{cases} u_{\text{snap}}^{(n-1)}(x, T_{n-1}^-) & \text{for } n \geq 2 \\
u_0 & \text{for } n = 1.
\end{cases}
\]
And for the case in Section 2.1.2 we define snapshot solution $u_{\text{snap}}^{(n)} \in V_{\text{snap}}^{(n)}$ such that

$$\int_{T_{n-1}}^{T_n} \int_{\Omega} \left( \frac{\partial u_{\text{snap}}^{(n)}}{\partial t} w - u_{\text{snap}}^{(n)} \nabla \cdot v \right) + \int_{T_{n-1}}^{T_n} \int_{\Omega} u_{\text{snap}}^{(n)} [w] \cdot v + \int_{T_{n-1}}^{T_n} \sum_{e \in e^{(p)}} \int_{e} u_{\text{snap}}^{(n)} w \cdot n + \int_{T_{n-1}}^{T_n} \sum_{p=n-\frac{1}{2}}^{n-\frac{1}{2}} \int_{\Omega} \left[ \int_{\Omega} u_{\text{snap}}^{(n)} (x, T_p) \right] w(x, T_p)$$

$$= \int_{\Omega} f_{\text{snap}}^{(n)} (x) w(x, T_{n-1}) - \int_{T_{n-1}}^{T_n} \sum_{e \in e^{(p)}} \int_{e} g w \cdot n, \quad \forall w \in V_{\text{snap}}^{(n)} \tag{13}$$

2.2.2 Offline Space

To obtain the offline multiscale basis functions, we need to perform a space reduction by appropriate spectral problems. Motivated by our later convergence analysis, we adopt the following spectral problem on $K_i^+ \times (T_{n-1}, T_n)$: find $(\phi^+, \lambda) \in V_{\text{snap}}^{(n)} \times \mathbb{R}$ such that

$$a_n(\phi^+, \eta^+) = \lambda s_n(\phi^+, \eta^+), \quad \forall \eta^+ \in V_{\text{snap}}^{(n)}$$

where the bilinear operators $a_n(\phi^+, \eta^+)$ and $s_n(\phi^+, \eta^+)$ are defined as follow:

For the case in Section 2.1.1

$$a_n(\phi^+, \eta^+) = \int_{T_{n-1}}^{T_n} \int_{K_i^+} \nabla \phi^+ \cdot \nabla \eta^+,$$

$$s_n(\phi^+, \eta^+) = \frac{1}{2} \left( \int_{K_i} \phi^+ (x, T_{n-1}) \eta^+ (x, T_{n-1}) + \int_{K_i} \phi^+ (x, T_n^-) \eta^+ (x, T_n^-) + \int_{T_{n-1}}^{T_n} \int_{\partial K_i} \left| v \cdot n \right| \phi^+ \eta^+ \right).$$

For the case in Section 2.1.2

$$a_n(\phi, \eta) = \frac{1}{2} \left( \sum_{p=n-1+\frac{1}{2}}^{n-\frac{1}{2}} \int_{K_i} \left[ [\phi(x, T_p)] [\eta(x, T_p)] \right] + \int_{T_{n-1}}^{T_n} \sum_{e \in e^{(p)}} \int_{e} \left| v \cdot n \right| \phi \eta \right),$$

$$s_n(\phi, \eta) = \frac{1}{2} \left( \int_{K_i} \phi (x, T_{n-1}) \eta (x, T_{n-1}) + \int_{K_i} \phi (x, T_n^-) \eta (x, T_n^-) + \int_{T_{n-1}}^{T_n} \sum_{\tau \subset K_i} \int_{\partial \tau} \left| v \cdot n \right| \phi \eta \right).$$

We arrange the eigenfunctions $\phi_j^+$'s in ascending order of the corresponding eigenvalues $\lambda_j$'s, and obtain $\phi_j$'s on the target region $K_i \times (T_{n-1}, T_n)$ by restricting $\phi_j^+$'s onto $K_i \times (T_{n-1}, T_n)$. Then we select first $L_i$ functions $\phi_1, \phi_2, ..., \phi_{L_i}$ to construct local offline space $V_{H_i}^{(n)}$, and perform POD to remove linearly dependent functions. We define $L = \max_i L_i$. Finally $V_H^{(n)}$ is spanned by all
functions in each $V_H^{(i)}$, that is

$$V_H^{(n)} = \bigoplus_{K_i} V_H^{(i(n))}.$$ 

This is the approximation space we used to solve the system (1) using the formulation (9).

### 3 Convergence Analysis

In this section, we will analyze the convergence of our proposed method. We will only consider the case in Section 2.1.1, the case in Section 2.1.2 will be similar.

First, we will define the following norms

$$\|u\|_{V_H^{(n)}}^2 = \frac{1}{2} \left( \int_{\Omega} u^2(x,T_n^-) + \int_{\Omega} u^2(x,T_n^+) + \int_{T_n} \sum_{e \in E_H} \int_e |v \cdot n| |u|^2 \right)$$

and

$$\|u\|_{W_H^{(n)}}^2 = \frac{1}{2} \left( \int_{\Omega} u^2(x,T_n^-) + \int_{\Omega} u^2(x,T_n^+) + \int_{T_n} \sum_{K_i} \int_{\partial K_i} |v \cdot n| u^2 \right).$$

We will first show that the problem (6) is well-posed. Then we will prove a best approximation property. Finally, we will prove an error bound of our method. To begin our convergence analysis, we write (6) as

$$a(u_{H}^{(n)},w) = F(w)$$

where

$$a(u,w) = \int_{T_n} \int_{\Omega} \left( \frac{\partial u}{\partial t} w - u \nabla w \cdot v \right) + \int_{T_n} \sum_{e \in E_H} \int_e u^+ [w] \cdot v$$

$$+ \int_{T_n} \sum_{e \in \Gamma^+} \int_e u w v \cdot n + \int_{\Omega} u(x,T_n^-) w(x,T_n^-)$$

and

$$F(w) = \int_{T_n} f_H^{(n)}(x) w(x,T_n^-) - \int_{T_n} \sum_{e \in \Gamma^-} \int_e g w v \cdot n.$$ 

In the following theorem, we prove the well-posedness of the scheme (6).

**Theorem 1.** The space-time GMsFEM (6) has a unique solution. In addition, we have the following coercivity result

$$a(u,u) = \|u\|_{V_H^{(n)}}^2, \quad \forall u \in V_H^{(n)}.$$ 

**Proof.** Since the system (6) is a square linear system, it suffices to prove that if $a(\hat{u},w) = 0$ for any $w \in V_H^{(n)}$, then $\hat{u} = 0$. To prove this, we will show that $a(u,u) = \|u\|_{V_H^{(n)}}^2$ for all $u \in V_H^{(n)}$.  
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By direct calculations, we have

\[ a(u, u) = \int_{T_{n-1}}^{T_n} \int_{\Omega} \left( \frac{\partial u}{\partial t} - u \nabla u \cdot v \right) + \int_{T_{n-1}}^{T_n} \sum_{e \in E_{H}^0} \int_{e} u^+ [u] \cdot v \]

\[ + \int_{T_{n-1}}^{T_n} \sum_{e \in E_{H}^+} \int_{e} u^2 v \cdot n + \int_{T_{n-1}}^{T_n} u^2(x, T_{n-1}) \]

\[ = \frac{1}{2} \int_{\Omega} \left( u^2(x, T_{n-1}) - u^2(x, T_{n-1}) \right) - \frac{1}{2} \int_{T_{n-1}}^{T_n} \sum_{K_i} \int_{\partial K_i} u^2 v \cdot n \]

\[ + \int_{T_{n-1}}^{T_n} \sum_{e \in E_{H}^+} \int_{e} u^+ [u] \cdot v + \int_{T_{n-1}}^{T_n} \sum_{e \in E_{H}^+} \int_{e} u^2 v \cdot n + \int_{T_{n-1}}^{T_n} u^2(x, T_{n-1}) \]

\[ = \frac{1}{2} \int_{\Omega} \left( u^2(x, T_{n-1}) + u^2(x, T_{n-1}) \right) - \frac{1}{2} \int_{T_{n-1}}^{T_n} \sum_{K_i} \int_{\partial K_i} u^2 v \cdot n \]

\[ + \int_{T_{n-1}}^{T_n} \sum_{e \in E_{H}^+} \int_{e} u^+ [u] \cdot v + \int_{T_{n-1}}^{T_n} \sum_{e \in E_{H}^+} \int_{e} u^2 v \cdot n. \]

Since

\[ - \frac{1}{2} \int_{T_{n-1}}^{T_n} \sum_{e \in \partial K_i} \int_{e} u^2 v \cdot n + \int_{T_{n-1}}^{T_n} \sum_{e \in E_{H}^+} \int_{e} u^+ [u] \cdot v + \frac{1}{2} \int_{T_{n-1}}^{T_n} \sum_{e \in E_{H}^+} \int_{e} u^2 v \cdot n \]

\[ = - \frac{1}{2} \int_{T_{n-1}}^{T_n} \sum_{e \in E_{H}^+} \int_{e} |v \cdot n| u^2 + \int_{T_{n-1}}^{T_n} \sum_{e \in E_{H}^+} \int_{e} u^+ (u^+ - u^-) + \frac{1}{2} \int_{T_{n-1}}^{T_n} \sum_{e \in E_{H}^+} \int_{e} |v \cdot n| u^2 \]

\[ + \int_{T_{n-1}}^{T_n} \sum_{e \in E_{H}^+} \int_{e} |v \cdot n| u^2 + \frac{1}{2} \int_{T_{n-1}}^{T_n} \sum_{e \in E_{H}^+} \int_{e} |v \cdot n| (u^+ - u^-)^2 \]

\[ = \frac{1}{2} \int_{T_{n-1}}^{T_n} \sum_{e \in E_{H}^+} \int_{e} |v \cdot n| u^2, \]

we obtain \( a(u, u) = \|u\|^2_{V(n)} \). In particular, \( a(\tilde{u}, \tilde{u}) = \|\tilde{u}\|^2_{V(n)} \). By assumption that \( a(\tilde{u}, w) = 0 \) for any \( w \in V_H^{(n)} \), we have \( \|\tilde{u}\|^2_{V(n)} = 0 \). So, \( \tilde{u}(x, T_{n-1}) = \tilde{u}(x, T_{n-1}) = 0 \), \( |v \cdot n| \tilde{u} = 0 \) on \( e \in \partial \Omega \), and \( |v \cdot n| \tilde{u}^+ = |v \cdot n| \tilde{u}^+ \) on \( e \in E_H^0 \). Then, for any \( t_0 \in (T_{n-1}, T_n) \), from equation [11], we have

\[ \int_{T_{n-1}}^{t_0} \int_{\Omega} \left( \frac{\partial \tilde{u}}{\partial t} + v \cdot \nabla \tilde{u} \right) \tilde{u} = \int_{T_{n-1}}^{T_n} \sum_{K_i} \int_{K_i} \left( \frac{\partial \tilde{u}}{\partial t} + v \cdot \nabla \tilde{u} \right) \tilde{u} = 0. \]
On the other hand, using integration by parts, we have

\[
\int_{T_{n-1}}^{T_n} \int_{\Omega} \left( \frac{\partial \hat{u}}{\partial t} + \mathbf{v} \cdot \nabla \hat{u} \right) \hat{u}
\]

\[
= \frac{1}{2} \int_{\Omega} \hat{u}^2(x,t_0) - \frac{1}{2} \int_{\Omega} \hat{u}^2(x,T_{n-1}^+) + \frac{1}{2} \int_{T_{n-1}}^{t_0} \sum_{K_i} \int_{\partial K_i} \hat{u}^2 \mathbf{v} \cdot \mathbf{n}
\]

Thus \( \hat{u}(x,t_0) = 0 \) for any \( t_0 \in (T_{n-1},T_n) \), that is \( \hat{u} = 0 \). Hence, we proved the theorem. \( \square \)

In the following, we will prove a best approximation result. In particular, we will show that the \( V^{(n)} \)-norm of the error \( u_{\text{snap}} - u_H \) can be bounded by the \( W^{(n)} \)-norm of the difference \( u_{\text{snap}} - w \) for any \( w \in V^{(n)}_H \) plus the error from the previous time step.

**Lemma 1.** Let \( u_{\text{snap}} \) be the snapshot solution of (12) and let \( u_H \) be the multiscale solution of (6). Then we have the following estimate

\[
\| u_{\text{snap}} - u_H \|_{V^{(n)}}^2 \leq C \inf_{w \in V^{(n)}_H} \| u_{\text{snap}} - w \|_{W^{(n)}}^2 + \| u_{\text{snap}} - u_H \|_{V^{(n-1)}}^2,
\]

where \( C \) is a constant independent of the velocity \( \mathbf{v} \) and the mesh size.

**Proof.** We will first show the boundedness condition \( a(u,w) \leq \sqrt{2} \| u \|_{V^{(n)}} \| w \|_{W^{(n)}} \) for any \( u, w \in V^{(n)}_{\text{snap}} \). Notice that, using integration by parts and (11), we have

\[
\int_{T_{n-1}}^{T_n} \int_{\Omega} \left( \frac{\partial u}{\partial t} w - u \nabla w \cdot \mathbf{v} \right)
\]

\[
= \int_{T_{n-1}}^{T_n} \int_{\Omega} \left( \frac{\partial u}{\partial t} w + w \nabla u \cdot \mathbf{v} \right) - \int_{T_{n-1}}^{T_n} \sum_{K_i} \int_{\partial K_i} \mathbf{v} \cdot \mathbf{n} w
\]

\[
= \int_{T_{n-1}}^{T_n} \sum_{K_i} \int_{K_i} \left( \frac{\partial u}{\partial t} + \nabla u \cdot \mathbf{v} \right) w - \int_{T_{n-1}}^{T_n} \sum_{K_i} \int_{\partial K_i} \mathbf{v} \cdot \mathbf{n} w
\]

\[
= - \int_{T_{n-1}}^{T_n} \sum_{K_i} \int_{\partial K_i} \mathbf{v} \cdot \mathbf{n} w.
\]
Therefore, we have

\[\begin{align*}
a(u, w) &= -\int_{T_n} \sum_{K_i} \int_{\partial K_i} \mathbf{v} \cdot \mathbf{n} w + \int_{T_n} \sum_{e \in E_H^0} \int_e u^+ [w] \cdot \mathbf{v} + \int_{T_n} \sum_{e \in \Gamma^+} \int_e u w \mathbf{v} \cdot \mathbf{n} \\
&\quad + \int_{\Omega} u(x, T_{n-1}^+) w(x, T_{n-1}^+)
\end{align*}\]

\[\begin{align*}
&= -\int_{T_n} \sum_{e \in E_H^0} \int_e w^-[u] \cdot \mathbf{v} - \int_{T_n} \sum_{e \in \Gamma^-} \int_e u w \mathbf{v} \cdot \mathbf{n} + \int_{\Omega} u(x, T_{n-1}^+) w(x, T_{n-1}^+)
\end{align*}\]

\[\begin{align*}
&\leq \left( \int_{\Omega} u^2(x, T_{n-1}^+) + \int_{T_n} \sum_{e \in E_H^0} \int_e |\mathbf{v} \cdot \mathbf{n}| [u]^2 + \int_{T_n} \sum_{e \in \Gamma^-} \int_e |\mathbf{v} \cdot \mathbf{n}| u^2 \right)^{1/2}
\end{align*}\]

\[\begin{align*}
&\left( \int_{\Omega} w^2(x, T_{n-1}^+) + \int_{T_n} \sum_{e \in E_H^0} \int_e |\mathbf{v} \cdot \mathbf{n}| w^{-2} + \int_{T_n} \sum_{e \in \Gamma^-} \int_e |\mathbf{v} \cdot \mathbf{n}| w^2 \right)^{1/2}
\end{align*}\]

\[\leq \sqrt{2} ||u||_{V(n)} \left( \int_{\Omega} w^2(x, T_{n-1}^+) + \int_{T_n} \sum_{e \in E_H^0} \int_e |\mathbf{v} \cdot \mathbf{n}| w^{-2} + \int_{T_n} \sum_{e \in \Gamma^-} \int_e |\mathbf{v} \cdot \mathbf{n}| w^2 \right)^{1/2}.
\]

We will next estimate the right hand side of the above inequality. From equation (11), we have

\[\begin{align*}
0 &= \int_{T_n} \int_{\Omega} \left( \frac{\partial w}{\partial t} + \mathbf{v} \cdot \nabla w \right) w
\end{align*}\]

\[\begin{align*}
&= \frac{1}{2} \int_{\Omega} w^2(x, T_n^+) - \int_{\Omega} w^2(x, T_{n-1}^+) + \int_{T_n} \sum_{K_i} \int_{\partial K_i} \mathbf{v} \cdot \mathbf{n} w^2
\end{align*}\]

\[\begin{align*}
&= \frac{1}{2} \int_{\Omega} w^2(x, T_n^+) - \int_{\Omega} w^2(x, T_{n-1}^+) - \int_{T_n} \sum_{e \in \Gamma^-} \int_e |\mathbf{v} \cdot \mathbf{n}| w^2
\end{align*}\]

\[\begin{align*}
&\quad + \int_{T_n} \sum_{e \in \Gamma^+} \int_e |\mathbf{v} \cdot \mathbf{n}| w^2 + \int_{T_n} \sum_{e \in E_H^0} \int_e |\mathbf{v} \cdot \mathbf{n}| (w^2 - w^{-2})
\end{align*}\]
Thus, we obtain

\[
\int_\Omega w^2(x, T_n^+) + \int_{T_n}^T \sum_{e \in \mathcal{E}_h^+} \int_{\partial e} |\mathbf{v} \cdot \mathbf{n}| w^{-2} + \int_{T_n}^T \sum_{e \in \mathcal{E}_h^-} \int_{\partial e} |\mathbf{v} \cdot \mathbf{n}| w^2 \\
= \frac{1}{2} \left( \int_\Omega w^2(x, T_n^-) + \int_\Omega w^2(x, T_n^-) + \int_{T_n}^T \sum_{e \in \mathcal{E}_h^-} \int_{\partial e} |\mathbf{v} \cdot \mathbf{n}| w^2 \right) \\
+ \int_{T_n}^T \sum_{e \in \mathcal{E}_h^-} \int_{\partial e} |\mathbf{v} \cdot \mathbf{n}| w^2 + \int_{T_n}^T \sum_{e \in \mathcal{E}_h^-} \int_{\partial e} |\mathbf{v} \cdot \mathbf{n}| (w^2 - w + w^2) \\
= \frac{1}{2} \left( \int_\Omega w^2(x, T_n^-) + \int_\Omega w^2(x, T_n^-) + \int_{T_n}^T \sum_{e \in \mathcal{E}_h^-} \int_{\partial e} |\mathbf{v} \cdot \mathbf{n}| w^2 \right) \\
= \|w\|^2_{W^{(n)}}.
\]

So, we have proved the desired inequality.

Next, using the coercivity and the boundedness of the bilinear form \(a(v, w)\), we obtain the following best approximation result

\[
\|u_{\text{snap}} - u_H\|_{V^{(n)}} \leq \sqrt{2} \|u_{\text{snap}} - w\|_{W^{(n)}} \quad \forall w \in V_H^{(n)}. \quad (14)
\]

Combining (6) and a similar formulation for the fine-scale solution \(u_{\text{snap}}\), for any \(v \in V_H^{(n)}\), we have

\[
a(u_{\text{snap}} - u_H, v) = \int_\Omega \left( f_{\text{snap}}(x) - f_H^{(n)}(x) \right) v(x, T_n^+) \\
= \int_\Omega (u_{\text{snap}}(x, T_n^+) - u_H(x, T_n^-)) v(x, T_n^-) \quad (15)
\]

\[
\leq 2 \|u_{\text{snap}} - u_H\|_{V^{(n)}} \|v\|_{V^{(n)}}. \quad (16)
\]

Therefore for any \(w \in V_H^{(n)}\), setting \(v = w - u_H \in V_H^{(n)}\), and using the coercivity, boundedness and the above best approximation result, we obtain

\[
\|u_{\text{snap}} - u_H\|^2_{V^{(n)}} = a(u_{\text{snap}} - u_H, u_{\text{snap}} - u_H) \\
= a(u_{\text{snap}} - u_H, u_{\text{snap}} - u_H) + a(u_{\text{snap}} - u_H, u_{\text{snap}} - w) + a(u_{\text{snap}} - u_H, w - u_H).
\]
Using (17), we have
\[
\left\| u_{\text{snap}} - u_H \right\|_{V(n)}^2 \\
\leq \sqrt{2} \left\| u_{\text{snap}} - u_H \right\|_{V(n)} \left\| u_{\text{snap}} - w \right\|_{W(n)} + 2 \left\| u_{\text{snap}} - u_H \right\|_{V(n-1)} \left\| w - u_H \right\|_{V(n)} \\
\leq 2 \left\| u_{\text{snap}} - w \right\|_{W(n)}^2 + \left\| u_{\text{snap}} - u_H \right\|_{V(n-1)}^2 \\
+ \frac{1}{2} \left\| w - u_{\text{snap}} + u_{\text{snap}} - u_H \right\|_{V(n)}^2 \\
\leq 2 \left\| u_{\text{snap}} - w \right\|_{W(n)}^2 + \left\| u_{\text{snap}} - u_H \right\|_{V(n-1)}^2 \\
+ \frac{1}{2} \left( 1 + \sqrt{2} \right) \left\| u_{\text{snap}} - w \right\|_{V(n)}^2 + \left( 1 + \frac{1}{\sqrt{2}} \right) \left\| u_{\text{snap}} - u_H \right\|_{V(n)}^2 \\
\leq 2 \left\| u_{\text{snap}} - w \right\|_{W(n)}^2 + \left\| u_{\text{snap}} - u_H \right\|_{V(n-1)}^2 \\
+ \frac{1}{2} \left( 1 + \sqrt{2} \right) \left\| u_{\text{snap}} - w \right\|_{V(n)}^2 + \left( 1 + \frac{1}{\sqrt{2}} \right) 2 \left\| u_{\text{snap}} - w \right\|_{W(n)}^2 \\
= 9 + 2\sqrt{2} \left\| u_{\text{snap}} - w \right\|_{W(n)}^2 + \left\| u_{\text{snap}} - u_H \right\|_{V(n-1)}^2. 
\]

Hence, we proved the lemma. \( \square \)

Now, we are ready to prove our main convergence result in this section. First, we define some notations. For any fine-scale function \( u_{\text{snap}} \in V_{\text{snap}} \), we can write \( u_{\text{snap}} = \sum_i u_{\text{snap},i} \) where \( u_{\text{snap},i} \in V_i(n) \) and the sum is taken over all spatial coarse elements \( K_i \). We remark that this representation holds for each coarse time interval. Since the snapshot functions are the restriction of solutions of the transport equation on oversampled regions, we can write \( u_{\text{snap},i} = u_{\text{snap},i}^+ |_{K_i \times (T_n-1,T_n)} \) where \( u_{\text{snap},i}^+ \in V_{\text{snap}}^{(n)+} \). The following is our main spectral convergence theorem.

**Theorem 2.** Let \( u_{\text{snap}} \) be the fine-scale solution of (12) and let \( u_H \) be the multiscale solution of (6). Then we have
\[
\left\| u_{\text{snap}} - u_H \right\|_{V(n)}^2 \leq \frac{C}{\Lambda_*} \sum_i a_n \left( u_{\text{snap},i}^+, u_{\text{snap},i}^+ \right) + \left\| u_{\text{snap}} - u_H \right\|_{V(n-1)}^2,
\]
where \( \Lambda_* = \min_i \lambda_{L_i+1}^{(i)} \).

**Proof.** Note that \( u_{\text{snap}} = \sum_i u_{\text{snap},i} = \sum_i \sum_{l \leq L_i} c_{l,i} \phi_{l,i}^{(i)} \), where \( \phi_{l,i}^{(i)} \) is the \( l \)-th multiscale basis function for the coarse element \( K_i \). Using this expression, we can define a projection of \( u_{\text{snap}} \) into \( V_n^H \) by
\[
P(u_{\text{snap}}) = \sum_i \sum_{l \leq L_i} c_{l,i} \phi_{l,i}^{(i)}.
\]
Then we have
\[ \inf_{w \in V^{(n)}} \| u_{\text{snap}} - w \|_{W^{(n)}}^2 \leq \| u_{\text{snap}} - P(u_{\text{snap}}) \|_{W^{(n)}}^2 \]
\[
= \sum_i s_n (u_{\text{snap},i} - P(u_{\text{snap},i}), u_{\text{snap},i} - P(u_{\text{snap},i})) \\
= \sum_i s_n (u_{\text{snap},i}^+, u_{\text{snap},i}^+) \\
\leq \sum_i \frac{1}{\lambda_{i+1}} a_n (u_{\text{snap},i}^+, u_{\text{snap},i}^+) \\
\leq \frac{1}{\lambda_n} \sum_i a_n (u_{\text{snap},i}^+, u_{\text{snap},i}^+) .
\]

Combining with Lemma 1, we proved the theorem.

Let \( u \) be the exact solution to problem (1). We also note that \( u_{\text{snap}} \approx u \) when \( h \) is small enough. Similar to the proof of (14), we can prove
\[
\| u - u_{\text{snap}} \|_{V^{(n)}} \leq \sqrt{2} \| u - w \|_{W^{(n)}} \quad \forall w \in V_{\text{snap}}^{(n)}.
\]
In particular, we choose \( w = \tilde{u} \in V_{\text{snap}}^{(n)} \) such that \( \tilde{u} = P(g) \) on \( \Gamma^- \times (T_{n-1} - T_n) \) and \( \tilde{u}(x, T_{n-1}) = P(u(x, T_{n-1})) \), where \( P \) is some piecewise linear interpolation. Hence \( u - \tilde{u} \) is the solution to the following equation
\[
\frac{\partial(u - \tilde{u})}{\partial t} + \mathbf{v} \cdot \nabla(u - \tilde{u}) = 0 \quad \text{in } \Omega \times (0, T), \\
(u - \tilde{u}) = (I - P)(g) \quad \text{on } \Gamma^- \times (0, T), \\
(u - \tilde{u})(x, 0) = (I - P)(u_0(x)) \quad \text{in } \Omega \times \{t = 0\} .
\]
Since \( (I - P)(g) \) and \( (I - P)(u_0(x)) \) converge to 0 when \( h \) converges to 0, we can regard \( u \approx \tilde{u} \) when \( h \) is small enough. Hence \( u_{\text{snap}} \approx u \) when \( h \) is small enough.

4 Numerical Results

In this section, we present several numerical examples for the case in Section 2.1.1 to show the performance of the proposed method. The situation in Section 2.1.2 will be similar. We solve the system (1) using the space-time GMsFEM. The space domain \( \Omega \) is taken as the unit square \([0, 1] \times [0, 1]\) and is divided into 10 \( \times \) 10 coarse blocks consisting of uniform squares. Each coarse block is then divided into 10 \( \times \) 10 fine blocks consisting of uniform squares. That is, \( \Omega \) is partitioned by 100 \( \times \) 100 square fine blocks. The whole time interval is \((0, 0.08)\) (i.e., \( T = 0.08 \)) and is divided into 80 uniform coarse time intervals and each coarse time interval is then divided into 5 fine time intervals. And we define an oversampling region \( K^+_i \times (T_{n-1}^*, T_n) \) by enlarging \( K_i \times (T_{n-1}, T_n) \) by one coarse grid layer.
4.1 Example 1

In our first example, we consider CG in coarse cell case, take $u_0 = \sin(2x + 2y)$ and $g = \sin(2x + 2y - 4t)$. To generate a heterogeneous divergence-free velocity field $v = (v_1, v_2)$, we solve the following high contrast flow equation using a fine-scale mixed method:

$$
\begin{cases}
\kappa^{-1}v + \nabla p = 0 & \text{in } \Omega, \\
\nabla \cdot v = 0 & \text{in } \Omega, \\
v \cdot n = f & \text{on } \partial \Omega,
\end{cases}
$$

where

$$f = \begin{cases} 
-1 & \text{on } \{0\} \times (0, 1), \\
1 & \text{on } \{1\} \times (0, 1), \\
0 & \text{otherwise},
\end{cases}$$

and $\kappa$ is a heterogeneous media. The heterogeneous field $\kappa$ and and the corresponding velocity $v$ are shown in Figure 3.

![Figure 3: A heterogeneous field $\kappa$ and the corresponding velocity $v$.](image)

To compare the accuracy, we will use the following error quantities:

$$e_1 = \left( \frac{\int_0^T \int_\Omega |u_{H} - u_h|^2}{\int_0^T \int_\Omega |u_h|^2} \right)^{1/2}, \quad e_2 = \left( \frac{\int_\Omega |u_{H}(\cdot, T) - u_h(\cdot, T)|^2}{\int_\Omega |u_h(\cdot, T)|^2} \right)^{1/2}.$$

Furthermore, we introduce the concept of snapshot ratio:

$$\text{snapshot ratio} = \frac{\dim(V^{(n)}_{H})}{\dim(V^{(n)}_{\text{snap}})},$$

where $\dim(V^{(n)}_{H})$ refers to the dimension of offline space, and $\dim(V^{(n)}_{\text{snap}})$ refers to the number of functions $\delta_{ij}(x, t)$ from equation (11).

In Figure 4, we plot the values $1/\Lambda_\ast$, where $\Lambda_\ast = \min_{K_i} \lambda^{(i)}_{L_i+1}$, against the number of basis functions. We clearly see the decay of the eigenvalues. We also observe that the decay is much faster for the first few eigenfunctions, which implies that a few basis will give a substantial decay.
Figure 4: The values $1/\Lambda_s$ against number of basis functions.

| $L$ | $\dim(V_h^{(n)})$ | snapshot ratio | $e_1$     | $e_2$     |
|-----|-------------------|----------------|-----------|-----------|
| 1   | 100               | 0.45%          | 45.85%    | 48.38%    |
| 3   | 300               | 1.34%          | 7.29%     | 10.08%    |
| 5   | 500               | 2.24%          | 6.01%     | 8.41%     |
| 7   | 700               | 3.13%          | 4.22%     | 5.73%     |
| 10  | 1000              | 4.47%          | 3.48%     | 4.99%     |
| 15  | 1500              | 6.71%          | 2.83%     | 4.24%     |
| 20  | 2000              | 8.94%          | 2.46%     | 3.64%     |
| 25  | 2500              | 11.18%         | 2.07%     | 3.16%     |
| 30  | 3000              | 13.41%         | 1.85%     | 2.82%     |

Table 1: Errors for Example 1 ($\dim(V_h^{(n)})=72600$ and $\dim(V_{\text{snap}}^{(n)})=22365$ for each time step $n$).

In error. In Table 1, we show the errors using different numbers of offline basis functions $L_i$. We see clearly the reduction of error when more basis functions are used, and the reduction of error is more rapid when fewer basis functions are used. We also observe that the method gives reasonable error levels with small snapshot ratios. On the other hand, Figures 5 shows the fine and multiscale solutions at $t = 0.08$. From these figures, we observe very good agreements between the fine-scale and multiscale solutions.

In addition, we compare the performance of our method with the use of space-time polynomial basis. For space-time polynomial basis, we build local offline space $V_h^{(n)}$ using $Q_s$ functions in $K_i \times (T_{n-1}, T_n)$ (total $(s+1)^3$ functions), where $s = 1, 2, \cdots$ and $Q_s$ is the space of polynomials of degree $s$ in each direction. We denote this solution using space-time polynomial basis by $u_{\text{poly}}$. Then, we compare these numerical results to GMsFEM method with $L_i = (s+1)^3$. In Table 2, we present the errors with the use of $s = 1$ and $s = 2$ for space-time polynomial basis and the use of $L = 8$ and $L = 27$ multiscale basis. We note that the dimension of $V_H$ is the same for both cases. From this table, we see that the multiscale basis performs better than polynomial basis when the same number of basis is used. Figures 6 shows the corresponding solutions, and we observe that the GMsFEM provides better approximate solutions.

From the results in Tables 1 and 2, we observe our multiscale approach provides an efficient
representation of the solution. In particular, if one uses space-time piecewise linear approximation, the errors $e_1$ and $e_2$ are 6.79% and 9.43% respectively and the dimension of the approximation space for each space-time cell is 8. On the other hand, the multiscale approach is able to obtain similar error levels by using 3 multiscale basis functions per space-time cell. Moreover, if one uses space-time piecewise quadratic approximation, the errors $e_1$ and $e_2$ are 4.12% and 5.36% respectively and the dimension of the approximation space for each space-time cell is 27. On the other hand, the multiscale approach is able to obtain similar error levels by using 7 multiscale basis functions per space-time cell.

### 4.2 Example 2

In our second example, we also use CG in coarse cell case, take $u_0 = 1 - xy$ and $g = 1$. The velocity field $v = (v_1, v_2)$ is the same as that in Example 1. In Table 3 we present the errors for using
Table 2: Comparing the use of multiscale and polynomial basis functions for Example 1.

| Method                              | $e_1$  | $e_2$  |
|-------------------------------------|--------|--------|
| Multiscale basis with $L = 8$       | 4.11%  | 5.69%  |
| Polynomial basis with $Q_s = Q_1$   | 6.79%  | 9.43%  |
| Multiscale basis with $L = 27$      | 1.95%  | 2.96%  |
| Polynomial basis with $Q_s = Q_2$   | 4.12%  | 5.36%  |

Table 2: Various choices of number of basis functions. We clearly see that, with a very small snapshot ratio, our method is able to obtain solutions with very good accuracy. Furthermore, we observe a faster decay of the error when smaller number of basis functions are used. This confirms the fast decay of eigenvalues in the regime of smaller numbers of basis functions. In Figures 7, we present the fine and multiscale solutions at the time $t = 0.08$. We observe very good agreement of both solutions.

We also compare the performance of our method with the use of space-time polynomial basis functions, and the results are presented in Table 4 and Figures 8. We observe similar conclusions as in the first example. In particular, we see that the multiscale basis functions give more accurate solutions compared with the polynomial basis functions when the same numbers of basis functions are used. We also see from Tables 3 and 4 that multiscale basis functions give faster error decay. For the $e_1$ error of about 3.8%, our multiscale method needs only 3 basis functions while the use of polynomial needs 8 basis functions. Besides, for the $e_1$ error of about 2.3%, our multiscale method needs only 7 basis functions while the use of polynomial needs 27 basis functions. So, we see the rapid decay of error by using multiscale basis functions.

We also compare the performance of our method with the use of space-time polynomial basis functions, and the results are presented in Table 4 and Figures 8. We observe similar conclusions as in the first example. In particular, we see that the multiscale basis functions give more accurate solutions compared with the polynomial basis functions when the same numbers of basis functions are used. We also see from Tables 3 and 4 that multiscale basis functions give faster error decay. For the $e_1$ error of about 3.8%, our multiscale method needs only 3 basis functions while the use of polynomial needs 8 basis functions. Besides, for the $e_1$ error of about 2.3%, our multiscale method needs only 7 basis functions while the use of polynomial needs 27 basis functions. So, we see the rapid decay of error by using multiscale basis functions.

Table 3: Errors for Example 2 (dim($V_h$)=72600 and dim($V^{(n)}_h$)=22365 for each time step $n$).

| $L$ | dim($V_h^{(n)}$) | snapshot ratio | $e_1$  | $e_2$  |
|-----|-----------------|----------------|--------|--------|
| 1   | 100             | 0.45%          | 44.82% | 46.94% |
| 3   | 300             | 1.34%          | 3.96%  | 5.72%  |
| 5   | 500             | 2.24%          | 3.39%  | 4.92%  |
| 7   | 700             | 3.13%          | 2.28%  | 3.10%  |
| 10  | 1000            | 4.47%          | 1.97%  | 2.74%  |
| 15  | 1500            | 6.71%          | 1.43%  | 2.21%  |
| 20  | 2000            | 8.94%          | 1.29%  | 1.86%  |
| 25  | 2500            | 11.18%         | 1.10%  | 1.65%  |
| 30  | 3000            | 13.41%         | 1.02%  | 1.49%  |

Table 3: Errors for Example 2 (dim($V_h$)=72600 and dim($V^{(n)}_h$)=22365 for each time step $n$).

Table 4: Comparing the use of multiscale and polynomial basis functions for Example 2.

| Method                              | $e_1$  | $e_2$  |
|-------------------------------------|--------|--------|
| Multiscale basis with $L = 8$       | 2.26%  | 3.11%  |
| Polynomial basis with $Q_s = Q_1$   | 3.85%  | 5.62%  |
| Multiscale basis with $L = 27$      | 1.07%  | 1.59%  |
| Polynomial basis with $Q_s = Q_2$   | 2.46%  | 3.23%  |

Table 4: Comparing the use of multiscale and polynomial basis functions for Example 2.
5 Conclusion

In this paper, we consider the construction of the space-time GMsFEM to solve time dependent transport equation with heterogeneous velocity field. To our best knowledge, this is a first attempt to generate space-time multiscale basis functions for convection problems, that are known to be challenging because of strong distant effects. Our main objective is to develop systematic multiscale model reduction techniques in space-time cells by constructing local (in space-time) multiscale basis functions. The proposed concepts can be used for other applications, where one needs space-time multiscale basis functions. Our approach focuses on (1) constructing space-time snapshot vectors, (2) performing appropriate t local spectral decomposition in the snapshot space. For snapshot vectors, we solve local problems in local space-time domains. A complete snapshot space includes solutions with all possible boundary and initial conditions. Local spectral decomposition is derived from the analysis. We present a convergence analysis of the proposed method and show that one
can obtain a stable and robust multiscale discretization. Several numerical examples are presented. We consider examples where the velocity fields are highly heterogeneous in the space. With only spatial multiscale basis functions are used, we will need a large dimensional space. The space-time multiscale space allows reducing the degrees of freedom. Our numerical results show that one can obtain accurate solutions. Though the presented results are promising, there is a room for further improvements. In particular, we will seek more accurate multiscale basis functions and develop online approaches \cite{[13]}. The main idea of online approaches is to add multiscale basis functions using the residual information. With appropriate offline spaces, one can achieve a fast convergence with online basis functions. This will be studied in our future work.
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Figure 8: Comparing $u_H$ with $u_{\text{poly}}$ in Example 2.
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