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Abstract. Current video captioning approaches often suffer from problems of missing objects in the video to be described, while generating captions semantically similar with ground truth sentences. In this paper, we propose a new approach to video captioning that can describe objects detected by object detection, and generate captions having similar meaning with correct captions. Our model relies on S2VT, a sequence-to-sequence model for video captioning. Given a sequence of video frames, the encoding RNN takes a frame as well as detected objects in the frame in order to incorporate the information of the objects in the scene. The following decoding RNN outputs are then fed into an attention layer and then to a decoder for generating captions. The caption is compared with the ground truth by learning metric so that vector representations of generated captions are semantically similar to those of ground truth. Experimental results with the MSDV dataset demonstrate that the performance of the proposed approach is much better than the model without the proposed meaning-guided framework, showing the effectiveness of the proposed model. Code are publicly available at https://github.com/captanlevi/Meaning-guided-video-captioning-.
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1 Introduction

The task of describing a video with a text has been receiving a great attention in recent years. The mapping from a sequence of frames to a sequence of words was first introduced with a sequence-to-sequence model [1], then a variety of models [2] have been proposed. However, these approaches often suffer from some common problems. First, captions should reflect objects in the scene while generated captions may not include terms indicating such objects. This issue is caused by captioning models that take frames for capturing features, not for detecting objects in the scene. Second, generated captions are evaluated with ground truth captions by using loss functions, which typically compare two sentences in a word-by-word manner. This may not reflect a semantic similarity between sentences because the change of a single word in a sentence could lead to a completely opposite meaning, but the loss might be small due to the small difference of the single word.

In this paper, we propose a meaning-guided video captioning model in cooperating with an object detection module. Our model uses encoder LSTMs to
learn the mapping from a video to a description, of which back born network is
the sequence-to-sequence video-to-text model, called S2VT [1]. Upon this base
network, we feed object detection results [3] of each frame into the encoder
LSTMs to extract the most dominant object in each frame. Our model further
incorporates attention in decoding LSTMs for enhancing information of frames
that characterize the given video. In addition, we proposes a new approach to
train the proposed video-to-text model. Instead of a classical training using a
word-by-word loss, we train the model to learn the meaning of captions, or se-
matic similarity of captions. To this end, we propose a metric leaning model to
embed captions so that distances between a semantically similar pair of captions
becomes smaller than a dissimilar pair.

2 Related work

There are many works on video captioning. The early model was a sequence-to-
sequence model (S2VT) [1]. This was inspired by a sequence-to-sequence trans-
lation model that takes a text in one language and output a text in another
language. Instead, the S2VT model takes a sequence of video frames as input
to encoder LSTMs, and outputs a sequence of words through decoder LSTMs.
Later a 3DCNN was used to extract video features [2] to generate texts describ-
ing videos, and also attention has been used [4] to find which part of the video
are more informative.

Image captioning [5,6,7] is a closely related task describing images, instead
of videos. Some works for image captioning have been aware of the issue —
generated captions may miss objects in the scene [8] — however not well studied
for the video captioning task. This could be alleviated by the help of object
detection [3]. We therefore use object detectors to find objects in the scene and
then reflect the object information in generated captions.

Designing the loss function is a key for many captioning models to success,
and for video captioning we need a loss to compare generated and ground truth
captions. This is common for many text-related tasks such as image and video
captioning and visual question generation (VGQ) [9]. A problem is that a loss
usually compares texts word-by-word, which is fragile to a little difference of
words in sentences. Furthermore, a typical dataset for captioning has several
different captions as ground truth of a single video, which is another cause for
the word-by-word loss to be confused. In the proposed model, we propose a
loss using sentence embedding and metric leaning so that semantically similar
captions have small distances while different captions are far apart from each
other.

3 Encoder-decoder model

Our proposed model is built on top of a baseline sequence-to-sequence video-
to-text generator, S2VT [1]. The baseline model uses a stacked 2-layer LSTM
codec encoder-decoder model that takes a sequence of RGB frames $f_1, f_2, \ldots, f_N$ as
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Fig. 1. Our model
input and produces a caption or a sequence of words \( w_1, w_2, \ldots, w_M \). Frame features are extracted by using the VGG16 pre-trained model. The lower LSTM in the encoder takes the output of the upper LSTM, encoding the visual information, concatenated with padding due to the absence of text information. In contrast, in the decoder the upper LSTM is fed padding due to the lack of video frames, and the lower LSTM takes the concatenation of padding and word information.

The proposed model is shown in Figure 1. It consists of encoder, decoder, and metric learning components.

### 3.1 Encoder

The encoder LSMT now takes the concatenation of holistic visual information and scene object information (instead of padding). VGG16 features of 2048 dimension is extracted from a current RGB frame as holistic visual information. However it would not reflect objects in frames, and therefore we use the YOLOv3 object detector [3]. It may find many objects in a frame, however we focus on the dominant object in each frame. Specifically, we pick up the object having the highest objectness score in the YOLO detector, and find the string describing the category of the object (e.g., 'person' or 'cat'). The string is embedded with word2vec [10,11], pre-trained on a part of Google News Dataset \(^1\), to convert it to an embedding vector of 300 dimension.

The upper LSTM in the encoder takes the 2048-d visual vector of the frame, then the hidden state of 1000 dimension is passed to the lower LSTM after concatenating with the object embedding vector, resulting in a 1300-d vector to be fed to the lower LSTM.

The lower LSTM outputs a 1000-d hidden state vector that is passed through the encoder and to the decoder LSTM. In contrast, 1000-d hidden states of the upper LSTM are not passed to the decoder, but to the attention layer.

### 3.2 Attention

Let \( h_1, \ldots, h_N \) be the hidden states of the upper encoder LSTM. These are stacked in column-wise to make a matrix

\[
H = (h_1, \ldots, h_N) \in \mathbb{R}^{1000 \times N},
\]

where \( N \) is the number of video frames encoded. This is used as attention [4] for \( s_t \in \mathbb{R}^{1000} \), a given output of the decoder LSTM at time step \( t \) for \( t = 1, \ldots, M \). To do so, we construct an activation energy vector of the following form [12]

\[
\lambda_t = \text{softmax}(s_t^T W H),
\]

where \( W \in \mathbb{R}^{1000 \times 1000} \) is a trainable linear layer. Using \( \lambda_t \), we have the attention vector of 1000 dimension as \( a_t = H \lambda_t \).

\(^1\) https://code.google.com/archive/p/word2vec/
This attention vector is used as input at time step $t$ to the decoder LSTM after a linear layer keeping dimension and concatenation with the word embedding $w_t$ of 300 dimension at time $t$.

### 3.3 Decoder

The decoder LSTM takes the 1000-d hidden state from the lower decoder LSTM, and the input (the concat of attention $a_t$ and word embedding $w_t$). The output is 1000 dimension and fed into a linear layer to convert a vector of vocabulary size of 25231 words (in the case of the experiments below). This is then passed to a softmax layer to obtain the word probability $p_t$ at time $t$.

### 3.4 Word-by-word loss

This probability $p_t$ is used to compute the cross entropy with the word $w_t$ in the ground truth caption. The sum of these word-wise cross entropy values for $t = 1, \ldots, M$ is used as a loss to train the network.

This loss has been typically used for train networks to compare generated and ground truth captions in the literature [13,9]. However, it compares texts word-by-word, which is fragile against a little difference of words in sentences. Furthermore, a typical dataset for captioning has several different captions as ground truth of a single video, which is another cause for this word-by-word loss to be confused.

Therefore, in the training procedure, we first use this loss to train the network until convergence, then switch to another loss that captures the semantic similarity between captions, which is described next.

### 4 Metric learning component for captions

#### 4.1 Soft-embedding sequence generation

In order to construct a loss comparing generated and ground truth captions, our model generates captions during training. To this end, a possible way might be sampling the next word by using the word probability $p_t$. This is however not useful for training because the sampling procedure cuts the computation graph and back propagation doesn’t go back through the decoder LSTM.

Instead, we propose to use the probability $p_t$ as weights for the next word. If it was a one-hot vector, then finding the next word is simply picking up the corresponding column of the $300 \times 25231$ word embedding matrix $E$, or equivalently multiplying the one-hot vector to $E$. As the similar way, we construct a single word embedding by $s_t = E p_t$. This is actually not any of words in the vocabulary, but should reflect a "soft" word choice of the decoder LSTM.

This is passed to the attention in the next time step, then the next weighted embedding word $s_{t+1}$ is computed. Eventually, the decoder LSTM outputs the sequence $s_1, \ldots, s_M$ as a generated caption for the given video.
4.2 Meaning-guided loss

Now we have two sequences; generated and ground truth captions. In our metric learning component, these captions are first embedded with a sentence-to-vector model. This is a bi-directional GRU [14] with 1000-d hidden states each, resulting in 2000-d output. Then a linear layer is used to reduce the dimension to 1000.

To compare two 1000-d vectors $v_1$ and $v_2$, corresponding to generated and ground truth captions, we use the the Siamese Manhattan loss [15]

$$L_{sim}(v_1, v_2) = 1 - \exp(\|v_1 - v_2\|_1).$$

(3)

This loss should be small for $v_1$ and $v_2$ because these two captions should be similar and the vectors should also be close to each other. This assumes that the model generates a reasonable caption $v_1$ that should be semantically similar to $v_2$. However in the early stage of the training, the model might be giving a very different caption from the ground truth, and if this is the case then the network might learn an identity mapping where it says that any caption pairs be semantically similar. To prevent this, we also use two different captions $v_3$ and $v_4$, and minimize the following loss as well;

$$L_{dis}(v_3, v_4) = \exp(\|v_3 - v_4\|_1).$$

(4)

The overall loss for this is given by

$$L = \mathbb{E}_{v_1, v_2 \sim \text{training sample pair}}[L_{sim}(v_1, v_2)] + \mathbb{E}_{v_3, v_4 \sim \text{dissimilar sentence pair}}[L_{dis}(v_3, v_4)].$$

(5)

We need to pre-train the model for this to work, as we will describe later.

4.3 Intra-batch training

A possible drawback of the metric leaning component described above is that datasets for captioning do not provide any dissimilar sentence pairs. In the followings, we describe tricks to train the proposed model efficiently.

The first trick is to use a mini-batch for dissimilar pair sampling (Figure 2(top)). Suppose we are given a batch consists of 50 ground truth captions for 50 different videos in a dataset, and then we have corresponding 50 generated captions. Among these 100 captions, the 50 training pairs are used for $L_{sim}$. In addition, there are many more dissimilar caption pairs because different ground truth captions can be considered as different sentences. Therefore we can sample different caption pairs inside the batch for $L_{dis}$.

However, a naive sampling is inefficient because a ground truth caption is encoded in a vector several times; once as a training (similar) pair, and more as a dissimilar pair. This leads to encoding the same caption multiple times with the the network having the same weights. This is a waste of resource because the encoding results are the same before computing the loss and backprop.

Our second trick is to do this efficiently (Figure 2(bottom)). Again suppose we are given a 50-sample batch, and we have generated and ground truth caption
embeddings as two matrices of size $50 \times 1000$ (each row is a 1000-d embedding vector). Let $V_{\text{gen}}$ is the matrix of generated captions, and $V_{\text{gt}}$ is the matrix of ground truth captions. We split them to two to obtain four $25 \times 1000$ matrices; $V_{\text{gen}1}, V_{\text{gt}1}$ and $V_{\text{gen}2}, V_{\text{gt}2}$. Now each row in $V_{\text{gen}1}$ has nothing related to any row in $V_{\text{gen}2}$ due to random sampling from the training dataset, and the same for $V_{\text{gt}1,2}$. Therefore, we can use $i$-th rows of $V_{\text{gen}2}, V_{\text{gt}2}$ as the dissimilar pair for $i$-th rows of $V_{\text{gen}1}, V_{\text{gt}1}$, and vice versa. This can be done by keeping these embedding vectors just before computing the Siamese Manhattan loss.

Our third trick is to do it more efficiently. As a concept, $i$-th training pair and $i$-th dissimilar pair are used for computing the loss, for $i = 1, \ldots$ over training samples in the batch. However, usually the loss is aggregated for training samples in the batch, to compute the loss value of the batch. Here the order doesn’t matter; we can compute and aggregate the loss $L_{\text{sim}}$ for training samples first. Then we can add the loss $L_{\text{dis}}$ to compute the final loss value of the batch.

The final trick is to use two different optimizers. For computing the loss $L_{\text{sim}}$ for training samples, video frames are input the network to generate a caption. However, the loss $L_{\text{dis}}$ is only used for learning the metric learning component, not for the encoder-decoder LSTMs. In other words, only $v_1$ connects the loss and the encoder and decoder components; $v_2$ is a given ground truth, and $v_3, v_4$ are only used for the metric learning component. Therefore we use different optimizers (updaters) for two losses. For training with the loss $L_{\text{sim}}$, one
optimizer updates all networks weights. For training with the loss $L_{\text{dis}}$, another optimizer updates weights in the metric learning component only.

5 Experiments

5.1 Dataset

The dataset used is the Microsoft Video Description corpus (MSVD) [16]. This is a collection of Youtube clips (1970 in total), average length of videos is about 6 seconds. Each video has descriptions given by several annotators who describe the video in one sentence (40 captions per video on average). The data is split in the following way [1]; 1200 videos are used for training, and 100 for validation. The remaining 670 are used for testing. For a single video, we used up to $N = 80$ frames as input to the encoder LSTM.

5.2 Training procedure

The metric learning component uses the Siamese Manhattan loss, however we use a triplet loss for pre-training the metric learning component. Here we can use the similar trick explained in the section of intra-batch training. A triplet loss takes three arguments; reference, positive, and negative samples. Given a batch of 50 samples, we have 50 pairs of generated and ground truth captions. For one of these pairs, the other 49 samples can be considered as negatives for the triplet loss. This is much more efficient than a naive training.

For the encoder and decoder components, we use the word-by-word loss without the metric learning component. Once the pre-training phase has been done, then we use the both losses for training in a stochastic manner. Specifically, given a batch, we randomly select if the metric leaning component is used (and then the Siamese Manhattan loss) in chance of 70%, or not (the word-by-word loss is used) in 30%.

5.3 Results

Table 1 shows results of the baseline and proposed models. There are three different settings for the proposed models; O stands for the case using object information only (hence the attention and metric leaning component are not used), OA stands for the case when object information and attention are used but not the metric learning component, and OAM stands for the full model including the object, attention, and metric learning components.

The use of the object information clearly improve the performance against the baseline (original sequence-to-sequence) model. This is because main objects in each frame are explicitly used in the encoder. Attention further improves the results (except CIDEr), which is expected as many results reported with better performance with attention. Our full model, shown as OAM in Tab. 1, can further boost the performance by 1.1% in BLUE4. This is not as large as improvements
Table 1. Results of baseline and proposed models on the MSVD dataset. Symbols stand for; O – Objects, A – Attention, M – Meaning model.

| Model    | BLEU4  | METEOR | CIDEr |
|----------|--------|--------|-------|
| Baseline (S2VT) | 0.288  | 0.246  | –     |
| O        | 0.395  | 0.295  | 0.641 |
| OA       | 0.424  | 0.312  | 0.641 |
| OAM      | 0.435  | 0.316  | 0.649 |

GT | A man and woman ride a motorcycle.
O | a man is dancing.
OA | two people are dancing.
OAM | a man and a woman are riding a motorcycle.

GT | A man is lifting the car.
O | a man is lifting a car.
OA | a man is lifting the back of a truck.
OAM | a man is lifting a truck.

GT | An animal is eating.
O | a cat is licking a lollipop.
OA | a dog is eating.
OAM | a dog is eating.

Fig. 3. Examples of generated captions. Left images are frames of videos, and right texts are ground truth and generated captions. Symbols stand for; O – Objects, A – Attention, M – Meaning model.

with object information (by 10.7%) and attention (2.9%), but this results suggest that the proposed metric learning component can be used to improve results by adding to any models other than the sequence-to-sequence architecture.

Figure 3 shows some examples generated by the proposed model. In the first video (top row in the figure), the scene changes frequently because of the movie editing; the video is composed of several cuts from different angles. Therefore the model without the metric learning component is confused and generated “dancing” instead of “riding”.

In the last video (bottom row of the figure), the caption generated by the full model is considered as wrong because the ground truth caption mentions the animal as “animal” and it is obviously not a dog, while the generated caption says that it is a “dog”. This is a limitation of the proposed model because the mistakes of the object detector (“dog” for “animal”) directly affect the encoder.

Table 2 shows a comparison with other recent methods. While the proposed method doesn’t perform as like recent methods, the proposed meaning-guided
loss and tricks for intra-batch training are expected to work for boosting other methods.

| Model         | BLEU4 | METEOR | CIDEr |
|---------------|-------|--------|-------|
| OAM (ours)    | 0.435 | 0.316  | 0.649 |
| [17]          | 0.523 | 0.341  | 0.698 |
| [18]          | 0.479 | 0.350  | 0.781 |

### 6 Conclusions

We have proposed a model for video captioning guided by the similarity between captions. The proposed model has three components; the 2-layer LSTM encoder involving scene object information, the LSTM decoder with attention, and the metric learning for comparing two captions in a latent space. Experimental results show that the proposed model outperforms the baseline, a sequence-to-sequence model, by introducing the metric learning component in addition to attention mechanism and object information.

Our future work includes using the proposed metric learning component in other state-of-the-art caption models where word-by-word losses are used [17,18], and incorporating other corpuses for sentence-level similarity computation, such as [19].
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