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Abstract—Deep learning based models have excelled in many computer vision tasks and appear to surpass humans’ performance. However, these models require an avalanche of expensive human labeled training data and many iterations to train their large number of parameters. This severely limits their scalability to the real-world long-tail distributed categories, some of which are with a large number of instances, but with only a few manually annotated. Learning from such extremely limited labeled examples is known as Few-Shot Learning (FSL). Different to prior arts that leverage meta-learning or data augmentation strategies to alleviate this extremely data-scarce problem, this paper presents a statistical approach, dubbed Instance Credibility Inference (ICI) to exploit the support of unlabeled instances for few-shot visual recognition. Typically, we repurpose the self-taught learning paradigm to predict pseudo-labels of unlabeled instances with an initial classifier trained from the few shot and then select the most confident ones to augment the training set to re-train the classifier. This is achieved by constructing a (Generalized) Linear Model (LM/GLM) with incidental parameters to model the mapping from (un-)labeled features to their (pseudo-)labels, in which the sparsity of the incidental parameters indicates the credibility of the corresponding pseudo-labeled instance. We rank the credibility of pseudo-labeled instances along the regularization path of their corresponding incidental parameters, and the most trustworthy pseudo-labeled examples are preserved as the augmented labeled instances. This process is repeated until all the unlabeled samples are included in the expanded training set. Theoretically, under the conditions of restricted eigenvalue, irrepresentability, and large error, our approach is guaranteed to collect all the correctly-predicted pseudo-labeled instances from the noisy pseudo-labeled set. Extensive experiments under two few-shot settings show the effectiveness of our approach on four widely used few-shot visual recognition benchmark datasets including miniImageNet, tieredImageNet, CIFAR-FS, and CUB. Code and models are released at https://github.com/Yikai-Wang/ICI-FSL.
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1 INTRODUCTION

Humans are able to efficiently perform visual recognition by learning from a single example or a single exposure. For example, children have no problem of forming the concept of “giraffe” by only taking a glance from a picture in a book [1], or hearing its description as looking like a deer with a long neck [2]. In contrast, the most successful recognition systems, deep learning based in particular [3], [4], [5], [6] still highly rely on an avalanche of labeled training data. This is problematic. It inevitably increases the burden in rare data collection (e.g. accident data in the autonomous driving scenario) and expensive data annotation (e.g. disease data for medical diagnose), and more fundamentally limits their scalability to open-ended learning of the long tail categories in the real-world.

Motivated by these observations, there has been a recent resurgence of research interest in few-shot learning [7], [8], [9], [10]. It aims to recognize new objects with extremely limited training data for each category. To address this issue, the key idea is to train the model by transferring the knowledge from a disjoint but relevant dataset. Typically, the model trained on the source/base dataset, which includes many labeled instances, is expected to be well generalizable to the target/novel dataset with only scarce labeled data.

A key challenge for few-shot learning is how to transfer the learned knowledge to new tasks. The simplest strategy is fine-tuning [11], utilizing the limited training instances to update the learned models. Practically, it inevitably causes severely overfitting as one or a few instances are insufficient to model the data distributions of the novel classes. Data augmentation and regularization techniques [12], [13] can alleviate overfitting in such a limited-data regime, but they do not solve it. Several recent efforts are made in leveraging learning to learn, or meta-learning [14] paradigm by simulating the few-shot scenario in the training process [7], [8], [9], [10], [15], [16], [17], [18], [19]. However, Chen et al. [20] empirically argues that such a learning paradigm often results in inferior performance compared to a simple baseline with a linear classifier coupled with a deep feature extractor. This phenomenon is also verified in [21].

In real-world applications, unlabeled instances are easier and cheaper to obtain, comparing to the labeled instances which usually require expensive human annotation. Potentially we could utilize the unlabeled instances to alleviate the data-scarce problem and help learn the few-shot model. Specifically, two types of strategies resort to model the data distribution of novel category beyond traditional inductive few-shot learning; (i) semi-supervised few-shot learning (SSFSL) [22], [23], [24] supposes that we can utilize unlabeled data to help to learn the model; furthermore, (ii) transductive inference [25] for few-shot learning (FSL) [22], [26] assumes we can access all the test data, rather than evaluate them one by one in the inference process. In other
Fig. 1: The inference process of our proposed framework. We extract features of each labeled and unlabeled instance, train a linear classifier with the support set, provide pseudo-label for the unlabeled instances, and use ICI to select the most trustworthy subset to expand the support set. This process is repeated until all the unlabeled data are included in the support set.

words, the few-shot learning model can utilize the data distributions of testing examples.

Self-taught learning [27] is one of the most straightforward ways to leverage the information of unlabeled data. Typically, a trained classifier infers the pseudo labels of unlabeled data, which are further taken to update the classifier. Nevertheless, the inferred pseudo-labels may be very noisy; the wrongly labeled instances may jeopardize the performance of the classifier. It is thus essential to investigate the labeling confidence of each unlabeled instance.

To this end, we present a statistical approach, dubbed Instance Credibility Inference (ICI) to exploit the distribution support of unlabeled instances for few-shot learning. Specifically, we first train a simple linear classifier (e.g., logistic regression, or linear support vector machine) with the labeled few-shot examples and use it to infer the pseudo-labels for the unlabeled instances. The credibility of each pseudo-labeled instance is measured by the proposed ICI. Then a most trustworthy subset can be selected and expanded into the support set. The simple classifier thus can be progressively updated (re-trained) by the expanded support set and further infer pseudo-labels for the unlabeled data. This process is repeated until all the unlabeled instances are iteratively selected to expand the support set, i.e., the pseudo-label of each unlabeled instance is converged. The schematic illustration is shown in Fig. 1.

Basically, we re-purpose the standard self-taught learning algorithm by our proposed ICI algorithm. How to select the pseudo-labeled data and exclude the wrongly-predicted samples, i.e., excluding the noise introduced by the self-taught learning strategy? Our intuition is that the credibility criteria can neither solely rely on the manifold structure of the feature space (e.g., instances that are close to labeled instances under a certain distance metric) nor the label space (e.g., prediction score provided by the classifier). Instead, we propose to solve the hypothesis of (generalized) linear models (i.e., linear regression or logistic regression) by progressively increasing the sparsity of the data-dependent incidental parameter [28] until it vanishes. Thus we can credit each pseudo-labeled instance by the sparsity of the corresponding incidental parameter. We prove that under the conditions of restricted eigenvalue, irrepresentability, and large error, our proposed method is able to collect all the correctly-predicted pseudo-labeled instances. We conduct extensive experiments on major few-shot learning benchmark datasets to validate the effectiveness of our proposed algorithm.

Contributions. The contributions of this work are as follows.

(i) We present a statistical approach, dubbed Instance Credibility Inference (ICI) to exploit the distribution support of unlabeled instances for few-shot learning. Specifically, our model iteratively selects the pseudo-labeled instances according to its credibility measured by the proposed ICI for classifier training.

(ii) We re-purpose the standard self-taught learning algorithm [27] by our proposed ICI. To measure the credibility of each pseudo-labeled instance, we solve the LM/GLM hypothesis by increasing the sparsity of the incidental parameter [28] and regard the sparsity level as the credibility for each pseudo-labeled instance.

(iii) Under the conditions of restricted eigenvalue, irrepresentability, and large error, we can prove that our method collects all the correctly-predicted pseudo-labeled instances.

(iv) Extensive experiments under two few-shot settings show the effectiveness of our approach on four widely used few-shot learning benchmark datasets including miniImageNet, tieredImageNet, CIFAR-FS, and CUB.

Extensions. A preliminary version of this work was published in [29]. We have extended our conference version as follows.

(i) We provide the theoretical analysis of ICI to answer
the question that under what conditions can ICI find all the correctly-predicted instances?

(ii) We show that our ICI can be extended to generalized linear models, in particular, a logistic regression model with sparse incidental parameters. Particularly we show in our experiments the effectiveness of such a logistic regression model with sparsity regularization for ICI.

2 RELATED WORK

2.1 Semi-supervised learning

Semi-supervised learning (SSL) aims to improve the learning performance with both labeled and unlabeled instances. Basic assumptions in semi-supervised learning include continuity, cluster, and manifold assumptions. Conventional approaches focus on finding decision boundaries with both labeled and unlabeled data [25][30][31], and avoiding to learn the “wrong” knowledge from the unlabeled data [32] based on specific hypothesis. Recently, semi-supervised learning with deep learning models use consistency regularization [33], moving average technique [34] and adversarial perturbation regularization [35] to train the model with a large amount of unlabeled data. The task of semi-supervised few-shot learning is an extension of addressing SSL in the setting of few-shot learning, where only limited labeled target instances are available. Critically, as explained in [23], the vanilla SSL is solved in the standard supervised learning setting, whilst the SSFSL targets at addressing a transfer learning task.

2.2 Self-taught learning

Self-taught learning [27], also known as self-training [36], is a traditional semi-supervised strategy of utilizing unlabeled data to improve the performance of classifiers [37][38]. Self-taught learning algorithms often start by training an initial recognition model and infer the pseudo-labels of unlabeled instances, then the pseudo-labeled instances are taken to re-train the recognition model with specific strategies [39]. Deep learning based self-taught learning strategy includes (i) directly training the neural network with both labeled instances and pseudo-labeled instances [39], (ii) utilizing mix-up images between labeled instances and pseudo-labeled instances to synthesis training instances with less noise [40], (iii) utilizing indirect ways to infer the pseudo-label of unlabeled instances (for example use label propagation constructed on the nearest-neighbor graph and select the trustworthy subset based on the entropy [41]), and (iv) methods that introducing inductive bias (e.g. adding a cluster assumption on the feature space and re-weight the pseudo-labeled instances based on this assumption [42])

One of the key points in self-taught learning algorithms is how to reduce the noise introduced by the imperfect recognition models. Different from previous works, we measure the credibility of each pseudo-labeled instance by a statistical algorithm. Only the most trustworthy subset is employed to re-train the recognition model jointly with the labeled instances.

2.3 Learning with noisy labels

There are many works on learning with noisy labels [43]. The noisy labels indicate that the provided label may not be the true class of the instance. Such noise may come from the annotation errors, mismatching of the search engine, or the pseudo-label in the self-taught learning process. Typical approaches in learning with noisy labels [44] include robust loss function [45], robust architecture [46], robust regularization [47], loss adjustment [48][49], and sample selection [50].

Sample selection aims to find clean subset from the noisy dataset to prevent the negative impact of noise. In deep learning based approaches, a popular assumption is that when the network is under-fitted, the loss of noisy samples are larger than clean samples. O2u-net [51] cyclically changes the learning rate of the network to satisfy the under-fitting condition, measure the loss of each sample and exclude the noisy subset. ODD [50] uses large learning rate to exclude the samples with higher losses.

However, almost all of these algorithms are based on the inherent assumption that a large number of training samples are accessible. Further, they mainly focus on the standard supervised learning setting. In contrast, SSFSL focuses on the transfer learning tasks.

2.4 Few-shot learning

Few-shot learning aims to recognize novel visual categories from very few labeled examples. Recent efforts mainly follow the meta-learning strategy. That is, by simulating the few-shot scenario in the training process, algorithms are learning to learn with limited data. We can roughly categorize existing works on few-shot learning into the following groups. (i) Learning robust and discriminative distance metrics, including weighted nearest neighbor classifier (e.g. Matching Network [10]), finding robust prototype for each class (e.g. Prototypical Network [8]), learning task-dependent metrics (e.g. TADAM [15]), and learning parameterized metrics via neural networks [9]. (ii) Finding the optimal initialization parameters that could rapidly adapt to specific task, including Meta-Critic [16], MAML [7], Meta-SGD [17], Reptile [18], and LEO [19]. (iii) Data augmentation strategies aim to alleviate the problem of limited data by directly synthesising new data in the image level [12] or the feature level [13]. Additionally, SNAIL [52] utilizes the sequence modeling to create a new framework. The proposed statistical algorithm is orthogonal and potentially beneficial to these algorithms – it is always worth increasing the training set by utilizing the unlabeled data with confidently predicted labels.

2.5 Few-shot learning with unlabeled data

Recent works [53][54][55][56][57][58] start to tackle few-shot learning with additional unlabeled instances. Compared with the traditional inductive setting, algorithms trained with unlabeled instances have the chance to handle a more trustworthy empirical distribution. Ren et al. [23] utilized the unlabeled data to refine the prototype of each class. Liu et al. [22] utilized label propagation strategy to transfer labels based on the relative distances within labeled
data and unlabeled data. DPGN [56] adopts contrastive comparisons to produce distribution representation.

Self-taught learning is also utilized in SSFSL. For example, LST [24] uses the self-taught learning strategy in the transductive inference setting and trains the model in a meta-learning manner. CAN [53] uses the self-taught learning to train the model repeatedly within the specific designed network. TAFSSL [55] reduces the dimension of sample features to get a simpler manifold and construct specific self-taught learning algorithm based on the low-dimensional manifold. Compared with those algorithms, our approach is much simpler and theoretically guaranteed. Unlike previous meta-learning algorithms which usually has pre-training, meta-training, and meta-test process [24], our approach only modifies the inference process.

2.6 Incidental parameters
Incidental parameters problem [59] was tackled by the penalized estimation algorithms [60]. It assumes the existence of sparse data-dependent parameters in the estimation models. For example, the linear regression model with incidental parameters follows $y_i = x_i^T \beta^* + \gamma_i^* + \varepsilon_i$, where $(x_i, y_i)$ denotes data input, $\beta^*$ is the traditional coefficients, $\varepsilon_i$ denotes the random noise and $\gamma_i^*$ is the introduced data-dependent incidental parameters. Prior arts solve this problem by estimating the coefficients which are robust against the incidental parameters [28], [59], [61], [62], [63]. Fu et al. [64] introduce the incidental parameter in robust ranking task. In this paper, we propose to solve the few-shot learning problem based on the intuition that the incidental parameters indicate the credibility of pseudo-labeled instances. We do so by utilizing a weak estimation of coefficients to enlarge the influence of incidental parameters and transfer a “generalized linear model with incidental parameters” into a normal “generalized linear” model whose coefficients are the former incidental parameters. Then we estimate the incidental parameters along the regularization path to get the credibility of the corresponding instance. We further provide the theoretical properties of ICI.

3 METHODOLOGY
3.1 Problem formulation
Here we define the few-shot learning problem mathematically. We are provided a base category set and a novel category set, denoted as $C_{\text{base}}$ and $C_{\text{novel}}$, respectively. The two category sets have no common category, i.e., $C_{\text{base}} \cap C_{\text{novel}} = \emptyset$. Within each category set, we have a corresponding dataset, denoted as $D_{\text{base}} = \{(I_i, y_i), y_i \in C_{\text{base}}\}$ and $D_{\text{novel}} = \{(I_i, y_i), y_i \in C_{\text{novel}}\}$, respectively. With the above notations, few-shot learning algorithms aim to train on $D_{\text{base}}$ and contain the capacity of rapidly adapting to $D_{\text{novel}}$ with access to only one or a few labeled instances per class.

For evaluation, we adopt the standard $c$-way-$m$-shot classification as [10] on $D_{\text{novel}}$. Specifically, in each episode, we randomly sample $c$ classes to construct our category pool $C$. That is $C \sim C_{\text{novel}}, |C| = c$; and $s$ and $q$ labeled images per class are randomly sampled in $C$ to construct the support set $S$ and the query set $Q$, respectively. Thus we have $|S| = c \times s$ and $|Q| = c \times q$. The classification accuracy is averaged on query sets $Q$ of many meta-testing episodes. In addition, we have unlabeled data of novel categories $U_{\text{novel}} = \{I_u\}$.

3.2 Self-taught learning from unlabeled data
We recap the self-taught learning formalism [27] to tackle few-shot learning problem with unlabeled data. Particularly, denote $f(\cdot)$ as the feature extractor trained on $D_{\text{base}}$. In one episode, one can train a supervised classifier $g(\cdot)$ on the support set $S$, and pseudo-labeling unlabeled data, $\hat{y}_i = g(f(I_u))$ with corresponding confidence $p_i$. The most confident unlabeled instances will be further taken as additional data of corresponding classes in the support set $S$. Thus we obtain the updated supervised classifier $g(\cdot)$. To this end, few-shot classifier acquires additional training instances, and thus its performance can be improved.

However, it is problematic if directly utilizing self-taught learning in few-shot cases. Particularly, the supervised classifier $g(\cdot)$ is only trained by a few instances. The unlabeled instances with high confidence may not be correctly categorized, and the classifier will be updated by some wrong instances. Even worse, one cannot assume the unlabeled instances follows the same class labels or generative distribution as the labeled data. Noisy instances or outliers may also be utilized to update the classifiers. To this end, we propose a systematical algorithm: Instance Credibility Inference (ICI) to reduce the noise.

3.3 Instance credibility inference (ICI)
To measure the credibility of predicted labels over unlabeled data, we introduce a hypothesis of linear model by regressing each instance from feature to label spaces. Particularly, given $n$ instances of $c$ classes, $S = \{(I_i, y_i, x_i), y_i \in C_{\text{novel}}\}$, where $y_i$ is the ground truth when $I_i$ comes from the support set, or the pseudo-label when $I_i$ comes from the unlabeled set; $x_i$ is the feature vector of instance $i$. We employ a simple linear regression model to “predict” the class label,

$$y_i = x_i^T \beta^* + \gamma_i^* + \varepsilon_i,$$

where $\beta^* \in \mathbb{R}^{d \times c}$ is the coefficient matrix; $x_i \in \mathbb{R}^{d \times 1}$; $y_i$ is $c$ dimension one-hot vector denoting the class label of instance $i$, and $\varepsilon_{i,j}$ is independent sub-Gaussian noise of zero mean and variance bounded by $\sigma^2$. Note that to facilitate the computations, we employ Locally Linear Embedding (LLE) [65] to reduce the dimension of extracted feature $f(I_i)$ to $d$.

Inspired by incidental parameters [28], we introduce $\gamma_{i,j}$ to amend the chance of instance $i$ belonging to class $j$. The larger magnitude of $\left\|\gamma_{i,j}\right\|$, the higher difficulty in attributing instance $i$ to class $j$.

Consider the linear regression model for all instances, we are solving the problem of

$$\arg \min_{\beta, \gamma} \sum_{i=1}^{n} \frac{1}{2} \left\|y_i - x_i^T \beta - \gamma_i\right\|_2^2 + \lambda R(\gamma_i),$$

1. Note that here and below we ignore another validation set for model selection since we could regard it as the novel set that is accessible in the training process.
where $R(\cdot)$ is the sparsity penalty, e.g., $R(\gamma_i) = \sum_{j=1}^{l} |\gamma_{i,j}|$. By re-writing Eq. (2) in a matrix form, we are thus solving the problem of

$$\left(\hat{\beta}, \hat{\gamma}\right) = \arg\min_{\beta,\gamma} \frac{1}{2} \| Y - X\beta - \gamma \|_F^2 + \lambda R(\gamma),$$

(3)

where $\|\cdot\|_F$ denotes the Frobenius norm. $Y = [y_i]^T \in \mathbb{R}^{n \times c}$ and $X = [x_i]^T \in \mathbb{R}^{n \times d}$ indicate label and feature input respectively. $\gamma = [\gamma_i]^T \in \mathbb{R}^{n \times c}$ is the incidental matrix. $\lambda$ is the coefficient of the penalty term $R(\cdot)$. To solve Eq. (3), we find the derivative with respect to $\beta$ and make it equal to zero, then we have

$$\hat{\beta} = \left( X^T X \right)^{-1} X^T (Y - \gamma),$$

(4)

where $(\cdot)^T$ denotes the Moore-Penrose pseudo-inverse. Note that (i) we are interested in utilizing $\gamma$ to measure the credibility of each instance along its regularization path, rather than estimating $\beta$, since the linear regression model is not good enough for classification in general; (ii) the $\hat{\beta}$ also relies on the estimation of $\gamma$. To this end, we take Eq. (4) into Eq. (3) and solve the problem as

$$\arg\min_{\gamma \in \mathbb{R}^{n \times 2}} \frac{1}{2} \| Y - H (Y - \gamma) - \gamma \|_F^2 + \lambda R(\gamma),$$

(5)

where $H = X (X^T X)^{-1} X^T$. We further define $\bar{X} = I - H$ and $\bar{Y} = \bar{X} Y$. Then the above equation can be simplified as

$$\hat{\gamma} = \arg\min_{\gamma \in \mathbb{R}^{n \times 2}} \frac{1}{2} \| \bar{Y} - \bar{X} \gamma \|_F^2 + \lambda R(\gamma),$$

(6)

which is a multi-response regression problem.

Particularly, we regard $\hat{\gamma}$ as a function of $\lambda$. When $\lambda$ changes from 0 to $\infty$, the sparsity of $\hat{\gamma}$ is increased until all of its elements are forced to vanish. Further, we use the penalty $R(\hat{\gamma})$ to encourage $\gamma$ vanishes row by row, i.e. instance by instance. For example, $R(\gamma) = \sum_{i=1}^{n} \sum_{j=1}^{l} |\gamma_{i,j}|$ or $R(\hat{\gamma}) = \sum_{i=1}^{n} \|\gamma_i\|_2$. Moreover, the penalty tends to vanish the subset of $\bar{X}$ with the lowest deviations, indicating less discrepancy between the prediction and the ground truth. Hence we can rank the pseudo-labeled data by the smallest $\lambda$ value when the corresponding $\hat{\gamma}$ vanishes. As shown in one toy example of Figure 2, the $\gamma$ value of the instance denoted by the red line vanishes first, and thus it is the most trustworthy sample by our ICI algorithm.

We seek the best subset by checking the regularization path, i.e. $\gamma(\lambda)$ as $\lambda$ varies, which can be easily configured by a block coordinate descent algorithm implemented in glmnet [66]. Specifically, we can find $\lambda_{\text{max}} = \max \| \bar{X} \bar{Y} \|_F / n$ to guarantee that the solution of Eq. (6) all equals to 0. Then we can get a list of $\lambda$s from 0 to $\lambda_{\text{max}}$. We solve a specific Eq. (6) with each $\lambda$, and get the regularization path of $\gamma$ along the way.

### 3.4 Extension to logistic regression

In the above section, we develop ICI with a linear regression model. But the basic idea of measuring credibility of pseudo-labeled instance as the sparsity level of the corresponding incidental parameters along the regularization path is general and not limited in the linear regression model. To show this, in this section we extend ICI with generalized linear models, particularly, the logistic regression model.

Recall that we have $Y = [y_i]^T \in \mathbb{R}^{n \times c}$ and $X = [x_i]^T \in \mathbb{R}^{n \times d}$ as our label matrix and feature matrix, respectively. We use $\beta^* \in \mathbb{R}^{d \times c}$ as the coefficient matrix and $\gamma^* = [\gamma_i] \in \mathbb{R}^{n \times c}$ as the incidental matrix. Then our logistic model with incidental parameters can be formed as

$$Y_{i,c} = \frac{\exp (X_{i,c} \beta^*_c + \gamma^*_c)}{\sum_{l=1}^{C} \exp (X_{i,l} \beta^*_l + \gamma^*_l)} + \epsilon_{i,c}. \quad (7)$$

This could be reformulated into a standard logistic regression model with sparsity regularization. Specifically, we define $\bar{X} = (X, I) \in \mathbb{R}^{n \times (d+n)}$ and $\beta^* = (\beta^*_c, \gamma^*_c)^T \in \mathbb{R}^{(d+n) \times c}$, in which $I$ is the identity matrix. Then we have

$$\bar{X}_{i,c} \beta^*_c = (X_{i,c}, I_{i,c}) (\beta^*_c, \gamma^*_c)^T = X_{i,c} \beta^*_c + \gamma^*_c. \quad (8)$$

Hence we could reformulate Eq. (7) as

$$Y_{i,c} = \frac{\exp (\bar{X}_{i,c} \beta^*_c)}{\sum_{l=1}^{C} \exp (\bar{X}_{i,l} \beta^*_l)} + \epsilon_{i,c}, \quad (9)$$

which is exactly a logistic regression model. Our objective is the penalized negative log-likelihood function:

$$\arg\min_{\beta=(\beta, \gamma)^T} - \frac{1}{n} \sum_{i=1}^{n} \left( \sum_{l=1}^{C} Y_{i,l} (\bar{X}_{i,l} \beta^*_l) - \log \left( \sum_{l=1}^{C} e^{\bar{X}_{i,l} \beta^*_l} \right) \right)$$

$$+ \lambda_1 R(\beta) + \lambda_2 R(\gamma). \quad (10)$$

The algorithm for solving Eq. (10) is well established [66], [67], [68], [69]. Note that unlike the linear regression version where we can calculate a closed-form solution for $\beta$, here the penalty of $\beta$ is necessary or we will not achieve a unique solution, i.e. the solution is ill-posed [70]. For example, assume that we have a large enough $\lambda_2$ to vanish all elements of $\gamma$. Then the problem degenerates to the normal
logistic regression with the coefficient $\beta$. Suppose we have an optimal solution $\beta^*$, and we replace the $k$-th row $\beta_k^*$ by $\beta_k^* + \varepsilon 1^T$ where $\varepsilon$ is some scalar. Then we have

$$\hat{Y}_{ik} |_{\beta_k^* + \varepsilon 1^T} = \frac{e^{X_i \beta_k^* + x_i, k\varepsilon}}{\sum_{t=1}^C e^{X_i \beta_t^* + x_i, k\varepsilon}} = \frac{e^{X_i \beta_k^*}}{\sum_{t=1}^C e^{X_i \beta_t^*}} = \hat{Y}_{ik} |_{\beta_k^*}.$$  

(11)

Hence, to get a unique solution, we must provide some penalty on $\beta$.

We use a partial Newton algorithm [66] to solve this optimization problem. Similar to the linear regression model, we use a list of $\lambda$s to calculate the regularization path of $\gamma$.

### 3.5 Self-taught learning with ICI

The proposed ICI can thus be easily integrated to improve the self-taught learning algorithm. Particularly, the initialized classifier can predict the pseudo-labels of unlabeled instances; and we further employ the ICI algorithm to select the most confident subset of unlabeled instances, to update the classifier. The whole algorithm can be iteratively updated, as summarized in Algorithm 1. We also show a qualitative result in an inference episode in Fig. 3.

Intuitively, ICI focuses on fitting a line using the observations $(x_i, y_i)$ which contains outliers. Starting from the labeled instances, we search the most possible inliers from the pseudo-labeled instances in each iteration. When we solve the line along the regularization path (from $\lambda_{max}$ to $\lambda_{min}$), the estimated line will approach the more linear-separable subset, resulting in $\|\gamma_i\| = 0$ for instances in this subset while $\|\gamma_i\| > 0$ for others. Then we could use the linear-separable subset to improve the linear classifier. Furthermore, the fitted line cannot provide the right label for those outliers, hence the re-train process and re-infer process are essential to transfer outliers to inliers.

### 4 Identifiability of ICI

In this part, we provide a theory for identifiability of ICI with linear regression model. Our theory is based on the model selection consistency for a linear regression with $\ell_1$-sparsity regularization [71], [72]. Here our purpose is to answer the question of under which conditions can we find the right-predicted instances?

Recall that our intuition is that $\gamma_{i,j}$ can be regarded as the correction of the chance that instance $i$ belonging to class $j$. Suppose $\gamma^*$ is the ground truth. If the pseudo-labeled instance $i$ is right-predicted, then we have $\gamma_{i,j}^* = 0, \forall j \in \{1, \ldots, c\}$. On the contrary, if the instance is wrongly predicted, then we should have $\gamma_{i,j}^* \neq 0$ for some $j$.

We start with reformulating the derivation process from Eq. (3) to Eq. (6) by another decoupled representation of solving $\beta$ and $\gamma$. Recall that the linear regression model with incidental parameters is

$$Y = X\beta^* + \gamma^* + \varepsilon,$$  

(12)

where $Y \in \{0, 1\}^{n \times c}, X \in \mathbb{R}^{n \times d}, \beta^* \in \mathbb{R}^{d \times c}, \gamma^* \in \mathbb{R}^{n \times c}, \varepsilon \in \mathbb{R}^{n \times c}$. We are solving the problem of

$$\arg\min_{\beta, \gamma} \frac{1}{2} ||Y - X\beta - \gamma||^2_F + \lambda \sum_{i=1}^n \sum_{j=1}^c |\gamma_{i,j}|.$$  

(13)
With this formulation, one could vectorize the problem and transfer it into the single-response regression case. Denote the vectorization for \( A \in \mathbb{R}^{n \times n} \) as \( \vec{(A)} := (a_{1,1}, \ldots, a_{m,1}, a_{1,2}, \ldots, a_{m,2}, \ldots, a_{1,m}, \ldots, a_{m,m})^T \), then
\[
\vec{(Y)} = (I_n \otimes X) \vec{(\beta^* + \gamma^* + \epsilon)},
\]
where \( \otimes \) is the Kronecker product operator. We denote \( \vec{y} = \vec{(Y)} \in \{0,1\}^{nc} \), \( \vec{X}_\otimes = (I_n \otimes X) \in \mathbb{R}^{nc \times d}, \beta = \vec{(\beta)} \in \mathbb{R}^d, \vec{\gamma} = \vec{(\gamma)} \in \mathbb{R}^nc, \epsilon = \vec{(\epsilon)} \in \mathbb{R}^n \). We are now solving the problem of
\[
\arg\min_{\vec{\beta}, \vec{\gamma}} \frac{1}{2} \| \vec{y} - X_\otimes \vec{\beta} - \vec{\gamma} \|^2_2 + \lambda \| \vec{\gamma} \|_1.
\]
We conduct the singular vector decomposition of \( X_\otimes \) as \( X_\otimes = USV^T \), where \( U \in \mathbb{R}^{nc \times nc}, S \in \mathbb{R}^{nc \times d}, V \in \mathbb{R}^{d \times dc} \). Recall that \( d \) is set as the reduced dimension from the original feature, hence we have \( d \ll n \). Thus we could divide \( U \) into \( U = U_1 U_2 \) where \( U_1 \) is an orthogonal basis of the column space of \( X_\otimes \). Then we have \( U^TU = \bar{UU}^T = I \) and \( U_2^TX_\otimes = 0 \). Hence
\[
L := \| \vec{y} - X_\otimes \vec{\beta} - \vec{\gamma} \|^2_2 = \| U^T (\vec{y} - X_\otimes \vec{\beta} - \vec{\gamma}) \|^2_2,
\]
\[
= \| U_1^T \vec{y} - U_1^TX_\otimes \vec{\beta} - U_1^T \vec{\gamma} \|^2_2 + \| U_2^T \vec{y} - U_2^T \vec{\gamma} \|^2_2.
\]
Again, we find the derivative with respect to \( \vec{\beta} \) and make it equal to 0, then we have
\[
\hat{\beta} = \left(X^\otimes U_1 \right)^\dagger X^\otimes \left( \vec{y} - \vec{\gamma} \right).
\]
Note that since \( \partial L / \partial \vec{\beta} = 0 \), we have
\[
X^\otimes U_1 \left( U_1^T \vec{y} - U_1^T X_\otimes \vec{\beta} - U_1^T \vec{\gamma} \right) = 0.
\]
Denote rank \( (X^\otimes) = k \), then we have \( X^\otimes U_1 \in \mathbb{R}^{dc \times k} \), \( U_1^T \vec{y} - U_1^T X_\otimes \vec{\beta} - U_1^T \vec{\gamma} \in \mathbb{R}^{k \times 1} \), and rank \( (X^\otimes U_1) = k \) by definition. Using Sylvester’s rank inequality, we have
\[
\text{rank} \left( X^\otimes U_1 \right) + \text{rank} \left( U_1^T \vec{y} - U_1^T X_\otimes \vec{\beta} - U_1^T \vec{\gamma} \right) 
\leq \text{rank} \left( X^\otimes U_1 \left( U_1^T \vec{y} - U_1^T X_\otimes \vec{\beta} - U_1^T \vec{\gamma} \right) \right) = 0.
\]
Hence
\[
\text{rank} \left( U_1^T \vec{y} - U_1^T X_\otimes \vec{\beta} - U_1^T \vec{\gamma} \right) = 0.
\]
Hence the first term of \( L \) equals to 0. Now we are solving the problem of
\[
L(\vec{\gamma}) = \| U_2^T \vec{y} - U_2^T \vec{\gamma} \|^2_2 + \lambda \| \vec{\gamma} \|_1.
\]
Eq. (21) is equivalent to Eq. (6) but provides another interpretation that the incidental parameters (with a projection) try to find a sparse approximation of \( U_2^T \vec{y} \). Based on this, we could provide the answer of under which condition could we recover the true support set of \( \vec{\gamma} \)?

Formally, let \( S = \text{supp} \left( \vec{\gamma}^* \right) \) and \( \tilde{S} = \text{supp} \left( \tilde{\vec{\gamma}} \right) \), where \( \vec{\gamma}^* \) is the ground-truth prediction error, \( \vec{\gamma}^* \) is the estimator provided by our algorithm and \( \text{supp} \left( \vec{\gamma} \right) = \{ i \mid \vec{\gamma}_i \neq 0 \} \).

Recall that our goal is to find the wrongly predicted instances. Hence we further define a ground-truth wrongly-predicted set \( O = \{ i \mid \vec{\gamma}^*_i \neq 0, \text{ for some } j \in [e] \} \) and the estimator \( \tilde{O} = \{ i \mid \tilde{\vec{\gamma}}_i \neq 0, \text{ for some } j \in [e] \} \). For simplicity, we denote \( \vec{y}_u = U_2 \vec{y} \) and \( \vec{U} = U_2 \). Furthermore, denote \( U_S(U_{\tilde{S}}) \) as the column vectors of \( U \) whose index are in \( S (\tilde{S}) \), respectively. We are solving the problem of
\[
\min_{\vec{\gamma}} \| \vec{y}_u - \vec{U} \vec{\gamma} \|^2_2 + \lambda \| \vec{\gamma} \|_1,
\]
Recall that the linear regression model indicates that for ground-truth values \( \vec{\beta}^*, \vec{\gamma}^* \)
\[
\vec{y} = X_\otimes \vec{\beta}^* + \vec{\gamma}^* + \vec{\epsilon},
\]
and hence
\[
\vec{U} \vec{y} = \vec{U} \left( X_\otimes \vec{\beta}^* + \vec{\gamma}^* + \vec{\epsilon} \right).
\]
Hence we have
\[
\vec{y}_u = \vec{U} \vec{\gamma} = \vec{U} \vec{\gamma}^* + \vec{U} \vec{\epsilon} = U_S \vec{\gamma}_S + \vec{U} \vec{\epsilon},
\]
where \( \vec{\epsilon} \) is the sub-Gaussian noise assumed in the linear regression model. Further let \( \mu_{\tilde{U}} = \max_{\vec{\epsilon} \in \mathbb{S}^c} \| \vec{U} \|_2 \). We give three assumptions:

(C1) Restricted eigenvalue
\[
\lambda_{\min} \left( \vec{U}_S^T \vec{U}_S \right) = C_{\min} > 0.
\]
(C2) Irrepresentability \( \exists \vec{\eta} \in (0, 1), \)
\[
\left\| \vec{U}_S^T \vec{U}_S \left( \vec{U}_S \vec{U}_S \right)^{-1} \right\|_\infty \leq 1 - \vec{\eta}.
\]
(C3) Large error
\[
\vec{\gamma}_{\min} := \min_{i \in S} | \vec{\gamma}_i^* | > h \left( \lambda, \eta, \vec{U}, \vec{\gamma}^* \right),
\]
where
\[
h \left( \lambda, \eta, \vec{U}, \vec{\gamma}^* \right) = \frac{\lambda \eta}{\sqrt{C_{\min}}} + \lambda \left( \left( \vec{U}_S \vec{U}_S \right)^{-1} \text{sign} \left( \vec{\gamma}_S^* \right) \right) \|A\|_\infty.
\]
and \( \|A\|_\infty := \max \sum_j |A_{ij}| \). Based on these conditions, we could provide the following theorem:

**Theorem 1** (Identifiability of ICI). Let
\[
\lambda \geq \frac{2\tilde{\sigma} \sqrt{P_\tilde{U}}}{\eta} \sqrt{\log cn}.
\]
Then with probability greater than
\[
1 - 2cn \exp \left\{ - \frac{\lambda^2 \eta^2}{2 \sigma^2 \mu_{\tilde{U}}} \right\} \geq 1 - (2cn)^{-1},
\]

Eq. (22) has a unique solution \( \vec{\gamma}^* \) satisfies the following properties:

1. If C1 and C2 hold, the wrong-predicted instances indicated by ICI has no false positive error, i.e. \( \tilde{S} \subseteq S \) and hence \( \tilde{O} \subseteq O \), and
\[
\vec{\gamma}_S - \vec{\gamma}_S^* \|_\infty \leq h \left( \lambda, \eta, \vec{U}, \vec{\gamma}^* \right);
\]
2. If C1, C2, and C3 hold, ICI will identify all the correctly-predicted instances, i.e. \( \tilde{S} = S \) and hence \( \tilde{O} = O \) (in fact sign (\( \vec{\gamma}^* \)) = sign (\( \vec{\gamma}^* \))).
Remark. Assumption C1 is necessary to ensure that there is a unique $\hat{\gamma}$ satisfying model (25). Assumptions C1-C2 (C1-C3) are sufficient for $O \subseteq O (O = O)$, respectively. They are also necessary in the sense that once violated, there are cases which fail the conclusion with non-vanishing probability.

The proof is given in the Appendix section A. The theorem shows that our algorithm could find the right-predicted pseudo-labeled instances under specific conditions. Practically, it may be hard for us to choose a reasonable $\lambda$ to satisfy the three conditions since we could not know $\hat{\gamma}$ in advance. Specifically, in the tasks of both semi-supervised and transductive few-shot learning concerned in this paper, one can not assume knowing $\hat{\gamma}$. Hence, we use the iterative strategy to search along the solution path to select the instances automatically.

Effectiveness of the identifiability in reality. It is desirable to check to which extent the assumptions hold in reality. To answer this question, we run 5-way-1-shot TFSL experiments on miniImageNet dataset for 2000 episodes.

![Fig. 4: Histogram of errors in 2000 episodes. The x-axis is the value of errors, while the y-axis is the number of errors.](image)

| Satisfied Assumptions | None | C1 | C1 and C2 | All |
|-----------------------|------|----|-----------|-----|
| Improved Episodes     | 0    | 424 | 1035      | 40  |
| Total Episodes        | 0    | 793 | 1164      | 43  |
| I/T                   | –    | 53.5% | 88.9% | 93.0% |

TABLE 1: Number of episodes satisfying each assumption and whether the transductive inference improve the performance.

Assumptions C1-C3. In each episode, we test whether the assumptions are satisfied and count them in Table 1. We can see that: (i) In more than half of the episodes the assumptions C1-C2 are satisfied. From our theorem, in this case ICI will have no false positive error. Hence our ICI will reduce the noise of pseudo-labeled instances without eliminating the correctly-predicted instances. Practically, most of them ($(1035 + 40) / (1164 + 43) = 89.0\%$) will achieve better performance after transductive inference. (ii) When all the assumptions are satisfied, the transductive inference will get better performance in a high ratio (93.0%). (iii) Even if C2-C3 are not satisfied, transductive inference still have the chance of improving the performance (53.5%). One major reason is that our iterative update strategy will help reduce the noise.

5 Experiments

Datasets. Our experiments are conducted on four widely used few-shot learning benchmark datasets including miniImageNet [73], tieredImageNet [23], CIFAR-FS [74] and CUB [75]. miniImageNet is consists of 100 classes with 600 labeled instances per category. We follow the split proposed by [73], using 64 classes as the base set to train the feature extractor, 16 classes as the validation set, and report performance on the novel set which consists of 20 classes. tieredImageNet is a larger dataset compared to miniImageNet, and its categories are selected from a hierarchical structure to split base and novel datasets semantically. We follow the split introduced in [23] with base set of 20 superclasses (351 classes), validation set of 6 superclasses (97 classes) and novel set of 8 superclasses (160 classes). Each class contains 1281 images on average. CUB is a fine-grained dataset of 200 bird categories with 11788 images in total. Following the previous few-shot setting in [76], we use 100, 50 and 20 classes for base, validation and novel set respectively. To make a fair comparison in model training and testing, we crop the bounding boxes provided by [77] for all the images in CUB. CIFAR-FS is a dataset derived from CIFAR-100 [78] with lower-resolution images. It contains 100 classes with 600 instances in each class. We follow the common split given by [74], using 64 classes to construct the base set, 16 for validation, and 20 as the novel set.

Experimental setup. We present the implementation details and experiment settings in the following. Unless otherwise specified, our implementation details and experiment setting are same with the default setting adopt by majority few-shot learning methods [76], [79], [80], [81], [82] for a fair comparison. Same as [15], [82], we employ ResNet-12 [83] with 4 residual blocks as the feature extractor in our experiments. Each residual block consists of three $3 \times 3$ convolutional layers, each of which followed by a batch normalization layer and a LeakyReLU (0.1) activation. A $2 \times 2$ max-pooling layer is appended at the end of each block to downsample the spatial size. The number of filters in each block is 64, 128, 256 and 512 respectively. Specifically, following [82], we adopt the Dropout [84] in first two blocks to vanish 10% of the output, and adopt Dropout [85] in latter two blocks to vanish 10% of output at channel level. Finally, an average-pooling layer is employed to produce the input feature embedding. We use the baseline method R12-proto-ac introduced in [86] to train the backbone with the global and nearest neighbor classification loss. SGD with
momentum is adopted as the optimizer to train the feature extractor from scratch. Momentum factor and strength of $L_2$ weight decay is set to 0.9 and 5e − 4, respectively. All input images are resized to 84 × 84. Our initial learning rate is set to 0.1 and decay to 0.006, 0.0012 and 0.00024 after 60, 70 and 80 epochs, respectively. The total training epochs is set to 90. In all of our experiments, we normalize the feature with $L_2$ norm and reduce the feature dimension to $d = 5$ using LLE [65] for the pre-processing part of ICI, while the classification part still use the original features. We use the logistic regression as our basic classifier. Our model and all baselines are evaluated over 2000 episodes with 15 test samples in each class.

### 5.1 Semi-supervised few-shot learning

**Settings.** In the inference stage, the unlabeled data from the corresponding category pool is utilized to help FSL. In our experiments, we report the following settings of SSFSL: (1) we use 15 unlabeled samples for each class, the same as TFS, to compare the performance of ICI between SSFSL and TFS setting with the same number of unlabeled data. (2) we use 30 unlabeled samples in 1-shot task, and 50 unlabeled samples in 5-shot task, same as current SSFSL approaches [24]; We denote these as 15/15 and 30/50 in Table 2. Note that CUB is a fine-grained dataset and does not have sufficient samples in each class, so we simply choose 5 as support set, 15 as query set and left samples as unlabeled set (about 39 samples on average) in the 5-shot task in the latter setting. For all settings, we select 5 samples for each class in each iteration. The process is finished when at most 15/15, 25/45 unlabeled instances are selected in total, respectively.

**Competitors.** We compare our algorithm with existing approaches in the SSFSL setting. TPN [22] classifies query samples by propagating labels from the support set and extra unlabeled set. LST [24] also uses self-taught learning strategy to pseudo-label data and select confident ones, but they achieve so by episodically training a neural network for many iterations. Other approaches include Masked Soft k-Means [23] and a combination of MTL with TPN and Masked Soft k-Means reported by LST.

**Results.** The results are shown in Table 2 where denoted as Semi. in the first column. We can observe that: (1) Comparing SSFSL with TFS with the same number of unlabeled data, we can see that our SSFSL results are only reduced by a little or even beat TFS results, which indicates that the information we got from the unlabeled data are robust and we can indeed handle the true distribution with unlabeled data practically. (2) The more unlabeled data we get, the better performance we have. Thus we can learn more knowl-

| Setting   | Model          | miniImageNet 1shot | miniImageNet 5shot | tieredImageNet 1shot | tieredImageNet 5shot | CIFAR-FS 1shot | CIFAR-FS 5shot | CUB 1shot | CUB 5shot |
|-----------|----------------|-------------------|-------------------|---------------------|---------------------|---------------|---------------|-----------|-----------|
| Baseline+ [20] | 51.75 ± 0.80 | 74.27 ± 0.63 | - | - | - | - | - | 65.51 ± 0.87 | 82.85 ± 0.55 |
| Baseline++ [20] | 51.87 ± 0.77 | 75.68 ± 0.63 | - | - | - | - | - | 67.02 ± 0.90 | 83.58 ± 0.54 |
| MatchingNet+ [10] | 52.91 ± 0.88 | 68.88 ± 0.60 | - | - | - | - | - | 72.30 ± 0.90 | 83.64 ± 1.00 |
| ProtoNet+ [8] | 54.16 ± 0.60 | 73.68 ± 0.65 | - | - | 72.20 | 83.50 | - | 71.88 ± 0.91 | 87.42 ± 0.48 |
| MAML+ [7] | 49.61 ± 0.92 | 65.72 ± 0.77 | - | - | - | - | - | 69.90 ± 1.01 | 82.70 ± 0.65 |
| In. RelationNet+ [9] | 52.48 ± 0.86 | 69.83 ± 0.68 | - | - | - | - | - | 67.59 ± 1.02 | 82.75 ± 0.58 |
| adaResNet [87] | 56.88 | 71.94 | - | - | - | - | - | - | - |
| TapNet [88] | 61.65 | 76.36 | 63.08 | 80.26 | - | - | - | - | - |
| CTMI [89] | 64.12 | 80.51 | 68.41 | 84.28 | - | - | - | - | - |
| MetaOptNet [82] | 64.09 | 80.00 | 65.81 | 81.75 | - | - | - | - | - |

| Tran. | TPN [22] | 59.46 | 75.65 | 58.68 | 74.26 | 65.89 | 79.34 | - | - |
|       | TEAM* [26] | 60.07 | 75.90 | - | - | 70.43 | 81.25 | - | - |
|       | CAN+T [53] | 67.19 ± 0.55 | 80.64 ± 0.35 | 73.21 ± 0.58 | 84.93 ± 0.38 | - | - | - | - |
|       | DPGN [56] | 67.77 ± 0.32 | 84.60 ± 0.43 | 72.45 ± 0.51 | 87.34 ± 0.39 | 77.90 ± 0.50 | 90.20 ± 0.40 | 75.71 ± 0.47 | 91.48 ± 0.33 |
| Semi. | MSkm + MTL | 62.10 | 73.60 | 68.62 | 81.00 | - | - | - | - |
|       | TPN + MTL | 62.70 | 74.20 | 72.10 | 83.30 | - | - | - | - |
|       | MSkm [23] | 50.40 | 64.40 | 52.40 | 69.90 | - | - | - | - |
|       | TPN [22] | 52.78 | 66.42 | 55.70 | 71.00 | - | - | - | - |
|       | LST [24] | 70.10 | 78.70 | 77.70 | 85.20 | - | - | - | - |

| Tran. | ICIC | 71.29 ± 0.59 | 83.12 ± 0.33 | 76.13 ± 0.62 | 86.73 ± 0.36 | 78.47 ± 0.60 | 86.41 ± 0.36 | 90.38 ± 0.42 | 94.30 ± 0.20 |
|       | ICIR | 72.39 ± 0.62 | 83.27 ± 0.33 | 77.48 ± 0.62 | 86.84 ± 0.36 | 79.19 ± 0.63 | 86.66 ± 0.36 | 90.89 ± 0.43 | 94.36 ± 0.20 |
| Semi. | ICIC | 70.97 ± 0.56 | 82.69 ± 0.33 | 76.00 ± 0.60 | 86.19 ± 0.36 | 78.44 ± 0.58 | 86.10 ± 0.36 | 88.89 ± 0.42 | 94.00 ± 0.20 |
|       | 15/15 ICIR | 72.32 ± 0.58 | 82.78 ± 0.33 | 76.98 ± 0.61 | 86.24 ± 0.36 | 79.20 ± 0.58 | 86.14 ± 0.36 | 90.45 ± 0.42 | 94.00 ± 0.20 |
| Semi. | ICIC | 71.43 ± 0.62 | 83.41 ± 0.35 | 78.01 ± 0.63 | 86.86 ± 0.37 | 80.25 ± 0.58 | 86.99 ± 0.36 | 91.75 ± 0.39 | 94.42 ± 0.20 |
|       | 30/50 ICIC | 73.12 ± 0.65 | 83.28 ± 0.37 | 78.99 ± 0.66 | 86.76 ± 0.39 | 80.74 ± 0.61 | 87.16 ± 0.36 | 92.12 ± 0.40 | 94.52 ± 0.20 |

**TABLE 2:** The averaged accuracies with 95% confidence intervals over 2000 episodes on several datasets. Results with (†)1 are reported in [20], with (†)2 are reported in [24], with (†)3 are reported in [82], (†)4 is our implementation with the official code of [22]. Methods denoted by (†)1 denotes ResNet-18 with input size 224 × 224, while (†)2 denotes ResNet-18 with input size 84 × 84. Our method and other alternatives use ResNet-12 with input size 84 × 84. In. and Tran. indicate inductive and transductive setting, respectively. Semi. indicates semi-supervised setting where (/) shows the number of unlabeled data available in 1-shot and 5-shot experiments. ICIC indicates the logistic regression version of our model, and ICIR indicates the linear regression version. We use logistic regression as our classifier. In each column, the highest result is in bold, and the second highest result is in italics.
edge with more unlabeled data almost consistently using a linear classifier (e.g. logistic regression). (3) Comparing to other SSFSL approaches, ICI also achieves varying degrees of improvements in almost all tasks and datasets. These results further verify the effectiveness of our approach.

5.2 Transductive few-shot learning

Settings. In transductive few-shot learning setting, people have the chance to access many query data in one go in the inference stage. Thus the unlabeled set and the query dataset are the same. In our experiments, we select 5 instances for each class in each iteration and repeat our algorithm until all the query samples are included.

Competitors. We compare ICI with current TFSL approaches. TPN [22] constructs a graph and uses label propagation to transfer labels from support samples to query samples and learn their framework in a meta-learning way. TEAM [26] utilizes class prototypes with a data-dependent metric to inference labels of query samples. CAN+T [53] uses the self-taught learning to train the model repeatedly within the specific designed network. DPGN [56] adopts contrastive comparisons to produce distribution representation.

Results. The results are shown in Table 2 where denoted as Tran. in the first column. Compared with current TFSL approaches, ICI is competitive, especially in the 1-shot tasks. Importantly and theoretically, under mild conditions of restricted eigenvalue, irrepresentability, and large error, we empirically show that our approach is guaranteed to collect the correctly-predicted pseudo-labeled instances from the noisy pseudo-labeled set; and our ICIR results achieve very competitive performance in almost all dataset. Essentially, our algorithm is theoretically grounded, orthogonal and useful to the other state-of-the-art methods. It is thus a future work of exploring how to incorporate our algorithm with the other competitors.

5.3 Ablation study

Visualization. We visualize the regularization path of $\gamma$ in one episode of the inference process in Fig. 5 where red lines are instances that are correct-predicted while black lines are wrong-predicted ones. ICI will choose instances in the lower-left subset.

Comparison with baselines. To further show the effectiveness of ICI, we compare ICI with other sample selection strategies under the self-taught learning pipeline. We consider the following baselines: (1) RA (random): Select instances randomly. (2) NN (nearest-neighbor): Select instances based on the distance between the pseudo-labeled instances and the labeled instance. We will select the pseudo-labeled instances which are the nearest neighbors of labeled instances with the same (pseudo-)category. (3) CO (confidence): Select instances based on the confidence given by the classifier, where the confidence is defined as the prediction scores/probabilities of the classifier. (4) CN (coefficient norm): Select instances based on the proposed metric without considering the effect of $\gamma$. That is, selecting instances based on the $y$-axis in Fig. 5 instead of $x$-axis. In this part, we have 15 unlabeled instances for each class and select 5 to re-train the classifier by different methods for Semi. and Tran. task on miniImageNet. From Table 3, we observe that ICI outperforms all the baselines in all settings. The main reason why the confidence predicted by the classifier (i.e. the results of “CO” in Table 3) is not enough is that some high-confident predictions are actually wrongly-predicted. Take the baseline of coefficient norm (CN) for example, the norm of the coefficient is directly the confidence score provided by the linear regression “classifier”, where small norm indicates small error on fitting the corresponding sample. In our illustration of regularization path (see Fig. 5), the norm of some wrongly-predicted instances (see the lowest black line for example) vanishes slower than the right-predicted instances. This is a case when the confidence predicted by the classifier cannot exclude the noise but ICI still works very well. Particularly, the most important difference is that our $x$-axis method is theoretically guaranteed; in contrast, there is no theoretical guarantee for $y$-axis method and other sample selection baselines, as explained in Theorem (1).

Effectiveness of iterative manner. Our intuition is the proposed ICI learns to generate a set of trustworthy unlabelled...
data for classifier training. One basic baseline is simply running the algorithm for one time, selecting a subset, retraining the classifier, and ending the process. We argue that such a pipeline cannot utilize the information provided by the pseudo-labeled instances sufficiently. To verify this, we run experiments with selecting different number of instances, and take different iterations in Figure 6. Results suggest that ICI obtains better accuracy with iterative selection manner. For example, select 6 images with two iterations (ICI(3)) is superior to select 8 images in one iteration (ICI(8)). To make a balance between computational cost, and performance, our experiments select 5 images per iteration.

| Acc (%) | 0-10 | 10-20 | 20-30 | 30-40 | 40-50 |
|---------|------|-------|-------|-------|-------|
| b/t     | 0/0  | 0/0   | 1/2   | 7/16  | 91/133|

| Acc (%) | 50-60 | 60-70 | 70-80 | 80-90 | 90-100 |
|---------|-------|-------|-------|-------|--------|
| b/t     | 312/446| 526/663| 464/544| 154/191| 3/5   |

TABLE 4: We run 2000 episodes, with each episode training an initial classifier. We denote “Acc” as the accuracy intervals; and “b/t” as the number of classifiers experienced improvement v.s. total classifiers in this accuracy interval.

Robustness against initial classifier. What are the requirements for the initial linear classifier? Is it necessary to satisfy that the accuracy of the initial linear classifier is higher than 50% or even higher? The answer is no. As long as the initial linear classifier can be trained, theoretically our method should work. It thus is a future open question of the influence of initial classifier. We briefly validate it in Table 4. We run 2000 episodes, with each episode training an initial classifier with different classification accuracy. Table 4 shows that most classifiers can get improved by ICI regardless of the initial accuracy.

| Model | 1shot | 5shot | 1shot | 5shot |
|-------|-------|-------|-------|-------|
| kNN   | 71.45±0.61 | 79.88±0.38 | 69.14±0.57 | 77.20±0.38 |
| SVM   | 72.13±0.62 | 82.76±0.34 | 70.76±0.58 | 80.83±0.35 |
| LR    | 72.39±0.62 | 85.27±0.33 | 72.32±0.58 | 82.78±0.33 |

TABLE 5: Performance of ICI using different classifiers on miniImageNet under several settings.

Robustness against choices of classifiers. Naturally, our proposed ICI is orthogonal to the choices of classifiers. To verify this, we select two other popular machine learning classifiers, linear support vector machine and k-nearest neighbor classifier, and run the SSFL/TFL 1-shot/5-shot tasks on the miniImageNet dataset. From results listed in Table 5, the performance on 1-shot task is comparable, while on 5-shot task LR is superior to the other two classifiers. Thus, one can select the classifier which fits best in their own task and still enjoy the improvements given by ICI.

Influence of reduced dimension. In this part, we study the influence of reduced dimension d in our algorithm on 5-way 1-shot miniImageNet experiments. The results with reduced dimension 2, 5, 10, 20, 50, and without dimensionality reduction i.e., d = 512, are shown in Table 6. Our algorithm achieves better performance when the reduced dimension is much smaller than the number of instances (i.e., d ≪ n), which is consistent with the theoretical property [28]. Moreover, we can observe that our model achieves the best accuracy of 72.39% when d = 5. Practically, we adopt d = 5 in our model.

| d   | Acc (%)     | Alg.      | Acc (%)     |
|-----|-------------|-----------|-------------|
| 2   | 70.03±0.58  | Isomap [90] | 71.49±0.60  |
| 5   | **72.39±0.62** | PCA [91] | 71.52±0.63  |
| 10  | 71.80±0.61  | LTSA [92] | 70.10±0.59  |
| 20  | 71.17±0.59  | MDS [93] | 68.05±0.53  |
| 50  | 69.30±0.55  | LLE [65] | 72.39±0.62  |
| 512 | 67.08±0.51  | SE [94] | 72.43±0.63  |

TABLE 6: Influence of reduced dimension and dimension reduction algorithms.

Influence of dimension reduction algorithms. Furthermore, we study the robustness of ICI to different dimension reduction algorithms. We compare Isomap [90], principal components analysis [91] (PCA), local tangent space alignment [92] (LTSA), multi-dimensional scaling [93] (MDS), locally linear embedding [65] (LLE) and spectral embedding [94] (SE) on 5-way 1-shot miniImageNet experiments. From Table 6 we can observe that the performance of ICI is comparable across most of the dimensionality reduction algorithms (from LTAS 70.10% to SE 72.43%) except MDS (68.05%). We adopt LLE for dimension reduction in our method.

| Features | Backbone | Task | Accuracy | Competitors | ICI R |
|----------|----------|------|----------|-------------|-------|
| CAN [53] | ResNet-12 | 1-shot | 67.19±0.55 | 70.53±0.63 |       |
|          |          | 5-shot | 80.64±0.35 | 81.30±0.36 |       |
| ELM [80] | WRN-28-10 | 1-shot | 71.4      | 71.39±0.63 |       |
|          |          | 5-shot | 81.2      | 82.61±0.36 |       |
| TAFLSL [55] | DenseNet | 1-shot | 77.06±0.26 | 76.83±0.60 |       |
|          |          | 5-shot | 84.99±0.50 | 85.12±0.32 |       |

TABLE 7: Comparison under different backbones with exactly the same features.

Influence of backbone. One might wonder how does the backbone influences the performance of ICI. In this part, we select three different competitors with different backbones, including ResNet-12, ResNet-18, and WideResNet. We use
their pre-trained model to ensure that we are using exactly the same features in experiments. The transductive few-shot learning results is listed in Table 7, from where we could find that ICI enjoys comparable or even better performance with different backbones using only a simple linear classifier. Hence the effectiveness of ICI does not depend on the selection of backbone.

In Section 3.4, we have shown that the penalty of the logistic regression coefficient is necessary for a unique solution. However, this introduces the hyper-parameters \( \lambda_1 \) and \( \lambda_2 \) which we need to trade-off. Note that since we still aim to find the solution path of \( \gamma \), which is solved when we use a list of \( \lambda_{2s} \). We set \( \lambda_1 = \alpha \lambda_2 \) for each solution point along the path and search for the best \( \alpha \) based on the inference performance on the validation set. Results are shown in Fig. 7, indicating that the performance is maximized when \( \alpha \) is set around 0.5. In our experiments, we use \( \alpha = 0.5 \).

6 Conclusion

In this paper, we have proposed a statistical method, called Instance Credibility Inference (ICI) to exploit the support of unlabeled instances for few-shot visual recognition. The proposed ICI effectively select the most trustworthy pseudo-labeled instances according to their credibility to augment the training set. In order to measure the credibility of each pseudo-labeled instance, we propose to solve a hypothesis by increasing the sparsity of the incidental parameters and rank the pseudo-labeled instance according to their sparsity degree. Theoretical analysis shows that under conditions of restricted eigenvalue, irrepresentability, and large error, our ICI is able to find all the correctly-predicted instances from the noisy pseudo-labeled set. Extensive experiments show that our simple approach achieves appealing performance on four widely used few-shot visual recognition benchmark datasets including miniImageNet, tieredImageNet, CIFAR-FS, and CUB.
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Denote Eq. (22) as $\hat{\gamma}$ holds, then there exists $\hat{\gamma}_i = 0$ for $i \in S^c$, that is, $\forall i \in S^c, |\hat{\gamma}_i| < 1$, i.e.

$$\left|\hat{\gamma}_i\right| < 1.$$  

To obtain $\hat{\gamma}_i = 0$ for $i \in S^c$, we have

$$\left|\hat{\gamma}_i\right| < 1.$$  

Recall that we have

$$\hat{\gamma}_i = \tilde{U}_S \tilde{\gamma}_S + \hat{\Upsilon} \varepsilon$$  

Hence

$$\hat{\gamma}_S = \tilde{\gamma}_S + \delta_S, \quad \delta_S := \left(U_S^\top \hat{\Upsilon} \varepsilon - \lambda \hat{\nu}_S\right).$$  

Plugging (38) and (39) into (34) we have

$$\left\|U_S^\top \hat{\Upsilon} \varepsilon - U_S^\top \tilde{\Upsilon} S \left(U_S^\top \tilde{\Upsilon} S \right)^{-1} U_S^\top \tilde{\Upsilon} S \tilde{\Upsilon} \varepsilon - \lambda \hat{\nu}_S\right\|_\infty < \lambda.$$  

or equivalently

$$\left\|\lambda U_S^\top \tilde{\Upsilon} S \left(U_S^\top \tilde{\Upsilon} S \right)^{-1} \hat{\nu}_S + \tilde{U}_S^\top (I - I_S) \tilde{\Upsilon} \varepsilon\right\|_\infty < \lambda.$$  

where $I_S = U_S^\top (U_S^\top \tilde{U}_S)^{-1} \tilde{U}_S^\top$. To ensure the sign consistency, replacing $\hat{\nu}_S = \text{sign} (\tilde{\gamma}_S)$ in the inequality above leads to the final result.

Lemma 3. Assume that $\varepsilon$ is independent sub-Gaussian with zero mean and bounded variance $\text{Var} (\varepsilon_i) \leq \sigma^2$. Then with probability at least

$$1 - 2cn \exp \left(- \frac{\lambda^2 \eta^2}{2\sigma^2 \max_{i \in S^c} \left\|u_i\right\|_2^2}\right)$$  

there holds

$$\left\|U_S^\top (I - I_S) \left(\tilde{\Upsilon} \varepsilon\right)\right\|_\infty \leq \lambda \eta$$  

and

$$\left\|\left(U_S^\top \tilde{U}_S\right)^{-1} \tilde{U}_S^\top \tilde{\Upsilon} S \tilde{\Upsilon} \varepsilon\right\|_\infty \leq \frac{\lambda \eta}{\sqrt{C_{\min} \max_{i \in S^c} \left\|u_i\right\|_2}}.$$  

Proof. Let $z_i^c = \tilde{U}_S^\top (I - I_S) \left(\tilde{\Upsilon} \varepsilon\right)$, for each $i \in S^c$ the variance can be bounded by

$$\text{Var} (z_i^c) \leq \sigma^2 \left(U_i^\top - I_S\right)^2 \tilde{U}_i \leq \sigma^2 \max_{i \in S^c} \left\|U_i\right\|_2^2.$$
Hoeffding inequality implies that
\[ P \left( \| \tilde{U}_S^\top (I - I_S) (\tilde{U} \tilde{e}) \|_\infty \geq t \right) \leq 2 |S^c| \exp \left( -\frac{t^2}{2 \sigma^2 \max_{i \in S^c} \| \tilde{U}_i \|_2^2} \right), \]

Setting \( t = \lambda \eta \) leads to the result.

Now let \( z = (\tilde{U}_S^\top \tilde{U}_S)^{-1} \tilde{U}_S^\top \tilde{U} \tilde{e} \), we have
\[
\text{Var} (z) = (\tilde{U}_S^\top \tilde{U}_S)^{-1} \tilde{U}_S^\top U \text{Var} (\tilde{e}) \tilde{U}^\top \tilde{U}_S \left( \tilde{U}_S^\top \tilde{U}_S \right)^{-1} \leq \sigma^2 \left( \tilde{U}_S^\top \tilde{U}_S \right)^{-1} \leq \frac{\sigma^2}{C_{\min}} I.
\]

Then
\[
P \left( \| (\tilde{U}_S^\top \tilde{U}_S)^{-1} \tilde{U}_S^\top \tilde{U} \tilde{e} \|_\infty \geq t \right) \leq 2 |S| \exp \left( -\frac{t^2 C_{\min}}{2 \sigma^2} \right).
\]

Choose
\[
t = \frac{\lambda \eta}{\sqrt{C_{\min} \max_{i \in S^c} \| \tilde{U}_i \|_2}},
\]
then there holds
\[
P \left( \| (\tilde{U}_S^\top \tilde{U}_S)^{-1} \tilde{U}_S^\top \tilde{U} \tilde{e} \|_\infty \geq \frac{\lambda \eta}{\sqrt{C_{\min} \max_{i \in S^c} \| \tilde{U}_i \|_2}} \right) \leq 2 |S| \exp \left( -\frac{\lambda^2 \eta^2}{2 \sigma^2 \max_{i \in S^c} \| \tilde{U}_i \|_2^2} \right).
\]

\( \square \)

**Proof of Theorem 1.** The proof essentially follows the treatment in [72] as well as the Huber’s LASSO case in [95]. The results follow by applying Lemma 3 to Proposition 2. Inequality (30) holds if condition C2 and the first bound (42) hold, which proves the first part of the theorem. The sign consistency (31) holds if condition C3 and the second bound (43) hold, which gives the second part of the theorem.

It suffices to show that \( \tilde{S} \subseteq S \) implies \( \tilde{O} \subseteq O \). Consider one instance \( i \), there are three possible cases for \( \gamma_i^* \in \mathbb{R}^{1 \times c} \):

1. \( \gamma_i^* \neq 0, \forall j \in [c] \); (2) \( \gamma_i^* = 0, \forall j \in [c] \); (3) \( \exists j,k \in [c] \), s.t. \( \gamma_i^* = 0, \gamma_i^* \neq 0 \). If instance \( i \) follows case (1) or case (3), then \( i \in \tilde{O} \). If it follows case (2), then \( i \in O^c \), and the indexes of all elements of \( \gamma_i \) in \( S^c \). Since we have \( \tilde{S} \subseteq S \), all elements of \( \gamma_i \) is in \( S^\ast \), hence \( i \in \tilde{O}^c \). Then we have \( \tilde{O} \subseteq O \).

\( \square \)
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