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1. Introduction

Unmanned ground vehicles (UGVs) have been successfully applied in diverse applications, such as planet exploration on the Moon and Mars [1, 2]. In recent years, UGVs have also been used for logistic services to reduce delivery costs [3]. Benefiting from autonomous technologies, UGVs can operate 24 hours per day and 7 days per week, which provides flexibility in terms of service time compared with conventional employee scheduling. Given the environment in which UGVs run, task assignment and path planning should be performed considering the parameters of parcels and UGVs. However, it is challenging to find an optimal solution with multiple UGVs under physical constraints. This problem is known as the vehicle routing problem (VRP), which was proved to be NP-hard [4].

The VRP model was first proposed by Dantzig and Ramser in 1959 [5] and has received increasing attention since then. A typical VRP aims at optimizing product delivery by vehicles from one depot or multiple depots to customers under certain constraints. There exist many extensions of the VRP, which can be classified into different categories according to configurations, problem modelling, solving algorithms, and objectives [6–16]. For example, this problem can be formulated differently considering homogeneous vehicles or heterogeneous vehicles [6, 7]. It can be further extended by adding different constraints to the original definition such as time constraints, traveling distance constraints, and capacity constraints [11, 12, 15, 17].

Typically, at the algorithm level, a VRP to solve is abstracted as a graph associated with vertices and arcs, such as a directed graph, an undirected graph, a connected graph, or a weighted graph. In the last decades, many algorithms were proposed and investigated, which include those based on branch and bound, cutting planes, dynamic programming,
and heuristic approaches. Due to the complexity of VRPs, heuristic algorithms often perform better in terms of computing time and flexibility and therefore are often preferred in practical applications. In [14], genetic algorithms are applied to solve the multidepot VRP, considering total traveling distance and total traveling time as two objectives. In [4], enhanced ant colony optimization (ACO) algorithms are proposed, which allow ants visit the depots more than once until they reach all customers. In [18], a heuristic algorithm combining a variable neighborhood search algorithm and a space saving heuristic algorithm is proposed for logistic optimization. However, most researches mainly considered homogeneous UGVs which are not always true in reality.

In this paper, the multiple heterogeneous UGV model is adopted for last-mile delivery within apartment complexes. The delivery service is divided into the VRP and the bin packing problem to achieve better performance. Utilizing the distributed feature of the PSO algorithm, we have developed a coordinate controller that can be installed within UGVs. The design of the controller is shown in Figure 1. Each controller consists of two parts, namely, the multinode coordinator and the PSO optimizer engine. This engine can be treated as a regular PSO optimizer that iterates to search in the solution space to obtain the best solution. The multinode coordinator acts as a lightweight coordinator for the whole team. Each controller has a multinode coordinator, while at any given time, only one coordinator is active, so that the whole team follows the guidance of one coordinator.

The coordinator takes care of the following tasks:

(i) Generating a leader coordinator by competition;
(ii) Sending messages to start and stop the optimization process;
(iii) Unifying the best solution that is assigned to each UGV.

The main contributions of this paper can be summarized as follows:

(i) Formulate the last-mile delivery with heterogeneous UGVs as an optimization problem aimed at minimizing the maximum makespan;
(ii) Propose an algorithm combining the Floyd’s algorithm and PSO algorithm for task assignment and path planning;
(iii) Propose a distributed logistic control algorithm validated using semiphysical simulations and experiments.

The remainder of this paper is organized as follows. Some existing techniques are reviewed in Section 2. Section 3 presents the proposed mathematical formulation of the last-mile delivery problem with multiple heterogeneous UGVs. The proposed algorithm is introduced in Section 4. Coordinate controller for distributed logistic with multiple UGVs is given in Section 5. Validation experiments are reported in Section 6. Finally, Section 7 concludes the paper.
2.2. Heuristic Searching Algorithms. Theoretically, a graph search-based algorithm can usually provide the shortest path. However, with the increase of the scale of the problem, the computing time needed becomes intolerable. Heuristic searching algorithms are then developed to provide a solution within acceptable computing time. This is achieved by guiding the search direction with some kind of heuristic information. From this perspective, heuristic searching methods can be treated as an extension of graph search planners. The heuristic searching algorithms are usually used to solve practical applications. For example, a heuristic method was proposed to improve efficiency and merging capacity for highway T-junctions in [29].

Some significant representative heuristic searching algorithms are the A* algorithm and its dynamic version, the D* algorithm [30]. Extension of these algorithms includes the classic Dijkstra’s algorithm. In [25], the Dijkstra’s algorithm is modified to find the maximum load path to improve the freight transport efficiency. In [26], the Dijkstra’s algorithm is combined with the impedance function model to find the shortest path in a parking lot, taking the dynamic time of routes into account. These methods are further combined with heuristic searching algorithms. In [27], the Floyd’s algorithm is combined with the genetic algorithm (GA) for route planning in multi-modal transport. The Floyd’s algorithm is used to find the shortest path and the GA algorithm is used to obtain the optimal transport mode. Following a similar idea, in [28], the Floyd’s algorithm is combined with an ant colony optimization to search the path for robots. The Dijkstra’s algorithm is applied to initial path planning, while a modified ant colony optimization algorithm is then applied to optimize the initial path. The algorithm proposed in our paper is also a combination of a classic shortest path algorithm enhanced with heuristic searching algorithm, combined with constraints of application background taking into account.

2.3. Bio-Inspired Optimization Algorithms. Due to limitations of traditional path planning approaches, algorithms inspired by the observation of natural systems are developed to solve this NP complex problem [41], which attracts a growing interest of researchers. Among bio-inspired algorithms, the more widely used ones include the GA, the particle swarm optimization (PSO) algorithm, and the ant colony optimization (ACO) algorithm.

GA is a popular search-based algorithm, which was initially proposed by Bremermann in 1958 [42]. GA is a means to solve optimization problems. It generally relies on an objective function that must be maximized or minimized under specified constraints. In this case, a population of candidate solutions is assigned to a given problem, and individuals in the population are assigned adaptive capacity values according to the objective function. Individuals in the population are selected according to the environment, and gene transfer can be carried out by exchanging genetic
materials that define possible solutions. Mutations in the population ensure diversity and avoid premature convergence of the algorithm, which may lead to missing the optimal result. Compared with local algorithms, genetic algorithms can make better use of historical information. Shibata et al. proposed a strategy using GA in a static environment for the application of path planning [43].

In an unknown environment, GAs only need very little prior information to complete path planning and an implementation can be found in [44].

PSO is a heuristic algorithm based on natural phenomena, which was initially intended for simulating the social behavior of fish or birds. The basic idea was first proposed by Eberhart and Kennedy in 1995 [45] and soon became a popular optimization algorithm used to solve various problems in engineering and science. It does not require any individual leader and the required solution is obtained via guiding the particles’ search by particles close to the food. Each particle considered through PSO represents a possible solution in the algorithm. At present, PSO is widely used in many fields, including multirobot positioning and path planning [46–49]. The use of PSO helps to reduce the computational effort to find a solution, maintain stable convergence characteristics, avoid falling into local optimum, and obtain higher-quality path planning results.

Ant system is an intelligent bionic optimization algorithm inspired by the foraging behavior characteristics of ant populations in nature by Italian researcher Dorigo [50]. It is a basic ACO algorithm, which provides a framework for other ACO algorithms. ACO has some drawbacks such as slow convergence speed, a tendency to fall into local optimum, and premature convergence. In response to these problems, many researchers have proposed effective improvements to the algorithm framework and structure, such as ant colony system [51, 52], max-min ant system [53], ant system with elitist strategy, and ant system with elitist strategy and ranking [54]. These improved algorithms have effectively improved the optimization ability, but a fixed pattern is used to update the pheromone and probability transfer rules, which lacks flexibility and fails to solve the problem of premature convergence.

In this paper, we combine the Floyd’s algorithm with PSO algorithm to solve the last-mile delivery with multiple heterogeneous UGVs. The PSO algorithm is adopted to obtain the best task assignment solution for each UGV. The Floyd’s algorithm is then applied to provide the waypoint sequence a UGV should follow. More details are presented in the following section.

3. Problem Formulation considering Multiple Heterogeneous UGVs

The problem to be solved in this paper can be modeled as follows. We use $K$ robots to deliver $G$ packages to $L$ destinations from a warehouse. Robots are identified by an index $k$, ranging from 1 to $K$. Generally, the number of packages are not the same as the number of destinations, because there is a chance that some destinations receive no package, while some receive more than one package. As a result, $G$ is generally different from $L$. In practice, we can ignore the destinations that receive no package. Meanwhile, if multiple packages must be delivered to the same destination, they can be treated as one big package. Thus, the problem of package delivery can be simplified and we get $G = L$. The maximum weight a robot can carry is $b_k$, $k = 1, 2, \ldots, K$, and the weight of each package to its destination is $w_{ij}, i = 1, 2, \ldots, L$. The cost for robot $k$ moving from the warehouse (represented by 0) or destination $i$ to destination $j$ is represented as $c_{ij}, i = 0, 1, \ldots, L, j = 1, \ldots, L$. The cost depends on the length of the path it chooses. The problem that needs to be solved is thus to spend minimum cost to deliver all the packages to their destinations. We define two more variables as follows:

$$
y^k_i = \begin{cases} 
1, & \text{package } i \text{ is delivered by robot } k, \\
0, & \text{otherwise}, 
\end{cases}
$$

$$
x^k_{ij} = \begin{cases} 
1, & \text{robot } k \text{ needs to return to warehouse}, \\
0, & \text{otherwise}, 
\end{cases}
$$

Thus, the problem can be modeled as minimizing total delivery cost. Then, we have

$$
\text{min } C(x^k_{ij}, y^k_i) = \sum_{k=1}^{K} \sum_{i=0}^{L} \sum_{j=0}^{L} c_{ij}x^k_{ij} + \sum_{k=1}^{K} \sum_{i=0}^{L} r^k_{0i},
$$

s.t.: $\sum_{j=1}^{L} y^k_j = L = G$, $\forall k$,

$$
\sum_{i=1}^{L} x^k_{ij} = y^k_i, \quad \forall i, k,
$$

$$
\sum_{i,j \in S \times S} x^k_{ij} \leq |S| - 1, \quad S \in \{1, 2, \ldots, L\} \forall k,
$$

where $r^k_{0i}$ stands for the shortest time for robot $k$ returning to the warehouse from destination $i$. Equation (2b) implies that at one time, the weight of all packages carried by a robot should not exceed its ability. However, the weight of all packages allocated to a robot can exceed the ability of the robot in which case the packages are delivered through
multiple deliveries. Equation (2c) implies that all packages are delivered.

The solution of the abovementioned problem is a set of \( x_{ij}^k \) and \( y_{ij}^k \) that can be encoded as

\[
P_k = [p_{1}^k, p_{2}^k, \ldots, p_{i}^k, \ldots, p_{N}^k], \quad k = \{1, 2, \ldots, K\}, p_i \in [0, K),
\]

where \( p_i^k \) stands for the case when the \( k \)th robot delivers a package to destination \( i \). Based on this solution, we can further obtain the sequence of points that guides the movement of each robot.

In this paper, we are seeking to provide a schedule for all robots so that the task can be accomplished as fast as possible. The schedule must satisfy the following constraints:

(i) All packages are initially stored at a warehouse. Initially, the robots can be randomly deployed. After accomplishing the tasks, all robots need to return back to the warehouse.

(ii) The packages carried by a robot should not be heavier than the maximum payload of the robot.

In order to solve this problem, we combine the Floyd’s algorithm with the PSO algorithm to find best solutions. The PSO algorithm is adopted to obtain the best task assignment. It specifies both the collection of packages delivered by certain robots and the order of delivering the packages. The Floyd algorithm is then adopted to provide the waypoint sequence the robot should follow.

To apply the PSO algorithm to solve this problem, the task assignment should be encoded as particles. Each particle is defined as a vector with multiple elements. The indexes of elements in one vector correspond to packages. The elements are generated randomly within a predefined range. The integer part of an element indicates the ID of a robot, and the fractional part indicates the order. The smaller the fractional part is, the earlier a package is delivered.

For example, if 2 robots are sent out to deliver 5 packages, a particle can be \([1.2, 2.5, 1.1, 2.3, 2.7] \). This particle means that robot 1 delivers package 1 and package 3 since the first and third elements are 1.2 and 1.1, whose integer parts are 1. Package 3 should be delivered before package 1 because 1.1 is smaller than 1.2. Thus, the IDs of packages delivered by robot 1 are elements \([3, 1] \), and they are delivered following this order. Similarly, robot 2 is in charge of delivering elements \([4, 2, 5] \) with the corresponding order.

The fitness function can be given by

\[
\min\left(\max(t_1, t_2, \ldots, t_N)\right),
\]

where \( t_i (i = 1, \ldots, N) \) is the time needed for robot \( i \) to finish its task. With this definition, the PSO algorithm can be applied to get the best task assignment solution. We then need to plan path for each robot. This is achieved by connecting the destinations of the packages. We use Floyd’s algorithm to get the shortest paths between pairs of the destinations, and the path for robots can be obtained by connecting these paths.

4. Hybrid Algorithm for Task Assignment and Path Planning

This section introduces the algorithm to assign tasks and plan path for robots. The input of the algorithm is three matrices: (1) the adjacency matrix of the map \( A^{map} \), (2) the features matrix of the robots \( A^{robot} \), and (3) the weight matrix of the packages \( A^{package} \). The map is structured as a graph, with the warehouse and destinations being the nodes of the graph and paths connect nodes with edges. The weights of the edges are the length of corresponding paths. The feature matrix indicates the features of the robots. Each line indicates a robot, with the first row being speed, the second row being maximum payload, the third row being the time for the robot to pick up a package, and the fourth row being the time to drop a package. The weight matrix indicates the weight of the packages.

The output of the algorithm is \( N \) matrices as \( A^{out}_i \), \( i = 1, 2, \ldots, N \), each corresponding to one robot. Each output matrix contains two rows. The first row contains a sequence of points of the way for the robot to follow, and the second row indicates the action the robot should perform at a specific waypoint.

The method proposed in this paper comprises three phases, as specified in Algorithm 1.

The first phase executes the classical Floyd’s algorithm, as in lines 1–12. Taken \( A^{map} \) as input, it creates two matrices as \( A^{distance} \) and \( A^{via} \). Element \( d_{i,j} \) in \( A^{distance} \) is the shortest distance between node \( i \) and \( j \), and element \( v_{i,j} \) indicates the shortest path from node \( i \) to node \( j \) via \( v_{j,i} \).

The task sequence for each robot can then be obtained with the PSO algorithm, listed in lines 13–28. With the encoding scheme introduced in Section 3, the basic part of the PSO algorithm used here is the same as the classical one. The main difference is in the calculation of the fitness function. To calculate the fitness function of a particle, we first decode it, generating the package sequence for each robot. Then, we check the sequence to see if the accumulation of weight is over the maximum payload of the robot. If so, 0 is inserted into the sequence. As 0 is the label of the warehouse, this will force the robot to go back to the warehouse at a proper time. In this way, if the total weight of packages for a robot is over its maximum payload, the robot will divide the packages into several batches. From \( A^{distance} \), we can get the shortest distance for a robot to finish the task following this sequence. Then, the time spent by each robot to complete its assignment can be obtained, and finally, we get the value of the fitness function.

In order to guide robots, we then calculate the waypoint sequences for the robots and the actions taken at each waypoint, listed in lines 29–48. This is achieved by calculating the shortest sequence of waypoints that connect each pair of nodes in the task sequence according to \( A^{via} \).
Input: $A_{\text{map}}, A_{\text{robot}}, A_{\text{package}}$

Output: $A_{\text{out}}, i = 1, 2, \ldots, N$

1. Create $A_{\text{distance}}$ with $A_{\text{distance}} = A_{\text{map}}$
2. Create $A_{\text{via}}$ with $a_{ij}^{\text{via}} \leftarrow f(i, j)$ where $i, j = 0, \ldots, L$
3. For $v = 0 \rightarrow L$, do
   4. For $a = 0 \rightarrow L$, do
      5. For $b = 0 \rightarrow L$, do
         6. If $a_{ij}^{\text{distance}} > a_{ab}^{\text{distance}}$, then
            7. $a_{ij}^{\text{distance}} = a_{ab}^{\text{distance}} + a_{ij}^{\text{distance}}$
         8. End if
     9. End for
   10. End for
   11. End for
12. End for
13. Create swarm: $p_i \leftarrow \text{RAND}(0, N), i = 1, 2, \ldots, n_{\text{swarm}}$, set $v_i \leftarrow 0, i = 1, 2, \ldots, n_{\text{swarm}}$
14. $P^\text{best} \leftarrow p_i, i = 1, 2, \ldots, n_{\text{swarm}}, g^\text{best} \leftarrow p_i$
15. For $i = 1 \rightarrow n_{\text{best}}$, do
16. For $j = 1 \rightarrow n_{\text{swarm}}$, do
17. $v_j \leftarrow c_0 \times v_j + c_1 \times \text{RAND}(0, 1) \times (p_{\text{best}} - p_j)$
18. $P_{\text{temp}} \leftarrow P_j + v_j$
19. Constrain each element of $P_{\text{temp}}$ within $(0, N)$
20. $P_j \leftarrow P_{\text{temp}}$
21. If $\text{FITNESS}(P_j) > \text{FITNESS}(p_{\text{best}})$, then
22. $P_{\text{best}} \leftarrow P_j$
23. End if
24. End for
25. $g^\text{best} \leftarrow \arg\min_{p_{\text{swarm}}} \left(\text{FITNESS}(p_{\text{best}})\right)$
26. End for
27. End for
28. $T_i \leftarrow \text{DECODE}(g^\text{best}), i = 1, 2, \ldots, N$
29. For $i = 1 \rightarrow N$, do
30. $t_{\text{start}} \leftarrow t_1, t_1 \in T_i$
31. $S_{\text{path}} \leftarrow [t_{\text{start}}]$
32. If $t_{\text{start}} = 0$, then
33. $S_{\text{section}} \leftarrow [t \rightarrow p t]$
34. Else
35. $S_{\text{section}} \leftarrow [t \rightarrow dp t]$  
36. End if
37. For $j = 2 \rightarrow \text{LENGTH}(T_i)$, do
38. $t_{\text{end}} \leftarrow t$
39. $S_{\text{path}} \leftarrow \text{PATH}(t_{\text{start}}, t_{\text{end}}, A_{\text{via}})$
40. Delete the first element from $S_{\text{path}}$
41. $S_{\text{path}} \leftarrow [S_{\text{path}} \rightarrow t_{\text{start}}]$
42. $S_{\text{section}} \leftarrow [t \rightarrow i, \ldots, t \rightarrow i]$, the number of ‘-’ is the same as $\text{LENGTH}(S_{\text{path}})$
43. $t_{\text{start}} \leftarrow t_{\text{end}}$
44. $S_{\text{path}} \leftarrow [S_{\text{path}}], t_{\text{start}}$
45. If $t_{\text{start}} = 0$, then
46. $S_{\text{section}} \leftarrow [S_{\text{section}} \rightarrow [t \rightarrow dp t]]$
47. Else
48. $S_{\text{section}} \leftarrow [S_{\text{section}} \rightarrow [t \rightarrow dp t]]$
49. End if
50. End for
51. End for
52. $A_{\text{out}} \leftarrow [S_{\text{path}}, S_{\text{section}}]$

Algorithm 1: Algorithm to assign tasks and plan path.

In this algorithm, the $\text{RAND}(a, b)$ function returns a random real number between $a$ and $b$. The function $\text{DECODE}(P)$ decodes a particle $P$ and returns $N$ sequences, and each of them represents a task sequence for a robot. The function $\text{LENGTH}(P)$ returns the length of vector $P$. The function $\text{PATH}(v_{\text{start}}, v_{\text{end}}, A_{\text{via}})$ provides a sequence of waypoints, based on Floyd’s algorithm. The function $\text{FITNESS}(P)$ offers the fitness value of the particle $P$, achieved with Algorithm 2. In this algorithm, we first decode the particle to obtain a sequence of tasks, i.e., the
destinations of packages. We then insert 0, which indicates
the warehouse, into proper positions in the sequence so that
the total weight a robot is carrying will not be heavier than its
maximum payload. Finally, we calculate the time spent by
each robot to accomplish the task and choose the solution
with the maximum fitness score as the return value.

5. Coordinate Controller for Distributed Logistic with Multiple UGVs

Based on Algorithm 2, we have developed a controller that
can be distributed on a set of UGVs. These controllers can
communicate with each other, achieve collective decision-
making, and finally drive each robot to deliver goods to
corresponding targets following an optimized path.

To further speed up the process of obtaining the work
plan, distributed optimization is adopted. With this scheme,
the computational load is divided into different UGVs in the
system. Then, a semiphysical simulation platform is develop-
ed, with a workstation working as the working environ-
ment that executes robot models. We randomly generate
various initial conditions, i.e., random maps, features of
robots, and weight of packages, to compare the performance
of the coordinate controller. Finally, we install these coor-
dinate controllers to a set of UGVs and carry out experi-
ments in a simulated environment. As the simulated
environment is very similar to the actual working scenario,
the experiment can demonstrate the effectiveness of the
controller.

Even through each controller in the swarm has a co-
ordinator, at any time, only one of them acts as a leader. The
leader keeps sending heartbeat packages, and once it fails,
the whole swarm elects a new leader. To ensure only one
robot is elected as the leader, we need to map some kind of
unique ID into a metric that can be sorted or compared. In
our work, we use the MAC address as a unique ID for each
robot, and we map a MAC address into a number, which is
contained in the heartbeat package of the leader. In case that
a robot receives no heartbeat package for a period, it
broadcasts a heartbeat package to its peers. If a robot receives
a heartbeat package with a smaller ID, it is forced into si-
cence, acting as a follower. Finally, only the robot with the
smallest ID could emit and becomes the leader.

The leader robot is in charge of controlling the opti-
mization process of the whole swarm, so that all robots can
agree to the same work plan. There are several triggers that
can start the optimization process for the swarm. The trigger
can be any situation that changes conditions of the last
optimization, such as failure of a robot, change of desti-
nation, or arrival of new packages. Once conditions change,
a new plan should be obtained as fast as possible. Thus, the
coordinator sends a stop message a period after sending a
start signal. This period should be short, and in our case, we
set it as one minute, which can be adjusted according to
application requirements.

In order to avoid contradiction, all robots in the swarm
should agree to the same work plan. The leader coordinator
determines the current best particle as a work plan and
broadcasts it to the whole swarm.

A PSO engine that runs on each robot is shown in
Figure 2. During iterations, each time a robot finds a better
solution, it broadcasts the solution to the swarm. Once
receiving such message, a robot will compare the solution
with its current global best solution. If it is a better solution,
then the current global best solution is replaced. It can be
proved that ignoring package loss, each PSO engine always
agrees with the best particle of the whole swarm. The
problem can be abstracted into the following mathematical
problem.

```
Input: A\text{distance}, P, A^\text{robot}, A^\text{package}
Output: v_{\text{fitness}}
(1) T_i \leftarrow \text{DECODE}(P), i = 1, 2, \ldots, N
(2) \text{For} i = 1 \rightarrow N, \text{do}
(3) \ w^\text{load}_i \leftarrow w_i, \text{ from } A^\text{weight}, d^\text{total}_i = 0
(4) \text{For} j = 2 \rightarrow \text{LENGTH}(T_i), \text{do}
(5) \ w^\text{total}_j \leftarrow w^\text{load}_i + w_j
(6) \text{If } w^\text{total}_j > w^\text{payload}_i, \text{ then}
(7) \ \text{Get } w^\text{payload}_i \text{ from } A^\text{robot}
(8) \text{Insert } 0 \text{ after the } f^{\text{th}} \text{ element in } T_i
(9) d^\text{total}_i \leftarrow d^\text{total}_i + A^\text{distance}
(10) w^\text{total}_j \leftarrow 0
(11) \text{Else}
(12) d^\text{total}_i \leftarrow d^\text{total}_i + A^\text{distance}
(13) \text{End if}
(14) \text{End for}
(15) \text{time}_\text{c}_i \leftarrow d^\text{total}_i \cdot \text{speed}_i
(16) \text{Get speed}_i \text{, from } A^\text{package}
(17) \text{End for}
(18) v_{\text{fitness}} \leftarrow \text{max} (\text{time}_1, \text{time}_2, \ldots, \text{time}_N).
```

Algorithm 2: Fitness function.
There are $N$ arrays recorded as $(P_i, P_{bi})$, $i = 1, \ldots, N$. $P_i$ is a parcel of the $i$-th robot, which is generated periodically. $P_{bi}$ is the best solution of the $i$-th robot. For each array, $P_i$ randomly changed, and it is not necessary for each $P_i$ of all robots to change synchronously. The change of $P_{bi}$ obeys the following rules:

1. Iniitially, $P_{bi}(0) \leftarrow \infty$
2. $P_{bi}$ is updated as $P_{bi} = P_{i}^{\text{new}}$ if $P_{i}^{\text{new}} \leq P_{bi}$
3. When any $P_{bi}$ in a robot is updated, $P_{bj} \leftarrow P_{bi}$, if $P_{bj} > P_{bi}$, $\forall j \in \{1, \ldots, N\}, j \neq i$.

It can be ensured that the system can converge to $P_{b_{\text{best}}} = P_{bi}, i = 1, \ldots, N$. $P_{b_{\text{best}}}$ is the smallest number that has been generated so far for the swarm. Strict proof is given as follows.

Assume array $I$ generates a $P_{i}^{\text{new}}$ and $P_{i}^{\text{new}} \leq P_{bi}$; according to rule (2) above, $P_{i}$ is updated only when $P_{i}^{\text{new}} \leq P_{bi}$. According to rule (3), if $P_{bj} > P_{bi}$, $P_{bi}$ is not updated, and thus we have that the current $P_{bi}$ is smaller than any $P_i$ ever generated. Assume at $T$, $P_{bi}(T)$ is updated. Meanwhile, $P_{bj}(T), \forall j \in \{1, \ldots, N\}\} \text{ will also try to update} \text{ according to rule (3). There are two situations:}$

1. If $P_{bj}(T) \geq P_{bj}(T)$, then $P_{bj}(T) \leftarrow P_{bj}(T)$ so $P_{bj}(T) = P_{bj}(T)$.
2. If $P_{bj}(T) < P_{bj}(T)$, according to rule (1), this implies that $P_{bj}(T) \neq \infty$. So, $P_{bj}(T)$ has at least been updated once. Assume that the last time $P_{bj}$ is updated at $T - 1$. Thus, the value of $P_{bj}$ is marked as $P_{bj}(T - 1)$, and consequently, the value of $P_{bi}$ is $P_{bi}(T - 1)$. If $P_{bj}(T - 1) > P_{bj}(T - 1)$, then $P_{bj}(T - 1)$ should be updated according to rule (3), and we have $P_{bj}(T - 1) = P_{bj}(T - 1) = P_{bj}(T) < P_{bj}(T)$. Then, we have $P_{bj}(T - 1) < P_{bj}(T)$. According to rule (2), $P_{bi}$ should not be updated at $T$.

Therefore, the second situation mentioned above is false and we can directly get the solution that $\forall i, P_{bi}$ is the same value. Thus, $P_{bi}$ is the smallest value ever generated.

Mapping the problem mentioned above to our distributed PSO algorithm, we have that all PSO engines share the same $g_{\text{best}}$, and thus, it is similar to the PSO algorithm running on the same computer. Besides, according to the problem mentioned above, synchronization is not necessary. Thus, the controller can run on a set of heterogeneous robots.

### 6. Simulation Study

#### 6.1. Semiphysical Simulation

Based on the abovementioned ideas, we developed the controller using Raspberry Pi 3b+. This controller is called the distributed logistic controller (DLC). To help develop the controller and test its performance, we also developed a semiphysical simulation platform. Then, we randomly generated multiple maps with packages with different weights, and simulation experiments were carried out to compare the performance of the classic centralized PSO controller and the DLC.

The design of the semiphysical simulation platform is shown in Figure 3. It is developed with Qt Creator and is running on a Dell Precision 3630 workstation. It imitates the environment and dynamics models of UGVs. Multiple Raspberry Pi boards connect the simulation platform via Ethernet using a switch. Each Raspberry Pi runs a PSO optimizer engine to find optimized solutions for all robots, including task assignment and path planning. The DLC is also implemented with a Raspberry Pi to verify the system performance.

The simulation platform consists of the following parts:

1. UI interface, displaying the status of the robots and allowing people to control the simulation process
2. Robot models, equipped with the low layer of a PID controller and dynamic model of UGVs, so that the platform can simulate the performance of the UGVs
3. Simulation engine, basic structure of the simulation platform
4. Virtual environment, loaded map that can interact with the robot models
5. Virtual-physical interface, used to connect the robot controller into the simulation platform.

Besides debugging the program during the development of the controller, we used the platform to test the performance of the controller. The simulation platform is given in Figure 3. The reason why we developed a distributed...
controller is to deal with the situation where a high-performance workstation is unavailable. The simulation process is shown in Figure 4.

Various experiments were carried out on the half-physical simulation platform to test the performance of the controller. For verifying the results, the adaptive cat swarm optimization (ACSO) in [55] and the classic centralized logistic controller are used to compare with the proposed distributed controller. As the optimization algorithm has a feature of randomness, we generate multiple maps randomly and repeat simulation of each map multiple times. The maps were generated with a different number of packages, i.e., 50 packages, 100 packages, 150 packages, and 200 packages, each with 5 maps. Meanwhile, we repeat a simulation 10 times to get a statistical conclusion. To ensure the existence of feasible solutions, all maps are connected graphs. Figure 4 shows one map structure.

For each map, three kinds of controllers are tested. The first controller is a classic centralized PSO controller, the second one is the ACSO controller in [55], and the last one is our DLC controller. For each simulation, we use a robot swarm consisting of four UGVs to deliver packages. The weight of each package is randomly generated along with a swarm consisting of four UGVs to deliver packages. 

\[ \text{swarm} = \{ \text{UGV}_1, \text{UGV}_2, \ldots, \text{UGV}_n \} \]

The weight of each package is randomly generated along with the swarm of four UGVs to deliver packages. Each package is independently generated with random parameters. The swarm is connected with a physical interface. The DLC controllers are connected to the swarm via a virtual-physical interface. The DLC controllers are connected to the swarm via a virtual-physical interface. The DLC controllers are connected to the swarm via a virtual-physical interface.

\[ \text{swarm} = \{ \text{UGV}_1, \text{UGV}_2, \ldots, \text{UGV}_n \} \]

\[ \text{UGV} \]

\[ \text{Simulation engine} \]

\[ \text{Virtual environment} \]

\[ \text{Virtual-physical interface} \]

\[ \text{Switch} \]

\[ \text{DLC}_1, \text{DLC}_2, \ldots, \text{DLC}_n \]

Figure 3: Simulation platform.

controller are painted in red. It is obvious that the mean delivery time using the DLC is the shortest among all three controllers. Furthermore, in most cases, the delivery time variation of experiments is smaller with DLCs than that with classic PSO controllers or with the ACSO controller, which improves the system performance.

The time complexity of the proposed DLC can be expressed as

\[ O(N_{\text{iter}} \times N_{\text{swarm}} \times N_{\text{robot}} \times N_{\text{package}}) \]

with \( N_{\text{iter}} \) being the number of iterations, \( N_{\text{swarm}} \) being the swarm size, \( N_{\text{robot}} \) being the number of robots deployed, and \( N_{\text{package}} \) being the number of packages to be delivered.

Besides time complexity, we also care about the convergence performance of the solution provided by the DLC. Facing a specific NP-hard problem, whose analytical optimum solution is hard to be obtained, we cannot guarantee to obtain the global optimum solution. However, we can verify the extent to which it performs better than available methods with a large number of experiments. Furthermore, statistical conclusions can be drawn based on experiment results. We define a metric as

\[ p_{\text{norm}} = \left( \frac{p_{\text{other}} - p_{\text{DLC}}}{p_{\text{mean}}} \right) \times 100\% \]

We use the ratio of the mean task makespan taking the mean value of the DLC as a benchmark. It turns out that compared with a PSO controller, the values of \( p_{\text{norm}} \) for maps with 50, 75, 100, and 150 packages are 4.87 %, 12.51 %, 10.28 %, and 8.95 %, respectively. Compared with the ACSO controller, the values of \( p_{\text{norm}} \) for maps with 50, 75, 100, and 150 packages are 11.80 %, 16.50 %, 11.63 %, and 10.79 %, respectively.

As time spent on every experiment is the same, the results indicated that the DLC has a higher chance to converge faster than the other two methods in our experiments. We further define the metric

\[ s_{\text{norm}} = \left( \frac{s_{\text{std}}}{s_{\text{mean}}} \right) \times 100\% \]

\[ s_{\text{std}} \]

In which \( s_{\text{std}} \) is the standard deviation of a set of solutions, and \( s_{\text{mean}} \) is the mean value of this set of
Table 1: Robot features of a semiphysical simulation.

| Robot ID | 1   | 2   | 3   | 4   |
|----------|-----|-----|-----|-----|
| Speed (m/s) | 2   | 1   | 2.5 | 1   |
| Payload (kg) | 35  | 20  | 50  | 70  |
| Load time (s) | 10  | 10  | 15  | 15  |
| Drop time (s) | 10  | 10  | 15  | 15  |

Figure 4: Simulation process. Green dots stand for robots, blue squares mean that parcels have been delivered to destinations, and blue circles are destinations; a text above a green dot indicates the robot ID, the current loaded goods, and the current action.

Figure 5: Continued.
solutions. This metric is a normalization of the standard deviation of a set of solutions. For the DLC, the values of $s_{\text{norm}}$ for maps with 50, 75, 100, and 150 packages are 2.57%, 4.34%, 5.66%, and 4.78%, respectively. The values indicate that the DLC can provide stable solutions in spite of changes in maps.

6.2. Experiment with UGVs. Finally, we installed these controllers into UGVs and experiments were carried out. In these experiments, goods are delivered by three different robots. The features of the robots are shown in Table 2. In the table, we report the maximum payload and the speed of each robot. We assume that each robot spends constant time to pickup or drop a package. The time is also shown in the table. The arena consists of 15 houses and 1 warehouse, with the map shown in Figure 6.

We assume a truck will carry all the packages and the robots to the warehouse, and then robots are sent out to deliver each package to its destination. We assign label 0 to the warehouse, and the labels of the houses increase from 1 to 15. The weight of the packages for each house is shown in Table 3.

The algorithm proposed in this paper was used to solve the task assignment and path planning problems for a multirobot system. We assign the tasks for each robot and plan the paths for them to follow, so that the task can be accomplished in the shortest time. In order to achieve this purpose, we first build a graph model according to the map shown in Figure 6. Both the warehouse and the houses are treated as nodes. If a robot can move from one node directly to another node, without passing by a third node, we connect the two nodes with a edge, with the distance between the two nodes assigned as the weight of the edge. The graph model of the environment is shown in Figure 7. The adjacency matrix can then be built based on the graph model.

For the PSO algorithm, we set the swarm size as 50 and the total iteration time as 200. The minimum time to complete all tasks is about 727 s, and this solution can be obtained within 30 seconds. This makespan value does not vary much, even over a large number of iterations. We also obtain the tasks and paths for each robot, as shown in Tables 4, 5, and 6. In these tables, the waypoint sequences are given for a robot to follow, and its corresponding behavior is
Table 3: Package weight for each house.

| House ID | Package weight (kg) |
|----------|---------------------|
| 1        | 5                   |
| 2        | 20                  |
| 3        | 15                  |
| 4        | 50                  |
| 5        | 33                  |
| 6        | 45                  |
| 7        | 70                  |
| 8        | 30                  |
| 9        | 15                  |
| 10       | 5                   |
| 11       | 5                   |
| 12       | 10                  |
| 13       | 5                   |
| 14       | 40                  |
| 15       | 12                  |

Table 4: Path and tasks for robot 1.

| Waypoint | Behavior |
|----------|----------|
| 0        | pp       |
| 12       | —        |
| 7        | dp       |
| 12       | —        |
| 0        | pp       |
| 2        | —        |
| 8        | —        |
| 11       | dp       |
| 8        | dp       |
| 2        | —        |
| 0        | pp       |
| 6        | —        |
| 5        | —        |
| 4        | —        |

Table 4: Continued.

| Waypoint | Behavior |
|----------|----------|
| 13       | —        |
| 16       | —        |
| 14       | dp       |
| 16       | —        |
| 13       | —        |
| 4        | —        |
| 5        | —        |
| 6        | —        |
| 0        | pp       |
| 6        | dp       |
| 0        | —        |

Table 5: Path and tasks for robot 2.

| Waypoint | Behavior |
|----------|----------|
| 0        | pp       |
| 6        | —        |
| 5        | —        |
| 4        | —        |
| 13       | —        |
| 16       | —        |
| 14       | —        |
| 16       | —        |
| 13       | —        |
| 4        | —        |
| 5        | —        |
| 6        | —        |
| 1        | dp       |
| 2        | dp       |
| 0        | pp       |
| 12       | dp       |
| 11       | dp       |
| 10       | —        |
| 9        | —        |
| 8        | —        |
| 18       | —        |
| 19       | —        |
| 20       | —        |
| 11       | —        |
| 8        | —        |
| 10       | pp       |
| 9        | —        |
| 1        | —        |
| 0        | —        |

Table 6: Path and tasks for robot 3.

| Waypoint | Behavior |
|----------|----------|
| 0        | pp       |
| 12       | —        |
| 7        | dp       |
| 12       | —        |
| 0        | pp       |
| 2        | —        |
| 8        | —        |
| 11       | dp       |
| 8        | dp       |
| 2        | —        |
| 0        | pp       |
| 6        | —        |
| 5        | —        |
| 4        | —        |

Figure 7: Graph model.
also listed, such as pickup packages (pp), drop packages (dp),
or just pass by the waypoint (—). The physical simulation
scene is shown in Figure 8.

7. Conclusion

In this paper, we consider the last-mile delivery problem
with multiple heterogeneous unmanned ground vehicles
(UGVs), which is formulated as an optimization problem
aimed at minimizing the maximum makespan. The pro-
posed algorithm combines the Floyd’s algorithm and the
particle swarm optimization (PSO) algorithm for task as-
signment and path planning. A proposed distributed logistic
controller enables UGVs to achieve excellent solutions in
dynamic environments. A distributed logistic controller
(DLC) is developed to control multiple UGVs. Semiphysical
simulation results with the DLC have the shortest mean
delivery time compared with using a classic PSO controller
and the ACSO controller. In most cases, the observed ex-
perimental delivery time variations are smaller with DLCs
than that with classic PSO controllers or with the ACSO
controller. Experiments with UGV prototypes were carried
out. The results confirm the validity and applicability of the
developed approach. Goods are delivered with optimized
makespan obtained with the proposed algorithm.
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UGV: Unmanned ground vehicle.
PSO: Particle swarm optimization.
VRP: Vehicle routing problem.
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