House Price Prediction with An Improved Stack Approach
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Abstract. As a typical framework in ensemble learning, Stacking creates a multi-layer learner by integrating the learning results of different individual learners. Despite a general improvement in accuracy, multiple layers in stacking results in high computation cost. In addition, some individual learners do not perform better than others in single-model prediction task. To solve the above drawbacks of traditional stacking, this paper proposes an improved Stacking algorithm based on the concept of "weighted attribute". For each individual learner, a corresponding weight will be calculated based on its prediction performance on training data. Weights will then be used as evaluation criteria for model performance. Models with larger weights will be selected as attributes for meta-learner. When improved Stacking algorithm is applied on the same dataset, experiment results indicate a slight improvement in prediction accuracy and a relatively large reduction in computation cost. This demonstrates practical application value of the improvement.

1. Introduction

One widely accepted drawback of single learner is the lack of generality since each model has a limited scope of application. Compared to a single learner, ensemble learning usually achieves higher accuracy and better generality. Bagging and Boosting are two typical techniques in ensemble learning. Both combine multiple individual learners to form a stronger learner with the aim of improving variance. Taking Random Forest (RF) as an example of bagging, the algorithm builds a bunch of decision trees and use majority vote as a standard for prediction of each observation[1]. By contrast, in Boosting, following individual learner is built based on the performance of previous one. For example, if an observation is incorrectly classified in previous learner, AdaBoost will increase its weights in a certain extent before the establishment of the following learner[2].

Stacking is another relatively mature ensemble technique. In Stacking, the prediction for training data of a variety of base learners are combined as a new training set of another learner called meta-learner. Stacking combines the prediction of various learners and thus generating better accuracy than any single learner in general. However, in experiment testing, as the number of base learner increases, the computation cost of the whole algorithm increases significantly. In recent years, some researchers developed improvement ideas for sake of reducing the computation cost. For example, Xu developed a three-level Stacking structure and changed the representation of features[3]. Such improvement result in less computation cost in prediction of 15 different datasets.
This paper will propose an improvement of Stacking based on selection of weighted attributes. Firstly, the chosen dataset for algorithm implementation will be introduced. Procedure of data clean will follow the analysis of the raw data set. In the second part, some traditional algorithms will be introduced with each of them followed by corresponding single-learner prediction result. Next, the improvement will be clearly explained. This part will clarify how weight of each base learner is calculated and how it will be used as standard for selection. Testing results on the given dataset will also be showed. Finally, sensitivity analysis will be conducted and suggestions for future work will be discussed.

2. Data Process

The dataset used to evaluate the algorithm is collected by NYC Department of Finance that illustrates the prices of houses were sold. The collection was in a prosperous city and took 12-month, which makes the dataset more reliable and the results more accurate. Both commercial and residential ones are included in the dataset, which makes it suitable for the evaluation and left the dataset with lower bias. [4]

After importing all the required modules and data into working environment, it’s necessary to check if there are any anomalies or missing data. It should rectify or drop at this stage. To achieve this, the implementation starts with checking if the dataset have any duplicated entries. Existing duplicates will be deleted. The next step is converting all categorical data into numerical one since some columns still have categorical data which cannot allow us to perform arithmetic (Figure 1). The implementation uses one-hot encoding since it removes the integer encoded variables and add a new binary variable for each unique integer variable[5].

3. Data Analysis

3.1. Correlation Heatmap

After data processing, finding out characteristics of dataset is essential. The implementation uses Sklearn heatmap function to analyze the dataset and study different parameters. In Figure 2, the values shown in the correlation heatmap are the score of two associating attributes. The value is between +1 and -1. A negative number represents a negative correlation between two attributes and vice versa. Comparing the
absolute values of the numbers shown in the heatmap can help getting the relationship of all the attributes. TOTAL UNITS and RESIDENTIAL UNITS have the highest correlation, and GROSS SQUARE FEET and LAND SQUARE FEET have relatively higher correlation in all the attributes. Basing on common sense, either of these highly correlated features should be neglected to minimize the number of parameters. However, both of these columns are related to sale price in real life, these columns should not be neglected. Section 3.3 will use Principle Component Analysis (PCA) to solve this potential influence.

![Figure 2. Correlation Heatmap of All Attributes](image)

### 3.2. Univariate Selection

The implementation also uses univariate selection which measures by KBest from sklearn using score function chi-squared. The calculation will help us find out the most important attributes, and Table 1 presents the result of top 8 suitable features for prediction. TOTAL UNITS is positioned at eight and RESIDENTIAL UNITS is not one of the top 8. At this stage, it should be reasonable to conclude that TOTAL UNITS and RESIDENTIAL UNITS should be deleted since it cannot make a big influence for final prediction based on KBest feature selection.

| Features             | Scores     |
|----------------------|------------|
| BLOCK                | 3.625129e+07 |
| LOT                  | 1.506336e+07 |
| GROSS SQUARE FEET    | 1.506336e+07 |

Table 1. Top 8 Best Features.
### 3.3. Principle Component Analysis (PCA)

This section introduces how the implementation uses PCA to process the columns of GROSS SQUARE FEET and LAND SQUARE FEET since they have risk to affect the result based on section 3.1 and 3.2. PCA is a method of computing transformations of the data to get a lower-dimensional set of axes. To achieve that data lies along the directions with highest variation, assume data matrix $X$ multiplies a rotation matrix (called $P'$) such that $Y = P' * X$. The choice of $P$ is significant such that the covariance matrix of $Y$ is diagonal. Using eigenvector equation $\lambda * p_i = Z * p_i$, $Z = Cov(X)$ to get all eigenvalues, eigenvectors and matrix $P$. Using $cov(Y) = cov(P'X)$ to get covariance matrix of $Y$ decides which dimensions should leave.\[6\] The implementation grabs all the useful information from these two columns and do a dimensionality reduction to be one principal component. It solves the problem of these two columns with high correlations that influences the final prediction.

### 4. Base Learners

#### 4.1. RMSE Introduction

Root Mean Square Error (RMSE) is the standard deviation of points from the linear regression points. It is a popular way to measure how well data is distributed along the line of best fit. The lower the values of the RMSE, the better the model fits with current data. In the experiment, RMSE is used to evaluate the performance of models.

#### 4.2. Regression

Linear regression is a fundamental machine learning model. Using the most highly correlated variables, the linear regression model can make good predictions based on available data. It models the relationship between independent and dependent variables by creating a linear equation. On chosen data set, implementation of linear model resulted in an RMSE of 0.798.

Compared to linear regression, Lasso and Ridge regression are stronger regression techniques. The cost function with respect to them contains two parts. In Ridge, besides the same part as linear regression, a penalty term equivalent to the sum of squared magnitude of coefficients is added to the cost function. For Lasso, the added penalty is simply changed to the sum of magnitude of coefficients. These two algorithms help lower the risk of overfitting.\[7\] With a few rounds of parameter tuning, the best achieved RMSE is 0.79 for Lasso, and 0.795 for Ridge.

#### 4.3. Random Forest

Random Forest is a method of ensemble learning constructed by multiple decision trees during training. It combines the idea of bagging, random selection and bootstrap. For each tree in the random forest, first, create a new bootstrap from the training dataset; second, use this bootstrap sample to train a decision tree; third, for each node of this decision tree, random selection m features to compute information gain (using Gini Impurity or Entropy) and select the optimal one; finally, repeat all these steps until completing the tree.\[5, 6\] While fitting Random Forest Regression with default parameters, the mean RMSE is about 0.63, which is a big promotion from Regressions.

#### 4.4. Gradient Boosting

Gradient Boosting Machine is an ensemble learning technique. Like other boosting algorithms, it combines weak learners to form a strong learner, which turns out to yield more accurate results than a
single learner. In each iteration of Gradient Boosting, based on current prediction, a residual with respect to each observation is calculated. A decision tree that classifies these residuals is then built. Before new learner is combined with all previous learners, a numerical value called learning rate, which is defined mainly to reduce the risk of overfitting, is assigned to the new learner. Final prediction thus depends on combination of all built trees.

Gradient Boosting was implemented on chosen data set. When using default setting of parameters, the mean RMSE is about 0.69. Two rounds of parameter tuning reduced the value to 0.61. With such accuracy improvement, Gradient Boosting performed the best among all individual algorithms.

4.5. Stacked Generalization

Stacked generalization allows a new model in learning how to best combine predictions from the multiple existing models. It uses k-fold for training base models, through which predictions are made on the left-out fold. Such so-called out-of-fold predictions are then utilized to train another model, meta-model, where produced information can be used to make final predictions by the base models. [8] For instance, if there are having a 5-fold stacking, then, first of all, the training data need to be split into 5 folds. Then training each base model in 4 folds and make predictions on the remaining fold. After 5 iterations, the entire data will be used to get out-of-folds predictions, which will further apply as a new feature to train meta-model. For the prediction part, the result will just take an average of predictions of all.

In addition to the above mentioned models, Elastic Net and AdaBoosting will also be used for ensembling, and Lasso is chosen as a meta-model because it helps generating the best result —— the RMSE is reduced to 0.60, which outperforms performance than Gradient Boosting.

While, the main limitation of this approach is that each model contributes the same amount for ensembling prediction, regardless of how well a model has performed; The following section will keep discussing a variation of this approach.

5. Improvement on Stacking

5.1. Model Building

5.1.1. Weight of Base Learners.

In first-level learning process of traditional Stacking, cross validation is applied on each base learner. In one round of a K-fold cross validation, besides the prediction for validation data set, the training data will also be used to predict the raw testing data. Therefore, if a 5-fold cross validation is applied on a linear regression model, 5 predictions of the raw testing data based on five different parts of the raw training data will be obtained. The mean value of these 5 predictions will serve as potential testing data of the meta-learner. As each base learner represents a feature of the new data, the number of features will be equal to the number of base learners. In the imporoved algorithm, the above process of traditional Stacking is maintained. For the same data set, predictions for different individual learner are usually different. Through certain evaluation criteria like RMSE, how learners performed differently in the same prediction task can be found. Inspired by performance variations, weight is introduced to evaluate the importance of a specific model. Performing 5-fold cross validation generates a training data prediction vector for each base learner. Each vector will then be assigned a weight that represents its importance.

All weights form a new vector which will be named “weight vector”. It is defined as follows:

$$\bar{w} = \text{argmin} |\sum_{i=1}^{n} w_i \hat{y}_i - \hat{y}|$$

The norm here represents the Euclidean norm. Each v represents a training data prediction vector of a base learner, while y represents the target vector in the raw training data. In other words, the goal is to find the weight vector that minimizes the Euclidean distance between the linear combination of prediction vectors and target vector. To maintain the significance of weight, some extra restrictions are added:
\[ \sum_{i=1}^{n} w_i = 1, w_i \geq 0 \]  

5.1.2. Elimination of Attributes.

This approach reflects how much each base learner contributes to the prediction of target in training data. After obtaining the weight vector, those learners with relatively higher weights are kept as attributes of meta-learner. Learners that will possibly contribute more in second-level learning can thus be kept and those with less importance can be eliminated. It is reasonable to assume that a reduction in running time results from decline in attributes number. To improve the generality of the algorithm, there are no restrictions on the number of attributes to be retained. The specific number can be determined in testing phase.

5.2. Model Validation

The improved algorithm was tested on the dataset given by Section 2, and the initial group of base learners includes the exact same type of models mentioned in Section 4.5. Table 2 shows the corresponding relationship between learners and weights:

| Model                          | Weight |
|-------------------------------|--------|
| Linear, Lasso, AdaBoost, Elastic Net | 0      |
| Ridge                         | 0.0579 |
| Random Forest                 | 0.4477 |
| GBM                           | 0.4944 |

A value of 0 might be the result of underflow. Nevertheless, Ridge Regression, Random Forest and Gradient Boosting Machine were considered to be more important than others given the result. Therefore, three base learners with positive weights was kept as attributes of meta-learner at first. In addition, since both Gradient Boosting Machine and Random Forest have much larger weights than Ridge Regression, Ridge Regression was also eliminated to see how results will be affected. Five rounds of testing were conducted in both cases. The results are as follows:

| Models                  | Mean RMSE | Mean Running Time(s) |
|-------------------------|-----------|----------------------|
| All 7 models included   | 0.58904   | 346.962              |
| Ridge, RF, GBM          | 0.57744   | 344.105              |
| Random Forest, GBM      | 0.58891   | 321.083              |

Although the improved algorithm may not help promote prediction accuracy compared to traditional Stacking, it generated small enough error while benefitting computation efficiency.

5.3. Sensitivity Analysis

In testing phase, it is found that the initial number of base learners could impact the stability of improved algorithm. When all seven base learners were considered initially, the algorithm will eliminate four of them, which finally result in a reduction in RMSE of 0.0116 on average. However, if only six of them were included, the algorithm will yield a reduction of 0.00019 on average. The following graph shows how reduction in RMSE correlates with initial number of base learners:
As has been shown, having less initial base learners reduces the effect of the algorithm in improving precision. Therefore, it is suggested that large variety of base learners should be considered when using the improved algorithm.

6. Conclusion
In this research paper, comprehensive data processing work on a dataset was firstly conducted. Several machine learning algorithms in making predictions were implemented. When evaluating the prediction accuracy of these models, Gradient Boosting performs the best on the given dataset among all individual learners. Finally, the paper proposes an improved Stacking approach, which requires less time in computation compared to traditional Stacking while maintaining the same level of precision. As a crucial parameter of the algorithm, the initial number of base learners are found to affect the stability of results. Although the modified algorithm performed well on the given dataset, its generality needs further verification. This improved Stacking is encouraged to be implemented on more datasets. Moreover, as dropping some less important attributes can be an approach, better strategy of using weighted attributes is of great research value.
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