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ABSTRACT

We study the problem of cross-domain click-through rate (CTR) prediction for recommendation at Taobao. Cross-domain CTR prediction has been widely studied in recent years, while most attempts ignore the continual learning setting in industrial recommender systems. In light of this, we present a necessary but less-studied problem named Continual Transfer Learning (CTL), which transfers knowledge from a time-evolving source domain to a time-evolving target domain. We propose an effective and efficient model called CTNet to perform CTR prediction under the CTL setting. The core idea behind CTNet is to treat source domain representations as external knowledge for target domain CTR prediction, such that the continually trained source and target domain parameters can be preserved and reused during knowledge transfer. Extensive offline experiments and online A/B testing at Taobao demonstrate the efficiency and effectiveness of CTNet. CTNet is now fully deployed online at Taobao bringing significant improvements.
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1 INTRODUCTION

Click-through rate (CTR) prediction [5, 18, 24, 29, 30] which estimates the probability of a user clicking on a candidate item is a crucial task for recommender systems (RSs). In practice, large-scale platforms like Taobao contain multiple different recommendation domains, and each domain maintains its own CTR prediction model. Since some users and items are shared by different domains, cross-domain CTR prediction [10, 13, 14, 17] is desired to transfer knowledge from the larger-scale source domain to alleviate the data sparsity issue in the target domain.

Previous efforts on cross-domain CTR prediction can be broadly categorized into joint learning methods [14, 16, 17] and pre-training & fine-tuning methods [1]. The former jointly optimizes the source domain and the target domain objectives. Shared model parameters like user/item embeddings establish the connection between different domains. However, such methods are inefficient to deploy online because large-scale source domain data is required for training. Besides, due to potential conflicts of different objectives [1, 26], joint training could induce negative impacts on the optimization of target domain models. Alternatively, pre-training & fine-tuning methods replace the target domain parameters with pre-trained source domain parameters and then fine-tune the target domain model. Since only target domain data and objective are used, pre-training & fine-tuning methods are more efficient and effective.

In most real-world RSs, CTR prediction models are trained continually with user feedback data, such that the latest user interests can be captured in time. In view of this, it is necessary to study cross-domain CTR prediction under the setting of continual learning, named Continual Transfer Learning (CTL). For this task, a straightforward solution is to use pre-training & fine-tuning methods every time the source domain model is updated. However, well-trained parameters of the target domain model are directly discarded and replaced by that of the source domain model. To re-capture the lost historical knowledge, we need large-scale historical target domain data for fine-tuning, which makes CTL impractical.

To better solve this problem, we propose a simple and effective model called Continual Transfer Network (CTNet). The core idea is to preserve all the continually well-trained source domain and target domain parameters during CTL. To achieve this, we treat the latest source domain representations as external knowledge.
for target domain CTR prediction and continually train the target domain parameters. As shown in Figure 1, CTNet consists of a source tower, a target tower, and light-weighted adapters. The source tower is consistently initialized by the latest source domain model, while the target tower is continually trained with new target domain data. Adapters project the extracted source domain knowledge, so that it can be used by the target tower. Since CTNet preserves all the valuable well-trained target domain parameters, it only needs incremental target domain data to realize efficient CTL.

To sum up, the main contributions of this work include:

- We study an important but less-studied problem — continual transfer learning (CTL), which can be applied to several real-world industrial applications.
- We present CTNet, an effective and efficient CTL model for continual cross-domain CTR prediction. We provide useful industrial experience in deploying CTNet in large-scale RSs.
- We conduct extensive offline and online experiments. CTNet shows high efficiency and superior performance compared with the SOTA methods. Since Dec. 2021, it has been fully deployed online at Taobao bringing significant improvements.

2 METHODS

2.1 Single-Domain Models at Taobao

The large-scale e-commerce platform Taobao has multiple recommendation domains, and each of them maintains its own CTR prediction model. Each model aims to predict the probability of a user clicking on an item with the input of user-item features such as user features, item features, and cross features. Specifically, these features can be summarized into categorical features like user ID, user gender, item ID, category ID, etc., and numerical features like user’s or item’s historical statistics. Numerical features are pre-processed with discretization [8] to be categorical. In practice, these features are transformed into dense embeddings via the embedding lookup to be concatenated as the embedding $\mathbf{e}_{\text{FEAT}}$.

Users’ historical behavior sequences within all domains are introduced, which has been demonstrated crucial for CTR prediction [30]. Concretely, target attention (TA) [4, 30], and its variants SIM (hard) [18] and ETA [2] for long-term sequences are adopted to model users’ behavior sequences. Finally, the feature embedding and the attention layer output are concatenated as $\mathbf{e} = [\mathbf{e}_{\text{FEAT}}, \mathbf{e}_{\text{TA}}, \mathbf{e}_{\text{SIM}}, \mathbf{e}_{\text{ETA}}]$ to be fed into the MLP-based CTR prediction model.

2.2 CTNet: Continual Transfer Network

Conventionally, during a time period $t \to t+1$, each single-domain model is independently trained with new user feedback data via offline incremental learning or online learning. In this work, we propose to perform continual transfer learning (CTL) and design a CTR prediction model called CTNet under the setting of CTL.

**Definition 1.** Continual Transfer Learning (CTL): Given a time-evolving source domain $\{\mathcal{D}^s_t\}_{t=1}^{T}$ and a time-evolving target domain $\{\mathcal{D}^t_{t+1}\}_{t=1}^{T}$, continual transfer learning aims to improve prediction performance on target domain $\mathcal{D}^t_{t+1}$ using the historical and real-time knowledge from both the source and the target domains.

![Figure 1: Architecture of the proposed CTNet.](image)

Model Architecture of CTNet. CTNet extends the previous target domain model to be a two-tower architecture, including a source tower and a target tower. The two towers are connected by light-weighted adapters. Figure 1 shows an illustration of CTNet.

Specifically, the source tower has the same model architecture as the source domain model, and the target tower has the same architecture as the previous target domain model. Every time we train the CTNet, all the parameters of the latest source domain model, including embedding layers, attention layers, and MLP layers, are built into the computational graph of the source tower. Since we use source domain knowledge as external information, parameters of the source tower are kept frozen during backpropagation.

Light-weighted adapters are used as layer-wise connections of the two towers to enable domain adaptation. Each adapter $g(\cdot)$ projects the hidden representations of source tower to be external knowledge for the target tower. Formally, the hidden representation $z_l$ output by the $l$-th layer of target tower is computed by,

$$z_l = \psi(W_l z_{l-1} + g_l(z^S_{l-1})), \quad l > 0$$

$$z_0 = e + g_0(e^S), \quad l = 0$$

where $\psi$ denotes the activation function, $W_l$ is the trainable weight matrix of the $l$-th layer of the target tower, and $z^S_{l-1}$ is the hidden representation output by the $l$-th layer of source tower.

We implement each adapter with a gated linear unit (GLU) [3] to adaptively control the information flow from the source tower to the target tower,

$$g_l(z^S_{l-1}) = U^l_1 z^S_{l-1} \odot \sigma(U^l_2 z^S_{l-1})$$

where $\sigma$ denotes the sigmoid activation function, $\odot$ denotes element-wise vector multiplication, and $U^l_1$ and $U^l_2$ are trainable matrices.

We use the output from the target tower for prediction. The training objective is a binary cross-entropy loss with clicked samples as positives and viewed but not clicked samples as negatives.

2.3 Deployment of CTNet

In this section, we provide the experience of how to deploy CTNet. To facilitate understanding, we illustrate single-domain continual learning and cross-domain continual learning in Figure 2. Before deploying CTNet, each single-domain model is independently and
Continually trained with new feedback data. When we deploy CT-Net at the time step $t$, its target tower is initialized by the latest target domain model. More details in CTNet include,

**Two-tower model design for deriving fine-grained and real-time source domain knowledge.** To use the source domain knowledge, we can cache the source domain feature embeddings. However, such fixed knowledge cannot well fit the time-evolving target domain user behaviors and does not encode fine-grained knowledge of user-item interactions. Instead of caching embeddings, we present the entire online two-tower architecture, which enables to model real-time user behaviors with source domain parameters. This design will not bring extra inference latency with parallel computing, since the source domain model is lighter and runs faster than the target domain model.$^1$

**Warm start for better preserving the well-trained target domain parameters.** We initialize the target tower of CTNet with previous target domain model. First, the adapters integrate source domain hidden representations into target domain with addition operations instead of concatenation, so that the target tower and the previous target domain model have the same architecture. Second, the previous target domain model is highly optimized with billions of data to converge into a local optimum. Therefore, significant change of parameters makes the model deviate from this optimal solution thus hurting the performance. Therefore, we initialize the parameters of adapters with very small values, such that the initial output of the target tower is almost identical to that of the well-trained target domain model.

**Special designs for time efficiency.** We use layer-wise adapters rather than cross-layer adapters, since this design is convenient for achieving parallel computing. To further reduce the computing cost, behavior sequence-based features are shared by both source tower and target tower during training and inference.$^2$ We observe that CTNet does not lead to extra online response time compared with previous target domain production models.

3 EXPERIMENTS

3.1 Experimental Details

**Datasets.** Considering that there exists no suitable public benchmarks for evaluating continual cross-domain CTR prediction, we evaluate our approach on Taobao production data. Three different-sized recommendation domains — A, B, and C are used for evaluating models’ transfer performances from A to B, and A to C. Domains share some users and items, whereas domain A has covered most users and items in Taobao. We collect and sample traffic logs of these domains to get user-item interaction data within 31 days. Data from the last day is used for testing, and data from the other days is used for training. We organize datasets into periods according to the time of interactions. Each period lasts for 6 days so each dataset is split into 5 periods. The sizes of datasets in domains A, B, and C are about 150 billion, 2 billion, and 1 billion, respectively.$^3$

$^1$Source domain model has fewer input features than target domain model.

$^2$User behavior sequences encoded by TA, SIM, and ETA are from all domains in Taobao. So we can set $(e_{\text{TA}}, e_{\text{SIM}}, e_{\text{ETA}}) = (e_{\text{TA}}^A, e_{\text{SIM}}^A, e_{\text{ETA}}^A)$. TA, SIM, and ETA modules consume the most online computing costs in our production models. Setting $(e_{\text{TA}}, e_{\text{SIM}}, e_{\text{ETA}}) = (e_{\text{TA}}^A, e_{\text{SIM}}^A, e_{\text{ETA}}^A)$ will not bring negative impacts to model performances but reduce most extra computing costs.

3.2 Offline Experimental Results

As shown in Table 1, CTNet outperforms all the baselines on the large-scale industrial dataset. More specifically,

(1) CTNet performs better than all the single-domain models, which demonstrates the necessity of cross-domain CTR prediction.

(2) Compared with pre-training & fine-tuning methods, CTNet re-uses all the well-trained target domain parameters to minimize the loss of information. Notably, Finetune (All) discards all the well-trained target domain parameters thereby performing worse than Finetune (Embeddings), which further demonstrates the importance of preserving well-trained target domain parameters.

(3) CTNet outperforms Extra Embedding as CTNet captures more fine-grained and real-time source domain knowledge.

(4) All the joint learning methods have relatively weak performance on the Taobao industrial dataset. These approaches transfer knowledge mainly by updating low-level features such as user/item embeddings, while the high-level representations of user-item interactions are ignored. Additionally, joint learning methods only leverage the limited 30-day source domain training data without

---

$^3$Update the target domain embeddings with pre-trained source embeddings and fine-tune the model on the incremental target domain data.

$^4$Fine-tune the entire source domain model on the incremental target domain data.

$^5$Embeddings from the latest source domain model are cached and added into the target domain model as auxiliary features. This method is similar to the online version of REEP [26].
inheriting the power of the pre-trained source domain model. Conversely, CTNet uses long-term knowledge from both the source domain and the target domain.

(5) We conduct an ablation study to show that GLU-based adapters perform better than linear layer-based adapters (CTNet (w/o GLU)), verifying the effectiveness of feature selection of gated units.

(6) We show the performance of CTNet under two different settings: continual transfer and one-time transfer. As shown in Table 2, continual transfer is consistently better than one-time transfer. And the performance gain of one-time transfer drops with time. That indicates the necessity of CTL.

### 3.3 Production Deployment at Taobao

We deploy CTNet on two large-scale RSs at Taobao (domain B and domain C). Compared with our previous production models, CTNet respectively yielded 1.0% and 3.6% GAUC improvement in domain B and C (as is shown in Table 1). Although domain B and C are smaller than domain A, they still have very large traffic with hundreds of millions of active users. For the production models, a gain of 0.1% on GAUC is considered a significant improvement. Therefore, the performance gains from CTNet are remarkable.

We also observe significant performance gains of CTNet through online A/B testing. CTNet derives a 2.5% CTR gain and 7.7% Gross Merchandise Volume (GMV) gain in domain B, meanwhile derives 12.3% CTR gain and 31.9% GMV gain in domain C. Compared with previous production models, the offline training and online inference time does not increase with the same computational resources. Since December 2021, CTNet has been deployed fully online and serves the main traffic at Taobao.

### 4 RELATED WORK

**Click-Through Rate (CTR) Prediction.** In the era of deep learning, a variety of powerful models are proposed for CTR prediction [2, 4, 5, 9, 18, 24, 27, 29, 30]. This work studies cross-domain CTR prediction [14, 17] which improves the performance of CTR prediction by transferring knowledge from large domains to small domains. A concurrent work KEEP [28] shares similar architectures to CTNet. The main differences between KEEP and CTNet include:

### 5 CONCLUSIONS

In this paper, we address the problem of cross-domain CTR prediction at Taobao, and present CTNet for the task. CTNet preserves all the valuable well-trained parameters, thereby only needing incremental data to realize efficient continual transfer learning. We deploy CTNet in recommendation systems at Taobao and witness significant improvements over the existing solutions in terms of system performance and online business metrics.
