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Abstract—Block codes are typically not used for fading channels as soft decision decoding is computationally intensive and hard decision decoding results in performance loss. In this paper we propose a diversity preserving hard decision decoding scheme for parity check codes (PCC) over Rayleigh fading channels. The proposed flip decoding scheme has linear complexity in the block length. Theoretical analysis and simulation results verify the correctness of the proposed detection scheme.

Index Terms—Bit error rate, bit-interleaved coded modulation, forward error correction, modulation.

I. INTRODUCTION

Brute-force maximum-likelihood decoding (MLD) of a linear \((n, k)\) block code requires calculation of \(2^k\) metrics. This method becomes too complex to be applied for large \(k\) and so more effective methods are required. As linear block codes have a trellis structure \([1]\), the Viterbi algorithm can be used to reduce the number of computations. Yet, the branch complexity of the states becomes large as \(k\) increases. Block code maximum likelihood decoding has been investigated by many coding theorists; as detailed in \([2]\). Most initial works code maximum likelihood decoding has been investigated by many coding theorists; as detailed in \([2]\). Most initial works

Methods presented in \([7], [8]\) need \(n - k\) to be relatively small. For very high-rate codes, a method to reducing the search space was presented in \([9]\). Other methods take advantage of code structure to reduce the overall complexity of Trellis Decoding \([10] - [13]\). Nevertheless, the trellis complexity still increases exponentially with the code length \([14]\). To maintain complexity, suboptimal multistage decoding on trellis has been proposed \([15], [16]\).

Ordered statistics-based decoding (OSD) is a soft-decision decoder for linear block codes. OSD provides a near maximum-likelihood (ML) performance \([19], [20]\). But suffers from large computational complexity. Algorithms that reduce the complexity of OSD are referred to in the literature \([21] - [23]\).

In this letter we propose a diversity preserving linear complexity hard-decision decoding for parity check codes. The proposed decoding has linear complexity in the block length, \(n\). As PCC have a rate of \(n - 1/n\), this allows use of high rate codes that achieve second order diversity. The contributions of this paper are

- use of parity check codes for error correction over fading channels.
- a diversity preserving hard-decision decoding scheme for parity check codes.
- the proposed flip decoder (FD) has linear complexity.
- theoretical analysis that shows that the proposed decoder achieves second order diversity over Rayleigh fading Channels.
- simulation results that verify the theoretical analysis.

The rest of the paper is organized as follows. Relevant previous work is summarized in Sec. II. The proposed flip decoder is presented Sec. III where the diversity order of the decoder is also derived. Simulation results are presented in Secs. IV and Sec. V concludes the paper.

II. PREVIOUS WORK

A. System Model

Let \(C\) be a \((n, k)\) binary linear code with generator matrix \(G\) and minimum Hamming distance \(d_{\text{min}}\). The code, \(C\), is used for error control over the Rayleigh fading channel. Let \(\bar{c} = (c_1, c_2, \cdots, c_n)\) be a codeword in \(C\). The \(n\) bits of the codeword are sent on a Rayleigh fading channel with ideal interleaving. For BPSK modulation, the codeword \(\bar{c}\) is mapped to a bipolar sequence \(\bar{x} = (x_1, x_2, \cdots, x_n)\) where \(x_i \in \{-1, 1\}, \forall i\). The received signal can be represented as

\[
    r_i = h_i x_i + w_i, 1 \leq i \leq n
\]

where \(w_i\)’s are statistically independent complex Gaussian random variables with zero mean and variance \(N_0\) and \(h_i \in \mathbb{R}\)’s are independent, identically distributed fading coefficients.
B. Decoding and diversity

If a hard-decision decoding is performed, then the probability of error is upper bounded as \(28\)

\[
P(c) \leq \sum_{q=t+1}^{n} \binom{n}{q} \left( \frac{1 - \beta}{2} \right)^{q} \left( \frac{1 + \beta}{2} \right)^{n-q}
\]

where \(\beta = \sqrt{\frac{c_{1}}{2c_{2}}}, t\) is the number of errors that can be corrected by the code, \(\gamma_{c}\) is the average signal to noise ratio (SNR) per code bit and the instantaneous SNR per code bit is given by \(\gamma_{t} = h_{t}^{2} \gamma_{c}\). Note that the average SNR per bit is defined as \(\bar{\gamma}_{b} = \bar{\gamma}_{c}/R\) where \(R\) is the rate of the code. We have

\[\text{Lemma 1: Hard-Decision decoding has a diversity order of } t+1 = \left\lfloor \frac{\log_{2} \left( \frac{1 - \beta}{2} \right)}{\log_{2} \left( \frac{1 + \beta}{2} \right)} \right\rfloor + 1\]

\[\text{Proof: Rearranging } (2),\text{ we have } P(c) \leq \left( \frac{1 - \beta}{2} \right)^{t+1} \sum_{q=0}^{n} \binom{n}{q} \left( \frac{1 - \beta}{2} \right)^{q} \left( \frac{1 + \beta}{2} \right)^{n-q}
\]

As the average SNR tends to a large value, \(\lim_{\gamma_{t} \to \infty} \left( \frac{1 - \beta}{2} \right) = \frac{1}{\gamma_{c}}\) and \(\lim_{\gamma_{t} \to \infty} \left( \frac{1 + \beta}{2} \right)^{q} = 1\). Using the definition of diversity order, \(D\), \(27\) and substituting from above, we have

\[D = \lim_{\gamma_{t} \to \infty} \frac{-\log[P(c)]}{\log[\gamma_{c}]} = \lim_{\gamma_{t} \to \infty} \frac{(t+1) \log[4\gamma_{c}] + \log \left[ 1 + \frac{1}{2\gamma_{c}} + \cdots \right]}{\log[\gamma_{c}]} = t+1.
\]

While hard-decision decoding has lower complexity, it results in a loss of diversity order. This loss of diversity order has a significant impact on performance over fading channels.

Using soft decision decoding, the probability of error is upper bounded as \(28\)

\[P(c) < \left( \frac{4}{2 + \gamma_{c}} \right)^{d_{\min}}\]

We have

\[\text{Lemma 2: Soft-decision decoding has a diversity order of } d_{\min}.
\]

\[\text{Proof: Using the definition of diversity order, } D, \text{ (27) and substituting from (4), we have } D = \lim_{\gamma_{t} \to \infty} \frac{-\log[P(c)]}{\log[\gamma_{c}]} = \lim_{\gamma_{t} \to \infty} \frac{d_{\min} \log[2 + \gamma_{c}] + \log \left[ 1 + \frac{1}{2\gamma_{c}} \right] + \log[4(M-1)]}{\log[\gamma_{c}]} = \frac{d_{\min}}{\gamma_{c}}.
\]

However, soft decision decoding requires comparison of all \(2^{k}\) codewords, which becomes very costly as \(k\) increases.

C. Parity Check Codes

The parity check codes are the most well known error-detecting code. In this linear code, the codeword consists of the \(k\)-bit data word with an extra bit, called the parity bit, to get an \(n = k + 1\)-bit codeword. The parity bit makes the total number of 1s in the code word even or odd. Without loss of generality, in this paper the parity is chosen to be even. The minimum Hamming distance for this code is \(d_{\min} = 2\). This means that the code can detect a single error and it cannot correct any error. The generator matrix and the parity check matrix are given by

\[G = \begin{pmatrix} I_{k} & 1_{k} \end{pmatrix}, H^{T} = \begin{pmatrix} 1_{n} \end{pmatrix}\]

where \(I_{k}\) is an identity matrix of size \(k\) and \(1_{n}\) is a column vector of \(n\)'s. Lemmas \(1\) and \(2\) specialize for this case, so that

\[\text{Corollary 1: The parity check codes have a diversity order of one and two with hard-decision decoding with soft-decision decoding respectively.}
\]

\[\text{Proof: Substituting } d_{\min} = 2 \text{ in Lemmas } 1 \text{ and } 2 \text{ we have the desired result.}
\]

Note that Corollary \(\text{I}\) implies that the diversity order of two can be achieved with PCC with soft decision decoding. However, as the code length increases the decoding complexity increases exponentially. In the next section we propose a hard-decision decoder for PCC that achieves full diversity of \(d_{\min} = 2\).

III. THE PROPOSED HARD-DECISION DECODER FOR PCC

Since the CSI is known at the receiver, if there is a parity mismatch, the most likely bit in error would be the bit with the smallest CSI, \(h\). Based on this intuition we have the proposed decoder in Algorithm \(\text{I}\). Note that Matlab’s notation has been used in Algorithm \(\text{I}\) so that \(\sim\) denotes ‘not equal to’ and \(\sim a\) denotes logical not of bit \(a\).

\[\text{Theorem 1: The proposed hard-decision decoder has a diversity order of } d_{\min} = 2 \text{ for PCC.}
\]

\[\text{Proof: See Appendix A.}
\]

While we have analyzed that the proposed decoder achieves full diversity for PCC by flipping one bit, we would like to explore whether we can flip more than one bit. Clearly, two bits cannot be flipped as that would not change the parity and hence the diversity order would be two or lower.
of one. Further, as diversity and that hard-decision decoding has a diversity order of modulation. Observe that the proposed FD decoder preserves soft-decision decoding. Simulations were also done using 4-
soft-decision decoding but have at-least quadratic complexity due to Gaussian elimination. The proposed hard-decision decoding, proposed Flip Decoding and soft-decision decoding.

IV. SIMULATION RESULTS

Fig. 1 shows the BER vs. SNR per bit, $\gamma_b$, for hard-decision decoding, proposed flip decoding and soft-decision decoding over Rayleigh fading channels. The simulations were performed over code lengths of $n = 2, 4$ and $8$ using BPSK modulation. Observe that the proposed FD decoder preserves diversity and that hard-decision decoding has a diversity order of one. Further, as $n$ increases from 2 to 8, the performance of FD and soft-decision decoding shifts by about 2 dB. Also, note that the performance of the proposed decoder is within 2 dB of soft-decision decoding. Simulations were also done using 4-QAM, 16-QAM and 64-QAM with similar conclusions and so have not been reported. Note that the complexity of brute-force ML soft-decision and hard-decision decoding is exponential in $n-1$. Also for PCC, as $t = \left\lfloor \frac{2n-1}{n} \right\rfloor = 0$, the chase decoder [4] and its variants reduce to hard-decision decoding. OSA and its variants [28] have near-optimal performance and matches soft-decision decoding but have at-least quadratic complexity in $n$ due to Gaussian elimination. The proposed hard-decision decoder’s complexity involves finding the minimum of a vector that is of linear complexity and then flipping the least reliable bit, which is of constant complexity. So the overall complexity of the flip decoder is linear in $n$. Also, note that the PCC rate, $1 - 1/n$, approaches one as $n$ increases. So this scheme is suitable for high data rate communication that requires a diversity order of two.

V. CONCLUSIONS

For the first time, we have proposed a linear complexity hard-decision based decoding scheme that preserves diversity for any error correcting code; the parity check codes. The diversity performance of the decoding scheme was verified by analysis and simulations. Further enhancement of this work for all codes or codes with higher code distance will be an interesting topic of research. Especially in the context of ultra-reliable low latency communications (URLLC) and internet of things (IoT) [26], which require low complexity decoding with high performance gains.
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APPENDIX A

PROOF OF THEOREM 1

For the proposed decoder, an error occurs if there are more than one errors or when there is one error but not in the bit with smallest $\gamma_i$. We denote the probability of one error but not in the bit with smallest $\gamma_i$ as $P_e(\text{error in 1 bit})$ and the probability of more than one errors as $P_e(\text{error in 2 or more bit})$. Accordingly, the probability of error is given by

$$P_e = P_e(\text{error in 1 bit}) + P_e(\text{error in 2 or more bit}) \tag{7}$$

The probability of getting two or more errors, given unordered $\gamma_i$’s is obtained as

$$P_e(\text{error in 2 or more bit}) = \sum_{m=2}^{n} \binom{n}{m} \bar{p}^m (1 - \bar{p})^{n-m} \tag{8}$$

where $\bar{p}$ is the probability of error in a random bit corresponding to unordered $\gamma_i$’s, defined as

$$\bar{p} = E_{\gamma} \left[ \text{Prob} \{ n \geq \gamma \} \right] = E_{\gamma} \left[ Q \left( \sqrt{2\gamma} \right) \right] \leq \frac{1}{1 + \frac{1}{\gamma_c}} \tag{9}$$

where the last inequality is obtained using the Chernoff bound [28] and averaging over the exponential distribution of $\gamma$. Substituting (9) in (8) we obtain

$$P_e(\text{error in 2 or more bit}) = \sum_{m=2}^{n} \binom{n}{m} \left\{ \frac{1}{1 + \bar{\gamma}_c} \right\}^m \left[ \frac{\bar{\gamma}_c}{1 + \bar{\gamma}_c} \right]^{n-m} \tag{10}$$

For finding $P_e(\text{error in 1 bit})$ the $\gamma_i$’s are ordered, so that $\gamma_1 \leq \gamma_2 \leq \cdots \leq \gamma_n$, define

$$p_i = \text{Prob} \{ n_i \geq \gamma_i | \gamma_i \} = Q \left( \sqrt{2\gamma_i} \right) \leq e^{-\gamma_i} \tag{11}$$

where the last inequality is obtained using the Chernoff bound [28]. Let $\bar{p}_i = E_{\gamma_i} \left[ p_i \right]$. This implies $\bar{p}_1 \geq \bar{p}_2 \geq \cdots \geq \bar{p}_n$, and $(1 - \bar{p}_1) \leq (1 - \bar{p}_2) \leq \cdots \leq (1 - \bar{p}_n)$.

Using the last inequality, we have

$$P_e(\text{error in 1 bit}) = \sum_{i=2}^{n} \bar{p}_i \prod_{j=1 \atop j \neq i}^{n} (1 - \bar{p}_j) \leq \sum_{i=2}^{n} \bar{p}_i (1 - \bar{p}_n)^{n-1} \leq (n-1) \bar{p}_2 (1 - \bar{p}_n)^{n-1} \tag{12}$$
\[ p_{FD}(c) \leq \frac{n^2(n-1)^2}{\gamma_c + (n-1)(\gamma_c + n)} \{ \sum_{k=0}^{n-1} \frac{(n-1)^k \gamma_c}{\gamma_c + (k+1)} \} \{ \frac{1}{1 + \gamma_c} \}^n \{ \frac{\gamma_c}{1 + \gamma_c} \}^{n-m} \quad (17) \]

where \( \bar{p}_2 \) and \( \bar{p}_m \) are obtained by averaging over the ordered statistics of \( \gamma_c \). The pdf of the second order and the \( n \)-th order statistic corresponding to \( \gamma_2 \) and \( \gamma_n \) are given by

\[ f_{\gamma_2}(x) = n(n-1)\gamma_c e^{-\frac{x(n-1)}{\gamma_c}} e^{-\frac{1}{\gamma_c} x} \]

\[ f_{\gamma_n}(x) = \frac{1}{\gamma_c} e^{-\frac{x}{\gamma_c}} \left( 1 - e^{-\frac{x}{\gamma_c}} \right)^{(n-1)} \]

\[ \bar{p}_2 = \int_0^\infty n(n-1)\gamma_c e^{-\frac{x(n-1)}{\gamma_c}} e^{-\frac{1}{\gamma_c} x} \, dx \]

\[ = \int_0^\infty n(n-1) \gamma_c e^{-\frac{x(n-1)}{\gamma_c}} e^{-\frac{x}{\gamma_c}} \, dx \]

\[ = n(n-1) \left( \frac{1}{\gamma_c + (n-1)} - \frac{1}{\gamma_c + n} \right) \]

\[ \bar{p}_n = \int_0^\infty \prod_{k=0}^{n-1} \frac{n(n-1)^k \gamma_c}{\gamma_c + (k+1)} e^{-\frac{x}{\gamma_c}} \, dx \]

\[ = \sum_{k=0}^{n-1} \frac{n(n-1)^k \gamma_c}{\gamma_c + (k+1)} \quad (15) \]

Substituting (15) and (14) in (12), we have

\[ P_e(\text{error in 1 bit}) \leq \frac{n^2(n-1)^2}{\gamma_c + (n-1)(\gamma_c + n)} \left( \sum_{k=0}^{n-1} \frac{(n-1)^k}{\gamma_c + (k+1)} \right) \left( \frac{1}{1 + \gamma_c} \right)^n \left( \frac{\gamma_c}{1 + \gamma_c} \right)^{n-m} \quad (16) \]

Substituting from (10), (11) to (7), we have (17). Using the definition of diversity order, \( D \), (27), substituting from (17) and applying the limits we have

\[ D = \lim_{\gamma_c \to \infty} -\log[P_{FD}(c)]/\log(\gamma_c) \]

\[ = \lim_{\gamma_c \to \infty} 2 \log [1 + \gamma_c] + \text{higher order terms} / \log(\gamma_c) \]

\[ = 2 \quad (18) \]
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