Prediction of learning behavior characters of MOOC’s data based on time series analysis
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Abstract. In recent years, big data is used in finance, education, biotechnology, and other fields. In the field of education, thanks to the overall characteristics of big data, it can be applied to understand the objective learning rules of students, to provide effective decision-making suggestions for educators. With the development of electronic communication and media technology, Massive Open Online Courses (MOOC), which contains a large number of user behaviors and information, has gradually become one of the mainstream ways of education. However, MOOC have also been criticized for their high dropout rate. Through the analysis of big data contained in MOOC real data set, it can help teachers master students' learning rules and learning behaviors in time, which is of great significance to improve the level of education and the dropout rate of MOOC. First, it is helpful for teachers to adjust the course content in time according to the learning status. Second, teachers can carry out benign interventions on students' learning behavior. In this paper, based on the analysis of the real MOOC data of students' learning behaviors, we find that different groups of students have the same learning behavior at the same learning period, and students' learning situations can be divided into three stages. Then ARIMA model is used to predict the learning behaviors of students, to further analyze the factors causing the difference in prediction accuracy, we propose an error analysis method based on MSE. Through the experimental observation, the method proposed in this paper can effectively find and predict the characteristics of students' learning behavior, to give suggestions for improving the quality of teaching.

1. Introduction
Massive Open Online Courses (MOOC) are free online courses that anybody can take, thanks to their openness and convenience, MOOC have gradually attracted more and more students and universities to participate in them. At the same time, MOOC has accumulated a lot of user behavior data. Online learning platforms, such as edX and Coursera, have attracted large numbers of learners, they have also been criticized for their high dropout rates. In recent years, many researchers have been committed to studying the factors that affect the learning efficiency of MOOC by analyzing user’s behaviors on MOOC. Christopher [1] predicted MOOC performance by Clickstream Data and Social Learning Networks. Jacob [2] came up with an automatic stop-out classifier that achieves higher response rates compared to traditional post-course surveys and may boost students' propensity to “come back” into the course. Tang [3] divided the user’s learning behavior into several distinct categories to help improve user retention. Xing [4] identified a small subset of at-risk students, to provide systematic insight for instructors so they may better provide targeted support for those students most in need of intervention. In the above paper, to intervene on the learning effect of MOOC, various factors
affecting the learning effect of MOOC are analyzed, but the possible influence of different time periods on students' learning behavior is neglected.

In the development process of time series analysis methods, the application of economy, finance, engineering, and other fields has always played an important role in promoting the development of time series analysis, each step of the development of time series analysis is inseparable from the application [5]. Yang [6] presents a novel method for predicting the evolution of a student’s grade in MOOC via Time Series Neural Networks. Tang [7] extracts some raw features from MOOC users' logs and applies the MOOC users' daily activities to predict dropout in MOOC using time series.

In this paper, based on the analysis of the real MOOC data of students' learning duration and the overall learning behavior, students' learning situation was divided into different stages and different groups of students have the same learning behavior at different times of the same learning period. Then Autoregressive Integrated Moving Average(ARIMA) model is used to predict the learning duration of students. Through experiments, the feasibility of ARIMA for predicting students' learning duration was proved, and the accuracy of the prediction results is related to the students' learning behaviors. Finally, the students are divided into four groups, and the corresponding suggestions are given according to their learning behavior and prediction results.

2. Data description and analysis

2.1. Data description

The results presented in this paper are based on the dataset KDDCUP 2015 [8], which uses big data to predict whether MOOCer will “Skip class”. In KDDCUP 2015, 200,905 pieces of student information were recorded, including the student's course selection information, the start and end date of the course, and the student's detailed daily learning behavior. We consider the number of days covering the beginning and end of a course as a learning period and calculate the daily learning duration of students in a learning period based on their detailed learning behaviors every day. The learning duration sequence T of a students s in a learning period is as follows: 

\[ T_s = \{ (d_0, t_0), (d_1, t_1), \ldots, (d_i, t_i) \} \]

\( d_i \) denotes student's learning duration t on day i. If no learning record of student s is detected on day i, the learning duration t of that day will be recorded as 0. Students who have no learning record in the entire learning period, that is, the array value is all 0, will be removed. In KDDCUP 2015, the course usually covers 30 days from the beginning to the end. Base on this, We use 30 days as a learning period for students to observe the effect of the increase of date on the learning duration in a learning period.

In order to observe the overall learning duration distribution of students on different days in the same learning period, we define a set of students S of size n: \( S_n = \{ s_0, s_1, \ldots, s_n \} \). Then we set up a series \( T_n \) to represent the average learning duration in a learning period for a group of students of size n: 

\[ T_n = \{ (d_0, t_{n0}), (d_1, t_{n1}), \ldots, (d_i, t_{ni}) \} \]

where \( n \) is the size of students and \( (d_i, t_{ni}) \) denotes the average learning duration \( t_{ni} \) of a group of size n on day i, and 

\[ t_i = [t_{i0}, t_{i1}, \ldots, t_{in}] \]

The average learning duration \( t_{ni} \) is defined as the standard deviation of n groups of data on day i:

\[
    t_{ni} = \sqrt{\frac{\sum_{k=0}^{n} (t_k - \bar{t})^2}{n}}
\]

The reason for using standard deviation rather than calculating the mean directly is that standard deviation is a better indicator of the degree of dispersion among individuals within the group, this helps us better understand how the data is distributed.
2.2. Data analysis

In order to further analyze the distribution of learning duration, random sampling was carried out in the data with sampling size $n = 1000$. A total of three groups of data were collected, and their distribution pattern is shown in Fig. 1 below:

Figure 1. When $n=1000$, the learning duration distribution of the three groups of random samples.

In Fig. 1, the three groups of randomly sampled data have a similar learning duration on the same day. This indicates that different groups of students have the same learning behaviors of the same learning period.

To further verify the relationship between the student groups, we extend the sample sizes to $n=2000$ and $n=5000$, their distribution pattern is shown in Fig. 2. In Fig. 2, the learning duration between different groups on the same day was closer, this means that the increase in the size of students will not change the distribution of students’ overall learning behavior. Therefore, the overall learning behavior of large-scale students can be expressed with the overall learning behavior of smaller-scale students.

Figure 2. Distribution of average learning duration in different sizes of students.

By analyzing the learning duration of different dates, students’ learning situation in the same learning period was divided into different stages. Then, we divide the learning period into three phases. In the first phase, which is generally the first week of the learning period, most students' learning duration decreases with the date, reaching a minimum around the sixth day. The second phase, in which the learning duration each day increases as the date went on, lasts about two weeks. In the final stage, the students' learning duration will produce larger mutation: First, the students' learning duration will occur explosive growth and reach the maximum, at about 20th day; Then the learning duration will gradually subside, at about the 25th day, it returns to normal; After that, until the end of the learning period, the learning duration of students has grown exponentially again.

Through the analysis of the changing trend in different stages of the learning period, it can provide some references for MOOC teachers and administrators. In general, we can take the learning duration
as a reference for students' learning enthusiasm, and a higher learning duration represents a higher learning enthusiasm. Then let us reanalyze the three stages: The first stage indicates that students are likely to be more enthusiastic about learning at the beginning of the course, but this enthusiasm gradually wanes during the first week. Therefore, if the teacher can provide better content at this stage, it may enhance the appeal of the course. And the sudden change in learning duration in the third stage suggests that students are more enthusiastic about learning at this time, perhaps because of academic pressure. Anyway, at this moment, the attention of the curriculum is the highest, and teachers can provide more important content at this moment to gain greater influence.

Since the overall learning behavior of large-scale students can be expressed with the overall learning behavior of smaller-scale students, for the convenience of calculation and presentation, we processed the data with a sample size of n=1000 based on the time series model.

3. Time series prediction

3.1. ARIMA model

The Box-Jenkins method [9] is a more perfect and accurate algorithm for analyzing and predicting time series data, the commonly used models include the Auto-regressive model (AR model), Auto-Regressive Moving Average Model (MA model), Auto-Regressive Moving Average Model (ARMA model), Auto-regressive Integrated Moving Average model (ARIMA model). In this paper, we chose ARIMA as our prediction model.

The ARIMA(p, d, q) model is an extension of the ARMA(p, q) model which can be expressed as:

\[(1 - \sum_{i=1}^{p} \phi_i L^i)(1 - L)^d X_t = (1 + \sum_{i=1}^{q} \theta_i L^i) \varepsilon_t\]  

Where L is Lag operator, \(d \in \mathbb{Z}, d > 0\).

3.2. Stationary test

The time series that can be analyzed and predicted by the ARIMA model must meet the condition of stationary non-white noise series. It is an important step for time series analysis to check the stationarity of data. If the original data does not meet the stationarity, the original data can be transformed into a stationary sequence by means of difference, log, and other data transformation methods for subsequent analysis. The stability of time series is generally tested by a time sequence diagram and correlation diagram, but this approach is highly subjective. Augmented Dickey-Fuller (ADF) test can be used to verify the stationary hypothesis of a time series. If the results of the test are statistically significant, the series can be considered to satisfy the stationary hypothesis. Therefore, we use the ADF test to judge whether the time series is stable.

For non-stationary time series, if there is an increase or decline trend, difference processing is needed and then a stationarity test is carried out until it is stationary. In theory, difference, the more the temporal information of non-stationary deterministic information extracting more fully, but in theory, the number of difference is not the more the better, every time difference operation, can cause the loss of information, so should avoid excessive difference, generally in the application, the difference of no more than two orders.

The T-test, also known as the Student's T-test, is used to test the difference between the means of two populations because the F distribution approximates a normal distribution as the degree of freedom approaches infinity, so the t-test is usually used to test the difference between the means of two normal distributions. T-statistic is the test statistic used by the t-test for hypothesis testing. P-value can be calculated through the value of t-statistic to judge whether the null hypothesis is rejected. P-value is a probability, which is the probability that the sample result will appear if the hypothesis is true. If the p-value is small, it means that under the premise that the null hypothesis is true, the probability of the sample result appearing is small or even extreme, which in turn indicates that the null hypothesis is very large and the probability is wrong. Typically, a significance level \(\alpha\) is set to
compare with the p-value, and if p-value < α, the null hypothesis is rejected under significance level α. α is normally set to 0.05 [10].

3.3. Model selection
The guiding idea of selecting the optimal model is to investigate from two aspects: one is to maximize the likelihood function, the other is to minimize the number of unknown parameters in the model. The greater the likelihood function value is, the better the fitting effect of the model is. However, we cannot simply measure the quality of the model by the fitting accuracy, which will lead to more and more unknown parameters in the model, and the model will become more and more complex, resulting in overfitting. Therefore, a good model should be a comprehensive optimization configuration of the fitting accuracy and the number of unknown parameters. Common model selection methods include AIC and BIC.

Akaike information criterion (AIC) [11], based on the concept of entropy, can balance the complexity of the estimated model with the goodness of the data fitted by the model which is a measure of Goodness of fit in a statistical model. In general, AIC can be expressed as:

$$AIC = 2K - 2\ln\left(\hat{L}\right)$$

Where K is the number of arguments and \( \hat{L} \) is the likelihood function.

Bayesian Information Criterion (BIC) [12] is to use subjective probability estimation for some unknown states under incomplete information, and then use Bayesian formula to modify the occurrence probability, and finally use the expected value and correction probability to make the optimal decision. BIC can be expressed as:

$$BIC = \ln\left(n\right)K - 2\ln\left(\hat{L}\right)$$

Where \( \hat{L} \) is the maximum likelihood function of the model.

AIC provides effective rules for model selection, but it also has some shortcomings. When the sample size is large, the fitting error of the information provided in the AIC criterion will be amplified by the sample size, the number of parameters of penalty factor but has nothing to do with sample size (2) has been, so when the sample size is large, using AIC criterion to select the model and real convergence, it is usually better than the real model of the number of unknown parameters. The proposal of AIC criterion and BIC criterion can effectively compensate the subjectivity of order determination based on autocorrelation graph and partial autocorrelation graph, and help us to find the relatively optimal fitting model within a limited range of order numbers.

4. Result and Analyse
4.1. Model application
In the purpose of the convenience of calculation and presentation, we randomly select a set of student sequences \( S_n \) of size n=1000, there is 911 valid data among them. And we calculated the mean time series \( T_n \) of \( S_n \). The autocorrelation graph of \( T_n \) is shown in Fig. 3. In Fig. 3, the X coordinate represents the order and the Y coordinate represents the autocorrelation. Generally, the order of T is judged by autocorrelation graph to select the model, through the artificial observation of the autocorrelation curve, the data contained in the confidence space [-0.5,0.5] is regarded as the effective data. But the value obtained by this method has a certain randomness, so we propose another method for model selection.
Figure 3. The auto-correlation graph of \( T_n \)

The ADF test values of \( T_n \) after difference are as follows:

| Diff | Test Statistic | p-value | Lags Used | Critical Value(5%) |
|------|---------------|---------|-----------|-------------------|
| diff 0 | -1.58626 | 0.490493 | 0         | -2.96788         |
| diff 1 | -3.21362 | 0.0192097 | 6         | -3.00543         |
| diff 2 | -3.6088 | 0.00559495 | 5         | -3.00543         |

It is easy to see from Table 1. that \( T_n \) is stable after a difference which p-value < \( \alpha \). This means that \( T_n \) reaches the stability standard after the first difference. We use the data diff1() after the first difference as the input of the model to make the next prediction.

Figure 4. Using the ARIMA model predict the learning duration of \( T_n \).

The next task is to select the model, the selection condition is to obtain the minimum loss value under AIC standard and BIC standard, and the optimal model [13]. For example, \( T_n \) obtain the minimum loss value when AIC = (0,1) and BIC = (0,1). In this case, we choose (0,1) as the (p, q) parameter of the ARIMA model, considering that \( T_n \) needs to go through a difference to become a stationary sequence, we take d = 1 as the last parameter of ARIMA. To sum up, we substituted p = 0, q = 1, and d = 1 into ARIMA (p, d, q) to get a model suitable fit \( T_n \): ARIMA (0, 1, 1), and predicted the time series for a given week, the result is shown in Fig.4.
In our example, the predicted results of $T_n$ in Date(16,23) where the prediction interval begins on day 16 and ends on day 23, are shown. From the prediction results, the ARIMA model can predict the time series and produces a relatively close result.

The feasibility of time series for the prediction of learning duration in MOOC is confirmed by the application of the ARIMA model, but the results from observations of time series alone are too subjective and not suitable for large-scale time series predictions. Therefore, MSE [14] is used to evaluate the effectiveness of the model.

4.2. Model evaluation
Mean Squared Error (MSE) is used to reflect the degree of difference between the predicted value and the actual value. Theoretically, the closer MSE is to 0, the closer the two data are. However, a smaller MSE may also represent a model overfit. MSE can be express as:

$$MSE(T) = E((T - \theta)^2)$$  

(5)

Where $(T - \theta)$ is the error which is the difference between the estimated value and the actual value. And MSE between the predicted sequence and the actual sequence can be expressed as:

$$MSE = \sum_{(i,j)} E((T - \theta)^2)$$

(6)

Where $(i, j)$ represents the starting and ending interval.

Using (6), the MSE between the predicted sequence and the real data of $T_n$ was calculated, $MSE(T_{(16, 23)}) = 97.539$, which means a good prediction result.

Figure 5. The distribution of MSE where label x represents the student label of different students and label y represents the value of MSE.

Then we take the time series $t_n$ of each student in sample $S_n$ as the input of the ARIMA model. Given prediction interval in DATE (15,30), select the applicable model, among the 911 valid data, there are 529 time series that can be matched to the appropriate model in ARIMA and we calculate the MSE for each time series, their distribution is shown in Fig. 5.

Based on the distribution of MSE, we divided the students into 3 groups: Group1 contains all students with an MSE greater than 13,000, which contains less data than the other groups but produces the greatest MSE; Group2 includes all students whose MSE is less than 3000, whose number is large and whose MSE is small; The EMS of Group3 is between Group1 and Group2, and it has a more obvious trend of change, which is the transition stage of Group1 and Group2.

For the remaining data, the ARIMA model cannot be used to predict their time series because they cannot meet the requirements of stationarity. In order to observe their distribution rule, we classify these data into a group and mark them as Group4.

The performance of different groups in a learning period is shown in the figure below:
In Fig. 6, we found that four groups of students have different learning behaviors, which means that the student’s learning behavior will have a serious impact on the predicted results.

In Group1, the learning duration of students study each day is variable, and their learning behavior tends to be more random. Learning duration and regularity of Students in Group2 are more stable, but it also meant that their study time would stabilize at a fixed level. The stability of Group3 is between Group1 and Group2. Intervention with this group of students may make more sense because they are in a transition phase. Group3 students will be inclined to change to Group2 if they receive benign intervention; if they receive bad intervention, their learning behavior may become irregular and thus change to Group1. For students in Group4, it can be found that their learning duration has an obvious upward trend, that is to say, their time series is unstable, which explains why the ARIMA model can not be used to predict their time series.

To sum up, we come to the conclusion: the accuracy of the prediction of students' time series is affected by their own learning behavior. The more regular students' learning is, the better the prediction result is; on the contrary, the more random their learning behavior is, the greater the deviation between the prediction result and the real data is.

5. Conclusions

In this paper, based on the analysis of the real MOOC data of students' learning duration and the overall learning behavior, we found that when the sample size of students is the same, different groups of students have the same learning behaviors of the same learning period. And for a sample of students of different sizes, the increase in the size of students will not change the distribution of students’ overall learning behavior, the overall learning behavior of large-scale students can be expressed with the overall learning behavior of smaller-scale students.

According to the distribution of learning duration on the date, students' learning situation was divided into different stages. In the first phase, most students' learning duration decreases with the date. In the second phase, the learning duration each day increases as the date went on. And in the third stage, the students' learning duration will produce a larger mutation. For these three different stages, we suggest that MOOC teachers adopt different strategies to intervene students.

Then Auto-regressive Integrated Moving Average (ARIMA) model is used to predict the learning duration of students. Through the judge of the stability of students’ learning duration and the choice of model, the feasibility of ARIMA for predicting students' learning duration was proved. Then through the calculation of the evaluation index MSE, we found the accuracy of the prediction results is related to the students' own learning behaviors. The more regular students' learning is, the better the prediction result is; on the contrary, the more random their learning behavior is, the greater the deviation between the prediction result and the real data is. Finally, the students are divided into four groups by prediction results of the model, and the corresponding suggestions are given according to their learning behavior and prediction results.
Through analyzing and predicting the time series of students' learning, it is helpful for MOOC teachers to master the students' learning situation in real-time and intervene with the students in a timely manner, so as to improve the learning effect.
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