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Abstract

The NIRC2 vortex coronagraph is an instrument on Keck II designed to directly image exoplanets and circumstellar disks at mid-infrared bands $L'$ (3.4–4.1 μm) and $M'$ (4.55–4.8 μm). We analyze imaging data and corresponding adaptive optics telemetry, observing conditions, and other metadata over a three-year time period to characterize the performance of the instrument and predict the detection limits of future observations. We systematically process images from 359 observations of 304 unique stars to subtract residual starlight (i.e., the coronagraphic point-spread function) of the target star using two methods: angular differential imaging (ADI) and reference star differential imaging (RDI). We find that for the typical parallactic angle (PA) rotation of our data set ($\sim$10°), RDI provides gains over ADI for angular separations smaller than 0.625. Furthermore, we find a power-law relation between the angular separation from the host star and the minimum PA rotation required for ADI to outperform RDI, with a power-law index of $-1.18 \pm 0.08$. Finally, we use random forest models to estimate ADI post-processing algorithm also in telescope and temperature of the optics. Other factors depend on the environmental, such as properties of the atmosphere and temperature of the optics. Other factors depend on the observing strategy and the timing of observations, which set the airmass during the observation, the amount of time per target, and the amount of parallactic angle (PA) rotation (the angle through which the field of view rotates during an observation set when observing in fixed pupil mode on an altitude-azimuth telescope). The magnitude of the target star and the choice of post-processing algorithm also influence the detection limits. Large surveys of many targets with a single instrument reveal correlations between these different factors and the resulting detection limits, helping determine the bottlenecks of instrument performance and improving observing strategies. They can also help identify areas of potential improvement for future instrument upgrades.
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1. Introduction

High-contrast imaging in the infrared provides unique sensitivity to thermal emission from young giant planets and protoplanets as well as scattered light from circumstellar disks. Recent direct imaging surveys of nearby stars have discovered new giant exoplanets (e.g., Marois et al. 2008; Macintosh et al. 2015; Chauvin et al. 2017) and constrained their occurrence rates (see review by Bowler 2016).

Current ground-based high-contrast imagers, such as GPI (Macintosh et al. 2014), SPHERE (Vigan et al. 2016), SCExAO (Jovanovic et al. 2015), P1640 (Hinkley et al. 2011), and NIRC2 (e.g., Marois et al. 2008; Bowler et al. 2012; Serabyn et al. 2017) combine adaptive optics (AO) and coronagraphs to detect faint planets at small angular separations from the host star. A standard measure of their performance is the limiting planet-to-star flux ratio, or contrast, as a function of angular separation from the primary star. The fundamental goal of high-contrast imaging is to improve contrast limits with advanced hardware and software, thereby expanding the parameter space of planets that could be uncovered behind the glare of their host stars.

There are many factors that may affect the contrast achieved from an instrument on a given observing night. Some of these factors are environmental, such as properties of the atmosphere and temperature of the optics. Other factors depend on the observing strategy and the timing of observations, which set the airmass during the observation, the amount of time per target, and the amount of parallactic angle (PA) rotation (the angle through which the field of view rotates during an observation set when observing in fixed pupil mode on an altitude-azimuth telescope). The magnitude of the target star and the choice of post-processing algorithm also influence the detection limits. Large surveys of many targets with a single instrument reveal correlations between these different factors and the resulting detection limits, helping determine the bottlenecks of instrument performance and improving observing strategies. They can also help identify areas of potential improvement for future instrument upgrades.

Studies of GPI and SPHERE survey data (Bailey et al. 2016; Poyneer et al. 2016; Milli et al. 2017) have demonstrated direct relationships between the science image contrast and factors such as AO system performance and environmental effects. For
instance, the pernicious low-wind effect caused by heat exchange between the telescope spiders and the surrounding air has been known to degrade the quality of the PSF in a way unseen by the AO system (Sauvage et al. 2016). In addition, analysis of GPI data has shown that temperature disequilibrium between the instrument, telescope, and dome also degrades AO performance. Section 4, where the relative importance of variables is measured, the prediction accuracy is examined. Finally, we conclude in Section 5.

2. Observations, Data, and Systematic Re-processing

Our study’s sample is a set of 359 observations of 304 unique targets observed from 2015 December 26 to 2018 January 5. These observations were taken with the vortex coronagraph installed in NIRC2 (Serabyn et al. 2017), using the QACITS automatic, real-time coronagraphic PSF centering algorithm (Huby et al. 2015, 2017). The typical centering accuracy provided by QACITS is 2.4 mas rms (Huby et al. 2017), or \( \approx 0.025 \lambda /D \) ms in \( L' \) band. In comparison, the pixel scale of the NIRC2 vortex is 9.942 mas per pixel (Service et al. 2016). The full data set contains images taken in the \( L' \) (central wavelength of 3.776 \( \mu m \)) and \( M_s \) (central wavelength of 4.670 \( \mu m \)) bandpasses. In this paper, we include only the targets observed in \( L' \) band in our sample set, which accounts for over 98% of the data. We note that around 2/3 of our sample is composed of stars from surveys designed to use RDI and have limited PA rotation. For our sample set, the median and mean PA rotations are 11°1 and 26°0, respectively. The median and mean total integration times are 15 minutes and 22 minutes, respectively (see Figure 1).

The typical observing sequence consists of one image of the star without the coronagraph to characterize the unocculted PSF, one sky frame of a blank field 10° away from the target, and then 10–30 science frames with the star centered on the vortex representing \( \sim 10–60 \) s of integration time for each frame. For longer observations or in rapidly changing conditions, the full sequence is repeated every 10–30 minutes to sample potential variations in the unocculted PSF and sky background. All observations were taken with the telescope’s field rotator set to track the telescope pupil in order to exploit the natural rotation of the sky.

Figure 1. Left panel: distribution of PA rotation of the targets in our sample set. The median PA rotation (solid vertical line) is at 15.0 minutes. Right panel: distribution of total integration time. The median (solid vertical line) is at 11°1.
We uniformly reprocess our sample set with a pipeline that automatically downloads, sorts, and processes data relying on the functionality of the Vortex Image Processing (VIP) software package (Gomez Gonzalez et al. 2017) as well as custom programs.

In the pipeline, we perform a series of pre-processing steps. First, we apply a flat field correction to both science and sky background frames. The flat field image is the median of 5–10 images of the blank sky taken with the vortex mask removed near the end of the night, or another night close in time if same-night flats are not available.

Then, we use VIP to remove bad pixels from both science and sky frames. For the mean science and sky frames, bad pixels are identified as those with values greater than 3 standard deviations above the median of a 5 × 5 box centered on that pixel. NIRC2 also has hot pixels and dead pixels, which are identified in a similar way in the dark frames and flat field frames, respectively. We replace the value of bad, hot, and dead pixels with the median of the neighboring pixels in the 5 × 5 box. However, we avoid bad pixel correction in a circular region of diameter equal to the FWHM, centered on the star. Next, we use a PCA-based algorithm from VIP to subtract the sky from our science frames, identifying and removing the number of sky principal components equal to the number of sky frames for each target. Finally, these sky-subtracted images are registered to the target star’s position and de-rotated according to the PA recorded by the instrument so that north points up and east points left. To register the images, we identify the star’s position in each frame by aligning the speckle pattern with the median frame using a cross-correlation. Specifically, VIP uses the “register_translation” method from the scikit-image package, which implements the algorithm developed by Guizar-Sicairos et al. (2008).

Then, for each target, we subtract the PSF of the target star using a full-frame PCA-based approach. For ADI, the PSF library is built with all science images from the target. For RDI, we use designated reference stars if they are available. These are reference stars imaged before and after the target star on the same night, and are usually late-type stars that are unlikely to contain young planets emitting strongly in thermal wavelengths (see, e.g., Ruane et al. 2017). Most of our targets do not have designated reference targets, in which case we use all other targets from the same night and the same observing program to build the reference PSF library (similar to the self-referencing strategy with the Hubble Space Telescope data from Lafrenière et al. (2009) and Soummer et al. (2011) in the sense that these two studies also used multiple reference stars that were observed as part of the same observing program, with similar observing times and noise levels). The size of the reference PSF library thus depends on how many other stars were observed on a given night and how many frames were acquired on each star. Accordingly, we include the size of the reference PSF library as a variable in our study. For our sample set, the median reference library size is 150 frames. We use a set of different frame sizes for ADI and RDI in order to optimize the detection limits at different separations from the host star. In addition, we use numerical masks to improve PSF subtraction with PCA. The mask is centered on the star and set to a different radius for each frame size, as summarized in Table 1.

We compute the detection limit as a function of angular separation for each target and each set of frame sizes. The ratio of this limit to the host star flux is called the contrast curve. Within each frame size, we compute several contrast curves using a range of principal components to model the PSF. In our pipeline, the contrast corresponding to one standard deviation was calculated using the contrast_curve function in the VIP, which performs fake companion injection and retrieval to determine and compensate for signal losses owing to self-subtraction and over-subtraction effects. Planets with a signal-to-noise of 10 are injected and retrieved is attempted to estimate point source over-subtraction by PCA as a function of separation. These injected planet signals are placed 0′′32 (four FWHM) apart, and we repeat this four times, shifting the position of the injected planet by 0′′08 (one FWHM) each time, in order to compute the retrieval at every 0′′08. We do not include the effect of small sample statistics on contrast described in Mawet et al. (2014) in order to make our results directly comparable to past studies on GPI (Bailey et al. 2016) and SPHERE (Milli et al. 2017). Furthermore, the inclusion of small sample statistics would not alter our results, since it would merely constitute a multiplicative factor to the contrast values (e.g., it would not change the power laws we find). It is important to note that contrast depends on the post-processing algorithm used, and our study refers only to the full-frame PCA subtraction algorithm.

At each stage of the pipeline, data products such as reduced images and contrast curve calculations are stored along with the target’s metadata in a MongoDB database. While the pipeline enables our characterization study by allowing us to uniformly process all the data in our sample set, the database is essential for making the comparisons between detection limits and relevant explanatory variables.

### 3. NIRC2 Vortex Characterization

#### 3.1. Response Variable: Optimal Contrast

In our study, the response variable is 5σ contrast, obtained by multiplying five to the 1σ contrast level computed by the pipeline. Since each of our targets has a set of contrast curves for different frame sizes, mask sizes, and numbers of principal components, we extract an “optimal contrast curve” for each target with the following steps. First, we re-sample all of the contrast curves computed from all sets of post-processing parameters to 0′′01 intervals in angular separation,

| Algorithm | Frame Size (arcsec) | Mask Radius/Inner Radius (arcsec) | Outer Radius (arcsec) |
|-----------|---------------------|-----------------------------------|-----------------------|
| ADI       | 1.0                 | 0.08                              | 0.5                   |
|           | 1.5                 | 0.08                              | 0.75                  |
|           | 2.0                 | 0.16                              | 1.0                   |
|           | 3.5                 | 0.16                              | 1.75                  |
|           | 5.5                 | 0.40                              | 2.75                  |
| RDI       | 1.0                 | 0.08                              | 0.5                   |
|           | 1.5                 | 0.08                              | 0.75                  |

Note: Our study examines post-processing results in five analysis regions for ADI and two regions for RDI. The inner ADI regions are computed for a direct comparison with RDI. Images are cropped to a square frame of the given size, centered on the target, prior to processing. A circular region of the given mask radius centered on the target is masked out, which sets the inner radius of the analysis regions. The outer radius of the analysis regions is equal to half of the frame size.
interpolating between two values when necessary. Then, for each re-sampled separation, we compare all of the available contrast curves and choose the smallest contrast value as the “optimal contrast” for this separation. Lastly, we combine the optimal contrast value at every separation to form the combined optimal contrast curve for the target. Thus, the optimal contrast curve represents the ideal contrast one could achieve for a target under the conditions of the given observing window. We repeat this process twice to generate optimal ADI and RDI contrast curves separately.

Figure 2 shows the median and minimum of all optimal contrasts for ADI and RDI post-processed images. Because we rely on ADI to probe large separations, RDI data is not complete for separations beyond 0.4. Specifically, only 75% of targets in our sample set have RDI contrast between 0.4 and 0.65. However, these larger separations are not as important for RDI, since the top two curves in Figure 2 show that ADI performs better at separations larger than 0.25 on average. At closer separations, ADI performance degrades because of self-subtraction effects. Therefore, our ADI median contrast is pulled upwards by the large number of low PA rotation targets. The middle dotted curve shows the median ADI contrast for targets with PA rotations larger than 20° in order to demonstrate the performance on well-timed ADI sequences. The bottom two curves show the minimum of all optimal contrast curves, demonstrating the best contrast limits obtained with the NIRC2 vortex coronagraph in L’ band.

3.2. Explanatory Variables

Explanatory variables are factors that may influence the response variable. Unlike truly independent variables, explanatory variables may be correlated with each other as well as the response variable. We list the explanatory variables considered for our models in Table 2, where we divide them into three categories: observing conditions, observation parameters, and stellar magnitudes. For variables that change during the course of an observation, such as airmass, we use the median value over the observation time frame of the target. We also measure the standard deviation of such dynamic variables over the observing sequence. For instance, seeing shows a median standard deviation of 0.30 ms across all observations in our sample set. We find that such measures of variability show no correlation with contrast, and hence do not study them further in this paper.

### Table 2

| Variable                  | Source                                  |
|---------------------------|-----------------------------------------|
| **Observing Conditions**  |                                         |
| T0                        | AO Telemetry                            |
| Seeing                    | AO Telemetry                            |
| WFS Frame Rate            | AO Telemetry                            |
| Airmass                   | Fits Header                             |
| Primary Mirror Temperature| Keck II sensors                         |
| AO Optical Bench Temperature| Keck II sensors                      |
| AO Acquisition Camera Enclosure | Keck II sensors                  |
| Temperature               | Keck II sensors                         |
| Dome Temperature          | Keck II sensors                         |
| Dome Humidity             | Keck II sensors                         |
| Wind Speed                | Keck II sensors                         |
| Pressure                  | Keck Weather Station                    |
| **Observation Parameters**|                                         |
| PA Rotation               | Fits Header                             |
| PSF x FWHM                | Pipeline Product                        |
| PSF ÷ FWHM                | Pipeline Product                        |
| Total Science Integration Time | Pipeline Product               |
| RDI Reference Library Size| Pipeline Product                        |
| **Stellar Magnitudes**    |                                         |
| R magnitude               | UCAC4                                   |
| W1 magnitude              | WISE All-Sky and AllWISE               |

Note. A list of explanatory variables considered for our analysis. We obtain weather and temperature data from the Keck weather station and sensors in Keck II, seeing estimations and the atmospheric coherence time T0 from AO telemetry data (see Sections 3.4.4 and 3.4.3). Stellar magnitudes come from the UCAC4 (Zacharias et al. 2012, 2013), WISE All-Sky (Wright et al. 2010; Cutri et al. 2012), and AllWISE (Cutri et al. 2014) catalogs, as indicated. RDI reference library size refers to the number of PSF frames included in the reference PSF library for a given target.

3.3. Noise Regimes

The achieved contrast can be broken into two regimes: background noise-limited and speckle noise-limited. The separation beyond which a target reaches the background limit depends on the total integration time and the magnitude of the target, and therefore differs between targets (larger separation for brighter targets). In the speckle noise-limited regime, the performance is limited by speckle noise from the residual PSF of the star. Compared to the background noise limit, we expect the speckle noise limit to be controlled by a wider range of factors.

In Section 3.4.1, where we compare ADI and RDI performance through the lens of PA rotation, we exclude contrast data that are background-limited. To do this, we empirically determine the background-limited contrast as the contrast at the largest separation (≈2.6′), where we assume all
targets to be in the background noise regime (very reasonable assumption for images in $L'$ band; see Figure 3 for an example). We then remove any optimal contrasts between $0''2$ and $0''4$ that are within a factor 3 of the optimal contrast at $\approx 2''6$. We find that under this threshold, 37% of ADI contrasts and 20% of RDI contrasts at $0''4$ are background-limited. On the other hand, in all other subsections after Section 3.4.1, we include both speckle-limited and background-limited contrasts in the study. This is because unlike in Section 3.4.1, where we attempt to compare ADI and RDI in an unbiased manner and extract an empirical relation that may be generally applicable, in the subsequent sections we focus on summarizing the past performance of the NIRC2 vortex, and finding trends specific to this instrument. In addition, in the predictive models in Section 4, we also include all data to allow the models to differentiate between the two noise limits. Both limits are present in real data so the inclusion of both is necessary for accurate predictions across a broad range of separations.

3.4. Relationships between Contrast and Explanatory Variables

We investigate the relationship between contrast and explanatory variables for both ADI and RDI, using univariate fits. In order to directly compare ADI and RDI in Section 3.4.1, we use only speckle noise-limited data, as described in Section 3.3. For all other variables, we include all data in the sample set. We mainly focus on contrast at two separations: $0''2$ and $0''4$. Where power-law fits are expected, we take the log of the explanatory variable. Where no theoretical expectation exists, we try plotting the variable in both linear scale and log scale with log contrast and search for an empirical relation. We compute the slopes using a least squares linear fit, and determine the uncertainty of the fit as the square root of the variance estimate for the slope parameter.

3.4.1. PA Rotation: Case Study of ADI versus RDI

We expect that PA rotation is one of the most important variables in determining ADI optimal contrast (confirmed by the statistical models in Section 4). We expect its effect on RDI contrast to be less prominent. Importantly, observers can compute a priori how much PA rotation they will acquire on a given target from the target declination, hour angle, and total integration time. In this section, we use data from the same frame sizes and numerical mask sizes for both ADI and RDI (specifically the $1''0$, $1''5$ frame sizes with the $0''08$ inner radius) to compute optimal contrast. This is done to avoid bias effects from using different zonal geometries on PCA-based PSF subtraction, and therefore to fairly compare ADI and RDI. Because we are interested in comparing ADI and RDI at separations between $0''2$ and $0''4$, it is natural to use small frame sizes.

We discover that the relationship between final contrast and PA rotation is best described by a power law, with a steeper exponent for ADI than for RDI (see Figure 4). We calculate the slopes for 21 separations between $0''2$ and $0''4$, in intervals of $0''01$. Among these separations, we find slopes for ADI ranging from $-0.86$ to $-0.95$, and slopes for RDI ranging from $-0.24$ to $-0.30$. We hypothesize that the slopes for RDI are caused solely by the whitening of speckle noise due to increasing angular diversity: a larger PA rotation means that more frames at different angles are combined, so the speckle field becomes more mixed and therefore easier to model with the reference PSF library. On the other hand, we hypothesize that the slopes for ADI come from both speckle noise whitening and the minimizing of self-subtraction with larger PA rotation. However, further study is encouraged to develop precise physical explanations for the exact power laws obtained.

Due to the differing exponents, the best linear fits for ADI- and RDI-processed data intersect at an angle, which we dub the “critical PA rotation” ($\theta_{\text{crit}}$). Specifically, we see that above the critical PA rotation, ADI results in deeper contrast than RDI, and below that threshold, RDI yields deeper contrast. Furthermore, we see that the intersection moves to larger PA
rotations at smaller angular separations. This also confirms our expectations: ADI should perform progressively worse at closer separations due to enhanced self-subtraction.

Consider a simple geometric expectation for \( \theta_{\text{crit}} \) as a function of angular separation between the companion and the host star (\( \rho \)). When constructing a PSF for a target image from a set of reference images, if the companion is present at the same location in the target and reference images, self-subtraction will occur to negatively impact contrast. In ADI, avoiding self-subtraction requires a minimum amount of sky rotation, \( \theta_{\text{crit}} \approx d_{\text{crit}} / \rho \), where \( d_{\text{crit}} \) is the amount of companion movement on the image necessary to minimize self-subtraction effects (a similar argument is presented in Marois et al. 2006). We expect that below \( \theta_{\text{crit}} \), self-subtraction will severely limit ADI performance, so RDI will outperform ADI.

Figure 5 shows \( \theta_{\text{crit}} \) for separations between 0\( \text{"} \)2 and 0\( \text{"} \)4. We compute error bars on \( \theta_{\text{crit}} \) by propagating the errors of the slopes and intercepts of the two linear fits (in, e.g., Figure 4) to the intersection angle. This is repeated at every 0\( \text{"} \)01 in our range of separations to generate error bars on each \( \theta_{\text{crit}} \). We fit the data points in log–log scale with a two-parameter function for slope and intercept, and discover a power-law relation with a slope of \(-1.18 \pm 0.08\) between 0\( \text{"} \)1 and 0\( \text{"} \)2, and find that in this case \( d_{\text{crit}} = 0.51 \pm 0.01 \) FWHM, or about half the FWHM.

To ensure that we do not bias the results above by defining contrasts within a factor of 3 of the contrast at \( \approx 2\text{"}/6 \) to be background-limited (see Section 3.3), we repeat the fits in Figure 5 twice, changing the threshold to a factor of 1 and 2, respectively. We find that for the two-parameter fit (red line), the new slopes are slightly steeper but all slopes are consistent within 1\( \sigma \) with each other. We choose the factor of 3 by balancing the requirement of stringency (we risk including background-limited contrasts with smaller factors) and number of data points (we exclude too many data points with larger factors). For the fit of \( d_{\text{crit}} \) that assumes a slope of \(-1\) (black line), the derived value of \( d_{\text{crit}} = 0.51 \pm 0.01 \) is also consistent within 1\( \sigma \) with the new values.

In practice, these results allow an observer to decide whether they would achieve better contrast between 0\( \text{"} \)2 and 0\( \text{"} \)4 using only ADI and all of their time on their target or if they should instead allocate some time for a reference star to enable effective RDI, given that they are operating in the speckle noise regime.

3.4.2. Stellar Flux

We search for a relationship between contrast and stellar magnitude in the bandpasses listed in Table 2 using all data (speckle-limited and background-limited). We find linear relationships between log contrast and magnitude, indicating an underlying power-law relation between contrast and incident flux (see Figure 6 for the best fit values and uncertainties). We use the WISE W1 (3.4 \( \mu \)m) magnitude as a proxy for L' magnitude (3.7 \( \mu \)m). We also analyze the dependence on R band (0.6–0.7 \( \mu \)m) magnitude because the WFS in the Keck II AO system is sensitive at those wavelengths.

3.4.3. Seeing

The seeing estimation tool, routinely in use at the W.M. Keck Observatory, is used to estimate the seeing from AO system data. The current version uses the closed-loop DM commands. The approach was originally introduced by Rigaut et al. (1991). As the AO system uses the DM to compensate for wavefront errors induced by atmospheric turbulence, the statistics of the DM shape contains the necessary information to estimate seeing.

We plot ADI and RDI optimal contrast as a function of seeing (see Figure 7, middle row), and find that seeing is consistent with having no direct correlation with contrast, with slopes and fit uncertainties on the order of 10\(^{-5}\).

3.4.4. Atmosphere Coherence Time \( \tau_0 \)

Atmospheric turbulence evolves with a characteristic timescale, \( \tau_0 \), called the coherence time. This timescale is defined as the time for the wavefront phase error to change by 1 radian; it is inversely proportional to the velocity of the turbulent wind layer and also inversely proportional to the amplitude of the turbulence (seeing). We estimate \( \tau_0 \) from a temporal analysis of the DM commands. First, the temporal structure function is estimated from the DM commands, and then a power-law
model fit to the temporal structure function is carried out to estimate the coherence time, according to Davis & Tango (1996).

Classical AO “lag error” predicts that the mean-square wavefront error $\sigma^2$ caused by correction time lag is proportional to $(\tau_0/t)^{-5/3}$ (Fried 1990), where $t$ is the time lag of the AO system. In addition, the Strehl ratio, which is the ratio of the central intensity of the observed PSF to that of a diffraction-limited PSF, is expected to scale as $s^{-e^{2}}$ (Schroeder 1987). Given also the strong dependence found between contrast and Strehl ratio (Milli et al. 2017), we expect that contrast should show a strong power-law relation with $\tau_0/t$. The Keck II AO system has variable correction speed, and is run at a slower speed on fainter stars; therefore, we use the WFS integration time (i.e., inverse of the WFS frame rate) as a proxy for the time lag $t$.

As with previous studies (Bailey et al. 2016; Milli et al. 2017), we see a strong correlation between $(\tau_0/t)$ and the instrument performance. The performance metric studied is raw contrast in Bailey et al. (2016), and Strehl ratio in Milli et al. (2017). Both studies find that the instrument performance is primarily limited by temporal wavefront errors at low coherence times, and that there exists a strong relationship between higher coherence times and better performances. We expand on these studies by quantifying that relationship for post-processed contrasts. Because we expect a power-law relation, we plot $\tau_0/t$ in log scale with log contrast. We find slopes of $-0.53 \pm 0.08$ and $-0.74 \pm 0.09$ for ADI optimal contrast, and $-0.16 \pm 0.06$ and $-0.37 \pm 0.07$ for RDI optimal contrast, at $0''2$ and $0''4$, respectively (Figure 7, top row). As described in the previous section, NIRC2 vortex contrast is not directly correlated with seeing, so this relationship can be attributed to the velocity of the turbulent wind layer.

3.4.5. Temperature Differentials

We obtain temperature measurements from YSI Precision Thermistors located at various places on the telescope, dome, and the AO enclosure. The primary mirror temperature is the average reading from 9 thermistors located on the back side of mirror segments measuring the glass temperature. The dome temperature sensor is mounted to the upper rail atop the AO enclosure to measure the dome ambient air temperature. The optical bench temperature measures the ambient air temperature of the AO bench area located close to the WFS. Lastly, the AO acquisition camera (ACAM) enclosure temperature sensor is located inside the ACAM electronics enclosure, on top of the AO bench enclosure and fairly far away from the ACAM camera itself.

We study each possible pair of temperature differential ($\Delta T$), and find a lack of correlation for all pairs. Following Tallis
et al. (2018), who show that the mean-square wavefront error \( \sigma^2 \) should be proportional to \( \Delta T^2 \), we plot contrast as a function of \( \Delta T^2 \). As an example, we show optimal contrast against the squared temperature difference between the primary mirror and the dome air (see Figure 7, bottom row). We find uncertainties in the slopes that are larger than the magnitudes of the slopes for all cases, indicating that temperature differentials are not directly correlated with contrast for the Keck/NIRC2 vortex coronagraph, in contrast to what is found with GPI data by Tallis et al. (2018). However, we note that the range of \( \Delta T \) spanned by our data is small compared to that spanned by the GPI data (about an order of magnitude smaller in terms of \( \Delta T^2 \)), likely due to Keck’s superior temperature control.

Figure 7. The effects of \( \tau_0/t \), seeing, and the temperature difference between the primary mirror and the dome. Whereas \( \tau_0/t \) is correlated with the achieved contrast limit, both seeing and the temperature difference are consistent with having no relationship or weak relationships in these univariate fits.
3.5. Measuring Contrast Improvement from PCA-based PSF Subtraction

To measure the performance of our PCA-based PSF subtraction process, we investigate the relationship between optimal contrast and the raw contrast prior to PCA post-processing. Raw contrast is computed following the same procedure as that described in Section 2 and is defined as the contrast achieved using the median of the de-rotated pre-processed images, before PSF subtraction. The difference between optimal contrast and raw contrast shows the gain due to post-processing. The typical raw contrast achieved on-sky is on the order of $10^{-2}$, which is limited by the central obscuration of the Keck telescope (Mawet et al. 2011). The starlight rejection ratio for the same vortex mask was about 10× better when measured in the lab using a circular entrance aperture (Vargas Catalán et al. 2016).

Figure 8 shows the optimal contrast limits as a function of the raw contrast, along with lines corresponding to 1:1 (dotted) and 1:5 (dashed) ratios of optimal contrast to raw contrast. The median gain factors from post-processing at 0′′2 are 2.5 for ADI and 3.3 for RDI. At 0′′4, the median gains are 3.4 and 2.5 for ADI and RDI, respectively. Since RDI does not depend directly on PA rotation, it is limited by the quality of raw frames for the target star and the reference stars and how well the references match the target. On the other hand, ADI performance is strongly dependent on PA rotation, which is only indirectly correlated with raw contrast through total integration time and airmass. However, the power of RDI at small separations is evident. For ADI at 0′′2, a group of points form a straight line with a slope of 1, indicating targets that have raw contrast equal to the optimal contrast. These targets have too little PA rotation (<5°) for ADI post-processing to improve the contrast limits beyond the raw contrast and therefore suffer from severe self-subtraction. In these cases, potential companions would move by less than 0.2 of the FWHM size, which could be compared to the ≈0.5 FWHM necessary for ADI to outperform RDI as found in Section 3.4.1.

4. Contrast Prediction with Random Forests

4.1. Overview

We analyze the NIRC2 vortex performance to create random forest models (Breiman 2001) that predict contrast limits expected in future observations. Our random forests are based on regression trees, since our response variable is continuous. Regression trees are an algorithm to divide the set of
observations into many regions through a series of splits. Each split divides a region into two smaller regions at a specific cutoff value of a specific explanatory variable. The cutoff value is chosen to minimize the residual sum of squares
\[ \text{RSS} = \sum_{j=1}^{J} \sum_{i \in R_j} (y_i - \hat{y}_{R_j})^2, \]

where \( J \) is the total number of regions (one plus the number of splits) in the tree, \( R_j \) is the \( j \)th region, \( y_i \) are the individual observations, and \( \hat{y}_{R_j} \) is the mean of the response variable for the observations within the \( j \)th region (\( R_j \)). The first sum is carried over all regions in the tree, and the second sum is carried over all observations within a region, so the two sums incorporate all observations used to create a given tree.

Random forests are a conglomerate of many trees, where each individual tree is made from a bootstrapped sample of the data, created by randomly sampling the original sample with replacement. The predictions from each tree are averaged to yield the final result of the random forest. A detailed description of the random forest algorithm is beyond the scope of this paper. For details, we refer the reader to Louppe (2014).

### 4.3. Performance Metrics

We use two performance metrics to characterize our models: \( R^2 \) is the amount of variance explained and the root-mean-square error (RMSE) is calculated by predicting independent observations not used in creating a given model. In this way, the RMSE represents an unbiased estimate of the model’s performance and is applicable for future observations. As mentioned, random forests use a bootstrapped sample of the data to build each tree. On average, 1/3 of data would be omitted in a given bootstrapped sample, and that portion forms the so-called out-of-bag (OOB) observations. To compute the RMSE, each regression tree is applied onto its associated OOB observations and the mean error of predictions on the OOB data is computed. These errors are averaged over all trees to yield the final RMSE of the random forest. Since we transform contrast into log scale, the RMSE is equivalent to a dex error (i.e., predicting \( 10^{-2.8} \) instead of the actual \( 10^{-3.0} \) is an RMSE of 0.2 dex).

### 4.4. Prediction Accuracy

For an initial assessment of the prediction accuracy, we first construct models with a random subset of 65% of the observations and use them to predict the remaining 35%. The predicted contrast values are plotted against the measured contrast values in Figure 10. The predicted values align closely with the measured values for the most part, with the exception of RDI optimal contrast at \( 0"/2 \), which is evidently harder to predict than the other contrasts.

Next, we construct models with 100% of data and record the \( R^2 \) and RMSE of each model. These are reported in the bottom two rows of Table 3 for a set of selected separations. We find that the ADI models (\( 0"/2-1"/0 \)) reach \( R^2 \) values between 69.9% and 82.3%, with RMSE values between 0.25 and 0.37 dex. The RDI models (\( 0"/2-0"/4 \)) have \( R^2 \) values between 31.5% and 50.1%, significantly less than their ADI counterparts, and RMSE values between 0.27 and 0.28 dex. On average, both the ADI and RDI models are able to predict contrast within a factor...
of two. The raw contrast models have slightly higher $R^2$ values than the RDI models at small separations, but similar $R^2$ values compared to the RDI models at larger separations. Note that the similarity in prediction errors between the ADI and RDI models, notwithstanding the big difference in their $R^2$ values, is due to the fact that RDI contrasts span a smaller range than ADI contrasts. Therefore, $R^2$ is the suitable metric to use in comparing the different models, while RMSE is a valuable measure only within a given model.

We also find that the RMSE is smaller at larger separations for the RDI models, indicating a growing difficulty of predicting RDI contrast at smaller separations. The ADI models show a similar increase in $R^2$ from $0''2$ up to $0''75$, after which predictions become more difficult. We attribute the increasing difficulty of predicting ADI contrasts at larger separations to the decreasing range of the contrast values at those separations.

Figure 10. Predicted 5σ contrasts for an independent 35% of the data, using random forest models built with the other 65% of data. 1:1 ratio lines are overplotted.
separations to the background limit. At 1\degree 0, 93% of ADI contrasts are background-limited, following our definition in Section 3.3. We expect that background-limited contrasts hinge on the dynamic extended structures in the thermal background, a feature not measured by our explanatory variables.

We expect RDI performance to be highly dependent on factors such as the correlation between the reference PSF and the target PSF, which is determined by the homogeneity of the stellar properties, the similarity in integration time and the observing conditions for the reference star and target star, as well as the centering accuracy of the targets onto the vortex core, and these factors are not yet quantified in our workflow. Future studies are encouraged to take into account these additional variables to systematically understand RDI performance and increase $R^2$ for the RDI models.

4.5. Variable Importance

For each explanatory variable, we quantify its relative importance by building a model where this variable is randomly permuted so that it has no influence on the predictions (but is kept so that the number of variables remains the same). We compare the RMSE from predicting on this model with the RMSE from predicting on the model including all explanatory variables. A larger decrease of the error means that the variable at hand is relatively more important. Table 3 reports relative variable importance on a linear scale from 0 to 100, where the least important variable is assigned 0 and the most important variable is assigned 100. In the R caret package, these calculations are part of the “varImp” function.

We find that for ADI optimal contrast, the top three most important variables are PA rotation (most important across all three separations), $W1$ magnitude, and total integration time. For RDI optimal contrast, the $x$ and $y$ sizes of the PSF FWHM become more important with respect to other variables, especially for 0\"2, and $W1$ magnitude becomes the most important variable. We find that airmass is the most significant factor for raw contrast at 0\"2, while it is much less important for RDI or ADI optimal contrasts at the same separation. For the raw contrasts, seeing also becomes an important variable, about 40% as important as the most important variable at the same separation. In comparison, seeing is completely inconsequential for ADI optimal contrast at 1\degree 0. Most of these relationships indicate that ADI is generally more robust to poor conditions and poor AO performance.

### Table 3

Relative Variable Importance and Performance Metrics of Random Forest Models

| Variable                        | ADI 0\"2 | ADI 0\"4 | ADI 1\degree 0 | RDI 0\"2 | RDI 0\"4 | Raw 0\"2 | Raw 0\"4 |
|---------------------------------|----------|----------|----------------|----------|----------|----------|----------|
| Explanatory variable            |          |          |                |          |          |          |          |
| PA Rotation                     | 100.0    | 100.0    | 100.0          | 71.1     | 36.7     | 44.8     | 83.1     |
| Total Integration Time          | 51.1     | 30.5     | 38.9           | 81.9     | 33.4     | 37.3     | 43.9     |
| $W1$ magnitude                  | 43.2     | 76.0     | 84.1           | 100.0    | 100.0    | 46.7     | 100.0    |
| Airmass                         | 28.6     | 14.1     | 18.1           | 21.6     | 9.2      | 100.0    | 39.8     |
| $R$ magnitude                   | 26.2     | 22.0     | 36.4           | 54.5     | 28.6     | 59.0     | 32.7     |
| PSF x FWHM                      | 22.8     | 20.3     | 15.9           | 77.5     | 34.7     | 88.3     | 49.4     |
| PSF $y$ FWHM                    | 20.8     | 23.2     | 28.7           | 80.0     | 35.5     | 85.6     | 68.6     |
| Seeing                          | 15.2     | 8.5      | 0.0            | 45.6     | 20.4     | 42.3     | 40.2     |
| Optical Bench Temperature       | 12.7     | 2.6      | 11.0           | 36.7     | 8.2      | 19.6     | 20.5     |
| $\tau_0$ /WFS Integration Time  | 12.6     | 11.2     | 20.7           | 59.3     | 22.3     | 12.5     | 29.2     |
| [ACAM – Dome] Temperature       | 10.7     | 2.4      | 12.4           | 27.3     | 13.6     | 2.2      | 11.8     |
| ACAM Temperature                | 9.0      | 3.5      | 12.9           | 44.3     | 14.1     | 17.4     | 29.6     |
| Dome Pressure                   | 8.9      | 4.2      | 9.0            | 16.5     | 1.8      | 41.5     | 4.0      |
| Ground Wind Speed               | 6.2      | 0.0      | 8.7            | 0.0      | 0.0      | 0.0      | 0.0      |
| Primary Mirror Temperature      | 5.0      | 7.7      | 13.6           | 44.4     | 10.1     | 35.7     | 23.1     |
| Dome Humidity                   | 1.8      | 1.2      | 6.0            | 34.1     | 0.5      | 17.8     | 12.4     |
| [Primary Mirror – Dome] Temperature | 0.0   | 2.8      | 15.5           | 4.6      | 5.5      | 4.6      | 7.5      |
| RDI Reference Library Size      | n/a      | n/a      | n/a            | 57.4     | 21.6     | n/a      | n/a      |
| Performance metric              |          |          |                |          |          |          |          |
| $R^2$                           | 0.733    | 0.776    | 0.707          | 0.329    | 0.506    | 0.463    | 0.487    |
| RMSE (dex)                      | 0.255    | 0.252    | 0.368          | 0.274    | 0.271    | 0.176    | 0.222    |

Note. Normalized relative variable importance, $R^2$, and RMSE values for random forest models predicting PCA-based optimal contrast with the given observing strategy and separation (columns 2 through 6) and predicting raw contrast at the given separation (columns 7 and 8). Variables are arranged in descending importance for ADI contrast at 0\"2. For each model, the top five most significant variables appear in bold. We do not construct models for optimal RDI contrast at 1\degree 0 because RDI contrast is poorly sampled at this separation in our database. Each column is normalized independently. However, within each column, values indicate relative significance of variables. For instance, PA rotation is roughly twice as important as total integration time for predicting ADI contrast at 0\"2, but the two variables are similar in importance for predicting RDI contrast at the same separation. Note that the smaller RMSE values for raw contrast models compared to that of the ADI models, despite their lower $R^2$ than the ADI models, result from the fact that raw contrasts span a smaller range of contrast values.

4.6. Implementation of Contrast Predictor for Future Observations

Using our random forest models, we implement a contrast prediction tool, the Vortex Imaging Contrast Oracle (VICO), for the Keck/NIRC2 vortex coronagraph. VICO predicts contrast by running pre-made random forest models that are built on data reduced by our standardized pipeline. Rather than limiting the models to use the same data set as presented in this paper, the models in VICO are updated periodically to incorporate data from new NIRC2 vortex observations. Although the contrast predictor could take all the variables

---

14 [http://vortex.astro.caltech.edu/predict](http://vortex.astro.caltech.edu/predict)
listed in Table 3 as input, in practice, many variables depend on
the conditions of the observing time period, and cannot be
known precisely before the observation. Therefore, to make
VICO more user-friendly, we remove a few environmental
variables such as the instrument temperatures, which are both

Figure 11. Predicted contrast curves and measured contrast curves for three targets in our sample set. For reference, the target in the top row has $W1$ magnitude: 6.8, PA rotation: 42°, total integration time: 62.5 minutes, the middle target has $W1$ magnitude: 5.5, PA rotation: 115°, total integration time: 32.5 minutes, and the bottom target has $W1$ magnitude: 7.8, PA rotation: 8°, total integration time: 12.5 minutes. For each target, we create a set of models (in intervals of 0°01) for ADI and RDI, and feed the target’s explanatory variables into the models in order to predict its contrast at different separations. We have applied a smoothing algorithm with a window size equal to the average FWHM of the target to the predicted contrast curves: in raw form, they show minor sawtooth-like structures that arise because there is different random forest model for every $0°01$, creating artificial noise from model-to-model variations.
difficult to estimate and relatively insignificant in terms of predicting contrast.

To demonstrate contrast prediction, we show ADI and RDI predicted contrast curves for three randomly selected targets in Figure 11. The curves are made from aggregates of 81 ADI models and 21 RDI models (one for every 0\(^\circ\)01). We remove the selected target from the sample set and use the remaining data set to make these models, so these predicted contrast curves represent an unbiased and realistic example of the prediction powers of our random forest models.

4.7. Linear Regression Model

We also considered linear regression models for predicting contrast. Since we expect power-law relations with contrast for many of our variables except for stellar magnitude, we take the log of all explanatory variables except the magnitudes for the linear regression models (this is unnecessary for random forests, which are invariant to monotonic transformations of explanatory variables). To compute a measure of error for linear regression models that is equivalent to the random forest RMSE (see Section 4.3), we bootstrap the data 500 times (equal to \( B \) for the random forests) to create 500 sub-models, record the OOB observations for each sub-model, predict on them, and average the errors from all sub-models to get the RMSE of the final linear regression model. We find that the random forest models yield lower errors than their linear regression counterparts in every scenario. On average, the linear regression RMSE values are larger than the random forest RMSE values by more than 25%. This indicates that the random forest approach better suits our needs.

5. Conclusions

We characterize the performance of the Keck/NIRC2 vector vortex coronagraph with a sample set of 359 targets observed from 2015 December to 2018 January. Using a streamlined workflow, we uniformly reprocess the data in our sample set. Using a full-frame PCA-based post-processing technique, we compare the performance from the two observing strategies ADI and RDI, and find an empirical power-law index of \(-1.18\) between angular separation and the minimum amount of PA rotation required for ADI to yield deeper contrasts than RDI. In addition, we find strong negative correlations between contrast and \( WISE \) \( W1 \) and \( R \) stellar magnitudes. The ratio of atmospheric coherence time to WFS integration time \((\tau_0/t)\) also shows a strong negative power-law relation with contrast, with slopes of \(-0.53 \pm 0.08\) and \(-0.74 \pm 0.09\) for ADI contrast at 0\(^\circ\)2 and 0\(^\circ\)4, respectively. For both stellar magnitudes and \( \tau_0/t \), the slopes are, on average, larger by factors of two for ADI contrast than for RDI contrast. On the other hand, we find that seeing and temperature differentials show no significant direct correlations with contrast.

Furthermore, we create random forest models in order to predict contrast as a function of separation using a range of explanatory variables that describe the observing conditions, stellar magnitudes, and observation parameters. Using these models, we implement a website (http://vortex.astro.caltech.edu/predict) where observers can predict ADI and RDI contrast curves for future observations with the NIRC2 vortex. Currently, our random forest models can predict both ADI and RDI contrast to within a factor of two, and they will continue to improve as new observations are added to the sample set. In general, ADI contrast is better described by the random forests, with the ADI models showing \( R^2 \) values roughly twice as large as their RDI counterparts. The correlation between the reference PSF library and the target PSF, a factor not included in this study, is expected to strongly correlate with RDI performance. We also determine variable importance from the random forests, and find that ADI contrast is dominated by PA rotation, total integration time, and stellar magnitude (in the \( L' \) bandpass of the instrument), while RDI contrast is also strongly limited by the FWHM of the target PSF. The seeing and airmass play important roles in determining raw contrast, but weakly influence the ADI and RDI post-processed contrast.

In the long term, our study informs what updates to the current instrument we could make to enhance it the most. The strong dependence on \( \tau_0/t \) suggests that the NIRC2 vortex would benefit greatly from future improvements in AO loop speed and the implementation of predictive wavefront control. More importantly, our study systematically compares the ADI and RDI techniques and provides a suite of accurate predictive models, thereby enhancing observing strategies for future high-contrast imaging campaigns.
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