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1 Introduction

The paper is concerned with spectral theory of matrix Sturm-Liouville operators given by the differential expression $\ell Y = -Y'' + Q(x)Y$, where $Q(x) = [q_{jk}(x)]_{j,k=1}^m$ is a matrix function called the potential. Such operators generalize scalar Sturm-Liouville operators, which have been studied fairly completely (see, e.g., the monographs [1–3]). In this paper, we consider the matrix Sturm-Liouville operator with boundary conditions in the general self-adjoint form. This operator causes interest, since it generalizes Sturm-Liouville operators on metric graphs. The latter operators are used for modeling various processes in graph-like structures in organic chemistry, mesoscopic physics, nanotechnology, microelectronics, and other applications (see [4–7] and references therein).

In order to provide the problem statement, denote by $\mathbb{C}^m$ and $\mathbb{C}^{m \times m}$ the spaces of complex $m$-vectors and $(m \times m)$-matrices, respectively. The notations $L_2((0, \pi); \mathbb{C}^m)$ and $L_2((0, \pi); \mathbb{C}^{m \times m})$ are used for the spaces of $m$-vector functions and $(m \times m)$-matrix functions, respectively, with elements from $L_2(0, \pi)$.

Consider the matrix Sturm-Liouville equation

$$-Y'' + Q(x)Y = \lambda Y, \quad x \in (0, \pi),$$  \hspace{1cm} (1.1)

where $Y = [y_j(x)]_{j=1}^m$ is a vector function, $\lambda$ is the spectral parameter, $Q(x)$ is an $(m \times m)$ Hermitian matrix function with elements of class $W^{-1}_{-1/2}(0, \pi)$, that is, $Q(x) = \sigma'(x)$, $\sigma \in L_2((0, \pi); \mathbb{C}^{m \times m})$, $\sigma(x) = (\sigma(x))^\dagger$, the symbol “$^\dagger$” denotes the conjugate transpose. The derivatives of $L_2$-functions are understood in the sense of distributions. Equation (1.1) can be rewritten in the form

$$\ell Y := -(Y^{[1]})' - \sigma(x)Y^{[1]} - \sigma^2(x)Y = \lambda Y, \quad x \in (0, \pi),$$  \hspace{1cm} (1.2)

where $Y^{[1]}(x) := Y'(x) - \sigma(x)Y(x)$ is the quasi-derivative. Direct and inverse problem theory for the scalar operators in the form (1.2) has been developed in [8,20] and other studies.
Denote by $L$ the boundary value problem for equation (1.2) with boundary conditions

$$V_1(Y) := T_1(Y^{[1]}(0) - H_1 Y(0)) - T_1^+ Y(0) = 0,$$

(1.3)

$$V_2(Y) := T_2(Y^{[2]}(\pi) - H_2 Y(\pi)) - T_2^+ Y(\pi) = 0.$$

(1.4)

Here $T_j, T_j^+, H_j \in \mathbb{C}^{m \times m}$, $T_j$ are orthogonal projection matrices, that is, $T_j = T_j^+ = T_j^2$, $T_j^+ = I - T_j$, $I$ is the unit matrix in $\mathbb{C}^{m \times m}$, $H_j = H_j^2 = T_j H_j T_j$, $j = 1, 2$. Under these assumptions, the problem $L$ is self-adjoint. We observe that, in the special cases $T_j = 0$ and $T_j = I$, the corresponding boundary condition turns into the Dirichlet and into the Robin boundary condition, respectively.

Denote by $\mathcal{D}(L)$ the space of $m$-vector functions $Y(x)$ such that the elements of $Y(x)$, $Y^{[i]}(x)$ are absolutely continuous on $[0, \pi]$, $t Y \in L_2((0, \pi); \mathbb{C}^m)$, and $Y(x)$ satisfies (1.3), (1.4). The problem $L$ is related with the matrix Sturm-Liouville operator given by the differential expression $i Y$ on the domain $\mathcal{D}(L)$.

There is an extensive literature devoted to matrix Sturm-Liouville operators. Asymptotic formulas and some properties of spectral data have been obtained in [21,22] for the second-order matrix operators and in [24] for the fourth-order matrix operators. The uniqueness of recovering matrix Sturm-Liouville operators on a finite interval from various spectral characteristics has been proved in [25–30]. In [31], a constructive algorithm was suggested for solving these inverse problems. Later on, the spectral data characterization for matrix Sturm-Liouville operators has been obtained in [32–35]. The most of the mentioned studies concern operators with Dirichlet boundary conditions $Y(0) = Y(\pi) = 0$ and Robin boundary conditions $Y'(0) - H_1 Y(0) = Y'(\pi) + H_2 Y(\pi) = 0$. The boundary conditions (1.3)–(1.4) appear to be more difficult for investigation, because of more complicated behavior of the spectrum and structural properties. We know the only paper [30] on inverse problems for the matrix Sturm-Liouville operator with the general self-adjoint boundary conditions, but that paper is limited to uniqueness theorems (for square-integrable potential). It is also worth mentioning that direct and inverse scattering problems for the matrix Sturm-Liouville operator on the half-line with the boundary condition analogous to (1.3) have been investigated in [36,37]. Those studies generalize the approach of Agranovich and Marchenko [38], who considered the scattering problem with Dirichlet boundary condition. However, we find inverse problems for the matrix Sturm-Liouville operators on the half-line to be easier for investigation, than analogous problems on a finite interval, since the first problems have a bounded set of eigenvalues and there are no difficulties caused by asymptotic behavior of the spectrum.

The majority of studies on matrix Sturm-Liouville operators deal with the case of regular potentials from the class $L_2$. Inverse problems for matrix Sturm-Liouville operators singular potential of $W_2^{-1}$ on a finite interval were considered in the only paper [33] by Mykytyuk and Trush. However, the authors of [33] studied the operator in the form $-(d^2/dx^2 + \tau) (d^2/dx^2 - \tau) Y$, where $\tau$ is a square-integrable matrix function. This form differs from (1.2) and can be conveniently reduced to a Dirac-type operator. The differential expression of Mykytyuk and Trush can be written in the form $-Y'' + Q(x) Y$ with Miura potential $Q = \tau' + \tau^2$ in the case of Dirichlet boundary conditions (but cannot for Neumann ones).

We also mention that the reduction to Dirac-type operators analogous to [33] was applied to matrix Sturm-Liouville operators with singular potentials on the half-line and on the line by Eckhardt at al [39,40]. Some fundamental properties (maximal and minimal operator, deficiency indices, self-adjoint extensions, etc.) for matrix operators in our form (1.2) and in more general forms have been investigated by Weidmann [41] and by Mirzaev and Safonova [42,43].

The goal of this paper is two-fold. First, we investigate properties of the spectral data (eigenvalues and weight matrices) of the problem $L$. Our spectral data generalize the classical
spectral data \( \{\lambda_n, \alpha_n\}_{n \geq 1} \) of the scalar Sturm-Liouville operator
\(-y'' + q(x)y, \quad q \in L_2(0, \pi)\), with boundary conditions \( y(0) = y(\pi) = 0 \), where \( \{\lambda_n\}_{n=1}^\infty \) are the eigenvalues, \( \{y_n(x)\}_{n=1}^\infty \) are the eigenfunctions normalized by the condition \( y_n'(0) = 1 \), and

\[
\alpha_n := \left( \int_0^\pi y_n^2(x) \, dx \right)^{-1}, \quad n \geq 1,
\]

(see [13]). The rigorous definition of the spectral data for the matrix Sturm-Liouville operator is provided in Section 2. We study the structure and the asymptotic behavior of the spectral data, and also prove the completeness and the Riesz-basis property of a special sequence of vector functions constructed by the eigenvalues and the columns of the weight matrices. Such sequences play an important role in the spectral data characterization of the matrix Sturm-Liouville operators (see [32, 33, 35]). As a corollary, we show that the sequence of vector eigenfunctions of the problem \( L \) is a Riesz basis. In particular, all these results are valid for the Sturm-Liouville operators on graphs with singular potentials and with rationally-dependent edge lengths.

Second, we study the inverse problem that consists in recovering the potential and the boundary condition coefficients of the problem \( L \) from the spectral data. We prove the corresponding uniqueness theorem, by developing the ideas of the method of spectral mappings [3, 31, 44]. We also discuss reconstruction of the potential from the Weyl matrix, consider the case of the square-integrable potential \( Q(x) \), and compare our theorems with the known results. In the sequel study [45], our approach gives a constructive solution of the inverse problem and the characterization of the spectral data.

The paper is organized as follows. In Section 2, we introduce the notions of Weyl matrix and weight matrices and study structural properties of the spectral characteristics. In Section 3, the spectral data of the problem \( L \) with \( \sigma = H_1 = H_2 = 0 \) is explicitly found. In Section 4, asymptotic formulas are derived for the eigenvalues, the weight matrices, and for solutions of equation (1.2). In Section 5, we prove the completeness and the Riesz-basis property of a special sequence of vector functions related to the problem \( L \). In Section 6, the inverse problems are studied and the corresponding uniqueness theorems are obtained. In the Appendix, we describe the reduction of the Sturm-Liouville eigenvalue problems on graphs to the matrix form (1.2)-(1.4).

Throughout the paper, we use the notations:

- \( \rho := \sqrt{\lambda}, \quad \arg \rho \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right) \) (unless stated otherwise), \( \tau := \text{Im} \rho \).
- We use the following vector norm in \( \mathbb{C}^m \):

\[
\|a\| = \left( \sum_{j=1}^m |a_j|^2 \right)^{1/2}, \quad a = [a_j]_{j=1}^m,
\]

and the corresponding matrix norm \( \|A\| = s_{\text{max}}(A) \), where \( s_{\text{max}}(A) \) is the maximal singular value of \( A \).
- The scalar product in the Hilbert space \( L_2((0, \pi); \mathbb{C}^m) \) is defined as follows:

\[
(Y, Z) = \int_0^\pi (Y(x))^\dagger Z(x) \, dx = \sum_{j=1}^m \int_0^\pi y_j(x)z_j(x) \, dx, \quad (1.5)
\]

\[
Y = [y_j(x)]_{j=1}^m, \quad Z = [z_j(x)]_{j=1}^m \in L_2((0, \pi); \mathbb{C}^m).
\]
2 Structural properties

In this section, we introduce the notions of Weyl matrix and weight matrices and study the structure of the spectral characteristics of the problem $L$.

**Lemma 2.1.** For any functions $Y, Z \in \mathcal{D}(L)$, the relation $(\ell Y, Z) = (Y, \ell Z)$ holds. Thus, the operator induced by the differential expression $\ell$ and the boundary conditions (1.3), (1.4) is symmetric, its eigenvalues are real, and vector eigenfunctions, corresponding to distinct eigenvalues, are orthogonal in $L^2((0, \pi); \mathbb{C}^m)$.

**Proof.** Consider arbitrary vector functions $Y, Z \in \mathcal{D}(L)$. Using (1.2), (1.5) and integration by parts, we obtain

$$
(\ell Y, Z) = -\int_0^\pi ((Y^{[1]})^\dagger Z) dx - \int_0^\pi (Y^{[1]})^\dagger Z dx - \int_0^\pi Y^\dagger \sigma^2 Z dx
$$

$$
= -(Y^{[1]})^\dagger Z|_0^\pi + \int_0^\pi (Y^{[1]})^\dagger Z dx - \int_0^\pi Y^\dagger \sigma^2 Z dx = (Y^\dagger Z^{[1]} - (Y^{[1]})^\dagger Z)|_0^\pi + (Y, \ell Z)
$$

(2.1)

The boundary condition (1.3) yields

$$
T_1^\dagger Y(0) = 0, \quad T_1 Y^{[1]}(0) = H_1 Y(0).
$$

The similar relations also hold for $Z$. Consequently, we have

$$
(Y(0))^\dagger Z^{[1]}(0) - (Y^{[1]}(0))^\dagger Z(0) = (Y(0))^\dagger (T_1 + T_1^\dagger)Z^{[1]}(0) - (Y^{[1]}(0))^\dagger (T_1 + T_1^\dagger)Z(0)
$$

$$
= (Y(0))^\dagger H_1 Z(0) - (Y(0))^\dagger H_1 Z(0) = 0.
$$

Analogously, the substitution at $x = \pi$ in (2.1) also vanishes, so relation (2.1) yields the claim. □

Let $\varphi(x, \lambda)$ be the matrix solution of equation (1.2) satisfying the initial conditions $\varphi(0, \lambda) = T_1, \varphi^{[1]}(0, \lambda) = T_1^\dagger + H_1$. Clearly, $V_1(\varphi) = 0$. For each fixed $x \in [0, \pi]$, the matrix functions $\varphi(x, \lambda)$ and $\varphi^{[1]}(x, \lambda)$ are entire in the $\lambda$-plane.

**Lemma 2.2.** The eigenvalues of the boundary value problem $L$ coincide with the zeros of the characteristic function $\Delta(\lambda) := \det(V_2(\varphi(x, \lambda)))$ counting with their multiplicities. This means that, for every eigenvalue, the multiplicity of the zero of the analytical function $\Delta(\lambda)$ equals the number of linearly independent vector eigenfunctions corresponding to this eigenvalue.

**Lemma 2.2** follows from the general theory of linear differential operators provided in the book of Naimark [16] (see Chapter I, §2, p.3 and Chapter III, §1, p.7). In addition, one can prove Lemma 2.2 similarly to [31] Lemma 3], [35] Lemma 5] or [30] Proposition 3.1].

Below, speaking about the roots of an analytic function or about the eigenvalues of some problem, we always count each value the number of times equal to its multiplicity.

**Theorem 2.3.** The spectrum of $L$ is a countable set of real eigenvalues $\{\lambda_{nk}\}_{(n,k) \in J}$, numbered in non-decreasing order: $\lambda_{n_1 k_1} \leq \lambda_{n_2 k_2}$ if $(n_1, k_1) < (n_2, k_2)$. The following asymptotic relation holds:

$$
\rho_{nk} := \sqrt{\lambda_{nk}} = n + r_k + \kappa_{nk}, \quad (n, k) \in J, \quad \{\kappa_{nk}\} \in l_2,
$$

(2.2)

where

$$
J := \{(n, k): n \in \mathbb{N}, k = \overline{1, m} \} \cup \{(0, k): k = p^\dagger + 1, m\},
$$
\[ p^\perp := \dim(\text{Ker} \; T_1 \cap \text{Ker} \; T_2), \]  
(2.3) 
\{r_k\}_{k=1}^m \text{ are the zeros of the function } w^0(\rho) := \det(W^0(\rho)) \text{ on } [0, 1), \]

\[ W^0(\rho) := (T_2T_1 + T_2^\perp T_1^\perp) \sin \rho \pi + (T_2^\perp T_1 - T_2 T_1^\perp) \cos \rho \pi. \]  
(2.4) 

Theorem 2.3 is proved in Section 4. Now we proceed to define the weight matrices. Consider the boundary condition 
\[ V_1^\perp(Y) := T_1 Y(0) + T_1^\perp Y[1](0) = 0. \]  
(2.5) 

Let \( \psi(x, \lambda) \) be the matrix solution of equation (1.2) satisfying the initial conditions \( \psi(0, \lambda) = -T_1^\perp, \psi[1](0, \lambda) = T_1 \). One can easily check that \( V_1^\perp(\psi) = 0, V_1(\psi) = I, V_1^\perp(\varphi) = I \).

The Weyl solution of \( L \) is the matrix solution \( \Phi(x, \lambda) \) of equation (1.2) satisfying the boundary conditions \( V_1(\Phi) = I, V_2(\Phi) = 0 \). The matrix function \( M(\lambda) := V_1^\perp(\Phi) \) is called the Weyl matrix of the problem \( L \). The notion of Weyl matrix generalizes Weyl function, which is a natural spectral characteristic in inverse problem theory (see 1[33]).

One can easily derive the relations 
\[ \Phi(x, \lambda) = \psi(x, \lambda) + \varphi(x, \lambda)M(\lambda), \]  
(2.6) 
\[ M(\lambda) = -(V_2(\varphi))^{-1}V_2(\psi), \]  
(2.7) 
\[ \Phi(x, \lambda) = \Psi(x, \lambda)(V_1(\psi))^{-1}, \]  
(2.8) 
where \( \Psi(x, \lambda) \) is the solution of equation (1.2) under the initial conditions \( \Psi(\pi, \lambda) = T_2, \Psi[1](\pi, \lambda) = T_2^\perp + H_2 \). It follows from (2.6) and (2.7) that the matrix functions \( M(\lambda) \) and \( \Phi(x, \lambda) \) for each fixed \( x \in [0, \pi] \) are meromorphic in the \( \lambda \)-plane with the poles at the eigenvalues of \( L \).

Lemma 2.4. All the poles of \( M(\lambda) \) are simple, and the ranks of the residue-matrices coincide with the multiplicities of the corresponding eigenvalues of \( L \).

Lemma 2.4 can be proved similarly to [34, Lemma 4]. Denote 
\[ \alpha_{nk} := \text{Res}_{\lambda=\lambda_{nk}} M(\lambda), \quad (n, k) \in J. \]

The matrices \( \{\alpha_{nk}\}_{(n,k) \in J} \) are called the weight matrices and the data \( \{\lambda_{nk}, \alpha_{nk}\}_{(n,k) \in J} \) are called the spectral data of \( L \).

Without loss of generality, below we assume that \( H_1 = 0 \). One can achieve this condition, applying the following transform: 
\[ \sigma(x) := \sigma(x) + H_1, \quad H_1 := 0, \quad H_2 := H_2 - T_2 H_1 T_2. \]

Obviously, this transform does not change the spectral data \( \{\lambda_{nk}, \alpha_{nk}\}_{(n,k) \in J} \).

Now proceed to study properties of the weight matrices. Note that, if \( Y \) and \( Z \) satisfy equation (1.2), then the Wronskian \( \langle Y^\dagger, Z \rangle = (Y(x, \lambda))^\dagger Z[1](x, \lambda) - (Y[1](x, \lambda))^\dagger Z(x, \lambda) \) does not depend on \( x \). Therefore, we obtain 
\[ \langle (\Phi(x, \lambda))^\dagger, \Phi(x, \lambda) \rangle = \langle (\Phi(x, \lambda))^\dagger, \Phi(x, \lambda) \rangle_{|x=0} = \langle (\Phi(x, \lambda))^\dagger, \Phi(x, \lambda) \rangle_{|x=\pi}. \]

It follows from (2.6) that 
\[ \Phi(0, \lambda) = -T_1^\perp + T_1 M(\lambda), \quad \Phi[1](0, \lambda) = T_1 + T_1^\perp M(\lambda). \]

Consequently, \( \langle \Phi[1], \Phi \rangle_{|x=0} = M[1](\lambda) - M(\lambda) \). Since \( \Phi(x, \lambda) \) satisfies (1.4), it follows that \( \langle \Phi^\dagger, \Phi \rangle_{|x=\pi} = 0 \). We conclude that \( M(\lambda) \equiv (M(\lambda))^\dagger \). Hence, \( \alpha_{nk} = \alpha_{nk}^\dagger, (n, k) \in J. \)
Lemma 2.5. The following relations hold for $(n, k), (l, j) \in J$:

\[
V_2(\varphi(x, \lambda_{nk}))\alpha_{nk} = 0, \tag{2.9}
\]

\[
\alpha_{nk} \int_0^\pi (\varphi(x, \lambda_{nk}))^j \varphi(x, \lambda_{lj}) \, dx \alpha_{lj} = \begin{cases} \alpha_{nk}, & \lambda_{nk} = \lambda_{lj}, \\ 0, & \lambda_{nk} \neq \lambda_{lj}. \end{cases} \tag{2.10}
\]

Lemma 2.5 can be proved analogously to [47, Lemma 2.2].

3 Zero case

In this section, the problem (1.2)-(1.4) is considered in the case $\sigma = 0$ in $L_2((0, \pi); \mathbb{C}^{m \times m})$, $H_1 = H_2 = 0$. We agree to use the superscript $0$ for objects corresponding to this special case.

One can easily show that

\[
\varphi^0(x, \lambda) = \cos \rho x T_1 + \frac{\sin \rho x}{\rho} T_1^\perp, \quad \psi^0(x, \lambda) = \frac{\sin \rho x}{\rho} T_1 - \cos \rho x T_1^\perp, \tag{3.1}
\]

\[
V^0_2(\varphi^0) = -(\rho T_2 + T_2^\perp)W^0(\rho)(T_1 + \rho^{-1} T_1^\perp), \tag{3.2}
\]

\[
V^0_2(\psi^0) = (\rho T_2 + T_2^\perp)U^0(\rho)(\rho^{-1} T_1 + T_1^\perp), \tag{3.3}
\]

\[
U^0(\rho) := (T_2 T_1 + T_2^\perp T_1^\perp) \cos \rho \pi + (T_2 T_1^\perp - T_2^\perp T_1) \sin \rho \pi, \tag{3.4}
\]

where $W^0(\rho)$ is defined in (2.4).

Let us find the eigenvalues of $L^0$. In view of Lemma 2.2 and (3.2), the square roots of nonzero eigenvalues of the problem $L^0$ coincide with the zeros of the function $w^0(\rho) = \det(W^0(\rho))$. This function can be represented in the form

\[
w^0(\rho) = (\sin \rho \pi)^{d_1}(\cos \rho \pi)^{d_2} P_{d_3}(\cos^2 \rho \pi), \tag{3.5}
\]

where $d_j, j = 1, 3$, are non-negative integers, $P_{d_3}(x)$ is a polynomial of degree $d_3$, $P(0) \neq 0$, $P(1) \neq 0$, and $d_1 + d_2 + 2d_3 = m$. Consequently, the function $w^0(\rho)$ is either periodic or antiperiodic with period 1. Note that the polynomial $P_{d_3}(x)$ has exactly $d_3$ roots on $(0, 1)$. Otherwise the function $w^0(\rho)$ has non-real roots, and this contradicts to the self-adjointness of the problem $L^0$. Therefore, the function $w^0(\rho)$ has exactly $m$ roots on $[0, 1)$. Denote them by \( \{r_k\}_{k=1}^m \) in non-decreasing order. It follows from (3.5) that $w^0(\rho) = \pm w^0(1 - \rho)$, so for any $r_k \neq 0$ there exists $r_s = 1 - r_k$. The set of all zeros of $w^0(\rho)$ has the form

\[
\rho^0_{nk} = n + r_k, \quad n \in \mathbb{Z}, \quad k = 0, m.
\]

(3.6)

Consequently, the non-zero eigenvalues of $L^0$ have the form

\[
\lambda^0_{nk} = (\rho^0_{nk})^2, \quad n \geq 0, \quad k = 0, m, \quad \rho^0_{nk} \neq 0.
\]

Let us separately study the case $\lambda = 0$.

Lemma 3.1. The multiplicity of the eigenvalue $\lambda = 0$ of the problem $L^0$ equals $p := \dim(\text{Ran} T_1 \cap \text{Ran} T_2)$.

Proof. The eigenfunctions corresponding to the eigenvalue $\lambda = 0$ of the problem $L^0$ have the form $\varphi^0(x, 0)c$, where vectors $c \in \mathbb{C}^m$ are such that

\[
V^0_2(\varphi^0(x, 0))c = 0. \tag{3.7}
\]
Using (2.4) and (3.2), we get
\[ V_2^0(\varphi(x, 0)) = T_2 T_1^\perp - T_2^\perp T_1 - \pi T_1^\perp T_2^\perp. \]

Clearly, for any \( c \in \text{Ran} T_1 \cap \text{Ran} T_2 \), relation (3.7) holds. Let us show that there are no other such \( c \). Suppose that \( c = c_1 + c_2 + c_3 \), where \( c_1 \) and \( c_2 \) belong to the subspaces \( \text{Ran} T_1 \cap \text{Ran} T_2 \) and \( \text{Ker} T_1 \cap \text{Ker} T_2 \), respectively, and \( c_3 \) is orthogonal to both these subspaces. Then
\[ V_2^0(\varphi^0(x, 0))c = (T_2 T_1^\perp - T_2^\perp T_1)c_3 - \pi c_2. \]

If (3.7) holds, then
\[ (c_2, c_2) = \frac{1}{\pi}((T_2 T_1^\perp - T_2^\perp T_1)c_3, c_2) = \frac{1}{\pi}(c_3, (T_1^\perp T_2 - T_1 T_2^\perp)c_2) = 0. \]

Hence, \( c_2 = 0 \). It follows from (3.7) and (3.8) that \( c_3 = 0 \). Consequently, the number of linearly independent vectors \( c \) satisfying (3.7) equals \( p \). This yields the claim.

**Lemma 3.2.** The multiplicity of the zero \( \rho = 0 \) of the function \( w^0(\rho) \) equals \( (p + p^\perp) \), where \( p^\perp := \text{dim}(\text{Ker} T_1 \cap \text{Ker} T_2) \).

**Proof.** Relying on Lemma 2.2, one can show that the desired multiplicity equals \( \text{dim}(\text{Ker} W^0(0)) \). Let \( c \in \text{Ker} W^0(0) \). Represent \( c \) in the form \( c = c_1 + c_2, c_1 \in \text{Ran} T_1, c_2 \in \text{Ker} T_1 \). Using (2.4), we get
\[ W^0(0)c = (T_2 T_1^\perp - T_2^\perp T_1)(c_1 + c_2) = T_2 c_2 - T_2^\perp c_1 = 0. \]

This implies \( T_2 c_2 = T_2^\perp c_1 = 0 \), i.e., \( c_1 \in \text{Ran} T_2, c_2 \in \text{Ker} T_2 \). Therefore,
\[ \text{Ker} W^0(0) = (\text{Ran} T_1 \cap \text{Ran} T_2) \cup (\text{Ker} T_1 \cap \text{Ker} T_2). \]

Thus, \( \text{dim}(\text{Ker} W^0(0)) = p + p^\perp \).

Lemmas 3.1 and 3.2 together with the arguments above them yield the assertion of Theorem 2.3 for \( L^0 \) with \( s_{nk}^0 = 0 \), \( (n, k) \in J \).

Using (2.4) and (3.5), we obtain the important estimate:
\[ \|(W^0(\rho))^{-1}\| \leq C_\delta \exp(-|\tau|\pi), \quad \rho \in G_\delta, \]
where
\[ G_\delta := \{ \rho \in \mathbb{C} : |\rho - \rho_{nk}^0| \geq \delta, n \in \mathbb{Z}, k = 1, m \}, \quad \delta > 0, \]
and the constant \( C_\delta \) depends on \( \delta \).

Let us proceed to find the weight matrices \( \{a_{nk}^0\} \). Substituting (3.2) and (3.3) into (2.7), we obtain
\[ M^0(\lambda) = (T_1 + \rho T_1^\perp)E^0(\rho)(\rho^{-1} T_1 + T_1^\perp), \quad E^0(\rho) := (W^0(\rho))^{-1}U^0(\rho). \]

It follows from (2.4) and (3.4) that the matrix function \( E^0(\rho) \) is 1-periodic and meromorphic in \( \rho \) with the poles at \( \rho = \rho_{nk}^0 \). For \( \rho_{nk}^0 \neq 0 \), we have
\[ a_{nk}^0 = \text{Res}_{\lambda = \lambda_{nk}} M^0(\lambda) = 2 \text{Res}_{\rho = \rho_{nk}^0} (T_1 + \rho T_1^\perp)E^0(\rho)(T_1 + \rho T_1^\perp) = \frac{2}{\pi} (T_1 + \rho_{nk}^0 T_1^\perp)A_k(T_1 + \rho_{nk}^0 T_1^\perp), \]

(3.12)
\[ A_k := \pi \text{Res}_{\rho=r_k} E^0(\rho), \quad k = 1, m. \] (3.13)

On the other hand,
\[ \alpha_{nk} = 2 \text{Res}_{\rho=-\rho_{nk}} (T_1 + \rho T_1^\perp)E^0(\rho)(T_1 + \rho T_1^\perp) = \frac{2}{\pi} (T_1 - \rho_{nk}^0 T_1^\perp) A_s(T_1 - \rho_{nk}^0 T_1^\perp), \] (3.14)
where \( r_k + r_s = 1 \) or \( r_k = r_s = 0 \), \( \rho_{nk}^0 \neq 0 \). Comparing (3.12) and (3.14), we get
\[ A_k = (T_1 - T_1^\perp) A_s(T_1 - T_1^\perp), \quad r_k + r_s = 1 \text{ or } r_k = r_s = 0. \] (3.15)

The case \( \rho_{nk}^0 = 0 \) is slightly different:
\[ \alpha_{nk}^0 = \frac{1}{\pi} T_1 A_k T_1, \quad \rho_{nk}^0 = 0. \] (3.16)

By Lemma 2.4, we have
\[ \text{rank}(A_k) = \#\{s = 1, r: r_s = r_k\}. \] (3.17)

Lemmas 2.4, 3.1, 3.2 together with relations (3.15), (3.16) imply
\[ A_1 = T_1 A_1 T_1 + T_1^\perp A_1 T_1^\perp, \quad \text{rank}(T_1 A_1 T_1) = p, \quad \text{rank}(T_1^\perp A_1 T_1^\perp) = p^\perp, \quad \text{if } r_1 = 0. \] (3.18)

Using (2.10) for \( \alpha_{nk}^0, (3.1), (3.6), (3.12) \), and the relation \( \alpha_{nk}^0 = (\alpha_{nk}^0)^\dagger \), we obtain
\[ A_k = A_k^1 = A_k^2, \quad A_k A_s = 0, \quad r_k \neq r_s, \quad k, s = 1, m. \] (3.19)

Hence, \( \{A_k\}_{k \in J} \) are matrices of mutually orthogonal projectors, \( J := \{1\} \cup \{k = 2, m: r_k-1 \neq r_k\} \). In view of (3.17), we have
\[ \sum_{k \in J} A_k = I. \] (3.20)

Thus, we have explicitly described the weight matrices of the problem \( L^0 \).

### 4 Asymptotics

The goal of this section is to derive asymptotic formulas for the eigenvalues and for the weight matrices of the problem \( L \). We start with asymptotic formulas for solutions of equation (1.2).

Let \( S(x, \lambda) \) and \( C(x, \lambda) \) be the matrix solutions of equation (1.2) satisfying the initial conditions
\[ S(0, \lambda) = C^{[1]}(0, \lambda) = 0, \quad S^{[1]}(0, \lambda) = C(0, \lambda) = I. \]

The following theorem represents \( S(x, \lambda) \), \( C(x, \lambda) \) and their quasi-derivatives in terms of transformation operators. Such operators were introduced by Marchenko [1] for the classical case of regular potentials and play an important role in spectral theory.

**Theorem 4.1.** The following relations hold
\[ S(x, \lambda) = \sin \frac{\rho x}{\rho} + \int_0^x K_1(x, t) \frac{\sin \rho t}{\rho} dt, \]
\[ S^{[1]}(x, \lambda) = \cos \frac{\rho x}{\rho} + \int_0^x K_2(x, t) \cos \rho t dt, \]
Proposition 4.2. (see [32, Lemma 2.2]).

Theorem [4.1] is proved by reduction of the initial value problems for equation (1.2) to systems of Volterra integral equations and then applying the method of successive approximations (see [14]).

Since
\[ \varphi(x, \lambda) = C(x, \lambda)T_1 + S(x, \lambda)T_1^\perp, \]  

(4.1)

it follows that
\[ V_2(\varphi(x, \lambda)) = T_2(C[4](\pi, \lambda) - H_2(C(\pi, \lambda)))T_1 + T_2(S[4](\pi, \lambda) - H_2(S(\pi, \lambda)))T_1^\perp \]
\[ - T_2 C(\pi, \lambda)T_1 - T_2 S(\pi, \lambda)T_1^\perp. \]

Using Theorem 4.1, we get
\[ V_2(\varphi) = -(\rho T_2 + T_2^\perp) W(\rho) (T_1 + T_1^\perp), \quad W(\rho) = W^0(\rho) + K(\rho). \]  

(4.2)

Here and below, the same notation \( K(\rho) \) is used for various matrix functions of the form
\[ K(\rho) = \int_{-\pi}^\pi \mathcal{P}(t) \exp(i\rho t) \, dt + \frac{\mathcal{Q}}{\rho}, \quad \mathcal{P} \in L_2((-\pi, \pi); \mathbb{C}^{m \times m}), \quad \mathcal{Q} \in \mathbb{C}^{m \times m}. \]

(4.3)

In order to prove Theorem 2.3 we need the following matrix version of Rouche’s Theorem (see [32] Lemma 2.2).

Proposition 4.2. Let \( F(\rho) \) and \( G(\rho) \) be matrix functions analytic in the disk \( |\rho - a| \leq r \) and satisfying the condition \( \|G(\rho)F^{-1}(\rho)\| < 1 \) on the boundary \( |\rho - a| = r \). Then the scalar functions \( \det(F) \) and \( \det(F + G) \) have the same number of zeros inside the circle \( |\rho - a| < r \).

Proof of Theorem 2.3. Step 1. Consider the functions \( F(\rho) = \rho W^0(\rho) \) and \( G(\rho) = \rho(W^0(\rho) - W(\rho)) \) entire in the \( \rho \)-plane. Using (4.2) and (4.3), we obtain
\[ W^0(\rho) - W(\rho) = o(\exp(|\pi|)), \quad |\rho| \rightarrow \infty. \]  

(4.4)

The estimates (3.9) and (4.4) yield \( \|G(\rho)F^{-1}(\rho)\| < 1 \) for sufficiently large \( |\rho| \), sufficiently small \( \delta \), and \( \rho \in G_\delta \) (\( G_\delta \) is defined in (3.10)). Applying Proposition 4.2 to the contours \( \{\rho = R\} \subset G_\delta \) and \( \{\rho - \rho_n^0 = \delta\} \) with sufficiently large \( R > 0 \) and \( n \) and sufficiently small \( \delta > 0 \), we conclude that the functions \( \rho^m \det(W^0(\rho)) \) and \( \rho^m \det(W(\rho)) \) have the same number of zeros inside these contours. Hence, the function \( \rho^m \det(W(\rho)) \) has a countable set of zeros \( \{\theta_k\}_{k=1}^m \cup \{\rho_n\}_{n \in \mathbb{Z}, k = 1, m} \). Since \( \delta > 0 \) can be arbitrarily small, it follows that
\[ \rho_n = \rho_n + \zeta_n, \quad \zeta_n = o(1), \quad n \rightarrow \pm \infty, \quad k = 1, m. \]
Step 2. Let us prove that \( \{ \kappa_{nk} \} \in l_2 \). Fix a \( k \in \{1, \ldots, m\} \). Using (2.4), (4.2), and the Taylor formula, we get
\[
W(\rho_{nk}) = (-1)^n W^0(r_k) + (-1)^n \kappa_{nk} \dot{W}^0(r_k) + O(\kappa^2_{nk}) + K(\rho_{nk}),
\]
where \( \dot{W}^0(\rho) = \frac{d}{d\rho} W^0(\rho) \). Using (4.3), we obtain
\[
K(\rho_{nk}) = \int_{-\pi}^{\pi} \mathcal{P}(t) \exp(i r_k t) \exp(i n t) \, dt
\]
\[
+ i \kappa_{nk} \int_{-\pi}^{\pi} t \mathcal{P}(t) \exp(i r_k t) \exp(i n t) \, dt + O(\kappa^2_{nk}) + O(n^{-1}).
\]
Thus,
\[
K(\rho_{nk}) = O(\delta_{nk}) + O(\kappa^2_{nk}),
\]
where \( \{ \delta_{nk} \} \in l_2 \) is some sequence of positive numbers. Since \( \det(W(\rho_{nk})) = 0 \), there exists a normalized vector \( y_{nk} \in \mathbb{C}^m \) such that
\[
W(\rho_{nk}) y_{nk} = 0.
\]
Lemma 2.4 implies that \((W^0(\rho))^{-1}\) has a simple pole at \( \rho = r_k \). Consequently, there exist the matrices \( R_{-1} \) and \( R_0 \) such that
\[
(W^0(\rho))^{-1} = (W^0(r_k) + (\rho - r_k) \dot{W}^0(r_k) + \ldots)^{-1} = \frac{R_{-1}}{\rho - r_k} + R_0 + \ldots.
\]
In particular,
\[
R_{-1} W^0(r_k) = 0, \quad R_{-1} \dot{W}^0(r_k) + R_0 W^0(r_k) = I.
\]
Combining (4.5), (4.6), and (4.7), we obtain
\[
(\kappa_{nk}^{-1} R_{-1} + R_0)(W^0(r_k) + \kappa_{nk} \dot{W}^0(r_k) + O(\kappa^2_{nk}) + O(\delta_{nk})) y_{nk} = 0.
\]
Using (4.8), we derive
\[
\kappa_{nk} (y_{nk} + o(1)) = O(\delta_{nk}), \quad n \to \pm\infty.
\]
Since \( \|y_{nk}\| = 1 \), we get \( \kappa_{nk} = O(\delta_{nk}) \), so \( \{ \kappa_{nk} \} \in l_2 \). The above arguments are only valid for \( \kappa_{nk} \neq 0 \). The case \( \kappa_{nk} = 0 \) is trivial.

Step 3. Using (2.2), (4.2), and the results of steps 1-2, we conclude that the functions \( \Delta(\lambda) = \det(V(\varphi)) \) and \( \Delta^0(\lambda) = \det(V^0(\varphi)) \) have the same number of zeros in any sufficiently large disk \( \{ |\lambda| = R \} \) such that \( \sqrt{R} \neq n + r_k \), \( n \in \mathbb{N}, \ k = 1, m \), and for the zeros \( \{ \lambda_{nk} \}_{n,k} \in J \) of \( \Delta(\lambda) \) asymptotics (2.2) holds. Taking Lemma 2.2 into account, we arrive at the claim of the theorem.

Let us obtain asymptotics of the weight matrices \( \{ \alpha_{nk} \} \). Using (2.7) and Theorem 4.1, we get
\[
M(\lambda) = (T_1 + \rho T_1^\perp) E(\rho) (\rho^{-1} T_1 + T_1^\perp),
\]
\[
E(\rho) := (W(\rho))^{-1} U(\rho), \quad U(\rho) = U^0(\rho) + K(\rho),
\]
where \( K(\rho) \) has the form (4.4).

Further, we need additional notations. Let \( \lambda_{n_1 k_1} = \lambda_{n_2 k_2} = \cdots = \lambda_{n_r k_r} \) be a group of multiple eigenvalues maximal by inclusion, \( (n_1, k_1) < (n_2, k_2) < \cdots < (n_r, k_r) \). Clearly, \( \alpha_{n_1 k_1} = \alpha_{n_2 k_2} = \cdots = \alpha_{n_r k_r} \). Define \( \alpha'_{n_1 k_1} := \alpha_{n_1 k_1}, \alpha_{n_2 k_2} := 0, \ j = 2, r \). We obtain the sequences of matrices \( \{ \alpha'_{nk} \}_{n,k} \in J \). Below the notation \( \{ K_{nk} \} \) is used for various matrix sequences such that \( \{ \|K_{nk}\| \} \in l_2 \).
Theorem 4.3. The weight matrices are Hermitian non-negative definite: $\alpha_{nk} = \alpha_{nk}^* \geq 0$, $(n, k) \in J$. For each $(n, k) \in J$, $\text{rank}(\alpha_{nk})$ equals the multiplicity of the eigenvalue $\lambda_{nk}$. Furthermore, the asymptotic formula holds:

$$
\alpha_n^{(k)} := \sum_{s=1, m \atop r_s = r_k} \alpha_{ns} = \frac{2}{\pi} (T_1 + nT_1^\perp)(A_k + K_{nk})(T_1 + nT_1^\perp), \quad n \geq 1, \quad k = 1, m, \quad (4.10)
$$

where $A_k$ is defined in (3.13).

Proof. It remains to prove (4.10), since all the other properties have been proved in Section 2. In particular, the non-negative definiteness of $\alpha_{nk}$ follows from (2.10).

Fix a $k \in \{1, \ldots, m\}$ and choose a sufficiently small $\delta > 0$. For sufficiently large $n$, the Residue Theorem and (4.9) imply

$$
\alpha_n^{(k)} = \frac{1}{2\pi i} \oint_{|\sqrt{\lambda - \rho_{nk}^0}| = \delta} M(\lambda) \, d\lambda = \frac{1}{2\pi i} \oint_{|p - \rho_{nk}^0| = \delta} 2\rho (T_1 + \rho T_1^\perp) E(\rho)(\rho^{-1}T_1 + T_1^\perp) \, d\rho. \quad (4.11)
$$

Using (3.13), we obtain

$$
\frac{1}{2\pi i} \oint_{|p - \rho_{nk}^0| = \delta} 2\rho (T_1 + \rho T_1^\perp) E^0(\rho)(\rho^{-1}T_1 + T_1^\perp) \, d\rho = \frac{2}{\pi} (T_1 + nT_1^\perp)(A_k + O(n^{-1}))(T_1 + nT_1^\perp). \quad (4.12)
$$

Let us estimate the difference

$$
E(\rho) - E^0(\rho) = ((W(\rho))^{-1} - (W^0(\rho))^{-1})U(\rho) + (W^0(\rho))^{-1}(U^0(\rho) - U(\rho)).
$$

Note that

$$
(W(\rho))^{-1} - (W^0(\rho))^{-1} = (W^0(\rho))^{-1}(I + (W^0(\rho))^{-1}K(\rho))^{-1} - I).
$$

Taking (3.9) into account, we get the estimate

$$
\|E(\rho) - E^0(\rho)\| \leq C\|K(\rho)\| \exp(-|\tau|\pi), \quad \rho \in G_{\delta}.
$$

Represent $\rho$: $|\rho - \rho_{nk}^0| = \delta$ in the form $\rho = n + r_k + z$, $|z| = \delta$. In view of (1.3), the sum

$$
\sum_{n=1}^{\infty} \|K(n + r_k + z)\|^2
$$

is bounded uniformly on $|z| = \delta$. Consequently, we obtain

$$
\frac{1}{2\pi i} \oint_{|p - \rho_{nk}^0| = \delta} 2\rho (T_1 + \rho T_1^\perp)(E(\rho) - E^0(\rho))(\rho^{-1}T_1 + T_1^\perp) \, d\rho = (T_1 + nT_1^\perp)K_{nk}(T_1 + nT_1^\perp), \quad (4.13)
$$

where $\|K_{nk}\| \in l_2$. Combining (4.11), (4.12), and (4.13), we arrive at (4.10). \hfill \Box

In addition, we obtain estimates for $\varphi(x, \lambda)$ and $\Phi(x, \lambda)$.

Lemma 4.4. The following relations hold

$$
\begin{align*}
\varphi^{[\nu]}(x, \lambda) &= O(\rho^{-1}\exp(|\tau|x)(\rho T_1 + T_1)) \\
\varphi^{[\nu]}(x, \lambda) - \varphi^{[0\nu]}(x, \lambda) &= o(\rho^{-1}\exp(|\tau|x)(\rho T_1 + T_1)) \\
\Phi^{[\nu]}(x, \lambda) &= O(\rho^{-1}\exp(-|\tau|x)(T_1 + \rho T_1^\perp)) \\
\Phi^{[\nu]}(x, \lambda) - \Phi^{[0\nu]}(x, \lambda) &= o(\rho^{-1}\exp(-|\tau|x)(T_1 + \rho T_1^\perp))
\end{align*}
$$

for some $\delta > 0$, each fixed $x \in [0, \pi]$, $\nu = 0, 1$ as $|\rho| \to \infty$. Here $y^{[0]} := y$. 
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Proof. Fix an $x \in [0, \pi]$. Using (4.11) and Theorem 4.1 we get
\[
\varphi(x, \lambda) = (\cos \rho x T_1 + \sin \rho x T_1^\perp + o(\exp(|\tau|x))(T_1 + \rho^{-1}T_1^\perp),
\]
\[
\varphi^{[1]}(x, \lambda) = (-\sin \rho x T_1 + \cos \rho x T_1^\perp + o(\exp(|\tau|x))(\rho T_1 + T_1^\perp),
\]
as $|\rho| \to \infty$. These asymptotics yield (4.14). Similar asymptotics hold for the solution $\Psi(x, \lambda)$ appearing in (2.8):
\[
\Psi(x, \lambda) = (\cos \rho(\pi - x) T_2 - \sin \rho(\pi - x) T_2^\perp + o(\exp(|\tau|((\pi - x))) (T_2 + \rho^{-1}T_2^\perp),
\]
\[
\Psi^{[1]}(x, \lambda) = (\sin \rho(\pi - x) T_2 + \cos \rho(\pi - x) T_2^\perp + o(\exp(|\tau|((\pi - x))) (\rho T_2 + T_2^\perp),
\]
as $|\rho| \to \infty$. These asymptotics imply
\[
\Psi^{[\nu]}(x, \lambda) = O(\rho^{\nu-1}\exp(|\tau|((\pi - x))) (\rho T_2 + T_2^\perp) - \Psi^{[0]}(x, \lambda) = o(\rho^{\nu-1}\exp(|\tau|((\pi - x))) (\rho T_2 + T_2^\perp)
\]
as $|\rho| \to \infty, \nu = 0, 1$.

Analogously to (4.2), one can obtain
\[
V_1(\Psi) = (\rho T_1 + T_1^\perp)((W^0(\rho))^\dagger + K(\rho))(T_2 + \rho^{-1}T_2^\perp).
\]
Using (3.9), we get
\[
(V_1(\Psi))^{-1} = (T_2 + \rho T_2^\perp)O(\exp(-|\tau|\pi)) (\rho^{-1}T_1 + T_1^\perp)
\]
\[
(V_1(\Psi))^{-1} - (V_1(\Psi)^0)^{-1} = (T_2 + \rho T_2^\perp)O(\exp(-|\tau|\pi)) (\rho^{-1}T_1 + T_1^\perp)
\]
as $|\rho| \to \infty, \rho \in G_\delta$. Relation (2.8) implies
\[
\Phi(x, \lambda) - \Phi^0(x, \lambda) = (\Psi(x, \lambda) - \Psi^0(x, \lambda))(V_1(\Psi))^{-1} + \Psi^0(x, \lambda)((V_1(\Psi))^{-1} - (V_1(\Psi)^0)^{-1}).
\]
Using (2.8) and (4.16)-(4.18), we arrive at (4.15). \hfill \Box

5 Completeness and Riesz-basis property

In this section, we study the completeness and the Riesz-basis property of a special sequence of vector functions constructed by the spectral data $\{\lambda_{nk}, \alpha_{nk}\}_{(n,k) \in J}$. Such sequences play an important role in inverse problem theory for matrix Sturm-Liouville operators (see [32,33,35]).

Consider a group of multiple eigenvalues $\lambda_{nk_1} = \lambda_{nk_2} = \cdots = \lambda_{nk_r}$ maximal by inclusion. Lemma 2.4 implies $\text{rank}(\alpha_{nk_1}) = r$. Define the matrices
\[
T_{nk} := \begin{cases} T_1 + \rho_{nk}T_1^\perp, & \rho_{nk} \neq 0, \\ I, & \rho_{nk} = 0 \end{cases}, \quad B_{nk} := \frac{\pi}{2}T_{nk}^{-1}\alpha_{nk}T_{nk}^{-1}.
\]
Clearly, $\text{Ran} B_{nk_1}$ is an $r$-dimensional subspace in $\mathbb{C}^m$. Choose an orthonormal basis $\{\mathcal{E}_{nkj}\}_{j=1}^r$ in this subspace. This choice is non-unique. The assertions below are valid for any choice of the basis. Thus, we have defined the vector sequence $\{\mathcal{E}_{nk}\}_{(n,k) \in J}$. Consider the sequence of vector functions
\[
\mathcal{Y} := \{Y_{nk}\}_{(n,k) \in J}, \quad Y_{nk}(x) := \begin{cases} (\cos(\rho_{nk}x)T_1 + \sin(\rho_{nk}x)T_1^\perp)\mathcal{E}_{nk}, & \rho_{nk} \neq 0, \\ (T_1 + xT_1^\perp)\mathcal{E}_{nk}, & \rho_{nk} = 0 \end{cases}.
\]
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Theorem 5.1. The sequence \( Y \) is complete in \( L_2((0, \pi); \mathbb{C}^m) \).

Proof. Let a vector function \( h \in L_2((0, \pi); \mathbb{C}^m) \) be such that \( (h, Y_{nk}) = 0 \) for all \((n, k) \in J\). This implies
\[
\int_0^\pi (h(x))^\dagger \left( \cos(\rho_{nk}x)T_1 + \frac{\sin(\rho_{nk}x)}{\rho_{nk}}T_1^\perp \right) \alpha_{nk} \, dx = 0, \quad (n, k) \in J.
\]
Consequently, the row-vector function
\[
\gamma(\lambda) := \int_0^\pi (h(x))^\dagger \left( \cos \rho x T_1 + \frac{\sin \rho x}{\rho} T_1^\perp \right) \, dx
\]
is entire in \( \lambda \) and has the following properties:

(i) \( \gamma(\lambda_{nk}) \alpha_{nk} = 0, \quad (n, k) \in J \).

(ii) \( \gamma(\rho^2)(T_1 + \rho T_1^\perp) = o(\exp(|\tau|\pi)), \quad |\rho| \to \infty \).

If the multiplicity of the eigenvalue \( \lambda_{nk} \) is \( m_{nk} \), then
\[
\text{rank}(\alpha_{nk}) = m_{nk}, \quad \text{rank}(V_2(\varphi(x, \lambda_{nk}))) = m - m_{nk}.
\]
Therefore, relation (2.9) and property (i) imply
\[
\gamma(\lambda_{nk}) = D_{nk} V_2(\varphi(x, \lambda_{nk})), \quad D_{nk}^\dagger \in \mathbb{C}^m, \quad (n, k) \in J.
\]
Consequently, the vector function \( F(\lambda) := \gamma(\lambda)(V_2(\varphi(x, \lambda)))^{-1} \) is entire in \( \lambda \). It follows from (3.9) and (1.2) that
\[
(V_2(\varphi))^{-1} = (T_1 + \rho T_1^\perp)O(\exp(-|\tau|\pi))(\rho^{-1}T_2 + T_2^\perp), \quad \rho \in G_\delta, \quad |\rho| \to \infty.
\]
Using this estimate and property (ii), we obtain \( F(\rho^2) = o(1), \quad \rho \in G_\delta, \quad |\rho| \to \infty \). Liouville’s Theorem yields \( F(\lambda) \equiv 0 \), so \( \gamma(\lambda) \equiv 0 \). Hence, \( h = 0 \) in \( L_2((0, \pi); \mathbb{C}^m) \), so the sequence \( Y \) is complete. \( \square \)

In particular, Theorem 5.1 yields that the following sequence \( Y^0 \) related to the problem \( L^0 \) is complete in \( L_2((0, \pi); \mathbb{C}^m) \):
\[
Y^0 := \{ Y_{nk}^0 \}_{(n,k) \in J}, \quad Y_{nk}^0 := (\cos(n + r_k)x T_1 + \sin(n + r_k)x T_1^\perp) E_{nk}^0.
\]
Here \( \{E_{nk}^0\}_{s \in J_k} \) is a fixed orthonormal basis in \( \text{Ran} \ A_k \) for \( k \in J \), \( J_k := \{ \{ s = 1, m; r_s = r_k \}, \quad J := \{1\} \cup \{ s = 2, m; r_s \neq r_{s-1} \} \}. \) We additionally require \( T_1 E_{nk}^0 = 0 \) for \( k = 1, p^2 \) and \( T_1^\perp E_{nk}^0 = 0 \) for \( k = p^1 + 1, p^1 + p \). The latter requirements can always be achieved because of (3.18). Thus, \( \{E^0_k\}_{k=1}^m \) is an orthonormal basis in \( \mathbb{C}^m \).

Our next goal is to show that \( Y \) is a Riesz basis. We will prove this fact for a sequence of a more general form, not necessarily related to the problem \( L \). Let \( T_1, T_2 \in \mathbb{C}^{m \times m} \) be arbitrary orthogonal projection matrices. Suppose that \( J \) and \( \{r_k\}_{k=1}^m \) are defined as in Theorem 2.3. Let \( \{\rho_{nk}\}_{(n,k) \in J} \) be arbitrary complex numbers satisfying asymptotics (2.2). Let \( \{B_{nk}\}_{(n,k) \in J} \) be arbitrary matrices from \( \mathbb{C}^{m \times m} \) such that \( B_{nk} = B_{nk}^\dagger \geq 0, \quad (n, k) \in J \). For any group of multiple values \( \rho_{ni k_1} = \rho_{nj k_2} = \cdots = \rho_{nk r} \) maximal by inclusion, \( (n_1, k_1) < (n_2, k_2) < \cdots < (n_r, k_r) \), we assume that \( B_{ni k_1} = B_{nj k_2} = \cdots = B_{nk r} \) and \( \text{rank}(B_{nk r}) = r \). Denote \( B'_{ni k_1} = B_{ni k_1}, \quad B'_{nj k_2} = 0, \quad j = 2, r \). Suppose that the following asymptotic relation holds
\[
B_{nk}^{(k)} := \sum_{s=1}^m B'_{ns} = A_k + K_{nk}, \quad \{\|K_{nk}\|\} \in l_2, \quad (n, k) \in J,
\]
where \( \{ A_k \}_{k=1}^m \) are the orthogonal projection matrices defined by (3.13). By using these data \( \{ \rho_{nk}, B_{nk} \}_{(n,k) \in J} \), choose the basis \( \{ \mathcal{E}_{nk} \} \) and construct the sequence \( \mathcal{Y} \) by (5.1). Then the following theorem holds.

**Theorem 5.2.** If the sequence \( \mathcal{Y} \) is complete in \( L_2((0, \pi); \mathbb{C}^m) \), then it is a Riesz basis in \( L_2((0, \pi); \mathbb{C}^m) \).

For the proof of Theorem 5.2, we need the following propositions. (Proposition 5.3 is [39 Theorem 2.5.3] and Proposition 5.4 follows from [50 Theorem 3.6.6]).

**Proposition 5.3.** Let \( A \in \mathbb{C}^{m \times n} \) and \( k < \text{rank}(A) \). Denote by \( s_1 \geq s_2 \geq \cdots \geq s_{\min(n,m)} \) the singular values of \( A \). Then

\[
\min_{\text{rank}(B)=k} \| A - B \| = s_{k+1}.
\]

**Proposition 5.4.** Let \( \{ f_n \}_{n=1}^\infty \) be a sequence in a Hilbert space \( H \). The sequence \( \{ f_n \}_{n=1}^\infty \) is a Riesz basis in \( H \) if and only if it is complete in \( H \) and there exist constants \( M_1,M_2 > 0 \) such that for every finite scalar sequence \( \{ b_n \} \) one has

\[
M_1 \sum |b_n|^2 \leq \left\| \sum b_n f_n \right\|^2 \leq M_2 \sum |b_n|^2.
\]

**Proof of Theorem 5.2.** Instead of \( \mathcal{Y} \), consider the sequence

\[
\mathcal{Y}_N := \{ Y_{nk} \}_{(n,k) \in J, n \leq N} \cup \{ \tilde{Y}_{nk} \}_{n > N, k=1,m}, \quad N \in \mathbb{N},
\]

where

\[
\tilde{Y}_{nk}(x) = (\cos(n + r_k)x T_1 + \sin(n + r_k)x T_1^\perp) \tilde{\mathcal{E}}_{nk}, \quad \tilde{\mathcal{E}}_{nk} := A_k \mathcal{E}_{nk}.
\]

We will show that \( \mathcal{Y}_N \) is quadratically close to \( \mathcal{Y} \) and, for sufficiently large \( N \), the sequence \( \mathcal{Y}_N \) is a Riesz basis in \( L_2((0, \pi); \mathbb{C}^m) \). This will imply that \( \mathcal{Y} \) is also a Riesz basis.

**Step 1.** Let us prove that \( \{ \| \mathcal{E}_{nk} - \tilde{\mathcal{E}}_{nk} \| \} \in l_2 \). This will imply that \( \{ \| Y_{nk} - \tilde{Y}_{nk} \| \} \in l_2 \), that is, \( \mathcal{Y}_N \) is quadratically close to \( \mathcal{Y} \). Fix \( k \in J \). Obviously, \( \mathcal{E}_{nk} - \tilde{\mathcal{E}}_{nk} = A_k^\perp \mathcal{E}_{nk} \), where \( A_k^\perp := I - A_k \). Let \( \mathcal{E}_{n,k}^{(k)} \in \mathbb{C}^{m \times |J_k|} \) be the matrix consisting of the columns of \( \mathcal{E}_{ns} \in J_k \). By the definitions of \( \{ \mathcal{E}_n \} \) and \( B_n^{(k)} \), for each sufficiently large \( n \), there exists the matrix \( w_n^{(k)} \in \mathbb{C}^{|J_k| \times m} \) such that \( B_n^{(k)} = \mathcal{E}_n^{(k)} w_n^{(k)} \). Asymptotics (5.2) implies \( B_n^{(k)} = O(1) \) as \( n \to \infty \). Since \( B_n s \geq 0 \), we also have \( B_n s = O(1) \), \( s \in J_k \), \( n \to \infty \). The columns of \( \mathcal{E}_n^{(k)} \) are normalized vectors, so \( w_n^{(k)} = O(1) \) as \( n \to \infty \). The asymptotic relation (5.2) implies \( \mathcal{E}_n^{(k)} w_n^{(k)} = A_k + K_n \). Hence,

\[
A_k^\perp \mathcal{E}_n^{(k)} w_n^{(k)} = K_n.
\]

Consider the minimal singular value \( s_{\text{min}}(w_n^{(k)}) \) of the matrix \( w_n^{(k)} \). If \( s_{\text{min}}(w_n^{(k)}) \geq \delta > 0 \) for all sufficiently large \( n \), then \( \| (w_n^{(k)} (w_n^{(k)})^\dagger)^{-1} \| \leq \frac{1}{\delta^2} \). Therefore, \( A_k^\perp \mathcal{E}_n^{(k)} = K_n \), so \( \{ \| A_k^\perp \mathcal{E}_n^{(k)} \| \} \in l_2 \).

**Step 2.** Let us prove that \( s_{\text{min}}(w_n^{(k)}) \geq \delta > 0 \) for all sufficiently large \( n \) and a fixed \( k \in J \). Suppose that, on the contrary, there exists a subsequence \( \{ n_j \} \) such that \( s_{\text{min}}(w_{n_j}^{(k)}) \to 0 \) as \( j \to \infty \). By virtue of Proposition 5.3 there exist matrices \( \tilde{w}_{n_j}^{(k)} \in \mathbb{C}^{|J_k| \times m} \) such that \( \text{rank}(\tilde{w}_{n_j}^{(k)}) < |J_k| \) and \( \| w_{n_j}^{(k)} - \tilde{w}_{n_j}^{(k)} \| \to 0 \) as \( j \to \infty \). Denote \( \tilde{B}_{n_j}^{(k)} := \mathcal{E}_{n_j}^{(k)} \tilde{w}_{n_j}^{(k)} \). Obviously, \( \text{rank}(\tilde{B}_{n_j}^{(k)}) < |J_k| \). Note that

\[
\| B_{n_j}^{(k)} - \tilde{B}_{n_j}^{(k)} \| \leq \| \mathcal{E}_{n_j}^{(k)} \| \| w_{n_j}^{(k)} - \tilde{w}_{n_j}^{(k)} \| \to 0, \quad j \to \infty.
\]

This together with (5.2) imply \( \tilde{B}_{n_j}^{(k)} - A_k \to 0 \) as \( j \to \infty \). Proposition 5.3 yields \( s_{|J_k|}(A_k) = 0 \), but \( \text{rank}(A_k) = J_k \). This contradiction concludes the proof.
Remark 5.5. Similarly to Theorem 5.1, it can be proved that the sequence \( \mathcal{F} := \{ \varphi(x, \lambda_{nk})T_{nk}\mathcal{E}_{nk}\}_{(n,k) \in J} \) of the vector eigenfunctions of \( L \) is complete in \( L_2((0, \pi); \mathbb{C}^m) \). Since \( \mathcal{F} \) is quadratically close to \( \mathcal{Y} \), it follows that \( \mathcal{F} \) is a Riesz basis in \( L_2((0, \pi); \mathbb{C}^m) \).

6 Inverse problem

In this section, we consider the problem \( \mathcal{L} = L(\sigma, T_1, T_2, H_2) \) of the form \((1.2)-(1.4)\) with \( H_1 = 0 \) and prove the uniqueness theorem for the following inverse problem.

Inverse Problem 6.1. Given the spectral data \( \{\lambda_{nk}, \alpha_{nk}\}_{(n,k) \in J} \), find \( \sigma, T_1, T_2, H_2 \).

Along with \( L \), consider another boundary value problem \( \tilde{L} = \tilde{L}(\tilde{\sigma}, \tilde{T}_1, \tilde{T}_2, \tilde{H}_2) \) of the same form but with different coefficients. We agree that if a symbol \( \gamma \) denotes an object related to \( L \), then the symbol \( \tilde{\gamma} \) with tilde denotes the similar object related to \( \tilde{L} \). Note that the quasi-derivatives for these two problems are supposed to be different: \( Y^{[l]} = Y' - \sigma Y \) for \( L \) and \( Y^{[l]} = \tilde{Y}' - \tilde{\sigma} \tilde{Y} \) for \( \tilde{L} \). The goal of this section is to prove the following uniqueness theorem.
**Theorem 6.2.** If $\lambda_{nk} = \tilde{\lambda}_{nk}$, $\alpha_{nk} = \tilde{\alpha}_{nk}$, $(n, k) \in J$, $J = \tilde{J}$, then

$$\sigma(x) = \tilde{\sigma}(x) + H_1^\sigma \text{ a.e. on } (0, \pi), \ T_1 = \tilde{T}_1, \ T_2 = \tilde{T}_2, \ H_2 = \tilde{H}_2 - T_2H_1^\perp T_2,$$  \hspace{0.5cm} (6.1)

where

$$H_1^\sigma = (H_1^\sigma)^\dagger = T_1^\perp H_1^\sigma T_1^\perp.$$  \hspace{0.5cm} (6.2)

Thus, the spectral data $\{\lambda_{nk}, \alpha_{nk}\}_{(n,k) \in J}$ uniquely specify the problem $L$ up to a transform given by an arbitrary matrix $H_1^\sigma$ satisfying (6.2).

Theorem 6.2 is a natural generalization of the known uniqueness results for $m = 1$ in the cases of Dirichlet-Dirichlet, Dirichlet-Robin, Robin-Dirichlet, and Robin-Robin boundary conditions (see [12, 20]).

The inverse is also true: any two problems $L$ and $\tilde{L}$ satisfying (6.1) with an arbitrary matrix $H_1^\sigma$ of the form (6.2) have equal spectral data. Indeed, in this case, we obtain $M(\lambda) = M(\lambda) + H_1^\perp$, so the poles and the residues of $M(\lambda)$ and $M(\lambda)$ coincide. This together with Theorem 6.2 immediately imply the following result.

**Theorem 6.3.** If $M(\lambda) \equiv \tilde{M}(\lambda)$, then $\sigma(x) = \tilde{\sigma}(x)$ a.e. on $(0, \pi)$, $T_1 = \tilde{T}_1$, $T_2 = \tilde{T}_2$, $H_2 = \tilde{H}_2$. Thus, the Weyl matrix $M(\lambda)$ uniquely specifies the problem $L(\sigma, T_1, T_2, H_2)$.

For the regular potential $Q \in L_1((0, \pi); \mathbb{C}^{m \times m})$, Theorem 6.2 implies the uniqueness without ambiguity. Indeed, consider the boundary value problem $X = X(Q, T_1, T_2, G_1, G_2)$ for equation (1.1) with $Q \in L_1((0, \pi); \mathbb{C}^{m \times m})$ and with the boundary conditions

$$V_1(Y) = T_1(Y'(0) - G_1Y(0)) - T_1^\perp Y(0) = 0,$$

$$V_2(Y) = T_2(Y'(\pi) - G_2Y(\pi)) - T_2^\perp Y(\pi) = 0,$$

where $G_j \in \mathbb{C}^{m \times m}$, $G_j = G_j^\dagger = T_jG_jT_j$, $j = 1, 2$. These conditions are equivalent to (1.3) and (1.4) when $G_1 = T_1\tilde{\sigma}(0)T_1$ (if $H_1 = 0$), $G_2 = H_2 + T_2\sigma(\pi)T_2$. Instead of (2.5), we consider the condition

$$V_1^\perp(Y) = T_1^\perp Y'(0) + T_1 Y(0) = 0.$$

This condition is equivalent to (2.3) if $T_1^\perp \sigma(0)T_1^\perp = 0$, so it fixes the constant $H_1^\perp$ in Theorem 6.2. The spectral data $\{\lambda_{nk}, \alpha_{nk}\}_{(n,k) \in J}$ of $X$ are defined similarly to the spectral data of $L$, by using the new $V_1, V_2$, and $V_1^\perp$. Along with $X$, consider the problem $\tilde{X} = X(\tilde{Q}, \tilde{T}_1, \tilde{T}_2, \tilde{G}_1, \tilde{G}_2)$. For the spectral data of $X$ and $\tilde{X}$, the following uniqueness theorem directly follows from Theorem 6.2.

**Theorem 6.4.** If $\lambda_{nk} = \tilde{\lambda}_{nk}$, $\alpha_{nk} = \tilde{\alpha}_{nk}$, $(n, k) \in J$, $J = \tilde{J}$, then $Q(x) = \tilde{Q}(x)$ a.e. on $(0, \pi)$, $T_1 = \tilde{T}_1$, $T_2 = \tilde{T}_2$, $G_1 = \tilde{G}_1$, $G_2 = \tilde{G}_2$.

Theorem 6.4 improves the results of [30] and generalizes the uniqueness results from [28].

Before the proof of Theorem 6.2 let us discuss the construction the Weyl matrix $M(\lambda)$ by using the spectral data. Fix an arbitrary real $\omega > 0$ and put $\beta(\lambda) = \frac{\lambda}{\lambda^2 + \omega^2}$. Using (2.2) and (4.10), we get

$$\left(\frac{1}{\lambda - \lambda_{nk}} + \beta(\lambda_{nk})\right) \alpha_{nk} = O(n^{-2}), \ \ n \to \infty.$$

Consequently, the series

$$\mathfrak{R}(\lambda) := \sum_{(n,k) \in J} \left(\frac{1}{\lambda - \lambda_{nk}} + \beta(\lambda_{nk})\right) \alpha'_{nk}$$

converges absolutely and uniformly by $\lambda$ on compact sets. The following lemma is proved similarly to [38] Theorem 1].
Lemma 6.5. \( M(\lambda) = \Re(\lambda) + C_\ast \), where \( C_\ast \in \mathbb{C}^{m \times m} \) is a constant matrix.

Using (3.11), (2.4), and (3.4), we obtain the asymptotic formula
\[
M^0(-\tau^2) = \tau T_1^\perp + o(1), \quad \tau \to +\infty.
\]
Consequently, the constant matrix \( C^0_\ast \) for \( M^0(\lambda) \) can be found as follows:
\[
C^0_\ast = \lim_{\tau \to +\infty} (\tau T_1^\perp - \Re^0(\tau^2)). \tag{6.3}
\]
In the general case, \( M(\lambda) \) is recovered from the spectral data uniquely up to a constant matrix of the form (6.2).

Proceed to reconstruction of \( T_1 \) and \( T_2 \) by the spectral data. Suppose that \( \{\lambda_{nk}, \alpha_{nk}\}_{(n,k) \in J} \) are given. Relations (3.20) and (4.10) imply
\[
T_1^\perp = \lim_{n \to \infty} n^{-2} \left( \sum_{k=1}^m \alpha'_{nk} \right), \quad T_1 = I - T_1^\perp. \tag{6.4}
\]
Thus, \( T_1 \) is found. Using (2.2) and (4.10), we get
\[
r_k = \lim_{n \to \infty} (\sqrt{\lambda_{nk}} - n), \quad A_k = \frac{\pi}{2} \lim_{n \to \infty} (T_1 + n^{-1} T_1^\perp) \alpha_n^{(k)} (T_1 + n^{-1} T_1^\perp), \quad k = 1, m. \tag{6.5}
\]
Construct the spectral data \( \{\lambda_{nk}^0, \alpha_{nk}^0\}_{(n,k) \in J} \) of \( L^0 \) by the formulas
\[
\rho_{nk}^0 = n + r_k, \quad \lambda_{nk}^0 = (\rho_{nk}^0)^2, \quad \alpha_{nk}^0 = \begin{cases} \frac{2}{\pi} (T_1 + \rho_{nk}^0 T_1^\perp) A_k (T_1 + \rho_{nk}^0 T_1^\perp), & \rho_{nk}^0 \neq 0, \\ \frac{2}{\pi} T_1 A_k T_1, & \rho_{nk}^0 = 0. \end{cases} \tag{6.6}
\]
Using Lemma 6.5 and (6.3), one can find \( M^0(\lambda) \). According to (3.11), we have
\[
E^0(\rho) = (T_1 + \rho^{-1} T_1^\perp) M^0(\rho^2) (\rho T_1 + T_1^\perp). \tag{6.7}
\]
On the other hand, (2.4), (3.4), and (3.11) imply
\[
E^0(\rho) = (A \tan(\rho \pi) + B)^{-1} (A - \tan(\rho \pi) B), \quad A := T_2 T_1 + T_2^\perp T_1^\perp, \quad B := T_2^\perp T_1 - T_2 T_1^\perp. \tag{6.8}
\]
Lemma 6.6. Consider the equation
\[
(t A + B)^{-1} (A - t B) = E, \tag{6.9}
\]
with respect to unknown matrices \( A, B \in \mathbb{C}^{m \times m} \). It is supposed that \( E \in \mathbb{C}^{m \times m} \) and \( t \in \mathbb{C} \) are known, \( t \neq \pm i \), and \( \det(t A + B) \neq 0 \). Equation (6.9) has the solution \( \tilde{A} = E + t I, \tilde{B} = I - t E \) unique up to multiplication by a non-singular matrix: \( \tilde{A} = DA, \tilde{B} = DB, \det(D) \neq 0. \)

Lemma 6.6 is proved by direct calculations.

Fix \( \rho_* \neq \rho_{nk}^0, n \in \mathbb{Z}, k = 1, m, \) and apply Lemma 6.6 to (6.8) with \( t := \tan(\rho_* \pi) \). This yields
\[
D(T_2 T_1 + T_2^\perp T_1^\perp) = E^0(\rho_*) + \tan(\rho_* \pi) I, \\
D(T_2^\perp T_1 - T_2 T_1^\perp) = I - \tan(\rho_* \pi) E^0(\rho_*),
\]
where \( D \in \mathbb{C}^{m \times m} \) is an unknown non-singular matrix. Hence,
\[
 DT_2 = (E^0(\rho_*) + \tan(\rho_* \pi) I) T_1 + (\tan(\rho_* \pi) E^0(\rho_*) - I) T_1^\perp =: D_*.
\]
Thus, \( T_2 \) is the matrix of the orthogonal projector onto \( \text{Ran} D_*^\perp \). We summarize the arguments above in the following algorithm.
Algorithm 6.7. Let the spectral data \( \{\lambda_{nk}, \alpha_{nk}\}_{(n,k) \in J} \) be given. We have to find \( T_1 \) and \( T_2 \).

1. Find \( T_1 \) by \((6.4)\).
2. Construct the data \( \{\lambda_{nk}^0, \alpha_{nk}^0\}_{(n,k) \in J} \), using \((6.5)\) and \((6.6)\).
3. Construct \( M^0(\lambda) \) by the formula

\[
M^0(\lambda) = \mathfrak{M}^0(\lambda) + C^0, \quad \mathfrak{M}^0(\lambda) = \sum_{(n,k) \in J} \left( \frac{1}{\lambda - \lambda_{nk}^0} + \beta(\lambda_{nk}^0) \right) \alpha_{nk}^0 \, \rho_{nk},
\]

where \( C^0 \) can be found by \((6.3)\).
4. Find \( E^0(\rho) \) by \((6.7)\).
5. Fix \( \rho \neq \rho_{nk}^0, n \in \mathbb{Z}, k = \frac{1}{m} \), and construct the matrix \( D_\rho \), by \((6.10)\).
6. Determine \( T_2 \) as the matrix of the orthogonal projector onto Ran \( D_\rho^\dagger \) (e.g., by using Gram-Schmidt process).

**Proof of Theorem 6.2** Consider two problems \( L \) and \( \hat{L} \) such that \( \lambda_{nk} = \hat{\lambda}_{nk}, \alpha_{nk} = \hat{\alpha}_{nk} \), \( (n,k) \in J, J = \hat{J} \). The matrices \( T_1 \) and \( T_2 \) can be uniquely constructed by Algorithm 6.7, so \( T_1 = \hat{T}_1, T_2 = \hat{T}_2 \).

Introduce the block matrix of spectral mappings \( [P_{jk}(x, \lambda)]_{j,k=1,2} \) of size \( (2m \times 2m) \) as follows:

\[
\begin{bmatrix}
P_{11}(x, \lambda) & P_{12}(x, \lambda) \\
P_{21}(x, \lambda) & P_{22}(x, \lambda)
\end{bmatrix}
\begin{bmatrix}
\hat{\phi}(x, \lambda) & \hat{\Phi}(x, \lambda) \\
\hat{\phi}^{[1]}(x, \lambda) & \hat{\Phi}^{[1]}(x, \lambda)
\end{bmatrix}
= \begin{bmatrix}
\phi(x, \lambda) & \Phi(x, \lambda) \\
\phi^{[1]}(x, \lambda) & \Phi^{[1]}(x, \lambda)
\end{bmatrix}.
\]

Recall that the matrix Wronskian \( \langle (Y(x))^\dagger, Z(x) \rangle \) does not depend on \( x \) if \( Y \) and \( Z \) are solutions of \((1.2)\). Using this fact together with the definitions of \( \varphi(x, \lambda) \) and \( \Phi(x, \lambda) \), it is easy to show that

\[
\begin{bmatrix}
\hat{\phi}(x, \lambda) & \hat{\Phi}(x, \lambda) \\
\hat{\phi}^{[1]}(x, \lambda) & \hat{\Phi}^{[1]}(x, \lambda)
\end{bmatrix}^{-1} = \begin{bmatrix}
(\hat{\Phi}^{[1]}(x, \lambda))\dagger & -(\hat{\Phi}(x, \lambda))\dagger \\
-(\hat{\Phi}^{[1]}(x, \lambda))\dagger & (\hat{\phi}(x, \lambda))\dagger
\end{bmatrix}.
\]

Consequently, we obtain

\[
\begin{align*}
P_{11} &= \varphi(\hat{\phi}^{[1]}\dagger - \Phi(\hat{\phi}^{[1]}))\dagger = I + (\varphi - \hat{\phi})(\hat{\Phi}^{[1]}\dagger - (\Phi - \hat{\Phi})(\hat{\phi}^{[1]}))\dagger \\
P_{12} &= -\varphi\hat{\Phi}^{\dagger} + \Phi\hat{\phi}^{\dagger} = -(\varphi - \hat{\phi})\hat{\Phi}^{\dagger} + (\Phi - \hat{\Phi})\hat{\phi}^{\dagger}
\end{align*}
\]

where the appropriate arguments \((x, \lambda)\) and \((x, \lambda)\) are omitted for brevity. On the one hand, relation \((6.11)\) and Lemma 4.2 imply

\[
P_{11}(x, \lambda) = I + o(1), \quad P_{12}(x, \lambda) = o(1), \quad |\rho| \to \infty, \quad \rho \in G_\delta,
\]

for each fixed \( x \in [0, \pi] \). On the other hand, using \((2.6), (6.11)\), and the relation \( M(\lambda) = (M(\lambda))\dagger \), we derive

\[
P_{11} = \varphi(\hat{\phi}^{[1]}\dagger - \Phi(\hat{\phi}^{[1]}))\dagger + \varphi(\hat{M} - M)(\hat{\phi}^{[1]}))\dagger, \quad P_{12} = -\varphi\hat{\Phi}^{\dagger} + \Phi\hat{\phi}^{\dagger} + \varphi(M - \hat{M})\hat{\phi}^{\dagger}.
\]

Lemma 6.5 says that the Weyl matrix \( M(\lambda) \) can be recovered from the spectral data uniquely up to an additive constant. Hence, \((\hat{M}(\lambda) - M(\lambda))\) is a constant matrix and the matrix functions \( P_{11}(x, \lambda), P_{12}(x, \lambda) \) are entire in \( \lambda \) for each fixed \( x \in [0, \pi] \). Therefore, asymptotics \((6.12)\).
together with Liouville’s Theorem yield \( P_{11}(x, \lambda) \equiv I, \ P_{12}(x, \lambda) \equiv 0 \). Consequently, we have \( \varphi(x, \lambda) \equiv \tilde{\varphi}(x, \lambda), \ \Phi(x, \lambda) \equiv \tilde{\Phi}(x, \lambda) \).

Subtracting \( \ell \tilde{\varphi} = \lambda \tilde{\varphi} \) from \( \ell \varphi = \lambda \varphi \), we obtain
\[
((\sigma - \tilde{\sigma}) \varphi)' = (\sigma - \tilde{\sigma}) \varphi',
\]
a.e. on \((0, \pi)\). In addition, the matrix function \((\sigma - \tilde{\sigma}) \varphi\) is absolutely continuous on \([0, \pi]\) for each fixed \(\lambda\). The same conclusions are valid for \(\Phi\) instead of \(\varphi\). One can fix \(\lambda\) and choose constant matrices \(D_1, D_2\) so that
\[
\det(\varphi(x, \lambda)D_1 + \Phi(x, \lambda)D_2) \neq 0, \quad x \in [0, \pi].
\]

The matrix function
\[
(\sigma(x) - \tilde{\sigma}(x))(\varphi(x, \lambda)D_1 + \Phi(x, \lambda)D_2)
\]
is absolutely continuous with respect to \(x \in [0, \pi]\). This implies that \((\sigma(x) - \tilde{\sigma}(x))\) is absolutely continuous on \([0, \pi]\). Using (6.13), we get \((\sigma - \tilde{\sigma})' = 0\) a.e. on \((0, \pi)\). Thus, \(\sigma(x) = \tilde{\sigma}(x) + H_1^x\), where \(H_1^x\) is a Hermitian constant matrix. Using the initial conditions
\[
\varphi(0, \lambda) = \tilde{\varphi}(0, \lambda) = T_1, \quad \varphi^{[1]}(0, \lambda) = \tilde{\varphi}^{[1]}(0, \lambda) = T_1^\perp,
\]
we conclude that \((\sigma(0) - \tilde{\sigma}(0))T_1 = 0\). This yields (6.2). The relation \(V_2(\Phi) = \tilde{V}_2(\Phi)\) implies
\[
T_2(\tilde{H}_2 - H_2 - H_1^x)\Phi(\pi, \lambda) = 0.
\]

It follows from (2.8) that \(\Phi(\pi, \lambda) = T_2(V_1(\Psi))^{-1}\). Consequently, we obtain the relation for \(H_2\) from (6.1). This completes the proof. \(\square\)

7 Appendix

In this section, we show how to represent Sturm-Liouville operators on graphs in the form (1.2)-(1.4). The Sturm-Liouville eigenvalue problem with singular potentials on the star-shaped graph with \(m\) edges of equal length \(\pi\) has the form
\[
-(y_j^{[1]})' - \sigma_j(x_j)y_j^{[1]} - \sigma_j^2(x_j)y_j = \lambda y_j, \quad x \in (0, \pi), \quad j = 1, m,
\]
\[
y_j(0) = 0, \quad j = 1, m,
\]
\[
y_1(\pi) = y_j(\pi), \quad j = 2, m, \quad \sum_{j=1}^m y_j^{[1]}(\pi) = h y_1(\pi),
\]
(7.1)  (7.2)  (7.3)

where \(\{\sigma_j\}_{j=1}^m\) are real-valued functions from \(L_2(0, \pi), \ y_j^{[1]} := y_j' - \sigma_j y_j, \ y_j, y_j^{[1]} \in AC[0, \pi], \ y_j^{[1]}' \in L_2(0, \pi), \ j = 1, m, \ h \in \mathbb{R}\). Conditions (7.3) generalize the standard matching conditions, which express Kirchhoff’s law in electrical circuits, balance of tension in elastic string network, etc. (see [1, 4]).

The problem (7.1)-(7.3) is equivalent to (1.2)-(1.4) with \(\sigma(x) = \text{diag}\{\sigma_j(x)\}_{j=1}^m\) (the diagonal matrix with the diagonal entries \(\{\sigma_j(x)\}_{j=1}^m\)), \(Y(x) = [y_j(x)]_{j=1}^m, \ T_1 = 0, \ T_2 = [T_{2,jk}]_{j=1}^m, \ T_{2,jk} = \frac{h}{m}, \ j, k = 1, m, \ H_2 = h T_2\). If there are the mixed boundary conditions instead of the Dirichlet boundary conditions (7.2):
\[
y_j^{[1]}(0) - h_j y_j(0) = 0, \quad h_j \in \mathbb{R}, \quad j = 1, r, \quad y_j(0) = 0, \quad j = r + 1, m,
\]
then $T_1 = [T_{1,jk}]_{j,k=1}^m$, $T_{1,jk} = 1$ if $j = k \leq r$ and $T_{1,jk} = 0$ otherwise.

Now consider an arbitrary geometrical graph $\mathcal{G}$ with the edges $\{e_j\}_{j=1}^m$ of equal length $\pi$. If the edge lengths are unequal but rationally dependent, then one can add auxiliary vertices to obtain a graph with equal edge lengths. For every edge $e_j$, $j = 1, m$, we introduce a parameter $x_j \in [0, \pi]$. Denote the ends of the edge $e_j$ by $w_{2j-1}$ and $w_{2j}$. The value $x_j = 0$ corresponds to the end $w_{2j-1}$ and $x_j = \pi$ corresponds to $w_{2j}$. Every vertex $v$ of the graph $\mathcal{G}$ is an equivalence class of the ends $w_j$ incident to this vertex: $v = \{w_{j_1}, w_{j_2}, \ldots, w_{j_r}\}$. For $j = 1, m$, consider functions $y_j(x_j)$ and $\sigma_j(x_j)$, $x_j \in [0, \pi]$, from the classes described above. Denote

$$
y_{w_{2j-1}} = y_j(0), \quad y_{w_{2j}} = y_j(\pi), \quad j = 1, m.
$$

Consider the Sturm-Liouville eigenvalue problem on the graph $\mathcal{G}$ given by equations (7.1) on the edges and the following matching conditions in the vertices:

$$
\begin{align*}
y_{|w_j} &= y_{|w_k}, \quad w_j, w_k \in v, \quad j, k \in \{1, \ldots, m\}, \\
\sum_{w_j \in v} y_{|w_j} &= h_v y_{|w_{j_0}}, \quad w_{j_0} \in v \quad \forall v \in \mathcal{V}.
\end{align*}
$$

where $\mathcal{V}$ is the set of the vertices of $\mathcal{G}$. Without loss of generality, we may assume that $\mathcal{G}$ is a bipartite graph, i.e., its vertices can be divided into two disjoint sets $\mathcal{V}_1$ and $\mathcal{V}_2$ so that each edge connects two vertices from different sets. To achieve this condition, one can add auxiliary vertices in the middle points of the edges. We may assume that all the vertices from $\mathcal{V}_1$ correspond to $x_j = 0$ and all the vertices from $\mathcal{V}_2$ correspond to $x_j = \pi$, i.e., if $w_{2j-1} \in v$, then $v \in \mathcal{V}_1$ and, if $w_{2j} \in v$, then $v \in \mathcal{V}_2$.

Fix a vertex $v \in \mathcal{V}_1$. Let $e_{j_1}, e_{j_2}, \ldots, e_{j_r}$ be the edges incident to $v$. Construct the matrices $T_1^v = [T_{1,jk}]_{j,k=1}^m$ and $H_1^v = h_v T_1^v$, $T_{1,jk}^v = \frac{1}{r}$ if $j, k \in \{j_i\}_{i=1}^r$ and $T_{1,jk}^v = 0$ otherwise. Put

$$
T_1 := \sum_{v \in \mathcal{V}_1} T_1^v, \quad H_1 := \sum_{v \in \mathcal{V}_1} H_1^v.
$$

One can easily check that $T_1$ is an orthogonal projection matrix and $H_1 = H_1^\dagger = T_1 H_1 T_1$. The matrices $T_2$ and $H_2$ are constructed analogously by $\mathcal{V}_2$, $\sigma(x) := \text{diag}\{\sigma_j(x)\}_{j=1}^m$. Then the Sturm-Liouville problem (7.1)-(7.4) on the graph $\mathcal{G}$ is equivalent to (1.2)-(1.4) with the constructed matrix coefficients.

Thus, the results of the paper are valid for Sturm-Liouville operators with singular potentials on arbitrary graphs having rationally dependent edge lengths. Matching conditions of other types than (7.4) can be treated similarly (see, e.g., [4,7]).

**Acknowledgements.** This work was supported by Grant 19-71-00009 of the Russian Science Foundation.

**References**

[1] Marchenko, V.A. Sturm-Liouville Operators and Their Applications, Naukova Dumka, Kiev (1977) (Russian); English transl., Birkhauser (1986).

[2] Levitan, B. M.; Sargsjan, I. S. Sturm-Liouville and Dirac Operators, Springer, Dordrecht (1991).
[3] Freiling, G.; Yurko, V. Inverse Sturm-Liouville Problems and Their Applications, Huntington, NY: Nova Science Publishers (2001).

[4] Kuchment, P. Quantum graphs. I. Some basic structures, Waves Random Media 14 (2004), no. 1, S107–S128.

[5] Pokorny, Yu. V.; Penkin, O. M.; Pryadiev, V. L. et al. Differential Equations on Geometrical Graphs, Fizmatlit, Moscow, 2004 (Russian).

[6] Berkolaiko, G.; Carlson, R.; Fulling, S.; Kuchment, P. Quantum Graphs and Their Applications, Contemp. Math. 415, Amer. Math. Soc., Providence, RI (2006).

[7] Nowaczyk, M. Inverse Problems for Graph Laplacians, Doctoral Theses in Mathematical Sciences, Lund, Sweden (2007).

[8] Savchuk, A.M.; Shkalikov, A.A. Sturm-Liouville operators with singular potentials, Math. Notes, 66 (1999), no. 6, 741–753.

[9] Savchuk, A.M. On the eigenvalues and eigenfunctions of the Sturm-Liouville operator with a singular potential, Math. Notes 69 (2001), no. 2, 245–252.

[10] Savchuk, A.M.; Shkalikov, A.A. Trace formula for Sturm-Liouville operators with singular potentials, Math. Notes 69 (2001), no. 3, 387–400.

[11] Korotyaev, E. Characterization of the spectrum of Schrödinger operators with periodic distributions, International Mathematics Research Notices 2003 (2003), no. 37, 2019–2031.

[12] Hryniv, R.O.; Mykytyuk, Y.V. Inverse spectral problems for Sturm-Liouville operators with singular potentials, Inverse Problems 19 (2003), no. 3, 665–684.

[13] Hryniv, R.O.; Mykytyuk, Y.V. Transformation operators for Sturm-Liouville operators with singular potentials, Math. Phys. Anal. Geom. 7 (2004), 119–149.

[14] Hryniv, R.O.; Mykytyuk, Y.V. Inverse spectral problems for Sturm-Liouville operators with singular potentials. II. Reconstruction by two spectra, North-Holland Mathematics Studies 197 (2004), 97–114.

[15] Hryniv, R.O.; Mykytyuk, Y.V. Half-inverse spectral problems for Sturm-Liouville operators with singular potentials, Inverse problems 20 (2004), no. 5, 1423–1444.

[16] Savchuk, A.M.; Shkalikov, A.A. Inverse problem for Sturm-Liouville operators with distribution potentials: Reconstruction from two spectra, Russ. J. Math. Phys. 12 (2005), no. 4, 507–514.

[17] Djakov, P.; Mityagin, B.N. Spectral gap asymptotics of one-dimensional Schrödinger operators with singular periodic potentials, Integral Transforms Spec. Funct. 20 (2009), no. 3–4, 265–273.

[18] Hryniv, R.O. Analyticity and uniform stability in the inverse singular Sturm-Liouville spectral problem, Inverse Problems 27 (2011), no. 6, 065011.

[19] Mirzoev, K.A. Sturm-Liouville operators, Trans. Moscow Math. Soc. 75 (2014), 281–299.
[20] Guliyev, N.J. Schrödinger operators with distributional potentials and boundary conditions dependent on the eigenvalue parameter, J. Math. Phys. 60 (2019), 063501.

[21] Papanicolaou, V.G. Trace formulas and the behaviour of large eigenvalues, SIAM J. Math. Anal. 26 (1995), no. 1, 218–237.

[22] Carlson, R. Large eigenvalues and trace formulas for matrix Sturm-Liouville problems, SIAM J. Math. Anal. 30 (1999), no. 5, 949–962.

[23] Veliev, O.A. Non-self-adjoint Sturm-Liouville operators with matrix potentials, Math. Notes, 81 (2007), no. 4, 440–448.

[24] Polyakov, D.M. On the spectral characteristics of non-self-adjoint fourth-order operators with matrix coefficients, Math. Notes 105 (2019), no. 4, 630–635.

[25] Carlson, R. An inverse problem for the matrix Schrödinger equation, J. Math. Anal. Appl. 267 (2002), 564–575.

[26] Malamud, M.M. Uniqueness of the matrix Sturm-Liouville equation given a part of the monodromy matrix, and Borg type results, Sturm-Liouville Theory, Birkhäuser, Basel (2005), 237–270.

[27] Chabanov, V.M. Recovering the M-channel Sturm-Liouville operator from M+1 spectra, J. Math. Phys. 45 (2004), no. 11, 4255–4260.

[28] Yurko, V.A. Inverse problems for matrix Sturm-Liouville operators, Russ. J. Math. Phys. 13 (2006), no. 1, 111–118.

[29] Shieh, C.-T. Isospectral sets and inverse problems for vector-valued Sturm-Liouville equations, Inverse Problems 23 (2007), 2457–2468.

[30] Xu, X.-C. Inverse spectral problem for the matrix Sturm-Liouville operator with the general separated self-adjoint boundary conditions, Tamkang J. Math. 50 (2019), no. 3, 321–336.

[31] Yurko, V. Inverse problems for the matrix Sturm-Liouville equation on a finite interval, Inverse Problems 22 (2006), 1139–1149.

[32] Chelkak, D.; Korotyaev, E. Weyl-Titchmarsh functions of vector-valued Sturm-Liouville operators on the unit interval, J. Func. Anal. 257 (2009), 1546–1588.

[33] Mykytyuk, Ya.V.; Trush, N.S. Inverse spectral problems for Sturm-Liouville operators with matrix-valued potentials, Inverse Problems 26 (2009), no. 1, 015009.

[34] Bondarenko, N. Spectral analysis for the matrix Sturm-Liouville operator on a finite interval, Tamkang J. Math. 42 (2011), no. 3, 305–327.

[35] Bondarenko, N. P. An inverse problem for the non-self-adjoint matrix Sturm-Liouville operator, Tamkang J. Math. 50 (2019), no. 1, 71–102.

[36] Harmer, M. Inverse scattering for the matrix Schrödinger operator and Schrödinger operator on graphs with general self-adjoint boundary conditions, ANZIAM J. 43 (2002), 1–8.
Natalia Pavlovna Bondarenko
1. Department of Applied Mathematics and Physics, Samara National Research University, Moskovskoye Shosse 34, Samara 443086, Russia,
2. Department of Mechanics and Mathematics, Saratov State University, Astrakhanskaya 83, Saratov 410012, Russia,
e-mail: BondarenkoNP@info.sgu.ru