Surface-gate-defined single-electron transistor in a MoS$_2$ bilayer

M Javaid$^{1,2}$, Daniel W Drumm$^{1,2}$, Salvy P Russo$^{1,3}$ and Andrew D Greentree$^{1,2}$

$^1$Chemical and Quantum Physics, School of Science, RMIT University, Melbourne VIC 3001, Australia
$^2$The Australian Research Council Centre of Excellence for Exciton Science, School of Science, RMIT University, Melbourne, VIC 3001, Australia
$^3$ARC Centre of Excellence in Exciton Science, School of Science, RMIT University, Melbourne, VIC 3001 Australia

E-mail: maria.javaid@rmit.edu.au

Received 16 September 2016, revised 18 January 2017
Accepted for publication 30 January 2017
Published 21 February 2017

Abstract

We report the multi-scale modeling and design of a gate-defined single-electron transistor in a MoS$_2$ bilayer. By combining density-functional theory and finite-element analysis, we design a surface gate structure to electrostatically define and tune a quantum dot and its associated tunnel barriers in the MoS$_2$ bilayer. Our approach suggests new pathways for the creation of novel quantum electronic devices in two-dimensional materials.
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1. Introduction

Novel two-dimensional (2D) materials such as graphene and transition-metal dichalcogenides (TMDCs) have attracted significant interest due to their unique electronic and optical properties [1-3]. The ultrathin geometry and dangling-bond-free interfaces of 2D materials make them good candidates to integrate on various substrates [4].

The incredible range of properties of 2D materials, including high mobility, controlled bandgap and relative ease of fabrication, make them extremely attractive for nanoelectronic applications [5]. 2D materials are actively being explored for potential post-silicon applications, leading to a new era in integrated technology based on layered 2D materials [5-7]. One key factor of 2D materials is the tunability of their bandgaps in the range from insulators to metals via layer thickness, which makes them ideal candidates for photonic applications [8, 9]. Within this context, we have chosen to explore the potential for 2D materials to impact quantum electronics, where their materials properties are also likely to lead to disruptive change.

Among these 2D materials, MoS$_2$ (a TMDC) is promising for quantum electronics; it possesses interesting layer-dependent properties. For example, by decreasing the thickness of MoS$_2$ from bulk to a single layer, its bandgap switches from indirect to direct and increases by more than 0.6 eV, leading to strong photoluminescence from a single layer [2, 10].

The single-electron transistor (SET) is a device where electrons tunnel one by one to and from a small island through tunnel barriers [11]. The tunneling of an electron and the quantization of charge are controlled by gate electrodes. SETs have extensive applications in nano-electronic devices [12]. They have been proposed as a future alternative to conventional CMOS transistors [13], and have been used as nano-scale electrometers [14], capable of measuring sub-electron charge variations to $10^{-6}$ $q_e/\sqrt{\text{Hz}}$. They also have many applications in single-electron logic circuits [15] and single-electron turnstile devices [16].

Many different techniques are used to fabricate SETs based in materials such as Si [17-19], GaAs [20] and carbon nanotubes [21]. There is a significant body of literature on fabricating SETs. For example: Thelander et al have designed gold-nanoparticle SETs using carbon nanotubes as leads at 200 K [22]. Klein et al reported a colloidal chemistry technique to create cadmium-selenide nanocrystals of varying...
sizes [23], and Kim et al used a focused-ion-beam technique to fabricate SETs operating at room temperature [24]. Recently, there has been extensive work to define quantum-dot devices in 2D materials including graphene [25] and TMDCs [26]. Surface gates have been used to create tunable tunnel barriers in Si interfaces [27], but to date there have been no reported designs of electrostatically tunable tunnel barriers and tunable quantum dots in 2D MoS2.

It is known that the MoS2 monolayer band structure shows no response to applied electric fields [28]. In contrast, MoS2 bilayers exhibit significant band-structure modification under perpendicular electric field [28, 29].

Here we present a lithographically appealing design of a surface-gate-defined SET in a MoS2 bilayer, and model its physical characteristics. The structure of our proposed device is a MoS2 bilayer sandwiched between a HfO2 substrate and cap layer, with metallic surface gates, as shown in figure 1(a). We use the surface-gate electric fields to modify the local band structure in the MoS2 bilayer. We present a design of the device obtained through multi-scale modeling. Recently, a more conventional gate design has been used to demonstrate quantum confined structures on a few layers of WSe2 with tunnel barriers defined by electric fields at a temperature of 240 mK [26].

We modeled a MoS2 bilayer using density-functional theory (DFT) to study the effects of electric field on the band structure of MoS2 bilayers. We performed numerical simulations to calculate the potential at the MoS2 bilayer due to the surface gates and used this potential to study the modification of the lowest unoccupied molecular orbital (LUMO) of the MoS2 bilayer. We modeled our device geometry (obtained from the LUMO bending of the MoS2 bilayer) with the commercial finite-element analysis simulation tool COMSOL [30] to obtain the self-capacitance of the SET island and the capacitances between the island and each of the electrodes. We used these capacitances in numerical simulations of transport through the SET at a temperature of 1 K and studied its physical characteristics. We iteratively cycled through COMSOL and numerical simulations to obtain a consistent picture of the device.

This paper is organized as follows: we begin our discussion with the structure of our device geometry followed by DFT modeling of the MoS2 bilayer and the COMSOL modeling. Then we present the influence of the potential due to surface gates in the MoS2 bilayer plane and numerical transport simulations of the resulting SET device.

2. Lithographic structure of our SET device

The most important feature of the gate design shown here, as opposed to more conventional gate-defined quantum dot designs (such as, for example, [26]) is that the creation of potential wells directly underneath and in the near field of the metallic surface gates should allow more-precise lithographic definition of the quantum features in the active layer. In the conventional approach to creating sub-surface quantum dots, the relatively large distance from the gate layer to the active layer gives rise to a complicated potential landscape that must be solved for self-consistently with Schrödinger–Poisson solvers. Conversely, as our active layer is in the near field of the surface gates, the potential should more precisely follow the metallization on the surface layer. This in turn means that more complicated integrated circuits should be realizable, for example multi-island dot structures or integrated qubit/read-out type circuits. This design ethos is exemplified by the surface gate defined SETs induced at a silicon/silica interface by Angus et al [27].
Our SET device has an MoS$_2$ bilayer as an active layer sandwiched between HfO$_2$ insulating layers as shown in figure 1(a). The top metallization layer comprises four gates G1–G4. Gates G1 and G2 of figure 1(a) are approximated as infinitely long lines of charge, the intersection of which defines our island via the doubly strong steep potential in the active layer at depth (MoS$_2$ bilayer). To establish source and drain leads in the active layer at depth, we use gates G3 and G4 to create similarly strong potential landscapes directly underneath gate G1. These source and drain leads are separately connected to external voltage controllers, enabling direct modification of their chemical potential(s), $\mu$ and bias, $V_{bd}$.

For convenience, gates G3 and G4 are approximated as one infinite line of charge with a missing, finite segment centered on the intersection of gates G1 and G2. For our treatment, this dictates $V_3 = V_4$, but that condition is not necessary if the semi-infinite gates G3 and G4 are treated separately and identical source and drain behavior is not required. It should also be noted that $V_3 \approx V_4 = V_2$ achieves comparable island and lead depths below the barrier peaks; $V_3 = V_4 = V_2$ is not a constraint. Gate G1 is therefore effectively a plunger gate controlling the depth of all components, which could in principle be operated in isolation from the rest (although $V_1 + V_3 > V_2$ is required to avoid an unintended perpendicular lead under gate G2). For simplicity here, however, we set the general gate voltage as $V_1 = V_2 = V_3 = V_4 = V_5$.

3. DFT modeling of molybdenum-disulphide bilayer structures

Although the effects of electric field on the band structure of MoS$_2$ bilayers are available in the literature, the focus has either been on behavior over extreme field strength ranges (with sampling too coarse for our device) [28] or on the bandgap response without specific discussion of the LUMO physics [29]. Thus, to achieve the insight necessary to design our device, we explore the LUMO physics directly in the target operating regime.

We investigated the band structure of an optimized, $A$–$A'$ stacked (Mo atoms in the top monolayer above the S atoms of the bottom monolayer), 2H-phase MoS$_2$ bilayer for varying electric fields. $A$–$A'$ is the most-reported stacking order for bulk MoS$_2$ and it is very close in energy to the most stable stacking order $A$–$B$ [29]. A perspective view of the MoS$_2$ bilayer is shown in figure 1(b).

To model the effects of electric field on the MoS$_2$ bilayers, we used DFT in CRYSTAL09 [31, 32]. MoS$_2$ has hexagonal symmetry and belongs to the $P6_3/mmc$ space group, with lattice parameters $a = 3.17$ Å and $c = 12.324$ Å [33]. We created the bilayer unit slab by cutting a (001) plane from a bulk MoS$_2$ model, and including vacuum to a total cell height of $c = 500$ Å. The exchange and correlation terms were described via the PBEsol functional [34], which generally predicts lattice constants more accurately than PBE and LSDA (thus improving the equilibrium properties of solids), and also handles the electronic response to potentials better than most GGA functionals [34]. We used Gaussian basis sets; Mo_SC_HAYWSC311(d31)G_cora_1997 [35] for Mo atoms (a Hay-Wadt effective-core pseudopotential [36] combined with a valence-electron basis set) and S_pob_TZVP_2012 [37] for S atoms (an all-electron basis set). We set a $8 \times 16 \times 1$ Monkhorst–Pack [38] $k$-point mesh. We have ignored the effect of spin–orbit coupling (SOC) in our calculations, as SOC has been shown to not cause any splitting in the conduction band minima of MoS$_2$ bilayers [39, 40].

We optimized the geometry of a MoS$_2$ bilayer unit slab under zero electric field and then used this optimized geometry to study the effects of electric field on the band structure of MoS$_2$ bilayers. We calculated the band structure along the high-symmetry path $\Gamma$–M–K–$\Gamma$. Band structures were calculated for varying electric fields applied perpendicular to
and HOMO under electric field. We excluded these points from further calculations as their band structures are qualitatively different and we believe that these inconsistent points do not represent the underlying physics.

We applied a linear fit to the filtered LUMO and HOMO data, and set zero energy at the LUMO intercept (at zero field). As an electric field is applied up to $\pm 0.2 \text{ V \AA}^{-1}$, the LUMO bends through 138 meV. Thus electron confinement is achievable in a MoS$_2$ bilayer via electric-field modification of the LUMO, which occurs at a rate of 690 meV ($\text{V \AA}^{-1}$)$^{-1}$.

4. Circuit simulations in COMSOL

We modeled our device geometry in COMSOL [30] to get the capacitances between all the device components. The geometry (obtained through potential simulations discussed later and converged by iteratively cycling through numerical potential and transport simulations and COMSOL) used for COMSOL modeling is an island of diameter 12 nm and the same thickness as the MoS$_2$ bilayer. There are 16 nm wide MoS$_2$ barriers between the island and in-plane source and drain. The surface gates are modeled as two intersecting wires each of 5 nm radius sitting atop the 7 nm HfO$_2$ cap layer. We excluded gates G3 and G4 of figure 1(a) from our COMSOL modeling as they are collinear with gate G1 and do not contribute significantly to the total capacitance of the island.

The ground plane is 11 nm (thickness of the HfO$_2$ substrate) below the island. The capacitances were calculated following the COMSOL AC/DC module user manual [41].

For an island of diameter 12 nm, the self-capacitance is $C_{i\Sigma} = 8.45 \text{ aF}$ which corresponds to a charging energy of $q_e^2/C_{i\Sigma} = 18.9 \text{ meV}$, where $C_{i\Sigma}$ is defined as

$$C_{i\Sigma} = C_{is} + C_{id} + C_{G1} + C_{G2} + C_{isp}$$

Here $C_{is} = 0.252 \text{ aF}$ is the capacitance between the island and the buried source, $C_{id} = 0.253 \text{ aF}$ is the capacitance between the island and the buried drain, $C_{G1} = 2.2 \text{ aF}$ is the capacitance between the island and gate G1, $C_{G2} = 2.38 \text{ aF}$ is the capacitance between the island and gate G2, and $C_{isp} = 3.35 \text{ aF}$ is the capacitance between the island and the ground plane.

5. Single-electron transport simulations

In our proposed MoS$_2$ SET design, we stress that the surface gates define and electrostatically control the essential elements of the SET, namely the source, island and drain, which are all in the MoS$_2$ bilayer. There are two longer surface gates G1 and G2, perpendicular to each other. Two shorter gates, G3 and G4, are collinear with the G1 gate as shown in figure 1(a). All of these surface gates are electrostatically insulated from each other; this can be done by thermally growing a thin oxide layer between them. The equivalent electrical circuit diagram is shown in figure 1(c), where $R(V_g)$ is the tunnel resistance between the island and the source/
We modeled our device design through in-house numerical simulations. Gates G3 and G4 were placed on top of gate G1, with their finite edges 32 nm apart from each other. The thicknesses of the cap layer and the substrate were 7 nm and 11 nm respectively. A varying DC potential of 0.2–0.34 V was applied to all surface gates. All of these parameters and the DC potential range were finalized through iterations between the COMSOL modeling and the numerical simulations. The top view of the potential created in the MoS2 bilayer plane due to the surface gates is shown in figure 1(d). The intersection of gates G1 and G2 generates a well-defined island in the MoS2 bilayer plane. Gates G1, G3, and G4 define the source/drain wiring configuration and tunable tunnel barriers in the MoS2 bilayer plane. An analytical expression for the potential created due to one of the surface gates is given in the appendix.

Figure 1(e) shows a slice of the potential on top of the MoS2 bilayer plane and underneath gates G1, G3, and G4. Note that there are small local minima in the potential (and the electric field) outside the barriers. The potential difference across the MoS2 bilayer is proportional to the electric field (figure 3(b)). The maximum electric field created across the MoS2 bilayer (for \( V_g = 0.34 \) V) is approximately 4.6 mV Å\(^{-1}\) which is comparable to fields applied across MoS2 bilayer devices in [42], and well exceeded by the breakdown field strength of HfO\(_2\) [43]. We used the linear fit to figure 3(a) to obtain the LUMO bending at fields shown in figure 3(b). This LUMO bending as a function of the position across the MoS2 bilayer plane is shown in figure 3(b). The constraints of achieving a useful device and consequent constraints on the geometry lead us to place the Fermi level at 0.15 meV. This placement of the Fermi level corresponds to a 12 nm diameter island and 16 nm wide tunnel barriers in the MoS2 bilayer plane. The dimensions of the SET are comparable with experimental structures in GaAs/AlGaAs [44]. The size of the island and the width of the tunnel barriers can be controlled through the substrate and the cap layer thicknesses. The LUMO bending is used as an input to numerical transport simulation.

Increases to the general gate voltage, \( V_g \), cause the barrier height to rise, reducing the transmission coefficient. Figure 4 shows the LUMO bending for several values of \( V_g \), together with constant region boundaries. Figure 5(a) shows the variation of tunnel resistance with \( V_g \). While the transmission coefficient decreases with higher \( V_g \), this effect is minimal due to the small barrier height and width. The dominant components of the resistance are the densities of states of the source/drain and the island, which both increase considerably with higher \( V_g \) and the constraint of modifying \( \mu \) to maintain the device geometry. (For details of the tunnel resistance and transport calculations, see the appendix.)

The behavior of the SET can be observed by varying \( V_g \). Figure 5(b) shows the characteristic current passing through the SET at a temperature of 1 K and a bias voltage of 100 \( \mu \)V.

![Figure 4.](image1) LUMO bending as function of position along the source-island-drain axis for varying gate voltages within the device target operating regime. The barrier function behaves linearly with the general gate voltage, \( V_g \). Vertical marks show the boundaries of the labeled regions (black, dashed lines with arrow heads). \( \varepsilon \) is not shown since it varies with \( V_g \), but its value for each \( V_g \) can be identified as the intersections of the corresponding LUMO data traces with the region boundaries.

![Figure 5.](image2) Transport characteristics of the SET device: (a) variation of the barrier tunnel resistance with the general gate voltage, \( V_g \); (b) Characteristic Coulomb blockade peaks for a source/drain bias voltage of 100 \( \mu \)V and at a temperature of 1 K, showing a variable current through the MoS2 bilayer SET.
By varying the surface gate voltage, the overall potential landscape through the MoS$_2$ bilayer changes, thus modifying the barrier heights and the alignment between incoming electron energy and island states. We explicitly consider the high charging energy case, when the classical occupancy of the SET island can change by at most one electron at a time. Hence, effects due to the addition energy have negligible effects upon this SET. When the energy of an incoming electron resonates with the unoccupied energy level in the island, that electron tunnels to the island and current flows through the SET which is shown by the peaks in figure 5(b). On the other hand, when none of the island states are available to the incoming electron, it cannot tunnel to the island and the current through the SET drops to zero, defining the Coulomb-blockade region between the peaks. The height variation between the current peaks arises from the changing response of the MoS$_2$-bilayer density of states in the source/drain and island, in contrast to an ideal metallic SET.

6. Conclusions

The surface gate approach to quantum devices is quite flexible and amenable to scalable integrated devices. With identical gate voltages, we already have significant control over barrier height, the energy states in the island and hence, electron tunneling. One could achieve further independent control of the incoming electron energy or island states by applying different voltages to each gate. Moreover, due to the small size of the island, our preliminary modeling holds promise for relatively high-temperature single-electron devices.

The electric-field-based tunability of the HOMO and the LUMO of the MoS$_2$ bilayers opens possibilities for the surface gate approach to be used for potential future opto-electronic devices. For example, one could consider electrically controlling the band gap to create electrically tunable emission from quantum dot regions, where both the quantum dot geometry and emission wavelength are controlled by the surface-gate potentials.

Here we have studied an embedded MoS$_2$ bilayer system. However, we would expect our results to be easily applicable to other bilayer 2D materials that exhibit a LUMO response to electric field (e.g., MoSe$_2$, MoTe$_2$ and WS$_2$ [28]), with only minimal modification of the applied surface potentials.
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Appendix

Here we present a brief overview of the methods and techniques used to design and model the MoS$_2$ bilayer SET. We show our analytical and/or numerical treatment of the potential across the bilayer plane, capacitance of the device, and details of our calculations of the resistance of (and current through) the SET.

Defining $x$ as the distance transverse to gate G1 in the bilayer plane (with zero value directly underneath G1), $y$ similarly with reference to G2, and $z$ as the bilayer-ground plane separation, the electric potential difference created across the MoS$_2$ bilayers is the summed effect from all gates, which is analytic. For example, the potential due to gate G1 is [45]

$$V = \frac{\lambda}{2\pi\epsilon_0\epsilon_r} \log \left[ \frac{x^2 + (z - d)^2}{x^2 + (z + d)^2} \right],$$  \hspace{1cm} (A1)

where $\lambda$ is the linear charge density of gate G1, $\epsilon_r$ is the dielectric constant of HfO$_2$ [46] and $d$ is the distance of gate G1 from the ground plane. The other potentials are similarly derived. The finite difference between the top and bottom edges of the bilayer is evaluated to provide the field strength across the bilayer.

Having obtained a 2D map of the potential difference across the bilayer plane—e.g., figure 1(d) in the main paper—we then consider its effect on the MoS$_2$ band structure at fields from 0 to 0.2 V Å$^{-1}$ in steps no larger than 0.01 V Å$^{-1}$ and smaller as required to verify linear behavior.

We are particularly interested in a minimal substrate footprint, and the constraint of reasonable applied field strength. Therefore in the main paper, without loss of generality in the method, we explicitly consider the high charging energy case, when the classical occupancy of the SET island can change by at most one electron at a time. Due to the small barrier height of our device, there is only ever at most one unoccupied level on the island. Higher lying unoccupied levels would exceed the barrier height, and hence be unbound. Thus, the extent of the LUMO bending ($\Delta L$, measured from the left asymptotic value to the peak), created must match well to the charging energy of the system [47]:

$$\Delta L \approx E = \frac{1}{2} Q^T C^{-1} Q,$$  \hspace{1cm} (A2)

where $Q$ is the charge on the SET, defined by $Q = [Q_s, Q_G, Q_{G1}, Q_{G2}, Q_u, Q_{gp}]^T$. $C$ is the capacitance matrix between all the device components and is defined as:

$$C = \begin{pmatrix}
C_s \Sigma & -C_{is} & -C_{G1} & -C_{G2} & -C_d & -C_{gp} \\
-C_{is} & C_i \Sigma & -C_{G1} & -C_{G2} & -C_d & -C_{gp} \\
-C_{G1} & -C_{G1s} & C_{G1} & -C_{G2} & -C_d & -C_{gp} \\
-C_{G2} & -C_{G2s} & -C_{G2} & C_{G2} & -C_d & -C_{gp} \\
-C_d & -C_{ds} & -C_{G1} & -C_{G2} & C_{\Sigma} & -C_{4p} \\
-C_{gp} & -C_{gps} & -C_{gpG1} & -C_{gpG2} & -C_{gpC} & C_{\Sigma Gp}
\end{pmatrix}$$  \hspace{1cm} (A3)
the terms of which are obtained via COMSOL modeling as described in the main paper. The boundary conditions used follow [41].

The tunnel resistance cannot be evaluated exactly. The usual approach to an arbitrary barrier, the WKB approximation, is not directly applicable if the incoming energy of the electron matches the barrier energy at any point. In fact, not only does the approximation not hold at those points, but also in their vicinities. The connection formulas, using an Airy function ansatz to patch difficult regions, are the standard way to circumvent this issue; however, the conditions for their use are not met by this barrier. Accordingly, we make the approximation that the barrier is finite and rectangular, with the identical width (16 nm) and height equal to the peak value of LUMO bending, called \( L_{\text{peak}} \) while setting \( L(-200) = 0 \). Since such a barrier is definitely larger, and no thinner, than the original barrier, its transmission coefficient is guaranteed to be lower than any experimental device. The transmission coefficient of a finite square barrier is [48]:

\[
T = e^{-2\gamma},
\]

where

\[
\gamma = \frac{1}{\hbar} \int_{0}^{a} \sqrt{2m(L_{\text{peak}} - \varepsilon)} \, d\varepsilon = \frac{a}{\hbar} \sqrt{2m(L_{\text{peak}} - \varepsilon)},
\]

(\( \hbar = \hbar/2\pi \) is the reduced Planck’s constant, \( m = 0.38 m_e \) is the effective mass of electrons in the MoS\(_2\) bilayer [49], \( a \) is the width of the tunnel barrier, and \( \varepsilon \) is the energy of an incoming electron in the MoS\(_2\) bilayer.

Here \( \varepsilon \) can also be regarded as \( \varepsilon = V_{sd} + E_{th} + \mu \), where \( V_{sd} \) is the source-drain bias, \( E_{th} \) is the thermal energy described by the Fermi smearing incorporated below, and \( \mu \) is the chemical potential of the electron which is set by the absolute value of each in tandem has no effect on \( V_{sd} \). We assume that the incoming electron has \( \mu \) such that \( \varepsilon \approx 0.38[L_{\text{peak}} - L(-200)] = 0.38L_{\text{peak}} \); this defines the points where \( L = \varepsilon \) (the region boundaries) at consistent locations in space—enforcing the desired geometry with large charging energy. The left edge of \( L \) has been set as zero energy; the absolute value of \( \mu \) is somewhat different to the \( \varepsilon \) marked by the dashed line in figure 3(b). Figure 4 shows \( L(x) \) for several values of \( V_g \), together with the constant region boundaries. In principle, this assumption could be relaxed as needed to describe a particular physical device.

As an example, figure 3(b) in the main text shows the particular case of the optimized structure under \( V_g = 0.27 \) V, where \( \mu \) is set such that \( \varepsilon \) is equal to the black-dashed line. There, the island has 12 nm diameter and 16 nm wide tunnel barriers. \( L \) is the barrier height created by LUMO bending due to general gate voltage \( V_g \).

The barrier tunnel resistance is given by [50]

\[
R_T^{-1} = \frac{2\pi q_e^2}{\hbar} |T(\varepsilon)|^2,
\]

where \( |T(\varepsilon)| \) is the transmission coefficient, \( \rho_1 \) is the density of states in the source/drain electrodes and \( \rho_2 \) is the density of states in the island. We approximate the density of states by assuming constant band bending over the leads (and island), giving:

\[
\rho = \int_{\varepsilon_0}^{\varepsilon_f} D(\varepsilon) \, d\varepsilon = D(\varepsilon - \varepsilon_0) \times (\varepsilon - \varepsilon_0);
\]

(\( \varepsilon_f \) is the Fermi level and \( \varepsilon_0 \) is the energy of the lowest level in the source/drain leads of MoS\(_2\) bilayer plane. This corresponds to making the assumption that electron-hole recombination is negligibly slow compared to the tunneling rate.) \( D(\varepsilon) \) is the density of states per unit energy in a 2D solid, given by

\[
D(\varepsilon) = \frac{4\pi m}{\hbar^2} \times A,
\]

where \( A \) is the area. Hence,

\[
\rho_1 = \frac{4\pi m}{\hbar^2} (\varepsilon - \varepsilon_0) \times A, \quad \text{for} \quad \varepsilon > \varepsilon_0, \quad \text{and}
\]

\[
\rho_2 = \frac{4\pi m}{\hbar^2} (\varepsilon - \varepsilon_0) \times A, \quad \text{for} \quad \varepsilon > \varepsilon_0.
\]

Here, \( A_s \) and \( A_l \) are the areas for the source and island respectively. The island and lead in-plane areas were estimated as \( \pi (6 \text{ nm})^2 \) and \( 400 \times 20 \text{ nm}^2 \), respectively which leads to tunnel resistances of 270 to 360 k\( \Omega \) for 0.2 V \( \leq V_g \leq 0.34 \) V, using this idealized design in perfect bilayer MoS\(_2\) in HFO\(_2\). Practically, many factors involved in experiment (e.g., fabrication imprecision, defects, etc.) often accumulate to affect resistances by several orders of magnitude.

Although we use a semiconductor material (MoS\(_2\) bilayer) in the design of our SET, after connecting it with the external batteries the Fermi level rises into the conduction band in the source/island/drain regions while sitting below the conduction band in the tunnel barrier regions. Thus, the SET behaves effectively like a metal-insulator-metal junction and all the standard approximations for metallic SETs are still applicable to our SET.

To determine the current through the SET, we need the tunneling rates on and off the island for different charge configurations of the SET. These tunneling rates are given by [12]

\[
\Gamma_{\chi} = \frac{1}{q_e^2 R_T} \exp\left(\frac{\Delta E_{\chi}^n}{k_B T}\right) - 1,
\]

(\( \chi \) denotes the source or drain and \( \chi \) the island. \( \Delta E_{\chi}^n \) is the energy difference between different charge configurations of the SET and is given by

\[
\Delta E_{\chi}^n = E(n - 1) - E(n) + V_q q_e
\]

Here \( V_q \) is the chemical potential applied to the source/drain lead.

The current through the SET is sum of the probabilities for all possible tunneling rates on and off the island. This current is given by

\[
I = q_e \sum_{\chi = \text{sd}} \sum_{n = -\infty}^{\infty} \rho_1 \Gamma_{\chi}^n - \Gamma_{\chi}^n,
\]
where \( p_n \) is the probability that island is in a state with \( n \) excess electrons. These probabilities are calculated by the master equation as described in [47].
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