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Abstract. Generative deep learning methods built upon Convolutional Neural Networks (CNNs) provide great tools for predicting non-linear structure in cosmology. In this work we predict high resolution dark matter halos from large scale, low resolution dark matter only simulations. This is achieved by mapping lower resolution to higher resolution density fields of simulations sharing the same cosmology, initial conditions and box-sizes. To resolve structure down to a factor of 8 increase in mass resolution, we use a variation of U-Net with a conditional Generative Adversarial Network (GAN), generating output that visually and statistically matches the high resolution target extremely well. This suggests that our method can be used to create high resolution density output over Gpc/h box-sizes from low resolution simulations with negligible computational effort.
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Cosmological galaxy surveys, both current and planned, span increasingly large volumes, eg. DESI [1], EUCLID [2], DES [3] and LSST [4]. In the previous decade, surveys such as the Baryon Oscillation Spectroscopic Survey [5] have used bright red galaxies as tracers of large scale structure. To make larger maps, the current and next generation of surveys rely on utilizing fainter galaxies. Spectroscopic surveys specifically are planning to observe galaxies targeted by the presence of star formation within them. Such galaxies, some of them Emission Line Galaxies (ELGs; [6]), are the cosmological workhorse of the next decade. An important issue with creating bigger large-scale structure with smaller galaxies is being able to simulate such maps computationally. ELGs reside in halos at or below the mass scale of our own Milky Way [7, 8]. Thus, simulations of such galaxy samples require not just large volume but also higher mass resolution than previously needed. A single simulation with equal volume of the DESI ELG sample that properly resolves all halos in which ELGs could form would require upwards of 9500$^3$ particles, assuming a volume of 122 Gpc and a resolution of halos at around 1000 particles for $10^{11}$ M$_\odot$ halos. We often need a large suite of such simulations to explore various parameters or build up statistics. This will quickly become computationally expensive.

A promising solution to this problem is the use of deep learning networks. Various works in recent years applied convolutional neural networks to cosmological applications successfully,
generally increasing small scale structure information (eg. galaxy distributions in [9], mapping dark matter to galaxies in [9, 10], extracting cosmological information while marginalizing over baryonic effects in [11], or for general simulation output [12], [13] and [14]). In the case of creating cosmological simulations spanning large volumes, a simple first approach is to use DM-only density fields.

In this paper, we propose a novel method to predict the $z=0$ density field of a high resolution simulation simply by giving it the $z=0$ density field of a low resolution simulation of the same volume, run using same cosmologies and initial conditions. High and low resolution here refers to the simulation particle’s mass and the number of particles used inside the simulation volume. Once a network is trained successfully it takes little computational effort to produce new output from low resolution density fields. This would allow one to run a computationally less expensive, lower resolution simulation spanning Gpc/h in volume, and then using the resulting density field to predict the structure at higher resolution using the CNN. The halos and subhalos in this high-resolution output can be populated with galaxies in any number of ways, as required by the specific goal of the mock galaxy catalog (see, [15] for a review on the galaxy-halo connection). This paper provides a first proof of work that uses density fields to super resolve dark matter halos. Previous works either focus on other statistics such as void abundance [14], or use particle displacement fields that assumes lattice pre-initial conditions (pre-ICs, the Lagrangian particle positions) [16] and therefore cannot be applied to many of the state-of-the-art simulations that use glass pre-ICs.

In particular, our presented method here can be applied to dark matter simulations with glass initial conditions [17] (here after: IC) while previous super-resolution techniques such as [18] cannot. Many state of the art simulations use glass IC, such as Illustris project [19] while there is currently no satisfactory way to interpolate those glass IC particles onto a grid in order to compute the displacement field needed by previous super-resolution methods such as [16]. Any kind of interpolation technique will always create voxels that contain 0 particles, thus making displacement field calculation impossible for that pixel. Rather than wasting computational resources on new costly simulations for super-resolution tasks, we develop the alternative Eulerian method to exploit the existing state-of-the-art cosmological simulations that started with glass IC.

2 Method

2.1 Dataset

In this work, we used redshift=0 data from the Illustris-2-Dark (high-res) and Illustris-3-Dark (low-res) dark matter only simulations [19] for training and testing. Illustris-2-Dark has a box size of 75 Mpc/h, and contains $9.10^3$ $(m_{dm} = 6 \times 10^7 M_\odot$, high-res) and Illustris-3-Dark contains $4.45^3$ $(m_{dm} = 4.8 \times 10^8 M_\odot$, low-res) dark matter particles. This results in both simulation boxes having the same mean mass density, meaning if more particles are simulated in the higher resolution simulation (Illustris-2-Dark in this case) they have to be lighter. The cosmology for these simulations is consistent with WMAP-9 measurements [20] and the glass tiled initial conditions are described in detail in [21]. Similar work done by [16] used displacement fields created from particle positions for training, and resolved only higher mass halos (lowest physical halo mass resolved at $z=0$ is $10^{11} M_\odot$, containing 120 tracer particles). However, displacement fields are only naturally defined for lattice initial conditions, and are difficult to produce from glass tiled initial conditions, making this work
ideal for simulations that do not have initial conditions that can be turned into lattice like configuration.

Most state of the art hydro simulations (like Illustris) use glass ICs to improve statistics at high redshift snapshots, thus the underlying DM-only simulations are usually initialized using glass tiles, which are simply copied next to each other to fill the simulation volume. There is no simple way to interpolate those initial particles onto a grid in order to then use the displacement field super-resolution method pioneered in [16]. Any kind of interpolation technique will always have some residual pixels contain zero or 2 particles. Finding a general, automatic, way to fill those remaining pixels with exactly one particle in a coherent way is very impractical if not impossible, and has so far not been done. Additionally using displacement fields also fixes the number of pixels a given simulation has to be divided into. If a simulation contains for example $512^3$ particles, exactly one pixel per spatial coordinate and particle needs to be created for training and testing, complicating general applicability on any given simulation.

In our proposed method, we do however use grids to create density grids, but we do not need to create a displacement field (which requires having at least one particle per pixel in order to find the displacement field). Our deep learning method uses convolution layers, which are typically applied imaging data that has translational symmetry. Convolutional neural networks (CNNs) generally work well with equidistantly gridded n-dimensional data. In our case, a fixed spatial resolution is perfect for a convolutional neural network. We prepare dark matter density maps, with a $2048^3$ grid, creating a number count density field where each voxel of side-length $\approx 36.6$ kpc/h contains information about the number of particles that lie inside that small region. Each of the data sets is then subsequently divided into eight sub-cubes of equal size (37.5 Mpc/h on the side), from which six are used for training, one for validation, and the last one for testing. This results in the low resolution input (Illustris-3-Dark) and high resolution target (Illustris-2-Dark) simulations being divided into $32768^3$ 3-dimensional $64^3$ pixel cubes, of which an eighth is used for testing.

2.2 Data pre-processing

Neural networks benefit from certain input and target data distributions more than others, in particular, they should not have a very long tail or an extremely large dynamic range. This makes the following pre-processing steps necessary for a successful and efficient training process.

2.2.1 Mesh painting

To achieve a data PDF shape which is continuous and roughly resembles a Gaussian distribution, the Illustris simulations’ catalogs are painted onto a mesh using a TSC (Triangular Shaped Cloud) window kernel, since most voxels are empty, this helps to "smooth" out the integer number count values especially in low density voxels which importantly helps smoothing out the individual training cubes’ PDF curves and removes large discontinuities.

2.2.2 Normalization

The ranges of feature distributions vary a lot among different training cubes and are also dependent on the training cube’s position inside the simulation. To speed up and stabilize the training process, we normalize all training cubes as we, for example, do not want to learn to predict certain features better than others. The following simple normalization $N$ is used:

$$N_{\log 1 p}(x) = \log (\epsilon + 1 + x),$$  \hspace{1cm} (2.1)
where the not strictly necessary factor $\epsilon$ is set to $\epsilon \equiv 10^{-7}$.

### 2.2.3 Cube division

The simulations painted on 3D meshes are too big to fit in a single GPU memory all at once. We then choose to use sub-volumes with $112^3$ voxels as the input low-res data to the networks, and $64^3$ as the target high-res data. These include periodically padded regions of width of 24 voxels, and require no further “paddings” once inside the networks. By doing so we fully preserve the translational symmetry, which is crucial for generating outputs without artifacts near their boundaries. Using the model described in 2.3, this results in a generated output cube size of $64^3$ voxels.

### 2.3 Models and training

At the 36.6 kpc/h pixel scale, dark matter in the low and high resolution simulations are already spatially shifted from each other, due to the addition of the high-frequency modes in the high-resolution simulation. The high density regions can shift by a few pixels. This makes the simpler training approach of supervised learning (e.g. using a mean squared error loss function) impossible as the model does not have enough information to predict this shift and will simply blur the output. Recent works (e.g. on displacement fields not density fields in [16]) showed that an unsupervised approach to deep learning is a possible pathway forward given the limitation described here.

First proposed by Ian Goodfellow in 2014 [22] Generative Adversarial Networks (GANs) were introduced as a new class of generative models. GANs are able to produce output from input sampled from a random noise distribution and generally do not rely on information from the input data to make predictions. GANs consist of two different networks that are trained in parallel to each other: the generator $G$ and the discriminator $D$. For a given set of real training samples, the generator learns to produce fake samples that look similar to the real ones, while the discriminator tries to learn to differentiate between real and fake samples. Formally (as in [22]): we can define a mapping to data space $G(z, \theta_g)$ where $z$ is taken from a prior, and usually random, distribution $p_z(z)$, whereas $\theta_g$ are $G$’s learnable parameters. Similarly, we define a mapping $D(x, \theta_d)$ that outputs a single scalar representing the probability that $x$ was taken from the data distribution ($p_{\text{data}}$) and not from $p_g$ (the “fake” distribution produced by $G$). Training both $D$ and $G$ means maximizing the probability of $D$ correctly identifying fake and real data, while simultaneously training $G$ to minimize $\log(1 - D(G(z)))$. This means that $D$ and $G$ play a minmax game with value function:

$$\min_G \max_D V(G, D) = \mathbb{E}_{x \sim p_{\text{data}}(x)}[\log D(x)] + \mathbb{E}_{z \sim p_z(z)}[\log(1 - D(G(z)))],$$

where $\mathbb{E}$ denotes the expectation value, which in practice is replaced by the average over a batch with stochastic gradient descent. As both $D$ and $G$ improve in their training, the desired end result would be that $G$ produces fake samples that $D$ is no longer to differentiate, thus having a 0.5 probability to guess correctly. This state is also called Nash-equilibrium [23]. Of course, the training of actual models will stop before this happens, but if the training was stable, $G$ might be trained well enough to produce valuable results before Nash-equilibrium is reached.

Nevertheless, in this work $G$ needs to generate output not from a randomly sampled input distribution, but from the low resolution training cubes and from white noise fields in
the noise layers. In order to help the discriminator differentiate between real and fake data, the low-res input is concatenated to the generated output and high-res target before passing the data through D. The training process thus is no longer purely unsupervised, and our method is a conditional GAN, an adapted version of the standard approach first introduced by [24], which utilized a different architecture.

This results in the following loss functions for the discriminator and generator in this work:

\[
\mathcal{L}_D = -\mathbb{E}_{\hat{x}, x} [\log D(\hat{x}, x)] - \mathbb{E}_{\hat{x}, x} [\log(1 - D(\hat{x}, G(\hat{x}, z)))] - \gamma \mathbb{E}_{\hat{x}, x} [\| \nabla D(\hat{x}, x) \|^2] \\
\mathcal{L}_G = -\mathbb{E}_{\hat{x}, z} [\log(D(\hat{x}, G(\hat{x}, z)))] ,
\]

where \( x \) is sampled from the high-res distribution \( p_{\text{high-res}} \), \( \hat{x} \) is sampled from the low-res distribution \( p_{\text{low-res}} \) and \( z \) is sampled from a random white noise distribution \( p_z \). The third term in equation 2.3 is the \( R_1 \) regularization (introduced in [25]), which is applied for real data only. The chosen penalty weight \( \gamma = 5 \) is constant.

2.3.1 Models

**Discriminator:** Training is not too sensitive on the exact discriminator architecture, as long as the main idea of progressively extracting higher-level features by down-sampling convolutions is followed. Figure 1 depicts a qualitative approximation of the architecture as not all shapes and sizes are completely accurate. It is important to understand that each convolution changes the shape of the output feature map slightly, but since this would barely be visible in the graph it is neglected here. Additionally, in this case the boxes indicate the operator acting on the feature map of each stage. Meaning that the actual data being passed through the network follows the path indicated by the arrows and is reshaped by the operators along the way. For the exact model architecture, please refer to the data availability section.

**Generator:** The model’s exact architecture is extremely important to a successful training process. The model, itself not too complicated or large, is a shallower adaptation of the often used U-Net (introduced in [26], adapted in eg. [12, 27] and [28]). As explained in [29], convolutional neural nets are built on translational equivariance since their component stages only depend on relative spatial positions as they operate on local input regions. Thus at all blocks each voxel’s receptive field has the same size, independent on how large or small the initial input is. This translational equivariance is very important as it ensures that the net will produce good output on a variety of different inputs. The most important change from a conventional U-Net is that we replace the transposed upsampling convolution by a tri-linear interpolation followed by a usual convolution (detailed implementation in figure 2 and the data availability section, explained further in [30]). This greatly reduced the checkerboard effect produced by the transposed convolutions, thus helping the training process immensely. In order to help the generator predict the highly non-linear structure of the high-res target, uniformly sampled random noise is added before each convolution. This provides the basis
Of course, every stage applies 3D operations on a 3D input, but the visualization works better in 2D. The net’s stages are indicated as: light orange: a 3D convolution; red: LeakyReLU activation; green: Residual Block: consisting of two 3D convolutions each followed by a LeakyReLU activation, another 3D convolution and a linear down-sampling layer. At the end D outputs a $4^3$ voxel cube which is averaged over before being passed to a sigmoid inside the BCELoss function. For further details please refer to the data availability section.

upon which the generator can build its small scale prediction on. Similar to the hierarchical structure formation of dark matter, the generator’s U-Net structure causes the layers producing small scale structure to be conditioned on the large scale features that are passed through G. This inherent similarity makes U-Nets an obvious choice for working with cosmological simulation data.

### 2.3.2 Training

Each epoch of the training process was divided into training with the training data set, followed by validation on the entire validation data set. To increase the training set’s distribution variability, we augmented the dataset by flipping and permuting axes of the training cubes. This helps the network learn discrete rotations and parity symmetries which are inherent in cosmological simulations. Such augmentation was not done on the validation set for deterministic results at every epoch. In the first epoch of training, only the generator was trained using the standard supervised approach using MSE Loss. This helped the generator learn large scale shapes of the low-res input and high-res target which was beneficial to the later epochs of GAN training. With the AdamW optimizer [31] and small weight-decay ($\lambda = 10^{-4}$), we adopt different learning rates for the two networks: $1 \times 10^{-5}$ for the discriminator and $5 \times 10^{-5}$ for the generator, with a ratio similar to the one suggested in [32]. It is important to notice that these learning rates are not universally applicable and will need to be adjusted for different training applications to reach an equilibrium training state. Furthermore a $R_1$ regularization gradient penalty scheme [25] was used every 16 batches to penalize the discriminator upon deviating from equilibrium on real data alone, thus increasing training stability.

### 3 Results

The sections below will summarize the quality of the network’s output after training it for 600 epochs using the method described in section 2.3.2. Not every epoch produces equally good results, although at later stages of training the output quality is stable. This fluctuation is due to both networks (D and G) hovering around a local loss minimum, only incrementally
Figure 2. The U-Net used as a generator in this work. Each stage’s output’s number of channels is depicted by the small number below. The spatial dimensions of the feature maps at each stage are approximately depicted by the width and height of each stage. The net’s stages are indicated as (different colors as for D in figure 1): light red: a 3D convolution; light orange: a noise layer followed by another 3D convolution; dark orange / brown: LeakyReLU activation; green: noise layer followed by a 3D (down-)convolution; blue: noise layer followed by a linear up-sampling layer, a 3D convolution, a LeakyReLU activation, another noise layer, another 3D convolution and lastly another activation; cat: concatenation of two outputs from two layers along the channel dimension. For more exact details please refer to the data availability section.

improving. Most statistics are more or less unaffected by this, but for example the halo two-point function for small mass halos is very sensitive to the exact output. The best performing epoch of the last 10 is selected, in this case: epoch 599. Best performing in this case refers to good accordance with all target statistics. Epoch 599 was not the only one producing good results across all statistics, but was subjectively selected for providing the best results. It should also be mentioned that extending that run further until epoch 1200 did not increase the quality of the output as the training seemed to hover around a local minimum.

The testing dataset consists, as described in section 2.1, of one eighth of the entire simulation region. Thus all testing cubes combine, stitched back together, a volume of 37.5 Mpc/h. All plots will show comparisons between the Illustris-3 low-res input, the generator’s output and the high-res Illustris-2 target, labeled as low-res, generated and high-res.

Some statistics (e.g. two-point function, see below) require the data to be stored as particle catalogs and not as number-count-field pixel values. In order to go back to catalog format in the most simple and physical way, two steps are taken:

First, all voxels are Poisson sampled as follows:

$$x_{\text{poisson}} = \begin{cases} x & \text{if } r > x - \lfloor x \rfloor \\ x + 1 & \text{else,} \end{cases}$$

(3.1)

where $r$ is uniformly drawn between 0 and 1. This results in the net output’s voxels being
converted to integers only. Secondly, if a voxel’s Poisson sampled value is eg. 4, four particles are randomly placed inside the voxel’s volume and depending on that voxel’s relative position inside the simulation, a position-catalog entry is made for each particle.

This method obviously completely erases any information about particle positions below the pixel-size scale, but this information is already lost upon creation of the training data. Thus this kind of pixelization poses fundamental limits and challenges to using number count or density fields for this training method, as compared to e.g. displacement field training (which however does not apply to simulations with glass initial conditions such as Illustris here). This effect will also become more apparent in section 3.2, while we look at statistical properties of the output.

3.1 Visual Comparison

The visual differences between the low-res input and generated output / high-res target simulation become clear immediately in figure 3, especially when looking at the smaller mass halos that are missing in the low-res simulation data. As expected, the generated output match the high-res simulation on large scales thanks to the conditional GAN training, while on small scales the generated fine structures are different from that in the simulated ones but look statistically consistent. For quantitative comparison, below we look at various matter and halo statistics which provide a more solid and consistent way to quantify model performances.

3.2 Statistics

There are numerous different statistical properties that can be looked at, but most of them, eg. the power spectrum, don’t provide any new information, as both the low-res input (Illustris-3) and high-res target (Illustris-2) simulation are already at a quite high resolution and thus are non-differentiable at this pixel-size scale. But, crucially, some statistics do show clear differences, proving the performance of the trained network.
3.2.1 Power spectrum and 2PCF

Figure 4 depicts the particle 3D power spectrum and particle auto-correlation function of the entire testing box, defined as in for example [33]. They are compared to the power spectrum and two-point function calculated from the "true" Illustris simulation particle catalogs over the same region. The power spectrum $P(k)$ is calculated using a FFT over a cic-painted meshgrid whereas the two-point function $\xi_2(x)$ is calculated by counting particle pairs in binned distance-regions.

\begin{align}
\xi_2(x) &= \langle \delta(x_1)\delta(x_2) \rangle, \quad x = |x_1 - x_2| \\
\xi_2(x) &= \frac{1}{(2\pi)^3} \int d^3k \: P(k)e^{ikx},
\end{align}

where the power $P(k)$ is simply defined as the Fourier transform of the two-point correlation function and $\delta(x_1) = \frac{\rho(x_1)}{\bar{\rho}} - 1$ is the matter overdensity. The effect of cic-compensation (as described in eq 18 of [34]), which aims to reduce the statistical effect that painting particles onto a mesh has on the power, is negligible and does not reduce the difference between the pixelated and true power spectra.

For both, power and two-point function, the output agrees very well with the low-res input / high-res target. The power differences at small physical scales between testing data / generated output and the true simulation catalogs, are caused by the pixelation and the ensuing loss of information below pixel-size scales. The autocorrelation plot only covers a
smaller range of distances, thus doesn’t show this diversion. Since both the power and two-point function of input and target are equal at these scales, it comes as no surprise that the output will match these statistics reasonably well. It should also be stated that even though the low-res input distribution matches the high-res target’s in these two statistics, the generator does not produce them exactly, as it does not simply learn to produce a one to one mapping between input and target.

### 3.2.2 Halo mass function

All halos in figure 5 where calculated using nbodykit’s FoF (Friends of Friends) halo finder using a relative linking length of 0.2. Again, the pixelation effect becomes visible at smaller mass halos below and around $10^{10}$ $M_\odot$, as the HMF found from pixelized data starts to deviate from the “true” Illustris-2 halos, whereas the "true" Illustris-3 halos still coincide with the halos found from the low-res testing data as they are more massive and thus unaffected by the pixelation.

### 3.2.3 Halo two-point function

The halo auto-correlation function is calculated by using the halo’s central positions. Figure 6 and 7 shows the two point function of different halo mass bins. Importantly for halos between $1 \times 10^{10}$ $M_\odot$ and $4 \times 10^{10}$ $M_\odot$, a clear difference between the low resolution and high resolution simulation can be seen. The network manages to match the high resolution simulation perfectly, proving it’s performance. It also matches the two-point functions for higher mass halos, which is to be expected as those halos are larger in size and easier to predict. The two-point function for halo masses below $10^{10}$ $M_\odot$ becomes less meaningful, as the FoF halos found there will be affected due to the pixelation. Nevertheless the two point
Figure 6. The halo two-point function comparison between the testing data and the "true" un-pixelated Illustris simulation FoF halos of the testing region, calculated using the Landy-Szalay estimator. Only halos between $1 \times 10^{10} M_\odot$ and $6 \times 10^{10} M_\odot$ are plotted. The network correctly predicts the high-res target’s (and also "true" Illustris-2) correlation of halo positions, which importantly differs from the low-res input’s. This plot is the most critical one, as it indicates that the method learns to predict the high-resolution simulation and not simply up-scales the low-resolution density fields. It also becomes clear from the comparison to the "true" Illustris halo two-point correlation functions, that pixelation only has a minor effect on the testing data in this regard.

3.3 Generalizing to another simulation

Ideally, the above model would be perfectly applicable to any low resolution DM-only simulation’s density field of similar pixel size and find new halos. The extend of this performance is tested in this section by using a set of the Illustris-TNG DM-only simulations [36], which are the latest improvement on the previous Illustris simulations. They use almost the same cosmology, but of course are run using different initial conditions. By dividing both the TNG-300-3-Dark (low-res) and TNG-300-2-Dark (high-res) simulations into $5632^3$ density voxels, a similar pixelsize as before of $\sim 36.6$ kpc/h is fixed for the data. For memory efficiency, only an eighth of the entire simulation volume of $205^3$ Mpc/h is used for testing again. Remarkably,
even though the particle masses are different compared to the Illustris simulations (high-res TNG-300-2: $m_{\text{dm}} = 5.6 \times 10^8 \, M_\odot$, low-res TNG-300-3: $m_{\text{dm}} = 4.5 \times 10^9 \, M_\odot$), the network still manages to predict new halos successfully which can again be seen in both the halo mass function and halo two-point function in figure 8. This is an important indication that convolutional neural networks are, once trained successfully, even applicable outside their initial training and testing region. Of course once the pixel size differs too much from the initial pixel size the network was trained on, deteriorating results are to be expected.

4 Conclusions

We apply GAN techniques to improve cosmological simulations to successfully generate high resolution outputs from low resolution counterparts, mimicking authentic high-res simulation results in all evaluated statistics (crucially in figure 6).

This work pushes the resolution limit (from for example [18] and [37]), while also being more generally applicable to general DM-only simulations than displacement field training solutions, as it only relies on knowing the particle positions at snapshot $z = 0$. It provides an important first step to building a full suite going from low-res dark matter simulations, to ultimately producing ELG mock catalogs over Gpc in scale, by predicting new halos at mass ranges relevant to ELGs.

In the case of simulations where initial conditions are set using a glass tile configuration (like the Illustris simulations) it becomes almost impossible to gain information about the dark matter displacement field, as the initial particle positions cannot easily be placed on a grid together with their IDs. This work allows to generate high-res density fields by only investing the CPU time it takes to run the low-res simulation instead of actually running the entire high-res simulation, as testing only took around 26 CPU hours for this work. It is also naturally scaleable to much larger testing regions by simply providing a larger low-res input.

A natural downside to using density fields for training is mainly the fact that all information below pixel-size scales is lost naturally due to pixelization. This poses natural limits to the lowest mass of physical halos to be found when training on a given pixel-size. Nonetheless this work proves that the method was successful down to scales where the low and high

Figure 7. Halo two-point functions of higher mass bins. Here low-res input and high-res target start to coincide again so the net’s performance becomes less meaningful at these mass scales.
Figure 8. **left**: The halo mass function of FoF halos of the TNG testing region, similar to figure 5. Clearly the net performs weaker than on the Illustris data, but still manages to predict new lower mass halos, compared to the low-res input (TNG-300-3) simulation. Due to higher particle masses in the simulations, only higher mass FoF halos, compared to the Illustris halo mass function, are found. This also leads to the pixelation effect in figure 5 not yet to take effect, as it only affects FoF halos below $10^{10} M_\odot$ at this pixelsize. **right**: Halo two-point functions of halos between $1 \times 10^{11} M_\odot$ and $4 \times 10^{11} M_\odot$. Here low-res input and high-res target differ similarly to the Illustris simulations, but at higher halo masses, since the simulation’s particle masses are different. The network makes the correct prediction without ever training on the TNG data set, indicating that it is applicable to a wide range of simulations. Again it becomes clear from the comparison to the "true" TNG-300 halo two-point correlation functions, that pixelation only has a minor effect on the testing data in this regard.

resolution statistics start to deviate, and suggests that the same will also hold up for training on smaller pixelsizes. This will also lead to a better resolution of halos and subsequently also subhalos (identified using density information), which will lead to the initial goal of creating large scale high resolution ELG mocks from a low resolution simulation with almost no additional computational effort.

5 Outlook

Future improvements of this method might make use of a smaller pixel-size, eg. $\sim 18.3$ kpc/h, to improve smaller mass halo predictions and enable subhalo predictions. In principle not much except for the learning rates will have to be adjusted, although the amount of training data will increase significantly, making the entire training process longer and more difficult to tune. Additionally it will also be beneficial to train the network on multiple redshifts, to make it more generally applicable to DM-only simulation output. Recently similar work using displacement fields and super resolution methods [16, 18] showed that training for higher redshift data is an easier task. This also makes intuitively sense, as $z = 0$ simulations went through the maximum amount of non-linear structure development, making it harder to learn the mapping accurately.

Another useful improvement to the training would be to add velocity fields to the input, containing information about the particles’ bulk velocities inside each pixel-volume, helping
to infer halo field phase-space distributions. The networks architecture supports training on multiple fields natively, so this change could be easily executed.

It will also be interesting to provide the net with completely different simulations, with different cosmological parameters and at similar mass resolutions and pixel-scales during training, to gain a more universally applicable network.

As we ultimately want to produce data comparable to observations, one will also have to infer redshift-space distributions from our real-space data, which will be subject of future work.

With the end goal in mind of creating a network that does not have to be retrained and can easily enhance low resolution simulation density output, this work provides an important foundation on the way to easily accessible large scale ELG mock catalogs.
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Data Availability

All code and models used and created in this work are publicly available on GitHub under the following url: https://github.com/dschaurecker/dl_halo. Please refer to the ReadMe file in the dl_halo repository for a very in-depth guide through the code and the process of training and testing. The training code builds upon the map2map code repository, available on GitHub as well (https://github.com/eelregit/map2map). It allows for general training of \( n \) arbitrary input fields to \( n \) arbitrary output fields using custom models, normalizations and loss functions. Furthermore some utilities from \texttt{nbodykit} an "Open-source, Massively Parallel Toolkit for Large-scale Structure" [35] were used in pre-processing and statistical evaluation of this work.
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