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Abstract. Low-level jet (LLJ)-generated gravity waves were observed over Oklahoma City by a scanning Doppler wind lidar during the transition periods of atmospheric boundary layer (ABL) from stable to convective conditions in the mornings after sunrise. The temperature profiles had a multilayer structure with a shallow neutral layer immediately above the ground and a stable cap layer above the neutral layer. The wind profiles exhibited a typical shape of a LLJ with nearly linear growth of wind speed with respect to height, and maximum wind speed occurred at the top of the stable cap layer. The average wavelength and its relation with mean wind and temperature profiles are characterized with data from Doppler wind lidar, radiosonde, and wind profiler. A linear stability analysis was performed to check the stratification conditions for wave occurrence. The wind signals from sonic anemometers near the ground were separated into waves and turbulence parts using a wavelet decomposition method, and the momentum fluxes due to the wave motions and turbulence were computed. The downward gravity wave momentum flux was 1.5 to 3.0 times of turbulent momentum flux. The analysis indicated that gravity wave momentum transport from the stable cap layer downward is one of the mechanisms of stable-to-convective transition in the LLJ-dominated ABL. © The Authors. Published by SPIE under a Creative Commons Attribution 3.0 Unported License. Distribution or reproduction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1.JRS.7.073487]
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1 Introduction

The nocturnal low-level jet (LLJ) is one of the frequently observed weather phenomena over land during clear night, weakly disturbed large weather conditions. According to Blackadar’s theory,\(^1\) the nocturnal LLJ is formed when the wind becomes decoupled from the surface due to the development of a stable surface layer and the air above the stable layer accelerates along the pressure gradient, and in addition, the Coriolis force induces an inertial oscillation that produces a greater speed than the geostrophic wind. There are numerous observational studies of nocturnal LLJ over many regions of the world.\(^2\)\(^-\)\(^10\) and they show that LLJ enhances the transport of momentum, heat, and moisture in the atmospheric boundary layer (ABL) and plays a role in deep convections. The climatology aspect of nocturnal LLJ over the Great Plains of the United States has been studied extensively by traditional radiosonde methods.\(^2\)\(^)\(^-\)\(^10\) Remote-sensing methods have also been used to investigate nocturnal LLJs. Using a Doppler wind lidar in the Cooperative Atmosphere-Surface Exchange Study 1999 (CASES-99), Banta et al.\(^11\) showed that nocturnal LLJs were common in undisturbed large weather conditions and often occur from 100 to several hundreds of meters above the ground level. Boundary layer wind data observed by Doppler wind lidars, radar wind profiler, and radiosonde over Oklahoma City (OKC) during the Joint Urban 2003 (JU2003) indicated that a strong southerly nocturnal LLJ dominated the ABL flow during the early morning hours of most of the intensive observation periods (IOPs).\(^9\)\(^,\)\(^12\)\(^-\)\(^14\)
As shown in the continuous observations by the radar wind profilers, the LLJs start to develop right after sunset and afterward strengthen with time in a weak synoptic weather-forced condition. LLJs were well developed in 9 of 10 IOPs during JU2003.

Nocturnal LLJs have a large influence on the underlying stable ABL and shear-generated turbulence. It acts as a momentum source in the stable ABL for the downward momentum transport, because the LLJ maximum is usually located several hundred meters above the ground surface. The LLJ not only produces greater turbulent kinetic energy (TKE) and enhances the turbulent mixing below the jet, but also transports the TKE from the jet’s maximum level downward to the ground surface when the lower part of ABL is stable. Banta et al. found that near-ground TKE was scaled well with a jet Richardson number in CASES-99 data, and the scaling relation was also evident in JU2003 data in the stable ABL. For similar reasons, nocturnal LLJ was also found to enhance the mixing and transporting of scalars (e.g., O₃, CO₂, and water vapor) in the stable ABL. Wave motions are often associated with the nocturnal LLJs, which have strong wind shears and stable temperature stratifications. Wave motions produced by the LLJs have been studied in stable ABL at night times. It was concluded in these studies that wave breaking was one of the major causes of intermittent turbulence in the stable ABL.

In fair weather conditions without frontal passage, the ABL has a typical diurnal cycle that is stable at night and convective during the daytime. The morning transition of the ABL from stable to convective starts right after sunrise. The ground surface absorption of the solar radiation produces the upward sensible heat flux and a convective boundary layer that grows quickly with a cap inversion layer on top. On the other hand, right after sunset, the ground surface cools and the sensible heat flux is reversed to downward, and a stable ABL starts to develop from ground up. While many observational studies have been carried out for waves in the nocturnal stable ABL, there are only few observational studies for the wave motions during the stable to convective transition period. In all three studies, the ABL wind in the mixed layer below the inversion layer did not have LLJs and the associated strong wind shear, but the momentum flux in the ABL did show the strong influence of the elevated inversion layer—generated wave motion. In our analysis of the JU2003 datasets, the nocturnal LLJ-generated gravity waves and strong wind shears were present below the cap inversion layer during the morning ABL transition hours. According to the linear stability theory, if the Richardson number of a stable layer of stratified flow is less than a critical value, instability will develop. Theoretical linear stability analysis has indicated the possibility of wave excitation in the cap inversion layer of an ABL. During JU2003, we have observed several episodes of gravity waves during the transition hours of ABL. In this article, we examine the gravity waves generated by LLJs during the transition hours of the ABL by analyzing the data from Doppler wind lidar, radar wind profiler, radiosonde, and sonic anemometers. The mechanism of the gravity wave generation by the LLJ is described for those cases during the ABL transition period. The wind signals from sonic anemometers on a tower are separated into waves and turbulence using a wavelet decomposition method, and the momentum fluxes due to these two components are computed.

2 Instrumentation

The data used in this study is from JU2003 observations. The JU2003 project, a cooperative undertaking to study turbulent transport and diffusion in urban ABLs, was conducted in OKC in late June through the end of July 2003. Besides numerous tracer samplers, a Doppler wind lidar, operated by the Army Research Laboratory (ARL), and a large number of sonic anemometers were deployed to monitor the wind field during the experiment. The Lawrence Livermore National Laboratory (LLNL) set up an 83-m high tower with eight sonic anemometers, which is located outside of the northern side of the central business district (CBD). The ARL Doppler lidar deployed in the project was a WindTracer® made by Coherent Technologies, Inc., in Lafayette, Colorado, and was designed specifically for ABL observations and research. Its laser wavelength and pulse energy is 2025 nm and 2.5 μJ laser, respectively. Furthermore, its pulse repetition frequency is 48 Hz, and the range gate varied from 66 to 71 m depending upon the dataset. The system measures range-gate resolved...
backscatter intensity and the Doppler radial velocity. The location of the ARL lidar is shown in Fig. 1, where the lidar was setup on top of a two story parking garage [global position system (GPS) coordinate: N 35° 28.385′, W 97° 30.266′, 20 m above ground]. Other relevant observations are radiosonde and radar wind profiler observations by Argonne National Laboratories (ANL) and Pacific Northwestern National Laboratory (PNNL). The ANL release site is located about 5.5 km north of the CBD, and the PNNL site is located about 0.8 km south of the CBD. During the IOPs, the radiosondes were released hourly to monitor atmospheric motions and variations. The ANL and PNNL also operated radar wind profilers at their sites, which provide hourly vertical wind profiles. Large amount of data were collected from the JU2003 project, and the data are stored and managed by Dugway Proving Ground.

3 Data and Analysis

3.1 Doppler Wind Lidar Images and Spectral Analysis

Nocturnal LLJs were very common in the clear, undisturbed nights and early mornings during JU2003. LLJs appeared in 9 out of 10 IOPs, the lone exception being IOP1 which had convective disturbances due to a passing front.\textsuperscript{9,12} From wind profiler/rawinsonde observations\textsuperscript{12} and inspection of numerous lidar images,\textsuperscript{14} it appeared that the nocturnal LLJs start to form 1 to 2 h after sunset when the ground has cooled, causing a stable layer to develop just above

![Aerial photograph showing the Army Research Laboratory (ARL) lidar site and Lawrence Livermore National Laboratory (LLNL) 83 m tower site, both denoted by two triangles. The central business district (CBD) of Oklahoma City (OKC) is located on the left portion of the photo in the yellow square. The yellow arrow line indicates the laser beams during IOP2 and IOP4 from the ARL lidar. The lidar signal range was 7 to 8 km, reaching out to the surrounding suburban area, much farther than shown in this figure. The Argonne National Laboratories (ANL) radiosonde release site is located about 5.5-km north of the CBD, and the Pacific Northwestern National Laboratory (PNNL) radiosonde release site is located about 0.8 km from the CBD; both locations are outside of the aerial photograph.](https://www.spiedigitallibrary.org/journals/Journal-of-Applied-Remote-Sensing)
the surface. The LLJs were fully formed around 10 PM local time and were generally strongest just before the sunrise, after which, they started to dissipate from the ground up during the transition from stable to convective boundary layer. Before the LLJs were totally destroyed by the underlying convective boundary layer growth, there was a period during which the atmospheric stability conditions are favorable in the cap inversion layer for shear-generated gravity waves. The gravity waves were fairly common during the transition period associated with the growing of the convective boundary layer. We have seen evidence of wavelike motion in many mornings during JU2003 from Doppler wind lidar images, but only two IOPs’ (IOP2 7/2/2003 and IOP4 7/9/2004) data were chosen for current analysis, since the complete dataset is available for these two cases. Figures 2 and 3 show the RHI (range-height-indicator) scan images of IOPs 2 and 4 at different times in which the wave motions appeared. The lidar scanning directions in these images were approximately parallel to the mean wind directions (see Fig. 1) at the LLJ levels with less than 10 deg of deviation according to mean wind profiles from the radiosondes. The elevation angle of the scan ranged from 0 to 45 deg. Horizontal wind speed was derived from the radial wind signal by dividing the cosine of the elevation angle, while assuming a two-dimensional flow at the jet level. A negative sign represents the wind direction that flows into the lidar in the RHI scanning plane. The gravity waves appeared to be nonlinear, because their wavelength depended on their distance from the lidar. The waves in the IOP2 were shorter in wavelength than that of IOP4, and the LLJ height in IOP4 was much higher than the heights in IOP2. In both

Fig. 2 Doppler wind lidar horizontal wind at different times during IOP2. The azimuth direction for the RHI scan was approximately parallel to wind direction (238 deg). In the figure, the lidar is located at (0, 0), and positive horizontal wind speeds indicate wind flow away from the lidar.
cases, the layer above the wave motion, usually characterized as the residual layer from the previous day’s convective turbulence decay, had little wave signatures. Although the wavelengths and heights of the LLJ in those cases were different, they showed some similarity in distinct turbulent air motion near the ground surface below the wave. The gravity waves and turbulent motions appeared to have a strong interaction. A slightly elevated LLJ and wave motion over the urban area was observed in IOP2 cases. This is probably due to the lower altitude of the LLJ in the IOP2 and the urban heat island effect, which was able to reach this height and not the higher altitude of the LLJ in IOP4. As opposed to a nocturnal gravity wave observed when the entire boundary layer is stable, the wave did not display overturn or billows in IOP2 or IOP4. This is probably because the lower part of the boundary layer below the cap inversion layer was already in a neutral condition in these IOPs, which had a dissipative effect on the wave motion.

Figure 4 shows the spectral analysis that was performed on the lidar horizontal wind speed for IOP2 and IOP4. These are the averaged power spectrum values of the five frames shown in Figs. 2 and 3 and normalized with the highest power spectra values from each scanning frame. The spectrum shows distinct peaks for the dominant average lengths for 1.1 and 1.8 km for IOP2 and IOP4, respectively. The spectral analysis indicated that the power spectrum is different at different heights for both of these cases, and the strongest spectra were at the heights of the LLJ maxima for both cases. The decay of wave motion above the LLJ maximum occurred more
rapidly than below the LLJ maximum. By tracking the wave peaks in the lidar image, the wave phase speeds were estimated to be 4.42 m/s for IOP2 and 3.41 m/s for IOP4.

3.2 Radar Wind Profiler, Radiosonde, and Linear Atmospheric Stability Analysis

The wave generation is determined by the mean atmospheric wind shear and temperature stratification. Figure 5 shows vertical profiles of horizontal wind and potential temperature before and after the wave motions for both IOP2 and IOP4. The potential temperature was measured by the ANL rawinsonde, while the horizontal winds were measured by the radar wind profiler since the radiosonde’s wind profiles did not have enough data points at altitudes below 200 m. Before

![Diagram of wind profiles and temperature profiles](https://www.spiedigitallibrary.org/journals/Journal-of-Applied-Remote-Sensing/073487-6_Vol_7_2013)

**Fig. 5** Average wind and temperature profiles before (thick lines) and after (thin lines) gravity wave events for IOP2 and IOP4 measured by ANL radar wind profiler and radiosonde.
the wave activity, the data shows that the strongest shear of the jet is located just below the jet nose or maxima, and the potential temperature profile indicated that a near-neutral stratification was present near the ground at the time. There was a strong stable stratification layer right below the height of the jet speed maximum, and this is where the gravity waves were produced. After the wave motion, the lower boundary layer temperature warmed and the wind profiles generally showed reduced wind maxima at the altitude of the LLJ. In addition, the stratification at the LLJ maxima reduced, and the LLJs moved higher than before the wave motion. The convective boundary layer grew significantly during the wave motion periods which also resulted in a well-mixed equilibrium state, as indicated by the wind and temperature profiles.

A linear stability analysis was carried out for these two wave events using the radiosonde and radar wind profiler data. Figure 6 shows the horizontal wind profiles from the radar wind profiler and temperature profiles from both the PNNL and the ANL sites. As similar temperature stratification and wind shear were observed in previous studies that have used standard linear stability analysis, we have used the basic theoretical conclusions resulting from these studies for the analysis that we perform. The PNNL and ANL data agreed reasonably well before the wave episodes, even though the two sites were about 6.3 km apart. Since the ANL data were more complete at the lower levels, the Brunt–Väisälä (or buoyancy) frequency ($N$) and gradient Richardson number ($R_i$) were computed from the ANL data as follows:

$$N^2 = \frac{g}{\theta} \frac{d\theta}{dz} \quad \text{and} \quad R_i = N^2 \left( \frac{\partial U}{\partial z} \right)^{-2},$$

where $\theta$ is the mean potential temperature, $g$ is the gravitational acceleration, and $U$ is the mean horizontal wind speed. $N$ is the upper frequency limit for the internal gravity waves, and $R_i$ is the atmospheric stability parameter determined by the mean temperature gradient and wind
shear. The computation of $R_i$ and $N$ is very sensitive to temperature gradients and wind shear—a slight change of potential temperature and wind speed can cause a large change in these two parameters. The temperature profiles were smoothed using a running average, before they were used for the computation of the $R_i$ and $N$ parameters. For IOP2 [Figs. 6(a)–6(c)], $R_i$ indicates a slightly unstable condition below 0.15 km and almost neutral conditions from 0.15 km to the LLJ nose (0.35 km). Just below the LLJ nose, there is a stable layer where $R_i$ is slightly less than 0.25, which is the critical value for the development of instability according to the theoretical analysis of Miles and Howard.\textsuperscript{28} Below this value, the gravity wave appears. The critical $R_i$ can be greater than 0.25 in some conditions. According to Fernando,\textsuperscript{18} several laboratory results indicated that the critical $R_i$ can be as large as 1.0. Doppler lidar data (Fig. 2) indicated that the wave motion appeared in the cap inversion layer, but it was damped out above the LLJ. The vertical profiles for IOP4 [Figs. 6(d)–6(f)] show similar temperature and wind shear structure, but the stable cap layer was from 0.3 to 0.6 km above-ground level (AGL) which is thicker than the structures that appeared in IOP2. The $R_i$ value at this layer, whose altitude was approximately 0.4 km AGL, was near the critical value but slightly greater (0.5 to 0.6). The average buoyancy frequencies, $N$, at the wave excitation layer is larger in the case of the IOP2 (0.035 Hz) than for IOP4 (0.022 Hz). In general, gravity waves have the highest $N$ when atmospheric temperature stratification is present. However, time series analysis of the sonic anemometer signal showed much lower frequency than the value calculated for $N$, which indicates a very unstable mode for the wave frequency.

The wavelength is very much related to the depth of the stratified shear layer. The typical wavelengths range from $2\pi h$ to $7.5h$, where $h$ is the depth of the stratified shear layer.\textsuperscript{28} Using the estimate of the stable cap layer depth from Fig. 6 from both IOP2 ($h = 180$ m) and IOP4 ($h = 240$ m) and the dominant wavelengths (Fig. 4, $L = 1.1$ and 1.8 km for IOP2 and IOP4, respectively) from spectral analysis results, the relationship between the shear layer depth and the wavelength was established, $L = 6.1h$ to $7.5h$. This relation from the observational data agreed with the theoretical analysis.

As the Doppler lidar wind data show (Figs. 2 and 3), the gravity waves are not quite linear, because they have slightly different wavelengths and amplitudes. This nonlinearity is expected in these two cases of ABL not only for the nonuniform atmospheric shear stratification, but also for the different ground surface conditions along the wave-propagation direction. The linear stability analysis gives a reasonably good prediction of the wave characteristics over a relatively uniform and flat terrain. Nonlinear variation and the intermittency of the wave characteristics in space and time cannot be described by the linear theory.

### 3.3 Separation of Wave and Turbulence Wind Signals

Although the gravity waves originated from the stable cap layer several hundred meters above the ground, the question to ask is how do they affect both the atmospheric momentum transport in the ABL below the cap and the overall ABL transition from stable to unstable conditions? To answer these questions, we will use data from eight sonic anemometers on the 83-m LLNL crane-tower.\textsuperscript{9,31}

Sonic anemometer-observed wind signal time series are analyzed using a wavelet technique to characterize the wave impact on the vertical momentum fluxes. We chose to use the wavelet transform technique, because it is more appropriate than the Fourier transform for the nonstationary intermittent turbulence time series.\textsuperscript{33,34} In contrast to the Fourier transform, the wavelet analysis is performed locally in time domain by dilating or contracting a wavelet basis function. While both transforms conserve the energy in the physical space, the advantage of wavelet analysis over the Fourier transform is that it preserves the local information of a signal. The local wavelet transform is not affected by the behavior of the signal far away in the physical space. The temporal variation of a turbulent wind signal is especially important for understanding the interactions between nonstationary, spatially coherent wave structures and incoherent turbulence. Furthermore, use of orthogonal wavelet bases allows one to decompose and reconstruct a signal which is useful to separate the gravity waves and turbulence signals. For detailed general descriptions of the wavelet transform and its application in turbulence research, the
readers are referred to monographs\textsuperscript{35} and general reviews.\textsuperscript{33,34} We only describe the basic wavelet analysis methods used in this research.

The wavelet transformation coefficient \( C(a, b) \) of a function \( f(x) \) is an integral transformation defined as

\[
C(a, b) = \int_{-\infty}^{\infty} a^{-1/2} \psi\left(\frac{t-b}{a}\right) f(x) \, dx,
\]

where \( \psi \) is the wavelet basis function, \( a \) is the scale parameter, and \( b \) is the location parameter in the wavelet basis function \((a \text{ and } b \text{ are time scale and time instance location, respectively, in this analysis})\). For the LLNL tower, the sonic anemometer data were discrete and collected with 10-Hz frequency; therefore, a discrete wavelet transform should be applied. For a discrete wavelet transformation, a dyadic scale and translation are used, i.e., \( a = 2^j \) and \( b = ka \), the wavelet basis function can be written in the following discrete form:

\[
\psi_{j,k}(t) = 2^{-j/2} \psi(2^{-j} t - k),
\]

where \( j \) and \( k \) are the scale and location indexes, respectively.

A turbulent wind signal \( S(t) \) can be decomposed into orthogonal wavelet series with the wavelet basis \( \psi_{j,k}(t) \):

\[
S(t) = \sum_{j \in \mathbb{R}} \sum_{k \in \mathbb{R}} C(j, k) \psi_{j,k}(t),
\]

where \( C(j, k) \) are the wavelet coefficients from the transformation. Since the wavelet basis functions are orthogonal, the wavelet coefficients can be computed from the inner product of the turbulent signal \( x(t) \) and its wavelet basis

\[
C(j, k) = \sum_{j \in \mathbb{R}} \sum_{k \in \mathbb{R}} S(t) \psi_{j,k}(t) \, dt.
\]

Using the wavelet multiresolution analysis technique,\textsuperscript{36} the turbulent wind signals can be decomposed into the fine-scale turbulent and large-scale coherent parts. The wavelet decomposition produces a family of hierarchically organized signals. The choice of a suitable level for the hierarchy to separate the turbulence from the signal is largely dependent on the signal being analyzed. Howell and Mahrt\textsuperscript{37} have used the ratio of turbulence variance to total variance in the low-pass filtered signal to determine the level of the wavelet decomposition. In our analysis, we choose to use the recursive method by Farge et al.\textsuperscript{38} to separate the turbulent and wave parts from the signal. The wavelet basis function is the Symlets,\textsuperscript{35} which is an orthogonal function. In this algorithm, an optimal threshold is iteratively determined without any adjustable parameters. It has been proven to be very robust in the separation of the coherent large-scale and turbulence signals.\textsuperscript{38} Given a time series \( S(t) \) with \( M \) discrete samples, we initially set \( M' = M \), where \( I \) represents the number of data points in the incoherent turbulent signals. A wavelet transform is performed to obtain the wavelet coefficient \( C(j, k) \). The threshold \( (\varepsilon_0) \), a dependent variable of the wavelet coefficient \( C(j, k) \), is estimated by

\[
\varepsilon_0 = \sigma_0 (2 \ln M)^{1/2}.
\]

\[
\sigma_0^2 = \frac{1}{M} \sum_{j,k} |C(j,k)|^2.
\]

A recursive loop \((n = 0)\) is entered after initialization. For the \( n \)th iterative step, we count the number of wavelet coefficients less than \( \varepsilon_n \), which gives a new \( M' \), and then set \( M'_{\text{old}} = M' \) and compute the new variance using the wavelet coefficient less than the \( \varepsilon_n \), \( \sigma_{n+1}^2 = 1/M'\sum_{j,k} |C'(j,k)|^2 \), and recomputed a new threshold for the next iteration, \( \varepsilon_{n+1} = \sigma_{n+1} (2 \ln M')^{1/2} \). Next, in an iterative fashion, we repeatedly set \( n = n + 1 \) until
The final step is reconstructing the coherent signal using all wavelet coefficients greater than the threshold, \( \varepsilon_n \), using Eq. (4). The difference between the original signal and the coherent signal is the turbulence signal.

Before the wavelet analysis, the sonic \( u, v, w \) signal was rotated in such a way that the mean wind is oriented along the \( u \) direction. Since the wave observed during IOP2 and IOP4 are quasi two-dimensional, only \( u \) and \( w \) components are analyzed via the wavelet decomposition method. Furthermore, the mean wind speed was subtracted from the signal before the analysis. Figure 7 shows an example of wavelet decomposition of IOP4 sonic anemometer signals into three parts—the mean, the wave (\( \sim \)), and the turbulent fluctuation (\( \cdot \)) at \( z = 82.3 \) m.

Figures 8 and 9 show the LLNL tower sonic anemometer-observed horizontal and vertical winds during IOP2 and IOP4 after a signal decomposition using the wavelet technique. The heights of anemometers are labeled on the color-coded curves, applying for both panels. The signals are also transformed and plotted by adding a number, so the curves are readable.

**Fig. 7** An example of wavelet decomposition of \( u \) and \( w \) wind components of sonic anemometer wind data at 83.2-m height during IOP4. It is decomposed into mean, wave (\( \sim \)), and turbulent fluctuation (\( \cdot \)) parts.

**Fig. 8** Horizontal (a) and vertical (b) wind time series from LLNL tower sonic anemometers during IOP2. The signals are low-passed wave part of the wind using the wavelet separation technique. The heights of anemometers are labeled on the color-coded curves, applying for both panels. The signals are also transformed and plotted by adding a number, so the curves are readable.
Gravity waves generated by the LLJ at the inversion cap layer are measured \textit{in situ} by the sonic anemometer and shown in the time series plots of Figs. 8 and 9. The wave motion appeared in both the horizontal and vertical wind signals which were in coherent, near-quadrature fluctuations with $u$ ahead of $w$, which is a typical signature of wave motion. The wave motions were nonlinear with some variations of amplitude and period. Further inspection of the wave signals from the tower sonic anemometers indicated that the wave originated at higher levels with the lower level signals lagging behind. The wave signals at different levels also show a damping effect with smaller amplitudes in lower levels.

Gravity waves not only feed energy to small-scale turbulence through wave breaking and instabilities, but also directly contribute to the transport of momentum. Figure 10 shows that the wave momentum flux is 1.5 to 3 times greater than the turbulent momentum flux at higher levels and approaches it in magnitude near the ground surface. The negative sign indicates that wave momentum is transported to the ground and is absorbed by the ground surface. The higher momentum transport was transported downward by the wave momentum flux, which indicates the importance of the role that gravity waves play in the ABL transition from stable to unstable condition; namely, it accelerates the ABL transition toward the well-mixed equilibrium condition.

Fig. 9 Horizontal (a) and vertical (b) wind time series from LLNL tower sonic anemometers during IOP4. The signals are the low-pass-filtered part of the wind signal using the wavelet separation technique. The heights of anemometers are labeled on the color-coded curves. The signals are transformed and plotted by adding a number, so the curves are readable.

Fig. 10 Vertical wave momentum flux and turbulent momentum flux using the decomposed signals.
4 Summary and Conclusions

Doppler lidar RHI scans and in situ wind sensors have indicated that linear waves exist during the transition periods from stable to convective boundary layers in the morning hours of JU2003. For nondisturbed conditions, the LLJ was a dominant flow feature over OKC during the night to morning hours. The LLJ creates a large shear from jet maximum to ground. Temperature stratification was favorable during the boundary layer transition period, and during this time, the gradient Richardson number is reduced below the critical value of 0.25 and gravity waves are generated. The linear analysis indicates that it was plausible for the generation of the gravity waves in the stable stratified cap layer.

The wind signals from sonic anemometers were decomposed into wave and turbulence parts using a wavelet technique, and the corresponding wave momentum flux and turbulence momentum flux were computed. The wavelet analysis indicated that the upper level wave motions have a significant effect on the momentum transport. The momentum flux downward from the waves at the altitude of the LLJ is transported to surface, and therefore accelerated the ABL transition to the well-mixed convective ABL, which is an equilibrium state. We speculate that boundary layer transition would be slower without the gravity waves.
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