A special self-similar solution and existence of global solutions for a reaction-diffusion equation with Hardy potential
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Abstract
Existence and uniqueness of a specific self-similar solution is established for the following reaction-diffusion equation with Hardy singular potential

$$\partial_t u = \Delta u^m + |x|^{-2} u^p,$$

in the range of exponents $1 \leq p < m$ and dimension $N \geq 3$. The self-similar solution is unbounded at $x = 0$ and has a logarithmic vertical asymptote, but it remains bounded at any $x \neq 0$ and $t \in (0, \infty)$ and it is a weak solution in $L^1$ sense, which moreover satisfies $u(t) \in L^p(\mathbb{R}^N)$ for any $t > 0$ and $p \in [1, \infty)$. As an application of this self-similar solution, it is shown that there exists at least a weak solution to the Cauchy problem associated to the previous equation for any bounded, nonnegative and compactly supported initial condition $u_0$, contrasting with previous results in literature for the critical limit $p = m$.
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1 Introduction
The goal of this paper is to establish some properties related, first, to self-similar solutions and second, to general solutions to the Cauchy problem associated to the following reaction-diffusion equation involving a Hardy potential

$$\partial_t u = \Delta u^m + |x|^{-2} u^p,$$

(1.1)
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posed in the range of exponents $1 \leq p < m$ and dimension $N \geq 3$ (as usual when considering Hardy potentials). In the study of the general Cauchy problem, we consider the class of bounded, non-negative and compactly supported initial conditions

$$u(x, 0) = u_0(x), \quad u_0 \in L^\infty(\mathbb{R}^N), \quad \text{supp} \, u_0 \subseteq B(0, R), \quad u_0 \geq 0, \, u_0 \neq 0.$$  \hspace{1cm} (1.2)

for some $R > 0$. The definition of a solution to the Cauchy problem (1.1)-(1.2) will be made precise in the text.

The study of parabolic reaction-diffusion equations involving a singular potential, that is, a spatially-dependent coefficient of the form $|x|^{-\sigma}$ with $\sigma > 0$ at the reaction term, was brought into attention by the classical paper by Baras and Goldstein [4], in which the problem of existence of solutions to the following linear equation

$$\partial_t u = \Delta u + K|x|^{-2}u,$$  \hspace{1cm} (1.3)

with $K > 0$ and posed in a bounded domain and with homogeneous boundary conditions, is considered. The most striking result of this well-known work is that existence depends strongly on the constant $K > 0$, thus for a wide class of non-negative initial conditions, a weak solution to Eq. (1.3) exists if and only if $K \leq (N - 2)^2/4$, which is the optimal constant in Hardy’s inequality. More precisely, for larger constants $K > (N - 2)^2/4$ there are no solutions except for the trivial one, as it is proved that any solution will present complete instantaneous blow-up, which means that it becomes infinite at any $x \in \mathbb{R}^N$ and at any time $t > 0$. Cabré and Martel [7] considered general potentials $a(x) \in L^1_{\text{loc}}(\Omega)$ instead of $|x|^{-2}$ (where $\Omega \subset \mathbb{R}^N$ is a bounded domain) and raised the same problem of the threshold between existence and non-existence of solutions to Eq. (1.3). Their study gives a sharp condition for the non-existence of solutions in terms of the form of the spectrum of the (linear) operator $-\Delta - a(x)$. The connections between the Hardy inequality and the properties of solutions to the heat equation with a Hardy potential were later developed in [37, 38], making use of more refined functional inequalities. Another extension of the study performed for Eq. (1.3) to more general linear equations is the outcome of the paper by Goldstein and Zhang [16], where the problem of existence and non-existence of solutions is addressed for linear parabolic operators with the Laplacian replaced by an operator with variable coefficients in the leading order.

The development of the theory for parabolic equations with singular potentials saw recently a great amount of papers dealing with the semilinear version of Eq. (1.1), that is, letting in the latter $m = 1$ and any $p > 1$. More precisely, a number works considered the question of existence of solutions for the semilinear equation

$$u_t = \Delta u + K|x|^{-\sigma}u^p,$$  \hspace{1cm} (1.4)

in suitable functional spaces, with weakly regular initial conditions (see works such as [6, 9, 35]) or with singular data [18]. The same question of existence of global solutions is studied with fractional diffusion in [17, 18]. Deeper properties of the dynamics of Eq. (1.4), such as similarity solutions and behavior near blow-up for general solutions, have been considered first by Filippas and Tertikas [11]. In this work, the authors proved that for $\sigma \in (-2, 0)$ there exists a unique, decreasing blow-up self-similar solution to Eq. (1.4) provided that $1 < p < p_S = (N + 2 + 2\sigma)/(N - 2)$ and then an infinity of such self-similar
solutions for $p_S < p < p_{JL}$, where $p_{JL}$ is a larger critical exponent (with a complicated explicit expression that we omit here) known as the Joseph-Lundgren exponent. Their analysis has been extended and completed by Mukai and Seki \cite{31} with a study of the range $p > p_{JL}$, where the so-called Type II blow-up occurs and in which exact blow-up rates and asymptotic expansions in suitable regions of the space are obtained. Since Eq. (1.4) still allows to use techniques of convolution with the heat kernel and representation formulas for solutions, many techniques employed in all these works are not suitable for quasilinear equations.

Entering the quasilinear world, we start our description of precedents from papers such as \cite{33,34}, which consider always $p > m$ and a singular potential $|x|^\sigma$ with $\sigma > -2$ (which could be either negative or positive) and establish the Fujita-type exponent $p_F(\sigma) = m + (2 + \sigma)/N$ by analogy with to the famous Fujita work \cite{13}. The super-critical fast diffusion $(N - 2)/N < m < 1$ is also considered. It is thus proved in \cite{33} that, for $\max\{1,m\} < p \leq p_F(\sigma)$ all the non-trivial solutions blow up in finite time, while for $p > p_F(\sigma)$ global in time solutions in self-similar form are constructed, while \cite{34} studies finite time blow-up and global existence in dependence on the spatial decay as $|x| \to \infty$ of the initial condition when $p > p_F(\sigma)$. Later on, different quasilinear diffusion operators were considered together with Hardy-type potentials: fast diffusion $0 < m < 1$ in \cite{14,15}, $p$-Laplacian diffusion in \cite{1} and doubly nonlinear diffusion in \cite{29}.

A remarkable feature of the equations involving Hardy-type potentials (such as the ones introduced above) is that we do not see only a competition between the diffusion and the reaction terms for influencing their dynamics, but also a second competition between regions with $|x|$ small and regions with $|x|$ large, due to the presence of a singular weight strongly acting close to $x = 0$ but having a very low influence far-away. An example of the effects of such a competition has been given recently by the authors for Eq. (1.1) in the borderline case $p = m$ and with the Hardy potential $K|x|^{-2}$, $0 < K \leq (N - 2)^2/4$, in the short note \cite{24}. By means of a transformation to the porous medium equation, an interesting case of continuation after blow-up is found: all the solutions blow up (either instantaneously or in finite time) only at $x = 0$, but they keep belonging to the functional spaces allowing for the development of the weak theory for any $t > 0$. The optimal Hardy constant $K = (N - 2)^2/4$ limits the existence and non-existence ranges in this specific quasilinear case treated in \cite{24} in the same way as it did for the linear case in \cite{4}. In another recent contribution \cite{22}, a unique self-similar solution presenting grow-up as $t \to \infty$ but not finite time blow-up is constructed for the equation

\[ \partial_t u = \Delta u^m + |x|^\sigma u^p, \quad (x,t) \in \mathbb{R}^N \times (0, \infty), \quad (1.5) \]

in the range of exponents $-2 < \sigma < 0$ and $1 \leq p < 1 - \sigma(m - 1)/2 < m$, but the limiting case $\sigma = -2$ is not considered there. We may thus say that the current paper completes the theory established in these previous works, but with a different outcome if compared to them.

**Main results.** Our first goal is to construct a specific self-similar solution to Eq. (1.1). Recalling the more general form (1.5) (where $\sigma = -2$ in the case of Eq. (1.1)), we have seen in previous works that an essential number for the expected type and behavior of the self-similar solution (according to \cite{25,21,22}) is

\[ L = \sigma(m - 1) + 2(p - 1) = 2(p - m) < 0, \]
in our range of exponents $p \in [1, m)$, thus we expect again to have self-similar solutions in forward form (if any) with grow-up as $t \to \infty$, that is, in the general form $u(x, t) = t^\alpha f(|x|^{-\beta})$ for some $\alpha > 0$, $\beta > 0$ to be determined. These self-similarity exponents (whose general form is given in, for example, \cite{22}) become for $\sigma = -2$

$$\alpha = -\frac{\sigma + 2}{\sigma(m - 1) + 2(p - 1)} = 0, \quad \beta = -\frac{m - p}{\sigma(m - 1) + 2(p - 1)} = \frac{1}{2}. \quad.$$  

It follows that self-similar solutions to Eq. (1.1) (if existing) are expected to have the form

$$u(x, t) = f(\xi), \quad \xi = |x|^{-1/2}, \quad$$  

where the self-similar profile $f(\xi)$ is a solution to the following differential equation

$$(f^m)^\prime(\xi) + \frac{N - 1}{\xi}(f^m)(\xi) + \frac{1}{2}\xi f'(\xi) + \xi^{-2}f(\xi)^p = 0. \quad$$  

We are now in a position to state our first main result, concerning the uniqueness of a specific self-similar solution with compact support to Eq. (1.1).

**Theorem 1.1.** Let $m > 1$, $p \in [1, m)$ and $N \geq 3$. There exists a unique compactly supported self-similar solution (in the sense of Definition 1.2 below) of the form (1.6) to Eq. (1.1). Its self-similar profile is supported on an interval $[0, \xi_0]$ with $\xi_0 \in (0, \infty)$, and has the following local behavior at its endpoints

$$f(\xi) \sim \left[ -\frac{m - p}{m(N - 2)} \ln \xi + K \right]^{1/(m-p)}, \quad \text{as } \xi \to 0, \xi > 0, \quad$$  

for some $K \in \mathbb{R}$, and

$$f(\xi) \sim \left[ \frac{m - 1}{4m} (\xi_0^2 - \xi^2) \right]^{1/(m-1)}, \quad \text{as } \xi \to \xi_0 \in (0, \infty), \xi < \xi_0. \quad$$  

We notice that the self-similar solution given by Theorem 1.1 is not a “standard” solution at $x = 0$, since it has a vertical asymptote at $\xi = 0$, as it follows from the local behavior (1.8), but which is of logarithmic type, thus belonging to any $L^p$ space for $p \in [1, \infty)$. We thus need to introduce a formulation of the notion of solution to Eq. (1.1). This is the content of the next definition, denoting in it and in the sequel by $u(t)$ the mapping $x \mapsto u(x, t)$ for a fixed $t \geq 0$. We recall here that sometimes this type of solution is referred as very weak solution, since we pass all the Laplacian to the test function.

**Definition 1.2.** By a weak solution to Eq. (1.1) we understand a function $u \in C((0, T) : L^1(\mathbb{R}^N))$ for some $T > 0$, which moreover satisfies the following assumptions:

- $u(t), u^m(t) \in L^1(\mathbb{R}^N)$, $\frac{u^p(t)}{|x|^2} \in L^1(\mathbb{R}^N)$, for any $t \in (0, T)$.

- $u$ is a solution in the sense of distributions to Eq. (1.1), that means that for any $\varphi \in C^2_0(\mathbb{R}^N \times (0, T))$ and for any $t_1, t_2 \in (0, T)$ with $t_1 < t_2$ we have

$$\int_{\mathbb{R}^N} u(t_2) \varphi(t_2) dx - \int_{\mathbb{R}^N} u(t_1) \varphi(t_1) dx - \int_{t_1}^{t_2} \int_{\mathbb{R}^N} u(t) \varphi(t) dx dt$$

$$- \int_{t_1}^{t_2} \int_{\mathbb{R}^N} u^m(t) \Delta \varphi(t) dx dt = \int_{t_1}^{t_2} \int_{\mathbb{R}^N} \frac{u^p(t)}{|x|^2} \varphi(t) dx dt. \quad (1.10)$$
We say that a function \( u \in C([0, T) : L^1(\mathbb{R}^N)) \) for some \( T > 0 \) is a weak solution to the Cauchy problem (1.1)-(1.2) if \( u \) is a weak solution to Eq. (1.1) and the initial condition is taken in \( L^1 \) sense, that is \( u(t) \to u_0 \) as \( t \to 0 \) with convergence in \( L^1(\mathbb{R}^N) \).

The functional framework in Definition 1.2 is inspired by the one introduced in [36, Section 6.2 and Problem 6.2] for the standard porous medium equation, but with the adaptation required to cope with the reaction term including a singular potential at \( x = 0 \). We emphasize here that with this notion of solution, we refrain from entering the rather technical problem of convergence of the gradients of the approximating family of solutions in Section 6. Of course, the self-similar solution in Theorem 1.1 is unbounded at \( x = 0 \) but it stays bounded at any \( t > 0 \) and at any \( x \) with \( |x| > 0 \), as it is readily seen from (1.6), and it is easily shown that it fulfills the conditions of Definition 1.2. Such a situation of solutions having a single blow-up point at the origin but remaining a weak solution to the equation (in suitable Lebesgue or Sobolev spaces) at any \( t > 0 \) has been also met in the limiting case \( p = m \) to Eq. (1.1) in [24]. Let us finally mention here that, as a by-product of the techniques we use, we classify in the body of this paper all the possible local behaviors of self-similar profiles solving Eq. (1.7).

Using the self-similar solution obtained in Theorem 1.1 in the form of a “friendly giant”, that is, a very large supersolution which allows for bounds from above and dominated convergence in approximating processes (see [36, Section 5.9] for the classical notion of “friendly giant” for the porous medium equation), we can establish existence of at least a weak solution for any bounded and compactly supported initial condition.

**Theorem 1.3.** Let \( m > 1 \), \( p \in [1, m) \) and \( N \geq 3 \) and let \( u_0 \) be a function satisfying (1.2). Then the Cauchy problem (1.1)-(1.2) has at least a weak solution in the sense of Definition 1.2.

As a consequence of this theorem, we obtain that there is no constant limiting between existence and non-existence of solutions. More precisely

**Remark.** Let \( m > 1 \), \( p \in [1, m) \) and \( N \geq 3 \) and let \( u_0 \) be a function satisfying (1.2). For any \( K > 0 \), the Cauchy problem associated to the equation

\[
\partial_t u = \Delta u^m + K|x|^{-2}u^p, \quad (x, t) \in \mathbb{R}^N \times (0, \infty),
\]

with initial condition \( u(x, 0) = u_0(x) \) for any \( x \in \mathbb{R}^N \), admits at least a weak solution in the sense of Definition 1.2. This fact follows readily by employing a scaling argument. Indeed, by setting

\[
u(x, t) = \lambda^{1/(m-1)}v(x, \lambda t), \quad s = \lambda t, \quad \lambda = K^{(m-1)/(m-p)}
\]

we find that \( v \) introduced in (1.12) solves Eq. (1.1) with an initial condition \( v_0(x) = K^{-1/(m-p)}u_0(x) \), which also satisfies (1.2). The existence Theorem 1.3 can be then applied and we get the desired result by undoing the rescaling (1.12).

This is a striking difference with the well-known result of instantaneous complete blow-up established by Baras and Goldstein [1] for the linear case \( m = p = 1 \) when \( K > (N - 2)^2/4 \) and also noticed for the other limiting case \( p = m > 1 \) in [24]. Indeed, the fact that \( p \neq m \) is fundamental for removing this upper bound on the constant \( K \) for existence of weak solutions, since it allows for a rescaling of Eq. (1.11) which makes it equivalent to
Eq. (1.1), that is with $K = 1$, while such a rescaling is not available when $p = m$. As for the proof of Theorem 1.2 it is a constructive one based on an approximation with a family of solutions to regular problems, and the “friendly giant” coming from Theorem 1.1 will be decisive in ensuring dominated convergence of the approximating family.

Structure of the paper. The proof of Theorem 1.1 is based on a change of variable transforming Eq. (1.7) into a quadratic autonomous dynamical system and then allowing to employ the technique of a phase-space analysis to study the orbits connecting critical points, which will be equivalent to self-similar profiles with specified local behavior. Such a technique had been used recently with success by the authors in classifying self-similar solutions to reaction-diffusion equations, see for example works such as [23, 25, 21, 27]. We thus devote two different sections for the preliminary analysis, a Section 2 concerning the local analysis of the finite critical points, followed by Section 3 devoted to the critical points at infinity, where the claimed logarithmic local behavior at $\xi = 0$ is identified. Existence and uniqueness of self-similar solutions comes next and is split again into two Sections 4 and 5. Finally, a single Section 6 is dedicated to the construction of the approximating solutions and the proof of Theorem 1.3. The paper ends with a short section where open problems are raised and new developments of the theory of Eq. (1.1) are suggested.

2 The dynamical system. Local analysis

We begin here our analysis of the differential equation (1.7) solved by the self-similar profiles to Eq. (1.1). The following easy result will be very useful in the forthcoming analysis.

Lemma 2.1. A self-similar profile to Eq. (1.1) cannot have positive local minima. In particular, any profile $f(\xi)$ decreasing for a short interval $\xi \in (0, \delta)$ will decrease on all its positivity set.

Proof. Assume for contradiction that $\xi_1 \in (0, \infty)$ is a local minimum point. We infer from evaluating Eq. (1.7) at $\xi = \xi_1$ that

$$(f^m)'(\xi_1) = -\xi_1^{-2} f(\xi_1)^p < 0,$$

which is a contradiction with the standard properties of a minimum point. $\square$

We introduce now the following change of variable

$$X(\xi) = m\xi^{-2} f(\xi)^{m-1}, \quad Y(\xi) = \frac{m}{\xi} f(\xi)^{m-2} f'(\xi), \quad Z(\xi) = \xi^{-2} f(\xi)^{p-1},$$

(2.1)

together with the new independent variable $\eta$ defined via the differential equation

$$\frac{d\eta}{d\xi} = \frac{1}{m} \xi f(\xi)^{1-m}.$$

This change of variable converts Eq. (1.7) into the following quadratic autonomous system

$$\begin{align*}
\dot{X} &= X[(m - 1)Y - 2X], \\
\dot{Y} &= -Y^2 - \frac{1}{2} Y - NXY - XZ, \\
\dot{Z} &= Z[(p - 1)Y - 2X],
\end{align*}$$

(2.2)
where the dot derivatives are taken with respect to the independent variable \( \eta \). Moreover, we observe that \( X \geq 0, Z \geq 0 \) and the coordinate planes \( \{X = 0\} \) and \( \{Z = 0\} \) are invariant for the system (2.2). Another simple but useful remark is that the flow of the system (2.2) over the plane \( \{Y = 0\} \) has always negative direction. The system (2.2) has the following finite critical points 

\[
P_0 = (0, 0, 0), \quad P_1 = \left(0, -\frac{1}{2}, 0\right), \quad P^\gamma = (0, 0, \gamma), \quad \text{for } \gamma > 0,
\]

which will be analyzed below.

**Lemma 2.2** (Local analysis near \( P_0 \)). The critical point \( P_0 \) behaves like an attractor for orbits coming from the half-space \( \{X > 0\} \) of the phase space associated to the system (2.2). The orbits entering it contain profiles with the local behavior

\[
\lim_{\xi \to \infty} f(\xi) = K > 0,
\]

for any constant \( K > 0 \).

**Proof.** The linearization of the system (2.2) in a neighborhood of \( P_0 \) has the matrix

\[
M(P_0) = \begin{pmatrix}
0 & 0 & 0 \\
0 & -\frac{1}{2} & 0 \\
0 & 0 & 0
\end{pmatrix},
\]

thus we have a two-dimensional center manifold and a one-dimensional stable manifold. According to [8, Lemma 1, Section 2.4], all the orbits entering or going out of the critical point except for the trivial one are tangent to the center manifold. The Center Manifold Theorem [32, Theorem 1, Section 2.12] together with the approximation theorem [8, Theorem 3, Section 2.5] ensure that the center manifold near \( P_0 \) is well approximated by a quadratic expansion of the form

\[
Y = h(X, Z) = aX^2 + bXZ + cZ^2 + O(|(X, Z)|^3),
\]

with coefficients \( a, b, c \) to be determined from the equation of the center manifold. Straightforward calculations lead to \( a = c = 0 \) and \( b = -2 \), thus

\[
h(X, Z) = -2XZ + XO(|(X, Z)|^2),
\]

where the fact that all the terms in the center manifold are a multiple of \( X \) follows readily from the equation for the center manifold. According thus to the reduction theorem [8, Theorem 2, Section 2.4], the flow on the center manifold is given by the reduced system obtained by replacing \( Y \) by \( h(X, Z) \) in the equations for \( \dot{X} \) and \( \dot{Z} \) in (2.2), namely

\[
\begin{cases}
\dot{X} = -2X^2 + X^2O(|(X, Z)|), \\
\dot{Z} = -2XZ + XO(|(X, Z)|^2),
\end{cases}
\]

thus all the orbits enter the critical point \( P_0 \) on the center manifold. The local behavior of the profiles contained in these orbits is obtained in a first approximation by an integration in the reduced system (2.4), leading to \( X \sim KZ \) for any constant \( K > 0 \), which readily gives \( f(\xi) \sim K \) after undoing the change of variable (2.1). Moreover, since on these orbits \( X \to 0 \) and \( Z \to 0 \), we infer from (2.4) and the fact that \( f(\xi) \sim K \) that such local behavior is taken as \( \xi \to \infty \), as claimed. \( \square \)
Lemma 2.3 (Local analysis near $P_1$). The system (2.2) has in a neighborhood of the critical point $P_1$ a two-dimensional stable manifold and a one-dimensional unstable manifold. The orbits entering $P_1$ on the stable manifold contain profiles with an interface behavior at some point $\xi_0 \in (0, \infty)$ given by (1.9).

Proof. The linearization of the system (2.2) in a neighborhood of $P_1$ has the matrix

$$M(P_1) = \begin{pmatrix} -\frac{m-1}{2} & 0 & 0 \\ \frac{1}{2} & 0 & 0 \\ 0 & 0 & -\frac{p-1}{2} \end{pmatrix},$$

thus the two-dimensional stable manifold and the one-dimensional unstable manifold are obvious. The local behavior near $P_1$ is given by the fact that $Y \to -1/2$ on the orbits entering $P_1$, together with the fact that $X \to 0$ and $Z \to 0$. If this behavior would be taken as $\xi \to \infty$, then by writing $Y(\xi) = m\xi^{-1}(f^{m-1})'(\xi)/(m-1)$, the fact that $\xi X'(\xi) = -2X(\xi) + (m-1)Y(\xi)$

whence the local behavior given by (1.9) follows by integration on a generic interval $(\xi, \xi_0)$.

We are left with the critical half-line containing the points $P_1^\gamma$ with $\gamma > 0$. We shall see that such points cannot contain any orbit of interest for us.

Lemma 2.4 (Local analysis near $P_1^\gamma$). There are no interesting profiles $f(\xi)$ contained in orbits of the system (2.2) connecting to or from any of the points $P_1^\gamma$ with $\gamma > 0$.

The proof is rather tedious but follows absolutely analogous steps as in [22, Lemma 2.3], the fundamental aspect of the non-existence of orbits entering these points being the fact that $\sigma(m-1) + 2(p-1) < 0$, which holds true in our case as $\sigma = -2$ and $p < m$. We thus omit the calculations and refer the interested reader to imitate step by step the proof of [22, Lemma 2.3] given with all the details in the reference, following exactly the same changes of variable as there to reach the conclusion.

Differences for $p = 1$. In the case $p = 1$ a difference with respect to the analysis of the critical point $P_1$ appears, since this single critical point is replaced for $p = 1$ by the critical line

$$P_1^{\gamma^*} = \left(0, -\frac{\beta}{\alpha}, \gamma\right), \quad \gamma > 0.$$

Lemma 2.5 (Analysis of the points $P_1^{\gamma^*}$ for $p = 1$). For any $\gamma > 0$, the critical point $P_1^{\gamma^*}$ has a one-dimensional stable manifold, a one-dimensional unstable manifold and a one-dimensional center manifold. The orbits entering $P_1^{\gamma^*}$ on the stable manifold contain profiles with interface behaving as in (1.9), while both the center manifold and the unstable manifold are contained completely in the invariant plane $\{X = 0\}$. 
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The proof is easy as the local behavior of the profiles is obtained in the same way as in Lemma 2.3 since it still holds true that $Y \to -1/2$ and $X \to 0$ on these orbits. See also [23, Lemma 2.2] for more details.

3 Local analysis of the critical points at infinity

This section is devoted to the local analysis of the critical points of the system (2.2) at the infinity of the space. This analysis is needed in order to complete the panorama of all possible behaviors of the profiles $f(\xi)$ solutions to Eq. (1.7). We pass to the Poincaré hypersphere through the new variables $(X, Y, Z, W)$ defined as

$$X = \frac{X}{W}, \quad Y = \frac{Y}{W}, \quad Z = \frac{Z}{W}$$

and we infer from standard theory [32, Theorem 4, Section 3.10] that the critical points at space infinity lie on the equator of the hypersphere, thus at points $(X, Y, Z, 0)$ where $X^2 + Y^2 + Z^2 = 1$ and the following system is satisfied:

$$\begin{cases}
X[XZ + (N - 2)XY + mY^2] = 0, \\
(p - m)XYZ = 0, \\
Z[pY^2 + (N - 2)XY + XZ] = 0,
\end{cases}$$

Taking into account that we are considering only points with coordinates $X \geq 0$ and $Z \geq 0$ and that we are working in dimension $N \geq 3$, we find the following critical points on the Poincaré hypersphere:

$$Q_1 = (1, 0, 0, 0), \quad Q_{2,3} = (0, \pm 1, 0, 0), \quad Q_4 = (0, 0, 1, 0),$$

$$Q_5 = \left(\frac{m}{\sqrt{(N - 2)^2 + m^2}} - \frac{N - 2}{\sqrt{(N - 2)^2 + m^2}}, 0, 0, 0\right).$$

The analysis of the critical point $Q_1$ will be of utmost importance for the rest of the paper. Both critical points $Q_1$ and $Q_5$ can be analyzed by projecting on the $X$ variable according to the theory in [32, Section 3.10]. More precisely, [32 Theorem 5(a), Section 3.10] ensures that, if we let

$$y = \frac{Y}{X}, \quad z = \frac{Z}{X}, \quad w = \frac{1}{X},$$

the critical points at infinity $Q_1$ and $Q_5$ can be identified with the critical points $(0, 0, 0)$, respectively $(-(N - 2)/m, 0, 0)$ of the following system

$$\begin{cases}
\dot{y} = -(N - 2)y - z - my^2 - \frac{1}{2}yw, \\
\dot{z} = -(m - p)yz, \\
\dot{w} = 2w - (m - 1)yw,
\end{cases}$$

obtained by plugging (3.2) into the equations of the system (2.2).

Lemma 3.1 (Local analysis near $Q_1$). The critical point $Q_1$ presents a two-dimensional center-unstable manifold and a one-dimensional stable manifold. The orbits going out on the center-unstable manifold contain profiles with the local behavior (1.8) as $\xi \to 0$, while the stable manifold is contained in the invariant plane \{w = 0\}. 
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Proof. The linearization of the system (3.3) in a neighborhood of \( Q_1 = (0,0,0) \) has the matrix
\[
M(Q_1) = \begin{pmatrix}
-(N-2) & -1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 2
\end{pmatrix}.
\]
We set \( g := (N-2)y + z \) in order to put the system (3.3) into the canonical form for the center manifold theorem, that is
\[
\begin{aligned}
\dot{g} &= -(N-2)g - (g - z) \left[ \frac{m}{N-2}g - \frac{p}{N-2}z + \frac{1}{2}w \right], \\
\dot{z} &= -\frac{m-p}{N-2}z(g - z), \\
\dot{w} &= 2w - \frac{w}{N-2}w(g - z),
\end{aligned}
\]
and the center manifold has the form \((g(z), w(z))\). We easily infer by setting \( g(z) = az^2 + O(z^3) \), \( w(z) = bz^2 + O(z^3) \) and applying the approximation theorem [8, Theorem 3, Section 2.5] that \( a = -p/(N-2)^2 \) and \( b = 0 \) and thus \( g(z) = -pz^2/(N-2)^2 + O(z^3) \), that is, \((N-2)y + z = -pz^2/(N-2)^2 + O(z^3) \) and the flow on any (possible not unique) center manifold is given by the reduced equation
\[
\dot{z} = \frac{m-p}{N-2}z^2.
\]
We thus find that on the center manifolds we have an unstable flow, going out of \( Q_1 \). This is linked with the one-dimensional unstable manifold to generate a center-unstable manifold, whose orbits behave in a sufficiently small neighborhood of \( Q_1 \) as the solutions of the approximating system
\[
\begin{aligned}
\dot{z} &= \frac{m-p}{N-2}z^2, \\
\dot{w} &= 2w + \frac{w}{N-2}z w.
\end{aligned}
\] (3.4)
The system (3.4) can be integrated to find that
\[
w \sim Cz^{(m-1)/(m-p)}e^{-2(N-2)/(m-p)z}, \quad C \in (0,\infty), \quad (3.5)
\]
which is equivalent in terms of profiles to
\[
\frac{1}{m} \xi^2 f(\xi)^{1-m} \sim C \left[ \frac{f(\xi)^{p-m}}{m} \right]^{(m-1)/(m-p)} \exp \left[ -\frac{2m(N-2)}{m-p}f(\xi)^{m-p} \right].
\]
We perform straightforward calculations in the right hand side of the previous equivalence to get that
\[
f(\xi)^{m-p} \sim K - \frac{m-p}{m(N-2)} \ln \xi, \quad (3.6)
\]
where \( K \in \mathbb{R} \) is an arbitrary constant. Moreover, since \( z = Z/X \to 0 \) at \( Q_1 \), we get that \( f(\xi)^{p-m} \to 0 \), that is, \( f(\xi) \to \infty \). This implies that necessarily the equivalence (3.6) is taken in the limit as \( \xi \to 0 \) and the claimed local behavior (1.8) follows. \( \square \)

**Lemma 3.2** (Local analysis near \( Q_5 \)). The critical point \( Q_5 \) is an unstable node. The orbits going out of it contain profiles with the local behavior
\[
f(\xi) \sim D\xi^{-(N-2)/m}, \quad \text{as } \xi \to 0, \quad (3.7)
\]
with \( D > 0 \) arbitrary.
Proof. The linearization of the system (3.3) near \( Q_5 = (- (N - 2)/m, 0, 0) \) has the matrix

\[
M(Q_5) = \begin{pmatrix}
N - 2 & -1 & \frac{N - 2}{2m} \\
0 & \frac{(m - p)(N - 2)}{m} & 0 \\
0 & 0 & 2 + \frac{(m - 1)(N - 2)}{m}
\end{pmatrix},
\]

hence \( Q_5 \) is an unstable node, since we are in dimension \( N \geq 3 \). The orbits going out of it satisfy \( y \to - (N - 2)/m \), that is

\[
\frac{\xi f'(\xi)}{f(\xi)} \to - \frac{N - 2}{m},
\]

while also \( z \to 0 \), that is, \( Z/X = f(\xi)^{p-m} \to 0 \), which leads to \( f(\xi) \to \infty \). A simple argument by contradiction shows that if these limits are taken as \( \xi \to \xi_0 \in (0, \infty) \), then an integration in (3.3) would contradict the fact that \( f(\xi) \to \infty \) as \( \xi \to \xi_0 \). It thus follows that all the previous limits are taken as \( \xi \to 0 \) and by integration we find the claimed behavior (3.7). \( \square \)

The critical points \( Q_2 \) and \( Q_3 \) are analyzed through the change of variable

\[
x = \frac{X}{\sqrt{Y}}, \quad z = \frac{Z}{\sqrt{Y}}, \quad w = \frac{1}{\sqrt{Y}},
\]

according to [32, Theorem 5(b), Section 3.10], leading to the system

\[
\begin{align*}
\pm \dot{x} &= -mx - (N - 2)x^2 - \frac{1}{2}xw - xz^2, \\
\pm \dot{z} &= -pz - \frac{1}{2}zw - (N - 2)xz - x^2, \\
\pm \dot{w} &= -w - \frac{1}{2}w^2 - Nxz - xzw,
\end{align*}
\]

where the signs have to be chosen according to the direction of the flow. We notice that with respect to \( Q_2 \) one has to choose the minus sign in (3.9), while when analyzing the flow near \( Q_3 \) one has to choose the plus sign, since \( \dot{Y} \) is negative near both \( Q_2 \) and \( Q_3 \) but the direction of the flow is reversed. We thus identify \( Q_2 \) with the origin of (3.9) when taken the minus sign, which is an unstable node, and \( Q_3 \) with the origin of (3.9) when taken the plus sign, which is a stable node.

Lemma 3.3 (Local analysis near \( Q_2 \) and \( Q_3 \)). The orbits going out of \( Q_2 \) to the finite part of the phase space contain profiles \( f(\xi) \) which change sign at some \( \xi_0 \in (0, \infty) \) in the sense that \( f(\xi_0) = 0, (f^m)'(\xi_0) > 0 \). The orbits entering the point \( Q_3 \) from the finite part of the phase space contain profiles \( f(\xi) \) which change sign at some \( \xi_0 \in (0, \infty) \) in the sense that \( f(\xi_0) = 0, (f^m)'(\xi_0) < 0 \).

The proof follows the same lines as in similar lemmas in previous works such as, for example, [25, Lemma 2.6] for \( 1 < p < m \) and [23, Lemma 2.7] for \( p = 1 \) to which we refer the reader. We are thus left with the critical point \( Q_4 \), whose analysis employing [32, Theorem 5(c), Section 3.10] is not easy to perform, since we are left with a critical point having only zero eigenvalues after the corresponding change of variable. We thus work directly with Eq. (1.7) in order to establish that no orbit either enters from or goes out into the finite part of the phase space associated to the system (2.2).
Lemma 3.4. There are no profiles \( f(\xi) \) solutions to Eq. (1.7) contained in orbits entering or going out of \( Q_4 \) from or to the finite part of the phase space.

Proof. Assume for contradiction that there exist such profiles. An orbit connecting to \( Q_4 \) satisfies the conditions \( Z \to \infty, \frac{X}{Z} \to 0, \frac{Y}{Z} \to 0 \), which translated in terms of profiles imply

\[
\xi^{-2} f(\xi)^{p-1} \to \infty, \quad f(\xi)^{m-p} \to 0, \quad \xi f(\xi)^{m-p-1} f'(\xi) \to 0, \tag{3.10}
\]

the limits in (3.10) being taken either as \( \xi \to \infty \), or as \( \xi \to \xi_0 \in (0, \infty) \), or as \( \xi \to 0 \). Notice first that the second limit in (3.10) and the fact that \( m > p \) already give that \( f(\xi) \to 0 \), which, together with the first limit in (3.10) and the fact that \( p \geq 1 \), immediately rule out the possibility that the limits are taken as \( \xi \to \infty \) or as \( \xi \to \xi_0 \in (0, \infty) \). It remains to show that the limits in (3.10) cannot hold true as \( \xi \to 0 \). But this follows the proof in [22, Lemma 3.5, Step 3] by simply letting therein \( \sigma = -2 \) without any further change.

We are now ready to move towards the global analysis of the system (2.2) and prove Theorem 1.1.

4 Proof of Theorem 1.1: existence part

This section is dedicated to the proof of the existence of a self-similar profile with the local behavior given in the statement of Theorem 1.1. The proof borrows ideas from [22, Section 4] (thus we will skip a few details given in the quoted reference) and is based on a shooting technique on the two-dimensional center-unstable manifold near \( Q_1 \) (according to Lemma 3.1) performed in the system (3.3). Notice that the center-unstable manifold is tangent to the vector space spanned by the eigenvector \( e_3 = (0, 0, 1) \) corresponding to the eigenvalue \( \lambda_3 = 2 \) of the matrix \( M(Q_1) \) and the direction \( e_2 = (-1, N-2, 0) \) of any center manifold (which might not be unique), which according to Lemma 3.1 are tangent to the direction \((N-2)y + z = 0\). These vectors belong to the invariant planes \( \{z = 0\} \), respectively \( \{w = 0\} \) and the trajectories go out tangent to the one-parameter family of curves given by (3.5) for \( C \in (0, \infty) \). We thus have to explore the global behavior of the limiting orbits belonging to the invariant planes.

Proposition 4.1. There exists \( C_* > 0 \) such that the orbits going out of \( Q_1 \) tangent to the curves (3.5) with \( C \in (0, C_*) \) enter the critical point \( Q_3 \).

Proof. We study the limit orbit with \( w = 0 \) by working on the reduced system obtained from (3.3) in the invariant plane \( \{w = 0\} \), that is

\[
\begin{align*}
\dot{y} &= -(N-2)y - my^2 - z, \\
\dot{z} &= -(m-p)yz. \tag{4.1}
\end{align*}
\]

The orbit going out of \( Q_1 \) goes out tangent to the direction \( e_2 = (-1, N-2) \), thus it enters the half-plane \( \{y < 0\} \). Since the flow of the system (4.1) on the line \( \{y = 0\} \) is negative, it follows that the orbit stays forever in the negative half-plane. Consider now the isocline

\[
-(N-2)y - my^2 - z = 0, \tag{4.2}
\]
and notice that the orbit goes out tangent to it. But since in the half-plane \( \{ y < 0 \} \) we have always \( \dot{z} > 0 \) and the orbit starts decreasingly in \( y \) and increasingly in \( z \) near \( Q_1 = (0, 0) \), we infer that

\[
\frac{dy}{dz} = \frac{(N - 2)y + z + my^2}{(m - p)yz} < 0
\]

in a small neighborhood of \( Q_1 \), hence the orbit enters the region \( \mathcal{R} := \{ y < 0, z > -(N - 2)y - my^2 \} \). Furthermore, since the direction of the flow of the system (4.1) on the isocline (4.2) is given by the sign of \( (m - p)yz < 0 \), it follows that our orbit going out of \( Q_1 \) will remain forever in the region \( \mathcal{R} \). Thus, along it we always have \( \dot{y} < 0 , \dot{z} > 0 \), which means that \( y \) and \( z \) have a limit along the trajectory. We prove that \( z \to \infty \) and \( y \to -\infty \) by removing all the other possibilities. Indeed, if this was not the case, our orbit would be in one of the following three situations:

- \( y \to y_0 \in (-\infty, 0) \), \( z \to z_0 \in (0, \infty) \). Then \((y_0, z_0)\) must be a finite critical point of the system (4.1) and there is no such point.
- \( y \to -\infty \) and \( z \to z_0 \in (0, \infty) \). We have for \( y \) very large in absolute value and \( z \) close to \( z_0 \) that
  \[
  \frac{dy}{dz} \sim \frac{my}{(m - p)z_0}, \quad \text{whence} \quad y \sim Ke^{mz/(m-p)z_0} \to Ke^{(m-p)/m}
  \]
  and again we reach a contradiction.

- \( y \to -\infty \) and \( z \to \infty \) along this trajectory, thus for \( y \) and \( z \) very large in absolute value
  \[
  \frac{dy}{dz} \sim \frac{my}{(m - p)z}, \quad \text{whence} \quad y \sim Ke^{mz/(m-p)z_0} \to Ke^{(m-p)/m}
  \]
  and we thus conclude that \( y \to -\infty \) and \( z \to \infty \) along this trajectory, thus for \( y \) and \( z \) very large in absolute value

\[
\frac{dy}{dz} \sim \frac{my}{(m - p)z} + \frac{1}{(m - p)y},
\]

which leads to the following first approximation of the trajectory:

\[
y^2 \sim Kz^{2m/(m-p)} - \frac{2z}{m + p} \sim Kz^{2m/(m-p)}, \quad K > 0.
\]

where for the latter equivalence we took into account that \( 2m/(m - p) > 2 \). Thus \( y \sim -Kz^{m/(m-p)} \) for \( y, z \) sufficiently large in absolute value and some \( K > 0 \), which gives \( y/z \sim -Kz^{p/(m-p)} \to -\infty \), or in terms of the initial variables \( Y \) and \( Z \), we also get \( Y/Z \to -\infty \). We also notice that \( y \to -\infty \) translates into \( Y/X \to -\infty \) in the variables given by (2.1), thus the orbit has to enter a critical point characterized by

\[
\frac{Y}{X} \to -\infty, \quad \frac{Y}{Z} \to -\infty
\]

in a neighborhood of it, and this point is \( Q_3 \) according to the classification given in Section 3. Moreover, since \( Q_3 \) is a stable node according to Lemma 3.3 and the orbit going out of \( Q_1 \) included in the plane \( \{ w = 0 \} \) corresponds to the parameter \( C = 0 \) in (3.5), we reach the conclusion by standard continuity arguments similar to the ones employed in, for example, [25, Proposition 3.4] or [26, Proposition 3.3]. □
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Proposition 4.2. There exists $C^* > 0$ such that the orbits going out of $Q_1$ tangent to the curves (3.5) with $C \in (C^*, \infty)$ enter the critical point $P_0$.

Proof. We now analyze the limit orbit going out of $Q_1$ and contained in the invariant plane \{z = 0\}, which is the unique orbit going out of the critical (saddle) point $Q_1 = (0, 0)$ of the reduced system obtained from (3.5) by letting $z = 0$, that is

\[
\begin{align*}
\dot{y} &= -(N - 2)y - my^2 - \frac{1}{2}yw, \\
\dot{w} &= w(2 - (m - 1)y).
\end{align*}
\] (4.4)

This orbit goes out of $Q_1$ tangent to $e_3 = (0, 1)$ and it has to stay on the invariant line \{y = 0\}. In fact, one can easily see that the two orbits (going out and entering $Q_1 = (0, 0)$ in the system (4.4)) lie on the two axis of (4.4) since both are invariant sets. Thus this orbit will coincide with the axis \{y = 0\} for any $w > 0$. In terms of the variables $X = 1/w$, $Y$, $Z$, this shows that the limit orbit has to belong to the $X$ axis and thus trivially enters $P_0$. In order to end the proof, since $+\infty$ is not a number in order to apply a continuity argument in a neighborhood of it, we have to reverse (3.5) and write it as

\[
g(z) = \frac{1}{C}w = C_1w, \quad g(z) = z^{(m-1)/(m-p)}e^{-2(N-2)/(m-p)z}.
\]

Noticing that $\lim_{z \to 0} g(z) = 0$, we observe that the orbit included in the invariant plane \{z = 0\} lies at the limit $C_1 \to 0$, $C_1 > 0$ of the orbits in (3.5), which corresponds to $C \to +\infty$.

Since, according to Lemma 2.2, $P_0$ is a stable point for orbits coming from the half-space \{X > 0\} of the phase space associated to the system (2.2), the conclusion follows once more from a continuity argument applied for $C_1$ in a right-neighborhood of zero.  

Before going to the proof of the existence, we need one more preparatory result proving that at least two coordinates are monotone along all the orbits going out of $Q_1$. This is essential in order to prevent such orbits from oscillating infinitely many times.

Lemma 4.3. The coordinates $X$ and $Z$ are decreasing along the orbits going out of $Q_1$.

Proof. The flow of the system (2.2) over the plane \{Y = 0\} is given by the sign of the expression $-XZ \leq 0$, thus no orbit can cross the plane \{Y = 0\} from left to right. Since the orbits going out of $Q_1$ enter the half-space \{Y < 0\}, they will stay forever in this negative half-space, hence $\dot{X} < 0$ and $\dot{Z} < 0$ on these orbits, as claimed.

We can now complete the proof of the existence of the specific self-similar profile.

Proof of Theorem 1.1 existence. We associate (by tangency) the manifold going out of $Q_1$ with the one-parameter family of curves given by (3.5) as explained before. We then consider the following three sets

\[
\begin{align*}
A &= \{C \in (0, \infty) : \text{the orbit with parameter } C \text{ in (3.5) enters } P_0\}, \\
C &= \{C \in (0, \infty) : \text{the orbit with parameter } C \text{ in (3.5) enters } Q_3\}, \\
B &= \{C \in (0, \infty) : \text{the orbit with parameter } C \text{ in (3.5) does neither enter } P_0 \text{ nor } Q_3\}.
\end{align*}
\]

We then deduce from Propositions 4.1 and 4.2 and the fact that $Q_3$ is a stable node, while $P_0$ is an attractor for the orbits coming from the region \{X > 0\} of the phase space, that
both sets $\mathcal{A}$ and $\mathcal{C}$ are open and non-empty. It then follows that $\mathcal{B}$ is closed and non-empty. Let now $C \in \mathcal{B}$. The orbit going out of $Q_1$ tangent to the curve corresponding to this value of $C$ does not enter $P_0$, nor $Q_3$, and we infer from the monotonicity of its $X$ and $Z$ components established in Lemma 4.3 that it has to enter a critical point. This can be easily seen by showing that the coordinate $Y$ also has a limit along the orbit, by considering possible sequences of maxima and minima of the $Y$ component and prove that they converge to the same value. A detailed proof of this rather standard argument follows the one of Proposition 4.10. It thus have to enter the unique remaining critical point which has a stable manifold, that is $P_1$. The profiles contained in such orbits corresponding to $C \in \mathcal{B}$ fulfill the statement of Theorem 1.1. \qed

We thus conclude that all the profiles going out of $Q_1$ are decreasing on their support and are either compactly supported or having a horizontal asymptote as $\xi \to \infty$. This fact will be used in the proof of the uniqueness of the profile with interface, performed in the next section.

5 Proof of Theorem 1.1 uniqueness

In this section we complete the proof of Theorem 1.1 by establishing that the set $\mathcal{B}$ introduced in the proof of the existence part is in fact a singleton. This will be done at the level of the profiles, by showing first that the profiles contained in orbits going out of $Q_1$ remain strictly ordered with respect to the free parameter $K \in \mathbb{R}$ in (1.8) during all their support. To this end, we use a rescaling and sliding technique stemming from (up to our knowledge) Friedman and Kamin [12] but used in many works such as [28, 39, 22] among others. The first result is the following monotonicity lemma with respect to $K$. To fix the notation, let $f(\xi; K)$ be the profile contained in the orbit going out of $Q_1$ with local behavior given by (1.8) for given $K \in \mathbb{R}$.

Lemma 5.1. Let $-\infty < K_1 < K_2 < \infty$. Then we have $f(\xi; K_1) < f(\xi; K_2)$ for any $\xi > 0$ such that $f(\xi; K_1) > 0$.

Proof. Let $\xi_1 \in (0, \infty]$ be such that $f(\xi; K_1) > 0$ for any $\xi \in (0, \xi_1)$. Since $K_1 < K_2$, we infer from (1.8) that $f(\xi; K_1) < f(\xi; K_2)$ for $\xi$ in a right neighborhood of the origin. We can thus introduce

$$\xi_* = \inf\{\xi \in (0, \xi_1) : f(\xi; K_1) = f(\xi; K_2)\}.$$  \hfill (5.1)

It follows that $f(\xi; K_1) < f(\xi; K_2)$ for any $\xi \in (0, \xi_*)$. Assume for contradiction that $\xi_* < \xi_1$, that is, the two profiles cross each other before the edge of the support of the first one. We next argue as in [39, 22] by letting first $g_1(\xi) = f(\xi; K_1)^m$, $g_2(\xi) = f(\xi; K_2)^m$, which solve the differential equation

$$g''(\xi) + \frac{N-1}{\xi} g'(\xi) + \frac{1}{2} \xi (g^{1/m})'(\xi) + \xi^{-2} g(\xi)^{p/m} = 0,$$  \hfill (5.2)

and then introduce for any $\lambda \in [0, 1]$ the following rescaling (which is standard for the porous medium equation):

$$f_\lambda(\xi) = \lambda^{-2/(m-1)} f(\lambda \xi; K_1), \quad g_\lambda(\xi) = \lambda^{-2m/(m-1)} g_1(\lambda \xi).$$  \hfill (5.3)
It follows from (5.2) and straightforward calculations that \( g_\lambda \) is a solution to the differential equation
\[
g''_\lambda(\xi) + \frac{N - 1}{\xi} g'_\lambda(\xi) + \frac{1}{2} \xi g''_\lambda(\xi) + \lambda^{2(p-m)/(m-1)} \xi^{-2} g_\lambda(\xi)^{p/m} = 0. \tag{5.4}
\]
We furthermore observe that, if \( 0 < \lambda < \lambda' < 1 \), due to the monotone decreasing character of \( g_1 \) over \((0, \xi_1)\), which follows from Lemma 2.1, we have \( g_1(\lambda') \xi < g_1(\lambda') \xi \) for any \( \xi \in (0, \xi_1) \), and it follows readily that
\[ g_\lambda(\xi) = \lambda^{-2m/(m-1)} g_1(\lambda) > \lambda'^{-2m/(m-1)} g_1(\lambda') \xi = g_{\lambda'}(\xi) \]
and also
\[ \lim_{\lambda \to 0} g_\lambda(\xi) = \lim_{\lambda \to 0} \lambda^{-2m/(m-1)} g_1(\lambda) = +\infty \]
uniformly on \([0, \xi_*]\). Finally, we infer from the local behavior (1.8) that
\[
g_1(\xi) \sim \left[ \frac{m - p}{m(N - 2)} (-\ln \xi) + K_1 \right]^{m/(m-p)} \xi, \quad \text{as} \ \xi \to 0
\]
hence
\[ g_\lambda(\xi) \sim \lambda^{-2m/(m-1)} \left[ \frac{m - p}{m(N - 2)} (-\ln \xi) + K_1 - \frac{m - p}{m(N - 2)} \ln \lambda \right], \quad \text{as} \ \xi \to 0. \tag{5.5}
\]
Since \( \lambda \in (0, 1) \), by letting \( \lambda \) sufficiently small in (5.5) such that
\[ K_1 - \frac{m - p}{m(N - 2)} \ln \lambda > K_2, \]
we get that \( g_\lambda(\xi) > g_2(\xi) \) for \( \xi \) in a right neighborhood of the origin. All the previous arguments prove that the optimal sliding parameter
\[ \lambda_0 = \sup \{ \lambda \in (0, 1) : g_2(\xi) < g_\lambda(\xi), \ \text{for any} \ \xi \in [0, \xi_*] \} \tag{5.6} \]
is correctly defined and we easily derive from (5.1) and (5.6) that \( \lambda_0 \in (0, 1) \). We furthermore infer from the optimality of \( \lambda_0 \) that \( g_2(\xi) \leq g_{\lambda_0}(\xi) \) for any \( \xi \in (0, \xi_*) \) and that there exists \( \xi_* \in (0, \xi_0) \) such that \( g_{\lambda_0}(\xi_*) = g_{\lambda_0}(\xi_*) \). Assume first that \( \xi_* = \xi_* \). This means that
\[ g_{\lambda_0}(\xi_*) = g_{\lambda_0}(\xi_*) = \lambda_0^{-2m/(m-1)} g_1(\lambda_0 \xi_*) > g_1(\xi_*) = g_2(\xi_*) = g_2(\xi_*), \]
which is a contradiction. Since \( \xi_* > 0 \), we deduce that \( \xi_* \in (0, \xi_*) \) and in this case the function \( g_{\lambda_0} - g_2 \) has a minimum point at \( \xi = \xi_* \), hence
\[ g_{\lambda_0}(\xi_*) = g_2(\xi_*), \quad g'_{\lambda_0}(\xi_*) = g'_2(\xi_*), \quad g''_{\lambda_0}(\xi_*) \geq g''_2(\xi_*). \tag{5.7} \]
We then deduce from Eq. (5.2) solved by \( g_2 \), Eq. (5.4) solved by \( g_{\lambda_0} \) and the inequalities (5.7) that
\[
0 = g''_2(\xi_*) + \frac{N - 1}{\xi_*} g'_2(\xi_*) + \frac{1}{2} \xi_* g''_2(\xi_*) + (\xi'_*)^{-2} g_2(\xi'_*)^{p/m}
\leq g''_{\lambda_0}(\xi_*) + \frac{N - 1}{\xi_*} g'_{\lambda_0}(\xi_*) + \frac{1}{2} \xi_* g''_{\lambda_0}(\xi_*) + (\xi'_*)^{-2} g_{\lambda_0}(\xi'_*)^{p/m}
= (\xi'_*)^{-2} \left[ 1 - \lambda_0^{2(p-m)/(m-1)} \right] g_{\lambda_0}(\xi'_*)^{p/m} < 0,
\]
since $\lambda_0 \in (0,1)$ and $2(p-m)/(m-1) < 0$. We thus reach again a contradiction. It follows that there cannot be any crossing point $\xi_* \in (0,\xi_1)$ and thus the profiles remain ordered on the support of the smallest one. \qed

We still need one more preparatory lemma before going to the proof of the uniqueness of the self-similar solution.

**Lemma 5.2.** Let $\lambda \in (0,1)$ and $f_\lambda$ be the function obtained from a profile $f(\xi)$ solution to Eq. (1.7) with interface (that is, corresponding to a parameter $C \in B$) through the rescaling (5.3). Then the function

$$U_\lambda(x,t) = f_\lambda(|x|t^{-1/2})$$

is a supersolution to Eq. (1.1). \vspace{10pt}

**Proof.** A direct calculation gives

$$\partial_t U_\lambda - \Delta U_\lambda^m - |x|^{-2}U_\lambda^p = \frac{1}{t} \xi^{-2} f_\lambda(\xi)^p \left(\lambda^{2(p-m)/(m-1)} - 1\right) > 0,$$

since $\lambda \in (0,1)$ and $2(p-m)/(m-1) < 0$. The conclusion follows from the fact that the contact condition $(f^m)'(\xi_0) = 0$ at the edge of the support $\xi_0 \in (0,\infty)$ remains invariant with respect to the rescaling (5.3). \qed

The monotonicity given by Lemma 5.1 doesn’t yet give the uniqueness of the profiles with $C \in B$, since there exists still the possibility of a contact exactly at the edge of the support. In order to remove this contact, we go back to the full self-similar solutions as follows.

**Proof of Theorem 1.1: uniqueness.** Assume for contradiction that there are two parameters $C_1, C_2 \in B$ corresponding to two self-similar profiles $f(\cdot; K_1)$ and $f(\cdot; K_2)$ such that $-\infty < K_1 < K_2 < \infty$. We obtain from Lemma 5.1 that the two profiles are totally ordered on the support of the smallest one. Letting $\xi_1$, respectively $\xi_2$ be the edges of the supports of $f(\cdot; K_1)$, respectively $f(\cdot; K_2)$, we find that $f(\xi; K_1) < f(\xi; K_2)$ for any $\xi \in (0,\xi_1)$ and that $\xi_1 < \xi_2$. Consider now the rescaling (5.3) and the optimal sliding parameter $\lambda_0 \in (0,1)$ introduced in (6.6) for the functions $g_i(\xi) = f(\xi; K_i)^m$, $i = 1,2$. Since the proof of Lemma 5.1 already gives that no contact between $g_{\lambda_0}$ and $g_2$ is possible for any $\xi \in (0,\xi_1)$, it follows that the only possible contact lies at the edge of the support $\xi = \xi_2$, hence

$$0 = f(\xi_2; K_2) = f_{\lambda_0}(\xi_2), \quad 0 < f(\xi; K_2) < f_{\lambda_0}(\xi) \text{ for any } \xi \in (0,\xi_2).$$

We reintroduce the time variable and construct the functions

$$U_2(x,t) = f(|x|t^{-1/2}; K_2), \quad U_{\lambda_0}(x,t) = f_{\lambda_0}(|x|t^{-1/2}),$$

and notice that $U_2$ is a solution to Eq. (1.1), while $U_{\lambda_0}$ is a supersolution to Eq. (1.1) according to Lemma 5.2. We next separate the supports of these functions by giving a small time delay to the bigger function in order to remove the contact at $\xi = \xi_2$ and then adjust the scaling parameter. More precisely, we start with $t = 1$, where we have a precise identification of the function and the self-similar profile, to notice that for any $\delta > 0$ sufficiently small we have

$$U_2(x,1) \leq U_{\lambda_0}(x,1) < U_{\lambda_0}(x,1+\delta),$$
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which gives
\[ U_2(x, 1) < \lambda_0^{-2/(m-1)} f(|x|\lambda_0(1 + \delta)^{-1/2}; K_1), \quad |x| \in (0, \xi_2] \]
and with a strict separation also in a right neighborhood of the origin as it follows from the proof of Lemma \([5,1]\). We can then adjust the scaling parameter by letting some \( \lambda_1 \in (\lambda_0, 1) \) sufficiently close to \( \lambda_0 \) in order to satisfy simultaneously the following conditions
\[ U_2(x, 1) < \lambda_1^{-2/(m-1)} f(|x|\lambda_1(1 + \delta)^{-1/2}; K_1) = U_{\lambda_1}(x, 1 + \delta), \quad (5.8) \]
for any \( x \in \mathbb{R}^N \) such that \( |x| \in (0, \xi_2] \), and
\[ \frac{m-p}{m(N-2)}(-\ln |x|) + K_2 < \lambda_1^{-2(m-p)/(m-1)} \left[ \frac{m-p}{m(N-2)}(-\ln |x|) + K_2 \right. \]
\[ \left. - \frac{m-p}{m(N-2)} \ln \lambda_1 \right], \quad (5.9) \]
for any \( x \in \mathbb{R}^N \) such that \( |x| \leq \epsilon \) for some \( \epsilon > 0 \) fixed. The latter follows easily from the fact that \( \lambda_1 \in (0, 1) \) and the dominant term (the one containing \( \ln |x| \)) is exactly the same in both sides. We next deduce from \([5,9]\) that the two functions \( U_2 \) and \( U_{\lambda_1} \) separate even more in the right neighborhood \( |x| \in (0, \epsilon) \) of the origin at any later times \( t > 1 \), since
\[ \frac{m-p}{m(N-2)}(-\ln |x|) + K_2 + \frac{m-p}{2m(N-2)} \ln t < \lambda_1^{-2(m-p)/(m-1)} \left[ \frac{m-p}{m(N-2)}(-\ln |x|) + K_2 \right. \]
\[ \left. - \frac{m-p}{m(N-2)} \ln \lambda_1 \right] + \frac{m-p}{2m(N-2)} \lambda_1^{-2(m-p)/(m-1)} \ln(t + \delta), \]
for any \( t > 1 \) and \( x \in \mathbb{R}^N \) such that \( 0 < |x| \leq \epsilon \). In particular, the latter implies that \( U_2(x, t) < U_{\lambda_1}(x, t + \delta) \) for any \( x \in \mathbb{R}^N \) such that \( |x| = \epsilon \) and \( t \in (1, \infty) \). We then apply the comparison principle (see for example \([2]\)) in the exterior domain \( (\mathbb{R}^N \setminus B(0, \epsilon)) \times (1, \infty) \) (where the weight is uniformly bounded) together with the estimate \((5.9)\) to conclude that \( U_2(x, t) < U_{\lambda_1}(x, t + \delta) \) for any \( (x, t) \in \mathbb{R}^N \setminus \{0\} \times (1, \infty) \). We thus find that
\[ f(|x| t^{-1/2}; K_2) \leq \lambda_1^{-2/(m-1)} f(\lambda_1 |x|(t + \delta)^{-1/2}; K_1), \]
for any \( (x, t) \in \mathbb{R}^N \setminus \{0\} \times (1, \infty) \), or equivalently
\[ f(\xi; K_2) \leq \lambda_1^{-2/(m-1)} f \left( \lambda_1 \xi \left( \frac{t}{t + \delta} \right)^{-1/2}; K_1 \right) , \]
for any \( \xi \in (0, \xi_2] \) and \( t > 1 \). By passing to the limit as \( t \to \infty \) we immediately reach a contradiction with the optimality of the scaling parameter \( \lambda_0 \) introduced in \((5,6)\). This contradiction implies the uniqueness of the self-similar profile with interface and the proof is complete. \( \square \)
6 Existence for general initial conditions

This section is devoted to the proof of Theorem 1.3. The main tools in the proof are the construction of an approximating sequence of solutions to regular problems obtained by a mollification of Eq. (1.1) near \( x = 0 \) together with a comparison with the unique self-similar solution obtained from Theorem 1.1. Let us denote by
\[
U(x, t) = f(|x| t^{-1/2}), \quad (x, t) \in \mathbb{R}^N \times (0, \infty)
\] (6.1)
the unique self-similar solution given by Theorem 1.1. We start with the following rather obvious preparatory result.

**Lemma 6.1.** Let \( u_0 \) be a compactly supported function as in (1.2). Then there exists \( \tau > 0 \) such that \( u_0(x) \leq U(x, \tau) \), for any \( x \in \mathbb{R}^N \).

**Proof.** Let \( R > 0 \) such that \( \text{supp} u_0 \subseteq B(0, R) \). Since
\[
\lim_{x \to 0} U(x, t) = +\infty, \quad \text{for any } t > 0
\]
it follows that there exists \( R_0 > 0 \) such that \( U(x, 1) = f(|x|) > \|u_0\|_\infty \) for any \( x \in \mathbb{R}^N \) with \( 0 < |x| < R_0 \). Let then \( \tau \) be sufficiently large such that \( R\tau^{-1/2} < R_0 \). Then for any \( x \in \mathbb{R}^N \) such that \( 0 < |x| < R \) we have \( |x|\tau^{-1/2} < R_0 \), hence
\[
U(x, \tau) = f(|x|\tau^{-1/2}) > \|u_0\|_\infty \geq u_0(x),
\]
for any \( x \in B(0, R) \) (where comparison is extended at \( x = 0 \) trivially since the self-similar solution is infinite there). Since \( u_0(x) = 0 \) for \( |x| \geq R \), the conclusion follows. \( \square \)

We are now ready to complete the proof of the existence theorem.

**Proof of Theorem 1.3.** Let \( u_0 \) be as in (1.2). For any \( \epsilon > 0 \), consider the Cauchy problem associated to the following regularized equation near \( x = 0 \)
\[
\partial_t u - \Delta u^m - (|x| + \epsilon)^{-2}u^p = 0,
\] (6.2)
with initial condition \( u(x, 0) = u_0(x) \). Since the coefficient of the zero order term in Eq. (6.2) belongs to \( L^\infty(\mathbb{R}^N) \), standard theory for quasilinear parabolic equations (see for example [30 Section 8, Chapter 5] and [3 Sections 3 and 5], in the latter Eq. (6.2) being studied for \( \epsilon = 1 \) but the same argument holds true with any \( \epsilon > 0 \) gives that there exists a unique solution \( u_\epsilon \) to the Cauchy problem (6.2)-(1.2) and moreover, the comparison principle holds true for Eq. (6.2). In particular, the solution \( u_\epsilon \) fulfills the very weak formulation of Eq. (6.2)-(2), which means that, in particular, for any \( \varphi \in C_0^{1,1}(\mathbb{R}^N \times (0, T)) \) and for any \( t_1, t_2 \in (0, T) \) with \( t_1 < t_2 \) we have
\[
\int_{\mathbb{R}^N} u_\epsilon(t_2)\varphi(t_2) \, dx - \int_{\mathbb{R}^N} u_\epsilon(t_1)\varphi(t_1) \, dx - \int_{t_1}^{t_2} \int_{\mathbb{R}^N} u_\epsilon(t)\varphi_t(t) \, dx \, dt
\]
\[
- \int_{t_1}^{t_2} \int_{\mathbb{R}^N} u_\epsilon^m(t)\Delta \varphi(t) \, dx \, dt = \int_{t_1}^{t_2} \int_{\mathbb{R}^N} \frac{u_\epsilon^p(t)}{(|x| + \epsilon)^2}\varphi(t) \, dx \, dt.
\] (6.3)
and the initial condition is taken in $L^1$ sense. We furthermore observe that for any $0 < \epsilon_1 < \epsilon_2 < \infty$, the solution $u_{\epsilon_1}$ to Eq. (6.2) with $\epsilon = \epsilon_1$ is a supersolution to Eq. (6.2) with $\epsilon = \epsilon_2$, since

$$(|x| + \epsilon_1)^{-2} > (|x| + \epsilon_2)^{-2}.$$ 

The comparison principle applied for Eq. (6.2) with $\epsilon = \epsilon_2$ then entails that $u_{\epsilon_1} \geq u_{\epsilon_2}$ if $\epsilon_1 < \epsilon_2$. We thus obtain a monotone sequence of functions, hence there exists a pointwise limit (which a priori might be equal to $+\infty$)

$$u(x, t) = \lim_{\epsilon \to 0} u_{\epsilon}(x, t). \quad (6.4)$$

Let us now consider the time delay $\tau > 0$ given by Lemma 6.1 such that $U(x, \tau) \geq u_0(x)$ for any $x \in \mathbb{R}^N$, where $U(x, t)$ is the unique self-similar solution to Eq. (1.1) given by Theorem 1.1. It is immediate to check that $U$ is a supersolution to Eq. (6.2) for any $\epsilon > 0$. The comparison principle applied to Eq. (6.2) leads to $u_{\epsilon}(x, t) \leq U(x, t + \tau)$, for any $x \in \mathbb{R}^N$, $t > 0$. We then infer that the limit function

$$u(x, t) = \lim_{\epsilon \to 0} u_{\epsilon}(x, t) \leq U(x, t + \tau),$$

for any $(x, t) \in \mathbb{R}^N \times (0, \infty)$. In particular, we find that $u(x, t)$ is globally defined (in time), and that it belongs to the functional spaces in Definition 1.2 as being bounded from above by the function $U(x, t + \tau)$ which belongs to these integral spaces. Moreover, since the integrals in (6.3) are well defined in dimension $N \geq 3$ if replacing $u_{\epsilon}$ by $U(\cdot, t + \tau)$, we can pass to the limit in the weak formulation (6.3) by using the Lesbesgue’s dominated convergence theorem in order to find that the limit solution $u(x, t)$ defined in (6.4) satisfies the weak formulation (1.10) corresponding to Eq. (1.1). An easy argument based on the monotone convergence theorem also gives that $u_0$ is taken in $L^1$ sense by $u$ as limit when $t \to 0$. We can thus conclude that the function $u$ defined in (6.4) is a weak solution to the Cauchy problem (1.1)-(1.2).

Remark. The weak formulation we are using in this work avoids the problems of having to pass to the limit on the gradients of the approximating functions, as it would have happened if considering the more standard theory where only one integration by parts in the term with the Laplacian is performed (instead of two). We believe that the same function $u$ introduced in (6.4) will also satisfy this slightly different weak formulation, but its proof requires more work by establishing bounds on the gradients of $u_{\epsilon}$. We refrain from entering this discussion here.

Extensions, comments and open problems

The results in this paper represent only a first step towards the general theory of Eq. (1.1). Indeed, our aim was not to construct a full theory of well-posedness of Eq. (1.1), but the more modest objective of revealing an interesting behavior of a special, unique solution in self-similar form to this equation and then show how an immediate application of it is the existence of at least a global solution for any compactly supported and bounded initial condition. This is already very noticeable, as it is in striking contrast with the cases $m = p = 1$ or $m = p > 1$ where this existence is limited by the Hardy optimal constant.
Of course, there are many new developments that can be considered as further interesting problems related to Eq. (1.1) and we suggest below some points to be addressed in the future.

- **uniqueness of solutions** and comparison principle to Eq. (1.1). Recall that in Section 6 we have constructed the weak solutions as limits of an approximating process. Although this strongly suggests that it is not likely to have a different process leading to different solutions, there is no proof of uniqueness and comparison for solutions to Eq. (1.1). This problem is completely non-trivial, since in the neighboring case of letting $\sigma \in (-2, 0)$, we have shown recently in [22] that uniqueness does not hold true by constructing a nonzero solution stemming from zero initial condition, in the form of a forward self-similar solution. In our case, we have the “feeling” that uniqueness of solutions should hold true, but a proof of it does not seem obvious.

- **instantaneous vertical asymptote at $x = 0$.** Another open question suggested by the present work is to establish whether a solution $u(x, t)$ with initial condition $u_0$ as in (1.2) instantaneously blows up (by forming a vertical asymptote) at $x = 0$. In the limiting case $p = m$ with $\sigma = -2$, such an interesting instantaneous blow-up of a wide class of solutions was established by the authors in [24], together with the interesting point (similar to our case) that this blow-up does not stop the solutions to stay in the suitable functional spaces at any $t > 0$. A similar thing is expected to happen here. However, since comparison is not yet available and the analysis of the self-similar profiles does not give a class of “small” subsolutions to Eq. (1.1), estimates pushing $u$ to increase very rapidly near $x = 0$ are to be obtained.

- **large time behavior of solutions.** This is a very natural question once we have a very strong candidate for the large time behavior, in the form of a unique self-similar solution with some specific behavior. One can readily see that Lemma 6.1 also provides, in terms of self-similar variables, an optimal upper bound for the general solutions. We then miss a good lower bound that has to be obtained in a different way, probably using energy-like estimates and functional inequalities, in order to establish that the self-similar scale is the right one for the dynamics of the equation. Moreover, a step of establishing compactness (or Holder estimates for the solutions) is required for convergence.
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