WKB analysis of the Logarithmic Nonlinear Schrodinger Equation in an analytic framework.
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Abstract

We are interested in a WKB analysis of the Logarithmic Non-Linear Schrödinger Equation with "Riemann-like" variables in an analytic framework in semiclassical regime. We show that the Cauchy problem is locally well posed uniformly in the semiclassical constant and that the semiclassical limit can be performed. In particular, our framework is not only compatible with the Gross-Pitaevskii equation with logarithmic nonlinearity, but also allows initial data (and solutions) which can converge to 0 at infinity.

1. INTRODUCTION

1.1. Setting

We are interested in the Logarithmic Non-Linear Schrödinger Equation (also called logNLS)

\[
\begin{align*}
\partial_t u^\varepsilon + \frac{\varepsilon^2}{2} \Delta u^\varepsilon &= \lambda \ln |u^\varepsilon|^2 u^\varepsilon, \\
u^\varepsilon(0) &= u^\varepsilon_{in},
\end{align*}
\]

(1.1)

with \( x \in \mathbb{R}^d, d \geq 1, \lambda \in \mathbb{R} \setminus \{0\}, \varepsilon > 0 \). This equation was introduced as a model of nonlinear wave mechanics and in nonlinear optics ([6], see also [7, 34, 35, 36, 20]). The case \( \lambda > 0 \) (whose study of the Cauchy problem goes back to [15, 33]) was studied by R. Carles and I. Gallagher who made explicit an unusually faster dispersion with a universal behaviour of the modulus of the solution (see [11]). The knowledge of this behaviour was recently improved with a convergence rate but also extended through the semiclassical limit in [24]. On the other hand, the case \( \lambda < 0 \) seems to be the most interesting from a physical point of view and has been studied formally and rigorously (see for instance [14, 19, 35, 13, 26, 25]).

This paper addresses the semiclassical limit of (1.1) for general \( \lambda \neq 0 \) through WKB analysis in an analytic framework. For this, we first address the Cauchy problem of the system given by this WKB analysis (see (1.15)) and give a local Cauchy theory independent of \( \varepsilon \in [0, 1] \). Then, we prove that the solutions for \( \varepsilon > 0 \) converge when \( \varepsilon \to 0 \) to the solution constructed for \( \varepsilon = 0 \) as expected. Last, we address the complete convergence of the wave function \( u^\varepsilon \) as \( \varepsilon \to 0 \).

1.2. The WKB analysis for NLS

In the case \( \lambda > 0 \), R. Carles and A. Nouri [13] have performed a WKB analysis of this equation: for initial data of the form \( u^\varepsilon_{in} = \sqrt{\rho_{in}} e^{i \phi_{in}} \) (in general dimension \( d \)), one can seek \( u^\varepsilon \) under the form \( u^\varepsilon = a^\varepsilon e^{i \phi^\varepsilon} \) where \( a^\varepsilon \in \mathbb{C} \) and \( \phi^\varepsilon \in \mathbb{R} \) satisfy:

\[
\begin{align*}
\partial_t \phi^\varepsilon + \frac{1}{2} \nabla \phi^\varepsilon \cdot \nabla \phi^\varepsilon + \lambda \ln |a^\varepsilon|^2 &= 0, \\
\partial_t a^\varepsilon + \nabla \phi^\varepsilon \cdot \nabla a^\varepsilon + \frac{1}{2} a^\varepsilon \Delta \phi^\varepsilon &= i \varepsilon \Delta a^\varepsilon, \\
a^\varepsilon(0) &= \sqrt{\rho_{in}}, \\
\phi^\varepsilon(0) &= \phi_{in},
\end{align*}
\]

(1.2)
Note that allowing \( \alpha^\varepsilon \) to be complex-valued (even though \( \sqrt{\ln} \) is real-valued) gives a degree of freedom to dispatch terms from (1.1) into this system. Then, they follow the choice introduced by Grenier which is more robust than the Madelung transform when semiclassical limit is considered (see [10]). From this system, one usually defines 
\[
\nu^\varepsilon := \nabla \phi^\varepsilon.
\] (1.3)
This relation is also equivalent to (see [13])
\[
\phi^\varepsilon(t, x) = \phi_{in}(x) - \int_0^t \left( \frac{1}{2} |\nu^\varepsilon(\tau, x)|^2 + \lambda \ln |\alpha^\varepsilon(\tau, x)|^2 \right) \, d\tau,
\]
so that, along with \( \alpha^\varepsilon \), determining \( \phi^\varepsilon \) turns out to be equivalent to determining \( \nu^\varepsilon \) solution to
\[
\begin{align*}
\partial_t \nu^\varepsilon + (\nu^\varepsilon \cdot \nabla) \nu^\varepsilon + \lambda \nabla \left( \ln |\alpha^\varepsilon|^2 \right) & = 0, & \nu(0) & = \nabla \phi_{in}, \\
\partial_t \alpha^\varepsilon + \nu^\varepsilon \cdot \nabla \alpha^\varepsilon + \frac{1}{2} \alpha^\varepsilon \div \nu^\varepsilon & = i\frac{\varepsilon}{2} \Delta \alpha^\varepsilon, & \alpha(0) & = \sqrt{\rho_{in}}.
\end{align*}
\] (1.4)

Remark 1.1. To get this system, we have used the fact that
\[
\frac{1}{2} \nabla (|\nu^\varepsilon|^2) = (\nu^\varepsilon \cdot \nabla) \nu^\varepsilon,
\] due to the fact that \( \nu^\varepsilon \) is a gradient. All across this paper, we will use the general fact that, for an irrotational field \( f \), one has
\[
\frac{1}{2} \nabla (|f|^2) = (f \cdot \nabla) f.
\]
The semiclassical limit \( \varepsilon \to 0 \) for \( u^\varepsilon \) relates classical and quantum wave equations and is expected to be described by the laws of hydrodynamics (see e.g. [29, 32, 28, 21]). In particular, passing formally to the limit \( \varepsilon \to 0 \) in (1.4) leads to:
\[
\begin{align*}
\partial_t v + (v \cdot \nabla) v + \lambda \nabla \left( \ln |a|^2 \right) & = 0, & v(0) & = \nabla \phi_{in}, \\
\partial_t a + v \cdot \nabla a + \frac{1}{2} a \div v & = \frac{\varepsilon}{2} \Delta a, & a(0) & = \sqrt{\rho_{in}}.
\end{align*}
\] (1.6)
which is the symmetrized version of the isothermal Euler system (\( \varepsilon = 0 \)) with \( \rho = |a|^2 \) (see [16, 19]):
\[
\begin{align*}
\partial_t \rho + \div (\rho v) & = 0, \\
\partial_t (\rho v) + \div (\rho v \otimes v) + \lambda \nabla \rho & = 0.
\end{align*}
\] (1.7)

The WKB analysis is not exclusive to (1.1), it has been used a lot for general non-linear Schrödinger equations. For instance, it has been discussed in [3] for general nonlinearity of the form
\[
i \varepsilon \partial_t u^\varepsilon + \frac{\varepsilon^2}{2} \Delta u^\varepsilon = \varepsilon^\kappa f(|u^\varepsilon|^2) u^\varepsilon.
\] (1.8)
In particular, the WKB type analysis is justified for \( \kappa \geq 1 \), which corresponds to a weak nonlinearity. When \( \kappa = 0 \), the mathematical analysis of the semiclassical limit for nonlinear Schrödinger equations has been well developed for two cases: for analytic initial data (see for instance [29, 43, 44]) and for initial data in some Sobolev space with a defocusing nonlinearity so that the analogue of (1.4) is hyperbolic symmetric, possibly with a change of variables (see [32, 1, 18]). It was also extended to the case of generalized derivative nonlinear Schrodinger equations (in dimension \( d = 1 \))
\[
i \varepsilon \partial_t u^\varepsilon + \frac{\varepsilon^2}{2} \Delta u^\varepsilon + i \varepsilon \partial_x (g(|u^\varepsilon|^2) u^\varepsilon) = \varepsilon^\kappa f(|u^\varepsilon|^2) u^\varepsilon.
\]
In [22], the semiclassical analysis for this equation relies on the assumption
\[
\partial_x \phi^\varepsilon g' > 0, \quad f \equiv 0,
\]
and was generalized by [21] to the case
\[
\partial_x \phi^\varepsilon g' + f' > 0.
\]
These assumptions are made to ensure hyperbolicity, but have the strong drawback to involve the solution itself. However, hyperbolicity is not needed when one works with analytic functions \([12]\). In this context, the semiclassical limit for \((1.3)\) (with \(\kappa = 0\)) was studied by \([29,44]\), thanks to some tools developed by J. Sjöstrand \([42]\).

On the other hand, WKB analysis is also useful for the study of the Gross-Pitaevskii equation, for instance in the context where initial data do not necessarily decay to zero at infinity. The Cauchy problem \((1.3)\) and the semiclassical limit \((1.8)\) of \((1.3)\) with \(f(y) = y - 1\) and \(\kappa = 0\) for instance have already been studied. In this case, the Hamiltonian structure yields that

\[
E(u^\varepsilon) = \varepsilon^2 \|\nabla u^\varepsilon(t)\|_{L^2}^2 + \|u^\varepsilon(t)\|_{L^2}^2 - 1\|^2_{L^2}
\]

is independent of time, at least formally, which leads to a natural energy space,

\[
E = \left\{ u \in H^1_{\text{loc}}; \nabla u \in L^2, |u|^2 - 1 \in L^2 \right\},
\]

to study the Cauchy problem (see also \([41]\). The modulus of functions in this space morally goes to 1 at infinity. For more general initial data which are bounded but may not be in this space (for instance if they have several limits at infinity), P. E. Zhidkov introduced in the one-dimensional case in \([46,47]\) the so-called Zhidkov spaces:

\[
X^s = \left\{ u \in L^\infty; \nabla u \in H^{s-1} \right\}, \quad s > \frac{d}{2}.
\]

The study of these spaces was generalized in the multidimensional case by C. Gallo \((27)\). They were also used by T. Alazard and R. Carles \([3]\) in their WKB analysis for the Gross-Pitaevskii equation. R. Carles and A. Nouri \([13]\) have also shown that, for initial data in Zhidkov spaces bounded away from vacuum, the Wigner measure of \(u^\varepsilon\) solution to \((1.1)\) weakly converges to a monokinetic measure \(f = \rho(t, x) \otimes \delta_{\xi=v(t,x)}\) such that \((\rho, v)\) satisfies the isothermal Euler system, thanks to the WKB analysis described before.

### 1.3. Riemann invariants

The isothermal Euler system \((1.7)\) has been studied a lot in different contexts (for example \([43,5,23,17,3]\)). B. Riemann solved the "Riemann problem" for this equation in his memoir to the Royal Academy of Sciences of Göttinger (1860) (see \([41]\). In dimension \(d = 1\) and in the case \(\lambda > 0\), he introduced the so-called Riemann invariants \(w_1 = v + \sqrt{2}\lambda \ln \rho\) and \(w_2 = v - \sqrt{2}\lambda \ln \rho\). Then, he proved that the necessary and sufficient condition for the solution to exist for all positive times is that \(w_1\) (resp. \(w_2\)) is non-decreasing (resp. non-increasing).

This shows that the good unknown to be considered would rather be \(\ln \rho\) in \((1.2)\), or \(\ln a\) in \((1.6)\). In particular, we should therefore consider \(\ln a^\varepsilon\) in \((1.4)\). This intuition is strengthened by the fact that dividing the second equation by \(a^\varepsilon\) in system \((1.4)\) gives

\[
\frac{\partial t a^\varepsilon}{a^\varepsilon} + \nabla a^\varepsilon \cdot \frac{\nabla a^\varepsilon}{a^\varepsilon} + \frac{1}{2} \text{div } v^\varepsilon = i \varepsilon \Delta a^\varepsilon,
\]

which could formally be written in terms of \(\ln a^\varepsilon\) only, since we also have (at least for \(f\) real)

\[
\frac{\Delta f}{f} = \Delta(\ln f) + \nabla(\ln f) \cdot \nabla(\ln f).
\]

Moreover, in the first equation in \((1.4)\), if formally \(f = \ln a^\varepsilon\) i.e. \(a^\varepsilon = e^f\), then

\[
\ln |a^\varepsilon|^2 = 2 \text{ Re } f.
\]

However, in the latter, contrary to \(a\), \(a^\varepsilon\) is complex, a fact which may lead to some problems when defining \(\ln a^\varepsilon\). Still, we can override this difficulty. Indeed, \(a^\varepsilon\) is defined this way only to get \(u^\varepsilon\) solution to \((1.1)\). Instead of defining \(a^\varepsilon\), one can try to directly define \(\psi^\varepsilon\) (along with \(\phi^\varepsilon\)) such that \(u^\varepsilon = e^{i\phi^\varepsilon + i\psi^\varepsilon}\) is solution to \((1.1)\). For this, we first assume \(\rho^\varepsilon = e^{i\psi^\varepsilon}\), so that \(u^\varepsilon = e^{i\phi^\varepsilon + i\psi^\varepsilon}\) (note that we allow the initial data to depend on \(\varepsilon\) with suitable conditions.
which will be made explicit later. Thus we can seek $u^\varepsilon$ under the form $u^\varepsilon = e^{\frac{i\varepsilon}{2}e^{i\xi \cdot x}}$ with $\psi^\varepsilon \in \mathbb{C}$ and $\phi^\varepsilon \in \mathbb{R}$ such that:

$$
\begin{align*}
\partial_t \phi^\varepsilon + \frac{1}{2} \nabla \phi^\varepsilon \cdot \nabla \phi^\varepsilon + \lambda \text{Re} \psi^\varepsilon &= 0, \\
\partial_t \psi^\varepsilon + \nabla \phi^\varepsilon \cdot \nabla \psi^\varepsilon + \Delta \phi^\varepsilon &= i\frac{\varepsilon}{2} \left( \Delta \psi^\varepsilon + 2 \nabla \psi^\varepsilon \cdot \nabla \psi^\varepsilon \right),
\end{align*}
$$

\hspace{1cm} (1.9)

Note that the pseudo scalar product in the second equation is defined for $a, b \in \mathbb{C}^d$ by

$$
a \cdot b = \sum_i a_i b_i,
$$

and therefore $a \cdot a$ is not necessarily real. In the same way as for passing from (1.2) to (1.4), we can define $v^\varepsilon := \nabla \phi^\varepsilon$ (1.3), which leads to

$$
\begin{align*}
\partial_t v^\varepsilon + (v^\varepsilon \cdot \nabla)v^\varepsilon + \lambda \nabla \left( \text{Re} \psi^\varepsilon \right) &= 0, \\
\partial_t \psi^\varepsilon + v^\varepsilon \cdot \nabla \psi^\varepsilon + \text{div} v^\varepsilon &= i\frac{\varepsilon}{2} \left( \Delta \psi^\varepsilon + 2 \nabla \psi^\varepsilon \cdot \nabla \psi^\varepsilon \right),
\end{align*}
$$

\hspace{1cm} (1.10)

Moreover, (1.3) is here equivalent to

$$
\phi^\varepsilon (t, x) = \phi^{\varepsilon \text{in}} (x) - \int_0^t \left( \frac{1}{2} |v^\varepsilon (\tau, x)|^2 + \lambda \text{Re} \psi^\varepsilon (\tau, x) \right) d\tau.
$$

\hspace{1cm} (1.11)

As soon as the initial data converges, passing formally to the semiclassical limit $\varepsilon \to 0$ in system (1.10) yields:

$$
\begin{align*}
\partial_t v + (v \cdot \nabla)v + \lambda \nabla \psi &= 0, \\
\partial_t \psi + v \cdot \nabla \psi + \text{div} v &= 0,
\end{align*}
$$

\hspace{1cm} (1.12)

This system is linked to the isothermal Euler system (1.7) (and thus also to (1.6)) in the sense that it is the same but written in "Riemann-like" variables (with $\rho = e^{\psi}$).

Remark 1.2. If we neglect the convective terms $(v \cdot \nabla)v$ and $v \cdot \nabla \psi$, which are still not regularizing terms and may already lead to shocks (like for the Burgers equation), then we would get the system

$$
\begin{align*}
\partial_t v + \lambda \nabla \psi &= 0, \\
\partial_t \psi + \text{div} v &= 0,
\end{align*}
$$

\hspace{1cm} (1.13)

For instance, $\psi$ would satisfy

$$
\partial^2_t \psi - \lambda \Delta \psi = 0,
$$

and a similar equation would hold for $v$. In particular, when $\lambda > 0$, we get the wave equation, which is well posed in $L^2$-based spaces (e.g. $(\psi(0), \partial_t \psi(0)) \in H^1 \times L^2$), or based on Zhidkov spaces for instance. However, if $\lambda < 0$, this equation becomes way more singular. Indeed, for the Fourier transform, defined for every $f \in L^1$ and for every $\xi \in \mathbb{R}^d$ by

$$
\hat{f}(\xi) = \mathcal{F}(f)(\xi) := \int f(x)e^{-i\xi \cdot x} \, dx,
$$

and then extended for any $f \in L^2$, we get

$$
\partial^2_t \hat{\psi} - |\lambda||\xi|^2 \hat{\psi} = 0,
$$

whose solutions are

$$
\hat{\psi}(\xi) = \hat{\psi}(0) \cosh(\sqrt{|\lambda||\xi|} t) + \partial_t \hat{\psi}(0) \sinh(\sqrt{|\lambda||\xi|} t).
$$

Thus the Fourier transform is in $L^2$ for some interval $[0, T]$ only if the initial data are analytic. Hence, one may probably not hope for a Cauchy theory of (1.12) (and thus for (1.10)) in lower regularities for this case (see for instance [40] in 1D and [37] in higher dimension). Our construction will still work for $\lambda > 0$, so we take the general case $\lambda \neq 0$. 

4
1.4. Transformation of the system

Obviously, we have

\[ \nabla \left( \text{Re} \psi^\varepsilon \right) = \text{Re} \left( \nabla \psi^\varepsilon \right) \]

Therefore, the system (1.10) does not involve \( \psi^\varepsilon \) directly, but only derivatives of this function. Therefore, in the same way as for \( \phi^\varepsilon \) and \( v^\varepsilon \), one can transform the equation for \( \psi^\varepsilon \) into an equation for \( \zeta^\varepsilon \)

\[ \zeta^\varepsilon := \nabla \psi^\varepsilon, \quad (1.14) \]

so that (1.10) becomes

\[
\begin{aligned}
&\partial_t v^\varepsilon + (v^\varepsilon \cdot \nabla) v^\varepsilon + \lambda \text{Re} \zeta^\varepsilon = 0, \\
&\partial_t \zeta^\varepsilon + \nabla (v^\varepsilon \cdot \zeta^\varepsilon) + \nabla \text{div} v^\varepsilon = i \varepsilon \left( \nabla \text{div} \zeta^\varepsilon + 2 \nabla (\zeta^\varepsilon \cdot \zeta^\varepsilon) \right), \\
&v^\varepsilon (0) = \nabla \phi^\varepsilon, \\
&\zeta^\varepsilon (0) = \nabla \psi^\varepsilon. 
\end{aligned}
\]

(1.15)

In the same way as the relation between (1.3) and (1.11), (1.14) is equivalent to

\[
\psi^\varepsilon (t, x) = \psi^\varepsilon_{in} (x) - \int_0^t \left[ v^\varepsilon (\tau, x) \cdot \zeta^\varepsilon (\tau, x) + \text{div} v^\varepsilon (\tau, x) - i \varepsilon \left( \text{div} \zeta^\varepsilon (\tau, x) + 2 \zeta^\varepsilon (\tau, x) \cdot \zeta^\varepsilon (\tau, x) \right) \right] \, d\tau. \quad (1.16)
\]

Indeed, it is obvious that, with the definition (1.16), \( \psi^\varepsilon (0) = \psi^\varepsilon_{in} \), i.e. \( \nabla \psi^\varepsilon (0) = \nabla \psi^\varepsilon_{in} = \zeta^\varepsilon (0) \), and one can easily compute that

\[ \partial_t (\nabla \psi^\varepsilon) - \partial_t \zeta^\varepsilon = \nabla \partial_t \psi^\varepsilon - \partial_t \zeta^\varepsilon = 0. \]

1.5. Main results

1.5.1. Notations for analytic spaces.

All across the paper, we denote

\[ \langle \xi \rangle := \sqrt{1 + |\xi|^2}. \]

Then, for \( \delta, \ell \geq 0 \) and \( n \in \mathbb{N}^* \), define the analytic spaces (like in [31]):

\[ \mathcal{H}^\ell_\delta (\mathbb{R}^d, \mathbb{R}^n) := \left\{ f \in L^2 (\mathbb{R}^d, \mathbb{R}^n), \| f \|_{\mathcal{H}^\ell_\delta} < \infty \right\}, \]

where \( L^2 (\mathbb{R}^d, \mathbb{R}^n) \) designates the functions in \( L^2 \) from \( \mathbb{R}^d \) with values in \( \mathbb{R}^n \) and

\[ \| f \|_{\mathcal{H}^\ell_\delta}^2 = \int_{\mathbb{R}^d} \langle \xi \rangle^{2\ell} e^{2\delta \langle \xi \rangle} \left| \hat{f} (\xi) \right|^2 \, d\xi =: \| f \|_{\ell, \delta}^2, \]

and \( \hat{f} = \mathcal{F} (f) \) designates the Fourier transform in space variables. We also define the scalar product associated to this norm:

\[ \langle f, g \rangle_{\ell, \delta} := \int_{\mathbb{R}^d} \langle \xi \rangle^{2\ell} e^{2\delta \langle \xi \rangle} \left| \hat{f} (\xi) \right| \left| \hat{g} (\xi) \right| \, d\xi. \]

For simplicity of notations, we will drop \( (\mathbb{R}^d, \mathbb{R}^n) \) in the definition of \( \mathcal{H}^\ell_\delta \) and also in \( L^2 \). When we consider "continuous" \( \mathcal{H}^\ell_\delta \) valued functions, these are functions that belong to

\[ C(I, \mathcal{H}^\ell_\delta) := \left\{ f \in C(I, L^2), \mathcal{F}^{-1} (w_\delta \hat{f}) \in C(I, \mathcal{H}^\ell_0) = C(I, H^\ell) \right\}, \]

for some interval \( I \) and where

\[ w_\delta := \exp \left( \delta \langle \xi \rangle \right), \]

with \( \delta = \delta (t) \) continuous (and even \( C^1 \)). When \( I = [0, T] \), we denote

\[ C_T \mathcal{H}^\ell_\delta := C([0, T], \mathcal{H}^\ell_\delta), \]

\[ L^\infty_T \mathcal{H}^\ell_\delta := L^\infty ((0, T), \mathcal{H}^\ell_\delta), \]
\[ L^2_\delta \mathcal{H}^\ell_\delta := L^2((0, T), \mathcal{H}^\ell_\delta), \]
\[ H^1_\delta \mathcal{H}^\ell_\delta := H^1((0, T), \mathcal{H}^\ell_\delta). \]

Moreover, we also denote the following norms for any \( t \in [0, T] \) as

\[ \|f\|_{L^\infty, t, \ell, \delta} := \|f\|_{L^\infty(0, T, \mathcal{H}^\ell)}, \]
\[ \|f\|_{L^2, t, \ell, \delta} := \|f\|_{L^2(0, T, \mathcal{H}^\ell)}. \]

Finally, for any \( M, \ell, \delta > 0 \) and \( f \in L^\infty_t \mathcal{H}^\ell_\delta \cap L^2_t \mathcal{H}^{\ell+\frac{1}{2}}_\delta \cap C_T \mathcal{H}^{\ell-\frac{1}{2}}_\delta \), we also define for all \( t \in [0, T] \):

\[ \mathcal{E}_{M, \ell, \delta}(f)(t) := \|f(t)\|_{L^2, t, \ell, \delta}^2 + 2M \|f\|_{L^2, t, \ell, \delta}^2. \]

1.5.2. Main result on \((\zeta^\varepsilon, v^\varepsilon)\). We are interested in system (1.15) in an analytic framework. For this, fix \( \lambda \neq 0, \ell > \frac{d}{2} \) and \( \delta_{in} > 0 \) for the rest of this paper. Then, we assume the following:

**Assumption 1.** \( \psi^\varepsilon_{in}, \phi^\varepsilon_{in} \in C^1(\mathbb{R}^d) \) are such that \( \nabla \psi^\varepsilon_{in} \in \mathcal{H}^\ell_{\delta_{in}} \) and \( \nabla \phi^\varepsilon_{in} \in \mathcal{H}^{\ell+1}_{\delta_{in}} \) are uniformly bounded in \( \varepsilon \in [0, 1] \) in these spaces: there exists \( \omega_{in} \) such that for all \( \varepsilon \in [0, 1] \)

\[ \|\nabla \psi^\varepsilon_{in}\|_{L^2, \ell, \delta_{in}} \leq \omega_{in}. \]

**Remark 1.3.** The initial data \( \psi^\varepsilon_{in} \) and \( \phi^\varepsilon_{in} \) might be unbounded when \( |x| \to \infty \), or have different limits at infinity (for instance at \( \pm \infty \) in \( \dim d = 1 \), see Section 6 and more specifically Lemma 6.1). In particular, this means that we allow the initial data \( u^\varepsilon_{in} \) for (1.1) or \( \rho^0_{in} \) for (1.7) to be near vacuum at infinity. This is different from (1.3), which requires the initial data to be bounded away from zero (along with \( \lambda > 0 \)).

Our first main result is divided into two parts. Under the previous assumptions, the first part addresses the Cauchy problem (1.15). With such a Cauchy theory, we then deal with semiclassical limit by stating that \((\zeta^\varepsilon, v^\varepsilon)\) converge (in some sense) to \((\zeta^0, v^0)\) as \( \varepsilon \to 0 \). For the latter, we define for any \( k > 0 \) the following constant which depends only on \( \varepsilon \):

\[ (D^\varepsilon_{k})^2 := \|\nabla \psi^\varepsilon_{in} - \nabla \psi^0\|_{L^2, \ell, \delta_{in}}^2 + \|\nabla \phi^\varepsilon_{in} - \nabla \phi^0\|_{L^2, \ell, \delta_{in}}^2. \]

**Theorem 1.4.** For any \((\psi^\varepsilon_{in}, \phi^\varepsilon_{in})\) satisfying Assumption 2 there exists \( T > 0, M > 0 \) and \( \delta = \delta(t) := \delta_{in} - M t \) such that, for all \( \varepsilon \in [0, 1] \):

- **There exists a unique solution** \((\zeta^\varepsilon, v^\varepsilon) \in L^\infty((0, T), \mathcal{H}^\ell \mathcal{H}^{\ell+1}) \cap C([0, T], \mathcal{H}^{\ell+\frac{1}{2}} \mathcal{H}^{\ell+\frac{1}{2}}) \cap L^2((0, T), \mathcal{H}^{\ell+\frac{1}{2}} \mathcal{H}^{\ell+\frac{1}{2}})) \)

- **There exists** \( C > 0 \) independent of \( \varepsilon \in [0, 1] \) such that

\[ \|\zeta^\varepsilon - \zeta^0\|_{L^\infty, T, \ell+\frac{1}{2}, \delta} + \|v^\varepsilon - v^0\|_{L^\infty, T, \ell+\frac{1}{2}, \delta} + \|\zeta^\varepsilon - \zeta^0\|_{L^2, T, \ell, \delta} + \|v^\varepsilon - v^0\|_{L^2, T, \ell, \delta} \leq C\sqrt{\varepsilon + D^\varepsilon_{k}}, \]

and, if \( \ell > \frac{d}{2}, \)

\[ \|\zeta^\varepsilon - \zeta^0\|_{L^\infty, T, \ell-\frac{1}{2}, \delta} + \|v^\varepsilon - v^0\|_{L^\infty, T, \ell, \delta} + \|\zeta^\varepsilon - \zeta^0\|_{L^2, T, \ell-\frac{1}{2}, \delta} + \|v^\varepsilon - v^0\|_{L^2, T, \ell-\frac{1}{2}, \delta} \leq C\varepsilon + D^\varepsilon_{k}. \]

1.5.3. Main result on \((\psi^\varepsilon, \phi^\varepsilon)\). Once we have a Cauchy theory for the system (1.15), we can define \( \psi^\varepsilon \) with (1.16). From this definition, it is easy to prove that \( \nabla \psi^\varepsilon = \zeta^\varepsilon \) like in Section 1.4. In a similar way, we then define \( \phi^\varepsilon \) with (1.11). However, we can not prove directly that \( \nabla \phi^\varepsilon = v^\varepsilon \). Indeed, we need (1.5) to hold, *i.e.* that \( v^\varepsilon \) is irrotational. This is obviously true at \( t = 0 \). To prove it for \( t > 0 \), note that taking the curl of the equation on \( v^\varepsilon \) gives a linear equation on curl \( v^\varepsilon \). Therefore, from the previous result, we also gain a local Cauchy theory for (1.9) through the
the effect of scaling for (1.1): if $u$

similar relation holds for $F$ or any $1.7$

$1.6$

the second case (in both the second part of Theorem 1.4 and the third one of Corollary 1.5) by the fact that in particular the term define for any relations (1.11) and (1.16). Moreover, the semiclassical limit can also be extended to these functions, which leads to define for any $k > 0$ the following constant which depends only on $\varepsilon$:

$$(\tilde{D}^{\varepsilon})^2 := \|\psi^{\varepsilon}_m - \psi^0\|_{k, \delta_m}^2 + \|\phi^{\varepsilon}_m - \phi^0\|_{k+1, \delta_m}^2. \quad (1.17)$$

Since the assumptions for the initial data may lead to non-trivial behavior at infinity for $(\psi^{\varepsilon}_m, \phi^{\varepsilon}_m)$, we also address the behavior at infinity (in space) of $(\psi^{\varepsilon}(t), \phi^{\varepsilon}(t))$ thanks to the relations (1.11) and (1.16).

**Corollary 1.5.** For any $(\psi^{\varepsilon}_m, \phi^{\varepsilon}_m)$ satisfying Assumption 7 there exists $T > 0, M > 0$ and $\delta = \delta(t) := \delta_m - Mt$ such that, for all $\varepsilon \in [0, 1]$:

- There exists a unique solution $(\psi^{\varepsilon}, \phi^{\varepsilon}) \in C^2([0, T] \times \mathbb{R}^d)$ to (1.9) such that $(\nabla \psi^{\varepsilon}, \nabla \phi^{\varepsilon}) \in L^\infty((0, T), \mathcal{H}^{\frac{1}{2}} \times \mathcal{H}^{\frac{1}{2}}(\varepsilon + 1)) \cap \mathcal{C}([0, T], \mathcal{H}^{\frac{1}{2}} \times \mathcal{H}^{\frac{1}{2}}) \cap L^2((0, T), \mathcal{H}^{\frac{1}{2}} \times \mathcal{H}^{\frac{1}{2}}(\varepsilon + 1))$.

- There holds

$$\psi^{\varepsilon} - \psi^0 \in H^{\frac{1}{2}} \cap \mathcal{C} \cap L^\infty \cap L^2 \cap \mathcal{H}^{\frac{1}{2}} \times \mathcal{H}^{\frac{1}{2}}(\varepsilon + 1),$$

$$\phi^{\varepsilon} - \phi^0 = -M \psi^{\varepsilon} \in H^{\frac{1}{2}} \cap \mathcal{C} \cap L^\infty \cap L^2 \cap \mathcal{H}^{\frac{1}{2}} \times \mathcal{H}^{\frac{1}{2}}(\varepsilon + 1).$$

- There exists $C > 0$ independent of $\varepsilon \in [0, 1]$ such that

$$\|\psi^{\varepsilon} - \psi^0\|_{\infty, T, \ell + \frac{1}{2}, \delta} + \|\phi^{\varepsilon} - \phi^0\|_{\infty, T, \ell + \frac{1}{2}, \delta} + \|\psi^{\varepsilon} - \psi^0\|_{2, T, \ell + 1, \delta} + \|\phi^{\varepsilon} - \phi^0\|_{2, T, \ell + 2, \delta} \leq C(\varepsilon + \tilde{D}^{\varepsilon}),$$

and, if $\ell > \frac{d+1}{2}$,

$$\|\psi^{\varepsilon} - \psi^0\|_{\infty, T, \ell + \delta} + \|\phi^{\varepsilon} - \phi^0\|_{\infty, T, \ell + 1, \delta} + \|\psi^{\varepsilon} - \psi^0\|_{2, T, \ell + 1, \delta} + \|\phi^{\varepsilon} - \phi^0\|_{2, T, \ell + 2, \delta} \leq C(\varepsilon + \tilde{D}^{\varepsilon}).$$

**Remark 1.6.** $a^{\varepsilon} = e^{\frac{\varepsilon}{\sqrt{\varepsilon}}}$ satisfies (1.2) and (1.4) (along with $\phi^{\varepsilon}$ and $v^{\varepsilon}$ respectively). In particular, for $\varepsilon > 0$, $u^{\varepsilon} = e^{\frac{\phi^{\varepsilon}}{\sqrt{\varepsilon}} + \frac{\varepsilon}{2}}$ is a $C^2$ solution to (1.1) where $\phi^{\varepsilon}$ is defined by (1.11).

**Remark 1.7.** One can add any constant to $v^{\varepsilon}$, i.e., any linear function to $\phi^{\varepsilon}$, thanks to the Galilean invariance: for any $c_0 \in \mathbb{R}^d$ and any $(\zeta^{\varepsilon}, v^{\varepsilon})$ solution to (1.3), $(\zeta^{\varepsilon}(t, x - c_0t), v^{\varepsilon}(t, x - c_0t) + c_0)$ is also solution to (1.1), and a similar relation holds for $\psi^{\varepsilon}$ and $\phi^{\varepsilon}$. Moreover, the addition of a constant to $\psi^{\varepsilon}_m$ gives an explicit behaviour thanks to the effect of scaling for (1.1): if $u^{\varepsilon}$ is a solution to (1.1) and $\kappa \in \mathbb{R}$, then

$$u^{\varepsilon}(t, x)e^{\kappa - \frac{2\varepsilon t^2}{\varepsilon}}$$

also solves (1.1) (with initial datum $e^{\varepsilon u^{\varepsilon}(0)}$). The corresponding relation for $(\psi^{\varepsilon}, \phi^{\varepsilon})$ is that, if $(\psi^{\varepsilon}, \phi^{\varepsilon})$ satisfies (1.9), then $(\psi^{\varepsilon} + 2\kappa, \phi^{\varepsilon} - 2\lambda \kappa t)$ also satisfies (1.9), and this also holds for $\varepsilon = 0$. The second part of Corollary 1.5 in particular the term $\lambda \psi^{\varepsilon}_m$ is therefore consistent with the effect of the scaling.

**Remark 1.8.** In the case where $\psi^{\varepsilon}_m$ and $\phi^{\varepsilon}_m$ are independent of $\varepsilon$, the convergences are in $O(\sqrt{\varepsilon})$ and $O(\varepsilon)$ respectively for the semiclassical parts in Theorem 1.4 and Corollary 1.5. Actually, if $\ell > \frac{d+1}{2}$, the first case can be deduced from the second case (in both the second part of Theorem 1.4 and the third one of Corollary 1.5) by the fact that $(\zeta^{\varepsilon}, v^{\varepsilon})$ is uniformly bounded (for $\varepsilon \in [0, 1]$) in $L^\infty((0, T), \mathcal{H}^{\frac{1}{2}} \times \mathcal{H}^{\frac{1}{2}}(\varepsilon + 1)) \cap L^2((0, T), \mathcal{H}^{\frac{1}{2}} \times \mathcal{H}^{\frac{1}{2}}(\varepsilon + 1))$.

The second part of Corollary 1.5 gives useful information about the behavior of $\psi^{\varepsilon}(t)$ and $\phi^{\varepsilon}(t)$ at infinity in space, for $t > 0$, in particular if $\psi^{\varepsilon}_m$ and $\phi^{\varepsilon}_m$ do not have a trivial behavior at infinity. Of course, if $\psi^{\varepsilon}_m$ and $\phi^{\varepsilon}_m$ are analytic themselves, we have the following properties.
Corollary 1.9. Assume that \((\psi^\varepsilon_m, \phi^\varepsilon_m)\) satisfies Assumption 1. Define \(T, \delta(t)\) and \((\zeta^\varepsilon, v^\varepsilon)\) given by Corollary 1.5. If \(\psi^\varepsilon_m \in \mathcal{H}^{\ell+1}_\delta\), then
\[
\psi^\varepsilon \in C_T \mathcal{H}^{\ell+\frac{1}{2}}_\delta \cap L_T^\infty \mathcal{H}^{\ell+1}_\delta \cap L_T^2 \mathcal{H}^{\ell+\frac{3}{2}}_\delta.
\]
Furthermore, if we also have \(\phi^\varepsilon_m \in \mathcal{H}^{\ell+2}_\delta\), then
\[
\phi^\varepsilon \in C_T \mathcal{H}^{\ell+\frac{3}{2}}_\delta \cap L_T^\infty \mathcal{H}^{\ell+2}_\delta \cap L_T^2 \mathcal{H}^{\ell+\frac{5}{2}}_\delta.
\]

Remark 1.10. From the second part of Corollary 1.5, we know that the behaviour at infinity of \(\psi^\varepsilon(t)\) is the same as \(\psi^\varepsilon_m\) for all \(t\). Moreover, the behaviour of \(\phi^\varepsilon\) is consistent with the effect of scaling for (1.1) (see Remark 1.7).

In particular, if \(\psi^\varepsilon_m \in \mathcal{H}^\ell_\delta\), then \(\psi^\varepsilon_m(x)\) (and then also \(\psi^\varepsilon(t,x)\) for all \(t \in [0,T]\)) goes to 0 when \(|x| \to \infty\), which means that \(|u^\varepsilon(t,x)|\) goes to 1 (or any another positive constant if we add a constant to \(\psi^\varepsilon\) with Remark 1.7) when \(x \to \infty\). This is therefore linked to the Gross-Pitaevskii problem.

Yet, if \(\psi^\varepsilon_m\) goes to \(-\infty\) at infinity, then so does \(\psi^\varepsilon(t)\) for any \(t \in [0,T]\), which means that we are close to vacuum at infinity at any time for (1.1) and (1.7). More generally, if \(\psi^\varepsilon_m\) is bounded by above, then so are \(\psi^\varepsilon(t)\) and \(|u^\varepsilon(t)|\) for any \(t \in [0,T]\). Moreover, in any case and for any compact subset \(K \subset \mathbb{R}^d\) and any \(k \in \mathbb{N}\), \(\psi^\varepsilon(t)\) and \(u^\varepsilon(t)\) are \(C^k(K)\) and all the above convergences and properties hold by substituting the analytic spaces in space by \(C^k(K)\) due to the fact \(\mathcal{H}_\delta \subset C^k(K)\) for any \(\delta > 0\) and \(\ell \in \mathbb{N}\).

1.5.4. Semiclassical limit. The convergence given in both Theorem 1.4 and Corollary 1.5 suffices to infer the convergence of quadratic observables in some way as soon as the initial data converge. Therefore, we state the following assumptions (we recall that \(\tilde{D}^\varepsilon_k\) is defined in (1.17)):

Assumption 2. There exists \(C > 0\) such that:
\[
\tilde{D}^\varepsilon_{\ell+\frac{1}{2}} \leq C\sqrt{\varepsilon}.
\]

Assumption 3. \(\ell > \frac{d+1}{2}\) and there exists \(C > 0\) such that:
\[
D^\varepsilon_{\ell} \leq C\varepsilon.
\]

Corollary 1.11. Under Assumption 1 and Assumption 2 or 3, the position and momentum densities converge in the following sense: for any compact subset \(K \subset \mathbb{R}^d\), any \(k \in \mathbb{N}\) and all \(T' < \frac{\delta}{\varepsilon}\) such that \(T' \leq T\), there holds
\[
|u^\varepsilon|^2 \begin{array}{c} \rightarrow \end{array}_{\varepsilon \to 0} e^{\psi^0}, \quad \text{and} \quad \operatorname{Im}(\varepsilon u^\varepsilon \nabla u^\varepsilon) \begin{array}{c} \rightarrow \end{array}_{\varepsilon \to 0} e^{\psi^0} v^0, \quad \text{in } L^\infty((0,T'), C^k(K)).
\]

Furthermore, if all \(\psi^\varepsilon_m(x)\) are uniformly bounded by above, then all \(\psi^\varepsilon(t,x)\) are uniformly bounded by above in \((0,T') \times \mathbb{R}^d\) and there holds for all \(k \in \mathbb{N}\)
\[
\left\| |u^\varepsilon|^2 - e^{\psi^0} \right\|_{L^\infty_T \mathcal{H}^k} + \left\| \operatorname{Im}(\varepsilon u^\varepsilon \nabla u^\varepsilon) - e^{\psi^0} v^0 \right\|_{L^\infty_T \mathcal{H}^k} \begin{array}{c} \rightarrow \end{array}_{\varepsilon \to 0} 0.
\]

However, regarding convergence of the wave functions, the previous result is not sufficient. Indeed, as fast as \(\phi^\varepsilon_m\) and \(\psi^\varepsilon_m\) may converge as \(\varepsilon \to 0\), Corollary 1.5 guarantees at most that \(\phi^\varepsilon - \phi^0 = O(\varepsilon)\), which only ensures that \(e^{\phi^\varepsilon + i\phi^\varepsilon} - e^{\phi^0 + i\phi^0} = O(1)\) due to the rapid oscillations. In order to get a better approximation, we have to approximate \(\phi^\varepsilon\) up to an error \(o(\varepsilon)\) by adding a corrective term. For this purpose, we consider the system obtained by linearizing (1.9) around \((\psi^0, \phi^0)\), with \((\psi_{m,1}, \phi_{m,1})\) real-valued initial data:

\[
\begin{cases}
\partial_t \phi_1 + v^0 \cdot \nabla \phi_1 + \lambda \Re \psi_1 = 0, \\
\partial_t \psi_1 + v^0 \cdot \nabla \psi_1 + \nabla \phi_1 \cdot \zeta^0 + \Delta \psi_1 = \frac{i}{2} \left( \frac{\phi_1}{\zeta^0} + \frac{\zeta^0}{\phi_1} \right).
\end{cases}
\]

\[
\psi_1(0) = \psi_{m,1}, \quad \phi_1(0) = \phi_{m,1}.
\]
In the same way as previously, determining \( \phi_1^e \) and \( \psi_1^e \) is equivalent to determining \( v_1^e = \nabla \phi_1^e \) and \( \zeta_1^e = \nabla \psi_1^e \). solution to

\[
\begin{aligned}
\partial_t v_1 + \nabla (v_0 \cdot v_1) + \lambda \Re \zeta_1 &= 0, \\
\partial_t \zeta_1 + \nabla (v_0 \cdot \zeta_1) + \nabla (v_1 \cdot \zeta_0) + \nabla \div v_1 &= \frac{i}{2} \left( \nabla \div \zeta_0 + 2 \nabla (\zeta_0 \cdot \zeta_0) \right),
\end{aligned}
\]

along with the relations

\[
\begin{aligned}
\psi_1(t, x) &= \psi_{m,1} + \int_0^t \left[ \frac{i}{2} \left( \div \zeta_0(\tau, x) + 2 \zeta_0(\tau, x) \cdot \zeta_0(\tau, x) \right) - v_0(\tau, x) \cdot \zeta_1(\tau, x) - v_1(\tau, x) \cdot \zeta_0(\tau, x) \right] d\tau, \\
\phi_1(t, x) &= \phi_{m,1} - \int_0^t \left( v_0(\tau, x) \cdot v_1(\tau, x) + \lambda \Re \psi_1(\tau, x) \right) d\tau.
\end{aligned}
\]

**Remark 1.12.** This is also equivalent to linearize (1.15) around \((\zeta_0, v_0)\).

Provided \((\zeta_0, v_0)\) satisfying the conclusion of Theorem [4] and \((\nabla \psi_{m,1}, \nabla \phi_{m,1}) \in H_{\delta_m}^m \times H_{\delta_m}^{m+1} \) with \( \frac{d-1}{2} < m \leq l - 1 \), we will see that the solution \((\zeta_1, v_1)\) to (1.19) belongs to \((L_T^2 H_{\delta}^m \times L_T^2 H_{\delta}^{m+1}) \cap (L_T^2 H_{\delta}^{m+\frac{1}{2}} \times L_T^2 H_{\delta}^{m+\frac{\delta}{2}})\). Similarly, if \((\psi_{m,1}, \phi_{m,1}) \in H_{\delta_m}^m \times H_{\delta_m}^{m+2}\), we will see that the solution \((\psi_1, \phi_1)\) to (1.18) belongs to \((L_T^2 H_{\delta}^{m+1} \times L_T^2 H_{\delta}^{m+2}) \cap (L_T^2 H_{\delta}^{m+\frac{1}{2}} \times L_T^2 H_{\delta}^{m+\frac{\delta}{2}})\). The appearance of these correctors, and in particular regarding cases where they are trivial or not, have already been discussed in [9] in a more classical WKB framework. However, our context is a bit more particular, and we have the following:

**Lemma 1.13.** \( \phi_1(t) \equiv 0 \) on \([0, T]\) if and only if \((\psi_{m,1}, \phi_{m,1}) \equiv (0, 0)\).

From the previous discussion, we make the following assumptions:

**Assumption 4.** \( \ell > \frac{d+3}{2} \) and there exists \((\psi_{m,1}, \phi_{m,1})\) such that

\[
\tau_{\ell-2}^e := \| \nabla \psi_{m,1} - (\nabla \psi_{m,1} + \varepsilon \nabla \phi_{m,1}) \|_{\ell-2, \delta} + \| \nabla \psi_{m,1} - (\nabla \phi_{m,1} + \varepsilon \nabla \phi_{m,1}) \|_{\ell-1, \delta} = o(\varepsilon) \quad \text{as} \quad \varepsilon \to 0.
\]

**Assumption 5.** \( \ell > \frac{d+3}{2} \) and there exists \((\psi_{m,1}, \phi_{m,1})\) such that

\[
\tau_{\ell-1}^e := \| \psi_{m,1} - (\psi_{m,1} + \varepsilon \phi_{m,1}) \|_{\ell-1, \delta} + \| \phi_{m,1} - (\phi_{m,1} + \varepsilon \phi_{m,1}) \|_{\ell, \delta} = o(\varepsilon) \quad \text{as} \quad \varepsilon \to 0.
\]

Our final result is stated as follows.

**Theorem 1.14.** Under Assumption 4 there exists an \( \varepsilon \)-independent \( C > 0 \) such that for all \( \varepsilon \in [0, 1], \)

\[
\begin{aligned}
\| \psi^e - (\zeta_0 + \varepsilon \zeta_1) \|_{\infty, T, \ell-2, \delta} + \| \zeta^e - (\zeta_0 + \varepsilon \zeta_1) \|_{2, T, \ell-\frac{1}{2}, \delta} &\leq C(\tau_{\ell-2}^e + \varepsilon^2), \\
\| \psi^e - (v^0 + \varepsilon v_1) \|_{\infty, T, \ell-1, \delta} + \| \psi^e - (v^0 + \varepsilon v_1) \|_{2, T, \ell-\frac{1}{2}, \delta} &\leq C(\tau_{\ell-2}^e + \varepsilon^2).
\end{aligned}
\]

Moreover, if Assumption 5 is satisfied, then there also holds for all \( \varepsilon \in [0, 1], \)

\[
\begin{aligned}
\| \psi^e - (\psi_0 + \varepsilon \psi_1) \|_{\infty, T, \ell-1, \delta} + \| \psi^e - (\psi_0 + \varepsilon \psi_1) \|_{2, T, \ell-\frac{1}{2}, \delta} &\leq C(\tau_{\ell-1}^e + \varepsilon^2), \\
\| \psi^e - (\phi_0 + \varepsilon \phi_1) \|_{\infty, T, \ell, \delta} + \| \psi^e - (\phi_0 + \varepsilon \phi_1) \|_{2, T, \ell+\frac{1}{2}, \delta} &\leq C(\tau_{\ell-1}^e + \varepsilon^2).
\end{aligned}
\]

In particular, for any compact subset \( K \subset \mathbb{R}^d \) and \( k \in \mathbb{N} \) and \( T' < \frac{\lambda}{M} \) such that \( T' \leq T \), there holds

\[
\| u^e - e^{\frac{\psi_0}{\varepsilon} + i\phi_1 + \frac{\phi_0}{\varepsilon}} \|_{L_T^\infty C^k(K)} = O\left(\frac{\tau_{\ell}^e}{\varepsilon} + \varepsilon\right) \xrightarrow{\varepsilon \to 0} 0
\]

and, if \( \psi_{m,1}^e \) is uniformly bounded by above,

\[
\| u^e - e^{\frac{\psi_0}{\varepsilon} + i\phi_1 + \frac{\phi_0}{\varepsilon}} \|_{L_T^\infty C^k(\mathbb{R}^d)} = O\left(\frac{\tau_{\ell}^e}{\varepsilon} + \varepsilon\right) \xrightarrow{\varepsilon \to 0} 0
\]
1.6. Outline

In Section 2, we first state a toolbox lemma for the computations in analytic spaces, and then address the Cauchy theory in Theorem 1.4 in two steps. First, we prove the existence part thanks to a scheme defined in Section 2.2. Then, we show the uniqueness of this solution through similar estimates as in the existence part. Section 3 is devoted to the semiclassical limit, with the proof of the second part of Theorem 1.4. We prove the results about \( \psi^\varepsilon \) and \( v^\varepsilon \), i.e. the second and third parts of Corollary 1.5 in Section 4. Section 5 is devoted to the semiclassical limit of the wave function: we address there Lemma 1.13 and Theorem 1.14. Last, we discuss in Section 6 the assumptions on the initial data, and in particular the differences from the direct assumption \((\psi^\varepsilon_m, \nabla \phi^\varepsilon_m) \in (\mathcal{H}^{\ell+1}_{\delta_m})^2\) for instance.
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2. Cauchy problem

In this section, we prove Theorem 1.4. Our proof is based on an iterative scheme in a similar way as in [12] for example even though it is a little different.

2.1. Analytic functions

We recall that the analytic spaces have been defined in Section 1.5.1. We first recall some properties of these spaces (see [31]).

Lemma 2.1. Let \( \ell, \delta > 0 \).

1. For any \( \alpha \in \mathbb{N}^d \) and \( f \in \mathcal{H}^{\ell+|\alpha|}_{\delta} \),
   \[
   \| \partial_\alpha^\alpha f \|_{\ell,\delta} \leq \| f \|_{\ell+|\alpha|,\delta}.
   \]
   More precisely, we have:
   \[
   \| f \|_{\ell+1,\delta}^2 = \| f \|_{\ell,\delta}^2 + \sum_{|\alpha|=1} \| \partial_\alpha^\alpha f \|_{\ell,\delta}^2. \tag{2.1}
   \]

2. For any \( s \in \mathbb{R} \), \( f \in \mathcal{H}^{\ell+s}_{\delta} \) and \( g \in \mathcal{H}^{\ell-s}_{\delta} \),
   \[
   \langle f, g \rangle_{\mathcal{H}^\ell_\delta} \leq \| f \|_{\ell+s,\delta} \| g \|_{\ell-s,\delta}.
   \]

3. For any \( m > \frac{d}{2} \), there exists \( K^{\ell,m} > 0 \) (if \( \ell = m \), we will simply denote it by \( K^\ell \)) which does not depend on \( \delta > 0 \) such that for any \( f, g \in \mathcal{H}^{\max(m,\ell)}_{\delta} \),
   \[
   \| f \cdot g \|_{\ell,\delta} \leq \frac{1}{2} K^{\ell,m} \left( \| f \|_{m,\delta} \| g \|_{\ell,\delta} + \| f \|_{\ell,\delta} \| g \|_{m,\delta} \right).
   \]

4. For any \( f \in \mathcal{H}^\ell_\delta \), if \( f \) is scalar, then
   \[
   \text{Re}(f, i\Delta f)_{\ell,\delta} = 0;
   \]
   if \( f \) is \( \mathbb{R}^d \)-valued, then
   \[
   \text{Re}(f, i\nabla \text{div} f)_{\ell,\delta} = 0;
   \]

5. If \( \ell > \frac{d}{2} \), we have a constant \( C > 0 \) such that for all \( \delta > 0 \) and all \( f \in \mathcal{H}^\ell_\delta \),
   \[
   \| f \|_{L^\infty} \leq C \| f \|_{H^\ell} \leq C \| f \|_{\ell,\delta}.
   \]
Moreover, as already said in Section 1.5.1 we take time-depending \( \delta(t) \) for the analytic regularity \( \mathcal{H}^\delta_\ell \). \( \| f \|_{\ell, \delta}^2 \) for time-depending \( f \) and \( \delta \) can be estimated thanks to the following result.

**Lemma 2.2.** For a \( C^1 \) time-dependent \( \delta \), we have:

\[
\frac{d}{dt} \| f \|_{\ell, \delta}^2 = 2\delta \| f \|_{\ell, 0}^2 + 2 \text{Re}(\bar{f}, \partial_t f)_{\ell, \delta}.
\]

The following lemma, based on the previous properties, is a toolbox for all the forthcoming analysis and estimates. For a partial proof, we refer to [12], most cases not treated in there can be treated in a similar way thanks to Lemma 2.1.

**Lemma 2.3.** Let \( m > \frac{d}{2} - 1, M > 0, \delta(t) = \delta_m - Mt \) and \( T \leq \frac{\delta}{M} \). Let \( (f, g) \in C([0, T], \mathcal{H}^{m+\frac{1}{2}}_\delta \times \mathcal{H}^{m-\frac{1}{2}}_\delta) \), and denote \( D := \Delta \) if they are \( \mathbb{C} \)-valued or \( D := \nabla \text{div} \) if they are \( \mathbb{C}^d \)-valued. Let \( (F, G) \in L^2((0, T), \mathcal{H}^{m+\frac{1}{2}}_\delta \times \mathcal{H}^{m-\frac{1}{2}}_\delta) \), \( \tilde{g}_1 \in L^2_T \mathcal{H}^{m+1}_\delta, \tilde{g}_2 \in L^\infty_T \mathcal{H}^{m+1}_\delta \) and \( \theta_1, \theta_2, \theta_3 \in \mathbb{R} \), and assume that \( g \in L^2_T \mathcal{H}^{m+1}_\delta \) if \( \theta_2 \neq 0 \) and

\[
\partial_t g = F, \quad f(0) \in \mathcal{H}^{m+1}_\delta,
\]

\[
\partial_t g = G + i\theta_1 D g + i\theta_2 D \tilde{g}_1 + i\theta_3 \nabla (\tilde{g}_2 \cdot \cdot \tilde{g}_2), \quad g(0) \in \mathcal{H}^m_\delta.
\]

Then, \( t \mapsto \| f(t) \|_{m+1, \delta(t)}^2 \) and \( t \mapsto \| g(t) \|_{m, \delta(t)}^2 \) are continuous and for all \( t \in [0, T] \),

\[
\mathcal{E}_{m, m+1}(f)(t) \leq \| f(0) \|_{m+1, \delta}^2 + 2 \| f \|_{2, t, m, \frac{1}{2}, \delta} \| F \|_{2, t, m, \frac{1}{2}, \delta},
\]

\[
\mathcal{E}_{m, m, \delta}(g)(t) \leq \| g(0) \|_{m+1, \delta}^2 + 2 \| g \|_{2, t, m, \frac{1}{2}, \delta} \| G \|_{2, t, m, \frac{1}{2}, \delta}
\]

\[
+ 2 \| \theta_2 \| \| g \|_{2, t, m, \frac{1}{2}, \delta} \| \tilde{g}_1 \|_{2, t, m, \frac{1}{2}, \delta} + 2T | \theta_3 | \| g \|_{\mathcal{H}^{\infty, t, m, \frac{1}{2}, \delta}} \| \tilde{g}_2 \|_{2, t, m, \frac{1}{2}, \delta}.
\]

In the case \( \theta_2 = 0 \), the term \( 2 | \theta_2 | \| g \|_{2, m+1, \delta} \| \tilde{g}_1 \|_{2, m+1, \delta} \) should be understood to be zero in any case. Moreover, there holds for all \( t \in [0, T] \)

- **If** \( F = F_1 \cdot F_2 \) with \( F_1 \in L^\infty_T \mathcal{H}^{m+\frac{1}{2}}_\delta \) and \( F_2 \in L^2_T \mathcal{H}^{m+\frac{1}{2}}_\delta \) and \( m > \frac{d-1}{2} \), then

\[
\| F \|_{2, t, m+\frac{1}{2}, \delta} \leq K^{m+\frac{1}{2}} \| F_1 \|_{\mathcal{H}^{\infty, t, m+\frac{1}{2}, \delta}} \| F_2 \|_{2, t, m+\frac{1}{2}, \delta},
\]

where \( K^{m+\frac{1}{2}} \) is defined in Lemma 2.7 (part 3).

- **If** \( F = (F_1 \cdot \nabla) F_2 \) with \( F_1 \in L^\infty_T \mathcal{H}^{m+\frac{1}{2}}_\delta \) and \( F_2 \in L^2_T \mathcal{H}^{m+\frac{1}{2}}_\delta \) and \( m > \frac{d-1}{2} \), then

\[
\| F \|_{2, t, m+\frac{1}{2}, \delta} \leq K^{m+\frac{1}{2}} \| F_1 \|_{\mathcal{H}^{\infty, t, m+\frac{1}{2}, \delta}} \| F_2 \|_{2, t, m+\frac{1}{2}, \delta},
\]

(2.3)

- **If** \( F = (F_1 \cdot \nabla) F_2 \) with \( F_1 \in L^2_T \mathcal{H}^{m+\frac{1}{2}}_\delta \) and \( F_2 \in L^\infty_T \mathcal{H}^{m+\frac{1}{2}}_\delta \) and \( m > \frac{d-1}{2} \), then

\[
\| F \|_{2, t, m+\frac{1}{2}, \delta} \leq K^{m+\frac{1}{2}} \| F_1 \|_{2, t, m+\frac{1}{2}, \delta} \| F_2 \|_{\mathcal{H}^{\infty, t, m+\frac{1}{2}, \delta}},
\]

(2.4)

- **If** \( F = \theta_4 \text{Re} F_1 \) with \( F_1 \in L^2_T \mathcal{H}^{m+\frac{1}{2}}_\delta \) and \( \theta_4 \in \mathbb{R} \), then

\[
\| F \|_{2, t, m+\frac{1}{2}, \delta} \leq 2 | \theta_4 | \| F_1 \|_{\mathcal{H}^{\infty, t, m+\frac{1}{2}, \delta}}.
\]

(2.5)

- **If** \( F = \nabla(F_1 \cdot F_2) \) with \( F_1 \in L^\infty_T \mathcal{H}^{m+\frac{1}{2}}_\delta \) and \( F_2 \in L^2_T \mathcal{H}^{m+\frac{1}{2}}_\delta \), then

\[
\| F \|_{2, t, m+\frac{1}{2}, \delta} \leq K^{m+\frac{1}{2}} \| F_1 \|_{\mathcal{H}^{\infty, t, m+\frac{1}{2}, \delta}} \| F_2 \|_{2, t, m+\frac{1}{2}, \delta}.
\]

(2.6)
• If $G = \nabla (G_1 \cdot G_2)$ with $G_1 \in L^\infty_T H^{m+\frac{1}{2}}_\delta$ and $G_2 \in L^2_T H^{m+\frac{1}{2}}_\delta$ and $m > \frac{d-1}{2}$, then
  \[ \|G\|_{2,t,m-\frac{1}{2},\delta} \leq K^{m+\frac{1}{2}} \|G_1\|_{\infty,m+\frac{1}{2},\delta} \|G_2\|_{2,t,m+\frac{1}{2},\delta}. \]  
  (2.7)

• If $G = \theta_5 \nabla G_1$ with $G_1 \in L^2_T H^{m+\frac{1}{2}}_\delta$ and $\theta_5 \in \mathbb{C}$, then
  \[ \|G\|_{2,t,m-\frac{1}{2},\delta} \leq |\theta_5| \|G_1\|_{2,t,m+\frac{1}{2},\delta}. \]  
  (2.8)

• If $G = \theta_6 \nabla (G_1 \cdot G_1)$ with $G_1 \in L^\infty_T H^m_\delta \cap L^2_T H^{m+\frac{1}{2}}_\delta$ and $\theta_6 \in \mathbb{C}$ and $m > \frac{d}{2}$, then
  \[ \|G\|_{2,t,m-\frac{1}{2},\delta} \leq |\theta_6| K^{m+\frac{1}{2}} \|G_1\|_{\infty,t,m+\frac{1}{2},\delta} \|G_1\|_{2,t,m+\frac{1}{2},\delta}. \]  
  (2.9)

• If $G = G_1 \cdot G_2$ with $G_1 \in L^\infty_T H^{m+1}_\delta$ and $G_2 \in L^2_T H^{m+1}_\delta$, then
  \[ \|G\|_{2,t,m-\frac{1}{2},\delta} \leq K^{m+1} \|G_1\|_{\infty,t,m+1,\delta} \|G_2\|_{2,t,m+1,\delta}. \]  
  (2.10)

or, if $m > \frac{d-1}{2}$,
  \[ \|G\|_{2,t,m-\frac{1}{2},\delta} \leq K^{m+\frac{1}{2}} \|G_1\|_{\infty,t,m+\frac{1}{2},\delta} \|G_2\|_{2,t,m+\frac{1}{2},\delta}. \]  
  (2.11)

• If $G = \theta_7 \text{div} \ G_1$ with $G_1 \in L^2_T H^{m+\frac{1}{2}}_\delta$ and $\theta_7 \in \mathbb{C}$, then
  \[ \|G\|_{2,t,m-\frac{1}{2},\delta} \leq |\theta_7| \|G_1\|_{2,t,m+\frac{1}{2},\delta}. \]  
  (2.12)

### 2.2. Setting of the scheme

Let $\varepsilon \in [0,1]$. Set $\zeta(t) := \nabla \psi_m$ and $v(t) := \nabla \phi_m$ for all $t \geq 0$. Then, for all $k \in \mathbb{N}$, define $\zeta_{k+1}$ and $v_{k+1}$ by induction as the solution to

\[
\begin{cases}
\partial_t v_{k+1} + (v_k \cdot \nabla) v_{k+1} + \lambda \text{Re} \frac{1}{2} \zeta_k = 0, \\
\partial_t \zeta_{k+1} + \nabla \left( v_k \cdot \zeta_k \right) + \nabla \text{div} v_{k+1} = \frac{i}{2} \left( \nabla \text{div} \zeta_{k+1} + 2
\n\n\end{cases}
\]

The first equation is an explicit transport equation with source term and does not depend on $\zeta_{k+1}$ so that $v_{k+1}$ can be defined first independently. For our case, we will show that those terms are smooth (and even analytic). Then, the second equation can be solved thanks to the Schrödinger semigroup:

\[
\zeta_{k+1}(t) = \nabla e^{i\frac{1}{2} \Delta t} \psi_{\infty} - \nabla \int_0^t e^{i\frac{1}{2}(\tau-t)\Delta} \left( v_k(\tau) \cdot \zeta_k(\tau) + \frac{1}{2} \text{div} v_{k+1}(\tau) - i \frac{\varepsilon}{2} \zeta_{k+1}(\tau) \cdot \zeta_k(\tau) \right) d\tau.
\]  
  (2.14)

It is easy to see that $\zeta_{k+1}$ defined by (2.14) satisfies (2.13). Indeed, define

\[
v_{k+1}(t) = e^{i\frac{1}{2} \Delta t} \psi_{\infty} - \nabla \int_0^t e^{i\frac{1}{2}(\tau-t)\Delta} \left( v_k(\tau) \cdot \zeta_k(\tau) + \frac{1}{2} \text{div} v_{k+1}(\tau) - i \frac{\varepsilon}{2} \zeta_{k+1}(\tau) \cdot \zeta_k(\tau) \right) d\tau,
\]

then it easy to check that $\zeta_{k+1} = \nabla \psi_{k+1}$ and

\[
\partial_t \nabla \psi_{k+1} - i \frac{\varepsilon}{2} \Delta \psi_{k+1} = - \left( v_k \cdot \zeta_k + \frac{1}{2} \text{div} v_{k+1} - i \frac{\varepsilon}{2} \zeta_{k+1} \cdot \zeta_k \right).
\]
2.3. Well-posedness of the scheme

Fix now \( \psi^e_{in}, \phi^e_{in} \) satisfying Assumption \( \mathbb{I} \). With this assumption, our scheme is well-posed (at least locally in time).

Lemma 2.4. There exists \( M > 0 \) and \( T \in (0, \frac{4 \delta}{M^2}) \) such that, for \( \delta(t) := \delta_{in} - Mt \), \((\zeta^e_k, \psi^e_k)\) is well defined and uniformly bounded in both \( k \in \mathbb{N} \) and \( \varepsilon \in [0, 1] \) in \( C([0, T], H^{k+1}_\delta) \cap L^2((0, T), H^{k+\frac{3}{2}}_\delta \times H^{k+\frac{1}{2}}_\delta) \).

Proof. We show this result by induction. The fact that Lemma 2.4. results in \( \zeta^e_k \) and \( \psi^e_k \) are well defined is obviously true. Since \( \partial_t \psi^e_k = \partial_t \zeta^e_k = 0 \), Lemma 2.3 gives for all \( t \geq 0 \) with \( \delta(t) = \delta_{in} - Mt \):

\[
\mathcal{E}_{M, \ell, \delta}(\zeta^e_k(t)) + \mathcal{E}_{M, \ell+1, \delta}(\psi^e_k(t)) \leq \| \zeta^e_k \|_{\ell, \delta_{in}}^2 + \| \psi^e_k \|_{\ell+1, \delta_{in}}^2 \leq \omega_{in}.
\]

Therefore, we have \((\zeta^e_0, \psi^e_0) \in L^\infty((0, T), H^{k+1}_\delta \times H^{k}_\delta) \cap L^2((0, T), H^{k+\frac{3}{2}}_\delta \times H^{k+\frac{1}{2}}_\delta)\) as long as we take \( M > 0 \). Now, assume that it is true for some \( k \geq 0 \). With this property, \( \psi^e_{k+1} \) is solution of a transport equation with explicit smooth terms and is therefore well defined (thanks to characteristics). Then, \( \zeta^e_{k+1} \) is also well defined thanks to (2.14) along with the property of the Schrödinger semigroup in analytic spaces. Then, we use Lemma 2.3 with \( f = \psi^e_{k+1}, \ g = \zeta^e_{k+1}, \ m = \ell, \ \theta_1 = \frac{\delta}{2}, \ (2.3), \ (2.5) \) with \( \theta_3 = \lambda \) and \((2.7), (2.9) \) with \( \theta_1 = 1 \) and \( \theta_0 = i \frac{\delta}{2} \). For that, set

\[
\begin{align*}
\omega^e_k(t) &:= \| \zeta^e_k \|_{\infty, t, \ell, \delta}^2 + \| \psi^e_k \|_{\infty, t, \ell+1, \delta}^2, \\
\eta^e_k(t) &:= \| \zeta^e_k \|_{2, t, \ell+\frac{1}{2}, \delta}^2 + \| \psi^e_k \|_{2, t, \ell+\frac{1}{2}, \delta}^2.
\end{align*}
\]

We also use the following computations:

\[
2 \| \psi^e_{k+1} \|_{2, t, \ell+\frac{1}{2}, \delta} \| \zeta^e_k \|_{2, t, \ell+\frac{1}{2}, \delta} \leq \| \psi^e_{k+1} \|_{2, t, \ell+\frac{1}{2}, \delta} \| \zeta^e_k \|_{2, t, \ell+\frac{1}{2}, \delta}^2.
\]

Therefore, for all \( \varepsilon \leq 1 \) and \( t \geq 0 \) such that \( \delta(t) \geq 0 \) and using Assumption \( \mathbb{I} \)

\[
\mathcal{E}_{M, \ell, \delta}(\zeta^e_{k+1}(t)) + \mathcal{E}_{M, \ell+1, \delta}(\psi^e_{k+1}(t)) \leq \omega_{in} + (2C_t(\sqrt{\omega^e_k(t)} + \omega^e_k(t)) + 2|\lambda| + 1)\eta^e_{k+1}(t)
\]

\[
+ 2(|\lambda| + C_t) \| \zeta^e_k \|_{2, t, \ell+\frac{1}{2}, \delta}^2,
\]

for some \( C_t > 0 \) depending only on \( \ell \). Set

\[
\begin{align*}
M_1 &:= C_\ell(\sqrt{2\omega_{in}} + 2\omega_{in}) + |\lambda| + \frac{1}{2}, \\
M_2 &:= |\lambda| + C_\ell,
M &:= M_1 + 2M_2.
\end{align*}
\]

Moreover, take \( \delta(t) = \delta_{in} - Mt \) and set \( T = M^{-1}\delta_{in} \) so that \( \delta(t) \geq 0 \) for all \( t \in [0, T] \). From these estimates and definitions, we can prove that the scheme is uniformly bounded thanks to the following Lemma.

Lemma 2.5. For all \( \varepsilon \in [0, 1], \ t \in [0, T] \) and \( k \in \mathbb{N} \), there holds

\[
\mathcal{E}_{2M_2, \ell, \delta}(\zeta^e_k(t)) + \mathcal{E}_{2M_2, \ell+1, \delta}(\psi^e_k(t)) \leq 2\omega_{in}.
\]

The proof is therefore complete. \( \square \)
Proof of Lemma 2.5. We prove this lemma by induction on \( k \). The estimate for \( k = 0 \) follows from (2.15) and the facts that

\[-M \leq -2M_2.\]

Now, for \( k \in \mathbb{N} \), assuming that the estimate holds at rank \( k \), we have in particular the fact that \( \omega_k(t) \leq 2\omega_{\text{in}} \) for all \( t \in [0, T] \), so that (2.16) becomes

\[
\mathcal{E}_{2M_2, \ell, \delta}(\zeta^{\varepsilon}_{k+1})(t) + \mathcal{E}_{2M_2, \ell+1, \delta}(v^{\varepsilon}_{k+1})(t) \leq \omega_{\text{in}} + 2M_2\eta_k^{\varepsilon}(t).
\]

Using again the property at rank \( k \), we have for all \( t \in [0, T] \)

\[
2M_2\eta_k^{\varepsilon}(t) \leq \omega_{\text{in}},
\]

and thus the property at rank \( k + 1 \) is proved. \( \square \)

2.4. Convergence of the scheme

We proved that the scheme is well defined. We now need to show that this scheme converges as \( k \to \infty \) in order to get a solution to (1.15) from this limit.

Lemma 2.6. Up to taking a larger \( M > 0 \) and a smaller \( T > 0 \), for any \( \varepsilon \in [0, 1] \), \((\zeta_k^{\varepsilon}, v_k^{\varepsilon})_k\) is a Cauchy sequence in \( C([0, T], \mathcal{H}^{\ell - \frac{1}{2}} \times \mathcal{H}^{\ell + \frac{1}{2}}) \cap L^2((0, T), \mathcal{H}^{\ell - \frac{1}{2}} \times \mathcal{H}^{\ell + 1}) \).

Proof. We know that \((\zeta_k^{\varepsilon}, v_k^{\varepsilon})_k\) is uniformly bounded in \( L^\infty((0, T), \mathcal{H}^{\ell - \frac{1}{2}} \times \mathcal{H}^{\ell + 1}) \cap L^2((0, T), \mathcal{H}^{\ell - \frac{1}{2}} \times \mathcal{H}^{\ell + \frac{1}{2}}) \) with Lemma 2.4. Set \( Z_k^{\varepsilon} := Z_k^{\varepsilon} - \zeta_k^{\varepsilon} \) and \( V_k^{\varepsilon} := v_k^{\varepsilon} - v_k^{\varepsilon} \) for \( k \in \mathbb{N} \). Then, we obtain for \( k \geq 1 \):

\[
\begin{aligned}
\partial_t V_k^{\varepsilon} + (v_k^{\varepsilon} \cdot \nabla) V_k^{\varepsilon} + (v_k^{\varepsilon} \cdot \nabla) v_k^{\varepsilon} + \lambda \, \text{Re} \, Z_k^{\varepsilon} = 0, \\
\partial_t Z_k^{\varepsilon} + \nabla \left( v_k^{\varepsilon} \cdot \zeta_k^{\varepsilon} \right) + \nabla \left( v_k^{\varepsilon} \cdot Z_k^{\varepsilon} \right) + \nabla \, \text{div} \, V_k^{\varepsilon} = \frac{\varepsilon}{2} \left( \nabla \, \text{div} \, Z_k^{\varepsilon} + 2 \nabla (Z_k^{\varepsilon} \cdot \zeta_k^{\varepsilon}) + 2 \nabla (\zeta_k^{\varepsilon-1} \cdot Z_k^{\varepsilon}) \right),
\end{aligned}
\]

with zero initial data. Set

\[
N_k^{\varepsilon}(t) := \| Z_k^{\varepsilon} \|_2^2 + \| V_k^{\varepsilon} \|_2^2.
\]

From the previous system and Lemma 2.3 with \( m = \ell - \frac{3}{2}, \ (2.3)-(2.5), \ (2.8) \) and three times (2.7) in a similar way as previously, along with Lemma 2.5 and the following computations:

\[
\begin{aligned}
\| V_k^{\varepsilon} \|_{2, \ell+1, \delta} \| V_k^{\varepsilon} \|_{2, \ell, \delta} \| v_k^{\varepsilon} \|_{\infty, \ell+1, \delta} \leq \omega_{\text{in}} \| V_k^{\varepsilon} \|_{2, \ell+1, \delta}^2 + \frac{1}{2} \| V_k^{\varepsilon} \|_{2, \ell, \delta}^2,
\| Z_k^{\varepsilon} \|_{2, \ell, \delta} \| V_k^{\varepsilon} \|_{2, \ell, \delta} \| \zeta_k^{\varepsilon} \|_{\infty, \ell, \delta} \leq \omega_{\text{in}} \| Z_k^{\varepsilon} \|_{2, \ell, \delta}^2 + \frac{1}{2} \| V_k^{\varepsilon} \|_{2, \ell, \delta}^2,
\| Z_k^{\varepsilon} \|_{2, \ell, \delta} \| Z_k^{\varepsilon} \|_{2, \ell, \delta} \| \sqrt{2 \omega_{\text{in}}} \|_{2, \ell, \delta} \leq \omega_{\text{in}} \| Z_k^{\varepsilon} \|_{2, \ell, \delta}^2 + \frac{1}{2} \| Z_k^{\varepsilon} \|_{2, \ell, \delta}^2,
\end{aligned}
\]

we get:

\[
\mathcal{E}_{M, \ell-\frac{3}{2}, \delta}(Z_k^{\varepsilon+1})(t) + \mathcal{E}_{M, \ell+\frac{1}{2}, \delta}(V_k^{\varepsilon+1})(t) \leq (2K^\varepsilon\sqrt{2\omega_{\text{in}}} + 2K^\varepsilon\omega_{\text{in}}(2 + \varepsilon) + 1 + 2|\lambda|)N_k^{\varepsilon+1}(t) + 2K^\varepsilon \| V_k^{\varepsilon} \|_{2, \ell, \delta}^2 + (2|\lambda| + K^\varepsilon(1 + 2\varepsilon)) \| Z_k^{\varepsilon} \|_{2, \ell, \delta}^2.
\]

Therefore, for \( \varepsilon \leq 1 \) and up to taking a slightly larger \( C_\varepsilon \) in \( M_1 \), we get

\[
\mathcal{E}_{2M_2, \ell-\frac{3}{2}, \delta}(Z_k^{\varepsilon+1})(t) + \mathcal{E}_{2M_2, \ell+\frac{1}{2}, \delta}(V_k^{\varepsilon+1})(t) \leq 2M_2N_k^{\varepsilon}(t).
\]

From this estimate, we can prove a uniform estimate.

Lemma 2.7. There holds for all \( k \in \mathbb{N} \) and \( t \in [0, T] \)

\[
I_k^{\varepsilon+1}(t) := \mathcal{E}_{2M_2, \ell-\frac{3}{2}, \delta}(Z_k^{\varepsilon+1})(t) + \mathcal{E}_{2M_2, \ell+\frac{1}{2}, \delta}(V_k^{\varepsilon+1})(t) \leq \omega_{\text{in}} 2^{-k+2}.
\]
Lemma 2.9. similar estimates. Moreover, the uniform estimates in $\epsilon$ the uniform estimates in $\epsilon$

Thus, we get (2.17) leads to Proof of Lemma 2.7. Therefore, from Lemma 2.5, we can deduce that therefore $\delta$ $\eta$ $\ell$ $\tau$. We have just proved the existence of a solution to (1.15). We now prove the uniqueness of this solution thanks to similar estimates.

Corollary 2.8. $(\zeta_k, v_k)$ converges in $C([0, T], H^{\ell+\frac{1}{2}}_\delta \times \mathcal{H}^{\ell+\frac{1}{2}}_\delta)$ and $L^2((0, T), H^{\ell+\frac{1}{2}}_\delta \times \mathcal{H}^{\ell+1}_\delta)$ to some $(\zeta, v)$ solution to (1.15), which also satisfies

$$
\|\zeta(\tau)\|_{\ell+\frac{1}{2}, \delta}^2 + \|v(\tau)\|_{\ell+1, \delta}^2 \leq 2\omega_{in}.
$$

2.5. Uniqueness of the solution.

We have just proved the existence of a solution to (1.15). We now prove the uniqueness of this solution thanks to similar estimates.

Lemma 2.9. The solution $(\zeta, v)$ to (1.15) in $C([0, T], H^{\ell+\frac{1}{2}}_\delta \times \mathcal{H}^{\ell+\frac{1}{2}}_\delta) \cap L^2((0, T), H^{\ell+\frac{1}{2}}_\delta \times \mathcal{H}^{\ell+1}_\delta) \cap L^\infty((0, T), H^{\ell+\frac{1}{2}}_\delta \times \mathcal{H}^{\ell+\frac{3}{2}}_\delta)$ is unique.
Proof. Let $(\tilde{\zeta}^\varepsilon, \tilde{\varphi}^\varepsilon)$ be another solution to (1.15) in the space $L^\infty((0, T), \mathcal{H}_{\delta}^\varepsilon \times \mathcal{H}_{\delta}^{\ell+1}) \cap C([0, T], \mathcal{H}_{\delta}^{\ell-1} \times \mathcal{H}_{\delta}^\varepsilon) \cap \cap L^2((0, T), \mathcal{H}_{\delta}^{\ell+1} \times \mathcal{H}_{\delta}^{\ell+1})$. In a similar way as in Section 2.3, defining

$$\tilde{\zeta}^\varepsilon(t) := \left\| \tilde{\zeta}^\varepsilon \right\|_{\infty, t, \ell, \delta}^2 + \left\| \tilde{\varphi}^\varepsilon \right\|_{\infty, t, \ell+1, \delta}^2,$$

$$\tilde{\eta}^\varepsilon(t) := \left\| \tilde{\zeta}^\varepsilon \right\|_{2, t, \ell+\frac{1}{2}, \delta}^2 + \left\| \tilde{\varphi}^\varepsilon \right\|_{2, t, \ell+\frac{1}{2}, \delta}^2,$$

there holds for all $t \in [0, T]$

$$E_{M, \ell, \delta}(\tilde{\zeta}^\varepsilon)(t) + E_{M, \ell+1, \delta}(\tilde{\varphi}^\varepsilon)(t) \leq \omega_{in} + (2C_\ell(\sqrt{\omega_{in}} + \tilde{\omega}^\varepsilon) + 2|\lambda| + 1 + 2C_\ell) \tilde{\eta}^\varepsilon.$$

Moreover, also from Lemma 2.3, $\left\| \tilde{\zeta}^\varepsilon(t) \right\|_{\ell, \delta}^2 + \left\| \tilde{\varphi}^\varepsilon(t) \right\|_{\ell+1, \delta}^2$ is continuous in time, and then so is $\tilde{\zeta}^\varepsilon(t)$. Therefore, the same kind of argument as already used along with a bootstrap property yields

$$E_{|\lambda|, \ell, \delta}(\tilde{\zeta}^\varepsilon)(t) + E_{|\lambda|, \ell+1, \delta}(\tilde{\varphi}^\varepsilon)(t) \leq \omega_{in}. \quad (2.18)$$

Set now $\tilde{Z}^\varepsilon := \tilde{\zeta}^\varepsilon - \zeta^\varepsilon$ and $\tilde{V}^\varepsilon := \tilde{\varphi}^\varepsilon - \varphi^\varepsilon$. Then, we obtain:

$$\begin{cases}
\partial_t \tilde{V}^\varepsilon + (\tilde{\varphi}^\varepsilon \cdot \nabla) \tilde{V}^\varepsilon + (\tilde{V}^\varepsilon \cdot \nabla) \varphi^\varepsilon + \lambda \text{ Re } \tilde{Z}^\varepsilon = 0, \\
\partial_t \tilde{Z}^\varepsilon + \nabla (\tilde{\varphi}^\varepsilon \cdot \tilde{Z}^\varepsilon) + \nabla (\varphi^\varepsilon \cdot \tilde{Z}^\varepsilon) + \nu \text{ div } \tilde{V}^\varepsilon = i\frac{\varepsilon}{2} (\nabla \text{ div } \tilde{Z}^\varepsilon + 2 \nabla (\tilde{Z}^\varepsilon \cdot \tilde{\varphi}^\varepsilon) + 2 \nabla (\zeta^\varepsilon \cdot \tilde{Z}^\varepsilon)).
\end{cases}$$

In the same way as in Section 2.4, defining

$$\tilde{\Omega}^\varepsilon(t) := \left\| \tilde{Z}^\varepsilon \right\|_{\infty, t, \ell-\frac{1}{2}, \delta}^2 + \left\| \tilde{V}^\varepsilon \right\|_{\infty, t, \ell+\frac{1}{2}, \delta}^2$$

$$\tilde{N}^\varepsilon(t) := \left\| \tilde{Z}^\varepsilon \right\|_{2, t, \ell, \delta}^2 + \left\| \tilde{V}^\varepsilon \right\|_{2, t, \ell+1, \delta}^2,$$

Lemma 2.3 with (2.3)-(2.5) and (2.7)-(2.8) yields for all $t \in [0, T]$

$$E_{M, \ell, \delta}(\tilde{Z}^\varepsilon)(t) + E_{M, \ell+1, \delta}(\tilde{V}^\varepsilon)(t) \leq (2K^\varepsilon \sqrt{\omega_{in}} + K^\varepsilon \omega_{in}(2 + \varepsilon) + 1 \leq 2|\lambda| + K^\varepsilon(1 + 2\varepsilon)) T \tilde{\Omega}^\varepsilon.$$

From the definition of $M$, we get

$$\tilde{\Omega}^\varepsilon(t) \leq (2|\lambda| + K^\varepsilon(1 + 2\varepsilon)) T \tilde{\Omega}^\varepsilon(t),$$

which gives the conclusion as soon as $T$ is small enough so that $(2|\lambda| + 3K^\varepsilon) T < 1$. This gives local uniqueness, which is sufficient to prove it even if $T$ is larger.

Remark 2.10. In particular, the previous computation (2.15) and the uniqueness property give another estimate, slightly better than that of Lemma 2.3 for the $L^\infty([0, T], \mathcal{H}_{\delta}^\varepsilon \times \mathcal{H}_{\delta}^{\ell+1})$ norm, given in the next lemma.

Lemma 2.11. For all $\varepsilon \in [0, 1]$, there holds for all $t \in [0, T]$

$$E_{|\lambda|, \ell, \delta}(\tilde{\zeta}^\varepsilon)(t) + E_{|\lambda|, \ell+1, \delta}(\tilde{\varphi}^\varepsilon)(t) \leq \omega_{in}.$$

3. SEMICLASSICAL LIMIT

We now address the semiclassical limit $\varepsilon \to 0$ in $(\zeta^\varepsilon, \varphi^\varepsilon)$ variables, i.e. the proof of the second part of Theorem 1.4. For this, we set $Z^\varepsilon := \zeta^\varepsilon - \zeta^0$ and $V^\varepsilon := \varphi^\varepsilon - \varphi^0$. Using (1.5), they satisfy

$$\begin{cases}
\partial_t V^\varepsilon + \frac{1}{2} \nabla (V^\varepsilon \cdot \varphi^\varepsilon) + \frac{1}{2} \nabla (\varphi^0 \cdot V^\varepsilon) + \lambda \text{ Re } Z^\varepsilon = 0, \\
\partial_t Z^\varepsilon + \nabla (V^\varepsilon \cdot \zeta^\varepsilon) + \nabla (\varphi^0 \cdot Z^\varepsilon) + \nu \text{ div } V^\varepsilon = i\frac{\varepsilon}{2} (\nabla \text{ div } \zeta^\varepsilon + 2 \nabla (\zeta^\varepsilon \cdot \varphi^\varepsilon)), \\
Z^\varepsilon(0) = \nabla \psi_{in} - \nabla \psi_{in}^0.
\end{cases} \quad (3.1)
3.1. First case

Set

\[ \Omega^\varepsilon := \| Z^\varepsilon \|_{\infty,t,\ell+\frac{1}{2},\delta}^2 + \| V^\varepsilon \|_{\infty,t,\ell+\frac{1}{2},\delta}^2. \]

By applying Lemma 2.3 with \( m = \ell - \frac{1}{2}, \theta_1 = 0, \theta_2 = i\varepsilon, \tilde{g}_1 = \tilde{g}_2 = \varepsilon^2 \) and (2.5)-(2.8), using Lemma 2.11 and the following computations:

\[
\begin{align*}
2 \| V^\varepsilon \|_{2, t, \ell+1, \delta} \| Z^\varepsilon \|_{2, t, \ell, \delta} & \leq \| V^\varepsilon \|_{2, t, \ell+1, \delta}^2 + \| Z^\varepsilon \|_{2, t, \ell, \delta}^2, \\
\| Z^\varepsilon \|_{2, t, \ell, \delta} \| V^\varepsilon \|_{2, t, \ell, \delta} \| \xi^\varepsilon \|_{\infty, t, \ell, \delta} & \leq \frac{T}{2} \Omega^\varepsilon + \frac{1}{2} \omega_{\text{in}} \| Z^\varepsilon \|_{\infty, t, \ell, \delta}^2, \\
\| \nu^0 \|_{\infty, t, \ell, \delta} \| Z^\varepsilon \|_{2, t, \ell, \delta}^2 & \leq \sqrt{\omega_{\text{in}}} \| Z^\varepsilon \|_{2, t, \ell, \delta}^2, \\
\| Z^\varepsilon \|_{2, t, \ell+1, \delta} & \leq \| \xi^\varepsilon \|_{2, t, \ell+1, \delta} + \| \nu^0 \|_{2, t, \ell+1, \delta} \leq \frac{2 \omega_{\text{in}}}{|A|},
\end{align*}
\]

we get for all \( \varepsilon \leq 1 \) and \( t \in [0, T] \):

\[ E_{2M_2, \ell-\frac{1}{2}, \delta}(Z^\varepsilon)(t) + E_{2M_2, \ell+\frac{1}{2}, \delta}(V^\varepsilon)(t) \leq (D_{\ell-\frac{1}{2}}^2 + K^{\varepsilon} T \Omega^\varepsilon(t) + \varepsilon \left( \sqrt{2} K^{\varepsilon} \omega_{\text{in}}^3 + \frac{\omega_{\text{in}}}{|A|} \right). \] (3.2)

Thus, up to taking for instance \( T < \frac{E^\varepsilon}{K^{\varepsilon}} \), we obtain

\[ E_{M_2, \ell-\frac{1}{2}, \delta}(Z^\varepsilon)(t) + E_{M_2, \ell+\frac{1}{2}, \delta}(V^\varepsilon)(t) \leq C \left( (D_{\ell-\frac{1}{2}}^2 + \varepsilon + 1 \right). \]

This gives the conclusion for the first case.

3.2. Case \( \ell > \frac{d+1}{2} \)

Set now

\[ \Omega^\varepsilon(t) := \| Z^\varepsilon \|_{\infty,t,\ell-1,\delta}^2 + \| V^\varepsilon \|_{\infty,t,\ell-1,\delta}^2. \]

Here, we use Lemma 2.3 in a similar way as previously. However, we treat the term \( i\varepsilon \nabla \div \varepsilon \) with (2.8) instead of with \( \tilde{g}_1 \), and the term \( i\varepsilon \nabla (\varepsilon^2 \cdot \xi^\varepsilon) \) with \( \tilde{g}_2 \) instead of with (2.9). Then, we also use the following computations:

\[
\begin{align*}
\varepsilon \| Z^\varepsilon \|_{2, t, \ell-\frac{1}{2}, \delta} \| \xi^\varepsilon \|_{2, t, \ell+\frac{1}{2}, \delta} & \leq C_{\ell} \omega_{\text{in}} \| Z^\varepsilon \|_{2, t, \ell-\frac{1}{2}, \delta}^2 + \varepsilon^2 \frac{1}{8|\lambda| C_{\ell}}, \\
\varepsilon \| Z^\varepsilon \|_{2, t, \ell-1, \delta} \| \xi^\varepsilon \|_{\infty, t, \ell, \delta}^2 & \leq \frac{1}{2} \| Z^\varepsilon \|_{\infty, t, \ell-1, \delta}^2 + \varepsilon^2 \frac{2}{2T} \omega_{\text{in}}^4.
\end{align*}
\]

Thus, we get

\[ E_{2M_2, \ell-1, \delta}(Z^\varepsilon)(t) + E_{2M_2, \ell, \delta}(V^\varepsilon)(t) \leq (D_{\ell-1}^2 + \frac{1}{2} \Omega^\varepsilon(t) + \varepsilon^2 \left( T^2 K^{\varepsilon} \omega_{\text{in}}^3 + \frac{1}{2|\lambda| C_{\ell}} \right)), \]

which gives the conclusion for the second statement of the second part of Theorem 1.4.

**Remark 3.1.** The fact that we cannot recover the \( O(\varepsilon^2) \) in the first part comes from the term \( \nabla \div \varepsilon \). Indeed, the highest regularity for which we have an estimate for \( \varepsilon^2 \) is the \( H_{\delta-\frac{1}{2}} \), which is \( L^2 \) in time. Therefore, when one wants to estimate \( \langle Z^\varepsilon, \nabla \div \varepsilon \rangle_{\ell-\frac{1}{2}, \delta} \) for Lemma 2.2 (or Lemma 2.3), since we cannot go further \( \ell + \frac{1}{2} \) in the norm of \( \varepsilon^2 \), there must be at least \( \ell + \frac{1}{2} \) for the norm of \( Z^\varepsilon \), which is not very optimal for this estimate: we would want at most \( \ell \). This problem does not occur for the second case because we estimate the \( (\ell - 1, \delta) \) scalar product: it allows an extra notched backwards for the regularity of \( Z^\varepsilon \), which is sufficient for falling into a better framework for our estimates.
4. Properties on $\psi^\varepsilon$ and $\phi^\varepsilon$

In this section, we prove the second and third parts of Corollary 1.5.

4.1. Behavior at infinity

4.1.1. Analyticity of $\partial_t \psi^\varepsilon$. The first part of this proof is a result of analyticity of $\partial_t \psi^\varepsilon$.

**Lemma 4.1.** There holds $\partial_t \psi^\varepsilon \in L^2_T \mathcal{H}_\delta^{\ell - \frac{1}{2}}$.

**Proof.** We know from (1.11) that

$$\partial_t \psi^\varepsilon + v^\varepsilon \cdot \zeta^\varepsilon + \text{div} \, v^\varepsilon = \frac{i}{2} \left( \text{div} \, \zeta^\varepsilon + 2 \zeta^\varepsilon \cdot \zeta^\varepsilon \right).$$

Moreover, using Lemma 2.11 there holds

$$\|v^\varepsilon \cdot \zeta^\varepsilon\|_{\ell, \delta} \leq K \|v^\varepsilon\|_{\ell, \delta} \|\zeta^\varepsilon\|_{\ell, \delta} \leq K^\varepsilon \omega_{\text{in}},$$

$$\|\text{div} \, v^\varepsilon\|_{\ell, \delta} \leq \|v^\varepsilon\|_{\ell + 1, \delta} \leq \sqrt{\omega_{\text{in}}},$$

$$\|\zeta^\varepsilon \cdot \zeta^\varepsilon\|_{\ell, \delta} \leq K \|\zeta^\varepsilon\|_{\ell, \delta}^2 \leq K^\varepsilon \omega_{\text{in}},$$

$$\|\text{div} \, \zeta^\varepsilon\|_{\ell - \frac{1}{2}} \leq \|\zeta^\varepsilon\|_{\ell + \frac{1}{2}, \delta}.$$

The latter is $L^2$ in time (in $(0, T)$) by using also Lemma 2.11. Therefore, the conclusion easily follows. \(\square\)

4.1.2. $\psi^\varepsilon$ case. Now, we prove the case of $\psi^\varepsilon$. Setting $\Psi^\varepsilon := \psi^\varepsilon - \psi_{\text{in}}^\varepsilon$, Lemma 4.1 (along with the facts that $\Psi^\varepsilon(0) = 0$ and $\partial_t \Psi^\varepsilon = \partial_t \psi^\varepsilon$) yields

$$\Psi^\varepsilon \in H^1((0, T), \mathcal{H}_\delta^{\ell - \frac{1}{2}}).$$

In particular, $\psi^\varepsilon - \psi_{\text{in}}^\varepsilon \in C([0, T], \mathcal{H}_\delta^{\ell - \frac{1}{2}})$. But we also have $\nabla \psi^\varepsilon \in C([0, T], \mathcal{H}_\delta^{\ell - \frac{1}{2}})$, and it is of course also the same for $\nabla \psi_{\text{in}}^\varepsilon$. Therefore, by (2.1), we obtain

$$\psi^\varepsilon - \psi_{\text{in}}^\varepsilon \in C_T \mathcal{H}_\delta^{\ell + \frac{1}{2}}.$$

Moreover, Lemma 2.3 gives for all $t \in [0, T]$

$$E_{M, t, \delta}(\Psi^\varepsilon)(t) \leq \|\Psi^\varepsilon\|_{2, t, \ell + 1, \delta} \|\partial_t \Psi^\varepsilon\|_{2, t, \ell - \frac{1}{2}, \delta}.$$

Applying Lemma 4.1 once again yields

$$\Psi^\varepsilon \in L_T^\infty \mathcal{H}_\delta^{\ell + 1} \cap L_T^2 \mathcal{H}_\delta^{\ell + \frac{3}{2}}.$$

Thus, we get (1.5).

4.1.3. $\phi^\varepsilon$ case. In a similar way, we now prove an analyticity result for $\partial_t \Phi^\varepsilon$ where

$$\Phi^\varepsilon := \phi^\varepsilon - \phi_{\text{in}}^\varepsilon - \lambda t \psi_{\text{in}}^\varepsilon.$$

**Lemma 4.2.** There holds $\partial_t \Phi^\varepsilon \in L^2_T \mathcal{H}_\delta^{\ell + 1} \cap L_T^2 \mathcal{H}_\delta^{\ell + \frac{3}{2}}$.

**Proof.** We know that

$$\partial_t \phi^\varepsilon + \frac{1}{2} |v^\varepsilon|^2 + \lambda \text{Re} \, \psi^\varepsilon = 0.$$

Therefore, we have

$$\partial_t \Phi^\varepsilon + \frac{1}{2} |v^\varepsilon|^2 + \lambda \text{Re} \, \Psi^\varepsilon = 0.$$

From the previous result and from the fact that

$$\|v^\varepsilon\|_{\ell + \frac{1}{2}, \delta} \leq K^{\ell + \frac{3}{2}, \ell + 1} \|v^\varepsilon\|_{\ell + \frac{1}{2}, \delta} \|v^\varepsilon\|_{\ell + 1, \delta} \leq K^{\ell + \frac{3}{2}, \ell + 1} \sqrt{\omega_{\text{in}}} \|v^\varepsilon\|_{\ell + \frac{1}{2}, \delta},$$

along with Lemma 2.11 this yields the conclusion. \(\square\)

The proof of the second statement of the second part of Corollary 1.5 is then similar as in Section 4.1.2.
4.2. Semiclassical limit

Now, we prove the results of the semiclassical limit for \( \psi^\varepsilon \) and \( \phi^\varepsilon \). Set

\[
P^\varepsilon = \psi^\varepsilon - \psi^0, \quad Q^\varepsilon = \phi^\varepsilon - \phi^0.
\]

Then, there holds

\[
\partial_t P^\varepsilon + V^\varepsilon \cdot \xi^\varepsilon + v^0 \cdot Z^\varepsilon + \text{div} V^\varepsilon = i \frac{\varepsilon}{2} \left( \text{div} \xi^\varepsilon + 2 \xi^\varepsilon \cdot \xi^\varepsilon \right),
\]

\[
\partial_t Q^\varepsilon + \frac{1}{2} V^\varepsilon \cdot v^\varepsilon + \frac{1}{2} v^0 \cdot V^\varepsilon + \lambda \text{Re} \, P^\varepsilon = 0.
\]

4.2.1. First case. By applying Lemma 2.3, 2.11 and 2.12 with \( m = \ell - \frac{1}{2} \) and \( g = P^\varepsilon \), and using the second part of Theorem 1.4 and Lemma 2.11, we obtain for all \( t \in [0, T] \)

\[
\mathcal{E}_{M,\ell-\frac{1}{2},\delta}(P^\varepsilon)(t) \leq \|P^\varepsilon(0)\|^2_{\ell-\frac{1}{2},\delta} + C \left[ \varepsilon + \left( \varepsilon + (D_{\ell-\frac{1}{2}}\varepsilon)^2 \right)^{\frac{1}{2}} \right] \|P^\varepsilon\|_{2,\ell,\delta},
\]

for some constant \( C > 0 \). Therefore we get for all \( \varepsilon \in [0, 1] \)

\[
\mathcal{E}_{2M,\ell-\frac{1}{2},\delta}(P^\varepsilon)(t) \leq \|P^\varepsilon(0)\|^2_{\ell-\frac{1}{2},\delta} + C \left( \varepsilon + (D_{\ell-\frac{1}{2}}\varepsilon)^2 \right).
\]

Then, for \( Q^\varepsilon \), we apply again Lemma 2.3 with \( f = Q^\varepsilon \), (2.2) and (2.5), so that we also get:

\[
\mathcal{E}_{M,\ell+\frac{1}{2},\delta}(Q^\varepsilon)(t) \leq \|Q^\varepsilon(0)\|^2_{\ell+\frac{1}{2},\delta} + C \left( \varepsilon + (D_{\ell-\frac{1}{2}}\varepsilon)^2 \right) \|Q^\varepsilon(\tau)\|_{2,\ell,\tau+1,\delta}.
\]

Therefore we have in the same way

\[
\mathcal{E}_{2M,\ell+\frac{1}{2},\delta}(Q^\varepsilon)(t) \leq \|Q^\varepsilon(0)\|^2_{\ell+\frac{1}{2},\delta} + C \left( \varepsilon + (D_{\ell-\frac{1}{2}}\varepsilon)^2 \right).
\]

Hence, there holds

\[
\mathcal{E}_{2M,\ell-\frac{1}{2},\delta}(P^\varepsilon)(t) + \mathcal{E}_{2M,\ell+\frac{1}{2},\delta}(Q^\varepsilon)(t) \leq (\tilde{D}_{\ell-\frac{1}{2}}\varepsilon)^2 + C(\varepsilon + (D_{\ell-\frac{1}{2}}\varepsilon)^2).
\]

(2.1) yields

\[
(\tilde{D}_{\ell-\frac{1}{2}}\varepsilon)^2 + (D_{\ell-\frac{1}{2}}\varepsilon)^2 = (\tilde{D}_{\ell+\frac{1}{2}}\varepsilon)^2,
\]

so that

\[
\mathcal{E}_{2M,\ell-\frac{1}{2},\delta}(P^\varepsilon)(t) + \mathcal{E}_{2M,\ell+\frac{1}{2},\delta}(Q^\varepsilon)(t) \leq C \left( \varepsilon + (\tilde{D}_{\ell+\frac{1}{2}}\varepsilon)^2 \right).
\]

The conclusion of the first statement then comes from the previous computation and the second part of Theorem 1.4 along with (2.1).

4.2.2. Case \( \frac{d+1}{2} < \ell \). For this case, applying again Lemma 2.3 with \( g = P^\varepsilon \) but with \( m = \ell - 1 > \frac{d+1}{2} \), (2.10) and (2.12), the estimates give for some \( C > 0 \):

\[
\mathcal{E}_{M,\ell-1,\delta}(P^\varepsilon)(t) \leq \|P^\varepsilon(0)\|^2_{\ell-1,\delta} + C(\varepsilon^2 + (D_{\ell-1}\varepsilon)^2)^{\frac{1}{2}} \|P^\varepsilon\|_{2,\ell-\frac{1}{2},\delta},
\]

so that we obtain

\[
\mathcal{E}_{2M,\ell-1,\delta}(P^\varepsilon)(t) \leq (\tilde{D}_{\ell-1}\varepsilon)^2 + C(\varepsilon^2 + (D_{\ell-1}\varepsilon)^2).
\]

Then, for \( Q^\varepsilon \), we apply Lemma 2.3, 2.2 and 2.5 with \( f = Q^\varepsilon \), which gives:

\[
\mathcal{E}_{M,\ell,\delta}(Q^\varepsilon)(t) \leq \|Q^\varepsilon(0)\|^2_{\ell,\delta} + C(\varepsilon^2 + (D_{\ell-1}\varepsilon)^2)^{\frac{1}{2}} \|Q^\varepsilon\|_{2,\ell+\frac{1}{2},\delta},
\]

and the conclusion follows in the same way as in the previous case.
5. Semiclassical Limit of the Wave Function

In this section, we address the semiclassical limit of the wave function \( u^\varepsilon = e^{i\xi^\varepsilon / \varepsilon} \) with Theorem 1.14. We also prove Lemma 1.13. But first, we need to address the Cauchy problem of (1.19).

5.1. Cauchy problem of (1.19)

**Theorem 5.1.** Let \( \frac{\varepsilon^2}{m} < m \leq 1 \). For any \((\nabla \psi_{in,1}, \nabla \phi_{in,1}) \in \mathcal{H}^m_{\text{in}} \times \mathcal{H}^{m+1}_{\text{in}}\), there exists a unique \((\zeta, v_1) \in (L_2\mathcal{H}^m_{\delta} \times L_2\mathcal{H}^{m+1}_{\delta}) \cap \mathcal{H}_{\text{in}} \). Let \((\zeta_1, v_1, 1) = 0 \), \( v_1, 1 \) is defined by

\[
\partial_t \psi_{in,1} + \nabla (\psi_{in,1} \cdot v_1, 1) + \lambda \text{Re} \zeta = 0,
\]

and the initial data \( \zeta_1(0) = \nabla \psi_{in,1} \) and \( v_1(0) = \nabla \phi_{in,1} \).

The previous system and Lemma 1.13 give the following estimates: for all \( t \in [0, T] \) and \( k \in \mathbb{N} \),

\[
E_{2M_2, m, \delta}(\zeta_{1,k+1})(t) + E_{2M_2, m, \delta}(v_{1,k+1})(t) \leq |\lambda|||\zeta_{1,k}|||_{2, T, m^+, \delta} + \frac{1}{2} \sqrt{\omega_{in}} + K\varepsilon \omega_{in}.
\]

From this estimate, one can prove by induction that, for all \( k \in \mathbb{N} \) and \( t \in [0, T] \),

\[
E_{2M_2, m, \delta}(\zeta_{1,k})(t) + E_{2M_2, m, \delta}(v_{1,k})(t) \leq \sqrt{\omega_{in}} + 2K\varepsilon \omega_{in}.
\]

Moreover, there also holds

\[
E_{2M_2, m, \delta}(\zeta_{1,k+1} - \zeta_{1,k})(t) + E_{2M_2, m, \delta}(v_{1,k+1} - v_{1,k})(t) \leq |\lambda|||\zeta_{1,k} - \zeta_{1,k-1}|||_{2, T, m^+, \delta},
\]

which proves the convergence of the scheme in \((C_T \mathcal{H}_m^* \times C_T \mathcal{H}^{m+1}_* \mathcal{H}_\delta^* \times C_T \mathcal{H}^{m+1}_\delta^*)\) like in Section 2.4. The uniqueness can also be proved with a similar computation.

5.2. Proof of Theorem 1.14

We recall that \( Z^\varepsilon = \zeta^\varepsilon - \varepsilon^0 \) and \( V^\varepsilon = v^\varepsilon - v^0 \). Define \( Z^\varepsilon := Z^\varepsilon - \varepsilon \zeta_1 \) and \( V^\varepsilon := V^\varepsilon - \varepsilon v_1 \). Then we have

\[
\partial_t V^\varepsilon + \nabla (v^0 \cdot V^\varepsilon) + \lambda \text{Re} Z^\varepsilon = \frac{1}{2} \nabla (V^\varepsilon \cdot \nabla V^\varepsilon),
\]

\[
\partial_t Z^\varepsilon + \nabla (V^\varepsilon \cdot \varepsilon^0) + \nabla (v^0 \cdot Z^\varepsilon) + \nabla \text{div} V^\varepsilon = \nabla (V^\varepsilon \cdot Z^\varepsilon) + i\varepsilon \left( \text{div} Z^\varepsilon + 2 \nabla (Z^\varepsilon \cdot \varepsilon^0) + 2 \nabla (Z^\varepsilon \cdot \varepsilon^0) \right).
\]

This system is very similar to (3.1) and the estimates are actually the same up to two differences. First, the source terms (at the right-hand side of each equation) are \( O(\varepsilon^2) \) but only in \( L_2^* \mathcal{H}^{m+\frac{1}{2}}_\delta \) for the first equation and in \( L_2^* \mathcal{H}^{\frac{1}{2}+\frac{1}{2}}_\delta \) for the second one. Indeed, there holds

\[
|||\nabla (V^\varepsilon \cdot Z^\varepsilon)|||_{2, T, \text{f}, -\frac{1}{2}, \delta} \leq K\varepsilon \sqrt{T} |||V^\varepsilon |||_{\infty, T, \text{f}, \delta} \leq C\varepsilon^2,
\]

\[
|||\nabla (V^\varepsilon \cdot Z^\varepsilon)|||_{2, T, \text{f}, -\frac{1}{2}, \delta} \leq K^{l-1} \sqrt{T} |||V^\varepsilon |||_{\infty, T, \text{f}, -1, \delta} |||Z^\varepsilon |||_{\infty, T, \text{f}, -1, \delta} \leq C\varepsilon^2,
\]

\[
\varepsilon |||\text{div} Z^\varepsilon |||_{2, T, \text{f}, -\frac{1}{2}, \delta} \leq \varepsilon |||Z^\varepsilon |||_{2, T, \text{f}, -\frac{1}{2}, \delta} \leq C\varepsilon^2,
\]

\[
\varepsilon |||\nabla (\varepsilon^0 \cdot Z^\varepsilon) |||_{2, T, \text{f}, -\frac{1}{2}, \delta} \leq \varepsilon K^{l-1} \sqrt{T} |||Z^\varepsilon |||_{\infty, T, \text{f}, -1, \delta} |||\varepsilon^0 |||_{\infty, T, \text{f}, \delta} \leq C\varepsilon^2,
\]

20
\[ \varepsilon \| \nabla (Z^e \cdot \zeta^e) \|_{L^2, \ell - \frac{1}{2}, \delta} \leq \varepsilon K^{\ell - 1} \sqrt{T} \| Z^e \|_{\infty, T, \ell - 1, \delta} \| \zeta^e \|_{\infty, T, \ell, \delta} \leq C \varepsilon^2. \]

Then, we apply Lemma 2.3 with \( m = \ell - 2 \), and in particular (2.7). For this, we need \( \ell - 2 > \frac{d-1}{2} \), which is assumed by Assumption 4. Therefore, we get for some \( C > 0 \) and for all \( t \in [0, T] \)

\[ \mathcal{E}_{2M, \ell - 2, \delta}(Z^e) + \mathcal{E}_{2M, \ell - 1, \delta}(V^e)(t) \leq (r_{\ell - 2}^e)^2 + C \varepsilon^4. \]

As for the case of \( \psi^e \) and \( \phi^e \), we also have \( P^e = \psi^e - \psi^0 \) and \( Q^e = \phi^e - \phi^0 \), so that by defining \( P^e := P^e - \varepsilon \psi_1 \) and \( Q^e := Q^e - \varepsilon \phi_1 \), we obtain

\[
\begin{align*}
\partial_t P^e + V^e \cdot \zeta^e + v^0 \cdot Z^e + \text{div} V^e &= V^e \cdot Z^e + \varepsilon \left( \text{div} Z^e + 2 Z^e \cdot \zeta^e + 2 Z^e \cdot \zeta^0 \right), \\
\partial_t Q^e + V^e \cdot v^0 + \lambda \text{Re} P^e &= \frac{1}{2} V^e \cdot V^e.
\end{align*}
\]

Like in Section 4.2.2 but with \( m = \ell - 2 \), we get with the first equation

\[ \mathcal{E}_{M, \ell - 2, \delta}(P^e)(t) \leq \| P^e(0) \|_{L^2, \ell - 2, \delta}^2 + C(\varepsilon^4 + (r_{\ell - 2}^e)^2)^{\frac{1}{2}} \| P^e \|_{L^2, \ell - \frac{1}{2}, \delta}, \]

and with the second one

\[ \mathcal{E}_{M, \ell - 1, \delta}(Q^e)(t) \leq \| Q^e(0) \|_{L^2, \ell - 1, \delta}^2 + C(\varepsilon^4 + (r_{\ell - 2}^e)^2)^{\frac{1}{2}} \| Q^e \|_{L^2, \ell - \frac{1}{2}, \delta}, \]

and the conclusion easily follows, using the fact that

\[ \| P^e(0) \|_{L^2, \ell - 2, \delta}^2 + \| Q^e(0) \|_{L^2, \ell - 1, \delta}^2 + (r_{\ell - 2}^e)^2 \leq 2(r_{\ell - 1}^e)^2, \]

with (2.1).

5.3. Proof of Lemma 1.13

We now address Lemma 1.13. First, assume \( \phi_1(t) \equiv 0 \) on \([0, T]\), which yields not only \( \phi_{m, 1} \equiv 0 \) but also \( \nabla \phi_1(t) \equiv 0 \). Then, the first equation of (1.18) gives

\[ \text{Re} \psi_1 = 0. \]

This is in particular true for \( t = 0 \). Since \( \psi_1(0) = \psi_{m, 1} \) is real-valued by assumption, we obtain \( \psi_{m, 1} \equiv 0 \).

On the other hand, since \( \phi_1 \) is real-valued, taking the real part of the second equation of (1.18) leads to a system in \( \text{Re} \psi_1 \) and \( \phi_1 \):

\[
\left\{
\begin{array}{l}
\partial_t \psi_1 + v^0 \cdot \nabla \phi_1 + \lambda \text{Re} \psi_1 = 0, \\
\partial_t \text{Re} \phi_1 + v^0 \cdot \nabla \text{Re} \psi_1 + \nabla \phi_1 \cdot \text{Re} \zeta^0 + \Delta \phi_1 = 0,
\end{array}
\right.
\]

\[ \left\{ \begin{array}{l}
\phi_1(0) = \phi_{m, 1}, \\
\text{Re} \psi_1(0) = \psi_{m, 1}.
\end{array} \right. \]

This system is linear in \( \text{Re} \psi_1, \phi_1 \), without any source term. Therefore, if \( (\psi_{m, 1}, \phi_{m, 1}) \equiv (0, 0) \), we get \( (\text{Re} \psi_1, \phi_1) \equiv (0, 0) \), which gives the conclusion.

6. ASSUMPTIONS ON THE INITIAL DATA

In this section, we discuss about Assumption 1 for the initial data. In particular, the analytic behavior is asked only for the gradient of the initial data \( (\nabla \psi^e_{m, \infty}, \nabla \phi^e_{m, \infty}) \). One can show that this statement is different from asking the analyticity for the initial data \( (\psi^e_{m, \infty}, \phi^e_{m, \infty}) \) or even \( (\psi^e_{m, \infty}, \nabla \psi^e_{m, \infty}) \) or \( (\phi^e_{m, \infty}, \nabla \phi^e_{m, \infty}) \). Indeed, when we consider the Fourier transform of these functions, we know that they are linked (for instance for \( \psi^e_{m, \infty} \)) through the relation

\[ \mathcal{F}(\nabla \psi^e_{m, \infty}) = -i \xi \mathcal{F}(\psi^e_{m, \infty}). \]

In particular, when we consider analyticity, we multiply these Fourier transforms by some \( e^{-\delta_m(\xi)} \) and ask them to be square integrable. Thus, if \( \mathcal{F}(\nabla \psi^e_{m, \infty}) e^{-\delta_m(\xi)} \) is \( L^2 \), then the previous relation gives that \( \mathcal{F}(\psi^e_{m, \infty}) e^{-\delta_m(\xi)} \) is square
integrable for $|\xi| \to \infty$. However, we could still have a problem at $\xi = 0$, for instance if $|\mathcal{F}(\psi_m^\varepsilon)(\xi)| \sim |\xi|^{-\frac{d}{2}}$ which is not square integrable but which gives $|\mathcal{F}(\nabla \psi_m^\varepsilon)|(\xi)^2 \sim |\xi|^{-d+1}$ which is integrable.

This problem at $\xi = 0$ is actually linked to the behavior of $\psi_m^\varepsilon$ for $|x| \to \infty$ since we formally have

$$\mathcal{F}(\nabla \psi_m^\varepsilon)(0) = \int \nabla \psi_m^\varepsilon(x) \, dx$$

$$= \lim_{R \to \infty} \int_{|x| \leq R} \nabla \psi_m^\varepsilon(x) \, dx$$

$$= \lim_{R \to \infty} \int_{|x| = R} \psi_m^\varepsilon(y) \, d\sigma(y).$$

In particular, in dimension $d = 1$, we show that we can have any possible limit at infinity, and even different limits at $\pm \infty$.

**Lemma 6.1.** For any pair $(a_-, a_+) \in (\mathbb{R} \cup \{\pm \infty\})^2$, there exists $f \in C^1(\mathbb{R})$ such that $f' \in H^0_\delta$ for any $\delta > 0$ and $\lim_{\pm \infty} f = a_\pm$.

**Proof.** We will prove this result in three steps. First, we will prove it for $(a_-, a_+) \in \mathbb{R}^2$ by constructing a first function whose limit at $-\infty$ (resp. $+\infty$) is 0 (resp. 1) and satisfying the previous regularity conditions. Then, we will prove it when exactly one of them is finite and the other infinity. Finally, we will prove it for two infinity limits.

**First step.** We construct here a first function which will be used to prove the case $(a_-, a_+) \in \mathbb{R}^2$. Define

$$h_1(x) := \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}}.$$  

It is known that $h_1 \in L^1 \cap L^2$ and

$$\hat{h}_1(\xi) = e^{-\frac{\xi^2}{2}}.$$  

Therefore, $h_1 \in H^0_\delta$ for any $\delta > 0$. Then, we define:

$$g_1(x) := \int_{-\infty}^x h_1(y) \, dy.$$  

It is well defined since $h_1 \in L^1$. Moreover, it is obviously $C^1$ with $g_1'(x) = h_1 \in H^0_\delta$ for any $\delta > 0$, and $\lim_{-\infty} g_1 = 0$. Furthermore, it is also known that

$$\lim_{+\infty} g_1 = \int_{-\infty}^{+\infty} h_1(y) \, dy = 1.$$  

Then, for $(a_-, a_+) \in \mathbb{R}^2$, $f_1 := a_- + (a_+ - a_-) g_1$ satisfies the needed assumptions.

**Second step.** We assume here $a_+ = +\infty$ and $a_- \in \mathbb{R}$. Define

$$h_2(x) := \begin{cases} 
(1 + x)^{-1} & \text{if } x > 0, \\
0 & \text{otherwise}.
\end{cases}$$  

We know that $h_2 \in L^2$, therefore $\hat{h}_2 \in L^2$. However, $h_2 \notin L^1$. More precisely, $h_2$ is not integrable at $+\infty$. Then, we define $g_2$ by convolution:

$$g_2 := h_1 \ast h_2.$$  

This is well defined pointwise since both $h_1$ and $h_2$ are in $L^2$, and it is also in $L^2$ since $h_1 \in L^1$. In particular, we have

$$\hat{g}_2(\xi) = \hat{h}_2(\xi) e^{-\frac{\xi^2}{2}} \in L^2(\mathcal{F}^{-2\delta}[\xi] \, d\xi),$$  

for every $\delta > 0$, therefore $g_2 \in H^0_\delta$. In particular, $g_2 \in C^\infty$. Moreover, $g_2 \geq 0$ from the fact that both $h_1$ and $h_2$ are non negative. Furthermore, $g_2$ has the same integrability property as $h_2$: it is integrable at $-\infty$ and is not at $+\infty$. Indeed, there holds

$$\int_{-\infty}^0 g_2(x) \, dx = \int_{-\infty}^0 \int_{-\infty}^{+\infty} h_2(x-y) h_1(y) \, dy \, dx.$$  
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\[
\begin{align*}
    &= \int_{-\infty}^{0} \int_{-\infty}^{x} h_2(x-y) h_1(y) \, dy \, dx \\
    &= \int_{-\infty}^{0} \int_{y}^{0} h_2(x-y) h_1(y) \, dx \, dy \\
    &= \int_{-\infty}^{0} h_1(y) \int_{y}^{0} h_2(x-y) \, dx \, dy \\
    &= \int_{-\infty}^{0} h_1(y) \int_{-\infty}^{y} h_2(x) \, dx \, dy \\
    &= \int_{-\infty}^{0} h_1(y) \ln (1-y) \, dx \, dy < \infty.
\end{align*}
\]

However, it is still not integrable:
\[
\int_{-\infty}^{+\infty} g_2(x) \, dx = \int_{-\infty}^{+\infty} h_1(x) \, dx \int_{-\infty}^{+\infty} h_2(y) \, dy = +\infty.
\]

Hence, we can define the following function:
\[
f_2(x) := \int_{-\infty}^{x} g_2(y) \, dy.
\]

By definition, \( f_2' = g_2 \in H^0_\delta \) for all \( \delta > 0 \), \( \lim_{-\infty} f = 0 \) and \( \lim_{+\infty} f = +\infty \). Hence, \( a_- + f_2 \) satisfies the needed properties. We can recover the other cases by adding \( a_- \) and/or considering \( f_2(-x) \).

**Third step.** If both \( a_+ \) and \( a_- \) are \( \pm \infty \), one can consider \( f_3(x) = \pm f_2(x) \pm f_2(-x) \).

**Remark 6.2.** In particular, there also holds \( f' \in H^\delta_\ell \) for any \( \delta, \ell > 0 \).

**Remark 6.3.** Even though this result is in dimension 1 for simplicity, the previous constructions can be extended to higher dimensions.
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