Solving a well-posed fractional initial value problem by a complex approach
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Abstract
Nonlinear fractional differential equations have been intensely studied using fixed point theorems on various different function spaces. Here we combine fixed point theory with complex analysis, considering spaces of analytic functions and the behaviour of complex powers. It is necessary to study carefully the initial value properties of Riemann–Liouville fractional derivatives in order to set up an appropriate initial value problem, since some such problems considered in the literature are not well-posed due to their initial conditions. The problem that emerges turns out to be dimensionally consistent in an unexpected way, and therefore suitable for applications too.
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1 Introduction
Fractional differential equations are a generalisation of the usual differential equations in which the order of differentiation is allowed to be “fractional”: that is to say, not only a natural number but any real or complex number. The operators of fractional differentiation and fractional integration have been widely studied, both for their pure mathematical properties [31, 32, 38] and for their applications in physics, biology, engineering, economics, etc. [8, 25, 29, 42]. Many of the techniques used for classical differential equations, both ordinary and partial, can be extended to fractional differential equations. These include numerical methods [5, 33, 43] and various types of analytical approaches [2, 4, 6, 11], including for fractional differential equations in more general settings such as manifolds or Banach spaces [30, 37, 41]. Several elementary fractional differential equations naturally give rise to special functions such as Mittag-Leffler functions and their generalisations as solutions [3, 26, 28], and such functions have also been used as kernels in defining new fractional integral and derivative operators.

Complex analysis is a generalisation of real analysis in which variables and functions are allowed to take values in the complex plane. The ideas and methods of complex analysis have proven to be very important in certain analytical methods for differential equations:
for example, the Fokas method [19–21] relies heavily on Cauchy’s theorem for deforming complex contour integrals, and the d-bar method [1, 22, 23] is based on using the complex d-bar derivative related to the Cauchy–Riemann equations. Some of these complex definitions and methods have recently been extended into fractional calculus, in some papers on complex methods for fractional differential equations [9, 12, 17] and the very recent fractionalisation of the complex d-bar derivative [18], although historically the connections between complex analysis and fractional calculus have not been deeply explored. Therefore, all indications are that complex methods will be equally useful in fractional calculus as in classical calculus, but a lot of work still needs to be done in developing this area.

There are many different ways to define fractional derivatives and fractional integrals, leading to a rich and diverse field of study [10, 27]. We shall focus primarily on the most classical and commonly used definition, which is called Riemann–Liouville. Here, fractional integrals are defined by

$$\mathcal{I}_x^\alpha f(x) = \frac{1}{\Gamma(\alpha)} \int_0^x (x-y)^{\alpha-1}f(y) \, dy, \quad \text{Re}(\alpha) > 0,$$

where $f$ is an $L^1$ function, or any function such that this expression is well defined, and $x$ is usually assumed to be contained in some interval $[0, X]$. Fractional derivatives can be seen as an extension of fractional integrals, the definition being

$$\mathcal{D}_x^\alpha f(x) = \frac{d^n}{dx^n} \mathcal{I}_x^{\alpha-n} f(x), \quad n := \lfloor \text{Re}(\alpha) \rfloor + 1, \text{Re}(\alpha) \geq 0,$$

where $f$ is an $n$ times differentiable function. By adopting the notational convention $\mathcal{D}_x^\alpha f(x) = \mathcal{I}_x^{-\alpha} f(x)$, we now have a definition of $\mathcal{D}_x^\alpha f(x)$ and of $\mathcal{I}_x^\alpha f(x)$ for all $\alpha \in \mathbb{C}$, and these are analytic functions of $\alpha$ [38]. (Note that here we are using the convention that the “constant of integration” is taken to be 0.)

In the context of complex analysis, it is sometimes more useful to use, instead of an integral directly from 0 to $x$, an integral that loops along a Hankel contour around $x$. In this context we replace $x$ with $z$ since it is a complex variable, and write the definition as follows [38, §22]:

$$\mathcal{D}_z^\alpha f(z) = \frac{\Gamma(1 + \alpha)}{2\pi i} \int_{\mathcal{L}_z} (w-z)^{-\alpha-1}f(w) \, dw, \quad \alpha \in \mathbb{C}\setminus\mathbb{Z}^-,$$

where $\mathcal{L}_z$ is the Hankel-type contour which passes through 0 and wraps around the branch point $z$. This definition is equivalent to the standard Riemann–Liouville definition, but it works for both fractional integrals and fractional derivatives (one unified formula), and it is often more useful in cases where the variables involved are complex.

Having considered the basic setup and operators of fractional calculus, let us move on to the main problem under discussion for this work.

In some recent papers of Şan et al. [39, 40], some fractional initial value problems (IVPs) were studied from the complex point of view, and existence-uniqueness theorems were shown using the machinery of complex analysis. In general, the problems considered were of the following form:

$$\mathcal{D}_z^\alpha u(z) = f(z, u(z)), \quad (1)$$

$$u(0) = b, \quad (2)$$
where the function $f$ is given satisfying certain assumptions. Here, we shall consider carefully the nature of the initial conditions required for such problems, and in the end we shall solve a related problem with initial value conditions which guarantee a natural well-posedness.

To understand the problem with IVP (1)–(2), it is necessary to consider the extra condition connecting $f$ and $b$, namely

$$[z^\alpha f(z, b)]_{z=0} = \frac{b}{\Gamma(1-\alpha)} \quad (3)$$

(this is called condition II in [40] and condition (iv) in [39]), and also the equivalent formulation of the problem in Volterra form as

$$u(z) = \frac{1}{\Gamma(\alpha)} \int_0^z \frac{f(\zeta, u(\zeta))}{(z-\zeta)^{1-\alpha}} \, d\zeta \quad (4)$$

(see Lemma 3.4 in [40] and Lemma 2.2 in [39]).

It should be noted that assumption (3) is a very strong one regarding the constant $b$. If we are given the function $f$, then there is likely to be only one possibility for $b$ which satisfies (3). This is already a warning sign: in classical IVPs, the differential equation and the initial condition are largely independent of each other, and the initial condition can be changed freely to obtain different solution functions.

Now consider the equivalent form (4). As it is shown in Lemma 3.4 of [40] and Lemma 2.2 of [39], this is precisely equivalent to IVP (1)–(2), given appropriate assumptions including (3). However, note that formulation (4) does not contain the initial value $b$ at all. In fact, assumption (3) ensures consistency of the Volterra form (4) with the initial condition (2):

$$\lim_{z \to 0} \left( \frac{1}{\Gamma(\alpha)} \int_0^z f(\zeta, u(\zeta)) \, d\zeta \right) = \lim_{z \to 0} \left( \frac{1}{\Gamma(\alpha)} \int_0^z \frac{b}{\Gamma(1-\alpha)} \zeta^{-\alpha}(z-\zeta)^{1-\alpha-1} \, d\zeta \right)$$

$$= \lim_{z \to 0} \left( \frac{b}{\Gamma(\alpha)\Gamma(1-\alpha)} \int_0^1 w^{-\alpha}(1-w)^{\alpha-1} \, dw \right)$$

$$= \frac{b}{\Gamma(\alpha)\Gamma(1-\alpha)} B(\alpha, 1-\alpha) = b,$$

using the substitution $\zeta = zw$ and the definition of the beta function.

It is now clear that assumption (3) just means that the initial behaviour of $f$ is described by $b$, and so the two equations (1) and (2) are not truly independent of each other. The results of the papers [39, 40] are correct, but the IVPs being studied are not well-posed. Well-posedness requires that the solution depend continuously on the initial conditions, and here there is not even a continuous set of possible initial conditions for a given $f$. Condition (3) is too restrictive.

For this reason, we are here reconsidering the fractional differential equations studied by [39, 40]. After careful consideration, we associate the differential equation (1) with an initial condition different from (2). It is necessary to forget the assumption that $u$ should be analytic, since some nonsingular behaviour is required for a well-posed fractional IVP in this setting. Having set up the new form of IVP, we proceed to solve it using methods
similar to those in [39, 40], proving existence and uniqueness of solutions using fixed point theorems.

We believe that our work will be an important contribution to the understanding of fractional initial value problems: not because of the methodology we have used, much of which is fairly routine, but because of our careful consideration of well-posedness leading to a new way of formulating fractional initial value problems. As well as the mathematical concern of well-posedness, there is also a physical concern of dimensionality, which must be considered carefully when fractional derivatives are involved. Both initial conditions [34, 36] and dimensionality [7, 24] are frequently discussed issues in fractional calculus, and our formulation presents a new way of solving both of these issues.

The structure of our paper is as follows. In Sect. 2 we derive and prove the main theorems of the paper: first figuring out an appropriate initial condition to associate with the differential equation (1), then proving existence and uniqueness in detail, and finally rewriting the whole initial value problem in such a way that the solution function is in a more natural function space and the problem is more likely to be useful in applications. In Sect. 3 we illustrate the results with several examples of different types, providing specific fractional initial value problems and conditions under which they have unique solutions. In Sect. 4 we conclude the paper with some remarks and ideas for future directions of research in this area.

2 Main results

2.1 Deriving the Volterra form

We will consider an initial value problem for the following nonlinear fractional differential equation:

\[ D^\alpha z u(z) = f(z, u(z)), \]  

where \( \alpha \in (0, 1) \) is fixed and the variable \( z \) is in the open unit disc \( D(0, R) \subset \mathbb{C} \).

What will be an appropriate initial condition to be combined with equation (5)?

We would like to rewrite the equation in the following Volterra-type form:

\[ u(z) = I^\alpha z [f(z, u(z))] + \text{(initial-value term)} \]  

by applying a fractional integral. This form of the problem will be more approachable using fixed point theory, since the fractional integral on the right-hand side can be suitably bounded in terms of certain conditions on \( u \) and \( f \).

So, what happens when we apply a fractional integral to both sides of equation (5)? In general, Riemann–Liouville fractional integrals and derivatives satisfy the following composition property [38, Eq. (2.61)] for \( \alpha \in (0, 1) \):

\[ I^\alpha z D^\alpha z u(z) = u(z) - \frac{z^{\alpha-1}}{\Gamma(\alpha)} \left[ I^{1-\alpha} z u(z) \right]_{z=0}. \]  

(7)

The initial value term on the right-hand side is a fractional integral evaluated at its starting point:

\[ \left[ I^{1-\alpha} z u(z) \right]_{z=0} = \lim_{z \to 0} \left( \frac{1}{\Gamma(1 - \alpha)} \int_0^z (z - w)^{-\alpha} u(w) \, dw \right). \]
If the function $u$ is suitably well behaved (e.g. bounded in the neighbourhood of 0), then this integral will necessarily be zero. But this is not the desired behaviour: if the initial value term is always zero, then there is no well-posed problem to be created from equation (5) with an initial condition.

Therefore, we shall assume a different type of condition on $u$. In fact, we want $u(z)$ to be singular at $z = 0$. We observe the following fact:

$$I_{z}^{1-\alpha}(z^{\alpha-1}) = \frac{\Gamma(\alpha)}{\Gamma(1)} z^{0} = \Gamma(\alpha).$$

Since this function is constant, we also have

$$\lim_{z \to 0} (I_{z}^{1-\alpha}(z^{\alpha-1})) = \Gamma(\alpha).$$

This demonstrates that a fractional integral taken from 0 to $z$, evaluated at $z = 0$, is not necessarily zero. Furthermore, for any function $u(z)$ such that $u(z) \sim kz^{\alpha-1}$ as $z \to 0$ ($k$ constant), we have

$$\lim_{z \to 0} (I_{z}^{1-\alpha}u(z)) = k\Gamma(\alpha). \quad (8)$$

Note that any such function $u$ will not be analytic in any punctured neighbourhood of 0. However, its lack of analyticity is well understood, since we know the fractional “valency” of the function at 0.

From the above work, we now understand how to turn equation (5) into a well-posed initial value problem which is equivalent to a Volterra type equation of the form (6). The result is given as follows.

**Theorem 2.1** Let $\alpha \in (0, 1)$ and $k \in \mathbb{C}$ be given. Let $f$ be a function of two variables satisfying the assumption

(A1) $f(z,kz^{\alpha-1}) = o(z^{-1})$ as $z \to 0$.

Then the following initial value problem

$$D_{z}^{\alpha}u(z) = f(z,u(z)), \quad (9)$$

$$\lim_{z \to 0^{+}} [z^{1-\alpha}u(z)] = k, \quad (10)$$

is equivalent to the following Volterra type integral equation:

$$u(z) = I_{z}^{\alpha}[f(z,u(z))] + kz^{\alpha-1}; \quad (11)$$

in other words, a function $u$ is a solution of (9)–(10) if and only if it is a solution of (11).

**Proof** Firstly, assume that the initial value problem (9)–(10) is satisfied. Apply the fractional integral operator $I_{z}^{\alpha}$ to both sides of (9), and use identity (7) to get

$$u(z) - z^{\alpha-1} \frac{\Gamma(\alpha)}{\Gamma(1)} [I_{z}^{1-\alpha}u(z)]_{z=0} = I_{z}^{\alpha}[f(z,u(z))].$$
By the initial condition (10), we have $u(z) \sim k z^{\alpha - 1}$ as $z \to 0$, and so equation (8) applies. Thus we have

$$u(z) - k z^{\alpha - 1} = I_z^\alpha [f(z, u(z))],$$

which is equation (11).

For the converse, we start from the Volterra form (11). Applying the fractional derivative operator $D_z^\alpha$ to both sides, and noting that $D_z^\alpha (z^{\alpha - 1}) = 0$, we find

$$D_z^\alpha u(z) = D_z^\alpha I_z^\alpha [f(z, u(z))] + 0.$$

Since the fractional derivative of a fractional integral satisfies a semigroup law, this gives equation (9). Finally, since $I_z^\alpha z^\beta$ is only well defined for $\beta > -1$, we have, as $z \to 0$, $f(z, u(z)) = o(z^{-1})$, and so $I_z^\alpha [f(z, u(z))] = o(z^{\alpha - 1})$. Multiplying the given equation (11) by $z^{1-\alpha}$ and letting $z \to 0$, we get

$$z^{1-\alpha} u(z) = z^{1-\alpha} I_z^\alpha [f(z, u(z))] \to 0 + k \quad \text{as } z \to 0,$$

which is exactly (10).

From the above theorem, we have a well-posed initial value problem and an equivalent Volterra form for it. The reason we sought this Volterra form was in order to apply fixed point theory to the integral. Let us then consider equation (11) in a more explicit form:

$$u(z) = \frac{1}{\Gamma(\alpha)} \int_0^z (z-w)^{\alpha-1} f(w, u(w)) \, dw + k z^{\alpha - 1}.$$

The obvious way to proceed now would be to define a functional operator $P$ by

$$(Pu)(z) := \frac{1}{\Gamma(\alpha)} \int_0^z (z-w)^{\alpha-1} f(w, u(w)) \, dw + k z^{\alpha - 1}, \quad (12)$$

and try to show that this $P$ has a unique fixed point in an appropriate function space. However, the right-hand side of (12) contains a term $k z^{\alpha - 1}$ which is unbounded in any neighbourhood of $z = 0$, as is the function $u(z)$ itself. We would like to define our operator on a ‘nice’ Banach space. It makes more sense, then, to consider the function

$$v(z) = z^{1-\alpha} u(z) - k,$$

which is analytic near $z = 0$ and equal to zero at $z = 0$, and define instead a functional operator $Q$ by

$$(Qv)(z) := \frac{z^{1-\alpha}}{\Gamma(\alpha)} \int_0^z (z-w)^{\alpha-1} f(w, v(w)+k) \, dw. \quad (13)$$

The problem now reduces to finding suitable conditions on $f$ and a suitable function space for $v$, such that this operator $Q$ has a unique fixed point.
Remark 2.2 If the analytic function $v(z)$ represents some real-life quantity $V$, then the dimensions of $u(z) = z^{\alpha-1} [v(z) + k]$ will be $(\dim z)^{\alpha-1} \cdot \dim V$, and the dimensions of the quantity $D^\alpha_\zeta u(z)$ appearing in the fractional differential equation will be $\frac{\dim V}{\dim z}$. This is interesting because we can then get a fractional differential equation without involving fractional dimensions.

Some authors [16, 35] have mentioned the appearance of fractional dimensions as an argument against fractional calculus in applications. Sometimes this issue is resolved by using dimensioned constants to ensure dimensional consistency, but here we see a different type of resolution: a differential equation which uses fractional derivatives but has dimensionality like a 1st-order differential equation.

It is interesting to see how the mathematical and real-world considerations align well here. Above we used a mathematical argument to see that, for this problem, it is better not to take the fractional derivative of an analytic function but instead to apply $D^\alpha_\zeta$ to a function which is $z^{\alpha-1}$ times an analytic function. Now we see that the same conclusion could emerge from considering the physical dimensionality of the analytic function involved.

Remark 2.3 The idea of considering fractional differential equations with fractional power-function behaviour in the nonlinear term is not a new one. Even some recent papers such as [13–15] have considered problems of this form; however, they used standard $C$ and $L^p$ function spaces. Our novelty is to work in the complex-analysis viewpoint, which is a much stronger restriction on the functions involved.

2.2 Proving existence and uniqueness

Definition 2.4 Let $R$ be a fixed positive real number. For the purposes of this section, we shall consider the space of functions $v(z)$ which are analytic on the disc $D(0,R)$ in the complex plane and satisfy $v(0) = 1$. Let us denote this space by $A$, and note that it is a Banach space under the uniform norm $\|v\| = \sup_{z \in D(0,R)} |v(z)|$.

Theorem 2.5 Assume the following conditions on the function $f$:

(A2) The expression $f(z, k z^{\alpha-1})$ is an analytic function of $z$.

(A3) There exist positive constants $c$ and $\varepsilon$ such that

$$\frac{\Gamma(\varepsilon)}{\Gamma(\alpha + \varepsilon)} < 1, \text{ and for all } z, \eta, \nu,$$

$$|f(z, \eta) - f(z, \nu)| < C \frac{|\eta - \nu|^\varepsilon}{|z|^{\nu}}.$$  \hfill (14)

Then there is a unique function $v(z)$ in the space $A$ defined in Definition 2.4 such that $(Qv)(z) = v(z)$.

Proof From inequality (14), we have in particular

$$|f(w, w^{\alpha-1} [v(w) + k])| < c |w|^{\alpha-1} |v(w)| + |f(w, kw^{\alpha-1})|. \hfill (15)$$
We will use this in the following work, starting from definition (13) of the operator $Q$:

$$
|Qv(z)| = \frac{|z|^{1-\alpha}}{\Gamma(\alpha)} \left| \int_0^z (z-w)^{\alpha-1} f(w, w^{\alpha-1} [v(w) + k]) \, dw \right|
$$

$$
\leq \frac{|z|^{1-\alpha}}{\Gamma(\alpha)} \int_0^{|z|} |z-w|^{\alpha-1} |f(w, w^{\alpha-1} [v(w) + k])| \, dw
$$

$$
\leq \frac{|z|^{1-\alpha}}{\Gamma(\alpha)} \int_0^{|z|} |z-w|^{\alpha-1} (|w|^{\alpha-1} |v(w)| + |f(w, kw^{\alpha-1})|) \, dw
$$

$$
= \frac{|z|^{1-\alpha}}{\Gamma(\alpha)} c \int_0^{|z|} |z-w|^{\alpha-1} |v(w)| \, dw
$$

$$
+ \frac{|z|^{1-\alpha}}{\Gamma(\alpha)} \sup_w |f(w, kw^{\alpha-1})| \int_0^{|z|} |z-w|^{\alpha-1} \, dw
$$

$$
\leq \frac{|z|^{1-\alpha}}{\Gamma(\alpha)} (c \|v\| + \sup_w |f(w, kw^{\alpha-1})|) \int_0^{|z|} |z-tz|^{\alpha-1} \, dt
$$

$$
= \frac{\Gamma(\varepsilon)}{\Gamma(\alpha + \varepsilon)} |z|^{\varepsilon} (c \|v\| + \sup_w |f(w, kw^{\alpha-1})|) |z|^{\alpha-\varepsilon-1} B(\alpha, \varepsilon)
$$

This shows that the function $Qv$ is still bounded on the disc $D(0, R)$. Rewriting definition (13) of $Q$ as

$$(Qv)(z) = \frac{1}{\Gamma(\alpha)} \int_0^z \left(1 - \frac{w}{z} \right)^{\alpha-1} f(w, w^{\alpha-1} [v(w) + k]) \, dw,$$

we see that $Qv(z)$ is an analytic function of $z$ at all points $z \neq 0$. (This is because $1 - \frac{w}{z} \in D(1, 1)$, and therefore its fractional power can still be an analytic function, while the $f$ part of the integrand is uniformly bounded by assumption (A3).) To ensure that we have an operator $Q : A \rightarrow A$, we just need to check the behaviour near $z = 0$. As $z \rightarrow 0$, we know that $v(z) \rightarrow 0$, and so

$$(Qv)(z) \sim \frac{z^{1-\alpha}}{\Gamma(\alpha)} \int_0^z (z-w)^{\alpha-1} f(w, kw^{\alpha-1}) \, dw.$$

Following the original assumption (A1) on the function $f(w, kw^{\alpha-1})$, let us try writing $f(w, kw^{\alpha-1}) \sim Cw^\beta$ as $w \rightarrow 0$ with $\text{Re}(\beta) > -1$. Then

$$(Qv)(z) \sim \frac{C}{\Gamma(\alpha)} z^{1-\alpha} \int_0^z (z-w)^{\alpha-1} w^\beta \, dw
$$

$$
= \frac{C}{\Gamma(\alpha)} z^{1-\alpha} \int_0^1 (zt)^{\alpha-1} (zt)^\beta z \, dt
$$

$$
= \frac{C}{\Gamma(\alpha)} z^{1-\alpha+\beta-1} B(\alpha, \beta) = \frac{\Gamma(\beta)}{\Gamma(\alpha + \beta)} z^\beta.\]
We need $Qv(z)$ to be an analytic function of $z$, therefore we should have $\beta \in \mathbb{Z}_0^*$. Then the assumption $f'(w, kw^{-1}) \sim Cw^\beta$ becomes precisely that $f(w, kw^{-1})$ should be analytic near $w = 0$. This is the motivation for assumption (A2).

Now we know that $Q$ is a well-defined operator on the Banach space $\mathcal{A}$. It remains to show that it is a contraction.

$$|Qv(z) - Qv_0(z)| = \frac{z^{1-\alpha}}{\Gamma(\alpha)} \int_0^z (z-w)^{\alpha-1} \left( f(w, w^{\alpha-1}[v(w) + k]) - f(w, w^{\alpha-1}[v_0(w) + k]) \right) dw.$$

$$\leq \frac{|z|^{1-\alpha}}{\Gamma(\alpha)} \int_0^{|z|} |z-w|^{\alpha-1} \left| f(w, w^{\alpha-1}[v(w) + k]) - f(w, w^{\alpha-1}[v_0(w) + k]) \right| |dw|.$$

$$\leq \frac{|z|^{1-\alpha}}{\Gamma(\alpha)} \int_0^{|z|} |z-w|^{\alpha-1} c \frac{\|w\|^{\alpha-1}}{\|w\|^{\alpha-1}} \left| w^{\alpha-1} [v(w) + k] - w^{\alpha-1} [v_0(w) + k] \right| |dw|.$$

$$= \frac{|z|^{1-\alpha}}{\Gamma(\alpha)} c \|v-v_0\| \int_0^{|z|} |z-w|^{\alpha-1} |d|w|.$$

By the assumption that $\frac{\|Qv(z)\|}{\|v-v_0\|} < 1$, this means $Q$ is a contraction on the space $\mathcal{A}$. By the contraction mapping theorem, therefore, $Q$ has a unique fixed point in $\mathcal{A}$. \qed

**Remark 2.6** It is important to state explicitly that assumption (A2) on $f$ directly implies the previous assumption (A1) used in Theorem 2.1. Therefore (A2) is a stronger condition.

**Theorem 2.7** Let $\alpha \in (0, 1)$, $k \in \mathbb{C}$, and $R \in \mathbb{R}^+$ be given. Let $f$ be a function of two variables satisfying assumptions (A2) and (A3) stated in Theorem 2.5. Then the initial value problem (9)–(10) has a unique solution $u(z)$ satisfying the condition that the function $z^{1-\alpha} u(z)$ should be analytic on the disc $D(0, R)$ in the complex plane.

**Proof** Since assumption (A2) implies assumption (A1), the result of Theorem 2.1 holds, i.e. solving the initial value problem (9)–(10) is equivalent to solving the Volterra-type equation (11). And we saw that this equation

$$u(z) = I_0^\alpha \left[ f\left( z, u(z) \right) \right] + k z^{\alpha-1}$$

is equivalent to the following equation in $v(z) = z^{1-\alpha} u(z) - k$:

$$v(z) = I_0^\alpha \left[ f\left( z, z^{\alpha-1}[v(z) + k] \right) \right].$$

By Theorem 2.5, this equation has a unique solution $v(z)$ which is analytic on $D(0, R)$ and equal to zero at $z = 0$. Therefore there is a unique solution $u(z)$ such that $z^{1-\alpha} u(z)$ is analytic on $D(0, R)$ (being equal to $k$ at $z = 0$ follows from condition (10) that is part of the initial value problem). \qed
Following the ideas discussed in Remark 2.2, we can also rewrite the initial value problem in such a way that the differential equation is less elementary but the initial condition is much simpler and more natural.

**Theorem 2.8** Let $\alpha \in (0,1)$, $k \in \mathbb{C}$, and $R \in \mathbb{R}^+$ be given. Let $g$ be a function of two variables satisfying the assumptions

(A4) $g$ is analytic as a function of its first parameter.

(A5) There exist positive constants $c$ and $\varepsilon$ such that

$$\frac{cR^\alpha}{\Gamma(\varepsilon)} \frac{\Gamma(1)}{\Gamma(1+\varepsilon)} < 1,$$

and for all $z, \eta, \nu$,

$$|g(z, \eta) - g(z, \nu)| < c|z|^{\alpha-1}|\eta - \nu|.$$

Then the initial value problem

$$D^\alpha z^{\alpha-1} q(z) = g(z, q(z)), \quad (16)$$

$$q(0) = k, \quad (17)$$

has a unique solution $q(z)$ that is analytic on the disc $D(0, R) \subset \mathbb{C}$.

**Proof** This follows from the previous theorem when we write $q(z) = z^{1-\alpha} u(z)$ and $g(z, w) = f(z, z^{\alpha-1} w)$. Assumptions (A4) and (A5) are exactly the same as the previous ones (A2) and (A3) under this substitution. □

**Remark 2.9** Following on from Remark 2.2, we note that the initial value problem (16)–(17) is in a form which is dimensionally elegant: the left-hand side has dimensions $\text{dim} \ q / \text{dim} \ z$, and for appropriate functions $g$, the right-hand side would have the same dimensions. Furthermore, the initial condition (17) is in a natural form, the same indeed as the initial condition (2) used by Şan; however, the additional power function compared with Şan’s differential equation (1) ensures the well-posedness of our problem (16)–(17) considered here.

### 3 Examples

In this section, we present some examples to illustrate the results obtained in general above. In each case, a particular function $g(z, w)$ is given for use in Theorem 2.8, conditions (A4) and (A5) are verified to be true, and then the result is stated in the case of this particular choice of function $g$.

**Example 3.1** Let $g(z, w) = z^2 + wz$. It is clear that $g$ is an analytic function of its first parameter, so (A4) is satisfied. For condition (A5), let $\varepsilon = 2$ and choose any $c > 1$, since for all $z, \eta, \nu$ we have

$$|g(z, \eta) - g(z, \nu)| = |z^2 + \eta z - z^2 - \nu z| = |z||\eta - \nu| < c|z|^{\alpha-1}|\eta - \nu|.$$

The chosen $\varepsilon$ and $c$ should satisfy $\frac{cR^2}{\Gamma(2+\varepsilon)} = \frac{cR^2}{\Gamma(1+\varepsilon)} < 1$, i.e. $R < \frac{\sqrt{\Gamma(2+\alpha)}}{c}$.

Therefore, the initial value problem

$$D^\alpha z^{\alpha-1} q(z) = z^2 + zq(z),$$

$$q(0) = k,$$

has a unique analytic solution $q$ on the disc $D(0, \sqrt{\Gamma(2 + \alpha)}) \subset \mathbb{C}$. 
Example 3.2 Let \( g(z, w) = \sqrt{e^z + 1} + wz \). This is an analytic function of its first parameter on the disc \( D(0, \pi) \), assuming we choose the principal (horizontal) branch cuts from the branch points at \( z = i\pi \) and \( z = -i\pi \). Thus condition (A4) is satisfied with \( R = \eta \). The maximum possible value of \( \frac{\Gamma(1+\nu)}{\Gamma(\nu+1)} \) is \( \frac{\pi}{\Gamma(\nu+1)} \). Therefore, the initial value problem

\[
\frac{\partial}{\partial z} \left( e^{a-1} q(z) \right) = \sqrt{e^z + 1} + wz, \\
q(0) = k,
\]

has a unique analytic solution \( q \) on the disc \( D(0, \sqrt{\Gamma(2 + \alpha)} \subset \mathbb{C} \).

Example 3.3 Let \( g(z, w) = z + w\sqrt{z + a} \). This is an analytic function of its first parameter on the disc \( D(0, a) \), assuming we choose the principal branch for the function \( \sqrt{z + a} \). Thus condition (A4) is satisfied with \( R = a \). For condition (A5), let \( \varepsilon = \frac{3}{2} \) and \( c = \sqrt{2} \), since for all \( \eta, \nu \) and all \( z \in D(0, a) \) we have

\[
\left| g(z, \eta) - g(z, \nu) \right| = \left| z - \eta \sqrt{z + a} - z - \nu \sqrt{z + a} \right| = |z + a|^{\nu} |\eta - \nu| < \left( \left( \frac{3}{2} \right) |z| \right)^{\frac{1}{2}} |\eta - \nu| = \sqrt{2} |z|^{\frac{3}{2}} |\eta - \nu|.
\]

The chosen \( \varepsilon \) and \( c \) should satisfy

\[
1 > \frac{c R^\varepsilon \Gamma(\varepsilon)}{\Gamma(\alpha + \varepsilon)} = \frac{2 R^\varepsilon \Gamma(3/2)}{\Gamma(\alpha + 3/2)} = \frac{\sqrt{\pi} R^\varepsilon}{\sqrt{2} \Gamma(\alpha + 3/2)},
\]

i.e. \( \pi R^3 < 2 \Gamma(\alpha + \frac{3}{2})^2 \) or \( R < (\frac{9}{8} \pi \Gamma(\alpha + \frac{3}{2})^2)^{1/3} \). Since it is assumed \( \alpha \in (0, 1) \), the maximum possible value of \( \Gamma(\alpha + \frac{3}{2}) \) is \( \Gamma(5/2) = 3\sqrt{\pi}/4 \), giving \( R < (9/8)^{1/3} = \sqrt{3}/2 \). So the assumption \( R < a \) is also automatically satisfied for any \( a \geq \sqrt{3}/2 \).

Therefore, the initial value problem

\[
\frac{\partial}{\partial z} \left( e^{a-1} q(z) \right) = z + q(z) \sqrt{z + a}, \\
q(0) = k,
\]

has a unique analytic solution \( q \) on the disc \( D(0, \sqrt{\pi \Gamma(\alpha + \frac{3}{2})^2} \subset \mathbb{C} \), provided the constant \( a \) is at least \( \sqrt{3}/2 \).

4 Conclusions and further work

In this paper, we have refined the recent work of San [39, 40] on complex fixed point theorems for fractional initial value problems, replacing the initial conditions used there by
new initial conditions which are more appropriate for the fractional problems. Having established a fractional initial value problem which is well-posed for solutions, we proceeded to prove existence and uniqueness results in a space of complex analytic functions by using Banach’s fixed point theorem (the contraction mapping theorem).

Our particular choice of initial value problem is interesting because it is not an obvious choice from either the mathematical or physical point of view, but deeper analysis shows that it is indeed a natural choice: both for making a mathematically well-posed problem, and physically for dimensional consistency. In particular, Theorem 2.8 gives a new formulation of a fractional differential equation which is unexpected but dimensionally consistent and with a mathematically well-behaved solution. It is our hope that this idea may have some influence in the future study of fractional initial value problems.

We illustrated our general results by some examples using particular functions, in which some curious bounds and constants arose from the required conditions.

In the future, we intend to extend the results of this paper by considering other types of fractional calculus. The work here is set within the Riemann–Liouville model, but it may be possible to extend it, applying the same arguments in some general class of fractional operators, in order to obtain further results which would be useful in different types of modelling problems.
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