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ABSTRACT

The top-down human pose estimation method usually faces the following problems: (i) The target detection result is not well applied in the pose estimation network. (ii) Difficulty of human detection in the crowded state. (iii) The complicated model leads to a long training time. Aiming at the issues above, a lightweight multi-person pose estimation method based on symmetric transformation and global matching is proposed. Symmetric transformation module adds spatial transformation network (STN) and spatial de-transformer network (SDTN) before and after the single-person pose estimation (SPPE) to extract high-quality single-person pose regions from inaccurate human candidate frames. Global matching method is used to transform the key point prediction problem into the optimal matching problem of the human body-key point graph, and solve the questions of misjudgment and error detection of pose estimation in the crowded state. Finally, depth wise separable convolution and inverted residual model are used to reduce the complexity of model, so as to improve the running speed while balancing the accuracy of the algorithm. Experiments show that the algorithm proposed in this paper not only enhance the overall performance of the multi-person posture estimation network in the crowded state, but also improves the running speed significantly, which further confirms the effectiveness and competitiveness of this algorithm.
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I. INTRODUCTION

Human pose estimation [1], [40], one of the basic research tasks of computer vision [2], has always attracted the attention of researchers, which is widely used in security monitoring, movie action special effects modeling, human behavior prediction tasks, human-computer interaction, virtual reality etc. Generally speaking, human pose estimation is defined as the positioning of human joints (also known as key points) in images or videos, and it is also defined as searching for a specific pose in the space of all joint poses.

According to different task test procedures, there are generally two research methods for multi-person pose estimation. One is the top-down research idea: firstly, each person is detected by the target detector to obtain the candidate frame of the human body, and then the candidate frame of the human body is sent to the single-person pose estimation network to obtain the result. Another research idea is the bottom-up approach: first the network is used to detect all the key points, and then judge which person each key point belongs to. At present, in the research of top-down multi-person human pose estimation [3]–[10], there are the following difficulties and challenges:

(1) The detection frame obtained by the target detection algorithm is deemed to be correct within the threshold range, but in fact it is interfered by other human body parts and even the target body structure is incomplete. When the detection frame is input to the subsequent human pose estimation, it adds difficulty to the work of the single-person pose estimation detector, resulting in false detection or detection.
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(2) It is difficult to detect human posture in a crowded state. In natural scenes, people may block each other and key points may overlap, which makes crowded crowds seem to be inevitable. In the follow-up key point prediction process, it is very easy to cause misjudgment and missed judgments.

(3) The model is complex and needs comparatively high training cost. The top-down processing method relies on the convolutional neural network to improve the processing results, and the depth of the convolutional neural network will significantly affect the performance. The deeper the network, the stronger its characterization ability, but this leads to more complex network models while pursuing performance.

In response to the above-mentioned difficulties and challenges, we have proposed corresponding solutions, which mainly include the following three aspects:

(1) Aiming at the problems of poor application effect of target detection results, complex model and long training time, a lightweight multi-person pose estimation network based on symmetric transformation is proposed. This method uses the human pose estimation network of spatial transformation [11], which adds a symmetric transformation module in the human detection, to extract high-quality single-person pose regions from inaccurate human candidate frames. This method improves the performance of the target detection network, so the single-person pose estimation network can obtain high-quality candidate frames. At the same time, taking advantage of the lightweight characteristics of the MobileNet [12], [13], using deep-separated convolution and inverted residual models to reduce the complexity of the network, so as to balance the accuracy while improving the speed of the algorithm.

(2) Aiming at the problem of difficult human body detection in crowded crowds, this paper proposes a global matching method by optimizing the loss function to solve the problems of misjudgment and missed detection of key points in the crowded state. The global matching method uses the Kuhn-Munkres(KM) matching algorithm [14] to transform the key point prediction problem into an optimal matching problem of the human body-key point graph.

(3) This paper has conducted a lot of experiments on the MPII [38] and MS COCO [34] dataset. The experimental results show that the algorithm proposed in this paper not only improves the quality of the human candidate frames and the overall performance of the multi-person post estimation network in the crowded state, but also improves the training speed while ensuring the performance, which further confirms the effectiveness and competitiveness of the algorithm in this paper.

II. RELATED WORK
A. CLASSIFICATION AND REGRESSION PROBLEMS

For classification and regression solving methods, the sparse probability regression scheme proposed by Raquel Urtasun and Trevor Darrell [15] is used to estimate the posture of the independently active human body. They developed an online method of GP sparsity, mainly by concentrating the local regression quantity at each test point, avoiding the inherent boundary problems of the offline method.

B. PROBABILISTIC GRAPHICAL MODEL

The traditional method of pose estimation task generally uses graph structure model, which mainly includes two models, one is tree model [16]–[18], the other is random forest model [19], [20]. The Multiple tree models proposed by Y. Wang and G. Mori [16] alleviate the limitations of a single tree structure model by combining the information provided across different tree models to carry out human pose estimation research. By locally capturing the set of constraints and trees that constitute the various parts of the model, a set of global constraints can be modeled, and easy-to-process algorithm learning and reasoning in these multi-tree models are provided.

C. DEEP LEARNING MODEL

With the development of deep learning, the effect of neural networks is getting better and better. So far, many basic deep learning frameworks have been improved and evolved based on these classic models to achieve specific needs, such as VGG [21], residual network ResNet [22] and InceptionNet [23] etc. After 2014, a large number of scholars began to introduce deep learning into human pose estimation research [1], so various models based on deep neural networks [24], [25] and convolutional neural networks [26], [27] began to appear. Its representative works include DeepPose [28], etc. In 2015, Flowing ConvNets [29] process the estimation problem as a target detection task and obtain the output result of heatmap to improve the robustness of the key point detection. This network mainly uses the spatial fusion model to extract the internal connections of the key points, but its shortcomings are also obvious: for example, the detection range is limited. The Convolutional Pose Machines(CPM) [30] proposed in 2016 has strong robustness. The main contribution of the network is to express the texture and spatial information of the human body’s posture through the mode of architecture. However, it costs a lot of training, real-time detection cannot be achieved. In the same year, Stacked Hourglass Networks [31] used convolutional neural networks and Residual Modules to get the top spot in the MPII analysis competition, which provided a basic model and research idea for later researchers.

With the continuous improvement of single-person pose estimation methods, multi-person pose estimation has begun to attract attention. The Deepcut [32] network proposed in 2016 uses a convolutional neural network to find all candidate joint points, and then cluster the nodes to determine which person each node belongs to, and mark each point to classify which part of the body belongs to. In 2017, He et al. proposed Mask R-CNN [5] based on Faster R-CNN [33], which added a substructure to the region of interest for prediction segmentation. Chen et al. [4] proposed a Cascade Pyramid Network (CPN) to refine the
process of pose estimation, which is the winner of COCO 2017 keypoint challenge. SimpleBaseline [9] consists of a deep backbone network and several deconvolutional layers. It can achieve pretty good performance on the COCO benchmark [34], although it is based on simple network architecture. Sun et al. [6] proposed a High-Resolution Network (HRNet) in 2019 achieved state-of-the-art performance, which could maintain high-resolution representations by connecting high-to-low resolution convolutions in parallel and repeatedly conducting multi-scale fusions. In next year, they present HigherHRNet [35] by using high-resolution feature pyramids, which can localize keypoints more precisely, especially for small person.

Most of these works [39], [47]–[52] focus on how to design the pose estimation network to improve the model accuracy, while ignoring the overall process in the practice of multi-person pose estimation task. The generation stage of human candidate frame has not been widely concerned. At the same time, this kind of method often needs expensive computing cost and is difficult to be applied in real time.

D. LIGHTWEIGHT POSE ESTIMATION
With the growing prosperity of multi-person pose estimation methods, networks are becoming more and more complex. Researchers are beginning to think about how to ensure the accuracy while reducing the complexity and improving the running speed of the model. Rafi et al. [36] proposed an efficient deep network architecture that can be trained efficiently on mid-range GPUs, but they didn’t conduct quantitative experiments on the model efficiency. Bulat et al. [37] binarized the network architecture for model compression and execution speedup to accommodate resource-limited platforms, which however suffers performance drop significantly. Simple baseline [9] proposed by Microsoft is a model of high precision and lightweight. Cheng et al. [10] proposed a Lightweight Pose Network (LPN) in 2020 following the architecture design principles of SimpleBaseline, which achieved higher running speed.

III. PROPOSED APPROACH
In this section, a lightweight multi-person pose estimation model based on symmetric transformation will be introduced, and the global matching method is used to transform the key point prediction problem into the optimal matching problem of the human body-key point graph, which further improves the overall performance of the model.

A. ARCHITECTURE OF THE PROPOSED MODEL
The architecture of the proposed model is shown in Fig. 1. Our framework is mainly composed of three networks: human detection network, symmetric transformation network and single-person pose estimation (SPPE) network. The whole process of the algorithm is divided into four steps: the first step is to use the Faster R-CNN [33] network of target detector to detect the human body, and use MobileNet V2 [13] as its backbone to obtain multiple candidate frames of the human body. The second step is to input the candidate frame of the human body into the symmetric transformation module. After affine transformation, a relatively clear and high-quality input suitable for a single-person pose estimator is generated. The third step is to input the processed human pose candidate frame into the SPPE, and the output result of SPPE is inversely transformed by using symmetrical transformation module to change the coordinates into the original coordinates, then output candidate key points to generate a human body-key point graph. The fourth step is to match the human body-key point graph with the global matching method to obtain the final multi-person pose estimation result.

1) SYMMETRIC TRANSFORMATION MODULE
This module uses the idea of spatial transformation network (STN) [11] to extract high-quality human candidate frames. STN as shown in Fig. 2(a), can be perfectly embedded in any standard neural network structure to provide spatial transformation capabilities. Unlike the pooling layer where the receiving domain is a fixed and localized layer, this network is an adaptive module mechanism. It adapts the transformation of the input data, can spontaneously transform the image or feature map in space and then perform the transformation on the entire feature map (non-local). This allows the network containing the space deformer to not only select the most relevant areas in the image, but also to convert these areas into standardized and expected poses, to simplify the subsequent recognition.

Symmetric transformation module uses STN to affine transform the output result of target detection to generate a higher quality human candidate frame. The formula of affine transformation is as follows:
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where \( T_\theta \) represents the affine transformation matrix, \( \theta_{11}, \theta_{12}, \theta_{21}, \theta_{22} \) are used to determine the rotation angle, \( \theta_{13}, \theta_{23} \) are used to determine the height and width of translation. \([X, Y]^T\) represents original coordinates, \([x, y]^T\) represents affine transformation coordinates. Similarly, the affine transformed coordinates also can be inverse transformed into original coordinates according to the affine transformation parameters, the inverse transformation formula is as follows:
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where \( T_\gamma \) can be determined by \( T_\theta \), the formula is as follows:
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That means, spatial de-transformer network (SDTN) as shown in Fig. 2(b), which is the inverse transformation network of STN, can be constructed to restore the human candidate frame. STN and SDTN form the symmetrical transform module together. This module does not require calibration of key points. It can perform rotation, translation, enlargement and reduction, and other geometric or spatial transformations on the input data according to different target tasks. At the same time, when the input images of the network have large spatial differences, this network can be embedded in the existing convolutional neural network to improve the accuracy of classification.

2) BACKBONE

In this paper, the backbone in Faster R-CNN is replaced by MobileNet V2 [12], which is improved on the basis of MobileNet V1 [13]. In addition to the depth separable convolution, MobileNet V2 adds an inverted residual block. Compared with the residual module, the depth convolution in the middle is wider, and except for the initial $1 \times 1$ convolution of ascending dimension, the number of $1 \times 1$ convolution channels for shortcut connections is less, and it is in an inverted state.

In this paper, the stacked hourglass network is used as the backbone of SPPE. It can capture the characteristics of images at multiple scales, which is very suitable for human pose estimation tasks. The basic unit in the stacked hourglass network is the residual module, and its structure is shown in Fig. 3(a). In order to reduce the amount of parameters of the model, this paper proposes a linear bottleneck in Fig. 3(b) to replace the standard $3 \times 3$ convolution with a $3 \times 3$ depthwise convolution in residual module. At the same time, because the ReLu activation function will filter out a lot of useful information in low dimensional features, we replace the reduced ReLu activation function with a linear activation function to reduce the loss of information.

B. GLOBAL MATCHING METHOD

In the state of dense crowds, when one person is close to another, there is a high probability that the network will only cut one person, and when the key points of the two people overlap, only one key point will be detected. As can be seen that, this approach is very unreasonable. According to the above problems, this paper designs the global matching method to transform the key point prediction problem into an optimal matching problem of the human body-key point graph based on KM algorithm, and the process is as follows in Algorithm 1:

1) LOSS FUNCTION

The traditional human body pose estimation network relies heavily on the results of human body detection. Its task goal is to locate and identify target joint candidate points according to a given body candidate frame, and the interference key points are generally directly suppressed to 0. But if the interference key point is mistaken as the target key point, and the real target point is treated as an interference point, which is suppressed to 0. It will be an irreversible error, and the missing key point will not be input to the subsequent processing steps.

The improved loss function proposed in this paper is to solve this problem. Using this loss function, a multi-peak heat map can be predicted, then the possible key points can be set as candidate key points, and the global candidate...
is a set \( C \) \( \in \mathbb{P} \), the standard deviation of the distribution is \( \sigma \), and the center is \( p^k \).

Then for the interference key points, we establish it as a set \( \Omega_i^k \), and the heat map of the interference key points is \( C_i^k \), which is composed of a mixed Gaussian distribution \( \sum_{p \in \Omega_i^k} G(p|\sigma) \). The final loss function is as follows:

\[
\text{Loss}_i = \frac{1}{K} \sum_{k=1}^{K} \text{MSE}[P_i^k, T_i^k + \mu C_i^k] \tag{5}
\]

where \( \mu \) is an attenuation coefficient of \([0,1] \). This model takes 0.5. The general heatmap loss function can be regarded as a special case of \( \mu=0 \).

2) HUMAN BODY-KEY POINT MATCHING GRAPH

Since highly overlapping human candidate frames tend to predict the same actual joints, in the actual network detection process, multiple key points will be considered as one key point, as shown in Fig. 4.

According to the loss function given in formula (5), a multi-peak Gaussian heatmap of a group of candidate key points can be obtained. First these candidate key points is grouped to obtain a set of candidate key points representing the same actual key point. Through high-quality key point prediction results, candidate key points representing the same key point are usually very close to each other. Therefore, these candidate key points can be grouped as follows, if the formula (6) is satisfied, they can be marked as the same point:

\[
\|P_i^k - p^k\|_2 \leq \text{min}(u_1^k, u_2^k) \delta^k \tag{6}
\]

where \( P_i^k \) and \( p^k \) represent two different key points, \( u_1^k, u_2^k \) is the response deviation of the two candidate key points on the Gaussian heatmap, and \( \delta^k \) is the parameter of the control deviation of the \( k \)-th key point. The reason for using \( \text{min}(u_1^k, u_2^k) \) instead of a constant threshold here is to ensure that: if and only if \( P_i^k \) and \( p^k \) fall into their respective control domains at the same time, they will be classified as a point, and a point can represent a group of points in the above-mentioned way.

Now by marking a set of points as a point, a set of candidate key points can be obtained:

\[
J = \{v_j^k: \text{for } k \in \{1, \ldots, K\}, j \in \{1, \ldots, N_k\}\} \tag{7}
\]

where \( k \) is the number of human joints, which is 17 in the MS COCO dataset. \( N_k \) is the number of candidate key points for a joint \( k \), and \( v_j^k \) is the \( j \)-th key point corresponding to joint \( k \).

Then a human body set is marked as:

\[
H = \{h_i: \forall i \in \{1, \ldots, M\}\} \tag{8}
\]

where \( h_i \) represents the \( i \)-th human body, and \( M \) is the total number of detected human candidate frames. The relationship between sets \( J \) and \( H \) is shown in Fig. 5.

After obtaining a human body set and a key point set, they can be connected together to form a human body-key point graph. If a key point \( v_j^k \) contains a candidate key point from the human body point \( h_i \), then an edge \( e_{ij}^k \) is established between them, and its weight is the response value of the candidate key point, denoted by \( w_{ij}^k \). In this case, an edge set \( \varepsilon = \{e_{ij}^k: \forall i, j, k\} \) was constructed. Finally, the human body-key point graph is expressed as:

\[
G = (H, J, \varepsilon) \tag{9}
\]
3) OBJECTIVE FUNCTION
After the above preparations are completed, the task of human pose estimation can be transformed into solving the optimal matching problem of the human body-key point graph, that is, the problem of maximizing the weight of all edges. The objective function is:

$$\max G_d^G = \sum_{i,j,k} w_{i,j}^k \cdot d_{i,j}^k$$

subject to

$$\sum_{j} d_{i,j}^k \leq 1, \quad \forall k \in \{1, \ldots, K\}, \forall i \in \{1, \ldots, M\}$$

$$\sum_{i} d_{i,j}^k \leq 1, \quad \forall k \in \{1, \ldots, K\}, \forall j \in \{1, \ldots, N_k\}$$

$$d_{i,j}^k \in \{0,1\} \quad \forall i, j, k$$

(10)

where $d_{i,j}^k$ indicates whether to keep the edge $e_{i,j}^k$ in the final graph, and the constraint conditions ensure that each human body can only match at most one $k$-th node. Finally, the KM algorithm is used to solve the optimal matching problem.

IV. EXPERIMENTS
A. DATASETS AND SETTINGS
This paper uses two datasets for evaluation, i.e., MPII and MS COCO.

1) MPII
MPII [38] is a dataset for human pose estimation tasks. The dataset contains about 25,000 images. In these images, there are more than 40,000 people with annotated human joint points. These images are collected systematically through daily human activities. In general, the dataset contains 410 human activities, and each image has a corresponding activity tag. The source of the image is a YouTube video. The entire dataset is divided into 25k training dataset samples and 3k validation dataset samples, which are divided into 16 types of labels(0-r ankle, 1-r knee, 2-r hip, 3-l hip, 4-l knee, 5-l ankle, 6-pelvis, 7-thorax, 8-upper neck, 9-head top, 10-r wrist, 11-r elbow, 12-r shoulder, 13-l shoulder, 14-l elbow, 15-l wrist). Each sample contains label information such as the identification ID, the coordinate information of the center point, and the real coordinate information of the human body joint points. The evaluation index for the MPII is PCK (Percentage of Correct Keypoints), and the specific calculation formula is as follows:

$$PCK^k_i = \frac{\sum_p \delta\left(\frac{d_{p}^i}{d_{p}^{def}} \leq T_k\right)}{\sum_p 1}$$

(11)

where $i$ represents the key point with ID $i$, $k$ represents the $k$-th threshold $T_k$, $p$ is the $p$-th person, $d_{p}^i$ represents the Euclidean distance between the predicted value of the key point with ID $i$ in the $p$-th person and the manually labeled value. $d_{p}^{def}$ is the scale factor of the $p$-th person, and different public datasets use different calculation methods for this factor. MPII uses the current person’s head diameter as the scale factor, that is, the Euclidean distance between the upper left point LT of the head Rect and the lower right point RB. $T_k$ is a manually set threshold, $T_k \in [0 : 0.01 : 0.1]$.

2) MS COCO
MS COCO is an image dataset created by Microsoft Corporation [34]. The images contain a total of 91 types...
of targets, 328,000 images and 2,500,000 annotation tags. The scene of this dataset is complex, and the instances in each image are accurately positioned and labeled. There are 80 categories and more than 330,000 images, 200,000 of which are labeled. The number of individuals in the entire dataset exceeds 1.5 million, and there are a total of 17 human key points (0-nose, 1-Leye, 2-Reye, 3-Lear, 4-Rear, 5-Lsho, 6-Rsho, 7-Lelb, 8-Relb, 9-Lwri, 10-Rwri, 11-Lhip, 12-Rhip, 13-Lkne, 14-Rkne, 15-Lank, 16-Rank), including training set (20,000 images and 25,000 human bodies with key points), validation set (15,000 human bodies and 1.7 million key points marked) and a test set (a challenge set of 20000 and a development set of 20000).

The evaluation criteria for the MS COCO mainly use average precision(AP) and the average recall rate(AR). Here a new variable is defined as a similarity measure, namely object keypoint similarity(OKS). The main idea of OKS is to calculate the weighted distance between the predicted positions of the human body joint points and the real positions of the joint points. The formula is as follows:

$$OKS_p = \frac{\sum_{i} \exp \left( -\frac{d_{pi}^2}{2\sigma_i^2} \right) \delta \left( v_{pi} = 1 \right)}{\sum_i \delta \left( v_{pi} = 1 \right)}$$

where \(p\) represents the \(p\)-th person, \(i\) represents the ID of the human joint point, \(\delta\) represents the normalization factor, which is obtained by calculating the standard deviation of the offset of the manually marked position, \(v_{pi}\) represents the state of the \(i\)-th human body joint points of the \(p\)-th person, which are divided into visible, occluded, and invisible, \(d_{pi}\) represents the Euclidean distance between the predicted position of the human body joint point and the real position, \(s_p^2\) represents the area of the human body detection frame.

Based on OKS, AP’s calculation method for key points of the human body is similar to the calculation method for target detection. The specific formula is as follows:

$$AP_S = \frac{\sum_p \delta \left( OKS_p > s \right)}{\sum_p 1}$$

TABLE 1. The software and hardware environment used in the experiment.

| Hardware | CPU | Intel(R) Core(TM) i7-7800xCPU @3.5GHz | 32GB |
|----------|-----|-------------------------------------|------|
|          | GPU | NVIDIA GeForce RTX 2080Ti           | 12GB |
| OS       | Linux Ubuntu 18.04.3 LTS            |      |

Software:

| Programming language | python 3.6.10 |
|----------------------|---------------|
| Deep learning framework | pytorch 1.1.0 |
| CUDA                 | cuda 10.0     |
Thus, the calculation formula of mean average precision (mAP) is as follows:

\[
mAP = \text{mean}[\text{AP}(0.50:0.05:0.95)]
\]  

(14)

B. IMPLEMENTATION DETAILS

In this experiment, the datasets used are MPII [38] and MS COCO [34], and the test indicators used in the experiment are PCK and mAP. The software and hardware environment used in the experiment are shown in Table 1.

The batch size used in this experiment is set to 32, the optimizer is RMSPropOptimizer, the decay and momentum are both set to 0.9, the learning rate is set to 4e-5, and the IOU is set to 0.5. The training process is terminated within 150 epochs. The loss function of the SPPE uses Mean Squared Error (MSE) to compare the predicted heatmap with the heatmap of the real image. A 2D Gaussian distribution is used around the center of the node with a standard deviation of 1, and the target detection parameter setting refers to Faster R-CNN.

C. PERFORMANCE EVALUATION

In order to verify the performance of the proposed method in human pose estimation, the proposed algorithm is compared with a number of excellent human pose estimation algorithms on the MPII and MS COCO. The following are the visual experimental results of the method in this paper, as shown in Fig. 6. It can be seen that in different scenarios, even when there are problems such as crowded people, part of the human body being occluded, or large changes in human body posture, the method in this paper can accurately identify each human body key point and form a key point graph for each person. What’s more, there are no false detections, missed detections, or connecting key points of different personnel together in the visualized results.

In the experiment on the MPII, the PCK evaluation index was used to calculate the total accuracy and correct percentage of each key point of the human body for Head, Shoulder, Elbow, Wrist, Hip, Knee, and Ankle. It can be seen from Table 2 that compared with other advanced methods, the method in this paper is superior to other methods in the prediction effect of most key points, and the accuracy rate has been significantly improved.

The experiment on the MS COCO uses the OSK evaluation index, where AP\text{50} represents the AP measurement value when the OSK threshold is 0.5, AP\text{75} represents the measurement value when the OSK threshold is 0.75; AP\text{M} represents the measured value of the target frame with a pixel area between 32\text{2} and 96\text{2}, and AP\text{L} represents the AP measured value of the target frame with a pixel area greater than 96\text{2}. It can be seen from Table 3 that compared to other existing state-of-the-art methods on the MS COCO, the method in this paper performs basically the same or even better than some methods, and compared to the best performed HRNet [6], there is some decline. What’s more, compared to the lightweight method LPN [10] proposed in 2020, its performance has been greatly improved.

In summary, it can be seen that the method proposed in this paper performs very well on MPII and MS COCO dataset. In order to reduce the complexity of the model and...
improve the running rate, our method sacrifices some accuracy requirements, but also achieves the average accuracy of some excellent methods. Experiments show that our method not only improves the running rate, but also achieves an acceptable result.

Meanwhile, in Table 4, the running rate of the algorithm in this paper is compared with other excellent multi-person pose estimation methods, where FPS represents Frames Per Second. The backbones used by SPPE in different methods are also given in Table 4. Because changing the backbone of the target detection algorithm will greatly reduce the accuracy during the test, the backbone of Faster R-CNN adopted in this paper is MobileNet V2, while the backbone in other top-down methods is still ResNet-50. The experimental results show that the running rate of the method in this paper far exceeds other methods, reaching a transmission rate of 20 frames per second. It can be seen that this method is superior to the current advanced multi-person pose estimation methods in both accuracy and operating speed.

### D. ABLATION STUDY

The method in this paper improves the human pose estimation network model from three perspectives, so several extra experiments are further performed to verify the effectiveness of each individual component of our proposed model. MPII and MS COCO are used in experiments of ablation study.

This paper adopts the ideas of symmetric transformation (ST), global matching method (GM) and the lightweight backbone network (LWNet) to improve the multi-person pose estimation network. In Table 5 and Table 6, the impact of each improved component on the performance of the algorithm is respectively discussed. Table 5 and Table 6 respectively show the results of ablation experiments on the MPII and MS COCO datasets. The experimental results show that:

1. When only the symmetric transformation module is used, the method in this paper is already superior to some other multi-person pose estimation methods. After using the symmetric transformation module on the MPII to improve the multi-person pose estimation network, the improved method is significantly better than the best method in the MPII in the comparison experiment. On the MS COCO dataset, compared to the best method HRNet, the accuracy rate is a little low.

2. After using the lightweight backbone, the running speed is greatly improved, but the accuracy has been reduced compared with using only symmetric transformation module. In the experiment of MPII, although the accuracy rate after weight reduction has decreased, it is still higher than other methods. But the accuracy on MS COCO is significantly lower than that of the best method. However, it can be seen that after symmetric transformation module reduces the influence of low-quality human candidate frames, our method can also achieve an acceptable result, which is significantly better than another lightweight method LPN.

3. The global matching method effectively compensates for the loss of precision caused by lightweight. In the experiments on the MPII and MS COCO, the improved method using symmetric transformation module and the global matching method has the best effect. Compared with only using symmetric transformation module module, the accuracy after adding the global matching method is better, which further verifies the effectiveness of this method. After adding lightweight, the accuracy has a little decreases, but it is still achieve acceptable results. This makes the algorithm in this paper far surpass other algorithms in terms of operating speed while ensuring accuracy.

### TABLE 4. Comparison of the running speed of different algorithms on the MPII.

| Method   | OpenPose [39] | G-RMI [3] | CPN [4] | SimpleBaseline [9] | HRNet-W32 [6] | HRNet-W48 [6] | LPN [10] | Ours |
|----------|---------------|-----------|---------|--------------------|---------------|---------------|----------|------|
| backbone | -             | ResNet-101| ResNet-Inception| ResNet-152        | 73.7          | 74.9          | 75.5     | 68.7 | 71.5 |
| mAP      | 61.8          | 68.5      | 71.1    | 73.7               | 74.9          | 75.5          | 68.7     | 71.5 |
| FPS      | 11            | 12        | 11      | 7                  | 6             | 4             | 18       | 20   |

### TABLE 5. Ablation study on MPII.

| Method | Head | Shoulder | Elbow | Wrist | Hip | Knee | Ankle | Total |
|--------|------|----------|-------|-------|-----|------|-------|-------|
| ST+LWNet | 87.5 | 85.1     | 78.2  | 69.3  | 75.2| 71.1 | 65.4  | 79.4  |
| ST+GM   | 93.2 | 90.0     | 86.0  | 79.6  | 81.4| 81.1 | 75.4  | 84.4  |
| ST      | 92.9 | 89.2     | 85.7  | 76.5  | 79.1| 79.2 | 69.9  | 83.1  |
| Ours    | 90.9 | 89.3     | 85.1  | 75.5  | 78.7| 79.4 | 72.1  | 82.3  |

### TABLE 6. Ablation study on MS COCO.

| Method   | mAP  | AP<sup>50</sup> | AP<sup>75</sup> | AP<sup>M</sup> | AP<sup>L</sup> |
|----------|------|-----------------|-----------------|----------------|----------------|
| ST+LWNet | 69.7 | 88.4           | 78.1            | 66.1           | 73.9           |
| ST+GM    | 73.2 | 90.6           | 81.1            | 69.8           | 79.6           |
| ST       | 72.3 | 90.2           | 80.0            | 68.7           | 78.6           |
| Ours     | 71.5 | 89.9           | 80.1            | 68.1           | 78.2           |
V. CONCLUSION

This paper mainly studies the top-down processing methods in multi-person pose estimation tasks, including how to overcome the poor application effect of target detection algorithms on single-person pose estimation networks, how to improve the accuracy of the network under crowded crowds, and how to improve the speed of the network under the premise of ensuring accuracy. In response to the above-mentioned difficulties and challenges, a lightweight multi-person pose estimation method based on symmetric transformation and global matching is proposed. The global matching method designs an optimal matching method of the human body-key point graph based on the KM algorithm. Experiments show that the algorithm proposed in this paper not only improves the quality of the candidate area frame and the overall performance of the multi-person posture estimation in the crowded state, but also improves the running speed while ensuring the network performance, which further confirms the effectiveness and competitiveness of the algorithm in this paper.
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