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Abstract

Determination of Cramer-Rao lower bound (CRLB) as an optimality criterion for the problem of localization in wireless sensor networks (WSNs) is a very important issue. Currently, CRLBs have been derived for line-of-sight (LOS) situation in WSNs. However, one of major problems for accurate localization in WSNs is non-line-of-sight (NLOS) propagation. This article proposes two CRLBs for WSNs localization in NLOS environment. The proposed CRLBs consider both the cases that positions of reference devices (RDs) are perfectly or imperfectly known. Since non-parametric kernel method is used to build probability density function of NLOS errors, the proposed CRLBs are suitable for various distributions of NLOS errors. Moreover, the proposed CRLBs provide a unified presentation for both LOS and NLOS environments. Theoretical analysis also proves that the proposed CRLB for NLOS situation becomes the CRLB for LOS situation when NLOS errors go to 0, which gives a robust check for the proposed CRLB.
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Introduction

Wireless sensor networks (WSNs) have been widely used for monitoring and control in military, environmental, health, and commercial systems [1-4]. A WSN usually consists of tens or hundreds of wirelessly connected sensors. Sensor positioning becomes an important issue. Since global positioning system (GPS) is currently a costly solution, only a small percentage of sensors are equipped with GPS receivers called reference devices (RDs), whereas the other sensors are blindfolded devices (BDs).

Several methods have been proposed to estimate the positions of sensors in WSNs. Multi-dimensional scaling (MDS) methods have been successfully applied to the problem of sensor localization in WSNs [5-7]. These classic MDS approaches based on principal component analysis may not scale well with network size as its complexity is cubic in the number of sensors. A popular alternative to principal component analysis is the use of gradient descent or other numerical optimizations [8-10]. The weighted version of MDS in [11] utilized the weighted cost function to improve positioning accuracy. The semi-definite programming algorithm in [12] was devised for WSNs localization in the presence of the uncertainties in the positions of RDs. Besides the above localization algorithms, some studies have been reported on performance analyses for WSNs localization [12-17]. The authors in [13] derived the Cramer-Rao lower bounds (CRLBs) for the received-signal-strength and time-of-arrival (TOA) location technologies in WSNs. A more practical CRLB based on the distance-dependent variance model for range estimation noise was proposed in [14]. In [16], the clock biases were considered in the CRLB for distributed positioning in sensor network. The authors in [17] proposed the CRLB for RD-free localization and derived the lower and upper bounds on the CRLB. Furthermore, the CRLBs considering the uncertainties in the positions of RDs were presented in [12,15].

It should be noted that the above studies [5-17] are based on line-of-sight (LOS) assumption which may lead to severe degradations since non-line-of-sight (NLOS) propagation is a main problem for accurate localization in actual WSNs system. In the cellular location system (CLS) and local positioning system (LPS), some localization methods and performance analyses for NLOS environment have been addressed in the literature [18-26]. The CRLB based on exponential distribution model in [20] cannot be used for other distributions of NLOS errors. The CRLB in [21] was derived for NLOS environment based on a single reflection model, and may not be accurate for a practical environment where most signals arrive at the receiver after multi-reflections. The CRLB with or without

* Correspondence: huangjiyan@uestc.edu.cn
1Department of Electronic Engineering, University of Electronic Science and Technology of China, Chengdu, China
Full list of author information is available at the end of the article
NLOS statistics was derived for NLOS situation [22]. For the case without NLOS statistics, the authors [22] computed the CRLB in a mixed NLOS/LOS environment and proved that the CRLB for a mixed NLOS/LOS environment depends only on LOS signals. However, the CRLB without NLOS statistics [22] is not suitable for the situation where measurements from all base stations are corrupted by NLOS errors. For the case with NLOS statistics, the authors [22] provided a definition of CRLB. The detail procedure and formulas for determining the CRLB under various distributions of NLOS errors in a practical environment were not considered in [22]. Furthermore, multopath effects were considered in the CRLB for CLS and LPS [23,24] and the LOS/NLOS unification was discussed in [23,25]. In this article, two CRLBs compatible for various distributions of NLOS errors for WSNs localization in NLOS environment are proposed. Compared with the previous performance studies for NLOS situation [20–26], three main contributions of this article are listed as follows:

1. All the existing CRLBs for NLOS situation were devised only for CLS and LPS. For a WSNs location system, the problem of sensor localization becomes more complex since the range measurements among all sensors are used rather than limited measurements between a BD and RDs for a CLS and LPS. The proposed CRLBs considering all of range measurements among sensors can be used for not only WSNs location system but also CLS and LPS.
2. The proposed CRLBs based on non-parametric kernel method can be applicable for different cases including various distributions of NLOS errors, single or multi-reflections model.
3. Some characteristics of the CRLBs for WSNs localization are derived in this article. The proposed CRLB provides a unified CRLB presentation for both LOS and NLOS environments as shown in [21]. This means that the previous research results for the CRLB of LOS environment can also be used for the CRLB of NLOS environment. For example, the poisoning accuracy increases as the more devices are used for sensor localization. Theoretical analysis shows that the CRLB for NLOS environment becomes the CRLB for LOS environment in the case that NLOS errors go to 0, which gives a robust check for the proposed CRLB.

This article is organized as follows. Signal model and some basic notations are presented in next section. Followed by kernel method is used to estimate the probability density function (PDF) of NLOS errors. Based on the estimated PDF, CRLBs for NLOS environment are derived. Next section proves a characteristic of CRLBs. Then, the CRLBs are evaluated by simulations. Finally, conclusions of this article are given.

System model
Consider a TOA-based WSNs location system with \( n + m \) devices. Devices 1...n are BDs with the unknown coordinates, whereas devices \( n + 1...n + m \) are RDs with the known coordinates. Assume that \((x_n, y_n)\) is the position of the \( i \) th device. The vector of unknown parameters is:

\[
\theta = \left[ \begin{array}{c} \theta_1^T \ \theta_m^T \end{array} \right]^T = \left[ x_1 \ldots x_n \ y_1 \ldots y_n \right]^T
\]  \hspace{1cm} (1)

As [13], devices may make incomplete observations due to the limited link capacity. Let \( H(i) = \{ j : \text{device } j \text{ makes pair-wise observations with device } i \} \). Note that a device cannot measure range with itself, so that \( i \notin H(i) \). It is also obvious that if \( j \in H(i) \) then \( i \in H(j) \).

The range measurement \( r_{ij} \) between the \( i \)th and \( j \)th devices can be modeled as:

\[
r_{ij} = d_{ij} + n_{ij} + b_{ij} = d_{ij} + \tilde{v}_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} + \tilde{v}_{ij}
\]  \hspace{1cm} (2)

where \( d_{ij} \) is the true distance between the \( i \)th and \( j \)th devices, \( n_{ij} \) represents the Gaussian noise with zero mean and variance \( \sigma_{ij}^2 \) and \( b_{ij} \) is NLOS error which may have different statistical distributions in practical channel environments. The residual noise is given by \( \tilde{v}_{ij} = n_{ij} + b_{ij} \). It should be noted that Gaussian noise \( n_{ij} \) and NLOS error \( b_{ij} \) are independent. This assumption has been widely used in the literature [18-20].

The CRLB can be used to determine the physical impossibility of the variance of an unbiased estimator being less than the bound [27]. Let \( r \) be a vector of range measurements:

\[
r = \left[ I_{H(1)}\ (2) \ r_{12} \ldots I_{H(n+m-1)}\ (n + m) \ r_{(n+m-1)(n+m)} \right]^T
\]  \hspace{1cm} (3)

where \( I_{H(k)}(l) \) is an indicator function: 1 if \( k \in H(l) \) or 0 otherwise. The CRLB matrix is defined as the inverse of the Fisher information matrix (FIM) \( J \):

\[
E\left( \left( \theta - \hat{\theta} \right)^T\left( \theta - \hat{\theta} \right) \right) \geq J^{-1}
\]  \hspace{1cm} (4)

where \( \hat{\theta} \) is an estimate of \( \theta \).

The FIM is determined by [28]:

\[
J = E\left[ \frac{\partial \ln f (r; \theta)}{\partial \theta} \cdot \left( \frac{\partial \ln f (r; \theta)}{\partial \theta} \right)^T \right]
\]  \hspace{1cm} (5)
The log of the joint conditional PDF is:

$$\ln f(r, \theta) = \sum_{i=1}^{m+n} \sum_{j<i} l_{ij}$$  

(6)

$$l_{ij} = \ln f_{ij}(r_{ij} | (x_i, y_i, x_j, y_j))$$  

(7)

Substituting (6) into (5), the FIM can be rewritten as

$$J = \begin{bmatrix} J_{xx} & J_{xy} \\ J_{yx} & J_{yy} \end{bmatrix}$$  

(8)

where

$$J_{xx}(k,l) = \sum_{j \in H(k)} E \left[ \left( \frac{\partial l_{ij}}{\partial x_k} \right)^2 \right] \quad k = l$$

$$I_H(k)(l) E \left[ \frac{\partial l_{ij}}{\partial x_k} \frac{\partial l_{ij}}{\partial x_l} \right] \quad k \neq l$$

$$J_{yx}(k,l) = \sum_{j \in H(k)} E \left[ \left( \frac{\partial l_{ij}}{\partial x_k} \frac{\partial l_{ij}}{\partial y_l} \right)^2 \right] \quad k = l$$

$$I_H(k)(l) E \left[ \frac{\partial l_{ij}}{\partial x_k} \frac{\partial l_{ij}}{\partial y_l} \right] \quad k \neq l$$

$$J_{yy}(k,l) = \sum_{j \in H(k)} E \left[ \left( \frac{\partial l_{ij}}{\partial y_k} \frac{\partial l_{ij}}{\partial y_l} \right)^2 \right] \quad k = l$$

$$I_H(k)(l) E \left[ \frac{\partial l_{ij}}{\partial y_k} \frac{\partial l_{ij}}{\partial y_l} \right] \quad k \neq l$$

CRLBs in NLOS environment

**Modeling range measurements**

The derivation of CRLB is based on the PDF of NLOS errors. There are two methods for evaluating $f(b_{ij})$. The parametric method can only be used for specific noise distributions such as Gaussian, exponential, uniform, and delta distributions. The non-parametric method can be used for all noise distributions including the PDF without explicit expression.

The second method is developed to derive the CRLB for NLOS environment in this article. The basic procedure of non-parametric estimation is to create an approximation of the PDF from a given set of survey measurements. Assume that a survey set of NLOS errors $\{Sb_{ij1} \ldots Sb_{ijP}\}$ with the size $P$ is available for a propagation channel between the $i$th and $j$th devices. The estimated PDF of $b_{ij}$ can be obtained using non-parametric kernel method [29]:

$$f_{b_{ij}}(b) = \frac{1}{\sqrt{2\pi} \sigma_{b_{ij}}^2} \sum_{t=1}^{P} \exp \left( \frac{(b - Sb_{ijt})^2}{2\sigma_{b_{ij}}^2} \right)$$  

(10)

where $\exp(\cdot)$ is a Gaussian kernel function, the smoothing constant $\sigma_{b_{ij}}$ is the width of the kernel function which can be determined by using the method in [29]. Simulation results show that Equation 10 can perfectly estimate the PDF of NLOS errors from the survey set. Many non-parametric estimators such as histogram method, orthogonal series, and other kernel methods can effectively estimate the PDF and have the similar performance. Gaussian kernel method was chosen due to its similarity with the Euclidean distance and also since it gives better smoothing and continuous properties even with a small number of samples [30]. Another reason for using Gaussian kernel is that the Gaussian kernel function is easy to be integrated and differentiated, thereby leading to mathematically tractable solution.

The PDF of Gaussian noise $n_{ij}$ is modeled as:

$$f_{n_{ij}}(n_{ij}) = \frac{1}{\sqrt{2\pi} \sigma_{n_{ij}}^2} \exp \left( \frac{-n_{ij}^2}{2\sigma_{n_{ij}}^2} \right)$$  

(11)

The PDF of residual $\tilde{v}_{ij}$s:

$$f_{\tilde{v}_{ij}}(\tilde{v}_{ij}) = \int_{-\infty}^{+\infty} f_{\tilde{v}_{ij}}(\tilde{v}_{ij} - x) dx = \frac{1}{\sqrt{2\pi} (\sigma_{\tilde{v}_{ij}}^2 + h_{\tilde{v}_{ij}}^2)} \sum_{t=1}^{P} \exp \left( \frac{-(\tilde{v}_{ijt} - Sb_{ijt})^2}{2(\sigma_{\tilde{v}_{ij}}^2 + h_{\tilde{v}_{ij}}^2)} \right)$$  

(12)

Since $\tilde{v}_{ij} = r_{ij} - d_{ij}$, the PDF of $r_{ij}$ becomes:

$$f_{r_{ij}}(r_{ij}) = \frac{1}{\sqrt{2\pi} (\sigma_{r_{ij}}^2 + h_{r_{ij}}^2)} \sum_{t=1}^{P} \exp \left( \frac{-(r_{ijt} - d_{ijt} - Sb_{ijt})^2}{2(\sigma_{r_{ij}}^2 + h_{r_{ij}}^2)} \right)$$  

(13)

**CRLB for the case without uncertainty**

Substituting (13) into $\partial l_{kl}/\partial x_k$ and $\partial l_{kl}/\partial y_k$, gives:

$$\frac{\partial l_{kl}}{\partial x_k} = \frac{g_{kl}(\tilde{v}_{kl}) x_k - x_l}{f_{\tilde{v}_{kl}}(\tilde{v}_{kl})} d_{kl}, \quad \frac{\partial l_{kl}}{\partial y_k} = \frac{g_{kl}(\tilde{v}_{kl}) y_k - y_l}{f_{\tilde{v}_{kl}}(\tilde{v}_{kl})} d_{kl}$$  

(14)

$$g_{kl}(\tilde{v}_{kl}) = \frac{1}{P \sqrt{2\pi} (\sigma_{\tilde{v}_{kl}}^2 + h_{\tilde{v}_{kl}}^2)}$$  

(15)
Similarly,
\[
\frac{\partial l_{kl}}{\partial x_l} = \frac{g_{kl}(\tilde{v}_{kl})}{f_{kl}(\tilde{v}_{kl})} (x_k - x_l), \quad \frac{\partial l_{kl}}{\partial y_l} = -\frac{g_{kl}(\tilde{v}_{kl})}{f_{kl}(\tilde{v}_{kl})} (y_k - y_l)
\]
(16)
Substituting (14) and (16) into (9), sub-matrices of \(J\) include:

\[
[J_{xx}]_{kl} = \begin{cases} \sum_{j \in H(k)} \frac{A_{kl} (x_k - x_l)^2}{d_{kj}^2} k = l \\ -I_{H(k)}(l) A_{kl} (x_k - x_l)^2 \quad k \neq l \end{cases}
\]
(17)
\[
[J_{xy}]_{kl} = \begin{cases} \sum_{j \in H(k)} \frac{A_{kl} (x_k - x_l)(y_k - y_l)}{d_{kj}^2} k = l \\ -I_{H(k)}(l) A_{kl} (x_k - x_l)(y_k - y_l) \quad k \neq l \end{cases}
\]
(17)
\[
[J_{yy}]_{kl} = \begin{cases} \sum_{j \in H(k)} \frac{A_{kl} (y_k - y_l)^2}{d_{kj}^2} k = l \\ -I_{H(k)}(l) A_{kl} (y_k - y_l)^2 \quad k \neq l \end{cases}
\]
(17)

\[
A_{kl} = E \left[ \frac{g_{kl}(\tilde{v}_{kl})^2}{f_{kl}(\tilde{v}_{kl})} \right] = \int_{-\infty}^{\infty} \frac{g_{kl}(\tilde{v}_{kl})^2}{f_{kl}(\tilde{v}_{kl})} \ d\tilde{v}_{kl}
\]
(18)

**Remark 1** Compared with the FIM in [13], the FIM of (17) is similar to the FIM in LOS environment. The only difference is \(A_{kl} = 1/\sigma_{KL}^2\) when the FIM is derived for LOS environment. Therefore, \(A_{kl}\) can be rewritten as:

\[
A_{kl} = \begin{cases} \frac{1}{\sigma_{KL}^2} & k \in LOS \\ \int_{-\infty}^{\infty} \frac{g_{kl}(\tilde{v}_{kl})^2}{f_{kl}(\tilde{v}_{kl})} \ d\tilde{v}_{kl} & k \in NLOS \end{cases}
\]
(19)

where \(k \in LOS\) means that the propagation path between the devices \(k\) and \(l\) is a LOS path, otherwise NLOS path. Equations 17 and 19 give a unified CRLB presentation for both LOS and NLOS environments.

**Remark 2** Either empirical model or survey measurements of NLOS errors must be provided since the corresponding CRLB is derived based on the PDF of NLOS errors. Many empirical models and survey measurements of the PDF of NLOS errors are reported in [31,32].

**Remark 3** There are virtually no simple parametric models for the PDF of NLOS errors in all channel environments because its PDF changes as the channel environment changes. It is impossible to derive a CRLB based on parametric method for practical WSNs location system. Thus, the proposed CRLBs based on survey measurements and non-parametric method are necessary since they are applicable for all distributions of NLOS errors.

A particular case where each propagation channel has the same distribution of NLOS errors is considered here. This case will lead to a more compact expression and deeper understanding of CRLB. In this case,

\[
A_{kl} = A = \int_{-\infty}^{\infty} \frac{g(\tilde{v})^2}{f_{\tilde{v}}(\tilde{v})} \ d\tilde{v}
\]
(20)

From matrix inversion lemma [33], the inverse matrix of \(J\) is:

\[
J^{-1} = \begin{bmatrix} I_{xx} & I_{xy} \\ I_{xy} & I_{yy} \end{bmatrix}^{-1}
\]
(21)

\[
J^{-1} = \begin{bmatrix} \left( I_{xx} - I_{xx}^{-1} I_{xy} \right)^{-1} & I_{xx}^{-1} \left( I_{yy} - I_{xy} I_{xx}^{-1} I_{xy} \right)^{-1} \\ I_{xy}^{-1} \left( I_{yy} - I_{xy} I_{xx}^{-1} I_{xy} \right)^{-1} & I_{yy}^{-1} \end{bmatrix}
\]
(21)

The CRLB can be written as:

\[
\text{CRLB} = \text{trace} \left[ \left( I_{xx} - I_{xx}^{-1} I_{xy} \right)^{-1} + \left( I_{yy} - I_{yy}^{-1} I_{xy} \right)^{-1} \right]
\]
(22)

where \(J_{xx}, J_{xy}, \) and \(J_{yy}\) can be obtained from (17). From (17), (20), and (22),

\[
\text{CRLB} = \frac{1}{A} \text{trace} \left[ \left( I_{xx} - I_{xx}^{-1} I_{xy} \right)^{-1} + \left( I_{yy} - I_{yy}^{-1} I_{xy} \right)^{-1} \right]
\]
(23)

where

\[
\begin{align*}
\tilde{J}_{xx} & = \left[ J_{xx}\right]_{kl|A_{ii}=1} \\
\tilde{J}_{xy} & = \left[ J_{xy}\right]_{kl|A_{ii}=1} \\
\tilde{J}_{yy} & = \left[ J_{yy}\right]_{kl|A_{ii}=1}
\end{align*}
\]
(24)

Therefore, the proposed CRLB can be divided into two parts. 1/A in (23) depends on Gaussian noise and NLOS errors while another part consisting of \(\tilde{J}_{xx}, \tilde{J}_{xy}, \) and \(\tilde{J}_{yy}\) is determined by system geometry. For a given geometry, CRLB is proportional to 1/A. Since the CRLBs for LOS and NLOS situations have the same structure, the impacts of geometry on the CRLB in LOS environment can be applicable for the CRLB in NLOS environment. For example, the accuracy increases as more devices are used for location network.

In some special cases, prior information on the locations of BDs may be available for the system. The following CRLB is derived for this case. Assume that the coordinates of BDs \(\theta = [x_1, y_1, ..., x_n, y_n]^T\) are subject to a zero-mean Gaussian distribution with covariance matrix \(Q_\theta\). The PDF of \(\{x_i, y_i\}, 1 \leq i \leq n\) can be written as:
\[ f_{xi}(x_i) = \frac{1}{\sqrt{2\pi} \sigma_{xi}} \exp\left(-\frac{(x_i - \bar{x}_i)^2}{2\sigma_{xi}^2}\right) \]  
\[ f_{yi}(y_i) = \frac{1}{\sqrt{2\pi} \sigma_{yi}} \exp\left(-\frac{(y_i - \bar{y}_i)^2}{2\sigma_{yi}^2}\right), \quad 1 \leq i \leq n \]  
(25)

where \( Q_0 = \text{diag} \left[ \left\{ \sigma_{x_1}^2 \ldots \sigma_{x_n}^2 \sigma_{y_1}^2 \ldots \sigma_{y_n}^2 \right\} \right] \).

The log of the joint conditional PDF becomes:

\[ l = \ln f = \sum_{i=1}^{m+n} \sum_{j=1}^{n} l_{ij} + \sum_{i=n+1}^{n+m} l_{ii} \]  
(26)

where \( l_{ij} \) can be obtained from (7) and (14), \( l_{xi} = \ln f_{xi}(x_i) \), and \( l_{yi} = \ln f_{yi}(y_i) \).

The IM for the case with prior information on the locations of BDs can be obtained by substituting (26) into (5):

\[ J_{\sigma} = \left[ J_{xx} \quad J_{xy} \right] + Q_0^{-1} \]  

where \( J_{xx} \) is obtained from (17).

**CRLB for the case with uncertainty**

The positions of RDs in a practical system provided by GPS receivers may not be exact due to cost and complexity constraints applied on devices. The CRLB considering both NLOS errors and uncertainty of the positions of RDs is needed.

In the presence of disturbances on the positions of RDs, the position of RDs can be modeled as [12,15]:

\[ \tilde{x}_i = x_i + n_{x_i}, \quad \tilde{y}_i = y_i + n_{y_i} \quad i = n + 1, \ldots, n + m \]  
(27)

where the disturbances \( n_{x_i} \) and \( n_{y_i} \) are assumed to be independent zero-mean Gaussian random variables with variance \( \sigma_{x_i}^2 \) and \( \sigma_{y_i}^2 \) respectively. The PDF \( \tilde{x}_i \) and \( \tilde{y}_i \) can be written as:

\[ f_{\tilde{x}_i}(x_i) = \frac{1}{\sqrt{2\pi} \sigma_{\tilde{x}_i}} \exp\left(-\frac{(\tilde{x}_i - \bar{x}_i)^2}{2\sigma_{\tilde{x}_i}^2}\right) \]  
\[ f_{\tilde{y}_i}(y_i) = \frac{1}{\sqrt{2\pi} \sigma_{\tilde{y}_i}} \exp\left(-\frac{(\tilde{y}_i - \bar{y}_i)^2}{2\sigma_{\tilde{y}_i}^2}\right) \]  
(28)

The vector of unknown parameters becomes:

\[ \theta = \left[ \theta_1 \ldots \theta_{(n+m)} \right]^T = \left[ x_1 \ldots x_{n+m} \quad y_1 \ldots y_{n+m} \right]^T \]  
(29)

The log of the joint conditional PDF becomes:

\[ l = \ln f = \sum_{i=1}^{m+n} \sum_{j=1}^{n} l_{ij} + \sum_{i=n+1}^{n+m} l_{ii} \]  
(30)

Substituting (30) into \( \partial l/\partial \theta \), gives:

\[ \frac{\partial l}{\partial x_k} = \begin{cases} \sum_{j \in \{1:k\}} \frac{\partial l_{ij}}{\partial x_k} & 1 \leq k \leq n \\ \sum_{j \in \{n+k:n+m\}} \frac{\partial l_{j}}{\partial x_k} & n < k \leq n + m \end{cases} \]  
(31)

\[ \frac{\partial l}{\partial y_k} = \begin{cases} \sum_{j \in \{1:k\}} \frac{\partial l_{ij}}{\partial y_k} & 1 \leq k \leq n \\ \sum_{j \in \{n+k:n+m\}} \frac{\partial l_{j}}{\partial y_k} & n < k \leq n + m \end{cases} \]  
(32)

To distinguish from the case without uncertainty, \( G \) is used as the FIM. Substituting (31) into (5), the FIM can be rewritten as:

\[ [G_{\sigma}]_{kl} = \begin{cases} \sum_{j \in \{1:k\}} E \left[ \frac{\partial l_{ij}}{\partial x_k} \frac{\partial l_{ij}}{\partial x_l} \right] & k = l \leq n \\ \sum_{j \in \{n+k:n+m\}} E \left[ \frac{\partial l_{j}}{\partial x_k} \frac{\partial l_{j}}{\partial x_l} \right] & n < k \leq n + m \end{cases} \]  
(33)

Substituting (14) and (31) into (32), the FIM becomes:

\[ G_{xx} = J_{xx} + U_x \]  
\[ G_{xy} = J_{xy} \]  
\[ G_{yy} = J_{yy} + U_y \]  
(34)

where \( J_{xx}, J_{xy}, \) and \( J_{yy} \) can be obtained from (17),

\[ U_x = \text{diag} \left[ \sigma_{x(n+1)}^{\sigma} \ldots \sigma_{x(n+m)}^{\sigma} \right] \]  
\[ Q_x = \text{diag} \left[ \sigma_{x(n+1)}^{2} \ldots \sigma_{x(n+m)}^{2} \right] \]  
\[ Q_y = \text{diag} \left[ \sigma_{y(n+1)}^{2} \ldots \sigma_{y(n+m)}^{2} \right] \]  

**Analysis of CRLB**

The authors in [22] proved that the CRLB for the NLOS will become the CRLB for the LOS when NLOS errors go to 0 in CLS and LPS. However, the problem of sensor localization for a WSNs location system becomes more complex since the range measurements among all sensors are used rather than limited measurements between a BD and RDs for a CLS and LPS. Thus, the following Proposition provides theoretical proof for the similar conclusion in WSNs location system. Another purpose of Proposition 1 is to give a robust check for the proposed CRLB.
Proposition 1 In a WSNs location system, the proposed CRLB for NLOS situation will become the CRLB for LOS situation in the case that NLOS errors go to 0.

Proof Consider the case when all the NLOS errors go to 0 ($\tilde{v}_{ij} = 0, \forall ij$) i.e., $S_{bij} \rightarrow 0$ and $h_{ij} \rightarrow 0$. The limit of PDF (12) is

$$\lim_{S_{bij}, h_{ij} \rightarrow 0} f_{nij}(\tilde{v}_{ij}) = \frac{1}{\sqrt{2\pi \sigma_{ij}^2}} \exp\left(-\frac{\tilde{v}_{ij}^2}{2\sigma_{ij}^2}\right)$$ (35)

The limit of $g_{ij}(\tilde{v}_{ij})$ is:

$$\lim_{S_{bij}, h_{ij} \rightarrow 0} g_{nij}(\tilde{v}_{ij}) = \frac{1}{\sqrt{2\pi \sigma_{ij}^2}} \exp\left(-\frac{\tilde{v}_{ij}^2}{2\sigma_{ij}^2}\right) \tilde{v}_{ij}$$ (36)

Then the limit of $A_{ij}$ can be obtained by substituting (35) and (36) into (18):

$$\lim_{S_{bij}, h_{ij} \rightarrow 0} A_{ij} = \lim_{S_{bij}, h_{ij} \rightarrow 0} \int_{-\infty}^{+\infty} g_{nij}(\tilde{v}_{ij}) \, d\tilde{v}_{ij}$$

$$= \int_{-\infty}^{+\infty} \frac{1}{\sqrt{2\pi \sigma_{ij}^2}} \exp\left(-\frac{\tilde{v}_{ij}^2}{2\sigma_{ij}^2}\right) \tilde{v}_{ij} \, d\tilde{v}_{ij}$$

$$= \frac{1}{\sigma_{ij}^2} \left[ \frac{\sigma_{ij}}{\sigma_{ij}^2} \right] = \frac{1}{\sigma_{ij}^2}$$ (37)

Since $g_{ij}(\tilde{v}_{ij})$ and $f_{nij}(\tilde{v}_{ij})$ are continuous and finite functions, the integral and limit can switch order in (37). Equation 37 also shows that small values of NLOS errors will lead to large $A_{ij}$. It can be seen from (23) that the CRLB is proportional to $1/A_{ij}$. Therefore, large $A_{ij}$ will result in small CRLB. It can be seen from (19) and (37) that the proposed CRLB for NLOS environment reduces to the CRLB derived for LOS environment in [13] when NLOS errors tend to 0. In other words, the CRLB for LOS environment [13] can be interpreted as a special case of the proposed CRLB.

Simulation results

A square region of dimensions 200 m × 200 m is considered for CRLB simulations, where the devices are randomly deployed. The numbers of RDs and BDs are 10 and 50, respectively. The average CRLBs are used to evaluate the performance:

$$\frac{1}{n} \text{trace}\left\{ J^{-1} \right\}$$ (38)

$$\frac{1}{n} \text{trace}\left\{ G^{-1} \right\}_{n \times n}$$ (39)

where $J$ and $G$ can be obtained from (17) and (34), respectively. The proposed CRLBs are compared with the CRLB for LOS situation [13].

Case 1: determining the number of samples

The minimum number of samples for achieving relatively accurate results using the derived CRLB is a very important issue. It can be seen from [34] that non-parametric kernel method can asymptotically converge to any density function with sufficient samples. This implies that the derived CRLBs will converge to their stable values as the number of samples $P$ increases. The minimum $P$ can be determined when the derived CRLBs reach their stable values. In this simulation, NLOS errors are modeled as Rayleigh distribution [32]:

$$f(x) = \begin{cases} \frac{-x^2}{\mu^2} e^{\frac{2 \mu^2}{2} x} & x \geq 0 \\ 0 & x < 0 \end{cases}$$ (40)

The standard deviation of Gaussian noise is $\sigma_{ij} = 0.1$ m and $\mu$ is set to 1 which means the mean of NLOS errors is 1.25 m.

Figure 1 shows the derived CRLB versus the number of samples $P$. It can be observed that the derived CRLB converges to a stable value when $P \geq 230$. For the case with insufficient samples, the problem of the determination of the CRLB for WSNs location system in NLOS environments will become unsolvable.

Case 2: modeling the PDF of NLOS errors by kernel method

This experiment is to evaluate the non-parametric kernel method for estimating the PDF of NLOS errors from survey data. The number of samples can be determined by substituting the survey data of NLOS errors into the derived CRLB and using the method in the above section.

Three different distributions of NLOS errors are considered in this simulation. NLOS errors are first modeled as Rayleigh distribution, and its PDF can be obtained from (40). The theoretical and estimated PDFs of the Rayleigh distribution with $\mu = 0.1, 0.3, 1$ using the theoretical PDF (40) and estimated PDF (10) are plotted in Figure 2. It can be seen that the theoretical and estimated PDFs are basically the same with different $\mu$.

When NLOS errors are modeled as Exponential distribution [32]:

$$f(x) = \begin{cases} \frac{1}{\lambda} e^{-\frac{x}{\lambda}} & x \geq 0 \\ 0 & x < 0 \end{cases}$$ (41)

The theoretical and estimated PDFs of the Exponential distribution with $\lambda = 0.1, 0.3, 1$ using the theoretical PDF (41) and estimated PDF (10) are recorded in Figure 3. Figure 3 also shows kernel method can give a good approximation for the PDF of NLOS errors.
Compared with parametric estimation method, a major advantage of the kernel method is that it can be used for the PDF without explicit expression. To verify this characteristic, NLOS errors are modeled as:

\[ b_{ij} = \tilde{a} b_{ij} + (1 - a) \bar{b}_{ij} \quad (42) \]

where \( a \) is a Bernoulli process with \( \Pr(a = 1) = 0.5 \). The \( \tilde{b}_{ij} \) and \( b_{ij} \) are the Rayleigh and Exponential random variables with \( \mu = 0.3 \) and \( \lambda = 0.3 \), respectively.

Since the model of NLOS errors described by (42) has no explicit expression for PDF, the frequency histogram and estimated PDF are plotted in Figure 4 by matlab function “hist” and (10), respectively. Figures 2, 3, and 4 show that the proposed equation for PDF estimation (10) is effective.

The proposed CRLB is also evaluated in Gaussian noise environment. Since both \( n_{ij} \) and \( b_{ij} \) are subject to Gaussian distribution, the residual noise \( \tilde{v}_{ij} \) is also Gaussian noise. The standard deviation of \( n_{ij} \) is \( \sigma_{ij} = 0.05 \) m. Figure 5 shows the CRLBs comparison with different standard deviations of NLOS errors. Compared with the CRLB for LOS environment, the proposed CRLB can provide almost the same bound in LOS environment. The little difference between the two CRLBs may be caused by the randomness of survey data.

**Case 3: CRLB without uncertainty**

Simulations are performed to compare the CRLBs in the case that the positions of RDs are perfectly known. NLOS errors are modeled as the Rayleigh distribution. Figure 6 shows the CRLBs versus the mean of NLOS errors \( \bar{b}_{ij} \) with \( \sigma_{ij} = 0.1 \) m. It is observed that the proposed CRLB increases as the mean of NLOS errors increases. In all cases, the proposed CRLB is larger than the CRLB for LOS environment. The proposed CRLB will attain the CRLB for LOS environment when NLOS errors become small, which matches Proposition 1.

For a practical system it is interesting to study the impacts of the size of the system. Figure 7 shows the CRLBs versus the different sizes of the square region under the conditions that \( \sigma_{ij} = 0.1 \) m and \( \bar{b}_{ij} = 1.25 \) m. The length of square region is varied from 100 to 400 m with the same geometry. It can be seen that the...
Figure 2 PDFs comparison for Rayleigh distribution.

Figure 3 PDFs comparison for Exponential distribution.
CRLBs keep the same with different sizes of the system. This means that CRLBs only depend on the noise and geometry whereas the size of the system will not affect the CRLBs since the ratio between the numerator and denominator in (17) has nothing to do with the distance.

Figure 8 is performed to study the effects of the number of devices on the CRLBs for NLOS environment. The numbers of BDs \( n \) and RDs \( m \) are varied from 10 to 100 and 4 to 20, respectively. Let \( \sigma_{ij} = 0.1 \) m and \( \bar{b}_{ij} = 1.25 \) m. Figure 8 shows that the CRLB decreases as \( n \) and \( m \) increase. Although both of \( n \) and \( m \) can help to improve the positioning accuracy, the number of RDs is more useful than that of BDs as shown in Figure 8. However, increasing \( m \) will lead to more costs. It is necessary to find a balance between the system performance and costs according to the practical requirement.

**Case 4: CRLB with uncertainty**

The differences between the two proposed CRLBs are considered here. One is derived for the case with uncertainty (34) and another is for the case without uncertainty (17). The two CRLBs versus the mean of NLOS errors \( \bar{b}_{ij} \) with \( \sigma_{ij} = 0.1 \) and \( \sigma_{\text{sd}} = \sigma_{\text{rd}} = 0.2 \) are recorded in Figure 9. Figure 9 shows that both CRLBs increase as the mean of NLOS errors increases. Figure 10 shows the two proposed CRLBs versus the standard deviation (SD) of the errors in the positions of RDs. It is shown that the positioning accuracy decreases as the standard deviation increases. Figures 9 and 10 show that even little error of RD position will greatly reduce the positioning accuracy. It can also be seen that the case without uncertainty has the lower CRLB than the case with uncertainty.

**Conclusions**

The performance of WSNs location system in NLOS environment is analyzed in this article. The best positioning accuracy is evaluated in terms of the CRLBs. Since non-parametric kernel method is used to build the PDF of NLOS errors, the proposed CRLBs are suitable for various distributions in different channel environments. The proposed CRLBs consider both the cases that the positions of RDs are perfectly or imperfectly known. In addition, the relationship between the CRLBs for LOS and NLOS environments is given. The article shows that the CRLB for LOS environment [13] can be interpreted as a special case of the proposed CRLB, when NLOS errors go to 0.
The mean of NLOS error/m

Average CRLB/m²

NLOS error–Gaussian distribution

Figure 5 CRLBs comparison for Gaussian noise

Figure 6 CRLBs versus $\bar{b}_{ij}$ when $\sigma_y = 0.1m$
Figure 7 CRLBs versus different sizes of the square region.

Figure 8 CRLBs versus $n$ and $m$. 
Figure 9 NLOS CRLBs versus $\bar{b}_{ij}$ when $\sigma_{ij} = 0.1$ and $\sigma_{x_i} = \sigma_{y_i} = 0.2$.

Figure 10 NLOS CRLBs versus the standard deviation of $\sigma_{x_i}$ and $\sigma_{y_i}$ when $\sigma_{ij} = 0.1$ and $\bar{b}_{ij} = 1.25$. 
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