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Abstract

On a compact Riemannian manifold \((V_m, g)\), we consider the second order positive operator 
\(L_\epsilon = \epsilon \Delta_g + (b, \nabla) + c\), where \(-\Delta_g\) is the Laplace-Beltrami operator and 
\(b\) is a Morse-Smale (MS) field, \(\epsilon\) a small parameter. We study the measures 
which are the limits of the normalized first eigenfunctions of \(L_\epsilon\) as \(\epsilon\) goes to the zero.

In the case of a general MS field \(b\), such a limit measures is the sum of a linear 
combination of Dirac measures located at the singular point of \(b\) and a linear 
combination of measures supported by the limit cycles of \(b\).

When \(b\) is a MS-gradient vector field, we use a Blow-up analysis to determine 
how the sequence concentrates on the critical point set. We prove that the set of 
critical points that a critical point belongs to the support of a limit measure only 
if the Topological Pressure defined by a variational problem (see [22]) is achieved 
there. Also if a sequence converges to a measure in such a way that every critical 
points is a limit point of global maxima of the eigenfunction, then we can compute 
the weight of a limit measure. This result provides a link between the limits of the 
first eigenvalues and the associated eigenfunctions. We give an interpretation of 
this result in term of the movement of a Brownian particle driven by a field and 
subjected to a potential well, in the small noise limit.
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1 Introduction

Let \((V_m, g)\) denote a compact Riemannian manifold of dimension \(m \geq 2\), with no boundary. \(-\Delta_g\) denotes the associated Laplace-Beltrami operator. In this paper we consider a second order elliptic operator depending on the parameter \(\varepsilon > 0\),

\[
L_\varepsilon = \varepsilon \Delta_g + \theta(b) + c,
\]

where \(b\) denotes a \(C^\infty\) vector field on \(V\), \(c\) a strictly positive \(C^\infty\) function on \(V_m\) and \(\theta(b)\) the Lie derivative operator associated to \(b\): \(\theta(b)u = du(b)\) for any function \(u\) on \(V\).

\(L_\varepsilon\) is a positive operator to which the Krein-Rutman \([25]\) theorem can be applied. Hence the smallest eigenvalue \(\lambda_\varepsilon\) of \(L_\varepsilon\) is simple and strictly positive. The associated eigenspace is generated by a strictly positive function \(u_\varepsilon\), normalized in \(L^2(V_m)\). The behavior of \(\lambda_\varepsilon\) as \(\varepsilon\) goes to zero has been extensively studied \([20, 21, 22, 3, 4]\).

In the case when the \(\omega\)-set is a disjoint union of compact invariant hyperbolic set, under a mild additional assumption \(Y\). Kifer has proved that the limit of \(\lambda_\varepsilon\) as \(\varepsilon\) goes to
zero is the topological pressure (TP), associated to the flow of $b$ and the potential $c$ (for definitions and details see [22]).

Unfortunately, much less is known about the weak limits of the eigenfunctions $u_\epsilon$, as $\epsilon$ goes to zero. By weak limits, we mean the limits of the measures $u_\epsilon^2 d\text{vol}_g$ in the weak topology of measures. Past results include the case when $V_m$ is a bounded domain of $\mathbb{R}^n$, the limit sets of the vector field $b$ is reduced to a single point, $\lambda_\epsilon$ and $u_\epsilon$ are related to the zero Dirichlet boundary condition.

When this singular point is attractive, $u_\epsilon$ as $\epsilon$ goes to zero, converges to a Dirac measure supported by the attractor. When it is repulsive $u_\epsilon$ converges to a constant on every compact sub-domain of the domain of definition (see [2, 3]). When the attractive set consists of a single limit cycle, the first eigenvalue converges to the average of the potential $c$ of the PDE, along the cycle (see [16]), $\lim_{\epsilon \to 0} \lambda_\epsilon = \frac{1}{T} \int_0^T c(x_0(t)) dt$, where $x_0$ parametrizes the limit cycle of period $T$, the proof uses a stochastic approach. It is interesting to note that this approach and the deterministic methods give complementary results.

When $b = 0$, the equation (1) reduces to:

$$\epsilon \Delta_g u_\epsilon + cu_\epsilon = \lambda_\epsilon u_\epsilon$$

The limits of the $u_\epsilon^2 d\text{vol}_g$ (normalized by $\int_V u_\epsilon^2 d\text{vol}_g = 1$) has been studied for example in (31 30 11) and is known as the semi-classical limit. In particular when the potential $c$ has a double well in $P_1$ and $P_2$ (that is an absolute non-degenerate minimum at each point), it is well known that the limits of the measures $u_\epsilon^2 d\text{vol}_g$ as $\epsilon$ goes to 0 can concentrate on those points only and in the distribution sense, as $\epsilon$ goes to 0

$$u_\epsilon^2 d\text{vol}_g \to c_1 \delta_{P_1} + c_2 \delta_{P_2},$$

where $c_1 + c_2 = 1$. As far as we know, nobody has addressed the question of computing explicitly the coefficients $c_1$ and $c_2$ in general. Of course, under additional assumptions, for example, when the $u_\epsilon$ are invariant by a group of isometries, $c_1 = c_2 = \frac{1}{2}$. It is not clear at present time whether or not those coefficients are unique. We will see here that those coefficients depend only on the Hessian of the potential at the points $P_1$, $P_2$ and on the limit of the ratio (called the modulating ratio) of the local maximum to the global maximum of the $u_\epsilon$, but they do not depend on anything else.

Sometimes, as explained in [31], one of the coefficient is zero and the limits of the measures $u_\epsilon^2 d\text{vol}_g$ concentrate on the remaining point. In that case, we use the terminology of [31] and say that the degeneracy is removed. The degeneracy can be removed by looking at the expansion of $\lambda_\epsilon$ in terms of $\epsilon$ in the following way. $\lambda_\epsilon$ depends on the values of the potential and of the derivatives of the metric tensor at the minimum points. The Taylor expansions of $\lambda_\epsilon$ have to be the same to each order at $P_1$ and $P_2$. If this is not the case then only one point will be charged. In this paper we compute the necessary conditions up to order 4, in order that the degeneracy can be removed in terms of the geometry. These conditions narrow down the set of points which can be charged (i.e. the set of points where the coefficient $c_k$ is strictly positive).
We conjecture that the coefficients \( c_k \) are unique and when the degeneracy cannot be removed they are charged by a global maximum sequence (the modulating ratio is equal to 1).

When \( b \) is a gradient \( b = \nabla \phi \), the limits of the measures \( u_\varepsilon^2 d\text{vol}_g \) as \( \varepsilon \) goes to 0 can concentrate on the critical points of \( b \) only. The concentration results are proved for the normalized measures

\[
\frac{e^{-\frac{\varepsilon}{2}} u_\varepsilon^2 d\text{vol}_g}{\int_{V_m} e^{-\frac{\varepsilon}{2}} u_\varepsilon^2 d\text{vol}_g}
\]

and we shall see how the potential \( c \) interacts with the field \( b \) to select the points that will be charged. This set is the set of points where the Topological Pressure attains its minimum (see [22]).

When \( b \) is a not necessarily the gradient of function, very few results are known about the behavior of the measure \( u_\varepsilon^2 d\text{vol}_g \) as \( \varepsilon \) goes to zero, because it not clear by which function if any, the function \( \phi \) should be replaced in expression [2]. Recall that the operator \( L_\varepsilon \) with general drifts have not been considered before, especially in the context of Quantum Mechanics, because it has an interpretation only in the context of diffusion. Actually, on the striking results in this paper is that \( \phi \) can be replaced by any global Lyapunov function \( L \) associated to the field \( b \). Using a weight which is a Gaussian in the Lyapunov function, is a crucial input into the problem because it enables us to "filter" the limits in order to get results about the concentration. Using a Lyapunov type function, as presented in section 4, is by far more general than using a solution of the Hamilton-Jacobi equation,

\[
|\nabla L|^2 + (b, \nabla L) = 0,
\]

as it is currently used in the formal expansion of the WKB theory. Another striking result is that the possible limit measures are supported by specific limit cycles of the field, which are not necessarily the attractors. On a compact Riemannian manifold, the existence of a solution to the Hamilton-Jacobi equation is not always guaranteed to be smooth, while in appendix 2, we prove the existence of a smooth Lyapunov function. In this context, we prove that the measure

\[
\frac{e^{-\frac{L}{2}} u_\varepsilon^2 d\text{vol}_g}{\int_{V_m} e^{-\frac{L}{2}} u_\varepsilon^2 d\text{vol}_g}
\]

can concentrate on the limit cycle of a Morse-Smale dynamical system, without any additional assumptions. Finally, we give explicit results about the decay of the eigenfunction sequence near the concentration set and analyze the influence of the Riemannian geometry.

**Our main results in this paper are:**

- In theorem 7 of section 4 we prove that the limits of the normalized eigenfunctions \( u_\varepsilon \) as \( \varepsilon \) tends to zero, are measures concentrated on the limit sets of a Morse-Smale field \( b \). The possible limit measures are supported by specific limit cycles of the field, which are not necessarily the attractors.
• In theorem 2 we prove that the blown up function is the standard solution of the Harmonic Oscillator. This lead us to theorem 3 to give a precise expression of the coefficient of the limit measures and to characterize the set of minimum of $c$ which are in the support of the limit measures. As a byproduct of the analysis, we obtain some estimates of the velocity at which the sequence of local maximum $P_t$ converges to a critical point of the potential.

• In theorem 4, we give a geometric interpretation of the coefficients of the expansion of $\lambda_\varepsilon$ in terms of the power of $\sqrt{\varepsilon}$. These coefficients are invariant of the couple (Riemannian metric, potential). The value of the second term of the expansion of $\lambda_\varepsilon$ in powers of $\sqrt{\varepsilon}$ is computed, using minimax procedures, but this value has to be compared to the one obtained in [12], based on the WKB formula. The result obtained here are based on the variational approach and seems to lead to results that have to be compared with the results obtained by the formal WKB expansion of the first eigenfunction.

• In theorem 6, we study the case where the field $b$ is a gradient of a Morse-Smale function. We prove that the concentration of the first eigenfunction occurs at the critical points of $b$ where the Topological Pressure is attained. In addition, the weights of the limit measures is given under specific assumptions.

Remarks.
Some of the results presented here complete and extend also some previous work in analysis [17, 18, 1, 3, 4]. In addition, at the time the results of this paper were announced [13], we were not aware of any reports about the fine selection by the limit of the eigenfunction sequence of a subset of critical points of the potential. The detail of this selection process is presented in the subsection 2.6.2 and 2.7 and should clarify how the metric and the potential are involved. This results extend in particular the work of [30, 32, 31].

1.1 Notations
$(x^1, ..., x^m): U \rightarrow \mathbb{R}$, is a coordinate patch on $V$ and $f$ a function on $V$: 
\[ d_g : V \times V \rightarrow \mathbb{R}_+ := \text{distance associated to } g \]
\[ (,)_g := \text{scalar product associated to } g \]
\[ \exp_x : T_x V \hookrightarrow V := \text{exponential map of } g \text{ with pole } x \]
\[ \text{vol}_g := \text{volume measure associated to } g \]
\[ L^2(E) := L^2 \text{ space associated to } \text{vol}_g \text{ on the subset } E \text{ of } V \]
\[ L^2 := L^2(V) \]
\[ \Delta_g := \text{negative Laplacian associated to the metric} \]
\[ b := \text{vector field on } V \]
\[ \theta(b) := \text{Lie derivation operator associated to } b \]
\[ \nabla := \text{gradient associated to } g \]
\[ M(V) := \text{space of all probability measures on } V \]
\[ C^\infty \text{ topology := uniform convergence of all the derivatives on compact sets} \]
\[
d_g := \sum_{ij=1}^m g_{ij} dx_i dx_j
\]
\[
\Delta_g := -\frac{1}{\sqrt{\det(g)}} \sum_{ij=1}^m \frac{\partial}{\partial x_i} \sqrt{\det(g)} g^{ij} \frac{\partial}{\partial x_j}
\]
\[
g^{ij} := \text{inverse matrix of } g_{ij}
\]
\[
\det(g) := \det(g_{ij})
\]
\[
\Gamma^k_{ij} := \text{Christoffel symbols of } g_{ij}
\]
\[
\Gamma^k_{ij} = \frac{1}{2} g^{kl} \left( \frac{\partial g_{il}}{\partial x_j} + \frac{\partial g_{jl}}{\partial x_i} - \frac{\partial g_{ij}}{\partial x_l} \right)
\]
\[
R^{-1} := \frac{\partial \Gamma^l_{jk}}{\partial x_i} - \frac{\partial \Gamma^l_{ik}}{\partial x_j} + \sum_{n=1}^m \left[ \Gamma^l_{in} \Gamma^n_{jk} - \Gamma^l_{jn} \Gamma^n_{ik} \right]
\]
\[
R_{ijkl} := \sum_{n=1}^m g_{ln} R^{-1}_{injk}
\]
\[
\text{Ric}_{kl} := \sum_{j=1}^m R_{jklj}
\]
\[
R := \sum_{j=1}^m \text{Ric}_{jj} = \sum_{i,j=1}^m R_{ijji}
\]
\[
\theta(b) := \sum_{i=1}^m b^i \frac{\partial}{\partial x^i}
\]
\[
dx^i(\nabla f) := \sum_{i=1}^m g^{ij} \frac{\partial f}{\partial x^j}, 1 \leq i \leq m
\]
1.2 Normal coordinates

For each \( P \in C_{\text{min}} \), we choose a normal coordinate system \((x_1, \ldots, x_m): U_P \rightarrow \mathbb{R}\), centered at \( P \), defined on a domain \( U_P \) such that:

1. \( x_1 \times \ldots \times x_m(U_P) \) contains the closed ball \( B_P(\delta) \) centered at \( P \) and having radius \( \delta > 0 \).
2. For all \( i, j, 1 \leq i, j \leq m \),
   \[
   \frac{\partial^2 c}{\partial x_i \partial x_j}(P) = \lambda_i(P) \delta_{ij}.
   \]
3. \( U_P \cap U_Q = \emptyset \) for all \( P, Q \in C_{\text{min}}, P \neq Q \).

In the following we will identify \( U_P \) with the open neighborhood of \( O \) in \( \mathbb{R}^m \times x_1 \times \ldots \times x_m(U_P) \).

Now a few words about the blow-up procedure. On a manifold \( V \) let \( P \) be a point and a chart \((U, x_1, \ldots, x_m)\) of \( V \) centered at \( P \): \( x_i(P) = 0, 1 \leq i \leq m \). The blow-up of power \( t > 0 \) associated to \( P \) and the chart \((U, x_1, \ldots, x_m)\) is the diffeomorphism \( Bl_t: U \rightarrow \mathbb{R}^m \),

\[
Bl_t(Q) = (\frac{1}{t}x_1(Q), \ldots, \frac{1}{t}x_m(Q)).
\]

All functions, tensors, differential operators can be transported to the open subset \( Bl_t(U) \). Suitably normalized by a power of \( t \), they will have limits when \( t \) goes to 0 which will be defined on \( \mathbb{R}^m \). These limits contain a trove of information about the behaviour of the original objects in the neighborhood (more precisely in the infinitesimal neighborhood) of \( P \). To simplify the notations we shall write: \( \frac{1}{t}Q \) instead of \( Bl_t(Q) \), \( \frac{1}{t}A \) instead of \( Bl_t(A) \) if \( A \) is a subset of \( U \) and so on.

Recall that a field \( b \) is Morse-Smale MS if:

(i) the recurrent set of \( b \) consists of a finite number of hyperbolic points and periodic orbits (ii) each pair of stable or unstable manifolds of these points or orbits intersect transversally. If moreover \( b \) is a gradient of a function with respect to the metric \( g \), \( b \) will be called a MS gradient field.

1.3 The self-adjoint case

In the self-adjoint case the vector field \( b \) is zero. This assumption simplifies the problem because it can be handled by variational methods. Theorem 1 below seems well-known but we could not find a proof for Riemannian manifolds, using deterministic techniques in the literature. Hence as a starting point, we provide a simple one here.
Notations.

For each \( P \in C_{\text{min}} \), we choose a normal coordinate system \((x_1, \ldots, x_m): U_P \rightarrow \mathbb{R}\), centered at \( P \), defined on a domain \( U_P \) such that:

1. \( x_1 \times \ldots \times x_m(U_P) \) contains the closed ball \( B_P(\delta) \) centered at \( P \) and having radius \( \delta > 0 \).
2. for all \( i, j, 1 \leq i, j \leq m \), \( \frac{\partial^2 c}{\partial x_i \partial x_j}(P) = \lambda_i(P) \delta_{ij} \).
3. \( U_P \cap U_Q = \emptyset \) for all \( P, Q \in C_{\text{min}}, P \neq Q \).

In the following we will identify \( U_P \) with the open neighborhood of \( O \) in \( \mathbb{R}^m, x_1 \times \ldots \times x_m(U_P) \).

For \( r \) such that \( B_P(r) \subseteq U_P \), \( B_P(r) \) will denote both the geodesic ball centered at \( P \) and of radius \( r \) in \( V \) or its image by the mapping \( x_1 \times \ldots \times x_m: U_P \rightarrow \mathbb{R} \), of denoting by \( B_P(r) \) the ball of center \( O \) and radius \( r \) whatever the value of \( r(\geq 0 \text{ of course}) \).

**Theorem 1** Consider the first eigenvalue problem for the operator \( \Delta_g + c \) where \( c \) is a function with a finite set of minimum points, \( C_{\text{min}} \), which are not degenerate (in the sense of Morse). Assume that the first eigenvalue of the operator \( \lambda_\epsilon \) is positive. \( \lambda_\epsilon \) has the following variational expression:

\[
\lambda_\epsilon = \inf_{u \in H^1(V) - \{0\}} \frac{\int_V \left[ \epsilon \| \nabla u \|^2_g + cu^2 \right] dvol_g}{\int_V u^2 dvol_g}
\]

Then, when \( \epsilon \) converges to zero, \( \lambda_\epsilon \) converges to the minimum of the function \( c \) and the set of weak limits, when \( \epsilon \) goes to zero, of the family of measures \( \frac{u^2 dvol_g}{\int_V u^2 dvol_g} \) defined by the positive solutions \( u_\epsilon \) of the PDE,

\[
\epsilon \Delta_g u_\epsilon + cu_\epsilon = \lambda_\epsilon u_\epsilon \text{ on } V
\]

is contained in the simplex

\[
M = \{ \nu = \sum (\gamma_P \delta_P \mid P \in C_{\text{min}}) \mid \sum \gamma_P = 1, \gamma_P \geq 0 \}
\]

of all probability measures with support in the finite set \( C_{\text{min}} \) where \( \delta_P \) denotes the Dirac measure at the point \( P \).

**Remarks.** \( u_\epsilon \) is uniquely defined up to a multiplicative constant by the Krein-Rutman theorem (see [23]).

In the following proofs, over and over, we will chose appropriate sub-sequences of \{\( u_\epsilon, \epsilon > 0 \}\}, \{\( \lambda_\epsilon, \epsilon > 0 \}\) and so on, without saying so explicitly: In order to keep the notations simple we will write \( u_\epsilon, \lambda_\epsilon, \ldots \) instead of a sequence \( (u_{\epsilon_k} | k = 1..), (\lambda_{\epsilon_k} | k = 1..) \)
Proof: without restricting the generality we can assume that $c \geq 0$. To start note that $\lambda_\epsilon \geq \min_{V} c \geq 0$. Using a constant as test function in the functional that define the first eigenvalue, we get:

$$\lambda_\epsilon \leq \frac{\int_V c \, dv_{g}}{v_{g}(V)} \leq \sup_{V} c.$$ 

$\lambda_\epsilon$ is a decreasing function of $\epsilon$ because the functional decreases with $\epsilon$. $u_\epsilon$ being bounded, there exists a sub-sequence which converges weakly and

$$\forall \phi \in H^1(V), \int_{V} [\epsilon(\Delta \phi)u_\epsilon + c\phi u_\epsilon] = \lambda_\epsilon \int_{V} u_\epsilon \phi$$

To obtain an upper estimate for $\lambda_\epsilon$, consider the following radial function defined on $V_{m}$ for $m > 2$:

$$\phi_{\mu}(r) = \frac{\mu^{(m-2)/2}}{(r^2 + \mu^2)^{(m-2)/2}} - \frac{\mu^{(m-2)/2}}{(\delta^2 + \mu^2)^{(m-2)/2}}, \text{ on } B_P(\delta)$$

$$= 0, \text{ on } V - B_P(\delta) \quad (7)$$

Then $\phi$ belongs to $H^1(V)$. We use this function in the energy function $I(u) = \frac{\epsilon \int_V (\|\nabla u\|^2 + cu^2) dv_{g}}{\int_V u^2 dv_{g}}$. The following standard computation gives an estimate of $I(\phi_{\mu})$:

$$\epsilon \int_{V} \|\nabla \phi_{\mu}\|^2 dv_{g} = \epsilon(\omega_{m-1} \int_{B^{\mu}_{\delta}(P)} r^{m-1}dr \frac{1}{(1 + r^2)^m} + o(\mu)) = \epsilon c(m) + o(\mu)$$

where the constant $c(m)$ depends only on the dimension $n$ and $\omega_{m-1}$ is the volume of the unit $(n-1)$-sphere of $\mathbb{R}^{m}$, $r = d(P, Q)$ is the geodesic distance and $\delta$ is less than the injectivity radius. We have to evaluate the other quantities in the functional. Using the change of variable $x = y\mu$, we get:

$$\int_{V} c\phi_{\mu}^2 dv_{g} = \int_{B^{\mu}_{\delta}(P)} a\phi_{\mu}^2 dv_{g} = \mu^2 V(P) \omega_{m-1} J(\delta/\mu) + o(\mu),$$

where

$$J(\delta/\mu) = \int_{B^{\mu}_{\delta}(P)} \frac{1}{(r^2 + 1)^{(m-2)/2}} - \frac{1}{(\delta^2 + 1)^{(m-2)/2}} dv_{g}.$$ 

We have $J(\delta/\mu) = O(1)$ for $n \geq 5$ and for $n=4$, $J(\delta/\mu) = O(\ln \delta/\mu)$

$$\int_{B^{\mu}_{\delta}(P)} c\phi_{\mu}^2 dv_{g} = \int_{B^{\mu}_{\delta}(P)} c\mu^2 (\frac{1}{(r^2 + 1)^{(m-2)/2}} - \frac{1}{(\delta^2 + 1)^{(m-2)/2}}) dv_{g}$$

then after some computations:

$$\int_{V} \phi_{\mu}^2 dv_{g} = \mu^2 \omega_{m-1} J(\delta/\mu) + o(\mu).$$
Taking $\mu = \epsilon^{1/3}$, we get the expansion

$$I(\phi_\epsilon) = c(P) + o(1),$$

where $P$ is a minimal point of $c$.

In the 2-dimensional case, we can consider the test function

$$\phi_\mu(r) = \frac{\mu^p}{(r^2 + \mu^2)^p} - \frac{\mu^p}{(\delta^2 + \mu^2)^p}, \text{ on } B_P(\delta)$$

$$= 0, \text{ on } V - B_P(\delta)$$

where $p$ satisfies $0 < p \leq 1/2$. The same computations as before, taking $\mu^4 = \epsilon$, gives the result. Finally

$$\min V c \leq \lambda \epsilon \leq c(P) + o(1)$$

Using the energy equation, we have $\lambda \epsilon \geq \epsilon \int_V ||\nabla u_\epsilon||_g^2 + \text{min}_V c$, which forces $\epsilon \int_V ||\nabla u_\epsilon||_g^2 \text{dvol}_g$ to tend to zero as $\epsilon$ goes to zero:

$$\lim_{\epsilon \to 0} \epsilon \int_V ||\nabla u_\epsilon||_g^2 \text{dvol}_g = 0$$

(8)

Also for any $\phi \in C^2(V)$ multiplying equation (8) by the function $\phi u_\epsilon$ and integrating by part gives:

$$\int_V \left[ \epsilon ||\nabla u_\epsilon||_g^2 \phi + cu_\epsilon^2 \phi + \epsilon(\Delta \phi) \frac{u_\epsilon^2}{2} \right] \text{dvol}_g = \lambda \epsilon \int_V \phi u_\epsilon^2 \text{dvol}_g$$

(9)

where $\int_V u_\epsilon^2 = 1$. Because the first term and the last term on the left hand-side are converging to zero (see 8), we obtain that

$$\lim_{\epsilon \to 0} \int_V \phi u_\epsilon^2(c - \lambda) \text{dvol}_g = 0.$$

But:

$$0 \leq \int_V (c - \text{min}_V c) \phi u_\epsilon^2 \text{dvol}_g \leq \int_V (c - \lambda) \phi u_\epsilon^2 \text{dvol}_g = 0$$

$$\lim_{\epsilon \to 0} \int_V (c - \text{min}_V c) \phi u_\epsilon^2 = 0$$

(10)

Moreover if $u$ denotes a weak limit of $u_\epsilon$ as $\epsilon$ goes to zero, relation (10) implies that $\forall \phi \in C^1(V)$:

$$\int_V (c - \text{min}_V c) \phi u^2 \text{dvol}_g = 0$$

(11)
Hence if the set \( \{ P \in V \mid c(P) = \min c \} \) is of measure 0, we conclude that \( u = 0 \). Hence all weak limits of \( u_\varepsilon \) are zero and the sequence \( u_\varepsilon \) concentrates, as we shall see shortly.

Note that relation (10) implies that for any \( \psi \in C(V) \), which is zero in a neighborhood of \( C_{\min} \):

\[
\lim_{\varepsilon \to 0} \int_V \psi u_\varepsilon^2 d\text{vol}_g = 0
\]  

(12)

If \( A \) is a measurable subset of \( V \) such that \( \overline{A} \cap C_{\min} = \emptyset \), \( \overline{A} \) denoting the closure of \( A \), applying (12) to a positive continuous function \( \psi \) with support disjoint from \( C_{\min} \) and \( \psi \geq 1 \) on \( A \) we get:

\[
\lim_{\varepsilon \to 0} \int_A u_\varepsilon^2 d\text{vol}_g = 0
\]

In fact, we can prove that any sequence \( \{ \varepsilon_n \mid n \in \mathbb{N} \} \) converging to 0, contains a subsequence \( \{ \varepsilon_{n_k} \mid k \in \mathbb{N} \} \) such that the corresponding \( u_{\varepsilon_{n_k}} \) converges to a convex sum of Dirac distributions located at the minimum points of \( c \). We assume the \( u_{\varepsilon_n} \) normalized so that \( \int_V u_{\varepsilon_n}^2 = 1 \). Consider the following decomposition

\[
\int_V \phi u_\varepsilon^2 d\text{vol}_g = \sum_{P \in C_{\min}} \int_{B_P(\delta)} ((\phi - \phi(P)) + \phi(P)) u_\varepsilon^2 d\text{vol}_g + \int_{V - \cup_{P \in C_{\min}} B_P(\delta)} \phi u_\varepsilon^2 d\text{vol}_g
\]

Relation (13) implies that:

\[
\int_V \phi u_\varepsilon^2 d\text{vol}_g - \phi(P) \sum_{P \in C_{\min}} \int_{B_P(\delta)} u_\varepsilon^2 d\text{vol}_g = \sum_{P \in C_{\min}} \int_{B_P(\delta)} (\phi - \phi(P)) u_\varepsilon^2 d\text{vol}_g + \int_{V - \cup_{P \in C_{\min}} B_P(\delta)} \phi u_\varepsilon^2 d\text{vol}_g
\]

(14)

By the continuity of \( \phi \), given an \( \eta > 0 \), one can find a \( \delta(\eta) > 0 \) such that \( |\phi(x) - \phi(P)| \leq \eta \) if \( x \in B_P(\delta(\eta)) \), for all \( i \). Hence with \( N=\text{card} \ C_{\min} \):

\[
\left| \sum_{P \in C_{\min}} \int_{B_P(\delta(\eta))} (\phi - \phi(P)) u_\varepsilon^2 d\text{vol}_g \right| \leq N \eta
\]

Relation (12) implies that:

\[
\lim_{\varepsilon \to 0} \int_{V - \cup_{P \in C_{\min}} B_P(\delta(\eta))} \phi u_\varepsilon^2 d\text{vol}_g = 0
\]

After choosing a subsequence of \( \{ \varepsilon_n \mid n \in \mathbb{N} \} \), still called \( \{ \varepsilon_n \mid n \in \mathbb{N} \} \), if necessary, we can assume that all the limits \( \lim_{n \to \infty} \int_V \phi u_{\varepsilon_n}^2 d\text{vol}_g \), \( \lim_{n \to \infty} \int_{B_P(\delta(\eta))} u_{\varepsilon_n}^2 d\text{vol}_g \), \( P \in C_{\min} \), exist. Relation (13) implies that after choosing a subsequence of:

\[
\lim_{n \to \infty} \left| \int_V \phi u_{\varepsilon_n}^2 d\text{vol}_g - \phi(P) \sum_i \lim_{n \to \infty} \int_{B_P(\delta(\eta))} u_{\varepsilon_n}^2 d\text{vol}_g \right| \leq N \eta.
\]

(15)
Now note that \( \lim_{n \to \infty} \int_{B_P(\delta)} u_{\epsilon_n}^2 \) does not depend on \( \delta \). Let \( \delta_1, \delta_2, \delta_1 \leq \delta_2 \). Then
\[
\int_{B_P(\delta_2)} u_{\epsilon_n}^2 \, dvol_g = \int_{B_P(\delta_1)} u_{\epsilon_n}^2 \, dvol_g + \int_{B_P(\delta_2) - B_P(\delta_1)} u_{\epsilon_n}^2 \, dvol_g
\]
Relation (12) implies that:
\[
\lim_{n \to \infty} \int_{B_P(\delta_2) - B_P(\delta_1)} u_{\epsilon_n}^2 \, dvol_g = 0
\]
Hence if one of the limits \( \lim_{n \to \infty} \int_{B_P(\delta_1)} u_{\epsilon_n}^2 \, dvol_g \), \( \lim_{n \to \infty} \int_{B_P(\delta_2)} u_{\epsilon_n}^2 \, dvol_g \) exists, so does the other and is equal to it. Set:
\[
\lim_{n \to \infty} \int_{B_P(\delta(\eta))} u_{\epsilon_n}^2 \, dvol_g = \gamma_P,
\]
Relation (13) implies that for any \( \eta > 0 \):
\[
\left| \lim_{n \to \infty} \int_V \phi u_{\epsilon_n}^2 \, dvol_g - \sum_i \phi(P) \gamma_P \right| \leq N\eta
\]
\[
\lim_{n \to \infty} \int_V \phi u_{\epsilon_n}^2 \, dvol_g = \sum_i \phi(P) \gamma_P \tag{16a}
\]
\( \phi \in C(V) \) being arbitrary, (16a) shows that the sequence of measures \( u_{\epsilon_n} \, dvol_g \) converges weakly (in the measure sense) to the measure \( \sum_{P \in C_{\min}} \gamma_P \delta_P \). Finally note that if we apply (16a) to the constant function 1, we get:
\[
\sum_{P \in C_{\min}} \gamma_P = 1
\]
Now we prove that \( \sup_V u_\epsilon \) diverges to infinity. Because \( \int_V u_\epsilon \to 0 \), if \( \sup_V u_\epsilon \) were bounded, then using the following inequality, we get a contradiction with
\[
1 = \int_V u_\epsilon^2 \leq \sup_V \int_V u_\epsilon,
\]
as the right-hand side would converge to zero. Let \( P_\epsilon \) be a maximum point of \( u_\epsilon \). Because the manifold is compact, it is possible to find a subsequence of \( P_\epsilon \) which converges to a point \( P \), centered at the point \( P_\epsilon \). \( v_\epsilon(x) = \frac{u_\epsilon(\sqrt{\epsilon}x + P_\epsilon)}{\sup u_\epsilon} \) and \( g_\epsilon \) denotes the rescaled metric, then the At a maximum point \( P_\epsilon \), using the maximum principle, \( c(P_\epsilon) \leq \lambda_\epsilon \). Since \( \lambda_\epsilon \) converges to the minimum of \( v \), at the limit, \( c(P) \leq \min c \). This proves that \( P \) is a minimum point. Using the fact that \( P \) is a nondegenerate minimum point, \( d(P_\epsilon, P) \leq C\epsilon^{1/2} \).

We will use the following definition.
Definition 1 The coefficient $\gamma_P$ is given by, for all $\delta$ small enough,

$$\gamma_P = \lim_{n \to \infty} \int_{B_P(\delta)} u_n^2 \, dvol_g$$

is called the concentration coefficient or the weight of the limit measure at point $P \in C_{\text{min}}$.

The coefficient depends on the subsequence, but not on $\delta$. This coefficient characterizes the concentration measure at point $P$.

1.4 The first eigenvalue problem for the gradient case

We consider the limits of the first eigenfunctions as $\epsilon$ goes to zero when the vector field $b$ is the gradient of a Morse function. We establish a result similar to the one obtained in the last paragraph: when $\epsilon$ converges to zero the limits of first eigenfunctions in the weak topology of measures concentrate at the critical points of the field $b$.

Consider a Morse function $\phi$ and the vector field, $b = \nabla \phi$ and a function $c$ chosen such that the eigenvalue $\lambda_{\epsilon}$ of the operator $\epsilon \Delta_g + \langle b, \nabla \rangle + c$ is positive on the manifold. To study the solutions of the PDE

$$\epsilon \Delta_g u_\epsilon + \langle b, \nabla u_\epsilon \rangle + cu_\epsilon = \lambda_{\epsilon} u_\epsilon, \text{ on } V$$

we use the transformation $b = \nabla \phi = -2\epsilon \nabla \ln \psi_\epsilon$ (it is defined up to a constant) and consider the new variable $v_\epsilon = u_\epsilon \psi_\epsilon$. Equation (17) is transformed into the following PDE where the first order term disappeared.

$$\epsilon^2 \Delta_g v_\epsilon + c\epsilon v_\epsilon = \epsilon \lambda_{\epsilon} v_\epsilon, \text{ on } V$$

where $c_{\epsilon} = ce + \frac{\epsilon \Delta \phi}{2} + \frac{(\nabla \phi)^2}{4}$.

Using the theorem of the preliminary section, we obtain the following results:

Proposition 1 Suppose that the following condition is satisfied: at the critical points $P$ of the function $\phi$, $c(P) + \Delta \phi(P)/2 \geq 0$. Let $v_\epsilon$ be a minimizer of the following variational problem

$$\epsilon \lambda_{\epsilon} = \inf_{v \in H^1(V_n) - \{0\}} \frac{\epsilon^2 \int_V [||\nabla v||_g^2 + c\epsilon v^2] \, dvol_g}{\int_V v^2 \, dvol_g}$$

then $\lim_{\epsilon \to 0} \epsilon \lambda_{\epsilon} = \min_V ||\nabla \phi||_g^2 = 0$. The weak limits of the normalized measures $\frac{e^{-\phi/\epsilon} v_\epsilon^2 \, dvol_g}{\int_V e^{-\phi/\epsilon} v_\epsilon^2 \, dvol_g}$ have their support in the set of critical points of $\phi$. $\sup v_\epsilon$ tends to $+\infty$ as $\epsilon$ goes to zero.

Proof. The proof is very similar to the proof of Theorem II Considering the one parameter family of eigenfunctions, we obtain that:

$$\lim_{\epsilon \to 0} \frac{\int_V e^{-\phi/\epsilon} u_\epsilon^2 \, dvol_g}{\int_V e^{-\phi/\epsilon} u_\epsilon^2 \, dvol_g} = \min_V ||\nabla \phi||_g^2 = 0$$
and for all function $\psi \in C(V)$ we have
\[
\lim_{\epsilon \to 0} \frac{\int_V e^{-\phi/\epsilon} \psi^2 dvol_g}{\int_V e^{-\phi/\epsilon} u^2 dvol_g} = \sum_{i=1} \{ \gamma_{P_i} \psi(P) | P \in sing(b) \}
\]
where the concentration coefficient $\gamma_{P_i}$ is now defined by
\[
\gamma_{P_i} = \lim_{\epsilon \to 0} \frac{\int_{B_{P_i}(\delta)} e^{-\phi/\epsilon} u^2 dvol_g}{\int_V e^{-\phi/\epsilon} u^2 dvol_g},
\]
(the limit is independent of $\delta$). The measure $\frac{e^{-\phi/\epsilon} u^2 dvol_g}{\int_V e^{-\phi/\epsilon} u^2 dvol_g}$ converges weakly to $\sum_{i=1}^{m} \epsilon^2 \delta P_i$ where $P_i$ are the critical points of the function $\phi$ or the zeros of the vector field $b = \nabla \phi$.

The proof follows exactly the same steps of the previous theorem.

Remark.
The gradient case teaches two things: one is that the concentration occurs on some specific sets, related to the vector field and not to $c$ and second that the role of $c$ is to select the subset of concentration.

1.5 The radial case: an example

In this paragraph we give an example where the recurrent sets of the vector field consists of a limit cycle and the sequence of eigenfunction concentrates along this limit cycle. In fact, we obtain in presence of radial symmetry a uniform distribution for the limit.

Consider an annulus $A$ of $\mathbb{R}^n$ ($A = \{ x \in \mathbb{R}^n | 1/2 < ||x||_{\mathbb{R}^n} < 3/2 \}$), and the radial function $u_\epsilon$, solution of the partial differential equation
\[
\epsilon \Delta_g u_\epsilon + \langle b, \nabla u_\epsilon \rangle + cu_\epsilon = \lambda_\epsilon u_\epsilon, \text{ on } A
\]
\[
u_\epsilon = 0, \text{ on the boundary } \partial A,
\]
where the field $b$ is given by:
\[
b_r = (1 - r)
b_g = 1
\]
and the function $a$ is radial and positive. The field $b$ has an attractive limit cycle at $r = 1$. The problem reduces to:
\[
\epsilon (-\partial_{rr} u_\epsilon - \frac{\partial_r u_\epsilon}{r}) + b_r \partial_r u_\epsilon + au_\epsilon = \lambda_\epsilon u_\epsilon, \text{ on } A
\]
\[
u_\epsilon = 0, \text{ on } \partial A
\]
$b_r$ is the gradient of a function of $r$. Hence the results of the previous paragraph can be applied here. The presence of a boundary does not invalidate these results because the limit cycle is an attractor. As $\epsilon$ tends to zero, $u_\epsilon$ tends to a limit entirely supported by the limit cycle (see also Friedman [2]).
2 Blow up analysis with no vector fields

In the next sections, the limit measures are analyzed using a blow-up procedure. We shall prove that as \( \varepsilon \) goes to 0, the eigenfunctions blow up in the neighborhood of some points that are determined by the potential \( c \) and the vector field \( b \). The speed with which these eigenfunctions blow up can also be determined when \( b=0 \) or when \( b \) is a gradient field, using the Lyapunov functions associated to the field.

The results differ substantially in the two cases. It appears that the correct scaling is not the same in the case when there is only a potential \( c \) and the case where there are a potential \( c \) and a vector field \( b \).

The general case, where the field can have recurrent sets of integer dimension \( n \geq 1 \) will be considered elsewhere. The concentration phenomenon is much more complicated, depending on the set and on the choice of Lyapunov function. More important, it cannot be studied by variational techniques, see [14].

In this section we determine exactly all the possible limits of the eigenfunctions as \( \varepsilon \) tends to 0, when there is no field. The main result says that the limit measure is concentrated on a subset of the minimum point of the potential \( c \). This limit set is useful in the study in the small noise limit, the movement of a random particle moving on a Riemannian manifold in the presence of a killing potential \( c \) [15].

Moreover, we can explain the assumption 4, p.93 made by B. Simon ([30]) to study the double-well potential problem when \( \varepsilon \) is small. The blow-up method provides a method for the explicit computation of the concentration near a bottom well. This generalizes also the results obtained in part 9 of [5] about the concentration of the eigenfunctions in the case of \( \mathbb{R}^n \).

Let us recall the eigenfunction problem,

\[
\begin{align*}
\varepsilon \Delta_g u + cu &= \lambda u, \\
\int_{V_n} u^2 dvol_g &= 1,
\end{align*}
\]

\( c \) is a Morse function and \( C_{\text{min}} \), denotes the subset of minimal points. Recall the quotient

\[
Q_\varepsilon(v) = \frac{\int_V [\varepsilon \|\nabla u\|^2_g + cu^2] dvol_g}{\int_V u^2 dvol_g}.
\]

We shall now state and prove the main theorems of section 2. We introduce some concepts which will be used in the proofs of these theorems.

Now a few words about the blow-up procedure. For each \( P \in C_{\text{min}} \), we choose a normal coordinate system \((x_1, ...x_m): U_P \rightarrow \mathbb{R}, \) centered at \( P \), defined on a domain \( U_P \) such that:

1. \( x_1 \times ... \times x_m(U_P) \) contains the closed ball \( B_P(\delta) \) centered at \( P \) and having radius \( \delta > 0 \).

2. for all \( i, j, 1 \leq i, j \leq m \), \( \frac{\partial^2 c}{\partial x_i \partial x_j}(P) = \lambda_i(P) \delta_{ij} \).
3. $U_P \cap U_Q = \emptyset$ for all $P, Q \in C_{\min}$, $P \neq Q$.

In the following we will identify $U_P$ with the open neighborhood of 0 in $\mathbb{R}^m$, $x_1 \times ... \times x_m(U_P)$. For $r$ such that $B_P(r) \subset U_P$, $B_P(r)$ will denote both the geodesic ball centered at $P$ and of radius $r$ in $V$ or its image by the mapping $x_1 \times ... \times x_m$. For the sake of streamlining the notations, we shall commit the abuse while working with the coordinate system $(x_1, ... x_m): U_P \to \mathbb{R}$, of denoting by $B_P(r)$ the ball of center $O$ and radius $r$ whatever the value of $r(\geq 0$ of course). On a manifold $V$ let $P$ be a point and a chart $(U, x_1, ... x_m)$ of $V$ centered at $P$: $x_i(P) = 0$, $1 \leq i \leq m$. The blow up of power $t > 0$ associated to $P$ and the chart $(U, x_1, ... x_m)$ is the diffeomorphism $Bl_t: U \to \mathbb{R}^m$, $Bl_t(Q) = (\frac{1}{t}x_1(Q), ..., \frac{1}{t}x_m(Q))$. All functions, tensors, differential operators can be transported to the open subset $Bl_t(U)$. Suitably normalized by a power of $t$, they will have limits when $t$ goes to 0 which will be defined on $\mathbb{R}^m$. These limits contain a trove of information about the behaviour of the original objects in the neighborhood (more precisely in the infinitesimal neighborhood) of $P$. To simplify the notations we shall write: $\frac{1}{t}Q$ instead of $Bl_t(Q)$, $\frac{1}{t}A$ instead of $Bl_t(A)$ if $A$ is a subset of $U$ and so on.

In the following all the blow-ups will be associated to geodesic charts $(U, x_1, ... x_m)$ with pole at $P$. On the magnified set $\frac{1}{\sqrt{\varepsilon}}x_1 \times ... \times x_m(U_P)$, we can define the function $w_{P,\varepsilon}$ blow up of the function $u_{\varepsilon}$:

$$w_{P,\varepsilon}(y) = \frac{u_{\varepsilon}(y\sqrt{\varepsilon})}{\mu_{\varepsilon}}$$

where $\mu_{\varepsilon} = \max_U u_{\varepsilon}$.

2.1 Main theorem

Definition 2 We define $\Lambda$ as

$$\Lambda = \inf \left[ \sum_{n=1}^{m} \sqrt{\lambda_n(R)} | R \in C_{\min} \right]$$

Theorem 2 Selection-Concentration.

(i) For any $P \in C_{\min}$, any sequence of $v_{\varepsilon}$’s, with $\varepsilon$ tending to 0, contains a subsequence $\{u_{\varepsilon_n}\}$, such that the sequence of blow-up functions $w_{P,\varepsilon_n}$ at $P$ converges to a function $w_P: \mathbb{R}^m \to \mathbb{R}_+$, both in the $L^2$ norm and the $C^\infty$ topology.

(ii) $w$ satisfies the equation and inequality:

$$\Delta_E w + \sum_{i=1}^{m} \lambda_i(P)x_i^2 w = \lambda w$$
\[
0 < w \leq \max_{\mathbb{R}^m} w \leq 1
\]

where \( \Delta_E \) is the negative standard Euclidean Laplacian on \( \mathbb{R}^m \).

- (iii) If \( \sum_{n=1}^{m} \sqrt{\lambda_n(P)} > \Lambda \) then
  \[ w_P = 0 \]

- (iv) If \( \sum_{n=1}^{m} \sqrt{\lambda_n(P)} = \Lambda \) and there exists a sequence \( S \subset \mathbb{N} \), such that each \( u_{e_n}, n \in S \), has a maximum point \( Q_n \) with the property that the sequence \( \{Q_n|n \in S\} \) converges to \( P \), then this function \( w_P \) is:
  \[
  w_P(x) = \prod_{n=1}^{m} \exp \left( -\frac{x_n^2 \sqrt{\lambda_n(P)}}{2} \right)
  \]
  and
  \[
  \lambda = \Lambda
  \]

- (v) If \( \sum_{n=1}^{m} \sqrt{\lambda_n(P)} = \Lambda \) and no such subsequence \( S \) exists, then
  \[
  \lambda = \Lambda
  \]
  \[
  w_P = f_P \prod_{n=1}^{m} \exp \left( -\frac{x_n^2 \sqrt{\lambda_n(P)}}{2} \right)
  \]
  where \( f_P \) is a factor \( \geq 0 \), which depends on the sequence \( \{u_{e_n}\} \).

- (vi) For any sequence \( \epsilon \)'s, there exists at least one \( P \in C_{\min} \) and at least one subsequence \( S \) for which the case (iv) occurs.

Remark. Note that in case (iv) the limit \( w \) is independent of the sequence \( \{u_{e_n}\} \).

In order to prove the main theorem, we need two propositions. The first gives estimates of the first eigenvalue and the second, estimates of the decay of the eigenfunctions.

2.2 Auxiliary propositions

Proposition 2 The first eigenvalue \( \lambda_\epsilon \) satisfies the following inequality

\[
\min_{V} \lambda_\epsilon \leq \min_{V} \epsilon + \Lambda \epsilon^{1/2}
\]

where \( \Lambda = \inf \left[ \sum_{n=1}^{m} \sqrt{\lambda_n(P)} \right] P \in C_{\min} \).
Proof. For all $u \in H^1(V)$, $Q_\epsilon(u) \geq \min_V u^2$. Hence $\min_V \leq \lambda_\epsilon$. To prove the right hand-side inequality, we will use a test function in the variational quotient $Q$. In the neighborhood of a point $P \in C_{\min}$, consider the function:

$$
\phi_\epsilon = e^{-\sum \mu_i x_i^2/2} - e^{-\frac{\rho^2}{2\epsilon}}, \text{ on } N_P(\rho)
$$

$$
= 0, \text{ on } V - N_P(\rho)
$$

$N_P(\rho)$ is the connected component of the set $\{x|\sum_{i=1}^m \sqrt{x_i^2} \leq \rho\}$ containing 0, where $\rho$ is taken so small that $N_P(\rho)$ is contained in $B_P(\delta)$. We take as coefficients $\mu_i = \sqrt{\lambda_i}$ where $\lambda_i = \lambda_i(P)$ for simplicity. In the coordinate system at $P$,

$$
g_{ij}(P) = \delta_{ij} + O(||x||^2), \quad \sqrt{\det g} = 1 - \sum_{i,j=1}^m \frac{Ric_{ij} x_i x_j}{6} + O(||x||^3),
$$

$Ric$ denotes the Ricci tensor. We denote $\prod_{i=1}^m \mu_i$ by $\mu$ and the quadratic form $\sum \mu_i (x^i)^2$ by $q$. We recall that:

$$
\int_R e^{-\mu_i x_i^2} dx = \sqrt{\frac{\pi}{\mu_i}},
$$

$$
\int_R x_i^2 e^{-\mu_i x_i^2} dx = \sqrt{\frac{\pi}{2\mu_i^3}}.
$$

To evaluate the quotient $Q_\epsilon(u_\epsilon)$, we compute the leading terms in $\epsilon$ of the integrals $\mu$

$$
\int_{N_P(\rho)} ||\nabla \phi_\epsilon||^2_g dvol_g
$$

$$
\int_{N_P(\rho)} c_{\phi_\epsilon^2} dvol_g,
$$

$$
\int_{N_P(\rho)} (||\nabla \phi_\epsilon||^2_g) dvol_g = \int_{N_P(\rho)} \sum_{i,j=1}^m g_{ij} \frac{\partial \phi_\epsilon}{\partial x_i} \frac{\partial \phi_\epsilon}{\partial x_j} \sqrt{\det g} dx,
$$

where $g^{ij}$ is the matrix inverse of $g_{ij}$ and $dx$ is the Lebesgue volume.

$$
\int_{N_P(\rho)} (||\nabla \phi_\epsilon||^2_g) dvol_g = \int_{N_P(\rho)} \left[ \sum_{i=1}^m \mu_i^2 x_i^2 + \sum_{i,j,k=1}^m a_{ijk} x_i x_j x_k \right] e^{-q} dx,
$$

where the functions $a_{ijk}$ are defined $C^\infty$ and bounded on $B_P(\delta)$. Performing the blow-up at $P$ i.e. the change of variable $z_i = x_i \sqrt{\mu_i}$,

$$
\int_{N_P(\rho)} (||\nabla \phi_\epsilon||^2_g) dvol_g = \int_{B(0, \frac{\rho}{\sqrt{\mu}})} \left[ \sum_{i,j=1}^m \mu_i z_i^2 + \sum_{i,j,k=1}^m a_{ijk}(x) \frac{z_i z_j z_k}{\sqrt{\mu_i \mu_j \mu_k}} \right] \exp \left( -||z||^2_{\mathbb{R}^m} \right) \frac{dz}{\sqrt{\mu}}
$$
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where \( \mu = \prod_{i=1}^{m} \mu_i. \)

\[
\varepsilon \int_{N_{p}(\rho)} (|\nabla \phi_{\varepsilon}|^2) dvol_g = \frac{\pi^{m/2}}{\sqrt{\mu}} \left[ \sum_{i=1}^{n} \frac{\sqrt{e} \lambda_i}{2} + O(\varepsilon^{2}) \right].
\]

We will now evaluate the potential term:

\[
\int_{N_{p}(\rho)} c \phi_{\varepsilon}^2 dvol_g = \int_{N_{p}(\rho)} \phi_{\varepsilon}^2 \left\{ \left( c(P) + \sum_{i=1}^{m} \lambda_i x_i^2 + O(||x||_{R_m}) \right) \left( 1 - \frac{Ric_{ij}(P)}{6} x^i x^j + O(||x||_{R_m}) \right) \right\} dx
\]

\[
= c(P) \int_{N_{p}(\rho)} \phi_{\varepsilon}^2 dx + \int_{N_{p}(\rho)} \phi_{\varepsilon}^2 \left[ \sum_{i=1}^{m} \left( \lambda_i - \frac{c(P)Ric_{ii}(P)}{6} \right) x_i^2 + \sum_{i,j,k=1}^{m} b_{ijk} x_i x_j x_k \right] dx
\]

where the functions \( a_{ijk} \) are defined \( C^{\infty} \) and bounded on \( B(\delta) \). With the same change of variables, after expanding the square \( u^2(x) = e^{-q} - 2e^{-q/2} - e^{-\rho/2\sqrt{\varepsilon}} + e^{-\rho/\sqrt{\varepsilon}} \) we get:

\[
\int_{N_{p}(\rho)} x_i x_j \phi_{\varepsilon}^2 dx = \frac{\pi^{m/2}}{2\sqrt{\mu}} \frac{\varepsilon}{\lambda_i(P)} + O_{w}(e^{-\rho/2\sqrt{\varepsilon}}).
\]

\( O_{w}(\exp -\frac{\rho}{\sqrt{\varepsilon}}) \) means that for any \( \eta \in [0,1[ \), there exists a constant \( K(\eta) \) independant of \( \varepsilon \) such that the error is at most equal in absolute value to \( K(\eta)\exp \left[-\frac{\eta \rho}{\sqrt{\varepsilon}}\right] \). An easy symmetry argument shows that:

\[
\int_{N_{p}(\rho)} x_i x_j \phi_{\varepsilon}^2 dx = 0 \text{ if } i \neq j
\]

The potential term in the integral becomes:

\[
\int_{N_{p}(\rho)} c \phi_{\varepsilon}^2 = \frac{\pi^{m/2}}{\sqrt{\mu}} \left( c(P) + \frac{1}{2} \sum_{i=1}^{m} \left( \lambda_i - c(P) \frac{Ric_{ii}(P)}{6} \right) \frac{\varepsilon}{\lambda_i} + O(\varepsilon^{3/2}) \right)
\]

Also:

\[
\int_{V} \phi_{\varepsilon}^2 dvol_g = 1 - \sum_{i=1}^{m} \frac{Ric_{ii}(P)}{12} \frac{\varepsilon}{\lambda_i} + O_{w}(e^{-\rho/2\sqrt{\varepsilon}})
\]

The quotient can now be evaluated:

\[
Q_{\varepsilon}(u) = \frac{\varepsilon \int_{V} (||\nabla u||^2 + cu^2)^2 dvol_g}{\int_{V} u^2 dvol_g}
\]

\[
Q_{\varepsilon}(\phi_{\varepsilon}) = \frac{\pi^{m/2}}{\sqrt{\mu}} \left( \sum_{i=1}^{m} \frac{\sqrt{2} \lambda_i}{2} + c(P) + \sum_{i=1}^{m} \left( \lambda_i - c(P) \frac{Ric_{ii}(P)}{6} \right) \frac{\varepsilon}{\lambda_i} + O(\varepsilon^{2}) \right)
\]

\[
\frac{\pi^{m/2}}{\sqrt{\mu}} + \sum_{i=1}^{m} \frac{Ric_{ii}(P)}{6} \frac{\varepsilon}{\lambda_i} + o(e^{-\rho/4\varepsilon^{1/2}})
\]
\[ Q_{\epsilon}(\phi_{\epsilon}) = \frac{c(P) \left[ 1 - \sum_{i=1}^{m} \frac{Ric_i(P)}{12} \sqrt{\frac{\epsilon}{\lambda_i}} + \sum_{i=1}^{m} \sqrt{\frac{\epsilon}{\lambda_i}} + O(\epsilon^{3/2}) \right]}{1 - \sum_{i=1}^{m} \frac{Ric_i(P)}{12} \sqrt{\frac{\epsilon}{\lambda_i}} + O(w(e^{-\rho/2\epsilon^{1/2}}))} \]

If we use the fact that \( c(P) = \frac{\text{min} c}{V} \), the quotient can be simplified as follows

\[ Q_{\epsilon}(\phi_{\epsilon}) = \frac{\text{min} c + \sum_{i=1}^{m} \sqrt{\lambda_i} \epsilon + O(\epsilon^{3/2})}{1 + \sum_{i=1}^{m} \frac{Ric_i(P)}{12} \sqrt{\frac{\epsilon}{\lambda_i}} + O(w(e^{-\rho/2\epsilon^{1/2}}))} \]

If we take the minimum over all test functions centered at any critical points of the set of minimal points \( C_m \), we obtain the estimate:

\[ \text{min} \ c \leq \lambda_{\epsilon} \leq Q_{\epsilon}(\phi_{\epsilon}) \leq \text{min} c + \inf \left\{ \sum_{i=1}^{m} \sqrt{\lambda_i}(P) \epsilon | P \in C_{\text{min}} \right\} + O(\epsilon) \leq \text{min} c + \Lambda \epsilon^{1/2} + O(\epsilon) . \]

**Remark:** We expect in general for smooth potential that there exists an asymptotic expansion:

\[ \lambda_{\epsilon} = \sum_{k=0}^{n} c_k \epsilon^{k/2} + o(\epsilon^{n/2}). \]

If it does exist can one find a systematic procedure to compute the coefficients \( c_k \)? From the previous result, we have that

\[ c_0 = \text{min} c, \]

which is the Topological Pressure. We will see in the following results that

\[ c_1 = \inf \left\{ \sum_{i=1}^{m} \sqrt{\lambda_i}(P) | P \in C_{\text{min}} \right\} . \]

Proposition 2 provides an estimate of the velocity of convergence of the sequence of maximum points \( Q_{\epsilon} \) of \( u_{\epsilon} \) to an element of \( C_{\text{min}} \).

**Lemma 1** (i) If for a sequence \( \epsilon_n \) tending to zero, \( \lim_{n \to \infty} \int_V u_{\epsilon_n}^2 \, dvol_g > 0 \), then

\[ \lim \sup_{n \to \infty} \int_V u_{\epsilon_n}^2 \, dvol_g = +\infty. \]

**Proof.** (i) Suppose that for a subsequence \( \epsilon_n \), still denoted by \( \epsilon_n \), \( \lim_{n \to \infty} \sup_V u_{\epsilon_n} < +\infty \). Then for all \( n \), \( \sup_V u_{\epsilon_n} \leq N \), a constant. For any \( \eta > 0 \), chose an open neighborhood \( K \) of \( C_{\text{min}} \), such that \( \text{vol}_g(K) \) is smaller than \( \frac{\eta}{2N} \). Now

\[ \int_V u_{\epsilon_n}^2 \, dvol_g = \int_K u_{\epsilon_n}^2 \, dvol_g + \int_{V-K} u_{\epsilon_n}^2 \, dvol_g \]
\[
\int_V u_{\epsilon_n}^2 \, dvol_g = \int_K u_{\epsilon_n}^2 \, dvol_g + \sup_V \int_{V-K} \frac{u_{\epsilon_n}^2}{\sup_V u_{\epsilon_n}} \, dvol_g
\]

By Appendix II, \( \frac{u_{\epsilon_n}^2}{\sup_V u_{\epsilon_n}} \to 0 \) uniformly on \( V - K \). Hence \( \lim_{n \to \infty} \int_V u_{\epsilon_n}^2 \, dvol_g \leq \eta \).

Because \( \eta \) is arbitrary, \( \lim_{n \to \infty} \int_V u_{\epsilon_n}^2 \, dvol_g = 0 \). A contradiction.

Recall that \( d_g \) denotes the Riemannian distance associated to the metric \( g \).

Lemma 2 For each \( \epsilon \), let us denote by \( M_\epsilon \) the set of all maximum points of \( v_\epsilon \). There exists a constant \( A \) depending only on \( c \), such that:

\[
\sup_{q \in M_\epsilon} d_g^2(q, C_{\min}) \leq A \epsilon^{1/2}
\]

It follows from this that the set of limit points of the set of maximum points of \( v_\epsilon \) is contained in \( C_{\min} \).

Proof. Let \( q \in M_\epsilon \). Recall \( \epsilon \Delta_g u_\epsilon(q) + c(q) u_\epsilon(q) = \lambda_\epsilon u_\epsilon(q) \). Because the solution \( u_\epsilon \) is positive and \( \Delta_g u_\epsilon(q) \geq 0 \), at the maximum point \( q \) of \( u_\epsilon \), \( c(q) \leq \lambda_\epsilon \). By Proposition 2, \( 0 \leq c(q) - \min_V c \leq \lambda_\epsilon - \min_V c \leq \Lambda \epsilon^{1/2} \). Because the critical points of \( c \) are non-degenerate, it is easy to see that there exists a constant \( \Gamma \) depending only on \( c \) such that for \( P \in V \), \( d_g^2(P, C_{\min}) \leq \Gamma (c(P) - \min_V c) \). Take \( A = \Gamma \Lambda \).

Remark. This result proves that any sequence of \( \epsilon \)'s converging to 0, contains a subsequence \( \{ \epsilon_k \} \) such that there exists a \( P \in C_{\min} \) and a vector \( P^* \in T_P V \) with the property:

\[
P_\epsilon = \exp_P (\epsilon^{1/4} P^* + o(\epsilon^{1/4})).
\]

The length \( ||P^*|| \) of the vector \( P^* \) is the distance between the peak of concentration and the set \( C_{\min} \) in the blow up space. It can be considered as a measure of the convergence velocity.

We have so far computed an estimate of the rescaled eigenvalue \( \frac{\lambda_\epsilon - \min_V c}{\epsilon^{1/2}} \). Now we will provide an estimate of the eigenfunction in the neighborhood of the points in \( C_{\min} \).

Proposition 3 For all \( \epsilon_0 \in [0, 1] \):

1. \( \sup_{[0, \epsilon_0]} \int_{B_P(\delta/\sqrt{\epsilon})} w_\epsilon(y)^2 \, dy < +\infty \). More generally, for any continuous function \( f : [0, 1] \times \mathbb{R}^m \to \mathbb{R} \), \( (\epsilon, y) \to f(\epsilon, y) \), having at most polynomial growth at infinity,

\[
\sup_{[0, \epsilon_0]} \int_{B_P(\delta/\sqrt{\epsilon})} f(\epsilon, y) w_\epsilon(y)^2 \, dy < +\infty
\]
• (ii) the set of restrictions \( w_2^2 | B_P(\delta/\sqrt{\varepsilon}) \), \( \varepsilon \in [0, 1] \), of the \( w_2^2 \) to the balls \( B_P(\delta/\sqrt{\varepsilon}) \) satisfies the following condition: for any \( \eta > 0 \), there exists a compact \( K \subset \mathbb{R}^m \) and a \( \varepsilon(\eta) > 0 \) such that
\[
\int_{B_P(\delta/\sqrt{\varepsilon}) - K} f(\varepsilon, y) w_\varepsilon(y)^2 dy \leq \eta,
\]
for all \( \varepsilon \in [0, \varepsilon(\eta)] \).

2.3 Proof of the Proposition 3

To start with, rewrite equation (21) as follows
\[
\sqrt{\varepsilon} \Delta_g u_\varepsilon + \frac{c - \min_{V_m} c}{\varepsilon^{1/2}} u_\varepsilon = \frac{\lambda_\varepsilon - \min_{V_m} c}{\varepsilon^{1/2}} u_\varepsilon
\]
Introducing the notations \( c_\varepsilon = \frac{c - \min_{V_m} c}{\varepsilon^{1/2}} \) and \( \mu_\varepsilon = \frac{\lambda_\varepsilon - \min_{V_m} c}{\varepsilon^{1/2}} \) for simplicity, we have:
\[
\sqrt{\varepsilon} \Delta_g u_\varepsilon + c_\varepsilon u_\varepsilon = \mu_\varepsilon u_\varepsilon
\]
The function \( e^{-t\mu_\varepsilon} v_\varepsilon(x) \) is the solution of the parabolic Cauchy problem:
\[
\frac{\partial p}{\partial t} = -\sqrt{\varepsilon} \Delta_g p - c_\varepsilon p \quad p(0, x) = u_\varepsilon(x).
\]
Note that the sequence \( \mu_\varepsilon \) is bounded. We estimate \( w_\varepsilon \) in the ball \( B_P(\delta) \), using the fact that the restriction of the function \( e^{-t\mu_\varepsilon} v_\varepsilon(x) \) to \( B_P(\delta) \) is the solution of the parabolic initial- boundary value problem:
\[
\frac{\partial p}{\partial t} = -\sqrt{\varepsilon} \Delta_g p - c_\varepsilon p \quad p(0, x) = u_\varepsilon(x) \quad p(t, x)_{\partial B_P(\delta)} = u_\varepsilon(x)_{\partial B_P(\delta)} e^{-\mu_\varepsilon t}.
\]
In the coordinate system at \( P \),
\[
\frac{\partial p}{\partial t} = \sqrt{\varepsilon} \sum_{i,j=1}^{m} g^{ij} \frac{\partial^2 p}{\partial x_i \partial x_j} - \sqrt{\varepsilon} \sum_{k=1}^{m} B_k \frac{\partial p}{\partial x_k} - c_\varepsilon p,
\]
where
\[
B_k = -\sum_{i,j=1}^{m} g^{ij} \Gamma^k_{ij}.
\]
For \( x \in B_P(\delta) \), the solution is given by the Feynman-Kac formula with boundary term:

\[
e^{-\mu t}u_\epsilon(x) = E_x \left( e^{-\mu t}u_\epsilon(X_\epsilon(t)) \chi(t<\tau_\epsilon) e^{-\int_0^t c_\epsilon(X_\epsilon(s))ds} \right) + E_x \left( e^{-\mu \tau_\epsilon}u_\epsilon(X_\epsilon(\tau_\epsilon)) \chi(t>\tau_\epsilon) e^{-\int_0^{\tau_\epsilon} c_\epsilon(X_\epsilon(t))ds} \right)
\]

where \( X_\epsilon(t) \) is the process starting at \( x \) at time 0 and satisfying the Itô equation:

\[
dX_\epsilon(t) = \sqrt{\epsilon}B(X_\epsilon(t)) + \sqrt{\epsilon}\sigma(X_\epsilon(t))dW(t) \quad t \leq \tau_U
\]

where \( W(t) \) is a standard \( m \) dimensional Brownian motion and \( \sigma:U \rightarrow \text{End}(\mathbb{R}^m) \) is the positive definite square root of the matrix function (2gij). \( \tau_\epsilon \) is the first exit time from the ball \( B_P(\delta) \), of the process \( X_\epsilon \), starting at \( x \). Let \( \overline{\pi}_\epsilon = \max_{V} u_\epsilon \). Then equation (22) implies the inequality:

\[
\frac{u_\epsilon(x)}{\overline{\pi}_\epsilon} \leq \left[ E_x \left( \chi(t<\tau_\epsilon) e^{-\int_0^t c_\epsilon(X_\epsilon(s))ds} \right) + E_x \left( e^{-\mu(t-\tau_\epsilon)} \frac{u_\epsilon(X_\epsilon(\tau_\epsilon))}{\overline{\pi}_\epsilon} \chi(t>\tau_\epsilon) e^{-\int_0^{\tau_\epsilon} c_\epsilon(X_\epsilon(t))ds} \right) \right]
\]

for \( x \in B_P(\delta) \). Let us define:

\[
I = e^{\mu t} E_x \left( \frac{u_\epsilon(X_\epsilon(\tau_\epsilon))}{\overline{\pi}_\epsilon} \chi(t>\tau_\epsilon) e^{-\int_0^{\tau_\epsilon} c_\epsilon(X_\epsilon(s))ds} \right)
\]

\[
II = E_x \left( \chi(t<\tau_\epsilon) e^{-\int_0^t c_\epsilon(X_\epsilon(s))ds} \right)
\]

We estimate the terms \( I, II \) independently.

**Estimate of \( I \)**

To estimate the boundary term \( I \) in inequality (24), we apply the results proved in Appendix 2 to the equation(21) taking \( \psi = c - \min c, b = 0, c_\epsilon = \min c - \lambda_\epsilon \) and \( \epsilon = \varepsilon \). Then for any integer \( k \), any compact subset \( C \) disjoint from the set \( C_{\min} \), there exists a positive constant \( A(k, C) \) such that for \( \varepsilon \in [0, 1] \):

\[
\max_{\overline{C}} u_\epsilon \leq A(k, C) \varepsilon^{k+} \overline{\pi}_\epsilon
\]

Taking \( C = V \cup \{ B_P(\delta) | P \in C_{\min} \} \):

\[
I = e^{\mu t} E_x \left( \frac{u_\epsilon(X_\epsilon(\tau_\epsilon))}{\overline{\pi}_\epsilon} e^{-\int_0^{\tau_\epsilon} c_\epsilon(X_\epsilon(s))ds} \right) \leq e^{\mu t} A(k, \delta) \epsilon^{k}
\]

**Estimate of \( II \)**

Let \( \alpha \) be a number in \( [0, \frac{1}{6}] \). Assume that \( \varepsilon < 1 \). We split \( II \) as follows:

\[
II = E_x \left( \chi_1 \chi(t<\tau_\epsilon) e^{-\int_0^t c_\epsilon(X_\epsilon(s))ds} \right) + E_x \left( (1 - \chi_1) \chi(t<\tau_\epsilon) e^{-\int_0^t c_\epsilon(X_\epsilon(s))ds} \right)
\]
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where $\chi_1$ is the characteristic function of the set $\left\{ \sup_{[0,t]} \| X_\varepsilon(s) \|_{\mathbb{R}^m} \geq \delta \varepsilon^\alpha \right\}$.

$$ II = III + IV $$

Because $c_\varepsilon$ is non negative and $\alpha < \frac{1}{6}$:

$$ III = E_x \left( \chi_1 X(t<\tau_\varepsilon) e^{-\int_0^t c_\varepsilon(X_\varepsilon(s))ds} \right) \leq P_x \left[ \sup_{[0,t\wedge \tau_\varepsilon]} \| X_\varepsilon(t) \|_{\mathbb{R}^m} \geq \delta \varepsilon^\alpha \right] $$

We have:

$$ X_\varepsilon(t \wedge \tau_\varepsilon^\varepsilon) = \sqrt{\varepsilon} \int_0^{t \wedge \tau_\varepsilon^\varepsilon} B(X_\varepsilon(s)) + \sqrt{\varepsilon} \int_0^{t \wedge \tau_\varepsilon^\varepsilon} \sigma(X_\varepsilon(s))dW(s) $$

Now $\sup_{[0,t \wedge \tau_\varepsilon^\varepsilon]} \| X_\varepsilon(t) \|_{\mathbb{R}^m} \leq \delta$. Hence $\| \varepsilon^{1/2} \int_0^{t \wedge \tau_\varepsilon^\varepsilon} B(X_\varepsilon(s)) \|_{\mathbb{R}^m} \leq t M_1 \sqrt{m \varepsilon}$, where $M_1 = \sup_{x \in B(\delta)} \| B(x) \|_{\mathbb{R}^m}$. Then a well known lemma (see [34]) shows that if $\delta \varepsilon^\alpha > \| x \|_{\mathbb{R}^m} + t M_1 \sqrt{m \varepsilon}$,

$$ P_x \left[ \sup_{[0,t \wedge \tau_\varepsilon^\varepsilon]} \| X_\varepsilon(t) \|_{\mathbb{R}^m} \geq \delta \varepsilon^\alpha \right] \leq 2m \exp - \frac{[\delta \varepsilon^\alpha - \| x \|_{\mathbb{R}^m} - t M_1 \sqrt{m \varepsilon}]^2}{2mM^2 t \sqrt{\varepsilon}} $$

where $M = \sup_{B(\delta)} \| \sigma(x) \|_{\mathbb{R}^m}$. It is clear that:

$$ E_x \left( \chi_1 X(t<\tau_\varepsilon^\varepsilon) e^{-\int_0^t c_\varepsilon(X_\varepsilon(s))ds} \right) \leq E_x(\chi_1 X(t<\tau_\varepsilon^\varepsilon)) $$

Hence if $\| x \|_{\mathbb{R}^m} + t M_1 \sqrt{\varepsilon} < \delta \varepsilon^\alpha$:

$$ E_x \left( \chi_1 X(t<\tau_\varepsilon^\varepsilon) e^{-\int_0^t c_\varepsilon(X_\varepsilon(s))ds} \right) \leq 2m \exp - \frac{[\delta \varepsilon^\alpha - (\| x \|_{\mathbb{R}^m} + t M_1 \sqrt{m \varepsilon})]^2}{2mM^2 t \sqrt{\varepsilon}} $$

To estimate the second integral $IV = E_x \left( (1 - \chi_1) X(t<\tau_\varepsilon^U) e^{-\int_0^t c_\varepsilon(X_\varepsilon(s))ds} \right)$, let us define the process $Y_\varepsilon(t)$ for $t < \tau_\varepsilon^U$ = first exit time of the process $X_\varepsilon$ from $U_\varepsilon$:

$$ Y_\varepsilon(t) = \frac{X_\varepsilon(t)}{\sqrt{\varepsilon}} $$

Then:

$$ dY_\varepsilon(t) = \sqrt{\varepsilon} B(X_\varepsilon(t)) + \sigma(X_\varepsilon(t))dW(t) $$

$$ Y_\varepsilon(t) = Y_\varepsilon(0) + \sqrt{\varepsilon} \int_0^{\tau_\varepsilon^\varepsilon} B(X_\varepsilon(s))ds + \int_0^{\tau_\varepsilon^\varepsilon} \sigma(X_\varepsilon(s))dW(s) $$
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for $t \leq \tau_\varepsilon^U$. But using the definition of $\sigma$ and the system of coordinates $(x_1, \ldots, x_m)$:

$$\sigma(x) = \sqrt{2}(Id_m + \Phi(x))$$

where $\Phi: \mathbb{R} \rightarrow \text{End}(\mathbb{R}^m)$ is a $C^\infty$ matrix function such that:

$$\Phi_{ij}(x) = \sum_{k,l=1}^{m} \Phi_{ijkl}(x) x_k x_l$$

Its value at $P$ is:

$$\Phi_{ijkl}(P) = -\frac{1}{6} (R_{iklj}(P) + R_{ilkj}(P)),$$

$$\sigma(X_\varepsilon(t)) = \sqrt{2}(Id_m + \sqrt{\varepsilon} \hat{\Phi}(\varepsilon, Y_\varepsilon(t)))$$

where $\hat{\Phi}(\varepsilon, Y_\varepsilon)$ is a matrix function such that:

$$\hat{\Phi}_{ij}(\varepsilon, Y_\varepsilon(t)) = \sum_{k,l=1}^{m} \Phi_{ijkl}(\sqrt{\varepsilon} Y_\varepsilon(t)) Y_{\varepsilon,k}(t) Y_{\varepsilon,l}(t)$$

Also the components of the field $B$:

$$B_i(x) = \sum_{j=1}^{m} B_{ij}(x)x_j$$

Hence:

$$B(X_\varepsilon(t)) = \sqrt{\varepsilon} \hat{B}(\varepsilon, Y_\varepsilon(t))$$

$$\hat{B}_i(\varepsilon, y) = \sum_{j=1}^{m} B_{ij}(y \sqrt{\varepsilon}) y_j$$

Finally:

$$Y_\varepsilon(t) = Y_\varepsilon(0) + \sqrt{2}W(t) + Z_\varepsilon(t)$$

$$Z_\varepsilon(t) = \sqrt{\varepsilon} \int_{0}^{t \wedge \tau_\varepsilon^U} \hat{B}^\varepsilon(s) Y_\varepsilon(s) ds + \sqrt{2\varepsilon} \int_{0}^{t \wedge \tau_\varepsilon^U} \hat{\Phi}(\varepsilon, Y_\varepsilon(s)) dW(s)$$

To estimate IV, we split it into V and VI, choosing a $\beta \in [0, \alpha[$:

$$V = E_x \left( 1 - \chi_1 \chi_{t<\tau_\varepsilon} \varepsilon^{-f_0^t c_\varepsilon(X_\varepsilon(s)) ds} ; \sup_{[0,t]} ||Z_\varepsilon(s)||_{\mathbb{R}^m} \geq \varepsilon^\beta \right)$$

$$VI = E_x \left( 1 - \chi_1 \chi_{t<\tau_\varepsilon} \varepsilon^{-f_0^t c_\varepsilon(X_\varepsilon(s)) ds} ; \sup_{[0,t]} ||Z_\varepsilon(s)||_{\mathbb{R}^m} < \varepsilon^\beta \right)$$
Estimate of V

We shall use a variant of the inequality (37.9) stated in [28] p.78:

\[ P\{\sup_{[0,t]} ||M_s|| \geq y; [M]_t \leq K\} \leq 2m \exp\left(-\frac{y^2}{2mK}\right), \quad (25) \]

where \(M\) is a continuous local martingale, 0 at \(t=0\). We apply this formula to \( M_t = Z_\varepsilon(t) - \sqrt{\varepsilon} \int_0^t \hat{B}(\varepsilon, Y_\varepsilon(s))ds = \sqrt{2} \sqrt{\varepsilon} \int_0^t \hat{\Phi}(\varepsilon, Y_\varepsilon(s))dW(s)\) stopped at \(\tau_\varepsilon\), the exit time of the process \(X_\varepsilon\) from \(B_P(\delta)\).

Note that:

\[ (1 - \chi_1)||\sqrt{\varepsilon}\Phi(\varepsilon, Y_\varepsilon(s))||_{\text{End}(\mathbb{R}^m)} \leq C_2 \delta^2 \varepsilon^{2\alpha} \]

and that:

\[ (1 - \chi_1)||\sqrt{\varepsilon}\hat{B}(\varepsilon, Y_\varepsilon(s))||_{\mathbb{R}^m} \leq C_3 \delta \varepsilon^{\alpha + \frac{1}{4}}, \]

for some constants \(C_2\) depending only on the values of \(\sigma\) on \(B_P(\delta)\), \(C_3\) depending only on the values of the vector field \(B\) on \(B_P(\delta)\). Thus we have:

\[ \{\sup_{[0,t]} ||M_s|| \geq y; \chi_1 = 0\} \subset \{\sup_{[0,t]} ||M_s|| \geq y; [M]_t \leq t(C_2 \delta^2 \varepsilon^{2\alpha})^2\} \]

Recall that:

\[ [M]_t = 2\sqrt{\varepsilon} \int_0^{t \wedge \tau_\varepsilon} \text{tr}[\Phi(\varepsilon, Y_\varepsilon(s))\Phi(\varepsilon, Y_\varepsilon(s))^*]ds, \]

\[ [M]_t \leq 2 \int_0^{t \wedge \tau_\varepsilon} ||\sqrt{\varepsilon}\Phi(\varepsilon, Y_\varepsilon(s))||^2_{\text{End}(\mathbb{R}^m)}ds. \]

Hence:

\[ V \leq P_x\{Z_\varepsilon(t) \geq \varepsilon^\beta; \chi_1 = 0\} \]

\[ V \leq P\{\sup_{[0,t]} ||M_s|| \geq \varepsilon^\beta - tC_3 \delta \varepsilon^{\alpha + \frac{1}{4}}; [M]_t \leq t(C_2 \delta^2 \varepsilon^{2\alpha})^2\} \]

\[ V \leq 2m \exp\left(-\frac{(\varepsilon^\beta - tC_3 \delta \varepsilon^{\alpha + \frac{1}{4}})^2}{2mtC_2^2 \delta^4 \varepsilon^{4\alpha}}\right). \]

**Estimate of VI**

By Taylor formula there exist a constant \(C_1 > 0\) depending only on the function \(c\) such that for \(x \in U_P\):

\[ |c(x) - c(P) - \sum_{n=1}^m \lambda_n x_n^2| \leq C_1||x||_{\mathbb{R}^m} \sum_{i=1}^m \lambda_i x_i^2 \]

Then, recalling that \(c(P) = \text{min}_x c\) and \(c_\varepsilon = \frac{c - \text{min}_x c}{\sqrt{\varepsilon}}\) for \(t < \tau^U_\varepsilon\):

\[ (1 - \sqrt{\varepsilon}C_1||Y_\varepsilon(t)||_{\mathbb{R}^m}) \sum_{i=1}^m \lambda_i Y_{\varepsilon,i}(t)^2 \leq c_\varepsilon(X_\varepsilon(t)) \leq (1 + \sqrt{\varepsilon}C_1||Y_\varepsilon(t)||_{\mathbb{R}^m}) \sum_{i=1}^m \lambda_i Y_{\varepsilon,i}(t)^2 \]
For the sake of simplicity let us denote the positive definite quadratic form $\sum_1^m \lambda_i X_i^2$ by $q(X)$. Given any $\sigma > 0$, any $a, b \in \mathbb{R}^m$ we have:

$$(1 - \sigma)q(a) + (1 - \frac{1}{\sigma})q(b) \leq q(a + b) \leq (1 + \sigma)q(a) + (1 + \frac{1}{\sigma})q(b). \quad (26)$$

Now:

$$q(Y_\varepsilon(t)) = q(Y_\varepsilon(0) + \sqrt{2}W(t) + Z_\varepsilon(t)).$$

Using the inequality (26) taking $a=Y_\varepsilon(0) + \sqrt{2}W(t), b=Z_\varepsilon(t), \sigma = 1$:

$$q(Y_\varepsilon(t)) \geq \frac{1}{2}q(Y_\varepsilon(0) + \sqrt{2}W(t)) - q(Z_\varepsilon(t)). \quad (27)$$

Hence setting $y = \frac{\dot{X}}{\sqrt{\varepsilon}} = Y_\varepsilon(0), \text{for } y \in B(\delta \varepsilon^{\alpha - \frac{1}{4}})$:

$$VI = E_y \left( (1 - \chi_1) \chi_{(t < \tau^\varepsilon)} e^{-\int_0^\tau c_i(\sqrt{2}Y_\varepsilon(s))ds} \sup_{[0, t \land \tau^\varepsilon]} ||Z_\varepsilon(s)||_{\mathbb{R}^m} < \varepsilon^\beta \right)$$

$$VI \leq E_y \left( (1 - \chi_1) \chi_{(t < \tau^\varepsilon)} \exp - (1 - \delta \sqrt{\varepsilon}C_1) \int_0^t q(Y_\varepsilon(s))ds; \sup_{[0, t \land \tau^\varepsilon]} ||Z_\varepsilon(s)||_{\mathbb{R}^m} < \varepsilon^\beta \right)$$

$$VI \geq E_y \left( (1 - \chi_1) \chi_{(t < \tau^\varepsilon)} \exp - (1 + \delta \sqrt{\varepsilon}C_1) \int_0^t q(Y_\varepsilon(s))ds; \sup_{[0, t \land \tau^\varepsilon]} ||Z_\varepsilon(s)||_{\mathbb{R}^m} < \varepsilon^\beta \right)$$

Using the inequality (27):

$$VI \leq E_y \left[ (1 - \chi_1) \chi_{(t < \tau^\varepsilon)} \exp (1 - \delta \sqrt{\varepsilon}C_1) \int_0^t q(Z_\varepsilon(s))ds - (1 - \delta \sqrt{\varepsilon}C_1) \frac{1}{2} \int_0^t q(y + \sqrt{2}W(t))ds; \sup_{[0, t \land \tau^\varepsilon]} ||Z_\varepsilon(s)||_{\mathbb{R}^m} < \varepsilon^\beta \right]$$

$$VI \leq C_4(\delta, \varepsilon, t) E_0 \left( \exp - (1 - \delta \sqrt{\varepsilon}C_1) \frac{1}{2} \int_0^t q(y + \sqrt{2}W(s))ds \right)$$

where:

$$C_4(\delta, \varepsilon, t) = \exp \left( (1 - \delta \sqrt{\varepsilon}C_1)t \sqrt{\varepsilon} \max \{q(v) \ | \ ||v||_{\mathbb{R}^m} < \varepsilon^\beta \} \right)$$

$$C_4(\delta, \varepsilon, t) = \exp \left( 1 - \delta \sqrt{\varepsilon}C_1 \right) \varepsilon^{\frac{1}{2} + 2\beta} \max \{q(v) \ | \ ||v||_{\mathbb{R}^m} < 1 \}\ .$$

Note that $C_4(\delta, \varepsilon, t) \to 1$ as $\varepsilon \to 0$ (keeping $t$ fixed). Let us estimate the expectation $E_0 \left( \exp - (1 - \delta \sqrt{\varepsilon}C_1) \frac{1}{2} \int_0^t q(y + W(t))ds \right)$. For simplicity set $a(\varepsilon) = (1 - \delta \sqrt{\varepsilon}C_1)$. Then:

$$E_0 \left( \exp - \frac{a(\varepsilon)}{2} \int_0^t q(y + \sqrt{2}W(t))ds \right) = \Pi_{i=1}^m E_0 \left( \exp - \frac{a(\varepsilon)}{2} \int_0^t \lambda_i(y_i + \sqrt{2}W_i(s))^2ds \right)$$

where $y = (y_1, \ldots, y_m)$ and $W(t) = (W_1(t), \ldots, W_m(t))$.

To find the value of $E_0 \left( \exp - \frac{a(\varepsilon)}{2} \int_0^t \lambda_i(y_i + \sqrt{2}W_i(s))^2ds \right)$ we use the following lemma:
Lemma 3 Consider \( w(s) \) the Brownian motion in \( \mathbb{R} \), a positive real number \( \lambda > 0 \) and the function \( z^\lambda_\mu \):

\[
(x,t) \in \mathbb{R} \times \mathbb{R}^+ \rightarrow E_x \left[ e^{-\int_0^t \lambda (\mu w(s)+w(s)^2) ds} \right]
\]

where \( E_x \) is the expectation for a process starting at a point \( x \). Then \( z^\lambda_\mu \) is a bounded solution of the parabolic equation,

\[
\frac{\partial z}{\partial t} = \frac{1}{2} \frac{\partial^2 z}{\partial x^2} - \lambda (x^2 + \mu x) z, \text{ for } x \in \mathbb{R}, t \geq 0 \tag{28}
\]

\[
z(0,x) = 1.
\]

For all \( x \in \mathbb{R}, t \geq 0 \), the solution is given by

\[
z^\lambda_\mu(x,t) = \frac{1}{\sqrt{\cosh(t \sqrt{2 \lambda})}} \exp \left( -\frac{\sqrt{\lambda \tanh(t \sqrt{2 \lambda})}}{\sqrt{2}} \left( x + \frac{\mu}{2} \right)^2 + \frac{\lambda \mu^2 t}{4} \right)
\]

and the value of the expectation at the origin 0 is,

\[
z^\lambda_\mu(x,t) = \frac{1}{\sqrt{\cosh(t \sqrt{2 \lambda})}} \exp \left( -\frac{\sqrt{\lambda \tanh(t \sqrt{2 \lambda})}}{\sqrt{2}} \left( \frac{\mu}{2} \right)^2 + \frac{\lambda \mu^2 t}{4} \right)
\]

Assuming the lemma we pursue the evaluation of:

\[
E_0 \left( \exp -\frac{a(\varepsilon)}{2} \int_0^t \lambda_i(y_i + \sqrt{2} W_i(s))^2 ds \right) = E_y \left( \exp -\frac{a(\varepsilon)}{2} \int_0^t \lambda_i[2\sqrt{2} y_i w_i(s) + \sqrt{2} W_i(s)^2] ds \right)
\]

\[
E_0 \left( \exp \left[ -\frac{a(\varepsilon)}{2} \int_0^t \lambda_i(y_i + \sqrt{2} W_i(s))^2 ds \right] \right) = e^{-\frac{a(\varepsilon) \lambda_i y_i^2}{2}} \frac{\sqrt{\cosh(t \sqrt{2 a(\varepsilon) \lambda_i})}}{\sqrt{\cosh(t \sqrt{2 a(\varepsilon) \lambda_i})}} \exp - \left( \frac{\sqrt{a(\varepsilon) \lambda_i \tanh(t \sqrt{2 a(\varepsilon) \lambda_i})}}{2 \sqrt{2}} y_i^2 + \frac{a(\varepsilon) \lambda_i y_i^2 t}{2} \right),
\]

and

\[
E_0 \left( \exp \left[ -\frac{a(\varepsilon)}{2} \int_0^t \lambda_i(y_i + \sqrt{2} W_i(s))^2 ds \right] \right) = \frac{\exp \left( -\frac{\sqrt{a(\varepsilon) \lambda_i \tanh(t \sqrt{2 a(\varepsilon) \lambda_i})}}{2 \sqrt{2}} y_i^2 \right)}{\sqrt{\cosh(t \sqrt{2 a(\varepsilon) \lambda_i})}}.
\]

Finally:

\[
VI \leq \frac{C_4(\delta, \varepsilon, t)}{\prod_{i=1}^m \sqrt{\cosh(t \sqrt{2 a(\varepsilon) \lambda_i})}} \exp \left( -\sum_{i=1}^m \frac{\sqrt{a(\varepsilon) \lambda_i \tanh(t \sqrt{2 a(\varepsilon) \lambda_i})}}{2 \sqrt{2}} y_i^2 \right).
\]
End of the proof of Proposition 3

Now we can wrap up the proof of Proposition 3. For any \( \alpha \in ]0, \frac{1}{6}[ \), any \( \beta \in ]0, \alpha[ \), any \( \varepsilon \in ]0, \varepsilon_0[ \) where \( \varepsilon_0 < 1 \) depends only on \( \alpha, \beta, \delta \) and any integer \( k \), we get the estimate if \( x \in B_P(\frac{\delta}{\varepsilon^2}) \):

\[
\frac{u_\varepsilon(x)}{u_\varepsilon} e^{-\mu_\varepsilon t} \leq A(k, \delta) e^k + \frac{C_4(\delta, \varepsilon, t)}{\prod_{i=1}^m \cosh(t \sqrt{2a \lambda_i})} \exp \left( - \sum_{i=1}^m \sqrt{a(\varepsilon) \lambda_i} \tanh(t \sqrt{2a(\varepsilon) \lambda_i}) x_i^2 \right) + 2m \left[ \exp - \frac{(\varepsilon^\beta - t C_2 \delta \varepsilon^\alpha)^2}{2mt C_2^2 \delta^4 \varepsilon^4 \alpha} + \exp - \frac{[\frac{\delta}{2} - t M_1 \sqrt{\varepsilon}]^2}{2mt M_2^2 \sqrt{\varepsilon}} \right]
\]

Define the function \( w_\varepsilon : B_P(\delta) \to \mathbb{R}_+ \),

\[
w_\varepsilon(y) = \frac{u_\varepsilon(y \sqrt{\varepsilon})}{u_\varepsilon}
\]

Then for \( y \in B_P(\frac{\delta}{\varepsilon^2}) \):

\[
w_\varepsilon(y) e^{-\mu_\varepsilon t} \leq A(k, \delta) e^k + \frac{C_4(\delta, \varepsilon, t)}{\prod_{i=1}^m \cosh(t \sqrt{2a \lambda_i})} \exp \left( - \sum_{i=1}^m \sqrt{a(\varepsilon) \lambda_i} \tanh(t \sqrt{2a(\varepsilon) \lambda_i}) y_i^2 \right) + 2m \left[ \exp - \frac{(\varepsilon^\beta - t C_2 \delta \varepsilon^\alpha)^2}{2mt C_2^2 \delta^4 \varepsilon^4 \alpha} + \exp - \frac{[\frac{\delta}{2} - t M_1 \sqrt{\varepsilon}]^2}{2mt M_2^2 \sqrt{\varepsilon}} \right]
\]

We want to estimate \( \sup \{ w_\varepsilon(y) | y \in B_P(\frac{\delta}{\varepsilon^2}) \} \).

\[
\sup \{ w_\varepsilon(y) | y \in B_P(\frac{\delta}{\varepsilon^2}) \} \leq \sup \{ w_\varepsilon(y) | y \in B_P(\frac{\delta}{\varepsilon^2}) - B_P(\frac{\delta}{2 \varepsilon^{\frac{1}{2}} - \alpha}) \},
\]

\[
\sup \{ w_\varepsilon(y) | y \in B_P(\frac{\delta}{\varepsilon^2}) \} \leq \sup \{ w_\varepsilon(y) | y \in B_P(\frac{\delta}{2 \varepsilon^{\frac{1}{2}} - \alpha}) \}
\]

\[
\sup \{ w_\varepsilon(y) | y \in B_P(\frac{\delta}{\varepsilon^2}) - B_P(\frac{\delta}{2 \varepsilon^{\frac{1}{2}} - \alpha}) \} \leq \sup \left\{ \frac{u_\varepsilon(x)}{u_\varepsilon} | x \in B_P(\delta) - B_P(\frac{\delta^\alpha}{2}) \right\}
\]

Using Appendix 2 as in the evaluation of the boundary integral I, taking \( \varepsilon = \varepsilon, b=0, \psi = c - \min \limits_{\nu} c \), \( c_\varepsilon = \min \limits_{\nu} c - \lambda_\varepsilon \) we get for all \( n \geq 1 \)

\[
\sup \left\{ \frac{u_\varepsilon(x)}{u_\varepsilon} | x \in B_P(\delta) - B_P(\frac{\delta^\alpha}{2}) \right\} \leq C(n) \frac{\varepsilon^{\frac{\alpha}{2}}}{(\min \limits_{\psi} \psi)^n}
\]

where \( \min \psi \) is the minimum of \( \psi \) on \( B_P(\delta) - B_P(\frac{\delta^\alpha}{2}) \) and \( C(n) \) is a constant depending on the data \( g, c \) and on \( n \) but not on \( \varepsilon \). Now there exists a constant \( Q > 0 \), such that for
all \( x \in V, \ c(x) \geq \min_{V} c + Q_d(x, C_{\text{min}})^2 \). Hence \( \min \psi \geq \frac{Q}{4} (\delta \varepsilon^\alpha)^2 \). Since \( \alpha < \frac{1}{6} \), we see that for any \( k \in \mathbb{N} \), there exists a constant \( \gamma(k) > 0 \), depending on \( \delta \), such that:

\[
\sup \left\{ \frac{u_\varepsilon(x)}{|u_\varepsilon|} \mid x \in B_P(\delta) - B_P(\delta \varepsilon^\alpha/2) \right\} \leq \gamma(k) \varepsilon^k
\]

Hence:

\[
\sup \{ u_\varepsilon(y) \mid y \in B_P(\delta/\varepsilon^{\frac{1}{4}}) - B_P(\delta/\varepsilon^{\frac{1}{4} - \alpha}) \} \leq \gamma(k) \varepsilon^k
\]

Finally for \( x \in B_P(\delta) \):

\[
e^{-\mu_\varepsilon} \frac{u_\varepsilon(x)}{u_\varepsilon} \leq \frac{C_4(\delta, \varepsilon, t)}{\prod_{i=1}^{m} \sqrt{\cosh(t \sqrt{2a(\varepsilon) \lambda_i})}} \exp \left( -\sum_{i=1}^{m} \sqrt{a(\varepsilon) \lambda_i} \tanh(t \sqrt{2a(\varepsilon) \lambda_i}) x_i^2 \right) + \\
+ (A(k, \delta) + \gamma(k)) e^k + 2m \left[ \exp - \frac{(\varepsilon^\beta - t C_3^2 \delta \varepsilon^\alpha)^2}{2 m t C_2^2 \delta^4 \varepsilon^{4\alpha}} + \exp - \frac{[\delta \varepsilon^\alpha - t M_1 \sqrt{\varepsilon}]^2}{2 m t M^2 \sqrt{\varepsilon}} \right]
\]

Equivalently, for all \( y \in B_P(\delta/\sqrt{\varepsilon}) \):

\[
u_\varepsilon(y) e^{-\mu_\varepsilon} \leq \frac{C_4(\delta, \varepsilon, t)}{\prod_{i=1}^{m} \sqrt{\cosh(t \sqrt{2a(\varepsilon) \lambda_i})}} \exp \left( -\sum_{i=1}^{m} \sqrt{a(\varepsilon) \lambda_i} \tanh(t \sqrt{2a(\varepsilon) \lambda_i}) y_i^2 \right) + \\
+ (A(k, \delta) + \gamma(k)) e^k + 2m \left[ \exp - \frac{(\varepsilon^\beta - t C_3^2 \delta \varepsilon^\alpha)^2}{2 m t C_2^2 \delta^4 \varepsilon^{4\alpha}} + \exp - \frac{[\delta \varepsilon^\alpha - t M_1 \sqrt{\varepsilon}]^2}{2 m t M^2 \sqrt{\varepsilon}} \right]
\]

(29)

Given a function \( f \) as in the statement of Theorem 2, for any integer \( N \) such that \( \frac{|f(\varepsilon, y)|}{1 + \|y\|_{\mathbb{R}^m}^2} < +\infty \), for any integer \( k > \frac{m}{8} + N \) inequality (29) implies that

\[
\sup_{[0, \varepsilon_0]} \int_{B_P(\delta/\sqrt{\varepsilon})} |f(\varepsilon, y)| w(y)^2 dy < +\infty
\]

This is the statement (i) of Proposition 3.

(ii) Fixing \( t \) and choosing an integer \( k > \frac{m}{8} + N \), we have:

\[
\lim_{\varepsilon \to 0} \text{vol}(B_P(\delta/\sqrt{\varepsilon})) \left[ 1 + \left( \frac{\delta}{\sqrt{\varepsilon}} \right)^N \right] \left[ (A(k, \delta)) e^k + \gamma(k) e^k + 2m \exp - \frac{(\varepsilon^\beta - t C_3^2 \delta \varepsilon^\alpha)^2}{2 m t C_2^2 \delta^4 \varepsilon^{4\alpha}} \\
+ 2m \exp - \frac{[\delta \varepsilon^\alpha - t M_1 \sqrt{\varepsilon}]^2}{2 m t M^2 \sqrt{\varepsilon}} \right]^2 e^{2\mu_\varepsilon} = 0
\]

Hence there exists an \( \varepsilon_1(\eta) \) such that for all \( \varepsilon \in [0, \varepsilon_1(\eta)] \):
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1. \((\varepsilon^3 - tC_3 \delta \varepsilon)^2 \geq \frac{3\beta}{2}\),

2. \([\frac{\delta \varepsilon^2}{2} - tM_1 \sqrt{\varepsilon}]^2 \geq \frac{3\delta^2 \varepsilon^2}{16}\),

3. \(a(\varepsilon) = (1 - \delta \sqrt{\varepsilon}C_1) \geq \frac{1}{2}\). As a consequence there exists an \(\varepsilon(\eta, t, k), 0 \leq \varepsilon(\eta, t, k) \leq \varepsilon_1(\eta)\), such that for \(\varepsilon \in [0, \varepsilon(\eta, t, k)]\)

4. \(\text{vol}(B_P(\delta/\sqrt{\varepsilon})) \left((A(k, \delta) + \gamma(k))e^k + 2m \left[\exp - \frac{(\varepsilon^3 - tC_3 \delta \varepsilon)^2}{2mtC_3^2 \delta^2 \varepsilon^2} + \exp - \frac{[\frac{\delta a^2}{2mtM_1 \sqrt{\varepsilon}]}^2}{2mtM_1^2 \sqrt{\varepsilon}}\right]\right) \leq \frac{n}{4}\).

Then we can choose a ball \(B^m(P, R)\) such that for all \(\varepsilon \in [0, \varepsilon(\eta, t, k)]\):

\[
\int_{\mathbb{R}^n - B^m(0, R)} \frac{C_4(\delta, \varepsilon, t)}{\prod_{i=1}^m \sqrt{\cosh(t \sqrt{2a(\varepsilon) \lambda_i})}} \exp \left(-\sum_{i=1}^m \sqrt{\frac{a(\varepsilon) \lambda_i \tanh(t \sqrt{2a(\varepsilon) \lambda_i})}{2 \sqrt{2}}} \frac{y_i^2}{y_i^2}\right) e^{2\mu \varepsilon} \, dy \leq \frac{n}{4}
\]

These two inequalities prove the statement (ii) of Proposition 3.

**2.3.1 Proof of Lemma 3**

The fact that the function \(z^\lambda_{\mu}\) satisfies equation (28) is a consequence of Feynman-Kac formula (29). Making the change of coordinate \(x \rightarrow x - \mu/2\), the problem becomes:

\[
\frac{\partial z}{\partial t} = \frac{1}{2} \frac{\partial^2 z}{\partial x^2} - \lambda(x^2 - \frac{\mu^2}{4})z
\]

\[z(0, x) = 1\]

To solve this equation, by the uniqueness of solutions for the Cauchy problem for the parabolic equation (24), it is enough to find a solution of the type \(e^{-\phi(t)x^2 + \psi(t)}\). A simple computation leads to the two coupled equations:

\[\dot{\phi} + 2\phi^2 = \lambda\]
\[\dot{\psi} + \phi = \frac{\lambda \mu^2}{4}\]

which can be solved easily using the initial condition at time zero,

\[\phi(t) = \sqrt{\frac{\lambda}{2}} \tanh(t \sqrt{2\lambda})\]
\[\psi(t) = -\frac{1}{2} \log \cosh(t \sqrt{2\lambda}) + \frac{\lambda \mu^2 t}{4}\]

so we obtain the expression

\[z^\lambda_{\mu}(x, t) = \frac{1}{\sqrt{\cosh(t \sqrt{2\lambda})}} \exp \left(-\frac{\sqrt{\lambda} \tanh(t \sqrt{2\lambda})}{\sqrt{2}} \left(x + \frac{\mu}{2}\right)^2 + \frac{\lambda \mu^2 t}{4}\right)\].

\[\blacksquare\]
2.4 Proof of the main theorem

We use the notations of the preceding sections. Because \( x = (x_1, \ldots, x_m) \) is a normal coordinate system centered at \( P \in C_{\min} \), the eigenfunction \( w_\epsilon \) satisfies the following renormalized equation, derived from equation (21), in the blown up coordinates, \( y = \sqrt{\epsilon}x \):

\[
\Delta_{g_\epsilon} w_\epsilon + \frac{c(\sqrt{\epsilon}x) - \min c}{\sqrt{\epsilon}} w_\epsilon = \frac{\lambda_\epsilon - \min c}{\sqrt{\epsilon}} w_\epsilon, \quad \text{in } \frac{1}{\sqrt{\epsilon}} \Omega = \frac{1}{\sqrt{\epsilon}} x_1 \times \ldots \times x_m(U) \quad (30)
\]

where \( g_\epsilon \) is the metric rescaled by \( \epsilon \), converging to the Euclidean metric uniformly on every compact set of \( \mathbb{R}^m \) in the \( C^\infty \) topology:

\[
g_{\epsilon,ij}(y) = g_{ij}(y \sqrt{\epsilon}), \quad \text{on } \frac{1}{\sqrt{\epsilon}} \Omega
\]

\[
\Delta_{g_\epsilon} w = - \sum_{i,j=1}^m g^{ij}(y \sqrt{\epsilon}) \frac{\partial^2 w(y)}{\partial y_i \partial y_j} + \sum_{i,j=1}^m \sqrt{\epsilon} g^{ij}(y \sqrt{\epsilon}) \Gamma_{ij}^k(y \sqrt{\epsilon}) \frac{\partial w(y)}{\partial y^k}
\]

Remark that all coefficients of the partial differential equation (30) are bounded. In particular this term is bounded with \( \epsilon \). By Lemma 2, the quantity \( \frac{\lambda_\epsilon - \min c}{\epsilon^{1/2}} \) is bounded and nonnegative.

By the classical theory of elliptic partial differential equations, since \( w_\epsilon \) is bounded by 1 for all \( \epsilon \), any sequence \( \{w_\epsilon \} \) with \( \epsilon \) tending to 0 contains a subsequence, still denoted by \( \{w_\epsilon \} \) for simplicity, which converges to a solution of the following elliptic equation in the \( C^\infty \) topology:

\[
\Delta_{E} w + \sum_{n=1}^m \lambda_n y_n^2 w = \lambda w \quad \text{on } \mathbb{R}^m \quad (31)
\]

where:

\[
\lambda = \lim_{n \to \infty} \frac{\lambda_{\epsilon_n} - \min c}{\epsilon_n^{1/2}}
\]

and for simplicity:

\[
\lambda_n = \lambda_n(P)
\]

For every compact \( K \subset \mathbb{R}^m \):

\[
\int_K w(y)^2 dy = \lim_{n \to \infty} \int_K w_{\epsilon_n}(y)^2 dy \leq \sup_{0<\epsilon_0} \int_{B_P(\delta/\sqrt{\epsilon})} w_\epsilon(y)^2 dy < +\infty
\]

Hence \( w \in L^2(\mathbb{R}^m) \) and \( \|w\|_{L^2(\mathbb{R}^m)} \leq \lim_{n \to \infty} \|w_{\epsilon_n}\|_{L^2(\mathbb{R}^m)}. \) In fact \( w = \lim_{n \to \infty} w_{\epsilon_n} \) in \( L^2(\mathbb{R}^m). \)

To see this assume that \( \inf_n \|w_{\epsilon_n} - w\|_{L^2(\mathbb{R}^m)} \geq \xi > 0. \) By (ii) of Proposition 3 and the fact that \( w \in L^2(\mathbb{R}^m), \) we can find a compact \( K \) and an integer \( N_1 \) such that \( \int_{\mathbb{R}^m-K} w_{\epsilon_n}(y)^2 dy \leq (\xi^2) \) if \( n \geq N_1, \) and \( \int_{\mathbb{R}^m-K} w(y)^2 dy \leq (\xi^2). \)
Now there exists an integer $N_2$ such that $\int_K (w_{\varepsilon_n}(y) - w(y))^2 dy \leq \left(\frac{\varepsilon}{4}\right)^2$ if $n \geq N_2$. Then for $n \geq \max(N_1, N_2)$, $\|w_{\varepsilon_n} - w\|_{L^2(\mathbb{R}^m)}^2 \leq 3 \left(\frac{\varepsilon}{4}\right)^2$. This contradicts the assumption $\inf_n \|w_{\varepsilon_n} - w\|_{L^2(\mathbb{R}^m)} \geq \xi > 0$.

Since $w$ is not zero, equation (31) is an eigenvalue problem. To determine the solutions to this problem, consider the unbounded operator $L : D \rightarrow L^2(\mathbb{R}^m)$,

$$Lw = \Delta_{E}w + \sum_{i=1}^{m} \lambda_i y_i^2 w \quad (32)$$

and

$$D = \left\{ u \in L^2(\mathbb{R}^m) | u \in H^2(\mathbb{R}^m), \sum_{n=1}^{m} \lambda_n y_n^2 u \in L^2(\mathbb{R}^m) \right\}.$$

$L$ is a self adjoint operator, the spectrum of which we want to compute.

Let us introduce the one dimensional unbounded operators $L_n : D_1 \rightarrow L^2(\mathbb{R})$ where $D_1 = \{u \in L^2(\mathbb{R}) | u \in H^2(\mathbb{R}), ux^2 \in L^2(\mathbb{R})\}$. $L_n u = -\frac{d^2 u}{dy^2} + \lambda_n y^2 u$, $L_n$ is a self adjoint operator, the Hermite operator. It is well known that $L^2(\mathbb{R}^m)$ can be identified to the $m$-fold projective tensor product $L^2(\mathbb{R}) \otimes L^2(\mathbb{R}) \otimes \ldots L^2(\mathbb{R})$. Then $L$ is the self adjoint extension of the operator $\sum_{n=1}^{m} L_n : D_1 \otimes \ldots \otimes D_1 \rightarrow L^2(\mathbb{R}^m)$.

$$(\sum_{n=1}^{m} L_n) (u_1(y_1) \otimes \ldots \otimes u_m(y_m)) = \sum_{n=1}^{m} u_1(y_1) \otimes . L_n(u_n(y_n)) \otimes u_m(y_m)$$

From this it follows that the spectrum $\sigma(L)$ of $L$ is given by the formula:

$$\sigma(L) = \overline{\sigma(L_1) + \ldots + \sigma(L_m)}$$

where $\overline{\sigma(L_1) + \ldots + \sigma(L_m)}$ is the closure of the set $\{\mu_1 + \ldots + \mu_m | \mu_k \in \sigma(L_k), 1 \leq k \leq m\}$.

In the present case:

$$\sigma(L_n) = \{(2k+1)\sqrt{\lambda_n} | k \in \mathbb{Z^+}\}$$

The eigenfunction (up to multiplication by a scalar) corresponding to the eigenvalue $(2k+1)\sqrt{\lambda_n}$ is the function:

$$e^{-\frac{x^2}{2}} H_k(y \sqrt{\lambda_n})$$

where $H_k$ is the $k^{th}$ Hermite polynomial.

$$H_k(x) = e^{x^2} \frac{d^k}{dx^k} e^{-x^2}$$

Hence the lowest eigenvalue of the operator $L$ is $\sum_{n=1}^{m} \sqrt{\lambda_n}$. An associated eigenfunction of $L$ is: $\prod_{n=1}^{m} \exp \left( -\frac{x^2 \sqrt{\lambda_n}}{2} \right)$. Up to multiplication by a scalar this is the only eigenfunction of $L$ associated to $\sum_{n=1}^{m} \sqrt{\lambda_n}$ and it is strictly of one sign. This follows from Friedrichs’ theorem and the fact that $L$ is a positive self adjoint operator (see [27] vol.4 p.207, Thm. XIII.48). By Proposition 24:
\[ \lambda \leq \Lambda \]

Hence we get:
\[ \lambda = \Lambda \]

and:
\[ w(x) = \prod_{n=1}^{m} \exp \left( -\frac{\sqrt{\lambda_n} x_n^2}{2} \right) = \exp - \sum_{n=1}^{m} \frac{\sqrt{\lambda_n} x_n^2}{2} \]

**Definition 3** \( C_{\text{min min}} \) is the subset \( \{ C \mid P \in C_{\text{min}}, \sum_{n=1}^{m} \sqrt{\lambda_n(P)} = \Lambda \} \).

The following theorem amplifies theorem 1 and sums up all our results in the self adjoint case.

**Theorem 3 Distribution of limit measures.**

(i) Using the notations of Lemma 2, \( \sup_{q \in M} d_{q}^{2}(q, C_{\text{min min}}) \leq A \epsilon^{1/2} \)

(ii) Let \( S \) be the weak limit set of the measures \( u_{\varepsilon}^{2} \text{dvol}_{g} / \int_{V} u_{\varepsilon}^{2} \text{dvol}_{g} \) as \( \varepsilon \) goes to zero. Then:
\[ S = \{ \mu \in M(V) \mid \mu = \sum \{ \gamma_{P} \delta_{P} \mid P \in C_{\text{min min}} \} \}, \]

(iii) For any sequence \( \{ u_{\varepsilon_{n}} \} \) such that the measures \( u_{\varepsilon_{n}}^{2} \text{vol}_{g} / \int_{V} u_{\varepsilon_{n}}^{2} \text{dvol}_{g} \) converge weakly to \( \mu \), the concentration coefficient \( \gamma_{P} \), due to the normalization condition in the \( L^{2} \) space, is given
\[ \gamma_{P} = (2\pi)^{\frac{m}{2}} \frac{f_{P}^{2}}{K} \prod_{k=1}^{m} \lambda_{k}^{-1/4}(P) \]

where
\[ f_{P} = \lim_{n \to \infty} \sup_{B_{P}(\delta)} u_{\varepsilon_{n}}^{2} \]

and
\[ K = (2\pi)^{\frac{m}{2}} \sum_{P \in C_{\text{min min}}} f_{P}^{2} \prod_{k=1}^{m} \lambda_{k}^{-1/4}(P) \]

(iii) If \( P \) is a limit point of the sets of maximum points of the \( u_{\varepsilon_{n}} \) then \( f_{P}=1 \).

(iv) There is always a \( \mathcal{F} \) such that \( f_{P}=1 \)

**Proof.** We shall use the previous notations. Note that:
\[ \int_{V} u_{\varepsilon}^{2} \text{dvol}_{g} = \sum_{P \in C_{\text{min}}} \int_{B_{P}(\delta)} u_{\varepsilon}^{2} \text{dvol}_{g} + \int_{V-C_{\text{min}}(\delta)} u_{\varepsilon}^{2} \text{dvol}_{g} \]

where
\[ C_{\text{min}}(\delta) = \cup_{P \in C_{\text{min}}} B_{P}(\delta) \]
From now on we normalize the $u$, requiring that $\int_V u_n^2 \text{dvol}_g = 1$. Let $\{u_{\epsilon_n}\}$ be any sequence such that the measures $u_{\epsilon_n}^2 \text{vol}_g / \int_{V u_{\epsilon_n}}^2 \text{dvol}_g$ converge weakly to $\mu \in \mathcal{M}(V)$. Equation 10 implies that:

$$\lim_{\epsilon_n \to 0} \int_{V - C_{\epsilon_n}} u_{\epsilon_n}^2 \text{dvol}_g = 0,$$

Hence:

$$\lim_{\epsilon_n \to 0} \sum_{P \in C_{\epsilon_n}} \int_{B_P(\delta)} u_{\epsilon_n}^2 \text{dvol}_g = 1. \quad (33)$$

For any $P \in C_{\epsilon_n}$:

$$\int_{B_P(\delta)} u_{\epsilon_n}^2 \text{dvol}_g = \int_{B_P(\delta)} w_{\epsilon_n}^2 \text{dvol}_g,$$

where $w_{P,\epsilon}$ is the restriction of the function $u_{\epsilon_n} (\sqrt{\epsilon_n} - 1)$ to $B_P(\delta)$ extended by 0 outside $B_P(\delta)$.

Any sequence of $\epsilon$'s converging to zero contains a subsequence $\{\epsilon_n\}$ such that for any $P \in C_{\epsilon_n}$, $\int_{B_P(\delta)} u_{\epsilon_n}^2 \text{dvol}_g$ converges as $n$ goes to $\infty$ and $w_{P,\epsilon_n}$ converges to $w_P(x) = f_P \exp \left( - \sum_{k=1}^m \lambda_k(P) x_k^2 / 2 \right)$ by Theorem 2. Also by the same theorem $f_P = 1$ for at least one $P$. Hence the sequence $\{\epsilon_n^2 \epsilon_{\epsilon_n}^m / n \in \mathbb{N}\}$ will converge to a constant $K > 0$. We claim that:

$$\lim_{\epsilon_n \to 0} \int_{B_P(\delta/\sqrt{\epsilon_n})} w_{P,\epsilon_n}^2 \text{dvol}_g = \int_{\mathbb{R}^m} w_P(y)^2 dy = \int_{\mathbb{R}^m} \sqrt{\det(g_{\epsilon_n})} dy.$$

To see this note that:

$$\int_{B_P(\delta/\sqrt{\epsilon_n})} w_{P,\epsilon_n}^2 \text{dvol}_g = \int_{B_P(\delta/\sqrt{\epsilon_n})} w_{P,\epsilon_n}^2(y) \sqrt{\det(g_{\epsilon_n})} dy.$$

Using Morse’s lemma on $U_P$:

$$g_{ij}(x) = \delta_{ij} + \sum_{k,l=1}^m G_{ijkl}(x) x_k x_l,$$

$$g_{ij}(y) = g_{ij}(\sqrt{\epsilon}) = \delta_{ij} + \sqrt{\epsilon} \sum_{k,l=1}^m G_{ijkl}(y \sqrt{\epsilon}) y_k y_l.$$ 

Hence:

$$\sqrt{\det(g_{ij}(y))} = 1 + \sqrt{\epsilon} G(\epsilon, y)$$

where:

$$|G(\epsilon, y)| \leq C(M)(1 + \|y\|_{\mathbb{R}^m}^{2m})$$

$C(M)$ is a constant depending only on $\sup \{ |G_{ijkl}(x)| : i, j, k, l \leq m, x \in B_P(\delta) \}$.

$$\int_{B_P(\delta/\sqrt{\epsilon_n})} w_{P,\epsilon_n}^2(y) \sqrt{\det((g_{\epsilon_n})_{ij})} dy = \int_{B_P(\delta/\sqrt{\epsilon_n})} w_{P,\epsilon_n}^2(y) dy + \sqrt{\epsilon} \int_{B_P(\delta/\sqrt{\epsilon_n})} w_{P,\epsilon_n}^2(y) G(\epsilon, y) dy$$
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Proposition 3 (i) implies that:
\[
\lim_{n \to \infty} \sqrt{\varepsilon_n} \int_{B_P(\delta/\sqrt{\varepsilon_n})} w^2_{P,\varepsilon_n}(y) G(\varepsilon_n, y) dy = 0
\]
and:
\[
\lim_{n \to \infty} \int_{B_P(\delta/\sqrt{\varepsilon_n})} w^2_{P,\varepsilon_n}(y) dy = f^2_P \int_{\mathbb{R}^m} \prod_{k=1}^m \exp \left( -\frac{\sqrt{\lambda_k(P)y_k^2}}{2} \right) dy
\]
Hence:
\[
\lim_{n \to \infty} \int_{B_P(\delta/\sqrt{\varepsilon_n})} w^2_{P,\varepsilon_n} dvol_{g_\varepsilon} = f^2_P \frac{(2\pi)^m}{\prod_{k=1}^m \sqrt{\lambda_k(P)}}
\]
\[
\lim_{n \to \infty} \sum_{P \in C_{min}} \int_{B_P(\delta)} u^2_{\varepsilon_n} dvol_g = 1
\]
We have then the following alternative for any \( P \in C_{min} \):
\[
\lim_{n \to \infty} \int_{B_P(\delta)} u^2_{\varepsilon_n} dvol_g = \begin{cases} 
0, & \text{if } P \notin C_{min \min} \\
\frac{f^2_P}{K} \frac{(2\pi)^m}{\prod_{k=1}^m \sqrt{\lambda_k(P)}}, & \text{if } P \in C_{min \min}
\end{cases}
\]
Because \( \lim_{\varepsilon \to 0} \sum_{P \in C_{min}} \int_{B_P(\delta)} u^2_{\varepsilon} dvol_g = 1 \),
\[
K = \sum_{P \in C_{min \min}} \frac{f^2_P (2\pi)^m}{\prod_{k=1}^m \sqrt{\lambda_k(P)}}
\]
Finally Lemma 2 implies (iv).

Remark 1: As we shall see in the next section, the Topological Pressure gives enough information to determine where the concentration process occurs. This information is contained in the quantity \( c_0 \) only. But what we actually found is that a second quantity \( c_1 \) which carries some second order information about the potential, narrows down the possible concentration set.

Remark 2: When \( c \) is not a Morse function, it is an open problem to compute all the limit and the values of the coefficients.

Remark 3: We insist that not all minimum points are necessarily charged, except when the equations admit some symmetries. It is an open problem to prove that indeed the minimum points of the potential \( c \) where the Topological Pressure achieves its minimum are all charged.

Remark 4: The main theorem is useful to interpret the dynamics of a particle on a compact manifold moving under the influence of small random noise. Indeed, as \( \epsilon \) goes to zero, the density probability of the particle satisfies the Fokker-Plank equation:
\[
\frac{\partial p}{\partial t} = -\epsilon \Delta p - cp.
\]
where \( c \) is a killing term \[15\]. \( p \) can be expanded in a series of eigenfunctions, \( \phi^i_t \) associated to the eigenvalues \( \lambda_i \),

\[
p(t, x, y) = \sum_i e^{-\lambda_i t} \phi^i_t(x)\phi^i_t(y).
\]

The previous analysis proves that the particle will most likely be found near some specific minimal points of \( c \). In general, it is well known by the standard Exit problem (see \[29\]) that a particle subjected to an attractive field can escape outside the domain of attraction, under the influence of small random noise.

But in the case of a compact manifold, there are several basins of attraction. The particle wanders in and out of these basins. But, the particle will most likely be found in the neighborhood of a point of \( C_{\min} \), where the topological pressure is achieved.

**Corollary 1** Let \( W \subset V \) an open subset. Assume that \( \partial W \cap C_{\min} \) is empty. If for a sequence \( \epsilon_n \) tending to zero, \( \lim_{n \to \infty} \left[ \int_W u^2_{\epsilon_n} \text{dvol}_g/ \int_V u^2_{\epsilon_n} \text{dvol}_g \right] > 0 \), then \( \lim_{n \to \infty} \sup_W u_{\epsilon_n} = +\infty \).

**Proof.** After taking a subsequence if need be, we can assume that the measures \( u^2_{\epsilon_n} \text{dvol}_g/ \int_V u^2_{\epsilon_n} \text{dvol}_g \) converges weakly to a measure \( \sum_{P \in C_1} a(P) \delta_P \), \( C_1 \) subset of \( C_{\min} \), \( a(P) > 0 \) for all \( P \in C_1 \),

\[
\sum_{P \in C_1} a(P) = 1. \lim_{n \to \infty} \left[ \int_W u^2_{\epsilon_n} \text{dvol}_g/ \int_V u^2_{\epsilon_n} \text{dvol}_g \right] = \sum_{P \in W \cap C_1} a(P). \quad (35)
\]

Hence \( W \cap C_1 \) is not empty. Say \( Q \in W \cap C_1 \). Using the notation of Theorem \[3\]

\[
f_Q^2 = a(Q) \frac{\sqrt[4]{\prod_{k=1}^m \lambda_k(Q)}}{(2\pi)^{\frac{m}{2}}} > 0. \quad (36)
\]

\[
\lim_{n \to \infty} \inf \sup_W u_{\epsilon_n} \geq \lim_{n \to \infty} \sup_{\overline{B}_Q(\delta)} u_{\epsilon_n} = f_Q > 0. \quad (37)
\]

Lemma \[4\] ends the proof.

### 2.5 The set of limit measures

In the previous section, we have proved that the limit measures are concentrated on the set \( C_{\min} \). However, we did not determine the concentration coefficients completely. Indeed let \( \{ u_{\epsilon_n} | n \in \mathbb{N} \} \) a converging sequence with \( \epsilon_n \to 0 \). If we set \( v_{\epsilon_n} = \frac{u_{\epsilon_n}}{u_{\epsilon_n}} \), then for each point \( P \in C_{\min} \), \( \lim_{n \to \infty} v_{\epsilon_n}(P) = \alpha(P) \in [0, 1] \). The concentration coefficients are given by

\[
\gamma_P = \frac{\alpha^2(P) \prod_{n=1}^m \lambda_n(P)^{-\frac{1}{4}}}{\sum_{R \in C_{\min}} \alpha^2(R) \prod_{n=1}^m \lambda_n(R)^{-\frac{1}{4}}}.\]
At least one of the $\alpha(P)$ is equal to one. At present time, we do not know if the $\alpha(P)$ are independent of the sequence $\{ u_{en} | n \in \mathbb{N} \}$. The modulating factors $\alpha(P)$, defined on the set $C_{\text{min min}}$, depend only on the ratio of the relative maximum to the global maximum of the eigenfunction. Given a function $\beta : C_{\text{min min}} \to [0, 1]$, is it possible to find a converging sequence $\{ u_{en} | n \in \mathbb{N} \}$ such that $\alpha(P) = \beta(P)$, for $P \in C_{\text{min min}}$? Or is the function $\alpha$ unique? So far to evaluate the concentration coefficients only the potential $c$ was needed.

We shall see in the rest of this section that actually only a subset of $C_{\text{min min}}$ can be charged. The rest of this section is devoted to study the influence of the Riemannian structure on this selection process.

We will use the following definitions:

**Definition 4** A point $P \in C_{\text{min min}}$ is called a maximally charged point if

$$\limsup_{(\epsilon, Q) \to (0, P)} \frac{u_{\epsilon}(Q)}{\max_{V_{m}} u_{\epsilon}} = 1$$

**Definition 5** A point $P \in C_{\text{min min}}$ is called a charged point if

$$\limsup_{(\epsilon, Q) \to (0, P)} \frac{u_{\epsilon}(Q)}{\max_{V_{m}} u_{\epsilon}} > 0$$

**Remark.**

At this stage we do not know if indeed the analysis can be pushed further to prove that whether the limit measure is unique or not. For example can one find a double well asymmetric potential such that sequence of the first eigenfunctions will concentrate at only one of the two minimum points and another sequence only at the other?

### 2.6 Expansion of the eigenfunction

Recall the blown-up function:

$$w_{P, \epsilon}(x) = \frac{u_{\epsilon}(x / \sqrt[4]{\epsilon})}{u_{\epsilon}}$$

By Theorem 2 (i), $w_{P, \epsilon}$ converges to $w_P$ in $L^2(\mathbb{R}^m)$ when $\epsilon$ goes to 0.

The divided difference

$$w_{1, \epsilon} = \frac{w_{P, \epsilon} - w_P}{\sqrt[4]{\epsilon}}$$

as $\epsilon$ goes to 0, converges to $w_1$ satisfying the equation:

$$L_Pw_1 + \sum_{1 \leq i \leq j \leq k \leq m} c_{ijk}y_i y_j y_k w_P = 0$$

(39)
where

\[ L_P = \Delta_E + \left[ \sum_{k=1}^{m} \sqrt{\lambda_k(P)} y_k^2 - \Lambda \right] \text{Id} \]

and:

\[ c - \min c = \sum_{k=1}^{m} \lambda_k(P) x_k^2 + \sum_{1 \leq i \leq j \leq k \leq m} c_{ijk} x_i x_j x_k + \sum_{1 \leq i \leq j \leq k \leq l \leq m} c_{ijkl} x_i x_j x_k x_l \]

where the \( c_{ijk} \) are constants and the \( c_{ijkl}, C^\infty \) functions on \( U_P \). The proof of the convergence of the sequence \( w_{1,\varepsilon} \) results from various estimates that can be obtained on the sequence and its derivatives, which can be found in [12]. But a rough idea of the convergence of the sequence results from the WKB expansion. The estimates are based on the exponential decay at infinity. Those estimates are not used in the remaining parts of the article.

### 2.6.1 Hermite functions

We need Hermite functions. For \( \underline{n} \in \mathbb{Z}_+^m \) define

\[ H_{\underline{n}}(x_1, \ldots, x_m) = \prod_{j=1}^{m} h_{n_j}(x_j \sqrt[2]{\lambda_j(P)}) , \]

where for \( n \in \mathbb{Z}_+ \)

\[ h_n(x) = e^{\frac{x^2}{2}} \frac{d^n}{dx^n} e^{-x^2} \]

Note that

\[ L_P H_{\underline{n}} = 2 < n, \sqrt{\lambda(P)} > H_{\underline{n}} \]

where \( \sqrt{\lambda(P)} = (\sqrt{\lambda_1(P)}, \ldots, \sqrt{\lambda_m(P)}) \). It is well known and easy to check that

\[ \int_{\mathbb{R}^m} H_{\underline{p}} H_{\underline{q}} dy = 0 \]

if \( \underline{p}, \underline{q} \in \mathbb{Z}_+^m \) and \( \underline{p} \neq \underline{q} \).

\[ \int_{\mathbb{R}^m} H_{\underline{p}}^2 dy = \frac{\pi^{\frac{m}{2}} p! \bar{y}!}{\sqrt{\lambda_1(P) \ldots \lambda_m(P)}} \]

where \( |\bar{p}| = \sum_{n=1}^{m} p_n, \bar{p}! = \prod_{n=1}^{m} p_n! \).

In particular:

\[ H_{i,j,k} = -8 \sqrt{\lambda_i \lambda_j y_i y_j y_k}, \text{ for } 1 \leq i < j < k \leq m, \quad H_{i,j} = -8 \lambda_j \sqrt{\lambda_i y_i^2 y_j} + 4 \sqrt{\lambda_i \lambda_j y_j} \text{ for } 1 \leq i < j \leq m, \quad H_{i,i} = 12 \lambda_i y_i - 8 \lambda_i^2 y_i^3. \]

To summarize,
Lemma 4 Convergence of the renomalization sequence.

(i) As \( \varepsilon \) goes to 0, \( w_{1, \varepsilon} \) tends to \( w_1 \), solution of the equation:
\[
\Delta_E w_1(y) + \left[ \sum_{k=1}^{m} \lambda_k(P) y_k^2 - \Lambda(P) \right] w_1(y) + \sum_{1 \leq i \leq j \leq k \leq m} c_{ijk}(P) y_i y_j y_k w_P(y) = 0
\]

(ii) Up to a multiple of \( w_P \):
\[
w_1 = - \sum_{1 \leq i \leq j \leq k \leq m} \frac{c_{ijk}}{16 \sqrt{\lambda_i(P) \lambda_j(P) \lambda_k(P)}} \left( \frac{H_{e_i+e_j+e_k}(y)}{e_i + e_j + e_k, \sqrt{\lambda(P)}} \right) \]

2.6.2 Expansion of the eigenvalue

It is well known that the eigenvalue \( \lambda_\varepsilon \) has an asymptotic expansion of the type \( \Lambda \sqrt{\varepsilon} + \theta \varepsilon + ... \) (see [30, 31]). We have already seen that:
\[
\Lambda = \left\{ \sum_{n=1}^{m} \sqrt{\lambda_n(P)} | P \in \text{Crit}(c) \right\}
\]

In this section we want to compute \( \theta \) using minimax procedures. Recall that:
\[
\lambda_\varepsilon = \inf_{u \in H^1(V) - \{0\}} \frac{\int_V \left[ \varepsilon \| \nabla u \|^2_g + cu^2 \right] dvol_g}{\int_V u^2 dvol_g}
\]

Let us set:
\[
\theta_\varepsilon = \frac{\lambda_\varepsilon - \min_{V} c - \sqrt{\varepsilon} \Lambda}{\varepsilon}
\]

Then:
\[
\theta_\varepsilon = \inf_{u \in H^1(V) - \{0\}} \frac{\int_V \left[ \| \nabla u \|^2_g + \frac{c - \min_{V} c - \sqrt{\varepsilon} \Lambda}{\varepsilon} u^2 \right] dvol_g}{\int_V u^2 dvol_g} \tag{40}
\]

We shall prove that as \( \varepsilon \) goes to 0, \( \theta_\varepsilon \) converges and compute its limit \( \theta \). It will follow that the limit measures are supported in a subset of \( C_{\min \min} \). We shall estimate the variational quotient
\[
\theta_\varepsilon = \tilde{Q}(u_\varepsilon) = \frac{\int_{V_m} \left[ \| \nabla u_\varepsilon \|^2_g + \frac{c - \min_{V} c - \sqrt{\varepsilon} \Lambda}{\varepsilon} u_\varepsilon^2 \right] dvol_g}{\int_{V_m} u_\varepsilon^2 dvol_g}.
\]
using the previous blow up analysis. Consider a converging subsequence \( \{ u_{\epsilon_n} \}_{n \in \mathbb{N}} \), \( u_{\epsilon_n} \) normalized \( \int V u_{\epsilon_n}^2 \, dvol_g = 1 \), such that

\[
u_{\epsilon_n}^2 \, dvol_g \to \sum_{P \in C_{\text{min}}} \gamma_P \delta_P,
\]

where \( \gamma_{P_1} = 1 \) for at least one \( P_1 \). To simplify the notations we shall drop the index \( n \) for \( \epsilon_n \) from now on.

\[
\tilde{Q}(u) = \sum_{P \in C_{\text{min}}} \int_{B_P(\delta)} \left[ \| \nabla u_{\epsilon} \|^2_g + \frac{c - \text{min} c - \sqrt{\epsilon} \Lambda}{\epsilon} u_{\epsilon}^2 \right] \, dvol_g
\]

\[
+ \int_{V' \cup P \in C_{\text{min}} B_P(\delta)} \left[ \| \nabla u_{\epsilon} \|^2_g + \frac{c - \text{min} c - \sqrt{\epsilon} \Lambda}{\epsilon} u_{\epsilon}^2 \right] \, dvol_g
\]

Let \( \phi \) be a \( C^\infty \) function: \( V' \to [0, 1] \), \( 1 \) on \( V' \cup P \in C_{\text{min}} B_P(\delta) \) such that \( \text{support} \phi \cap C_{\text{min}} = \emptyset \). For \( \epsilon \) sufficiently small

\[
\int_{V' \cup P \in C_{\text{min}} B_P(\delta)} \left[ \| \nabla u_{\epsilon} \|^2_g + \frac{c - \text{min} c - \sqrt{\epsilon} \Lambda}{\epsilon} u_{\epsilon}^2 \right] \, dvol_g \leq \int_V \left[ \| \nabla u_{\epsilon} \|^2_g + \frac{c - \text{min} c - \sqrt{\epsilon} \Lambda}{\epsilon} u_{\epsilon}^2 \right] \, dvol_g
\]

Using the relation \( \mathbb{R} \)

\[
\int_V \left[ \| \nabla u_{\epsilon} \|^2_g + \frac{c - \text{min} c - \sqrt{\epsilon} \Lambda}{\epsilon} u_{\epsilon}^2 \right] \, dvol_g = \int_V \left[ \frac{\lambda - \text{min} c - \sqrt{\epsilon} \Lambda}{\epsilon} \phi - \Delta \phi \right] u_{\epsilon}^2 \, dvol_g
\]

Appendix 2 shows that with an appropriate constant \( C \)

\[
\int_V \left[ \frac{\lambda - \text{min} c - \sqrt{\epsilon} \Lambda}{\epsilon} \phi - \Delta \phi \right] u_{\epsilon}^2 \, dvol_g = o(1)\epsilon^{m/4} \bar{u}_{\epsilon}^2
\]

Hence:

\[
\tilde{Q}(u) = \sum_{P \in C_{\text{min}}} \int_{B_P(\delta)} \left[ \frac{c - \text{min} c - \sqrt{\epsilon} \Lambda}{\epsilon} \phi - \Delta \phi \right] u_{\epsilon}^2 \, dvol_g + o(1)\epsilon^{m/4} \bar{u}_{\epsilon}^2
\]

\[
\tilde{Q}(u) = \epsilon^{m/4} \bar{u}_{\epsilon}^2 \sum_{P \in C_{\text{min}}} \int_{B_P(\delta/\sqrt{\epsilon})} \left[ \frac{1}{\sqrt{\epsilon}} \| \nabla w_{P,\epsilon}(y) \|^2_g + \frac{(c y \sqrt{\epsilon}) - \text{min} c - \sqrt{\epsilon} \Lambda}{\epsilon} w_{P,\epsilon}^2(y) \right] \sqrt{\text{det} g_{\epsilon}(y)} dy
\]

\[
+ o(1)\epsilon^{m/4} \bar{u}_{\epsilon}^2
\]

The normalization condition implies that

\[
1 = \sum_{P \in C_{\text{min}}} \int_{B_P(\delta)} u_{\epsilon}^2 \, dvol_g + \int_{V' \cup P \in C_{\text{min}} B_P(\delta)} u_{\epsilon}^2 \, dvol_g
\]
\[ \int_{C_{\text{min}}} B_{\delta} u_{\varepsilon}^2 dv_{g} = o(1)\varepsilon^{m/4}u_{\varepsilon}^2 \]  \hspace{1cm} (41) \\

\[ \int_{B_{\delta}} u_{\varepsilon}^2 dv_{g} = \varepsilon^{m/4}u_{\varepsilon}^2 \int_{B_{\sqrt{\varepsilon}}} w_{P,\varepsilon}(y)\sqrt{\det g(y \sqrt{\varepsilon})} dy \]  \hspace{1cm} (42)

Now \( \sup_{B_{\sqrt{\varepsilon}}} |\det g(y \sqrt{\varepsilon})| < +\infty \) and on each compact subset of \( \mathbb{R}^m \), \( \det g(y \sqrt{\varepsilon}) \) converges uniformly to 1 when \( \varepsilon \) goes to 0. Hence \( \int_{B_{\sqrt{\varepsilon}}} w_{P,\varepsilon}(y)\sqrt{\det g(y \sqrt{\varepsilon})} dy \) tends to \( \int_{\mathbb{R}^m} w_P(y)^2 dy \) as \( \varepsilon \) goes to 0. By Theorem 2

\[ \int_{\mathbb{R}^m} w_P(y)^2 dy = (2\pi)^{m/2} f_P^2 \prod_{k=1}^{m} \lambda_k^{-1/4}(P). \]

Then relations 41-42 imply:

\[ \lim_{\varepsilon \to 0} \varepsilon^{m/4}u_{\varepsilon}^2 = K = 1 / \sum_{P \in C_{\text{min}}} (2\pi)^{m/2} f_P^2 \prod_{k=1}^{m} \lambda_k^{-1/4}(P) \]  \hspace{1cm} (43)

Now we shall compute the numerator of \( \tilde{Q}(u_{\varepsilon}) \).

\[ \lim_{\varepsilon \to 0} \tilde{Q}(u_{\varepsilon}) = K \sum_{P \in C_{\text{min}}} \lim_{\varepsilon \to 0} \int_{B_{\delta/\sqrt{\varepsilon}}} \left[ \frac{1}{\sqrt{\varepsilon}}||\nabla w_{P,\varepsilon}(y)||_g^2 + \frac{(c(y \sqrt{\varepsilon}) - \min c - \sqrt{\varepsilon}\Lambda) w_{P,\varepsilon}^2(y)}{\varepsilon} \right] \sqrt{\det g(y \sqrt{\varepsilon})} dy. \]  \hspace{1cm} (44)

To simplify the notations below set

\[ q(y) = \sum_{k=1}^{m} \lambda_k(P) y_k^2 - \Lambda \]

\[ \int_{B_{\delta/\sqrt{\varepsilon}}} \left[ \frac{1}{\sqrt{\varepsilon}}||\nabla w_{P,\varepsilon}(y)||_g^2 + \frac{(c(y \sqrt{\varepsilon}) - \min c - \sqrt{\varepsilon}\Lambda) w_{P,\varepsilon}^2(y)}{\varepsilon} \right] \sqrt{\det g(y \sqrt{\varepsilon})} dy = \text{I} + \text{II} + \text{III} + \text{IV} + \text{V} + \text{VI} + \text{VII} \]

where, denoting by \( \nabla_E f \) the euclidean gradient \( (\frac{\partial f}{\partial y_1}, \ldots, \frac{\partial f}{\partial y_m}) \)

\[ \text{I} = \frac{1}{\sqrt{\varepsilon}} \int_{B_{\delta/\sqrt{\varepsilon}}} ||\nabla_E w_P(y)||_{\mathbb{R}^m}^2 + qw_P(y)^2 \sqrt{\det g(y \sqrt{\varepsilon})} dy, \]

\[ \text{II} = \frac{2}{\sqrt{\varepsilon}} \int_{B_{\delta/\sqrt{\varepsilon}}} < \nabla_E w_P, \nabla_E w_{1,\varepsilon} + qw_Pw_{1,\varepsilon} > \sqrt{\det g(y \sqrt{\varepsilon})} dy, \]
\[ III = \frac{1}{\sqrt{\epsilon}} \int_{B_P(\delta/\sqrt{\epsilon})} \sum_{1 \leq i \leq j \leq k \leq m} c_{ijk} y_i y_j y_k w_P^2 \sqrt{\det g(y' \sqrt{\epsilon})} dy, \]

\[ IV = \int_{B_P(\delta/\sqrt{\epsilon})} \left[ \left\| \nabla w_{1,\epsilon} (y) \right\|_{R_m}^2 + q w_{1,\epsilon} (y)^2 + 2 \sum_{1 \leq i \leq j \leq k \leq m} c_{ijk} y_i y_j y_k w_P w_{1,\epsilon} \right] \sqrt{\det g(y' \sqrt{\epsilon})} dy, \]

\[ V = \sqrt{\epsilon} \int_{B_P(\delta/\sqrt{\epsilon})} \sum_{1 \leq i \leq j \leq k \leq m} c_{ijk} y_i y_j y_k w_{1,\epsilon}^2 \sqrt{\det g(y' \sqrt{\epsilon})} dy, \]

\[ VI = \int_{B_P(\delta/\sqrt{\epsilon})} \sum_{1 \leq i \leq j \leq k \leq m} c_{ijkl}(y' \sqrt{\epsilon}) y_i y_j y_k y_l w_{P,\epsilon}^2 \sqrt{\det g(y' \sqrt{\epsilon})} dy, \]

\[ VII = \int_{B_P(\delta/\sqrt{\epsilon})} \sum_{1 \leq i \leq j \leq k \leq m} g^{ijkl}(y' \sqrt{\epsilon}) y_i y_j y_k y_l \frac{\partial w_{P,\epsilon}}{\partial y_i} \frac{\partial w_{P,\epsilon}}{\partial y_j} \sqrt{\det g(y' \sqrt{\epsilon})} dy, \]

where \( g^{ij}(x) = \delta^{ij} + \sum_{k,l=1}^m g^{ijkl}(x) x_k x_l \). In particular \( g^{ijkl}(0) = \frac{1}{6} (R_{iklj}(P) + R_{jkl}^i(P)) \).

Note that

\[ \sqrt{\det g_\epsilon(y)} = 1 - \frac{\sqrt{\epsilon}}{6} R_{ij}(y' \sqrt{\epsilon}) y_i y_j \]

where the \( R_{ij} \) are \( C^\infty \) functions on \( U_P \) and \( R_{ij}(0) = Ric_{ij}(P) \). It is easy to see that

\[ \lim_{\epsilon \to 0} VII = \int_{\mathbb{R}^m} \sum_{i,j,k,l=1}^m \frac{1}{6} (R_{iklj}(P) + R_{jkl}^i(P)) y_i y_j y_k y_l \frac{\partial w_P}{\partial y_i} \frac{\partial w_P}{\partial y_j} dy, \]

\[ \lim_{\epsilon \to 0} VI = \int_{\mathbb{R}^m} \sum_{1 \leq i \leq j \leq k \leq l \leq m} c_{ijkl}(0) y_i y_j y_k y_l w_P^2 dy, \]

\[ \lim_{\epsilon \to 0} V = 0 \]

\[ \lim_{\epsilon \to 0} IV = \int_{\mathbb{R}^m} \left[ \left\| \nabla w_{1,\epsilon} (y) \right\|_{R_m}^2 + q w_{1,\epsilon} (y)^2 + 2 \sum_{1 \leq i \leq j \leq k \leq m} c_{ijk} y_i y_j y_k w_P w_{1,\epsilon} \right] dy \]

Using equation \( 39 \) satisfied by \( w_1 \),

\[ \lim_{\epsilon \to 0} IV = \int_{\mathbb{R}^m} \sum_{1 \leq i \leq j \leq k \leq m} c_{ijk} y_i y_j y_k w_P w_{1,\epsilon} dy \]

\[ III = \frac{1}{\sqrt{\epsilon}} \int_{B_P(\delta/\sqrt{\epsilon})} \sum_{1 \leq i \leq j \leq k \leq m} c_{ijk} y_i y_j y_k w_P^2 dy - \frac{\sqrt{\epsilon}}{6} \int_{B_P(\delta/\sqrt{\epsilon})} \sum_{1 \leq i \leq j \leq k \leq m} \sum_{1 \leq l, n \leq m} c_{ijk} R_{lm}(y' \sqrt{\epsilon}) y_i y_j y_k y_l w_P^2 dy. \]

For reason of symmetry the first integral is 0 and the second tends to 0 as \( \epsilon \to 0 \).

\[ \lim_{\epsilon \to 0} III = 0 \]
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\[
I = \frac{1}{\sqrt{\epsilon}} \int_{B_P(\delta/\sqrt{\epsilon})} \left[ ||\nabla_E w_P(y)||_{\mathbb{R}^m}^2 + q w_P(y)^2 \right] \left( 1 - \frac{\sqrt{\epsilon}}{6} \sum_{i,j=1}^m R_{ij}(y \sqrt{\epsilon}) y_i y_j \right) dy
\]
but
\[
\frac{1}{\sqrt{\epsilon}} \int_{B_P(\delta/\sqrt{\epsilon})} \left[ ||\nabla_E w_P(y)||_{\mathbb{R}^m}^2 + q w_P(y)^2 \right] dy = \frac{1}{\sqrt{\epsilon}} \int_{S_P(\delta/\sqrt{\epsilon})} w_P < \nabla_E w_P, \vec{n} > dA
\]
converges to zero, due the exponential decay. Here \(S_P(\delta/\sqrt{\epsilon})\) is the sphere boundary of \(B_P(\delta/\sqrt{\epsilon})\), \(\vec{n}\) is the exterior euclidean unit normal to \(S_P(\delta/\sqrt{\epsilon})\) and \(dA\) the area measure. It is then clear that

\[
\lim_{\epsilon \to 0} I = - \int_{\mathbb{R}^m} \left[ ||\nabla_E w_P(y)||_{\mathbb{R}^m}^2 + q w_P(y)^2 \right] \frac{1}{6} \sum_{i,j=1}^m Ric_{ij}(P)y_i y_j dy,
\]
\[
I = I_1 + I_2,
\]
\[
I_1 = \frac{2}{\sqrt{\epsilon}} \int_{B_P(\delta/\sqrt{\epsilon})} \left[ < \nabla_E w_P, \nabla_E w_{1,\epsilon} > + q w_P w_{1,\epsilon} \right] dy,
\]
\[
I_2 = \frac{2}{\sqrt{\epsilon}} \int_{S_P(\delta/\sqrt{\epsilon})} w_{1,\epsilon} < \nabla_E w_P, \vec{n} > dA,
\]
\[
\lim_{\epsilon \to 0} I_1 = 0,
\]
where an integration by part leads to a boundary term, which converges to zero.

\[
I_2 = - \frac{4\sqrt{\epsilon}}{6} \int_{B_P(\delta/\sqrt{\epsilon})} \left[ < \nabla_E w_P, \nabla_E w_{1,\epsilon} > + q w_P w_{1,\epsilon} \right] \sum_{i,j=1}^m R_{ij}(y \sqrt{\epsilon}) y_i y_j dy
\]
\[
\lim_{\epsilon \to 0} I_2 = 0.
\]
Finally
\[
\lim_{\epsilon \to 0} \int_{B_P(\delta/\sqrt{\epsilon})} \left[ \frac{1}{\sqrt{\epsilon}} ||\nabla w_P,\epsilon(y)||_{\mathbb{R}^m}^2 + \left( \frac{c(y \sqrt{\epsilon}) - \min_{\epsilon} - \sqrt{\epsilon} \Lambda \left( \frac{w_P,\epsilon(y)}{\epsilon} \right)}{\epsilon} \right) \sqrt{\det g(y \sqrt{\epsilon})} \right] dy
\]
is equal to
\[
\lim_{\epsilon \to 0} I + \lim_{\epsilon \to 0} IV + \lim_{\epsilon \to 0} V + \lim_{\epsilon \to 0} VI.
\]
Lengthy but straightforward computations show that with \(\sqrt{\lambda(P)} = \prod_{n=1}^{\lambda_n(P)}\):

\[
\lim_{\epsilon \to 0} I + \lim_{\epsilon \to 0} V = -f_P^2 \frac{\pi^2}{4 \sqrt{\lambda(P)}} \left[ \frac{R(P)}{4} + \frac{1}{12} \sum_{1 \leq i,j \leq m} R_{ijij}(P) \sqrt{\lambda_i(P) \lambda_j(P)} \right]
\]
\[
\lim_{\epsilon \to 0} VI = \frac{1}{4} f_P^2 \frac{\pi^2}{\sqrt{\lambda(P)}} \sum_{1 \leq i,j \leq m} \frac{c_{ij}(P)}{\lambda_i(P) \lambda_j(P)} + \frac{1}{2} \sum_{i=1}^m c_{ii}(P) \lambda_i(P).
\]
The computation of \( \lim_{\varepsilon \to 0} IV \) is more involved, where
\[
L_P = \Delta_E + \sum_{n=1}^{m} x_n^2 \lambda_n(P) - \Lambda(P).
\]
Then
\[
\sum_{1 \leq i \leq j \leq k \leq m} c_{ijk} y_i y_j y_k w_P = f_P \sum_{1 \leq i \leq j \leq k \leq m} \frac{c_{ijk}}{8 \sqrt{\lambda_i(P) \lambda_j(P) \lambda_k(P)}} H_{e_i + e_j + e_k}(y) +
\]
\[
f_P \sum_{1 \leq i < j \leq m} \left[ \frac{c_{ijj}}{4 \sqrt{\lambda_i^2(P) \lambda_j^2(P)}} H_{e_j}(y) + \frac{c_{iij}}{4 \sqrt{\lambda_i(P) \lambda_j^2(P)}} H_{e_i}(y) \right].
\]
After lengthy computations we get
\[
\int_{\mathbb{R}^m} \sum_{1 \leq i \leq j \leq k \leq m} c_{ijk} y_i y_j y_k w_P w_1 dy = -\frac{\pi^2 f_P^2}{\sqrt{\lambda(P)}} (A(P) + B(P) + C(P)).
\]
\[
A(P) = \sum_{1 \leq i < j < k \leq m} \frac{c_{ijk}^2}{16 \sqrt{\lambda_i(P) \lambda_j(P) \lambda_k(P)}} \left[ \frac{1}{\lambda_i(P)} < e_i + e_j + e_k, \sqrt{\lambda(P)} > \right]
\]
\[
B(P) = \sum_{0 \leq i < j \leq m} \left[ \frac{c_{ijj}^2}{8 \lambda_i(P) \sqrt{\lambda_j(P)}} + \frac{c_{iij}^2}{8 \lambda_j(P) \sqrt{\lambda_i(P)}} \right],
\]
\[
C(P) = \sum_{0 \leq i < j \leq m} \frac{c_{iij}^2 + c_{ijj}^2}{16 \lambda_i(P) \lambda_j(P)} + \sum_{i=1}^{m} \frac{c_{iii}^2}{8 \lambda_i^2(P)}.
\]

**Theorem 4** The expansion of the eigenvalue in power of \( \sqrt{\varepsilon} \) is up to order three
\[
\lambda_\varepsilon = \min_{V} \left( c + \Lambda \sqrt{\varepsilon} + \theta \varepsilon + o(\varepsilon) \right)
\]
where
\[
C_{\min} = \{ P \text{ such that } c(P) = \min c \},
\]
\[
\Lambda = \inf \left[ \sum_{n=1}^{m} \sqrt{\lambda_n(R)} | R \in C_{\min} \right],
\]
\[
C_{\min \min} = \{ P \text{ such that } \Lambda(P) = \sum_{n=1}^{m} \sqrt{\lambda_n(P)} | P \in C_{\min} \}
\]
and
\[
\theta = \min_{P \in C_{\min \min}} \frac{\pi^2 K f_P^2}{4 \sqrt{\lambda(P)}} \left[ -\frac{R(P)}{4} - \frac{1}{12} \sum_{i,j} R_{ijj}(P) \sqrt{\lambda_i(P) \lambda_j(P)} + \sum_{i,j} \frac{c_{iij}(P)}{\sqrt{\lambda_i(P) \lambda_j(P)}} + \sum_{i,j} \frac{c_{ijj}(P)}{\lambda_i(P) \lambda_j(P)} + A(P) + B(P) + C(P) \right] + \frac{1}{4} \sum_{i,j} \frac{c_{iij}(P)}{\sqrt{\lambda_i(P) \lambda_j(P)}} + \frac{1}{2} \sum_{i,j} \frac{c_{ijj}(P)}{\lambda_i(P) \lambda_j(P)} + A(P) + B(P) + C(P)
\]
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Remarks.

1. The sequence $u_\epsilon$ is in $H^m$ but not in $H^s$, for $s > m = \text{dim} V$. This is exactly the critical case in the Sobolev embedding theorem. That why the limits of $u_\epsilon$ as $\epsilon$ goes to zero are measures but not functions.

2. The coefficients of the limit measure depends on two factors: one is the second derivative of the potential at some points of $C_{\text{min min}}$ and second on the coefficients $\alpha_i$ that measure the ratio of the local maximum versus the global maximum.

3. Actually, we conjecture that if two points $P_1$ and $P_2$ are always charged and under some conditions of analyticity on the metric, any small neighborhood $V_1$ of $P_1$ is conjugated to a neighborhood $V_2$ of $P_2$ by an isometry. Such an isometry should leave invariant the blow-up equation defined on the manifold and satisfies by $w_\epsilon$. If in $V_1$, there exists a subsequence of local maximum, then such subsequence is also present in $V_2$, which garantee the concentration in both places. In some sense, when the concentration occurs at those points for any subsequences, it implies the existence of hidden symmetries.

4. Suppose that the potential has only two wells centered at $P_1$ and $P_2$ that are charged. Obviously when the coefficients of concentration are not unique, the set of possible limit coefficients $\alpha_1, \alpha_2$, where $\mu = \alpha_1 \delta_{P_1} + \alpha_2 \delta_{P_2}$, are restricted to the intervals:

$$\alpha_1 \in [c_1/c_1 + c_2, 1] \text{ and } \alpha_2 \in [0, c_2/(c_1 + c_2)].$$

Indeed one of the coefficient, say $\alpha_1$ characterize the convergence of the absolute maximum.

2.7 Removing the degeneracy

In the previous analysis we have defined two local characteristics (quantities that are functions of $g$ and $c$), $\sum_{n=1}^m \lambda_n(P)$ and $-D(P) + C(P)$ which have properties that the minimum of the first one on $C_{\text{min}}$ gives the first coefficient of the development of $\lambda_\epsilon$ in the power of $\sqrt{\epsilon}$,

$$\lambda_\epsilon = a_0 + a_1 \sqrt{\epsilon} + \ldots + a_n \sqrt{\epsilon^n} + \ldots$$

$C_{\text{min min}}$ is the subset of $C_{\text{min}}$ where the characteristic achieves its minimum. The second coefficient of the development of $\lambda_\epsilon$ is equal to the minimum of the second characteristic on the set $C_{\text{min min}}$. We could continue this process and define a sequence of characteristics $\chi_2, \chi_3, \chi_4, \ldots (\chi_0 = \min_{C_{\text{min}}} c, \chi_1 = \Lambda$ and $\chi_2 = \theta)$ and subsets of $C_{\text{min}}, C_3, C_4, C_5, \ldots$ having the following property, for any integer $n$:

- $\chi_n$ is a function defined on $C_n$ and depends only on the covariant derivatives of $c$ and $g$
- the $n^{th}$ coefficient $c_n$ is equal $\min_{C_n} \chi_n$.
\[ C_{n+1} = \{ P \in C_n | \chi_n(P) = a_n \}. \]

Since the set \( C_{\text{min}} \) is finite, the process becomes stationary after a finite number of steps i.e. \( C_n = C_{n+1} \) and \( \chi_n \) is constant on \( C_n \), for \( n \) larger than \( n_\ast \), some integer. Now there are two possibilities. Either \( C_{n_\ast} \) is reduced to a single point, in which case, this is the only point that is charged or the so-called degenerate case, see (31 page 304) where \( C_{n_\ast} \) has more than one point.

The knowledge of the expansion of \( \lambda_\varepsilon \) is not enough to compute the value of the concentration coefficient. It is an open problem to compute precisely this value in terms of the geometry and the extracted subsequence.

Finally we conjecture that for any points \( P_1, P_2 \) in \( C_{n_\ast} \), there exists an isometry \( \phi : \Omega_1 \rightarrow \Omega_2 \), where \( \Omega_i \) is an open neighborhood of \( P_i \) such that denoting by \( c_1, c_2 \) the restrictions of \( c \) to \( \Omega_1, \Omega_2 \) respectively, \( c_2 \circ \phi = c_1 \) and \( w_\varepsilon|_{\Omega_2} = w_\varepsilon|_{\Omega_1} \circ \phi \).

3 Blow up analysis with a gradient vector field

In this section, we study the behavior of the sequence of first eigenfunctions, when the vector field \( b \) is the gradient of a Morse function, \( b = \nabla \phi \), with respect to the metric \( g \). It is possible to describe explicitly the set of limit measures and we will see how the supports of these limit measures coincide with those suggested by the analysis of the Topological Pressure (22). More precisely, the potential \( c \) and the field \( b = \nabla \phi \) interact to restrict the limits of the eigenfunctions, to certain subsets of the critical set of \( b \). The limits depend on the couple of functions \((c, \phi)\).

Somewhat surprisingly not all the attractors points are charged. It depends on the topological pressure (see [22]) and can be understood as follows: \( c \) acts as a killing term (see [29, 15]) and can destroy all the particles near an attractor.

We begin analyzing the problem. The eigenfunction satisfies the partial differential equation and normalisation condition

\[
\begin{align*}
\epsilon \Delta_g u_\varepsilon + (\nabla \phi, \nabla u_\varepsilon)_g + cu_\varepsilon &= \lambda_\varepsilon u_\varepsilon \\
\int_{V_n} u_\varepsilon^2 dvol_g &= 1.
\end{align*}
\]

We denote by \( \text{Sing}(b) \) the set of singular points of the field \( b \). When \( b \) is the gradient of a function \( \phi \), these points are just the critical points of \( \phi \).

3.1 What do we learn from the Topological Pressure

The topological pressure can be defined as follows:

\[
Pr = \inf_{P \in \text{Sing}(b)} \left\{ c(P) - \sum_{i=1}^{m} \min(0, Re\lambda_i(P)) \right\}
\]
where $\lambda_i(P), 1 \leq i \leq m$, are the eigenvalues of the linear part of the field $\text{grad}\phi$ at the point $P$. The definition for Morse-Smale fields can be found in (20), for more general vector fields in (22). Because the infimum in (48) is taken over a finite number of points, it is attained somewhere but not necessarily at an attractor (that is clear from the formula).

It will be useful to perform a gauge transformation:

$$v_\varepsilon = u_\varepsilon e^{-\phi/2\varepsilon}$$

$$b = \nabla \phi.$$ 

By this gauge transformation, equation (46) is transformed into

$$\epsilon \Delta_g v_\varepsilon + (c + \frac{\Delta_g \phi}{2} + \frac{||\nabla \phi||_g^2}{4\epsilon}) v_\varepsilon = \lambda_\varepsilon v_\varepsilon$$

with the new condition of normalization $\int_V v_\varepsilon^2 dv_{vol} = 1$. We will analyze the set of limits of the measures $v_\varepsilon^2 dv_{vol}$ as $\varepsilon$ tends to 0.

3.2 blow-up Analysis

It has been proved in the second section that the sequence $\sup_\varepsilon v_\varepsilon$ converges to infinity as $\varepsilon$ goes to zero and the sequence $v_\varepsilon$ converges uniformly to zero on every compact set that does not intersect the singular set of the field. As in the field-free case, if $P \in \text{Sing}(b)$ we choose a normal coordinate system $(x_1, \ldots x_m): U \to \mathbb{R}^m$, centered at $P$, defined on a domain $U$ such that:

1) $x_1 \times \ldots \times x_m(U)$ contains the closed ball $B_P(\delta)$ centered at $P$ and having radius $\delta > 0$.

2) for all $i, j$, $1 \leq i, j \leq m$, $\frac{\partial^2 \phi}{\partial x_i \partial x_j}(P) = \lambda_i(P) \delta_{ij}$.

3) $U \cap \text{Sing}(b) = \{P\}$

On the magnified set $\frac{1}{\sqrt{\varepsilon}} x_1 \times \ldots \times x_m(U)$, we can define the function $w_\varepsilon: w_\varepsilon(y) = \frac{v_\varepsilon(y\sqrt{\varepsilon})}{v_\varepsilon}$ where $\tau_\varepsilon = \max_\varepsilon v_\varepsilon$.

The main theorem of this section is the following:

**Theorem 5**

• (i) Suppose that the vector field $b$ is gradient-like, $b = \nabla \phi$, where $\phi$ has the expansion near each critical point: $\phi(P) = \phi(P) + \sum_{i=1}^{m} \lambda_i(P) (x^i)^2 + O(||x||_g^3)$.

The set $\mathcal{M}$ of all possible limit measures of the sequence $v_\varepsilon^2 dv_{vol}$, is described by:

$$\mathcal{M} = \{\mu \in M(V) | \mu = \sum_{P \in S} c_P \delta_P, c_P \geq 0, \sum_{P \in S} c_P = 1\}$$

$S$ is the set of critical points of $b$, where the Topological Pressure is achieved.

• (ii) When all the points of $S$ are maximally charged, the coefficients $c_P$ can be computed explicitly, $c_P = \frac{\prod_{i \in S} |\lambda_i(P)|^{-1/2}}{\sum_{i \in S} \prod_{i \in S} |\lambda_i(P)|^{-1/2}}$
When a partial set $\hat{S}$ of $S$ is maximally charged, the formula changes to:

$$c_P = \frac{\prod_{i=1}^{m} |\lambda_i(P)|^{-1/2}}{\sum_{P \in \hat{S}} \prod_{i=1}^{m} |\lambda_i(P)|^{-1/2}}$$

**Lemma 5** For each $\varepsilon$, let us denote by $M_\varepsilon$, the set of all maximum points of $v_\varepsilon$ in the manifold. There exists a constant $A$ depending only on $c$ and $b$, such that:

$$\sup_{q \in M_\varepsilon} d^2_g(q, \text{Sing}(b)) \leq A\varepsilon$$

It follows from this that the set of limit points of the set of maximum points of $v_\varepsilon$ is contained in $\text{Sing}(b)$.

**Proof.**

If we denote by $Q_\varepsilon$ a sequence of maximum points of $v_\varepsilon$. Using the Maximal Principle, applied to equation (46), it is possible to estimate the velocity at which the sequence of maximal points $Q_\varepsilon$ converges to a critical point of the field. Indeed, we obtain that

$$(c(Q_\varepsilon) + \frac{\Delta \phi(Q_\varepsilon)}{2} + \frac{||\nabla \phi(Q_\varepsilon)||^2}{4\varepsilon} \leq \lambda_\varepsilon \leq C)$$

for some constant $C$. This implies that $||\nabla \phi(Q_\varepsilon)||^2 \leq 4C\varepsilon$. Now it is easy to see that there exists a constant $\Gamma$ depending only on $c$ such that for $P \in V$, $d^2_g(P, \text{Sing}(b)) \leq \Gamma(c(P) - \min_V c)$. Take $A=4\Gamma A$. Then $d^2_g(Q_\varepsilon, \text{Sing}(b)) \leq A\varepsilon$. The lemma shows that $Q_\varepsilon$ tends to $\text{Sing}(b)$ at least as fast as $\sqrt{\varepsilon}$. In fact, theorem below shows that it tends faster.

**Theorem 6** Concentration with a gradient vector field.

(i) For any $P \in C_{\text{min}},$ any sequence of $v_\varepsilon$'s, with $\varepsilon$ tending to 0, contains a subsequence $\{v_{\varepsilon_n}\}$, such that the sequence of blown-up functions $\frac{v_{\varepsilon_n}(y|\sqrt{\varepsilon_n})}{\varepsilon_n}$ at $P$ converges to a function $w: \mathbb{R}^m \rightarrow \mathbb{R}_+$, both in the $L^2$ norm and the $C^\infty$ topology.

(ii) $w$ satisfies the equation:

$$\Delta_E w + \left(c(P) + \frac{\Delta \phi(P)}{2} + \sum \lambda_i(P)x^i\right)^2 w = \lambda w \quad (49)$$

$$0 < w \leq \max_{\mathbb{R}^m} w = 1.$$

(iii) When the eigenvalue $\lambda$ is equal to the Topological Pressure at $P$, the solution $w$ is nonzero and given explicitly by:

$$w(x) = \prod_{i=1}^{m} e^{-|\lambda_i(P)|x_i^2/2}$$

in particular,

$$\int_{\mathbb{R}^m} w^2(x) = \frac{\pi^{m/2}}{\prod_{i=1}^{m} |\lambda_i|^{1/2}}$$
Moreover,

\[ \lim_{\epsilon \to 0} \epsilon^{m/2} \sup_{V} u_{\epsilon}^2 = K(c, \phi) \]

where \( K(c, \phi) \) is a positive constant depending only on the functions \( c, \phi \).

(iv) If all the singular points at which the topological pressure is attained (set denoted by "top") are maximally charged,

\[ K(c, \phi) = \frac{\pi^{m/2}}{\sum \{ \prod_{i=1}^{m} |\lambda_i(P)|^{-1/2} |P \in \text{top} \}}. \]

Moreover

\[ \lim_{\epsilon \to 0} \frac{d_{g}(Q_{\epsilon}, P)}{\epsilon^{1/2}} = 0. \]

Remark.
At this stage, let us point out the difference with the pure potential case, studied in the last section. There the scaling factor was \( \epsilon^{1/4} \) and the concentration took place on certain minimum points of the potential only. In the present situation, the scaling factor is \( \sqrt{\epsilon} \) and the concentration is determined by the couple field-potential \( (\nabla \phi, c) \).

Before proving the theorem, two lemmas are needed. The first one provides estimates of the first eigenvalue \( \lambda_{\epsilon} \) and the second, estimates of the decay of renormalized sequence \( w_{\epsilon}(x) \).

**Lemma 6** The first eigenvalue satisfies the inequality

\[ 0 < \lambda_{\epsilon} \leq \min \left\{ c(P) - \sum_{\{i, \lambda(P) < 0\}} \lambda_i(P) |P \in \text{Sing}(b)\} \right\} \]

where \( \text{Sing}(b) \) is the set of critical points of the field \( b = \nabla \phi \) and \( \lambda_i(P), 1 \leq i \leq m, \) are the eigenvalues of the field at the critical point \( P \).

**Proof.**
This is a consequence of the variational approach. Similarly to the case without field, define the variational quotient

\[ Q_{\epsilon}(v) = \frac{\epsilon \int_{V} [||\nabla v||_{g}^2 + c_{\epsilon} v^2] \, dvol_{g}}{\int_{V} v^2 \, dvol_{g}}. \]

where \( c_{\epsilon} = c + \frac{\Delta_{g} \phi}{2} + \frac{||\nabla \phi||_{g}^2}{4\epsilon} \). Then

\[ \lambda_{\epsilon} = \inf_{v \in H^1(V) - \{0\}} Q_{\epsilon}(v) > 0 \]
In the neighborhood of a singular point \( P \), we have an expansion,
\[
c_\epsilon(x) = c(P) + \frac{\Delta g \phi(P)}{2} + \sum_{i=1}^{m} a_i(P)x^i + \frac{\sum_{i=1}^{n} \lambda_i^2(P)x_i^2}{\epsilon} + \sum_{1 \leq i \leq j \leq k \leq m} c_{ijk}(x)x_ix_jx_k
\]
where the \( c_{ijk} \) are \( C^\infty \) functions on \( U_P \). In order to get an upper bound for the eigenvalue \( \lambda_\epsilon \), we estimate the quotient \( Q_\epsilon \), for the following test function with compact support,
\[
\psi_\epsilon = e^{-\sum \mu_i(x^i)^2/2} - e^{-\rho/(2\epsilon)} \quad \text{in} \quad N_P(\rho)
\]
where \( \mu_i = \frac{\lambda_i(P)}{\epsilon} \) and \( N_P(\rho) \) is the connected component of the set \( \{x|\sum_{i=1}^{m} \lambda_i|x_i^2 \leq \rho\} \) containing 0 and \( \rho \) is taken so small that \( N_P(\rho) \cap \{x|\sum_{i=1}^{m} x_i^2 \leq \delta^2\} \) is empty. So \( N_P(\rho) \) is contained in \( B_P(\delta) \). After computations similar to the ones in Lemma 2 of the section 2, we obtain
\[
Q_\epsilon(\psi_\epsilon) = c(P) + \frac{\Delta g \phi(P)}{2} + \frac{\epsilon}{2} \sum_{i=1}^{n} \mu_i + \frac{\sum_{i=1}^{n} \lambda_i(P)}{2\epsilon} + o(\epsilon)
\]
Using the fact that \( \frac{\Delta g \phi(P)}{2} = -\sum_{i=1}^{n} \lambda_i(P) \), we obtain that
\[
Q_\epsilon(\psi_\epsilon) \leq c(P) + \sum_{\lambda_i(P) < 0} \lambda_i(P).
\]
Since a similar test function can be built in the neighborhood of every critical points, we obtain the estimate of the lemma,
\[
\lambda_\epsilon \leq \min_{\{P \in Sing(P)\}} [c(P) - \sum_{1 \leq i \leq m} \lambda_i(P)|1 \leq i \leq m, \lambda_i(P) < 0]].
\]

Lemma 7 The blown-up sequence \( w_\epsilon \), defined by
\[
w_\epsilon(x) = \frac{u_\epsilon(\sqrt{\epsilon}x)}{\sup_{V_n} u_\epsilon}
\]
satisfies the following properties:

For all \( \epsilon_0 \in (0, 1] \):

1. \( \sup_{[0, \epsilon_0]} \int_{B_P(\delta/\sqrt{\epsilon})} w_\epsilon(y)^2 dy < +\infty \). More generally, for any continuous function \( f:[0, 1/\sqrt{\epsilon}] \rightarrow \mathbb{R}^n \), having at most polynomial growth at infinity in \( y \) uniformly in \( \epsilon \), \( \sup_{[0, \epsilon_0]} \int_{B_P(\delta/\sqrt{\epsilon})} f(\epsilon, y)w_\epsilon(y)^2 dy < +\infty \).
2. the set of restrictions \( w_\varepsilon^2 | B_P(\delta/\sqrt{\varepsilon}), \varepsilon \in ]0, 1] \), of the \( w_\varepsilon^2 \) to the balls \( B_P(\delta/\sqrt{\varepsilon}) \) satisfies the following condition: for any \( \eta > 0 \), there exists a compact \( K \subset \mathbb{R}^m \) and a \( \varepsilon(\eta) > 0 \) such that

\[
\int_{B_P(\delta/\sqrt{\varepsilon}) - K} w_\varepsilon(y)^2 dy \leq \eta,
\]

for all \( \varepsilon \in ]0, \varepsilon(\eta)[ \).

**Proof of Lemma \(^7\)**

The proof is similar as the one given to prove the decay estimate in the case of the pure potential case and is based on the Feynman-Kac integral representation of the solution. The Feynman-Kac formula gives that

\[
e^{-\mu t} v_\varepsilon(x) = e^{-\mu t} E_x \left( v_\varepsilon(X_\varepsilon(t)) \chi_{(t<\tau_\varepsilon)} e^{-\int_0^t c_\varepsilon(X_\varepsilon(s)) ds} \right) + E_x \left( e^{-\mu t} \int_{\tau_\varepsilon} \chi_{(t>\tau_\varepsilon)} e^{-\int_0^t c_\varepsilon(X_\varepsilon(t)) ds} \right)
\]

where we recall that \( c_\varepsilon = c + \frac{\Delta g_\phi}{2} + \frac{||\nabla \phi||^2}{4\varepsilon} \) and \( X_\varepsilon \) is defined in relation (23). \( \tau_\varepsilon \) has the same meaning as in Section \(^2\). Since the function \( c + \frac{\Delta g_\phi}{2} \) is bounded, it is enough to estimate \( E_x(e^{-\int_0^t \frac{||\nabla \phi||^2}{4\varepsilon}(X_\varepsilon(s)) ds}) \). Using the scale change \( x \to \varepsilon^{1/2}x \), this term can be estimated as in Proposition \(^{24}\) and the results are similar. Indeed, because \( \frac{||\nabla \phi(\varepsilon^{1/2}y)||^2}{4\varepsilon} = \sum_{n=1}^m \lambda_n(P)^2 y_n^2 \), the estimate is valid in the neighborhood of any critical point. \( \blacksquare \)

**Proof of the theorem.** Consider the renormalized sequence \( w_\varepsilon(y) = \frac{w(\varepsilon \sqrt{\varepsilon})}{\varepsilon^\frac{1}{2}} \). \( w_\varepsilon \) satisfies the partial differential equation:

\[
\Delta_g w_\varepsilon(y \sqrt{\varepsilon}) + \left( c(y \sqrt{\varepsilon}) + \frac{\Delta_g \phi(y \sqrt{\varepsilon})}{2} + \frac{||\nabla \phi||^2(y \sqrt{\varepsilon})}{4\varepsilon} \right) w_\varepsilon(y \sqrt{\varepsilon}) = \lambda \varepsilon w_\varepsilon(y \sqrt{\varepsilon}) \text{in} \nabla\varepsilon \times \ldots \times \lambda \varepsilon(U_P)
\]

\[
0 < w_\varepsilon \leq 1
\]

To study the equation (50) note that the coefficients of the partial differential equation (50) converges uniformly on every compact set as \( \varepsilon \) goes to zero: \( g_\varepsilon(x) = g(y \sqrt{\varepsilon}) \) converges to the Euclidean metric (see the previous section for more details about the type of convergence, usually in \( C^{2,\alpha} \) of any compact).

Since the coefficients of the partial differential equation (50) remain bounded as \( \varepsilon \) goes to zero. Indeed, due the velocity of convergence of the sequence (44),

\[
\lim_{\varepsilon \to 0} \left( c(y \sqrt{\varepsilon}) + \frac{\Delta_g \phi(y \sqrt{\varepsilon})}{2} \right) = c(P) + \frac{\Delta_g \phi(P)}{2}
\]

\[
\lim_{\varepsilon \to 0} \frac{||\nabla \phi(y \sqrt{\varepsilon})||^2}{4\varepsilon} = \sum_{n=1}^m \frac{\lambda_n^2(P)y_n^2}{4}
\]
Classical elliptic estimates show that \( w_\epsilon \) converges uniformly on every compact set of \( \mathbb{R}^m \) to a solution \( w \) of

\[
\Delta_E w(y) + \left( c(P) + \frac{\Delta \phi(P)}{2} + \sum_{n=1}^{m} \lambda_n^2(P)y_n^2 \right) w(y) = \lambda w(y), \quad \text{on } \mathbb{R}^m \tag{51}
\]

\[
0 < w \leq \max_{\mathbb{R}^m} w \leq 1. \tag{52}
\]

Let \( Q^* \) be a limit point of the sequence \( \frac{Q}{\sqrt{\epsilon}} \), since \( w_\epsilon \) converges uniformly on every compact to \( w \). \( w_\epsilon(\frac{Q}{\sqrt{\epsilon}}) \) converges to \( w(Q^*) \). Hence \( w(Q^*) = 1 \). Because \( w \) belongs to \( L_2(\mathbb{R}^n) \) by Lemma 7 and is not zero, \( w \) an eigenfunction of \( L_Q \) in \( L_2(\mathbb{R}^n) \) associated to the eigenvalue \( \lambda \).

Moreover, using the results of lemma [6]

\[
\lambda - (c(P) + \frac{\Delta \phi(P)}{2}) \leq \sum_{n=1}^{m} |\lambda_n(P)| \tag{53}
\]

We will now prove, in order for the function \( w \) to be nonzero, necessarily \( \lambda \) is equal to the Topological Pressure.

In order to prove that \( \mu = \lambda - (c(P) + \frac{\Delta \phi(P)}{2}) = \sum_{n=1}^{m} |\lambda_n(P)| \), one must study the spectrum of the self-adjoint operator defined by \( L_P = \Delta_E + \sum_{n=1}^{m} \frac{\lambda_n^2(P)x_n^2}{4} \) in \( L_2(\mathbb{R}^n) \). This operator is compact and has a discrete spectrum. For all these, see [27]. Using the arguments in the proofs of the main theorem in Section 2.4, we know that the eigenvalues and eigenfunctions of the operator defined by \( L_P \) in \( L_2(\mathbb{R}^n) \) are respectively

\[
\sum_{i=1}^{n} (2\alpha_i + 1)\frac{|\lambda_i(P)|}{2}, \quad \alpha \in \mathbb{Z}_+^n
\]

and

\[
H_\alpha(x) = \prod_{i=1}^{n} h_{\alpha_i}(y_i)e^{-\frac{\Delta \phi(P)}{2}(y_i)^2} \text{ where } h_k(x) = e^{x^2/4} \frac{d^k}{dx^k}(e^{-x^2/4}).
\]

The lowest eigenvalue of \( L_P \) is

\[
\Lambda_1 = \sum_{i=1}^{n} |\lambda_i(P)|.
\]

Inequality [53] shows that the eigenvalue \( \lambda - (c(P) + \frac{\Delta \phi(P)}{2}) \) of \( L_P \) in \( L_2(\mathbb{R}^n) \) is at most equals to \( \lambda_1 \). Hence it is equal to \( \lambda_1 \) and the corresponding eigenfunction \( w \) is a positive multiple of \( H_0 \). Since the only maximum point of \( H_0 \) is 0, \( Q^* = 0 \) and \( w = H_0(0) \).

In particular, the previous analysis shows that

\[
\lim_{\epsilon \to 0} \lambda_\epsilon = (c(P) + \frac{\Delta \phi}{2}(P)) + \Lambda_1 = \text{Topological Pressure}.
\]

This implies that a point \( P \) is not charged if the Topological Pressure is not attained at \( P \).
Using the exponential decay of the last lemma, at the point \( P \), where the Topological Pressure is attained, we have
\[
\int_{B_P(\delta)} v_\epsilon^2 d\text{vol}_g = \epsilon^{m/2} \bar{v}_\epsilon^2 \int_{B_{Q_\epsilon}(\delta/\epsilon)} w_\epsilon^2 d\text{vol}_g.
\]
Since the sequence \( w_\epsilon \) converges in \( L_2 \), this implies that the sequence \( \epsilon^{m/2} \bar{v}_\epsilon^2 \) converges and we get,
\[
\lim_{\epsilon \to 0} \epsilon^{m/2} \bar{v}_\epsilon^2 = C(c, \phi).
\]
The concentration coefficient \( c_k \) can be computed, if we denote
\[
c_P = \lim_{\epsilon \to 0} \int_{B_P(\delta)} v_\epsilon^2 d\text{vol}_g = K(c, \phi) \int_{\mathbb{R}^m} w_\epsilon^2.
\]
Using the \( L_2 \) normalization conditions, the Blow up analysis and the fact that the sequence \( v_\epsilon \) converges to zero on any compact sets that does not intersect the critical points where the topological pressure is attained, we get,
\[
1 = K(c, \phi) \sum_{P \in S} \int_{\mathbb{R}^m} w_\epsilon^2 + o(1)
\]
which proves the last part of the theorem. We shall omit the proof of statement \((iv)\) which is similar to the one given at the end of section 2.

Remarks:

1. Can one find explicitly the asymptotic expansion of \( \lambda_\epsilon \),
\[
\lambda_\epsilon = \sum_{k=0}^{\infty} c_k \epsilon^{k/2}.
\]

2. We proved earlier that \( c_0 \) is equal to the Topological Pressure and captures enough information to locate the supports of the possible limit measures. This is surprising because it was not true in the pure potential case. See the section 2.7

4 The general case for the first eigenfunction problem

In this section, we shall consider a special class of vector fields \( b \) such that the limits of the first eigenfunctions \( u_\epsilon \) concentrate on the limit sets of \( b \). In particular if the limit sets of the vector field contains limit cycles, we prove that the weak limits of \( u_\epsilon \) as \( \epsilon \) tends to zero, concentrate on these limit cycles. when a

Here we will consider the following class of vector fields : \( b = \text{grad}_g \mathcal{L} + \Omega \) where \( \Omega \) is a Morse-Smale vector field and \( \mathcal{L} \) is a special type of Lyapunov function of \( \Omega \). We will study the behavior of the first eigenfunction for the operator \( L_\epsilon \) the drift of which is belongs to this class. We will need the following lemma proved in the appendix.
Lemma 8  Given a Morse Smale field $\Omega$ there exists $C^\infty$ Lyapunov functions for $\Omega$, taking the value zero on all the repulsors of $\Omega$ and such that the function $\Psi(\mathcal{L}) = \frac{1}{4} (||\nabla \mathcal{L}||^2_g + \frac{1}{2} < \text{grad}\mathcal{L}, \Omega >_g)$ is positive except on the recurrent set of $\Omega$ where it is zero.

Definition 6  A Lyapunov function with the property stated in lemma 8 will be called a special Lyapunov function.

The main theorem can now be stated:

Theorem 7  On a compact orientable Riemannian manifold $V_m$, consider a Morse-Smale vector field $\Omega$ whose recurrent set consists of the stationary points $P_1, ..., P_M$ and of the periodic orbits $\Gamma_1, ..., \Gamma_N$. $\mathcal{L}$ denotes a special Lyapunov function.

For $\epsilon > 0$ let $\lambda_\epsilon, u_\epsilon$ denotes respectively the first eigenvalue and the associated eigenfunction of the operator

$$L_\epsilon = \epsilon \Delta_g + b\nabla + c, \text{ on } V_m$$

(55)

Then the weak limits of the family of probability measures

$$\frac{e^{-\mathcal{L}/\epsilon} u_\epsilon^2 dV_g}{\int_\mathcal{V} e^{-\mathcal{L}/\epsilon} u_\epsilon^2 dV_g}$$

are of the form

$$\nu = \sum_{j=1}^N \mu_j + \sum_{i=1}^M \gamma_{P_i} \delta_{P_i}$$

where the measures $\mu_j$ are supported by the limit cycle $\Gamma_j$ and the $P_i$’s $1 \leq i \leq N$ are the critical points of $b$. the $\gamma_{P_i}$ are scalars.

$$1 = \sum_{j=1}^N \int_{\Gamma_j} \mu_j + \sum_{i=1}^M \gamma_{P_i}.$$  

Remark.

In a future paper[14], we shall prove that for an appropriate choice of Lyapunov function, no concentration can occur on a set of isolated points on the cycle.

4.0.1  Proof of theorem 2

The proof of theorem 2 will occupy the next two sections. Consider the following transformation $u \rightarrow v$.

$$v = e^{-\frac{\mathcal{L}}{2\epsilon}} u$$

(56)

$$u = e^{\frac{\mathcal{L}}{2\epsilon}} v$$

(57)
and the second order differential operator $L'_\varepsilon$:

$$L'_\varepsilon v = \varepsilon e^{-\frac{\phi}{\varepsilon}} L_\varepsilon (e^{\frac{\phi}{\varepsilon}} v)$$

It is easy to see that:

$$\Delta_g u = e^{\frac{\phi}{\varepsilon}} \left[ (\Delta_g v - \frac{1}{\varepsilon} < \nabla \phi, \nabla v >_g + v_\varepsilon \left( \frac{\Delta_g \phi}{2\varepsilon} - \frac{||\nabla \phi||^2_g}{4\varepsilon^2} \right) \right]$$

and

$$< \nabla u, b>_g = e^{\frac{\phi}{\varepsilon}} \left[ < \nabla v, b>_g + \frac{< \nabla \phi, b>_g}{2\varepsilon} \right]$$

Finally,

$$L'_\varepsilon(v) = e^{\frac{\phi}{\varepsilon}} \left[ \varepsilon \Delta_g v + < b - \nabla \phi, \nabla v >_g + v \left( c + \frac{< \nabla \phi, b>_g}{2\varepsilon} + \frac{\Delta_g \phi}{2} - \frac{||\nabla \phi||^2_g}{4\varepsilon} \right) \right]$$

(58)

Setting $b_\phi = b - \nabla \phi$, we obtain:

$$\varepsilon L'_\varepsilon v = \varepsilon^2 \Delta_g v + \varepsilon < b_\phi, \nabla v >_g + v \left( \varepsilon (c + \frac{\Delta_g \phi}{2}) + \frac{< \nabla \phi, b>_g}{2} - \frac{||\nabla \phi||^2_g}{4} \right)$$

If we set $v_\varepsilon = e^{-\frac{\phi}{\varepsilon}} u_\varepsilon$, the equation

$$\varepsilon \Delta_g u_\varepsilon + < b, \nabla u_\varepsilon >_g + cu_\varepsilon = \lambda_\varepsilon u_\varepsilon$$

becomes:

$$\varepsilon^2 \Delta_g v_\varepsilon + \varepsilon < b_\phi, \nabla v_\varepsilon >_g + c_\varepsilon v_\varepsilon = \varepsilon \lambda_\varepsilon v_\varepsilon, \text{ on } V$$

(59)

where $c_\varepsilon = \varepsilon(c + \frac{\Delta \phi}{2}) + \frac{< \nabla \phi, b_\phi>_g}{2} + \frac{||\nabla \phi||^2_g}{4}$. We set $b_\phi = \Omega$. $c - \frac{\Delta \phi}{2} - \frac{div b_\phi}{2} \geq 0$. Taking $\phi = \mathcal{L}$, a special Lyapunov function for $\Omega$ in the previous paragraph, we will prove that $\varepsilon \lambda_\varepsilon$ tends to the minimum of the function

$$\Psi_{\mathcal{L}} = \frac{(\nabla \mathcal{L})^2}{4} + \frac{(\Omega, \nabla \mathcal{L})}{2}$$

when $\varepsilon$ goes to zero.

**Lemma 9** Under the assumptions of Theorem 7 on the vector field

$$\lim_{\varepsilon \to 0} \varepsilon \lambda_\varepsilon = 0 = \min_V \Psi_{\mathcal{L}}$$

(60)

**Proof:** Multiplying equation (59) by $v_\varepsilon$ and integrating on $V$, we obtain:

$$\int_V [\varepsilon^2 ||\nabla v_\varepsilon||^2_g + (-\frac{\varepsilon \text{div}(b_\phi)}{2} + c_\varepsilon) v_\varepsilon^2] dvol_g = \varepsilon \lambda_\varepsilon \int_V v_\varepsilon^2 dvol_g$$

(61)
Normalize $v_\epsilon$ so that $\int_V v_\epsilon^2 dvol_g = 1$. From equation (61), we obtain that $\lim_{\epsilon \to 0} \epsilon \lambda_\epsilon \geq \min \Psi_\phi$. An upper bound of the function $\epsilon \lambda_\epsilon$, in the case when $\phi = \mathcal{L}$, will be computed using the following two results:

1) Let $S$ be a regular sub-domain of $V$ and $\lambda'_\epsilon(S)$ be the first eigenvalue of $L'_\epsilon$ on $S$ for the homogeneous Dirichlet problem. If there exists a positive number $A$ and a positive function $\psi$ on $S$, zero on the boundary of $S$, such that $L'_\epsilon \psi \leq \epsilon A \psi$, then $\lambda'_\epsilon(S) \leq \epsilon A$ (see [3]).

2) If $\lambda_\epsilon$ is the first eigenvalue of $L_\epsilon$ on $V$, then $\epsilon \lambda_\epsilon \leq \lambda'_\epsilon(S)$. Note that $\epsilon \lambda_\epsilon$ is the first eigenvalue of $L'_\epsilon$ on $V$ (3).

We proceed here with the proof in the case of a limit cycle and leave the case of a singular point, the easier one, to the reader. We construct a test function $\psi$ as follow. Let $\omega$ be a stable limit cycle of $b$. Let $\Gamma = \{ \nabla \phi \neq 0 \}$.

Denoting by $\nabla$ the gradient with respect to $g$, we have:

\[
\frac{\epsilon^2 \Delta_g \psi}{e^{-\mathcal{L}(2\epsilon)}} = \left[ \frac{-\epsilon \Delta_g \mathcal{L}}{2} - \frac{||\nabla \mathcal{L}||_g^2}{4} \right]
\]

\[
L'_\epsilon(\psi) = \epsilon c \psi - e^{-\delta/(2\epsilon)} \left[ \frac{-\epsilon \Delta_g \mathcal{L}}{2} + \nabla \mathcal{L}, \Omega > g - \frac{||\nabla \mathcal{L}||_g^2}{4} \right]
\]

Let $R$ be a positive number,

\[
L'_\epsilon \psi - \epsilon R \psi = e^{-\delta/(2\epsilon)} \left[ \epsilon(c - R)(e^{\frac{-\epsilon}{2\epsilon}} - 1) - \frac{\epsilon \Delta_g \mathcal{L}}{2} - \frac{<\nabla \mathcal{L}, B > g}{2} - \frac{||\nabla \mathcal{L}||_g^2}{4} \right]
\]

Below we shall determine $R$ and $\delta$ so that $L'_\epsilon \psi - \epsilon R \psi \leq 0$. Assume this done, using results 1 and 2 above, with $S = \Gamma_\delta$ we get that $\epsilon \lambda_\epsilon \leq \lambda'_\epsilon(S) \leq \epsilon R$. Hence $\lim_{\epsilon \to 0} \epsilon \lambda_\epsilon = 0$. We use Lemma [14] to determine $R$ and $\delta$. We get that up to terms of order four at least, using appendix I,

\[
L'_\epsilon \phi - \epsilon R \phi = e^{-\delta/(2\epsilon)} (\epsilon(c - R)(e^{\frac{-\epsilon}{2\epsilon}} - 1) - \epsilon tr_g A - (1 - \mu/2) ||A_x||^2)
\]

We set $\delta = 2\alpha \epsilon$ where $\alpha$ will be determined later. There are two cases. If $\mathcal{L} \leq \alpha \epsilon$, then $e^{\frac{-\epsilon}{2\epsilon}} - 1 \geq e^{\frac{-\epsilon}{2\epsilon}} - 1$ and we can choose $\alpha$ so that $(e^{\frac{-\epsilon}{2\epsilon}} - 1)$ is arbitrarily large. $||A_x||^2 \leq C \epsilon$ where $C > 0$ depends only on the matrix $A$ and $\alpha$. When $\epsilon$ converges to zero, for $R$ big enough and $\mathcal{L} \leq \alpha \epsilon$,

\[
L'_\epsilon \phi - \epsilon R \phi \leq \epsilon [(c - R)(e^{\frac{-\epsilon}{2\epsilon}} - 1) + |tr_g A|] \leq 0
\]
When $\mathcal{L} \geq \alpha \epsilon$, then
\[(c-R)(\frac{\frac{\mathcal{L}}{L}}{\sqrt{R}} - 1) \leq 0 \text{ for } R \text{ large enough}
\]
and:
\[L' \epsilon \phi - \epsilon R \phi \leq \epsilon (\text{tr}_g A - (1 - \frac{\mu}{2})a_1 \alpha).\]

Because $L(x) \geq \alpha \epsilon$, it implies that $\|Ax\|^2 \geq a_1 \alpha \epsilon$, where $a_1$ depends only on the matrix $A$. Finally $L' \phi - \epsilon R \phi \leq 0$ if $\frac{\text{tr}_g A}{(1 - \frac{\mu}{2})a_1} \leq \alpha$. Hence for $R$ large enough, $L' \phi - \epsilon R \phi \leq 0$ in $\Gamma_\delta$. Using the results of (9), we obtain that $\epsilon \lambda_\epsilon \leq \lambda_\epsilon (\Gamma_\epsilon) \leq \epsilon R$. This ends the proof of Lemma 9.

Now we will prove that any weak limit of $v_\epsilon^2 dvol_g/\int_V v_\epsilon^2 dvol_g$ as $\epsilon$ goes to zero, concentrates on the limit sets of $\text{b}$.

**Lemma 10** All weak limits of measures $v_\epsilon^2 dvol_g/\int_V v_\epsilon^2 dvol_g$ as $\epsilon$ goes to zero, are concentrated on the minimum set of the function $\Psi_\mathcal{L}$.

**Remark.**
By construction $\Psi_\mathcal{L}$ attains its minimum on the limit sets of $\Omega$ only and this minimum is zero (note that on a repulsive set, $L$ is maximal, and $\Psi_\mathcal{L}$ is also zero).

**Proof of the Lemma 10.**
Proceeding as in the self-adjoint case, we multiply equation (59) by $v_\epsilon \phi$, where $\phi$ is an arbitrary test function. We obtain after integration by parts:
\[\epsilon^2 \int_V \left[ \phi ||\nabla v_\epsilon||^2_g + (c_\epsilon \phi - \epsilon^2 \Delta \phi / 2 - \epsilon \text{div}(\Omega \phi))v_\epsilon^2 \right] = \epsilon \lambda_\epsilon \int_V \phi v_\epsilon^2 \]
c_\epsilon converges to $\Psi_\mathcal{L}$ and $\epsilon \lambda_\epsilon$ to $0 = \min_{V} \Psi_\mathcal{L}$ as $\epsilon$ goes to zero.

Let $\mu$ be a weak limit of the measures $v_\epsilon^2 dvol_g$ then
\[\int_V \phi (\min_{V} \Psi_\mathcal{L} - \Psi_\mathcal{L}) d\mu = 0 \hspace{1cm} (62)\]

Since equation (62) is true for any test function $\phi, d\mu = 0$ on the open set where $\Psi_\mathcal{L} \neq \min_{V} \Psi_\mathcal{L}$. This shows that the support of $\mu$ is contained in the limit set of $\Omega$. Let $S_1,...,S_p$ be the stationary points of $\Omega$ and let $\Gamma_1,...,\Gamma_q$ be the limit cycles. We have the decomposition:
\[\mu = \sum_{j=1}^{p} \gamma_j^2 \delta_{S_j} + \sum_{k=1}^{q} \mu_k\]

where $\mu_k$ is a measure supported by $\Gamma_k$. 
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4.0.2 Remarks on the limit measures

We end this section with two remarks. An interesting question is whether the repulsive sets can be charged by limit measures. Were it to happen this is similar to the fact, well-known in the large deviations theory, that the trajectories of a stochastic system can exit with a positive probability the basin of attraction of an attractor of its drift. The boundary of the basin plays the role of the repulsive sets here. In other words a particle moving according to such a system can escape from the basin of attraction.

The second remark deals with the relations between the limit measures whose existence was shown above, and the measures, called equilibrium measures, which maximize the topological pressure $P$, defined in the introduction. More precisely $P$ is given by the formula:

$$P = \sup_{\nu \in M} \left[ h_\nu(F^1) + \int_V (c + \phi^u) d\nu \right]$$

where $M$ is the set of probability measures invariant by the flow of the drift. A measure $\mu \in M$ is an equilibrium measure if it maximizes $h_\nu(F^1) + \int_V (c + \phi^u) d\nu$. For more explanations see([22]).

4.1 Final Remark

The characterization of the set of possible limit measure in the nonvariational case is studied in [14], where we prove that the concentration can occur along some submanifolds of the recurrent sets of a hyperbolic field $b$. In some cases, we are able to show that the measure is absolutely continuous with respect to the Hausdorff measure induced on the set. The order at which the Lyapunov function vanishes, in the neighborhood of the recurrences, play the role of a filter that allows the eigensequence to concentrate only along a subset where the topological pressure is achieved.

5 Appendix 1

In this appendix, we give the construction of Lyapunov functions for Morse-Smale vector field satisfying the condition $\frac{1}{4}(\|\nabla L\|_g^2 + 2 \cdot \frac{\nabla L, b}{g} > 0) > 0$. We start by a local construction near the recurrent sets and then give a global construction on a compact Riemannian manifold.

5.1 Local construction of Lyapunov functions

Lemma 11 Given a Riemannian manifold $(V, g)$, of dimension $n$ and a vector field $b$ on $V$, for any hyperbolic stationary point of $b$ or hyperbolic periodic orbit there exists a local Lyapunov function $L$ at that point or periodic orbit such that on the domain of definition of $L$ outside the set of hyperbolic points and periodic orbits, $\Psi(L) = \frac{1}{4}(\|\nabla L\|_g^2 + 2 \cdot \frac{\nabla L, b}{g} > 0) > 0$. 
Since $\Omega$ is a Morse-Smale vector field, the limit sets are contained in the union of critical points and limit cycles. We refer to Kamin (see [17, 18] for the construction of $L$ in the case of a critical attractive point of the field.

First we construct $L$ near an attractive orientable periodic orbit $\Gamma$. Then the normal bundle $N$ to $\Gamma$ is trivial. Denote by $T$ the minimal period of $\Gamma$. Let $p: \mathbb{R} \to V$, be a periodic trajectory of period $T$, the image of which is $\Gamma$. We consider a Fermi coordinate system $(\theta, x_1, ..., x_{n-1})$ in a neighborhood $U$ of the cycle. $\theta$ is the cyclic coordinate and $(e_1(\theta), ..., e_{n-1}(\theta))$ is the corresponding orthonormal frame field trivializing the normal bundle of $\Gamma$ i.e. $dx^i(e_j) = \delta_{ij}$, the Kronecker symbol, $1 \leq i, j \leq n - 1$. If $\xi$ is a point in the domain $U$ of this coordinate system,

$$\xi = \exp_p(\theta(\xi))\left[\sum_{i=1}^{n-1} x_i(\xi)e_i(\theta(\xi))\right]$$

In these coordinates:

$$g = \sum_{i,j=0}^{n-1} g_{ij}dx^i dx^j,$$

where we set $dx_0 = d\theta$. Along the cycle, $g_{ij}(\theta, 0) = \delta_{ij}$, $1 \leq i, j \leq n - 1$, $g_{0j}(\theta, 0) = g_{j0}(\theta, 0) = 0, 1 \leq j \leq n - 1$. The Christoffel symbols associated to the coordinates $(x_1, ..., x_{n-1})$ are zero along $\Gamma : \Gamma^k_{ij}(\theta, 0) = 0$, for $i, j, k \in \{1..n-1\}$. In a neighborhood of $\Gamma$, $g_{ij}(\theta, x) = \delta_{ij} + O(d(x))$. In this coordinates the equation $\frac{d\xi}{dt} = \Omega(\xi)$ can be written as follows:

$$\dot{\theta} = 1 + O(d(x)) \quad (64)$$
$$\dot{x} = B(\theta)x + O(d^2(x)) \quad (65)$$

The solutions are given by

$$\theta(t) = \theta(\xi(t)), x_i(t) = x_i(\xi(t)), 1 \leq i \leq n - 1,$$

where $\xi$ is trajectory of $b$ and $d(x)$ is the distance from $x$ to $\Gamma$, $B(\theta)$ is a $(n-1)\times(n-1)$ matrix-valued function.

Consider the solution $X: \mathbb{R} \to GL[n - 1; \mathbb{R}]$ of the matrix equation $\dot{X} = B(\theta)X$ such that $X(0) = Id_{n-1}$. Then there exist a (in general complex) matrix $D$ and a matrix function $P: \theta \in \mathbb{R} \to P(\theta) \in M[(n-1)x(n-1); \mathbb{C}]$, such that $X(\theta) = P(\theta)e^{\theta D}$ for all $\theta \in \mathbb{R}$. Because the orbit $\Gamma$ is hyperbolic and attractive, the real parts of the eigenvalues of $D$ are negative: the eigenvalues of $D$ are exactly the characteristic multipliers of the orbit.

Denote by $D^*$ the complex conjugate transpose of $D$. Let $\mu$ be a strictly positive parameter. Consider the matrix Lyapunov equation in the unknown matrix $A$:

$$AD + D^*A = -\mu A^2.$$  

It is well known that there exists a symmetric positive definite $(n-1)x(n-1)$ matrix $A$ solution of this equation, given by the formula:

$$A^{-1} = \mu \int_{0}^{+\infty} e^{tD} e^{tD^*} dt.$$
We define a local Lyapunov function \( \mathcal{L} : \mathcal{U} \to \mathbb{R} \) as follows: if \( \xi \in \mathcal{U} \);

\[
\xi = \exp_{\mathcal{U}}(\sum_{k=1}^{n-1} x_k(\xi)e_k(\theta(\xi))),
\]

then: \( \mathcal{L} = (AX, X)_{\mathbb{R}^{n-1}} \) where \( X = \text{P}(\theta(\xi)^{-1}(x_1(\xi), ..., x_{n-1}(\xi))) \) and the bar denotes the complex conjugate. Let \( \xi : t \in \mathbb{R}_+ \to \xi(t) \in \mathcal{V} \), be a positive semi-trajectory of \( b \) contained in \( \mathcal{U} \) and let \( X(t) = \text{P}(\theta(\xi))^{-1}(x_1(\xi(t)), ..., x_{n-1}(\xi(t))) \).

\[
\frac{dX(t)}{dt} = BX(t) + O(||X(t)||^2)
\]

\[
\frac{d\mathcal{L}(\xi(t))}{dt} = (A\frac{dX(t)}{dt}, \overline{X(t)}) + (AX(t), \frac{d\overline{X(t)}}{dt})
\]

\[
\frac{d\mathcal{L}(\xi(t))}{dt} = (AD + D^*A)X(t), \overline{X(t)} + O(||X(t)||^3)
\]

\[
\frac{d\mathcal{L}(\xi(t))}{dt} = -\lambda(AX(t), \overline{AX(t)}) + O(||X(t)||^3)
\]

where for \( U, V \in \mathbb{C}^{(n-1)} \), \( (U, V) = \sum_{k=1}^{n-1} U_k V_k \). Hence \( \mathcal{L} \) is decreasing along the trajectories of the field \( b \) in a sufficiently small neighborhood of \( \Gamma \).

\[
\left( \nabla \mathcal{L}(\xi(t)), b(\xi(t)) \right) = (AX(t), \overline{AX(t)}) + O(||X(t)||^3)
\]

\[
\left( \nabla \mathcal{L}(\xi(t)), \nabla \mathcal{L}(\xi(t)) \right) = 4(AX(t), \overline{AX(t)}) + O(||X(t)||^3)
\]

and

\[
\Delta \mathcal{L} = -2\text{tr}(A).
\]

Recall that \( \Psi(L) = \frac{||\nabla L||^2}{4} + \frac{(\nabla L \cdot \Omega)}{2} \) and thus

\[
\Psi() = (1 - \lambda/2)(AX(t), \overline{AX(t)}) + O(||X(t)||^3).
\]

For \( 1 - \lambda/2 > 0 \), \( \Psi(L) \) is strictly positive in the neighborhood of the cycle.

Assume now that we have a periodic orbit \( \gamma \) of \( b \) with minimal period \( T \) which reverses the orientation. Let \( \Pi : \Gamma \to V \) be the covering of \( V \) associated to the cyclic subgroup of \( \pi_1(V) \) generated by \( 2[\gamma] \) (\( [\gamma] \) = homotopy class of \( \gamma \)). This is a Galois covering space with group \( \mathbb{Z}_2 \). Denote by \( i \) the nontrivial deck transformation of this covering. \( g \) and \( b \) have unique lifting to \( V \) still denoted by \( g \) and \( b \). \( \Gamma = \Pi^{-1}(\gamma) \) is a periodic orbit of the lifting of \( b \) (i.e) \( b \) of minimal period \( 2T \). We can apply the preceding construction to \( \Gamma \) but with extra care here because of the deck involution \( i \). \( g \) and \( b \) are invariant by \( i \). We choose the neighborhood \( \mathcal{U} \) invariant by \( i \) and the Fermi coordinate system so that:

\[
Tie_k(\theta) = e_k(\theta + T) \quad \text{for } 0 \leq k \leq (n-1)
\]
Then the previous construction produces a Lyapunov function $L$ for the lifting of $b$ in a neighborhood of $\Gamma$. This function is invariant by the Galois group of the covering and hence can be pushed down by $\Pi$ to a Lyapunov function $L$ of $b$ in a neighborhood of $\gamma: L = L \circ \Pi$.

For repulsive orbits the same construction applies changing $b$ into $-b$. Finally the general case of a general hyperbolic periodic orbit $\Gamma$ can be easily handled by noticing that $\Gamma$ has a basis of open neighborhoods $U$ such that $U$ is diffeomorphic to the fiber product over $\Gamma$ of $U \cap W^s(\Gamma)$ and $U \cap W^u(\Gamma)$ and then "patching up" the Lyapunov functions constructed above for the restrictions of $b$ to the stable and unstable manifolds $W^s(\Gamma), W^u(\Gamma)$ of $\Gamma$.

More precisely, due to the transversal intersection of the stable manifold with the unstable manifold at the hyperbolic set, a Lyapunov function is built in each set as follows: $N^s$ (resp. $N^u$) denotes the normal bundle of the stable (resp. unstable) manifold at $\Gamma$. Inside each normal fiber, a Lyapunov function is found. The coordinate system at a point $\xi \in U$ is such that $\xi = \exp_{\rho(\theta(\xi))} \left( \sum_{k=1}^{n_s-1} x_k(\xi)e_k(\theta(\xi)) \right) = \exp_{\rho(\theta(\xi))} [X_s + X_u]$ then as in the first part of the lemma, we can defined find two matrices $A_u$ and $A_s$ solving the matrix Lyapunov equation in each subspace $N^u$ and $N^s$ respectively. If we denote $n_u = \dim N^u$ and, $n_s = \dim N^s$, then $n_u + n_s - 1 = n$ and we can now define the Lyapunov function $L$ by: $L(\xi) = (A_sY_s, \bar{Y}_s)_{\mathbb{R}^{(n_s)}} - (A_uY_u, \bar{Y}_u)_{\mathbb{R}^{(n_u)}}$ where $Y_u = P_u (\theta(\xi)^{-1}(x_1(\xi), ..., x_{n_u}(\xi)))$ and $Y_s = P_s (\theta(\xi)^{-1}(x_{n_u+1}(\xi), ..., x_{n}(\xi)))$. Here $P_u$ and $P_s$ are two matrices defined as in the first part of the Lemma for the solution of the matrix equation in each normal bundle. From the construction, it follows that $L$ is positive and decays along the trajectory of the vector field.

We can repeat this type of construction locally in any neighborhood of a limit set of the field. Indeed since the limit set is hyperbolic, the construction of the function $L$ is possible on each attractive or repulsive fiber and due to the transversal intersection we can match the construction and the function $L$ vanishes only on the limit set in these neighborhoods. Outside the limit set, there is a large choice of extensions of the function $L$.

### 5.2 Global construction of Lyapunov functions

In this section we prove the existence of a global Lyapunov function, assuming the existence of a local one (proved in the last section).

$M$ is a $C^\infty$ compact Riemannian manifold and $\phi_t$, a Morse-Smale flow. $F$ is the vector field on $V$, generator of the flow. Let us denote by $\Omega$ the limit set of the flow. $\Omega$ is endowed with a partial order as follows: if $\omega_1, \omega_2$ belong to $\Omega$, $\omega_1 \succ \omega_2$ if there exists a trajectory the $\alpha-$limit set of which is $\omega_1$ and the $\omega-$limit set is $\omega_2$. This partial order determines a filtration of $\Omega$: $\Omega = \Omega_0 \supset \Omega_1 \supset ... \supset \Omega_m$ as follows: Let $\Omega_{0,max}$ be the set of all maximal elements of $\Omega$. Set $\Omega_1 = \Omega - \Omega_{0,max}$. Let $\Omega_{1,max}$ be the set of the maximal elements of $\Omega_1$. Set $\Omega_2 = \Omega_1 - \Omega_{1,max}$ and so on. When $\Omega_n$ has been defined, let $\Omega_{n,max}$ be the set of all maximal elements of $\Omega_n$. Set $\Omega_{n+1} = \Omega_n - \Omega_{n,max}$. This filtration ends at a certain m.
$\Omega_m$ is the set of all minimal elements of $\Omega$.

### 5.2.1 Local Lyapunov functions

A strict Lyapunov function for $F$ on an open subset $O$ of $M$ is a $C^\infty$ function $L : O \to M$ such that $dL(F) < 0$ in $O - \Omega$. For $\omega \in \Omega$ there exists two relatively compact neighborhoods $O_\omega$ and $\bar{O}_\omega$ of $\omega$ in $M_n$ such that the closure $\bar{O}_\omega$ of $O_\omega$ in $M$, is contained in $\bar{O}_\omega$ and a strict Lyapunov function $L_\omega : \bar{O}_\omega \to \mathbb{R}$ such that:

1. $\bar{O}_\omega \cap \bar{O}_{\omega'} = \emptyset$, for $\omega, \omega' \in \Omega$, $\omega \neq \omega'$.
2. The boundary $\partial O_\omega$ is the union of $\partial s O_\omega \cup \partial u O_\omega \cup \partial t O_\omega$ where the three components are compact codimension 1 submanifolds with boundaries $\partial \partial s O_{\phi}, \partial \partial u O_\omega, \partial \partial t O_\omega$ such that $\partial \partial s O_\omega \cup \partial \partial u O_\omega = \partial \partial t O_\omega$ and $\partial s O_\omega \cap \partial u O_\omega = \emptyset$.
3. $\partial s O_\omega$ and $\partial u O_\omega$ are transversal to the flow and $\partial t O_\omega$ is foliated by arcs of trajectories of the flow $\phi_t$ linking $\partial s O_\omega$ to $\partial u O_\omega$.
4. $L_\omega$ is constant on $\partial s O_\omega$ and $\partial u O_{\phi}$.
5. $\partial s O_\omega \cap W^s(\omega)$ (resp. $\partial u O_\omega \cap W^u(\omega)$) is a compact $C^\infty$ submanifold contained in $W^s(\omega)$ (resp. $W^u(\omega)$) which is a section of the restriction of the flow to $W^s(\omega)$ (resp. $W^u(\omega)$). If $\omega$ is maximal in $\Omega$, $\partial t O_{\omega} = \emptyset = \partial s O_{\omega}$. If $\omega$ is minimal in $\Omega$, $\partial t O_{\omega} = \emptyset = \partial s O_{\omega}$.

### 5.2.2 Construction of the global Lyapunov function

The construction is inductive. To fix the ideas, we can always assume that, if $\omega$ is neither maximal nor minimal, $L_\omega(\partial s O_\omega) = 1$, $L_\omega(\partial u O_\omega) = -1$, $L_\omega(\bar{O}_\omega) = [-1, 1]$.

In the case $\omega$ is maximal, we can assume that $O_\omega$ is an open ball whose boundary $\partial u O_\omega \{ L_\omega(\omega) = 0 \}$ is a sphere that $L_\omega(\omega) = -1$ and $L_\omega(\bar{O}_\omega) = [-1, 0]$.

In the case $\omega$ is minimal, we can assume that $O_\omega$ is an open ball whose boundary $\partial s O_\omega$ is a sphere $\{ L_\omega(\omega) = 0 \}$, that $L_\omega(\omega) = 1$ and $L_\omega(\bar{O}_\omega) = [0, 1]$.

The construction starts as follows: Let $M_0 = \{ \cup O_\omega | \omega \in \Omega_0^{max} \}$. $M_0$ is a compact manifold with boundary $\{ \cup \partial O_\omega | \omega \in \Omega_0^{max} \}$. Define $L_0 : M_0 \to \mathbb{R}$, as follows $L_0|_{O_\omega} = L_\omega$.

It is clear that

1. $M_0 \cap \cup \{ \bar{O}_\omega, \omega \in \Omega_1 \} = \emptyset$
2. $M_0$ is a sub-manifold of codimension 0 with boundary $\partial M_0$.
3. $L_0$ is a strict Lyapunov function on $M_0$ and $L_0(\partial M_0) = -1$

Assume now that we have constructed a sub-manifold $M_n$ of codimension 0 in $M$ with boundary $\partial M_n$, and a strict Lyapunov function $L_n : M_n \to \mathbb{R}$, such that:

1. $M_n$ contains $\cup_{k=0}^{\omega} O_{k-1}^{max}$ in its interior and $M - M_n \supset \cup \{ \bar{O}_\omega | \omega \in \Omega_{n+1} \}$
2. $L_n$ is a constant on $\partial M_n$ and equal to $c_n$, say.

For each $\omega \in \Omega_{n+1}^{max}$ let $V_\omega = \partial M_n \cap \cup \{ \phi_{-t}(\partial s O_\omega) \} | t \geq 0 \}$. Then $V_\omega$ is a compact sub-manifold of $\partial M_n$ of codimension 0 with boundary $\partial V_\omega = \partial V_n \cap \cup \{ \phi_{-t}(\partial s O_\omega) \} | t \geq 0 \}$ in $\partial M_n$.

Also

1. $V_\omega \cap V_{\omega'} = \emptyset$ for $\omega, \omega' \in \Omega_{n+1}^{max}$ and $\omega \neq \omega'$
2. $V_\omega$ contains the manifold $\partial M_n \cup W^s_{\omega}$ in its interior.
There is for each $\omega \in \Omega_{n+1}^{\max}$ a $C^\infty$ function $T_{s,\omega} : V_\omega \to ]0, +\infty[ \ such \ that \ for \ any \ x \in V_\omega$, $\phi(t,x) \notin \bar{O}_\omega$, $0 \leq t \leq T_{s,\omega}(x)$ and $\phi(T_{s,\omega}(x),x) \in \partial sO_\Omega$.

Let $\epsilon$ be a small positive number $\epsilon \in \text{inf}_{x \in V_\omega} T_{s,\omega}(x)$ and let $D^1_\omega \subset \mathbb{R} \times V_\omega$ be the subset 
$\{(t,x) | x \in V_\omega, -\epsilon \leq t \leq T_{s,\omega}(x)\}$. $\phi$ maps $D^1_\omega$ diffeomorphically into $M_n$. $D^1_\omega$ and $\phi(D^1_\omega)$ are manifolds with corners.

We can choose a $C^\infty$ function $\hat{c}_\omega : D^1_\omega \to ]0, +\infty[$ such that
(i) if $x \in V_\omega$ and $-\epsilon \leq t \leq 0$, $\hat{c}_\omega(t,x) = -\frac{d}{dt} L_n(\phi_t)$
(ii) if $x \in V_\omega$ and $\epsilon \leq t \leq T_{s,\omega}(x)$, $\hat{c}_\omega(t,x) = -\frac{d}{dt} L_\omega(\phi_t)$. $L_\omega$ is defined on a neighborhood of $\partial sO_\Omega$.

Let
$$\Gamma = \sup_{\omega \in \Omega_{n+1}^{\max} \cap \partial sO_\Omega} \int_0^{T_{s,\omega}(x)} \hat{c}_\omega(t,x) dt.$$  

Define now a function $\lambda_\omega : V_\omega \to ]0, +\infty[ \ by \ the \ formula \ \lambda_\omega(x) = \frac{T_{s,\omega}(x) - \epsilon}{\Gamma - \int_0^{T_{s,\omega}(x)} \hat{c}_\omega(t,x) dt}$. It is a $C^\infty$ function.

Let $u$ be a $C^\infty$ function $\mathbb{R} \to ]0, +\infty[ \ such \ that \ \sup u \in ]0, 1[$ and $\int_0^1 u = 1$. Let us define the function $a_\omega : D^1_\omega \to ]0, +\infty[$, as follows $a_\omega(t,x) = \lambda_\omega(x) u(\frac{t}{T_{s,\omega}(x) - \epsilon})$. It is a $C^\infty$ function. Define $c_\omega : D^1_\omega \to ]0, +\infty[$ as the sum $\hat{c}_\omega + a_\omega$ then

(i) $\int_0^{T_{s,\omega}(x)} c_\omega(t,x) dt = \Gamma$
(ii) $c_\omega(t,x) = -\frac{d}{dt} L_n(\phi_t(x))$ for all $x \in V_\omega$ and $-\epsilon \leq t \leq 0$.
(iii) $c_\omega(t,x) = -\frac{d}{dt} L_\omega(\phi_t(x))$ for all $x \in V_\omega$ and $\epsilon \leq t \leq T_{s,\omega}(x)$.
(iii) implies that for all $x \in V_\omega$ all $t$ such that $\epsilon \leq t \leq T_{s,\omega}(x)$,
$$\int_0^t c_\omega(s,x) ds = \int_0^{T_{s,\omega}(x)} c_\omega(t,x) dt + \int_0^t c_\omega(t,x) dt = \Gamma - \int_0^t \frac{d}{dt} L_\omega(\phi_t(x)) \quad (68)$$
$$= \Gamma + L_\omega(\phi_{T_{s,\omega}(x)}(x)) - L_\omega(\phi_t(x), x) = \Gamma + 1 - L_\omega(\phi_t(x), x) \quad (69)$$

For each $\omega \in \Omega_{n+1}^{\max}$ let $U_\omega = \phi(D^1_\omega) \cup \bar{O}_\omega$. Define a function $\hat{\omega} : U_\omega \to \mathbb{R}$ as follows:
if $y \in \phi(D^1_\omega)$, $y = \phi_t(x), -\epsilon \leq t \leq T_{s,\omega}(x)$, $\hat{\omega}(y) = c_n - \int_0^t c_\omega(s,x) ds$. If $y \in \bar{O}_\omega$, $\hat{\omega}(y) = c_n - \Gamma - 1 + L_\omega(\phi_t(x))$. It is easy to see that $\hat{\omega}$ is a strict Lyapunov function on $U_\omega$ and $\hat{\omega} = c_n$.

We will now proceed with the construction of $M$. For each $\omega \in \Omega_{n+1}^{\max}$, let $CV_\omega$ be a collar for $\partial V_\omega$ in $V_\omega$ such that $W^s(V_\omega) \cap \partial M_n \subset V_\omega - CV_\omega$. There exists a $C^\infty$ function $T_{u,\omega} : CV_\omega \to ]0, +\infty[ \ such \ that \ \phi(t,x) \notin \partial uO_\omega$ if $-\epsilon \leq t < T_{u,\omega}$ and $\phi(T_{u,\omega}(x),x) \in \partial sO_\omega$.

Let
$$N_n = (\partial M_n - \cup\{V_w, \omega \in \Omega_{n+1}^{\max}\}) \cup \{CV_\omega | w \in \Omega_{n+1}^{\max}\}$$

$N_n$ is a submanifold of codimension 0 with boundary in $\partial M_n$. It is easy to construct a $C^\infty$ function $T_u : N_n \to ]0, +\infty[, \ such \ that \ T_u = T_{u,\omega}$ for any $\omega \in \Omega_{n+1}^{\max}$. Let $D^u = \{(t,x), x \in N_n, 0 \leq t \leq T_u(x)\}$, $\phi$ maps $D^u$ diffeomorphically on a manifold with corners of dimension
0 in $M$. Then we can construct a $C^\infty$ function $\tilde{c} : N_n \to ]0, +\infty[$ such that:

$$\tilde{c}(t, x) = -\frac{d\tilde{\mathcal{L}}_\omega}{dt}$$

Let $\tilde{\gamma} : N_n \to ]0, +\infty[$ be the function $\tilde{\gamma}(x) = \int_0^{T_u(x)} \tilde{c}(t, x)dt$. $\tilde{\gamma}$ is a $C^\infty$ function. We define $c : N_n \to ]0, +\infty[$ as follows:

$$c(t, x) = \frac{\tilde{c}(t, x)}{\tilde{\gamma}(x)} (\Gamma + 2)$$

then $c$ is a $C^\infty$ function and $\int_0^{T_u(x)} c(t, x) = \Gamma + 2$. If $\omega \in \Omega_{n+1}^{\max}$ and $x \in CV_\omega$,

$$\tilde{\gamma}(x) = \int_0^{T_u(x)} c(t, x) = \int_0^{T_u(x)} -\frac{d\tilde{\mathcal{L}}_\omega(\phi_t(x))}{dt} = \hat{\mathcal{L}}_\omega(x) - \hat{\mathcal{L}}_\omega(\phi_{T_u}(x))$$  \hspace{1cm} (70)

Hence for $\omega \in \Omega_{n+1}^{\max}, c \in CV_\omega, -\epsilon \leq t \leq T_u(x), c(t, x) = \tilde{c}(t, x) = -\frac{d\hat{\mathcal{L}}_\omega(\phi_t(x))}{dt}$.

Let

$$M_{n+1} = M_n \cup \phi(D^n) \cup \{ \cup \mathcal{U}_\omega | \omega \in \Omega_{n+1}^{\max} \}.$$  

Define $\mathcal{L}_{n+1} : M_{n+1} \to \mathbb{R}$ as follows: if $y \in M_n$, $\mathcal{L}_{n+1}(y) = \mathcal{L}_n(y)$ if $y \in D^n$, $y = \phi_t(x), x \in N_\omega$, $\mathcal{L}_{n+1}(y) = c_{n+1} - \int_0^t c(\tau, x)d\tau$ and if $y \in \mathcal{U}_\omega, \omega \in \Omega_{n+1}^{\max}, \mathcal{L}_{n+1}(y) = \hat{\mathcal{L}}_\omega(y)$.

This function is well defined and $C^\infty$. If $y \in \phi(D^n) \cap \omega \in \Omega_{n+1}^{\max} \cup \mathcal{U}_\omega$, then $y = \phi_t(x), x \in CV_\omega$ for $0 \leq t \leq T_u(x) = T_{u, \omega}(x)$, but then

$$c_n - \int_0^t c(\tau, x)d\tau = c_n + \int_0^t \frac{d\mathcal{L}_\omega(\phi_t(x))}{dv} = c_n + \hat{\mathcal{L}}_\omega(\phi_t(x)) - \hat{\mathcal{L}}_\omega(x) = \hat{\mathcal{L}}_\omega(y)$$

By construction, $\mathcal{L}_{n+1}$ is a strict Lyapunov function on $M_{n+1}$. $M_{n+1}$ is a manifold of codimension 0 in $M$ with boundary $\partial M_{n+1} = \cup \{ \partial_\omega O_\omega | \omega \in \Omega_{n+1}^{\max} \} \cup \tilde{N}$ where $\tilde{N} = \{ \phi(T_u(x), x) \mid x \in N \}$. If $y \in \partial_\omega O_\omega \cap \tilde{N}$ then $y = \phi(T_u(x), x)$, for some $x \in CV_\omega. T_u(x) = T_{u, \omega}(x)$. We have $\partial M_{n+1} = \mathcal{L}_{n+1}^{-1}(c_{n+1})$, where $c_{n+1} = c_{n+1} - \Gamma - 2$.

Finally, we remark that $b$ MS is equivalent to $\Omega$ MS, when

$$b = \Omega + \nabla \mathcal{L}.$$  

### 5.3 Appendix 2

In this appendix we are going to provide the estimates needed in (*). On the Riemannian manifold $(V, g)$ consider an operator of the form:

$$L = \varepsilon \Delta_g + \varepsilon \theta(b) + (\psi + \sqrt{\varepsilon} c_\varepsilon),$$
where \( \psi \) is a non negative function on \( V \) and \( c_\varepsilon, \varepsilon \in [0,1] \), is an arbitrary function on \( V \), parametrized by \( \varepsilon \), smooth in all the variables.

We assume that we have a family \( \{ u_\varepsilon | \varepsilon \in [0,1] \} \) of smooth functions on \( V \) such that: 
\[
u_\varepsilon \geq 0 \text{ for all } \varepsilon \text{ and } \varepsilon \Delta_g u_\varepsilon + \varepsilon \theta(b) u_\varepsilon + (\psi + \sqrt{\varepsilon} c_\varepsilon) u_\varepsilon = 0
\]

Then we can state a lemma:

**Lemma 12** There exists constants \( C, \varepsilon_0>0 \), depending only on \( g, b, \psi \), and \( \max |c_\varepsilon| \) (but independent of \( \varepsilon \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \![0,1] \times V\)

and a universal mapping \( \gamma : \mathbb{N}_+ \rightarrow \mathbb{N}_+ \), such that for each integer \( n \in \mathbb{N}^+ \), for all \( x \in V_\psi(= \{ z | z \in V, \psi(z) \neq 0 \} ) \), all \( \varepsilon \in [0,\varepsilon_0] \):
\[
u_\varepsilon(x) \leq (\max_{V} u_\varepsilon) \frac{\gamma(n)(C\varepsilon)^{\frac{n}{2}}}{\psi^n}
\]

It follows that at any \( x \in V_\psi \), \( u_\varepsilon(x) \) tends to zero faster than any power of \( \varepsilon \) and the convergence is uniform on any compact in \( V_\psi \).

**Proof.**

The proof will use be an induction on \( n \). Given any smooth functions \( f, h \) on \( V \) we have:
\[
f[\varepsilon \Delta_g h + \varepsilon \theta(b) h] = \varepsilon \Delta_g (fh) + \varepsilon \theta(\hat{b}) (fh) - fh \left[ \frac{\Delta_g f}{f} + 2 \varepsilon \frac{||\nabla f||^2}{f^2} + \varepsilon \frac{\theta(b)f}{f} \right]
\]
\[
f[\varepsilon \Delta_g h + \varepsilon \theta(b) h] = \varepsilon \Delta_g (fh) + \varepsilon \theta(\hat{b}) (fh) - fh \left[ \frac{\Delta_g f}{f} + \varepsilon \frac{\theta(b)f}{f} \right]
\]
on \( V_f \),

where \( \hat{b} = b + 2 \frac{\nabla f}{f} \), \( V_f = \{ x | x \in V, f(x) \neq 0 \} \). For each \( n \in \mathbb{Z}_+ \), set \( v_n = \psi^n u_\varepsilon \). Write:
\[
\psi^n \left[ \varepsilon \Delta_g u_\varepsilon + \varepsilon \theta(b) u_\varepsilon + (\psi + \sqrt{\varepsilon} c) u_\varepsilon \right] = \frac{\psi^{n+1}}{\psi} \varepsilon \left[ \Delta_g u_\varepsilon + \theta(b) u_\varepsilon + (\psi + \sqrt{\varepsilon} c) u_\varepsilon \psi^n \right]
\]
on \( V_\psi \).

Applying the formula\(^{[72]}\) to \(^{[74]}\) taking \( f=\psi^{n+1} \) and \( h=u_\varepsilon \), we get, for \( n \geq 2 \):
\[
\frac{1}{\psi} \varepsilon \left[ \Delta_g v_{n+1} + \theta(\hat{b}) v_{n+1} \right] + v_{n+1} + \sqrt{\varepsilon} c v_n - (n+1) \varepsilon \left[ \theta(b) \psi \right] + \Delta_g \psi |v_{n-1}
\]
\[
\non V_\psi.
\]

Let \( M_n = \max_{V} v_n \). Note that \( M_0 = \max_{V} u_\varepsilon \). Choose a point \( P \in V \) such that \( M_{n+1} = v_{n+1}(P) \).

Note that \( \psi(P) \neq 0 \). Evaluate the equation\(^{[75]}\) at \( P \).
\[
\varepsilon \left[ \Delta_g v_{n+1}(P) + \theta(\hat{b}) v_{n+1} \right] (P) = \varepsilon \Delta_g v_{n+1}(P) \geq 0.
\]
Figure 1: Construction by induction of the global Lyapunov function

For \( n \geq 2 \):

\[
v_{n+1}(P) + \sqrt{\varepsilon} c\varepsilon(P) v_n(P) - (n + 1) \varepsilon[\theta(\hat{b})\psi] + \Delta_g \psi(P) v_{n-1}(P)
- (n + 1)(n + 2) \varepsilon \|\nabla \psi\|_g^2(P) v_{n-2}(P) \leq 0
\]  

(76)

The relation (76) implies the inequality:

\[
M_{n+1} \leq \sqrt{C\varepsilon} M_n + (C\varepsilon)(n + 1) M_{n-1} + (C\varepsilon)(n + 1)(n + 2) M_{n-2}, \text{ for } n \geq 2,
\]  

(77)

where :

\[
C = \max \left( \sup_{V} |c\varepsilon|, \sup_{V} \sqrt{\sup_{\hat{b}} |\theta(\hat{b})\psi| + |\Delta_g \psi|, ||\nabla \psi||_g} \right).
\]

The relation (77) implies that:

\[
\frac{M_{n+1}}{(n + 2)!} \leq \sqrt{C\varepsilon} \frac{M_n}{(n + 1)!} + C\varepsilon \frac{M_{n-1}}{n!} + C\varepsilon \frac{M_{n-2}}{(n - 1)!}, \text{ for } n \geq 2
\]  

(78)

Clearly \( M_n \leq \max(1, \max_{V} \psi, \max_{V} \psi^2) M_0 \), if \( n = 0, 1, 2 \). The lemma follows easily from this remark and the recurrence relation (78).
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