The purpose of the article: find a quantitative relationship between structural network parameters, an indicator of the efficiency of the use of resources and the quality of the services provided by the network for a network with hyperconverged infrastructure. The optimal values of the degree of load of the channels are obtained. For each link in a hyperconverged infrastructure network, the required number of transmission channels and the required throughput are calculated. This makes it possible to calculate the throughput of communication channels during network synthesis.
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сетью услуг для сети с гиперконвергентной инфраструктурой. Получены оптимальные значения степени загрузки каналов. Для каждого звена сети с гиперконвергентной инфраструктурой рассчитывается необходимое количество каналов передачи и требуемую пропускную способность. Это дает возможность при синтезе сети рассчитать пропускные способности каналов связи и необходимый объем буферной памяти.
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1. Introduction
What is hyperconverged infrastructure? Organizations currently use three-tier architectures. Which consist of a computing layer, a storage layer, and a network layer. It has been so for many years. These architectures have been effective in the past. But they require large creation costs. They are difficult to operate and scale. They cannot respond quickly to the needs of modern applications. Due to the poor adaptability of such architectures, organizations are considering using public clouds. They don’t want to wait until the IT infrastructure can support their applications. But they are worried about problems: higher costs and lack of enterprise-class security. Modern equipment has made a three-tier architecture unnecessary. High-performance processors and memory in combination with modern storage technologies make it possible to integrate the entire infrastructure. You can work with it on the basis of servers x86 with internal SSD - disks. This infrastructure is called hyperconverged or HCI. Let's dwell on the advantages HCI- infrastructure. It saves money and improves adaptability. HCI - infrastructure significantly reduces capital expenditures. Because you only need servers x86. Specialized storage arrays, controllers, and fiber optic networks aren’t needed. Operation is simplified. So to perform standard tasks does not require a lot of time and special skills. Besides, HCI- infrastructure helps to respond quickly to business needs. The equipment can be ready for use in a few hours. Operational settings can be ready in a few minutes. This eliminates the need for complex blocks such as logical volumes. Horizontal and vertical scaling is achieved by adding drives and servers x86. This occurs without interruption, lengthy reconfiguration or additional costs. With HCI, organizations can deploy cloud-like infrastructure in a local environment where costs are lower. But the level of control and security is higher than in a public cloud.

Hyperconverged infrastructure (HI) is characterized by simplicity of architecture and management, reduction of overhead costs, simplified interaction with vendors in environments with a high level of visualization [1, 2]. But these systems also have disadvantages. Therefore, before implementing HCI, it is necessary to evaluate its effectiveness.

Resource efficiency and user experience are interrelated. Therefore, resource efficiency is key to analysis and synthesis HCI. It is estimated by the ratio of load to module throughput. In the structure of a synthesized network with HCI (SNHCI) module throughput is taken equal to the load passing through it.

2. Analysis of the literature
High quality services require high bandwidth [3-14]. Therefore, the reduced use of network resources. For the SNHCI is right [4]

\[ Q \cdot E = C, \]

where \( Q \) – assessment of a generalized indicator of service quality;
\( E \) – assessment of a generalized indicator of the effectiveness of the use of network resources;
\( C \) – constant value characterizing the network in terms of the quality of user service.

For rate \( Q \) we use the load factor of the i-th block SNHCI

\[ \chi_i = \frac{F_i}{(n_iV_i)}, \]

where \( F_i \) – flow in block;
\( V_i \) – bandwidth of one block channel;
\( n_i \) – number of channels in a given block.

Suppose \( U_i = n_i \cdot V_i \) – channel capacity of the block, then
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4. Research results

4.1. Task formalization

The conducted studies allowed us to formulate two tasks. These tasks allow solutions that are easy to interpret.

1. Problem 1. The task of minimizing the average delay time of the application in the network \( \bar{T}_{\text{spec}} \) while ensuring the probability of a denial of service is not more than acceptable \( P_{\text{fail}} \):

\[
\bar{T}_{\text{spec}} = \min_{V,F} \bar{T}_{\text{spec}}; \quad \overline{P}_{\text{fail}} \leq P_{\text{fail}}^{\text{accept}},
\]

(4)

where \( F \) – the set of flows in SNHCI;

\( V \) – the set of bandwidth routes to SNHCI.

2. The task of determining the minimum probability of denial of service \( \overline{P}_{\text{fail}} \) while ensuring the average packet delay time at a given level \( T_{\text{spec}}^{\text{accept}} \):

\[
\overline{P}_{\text{fail}} = \min_{V,F} \overline{P}_{\text{fail}}; \quad T_{\text{spec}} \leq T_{\text{spec}}^{\text{accept}}.
\]

(5)

Both tasks can be considered as a dual nonlinear programming problem.

Each \( i \)-th link SNHCI modeled as queuing system (QS) of type \( M/M/n/m \) [6] with a limited queue. In the queuing system the Poisson stream of applications arrives with intensity \( \lambda_i \), service intensity \( \mu_i \). The number of places in the queue for \( i \)-th link equally \( m_i \). In the general case, queues are associated with the entrance to each link. The input is formed by a beam of \( n \) channels and a common buffer, containing \( m \) memory cells.

Problem 1 is solved by optimizing the average delay time by a complex indicator for each \( i \)-th network link [7]:

\[
\chi_i = f(n_i, m_i),
\]

(6)

where \( \chi_i \) – the degree of loading of each of the \( n_i \) channels of the network link.

4.2. Initial data for solving the two problem

Consider the problem 2. Calculation of the average maximum probability of failure \( \overline{P}_{\text{fail}}^{\text{max}} \) determined by the quantitative characteristics of the parameters SNHCI: \( F_j, V_i, n, m \) (traffic size, channel capacity, number of channels and buffer memory capacity).

The average number of occupied channels for each link SNHCI defined as [8]:

\[
\overline{z}_i = \rho_i (1 - \frac{\rho_i^{n_i+m_i}}{n_i!} P_0),
\]

(7)
where $\rho_i = \lambda_i / \mu_i$ – reduced flow rate;

$$\frac{\rho_i^{m_i + m_{i-1}}}{n_i^{m_i} \cdot n_i!} \cdot P_0 = P_{\text{fail}}$$ \hspace{1cm} (8)

probability of denial of service to the next incoming to the communication center SNHCl packet due to lack of queue space;

$P_0$ – the probability that the channels are free, there is no queue and there are no service requests in QS:

$$P_0 = \left( \frac{\sum_{\alpha=0}^{n_i-1} (n_i \cdot \chi_i^\alpha)/\alpha! + (n_i \cdot \chi_i)^\alpha \cdot 1 - \chi_i^{m_i+1}}{n_i! \cdot 1 - \chi_i} \right)^{-1}. \hspace{1cm} (9)$$

The average number of applications in the queue can be found as:

$$\bar{r}_i = P_{\text{fail}} \sum_{\alpha=1}^m \alpha \chi_i^{-(m_i - \alpha)} \cdot \hspace{1cm} (10)$$

where $\chi_i = \rho_i / n_i$ – degree of loading of the channel of the $i$-th link SNHCl.

Average number of applications per link QS determined from the expression:

$$\overline{W}_i = z_i + \bar{r}_i. \hspace{1cm} (11)$$

Taking into account (7), (8), (10) expression (11) will take the form:

$$\overline{W}_i = n_i \chi_i (1 - P_{\text{fail}}) + P_{\text{fail}} \sum_{\alpha=1}^m \alpha \chi_i^{-(m_i - \alpha)}. \hspace{1cm} (12)$$

Ratio (12) true for any link SNHCl, wherein $\rho$ independent of transmission direction:

$$\chi_i = \rho / n_i \approx \chi. \hspace{1cm} (13)$$

Loss probabilities in each $i$-th network link are comparable to each other, i.e.

$$P_{\text{fail}} \approx \overline{P}_{\text{fail}}. \hspace{1cm} (14)$$

Using the Little Formula [9] and Kleinrock approximation [10] for $k$ links

$$\gamma \overline{T}_{\text{spec}} = k \overline{W}_i. \hspace{1cm} (15)$$

Little formula allows you to go to the network level [9].

Taking into account (12), the average delay time of the application is determined:

$$\overline{T}_{\text{spec}} = \frac{1}{\gamma} \cdot k \left[ P_{\text{fail}} \sum_{\alpha=1}^m \alpha \chi_i^{-(m_i - \alpha)} + n_i \chi_i (1 - P_{\text{fail}}) \right]. \hspace{1cm} (16)$$

Let us set the acceptable packet delay time in the network, i.e.

$$\overline{T}_{\text{spec}} \leq T_{\text{spec}}^{\text{accept}}. \hspace{1cm} (17)$$

From (16) we determine the average maximum probability of loss of applications in SNHCl within the acceptable delay time:

$$P_{\text{fail}}^{\text{max}} = \frac{\gamma \overline{T}_{\text{spec}} - kn_i \chi}{k \sum_{\alpha=1}^m \alpha \chi_i^{-(m_i - \alpha)} - kn_i \chi}. \hspace{1cm} (18)$$
4.3. The solution to the optimization problem by a comprehensive indicator

Function (18) has an extremum (maximum), the search for which is the task of unconditional optimization. By calculating the partial derivative

\[
\frac{\partial P_{\text{fail}}}{\partial \chi} = 0,
\]

we get a local extremum. It is due to unimodality \( P_{\text{fail}}^{\text{max}} \) is global.

Additivity of function (15) and conditions (11) determine the separability \( P_{\text{fail}} \). Therefore

\[
\frac{\partial P_{\text{fail}}}{\partial \chi} = \frac{dP_{\text{fail}}}{d\chi} = 0.
\]

To simplify the calculations, we denote

\[
A = \frac{\chi}{k} T_{\text{spec}}.
\]

Then (16) takes the form:

\[
\overline{P}_{\text{fail}} = \frac{A - n \chi}{\sum_{\alpha=1}^{m} \alpha \chi^{-(m_{\alpha} - \alpha)} - n_{\chi}}.
\]

On the other hand

\[
A - n \chi = \frac{\sum_{\alpha=1}^{m} \alpha \chi^{-(m_{\alpha} - \alpha)} - n_{\chi}}{1 + \frac{1}{n_{\chi}} \sum_{\alpha=1}^{m} \alpha (m_{\alpha} - \alpha) \chi^{-(m_{\alpha} - (\alpha - 1))}}.
\]

Substituting (22) into (21) we obtain an expression for determining the average maximum probability of failure in a time not exceeding \( T_{\text{spec}} \):

\[
\overline{P}_{\text{fail}}^{\text{max}} = \frac{1}{1 + \frac{1}{n_{\chi}} \sum_{\alpha=1}^{m} \alpha (m_{\alpha} - \alpha) \chi^{-(m_{\alpha} - (\alpha - 1))}}.
\]

On the other hand, there are expressions (5), (7), which together, taking into account (11), can be represented as:

\[
\overline{P}_{\text{fail}}^{\text{max}} = \frac{(n_{\chi})^{h_{\chi} m_{\chi}}}{n_{\chi}! n_{\chi}^{m_{\chi}}} \left( \frac{1}{\sum_{\alpha=0}^{n_{\chi}} (n_{\chi})^{\alpha} \alpha! \sum_{\alpha=1}^{m_{\chi}} \chi^{\alpha}} \right).
\]

After transformation (21) we get:

\[
\overline{P}_{\text{fail}}^{\text{max}} = \frac{1}{\frac{n_{\chi}!}{\chi^{m_{\chi}}} \sum_{\alpha=0}^{n_{\chi}} (n_{\chi})^{-(\alpha - \alpha)} \alpha! + \sum_{\alpha=1}^{m_{\chi}} \chi^{-(m_{\alpha} - (\alpha - 1))}}.
\]

The left sides of expressions (20) and (25) are equal. Therefore, it is legitimate to assert:

\[
\frac{n_{\chi}!}{\chi^{m_{\chi}}} \sum_{\alpha=0}^{n_{\chi}} (n_{\chi})^{-(\alpha - \alpha)} \alpha! + \sum_{\alpha=1}^{m_{\chi}} \chi^{-(m_{\alpha} - (\alpha - 1))} = 1 + \frac{1}{n_{\chi}} \sum_{\alpha=1}^{m_{\chi}} \alpha (m_{\alpha} - \alpha) \chi^{-(m_{\alpha} - (\alpha - 1))}.
\]
After simple transformations (26), we obtain the expression:

\[
\sum_{\alpha=0}^{n} \frac{n!}{\alpha!} (n_\chi)^{(n_\chi-\alpha)} = \sum_{\alpha=1}^{m-1} \left( \frac{\alpha(m_\chi - \alpha)}{n_\chi} - 1 \right) \chi^\alpha.
\] (27)

Define the roots of the equation (24). They vary within \(0 \leq \chi < 1\). According to queuing theory [9] at \(\chi \geq 1\) the average delay time of packets on the network and the probability of their loss increase significantly. Therefore, the roots of equation (27) are acceptable values of the degree of loading of channels \(\chi_{\text{accept}}\).

5. Analysis of research results

The obtained result (27) allows us to assert a unique correspondence between acceptable optimal values of the degree of load of network channels \(\chi_{\text{opt}}\), both the minimum average packet delay time in the network for a given acceptable probability of their loss, and the average maximum probability of packet loss in the network \(P_{\text{accept}}\). At a given allowable time, packet delays depend on the required probability of packet loss in the network \(P_{\text{fail}}\), and from the allowable delay time in the network \(T_{\text{spec}}\). We can say that packet delays are functions of discrete values of the number of channels \(n\) and the number of places in the queue \(m\).

The equation of system (27) is a function of one variable \(\chi\). It makes it possible to independently determine an acceptable value of the channel load for each network link \(\chi_{i\text{, reason}}\).

But this equation is transcendental. Therefore, it is not possible to obtain an exact analytical solution (27). But they can be solved either numerically or graphically. Acceptable values \(\chi_{i\text{, reason}}\) determined by the coordinates of the intersection points of these curves with the axis \(\chi_{i\text{, np}}\). Graph analysis shows, that there are three solutions depending on the ratio of values \(n\) and \(m\).

Define the values \(\chi_{i\text{, reason}}^{\text{opt}}\) and the value of the total flow at the input of the \(i\)-th link given by the gravitational matrix \(\|F_i\|\). The required number of transmission channels of the \(i\)-th link and their bandwidth will be determined based on the ratio:

\[
\chi_{i\text{, reason}}^{\text{opt}} = \frac{\lambda_i}{n_i \cdot \mu_i} = \frac{L \cdot \lambda_i}{n_i \cdot L \cdot \mu_i} = \frac{F_i}{V \cdot n_i};
\] (28)

where \(F_i = L \cdot \lambda_i\) – total flow at the input of the \(i\)-th link;

\(V_i = L \cdot \mu_i\) – bandwidth of each \(n_i\) channels.

Integrated metric optimization \(\chi_{i\text{, reason}}^{\text{opt}}\) (28) allows you to vary the values \(V_i\). Depending on the class of traffic \(F_i\) any combination of channels can be provided. At the same time, a virtual channel with variable bandwidth is formed. Such a channel does not depend on the required \(T_{\text{spec}}\). In this case, the probability of a denial of service package will remain within the acceptable range (\(P_{\text{accept}}\)).

This allows you to provide a set of channels with a given bandwidth. An acceptable value remains \(\chi_{i\text{, reason}}^{\text{opt}}\). The average packet delay time in the network remains within the acceptable value \(T_{\text{spec}}\).

The numerical solution method is implemented using the program Mathcad. In fig.1 all
conditions are combined (7), (8), (16), (18), (26), (27). Analysis showed within the specified parameter values, you can exchange the channel capacity for the amount of buffer memory at the entrance to this channel.

At the same time, it is necessary to maintain the constancy of network quality indicators (delay time, probability of packet loss) permissible limits.
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**Fig. 1. Scheme of the relationship between structural network parameters**

### 6. Conclusion

The optimal values of the degree of load of the channels are obtained. For each link in a hyperconverged infrastructure network, the required number of transmission channels and the required throughput are calculated. This makes it possible to calculate the throughput of communication channels during network synthesis. Also, the required amount of buffer memory with a known network topology and a given gravitational matrix. The calculation is based on the criterion of ensuring the average minimum message delivery time. And calculating the maximum probability of denial of service network packets within acceptable limits.
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