Equivariant Wavelets: Fast Rotation and Translation Invariant Wavelet Scattering Transforms

Andrew K. Saydjari and Douglas P. Finkbeiner

Abstract—Wavelet scattering networks, which are convolutional neural networks (CNNs) with fixed filters and weights, are promising tools for image analysis. Imposing symmetry on image statistics can improve human interpretability, aid in generalization, and provide dimension reduction. In this work, we introduce a fast-to-compute, translationally invariant and rotationally equivariant wavelet scattering network (EqWS) and filter bank of wavelets (triglets). We demonstrate the interpretability and quantify the invariance/equivariance of the coefficients, briefly commenting on difficulties with implementing scale equivariance. On MNIST, we show that training on a rotationally invariant reduction of the coefficients maintains rotational invariance when generalized to test data and visualize residual symmetry breaking terms. Rotation equivariance is leveraged to estimate the rotation angle of digits and reconstruct the full rotation dependence of each coefficient from a single angle. We benchmark EqWS with linear classifiers on EMNIST and CIFAR-10/100, introducing a new second-order, cross-color channel coupling for the color images. We conclude by comparing the performance of an isotropic reduction of the scattering coefficients and RWST, a previous coefficient reduction, on an isotropic classification of magnetohydrodynamic simulations with astrophysical relevance.
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I. INTRODUCTION

PHYSICAL models which are simple and valid for a large class of problems often gain the most traction in applications. However, simplicity that might improve interpretability also often limits how generic a model can be. For statistical analysis of 2D-fields (i.e., images), an extremely simple descriptor is the 2-point correlation function (2PCF), or its Fourier space analogue, the power spectrum. While the Gaussian process assumption implicit in only considering the power spectrum has great success for some applications, such as analysis of the Cosmic Microwave Background (CMB) [1], information on phase coherent structures, such as filaments, is lost [2].

Higher-order correlation functions, such as the 3-point correlation function (3PCF) and its Fourier-domain analogue, the bispectrum, provide an improvement in capturing higher-order correlations [3], but interpretation of these higher order statistics remains difficult [4], [5]. Convolutional neural networks (CNNs) capture higher-order correlations through successive convolutions and non-linearities and achieve state-of-the-art performance on image analysis tasks [6]. While some progress has been made in feature interpretation, CNNs are similarly difficult to interpret [6]–[11].

We will focus here on wavelet scattering networks, which have an intermediate complexity, using fixed convolutional filters and a simple modulus nonlinearity [12], [13]. After a small modification, the first order wavelet scattering coefficients can be interpreted as sampling the power spectrum. These networks have had success in texture classification [12], molecular structure calculation [14], [15], turbulence classification [16]–[19], and cosmological parameter inference [20]–[23]. In addition, progress has been made on image reconstruction and denoising from wave scattering transform (WST) coefficients using generative networks [24] and gradient descent [25], [26].

Symmetry drives simplicity in physical models. Without symmetry, searching for the laws of physics would be akin to trying to find patterns in correlations in an extremely high-dimensional phase space. Thus, when building data analysis tools in physics, those tools should encode and respect the symmetries of the problem. This allows the algorithm to make the best use of available data toward constraining the model behavior along free (unconstrained by symmetry) dimensions. Two common symmetries of interest are translation and rotation.

Machine learning algorithms often struggle to learn symmetries of a problem, because they are trained on finite, noisy data, while symmetries are exact. Thus, we must incorporate prior knowledge of the symmetry of the problem into the algorithm design. For example, if the position of an object in an image has no bearing on its class, we want the image classification algorithm to be invariant under image translations.

However, the workhorse of machine learning image analysis, the convolutional neural network (CNN) is generally not translation invariant [27]. The lack of translation invariance derives from the common practice of down-sampling via strided-convolution or (max/average)-pooling [28]–[30]. However, this down-sampling is necessary for computational feasibility of modern networks on large images. In this case, the CNN becomes only translationally invariant to translations that are multiples of the down-sampling period [30]. Many works have explored how to suppress the magnitude of these effects, such as anti-aliasing (low-pass) filtering [30], [31]. This filtering forces the network to obey the Shannon-Nyquist sampling theorem by eliminating frequencies above the down-sampling frequency, a procedure which inherently involves information
loss [32].

In contrast to CNNs, wavelet-based techniques do not need to down-sample the convolution and thus can avoid breaking the exact translation equivariance inherent in the Fourier transform involved in convolutions.\(^1\) This is possible because in wavelet-based techniques, the convolutional filters are pre-specified, not learned. It is no more difficult to specify a filter the size of the entire image, but it is much more difficult to perform pixel-wise gradient descent on large filters.\(^2\)

In building a model which respects the symmetry of a problem, invariance can be too restrictive a requirement. For example, if all filters were rotationally symmetric, there would be no way of describing the relative orientation of two objects. A symmetrization of an image before and after an image rotation will be related by a corresponding operation on that coefficient space. If we then want to solve a rotationally invariant problem, we can construct combinations of the equivariant coefficients in order to induce the desired symmetry. More recent works have encoded continuous rotational symmetries by (projecting and then) working on the sphere.\(^3\)

There exists a large body of work on rotational equivariance in CNNs. Since images are usually square, these approaches often encode only discrete symmetry groups, such as four-fold rotational symmetries, sometimes including reflections [34]–[40]. This is already a large improvement over the common method of rotating by various angles to augment the training data. Data augmentation leads to longer training times and makes a rotationally invariant set of coefficients, which depend only on the relative angles between objects in the image but not on absolute angles.

Past works in wavelet scattering transforms have defined roto-translational invariant scattering networks and applied them to image classification problems [47].\(^3\) However, we find that how “effectively invariant” the description provided by the network depends strongly on the design of the wavelets used and that it is advantageous for the Fourier transforms of the wavelets to sum to 1 in the Fourier domain. This advantage is preserved if the wavelet transform to the \(p^{th}\) power sums to 1 as long as the transform outputs the modulus to \(p^{th}\) power, summed. Most previous work chooses \(p = 1\). In the following, we choose \(p = 2\) in order to exploit the Parseval-Plancherel identity, and find good performance. In this work, we provide a fast-to-compute, translationally invariant and rotationally equivariant wavelet scattering network.\(^4\) We then construct rotationally invariant statistics from the scattering network and quantify the invariance of those statistics.

\(^1\)While wavelet-based techniques do not need to use down-sampling and low-pass filtering, implementations often do. To our knowledge, the code we release here is the first public wavelet scattering code to not use sub-sampling and be exactly translationally invariant.

\(^2\)While we focus on the wavelet scattering transform, much of the discussion with respect to wavelet or filter engineering has implications for the general set of methods which use kernels (pre-specified filters), such as structured receptive field networks [33].

\(^3\)Previous works have also addressed scale-equivariant CNNs [48], [49] and wavelet networks [47], [50], which we comment on only briefly.

\(^4\)https://github.com/andrew-saydjari/EqWS.jl, see Sec. VII.

II. WAVELET DESIGN

We introduce a new set of wavelets, triglets, which optimize the rotational equivariance of the scattering network. The full set of wavelets used in the scattering network are shown in Figure 1. Other common complex wavelets are plotted side-by-side with these wavelets in Appendix A for comparison. The triglets are defined in Fourier space by a cosine-windowing function on polar angle and log radius.

\[
\tilde{\psi}_{j,\ell}(r, \theta) = \frac{1}{\sqrt{w}} \cos \left( 90^\circ \left( \log_2 (r) - (J^{im} - j - 1) \right) \right) \\
\cos \left( \frac{L}{2\pi t} \left( \theta - \ell \frac{180^\circ}{L} \right) \right) \mathbb{I}_D(r, \theta)
\]

Here \(\mathbb{I}_D(r, \theta)\) is the indicator function, which is 1 everywhere in the domain where the arguments of both cosines are both \([-90^\circ, 90^\circ]\). We define \(J^{im} = \log_2(N_{\text{pix}})\) where \(N_{\text{pix}}\) is the size of one dimension of the image and we always assume images are square. As usual for wavelet scattering transforms, \(j\) and \(\ell\) label the logarithmic spatial scale and angular direction captured by the wavelet. Like previous definitions of wavelet scattering networks, \(\ell \in [0, L - 1]\). However, we restrict \(j \in [1, 1 + 1/c, \ldots, (J^{im} - 2)]\). The \(j = 0\) wavelets are not well sampled in image space and unevenly sample directions (i.e., they extend into the corners) because they peak at \(r = 2^{J^{im} - 1}\) in Fourier space. Thus, we exclude the \(j = 0\) wavelets entirely. Similarly, the \(J^{im} - 1\) wavelets are not well-sampled in Fourier space. We replace them with one wavelet, \(\phi\), centered at the origin of Fourier space to capture all remaining power in the Nyquist disc. All power at wavenumber zero is captured by \(\phi\), i.e., it is the only filter that has non-zero mean. It is rotationally symmetric up to pixelation effects, and is real in image space (Figure 2).

| Table I | V A R I A B L E  | R E F E R E N C E |
|---------|-----------------|-----------------|
| Parameter | Description | Default Value |
| \(c\) | Radial bin spacing \(2^j/c\) | 1 |
| \(j\) | Radial bin index | |
| \(J^{im}\) | \(\log_2\) of image size \((2^{j^{im}} \times 2^{J^{im}}\) pixels) | |
| \(L\) | Number of angular bins | 8 |
| \(\ell\) | Angular bin index | |
| \(w\) | Angular width in multiples of \(180^\circ/L\) | 2 |
| \(t\) | Subdivides Fourier half(1)/full(2) plane | 1 |
| \(m\) | Depth of scattering network | 2 |
| \(r\) | Fourier-space radial coordinate | |
| \(\theta\) | Fourier-space angular coordinate | |
| \(\bar{x}\) | Real-space coordinates | |

The parameter \(c\) determines how tightly spaced the wavelet centers are in logarithmic radius, where they all extend \(\pm 1\) logarithmic radial bin in Fourier space (Figure 2). For \(c = 1\), the usual dyadic spacing is obtained, while for larger integer \(c\), there are \(c \times (J^{im} - 3) + 1\) values of \(j\). The parameter \(w\) determines the angular width of the wavelets in multiples of \(180^\circ/L\). In order to compare to infinitely wide CNNs or to obtain high angular precision, we would like to be able to take the large \(L\) limit. However, large \(j\) wavelets near the Fourier space origin easily become poorly...
FIG. 1. Full filter bank of triglets for $L = 8$, $c = 1$, $w = 2$, $p = 1$, $N^2_{\text{pix}} = 256^2$. Note that unlike usual wavelet scattering networks, the total number of $j$ is not specified by choice of $J$, but by $c$ and the image size to be $c \times (J_{\text{Im}} - 2)$ where $J_{\text{Im}} = \log_2(N_{\text{pix}})$ for an $N_{\text{pix}}^2$ image. The Fourier space ("FS"), real part of the image-space ("Re"), imaginary part of the image space ("Im") wavelets are shown indexed by $j$ and $\ell$. Fourier space wavelets are plotted with a scale of $2^{J_{\text{Im}} - j - 1} \times t \times 180^\circ$.

FIG. 2. Selected wavelets for $L = 8$, $c = 1$, $w = 2$, $t = 1$, $N^2_{\text{pix}} = 256^2$. Selected wavelets $j = 1, 2, 3$ with $\ell = 0$ in red, blue, and green respectively are shown in the top middle in Fourier space to demonstrate the overlap of wavelets at different scales. A line cut along the radial direction at zero inclination is shown top right with corresponding colors. Selected wavelets $j = 2$ with $\ell = 2, 3, 4$ in red, blue, and green respectively are also shown in the top middle panel in Fourier space. A line cut along the angular direction at $r = 32$ is shown top left with corresponding colors. The sum of the squares of all $|\psi_{j,\ell}|^2$ are plotted in Fourier space bottom left. The missing hole at the origin is filled by the $\phi$ filter which is shown in Fourier space and image space in the bottom middle and bottom right respectively. In Fourier space, $\phi$ is plotted with a scale of $2^3$ and in image space wavelets with a scale of $2^8$. Note that $\phi$ is not completely zero at the real space edge, partially breaking continuous rotational symmetry.

The parameter $t$ determines whether or not the total of $L$ angular divisions subdivides the Fourier half plane ($t = 1$) or full plane ($t = 2$). Because the Fourier transform of a real image is conjugate symmetric, $F(x) = F^*(−x)$, where $F^*$ is the complex conjugate of $F$, wavelet coefficients in the lower-half plane are completely redundant as a result of the modulus between layers of the scattering network.

Triglets are closely related to ridgelets, steerable wavelets, and curvelets, which all differ from each other in the definition of angular divisions and use a piece-wise cosine windowing function [51]. The triglets, based solely on cosines, go to zero at wavenumber zero (except for $\phi$), and therefore are mean zero in the real domain. They are easily modified to study pooling of the image pixels to arbitrary powers $p$, though we only study $p = 2$ here. Triglets do not have a flat top, a region where the window has constant response. This eliminates cases where changes in the test image scale or angular orientation lead to no change in the wavelet coefficients (because the

sampled in the angular direction in this limit. To mitigate this problem, $w$ is dynamically adjusted as a function of $j$ to the smallest possible integer so that Eq. 2 is satisfied. There is a qualitative trade-off between the sharpness of the angular response and requiring the wavelets to be well sampled, which must be made in choosing a scalar prefactor for the right-hand side of Eq. 2.

$$w > L \frac{2^{J_{\text{Im}} - j - 1} \times t \times 180^\circ}{2^{J_{\text{Im}} - j - 1} \times t \times 180^\circ}$$

(2)
change in wavevector only redistributes power within the flat region. We view this as a beneficial change for the application here since such cases likely make learning scale and angular information from the coefficients with machine learning techniques more difficult.

The key motivation for the design of these wavelets is that the sum of the squares $|\psi_{j, \ell}|^2$ is uniform in the Fourier domain (Figure 2). A slight modification of the definition of the wavelet scattering coefficients, which we call equivariant wavelet scattering (EqWS), is required to make optimal use of this fact. The usual scattering coefficients are defined as

$$S_0^{\text{orig}} = \int I(\vec{x}) \, d^2 \vec{x}$$
$$S_1^{\text{orig}}(j_1, \ell_1) = \int |I \ast \psi_{j_1, \ell_1}(\vec{x})|^2 \, d^2 \vec{x}$$
$$S_2^{\text{orig}}(j_1, \ell_1, j_2, \ell_2) = \int ||I \ast \psi_{j_1, \ell_1} \ast \psi_{j_2, \ell_2}(\vec{x})|^2 \, d^2 \vec{x}$$

We modify this definition\(^5\) for EqWS in order to focus on power in the Fourier domain and conservation of total image power at each layer.\(^6\) While the scattering network is still a tower of convolutions composed with the modulus function, we output the sum of the image power after those operations as the coefficient at each layer.

$$\mu_0 = \int \bar{I}(\vec{x}) \, d^2 \vec{x}$$
$$\sigma_0^2 = \int |I(\vec{x}) - \mu_0|^2 \, d^2 \vec{x}$$
$$S_1(j_1, \ell_1) = \int |\bar{I} \ast \psi_{j_1, \ell_1}(\vec{x})|^2 \, d^2 \vec{x}$$
$$S_2(j_1, \ell_1, j_2, \ell_2) = \int ||\bar{I} \ast \psi_{j_1, \ell_1} \ast \psi_{j_2, \ell_2}(\vec{x})|^2 \, d^2 \vec{x}$$

Here $\bar{I}(\vec{x})$ is the mean-zero, unit-variance normalized image. Note that the $S_0$ term includes both the image mean and variance, so $S_0$ is two dimensional. After this magnitude information is recorded, the image is normalized prior to all convolutions. This should improve the comparison of coefficients between different images and strip out magnitude information when a focus on structure is desired.\(^7\)

Transformations on the image which preserve the image power also conserve the sum of all the scattering coefficients by the Parseval-Plancherel identity. This follows directly from the definition for $S_1$ and holds for $S_2$ because the modulus is norm-preserving: the logic for $S_1$ then goes through using $|\bar{I} \ast \psi_{j_1, \ell_1}|$ as the image field. As an added benefit, $S_1$ can now be interpreted as just logarithmically spaced and angularly separated bins of the Fourier power spectrum. Since the sum of the squares of the wavelets is flat in Fourier space and the power at a given radius is partitioned equally between the wavelets with different $\ell$, EqWS has exact equivariance with respect to rotations that are multiples of $180/\ell$. A rotation of an image by $s \times 180^\circ/L$ simply permutes all angular indices of a given scattering coefficient.

$$S_2(j_1, \ldots, \ell_1, \ldots) = S_2(j_1, \ldots, \ell_1 + s, \ldots)$$

This exact discrete symmetry can better approximate a continuous rotational symmetry in the limit of large $L$. However, we also will demonstrate to what extent EqWS is approximately rotationally equivariant for angles which are not multiples of $180^\circ/L$ in Section IV-B.

With this equivariance, we can also construct rotationally invariant coefficients (“ISO”) and guarantee that $S_2^{\text{iso}}$ is as invariant to image rotations as the image power is. Analogously, $S_2^{\text{iso}}$ can be defined by summing over one angular index.

$$S_1^{\text{iso}}(j_1) = \sum_{\ell_1=0}^{L-1} S_1(j_1, \ell_1)$$
$$S_2^{\text{iso}}(j_1, j_2, \Delta \ell) = \sum_{\ell_1=0}^{L-1} S_2(j_1, \ell_1, j_2, \ell_1 + \Delta \ell)$$

Where $\Delta \ell = \ell_2 - \ell_1 \in [0, 7]$ and all angular arguments are taken mod $L$.

The $S_2^{\text{iso}}$ coefficients are not exactly invariant under rotation, even in the case of exactly rotationally invariant wavelets. We can think of the “true” $S_2^{\text{iso}}$ coefficient at some $(j_1, j_2)$ as an integral through $(\ell_1, \ell_2)$ space at fixed $\Delta \ell$, which the sum approximates. To the extent that the $S_2$ function of $(\ell_1, \ell_2)$ is well sampled, the sum is a reasonable approximation of the desired integral. By taking $w = 2$ or higher in Eq 1, we smooth the angular response of the wavelets, effectively broadening features in the $(\ell_1, \ell_2)$ plane.

In order to make these claims of rotational equivariance, two assumptions were made:

(i) In Fourier space, no power is outside the Nyquist disc, the circle of radius $N_{\text{pix}}/2$.

(ii) In image space, all pixels outside the circle of radius $N_{\text{pix}}/2$ are zero.

If there is power outside the Nyquist disc and that power is simply in the corners of the Fourier plane (i.e. not aliased), we can achieve the first condition by resampling the image at a finer resolution. Alised power is more insidious because resampling with any reasonable interpolation algorithm will not be able to recover that power and we must simply admit that the method is rotationally invariant up to the resolution of the data. For the second condition, we will compromise and use an apodization filter to set the corners to zero if they are not already.\(^8\) This can be problematic for image classification tasks on small images cropped closely to the object of interest. However, in most cases we can simply change the subdivision of a larger field of view so that the circularly cropped image after the apodization filter contains the objects or field of

\(^3\)The wavelet scattering transform definition sometimes appears with an additional normalization factor which fixes the response with respect to real-space delta functions.\(^1\) The normalization is often dropped in practice due to subsequent transformations (such as taking the logarithm) of the scattering coefficients.\(^1\) Since we require a stronger point-wise normalization condition, that the sum of $|\psi_j|^p$ is uniform in the Fourier domain, we drop these normalization factors.

\(^4\)In reference to conservation, image “power” is often referred to as image “energy.”

\(^5\)We are especially interested in this case when trying to compare simulations and observations where the structure is often correct, but the magnitude may be in different units.

\(^6\)We implement a Tukey filter with $\alpha = 0.3$, which means that 70% of the radial extent of the filter is flat before it falls to zero as a cosine.
interest. This limitation replaces interpolating images onto a sphere, which is common in the equivariant CNN literature.\textsuperscript{9} The modifications introduced above in defining EqWS allow us to achieve significant speed-ups (~40x faster per coefficient) relative to currently public scattering network packages such as Kymatio.\textsuperscript{10} Detailed timings providing comparisons to the code released with this paper, EqWS.jl, are shown in Appendix B. By outputting the pooled power instead of absolute value of the convolved fields, the Parseval-Plancherel identity permits pooling in Fourier space instead of real space, saving order \((J \times L)^m\) inverse Fourier transforms for a scattering network with \(m\)-layers. By using compact wavelets in Fourier space, the convolutions can be computed as sparse matrix multiplications and benefit from reduced memory allocation. However, by choosing to pool images into coefficients under the modulus to the \(p\) power where \(p = 2\) instead of \(p = 1\), EqWS up-weights the contribution of large pixel values. One generic downside is that this allows outliers to cause larger perturbations. However, the optimal choice of \(p\) is likely application dependent.

### III. Explicit Equivariance Tests

Since the Fourier transform is translation equivariant, phase-independent convolution methods sometimes implicitly assume translation invariance. However, as mentioned above, subsampling—such as strided-convolution and pooling—common practices in the machine learning community can break this invariance. We explicitly checked that EqWS is translation invariant by initializing a random \(128 \times 128\) pixel image with entries in the interval \([0, 1]\). This matrix was then shifted with periodic boundary conditions by every integer number of pixels. The maximum change of any scattering coefficient relative to those of the original image was \(2 \times 10^{-16}\), which closely matches the numerical precision of the FFT and validates our translation invariance.

In order to better understand the equivariance of EqWS, we demonstrate the response of the scattering coefficients to simple test images. Because the triglets and subsequent scattering coefficients are labeled by angular direction and spatial scale, the tests are designed to probe how interpretable those scales and angles are with respect to features in an image. Interactive versions of Figures 3 and 4 showing the results for arbitrary coefficients is available online for test corners, test curves, and test discs.\textsuperscript{11}

First we consider the angular equivariance using images of rods. Each test image is \(256 \times 256\) pixels and contains two rod segments. Each rod segment has one end fixed at the origin, is \(40\) pixels long, and is broadened by a Gaussian envelope (FWHM = 6).\textsuperscript{12} The rods are at angles \(\Sigma + \Delta/2\) and \(\Sigma - \Delta/2\) so that they have an opening angle \(\Delta\) and net orientation \(\Sigma\).

\textsuperscript{9}Note that here we have only one free parameter, \(\alpha\) of the apodization function, which replaces the free parameters associated with that spherical projection.

\textsuperscript{10}Kymatio [52] is a Python implementation of the WST available at https://www.kymat.io

\textsuperscript{11}https://faun.rc.fas.harvard.edu/saydjari/EqWS/

\textsuperscript{12}The full width at half maximum (FWHM) is a measure of the width, equal to 2.355\(\sigma\), which we report in pixel units.
A subsample of the test rods are placed in a matrix in Figure 3 to help visualize the test image space. Figure 3 shows the amplitude of $S_\ell(j=4,\ell)$ in response to the test rods for $\ell = 0, 1, 2, \Sigma \in [0, 360^\circ)$, and $\Delta \in [0, 360^\circ)$.

The response of each $S_\ell(j=4,\ell)$ is offset with respect to $S_j(j=4,\ell-1)$ by $180^\circ/L$ as expected. For $\Delta = 180^\circ$, we reduce to the single rod case and note that the vertical rod results in the largest response in the $\ell = 0$ coefficient. This follows from the fact that the wavevector associated with a rod is perpendicular to it and, in this case, is thus along the $x$-axis. In addition to the $\ell = 0$ coefficient which is largest, $\ell = 1$ has nonzero magnitude while $\ell = 2$ is zero. This illustrates the fairly sharp and sparse angular response of the triglets. This response is controlled both by $L$, the total number of angular divisions, and $w$, the angular width of the wavelets in multiples of $180^\circ/L$. Here we chose $w = 2$ to enhance smooth variations of the coefficients under rotation and $L = 8$ for convenience, but a larger choice of $L$ would give sharper angular response.

This peak in the $\ell = 0$ coefficient is replicated at both $\Sigma = 0$ and $180^\circ$. While the rod is symmetric about the origin and thus invariant under net rotations of $180^\circ$, this symmetry under $180^\circ$ rotation extends beyond the case of highly symmetric objects. Because we are working with real images and the scattering network pools under the modulus, the scattering coefficients for images which are $180^\circ$ rotations of one another are identical, as their Fourier transforms differ only by a global $180^\circ$ phase. As $|\Delta - 180^\circ|$ increases, the peak response of the rod splits for a given $\ell$ to the expected $\Sigma$ for peak response to each arm. At $\Delta = 0$ and $360^\circ$ we recover the response at $\Delta = 180^\circ$ with a $90^\circ$ shift, since a single rod is formed from the superposition of the two rods. Dashed vertical lines are superimposed on the three maps of $(\Sigma, \Delta)$ space for $\ell = 0, 1, 2$ to indicate the expected peak response at $\Delta = 0$ for a given $\ell$, $180^\circ \times \ell/L + 90^\circ$. For some of the small-scale ($j$) coefficients (in interactive figure, not shown here), there is a small dip in magnitude for the coefficients just before the two arms of the rod are fully superimposed. This can be attributed to the effectively wider, single rod that resonates more with different $j$-scale. To emphasize the equivariance, we show line cuts at $\Delta = 180^\circ$ in the bottom panel for all of the $\ell \in [0, 7]$ to demonstrate that all angular orientations are equivalent.

A comparison with Figure 21 from [53] shows that high-quality wavelet transform procedures, which are well-optimized for different goals, often employ wavelets which still reflect the rectangular grid and can only be equivariant with respect to $90^\circ$ rotations. A comparison to [11] shows that EqWS has more rotationally equivariant response as compared to layer 3b in InceptionV1, a CNN trained on ImageNet. However, the activation of these CNN layers successfully breaks the $180^\circ$ rotational symmetry inherent in EqWS.

We are also interested in how the angular behavior of EqWS coefficients continuously evolves as the image being analyzed becomes itself rotationally invariant. To probe this evolution from equivariance to invariance, we study another set of test images which deform a single rod (length = 20, FWHM = 6) to a ring. The deformation leaves the midpoint of the rod fixed at the origin and is parameterized by $f_{\text{bend}} = 1/\ell_{\text{curvature}}$ with $f_{\text{bend}} \in (0, 1]$. This illustrates the rotation of the center of curvature. A subsample of the test images is placed in a matrix in Figure 3, top right. Figure 3, right shows the amplitude of $S_\ell(j=4,\ell)$ in response to the test arcs for $\ell = 0, 1, 2, \Sigma \in [0, 360^\circ)$, and $f_{\text{bend}} \in (0, 1]$.

As $f_{\text{bend}}$ increases from zero (which reproduces the $\Delta = 0$ cut on the left panels), the peak in $S_\ell(j=4,\ell)$ as a function of $\Sigma$ at $180^\circ \times \ell/L + 90^\circ$ broadens until $f_{\text{bend}} = 0.5$. This corresponds to the power from the rod being distributed over a wider range of wavevectors. Beyond $f_{\text{bend}} = 0.5$, the peak in $S_\ell(j=4,\ell)$ occurs at a $180^\circ$ shift from the peak at $f_{\text{bend}} = 0$ which likely is due to Fourier power from the gap in the circle, which is locally an empty bar surrounded by saturated pixels and is perpendicular to the original rod direction. The detailed behavior for $f_{\text{bend}} \in (0.5, 1.0)$, especially for small $j$, depends on geometric parameters (FWHM, length) and the interpolation parameterization so we do not analyze it further.

In the limit of $f_{\text{bend}} = 1$, the rod becomes a ring which is rotationally invariant. A rotationally invariant image should equally activate all wavelets that differ only by a rotationally equivariant index. To demonstrate this limit, we take line cuts for $\ell = 0$ at $f_{\text{bend}} = 0, 0.25, 1.0$ as indicated by the dashed lines on the $(\Sigma, f_{\text{bend}})$ plot (Figure 3, bottom right). The cut corresponding to $f_{\text{bend}} = 1.0$ is flat as expected, demonstrating that there is no angle dependence in the response of EqWS to the circle. In attempting to compare how rotationally equivariant different methods are, it is important to benchmark how flat this response is. We find that the fractional fluctuations (standard deviation over the mean) in the $S_\ell(j=4,\ell)$ are on the order of $2 \times 10^{-3}$ while the fluctuations in image power due to specifying the function on a grid are $3 \times 10^{-4}$. We believe coefficient fluctuations only an order of magnitude worse than the fluctuations resulting from pixelating the function should be sufficient for most applications. A more detailed display of the second-order ISO EqWS coefficient stability (for all $j, \ell$) is in Appendix C.

We investigate the scale-dependent response of EqWS using $256 \times 256$ pixel images of discs. Each disc is centered at the origin and specified by a radius ($r$) and a Gaussian broadening scale (FWHM). We logarithmically sample these two scale axes ([0.5, 64]) because the wavelets logarithmically sample the radial coordinate in Fourier space. Some representative test discs are placed in a grid in Figure 4 (top left) to help visualize the test image space. Figure 4 (bottom) shows the amplitude of $S_j(j=4,\ell)$ in response to the test disc for all $j$ on $\log_2$ axes. Red dashed lines serve as a guide to the eye at $2^{-1}$ on both axes. Colored dashed lines correspond to line cuts taken at FWHM = 2 show in Figure 4 (top right).

For $j = 1$ and $j = 2$, the Radius-FWHM plot shows significant ringing at low FWHM. This is indicative of the image not being well sampled. These abrupt changes in value for adjacent pixels cause oscillations in Fourier space that predominantly affect the largest Fourier scales, and thus smallest $j$. For a disc, these are associated with the well known oscillations of
Bessel functions. For all \( j \) we observe a corner-like feature in the Radius-FWHM plot, which is approximately centered at \( 2^{j-1} \) on both axes. The continuous Fourier transform of a disc of radius \( R \) in a 256 \( \times \) 256 pixel image is proportional to \( J_1(2\pi r/256)/r \), where \( r \) is the Fourier space radial component and \( J_1 \) is the Bessel function of the first kind. If we suppose the peak response of the \( S_1(j, \ell) \) coefficient will occur when the first peak of \( J_1(2\pi r/256)/r \) coincides with the peak of the wavelet in Fourier space, we predict a peak response at a disc radius of \( \sim 2^{j-1} \).

![Image](image_url)

**Fig. 4.** Demonstrating scale dependence on test disc images. **Top left:** Matrix that subsamples test disc images, varying radii and FWHM. **Bottom:** Maps of the magnitude of \( S_1(j, \ell = 0) \) for images of test discs above; darker colors represent larger values. Dashed red lines indicate expected peak at response \( S \). The magnitude of \( S_1 \) coefficients shown in Figure 4 (top right) illustrates that both the largest and smallest scales must be excluded in order to well approximate scale invariance.

Deviations from the above rule occur upon relaxing the assumptions we made. For example, the magnitude of the \( S_1 \) coefficients is actually an integral of the Fourier image power and wavelet amplitude of over the wavelet support, and the peak of the integral need not correspond to when a local maximum of the Fourier image power and wavelet peak are at the same point, as assumed in this heuristic discussion. Using the exact roots of the derivative of \( J_1(2\pi r/256)/r \) predicts a peak response at radii slightly larger than \( \sim 2^{j-1} \), especially for low \( j \) (small radii). Deviations of the discrete Fourier transform of a pixelated disc from \( J_1(2\pi r/256)/r \) similarly predict a peak response at radii slightly larger than \( \sim 2^{j-1} \). However, a pixelated disc is a poor approximation of a disc, or of real images which are smoothed by some point-spread function (PSF) when well sampled. This pixelation also introduces oscillations on top of the \( S_1 \) response envelope as discussed below. To make the disc images well sampled, we blur each image with a Gaussian PSF, by multiplication of the Fourier domain by a Gaussian envelope of inverse width. The PSF suppresses power at large Fourier radii, shifting the peak in the Fourier power (not at the origin) to smaller Fourier radii (larger \( j \)). For fixed radius, we see that \( S_1(j, \ell) \) respond most strongly to a disc when it is broadened by a Gaussian PSF with \( 2^{j-1} \) FWHM.

We choose to compare line cuts at FWHM= 2 so that the images are well sampled. For those line cuts, the amplitude of \( S_1(j, \ell = 0) \) peaks approximately at \( 2^{j-1} \) for \( j = 4, 5, 6 \), where the \( 2^{j-1} \) values are marked with vertical dashed lines. Shoulders at approximately \( 2^{j-1} \) are observed, resulting from the higher-order peaks of the Bessel function. At smaller \( j \), the peak of the line cuts precedes \( 2^{j-1} \) as a result of the FWHM being comparable to \( 2^{j-1} \) near the corner in Radius-FWHM space, blurring the image and suppressing power which overlaps with those \( j \)-scale wavelets. Similar line cuts at FWHM= 0.5 show peaks at approximately \( 2^{j-1} \) for all \( j \) except \( j = 1 \), but at the cost of oscillations in amplitude for even more of the low \( j \) coefficients.

While we leave achieving a notion of scale equivariance to later work, these results show that the scales indexed by \( j \) are highly interpretable. However, attempts at scale equivariance or invariance will likely need to restrict to well-sampled images in real space to damp ringing in Fourier space and have smoothly varying EqWS coefficients as a function of scale. Thus the first few \( j \) will likely have to be excluded. To optimize being well sampled in Fourier space, an apodization function, such as a Gaussian, may be optimal since multiplication in real space by a Gaussian is simply Fourier space convolution and will thus smooth the Fourier space image. Of course, the broad response of the coefficients shown in Figure 4 (top right) illustrates that both the largest and smallest scales must be excluded in order to well approximate scale invariance.

\textsuperscript{14}This in part gives up exact translation invariance even within the center of the apodization window because a Gaussian is nowhere constant. This trade-off between symmetries will need to be evaluated for a given application.

\textsuperscript{15}While some attempts to sum over \( j \) and achieve scale invariance have been made (see Eq. 20 in Ref. [47]), these likely suffer from the effects in Figure 4 (top right).
IV. LINEAR LEARNING

We benchmark EqWS, an equivariant wavelet scattering network, on standard machine learning datasets below using the simplest regression and classification techniques. In general, we will use linear regression for parameter estimation and linear discriminant analysis (LDA) for classification. Linear regression with a one-hot encoding performs nearly as well at classification as LDA, but we prefer LDA since it accounts for the distance of a point to all class means simultaneously. Undoubtedly, nonlinear classification schemes (e.g., a dense neural network) acting on the EqWS outputs have the capacity to outperform a linear classifier. We do not consider more advanced regression and classification approaches in this work, but rather focus on the descriptive power of the nonlinearity in EqWS and the equivariance or invariance thereof.

A. Rotational Invariance

We first focus on MNIST and create rotated versions of it using bi-cubic interpolation. In order to work with well-sampled images and easily apply circular apodization without cutting off any portion of the digits, the standard MNIST images were both padded and interpolated. The digits (28×28) were embedded in a 128×128 image and a bi-linear interpolation to a 256×256 image was then performed. See Appendix B for the trade-off between computational time and rotational invariance that informed this choice.

We compare the full equivariant set of coefficients (REG, 2452 dimensional) and the reduced rotationally invariant coefficients (ISO, 310 dimensional; see Eq 6) when the train and test images are rotated to the same or different angles (0, 7/8×180°, 4/3×180°). When the train and test images are at the same angle, LDA achieves an accuracy of 96% on the REG coefficients and 93% in the ISO coefficients. This slight decrease in the “clean” accuracy follows from the fact that the total orientation can be useful in digit classification, for example in distinguishing “6” and “9.” This is an instance of the general observation of decreased “clean” accuracy in robust classification algorithms.

For angles such as 0 and 7/8×180° which are similar under the 180° symmetry of EqWS, training on one and testing on the other only leads to a drop of about 13% in accuracy for the REG coefficients. However, training but testing on angles that differ modulo 180° by a significant fraction of 180°/L (4/3×180° and 7/8×180°) results in an accuracy below 20%. In contrast, for the ISO coefficients, only a slight dependence on the distance between test-train angle is observed, and the minimum accuracy is 82%. This comparison already shows that classification with ISO coefficients is more robust to rotations, but is slightly underwhelming given that the triglets perfectly cover the Nyquist disc by design.

As a comparison to baseline methods of robust training, we train using data augmentation at all multiples of 180°/3 (3 angles). For REG, we see a small decrease in the “clean” performance, performance on angles used in training, to 94% and a drop of around 10% on angles far from the train angles. For ISO, we see a small decrease in the “clean” performance to 92%, but see no clear change in performance on angles far from the train angles. This improvement for ISO training on six angles relative to training on one angle comes from the small remaining fluctuations of the coefficients (discussed below). Training at even one additional angle (which is a significant fraction of 180°/8 away from the first training angle) recovers the expected invariance, which is a minimal and practical amount of data augmentation.

| Train Angle | Test Angle- REG | Test Angle- ISO |
|-------------|----------------|----------------|
| 0           | 96.23          | 93.50          |
| 7/8×180°    | 82.16          | 86.88          |
| 4/3×180°    | 22.70          | 82.25          |
| n/3×180°    | 94.12          | 91.95          |

IV. L

| MNIST ACCURACY OF EQWS+LDA WITH DIFFERENT TRAIN/TEST ANGLES |
|--------------------------------------------------------------|
| Train Angle | Test Angle- REG | Test Angle- ISO |
|-------------|----------------|----------------|
| 0           | 96.23          | 93.50          |
| 7/8×180°    | 82.16          | 86.88          |
| 4/3×180°    | 22.70          | 82.25          |
| n/3×180°    | 94.12          | 91.95          |

TABLE III

ACCURACY OF EQWS+LDA ON BENCHMARK DATASETS

|                      | NR/NR | R/R   | NR/R |
|----------------------|-------|-------|-------|
| EqWS+LDA REG         | 96.23 | 92.3(1) | 50.2(5) |
| EqWS+LDA ISO         | 93.5  | 92.10(5) | 87.7(2) |
| EqWS+LDA REG (3 train angle) | 94.15 | 92.3(1) | 88.4(2) |
| EqWS+LDA ISO (3 train angle) | 91.95 | 92.10(5) | 92.12(8) |
| Cohen et al. [54]     | 95.59 | 94.62 | 93.40 |
| Kondor et al. [55]    | 96.4  | 96.6  | 96.0  |
| Esteves et al. [46]   | 99.37(5) | 99.37(1) | 99.08(12) |
| Planar CNN [46]       | 99.07 | 81.07(63) | 17.23(71) |

We then perform the usual test of training on one orientation and testing on random rotations (Table III). We provide for comparison state-of-the-art results from spherical CNNs such as [46], as well as a 2D-planar CNN used for reference therein. When using the fully equivariant coefficients (REG), accuracy drops from 96.23 to 92.3(1) from NR/NR to R/R,17 indicating the small drop in performance from the model having to account for all possible image angles. In contrast, an accuracy of only 50.2(5) was obtained for NR/R, showing the model trained at only one angle does not generalize well. The behavior of ISO is suppressed in magnitude but qualitatively similar.

16Even using a totally rotationally invariant set of coefficients, “6” and “9” can often still be distinguished in handwritten digits, for example by the straighter stem of the “9.”

17NR/NR = train and test at fixed (non-rotated) orientation. R/R = train and test at multiple orientations. NR/R = train at fixed orientation, test at random orientations.
also showing a drop from NR/NR (93.5) to R/R (92.10(5)). Ideally, NR/NR and R/R would be identical for ISO, since no orientation information should be available to the LDA, so this decrease is an indication of slight imperfections in the rotational equivariance of the EqWS coefficients. This imperfection is reinforced by the accuracy of only 87.7(2) for NR/R. Given the residual imprint of the rectangular image grid, we also present results where images rotated at all three multiples of 180°/3 were used for training. This represents a modest data augmentation motivated to suppress symmetry breaking from pixelation. In this augmented case, REG shows an NR/NR of 94.15 (slightly higher than ISO trained at one angle) and NR/R of 88.4, indicating a modest increase in robustness to rotations. However, one of the main results of this work is the equality of NR/NR, R/R, and NR/R for ISO in this case. All three cases have an accuracy of approximately 92.1 and differ by less than 0.1% (which is within 2σ for the error shown).

This level of equality is not present in even state-of-the-art spherical CNNs, a subset of which are listed in the table for comparison. The best equality and overall accuracy was achieved by [46], showing a 0.4% decrease in accuracy between NR/NR and NR/R, which was a major improvement over the original spherical CNN paper [54] showing a 2.19% decrease. The errors shown for entries in this work are calculated as the standard deviation of classifications for 7 distinct sets of (10,000) random rotations of the test images; the errors shown for [46] are from different random initializations of network weights. Of course, we do not achieve overall accuracy competitive with these CNNs. However, the classification here required no training, and we have not optimized performance by systematic architecture optimization search (c, w, L, m).

While a comparison of NR/NR and NR/R indicates how well a model generalizes, it does not indicate what angle dependence, if any, remains. To do this, we use a model trained at all multiples of 180°/3 (three angles) while uniformly sampling the rotation angle of the test images. For REG, the accuracy smoothly oscillates up to 12% as the test angle moves farther away from a train angle (Figure 5, top). For ISO, the accuracy varies only at the 0.1% level, a two order-of-magnitude improvement (Figure 5, bottom). By looking at the accuracy as a function of angle, we can see that the remaining oscillations in the ISO coefficient accuracy have an approximate 90° symmetry. This is likely a result of the residual pixelation effects (see j = 1, 6 in Figure 1 and Appendix C) and imperfections in the bi-cubic interpolation implementing rotations. To support this, we repeated the experiment using a Lanczos interpolation, which better approximates an exact sinc interpolation, for both image resizing and rotation (Figure 5, bottom). Improving the interpolation leads to a qualitatively more symmetric accuracy curve as a function of test-image rotation angle, a small increase in the mean accuracy (≈ 0.2%), and small decrease in the standard deviation of the accuracy (≈ 0.02%). For applications requiring stronger invariance, stricter cuts on j and wider wavelets in both the radial and

18Repeating the EqWS+LDA entries in the table using Lanczos interpolation for both image resizing and rotation leads to order ∼ 0.1% increased mean classification accuracy and no significant change in the stability result between columns.

19Of course, an algorithm that does not depend on the images, having an accuracy of 10%, can be perfectly invariant to rotations of the test images. We believe that our performance, while not state-of-the-art, is sufficient to support rotationally invariant learning.

20While we found Lanczos interpolation keeps the total image power an order of magnitude more stable than bi-cubic interpolation when implementing rotations, we benchmarked primarily with bi-cubic interpolations because this is more common and will more likely be implemented by the community. In contrast, using bi-linear interpolation with rotations suppresses power at large wavenumber, violating rotation invariance.
angular directions can be used to mitigate these effects (see Appendix C). We find this test even more satisfying than the usual test of training on one orientation and testing on random rotations because the symmetry of the coefficients is manifest in the accuracy response.

In order to characterise how well EqWS+LDA generalizes and how robust it is, we first decrease the number of training samples per class to observe the onset of over-fitting and a large generalization gap (Figure 6, top left). At each point, we take a random test-train split with a unique seed. The test is always 10% of the combined MNIST set (70,000 images) and train is a random subset of the desired size. The accuracy remains fairly constant down to ~1000 training samples/class before diverging. Note that the steep change in accuracy occurs where the number of training samples/class is close to the dimension of the EqWS coefficients (310, because here we use ISO). Note that the variations in the test accuracy due to different random training subsets, even in the limit of a large number of training samples/class, are larger than the residual, angle-dependent fluctuations in accuracy in Figure 5, bottom. This further validates that we have achieved a practical level of rotational invariance. Similarly, we perform MNIST classification where a variable fraction of the labels (both test and train) are randomized (Figure 6, top right). Here we again take a random test-train split with a unique seed, splitting 0.8/0.2 train/test. A linear decrease in accuracy with no generalization gap is observed until above 90% of the labels are randomized. When computing test accuracy on true labels for a model trained with fractionally randomized labels (purple squares), the test accuracy remains above 90% until 80% of train labels are randomized. This suggests that EqWS+LDA (ISO) is fairly robust to overfitting.

To probe the dimensionality of the EqWS feature space, we sequentially eliminated the coefficient dimension that maximized the train accuracy, randomly selecting to break a tie. This process was repeated until only nine dimensions were left, those required to contain the class means for LDA (Figure 6, bottom left). Because we are optimizing for train accuracy, the train accuracy increases and exceeds the initial value at 310 during the first ~100 steps. This increase is indicative of specialization to the subset of coefficients which perform best on this train set and is not transferable to other train sets. We present the average of 10 random test-train splits in the figure to show that this specialization is in general possible. The test and train accuracy then agree again as both decrease rapidly below 50 remaining coefficients. Note that over 65% of the coefficients can be removed without reducing the test or train accuracy even 1%. This suggests there may be better dimension reductions beyond the ISO reduction explored here.

We also investigate the common practice of applying a log transform to the scattering coefficients, which has been shown to be useful for classification. To simplify the problem, we perform linear regression on the parity MNIST problem, classifying a coefficient as even or odd, so as to consider only a binary classification. The test error for regression on the untransformed and log-transformed coefficients as a function of the number of training samples (Figure 6, bottom right). The vertical line in the plot indicates when the number of samples is equal to the number of coefficients (310). The shift of the peak in the test error\footnote{The usual double descent feature.} indicates that the log transform regularizes the matrix inversion used in the linear regression, making the matrix closer to full rank. While we cannot conclude that the log transformation makes linear classification in general easier for all problems, this regularization and descriptive use of more dimensions of the feature vector is promising.

**B. Rotational Equivariance**

We can leverage the smooth equivariance of the full set of coefficients to estimate the rotation angle of a given digit after training on a few angles, though we can hope only to estimate rotation angles [0, 180°) because of the modulus in EqWS.\footnote{One could attempt to further leverage the equivariance of the coefficients by creating synthetic training coefficients where the equivariant permutation Eq. 5 is applied to the coefficients and the angle labels for the MNIST digits are modified to \( s \times 180°/L \), but we find that this does not improve angle estimation in practice.} Here we only pad the MNIST digits in a 64 × 64 image and interpolate to a 128 × 128 image so we can sample a large range of angles. We compute the EqWS coefficients for all
images in the test or train set at 24 train angles or 48 test angles \([0, 180^\circ]\). We then learn the digit class at fixed angle, the angle of rotation for a fixed digit class, or both the digit class and angle simultaneously.

We learn both the digit class and rotation angle simultaneously, training using a varying subset size of the 24 train angles computed above. The accuracy plateaus by 12 train angles (separation of \(15^\circ\)), so we present results with this number.\(^{23}\) With regards to learning the class, we achieve \(\geq 90\%\) average accuracy over all classes for \(L = 8\). As the number of angular bins used to compute the EqWS coefficients increases, the average accuracy also increases (solid line squares, Figure 7, top). We compare this to the case where we learn the digit class at fixed angle, which is similar to the NR/NR case in Table III\(^{24}\), except that we are using one-hot linear regression here (solid line triangles, Figure 7). As expected, when the regression only has to predict the class, higher accuracy is achieved (\(\sim 96\%\)). The increase in accuracy as a function of \(L\) is far slower, and appears to saturate near \(L = 8\). This suggests that the \(L\) dependence of the simultaneous task does not derive from increased angular resolution, improving class labeling for digits at fixed angles. We also show the accuracy of the extremal classes, 0, 1, and 9 in Figure 7. There is a very small gap between “class+angle” and “class” for 0 and 1 which are identified with high accuracy in both cases. In contrast, there is a \(\sim 10\%\) gap for 9 where the orientation is informative for classification.

To learn the angle of rotation of an image, we use linear regression to independently predict \(\cos \theta\) and \(\sin \theta\) and estimate \(\theta\) as the arctan of the cosine and sine predicted values. Here \(\theta\) is actually twice the angle of rotation since EqWS has \(180^\circ\) symmetry. We quantify the ability to estimate this angle as the standard deviation \((\sigma_\theta)\) of \(\theta - \theta_{\text{predicted}}\) and present the results in Figure 7 (bottom). The mean \(\sigma_\theta\) for all classes is \(\sim 30^\circ\), decreasing as \(L\) increases. For comparison, we show the mean \(\sigma_\theta\) when the class is fixed and only the angle is learned (solid line triangles, Figure 7) where the mean \(\sigma_\theta\) improves by \(\sim 10^\circ\). Just as with the digit classes, we show the extremal classes, 0, 1, and 9. Unsurprisingly, it is most difficult to predict the angle of rotation of 0, which is most nearly rotationally symmetric, and easiest to estimate the angle of rotation for 1, which, similar to the rod tests, primarily activates a single wavevector. The largest gap between “class+angle” and “angle” was for 1, which has a \(\sigma_\theta\) of only \(10^\circ\). As another point of comparison, we show \(180^\circ/L\), which might be the naive limit of angular resolution for \(L\) angular divisions. For \(L < 8\), the “angle only” line is below \(180^\circ/L\) and \(\sigma_\theta\) decreases much more slowly with \(L\) than \(1/L\). We take this as support for the angle being easily accessible not only by which \(\ell\) coefficient is maximal, but from the relative magnitude of each \(\ell\) during the continuous trade-off in power between reference angles as a function of rotation (Figure 3). We suspect that the value of the plateau of \(\sigma_\theta\) in part derives from the intrinsic scatter in the as-written angle of the digits, in addition to limitations arising from EqWS.\(^{25}\) The combination of the plateau in \(\sigma_\theta\) for both “angle+class only” and “angle only” and the plateau in class accuracy for “class only” suggests that the \(L\) dependence of the simultaneous digit classification is unique to learning the distribution of digit classes at different angles and does not simply derive from improved angle estimation or class prediction (at a fixed angle).

By combining the relatively smooth, continuous, angular dependence and the discrete \(L\)-fold equivariance of the EqWS coefficients, we can predict the EqWS coefficients at arbitrary angle with minor errors, achieving approximate equivariance with respect to continuous rotations. To demonstrate this, Figure 8 shows the \(S_L(j_1 = 3, \ell_1 = 0)\) coefficient as a function of rotation angle for a test image from MNIST, a “2” (blue

\(^{23}\)The only metric that does not plateau as a function of the number of train angles is the standard deviation of the digit class accuracy as a function of angle, which follows expectations for data augmentation and follows from Figure 5.

\(^{24}\)The “class+angle” case is akin to the NR/R with data augmentation case for the digit classes in Table III and the “class only” case is like NR/NR at different angles where the average over angles is reported in Figure 7. We find few percent, class-dependent fluctuations as a function of angle within the “class only” data which are largest for 3, 6, and 9. We attribute these fluctuations to an interplay of imperfect interpolation and wavelet pixelation.

\(^{25}\)It is difficult to compare to literature since there is no single agreed-upon metric for angle estimation. This is complicated by the fact that the distribution of incorrect angle assignments has peaks at \(90^\circ\) and \(180^\circ\) and is thus not well described by its mean or standard deviation. However, our results are broadly consistent with other CNN-based approaches [56].
from the EqWS coefficients at a single image rotation angle. Cubic spline vertical lines denote the coefficient values known by equivariant permutation by (pixel-wise) bi-cubic interpolation shown as blue line with circles. Grey above. Given the image at a single orientation, we can predict continuous equivariance as a result of the smooth angular dependence. closely matches the true coefficient angle dependence, allowing approximate continuous equivariance as a result of the smooth angular dependence.

line circles), using the resizing and interpolations described above. Given the image at a single orientation, we can predict the value of $S_1(j_1 = 3, \ell_1 = 0)$ at $L = 8$ discrete rotations by permutation (Equation 5, gray lines Figure 8). Given the smooth angular dependence, we can perform a simple bi-cubic spline fit (with periodic boundary conditions) and predict the $S_1(j_1 = 3, \ell_1 = 0)$ coefficient for arbitrary rotation angles. The average error over the 48 test angles was $1 \times 10^{-3.4}$ for the $S_1$ and $1 \times 10^{-4.4}$ for the $S_2$ coefficients, which are conveniently in units of the fractional image power. This error decreases as a function of $L$ as expected, but does so slowly (less than an order of magnitude from $L = 3$ to $L = 8$).

V. APPLICATIONS/BENCHMARKS

In this work, we focus on maximizing equivariance and so we do not attempt a full architecture optimization ($c$, $w$, $L$, $m$) to maximize accuracy. However, we wish to establish a baseline on more difficult datasets such as EMNIST, CIFAR-10, and CIFAR-100. EMNIST is extended version of MNIST, which includes handwritten letters in addition to handwritten digits [57]. The EMNIST digits are padded in a $64 \times 64$ image and interpolated to a $128 \times 128$ image. CIFAR-10 is a set of 10 mutually exclusive classes of $32 \times 32$ pixel color images of objects and animals [58]. CIFAR-100 has 100 classes of the same image format as CIFAR-10, but those 100 classes are grouped into twenty super-class labels that contain five of the 100 fine-label classes. Before computing the wavelet scattering coefficients, we up-sample the CIFAR images to $64 \times 64$, apodize to the image mean, and then pad the images to $128 \times 128$. In order to use the definition of the wavelet scattering coefficients above, we convert the images to monochrome using $0.299 \times R + 0.587 \times G + 0.114 \times B$.

To define the wavelet scattering network on color images, we could take the simplest possible extension, adding an additional channel index and obtaining three times as many coefficients. We do this for the first-order coefficients, but replace the second-order coefficients by defining a cross term to pick up correlations between color channels, where the multiplication below is taken element-wise in real space. A more thorough comparison of this form of second-order coefficient and the usual one, both defined on a monochrome image, is warranted and will appear in later work. We view this form of second-order coupling as the simplest way to obtain correlations between the color channels and use it here for benchmarking.

$$S_2^{C_1 \times C_2}(j_1, \ell_1, j_2, \ell_2) = \int |I_{C_1} \star \psi_{j_1, \ell_1} | \times |I_{C_2} \star \psi_{j_2, \ell_2}||d \mathbf{x}$$

For coefficients with $C_1 = C_2$, $j_1 = j_2$, and $\ell_1 = \ell_2$, the above $S_2$ coefficients conveniently reduce to the usual $S_1$ coefficients for $p = 2$, so there is no need to compute those separately.

For EMNIST, the performance of EqWS+LDA surpasses a simple linear classifier and is comparable to the three-layer extreme learning machine (ELM) presented in the EMNIST release paper, though EqWS+LDA requires no training [57]. Monochrome EqWS+LDA performs similarly to a single hidden layer neural network applied to the pixel space representation with logistic regression on the outputs (51.53%) presented in the CIFAR-10 release [58]. However, the accuracy of monochrome, rotationally invariant EqWS+LDA is more comparable to simple logistic regression on the pixel space representation (41.13%). By extending to cross-color-channel scattering coefficients, the performance of the ISO coefficients is most improved, increasing from 42% to 49% for CIFAR-10 and from 16% to 34% for CIFAR-100. For the REG coefficients, a less than 1% increase on CIFAR-10 and 15% increase on CIFAR-100 was obtained. Logarithmic transform and normalization of the EqWS coefficients, as well as using a different color space for the images, can improve accuracy on CIFAR $\sim 3 - 5\%$ (see Appendix D.).

| Dataset           | REG    | ISO    |
|-------------------|--------|--------|
| EMNIST Digits     | 96.39  | 92.56  |
| EMNIST Letters    | 83.59  | 69.61  |
| EMNIST Balanced   | 77.23  | 65.72  |
| CIFAR-10 Grey     | 53.53  | 42.39  |
| CIFAR-10 RGB      | 54.00  | 48.58  |
| CIFAR-100 Grey    | 20.36  | 16.27  |
| CIFAR-100 RGB     | 35.29  | 34.03  |

In this work, we have shown that there may be a yet lower dimensional reduction of the wavelet scattering coefficients, beyond a simple ISO reduction (sum over $\ell$ indices), which could retain almost all of the information useful for classification (on the specific MNIST task considered). Another reduction of the standard wavelet scattering transform (WST) has been proposed, known as RWST (see Appendix D, and figure therein). This reduction fits the angular dependence of the first- and second-order coefficients by one cosine and

---

26To our knowledge, this sort of color-channel coupling is novel for wavelet scattering networks. Most wavelet scattering work on color images treats each channel separately or combines them into a single channel [59], [60].
three cosine terms, respectively, each with an overall constant angular information in contrast to ISO.

In order to compare different representations of the wavelet scattering coefficients, we compare ISO and RWST reductions on an isotropic classification problem. To do this, we use the original definition of the wavelet scattering coefficients \( p = 1 \) on which RWST is defined, and compare this to the ISO sum over \( \ell \) indices of those same coefficients.\(^{27}\) We consider a dataset of eight classes of magnetohydrodynamic (MHD) simulations characterized by two different dimensionless numbers on which RWST was previously benchmarked and which is of interest to the astrophysics community \[18\]. The ISO reduction (75\%) outperforms RWST (69\%) at the classification task while using Morlet wavelets which are not exactly rotationally invariant. The constant offsets which are fit in RWST act approximately like a mean over the \( \ell \) indices, which is just a normalized sum. Limiting the RWST coefficients to only these constant coefficients (but fitting the entire functional form) results in an accuracy of (78\%). In comparison, EqWS-ISO+LDA with the default filter bank results in an accuracy of 82\%.

For this isotropic task at least, it appears that the isotropic reductions are simpler and sufficient. In general, we might desire more descriptive coefficient representations such as REG and or RWST to perform as well at isotropic tasks as ISO, though undertraining and overfitting often stand in the way. Other coefficient reductions which retain anisotropic information and their application to classification and regression tasks which benefit from anisotropic information, such as the direction of a magnetic field in MHD simulations, are under study. However, the MHD simulations studied here are different enough to be distinguished by only first-order EqWS coefficients with an accuracy of 81\%. Ongoing work is also exploring a more thorough analysis of which MHD classification and regression problems require or benefit from second-order coefficients.

VI. Conclusion

We introduced a new set of wavelets (triglets) with a modified scattering network, EqWS, in order to optimize the rotational equivariance/invariance and translation invariance of wavelet scattering statistics. In the Fourier domain, the wavelets point-wise sum to one within the Nyquist disc, are dynamically adjusted to be well-sampled at small \( k_x \) (large spatial scales), and are nowhere constant where nonzero. Code to implement EqWS is released with this work and takes advantage of wavelet sparsity and pooling under the \( p = 2 \) power. We show that EqWS is translation invariant and rotation equivariant. Each angular bin is equivalent up to sampling effects at the largest and smallest scales. While we show that the EqWS coefficients at a given scale peak as a function of the object scale, we caution that scale equivariance requires sufficient margin on both small scales (the PSF must be well sampled at all rescalings of interest) and large scales (the information must not spill over the image boundaries). This may require both upsampling and padding the input image.

We studied EqWS and its isotropic reduction with simple linear methods (LDA and linear regression) on MNIST. We find almost no difference between training on randomly rotated images and on images rotated at one of three angles when testing on images with random rotations. Residual fluctuations in accuracy as a function of angle suggest a symmetry-breaking term with fourfold symmetry, likely resulting from the discretized image grid. We leveraged the smooth equivariance of the EqWS coefficients to simultaneously learn the class and rotation angle of MNIST digits, observing very little dependence on the number of angular divisions \( L \). We further predict the continuous angular dependence of a scattering coefficient from a single image and angle using the coefficients at the same scale, but different angular bins. We also benchmark on EMNIST and CIFAR-10/100, introducing a new second-order, cross-color-channel coupling term. Revisiting prior wavelet scattering coefficient dimension reductions in the context of an isotropic classification of magneto-hydrodynamic simulations supports a simple isotropic sum such as the one used here.

VII. Code and Data Availability

We release code to implement EqWS in JULIA in a public GitHub EqWS.jl. Data products associated with the paper are publicly available at https://doi.org/10.5281/zenodo.4686088 (48 GB). This includes computed EqWS coefficients, code for preprocessing each dataset, and code to reproduce all EqWS coefficients. A more ML friendly version of the MHD dataset introduced in \[18\] is available here. Also included are JUPYTER notebooks containing code to reproduce all figures in the text, some minimal working examples, and how to run these computations on a cluster.

We used many publicly available codes, including Python packages: HDF5 [61], IPython [62], Kymatio [52], Matplotlib [63], NumPy [64], SciPy [65], Scikit-Learn [66], Scikit-Image [67], Dynesty [68] and JULIA [69] packages: FFTW.jl [70], AbstractFFTs.jl, Colors.jl, DSP.jl, FITSIO.jl, HDF5.jl, JULIA.jl, MLDatasets.jl, and would like to acknowledge their developers.

Acknowledgment

A.S. gratefully acknowledges support by a National Science Foundation Graduate Research Fellowship (DGE-1745303). D.F. acknowledges support by NSF grant AST-1614941, “Exploring the Galaxy: 3-Dimensional Structure and Stellar Streams.” We acknowledge Cammarata et al. \[11\], whose figure pushed us to improve Figure 3, and found this up-to-date literature list highly helpful. We thank Taco Cohen, Josh Speagle, Catherine Zucker, Core Francisco Park, Justina R. Yang and Nayantara Mudur for helpful discussions. We thank Erwan Allys for helpful discussions and feedback on a draft of this work. A.S. acknowledges Sophia Sánchez-Maes for helpful discussions and much support. Computations in this paper were run on the FASRC Cannon cluster supported by the FAS Division of Science Research Computing Group at Harvard University.

\(^{27}\) We use the publicly available Kymatio package with which RWST was released for this comparison.
APPENDIX A
WAVELET COMPARISON

We show selected wavelets at \( j = 3 \) and \( \ell = 0 \) side-by-side in Figure 9 for visual comparison. The Morlet wavelets use geometrical parameters found in the KYMATIO filter bank. The “NS Morlet” are Morlet wavelets optimized using nested sampling, implemented in DYNEXT, so that the sum of squares of the wavelets is uniform across the Nyquist disc. The “Bump Steerable” wavelets are those implemented in SCATNET and are of the class being used widely in an extension of the wavelet scattering transform (WST) called wavelet phase harmonics (WPH) [71]. The “triglets” are the wavelets we introduced in the main text. The real and Fourier space plots are cropped to \( 128 \times 128 \).

The Nyquist disc coverage for “NS Morlet” and “triglets” is the sum of the squares, but for “Morlet” and “Bump Steerable” it is the sum of the absolute value of the wavelets in Fourier space.

\[ \psi_{j\ell}(x) = d \times (e^{a2^{j}ix} - \beta)e^{-x^2}/(2\sigma^2) \]

Here \( \beta \) is a normalization factor [72], which depends on \( a, b, c \) chosen such that \( \psi \) has a null average. Since we are working in 2D, the inverse variance \( 1/\sigma^2 \) of the Gaussian window is an inverse covariance matrix. We choose a diagonal covariance matrix with \( \sigma_{yy} = c \times \sigma_{xx} \) (where \( x \) is the direction of the plane wave) and let \( \sigma_{yy} = b \times 2^{j} \).

The nested sampling was performed with a Gaussian log-likelihood (variance \( 10^{-7} \)) on the mean-squared error (MSE) between the sum of the squares of the wavelets and the unit disc with radius 128. Note that in the optimization and Figure 9 \( j \in [0,8] \) even though we exclude \( j = 0 \) and \( j = 8 \) afterward since those wavelets are poorly sampled either in real or Fourier space. The optimized parameters for this parameterization and a few others we explored are available in Sec. VII along with detailed implementation choices for the nested sampling.

APPENDIX B
COMPUTATIONAL COST/ACCURACY

To illustrate the trade-off between equivariance and computational cost that arises from making sure images are well-sampled in real and Fourier space, we show the accuracy of EqWS-ISO+LDA on MNIST for various amounts of image padding and upsampling. For this test, we rotate the train images by 3 equally spaced angles and test images by 50 equally spaced angles (from 0 to 180°) and report the mean and standard deviation of the test accuracy over the test angles using LDA basis trained on the 3-angle augmented training set (see Table VI). For (padding, upsampling) = (0,0), the 28 × 28 MNIST images are embedded in the smallest dyadic image 32 × 32 without any further processing before the EqWS coefficients are computed. For (padding, upsampling) = (q,r), the MNIST images are embedded in a \( 2^{5+q} \times 2^{5+q} \) image and interpolate to a \( 2^{5+q+r} \times 2^{5+q+r} \) image. The number of coefficients and computational cost (see Table VII) depend only on the image size \( 2^{5+q+r} \) since we fix the rest of the filter-bank parameters to the default values \( L = 8, w = 2, c = 1, \) and \( p = 1 \).

To quantify the stability of the isotropic coefficients formed from the EqWS coefficients, we report \( \Delta \) (see Table VI).

\[ \Delta = \frac{1}{N_{coeff}N_{images}} \sum_{i} \sum_{c} \sigma_{i,c} \] (9)

where \( i \) indexes the set of test images, 10000, \( c \) indexes the different EqWS-ISO coefficients, 310 for (padding, upsampling) = (2,1), and \( \sigma_{i,c} \) is the standard deviation of the coefficient on that image over the 50 equally spaced rotation angles tested. The unit of \( \Delta \) is image power, which is useful for comparing the stability of the coefficients with the conservation of image power as a function of the interpolation scheme used for the rotation.

To compare our code to the most popular public scattering network code, KYMATIO, we compute scattering coefficients on 2D images of size \( 2^{18} \) pixels with \( L = 8 \). Since the two codes choose the number of scales to compute differently, we compare the computation of the largest number of scales possible for a given image size in each code. We report the total computational time per call, the total number of coefficients computed for an image of that size, and the computational time per coefficient.
Kymatio excludes second-order coefficients with $j_1 > j_2$ on physical grounds [17] and thus has to compute fewer coefficients. In EqWS.jl, we have not yet established that these coefficients are uninformative and instead retain all second order coefficients. The number of coefficients after the isotropic reduction of the EqWS coefficients are shown in parentheses. These experiments were executed on the FASRC Cannon cluster at Harvard University on a compute node with water-cooled Intel 24-core Platinum 8268 Cascade Lake CPUs with 192GB RAM running 64-bit CentOS 7. Cascade Lake cores have dual AVX-512 fused multiply-add (FMA) units. Code scaling is reported on a single core in a Python or Julia environment specified by the YAML file in Sec. VII. We also observe an additional speed-up of $\sim 10$ x when both codes are parallelized naively in the respective languages, but do not include this in the benchmarking until more rigorous attempts are made to make the parallelized code comparable.

APPENDIX C

COEFFICIENT STABILITY

A. Rod Test

We further investigate oscillations in the ISO EqWS coefficients, which represent deviations from being fully rotationally invariant. Similar to the main text, we use images of rods which are $128 \times 128$ pixels, FWHM = 8, and 30 pixels long. Fluctuations in coefficient values as a function of the rod angle is shown for $S_2$ for all $j$ and $\ell$ indices in Figure 10 (top left). The rotation angle is sampled every 2.5°. While this representation can be useful in identifying the periodicity of oscillations informing the origin of the symmetry breaking, it is difficult to interpret and compare. We instead show the RMS fluctuations of the coefficients (which are units of image power) as the images are rotated versus the mean value of that coefficient (Figure 10, top right). We then change the angular width of wavelets used from the default $w = 2$ to $w = 1$ and 4. Widening the wavelets decreases the RMS as indicated by the relative vertical offsets between the centroid of the 3 scatter-point distributions. Widening the wavelets also increases the minimum coefficient mean, which agrees with the intuition that wider wavelets have decreased angular sparsity with respect to the rod.

![Figure 10](image-url)

**TABLE V**

| Padding | 0  | 1  | 2  | 3  |
|---------|----|----|----|----|
| Upsampling | 85.62 ± 0.66 | 84.78 ± 0.62 | 86.67 ± 0.50 | 87.40 ± 0.40 |
| Upsampling | 90.46 ± 0.21 | 91.04 ± 0.16 | 92.00 ± 0.14 |
| Upsampling | 91.61 ± 0.12 | 92.06 ± 0.12 |
| Upsampling | 92.17 ± 0.10 |

**TABLE VI**

| Padding | 0  | 1  | 2  | 3  |
|---------|----|----|----|----|
| Upsampling | 2.7 $\times$ 10$^{-4}$ | 1.6 $\times$ 10$^{-4}$ | 1.1 $\times$ 10$^{-4}$ | 7.6 $\times$ 10$^{-5}$ |
| Upsampling | 4.8 $\times$ 10$^{-5}$ | 2.9 $\times$ 10$^{-5}$ | 2.0 $\times$ 10$^{-5}$ |
| Upsampling | 1.6 $\times$ 10$^{-5}$ | 8.0 $\times$ 10$^{-6}$ |
| Upsampling | 8.1 $\times$ 10$^{-6}$ |

![Figure 10](image-url)

**TABLE VII**

| $j_{im}$ | Time (core-ms) | Number of Coeff | Time/Coeff (core-µs) |
|---------|----------------|-----------------|---------------------|
|         | EqWS | WST | EqWS | WST | EqWS | WST |
| 8       | 270  | 6300 | 2452 (310) | 1857 | 110  | 3400 |
| 7       | 46   | 1700 | 1724 (219) | 1401 | 27   | 1200 |
| 6       | 13   | 578  | 1124 (144) | 1009 | 12   | 570  |
| 5       | 5.0  | 233  | 652 (85)   | 681  | 7.7  | 340  |
| 4       | 2.5  | 110  | 308 (42)   | 417  | 8.1  | 260  |
| 3       | 1.2  | 51   | 92 (15)    | 217  | 13.0 | 240  |

It is often useful to examine the fractional fluctuations of the coefficients, which has been previous practice in the equivariant CNN literature [54] (Figure 10, bottom left). For EqWS, the smallest coefficients have the largest fractional fluctuations, as can be seen qualitatively in Figure 10 (top left) and by the negative slow in Figure 10 (bottom left). Another approach to suppressing the oscillations of the ISO coefficients as a function of angle is to simply sample coefficient values at a few (N) angles and average. This is a form of training augmentation, but here the classifier is not trained on N times as many samples; it is only that N times as many coefficient computations enter into each coefficient reported...
to the classifier. A more thorough analysis of which angle augmentations most effectively suppress the oscillations in the ISO coefficients is warranted. Here we simply choose angles which differ from the test angles (2.5° spacing) by multiples of 180°/32 in order to be incommensurate with other frequencies present. The fractional RMS for $N = 1, 4, 16$ is shown in Figure 10 (bottom right) and decreases with larger $N$ as expected.

Increasing both $w$ and $N$ improve the angular stability of the ISO coefficients but have drawbacks. Increasing $N$ linearly increases the computational time spent computing scattering coefficients. Increasing $w$ also has an added computational cost since the sparsity of wavelets in Fourier space (which EqWS.jl takes advantage of) is decreased. Further, increasing $w$ decreases the sharpness of the angular response of EqWS (see Figure 3). However, because the wavelets are never constant and smoothly vary as a function of Fourier angular coordinate, this may not inhibit the ability of a classifier to pinpoint angular information, as hinted at in the MNIST rotation angle tests (Figure 7).

All of the representations here obscure the identity of each coefficient, but visualizing the RMS as a function of coefficient identity reveals only trends consistent with previous intuition about coefficient magnitudes. For $S_2(j_1,j_2,\ell_1,\ell_2)$, when $j_2 < j_1$ coefficients are small and, as a heuristic, the coefficients decrease with increasing $|j_1 - j_2|$. Thus, while not a strict trend, coefficients with $j_2 < j_1$ have large fractional RMS fluctuations, but small magnitudes.

### B. Throw-Out Test

We visualize the average order in which coefficients are thrown out during the throw-out test described in text and shown in Figure 6. We report the average step at which a coefficient was discarded, 1 meaning the coefficient was discarded first in all 10 trials and 310 meaning the coefficient was the singular coefficient remaining at the end (Figure 11). It is often useful to organize coefficient-dependent quantities by scales and angular divisions. While some circular representations have been used in the past [12], they can be difficult to interpret. We present the average discard index of the ISO coefficients instead in a matrix-like representation. The color scale ranges from the minimum to maximum index (40, 288).

The index at which a coefficient was thrown out can be used in part as a proxy for how useful that coefficient is for the linear classifier used on this specific problem, MNIST. This analysis is further complicated by the fact that a linear combination of a set of coefficients might be the truly informative direction, and removing any one of those coefficients severely hinders classification. In addition, some coefficients which are not generally informative, but help the classifier overfit to the train data, may be retained longer.

Despite these drawbacks, we observe general trends about how long coefficients are retained. We refer to wavelets with angular and scale indices as $\psi$ in contrast to the wavelet accounting for power at the origin, $\phi$. $S_0$ coefficients are retained longer than most other coefficients, with the $S_0$ coefficient associated with the image power lasting longer than that associated with the image mean. Only the $S_1(j = 1)$ coefficient survives past the 50% mark. The $j_1 = 3$ and nearby scale crossed $\phi$-$\psi$ terms are retained past the 50% mark, but crossed $\psi$-$\phi$ terms are thrown out very quickly. For the $S_2$ $\psi$-$\psi$ terms, we observe that intermediate scales with small $|j_1 - j_2|$ are often retained the longest. The coefficients involving the smallest and largest scales are often thrown out earliest, as are those with $j_2 < j_1$, though neither is a strict rule. The lack of clear trends in the $S_2$ coefficients is troubling and suggests it may be worth revisiting the $j_2 > j_1$ restriction which is often made in scattering networks.

### Appendix D

#### Extended Applications

### A. MNIST Test-Train Matrix

We often find it instructive to inspect the test-train matrix and test feature vectors in the first few components of the LDA classification space. These are presented in Figure 12 for EqWS-ISO+LDA ($L = 8$) on MNIST embedded in a $128 \times 128$ image interpolated to a $256 \times 256$ image. Both “0” and “1” are well separated by the first two LDA components. The largest confusion between “6” and “9”, which is expected to increase using an isotropic representation, is also reflected in the LDA spaces where “6” and “9” overlap in $LD_2$ and $LD_3$ even

---

28This averaging procedure changes the statistics of the coefficients of the train set relative to the test set, unless the same number N rotations of the test image are used. This may pose difficulties to implementing averaging over N angles in practice.
when all of the other classes except “0” and “1” appear to have separated.

![Figure 12](Image)

**Fig. 12.** Confusion matrix between MNIST classes when applying EqWS-ISO+LDA. Matrix entries are the number of test images with the corresponding true-predicted label pairing. The grayscale color indicates the true positive percentage relative to the number of test images with the corresponding true label. Colors correspond to true labels, as indicated on the vertical axis in the top left panel. Test images are shown in the first few components of LDA space.

**B. Color Space Survey**

For color image classification, the color-space representation can alter the classification performance. We demonstrate the variability in classification for CIFAR-10 and CIFAR-100 obtained in 16 different color spaces using EqWS-ISO + LDA. Preprocessing the EqWS coefficients by taking the logarithm and standard scaling is often used in practice to improve performance (“SC-log”) and is contrasted to using the raw coefficients (“None”). Preprocessing the coefficients and using YCbCr provided the best performance of the cases studied here.

**C. Coefficient Reduction Comparison**

The first few components of the LDA space for classification of the MHD images are shown in Figure 13. The reduced-wavelet scattering transform (RWST) to which we compare is defined on the original coefficients which are then normalized following [17] and [16].

\[
\bar{S}_0 = \log_2 [S_0]
\]

\[
\bar{S}_1(j_1, \ell_1) = \log_2 \left[ S_1(j_1, \ell_1)/S_0 \right]
\]

\[
\bar{S}_2(j_1, \ell_1, j_2, \ell_2) = \log_2 \left[ S_2(j_1, \ell_1, j_2, \ell_2)/S_1(j_1, \ell_1) \right]
\]

The RWST reduction takes advantage of periodicity and angular regularity observed in the WST coefficients to remove the angular indices. The RWST coefficients are obtained from the WST coefficients by least-squares fit of the first and second-order coefficients. For first order,

\[
\bar{S}_1(j_1, \ell_1) = S_1^{iso}(j_1) + S_1^{aniso}(j_1) \cos \left[ \frac{360^\circ}{L} (\ell - \ell_{\text{ref}}) \right]
\]

where \(S_1^{iso}(j_1)\), \(S_1^{aniso}(j_1)\), and \(\ell_{\text{ref}}(j_1)\) are fit coefficients. For second order,

\[
\bar{S}_2(j_1, \ell_1, j_2, \ell_2) = S_2^{iso,1}(j_1, j_2) + \frac{S_2^{iso,1}(j_1, j_2)}{L} \cos \left[ \frac{360^\circ}{L} (\ell_1 - \ell_2) \right] + \frac{S_2^{iso,1}(j_1, j_2)}{L} \cos \left[ \frac{360^\circ}{L} (\ell_1 - \ell_{\text{ref}}) \right]
\]

\[
+ \frac{S_2^{iso,2}(j_1, j_2)}{L} \cos \left[ \frac{360^\circ}{L} (\ell_2 - \ell_{\text{ref}}) \right]
\]

where \(S_2^{iso,1}(j_1, j_2)\), \(S_2^{iso,2}(j_1, j_2)\), \(S_2^{aniso,1}(j_1, j_2)\), \(S_2^{aniso,2}(j_1, j_2)\), and \(\ell_{\text{ref}}(j_1, j_2)\) are fit coefficients. There are \(3J\) coefficients for \(m = 1\), and \(5J(J - 1)/2\) coefficients for \(m = 2\), for a total of \(J(5J + 1)/2\).

We compare this to a simple isotropic average over the angular indices (WST-LOG-ISO), which is performed on the coefficients post normalization following Equation 10. For first order this average removes the angular index entirely while for the second-order coefficients it leads to a dependence on only \(\ell_1 - \ell_2\). As a final comparison, we apply LDA only to the set of coefficients containing \(S_0\), \(S_1^{iso}(j_1)\), and \(S_2^{iso,1}(j_1, j_2)\), the constant terms which we refer to in Figure 13 as R-RWST.

The accuracy here is not directly comparable to the results obtained for RWST on MHD simulations in [18]. While we use the cumulative sum along the line-of-sight images from the same dataset, the images are standard scaled (set to have mean zero and standard deviation one) here instead of max-min \([0, 1]\) scaled as in [18]. Standard scaling better separates learning the structure of fluctuations from learning.  

\[\text{Including } S_2^{iso,2} \text{ in R-RWST decreases the accuracy to 72%}.\]

**Table VIII**

| Color Space | CIFAR-10 | CIFAR-100 |
|-------------|----------|-----------|
| None SC-log | 35.03 35.63 | 37.42 35.63 |
| RGB         | 48.58 50.27 | 34.03 35.63 |
| YCbCr       | 51.30 53.93 | 35.02 34.44 |
| YIQ         | 51.79 53.08 | 35.67 36.99 |
| HSV         | 50.67 52.22 | 33.88 34.44 |
| HSL         | 49.49 51.50 | 32.56 33.24 |
| HSI         | 50.23 52.55 | 33.63 35.16 |
| Lab         | 51.66 52.54 | 35.17 35.62 |
| Luv         | 52.19 53.38 | 34.90 36.30 |
| LCHab       | 50.98 52.97 | 34.63 35.49 |
| LCHuv       | 51.06 53.13 | 34.36 35.67 |
| LMS         | 45.55 48.00 | 31.52 33.88 |
| xyY         | 47.95 49.91 | 31.89 34.32 |
| XYZ         | 45.34 47.05 | 31.50 33.96 |
| DIN99       | 52.08 53.34 | 35.13 35.20 |
| DIN99d      | 51.78 52.76 | 35.59 36.22 |
| DIN99b      | 51.70 53.24 | 35.75 36.02 |
the mean density/amplitude of fluctuations. The decrease in RWST performance on this task from 83% in [18] to 69% here suggests care must be taken in the choice of density-field normalization. While in applications, the mean density and amplitude of fluctuations can be informative and likely should be used, it is preferable to separate out this information when trying to compare different scattering networks, adding it back into the classifier in addition to scattering network coefficients if desired.

Apodization trades information which can be useful for classification in order to enable rotational invariant classifiers. While the best choice of this apodization function remains unresolved, we repeated the tests shown in Figure 13 with the simple apodization described in the main text. Only a small decrease in accuracy, ~ 2%, was observed relative to Figure 13 with no apodization. This apodization allowed us to check that when either of the three cases presented in Figure 13 was trained at one angle and tested on rotated images, the classification accuracy was nearly random (~ 18%). This result, as well as a similar one for testing on images with single pixel translations, in part motivated the development of EqWS.
D. MNIST Angle Estimation

To estimate the angle of rotation for a given MNIST digit, we train a simple model which performs linear regression on \(\cos(\theta)\) and \(\sin(\theta)\), where \(\theta\) is twice the rotation angle, and take the predicted \(\theta\) to be the arc tan of those components. However, one might worry that this model has no regularization fixing \(\sin^2(\theta) + \cos^2(\theta) = 1\). We investigate the correlation between how closely the \(\sin^2(\theta) + \cos^2(\theta) = 1\) is fulfilled and the sum of the squared error (SE) from fitting the data. Figure 6 illustrates that the \(\sin\) and \(\cos\) components could be used to estimate confidence in an angle prediction in a setting where the true labels were not known.
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