Numerical and Experimental Investigations on the Ignition Behavior of OME

Frederik Wiesmann 1,*, Lukas Strauß 2, Sebastian Rieß 2, Julien Manin 3, Kevin Wan 3 and Thomas Lauer 1

1 Institute of Powertrains and Automotive Technology, TU Wien, 1060 Vienna, Austria
2 Institute of Fluid System Technology, FAU Erlangen-Nuremberg, 91058 Erlangen, Germany
3 Sandia National Laboratories, 7011 East Ave., Livermore, CA 94551, USA
* Correspondence: frederik.wiesmann@ifa.tuwien.ac.at; Tel.: +43-1-58801-31560

Abstract: On the path towards climate-neutral future mobility, the usage of synthetic fuels derived from renewable power sources, so-called e-fuels, will be necessary. Oxygenated e-fuels, which contain oxygen in their chemical structure, not only have the potential to realize a climate-neutral powertrain, but also to burn more cleanly in terms of soot formation. Polyoxymethylene dimethyl ethers (PODE or OMEs) are a frequently discussed representative of such combustibles. However, to operate compression ignition engines with these fuels achieving maximum efficiency and minimum emissions, the physical-chemical behavior of OMEs needs to be understood and quantified. Especially the detailed characterization of physical and chemical properties of the spray is of utmost importance for the optimization of the injection and the mixture formation process. The presented work aimed to develop a comprehensive CFD model to specify the differences between OMEs and dodecane, which served as a reference diesel-like fuel, with regards to spray atomization, mixing and auto-ignition for single- and multi-injection patterns. The simulation results were validated against experimental data from a high-temperature and high-pressure combustion vessel. The sprays’ liquid and vapor phase penetration were measured with Mie-scattering and schlieren-imaging as well as diffuse back illumination and Rayleigh-scattering for both fuels. To characterize the ignition process and the flame propagation, measurements of the OH* chemiluminescence of the flame were carried out. Significant differences in the ignition behavior between OMEs and dodecane could be identified in both experiments and CFD simulations. Liquid penetration as well as flame lift-off length are shown to be consistently longer for OMEs. Zones of high reaction activity differ substantially for the two fuels: Along the spray center axis for OMEs and at the shear boundary layers of fuel and ambient air for dodecane. Additionally, the transient behavior of high temperature reactions for OME is predicted to be much faster.

Keywords: CFD; OME; e-Fuels; multi-injection; oxygenated fuels; spray modeling

1. Introduction

In order to achieve climate-neutrality, research into the applicability and behavior of CO2-neutral synthetic fuels is essential. Therefore, a steadily growing interest in academic research in this topic can be observed [1]. Oxygenated fuels in particular are of special interest as they provide beneficial combustion properties that can help solve the soot-NOx trade-off [2]. Polyoxymethylene dimethyl ethers (PODEs), also known as oxymethylene ethers (OMEs), are a quite promising class of such synthetic and oxygenated fuels. Extensive research for various engine types has been done to confirm the potential of OMEs regarding the reduction of soot emissions [3–5] and increased engine efficiency [6]. The lack of C-C bonds within the chemical structure of OMEs—CH3O(-CH2O)n-CH3—together with the high oxygen content (42.1–49.5 wt% for OME1-6 with 1 ≤ n ≤ 6) is responsible for the nearly sootless combustion.

Most academic research so far focused on OME1 as OMEs with more than one formaldehyde (CH2O) group have been difficult to synthesize [7–10]. However, in general
terms, OME$_{3-6}$ were determined to be of best suitability for diesel engine applications, considering their boiling point, lubricity and viscosity are close to diesel itself [9,11,12]. Therefore, recently the focus shifted towards higher OMEs. Previous findings for OME$_1$ regarding very low soot and particle emissions were also confirmed for OME$_{3-6}$ [2,4,13,14].

Special emphasis in this work is placed on the effects caused by multiple injection strategies. Choi and Reitz [15] investigated the impacts of oxygenated fuel blends and multiple injections on DI diesel engines. The study concluded that oxygenated fuel blends reduced soot emissions at high engine loads without increasing NOx emissions. Furthermore, it was shown that a split injection pattern had an additional favorable effect on soot formation at high engine loads and was particularly effective at reducing particulate emissions at low engine loads.

Therefore, concluding from the findings in [3–6,15], the combination of oxygenated fuels and multiple injection strategies has the potential to significantly reduce particulate matter emissions over a wide range of engine operating conditions.

The used injection pattern in this study consists of a short pilot (or pre) and a longer main injection. Short pilot injections result in a ballistic injector operation regime, which strongly influences the spray propagation, mixture formation and ignition behavior. Previous studies emphasized the challenges to properly model highly transient ballistic working regimes of an injector [16] and to correctly specify the small quantities of fuel injected [17]. The authors in [18] found that multiple injection strategies using pilot injections result in an in-cylinder charge that is more fuel lean, which yields a more complete combustion. The resulting effect of a reduced fuel fraction reaching the cylinder wall and crevice regions leads to lower UHC and CO emissions in comparison with single injection strategies.

In order to fully leverage the potential of OMEs in combination with multi-injection events it is essential to study their physical-chemical behavior in depth. The primary aim of this study is to advance the understanding of OMEs in terms of spray atomization, mixture formation and auto-ignition for single and multiple injection strategies and highlight the differences to diesel-like fuels. For this purpose, a comprehensive 3D CFD model using the commercial software AVL FIRE® was developed.

Detailed reaction mechanisms are used for an OME$_{3-6}$ fuel and dodecane, which serves as a diesel surrogate fuel, to identify the differences in the combustion regimes before and after a stable flame lift-off is established. The spray and combustion models are validated with experimental data from a constant pressure combustion vessel.

The presentation of the present work is organized as follows. First the experimental and numerical setup is introduced in Section 2. Then the numerical results are validated against the experimental data in Section 3. Thereafter, the results are discussed in Section 4 and a summary with possible future research directions is given in Section 5.

2. Setup

2.1. Used Fuels

The fuels used in this study are dodecane, serving as diesel surrogate, and a mix of OMEs, hereinafter referred to as OME, with its composition shown in Table 1. The different fuel properties of dodecane and OME are described in Table 2. Dodecane is a single component $n$-paraffinic fuel and the standard diesel surrogate of the engine combustion network (ECN) [19]. In contrast to dodecane, the used OME mix is a multi-component oxymethylene ether blended with components of different chain lengths. The OME batch was analyzed by Analytik Service Gesellschaft (ASG) [20].

Choosing these fundamentally different fuels serves as a further challenge for the validity of the CFD model that is developed in this study.
Table 1. OME mix composition.

| Molecule | Content [wt %] |
|----------|----------------|
| OME\(_1\) | 0.01           |
| OME\(_2\) | <0.01          |
| OME\(_3\) | 57.90          |
| OME\(_4\) | 28.87          |
| OME\(_5\) | 10.07          |
| OME\(_6\) | 1.91           |

Table 2. Fuel properties for dodecane and OME.

| Property                  | Unit          | Dodecane | OME       |
|---------------------------|---------------|----------|-----------|
| Density                   | kg/m\(^3\) (T = 15 °C) | 751.20   | 1057.10   |
| Viscosity                 | mm\(^2\)/s (T = 40 °C) | 1.44     | 1.08      |
| Cetane number             | -             | 74       | 68.6      |
| Lubricity                 | µm            | 563      | 320       |
| Flash point               | °C            | 83       | 65        |
| Lower heating value       | MJ/kg         | 44.20    | 19.26     |
| Initial boiling point     | °C            | 214.00   | 144.40    |
| Final boiling point       | °C            | 218      | 242.4     |
| Total contaminations      | mg/kg         | -        | <1        |
| Carbon content            | % [m/m]       | 84       | 43        |
| Hydrogen content          | % [m/m]       | 16       | 8.53      |
| Oxygen content            | % [m/m]       | 0        | 46.4      |
| (A/F)\(_{st}\) at 21% of O\(_2\) | -       | 14.92:1  | 5.89:1    |
| (A/F)\(_{st}\) at 15% of O\(_2\) | -       | 20.72:1  | 8.18:1    |

2.2. Experimental Setup

The experiments for the spray investigation are carried out with optically accessible high-temperature and high-pressure constant volume injection chambers.

The test bench at Institute of Fluid System Technology (FST) is continuously scavenged with gas mixtures, which can be freely adjusted from pure nitrogen to pure air, making it possible to perform both reactive and inert investigations and a simulation of EGR as well. The gas temperature inside the vessel can be set from room temperature to 1000 K and is controlled automatically. The pressure can be regulated from 0.1 MPa up to 10 MPa simultaneously. Both parameters are held constant during the experiments. A research fuel system, which can be used with different rails and injectors, provides the required fuel pressure up to 400 MPa. To obtain data about the fuel spray and its mixture, optical measurement techniques are used. The cubic chamber has a window on each side (except for the one where the injector is mounted) so that one can apply high-speed imaging techniques.

The optics are placed in such a way, that the fuel spray is shown in side view. The gaseous penetration is measured with a typical schlieren setup under inert conditions (Figure 1, left): Light from a monochromatic LED at 528 nm is parallelized by a lens with a diameter of 152 mm and a focal length of 1216 mm and guided into the chamber via the optical access. Density gradients due to the spray result in a change of the refractive index, causing the previously parallel beams to be bent in different directions. The light beams are collected through a second lens with the same optical properties as the first one and are recorded with a Photron SA-Z, which is equipped with a Tamron SP 70-200 mm F/2.8, at a framerate of 40,000 fps. In order to measure the liquid phase, the fuel spray is illuminated with white LED chips from three of the five windows. The Mie scattered light is then detected with the high-speed camera setup via the schlieren optics mentioned above.

To characterize the ignition, the OH*-chemiluminescence is detected. For this, the OH*-signal is filtered out of the flame signal by a 307 nm ± 25 nm bandpass filter and focused with a Sill Optics 105 mm F/4.5 objective lens on the high-speed intensifier IRO X.
of LaVision (Figure 1, right). Afterwards, the amplified signal is recorded with a Photron SA-Z at a framerate of 40,000 fps. For each operation point, 32 injections are performed, filmed and evaluated with a self-developed MATLAB-based program. In addition, mass flow rate measurements are performed utilizing a Moehwald HDA-500.

The experiments at Sandia National Laboratories (Sandia) were carried out using an optically accessible constant-volume spray chamber. The chamber is approximately a 108 mm cube. The injector is mounted on one face of the cube, and the remaining 5 faces allow optical access. The thermodynamic operating conditions are achieved by spark igniting a tailored pre-burn mixture of acetylene, hydrogen, oxygen, and nitrogen. Further details of the chamber can be found in previous works [21].

Time-resolved vapor penetration and mixing was imaged using Rayleigh scattering from a pulsed burst-mode 532-nm Nd:YAG laser operating at 70 kHz. The laser was shaped into a sheet approximately 0.2 mm thick and passed orthogonally through the injector axis. The scattered light was passed through a 532 nm bandpass filter and collected with a high-speed Phantom v2512 camera equipped with a 85 mm f/1.8 lens and 500D close-up lens. Details on the high-speed Rayleigh scattering technique and calculation of mixture fraction are available [22].

Liquid length was visualized simultaneously using diffuse back illuminated (DBI) imaging using a 385 nm LED operating at the laser frequency and 300 ns pulses with a Fresnel lens and engineered diffuser. The diffuse light was passed through a dichroic beam splitter and collected using a second Phantom v2512 camera with a 50 m f/1.2 lens, 500D close-up lens. Details of the DBI technique and the procedure for evaluating liquid length can be found in Section 2.4.4.

Injectors

This study utilizes two different injectors for validation of the simulation model: The Continental 3 Hole injector (Conti3L) and the SprayA3 injector. Table 3 lists the characteristics of the two injectors.

The SprayA3 injector used in this study is a piezo-actuated injector with a highly convergent single-hole orifice nozzle.

The Conti3L injector is also piezo-driven but has three holes and is based on a common rail high-pressure diesel injector unit PCRs2. Its orifices are oriented at 45° elevation from the injector axis and with a constant angle of 120° between orifices.

|                | Conti3L | SprayA3 |
|----------------|---------|---------|
| Orifice exit diameter [µm] | 115     | 97      |
| Contraction coefficient [-] | 0.98    | 0.98    |
| Number of holes [-] | 3       | 1       |
| Elevation angle [''] | 45      | 0       |

2.3. Operating Points

The operating points of the experiments and simulations in this study are shown in Table 4. The letter M indicates an operating point with multiple injections, the letter i signals inert (nitrogen) atmosphere and r specifies reactive conditions. It can be seen that
two major sweeps are studied in the present work. First the temperature varies from 800 K \( (T_2) \) to 900 K \( (A) \) and 1000 K \( (T_3) \). Also the volume content of oxygen in the chamber atmosphere is altered from inert conditions to 15\% and 21\%. The density was kept constant at 22.8 kg/m\(^3\) in order to focus on the influence of temperature and oxygen content on the spray propagation and combustion. The changing ambient conditions have a significant influence on liquid penetration, vapor entrainment, ignition delay and flame lift-off.

Table 4. Operating points.

| Name   | \( T_{CC} \) [K] | \( p_{CC} \) [bar] | \( \rho_{CC} \) [kg/m\(^3\)] | \( T_{inj} \) [K] | \( p_{inj} \) [bar] | \( t_{inj} \) [ms] | \( O_2 \)-Content [vol. \%] |
|--------|------------------|---------------------|-----------------------------|------------------|------------------|-----------------|--------------------------|
| T2i    | 800              | 55                  | 22.8                        | 363              | 1500             | 1.5             | 0                        |
| T2r    | 800              | 54                  | 22.8                        | 363              | 1500             | 1.5             | 15                       |
| T2rM   | 800              | 55                  | 22.8                        | 363              | 1500             | 0.3/0.5/1.2     | 0                        |
| T3rM   | 900              | 62                  | 22.8                        | 363              | 1500             | 0.3/0.5/1.2     | 15                       |
| Ai     | 900              | 61                  | 22.8                        | 363              | 1500             | 1.5             | 0                        |
| Ar     | 900              | 62                  | 22.8                        | 363              | 1500             | 0.3/0.5/1.2     | 15                       |
| AIrM   | 900              | 62                  | 22.8                        | 363              | 1500             | 0.3/0.5/1.2     | 0                        |
| ArM    | 900              | 62                  | 22.8                        | 363              | 1500             | 0.3/0.5/1.2     | 15                       |
| O2     | 900              | 62                  | 22.8                        | 363              | 1500             | 1.5             | 21                       |
| T3i    | 1000             | 69                  | 22.8                        | 363              | 1500             | 1.5             | 0                        |
| T3r    | 1000             | 68                  | 22.8                        | 363              | 1500             | 1.5             | 15                       |

2.4. Numerical Setup

The modeling of the reactive spray is carried out as RANS simulations using a discrete droplet approach to track the liquid parcels in the computational domain in a Lagrangian manner (Section 2.4.2). The gaseous phase is modeled on an Eulerian grid.

2.4.1. Eulerian Mesh and Models

The present work utilizes a simplified spray-box mesh of 120 mm in length and 60 mm in width including several refinements reaching a maximum resolution of 125 \( \mu \)m. The dimensions of the mesh are chosen to provide a spray propagation unperturbed by boundaries. The local refinements (Table 5), integrated in the spray center axis, aim for an adequate spatial resolution of the spray plume.

Table 5. Mesh refinements.

| Refinement | L [mm] | R1 [mm] | R2 [mm] | Cell Size [mm] |
|------------|--------|---------|---------|----------------|
| 0 (Base Mesh) | 120  | 30  | 30  | 1.000          |
| 1          | 80    | 5    | 10    | 0.500          |
| 2          | 50    | 3    | 5     | 0.250          |
| 3          | 25    | 2    | 3     | 0.125          |

Figure 2 shows a cut through the center plane of the mesh as visualization of the refinement levels. The small cell size in the vicinity of the nozzle is essential to correctly model the momentum exchange between liquid and vapor phase. The boundaries of the mesh are modeled as walls with fixed temperature, except the boundary opposite the nozzle, which is set as a non-reflecting outlet. The investigated operating points in Section 2.3 result in high injection velocities, which, in conjunction with the small cell sizes close to the nozzle, require a high temporal resolution in order to comply with the condition of Courant numbers smaller than unity. Therefore, the time step size during injection is set to 0.5 \( \mu \)s and to 1.0 \( \mu \)s once the injection process is finished and the vapor phase is observed.
The turbulent flow field is modeled using a RANS approach with the k-\(\zeta\)-f turbulence model [23]. This model contains all necessary near-wall modifications, which makes it an appropriate choice even for transferring the simulation results of the present work to an engine application. A compound wall treatment proposed by [24] is selected to model the near wall regions of the computational domain. The pressure-velocity coupling is done via the SIMPLE/PISO algorithm where the first pressure correction is conducted with the SIMPLE logic and an additional pressure correction is made using the standard PISO correction. Table 6 summarizes the numerical setup for the gaseous phase within the computational domain.

Table 6. Summary of Eulerian numerical setup.

| Meshing                      | Cylindrical spray-box                                      |
|------------------------------|------------------------------------------------------------|
| Type                         | Cylindrical spray-box                                      |
| Cell refinement              | 1 mm–0.125 mm                                              |
| Dimensions                   | Length = 120 mm; Diameter = 60 mm                          |
| Boundaries                   | Fixed temperature walls; non-reflecting outlet             |

| Gaseous phase models         |                                                          |
|------------------------------|------------------------------------------------------------|
| Temporal discretization      | 0.5 \(\mu\)s (during injection); 1.0 \(\mu\)s (after injection) |
| Turbulence modeling          | RANS approach; k-\(\zeta\)-f model                        |
| Wall treatment               | Compound (hybrid)                                          |
| Pressure-correction          | SIMPLE (1st) / PISO (2nd)                                  |

2.4.2. Lagrangian Spray Modeling

The liquid phase is modeled by introducing a statistically significant number of discrete parcels at every time step, which are tracked through the numerical domain. These parcels consist of a certain number of identical, non-interacting droplets. The main force acting on the parcels and determining their trajectories is the drag force \(F_D\) described by Equation (1) [25]

\[
\rho_l V_d \vec{F}_{D,d} = \frac{1}{2} \rho_l C_d A_d \vec{u} \cdot |\vec{u} - \vec{v}_d| \times (\vec{u} - \vec{v}_d)
\]

with \(\vec{u}\) as the velocity vector of the gaseous phase, \(\vec{v}_d\) as droplet velocity, \(C_d\) droplet drag coefficient and \(V_d\) and \(A_d\) describing the droplet volume and frontal area respectively. The subscript \(l\) denotes the liquid and \(g\) the gaseous properties. The methodical approach for introducing the liquid parcels in the present spray modeling is the Blob method [26]. Hereby, large liquid parcels (blobs) are continuously initialized with diameters comparable to the nozzle orifice approximating the intact liquid core in the vicinity of the nozzle exit. The main assumption underlying this procedure is that the atomization of the introduced
liquid and the split-up of liquid blobs are indistinguishable processes within the dense liquid core region [27].

The breakup of the liquid blobs is modeled with the KHRT liquid breakup model. It combines the Kelvin-Helmholtz (KH) instabilities [26], and the Rayleigh-Taylor (RT) breakup model, which is based on the findings of Taylor [28].

The KH instabilities describe growing oscillations on the droplet surface caused by high relative velocities. There are two key parameters defining this breakup model for diesel-like sprays. The first one is the calculated stable radius of the broken up droplet ($r_{d,KH}$ in Equation (2)), which is proportional to the wavelength of the fastest growing oscillation ($\Lambda_{KH}$). The second one is the necessary breakup time ($\tau_{KH}$ in Equation (4)), determined by the wavelength and growth rate ($\Omega_{KH}$) of the fastest growing oscillation breaking up the parent droplet ($r_{p,KH}$).

$$r_{d,KH} = C_1 \Lambda_{KH}$$  

$$\frac{dr_{p,KH}}{dt} = -\frac{r_{p,KH} - r_{d,KH}}{\tau_{KH}}$$

$$\tau_{KH} = 3.726 C_2 \frac{r_{p,KH}}{\Lambda_{KH} \Omega_{KH}}$$

The parameter $C_1$ is set to 0.61 following the original findings of Reitz [26]. The model parameter $C_2$ however is the main fitting parameter for the KH breakup. The reported values vary significantly from 1.73 [29] to 30 [30], which is a clear indication of the influence of the inner nozzle flow on the primary breakup that is attempted to be modeled by this parameter.

The RT instabilities are caused when a liquid-gas interface is accelerated in a direction opposite to the density gradient. This means that drag forces causing the droplet to decelerate result in growing RT instabilities at the trailing edge.

Both breakup models are driven by the aerodynamics drag force given by Equation (1). They are implemented in a competing manner, meaning the mechanism predicting the shorter breakup time for a given droplet is applied. In proximity to the injector nozzle the droplet velocities and accelerations are highest, which results in the RT breakup governing the near nozzle regions. The KH breakup becomes more dominant further downstream [25].

The only constraint needed for the KHRT implementation is a definition of a certain length downstream of the nozzle where the liquid droplets only undergo KH breakup in the form of Equation (5) [31]. This way the CFD code can circumvent the fact that the RT model would predict an extremely rapid breakup in close vicinity to the nozzle exit.

$$L_{KH,breakup} = C_3 \sqrt{\frac{\rho_L}{\rho_g}} d_{Nozzle}$$

Table 7 shows the breakup models parameters used for all CFD simulations within this study. A minor adaptation of the $C_2$ parameter was necessary when switching from the Conti3L to the SprayA3 injector to get a better representation of the measured liquid length. However, all other sub-models of the Lagrangian and the Eulerian phase remain the same.

### Table 7. KHRT breakup model parameters.

| Parameter   | Value     | Description                                      |
|-------------|-----------|--------------------------------------------------|
| $C_1$       | 0.61      | Parameter for stable child droplet radius        |
| $C_2$       | 8.5 (Conti3L) | Parameter for child droplet breakup time          |
| $C_3$       | 10 (SprayA3) | Parameter to only undergo KH breakup near the nozzle |

Table 7 shows the breakup models parameters used for all CFD simulations within this study. A minor adaptation of the $C_2$ parameter was necessary when switching from the Conti3L to the SprayA3 injector to get a better representation of the measured liquid length. However, all other sub-models of the Lagrangian and the Eulerian phase remain the same.
The interaction between turbulent flow field and Lagrangian droplet trajectories is described using turbulent dispersion models. This study utilizes the approach proposed by O’Rourke and Bracco [32], which adds fluctuating velocity components to the spray velocity based on Gaussian distributions using the gaseous turbulent kinetic energy at the particle location.

The evaporation of the liquid droplets is modeled via the multi-component modeling approach outlined by Brenn et al. [33]. The model is based on the work of Abramzon-Sirignano [34] using classical film theory where resistance to heat and mass transfer is modeled by fictional gas films of constant thicknesses. The defining difference to the single-component case is that mass transfer of every component is calculated separately, whereas heat transfer is still treated as a global mechanism.

The model computing the drag force imposed from the gaseous phase onto the liquid droplets used in the present work is the Schiller-Naumann drag law [35]. Table 8 summarizes the Lagrangian numerical setup for the liquid phase.

| Liquid Spray Submodels                  |
|----------------------------------------|
| Injection type                        | Blob                                      |
| Breakup                                | KHRT                                      |
| Turbulent dispersion                   | O’Rourke                                  |
| Evaporation                            | Brenn et al. (Multi-Component)            |
| Drag Law                               | Schiller-Naumann                          |

### 2.4.3. Modeling Mass Rates of Injection

The rates of injection boundary condition used in CFD modeling was identified as a source of possible errors for the Spray A injector [36]. Especially the initial ramp-up transient until up to 200 µs proved to be very challenging in order to generate consistent ensemble-averaged mass flow rates of injection using standard long-tube type instruments (HDA) described in Section 2.2. Overestimated rate fluctuations due to mechanical vibrations as well as an underestimation of the initial ramp-up gradient were reported.

As a consequence, the rate of injection for the highly transient ramp-up and ramp-down phases needed to be modeled, leading to a virtual rate of injection. Figure 3 shows the virtual injection rate utilized for ECN standard conditions (Ar and Ai in Table 4).

It can be seen that the initial ramp-up and the ramp-down of the injection rate is assumed to be faster than measured with the HDA flowmeter. However, the overall fuel mass injected into the chamber is maintained. The influence of the modeled ramp-up and ramp-down transients on the spray propagation and mixing in case of a single injection event is minor, albeit non-negligible.

For the multi-injection operating points the pilot injection is dominated by the transient phases of ramping-up and down. Therefore, HDA experiments cannot provide reliable data for the mass flow rate profiles for pilot injections. The ramp-up and ramp-down transients would be too slow to correctly simulate the observed penetration of the liquid and vapor phase. The short pilot injection forces the injector to operate in a ballistic working regime, where the correlation between coil energizing time and injected fuel amount becomes highly non-linear. This led the authors in [16] to develop a model based on the conservation of momentum along the spray axis to calculate the maximum initial velocity of the spray. Utilizing this approach in combination with maintaining the measured overall injected fuel mass led to mass flow rates that could be used as valid inputs for the CFD simulations.
2.4.4. Liquid Penetration Length Calculation

This study utilizes the Projected Liquid Volume (PLV) for calculating the penetration of the liquid droplets into the simulation domain [19]. Previous methods, e.g., determining the distance where 99% of the liquid mass in the computational domain is located upstream, have no actual physical connection to the measurement techniques in use (Mie, DBI in Section 2.2). In [37] Pickett et al. summarized the problems associated with Mie-scatter lighting and proposed the usage of light-extinction diagnostics (DBI) in combination with a path integral analysis of the liquid volume fraction (LVF) for CFD simulations (Equation (6)).

$$\tau_{opt} \frac{\pi d^3}{6} C_{ext} = \int_{-y_\infty}^{y_\infty} LVF \, dy = \int_{-y_\infty}^{y_\infty} \frac{volume \, liquid}{unit \, volume} \, dy$$  \hspace{1cm} (6)

In this equation, $\tau_{opt}$ is the optical thickness and $C_{ext}$ describes the extinction coefficient. A detailed description of the values and the procedure can be found in [38]. This study uses a threshold of $\int_{-y_\infty}^{y_\infty} LVF \, dy = 0.2 \cdot 10^{-3} \, \frac{mm^3\, liquid}{mm^2}$ to determine the liquid penetration.

2.4.5. Combustion Modeling

The combustion modeling is realized using detailed reaction mechanisms. Especially the accurate prediction of auto-ignition and flame lift-off locations necessitate the incorporation of the complex oxidation chemistry for the different fuels researched in this study. The implementation in the CFD code treats every computational cell as a well-mixed homogeneous reactor at every time step.

The turbulence chemistry interaction (TCI) is modeled via a presumed (Gaussian) probability density function (pPDF) acting primarily on the local instantaneous temperature, which acts as the random variable satisfying the Gaussian distribution. This way the pPDF implementation affects any non-linear function of the temperature ($f(T)$, Equation (7)) [39].

$$f(T) = \int_{-\infty}^{+\infty} f(T + \sqrt{T'} \cdot x) \cdot \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{x^2}{2}\right) \, dx$$  \hspace{1cm} (7)

A main indicator of the mixing field in the spray is the mixture fraction. It is defined as a passive scalar, meaning that its value changes due to mixing, but not due to reactions. Its definition in Equation (8) is related to element mass fractions $Z_i$ of the $i^{th}$ element, with superscripts $f$ and $ox$ denoting the specific element mass fraction for the pure fuel and oxidizer. In [40] the nitrogen element mass fraction was used to calculate the mixture fraction, which is also the method utilized in this study.
When identifying the instantaneous mixing state of oxygenated fuels, it was shown in [41] that the traditional definition of the equivalence ratio $\phi$ (Equation (9)) is not accurate enough when dealing with oxygenated fuels. Therefore, a new quantity was introduced, namely the oxygen equivalence ratio $\phi_\Omega$. It provides a more precise measure to quantify the instantaneous mixture stoichiometry for oxygenated fuels, as it correctly accounts for the oxygen bound in the chemical structure of the fuel. It can be defined depending on the oxygen ratio of the fuel $\Omega_f$, which is a property of the fuel and resembles the number of oxygen atoms per mole of fuel divided by the number of oxygen atoms needed to convert all C- and H-atoms in a mole of fuel to stoichiometric products. For the used OME mix in this study the oxygen fuel ratio can be given as $\Omega_{f,OME} = 0.2567$. The relationship between oxygen equivalence ratio and the conventional equivalence ratio is stated in Equation (10) (assuming no C- and H-atoms are present in the oxidizer).

$$\phi = \frac{m_f}{m_{ox}} \left( \frac{m_f}{m_{ox}} \right)_{st}$$

$$\phi_\Omega = \frac{\phi}{1 + \Omega_f \cdot (\phi - 1)}$$

The reaction kinetics for the oxidization of dodecane are described in this study by the mechanism proposed by Yao et al. [42]. It generally shows good agreement with experimental data incorporating 54 species and 269 reactions. Additional calculations were performed using a longer mechanism derived by the CRECK modeling group [43] and presented in [44]. It consists of 130 species and 2323 reactions and will be labeled further as the POLIMI mechanism.

As the present work uses an OME mix consisting of molecules with a number of oxymethylene groups ranging from one to six (OME$_1$ to OME$_6$), the reaction mechanisms need to incorporate as many different OME molecules as possible. Therefore, the recently published reaction mechanism by Niu et al. [45] is utilized to calculate the oxidation of the OME. It consists of 92 species and 389 reactions. In order to classify the obtained results, auxiliary simulations were conducted using the mechanism by Cai et al. [46]. However, though being the reference mechanism of the ECN for the oxidization of OME$_3$, it has to be taken into account that this reaction scheme only comprises OME$_2$ to OME$_4$, meaning that the components OME$_5$ and OME$_6$ are neglected. Nevertheless, it is a quite extensive mechanism considering 322 species contributing to the combustion of OME.

3. Results

In the following section the numerical results are compared to the experimental measurements. The general idea of the spray modeling in this work follows the logic of stepwise validation for single and multi-injection simulations. The first step is the validation of the CFD model in evaporating inert chamber conditions ($Ai$ in Section 2.3). Special focus is hereby placed on liquid and vapor penetration, spray dispersion as well as mixing. The validated spray model is then transferred into a reacting chamber atmosphere utilizing the reactions mechanism for the respective fuel described in Section 2.4.5. The combustion results are validated in terms of ignition delay, flame lift-off and propagation. Additionally the ignition zones and mixture stoichiometry are identified by transferring the simulation domain into mixture fraction (Equation (8)) and oxygen equivalence ratio (Equation (10)) space illustrating the mixing field of the hot reactive regions.

The obtained results aim to highlight and emphasize the differences found between dodecane and OME.
3.1. Spray Results

The computation of the liquid length of the spray follows the description in Section 2.4.4. For the Mie-scatter data the simulated liquid length is compared with the furthest position where a Mie signal is detectable for at least 50% of the 32 injection repetitions. The measured liquid length using diffuse back illumination (DBI) corresponds to a defined optical thickness and droplet extinction cross section following the ECN guidelines [19] already mentioned in Sections 2.2 and 2.4.4.

The vapor penetration into the combustion chamber is identified for inert conditions by tracking the vapor front of the spray with the distance from the nozzle to the furthest computational cell containing a fuel vapor mass fraction of at least 0.001 kg/kg. For inert conditions this definition corresponds to a mixture fraction of $Z = 0.001$ for the tracked vapor front. This simulated penetration is validated by schlieren measurements. With this method the furthest position downstream of the nozzle at which a schlieren signal is detectable for at least 50% of the injection repetitions determines the vapor penetration. The Rayleigh technique uses the quantification of the mixture fraction to determine the spray penetration at the furthest downstream location with the threshold of $Z \geq 0.001$.

The same fuel vapor threshold as for determining the spray vapor penetration is used to determine the center point and near cone angle of the simulated spray. For calculating the near cone angle the outer spray boundary within the section in between the center of spray and half its distance from the nozzle orifice is averaged at every given time step.

3.1.1. Single-Injection

Before addressing the influence of the multiple injection pattern, the CFD model has to be validated for the single injection case. The top two plots of Figure 4 depict the liquid and vapor penetration for dodecane and OME for the operating point $Ai (900 \text{ K}, 22.8 \text{ kg/m}^3$ and 0% O$_2$). Additionally the spray contour is plotted at 500 µs and 1000 µs after SOI. The left half of the spray cut illustrates the probability to detect a schlieren signal in false coloring and its right counterpart shows the simulated fuel mass fraction bound by the threshold of 0.001 kg/kg. At the bottom of Figure 4 the vapor dispersion in terms of vapor near cone angle and axial spray center is shown. These plots actually quantify the contour outlines of the spray cuts.

In general a good agreement for both fuels can be observed. It is noticeable that the vapor penetration for dodecane and OME do not differ significantly, which is expected taking into account the same chamber conditions and pressure drop from injection (1500 bar) to chamber (62 bar) pressure. According to Kook and Picket [47] the momentum flux is not correlated to the fuel density in case of a fixed pressure drop and nozzle area resulting in an unaffected vapor penetration. This statement also remains valid when considering the vapor dispersion. For both fuels the near cone angle and the axial position of the spray center do not differ significantly.

However, fuel density does have an impact on the liquid length, as shown in [47], because a more dense fuel decreases the entrained hot ambient mass per fuel mass and hence increases the liquid length. In case of OME and dodecane, the higher density of the OME mix is listed in Table 2 where it is also shown that the final boiling point is significantly higher for OME. Another parameter affecting the liquid length is the surface tension. According to [48] the surface tension for OMEs is higher compared to n-alkanes like dodecane. This would mean, in general, that the droplet breakup process shows a stronger resistance towards the aerodynamic forces driving the atomization. Furthermore, the vapor pressure of the studied OME mix is significantly higher than that of dodecane [49], indicating a higher volatility of OME. All of the differences in fuel properties described above result in a greater liquid length for OME, as seen in Figure 4.
Figure 4. Conti3L: Spray penetration (top, projected liquid volume and vapor) and vapor dispersion (bottom, half near cone spreading angle and axial center of gravity) for inert chamber conditions (Ai: $T_{CC} = 900$ K, $P_{CC} = 22.8$ kg/m$^3$ and 0% O$_2$): (left) Dodecane. (right) OME.

A simple analysis of the critical Weber number ($We = \frac{\rho v^2 D}{\sigma}$) can lead to a first approximation of the ratio of liquid penetration of the droplets for dodecane and OME. Assuming a constant critical Weber number for both fuels, the ratio of the critical droplet diameter after initial breakup of the injected blobs ($D_{\text{DOD}}$) can be calculated with Equation (11). The fuel properties are evaluated at the liquid injection temperature of 363.15 K and the droplet velocities in Equation (11) are equal to the average steady state injection velocities. The result or the critical diameter ratio indicates that the liquid phase of OME will penetrate further into the chamber than dodecane, as the droplets after initial breakup tend to be larger.

$$\frac{D_{\text{DOD}}}{D_{\text{OME}}} = \frac{\sigma_{\text{DOD}} \cdot \rho_{\text{DOD}} \cdot v_{\text{DOD}}^2}{\sigma_{\text{OME}} \cdot \rho_{\text{OME}} \cdot v_{\text{OME}}^2} \approx 1.29$$  (11)

Evaluating the measured steady state liquid length for dodecane and OME for 900 K and 800 K chamber temperature, as shown in the left plot of Figure 5, actually yields a ratio between 1.15 \(\leq LL_{\text{OME}}/LL_{\text{DOD}} \leq 1.21\). Figure 5 also shows that the trends of higher liquid length for a lower temperature is clearly captured by the model. The estimation of Equation (11) is also reflected in the right plot within Figure 5, which depicts a droplet diameter distribution for both fuels through a plane at 5 mm axial distance to the nozzle and 1 ms after start of injection for a chamber temperature of 900 K. The greater Sauter-mean diameter ($D_{\text{SOD}}$) for OME is visible.

As the difference in liquid length is the main distinction between OME and dodecane for inert operating conditions, the plot in the center of Figure 5 depicts the relative difference between fuels for experiment and simulation. The longer liquid penetration for OME is represented by the CFD simulation, however it can be noticed that the effect is slightly underestimated compared to the experimental data. A summary of the liquid lengths for simulations and experiments is shown in Table 9.
As a means to expand the validity of the CFD model, simulations were also carried out representing the SprayA3 injector. The only difference in the simulation model for the SprayA3 simulations is an adaptation of the $C_2$ breakup time parameter from 8.5 to 10, see Table 7. Figure 6 illustrates the differences in liquid and vapor penetration for OME (right) and dodecane (left) determined with different measurement techniques compared to the simulation. The agreement between techniques and between experiment and simulation is obvious. Nevertheless, small differences can be observed in the liquid length for OME. The DBI measurements evaluate the liquid length to be slightly higher, roughly 1 mm, than the Mie-scattering would suggest.

The next step to validate the spray model, before analyzing the simulated combustion, is to quantify the possible errors in the predicted mixing fields. For this purpose the measured Rayleigh data was transferred to represent a two-dimensional and time-resolved mixing field quantifying the mixture fraction, Equation (8), for OME and dodecane. Figure 7 compares the mixture fraction in the spray center plane for simulation and experiment at 1000 $\mu$s after SOI. As the Rayleigh measurements have to avoid the Mie-scattering caused
by the liquid phase, the initial part of the spray cannot be captured experimentally. At the top the contour plots of the mixing field show that simulation and experiment are in very good agreement. The bottom two plots of Figure 7 represent the radial mixture fraction profiles at several axial positions. Interestingly, OME tends to mix with a higher mixture fraction initially, but evolving into very similar profiles compared to dodecane further downstream. In case of OME the simulated mixture fraction profiles tend to be slightly overestimated for x = 30 mm and x = 40 mm.

![Figure 7](image1.png)

**Figure 7.** SprayA3 ($A_i$) @ $t_{SOI} = 1000 \mu s$: Mixture fraction in central spray axis plane: Contour (top) and radial profiles (bottom): (left) Dodecane. (right) OME.

The centerline mixture fraction is plotted on the left in Figure 8. The dodecane data shows an almost perfect match between simulation and experiment in between $20 < x < 40$ mm. For OME the overestimation of the mixture fraction is also visible on the center line, hinting at possible errors in simulating the entrainment of ambient nitrogen into the fuel vapor spray. However, the error remains within the standard deviation of the experiment.

![Figure 8](image2.png)

**Figure 8.** SprayA3 ($A_i$) @ $t_{SOI} = 1000 \mu s$: (left) Mixture fraction in centerline of spray axis. (right) Difference of centerline mixture fraction between fuels.

The fuel specific differences in the centerline mixing field are characterized within the right plot of Figure 8. The simulations show a greater change in mixture fraction than is
apparent in the experiments. The differences in the mixing field for OME and dodecane are distinct at the position of the liquid penetration length. The further downstream the spray penetrates, the smaller the deviations between the fuels get.

The mixing field analysis shows that the model is capable to predict the mixing of fuel with the ambient atmosphere in a very reasonable quality and allows to transfer this model to a reactive atmosphere studying the auto-ignition and flame morphology for dodecane and OME in Section 3.2.

3.1.2. Multi-Injection

The starting point of the multi-injection analysis is once again the liquid and vapor penetration for 900 K and 800 K chamber temperature shown in Figure 9 for the Conti3L injector. Both fuels show good agreement between the schlieren and Mie measured data and the CFD model predicted spray tip penetration for the liquid and gaseous phase. As for the single-injection case, the vapor penetration, especially for the main injection, remains largely independent of the used fuel and operating point.

![Figure 9. Conti3L: Multi-injection (t_{inj} = 300/500/1200 μs) spray penetration (projected liquid volume and vapor) for inert conditions: (top) AiM: T_{CC} = 900 K. (bottom) T2iM: T_{CC} = 800 K. (left) Dodecane. (right) OME.](image-url)

The injector dwell phase, in between pilot and main injection, is characterized by significant deviation for OME at 900 K compared to dodecane in terms of schlieren measured spray tip penetration uncertainty. This can also be noticed in the spray contour cuts of Figure 9, where again the probability of schlieren signal detection is plotted against the simulated fuel vapor mass fraction at 500, 1000 and 1500 μs. For dodecane the congruence between experiment and simulation is evident. For OME the larger experimental uncertainty is clearly visible as well as the tendency of the simulation to accumulate too much fuel vapor at the nozzle tip after the pilot injection. The schlieren diagnostics in general proved to be more challenging using OME as fuel as the signal is much weaker, which makes the detection of only small amounts of injected fuel, as is the case for short pilot injections, especially hard. Nevertheless, it should be noted that the simulated vapor penetration
stays within the experimental standard deviation at nearly all times for both fuels and operating points.

The main difference in modeling and experimental data is again observed in the liquid penetration for pilot and main injection. The trend toward higher liquid length at lower chamber temperature is realized in the model, however slightly underestimated for the main injection at 800 K for both fuels. The main point to extract from Figure 9 is that the liquid breakup following the highly transient pilot injection is modeled in very good agreement across fuels and chamber temperatures.

The significant schlieren data uncertainty can also be noticed when analyzing the vapor near cone angle and axial spray center in Figure 10. When comparing the multi-injection with the single injection, it becomes apparent that the challenge of adequately modeling the spray propagation and dispersion for a multi-injection pattern is hardest during the injector dwell phase after the end of the pilot injection. One can see that the axial position of the spray center is overestimated after the pilot injection ramps down. The start of the main injection at around $t_{SOI} = 800 \mu s$ seems to be more precise for OME, keeping in mind the larger error in the experimental dataset during this phase. During the dwell and main-injection phase OME tends to form a slightly narrower spray with a smaller vapor near cone angle.

Figure 10. Conti3L (AiM): Multi-injection vapor spray dispersion (half near cone spreading angle and axial center of gravity): (left) Dodecane. (right) OME.

3.2. Combustion Results

The combustion modeling is validated against OH*-chemiluminescence experimental data specifying ignition delay times as well as flame morphology. This study follows the ECN standard to define the ignition delay time for the CFD calculation as the moment of the largest temperature gradient due to the onset of reactions. The experimental ignition delay time is based on the first detection of a OH* signal in at least half of the conducted measurements. Following the definition in [50], the evaluated signal probability determines the ignition delay time.

Furthermore, the lift-off length is determined to be the first axial location where the OH-mass fraction reaches 14 percent of its maximum in the computational domain. The flame penetration into the combustion chamber is identified by tracking the reactive front of the spray with a mixture fraction, Equation (8), of $Z = 0.001$ [19].

When not specifically listed, the used reaction mechanisms to simulate the combustion are the standard mechanisms described in Section 2.4.5 (Dodecane: Yao, OME: Niu).

3.2.1. Single-Injection

The first analysis of the combustion concerns the time-resolved lift-off length and flame penetration shown in Figure 11 for 900 K and 15% oxygen content. It is clearly visible that the simulated OME combustion under-predicts the ignition delay but yields very reasonable results in terms of established flame lift-off and penetration. For dodecane the lift-off length is significantly overestimated, but ignition delay and flame penetration are in good agreement with the experimental data provided by the FST.
Figure 11 shows that the experimental data suggests a higher lift-off length for OME compared to dodecane which is not apparent for the CFD simulation. Therefore, the relationship between lift-off length and ignition delay is studied more closely in Figure 12. The left plot depicts the standard 900 K chamber condition where multiple reaction mechanisms where used for OME and dodecane to simulate the same operating point. The calculated ignition delay times are plotted against the corresponding lift-off length for each simulation. The trends for the two fuels clearly highlight a flame lift-off further downstream in case the ignition delay gets longer. With this analysis it can also be shown that the CFD model consistently predicts a longer lift-off for OME than for dodecane, which can also be noticed for the experiments.

For a more detailed analysis of the validity of the combustion modeling the trends regarding the effects of oxygen content and chamber temperature on lift-off length and ignition delay are also illustrated in Figure 12. The trends for varying oxygen content in the center show a steeper rise in flame lift-off length for OME with decreasing oxygen content and hence longer ignition delay. The changes on lift-off length between OME and dodecane are comparable, whereas dodecane shows a stronger dependency on the oxygen content regarding the ignition delay time. This can be stated for simulation and experiments although the slopes do not completely agree.

An increasing chamber temperature results in a shorter lift-off length and earlier ignition as seen on the right plot in Figure 12. It is noticeable that the gradient of the OME trends for experiments and simulations along lower chamber temperatures is higher than for dodecane between 800 K and 900 K. For 1000 K OME deviates from the linear behavior for simulation and experiment in contrast to dodecane, which shows a strictly linear dependence on temperature. OME is igniting earlier than dodecane for the 1000 K case and has a very similar ignition delay at 900 K chamber temperature. For 800 K the experimentally detected ignition delay is significantly longer for OME. This observation is not perfectly matched by the simulation. However, the trend is visible as the simulated ignition delay times for 800 K are nearly identical, whereas OME consistently ignites earlier than dodecane at higher temperatures. Once again the lift-off length is consistently over-predicted by the CFD model, except for the 1000 K and OME fuel. However, the different behavior for OME can be deducted and the simulated trends plotted for varying chamber temperature are nearly parallel to the experimental ones. The summary of the ignition delay and lift-off length results for simulations and experiments for all analyzed operating points can be found in Table 10.
Figure 12. Conti3L: Lift-off length vs ignition delay for standard reaction mechanisms (OME: Niu [45], DOD: Yao [42]). (left) Multiple reaction mechanisms per fuel: \( T_{CC} = 900 \, \text{K}, \quad 15\% \, \text{O}_2 \). (center) \( \text{O}_2 \) content trends: \( T_{CC} = 900 \, \text{K}, \quad 15\% \, \text{O}_2 \) (Ar) and 21\% \( \text{O}_2 \) (O2r). (right) Temperature dependency: 15\% \( \text{O}_2 \), 800 \, \text{K} (T2r), 900 \, \text{K} (Ar) and 1000 \, \text{K} (T3r).

Table 10. Conti3L: Ignition delay and lift-off length results for OME (mechanism: Niu [45]) and dodecane (mechanism: Yao [42]).

| Fuel     | \( T_{CC} \) \[K\] | Oxygen Content \[%\] | Ignition Delay Sim. \[\mu\text{s}\] | Ignition Delay Exp. \[\mu\text{s}\] | Lift-Off Length Sim. \[\text{mm}\] | Lift-Off Length Exp. \[\text{mm}\] |
|----------|----------------|------------------|----------------|----------------|----------------------|----------------------|
| OME      | 800            | 15              | 1029           | 1392           | 45.50                | 47.12                |
|          | 900            | 15              | 317            | 462            | 21.18                | 20.92                |
|          | 900            | 21              | 281            | 419            | 16.13                | 18.27                |
|          | 1000           | 15              | 179            | 207            | 8.64                 | 11.41                |
| Dodecane | 800            | 15              | 1033           | 1111           | 36.04                | 24.61                |
|          | 900            | 15              | 384            | 474            | 19.84                | 13.93                |
|          | 900            | 21              | 317            | 355            | 15.10                | 11.60                |
|          | 1000           | 15              | 231            | 263            | 15.64                | 10.80                |

The visual signal extracted from OH*-chemiluminescence experiments gives additional insight into the different ignition behavior between OME and dodecane. It is shown in Figure 13 as an average of 32 injection events and is compared to the respective simulated OH mass fraction contour in the spray center plane for 900 K and a varying oxygen content of 15\% \( \text{O}_2 \) (left side) and 21\% \( \text{O}_2 \) (right side). In order to compare the two operating points and fuels systematically the respective experimentally determined ignition delay was chosen (\( t_{SOC,Exp} \)) as reference point before increasing the time up until 0.55 ms after ignition. Additionally, auxiliary lines are inserted within the simulated pictures of the flames at 25 and 50 mm axial distance from the nozzle. From beginning to end of the combustion it can be seen that dodecane is forming a kidney-shaped or “V” contour with distinctive high-intensity regions at the shear boundary of the spray and the ambient air. The center axis of the spray does not show any OH-signal, neither in the experiment nor in the simulation.

In contrast the OME results show significant reaction activity in the spray center axis. The flame shape does not bend towards the shear boundary layer of fuel spray and ambient air, but rather straight high-intensity regions emerge, which bend towards the spray tip as the combustion proceeds. This trend is very well captured by the CFD simulation, although the very high-intensity regions in the near nozzle region could not be fully replicated by the model for 15\% oxygen. The different flame shapes and ignition zones for OME are driven by the oxygen bound in the chemical formula of the fuel, delivering oxygen and therefore an ignitable mixture in regions where it is impossible for dodecane to ignite. This behavior could be the decisive factor for OME to lift-off further downstream compared to dodecane. The regions of stoichiometric mixture and higher reaction intensity are closer to the center axis of the spray, as shown in Figure 13, where the spray velocity is greater than...
in the shear layer regions where dodecane is showing high reactive zones. This could push the flame lift-off for OME further downstream.

Figure 13. Conti3L (Ar): OH flame shape in center plane: Simulation vs experiment. (left) Dodecane. (right) OME.

3.2.2. Multi-Injection

The characterization of the combustion of the multi-injection follows the same logic as for the single injection. At first, the time-resolved lift-off length and penetration of the reactive spray front is compared to the OH*-measurements in Figure 14. Already major differences are noticeable for the two fuels. Dodecane already ignites after the short pilot injection during the injector dwell phase, which can also be reproduced by the simulation. The lift-off length prediction is quite realistic, although less fluctuating with time than the experiments and slightly overestimated for approximately the first half of the main injection. The flame penetration is slightly overestimated especially during the injector dwell phase before the main injection starts. The simulation for OME predicts an auto-ignition shortly after the pilot injection ends, which cannot be validated by the experiments. The lift-off length is somewhat overestimated except at the very end of the main injection. The flame penetration is once again modeled with very high accuracy.

Figure 14. Conti3L: Multi-injection spray lift-off length and penetration for reactive conditions. ArM: TCC = 900 K, 15% O₂ and t_{inj} = 300/500/1200 μs. (left) Dodecane. (right) OME.

A more detailed view into the temporal evolution of the multi-injection combustion is given in Figure 15. The left plot shows the profiles of the maximum temperature in the simulation domain and the respective ignition delay at their maximum gradients. The
most obvious difference is the stark decline in maximum temperature for OME during the injector dwell phase, which results in a second ignition, which is quite accurate in comparison with the experimentally observed ignition delay. The auto-ignition after the pilot injection at around 300 µs aSOI (pilot) cannot be validated. This is either due to a too reactive reaction mechanism, or the experimental setup was not able to detect a signal because the injected mass for the pilot injection was too small to produce a strong enough signal. The maximum temperature profile for dodecane only yields one ignition delay timing after the pilot injection, which is congruent with the experiments. Once again the ignition delay is slightly underestimated but within acceptable limits. The decline in maximum temperature as for OME cannot be observed. Only slight dip is visible at around 1100 µs aSOI (pilot) which is quickly compensated after the main injection delivers new fuel to the combustion process.

The plot in the center of Figure 15 describes the time dependent mean mass fractions for formaldehyde (CH$_2$O) and hydroxyl (OH) within the simulation domain. The plot on the right expresses their respective mean reaction rate. Both plots visualize that in case of OME the mean formaldehyde content remains greater during the injector dwell phase after being almost identical during the pilot injection. The main injection accounts for a large difference for mass fraction and reaction rate of CH$_2$O between OME and dodecane. Both peak at levels almost three times greater for OME. Interestingly, the production of OH during the injector dwell phase is larger for dodecane. Especially the significantly negative reaction rate of CH$_2$O at ca. 350 µs aSOI (pilot) signals that more OH is formed shortly thereafter. This can be seen in the reaction rates diagram but also in the higher plateau of OH mass fraction for dodecane during the injector dwell phase. During the main injection OME forms OH faster than dodecane but the further reaction of OH into other reaction products is slower, meaning that dodecane and OME start to equalize their respective OH amount. After the main injection is finished, however, the same process as already described for the pilot injection materializes. The maximum temperature for OME declines sharply in conjunction with an abrupt reduction of reaction rates of first CH$_2$O and consequently later also of OH. The reaction rate of CH$_2$O for dodecane also decreases, albeit relatively less. However, the OH reaction rate remains constant after the end of the main injection and the mass fraction continues to increase, meaning that the high-temperature reaction processes still occur for dodecane, whereas the low-temperature reactions stop for both fuels.

![Figure 15. Conti3L (ArM): Time-resolved multi-injection profiles. (left) Maximum temperature. (center) Hydroxyl (OH) and Formaldehyde (CH$_2$O) mass fractions. (right) Hydroxyl (OH) and Formaldehyde (CH$_2$O) reaction rates.](image)

The last analysis concerns the OH contour for the multi-injection once again compared to OH*-chemiluminescence measurements in Figure 16. The measurements are, as for the single injection case, averaged out of 32 injection events and plotted against the simulated OH mass fraction shown as a cut in the spray center plane. The differences in the high-temperature combustion reactions as already described for the previous figure, can clearly be validated by the simulated and experimentally derived contours. The plots are separated...
in pre- or pilot injection and main injection combustion and again auxiliary lines are shown for the simulated flame shapes at 25 and 50 mm axial distance from the nozzle. The experiments show a signal for dodecane for the entire time once the mixture ignited at approximately 437 µs aSOI (pilot). The initial simulated flame shape is too differentiated at the shear boundary layer of spray and ambient air. Experiment and simulation converge as the combustion proceeds, although the relative OH amount at the simulated spray tip is overestimated before the main injection dominates the combustion. During the main injection the “V” shape of the flame contour becomes once again visible and is quite similar to the single injection case.

The comparison between experiments and simulation for OME can only be conducted for the main injection, as no OH*-signal was detected for the pilot injection. However, quite similar to the single injection case, the different flame contour is apparent and a higher signal intensity and simulated mass fraction in the center axis of the spray can be observed.

Figure 16. Conti3L (ArM): OH flame shape for multi-injection: Simulation vs experiment. (top) Dodecane. (bottom) OME.

4. Discussion

The presented experimental and numerical results show that the regions of the ignition and high reaction activity differ significantly for the investigated fuels. To further analyze these differences, the entire simulation domain was transformed in order to represent different mixing regimes present during combustion of OME and dodecane. Figure 17 displays scatter plots of the temperature of each simulation cell in dependency of mixture fraction (top) or oxygen equivalence ratio (bottom, see Equation (10)), which is utilized as a passive scalar. For each plot the stoichiometric condition is indicated as a vertical dash-dotted line. Each cell is scaled in size by the mass of OH it contains and colored by the mass fraction of OH present in it. The scatter plots were evaluated at 1000 µs aSOI. The difference in the mixing space for the two fuels is evident.

The ignition zones for OME are located at higher mixture fraction values and are simulated to be cooler than for dodecane. A higher stoichiometric mixture fraction also implies a cooler adiabatic mixing temperature for cool fuel injected into hot ambient air.

The most obvious difference for the two fuels is shown in the plots using the oxygen equivalence ratio. For dodecane the simulated range is quite large and extending to $0 < \phi_{\Omega,DOD} \leq 5$. However for OME, the oxygen equivalence ratio barely even exceeds two. According to \cite{25,51} increased soot yield only materializes for equivalence ratios $\phi_{\Omega} \geq 2$. Leaner mixtures than that primarily convert the hydrocarbons molecules to carbon monoxide (CO) instead of soot. In addition, soot formation is occurring within a temperature range between $1200 \, K \leq T \leq 2000 \, K$, which is due to the need of radical precursors, such as $C_3H_5$, that do not exist at lower temperatures. On the other hand, these precursors are pyrolized and oxidized at higher temperatures \cite{52}. These soot yield limits are highlighted in the bottom two plots of Figure 17. It is quite obvious that the dodecane combustion does indeed generate mixing and temperature regimes which result
in the formation of soot. For OME however, not a single cell is placed within the soot yield limits. This observation, combined with the lack of carbon to carbon (C-C) bonds within the chemical structure of OME, is a strong indication that the formation of soot is effectively prohibited for the OME mix used in this study. A separate analysis of the influence of mixing field and suppression of soot precursors, like C2H2 and C3H3, because of missing C-C bonds, on the overall formation of soot requires further research into this topic.

Figure 17. Conti3L (Ar): Simulation temperature in mixture fraction space (top) and passive scalar oxygen equivalence ratio space (bottom). (left) Dodecane. (right) OME.

5. Conclusions

In this study numerical investigations were carried out to study the differences between an OME mixture and dodecane in terms of spray propagation, mixing behavior and combustion. Furthermore, the influence of a multi-injection pattern was analyzed. The developed CFD model is capable of adequately predicting the measured liquid and vapor penetration as well as mixing field across fuels, chamber temperatures and injection patterns. The trends for flame lift-off and ignition delay for varying oxygen content and temperature are adequately modeled. However, the lift-off length was consistently overestimated for each simulation that came close to correctly predicting the ignition delay. The good agreement of inert results with experimental data implies that the deviations between measurements and simulation observed for the combustion process are mainly driven by the reaction kinetics, at least downstream of the liquid length. For the multi-injection the differences in the transient evolution of temperature and key species were determined.

The main conclusions describing the differences between OME and dodecane are as follows:

- The liquid phase penetrates further in the chamber for OME.
- OME mixes with an elevated mixture fraction in the vicinity of the liquid penetration length with a harmonization of the mixing field between OME and dodecane further downstream of the nozzle.
- Dodecane shows a stronger influence on ignition delay time with varying ambient oxygen content compared to OME.
The ignition delay times at varying ambient temperatures demonstrate that OME ignites earlier than dodecane for 1000 K and has a similar ignition delay for 900 K. At 800 K the ignition delay of OME is found to be longer, which indicates that the turning point temperature where dodecane yields a faster ignition is in between the range of 800 K and 900 K.

OME has a flame lift-off further downstream of the nozzle compared to dodecane, with the possible explanation for this being the observation that OME ignites closer to the center axis of the spray, where velocities are highest, which could push the establishment of a stable flame further downstream. However, at higher chamber temperatures at or above 1000 K the difference in lift-off length seems to be minimized or even at an inflection point.

The mixing regimes of the ignition zones are very different for the two fuels. The absence of soot for the OME combustion, as referenced in [3–5], was underpinned by the investigation that the combustible mixture for OME is much leaner and that not a single simulation cell is entering neither temperature range nor the oxygen equivalence ratio limit of at least two for increased soot formation.

For multi-injection patterns with a short pilot injection the high-temperature reactions, signaled by the OH reaction rates, differ substantially for OME and dodecane. The high-temperature combustion is progressing longer in time after injection events ended for dodecane.

The main challenges regarding the modeling of OME for single and multi-injection are:

- Correct modeling of fuel entrainment after short pilot injections;
- Adequate reaction kinetics encompassing all of the studied OME components;
- Reasonable prediction of lift-off length incorporating correct ignition delay.

Overall, the findings in this study outline the following practical impacts:

- Engine applications must incorporate the longer liquid and lift-off length for OME to prevent possible piston damage.
- The diesel characteristic soot-NOx trade-off can be avoided when using OME as fuel, due to the absent of soot.

However, further research is necessary to determine the extent of the effect of the leaner mixture in contrast to the effect caused by missing C-C bonds within the chemical structure of OME regarding the formation of soot. Future investigations will therefore focus on the formation of soot precursors, e.g., C2H2 and C3H3, as well as turbulence modeling by comparing the developed RANS model with LES calculations of the same setup.

The developed model will also be transferred to a CFD model of an optically accessible single cylinder research engine to further investigate the differences of OME and dodecane.
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**Abbreviations**

The following abbreviations are used in this manuscript:

- $A_d$: Droplet frontal area
- $A_i$: ECN Spray A standard inert chamber conditions (900 K, 22.8 kg/m$^3$, 0% O$_2$)
- $A_r$: ECN Spray A standard reacting chamber conditions (900 K, 22.8 kg/m$^3$, 15% O$_2$)
- $C_{1,2,3}$: KHRT breakup model parameters
- $C_d$: Droplet drag coefficient
- $C_D$: Discharge coefficient
- $C_v$: Velocity coefficient
- $d$: Diameter
- ECN: Engine Combustion Network
- $F_D$: Drag force
- FST: Institute of Fluid System Technology
- $g$: Gaseous
- $l$: Liquid
- KHRT: Kelvin-Helmholtz-Rayleigh-Taylor breakup model
- $L$: Length
- LVF: Liquid Volume Fraction
- $m$: Mass flow
- $M$: Momentum flux
- MDPI: Multidisciplinary Digital Publishing Institute
- $O_2$: ECN Spray A high oxygen chamber conditions (900 K, 22.8 kg/m$^3$, 21% O$_2$)
- $p$: Pressure
- $r$: Radius
- RANS: Reynolds averages Navier-Stokes equations
- SOC: Start of combustion
- SOI: Start of injection
- $t$: Time
- $T_{2i}$: ECN Spray A low temperature inert chamber conditions (800 K, 22.8 kg/m$^3$, 0% O$_2$)
- $T_{2r}$: ECN Spray A low temperature inert chamber conditions (800 K, 22.8 kg/m$^3$, 15% O$_2$)
- $T_{3i}$: ECN Spray A low temperature inert chamber conditions (1000 K, 22.8 kg/m$^3$, 0% O$_2$)
- $T_{3r}$: ECN Spray A low temperature inert chamber conditions (1000 K, 22.8 kg/m$^3$, 15% O$_2$)
- $u,v$: Velocity
- $We$: Weber number
- $x$: Distance
- $Z$: Mixture fraction
- $Z_i$: Element mass fraction
- $\Lambda$: Wavelength
- $\rho$: Density
- $\tau$: Breakup time, optical thickness
- $\phi$: Equivalence ratio
- $\phi_\Omega$: Oxygen equivalence ratio
- $\Omega$: Wave growth rate, Oxygen ratio
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