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Abstract

A source-channel separation theorem for a general channel has recently been shown by Aggrawal et. al [1]. This theorem states that if there exist a coding scheme that achieves a maximum distortion level \( d_{\text{max}} \) over a general channel \( W \), then reliable communication can be accomplished over this channel at rates less than \( R(d_{\text{max}}) \), where \( R(\cdot) \) is the rate distortion function of the source. The source, however, is essentially constrained to be discrete and memoryless (DMS). In this work we prove a stronger claim where the source is general, satisfying only a “sphere packing optimality” feature, and the channel is completely general. Furthermore, we show that if the channel satisfies the strong converse property as define by Han & Verdú [2], then the same statement can be made with \( d_{\text{avg}} \), the average distortion level, replacing \( d_{\text{max}} \). Unlike the proofs in [3], we use information spectrum methods to prove the statements and the results can be quite easily extended to other situations.

I. INTRODUCTION

The source channel separation theorem, first proved by Shannon [3] for the transmission of discrete memoryless source (DMS) over discrete memoryless channel (DMC) states that the separation strategy is optimal. This means optimal performance can be attained by first compressing the source output to the desired distortion level and then reliably communicating the compressed bits over the channel. The separation theorem was later extended to indecomposable channels [4]. The almost lossless case (transmission codes) was handled at [5] and a general condition is given for the separation theorem to hold.

Joint Source-Channel Coding (JSCC) refers to the case where such a separation is not used. In some cases, e.g. binary sources over BSC or Gaussian source over AWGN channel, separation can attain the optimal performance yet a simpler JSCC strategy can be used, i.e., uncoded transmission [6]. In some cases separation is suboptimal. A simple example would be the symmetric binary source and a compound memoryless BSC where the flipping probability is drawn ahead of the block and stays fixed for the whole block. In this case uncoded transmission is optimal and it is strictly suboptimal to use separation.

Some cation is needed here, because there are two senses of optimality when a distortion measure is given - the maximal distortion level and average distortion level. The separation relative to the maximal distortion level is easier to accomplish, and this allows us to increase the distortion as long as we do not exceed the desired distortion level. So even if the average distortion in the original scheme is much less then the maximum distortion separation, the separation strategy yield the desired maximum distortion but the average distortion might be increased.

When average distortion level is used, we should follow the specific distortion, which can be large or small as the channel condition are good or bad. This is much like the variable rate channel capacity [7] which tries to capture the whole spectrum of channel conditions - when the channel provides good conditions lower distortion level can be achieved or more bits can be reliably transmitted over the channel. A separation strategy in that case will use successive refinement of the source [8], [9] and then transmission of the bits over a channel with variable rate channel capacity so that the better the channel, the lower the distortion [10] can be made. In many cases this separation strategy is suboptimal.

In transmitting a DMS over a DMC the cases of average distortion level and maximal distortion level coincide [11]. However, for other channels this is not always the case even for DMS’s. We will see that for indecomposable channels, this is always true.

Information spectrum methods [2], [12] provide a very simple formalization and intuition into channel capacity in almost every communication situation including unicast, multiple access, broadcast and other situations [13]. The problem is that the expressions given with these methods are usually not useful when we want to compute the channel capacity. Nevertheless, we use information spectrum methods in this work and attain the desired results.

In this paper we deal with sources for which the sphere packing bound is tight. This means that the sphere of radius \( d \) around any reconstruction point contains at most \( 2^{-nR(d)} \) of the typical space. For these sources we first prove a generalization of the Han-Verdú converse lemma [2] that connects the rate distortion spectrum (that is, the probability that the random variable \( D \), the instantaneous distortion level exceed some level \( d \)) to the information spectrum of the channel. Then we use this to prove a very general separation theorem for the case where maximum distortion level criteria is given. For channels that satisfy the strong converse, which includes DMC and ergodic channels, we prove a separation theorem for the average distortion level as well. Actually, for these kind of channels we prove that the average and maximal distortion level coincide.
II. Preliminaries

A. Notation

This paper uses lower case letters (e.g. \( x \)) to denote a particular value of the corresponding random variable denoted in capital letters (e.g. \( X \)). Calligraphic fonts (e.g. \( \mathcal{X} \)) represent a set.

The random variable \( D \) represents the instantaneous distortion level. \( \mathbb{E}(D) = d_{\text{avg}} \) is the average distortion level, and \( d_{\text{max}} \) will be used to denote the maximum distortion level.

We will use the \( o(\cdot) \) notation to denote terms that goes to 0 w.r.t the argument. Mainly, \( o(n) \) will denote a sequence \( \epsilon_n \) such that \( \lim_{n \to \infty} \epsilon_n/n = 0 \) and \( o(1) \) denote a sequence that converges to 0. Throughout this paper \( \log \) will be defined to the base 2 unless otherwise indicated. \( \Pr \{A\} \) will denote the probability of the event \( A \).

B. Definition

Definition 1 ([12] Source and Reproduction alphabet, Distortion measure, Rate distortion function). A general source \( S \) is defined as an infinite sequence of random variable on \( S_n \). The reproduction alphabet is defined over the set \( \hat{S}_n \). A distortion measure is a function \( d_n : S_n \times \hat{S}_n \to \mathbb{R}^+ \). There are several rate distortion functions that can be defined according to the different performance requirements (see [12] ch.5.3).

- \( R_{fm}(d) \) - fixed length code, maximum distortion criterion.
- \( R_{fa}(d) \) - fixed length code, average distortion criterion.
- \( R_{vm}(d) \) - variable length code, maximum distortion criterion.
- \( R_{va}(d) \) - variable length code, average distortion criterion.

Definition 2 (Sphere packing optimal Source (SPO)). A general source \( S \) is said to be Sphere packing optimal if there exist a subsets \( A_n \subset \hat{S}_n \) and \( k_n \), such that:

\[
\lim_{n \to \infty} \Pr \{ s_n \notin A_n \} = 0 \tag{1}
\]
\[
\Pr \{ s_n \in A_n, d(s_n, \hat{s}_n) \leq d \} \leq 2^{-n(R(d) + k_n)} \tag{2}
\]
\[
\lim_{n \to \infty} k_n = 0 \tag{3}
\]

for each \( d \geq 0 \) and \( \hat{s}_n \in \hat{S}_n \).

Remark 1. In the appendix we demonstrate that DMS’s are SPO. The set \( A_n \) will be the strong typical sequences relative to the source distribution. The Gaussian source with mean square distortion is also SPO as can be shown by a straight forward calculation, given in the appendix as well.

Remark 2. For SPO sources that have a reference word (see [12] Theorem 5.3.1), the following different notions of rate functions are equal

\[
R_{fm}(d) = R_{fa}(d) = R_{vm}(d).
\]

The common value will be denoted \( R(d) \) without the subscript. This is also shown in the appendix.

Definition 3 (General Channel). A general channel is a sequence of transition matrices \( W = \{ W_n : \mathcal{X}_n \to \mathcal{Y}_n \} \) where \( W^n(y|x) \) denotes the conditional probability of \( y \) given \( x \). Throughout this paper we will assume that the channel has finite input and output space. \(^1\)

Remark 3. The source and channel input and output will be written as \( S_n, \mathcal{X}_n, \mathcal{Y}_n, \hat{S}_n \) to indicate that it is usually not the \( n^{th} \) order cartesian product. As an example let \( S_n = S_n^R, \hat{S}_n = \hat{S}_n^R \) and \( \mathcal{X}_n = \mathcal{X}^n, \mathcal{Y}_n = \mathcal{Y}^n \). This allows us to simplify the notation and to avoid unnecessary "rate" indication. We will use \( x \) and \( y \) to denote the input and output. Occasionally, we will omit the subscript \( n \) and assume that it is understood from the context.

Remark 4. Throughout the paper we assume that the sets \( S_n, \mathcal{X}_n, \mathcal{Y}_n, \hat{S}_n \) are discrete. However, the results are valid for any abstract spaces for which information spectrum method can be applied see [12].

Definition 4 (JSCC Scheme). A general JSCC Scheme of the source \( S \) over the channel \( W \), includes:

- Encoding function: \( E_n : S_n \to \mathcal{X}_n \)
- Decoding function: \( D_n : \mathcal{Y}_n \to \hat{S}_n \).

There are several random variables defined:

- \( X_n = E_n(S_n) \) - The random variable of the channel input.

\(^1\) Extension of the results to abstract input and output spaces \( (\mathcal{X}_n, \mathcal{Y}_n) \) require subtle handling, see [12], but is possible to whenever situation which information spectrum can be used.
• $Y_n$ - The output from the channel $W$ resulted from the input $X_n$.
• $D = d(S_n, D_n(Y_n))$ - The instantaneous distortion.

Sometimes we will write $x(s_n)$ for $E_n(s_n)$. The maximum distortion level $d_{\text{max}}$ is the infimum of the set of numbers $\alpha$, such that $Pr \{ D \geq \alpha \} \rightarrow 0$. The average distortion level is $E(D) = d_{\text{avg}}$.

C. Information Spectrum Notation

**Definition 5** (Liminf in Probability). If $A_n$ is a sequence of random variables, its **liminf in probability** is the supremum of all the reals $\alpha$ for which $Pr \{ A_n \geq \alpha \} \rightarrow 0$.

We will use $i(a; b)$ to denote the information density between two outcomes from correlated random variables $A$ and $B$. Specifically, $i(a; b) = \frac{1}{n} \log \left( \frac{p(a|b)}{p(a)} \right)$. We will omit the $n$ and the indication to which random variable produce the outcomes as it will be understood from the context.

**Definition 6** (Information density). Given random variables $X_n, Y_n$ with joint distribution $p(x, y)$ on $\mathcal{X}_n \times \mathcal{Y}_n$, the information density is the function defined on $\mathcal{X}_n \times \mathcal{Y}_n$:

$$i_{X_n, Y_n}(x; y) = \frac{1}{n} \log \left( \frac{p_{Y^n|X^n}(y|x)}{p_{Y^n}(y)} \right)$$

**Remark 5.** We will write $i(x, y)$ instead of $i_{X_n, Y_n}(x; y)$ to avoid cumbersome notation, as it will be understood which random variables is in use.

**Definition 7** (Inf-Information Rate). The liminf in probability of the sequence of random variables $\frac{1}{n} i(X_n, Y_n)$ will be referred to as the the inf-information rate of the pair $X_n, Y_n$ and will be denoted as $\mathcal{I}(X_n; Y_n)$.

In [2] it is shown that the capacity of a general channel is given by:

$$C = \sup_{X_n} \mathcal{I}(X_n; Y_n)$$

where the supremum is over the prior distribution $X_n$.

**Definition 8** (Strong converse). The epsilon-capacity $C_\epsilon$, is the supremum of all rates $R$, for which there exist a coding scheme with rate $R$ and error probability less then $\epsilon$. A channel is said to satisfy the strong converse property, if $C = \lim_{\epsilon \to 0} C_\epsilon$. This means that there exist a coding scheme of rate $R$ with error less then 1, then there exist a coding scheme of rate $R$ with error probability approach 0.

Throughout the sequel we will need to use the following lemma which say that if there exist a probability mass to the right of the mean of a non-negative random variable then there must be a probability mass left to it to.

**Lemma 1.** Let $D$ be a non-negative random variable with $\mu = \mathbb{E}(D) < \infty$. If there exist $d_1 > 0$ and $\epsilon_1 > 0$ such that: $Pr \{ D > \mu + d_1 \} > \epsilon_1$, then there exist $d_2 > 0$ and $\epsilon_2 > 0$ such that: $Pr \{ D < \mu - d_2 \} > \epsilon_2$.

**Proof:** The proof is given in the appendix 3.

III. Joint Source Channel Lemma (Unicast)

In this section we state and prove a generalization of the Han - Verdú converse lemma [2] which relates the error rate probability to the information spectrum. Here we can connect the instantaneous distortion level $D$ with the information spectrum of the channel. A similar, but different converse result was given in [14, Theorem 1] for a general source. We, however, provide the following lemma that holds for an SPO source which is enough for our purposes. Let:

$$L_{R(d)}^\gamma = \{ (s_n, y) : i(x(s_n); y) \leq R(d) - \gamma \}$$

This is exactly the set which is used in the definition of channel capacity in terms of information spectrum.

**Lemma 2** (JSCC Converse lemma). If the source $S$ is SPO, then:

$$Pr \{ D > d \} \geq Pr \left\{ L_{R(d)}^\gamma \right\} - 2^{-n(\gamma + k_n)} - Pr \{ s_n \notin A_n \}$$

**Proof:** The term $Pr \left\{ L_{R(d)}^\gamma \right\}$ can be bounded by:

$$Pr \left\{ L_{R(d)}^\gamma \right\} \leq Pr \{ D > d \} + Pr \{ s_n \notin A_n \} + Pr \left\{ L_{R(d)}^\gamma \cap (D \leq d) \cap (s_n \in A_n) \right\}$$

(4)
Continues with the last term in (4):

\[ Pr \left\{ L_{R(d)}^n \cap (D \leq d) \cap (s_n \in A_n) \right\} \]

\[ = \sum_{s_n \in A_n} p(s_n)p(y|x(s_n)) \]

\[ \leq \sum_{s_n \in A_n, y \in Y_n} p(s_n)p(y) \cdot 2^{nR(d) - n\gamma} \]

\[ = \sum_{y \in Y_n} p(y) \cdot 2^{nR(d) - n\gamma} \cdot \sum_{s_n \in A_n} p(s_n) \]

\[ \leq \sum_{y \in Y_n} p(y) \cdot 2^{nR(d) - n\gamma} \cdot 2^{-n(R(d) + k_n)} \]

\[ = 2^{-n(\gamma + k_n)} \]

where (a) follows because \((s_n, y) \in L_{R(d)}^n \Rightarrow p(y|x(s_n)) \leq p(y) \cdot 2^{nR(d) - n\gamma}\) and (b) follows from the SPO assumption of the source S. Combining (4) and (5) complete the proof of the inequality.

\[ \]

**IV. SOURCE CHANNEL SEPARATION THEOREMS (UNICAST)**

**A. Maximum distortion**

**Theorem 1** (Source channel separation, maximum distortion). *If the maximum distortion in the joint source channel coding of an SPO source S is \(d_{\text{max}}\) then any rate less than \(R(d_{\text{max}})\) is achievable, i.e. the capacity of the channel W is at least \(R(d_{\text{max}})\).*

**Proof:** Fix a sequence \(\gamma_n \rightarrow 0\) such that \(n(\gamma_n + k_n) \rightarrow \infty\). Let \(X_n = E_n(S_n)\) and \(Y_n\) the output of \(X_n\) through the channel \(W\). From Lemma 2 we have:

\[ Pr \left\{ D > d_{\text{max}} \right\} \geq Pr \left\{ L_{R(d_{\text{max}})}^{\gamma_n} \right\} - 2^{-n(\gamma_n + k_n)} + o(1) \]

Since \(\lim_{n \rightarrow \infty} Pr \left\{ D > d_{\text{max}} \right\} = 0\) and \(2^{-n(\gamma_n + k_n)} \rightarrow 0\) we get \(\lim_{n \rightarrow \infty} Pr \left\{ L_{R(d_{\text{max}})}^{\gamma_n} \right\} = 0\). Since \(\gamma_n \rightarrow 0\) this implies that:

\[ \lim_{n \rightarrow \infty} Pr \left\{ i(x(s_n); y) \leq R(d) \right\} = 0 \]

which proves that \(I(X_n; Y_n) \geq R(d)\) so that channel capacity is at least \(R(d)\) and separation is possible.

**B. Average distortion**

**Theorem 2** (Joint Source channel Separation, average distortion). *For an optimal JSCC scheme, of an SPO source over a channel that satisfy the strong converse property, the notion of average distortion and maximum distortion coincide.*

**Proof:** Suppose not. Then there exist \(\tau_1\) and \(\epsilon_1\) such that:

\[ \limsup_{n \rightarrow \infty} Pr \left\{ D > E(D) + \tau_1 \right\} \geq \epsilon_1 \]

Fix a sequence \(\gamma_n \rightarrow 0\) such that \(n(\gamma_n + k_n) \rightarrow \infty\). By Lemma 1 we have: \(\liminf_{n \rightarrow \infty} Pr \left\{ D > E(D) - \tau \right\} > 1 - \epsilon\) for some \(\tau > 0\) and \(\epsilon > 0\). Now:

\[ 1 - \epsilon \geq \liminf_{n \rightarrow \infty} Pr \left\{ D > E(D) - \tau \right\} \]

\[ \geq \liminf_{n \rightarrow \infty} \left( Pr \left\{ L_{R(E(D)-\tau)}^{\gamma_n} \right\} - 2^{-n(\gamma_n + k_n)} + o(1) \right) \]

(6)

For \(n\) large enough we have that \(\liminf_{n \rightarrow \infty} Pr \left\{ L_{R(E(D) - \tau)}^{\gamma_n} \right\} \) bound away from 1, so we can transmit at rate \(R(E(D) - \tau) - \gamma_n\) with error probability less then 1. Since the channel satisfy the strong converse, this means that we can transmit at rate \(R(E(D) - \tau)\) with error approach 0, so the JSCC is not optimal because with separation we can transmit at maximum distortion level \(E(D) - \tau\) which is better the average \(E(D)\). (We used here the fact that \(R_{\text{fm}}(d) = R_{\text{fa}}(d)\)).

For the average distortion rate we can integrate the bound in Lemma 2 to get:
Theorem 3 (General lower bound on JSCC distortion). If there is a bound on the maximum distortion $d_{max}$ then:

$$\mathbb{E}(D) \geq \int_{0}^{d_{max}} P_r \left\{ L_{R(\alpha)}^{\gamma} \right\} d\alpha - d_{max} \cdot 2^{-n\gamma+o(n)} - d_{max} \cdot P_r \left\{ s_{n} \notin A_{n} \right\}$$

Proof: Use $\mathbb{E}(D) = \int_{0}^{d_{max}} P_r \{ D > \alpha \} d\alpha$ and lemma 2.

V. THE MULTIPLE ACCESS CASE

In this section we demonstrate in a loose manner how the same method can be applied to more general communication situations. Specifically, a 2-users multiple access channel. Let $W$ now represent a multiple access channel with 2 inputs -$W = \{ X_{1,n} \times X_{2,n} \rightarrow Y_{n} \}$ and the sources $S_1, S_2$ are two uncorrelated SPO sources. Let:

- $L_{R_1(d)}^{\gamma} = \{ (s_{1}, s_{2}, y) : i (x_{1}(s_{1}); y|x_{2}(s_{2})) \leq R_1(d) - \gamma \}$
- $L_{R_2(d)}^{\gamma} = \{ (s_{1}, s_{2}, y) : i (x_{2}(s_{2}); y|x_{1}(s_{1})) \leq R_2(d) - \gamma \}$
- $L_{3}^{\gamma} = \{ (s_{1}, s_{2}, y) : i (x_{1}(s_{1}), x_{2}(s_{2}); y) \leq R_{1}(d) + R_{2}(d) - \gamma \}$

Also, let $T = L_{R_1(d)}^{\gamma} \cup L_{R_2(d)}^{\gamma} \cup L_{3}^{\gamma}$ This is exactly the event which is used in the definition of channel capacity in term of information spectrum.

Lemma 3 (JSCC Converse lemma, Multiple Access ). If the source $S_1, S_2$ are SPO, then:

$$P_r \left\{ D_1 > d_1 \cup D_2 > d_2 \right\} \geq P_r \{ T \} - 2^{-n\gamma+o(n)} - P_r \left\{ s_{1} \notin A_{n_1} \right\} - P_r \left\{ s_{2} \notin A_{n_2} \right\}$$

Proof: The term $P_r \{ T \}$ can be bounded by:

$$P_r \{ T \} \leq P_r \{ D_1 > d_1 \cup D_2 > d_2 \} + P_r \left\{ s_{1} \notin A_{n_1} \right\} + P_r \left\{ s_{2} \notin A_{n_2} \right\} + P_r \{ T \cap (D_1 \leq d_1) \cap (D_2 \leq d_2) \cap \{ s_{1} \in A_{n_1} \} \cap \{ s_{2} \in A_{n_2} \} \}$$

Using the union bound on the $T$ term we get 3 terms which can be bounded like before. We’ll demonstrate for the term which contains $L_{R_1(d)}^{\gamma}$, the others follow the same lines.

$$Pr \left\{ L_{R_1(d)}^{\gamma} \cap (D_1 \leq d_1) \cap (D_2 \leq d_2) \cap \{ s_{1} \in A_{n_1} \} \cap \{ s_{2} \in A_{n_2} \} \right\}$$

$$\leq Pr \left\{ L_{R_1(d)}^{\gamma} \cap (D_1 \leq d_1) \cap \{ s_{1} \in A_{n_1} \} \right\}$$

$$= \sum_{s_{1}} p(s_{1}) p(y|x(s_{1}))$$

$$\leq \sum_{s_{1}} p(s_{1}) p(y|x(s_{1}^{2})) \cdot 2^{R_1(d) - \gamma}$$

$$= \sum_{s_{1}} p(s_{1}) p(y|x(s_{1}^{2})) \cdot 2^{R_1(d) - \gamma} \sum_{s_{1}} p(s_{1})$$

$$\leq 2^{-n\gamma+o(n)}$$

where (a) follows because $p(y|x(s_{1}), x(s_{2}^{2})) \leq p(y|x(s_{1}^{2})) \cdot 2^{R_1(d) - \gamma}$ for $(s_{1}, s_{2}, y) \in L_{R_1(d)}^{\gamma}$ and (b) follows from the SPO assumption of the source $S_1$. Combining (7) and (8) complete the proof of the inequality.

We can use this lemma to prove 2 JSCC Separation analog to [1] and [5].

VI. FURTHER RESEARCH

There are several ways to continue with this research.

- SPO sources - Find out which sources are SPO’s. Furthermore, examine whether the SPO condition can be relaxed.
- Another interesting question is whether sources for which the average distortion rate equals the maximum distortion rate are SPO’s. If this result holds, it will provide a source channel separation for ergodic stationary sources with sub-additive distortion measure.
- Examine the average distortion case for source transmission over channels that do not satisfy the strong converse.
- Network case: Examine the correlated source [15].

These problems and probably additional questions are left for further research.
**APPENDIX A**

**SPO Sources**

**A. Gaussian Source with mean square distortion**

Here we provide sketch to prove that gaussian source with mean square distortion is SPO. Let $S$ be a gaussian source with variable $\sigma^2$. Let $\varepsilon_n \geq 0$ be a sequence such that $\lim_{n \to \infty} \varepsilon_n = 0$ and $\lim_{n \to \infty} n \cdot \varepsilon_n^2 = \infty$. $A_n = \{X^n : \frac{1}{n} \sum_{i=1}^n X_i^2 - \sigma^2 \leq \varepsilon_n \}$. By the Chebyshev’s inequality we have $Pr \{A_n\} \to 1$. For any reproduction vector $y^n = (y_i)$ define $d = \frac{1}{n} \sum_{i=1}^n (X_i - y_i)^2$. We need to prove that:

$$Pr \{(d \leq D) \cap A_n\} \leq 2^{-nR(D) + o(n)} = 2^{-\frac{n}{2} \log \left( \frac{n^2}{2\pi} \right) + o(n)}$$

$$Pr \{(d \leq D) \} \leq \sum_{i=1}^{2^n R_{fm}(d)} Pr \{(d \leq D) \cap A_n\} \leq 2^n R_{fa}(d) \cdot 2^{-nR_{fm}(\alpha) + k_n} \leq 2^n (R_{fa}(d) - R_{fm}(d) + k_n) \to 0.$$ 

Continue:

$$1 - Pr \{(d \leq \alpha) \cap A_n\} = Pr \{(d > \alpha) \} \leq Pr \{(d > \alpha) \} + Pr \{A_n^c\}.$$
Rearranging we get:

\[
Pr \{d(X, Y) > \alpha\} \geq 1 - Pr \{(d(X, Y) \leq \alpha) \cap A_n\} - Pr \{A_n^c\}
\]

From:

\[
E(d(X, Y)) = \int_0^\infty Pr \{d(X, Y) > \alpha\} d\alpha
\]

\[
\geq \int_0^d Pr \{d(X, Y) > \alpha\} d\alpha
\]

\[
\geq \int_0^d (1 - Pr \{(d(X, Y) \leq \alpha) \cap A_n\} - Pr \{A_n^c\}) d\alpha
\]

\[
= d - \int_0^d Pr \{(d(X, Y) \leq \alpha) \cap A_n\} d\alpha - d \cdot Pr \{A_n^c\}
\]

The results then follows because \(Pr \{A_n^c\} \to 0\) and \(Pr \{(d(X, Y) \leq \alpha) \cap A_n\} \to 0\) for \(\alpha < d\).

**Remark 7.** For a source that satisfy the SPO property we can show that the average \(R_{fm}(d)\) and the maximum rate function \(R_{vm}(d)\) coincide.

To see this, let \(l_i\) be the length of the \(i^{th}\) code word ordered according to their probability. By using kraft’s inequality it can be shown that \(R = \frac{1}{n}E(l_i) \geq \frac{1}{n}H(l_i)\), e.g. [12] Theorem 5.6.1. Since \(Pr \{l_i\} \leq 2^{-nR_{fm}(d)}\) it follows that \(H(l_i) \geq nR_{fm}(d)\).

**APPENDIX B**

**PROOF OF LEMMA [1]**

*Proof:* For a non-negative random variable we have: \(\mu = \int_0^\infty Pr \{D > x\} dx\). Now:

\[
\int_\mu^\infty Pr \{D > x\} dx \geq \int_\mu^{\mu+d_1} Pr \{D > x\} dx
\]

\[
\geq \int_\mu^{\mu+d_1} \epsilon_1 dx = d_1 \epsilon_1
\]

So we have: \(\int_0^\mu Pr \{D > x\} dx < \mu - d_1 \epsilon_1\). Let \(d_2\) and \(\epsilon_2\) be such that \((\mu - d_2)(1 - \epsilon_2) > \mu - d_1 \epsilon_1\). We must have: \(Pr \{D < \mu - d_2\} > \epsilon_2\) because otherwise:

\[
\mu - d_1 \epsilon_1 > \int_0^\mu Pr \{D > x\} dx
\]

\[
> \int_0^{\mu-d_2} Pr \{D > x\} dx
\]

\[
> \int_0^{\mu-d_2} (1 - \epsilon_2) dx
\]

\[
= (\mu - d_2)(1 - \epsilon_2)
\]
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