Quantum Fisher kernel for mitigating the vanishing similarity issue
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Abstract
Quantum kernel (QK) methods exploit quantum computers to calculate QKs for the use of kernel-based learning models. Despite a potential quantum advantage of the method, the commonly used fidelity-based QK suffers from a detrimental issue, which we call the vanishing similarity issue; the exponential decay of the expectation value and the variance of the QK deteriorates implementation feasibility and trainability of the model with the increase of the number of qubits. This implies the need to design QKs alternative to the fidelity-based one. In this work, we propose a new class of QKs called the quantum Fisher kernels (QFKs) that take into account the geometric structure of the data source. We analytically and numerically demonstrate that the QFK can avoid the issue when shallow alternating layered ansätze are used. In addition, the Fourier analysis numerically elucidates that the QFK can have the expressivity comparable to the fidelity-based QK. Moreover, we demonstrate synthetic classification tasks where QFK outperforms the fidelity-based QK in performance due to the absence of vanishing similarity. These results indicate that QFK paves the way for practical applications of quantum machine learning toward possible quantum advantages.

1. Introduction
Quantum computers have the potential to enhance existing machine learning models in terms of performance and computational speed. Thus far, there have been several proposals of quantum machine learning (QML) algorithms that outperform the classical counterparts for certain classes of problems [1–4]. An example of QML with possible quantum advantage is the quantum kernel method that utilizes quantum computing for classical kernel methods [5, 6]. It has been demonstrated that quantum kernel methods in combination with classical linear classifiers such as support vector machines, successfully classify some data that classical models cannot efficiently separate. For instance, a synthesized dataset inspired by the discrete logarithmic problem (DLP) has been proposed [4]. In addition, a recently proposed procedure that could screen intrinsic quantum advantages of the method [7] has led to explorations of real-world datasets [8, 9]. Also, the relationship between quantum kernel methods and the so-called quantum neural networks has been discussed, e.g. in reference [10], emphasizing the importance of the method in supervised QML frameworks.

Quantum kernel methods potentially have quantum advantages because the corresponding Hilbert space, which is considered hard for classical computers to access efficiently, is used as a feature space for machine learning tasks. On the other hand, the use of the large Hilbert space hinders the performance and implementation of the method. Quantum kernel methods measure the similarity between a pair of data $x$ and $x'$ using a function called the quantum kernel (QK), defined as the fidelity between data-dependent quantum states [5]:

$$\text{Fidelity} = \langle \rho_x | \rho_{x'} \rangle$$

where $\rho_x$ and $\rho_{x'}$ are the quantum states corresponding to data $x$ and $x'$, respectively. However, the fidelity-based QK suffers from the vanishing similarity issue, where the expectation value and variance of the fidelity decay exponentially with the number of qubits, making it impractical for large-scale applications. To mitigate this issue, the quantum Fisher kernel (QFK) is proposed in this work, which takes into account the geometric structure of the data source.

Supplementary material for this article is available online.
Here, \( \rho_{x, \theta} = U(x, \theta)\rho_0 U(x, \theta)^\dagger \) is the density operator representation of the quantum state generated by the input- and parameter-dependent unitary \( U(x, \theta) \) with initial state \( \rho_0 \). Then, the Gram matrix composed of QKs given all data pairs is applied to machine learning tasks such as regression and classification. However, the fidelity-based QK in equation (1) has a detrimental issue, which we call the vanishing similarity issue, stating that all off-diagonal elements of the Gram matrix (similarity between different data pairs) significantly vanish as the number of qubits increases. More precisely, the expectation value and the variance of those elements decrease exponentially with respect to the number of qubits. This means that an exponential number of measurement shots is required to precisely estimate the QK, which erases the possible quantum advantage. In other words, a realistic number of measurements on real quantum hardware yields a Gram matrix close to the identity matrix; consequently, overfitting happens and the generalization performance of classifiers or regressors using the Gram matrix could be poor.

A concept equivalent to the vanishing similarity issue was first introduced in [7], followed by some attempts to analytically understand the phenomenon [11–13]. However, this issue has not been resolved yet. On the other hand, an analogy of the vanishing similarity issue in variational quantum algorithms—the barren plateau problem [14]—can be mitigated by considering cost function designs [15–17] and the structure of the parameterized quantum circuits (PQCs) such as the so-called alternating layered ansatz (ALA) [15]. This gives us insight into a circumventing approach for the vanishing similarity issue; that is, we should design a QK that takes into account the data source structure through a feature map \( U(x, \theta) \), instead of the fidelity-based one.

In this work, we propose a novel QK called the quantum Fisher kernel (QFK), as a quantum extension of the classical Fisher kernel [18]. The Fisher kernel is constructed using the information-geometric quantity of the data source (i.e. the logarithmic derivatives of the generative model), which, as a result, incorporates data structures into kernel designs [18–20]. Thus we derive QFKs that utilize \( \rho_{x, \theta} = U(x, \theta)\rho_0 U(x, \theta)^\dagger \) as a generative model constituting a set of density-operator-valued data \( \{\rho_{x, \theta}\} \). Specifically, we examine the symmetric logarithmic derivative (SLD) [21, 22] and the anti-symmetric logarithmic derivative (ALD) [23].

Then, with a focus on the vanishing similarity issue, we calculated expectation values and variances of the fidelity-based QK and QFK, assuming quantum circuits satisfy the property of a 2-design [24–26]. To be more specific, we work on two types of quantum circuits: (1) random quantum circuits acting on all qubits and (2) ALAs. We found that the variance of QFK does not depend on the number of qubits but on the size of unitary blocks in ALAs and the depth of the corresponding unitary block, while the same issue arises in the case of random quantum circuits. That is, QFK can avoid the issue when shallow ALAs are used. However, the fidelity-based QK suffers from vanishing similarity for both cases, regardless of circuit depth. Numerical simulations also verify these results. Figure 1 summarizes the aforementioned results.

Moreover, we numerically show the Fourier representation of the QFK and the fidelity-based QK to demonstrate that they have comparable expressivity. We then performed classification tasks using one-dimensional synthesized datasets to validate the Fourier analysis. In addition, we used the synthesized dataset to demonstrate an example where QFK performs well, but the performance of the fidelity-based QK deteriorates due to the vanishing similarity issue. Hence, our proposed QFK with ALAs can avoid the vanishing similarity issue and possibly show better performance than the fidelity-based QK when a large number of qubits are used, which could help to find a practical advantage of QFKs in machine learning tasks.

Lastly, we remark that an approach to avoid the vanishing similarity issue is to use projected QKs [7] that reduce the effective dimension by projecting data-embedded quantum states onto a low-dimensional space. However, we will not go deep into the approach in this study, as our motivation is to exploit the large Hilbert space using the method inspired by the established classical Fisher kernel. We also mention that even projected QKs may suffer from the vanishing similarity issue [11, 13], although there is more room for further exploration.

2. Results

2.1. Motivating examples

To begin with, we numerically demonstrate the vanishing similarity issue for the fidelity-based QK in equation (1) configured with two types of quantum circuits \( U(x, \theta) \): tensor-product quantum circuits and instantaneous quantum polynomial (IQP) type quantum circuits [5] with depth \( L = 2 \). Here, each layer comprises an input-embedded circuit and a PQC, and the data re-uploading technique is employed [27].

The details are provided in section V.A of supplementary information (SI section V.A). Figure 2 shows expectation values and variances of the fidelity-based QK where each element of input data \( x \) and parameters in PQC \( \theta \) is randomly chosen from the range \( [-\pi, \pi] \). As shown in figure 2, they both decrease exponentially.
fast with respect to the number of qubits. We note that the IQP-type quantum circuit was first applied to quantum kernel methods in reference [5] with the motivation that this circuit is conjectured to be hard for classical computers to simulate efficiently [28, 29]. Hence, the presence of vanishing similarity in this case is critical, as such possible quantum advantage can be erased. Even worse, the tensor-product quantum circuit, which is efficiently simulatable by classical means, witnesses the vanishing similarity issue, indicating that even less-expressive quantum circuits with hopeless quantum advantage can suffer from the same issue.

2.2. Vanishing similarity issue in the fidelity-based QK
We state the vanishing similarity issue in the fidelity-based QK in general settings. We recall that vanishing similarity is the phenomenon where the expectation value and the variance of the QK taken over the ensemble of a pair of data-dependent unitary operators, \(\{U(x, \theta), U(x', \theta)\}\), decrease exponentially in the
Figure 3. Quantum circuits used in our analysis and quantum circuit representations of the structure used in QFK of equation (13), $\hat{B}_{k,0} = U_{1,i}^\dagger(x, \theta) B_k U_{1,i}(x, \theta)$. Panels (a) and (b) show the random quantum circuit acting on all qubits and the ALA, respectively. Similarly, panels (c) and (d) represent $\hat{B}_{x,\theta}^i$ for the random quantum circuit and the ALA. For the ALA in panel (d), the thick gray unitary block adjacent to $B_k$ is represented by $\hat{W}_{k,d}(x, \theta)$ and the shaded region represent $V_{r}(x, \theta)$. Reproduced with permission from [30].

number of qubits. Note that the variance plays a more critical role than the expectation in the vanishing similarity issue; that is, even if the mean value is large, exponentially small variance results in QKs that output almost the same value regardless of a pair of inputs. As a result, infeasible implementation and untrainability arise.

Here, we analytically obtain the expectation value and the variance of the QK for two types of quantum circuits (i.e. unitary operators): (1) random quantum circuits acting on all qubits and (2) ALAs, as shown in figures 3(a) and (b), respectively. The ALA is a brick-like quantum circuit with alternating layers of $m$-qubits local unitary blocks, which could mitigate the barren plateau issue thanks to the circuit configuration [15]. We here suppose that the total depth is $L$ and the number of unitary blocks in each layer is $k$, satisfying $n = mk$ for the total number of qubits $n$. Also, the $k$th unitary block in the $d$th layer is denoted as $W_{k,d}(x, \theta_{k,d})$. The quantum circuits can be composed of data-dependent gates, parameter-dependent gates, and data- and parameter-independent gates, where each gate can be expressed as entangling gates and single-qubit rotation gates, i.e. $R_{\sigma}(\theta) = \exp(-i\theta\sigma/2)$. See SI section I.B for the details of the circuit settings.

Our analysis is based on the assumption that the random quantum circuits and local unitary blocks in ALAs are 2-designs. Recall that the $t$-design is an ensemble of unitaries that have the same statistical properties as the unitary group with respect to the Haar measure up to the $t$th moment [24–26]. The assumption has been used to analyze vanishing gradients in variational quantum algorithms [14, 15, 31, 32] and explore the expressivity of quantum circuits [33, 34]. The details are given in SI section I.A. Then, we have the following result (the proof is provided in SI section II).

**Proposition 1.** Let the expectation value and the variance of the $n$-qubit fidelity-based QK defined in equation (1) be $\langle k_0 \rangle$ and $\text{Var}[k_0]$, respectively. Also, let the initial state $\rho_0$ be an arbitrary pure state.

1. When $U(x, \theta)$ and $U(x', \theta)$ are the independent random quantum circuits acting on all qubits, and at least either $U(x, \theta)$ or $U(x', \theta)$ is a $t$-design with $t \geq 2$, the expectation value and the variance are given by

\[ \langle k_0 \rangle \quad \text{and} \quad \text{Var}[k_0], \]
\begin{align}
\langle k_{Q} \rangle &= \frac{1}{2^n}, \\
\text{Var}[k_{Q}] &= \frac{2^n - 1}{2^{2n} (2^n + 1)} \approx \frac{1}{2^n}.
\end{align}

(2) Let \( m \)-qubit local unitary blocks in ALAs, \( U(x, \theta) \) and \( U(x', \theta) \), be independent and \( t \)-designs with \( t \geq 2 \). Then, the expectation value and the upper bound of the variance are given by

\begin{align}
\langle k_{Q} \rangle &= \frac{1}{2^n}, \\
\text{Var}[k_{Q}] &\leq \frac{2^\kappa}{(2^{2m} - 1)^\kappa} - \frac{1}{2^{2m}} \approx \frac{1}{2^n (1 - \frac{1}{n})}.
\end{align}

Proposition 1 states that, for both types of circuits, all off-diagonal elements of the Gram matrix given by the fidelity-based QK take almost zeros if the number of qubits \( n \) is large, because of exponential decay of (the upper bound) of the variance. Note that every diagonal element, i.e. \( k_{Q}(x, x) \), is \( 1 \) for any input \( x \) regardless of the number of qubits used. Also, the implication of proposition 1 is that devising the circuit structure will not circumvent the issue, as long as the fidelity is used as the metric. We remark that the class of ALAs includes the tensor-product quantum circuit studied in the motivating example, as a special case (i.e. \( L = 1, m = 1 \) and \( \kappa = n \)). Moreover, the initial state \( \rho_{0} \) can be extended to a mixed state with slight modification; see SI section II. We should mention that the similar result for the case (1) can be seen in [11, 13] and the one for the case (2) could be related to equation (170) in [15]. However, proposition 1 (2) still has an important implication, since this is the first to show the vanishing similarity issue for the case of ALAs from the perspective of the quantum kernel method.

Lastly, let us note that we derive the analytical results in proposition 1 by integrating the unitary operators \( U(x, \theta) \) and \( U(x', \theta) \) independently while there could be a correlation because of the shared parameters \( \theta \). However, our analytical results can be valid even in the case where some dependent unitary operators are included in the quantum circuits and local unitary blocks in the ALAs. We elaborate the details in SI section IV.A.

2.3. QFKs

We define QFKs by taking into account the structure of the quantum data \( \rho_{x, \theta} \) used for QML frameworks. As described in Introduction, QFKs are based on the idea of classical Fisher kernel [18] defined as

\[ k_{f}(x, x') = \langle g(x, \theta), g(x', \theta) \rangle_{\mathcal{I}^{-1}} = g^\top(x, \theta) \mathcal{I}^{-1} g(x', \theta), \]

where \( g(x, \theta) = \nabla_{\theta} \log P(x, \theta) \) is the logarithmic derivative of the generative model \( P(x, \theta) \) (called the Fisher score) and \( \mathcal{I} = \mathbb{E}_{x}[g(x, \theta) g^\top(x, \theta)] \) is the Fisher information matrix. The motivation behind the Fisher kernel is to construct a powerful classifier from the probabilistic generative model, utilizing the knowledge of data structure via the Fisher score, a natural feature vector in the space of probability distributions. The classical Fisher kernel has been applied in several areas such as computer vision, thanks to its specialized expressivity to data and the performance for some tasks [35–38].

To define QFKs, we should first note that there are multiple definitions for the quantum versions of the Fisher score [39]. In this work, we focus on the SLD [21, 22] and the ALD [23]. The SLD \( \mathcal{L}_{x, \theta}^{S} \) and the ALD \( \mathcal{L}_{x, \theta}^{A} \) with respect to the \( l \)-th parameter \( \theta_{l} \) for \( \rho_{x, \theta} = U(x, \theta) \rho_{0} U^\dagger(x, \theta) \) are defined as solutions of the following equations, respectively;

\begin{align}
\partial_{\theta_{l}} \rho_{x, \theta} &= \frac{1}{2} \left( \rho_{x, \theta} \mathcal{L}_{x, \theta}^{S} + \mathcal{L}_{x, \theta}^{S} \rho_{x, \theta} \right), \\
\partial_{\theta_{l}} \rho_{x, \theta} &= \frac{1}{2} \left( \rho_{x, \theta} \mathcal{L}_{x, \theta}^{A} - \mathcal{L}_{x, \theta}^{A} \rho_{x, \theta} \right).
\end{align}

Here, \( \partial_{\theta_{l}} \) represents the partial derivative with respect to the parameter \( \theta_{l} \), i.e. \( \partial_{\theta_{l}} \equiv \partial / \partial \theta_{l} \). It is known that these quantities are not uniquely determined. However, if the initial state is pure, one of the solutions for the SLD equation can be expressed as

\[ \mathcal{L}_{x, \theta}^{S} = 2 \partial_{\theta_{l}} \rho_{x, \theta}. \]

Also, a solution of the ALD equation can be obtained as

\[ \mathcal{L}_{x, \theta}^{A} = i \left( B_{x, \theta} - \text{Tr}[\rho_{x, \theta} B_{x, \theta}] \right), \]

where \( B_{x, \theta} \) is a Hermitian operator.
with $B_{x,θ} = 2i(∂_θ U(x, θ))U^†(x, θ)$. Then, as in the definition of classical Fisher kernel in equation (6), we define the QFK as an inner product of these logarithmic derivatives; namely, using $L_{x,θ}^γ = [L_{x,θ}^γ, L_{x,θ}^{γ',...}]$ with $γ = \{S,A\}$,

$$
k_{QF}(x,x') ≡ \left< L_{x,θ}^γ, L_{x',θ}^{γ'} \right> = \frac{1}{2} \sum_{ij} F_{γ,ij}^{-1} \left\{ \rho_0 \left< L_{x,θ}^γ, L_{x',θ}^{γ'} \right> \right\} ,
$$

(11)

In the second line of equation (11), we introduce a pre-inner product for operators $[23]$, $(A,A')_ρ = \frac{1}{2} \text{Tr} [ρ(A′ A^† + A A^†)]$ using certain quantum state $ρ$. We note that the pre-inner product works as the inner product in our case due to the property of the SLD and the ALD operators, i.e. $S_{x,θ}^γ = (S_{x,θ}^{γ})^†$ and $L_{x,θ}^{A,θ} = -(L_{x,θ}^{A,θ})^†$. Here, $F_{γ}(S_{x,θ})$ is the SLD-based (ALD-based) quantum Fisher information matrix, where $(i,j)$-element is given by $F_{γ,ij} = (S_{x,θ}^{i,θ} S_{x,θ}^{j,θ})_{ρ}$. Let us also notice that the Hilbert-Schmidt inner product can be used as the inner product of operators to define QFKs. For more details on the QFK using the Hilbert-Schmidt inner product, see SI section VI.

Interestingly, QFK in equation (11) can further be expressed in the same form for the SLD derived from pure states and the ALD. The details of the derivation for these cases are presented in SI section III. Then, the QFK can be rewritten as

$$
k_{QF}(x,x') = -\frac{1}{2} \sum_{ij} F_{γ,ij}^{-1} \text{Tr} \left[ ρ_0 \left< L_{x,θ}^{A,θ}, L_{x',θ}^{A,θ} \right> \right] ,
$$

(12)

where $\{·,·\}$ is the anti-commutator and $L_{x,θ}^{A,θ} = U^†(x, θ)U_{x,θ}^{A,θ}$. Henceforth, the superscript $γ \in \{A,S\}$ of QFK is omitted for the sake of clarity.

In the main text below, the quantum Fisher information matrix in QFK of equation (12) is set as the identity matrix, i.e. $F = I$, as in the classical case [18]; this is because reference [18] demonstrated that the Fisher information matrix in classical Fisher kernel is insignificant with respect to the performance, and previous works have practically used the identity matrix [18, 38, 40–42] or the diagonal matrix approximating the Fisher information matrix [36, 43] due to the computational efficiency. The impact of the quantum Fisher information matrix on the variance and the computational cost is discussed in SI section IV.B. Moreover, without loss of generality, we do not take into account the term $\text{Tr}[ρ_0 B_{x,θ}]$ in the ALD of equation (10) to simplify the discussion on the vanishing similarity issue. We remark that the same scalings in variance hold in the theorem shown below, even for QFK with the term $\text{Tr}[ρ_0 B_{x,θ}]$; the proof is provided in SI section IV. In that case, QFK can be expressed as

$$
k_{QF}(x,x') = \frac{1}{2} \sum_{i} \text{Tr} \left[ ρ_0 \left< \tilde{B}_{x,θ}, \tilde{B}_{x',θ} \right> \right] ,
$$

(13)

where $\tilde{B}_{x,θ} = U_{i,j}^†(x, θ)B_{θ} U_{i,j}(x, θ)$. Here, $U_{i,j}(x, θ)$ denotes a bunch of unitary gates from $U_i(x, θ)$ to $U_j(x, θ)$, in the circuit representation $U(x, θ) = U_{i,θ} U_{j,θ} \cdots U_2(x, θ) U_1(x, θ)$. We remind that $θ_i$ is the rotation angle of single-qubit rotation gates.

2.4. Main results

Here we examine if QFK could avoid the vanishing similarity issue, under the assumption that $U(x, θ)$ is (1) random quantum circuits acting on all qubits or (2) ALAs. In this section, we consider the $i$th term $k_{QF}^{(i)} ≡ \text{Tr}[ρ_0 \left< \tilde{B}_{x,θ}^i, \tilde{B}_{x',θ}^i \right>] / 2$ of equation (13). The variance of $k_{QF}^{(i)}$ is different from the actual variance of QFK in equation (13). However, we rather focus on its variance to understand how deep quantum circuits can be exploited via QFK for machine learning tasks. Recall that the fidelity-based QK is subjected to the vanishing similarity issue for both cases and even single-layer quantum circuits lead to the exponential decay, as shown in proposition 1.

For ease of analysis, we assume that the random quantum circuit $U_{i,j}(x, θ)$ is a 2-design for arbitrary $i$. For ALAs, we assume that the $i$th parameter $θ_i$ is located in the $k$th unitary block in the $d$th layer of the circuits, $W_{k,d}(x, θ_{k,d})$. In addition, we decompose the ALA as $U_{i,j}(x, θ) = W_{k,d}(x, θ_l)V_{r}(x, θ)$, where $W_{k,d}(x, θ_l)$ denotes a sequence of gates that includes the first gate in $W_{k,d}(x, θ_{k,d})$ through the gate with $i$th parameter. Also, $V_{r}(x, θ)$ denotes a sequence of the unitary blocks in the light-cone of $W_{k,d}(x, θ_{k,d})$. Then, we assume unitary blocks in $V_{r}(x, θ)$ and $W_{k,d}(x, θ_l)$ for any $k$ and $d$ are 2-designs. Figures 3(c) and (d) show quantum circuit representations of $\tilde{B}_{x,θ}$ for the cases of random quantum circuits and ALAs. Under the above setting, we have the following result; the proof is given in SI section III.
Theorem 1. Let the expectation value and the variance of \( k^{(i)}_{QF} = \text{Tr}[\rho_{0} \{ \tilde{B}_{x, \theta}, \tilde{B}_{x', \theta'} \}] / 2 \) in the n-qubit QFK defined in equation (13) be \( \langle k^{(i)}_{QF} \rangle \) and \( \text{Var}[k^{(i)}_{QF}] \), respectively. Also, let the initial state \( \rho_{0} \) be a pure state.

1. When \( U(x, \theta) \) and \( U(x', \theta') \) are the independent random quantum circuits acting on all qubits, and both \( U_{1, i}(x, \theta) \) and \( U_{1, i}(x', \theta') \) are t-designs with \( t \geq 2 \), then we have

\[
\langle k^{(i)}_{QF} \rangle = 0, \quad \text{Var}[k^{(i)}_{QF}] = \frac{2^n}{2^{(2n-1)}} \left( 1 + \frac{2^n - 2}{2^{(2n+1)}} \right) \approx \frac{1}{2^{n+1}}. \tag{14}
\]

2. Let \( \tilde{W}_{i, a}(x, \theta) \), \( \tilde{W}_{i, a}(x', \theta) \) and unitary blocks in \( V_{i}(x, \theta) \) and \( V_{i}(x', \theta) \) for ALAs \( U(x, \theta) \) and \( U(x', \theta) \) be independent and t-designs with \( t \geq 2 \). Then, the expectation value is given by

\[
\langle k^{(i)}_{QF} \rangle = 0. \tag{16}
\]

Additionally, we assume the initial state \( \rho_{0} \) is represented as the tensor product of arbitrary single-qubit pure states \( \rho_{0} = \rho_{0,1} \otimes \rho_{0,2} \otimes \ldots \otimes \rho_{0,j} \otimes \ldots \otimes \rho_{0,n} \). Then, the lower bound of the variance is given by

\[
\text{Var}[k^{(i)}_{QF}] \geq \frac{2^{md}(2^{md} - 1)}{2^{(2^{m} - 1)}(2^{m} + 1)^{4(d-1)}}. \tag{17}
\]

We first remark that the assumption on the initial state for the variance calculation in case (2) is moderate from the practical perspective, since the tensor product state is a common choice for initial state preparation. Further, we can derive the lower bound of the variance of the QFK for a larger class of initial states. The details are provided in SI section III.B.

Theorem 1 together with proposition 1 implies that the variance of the QFK is less likely to decrease with respect to the number of qubits than that of the fidelity-based QK. We recall that the large variance can prevent the QK from outputting almost the same value regardless of a pair of inputs, suggesting the absence of the vanishing similarity issue. In case (1), although the QFK shows an exponential decrease as well, there is a nearly quadratic difference in the scaling compared to the fidelity-based QK. Moreover, in case (2), where ALAs are used, the lower bound of the variance does not depend on the total number of qubits, but on the size of unitary block \( m \) and the depth \( d \) of the local unitary block \( W_{i, a}(x, \theta_{k, a}) \). In other words, each term \( k^{(i)}_{QF} \) of QFK for shallow ALAs can avoid the vanishing similarity issue; this is because the light-cone structure prevents its expressivity from increasing too much with respect to the circuit depth.

Importantly, QFK has the potential to exploit quantum circuits whose depth is possibly \( O(\text{polylog}(n)) \) for machine learning tasks. This scaling is according to [15], stating that the transition point between exponential and polynomial decay would lie in the region of depth \( d \in O(\text{polylog}(n)) \); thus, 3th term of QFK can be obtained with an affordable number of measurement shots up to certain point of the region. We remind that QFK is the summation of \( k^{(i)}_{QF} \) over all \( i \), and we show in SI section IV.C that the variance of QFK in equation (13) follow the same scaling as that shown in theorem 1. Note that the variance of \( k^{(i)}_{QF} \) scales exponentially in the depth of the local unitary block \( d \), but terms \( k^{(i)}_{QF} \) lying in the depth region \( d \in O(\text{polylog}(n)) \) can still be exploited; that is, the weighted sum representation of QFKs, i.e.

\[
k_{QF}(x, x') = \frac{1}{p} \sum_{i} w_{i} \text{Tr}[\rho_{0} \{ \tilde{B}_{x, \theta}, \tilde{B}_{x', \theta'} \}] \text{ with properly chosen weights } \{ w \} \text{ can utilize such small components. This would help to seek out a practical advantage for real-world datasets due to its flexibility; however, investigating the weighted-sum QFK will be left for our future work. We also note that the same results can be obtained in a situation where unitary operators } U(x, \theta) \text{ and } U(x', \theta) \text{ include dependent unitary operators, which is shown in SI section IV.A.}

2.5. Numerical experiments

We performed numerical simulations to verify proposition 1 and theorem 1. Here, the variance of the fidelity-based QK and QFK are numerically computed for three types of circuits: tensor-product quantum circuits, ALAs with 2-qubit local unitary blocks, and hardware efficient ansatzes (HEAs). We used fixed entangling gates and single-qubit rotation gates whose rotation axes, i.e. the Pauli operators \{ X, Y, Z \}, are randomly chosen, to make HEAs serve as the random circuits. However, we mention that HEAs and unitary blocks in ALAs may not form t-designs with \( t \geq 2 \). See SI section V.B for the details.

In the experiments, we randomly generated 100 data points \( \{ x \}_{i=1}^{100} \) and a set of PQC parameters \( \theta \). We then calculated the QKs for all different pairs of data, \( x \neq x' \). We repeated this process 25 times with different sets of parameters and inputs to obtain the variance of each QK. As for QFK, we use a normalized version, i.e.

\[
\bar{k}_{QF}(x, x') = k_{QF}(x, x') / p. \tag{18}
\]
Figure 4. Variance of the fidelity-based QK and the QFK with respect to the number of qubits, \(n = 2, 4, 6, 8, 10, 12, 14\). Three types of quantum circuits (tensor-product quantum circuits, ALAs with 2-qubit local unitary blocks and HEAs) with depth \(L = 3\) are used. Reproduced with permission from [30].

where \(p\) is the number of parameters. We divide QFK by \(p\) so that the trace of its Gram matrix coincides with the number of data points as in the fidelity-based QK. For numerical simulations, we used the state vector simulator provided by Cirq, a software library for quantum computing [44]. The detailed settings of the numerical experiments are provided in SI section V.B.

Figure 4 shows a semi-log plot of the variance of QKs against the number of qubits. As expected from proposition 1, the variance of the fidelity-based QK vanishes exponentially fast, regardless of the types of quantum circuits. On the other hand, QFK does not show such an exponential decrease of variance for every circuit. Indeed, the variance of QFK for the ALA decreases with respect to the number of qubits in figure 4, contrary to theorem 1 (2). However, this is attributed to the fact that a normalization factor for QFK, \(p\), linearly depends on the number of qubits in our setting. We also remark that the variance of QFK for HEAs does not decrease exponentially in the number of qubits, which looks inconsistent with theorem 1 (1). This is because the assumption on the 2-design property of quantum circuits is not satisfied due to the insufficient expressivity of the quantum circuits \(U_{1,\ell}(x, \theta)\) for any \(i\). Furthermore, in SI section V.B, we numerically checked the variance of the \(i\)th term \(k^{(i)}_Q\) for different layers to support our analytical result in theorem 1. Then, we found that these results are consistent with the analytical results. Overall, the numerical experiments confirm the vanishing similarity issue in the fidelity-based QK in proposition 1, and the validity of theorem 1 in the main result.

2.6. Expressivity analysis and performance comparison

We have addressed that QFK can be free from the vanishing similarity issue due to the structure of ALAs. However, QFK may lose the expressivity, another important property that any machine learning model should fulfill. That is, it needs to be clarified how large class of functions can be approximated by the QFK. Thus, we performed numerical analysis to show that QFK has almost the same level of expressivity as the fidelity-based QK.

In general, QK can be represented as an inner product of two Fourier series [10];

\[
k(x, x') = \sum_{\omega, \omega' \in \Omega} e^{i\omega x} e^{i\omega' x'} c_{\omega, \omega'},
\]

where \(c_{\omega, \omega'} \in \mathbb{C}\) is the Fourier coefficient satisfying \(c_{\omega, \omega'} = c_{-\omega, -\omega'}^{*}\), and \(\Omega\) is the set of integer-valued frequencies. Hence, we can gauge the expressivity by numerically calculating the magnitude of \(c_{\omega, \omega'}\) over the effective frequency set. Since the Fourier decomposition becomes computationally challenging for the case of high-dimensional data, we used 100 one-dimensional data points and the ALAs with \(n = 1, 2, 3\) and depth \(L = 2, 3, 4\) in the experiments. Also, we truncate the set of frequency to \(\tilde{\Omega} \in \{-12, -11, \ldots, 11, 12\}\). The details are given in SI section V.C.

Figure 5 shows the amplitudes of Fourier coefficients \(c_{\omega, \omega'}\) for the fidelity-based QK and the normalized QFK, in settings of the number of qubits \(n = 1, 2, 3\) and the circuit depth \(L = 3\). Due to the symmetry in Fourier coefficients, we just focus on half of them; see SI section V.C for the details and the results of the rest. Here, we use the 'curve_fit' function in Scipy [45] to obtain the coefficients by fitting each QK to its Fourier representation. As shown in figure 5, QFK has almost the same non-zero Fourier coefficients as those of the
The quantum circuit used in this experiment consists of four layers, where we employed the data re-uploading technique \([27]\). We choose a tensor-product quantum circuit for input embedding and the ALA with 2-qubits unitary blocks as the PQC for each layer. When embedding the one-dimensional data into the quantum circuit, the data is rescaled according to the position of the qubit on which the rotation gate acts. Precisely, we rescale the inputs as \(x \rightarrow (n_{\text{pos}}[i] + 1)x\) with the qubit position the gate containing ith parameter acts on, \(n_{\text{pos}}[i] \in \{0, 1, \ldots, n - 1\}\). We remark that rescaling the input means the shift of the power spectrum of the PQC and is thus equivalent to artificially adjusting the expressivity of the circuit \([47, 48]\). Hence, such rescaling is a natural choice especially when we do not know in advance how difficult the task is. As we did for the classification tasks to validate the Fourier analysis and performance of QKs. In summary, from the results shown in figure 5, our conclusion is that QFK has the expressivity comparable to the fidelity-based QK.

Finally, we demonstrate an example where QFK can outperform the fidelity-based QK in performance due to the absence of vanishing similarity. We again consider the aforementioned synthesized dataset with \(w = 2\) and \(b = 0.3\) and examine the performance of each QK using the different numbers of qubits. The quantum circuit used in this experiment consists of four layers, where we employed the data re-uploading technique \([27]\). We choose a tensor-product quantum circuit for input embedding and the ALA with 2-qubits unitary blocks as the PQC for each layer. When embedding the one-dimensional data into the quantum circuit, the data is rescaled according to the position of the qubit on which the rotation gate acts. Precisely, we rescale the inputs as \(x \rightarrow (n_{\text{pos}}[i] + 1)x\) with the qubit position the gate containing ith parameter acts on, \(n_{\text{pos}}[i] \in \{0, 1, \ldots, n - 1\}\). We remark that rescaling the input means the shift of the power spectrum of the PQC and is thus equivalent to artificially adjusting the expressivity of the circuit \([47, 48]\). Hence, such rescaling is a natural choice especially when we do not know in advance how difficult the task is. As we did for the classification tasks to validate the Fourier analysis, we implemented the support vector machines as classifiers. The detailed experimental setup is shown in SI section V.C.

Figure 7(a) shows the accuracy of the fidelity-based QK and QFK with the different numbers of qubits on the synthesized dataset. We note that accuracy is defined as the number of correct predictions divided by the total number of test data. From figure 7(a), the performance of the fidelity-based QK clearly gets worse with the increase of qubit numbers, while QFK performs well consistently. This difference is caused by the vanishing similarity issue, which can be confirmed by the Gram matrices shown in figure 7(b). Namely, off-diagonal elements in the Gram matrix of the fidelity-based QK are vanishing as the number of qubits increases; on the other hand, off-diagonal elements for QFK remain sufficiently large even for 14 qubits used.
Figure 6. Comparison between accuracy of 2-qubit QFK for the synthesized datasets and its expressivity given by Fourier analysis. (a) The synthesized datasets with \((w, b) = (2, 0.3)\) and \((4, 0.3)\) are illustrated. (b) Upper panel shows accuracy of QFKs using ALAs with depth 3 (red) and 4 (blue) for the dataset with \(w \in \{2, \ldots, 12\}\), while lower panel exhibits amplitudes of the corresponding QFKs’ Fourier coefficients \(c_{\omega, -\omega}\) against the frequency \(\omega \in \{2, \ldots, 12\}\). Note that learning synthesized dataset with \(w\) requires non-zero Fourier coefficients \(c_{\omega, -\omega}\) with \(\omega = w\).

The results indicate the potential of QFK to have better performance than the fidelity-based QK when a large number of qubits are used. Besides the synthesized datasets, QFKs could outperform fidelity-based QKs, e.g. on parity-based classification tasks used in reference [49], because of the absence of the vanishing similarity issue.

3. Discussion

To demonstrate the potential of quantum advantage in machine learning tasks, it has been well recognized that the data structure should be incorporated into the models [4, 50]. From this perspective, it is important to design a QK that can take into account the data structure, instead of the fidelity-based one that would suffer from the vanishing similarity issue. In this work, we propose QFK as a quantum extension of the classical Fisher kernel, which has already been developed in the classical regime to incorporate the structure of data (generative models) into kernel designs. We showed that QFK with shallow ALAs may avoid the vanishing similarity issue in quantum kernel methods, even for large quantum systems. Also, the Fourier analysis indicates that QFK has almost the same expressivity as the fidelity-based QK. Furthermore, we demonstrated a situation where QFK can achieve high accuracy even with a large number of qubits, while the performance of the fidelity-based QK deteriorates with the increase of the number of qubits.

Although the classical Fisher kernel is not as well-known as the Gaussian kernel, QFK might hold an essentially important position in QML field due to the aforementioned desirable features. In addition, QFK
can be related to quantum dynamics. The structure in QFK, i.e. $UBU^\dagger$, can be regarded as the extent to which the unitary cancellation process is affected by $B$. Indeed, the similar structures appear in quantities such as the out-of-time-ordered correlator function [51, 52] and Loschmidt Echo [53, 54], both of which are used to investigate quantum chaos and quantum information scrambling. Therefore, the performance of QFK can be investigated from the viewpoint of quantum dynamics, which hopefully suggests us some pathway toward quantum advantage.

Lastly, we discuss the practical usability of QFK. First, we note that some previous works have shown the potential of quantum kernel methods to outperform classical models on practical datasets such as electric health records [9], weather data [8], high energy physics related data [55], the modified Fashion-MNIST [7] and graph-structured data [56, 57] using some types of QKs. Moreover, [58] demonstrates that the $k$-Forrelation problem, which is Promise BQP-complete and considered hard for classical models to learn efficiently, can be solved by QKs. These examples rely on the clever choice of feature maps suitable for the data source of given tasks. Importantly, QFK intrinsically incorporates the data structure into kernel designs through the quantum version of the Fisher score and also enjoys the trainability property guaranteed by theorem 1. Additionally, theorem 1 implies that the weighted-sum QFK is more beneficial because quantum circuits with depth in $d \in \mathcal{O}(\text{polylog}(n))$ could be exploited, while the fidelity-based quantum kernel cannot utilize even shallow quantum circuits. Therefore, our view is that QFK will work better than the fidelity-based QK and thereby serve as a promising QML method for the practical use. As a future work, it would be worth exploring the performance of the QFK for practical tasks, e.g. where high-dimensional data is handled.
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