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Abstract: Edge Computing (EC) allows processing to take place near the user, hence ensuring scalability and low latency. Network Function Virtualization (NFV) provides the significant convenience of network layout and reduces the service operation cost in EC and data center. Nowadays, the interests of the NFV layout focus on one-to-one communication, which is costly when applied to multicast or group services directly. Furthermore, many artificial intelligence applications and services of cloud and EC are generally communicated through groups and have special Quality of Service (QoS) and reliable requirements. Therefore, we are devoted to the problem of reliable Virtual Network Function (VNF) layout with various deployment costs in multi-source multicast. To guarantee QoS, we take into account the bandwidth, latency, and reliability constraints. Additionally, a heuristic algorithm, named Multi-Source Reliable Multicast Tree Construction (RMTC), is proposed. The algorithm aims to find a common link to place the Service Function Chain (SFC) in the multilevel overlay directed (MOD) network of the original network, so that the deployed SFC can be shared by all users, thereby improving the resource utilization. We then constructed a Steiner tree to find the reliable multicast tree. Two real topologies are used to evaluate the performance of the proposed algorithm. Simulation results indicate that, compared to other heuristic algorithms, our scheme effectively reduces the cost of reliable services and satisfies the QoS requirements.
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1. Introduction

Cloud computing and data center allow scalable and flexible service development. However, some services that are delay sensitive do not work due to the high latencies of centralized solutions [1,2]. Edge Computing (EC) [3–6] is a new paradigm that pushes the computing from the cloud towards the edge and near the user. EC allows processing to take place near the user, ensuring scalability and low latency.

Network Function Virtualization (NFV) [7] provides a new optional network architecture of EC that uses standard IT virtualization technologies to integrate many network device types into industry...
standard high-capacity servers. Traditionally, dedicated hardware runs lots of network functions (NFs), such as web proxy, load balancer, and firewall. Once one device fails or network functions need to be upgraded, one is forced to repurchase a new device, resulting in high capital investment and operating expenses. NFV technology consolidates NFs into general-purpose hardware platforms to reduce cost efficiently. The NF, for instance, firewall, IDS/IPS, router, Internet anomaly detection [8], or traffic analysis [9] are termed virtual network function (VNF). The general-purpose hardware platforms are termed virtual machine (VM) nodes. The performance of a service (e.g., bandwidth, CPU resource, and delay) depends on the VNF deployment on VM nodes, which is valuable for service providers and users [10]. Consequently, a great quantity of VNF deployment strategies [11–13] have been proposed in various NFV orchestration frameworks. The main focus of VNF placement is on one-to-one unicast communication [14–18].

Nowadays, there are many artificial intelligence (AI) applications on the cloud, such as computer vision, object tracking, natural language processing, and voice recognition [19–22]. Additionally, AI with edge computing applications in Internet of Things (IoT) has made a significant breakthrough, such as smart wearable devices in healthcare, smart automotive industry, recommender systems, and financial analysis. Most of these applications are generally communicated by a group and have special Quality of Service (QoS) and reliable requirements, which cause the change of NFV deployment in the edge network.

Once multiple users request the same service, repeated operations of VNF deployment and traffic transmission are created from the unicast, causing a waste of resources. This resource wastage can be reduced by using multicast technology. There are multiple destinations for multicast. It has an extensive and applicable future, and plays an important role in software updates and data monitoring [23–25]. The bandwidth consumption of the backbone network is reduced by more than 50% with multicast [26]. To ensure the security and performance of the propagation, multicast traffic often needs to pass through certain VNFs before arriving at all the destinations. By connecting these VNFs one after the other, a service function chain (SFC) is formed. We can view an SFC as a concrete implementation of a service request.

In terms of communication forms, multicast can be divided into three categories: one-to-many communication, many-to-one communication, and many-to-many communication. Currently, almost all the multicast studies focus on one-to-many communication mode [27–30]. However, in practice, there are still quite a lot of application scenarios belonging to many-to-many communication. Figure 1 is an example of the implementation of multi-user video conferencing. Each user may receive packets flowing from different EC servers. Therefore, in this paper, we aim to explore the resource allocation of many-to-many communication in NFV. Similar to some research on one-to-many communication, which focuses on finding a multicast routing tree in a network topology [27,29,30], the challenge for many-to-many communication is finding a routing forest with minimal resource consumption. The research on NFV layout with many-to-many communication is rare. Kuo et al. [31] proposed a $3\rho_{ST}$-approximation algorithm named SOFDA to allocate resources. However, the time complexity of this algorithm is extremely expensive and the end-to-end delay is not accounted for. In the conference version [32], we proposed a heuristic algorithm for the VNF layout problem in a multi-source multicast. However, all the deployment costs of VNF on VM nodes are the same, and we did not consider the reliability of the multicast tree.

On one hand, the deployment cost of VFN on VM node is different. For instance, some VFN has been deployed on VM node and the deployment cost is zero. On the other hand, many important AI applications require reliable transmissions, it has been predicted that reliable multicast [33,34] plays a crucial role when an SDN operator plans to provide multicast services. Some VM nodes can store the packets when forwarding the packets, denoted by recovery nodes. When a packet is lost, recovery nodes can retransmit the packet instead of the source node to reduce the transmission cost and improve the reliability of multicast tree. In this work, we focus on the reliable routing problem with multicast in NFV which finds a multicast tree and minimizes the cost of transmission and recovery, while
taking into account the end-to-end delay constraints. The contributions of our work are summarized as follows:

- We first introduce the reliable routing mode and formulate the problem of reliable NFV layout with various deployment costs, while taking account of the end-to-end latency. The aim is to find the scheme that consumes the least resources (minimal cost), including both the construction cost and recovery cost. Meanwhile, to minimize the cost, we assume that a VM can host more than one type of network function.
- We prove that the problem is an NP-hard (non-deterministic polynomial-time hard) problem.
- With the help of multilevel overlay directed (MOD) network and Steiner tree, a heuristic algorithm named Multi-Source Reliable Multicast Tree Construction (RMTC) is proposed. This algorithm handles the various deployment costs by MOD, chooses appropriate SFC placements shared by users, and guarantees the service's QoS and reliability.
- Two real topologies are used to evaluate the performance of the proposed algorithm. Simulation results indicate that, compared to other heuristic algorithms, our scheme effectively reduces the cost of reliable services and stratifies the QoS requirements.

![Image](Figure 1. An instance of many-to-many communication.)

The remainder of this paper is organized as follows: Section 2 briefly reviews the related works. Section 3 includes the system models, the reliable routing mode and problem formulation. Section 4 proposes a heuristic algorithm to find a reliable multicast tree. Section 5 uses simulations to analyze the performance. Section 6 concludes the work.

2. Related Work

This paper is related to routing, which is well studied in current work [35–40]. However, routing studies consider the issue of path finding; they do not consider the issues in network function embedding, which is the focus of this paper.

The main focus of VNF placement is on unicast communication. Cohen et al. [15] chose the placement location of the virtual functions, for it has a critical impact on the performance of the network, as well as on the reliability and operation cost, but this is not a requirement for VNF sequencing. The researcher tried to embed as many service chains as possible [16,17]. Li et al. [16] proposed an NFV-RT system that dynamically provides resources for timing guarantees. It aimed at maximizing the total number of requests that can be assigned to the cloud for each service chain, while ensuring that the assigned requests meet their deadlines. An online algorithm, named OSCEP [17], is proposed to solve the problem of maximum service chain embedding. Kuo et al. [18] studied the joint problem of VNF placement and path selection in order to better utilize the network for the relation between the link and server usage, which usually plays a crucial role in the problem. However, all of these works concentrate on unicast, which is costly for group services.
Multicast routing in NFV have started to attract more and more interest of late [27–30]. Xu et al. [27] aimed to minimize the cost for every multicast request or maximize the network throughput for a request sequence. They proposed a 2K approximation algorithm based on the assumption that all VNFs in a service chain are placed on the same server. Molnar et al. [28] considered the problem of QoS guarantee in the hierarchical structure of the network.

For service reliability, when a server or link fails, a backup server replaces the original server to complete the corresponding service on time. When the user does not receive the packet successfully because of network congestion, the data center needs to retransmit the packet. Shen et al. [29] proposed a new reliable multicast tree for SDN, named Recover-aware Steiner Tree (RST). The goal of RST is to minimize both the tree and recovery costs, which is proved to be NP-Hard and can be approximated within the number of destination nodes. RST only takes the link cost into account. Babarzii et al. [33] introduced a dynamic routing framework which provides optimal resilient capacity allocation against multiple link failures, both for routing and network coding. Ayoubi et al. [34] distinguished the failure of multicast source node from that of multicast terminal nodes and adopted a hop-to-hop search to handle receiver or terminal node failures, and a path convergence approach to recover from source node failures. The goal [30] was the reliability and approximation of the multicast tree.

For the deployment cost variety of VM nodes, Ren et al. [41] proposed a two stage service function tree embedding algorithm (TSE). It finds a multicast tree with minimum cost when some VNFs are ran on some VM nodes. It means the deployment cost of VNFs on VMs are different. However, the reliability of this tree solution is not guaranteed.

However, the QoS of multicast is not guaranteed in all of these works. For real-time communication, like video conference and IPTV, all these algorithms are ineffective. Our previous work in the conference version [32] proposed a heuristic algorithm for the VNF layout problem in multi-source multicast to guarantee the QoS. However, all the deployment costs on VM nodes are the same, and it did not consider the reliability of the multicast tree.

Therefore, inspired by [29,32,41], our work firstly considers the recovery cost and guarantees QoS requirement in various deployment cost environments which combine the situations among [29,32,41]. To store and handle the various deployment cost, we exploit a cost matrix and MOD networks similar to [41]. The recovery cost definition is from [29]. Based on the MOD networks, we minimize the recovery cost including link’s cost and node’s cost and check whether the path with the minimal cost satisfies the QoS requirement. According to the algorithm framework of our previous work [32], we design several sub-algorithms to solve it.

3. Problem Statement

In this section, we consider the Multi-Source Reliable Multicast Routing with QoS Constraints (MRMRQC) problem when deployment costs of VFN on VM are different. For sequences of service requirements, the goal of MRMRQC is to minimize the total cost, which consists of node cost, link cost, and recovery cost, while satisfying the end-to-end delay requirement. The node cost is the computing resources consumption on VM. The link cost represents the link’s bandwidth consumption along the path passed by the flow. The recovery cost is the retransmission resource consumption after losing a packet. Note that a VM node can run multiple VNFs as long as it has enough resources. The computational resource of VNF varies from one VM to the other. For example, if a VM has run a VNF, other chains can use the same VNF in this VM directly, without having to run the same VNF again. Moreover, we take the cost of each VM into account only one time even if the flow passes through that VM several times. On the contrary, the cost of a link should be considered according to how many times a flow passed through it, while the link’s cost in a flow is equal to the cost of link multiplied by the corresponding times.
3.1. System Model

The considered network is modeled as an edge-weighted vertex-weighted directed graph \( G = (V, E) \), where \( V = V_S \cup V_M \cup V_D \), where \( V_S \) is the source set. \( V_M \) represents the set of VM nodes that are real physical nodes and can run/host different kinds of VNFs. Each VM node has a limited computational capability \( C_v \) and can be hosted on a server. \( V_M = V_R \cup V_U \), where \( V_R \) is the set of recovery nodes and \( V_U \) is the set of switch nodes. Recovery nodes are a kind of VM nodes that have storing function except for VNF implementation. Recovery node can store packets. It can re-transmit the packet when packets are lost. Re-transmitting from recovery node instead of source node reduces the transmission cost because recovery nodes are always closer to the destination than the source node. A switch without computational capability can only forward the traffic. \( V_D \) is the set of destination nodes requesting the same services, and, as shown in Figure 2, there are 10 nodes. \( V_S = \{S_1, S_2\} \), \( V_M = \{A, B, C, D, E, F\} \), \( V_R = \{D\} \), \( V_U = \{A, B, C, E, F\} \), \( V_D = \{G, H\} \). Nodes B, E have run the VNF2 and VNF3, respectively, and node D is a recovery node.

\( E \) is the set of links, and each link is associated with two non-negative weights \( b_{u,v} \) and \( d_{u,v} \), denoting the bandwidth consumption and delay, respectively. The set of neighbor nodes of \( v \) in \( G \) is denoted by \( N_v \). If there is a link from \( u \) to \( v \), then \( u \) is a neighbor of \( v \) and \( u \) belongs to \( N_v \). In Figure 2, the first black digit near the edge represents bandwidth consumption \( b_{u,v} \) and the second red digit represents delay \( d_{u,v} \). The digit near the node \( v \) is the available computation resource of node \( C_v \).

![Figure 2. An example of a reliable multi-source network.](image)

There is a set of VNFs \( F \), and an SFC \( L = (f_1, f_2, \ldots, f_{|L|}) \) that is composed of some VNFs from \( F \). Each VNF \( f \) running on VM \( m \) requires a certain computational resource \( c_{f,m} \). All the computational resource requirements can be represented by a matrix, as shown in Figure 3. The row represents the VNF, and the column represents the VM. The element in the \( f \)th row and the \( m \)th column is the computational resource of VNF \( f \) running on VM \( m \). The elements in the 2nd row and 2nd column, and the 3rd row and 2nd column are both zeros, as a result of nodes B and E having run the VNF2 and VNF3. Therefore, the computational resource is zero and each column from the matrix represents the available computation resource of the nodes. We assume that each VM \( m \) supports all the VNFs in \( F \) and can run more than one VNF. Additionally, \( \delta \) is the upper bound threshold of delay that the user can wait for.
3.2. Reliable Transmission Model

The node which stores the packets becomes a recovery node when it forwards the packets. Source and recovery nodes are denoted as recovery agents. Transmission cost is the sum of node cost and link cost. The recovery cost is the retransmission cost from the recovery agent to the destination nodes when the packet is lost. The reliable routing problem [34] in NFV is to construct a path that the flow traverses through all the selected VMs including recovery nodes to minimize the transmission cost and recovery cost. Figure 4 is a multicast tree of the network and acts as an example of a reliable transmission. Services VNF1, VNF2 and VNF3 in the service chain are deployed in nodes A, B, and C, respectively. The cost of all the links is 1, and node B is the recovery node. Assuming that we ignore the node cost, the transmission cost then becomes $1 + 1 + 1 + 1 + 1 = 5$. The recovery cost is determined by the packet loss which includes the following five cases:

- Nodes D and E receive the packet successfully and there is no packet loss, hence the recovery cost is zero.
- Nodes D or E do not receive the packet, and node B receives the packet successfully. There is packet loss in the links after node B, and, therefore, node B can retransmit the packet to nodes D or E, hence the recovery cost is 2.
- Nodes D and E do not receive the packet, and node B receives the packet successfully. There is packet loss in the links after node B, and, therefore, node B can retransmit the packet to nodes D and E, hence the recovery cost is 3.
- Nodes D or E do not receive the packet, and node B also does not receive the packet. There is packet loss in the links from source to node B, and, therefore, only the source node can retransmit the packet to nodes D or E, hence the recovery cost is 4.
- Nodes D and E do not receive the packet, and node B also does not receive the packet. There is packet loss in the links from the source node to node B, and, therefore, only the source node can retransmit the packet to nodes D and E, hence the recovery cost is 5.

![Figure 3. Deployment cost matrix.](image)

![Figure 4. Reliable transmission example.](image)
and the recovery cost of destination \( d \), respectively. When only the source node can retransmit the packet to the destination, and the path \( e_1, e_2, \ldots, e_n \) from the source to the destination consist of \( n \) links, the retransmission probability from the source to the destination can be calculated by Equation (1):

\[
\rho_{s,d} = 1 - \prod_{i=1}^{n} (1 - \rho_{e_i}).
\]

Once the packet is lost at the link along the path, then retransmission is needed. The recovery cost or retransmission cost of the destination is given by Equation (2):

\[
\kappa_d = \rho_{s,d} \cdot \sum_{i=1}^{n} c(e_i),
\]

where \( c(e) \) is the link cost or link resource consumption when the packet passes through link \( e \).

When there are some recovery nodes, then the recovery cost becomes a bit complicated. We assume that the path from the source to the destination passes the recovery node \( r \). As shown in Figure 4, the recovery node \( B \) is on the path from \( S \) to \( D \) and \( E \). When the destination node does not receive the packet successfully, then one of the two recovery agents needs to retransmit that packet, and the recovery cost is given by Equation (3):

\[
\kappa_d = \rho_{s,r} \cdot \sum_{i=1}^{n} c(e_i) + (1 - \rho_{s,r}) \cdot \rho_{r,d} \cdot \sum_{i=k}^{n} c(e_i).
\]

In Equation (3), the first part of the equation represents retransmission cost from \( s \). Retransmission from \( s \) is only necessary as a result of the packet loss occurring in the links before \( r \). The cost is equal to the loss probability from \( s \) to \( r \) multiplied by the whole link cost from \( s \) to \( d \). The second part represents the retransmission cost from \( r \), meaning that the packet loss occurs in the links from \( r \) to \( d \). The cost equals the loss probability from \( r \) to \( d \) multiplied by the whole link cost from \( r \) to \( d \), and the path \( e_k, e_{k+1}, \ldots, e_n \) is the path from \( r \) to \( d \).

3.3. Mixed Integer Linear Programming

We formulate the MRMRQC problem as a Mixed Integer Linear Programming (MILP). The corresponding VMs for deploying all the VNFs in SFC must be selected. The goal of MRMRQC is to construct a multicast topology \( MG \) to let the traffic arrive at all the destination nodes after passing through all the selected VMs at a minimum cost of construction and recovery. A binary variable \( \eta_{f,m} \) represents whether VNF \( f \) is run on the VM \( m \), and a variable \( q_{u,v} \) represents the number of times a link \( e(u,v) \) is passed by the flow. If a flow doesn’t pass through link \( e(u,v) \), \( q_{u,v} \) is 0 and \( \tau_s \) is a binary variable. The value is 1 when node \( v \) is a recovery agent, otherwise, it is 0, and \( T \) is the resultant multicast tree. Table 1 summarizes the notations and definitions used in this paper.

The goal is to construct a multicast tree while minimizing the transmission cost and recovery cost of each destination. The objective function can be described as Equation (4):

\[
\min \sum_{f \in L} \sum_{m \in V_M} c_{f,m} \cdot \eta_{f,m} + \sum_{e(u,v) \in E} b_{u,v} \cdot q_{u,v} + \alpha \cdot \sum_{d \in V_D} \kappa_d.
\]
(1) Resource constraints: The available resource of the VM node should be enough to run the allocated VNF:

\[ C_v - \sum_{f \in L} c_{f,m} \cdot \eta_{f,m} \geq 0, \quad \forall v \in V_M. \]

(2) Routing constraints: Assuming that flow conservation holds for each node, to select a path, we must have the flow starting from at least one source node, then pass through several VMs before arriving at all the destination nodes:

\[
\sum_{s \in V_S} \sum_{v \in N_s} \lambda_{d,s,v} \geq 1, \quad \forall d \in V_D, \quad (6)
\]

\[
\sum_{v \in N_d} \lambda_{d,v,d} = 1, \quad \forall d \in V_D, \quad (7)
\]

\[
\mu_{d,v,u} = \sum_{v \in N_u} \lambda_{d,v,u}, \quad \forall d \in V_D, \quad (8)
\]

\[
\lambda_{d,u,v} \leq \varphi_{u,v}, \quad \forall d \in V_D, \quad \forall (u,v) \in E. \quad (9)
\]

where \( \lambda_{d,u,v} \) is a binary variable, and the value is 1 when link \((u,v)\) is passed through by the flow from \(s\) to \(d\). Constraint (5) ensures that at least one flow is sent from \(V_S\). Constraint (6) ensures that each destination just receives the flow once. For non-source or destination nodes, constraint (7) ensures that the number of selected incoming links and outgoing links of node \(s\) are equal. When \(u\) is selected by MG, at least one incoming link and at least one outgoing link for \(u\) are selected; otherwise, both \(\lambda_{d,v,u}\) and \(\lambda_{d,u,v}\) are zero. Constraint (8) ensures that the number of times of \(\varphi_{u,v}\) that \((u,v)\) was traversed by the flow must be higher than 1 when \((u,v)\) is selected by MG.

| Notation | Definition |
|----------|------------|
| \(V\)    | The node set                                      |
| \(E\)    | The link set                                       |
| \(C_v\)  | Available computation capacity of node \(v\)        |
| \(c_{f,m}\) | Cost or required resource to deploy VNF (Virtual Network Function) \(f\) on VM \(m\) |
| \(d_{u,v}\) | Delay of link \((u,v)\)                          |
| \(b_{u,v}\) | Bandwidth consumption of link \((u,v)\)            |
| \(F\)    | VNF set                                            |
| \(L\)    | A service chain consisting of \(f_1, f_2, \ldots, f_{|L|}\) |
| \(MG\)   | The constructed multicast routing topology         |
| \(N_v\)  | The neighbor node set of node \(v\)                |
| \(\eta_{f,m}\) | A binary variable which is 1 when VM \(m\) runs VNF \(f\) |
| \(\varphi_{u,v}\) | The number of times of \((u,v)\) was traversed by the flow |
| \(\lambda_{d,u,v}\) | A binary variable whether the flow from \(s\) to \(d\) pass through \((u,v)\) |
| \(\delta\) | The upper bound of delay                           |
| \(\delta\) | The upper bound of delay jitter                    |
| \(\rho_{u,v}\) | The loss probability of link \((u,v)\)             |
| \(\tau_v\) | Recovery agent flag of node \(v\)                 |
| \(k_d\)  | The recovery cost of destination \(d\)             |
| \(T\)    | The found multicast tree                           |

(3) QoS constraints: For real-time services, the QoS, such as end-to-end delay and the delay jitter among all the destinations should be satisfied:

\[
\sum_{s \in V_S} \sum_{e(u,v) \in E} \lambda_{d,u,v} \cdot d_{u,v} \leq \delta, \quad \forall d \in V_D, \quad (10)
\]
\[
\sum_{s \in V_S} \sum_{e \in E} \lambda_{d_1,u,v} \cdot d_{u,v} - \sum_{s \in V_S} \sum_{e \in E} \lambda_{d_2,u,v} \cdot d_{u,v} \leq \delta, \quad \forall d_1, d_2 \in V_D. \quad (11)
\]

The total delay from \( s \) to each destination node should be lower than a threshold \( \delta \), and the delay jitter between each two destination nodes should also be lower than a threshold \( \delta \).

(4) **Recovery constraints:** Only the recovery agent can retransmit the packet, and, therefore, the \( \tau_v \)'s values of the nodes which are not the sources or do not belong to \( V_R \) are zero:

\[
\tau_v = 0, \quad \forall v \notin \{ V_S \cup V_R \}. \quad (12)
\]

### 3.4. The Challenge

The problem of MRMRQC is very challenging because it is the generalization of Multi-Source Multicast Routing with QoS Constraints (MMRQC) [32] when all the deployment costs of VNF on VMs is the same and there is only one recovery node. According to [32], MMRQC can be reduced to a Steiner Tree (ST) problem that is NP-hard. Therefore, we prove that the MRMRQC is also an NP-hard problem.

**Proof.** Multi-Source Multicast Routing with QoS Constraints (MMRQC) [32] is a special case of MRMRQC. MMRQC considers the implementation of multicast service request with minimal resource consumption with multiple sources. Retransmission cost is not considered in MMRQC and the costs of VNF deployed in different VM nodes are the same in the network of MMRQC. According to [32], we have proved that MMRQC is NP-hard because it can be reduced to a ST problem in polynomial time.

When the weight \( \alpha \) in the object function of MMRQC is set to zero, reliability cost is not taken into account. When there is no reliability cost and all the deployment costs of VNF on VMs are the same, the MMRQC is simplified into MMRQC. Since there are multiple sources, we can add a virtual node \( S \), which is connected to all the nodes in \( V_s \) with link weights set to 0. Moreover, we assume that there is a VM node in the routing path from \( S \) to \( V_D \) that can run all VNFs of SFC. When QoS is ignored, the MMRQC equals an ST problem. The two assumptions can be completed within polynomial time, and the check for QoS constraints can also be accomplished in polynomial time. When the weight \( \alpha \) is a non-zero or the deployment costs of VNF on VMs are varying, then the problem of MRMRQC is more complex than MMRQC. Therefore, the MRMRQC problem is NP-hard.

### 4. Reliable Multicast Tree Construction

In order to solve the MRMRQC problem, an approximation algorithm, named Multi-Source Reliable Multicast Tree Construction (RMTC) is proposed in this section.

#### 4.1. Overview

There are several sub-problems that are solved by sub-algorithms. Generally, RMTC consists of five phases: (1) Multilevel Overlay Directed Network Transformation Phase, (2) SFC Embedding Phase, (3) Multicast Tree Construction Phase, (4) Reliability Guarantee Phase, and (5) QoS Guarantee Phase. The first phase aims to transform the network into multilevel overlay directed (MOD) network for handling the various computational resources of VNF in different VM. In the second phase, the source nodes and a virtual source node are added into the MOD network. The shortest paths starting from a source node in \( V_S \) to every VM node in the last model of MOD network are found. The VNFs of SFC need to be deployed in these paths. In the third phase, a Steiner Tree is constructed from each node \( u \) in the last model of MOD network and all destination nodes. Then, we will get several multicast routing trees by connecting the shortest path and the corresponding Steiner Tree. In the fourth phase,
we calculate the node cost, link cost, and recovery cost of each multicast routing tree and select the tree with minimum cost. In the last phase, we calculate the end-to-end delay and maximum delay jitter between different destinations. We take the service request as acceptable when the end-to-end delay and maximum delay jitter are lower than the requirements.

4.2. Multilevel Overlay Directed Network

Due to the varying deployment costs of VNF in different VM, we introduce the multilevel overlay directed (MOD) network to solve the problem. Multilevel overlay directed network contains all information of networks except for destination nodes.

- Step 1: Replicate all nodes of the network $|L|$ times, where $|L|$ is the length of the SFC. Arrange these nodes in a matrix form, in which columns denote VNF functions and rows denote nodes.
- Step 2: For each column, replicate all the nodes again and treat the column and its replicate as a model, meaning that there are $|L|$ models. Connect each node to its replicate with dotted arrows from left to right in a model, and connect all the nodes to all their right neighbors with solid arrows between models.
- Step 3: Set the link weights in a model to equal the corresponding VNF computation resource costs on VM, and set the edge weights between modes to equal the corresponding shortest path costs between the two nodes in $G$.

Figure 5 is the MOD network transformed from Figure 2. In Figure 5, the values on the dotted arrow equal the matrix in Figure 3. The values on horizontal solid arrows are zero, such as $A1 \rightarrow A$ and $B1 \rightarrow B$, and this means that the two VNF are running on the same VM, and there is no bandwidth consumption. The value on the non-horizontal solid arrow equals the shortest path bandwidth cost between two nodes in $G$, such as $A1 \rightarrow B$.

4.3. SFC Embedding

After transforming the network into the MOD network, we add the sources and a virtual source into the MOD network. As shown in Figure 6, we connect the sources with all VM nodes in $l_1$, and set the links weight to equal the corresponding shortest path costs from the sources to the VM node in $G$. The virtual source node is added to handle the multiple sources. It is not a physical node and is introduced only for the purpose of calculating the deployment result. The virtual source node is connected to all the source nodes with link weights set to 0. The right column represents the available computation resource of the VM nodes.

Then, we search for the shortest path from virtual source to the last model and satisfy the resource constraints. As shown in Figure 6, the shortest path from the virtual source to the last model found by
the improved Dijkstra algorithm [42–45] is $S \rightarrow S1 \rightarrow B - B1 \rightarrow B - B2 \rightarrow D - D3 \rightarrow D - D4$, which is $S \rightarrow B \rightarrow D$ in the network $G$. Node B deploys VNF1 and VNF2, and node D deploys VNF3 and VNF4. VNF2 is running on node B; therefore, only VNF1 is deployed in node B.

Figure 6. SFC (service function chain) embedding in the MOD (multilevel overlay directed) network.

4.4. Multicast Tree Construction

All the VNFs run on the VM nodes on the path found in the first phase. The next step is to construct a tree to connect the last VNF’s location and all destination nodes with minimum cost. The last VNF’s location is always on the last model in the MOD network based on the first phase, and it is a Steiner tree problem, which is NP-hard. According to [32], we used an approximation algorithm to solve it, as shown in Algorithm 2. For example, we assume that node $D$ is the last VNF’s location, and, therefore, the Steiner tree should contain the nodes $D, H,$ and $G$, as shown in Figure 7. Firstly, the nodes $D, H,$ and $G$ are selected to construct a complete graph, as shown in Figure 7a. The link’s weight is the shortest path length between nodes in the original network $G$. Secondly, the minimal spanning tree of the complete graph network can be found by Prim algorithm. Finally, every link in the minimal spanning tree is replaced by the shortest path in the original graph $G$, and a minimal cost tree is constructed as shown in Figure 7c. Combining the shortest path from the first phase and the tree from the second phase, we can construct a multicast tree from the virtual source node to all the destination nodes. Figure 8 is the multicast tree of Figure 7.

The Steiner tree construction is determined by the location of the last VNF. Therefore, we need to find the shortest path to all the nodes, that is, it is necessary to find the shortest paths from virtual source to each VM node in the last model. Using Figure 6 as an example, the shortest paths from $S'$ to $A4, B4, \ldots, F4$ are found and the Steiner trees from $A, B, \ldots, F$ to all destinations are constructed, respectively. In addition, we combine the shortest path and the corresponding Steiner tree into a multicast tree, hence we can get six multicast trees. We can get the constructing cost $C(T)$ for each multicast tree by summing the nodes’ cost and links’ cost in the multicast tree.

Figure 7. An example of Steiner tree. (a) the complete graph; (b) the minimal spanning tree (MST) of (a); and (c) a Steiner tree by replacing the link with the shortest path in $G$. 

| VM | VNF1 | VNF2 | VNF3 | VNF4 | capacity |
|----|------|------|------|------|----------|
| A  | 2    | 3    | 2    | 4    | 10       |
| B  | 0    | 0    | 0    | 0    | 8        |
| C  | 1    | 1    | 1    | 1    | 10       |
| D  | 2    | 2    | 2    | 2    | 8        |
| E  | 3    | 3    | 3    | 3    | 12       |
| F  | 4    | 4    | 4    | 4    | 12       |
4.5. Reliability Guarantee

After getting multicast trees, we select the tree with minimum constructing cost and recovery cost. For each multicast tree, we calculate the tree’s recovery cost $R(T)$ by summing the recovery cost of each destination according to Equation (3). Getting the multicast tree with minimum constructing cost and recovery cost is our routing objective. The pseudo code of reliable multicast routing tree algorithm is shown in Algorithm 3.

Algorithm 1: MOD network transformation

**Input:** $G = (V, E), V_S \subseteq V$, a service chain $L = (f_1, f_2, \ldots, f_L)$, deployment cost matrix DC.

**Output:** A MOD network $G'$.

1. Arrange all $V_M$ nodes as column $l_1$, and set a matrix $M = l_1$.
2. for $i \leftarrow 2$ to $|L|$ do
3. Replicate the column $l_1$ as $l_i$;
4. Splice matrix and $l_i$ by $M = M \oplus l_i$;
5. end
6. for $i \leftarrow 1$ to $|L| - 1$ do
7. Replicate all nodes in column $l_i$ again as column $l_i'$, and put $l_i'$ on the right of $l_i$;
8. Connect each node in $l_i$ to its replicated node $l_i'$ with dotted arrows from left to right in $E'$;
9. Set the link weight equal to the corresponding VNF computation resource costs on VM;
10. end
11. for $i \leftarrow 1$ to $|L| - 1$ do
12. Connect each node in $l_i$ to all their right neighbors $l_{i+1}$ with solid arrows from left to right in $E'$;
13. Set the link weight equal to corresponding shortest path costs between two nodes in $G$;
14. end
15. $G' = (M, E')$;
16. return $G'$

Algorithm 2: Steiner Tree Construction

**Input:** $G = (V, E), V_D \subseteq V$, the last VNF’s location node $u$.

**Output:** A Steiner tree $ST$ with the least bandwidth consumption.

1. Calculate the shortest path between every two nodes in $G$ by Floyd;
2. Pick out node $u$ and $V_D$ in $G$ to construct a complete graph $CG'$, and the link’s weight is the shortest path length between nodes in $G$;
3. Find a minimal spanning tree $ST'$ by Prim algorithm;
4. Get $ST$ by replacing every link in $ST'$ with the shortest path in $G$;
5. return $ST$
Algorithm 3: Reliable Multicast Tree Construction

Input: \( G = (V, E), V_S \subseteq V \), a MOD network \( G' \).
Output: A Reliable multicast tree \( T_{OPT} \) with minimal cost.

1. Calculate the shortest path length \( d_{s,v} \) from each source \( s \in V_S \) to each VM node \( v \);
2. Add all sources in the left of \( G' \), connect each source to each node in the first model with solid arrow from left to right, and set the link weight as \( d_{s,v} \);
3. Add a virtual node \( S \) in \( G' \), and connect virtual source to all sources with zero link weight; \( b_{S,V_S} \leftarrow 0 \) and \( d_{S,V_S} \leftarrow 0 \);
4. for \( u \in V_M \) do
   5. Find the shortest path \( SP \) from virtual source \( S \) to VM node \( u \) in the last model;
   6. Construct a Steiner tree \( ST \) from \( u \) to destination \( V_D \) by Algorithm 2;
   7. Combine the shortest path \( SP \) and Steiner tree \( ST \) as a multicast tree \( T \);
   8. Calculate the construction cost \( C(T) \) and recovery cost \( R(T) \);
5. end
6. Select the multicast tree with the minimum sum of \( C(T) \) and \( R(T) \) as \( T_{OPT} \);
7. return \( T_{OPT} \)

4.6. QoS Guarantee

After the previous four stages, the multicast tree is found. The last step is to check whether the end-to-end delay and delay jitter of the multicast tree satisfies the requirements. The end-to-end delay from \( S1 \) to \( G \) and \( H \) is 18 and 22, respectively, as shown in Figure 8. The maximum end-to-end delay is 22 and maximum delay jitter is 4. When the requirements are \( \delta > 22 \) and \( \overline{\delta} > 4 \), the multicast tree is acceptable and the service request can be implemented.

Based on the architecture of software defined network (SDN) and NFV, there are control plane and data plane. Control plane refers to all the functions and processes that determine which path to use. Data plane refers to all the functions and processes that forward packets/frames from one interface to another. The algorithm is running on the control plane and all the resource state of nodes and links are stored on the control plane.

Many service requests may use the same link due to the lowest cost. The service request will choose other links when the resource of lowest cost link does not satisfy the requirement of the service request. In our simulation, the cost matrix varies according to the load of VM nodes when a new service request arrives. Therefore, the lowest cost is not always along the same links.

4.7. Computation Complexity Analysis

To construct a multicast tree, we need to transform a network into a MOD network. In Algorithm 1, the shortest path between each two VM node pair is needed. We can get the shortest paths from a VM node to other VM nodes by the Dijkstra algorithm. There are \( |V| \) nodes; therefore, the time complexity is \( O(|V|^2) \). The total time complexity of Algorithm 1 is \( O(|V_M| \times |V|^2) \) because \( |V_M| \) VM nodes find paths.

In Algorithm 3, we search for a path to deploy the SFC in MOD network \( G' \) with the improved Dijkstra algorithm. It is accomplished in \( O(|L| \times |V_M| + |V_S| + 1)^2 \) time. Then, we need to construct a Steiner tree to find the optimal routing path. In the process of building the Steiner tree, we have gotten the shortest path between every two nodes. The time complexity is \( O(|V| - 1)^2 \). The time complexity of recovery cost is \( O(|V_D| \times |V_r|) \), where \( |V_r| \) is the number of recovery nodes in the path from \( S \) to \( d \). The time complexity of algorithm 3 is \( O(|L| \times |V_M| + |V_S| + 1)^2 + |V_M| \times |V| - 1)^2 + |V_D| \times |V_r|) \), which can be shortened as \( O(|L| \times |V_M| + |V_S|)^2 + |V_M| \times |V|^2 \). As a result, the total complexity is the sum of the two algorithms.
5. Performance Evaluation

5.1. Simulation Environment

The performance of the proposed algorithm is evaluated in two real network topologies, the backbone networks Internet2 [46] and inter-data-center network Cogent [47]. The topology of Internet2 is shown in Figure 9. Parameters of all the networks are presented in Table 2.

![Figure 9](image_url) The topology of Internet2.

Table 2. Properties of the networks.

| Case   | Node | Link | Data Center |
|--------|------|------|-------------|
| Internet2 | 64   | 69   | 1           |
| Cogent  | 190  | 260  | 40          |

The bandwidth capacity of the link varies from 1000 Mbps to 10,000 Mbps [48]. The Euclidean distance is the bandwidth consumption of the link. The delay of the link varies from 15 to 25 uniformly. According to [49,50], the loss rate of the link is in the range of 1% to 10%. Moreover, the computing capacity of VM is in the range of 10 to 20.

The request service chain is generated from a set \( F \) consisting of 30 distinct VNFs [18]. Some parts of the VNFs have been deployed on VM nodes, and several VNFs are selected from \( F \) and linked as a service chain. The length of the service chain is 5.

The cost matrix is the cost of VM nodes to implement VNFs. The cost is different for implementing different VNFs on VM nodes. Therefore, the elements of the cost matrix are not the same. In addition, the cost of the same VNF on a VM node may be different due to the load of the VM node. Therefore, we assume that the cost matrix varies from service request to service request. The service requests arrive sequentially. When a service request arrives, a cost matrix is generated for this service request. Before the service request is implemented, the cost matrix does not vary. When a new service request arrives, a new cost matrix is generated for the new service request. A \( n \times k \) matrix is generated at random as the deployment cost matrix \( DC \), where \( n \) is the number of VM nodes, and \( k \) is the length of the service chain. The value of the entry in the matrix is in the range of 0 to 10. When \( DC_{ij} \) is zero, the deployment cost of the VFN \( j \) on the VM node \( i \) is zero because VFN \( j \) has been deployed on VM node \( i \).

The default setting of parameter weight \( \alpha \) is 1; loss rate \( \beta \) is 5%; the number of the source nodes is 2; the number of the destination nodes is 10; the number of the recovery nodes is 7.

We compare the proposed algorithm with the following ones.
1. Two Stages Service Function Tree Embedding Algorithm (TSE) \cite{41}: It also finds a multicast tree with minimum cost when some VNFs have run on some VM nodes. However, the reliability of this tree solution is not guaranteed. Therefore, we do some modification to support reliability by treating the source as recovery node and considering the recovery cost as a part of the total cost.

2. Recovery-aware Steiner Tree Algorithm (RST) \cite{29}: It guarantees the reliability but does not have provisions for embedding SFC. Therefore, we find the shortest path $P$ from the virtual source to embed the SFC, then find a Steiner tree and combine them to let the flow arrive at all destination nodes. Path $P$ should contain the recovery node to provide reliable routing. If Path $P$ does not contain a recovery node, we connect $P$ with the closest recovery node.

We consider the effect of the loss rate $\beta$, the number of destinations, the number of recover nodes, and weight $\alpha$ on the performance of the three different schemes with the same simulation settings.

### 5.2. Simulation Results

#### 5.2.1. Impact of Loss Rate $\beta$

The loss rate $\beta$ varies from 0 to 0.1. The total cost for the multicast tree construction increases as the loss rate increases in both the network topologies, as shown in Figure 10. When the loss rate is zero, then the costs of RMTC and TSE are equal, and no packet loss will mean there is no recovery cost. RMTC and TSE use the same method in the multicast tree construction phase. Therefore, the costs of RMTC and TSE are the same.

The cost of RMTC is always lower than that of the other two schemes at a non-zero loss rate. Compared with the other two schemes, the trend of RTMC is slower with the increase of loss rate because RMTC consumes less resources in the reliability guarantee phase.

![Figure 10. Impact of loss rate $\beta$ in (a) Internet2; (b) Cogent.](image)

#### 5.2.2. Impact of the Number of Destinations

Figure 11 shows that the total cost increases as the number of destination increases before achieving the optimal cost for different topologies. The number of destinations grow from 2 to 20 at intervals of 2. Specifically, Figure 11a reveals that the increasing trend of RMTC and TSE are slow in Internet2 network. The number of destination nodes does not make a big difference for both RMTC and TSE, due to the fact that the range of route tree constructed by RMTC and TSE is wide. When adding or removing some nodes, the backbone of the route tree remains. For the cross-domain Cogent network, it is not easy to find a route tree to cover all destinations because of the large scale. Therefore, the increasing trend of the three schemes are similar in the Cogent network.

In addition, the total cost of RMTC and TSE are significantly lower than that of RST because of the low construction cost. The recovery path of RMTC is shorter at the same loss packet rate. Therefore, the recovery cost and total cost of RMTC are lower than that of TSE.
5.2.3. Impact of the Number of Recovery Nodes

In this subsection, the number of the recovery node is set from 3 to 10. Figure 12 illuminates that the line of TSE is horizontal, meaning that the total cost of TSE has no business relation to the number of recovery node. The re-route of TSE is only from the source nodes and, as the number of recovery nodes increase, the total costs of the other two schemes decline. When there are more recovery nodes, there are more available choices for the re-route 362 node and the total cost becomes low.

5.2.4. Impact of Weight $\alpha$

To characterize the effect of weight $\alpha$ on the total cost, we change the value of $\alpha$ from 0 to 1 at intervals of 0.1 and from 1 to 10 at intervals of 1. Figure 13 shows that the total cost of the three schemes increase as weight $\alpha$ increases. The increase of RST is significantly higher than that of RMTC and TSE because of the higher recovery cost in RST. When recovery weight $\alpha$ is high, the total cost of RST grows fairly rapidly. When recovery weight $\alpha$ is zero, then there is no recovery cost and the total cost is equal to the construction cost. RMTC consumes lower construction cost and recovery cost.

Figure 14 shows the total cost as weight $\alpha$ grows from 1 to 10. The trend of total cost is similar in the two different topologies and the high recovery cost results in the rapid growth of the total cost in RST.
6. Conclusions

This paper focuses on the problem of reliable Virtual Network Function (VNF) layout with various deployment costs in multi-source multicast, while minimizing resource consumption and guaranteeing the Quality of Service (QoS). To guarantee the QoS, we take account of bandwidth, latency and reliability constraints. We first formulate our MRMRQC scheme into a MILP problem and prove its NP-hard hardness. We propose a heuristic algorithm, named Multi-Source Reliable Multicast Tree Construction (RMTC). This algorithm intends to find a common link to place the Service Function Chain (SFC) in the multilevel overlay directed (MOD) network of the original network, so that the deployed SFC can be shared by all users, thereby improving resource utilization. Two real topologies, namely backbone networks Internet2 and inter-data-center network Cogent, are adopted to evaluate the performance of the proposed algorithm. Simulation results demonstrate that our scheme effectively reduces the cost of reliable services and satisfies the QoS requirements.
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