GENERALIZED FRACTIONAL BIRTH PROCESS
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Abstract. In this paper, we introduce a generalized birth process (GBP) which performs jumps of size 1, 2, . . . , k whose rates depend on the state of the process at time $t \geq 0$. We derive a non-exploding condition for it. The system of differential equations that governs its state probabilities is obtained. In this governing system of differential equations, we replace the first order derivative with Caputo fractional derivative to obtain a fractional variant of the GBP, namely, the generalized fractional birth process (GFBP). The Laplace transform of the state probabilities of this fractional variant is obtained whose inversion yields its one-dimensional distribution. It is shown that the GFBP is equal in distribution to a time-changed version of the GBP, and this result is used to obtain a non-exploding condition for it. A limiting case of the GFBP is considered in which jump of any size $j \geq 1$ is possible. Also, we discuss a state dependent version of it.

1. Introduction

The pure birth process is a counting process in which the jump of unit size occurs in an infinitesimal interval of length $h$ with probability $\lambda_n h + o(h)$, that is, the jump intensity $\lambda_n > 0$ depends on the state of the process at epoch $t \geq 0$. Orsingher and Polito (2010) introduced and studied a fractional version of the pure birth process, namely, the fractional pure birth process (FPBP). It is denoted by $\{N^\alpha(t)\}_{t \geq 0}, 0 < \alpha \leq 1$ whose state probabilities $q^\alpha(n, t) = \Pr\{N^\alpha(t) = n\}$, $n \geq 1$ solve the following system of fractional differential equations:

$$
\frac{d^\alpha}{dt^\alpha} q^\alpha(n, t) = -\lambda_n q^\alpha(n, t) + \lambda_{n-1} q^\alpha(n-1, t),
$$

with the initial conditions

$$
q^\alpha(n, 0) = \begin{cases} 
1, & n = 1, \\
0, & n \geq 2.
\end{cases}
$$

Here, $\frac{d^\alpha}{dt^\alpha}$ is the Caputo fractional derivative defined as (see Kilbas et al. (2006))

$$
\frac{d^\alpha}{dt^\alpha} f(t) := \begin{cases} 
\frac{1}{\Gamma(1-\alpha)} \int_0^t (t-s)^{-\alpha} f'(s) \, ds, & 0 < \alpha < 1, \\
f'(t), & \alpha = 1.
\end{cases}
$$

Its Laplace transform is given by (see Kilbas et al. (2006), Eq. (5.3.3))

$$
\mathcal{L}\left(\frac{d^\alpha}{dt^\alpha} f(t); s\right) = s^\alpha \tilde{f}(s) - s^{\alpha-1} f(0), \quad s > 0. \tag{1.1}
$$

For $\alpha = 1$, the FPBP reduces to the pure birth process (see Feller (1968)).
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The Poisson process is another important pure birth type process mainly used in modeling the count data. Its jump intensity is a constant $\lambda > 0$, that is, it does not depend on the state of the process. It’s a Lévy as well as a renewal process with exponentially distributed waiting times. It has certain limitations in modeling the phenomena with long memory due to its light-tailed distributed waiting times. To overcome these limitations, many researchers have introduced and studied various fractional generalizations of the Poisson process in the past two decades. These fractional variants are generally characterized by their heavy-tailed distributed waiting times. Some commonly used fractional versions of the Poisson process are the time fractional Poisson process (TFPP) (see Beghin and Orsingher (2009)), the space fractional Poisson process (SFPP) (see Orsingher and Polito (2012)) and their generalization, viz., the space-time fractional Poisson process (STFPP) (see Orsingher and Polito (2012)) etc.

Di Crescenzo et al. (2016) introduced and studied a generalization of the Poisson process, namely, the generalized counting process (GCP) which performs $k$ kinds of jumps of amplitude $1, 2, \ldots, k$ with positive rates $\lambda_1, \lambda_2, \ldots, \lambda_k$, respectively. It is important to note that the jump intensities in GCP do not depend on its state. For $k = 1$, the GCP reduces to the Poisson process. Moreover, they considered a fractional variant of the GCP, namely, the generalized fractional counting process (GFCP) by taking the Caputo fractional derivative in the system of differential equations that governs the state probabilities of the GCP. A limiting case of the GFCP, namely, the convoluted fractional Poisson process (CFPP) is obtained by letting $k \to \infty$ and suitably choosing the intensity parameters (see Kataria and Khandakar (2021a)). For $k = 1$, the GFCP reduces to the TFPP. For more properties and special cases of the GFCP, we refer the reader to Kataria and Khandakar (2021b).

In this paper, we introduce a generalized birth process (GBP) \{X(t)\}_{t \geq 0} which performs jumps of size $1, 2, \ldots, k$ with positive rates $\lambda_1(n), \lambda_2(n), \ldots, \lambda_k(n)$, respectively. Here, $n$ denotes the state of the process at any given time $t \geq 0$. We obtain a condition of no explosion for the GBP. We consider a fractional version of it, namely, the generalized fractional birth process (GFBP) by taking Caputo fractional derivative in the system of differential equations that governs the state probabilities of GBP. We denote it by \{X^\alpha(t)\}_{t \geq 0}, 0 < \alpha \leq 1 and its state probabilities $p^\alpha(n, t) = \Pr\{X^\alpha(t) = n\}$ satisfy the following system of fractional differential equations:

$$\frac{d^\alpha}{dt^\alpha} p^\alpha(n, t) = -\sum_{i=1}^{k} \lambda_{(n)i} p^\alpha(n, t) + \sum_{i=1}^{\min\{n, k\}} \lambda_{(n-i)i} p^\alpha(n-i, t), \quad n \geq n_0,$$

with the initial conditions

$$p^\alpha(n, 0) = \begin{cases} 1, & n = n_0, \\ 0, & n > n_0. \end{cases}$$

Here, $n_0$ is a fixed non-negative integer. The GFBP reduces to FPBP for $n_0 = k = 1$ and distinct $\lambda_{(n)i}$’s for all $n \geq 1$. It is shown that the TFPP, SFPP, STFPP, GFCP and CFPP are its other particular cases. We obtain the Laplace transform of its state probabilities whose inversion yields its one-dimensional distribution. We establish the following time-changed relationship between the GBP and GFBP:

$$X^\alpha(t) \overset{d}{=} X(T_{2\alpha}(t)),$$

where \{T_{2\alpha}(t)\}_{t \geq 0} is a random process independent of the GBP whose distribution solves (2.14). A limiting case of the GFBP is discussed which has jumps of any size $j \geq 1$. We
obtain the state probabilities and a time-changed relation for this special case. Later, we discuss a state dependent version of the GFBP.

2. Generalized fractional birth process

In this section, we introduce a generalized birth process (GBP) which performs jumps of size 1, 2, \ldots, k with positive rates \( \lambda(n_1), \lambda(n_2), \ldots, \lambda(n_k) \), respectively. Here, \( n \) denotes the state of the process at a given time \( t \geq 0 \). We denote the GBP by \( \{X(t)\}_{t \geq 0} \) and assume that it has \( n_0 \) progenitors at time \( t = 0 \), that is, \( \Pr\{X(0) = n_0\} = 1 \), where \( n_0 \geq 0 \) is a fixed integer. The probability of its jumps in an infinitesimal interval of length \( h \) is given by

\[
\Pr\{X(t + h) = n + i | X(t) = n\} = \begin{cases} 1 - \sum_{i=1}^{k} \lambda(n)_i h + o(h), & i = 0, \\ \lambda(n)_i h + o(h), & i = 1, 2, \ldots, k, \\ o(h), & i > k. \end{cases}
\]

Note that the rates of jumps depend on the actual state of the process at time \( t \) and thus the transition probability is a function of states and jump sizes.

Let us denote \( p(n, t) = \Pr\{X(t) = n\}, n \geq n_0 \). With these assumptions, we have

\[
p(n, t + h) = p(n, t) \left(1 - \sum_{i=1}^{k} \lambda(n)_i h\right) + \sum_{i=1}^{\min\{n, k\}} \lambda(n-i)_i p(n-i, t)h + o(h)
\]

which reduces to the following form as \( h \to 0 \):

\[
\frac{d}{dt} p(n, t) = -\sum_{i=1}^{k} \lambda(n)_i p(n, t) + \sum_{i=1}^{\min\{n, k\}} \lambda(n-i)_i p(n-i, t), \quad n \geq n_0,
\]

with the initial conditions

\[
p(n, 0) = \begin{cases} 1, & n = n_0, \\ 0, & n > n_0. \end{cases}
\]

A fractional version of the GBP, namely, the generalized fractional birth process (GFBP) can be obtained by taking Caputo fractional derivative in the system of differential equations given in (2.1). We denote it by \( \{X^\alpha(t)\}_{t \geq 0}, 0 < \alpha \leq 1 \), and its state probabilities \( p^\alpha(n, t) = \Pr\{X^\alpha(t) = n\} \) satisfy the following system of fractional differential equations:

\[
\frac{d^\alpha}{dt^\alpha} p^\alpha(n, t) = -\sum_{i=1}^{k} \lambda(n)_i p^\alpha(n, t) + \sum_{i=1}^{\min\{n, k\}} \lambda(n-i)_i p^\alpha(n-i, t), \quad n \geq n_0,
\]

with the initial conditions

\[
p^\alpha(n, 0) = \begin{cases} 1, & n = n_0, \\ 0, & n > n_0. \end{cases}
\]

Equivalently,

\[
\frac{d^\alpha}{dt^\alpha} p^\alpha(n, t) = -\sum_{i=1}^{k} \lambda(n)_i p^\alpha(n, t) + \sum_{i=1}^{k} \lambda(n-i)_i p^\alpha(n-i, t), \quad n \geq n_0,
\]

as \( p^\alpha(n-i, t) = 0 \) for all \( i > n \). For \( \alpha = 1 \), we get an equivalent expression for the GBP.
Theorem 2.1. The TFPP is obtained as a particular case of the GFBP for \( n_0 = 0, \ k = 1 \) and \( \lambda_{(n)i} = \lambda \) for all \( n \geq 0 \). The GFBP reduces to the FPBP when \( n_0 = k = 1 \) and \( \lambda_{(n)i} \)’s are distinct for all \( n \geq 1 \). Also, for \( n_0 = 0 \), \( \lambda_{(n)i} = \lambda_i \) for all \( n \geq 0 \) and \( 1 \leq i \leq k \), the GFBP reduces to the GFCP. In case of infinite jumps, that is, letting \( k \to \infty \) and taking \( \lambda_{(n)i} = \lambda_i = \beta_i - 1 - \beta_i, \ i \geq 1, \ n \geq 0 \), the GFCP further reduces to the CFPP, where \( \{\beta_i\}_{i \in \mathbb{Z}} \) be a sequence of intensity parameters such that \( \beta_i = 0 \) for all \( i < 0 \) and \( \beta_i > \beta_{i+1} > 0 \) for all \( i \geq 0 \) with \( \lim_{i \to \infty} \beta_{i+1}/\beta_i < 1 \). However, if we choose \( \lambda_{(n)i} = \lambda_i = (-1)^{i+1} \lambda \beta (\beta - 1) \cdots (\beta - i + 1)/i! \), \( i \geq 1, \ n \geq 0 \) for some \( 0 < \beta \leq 1 \) and letting \( k \to \infty \), we get the STFPP which reduces to the SFPP for \( \alpha = 1 \).

The next result gives the sufficient condition for no explosion in GBP.

Theorem 2.1. If \( \sum_{m=n_0}^{\infty} \left( \sum_{i=1}^{k} \sum_{j=1}^{i} \lambda_i^2 (m-j+1)_i \right)^{-1/2} = \infty \) then \( \sum_{m=n_0}^{\infty} p(m, t) = 1 \).

Proof. Let \( S(n_0 + n, t) = \sum_{m=n_0}^{n_0+n} p(m, t), \ n \geq 0 \). On taking \( \alpha = 1 \) in the system of differential equations \((2.3)\) and adding its first \( n + 1 \) equations, we get

\[
\sum_{m=n_0}^{n_0+n} \frac{d}{dt} p(m, t) = - \sum_{m=n_0}^{n_0+n} \sum_{i=1}^{k} \lambda_{(m)i} p(m, t) + \sum_{m=n_0}^{n_0+n} \sum_{i=1}^{k} \lambda_{(m-i)i} p(m-i, t)
\]

which reduces to

\[
\frac{d}{dt} S(n_0 + n, t) = - \sum_{j=1}^{k} \sum_{i=j}^{k} \lambda_{(n_0+n-j+1)i} p(n_0 + n - j + 1, t), \ n \geq 0.
\]

Equivalently,

\[
\frac{d}{dt} S(m, t) = - \sum_{j=1}^{k} \sum_{i=j}^{k} \lambda_{(m-j+1)i} p(m - j + 1, t)
\]

\[
= - \sum_{i=1}^{k} \sum_{j=1}^{i} \lambda_{(m-j+1)i} p(m - j + 1, t), \ m \geq n_0.
\]

(2.4)

Note that \( S(m, 0) = 1 \) for all \( m \geq n_0 \). On integrating (2.4), we get

\[
1 - S(m, t) = \sum_{i=1}^{k} \sum_{j=1}^{i} \lambda_{(m-j+1)i} \int_{0}^{t} p(m - j + 1, s)ds.
\]

(2.5)

Let \( \eta(t) = \lim_{m \to \infty} (1 - S(m, t)) \). Using the monotonicity of \( S(m, t) \) and applying the Cauchy-Schwarz inequality in (2.5) successively, we get

\[
0 \leq \eta(t) \leq \sum_{i=1}^{k} \left( \sum_{j=1}^{i} \lambda_i^2 (m-j+1)_i \right)^{1/2} \left( \sum_{j=1}^{i} \left( \int_{0}^{t} p(m - j + 1, s)ds \right)^2 \right)^{1/2}
\]

\[
\leq \left( \sum_{i=1}^{k} \sum_{j=1}^{i} \lambda_i^2 (m-j+1)_i \right)^{1/2} \left( \sum_{i=1}^{k} \sum_{j=1}^{i} \left( \int_{0}^{t} p(m - j + 1, s)ds \right)^2 \right)^{1/2}
\]

\[
\leq \left( \sum_{i=1}^{k} \sum_{j=1}^{i} \lambda_i^2 (m-j+1)_i \right)^{1/2} \sum_{i=1}^{k} \sum_{j=1}^{i} \int_{0}^{t} p(m - j + 1, s)ds.
\]
Thus,
\[
\sum_{m=n_0}^{n_0+n} \left( \sum_{i=1}^{k} \sum_{j=1}^{i} \lambda_{(m-j+1)i} \right)^{-1/2} \leq \sum_{i=1}^{k} \sum_{j=1}^{i} \int_{0}^{t} p(m-j+1, s) ds
\]
\[
\leq k^2 \int_{0}^{t} S(n_0 + n, s) ds.
\]

If \( \sum_{m=n_0}^{\infty} \left( \sum_{i=1}^{k} \sum_{j=1}^{i} \lambda_{(m-j+1)i} \right)^{-1/2} = \infty \) then \( \eta(t) = 0 \) for all \( t \). This implies \( S(n_0 + n, t) \to 1 \) as \( n \to \infty \), that is, \( \sum_{m=n_0}^{\infty} p(m, t) = 1 \).

**Remark 2.2.** On taking \( n_0 = k = 1 \) and \( \lambda_{(n)i} \)'s distinct for all \( n \geq 1 \) in Theorem 2.1 we get the no explosion condition, that is, \( \sum_{n=1}^{\infty} \lambda_{(n)i}^{-1} = \infty \) for the pure birth process (see Feller (1968), p. 452).

Let \( \tilde{p}(n, s) = \int_{0}^{\infty} e^{-st} p(n, t) dt \), \( s > 0 \) denote the Laplace transform of the state probabilities of GFBP. In Proposition 2.1, we obtain the explicit expressions for \( \tilde{p}(n, s) \), \( n \geq n_0 \).

First, we set some notations.

Let \( I_{n \times n} \) denote an identity matrix, \( O_{n \times m} \) be a zero matrix and \( \tilde{e}_j \) be a \( j \)tuple unit row vector with unity at \( j \)th place and 0 elsewhere. For \( m > n \), we define a matrix \( Q \) of order \( n \times m \) as \( Q_{n \times m} = [I_{n \times n} O_{n \times (m-n)}] \). For any positive integer \( k \), let \( \Theta_n^k \subset \mathbb{R}^n \) be defined as follows: \( \Theta_n^k = \{(1)\}, k \geq 1 \) and

\[
\Theta_n^k = \begin{cases} 
\{\Theta_{n-1}^k Q_{(n-i) \times n} + i\tilde{e}_n^{n-i+1}\}, & 1 \leq k \leq n - 1, \\
\cup_{i=1}^{n-1} \{\Theta_{n-1}^k Q_{(n-i) \times n} + i\tilde{e}_n^{n-i+1}\} \cup \{n\tilde{e}_1\}, & k \geq n,
\end{cases}
\]

where \( \Theta_{n-1}^k Q_{(n-i) \times n} := \{\tilde{x}Q_{(n-i) \times n} : \tilde{x} = (x_1, x_2, \ldots, x_{n-i}) \in \Theta_n^{k-1}\} \).

Using (2.6), we explicitly write the set \( \Theta_n^k \) for \( n = 2, 3, 4 \) as follows:

\[
\Theta_2^k = \begin{cases} 
\{(1, 1), & k = 1, \\
\{(1, 1), (2, 0)\}, & k \geq 2,
\end{cases}
\]

\[
\Theta_3^k = \begin{cases} 
\{(1, 1, 1), & k = 1, \\
\{(1, 1, 1), (1, 2, 0), (2, 0, 1)\}, & k = 2, \\
\{(1, 1, 1), (1, 2, 0), (2, 0, 1), (3, 0, 0)\}, & k \geq 3,
\end{cases}
\]

\[
\Theta_4^k = \begin{cases} 
\{(1, 1, 1, 1), & k = 1, \\
\{(1, 1, 1, 1), (1, 2, 0, 1), (1, 1, 2, 0), (2, 0, 1, 1), (2, 0, 2, 0)\}, & k = 2, \\
\{(1, 1, 1, 1), (1, 2, 0, 1), (1, 1, 2, 0), (1, 3, 0, 0), \\
(2, 0, 1, 1), (2, 0, 2, 0), (3, 0, 0, 1)\}, & k = 3, \\
\{(1, 1, 1, 1), (1, 2, 0, 1), (1, 1, 2, 0), (1, 3, 0, 0), \\
(2, 0, 1, 1), (2, 0, 2, 0), (3, 0, 0, 1), (4, 0, 0, 0)\}, & k \geq 4.
\end{cases}
\]
For $n \geq 1$, let $\Lambda_n = \mathbb{N}_0^n \setminus \{1 \leq j \leq n - 1 : x_{j+1} = 0\}$ where $(x_1, x_2, \ldots, x_n) \in \Theta^k_n$ and $\mathbb{N}_0^n = \{0, 1, \ldots, n\}$. Let $n^* = |\Lambda_n|$ and

$$
(j)_l = \begin{cases} 0, & l = 1, \\
\inf\{(j)_l-1 < j \leq n^*: x_{j+1} \neq 0\}, & 1 < l < n^*,
\end{cases} \quad (2.7)
$$

**Proposition 2.1.** For $n = n_0$, the Laplace transform of the state probability of GFBP is given by

$$
\tilde{p}^\alpha(n_0, s) = \frac{s^{\alpha-1}}{s^\alpha + \sum_{i=1}^k \lambda_{(n_0)i}} \quad (2.8)
$$

and for $n = n_0 + m$, $m \geq 1$, it is given by

$$
\tilde{p}^\alpha(n_0 + m, s) = \begin{cases} 
\sum_{\Theta^k_m} s^{\alpha-1} \prod_{j \in \Lambda_m} \left( s^\alpha + \sum_{i=1}^k \lambda_{(n_0+j)i} \right)^{m-1}, & 1 \leq k \leq m - 1, \\
\sum_{\Theta^k_m} s^{\alpha-1} \prod_{j \in \Lambda_m} \left( s^\alpha + \sum_{i=1}^k \lambda_{(n_0+j)i} \right)^{m-1}, & k \geq m,
\end{cases} \quad (2.9)
$$

where $(x_1, x_2, \ldots, x_m) \in \Theta^k_m$ and $\lambda_{(n_0)}$ is interpreted as unity for all $n \geq n_0$.

**Proof.** On substituting $n = n_0$ in (2.3), we get

$$
\frac{d^\alpha}{dt^\alpha} p^\alpha(n_0, t) = -\sum_{i=1}^k \lambda_{(n_0)i} p^\alpha(n_0, t), \quad (2.10)
$$

where we have used the fact that $p^\alpha(m, t) = 0$ for all $m < n_0$. On taking the Laplace transform in (2.10) and using (1.1), we obtain

$$
\tilde{p}^\alpha(n_0, s) = \frac{s^{\alpha-1}}{s^\alpha + \sum_{i=1}^k \lambda_{(n_0)i}}.
$$

On taking $n = n_0 + 1$ in (2.3), we get

$$
\frac{d^\alpha}{dt^\alpha} p^\alpha(n_0 + 1, t) = -\sum_{i=1}^k \lambda_{(n_0+1)i} p^\alpha(n_0 + 1, t) + \lambda_{(n_0)i} p^\alpha(n_0, t),
$$

which on taking Laplace transform gives

$$
\tilde{p}^\alpha(n_0 + 1, s) = \frac{\lambda_{(n_0)i} \tilde{p}^\alpha(n_0, s)}{s^\alpha + \sum_{i=1}^k \lambda_{(n_0+1)i}}
= \frac{\lambda_{(n_0)i} s^{\alpha-1}}{\left( s^\alpha + \sum_{i=1}^k \lambda_{(n_0)i} \right) \left( s^\alpha + \sum_{i=1}^k \lambda_{(n_0+1)i} \right)}.
$$

For $n = n_0 + 2$ in (2.3), we get

$$
\frac{d^\alpha}{dt^\alpha} p^\alpha(n_0 + 2, t) = -\sum_{i=1}^k \lambda_{(n_0+2)i} p^\alpha(n_0 + 2, t) + \sum_{i=1}^k \lambda_{(n_0+2-i)i} p^\alpha(n_0 + 2 - i, t),
$$
Similarly, we get the following expressions in the case of $n$

For $k = 1$, we get

$$\tilde{p}^\alpha(n_0 + 2, s) = \frac{\sum_{i=1}^{k} \lambda(n_0+2-i)\tilde{p}^\alpha(n_0 + 2 - i, s)}{\alpha + \sum_{i=1}^{k} \lambda(n_0 + 2)_i}.$$  

Thus,

$$\tilde{p}^\alpha(n_0 + 2, s) = \begin{cases} 
\frac{\lambda(n_0)_1 \lambda(n_0+1)_1 s^{\alpha-1}}{\prod_{j=0}^{2} \left(s^\alpha + \sum_{i=1}^{k} \lambda(n_0+j)_i\right)}, & k = 1, \\
\frac{\lambda(n_0)_1 \lambda(n_0+1)_1 s^{\alpha-1}}{\prod_{j=0}^{2} \left(s^\alpha + \sum_{i=1}^{k} \lambda(n_0+j)_i\right)} + \frac{\lambda(n_0)_2 s^{\alpha-1}}{\prod_{j=0}^{2} \left(s^\alpha + \sum_{i=1}^{k} \lambda(n_0+j)_i\right)}, & k \geq 2.
\end{cases}$$

Similarly, we get the following expressions in the case of $n = n_0 + 3$:

$$\tilde{p}^\alpha(n_0 + 3, s) = \frac{\sum_{i=1}^{k} \lambda(n_0+3-i)\tilde{p}^\alpha(n_0 + 3 - i, s)}{\alpha + \sum_{i=1}^{k} \lambda(n_0+3)_i}.$$  

For $k = 1$, we get

$$\tilde{p}^\alpha(n_0 + 3, s) = \frac{\lambda(n_0)_1 \lambda(n_0+1)_1 \lambda(n_0+2)_1 s^{\alpha-1}}{\prod_{j=0}^{3} \left(s^\alpha + \sum_{i=1}^{k} \lambda(n_0+j)_i\right)}.$$  

For $k = 2$, we get

$$\tilde{p}^\alpha(n_0 + 3, s) = \frac{\lambda(n_0)_1 \lambda(n_0+1)_1 \lambda(n_0+2)_1 s^{\alpha-1}}{\prod_{j=0}^{3} \left(s^\alpha + \sum_{i=1}^{k} \lambda(n_0+j)_i\right)} + \frac{\lambda(n_0)_2 \lambda(n_0+2)_1 s^{\alpha-1}}{\prod_{j=0}^{3} \left(s^\alpha + \sum_{i=1}^{k} \lambda(n_0+j)_i\right)} + \frac{\lambda(n_0)_1 \lambda(n_0+1)_2 s^{\alpha-1}}{\prod_{j=0}^{3} \left(s^\alpha + \sum_{i=1}^{k} \lambda(n_0+j)_i\right)}.$$  

For $k \geq 3$, we get

$$\tilde{p}^\alpha(n_0 + 3, s) = \frac{\lambda(n_0)_1 \lambda(n_0+1)_1 \lambda(n_0+2)_1 s^{\alpha-1}}{\prod_{j=0}^{3} \left(s^\alpha + \sum_{i=1}^{k} \lambda(n_0+j)_i\right)} + \frac{\lambda(n_0)_2 \lambda(n_0+2)_1 s^{\alpha-1}}{\prod_{j=0}^{3} \left(s^\alpha + \sum_{i=1}^{k} \lambda(n_0+j)_i\right)} + \frac{\lambda(n_0)_1 \lambda(n_0+1)_2 s^{\alpha-1}}{\prod_{j=0}^{3} \left(s^\alpha + \sum_{i=1}^{k} \lambda(n_0+j)_i\right)} + \frac{\lambda(n_0)_3 s^{\alpha-1}}{\prod_{j=0}^{3} \left(s^\alpha + \sum_{i=1}^{k} \lambda(n_0+j)_i\right)}.$$
Thus,

\[ \bar{p}^\alpha(n_0 + 3, s) = \begin{cases} 
\sum_{\Theta^3} \frac{s^{\alpha-1} \prod_{j=0}^2 \lambda_{(n_0+j)x_{j+1}}}{\prod_{j \in \Lambda_3} \left(s^\alpha + \sum_{i=1}^k \lambda_{(n_0+j)i}\right)}, & 1 \leq k \leq 2, \\
\sum_{\Theta^3} \frac{s^{\alpha-1} \prod_{j=0}^2 \lambda_{(n_0+j)x_{j+1}}}{\prod_{j \in \Lambda_3} \left(s^\alpha + \sum_{i=1}^k \lambda_{(n_0+j)i}\right)}, & k \geq 3.
\end{cases} \]

By iterating this procedure, we get the required result. \( \square \)

The next result follows by taking \( \nu_n = \alpha \) for all \( n \geq 1 \) in Eq. (9) and Eq. (39) of Kataria and Vellaisamy (2019).

**Proposition 2.2.** Let \( \lambda_j, j = 1, 2, \ldots, n \) be any positive real numbers. Then,

\[ \mathcal{L}^{-1} \left( \frac{s^{\alpha-1}}{\prod_{j=1}^n (s^\alpha + \lambda_j)}; t \right) = \frac{(-1)^{n-1}}{\prod_{j=2}^n \lambda_j} \sum_{i=n-1}^\infty \frac{(-t^\alpha)^i}{\Gamma(i\alpha + 1)} \sum_{j=1}^n \lambda_j^{y_j}, \]

where \( \Omega_n^j = \{(y_1, y_2, \ldots, y_n) : \sum_{j=1}^n y_j = i, y_1 \in \mathbb{N}_0, y_j \in \mathbb{N}_0 \setminus \{0\}, 2 \leq j \leq n\}. \)

In case \( \lambda_j \)'s are distinct, the above result has a simplified form. The following result is proved using method of induction by Alipour et al. (2015). Here, we give an alternate proof.

**Lemma 2.1.** Let

\[ p(x) = \sum_{i=1}^n \prod_{j=1}^n x + \lambda_j \prod_{j \neq i} \lambda_j - \lambda_i - 1, \quad n > 1, \]

where \( x \in \mathbb{R} \) and \( \lambda_1, \lambda_2, \ldots, \lambda_n \) be distinct real numbers. Then, \( p(x) \equiv 0. \)

**Proof.** Note that \( p(-\lambda_j) = 0 \) for \( j = 1, 2, \ldots, n \), that is, \( p(x) \) is a polynomial of degree \( n - 1 \) with \( n \) distinct roots. This implies that it is a zero polynomial. This proves the result. \( \square \)

The following result will be used (see Kilbas et al. (2006)):

\[ \int_0^\infty e^{-st} E_{\alpha,1}(-\omega t^\alpha) \, dt = \frac{s^{\alpha-1}}{s^\alpha + \omega}, \quad (2.11) \]

where \( E_{\alpha,1}(\cdot) \) is the Mittag-Leffler function defined as

\[ E_{\alpha,1}(x) := \sum_{j=0}^\infty \frac{x^j}{\Gamma(j\alpha + 1)}, \quad x \in \mathbb{R}, \quad \alpha > 0. \]

**Proposition 2.3.** Let \( \lambda_1, \lambda_2, \ldots, \lambda_n \) be distinct positive real numbers. Then,

\[ \mathcal{L}^{-1} \left( \frac{s^{\alpha-1}}{\prod_{j=1}^n (s^\alpha + \lambda_j)}; t \right) = \sum_{i=1}^n \frac{E_{\alpha,1}(-\lambda_i t^\alpha)}{\prod_{j=1, j \neq i}^n (\lambda_j - \lambda_i)}, \quad n > 1. \]
Proof. Using Lemma 2.1, we get
\[
\mathcal{L}^{-1}\left(\frac{s^{\alpha-1}}{\prod_{j=1}^{n}(s\lambda_{j})^{t}}\right) = \mathcal{L}^{-1}\left(\sum_{i=1}^{n} s^{\alpha-1} \prod_{j=1}^{n} \frac{1}{\lambda_{j} - \lambda_{i}} \right) = \sum_{i=1}^{n} \frac{E_{0,1}(-\lambda_{i} t^\alpha)}{\prod_{j=1, j \neq i}^{n} (\lambda_{j} - \lambda_{i})},
\]
where the last step follows from (2.11). □

Theorem 2.2. For \( n = n_{0} \), the state probability of GFBP is given by
\[
p^{\alpha}(n_{0}, t) = E_{0,1}\left(-\sum_{i=1}^{k} \lambda(n_{0})_{i} t^{\alpha}\right)
\]
and for \( n = n_{0} + m, m \geq 1 \), it is given by
\[
p^{\alpha}(n_{0} + m, t) = \begin{cases} 
\sum_{j=0}^{m-1} \prod_{l=2}^{m*} \frac{(-1)^{m* - 1}}{\prod_{l=1}^{m*} \mu_{l}} \frac{(-t^{\alpha})^{i}}{\Gamma(i\alpha + 1)} \sum_{i=m* - 1}^{\infty} \prod_{l=1}^{m*} \mu_{l}^{\lambda_{m}}, & 1 \leq k \leq m - 1, \\
\sum_{j=0}^{m-1} \prod_{l=2}^{m*} \frac{(-1)^{m* - 1}}{\prod_{l=1}^{m*} \mu_{l}} \frac{(-t^{\alpha})^{i}}{\Gamma(i\alpha + 1)} \sum_{i=m* - 1}^{\infty} \prod_{l=1}^{m*} \mu_{l}^{\lambda_{m}}, & k \geq m,
\end{cases}
\]
where \((x_{1}, x_{2}, \ldots, x_{m}) \in \Theta_{m}^{k}, (y_{1}, y_{2}, \ldots, y_{m*}) \in \Omega_{m*}^{i} \), \( m* = |\Lambda_{m}| \) and \( \mu_{l} = \sum_{i=1}^{k} \lambda_{n_{0} + (j_{i})}, (j_{i})_{i}'s \) are given by (2.7).

If \( \mu_{l}, l = 1, 2, \ldots, m* \) are distinct then
\[
p^{\alpha}(n_{0} + m, t) = \begin{cases} 
\sum_{j=0}^{m-1} \prod_{l=2}^{m*} \frac{(-1)^{m* - 1}}{\prod_{l=1}^{m*} \mu_{l}} \frac{E_{0,1}(-\mu_{l} t^{\alpha})}{(\mu_{l} - \mu_{i})}, & 1 \leq k \leq m - 1, \\
\sum_{j=0}^{m-1} \prod_{l=2}^{m*} \frac{(-1)^{m* - 1}}{\prod_{l=1}^{m*} \mu_{l}} \frac{E_{0,1}(-\mu_{l} t^{\alpha})}{(\mu_{l} - \mu_{i})}, & k \geq m.
\end{cases}
\]

Proof. For the case \( n = n_{0} \), the result follows by taking inverse Laplace transform in (2.8) and then by using (2.11). For \( n > n_{0} \), the Laplace transform (2.9) of GFBP can be rewritten as
The result follows on taking inverse Laplace transform in the above equation and using Proposition 2.2 and Proposition 2.3 respectively.

\(\square\)

**Remark 2.3.** Let \(W_1^\alpha\) denote the first waiting time of GFBP. Its distribution is given by

\[
\Pr\{W_1^\alpha > t\} = \Pr\{X^\alpha(t) = n_0\} = E_{\alpha,1} \left( -\sum_{i=1}^{k} \lambda_{(n_0),i} t^\alpha \right).
\]

**Remark 2.4.** Recall that the TFPP is obtained as a particular case of the GFBP when \(n_0 = 0, k = 1\) and \(\lambda_{(n)}\)'s are distinct. For notational convenience, we write \(\lambda_{(n)} = \lambda\) for all \(n \geq 1\). In this case, we have \(\Theta_{m}^i = \{(1, 1, . . . , 1)\}\), \(m^* = |\mathbb{N}_0^m| = m + 1\), \(|\Omega_{m+1}^i| = \frac{\mu}{m!(i-m)!}\) and \(\mu_l = \lambda_{(j)l} = \lambda\) as \((j)l = l - 1\), for all \(1 \leq l \leq m + 1\). On substituting these values in (2.12), we get

\[
p^\alpha(m, t) = \sum_{\Theta_{m}^i} \prod_{j=0}^{m-1} \lambda_{(j)1} \prod_{i=2}^{m+1} \mu_l \sum_{i=m}^{\infty} \frac{(-t^\alpha)^i}{\Gamma(i\alpha + 1)} \sum_{\Omega_{m+1}^i} \prod_{l=1}^{m+1} \mu_l^{y_l}
\]

\[
= (-1)^m \sum_{i=m}^{\infty} \frac{(-\lambda t^\alpha)^i}{\Gamma(i\alpha + 1)} \sum_{\Omega_{m+1}^i} 1
\]

\[
= (-1)^m \sum_{i=m}^{\infty} \frac{(-\lambda t^\alpha)^i}{\Gamma(i\alpha + 1)} \frac{i!}{m!(i-m)!}
\]

\[
= \frac{(\lambda t^\alpha)^m}{m!} \sum_{i=0}^{\infty} \frac{(i + m)!}{i!} \frac{(-\lambda t^\alpha)^i}{\Gamma((i + m)\alpha + 1)},
\]

which agrees with the probability mass function (pmf) of TFPP (see Beghin and Orsingher (2009), Eq. (2.10)).

**Remark 2.5.** Recall that the FPBP is obtained as a particular case of the GFBP when \(n_0 = k = 1\) and \(\lambda_{(n)}\)'s are distinct. For notational convenience, we write \(\lambda_{(n)} = \lambda\) for all \(n \geq 1\). In this case, we have \(\Theta_{m}^i = \{(1, 1, . . . , 1)\}\), \(m^* = |\mathbb{N}_0^m| = m + 1\) and \(\mu_l = \lambda_{(1+(j)l)} = \lambda\) as \((j)l = l - 1\), for all \(1 \leq l \leq m + 1\). On substituting these values in (2.13), we get

\[
p^\alpha(m + 1, t) = \sum_{\Theta_{m}^i} \prod_{j=0}^{m-1} \lambda_{j+1} \sum_{i=1}^{m+1} E_{\alpha,1}(-\lambda_i t^\alpha) \prod_{l=1, l \neq i}^{m+1} (\lambda_l - \lambda_i)
\]

\[
= \prod_{j=1}^{m} \lambda_j \sum_{i=1}^{m+1} E_{\alpha,1}(-\lambda_i t^\alpha) \prod_{l=1, l \neq i}^{m+1} (\lambda_l - \lambda_i),
\]

which agrees with the pmf of FPBP (see Orsingher and Polito (2010), Eq. (2.3)).

Let \(f_{T_{2\alpha}}(x, t)\) be the folded solution of the following fractional diffusion equation:

\[
\frac{\partial^{2\alpha}}{\partial t^{2\alpha}} u(x, t) = \frac{\partial^2}{\partial x^2} u(x, t), \ x \in \mathbb{R}, \ t > 0,
\]

(2.14)

with \(u(x, 0) = \delta(x)\) for \(0 < \alpha \leq 1\) and \(\frac{\partial}{\partial t} u(x, 0) = 0\) for \(1/2 < \alpha \leq 1\).
Its Laplace transform is given by (see Orsingher and Polito (2010), Eq. (2.29))

\[
\int_0^\infty e^{-st} f_{T_{2\alpha}}(x, t) dt = s^{\alpha-1} e^{-\alpha x s^\alpha}, \quad x > 0. \tag{2.15}
\]

Let \( \{T_{2\alpha}(t)\}_{t>0} \) denote a random process whose one-dimensional distribution is given by \( f_{T_{2\alpha}}(x, t) \).

**Theorem 2.3.** Let \( \mu_i \)'s are as defined in Theorem 2.2 and \( \{T_{2\alpha}(t)\}_{t>0}, \; 0 < \alpha \leq 1 \), be a process whose distribution solves (2.14). If \( \mu_i \)'s are distinct then the following holds for GFBP:

\[
X^\alpha(t) \overset{d}{=} X(T_{2\alpha}(t)), \tag{2.16}
\]

where \( \{T_{2\alpha}(t)\}_{t>0} \) is independent of the GBP \( \{X(t)\}_{t>0} \).

**Proof.** Let \( \mu_0 = \sum_{i=1}^k \lambda_{(n_0)} \). The Laplace transform of the probability generating function of GFBP can be written as

\[
\tilde{G}^\alpha(u, s) = \int_0^\infty e^{-st} \sum_{n=n_0}^\infty u^n p^\alpha(n, t) dt
\]

\[
= \int_0^\infty e^{-st} \left( u^{n_0} p^\alpha(n_0, t) + \sum_{n=n_0+1}^{n_0+k} u^n p^\alpha(n, t) + \sum_{n=n_0+k+1}^\infty u^n p^\alpha(n, t) \right) dt
\]

\[
= u^{n_0} \int_0^\infty e^{-st} \left( p^\alpha(n_0, t) + \sum_{m=1}^k u^m p^\alpha(n_0 + m, t) + \sum_{m=k+1}^\infty u^m p^\alpha(n_0 + m, t) \right) dt
\]

\[
= u^{n_0}\left( s^{\alpha-1} + \sum_{m=1}^k u^m \sum_{\Theta_m^k} \prod_{j=0}^{m-1} \lambda_{(n_0+j)x_{j+1}} \sum_{i=1}^{m^*} \frac{s^{\alpha-1}}{\prod_{l=1, l \neq i} \left( \mu_l - \mu_i \right) \left( s^\alpha + \mu_i \right)} \right)
\]

\[
+ \sum_{m=k+1}^\infty u^m \sum_{\Theta_m^k} \prod_{j=0}^{m-1} \lambda_{(n_0+j)x_{j+1}} \sum_{i=1}^{m^*} \frac{s^{\alpha-1}}{\prod_{l=1, l \neq i} \left( \mu_l - \mu_i \right) \left( s^\alpha + \mu_i \right)} \right), \quad \text{(using (2.11) and (2.13))}
\]

\[
= s^{\alpha-1} \int_0^\infty e^{-\xi s^\alpha} \left( u^{n_0} e^{-\xi \lambda_0} + \sum_{m=1}^k u^{m+n_0} \sum_{\Theta_m^k} \prod_{j=0}^{m-1} \lambda_{(n_0+j)x_{j+1}} \sum_{i=1}^{m^*} \frac{e^{-\xi \mu_i}}{\prod_{l=1, l \neq i} \left( \mu_l - \mu_i \right)} \right) d\xi
\]

\[
+ \sum_{m=k+1}^\infty u^{m+n_0} \sum_{\Theta_m^k} \prod_{j=0}^{m-1} \lambda_{(n_0+j)x_{j+1}} \sum_{i=1}^{m^*} \frac{e^{-\xi \mu_i}}{\prod_{l=1, l \neq i} \left( \mu_l - \mu_i \right)} \right) d\xi
\]

\[
= s^{\alpha-1} \int_0^\infty e^{-\xi s^\alpha} \left( u^{n_0} p(n_0, \xi) + \sum_{m=1}^k u^{m+n_0} p(n_0 + m, \xi) + \sum_{m=k+1}^\infty u^{m+n_0} p(n_0 + m, \xi) \right) d\xi
\]

\[
= \int_0^\infty G(u, \xi) \int_0^\infty e^{-st} f_{T_{2\alpha}}(\xi, t) dt d\xi, \quad \text{(using (2.15))}
\]
\[ \int_0^\infty e^{-st} \left( \int_0^\infty G(u, \xi) f_{T_m}(\xi, t) d\xi \right) dt. \]

By uniqueness of Laplace transform, we get

\[ G^\alpha(u, t) = \int_0^\infty G(u, \xi) f_{T_m}(\xi, t) d\xi. \]

This completes the proof. \( \square \)

**Remark 2.6.** For \( \alpha = 1/2 \), the process \( \{T_{2\alpha}(t)\}_{t>0} \) becomes a reflecting Brownian motion \( \{|B(t)|\}_{t>0} \) (see Beghin and Orsingher (2009)) as the diffusion equation (2.14) reduces to the heat equation

\[ \begin{cases}
\frac{\partial}{\partial t} u(x, t) = \frac{\partial^2}{\partial x^2} u(x, t), \quad x \in \mathbb{R}, \ t > 0, \\
u(x, 0) = \delta(x).
\end{cases} \]

So, \( X^{1/2}(t) \) coincides with GBP at a Brownian time, that is, \( X^{1/2}(t) \overset{d}{=} X(|B(t)|), \ t > 0. \)

**Remark 2.7.** Using (2.16), we get the following relationship between the pmfs of GFBP and GBP:

\[ p^\alpha(m, t) = \int_0^\infty p(m, \xi) f_{T_m}(\xi, t) d\xi. \]

It implies that \( \sum_{m=n_0}^{\infty} p^\alpha(m, t) = 1 \) if and only if \( \sum_{m=n_0}^{\infty} p(m, t) = 1 \). From Theorem 2.1, it follows that \( \sum_{m=n_0}^{\infty} \left( \sum_{i=1}^{k} \sum_{j=1}^{i} \lambda_{2(m-j+1)i}^2 \right)^{-1/2} = \infty \) is the non-exploding condition for GFBP.

### 2.1. A limiting case of GFBP

If we consider a process \( \{X^\alpha_1(t)\}_{t \geq 0} \) which has the jumps of any size \( j \geq 1 \) then from the system (2.2) of GFBP, we get

\[ \frac{d^\alpha}{dt^\alpha} p^\alpha_1(n, t) = -\sum_{i=1}^{n} \lambda(n)_i p^\alpha_1(n, t) + \sum_{i=1}^{n} \lambda(n-i)_i p^\alpha_1(n-i, t), \ n \geq n_0, \]

where \( p^\alpha_1(n, t) = \Pr\{X^\alpha_1(t) = n\}, \ 0 < \alpha \leq 1 \). Here, we assume that \( \sum_{i=1}^{\infty} \lambda(n)_i < \infty \) for all \( n \geq n_0 \).

From Theorem 2.2 we get its state probabilities as \( p^\alpha_1(n_0 + m, t) = E_{\alpha, 1} \left(-\sum_{i=1}^{\infty} \lambda(n_0)_i t^\alpha\right) \), and

\[ p^\alpha_1(n_0 + m, t) = \sum_{\Theta^m} \prod_{j=0}^{m-1} \lambda(n_0+j)x_{j+1} \frac{(-1)^{m^*-1}}{\Gamma(i\alpha + 1)} \sum_{l=1}^{m^*} \prod_{i=m^*-1}^{\infty} \mu^\alpha_i l, \ m \geq 1, \]

where \( (x_1, x_2, \ldots, x_m) \in \Theta^m, (y_1, y_2, \ldots, y_{m^*}) \in \Omega^i_{m^*} \), \( m^* = |\Lambda_m| \) and \( \mu_l = \sum_{i=1}^{\infty} \lambda(n_0+j)_i l \) if \( (j)_i \)'s are given by (2.7). If \( \mu_l, l = 1, 2, \ldots, m^* \) are distinct then

\[ p^\alpha_1(n_0 + m, t) = \sum_{\Theta^m} \prod_{j=0}^{m-1} \lambda(n_0+j)x_{j+1} \frac{E_{\alpha, 1}(-\mu t^\alpha)}{\prod_{l=1, l \neq i}^{m^*} (\mu_l - \mu_i)}, \]

Let \( \{X_1(t)\}_{t \geq 0} \) denote the non-fractional version of \( \{X^\alpha_1(t)\}_{t \geq 0} \). The following relationship holds:

\[ X^\alpha_1(t) \overset{d}{=} X_1(T_{2\alpha}(t)), \]

where \( \{T_{2\alpha}(t)\}_{t \geq 0} \) is independent of \( \{X_1(t)\}_{t \geq 0} \). Its proof follows along the similar lines to that of Theorem 2.3.
3. A State dependent version of the GFBP

Garra et al. (2015) introduced and studied the state dependent versions of TFPP and FPBP. Here, we introduce a state dependent version of the GFBP. We denote it by \( \{Q(t)\}_{t \geq 0} \). It is defined as the stochastic process whose state probabilities \( q(n, t) = \Pr\{Q(t) = n\} \) satisfy the following system of fractional differential equations:

\[
\frac{d^{\alpha n}}{dt^{\alpha n}} q(n, t) = -\sum_{i=1}^{k} \lambda_{(n-i)} q(n-i, t) + \sum_{i=1}^{\min(n,k)} \lambda_{(n-i)} q(n-i, t), \quad 0 < \alpha_n \leq 1, \quad n \geq n_0, \quad (3.1)
\]

with the initial conditions

\[
q(n, 0) = \begin{cases} 1, & n = n_0, \\ 0, & n > n_0. 
\end{cases}
\]

Note that the System (3.1) is obtained by taking variable order fractional derivatives in (2.2). The Caputo fractional derivative of state probability is the convolution of rate of change in state probability and a suitable weight function, that is,

\[
\frac{d^{\alpha n}}{dt^{\alpha n}} q(n, t) = \frac{d}{dt} q(n, t) * \frac{t^{-\alpha_n}}{\Gamma(1 - \alpha_n)}.
\]

Here, the power of the weight function depends on the actual state of the process at time \( t \geq 0 \). Thus, the number of events that have occurred till time \( t \) modifies the order of fractional derivative.

Next, we give the Laplace transform of the state probabilities of state dependent GFBP. Its proof follows similar lines to that of Proposition 2.1. Let \( \Theta_n^k, \Lambda_n \) etc. be as defined in Section 2.

**Proposition 3.1.** For \( n = n_0 \), the Laplace transform of the state probability of \( \{Q(t)\}_{t \geq 0} \) is given by

\[
\tilde{q}(n_0, s) = \frac{s^{\alpha_{n_0} - 1}}{s^{\alpha_{n_0}} + \sum_{i=1}^{k} \lambda_{(n_0)i}}
\]

and for \( n = n_0 + m, \ m \geq 1 \), it is given by

\[
\tilde{q}(n_0 + m, s) = \begin{cases}
\sum_{\Theta^k_m} \prod_{j \in \Lambda_m} \left( s^{\alpha_{n_0+j}} + \sum_{i=1}^{k} \lambda_{(n_0+j)i} \right), & 1 \leq k \leq m - 1, \\
\sum_{\Theta^k_m} \prod_{j \in \Lambda_m} \left( s^{\alpha_{n_0+j}} + \sum_{i=1}^{k} \lambda_{(n_0+j)i} \right), & k \geq m,
\end{cases}
\]

where \( (x_1, x_2, \ldots, x_m) \in \Theta^k_m \).

The following result holds (see Kataria and Vellaisamy (2019), Eq. (9) and Eq. (39)):

\[
\mathcal{L}^{-1} \left( \frac{s^{\alpha_{1} - 1}}{\prod_{j=1}^{n} (s^{\alpha_{j}} + \lambda_{j})}, t \right) = \frac{(-1)^{n-1}}{\prod_{j=2}^{n} \lambda_{j}} \sum_{i=n-1}^{\infty} (-1)^{i} \sum_{\Omega_{n}} \prod_{j=1}^{n} \frac{t^{\sum_{j=1}^{n} y_{j} \alpha_{j}}}{\Gamma(1 + \sum_{j=1}^{n} y_{j} \alpha_{j})}, \quad n \geq 1, \quad (3.2)
\]

where \( \lambda_{j} \)'s are positive real numbers and \( \Omega_{n} = \{ (y_1, y_2, \ldots, y_n) : \sum_{j=1}^{n} y_{j} = i, \ y_{1} \in \mathbb{N}_0, \ y_{j} \in \mathbb{N}_0 \setminus \{0\}, \ 2 \leq j \leq n \} \).
The state probabilities \( q(n, t) \) for all \( n \geq n_0 \) can be obtained by taking inverse Laplace transform in Proposition 3.1 and by using (3.2).

**Theorem 3.1.** For \( n = n_0 \), the state probability of \( \{Q(t)\}_{t \geq 0} \) is given by
\[
q(n_0, t) = \mathbb{E}_{\alpha_{n_0}, 1} \left( -\sum_{i=1}^{k} \lambda(n_0)i t^{\alpha_{n_0}} \right),
\]
and for \( n = n_0 + m, m \geq 1 \), it is given by
\[
q(n_0 + m, t) = \begin{cases} 
\sum_{\Theta_{m_0}} \prod_{j=0}^{m-1} \lambda(n_0+j)_{s_{j+1}} \mathcal{L}^{-1} \left( \frac{s_{\alpha_{n_0}-1}}{\prod_{l=1}^{m^*} (s_{\alpha_{n_0}+(j)l} + \mu_l)} t \right), & 1 \leq k \leq m - 1, \\
\sum_{\Theta_{m_0}} \prod_{j=0}^{m-1} \lambda(n_0+j)_{s_{j+1}} \mathcal{L}^{-1} \left( \frac{s_{\alpha_{n_0}-1}}{\prod_{l=1}^{m^*} (s_{\alpha_{n_0}+(j)l} + \mu_l)} t \right), & k \geq m,
\end{cases}
\]
where \( m^* = |\Lambda_m|, \mu_l = \sum_{i=1}^{k} \lambda(n_0+(j)i), (j)i's \) are given by (2.7) and
\[
\mathcal{L}^{-1} \left( \frac{s_{\alpha_{n_0}-1}}{\prod_{l=1}^{m^*} (s_{\alpha_{n_0}+(j)l} + \mu_l)} t \right) = \frac{(-1)^{m-1}}{\prod_{l=1}^{m^*} (s_{\alpha_{n_0}+(j)l} + \mu_l)} \sum_{i=m^*-1}^{\infty} (-1)^{i} \sum_{l=1}^{m^*} \frac{t^{\sum_{l=1}^{m^*} y_l \alpha_{n_0}+(j)l}}{\Gamma(i + \sum_{l=1}^{m^*} y_l \alpha_{n_0}+(j)l)} \prod_{l=1}^{m^*} \mu_l.
\]

**Remark 3.1.** Let \( W_1 \) denote the first waiting time of state dependent GFBP. Its distribution is given by
\[
\Pr\{W_1 > t\} = \Pr\{Q(t) = n_0\} = \mathbb{E}_{\alpha_{n_0}, 1} \left( -\sum_{i=1}^{k} \lambda(n_0)i t^{\alpha_{n_0}} \right).
\]

If we consider a process \( \{Q_1(t)\}_{t \geq 0} \) which has the jumps of any size \( j \geq 1 \) then from the system (3.1) of \( \{Q(t)\}_{t \geq 0} \), we get
\[
\frac{d^{\alpha_{n_0}}}{dt^{\alpha_{n_0}}} q_1(n, t) = -\sum_{i=1}^{\infty} \lambda(n_i)q_1(n, t) + \sum_{i=1}^{n} \lambda(n-i), q_1(n-i, t), \quad 0 < \alpha_n \leq 1, \quad n \geq n_0,
\]
where \( q_1(n, t) = \Pr\{Q_1(t) = n\} \). Here, we assume that \( \sum_{i=1}^{\infty} \lambda(n_i) < \infty \) for all \( n \geq n_0 \).

Its state probabilities are given by \( q_1(n_0, t) = \mathbb{E}_{\alpha_{n_0}, 1} \left( -\sum_{i=1}^{\infty} \lambda(n_0)i t^{\alpha_{n_0}} \right) \) and
\[
q_1(n_0 + m, t) = \sum_{\Theta_{m_0}} \prod_{j=0}^{m-1} \lambda(n_0+j)_{s_{j+1}} \mathcal{L}^{-1} \left( \frac{s_{\alpha_{n_0}-1}}{\prod_{l=1}^{m^*} (s_{\alpha_{n_0}+(j)l} + \mu_l)} t \right), \quad m \geq 1,
\]
where \( \mu_l = \sum_{i=1}^{\infty} \lambda(n_0+(j)i) \).
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