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Abstract—According to conventional neural network theories, the feature of single-hidden-layer feedforward neural networks (SLFNs) resorts to parameters of the weighted connections and hidden nodes. SLFNs are universal approximators when at least the parameters of the networks including hidden-node parameter and output weight are exist. Unlike above neural network theories, this paper indicates that in order to let SLFNs work as universal approximators, one may simply calculate the hidden node parameter only and the output weight is not needed at all. In other words, this proposed neural network architecture can be considered as a standard SLFNs with fixing output weight equal to an unit vector. Further more, this paper presents experiments which show that the proposed learning method tends to extremely reduce network output error to a very small number with only 1 hidden node. Simulation results demonstrate that the proposed method can provide several to thousands of times faster than other learning algorithm including BP, SVM/SVR and other ELM methods.

Index Terms—Bidirectional Extreme Learning Machine, Feedforward neural network, universal approximation, number of hidden nodes, learning effectiveness

I. INTRODUCTION

The widespread popularity of neural networks in many fields is mainly due to their ability to approximate complex nonlinear mappings directly from the input samples. In the past two decades, due to their universal approximation capability, feedforward neural networks (FNNs) have been extensively used in classification and regression problems. According to Jaeger’s estimation[2], 95% literatures are mainly on FNNs. As a specific type of FNNs, the single-hidden-layer feedforward network (SLFN) plays an important role in practical applications[3]. For N arbitrary distinct samples (x_i,k_i), where x_i = [x_{i1}, x_{i2}, · · · , x_{in}]^T ∈ R^n and k_i ∈ R^m, an SLFN with L hidden nodes and activation function h(x) are mathematically modeled as

\[ f(x) = \sum_{i=1}^{L} \beta_i h(a_i \cdot x + b_i), \quad j = 1, \cdots, N \]  

where h(a_i, b_i, x) denotes the output of the i-th hidden node with the hidden-node parameters (a_i, b_i) ∈ R^d × R and \( \beta_i \in R \) is the output weight between the i-th hidden node and the output node. a_i · x denotes the inner product of vector a_i and x in R^d.

An active topic on the universal approximation capability of SLFNs is then how to determine the parameters a_i, b_i, and \( \beta_i, i=1, \cdots, L \) such that the network output f(x) can approximate a given target \( T = [t_1, \cdots, t_N] \). The feature of SLFNs resorts to parameters of the output weight and hidden nodes parameters. According to conventional neural network theories, SLFNs are universal approximators when all the parameters of the networks including the hidden-node parameters \( (a,b) \) and output weight \( \beta \) are allowed adjustable\cite{4,5}.

Unlike above neural network theories that all the parameters in networks are allowed adjustable, other researches proposed some semi-random network theories\cite{6,7,8}. For example, Lowe\cite{8} focus on a specific RBF network: The centers a in \( \Phi \) can be randomly selected from the training data instead of tuning, but the impact factor b of RBF hidden node is not randomly selected and usually determined by users.

Unlike above semi-random network theories, in 2006, Huang et al\cite{9} illustrated that iterative techniques are not required in adjusting all the parameters of SLFNs at all. Based on this idea, Huang et al proposed simple and efficient learning steps referred to as extreme learning machine (ELM). In \cite{10,11,12}, Huang et al have proved that SLFNs with randomly generated hidden node parameter can work as universal approximators by only calculating the output weights linking the hidden layer to the output nodes. Recently, ELM development\cite{13} shows that ELM unifies FNNs and SVM/LS-SVM. Compared to ELM, LS-SVM and PSVM achieve suboptimal solutions and have a higher computational cost.

Above neural network theories indicate that SLFNs can work as universal approximation at least hidden-node parameter\cite{4} and output weight should be exist, however, in this paper we indicate that output weight do not need exist in SLFNs at all.

In \cite{14} we proposed a learning algorithm, called bidirectional extreme learning machine (B-ELM) in which half of hidden-node parameters are not randomly selected and are calculated by pulling back the network residual error to input weight. The experimental results in \cite{14} indicated that B-ELM tends to reduce network output error to a very small value at an extremely early learning stage. Further more, our recent experimental results indicate that in B-ELM\cite{14}, output weight play a very minion role in the network learning effectiveness. Inspired by these experimental results, in this paper, we show that SLFNs without output weight can approximate any target continuous function and classify any disjoint regions if one using pulling back error to hidden-node parameters. In particular, the following contributions have been made in this paper.

1) The learning speed of proposed learning method can be several to thousands of times faster than other learning methods including SVM, BP and other ELMs. Further more, it can provide better generalization performance and can be applied in regression and classification applications directly.

2) Different from conventional SLFNs in which the hidden node parameter and output weight should be needed, in the proposed method, we proved that SLFNs without output weight can still approximate any target continuous function and classify any disjoint regions. Thus the architecture of this single parameter neural network is extremely simpler than traditional SLFNs.

3) Different from other neural networks requiring large number of hidden node\cite{5}, experimental study shows that the proposed learning method with only one hidden node can give significant improvements on accuracy instead of maintaining a large hidden-node-numbers hidden layer.

\footnote{hidden-node parameters can be generated randomly}

\footnote{1In \cite{13}, Huang et al indicate "The generalization performance of ELM is not sensitive to the dimensionality L of the feature space (the number of hidden nodes) as long as L is set large enough (e.g., L > 1000 for all the real-world cases tested in our simulations)."}
II. Preliminaries and Notation

A. Notations and Definitions

The sets of real, integer, positive real and positive integer numbers are denoted by \( \mathbb{R}, \mathbb{Z}, \mathbb{R}^+ \) and \( \mathbb{Z}^+ \), respectively. Similar to [1], let \( I^2(X) \) be a space of functions \( f \) on a compact subset \( X \) in the \( n \)-dimensional Euclidean space \( \mathbb{R}^n \) such that \( | f |^2 \) are integrable, that is, \( \int_X | f(x) |^2 \, dx < \infty \). Let \( I^2(\mathbb{R}^n) \) be denoted by \( I^2 \). For \( u, v \in I^2(X) \), the inner product \(< u, v > \) is defined by

\[
<u, v> = \int_X u(x)v(x) \, dx \tag{2}
\]

The norm in \( I^2(X) \) space will be denoted as \( || \cdot ||_1 \). \( L \) denotes the number of hidden nodes. For \( N \) training samples, \( x, x \in \mathbb{R}^{N \times n} \) denotes the input matrix of network, \( T \in \mathbb{R}^{N \times m} \) denotes the desire output matrix of network, \( H \in \mathbb{R}^{N \times m} \) is called the hidden layer output matrix of the SLFNs; the \( i \)th column of \( H (H_i) \) is the \( i \)th hidden node output with respect to inputs. The hidden layer output matrix \( H^l \) is said to be randomly generated function sequence \( H^l \) if the corresponding hidden-node parameters \( (a_i, b_i) \) are randomly generated. \( e_n, e_m \in \mathbb{R}^{N \times m} \) denotes the residual error function for the current function \( f_n \) with \( n \) hidden nodes. \( I \) is unit matrix and \( I \in \mathbb{R}^{m \times m} \).

III. Bidirectional ELM for Regression Problem

Theorem 1: [14] Given \( N \) training samples \( \{ x_i, t_i \}_{i=1}^N \in \mathbb{R}^n \times \mathbb{R} \) come from the same continuous function, given the sigmoid or sine activation function \( h: \mathbb{R} \rightarrow \mathbb{R} \); Given a error feedback function sequence \( H^e_{2n} (x,a,b) \) by

\[
H^e_{2n} = e_{2n-1} \cdot (\beta_{2n-1})^{-1} \tag{3}
\]

If activation function is sin/cos, given a normalized function \( u: \mathbb{R} \rightarrow [0,1] \); If activation function is sigmoid, given a normalized function \( u: \mathbb{R} \rightarrow (0,1) \). Then for any continuous target function \( f \), randomly generated function sequence \( H^l \) if \( \lim_{n \rightarrow \infty} \int (H^l_n - H^l)^2 = 0 \) hold with probability one if

\[
\hat{a}_{2n} = h^{-1}(\mu(H^e_{2n}x)^T) \cdot x, \quad \hat{b}_{2n} \in \mathbb{R}^n \tag{4}
\]

\[
\beta_{2n} = \frac{m \cdot e_{2n-1}}{H^e_{2n}} \cdot (H^e_{2n})^T, \quad \beta_{2n} \in \mathbb{R}^n \tag{5}
\]

\[
\beta_{2n+1} = \frac{e_{2n+1}}{H^e_{2n+1}} \cdot (H^e_{2n+1})^T, \quad \beta_{2n+1} \in \mathbb{R}^n \tag{6}
\]

where \( h^{-1} \) and \( u^{-1} \) represent its reverse function, respectively. if \( h \) is sine actvation function, \( h^{-1}(\cdot) = \arccos(\cdot) \); if \( h \) is sigmoid activation function, \( h^{-1}(\cdot) = \frac{1}{1+e^{\cdot}} \).

Remark 1: Compared with B-ELM, In the proposed method, we only make two changes. The first one is we set \( \beta_1 = \cdots = \beta_n = \cdots = I \). The second one is the pseudo-inverse of input data \( x^{-1} \) has been changed as \( x^{-1} = x^T \left( I + xx^T \right)^{-1} \) based on the ridge regression theory. Although very small changes are made, the experimental results show that by using this proposed learning method, one hidden-node SLFNs without output weight (output weight \( \beta \) equal to unit matrix) can achieve similar generalization performance as other standard SLFNs with hundreds of hidden nodes. Further more, different from B-ELM [14] which only work for regression problem, the proposed method can be applied in regression and multi-classification applications.

IV. SLFNs without output weight

Basic idea 1: our recent experimental results indicate that in B-ELM [14], output weight play a very minor role in the network learning effectiveness. Inspired by these experimental results, in this proposed method, we directly set output weight equal to unit matrix.

Theorem 2: Given \( N \) training samples \( \{ x_i, t_i \}_{i=1}^N \in \mathbb{R}^n \times \mathbb{R}^m \) come from the same continuous function, given an SLFNs with any bounded nonconstant piecewise continuous function \( H: \mathbb{R} \rightarrow \mathbb{R} \) for additive nodes or sine nodes, for any continues target function \( f \), obtained error feedback function sequence \( H^e_n, n \in \mathbb{Z} \), \( l \lim_{m \rightarrow \infty} f - (f_n + H^e_n \cdot \beta_n) \rightarrow 0 \) holds with probability one if

\[
H^e_n = e_{n-1} \cdot (\beta_{n-1})^{-1} \tag{8}
\]

\[
\beta_n = \beta_{n-1} = I, \beta_n \in \mathbb{R}^{n \times m} \tag{9}
\]

Proof: The validity of this theorem is obvious because \( \beta_{n-1} = I \) and \( (\beta_{n-1})^{-1} = I, H^e_n \) equal to e_n-1. And we can get \( ||e_n|| = 0 \). \( \blacksquare \)

Remark 2: When \( H^e_n = e_{n-1} = T \), it is easy to notice that the proposed method can reduce the network output error to 0. Thus the learning problem has been converted into finding optimal hidden node parameter \( (a,b) \) which lead to \( H(a,b,x) \rightarrow T \).

Basic idea 2: For fixed output weight \( \beta \) equal to unit matrix or vector \( (\beta \in \mathbb{R}^{m \times m}) \), seen from equation (8)-(9), to train an SLFN is simply equivalent to finding a least-square solution \( a^{-1} \) of the linear system \( H(a,x) = T \). If activation function can be invertible, to train an SLFN is simply equivalent to pulling back residual error to input weight. For example, for \( N \) arbitrary distinct samples \( \{ x, T \}, x \in \mathbb{R}^{N \times n}, T \in \mathbb{R}^{N \times m}, T \in [0,1] \). If activation function is sine function, to train an SLFN is simply equivalent to finding a least-square solution \( a \in \mathbb{R}^{n \times n} \cdot a = \arcsin(e_{n-1}) \cdot x^{-1} \). Based on this idea, we give the following theorem.

Lemma 1: [14] Given a bounded nonconstant piecewise continuous function \( H: \mathbb{R} \rightarrow \mathbb{R} \), we have

\[
\lim_{(a,b) \rightarrow (a_0,b_0)} ||H(a \cdot x + b) - H(a_0 \cdot x + b_0)|| = 0 \tag{11}
\]

Theorem 3: Given \( N \) arbitrary distinct samples \( \{ x, T \}, x \in \mathbb{R}^{N \times n}, T \in \mathbb{R}^{N \times m} \), given the sigmoid or sine activation function \( h \), for any continuous desired output \( T \), there exist \( \lim_{m \rightarrow \infty} | T - (H_1(a_1, b_1, x) \beta_1 + \cdots + H_n(a_n, b_n, x) \beta_n) \| = 0 \) hold with probability one if

\[
H^e_n = e_{n-1} \cdot (\beta_{n-1})^{-1} \tag{12}
\]

\[
\hat{a}_n = h^{-1}(\mu(H^e_n) \cdot x^{-1}), \hat{b}_n \in \mathbb{R}^{n \times m} \tag{13}
\]

where if activation function \( h \) is sin/cos, given a normalized function \( u: \mathbb{R} \rightarrow [0,1] \); If activation function \( h \) is sigmoid, given a normalized function \( u: \mathbb{R} \rightarrow (0,1) \). \( h^{-1} \) and \( u^{-1} \) represent its reverse function, respectively. if \( h \) is sine actvation function, \( h^{-1}(\cdot) = \arccos(\cdot) \); if \( h \) is sigmoid activation function, \( h^{-1}(\cdot) = \frac{1}{1+e^{\cdot}} \cdot x^{-1} = x^T \left( I + xx^T \right)^{-1} \).

Proof: For an activation function \( h(x): \mathbb{R} \rightarrow \mathbb{R}, H^e_n \) is given by

\[
H^e_n = h(\lambda_n) \tag{14}
\]
In order to let $\lambda_{2n} \in \mathbb{R}^{m_i}$, here we give a normalized function $u(\cdot)$: $u(\mathbf{H}) \in [0, 1]$ if activation function is sin/cos; $u(\mathbf{H}) \in [0, 1]$ if activation function is sigmoid. Then for sine hidden node

$$\lambda_{2n} = u^{-1}(u(H_{2n}^0)) = (\arccos(u(H_{2n}^0)))$$

(15)

For sigmoid hidden node

$$\lambda_{n} = u^{-1}(u(H_{n}^0)) = -\log\left(\frac{1}{u(H_{n}^0)} - 1\right)$$

(16)

let $\lambda_{n} = \mathbf{a}_{n} \cdot \mathbf{x}$, for sine activation function, we have

$$\hat{a}_{n} = u^{-1}(u(H_{n}^0) \cdot x)^{-1} = \arccos(u(H_{n}^0)) \cdot x^{-1}$$

(17)

For sigmoid activation function, we have

$$\hat{a}_{n} = h^{-1}(u(H_{n}^0) \cdot x^{-1} = -\log\left(\frac{1}{u(H_{n}^0)} - 1\right) \cdot x^{-1}$$

(18)

where $x^{-1}$ is the Moore-Penrose generalized inverse of the given set of training examples$^{[15]}$. Similar to$^{[16]}$, we have $1$: $\hat{a}_{n} = \arccos(u(H_{n}^0)) \cdot x^{-1}$ is one of the least-squares solutions of a general linear system $\mathbf{a}_{n} \cdot \mathbf{x} = \lambda_{n}$, meaning that the smallest error can be reached by this solution:

$$||\hat{a}_{n} \cdot \mathbf{x} - \lambda_{n}|| = ||\hat{a}_{n} \cdot \mathbf{x} - \lambda_{n}|| = \min_{\hat{a}_{n}} ||\mathbf{a}_{n} \cdot \mathbf{x} - \arccos(u(H_{n}^0))||$$

(19)

2: the special solution $\hat{a}_{n} = h^{-1}(u(H_{n}^0)) \cdot x^{-1}$ has the smallest norm among all the least-squares solutions of $\mathbf{a}_{n} \cdot \mathbf{x} = \lambda_{n}$, which is guarantee that $\mathbf{a}_{n} \in [-1, 1]$. Although the smallest error can be reached by equation (17)-(18), we still can reduce its error by adding bias $b_{n}$. For sine activation function:

$$\hat{b}_{n} = \sqrt{\frac{\text{mse}(h^{-1}(u(H_{n}^0)) - \hat{a}_{n})}{(\hat{a}_{n})}}$$

(20)

For sigmoid activation function

$$\hat{b}_{n} = \sqrt{\frac{\text{mse}(\arccos(u(H_{n}^0)) - \hat{a}_{n})}{(\hat{a}_{n})}}$$

(21)

According to 19 and Lemma$^{[14]}$ we have

$$\min_{\hat{a}_{n}} \left\| u^{-1}(h(\mathbf{a}_{n} \cdot \mathbf{x})) - u^{-1}(h(\lambda_{n})) \right\|$$

(22)

$$||u^{-1}(h(\hat{a}_{n} \cdot \mathbf{x})) - u^{-1}(h(A_{n}))||$$

$$||u^{-1}(h(\hat{a}_{n} \cdot \mathbf{x} + \hat{b}_{n})) - u^{-1}(h(A_{n}))|| = ||\sigma||$$

We consider the residual error as

$$\Delta = ||e_{n-1}||^2 - ||e_{n-1} - \mathbf{H}_{n}^0 \cdot \beta_{n}||^2$$

$$= 2\beta_{n} (e_{n-1} - \mathbf{H}_{n}^0 \beta_{n}) \cdot \mathbf{H}_{n}^0 \beta_{n}$$

$$= ||\mathbf{H}_{n}^0 \beta_{n}||^2 - 2\beta_{n} (e_{n-1} - \mathbf{H}_{n}^0 \beta_{n}) \cdot \mathbf{H}_{n}^0 \beta_{n}$$

(23)

Let

$$\mathbf{H}_{n}^0 = u^{-1}(h(\hat{a}_{n} \cdot \mathbf{x} + \hat{b}_{n}))$$

(24)

Because $\beta_{n} = \mathbf{a}_{n} = 1$, we have equation (23) $\geq 0$ is still valid for

$$\Delta = ||\mathbf{H}_{n}^0 \beta_{n}||^2 - 2\beta_{n} (e_{n-1} - \mathbf{H}_{n}^0 \beta_{n}) \cdot \mathbf{H}_{n}^0 \beta_{n}$$

(25)

Now based on equation 25, we have $|\mathbf{e}_{n-1}| \geq |\mathbf{e}_{n}|$, so the sequence $|\mathbf{e}_{n}|$ is decreasing and bounded below by zero and the sequence $|\mathbf{e}_{n}|$ converges.

Remark 3: According to Theorem 2-3, for $N$ arbitrary distinct samples $(\mathbf{x}_{i}, \mathbf{t}_{i})$ where $\mathbf{x}_{i} = [x_{i1}, x_{i2}, \cdots, x_{iN}]^T \in \mathbb{R}^{m}$ and $\mathbf{t}_{i} \in \mathbb{R}^{m}$, the proposed network with $L$ hidden nodes and activation function $h(\mathbf{x})$ are mathematically modeled as

$$f_{L}(\mathbf{x}) = \sum_{j=1}^{L} (h(\mathbf{a}_{j} \cdot \mathbf{x} + b_{j})), j = 1, \cdots, N$$

(26)

where $u$ is a normalized function, $\mathbf{a}_{i} \in \mathbb{R}^{n \times m}$, $b_{i} \in \mathbb{R}^{m}$. Here, the proposed the proposed method for SLFN can be summarized in Algorithm 1.

Algorithm 1 the proposed method algorithm

Initialization: Given a training set $[(\mathbf{x}_{i}, \mathbf{t}_{i})]_{i=1}^{N} \subset \mathbb{R}^{m} \times \mathbb{R}^{m}$, the hidden-node output function $h(\mathbf{a}, \mathbf{b}, \mathbf{x})$, continuous target function $f$, set number of hidden nodes $L = 1$, $\mathbf{e} = \mathbf{T}$.

Learning step:

while $L < L_{\text{max}}$
do

Increase by one the number of hidden nodes $L; L = L + 1$;

Step 1) set $\mathbf{H}_{L}^0 = \mathbf{e}$;

Step 2) calculate the input weight $\mathbf{a}_{L}$, bias $b_{L}$ based on equation 12;

Step 3) calculate $\mathbf{e}$ after adding the new hidden node $L$:

$e = \mathbf{e} - u^{-1}(h(\mathbf{a} \cdot \mathbf{x} + b))$

end while

Remark 4: Different from other neural network learning methods in which output weight parameter should be adjusted, in the proposed method, the output weight of SLFNs can be equal to unit matrix and thus the proposed neural network does not need output weight at all. Thus the architecture and computational cost of this proposed method are much smaller than other traditional SLFNs.

Remark 5: Subsection V.C. presents experiments which show that the proposed method with only one hidden node can give better generalization performance than the proposed network with $L(L > 1)$ hidden node. Based on this experimental results, for $N$ arbitrary distinct samples $(\mathbf{x}_{i}, \mathbf{t}_{i})$ where $\mathbf{x}_{i} = [x_{i1}, x_{i2}, \cdots, x_{iN}]^T \in \mathbb{R}^{m}$ and $\mathbf{t}_{i} \in \mathbb{R}^{m}$, the proposed network is mathematically modeled as

$$f_{L}(\mathbf{x}) = u^{-1}(h(\mathbf{a}_{1} \cdot \mathbf{x} + b_{1})), j = 1, \cdots, N$$

(27)

where $u$ is a normalized function, $\mathbf{a}_{i} \in \mathbb{R}^{n \times m}$, $b_{i} \in \mathbb{R}^{m}$. Thus Algorithm 1 can be modified as Algorithm 2.

Algorithm 2 the proposed method algorithm

Initialization: Given a training set $[(\mathbf{x}_{i}, \mathbf{t}_{i})]_{i=1}^{N} \subset \mathbb{R}^{m} \times \mathbb{R}^{m}$, the hidden-node output function $h(\mathbf{a}, \mathbf{b}, \mathbf{x})$, continuous target function $f$, set number of hidden nodes $L = 1$.

Learning step:

Step 1) set $\mathbf{H}_{L}^0 = \mathbf{T}$;

Step 2) calculate the input weight $\mathbf{a}_{1}$, bias $b_{1}$ based on equation 12

V. Experimental Verification

To examine the performance of our proposed algorithm (B-ELM) in this section, we test them on some benchmark regression and classification problems. Neural networks are tested in SVR, SVM, BP, EM-ELM, I-ELM, EI-ELM, B-ELM, ELM and proposed the proposed method.
A. Benchmark Data Sets

In order to extensively verify the performance of different algorithms, wide type of data sets have been tested in our simulations, which are of small size, medium dimensions, large size, and/or high dimensions. These data sets include 12 regression problems and LIBSVM DATA SETS. For SVM and SVR, in order to achieve good generalization performance, the cost parameter \( C \) and kernel parameter \( \gamma \) of SVM and SVR need to be chosen appropriately. We have tried a wide range of \( C \) and \( \gamma \). For each data set, similar to [17], we have used 30 different value of \( C \) and \( \gamma \), resulting in a total of 900 pairs of \((C, \gamma)\). The 30 different value of \( C \) and \( \gamma \) are \((2^{-15}, 2^{-14}, \ldots, 2^{14}, 2^{15})\). Average results of 50 trials of simulations with each combination of \((C, \gamma)\) are obtained and the best performance obtained by SVM/SVR are shown in this paper.

B. Simulation Environment Settings

For SVM and SVR, in order to achieve good generalization performance, the cost parameter \( C \) and kernel parameter \( \gamma \) of SVM and SVR need to be chosen appropriately. We have tried a wide range of \( C \) and \( \gamma \). For each data set, similar to [17], we have used 30 different value of \( C \) and \( \gamma \), resulting in a total of 900 pairs of \((C, \gamma)\). The 30 different value of \( C \) and \( \gamma \) are \((2^{-15}, 2^{-14}, \ldots, 2^{14}, 2^{15})\). Average results of 50 trials of simulations with each combination of \((C, \gamma)\) are obtained and the best performance obtained by SVM/SVR are shown in this paper.

For BP, the number of hidden nodes are gradually increased by an interval of 5 and the nearly optimal number of nodes for BP are then selected based on cross-validation method. Average results of 50 trials of simulations for each fixed size of SLFN are obtained and finally the best performance obtained by BP are shown in this paper as well.

Simulations on large data sets(cf.Table III) are carried out in a high-performance computer with Intel Xeon E3-1230 v2 processor (3.2G) and 16-GB memory.

C. Generalization performance comparison of ELM methods with different hidden nodes

The aim of this subsection is to show that the proposed method with only one hidden node generally achieves better generalization performance than other learning methods. And it is also to show that the proposed method with one hidden node achieves the best performance than the proposed method with \( L, L > 1 \) one hidden node. In this subsection, I-ELM, ELM, EI-ELM and the proposed method are compared in one regression problem and three classification problems: Fried, DNA, USPS and Mushroom. In these cases, all the algorithms increase the hidden nodes one by one. More importantly, we find that the testing accuracy obtained by proposed method is reduced to a very high value when only one hidden node is used. And the testing accuracy obtained by proposed method is not increased but is reduced when hidden node added one by one. This means the proposed method only need to calculates one-hidden-node parameter(\( a_1, b_1 \)) once and then SLFNs without output weight can achieve similar generalization performance as other learning method with hundreds of hidden nodes. Thus in the following experiments, the number of hidden node equal to one in the proposed method.

---

### Table I

**SPECIFICATION OF REGRESSION PROBLEMS**

| Datasets         | #Attri | #Train | #Test |
|------------------|--------|--------|-------|
| Auto MPG         | 8      | 200    | 192   |
| Machine CPU      | 6      | 100    | 109   |
| Fried            | 11     | 26768  | 20000 |
| Wine Quality     | 12     | 2898   | 2000  |
| Puma             | 9      | 4500   | 3692  |
| California Housing| 8     | 16000  | 4000  |
| House 8L         | 9      | 16000  | 6784  |
| Parkinsons motor | 26     | 4000   | 1875  |
| Parkinons total  | 26     | 4000   | 1875  |
| Puma             | 9      | 6000   | 2192  |
| Delta elevators  | 6      | 6000   | 3000  |
| Abalone          | 9      | 3000   | 1477  |

### Table II

**SPECIFICATION OF SMALL/MEDIUM-SIZED CLASSIFICATION PROBLEMS**

| Datasets     | #Feature | #Train | #Test |
|--------------|----------|--------|-------|
| A9a          | 123      | 32561  | 16281 |
| colon-cancer | 2000     | 40     | 22    |
| USPS         | 256      | 7291   | 2007  |
| Sonar        | 60       | 150    | 58    |
| Hill Valley  | 101      | 606    | 606   |
| Protein      | 257      | 17786  | 6621  |

### Table III

**SPECIFICATION OF LARGE-SIZED CLASSIFICATION PROBLEMS**

| Datasets         | #Feature | #Train | #Test |
|------------------|----------|--------|-------|
| Covtype.binary   | 54       | 300000 | 280000|
| Mushrooms        | 112      | 4000   | 4122  |
| Gisette          | 5000     | 6000   | 1000  |
| Leukemia         | 7129     | 38     | 34    |
| Duke             | 7129     | 29     | 15    |
| Connect-4        | 126      | 50000  | 17557 |
| Mnist            | 780      | 40000  | 30000 |
| DNA              | 180      | 1046   | 1186  |
| w3a              | 300      | 4912   | 44837 |

---

3 http://archive.ics.uci.edu/ml/datasets.html
4 http://www.csie.ntu.edu.tw/ cjlin/libsvmtools/datasets/
5 http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
6 http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/
D. Real-world regression problems

The experimental results between proposed the proposed method and some other incremental ELMs (B-ELM, I-ELM, and EI-ELM) are given in Table IV-Table V. In these tables, the close results obtained by different algorithms are underlined and the apparent better results are shown in boldface. All the incremental ELMs (I-ELM, B-ELM, EI-ELM) increase the hidden nodes one by one till nodes-numbers equal to 200, while for fixed ELMs (ELM, EM-ELM), 200-hidden-nodes are used. It can be seen that the
The proposed method can always achieve similar performance as other ELMs with much higher learning speed. In Table IV, for Machine CPU problem, the proposed method runs 1200 times faster than the I-ELM, B-ELM and EI-ELM, respectively. For Abalone problem, the proposed method runs 200 times, 12000 times faster than the I-ELM, B-ELM and EI-ELM, respectively. In Table V, for Wine problem, the proposed method runs 120 times and 60 times faster than EM-ELM and ELM, respectively. In Table VI, for Protein problem, the proposed method runs 1900 times, 3400 times larger than the testing RMSE for B-ELM.

In Table VII-IX, the testing RMSE obtained by the proposed method are much better than the testing RMSE obtained by the same method with 1 hidden node. This shows that the proposed the proposed method always provide comparable performance as SVM and ELM with much faster learning speed. Take Covtype.binary (large number of training samples with medium input dimensions) and Gisette (medium number of training samples with high input dimensions).

1) For Covtype.binary data set, the proposed method runs 1403 times and 35 times faster than ELM and SVM, respectively.

2) For Gisette data set, the proposed method runs 341 times and 1.7 times faster than ELM and SVM, respectively.

Huang et al.[1][18][16][13] have systematically investigated the performance of ELM, SVM/SVR and BP for most data sets tested in this work. It is found that ELM obtain similar generalization performance as SVM/SVR but in much simpler and faster way. Similar to those above works, our testing results(cf. Table VII-IX) shows that the proposed the proposed method always provide comparable performance as SVM/SVR and BP with much faster learning speed.

On the other hand, the proposed method requires none human intervention than SVM, BP and other ELM methods. Different from SVM which is sensitive to the combinations of parameters (C, γ), or from other ELM methods in which parameter C needs to be specified by users, the proposed method have none specified parameter and is ease of use in the respective implementations.

VI. Conclusion

Unlike other SLFN learning methods, in our new approach, one may simply calculate the hidden node parameter once and the output weight is not need at all. And it has been rigorously proved that the proposed method can greatly enhance the learning effectiveness, reduce the computation cost, and eventually further increase the learning speed. The simulation results on sigmoid type of hidden nodes show that compared to other learning methods including SVM/SVR, BP and ELMs, the new approach can significantly reduce the NN training time several to thousands of times and can applied in regression and classification problems. Thus this method can be used efficiently in many applications.

However, we find an interesting phenomenon which we are not able to prove in this method, which should be worth pointing out. Experimental results show that this proposed learning method with one hidden node can achieve better generalization performance than the same method with L, L > 1 hidden nodes. This phenomenon of this proposed method bring about many advantages, but if researchers can find the nature of this phenomenon, it can have far reaching consequences on the generalization ability of neural network.
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