The halo model with beyond-linear halo bias: unbiasing cosmological constraints from galaxy-galaxy lensing and clustering
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ABSTRACT

We determine the error introduced in a joint halo model analysis of galaxy-galaxy lensing and galaxy clustering observables when adopting the standard approximation of linear halo bias. Considering the Kilo-Degree Survey, we forecast that ignoring the non-linear halo bias would result in up to 5σ offsets in the recovered cosmological parameters describing structure growth, $S_8$, and the matter density parameter, $\Omega_m$. We include the scales $10^{-1.3} < \gamma p / h^{-1}$ Mpc $< 10$ in the data vector, and the direction of these offsets are shown to depend on the freedom afforded to the halo model through other nuisance parameters. We conclude that a beyond-linear halo bias correction must therefore be included in future cosmological halo model analyses of large-scale structure observables on non-linear scales.
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1 INTRODUCTION

The halo model is a phenomenological model often used to interpret the large-scale structure of the Universe (see Cooray & Sheth 2002 for a review). In this model all dark matter exists within dark matter halos, which trace the underlying matter fluctuations. In its most generic form it includes a number of approximations such as dark matter halos are spherical and can be completely described by their mass, and that the halos trace the underlying matter fluctuations in a linearly biased way – linear halo bias. These assumptions have provided a useful description of large-scale structure observables until now, but with ever improving datasets these need to be revisited. In this paper we focus on the impact of neglecting the non-linear nature of halo bias.

Galaxy-galaxy lensing studies are concerned with matter-galaxy overdensity correlations and often use a halo model to interpret the data, and to understand the connection between galaxies and halo formation (e.g. Mandelbaum et al. 2005; Cacciato et al. 2009). It is common to assume linear halo bias in halo models of galaxy-galaxy lensing (e.g. Cacciato et al. 2012; Dvornik et al. 2018; Zacharegkas et al. 2022), or to include some non-linear halo bias through techniques such as ‘halo exclusion’ where halos are not allowed to overlap (Van den Bosch et al. 2013). In the case of matter-matter correlations it is possible to use fitting functions (e.g. HALOFIT Smith et al. 2003; Takahashi et al. 2012) or phenomenological parameters (e.g. HM-CODE Mead et al. 2020) to overcome the limitations of the halo model. However, once galaxy correlations are included these corrections are no longer applicable, as they do not connect the galaxy distribution to non-linear halo bias (Mead & Verde 2021).

Mead & Verde (2021) explore the relation between halos and the underlying matter distribution, and address the standard approximation that halos trace the underlying matter distribution with a linear halo bias. They measure the non-linear halo bias from $N$-body simulations, incorporating an additional beyond-linear halo bias correction, $\beta_{NL}$, into the halo modelling. A key benefit is that the correction, $\beta_{NL}$, can easily be included into the existing halo model framework. Miyatake et al. (2020) present a complementary approach to account for beyond-linear halo bias, directly emulating the galaxy-galaxy lensing and galaxy clustering observables from similar non-linearly biased simulations (Nishimichi et al. 2021). We compare these two approaches in Section 4.1 and find them to be consistent.

In this paper we present forecasts for a joint halo model cosmological analysis of galaxy-galaxy lensing and galaxy clustering observables with the Kilo-Degree Survey (KdS, Kuijken et al. 2019). Section 2 details how the Mead & Verde (2021) beyond-linear halo bias correction, $\beta_{NL}$, is incorporated into the halo model power spectra where linear halo bias has previously been assumed (Dvornik et al. 2018). Section 3 presents how the lensing and clustering observables are impacted by the beyond-linear halo bias correction. The resulting
cosmological parameter offsets introduced by a standard linear halo model analysis of joint lensing-clustering observables is presented in Section 4. Through an analysis of mock data from the DarkEmulator (Nishimichi et al. 2019, 2021), we demonstrate in Section 4.4 that the accurate recovery of cosmological parameters is possible when incorporating $\beta^{NL}$ into the halo model. We conclude in Section 5. In Appendix A we present details of the simulations used in this work, and in Appendix B a rescaling technique to model the cosmology dependence of $\beta^{NL}$.

2 INCLUDING BEYOND-LINEAR HALO BIAS

The halo model assumes that all dark matter exists within dark matter halos, which are then populated with galaxies. In this Section we summarise how galaxies populate dark matter halos using the conditional stellar mass function (CSMF) formalism (Yang et al. 2008; Cacciato et al. 2009; Cacciato et al. 2013; Wang et al. 2013; Van Uitert et al. 2016; Dvornik et al. 2018). A key feature of the CSMF formalism is that the galaxies are split into centrals and satellites, where centrals reside at the centre of their host halo and satellites orbit around them.

In this work we require two 3D power spectra to calculate our observables: the galaxy-galaxy power spectrum $P_{gg}$, and the galaxy-matter power spectrum $P_{g\delta}$. These can be split into contributions from one-halo (1h) and two-halo (2h) terms, where the 1h term describes the clustering on small scales within a single halo and the 2h term describes the clustering on larger scales between two halos. These terms can then be further broken down into contributions from central (c) and satellite (s) galaxies,

$$P_{gg} = P_{cs}^1 + P_{ss}^1 + P_{cs}^{2h} + P_{ss}^{2h},$$

$$P_{g\delta} = P_{c\delta}^1 + P_{s\delta}^1 + P_{c\delta}^{2h} + P_{s\delta}^{2h}. $$

We do not include $P_{cs}$ as there is only one central galaxy per halo so this term corresponds to shot noise, which we do not include in the measurements. As shown in Van den Bosch et al. (2013); Cacciato et al. (2013); Dvornik et al. (2018) these contributions are given by,

$$P_{cs}^{1h}(k, z) = \int_0^\infty \mathcal{H}(k, M, z) n(M, z) dM,$$

$$P_{cs}^{2h}(k, z) = \int_0^\infty \mathcal{H}(k, M, z) n(M, z) b(M, z) \frac{dM}{M}$$

where $x$ and $y$ can be $c$, $s$ or $\delta$. $P_{cs}^{1h}$ is the linear matter power spectrum, which we obtain using the Eisenstein & Hu (1998) transfer function. We calibrate the halo mass function, $n(M, z)$, the number density of dark matter halos with mass $M$ at redshift $z$, and the halo bias, $b(M, z)$, which accounts for dark matter halos being linearly biased tracers of the underlying dark matter distribution, from numerical simulations (Tinker et al. 2010b). The profiles $\mathcal{H}$ encode the matter or galaxy contribution,

$$\mathcal{H}(k, M, z) = \frac{M}{\rho_m} \bar{u}_h(k|M, z),$$

$$\mathcal{H}_c(k, M, z) = \mathcal{H}(k, M, z) = \frac{\langle N_c(M) \rangle}{\bar{n}_c(z)},$$

$$\mathcal{H}_s(k, M, z) = \frac{\langle N_s(M) \rangle}{\bar{n}_s(z)} \bar{u}_s(k|M, z),$$

where $\bar{\rho}_m$ is the present day mean matter density of the Universe.

The average number of central and satellite galaxies in a halo of mass $M$ within the stellar mass range $[M_{*, 1}, M_{*, 2}]$, $\langle N_c(M) \rangle$ and $\langle N_s(M) \rangle$, and the average number density of central and satellite galaxies across all halo masses, $\bar{n}_c$ and $\bar{n}_s$, are the Halo Occupation Distribution (HOD) quantities. These are computed using the CSMF formalism,

$$\langle N_c(M) \rangle = \int_{M_{*, 1}}^{M_{*, 2}} \Phi_c(M_s|M) dM_s,$$  

and,

$$\bar{n}_s = \int_0^\infty \langle N_s(M) \rangle n(M) dM.$$

Here $\Phi_c(M_s|M)$ denotes the CSMF, the average number of galaxies with stellar mass $M_s$ that reside in a halo of mass $M$. Note $\langle N_s(M) \rangle$ varies between 0 and 1, as there is at most one central galaxy per halo. The CSMF of central galaxies is modelled as a log-normal,

$$\Phi_c(M_s|M) = \frac{1}{\sqrt{2\pi} \ln(10) \sigma_c M_s} \exp \left(- \frac{(\ln(M_s/M_0) - 1/2)^2}{2 \sigma_c^2} \right),$$

where $\sigma_c$ is the scatter between stellar mass and halo mass and $M_0^c$ is parameterised as,

$$M_0^c = M_0 \left(\frac{M}{M_1}\right)^{\gamma_1} \left(1 + \frac{M}{M_1}\right)^{\gamma_2}.$$

where $M_0$, $M_1$, $\gamma_1$ and $\gamma_2$ are free parameters. The CSMF of satellite galaxies is modelled as a modified Schechter function,

$$\Phi_s(M_s|M) = \phi_s \left(\frac{M_s}{M_s^*}\right)^{\alpha_s} \exp \left(-\left(\frac{M_s}{M_s^*}\right)^{2}\right),$$

where $\alpha_s$ governs the power law behaviour of satellite galaxies, $M_s^*$ is parameterised as,

$$M_s^* = 0.56 M_0^s (M),$$

and $\phi_s^*$ is parameterised as,

$$\log(\phi_s^*) = b_1 + b_2 (\log m_1),$$

where $m_{13} = M/(10^{13} M_0 h^{-1})$, and $b_1$ and $b_2$ are free parameters. These parameterisations are motivated by Yang et al. (2008). For further details of the CSMF formalism see Cacciato et al. (2013) and Dvornik et al. (2018).

Referring back to equation 3, $\bar{u}_h$ is the Fourier transform of the normalised density distribution of dark matter in a halo of mass $M$, and $\bar{u}_c$ is the normalised number density distribution of satellite galaxies in a halo of mass $M$. There is no $\bar{u}_c$ as there is only one central galaxy per halo. We assume satellites follow the spatial distribution of the underlying dark matter, i.e. $\bar{u}_s \equiv \bar{u}_h$, and assume that the density profile of dark matter haloes follows an NFW profile (Navarro et al. 1996). The NFW profile is described by two parameters the concentration, $c$, and mass, $M$, of the halo, however these two parameters are correlated. In this work we adopt the Duffy et al. (2008) concentration-mass relation,

$$c(M, z) = 10.14 \left(\frac{M}{(2 \times 10^{12} M_0 h^{-1})}\right)^{-0.081} (1 + z)^{-1.01},$$

and additionally include two normalisations,

$$c_{h,s}(M, z) = \bar{n}_{h,s} c(M, z).$$

where $\bar{n}_{h,s}$ normalises the concentration-mass relation for the distribution of dark matter $\bar{u}_h$ and $\bar{f}_c$ normalises the concentration-mass relation for the distribution of satellite galaxies $\bar{u}_s$. Debackere et al. (2021) show that including these parameters can help to account for the impact of baryonic feedback.
The two-halo term in equation 2 assumes that haloes are linearly biased tracers of the underlying matter field,
\[ P_{hh}(M_1, M_2, k, z) \approx b(M_1, z)b(M_2, z)P_{\delta\delta}^{\text{lin}}(k, z), \]
(13)
Mead & Verde (2021) address this assumption by introducing a beyond-linear bias correction \( b^{\text{NL}} \) so,
\[ P_{hh}(M_1, M_2, k, z) \approx b(M_1, z)b(M_2, z)P_{\delta\delta}^{\text{lin}}(k, z)[1 + b^{\text{NL}}(M_1, M_2, k, z)], \]
(14)
and the \( b^{\text{NL}} \) function encompasses everything beyond the linear bias model. The 2h terms in equation 2 then become,
\[
P_{\delta\delta}^{2h}(k, z) = P_{\delta\delta}^{\text{lin}}(k, z) \int_0^\infty dM_1 \mathcal{H}_k(k, M_1, z)n(M_1, z)b(M_1, z) \]
\[ \times \int_0^\infty dM_2 \mathcal{H}_k(k, M_2, z)n(M_2, z)b(M_2, z) \]
\[ + P_{\delta\delta}^{\text{lin}}(k, z)I^{\text{NL}}_{\delta\delta}(k, z), \]
(15)
where the second term includes the Mead & Verde (2021) beyond-linear halo bias correction \( b^{\text{NL}} \).
\[ I^{\text{NL}}_{\delta\delta}(k, z) = \int_0^\infty \int_0^\infty dM_1 dM_2 b^{\text{NL}}(k, M_1, M_2, z) \]
\[ \times \mathcal{H}_k(k, M_1, z)\mathcal{H}_k(k, M_2, z)n(M_1, z) \]
\[ \times n(M_2, z)b(M_1, z)b(M_2, z), \]
\( b^{\text{NL}} \) is calibrated directly from numerical simulations using simulation-measured quantities of the linear bias \( b \) on large scales, and the halo auto power spectrum \( P_{hh} \). In the large-scale limit \( b^{\text{NL}}(M_1, M_2, k \to 0, z) = 0 \), such that equation 15 returns to the standard linear halo model formalism with \( I^{\text{NL}}_{\delta\delta}(k \to 0, z) = 0 \).

In this work we extend the Mead & Verde (2021) analysis by calibrating \( b^{\text{NL}} \) for a range of different cosmologies utilising the Dark Quest N-body simulations (Nishimichi et al. 2019, 2021), instead of MULTIDARK\(^2\) (Klypin et al. 2011; Prada et al. 2012; Riebe et al. 2013). Dark Quest explores a six-dimensional cosmological parameter space within the wCDM framework sampled with 100 models following a sliced latin hypercube design, centered at the Planck Collaboration et al. (2020) best-fit cosmological model. The partner DARKEMULATOR\(^3\) regressor utilises Gaussian Processes and a weighted Principal Component Analysis to then make predictions for quantities measured by Dark Quest, for any set of cosmological parameters within the support range of the training simulations (Nishimichi et al. 2021). See Appendix A for further details.

3 OBSERVABLES

The two observables included in this analysis are the projected galaxy-galaxy correlation function \( w_p(r_p, z) \) (galaxy clustering) and the excess surface density profile \( \Delta \Sigma(r_p, z) \) (galaxy-galaxy lensing). These are calculated from the power-spectra \( P_{gg} \) and \( P_{g\delta} \) by computing the two-point correlation functions,
\[ \xi_{gg}(r, z) = 1 \int_0^{\rho_{\text{max}}} w_p(k, z) \frac{\sin kr}{kr} k^2 dk, \]
(17)
where \( x \) is either \( g \) or \( \delta \). The projected galaxy-galaxy correlation function \( w_p(r_p, z) \) relates to the 3D galaxy-galaxy correlation function \( \xi_{gg}(r, z) \) via,
\[ w_p(r_p, z) = 2 \int_0^{\rho_{\text{max}}} \xi_{gg}(r_p, r, z) dr , \]
(18)
where \( r_p \) is the projected separation between two galaxies, \( r \) the separation perpendicular to the line-of-sight and \( \rho_{\text{max}} \) the maximum integration range used for the data (\( r_{\text{max}} = 100 \text{ Mpc}/h \) in this work). The excess surface density profile \( \Delta \Sigma(r_p, z) \) is given by,
\[ \Delta \Sigma(r_p, z) = \frac{2}{r_p^2} \int_0^{r_p} \Delta \Sigma(R, z) R'dR' - \Sigma(r_p, z), \]
(19)
where \( \Sigma(r_p, z) \) is the projected surface mass density. This relates to the galaxy-matter correlation function \( \xi_{g\delta}(r, z) \) via,
\[ \Sigma(r_p, z) = 2 \int_0^{r_p} \xi_{g\delta}(r, z) \frac{rdr}{\sqrt{r^2 - r_p^2}} , \]
(20)
where \( \rho_{\text{m}} \) is the present day mean matter density of the universe. For further details see Dekel & Lahav (1999); Sheldon et al. (2004); Cacciato et al. (2013); and Dvornik et al. (2018).

In this work we forecast the impact of including a beyond-linear halo bias correction \( b^{\text{NL}} \) for a galaxy clustering sample similar to the bright galaxy sample in the Kilo-Degree Survey Data Release 4 (Bilik et al. 2021). This sample is flux-limited at \( r < 20 \text{ mag} \) and contains approximately 1 million galaxies with a mean redshift of 0.23. It has a similar selection to the Galaxy And Mass Assembly survey (GAMA, Driver et al. 2011). We therefore use the CSMF parameter values found for GAMA galaxies in Van Uitert et al. (2016) to simulate the power spectra, and hence the observables. Referring to section 2, there are 10 CSMF parameters \( \{f_h, M_0, c_1, \gamma_1, \gamma_2, \sigma_c, f_s, \alpha, b_1, b_2 \} \). All of these parameters need to be marginalised over in order to constrain the underlying cosmological parameters.

In Figures 1 and 2 we quantity the impact of including beyond-linear bias in halo model estimates of KiDS-like clustering \( P_{gg}, w_p \) and lensing \( P_{g\delta}, \Delta \Sigma \) observables, for a range of different values for the matter density parameter, \( \Omega_m \), and the linear theory standard deviation of matter density fluctuations in a sphere of radius 8 h\(^{-1} \) Mpc, \( \sigma_8 \). In all cases we find the non-linear halo bias affects the predictions over a wide range of scales at the level of up to \( \sim 20\% \). The impact of non-linear halo bias on the two power spectra \( P_{gg} \) and \( P_{g\delta} \) (left panels) is similar, with the ratio tending to 1 on large scales as expected. These changes translate differently to the observables \( w_p \) and \( \Delta \Sigma \) (right panels) due to projections effects. Critically, the scales impacted are those where the signal-to-noise is typically maximised in observations, implying that there is no opportunity to mitigate the impact of beyond-linear halo bias with a halo model analysis that utilises conservative scale cuts. Focussing on the power spectra (left panels), we find the non-linear halo bias serves to increase power between \( 0.1 < k < 1 \text{ Mpc}^{-1} \), the transition region between the one and two-halo regimes. The addition of \( b^{\text{NL}} \) to our analysis therefore corrects a well documented issue with the standard halo model under-predicting the clustering in this region (Tinker et al. 2005; Fedeli et al. 2014; Mead et al. 2015).

\(^3\) MULTIDARK: https://www.cosmosim.org/
\(^2\) DARKEMULATOR: https://github.com/DarkQuestCosmology/dark_emulator_public
Figure 1. Fractional change in halo model predictions for lensing and clustering observables when including the beyond-linear halo bias correction $\beta^{NL}$. We present the fractional change in the galaxy-galaxy power spectrum $P_{gg}(k)$ (upper left), projected galaxy-galaxy correlation function $w_p(r_p)$ (upper right), galaxy-matter power spectrum $P_{g\delta}(k)$ (lower left) and excess surface density profile $\Delta \Sigma(r_p)$ (lower right) at a redshift of zero for a KiDS-like survey. NL indicates that the mock data is drawn from a halo model that includes a $\beta^{NL}$ correction to account for non-linear halo bias. The three curves demonstrate the sensitivity of the effect to changes in $\sigma_8$ (see inset).

Figure 2. Fractional change in halo model predictions for lensing and clustering observables when including the beyond-linear halo bias correction $\beta^{NL}$, as in Figure 1. The three curves demonstrate the sensitivity of the effect to changes in $\Omega_m$ (see inset).

Comparing Figures 1 and 2 we conclude that the non-linear halo bias correction is most sensitive to changes in $\Omega_m$, with changes in the value of $\sigma_8$ making less impact. For example, at a lower value of $\Omega_m = 0.3$, including $\beta^{NL}$ in the halo model changes $P_{gg}$ by approximately 20%, whereas at a higher value of $\Omega_m = 0.34$, it is reduced to an approximately 10% effect. This sensitivity has practical implications for how the $\beta^{NL}$ correction can be included in cosmological analyses. Ideally $\beta^{NL}$ would be emulated for each point in parameter space, but DarkEmulator currently has a relatively narrow cosmological range. We discuss possible solutions to this in Appendix B.

4 COSMOLOGICAL PARAMETERS

We assess the impact of neglecting non-linear halo bias in a halo model joint lensing-clustering cosmological analysis of a KiDS-1000-like survey. Figure 3 presents marginalised constraints on $S_8 = \sigma_8 \sqrt{\Omega_m/0.3}$ and $\Omega_m$ for a mock joint data vector of \[w^{NL}_{p}(r_p, z), \Delta \Sigma^{NL}_i(r_p, z)\], as shown in Figures 1 and 2. The scales included in the data vector are those shown in Figures 1 and 2, $10^{-1.3} < r_p / h^{-1} \text{Mpc} < 10$. Here NL indicates that the mock data is drawn from a halo model that includes a $\beta^{NL}$ correction to account for non-linear halo bias. We assume $i = 1, 2, 3$ stellar mass bins, (10.3, 10.6], (10.6, 10.9] and (10.9, 12] with units of $\log(M_*/h^{-2} M_\odot)$, with a median redshift of 0.18. The mock analytical joint-covariance
Table 1. Fiducial sampling parameters and their priors. $\Omega_m$ is the matter density parameter, $\sigma_8$ the linear theory standard deviation of matter density fluctuations in a sphere of radius 8 $h^{-1}$ Mpc, $h_0$ the hubble parameter, $\Omega_b$ the baryon density parameter and $n_s$ the scalar spectral index. $f_b$ and $f_c$ normalise the concentration-mass relation for dark matter and satellite galaxies (equation 12); $M_1$ is a characteristic mass scale and $M_0$ is a normalisation; $\sigma_c$ is the scatter between stellar mass and halo mass; $\gamma_1$ and $\gamma_2$ are powers in the expression for the stellar mass of centrals; and $b_1$ and $b_2$ enter the expression for the satellite stellar mass function (equations 6-10).

| Parameter | Fiducial Value | Prior |
|-----------|---------------|-------|
| $\Omega_m$ | 0.3158 | [0.1, 0.45] |
| $\sigma_8$ | 0.812 | [0.6, 1.0] |
| $h_0$ | 0.6732 | [0.64, 0.82] |
| $\Omega_b$ | 0.0494 | [0.01, 0.06] |
| $n_s$ | 0.9661 | [0.84, 1.1] |


matrix is derived following Dvornik et al. (2018); Joachimi et al. (2021); Dvornik et al. (prep). Our model includes 15 free parameters, 5 cosmological parameters and 10 halo model parameters (see Table 1). The input fiducial cosmology is given by Planck Collaboration et al. (2020) TT,TE,EE+lowE+lensing and the fiducial halo model parameters are given by Van Uitert et al. (2016) (see Section 3). In this forecast we do not include modelling for intrinsic galaxy alignments or magnification, referring the reader to Dvornik et al. prep where these additional terms are accounted for in the analysis. We use the Markov Chain Monte Carlo (MCMC) sampler emcee to explore the parameter space, and our convergence criteria is a number of samples at least 100 times the autocorrelation time (Foreman-Mackey et al. 2013).

Figure 3 compares four different cosmological analyses. In all cases, the analysis pipeline assumes linear halo bias with $P^{\\text{NL}}_{\delta\delta}(k, z) = 0$ in equation 15, and the data vector either includes non-linear halo bias (NL) or in the case of the blue contours is matched to the analysis pipeline. For the blue contours we expect to recover the input cosmology and any differences are due to projection effects when marginalising over many parameters (see for example Joachimi et al. 2021). We find that the marginal constraints on $S_8 = 0.829$ and $\Omega_m = 0.311$, which are offset with respect to the input by 0.4$\sigma$ and 0.3$\sigma$, respectively. We take these small projection effects into account when estimating offsets in parameters for the remaining cases, and use the marginal distributions to compute the offsets. We have verified that the best fit values for all cases are close to the maximum of the marginal distributions. Adopting a standard halo model analysis results in a 1.4$\sigma$ offset in the recovered value of $\Omega_m$ (orange contour). Introducing an additional free nuisance parameter to the standard halo model analysis $a$, allowing for freedom in the amplitude of the central and satellite two-halo power spectra (e.g. $P^{2h}_{\delta\delta} \rightarrow a^2 P^{2h}_{\delta\delta}, P^{2h}_{\delta\theta} \rightarrow a P^{2h}_{\delta\theta}$), resolves some of the offset in $\Omega_m$. As this additional power parameter is degenerate with $\sigma_8$, however, the inclusion of this multiplicative nuisance term $a$ to account for an additive astrophysical systematic results in a 2.3$\sigma$ offset in the recovered value of $S_8$ (green contour).

Observations of the stellar mass function (SMF) are known to enhance constraints on the halo model parameters (Van Uitert et al. 2016). We find that the inclusion of a mock SMF into our data vector results in the largest offset in the recovered cosmological parameters, with a 5.2$\sigma$ $S_8$ offset and a 4.9$\sigma$ $\Omega_m$ offset (red contour). Here including the SMF breaks degeneracies between the cosmological parameters and the CSF parameters, which determine the central and satellite profile $H_s$ (More et al. 2013). This tightens the parameter constraints and results in greater offsets. Figure 4 shows the most significant offset is in the value of $f_s$, the normalisation of the concentration-mass relation for satellite galaxies (equation 12). This follows as $f_s$ is not constrained by the SMF but by the lensing and clustering, which are missing the non-linear halo bias. In contrast $M_0$ and $\gamma_1$ are less affected as they are predominantly determined by the high stellar mass region, which is largely constrained by the SMF. Including the SMF can therefore be very useful in a joint lensing-clustering halo model analysis, but only if the halo model is fully representative of the underlying observables.

Looking at the reduced chi-squared for the three different cosmological analyses in Figure 3, we find that all provide a good fit to the data. It is therefore not feasible to assess the model using goodness of fit, but the offsets in the cosmological parameters clearly show
that non-linear halo bias can no longer be neglected in galaxy-galaxy lensing and galaxy clustering halo model analyses.

**4.1 Comparison to DarkEmulator**

Miyatake et al. (2021) present cosmological parameter constraints from a joint lensing-clustering analysis of the Hyper Suprime-Cam Survey (HSC, Aihara et al. 2017) and the Baryon Oscillation Spectroscopic Survey (BOSS, Dawson et al. 2013). Utilising the DarkEmulator they extract direct measurements of the halo-matter cross-power spectrum $\hat{P}_{\text{hm}}(k)$ and the halo-halo power spectrum $\hat{P}_{\text{hh}}(k)$ from the Dark Quest simulations (Miyatake et al. 2020). In doing so they bypass the traditional halo-model route of constructing these quantities using simulation-calibrated fitting functions of the halo
mass function, $n(M, z)$, the halo bias, $b(M, z)$, and the halo density profile (Tinker et al. 2010b; Navarro et al. 1997; Duffy et al. 2008). This approach therefore automatically accounts for the non-linear halo bias and halo exclusion, that we have encapsulated with the DarkEmulator estimates of $\beta_{\text{NL}}$. As Dark Quest is a dark-matter only simulation, Miyatake et al. (2021) then use a halo occupation distribution (HOD) to map the galaxy-halo connection and predict $w_p(r)$ and $\Delta S(r)$ observables to compare with HSC observations and set tight constraints on $S_8$ and $\Omega_m$.

Figure 5 compares the emulated galaxy-galaxy and galaxy-matter power spectra from Miyatake et al. (2020) to the two halo model approaches presented in Section 3. Here we match the HOD galaxy-halo prescription, simulating a BOSS-like sample of luminous red galaxies. Any differences in the models therefore arise from the different approaches taken to determine the underlying halo-matter connection. We find consistency with broad agreement within ~10% accuracy (grey band). The inclusion of the $\beta_{\text{NL}}$ non-linear halo bias correction (dashed) is shown to improve the agreement particularly around the transition region, $k \sim 0.1h\, \text{Mpc}^{-1}$. On very small and large scales, we note that simulation resolution and sampling effects come into play with Dark Quest (see the discussion in Appendix A).

In Figure 6 we perform a cosmological analysis of the DarkEmulator mock $w_p(r)$ and $\Delta S(r)$ observables, assuming KiDS-like errors. Similar to the findings in Figure 3, we recover a significant offset in the recovered parameters when assuming linear halo bias in our halo model with a $2.4\sigma$ offset in $S_8$ and a $2.1\sigma$ offset in $\Omega_m$. When including the non-linear bias model $\beta_{\text{NL}}$, however, we find that the halo model is flexible enough to recover the input cosmology, despite the ~10% differences in Figure 5. This is true when matching the Zheng et al. (2005) HOD galaxy-halo prescription utilised with DarkEmulator, which does not include stellar masses, and when using the Cacciato et al. (2013) HOD prescription utilised in the rest of this work (Figures 1-4).

Miyatake et al. (2020) conduct a similar experiment to Figure 6, determining the offset in the recovered cosmological parameter constraints when analysing a mock data vector from the DarkEmulator+HOD with a fully analytic halo model. They find offsets in $S_8$ and $\Omega_m$, with similar directions to Figure 6, but with reduced magnitudes due to their wider uncertainties. Figures 3 and 6, however, show different offsets in the recovered cosmologies. This is further confirmation that the halo model configuration choice can have a significant impact on the final parameter biases in the $S_8 \sim \Omega_m$ space, as demonstrated by the other contours in Figure 3. We therefore conclude from these studies that cosmological parameter constraints are sensitive to missing ingredients and how they are accounted for within the halo model.

5 CONCLUSIONS

In this paper we review the accuracy of cosmological parameter constraints from a joint halo model analysis of galaxy-galaxy lensing and clustering in a KiDS-like survey. We find that significant offsets, up to ~5$\sigma$ level, are introduced in the marginal constraints on $S_8$ and $\Omega_m$, when taking the standard halo model approach of neglecting the non-linear bias of halos. We adopt the beyond-linear halo bias correction $\beta_{\text{NL}}$, proposed in Mead & Verde (2021), which we recalibrate using the Dark Quest simulations (see Appendix A). We
find that the amplitude of the projected galaxy-galaxy correlation function \(w_p(r_p)\), and the excess surface density profile \(\Delta \Sigma(r_p)\), are impacted at the level of up to \(\sim 20\%\). Importantly, neglecting the non-linear halo bias impacts a very wide range of scales such that there is little opportunity to mitigate this approximation using scale-cuts. We therefore conclude that any future halo model large-scale structure study must include non-linear halo bias modelling in their analysis.

In a recent joint HSC-BOSS galaxy-galaxy lensing and clustering analysis, Miyatake et al. (2021) employ the N-body simulations from the DarkEmulator to model their observables (Nishimichi et al. 2019; Miyatake et al. 2020). This approach naturally incorporates non-linear halo bias, as the halos are extracted directly from the simulations. We demonstrate that a halo model analysis of KiDS-like DarkEmulator galaxy-galaxy lensing and clustering observables can accurately recover the input cosmology, at the level of 0.3\(\sigma\), provided the Mead & Verde (2021) \(b^{NL}\) correction is included in the analysis.

One benefit of employing the Dark Quest calibrated \(b^{NL}\) correction, in contrast to a direct emulation of observables with DarkEmulator, is the retention of the halo model flexibility. Importantly the halo model allows for the marginalisation over nuisance parameters that can account for uncertainty on the impact of baryon feedback on the simulated dark matter distribution (Debckere et al. 2021). This approach also facilitates straightforward extensions to simultaneously model multiple large-scale structure probes and constrain baryon feedback models (see for example Mead et al. 2020; Acuto et al. 2021; Tröster et al. 2021). In addition a halo model approach permits the study of an essentially unlimited range of exotic cosmological models (Cataneo et al. 2019; Bose et al. 2020).

One caveat to this work is the existence of ‘assembly bias’, a term which refers to the assumption in halo modelling that the clustering of halos depends only on their mass and not their assembly history (Gao et al. 2005; Wechsler et al. 2006; Dalal et al. 2008). We do not account for our uncertainty over the significance of assembly bias in our analysis, but refer to Miyatake et al. (2020) where they find that even in a maximum assembly bias scenario, the impact of assembly bias can largely be mitigated by scale cuts.
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functions (both auto and cross), as well as the halo mass function, are
after subhalos are removed. The halo and matter two-point correlation
side length of $1$ are performed. The former (latter) covers comoving cubes with the
explores to calibrate the beyond-linear halo bias quantity, $\xi_{\text{hh}}$, smoothly connected to an analytical prescription on large scales to
mitigate the impact of sample variance noise. This is found to be
significant even with the $2$ volume of the low-resolution simulation suite. The scale to switch to the analytical prescription is set to $60 h^{-1} \text{Mpc}$, with the large-scale signal taking the form

$$\xi_{\text{hh}}(r, z, M_1, M_2) = \text{IFT} \left[ \Gamma_h(k, z, M) \Gamma_h(k, z, M_2) \frac{p_{\text{lin}}(k, z)}{p_{\text{lin}}(k, z)} \right].$$

Here $\text{IFT}$ stands for an inverse Fourier Transform and the function $\Gamma_h$ is the propagator defined by

$$\Gamma_h(k, z, M) = \frac{p_{\text{lin}}(k, z, M)}{p_{\text{lin}}(k, z)},$$

with $p_{\text{lin}}$ being the Crocce & Scoccimarro (2006) cross spectrum between the halo density field and the linear matter density field. This function exhibits a simple, near Gaussian, damping behavior towards high-$k$, which describes the damping of the bump in the correlation function originating from baryon acoustic oscillations. At the other end, the low-$k$ limit of $\Gamma_h$ corresponds to the linear bias factor. Our $\hat{P}_{\text{hh}}$ used to estimate $\beta_{\text{NL}}$ is the Fourier Transform of the $\xi_{\text{hh}}$ function. The DarkEMULATOR module for $\Gamma_h$ is used to evaluate $b(M)$ and is consistently calibrated against the low-resolution simulations, which have less statistical uncertainties.

It is worth noting that there is no guarantee that the function $\beta_{\text{NL}}$ evaluated this way approaches zero in the low-$k$ limit (see Figure 5). This is because of the mixture of scales in the Fourier Transform. Our halo power spectrum does not necessarily approach $\Gamma_h(k, z, M_1) \Gamma_h(k, z, M_2) p_{\text{lin}}(k, z)$ at low-$k$ despite the use of the prescription in Eq. (A1). Indeed, effects, such as the halo-exclusion effect, which are confined to small scales in configuration space, are known to contribute to the low-$k$ part of the power spectrum, leading to non-Poissonian shot noise (Seljak et al. 2009; Baldi et al. 2013). DarkEMULATOR automatically takes account of these physical effects in its predictions.

To reduce computation time we determine $\beta_{\text{NL}}$ from the DarkEMULATOR on a regular grid of $k$, $M_1$, $M_2$ and $\gamma_z$ then construct an interpolator. For $k$ we take 50 points between $10^{-2}$ and $10^{0.5} h$/Mpc, for $M_1$ and $M_2$, 5 points between $10^{12}$ and $10^{14} M_\odot$/h, and for $\gamma_z$ 5 points between 0.0 and 0.5. We construct an interpolator for $\beta_{\text{NL}}$ using linear interpolation, extrapolating $\beta_{\text{NL}}$ outside of the domain. This interpolation process will be optimised in future work.

---

**APPENDIX A: DARK QUEST AND THE DARK EMULATOR**

In this Appendix we review the Dark Quest $N$-body simulations used to calibrate the beyond-linear halo bias quantity $\beta_{\text{NL}}$, referring the reader to Nishimichi et al. (2019, 2021) for full details. Dark Quest explores 100 sets of $w$-CDM cosmological parameters selected in six-dimensional space using a latin hypercube design. At each cosmological parameter set, a high-resolution and a low-resolution simulation are performed. The former (latter) covers comoving cubes with the side length of 1 $h^{-1}$ Gpc (2 $h^{-1}$ Gpc), while the number of simulation particles is fixed to 2,048$^3$. The Rockstar finder (Behroozi et al. 2012) is applied to identify dark matter halos, and they are analyzed after subhalos are removed. The halo and matter two-point correlation functions (both auto and cross), as well as the halo mass function, are tabulated at various halo masses and redshifts. The DarkEMULATOR$^7$ regressor utilises Gaussian Processes and a weighted Principal Component Analysis to make predictions from Dark Quest at any set of cosmological parameters within the support range of the training simulations (Nishimichi et al. 2019, equation 25). It makes use of the FFTLog algorithm (Hamilton 2000) to quickly move from configuration space to Fourier space. The Zheng et al. (2005) halo occupation distribution (HOD) model is also implemented to make predictions for galaxy statistics (Miyatake et al. 2020).

To determine $\beta_{\text{NL}}$, equation 14, we use the DarkEMULATOR to predict the quantities of the linear bias $b(M, z)$ and the halo auto power spectrum $\hat{P}_{\text{hh}}(M_1, M_2, k, z)$. Direct measurements of the Dark Quest real-space halo-halo two-point correlation function, $\xi_{\text{hh}}$, are smoothly connected to an analytical prescription on large scales to mitigate the impact of sample variance noise. This is found to be significant even with the $2$ volume of the low-resolution simulation suite. The scale to switch to the analytical prescription is set to $60 h^{-1}$ Mpc, with the large-scale signal taking the form

$$\xi_{\text{hh}}(r, z, M_1, M_2) = \text{IFT} \left[ \Gamma_h(k, z, M_1) \Gamma_h(k, z, M_2) \frac{p_{\text{lin}}(k, z)}{p_{\text{lin}}(k, z)} \right].$$

Here $\text{IFT}$ stands for an inverse Fourier Transform and the function $\Gamma_h$ is the propagator defined by

$$\Gamma_h(k, z, M) = \frac{p_{\text{lin}}(k, z, M)}{p_{\text{lin}}(k, z)},$$

with $p_{\text{lin}}$ being the Crocce & Scoccimarro (2006) cross spectrum between the halo density field and the linear matter density field. This function exhibits a simple, near Gaussian, damping behavior towards high-$k$, which describes the damping of the bump in the correlation function originating from baryon acoustic oscillations. At the other end, the low-$k$ limit of $\Gamma_h$ corresponds to the linear bias factor. Our $\hat{P}_{\text{hh}}$ used to estimate $\beta_{\text{NL}}$ is the Fourier Transform of the $\xi_{\text{hh}}$ function. The DarkEMULATOR module for $\Gamma_h$ is used to evaluate $b(M)$ and is consistently calibrated against the low-resolution simulations, which have less statistical uncertainties.

It is worth noting that there is no guarantee that the function $\beta_{\text{NL}}$ evaluated this way approaches zero in the low-$k$ limit (see Figure 5). This is because of the mixture of scales in the Fourier Transform. Our halo power spectrum does not necessarily approach $\Gamma_h(k, z, M_1) \Gamma_h(k, z, M_2) p_{\text{lin}}(k, z)$ at low-$k$ despite the use of the prescription in Eq. (A1). Indeed, effects, such as the halo-exclusion effect, which are confined to small scales in configuration space, are known to contribute to the low-$k$ part of the power spectrum, leading to non-Poissonian shot noise (Seljak et al. 2009; Baldi et al. 2013). DarkEMULATOR automatically takes account of these physical effects in its predictions.

To reduce computation time we determine $\beta_{\text{NL}}$ from the DarkEMULATOR on a regular grid of $k$, $M_1$, $M_2$ and $\gamma_z$ then construct an interpolator. For $k$ we take 50 points between $10^{-2}$ and $10^{0.5} h$/Mpc, for $M_1$ and $M_2$, 5 points between $10^{12}$ and $10^{14} M_\odot$/h, and for $\gamma_z$ 5 points between 0.0 and 0.5. We construct an interpolator for $\beta_{\text{NL}}$ using linear interpolation, extrapolating $\beta_{\text{NL}}$ outside of the domain. This interpolation process will be optimised in future work.

---

6 The cumulative halo number density was used as a proxy of the mass in the actual emulator implementation. They can be converted to each other using the mass function emulator.

7 DarkEMULATOR: https://github.com/DarkQuestCosmology/dark_emulator_public.
APPENDIX B: RESCALING HALO BIAS

In this paper we have demonstrated the importance of including beyond-linear halo bias and halo exclusion, both incorporated within $\beta^{NL}$, for calculations that involve the halo model. In this appendix we consider the cosmology dependence of $\beta^{NL}$ and present a rescaling technique that is able to predict the cosmology dependence with reasonable success.

First, recall that $\beta^{NL}(M_1, M_2, k)$ is really a proxy for $P_{hh}(M_1, M_2, k)$. Mead & Verde (2021) advocated using $\beta^{NL}$, the ratio of the halo–halo spectrum to the linear spectrum, rather than the power spectrum directly because this ratio will cancel some of the cosmology dependence intrinsic to $P_{hh}$, for example, the large-scale dependence on $\sigma_8$. In fact, because $\beta^{NL}$ is designed to be zero at large scales, independent of cosmology, already means that a significant amount of the cosmology dependence is absorbed in its initial definition.

To address the further cosmology dependence of $\beta^{NL}$ we utilize the ‘rescaling’ technique of Angulo & White (2010; AW10) to map the function between different cosmologies. AW10 proposed a redefinition (or rescaling) of length and time units (which together imply a mass-unit rescaling) of a cosmological N-body simulation, chosen such that the halo-mass function that would be inferred from the rescaled simulation closely matched that in a desired ‘target’ simulation, with different cosmology. After length and time rescaling, the Zel’дович (1970) approximation can be used to adjust the large-scale displacement field of the particle distribution to account for residual differences in the linear clustering between the rescaled and target cosmology. In principle, the rescaling can be applied multiple times from the same original simulation, and so a single simulation can be used to model properties of multiple different cosmologies. AW10 demonstrated that clustering statistics for matter and for haloes measured from rescaled simulations compared well to those from proper simulations of the target cosmology. The algorithm has been further tested and developed: Ruiz et al. (2011) and Mead & Peacock (2014) demonstrated that rescaling can be applied to haloes directly, without the need to go via the simulated matter distribution. Guo et al. (2013) showed the properties of galaxy distributions were robustly reproduced under rescaling. More recently, the algorithm has been extended to massive-neutrino cosmologies by Zennaro et al. (2019), and to baryonic physics by Aricò et al. (2020). Rescaling has been used recently to greatly reduce the computational burden of building cosmological emulators (Contreras et al. 2020; Zennaro et al. 2021).

We test the rescaling approach using the Dark Quest emulator of Nishimichi et al. (2019), which can be used to emulate the halo–halo power spectra over a range of masses and cosmologies and therefore to construct $\beta^{NL}$. The stated accuracy of Dark Quest for halo–halo bias and halo exclusion, both incorporated within $\beta^{NL}$, that has already been measured from a simulation; although a disadvantage of doing this is that the final ‘displacement field’ step of the algorithm cannot be applied. Following AW10, we decide on a ‘target’ cosmology at redshift $z$ and we attempt to match that cosmology by rescaling a ‘fiducial’ cosmology by evaluating quantities of interest in that cosmology at a redshift $z$ and then by rescaling length units by dimensionless parameter $s$, such that:

$$R' = \frac{sR}{h^{-1}\text{Mpc}}.$$  \hfill (B1)

Mass conservation implies that this length rescaling simultaneously implies a mass rescaling:

$$\frac{M'}{h^{-1}\text{M}_\odot} = \frac{\Omega_m}{\Omega_w} \frac{s^3 M}{s_0 M} = \frac{s_0 M}{h^{-1}\text{M}_\odot}.$$ \hfill (B2)

Note carefully the factors of $h$ and $h'$ in the units that arise in equations (B1) and (B2), which appear because of the standard convention to use factors of $h$ in some cosmological units. Primed quantities are in the target cosmology while unprimed are those in the fiducial cosmology. We can calculate the variance in the density field when smoothed on comoving scale $R$, $\sigma(R)$, in any cosmology as it only relies on linear theory,

$$\sigma^2(R) = \int_0^\infty \Delta_\text{lin}^2(k)T^2(k)R \, dk,$$ \hfill (B3)

$T(x)$ is the spherical Fourier transform of a top-hat window function. Most prescriptions for the halo mass function (e.g., Sheth & Tormen 1999; Tinker et al. 2010a; Despali et al. 2016) are parameterised in terms of $\sigma(R)$, which has been shown to be the quantity of primary interest for halo formation (Bond et al. 1991). We therefore use $\sigma(R)$ to find a match between the fiducial and the target cosmologies by minimising the ‘cost function’,

$$\delta^2(s, z) = \frac{1}{\ln(R'_2/R'_1)} \int_{R'_1}^{R'_2} \frac{dR'}{R'} \left[ 1 - \frac{\sigma(s^{-1}R', z)}{\sigma(R', z)} \right]^2,$$ \hfill (B4)

which is equivalent to the ratio of $\sigma(R)$ functions across a logarithmic range in $R$. Note that choosing $s$ and $z$ according to equation (B4) usually results in the linear spectra also being closely matched because of the close relationship between the two as evidenced by equation (B3). The range between $R'_1$ and $R'_2$ is chosen to correspond to the Lagrangian radii of haloes in the desired target sample.

| Target deviant parameter | $s$ | $z$ | $s_0$ | $h'/h$ |
|-------------------------|-----|-----|-------|-------|
| $\omega_c = 0.1114$    | 1.049 | 0.673 | 1.153 | 0.970 |
| $\omega_b = 0.1282$    | 0.957 | 0.346 | 0.877 | 1.029 |
| $\omega_b = 0.0215$    | 0.995 | 0.482 | 0.984 | 0.997 |
| $\omega_b = 0.0230$    | 1.005 | 0.518 | 1.016 | 1.002 |
| $\Omega_m = 0.5886$    | 0.876 | 0.444 | 0.876 | 0.876 |
| $\Omega_w = 0.7802$    | 1.198 | 0.592 | 1.198 | 1.198 |
| $A_1 = 1.4308 \times 10^{-9}$ | 1.000 | 0.954 | 1.000 | 1.000 |
| $A_1 = 3.4027 \times 10^{-9}$ | 1.000 | 0.087 | 1.000 | 1.000 |
| $n_s = 0.9307$         | 1.080 | 0.632 | 1.261 | 1.000 |
| $n_s = 0.9983$         | 0.927 | 0.372 | 0.796 | 1.000 |
| $w = -1.14$            | 1.000 | 0.454 | 1.000 | 1.000 |
| $w = -0.86$            | 1.000 | 0.566 | 1.000 | 1.000 |
In our case, we choose log_{10}(M' / h^{-1} M_\odot) = 12.5 and log_{10}(M' / h^{-1} M_\odot) = 15 for our halo-mass range, which corresponds to the range of haloes probed by Dark Quest. We choose our ‘fiducial’ cosmology to be at the centre of the Dark Quest parameter hypercube (parameters in the caption of Table B1) and we test how well the rescaling algorithm allows us to match $\beta^{\text{NL}}$ at $z' = 0.5$ for different cosmologies around the parameter hypercube. The values of the rescaling parameters $s$, $z$, and $s_m$ for each cosmology are given in Table B1. For most cosmologies, the rescaling represents only a small change ($s$ is close to unity and $z$ is close to $z' = 0.5$); the exception is scaling in $\Omega_B$, which requires comparatively large changes in $z$. This is due to the comparatively large range of $\Omega_B$ spanned by the emulator (a factor of $\sim 3.5$ in $\Omega_B$, corresponding to a factor of $\sim 1.8$ in $c_8$). Note that for cosmologies that change only $\Omega_B$ and $w$, $s = 1$ is required, which is because the linear theory power spectra for these models have identical shapes and are only offset in amplitude, which can always be mapped to a different $z$ for scale-independent linear growth. Note also that for some cosmologies (e.g., high/low $\Omega_m$) the required value of $s$ is identical to $h'/h$, which indicates that the linear spectrum shapes are identical but with pure horizontal and vertical offsets, with the horizontal offset purely a function of our decision to use $h^{-1}$ Mpc units, rather than pure Mpc. For all cosmologies considered in this appendix, choosing $s$ and $z$ via equation (B4) results in near perfect matches to the $\sigma(M)$ function of the target cosmology, with residuals well below the per-cent level across all relevant scales.

Once $s$, $s_m$ and $z$ have been computed via the minimization of equation (B4), we evaluate the $\beta^{\text{NL}}$ function in the original cosmology and compare it to that in the target cosmology: i.e. comparing rescaled

$$\beta^{\text{res}} = \beta^{\text{NL}}(M_1 = M'_1 / s_m, M_2 = M'_2 / s_m, k = s k', z = z), \quad (B5)$$

with $\beta^{\text{NL}}$ evaluated in the fiducial cosmology, to target $\beta^{\text{res}_{\text{tgt}}} = \beta^{\text{NL}}(M'_1, M'_2, k', z')$. We also show the ‘standard’ comparison, without rescaling, where we simply evaluate the fiducial $\beta^{\text{NL}}$ at the target masses, wavenumbers and redshift, i.e.

$$\beta^{\text{res}_{\text{std}}} = \beta^{\text{NL}}(M_1 = M'_1, M_2 = M'_2, k = k', z = z'). \quad (B6)$$

At fixed redshift, $\beta^{\text{NL}}$ is a function of three variables, which makes it unwieldy to plot a comparison of rescaled and target versions. We therefore create a one-dimensional summary statistic

$$\sigma^2(\hat{\beta}(k')) = \frac{1}{\ln(M_2'/M_1')} \int_{k't_1}^{M_1'} \int_{M_1'}^{M_2'} \frac{M_1' dM_1' dM_2'}{\ln(M_2'/M_1')} \left( \beta^{\text{NL}}(M_1'/s_m, M_2'/s_m, sk') - \beta^{\text{NL}}(M_1', M_2', k') \right)^2, \quad (B7)$$

to assess the performance of the rescaling, which corresponds to a mean difference over logarithmic ranges in both halo-mass variables. We also considered weighting the above integral by factors of the halo-mass function, but decided against this because different calculations are sensitive to different halo mass ranges, and a mass-function weighting strongly boosts the contribution from lower halo masses. $\beta^{\text{NL}}$ itself has a roughly similar shape and amplitude for all halo-mass arguments, so equation (B7) has the advantage of roughly evenly weighting in log halo mass.

In Fig. B1 we show the performance of the rescaling algorithm via the summary statistic given in equation (B7). In almost all cases, and over almost all scales, the rescaling improves the match of the original to the target $\beta^{\text{NL}}$. The exceptions are for the changing $\omega_B$, where it has a tiny, detrimental effect, and for the low $\omega_B$ model, where rescaling also degrades the match. The shaded-grey area shows the quoted 4 per cent Dark Quest error; it would be unrealistic to expect our results to be better than this limit. In all cases, the error stays below 6 per cent for $k < 0.3$ h Mpc$^{-1}$. The error remains at this level for $k < 1$ h Mpc$^{-1}$ for all cosmologies except those that change $\Omega_m$, where the error can reach a maximum 16 per cent. In Fig. B2 we instead show results for 12 random cosmologies, drawn uniformly from the Dark Quest hypercube. Results are similar, but slightly degraded compared to Fig. B1 where we vary only a single cosmological parameter for each target model. However, the error mainly stays below 10 per cent in all cases shown. Note that we envisage $\beta^{\text{NL}}$ being applied as a correction to standard halo model calculations, where it represents an at-most 30 per-cent correction; therefore a 10 per-cent error in $\beta^{\text{NL}}$ translates to a $\sim 3$ per-cent error in the eventual halo model. We consider these results highly encouraging for the idea of using rescaling to estimate $\beta^{\text{NL}}$ outside the Dark Quest parameter space.

In future, we could consider including minimizing the difference in growth function in our choice of $s$ and $z$ (together with the standard equation B4) using the extended method proposed by Angulo & Hilbert (2015). They refined the choice of rescaling parameters to consider the historical structure formation in the target cosmology (as well as the mass function), and demonstrated that doing this improves the match for the rescaled halo concentration–mass relation, which itself has been shown to be dependent on the halo formation history (e.g., Bullock et al. 2001). It may be that the beyond-linear clustering of haloes is sensitive to the structure-formation history, rather than just the present day linear spectrum shape and amplitude (e.g., Mead 2017). It would also be interesting to measure $\beta^{\text{NL}}$ in rescaled simulations directly, which has the advantage that the displacement-field step can be applied to the halo catalogue pre-measurement. Since $\beta^{\text{NL}}$ exclusively contains beyond-linear physics this would be a test of the generality of the displacement-field step beyond linear scales. Halo masses in Dark Quest are defined using the x200 background density spherical-overdensity criterion, but various authors (e.g., Despali et al. 2016; Mead 2017) have suggested that a cosmology-dependent virial overdensity criterion, informed via the spherical-collapse model, may better capture the cosmology dependence. Indeed, the results in Fig. B1 were least good for changing $\Omega_m$, which has the largest effect on spherical-collapse calculations. Clearly $\beta^{\text{NL}}$ is a function of the halo-identification technique (both overdensity and so-called percolation) and so we are not in a position to test the performance of rescaling with virial-defined haloes, but this would be an intriguing direction for future work.
Figure B1. Performance of the rescaling algorithm for the case when $\beta^{\text{NL}}$ from the cosmology at the centre of the Dark Quest parameter space is rescaled to match the cosmology denoted in the plot legend. The left-hand panel shows the performance when attempting to match lower values of the cosmological parameters whereas the right-hand panel show the performance for higher values of the cosmological parameters. Dotted curves show pre-rescaling (from which the intrinsic cosmology dependence of $\beta^{\text{NL}}$ can be inferred), while solid curves show post rescaling. The grey region denotes the quoted 4 per-cent error for the halo–halo power spectrum from Dark Quest. It is clear that performing the rescaling on $\beta^{\text{NL}}$ provides a better match to the target data, with errors comparable to the emulator performance across most relevant scales.

Figure B2. Similar to Fig. B1, but each coloured line represents a ‘random’ cosmology drawn uniformly from within the Dark Quest parameter hyper-cube. Note that there is no correspondence between the cosmological models shown in the left and right panels, even when they share a colour. In all cases, and for all scales shown here, the rescaling improves the correspondence with the target cosmology. The error mostly stays below 10 per cent.