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Noncontextual Pauli Hamiltonians decompose into sets of Pauli terms to which joint values may be assigned without contradiction. We construct a quasi-quantized model for noncontextual Pauli Hamiltonians. Using this model, we give an algorithm to classically simulate noncontextual VQE. We also use the model to show that the noncontextual Hamiltonian problem is NP-complete. Finally, we explore the applicability of our quasi-quantized model as an approximate simulation tool for contextual Hamiltonians. These results support the notion of noncontextuality as classicality in near-term quantum algorithms.

I. INTRODUCTION

Simulation of quantum systems using the variational quantum eigensolver (VQE) is a promising application for noisy, intermediate-scale quantum (NISQ) computers \[1,2]\). VQE is advantageous in the NISQ era because the necessary circuit depths are small compared with other methods for quantum simulation, such as phase estimation \[2\]. Small-scale VQE experiments have been performed in a variety of qubit architectures, to simulate systems from molecular to high-energy physics \[2\,10\].

In this paper, we give a classical simulation technique for noncontextual Hamiltonians, previously defined in \[17\]. Contextuality is an indicator of nonclassicality \[18\,20\]. It has been used to unify other forms of nonclassicality, such as negativity of quasi-probability representations \[21\,24\] and resources for quantum computation \[27\,53\]. Recent work has led to a variety of approaches to characterizing and quantifying contextuality \[17\,36\,48\]; in our previous work \[17\], we provided a method for assessing contextuality of Hamiltonians in variational quantum algorithms.

In the present paper, we show that when a Hamiltonian is noncontextual according to the criterion of \[17\], we may construct a quasi-quantized (or epistricted) classical model of the associated VQE instance. Quasi-quantized models are descriptions of classical subtheories of quantum mechanics \[21\,48\,52\].

Our quasi-quantized model is a hidden-variable theory for prepare-and-measure scenarios in which all states are allowed, but the allowed measurements must correspond to a noncontextual set of Pauli observables. In \[17\], it is shown that for noncontextual initial states (in the sense of being positively representable over a noncontextual phase space), any set of Pauli measurements permits classical description; we show that for any initial state, a noncontextual set of Pauli measurements permits classical description.

The problem of approximating the ground state energy of a classical or quantum Hamiltonian can be NP-hard or QMA-hard, respectively \[53\,64\]. Our quasi-quantized model allows us to show that the noncontextual Hamiltonian problem (see Section II B) is only NP-complete, rather than QMA-complete \[54\]. In other words, the fact that we can describe the VQE procedure in terms of nonnegative joint probabilities places noncontextual VQE unambiguously in the realm of the classical, and this result extends to the computational complexity of the problem. Our quasi-quantized model for noncontextual Hamiltonians allows classical simulation of the associated VQE procedures, although these simulations may not be efficient.

In Section III, we show how to construct a quasi-quantized model for any noncontextual Hamiltonian. The states of the quasi-quantized model are probability distributions that correspond to valid quantum states. We prove that these probability distributions reproduce expectation values for the terms of the Hamiltonian, including the expectation values corresponding to each eigenstate of the Hamiltonian. In Section IV, we use our model to construct a classical simulation algorithm for VQE. We also show that the noncontextual Hamiltonian problem is NP-complete. In Section V, we show how to approximate contextual Hamiltonians by noncontextual Hamiltonians. In some cases we achieve chemical accuracy using this approximation, and in most cases we outperform existing experimental results. Finally, in Section VI we summarize our results and discuss their place in the broader landscape of quantum simulation.

A. Variational Quantum Eigensolvers

In VQE, we wish to minimize the expected energy of a Hamiltonian \( H \):

\[
\langle H \rangle = \sum_{P \in S} h_P \langle P \rangle,
\]

where the \( h_P \) are real coefficients, and \( S \) is the set of Pauli operators in the support of the Hamiltonian (see \[65\] for a review of VQE).

In VQE one estimates \( \langle H \rangle \) by preparing a physical ansatz on a quantum device, and evaluating the expectation value of each Pauli term \( P \) in \( S \) separately. The
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weighted sum \( I \) is then treated as an objective function for a classical optimization of the parameters of the ansatz. Hence the complete VQE protocol comprises a quantum subroutine embedded in a classical outer loop \( 2 \).

**B. Local Hamiltonian Problems**

The \( k \)-local Hamiltonian problem is the decision problem of whether the ground state energy of a \( k \)-local Hamiltonian lies below some energy gap (with size at least \( 1/\text{poly}(n) \), for \( n \) qubits), given the promise that the ground state does not lie within the gap \( 6 \). The \( k \)-local Hamiltonian problem is QMA-complete, and has been studied for various subsets of Hamiltonians (such as \( k \)-local commuting Hamiltonians, and Hamiltonians with specific interaction graphs) \( 53, 64 \). The complexity of the \( k \)-local commuting Hamiltonian problem is a long-standing open problem \( 55, 59, 64 \).

In this paper we focus on Pauli Hamiltonians. The complexity of the corresponding commuting problem is known: the \( k \)-local commuting Pauli Hamiltonian problem is in NP, since it is a special case of the \( k \)-local commuting, factorizable qubit Hamiltonian problem \( 57, 60 \). Since all commuting Pauli Hamiltonians are noncontextual, we will generalize this by proving that the noncontextual Hamiltonian problem is NP-complete.

**C. Noncontextual Hamiltonians**

For \( S \) the set of Pauli terms appearing in the Hamiltonian, let \( \bar{S} \) denote the closure under inference of \( S \) \( 17 \). This means that \( \bar{S} \) is the smallest set containing \( S \) as a subset, such that for every commuting pair \( A, B \in \bar{S}, A B \in \bar{S} \) as well. Since we could in principle measure \( A \) and \( B \) simultaneously together with their product \( A B \), from any value assignment to \( A, B \) we may infer the value assignment to \( A B \): hence closure under inference. An assignment of values to the observables in \( S \) (an ontic state) extends to an assignment to \( \bar{S} \), and noncontextuality is defined by situations in which consistent assignments to \( \bar{S} \) exist \( 17 \).

We can determine whether \( S \) is contextual by the following criterion on \( S \). Let \( Z \subseteq S \) be the set of operators in \( S \) that commute with all operators in \( S \) (we say that elements of \( Z \) commute universally in \( S \)). Let \( T \equiv S \setminus Z \); then \( S \) is noncontextual if and only if commutation is an equivalence relation on \( T \) \( 17 \). In other words, if \( S \) is noncontextual, then \( T \) is a union of \( N \) disjoint “cliques” \( C_1, C_2, ..., C_N \), such that operators in different cliques anticommute, while operators in the same clique commute.

Let the elements of the clique \( C_j \) be \( C_{ij} \) for \( j = 1, 2, ..., |C_j| \). A noncontextual Hamiltonian then has the form

\[
H = \sum_{i=1}^{N} \left( \sum_{j=1}^{|C_i|} h_{ij} C_{ij} \right) + \sum_{B \in Z} h_B B, 
\]

where \( h_{ij} \) and \( h_B \) are real coefficients.

We may rewrite this Hamiltonian in a useful way by defining \( A_{ij} \equiv C_{ij} C_{i1} \). \( A_{ij} \) is itself a Pauli operator (up to a sign) and commutes universally in \( S \), since any operator in \( C_i \) or in \( Z \) commutes with both \( C_{i1} \) and \( C_{ij} \), and any operator in one of the other cliques anticommutes with both \( C_{i1} \) and \( C_{ij} \). Thus, we may rewrite \( 2 \) as

\[
H = \sum_{i=1}^{N} \left( \sum_{j=1}^{|C_i|} h_{ij} A_{ij} \right) C_{i1} + \sum_{B \in Z} h_B B. \tag{3}
\]

Note that in \( 3 \), the only operators appearing on the right-hand side that do not commute universally in \( S \) are the \( C_{i1} \); \( C_{i1} \) and \( C_{ij} \) anticommute for \( i \neq j \). See Appendix \( B \) for further discussion of the structure of noncontextual sets.

**II. QUASI-QUANTIZED MODEL FOR A NONCONTEXTUAL HAMILTONIAN**

In this section we describe our main tool, a quasi-quantized model for noncontextual Hamiltonians. A quasi-quantized model is composed of a set of phase space points, called the ontic states of the system, and a set of allowed probability distributions over the ontic states, called the epistemic states \( 48, 50 \).

**A. Ontic states**

If the set \( S \) is noncontextual, then consistent joint outcomes for \( S \) exist. However, not every assignment of outcomes to \( S \) is necessarily consistent. This motivates the following:

**Definition 1.** An independent set of Pauli operators contains no operators whose values can be inferred from the values of other operators in the set.

If a set of Pauli operators is independent, then every joint value assignment to the set is consistent. Although \( S \) may be dependent, we can obtain an independent set \( R \) such that \( \bar{R} = \bar{S} \). Since \( R \) is independent, the joint outcome assignments to \( R \) are \( \{1, -1\}^{|R|} \): thus these label the ontic states.

To obtain \( R \), we first construct

\[
G' \equiv Z \cup \left( \bigcup_{i=1}^{N} \{A_{ij} \mid j = 2, 3, ..., |C_i| \} \right). \tag{4}
\]

All operators in \( G' \) commute universally in \( S \). \( G' \) will in general be dependent, but we may obtain an independent
set \( G \equiv \{ G_i \mid i = 1, 2, \ldots, |G| \} \) from \( G' \) using the method described in \ref{67} \S 10.5.7 (summarized in Appendix \( \mathbf{C} \)). Operators in \( G \) commute universally in \( \mathcal{S} \) because \( G \subseteq \mathcal{G} \).

The independent set \( \mathcal{R} \) is then given by

\[
\mathcal{R} \equiv \{ C_{i1} \mid i = 1, 2, \ldots, N \} \cup G. \tag{5}
\]

The \( C_{i1} \) are independent because no pair of them commutes, and since any product of operators in \( G \) commutes with all operators in \( \mathcal{S} \), the \( C_{i1} \) are also independent of \( G \). Therefore, \( \mathcal{R} \) is an independent set.

Each operator in \( G' \) is a product of operators in \( G \) (see Appendix \( \mathbf{C} \)), so by \ref{4}, each operator in \( \mathcal{Z} \) and each \( A_{ij} \) is a product of operators in \( G \). Therefore, since

\[
\mathcal{T} = \bigcup_{i=1}^{N} \{ A_{ij} C_{i1} \mid j = 1, 2, \ldots, N \} \tag{6}
\]
each operator in \( \mathcal{T} \) is a product of one of the \( C_{i1} \) and some set of operators in \( G \). Thus, each operator in \( \mathcal{S} \) is a product of commuting operators in \( \mathcal{R} \), so \( \mathcal{R} = \mathcal{S} \).

The set \( G \) has size at most \( n - 1 \). This follows because a set of \( n \) independent, commuting Pauli operators forms a CCSO for \( n \) qubits, so \( n + 1 \) commuting Pauli operators cannot be independent. Therefore, if \( G \) had size \( n \) (or more), each set \( G \cup \{ C_{i1} \} \) would be a commuting set of size \( n + 1 \) (or more); this set could not be independent. Thus by its definition, \( \mathcal{R} \) has size at most \( N + n - 1 \) (recall that \( N \) is the number of disjoint cliques that form \( \mathcal{T} \)). Also, we know (as pointed out in \ref{47} \S IV.A]) that \( N \leq 2m + 1 \), where \( m = n - |G| \). Thus the size of \( \mathcal{R} \) is in fact at most \( 2n + 1 \), which can be true only when \( G \) (and thus \( \mathcal{Z} \)) is empty. The size of \( \mathcal{R} \) will be the dimension of the space of epistemic states, so the fact that it is linear in \( n \) is important for the simulation method in Section III A

and for the complexity result in Section III B.

Note that although \( \mathcal{R} \) is not in general a subset of \( \mathcal{S} \), it is a subset of \( \mathcal{S} \). Furthermore, since there is a bijection from the set of ontic states for \( \mathcal{R} \) to the set of ontic states for \( \mathcal{S} \), \( |\mathcal{R}| \) is unique for each \( \mathcal{S} \). These ontic states constitute our phase space points. Note the key role that epistemic closure plays in our definition of \( \mathcal{R} \).

\section*{B. Epistemic states}

The epistemic states are joint probability distributions over the ontic states. We write these joint probabilities as \( P(c_1, \ldots, c_N, g_1, g_2, \ldots) \), where each \( c_i, g_i \) is \( \pm 1 \) and denotes the outcome assigned to \( C_{i1} \) or \( G_i \), respectively. We now determine constraints on the allowed \( P \), completing our quasi-quantized model.

Consider first a fully commuting Hamiltonian. In this case, \( \mathcal{R} \) is equal to the independent commuting set \( G \), and \( \mathcal{S} \) is the Abelian group generated by \( \mathcal{R} \) (or \( \mathcal{S} \)). The observables may take definite values simultaneously, and these joint valuations correspond to simultaneous eigenstates that form an orthonormal basis. Thus there is a one-to-one mapping between the phase space points and the simultaneous eigenstates of \( \mathcal{S} \), with the joint probabilities given by the square norms of the amplitudes, so the only constraint on the joint probabilities in this case is normalization.

Next consider the case that all observables pairwise anticommute. The constraint on the expectation values is:

**Lemma 1.** Let \( \vec{A} = (A_1, A_2, \ldots, A_N) \) be an anticommuting set of Pauli operators. Then for any unit vector \( \vec{a} \in \mathbb{R}^N \), the operator \( \sum_{i=1}^{N} a_i A_i \) has eigenvalues \( \pm 1 \). From this it follows that for any state, \( \sum_{i=1}^{N} (A_i)^2 \leq 1 \).

We prove Lemma 1 in Appendix A.

For a general noncontextual set \( \mathcal{S} \), construct \( \mathcal{R} \) as described in Section III A. The set \( \mathcal{E} = E(\mathcal{R}) \) of epistemic states is then:

\[
\mathcal{E} = \{ (\vec{q}, \vec{r}) \in \{ \pm 1 \}^{|\mathcal{G}|} \times \mathbb{R}^N \mid |\vec{r}| = 1 \}. \tag{7}
\]

The pairs \((\vec{q}, \vec{r})\) define the joint probabilities as follows:

\[
P_{(\vec{q}, \vec{r})}(c_1, \ldots, c_N, g_1, g_2, \ldots) = \left( \prod_{j=1}^{|\mathcal{G}|} \delta_{q_j, q_j} \right) \prod_{i=1}^{N} \frac{1}{2} |c_i + r_i|.
\tag{8}
\]

We refer to both the joint probabilities and the vector pairs \((\vec{q}, \vec{r})\) as epistemic states; they contain equivalent information.

In terms of \((\vec{q}, \vec{r})\), the expectation values for the operators in \( \mathcal{R} \) are given by

\[
\langle G_j \rangle_{(\vec{q}, \vec{r})} = q_j,
\]

\[
\langle C_{i1} \rangle_{(\vec{q}, \vec{r})} = r_i.
\tag{9}
\]

**Theorem 1.** For epistemic states \((\vec{q}, \vec{r})\) as defined in \ref{7}, the joint probability distribution \( \mathcal{S} \) is equivalent to the set of expectation values \( \mathcal{E} \).

We prove Theorem 1 in Appendix A.

The model \( \mathcal{E} \) is epistricted in the following sense: as in \ref{49}, a state is represented by joint knowledge of a set of commuting observables. For a given \((\vec{q}, \vec{r})\), this set is \( \mathcal{G} \) together with the observable

\[
\mathcal{A} = \sum_{i=1}^{N} r_i C_{i1} \tag{10}
\]

(an observable with eigenvalues \( \pm 1 \), by Lemma 1). To see this, note that if the \( C_{i1} \) have expectation values \( r_i \) as in \ref{9}, then \( \mathcal{A} \) has expectation value 1 (since \( \vec{r} \) is a unit vector). No probability distributions are allowed that represent more knowledge of the state than simultaneous values of \( G \) and \( \mathcal{A} \). Note that our model describes only pure states (as do the models in \ref{49}).

From the expectation values \( \mathcal{E} \) for \( \mathcal{R} \), we can obtain expectation values for \( \mathcal{S} \) as follows. For \( B \in \mathcal{Z} \), let \( f_B \)
be the set of indices such that \( B = \prod_{j \in J_B} G_j \); then
\[
\langle B \rangle_{(\vec{q}, \vec{r})} = \left\langle \prod_{j \in J_B} G_j \right\rangle = \prod_{j \in J_B} q_j,
\]
where the second equality follows because \( G_j \mapsto q_j = \pm 1 \) for all \( j \) (in other words, the state is a common eigenstate of the \( G_j \) and of \( B \)). Similarly, for \( C_{i1} B \in T \),
\[
\langle C_{i1} B \rangle_{(\vec{q}, \vec{r})} = r_i \prod_{j \in J_B} q_j.
\]

**Theorem 2.** The epistemic states \( \mathcal{S} \) give sets of expectation values that correspond to valid quantum states, and the set of quantum states described by the epistemic states includes the eigenstates of any Hamiltonian whose Pauli terms are \( \mathcal{S} \).

The proof of Theorem 2 is given in Appendix A. Note that for any \( (\vec{q}, \vec{r}) \), the expectation values \( \langle (\vec{q}, \vec{r}) \rangle \) are produced by a simultaneous eigenstate of the complete set of commuting observables \( G \cup \{A\} \). For the second claim, we show that there exists an eigenbasis for the Hamiltonian, composed of common eigenstates of \( G \) and \( A \) for some \( \vec{r} \). That \( A \) may be included is implied by:

**Lemma 2.** For \( \ket{\psi} \) an eigenstate of the full Hamiltonian \( \mathcal{H} \), the expectation values of the \( C_{i1} \) satisfy
\[
\sum_{i=1}^N \langle C_{i1} \rangle^2 = 1.
\]

The proof of Lemma 2 is given in Appendix A. In other words, the \( \langle C_{i1} \rangle \) saturate the bound given in Theorem 1 for any energy eigenstate. This means that every energy eigenvalue can be reproduced via the expectation values \( 11 \) and \( 12 \) for some setting of \( (\vec{q}, \vec{r}) \).

We show in Appendix D how for any quantum state we may construct a joint probability distribution that reproduces the probabilities for each operator in \( \mathcal{S} \) as marginals; however, for the purpose of simulating noncontextual VQE it is only necessary to reproduce probabilities corresponding to eigenstates.

### III. CLASSICAL SIMULATION OF A NONCONTEXTUAL HAMILTONIAN

#### A. Classical objective function

Given the model described in Section II we now define a classical variational algorithm to simulate a noncontextual Hamiltonian. In \( \mathcal{G} \), each \( A_{ij} \) and each \( B \) is a product of operators in \( G \), i.e., is an element of \( \mathcal{G} \). Therefore, we may replace \( A_{ij} \) by \( B \) and sum over all of \( \mathcal{G} \), obtaining:
\[
H = \sum_{B \in \mathcal{G}} \left( h_B B + \sum_{i=1}^N h_{B,i} B C_{i1} \right),
\]
where the \( h_{B,i} \) and \( h_B \) are real coefficients. Thus we can use (11) and (12) to write:
\[
\langle H \rangle_{(\vec{q}, \vec{r})} = \sum_{B \in \mathcal{G}} \left( h_B + \sum_{i=1}^N h_{B,i} r_i \right) \prod_{j \in J_B} q_j.
\]

We may now treat (14) as a classical objective function.

This classical optimization problem will in general be hard. Although a convex special case of (14) may be obtained when we fix some set of values for the \( q_j \), in general the function is non-convex. It is also in general frustrated, which may be true even if all terms commute, since in this case (14) becomes a linear combination of products of the \( q_j \). Thus, as discussed further in Section III B we should not expect worst-cases of this optimization to be tractable, but they remain at worst classically hard.

#### B. The noncontextual Hamiltonian problem

The rigorous statement of the NONCONTEXTUAL HAMILTONIAN PROBLEM is as follows: The problem inputs are a Hamiltonian \( H \) of the form \( 13 \) with \( \text{poly}(n) \) terms, together with a “promise” that the lowest eigenvalue of \( H \) is either greater than \( b \) or less than \( a \) for some \( a < b \). This problem is in NP if for every YES instance, there exists a proof (or witness) that is classically verifiable in polynomial time. In our case, the witness for a YES instance is an epistemic state \( (\vec{q}, \vec{r}) \in E \) (a vector of length at most \( 2n + 1 \), as discussed in Section II A) satisfying \( \langle H \rangle_{(\vec{q}, \vec{r})} < a \). By showing that such a witness can be efficiently verified, we prove the following in Appendix A.

**Theorem 3.** The NONCONTEXTUAL HAMILTONIAN PROBLEM is in NP.

The diagonal local Hamiltonian problem is NP-complete, as follows from [53]; see also [62]. This remains true even for 2-local diagonal Hamiltonians [53], so since any 2-local diagonal Hamiltonian is noncontextual with \( \text{poly}(n) \) terms, the NONCONTEXTUAL HAMILTONIAN PROBLEM is NP-complete as well.

### IV. APPROXIMATION OF GENERAL HAMILTONIANS BY NONCONTEXTUAL HAMILTONIANS

Can we use the classical simulation technique we have described for noncontextual Hamiltonians as an approximation method for general, contextual Hamiltonians? Since the quasi-quantized model described in Section II depends structurally on the Hamiltonian being noncontextual, it is not clear how to apply the simulation technique to a general Hamiltonian directly. However, given
that in the Hamiltonian, \( \epsilon \) is the error in the noncontextual approximation, \( \epsilon_{\text{diag}} \) is the error obtained by only keeping the diagonal terms in the Hamiltonian, and \( \epsilon_{\text{expt}} \) is the error in the VQE experiment. Errors are given in units of chemical accuracy, 0.0016 Ha. Experimental errors preceded by the \( \sim \) symbol were estimated from figures.

![Table I](image)

| Citation          | System | \( n \) | \( |S_{\text{full}}| \) | \( |S_{\text{noncon}}| \) | \( |R| \) | \( \epsilon_{\text{noncon}} \) | \( \epsilon_{\text{diag}} \) | \( \epsilon_{\text{expt}} \) | Expt. outperforms noncontextual? |
|-------------------|--------|--------|----------------|-----------------|------|----------------|----------------|----------------|-------------------------------|
| Peruzzo et al., 2014 [2] | HeI*   | 2      | 9              | 5               | 3    | 0.21           | 4.1            | 4.1            | No                           |
| Hempel et al., 2018 [11] | LiH    | 3      | 13             | 9               | 4    | 0.56           | 0.56           | \( \sim \)80 | No                           |
| Kundala et al., 2017 [10] | LiH    | 4      | 99             | 23              | 5    | 4.2            | 9.3            | \( \sim \)30 | No                           |
| Kundala et al., 2017 [10] | BeH\(_2\) | 6     | 164            | 42              | 7    | 156           | 266            | \( \sim \)90 | Yes                          |

TABLE I. Contextual VQE experiments, as approximated by noncontextual and commuting Hamiltonians. \( n \) is the number of qubits. \( |S_{\text{full}}| \) is the number of terms in the full Hamiltonian, \( |S_{\text{noncon}}| \) is the number of terms in the noncontextual sub-Hamiltonian, and \( |R| \) is the number of parameters required to define an epistemic state (which is upper bounded by \( 2n + 1 \) for \( n \) qubits). \( \epsilon_{\text{noncon}} \) is the error in the noncontextual approximation, \( \epsilon_{\text{diag}} \) is the error obtained by only keeping the diagonal terms in the Hamiltonian, and \( \epsilon_{\text{expt}} \) is the error in the VQE experiment. Errors are given in units of chemical accuracy, 0.0016 Ha. Experimental errors preceded by the \( \sim \) symbol were estimated from figures.

a general Hamiltonian, we can find a sub-Hamiltonian that includes only a noncontextual subset of the terms, and take its ground state energy as an approximation of the true value.

Finding the “largest” noncontextual subset of terms (for any weighting of the terms) is a generalization of the disjoint cliques problem [68], which is NP-complete. However, to date VQE experiments have largely focused on Hamiltonians in which the total weight of the terms (in \( l_1 \) norm) is dominated by the diagonal terms. Therefore, as a heuristic we select terms from the full Hamiltonian greedily by coefficient magnitude while the set remains noncontextual, thus obtaining the diagonal terms together with some additional set of relatively low weight. Given the noncontextual set we construct \( R \) and minimize by brute-force search, since for few qubits \( R \) is small (see Table II). For larger examples a classical optimization technique should replace this brute force search.

We applied this heuristic to contextual Hamiltonians that have been simulated in VQE experiments to date. The results are given in Table II. The best noncontextual sub-Hamiltonians we found, for each full Hamiltonian in Table II are listed in Appendix E.

For small Hamiltonians we are able to achieve chemical accuracy with the noncontextual approximation. In all but one case the noncontextual approximation outperformed that obtained by keeping only the diagonal terms in the Hamiltonian. This is a natural point of comparison, since diagonal Hamiltonians constitute another common notion of classicality, and any set of diagonal Pauli operators is noncontextual.

Second, in all cases except for the BeH\(_2\) simulation in [10], the noncontextual approximation reached better accuracy than the corresponding experiment. We wish to be completely clear that this is not a criticism of these experiments, which were intended as demonstrations of methodology rather than as precise estimations. However, what our noncontextual approximations show is that these experiments have not reached the level of accuracy required to resolve intrinsically quantum behavior, i.e., the full-configuration correction to the noncontextual ground state energy.

Finally, the fact that the BeH\(_2\) experiment does outperform our approximation indicates that as we would expect, more terms in the Hamiltonian means more room for contextual structure, and hence worse noncontextual approximations. Thus, we may hope that future experiments simulating increasingly large Hamiltonians will reliably exceed this minimum standard for quantum behavior. On the other hand it is possible that improved classical heuristics for identifying the noncontextual set could improve the approximation.

In addition to serving as a benchmark for quantum experiments, our simulation technique may be useful in as a new approximation technique its own right. We leave the full exploration of this possibility for future work.

V. DISCUSSION

In the quantum approximate optimization algorithm (QAOA) [69], the Hamiltonian is diagonal (and thus noncontextual), because it encodes a classical problem, and our method simply recovers the diagonal entries. We have shown that we can reproduce all eigenvalues of a noncontextual Hamiltonian using a quasi-quantized model, and as a result, the noncontextual Hamiltonian problem is in NP. Thus, the potential for quantum advantage in noncontextual VQE reduces to the same question that motivates QAOA: can we use cleverly-chosen and/or physically-motivated ansatze to generate otherwise hard-to-reach joint probability distributions, and thus efficiently converge to solutions of classically hard problems?

Furthermore, we have demonstrated in Section XV that our model is applicable as an approximation method for contextual Hamiltonians, such as general electronic-structure Hamiltonians. This technique provides a more stringent test for nonclassicality than that given Table I in [17], by demonstrating that some experiments with contextual Hamiltonians nonetheless do not achieve sufficient accuracy to resolve contextual behavior, i.e., to tell their results apart from those due to a noncontextual approximation. Again, we wish to stress that this is not a criticism of these experiments, which have played seminal roles in the development of quantum simulation techniques, but only another means by which we may try to identify intrinsically quantum behavior.
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Therefore, assume that $\mathbf{a} \cdot \mathbf{A} = 0$ then the theorem holds, and by assumption $\{A_i, A_j\} = 0$ for $i > j$. Thus, $\mathbf{a} \cdot \mathbf{A}$ is self-inverse, so its eigenvalues are $\pm 1$. This completes the proof of the first claim.

For the second claim (that $\sum_{i=1}^{N} \langle A_i \rangle^2 \leq 1$), note that

\[
\langle \mathbf{a} \cdot \mathbf{A} \rangle^2 = \sum_i a_i^2 A_i^2 + \sum_{i<j} a_i a_j \{A_i, A_j\} = \sum_i a_i^2 I = |\mathbf{a}|^2 I = 1,
\]

where the second equality follows because the Pauli operators $A_i$ are self-inverse, and by assumption $\{A_i, A_j\} = 0$ for $i > j$. Thus, $\mathbf{a} \cdot \mathbf{A}$ is self-inverse, so its eigenvalues are $\pm 1$. This completes the proof of the first claim.

For the second claim (that $\sum_{i=1}^{N} \langle A_i \rangle^2 \leq 1$), note that for any state represented as a density operator $\rho$, we may write

\[
\rho = \frac{1}{2^n} \left( I + \mathbf{a} \cdot \mathbf{A} + \cdots \right),
\]

for some $\mathbf{a} \in \mathbb{R}^N$, where the ellipsis indicates the presence in general of additional Pauli terms. The expectation value of any $A_i$ is then

\[
\langle A_i \rangle = \text{Tr}(A_i \rho) = a_i,
\]

since the Pauli operators are Hilbert-Schmidt orthogonal and self-inverse. Assume that $|\mathbf{a}| > 0$ (if $|\mathbf{a}| = 0$ then the theorem holds, by (A3)). Let $\mathbf{a}' = \frac{\mathbf{a}}{|\mathbf{a}|}$, so that $|\mathbf{a}'| = 1$. By the first claim in this lemma, the observable $\mathbf{a}' \cdot \mathbf{A}$ has eigenvalues $\pm 1$. Therefore, $|\langle \mathbf{a}' \cdot \mathbf{A} \rangle| \leq 1$, so we have

\[
1 \geq |\langle \mathbf{a}' \cdot \mathbf{A} \rangle| = |\text{Tr}(\mathbf{a}' \cdot \mathbf{A} \rho)| = \left| \frac{1}{2^n} \text{Tr} \left( \mathbf{a}' \cdot \mathbf{A} \mathbf{a} \cdot \mathbf{A} \right) \right| = |\mathbf{a}' \cdot \mathbf{a}|,
\]

where (as above) the steps in the second line follow because the Pauli operators are Hilbert-Schmidt orthogonal.
We first prove the reverse implication: assume that 

\[ 1 \geq |\vec{a} \cdot \vec{a}|^2 = \frac{|\vec{a}|^4}{|\vec{a}|^2} = |\vec{a}|^2 = \sum_{i=1}^{N} a_i^2 = \sum_{i=1}^{N} (A_i)^2 \]  

(A5)

(since by assumption $|\vec{a}| > 0$.) This completes the proof of the second claim.

\[ \Box \]

**Theorem 1** For epistemic states $(\vec{q}, \vec{r})$ as defined in \([7]\), the joint probability distribution \([5]\) is equivalent to the set of expectation values \([6]\).

**Proof.**

1. We first prove the reverse implication: assume that \([6]\) holds. We reproduce \([3]\) here for convenience:

\[ \langle G_j \rangle_{\vec{q}, \vec{r}} = q_j, \]

\[ \langle C_{i1} \rangle_{\vec{q}, \vec{r}} = r_i. \]  

(A6)

That these lead to joint probabilities given by \([5]\) essentially follows from the discussion following \([3]\), but we will fill in the details.

Since $(G_j) = q_j = \pm 1$ for each $j$ (as in \([7]\)), the $G_j$ have definite values. The values of the $G_j$ in the ontic state $(c_1, ..., c_N, g_1, g_2, ...)$ are the $c_j$, so $P(c_1, ..., c_N, g_1, g_2, ...)$ can be nonzero only when $q_j = c_j$ for each $j$. If this holds for each $j$, then $P(c_1, ..., c_N, g_1, g_2, ...)$ is just the product over $i = 1, 2, ..., N$ of the probabilities of obtaining outcome $C_{i1} \rightarrow c_i$ given the expectation value $(C_{i1}) = r_i$: these probabilities are given by

\[ \frac{1}{2} |c_i + r_i| \]  

(A7)

for each $i$. Taking the joint probability to be the product of these works only because the $C_{i1}$ do not commute, and thus cannot be correlated.

The condition due to the $G_j$ thus gives a factor of

\[ \prod_{j=1}^{G} \delta_{g_j, q_j}, \]  

(A8)

and the condition due to the $C_{i1}$ gives a factor of

\[ \prod_{i=1}^{N} \frac{1}{2} |c_i + r_i|; \]  

(A9)

\([8]\) is then simply the product of these.

2. Now assume that \([5]\) holds. We reproduce \([3]\) here for convenience:

\[ P(c_1, ..., c_N, g_1, g_2, ...) = \left( \prod_{j=1}^{G} \delta_{g_j, q_j} \right) \left( \prod_{i=1}^{N} \frac{1}{2} |c_i + r_i| \right). \]  

(A10)

The probabilities for the outcomes of each $G_j$ and each $C_{i1}$ should be obtained as marginals of \([A10]\). If $p_{G_j}$ denotes the probability of obtaining the outcome $G_j \rightarrow +1$, then

\[ p_{G_j} = \sum_{c_i, g_k = \pm 1, \forall \ k \neq j} \left( \prod_{l=1}^{G} \delta_{g_l, q_l} \right) \left( \prod_{m=1}^{N} \frac{1}{2} |c_m + r_m| \right) \]

(A11)

\[ = \delta_{q_j, 1} \sum_{c_i = \pm 1} \left( \prod_{m=1}^{N} \frac{1}{2} |c_m + r_m| \right) \]

\[ = \frac{1}{2} (q_j + 1) \left( \prod_{m=1}^{N} \frac{1}{2} (|r_m + 1| + |r_m - 1|) \right) \]

\[ = \frac{1}{2} (q_j + 1), \]  

(A12)

where the fourth equality follows because for $r_m \in [-1, 1]$, $|r_m + 1| + |r_m - 1| = 2$.

Similarly,

\[ p_{C_{i1}} = \sum_{c_i, g_k = \pm 1, \forall \ k \neq i} \left( \prod_{j=1}^{G} \delta_{g_j, q_j} \right) \left( \prod_{m=1}^{N} \frac{1}{2} |c_m + r_m| \right) \]

\[ = \sum_{c_i = \pm 1, \forall \ k \neq i} \left( \prod_{j=1}^{G} \delta_{g_j, q_j} \right) \left( \prod_{m=1}^{N} \frac{1}{2} |c_m + r_m| \right) \]

\[ = \frac{1}{2} |r_i + 1| = \frac{1}{2} (r_i + 1), \]  

(A13)

again using \([A12]\). From \([A11]\) and \([A13]\) we can obtain the expectation values for $G_j$ and $C_{i1}$:

\[ \langle G_j \rangle_{\vec{q}, \vec{r}} = 2P_{G_j} - 1 = q_j, \]

\[ \langle C_{i1} \rangle_{\vec{q}, \vec{r}} = 2P_{C_{i1}} - 1 = r_i, \]  

(A14)

which is \([3]\) (and \([A6]\), above), as desired.

\[ \Box \]

**Lemma 2** For $|\psi\rangle$ an eigenstate of the full Hamiltonian $H$, the expectation values of the $C_{i1}$ satisfy:

\[ \sum_{i=1}^{N} (C_{i1})^2 = 1. \]  

(A15)
As discussed in the main text, we may simultaneously diagonalize the $G_j$. The resulting form for the full Hamiltonian will be block-diagonal, with each block corresponding to a common eigenspace of the $G_j$, since the $C_{i1}$ commute with the $G_j$ and therefore do not mix their common eigenspaces. Thus, the eigenstates of the full Hamiltonian are common eigenstates of $G$.

Given this, if $|\psi\rangle$ is an eigenstate of the full Hamiltonian, then $|\psi\rangle$ is also an eigenstate of any $B \in \mathcal{C}$, a product of some subset of $G$. Therefore,

$$BC_{i1}|\psi\rangle = C_{i1}B|\psi\rangle = \lambda_B C_{i1}|\psi\rangle, \quad (A16)$$

where $\lambda_B = \pm 1$ is the eigenvalue of $|\psi\rangle$ for the operator $B$. Thus, we may rewrite the full Hamiltonian $H$ acting on $|\psi\rangle$ as

$$H|\psi\rangle = \left( h_0' + \sum_{i=1}^{N} h_i' C_{i1} \right)|\psi\rangle, \quad (A17)$$

for coefficients $h_i'$ defined by

$$h_0' \equiv \sum_{B \in \mathcal{Z}} h_B \lambda_B, \quad h_i' \equiv \sum_{B \in \mathcal{Z}} h_{B,i} \lambda_B \quad \text{for } i > 0,$$

where $h_{B,i}$ is the coefficient of $BC_{i1}$ in the Hamiltonian. Since $|\psi\rangle$ is an eigenstate of $H$, by (A17) it must also be an eigenstate of

$$\sum_{i=1}^{N} h_i' C_{i1} = h \sum_{i=1}^{N} \hat{h}_i C_{i1}, \quad (A19)$$

the non-identity terms in $H$. In (A19), let $h \equiv \sqrt{\sum_{i=1}^{N} (h_i')^2}$, so that the $\hat{h}_i \equiv h_i'/h$ satisfy

$$\sum_{i=1}^{N} \hat{h}_i^2 = 1. \quad (A20)$$

Thus by Lemma 1 the operator $\sum_{i=1}^{N} \hat{h}_i C_{i1}$ has eigenvalues $\pm 1$. Since $|\psi\rangle$ is an eigenstate of the operator given in (A19), it is an eigenstate of $\sum_{i=1}^{N} \hat{h}_i C_{i1}$:

$$\left( \sum_{i=1}^{N} \hat{h}_i C_{i1} \right)|\psi\rangle = \pm |\psi\rangle. \quad (A21)$$

Therefore, if $\langle \cdot |$ denotes expectation value with respect to $|\psi\rangle$,

$$\langle \psi | \sum_{i=1}^{N} \hat{h}_i C_{i1} |\psi\rangle = \sum_{i=1}^{N} \hat{h}_i (C_{i1}) = \pm 1. \quad (A22)$$

We know by Lemma 1 that

$$\sum_{i=1}^{N} (C_{i1})^2 \leq 1, \quad (A23)$$

and by construction $\sum_{i=1}^{N} \hat{h}_i^2 = 1$. Thus the only way (A22) can be satisfied is if

$$\langle C_{i1} \rangle = \tilde{s} h_i \quad (A24)$$

for all $i = 1, 2, \ldots, N$, for fixed $s = \pm 1$. Therefore,

$$\sum_{i=1}^{N} \langle C_{i1} \rangle^2 = \sum_{i=1}^{N} \tilde{s}^2 h_i^2 = 1. \quad (A25)$$

\[\square\]

**Theorem 2** The epistemic states (7) give sets of expectation values that correspond to valid quantum states, and the set of quantum states described by the epistemic states includes the eigenstates of any Hamiltonian whose Pauli terms are $\mathcal{S}$.

**Proof.** The theorem consists of two claims. For the first, note that for any epistemic state $(\vec{q}, \vec{r})$, there exists a simultaneous eigenstate of the operators $G_j$, with eigenvalue $q_j = \pm 1$ for each $G_j$, and of $A \equiv \sum_{i=1}^{N} r_i C_{i1}$, with eigenvalue 1. For this state, the expectation value of each $G_j$ is $q_j$, and the expectation value of each $C_{i1}$ is $r_i$, as noted in Section 11B. Thus every epistemic state $(\vec{q}, \vec{r})$ corresponds to a valid quantum state, proving the first claim.

For the second claim, consider first the universally-commuting operators: $Z$, which are generated by $G$. Since these may in principle be simultaneously diagonalized, the common eigenstates of $G$ (which are the common eigenstates for all of $Z$) are a complete set of eigenstates for any Hamiltonian whose terms are a linear combination of $Z$.

Now suppose we add to such a Hamiltonian a linear combination of the terms in $\mathcal{T}$, each of which is a product of operators in $G$ with one of the $C_{i1}$. As in the previous paragraph, we may simultaneously diagonalize $G$: the resulting form for the full Hamiltonian will be block-diagonal, with each block corresponding to a common eigenspace of the $G_j$. Within each block, the Hamiltonian will take the form of some linear combination of the $C_{i1}$, obtained by replacing the $G_j$ by their values for the current block, as in (A17) and (A18). Since the $C_{i1}$ commute with $G$, we may diagonalize the linear combination of the $C_{i1}$ within each block (i.e., the $C_{i1}$ do not mix the common eigenspaces of $G$). Thus, it is still the case that the eigenstates of the full Hamiltonian are common eigenstates of $G$. This justifies the condition on $\vec{q}$ (the first set of values in our epistemic states) given in (7), namely, $q_i = \pm 1$, since these correspond to the expectation values of the $G_j \in G$.

Regarding the condition on $\vec{r}$ (the second set of values in our epistemic state) in (7), we draw on Lemma 2 in (7), the condition on $\vec{r}$ is that it be a unit vector, so since its components $r_i$ give the expectation values for the $C_{i1}$ (9), Lemma 2 proves that the set of expectation values thus described includes the expectation values of all eigenstates of the Hamiltonian. \[\square\]
Theorem 3. The noncontextual Hamiltonian problem is in NP.

Proof. We demonstrated in Section III A that by varying over all epistemic states, the expected energy \( \langle H \rangle \) varies over all eigenvalues of the Hamiltonian. Therefore, if the Hamiltonian possesses an eigenvalue \( \lambda < a \), there is some epistemic state \((q, r)\) such that \( \langle H \rangle(q, r) = \lambda \). This epistemic state serves as a proof of the YES instance, as long as given the Hamiltonian we can classically evaluate the objective function in polynomial time.

To show this, we use the fact that by assumption \(|S|\) (the number of terms in the Hamiltonian) is polynomial in \( n \). Thus, the total number of nonzero coefficients \( h_B \) and \( h_{B,i} \) is \( \text{poly}(n) \); these are given in the statement of the problem instance. Which coefficients are nonzero also determines the terms in the sum in \( |S| \) (and upper bounds their number). The only remaining components of \( |S| \) to be evaluated are the sets of indices \( J_B \); we have one such set for each term, defined to satisfy \( B = \bigcap_{G \in J_B} G \). The \( J_B \) are obtained directly from the standard method used to construct \( G \) (described in Appendix C), the entirety of which requires \( \text{poly}(n) \) classical operations given that \(|S| = \text{poly}(n)\). Thus, given a Hamiltonian \( |S| \) and a witness in the form of an epistemic state \((q, r)\), we can use \( |S| \) to verify that \( \langle H \rangle(q, r) < a \), in \( \text{poly}(n) \) classical operations.

Appendix B: Noncontextual Sets of Pauli Operators

As noted in Section I C the key concept in reasoning about noncontextuality is inference among value assignments to Pauli operators. This stems from the following property that we demand of a noncontextual ontological model for a set of Pauli observables: in any set of measurements we can perform simultaneously, the values we obtain from the noncontextual model must agree with those required by the full formalism of quantum mechanics. In other words, if \( A \) and \( B \) are commuting Pauli operators, then by measuring them simultaneously we can predict with certainty the result of measuring their product \( AB \); therefore, in an assignment of values to \( \{A, B, AB\} \), the value assigned to \( AB \) must be the product of the values assigned to \( A \) and \( B \).

This motivates the closure under inference \( \overline{S} \) of a set \( S \) of Pauli operators, as defined in Section I C it is the set of Pauli operators whose values are determined by a value assignment to \( S \) \( [7] \). The Jordan product \( \frac{1}{2}\{A, B\} \) provides another definition of \( \overline{S} \). Since a pair of Pauli operators \( A, B \) either commute or anticommute,\n
\[
\frac{1}{2}\{A, B\} = \begin{cases} AB & \text{if } [A, B] = 0, \\ 0 & \text{otherwise.} \end{cases}
\]

(B1)

Thus, \( \overline{S} \) is the closure of \( S \) under the Jordan product.

A set of Pauli operators is noncontextual if ontic states for it exist that are self-consistent. We check consistency of an ontic state by making sure that in the ontic state it induces for the closure under inference, none of the inferences are violated; in other words, the value assigned each product \( AB \) of a commuting pair \( A, B \) is the product of the values assigned to the pair.

Since by definition an ontic state (assignment of values) for \( S \) extends to an ontic state for \( \overline{S} \), and the ontic state for \( \overline{S} \) includes the ontic state for \( S \), any pair of noncontextual sets of Pauli operators that share the same closure under inference have equivalent ontic states that may derived from each other. Thus, given an arbitrary noncontextual set of Pauli operators, we may transform it into a noncontextual set with a standard form that shares the same closure under inference.

The first move we can make in doing this is, given a commuting pair \( A, B \), so replace \( B \) by \( AB \). Since Pauli operators are self-inverse, \( B \) is given by the product of \( A \) and \( AB \); so from a value assignment to \( A \) and \( AB \) we can infer the value assignment to \( B \), and thus recover the original set. The second move we can make is to remove any \( C \) that is the product of some commuting \( A, B \) that are also in the set. In obtaining the independent set \( R \) that we used to define our ontic states in Section III A we simply made a sequence of such moves.

The Jordan product is again useful in describing independent sets according to Definition 1. If \( S \) commutes, then Definition 1 reduces to that in [67, §10.5.1]. For the general noncontextual case, we would like to relate Definition 1 to the notion of independence that applies to sets of generators of Abelian groups, where it means that removing any of the generators reduces the size of the generated group. Since the Jordan product is commutative, Definition 1 nearly reproduces the usual notion of independence for an Abelian group taking the group operation to be the Jordan product, but the Jordan product is not associative. This distinction aside, \( \overline{S} \) is the closure of \( S \) under the Jordan product, and correspondingly, a subset of \( \overline{S} \) that is independent in our sense is also independent as a generating set under the Jordan product.

Thus, given an arbitrary noncontextual set \( S, R \) as constructed in Section III A is an independent generating set for \( \overline{S} \) under the Jordan product. The construction we gave in the main text may therefore be summarized: a set of Pauli operators is noncontextual if and only if the independent generating sets for its closure under inference are composed of a set of universally-commuting operators \( \langle G \rangle \), and a set of pairwise anticommuting operators \( \{G_i \mid i = 1, 2, ..., N\} \).

Appendix C: Obtaining an independent set of Pauli measurements from a commuting set

Given a set \( G' \) of commuting Pauli operators on \( n \) qubits, we wish to obtain an independent commuting set
If there is both an operator in \( G \) and only if no operator in \( G \) commutes, \( G \) is independent if and only if no operator in \( G \) is a product of other operators in \( G \) (see the discussion following Definition \( \text{I}_1 \) in the main text.) Finding \( G \) given \( G' \) is a standard procedure, and a method for performing it is given by Nielsen and Chuang in [10.5.7]. We summarize the method here in terms of the language used in this work.

The method to calculate \( G \) from \( G' \) is a multiplicative variant of Gaussian elimination. Let \( G' = \{ g'_1, g'_2, \ldots, g'_m \} \), and write each \( g'_i \) as
\[
 g'_i = h_{i1} \otimes h_{i2} \otimes \cdots \otimes h_{in}, \quad \text{(C1)}
\]
where each \( h_{ij} \) is a single-qubit Pauli operator (including the identity). We may then express \( G' \) in an array as:
\[
 G' = \begin{bmatrix} h_{11} & h_{12} & h_{13} & \cdots & h_{1n} \\ h_{21} & h_{22} & h_{23} & \cdots & h_{2n} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ h_{m1} & h_{m2} & h_{m3} & \cdots & h_{mn} \end{bmatrix}, \quad \text{(C2)}
\]
where we have suppressed the tensor product symbols.

Let \( h \) denote the matrix whose entries are \( h_{ij} \), the single-qubit Pauli operators appearing in \( \text{C2} \), augmented by a vector \( \bar{s} \) whose entries \( s_i \) are the signs associated to each row in \( h_i \) (initially these are all \(+1\)).

We first describe a procedure that, given such a matrix \( h \), transforms it to a matrix in which at most two entries in the first column are non-identity:

1. \( h_{11}, h_{21}, \ldots, h_{m1} \) are the entries in the first column of \( h \).
   If
   \[
   h_{11} = h_{21} = \cdots = h_{m1} = I, \quad \text{(C3)}
   \]
   then we are already done.

2. If for some \( k \), \( h_{k1} = X \), then for each \( i \neq k \), if \( h_{i1} = X \), multiply row \( i \) by row \( k \). This corresponds to multiplying \( g'_i \) by \( g'_k \), or the following mapping on the entries in \( h \):
   \[
   h_{i1} \mapsto h_{i1} h_{k1} = X^2 = I, \quad h_{ij} \mapsto h_{ij} h_{kj}, \quad \forall j > 1. \quad \text{(C4)}
   \]
   Thus when we have completed this step for each \( i \neq k \), there will be no \( X \)s in the first column except in row \( k \).

3. If for some \( l \), \( h_{l1} = Z \), then for each \( i \neq l \), if \( h_{i1} = Z \), multiply row \( i \) by row \( l \). As in step 2, this corresponds to multiplying \( g'_i \) by \( g'_l \), so when we have completed this step for each \( i \neq l \), there will be no \( Z \)s in the first column except in row \( l \).

4. If there is both an \( X \) and a \( Z \) in the first column (in rows \( k \) and \( l \), respectively), then for each \( i \neq k, l \), if \( h_{i1} = Y \), multiply row \( i \) by row \( k \) and row \( l \). This corresponds to multiplying \( g'_i \) by \( g'_k g'_l \), or the following mapping on the entries in \( h \):
   \[
   h_{i1} \mapsto h_{i1} h_{k1} h_{l1} = Y X Z = -i I, \quad h_{ij} \mapsto h_{ij} h_{kj} h_{lj}, \quad \forall j > 1. \quad \text{(C5)}
   \]
   Thus when we have completed this step for each \( i \neq l \), there will be no \( Y \)s in the first column at all (if both \( X \) and \( Z \) are present in the first column).

5. If \( X \) and \( Z \) are not both present in the first column, and if for some \( m \), \( h_{m1} = Y \), then for each \( i \neq m \), if \( h_{i1} = Y \), multiply row \( i \) by row \( m \). As in step 2, this corresponds to multiplying \( g'_i \) by \( g'_m \), so when we have completed this step for each \( i \neq m \), there will be no \( Y \)s in the first column except in row \( m \).

Note that since we know that the full Pauli operators corresponding to the rows commute, the total phase obtained in multiplying any row by any other row must be \( \pm 1 \). We record this by multiplying \( s_i \) by this sign, when the multiplication takes place in the \( i \)th row.

Call this procedure \( \text{REDUCEFIRSTCOL}(h) \). When we have completed the mapping, the transformed matrix \( h \) will contain at most two rows in which the first entry is non-identity (and the first entries in those two rows will be different).

Our full procedure to obtain \( G \) is then as follows:

1. Let \( h \) be the full matrix \( \text{C2} \). \( h' \) will be a submatrix of \( h \) that is updated at each iteration; let \( h' \) initially be equal to \( h \).

2. Perform the mapping
   \[
   h' \mapsto \text{REDUCEFIRSTCOL}(h'). \quad \text{(C6)}
   \]

3. For each of the (up to) two rows in \( h' \) in which the first entry is non-identity, put the corresponding Pauli operators in \( G \). Then let the new \( h' \) be the submatrix obtained from the current \( h' \) by removing these rows and the first column.

4. If any non-identity entries remain in \( h' \), return to step 2. If not, then \( G \) is complete.

When this procedure is complete, at most two rows in \( h \) will have a non-identity first entry, at most two others will have a non-identity second entry, at most two others will have a non-identity third entry, and so forth. In other words, under some reordering of the rows, \( h \) will have the form:
\[
\begin{bmatrix}
    P_1 & h'_{12} & h'_{13} & h'_{14} & h'_{15} & \cdots & h'_{1n}, \\
    P_2 & h'_{22} & h'_{23} & h'_{24} & h'_{25} & \cdots & h'_{2n}, \\
    I & P_3 & h'_{33} & h'_{34} & h'_{35} & \cdots & h'_{3n}, \\
    I & P_4 & h'_{43} & h'_{44} & h'_{45} & \cdots & h'_{4n}, \\
    I & I & P_5 & h'_{54} & h'_{55} & \cdots & h'_{5n}, \\
    I & I & I & P_6 & h'_{64} & h'_{65} & \cdots & h'_{6n}, \\
    \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
    I & I & I & I & I & \cdots & I,
\end{bmatrix}
\]


where the bracketed rows may or may not appear, and in cases where they do appear $P_2 \neq P_1$, $P_4 \neq P_3$, $P_5 \neq P_3$ and so forth. Note that in general there may be a collection of rows at the bottom of the matrix that have been reduced entirely to the identity. $G$ will be given by the non-identity rows in $\{C7\}$. 

To see that $G$ is independent, consider some particular non-identity row $i$ (representing an operator $g_i \in G$). Row $i$ cannot be written as a product of rows below it, since if $h_{ij}$ is row $i$’s first non-identity entry, $h_{ij} = I$ for all $i' = i + 2, i + 3, ..., m$. The entry $h_{i(i+1)}$ (immediately below $h_{ij}$) might not be the identity, but it cannot be equal to $h_{ij}$, so no product of the entries below $h_{ij}$ can be equal to $h_{ij}$. Thus $g_i$ cannot be written as the product of any subset of the $g_j$ for $j > i$.

But this means that $g_i$ cannot be written as a product of any subset of the other $g_j$ for $j \neq i$, as we can prove by contradiction: suppose $g_i$ could be written as a product

$$g_i = \prod_{j \in J} g_j,$$  

(C8)

where $J$ is some set of indices not including $i$. If $i < j$ for all $j \in J$, then this violates the condition in the previous paragraph directly. Otherwise, choose the least $j \in J$: call it $j'$. Then since the Pauli operators are self-inverse, and all of the $g_k$ commute, we can rearrange (C8) as

$$g_{j'} = g_i \prod_{j \in J \setminus \{j'\}} g_j,$$  

(C9)

which violates the condition in the previous paragraph since $j' < i, j$ for all $j \in J \setminus \{j'\}$. Thus, all of the $g_i$ are independent.

We wish to be able to recover the original set of operators $G'$ from the new independent set $G$. To accomplish this, we simply need to keep track of the row multiplications carried out in each step above. Since the Pauli operators are self-inverse, we can reconstruct each row $i$ in $G'$ as the product of the corresponding row in $G$ and the rows it is multiplied by in the procedure (including in the multiplication the corresponding signs in $\mathcal{S}$). Thus we can write each operator in $G'$ as a product of operators in $G$.

Appendix D: More general quasi-quantized models

In Section II A we showed how to construct the ontic states (phase space points) for a noncontextual set of observables. The key step is obtaining the set $\mathcal{R} = \{C_{i1} \mid i = 1, 2, ..., N\} \cup G$, where

$$\{C_{i1} \mid i = 1, 2, ..., N\}$$  

(D1)

is a completely anticommuting set,

$$G = \{G_i \mid i = 1, 2, ..., |G|\}$$  

(D2)

is an unconstrained commuting set whose elements also commutes with each $C_{i1}$, and every operator in $\mathcal{S}$ may be written as a product of commuting operators in $\mathcal{R}$. Specifically, each universally commuting operator in $\mathcal{S}$ (these compose the set $\mathcal{Z}$) may be written as a product of operators in $G$, and every operator in one of the cliques $C_i \subset \mathcal{T}$ may be written as a product of operators in $G$ with the single operator $C_{i1}$.

The joint outcome assignments for $\mathcal{R}$ label the phase space points (each of which is associated to a joint outcome assignment for all of $\mathcal{S}$), so they also label the joint probabilities associated to each phase space point. As in Section II B we write these joint probabilities as

$$P(c_1, ..., c_N, g_1, g_2, ...),$$  

(D3)

where each $c_i, g_i$ is $\pm 1$ and denotes the outcome assigned to $C_{i1}$ or $G_i$, respectively.

In Section II B we presented a quasi-quantized model that gives a set of joint probabilities $P$ (by way of a set of expectation values) that is sufficiently general to reproduce the expectation values associated to any eigenstate of the Hamiltonian. However, the set of ontic states in principle admits broader sets of probability distributions, which we discuss in this appendix.

The probabilities for outcome $+1$ for each operator in $\mathcal{S}$ should be obtained as marginals of the joint probability distribution (D3). Consider an operator in $\mathcal{S}$ that is written as

$$B \text{ or } C_{i1}B,$$  

(D4)

for $B$ a product of operators in $G$ (which, it is understood, may be the identity — the product of no operators in $G$). The corresponding marginal is the sum of the joint probabilities corresponding to outcomes such that the product outcome from (D4) is $+1$. In other words, if $P_0$ denotes the probability of obtaining outcome $+1$ upon measurement of the operator $O$, then

$$p_B = \sum_{c_i, g_i = \pm 1, \text{ s.t. } B \rightarrow +1} P(c_1, ..., c_N, g_1, g_2, ...),$$  

(D5)

$$p_{C_{i1}B} = \sum_{c_i, g_i = \pm 1, \text{ s.t. } C_{i1}B \rightarrow +1} P(c_1, ..., c_N, g_1, g_2, ...).$$  

(D6)

Exactly half of the joint probabilities will appear in each sum (D5) and (D6). This is apparent when we note that for any point $(c_1, ..., c_N, g_1, g_2, ...)$ satisfying, say, the condition $B = 1$ for $B$ a product of some subset of the $g_j$, flipping the sign of any of the coordinates $g_j$ appearing in the product will cause it to violate the condition, and vice versa.

Alternatively, we may visualize the sets of phase space points appearing in the sums (D5) and (D6) by first reassigning the outcome labels as

$$c_i \rightarrow c'_i = \frac{1}{2}(1 - c_i),$$  

(D7)

$$g_i \rightarrow g'_i = \frac{1}{2}(1 - g_i),$$
i.e., the outcome assignments are mapped as

\[ 1 \to 0, \quad -1 \to 1, \quad \text{(D8)} \]

and products of outcomes become binary sums of outcomes. In other words, we have mapped our outcome space for each observable to \( \mathbb{Z}_2 \) (also denoted \( \mathbb{F}_2 \), the field of two elements), as is common practice in the literature (see [12], for example). The marginalizations \( \text{(D5)} \) and \( \text{(D6)} \) therefore become sums over all the joint probabilities for phase space points satisfying conditions of the form

\[ \vec{A} \cdot \vec{c} + \vec{B} \cdot \vec{g} = 1 \quad \text{(D9)} \]

where \( \vec{c}' \equiv (c'_1, \ldots, c'_N) \) and \( \vec{g}' \equiv (g'_1, g'_2, \ldots) \), and \( \vec{A}, \vec{B} \) are vectors in \( (\mathbb{Z}_2)^N, (\mathbb{Z}_2)^{|G|} \), respectively. We can now see that \( \text{(D9)} \) is the equation for a hyperplane in the phase space \( (\mathbb{Z}_2)^{N+|G|} \), so we may think of the marginal probabilities for outcomes of individual measurements as sums of the joint probabilities over such hyperplanes.

We wish to demonstrate that for any state there exists a joint probability distribution \( P \) that reproduces as marginals the correct probabilities for the outcomes of any observable in \( S \). Since each ontic state carries with it an outcome assignment to each observable in \( S \), it is easy to show that for any state, \( P \) can reproduce as marginals the correct probabilities for the outcomes of any observable in \( R \). The largest subsets of \( R \) that may be measured simultaneously are \( \{C_i\} \cup G \) for any \( i = 1, 2, \ldots, N \): let us refer to the probabilities for the joint outcomes for these as

\[ P(\{C_i\} \cup G)(c_i, g_1, g_2, \ldots), \quad \text{(D10)} \]

where the \( c_i, g_1, g_2, \ldots = \pm 1 \) label the joint outcomes. Each \( C_i \) commutes with all operators in \( G \), so for a given state we can directly determine (via Born’s rule, using the appropriate projectors, or by actual measurements if the state is physical) the probabilities \( \text{(D10)} \) (separately for each \( i \)). \( P \) will thus correctly reproduce as marginals the probabilities for the observables in \( R \) if and only if it correctly reproduces as marginals the joint outcome probabilities \( \text{(D10)} \), since these correspond to the largest simultaneously measurable subsets of \( R \).

Thus, we wish \( P \) to satisfy

\[ P(\{C_i\} \cup G)(c_i, g_1, g_2, \ldots) = \sum_{c_j=\pm 1, \forall j \neq i} P(c_1, \ldots, c_i, \ldots, c_N, g_1, g_2, \ldots) \quad \text{(D11)} \]

for each \( i = 1, 2, \ldots, N \). Since the \( C_i \) pairwise anticommute the probabilities \( P(\{C_i\} \cup G) \) and \( P(\{C_j\} \cup G) \) for any \( i \neq j \) cannot be correlated. More specifically, the product \( C_i B_i C_j B_j \) of the operators \( C_i B_i \) and \( C_j B_j \) (for \( i \neq j \) and \( B_i, B_j \) any products of operators in \( G \)) is not jointly measurable with \( C_i B_i \) and \( C_j B_j \), since none of the three commute with each other, and in general the product need not even be in \( S \). In any case, it has no bearing on the joint probabilities for \( C_i B_i \) and \( C_j B_j \); all that is required of the joint probability distribution \( P \) is that it correctly reproduce the expressions \( \text{(D11)} \), which the assignment \( \text{(D12)} \) does. Therefore, we may take the probability for the joint outcome \( P(c_1, \ldots, c_N, g_1, g_2, \ldots) \) to be proportional to the product of the probabilities \( P(\{C_i\} \cup G)(c_i, g_1, g_2, \ldots) \) over all \( i = 1, 2, \ldots, N \). Including the appropriate normalization gives an expression for the joint probabilities:

\[ \frac{P(c_1, \ldots, c_N, g_1, g_2, \ldots)}{P(G)(g_1, g_2, \ldots)} = \prod_{i=1}^N \frac{P(\{C_i\} \cup G)(c_i, g_1, g_2, \ldots)}{P(G)(g_1, g_2, \ldots)}, \quad \text{(D12)} \]

where \( P(G)(g_1, g_2, \ldots) \) denotes the probability of obtaining the joint outcome \( (g_1, g_2, \ldots) \) for the operators \( G \) (which we can also obtain via Born’s rule).

As we noted above, given any quantum state we can directly evaluate each of the probabilities on the right-hand side, since each is the probability for a joint outcome of one of the commuting sets of observables \( \{C_i\} \cup G \) (or just \( G \)). Therefore, for any quantum state, \( \text{(D12)} \) gives a joint probability distribution \( P(c_1, \ldots, c_N, g_1, g_2, \ldots) \) for the phase space points \( (c_1, \ldots, c_N, g_1, g_2, \ldots) \), that reproduces as marginals all probabilities associated to the state, for observables in \( S \).

This discussion does not provide specific methods for constructing quasi-quantized models alternative to that presented in the main text. What we have shown, however, is that epistemic states over the ontic states described in Section \( \text{II A} \) are in principle describable by measurable properties of \( S \) for any state. Thus, the door is open for broader sets of epistemic states than those allowed in our model as described in Section \( \text{II B} \). For our purposes, however, the set of epistemic states allowed in our model is sufficient.

**Appendix E: Noncontextual sub-Hamiltonians**

For the HeH Hamiltonian in [2], we performed a brute-force search over all noncontextual sub-Hamiltonians to find the one that gave the best approximation to the full Hamiltonian’s ground state energy.

For the other three Hamiltonians in Table \( \text{II} \) as described in Section \( \text{IV} \) we used a greedy heuristic to find large noncontextual sub-Hamiltonians. This “one-by-one” heuristic greedily selected terms from the full Hamiltonian, in decreasing order of weight, while the set remained noncontextual. In Tables \( \text{IIV} \) below, we list the full Hamiltonians together with the best noncontextual sub-Hamiltonians we found, as well as the diagonal terms only. We also tried greedily adding larger subsets up to subsets of size six (four, in the BeH Hamiltonian of \( \text{I} \)), as well as checking for noncontextual subsets
with certain fixed structures (by brute-force search over generating sets $\mathcal{R}$ where the anticommuting generators $C_{i,j}$ act on fixed subsets of the qubits). We found that none of the results outperformed the one-by-one greedy approach, and those that performed best simply reproduced the same noncontextual sub-Hamiltonian as the one-by-one greedy approach.

We obtained the ground state energies for the full Hamiltonians and diagonal sub-Hamiltonians by evaluating them directly using the OpenFermion software package [71]. For the noncontextual sub-Hamiltonians, we evaluated the ground state energies using our quasi-quantized model as described in Section III A and optimizing by a brute-force search over the parameter space $E$. We then checked the resulting ground state energies against those computed by OpenFermion, and found agreement to machine precision in all cases.
Diagonal terms: \{ 'II': -1.46658, 'IZ': -0.39863, 'ZI': -0.39863, 'ZZ': 0.089735 \}

Additional terms in noncontextual sub-Hamiltonian: \{ 'XX': 0.099524 \}

Diagonal terms: \{ 'III': -6.823060333, 'ZII': -0.1110098029, 'IZI': -0.5370907285, 'IIZ': -0.3127149146, 'ZZI': 0.383637914, 'ZIZ': 0.2581256772, 'IZZ': 0.2523178271 \}

Additional terms in noncontextual sub-Hamiltonian: \{ 'XXI': 0.06593809513, 'YYI': -0.06593809513 \}

Additional terms in full Hamiltonian: \{ 'IX': -0.087145, 'XI': -0.087145, 'XZ': 0.087145, 'ZX': 0.087145 \}

Minimal energy parameter setting for $R$, in noncontextual sub-Hamiltonian:

$q_1 = \langle ZZ \rangle \mapsto +1$, $q_2 = \langle XX \rangle \mapsto -1$, $r_1 = \langle XXI \rangle \mapsto -0.00000129227$, $r_2 = \langle IIZ \rangle \mapsto -0.99999999999$.

### TABLE II. HeH Hamiltonian in Peruzzo et al., 2014 [2].

Terms are displayed in the format \{Pauli operator:coefficient,...\}, i.e., as a Python dict mapping Pauli operators that appear in the Hamiltonian to their coefficients. Coefficients are given in Hartree.

### TABLE III. LiH Hamiltonian in Hempel et al., 2018 [11].

Terms are displayed in the format \{Pauli operator:coefficient,...\}, i.e., as a Python dict mapping Pauli operators that appear in the Hamiltonian to their coefficients. Coefficients are given in Hartree.

### TABLE IV. LiH Hamiltonian in Kandala et al., 2017 [10].

Terms are displayed in the format \{Pauli operator:coefficient,...\}, i.e., as a Python dict mapping Pauli operators that appear in the Hamiltonian to their coefficients. Coefficients are given in Hartree.
Diagonal terms: \{ 'ZIII\' : -0.143021, 'ZZIII' : 0.104962, 'IZIII' : -0.325651, 'IIIIZ' : 0.123367, 'ZIIZ' : 0.094064, 'ZZIIIZ' : -0.102525, 'IZIIIZ' : 0.097795, 'IZIIIZ' : 0.174763, 'ZIIIZZ' : 0.038195, 'IZIIIZ' : -0.011966, 'IIIZIIZ' : 0.009922, 'IZIIZ' : 0.123367, 'IIIZZZ' : 0.007922, 'IIIZIIZ' : 0.007016, 'IIIZZZZ' : 0.136055, 'IZIIIZ' : 0.123367, 'ZIIIZZ' : 0.038195, 'IIIZZZ' : 0.007922, 'IIIZIIZ' : 0.007016, 'IIIZZZZ' : 0.136055, 'IZIIIZ' : 0.123367, 'ZIIIZZ' : 0.038195, 'IIIZZZ' : 0.007922, 'IIIZIIZ' : 0.007016, 'IIIZZZZ' : 0.136055, 'IZIIIZ' : 0.123367, 'ZIIIZZ' : 0.038195, 'IIIZZZ' : 0.007922, \}

Additional terms in noncontextual sub-Hamiltonian: \{ 'IIIZIX' : 0.010064, 'IIIZIX' : -0.010064, 'IIIZIX' : -0.009922, 'IIIZIX' : 0.007922, 'IIIZIX' : -0.007922, 'IIIZIX' : 0.007016, 'IIIZIX' : -0.007016, \}

Additional terms in full Hamiltonian: \{ 'XZIIII' : 0.059110, 'XIIIII' : -0.059110, 'IZXIII' : 0.161019, 'IIXIII' : -0.161019, 'IIIXZI' : 0.059110, 'IIIXII' : -0.059110, 'IIIIZX' : 0.161019, 'IIIIIX' : -0.161019, 'XIXIII' : -0.038098, 'XZXIII' : -0.003300, 'XZIXZI' : 0.013745, 'XZIXII' : -0.013745, 'XIIXZI' : -0.013745, 'XIIXII' : 0.013745, 'XZIIZX' : 0.011986, 'XZIIIX' : -0.011986, 'XIIIZX' : -0.011986, 'XIIIIX' : 0.011986, 'IZXXZI' : 0.011986, 'IZXXII' : -0.011986, 'IIXXZI' : -0.011986, 'IIXXII' : 0.011986, 'IZXIZX' : 0.013836, 'IZXIIX' : -0.013836, 'IIXIIZ' : -0.013836, 'IIXIIX' : 0.013836, 'IIIXIX' : -0.038098, 'IIIXZX' : -0.003300, 'ZZXIII' : -0.002246, 'ZIXIII' : 0.002246, 'ZIIXZI' : 0.014815, 'ZIIXII' : -0.014815, 'ZZIXZI' : -0.002038, 'ZZIXII' : 0.002038, 'XIZIII' : -0.006154, 'XZZIII' : 0.006154, 'XZIZII' : -0.006154, 'XIIIIZ' : 0.006154, 'IIZXII' : -0.009922, 'IIIZZI' : 0.007922, 'IIIZZZ' : 0.007922, 'IIIZIIZ' : 0.007016, 'IIIZZZZ' : 0.007016, \}

Minimal energy parameter setting for $R$, in noncontextual sub-Hamiltonian:
$q_1 = \langle ZZZIII \rangle \mapsto -1$, $q_2 = \langle IIIIZI \rangle \mapsto +1$, $q_3 = \langle IZZIII \rangle \mapsto -1$, $q_4 = \langle ZZIII \rangle \mapsto +1$, $q_5 = \langle ZIIIIZ \rangle \mapsto +1$, $r_1 = \langle IIIIZX \rangle \mapsto -0.7522001251805058$, $r_2 = \langle IIIIIZ \rangle \mapsto 0.6589347248995392$

TABLE V. BeH$_2$ Hamiltonian in Kandala et al., 2017 [10]. Terms are displayed in the format \{Pauli operator:coefficient,...\}, i.e., as a Python dict mapping Pauli operators that appear in the Hamiltonian to their coefficients. Coefficients are given in Hartree.