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Abstract

In this paper, a new method is proposed to compute the rolling Nash equilibrium of the time-invariant nonlinear two-person zero-sum differential games. The idea is to discretize the time to transform a differential game into a sequential game with several steps, and by introducing state-value function, transform the sequential game into a recursion consisting of several normal-form games, finally, each normal-form game is solved with action abstraction and regret matching. To improve the real-time property of the proposed method, the state-value function can be kept in memory. This method can deal with the situations that the saddle point exists or does not exist, and the analyses of the existence of the saddle point can be avoided. If the saddle point does not exist, the mixed optimal control pair can be obtained. At the end of this paper, some examples are taken to illustrate the validity of the proposed method.
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1 Introduction

For the past few years, zero-sum differential game theory has been extensively used in decision making problems. Numerous method, such as gradient-based method \[1\], method based on Hamilton-Jacobi equations \[2\] \[3\], dynamic programming \[4\] \[5\] and reinforcement learning \[6\] \[7\] are proposed to obtain some form of optimality, especially, the saddle point. In most researches, the existence of the saddle point is supposed before obtaining the saddle point \[8\] \[9\] \[10\] \[11\] \[12\]. Yet the reality is that the existing conditions of the saddle point are too harsh to satisfy. Therefore, many applications of the zero-sum differential games are limited to linear systems \[13\] \[14\] \[15\]. In addition, for a zero-sum differential game, the saddle point does not exist always means that the optimal solution (Nash equilibrium solution) of the game is a mixed solution \[16\]. And the mixed optimal solution is hardly obtained once the control schemes are determined. Therefore, how to obtain the pure or mixed optimal solution without the priori
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hypothesis of the existence of the saddle point is a significant research topic. This is the motive of our research.

regret matching [17] [18] is a numerical method to compute the Nash equilibrium strategy of a normal-form game. In regret matching framework, computers may use regrets of past game choices to inform future choices through self-simulated play. In every time of self-simulated play, each player selects an action at random with a distribution that is proportional to positive regrets which indicate the level of relative losses one has experienced for not having selected the action in the past [19] [20] [21]. Over time, the average over the strategies taken in all times of self-simulated play converges to a Nash equilibrium [18].

In this paper, Combining regret matching with state-value function, we propose a new numerical method called recursive regret matching for the zero-sum differential games with infinite time horizon. In short, at time $t$, the proposed method aims to compute the optimal control policies of both players for a finite time horizon in the future: $[t, t+T]$. After being discretized in time, with the aid of state-value function, the differential game is transformed as a recursion consisting of several normal-form games, each normal-form game is solved with action abstraction and regret matching. The state-value function can be stored in memory to improve the real-time property. In addition, this method is effective both for the situations that the saddle point exists or does not exist. For the former situation, the analyses of the existence of the saddle point are unnecessary. For the latter situation, the mixed optimal control policy can be obtained. Furthermore, the proposed method has a high real-time property, it can generate the optimal control input according the system state in short time. And compared to the existing researches, our method has fewer requirements for the form of the dynamic system.

The remainder of this paper is organized as follows. Section II presents a description of the problem. Section III gives the detailed steps of our method. Some numerical examples are given in Section IV. The results are summarized in Section V.

2 Problem Formulation

Consider the following two-person zero-sum differential game with infinite time horizon. The system is described by the following continuous-time nonlinear equation:

$$\dot{x} = f(x, a, b)$$

where $x \in \mathbb{R}^n$, $a \in \mathcal{A} \subset \mathbb{R}^{m_1}$ is the input for player I, $b \in \mathcal{B} \subset \mathbb{R}^{m_2}$ is the input for player II, $f(\ldots)$ is a smooth function. Let $\mathcal{A}^{t_1}_{t_0}$ and $\mathcal{B}^{t_1}_{t_0}$ denote the set of functions from the interval $[t_0, t_1]$ to $\mathcal{A}$ and $\mathcal{B}$ respectively. Then, given the initial state $x_0$ and the inputs $a(\cdot) \in \mathcal{A}^{t_1}_{t_0}$ and $b(\cdot) \in \mathcal{B}^{t_1}_{t_0}$, the evolution of system (1) is represented as $\phi^{t_1}_{t_0}(., x_0, a(\cdot), b(\cdot)) : [t_0, t_1] \rightarrow \mathbb{R}^n$ and $\phi^{t_1}_{t_0}(t_0, x_0, a(\cdot), b(\cdot)) = x_0$. The performance index function over the time interval $[t_0, t_1]$ is

$$J(x_0, t_0, t_1, a(\cdot), b(\cdot)) = \int_{t_0}^{t_1} l(\phi^{t_1}_{t_0}(t, x_0, a(\cdot), b(\cdot)), a(t), b(t)) \, dt$$

where $l(\ldots)$ is a smooth function, represents the running payoff. Suppose $a(\cdot)$ is chosen to maximize the performance index $J(x_0, 0, \infty, a(\cdot), b(\cdot))$ while $b(\cdot)$ is chosen to minimize it.

Due to the difficulties of computing the optimal control policies for an infinite time horizon, the rolling optimization is adopted in this paper [22]. Briefly, the basic idea is, at any time $t$, to design ”open-loop Nash equilibrium control inputs” within a moving time frame located at time $t$, regarding $x(t)$ as the initial condition of a state trajectory $\hat{x}(\cdot, x(t), \hat{a}(\cdot), \hat{b}(\cdot))$, where $\hat{a}(\cdot) \in \mathcal{A}^{T}_{t_0}$, $\hat{b}(\cdot) \in \mathcal{B}^{T}_{t_0}$, $T$ is the predictive period. To distinguish them from the real variables, the hatted variables are defined as the variables in
the moving time frame. The actual control inputs $a(t)$ and $b(t)$ are given by the initial value of the optimal control inputs $\hat{\alpha}(\cdot)$ and $\hat{b}(\cdot)$. That is

$$a(t) = \hat{\alpha}(\tau), \quad b(t) = \hat{b}(\tau) \quad \text{when} \quad \tau = 0$$

(3)

Let the upper and lower state-value functions in the moving time frame with predictive period $T$ be defined as

$$\hat{V}^u_T(x_0) = \min_{b \in \mathcal{A}^T_b} \max_{\hat{a} \in \mathcal{A}^T_b} J(x_0, 0, T, \hat{a}(\cdot), \hat{b}(\cdot))$$

$$\hat{V}^l_T(x_0) = \max_{\hat{a} \in \mathcal{A}^T_a} \min_{b \in \mathcal{A}^T_a} J(x_0, 0, T, \hat{a}(\cdot), \hat{b}(\cdot))$$

(4)

respectively. Obviously, $\hat{V}^u_T(x_0) \geq \hat{V}^l_T(x_0)$ [23] [24].

If $\hat{V}^u_T(x_0) = \hat{V}^l_T(x_0)$ holds for any $x_0 \in \mathbb{R}^n$, we say that the saddle point exists and the corresponding optimal (Nash equilibrium) control pair is a deterministic solution denoted by $(\hat{\alpha}(\cdot), \hat{b}(\cdot))$. That means under the optimal control policy, both players choose a single action with probability 1 at any state and time.

If the saddle point does not exist, things will get complicated. The optimal control pair is no longer a deterministic solution but a mixed solution. That means under the optimal control pair, both players have at least two actions that are played with positive probability at some states and time. The goal of this paper is to find the optimal control pair in the moving time frame for the situations that the saddle point exists or does not exist.

3 Method Details

3.1 The upper and lower state-value functions

Firstly, we introduce the method to compute the upper and lower state-value functions. Due to the Markov property [25] [26],

$$\hat{V}^u_T(x_0) = \min_{b \in \mathcal{A}^T_b} \max_{a \in \mathcal{A}^T_a} \left[ J(x_0, 0, \tau, a(\cdot), b(\cdot)) + \min_{\hat{a} \in \mathcal{A}^T_a} \max_{a' \in \mathcal{A}^T_a} J(x'_0, \tau, T, a', b(\cdot)) \right]$$

$$= \min_{b \in \mathcal{A}^T_b} \max_{a \in \mathcal{A}^T_a} \left[ J(x_0, 0, \tau, a(\cdot), b(\cdot)) + \hat{V}^u_{T-\tau}(x'_0) \right] \hat{V}^l_T(x_0)$$

(5)

$$= \max_{a \in \mathcal{A}^T_a} \min_{b \in \mathcal{A}^T_b} \left[ J(x_0, 0, \tau, a(\cdot), b(\cdot)) + \max_{a' \in \mathcal{A}^T_a} \min_{b' \in \mathcal{A}^T_b} J(x'_0, \tau, T, a', b', b(\cdot)) \right]$$

Here, $x'_0 = \phi_0(\tau, x_0, a(\cdot), b(\cdot))$ and $0 < \tau < T$. We discretize the time into $h$ intervals with size $\Delta t = \frac{T}{n}$. If $\Delta t$ is small enough, $a(\cdot)$ and $b(\cdot)$ can be regarded as a constant in interval $(k\Delta t, (k+1)\Delta t)$, and the system (1) can be converted into the discretized form:

$$x(t + \Delta t) = x(t) + f(x(t), a(t), b(t))\Delta t = F(x(t), a(t), b(t))$$

3
Then
\[
\hat{V}_\Delta^u(x_0) = \min_{b \in B} \max_{a \in A} l(x_0, a, b) \Delta t
\]
\[
\hat{V}_\Delta^l(x_0) = \max_{a \in A} \min_{b \in B} l(x_0, a, b) \Delta t
\]
(6)

\[
\hat{V}_{\Delta t}^u(x_0) = \min_{b \in B} \max_{a \in A} \left[ l(x_0, a, b) \Delta t + \hat{V}_{\Delta t}^{(k-1)}(F(x_0, a, b)) \right]
\]
\[
\hat{V}_{\Delta t}^l(x_0) = \max_{a \in A} \min_{b \in B} \left[ l(x_0, a, b) \Delta t + \hat{V}_{\Delta t}^{(k-1)}(F(x_0, a, b)) \right]
\]

Equation (7) reveals a recursive form of the upper and lower state-value functions. With the aid of interpolation, we can obtain the upper and lower state-value functions, \(\hat{V}_{\Delta t}^u()\) and \(\hat{V}_{\Delta t}^l()\) for \(m = 1, 2, \ldots\), via \(m\)-step recursion. see Algorithm 1 (For the sake of brevity, we assume that system (1) is two-dimensional, and denote the system state as \(x = (\alpha, \beta)^T\). In Algorithm 1, \(\hat{V}()\) is a linear interpolation function using array \(V\) (the interpolation method used in this paper is shown in Appendix), and \(x' = F(x, a, b)\). \(\hat{V}_T^u()\) and \(\hat{V}_T^l()\) can be obtained with input \(m = h\).

\textbf{Algorithm 1} Computation of upper and lower state-value functions

1: \textbf{Input}: Recursion number \(m\);
2: Select a proper rectangular computational domain \(\Omega = [\alpha_1, \alpha_\alpha] \times [\beta_1, \beta_\beta]\) (In engineering practice, we can make a rough analysis about the system possible state to determine the computational domain);
3: Discretize \(\Omega\) into a \(N_\alpha \times N_\beta\) Cartesian grid structure;
4: Let \(V\) and \(V'\) be two \(N_\alpha \times N_\beta\) arrays and initialize them to \(0\);
5: for \(k = 1, \ldots, m\) do
6: for \(i_\alpha = 0, \ldots, N_\alpha - 1\) do
7: for \(i_\beta = 0, \ldots, N_\beta - 1\) do
8: \(x \leftarrow \left( \alpha_l + \frac{\alpha_\alpha - \alpha_l}{N_\alpha - 1} i_\alpha, \beta_l + \frac{\beta_\beta - \beta_l}{N_\beta - 1} i_\beta \right)^T\);
9: \(V'[i_\alpha][i_\beta] \leftarrow \begin{cases} \min_{b \in B} \max_{a \in A} \left[ l(x, a, b) \Delta t + \hat{V}(x') \right], & \text{for upper state-value function} \\ \max_{a \in A} \min_{b \in B} \left[ l(x, a, b) \Delta t + \hat{V}(x') \right], & \text{for lower state-value function} \end{cases}
\]
10: \end for
11: \end for
12: Copy \(V'\) to \(V\);
13: \end for
14: Return \(\hat{V}()\);

3.2 Nash equilibrium state-value function

To take the situations that the saddle point dose not exist into consideration, we introduce some notations:

- \(\mathcal{D}_A\) and \(\mathcal{D}_B\) represent the sets of probability distributions on \(A\) and \(B\) respectively.
- \(\hat{A}(\cdot) : [0, T] \rightarrow \mathcal{D}_A\) and \(\hat{B}(\cdot) : [0, T] \rightarrow \mathcal{D}_B\) represent the players’ mixed control inputs in the moving time frame. Specifically, \(\hat{A}(t, \cdot)\) and \(\hat{B}(t, \cdot)\) are the probability distributions of the actions taken by player I and II at time \(t\). \(\hat{A}(t, a)\) is the probability of player I choosing action \(a\) at time \(t\) and \(\hat{B}(t, b)\) is the probability of player II choosing action \(b\) at time \(t\).
Then state-value function in the moving time frame under $\hat{A}(.,.)$ and $\hat{B}(.,.)$ can be expressed as

$$
\hat{V}_T(x_0, \hat{A}(.,.), \hat{B}(.,.)) = \mathbb{E} \left[ \int_0^T l(x(t), a(t), b(t)) dt \bigg| a(t) \sim \hat{A}(t, .), b(t) \sim \hat{A}(t, .), x(0) = x_0 \right]
$$

(7)

\[\text{Squently, the Nash equilibrium control input distribution pair } \left( \hat{A}^*(.,.), \hat{B}^*(.,.) \right) \text{ satisfy [27][28]}
\]

$$
\hat{A}^*(.,.) = \arg \max_{\hat{A}} \hat{V}_T(x_0, \hat{A}(.,.), \hat{B}^*(.,.))
$$

$$
\hat{B}^*(.,.) = \arg \min_{\hat{B}} \hat{V}_T(x_0, \hat{A}^*(.,.), \hat{B}(.,.))
$$

(8)

And the the Nash equilibrium state-value function in the moving time frame under Nash equilibrium control inputs is defined as

$$
\hat{V}_T^*(x_0) = \hat{V}_T(x_0, \hat{A}^*(.,.), \hat{B}^*(.,.))
$$

(9)

Based on Equation (8), we introduce the method to compute the state-value function in the moving time frame under Nash equilibrium control inputs. In order to differentiate it from the upper and lower state-value functions, we introduce an operator $\mathcal{N}$ which act on a state-value function and return the Nash equilibrium state-value function. Mathematically, the Nash equilibrium state-value function is

$$
\hat{V}_T^*(x_0) = \mathcal{N}_{\hat{A}, \hat{B}} \hat{V}_T(x_0, \hat{A}(.,.), \hat{B}(.,.))
$$

(10)

Similarly as Equation (5), for any $\tau \in (0, T)$, we have:

$$
\hat{V}_T^*(x_0) = \mathcal{N}_{\hat{A}, \hat{B}} \mathbb{E} \left\{ \left[ \int_0^\tau l(x(t), a(t), b(t)) dt \bigg| a(t) \sim \hat{A}(t, .), b(t) \sim \hat{A}(t, .), x(0) = x_0 \right] + \right.
$$

$$
\left. \mathcal{N}_{\hat{A}, \hat{B}} \mathbb{E} \left[ \int_\tau^T l(x(t), a'(t), b'(t)) dt \bigg| a'(t) \sim \hat{A}'(t, .), b'(t) \sim \hat{B}'(t, .), x(\tau) \sim \mathcal{X}_0^\tau \left( x_0, \hat{A}, \hat{B}, . \right) \right] \right\}
$$

$$
= \mathcal{N}_{\hat{A}, \hat{B}} \mathbb{E} \left\{ \left[ \int_0^\tau l(x(t), a(t), b(t)) dt \bigg| a(t) \sim \hat{A}(t, .), b(t) \sim \hat{B}(t, .), x(0) = x_0 \right] + \right.
$$

$$
\left. \mathbb{E} \left[ V_{T-\tau}^*(x(\tau)) \bigg| x(\tau) \sim \mathcal{X}_0^\tau \left( x_0, \hat{A}, \hat{B}, . \right) \right] \right\}
$$

(11)

where $\mathcal{X}_0^\tau \left( x_0, \hat{A}, \hat{B}, . \right)$ is a probability distribution, and $\mathcal{X}_0^\tau \left( x_0, S_0^\tau, T_0^\tau, x_1 \right)$ is the probability of system state transition from $x_0$ to $x_1$ under control inputs $\hat{A}(.,.)$ and $\hat{B}(.,.)$ over time interval $[0, \tau]$.

Similarly as Equation (7), with a small enough $\Delta t$, the follows hold:

$$
\hat{V}_{\Delta t}^*(x_0) = \mathcal{N}_{d_1 \in \mathcal{D}_A, d_2 \in \mathcal{D}_B} \mathbb{E} \left[ l(x_0, a, b) \Delta t \bigg| a \sim d_1, b \sim d_2 \right]
$$

$$
\hat{V}_{k \Delta t}^*(x_0) = \mathcal{N}_{d_1 \in \mathcal{D}_A, d_2 \in \mathcal{D}_B} \mathbb{E} \left[ l(x_0, a, b) \Delta t + \hat{V}_{(k-1) \Delta t}^* \left( F(x_0, a, b) \right) \bigg| a \sim d_1, b \sim d_2 \right]
$$

(12)
See Fig. 1 for the visual descriptions of Equation (13).

Figure 1: (a) To compute $\hat{V}_T^*(x_0)$, we need to traverse the entire game tree, then $\hat{V}_T^*(x_0) = N_{d_0^1, d_0^2, ..., d_{h-1}^1, d_{h-1}^2} \{ l(x_0, a_0, b_0) + l(x(\Delta t), a_1, b_1) + ... + l((h-1)\Delta t, a_{h-1}, b_{h-1}) | a_0 \sim d_0^1, ..., a_{h-1} \sim d_{h-1}^1, b_0 \sim d_0^2, ..., b_{h-1} \sim d_{h-1}^2 \}$. (b) Given the state-value function $\hat{V}_T^*(x_0)$, $\hat{V}_T^*(x_0) = N_{d_0^1, d_0^2, ..., d_{h-1}^1, d_{h-1}^2} \{ l(x_0, a_0, b_0) \Delta t + \hat{V}_T^*((h-1)\Delta t)(x(\Delta t)) | a_0 \sim d_0^1, b_0 \sim d_0^2 \}$. (c) For any $k \in \{1, ..., h\}$, we can obtain $\hat{V}_{(h-k)\Delta t}(\cdot)$ via recursion: $\hat{V}_{(h-k)\Delta t}(x_0) = N_{d_0^1, d_0^2} \{ l(x_0, a_k, b_k) \Delta t + \hat{V}_{(h-k-1)\Delta t}(x(\Delta t)) | a_k \sim d_k^1, b_k \sim d_k^2 \}$.

According to Equation (13), for any $m = 1, 2, ..., \hat{V}_{m\Delta t}^*(\cdot)$ can be obtained by $m$-step recursion. There are infinite elements in set $A$ and $B$, thus, both players have infinite actions to be taken. However, traversing the entire $A$ and $B$ is impossible. Fortunately, many of those actions are very similar, we can just consider two sets of finite elements that distribute evenly in $A$ and $B$ instead of the entire ones. This is referred to as action abstraction [29] [30]. We represent the action abstractions of $A$ and $B$ as $\bar{A}$ and $\bar{B}$ respectively and denote the $i$th element in $A$ and $B$ as $\bar{A}[i]$ and $\bar{B}[i]$ respectively.

Given the state-value function $\hat{V}_{(h-1)\Delta t}(\cdot)$ and the the action abstractions $\bar{A}$ and $\bar{B}$, the second equation in (13) can be translated into a normal-form game: Construct a $N_a \times N_b$ game matrix $\hat{G}_k$ ($N_a$ and $N_b$ are the numbers of elements in $\bar{A}$ and $\bar{B}$), where each dimension has rows/columns corresponding to a single player’s actions [31]. By convention, the row player is player $I$ and the column player is player $II$, and fill the entry in row $i$ column $j$ with

$$
\hat{G}_k[i][j] = l(x_0, \bar{A}[i], \bar{B}[j]) \Delta t + \hat{V}^*_{(k-1)\Delta t}(F(x_0, \bar{A}[i], \bar{B}[j])) \tag{13}
$$

A part of the game matrix $\hat{G}_k$ is shown in Fig. 2.
Then the regret matching can be adopted to compute the Nash equilibrium strategies, \( d^*_1 \in \mathcal{D}_A \) and \( d^*_2 \in \mathcal{D}_B \), for both players. Then, to compute \( \hat{V}^*_k(x_0) \), sum over each action pair, the product of each player’s probability of playing their action in the action pair, times the value in the corresponding entry:

\[
\hat{V}^*_k(x_0) = \sum_{i=1}^{N_A} \sum_{j=1}^{N_B} \hat{d}^*_1(i) \hat{d}^*_2(j) \hat{G}_k(i,j)
\]

Squently, making a little change on Algorithm 1, we can obtain an approximation of the Nash equilibrium state-value function \( \hat{V}^*_m(x) \) for \( m = 1, 2, \ldots \), see Algorithm 2 (with input \( m = h \), we can obtain \( \hat{V}^*_T(x) \)).

### 3.3 Control policy

At time \( t \), the actual optimal control inputs should be sampled from the initial distributions of \( \hat{A}^*(0,.) \) and \( \hat{B}^*(0,.) \), that is

\[
a(t) \sim \hat{A}^*(0,.) , b(t) \sim \hat{B}^*(0,.)
\]

where

\[
(\hat{A}^*(.,.), \hat{B}^*(.,.)) = \arg_{\hat{A}, \hat{B}} \max \hat{V}^*_T(x(t), \hat{A}(.,.), \hat{B}(.,.))
\]

According to Equation (13), with a small enough \( \Delta t \),

\[
(\hat{A}^*(0,.) , \hat{B}^*(0,.) ) = \arg_{d_1 \in \mathcal{D}_A, d_2 \in \mathcal{D}_B} \max \mathbb{E} \left[ l(x(t), a, b) \Delta t + \hat{V}^*_{(h-1)\Delta t} (F(x(t), a, b) \big| a \sim d_1, b \sim d_2) \right]
\]

holds. Therefore, given the state-value function \( \hat{V}^*_m(x) \) generated by Algorithm 2 with \( m = h - 1 \),

\[
\hat{A}^*(0,.) = d^*_1 \quad \text{and} \quad \hat{B}^*(0,.) = d^*_2,
\]

where \( G \) is a game matrix, and

\[
G[i][j] = l(x(t), \hat{A}[i], \hat{B}[j]) \Delta t + \hat{V}^*_{(h-1)\Delta t} (F(x(t), \hat{A}[i], \hat{B}[j]))
\]

In the question of on-line control, the state-value function \( \hat{V}^*_{(h-1)\Delta t}(.) \) can be held in memory. Then construct a game matrix \( G \) and fill it using Equation (19). Finally, the Nash equilibrium strategy pair \((d^*_1, d^*_2)\) can be obtained via regret matching. Under the Nash equilibrium, no player can increase its
Algorithm 2 Computation of Nash equilibrium state-value function

1: **Input**: Recursion number $m$;
2: Select a proper rectangular computational domain $\Omega = [\alpha_l, \alpha_u] \times [\beta_l, \beta_u]$;
3: Discretize $\Omega$ into a $N_\alpha \times N_\beta$ Cartesian grid structure;
4: Let $V$ and $V'$ be two $N_\alpha \times N_\beta$ arrays and initialize them to 0;
5: for $k \leftarrow 1, ..., m$ do
6:   for $i_\alpha \leftarrow 0, ..., N_\alpha - 1$ do
7:      for $i_\beta \leftarrow 0, ..., N_\beta - 1$ do
8:         $x \leftarrow \left(\alpha_l + \frac{\alpha_u - \alpha_l}{N_\alpha - 1} i_\alpha \beta_l + \frac{\beta_u - \beta_l}{N_\beta - 1} i_\beta\right)^T$;
9:         Construct a $N_\alpha \times N_\beta$ game matrix $\hat{G}_k$;
10:        for $i \leftarrow 1, ..., N_a$ do
11:           for $j \leftarrow 1, ..., N_b$ do
12:              $a \leftarrow \bar{A}[i]$;
13:              $b \leftarrow \bar{B}[j]$;
14:              $x' = F(x, a, b)$;
15:              $\hat{G}_k[i][j] \leftarrow l(x, a, b) \Delta t + \hat{V}(x')$;
16:           end for
17:        end for
18:        Use regret matching to compute $d_{1k}^*(.)$ and $d_{2k}^*(.)$;
19:     end for
20:   end for
21: end for
22: Copy $V'$ to $V$;
23: end for
24: Return $\hat{V}(.)$;

own expected payoff (the performance index in the moving time frame for player I and the minus of it for player II) by changing only their own strategy, therefore, each player just needs to choose its own action according to its ow Nash equilibrium strategy and does not need to focus on the action taken by its opponent. Take player I as an example, its control block diagram is shown in Fig. 3.
4 Numerical Examples

The dynamics of the benchmark nonlinear plant can be expressed by

\[
\dot{x} = \begin{bmatrix}
\dot{\alpha} \\
\dot{\beta}
\end{bmatrix} = \begin{bmatrix}
-(\alpha + \beta + a)^3 \\
-(\beta - \alpha + b)^3
\end{bmatrix} = f(x, a, b) \tag{19}
\]

where \(a \in A = [-1, 1], b \in B = [-1, 1]\).

4.1 Example 1

The running payoff function is expressed as:

\[
l(x, a, b) = 1 + \alpha^2 - \beta^2 - a^2 + b^2 \tag{20}\]

The time step size is set as \(\Delta t = 0.02\). The computational domain is set as \(\Omega = [-1, 1] \times [-1, 1]\). We discretize \(\Omega\) into a 257 \times 257 Cartesian grid structure. And the action abstractions are

\[
\bar{A} = \bar{B} = \{-1 + 0.05i|i = 0, ..., 40\} \tag{21}
\]

4.1.1 Computation of state-value functions

Given a \(T\), the upper and lower state-value functions \(V^u_T(.)\) and \(V^l_T(.)\) can be approximated via Algorithm 1. And the Nash equilibrium state-value function \(V^*_T(.)\) can be approximated via Algorithm 2. Fig. 4 shows \(V^u_T(.)\), \(V^l_T(.)\) and \(V^*_T(.)\) under \(T = 1\) (in Algorithm 1 and Algorithm 2, input \(m = 50\)). It can be seen that \(V^*_T(.) = V^u_T(.)\), that means the saddle point exists. Therefore, as expected, \(V^*_T(.) = V^l_T(.) = V^*_T(.)\). We show the optimal actual control inputs and game matrix at states \((0.5, 0.5)^T\) and \((0.3, 0.8)^T\) with \(V^*_T(.)\) kept in memory, see Fig. 5. As expected, both players choose a single action with probability 1.
Figure 4: The upper, lower and Nash equilibrium state-value functions under $T = 1$. 
4.1.2 Battle between different control policies

To demonstrate the effectiveness of our method, some battles between different control policies are simulated. These optional control policies include our method and the control policies with the existence hypothesis of saddle points. The later can be categorized into two types:

- The Min-max type: This type aims to find the optimal control input corresponding to the upper state-value function.
- The Max-min type: This type aims to find the optimal control input corresponding to the lower state-value function.

The rolling optimization with predictive period $T = 1$ are adopted in all the control policies. When a player take our method, the state-value function $\hat{V}_{0.98}(\cdot)$ computed by Algorithm 2 (input $m = 49$) is kept in its memory. For each control policy pair, we take 100 simulations with random initial states and the average value of these simulations’ cumulative payoff is calculated. The duration of these simulations are set as 10. The process of a battle between two control policies is shown in Fig. 6.
The battle results are shown in Table 1. It can be seen that the values in different entries of Table 1 have no significant difference, this happened due to the existence of the saddle point, the control inputs generated by these three control policies are same.

| Player II’s control policy | Min-max type | Max-min type | Our method |
|----------------------------|--------------|--------------|------------|
| Player I’s control policy  | 10.03673     | 10.03351     | 10.03608   |
| Min-max type               | 10.0347      | 10.0284      | 10.0306    |
| Max-min type               | 10.0293      | 10.0325      | 10.0289    |

4.2 Example 2

In this example, the running payoff function is changed as

\[ l(x, a, b) = 1 + 10 \sin(4ab) + \alpha^2 - \beta^2 \]  

All other settings are the same as the ones in Example 1.

4.2.1 Computation of state-value functions

The upper and lower state-value functions under predictive period \( T = 1 \)s are shown in Fig. 7(a) and (b). It can be seen that \( V^u_i(\cdot) \neq V^l_i(\cdot) \), that means the saddle point does not exist, we can only use Algorithm 2 to compute the Nash equilibrium state-value function, see Fig. 7(c). In order to visually display the mixed optimal actual control inputs, we show the optimal actual control inputs and game
matrix at states $(0.2, -0.2)^T$ and $(0.3, 0.35)^T$ with $V^*_1(.)$ kept in memory, see Fig. 8. Since the saddle point dose not exist, both players have many actions that are played with positive probability.

Figure 7: The upper, lower and Nash equilibrium state-value functions under $T = 1$. 
Figure 8: At state \((0.2, -0.2)^T\) and \((0.3, 0.35)^T\), both players have many actions that are played with positive probability. The values in different entries of the game matrix are expressed as different colors.

### 4.2.2 Battle between different strategies

In this example, we also simulate some battles between different control policies. The settings are the same as the ones in Example 1. The simulation results are shown in Table 2. Table 2 shows that, the values in different entries have significant difference. For player II, compared to other control policies, our method is a dominant control policy. That is, for player II, choosing our method always gives a better outcome than choosing other control policies, no matter what player I do. For player I, the best control policy is our method when player II chooses our method as its control policy.

| Player II’s control policy | Min-max type | Max-min type | Our method |
|---------------------------|--------------|--------------|------------|
| Player I’s control policy |              |              |            |
| Min-max type              | 16.7026      | 15.23        | 7.5577     |
| Max-min type              | 10.4195      | 11.5609      | 8.1819     |
| Our method                | 11.6277      | 11.7377      | 8.5097     |

Table 2: Battle results of Example 2.
5 Conclusions

In this paper, a method is developed to solve the rolling Nash equilibrium of zero-sum differential games. The first step is discretize time into several intervals with small size. Then, with the aid of state-value function, the differential game is translated into a recursion consisting of normal-form game, and based on the action abstraction and regret matching the Nash equilibrium of each normal-form game can be obtained. When use our method to deal with a on-line control problem, the state-value function can be stored in memory to improve the real-time property. This method is effective for both the situations that the saddle point exists or does not exist. The analysis of existence of the saddle point are avoided. For the situation that the saddle point exists, our method can give the pure control policy. For the situation that the saddle point does not exist, our method can give the probability distribution of the mixed control policy. In order to improve the accuracy and reduce the grid quantity, possible future developments will address a more advanced interpolation method instead of the linear interpolation described here.
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Appendix

In this section, we introduce the linear interpolation applied in this paper. Let $x_0$ denote a system state, and $x_1, x_2, x_3$ are the three nearest grid points around $x_0$. These three grid points can constitute a right triangle cell. The coordinate of $x_i$ is denoted as $(\alpha_i, \beta_i)$. According to the nearest grid point of $x_0$, the interpolation can be divided into four cases, see Fig. 9. Let $V_i$ denote the state-value of point $x_i$ (the state-value of the grid points are stored in the two-dimensional array $V$). The goal of interpolation is to estimate $V_0$. 
The explanations of the symbols in Fig. 9 are as following:

\[ \delta \alpha = \alpha_2 - \alpha_1, \delta \beta = \beta_3 - \beta_1 \] (23)

Then

\[ V_0 = \frac{V_2 - V_1}{\delta \alpha} (\alpha_0 - \alpha_1) + \frac{V_3 - V_1}{\delta \beta} (\beta_0 - \beta_1) + V_1 \] (24)
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