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Abstract—In this paper we construct a trajectory tracking controller for a quadrotor system by finding a coordinate change which transforms the quadrotor’s vector field into that of a thrust propelled system. In a thrust propelled system, the goal is to stabilize its position around the origin, while the system is actuated by a one dimensional acceleration/thrust along a direction vector, by a time-varying gravity, and by the angular acceleration of the direction vector. For this system, a solution has been proposed in [1] based on the implicit knowledge of a bounded controller for a double integrator system, and on the implicit knowledge of a Lyapunov function that guarantees the origin is asymptotically stable for the double integrator controlled by the bounded controller. In this paper, we present two alternative bounded controllers for a double integrator system, and corresponding Lyapunov functions.

I. INTRODUCTION

Many controllers for trajectory tracking of aerial vehicles have been proposed. Controllers based on a linearized model around the hover condition have been successfully deployed, but their applicability is limited to trajectories where the flight envelop remains in small angles [2], [3]. Controllers based on an inner and outer loop strategy have also been successfully applied, where the inner loop is responsible for attitude control loop, while the outer loop is responsible for the position control [4]. The quadrotor dynamics depend on the vehicle’s rotation matrix, most control strategies also provide a control law for the space corresponding to the yaw motion. Different parameterizations for the vehicle’s rotation matrix have also been used, such as euler angles [4], and unit quaternions [5], [6]. Controllers that guarantee trajectory tracking for all initial conditions, can also be found [6].

II. MODELING

A sketch of a simplified model of a quadrotor is presented in Fig. 1

We denote \( \mathbf{p} \in \mathbb{R}^3 \) as the quadrotor’s positions, \( \mathbf{v}(t) := \dot{\mathbf{p}}(t) \) as the quadrotor’s velocity, and \( m \in \mathbb{R}_{>0} \) as the quadrotor’s mass. Also we denote \( \mathcal{R} \in SO(3) \) as the quadrotor’s rotation matrix, \( \mathbf{r}_3 := \mathcal{R}\mathbf{e}_3 \in \mathbb{R}^3 \) as the quadrotor’s direction where thrust is provided, and \( J = J^T \in \mathbb{R}^{3 \times 3} \) as the quadrotor matrix of inertia. Finally, we denote \( T \in \mathbb{R} \) as the quadrotor’s thrust, \( \tau \in \mathbb{R}^3 \) as the quadrotor’s torque, where \( T, \tau \) and \( \tau_n \) are all assumed to be a control inputs.

The system quadrotor and load is evolves according with the dynamics

\[
\begin{align*}
\dot{\mathbf{p}}(t) &= k_T T(t) \mathbf{r}_s(t) - m g \mathbf{e}_3, \\
\dot{\mathcal{R}}(t) &= \mathcal{R}(t) \mathcal{S} (\omega(t)), \\
J \dot{\omega}(t) &= -\mathcal{S} (\omega(t)) J \omega(t) + \tau(t)
\end{align*}
\]

where \( k_T \in \mathbb{R}_{>0} \) is a constant gain.

Problem 1: Given the system (\( I)-(3) \), with known \( k_T \), and a desired load trajectory \( \mathbf{p}^d(t) \in C^1(\mathbb{R}_{\geq0}) \), design \( T : \mathbb{R}_{\geq0} \mapsto \mathbb{R} \) and \( \tau : \mathbb{R}_{\geq0} \mapsto \mathbb{R}^3 \) such that \( \lim_{t \to \infty} (\mathbf{p}_L(t) - \mathbf{p}_L^d(t)) = 0 \).

III. KNOWN \( k_T \)

It is easy to verify that the system \( I)-(2) \) is flat with respect to the output \( y = \mathbf{p}(t) \).

Let us also now define the variables

\[
\begin{align*}
\mathbf{p}(t) &:= \mathbf{p}(t) - \mathbf{p}_L^d(t) \quad (4) \\
\mathbf{v}(t) &:= \dot{\mathbf{p}}(t) - \mathbf{v}_L^d(t) \quad (5) \\
\mathbf{g}(t) &:= g \mathbf{e}_3 + \mathbf{p}_L^d(t) \quad (6) \\
\mathbf{r}_3(t) &:= \mathcal{R}(t) \mathbf{e}_3 \quad (7) \\
\omega_3(t) &:= \Pi (\mathbf{r}_3(t)) \mathcal{R}(t) \omega(t) \quad (8)
\end{align*}
\]

where we emphasize that, by construction, \( \omega_3^T(t) \mathbf{r}_3^T(t) = 0 \) for all \( t \in \mathbb{R} \). We also denote

\[
\mathbf{x}^T := \left[ \begin{array}{cccc}
\mathbf{x}^T & \omega_3^T \\
\end{array} \right] := \left[ \begin{array}{ccc}
\mathbf{p}^T & \mathbf{v}^T & \mathbf{r}_3^T & \omega_3^T
\end{array} \right] \quad (9)
\]

The goal of Problem [1] is then equivalent to \( \lim_{t \to \infty} \mathbf{p}(t) = 0 \) and \( \lim_{t \to \infty} (\mathbf{n}(t) - \mathbf{n}^d(t)) = 0 \).

For reasons that will be apparent later, we choose \( T(t) \) and \( \tau(t) \) as

\[
\begin{align*}
T(t) &= \frac{m}{k_T} a(t) \quad (10) \\
\tau(t) &= \mathcal{S} (\omega(t)) J \omega(t) + \mathcal{J} \mathbf{e}_3 \tau_n(t) \quad (11) \\
&= \mathcal{J} \mathcal{S} (\mathbf{e}_3) (\mathcal{R}^T(t) \alpha(t) - \omega(t)(\mathbf{e}_3^T \omega(t))) \quad (12)
\end{align*}
\]
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where $a(t)$ and $\alpha(t)$ are to be designed later (and $\tau(t)$ is a degree of freedom that can be used to accomplish other goals). From (12), it follows that (3) becomes

$$\dot{\omega}(t) = S(e_3)(R^T(t)\alpha(t) - \omega(t)(e_3 \cdot \omega(t))) + e_3 \tau_3(t).$$

(13)

Also, note that $\dot{r}_3(t) = S(R(t)\omega(t))r_3(t) = S(\Pi(r_3)R(t)\omega(t))r_3(t) = S(\omega(t))r_3(t)$ and therefore (for brevity, we omit the time dependencies below)

$$\dot{\omega} = \Pi(r_3)(R\dot{\omega} + R\omega)$$

(14)

$$- (\dot{r}_3^T + r_3^T)R\omega$$

(15)

$$= \Pi(r_3)(S(r_3)(\alpha - R\omega(e_3 \cdot \omega)) + r_3\tau_3)$$

(16)

$$= S(r_3)\alpha - R\omega(r_3^T)R\omega$$

(17)

$$= S(r_3)\alpha$$

(18)

If (10) and (12) are chosen, then

$$\dot{p}(t) = V_3(t)$$

(21)

$$\dot{v}(t) = a(t)n(t) - g(t)$$

(22)

$$\dot{r}_3(t) = S(\omega(t))r_3(t)$$

(23)

$$\dot{\omega}_3 = S(\omega(t))\alpha(t)$$

(24)

We can then write the dynamics of $x(t)$ as $\dot{x}(t) = f(t, x(t), a(t), \alpha(t))$, where

$$f(t, x, a, \alpha) := \begin{bmatrix} v \\ Sr_3 - g(t) \\ S(\omega_3)r_3 \\ S(r_3)\alpha \end{bmatrix}$$

(25)

The vector field $f_3(t, x, a, \alpha)$ is that of a vector thrusted system, and a general solution that guarantees $\lim_{t \to \infty} p(t) = 0$ for $\dot{x}(t) = f_3(t, x(t), a(t), \alpha(t))$ can be found in [1].

In [], we can find functions $T_{cl}(t, "x")$ and $\tau_{cl}(t, x)$ such that if $\dot{x}(t) = f_3(t, x(t), a(t), \alpha(t))$ where

$$f_3^d(t, x) := f_3(t, x, T_{cl}(t, x), \tau_{cl}(t, x))$$

(26)

it follows that $\lim_{t \to \infty} p(t) = 0$. Also, for

$$V_3(t, x) = V_3(p, v) + V_3(\xi(t, \bar{x})) + V_3(\bar{\omega}(e_3(t, x)),$$

(27)

the following is satisfied

$$\frac{\partial V_3(t, x)}{\partial p} + \frac{\partial V_3(t, x)}{\partial \bar{x}} f_3^d(t, x(t)) =$$

$$\begin{aligned} & = -W_3(p, v) - \frac{2k_\omega}{3} V_3(\bar{\omega}(e_3(t, x))) \\ & - k_\omega V_3(\xi(t, \bar{x})) \xi(t, \bar{x})(2 - \xi(t, \bar{x})) \\ & =: -W_3(t, x) \leq 0, \end{aligned}$$

(28)

(29)

(30)

(31)

and, along a trajectory $x(t)$ with $\dot{x}(t) = f_3^d(t, x(t))$, $V_3(t, x(t)) = -W_3(t, x(t)) \leq 0$.

As such, if we choose $a(t) = T_{cl}(t, \dot{x}(t))$ and $\alpha(t) = \tau_{cl}(t, x(t))$, we can guarantee that $\lim_{t \to \infty} p(t) = 0 \Rightarrow \lim_{t \to \infty}(p(t) - p'(t)) = 0$.

IV. DOUBLE INTEGRATOR

The control laws $T_{cl}(t, \bar{x})$ and $\tau_{cl}(t, x)$ in [1] have been constructed based on the implicit knowledge of a Lyapunov function $V_3(\cdot, \cdot) : \mathbb{R} \times \mathbb{R} \to \mathbb{R}_{\geq 0}$, such that for the double integrator vector field $[v u(p, v)]^T$, it holds that

$$\frac{\partial V}{\partial p} v + \frac{\partial V}{\partial p} u(p, v) = -W(p, v) \leq 0.$$

(32)

and that $|u(p, v)| \leq u^\infty$ for all $(p, v) \in \mathbb{R} \times \mathbb{R}$.

Here, we present two options, i.e., two pairs $(u(\cdot, \cdot), V(\cdot, \cdot))$ that satisfy the previous two conditions.

A. Option 1

Consider $\sigma \in \Sigma$ and $\bar{\sigma} \in \bar{\Sigma}$, and a symmetric function $\xi : \mathbb{R} \to \mathbb{R}$ that satisfies

$$\xi \in C^1(\mathbb{R})$$

(33)

$$|\xi(s)| \geq |s| \wedge \xi(s) > 0, \forall s \in \mathbb{R}$$

(34)

$$\xi(s) = s, \forall |s| \leq \bar{\sigma}$$

(35)

$$\sup_{s \in \mathbb{R}} |s\xi|(s)| \leq M < \infty$$

(36)

where $M \geq \bar{\sigma}$ holds necessarily, owing to (35). From the second condition, it follows that

$$\frac{v + \sigma(p)}{\xi(v) + \sigma(p)} \leq 1, \forall (p, v) \in \mathbb{R} \times [-\bar{\sigma}, \bar{\sigma}]$$

(37)

$$\frac{v + \sigma(p)}{\xi(v) + \sigma(p)} \leq 1, \forall (p, v) \in \mathbb{R} \times \mathbb{R}$$

(38)

and

$$\sup_{s \in \mathbb{R}} |s\xi|(s)| \leq M \bar{\sigma}'$$

(39)

since $\xi'(s) = 1$ for $|s| \leq \bar{\sigma}$, and $\frac{1}{\xi(s)} \leq \frac{M}{\bar{\sigma}}$ for all $s \in \mathbb{R}$.

Consider then $k_\omega > 0$, and the control law

$$u(p, v) = -\sigma(\xi(v) + \sigma(p)) - \frac{v + \sigma(p)}{\xi(v) + \sigma(p)} - \sigma'(p) \frac{v}{\xi(v)}$$

(40)

(41)

is then bounded, namely

$$\sup_{(p, v) \in \mathbb{R}^2} |u(p, v)| \leq M(k_\omega + \bar{\sigma}') + \bar{\sigma} < \infty.$$ (42)

Consider the function

$$V(p, v) = k_\sigma \int_0^\infty \sigma(s) ds + \frac{1}{2} (\xi(v) + \sigma(p))^2$$

(43)

for which it follows that

$$\frac{\partial V}{\partial p} v + \frac{\partial V}{\partial p} u(p, v) =$$

$$= k_\sigma(\sigma(p)v + (\xi(v) + \sigma(p))\xi(v)u(p, v) + \sigma'(p)v)$$

(44)

$$= k_\sigma(\sigma(p)v - (v + \sigma(p))k_\omega \sigma(p) - \xi'(v)(\xi(v) + \sigma(p))(\xi(v)u(p, v) + \sigma'(p)v)$$

(45)

$$= -k_\sigma(\sigma(p)v - (v + \sigma(p))(\xi(v) + \sigma(p)))\xi(v)u(p, v) + \sigma'(p)v$$

(46)

(47)

(48)

(49)
Notice that if we pick $\varrho(s) = 0$, it follows that $W(p, v) = \sigma^2(p)$. For this scenario, it still follows that 
\[
\lim_{t \to \infty} W(p(t), v(t)) \Leftrightarrow \lim_{t \to \infty} p(t) = 0.
\]

B. Option 2

Denote $\Sigma$ as the family of functions $\chi : \mathbb{R} \mapsto \mathbb{R}$ that satisfy (1) $\chi(s) > 0$ for $s \neq 0$, (2) $\sup_{s \in \mathbb{R}} |\chi(s)| \leq \chi_{\infty} < \infty$, (3) $\chi \in C^3(\mathbb{R})$, (4) $\sup_{s \in \mathbb{R}} |\chi'(s)| \leq \bar{\chi}' < \infty$. As such, for $\chi \in \Sigma$, it follows that 
\[
\frac{\chi(r)}{\chi'} - \frac{\chi(r)}{\bar{\chi}'} \in [-1, 1], \forall r \in \mathbb{R}
\]
and therefore, since (1) holds, it also follows that 
\[
\left(1 - \frac{\chi'(r)}{\bar{\chi}'}\right) \frac{\chi(r)}{\chi'} \geq 0 \Rightarrow \int_0^s \chi(r)dr \geq \frac{1}{2\bar{\chi}'} \int_0^s \frac{\chi'^2(r)}{dr} dr
\]
\[
\Rightarrow \int_0^s \chi'(r)dr \geq \frac{\chi^2(s)}{2\bar{\chi}'}.
\]
and that 
\[
\left(1 - \frac{\chi'(r)}{\bar{\chi}'}\right) \frac{\chi'^2(r)}{dr} \geq 0 \Rightarrow \int_0^s \frac{\chi'^2(r)}{dr} dr \geq 0.
\]
We also denote $\tilde{\Sigma} \subset \Sigma$ as the family of functions $\chi : \mathbb{R} \mapsto \mathbb{R}$ that satisfy (1) $\chi \in \Sigma$, and (2) $\chi'(s) > 0$ for all $s \neq 0$.

Consider the control law
\[
u(p, v) = -\sigma(p) - \varrho(v)
\]
where $\sigma \in \Sigma$ and $\varrho \in \tilde{\Sigma}$. Therefore,
\[
\sup_{(p, v) \in \mathbb{R}^2} |u(p, v)| \leq \bar{\sigma} + \bar{\varrho} < \infty.
\]

Given $\beta \in (0, 1)$, consider then the function
\[
V_4(p, v) = V_1(p) + V_2(v) + V_3(p, v),
\]
where (denote $\frac{\partial V_i}{\partial p} \nu + \frac{\partial V_i}{\partial v} u(p, v)$ $= -W_i$ for $i = 1, 2, 3, 4$)
\[
V_1(p) = \bar{\sigma} \int_0^p \sigma(s)ds > 0, \quad V_3(p, v) = -\bar{\sigma} \sigma(p) v
\]
and
\[
V_2 = \beta \int_0^v (\bar{\varrho}^2 s - \bar{\varrho}'(s) \varrho(s))ds \geq 0, \quad W_2(p, v) = \beta (\bar{\varrho}^2 v - \bar{\varrho}'(s) \varrho(s)) \sigma(p) v + \beta \bar{\varrho} (\bar{\varrho}^2 v - \bar{\varrho}'(s) \varrho(s)) \varrho(v) v
\]
\[
:= W_{2,1}(p, v) + W_{2,2}(v)
\]
and
\[
V_4(p, v) = \beta \bar{\varrho}^2 \int_0^p \sigma(s)ds + \beta \sigma(p) \varrho(v) + \bar{\varrho}^2 \varrho(v)^2, \quad W_4(p, v) = -\beta \bar{\varrho}^2 \sigma(p) \varrho(v) + \beta \sigma(p) \varrho'(v) \varrho(v) + \beta \varrho'(p) \varrho(v) \varrho(v) + \beta \varrho'(p) \varrho(v) \varrho(v) + \beta \varrho'(p) \varrho(v) \varrho(v)
\]
\[
\Rightarrow \lim_{t \to \infty} W_4(p(t), v(t)) \Leftrightarrow \lim_{t \to \infty} p(t) = 0.
\]

The latter inequality in (66) follows since the matrix in (66) has positive diagonal elements and since its determinant is also positive, namely
\[
\beta \bar{\varrho}^2 \left(1 - \beta \frac{(\varrho(v))^2}{\sigma(p)} \right) > 0,
\]
which means $V_4(p, v) > 0$ for any $\beta \in (0, 1)$. Combining (60), (64) and (71), it follows that
\[
W_4(p, v) = \beta \varrho'(v) \sigma^2(p) + W_{2,2}(v) + \beta \varrho'(p) \varrho(v) \varrho(v)
\]
\[
\Rightarrow \lim_{t \to \infty} W_4(p(t), v(t)) \Leftrightarrow \lim_{t \to \infty} p(t) = 0.
\]
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Given \( u(p, v) \) and \( V_1(p, v) \) (see [1]):

\[
T^*(t, p, v) := g(t) + u(p, v),
\]

(76)

\[
n^*(t, p, v) := \frac{T^*(t, p, v)}{\|T^*(t, p, v)\|},
\]

(77)

\[
\xi(t, \bar{x}) := 1 - n^T n^*(t, p, v),
\]

(78)

\[
\omega^*(t, \bar{x}) := S(n^*(t, p, v)) \frac{\partial T^*(t, p, v)}{\partial t} + \frac{\partial T^*(t, p, v)}{\partial p} \frac{\partial T^*(t, p, v)}{\partial v} f_{cl}(\bar{x}, p, v)
\]

(79)

\[
\omega_d(t, \bar{x}) := \omega(t, \bar{x}) - k_0 S(n(t, p, v)) n
\]

(80)

\[
e_\omega(t, x) := S(n) (\omega - \omega^*(t, \bar{x})),
\]

(81)

\[
\tau^*(t, \bar{x}) := \frac{\partial \omega^*(t, \bar{x})}{\partial t} + \frac{\partial \omega^*(t, \bar{x})}{\partial \bar{x}} f^*(t, x),
\]

(82)

\[
T_{\omega}(t, \bar{x}) := n^T T^*(t, p, v),
\]

(83)

\[
\tau_{\omega}(t, x) := S(n) \tau^*(t, x) + \Pi(n) \omega^*(t, \bar{x}) n^T \omega^*(t, \bar{x})
\]

(84)

\[
-k_0 e_\omega(t, x) - \frac{V'(\cdot)}{v_\omega} \Pi(n) n^*,
\]

(85)