A Novel Cooperative Transmission Scheme in UAV-Assisted Wireless Sensor Networks

Yue Zang 1, Yuyang Peng 1,*, Sangdon Park 2, Han Hai 3, Fawaz AL-Hazemi 4 and Mohammad Meraj Mirza 5

1 Faculty of Information Technology, Macau University of Science and Technology, Macau SAR 999078, China; 1809853jii200109@student.must.edu.mo
2 Department of Electrical Engineering, Korea Advanced Institute of Science and Technology, Daejeon 34141, Korea; sangdon.park@kaist.ac.kr
3 College of Information Science and Technology, Donghua University, Shanghai 201620, China; hhai@dhu.edu.cn
4 Department of Computer and Network Engineering, University of Jeddah, Jeddah 21959, Saudi Arabia; fmalhazemi@uj.edu.sa
5 Department of Computer Science, College of Computers and Information Technology, Taif University, P.O. Box 11099, Taif 21944, Saudi Arabia; mmmirza@tu.edu.sa
* Correspondence: yypeng@must.edu.mo

Abstract: In wireless sensor networks (WSNs), the efficiency of data transmission within a limited time is critical, especially for sensors designed with small batteries. In this paper, we design a cooperative transmission scheme with an energy-charging function in a WSN where an unmanned aerial vehicle (UAV) is considered for sensory data collection and energy charging. Specially, the sensor nodes are powered by the UAV for their data transmission. In the first phase, the UAV transmits the energy signal to the sensor nodes distributed on the ground. All the energy received by the sensor nodes is used to collect and transmit the sensory data to the UAV. In the second phase, local data transmissions are conducted among the collaborating sensor nodes in one cluster. In the third phase, the cooperative nodes send the collected sensory data to the UAV in the form of cooperative transmission. In the proposed scheme, we discovered that the size of the modulation constellation and the assigned time ratio of each phase were the key factors affecting the data transmission efficiency. In order to achieve the maximum data transmission, the optimal modulation constellation size and the optimal time ratio of each phase were found using the Lagrange multiplier method. Numerical results show that the proposed scheme with the optimal constellation size and the optimal time ratio can outperform the existing scheme in terms of the data transmission efficiency.
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1. Introduction

With the rapid development of unmanned aerial vehicle (UAV)-related technology in the word, UAVs have developed wide applications and distinct features. UAVs can be divided into military UAVs and civil UAVs according to their usage. Military UAVs are useful in target tracking and striking, while civil UAVs are useful in environmental monitoring, firefighting, farming, and good delivery. Currently, they are widely used in several areas that are difficult or inefficient for manual operation such as route inspection and remote sensing. For example, in the area of intelligent inspection, UAVs can detect blind spots that cannot be observed by humans, which can improve the efficiencies of inspection and the emergency rescue. In the area of agriculture, UAVs with spectrum analyzer and thermal infrared sensors can accurately calculate the planting area, which can improve the efficiency of farmland measuring. In addition, UAVs are also widely used in monitoring, wireless sensor networks (WSNs), and other fields [1].
Recently, the potential use of UAVs in WSNs has attracted great interest. Compared with traditional WSNs, WSNs supported by UAVs have several main advantages such as cost effectiveness and deployment flexibility. In WSNs, because sensor nodes are distributed in some areas with complex environments, the costs of collecting sensing data and maintaining wireless sensor nodes are very high. Therefore, placing nodes reasonably at the beginning can reduce these costs and extend the life of the sensors. Innovative node topology coverage is proposed in [2], which improves energy efficiency and coverage of node services. An effective node layout is important in any situation. However, due to the fact that some complex geographic locations and functional requirements, the placement of nodes is not always the most efficient method. Therefore, saving node’s lifetime and improving the efficiency should be considered. For example, the authors in [3] propose a new clustering algorithm by applying adaptive cluster head selection method, which can improve the stability and save the energy of the network while maintaining the network connectivity. Moreover, in a clustered WSN, an energy-saving based multi-hop transmission strategy is proposed in [4] to minimize the power consumption of sensor nodes. The cluster head is used to transmit the received information to the maintenance center in order to take appropriate interventions. Compared with the direct transmission or the single relay transmission, the multi-hop transmission technology can greatly reduce power consumption. In the case of the traditional multi-hop transmission, the transmitter and receiver are fixed. However, in UAV-assisted WSNs, UAVs as mobile transceivers provide more possibilities for WSNs and need to communicate with more than one node in an area. In this way, the complex and time-consuming process of determining the optimal locations of UAVs hampers the development of UAV-assisted networks. To solve this problem, the authors of [5] proposed a multi-hop transmission method for UAV-assisted networks to improve energy efficiency. In another aspect, the combination of sensor nodes’ cluster and UAVs can further save network resources. The authors of [6–9] proposed the optimal cluster head selection algorithm and protocol to maximize the lifetime of the WSN and improve the flexibility of the data collection using UAV. In [10], a UAV collecting a set of sensing data in a straight line was considered. By optimizing the transmitting power of the nodes and the flight speed of the UAV, the total flight time of the UAV from the starting point to the destination was minimized. In [11], when the sensing data collection and energy consumption of the UAV were limited, the hover position and duration of the UAV were controlled to save the energy of the sensor nodes. The trajectory of the UAV is another factor affecting energy efficiency. For example, the authors of [12] proposed a UAV data acquisition scheme by setting the optimal trajectory, which not only improves energy utilization, but also reduces data redundancy. In [13], interference can be managed by optimizing the transmission power of all communication nodes and planning the trajectory of the UAV to maximize the total throughput of target sensors. When a UAV collects data, network topology is constantly changing because the UAV is flying. It is essential to design an efficient data acquisition protocol for different dynamic situations to prolong the network lifetime [14–16]. In our work, we considered a UAV-assisted network and the design of an efficient transmission method. In addition, our work mainly focused on the physical layer technologies and, therefore, we assume that there was a perfect routing in the system model [17,18]. Unlike the methods proposed in most of the aforementioned works, the goal of our work was to transmit more data. In [19–21], we know that in WSNs, saving energy is no longer a single purpose, and time consumption must also be taken into consideration. Therefore, how to use the given energy in a limited time to transmit the most data is very meaningful [22,23]. In this paper, to solve the above problems, we jointly used a UAV with the cooperative multiple-input multiple-output (MIMO) scheme in WSNs. The objective was to transmit more data in a limited time, and the innovation was to discover the relationship between cooperative transmission and the transmission efficiency. In cooperative transmission, there are two parameters, including constellation size and time ratio, that can be investigated, and we jointly considered these two parameters to improve the transmission efficiency between the sensor nodes and the UAV.
So far, there is no work considering these two parameters together in a UAV-based WSN. For a better understanding of the system’s performance, we compared the proposed scheme with various benchmark schemes such as the optimized time ratio-optimized constellation SISO-based scheme, optimized time ratio-fixed constellation MIMO-based scheme, fixed time ratio-optimized constellation MIMO-based scheme, and fixed time ratio-fixed constellation MIMO-based scheme. The simulation results demonstrated that the proposed scheme had better performance in terms of data transmission when compared with other benchmark schemes.

The remainder of this paper is organized as follows. In Section 2, the system model is introduced. In Section 3, the optimal solution of the data transmission problem is given. Section 4 shows the experimental data and numerical results. The conclusions are given in Section 5.

2. System Model

We considered a UAV-assisted WSN system as shown in Figure 1. In the system, the UAV is dynamic, and the sensor nodes are stationary. In other words, the sensor nodes are placed in advance and fixed in somewhere. Therefore, the distance between the sensor nodes was considered a fixed value. The UAV flying above the sensor nodes was equipped with one antenna for receiving sensing data, and each sensor node on the ground was embedded with one antenna for sensing data collection. The UAV collected data automatically and located the position of the sensor node by identifying the feedback signal of the sensor node. Before a UAV performs its operations, it first activates the nodes on the ground [24,25]. This process is conducted by transmitting an activation signal. The sensor nodes will be in idle status if they do not work for transmitting or receiving. In the idle status, the sensor nodes consume less energy than the case of working status. The duration depends on the workload. If the sensor nodes finish their tasks, they will change to the idle mode.

![Figure 1. The structure of the UAV-assisted WSN.](image)

In addition to receiving sensing data, the UAV can also be used as the energy provider. The UAV transmits the charging signal along with the activation signal to the sensors, and once the UAV receives the charging feedback signal, it will send the energy signal to the sensors. We assumed that the sensor nodes on the ground receive the energy signal from the UAV stably as shown in Figure 2a. The UAV charges the sensor nodes in turn. After charging the first node, it charges the second node. The energy received by the sensor nodes is assumed to use as the sensing data transmission. In order to transmit more data, it is better to use an energy-efficient method for data transmission. MIMO as a solution that can provide energy-efficient transmission in a fading channel environment. But usually, the sensor nodes are small and cannot be designed with multiple antennas to perform MIMO function. In order to utilize the MIMO properties, sensor nodes must collaborate with each other to form a virtual MIMO for cooperative transmission. In order to form a cooperative transmission, local data exchange is required before the long-distance
transmission. In the local data exchange, each node uses a different time slot to broadcast its own information to other local nodes as shown in Figure 2(b1) and Figure 2(b2). This technique can be any time division technique such as time division multiple address (TDMA). When all nodes receive the information from others, cooperative sensor nodes encode the transmission sequence using the space time block code for cooperative transmission as shown in Figure 2c [17], and this step requires time synchronization. Usually, the synchronization can be achieved by means of beacon frames transmissions. A sensor node broadcasts its beacon frames in order to share its current schedule and status information with its cooperative nodes. In this way, all the sensor nodes can receive their neighbor’s schedule and use this knowledge for data transmission. In this paper, we focused on physical layer technologies to investigate the data transmission. Therefore, such a MAC layer technology is out of the scope and will be omitted in our work. Compared with the single-input single-output (SISO) transmission scheme, cooperative transmission has an additional step, namely, the cooperative stage. In this paper, we applied the cooperative multiple-input single-output transmission (MISO) scheme as the cooperative stage in the UAV-assisted WSN. When sensor nodes work for a while, they need to be charged for working for the next round. Since such a scenario is usually applied in a remote area, we therefore assumed in such an area that there was no object between the UAV and ground. The energy consumption of the sensor node in the above three steps was formulated as follows:

\[ E_{EC} = E_{\text{local}} + E_{\text{long}} \]  

where \( E_{\text{local}} \) represents the energy consumption of the local data exchange stage shown in Figure 2b, and \( E_{\text{long}} \) is the energy consumption of the cooperative transmission shown in Figure 2c.

![Figure 2. Three steps of energy charging and data transmission. (a) energy charging (b1,b2) local cooperation (c) cooperative transmission](image)

As we mentioned, our goal was to transmit more data within a certain time. Therefore, we considered the effect of the time duration. We assumed that \( T \) was the total time composed of three stages, and \( \alpha \) and \( \beta \) represented the time ratio of the local and the cooperative transmission, respectively. Therefore, the remaining time \( (1 - n \alpha - \beta) \cdot T \) represents the UAV energy charging time. Consequently, in the step of energy charging, the energy received by all the sensor nodes is expressed as:

\[ E_{\text{EH}} = \eta \cdot P_0 \cdot (1 - n \alpha - \beta) \cdot T \]  

where \( 0 < \eta \leq 1 \) is the constant denoting the energy conversion efficiency, which is the degree of energy loss from the received signal to electric energy [26]; \( n \) denotes the number of sensor nodes; \( P_0 \) is the power received by the sensor. In this work, we assumed
that the sensor nodes could stably receive the energy from the UAV. We assumed that the energy of the UAV was infinite in the ideal case and the sensor nodes could always receive the maximum receiving power from the UAV. Each node needs to broadcast in different time slots; therefore, the number of time slots is \( n \), and the time ratio of local cooperation is \( \alpha T \). In the real case, there can be many tasks depending on the different scenarios; however, the focus of our work was not on the multiple tasks. We were more interested in the optimization of the simple task scenario. Therefore, we provided a simple model on the UAV side and assumed that it had the simple task and enough energy. Note that this simple task model can be extended to the multiple tasks model by considering other tasks.

2.1. Local Cooperation

In the step of local cooperation, the channel was assumed to be a Rayleigh fading channel, and the gain between the transmitting node and receiving node was scalar \([27,28]\).

The purpose of local cooperation is to prepare for cooperative transmission. Each sensor node must broadcast its own data to the other sensor nodes. In this step, we assumed that each sensor node had the same amount of data. In the local cooperation stage, the energy consumption of sensor nodes mainly contains two parts: circuit energy consumption and transmission energy consumption. The circuit energy consumption is the energy consumption of the circuit when it works for transmission, while the transmission energy consumption is the energy consumption for data transmission. Therefore, the energy of consumption local cooperation is expressed as \([29]\):

\[
E_{\text{local}} = n \cdot P_{\text{SISO}} \cdot \frac{L_1}{R_{\text{local}}} + n(P_1 + (n-1)P_s) \cdot \frac{L_1}{R_{\text{local}}}.
\]

where \( P_{\text{SISO}} \) denotes the power consumption of the node amplifier, \( P_1 \) and \( P_s \) represent the power consumption of other circuits used in the transmitter and receiver, respectively, \( L_1 \) denotes the amount of data for each node, \( R_{\text{local}} = b \cdot B \) denotes the transmission data rate with \( b \) being the size of constellation in local cooperation and \( B \) being the modulation bandwidth. Each sensor node transmits once; therefore, each sensor node receives \( n-1 \) times of the transmitted data. In Equation (3), \( P_{\text{SISO}} \) can be expressed as follows \([17]\):

\[
P_{\text{SISO}}^d = (1 + \alpha) \frac{L_1}{R_{\text{local}}} \frac{(4\pi d)^2}{G_T G_R} M_f N_f.
\]

where \( M_f \) is the link margin compensating the hardware process variations and other additive background noise or interference; \( N_f \) is the receiver noise level defined as \( N_f = (N_r / N_o) \) with \( N_r \) being the power spectral density (PSD) of the total effective noise at the receiver input and \( N_o \) being the single-sided thermal noise PSD at room temperature; \( G_T \) is the transmitter antenna gain; \( G_R \) is the receiver antenna gain; \( \alpha \) can be expressed as \( \alpha = (\xi / \eta) - 1 \) with \( \xi \) being the peak-to-average ratio (PAR) and \( \eta \) being the drain efficiency of the radio frequency (RF) power amplifier. The value of \( \xi \) depends on the modulation scheme and constellation size. When multi-quadrature amplitude modulation (MQAM) is used in the local cooperation, \( \xi \) is expressed as \([30]\):

\[
\xi = 3 \left( \frac{h}{2^2 + 1} \right)^{\frac{h}{2^2 - 1}}.
\]
under the constraint of $b_i \geq 2$ and:

$$\overline{P}_{b_i} = E_H \left\{ Q \left( \sqrt{\frac{3b_i}{M-1} \gamma_{b_i}} \right) \right\}$$  \hspace{1cm} (6)$$

for $b_i = 1$, where $\gamma_{b_i} = \left( \frac{\|H\|_F^2}{M_i} \right) \left( \frac{E_{b_i}}{N_0} \right)$ and $M = 2^h$. For simplicity, we used the error probability formula for MQAM with square constellations to approximate $\overline{P}_{b_i}$, and we can apply the Chernoff bound to obtain an upper limit shown as:

$$\overline{E}_{\text{local}} \leq \frac{2}{3} \left( \frac{P_{b_i}}{4} \right)^{\frac{1}{3}} \frac{2^h - 1}{b_i^{M_{\text{tr}}}} M_i N_0$$  \hspace{1cm} (8)$$

where $M_i$ denotes the number of antennas in the transmitter, and $N_0$ is the single-sided thermal noise. Therefore, the energy consumption of the local cooperation can be further expressed as:

$$E_{\text{local}} = n \left( \frac{3}{3\eta_1} \left( \frac{2^h}{2^2} - 1 \right) \left( \frac{1}{3} \right) \frac{P_{b_i}}{4} \right)^{\frac{1}{M_{\text{tr}}}} \left( \frac{2^h - 1}{b_i^{M_{\text{tr}}}} M_i N_0 R_{\text{local}} \left( \frac{4\pi d^2}{G_i G_r \lambda^2} M_i N_i \right) \frac{L_1}{R_{\text{local}}} \right)$$

$$+ n [P_T + (n-1)P_R] \frac{L_1}{R_{\text{local}}}.$$  \hspace{1cm} (9)$$

2.2. Cooperative Transmission

Cooperative transmission is the final step of all the three steps, where cooperative sensor nodes work together to form a cooperative transmission to transmit the collected sensing data to the UAV. In this step, the Rayleigh fading channel with square-law path loss is assumed. Rayleigh fading is a statistical model for the effect of a propagation environment on a radio signal. The energy consumption of the cooperative transmission step is similar to the energy consumption of the local cooperation step which includes two parts, namely, circuit energy consumption and transmission energy consumption. Therefore, the energy consumption of the cooperative transmission is expressed as:

$$E_{\text{long}} = P_{\text{MISO}}^D L_2 + nP_T \frac{L_2}{R_{\text{long}}}$$  \hspace{1cm} (10)$$

where $R_{\text{long}}$ is the data rate of cooperative transmission and determined by $B$ and the constellation size of cooperative transmission $b_2$, with the relation of $R_{\text{long}} = B \cdot b_2$; $P_{\text{MISO}}^D$ is the power consumption of power amplifier; $L_2$ is the amount of data transmitted in the cooperative transmission. Using a similar method to process Equation (10), it can be expressed as:
In the following, we obtained the relationship between the energy consumption and the transmission time of each stage by analyzing the system model. Then we could analyze the impact of each parameter on the amount of data transmission. In each parameter, we need to find the optimal value so that the sensor nodes can transmit the most data in the given time by using the proposed transmission scheme.

3. Optimal Solution of the Data Transmission

It was verified that in non-cooperative transmission schemes, the amount of transmitted data can be maximized by controlling the transmission power and the time ratio of energy charging and data transmitting [19]. In the proposed scheme, instead of controlling the transmitting power, we chose the modulation constellation size as the controlling factor. In addition, we discovered the best time ratio of each of the three steps. By choosing these two factors together, we could obtain the optimal amount of data transmission. In the process of solving the optimization problem, we made the following assumptions. We assumed that the distance between two activated sensor nodes was one meter. When the UAV collected data, it was located directly above the two sensor nodes. The local transmission did not contain data compression.

Next, we analyzed the impact of changing the constellation size. From Equation (9) and Equation (11), we know that the size of the constellation affects the energy consumption. From the aforementioned analysis, we know that the constellation size also affects the transmission rate. Obviously, it is impossible to increase the transmission rate while decreasing the energy consumption. We first consider the effect of changing the rate on the total amount of transmitted data. We first consider the influence of constellation size on the total data transmission. For $b_1$, we refer to the value of 12 [17]. For $b_2$, we know from Equation (11) that it is related to the time ratio of local cooperation. We can get the specific relationship between the transmitted data in the following two stages as shown as:

$$\beta T \cdot B \cdot b_2 = 2\alpha T \cdot B \cdot b_1$$

(12)

where the right side of the formula represents the total amount of data transmitted by the sensor nodes in the local transmission step, and the left side of the formula represents the amount of data that sensor nodes cooperatively transmit to the UAV.

As mentioned in system model, all the received energy was used for data transmission including the local cooperation and the cooperative transmission. This relation can be expressed as follows:

$$\eta P_0 (1 - 2\alpha - \beta T) = \{ n [ P_{SSo}^d + nP_T + (n-1)P_{so}] \} \alpha T + (P_{MSO}^d + nP_T) \cdot \beta T. $$

(13)

Therefore, the optimization problem can be formulated as follows:

$$\max_{b_2, \beta} = \beta T \cdot B \cdot b_2 = 2\alpha T \cdot B \cdot b_1$$
We use the Lagrange method to determine the maximum amount of data. The first step was to construct the Lagrange function shown as follows:

\[
L(\alpha, \beta, \phi) = b_2 B \cdot \beta + \phi \left( \eta \cdot P_0 (1-2\alpha - \beta) \right) - \frac{n \cdot P_{\text{SISO}}^d + n[P_T + (n-1)P_R]}{2b_1} \cdot \beta - (P_{\text{MISO}}^d + nP_T) \cdot \beta
\]

(15)

where \( \phi \) is Lagrange multiplier. The maximum value must be the tangent point that can be tangent to the constraint condition curve among the multiple contour curves of the objective function. We took the partial derivative of Equation (15) with respect to \( \phi \) and set it to 0, and following equations could be obtained:

\[
\eta \cdot P_0 (1-2\alpha - \beta) = \frac{n \cdot P_{\text{SISO}}^d + n[P_T + (n-1)P_R]}{2b_1} + \frac{(P_{\text{MISO}}^d + nP_T) \cdot \beta}{b_1} + \frac{b_2 + b_1}{b_1} \eta P
\]

(16)

We rewrote Equation (16) and the following relationship could be obtained as shown:

\[
\beta = \frac{\eta \cdot P_0}{\frac{n \cdot P_{\text{SISO}}^d + n[P_T + (n-1)P_R]}{2b_1} + \frac{(P_{\text{MISO}}^d + nP_T) \cdot \beta}{b_1} + \frac{b_2 + b_1}{b_1} \eta P}.
\]

(17)

Next, we took the partial derivative of \( L(b_2, \beta, \phi) \) with respect to \( \beta \) and \( b_2 \), and the following equations could be obtained:

\[
\frac{\partial L(\alpha, \beta, \phi)}{\partial \beta} = b_2 B + \phi \left( -\eta \cdot P_0 \left( \frac{b_2 + b_1}{b_1} \right) - \frac{n \cdot P_{\text{SISO}}^d + n[P_T + (n-1)P_R]}{2b_1} \right) \frac{b_2}{b_1} - (P_{\text{MISO}}^d + nP_T)
\]

(18)

\[
\frac{\partial L(\alpha, \beta, \phi)}{\partial b_2} = \beta B + \phi \left( -\eta \cdot P_0 \left( \frac{\beta}{b_1} \right) - \frac{n \cdot P_{\text{SISO}}^d + n[P_T + (n-1)P_R]}{2b_1} \right) \frac{\beta}{b_1} - (P_{\text{MISO}}^d + nP_T) \cdot \beta)
\]

(19)

Solving Equations (18) and (19) and combining with Equation (16), Equation (20) could be determined as:

\[
\eta \cdot P_0 \left( \frac{b_2}{b_1} \right) + \frac{n \cdot P_{\text{SISO}}^d + n[P_T + (n-1)P_R]}{2b_1} \left( \frac{b_2}{b_1} \right) + \frac{\partial P_{\text{MISO}}^d}{\partial b_2} \cdot b_2 = \\
\eta \cdot P_0 \left( \frac{b_2 + b_1}{b_1} \right) + \frac{n \cdot P_{\text{SISO}}^d + n[P_T + (n-1)P_R]}{2b_1} \left( \frac{b_2}{b_1} \right) + \frac{P_{\text{MISO}}^d + nP_T}.
\]

(20)

After simplification of Equation (20), we obtained:
\[ \eta P_0 - \left( \frac{\partial P_{MISO}^0}{\partial b_2} \right) b_2 + (P_{MISO}^0 + nP_T) = 0. \] (21)

Since the final solution of the equation was a transcendental equation, we used a numerical method to solve it.

In order to verify the performance of our results, we compared our results with different situations. In our method, we optimize the data transmission in a limited time by controlling two important factors, namely, the time ratio and the size of the modulation constellation. For the traditional transmission scheme, SISO-based transmission was used as the transmission scheme in the UAV-assisted WSNs. First, in the proposed scheme, we compared the one optimized factor’s situation with a two fixed factors’ situation. Then, we compared the two optimized factors’ situation with one optimized factor’s situation. Following that, the comparison of two optimized factors’ situation with two fixed factors’ situation was given. Finally, the traditional scheme with a two optimized factors’ situation was compared with the proposed scheme with two optimized factors’ situation.

4. Results

In this section, we numerically evaluate the performance of the proposed system. From our system model, we compared single optimization and full optimization in different cases. The related circuit and system parameters are given in Table 1. Table 2 gives the result of the best time ratio versus different transmission distances. From Table 2, we can see that the time ratio changed along with the changes in the transmission distance.

Table 1. System parameters.

| Parameter | Value |
|-----------|-------|
| \( \eta \) | 0.35  |
| \( P_0 \) | \( 10^{-3} \) |
| \( N_f \) | 10 dB |
| \( P_T \) | 150 mW |
| \( \lambda \) | 0.12 m |
| \( n \) | 2 |
| \( G_s, G_r \) | 5 dBi |
| \( B \) | 10 KHz |
| \( M_i \) | 40 dB |
| \( P_R \) | 100 mW |
| \( N_0 \) | -171 dBm/Hz |
| \( P_0 \) | 1.5 W |

Table 2. Constellation sizes at different distances.

| Distance D (m) | 10  | 20  | 30  | 40  | 50  |
|---------------|-----|-----|-----|-----|-----|
| Best ratio \( \beta \) | 0.453 | 0.450 | 0.461 | 0.484 | 0.515 |
| Distance D (m) | 60  | 70  | 80  | 90  | 100 |
| Best ratio \( \beta \) | 0.497 | 0.539 | 0.525 | 0.510 | 0.494 |

Figure 3 shows optimal constellation sizes versus different transmission distance values. We can see that in each transmission distance, an optimal constellation size can be found to optimize the data transmission. In Figure 4, we compare the proposed scheme with the optimized constellation-fixed ratio to the one with the fixed constellation-fixed ratio. In the experiment, the fixed constellation size for cooperative transmission was set to 14, and the fixed time ratio for charging was set to 0.2 as an example. It can be seen from Figure 4, that after optimizing the constellation size, the amount of data transmission was greatly improved. In order to show the effectiveness of the time ratio optimization, we also compared the proposed scheme with optimized ratio-fixed constellation to the one with the fixed ratio-fixed constellation. The results in Figure 5 show that the proposed scheme can transmit more data after optimizing the time ratio.
Figure 3. Optimal constellations at different distances.

Figure 4. Fixed constellation versus optimized constellation size at a fixed time ratio.

Figure 5. Fixed time ratio versus optimized time ratio at a fixed constellation.

The experimental results in Figures 4 and 5 show that optimizing the constellation size and the time ratio can effectively increase the amount of transmitted data within a
given time. In order to prove that combining these two methods together can further improve the efficiency of data transmission, we sequentially compared the proposed scheme with two optimized factors to the one with single optimized factor. The result in Figure 6 shows that the proposed scheme with the two optimized factor has advantages over the one with the single optimized factor in terms of the data transmission amount. In addition to these comparisons, we also compared the proposed scheme with the common cooperative transmission scheme, namely, UAV-based cooperative transmission with a fixed constellation size and fixed time ratio. We set the transmission data as the common aim of the system to make the comparison fair. We found that the system’s performance, in terms of data transmission, can further be improved by optimizing both constellation size and time ratio. Figure 7 shows the comparative result between these two schemes. It shows that the cooperative transmission scheme with both optimized factors can outperform the cooperative transmission scheme without optimized factors.

Figure 6. Optimized time ratio-optimized constellation size versus single optimized factor.

Figure 7. Optimized time ratio-optimized constellation size versus fixed time ration fixed constellation size.
In some efficient transmission schemes, SISO with optimized time ratio is used as the transmission scheme [19]. In order to show the performance of the proposed scheme, we also compare it with the traditional scheme, namely, SISO-based UAV-assisted WSN [19,22,30]. The result in Figure 8 shows that there was a threshold and within the threshold, the SISO-based optimal scheme can beat the MISO-based optimal scheme, whereas out of the threshold the MISO-based optimal scheme can beat the SISO-based optimal scheme.

**Figure 8.** Comparison of MISO and SISO with the optimized constellation size optimized-time ratio.

5. Conclusions

In this article, we considered a cooperative transmission scheme for a UAV-assisted WSN with an energy charging function. In the analysis of the system model, we found that the constellation size directly affected the transmission rate and energy consumption. Therefore, when we then chose the appropriate constellation size at different transmission distances, the energy utilization and data transmission could be improved. In addition, in a certain period, a good time ratio of charging and data transmission can improve data transmission efficiency. Through these two aspects, we used the Lagrange multiplier method to obtain the optimal constellation size and time ratio, which maximized the data transmission. The results showed that the scheme with the optimized time ratio and optimized constellation size performed better than the one with a single optimized factor or non-optimized factor transmission schemes. We also compared the proposed scheme with optimized factors to the SISO-based scheme with optimized factors. The results showed that in short transmission distances, the SISO-based scheme performed better. But as the distance increased, the proposed scheme was more transmission efficient.
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