Bounded Energy Waves on the Black Hole Interior of Reissner–Nordström–de Sitter
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Abstract. Motivated by the strong cosmic censorship conjecture, in the presence of a cosmological constant, we consider solutions of the scalar wave equation $\Box_g \phi = 0$ on fixed subextremal Reissner–Nordström–de Sitter backgrounds $(\mathcal{M}, g)$, without imposing symmetry assumptions on $\phi$. We provide a sufficient condition, in terms of surface gravities and a parameter for an exponential decaying Price Law, for a local energy of the waves to remain bounded up to the Cauchy horizon. The energy we consider controls, in particular, regular transverse derivatives at the Cauchy horizon; this allows us to extend the solutions with bounded energy, to the Cauchy horizon, as functions in $C^0 \cap H^1_{\text{loc}}$. Our results correspond to another manifestation of the potential breakdown of strong cosmic censorship in the positive cosmological constant setting.
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1. Introduction

The analysis of the geometry of the black hole interior region of some exact solutions of the Einstein equations reveals a disturbing phenomenon that puts into question the deterministic character of General Relativity: Global uniqueness, in full generality, fails for the Einstein equations! Nonetheless, there are epistemological and physical reasons to believe that such pathological features are unstable and that global uniqueness holds generically. The strong cosmic censorship (SCC) conjecture substantiates this expectation.

The issue of under which regularity constraints, for the metric, one should formulate SCC is a subtle one (see [8–10,15,21]). Here, let us just mention that after the nonlinear analysis of the spherically symmetric Einstein–Maxwell-scalar field system, by Dafermos [13,14], that followed previous fundamental breakthroughs [28,35,36], the expectation became that, in the context of black hole spacetimes, for generic initial data the metric extends, beyond the maximal globally hyperbolic development (MGHD),\(^1\) in \(C^0\) but not in \(C^2\). The understanding of this fact leads to a formulation of SCC that forbids the generic existence of continuous extensions of the metric with squared integrable connection coefficients. This guarantees that (generically) no extension will solve the field equations, even in a weak sense; a proof of such formulation of the conjecture would save a version of determinism for General Relativity.

By now, there is strong evidence [15,30] that this form of SCC holds for large classes of asymptotically flat initial data. Nonetheless, in the cosmological setting, i.e., if we add a positive cosmological constant to the Einstein equations, the situation is quite different as a consequence of the expected “faster” decay of gravitational perturbations, in the exterior region (see [4,5,7] and references therein for the original heuristic and numerical predictions). In fact, the series [10–12] provides the construction of large classes of spherically symmetric solutions of the Einstein–Maxwell-scalar field system whose MGHD can be extended, in a highly non-unique way, with continuous metric, Christoffel symbols in \(L^2_{\text{loc}}\) and scalar field \(\phi \in H^1_{\text{loc}}\).

In view of the importance that a positive cosmological constant has in modern cosmology [38], the situation cannot be taken lightly and further research is in order. This paper corresponds to a first step in trying to go beyond spherical symmetry. This will be accomplished by the study of the wave equation

\[
\Box_g \phi = 0,
\]  

\(^1\) Informally the MGHD is the largest Lorentzian manifold \((\mathcal{M}, g)\) determined, via Einstein’s equations, by the initial data. Given an extension \((\tilde{\mathcal{M}}, \tilde{g})\) of the MGHD the boundary of \(\mathcal{M}\) within \(\tilde{\mathcal{M}}\) is known as the Cauchy horizon \(\mathcal{C}H\). See [37] for precise definitions.
on fixed subextremal Reissner–Nordström–de Sitter backgrounds \((\mathcal{M}, g)\), without imposing any symmetry assumptions on \(\phi\).

The study of the (linear) wave equation as a stepping stone for the study of the Einstein equations has a long tradition in Relativity. In such tradition, the solutions of (1) are known as scalar perturbations of the metric. If we interpret this “analog,” where the scalar field \(\phi\) is at the level of the metric \(g\), in the context of SCC the results in [12] translate to the following expectation: On Reissner–Nordström spacetimes, with parameters sufficiently close to extremal (but still subextremal), solutions of the wave equation, with sufficiently “fast” decay along the event horizon, are bounded and have bounded energy; consequently they extend, to the Cauchy horizon, as functions in \(C^0 \cap H^1_{loc}\).

The main result of this paper is Theorem 3.1 that establishes a precise realization of the previous expectation. Moreover it provides a criterion (25) for energy boundedness, which we expect to be sharp, in terms of the surface gravities, \(\kappa_-\) and \(\kappa_+\), of the Cauchy and event horizons, and a parameter \(p\) parameterizing an exponential decaying Price Law upper bound (see Assumption 2.2).

Our results can be interpreted as establishing a degree of linear stability of the Cauchy horizon: In this view, the higher the regularity of \(\phi\), up to \(CH\), the more (linearly) stable the Cauchy horizon is. Recall that a relevant potential instability of Cauchy horizons is associated with the blow-up, in \(L^2\), of (regular) transverse derivatives; this in turn is associated with mass inflation [12–14,39].

We expect our results here to generalize to solutions of the wave equation on subextremal Kerr–de Sitter backgrounds; we plan to pursue this goal in the near future (see [26] for related results concerning the small angular momentum parameter case).

1.1. Comments on Related Results

In [22], one of the authors showed uniform pointwise boundedness of waves, arising from compactly supported Cauchy data, for the entire subextremal range of asymptotically flat Reissner–Nordström spacetime. We expect that, by adapting the techniques there, one should be able to obtain the uniform bound (27) even in the case where (25) does not hold.\(^2\) Moreover, if (25) does not hold, one expects the \(L^2\) norm of the transverse derivatives to blow up as one approaches the Cauchy horizon (see discussion below).

In Chapter 4 of his Ph.D. thesis [39], Sbierski showed, for waves with compact support along the event horizon, how to obtain control, in \(L^2\), over regular transverse derivatives, provided \(2\kappa_+ > \kappa_-\). We can recover this result from ours by taking the limit \(p \to \infty\). The elegant analysis in [39] was an important starting point for our work here and, in fact, we lend some of its ideas.

\(^2\) Note that the proof in [22] requires the partition of the black hole interior into a larger number of subdomains; the reason for this stems from the fact that the results in [22] apply to the full subextremal range, while the results presented here apply only to the subregion satisfying (25).
More precisely, since Sbierski is considering the case of a compactly supported scalar field along the event horizon, he is able to apply his modified red-shift vector field (60) from the start; this allows him to obtain exponential decay, with rate governed by $\kappa_+$, along a constant radius hypersurface, $r = r_0$, in the future of the event horizon. Since here we will not be dealing with trivial data, the energy estimate associated with (60), used by Sbierski, will not be helpful in our context. To overcome this we have devised a new strategy which we will now briefly summarize. We start by considering the standard red-shift vector field, of Dafermos and Rodnianski, to obtain, along $r = r_0$, exponential decay, with rate governed by $\kappa < \min\{\kappa_+, 2p\}$ (see Sect. 4.1). This decay rate is, nonetheless, far from optimal and manifestly insufficient to obtain the desired stability result. In order to improve it, we use an iteration scheme that works along the following lines: First, we use the energy estimates to obtain pointwise estimates for all relevant quantities (see Sect. 4.2); then we use the previous pointwise estimates and Sbierski’s modified red-shift vector field to obtain new energy estimates—to capture the decay of our horizon data, we need to consider co-moving regions, whose geometry depends on a parameter $m$ (see Sect. 4.3); finally, we can iteratively improve our energy estimates by a judicious choice of a sequence of parameters $m_n$ (see Sect. 4.4). In the end of this process, we obtain decay, along $r = r_0$, with rate governed by $\kappa < \min\{\kappa_+, p\}$. Finally, by a simple adaptation of Sbierski’s use of the modified blue-shift vector (69), we can propagate these estimates all the way to the Cauchy horizon and obtain the desired control over transversal derivatives, provided $2\min\{\kappa_+, p\} > \kappa_-$ (see Sect. 4.5).

Recently, in [26], Hintz and Vasy obtained, by different techniques, $H^{1/2+\alpha/\kappa_--\epsilon}_{\text{loc}}$ regularity across the Cauchy horizon, for solutions arising from smooth Cauchy data. There, $\alpha > 0$ is bounded above by the spectral gap. Such result is clearly strongly related to our main result here since, for generic Cauchy data, the optimal value of $p$, in Assumption 2.2, and the value of $\alpha$ are expected to be the same. But strictly speaking neither result implies the other: To see this, note for instance that in our setting even if we make $p$ arbitrarily large (which can always be achieved but will presumably correspond to solutions which arise from non-generic Cauchy data), the condition $2\kappa_+ > \kappa_-$ is still required to obtain bounded energy waves on the black hole interior; in fact, that $p$ arbitrarily large alone is not a sufficient condition (for energy boundedness) is corroborated by the existence of mass inflation solutions with arbitrarily fast decaying tails along the event horizon, as constructed in [12–14]. Moreover, it goes without saying that different approaches reveal different aspects of wave propagation on the black hole interior; concerning our approach, we highlight as advantages: the derivation of detailed pointwise and energy estimates, the clarification of the criterion (25) and the fact that our results also apply, with minimal changes, to asymptotically flat and anti-de Sitter Reissner–Nordström black hole interiors (see Remark 3.5).

Still concerning stability results, for waves on the interior of extremal black holes, Gajic [23,24] established bounded energy, as well as other higher
regularity statements in restricted symmetry settings. It is somewhat amusing that the instabilities of the exterior of extremal Reissner–Nordström spacetimes [2] are accompanied by stability of their interior regions. Opposed to this, for subextremal Reissner–Nordström–de Sitter spacetimes, it is, in some sense, the higher stability of their exterior regions, when compared with their asymptotically flat counterparts, that is responsible for the higher stability of their Cauchy horizons.

Let us now briefly turn to linear instability results. The most complete statement that we are aware of is provided by the work of Luk and Oh [31], where it is shown that, generically, linear waves are not in $H^1_{\text{loc}}$, near the Cauchy horizon of any subextremal (asymptotically flat) Reissner–Nordström spacetime; to the best of our knowledge, this is the first work that shows Cauchy horizon instability without having to assume some aspect of the asymptotic profile for the waves along the event horizon. Recently, Luk and Sbierski [34] have considered the more demanding setting of the Kerr geometry and obtained blow-up of transverse derivatives in $L^2$, conditional on assuming specific upper and lower bounds for energies of the scalar field along the event horizon; see also [19] for results concerning the existence of waves, arising from scattering data, with infinite energy on the interior of Kerr black holes.

Our main result here (Theorem 3.1) is conditional on assuming exponential decay, in the Eddington–Finkelstein coordinates (2.1), of the energy of $\phi$ along the event horizon (Assumption (2.2)).\(^3\) This form of Price’s law\(^4\) has been expected, for quite some time now [4,5], to capture the decaying profile of waves along the event horizon of cosmological black holes. Moreover, the numerology of mass inflation suggests that this “fast” decay, when compared with the polynomial decay for asymptotically flat black holes, could have a strong impact on the stability of Cauchy horizons and consequently on SCC (see [5,7] and references therein). This discussion has been recently revived by the nonlinear analysis carried out in [12].

Mostly motivated by the black hole stability problem, a remarkable amount of effort has been devoted to the study of the decay of solutions to the wave equation in the exterior of cosmological black hole spacetimes [6,16,20,40]. The end product [20] of these establishes exponential decay with rate $\alpha$ (as above). The precise relation of the spectral gap $\alpha$ with the black hole parameters is still unclear (see for instance the discussion in [26, Remark 2.24]). Moreover, establishing that a lower bound also holds generically seems to remain a wide open problem in the cosmological setting.\(^5\)

\(^3\) It is this “fast” exponential decay that is instrumental in establishing our stability result and not so much the differences in the geometries of the black hole interiors, when we change the sign of $\Lambda$. In fact, we note once again that one can easily adapt our main result, and corresponding proof, to the case $\Lambda \leq 0$ [see Remark (3.5)].

\(^4\) Strictly speaking Price’s Law usually refers to both upper and lower pointwise bounds. Here we will only need the upper bound in the weaker energy form of Assumption (2.2).

\(^5\) Recently, in the asymptotically flat ($\Lambda = 0$) case, a considerable amount of progress has been made concerning this issue [1,31–33].
The recent remarkable success concerning the nonlinear stability of the local region of Kerr–de Sitter, by Hintz and Vasy [25,27], and the preliminary breakthrough results of Schlue concerning the nonlinear stability of the cosmological region [41], create the expectation that some partial resolution of SCC, at least in a neighborhood of Kerr–de Sitter, might appear in a not too distant future. Nonetheless, as we hope our work here helps to make clear, a full understanding of SCC, even in a neighborhood of Kerr–de Sitter, will require a very precise quantitative understanding of the decay of gravitational perturbations along the event horizon of cosmological black holes.

2. Setup

2.1. The Metric and Ambient Differential Structure in Eddington–Finkelstein Coordinates

To set the semantic convention, whenever we refer to the Reissner–Nordström–de Sitter solution \((\mathcal{M}, g)\), we mean the maximal domain of dependence \(D(\Sigma) = \mathcal{M}\) of a compact Cauchy hypersurface \(\Sigma = S^1 \times S^2\). The manifold \(\mathcal{M}\) can be expressed by \(\mathcal{M} = Q \times S^2\), with \(Q\) depicted in Fig. 1. The region of interest for this paper is the darker shaded region \(\Pi\) (of Fig. 1); since all of its connected components are isometric, we choose one and denote it by \(Q_{\text{int}}\). We can then recover (the corresponding connected component of) the black hole interior region by \(\mathcal{M}_{\text{int}} = \pi^{-1}(Q_{\text{int}})\), where \(\pi\) is the projection \(\pi: \mathcal{M} \to Q\).

In the usual Schwarzschild coordinates \((t, r, \omega) \in \mathbb{R} \times (r_-, r_+) \times S^2 = \mathcal{M}_{\text{int}}\), the metric takes the form

\[
g = -D(r)dt^2 + \frac{1}{D(r)}dr^2 + r^2d\sigma_{S^2}^2,
\]

where \(d\sigma_{S^2}^2\) is the round metric of the 2-sphere and the static potential is defined by

\[D(r) = \frac{1}{\Delta(r)} - \frac{1}{r^2},\]

where \(\Delta(r) = r^2 - 2Mr + Q^2\).
\[ D(r) = 1 - \frac{2M}{r} + \frac{e^2}{r^2} - \frac{\Lambda}{3} r^2, \]  
\text{(3)}

where the (cosmological) black hole parameters are: the mass \( M > 0 \), the charge \( e \neq 0 \) and the cosmological constant \( \Lambda > 0 \). Note that \( T = \partial_t \) is Killing and is known as the stationary vector field.

The subextremality assumption follows by simply requiring the existence of 3 positive and distinct roots 
\[ 0 < r_- < r_+ < r_c \]

of the potential \( D \); to see how this can be encoded in terms of the black hole parameters, see [12, Appendix A]. The locus \( r = r_+ \) is known as the event horizon \( \mathcal{H}^\pm \) and \( r = r_- \), which, in the projective picture corresponds to the boundary of the Penrose diagram \( \mathcal{Q} \) in \( \mathbb{R}^{1+1} \), will be referred to as the Cauchy horizon \( \mathcal{CH}^\pm \), even without any mention to an extension of \((\mathcal{M}, g)\).

The following quantities, known as surface gravities,\(^6\) will play a fundamental role in our work:
\[ \kappa_* = \frac{1}{2} |D'(r_*)|, \quad * \in \{-, +, c\}. \]  
\text{(4)}

Note that the subextremality condition is equivalent to having non-vanishing surface gravities.

Consider the tortoise coordinate \( r^* \) determined by
\[
\left\{ \begin{array}{ll}
\frac{dr^*}{dr} = \frac{1}{D} \\
r^*(r_0) = 0,
\end{array} \right.
\]  
\text{(5)}

for an \( r_0 \in (r_-, r_+) \) to be chosen at our later convenience. This allows us to construct the coordinates
\[
\left\{ \begin{array}{ll}
v = t + r^*(r) \\
r = r \\
\omega = \omega,
\end{array} \right.
\]  
\text{(6)}

which will be specially helpful near the event horizon. In fact, in these coordinates, the metric takes the form
\[ g = -Ddv^2 + 2dvdr + r^2d\sigma^2_{S^2}, \]  
\text{(7)}

and extends regularly to the manifold with boundary
\[ \mathcal{M}_{\text{int}} \cup \mathcal{H}^+_A \cup \mathcal{CH}^+_B, \]
see Figs. 1 and 2, with \(-\partial_r \) future directed and transverse to \( \mathcal{H}^+_A \) and \( T = \partial_v \).

Near the Cauchy horizon, it will be convenient to consider instead the coordinates
\[
\left\{ \begin{array}{ll}
u = t - r^*(r) \\
\hat{r} = r \\
\omega = \omega,
\end{array} \right.
\]  
\text{(8)}

under which the metric takes the form
\[ g = -Ddu^2 - 2du d\hat{r} + \hat{r}^2d\sigma^2_{S^2}. \]  
\text{(9)}

\(^6\) Observe that, by definition, our surface gravities are nonnegative.
Figure 2. Conformal diagram of $Q_{\text{int}} = \pi(M_{\text{int}})$ with the ranges of $u$ and $v$, and level sets of $u, v$ and $r$ depicted

It is essential to note that in these coordinates the metric extends regularly to the manifold with boundary

$$M_{\text{int}} \cup CH_A^+ \cup \mathcal{H}_B^+,$$

with $-\partial_r$ future directed and transverse to $CH_A^+$. Observe also that the orientation of $u$ is contrary to the spacetime orientation and as a consequence $\mathcal{H}_A^+ \supset \{u = +\infty\}$.

The extra care in giving different notations for the radial coordinate in each set of coordinates is to protect us from the fundamental confusion of calculus which can be specially pernicious in our setting where it is essential to distinguish between transverse and tangential directions at the Cauchy horizon.

Integrating (5) gives

$$r^* = \frac{1}{2\kappa_+} \ln |r - r_+| - \frac{1}{2\kappa_-} \ln |r - r_-| - \frac{1}{2\kappa_c} \ln |r - r_c| + \frac{1}{2\kappa_n} \ln |r - r_n| + C,$$

where $r_n$ is the negative root of $D$. So, since

$$v - u = 2r^*, \quad (10)$$

we see that near $r_+$ we have the estimate

$$r_+ - r(u, v) = e^{O(1)} e^{\kappa_+(v-u)}. \quad (11)$$

We also take the chance to use (10) and define

$$v_r(u) := u + 2r^*(r), \quad (12)$$

and

$$u_r(v) := v - 2r^*(r). \quad (13)$$
Following [39], we will use the following notations for the level sets of the coordinate functions \( u, v \) and \( r \):

\[
\mathcal{C}_v^1 = \{ v = v_1 \}, \\
\mathcal{C}_u^1 = \{ u = u_1 \}, \\
\Sigma_{r_1} = \{ r = r_1 \}.
\]

Given \( S \subset M_{\text{int}} \), a function \( x : M_{\text{int}} \rightarrow \mathbb{R} \), we will also write

\[
S(x_1, x_2) := \{ p \in M_{\text{int}} \mid p \in S \text{ and } x_1 \leq x(p) \leq x_2 \};
\]

for instance with the previous notations

\[
\mathcal{C}_v(u_1, u_2) = \{ p \in M_{\text{int}} \mid v(p) = v_1 \text{ and } u_1 \leq u(p) \leq u_2 \}.
\]

### 2.2. Energy Currents and Vector Fields

To set notation and to try to make this paper as self-contained as possible, we will briefly review some of the basics of the vector field method; for a more detailed discussion, see [18,29] and references therein.

Define the stress–energy tensor of a massless scalar field by

\[
T_{\mu \nu}[\phi] = \partial_\mu \phi \partial_\nu \phi - \frac{1}{2} g_{\mu \nu} g^{\alpha \beta} \partial_\alpha \phi \partial_\beta \phi.
\]

If \( \phi \) is a solution to wave equation (1), then we obtain the energy–momentum conservation law

\[
\nabla^\mu T_{\mu \nu} = 0.
\]

By contracting the energy–momentum tensor with a vector field \( V \), we define the current

\[
J^V_\mu[\phi] := T_{\mu \nu}[\phi] V^\nu.
\]

In this context, we call \( V \) a multiplier vector field.

If \( V \) and \( n \) are both causal and future directed, we have

\[
J^V_\mu[\phi] n^\mu \geq 0.
\]

In the vector field method, the basic energy estimates follow by applying Stokes’ theorem to the divergence of currents. By (14) it follows that

\[
\nabla^\mu J^V_\mu[\phi] = K^V[\phi],
\]

for

\[
K^V[\phi] := (\pi^V)^{\mu \nu} T_{\mu \nu}[\phi],
\]

where \((\pi^V)^{\mu \nu} := \frac{1}{2} (\mathcal{L}_V g)^{\mu \nu}\) is the deformation tensor of \( V \). With these definitions it is immediately clear that \( \nabla^\mu J^V_\mu[\phi] = 0 \), if \( V \) is Killing.

In this language, including the notation (14), Stokes’ theorem applied to the divergence of the current \( J^V_\mu[\phi] \), in the region depicted in Fig. 3, provides
the energy identity

$$\int_{C_v}(r_0,r_+) J_\mu^V [\phi] n_{C_v}^\mu \ dV_3^{C_v} + \int_{\Sigma_{r_0}} J_\mu^V [\phi] n_{\Sigma_{r_0}}^\mu \ dV_3^{\Sigma_{r_0}} + \int_{\mathcal{R}} K^V [\phi] dV^4_g$$

$$= \int_{C_v}(r_0,r+) J_\mu^V [\phi] n_{C_v}^\mu \ dV_3^{C_v} + \int_{\mathcal{H}^+(v_1,v_2)} J_\mu^V [\phi] n_{\mathcal{H}^+}^\mu \ dV_3^{\mathcal{H}^+}. \quad (19)$$

To use the previous, some clarifications are still required. In the coordinates (6):

- The volume element associated with $g$ is

$$dV^4_g = r^2 d\nu dr d\omega,$$

where, from now on, $d\omega$ is the volume form of the round 2-sphere.

- On each $\Sigma_r$ we have the future directed unit normal

$$n_{\Sigma_r} = \frac{1}{\sqrt{-D}} (\partial_\nu + D\partial_r),$$

and the induced volume form

$$dV_3^{\Sigma_r} = n_{\Sigma_r}^\mu dV^4_g = r^2 \sqrt{-D} d\nu dr d\omega.$$

- On the null components of $\partial \mathcal{R}$, say $C_v$, there is no natural choice of normal or volume form, so one can just choose $n_{C_v}$ to be any future directed vector orthogonal to $C_v$, and then $dV_3^{C_v}$ is completely determined by Stokes’ theorem; for instance for the choice

$$n_{C_v}^\mu = -\partial_r,$$

corresponds

$$dV_3^{C_v} = r^2 dr d\omega.$$

A specially important vector field for the analysis of waves in black hole spacetimes is the red-shift vector field $N$ discovered by Dafermos and Rodnianski [17], which captures the decay generated by the red-shift effect near the event horizon. In the present paper we will need the following particular case of such construction, whose proof can be found in [3]:

\fig{3}{Region to apply divergence theorem represented as the hatched area}{.3}}
Theorem 2.1. Let $\phi$ be a solution of the wave equation. Given $\epsilon > 0$, there exist $r_0 \in (r_-, r_+)$ and a future directed vector field $N = N^r(r)\partial_r + N^v(r)\partial_v$ such that, in $r_0 \leq r \leq r_+$, the following estimate holds
\[ K^N[\phi] \geq (\kappa_+ - \epsilon) J^N[\phi] n^\mu_C v_\mu. \tag{20} \]

2.3. Killing Vector Fields

In the context of the vector field method, Killing vector fields are specially useful not just as multipliers, as we already saw, but also as commutators: For a Killing vector field $W$, we have the commutation relation $[\Box_g, W] = 0$, so if $\phi$ is a solution of the wave equation, then $W\phi$ is also a solution.

On Reissner–Nordström, besides the stationary vector field $T$, we also have the Killing vectors provided by the generators of spherical symmetry $\delta_i$, $i = 1, 2, 3$. These satisfy the important relations
\[
|\nabla \phi|^2 = \frac{1}{r^2} \sum_{i=1}^{3} (\delta_i \phi)^2, \tag{21}
\]
and
\[
(\Delta \phi)^2 = \frac{1}{r^4} \sum_{i=1}^{3} \sum_{j=1}^{3} (\delta_i \delta_j \phi)^2, \tag{22}
\]
where $\nabla$ and $\Delta$ are the gradient and Laplacian of the metric $g = r^2 d\sigma^2$.  

2.4. Price’s Law

We are now able to formalize our main assumption:

Assumption 2.2 (Price’s Law). We will say that a function $\phi \in C^\infty(M_{\text{int}} \cup \mathcal{H}^+)\) satisfies Price’s Law, on Reissner–Nordström–de Sitter, provided there exists $p > 0$ such that for any function of the form
\[
\psi = T^I \delta^I \phi, \tag{23}
\]
constructed out of any $l \in \mathbb{N}_0$ and $I = (i_1, \ldots, i_m)$, with $m \in \mathbb{N}_0$ and $i_s \in \{1, 2, 3\}$, we have, in $\mathcal{H}^+ = \{r = r_+\}$, covered by the Eddington–Finkelstein coordinates ($6$),
\[
\int_{v_1}^{v_2} \int_{\mathbb{S}^2} \left[ (\partial_v \psi)^2 + |\nabla \psi|^2 \right] (v, r_+, \omega) d\omega dv \lesssim e^{-2pv_1}, \tag{24}
\]
for all $0 \leq v_1 \leq v_2$.

3. The Main Result

The main result of this paper, the proof of which will be given in Sect. 4, can be stated as follows:

Theorem 3.1. Let $(\mathcal{M}_{\text{int}}, g)$ be a black hole interior region of a subextremal Reissner–Nordström–de Sitter spacetime. Let $\phi \in C^\infty(M_{\text{int}} \cup \mathcal{H}^+)$ be a solution of wave equation (1) satisfying Price’s Law (Assumption 2.2). If (recall (4))
\[
2 \min\{p, \kappa_+\} > \kappa_-, \tag{25}
\]
then for any timelike and future directed vector field $N \in \mathcal{X}^\infty(\mathcal{M}_{\text{int}} \cup \mathcal{H}^+)$ that commutes with the stationary Killing vector field $T$, there exists a constant $C > 0$ such that, for any $r_- \leq r_2 \leq r_1 \leq r_+$ and any $0 \leq u_1 \leq u_2$, we have (compare with (28))

$$
\int_{C_{u_1}(r_2, r_1)} J^N_\mu \phi n^\mu_{C_{u_1}} dV^3_{C_{u_1}} + \int_{\Sigma_{r_2}(u_1, u_2)} J^N_\mu \phi n^\mu_{\Sigma_{r_2}} dV^3_{\Sigma_{r_2}} \leq C,
$$

(26)

and, in $\mathcal{M}_{\text{int}}$,

$$
|\phi| \leq C.
$$

(27)

Moreover, $\phi$ extends as a function to $C^0(\mathcal{M}_{\text{int}} \cup \mathcal{H}^+ \cup \mathcal{H}^+) \cap H^1_{\text{loc}}(\mathcal{M}_{\text{int}} \cup \mathcal{H}^+ \cup \mathcal{H}^+)$. 

**Remark 3.2.** It is instructive to notice that in the Eddington–Finkelstein coordinates (8), which, recall, are regular up to and including $\mathcal{H}^+$ with $\partial_t$ transverse to the Cauchy horizon, the estimate (26) becomes

$$
\int_{r_2}^{r_1} \int_{u_2}^{u_1} \left[ (\partial_t \phi)^2 + |\nabla \phi|^2 \right] (u, r, \omega) d\omega dr
+ \int_{u_2}^{u_1} \int_{S^2} \left[ (\partial_u \phi)^2 + (-D)(\partial_r \phi)^2 + |\nabla \phi|^2 \right] (u, r_2, \omega) d\omega du \leq C.
$$

(28)

**Remark 3.3.** In fact, if we restrict to the region $r_- \leq r_2 \leq r_1 \leq \tilde{r}_1$, for a $\tilde{r}_1$ sufficiently close to $r_-$, we get some decaying (in $u$) statements: See (70), (72) and (73).

**Remark 3.4.** The statement for $r_2 = r_-$ should be interpreted as referring to

$$
\int_{\Sigma_{r_-}(u_1, u_2)} J^N_\mu \phi n^\mu_{\Sigma_{r_-}} dV^3_{\Sigma_{r_-}} := \limsup_{r \to r_-} \int_{\Sigma_{r}(u_1, u_2)} J^N_\mu \phi n^\mu_{\Sigma_{r}} dV^3_{\Sigma_{r}}.
$$

**Remark 3.5.** If one keeps Assumption 2.2 as it is stated here (with the same exponential decay in those coordinates), then Theorem 3.1 will also hold on the black hole interior of subextremal (asymptotically flat) Reissner–Nordström or Reissner–Nordström–adS spacetimes. In fact the proof presented here will go through with minimal changes. Note also that the reason to present the result in the de Sitter context is that, for generic Cauchy data (plus appropriate boundary data if $\Lambda < 0$), Assumption 2.2 is not expected to hold if $\Lambda \leq 0$.

**Remark 3.6.** We expect our main condition (25) to be sharp. More precisely, it is expected, for instance in view of the numerology of mass inflation [5,12], that all solutions of the wave equation that, instead of Assumption 2.2, satisfy the stronger condition

$$
\int_{v_1}^{v_2} \int_{S^2} \left[ (\partial_v \psi)^2 + |\nabla \psi|^2 \right] (v, r_+, \omega) d\omega dv \sim_{l, I} e^{-2pv_1},
$$

(29)

will have unbounded $H^1$ norm near the Cauchy horizon, provided (25) does not hold.
4. Proof of the Theorem 3.1

4.1. Red-Shift Estimates

We start by exploring the red-shift vector field:

**Proposition 4.1.** Let $\phi$ be a solution of the wave equation (1) that satisfies Price’s Law (Assumption 2.2) and let $N$ be the red-shift vector field constructed in Theorem 2.1. Then, for $\kappa < \min\{\kappa_+, 2\rho\}$ and any function of the form (23), there exists $r_0 \in (r_-, r_+)$, such that, for all $r \in [r_0, r_+]$, $\omega \in S^2$ and $0 \leq v_1 \leq v_2$, the following estimates hold

\[
\int_{\xi_{v_1}(r_0, r_+)} J^N_{\mu} [\psi] n_{\xi_v}^\mu \, dV^3_{\xi_v} \sim \int_{r_0}^{r_+} \int_{S^2} \left( (\partial_r \psi)^2 + |\nabla \psi|^2 \right) (v, r, \omega) \, dr \, d\omega \lesssim_{l, I} e^{-\kappa v_1}, \tag{30}
\]

\[
\int_{\Sigma_r(v_1, v_2)} \int_{S^2} \left( (\partial_v \psi)^2 + (\partial_r \psi)^2 + |\nabla \psi|^2 \right) (v, r, \omega) \, dr \, d\omega \lesssim_{l, I} e^{-\kappa v_1}, \tag{31}
\]

\[
\int_{\mathcal{R}(v_1, v_2)} K^N[\psi] \, dV_g^4 \sim \int_{v_1}^{v_2} \int_{r_0}^{r_+} \int_{S^2} \left( (\partial_v \psi)^2 + (\partial_r \psi)^2 + |\nabla \psi|^2 \right) (v, r, \omega) \, dr \, d\omega \, dv \lesssim_{l, I} e^{-\kappa v_1}. \tag{32}
\]

**Proof.** The divergence theorem applied to the current $J^N_{\mu} [\psi]$ in the region $\mathcal{R}(v_1, v_2)$ defined by Fig. 3, in Sect. 2.2, provides the energy identity already stated in (19). Since, by (16) and (20), all the terms in the previous identity are nonnegative, we see that claims (31) and (32) follow immediately from (30) and assumption (29). So, we only need to establish (30). Notice also that since $\xi_{v_2}(r, r_+ \times) \subset \xi_{v_2}(r_0, r_+ \times)$, for all $r \geq r_0$, we just need to consider the case $r = r_0$. Following [22] we define

\[
f(v) := \int_{\xi_v(r_0, r_+)} J^N_{\mu} [\psi] n_{\xi_v}^\mu \, dV^3_{\xi_v}.
\]

Relying on Theorem 2.1, for any $\epsilon > 0$, we can choose $r_0$ sufficiently close to $r_+$ such that

\[
\int_{\mathcal{R}(v_1, v_2)} K^N[\psi] \, dV_g^4 = \int_{v_1}^{v_2} \int_{r_0}^{r_+} \int_{S^2} K^N[\psi] r^2 \, d\omega \, dr \, dv \\
\geq (\kappa_+ - \epsilon) \int_{v_1}^{v_2} \left( \int_{r_0}^{r_+} \int_{S^2} J^N_{\mu} [\psi] n_{\xi_v}^\mu r^2 \, d\omega \, dr \right) \, dv \\
= (\kappa_+ - \epsilon) \int_{v_1}^{v_2} f(v) \, dv.
\]
Then, dropping the second term from the left-hand side of (19) while using (29), one obtains

$$f(v_2) + (\kappa_+ - \epsilon) \int_{v_1}^{v_2} f(v) dv \leq f(v_1) + C e^{-2p v_1},$$

for all $0 \leq v_1 \leq v_2$. Claim (30) is then a consequence of the following general result:

□

Lemma 4.2. For $t_0 \geq 0$, let $f$ be a continuous function, $f : [t_0, \infty) \to \mathbb{R}^+$, satisfying

$$f(t_2) + b \int_{t_1}^{t_2} f(t) dt \leq N f(t_1) + B e^{-\Delta t_1},$$

for given constants $b, N, \Delta, B > 0$ and all $0 \leq t_1 \leq t_2$.

Then, for any $\kappa < \min\{b/N, \Delta\}$ we have

$$f(t) \leq C_\kappa e^{-\kappa t},$$

for all $t \geq 0$, where $C_\kappa > 0$ is a constant that might blow up as $\kappa$ approaches $\min\{b/N, \Delta\}$.

Proof. In particular we have, for all $t \leq t_2$,

$$f(t_2) \leq N f(t) + B e^{-\Delta t},$$

which integrated on any interval of the form $[t_1, t_2]$ implies

$$(t_2 - t_1) f(t_2) \leq N \left[ \frac{N}{b} f(t_1) + \frac{B}{b} e^{-\Delta t_1} \right] + \frac{B}{\Delta} e^{-\Delta t_1}.$$ 

Setting $k = \min\{b/N, \Delta\}$, we then see that, for all $t_1 \leq t_2$,

$$(t_2 - t_1) f(t_2) \leq \frac{N}{k} f(t_1) + \frac{2B}{k} e^{-\Delta t_1}.$$ 

If we keep on integrating, it follows by induction that, for all $n \in \mathbb{N}_0$ and all $t_1 \leq t_2$,

$$\frac{(t_2 - t_1)^n}{n!} f(t_2) \leq \frac{N}{k^n} f(t_1) + \frac{(n + 1)B}{k^n} e^{-\Delta t_1}.$$ 

Setting $t = t_2$ and $t_1 = t_0$ in the previous inequality, we see that

$$\frac{k^n (t - t_0)^n}{n!} f(t) \leq N f(t_0) + B(n + 1) e^{-\Delta t_0}.$$ 

Since the right-hand side is not summable, we choose $0 < \epsilon < 1$ and multiply both sides by $(1 - \epsilon)^{2n}$. We then use the fact that $(1 - \epsilon)^n (n + 1) \leq C(\epsilon), \forall n$, to conclude that

$$\frac{((1 - \epsilon)^2 k(t - t_0))^n}{n!} f(t) \leq C(\epsilon)(1 - \epsilon)^n.$$ 

Summing both sides leads to the desired result presented in the form:

$$e^{(1-\epsilon)^2 k(t-t_0)} f(t) \leq \frac{C(\epsilon)}{\epsilon}.$$ 

□
4.2. Conditional Pointwise Estimates

We will now see how an energy estimate of the form (31) implies pointwise estimates for the current

\[ J^N_\mu [\psi] n^\mu_{\Sigma_r} \sim (\partial_r \psi)^2 + |\nabla \psi|^2. \]

At the moment, we only have (31) for \( \kappa < \min \{ \bar{\kappa}, 2p \} \) but, later on, we will be able to improve this in an iterative process where the estimates proven in this section will play a crucial role; therefore, in anticipation of such fact, we will present our estimates under the following assumption:

Assumption 4.3. For a given \( \bar{\kappa} > 0 \), any \( \kappa < \bar{\kappa} \) and any function of the form (23), there exists \( r_0 \in (r_-, r_+) \) such that, for all \( r \in [r_0, r_+] \) and all \( 0 \leq v_1 \leq v_2 \), the following holds

\[
\int_{\Sigma_r(v_1, v_2)} J^N_\mu [\psi] n^\mu_{\Sigma_r} d V^3_{\Sigma_r}
\sim \int_{v_1}^{v_2} \int_{S^2} \left[ (\partial_v \psi)^2 + (-D) (\partial_r \psi)^2 + |\nabla \psi|^2 \right] (v, r, \omega) d\omega dv \lesssim e^{-\kappa v_1}. \tag{35}
\]

Our main goal in this section is to prove the following:

Proposition 4.4. Let \( \phi \) be a solution of (1) that satisfies Assumption 4.3. Then, for any \( \kappa < \min \{ \bar{\kappa}, 2\kappa_+ \} \), there exists \( r_0 \in (r_-, r_+) \), such that, for all \( r \in [r_0, r_+] \), \( \omega \in S^2 \) and \( v \geq 0 \),

\[ J^N_\mu [\psi] n^\mu_{\Sigma_v} (v, r, \omega) \lesssim e^{-\kappa v}. \tag{36} \]

Proof. The desired result follows from Propositions 4.7 and 4.9. \[ \square \]

We will need the following basic result:

Lemma 4.5. Let \( f : [t_0, +\infty[ \rightarrow \mathbb{R} \) be a function for which there exists \( \kappa_1, C > 0 \) such that, for all \( t \geq t_0 \),

\[ \int_t^\infty f(\bar{t}) d\bar{t} \leq C e^{-\kappa_1 t}. \]

Then, for all \( 0 < \kappa_2 < \kappa_1 \),

\[ \int_t^\infty e^{\kappa_2 \bar{t}} f(\bar{t}) d\bar{t} \leq C e^{-(\kappa_1 - \kappa_2) t}. \]
Proof. Recall that the floor function is defined by \( \lfloor t \rfloor := \sup_{z \in \mathbb{Z}} \{ z \leq t \} \) and trivially satisfies \( t - 1 \leq \lfloor t \rfloor \leq t \). Then
\[
\int_{t}^{\infty} e^{\kappa_2 \tilde{t}} f(\tilde{t}) d\tilde{t} \leq \sum_{n=\lfloor t \rfloor}^{\infty} \int_{n}^{n+1} e^{\kappa_2 \tilde{t}} f(\tilde{t}) d\tilde{t}
\]
\[
\leq \sum_{n=\lfloor t \rfloor}^{\infty} e^{\kappa_2 (n+1)} \int_{n}^{n+1} f(\tilde{t}) d\tilde{t}
\]
\[
\leq C \sum_{n=\lfloor t \rfloor}^{\infty} e^{-(\kappa_1 - \kappa_2) n}
\]
\[
\leq C \sum_{n=\lfloor t \rfloor}^{\infty} \left( e^{-(\kappa_1 - \kappa_2)} \right)^n
\]
\[
\leq C e^{-(\kappa_1 - \kappa_2) t}.
\]
\[
\square
\]

Anticipating the use of Sobolev embedding over the symmetry spheres of the background manifold, we note that:

**Lemma 4.6.** Under Assumption 4.3, we have, for all \( i \in \{1, 2, 3\} \),
\[
\int_{v_1}^{v_2} \| \partial_v \psi(v, r, \cdot) \|_{L^2(S^2)}^2 dv \lesssim e^{-\kappa v_1}, \quad (37)
\]
\[
\int_{v_1}^{v_2} \| \delta_{v_i} \psi(v, r, \cdot) \|_{L^2(S^2)}^2 dv \lesssim e^{-\kappa v_1}, \quad (38)
\]
and, consequently,
\[
\int_{v_1}^{v_2} e^{\kappa v} \| \partial_v \psi(v, r, \cdot) \|_{L^2(S^2)}^2 dv \lesssim 1, \quad (39)
\]
and
\[
\int_{v_1}^{v_2} e^{\kappa v} \| \delta_{v_i} \psi(v, r, \cdot) \|_{L^2(S^2)}^2 dv \lesssim 1. \quad (40)
\]

Proof. The first estimate follows by an application of Assumption 4.3 to
\[
\int_{v_1}^{v_2} \| \partial_v \psi(v, r, \cdot) \|_{L^2(S^2)}^2 dv
\]
\[
\lesssim \int_{\Sigma_r(v_1, v_2)} J_{\mu}^3 [\psi] n_{\Sigma_r}^\mu dV_{\Sigma_r}^3 + \sum_{i=0}^{3} \int_{\Sigma_r(v_1, v_2)} J_{\mu}^3 [\delta_{v_i} \psi] n_{\Sigma_r}^\mu dV_{\Sigma_r}^3 + \sum_{i=0}^{3} \sum_{j=0}^{3} \int_{\Sigma_r(v_1, v_2)} J_{\mu}^3 [\delta_{v_i} \delta_{v_j} \psi] n_{\Sigma_r}^\mu dV_{\Sigma_r}^3 \lesssim e^{-\kappa v}.
\]
The second follows in a similar fashion by using (21) and boundedness of \( r \), in our region of interest. The last two are then an immediate consequence of Lemma 4.5. □

We are now able to obtain our first pointwise bounds:

**Proposition 4.7.** Under Assumption 4.3

\[
(\partial_v \psi(v, r, \omega))^2 \lesssim e^{-\kappa v},
\]

and, for all \( i \in \{1, 2, 3\},

\[
(\partial_i \psi(v, r, \omega))^2 \lesssim e^{-\kappa v}.
\]

**Proof.** Squaring

\[
\zeta(v_2, r, \omega) = \int_{v_1}^{v_2} \partial_v \zeta(v, r, \omega) dv + \zeta(v_1, r, \omega),
\]

where \( \zeta \) is an arbitrary function to be specialized later, leads to

\[
\zeta^2(v_2, r, \omega) \leq 2 \left( \int_{v_1}^{v_2} \partial_v \zeta(v, r, \omega) dv \right)^2 + 2 \zeta^2(v_1, r, \omega)
\]

\[
= 2 \left( \int_{v_1}^{v_2} e^{-\frac{1}{2} \kappa v} e^{\frac{1}{2} \kappa r} \partial_v \zeta(v, r, \omega) dv \right)^2 + 2 \zeta^2(v_1, r, \omega)
\]

\[
\leq 2 \int_{v_1}^{v_2} e^{-\kappa v} dv \int_{v_1}^{v_2} e^{\kappa v} (\partial_v \zeta(v, r, \omega))^2 dv + 2 \zeta^2(v_1, r, \omega)
\]

\[
\leq C e^{-\kappa v_1} \int_{v_1}^{v_2} e^{\kappa v} (\partial_v \zeta(v, r, \omega))^2 dv + 2 \zeta^2(v_1, r, \omega).
\]

Setting

\[
Z(v, r) := \sup_{\omega \in S^2} \zeta^2(v, r, \omega),
\]

the previous inequality gives, by Sobolev embedding in \( S^2 \),

\[
Z(v_2, r) \leq C e^{-\kappa v_1} \int_{v_1}^{v_2} e^{\kappa v} \sup_{\omega \in S^2} (\partial_v \zeta(v, r, \omega))^2 dv + 2Z(v_1, r)
\]

\[
\leq C e^{-\kappa v_1} \int_{v_1}^{v_2} e^{\kappa v} \| \partial_v \zeta(v, r, \cdot) \|^2_{H^2(S^2)} dv + 2Z(v_1, r).
\]

Now, if \( \zeta \) is of the form (23), we then have, by Lemma 4.6,

\[
\int_{v_1}^{v_2} e^{\kappa v} \| \partial_v \zeta(v, r, \cdot) \|^2_{H^2(S^2)} dv \lesssim 1,
\]

and consequently, for such functions,

\[
Z(v_2, r) \leq C e^{-\kappa v_1} + 2Z(v_1, r).
\] (43)

Moreover, for any function of the form \( \zeta = \partial_v (\partial_v \zeta^I \phi) \) or \( \zeta = \partial_i (\partial_v \zeta^I \phi) \), we have, again by Lemma 4.6,

\[
\int_{v_1}^{v_2} Z(v, r) dv \leq C \int_{v_1}^{v_2} \| \zeta(v, r, \cdot) \|^2_{H^2(S^2)} dv \lesssim e^{-\kappa v_1}.
\] (44)
Multiplying the last inequality by an arbitrary constant $L > 0$ and adding the result to (43) yields
\[ Z(v_2, r) + L \int_{v_1}^{v_2} Z(v, r) dv \leq 2Z(v_1, r) + Ce^{-\kappa v_1}, \]
and the result now follows by choosing $L > 2\kappa$ and applying, for each $r \in [r_0, r_+]$, Lemma 4.2 to the functions $f_r(v) := Z(v, r)$.

The next is an immediate consequence of the last proposition and Eqs. (21) and (22):

**Corollary 4.8.** Under Assumption 4.3
\[ \|\nabla \psi\|^2 \lesssim e^{-\kappa v}, \]
and
\[ (\Delta \psi)^2 \lesssim e^{-\kappa v}. \]

We now turn to the pointwise estimates of the radial derivatives.

**Proposition 4.9.** Let $\phi$ be a solution of (1) that satisfies Assumption 4.3. Then, for any $\kappa < \min\{\bar{\kappa}, 2\kappa_+\}$, there exists $r_0 \in (r_-, r_+)$, such that, for all $r \in [r_0, r_+]$, $\omega \in S^2$ and $v \geq 0$, we have
\[ (\partial_r \psi(v, r, \omega))^2 \lesssim e^{-\kappa v}. \]

**Proof.** In our coordinates (6), the wave operator reads
\[ \Box g \psi = D \partial_r^2 \psi + 2\partial_v \partial_r \psi + \frac{2}{r} \partial_v \psi + \left(\frac{2}{r} D + D'\right) \partial_r \psi + \Delta \psi. \]
Therefore, for any solution $\psi$ of the wave equation, we have
\[ \left(\partial_v + \frac{1}{2} D \partial_r\right) \partial_r \psi + G \partial_r \psi = S, \]
where
\[ G = \frac{1}{r} D + \frac{1}{2} D', \]
and
\[ S = -\frac{1}{r} \partial_v \psi - \frac{1}{2} \Delta \psi. \]
According to Proposition 4.7 and Corollary 4.8, the source term satisfies the estimate
\[ |S| \lesssim e^{-\frac{1}{2}\kappa v}. \]
The characteristic of (50), passing through the point $(v_1, r_1, \omega_1)$, is the outgoing null line
\[ \chi(v) = \chi(v; v_1, r_1, \omega_1) = (v, r(v; v_1, r_1, \omega_1), \omega_1), \]
with $v \mapsto r(v; v_1, r_1, \omega_1)$ determined by
\[ \left\{ \begin{array}{l}
\frac{dr}{dv} = \frac{1}{2} D \\
r(v_1; v_1, r_1, \omega_1) = r_1.
\end{array} \right. \]
We note that
\[
\frac{d}{dv} (\partial_r \psi \circ \chi(v)) = \left( \partial_v + \frac{1}{2} D \partial_r \right) \partial_r \psi \circ \chi(v).
\] (53)

We have \( D(r) < 0 \), for \( r_0 < r < r_+ \), \( D(r_+) = 0 \) and \( D'(r_+) = 2\kappa_+ > 0 \). Therefore, given \( \epsilon > 0 \), we may choose \( r_0 \) smaller, but sufficiently close to \( r_+ \) such that, for \( r \in [r_0, r_+] \),
\[
G(r) \geq \kappa_+ - \epsilon.
\] (54)

We can then fix \( v_0 \geq 0 \) so that all characteristics with \( r_1 \in [r_0, r_+] \) intersect the compact set \( \mathcal{C}_{v_0}(r_0, r_+) \), at exactly one point, and remain in \( r_0 \leq r \leq r_+ \), for all \( v_0 \leq v \leq v_1 \). Using (53), let us integrate (50) from \( \mathcal{C}_{v_0}(r_0, r_+) \) along the characteristics; by taking into account (54) and (51) we obtain, for all \( v \geq v_0, r \in [r_0, r_+] \) and \( \omega \in S^2 \),
\[
|\partial_r \psi(v, r, \omega)| \leq |\partial_r \psi \circ \chi(v_0; v, r, \omega)| e^{- \int_{v_0}^{v} G \circ \chi(\tilde{v}) d\tilde{v}}
+ \int_{v_0}^{v} |S \circ \chi(\tilde{v}; v, r, \omega)| e^{- \int_{v_0}^{\tilde{v}} G \circ \chi(\bar{v}) d\bar{v}} d\tilde{v},
\]
\[
\leq C e^{-(\kappa_+-\epsilon)(v-v_0)} + \int_{v_0}^{v} C e^{-\frac{1}{2} \kappa_+ \bar{v}} e^{-(\kappa_+-\epsilon)(v-\bar{v})} d\bar{v}
\]
\[
\lesssim e^{-(\min\{\frac{1}{2} \kappa_+, \kappa_+\} - \epsilon)v}.
\]

Since \( \epsilon > 0 \) can be made arbitrarily small, we are done. \( \square \)

### 4.3. Conditional Energy Estimates

We will now use the conditional pointwise estimates derived in the previous section to obtain conditional energy estimates, which will later lead, by the iteration scheme of Sect. 4.4, to improved energy estimates.

**Lemma 4.10.** Let \( \phi \) be a solution of (1) that satisfies Assumption 4.3. Then, for all \( v \geq 0 \) and \( u \geq u_{r_0}(v) \) we have
\[
\int_{\mathcal{C}_{v}(u, \infty)} J_{\mu}^N [\psi] n_{\mu}^\nu dV^3_{\mathcal{C}_{v}} \lesssim e^{\kappa_+(v-u)-\kappa v}.
\] (55)

**Proof.** We simply have to note that in the region under consideration \( r(u, v) \in [r_0, r_+] \) and we have by (11)
\[
\phantom{\text{(56)}} r_+ - r(u, v) \lesssim_{r_0} e^{\kappa_+(v-u)}.
\] (56)

Then, in view of (36),
\[
\int_{\mathcal{C}_{v}(u, \infty)} J_{\mu}^N [\psi] n_{\mu}^\nu dV^3_{\mathcal{C}_{v}} \sim \int_{r(u, v)}^{r_+} \int_{S^2} J_{\mu}^N [\psi] n_{\mu}^\nu (v, r, \omega) d\omega dr
\]
\[
\lesssim \int_{r(u, v)}^{r_+} \int_{S^2} e^{-\kappa v} d\omega dr
\]
\[
\lesssim (r_+ - r(u, v)) e^{-\kappa v}.
\] \( \square \)
Proposition 4.11. Let $\phi$ be a solution of (1) that satisfies Price’s Law (Assumption 2.2), with $2p > \kappa_+$, and Assumption 4.3. Then, for any $\kappa < \min\{\bar{\kappa}, 2\kappa_+\}$, any $m \geq 1$ and any $\delta > 0$, there exists $r_0 \in (r_-, r_+)$ such that, for all $r_0 \leq r \leq r_+$ and $0 \leq v_1 \leq v_2$,

$$\int_{\Sigma_r(v_1,v_2)} J_\mu^N[\psi] n^\mu_{\Sigma_r} d V_{\Sigma_r}^3 \lesssim e^{-\Delta_1(m)v_1} + e^{-\Delta_2(m)v_1},$$

for

$$\Delta_1 = \frac{1}{m} [(m - 1)(2 - \delta)\kappa_+ + \kappa],$$

and

$$\Delta_2 = \frac{1}{m} [2p - \delta + (m - 1)(1 - \delta)\kappa_+].$$

Proof. Following [39] we consider, for $\delta > 0$, the following modified red-shift vector field

$$\hat{N}_\delta := e^{(1-\delta)\kappa_+ v} N.$$  

It turns out that [39, p. 112]

$$K^{\hat{N}_\delta}[\psi] \geq 0,$$

provided $r_0$ is sufficiently close to $r_+.$

Then, the divergence theorem applied to the region $\mathcal{R},$ defined by Fig. 4, gives rise to the following energy estimate

$$\int_{\Sigma_r(v_1,v_2)} J_\mu^{\hat{N}_\delta}[\psi] n^\mu_{\Sigma_r} d V_{\Sigma_r}^3 \leq \int_{\mathcal{C}_v} J_\mu^{\hat{N}_\delta}[\psi] n^\mu_{\mathcal{C}_v} d V_{\mathcal{C}_v}^3 + \int_{\mathcal{H}^+} J_\mu^{\hat{N}_\delta}[\psi] n^\mu_{\mathcal{H}^+} d V_{\mathcal{H}^+}^3.$$

Now the term on the left satisfies

$$\int_{\Sigma_r(v_1,v_2)} J_\mu^{\hat{N}_\delta}[\psi] n^\mu_{\Sigma_r} d V_{\Sigma_r}^3 \geq e^{(1-\delta)\kappa_+ v_1} \int_{\Sigma_r(v_1,v_2)} J_\mu^N[\psi] n^\mu_{\Sigma_r} d V_{\Sigma_r}^3.$$  

Figure 4. Region $\mathcal{R}$ represented as the hatched area
Since \( u_r(v_1) = v_1 - 2r^* \),
with the help of Lemma 4.10 the first term on the right can be estimated by
\[
\int_{\mathcal{C}_{v_1}(u_r(v_1), \infty)} J^N_{\mu} \bar{\psi}_\mu n^\mu_{\Sigma_v} = e^{\frac{1}{m}(1-\delta) \kappa_+ v_1} \int_{\mathcal{C}_{v_1}(u_r(v_1), \infty)} J^N_{\mu} \bar{\psi}_\mu n^\mu_{\Sigma_v} \\
\lesssim e^{\frac{1}{m}(1-\delta) \kappa_+ v_1} e^{\kappa_+ (\frac{1}{m} - v_1 + 2r^*)} e^{-\frac{v_1}{m}} \\
\lesssim e^{2\kappa_+ r^*} e^{-\frac{1}{m} (m-2+\delta) \kappa_+ v_1} \\
\lesssim e^{-\frac{1}{m} (m-2+\delta) \kappa_+ v_1},
\]
where in the last step we used the fact that, by setting \( r^*(r_0) = 0 \), we get \( r^*(r) \leq 0 \), for \( r \geq r_0 \).

For the final term we invoke Price’s Law (Assumption 2.2) and use Lemma 4.5, for which we require the condition \( 2p > \kappa_+ \), to obtain
\[
\int_{\mathcal{H}^+\left(\frac{v_1}{m}, v_2\right)} J^N_{\mu} \bar{\psi}_\mu n^\mu_{\mathcal{H}^+} dV^3_{\mathcal{H}^+} = e^{(1-\delta) \kappa_+ v} J^N_{\mu} \bar{\psi}_\mu n^\mu_{\mathcal{H}^+} dV^3_{\mathcal{H}^+} \\
\lesssim e^{-\frac{1}{m} [2p-(1-\delta) \kappa_+ + \delta] v_1}.
\]
Inserting the last three estimates into the energy estimate gives
\[
e^{(1-\delta) \kappa_+ v_1} \int_{\Sigma_r(v_1, v_2)} J^N_{\mu} \bar{\psi}_\mu n^\mu_{\Sigma_r} dV^3_{\Sigma_r} \\
\lesssim e^{-\frac{1}{m} [(m-2+\delta) \kappa_+ + \delta] v_1} + e^{-\frac{1}{m} [2p-(1-\delta) \kappa_+ + \delta] v_1},
\]
and the desired result follows by simply passing the exponential factor in the left to the right. \( \square \)

### 4.4. Iteration and Improved Estimates

For the sake of simplicity, let us assume for a moment that \( p = \kappa_+ \) in order to illustrate the iterative mechanism that will allow us to improve the previously established estimates; we will return to the general case shortly. By Proposition 4.1, there exists an \( r_0 < r_+ \) such that, for all \( r \in [r_0, r_+] \) and any \( \kappa_0 < \kappa_+ \),
\[
\int_{\Sigma_r(v_1, v_2)} J^N_{\mu} \bar{\psi}_\mu n^\mu_{\Sigma_r} \lesssim e^{-\kappa_0 v_1}. \tag{63}
\]
In other words, Assumption 4.3 and consequently all the results in Sects. 4.2 and 4.3 hold for \( \bar{\kappa} = \kappa_0 = \kappa_+ \). To improve (63), we can (in this simplified setting) take for instance \( m = m_0 = 2 \) and then \( \Delta_1 \) and \( \Delta_2 \) (recall (58) and (59)) can be chosen arbitrarily close to \( \frac{3}{2} \kappa_+ \); it then follows from Proposition 4.11, with \( \bar{\kappa}_0 = \kappa_+ \), that for any \( \kappa_1 < \frac{3}{2} \kappa_+ \),
\[
\int_{\Sigma_r(v_1, v_2)} J^N_{\mu} \bar{\psi}_\mu n^\mu_{\Sigma_r} \lesssim e^{-\kappa_1 v_1}.
\]
So we see that Assumption 4.3 now holds with \( \bar{\kappa} = \bar{\kappa}_1 = \frac{3}{2} \kappa_+ > \bar{\kappa}_0 \). We can then repeat the process by choosing a new \( m = m_1 \geq 1 \), where the lower bound is needed to apply Proposition 4.11 that allows us to improve the decay once more. In fact, as we will see, we can keep on improving this decay, even without the previous simplifying assumption \((\kappa = \kappa_+)\), until we reach:

**Theorem 4.12.** Let \( \phi \) be a solution of (1) that satisfies Price’s Law (Assumption 2.2), with \( 2p > \kappa_+ \). Then, for any \( \epsilon > 0 \), there exists \( r_0 \in (r_-, r_+) \) such that, for all \( r_0 \leq r \leq r_+ \) and \( 0 \leq v_1 \leq v_2 \),

\[
\int_{\Sigma_r(v_1, v_2)} J_\mu^N \left[ \psi \right] n_\Sigma^\mu \text{d} V_{\Sigma_r}^3 \lesssim e^{-2(\min\{\kappa_+, p\} - \epsilon)v_1} \tag{64}
\]

and, consequently,

\[
(\partial_\nu \psi(v, r, \omega))^2 + (\partial_{\nu_i} \psi(v, r, \omega))^2 + (\partial_r \psi(v, r, \omega))^2 \lesssim e^{-2(\min\{\kappa_+, p\} - \epsilon)v}, \tag{65}
\]

for all functions of the form (23) and any \( i \in \{1, 2, 3\} \).

**Proof.** Note first that (65) is an immediate consequence of (64) together with Propositions 4.7 and 4.9.

From the discussion prior to the statement of this theorem, we see that the main result of interest (64) follows from the following:

**Lemma 4.13.** For any \( \epsilon > 0 \), there exist a \( \delta > 0 \) and a sequence \( \{m_n\}_{n \in \mathbb{N}_0} \), satisfying \( m_n \geq 1 \), \( \forall n \), such that the sequence \( \{\kappa_n\}_{n \in \mathbb{N}_0} \) defined by

\[
\begin{cases}
\kappa_0 = \kappa_+ \\
\kappa_{n+1} = \Delta_1(m_n, \kappa_n) = \frac{1}{m_n} [(m_n - 1)(2 - \delta) \kappa_+ + \kappa_n],
\end{cases}
\]

satisfies the following:

1. \( \kappa_{n+1} = \Delta_2(m_n), \forall n \), and
2. there exists \( N \in \mathbb{N} \) for which \( \kappa_N > 2 \min\{\kappa_+, p\} - \epsilon \).

**Proof.** Fix \( \epsilon > 0 \) and choose \( m_n \) as the solution of

\[
\Delta_1(m_n, \kappa_n) = \Delta_2(m_n),
\]

i.e.,

\[
m_n = \frac{2p - \delta - \kappa_n + \kappa_+}{\kappa_+}. \tag{66}
\]

Then by construction \( \kappa_{n+1} = \Delta_2(m_n), \forall n \). Observe also that if

\[
2p > \kappa_n, \tag{67}
\]

we can choose \( \delta \) sufficiently small in order to make sure that the condition \( m_n \geq 1 \) holds.

For the choice (66) the recursive rule for our sequence becomes

\[
\kappa_{n+1} = \frac{\kappa_+}{2p - \delta + \kappa_+ - \kappa_n} [(2 - \delta)(2p - \delta) - (1 - \delta)\kappa_n]. \tag{68}
\]

If it happens that there exists \( N \in \mathbb{N} \) such that \( \kappa_N \geq 2 \min\{\kappa_+, p\} \), then we are done.
So we are left with analyzing the situation when

\[ \kappa_n < 2 \min \{ \kappa_+, p \}, \quad \forall n. \]

We consider two cases:

**Case 1** \( p \geq \kappa_+ \).

In this case, our latest assumption gives

\[ \kappa_n < 2 \kappa_+, \quad \forall n. \]

Then the denominator of (68) reads

\[ 2p - \delta + \kappa_+ - \kappa_n > 2p - \delta - \kappa_+ \]

which can be made positive by choosing \( \delta \) small enough. Consequently

\[ \kappa_{n+1} - \kappa_n \geq 0 \iff \kappa_+ [ (2 - \delta)(2p - \delta) - (1 - \delta)\kappa_n ] - \kappa_n [ 2p - \delta + \kappa_+ - \kappa_n ] \geq 0. \]

But we have

\[ \kappa_+ [ (2 - \delta)(2p - \delta) - (1 - \delta)\kappa_n ] - \kappa_n [ 2p - \delta + \kappa_+ - \kappa_n ] = 0 \]

\[ \iff \kappa_n = \kappa_\delta := \frac{1}{2} (2 - \delta) \kappa_+ + 2p - \delta \pm |(2 - \delta) \kappa_+ - 2p - \delta|. \]

Since we are analyzing the case \( p \geq \kappa_+ \), we get

\[ \kappa_\delta = (2 - \delta) \kappa_+ \quad \text{and} \quad \kappa_\delta = 2p - \delta. \]

We will now proceed by contradiction by assuming that for all \( \delta > 0 \) we have (for the \( \epsilon > 0 \) fixed in beginning of the proof)

\[ \kappa_n < 2 \kappa_+ - \epsilon, \quad \forall n. \]

Then, by making \( \delta \) small we can make sure that \( 2 \kappa_+ - \epsilon < \kappa_\delta \). But then \( \kappa_n \) is increasing, and since it is bounded, it is therefore convergent; in fact the previous computations show that it converges to \( \kappa_\delta \) which gives the desired contradiction.

**Case 2** \( p < \kappa_+ \).

The analysis of this case is similar to the previous with \( \kappa_\delta = 2p - \delta \). \( \square \)

This concludes the proof of Theorem 4.12. \( \square \)

### 4.5. Propagating the Energy Estimates to the Cauchy Horizon

We can now follow Sbierski [39] all the way to the Cauchy horizon. For the sake of completeness, we present a brief sketch of how the energy estimates propagate; the relevant details can be found in [39, pp. 113–118].

First one uses the fact that

\[
\int_{\Sigma_r(u, \infty)} J_\mu^{N_1}[\psi] n_{\Sigma_r}^\mu \sim \int_{\Sigma_r(u, \infty)} J_\mu^{N_2}[\psi] n_{\Sigma_r}^\mu,
\]

for any pair, \( N_1, N_2 \), of timelike and future directed vector fields that commute with the stationary Killing vector field \( T \). Moreover for any such vectors, if \( r_- < r_1 < r_0 < r_+ \), we have the estimate
\[ \int_{\Sigma_{r_1}(u, \infty)} J^N_{\mu}[\psi] n^\mu_{\Sigma_r} \leq C(r_0, r_1) \int_{\Sigma_{r_0}(u, \infty)} J^N_{\mu}[\psi] n^\mu_{\Sigma_r} \]

\[ \lesssim e^{-2(\min\{\kappa_+, p\} - \epsilon)v_{r_0}(u)} \]

\[ \lesssim e^{-2(\min\{\kappa_+, p\} - \epsilon)u}. \]

where we have used the fact that \( r^a(r_0) = 0 \). One then considers, for \( \delta > 0 \), the vector field

\[ \hat{N}_\delta = e^{(1+\delta)\kappa_- u} \tilde{N}, \] (69)

where \( \tilde{N} \) is the blue-shift vector field, which is timelike, future directed and such that \([\hat{N}, T] = 0\). It turns out that

\[ K^{\hat{N}_\delta}[\psi] \geq 0, \]

in \( r_- \leq r \leq r_1 \), for some \( r_1 \) sufficiently close to \( r_- \).

Stokes’ theorem applied to the divergence of \( \hat{N}_\delta \), in the region defined by Fig. 5, leads to

\[ \int_{C_{u_1}(r_2, r_1)} e^{(1+\delta)\kappa_- u} J^\mu_{\hat{N}}[\psi] n^\mu_{C_u} + \int_{\Sigma_{r_2}(u_1, u_2)} e^{(1+\delta)\kappa_- u} J^\mu_{\hat{N}}[\psi] n^\mu_{\Sigma_r} \]

\[ \leq \int_{\Sigma_{r_1}(u_1, u_1 (v_{r_2}(u_2)))} e^{(1+\delta)\kappa_- u} J^\mu_{\hat{N}}[\psi] n^\mu_{\Sigma_r} \]

\[ \leq \int_{\Sigma_{r_1}(u_1, \infty)} e^{(1+\delta)\kappa_- u} J^\mu_{\hat{N}}[\psi] n^\mu_{\Sigma_r}. \]

(70)

Now, in view of the previous discussion, Theorem 4.12 and Lemma 4.5, we see that provided that

\[ 2 \min\{p, \kappa_+\} > \kappa_- \], (71)

for any \( \delta > 0 \) sufficiently small we have

\[ \int_{\Sigma_{r_1}(u_1, \infty)} e^{(1+\delta)\kappa_- u} J^\mu_{\hat{N}}[\psi] n^\mu_{\Sigma_r} \lesssim e^{-(2 \min\{p, \kappa_+\} - \kappa_- - \delta)u_1}. \]

(72)

**Figure 5.** Region in which we carry out divergence theorem is represented as the hatched area
Inserting the last estimate into (70) gives

\[ \int_{C_u(r_2, r_1)} J_\mu^N[\psi] n_{\Sigma \mu}^\nu \lesssim e^{-(2 \min\{p, \kappa_+\} - \delta) u_1}, \tag{73} \]

which gives (26). As a consequence, we see that \( \phi \in H^1_{\text{loc}}(\mathcal{M}_{\text{int}} \cup \mathcal{H}^+ \cup \mathcal{C} H^+) \).

Uniform boundedness (27) then follows by a simple adaptation of the initial part of the proof of Proposition 4.7 (compare with [22, Section 14]), and the continuity statement, in Theorem 3.1, can then be proven by using the ideas of [22, Section 15].
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