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Abstract. A double stochastic operator is a generalization of a double stochastic matrix. In this paper, we study the dynamics of double stochastic operators. We give a criterion for a regularity of a double stochastic operator in terms of absences of its periodic points. We provide some examples to insure that, in general, a trajectory of a double stochastic operator may converge to any interior point of the simplex.

1. Introduction
A notion of a double stochastic operator (in short DSO) was firstly introduced in the paper [7] as a generalization of a double stochastic matrix in a class of nonlinear operators. For reasons of self-exposition, it is convenient to provide some necessary notations and notions in the theory of majorization (for a detail, see [1, 2, 13]).

Let \( \|x\|_1 = \sum_{k=1}^{m} |x_k| \) be a norm of a vector \( x = (x_1, \cdots, x_m) \in \mathbb{R}^m \). We say that \( x \geq 0 \) (resp. \( x > 0 \)) if \( x_k \geq 0 \) (resp. \( x_k > 0 \)) for all \( k = 1, m \). Let \( S^{m-1} = \{x \in \mathbb{R}^m : \|x\|_1 = 1, x \geq 0\} \) be the \( (m-1) \)-dimensional standard simplex. An element of the simplex \( S^{m-1} \) is called a stochastic vector. Recall that a square matrix \( P = (p_{ij})_{i,j=1}^{m} \) is called stochastic if every row is a stochastic vector. A square matrix \( P = (p_{ij})_{i,j=1}^{m} \) is said to be double stochastic if every row and column are stochastic vectors. For a given vector \( x = (x_1, \cdots, x_m) \in \mathbb{R}^m \), let \( x_1 \geq \cdots \geq x_m \) denote the components of \( x \) in a non-increasing order and \( x_\downarrow = (x_1, \cdots, x_m) \).

We set \( \mathbb{R}_\downarrow^m = \{x \in \mathbb{R}^m : x_1 \geq \cdots \geq x_m\} \).

We say that \( x \) is majorized by \( y \) written \( x \prec y \) if

\[
\sum_{i=1}^{k} x[i] \leq \sum_{i=1}^{k} y[i], \quad \forall k = 1, m-1, \quad \sum_{i=1}^{m} x[i] = \sum_{i=1}^{m} y[i].
\]

The following results are the classical results in the theory of majorization [13].

**Theorem 1.1.** Let \( x, y \in \mathbb{R}^m \) be vectors. The following statements are equivalent:

(i) The vector \( x \) is majorized by \( y \), i.e., \( x \prec y \);
(ii) One has \( Dy = x \) for some double stochastic matrix \( D \);
(iii) The vector \( x \) is in the convex hull of the \( m! \) permutations of \( y \).
(iv) One has \( \sum \phi(x[i]) \leq \sum \phi(y[i]) \) for all convex continuous functions \( \phi \).
We shall interchangeably use three equivalent statements \((i) - (iii)\) throughout this paper. A set of all \(m!\) permutations of \(x\) and its convex hull are denoted, respectively, by \(\text{Per}_m(x)\) and \(\text{Conv}(\text{Per}_m(x))\). Due to Theorem 1.1, the conditions \((i)\) and \((ii)\) are equivalent. Therefore, we can give an equivalent definition of a double stochastic matrix which is convenient in nonlinear settings: a matrix \(D\) is said to be double stochastic if one has that \(Dx \prec x\) for any \(x \in \mathbb{R}^m\).

Any mapping \(V: S^{m-1} \to S^{m-1}\) is called a stochastic operator.

**Definition 1.2** ([7]). A stochastic operator \(V: S^{m-1} \to S^{m-1}\) is said to be double stochastic if one has that \(V(x) \prec x\) for any \(x \in S^{m-1}\).

**Proposition 1.3.** Let \(V: S^{m-1} \to S^{m-1}\) be a stochastic operator. Then the following statements are equivalent:

\((i)\) \(V\) is a double stochastic operator;

\((ii)\) One has that \(V(\text{Conv}(\text{Per}_m(x))) \subset \text{Conv}(\text{Per}_m(x))\) for any \(x \in S^{m-1}\).

**Proof.** It follows from Theorem 1.1 that one has that \(x \prec y\) if and only if \(\text{Conv}(\text{Per}_m(x)) \subset \text{Conv}(\text{Per}_m(y))\). Consequently, one has that \(V(x) \prec x\) for any \(x \in S^{m-1}\) if and only if \(V(\text{Conv}(\text{Per}_m(x))) \subset \text{Conv}(\text{Per}_m(x))\) for any \(x \in S^{m-1}\).

Sometimes, the following geometric definition of a DSO is very useful in a practice.

**Definition 1.4.** A stochastic operator \(V: S^{m-1} \to S^{m-1}\) is said to be double stochastic if one has that \(V(\text{Conv}(\text{Per}_m(x))) \subset \text{Conv}(\text{Per}_m(x))\) for any \(x \in S^{m-1}\).

Throughout this paper, we shall consider a continuous DSO without mentioning “continuity”.

A cubic matrix \(P = (p_{ijk})_{i,j,k=1}^m\) is called stochastic if \(\sum_{k=1}^m p_{ijk} = 1, \quad p_{ijk} \geq 0, \quad \forall i, j, k = 1, m\).

Every cubic stochastic matrix is associated with a quadratic stochastic operator \(V: S^{m-1} \to S^{m-1}\) as follows

\[(V(x))_k = \sum_{i,j=1}^m x_ix_jp_{ijk}, \quad \forall k = 1, m. \quad (1.1)\]

A Birkhoff theorem states that a set of extreme points of a set of double stochastic matrices coincides with a set of all permutations matrices. One of the main purposes of studying DSO was to solve Birkhoff’s problem in a class of quadratic double stochastic operators. However, Birkhoff’s problem remains open in the class of quadratic double stochastic operators [9, 10].

By being the simplest nonlinear mapping, a quadratic stochastic operator has an incredible application in population genetics [3, 5, 6, 11, 12], control systems [23, 24]. In population genetics, the quadratic stochastic operator describes a distribution of the next generation of the system if the current distribution is given [12, 26]. In this sense, the quadratic stochastic operator is a primary source for investigations of evolution of population genetics. The detailed exposure of the theory of quadratic stochastic operators is presented in [8, 10], [14]-[22].

Let \(\text{Fix}(V) = \{x \in S^{m-1} : V(x) = x\}\) be a fixed point set. Due to Brouwer’s theorem, \(\text{Fix}(V) \neq \emptyset\). In this paper, we study the dynamics of double stochastic operators. We give a criterion for a regularity of a double stochastic operator in terms of absences of its periodic points. This answers Problem 2.35 mentioned in the survey paper [8]. We provide some examples to insure that, in general, a trajectory of a double stochastic operator may converge to any interior point of the simplex.
2. Examples for Double Stochastic Operators

Let $S^1$ be 1D simplex, $e_1 = (1,0)$ and $e_2 = (0,1)$ be vertexes of the simplex $S^1$. Let $[a,b] = \{(1-\lambda)a + \lambda b\}_{0\leq\lambda\leq1}$ be a closed line segment connecting points $a,b \in S^1$. For any $a = (a_1; a_2) \in S^1$ we set $a' = (a_2; a_1) \in S^1$. Let us fix a point $a_o = (a_1^0; a_2^0) \in S^1$ where $a_1^0 \leq a_2^0$. Throughout this paper, for any mapping $V$, we denote by $V^n = V \circ \cdots \circ V$.

**Example 2.1.** We define an operator $V_{S^1} : S^1 \to S^1$ as follows:

$$V_{S^1}(x) = \begin{cases} 
\frac{x + a_o}{2} & \text{if } x \in [e_2, a_o] \\
x & \text{if } x \in [a_o, a_o'] \\
\frac{x + a_o'}{2} & \text{if } x \in [a_o', e_1] 
\end{cases}$$

It is clear that for any $x \in S^1$ one has that $V_{S^1}(x) \in [x, x']$. This means that $V_{S^1}$ is a continuous DSO and $\text{Fix}(V_{S^1}) = [a_o, a_o']$. Moreover, we get that

$$V_{S^1}^n(x) = \begin{cases} 
\frac{x - a_o + a_o}{2^n} & \text{if } x \in [e_2, a_o] \\
x & \text{if } x \in [a_o, a_o'] \\
\frac{x - a_o' + a_o'}{2^n} & \text{if } x \in [a_o', e_1] 
\end{cases}$$

Therefore, $V_{S^1}^n(x) \to a_o$ if $x \in [e_2, a_o]$ and $V_{S^1}^n(x) \to a_o'$ if $x \in [a_o', e_1]$.

This example shows that the trajectory of DSO may converge to any interior point of $S^1$.

**Example 2.2.** We define an operator $W_{S^1} : S^1 \to S^1$ as follows:

$$W_{S^1}(x) = \begin{cases} 
\frac{x' + a_o'}{2} & \text{if } x \in [e_2, a_o] \\
x' & \text{if } x \in [a_o, a_o'] \\
\frac{x' + a_o}{2} & \text{if } x \in [a_o', e_1] 
\end{cases}$$

It is clear that for any $x \in S^1$ one has that $W_{S^1}(x) \in [x, x']$. This means that $W_{S^1}$ is a continuous DSO. The set of periodic-2 points of $W_{S^1}$ is $[a_o, a_o']$. Moreover, we have that

$$W_{S^1}^{2n+1}(x) = \begin{cases} 
\frac{x' + a_o'}{2^{2n+1}} & \text{if } x \in [e_2, a_o] \\
x' & \text{if } x \in [a_o, a_o'] \\
\frac{x' - a_o + a_o}{2^{2n+1}} & \text{if } x \in [a_o', e_1] 
\end{cases}$$

$$W_{S^1}^{2n}(x) = \begin{cases} 
\frac{x - a_o}{2^{2n}} & \text{if } x \in [e_2, a_o] \\
x & \text{if } x \in [a_o, a_o'] \\
\frac{x - a_o'}{2^{2n}} & \text{if } x \in [a_o', e_1] 
\end{cases}$$

This yields that the trajectory of $W_{S^1}$ converges to periodic-2 points, i.e., $\omega(x^{(0)}) = \{a_o, a_o'\}$ whenever $x^{(0)} \in [e_2, a_o] \cup [a_o', e_1]$.
We see that a trajectory of a DSO might converge to its periodic points.

Now, we shall provide an example for a DSO in which the center of the simplex $S^1$ is its isolated fixed point. To do so, we are going to study the dynamics of the following function $f_{a_o} : [a_{o,1}, a_{o,2} ] \to [a_{o,1}, a_{o,2} ]$

\[
f_{a_o}(x) = (x - a_{o,1}^0) \left( x - \frac{1}{2} \right) (x - a_{o,2}^0) + x,
\]

where $a_{o} = (a_{o,1}^0; a_{o,2}^0) \in S^1$ and $a_{o,1}^0 \leq a_{o,2}^0$.

**Proposition 2.3.** Let $f_{a_o} : [a_{o,1}, a_{o,2} ] \to [a_{o,1}, a_{o,2} ]$ be a function given by (2.1). Then the following statements hold true:

(i) The function $f_{a_o}$ is increasing;

(ii) One has that $\text{Fix}(f_{a_o}) = \{a_{o,1}^0, a_{o,2}^0\}$;

(iii) If $x \in [a_{o,1}^0, \frac{1}{2}]$ then $f_{a_o}(x) \geq x$ and if $x \in \left[ \frac{1}{2}, a_{o,2}^0 \right)$ then $f_{a_o}(x) \leq x$;

(iv) One has that $\omega_{f_{a_o}}(x_0) = \left\{ \frac{1}{2} \right\}$ for any $x_0 \in (a_{o,1}^0, a_{o,2}^0)$.

The proof of the proposition is straightforward.

**Example 2.4.** We define an operator $Z_{S^1} : S^1 \to S^1$ as follows:

\[
Z_{S^1}(x) = \begin{cases} 
\frac{x + a_o}{2} & \text{if } x \in [e_2, a_o] \\
F_{a_o}(x) & \text{if } x \in [a_o, a_o'] \\
\frac{x + a_o'}{2} & \text{if } x \in [a_o', e_1]
\end{cases}
\]

where $F_{a_o}(x) = (f_{a_o}(x_1), 1 - f_{a_o}(x_1))$, a function $f_{a_o}$ is defined by (2.1), and $x = (x_1, x_2) \in [a_o, a_o'] \subset S^1$. This operator is continuous. We want to show that it is a DSO. Thanks to Proposition 2.3 (iii), one has that $F_{a_o}(x) \in [x, x']$ for any $a_o \in [a_o, a_o']$. This yields that $Z_{S^1}(x) \in [x, x']$ for any $x \in S^1$. Due to Definition 1.4, the operator $Z_{S^1}$ is a DSO. Moreover, we have that $\text{Fix}(Z_{S^1}) = \{a_o, a_o', c\}$, where $c = \left( \frac{1}{2}, \frac{1}{2} \right)$ is the center of the simplex $S^1$. One can easily see that

\[
Z_{S^1}^n(x) = \begin{cases} 
\frac{x - a_o + a_o}{2^n} & \text{if } x \in [e_2, a_o] \\
F_{a_o}^n(x) & \text{if } x \in [a_o, a_o'] \\
\frac{x - a_o' + a_o'}{2^n} & \text{if } x \in [a_o', e_1]
\end{cases}
\]

where $F_{a_o}^n(x) = (f_{a_o}^n(x_1), 1 - f_{a_o}^n(x_1))$. Consequently, we have that

\[
\omega\left(x^{(0)}\right) = \begin{cases} 
\{a_o\} & \text{if } x^{(0)} \in [e_2, a_o] \\
\{c\} & \text{if } x^{(0)} \in (a_o, a_o') \\
\{a_o'\} & \text{if } x^{(0)} \in [a_o', e_1]
\end{cases}
\]

In all examples, operators were defined on $S^1$. However, we can get similar pictures in the higher dimensional simplex.

Let $S^{m-1}$ be an $(m-1)$-dimensional simplex, $e_1, \ldots, e_m$ be vertexes of the simplex $S^{m-1}$, and $c = \left( \frac{1}{m}, \ldots, \frac{1}{m} \right)$ be a center of the simplex $S^{m-1}$, where $e_i = \left( 0, \cdots, 0, \frac{1}{i}, 0, \cdots, 0 \right)$.
Similarly, we define \([a, b]\) as a closed line segment connecting points \(a, b \in S^{m-1}\), i.e., \([a, b] = \{(1 - \lambda)a + \lambda b \mid 0 \leq \lambda \leq 1\} \). Let us fix an interior point \(a_0 = (a^0_1, \ldots, a^0_m) \in int S^{m-1}\). Let \(\text{Per}(a_0)\) be a set of all permutation of \(a_0\) and \(\text{Conv}(\text{Per}(a_0))\) be a convex hull of \(\text{Per}(a_0)\). Let \(\partial(\text{Conv}(\text{Per}(a_0)))\) be a boundary of the set \(\text{Conv}(\text{Per}(a_0))\). One can easily check that for any point \(x \in S^{m-1} \setminus \text{Conv}(\text{Per}(a_0))\) the set \([x, c] \cap \partial(\text{Conv}(\text{Per}(a_0)))\) is a singleton. We denote it by \(x^*\), i.e., \(x^* = [x, c] \cap \partial(\text{Conv}(\text{Per}(a_0)))\).

**Example 2.5.** We define an operator \(V_{S^{m-1}} : S^{m-1} \to S^{m-1}\) as follows:

\[
V_{S^{m-1}}(x) = \begin{cases} 
\frac{x + x^*}{2} & \text{if } x \in S^{m-1} \setminus \text{Conv}(\text{Per}(a_0)) \\
x & \text{if } x \in \text{Conv}(\text{Per}(a_0))
\end{cases}
\]

This operator is continuous. Let us show that \(V_{S^{m-1}}\) is a DSO. Since \(x, x^*\), and \(\frac{x + x^*}{2}\) belong to \(\text{Conv}(\text{Per}(a_0))\), one has that \(V_{S^{m-1}}(\text{Conv}(\text{Per}(a_0))) \subset \text{Conv}(\text{Per}(a_0))\) for any \(x \in S^{m-1}\). Due to Definition 1.4, the operator \(V_{S^{m-1}}\) is a DSO. Moreover, we have that \(\text{Fix}(V_{S^{m-1}}) = \text{Conv}(\text{Per}(a_0))\).

One can easily check that for any \(x \in S^{m-1} \setminus \text{Conv}(\text{Per}(a_0))\) one has that \(V_{S^{m-1}}([x, c]) \subset [x, c] \text{ and } (V_{S^{m-1}}(x))^* = x^*\), where \(c\) is the center of the simplex. Therefore, we get that

\[
V_{S^{m-1}}^n(x) = \begin{cases} 
\frac{x - x^*}{2^n} + x^* & \text{if } x \in S^{m-1} \setminus \text{Conv}(\text{Per}(a_0)) \\
x & \text{if } x \in \text{Conv}(\text{Per}(a_0))
\end{cases}
\]

Consequently, \(V_{S^{m-1}}^n(x) \to x^*\) for any \(x \in S^{m-1} \setminus \text{Conv}(\text{Per}(a_0))\).

This example shows that any interior point of the simplex \(S^{m-1}\) might be a limiting point of a trajectory of some DSO defined on \(S^{m-1}\).

Let us give an example for a DSO defined on the simplex \(S^{m-1}\) in which its omega limiting set is not a singleton.

**Example 2.6.** We define an operator \(W_{S^{m-1}} : S^{m-1} \to S^{m-1}\) as \(W_{S^{m-1}}(x) = V_{S^{m-1}}(P_0 x)\) for any \(x \in S^{m-1}\), where \(P_0\) is some permutation matrix and \(V_{S^{m-1}}\) is a DSO defined in Example 2.5.

One can easily see that \(P_0 \circ V_{S^{m-1}} = V_{S^{m-1}} \circ P_0\). In fact, we have for any \(x \in S^{m-1} \setminus \text{Conv}(\text{Per}(a_0))\) that

\[
P_0(V_{S^{m-1}}(x)) = P_0 \left( \frac{x + x^*}{2} \right) = \frac{P_0 x + P_0 x^*}{2} = \frac{P_0 x + (P_0 x)^*}{2} = V_{S^{m-1}}(P_0(x)).
\]

Therefore, we get that \(W_{S^{m-1}}^n(x) = P_0^n(V_{S^{m-1}}^n(x))\) for any \(x \in S^{m-1}\).

It follows from Example 2.5 that

\[
\text{Fix}(V_{S^{m-1}}) = \text{Conv}(\text{Per}(a_0)), \quad \omega_{V_{S^{m-1}}}(x) = \{x^*\}
\]

for any \(x \in S^{m-1} \setminus \text{Conv}(\text{Per}(a_0))\). Consequently, we have that

\[
\text{Per}_k(W_{S^{m-1}}) = \text{Conv}(\text{Per}(a_0)), \quad \omega_{W_{S^{m-1}}}(x) = \{P_0^k x^*\}_{k=1}^\infty
\]

for any \(x \in S^{m-1} \setminus \text{Conv}(\text{Per}(a_0))\), where \(P_0^k = I\) and \(I\) is an identity matrix.
Example 2.7. The following quadratic operator $V : S^2 \to S^2$ was studied in the paper [25]

$$V : \begin{cases} 
(V(x))_1 = x_1x_2 + x_1x_3 + x_3^2 \\
(V(x))_2 = x_2^2 + x_1x_2 + x_2x_3 \\
(V(x))_3 = x_3x_2 + x_2^2 + x_1x_3.
\end{cases}$$

Let $I(x) = (x_1, x_2, x_3)$ and $\Pi(x) = (x_3, x_2, x_1)$ be the identity and permutation operators. It is clear that, one has for any $x \in S^2$ that

$$V(x) = x_2I(x) + (x_1 + x_3)\Pi(x). \quad (2.2)$$

This means that $V(x) \in \text{Conv}(\text{Per}_3(x))$ for any $x \in S^2$, i.e., $V$ is a double stochastic operator. Due to (2.2), if $x_1 = x_3$ then $I(x) = \Pi(x)$ and $V(x) = x_2I(x) + (x_1 + x_3)I(x) = I(x) = x$, if $x_2 = 0$ then $V(x) = (x_1 + x_3)\Pi(x) = \Pi(x)$. Therefore, $\Gamma_{13} = \{x \in S^2 : x_1 = x_3\}$ is a fixed point set and $\Gamma_2 = \{x \in S^2 : x_2 = 0\}$ is a periodic-2 point set.

Theorem 4 of the paper [25] says that if $x^{(0)} \in S^2 \setminus \Gamma_2$ then the trajectory $\{V^{(n)}(x^{(0)})\}_{n \in \mathbb{N}}$ converges to the center $\left(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}\right)$ of the simplex $S^2$. However, this is obviously wrong because of $(x^{(n)})_2 = (V^{(n)}(x^{(0)}))_2 = x_2^{(0)}$ for any $n \in \mathbb{N}$.

Since $x_2^{(n)} = x_2^{(0)}$ and $|x_1^{(n+1)} - x_3^{(n+1)}| = |2x_2^{(0)} - 1||x_1^{(n)} - x_3^{(n)}|$ for any $n \in \mathbb{N}$, we have that

$$\omega_V(x^{(0)}) = \left\{ \left(\frac{1 - x_2^{(0)}}{2}, x_2^{(0)}, \frac{1 - x_2^{(0)}}{2}\right) \right\}$$

for any $x^{(0)} \in S^2 \setminus \Gamma_2$.

These examples show that, in general, a trajectory of DSO may converge to any interior point of the simplex. In the next section, we provide a criterion for a regularity of a double stochastic operator in terms of absences of its periodic points. This answers Problem 2.35 mentioned in the survey paper [8]. Some concrete examples to Problem 2.35 are also given in the papers [23, 24].

3. Regularity of Double Stochastic Operators

Let $(X, d)$ be a compact convex manifold and $V : X \to X$ be a continuous operator. Let $\{x^{(n)}\}_{n=0}^\infty$, where $x^{(n)} = V(x^{(n-1)}) = V^{(n)}(x^{(0)})$, be a trajectory of $V$ starting from an initial point $x^{(0)}$. An operator $V$ is called regular if its trajectory $\{x^{(n)}\}_{n=0}^\infty$ converges for all $x^{(0)} \in X$ (a limiting point might be depended on an initial point). It is clear that if $V$ is regular then $V$ does not have any order periodic points except fixed points. One of the fascinating results in 1D dynamical system is that if $X = [a, b]$ then $V$ is regular if and only if it does not have any order periodic points except fixed points (see [4]). It is natural to seek an analogy of this incredible result in the higher dimensional case. However, in general, this result does not hold true in the higher dimensional case. In the paper [20], it was shown that, in the class of Volterra-QSO, absences of periodic points do not imply a regularity of Volterra-QSO. It turns out that, in the class of DSO, the regularity of DSO can be described in terms of absences of periodic points of DSO.

**Theorem 3.1.** Let $V : S^{m-1} \to S^{m-1}$ be a DSO. Then $V$ is regular if and only if it does not have any order periodic points except fixed points.

**Proof.** Let $V : S^{m-1} \to S^{m-1}$ be a DSO. It is clear that if $V$ is regular then it does not have any order periodic points except fixed points. Let us prove the "if" part of the theorem.
Proposition 3.2. Suppose that $V$ does not have any order periodic points except fixed points. Let $\{x^{(n)}\}_{n=0}^{\infty}$ be a trajectory of $V$ starting from any initial point $x^{(0)} \in S^{m-1}$. Since $V : S^{m-1} \rightarrow S^{m-1}$ is a DSO, we have that

$$\sum_{i=1}^{k} x^{(n+1)}_{[i]} \leq \sum_{i=1}^{k} x^{(n)}_{[i]}, \quad \forall k = 1, m - 1,$$

(3.1)

$$\sum_{i=1}^{m} x^{(n+1)}_{[i]} = \sum_{i=1}^{m} x^{(n)}_{[i]} = 1.$$

(3.2)

It follows from (3.1) that $\left\{ \sum_{i=1}^{k} x^{(n)}_{[i]} \right\}_{n=0}^{\infty}$ is a bounded decreasing sequence (therefore it is convergent) for every $k = 1, m - 1$.

Consequently, it follows from $x^{(n)}_{[k]} = \sum_{i=1}^{k} x^{(n)}_{[i]} = \sum_{i=1}^{k-1} x^{(n)}_{[i]}$ and (3.2) that a sequence $\{x^{(n)}\}_{n=0}^{\infty}$ is convergent for any $k = 1, m$. This means that the sequence $x^{(n)}_{\downarrow} = (x^{(n)}_{[1]}, x^{(n)}_{[2]}, \ldots, x^{(n)}_{[m]})$ converges to some point $x^* = (x^*_{1}, \ldots, x^*_{m})$ whenever $n \rightarrow \infty$.

Let $\omega(x^{(0)})$ be an omega limiting set of the trajectory $\{x^{(n)}\}_{n=0}^{\infty}$ and $x^* \in \omega(x^{(0)})$ be any point. Then there is a sub-sequence $\{x^{(n_k)}\}_{k=0}^{\infty}$ of the sequence $\{x^{(n)}\}_{n=0}^{\infty}$ such that $x^{(n_k)} \rightarrow x^*$ whenever $k \rightarrow \infty$. Since a down arrow mapping $\downarrow : \mathbb{R}^m \rightarrow \mathbb{R}^m$, where $\downarrow(x) = x_{\downarrow}$, is continuous, we get that $x^{(n_k)}_{\downarrow} \rightarrow x^*_{\downarrow}$ whenever $k \rightarrow \infty$. On the other hand, we know that $x^{(n)} \rightarrow x^*$ whenever $n \rightarrow \infty$. Therefore, we have that $x^*_{\downarrow} = x^*$. This means that there is a permutation matrix $P$ such that $x^* = Px^*$. As a conclusion, we may say that any omega limiting point is some permutation of $x^*$. It means that $\omega(x^{(0)})$ is a finite set, i.e., $\omega(x^{(0)}) = \{P_i x^*\}_{i=1}^{r}$ for some permutation matrices $P_i$, where $i = 1, r$.

Since the simplex $S^{m-1}$ is compact and $V$ is continuous, we obtain that $V(\omega(x^{(0)})) = \omega(x^{(0)})$ and every omega limiting point is a periodic point of (minimum) period $|\omega(x^{(0)})|$. We know that $V$ does not have any order periodic points except fixed points, therefore, we get that $|\omega(x^{(0)})| = 1$ for any $x^{(0)} \in S^{m-1}$. This means that $V$ is regular.

If a DSO is regular then a limiting point of its trajectory is a fixed point. The structure of the fixed point set can be arbitrary. The fixed point set can be finite as well as infinite (see examples section). It is clear that the center $c = (\frac{1}{m}, \ldots, \frac{1}{m})$ of the simplex $S^{m-1}$ is always the fixed point of any DSO. In fact, one has that $c \prec V(c) \prec c$. This means that $V(c) = Pc$ for some permutation matrix $P$. On the other hand, $Pc = c$ for any permutation matrix $P$. Therefore, $V(c) = c$. Suppose that the center $c$ of the simplex is the isolated fixed point, i.e., there is a neighborhood $U_c$ of the point $c$ such that $U_c$ does not contain any periodic and fixed points of DSO except $c$. We then have the following result.

**Proposition 3.2.** Let $V : S^{m-1} \rightarrow S^{m-1}$ be a DSO. If the center of the simplex is the isolated fixed point then it is locally attracting.

**Proof.** Let $V : S^{m-1} \rightarrow S^{m-1}$ be a DSO and the center $c = (\frac{1}{m}, \ldots, \frac{1}{m})$ of the simplex be its isolated fixed point. This means that, without loss of any generality, there is a convex symmetric neighborhood $U_c$ of $c$ (a set is symmetric if it is invariant under any permutation matrix) such that $U_c$ does not contain any periodic and fixed points of DSO except $c$. Due to Definition 1.4, we have that $V(U_c) \subset U_c$. Moreover, since the set $U_c$ does not contain any periodic points of DSO, due to Theorem 3.1, $V$ is regular in $U_c$. We know that the only fixed point in the set $U_c$ is the center of the simplex, therefore, any trajectory of $V$ starting from any point in $U_c$ converges to the center of the simplex. It means that the center of the simplex is locally attracting. \qed
Therefore, the dynamics of DSO are diverse. It is worth pointing out that a convergence criterion and several properties of Schur decreasing sequences were studied in [10] while a trajectory of DSO is but an example for Schur decreasing sequences.
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