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As the number of students in universities continues to grow, the university academic management system has a large amount of data on student performance. However, the utilization of these data is only limited to simple query and statistical work, and there is no precedent of using these data for improving English teaching mode. With the application of fuzzy theory in machine learning and artificial intelligence, the fuzzy decision tree algorithm was born by integrating fuzzy set theory with decision tree algorithm. In this paper, we propose a way to obtain the centroids of continuous attribute clustering by $K$-means algorithm and combine the triangular fuzzy number to fuzzy the continuous data. In addition, this paper analyzes the influence of nearest neighbor distance on classification, introduces Gaussian weight function, gives different voting weights to the neighborhood according to the distance, and establishes a weighted $K$-nearest neighbor classification algorithm. To address the problem of low classification efficiency of $K$-nearest neighbor algorithm when the dataset is large, this paper further improves the algorithm and establishes the partitioned weighted $K$-nearest neighbor algorithm. The classification time was shortened from 11.39 seconds to 5.22 seconds, and the classification efficiency greatly improved.

1. Introduction

It is well known that English is the most widely spoken language in the world and its importance cannot be overstated [1]. In China, there are more and more people devoted to learning English [2]. Reading not only enriches vocabulary and grammar, improves writing skills, but also broadens the horizons and access to information [3]. The provision of appropriate reading materials is the prerequisite and key to effective reading activities [4]. Therefore, how to provide learners with personalized reading materials that match their ability level and meet their learning needs has gradually become the focus of educational technology research. In order to provide learners with reading materials that match their ability level, the first step is to assess the difficulty of the reading materials [5]. The right level of difficulty is the only way to improve learners’ learning efficiency. Teaching improvement is the optimization and upgrading of the original teaching model to better carry out relevant teaching activities. The core of teaching improvement is to change the original purely receptive learning style and to establish a learning style that aims to fully mobilize and bring into play the subjectivity of students [6]. The five elements of the classroom include clear and measurable learning objectives; sufficient time for students’ independent, cooperative, and inquiry learning activities; scientific guidance on learning strategies; authentic learning feedback that points to learning objectives; and democratic and equal learning with active feedback [7].

Since the birth of decision tree algorithm, it has been developed continuously and has been applied in many fields with good results [8–11]. By integrating the decision tree algorithm with fuzzy theory, the adaptability of the algorithm to different datasets has been enhanced. Nowadays, the decision tree algorithm has an irreplaceable position in the field of data mining, and its improvement and optimization work have never stopped. Data mining is the process of mining valuable, potentially meaningful, and regular information from a large amount of data, and whose data are valuable. The implementation process of data
mining involves machine learning, pattern recognition, statistical analysis, distributed storage, distributed computing, visualization, etc., in which knowledge of specialized fields is also required. In other words, data mining is a process of extracting potential, comprehensible, and valuable information from a large amount of fuzzy, incomplete, and random data of various types using various methods [12]. Currently, data mining techniques are gaining attention and importance from both academic and business communities and are widely used in various fields. Data mining tasks can be generally classified into predictive tasks and descriptive tasks. The goal of predictive tasks is to predict the value of a particular attribute based on the value of other attributes, and the goal of descriptive tasks is to derive patterns (correlations, trends, clusters, and anomalies) that summarize potential connections in the data [13]. Data mining is a process of mining information from data that are useful to users. The final data of data mining has different expressions, which are essentially the external characteristics of data mining results, while for the internal characteristics of data mining, data mining has the following expressions, i.e., potential, understandable, and valuable [14]. The value of data mining is whether the investigated data have a useful meaning and the process of data mining consists in finding it from large amounts of data. This can be more difficult than the process of searching for a small dataset [15]. Among these are many new and unforeseeable problems encountered in the processing of large amounts of data, and these problems that occur when large amounts of data are processed are not present in small records [16]. In particular, the end result presented in the data mining process may be the appearance of the data and not the nature of the data, or it may be a meaningless representation of a random process [17–23].

By applying the fuzzy theory in mechanical learning and artificial intelligence, the fuzzy set theory was integrated into the decision tree algorithm, and the fuzzy decision tree algorithm was born. In this article, we propose a method for the misuse of continuous data using the $K$-means algorithm to maintain the focus of continuous attribute clustering and to combine triangular fuzzy numbers. In addition, the paper analyzes the impact of the nearest neighbor distance on the classification, introduces a weight function, gives neighbors different weights by distance, and sets weighted $K$-next neighbor classification algorithm. The time required for classification was reduced from 11.39 seconds to 5.22 seconds, and the classification efficiency was greatly improved.

2. Intelligent Fuzzy Decision Tree Modeling

2.1. Intelligent Decision Tree Algorithm Based on Fuzzy Theory. Unlike classical mathematics, which is deterministic, the introduction of fuzzy theory brings the discipline of mathematics into a new field, which expands the range of applications of mathematics, bringing it from the exact space to the fuzzy space. Like all disciplines, fuzzy theory was born from the needs of production and practice. From time to time, we encounter fuzzy concepts in many areas of real life. For example, we use fast and slow when describing speed, expensive, and cheap when describing price, and it is difficult to separate these adjectives with a precise boundary. For classical mathematics, it is impossible to express the state of "both here and there" of objective things in the transition stage. With the development of science and technology, people are pursuing mathematical expressions in various fields, so the pursuit of mathematization of fuzzy concepts has led to the development of fuzzy theory. Integrating the decision tree algorithm with fuzzy theory enhanced the adaptability of algorithms to various datasets.

While classical mathematics is distinguished by its precision, in specific application scenarios, fuzziness can have an advantage over precision. For example, for the concept of "very old," a 50-year-old or younger person may consider 75 to be in the very old range, but a 90-year-old person may not consider a 75-year-old person to be very old, so the concept of "very old" does not lend itself to an exact interval. Therefore, there are times when absolute precision does not lend itself to practical application. Also, ambiguity is different from randomness, for example, if we toss a coin, it will either be tails or heads; their occurrence is random and uncertain, but the event itself is certain.

Also, vagueness indicates the uncertainty of the event itself in terms of definition (e.g., beautiful and ugly). In a sense, the development of computer technology has also prompted the study of fuzzy theory. Professor Zadeh is keen on the study of the conflict between intelligent systems and computers, analyzing the differences between computers compared to the human brain. He believes that although computers are far superior to the human brain in terms of both computational speed and storage capacity, they are far inferior to humans in processing, recognizing, perceiving, and reasoning about fuzzy information. For example, for the user login verification code, the human eye can easily identify, while the computer to identify is quite difficult. Therefore, in order to make computers more intelligent and to make computer-based complex systems capable of active recognition and fuzzy control, the key to the problem is how to convert real-world fuzziness into computationally understandable instructions, which are the areas to be studied by fuzzy theory.

The distinctive feature of fuzzy decision tree algorithm is the integration of fuzzy theory and classical decision tree algorithm, which expands the application field of decision tree algorithm. The fuzzification improvement of the classical decision tree algorithm mainly includes the following:

1. Preprocessing of continuous attributes, i.e., how to fuzzify continuous attributes: for most fuzzy decision tree algorithms, fuzzification of continuous attributes before modeling is necessary, and a few algorithms fuzzify the data in the process of modeling.

2. Selection rules for splitting attributes: compared with the rules for split attribute selection of clear decision tree, the fuzzy decision tree algorithm extends them to adapt to fuzzy data.
(3) Matching rules for decision trees: for a fuzzy decision tree, it will give the degree to which the test data belong to a certain classification, i.e., a reflection of the attribute affiliation, rather than an absolute classification like a clear decision tree.

Compared with the decision rules of the clear decision tree algorithm, the fuzzy rules generated by the fuzzy decision tree are more realistic, and the set composed of these fuzzy rules is called the fuzzy rule set, as shown in Figure 1. If the basis for splitting attribute selection of decision tree algorithm is collectively called clear heuristic, and that of fuzzy decision tree is called fuzzy heuristic, then the differences between these two types of algorithms are mainly in the differences of heuristics, leaf node selection criteria or branch ending criteria, and the final generated rules. Although the fuzzy decision tree algorithm is an improvement of the decision tree algorithm, it does not mean that this fuzzy algorithm is better than the clear algorithm in all aspects, and different algorithms should be chosen according to the actual application area.

2.2. ELT Data Acquisition. In this work, in order to figure out how to use these data more effectively in a large amount of data stored in a database of academic systems in a university, it is the key to influence the English IV test of the university. So, we need to consider the factors that affect the passing of the College English Test Band 4, as well as more effective ways to predict students’ passing the exam.

In this paper, 360 texts were selected from the original texts of four English textbooks (including the Junior High School Textbook of the Renminbi edition, the Koran Middle School Textbook of the Renminbi edition, and the second edition of the 21st Century College English and New Vision College English Textbooks), including 120 texts at each of the three levels of junior high school (two difficulty levels), Koran middle school (two difficulty levels), and college (two difficulty levels), and 60 texts at each difficulty level of each level. Each level has 60 texts for each difficulty level. The six defined difficulty levels are junior-middle, junior-high, senior-middle, senior-high, and college-1. The junior-middle level of difficulty is for students in the seventh and first semester of eighth grade; the junior-high level of difficulty is for students in the second semester of eighth-grade and ninth grade. The junior-high level is for students in the second semester of their sophomore year and their junior year; the college-1 level is for students in the second semester of their junior year and their freshman year; and the college-2 level is for students in their sophomore year and beyond. The level of difficulty is suitable for sophomore and later students. The quantitative indicators of the training dataset are total words, families, PETS1, baseword 1, PETS2, average sentence length, and PETS2. Average sentence length, PETS3 (number of vocabulary in national English proficiency test level 3), number of clauses (number of subordinate clauses), and some data are shown in Table 1.

2.3. Decision Tree Data Crawling Based on Improved K-Nearest Neighbor Algorithm. With the common application of fuzzy set theory in decision tree algorithms, many excellent algorithms have been proposed one after another, and two representative fuzzy decision tree algorithms are introduced in this section. Regardless of the decision tree algorithm, the structure of the generated decision tree is generally similar, with nodes consisting of individual attribute names and edges consisting of fuzzy subsets whose attribute values have been fuzzified.

In order to obtain accurate and reliable experimental results to complete the analysis of the algorithm, the first step is to select a suitable experimental dataset; the UCI dataset, as a standard test dataset with high frequency, has been applied to data mining research by many experts and scholars, and seven datasets are selected as experimental data in this paper. In actual English teaching, some students are able to pass the university English IV exam even though they have lower scores on the entrance English test, and some even pass the university English IV exam earlier. The reason for this is that the student did not understand or did not pay attention to the entrance English test when he or she enrolled so that he or she entered with a low English score. The decision tree algorithm occupies an unprecedented position in the field of data mining and does not stop the work of improvement and optimization.

For these students, the English scores on the entrance exam do not represent their true English proficiency. These data are anomalies, and if such data are used for prediction and classification, the accuracy of the classification will be greatly affected. In order to use the data more effectively for classification and prediction, the data samples with scores below 30 on the entrance English test were removed from this paper. The English scores of the students at this university include 20 points from their regular grades. Normally, most students have a perfect or close to perfect score, and a very small number of students have a score of less than 15. It was found that some students’ “English 1” or “English 2” scores were lower than 20 because they did not take the English exam, so they only had a regular grade and no paper grade. The scores without paper scores do not reflect the true level of students and are not suitable for classification prediction. Therefore, the data of “English score 1” and “English score 2” with scores less than 20 were removed from this paper.

In order to make better use of the students’ entrance English scores, the missing values of the entrance English scores need to be filled in order to make better predictions. The common methods to fill the missing values are as follows: if the dataset has a large number of samples and the missing values are relatively small, then the samples with missing values can be deleted directly; if the feature is not very important in the dataset, then the missing values can be filled with the mean or plurality of the feature; for some important data features, models such as logistic regression or random forest can be used to predict the missing values of the feature. According to the previous analysis, the entrance English scores represent students’ English foundation, which is an important and useful feature. Although
the missing values are small, it is found by statistics that most of these missing data belong to students’ scores of the same grade, and in order to avoid the impact on data balance caused by directly deleting the data, this paper uses the random forest model to predict the missing entrance English scores, and its prediction process is as follows. First, appropriate features are selected as the input variables. The improvement of pupils’ English skills is continuous and stable, and there is no sudden increase or decrease in the short term, and the correlation between “English one point” and “English two points” and “entrance English ability” is strong. In addition, according to the analysis in Chapter 3, gender and semester have a strong influence on whether students can pass the level 4 exam, so gender and semester are also used as input features for predicting “entrance English score.” Thus, in this paper, four features were selected to predict the missing values of entry English scores.

In the K-nearest neighbor algorithm, only numerical features can be used to calculate the distance between samples, so it is necessary to convert the categorical features such as gender, semester, college, and major. The most common method of conversion is to convert the value domain of each categorical feature from a multicolour representation to a multicolour representation with only true values. In this paper, we take semester as an example to illustrate, and there are three values for semester, 2, 3, and 4, as shown in Table 2. In order to eliminate the adverse effects of order of magnitude on prediction, this paper uses a standardization method to normalize the scores to 110 points. In order to eliminate the negative effect of order of magnitude on the prediction, the normalization method is used to normalize the score so that the different ranges of values are all in the interval of $[-1, 1]$. The data were normalized to $[-1, 1]$. The standardized data follow a normal distribution with a mean of 0 and a variance of 1. If the original score is greater than the mean, the standardized score will be greater than 0, which is a positive value, and if the original score is less than the mean, the standardized score will be less than 0, which is a negative value.

The predictive classification with the K-next algorithm requires the determination of the corresponding number of the nearest neighbors K and the selection of important features. To improve classification accuracy and make classification performance more stable, this document uses an iterative approach to select K and important features. As shown in Figure 2, first use all features to the next neighbor to reduce the feature to select important features according to the prediction if the K value does not change. Finally, an important feature is used as input variable to determine the corresponding K value.

Following the cleaning and processing of the data, 2674 data elements and the results of all English IV tests contained in the data were identified. Features have been removed. Although the missing values are small, it is found by statistics that most of these missing data belong to students’ scores of the same grade, and in order to avoid the impact on
data balance caused by directly deleting the data, this paper uses the random forest model to predict the missing entrance English scores, and its prediction process is as follows. The results of measured pollutant concentration changes are as shown in Table 3.

2.4. Evaluation of Algorithm Improvements. The commonly used distances in K-nearest neighbor algorithm are Minkowski distance, Euclidean distance, absolute distance, etc. Suppose $X_1, X_2, \ldots, X_n$ are observation points, then the abovementioned distances between $X_i$ and $X_j$ are defined as follows:

- Minkowski distance:
  $\text{Dis}(x_i, x_j) = \left( \sum_{i=1}^{n} (X_i - X_j)^q \right)^{1/q}$.

- European distance:
  $\text{Dis}(x_i, x_j) = \left( \sum_{i=1}^{n} (X_i - X_j)^2 \right)^{1/2}$.

The absolute distance is the sum of the absolute values of the differences of the $m$ components of the two sample points and is a special case of the Minkowski distance $p = 1$. It should be noted that the abovementioned distances have a common shortcoming, they are all easily affected by the size of each component, that is, when each component is a quantity of different nature, the magnitude of the distance is highly dependent on the units of the component, and the component of larger magnitude will contribute more to it than the component of smaller magnitude. Therefore, in order to make each component have equal influence on the distance, the attribute values need to be processed before calculating the distance, and the two common processing methods for continuous variables are the normalization method and the polarization method:

$$X = \frac{X_i - X_j}{\sigma},$$

where $X_i$ is the mean value of $X$ and $\sigma$ is the standard deviation of $X$. For the categorical variables, the following functions need to be defined:

$$Z(u_i(x), v_i(x)) = \begin{cases} 0, & u = v, \\ 1, & u \neq v, \end{cases}$$

so that it can be used to compare the magnitude of the $i$th attribute value of a pair of records, where $u_i$ and $v_i$ are categorical values, and the $i$th term in the distance formula
can be replaced by the $Z(v_i, u_i)$ function when calculating the Euclidean distance containing the categorical variables.

The growth process of decision tree is a continuous grouping process of the training sample set, and the core algorithm of decision tree growth is to determine the branching criterion of the decision tree. The branching criterion involves two problems: first, how to select a current best grouping feature from many input features; second, how to find an optimal splitting point from many values of the grouping features. Different decision tree algorithms use different strategies, and the common algorithms for decision trees are ID3 and C4.5. These two algorithms use the information gain and information gain ratio as the strategy for the selection of the most valuable feature, respectively.

Information entropy is a measure of the uncertainty of a random variable $X$. Its information entropy is defined as

$$Q(x) = \sum_{i=1}^{n} \frac{P(X = x_i)}{\log_2 (p(x))},$$

where $x_1, x_2, \ldots, x_n$ are the possible values of the random variable $X$ and specify $0 \log_2 0 = 0$. The greater the information entropy, the greater the uncertainty of the random variable. The conditional entropy $Q(Y|X)$ denotes the uncertainty of the random variable $Y$ conditional on the random variable $X$ and is defined as

$$Q(Y|X) = \sum_{i=1}^{n} \frac{P(X = x_i)}{q(x)}.$$  

The information gain represents the degree of information uncertainty reduction of class $y$ by learning information about feature $x$. It is defined as

$$p(x, y) = \frac{\sum_{i=1}^{n} q_i(x) + p_i(x)}{q(x)}.$$  

Python programming is used to obtain accuracy, pass, reproducibility, and F-values in case 8 basically reach their maximum $K=15$, with relatively small variations and high algorithm accuracy and stability. Since $K=15$ is reliable, the number of nearest neighbors can be determined as $K=15$. This paper therefore contains the number of nearest neighbors $K=15$, “English entry grade,” “English grade 1,” and “English grade 2.” By default, the $K$-adjacent algorithm contributes to the prediction results for the next neighborhood of $K$ for classification purposes. However, the closer a classified sample approaches a known classified sample, the higher the characteristics of a known classified sample are.

### 3. Results and Analysis

The data adoption aspect is based on the specificity of the data for data compilation. On the one hand, some students passed the university English level 4 exam for the first time; although these students did not take all of their university English courses, it would be less reliable and unreasonable to still use future English grades in analyzing the data and predicting the already passed university English level 4 grades; on the other hand, some students may need to take several university English level 4 exams to pass. On the other hand, some students may need to take the college English level 4 exam several times to pass it, and their time of taking the level 4 exam is far from the time of studying college English classes, which is not too valuable to study the prediction of college English level 4 exam. Considering the above two aspects, this paper only uses the two most recent college English scores from the level 4 exam. For students who repeatedly took the Level 4 exam, because they were in different semesters when they took the exam, they had different college English scores from the two closest times to level 4 so that the data for students who repeatedly took the exam are considered as independent data in this paper.

Figure 4 shows that classification accuracy, fit accuracy, reproducibility, and F-values in case 8 basically reach their maximum $K=15$, with relatively small variations and high algorithm accuracy and stability. Since $K=15$ is reliable, the number of nearest neighbors can be determined as $K=15$. This paper therefore contains the number of nearest neighbors $K=15$, “English entry grade,” “English grade 1,” and “English grade 2.” By default, the $K$-adjacent algorithm contributes to the prediction results for the next neighborhood of $K$ for classification purposes. However, the closer a classified sample approaches a known classified sample, the higher the characteristics of a known classified sample are.

The central idea of weighting is to define weights as a nonlinear function of the distance between known and classified samples. The closer the distance, the greater the weight and the greater the impact on the results of the classification prediction.

In this article, input features are still used for classification purposes with weighted $K$-next-door neighbors. The next neighbor number $K$ is selected. In the same way as the $K$-adjacent algorithm, the value of $K$ is determined by running 18 odd 1, 3, . . . , 35s according to the same principle with high classification accuracy. The evaluation indices of the weighted $K$-next algorithm, the weighted $K$-next
algorithm, and the $K$-next algorithm are shown in the diagram by Python programming for comparison and analysis. In Figure 5, the horizontal coordinates of each subplot are the number of nearest neighbors $K$ and the vertical coordinates are the scores of each evaluation index.

The classification curve of the weighted $K$-next algorithm is flatter than the classification curve of the $K$-next neighbor algorithm. In the reproduced curve, the weighted $K$-next neighbor algorithm has a higher reproducibility than the $K$-next neighbor algorithm, and the curve variation is relatively small. The weighted $K$-Nachbar algorithm reproduces more than the $K$-next algorithm, and the curve variation is relatively small. The overall accuracy of the weighted $K$-next algorithm is not as high as that of the $K$-next algorithm, but more stable. Therefore, taking into account the accuracy and stability of the classification, you can use the weighted $K$-method algorithm for the next neighbor to predict the results of a level 4 examination.

As shown in Figure 6, the $K$-nearest neighbor algorithm has a low classification effect and takes longer to complete the classification prediction when the dataset is large. Split the entire dataset based on certain features into several feature subsets, and let the samples you classify find the most similar neighbors in the corresponding feature subset based on these features. This significantly reduces search time, improves classification, and predicts efficiency.

When comparing the calculation time of the three algorithms, the efficiency of the weighted $K$-neighborhood algorithm and the next $K$-neighborhood algorithm is basically similar, and there is no significant change. The average calculation time for the split-weighted $K$-next algorithm is 6.17 seconds shorter. As the classification time with 11.39 is significantly shorter than that of the next $K$-category at 11.39 and the classification efficiency 118%, you can therefore select the partition-weighted $K$-next category if you want to predict the test of a fourth-grade student quickly. As shown in Figure 7, the partition-weighted $K$-nearest neighbor algorithm has higher classification accuracy and better classification stability at the number of nearest neighbors $K = 15$. There are many reasons why students cannot graduate normally, but the number of students failing and repeating too many times is an important reason. If the rules between the number of students not graduating normally and the number of early make-up exams and repeats can be tapped, students can be warned in time so that they can avoid excessive repeats, which may affect their studies and graduation. To this end, this paper uses a decision tree model to predict students’ graduation using the number of required make-up exams in the first four semesters and the number of required repeats in the second through fifth semesters as input variables and the graduation situation (normal graduation and failure to graduate normally) as the predicted outcome. Since the dataset of students processed by balancing is not large, and there are only 8 input features, all of which are integers, a decision tree with maximum depth $\text{max\_depth} = 3$ and feature selection criterion “entropy” is chosen. The specific classification method and procedure are the same as above, and the dataset is divided into training and testing sets according to 7:3, one for training the decision tree and one for graduation prediction and evaluation of the classification effect of the decision tree.
Figure 5: Comparison of weighted $K$-nearest neighbor and $K$-nearest neighbor classification results.

Figure 6: Zone-weighted $K$-nearest neighbor evaluation index curve.
4. Conclusion

In order to improve the English teaching model and predict the results of the college English IV exam, this paper firstly preprocesses the data to fill in the missing values of the entrance English scores, factorizes the categorical variables, and normalizes the numerical variables; then, it selects the prediction input features and the number of nearest neighbors $K$ based on various indicators and establishes the $K$-nearest neighbor classification model and the weighted $K$-neighbor classification model.

The $K$-nearest neighbor algorithm and the split-weighted $K$-nearest neighbor algorithm are applied to the classification and prediction of university English IV test results, and by filtering the input using statistical techniques, relevant factors that affect the English IV test results are investigated. The neighborhood algorithm can obtain enough features for classification and prediction. The neighborhood algorithm and its classification efficiency are drastically improved, and the classification time is improved by 118%.

Finally, to remedy the low efficiency deficiencies of the $K$ next-door neighbor classification model, a split-weighted $K$ next-door neighbor model is developed to achieve a quick classification of the university of English IV test results. This paper uses the next neighbor. Algorithms are used to predict whether college students will pass the fourth-grade exam.

Also, in the future, the methods we used to predict students passing the exam more effectively would be the research direction and focus on the decision tree algorithm with fuzzy theory; the adaptability of the algorithm to different datasets is supposed to be enhanced.
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