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Abstract

In this paper, we study the relation between periodicity of two-dimensional words and their abelian pattern complexity. A pattern $P$ in $\mathbb{Z}^n$ is the set of all translations of some finite subset $F$ of $\mathbb{Z}^n$. An $F$-factor of an infinite word is a finite word restricted to $F$. Then the pattern complexity over a pattern $P$ counts the number of distinct $F$-factors of an infinite word, for $P \in P$. Two finite words are called abelian equivalent if for each letter of the alphabet, they contain the same numbers of occurrences of this letter. The abelian pattern complexity counts the number of $F$-factors up to abelian equivalence. As the main result of the paper, we characterize two-dimensional convex patterns with the following property: if abelian pattern complexity over a pattern $P$ is equal to 1, then the word is fully periodic. Similar result holds for a function on $\mathbb{Z}^2$ instead of a word and for constant sums instead of abelian complexity equal to 1. In dimensional 1, we characterize patterns for which there exist non-constant functions with constant sums.

1 Introduction

One of the most studied topics in combinatorics on words is the of infinite words, both in the one-dimensional and in the multidimensional case. An infinite one-dimensional word $w$ is an infinite sequence of symbols from a finite set called the alphabet. Its complexity is defined as a function $p(n)$ which counts, for each integer $n$, the number of its distinct factors (i.e., blocks of consecutive letters) of length $n$. The complexity of an infinite word provides a useful measure of the extent of randomness of the word and more generally of the subshift it generates. For example, periodic words have bounded factor complexity, while digit expansions of normal numbers have maximal complexity. The notion of a complexity of infinite words is closely related to the notion of topological entropy of discrete dynamical systems [1]. In fact, for a one-dimensional subshift, and in particular for a subshift generated by an infinite word, its topological entropy is given by the exponential growth rate of its complexity.

First steps in complexity theory of words were made by Morse and Hedlund in 1938. They proved that if for an infinite word there exists $n$ such that $p(n) \leq n$, then the word
is periodic [17]. This result is classical in combinatorics on words and is referred to as Morse and Hedlund theorem. This theorem implies that the minimal complexity of an aperiodic word is at least $n + 1$. Words of complexity $n + 1$ for each $n$ exist and they are called Sturmian words (see, e.g., [15 Chapter 2]). The family of Sturmian words has been widely studied for their theoretical importance and applications to various fields of science. They admit several equivalent characterisations of algebraic, arithmetic and geometrical nature. For example, in [18] Hedlund and Morse showed that each Sturmian word may be realized geometrically by an irrational rotation on the circle.

Nivat’s conjecture [19] is a generalization of Morse and Hedlund theorem to two dimensions. A two-dimensional word (or a configuration) $w$ is an element of $A^{\mathbb{Z}^2}$, where $A$ is a finite set called an alphabet. A word $w$ is called periodic if there exist a vector $p \in \mathbb{Z}^2$ such that $w(x) = w(x + p)$ for all $x \in \mathbb{Z}^2$. A complexity of a two-dimensional word $w$ is a function $p_w(m, n)$ counting for each $m, n \in \mathbb{N}$ the number of distinct rectangular $m \times n$ blocks.

**Conjecture 1** (Nivat, 1997). *Let $w$ be a two-dimensional word. If there exists $m, n$ such that $p_w(m, n) \leq mn$, then $w$ is periodic.*

Two-dimensional words of complexity $mn + 1$ for each $m, n$ exist and they have been characterized in [3]. Remarkably, their structure completely different from Sturmian words.

Nivat’s conjecture remains open despite efforts of different scientists. It has been proven is some weak forms, for example, in an asymptotic form by Kari, Szabados [13]. In [9] it was shown that $P_w(m, n) \leq mn/144$ is enough to guarantee the periodicity of $w$. This bound has been improved to $P_w(m, n) \leq mn/16$ in [23], and recently to $P_w(m, n) \leq mn/2$ in [6] using dynamical systems approach. The problem can be translated to a dynamical one as follows.

We endow the alphabet $A$ with the discrete topology, $A^{\mathbb{Z}^d}$ with the product topology, and define a $\mathbb{Z}^d$-action on $X = A^{\mathbb{Z}^d}$ by $(T^u w)(x) = w(x + u)$ for $u \in \mathbb{Z}^d$. With respect to this topology, the maps $T^u : X \to X$ are continuous. Let $O(w) = \{T^u w | u \in \mathbb{Z}^d\}$ denote the $\mathbb{Z}^d$-orbit of $w \in X$, and $\overline{O(w)}$ its closure. In this dynamical setting, one can rephrase periodicity. The statement that $w$ has a periodicity vector is equivalent to saying that $\mathbb{Z}^d$ does not act faithfully on $\overline{O(w)}$. A word $w$ is fully periodic if it has $d$ linearly independent periodicity vectors, which means that $\overline{O(w)}$ is finite. The dynamical systems approach from [6] makes use of the nonexpansive subspaces of this action. A similar method has been used to prove the conjecture for small rectangle sizes [7]. For some other versions of Nivat’s conjecture and minimal complexity in two or more dimensions we refer to [4, 8, 13].

The main objective of this paper is finding generalizations of Morse and Hedlund theorem and Nivat’s Conjecture for abelian pattern complexity. We recall that two finite words $u$ and $v$ are said to be abelian equivalent if $|u|_a = |v|_a$ for all $a \in A$, where $|u|_a$ denotes the number of occurrences of the letter $a$ in $u$. The abelian complexity $a_w(n)$ of a (one-dimensional) word $w$ is the function counting number of distinct abelian classes of factors of length $n$. This definition can be extended to two or more dimensions in a natural way as a function counting the number of abelian classes of rectangular blocks.

For one-dimensional words an abelian analogue of Morse and Hedlund theorem is straightforward: clearly, the condition $a_w(n) = 1$ implies that $w$ is $n$-periodic. Aperiodic words of abelian complexity 2 for each $n$ exist and surprisingly the set of words with this property coincides with the family of Sturmian words [5]. So, among aperiodic words, Sturmian words have minimal complexity both in classical and in abelian sense.
The study of abelian complexity of one-dimensional infinite words has been developed, e.g., in [11, 16, 24, 25]. For two-dimensional words, the abelian modifications of Nivat’s conjecture has been studied in [20]. It has been shown that there exists an aperiodic word \( w \) and integers \( m \) and \( n \) such that \( a_w(m, n) = 1 \). However, for an aperiodic recurrent two-dimensional word \( w \) there exist infinitely many pairs of numbers \( m, n \) such that \( a_w(m, n) \geq 3 \).

The notions of a complexity and an abelian complexity can be extended to any pattern. More precisely, we call any finite subset \( F \) of \( \mathbb{Z}^n \) a figure, and a pattern \( P \) is a set of all integer translations of some figure \( F \). We can fix some order on the elements of \( F \):

\[ F = \{ x_1, \ldots, x_k \} \]

Then for an infinite \( n \)-dimensional word \( w \) the word \( w_{x_1} \cdots w_{x_k} \) is called an \( F \)-factor of \( w \). The pattern complexity over the pattern \( P \) then counts the number of \( F \)-factors of the word \( w \), for all \( F \in P \). Similarly, the abelian pattern complexity \( a_w(P) \) over the pattern \( P \) counts the number of abelian classes of \( F \)-factors of the word \( w \), for all \( F \in P \).

A related concept of maximal pattern complexity has been introduced by Kamae and Zamboni in 2002 [12]. The maximal pattern complexity \( p^*_w \) of a word \( w \) is defined as a function counting, for each \( k \), the supremum of the pattern complexities for patterns defined by figures of size \( k \). Similarly to factor complexity and abelian complexity, the maximal pattern complexity also gives a characterization of periodicity in the one-dimensional case: An infinite one-dimensional word \( w \) is eventually periodic if and only if \( p^*_w(k) < 2k \) for some integer \( k \) [12]. The abelian maximal pattern complexity also gives a characterization of aperiodicity in terms of so-called aperiodicity by projection [10, 11].

The main problem we study in the paper is the following: find a characterization of patterns such that for each word \( w \) the condition \( a_w(P) = 1 \) implies that \( w \) is a periodic word. We call such patterns abelian rigid. We remark that the set of \( d \)-dimensional words of abelian pattern complexity equal to 1 for a pattern \( P \) forms a subshift, i.e., a closed \( T \)-invariant subset of \( \mathbb{A}^\mathbb{Z}^d \). Moreover, this subshift is a subshift of finite type, i.e., subshift defined by local constraints. We also consider a variant of this problem when instead of a word we consider a function with finitely many values, and instead of abelian pattern complexity equal to 1 we consider constant sums in the figures of the pattern. Clearly, such a function can also be considered as a word with letters corresponding to values of the function, and if we prove under certain conditions periodicity of all functions with finitely many values, the periodicity of words in these conditions follows immediately.

In terminology of integer-valued functions on \( \mathbb{Z}^n \) with constant sums in certain patterns related problems have already been considered in the literature. One of them is a discrete analogue of Pompeiu’s problem, which can be stated as follows. Let \( \Omega \) be a finite set of patterns of \( \mathbb{Z}^n \). The problem is to determine when the only function \( \varphi : \mathbb{Z}^n \to \mathbb{Z} \) such that

\[ \sum_{x \in F} \varphi(x) = 0 \text{ for every } F \in \mathcal{P}, \mathcal{P} \in \Omega \]

is the zero function (see [26]). The paper [22] is focused on the cases when \( \Omega \) consists of one ball or one sphere.

It is also natural to consider patterns with weights in the following sense. Each point \( x \) from a figure \( F^w \) is equipped with a real number \( g_x \) considered as its weight, and all translations of this figure define a pattern \( \mathcal{P}^w \) with weights. We then consider functions for which \( \sum_{x \in F^w} w(x)g_x = 0 \) for each \( F^w \in \mathcal{P}^w \).

In the one-dimensional case, it is easy to see that \( w \) is periodic if \( a_w(\mathcal{P}) = 1 \). A natural question is, for which patterns there exists a non-unary word with abelian pattern complexity 1.
complexity 1 over this pattern? In this paper, we obtain a necessary condition for that, and a characterization in terms of sums functions. To formulate the condition, we associate a polynomial to a pattern $P$ as follows. We choose some figure $F_P \in P$ (for example such that the minimal coordinates of the points of the figure are equal to 0). Then the polynomial of the pattern $P$ is defined by

$$\text{Poly}_P(x) = \sum_{(t,g) \in F_P} g_t x^t,$$

where $x^t = x_1^{t_1} x_2^{t_2} \cdots x_n^{t_n}$.

**Theorem.** Let $P$ be a pattern with weights. Then there exists a non-zero function $w : \mathbb{Z} \rightarrow \mathbb{C}$ such that

$$\sum_{x \in F} w(x) g_x = 0 \text{ for all } F \in \mathcal{P},$$

if and only if there exists $n$ such that $\text{Poly}_P(x)$ is divisible by $n$'th cyclotomic polynomial $\Phi_n(x)$ in the ring $\mathbb{Q}[x]$.

We say that a pattern is abelian rigid the abelian pattern complexity over this pattern is equal to 1 only for fully periodic words. As the main result of the paper, we obtain the following characterization of abelian rigid two-dimensional convex patterns:

**Theorem.** A convex two-dimensional pattern $P$ is abelian rigid if and only if $\text{Poly}_P(x, y)$ does not have a divisor of the form $\sum_{i=0}^{l} x^{iv_1} y^{iv_2}$ for some integers $v_1, v_2$ and for some positive integer $l$.

## 2 Definitions and notation

In the paper, we mostly follow the usual terminology of combinatorics on words from [15]. Let $A$ be a finite set and $n$ be an integer. A function from $\mathbb{Z}^n$ to $A$ is called a $n$-dimensional word on the alphabet $A$, or a configuration. The elements of $A$ are called letters. Let $w$ be an $n$-dimensional word and $u$ be a vector in $\mathbb{Z}^n$. If $w(x) = w(x+u)$ for each $x \in \mathbb{Z}^n$, then $w$ is called $u$-periodic. A word is periodic if there exists a vector $u$ such that the word $u$-periodic. A word is fully periodic if there exist $n$ linearly independent vectors $u_1, u_2, \ldots, u_n \in \mathbb{Z}^n$ such that the word is $u_i$-periodic for all $i = 1, 2, \ldots n$.

Two finite words $u$ and $v$ are said to be abelian equivalent, denoted by $u \sim_{ab} v$, if and only if $|u|_a = |v|_a$ for each $a \in A$, where $|u|_a$ denotes the number of occurrences of the letter $a$ in $u$. It is readily verified that $\sim_{ab}$ defines an equivalence relation on the set of finite words.

Let $w$ be an $n$-dimensional word. Its complexity is defined as a function $p_w : \mathbb{N}^n \rightarrow \mathbb{N}$ counting for each $(m_1, \ldots, m_n)$ the number of distinct $m_1 \times \cdots \times m_n$-blocks (or factors) of $w$. Similarly, its abelian complexity is defined as a function counting the number of abelian classes of $n_1 \times \cdots \times n_d$-factors of $w$.

A finite subset of $\mathbb{Z}^n$ is called a figure of $\mathbb{Z}^n$. Let $F_1$ and $F_2$ be figures of $\mathbb{Z}^n$. If there exists a translation $\tau$ such that $\tau(F_1) = F_2$, then we say that $F_1$ and $F_2$ are equivalent and write $F_1 \sim F_2$. An equivalence class under $\sim$ is called a pattern.

Let $F$ be a figure of $\mathbb{Z}^n$. A figure with weights in $\mathbb{Z}^n$ is a finite set

$$F^w = \{(u, g_u) | u \in F, g_u \in \mathbb{Z}\},$$
where the integer $g_u$ is called the weight of a point $u$. Let $F_1^w$ and $F_2^w$ be figures with weights in $\mathbb{Z}^n$. If there exists a translation $\tau$ such that

$$F_2^w = \{(\tau(u), g_u) | (u, g_u) \in F_1^w\},$$

then we say that $F_1$ and $F_2$ are equivalent and write $F_1 \sim_g F_2$. An equivalence class under $\sim_g$ is called a pattern with weights.

A natural generalization of the notion of a complexity is the pattern complexity. Let $F^w = \{(u_1, g_1), \ldots, (u_l, g_l)\}$ be a figure with weights, and $A = \{a_1, a_2, \ldots, a_k\}$ be an alphabet. Consider the set $\mathbb{Z}[a_1, a_2, \ldots, a_k]$ of linear combinations over variables from $A$. A linear polynomial

$$\sum_{i=1}^l w(u_i)g_i \in \mathbb{Z}[a_1, a_2 \ldots a_k]$$

is called a linear combination of the word $w$ over $F^w$. We say that this linear combination is a $P$-linear combination if $F^w$ belongs to the pattern (with weights) $P$. Essentially, the $P$-linear combination gives the sum of the letters from $F$ multiplied by their weights.

The abelian pattern complexity $a_w(P)$ of $w$ is the function counting the number of distinct $P$-linear combinations of $w$. If all the weights are equal to 1, then we have the abelian pattern complexity counting the number of abelian equivalence classes of $P$-factors, i.e., factors of $w$ restricted to figures from $P$. When we have weights, the occurrences of each letter are counted with corresponding multiplicities (which could also be negative).

For convenience, we select one figure to associate with a pattern $P$ and call it canonical:

**Definition 1.** Let $P$ be a pattern with weights in the $n$-dimensional space and $F_P$ be the figure of $P$ such that all the coordinates of the points in $F_P$ are non-negative, and for each $i \in \{1, 2, \ldots, n\}$ there exists a point of $F_P$ with $i$-th coordinate equal to 0. The figure $F_P$ is called the canonical figure of the pattern $P$.

For example, the canonical figure for the pattern with weights defined by the figure $R$ from Fig. 1 is the Figure $R$ shifted by $(-1, -1)$, i.e. \{((0, 0), 10); ((0, 1), 2); ((0, 3), -3); ((1, 0), 1); ((1, 2), 1); ((2, 1), 4)\}.

**Definition 2.** The polynomial of a pattern $P$ is defined by

$$Poly_P(x) = \sum_{(t, g_t) \in F_P} g_t x^t,$$

where $x^t = x_1^{t_1}x_2^{t_2} \cdots x_n^{t_n}$.

We remark that there is no particular difference which figure to choose for these notions. We could also choose another figure or associate with a pattern a class of polynomials for all figures from the pattern; these polynomials differ up to a multiple of the form $x_1^{t_1} \cdots x_n^{t_n}$, corresponding to a translation by a vector $(t_1, \ldots, t_n)$.

For example, the polynomial of the pattern $R$ of the figure $R$ from Fig. 1 is given by the following:

$$Poly_R(x, y) = 10 + 2y - 3y^3 + x + 4xy^2 + x^2y.$$

In this paper we are interested in patterns for which there exist non-periodic words with abelian pattern complexity equal to 1, and we introduce the following notion:
Definition 3. A pattern $\mathcal{P}$ is called abelian rigid if $a_w(\mathcal{P}) = 1$ only for fully periodic words $w$. 

In a symbolic dynamical terminology, the set of words with pattern abelian complexity equal to 1 over a pattern $\mathcal{P}$ forms a subshift. If we endow the alphabet $A$ with the discrete topology, $A^{\mathbb{Z}^d}$ with the product topology, and define a $\mathbb{Z}^d$-action on $X = A^{\mathbb{Z}^d}$ by $(T^u w)(x) = w(x + u)$ for $u \in \mathbb{Z}^d$, then a subshift on $A$ is a pair $(X, T)$, where $X$ is a closed and $T$-invariant subset of $A^{\mathbb{Z}^d}$. A subshift is said to be of finite type if it is defined by finitely many forbidden patterns. It is not hard to see that the set of words with pattern abelian complexity equal to 1 over a pattern $\mathcal{P}$ form a subshift of finite type. Indeed, one can define the set of forbidden factors as all factors containing two distinct abelian $\mathcal{P}$-factors at distance 1 horizontally or vertically.

3 Abelian complexity and one-dimensional words

In this section, all words are one-dimensional. As the main result of this section, we give a necessary condition on a pattern $\mathcal{P}$ for existence of a non-unary word with pattern abelian complexity over $\mathcal{P}$ equal to 1 in terms of cyclotomic polynomials. We prove the condition in a slightly more general form, for patterns with weights and for integer-valued functions with constant sums. Moreover, for the sums the condition is necessary and sufficient (see Theorem [1]).

We begin with some notation. Let $w$ be a bi-infinite one-dimensional word, i.e., $w$ belongs to $A^\mathbb{Z}$ for some alphabet $A$. The word $w$ is said to be periodic if there exists an integer $p$ such that $w(i + p) = w(a)$ for each integer $i$.

As we defined earlier, we associate with a pattern $\mathcal{P}$ its canonical figure $F_{\mathcal{P}}$ and a polynomial $Poly_{\mathcal{P}}(x)$ (see Definition [2]). In the one-dimensional case, $Poly_{\mathcal{P}}(x)$ corresponds to the element $F_{\mathcal{P}}$ of $\mathcal{P}$ with its leftmost element at 0. We then let $d$ denote its rightmost figure.

Figure 1: Figure $R = \{(1, 1), 10); ((1, 2), 2); ((1, 4), -3); ((2, 1), 1); ((2, 3), 1); ((3, 2), 4)\}$
element:
\[ d = \max_{(u, g_u) \in F_P} \{ u|g_u \neq 0 \}. \]

We say that \( d + 1 \) is the \textit{diameter} of the pattern \( P \).

In the same way we can define the figure of a polynomial \( P(x) \). Let \( P(x) = \sum_{i=0}^{m} g_i x^i \) be a polynomial. Then the \textit{figure} \( \text{Fig}_P \) of the polynomial \( P(x) \) is defined by
\[ \text{Fig}_P = \{(i, g_i)|i = 0, 1, \ldots, m\}. \]

In the next section, we are going to study the main question of the paper: characterize two-dimensional patterns for which the only words functions with constant sums (or words with abelian complexity equal to 1), are the periodic ones. The following proposition treats a similar question in the one-dimensional case. In fact, this is easy to see that that all one-dimensional patterns satisfy the above property:

**Proposition 1.** Let \( P \) be a pattern with weights and \( w \) be a word on an alphabet which is a finite subset of complex numbers. Suppose that there exists a constant \( C \) such that
\[ \sum_{x \in F} w(x)g_x = C \]
for any \( F \in P \). Then \( w \) is periodic.

**Proof.** Let \( d + 1 \) be the diameter of \( P \). We claim that there exist two numbers \( m, n \) such that \( w(n + i) = w(m + i) \) for each \( 0 \leq i \leq d \). Indeed, \( p_w(d + 1) \leq |A|^{d+1} \), i.e., there exists only \( |A|^{d+1} \) distinct factors of length \( d + 1 \), hence there must be two (and in fact infinitely many) equal factors of length \( d + 1 \). Consider the word \( s \) defined by \( s(k) = w(k + n) - w(k + m) \). Let us prove that \( s \) is an all-0 word. Assume the converse, then there exists \( i \) such that \( s(i) \neq 0 \). We let \( r \) denote the minimal (by absolute value) position such that \( s(r) \neq 0 \). Suppose \( r < 0 \); then \( \sum_{(x, g_x) \in F_P} s(x + r)g_x = 0 \), where \( F_P \) is the canonical figure of the pattern \( P \). By assumption, we obtain \( s(r)g_0 = 0 \) and \( s(r) \neq 0 \). Hence \( g_0 = 0 \); a contradiction. So, \( s \) is an all-0 word and \( w(k + n) = w(k + m) \) for each \( k \in \mathbb{Z} \), i.e., \( w \) is \( |n - m| \)-periodic. \( \square \)

A similar statement for words with pattern abelian complexity 1 is a direct corollary from the above proposition:

**Corollary 1.** Let \( P \) be a pattern with weights and \( w \) be a word such that \( a_w(P) = 1 \). Then \( w \) is periodic.

We recall that the \( n \)'th cyclotomic polynomial is defined by
\[ \Phi_n(x) = \prod_{1 \leq k \leq n; (k, n) = 1} \left( x - e^{2\pi i k/n} \right). \]

The following theorem gives a necessary and sufficient condition for existence of a non-trivial word (i.e., consisting not only of 0's) with constant \( P \)-sum:

**Theorem 1.** Let \( P \) be a pattern with weights, and let the alphabet \( A \) be a finite subset of complex numbers. Then there exists a non-zero word \( w \) such that
\[ \sum_{x \in F} w(x)g_x = 0 \] for all \( F \in P \)
if and only if there exists \( n \) such that \( \text{Poly}_P(x) \) is divisible by \( \Phi_n(x) \) in the ring \( \mathbb{Q}[x] \).
To prove Theorem 1, we need an auxiliary lemma:

**Lemma 1.** Let \( P_1, P_2, \ldots, P_k \) be patterns with weights and \( Z_1(x), Z_2(x), \ldots, Z_k(x) \) be some polynomials over \( \mathbb{Z}[x] \). Suppose that

\[
\sum_{(u,g) \in F} g_u = 0
\]

for each \( i \) and each \( F \in \mathcal{P}_i \). Then for the polynomial \( P(x) = \sum_{i=1}^{k} Z_i(x) \text{Poly}_{P_i}(x) \) we have

\[
\sum_{(u,g) \in F \mathcal{P}} g_u = 0.
\]

This lemma is straightforward since the figure \( F \mathcal{P} \) is a translation of the characteristic figure of a pattern \( P \), and

\[
\sum_{(u,g) \in F P} g_u + \sum_{(u,g) \in F P'} g_u = \sum_{(u,g) \in F \mathcal{P}} g_u,
\]

where \( F \mathcal{P} \) and \( F \mathcal{P}' \) are canonical figures of patterns \( \mathcal{P} \) and \( \mathcal{P}' \).

**Proof of Theorem 1.** First, we prove that if there exist a non-zero word with sums in \( \mathcal{P} \)-factors equal to 0, then \( \text{Poly}_P \) is divisible by some cyclotomic polynomial.

Let \( w \) be a word such that \( \sum_{x \in F} w(x) g_x = 0 \) for each \( F \in \mathcal{P} \). By Proposition 1, the word \( w \) is periodic. Suppose that \( n \) is the period of \( w \) and that \( \text{Poly}_P(x) \) and \( x^n - 1 \) are coprime in the ring \( \mathbb{Q}[x] \). Then there exist polynomials \( Q_1(x), Q_2(x) \in \mathbb{Q}[x] \) such that

\[
\text{Poly}_P(x) Q_1(x) + (x^n - 1) Q_2(x) = 1.
\]

Then there exist \( Z_1(x), Z_2(x) \in \mathbb{Z}[x] \) such that

\[
\text{Poly}_P(x) Z_1(x) + Z_2(x) (x^n - 1) = C
\]

for some integer \( C \neq 0 \). Since \( n \) is the period of the word \( w \), we have that

\[
\sum_{(u,g) \in F} g_u w(u) = 0
\]

for each \( F \) in the pattern defined by \( x^n - 1 \). From Lemma 1 it follows that

\[
\sum_{(u,g) \in F \mathcal{P} \mathcal{P}(x)} g_u w(u) = 0
\]

i.e., \( C w(0) = 0 \) and so \( w(0) = 0 \). With the same reasoning, we get that \( w(i) = 0 \) for all \( i \).

So, we proved that \( x^n - 1 \) and \( \text{Poly}_P \) are not coprime. Then \( \text{Poly}_P \) is divisible by \( \Phi_d \) for some \( d \) such that \( n \) is divisible by \( d \).

Now, let us construct for each pattern \( \mathcal{P} \) with a polynomial divisible by \( \Phi_n \) a non-zero function for which its sums in all \( \mathcal{P} \)-factors are equal to 0. Suppose first that we have an
equality: \( \text{Poly}_P = \Phi_n \). Let us construct a word \( s \) such that \( \sum_{(x,gx) \in F} s(x)g_x = 0 \) for each figure \( F \in P \). We set \( s(x) = e^{2\pi i x/n} \). Then, expressing \( F \) as \( v + F_P \), we get
\[
\sum_{(x,gx) \in F_P} g_x s(x + v) = e^{2\pi i v/n} \Phi_n e^{2\pi i x/n} = 0.
\]
So, the “only if” part is proved for \( \text{Poly}_P = \Phi_n \). Now, consider the general case of a pattern \( P \) such that \( \Phi_n \) divides \( \text{Poly}_P \). By Lemma 1, the above equality holds true also for this case, i.e.,
\[
\sum_{(x,gx) \in F_P} g_x s(x + v) = 0.
\]
This concludes the proof.

As a corollary, we get a necessary condition for a pattern to be abelian rigid:

**Corollary 2.** If for a one-dimensional pattern \( P \) with weights there exists a non-unary word with pattern abelian complexity over \( P \) equal to 1, then there exists \( n \) such that \( \text{Poly}_P(x) \) is divisible by \( \Phi_n(x) \) in the ring \( \mathbb{Q}[x] \).

**Remark 1.** This condition is not sufficient for existence of a non-unary word with pattern abelian complexity over \( P \) equal to 1 though. For example, for a pattern corresponding \( \Phi_6 = x^2 - x + 1 \) there is no word with abelian complexity equal to 1 over this pattern. To see it, it is enough to check words up to length 4.

### 4 Pattern abelian complexity of two-dimensional words by convex patterns

Throughout this section \( w \) denotes a two-dimensional word.

**Definition 4.** A figure \( F \) (without weights) is called convex if \( F = \text{conv}_{\mathbb{R}^2}(F) \cap \mathbb{Z}^2 \), where \( \text{conv}_{\mathbb{R}^2}(F) \) is convex hull of the set \( F \) in two-dimensional Euclidean space. A pattern \( P \) is called convex if all figures of this pattern are convex.

Clearly, the definition is correct, since all figures of a pattern are translations of one another, so if one of them is convex, then all of them are.

Let \( v \in \mathbb{Z}^2 \) be a vector and \( n \) be a natural number. The polynomial \( l(v, n) = \sum_{i=0}^{n} x^{iv} \) is called **strongly linear**. Now we can state our main result.

**Theorem 2.** Let \( P \) be a convex pattern and \( F \) be a figure of this pattern. Then \( \text{char}(F) \) has a non-trivial strongly linear divisor if and only if \( P \) is not abelian rigid.

In the next section, we give an alternative statement of the theorem in geometric form (see Theorem 4').

One direction of the statement is easy, and we prove it right away in a stronger form (Theorem 3). For the other direction, we would need several additional lemmas and definitions, so we prove it in the consequent subsections. The other direction is also stated in a stronger form (see Theorem 5).

The following theorem is a stronger version of the only if part of Theorem 2 for patterns with weights:
**Theorem 3.** Let $\mathcal{P}$ be a pattern with weights. If $\text{Poly}_\mathcal{P}$ has a non-trivial strongly linear divisor, then $\mathcal{P}$ is not abelian rigid.

In other words, there exists a two-dimensional word $w$ such that $w$ is not fully periodic and $a_w(\mathcal{P}) = 1$.

**Proof.** Suppose first that $\text{Poly}_\mathcal{P}$ has a strongly linear divisor, i.e., $\text{Poly}_\mathcal{P} = l(v, n)Q$ for some integer $n$, a vector $v$ and a polynomial $Q$. We let $\mathcal{P}'$ denote the pattern corresponding to the polynomial $l(v, n)$, so that $\text{Poly}_{\mathcal{P}'} = l(v, n)$.

Let $u, u'$ be a pair of basis vectors such that $v = ku$ for some integer $k$. We now construct a word $w$ on the alphabet $\{0, 1, 2, \ldots, n - 1\}$ such that $a_w(\mathcal{P}') = 1$. We set

$$w((ka + r)u + bu') = \begin{cases} (a + b) \mod n, & \text{if } b \text{ is not prime}, \\ (a + b + 1) \mod n, & \text{if } b \text{ is prime}; \end{cases}$$

for all $r \leq k$. Obviously, $w$ has only one abelian class in $\mathcal{P}$ and it is not fully periodic. □

**Remark 2.** It is not hard to see that Theorem 3 can easily be generalized to higher dimensions. In addition to strongly linear divisors, one can consider divisors in subspaces of higher dimensions: planes, hyperplanes, etc. which allow to get aperiodic words and functions.

### 4.1 Relatively prime patterns and their coordinates

Let $u, v$ be two basis vectors in $\mathbb{Z}^2$, i.e., for any vector $z \in \mathbb{Z}^2$ there exist integers $a$ and $b$ such that $z = au + bv$. We will say that $(a, b)_{u, v}$ are $(u, v)$-coordinates of the point $z$.

For integers $l_0, l_1, \ldots, l_n, r_0, r_1, \ldots, r_n$ such that $l_0 < r_0, l_1 < r_1, l_2 < r_2, \ldots, l_n < r_n$, we define the figure $F_{u,v}(l_0, l_1, \ldots, l_n; r_0, r_1, \ldots, r_n)$ as follows:

$$F_{u,v}(l_0, l_1, \ldots, l_n; r_0, r_1, \ldots, r_n) = \{(i, j)_{u,v} | 0 \leq i \leq n, l_i \leq j < r_i\}.$$

We let $\mathcal{P}_{u,v}(l_0, l_1, \ldots, l_n; r_0, r_1, \ldots, r_n)$ denote the pattern of $F_{u,v}(l_0, l_1, \ldots, l_n; r_0, r_1, \ldots, r_n)$.

**Proposition 2.** Let $\mathcal{P}$ be a convex pattern and $u, v$ be basis vectors. Then there exist integers $n$ and $l_0, l_1, \ldots, l_n, r_0, r_1, \ldots, r_n$ such that

$$\mathcal{P} = \mathcal{P}_{u,v}(l_0, l_1, \ldots, l_n; r_0, r_1, \ldots, r_n).$$

**Proof.** Suppose that a figure $F$ belongs to the pattern $\mathcal{P}$ and $q$ is the minimal first coordinate of the figure $F$. Then the figure $F' = F - qu = \{x - qu | x \in F\}$ also belongs to the pattern $\mathcal{P}$.

Suppose that the maximal first coordinate of $F'$ is $n$. Let $C_i$ be the set of points of the figure $F'$ such that their first coordinate is equal to $i$.

Put $l_i$ as the minimal second coordinate of the points in the set $C_i$ and $r_i$ as the maximal second coordinate plus 1. The figure $F'$ is convex, so $C_i = \{(i, t) | l_i \leq t < r_i\}$. Then

$$F' = F_{u,v}(l_0, l_1, \ldots, l_n; r_0, r_2, \ldots, r_n).$$

and $\mathcal{P}$ is the pattern of the figure $F'$. □
We shall call this form of a convex pattern a \((u,v)\)-representation.

We now introduce the concept of a relatively prime pattern, which as we will later show gives a geometric interpretation of the characterization of abelian rigid patterns. Let \(u\) be an integer vector and \(P\) be a convex pattern. Each line parallel to \(u\) intersects the pattern in several integer points; we call it the length of the intersection. Now consider all lines that are parallel to the vector \(u\) and intersect some figure of \(P\) (say, the canonical one). If the greatest common divisor of the lengths of intersections of the set of such lines is equal to 1, then the pattern \(P\) is called \(u\)-relatively prime. A convex pattern \(P\) is called relatively prime if it is \(u\)-relatively prime for each vector \(u\). On Fig. 2 one can see an example of a relatively prime pattern and an example of non-relatively prime pattern.

Figure 2: Examples of a \((2,1)\)-relatively prime (on the left) and not relatively prime (not \((1,0)\)-relatively prime) pattern (on the right)

A more precise but a bit less intuitive definition of a relatively prime pattern can be also given in terms of \((u,v)\)-representations. Let \(u\) be an integer vector and \(v\) be an integer vector such that \(\{u,v\}\) is basis. Let \(P\) be a convex pattern and \(P_{u,v}(l_0,l_1,\ldots,l_n;r_0,r_1,\ldots,r_n)\) be a \((u,v)\)-representation of \(P\). The pattern \(P\) is called \(u\)-relatively prime pattern if \(gcd(r_0-l_0,r_1-l_1,\ldots,r_n-l_n) = 1\).

An alternative geometric formulation of Theorem 2 via the notion of a relative pattern is as follows:

**Theorem 4.** Let \(P\) be a convex pattern. Then \(P\) is relatively prime if and only if \(P\) is abelian rigid.

The statement is equivalent to Theorem 2 since being relatively prime is clearly the same thing as not being divisible by a strongly linear divisor.

### 4.2 Proof of Theorem 2

We are going to prove the theorem in the form of Theorem 4. By Theorem 3 an abelian rigid pattern must be relatively prime. So, it remains to prove that \(w\) is fully periodic if \(a_w(P) = 1\) for some convex relatively prime pattern.

**Definition 5.** Let \(D_1\) and \(D_2\) be two convex polygons with vertices \(a_1, a_2, \ldots, a_n\) and \(b_1, b_2, \ldots, b_m\), respectively. The polygons \(D_1\) and \(D_2\) are called parallel if \(n = m\) and all their corresponding edges are parallel, i.e., there exists \(k\) such that \(a_i \mod n a_{i+1} \mod n\) is parallel to \(b_{i+k} \mod n b_{i+k+1} \mod n\) for each \(i\).

The following proposition constitutes the main part of the proof of Theorem 2. Essentially, it says that if a word is equal to 0 in a big enough polygon \(D\) parallel to a convex
hull $D_0$ of $\mathcal{P}$, then it also equals 0 in an extended polygon $D_1$ homothetic to the initial polygon $D_0$. For a set $X$, we let $diam(X)$ denote the diameter of $X$ in Euclidean metric on the plane. The accurate statement follows:

**Proposition 3.** Let $A$ be a finite subset of complex numbers containing 0. Let $\mathcal{P}$ be a relatively prime pattern and $w$ be a two-dimensional word on $A$ such that

$$\sum_{x \in F} w(x) = 0 \tag{4}$$

for all figures $F \in \mathcal{P}$. Let $D$ be the convex hull of the figure $F_\mathcal{P}$. Then there exists a number $N(|A|, \mathcal{P})$ such that the following implication holds:

If there exists a polygon $D_0$ parallel to $D$ such that

- any edge of $D_0$ is longer than $N(|A|, \mathcal{P})$;
- $w(x) = 0$ for each $x \in D_0 \cap \mathbb{Z}^2$,

then there exists a polygon $D_1$ parallel to $D$ such that

- there exists a homothety $H$ with coefficient bigger than 1 such that $H(D_0) = D_1$;
- $diam(D_1) = diam(D_0) + 1$,
- $w(x) = 0$ for all $x \in D_1 \cap \mathbb{Z}^2$.

The proposition is illustrated on Fig. 3.

**Definition 6.** Let $l_0$ be a line on the plane. A line $l$ is a neighbour of the line $l_0$ if the following three conditions hold:

- $l$ is an integer line, i.e., $l$ contains at least two integer points;
- $l$ and $l_0$ are parallel;
- there are no integer points between $l$ and $l_0$.

For the proof of this proposition we make use of the following lemma:

**Lemma 2.** Let $v_1, v_2, \ldots, v_n$ be the vertices of the polygon $D_0$ satisfying the conditions of Proposition 3 and $l$ be the neighbour line of $v_nv_1$ such that $l \cap D_0 = \emptyset$. Let $v'_1$ be the intersection of the lines $l$ and $v_1v_2$, and $v'_n$ be the intersection of the lines $l$ and $v_{n-1}v_n$. Let $D'_0$ be the polygon with vertices $v'_1v_2v_3 \ldots v_{n-1}v'_n$. Then $w(x) = 0$ for each $x \in D'_0 \cap \mathbb{Z}^2$.

In other words, this lemma states that if $w$ is equal to 0 in $D_0$, then we can extend $D_0$ by an integer line parallel to any its side, and $w$ is also equal to 0 in this extended polygon. We refer to Fig. 4 for the illustration.

**Proof of Lemma 4.** Let us consider two cases. Case 1: $v_1v_n$ is an integer line, i.e., it contains at least two integer points. Case 2: $v_1v_n$ is not an integer line. In the first case, we let $v''_1$ and $v''_n$ denote the points $v_1$ and $v_n$, and $l' = l$. In the second case, put $v''_1 = l' \cap v_1v_2$ and $v''_n = l' \cap v_nv_{n-1}$, where $l'$ is the other neighbour of line $v_1v_n$ (see Fig. 5).

Let $(u, v)$ be the basis of $\mathbb{Z}^2$ such that the point $v''_1 - u$ belongs $l$ and $v = kv_1v_n$ for some positive real $k$. Let $\mathcal{P}(l_0, l_1, \ldots, l_m; r_0, \ldots, r_m)$ be the $(u, v)$-representation of the pattern.
Figure 3: Illustration to Proposition 3.

\( \mathcal{P} \). We let \( F_0 \) denote the figure \( F(l_0, l_1, \ldots, l_m; r_0, \ldots, r_m) \). Without loss of generality we may assume that \( l_0 = 0 \), and that the second \((u, v)\)-coordinate of the segment \( v_i''v_n'' \) is equal to \(-1\). Let \( Y_0 = 1, Y_1, Y_2, \ldots, Y_m \) be the sequence of consecutive lines, i.e., \( Y_i \) and \( Y_{i+1} \) are neighbours for each \( i = 0, 1, \ldots, m - 1 \) and \( Y_{i+1} \neq Y_i \) (see Fig. 5). Let \( s_i \) be the intersection of the lines \( v_1v_2 \) and \( Y_i \), and \( t_i \) be the intersection of \( v_nv_{n-1} \) and \( Y_i \). Let \( w_i \) be the sequence defined by \( w_i(q) = w(r_q) \), where \( r_q \) is \( q \)'th integer point on the segment \( s_it_i \).

The proof is in \( m + 1 \) steps. On \( j \)th step we will prove that the sequence \( w_0 \) is \((r_j - l_j)\)-periodic, and that \( w_{j'} \) is \((r_j - j' - l_j - j')\)-periodic for each \( j' \leq j \).

\textbf{Step 0}. Let \( x \) be an integer point from the segment \( s_0t_0 \) such that \( x + vr_0 \) also belongs to the segment \( s_0t_0 \). Since \( F_0 \in \mathcal{P} \), applying \((\mathbf{4})\), we get that

\[
\sum_{t \in F_0} w(x + t) = 0.
\]

It terms of \((u, v)\)-representation, this is equivalent to

\[
\sum_{i=0}^{m} \sum_{j=l_i}^{r_i-1} w(x + (i, j)(u,v)) = 0.
\]

Since \( w(y) = 0 \) for each \( y \in D_0 \cap \mathbb{Z}^2 \), we have

\[
\sum_{j=0}^{r_0-1} w(x + vj) = 0.
\]
Shifting the coordinates by $v$, with the same arguments we obtain
\[
\sum_{j=0}^{r_0-1} w(x + v + vj) = 0.
\]

After subtracting these equations we get $w(x) = w(x + r_0v)$, i.e., $w_0$ is $r_0$-periodic.

Suppose we completed all steps before step $k$, i.e., $w_i$ is $r_i' - l_i'$-periodic for each $i = 0, 1, \ldots, k-1$ and $i' = 0, 1, \ldots, k - i - 1$.

Step $k$. Let $x$ be an integer point from the segment $s_jt_j$ such that $x + r_0v$ also belongs to the segment $s_jt_j$. As above, applying applying (4), we get
\[
\sum_{t \in F_0} w(x + t) = 0.
\]

Similarly to the proof on step 0, we get
\[
\sum_{i=0}^{j} \sum_{j=0}^{r_i-1} w(x + iu + jv) = 0; \quad (5)
\]

Shifting our considerations by $v$, we get
\[
\sum_{i=0}^{j} \sum_{j=0}^{r_i-1} w(x + iu + jv + v) = 0, \quad (6)
\]

provided that $x + v$ and $x + (r_0 + 1)v$ belong to $s_jt_j$. Using (5) and (6), we get
\[
\sum_{i=0}^{j} (w(x + iu + l_i v) - w(x + iu + r_i v)) = 0;
\]
Then
\[ w(x + r_0 v) = w(x) + \sum_{i=1}^{j} (w(x + iu + l_i v) - w(x + iu + r_i v)) \]
for each \( x \in s_it_i \cap \mathbb{Z}^2 \) such that \( x + r_0 v \in s_it_i \cap \mathbb{Z}^2 \). Then
\[ w(x + 2r_0 v) = w(x + r_0 v) + \sum_{i=1}^{j} (w(x + iu + (l_i + r_0) v) - w(x + iu + (r_i + r_0) v)). \]

By previous steps we have \( w(x + iu + kv) = w(x + iu + (k + r_0) v) \) for each \( x \) such that \( x + iu + kv \) and \( x + iu + (k + r_0) v \) belong to \( s_it_i \cap \mathbb{Z}^2 \). This sequence contains at most \( |A| \) distinct integer numbers. If \( \mathcal{N}(|A|, \mathcal{P}) \) is big enough, namely \( \mathcal{N}(|A|, \mathcal{P}) > (|A| + 2)r_0||v|| \), then \( w(x) = w(x + r_0 v) \), i.e., the sequence \( w_i \) is \( r_0 \)-periodic and
\[ \sum_{i=1}^{j} (w(x + iu + l_i v) - w(x + iu + r_i v)) = 0. \] (7)

Now, in the same way, we prove that \( w_{i-1} \) is \( (r_1 - l_1) \)-periodic. Since \( w_i \) is \( r_0 \)-periodic, by (7) we obtain
\[ w(x + u + (r_1 - l_1)v) = w(x + u) + \sum_{i=2}^{j} (w(x + iu + (l_i - l_1) v) - w(x + iu + (r_i - l_1) v)). \]

Using the same arguments, we prove that
\[ w(x), w(x + (r_1 - l_1)v), \ldots \]
is a long arithmetic progression and hence it is constant. So, \( w_{j-1} \) is \( (r_1 - l_1) \)-periodic.

With similar arguments we prove that \( w_{j-2} \) is \( (r_2 - l_2) \)-periodic, \( w_{j-3} \) is \( (r_3 - l_3) \)-periodic, \( \ldots \), \( w_0 \) is \( (r_k - l_k) \)-periodic.

After \( m + 1 \) steps, we get that \( w_0 \) is \( (r_j - l_j) \)-periodic for each \( j = 0, \ldots, m \). Then \( w_0 = \gcd(r_0 - l_0, r_1 - l_1, \ldots, r_n - l_n) \)-periodic. Since \( \mathcal{P} \) is relatively prime, we have \( \gcd(r_0 - l_0, r_1 - l_1, \ldots, r_n - l_n) = 1 \). Then \( w_0 \) is constant and then \( w_0 \) is an all-zero sequence. So, if we put \( \mathcal{N}(|A|, \mathcal{P}) > |\mathcal{P}| \cdot \text{diam}(\mathcal{P}) \cdot (|A| + 2) \), where \( \text{diam}(\mathcal{P}) \) is the diameter of the convex hull of \( F_0 \), then the progressions are long enough for our goals. \( \square \)

Figure 5: Illustration to notations in proof of Lemma 2.
Now we prove Proposition 3.

**Proof of Proposition 3.** Let $O$ be a point inside the polygon $D_0$ and $1 + \alpha$ be a coefficient of homothety, where $\alpha$ is a small positive real number that we define later. Let $D_1$ be the image of $D_0$ by homothety with the center $O$ and the coefficient $1 + \alpha$. Let $v_1, v_2, \ldots, v_n$ be the vertices of $D_0$ and $u_1, u_2, \ldots, u_n$ be the vertices of $D_1$ such that $H(v_i) = u_i$.

The idea of the proof of this proposition is as follows. We will split the polygon $D_1$ into several polygons $G_1, \ldots, G_n$ (see Fig. 6), and, using Lemma 2, we show consecutively that in each of them the word is equal to 0. Now we proceed with the details of this process.

Let $d_i$ be the distance between neighbouring parallel lines that are parallel to the edge $v_iv_{i+1}$. We set $\delta = \min(d_1, d_2, \ldots, d_n)$.

Let $v'_n$ and $v'_1$ be the intersections of the lines $v_{n-1}v_n$ and $v_1v_2$ with the edge $u_nu_1$. If $N(|A|, \mathcal{P})$ is big enough, then we can apply Lemma 2 several times and prove that $w$ is equal to 0 inside the polygon $G_1$ with vertices $v'_1v_2v_3\ldots v_{n-1}v'_n$. If there exist $m_1$ integer lines between $v_1v_n$ and $u_1u_n$, then we apply Lemma 2 $m_1$ times for the lines parallel to the edge $v_1v_n$.

So, we just proved that $w$ is equal to 0 inside of the polygon $G_1$. Let $v'_2$ be the intersection of the lines $v_2v_3$ and $u_1u_2$. Now, we apply Lemma 2 $m_2$ times. As a result, we prove that $w$ is equal to 0 inside of the polygon $G_2$ with vertices $v'_nu_1v'_2v_3v_4\ldots v_{n-1}$.

Continuing this line of reasoning, we prove that $w$ is equal to 0 inside of the polygon $D_1$. On the $j$'th step we show that $w$ is equal to 0 inside of the polygon $G_i$ with vertices $v'_nu_1u_2\ldots u_{i-1}v'_iv_{i+1}\ldots v_{n-1}$, where $v'_i$ is the intersection of the lines $v_iv_{i+1}$ and $u_{i-1}u_i$ (see Fig. 6).

So, on the $(n - 1)$'th step we show that $w$ is equal to 0 inside of the polygon $G_{n-1} = u_1u_2\ldots u_{n-2}v'_{n-1}v'_n$. Finally we apply Lemma 2 $m_n$ times and show that $w(x) = 0$ for each integer point of the polygon $D_1$.

![Figure 6: Illustration to construction of proof of Proposition 3](image-url)
Now, we define \( N(\vert A \vert, \mathcal{P}) \). We can say that all elementary extensions (i.e., the results of applying Lemma 2 once) can make the corresponding edge shorter by at most \( \Delta \). This number depends on the pattern only. So, the minimal length of the edge in our proof should be at least
\[
N - \max(m_1, m_2 \ldots m_n) \cdot \Delta.
\]
Since
\[
m_i < \frac{\text{adist}(O, v_i, v_{i-1})}{\delta},
\]
we have
\[
\max(m_1, m_2 \ldots, m_n) < \frac{\text{diam}(D_0)}{\delta}.
\]
We set \( \alpha = \frac{1}{\text{diam}(D_0)} \). Then we can take
\[
N(\vert A \vert, \mathcal{P}) = \frac{\Delta}{\delta} + \text{diam}(\mathcal{P}) \cdot |\mathcal{P}| \cdot (\vert A \vert + 2).
\]
\( \square \)

Since \( \text{diam}(D_1) = \text{diam}(D_0) + 1 \), the following is a direct corollary of Proposition 3

**Corollary 3.** Let \( A \) be a finite subset of complex numbers containing 0. Let \( \mathcal{P} \) be a relatively prime convex pattern and \( w \) be a two-dimensional word on \( A \) such that
\[
\sum_{x \in F} w(x) = 0
\]
for each figure \( F \in \mathcal{P} \). Let \( D \) be the convex hull of the figure \( F \). If there exists a number \( N(\vert A \vert, \mathcal{P}) \) and a polygon \( D_0 \) parallel to \( D \) such that
- any edge of \( D_0 \) contains at least \( N \) integer points, where \( N > N(\vert A \vert, \mathcal{P}) \);
- \( w(x) = 0 \) for each \( x \in D_0 \cap \mathbb{Z}^2 \).

Then \( w(x) = 0 \) for each \( x \) in \( \mathbb{Z}^2 \).

Now using this corollary we are ready to prove the following theorem, which is a stonger form of the “if” part of Theorem 2 stated not only for words, but also for sums of values of integer-valued functions:

**Theorem 5.** Let \( A \) be a finite subset of complex numbers and \( \mathcal{P} \) be a convex relatively prime pattern. Let \( w \) be a two-dimensional word on the alphabet \( A \) and
\[
\sum_{x \in F} w(x) = C
\]
for each \( F \in \mathcal{P} \) and some complex number \( C \). Then \( w \) is fully periodic.

**Proof.** Let \( F_0 \) be a figure of the pattern \( \mathcal{P} \) and \( D_0 \) be the convex hull of the figure \( F_0 \). Suppose that \( D \) is a polygon such that
- \( D \) and \( D_0 \) are parallel;
- any edge of \( D \) is bigger than \( N(\vert A \vert^2, \mathcal{P}) \).
Let \( u, v \) be a basis of \( \mathbb{Z}^2 \). We let \( F_D \) denote the figure \( D \cap \mathbb{Z}^2 \). By pigeonhole principle, there exist \( i_1 \) and \( i_2 \) such that \( \mathbf{w}(x + i_1 u) = \mathbf{w}(x + i_2 u) \) for each \( x \in F_D \).

Consider a new two-dimensional word \( z \) such that \( z(x) = \mathbf{w}(x + i_1 u) - \mathbf{w}(x + i_2 u) \) for each \( x \in F \). By Corollary \( \ref{corollary} \), we have \( z(x) = 0 \) for each \( x \in \mathbb{Z}^2 \). Then \( \mathbf{w}(x) = \mathbf{w}(x + (i_2 - i_1)u) \), i.e., \( \mathbf{w} \) is \((i_2 - i_1)u\)-periodic.

In the same way we can find another periodicity vector \((j_2 - j_1)v\); it follows that \( \mathbf{w} \) is fully periodic.

Now, we conclude this section by proving the Theorem \( \ref{thm:fully_periodic} \) and hence our main result, Theorem \( \ref{thm:main} \).

**Proof of Theorem \( \ref{thm:fully_periodic} \).** Let \( \mathbf{w} \) be a word on an alphabet \( A = \{a_1, \ldots, a_n\} \) and \( a_\mathbf{w}(P) = 1 \). We can associate a complex number with each letter of the alphabet, so that there is a bijection between \( A \) and a finite subset \( A' \) of complex numbers. For example, we can take \( A' = \{1, \ldots, n\} \) and build a bijection \( f \) as \( f(a_i) = i \). Let \( \mathbf{w}' \) be the word on the alphabet \( A' \) such that \( \mathbf{w}'(x) = f(\mathbf{w}(x)) \) for each \( x \in \mathbb{Z}^2 \). Evidently, \( a_{\mathbf{w}'}(P) = a_\mathbf{w}(P) \).

Since \( a_{\mathbf{w}'}(P) = 1 \), we have

\[
\sum_{x \in F} \mathbf{w}(x) = C.
\]

for each \( F \in \mathcal{P} \) and some integer \( C \). By Theorem \( \ref{thm:fully_periodic} \), \( \mathbf{w}' \) is fully periodic. So, \( \mathbf{w} \) is also fully periodic.

**5 Conclusions and open problems**

A related problem although in different terminology has been considered in \cite{22}. In that paper, periodicity of centered functions on infinite regular grids has been studied. Let \( G = (V, E) \) be a graph, \( r \) be an integer. A function \( f : V \to \mathbb{R} \) is called centered of radius \( r \) if the sum of its values in each ball of radius \( r \) is equal to some constant. One can consider \( \mathbb{Z}^2 \) as a graph, where the vertices are pairs of integers, and the edges connect vertices which differ in one coordinate by 1. The main result of \cite{22} is the following:

**Theorem 6.** \cite{22} Let \( f : \mathbb{Z}^2 \to \mathbb{Z} \) be a bounded centered function of radius \( r \geq 1 \). Then \( f \) is periodic.

In fact, this theorem can be obtained as a direct corollary of Theorem \( \ref{thm:fully_periodic} \), where the pattern corresponds to a ball of radius \( r \). The idea of the method used in \cite{22}, the method of so-called \( R \)-prolongable words, is somewhat similar to the method used in the current paper. Both methods rely on certain areas with the same values of the function which have to be extended in the same way. In fact, this paper gives a broad generalization of the results from \cite{22} from a very restricted shapes (balls of a given radius) to arbitrary convex figures. The proofs in the general case are much more technical, and the statement of the general result is given in an algebraic form in terms of polynomials and their divisors. The proof is combinatorial; it would be interesting to try to find another proof based on some algebraic or symbolic dynamical techniques.

In the paper we consider words for which abelian pattern complexity equals 1 for some pattern \( P \) in the one- and two-dimensional cases. In the one-dimensional case we get that all words of this class are periodic. Besides that, we characterized patterns \( P \) for which there exists a function from \( \mathbb{Z} \) to \( \mathbb{C} \) with finitely many values such that it has constant
sos over figures from $\mathcal{P}$. This gives a necessary condition on a pattern for existence of non-trivial words with abelian pattern complexity equal to one for the pattern.

In the two-dimensional case we get a characterization of convex patterns $\mathcal{P}$ for which $a_w(\mathcal{P}) = 1$ only for fully periodic words $w$ (see Theorem 2).

An interesting problem is finding a generalization of Theorem 2 for non-convex patterns, i.e., characterizing patterns $\mathcal{P}$ such that abelian pattern complexity for these patterns equals 1 only for periodic words. We suspect that our algebraic characterization from Theorem 2 might also hold also for non-convex patterns, as well as for patterns with weights. Another interesting problem is to find a characterization of abelian rigid patterns in dimension higher than 2.
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