The Analysis Performance of Heart Failure Classification by Using Machine Learning Techniques
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Abstract: Heart failure means that the heart is not pumping well as normal as it should be. A congestive heart failure is a form of heart failure that involves seeking timely medical care, although the two terms are sometimes used interchangeably. Heart failure happens when the heart muscle does not pump blood as well as it can, often referred to as congestive heart failure. Some disorders, such as heart's narrowed arteries (coronary artery disease) or high blood pressure, eventually make the heart too weak or rigid to fill and pump effectively. Early detection of heart failure by using data mining techniques has gained popularity among researchers. This research uses some classification techniques for heart failure classification from medical data. This research analyzed the performance of some classification algorithms, namely Support Vector Machine (SVM), Decision Forest (DF), and Boosted Decision Tree (BDT), to classify accurately heart failure risk data as input. The best algorithm among the three is discovered for heart failure classification at the end of this research.
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1. Introduction

In general, “Heart Failure is a clinical syndrome characterized by symptoms of breathlessness and fatigue, with signs of fluid retention and supported by objective evidence of cardiac dysfunction (systolic/ diastolic)” [1]. Heart failure, known as congestive heart failure, occurs when the heart muscle does not pump blood as well as it should. Certain conditions, such as narrowed arteries in your heart or high blood pressure, will gradually make the heart weak or stiff enough to fill and pump efficiently [2]. The end-stage of most diseases of the heart in heart failure (HF). The prevalence of HF varies from 3 to 20 per 1000 population, although it could be as high as 100 per 1000 population in people over the age of 65 years [3]. A total of 18,267 people in Malaysia died in 2018 from ischemic heart disease, averaging 50 deaths a day [4]. This comprised 12,510 men and 5,757 women. The 2018 rate of cerebrovascular diseases, including stroke and death-causing aneurysms, increased slightly from 7.1% in 2017 to 7.8% in 2018 [5]. The most common underlying causes of heart failure in adults are coronary heart disease and hypertension [6]. All the conditions that lead to heart failure cannot be healed, but treatment can improve the signs and symptoms of heart failure and help for live longer [7]. Lifestyle changes such as exercise, salt reduction in your diet, stress management, and weight loss will also enhance the quality of life [8]. Identifying the early symptoms of heart failure is not easy since it requires an expert from the medical field to identify and suggest based on the clinical record provided [9]. Early detection with machine learning can help doctors be aware,
and at the same time, it can save time and life. Figure 1 shows the condition of a healthy and unhealthy heart for a normal person.

![Fig. 1 - Healthy heart and heart failure](image)

**2. Related Work**

This study was performed to understand. Heart failure is the state in which muscle fades and enlarges in the heart wall, limiting the pumping of blood by the heart. The heart ventricles may become inflexible and do not fill in between beats properly [11]. Through the passing of time, the heart ceases to meet the proper demand for blood in the body, and, as a result, the individual begins to have trouble breathing. Coronary heart disease, diabetes, high blood pressure, and other disorders such as HIV, substance addiction or cocaine, thyroid disorder, excess vitamin E in the body, radiation or chemotherapy are the key factors behind heart failure [12]. As WHO Coronary Heart Disease (CHD) has shown, 31 percent of deaths worldwide are now the top cause [13].

Classification is a function of data mining that assigns objects to target groups or classes in a database. For each case in the data, the aim of classification is to predict the target class [14] accurately. For example, a classification model could be used to classify loan applicants as low, medium or high credit risk. Classification models were evaluated in a test data set by comparing the expected values to known goal values. Usually, the historical data for a classification project is split into two data sets, one to construct the model and the other to validate the model. It has numerous uses in industry modeling, marketing, credit analysis, and biomedical and opioid reaction modeling for patient segmentation [14].

This section will describe the various articles that have been analyzed using different classification algorithms, such as boosted decision tree, decision forest, and decision tree, and figure out which approach has the highest accuracy. The first article is about Evaluating forecasting methods by considering different accuracy measures [15]. This article is about a decision-making model that allows researchers to identify the superiority of a forecasting technique over another by considering several accuracy metrics concurrently. 10-fold cross-validation approach was used to evaluate the performance of the algorithms. The highest accuracy among these two algorithms is Random Forests (91.32%), while SVM (85.11%).

The second article is about Performance Analysis of Classification Algorithms on Parkinson’s Dataset with Voice Attributes [16]. This dataset is to classify the records into two categories which are Parkinson affected or not, which are the values of the Class Label 1 or 0. The algorithm that has the highest score for accuracy is Random Forest (78.56%), Decision Tree (77.63%), AdaBoost (76.56%), and SVM (72.76%).

Deep Synergy: Predicting Anti-Cancer Drug Synergy with Deep Learning is the following article by [17]. The random forest approach has the highest accuracy (92%), although GBM has an accuracy of (87%), and SVM has an accuracy of (76%), as seen in the table above.

The fourth article [18] employs Data Mining Techniques. This study aims to find the optimal instructor model utilizing two decision tree methods, C4.5 (J48) and Random Forest (RF). The findings reveal that Model 2 of the J48 algorithm outperformed the Random model with an accuracy of (98.86%). Table 1 shows the summary of the performance of three selected data mining techniques by previous researchers.
### Table 1 - Comparison of accuracy rate between various articles

| References | Related                                                                 | Method                  | Accuracy  |
|------------|--------------------------------------------------------------------------|-------------------------|-----------|
| [15]       | Title: Evaluating forecasting methods by considering different accuracy measures. | Random Forest           | 91.32%    |
|            |                                                                           | SVM                     | 85.11%    |
| [16]       | Title: Performance Analysis of Classification Algorithm on Parkinson’s dataset with voice attributes. | Decision Tree           | 77.63%    |
|            |                                                                           | Random Forest           | 78.56%    |
|            |                                                                           | Ada Boost               | 76.56%    |
|            |                                                                           | Linear Support Vector Machine | 72.76% |
| [17]       | Title: Predicting anti-cancer drug synergy with deep learning.           | Gradient Boosting Machine | 87.00%    |
|            |                                                                           | Random Forest           | 92.00%    |
|            |                                                                           | Support Vector Machine  | 76.00%    |
| [18]       | Title: Excellence Teacher Modelling Using Data Mining                     | Random Forest           | 98.84%    |
|            |                                                                           | J48                     | 98.86%    |
| [19]       | Title: Performance Evaluation of Supervised Machine Learning Algorithms for Intrusion Detection | SVM                     | 75.00%    |
|            |                                                                           | RF                      | 99.00%    |

### 3. Methodology/ Framework

Selecting a proper methodology is crucial in completing this project in evaluating the classification of heart failure. This research selects the Cross-Industry Standard Process for Data Mining (CRISP-DM) for the appropriate methodology. CRISP-DM is a technique that offers a structured approach to project planning for data mining. Parts of these problems were addressed in the CRISP-DM projects by defining a process model that provides a framework for implementing data mining projects independent of both the industry sector and the technology used. The CRISP-DM process model aims to make large, less expensive, more reliable, more repeatable, more manageable, and faster data mining projects. CRISP-DM refers to the process model that provides a basis for implementing data mining projects [20]. The CRISP-DM process model is designed to do large data mining projects that are more efficient, less costly, more repeatedly, quicker, and more manageable. This model was chosen because it offers an overview of a data mining project's life cycle [21]. The CRISP-DM reference model provides an overview of the life cycle of a data mining project for data mining. It contains the phases of their respective tasks and outputs in a project. A data mining project's life cycle is broken down into six phases. The phase sequence is not strict. The arrows indicate only the most significant and frequent dependencies between phases, but it depends on the results of each phase in a particular project, which phase or phase task must be performed [22].

Based on Fig. 2, the first phase is business understanding which this phase explains the objective of this project. This phase is to investigate the classification method of heart failure in the literature, classify the factor of heart failure using three algorithms, and evaluate the classification ability using accuracy, recall, and precision. The second phase is about understanding the dataset. The dataset gets from the UCI Machine Learning website. Firstly, list the obtained datasets are including clinical information and medical history. In this data set, they have 299 instances and 13 attributes. The characteristics of the attribute are an integer and real (Boolean) only. The data set has null or missing values. The next phase is data preparation. This phase reconsiders data selection criteria, decides which dataset will be using, correct, remove or ignore the noise, and decide how to deal with unique values and meaning. The next phase is modeling. In this phase, the techniques used in this project are the support vector machine, random forest, and gradient boosting machine. This phase is also to separate the heart failure dataset into two, which is into train and test sets, build the model on the train set and estimate its quality on the separate test set. Each model will do 10-fold validation to see the performance for each method used.
3.1 Datasets

The dataset of heart failure was chosen from the UCI Machine Learning websites for this project. This data about the heart failure clinical record for 299 patients who had heart failure was collected during their follow-up period, where each patient profile has 13 clinical features. Table 2 shows the dataset attributes.

| No. | Name of Features               | Types of Features |
|-----|--------------------------------|-------------------|
| 1   | Age                            | Integer           |
| 2   | Anemia                         | Boolean           |
| 3   | High Blood Pressure            | Boolean           |
| 4   | Creatinine Phosphokinase (CPK) | Integer           |
| 5   | Diabetes                       | Boolean           |
| 6   | Ejection Fraction              | Boolean           |
| 7   | Platelets                      | Boolean           |
| 8   | Sex                            | Binary            |
| 9   | Serum Creatinine               | Integer           |
| 10  | Serum Sodium                   | Boolean           |
| 11  | Smoking                        | Boolean           |
| 12  | Time (days)                    | Integer           |
| 13  | Death event (target)           | Boolean           |

3.2 Algorithms

This research selected three classification techniques for the experiments in this project which are Support Vector Machine (SVM), Random Forest (RF), and Gradient Boosted Machine (GBM).
- SVM is a classification algorithm used in machine learning to improve prediction accuracy while minimizing data over-adjustment [23]. SVMs are divided into two categories linear SVMs and non-linear SVMs. Linear SVM is a hyperplane separation classifier. Non-linear SVM, on the other hand, occurs when SVM locates and classifies points within a certain hyperplane in the domain of
the function. It does not necessarily define the space explicitly. Instead, it can do so by defining a kernel function. Vapnik's SVM method addresses data interpretation and regression problems. SVM is one of the classification algorithms that, after training, will categorize future data into several categories. Learning models are generated during the training phase by grouping original data into distinct groups based on their names.

- Random forests are a combination of tree predictors. Each tree depends on an independently sampled random vector's values and the same distribution for all forest trees [24].
- Boosting decision trees is a well-known method of classification. The predictive performance of trees is sometimes not nearly as strong on unseen data as that obtained on the training data [25]. This phenomenon is often described as overfitting, where the tree is too specialized to the training data. This will arise due to the existence of high variance in the data. The variance can be greatly reduced by inducing multiple decision trees from the same data.

### 3.3 Evaluation Metrics

The classification of preprocessing is carried out based on all the values of taken 13 attributes. A comparative study of classification accuracy in the support vector machine, random forest, and gradient boosting machine algorithm is carried out in this work. The evaluation metrics used in the experiments are accuracy, precision, and recall represented as a confusion matrix [23], [26].

- **Precision**: Precision is used to measure the positive patterns that are correctly predicted from the total predicted patterns in a positive class.

\[
Precision, P = \frac{TP}{TP+FP}
\]

Where TP=True Positive, FP = False Positive.

- **Recall**: Recall is used to measure the fraction of positive patterns that are correctly classified.

\[
Recall = \frac{TP}{TP+FN}
\]

Where FN = False Negative rate.

- **Accuracy**: The accuracy metric measures the ratio of correct predictions over the total number of instances evaluated.

\[
Accuracy = \frac{TP+TN}{TP+TN+FP+FN}
\]

Where TN = True Negative.

### 4. Experimental Results

The purpose of the experiments is to select the best classification algorithm for a heart failure diagnostic. The performance of Support Vector Machine (SVM), Random Forest (RF), and Gradient Boosting Machine (GBM) on the factor of heart failure dataset using a classification in data mining are evaluated and compared in terms of accuracy, precision, and recall. The accuracy result is shown in Table 3. While the precision results shown in Table 4 and Table 5 shows the result of the recall.

The result of accuracy for Support Vector Machine (SVM), Decision Forest (DF), and Gradient Boosted Machine (GBM) are shown in Table 3. Experiments of different data allocation of cross-validation folds were conducted using the three algorithms: SVM: SVM, DF, and GBM. In test number one, where the data were split into 90% training and 10% testing, the test result indicates that the highest accuracy was found in SVM, and the highest accuracy score was 85.5%. In test eight, while the lowest accuracy is where the data is divided into 30% training and 70% testing, and the score is 64.6%. Generally, the Support Vector Machine’s classification results tend to be lower than the other methods in which the average accuracy score is 75.96%, and the result of the standard deviation for SVM is 6.683.

The test result also demonstrates the best accuracy for GBM shown in test number one, when the data was divided into 90% training and 10% testing. The highest accuracy value is 93.3% for GBM. As a result, the lowest accuracy was discovered in test number ten, where the data was separated into 10% training and 90% testing. Despite that, the lowest accuracy score is 71.4%. In general, the classification results for GBM tend to be higher than other algorithms in which the average accuracy is 82.55%. In contrast, the standard deviation results for GBM is 5.376.
Table 3 - The accuracy result of the SVM, DF, and GBM

| Test | Split data | SVM  | RF  | GBM  |
|------|------------|------|-----|------|
| 1    | 90:10      | 76.7 | 86.7| 93.3 |
| 2    | 80:20      | **85.0** | 73.3| 83.3 |
| 3    | 77:33      | **85.5** | 78.3| 82.6 |
| 4    | 70:30      | 78.9 | 78.9| 78.9 |
| 5    | 60:40      | 71.7 | 76.7| **81.7** |
| 6    | 50:50      | 79.9 | 79.9| **82.6** |
| 7    | 40:60      | 75.4 | **84.4** | 83.8 |
| 8    | 30:70      | 64.6 | 82.8| **84.2** |
| 9    | 20:80      | 72.8 | 79.5| **83.7** |
| 10   | 10:90      | 69.1 | **72.5** | 71.4 |
|      | Average    | 75.96| 79.3| **82.55** |
|      | Standard Deviation | 6.683| 4.516| 5.376 |

The test results also show that the maximum accuracy for DF is obtained in the first test when the data is split into 90% training and 10% testing. The highest accuracy rating is 86.7%. The lowest accuracy is seen in test nine when the data is split between 10% training and 90% testing, 72.5% is the lowest accuracy score. In general, the classification results of Decision Forests are slightly lower than those of Gradient Boosted Machine. The average accuracy score for Decision Forests is 79.3%. In contrast, the standard deviation for DF is 4.516.

Figure 3 shows the accuracy results for SVM, DF, and GBM that. The accuracy of DF, SVM, and GBM when split data (70:30) is the same, where the accuracy is 79.9%. However, the split data (30:70) is higher than the other two algorithms when the GBM accuracy (84.2%) is higher than the other two algorithms. While the accuracy of DF (82.8%) and SVM (64.6%). While when the data split (77:33), the accuracy of GBM (82.6%) and SVM (85.5%) increased while the accuracy of DF (78.3%) have dropped. The highest accuracy (93.3%) for GBM is when the data is divided into 90% training and 10% testing. In contrast, the lowest accuracy is when the data of SVM (64.6%) is divided into 30% training and 70% testing.

![Accuracy Graph](image)

**Fig. 3 - The accuracy result of the SVM, DF, and GBM**

Table 4 shows the test result of precision for SVM, DF, and GBM. The findings were obtained by running ten tests with varying data allocation of cross-validation folds using the three algorithms, SVM, DF, and GBM. The results of the tests demonstrate that the highest precision for SVM is obtained in test two, where the data is divided into 80% training and 20% testing, respectively, with the greatest accuracy score of 0.800. The worst precision is in eight when the data is divided between 30% training and 70% testing, with 0.417. In general, the
The classification results of the SVM are the lowest than those of the other approaches, with an average precision score of 0.574 and a standard deviation of 0.133 for SVM precision.

The test result also shows that the best precision for DF is found in test number one, where the data is dividing into 90% training and 10% testing. The highest precision score is 0.875. Subsequently, the worst precision is in test ten, where the data is dividing into 10% training and 90% testing, and the score is 0.557. Generally, the classification results of the DF tend to be second higher than SVM, in which the average precision score is 0.700, while the standard deviation for DF precision is 0.084. The test result shows that the best precision for GBM is found in test number one, where the data is divided into 90% training and 10% testing. The highest precision score is 1. In contrast, the worst precision is in test ten, where the data is divided into 10% training and 90% testing. The lowest score for precision is 0.530. Generally, the classification results of the GBM tend to be slightly higher than SVM and DF, in which the average precision score is 0.743, while the standard deviation for GBM precision is 0.116.

| Test | Split data | SVM   | RF    | GBM   |
|------|------------|-------|-------|-------|
| 1    | 90:10      | 0.714 | 0.875 | 1.000 |
| 2    | 80:20      | 0.800 | 0.647 | 0.789 |
| 3    | 77.33      | 0.760 | 0.682 | 0.762 |
| 4    | 70:30      | 0.704 | 0.720 | 0.677 |
| 5    | 60:40      | 0.581 | 0.690 | 0.718 |
| 6    | 50:50      | 0.653 | 0.660 | 0.702 |
| 7    | 40:60      | 0.582 | 0.737 | 0.741 |
| 8    | 30:70      | 0.417 | 0.767 | 0.769 |
| 9    | 20:80      | 0.604 | 0.662 | 0.737 |
| 10   | 10:90      | 0.506 | 0.557 | 0.530 |
|      | Average    | 0.574 | 0.700 | 0.743 |
|      | Standard Deviation | 0.133 | 0.084 | 0.116 |

Figure 4 shows the precision results for GBM and DF that, when split data (90:10), the best precision results are GBM with the score of 1 and DF 0.875. While for the SVM, the best precision score is when the split data (80:20) is 0.800. DF and GBM have worse precision scores when the split data at (10:90), the score is 0.557 for DF and 0.530 for GBM, while SVM has the worse precision score among the others, which is 0.417 when the split data is at (30:70).
Table 5 shows the test result in which the best recall for SVM is found in test number seven, where the data is divided into 30% training and 70% testing with the best recall score of 0.221. At the same time, the worst recall is in test three, where the data is divided into 77% training and 33% testing. The worst score recall for SVM is 0.826. Generally, the Support Vector Machine's classification results tend to be better than the other method in which the average recall score is 0.574 while the standard deviation for SVM recall is 0.1883.

The test result also shows that the best recall for DF is found in test number two, where the data is divided into 80% training and 20% testing. The best recall score is 0.524. Subsequently, the worst recall is in test six, where the data is divided into 40% training and 60% testing, and the worst score is 0.764. Generally, the Decision Forest classification results tend to be slightly worse than Support Vector Machine, in which the average recall score is 0.454, and the standard deviation for DF recall is 0.278.

The test result shows that the best recall for GBM is found in test number three, where the data is divided into 77% training and 33% testing. The best recall score is 0.696. Subsequently, the worst recall is in test one, where the data is divided into 90% training and 10% testing, and the worst score is 0.800. Generally, the Gradient Boosted Machine classification results are the best than the other methods in which the average recall score is 0.723 while the standard deviation for GBM recall is 0.0304.

| Test | Split data | SVM | RF | GBM |
|------|------------|-----|----|-----|
| 1    | 90:10      | 0.500 | 0.700 | 0.800 |
| 2    | 80:20      | 0.762 | 0.524 | 0.714 |
| 3    | 77:33      | 0.826 | 0.652 | 0.696 |
| 4    | 70:30      | 0.633 | 0.600 | 0.700 |
| 5    | 60:40      | 0.462 | 0.513 | 0.718 |
| 6    | 50:50      | 0.711 | 0.689 | 0.733 |
| 7    | 40:60      | 0.709 | 0.764 | 0.727 |
| 8    | 30:70      | 0.221 | 0.676 | 0.735 |
| 9    | 20:80      | 0.387 | 0.707 | 0.747 |
| 10   | 10:90      | 0.524 | 0.583 | 0.726 |
| Average |          | 0.574 | 0.641 | 0.723 |
| Standard Deviation | | 0.1883 | 0.0828 | 0.0304 |

Fig. 5 shows the results of recall for SVM, DF, and GBM that when split data (90:10), the recall of SVM, DF, and GBM have different values which 0.500 for SVM, 0.700 for DF, and 0.800 for GBM. But when the split data at (30:70) in test seven, the recall of SVM has the best recall results, which are 0.221, while DF 0.676 and GBM 0.735.
5. Conclusion

This research presents the analysis comparison for the performance of three selected data mining techniques for classifying heart failure data. The performance of support vector machine (SVM), random forest (RF), and gradient boosting machine (GBM) were compared based on evaluation metrics such as accuracy, precision, and recall on the given dataset to estimate the performance of each classification technique. As a result, SVM shows the highest rate of accuracy as compared to DF and GBM. The results show that GBM (82.55%) is slightly better as compared to DF (79.3%) and SVM (75.96%) in terms of accuracy. In future work, the use of some other well-known feature selection methods that can select useful features that can be used together with the classification algorithm to improve its performance in terms of its accuracy. Some other well-known classification techniques such as Naïve Bayes, Neural Network, and Decision Tree can be tested on the same dataset for comparing their performance in terms of its accuracy.
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