ON THE EIGENPROBLEM FOR GAUSSIAN BRIDGES
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Abstract. Spectral decomposition of the covariance operator is one of the main building blocks in the theory and applications of Gaussian processes. Unfortunately it is notoriously hard to derive in a closed form. In this paper we consider the eigenproblem for Gaussian bridges. Given a base process, its bridge is obtained by conditioning the trajectories to start and terminate at the given points. What can be said about the spectrum of a bridge, given the spectrum of its base process? We show how this question can be answered asymptotically for a family of processes, including the fractional Brownian motion.

1. Introduction

The eigenproblem for a centered process $X = (X_t, t \in [0,1])$ on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ consists of finding all pairs $(\lambda, \varphi)$ satisfying the equation

$$\int_0^1 K(s,t)\varphi(s)ds = \lambda \varphi(t), \quad t \in [0,1],$$

(1.1)

where $K(s,t) = \mathbb{E}X_sX_t$ is the covariance function of $X$. If $K$ is square integrable, this problem is well known to have countably many solutions: the eigenvalues $\lambda_n, n \in \mathbb{N}$ are nonnegative and converge to zero, when put in the decreasing order, and the corresponding eigenfunctions $\varphi_n$ form an orthonormal basis in $L^2([0,1])$.

One of the earliest and most influential implications of this result is the Karhunen–Loève theorem, which asserts that $X$ admits the representation as the $L^2(\Omega)$-convergent series

$$X_t = \sum_{n=1}^{\infty} \langle X, \varphi_n \rangle \varphi_n(t)$$

(1.2)

where the scalar products $\langle X, \varphi_n \rangle = \int_0^1 X_s \varphi_n(s)ds$ are orthogonal zero mean random variables with variance $\mathbb{E}(\mathbb{E}(X, \varphi_n)^2 = \lambda_n$.

Spectral decomposition (1.2) is useful in both theory and applications (see, e.g., [1], [16]). However explicit solutions to eigenproblem (1.1) are notoriously hard to find and they are available only in special cases [12], [9, 8], [21], [22, 23], including the Brownian motion with $K(s,t) = t \wedge s$:

$$\lambda_n = \frac{1}{((n - \frac{1}{2})\pi)^2} \quad \text{and} \quad \varphi_n(t) = \sqrt{2} \sin \left((n - \frac{1}{2})\pi t\right)$$

(1.3)
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and the Brownian bridge with covariance function $\tilde{K}(s, t) = s \wedge t - st$:

$$\tilde{\lambda}_n = \frac{1}{(\pi n)^2} \text{ and } \tilde{\varphi}_n(t) = \sqrt{2} \sin(\pi nt). \quad (1.4)$$

These formulas are obtained by reduction of the eigenproblem for integral operators to explicitly solvable boundary value problems for ordinary differential equations. Similar kind of reduction also works for a number of processes, related to the Brownian motion, putting (1.1) into the framework of Sturm–Liouville type theory [22].

In this paper we consider the eigenproblem for Gaussian bridges. For a base process $X = (X_t, t \in [0, 1])$, the corresponding bridge $\tilde{X} = (\tilde{X}_t, t \in [0, 1])$ is obtained by “restricting” the trajectories to start and terminate at the given points. For Gaussian processes, such restriction amounts to the usual conditioning. Hence if $X$ is a centered Gaussian base process with the starting point $X_0 = 0$ and covariance function $K(s, t)$, the corresponding zero-to-zero bridge is the centered Gaussian process

$$\tilde{X}_t = X_t - \frac{K(t, 1)}{K(1, 1)} X_1, \quad t \in [0, 1]$$

with the covariance function

$$\tilde{K}(s, t) = K(s, t) - \frac{K(s, 1)K(t, 1)}{K(1, 1)}. \quad (1.5)$$

Various aspects of general Gaussian bridges are discussed in [11], [25]. Aside of being interesting mathematical objects, they are important ingredients in applications, such as statistical hypothesis testing [15], exact sampling of diffusions [3], etc.

The covariance operator of the bridge with kernel (1.5) is a rank one perturbation of the covariance operator of its base process. This explains similarity between (1.3) and (1.4) and suggests that the spectra of the two processes must be closely related in general. This is indeed the case and one can find an exact expression for the Fredholm determinant of $\tilde{K}$ in terms of the Fredholm determinant of $K$ even for more general finite rank perturbations (see, e.g., [26], Ch.II, 4.6 in [13]). As mentioned above, the precise formulas for the eigenvalues and eigenfunctions of $K$ are rarely known; however, the exact asymptotic approximations can be more tractable. This raises the following question:

*Can the exact asymptotics of the eigenvalues and the eigenfunctions for the bridge be deduced from those of the base process?*

A rough answer to this question is given by the general perturbation theory [14], which implies that the eigenvalues of $K$ and $\tilde{K}$ agree in the leading asymptotic term, as it happens for (1.3) and (1.4) (see, e.g., the proof of Lemma 2 in [4]). More delicate spectral discrepancies are harder to exhibit and seem to be highly dependent on the perturbation structure. This is vividly demonstrated in the paper [21], where the kernels of the following form are considered, cf. (1.5):

$$\tilde{K}_Q(s, t) = K(s, t) + Q\psi(s)\psi(t). \quad (1.6)$$

Here $Q$ is a scalar real valued parameter and $\psi$ is a function in the range of $K$. It turns out that for any $Q$ greater than a certain critical value $Q^*$, the spectrum of $\tilde{K}_Q$ coincides with
that of \( K \) in the first two asymptotic terms. For \( Q = Q^* \) their spectra depart in the second term. The deviation is quantified in [21], when \( \psi \) is an image of an \( L^2([0,1]) \) function, under the action of \( K \). The bridge process under consideration corresponds precisely to the critical case, but with \( \psi(x) = K(1, x) \) being an image of the distribution \( \delta(t-1) \), rather than of a square integrable function; hence the approach of [21] is not directly applicable here.

In this paper we will take a different route towards answering the above question, using the particular structure of the perturbation inherent to bridges. Observe that the eigenproblem \( \tilde{K}\tilde{\varphi} = \tilde{\lambda}\tilde{\varphi} \) can be written in terms of the covariance operator of the base process

\[
\int_0^1 K(s,t)\tilde{\varphi}(s)ds - K(1,t)\int_0^1 K(1,s)\tilde{\varphi}(s)ds = \tilde{\lambda}\tilde{\varphi}(t), \quad t \in [0,1],
\]

where, without loss of generality, \( X \) is assumed to be normalized so that \( K(1,1) = 1 \).

Taking scalar product with the eigenfunction \( \varphi_n \) of \( K \) gives

\[
\langle \tilde{\varphi}, \varphi_n \rangle = c\frac{\lambda_n}{\lambda_n - \tilde{\lambda}}\varphi_n(1), \quad \tilde{\lambda} \notin \{\lambda_1, \lambda_2, \ldots\}
\]

where \( c := \int_0^1 K(1,s)\tilde{\varphi}(s)ds \). If \( K(s,t) \) is continuous, by Mercer’s theorem

\[
K(s,t) = \sum_{n \geq 1} \lambda_n \varphi_n(t)\varphi_n(s)
\]

where the convergence is absolute and uniform, and hence, in view of (1.8),

\[
c = \int_0^1 K(1,s)\tilde{\varphi}(s)ds = \sum_{n \geq 1} \lambda_n \varphi_n(1)\langle \tilde{\varphi}, \varphi_n \rangle = c\sum_{n \geq 1} \frac{\lambda_n^2}{\lambda_n - \tilde{\lambda}}\varphi_n(1)^2
\]

Since \( \sum_{n \geq 1} \lambda_n \varphi_n(1)^2 = K(1,1) = 1 \) and \( c \neq 0 \) whenever \( \tilde{\lambda} \notin \{\lambda_1, \lambda_2, \ldots\} \), we obtain the following transcendental equation for the eigenvalues of the bridge

\[
\sum_{k=1}^{\infty} \frac{\lambda_k}{\lambda_k - \tilde{\lambda}}\varphi_k(1)^2 = 0,
\]

and the corresponding expression for its eigenfunctions:

\[
\tilde{\varphi}(t) = c\sum_{n \geq 1} \frac{\lambda_n}{\lambda_n - \tilde{\lambda}}\varphi_n(1)\varphi_n(t), \quad t \in [0,1].
\]

Note that the roots of (1.9) are not determined solely by the eigenvalues of the base process, but also require some information on its eigenfunctions.

The objective of this paper is to show how equations (1.9) and (1.10) can be used to construct asymptotic approximation for the solutions to the bridge eigenproblem (1.7), given the exact asymptotics of the eigenvalues and eigenfunctions of the corresponding base process.
2. The main result

For definiteness we will work with a particular process, though the same approach applies whenever similar spectral approximation for the base process is available (as, e.g., for the processes considered in [6, 7]). Our study case will be the fractional Brownian motion (fBm), that is, the centered Gaussian process $B^H = (B^H_t, t \in [0, 1])$ with covariance function

$$K(s, t) = \frac{1}{2} \left( t^{2H} + s^{2H} - |t - s|^{2H} \right), \quad s, t \in [0, 1],$$

where $H \in (0, 1]$ is the Hurst exponent.

This is the only $H$-selfsimilar Gaussian process with stationary increments. For $H = \frac{1}{2}$ it coincides with the standard Brownian motion, but otherwise exhibits quite different properties. In particular, for $H \neq \frac{1}{2}$, it is neither semimartingale nor a Markov process. For $H > \frac{1}{2}$ the covariance sequence of its increments on the grid of integers is not summable. This long range dependence property makes the fBm a powerful tool in modelling, see [24], [2].

The fBm has been extensively studied since its introduction in [19] (see, e.g., [10], [20], [24]) and there seems to be little hope to obtain exact solutions to (1.1), see [18]. Hence efficient approximations are of significant interest. A few largest eigenvalues and the corresponding eigenfunctions can be approximated numerically, as, e.g., in [28], but relative accuracy of such approximations quickly deteriorates as the $\lambda_n$’s get smaller and, in our experience, the problem becomes computationally intractable already for $n \geq 50$.

Smaller eigenvalues and the corresponding eigenfunctions can be approximated using the following asymptotics (see [4, 5], [23], [17], [27] for earlier results):

**Theorem 2.1** (Theorem 2.1 in [6]).

1. For the fractional Brownian motion with $H \in (0, 1)$, the ordered sequence of the eigenvalues satisfies

$$\lambda_n = \frac{\sin(\pi H)\Gamma(2H + 1)}{\nu_n^{2H+1}} n = 1, 2, \ldots$$

where $\nu_n = \pi n + \pi \gamma_H + O(n^{-1})$ as $n \to \infty$ and

$$\gamma_H := -\frac{1}{2} + \frac{(H - \frac{1}{2})^2}{H + \frac{1}{2}}$$

(2.2)

2. The corresponding normalized eigenfunctions admit the approximation

$$\varphi_n(t) = \sqrt{2} \sin \left( \nu_n t + \pi \eta_H \right) + \int_0^\infty f_0(u)e^{-\nu_n u}du + (-1)^n \int_0^\infty f_1(u)e^{-(1-t)\nu_n u}du + n^{-1} r_n(t),$$

where $f_0(\cdot)$ and $f_1(\cdot)$ are explicit functions defined in [6] and

$$\eta_H := \frac{H - \frac{3}{2}}{4} \frac{H - \frac{1}{2}}{H + \frac{1}{2}}.$$  

(2.4)

\[\text{constants } \gamma_H \text{ and } \eta_H \text{ appear in [6] in a slightly more subtle, but equivalent form.}\]
The residual $r_n(t)$ in (2.3) is bounded uniformly over $n \in \mathbb{N}$ and $t \in [0, 1]$. Moreover, the values of the eigenfunctions at $t = 1$ satisfy
\[ \varphi_n(1) = (-1)^n \sqrt{2H + 1} (1 + O(n^{-1})). \] (2.5)

In principle, the spectral approximation technique developed in [6, 7] is applicable to the fractional Brownian bridge directly. However, somewhat surprisingly to the authors, it does not produce results quite as accurate as those of Theorem 2.1. In a nutshell, the approach in those papers hinges on asymptotic analysis of certain auxiliary integral equation with a large parameter (see e.g. (4.9) in [6]). It is relatively easy to find the leading order asymptotic term of its solution as the parameter tends to infinity. For all the processes considered in [6, 7], including the fBm, this turns out to be sufficient for approximating the eigenvalues, exactly up to the second order.

For the fractional Brownian bridge, the solution to the auxiliary equation still admits a reasonably simple first order asymptotics, but it cancels out in further calculations, failing to produce a condition bearing useful information about the second order in the eigenvalues expansion. Consequently, only the rough, first order asymptotics of the eigenvalues becomes available, without further, more delicate analysis of the auxiliary integral equation. This turns out to be a far more complicated task, which remains out of reach at the moment.

In this paper an alternative approach, based on the equations (1.9) and (1.10), is suggested. We will show how the exact spectral asymptotics of the bridge can be derived from that of the base process. Specifically, we will prove the following result:

**Theorem 2.2.**

1. For the fractional Brownian bridge with $H \in (0, 1)$, the ordered sequence of the eigenvalues satisfies
\[ \tilde{\lambda}_n = \frac{\sin(\pi H) \Gamma(2H + 1)}{\tilde{\nu}_n^{2H+1}} \quad n = 1, 2, \ldots \] (2.6)
where $\tilde{\nu}_n = \pi n + \pi \tilde{\gamma}_H + O(n^{-1} \log n)$ as $n \to \infty$ and
\[ \tilde{\gamma}_H := \gamma_H + \frac{H}{H + \frac{1}{2}}. \]

2. The corresponding eigenfunctions admit the approximation
\[ \tilde{\varphi}_n(t) = \sqrt{2} \sin \left( \tilde{\nu}_n t + \pi \tilde{\gamma}_H \right) + \int_0^\infty f_0(u) e^{-\tilde{\nu}_n u} du + \]
\[ (-1)^n \int_0^\infty e^{-\tilde{\nu}_n (1-t) u} \left( \sin(\pi (\tilde{\gamma}_H - \gamma_H)) f_1(u) du + \cos \pi (\tilde{\gamma}_H - \gamma_H) f_1(u) \right) du + \]
\[ (-1)^n \sin \pi (\tilde{\gamma}_H - \gamma_H) \int_0^\infty \tilde{g}_1(\tilde{\nu}_n (1-t) u) f_1(u) du + n^{-1} \log n \tilde{r}_n(t) \] (2.7)
where $f_1$ and $\tilde{g}_1$ are functions, defined in closed forms by (3.20) and (3.21) below, and the residual $\tilde{r}_n(t)$ is bounded, uniformly over $n \in \mathbb{N}$ and $t \in [0, 1]$. 

Remark 2.3.

a. The eigenvalues of the fBm and its bridge differ by a constant shift in the second order asymptotic term of the corresponding “frequencies”:

\[ \pi \tilde{\gamma}_H - \pi \gamma_H = \pi \frac{H}{H + \frac{1}{2}} \]

which reduces to the familiar constant \( \pi/2 \) in the standard Brownian case \( H = \frac{1}{2} \). The residuals in \( \nu_n \) and \( \tilde{\nu}_n \) differ by the \( \log n \) factor, which may well be an artifact of the approach.

b. The eigenfunctions of the bridge inherit the oscillatory term in (2.7) from the corresponding term of the base process (2.3), however, with a frequency shift. A more complicated modification occurs in the integral terms, which are responsible for the boundary layer: their contribution is asymptotically negligible away from the endpoints of the interval, but is persistent near the boundary. For the base process, these terms force the eigenfunctions to vanish at \( t = 0 \) and approach the alternating values (2.5) at \( t = 1 \); for the bridge, they push the eigenfunctions to zero at both endpoints. Consequently the change is more significant near 1 than near the origin.

Tracing back the definitions of all the functions involved, it can be seen that the boundary layer vanishes for \( H = \frac{1}{2} \) and the leading asymptotic term in (2.7) reduces to the familiar formula (1.4) for the standard Brownian motion. Note also that the fractional Brownian bridge is time reversible, that is, its law is invariant under the time change \( t \mapsto 1 - t \). This property, however, does not play a role in our approach, at least, explicitly.

c. Some additional insight into the problem can be gained by considering a slightly more general perturbation of the base covariance operator (cf. (1.5) and (1.6))

\[ \tilde{K}(s,t) = K(s,t) + Q \frac{K(s,1)K(t,1)}{K(1,1)} \]  \hspace{1cm} (2.8)

with \( Q \geq -1 \), which corresponds to the bridge for \( Q = -1 \). It can be seen that for \( Q > -1 \), the method of [6], [7] still applies and, for the fBm as the base process, shows that the eigenvalues of the perturbed operator coincide with those of the base operator, at least up to the second order. Further asymptotic terms are negligible, but not uniformly over \( Q \): at \( Q = -1 \) the residual explodes and the second order asymptotics changes completely. Hence the case of the bridge is “critical” in the our previous approach [6], [7], just as it is in the method of A.Nazarov in [21]. The alternative technique in this paper applies to the perturbed operator in (2.8), without breaking down at \( Q = -1 \).

d. The basic equation (1.9), which relates the eigenvalues of the bridge to those of the base process, involves some information on the eigenfunctions, namely their values at the endpoint of the interval \( \varphi_n(1) \). The analogous equation, relating the eigenvalues of the base process to those of the bridge has the form

\[ \sum_{n \geq 1} \frac{\tilde{\beta}_n^2}{\lambda - \lambda_n} = 1, \quad \lambda \in \mathbb{R}_+ \]
where
\[ \tilde{\beta}_n = \int_0^1 K(1,s)\tilde{\varphi}_n(s)ds. \]

Hence by calculations, similar to those in this paper, the exact asymptotics of \( \lambda_n \) can be derived, if the sufficiently precise asymptotics of both \( \tilde{\lambda}_n \) and \( \tilde{\beta}_n \) is known.

3. Proof of Theorem 2.2

3.1. A preview. Before giving the full proof, it is insightful to consider the special case \( H = \frac{1}{2} \), corresponding to the standard Brownian motion. Let us see how the formulas (1.4) can be derived from (1.3), using the equations (1.9) and (1.10). To this end, it will be convenient to change the variables to
\[ \mu_k := \frac{1}{\pi \sqrt{\lambda_k}} = k - \frac{1}{2} \quad \text{and} \quad \tilde{\mu} = \frac{1}{\pi \sqrt{\lambda}} \]
so that in view of (1.3) the equation (1.9) becomes
\[ g(\tilde{\mu}) := \sum_{k=1}^{\infty} \frac{1}{(k - \frac{1}{2})^2 - \tilde{\mu}^2} = 0. \] (3.1)

The explicit formula for this series is well known:
\[ g(\tilde{\mu}) = \frac{\pi}{2\tilde{\mu}} \tan(\pi \tilde{\mu}) \] (3.2)
and can be obtained by means of the residue calculus. It will be instructive to recall the calculation: define the function
\[ f(z) = \text{ctg} \frac{\pi (z + \frac{1}{2})}{z^2 - \tilde{\mu}^2}, \quad z \in \mathbb{C} \]
which is meromorphic with the simple poles at \( z_{\pm} = \pm \tilde{\mu} \) and \( z_k = k - \frac{1}{2} \). Integrating \( f(z) \) over a circular contour of radius \( R \) and taking the limit \( R \to \infty \) we find that
\[ \text{Res}\{f; z_+\} + \text{Res}\{f; z_-\} + \sum_{k \in \mathbb{Z}} \text{Res}\{f; z_k\} = 0. \]
Here the residues are
\[ \text{Res}\{f; z_+\} = \text{Res}\{f; z_-\} = -\frac{1}{2\tilde{\mu}} \tan(\pi \tilde{\mu}) \]
\[ \text{Res}\{f; z_k\} = \frac{1}{\pi (k - \frac{1}{2})^2 - \tilde{\mu}^2}. \]
Since the sequence \( (k - \frac{1}{2})^2 - \tilde{\mu}^2, \quad k \in \mathbb{Z} \) is symmetric around \( \frac{1}{2} \), the expression (3.2) is obtained and the equation (3.1) produces the roots \( \tilde{\mu}_n = \pi n, \quad n = 1, 2, ..., \) confirming the formula for the eigenvalues in (1.4).

The corresponding eigenfunctions can be found using (1.10):
\[ \tilde{\varphi}_n(t) = 2c_n \tilde{\mu}_n^2 \sum_{k=1}^{\infty} \frac{(-1)^k \sin \mu_k \pi t}{\mu_k^2 - \tilde{\mu}^2} = 2c_n \tilde{\mu}_n^2 \sum_{k=1}^{\infty} \frac{(-1)^k \sin(k - \frac{1}{2}) \pi t}{n^2 - (k - \frac{1}{2})^2}. \]
Using similar residue calculus, the series can be computed exactly:
\[ \tilde{\phi}_n(t) = -c_n n \pi (-1)^n \sin \pi nt, \]
which agrees with the formula in (1.4), after normalizing to the unit norm.

The more general case \( H \in (0, 1) \) is different in two aspects:

1. The function \( g(\tilde{\mu}) \) for \( H \neq \frac{1}{2} \) involves a power function with non-integer exponent (see (3.3) below) and hence, in addition to the poles, has a discontinuity across the branch cut. Consequently the Cauchy theorem cannot be applied as before and a different contour is to be chosen. A natural choice is the boundary of the half disk, which lies in the right half plane, but such integration produces an additional integral term along the imaginary axis. Asymptotic analysis shows that its contribution is non-negligible on the relevant scale for all values of \( H \) but \( \frac{1}{2} \); thus it is “invisible” in the case of standard Brownian motion.

2. The exact formulas for the eigenvalues and eigenfunctions for \( H \neq \frac{1}{2} \) are unavailable beyond their precise asymptotics as in (2.1)-(2.2). It is then reasonable to consider first the perturbed version of the equation (1.9), in which \( \lambda_k \) and \( \varphi_k \) are replaced with the corresponding asymptotic approximations from Theorem 2.1. This gives the main terms in the eigenvalues formula (2.6). It remains then to show that the roots of the perturbed and the exact equations get close asymptotically on the suitable scale. Once the asymptotics of \( \tilde{\lambda}_n \) becomes available, it can be plugged into (1.10), along with the expressions for \( \lambda_k \) and \( \varphi_k(t) \), to construct the approximations for the bridge eigenfunctions.

### 3.2. The eigenvalues.

Let us change the variable to \( \tilde{\mu} \) such that
\[ \tilde{\lambda} = \frac{\sin(\pi H) \Gamma(2H + 1)}{\pi^{2H + 1}}, \]
in which case equation (1.9) becomes
\[ g(\tilde{\mu}) := \sum_{k=1}^{\infty} \frac{\varphi_k(1)^2}{\mu_k^{2H+1} - \tilde{\mu}^{2H+1}} = 0, \]  
where we defined \( \mu_k := \nu_k / \pi \). Observe that \( g(\cdot) \) is continuous, increases on \( \mathbb{R}_+ \setminus \{ \mu_k, k \in \mathbb{N} \} \) and
\[ \lim_{\tilde{\mu} \searrow \mu_k} g(\tilde{\mu}) = -\infty \quad \text{and} \quad \lim_{\tilde{\mu} \nearrow \mu_k} g(\tilde{\mu}) = +\infty, \quad k \in \mathbb{N}. \]
Consequently it has a unique root \( \tilde{\mu}_n \) at each one of the intervals \( (\mu_n, \mu_{n+1}) \).

In view of the asymptotics (2.1)-(2.3), it makes sense to consider first the perturbed equation
\[ g^0(\tilde{\mu}) := \sum_{k=1}^{\infty} \frac{2H + 1}{(k + \gamma H)^{2H+1} - \tilde{\mu}^{2H+1}} = 0, \]  
where the eigenvalues and eigenfunctions of the base process are replaced with their asymptotic approximations. The next step is to argue that the roots of the exact and perturbed equations (3.3) and (3.4) are close on an appropriate scale, asymptotically as \( n \to \infty \).
These steps are implemented in Lemmas 3.1 and 3.2 respectively, which together imply assertion 1 of Theorem 2.2.

**Lemma 3.1.** The unique root $\tilde{\mu}_n^a \in (n + \gamma_H, n + 1 + \gamma_H)$ of equation (3.4) satisfies

$$\tilde{\mu}_n^a = n + \gamma_H + \frac{H}{H + \frac{1}{2}} + O(n^{-1}).$$

**Proof.** A convenient expression can be found for $g^a(\bar{\mu})$ using the residue calculus. To this end note that the principal branch of the function

$$f(z) := \frac{\text{ctg}(\pi(z - \gamma_H))}{z^{2H+1} - \bar{\mu}^{2H+1}}, \quad z \in \mathbb{C} \setminus \mathbb{R}$$

is meromorphic on the right half plane with simple poles at $z_0 := \bar{\mu}$ and $z_k := k + \gamma_H$, $k = 1, 2, \ldots$ Note that $z_k > 0$ since $\gamma_H \in (-\frac{3}{4}, -\frac{1}{2})$ for $H \in (0, 1)$. Integrating this function over the boundary of the half disk of radius $R \in \mathbb{N}$ in the right half plane gives

$$\int_{-\infty}^{-iR} f(z) dz + \int_{iR}^{\infty} f(z) dz = 2\pi i \text{Res} \{f, z_0\} + 2\pi i \sum_{k=1}^{R} \text{Res} \{f, z_k\}$$

where $C_R$ denotes the half circle arc. Since $\text{ctg}(\cdot)$ is bounded on $C_R$, by Jordan’s lemma the integral over $C_R$ vanishes as $R \to \infty$ and we obtain

$$\frac{1}{2\pi} \int_{-\infty}^{\infty} f(it) dt = -\sum_{k=1}^{\infty} \text{Res} \{f, z_k\}. \quad (3.5)$$

Computing the residues

$$\text{Res} \{f, z_0\} = \frac{\text{ctg}(\pi(\bar{\mu} - \gamma_H))}{\lim_{z \to \bar{\mu}} z^{2H+1} - \bar{\mu}^{2H+1}} = \text{ctg}(\pi(\bar{\mu} - \gamma_H)) \frac{\bar{\mu}^{2H} - \gamma_H}{2H + 1}$$

$$\text{Res} \{f, z_k\} = \frac{1}{(k + \gamma_H)^{2H+1} - \bar{\mu}^{2H+1}} \lim_{z \to z_k} \frac{\cos(\pi z)}{\sin(\pi z)} = \frac{1}{\pi (k + \gamma_H)^{2H+1} - \bar{\mu}^{2H+1}}$$

and plugging these expressions into (3.5) gives the more explicit formula

$$g^a(\bar{\mu}) = -\frac{2H + 1}{2} \int_{-\infty}^{\infty} f(it) dt - \frac{\pi}{\mu^{2H}} \text{ctg}(\pi(\bar{\mu} - \gamma_H)) =$$

$$= -\frac{2H + 1}{\mu^{2H}} \text{Re} \left\{ \int_{0}^{\infty} \frac{\text{ctg}(\pi(i\tau \bar{\mu} - \gamma_H))}{(i\tau)^{2H+1} - 1} d\tau \right\} - \frac{\pi}{\mu^{2H}} \text{ctg}(\pi(\bar{\mu} - \gamma_H)).$$

Hence the equation (3.4) becomes

$$\frac{\text{ctg}(\pi(\bar{\mu} - \gamma_H))}{\mu^{2H}} = -\frac{2H + 1}{\pi} \text{Re} \left\{ \int_{0}^{\infty} \frac{\text{ctg}(\pi(i\tau \bar{\mu} - \gamma_H))}{(i\tau)^{2H+1} - 1} d\tau \right\}. \quad (3.6)$$

Let $\tilde{\mu}_n^a$ be the unique root of (3.4) in the interval $(n + \gamma_H, n + 1 + \gamma_H)$, then

$$\int_{0}^{\infty} \frac{\text{ctg}(\pi(i\tau \tilde{\mu}_n^a - \gamma_H))}{(i\tau)^{2H+1} - 1} d\tau = \frac{1}{i} \int_{0}^{\infty} \frac{1 + e^{-2\pi(\tau \tilde{\mu}_n^a + i\gamma_H)}}{1 - e^{-2\pi(\tau \tilde{\mu}_n^a + i\gamma_H)}} \frac{1}{(i\tau)^{2H+1} - 1} d\tau$$

$$= \frac{1}{i} \int_{0}^{\infty} \frac{1}{(i\tau)^{2H+1} - 1} d\tau + R_n \quad (3.7)$$
with the residual satisfying
\[ \tilde{\mu}_n^a |R_n| \leq \int_0^\infty \left| \frac{2e^{-2\pi t}}{1 - e^{-2\pi t} - 2\pi i H} \frac{1}{(it/\tilde{\mu}_n^a)^{2H+1} - 1} \right| dt \leq \int_0^\infty \frac{2e^{-2\pi t}}{(it/\tilde{\mu}_n^a)^{2H+1} - 1} dt \xrightarrow{n \to \infty} \frac{1}{\pi} \]
(3.8)
where the second inequality holds since \( \cos(2\pi \gamma_H) \leq 0 \). The real part of the integral on the right hand side of (3.7) can be computed explicitly:
\[ \frac{1}{i} \int_0^\infty \frac{1}{(it)^{2H+1} - 1} d\tau = \frac{1}{i^{2H+2}} \int_0^\infty \frac{1}{\tau^{2H+1} - 1/i^{2H+1}} d\tau = \frac{1}{i^{2H+2} 2H + 1} \int_0^\infty \frac{u^{2H+1} - 1}{u - 1/i^{2H+1}} du = \frac{\pi}{2H + 1} \sin \frac{\pi}{2H+1} \]
and hence
\[ \text{Re} \left\{ \frac{1}{i} \int_0^\infty \frac{1}{(it)^{2H+1} - 1} d\tau \right\} = \frac{\pi}{2H + 1} \frac{\pi}{\text{ctg} \frac{\pi}{2H+1}}. \]
(3.9)
Plugging (3.8) and (3.9) into (3.7) and (3.6) and recalling that \( \tilde{\mu}_n^a - \gamma_H \in (n, n+1) \) and \( \gamma_H < 0 \), we obtain the claimed asymptotics:
\[ \tilde{\mu}_n^a = n + \gamma_H + \frac{1}{2} + \frac{1}{2H + 1} + O(n^{-1}), \quad n \to \infty. \]

The next step is to show that the roots of (3.4) and (3.3) are close on a suitable scale:

**Lemma 3.2.** The unique root \( \tilde{\mu}_n^a \in (\mu_n, \mu_{n+1}) \) of equation (3.3) satisfies
\[ \tilde{\mu}_n^a - \tilde{\mu}_n^a = O(n^{-1} \log n). \]

**Proof.** Suppose \( f : I \mapsto \mathbb{R} \) is a function on an open interval \( I \) with \( \frac{d}{dx} f(x) \geq r > 0 \) and a root \( x_0 \in I \). Let \( h : I \mapsto \mathbb{R} \) be a continuous strictly increasing function with \( \sup_{x \in I} |f(x) - h(x)| \leq b \) and assume that \( [x_0 - b/r, x_0 + b/r] \subset I \). Then \( h \) has a unique root \( y_0 \) and it satisfies
\[ |y_0 - x_0| \leq b/r. \]
(3.10)
We will apply this elementary bound to \( f := g^a \) and \( h := g \) on the interval \( I_n \) with the endpoints at \( n + \gamma_H \pm \delta \), where \( \delta > 0 \) is fixed small enough so that \( I_n \subset (\mu_n, \mu_{n+1}) \). Recall that by Lemma 3.1, the unique root \( \tilde{\mu}_n^a \in (n + \gamma_H, n + 1 + \gamma_H) \) of \( g^a \) belongs to \( I_n \) for all sufficiently large \( n \). The function \( g^a \) is differentiable on \( \mathbb{R}_+ \setminus \{k + \gamma_H : k \in \mathbb{N}\} \) and
\[ \inf_{\tilde{\mu} \in I_n} \frac{d}{d\tilde{\mu}} g^a(\tilde{\mu}) = \inf_{\tilde{\mu} \in I_n} \sum_{k=1}^{\infty} \frac{(2H+1)^2 \tilde{\mu}^{2H}}{((k + \gamma_H)^{2H+1} - \tilde{\mu}^{2H+1})^2} \geq \frac{\tilde{\mu}^{2H}}{((n + \gamma_H)^{2H+1} - \tilde{\mu}^{2H+1})^2} \geq \frac{(n + \gamma_H - \delta)^{2H}}{((n + \gamma_H)^{2H+1} - (n + \gamma_H - \delta)^{2H+1})^2} \geq c n^{-2H} \]
(3.11)
with a constant $c > 0$.

Next let us estimate the oscillation of $g^a(\tilde{\mu}) - g(\tilde{\mu})$ on $I_n$:

$$g^a(\tilde{\mu}) - g(\tilde{\mu}) = \sum_{k=1}^{\infty} \frac{(2H + 1) - \varphi_k(1)^2}{(k + \gamma_H)^{2H+1} - \tilde{\mu}^{2H+1}} + \sum_{k=1}^{\infty} \varphi_k(1)^2 \frac{\mu_k^{2H+1} - (k + \gamma_H)^{2H+1}}{(k + \gamma_H)^{2H+1} - \tilde{\mu}^{2H+1})} =: D_1(\tilde{\mu}) + D_2(\tilde{\mu}).$$

(3.12)

In view of (2.5),

$$\sup_{\tilde{\mu} \in I_n} |D_1(\tilde{\mu})| \lesssim \sup_{\tilde{\mu} \in I_n} \sum_{k=1}^{n} \frac{1/k}{(k + \gamma_H)^{2H+1} - \tilde{\mu}^{2H+1}} \lesssim \sum_{k=1}^{n} \frac{1/k}{(n + \gamma_H - \delta)^{2H+1} - (k + \gamma_H)^{2H+1}} + \sum_{k=n+1}^{\infty} \frac{1/k}{(k + \gamma_H)^{2H+1} - (n + \gamma_H + \delta)^{2H+1}} =: A_n + B_n,$$

where $x \lesssim y$ means $x \leq C y$ for some constant $C$. The first sum on the right satisfies

$$A_n \leq \int_{1}^{n^{-1}} \frac{1/x}{(n + \gamma_H - \delta)^{2H+1} - (x + \gamma_H)^{2H+1}} dx + O(n^{-2H-1}) =
\int_{1/n}^{-1/n} \frac{1/y}{1 - y^{2H+1}} dy + O(n^{-2H-1}) = O(n^{-2H-1} \log n)$$

Similar bound holds for $B_n$ and therefore

$$\sup_{\tilde{\mu} \in I_n} |D_1(\tilde{\mu})| \lesssim O(n^{-2H-1} \log n).$$

The second term in (3.12) satisfies

$$\sup_{\tilde{\mu} \in I_n} |D_2(\tilde{\mu})| \lesssim \sup_{\tilde{\mu} \in I_n} \sum_{k=1}^{\infty} \left| \frac{k^{2H-1}}{(k + \gamma_H)^{2H+1} - \tilde{\mu}^{2H+1})} \right| =
\frac{1}{n^{2H+2}} \int_{0}^{1-1/n} \frac{y^{2H-1}}{(1 - y^{2H+1})^2} dy + \frac{1}{n^{2H+2}} \int_{1/n}^{\infty} \frac{y^{2H-1}}{(1 - y^{2H+1})^2} dy + O(n^{-2H-1}) = O(n^{-2H-1}).$$

Hence the second sum in (3.12) is asymptotically negligible, that is,

$$\sup_{\tilde{\mu} \in I_n} |g^a(\tilde{\mu}) - g(\tilde{\mu})| \lesssim n^{-2H-1} \log n.$$

Plugging this estimate and (3.11) into (3.10) gives the claimed asymptotics. □
3.3. The eigenfunctions. The approximation (2.7) is obtained by plugging the asymptotics (2.1), (2.3) and (2.6) into the formula (1.10):

\[ \tilde{\varphi}_n(t) = c_n \sum_{k=1}^{\infty} \frac{\lambda_k}{\lambda_k - \lambda_n} \varphi_k(1) \varphi_k(t) = -c_n \mu_n^{2H+1} \sum_{k=1}^{\infty} \frac{1}{\mu_k^{2H+1} - \mu_n^{2H+1}} \varphi_k(1) \varphi_k(t) \]

where we set \( \mu_n := \nu_n / \pi \) and \( \bar{\mu}_n := \tilde{\nu}_n / \pi \) as in Lemma 3.1.

As before, we will first replace the exact values by their leading asymptotic terms and then will argue that the error, thus introduced, is negligible on the suitable scale. To this end, define (c.f. (2.3)):

\[ \tilde{\varphi}_n^{1,a}(t) = -c_n \mu_n^{2H+1} \sqrt{2H + 1} \sqrt{2} \sum_{k=1}^{\infty} (-1)^k \sin \left( \pi (k + \gamma_H) t + \pi \eta_H \right) \frac{1}{(k + \gamma_H)^{2H+1} - \bar{\mu}_n^{2H+1}} \]  
(3.13)

\[ \tilde{\varphi}_n^{2,a}(t) = -c_n \mu_n^{2H+1} \sqrt{2H + 1} \int_0^{\infty} f_0(u) \left( \sum_{k=1}^{\infty} \frac{(-1)^k e^{-(k+\gamma_H)\pi tu}}{(k + \gamma_H)^{2H+1} - \bar{\mu}_n^{2H+1}} \right) du \]  
(3.14)

\[ \tilde{\varphi}_n^{3,a}(t) = -c_n \mu_n^{2H+1} \sqrt{2H + 1} \int_0^{\infty} f_1(u) \left( \sum_{k=1}^{\infty} \frac{e^{-(k+\gamma_H)\pi (1-t)u}}{(k + \gamma_H)^{2H+1} - \bar{\mu}_n^{2H+1}} \right) du \]  
(3.15)

where \( \eta_H \) is the constant defined in (2.4).

Lemma 3.3. The function \( \tilde{\varphi}_n^a(t) = \tilde{\varphi}_n^{1,a}(t) + \tilde{\varphi}_n^{2,a}(t) + \tilde{\varphi}_n^{3,a}(t) \), satisfies

\[ \frac{\tilde{\varphi}_n^a(t)}{\| \tilde{\varphi}_n^a \|} = \sqrt{2} \sin \left( \tilde{\nu}_n t + \pi \eta_H \right) + \int_0^{\infty} f_0(u) e^{-\tilde{\nu}_n tu} du + \]

\[ (-1)^n \int_0^{\infty} e^{-\tilde{\nu}_n (1-t)u} \left( \sin(\pi (\gamma_H - \gamma_H)) f_1(u) du + \cos \pi (\gamma_H - \gamma_H) f_1(u) du \right) du + \]

\[ (-1)^n \sin \pi (\gamma_H - \gamma_H) \int_0^{\infty} \tilde{g}_1(\tilde{\nu}_n (1-t)u) f_1(u) du + n^{-1} \tilde{r}_n(t) \]

where \( \tilde{f}_1 \) and \( \tilde{g}_1 \) are explicit functions, defined in (3.20) and (3.21) below, and the residual \( \tilde{r}_n(t) \) is bounded uniformly over \( n \in \mathbb{N} \) and \( t \in [0,1] \).

Proof. The claimed approximation is obtained by finding the leading term asymptotics of the functions in (3.13)-(3.15) and normalizing their sum by a suitable common factor.

1) Asymptotics of (3.13). For fixed \( t \in [0,1] \) and \( \bar{\mu} > 0 \), consider the series

\[ h(\bar{\mu}) := \sum_{k=1}^{\infty} (-1)^k \sin \left( \pi (k + \gamma_H) t + \pi \eta_H \right) \frac{1}{(k + \gamma_H)^{2H+1} - \bar{\mu}^{2H+1}}. \]

A closed form formula for this expression can be found by means of residue calculus as in Lemma 3.1. To this end, consider the principal branch of the function

\[ f(z) := \frac{\sin \left( \pi (zt + \eta_H) \right)}{z^{2H+1} - \bar{\mu}^{2H+1}} \frac{1}{\sin(\pi (z - \gamma_H))} \quad z \in \mathbb{C} \setminus \mathbb{R}_- \]  
(3.16)
which is meromorphic on the right half plane with the simple poles at \( z_0 := \tilde{\mu} \) and \( z_k = k + \gamma_H, \ k \in \mathbb{N} \). Integrating \( f(z) \) over the half disc boundary in the right half plane we get
\[
\int_{-iR}^{iR} f(z)dz + \int_{C_R} f(z)dz = 2\pi i \text{Res}\{f; z_0\} + 2\pi i \sum_{k=1}^{R} \text{Res}\{f; z_k\}
\]
where \( C_R \) stands for the half circle arc with radius \( R \in \mathbb{N} \). The ratio of sines in (3.16) is bounded for any \( t \in [0, 1] \) and therefore, applying Jordan’s lemma, we get
\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} f(it)dt = -\text{Res}\{f; z_0\} - \sum_{k=1}^{\infty} \text{Res}\{f; z_k\},
\]
where the residues are
\[
\text{Res}\{f; z_0\} = \frac{\sin(\pi(\tilde{\mu} + \eta_H))}{\sin(\pi(\tilde{\mu} - \gamma_H))} \frac{1}{2H + 1} \frac{1}{\tilde{\mu}^{2H}}
\]
\[
\text{Res}\{f; z_k\} = \frac{\sin(\pi(k + \gamma_H)t + \eta_H))}{(k + \gamma_H)^{2H+1} - k^{2H+1}} (-1)^k \pi.
\]
Plugging these expressions into (3.17), we get
\[
h(\tilde{\mu}) = -\frac{\pi}{2} \frac{1}{2H + 1} \frac{1}{\tilde{\mu}^{2H}} \text{Re} \left\{ \int_{0}^{\infty} \frac{1}{(iu)^{2H+1} - 1} \frac{\sin(\pi(iu\tilde{\mu} + \eta_H))}{\sin(\pi(iu\tilde{\mu} - \gamma_H))} du \right\}.
\]
The second term simplifies to
\[
\text{Re} \left\{ \int_{0}^{\infty} \frac{1}{(iu)^{2H+1} - 1} \frac{\sin(\pi(iu\tilde{\mu} + \eta_H))}{\sin(\pi(iu\tilde{\mu} - \gamma_H))} du \right\} =
\int_{0}^{\infty} e^{-\pi u\tilde{\mu}}(1-t) \text{Re} \left\{ \frac{e^{-\pi (\gamma_H + \eta_H)}}{(iu)^{2H+1} - 1} du + R(t, \tilde{\mu}) \right\}
\]
with the residual satisfying
\[
\tilde{\mu} |R(t, \tilde{\mu})| \leq \tilde{\mu} \int_{0}^{\infty} \frac{2e^{-\pi u\tilde{\mu}}}{|(iu)^{2H+1} - 1|} du = \int_{0}^{\infty} \frac{2e^{-\pi s}}{|(is/\tilde{\mu})^{2H+1} - 1|} ds \xrightarrow{\tilde{\mu} \to \infty} \frac{2}{\pi}
\]
Plugging these expressions back gives
\[
\tilde{\varphi}_n^{1,\alpha}(t) \simeq \sqrt{2} \sin \left( \pi(\tilde{\mu}_n t + \eta_H) \right) + (-1)^n \sin \left( \pi(\tilde{\gamma}_H - \gamma_H) \right) \int_{0}^{\infty} e^{-\pi \tilde{\mu} \gamma_n (1-t)} u f_1(u) du + n^{-1}\tilde{\varphi}_n^{(1)}(t)
\]
(3.18)
where \( x \simeq y \) means \( x = C y \) with a constant \( C \) and we normalized by the factor
\[
\tilde{\varphi}_n := \epsilon_n \tilde{\varphi}_n \frac{\pi}{\sqrt{2H + 1}} \sin \pi(\tilde{\gamma}_H - \gamma_H).
\]
(3.19)
It can be seen (as in the calculation, concluding section 5.1.6. in [6]), that the norm of the integral term in (3.18) is of order \( O(n^{-1}) \) and hence the norm of \( \tilde{\varphi}_n^{1,\alpha} \) is asymptotic to
1 as \( n \to \infty \). The residual \( \tilde{r}_n^{(1)}(t) \) is uniformly bounded over \( n \in \mathbb{N} \) and \( t \in [0, 1] \) and the function \( \tilde{f}_1 \) is given by the formula

\[
\tilde{f}_1(u) := \frac{2H + 1}{\pi} \sqrt{2} \text{Re}\left\{ \frac{e^{-i\pi(\eta_H + \gamma_H)}}{(iu)^{2H+1} - 1} \right\}.
\] (3.20)

2) **Asymptotics of (3.14).** A closed form expression for the series

\[
h(\tilde{\mu}) := \sum_{k=1}^{\infty} \frac{(-1)^k}{(k + \gamma_H)^{2H+1} - \tilde{\mu}^{2H+1}} e^{-(k+\gamma_H)\pi tu}
\]

can be found by integrating the principal branch of the function

\[
f(z) := \frac{e^{-z\pi tu}}{z^{2H+1} - \tilde{\mu}^{2H+1} \sin(\pi(z - \gamma_H))}
\]

over the half disk boundary in the right half plane. As before,

\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} f(it)dt = - \text{Res}\{f; z_0\} - \sum_{k=1}^{\infty} \text{Res}\{f; z_k\},
\]

with the same poles as defined above. The residues are given by

\[
\text{Res}\{f; z_0\} = \frac{1}{2H + 1} \frac{1}{\tilde{\mu}^{2H} \sin(\pi(\tilde{\mu} - \gamma_H))} e^{-\tilde{\mu}tu}
\]

\[
\text{Res}\{f; z_k\} = \frac{1}{\pi} \frac{(-1)^k}{(k + \gamma_H)^{2H+1} - \tilde{\mu}^{2H+1}} e^{-(k+\gamma_H)\pi tu}
\]

and therefore

\[
h(\tilde{\mu}) = - \frac{\pi}{2H + 1} \frac{1}{\tilde{\mu}^{2H} \sin(\pi(\tilde{\mu} - \gamma_H))} e^{-\tilde{\mu}tu}
\]

\[
- \frac{1}{\tilde{\mu}^{2H}} \text{Re}\left\{ \int_{0}^{\infty} \frac{e^{-is\tilde{\mu}tu}}{(is)^{2H+1} - 1} \sin(\pi(is\tilde{\mu} - \gamma_H)) \frac{1}{\sin(\pi(is\tilde{\mu} - \gamma_H))} ds \right\}.
\]

The integral term satisfies

\[
\left| \int_{0}^{\infty} \frac{e^{-is\tilde{\mu}tu}}{(is)^{2H+1} - 1} \frac{1}{\sin(\pi(is\tilde{\mu} - \gamma_H))} ds \right| \leq \frac{1}{\tilde{\mu}} \int_{0}^{\infty} \frac{2e^{-\pi s}}{(is/\tilde{\mu})^{2H+1} - 1} ds
\]

and hence, normalizing by the constant (3.19), we get

\[
\tilde{\varphi}_{n}^{2a}(t) \simeq \int_{0}^{\infty} f_0(u)e^{-\tilde{\mu}nu} du + n^{-1}\tilde{r}_n^{(2)}(t)
\]

with a uniformly bounded residual \( \tilde{r}_n^{(2)} \).

3) **Asymptotics of (3.15).** An explicit formula for the series

\[
h(\tilde{\mu}) := \sum_{k=1}^{\infty} \frac{e^{-(k+\gamma_H)\pi(1-t)u}}{(k + \gamma_H)^{2H+1} - \tilde{\mu}^{2H+1}}
\]
is obtained by integrating the principal branch of the function
\[
f(z) := \frac{e^{-z\pi(1-t)u}}{z^{2H+1} - \tilde{\mu}^{2H+1} - \tilde{\mu}^{2H+1}} \text{ctg}(\pi(z - \gamma_H)) \quad z \in \mathbb{C} \setminus \mathbb{R}.
\]
over the same contour as above:
\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} f(it) dt = -\text{Res}\{f; z_0\} - \sum_{k=1}^{\infty} \text{Res}\{f; z_k\}.
\]
The residues are
\[
\text{Res}\{f; z_0\} = \frac{1}{2H + 1} \frac{1}{\tilde{\mu}^{2H+1}} e^{-\tilde{\mu}(1-t)u} \text{ctg}(\pi(\tilde{\mu} - \gamma_H))
\]
\[
\text{Res}\{f; z_k\} = \frac{1}{\pi} \frac{e^{-(k+\gamma_H)\pi(1-t)u}}{(k + \gamma_H)^{2H+1} - \tilde{\mu}^{2H+1}}
\]
and therefore
\[
h(\tilde{\mu}) = -\frac{\pi}{2H + 1} \frac{1}{\tilde{\mu}^{2H+1}} e^{-\tilde{\mu}(1-t)u} \text{ctg}(\pi(\tilde{\mu} - \gamma_H))
\]
\[
- \frac{1}{\tilde{\mu}^{2H}} \text{Im} \left\{ \int_{0}^{\infty} \frac{e^{-is\pi(1-t)u}}{(is)^{2H+1} - 1} ds \right\} - \frac{1}{\tilde{\mu}^{2H}} R(\tilde{\mu}),
\]
where the function $R(\tilde{\mu})$ is bounded
\[
|R(\tilde{\mu})| \leq \frac{1}{\tilde{\mu}} \int_{0}^{\infty} \frac{2e^{-2\pi s}}{\left| (is/\tilde{\mu})^{2H+1} - 1 \right|} ds.
\]
Plugging these into (3.15) and normalizing by (3.19) gives
\[
\tilde{\varphi}_{n}^{3,0}(t) \approx (-1)^n \sin(\pi(\tilde{\gamma}_H - \gamma_H)) \int_{0}^{\infty} f_1(u) \tilde{g}_1(\tilde{\mu}_n \pi(1-t)u) du +
\]
\[
(-1)^n \cos \pi(\tilde{\gamma}_H - \gamma_H) \int_{0}^{\infty} f_1(u)e^{-\tilde{\mu}_n \pi(1-t)u} du + n^{-1} \tilde{\gamma}_n^{(3)}(t)
\]
where we defined
\[
\tilde{g}_1(x) = \frac{2H + 1}{\pi} \text{Im} \left\{ \int_{0}^{\infty} \frac{e^{-isx}}{(is)^{2H+1} - 1} ds \right\}. \tag{3.21}
\]

Finally, it is left to check that the eigenfunctions of the bridge are asymptotic to the expressions found in Lemma 3.3:

**Lemma 3.4.** For any $H \in (0, 1)$,
\[
\frac{\tilde{\varphi}_n(t)}{||\tilde{\varphi}_n||} - \frac{\tilde{\varphi}_n^{3,0}(t)}{||\tilde{\varphi}_n^{3,0}||} \leq Cn^{-1} \log n, \quad t \in [0, 1]
\]
for some constant $C$. 
Proof. Denote by \( \varphi_n^a(t) \) the leading asymptotic term in the eigenfunctions approximation (2.3) for the base process, satisfying

\[
|\varphi_n^a(t) - \varphi_n(t)| = |r_n(t)| n^{-1} \leq C n^{-1}
\]

with a constant \( C \). Then after normalizing by the factor (3.19)

\[
|\tilde{\varphi}_n(t) - \tilde{\varphi}_n^a(t)| / c_n \leq \frac{2H}{\mu_n} \sum_{k=1}^{\infty} \frac{\varphi_k(1)\varphi_k(t)}{\mu_k^{2H+1} - \mu_n^{2H+1}} - \frac{\varphi_n^a(1)\varphi_n^a(t)}{(k + \gamma_H)^{2H+1} - \mu_n^{2H+1}} \lesssim
\]

\[
\frac{2H}{\mu_n} \sum_{k=1}^{\infty} \left( \frac{1}{\mu_k^{2H+1} - \mu_n^{2H+1}} \right) + \frac{2H}{\mu_n^2} \sum_{k=1}^{\infty} \frac{1}{\mu_k^{2H+1} - \mu_n^{2H+1}} \lesssim n^{-1} \log n
\]

where all the estimates are obtained as in Lemma 3.2. The claim follows since \( \|\tilde{\varphi}_n / c_n\| = 1 + O(n^{-1}) \). \[\square\]
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