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Abstract

Here, we develop a gauge-independent Green function approach to characterize the Chern invariants of generic non-Hermitian systems. It is shown that analogous to the Hermitian case, the Chern number can be expressed as an integral of the system Green function over a line parallel to the imaginary-frequency axis. The approach introduces in a natural way the “band-gaps” of non-Hermitian systems as the strips of the complex-frequency plane wherein the system Green function is analytical. We apply the developed theory to nonreciprocal electromagnetic continua, showing that the topological properties of gyrotropic materials are strongly robust to the effect of material loss. Furthermore, it is proven that the spectrum of a topological material cavity terminated with opaque-type walls must be gapless. This result suggests that the bulk-edge correspondence remains valid for a class of non-Hermitian systems.
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I. Introduction

Topological matter and topological systems have quite unique and often intriguing properties, which can lead to novel physical effects and phenomena [1-9]. The topological classification of materials was initially developed for Hermitian systems described by some self-adjoint operator. Recently, it was shown that non-Hermitian systems, for example systems with material absorption or material gain, can also have topological properties [10-24]. The topological Chern invariants of non-Hermitian systems are usually found from the bi-orthogonal set formed by the Bloch eigenstates of the Hamiltonian and by the eigenstates of the adjoint operator [14, 25]. Other non-standard topological invariants and non-Bloch Chern numbers have also been put forward recently [13, 16-18].

So far, most of the works in the literature deal with idealized and abstract Hamiltonians (e.g., extensions of the 1D Su-Schrieffer-Heeger model or the 2D Rice-Mele model, or others [13, 16-22]), that do not always connect in a straightforward way to realistic physical structures. In contrast, here we show that the topological phases of standard dispersive and lossy photonic materials can be characterized using Green function methods. The proposed theory generalizes the results of our earlier article [26] to non-Hermitian photonic systems. Even though we shall focus on optical materials, our analysis applies to both fermionic and bosonic platforms. While it is well-known that the Chern invariant of fermionic systems can be found from the system Green function [27-30], to our best knowledge, so far the application of this technique to non-Hermitian systems remains unexplored.
Our theory enables the calculation of the Chern invariants of non-Hermitian systems without relying on a gauge-dependent bi-orthogonal set of eigenstates, and thus may be advantageous and simpler from a computational point of view. More importantly, the Green function approach sheds light over several unsettled problems in the theory of topological non-Hermitian systems. In particular, it makes clear that the band-gaps correspond to strips of the complex plane wherein the system Green function is analytic (with no poles). Furthermore, by extending the arguments of Ref. [31], we show that for periodic systems described by linear differential-equations the spectrum must become gapless when the system is enclosed with “opaque-type” boundaries (often referred to as “open” in the literature). Thus, our theory settles in part the controversy about the application of the bulk-edge correspondence to non-Hermitian systems [10, 15, 16, 17, 19], and uncovers that a topological non-Hermitian cavity terminated with opaque-type walls must support edge states in the bulk band-gaps.

The article is organized as follows. In Sect. II, we present a motivation example that illustrates the application of the developed concepts to a magnetized electric plasma. In Sect. III we develop the general theory that enables finding the topological invariants of non-Hermitian systems from the system Green function. Then, in Sect. IV the theory is applied to photonic systems, i.e., systems whose dynamics is described by the Maxwell equations. In Sect. V, we generalize some of the ideas of Ref. [31] to non-Hermitian platforms and demonstrate that the Chern number integral depends critically on the Green function boundary conditions. Based on this result, we prove that consistent with the standard bulk-edge correspondence, the spectrum of a topologically nontrivial phase
terminated with “opaque-type” boundaries must be gapless. Finally, Sect. VI contains a brief summary of the main findings.

II. Motivation Example

To illustrate the application of the Green function methods that will be developed later in the article, next we compute the topological invariants of a lossy magnetized electric plasma (e.g., a semiconductor biased with a static magnetic field [32, 33]). It is assumed that the material is non-magnetic and that the relative permittivity tensor is of the form:

\[
\bar{\varepsilon} = \varepsilon_1 \mathbf{1}_t + i \varepsilon_g \mathbf{\hat{z}} \times \mathbf{1}_t + \varepsilon_a \mathbf{\hat{z}} \otimes \mathbf{\hat{z}},
\]

with \( \mathbf{1}_t = \mathbf{\hat{x}} \otimes \mathbf{\hat{x}} + \mathbf{\hat{y}} \otimes \mathbf{\hat{y}} \). The permittivity elements are (\( \varepsilon_{11} = \varepsilon_{22} = \varepsilon_t \), \( \varepsilon_{33} = \varepsilon_a \) and \( \varepsilon_{12} = -\varepsilon_{21} = -i \varepsilon_g \)):

\[
\varepsilon_t = 1 - \frac{\omega_p^2 (1 + i \Gamma / \omega)}{(\omega + i \Gamma)^2 - \omega_0^2}, \quad \varepsilon_g = \frac{1}{\omega} \frac{\omega_p^2 \omega_0}{\omega_0^2 - (\omega + i \Gamma)^2}, \quad \varepsilon_a = 1 - \frac{\omega_p^2}{\omega (\omega + i \Gamma)}. \tag{2}
\]

Here, \( \omega_0 = -q B_0 / m \) is the cyclotron frequency determined by the bias magnetic field \( B_0 = B_0 \mathbf{\hat{z}} \), \( \Gamma \) is the collision frequency, \( q = -e \) is the negative charge of the electrons, \( m \) is the effective mass, and \( \omega_p \) is the plasma frequency [34]. We focus on transverse magnetic (TM) waves with \( \mathbf{H} = H_z \mathbf{\hat{z}}, \mathbf{E} = E_y \mathbf{\hat{x}} + E_z \mathbf{\hat{y}} \) and \( \partial / \partial z = 0 \). The electrodynamics is non-Hermitian when the collision frequency is nonzero \( \Gamma > 0 \). In this case the energy is not conserved as a function of time because of the material absorption, and hence the natural modes must have a finite lifetime, i.e., are associated with complex valued frequencies \( \omega = \omega' + i \omega^* \) and \( \omega^* < 0 \) (the mode lifetime is \( \tau_{\text{ff}} = 1 / (-2 \omega^*) \) [35]).
As extensively discussed in Refs. [36, 37], the characterization of the topological phases of a generic electromagnetic continuum requires the introduction of a high-frequency spatial cut-off in the material response. The spatial cut-off needs to ensure that the material response is asymptotically (in the limit $k \to \infty$) analogous to that of a reciprocal and non-bianisotropic dielectric. For a magnetized plasma the permittivity dispersion may be modified as [26, 36, 37]:

$$
\varepsilon_r(k, \omega) = 1 + \frac{1}{1 + k^2 / k_{\text{max}}^2} \left[ \varepsilon_{r, \text{loc}}(\omega) - 1 \right], \quad \varepsilon_g(k, \omega) = \frac{\varepsilon_{g, \text{loc}}(\omega)}{1 + k^2 / k_{\text{max}}^2},
$$

(3)

where $k_{\text{max}}$ is the spatial cut-off. In the above, $\varepsilon_{r, \text{loc}}, \varepsilon_{g, \text{loc}}$ stand for the permittivity elements of a material with no spatial cut-off and are defined as in Eq. (2). The element $\varepsilon_a$ is irrelevant for TM-polarized waves and so it is not discussed here.

The dispersion of the TM-polarized bulk modes (plane waves propagating in the $xoy$ plane with propagation factor $e^{ik_x x} e^{ik_y y}$) is given by [26, 36]:

$$
k^2 = \varepsilon_{\text{ef}} \omega^2 / c^2, \quad \varepsilon_{\text{ef}} = \left( \varepsilon_r^2 - \varepsilon_g^2 \right) / \varepsilon_r,
$$

(4)

with $k^2 = k_x^2 + k_y^2$. It will be seen later that the Green function singularities in the complex frequency plane are determined by the solutions (with respect to $\omega$) of Eq. (4) with $k_x, k_y$ real-valued. Thus, the spectrum of the gyrotropic material is determined by the plane waves (Bloch modes) with $k_x, k_y$ real-valued.

Figure 1 represents the locus of the natural frequencies $\omega = \omega' + i\omega''$ in the complex plane (showing both the positive and negative frequency branches) associated with a real-valued wave vector for different values of the collision frequency $\Gamma$. Since the material response is invariant to rotations around the $z$-axis, it is evident that $\omega = \omega(k)$ with
0 ≤ k < ∞. Therefore, in this example, the locus of ω = ω' + iω* is typically formed by 5 disconnected curves, i.e., 5 disconnected bands. As seen, the bands are separated by vertical strips in the complex plane where the material does not support Bloch waves. These vertical strips correspond to the photonic band-gaps of the non-Hermitian material. Curiously, the band-gaps are nearly (but not exactly) independent on the value of Γ in the range 0 ≤ Γ ≤ 0.5ωp. Evidently, when the material is lossless (Γ = 0) the natural modes lie on the real-frequency axis. Note that when Γ > 0 there is a band of modes with frequencies along the imaginary frequency axis (black lines in Fig. 1). For sufficiently large values of Γ the band-gaps close (not shown).

Fig. 1 Locus of the natural frequencies of the gyrotropic material with ω0 = 0.5ωp in the complex-frequency plane (∫ = ω' + iω') for a real-valued wave vector. Solid lines: Γ = 0 (lossless case). Dot-dashed lines: Γ = 0.1ωp. Dotted lines: Γ = 0.5ωp. The shaded gray vertical strips represent the band-gaps in the complex plane. The left panel (a) shows the root locus for a local material and the right panel (b) for a material with a high-frequency cut-off kmax = 10ωp / c.

It is interesting to compare the spectrum of a local material with no high-frequency spatial cut-off (Fig. 1a) with the spectrum of a nonlocal material with kmax = 10ωp / c (Fig. 1b). The two spectra are almost coincident for the natural modes with a small k, but
may differ somewhat for eigenmodes with $k > k_{\text{max}}$ (compare the lower end of the blue curves in Figs. 1a and 1b).

Figure 2 depicts the explicit dependence of both $\omega'$ (panel a) and $\omega''$ (panel b) on the real-valued wave vector for a generic propagation direction in the $xoy$-plane. In particular, Fig. 2a shows that the real-part of the eigenfrequencies, $\omega' = \omega'(k_x)$, is rather insensitive to the value of the damping parameter $\Gamma$.

![Figure 2 Complex band structure of a gyrotropic material with $\omega_0 = 0.5\omega_p$ and $k_{\text{max}} = 10\omega_p / c$. (a) Real part of the natural oscillation frequencies as a function of $k_x$. Solid blue lines: $\Gamma = 0$ (lossless case). Dashed green lines: $\Gamma = 0.5\omega_p$. The shaded gray horizontal strips represent the band-gaps. (b) Imaginary parts of the natural frequencies of the 1st, 2nd and 3rd bands with non-negative frequency bands (ordered such that $0 = \omega'_1 < \omega'_2 < \omega'_3$) as a function of $k_x$ for $\Gamma = 0.5\omega_p$.]

Similar to our previous article [26], the Chern invariants of the non-Hermitian material can be found by integrating the photonic Green function along a vertical line $\omega' = \text{Re}\{\omega\} = \omega_{\text{gap}}$ parallel to the imaginary frequency axis. The integration path $\text{Re}\{\omega\} = \omega_{\text{gap}}$ must be contained in the relevant band-gap, i.e., in one of the shaded gray regions in Fig. 1b. Moreover, the analysis of the following sections shows that for electric
gyrotropic media (with the permittivity tensor (1)) with a high-frequency spatial cut-off \( k_{\text{max}} \) the gap Chern number can be explicitly written as \( C' = C_1 + C_2 \) with:

\[
C_1 = -\frac{1}{\pi} \int_{-\infty}^{\infty} d\xi \int_{0}^{\infty} dk \left( 1 + \frac{2k^2}{k^2 + k_{\text{max}}^2} \right) \frac{\varepsilon_g}{\varepsilon_\xi} \tilde{\Phi} \left[ k^2 \partial_{\omega} \Phi + \frac{\omega}{c^2} \partial_{\omega} \left( \omega \varepsilon_{\omega} \Phi \right) \right]_{\omega = \omega_{\text{gap}} + i\xi}.
\]

(5a)

\[
C_2 = -\frac{1}{\pi} \int_{-\infty}^{\infty} d\xi \int_{0}^{\infty} dk \frac{k^3 \omega}{k^2 + k_{\text{max}}^2} \left[ \frac{1}{\varepsilon_{\omega}^2 \omega} \left( \frac{\varepsilon_g}{\varepsilon_\xi} \right)^2 \right] \partial_{\omega} \left( \omega \varepsilon_{\omega} \Phi \partial_{\omega} \left( \frac{\varepsilon_g}{\varepsilon_\xi} \right) \right) - \frac{\varepsilon_g}{\varepsilon_\xi} \partial_{\omega} \left( \omega \varepsilon_{\omega} \Phi \right)
\]

\[
+ \frac{1}{c^2} \tilde{\Phi}^2 \left[ 2 \frac{\varepsilon_g}{\varepsilon_\xi} + \frac{\varepsilon_g}{\varepsilon_\xi} \varepsilon_{\omega} \partial_{\omega} \left( \frac{\varepsilon_g}{\varepsilon_\xi} \right) + \omega \partial_{\omega} \left( \frac{\varepsilon_g}{\varepsilon_\xi} \right) - \frac{\varepsilon_g}{\varepsilon_\xi} \partial_{\omega} \left( \omega \varepsilon_{\omega} \right) + \frac{c^2}{\varepsilon_{\omega}^2 \omega} k^2 \partial_{\omega} \left( \omega \varepsilon_{\omega} \right) \right]_{\omega = \omega_{\text{gap}} + i\xi}.
\]

(5b)

where \( \tilde{\Phi} = 1/\left[ k^2 - (\omega/c)^2 \varepsilon_{\omega} (k, \omega) \right], \varepsilon_{\omega} = (\varepsilon_\xi^2 - \varepsilon_g^2)/\varepsilon_\xi \), and \( \varepsilon_\xi, \varepsilon_g \) are defined as in Eq. (3). Equation (5) coincides exactly with Eq. (43) of Ref. [26], which was originally derived for lossless systems, but remains valid in the non-Hermitian case. The justification of this property will be given in Sect. IV. Note that the integrand of Eq. (5) is singular in the complex plane when \( \tilde{\Phi} \) is singular, i.e., when \( \omega \) satisfies Eq. (4) for some real-valued wave vector (Bloch eigenfrequency).

Using Eq. (5) the gap Chern numbers of the gyrotropic material were numerically found as a function of the collision frequency \( \Gamma \) (see Fig. 3). The gap Chern numbers are labeled as in Fig. 2a. Due to the particle hole-symmetry of Maxwell’s equations, the gap Chern numbers of the negative frequency gaps are identical to those of the corresponding positive frequency gaps. Note that the gap Chern numbers take into account the contributions of all bands below the gap (modes with \( \text{Re} \{ \omega \} < \omega_{\text{gap}} \)), including the negative frequency bands [26]. As seen, the gap Chern numbers are independent of the value of \( \Gamma \) because the complex band-gap remains open, i.e., the bands remain separated.
by a vertical strip in the complex plane when loss is introduced into the material response. In particular, it follows that nonreciprocal photonic materials can be topologically nontrivial even in presence of rather strong material absorption. The band-gaps associated with $\mathcal{C}_{\text{gap},2}$ close for a collision frequency $\Gamma$ slightly larger than $\omega_p$.

![Diagram showing gap Chern numbers](image)

**Fig. 3** Gap Chern numbers of a gyrotropic material with $\omega_b = 0.5\omega_p$ and $k_{\text{max}} = 10\omega_p / c$ as a function of $\Gamma$.

The gap Chern numbers are labeled as in Fig. 2a.

### III. General Theory

In the following, we develop a general Green function formalism to topologically classify the phases of non-Hermitian (fermionic or bosonic) systems.

#### A. Complex band structure

We consider generic operators $\hat{L}_k$ and $\mathbf{M}_g$ that may be non-Hermitian. The operator $\hat{L}_k$ is parameterized by the *real-valued* wave vector $\mathbf{k} = k_x \hat{x} + k_y \hat{y}$. For clarity, for now the family of operators $\hat{L}_k$ is assumed periodic in $\mathbf{k}$ with the irreducible cell (typically a Brillouin zone) denoted by BZ. For example, in lattice-type models of physical systems
(e.g., tight-binding models) the space is discretized into a grid of points and $\hat{L}_k$ is a matrix periodic in $k$. In general, the periodicity in $k$ is not mandatory and more relaxed conditions may be enforced (these will be made precise later). The operator $M_g$ is independent of $k$ and invertible.

We introduce the following generalized eigenvalue problem:

$$\hat{L}_k \cdot Q_{nk} = \omega_{nk} M_g \cdot Q_{nk} \quad (n=1,2,\ldots).$$

Here, $Q_{nk}$ are the generalized eigenstates of $\hat{L}_k$ and $\omega_{nk}$ are the generalized eigenvalues. If $M_g$ is taken as the identity operator, Eq. (6) becomes a standard eigenvalue problem. The operators $\hat{L}_k$ and $M_g$ do not need to be Hermitian, and thereby the $\omega_{nk}$ are generally complex-valued. Thus, $Q_{nk}$ and $\omega_{nk}$ determine the “complex band structure” of $\hat{L}_k$.

Let us suppose that $\hat{L}_k$ has no eigenvalues in some vertical strip, $\omega_k < \text{Re}\{\omega\} < \omega_U$, of the complex-frequency plane, analogous to the example of Fig. 1. Then, we say that the operator $\hat{L}_k$ has a complete band-gap in the relevant strip. The band-gap separates the “bands” into two classes: (i) those formed by eigenvectors with $\text{Re}\{\omega_{nk}\} < \omega_{\text{gap}}$, which we shall refer to as the filled ($F$) bands, and (ii) those formed by eigenvectors with $\text{Re}\{\omega_{nk}\} > \omega_{\text{gap}}$, which we refer to as the empty ($E$) bands. Here, $\omega_{\text{gap}}$ is a generic (real-valued) frequency in the gap ($\omega_k < \omega_{\text{gap}} < \omega_U$).

**B. Chern topological number**

We introduce a Green function operator defined by:
\[ \mathcal{G}_k(\omega) = i\left(\hat{L}_k - \mathbf{M}_g \omega \right)^{-1}. \tag{7} \]

Evidently, the Green function operator has poles at the eigenfrequencies \( \omega = \omega_{nk} \), but otherwise is an analytic function of frequency. In particular, it is analytic over the vertical strip of the complex plane that determines a complete band-gap \( (\omega_L < \text{Re}\{\omega\} < \omega_H) \). The inverse operator is such that \( i\mathcal{G}_k^{-1} = \hat{L}_k - \mathbf{M}_g \omega \). For convenience, we denote \( \partial_j \mathcal{G}_k^{-1} = \frac{\partial}{\partial k_j} \mathcal{G}_k^{-1} = -i \frac{\partial \hat{L}_k}{\partial k_j} \) (\( j=1,2 \)) with \( k_1 = k_i \) and \( k_2 = k_j \). Notice that \( \partial_j \mathcal{G}_k^{-1} \) is independent of frequency. The Chern topological number associated with the band gap is defined by means of the Green function operator as:

\[
\mathcal{C} = \frac{1}{(2\pi)^3} \int_{B.Z.} d^3k \int_{\text{gap}} d\omega \text{Tr}\left\{ \partial_i \mathcal{G}_k^{-1} \cdot \mathcal{G}_k \cdot \partial_j \mathcal{G}_k^{-1} \cdot \partial_{\omega \omega} \mathcal{G}_k \right\}, \tag{8}
\]

where \( \partial_{\omega} = \partial / \partial \omega \). The integral in \( \omega \) is over the line \( \text{Re}\{\omega\} = \omega_{\text{gap}} \) parallel to the complex-frequency imaginary axis and \( \text{Tr}\{\ldots\} \) stands for the trace operator. In our previous article [26], it was shown that the photonic gap Chern number can be expressed as in Eq. (8) when the relevant system is formed by lossless materials, i.e., when the operators are Hermitian (the link between the theory of Ref. [26] and Eq. (8) is further discussed in Sect. IV). In the following, it is shown that for non-Hermitian operators \( \mathcal{C} \) remains a topological integer.

Specifically, let us suppose that the non-Hermitian operator of interest may be regarded as a smooth deformation of some Hermitian operator. For example, consider that \( \hat{L}_k \equiv \hat{L}_k(1) \) is the non-Hermitian operator of interest, with \( \hat{L}_k(\alpha) \) a smooth function of the parameter \( \alpha \ (0 \leq \alpha \leq 1) \), such that \( \hat{L}_k(0) \) is Hermitian. In photonic systems the
parameter $\alpha$ is typically related to a damping factor, e.g., a collision frequency, analogous to the example of Sect. II. Thereby, the Green function operator $\mathcal{G}_k = \mathcal{G}_k(\alpha)$ and the Chern number $\mathcal{C} = \mathcal{C}(\alpha)$ are functions of $\alpha$. Inspired by Ref. [27], we prove in Appendix A that provided the deformation does not close the relevant band-gap (so that $\omega_{\text{gap}}$ in Eq. (8) is fixed), then the derivative of $\mathcal{C}$ with respect to the parameter $\alpha$ is given by:

$$\frac{\partial \mathcal{C}}{\partial \alpha} = \frac{1}{(2\pi)^2} \int \frac{d^2k}{k \cdot Z} \int d\omega \varepsilon^{ijl} \partial_0 \text{Tr} \left\{ \partial_\omega \mathcal{G}_k \cdot \partial_j \mathcal{G}_k^{-1} \cdot \mathcal{G}_k \cdot \partial_i \mathcal{G}_k^{-1} \right\}.$$  \hspace{1cm} (9)

In the above, $\varepsilon^{ijl}$ is the Levi-Civita symbol, $\partial_0 = \partial / \partial \omega$, and the summation over all $i,j,l \in \{0,1,2\}$ is implicit. Notice that the integrand is a sum of derivatives of the trace operator. Thus, if the term $\text{Tr} \left\{ \ldots \right\}$ satisfies suitable conditions at the boundary of the BZ and at $\omega = \infty$ the right-hand side of Eq. (9) vanishes.

A system is topological when it is possible to guarantee that the integral in Eq. (9) vanishes. The periodicity of $\hat{L}_k$ in $k$ is a sufficient (but not a necessary) condition to ensure that. Indeed, if $\hat{L}_k$ is a periodic function of $k$ then $\mathcal{G}_k$ also is. In these conditions, the contribution from the boundary of BZ vanishes, and therefore it follows that $\frac{\partial \mathcal{C}}{\partial \alpha} = 0$.

But since $\mathcal{C}_{\alpha=0}$ is an integer (because by hypothesis $\hat{L}_k(0)$ is Hermitian) it follows that $\mathcal{C} = \mathcal{C}_{\alpha=1}$ also is. Therefore, the gap Chern number is an integer totally insensitive to any possible non-Hermitian deformation that does not close the band-gap; this property unveils the topological nature of non-Hermitian platforms.
In summary, if the operators $\hat{L}_k$ guarantee that the integral in Eq. (9) vanishes (e.g., if $\hat{L}_k$ is periodic) and if $\hat{L}_k$ may be regarded as a deformation of some Hermitian system then $\mathcal{C}$ is a topological integer.

### C. Berry potential and Berry curvature

The approach of the previous subsection is rather powerful and relies on the well established topological properties of Hermitian systems. It is instructive to prove that the gap Chern number is an integer following a different path, namely by diagonalizing the Green function operator. This second method is related to the theory of Ref. [14] and enables us to introduce in a natural manner the notions of Berry potential and curvature for non-Hermitian systems.

To begin with, it is convenient to define $\hat{g} = \hat{M}_g^{1/2} \hat{L}_k \hat{M}_g^{-1/2}$. From Eq. (6) it is seen that $\hat{L}_k \cdot \mathcal{Q}_{nk} = \omega_{nk} \mathcal{Q}_{nk}$ with $\mathcal{Q}_{nk} = \mathcal{M}_g^{1/2} \cdot \mathcal{Q}_{nk}$ the eigenvectors of $\hat{L}_k$. It will be assumed throughout that the $\mathcal{Q}_{nk}$ are ordered in such a way that the filled bands correspond to the indices $n = 1, 2, \ldots N_F$, and the empty bands to the indices $n = N_F + 1, \ldots$, with $N_F$ the number of filled bands.

When $\hat{L}_k$ is Hermitian the spectral theorem guarantees that its eigenfunctions $\mathcal{Q}_{nk}$ form a complete set of the relevant vector space. However, for general non-Hermitian operators, e.g., when the operator has exceptional points [10, 38], this property does not necessarily hold. Here, we focus on the class of “diagonalizable” operators $\hat{L}_k$ whose eigenfunctions span the entire space, even when $\hat{L}_k$ is non-Hermitian. For example, a $\hat{L}_k$ that is a sufficiently weak perturbation of a Hermitian operator must have that property.
The operator $\hat{\mathcal{L}}_k$ can thus be represented by a diagonal matrix $\Omega_k = \left[ \omega_{nk} \delta_{m,n} \right]_{m,n=1,2,...}$ with respect to the basis determined by $\mathcal{Q}_{nk}$. It is convenient to introduce a fixed (but otherwise arbitrary) basis of the relevant vector space, $\mathbf{e}_1, \mathbf{e}_2, ...$, with elements independent of the wave vector. Let $S_k$ be the matrix with the coordinates of $\mathcal{Q}_{nk}$ in the basis $\mathbf{e}_1, \mathbf{e}_2, ...$ (specifically, the first column of $S_k$ has the coordinates of $\mathcal{Q}_{nk}$ in the $\mathbf{e}_n$ basis, etc). Then, $\hat{\mathcal{L}}_k$ is represented by the matrix $S_k \cdot \Omega_k \cdot S_k^{-1}$ in the $\mathbf{e}_n$ basis. Evidently, the matrix $S_k$ depends on the considered eigenfunctions $\mathcal{Q}_{nk}$, which are normalized arbitrarily (both in amplitude and phase). Thus, $S_k$ is gauge dependent.

Using the proposed matrix representation of $\hat{\mathcal{L}}_k$ it is proven in Appendix B that $C$ can be written as:

$$C = \frac{1}{2\pi} \int_{B.Z.} d^2k \, \hat{\mathbf{z}} \cdot (\nabla_k \times \mathcal{A}_k) = \frac{1}{2\pi} \int_{B.Z.} d^2k \, (\partial_1 \mathcal{A}_1 - \partial_2 \mathcal{A}_2),$$

(10)

where by definition $\mathcal{A}_k = \text{Tr} \left\{ S_k^{-1} \cdot \partial_1 S_k \cdot \mathbf{1}_F \right\}$ is the Berry potential. Here, $\mathbf{1}_F = \sum_{\text{re} \{ n_k \}} \mathbf{\hat{u}}_n \otimes \mathbf{\hat{u}}_n$ represents a diagonal matrix (independent of the wave vector) with diagonal elements identical to "1" for $n = 1, 2, ..., N_F$ (the filled bands) and equal to zero otherwise. It should be noted that $\mathcal{A}_k$ is generally complex-valued. We will see below that $C$ given by Eq. (10) is necessarily a real-number, and hence it is possible to take $\mathcal{A}_k = \text{Re} \left\{ \text{Tr} \left\{ S_k^{-1} \cdot \partial_1 S_k \cdot \mathbf{1}_F \right\} \right\}$ without affecting the value of $C$. It can be shown that the latter definition of $\mathcal{A}_k$ is consistent with that of Ref. [14].

-14-
Clearly, when \( S_k \) is globally defined as a smooth periodic function over \( BZ \) the Stokes theorem implies that the gap Chern number vanishes. Hence, similar to the Hermitian case [27, 36], a nontrivial \( \mathcal{C} \) indicates the impossibility of choosing a globally defined smooth basis of eigenfunctions \( \mathcal{Q}_{nk} \), and implies that there is an obstruction to the application of the Stokes theorem to the entire wave vector domain.

As usual, the Berry potential is gauge dependent. For example, a gauge transformation of the form \( \mathcal{Q}_{nk} \rightarrow \alpha_{nk} e^{i\theta_{nk}} \mathcal{Q}_{nk} \), with \( \alpha_{nk} > 0 \) an amplitude factor and \( \theta_{nk} \) a phase factor, leads to a different \( S_k \), and thereby to a different Berry potential. It is shown in Appendix A, that for two generic bases of eigenfunctions \( \mathcal{Q}_{nk} \) and \( \mathcal{Q}_{nk}' \) the corresponding Berry potentials are linked by:

\[
\mathcal{A}_k' = \mathcal{A}_k + \partial_k \left( i \ln g_k \right),
\]

(11)

with \( g_k \) some smooth (single-valued) function of \( k \) (in the domain wherein both \( \mathcal{Q}_{nk} \) and \( \mathcal{Q}_{nk}' \) are smooth). In particular, it follows that the Berry curvature \( \mathcal{F}_k = \hat{z} \cdot (\mathcal{V}_k \times \mathcal{A}_k) \) is gauge invariant also for non-Hermitian operators.

In order to demonstrate that \( \mathcal{C} \) is really an integer, we mimic the arguments of Ref. [36]. For simplicity, it is supposed that there is some globally defined smooth basis of eigenvectors, \( \mathcal{Q}_{nk} \), except at a finite number of singular points \( (k_{s,i}) \) in the BZ. Then, using Stokes theorem in Eq. (10), it follows that the gap Chern number can be written as a line integral of the Berry potential around the singular points:

\[
\mathcal{C} = -\frac{1}{2\pi} \sum_i \oint_{C_i} \mathcal{A}_k \cdot dl.
\]

Here, \( C_i \) is a circle of infinitesimal radius centered at \( k_{s,i} \). The contribution of each singular point is necessarily an integer. The reason is that it is possible to pick another
gauge $\mathcal{Q}_{\mathbf{Q}'}_{\mathbf{k}}$ that is smooth in the vicinity of $\mathbf{k}_{s,i}$. The corresponding Berry potential is linked to $\mathbf{A}_{\mathbf{k}}$ as in Eq. (11). The line contour of $\mathbf{A}'_k$ around circle of infinitesimal radius vanishes because $\mathbf{A}'_k$ is a smooth function. Therefore, $\oint_{C_i} \mathbf{A}'_k \cdot d\mathbf{l} = \oint_{C_i} \partial_k (i \ln g_k) \cdot d\mathbf{l} = 2\pi n$, for some integer $n$. The latter identity follows from the fact that the logarithm is a multi-valued function with the different branches differing by $i2\pi n$ (note that $g_k$ is continuous over $C_i$ but $\ln g_k$ may not be). This confirms that $C'$ given by Eq. (8) is really a topological integer for non-Hermitian systems.

The previous analysis assumes that the Hamiltonian is diagonalizable. However, the conclusion that $C'$ is an integer can be readily extended to non-diagonalizable Hamiltonians that are smooth deformations ($\mathbf{L}'_k = \mathbf{L}'_k (\alpha)$) of any diagonalizable (possibly non-Hermitian) Hamiltonian. Indeed, provided the band-gap is not closed by the transformation $\mathbf{L}'_k (\alpha)$ the theory of Sect. II.B implies that $\partial C'/\partial \alpha = 0$. Thus, the developed theory guarantees that for a wide class of Hamiltonians with exceptional points [10, 38] $C'$ given by Eq. (8) must be an integer number.

**D. Systems described by linear differential-equations**

Let us now focus on problems where $\mathbf{L}'_k$ and $\mathbf{M}'_g$ are differential operators of the form $\mathbf{L}'_k = \mathbf{L}'_k (\mathbf{r}, -i\nabla)$ and $\mathbf{M}'_g = \mathbf{M}'_g (\mathbf{r})$ that act on functions defined over some volumetric region of interest (denoted in the following by “cell”). In this context, it is convenient to trace out the degrees of freedom associated with the spatial coordinates. This can be done considering a basis of kets $|\mathbf{r}\rangle$ normalized such that $\langle \mathbf{r} | \mathbf{r}'\rangle = \delta (\mathbf{r} - \mathbf{r}')$,  
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so that $1 = \int d^3 r \langle r | r \rangle$. Then, the trace operator is of the form 

$$\text{Tr} \{ \ldots \} = \int d^3 r \text{tr} \{ \langle r | \ldots | r \rangle \}$$

where $\text{tr} \{ \ldots \}$ is the trace over degrees of freedom unrelated to the spatial coordinates (e.g., associated with the polarization of the electromagnetic field). Introducing $\mathcal{G}_k (r, r', \omega) = \langle r | \mathcal{G}_k | r' \rangle$ it can be shown that Eq. (8) reduces to:

$$C = \frac{1}{(2\pi)^2} \int d^3 k \int d\omega \int dV dV' \text{tr} \left\{ \partial_2 \hat{L}_k \cdot \mathcal{G}_k (r, r', \omega) \right\} \left[ \partial_1 \hat{L}_k \cdot \partial_\omega \mathcal{G}_k (r', r, \omega) \right]. \quad (12)$$

To obtain the above formula we used $\langle r | \partial_\omega \mathcal{G}_k^{-1} | r' \rangle = -i \delta (r - r') \partial_1 \hat{L}_k (r', -i \nabla')$ and $1 = \int d^3 r \langle r | r \rangle$. The gradient operator of $\partial_1 \hat{L}_k$ acts exclusively on the $r'$ coordinate of $\partial_\omega \mathcal{G}_k (r', r)$, whereas the gradient operator of $\partial_2 \hat{L}_k$ acts on the $r$ coordinate of $\mathcal{G}_k (r, r')$.

From Eq. (7) one has $(\hat{L}_k - \mathbf{M}_E \omega) \mathcal{G}_k = i1$ and thereby $\mathcal{G}_k (r, r', \omega)$ is the Green function of the system, i.e., the solution of:

$$(\hat{L}_k (r, -i \nabla) - \mathbf{M}_E (r) \omega) \cdot \mathcal{G}_k (r, r', \omega) = i1 \delta (r - r'). \quad (13)$$

Typically, $\mathcal{G}_k (r, r', \omega)$ is a finite dimension matrix and thereby the $\text{tr} \{ \ldots \}$ operator in Eq. (12) is the standard matrix trace operator.

**IV. Application to Photonic Systems**

It is straightforward to apply the developed ideas to non-Hermitian photonic platforms. Our analysis is focused on lossy systems (all the materials are passive), but the formalism can be extended in a trivial manner to systems with gain elements (with active materials).
We follow the notations of our previous works [26, 36], so that the frequency-domain source-free Maxwell’s equations can be written in the compact form as

\[ \hat{N} \cdot \mathbf{f} = \omega \mathbf{M}(\mathbf{r}, \omega) \cdot \mathbf{f} \]  

with \( \mathbf{f} = (\mathbf{E} \quad \mathbf{H})^T \) the electromagnetic field (represented by a six-vector), \( \mathbf{M}(\mathbf{r}, \omega) \) is the material matrix, and \( \hat{N} \) is a differential operator defined by

\[ \hat{N}(-i\nabla) = \begin{pmatrix} \mathbf{0} & i\nabla \times \mathbf{1}_{3\times3} \\ -i\nabla \times \mathbf{1}_{3\times3} & \mathbf{0} \end{pmatrix}, \]

with \( \mathbf{1}_{3\times3} \) the identity matrix of dimension three. For example, for standard non-magnetic media the material matrix is of the form

\[ \mathbf{M} = \begin{pmatrix} \varepsilon_0 \varepsilon & \mathbf{0} \\ \mathbf{0} & \mu_0 \mathbf{1}_{3\times3} \end{pmatrix}. \]

Without loss of generality, we focus on the case wherein all the poles of the material matrix lie either on the real axis or in the lower-half complex plane (passive material). Similar to the lossless case [26, 36, 39, 40, 41], it is shown in Appendix C that when the material matrix is a meromorphic function of frequency the electrodynamics of a dispersive lossy system can always be reduced to a standard Schrödinger-type time-evolution problem. In such a framework, the state vector is of the form \( \mathbf{Q} = \left( \mathbf{f} \quad \mathbf{Q}^{(1)} \quad \ldots \right)^T \). The first component of \( \mathbf{Q} \) determines the electromagnetic fields \( \mathbf{f} \); the remaining components (\( \mathbf{Q}^{(\alpha)} \)) are related to the internal degrees of freedom of the materials. The eigenmodes of the generalized problem are the solutions of

\[ \hat{L}(\mathbf{r}, -i\nabla) \cdot \mathbf{Q} = \omega \mathbf{M}_g(\mathbf{r}) \cdot \mathbf{Q}. \]

The operators \( \hat{L} \) and \( \mathbf{M}_g \) can be explicitly written as a function of the original material matrix, as detailed in the Appendix C. The topological classification of a photonic system is based on the generalized eigenvalue problem (15).
A. Periodic systems

As a first example, we consider periodic (fully three-dimensional) waveguide-type photonic crystals, such that the material matrix is periodic in the coordinates $x$ and $y$:

\[ M(x + a_1, y, z) = M(x, y, z) = M(x, y + a_2, z). \]

Furthermore, the system is assumed to be closed along the $z$-direction, e.g., it can be terminated with metallic plates placed at $z = 0$ and $z = d$ (bottom and top walls, respectively), or with any other boundary conditions that force the waves to flow along directions parallel to the $xoy$ plane. There is a common misconception that the Chern topological classification only applies to two-dimensional systems. This is not correct. Generally speaking, the space dimension can be arbitrary (greater or equal than two), but the wave propagation should be constrained to directions parallel to some plane (e.g., the $xoy$ plane). In these conditions, the electromagnetic modes can be classified as Bloch waves labeled by a two-dimensional wave vector $\hat{k} = k_x \hat{x} + k_y \hat{y}$, even if the space dimension exceeds 2. For a 3D waveguide-type photonic crystal the Bloch waves correspond to waveguide modes that propagate in the region delimited by the top and bottom walls.

Let $Q_{nk}(r)$ be the envelope of a generic (Bloch) waveguide mode ($Q = Q_{nk} e^{i k r}$) associated with the eigenfrequency $\omega_{nk}$. From Eq. (15) it readily follows that $Q_{nk}$ satisfies the general Eq. (6) with

\[ \hat{L}_k(r, -i \nabla) \equiv \hat{L}(r, -i \nabla + k). \quad (16) \]

Even though $\hat{L}_k$ is not periodic (it is typically linear in $k$) the topological classification remains feasible [42]. In particular, when the photonic system has a full photonic band gap in some vertical strip of the complex plane, the corresponding gap Chern number can
be evaluated using Eq. (12) with the Green function $G_k(r, r', \omega)$ defined as in Eq. (13) and BZ the photonic crystal Brillouin zone. The Green function $G_k(r, r', \omega)$ satisfies periodic boundary conditions over (the lateral walls) of a unit cell. In a band-gap the non-Hermitian waveguide does not support any guided mode with a real-valued wave vector.

For media without spatial dispersion $\hat{L}_k$ is linear in $k$, and thereby the operators $\partial_i \hat{L}_k$ are independent of the wave vector (and of the $\nabla$ operator). Furthermore, in such conditions $\partial_i \hat{L}_k$ only acts on the electromagnetic degrees of freedom ($f$). Therefore, the gap Chern number can be written in terms of the “electromagnetic component”, $\overline{G}_k$, of the Green function $G_k(r, r', \omega)$. Specifically, similar to our previous article [26], it can be shown that:

$$C = \frac{1}{(2\pi)^2} \iint_{BZ} d^2k \int_{\omega_{\text{gap}}^{\text{inc}}} d\omega \int dV dV' \text{tr} \left\{ \partial_2 \hat{N} \cdot \overline{G}_k(r, r', \omega) \cdot \partial_1 \hat{N} \cdot \partial_\omega \overline{G}_k(r', r, \omega) \right\} . \quad (17)$$

In the above, $\partial_i \hat{N}$ ($i=1,2$) stands for the constant matrix

$$\begin{pmatrix} 0 & -\hat{u}_i \times 1_{3\times3} \\ \hat{u}_i \times 1_{3\times3} & 0 \end{pmatrix}$$

with $\hat{u}_i = \hat{x}$ and $\hat{u}_2 = \hat{y}$. The Green function $\overline{G}_k$ corresponds to the $6 \times 6$ upper-block of $G_k$, and it can be shown that it satisfies:

$$\hat{N}(-i\nabla + k) \cdot \overline{G}_k(r, r', \omega) = \omega M(r, \omega) \cdot \overline{G}_k(r, r', \omega) + i\delta(r-r') , \quad (18)$$

subject to periodic boundary conditions in a unit cell. Importantly, $\overline{G}_k$ only depends on the electromagnetic degrees of freedom of the problem and on the dispersive material matrix. Thus, the gap Chern number can be found directly from the photonic Green function [26], even for non-Hermitian systems. In Appendix D, it is shown that Eq. (17) agrees with the result of Ref. [26].
In summary, the theory of Ref. [26] was extended to non-Hermitian systems. The final result is unmodified: the gap Chern number is expressed exactly by the same formulas as in the Hermitian case. Nevertheless, different from the case of Hermitian systems [26] the domain of integration in Eq. (17) (over a line parallel to the imaginary frequency axis) cannot be reduced to a semi-straight line in the upper-half frequency plane because the presence of loss breaks the mirror symmetry with respect to the real-frequency axis.

The gap Chern number \( \mathcal{C} \) includes the contribution of all bands below the gap, including the negative frequency bands. For completeness, we note that the topological charge associated with only the positive frequency bands is given by

\[
\mathcal{C}_+ = \frac{1}{(2\pi)^3} \int d^2k \int_{cell} dVdV' \left[ \int_{\epsilon_{00}^{+\omega}}^{\epsilon_{00}^{-\omega}} d\omega - \int_{\epsilon_{00}^{+\omega}}^{\epsilon_{00}^{-\omega}} d\omega \right]
\]

where the integrand (i.e., the term inside brackets) is the same as in Eq. (17). Possible poles on the imaginary frequency axis should be avoided by deforming slightly the integration contour so that it is contained in the semi-plane \( \text{Re}\{\omega\} > 0 \). The total topological charge of the negative frequency bands may be nonzero [26]. This happens, for example, when the nonreciprocal response is so strong in the static limit that it leads to an exchange of topological charge between the positive and negative frequency bands [43, 44]. Thus, in general, the two Chern numbers are different \( \mathcal{C} \neq \mathcal{C}_+ \). The most relevant quantity is \( \mathcal{C} \) not \( \mathcal{C}_+ \): the bulk-edge correspondence links the gap Chern number with the net number of unidirectional edge-states, with the gap Chern number understood as the sum of the Chern numbers of all the individual bands below the gap [31].
B. Continuum case

In the continuum case, the operators $\hat{L}$ and $\mathbf{M}_g$ are independent of all the spatial coordinates. Hence, for plane wave type solutions ($\mathbf{Q} = \mathbf{Q}_{ak} e^{ikr}$) Eq. (15) reduces to a generalized matrix eigenvalue problem, $\hat{L}(\mathbf{k}) \cdot \mathbf{Q}_{ak} = \omega \mathbf{M}_g \cdot \mathbf{Q}_{ak}$, with $\mathbf{Q}_{ak}$ a constant vector. The topological classification is done using $\hat{L}_k = \hat{L}(\mathbf{k})$ directly in Eq. (8) and taking the set BZ as the entire wave vector space:

$$C = \frac{-1}{2\pi} \int \frac{d^2k}{a_{\text{per}}^2 \omega} \int d\omega \text{Tr} \{ \hat{\partial}_1 \hat{L}_k \cdot \hat{G}_k \cdot \hat{L}_k \cdot \hat{\partial}_2 \hat{G}_k \},$$

(19)

where $\hat{G}_k(\omega) = i \left( \hat{L}_k - \mathbf{M}_g \omega \right)^{-1}$ is a matrix.

As already discussed in Sect. II, in order that $C$ is really topological it is necessary to enforce a high-frequency spatial-cut off in the electromagnetic response [26, 36]. It can be checked that $C$ can be written in terms of the photonic Green function $\overline{G}_k(\omega) = i \left[ \hat{N}_k(\mathbf{k}) - \omega \mathbf{M}(\mathbf{k}, \omega) \right]^{-1}$ as in Eq. (34) of Ref. [26], which thereby remains valid for non-Hermitian photonic systems. Furthermore, for a generic electromagnetic continuum with a high-frequency cut-off the Chern number can be computed using Eq. (41) of Ref. [26], even in presence of material loss. In particular, Eq. (5) of Sect. II (Eq. (43) of Ref. [26]) gives the gap Chern numbers of a non-Hermitian electric gyrotropic material.

V. Edge states

In regular Hermitian topological systems, the “bulk edge correspondence” establishes a precise link between the Chern numbers of two topological materials and the number of
edge states supported by a material interface [7, 10, 31, 37, 45, 46, 47]. An illuminating proof of the bulk edge correspondence was recently obtained relying on a link between topological photonics and fluctuation-electrodynamics [31]. Remarkably, it turns out that the thermal (quantum) fluctuation induced light angular momentum spectral density is precisely quantized in a closed topological cavity and that its quantum is precisely the photonic Chern number of the bulk region [31, 48]. The nontrivial angular momentum of thermal light in a closed cavity is due to the circulation of electromagnetic energy in closed orbits. This effect may occur in nonreciprocal photonic systems in thermal equilibrium with a large reservoir [49-51]. The proof of the “bulk edge correspondence” in Ref. [31] relies on the assumption that the material loss is vanishingly small, so that the system dynamics is effectively Hermitian.

Recently, there has been some controversy about the application of the bulk edge correspondence to non-Hermitian systems [10, 15, 16, 17, 19]. Several articles have underlined that the spectrum of a non-Hermitian system with periodic-type boundaries may differ dramatically from the spectrum of the same system with “opaque-type” boundaries (typically referred to as “open” boundaries in the condensed matter literature), i.e., with boundaries that are impenetrable by the wave [10, 15, 16]. Furthermore, some non-Hermitian systems terminated with opaque-type boundaries can have all the states anomalously localized at the boundary, and thereby the closed system states are apparently disconnected from the (Bloch) extended states of the associated periodic system. This property is known as the “non-Hermitian skin effect” [10, 16]. To overcome this problem, a non-Bloch bulk-boundary correspondence was recently developed in
Refs. [16, 17, 18], relying on topological invariants defined in a generalized Brillouin zone with a complex-valued wave vector.

In contrast, here we show that –consistent with the standard bulk-edge correspondence– the spectrum of non-Hermitian Chern-type topological insulators described by linear differential-equations as in Sect. III.D with \( \hat{L}_k \) as in Eq. (16) (e.g., lossy photonic crystals) becomes gapless when the topological material is surrounded by opaque-type walls.

To begin with, we note that similar to our previous article [31] the gap Chern number integral in Eq. (12) can be written in terms of the Green function \( \mathcal{G} \) of a cavity that encompasses many unit cells of the photonic crystal as follows (see Appendix D for the details and for the exact definition of \( \mathcal{G} \)):

\[
\mathcal{C} = \lim_{\omega \to \infty} \frac{1}{A_{\text{tot}}} \int_{\hat{a} + i\epsilon}^{\hat{a} - i\epsilon} d\omega \int dV dV' \left[ \text{tr} \left( \left[ \partial_z \hat{L} \cdot \mathcal{G}(r, r', \omega) \right] \left[ \partial_{r'} \hat{L} \cdot \partial_{r'} \mathcal{G}(r', r, \omega) \right] \right) \right].
\] (20)

Here, \( A_{\text{tot}} \) is the area of the cavity cross-section parallel to the \( xoy \)-plane, which should be large enough so that the discrete spectrum of the cavity approaches the continuum result. The Green function \( \mathcal{G} \) satisfies periodic boundary conditions at the cavity walls. The volume integrals are over the entire cavity domain.

The key argument is that the integral in Eq. (20) depends critically on the boundary conditions imposed on the cavity walls [31]. Specifically, in Appendix E it is demonstrated that when the Green function satisfies opaque-type boundary conditions (e.g., for a perfect electric conductor – PEC – boundary) the value of \( \mathcal{C} \) calculated with Eq. (20) vanishes. At first sight this result is at odds with the fact that Eq. (20) gives the gap Chern number when the boundary conditions are taken as periodic. Indeed, in a band-
gap (i.e., in a vertical strip of the complex frequency plane wherein the bulk region does not support photonic states) the Green function calculated for source \((\mathbf{r}'')\) and observation \((\mathbf{r})\) points interior to the cavity must be nearly independent of the boundary conditions imposed on the cavity walls. Note that the Green function \(\mathcal{G}(\mathbf{r}, \mathbf{r}', \omega)\) must decay exponentially with \(|\mathbf{r} - \mathbf{r}'|\) in the bulk region due to the absence of states with a real-valued wave vector.

The only sensible explanation for the critical dependence of the integral (20) on the boundary conditions (periodic vs. opaque) is that the spectrum becomes gapless for opaque-type boundaries, i.e., the opaque boundaries must close the band-gap and lead to the emergence of edge states at the cavity walls [31]. This property suggests that the standard bulk-edge correspondence holds for non-Hermitian systems described by linear differential-equations. A more detailed discussion of the bulk-edge correspondence in non-Hermitian systems is left for future work.

In the following, we illustrate the application of the bulk edge correspondence to an interface \((y = 0)\) between a gyrotropic material with \(\omega_b = 0.8\omega_p\) (in the semi-space \(y > 0\)) and a perfect electric conductor. The spatial cut-off of the gyrotropic material is taken equal to \(k_{\text{max}} = 10\omega_p/c\) and the edge states are computed using the formalism of Ref. [37]. Figure 4 represents the edge states dispersion \(\omega = \omega(k_x)\) for \(k_x\) real-valued and topological materials with collision frequency \(\Gamma = 0.5\omega_p\) or \(\Gamma = 0\). For simplicity, only the positive-frequency modes (with \(\omega' > 0\)) are shown. Figure 4a depicts the real part of the edge states natural frequency \((\omega' = \omega'(k_x))\) while Fig. 4b shows the imaginary part of the natural frequency \((\omega'' = \omega''(k_x))\) for \(\Gamma = 0.5\omega_p\). For comparison, the dispersion of
the bulk states of the gyrotropic material with $\Gamma = 0.5\omega_p$ is also represented in Fig. 4a (solid black lines). Consistent with the bulk-edge correspondence principle, the edge states dispersion (dot-dashed green lines in Fig. 4a) span entirely the two positive frequency band gaps.

Fig. 4 Dispersion of the complex edge states supported by an interface of a gyrotropic material and a perfect electric conductor. (a) Real part of the edge wave oscillation frequency as a function of $k_z$. The figure only shows the edge-state dispersions in the band-gaps. Dashed blue lines: $\Gamma = 0$ (lossless gyrotropic medium). Dot-dashed green lines: $\Gamma = 0.5\omega_p$ (lossy gyrotropic medium). The solid black lines represent the dispersion ($\omega'$ vs. $k_z$) of the lossy gyrotropic bulk medium; the gray dashed horizontal lines delimit the corresponding band-gaps. (b) Imaginary part of the edge wave oscillation frequencies as a function of $k_z$ for the case $\Gamma = 0.5\omega_p$. The parameters of the gyrotropic material are $\omega_b = 0.8\omega_p$ and $k_{\text{max}} = 10\omega_p / c$.

Figure 5 show the locus of the edge states natural frequencies ($\omega = \omega(k_z)$ with $k_z$ real-valued) in the complex plane (dashed green lines). This alternative representation further highlights that the edge states span the entire gap (i.e., the vertical strips of the complex plane with no bulk modes) and finally merge with the locus of the bulk-material natural frequencies (black curves) in the complex plane. Note that similar to the example
of Sect. II, the low frequency gap has topological number \(-1\), while the high-frequency gap has topological number \(+1\). Thus, the bulk edge correspondence predicts correctly the number of edge states in the complex-frequency gaps.

Fig. 5 Locus of the edge states (dashed green lines) and of the bulk modes (black solid lines) of the gyrotropic material in the complex-frequency plane for the example of Fig. 4 with \(\gamma = 0.5\omega_p\). The figure only shows the positive-frequency part of the spectrum.

VI. Summary

We developed a gauge-independent Green function formalism to calculate the topological invariants of non-Hermitian (fermionic or bosonic) systems, with a focus on photonic platforms. Our analysis shows that the standard Green function methods developed for topological Hermitian systems [26-30] can be extended in a straightforward manner to non-Hermitian platforms, and makes clear that the band gaps in the complex frequency plane must be understood as the regions wherein the system Green function is analytic (e.g., vertical strips of the complex plane that separate the complex eigenfrequencies into two disjoint sets). The Chern number may be found by
integrating the Green function along a curve lying in the band-gap that separates the relevant bands in the complex-frequency plane. Furthermore, it was shown that similar to the Hermitian case, the Chern number integral can be expressed in terms of the Green function of a large cavity, and that its value is highly sensitive to the boundary conditions (periodic vs. opaque) imposed on the cavity walls. This property implies that the spectrum of a large topological cavity terminated with opaque-type walls must be gapless. Thus, our analysis suggests that the standard bulk-edge correspondence remains valid in non-Hermitian systems described by linear differential-equations, i.e., that the number of edge-states can be linked to the Chern invariant.

Using the developed theory we characterized the topological phases of electromagnetic continua. In particular, it was shown that magnetized electric plasmas retain their topological properties even in the presence of strong material loss, and that topological edge states with complex-valued frequencies emerge at the interface of the magnetized plasma and a metal wall.

To conclude, it is relevant to note that while in the Hermitian case the photonic Chern number can be understood as the quantum of the fluctuation-induced angular momentum [31, 48], it is not obvious how to generalize such a result to topological platforms with strong material loss. The main obstacle is that different from the Hermitian case [26], for lossy systems the Chern number integral (17) cannot be expressed as an integral over a semi-infinite straight line contained in the upper-half frequency plane. Thereby, it does not seem possible to link the thermal (quantum) fluctuation induced angular momentum of a topological non-Hermitian cavity with the Chern number of the bulk region. The
physical meaning of the Chern number of photonic platforms with strong material absorption remains thus an open problem.
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Appendix A: Effect of perturbations on the gap Chern number

In this Appendix, we calculate $\alpha \frac{\partial}{\partial \alpha}$ (Eq. (9) of the main text) with the gap Chern number given by Eq. (8), and $\alpha$ some parameter associated with a deformation of the system Hamiltonian ($\bar{\partial}_\alpha = \partial / \partial \alpha$). Our analysis extends a result reported in [27, p. 166] to non-Hermitian systems.

To begin with, we note that $\partial_\alpha \mathcal{C}_k = -\mathcal{G}_k \cdot \partial_\alpha \mathcal{G}_k^{-1} \cdot \mathcal{G}_k$ and hence Eq. (8) may be rewritten as:

$$\mathcal{C} = -\frac{1}{(2\pi)^3} \int_{B.Z.} \int_{\omega = \epsilon} d^2 \mathbf{k} \int_{\omega = -\epsilon}^{+\epsilon} d\omega \text{Tr} \left\{ \mathcal{G}_k \cdot \partial_\alpha \mathcal{G}_k^{-1} \cdot \partial_\alpha \mathcal{G}_k^{-1} \cdot \partial_\alpha \mathcal{G}_k^{-1} \right\}. \quad (A1)$$

By integrating by parts in frequency Eq. (8), it is seen that exchanging the indices “1” and “2” flips the sign of the integral. From this property, it follows the Chern number is given by the symmetrized formula:

$$\mathcal{C} = \frac{1}{(2\pi)^3} \int_{B.Z.} \int_{\omega = \epsilon} d^2 \mathbf{k} \int_{\omega = -\epsilon}^{+\epsilon} d\omega \varepsilon^{ijl} \text{Tr} \left\{ \mathcal{G} \cdot \partial_\alpha \mathcal{G}^{-1} \cdot \mathcal{G} \cdot \partial_\alpha \mathcal{G}^{-1} \cdot \mathcal{G} \cdot \partial_\alpha \mathcal{G}^{-1} \right\}. \quad (A2)$$

Here, $\varepsilon^{ijl}$ is the Levi-Civita symbol and the summation over $i, j, l \in \{0, 1, 2\}$ is implicit. Furthermore, by definition $\partial_0 = \partial_\alpha$ and to clean up the notations we dropped the index $\mathbf{k}$. 
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Let us now suppose that the Hamiltonian varies continuously with some generic parameter $\alpha$, so that the operator $\mathcal{G} = \mathcal{G}(\alpha)$, and thereby also the Chern number, can be regarded as functions of $\alpha$. The gap frequency $\omega_{\text{gap}}$ is fixed and should lie in a complete band-gap (vertical strip of the complex plane with no eigenfrequencies), independent of the value of $\alpha$. From $\partial_{\alpha} \mathcal{G}^{-1} = -\mathcal{G}^{-1} \cdot \partial_{\alpha} \mathcal{G} \cdot \mathcal{G}^{-1}$ we find that:

$$
\partial_{\alpha} \left( \mathcal{G} \cdot \partial_{\alpha} \mathcal{G}^{-1} \right) = -\mathcal{G} \cdot \partial_{\alpha} \mathcal{G}^{-1} \partial_{\alpha} \mathcal{G} \cdot \mathcal{G}^{-1} - \partial_{\alpha} \mathcal{G} \cdot \mathcal{G}^{-1}.
$$
(A3)

Using the cyclic property of the trace, it is straightforward to show that the derivative with respect to $\alpha$ of a generic term of the integrand of Eq. (A2) is:

$$
\partial_{\alpha} \text{Tr} \left\{ \left( \mathcal{G} \cdot \partial_{i} \mathcal{G}^{-1} \right) \cdot \left( \mathcal{G} \cdot \partial_{j} \mathcal{G}^{-1} \right) \cdot \left( \mathcal{G} \cdot \partial_{l} \mathcal{G}^{-1} \right) \right\} = -\sum_{\{\mu,\nu,\sigma\} \neq \{i,j,l\}, \{j,i,l\}, \{i,j,l\}} \text{Tr} \left\{ \left( \partial_{\mu} \mathcal{G} \cdot \mathcal{G}^{-1} \right) \cdot \left( \mathcal{G} \cdot \partial_{\nu} \mathcal{G}^{-1} \right) \cdot \left( \mathcal{G} \cdot \partial_{\sigma} \mathcal{G}^{-1} \right) \right\} - \sum_{\{\mu,\nu,\sigma\} \neq \{i,j,l\}, \{j,i,l\}, \{i,j,l\}} \text{Tr} \left\{ \left( \partial_{\mu} \mathcal{G} \cdot \mathcal{G}^{-1} \right) \cdot \left( \mathcal{G} \cdot \partial_{\nu} \mathcal{G}^{-1} \right) \cdot \left( \mathcal{G} \cdot \partial_{\sigma} \mathcal{G}^{-1} \right) \right\}.
$$
(A4)

The sums are over 3 terms: $(i,j,l)$, $(j,i,l)$ and $(l,i,j)$. From here it follows that:

$$
\partial_{\alpha} \text{Tr} \left\{ \left( \mathcal{G} \cdot \partial_{i} \mathcal{G}^{-1} \right) \cdot \left( \mathcal{G} \cdot \partial_{j} \mathcal{G}^{-1} \right) \cdot \left( \mathcal{G} \cdot \partial_{l} \mathcal{G}^{-1} \right) \right\} = -\sum_{\{\mu,\nu,\sigma\} \neq \{i,j,l\}, \{j,i,l\}, \{i,j,l\}} \partial_{\mu} \text{Tr} \left\{ \left( \partial_{\mu} \mathcal{G} \cdot \mathcal{G}^{-1} \right) \cdot \left( \mathcal{G} \cdot \partial_{\nu} \mathcal{G}^{-1} \right) \cdot \left( \mathcal{G} \cdot \partial_{\sigma} \mathcal{G}^{-1} \right) \right\}.
$$
(A5)

Next, we differentiate both members of Eq. (A2) with respect to $\alpha$ and use the above result. Noting that $\sum_{i,j,l} \sum_{\{\mu,\nu,\sigma\} \neq \{i,j,l\}, \{j,i,l\}, \{i,j,l\}} a_{\mu\nu\sigma} = 3 \sum_{i,j,l} \epsilon_{ijl} a_{ijl}$ for arbitrary coefficients $a_{ijl}$, we are left with (the summation over all $i,j,l = 0,1,2$ is implicit):
\[ \partial_a \mathcal{C} = \frac{-1}{(2\pi)^2} \frac{1}{2} \int \text{d}^2k \int \text{d}\omega \epsilon^{ij} \left[ -\partial_i \text{Tr} \left\{ \partial_a \mathcal{G} \cdot \partial_j \mathcal{G}^{-1} \cdot \mathcal{G} \cdot \partial_i \mathcal{G}^{-1} \right\} + \text{Tr} \left\{ \left( \partial_a \mathcal{G} \cdot \mathcal{G}^{-1} \right) \cdot \partial_i \left[ \left( \mathcal{G} \cdot \partial_j \mathcal{G}^{-1} \right) \cdot \left( \mathcal{G} \cdot \partial_i \mathcal{G}^{-1} \right) \right] \right\} \right] \]  

(A6)

Now, we observe that

\[ \partial_i \left[ \left( \mathcal{G} \cdot \partial_j \mathcal{G}^{-1} \right) \cdot \left( \mathcal{G} \cdot \partial_i \mathcal{G}^{-1} \right) \right] = \left( \partial_i \mathcal{G} \cdot \partial_j \mathcal{G}^{-1} \cdot \mathcal{G} + \mathcal{G} \cdot \partial_j \mathcal{G}^{-1} \partial_i \mathcal{G} \right) \cdot \partial_i \mathcal{G}^{-1} + \left( \mathcal{G} \cdot \partial_j \mathcal{G}^{-1} \cdot \mathcal{G} \cdot \partial_i \mathcal{G} \right) \cdot \partial_i \mathcal{G}^{-1} \]

(A7)

Using \( \mathcal{G} \cdot \partial_j \mathcal{G}^{-1} \cdot \partial_i \mathcal{G} \cdot \mathcal{G}^{-1} = \partial_j \mathcal{G} \cdot \partial_i \mathcal{G}^{-1} \) we may further write:

\[ \partial_i \left[ \left( \mathcal{G} \cdot \partial_j \mathcal{G}^{-1} \right) \cdot \left( \mathcal{G} \cdot \partial_i \mathcal{G}^{-1} \right) \right] = \left( \partial_i \mathcal{G} \cdot \partial_j \mathcal{G}^{-1} + \partial_j \mathcal{G} \cdot \partial_i \mathcal{G}^{-1} \right) \cdot \mathcal{G} \cdot \partial_i \mathcal{G}^{-1} + \left( \mathcal{G} \cdot \partial_j \mathcal{G}^{-1} \cdot \mathcal{G} \cdot \partial_i \mathcal{G} \right) \cdot \partial_i \mathcal{G}^{-1} + \left( \mathcal{G} \cdot \partial_j \mathcal{G}^{-1} \cdot \mathcal{G} \cdot \partial_i \mathcal{G} \right) \cdot \partial_i \mathcal{G}^{-1} \]

(A8)

The first and second terms on the right-hand side are invariant under a permutation of the indices \( i,j \), whereas the third term is invariant under a permutation of the indices \( i,l \).

These properties imply that \( \sum_{i,j,l} \epsilon^{ij} \partial_i \left[ \left( \mathcal{G} \cdot \partial_j \mathcal{G}^{-1} \right) \cdot \left( \mathcal{G} \cdot \partial_i \mathcal{G}^{-1} \right) \right] = 0 \), and therefore the second term in the integrand of Eq. (A6) vanishes. This observation yields (restoring the \( k \) index) Eq. (9) of the main text, which is the desired result.

**Appendix B: The gap Chern number integral**

In the following, we derive Eq. (10) of the main text relying on the matrix representation \( \hat{\mathcal{L}}_k \rightarrow S_k \cdot \Omega_k \cdot S_k^{-1} \) of the operator \( \hat{\mathcal{L}}_k \).

To begin with, we note that from \( \hat{\mathcal{L}}_k = \mathbf{M}_g^{-1/2} \hat{\mathcal{L}}_g \mathbf{M}_g^{1/2} \) the Green function operator can be written as \( \mathcal{G}_k = \mathbf{M}_g^{-1/2} \tilde{\mathcal{G}}_g \mathbf{M}_g^{1/2} \) with \( \tilde{\mathcal{G}}_g = i \left( \hat{\mathcal{L}}_g - \omega \mathbf{1} \right)^{-1} \). Taking into account that \( \mathbf{M}_g \) is
independent of the wave vector and using the cyclic property of the trace operator \((\text{Tr}\{\mathbf{A} \cdot \mathbf{B}\} = \text{Tr}\{\mathbf{B} \cdot \mathbf{A}\})\) it can be easily checked that Eq. (8) still holds with \(\tilde{\mathcal{G}}_k\) in the place of \(\mathcal{G}_k\). Clearly, \(\tilde{\mathcal{G}}_k = i\left(\hat{L}_k - \omega \mathbf{I}\right)^{-1}\) is represented by the matrix \(\hat{L}_k \rightarrow iS_k \cdot (\Omega_k - \omega \mathbf{I})^{-1} \cdot S_k^{-1}\). Substituting this result into Eq. (8) (with \(\tilde{\mathcal{G}}_k\) in the place of \(\mathcal{G}_k\)) and noting that \((\Omega_k - \omega \mathbf{I})^{-1}\) is a diagonal matrix it is found that:

\[
\mathcal{C} = -\frac{1}{(2\pi)^2} \int_{B.Z.} d^2\mathbf{k} \int_{a_{\text{geo}}^{-\infty}}^{a_{\text{geo}}^{+\infty}} d\omega \text{Tr} \left[ S_k^{-1} \cdot \partial_i \tilde{\mathcal{G}}^{-1}_k \cdot S_k \cdot (\Omega_k - \mathbf{I}\omega)^{-1} \cdot S_k^{-1} \cdot \partial_i \tilde{\mathcal{G}}^{-1}_k \cdot S_k \cdot (\Omega_k - \mathbf{I}\omega)^{-2} \right]
\]

(B1)

Straightforward calculations show that \(iS_k^{-1} \cdot \partial_i \tilde{\mathcal{G}}^{-1}_k \cdot S_k = \left[ S_k^{-1} \partial_i S_k, \Omega_k \right] + \partial_i \Omega_k\) with \([\mathbf{A}, \mathbf{B}] = \mathbf{A} \cdot \mathbf{B} - \mathbf{B} \cdot \mathbf{A}\) the commutator of two operators. Hence, the gap Chern number may be written as:

\[
\mathcal{C} = \frac{1}{(2\pi)^2} \int_{B.Z.} d^2\mathbf{k} \int_{a_{\text{geo}}^{-\infty}}^{a_{\text{geo}}^{+\infty}} d\omega \text{Tr} \left[ \left( S_k^{-1} \cdot \partial_i S_k, \Omega_k \right) + \partial_i \Omega_k \right] \cdot (\Omega_k - \mathbf{I}\omega)^{-1} \cdot \left( S_k^{-1} \cdot \partial_i S_k, \Omega_k \right) \cdot (\Omega_k - \mathbf{I}\omega)^{-2}
\]

(B2)

The operator inside the trace can be written as a sum of four terms. The 3 terms that depend explicitly on \(\partial_j \Omega_k\) vanish. For example, the term \(\text{Tr} \left\{ \partial_i \Omega_k \cdot (\Omega_k - \mathbf{I}\omega)^{-1} \cdot \left[ S_k^{-1} \cdot \partial_i S_k, \Omega_k \right] \cdot (\Omega_k - \mathbf{I}\omega)^{-2} \right\}\) can be rewritten as (using the cyclic property of the trace and noting that the matrices \(\partial_j \Omega_k\) and \((\Omega_k - \mathbf{I}\omega)^{-m}\) are diagonal and hence commute) \(\text{Tr} \left\{ \partial_i \Omega_k \left[ S_k^{-1} \cdot \partial_i S_k, \Omega_k \right] \cdot (\Omega_k - \mathbf{I}\omega)^{-3} \right\}\). The only factor that
depends on frequency is \((\Omega_k - 1\omega)^3\). The integral 
\[
\int_{\omega_{\text{gap}}-\infty}^{\omega_{\text{gap}}+\infty} d\omega (\Omega_k - 1\omega)^3
\]
vanishes because the residues of all poles vanish. Thus, the considered term does not contribute to the Chern number. Hence, we are left with:

\[
\mathcal{C} = \frac{1}{(2\pi)^3} \int_{BZ} d^2k \int_{\omega_{\text{gap}}-\infty}^{\omega_{\text{gap}}+\infty} d\omega \text{Tr}\left\{ \left[ S_k^{-1} \cdot \partial_1 S_k, \Omega_k \right] (\Omega_k - 1\omega)^{-1} \left[ S_k^{-1} \cdot \partial_2 S_k, \Omega_k \right] (\Omega_k - 1\omega)^{-2} \right\}
\]

To proceed further we use the auxiliary result [26]

\[
\int_{\omega_{\text{gap}}-\infty}^{\omega_{\text{gap}}+\infty} d\omega \frac{1}{(\omega - \omega_m)^2} \frac{1}{(\omega - \omega_n)} = \frac{2\pi i}{(\omega_m - \omega_n)^3} \text{sgn}\left( \omega_{\text{gap}} - \text{Re}\{\omega_n\} \right),
\]

which holds when \(\omega_m, \omega_n\) are on different semi-planes relative to the vertical line \(\text{Re}\{\omega\} = \omega_{\text{gap}}\) (e.g., \(\text{Re}\{\omega_m\} > \omega_{\text{gap}}\) and \(\text{Re}\{\omega_n\} < \omega_{\text{gap}}\)). The same integral vanishes identically when \(\omega_m, \omega_n\) lie on the same semi-plane. Writing \(\Omega_k = \sum_n \omega_n \hat{u}_n \otimes \hat{u}_n\) with \(\hat{u}_n\) a vector whose \(n\)-th element is “1” and with all the other elements identically to zero, it is found that:

\[
\mathcal{C} = \frac{1}{(2\pi)^3} \int_{BZ} d^2k \int_{\omega_{\text{gap}}-\infty}^{\omega_{\text{gap}}+\infty} d\omega \text{Tr}\left\{ \left[ S_k^{-1} \cdot \partial_1 S_k, \Omega_k \right] \sum_n \frac{-1}{\omega - \omega_m} \hat{u}_m \otimes \hat{u}_n \left[ S_k^{-1} \cdot \partial_2 S_k, \Omega_k \right] \sum_n \frac{1}{(\omega - \omega_m)^2} \hat{u}_m \otimes \hat{u}_n \right\}
\]

\[
= \frac{1}{2\pi} \int_{BZ} d^2k \text{Tr}\left\{ i \sum_{m,n,E,F} \frac{-1}{(\omega_m - \omega_n)^3} \left[ S_k^{-1} \cdot \partial_1 S_k, \Omega_k \right] \hat{u}_m \otimes \hat{u}_n \left[ S_k^{-1} \cdot \partial_2 S_k, \Omega_k \right] \hat{u}_m \otimes \hat{u}_n \right\}
\]

\[
+ \text{Tr}\left\{ i \sum_{m,n,E,F} \frac{+1}{(\omega_m - \omega_n)^3} \left[ S_k^{-1} \cdot \partial_1 S_k, \Omega_k \right] \hat{u}_m \otimes \hat{u}_n \left[ S_k^{-1} \cdot \partial_2 S_k, \Omega_k \right] \hat{u}_m \otimes \hat{u}_n \right\}
\]

(B5)

In the above \(E\) and \(F\) represent the sets of “empty” and “filled” bands, respectively. After some simplifications we may simply write:
\[
C' = \frac{1}{2\pi} \iint_{BZ} d^2 k \ i \text{Tr} \left\{ S_k^{-1} \cdot \partial_1 S_k \cdot 1_F \cdot S_k^{-1} \cdot \partial_2 S_k \cdot 1_E - S_k^{-1} \cdot \partial_1 S_k \cdot 1_E \cdot S_k^{-1} \cdot \partial_2 S_k \cdot 1_F \right\}, \tag{B6}
\]

where \( 1_F = \sum_{n \in F} \hat{u}_n \otimes \hat{u}_n \) and \( 1_E = \sum_{n \in E} \hat{u}_n \otimes \hat{u}_n = 1 - 1_F \) are diagonal matrices. Specifically, since the eigenvectors are ordered so that the filled bands are associated with the indices \( n = 1, 2, \ldots, N_f \), the matrix \( 1_F \) has diagonal elements identical to “1” for \( n = 1, 2, \ldots, N_f \) and identical to “0” otherwise. Note that \( 1_E \) and \( 1_F \) are independent of the wave vector. The term associated with the trace can be written in a more compact manner as

\[
\text{Tr} \left\{ \ldots \right\} = \text{Tr} \left\{ S_k^{-1} \cdot \partial_1 S_k \cdot 1_F \cdot S_k^{-1} \cdot \partial_2 S_k \cdot 1_E - 1 \leftrightarrow 2 \right\} \]

where \( 1 \leftrightarrow 2 \) represents the first term with the indices “1” and “2” exchanged. Noting that

\[
\text{Tr} \left\{ S_k^{-1} \cdot \partial_1 S_k \cdot 1_F \cdot S_k^{-1} \cdot \partial_2 S_k \cdot 1_F - 1 \leftrightarrow 2 \right\} = 0 \]

one finds that:

\[
C' = \frac{1}{2\pi} \iint_{BZ} d^2 k \ i \text{Tr} \left\{ S_k^{-1} \cdot \partial_1 S_k \cdot 1_F \cdot S_k^{-1} \cdot \partial_2 S_k - 1 \leftrightarrow 2 \right\}. \tag{B7}
\]

Using the cyclic properties of the trace and \( \partial_2 S_k^{-1} = -S_k^{-1} \cdot \partial_2 S_k \cdot S_k^{-1} \), one gets Eq. (10) of the main text. Notice that \( C' \) is fully independent of the eigenvalues \( (\omega_{nk}) \) of the operator: it only depends on the matrix \( (S_k) \) that represents the eigenvectors on a fixed basis.

In the rest of this Appendix, we discuss how a gauge transformation affects the Berry potential \( \mathcal{A}_k = i \text{Tr} \left\{ S_k^{-1} \cdot \partial_k S_k \cdot 1_F \right\} \). Specifically, consider two generic bases of eigenfunctions \( \mathcal{Q}_{nk} \) and \( \mathcal{Q}'_{nk} \), with the elements \( n = 1, 2, \ldots, N_f \) generating the eigenspace of filled bands, and the remaining elements generating the eigenspace of empty bands. Then, the coordinates of \( \mathcal{Q}'_{nk} \) in the \( \mathcal{Q}_{nk} \) basis are determined by a matrix of the form
\( s_{\ell k} + s_{r k} \) with \( s_{\ell k} = 1_F \cdot s_{r k} \cdot 1_F \) and \( s_{r k} = 1_E \cdot s_{r k} \cdot 1_E \) (note that the only nontrivial elements of the matrix \( [s_{m n}]_{m,n} \) are those with \( m,n = 1,2,...,N_F \); this property implies that 
\[
(s_{\ell k} + s_{r k})^{-1} = s_{\ell k}^{-1} + s_{r k}^{-1}; \text{ for non-degenerate eigenvalues the matrix } s_{\ell k} + s_{r k} \text{ is typically diagonal.}
\]
From here, it follows that the matrix \( S'_k \) with the coordinates of \( Q'_{\ell k} \) in the basis \( e_1, e_2, \ldots \) is \( S'_k = S_k \cdot (s_{\ell k} + s_{r k}) \). Therefore, the Berry potential is transformed as:
\[
\mathcal{A}' = i \text{Tr}\left\{ \left( s_{\ell k}^{-1} + s_{r k}^{-1} \right) \cdot S_k^{-1} \cdot \partial_k \left[ S_k (s_{\ell k} + s_{r k}) \right] \cdot 1_F \right\}.
\]  (B8)
Noting that \( s_{\ell k} \cdot 1_F = 0 = s_{r k}^{-1} \cdot 1_F \) it is readily found that:
\[
\mathcal{A}' = \mathcal{A} + i \text{Tr}\left\{ s_{r k}^{-1} \cdot \partial_k s_{r k} \right\}. \]  (B9)
Using the general property \( \text{Tr}\left\{ s_{r k}^{-1} \cdot \partial_k s_{r k} \right\} = \partial_k \ln \det s_{r k} \) (this result can be readily proven when \( s_{r k} \) is a diagonal matrix, i.e., in case of non-degenerate eigenfunctions; the formula holds true even if \( s_{r k} \) is not diagonal) it is found that:
\[
\mathcal{A}' = \mathcal{A} + \partial_k \left( i \ln \det s_{r k} \right). \]  (B10)
This yields Eq. (11) of the main text with \( g_k = \det s_{r k} \).

**Appendix C: Electrodynamics of non-Hermitian dispersive systems**

In this Appendix, it is shown that the electrodynamics of generic non-Hermitian dispersive systems can be reformulated as a Schrödinger-type time-evolution problem.

We consider generic bianisotropic materials with a frequency domain response determined by a 6×6 material matrix \( M \) that links the electromagnetic field vectors 
\( f = (E \ H)^T \) and \( g = (D \ B)^T \) as follows:
\[ g(r, \omega) = M(r, \omega) \cdot f(r, \omega). \]  

(C1)

It is assumed that \( M \) is a meromorphic function in the complex plane, so that it has a partial-fraction decomposition of the form:

\[ M(r, \omega) = M_{\infty} + \sum_a \frac{(\text{Res} M)}{\omega - \omega_{p,a}}. \]  

(C2)

Here, \( M_{\infty} = \lim_{\omega \to \infty} M(\omega) \) gives the asymptotic high-frequency response of the material, \( \omega_{p,a} \) are the (complex-valued) poles of \( M \), all in the lower-half plane for passive systems, and \( (\text{Res} M)_a = \lim_{\omega \to \omega_{p,a}} M(r, \omega)(\omega - \omega_{p,a}) \) gives the residue of the \( \omega_{p,a} \) pole.

The reality of the electromagnetic fields imposes the additional constraint \( M(\omega) = M^*(-\omega^*) \). Let us introduce the auxiliary variables

\[ Q^{(\alpha)}(r, \omega) = \left( \frac{s_a \omega_{p,a}}{\omega - \omega_{p,a}} \right)^{1/2} A_\alpha \cdot f(r, \omega), \]  

(C3)

with \( s_a = \text{sgn}(\text{Re}\{\omega_{p,a}\}) \) and \( A_\alpha = [-s_a (\text{Res} M)_a]^{1/2} \). Then, similar to the lossless case [26, 36, 39], it is possible to show that the time-evolution of the state-vector \( Q = \left( f \quad Q^{(1)} \quad \ldots \quad Q^{(\alpha)} \quad \ldots \right)^T \) is determined by the differential equation,

\[ \dot{L} \cdot Q(r, t) = i \frac{\partial}{\partial t} M_g \cdot Q(r, t) + i \bar{j}_g(r, t), \]  

(C4)

with

\[ \dot{L} = \left( \begin{array}{cccc} \dddot{N} + \sum_a s_a A_a^2 & \left( s_1 \omega_{p,1} \right)^{1/2} A_1 & \left( s_2 \omega_{p,2} \right)^{1/2} A_2 & \ldots \\ \left( s_1 \omega_{p,1} \right)^{1/2} A_1 & \omega_{p,1} \mathbf{1} & 0 & \ldots \\ \left( s_2 \omega_{p,2} \right)^{1/2} A_2 & 0 & \omega_{p,2} \mathbf{1} & \ldots \\ \ldots & \ldots & \ldots & \ldots \end{array} \right), \quad M_g = \left( \begin{array}{cccc} M_{\infty} & 0 & 0 & \ldots \\ 0 & 1 & 0 & \ldots \\ 0 & 0 & 1 & \ldots \\ \ldots & \ldots & \ldots & \ldots \end{array} \right). \]  

(C5)
In the above, \( \mathbf{j} = (j_0 \ 0 \ 0 \ ...) \) is a generalized current written in terms of the electric and magnetic current densities, \( \mathbf{j} = (j_e \ j_m) \). The differential operator \( \hat{\mathcal{N}} \) is defined as in the main text [Eq. (14)]. For simplicity, the same symbols are used to denote the frequency domain and the time domain fields.

**Appendix D: Chern number as a function of the Green function of a large cavity**

In this Appendix, we prove that analogous to the case of Hermitian systems [26], the Chern number can be computed from the Green function of a large cavity satisfying periodic boundary conditions. Specifically, we will show that the gap Chern number in Eq. (12) with \( \hat{L}_k \) given by Eq. (16) can be written as:

\[
\mathcal{C} = \lim_{\omega \to \infty} \frac{1}{A_{\text{tot}}} \mathcal{A}_{\text{tot} - \text{tot}^i} \left[ \text{tr} \left[ \left( \partial_\omega \hat{\mathcal{L}} \cdot \mathcal{G}(\mathbf{r}, \mathbf{r}', \omega) \right) \left( \partial_\omega \hat{\mathcal{L}} \cdot \mathcal{G}(\mathbf{r}', \mathbf{r}, \omega) \right) \right] \right]. \tag{D1}
\]

Here, \( \mathcal{G} \) stands for the Green function that satisfies

\[
\hat{L}(\mathbf{r}, -i\nabla) \cdot \mathcal{G}(\mathbf{r}, \mathbf{r}', \omega) = \omega \mathbf{M}_e(\mathbf{r}) \cdot \mathcal{G}(\mathbf{r}, \mathbf{r}', \omega) + i\delta(\mathbf{r} - \mathbf{r}') \tag{D2}
\]

in a domain that encompasses many (let us say \( N_x \times N_y \)) unit cells of the photonic crystal (referred from here on as the “cavity”) and \( A_{\text{tot}} \) is the area of the domain cross-section parallel to the \( xoy \)-plane. The function \( \mathcal{G} \) satisfies periodic boundary conditions on the boundaries of the “cavity”. Similar to Eq. (12), the operator \( \partial_\omega \hat{L} \ (\partial_\omega \hat{L}) \) acts on the primed (unprimed) coordinates, and by definition

\[
\partial_\omega \hat{L} = \frac{1}{i} \left[ x_j, \hat{L} \right] = \frac{1}{i} \left( x_j \hat{L}(-i\nabla) - \hat{L}(-i\nabla)x_j \right), \quad j = 1, 2. \tag{D3}
\]
It is also possible to write \( \partial_j \hat{L} = \partial_j \hat{L}_{k, \omega} \) with \( \hat{L}_k \) defined as in Eq. (16).

To begin with, let us introduce \( \delta_p (r) = \sum_{\eta_i} \delta (r - r_i) \) with \( r_i = i_1 a_1 \hat{x} + i_2 a_2 \hat{y} \) a generic lattice point inside the relevant cavity \( (i_1 = 0, \ldots, N_x - 1, i_2 = 0, \ldots, N_y - 1) \), and \( \delta \) understood as the \( \delta \)-function for the large cavity. Clearly, \( \delta_p (r) \) is a periodic function and its irreducible domain is coincident with the unit cell of the photonic crystal. It is straightforward to verify that

\[
\frac{1}{N_x N_y} \sum_{k_j} \delta_p (r) e^{\hat{k}_j \cdot r} = \delta (r) \text{ where } \hat{k}_j = j_1 \frac{2\pi}{N_x a_1} \hat{x} + j_2 \frac{2\pi}{N_y a_2} \hat{y} \quad (j_1 = 0, \ldots, N_x - 1, \ j_2 = 0, \ldots, N_y - 1).
\]

Using this identity we see that \( \mathcal{G} (r, r') = \frac{1}{N_x N_y} \sum_{k_j} \mathcal{G}_{k_j} (r, r') \) where \( \mathcal{G}_{k_j} \) satisfies the same differential equation as \( \mathcal{G} \) but with \( \delta_p (r - r') e^{\hat{k}_j \cdot (r-r')} \) replacing \( \delta (r - r') \). By comparison with Eq. (13), it follows that \( \tilde{\mathcal{G}}_{k_j} = \mathcal{G}_{k_j} e^{\hat{k}_j \cdot (r-r')} \). Hence, Eq. (D1) is equivalent to (note that

\[
e^{-\hat{k}_j \cdot r} \partial_\omega \hat{e}^{\hat{k} \cdot r} = \partial_\omega \hat{L}_k \text{ and } e^{-\hat{k}_j \cdot r} \partial_{\omega} \hat{L} e^{\hat{k}_j \cdot r} = \partial_{\omega} \hat{L}_k)
\]

\[
\mathcal{C} = \lim_{\omega_{\text{ext}} \to \infty} \frac{1}{A_{\text{tot}}} \left. \frac{1}{(N_x N_y)^2} \right|_{\omega_{\text{ext}} \to \infty} \int d\omega \times
\int dV dV' \sum_{k_j, k_{j'}} e^{i(k_j \cdot k_{j'})(r-r')} \left[ \text{tr} \left( \left[ \partial_1 \hat{L}_k \cdot \mathcal{G}_{k_j} (r, r', \omega) \right] \left[ \partial_2 \hat{L}_{k_{j'}} \cdot \partial_{\omega} \mathcal{G}_{k_{j'}} (r', r, \omega) \right] \right) \right]
\]

(D4)

The term in rectangular brackets is periodic over the (space domain) unit cell. Thus, after integration over the entire cavity only the terms with \( k_j = k_{j'} \) survive. Therefore, after reducing the integration to a single unit cell we are left with:
\[
C = \lim_{A_{\text{tot}} \to \infty} \frac{1}{A_{\text{tot}}} \sum_{k_1, k_2 \in \text{cell}} d\omega \int dV dV' \left[ \text{tr} \left[ \left[ \partial_i \hat{L}_{k_2} \cdot \mathcal{G}_{k_1} (\mathbf{r}, \mathbf{r}', \omega) \right] \left[ \partial_i \hat{L}_{k_1} \cdot \partial_\omega \mathcal{G}_{k_2} (\mathbf{r}', \mathbf{r}, \omega) \right] \right] \right]
\]

(D5)

For a large number of cells one can use \( \frac{1}{A_{\text{tot}}} \sum_{k_1, k_2} \to \frac{1}{(2\pi)^2} \int d^2 \mathbf{k} \), and with this substitution the above formula yields Eq. (12). This proves the equivalence between Eqs. (D1) and (12).

For local electromagnetic media we know that \( \partial_i \hat{L} \) only acts on the electromagnetic degrees of freedom: \( \partial_i \hat{L} \rightarrow \partial_i \hat{N} \). Hence, the term \( \text{tr} \{ \ldots \} \) in Eq. (D1) can be replaced by \( \text{tr} \{ \partial_2 \hat{N} \cdot \mathcal{G} (\mathbf{r}, \mathbf{r}', \omega) \cdot \partial_i \hat{N} \cdot \partial_\omega \mathcal{G} (\mathbf{r}', \mathbf{r}, \omega) \} \) with \( \mathcal{G} \) the photonic Green function that satisfies \( \hat{N} (-i\nabla) \cdot \mathcal{G} (\mathbf{r}, \mathbf{r}', \omega) = \omega \mathbf{M} (\mathbf{r}, \omega) \cdot \mathcal{G} (\mathbf{r}, \mathbf{r}', \omega) + i \delta (\mathbf{r} - \mathbf{r}') \) and periodic boundary conditions over the cavity walls. Hence, we recover Eq. (29) of Ref. [26], which is a particular case of the more general Eq. (D1).

**Appendix E: Chern number for opaque-type boundaries**

In this Appendix, we show that the Chern number calculated using Eq. (D1) depends critically on the boundary conditions at the cavity walls. Specifically, analogous to Ref. [31], we prove that \( C = 0 \) when the Green function satisfies opaque-type boundary conditions on the cavity walls.

As a starting point we note that the solution of Eq. (D2) also satisfies

\[
\mathcal{G} (\mathbf{r}', \mathbf{r}, \omega) \cdot \left( \hat{L} (\mathbf{r}, +i\nabla) - \mathbf{M} (\mathbf{r}) \omega \right) = i \delta (\mathbf{r} - \mathbf{r}').
\]

(E1)
The arrow over the gradient operator indicates that it acts on the left, i.e., on the \( r \) coordinate of the Green function. To obtain this result, we introduce a \( \mathcal{G}^c \) such that

\[
\left( \mathcal{G}^c (r, r', \omega^*) \cdot \mathbf{u} \right) = i \mathbf{1} \delta(r - r').
\]  

(E2)

Here, the dagger represents the Hermitian operator with respect to the canonical inner product, \( \langle \cdot \rangle_{\text{can}} \). Calculating \( \left( \mathcal{G}^c \cdot \mathbf{u} \right) \), one may readily show that \( \mathcal{G} (r, r', \omega) = -\mathcal{G}^c (r', r, \omega^*) \). Transposing and conjugating Eq. (E2) and using \( \mathcal{G} (r, r', \omega) = -\mathcal{G}^c (r', r, \omega^*) \) one obtains Eq. (E1).

Next, we note that from Eq. (D3) the Chern number (D1) can be generally expressed as:

\[
\mathcal{C} = \lim_{\epsilon_\omega \to +\infty} \frac{1}{A_{\text{tot}}} \left[ \text{Re} \int_{\text{tot}} d\omega \int dVdV' \left\{ \text{tr} \left[ x_2 \hat{L} (-i\nabla) \cdot \mathcal{G} (r, r', \omega) \right] \cdot x_3 \hat{L} (-i\nabla') \cdot \partial_\omega \mathcal{G} (r', r, \omega) \right\} 
\right.
\]

\[
+ \text{tr} \left[ \hat{L} (-i\nabla) \cdot x_2 \mathcal{G} (r, r', \omega) \right] \cdot x_3 \hat{L} (-i\nabla') \cdot \partial_\omega \mathcal{G} (r', r, \omega) \]

\[
- \text{tr} \left[ \hat{L} (-i\nabla) x_2 \mathcal{G} (r, r', \omega) \right] \cdot x_3 \hat{L} (-i\nabla') \cdot \partial_\omega \mathcal{G} (r', r, \omega) \]

\[
- \text{tr} \left[ x_2 \hat{L} (-i\nabla) \cdot \mathcal{G} (r, r', \omega) \right] \cdot x_3 \hat{L} (-i\nabla') \cdot \partial_\omega \mathcal{G} (r', r, \omega) \right\}
\]  

(E3)

We would like now to integrate by parts some of the terms so that the operator \( \hat{L} \) can act directly on the Green function. For example, the 4\textsuperscript{th} term integrated by parts in \( r' \) gives:

\[
\int dVdV' \text{tr} \left[ x_2 \hat{L} (-i\nabla) \cdot \mathcal{G} (r, r', \omega) \right] \cdot x_3 \hat{L} (-i\nabla') \cdot \partial_\omega \mathcal{G} (r', r, \omega) \]  

\[
= \int dVdV' \text{tr} \left[ x_2 \hat{L} (-i\nabla) \cdot \mathcal{G} (r, r', \omega) \cdot \hat{L} (i\nabla') \right] \cdot x_3 \hat{L} (-i\nabla') \cdot \partial_\omega \mathcal{G} (r', r, \omega) \right].
\]  

(E4)

The crucial point – discussed in detail in Ref. [31] for the case of local electromagnetic media – is that the integration by parts is only possible for certain “opaque-type”
boundary conditions. Specifically, if a certain state vector $\mathbf{Q}$ satisfies the relevant boundary conditions then the integration by parts requires that $x_i \mathbf{Q}$ satisfies the same boundary conditions [31]. Clearly, periodic boundary conditions are not “opaque”, while, for example, a perfect electric conductor boundary is opaque.

For opaque-type boundary conditions Eq. (E3) yields:

$$
\mathcal{C} = \lim_{\lambda_{\omega} \to \infty} \frac{-1}{\lambda_{\omega}} \, \text{Re} \int \Omega \, d\omega \int dV dV' x_2 x_1' \times 

\left[ \text{tr} \left[ \hat{L} (-i\nabla) \cdot \mathcal{G} (\mathbf{r}, \mathbf{r}', \omega) \right] \cdot \partial_{\omega} \left[ \hat{L} (-i\nabla') \cdot \mathcal{G} (\mathbf{r}', \mathbf{r}, \omega) \right] \right] 

+ \text{tr} \left[ \mathcal{G} (\mathbf{r}, \mathbf{r}', \omega) \cdot \hat{L} (i\nabla') \right] \cdot \partial_{\omega} \left[ \mathcal{G} (\mathbf{r}', \mathbf{r}, \omega) \cdot \hat{L} (i\nabla) \right] 

- \text{tr} \left[ \mathcal{G} (\mathbf{r}, \mathbf{r}', \omega) \cdot \hat{L} (-i\nabla') \cdot \mathcal{G} (\mathbf{r}', \mathbf{r}, \omega) \cdot \hat{L} (i\nabla) \right] 

- \text{tr} \left[ \hat{L} (-i\nabla) \cdot \mathcal{G} (\mathbf{r}, \mathbf{r}', \omega) \cdot \hat{L} (i\nabla') \right] \cdot \partial_{\omega} \mathcal{G} (\mathbf{r}', \mathbf{r}, \omega) \right] 

$$

(E5)

Now, we can use Eqs. (D2) and (E1) to get rid of the $\hat{L}$ operator. It can be easily checked that the $\delta$-function terms either vanish or cancel out after integration in $\omega$. Hence, we are left with:

$$
\mathcal{C} = \lim_{\lambda_{\omega} \to \infty} \frac{-1}{\lambda_{\omega}} \, \text{Re} \int \Omega \, d\omega \int dV dV' x_2 x_1' \times 

\left[ 2 \text{ tr} \left[ \omega \mathbf{M}_g (\mathbf{r}) \mathcal{G} (\mathbf{r}, \mathbf{r}', \omega) \right] \cdot \partial_{\omega} \left[ \omega \mathbf{M}_g (\mathbf{r}') \mathcal{G} (\mathbf{r}', \mathbf{r}, \omega) \right] \right] 

- \text{tr} \left[ \mathbf{M}_g (\mathbf{r}) \mathcal{G} (\mathbf{r}, \mathbf{r}', \omega) \right] \cdot \partial_{\omega} \left[ \omega \mathbf{M}_g (\mathbf{r}') \mathcal{G} (\mathbf{r}', \mathbf{r}, \omega) \right] 

- \text{tr} \left[ \omega \mathbf{M}_g (\mathbf{r}) \mathcal{G} (\mathbf{r}, \mathbf{r}', \omega) \right] \cdot \partial_{\omega} \mathbf{M}_g (\mathbf{r}') \mathcal{G} (\mathbf{r}', \mathbf{r}, \omega) \right] 

$$

(E6)

Straightforward simplifications show that the integrand vanishes. Therefore, it follows that when the Green function satisfies opaque-type boundary conditions then $\mathcal{C} = 0$.

References

[1] R. B. Laughlin, “Quantized Hall Conductivity in Two Dimensions” Phys. Rev. B, 23, 5632(R) (1981).
[2] D. J. Thouless, M. Kohmoto, M. P. Nightingale, and M. den Nijs, “Quantized Hall Conductance in a Two-Dimensional Periodic Potential”, *Phys. Rev. Lett.*, **49**, 405, (1982).

[3] F. D. M. Haldane, “Nobel lecture: Topological quantum matter,” *Rev. Mod. Phys.*, **89**, 040502, (2017).

[4] F. D. M. Haldane, S. Raghu, “Possible realization of directional optical waveguides in photonic crystals with broken time-reversal symmetry”, *Phys. Rev. Lett.*, **100**, 013904 (2008).

[5] S. Raghu, F. D. M. Haldane, “Analogos of quantum-Hall-effect edge states in photonic crystals”, *Phys. Rev. A*, **78**, 033834 (2008).

[6] Z. Wang, Y. Chong, J. D. Joannopoulos, M. Soljačić, “Observation of unidirectional backscattering immune topological electromagnetic states”, *Nature*, **461**, 772 (2009).

[7] L. Lu, J. D. Joannopoulos, M. Soljačić, “Topological photonics”, *Nat. Photonics*, **8**, 821 (2014).

[8] S. A. H. Gangaraj, M. G. Silveirinha, George W. Hanson, “Berry phase, Berry Connection, and Chern Number for a Continuum Bianisotropic Material from a Classical Electromagnetics Perspective”, *IEEE J. Multiscale and Multiphys. Comput. Techn.*, **2**, 3, (2017).

[9] T. Ozawa, H. M. Price, A. Amo, N. Goldman, M. Hafezi, L. Lu, M. C. Rechtsman, D. Schuster, J. Simon, O. Zilberberg, I. Carusotto, “Topological Photonics”, arXiv:1802.04173 (2018).

[10] V. M. M. Alvarez, J.E.B. Vargas, M. Berdakin, L. E. F. Torres, “Topological states of non-Hermitian systems”, *Eur. Phys. J. Special Topics*, doi.org/10.1140/epjst/e2018-800091-5 (2018).

[11] B. Midya, H. Zhao, L. Feng, “Non-Hermitian photonics promises exceptional topology of light”, *Nat. Comm.*, **9**, 2674, (2018).

[12] V. Peano, M. Houde, F. Marquardt, and A. A. Clerk, “Topological Quantum Fluctuations and Traveling Wave Amplifiers”, *Phys. Rev. X*, **6**, 041026 (2016).

[13] D. Leykam, K. Y. Bliokh, C. Huang, Y. D. Chong, F. Nori, “Edge modes, degeneracies, and topological numbers in non-Hermitian systems”, *Phys. Rev. Lett.*, **118**, 040401 (2017).

[14] H. Shen, B. Zhen, and L. Fu, “Topological Band Theory for Non-Hermitian Hamiltonians”, *Phys. Rev. Lett.*, **120**, 146402 (2018).

[15] Y. Xiong, “Why does bulk boundary correspondence fail in some non-Hermitian topological models”, *J. Phys. Commun.*, **2**, 035043 (2018).

[16] S. Yao, Z. Wang, “Edge States and Topological Invariants of Non-Hermitian Systems”, *Phys. Rev. Lett.*, **121**, 086803 (2018).

[17] S. Yao, F. Song, and Z. Wang, “Non-Hermitian Chern Bands”, *Phys. Rev. Lett.*, **121**, 136802 (2018).

[18] F. K. Kunst, E. Edvardsson, J. C. Budich, E. J. Bergholtz, “Biorthogonal Bulk-Boundary Correspondence in Non-Hermitian Systems”, *Phys. Rev. Lett.*, **121**, 026808 (2018).

[19] Z. Gong, Y. Ashida, K. Kawabata, K. Takasan, S. Higashikawa, and M. Ueda, “Topological Phases of Non-Hermitian Systems”, *Phys. Rev. X*, **8**, 031079 (2018).

[20] F. Dangel, M. Wagner, H. Cartarius, J. Main, and G. Wunner, “Topological invariants in dissipative extensions of the Su-Schrieffer-Heeger model”, *Phys. Rev. A* **98**, 013628 (2018).
[21] H. Jiang, C. Yang, and S. Chen, “Topological invariants and phase diagrams for one-dimensional two-band non-Hermitian systems without chiral symmetry”, Phys. Rev. A 98, 052116 (2018).
[22] C. Yuce, “Stable topological edge states in a non-Hermitian four-band model”, Phys. Rev. A 98, 012111 (2018).
[23] L. Zhou, J. Gong, “Non-Hermitian Floquet topological phases with arbitrarily many real-quasienery edge states”, Phys. Rev. B 98, 205417 (2018).
[24] M. Li, X. Ni, M. Weiner, A. Alù, and A. B. Khanikaev, “Topological phases and nonreciprocal edge states in non-Hermitian Floquet Insulators”, arXiv:1807.00913
[25] D. C. Brody, “Biorthogonal quantum mechanics”, J. Phys. A, 47, 035305 (2014).
[26] M. G. Silveirinha, “Topological Classification of Chern-type insulators by means of the Photonic Green Function”, Phys. Rev. B, 97, 115146, (2018).
[27] B. A. Bernervig, T. Hughes, Topological Insulators and Topological Superconductors, Princeton University Press, 2013.
[28] K. Ishikawa and T. Matsuyama, “Magnetic Field Induced Multi-Component QED3 and Quantum Hall Effect”, Z. Phys. C 33, 41 (1986).
[29] Z. Wang and S.-C. Zhang, “Simplified Topological Invariants for Interacting Insulators”, Phys. Rev. X, 2, 031008, (2012).
[30] S. A. R. Horsley, “Topology and the optical Dirac equation”, Phys. Rev. A, 98, 043837, (2018).
[31] M. G. Silveirinha, “Proof of the bulk-edge correspondence through a link between topological photonics and fluctuation-electrodynamics”, Phys. Rev. X, 9, 011037 (2019).
[32] E. Palik, R. Kaplan, R. Gammon, H. Kaplan, R. Wallis, and J. Quinn, ”Coupled surface magnetoplasmon-optic phonon polariton modes on InSb”, Phys. Rev. B 13, 2497, (1976).
[33] E. Moncada-Villa, V. Fernandez-Hurtado, F. J. Garcia-Vidal, A. Garcia-Martin, and J. C. Cuevas, “Magnetic field control of near-field radiative heat transfer and the realization of highly tunable hyperbolic thermal emitters”, Phys. Rev. B, 92, 125418, (2015).
[34] J. A. Bittencourt, Fundamentals of Plasma Physics, 3rd Ed. New York: Springer-Verlag, 2010.
[35] M. G. Silveirinha, “Trapping light in open plasmonic nanostructures”, Phys. Rev. A 89, 023813, (2014).
[36] M. G. Silveirinha, “Chern Invariants for Continuous Media”, Phys. Rev. B, 92, 125153, (2015).
[37] M. G. Silveirinha, “Bulk edge correspondence for topological photonic continua”, Phys. Rev. B, 94, 205105, (2016).
[38] W.D. Heiss, “The physics of exceptional points”, J. Phys. A: Math. Theor. 45, 444016 (2012).
[39] M. G. Silveirinha, “Modal expansions in dispersive material systems with application to quantum optics and topological photonics”, chapter to appear in “Advances in Mathematical Methods for Electromagnetics”, (edited by Paul Smith, Kazuya Kobayashi) IET, (available in arXiv:1712.04272).
[40] A. Raman, S. Fan, “Photonic band structure of dispersive metamaterials formulated as a Hermitian eigenvalue problem”, Phys. Rev. Lett., 104, 087401, (2010).
[41] T. A. Morgado, D. E. Fernandes and M. G. Silveirinha, “Analytical solution for the stopping power of the Cherenkov radiation in a uniaxial nanowire material”, *Photonics*, 2, 702, (2015).

[42] The right-hand side of Eq. (9) also vanishes in this case. The reason is that the operators \( \hat{L}_k \) and \( \hat{L}_{k+b} \) are linked as \( \hat{L}_{k+b} = U^{(b)} \hat{L}_k U^{(b)} \) with \( U^{(b)} = e^{ibr} \) a unitary transformation independent of the wave vector. Here, \( b \) a generic reciprocal lattice primitive vector. Thus, even though \( \hat{L}_k \) is not periodic the term \( \text{tr}\{\ldots\} \) in Eq. (9) is.

[43] D. Jin, L. Lu, Z. Wang, C. Fang, J. D. Joannopoulos, M. Soljacic, L. Fu, and N. X. Fang, “Topological magnetoplasmon,” *Nat. Commun.* 7, 13486 (2016).

[44] S. Lannebère, M. G. Silveirinha, “Link between the photonic and electronic topological phases in artificial graphene”, *Phys. Rev. B*, 97, 165128, (2018).

[45] V. Peano and H. Schulz-Baldes, “Topological edge states for disordered bosonic systems”, *J. Math. Phys.* 59, 031901 (2018).

[46] Y. Hatsugai, “Chern number and edge states in the integer quantum Hall effect”, *Phys. Rev. Lett.* 71, 3697, (1993).

[47] E. Volovik, *The Universe in a Helium Droplet*, Oxford University Press, Oxford, UK, (2003).

[48] M. G. Silveirinha, “Quantized Angular Momentum in Topological Optical Systems”, *Nat. Comm.* 10, 349, (2019).

[49] M. G. Silveirinha, “Topological Angular Momentum and Radiative Heat Transport in Closed Orbits”, *Phys. Rev. B*, 95, 115103, (2017).

[50] M. G. Silveirinha and S. I. Maslovski, “Exchange of momentum between moving matter induced by the zero-point fluctuations of the electromagnetic field”, *Phys. Rev. A* 86, 042118 (2012).

[51] L. Zhu and S. Fan, “Persistent Directional Current at Equilibrium in Nonreciprocal Many-Body Near Field Electromagnetic Heat Transfer”, *Phys. Rev. Lett.* 117, 134303 (2016).