Design of a shim coil array matched to the human brain anatomy
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**Purpose:** The purpose of this study is to introduce a novel design method of a shim coil array specifically optimized for whole brain shimming and to compare the performance of the resulting coils to conventional spherical harmonic shimming.

**Methods:** The proposed design approach is based on the stream function method and singular value decomposition. Eighty-four field maps from 12 volunteers measured in seven different head positions were used during the design process. The cross validation technique was applied to find an optimal number of coil elements in the array. Additional 42 field maps from 6 further volunteers were used for an independent validation. A bootstrapping technique was used to estimate the required population size to achieve a stable coil design.

**Results:** Shimming using 12 and 24 coil elements outperforms fourth- and fifth-order spherical harmonic shimming for all measured field maps, respectively. Coil elements show novel coil layouts compared to the conventional spherical harmonic coils and existing multi-coils. Both leave-one-out and independent validation demonstrate the generalization ability of the designed arrays. The bootstrapping analysis predicts that field maps from approximately 140 subjects need to be acquired to arrive at a stable design.

**Conclusions:** The results demonstrate the validity of the proposed method to design a shim coil array matched to the human brain anatomy, which naturally satisfies the laws of electrodynamics. The design method may also be applied to develop new shim coil arrays matched to other human organs.
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**INTRODUCTION**

Ultra-high field magnetic resonance imaging (MRI) at field strengths of 7T or above offer a substantially increased signal- and contrast-to-noise ratio.\(^1\) However, magnetic field inhomogeneity becomes a substantial obstacle for echo planar imaging (EPI),\(^2\) susceptibility-weighted imaging or T\(^*2\) mapping,\(^3\) and spectroscopy\(^4\) because susceptibility-induced
MR frequency variations scale linearly with the main magnetic field. In order to improve the field homogeneity, conventional second-order spherical harmonic (SH) shim coils are used in routine scanners. Typically, prior to execution of imaging or spectroscopy sequences, the input currents of the shim coils are adjusted to achieve a certain reduction of the field inhomogeneity. However, even after the best possible second-order SH shimming, residual $B_0$ inhomogeneity still exists, especially in local regions in the vicinity of air cavities and canals such as frontal lobes or temporal lobes of the human brain. Currently, high-order spherical harmonics coils, multi-coils, and integrated RF/$B_0$ shim coil arrays have been proposed and demonstrated to provide better shimming capabilities than the standard manufacturer-provided shimming. The mentioned high-order SH coils were designed to generate magnetic fields with an orthonormal set of pure SH shapes. By contrast, the elements of multi-coil shim arrays and integrated RF/$B_0$ shim arrays typically have a simple fixed shape, such as a circular loop and are distributed in a regular pattern over a surface such as a cylinder or close-fitting helmet. During the design of all these generic coil arrays and their elements, typical $B_0$ field maps acquired in human subjects have not been considered explicitly.

In order to reduce the field inhomogeneity over a specific region of the human brain, such as the medial temporal lobe, a single coil shim insert has been proposed and designed for magnetic resonance spectroscopy. During the design, the average of field maps of 10 normal human subjects has been used as a target field over a spherical region. Such an approach, however, is not applicable to whole brain shimming as a fixed mask cannot be applied to each of the 10 subjects since individual brains have different geometries. Moreover, the usage of a fixed mask tends to exclude regions with high inhomogeneities, typically located close to the periphery.

If custom shim coils with more than one channel are designed, averaging is not sufficient. Therefore, alternative approaches were proposed that consider field maps of multiple human subjects simultaneously to find a basis set that represents the particular spatial patterns of field inhomogeneity occurring in the brain using substantially fewer basis field terms than the number of input field maps. In particular, the approach in Li et al relies on a singular value decomposition (SVD) applied to multiple field maps of the brain and uses the singular vectors as shim basis fields. To account for individual shape differences, brain normalization was applied prior to the SVD. The required basis fields could provide better $B_0$ homogeneity than the first through third-order SH fields. However, the derived basis field patterns may be challenging to generate by a shim coil in practice and may not even satisfy Maxwell’s equations. On the other hand, it removes rigid head motion, which makes one of the major factors affecting the susceptibility-induced frequency distribution invisible for the coil design step.

In this work, a design method of a shim coil array specifically optimized for whole-brain shimming in humans is proposed. The shim design is based on the stream function method applied to 84 target field maps acquired in 12 normal volunteers in seven different head positions, followed by the singular value decomposition. The leave-one-out cross validation technique, commonly used in machine learning, is applied here to determine the total number of required elements of the coil array. Statistical inference based on a bootstrap approach is introduced to verify the stability of the coil array design. Numerical results are presented to demonstrate the validity of the proposed design approach.

2 METHODS

The proposed design method is summarized as follows. First, the field maps of multiple human brains are acquired and preprocessed. The resulting field maps are specified as target fields and a stream function of the electric current density is designed for every field map on a pre-defined current-carrying surface. In this way, for every human brain in every position, a separate optimal shim coil is calculated. All coils share the same current-carrying surface. As the current-carrying surface and its mesh remain the same during the design of all coil layouts, this initial design step maps each individual field map with its specific spatial position and the masked region into the common space of the electric current density on the current-carrying surface. In the following step, the matrix consisting of all resulting stream functions is analyzed by an SVD, and the left singular vectors with the largest singular values are used to obtain the wire patterns of elements of the shim coil array. A leave-one-out cross validation technique is applied to find a suitable number of channels and to verify the generalization ability of the coil array. The bootstrap approach is then used to assess whether the current sample of brain field maps is sufficient and estimate the appropriate sample size for future experiments.

2.1 Measurement and preprocessing of human brain field maps

In this study, anatomical images and $B_0$ field maps of heads of 18 different healthy adult volunteers (age: $30.8 \pm 3.97$, gender: 14 males and 4 females) were measured on a 3T scanner (Siemens Healthcare, Erlangen, Germany) by a field mapping sequence based on a multi-echo 3D gradient echo (GRE) sequence. Before these measurements, the heads in the central position were shimmed to the second order using
the routines provided by the scanner. The imaging parameters were TE = 3.84/6.7/10.56 ms, TR = 14 ms, flip angle = 8°, field of view (FOV) = (256 × 256 × 224) mm³, and 128 × 128 × 112 matrix size. The measured maps have an isotropic resolution of 2 mm. The selected FOV was large enough to cover the whole brain (including: cerebellum, midbrain, and pons) of all subjects. All field maps from the 18 subjects were divided into two sets: the field maps from 12 subjects were designated as a training set for designing the shim coil array, while the field maps from the remaining six subjects constituted a test set. The field maps in the test set were only used to assess the performance of the final designed coil array in the following Section 3.4. In other subsections, only the field maps from the training set have been used.

In order to assess the impact of head motion on \( B_0 \) maps, each subject was measured seven times in different head positions. The first field map was measured in a reference head position considered optimal by an experienced radiographer. The other six maps were measured after rotation along \( x \) position considered optimal by an experienced radiographer. Additionally, the other six maps were measured after rotation along \( x \) position considered optimal by an experienced radiographer. The first field map was measured in a reference head position considered optimal by an experienced radiographer. The other six maps were measured after rotation along \( x \) position considered optimal by an experienced radiographer. The first field map was measured in a reference head position considered optimal by an experienced radiographer. The other six maps were measured after rotation along \( x \) position considered optimal by an experienced radiographer. The first field map was measured in a reference head position considered optimal by an experienced radiographer. The other six maps were measured after rotation along \( x \) position considered optimal by an experienced radiographer.

The non-brain areas of all field maps were removed using the BET (Brain Extraction Tool)\(^{23} \) based on the magnitude images from the scanned field maps at the second echo. The field maps were then unwrapped using the phase unwrapping algorithm in Robinson et al.\(^{24} \) based on multi-echo phase images. Magnitude of the three-dimensional gradient of the phase of the unwrapped maps weighted by the magnitude images was used to detect outliers (such as noise pixels at the boundary and occasional residual phase wraps) and modify the usable brain mask. Disconnected regions were removed from the updated mask. No further topologic operations (such as erosion) were applied to the mask to maximally preserve reliably detected field inhomogeneities close to the surface of the brain. A weak 7-voxel median filter constrained to the mask was applied to the unwrapped field maps to remove the residual outliers. Histograms of selected field maps (e.g. with the highest standard deviations within the data set) were visually inspected to confirm the reliable mask generation and the absence of apparent outliers. The processed field maps were downsampled to a 56 × 64 × 64 matrix in order to reduce the computational cost during the shim coil design step. Considering that in modern scanners the subject can be moved without relevant constraints, the translated and masked brain field maps were preprocessed to remove any zeroth- and first-order SH contributions. The residual field inhomogeneities in the whole brain including midbrain, pons, and cerebellum were used for all design and validation tasks. The mean of the root-mean-square (RMS) of the residual field calculated across all 126 data sets was 26.1 ± 3.27 Hz (mean ± standard deviation).

### 2.2 Design method of a shim coil for a specific brain field map

In order to obtain coil arrays for shimming all field maps in the training set, a wire pattern for each individual field map was first designed using the stream function method. The field map with the reversed polarity was used as a target magnetic field. A stream function on a cylindrical surface of certain dimensions (see below) was then optimized to minimize the standard deviation (SD) of the residual magnetic field over the whole brain. During the optimization procedure, the power dissipated by the coil was constrained in order to obtain a physically and technically meaningful solution. Based on the above considerations, the following optimization problem was used to design a shim coil for a field map:

\[
\min_{\psi} F = \sum_{\vec{x}_i \in \text{ROI}} (B_i(\psi, \vec{x}_i) + B_i^{\text{m}}(\vec{x}_i))^2,
\]

subject to \( \frac{1}{\tau \sigma} \int_{\Gamma} |\vec{J}(\psi)|^2 d\Gamma \leq p_{\text{max}}^r \).

Here, \( \psi \) denotes the scalar piecewise-linear stream function\(^{19} \) of the surface electric current density vector \( \vec{J}(\psi) \) where

\[
\vec{J}(\psi) = \nabla \times (\sigma \vec{n})
\]

on a current-carrying surface \( \Gamma \) with a normal unit vector \( \vec{n} \). According to Peeren,\(^{19} \) \( \psi \) is defined as the line integral of the cross product of \( \vec{n} \) and \( \vec{J} \) along a curve on \( \Gamma \) and \( \psi(\vec{x}) \) indicates the current through the curve from a fixed point to \( \vec{x} \). \( B_i \) is the \( z \)-component of the magnetic field \( \vec{B} \) generated by current densities \( \vec{J} \) on \( \Gamma \), which is calculated using the Biot-Savart law. \( B_i^{\text{m}} \) indicates the measured in vivo \( \Delta B_0 \) field map. The points \( \vec{x}_i = (x_i, y_i, z_i)^T, i = 1, \ldots, m \) denote the coordinate vectors of \( m \) test points in the ROI, \( r \) indicates the thickness of the surface \( \Gamma \), \( \sigma \) is the electrical conductivity of the surface \( \Gamma \), and \( p_{\text{max}}^r \) denotes the maximum power dissipated by the coil.

In order to house a compact transmit–receive RF head coil assembly used in previous studies,\(^{26} \) a cylindrical surface with a radius of 180 mm and a length of 300 mm was used to design shim coils in this work. The current-carrying surface has a thickness of 1 mm and its material property of copper has an electrical conductivity of 5.998 × 10⁷ S/m. All optimization problems were solved with two routines \( \text{csgsvd} \) and \( \text{lsqi} \) in the MATLAB (The MathWorks, Natick, Massachusetts) package named REGULARIZATION TOOLS.\(^{27} \)
TABLE 1 Definition of some useful terms

| Term     | Definition                                                                                                                                 |
|----------|-------------------------------------------------------------------------------------------------------------------------------------------|
| \( T_r \) | The total number of required singular vectors (=shim channels)\(^1\)                                                                                                                                 |
| \( P_{\text{max}}^T \) | The maximal allowed dissipated power as a constraint parameter in the optimization process of the stream function. This value is chosen for each field map individually.\(^1\) |
| Target Order | The target order is a chosen SH order which is used to select the maximal dissipated power (\( P_{\text{max}}^T \)) as a constraint in the optimization process of the stream function. Strictly speaking \( P_{\text{max}}^T \) is chosen to obtain the same standard deviation in the residual field as that of an unconstrained SH shim system with the same order. (=the target order)\(^1\) |
| Achieved Order | The achieved order corresponds to the equivalent shimming performance of an SH shimming system with unconstrained power dissipation. For a SVD shim system with a given achieved order, the minimal number of singular vectors (=channels) were chosen to obtain the same SH-shimming performance.\(^1\) |
| \( P_{\text{max}}^A \) | The highest dissipated power of all the SVD channels to obtain a certain achieved order SH shimming capability for a field map.\(^1\) |

The solution of the optimization problem (1) depends on the selection of \( P_{\text{max}}^T \). Selecting exceedingly high \( P_{\text{max}}^T \) values may lead to impractical shim coils with a very high dissipated power. \( P_{\text{max}}^T \) constraints that are too strict may result in poor shimming performance. In order to balance the trade-off between the dissipated power and the shimming capability, \( P_{\text{max}}^T \) was individually selected for every field map to obtain a dedicated shim coil with the same shimming performance, i.e. the same standard deviation of the residual field, as the unconstrained SH shimming with a given order. In this manuscript, this given order will be referred to as target order and is shown in Table 1.

2.3 Singular value decomposition

For each field map in the training set, a stream function was obtained as described above. All stream functions were used to form a \( n \times m \) matrix where \( n \) indicates the total number of nodes on the mesh and \( m \) corresponds to the total number of field maps entering the basis generation algorithm. A singular value decomposition (SVD) was performed on the matrix, and the resulting left-singular vectors (referred to as components) corresponding to a certain number of largest singular values were used to obtain the wire patterns of coil elements of a shim coil array. For each component which can be used as a stream function, field maps per unit current were then calculated by formula (2) and the Biot-Savart law to form a sensitivity matrix. To test the performance of the designed shim array, for each brain field map, the currents flowing through all coil elements were obtained by minimizing the standard deviation of the residual magnetic field over the whole brain.

In the above approach, there is still an open question related to the number of components needed for the coil array. To address this challenge, we gradually increased the number of components used to shim each measured field map until the same or better performance was achieved as the unconstrained SH shimming with a certain order. This type of order is referred to as an achieved order (Table 1). \( P_{\text{max}}^A \) (Table 1) is used to indicate the highest dissipated power of all the used SVD components to obtain a given achieved order SH shimming capability for a field map. The value of \( P_{\text{max}}^A \) may be different for each field map.

2.4 Leave-one-out cross validation

The optimal shim design will be achieved if all measured field maps (12 subjects × 7 positions) in the training set are included in the SVD method. However, it is important to assess the stability of this optimal solution and whether it will perform well in other subjects whose field maps are not included in the design. This property is called the generalization ability of a model in machine learning.\(^{28}\)

In order to test the generalization ability of the resulting shim coil array, a leave-one-out cross validation\(^{20}\) was used. In the leave-one-out cross validation technique, out of 12 subjects, 11 subjects (11 × 7 maps) were assigned to the training group and 1 was assigned to the validation group. All field maps of the training group were used as target fields in problem (1) and the resulting \( m = 11 \times 7 = 77 \) stream functions entered the SVD design algorithm from Section 2.3. Thereafter for each field map of the validation group, a minimum number of components was determined for the given achieved order, as described in Section 2.3.

The entire leave-one-out cross validation procedure was repeated 12 times, where each subject was sequentially assigned to the validation group. For example, initially, the first subject constituted the validation group and for each of the seven field maps corresponding to the seven different head positions the number of SVD components from the current training group was defined. Thereafter, the second subject was assigned to the validation group and another seven minimum required numbers of components from the new training group were obtained. Note that in these two steps, the SVD components and corresponding the shim coil designs are generally different. Finally, 84 minimum required numbers of components were obtained and their statistical parameters (maximum, mean, median, etc.) were considered to assess
performance of the proposed SVD algorithm for the given achieved order.

2.5 Shimming capability and coil element layouts of the designed coil array

As described in the above subsection, 84 separate required numbers of components were calculated after the leave-one-out cross validation. The maximum of these 84 minimum required numbers was used as the final total number ($T_n$ (Table 1)) of elements in the coil array design. The SVD algorithm was executed for all 84 measured field maps in the training set, as described in the Section 2.3, and $T_n$ components corresponding to the largest singular values were selected. Winding patterns of the channels of the final shim coil array were produced as contours of the respective SVD components. All coil elements were then applied to perform shimming for each field map in the training and test set. The standard deviation of the residual field inhomogeneity after shimming for each map was calculated in order to assess the shimming performance of the resulting coil array.

2.6 Bootstrap approach for testing the stability of the designed coil array

In the above subsections, a shim coil array design method has been proposed using all measured field maps of 12 subjects in the training set which are only a small sample of the population of all human subjects. In the following, we apply an inferential statistical analysis to deduce properties of the population from this sample. In this subsection, we first define a continuous parameter related to the shimming capacity of the designed coil array. Thereafter, the confidence interval of this parameter is calculated and the stability of the designed coil array is analyzed based on that confidence interval. The new parameter is needed because previously used parameters are either discrete integers (e.g. minimum number of components, achieved order, etc.) or contaminated by a bias (e.g. SD of the residual is contaminated by the unshimmable field terms due to local sources) and therefore are unsuitable for statistical analysis.

The parameter is defined as follows: First, for each field map of each subject, shimming using the designed coil array and the target order SH shimming is obtained. The standard deviation of the difference between these two shim fields is then calculated for each field map. Finally, the mean of the standard deviations for all the field maps in the population is specified as the parameter, which is denoted $\mu_\sigma$. Its corresponding statistical estimate for the sample of the 12 subjects is expressed as $\hat{\mu}_\sigma$. The parameter is used to assess the stability of the designed coil array.

While the calculated parameter $\hat{\mu}_\sigma$ is valid for the given sample of 12 subjects, its distribution over general samples of field inhomogeneities in the brains of all human beings is unknown. In order to obtain an approximate confidence interval of the parameter $\mu_\sigma$ using the field maps of the 12 measured subjects, we used a bootstrap approach as described below. First, $k$ subjects, namely a bootstrap sample, are obtained by randomly resampling with replacement from the 12 original subjects. Here, $k$ may not necessarily be equal to 12 and two or more subjects may be repeated. Second, all measured field maps of the $k$ subjects are used in the SVD method from Section 2.3 to generate new $T_n$ components. Finally, these new components are applied to shim all field maps in the training set and $\hat{\mu}_\sigma$ using the new components from the bootstrap sample is then calculated. The whole procedure is repeated $b$ times and $\hat{\mu}_\sigma$ for the $b$th time is denoted by $\hat{\mu}_\sigma^b$. Here, $b$ is set to 1000, which is a typical number in confidence interval approximations with bootstrap. Thus, sorting all the $\hat{\mu}_\sigma^b$ in ascending order, the approximated bootstrap percentile 95% confidence interval of the parameter is given by $(\hat{\mu}_\sigma^{25}, \hat{\mu}_\sigma^{975})$ and the significance level $\alpha$ is set to 0.05. The mean of all the $\hat{\mu}_\sigma^b$ is indicated by $\bar{\mu}_\sigma$.

The $\bar{\mu}_\sigma$ obtained by the designed coil array and all 84 measured field maps in the original sample is expressed as $\bar{\mu}_\sigma^{\text{original}}$ which is used to perform a comparison with the upper bound of the confidence interval in order to measure the stability of the designed coil array.

3 RESULTS

This section consists of five subsections. Example coil layouts for individual brain field maps are shown in the first subsection. The results in the next two subsections are obtained using the SVD method described in Section 2.3 and the leave-one-out cross validation technique described in Section 2.4. Coil element layouts of the designed array and the comparison of shimming capability between the conventional SH method and the SVD method with the selected number of shimming channels are presented in the fourth subsection. The results of the stability of the designed array are described in the fifth subsection.

3.1 Shim coils for individual field maps

Figure 1A-D shows shim coil layouts for various selected subjects in the reference head positions. Here, $P_{\text{max}}^T$ in problem (1) was selected for each field map to obtain the same shimming performance as the fifth-order SH shimming (target order 5). It can be seen that all coil layouts show some similarities although substantial differences between some layouts, for example as depicted in Figure 1A,C, are visible.

Figure 1E-F presents coil layouts for subject 1 after a rotation around the $x$ and $y$ axes, respectively. Here, the designed coil after the head rotation around the $z$-axis is
FIGURE 1  Stream functions for several selected subjects (A-D) in the reference head positions and subject 1 in other two positions after head rotations around the x (E) and y (F) axes, respectively. Here, the target order is equal to 5. The center of mass of a brain mask is at the origin. The head is oriented to face the negative y-axis and the top of the head points in the positive z-direction. The colorbars indicate the value of the stream function $\psi$ in the units of A, the surface current density can be calculated according to Equation 2. Contour lines of the displayed stream functions visualize possible winding patterns. Here, the value of each stream function is scaled to a unit current flowing through individual contours.
not shown since it has a very similar layout as that in the reference head position (Figure 1A), with the corresponding rotation. Contrary to that, the coil layout after the head rotation around the x-axis shows the largest variation from the reference. The variation may be due to the fact that the head rotation around the x-axis leads to a stronger change of susceptibility-induced field distribution in the brain, as discussed in Maclaren et al. 29

3.2 | SVD method for shim coil design

Figures 2A-D and 3 show box plots of minimum numbers and maximum dissipated power $P_{\text{max}}$ of the components, which are used to obtain the third to sixth achieved order SH shimming capability for the original field maps in the training set, respectively. Here, all 84 column vectors of the matrix entering the SVD algorithm were calculated separately.

**FIGURE 2** Box plot of the number of required components (referred to as channel counts) needed to achieve third-order (A), fourth-order (B), fifth-order (C), and sixth-order (D) SH shimming capability for all field maps in the training set. To provide a reference for the plotted channel counts, the numbers of SH functions corresponding to the given order are displayed as black dashed lines, defined as the total numbers of SH functions corresponding to the given order minus four. The box plot of maximum dissipated power $P_{\text{max}}$ [W] (E) for those target orders reveals that $P_{\text{max}}$ grows exponentially with the increase in target order. All those figures also suggest that higher dissipated power $P_{\text{max}}$ can lead to less channel count from the perspective of the median value of channel counts.
for different target orders ranging from the third to the eighth order, as shown on the x-axis of Figures 2A–D and 3. Figure 2E shows the box plot of dissipated power $P_{\text{max}}^T$ selected to solve Problem (1) for the corresponding target orders. In order to assess the number of required components, the total numbers of SH functions corresponding to the different orders (termed SH numbers) are also displayed in black dashed lines in Figure 2. Note that the SH numbers are defined as the total numbers of SH functions corresponding to the given order minus four, since constant and linear SH functions have already been used to pre-process brain field maps. The variations of the maximum and median numbers of components with respect to target order are depicted in red solid lines and red dashed lines with the star symbols, respectively. The outliers of the minimum numbers are plotted using plus symbols.

As can be seen in Figure 2, with increasing target order, the median values of the number of required components tend to decrease. Moreover, if a certain target order is equal to or greater than an achieved order, the median values of the number of components are significantly lower than SH functions corresponding to the achieved order. For example, the median values of all minimum numbers of components are only 50%, 52.4%, 40.625%, and 42.2% of the SH numbers if both the target orders and the achieved orders are equal to 3, 4, 5 and 6, respectively. If the target orders are selected to be one higher than the achieved orders, namely 4, 5, 6, and 7, then the median values of the number of components reduce to 16.67%, 19.05%, 15.625%, and 24.44% compared with the corresponding SH numbers. Although the selection of higher target orders may lead to an increase of dissipated power of the used components, as shown in Figure 3, it seems acceptable from an engineering perspective based on previously realized air-cooled coils. For example, the sixth target order and the fifth achieved order can be used in the coil array design since the maximum values of current and maximum

**FIGURE 3** Box plot of maximum dissipated power $P_{\text{max}}^T$ [W] of required components needed to achieve third-order (A), fourth-order (B), fifth-order (C), and sixth-order (D) SH shimming capability for all field maps. The variations of the maximum and median values of these maximum dissipated power with respect to target order are depicted in red solid lines and red dashed lines with the star symbols, respectively. The outliers of the maximum dissipated power are plotted using the plus symbols.
power dissipation are 9.98 A and 15.77 W, respectively. In this example, each component has been discretized by its contours with 26 steps.

If a target order is lower than the achieved order, the median values of the number of components may be either slightly lower or higher than the SH numbers, as shown in Figure 2B-D, respectively. Furthermore, as shown in Figure 3, the median values of the maximum power dissipation remain within the same range as those in the case where the target order is equal to the achieved order. These results suggest that it is advantageous to use an equal or higher target order than the achieved order when defining the total number of required components.

Although the median values of the numbers of components have a decreasing tendency, the maximum number of components in some cases tend to first decline and then rise with the increase of the target order, as shown in Figure 2A-C. This U-shape variation suggests that using much higher target order than its achieved order could lead to a suboptimal number of required components. In such cases, we can select the transition points, which indicate the points close to the local minimum on the U-shape tendency, to be the number of coil elements of the designed array since the maximum of the power dissipation has an increasing tendency with the target order. For example, as shown in Figure 2B, the target order at the transition point is equal to five and the maximum required number of components is equal to 11, which is the lowest requirement of the number of the coil elements to obtain a shimming capability better than fourth-order SH for all field maps.

Figure 2B-D also shows that the maximum number of components can be less than the total number of SH functions if a target order is equal to the achieved order. For example, when both the target order and the achieved order are equal to 5 or 6, the numbers of components for all the field maps in the training set are required to be 24 or 30, respectively.

**FIGURE 4** Box plot of channel counts needed to achieve third-order (A), fourth-order (B), fifth-order (C), and sixth-order (D) SH shimming capability in validation groups. To provide a reference for the plotted channel counts, the numbers of SH functions corresponding to the given order are displayed as black dashed lines, defined as the total numbers of SH functions corresponding to the given order minus four.
However, to obtain the equivalent shimming capability to the SH fifth order (36 components for the full fifth-order SH basis) or sixth order (49 components for the full sixth-order SH basis), for more than 90% of all the field maps, only 19 or 24 components are needed, respectively.

### 3.3 Shimming cross validation using leave-one-out technique

Figures 4 and 5 show box plots of minimum numbers and maximum dissipated power of the used components in all validation groups as described in Section 2.4. As can be seen, the median values of the maximum numbers of components also decrease with the increase of a target order. Moreover, if a target order is equal to or greater than an achieved order, the median values of the numbers of components also tend to be lower than the total numbers of the SH functions. For example, the median values of all numbers of components are less than 75%, 71.43%, 75%, and 82% of the corresponding SH numbers when both the target orders and the achieved orders are equal to 3, 4, 5, and 6, respectively. Furthermore, if the target orders are selected to be one order higher than the achieved orders, that is 4, 5, 6, and 7, the median values of the numbers of components reduce to 41.67%, 23.8%, 39.06%, and 55.56% compared to the corresponding SH numbers. These results suggest that using a higher target order at the design stage can enhance the generalization ability of the resulting coil array.

Figure 4A-D also shows that the maximum numbers of components in some cases tend to follow a U-shape with the increase of the target order. In these cases, the values at the transition points can be selected as the numbers of coil elements of the designed array. For example, 12 and 24 can be selected as total numbers of coil elements to obtain fourth and fifth achieved order SH shimming capability for all field maps in the training set when the target orders are equal to 5 and 6, respectively.

### 3.4 Shimming capability and coil element layouts of the designed coil-array

Figure 6A,B shows scatter plots of standard deviations for all field maps in the training set using 12 and 24 components,
respectively, and compared to high-order SH shimming. As can be seen, for all field maps, shimming using 12 and 24 components outperforms fourth- and fifth-order SH shimming, respectively. Furthermore, for more than 39.29 and 90.48 percent of all field maps, these components achieve an equal or better shimming capability compared to fifth- and sixth-order SH shimming, respectively.

Figure 7A-D depicts the first four components of the designed shim array of 12 components. As can be seen, these four components show distinctly different coil layouts in comparison to conventional SH coils. Figure 7E shows a box plot of currents flowing through the 12 components to obtain a fifth achieved order SH shimming capability for all 84 field maps in the training set. As depicted, the median of currents flowing through the first SVD component has a more than three times higher amplitude than those of other components. This result may be related to the fact that the singular value of the first component is greater by a factor of over 2.7 than the singular values of the other components.

The performance of the designed coils was then evaluated in a test set consisting of data from 6 further subjects who had not been used during the design phase. Figure 8A presents a box plot of standard deviation (SD) of residual magnetic field inhomogeneity after shimming the field maps in the test set with SH and SVD coil. As can be seen, shimming using the 12 and 24 SVD components performed slightly better than the fourth- and fifth-order SH shimming, respectively. Figure 8B depicts the residual fields on three typical slices of a representative field map in the test set after shimming using the first and fourth SH shapes and SVD coil with 12 elements. As shown, the SVD coil shimming has a similar capability as the fourth-order SH shimming.

### 3.5 Stability of the designed coil array

Figure 9 shows the variation of the 95% confidence interval of $\hat{\mu}_{\sigma}$ with respect to the number of subjects $k$ in the bootstrap. Here, $\hat{\mu}_{\sigma}$ is calculated using the designed coil array with 12 coil elements. In order to assess the stability of the designed coil array, $\hat{\mu}_{\sigma}$ for all field maps in the original sample of 12 subjects is depicted by a dashed black straight line. The upper part of the confidence interval tends to decrease with increasing $k$. When the number of subjects $k$ is equal to 12, the upper boundary of the confidence interval of $\hat{\mu}_{\sigma}$ is 20.75% larger than $\bar{\mu}_{\sigma}$, indicating that a different sample of 12 subjects may lead to quite different designs and shimming capabilities. In order to bring the increase of the upper boundary under 5%, the number of subjects $k$ would need to be around 140.

### 4 DISCUSSION

In this study, we have developed a novel approach for a shim coil array design based on the SVD method with the explicit consideration of the human head anatomy. Instead of directly applying SVD to multiple field maps of human brains, as described in Adalsteinsson et al.\textsuperscript{16} and Li et al.\textsuperscript{17} here SVD has been applied to the matrix of stream functions. A similar
FIGURE 7  Stream functions (A-D) of the first four components and box plot of currents (E) flowing through the SVD12TO5 12 components for shimming of all the 84 field maps in the training set. For further details refer to the caption of Figure 1
approach has been recently presented in a design for a gradient coil array with movable imaging volume. The input of the SVD algorithm in our method was composed of individual coil layouts optimized to achieve a given order SH shimming capability for each field map (given a constraint on total power dissipation) with each coil representing a column vector of the matrix. Contours of each resulting component can be used to construct an individual coil element of the shim coil array. Unlike the results of the SVD algorithm field maps in Li et al., the magnetic field generated by each coil element is spatially smooth over the human brain and naturally satisfies Maxwell’s equations. Furthermore, the proposed protocol accounts for different possible head positions, which increases the usability of the designed shim array.

In the previous work, leave-one-out cross validation has already been used to evaluate the generalization ability of the SVD modes of the field maps. Here, the cross validation technique has been applied to obtain a suitable total required number of components to balance the trade-off between generalization ability and fabrication challenges of the resulting shim coil array. Furthermore, the power dissipation of each element of a shim coil array can be calculated to provide additional clues for determining the total number of coil elements.

In a less recent publication, it was shown that the first SVD mode combined with up to second-order SH shapes outperforms up to third-order SH functions for the reduction of field inhomogeneities in validation data. This means that six bases (1 SVD mode plus 5 second-order SH shapes) are required if the field maps were measured after only a first-order SH shimming. This number of the bases is comparable to 5, which was the number of coil elements in

FIGURE 8  Box plot (A) of standard deviation of the residual field inhomogeneity after different shimming methods for the data in the test set and the residual fields (B) on three typical slices of a representative field map in the test set after shimming using the first (SH1), fourth SH shapes (SH4), and SVD coil with 12 elements (SVD12TO5)
In the present work if the target order and the achieved order are equal to 5 and 3, respectively, as shown in Figure 4A. These comparable results may be due to the high degree of similarity of field maps of normal human brains within the general population.

The validation data shown in Figure 4 reveal that using a target order equal to or lower than an achieved order did not allow us to obtain a smaller number of components than that of the corresponding SH functions when the achieved order was higher than 4. This result may be caused by relatively simple resulting stream functions from the individual shim coil design step, according to the method in Section 2.2. The authors have shown that the stream function for a field map has more wire loops for higher SH shimming fidelity. If the target order is too low, the resulting stream function does not capture the complexity of the target field map. After the SVD is performed on the matrix consisting of such stream functions for all field maps, more components are required to obtain a higher achieved order shimming fidelity.

As shown in Figures 2A-C and 4B,C, the maximum number of components tends to rise with the increase of the target order though the median values of the numbers of components have a decreasing tendency. This result may be due to relatively complicated resulting stream functions. If a target order is too high, the resulting stream function for each field map has more local wire loop structures according to Jia et al. Then, the SVD algorithm has difficulties finding a common basis in a set of rapidly oscillating functions. When the resulting SVD components are used for shimming for a specific field map, more components may be required.

As shown in Figures 2 and 4, the total number of used components are typically determined by the maxima or the maximum outliers in the box-plots. One possible reason for the appearance of the outliers is the difference in the magnetic susceptibility distributions for individual human brains. Another possible reason is the different rotations for the same human brain. For example, as shown in Figure 6B, using 24 components did not allow us to achieve a sixth-order SH shimming performance for around 10 percent of the field maps. Even for the same subject, the sixth-order SH shimming capability for field maps corresponds to some but not all head positions. In order to achieve the goal for all field maps, one possible solution is to increase the number of used components to 30, as shown in Figure 2. The relationship between the head rotations and the number of the required components is a topic of an ongoing study at our institution.

It is worth noting that our results are obtained using field maps for whole brain shimming. Although the resulting shim coil array can also be used for reducing the field inhomogeneity within local regions in the brain, it may not be optimal in this case. Moreover, the proposed coil array may not be suitable to perform shimming over other human organs which have different susceptibility distributions. Fortunately, the proposed design method can be applied to create specific shim coil arrays for the local regions or other organs if field maps or the corresponding organs or areas are used in the design.

Stockmann et al has simulated the shimming performance of their integrated RF/B0 helmet arrays for human brain field maps acquired after second-order global SH shimming. Based on their results, 32-channel shim arrays plus 8-channel face loops have a shimming performance comparable to between the fourth- and fifth-order SH shimming. However, Figure 4C shows that the 24-channel coil elements achieve similar shimming fidelity for all validation data as the fifth-order SH shapes. This means that the total number of coil elements can be reduced by a factor of 1.25 compared to the RF helmet design. This reduction may be due to the fact that two shim coil arrays are mounted on different current-carrying surfaces and our shim coil array was designed specifically to reduce the field inhomogeneity of the human brain.

As can be seen in Figure 6A, some field maps in this study show higher standard deviations than some examples from the literature (e.g. Stockmann et al). One of the possible reasons of the high standard deviation observed for some field maps in our data set is the large amount of anatomical diversity amongst the subjects enrolled in this study. Another reason can be the selection of the brain region to be shimmmed, which in our study comprises the whole brain, including cerebellum and the most part of the brain stem. Furthermore, in our study we have paid a
A novel approach based on the stream function method and the singular value decomposition has been presented and used to design a shim coil array matched to the human brain anatomy. The cross validation technique has been applied for finding an optimal number of elements of the coil array. The results demonstrate the validity of the proposed method to design a potentially physically realizable shim coil array matched to the human brain anatomy, which naturally satisfies the laws of electrodynamics. A bootstrapping technique has been leveraged to estimate the required number of brain field maps for the final coil design.
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