Programmable large-scale simulation of bosonic transport in optical synthetic frequency lattices
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Photonic simulators using synthetic frequency dimensions have enabled flexible experimental analogues of condensed-matter systems, realizing phenomena that are impractical to observe in real-space systems. However, to date such photonic simulators have been limited to small systems suffering from finite-size effects. Here, we present an analog simulator capable of simulating large 2D and 3D lattices, as well as lattices with non-planar connectivity, including a tree lattice that serves as a toy model in quantum gravity. Our demonstration is enabled by the broad bandwidth achievable in photonics, allowing our simulator to realize lattices with over 100,000 lattice sites. We explore these large lattices in a wide range of previously inaccessible regimes by using a novel method to excite arbitrary states. Our work establishes the scalability and flexibility of programmable simulators based on synthetic frequency dimensions in the optical domain. We anticipate that future extensions of this platform will leverage advances in high-bandwidth optoelectronics to support simulations of dynamic, non-equilibrium phases at the scale of millions of lattice sites, and Kerr-frequency-comb technology to simulate models with higher-order interactions, ultimately in regimes and at scales inaccessible to both digital computers and realizable materials.

I. INTRODUCTION

Simulations have long been used to understand emergent phenomena in complex many-body systems. Special-purpose analog simulators trade-off the generality of digital implementations for either scalability or access to regimes challenging for digital computers. In this regard, photonic analog simulators [1–8] complement developments in platforms like superconducting circuits [9, 10] and ultracold atoms [11, 12] by enabling, in principle, extremely large-scale simulations. Photonic simulation has a long history and has led to the discovery of a variety of phenomena challenging to realize in conventional condensed-matter systems, such as topological phase transitions [13–19] and non-Hermitian exceptional points [20–24], which in turn has led to new photonic devices with applications far beyond basic physical science [25–28].

Although telecommunication technologies routinely utilize the high-bandwidth inherent to optics, harnessing the frequency parallelism of light for large-scale analog simulation has largely remained unexplored. One promising approach is to implement synthetic frequency dimensions [16, 18, 29–42], in which optical frequency modes are mapped to lattice sites to perform bosonic analog simulations. Simulators using synthetic frequency dimensions have been shown to be versatile, implementing synthetic electric and magnetic fields [29, 32, 34, 37, 38, 43–49], non-Hermitian coupling [18, 50], and nonlinear interactions [49, 51]. So far, however, these have suffered from restricted system sizes, limited programmability, or lacked techniques for probing the underlying dynamics.

Here, we demonstrate a frequency-mode-based platform that can simulate transport of arbitrary excitations in planar and non-planar optical lattices with up to 100,000 sites – orders of magnitude greater than achieved previously in programmable simulators [39]. By pursuing a dense spectrum with MHz mode spacing, we leverage developments in both optical frequency combs and high-frequency optoelectronics to manipulate and probe a large number of optical frequency modes in a ring cavity. These technologies enable arbitrary frequency encoding of input states, highly programmable lattices, and tools to read out the dynamics of our simulator.

The class of Hamiltonians that our system is able to simulate is

\[ H = \sum_{i<j} J_{i-j} a_i^\dagger a_j + \text{H.c.} \]  

(1)
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Hamiltonians in this class describe non-interacting bosons on lattices with translational invariance. $a_l^+$ and $a_l$ are, respectively, the bosonic creation and annihilation operators for the $l$th lattice site. The lattice geometries are defined by the tunneling rates $J_k = |J_k|e^{i\phi_k}$, which encode the coupling of sites a distance $k$ apart. In the synthetic-frequency-dimensions approach [39] that we adopt, the lattice operators $a_l$, $a_l^+$ are associated with the $l$th frequency mode of an optical cavity; the cavity modes are spaced apart in frequency by $\Omega$ (the free spectral range of the cavity). The tunneling rates between sites $(J_k)_{k=1,2,3,...}$ are physically realized using a phase modulator within the optical cavity (Fig. 1A) – intuitively, the modulator creates optical sidebands at the frequencies contained in the modulation signal $v(t)$ and it is these sidebands that can cause coupling between cavity modes. By setting the frequency components in $v(t)$ appropriately, different lists of tunneling amplitudes $(J_k)$ can be programmed (Fig. 1A), which in turn realize different lattice geometries (Fig. 1C). In our simulator, there is an additional term in the Hamiltonian accounting for the gain/loss balance, but this is kept close to zero (see Supplementary Section 3).

The main goal of the photonic simulator we present in this work is to be able study the transport of a variety of input excitations in any Hamiltonian in the class defined by Eq. (1), where the complex parameters $J_k$ can be programmed arbitrarily – this allows us to study a diversity of different lattices, including ones that are multidimensional.

![FIG. 1: Simulations of large-scale bosonic transport with programmable photonic simulator.](image)

Dynamic modulation of a fiber ring resonator couples frequency components of the intracavity field in each roundtrip, represented in the basis of the frequency modes as $U = F^\dagger e^{iV}F$. Here, $V \propto \text{diag}(\vec{v})$ is the diagonal voltage operator defining the modulation signal $\vec{v} = (v(t_1), v(t_2), ..., v(1/\Omega))$, and $F$ is the discrete Fourier transform. The components of the voltage modulation define the coupling (bottom). By modulating at multiples of the mode spacing ($\Omega$), we only couple long lived modes of the cavity, allowing for injected signals to propagate in frequency for many multiples of the roundtrip time. (B) Engineered long-range coupling maps the one-dimensional spectrum to $L \times L$ two-dimensional lattice with twisted boundary conditions. As $L$ grows large, the lattice approaches a smooth 2D plane. (C) A set of voltage signals defining lattices in 2 and 3 dimensions (top; see main text and Supplementary Fig. S7 for details), and the response to a single frequency drive (single-site) for a twisted 2D square lattice with over 20,000 lattice sites compared with tight-binding simulations of a 2D square lattice (bottom).

The Hamiltonian in Eq. (1) describes a 1D lattice (with nonlocal couplings) but we can implement effective higher-dimensional lattices by suitably programming the couplings $(J_k)$ to reflect the local geometry. For example, an effective 2D square lattice can be realized by coupling nearest-neighbors and $L$th nearest-neighbors, i.e., $(J_k)_{k=1,2,3,...} = (J_1, 0, 0, ..., J_L, 0, 0, ...)$ (Fig. 1B). While this effectively produces a 2D lattice with a twisted boundary condition [52], a local excitation with finite lifetime will be insensitive to this twist for a sufficiently large system size. The vanishing effects of the twisted boundary condition can be seen in the steady-state response to a single-site excitation in the comparison shown in Fig. 1C between our experiment and simulations of a true 2D tight-binding lattice.

The frequency-multiplexed platform has a convenient encoding of reciprocal space for lattice systems. In the mapping from lattice sites to frequency modes, time maps to momentum [35]. In the same vein, since the Fourier
FIG. 2: Optical band-structure measurements of 2D and 3D lattices. (A) The band structure for a twisted 2D square lattice is measured from the time-domain response of the cavity to scanning single-frequency injection as a function of the detuning $\Delta$ [35], here demonstrated using a toy example with linear lattice size $L = 3$. This time-trace output is sliced up into chunks of length $L$, allowing the reconstruction of a full 2D band structure measured in a single shot (see Supplementary Section 4). (B) Reconstructed band structure for a 2D square lattice with large $L$, comparing analytic (left) with experimental results (right) for $L = 100$. As $L$ grows large, the effect of the twisted boundary condition in the band structure becomes negligible, and the measured band structure approximates that of a regular 2D square lattice. (C) Data of the full band structure plotted along slices that connect special points of the Brillouin zone, compared with analytic results for a true 2D square lattice (black). These points, highlighted in the bottom-left, denote locations in momentum space with high symmetry. The density of states $g(E)$ is directly measured by summing the time-domain response (right). Band structures and density of states for (D) 2D triangular lattice ($L = 100$), (E) 3D square lattice ($L = 28$), and (F) 3D hexagonal lattice ($L = 28$).

components of the modulation signal define the connectivity, the modulation signal in the time domain defines the band structure. For a 1D lattice, this correspondence is exact: the modulation signal $v(t) = -V_0 \cos(\Omega t)$ couples nearest-neighbor modes, implementing a 1D tight-binding chain with band structure $E(k) = -J \cos(ka)$. Here the lattice spacing $a$ is identified with the mode spacing $\Omega$, and momentum $k$ with time $t$. More generally, the action of phase modulation on the frequency modes can be expressed as a unitary operator $U = F^\dagger e^{iV} F$, where $F$ is the discrete Fourier transform, and $V \propto \text{diag}(\tilde{v})$ is a diagonal matrix whose values are proportional to the voltage signal $\tilde{v} = (v(t_1), v(t_2), \ldots, v(1/\Omega))$. In our simulator, the operator $U$ implements the time evolution defined by
the Hamiltonian in Eq. (1). Thus, the modulation signal \( v(t) \) defines the time evolution in a diagonal basis, and therefore encodes energy eigenvalues of the lattice, i.e., the band structure. As a consequence, this permits us to encode arbitrary lattices that have a single-band band structure. Additionally, it provides us direct access to momentum-space lattice measurements [35].

FIG. 3: Input state preparation. (A) Scheme for preparing arbitrary input states: a single frequency tone is modulated with a signal encoding both amplitude and phase of a given state, producing symmetric sidebands (orange spectrum). The initial tone and the unwanted sideband is then rejected with a bandpass filter (red envelope), leaving only the positive sidebands which are sent into the cavity. (B) Experimental measurements of input states for increasing number of modes programmed in the input signal for: a standing wavepacket, an angular wave enveloped with a Gaussian centered at zero, higher angular state enveloped with an offset radial Gaussian, and the Cornell University logo. The steady state outputs of these states for a 2D \( L \times L \) square lattice are shown to the right, along with comparison with theory. (C) We excite momentum eigenstates of a 2D square lattice with momenta in various directions enveloped with a Gaussian. Left shows the representation of the input state in momentum space \( \vec{k} = (k_x, k_y) \), right shows the experimental steady state in position space \( \vec{x} = (x, y) \). Here, local momentum eigenstates are continuously excited at the center, and propagate with a well-defined momentum before decaying.

To extend the above momentum-to-time analogy to 2D and 3D, we require the number of modes to grow large enough that the finite-size effects from the twisted boundary condition vanish. For small \( L \), slices of the band structure along the slow axis (i.e., the axis corresponding to transport along nearest-neighbors) suffer from an asymmetry near the boundaries of the Brillouin zone (Fig. 2A). This is due to the twisted boundary conditions, which makes the two directions no longer independent, since \( L \) hops along \( \Omega \) reaches will reach the same position as a single hop along \( L \Omega \). Concretely, the asymmetry in the band structure can be seen by comparing the two-tone signal we use to generate a 2D lattice, \( v(t) = -2V_0 \cos(\Omega t) - 2V_0 \cos(L \Omega t) \), and a true 2D tight-binding lattice with nearest-neighbor hopping, which has a band structure \( E(\vec{k}) = -2J \cos(k_x a) - 2J \cos(k_y a) \). The latter has two independent reciprocal lattice vectors, \( k_x \) and \( k_y \). For \( L \gg 1 \) however, we can rely on a separation of timescales and treat \( \Omega' = L \Omega \) as an effective independent degree of freedom. This approach can be readily extended to higher-dimensional lattices, e.g. for a 3D square lattice, \( \Omega, L \Omega, \) and \( L^2 \Omega \) are the independent degrees of freedom.

Fig. 2A outlines how we use the methods introduced in Ref. [35] to measure the band structure of 2D lattice in a single-shot, then slice up the measured band structure in periods of \( T_{fast} = 1/L \Omega \) to reconstruct the 2D full band structure. See Supplementary Section 4 for full details on this reconstruction. As \( L \rightarrow \infty \), the band structure of our effective 2D square lattice approaches that of a regular 2D square lattice, as seen when comparing Figs. 2A and B. Slices through high symmetry points of the full band structure are shown in Fig. 2C-F for a 2D square, 2D triangular, a 3D simple cubic, and a 3D hexagonal lattice, along with the respective density of states for each. Theoretical curves for ordinary tight-binding lattices are shown in black.
FIG. 4: Time-reversal-symmetry breaking in a 2D triangular lattice due to an effective gauge field. 
(A) Complex hopping terms induces a nonzero local magnetic flux within a plaquette of a triangular lattice. (B) The introduction of the magnetic field breaks time reversal symmetry, as can be seen in the asymmetry of the K and K' points in the band structure after performing Pierelis substitution (bottom). (C) Measured steady state spectral response due to a single-site injection under the influence of the synthetic local magnetic field. The presence of the synthetic field leads to a departure from 6-fold symmetry to 3-fold symmetry in the transport. Experimental data (left) is compared with simulations (right).

High-bandwidth telecommunications optoelectronics enable the study of transport in our platform for arbitrary input states. Our scheme is enabled by 12-GHz electro-optic modulation, summarized schematically in Fig. 3A. This technique allows us to specify the amplitude and phases of input excitations for up to around 4000 lattice sites, limited primarily by a bandpass filter used in our implementation (see Supplementary Section 5 for details). Figure 3B shows experimental measurements of various input states, including standing wavepacket eigenstates, angular wavepackets and a Cornell 'C'. The right column displays their respective steady-state response. With full control over both amplitude and phase, we are able to excite states with net momentum. Fig. 3C shows the steady state response of momentum eigenstates of a 2D square lattice enveloped with a Gaussian for a discrete set of nonzero input momenta. The momentum of each input state is labeled by its respective momentum distribution within the Brillouin zone, shown in the left column of Fig. 3C.

By programming the phases and detunings of the coupling Hamiltonian (Eq. (1)), we implemented synthetic magnetic and electric fields respectively (see Supplementary Section 6 for measurements for synthetic electric fields) [29, 32, 34, 37, 38, 43–48]. Figure 4 shows the effect of a synthetic gauge field applied to a 2D triangular lattice, giving rise to a global zero magnetic field, but nonzero local magnetic field. By adding a relative phase along nearest neighbor hoppings, a nonzero magnetic flux going around each plaquette of the triangular lattice is induced. Shown in Fig. 4B, the addition of this field breaks time-reversal symmetry, which for the triangular and honeycomb lattices, maps the K to K' points [53]. This results in a reduction of a 6-fold symmetry to a 3-fold symmetry in the transport of injected light, where propagation of light is prohibited in certain directions, as shown in the heterodyne measurements of the steady-state density in a triangular geometry with 10,000 lattice sites (Fig. 4). This time-reversal-symmetry breaking with local non-zero fields is one key ingredient in observations of the quantum valley Hall effect seen in honeycomb lattices [53–55].

In addition to lattices found in traditional condensed-matter systems, our photonic simulator is capable of simulating systems not realizable in crystalline materials. Systems with non-planar connectivity are particularly interesting given their realization in solid state systems are impractical, yet contain rich physics.

Perival et al. [12] recently experimentally demonstrated a simulation of a graph with exotic long-range connectivity given by

$$J_{i-j} \propto \begin{cases} 
|i-j|^s & |i-j| = 2^n, n \in \mathbb{Z}^+ \\
0 & \text{otherwise.}
\end{cases}$$

(2)

This describes a system that can be continuously changed, using the parameter $s$, from an Archimedean-geometry regime in which correlations between sites decay with Archimedean distance $|i-j|$, to a non-Archimedean-geometry regime in which the correlations between sites have a treelike structure. The hierarchical geometry of this treelike
FIG. 5: Simulations of bosonic transport in a tree-like geometry with a graph comprising over 100,000 sites. (A) Non-equilibrium correlation measurements for a 1D chain with non-local interactions, characterized by the degree of locality $s$ (see Eq. (2)). As $s$ is tuned from $-1$ (left) to $+1$ (right), the correlations transition from locally decaying to treelike [12]. Top row is experimental data, bottom row is theory. The lattice cartoons on the left and right schematically show the coupling form for a single lattice site (position 0). (B) Optical spectrum measurement for response to a single site injection with $s = 0.5$, showing measurable steady-state population in > 100,000 lattice sites. (C-E) RF spectrum measurement showing the lattice occupation with single-site resolution of the zoom-in in the full optical spectrum, comparing with simulations for windows of 20 GHz (C), 500 MHz (D), and 100 MHz (E). Theoretical results have been inverted for clarity.

system is a toy model for $p$-adic AdS/CFT correspondence [56] studied previously using atomic ensembles in an optical lattice with 16 sites [12]. We experimentally show this transition in Fig. 5A in the measurements of correlations of the lattice as $s$ is tuned (see Supplementary Section 6 for details on the correlation measurements and another example with a 1D lattice). Near the transition, at $s = 0.5$, the lattice exhibits both strong local and nonlocal connectivity, resulting in dense yet extremely large lattices, shown in both optical spectrum measurements in Fig. 5B as well as RF spectrum measurements in Fig. 5C.
II. DISCUSSION

While some graphs, such as the tree-like example depicted in Fig. 5, result in steady-state occupations that span 100,000 or more lattice sites, quantifying the absolute size of our simulator requires some nuance. On one hand, based on the dispersion and bandwidth of the elements inside the cavity, we believe the lattices we simulate span several THz, corresponding to millions of lattice sites. On the other hand, as in real systems, local excitations in locally connected lattices will rarely explore most of this large lattice before their amplitude decays below the noise floor of our detectors. In these lattices, the steady-state response of a local injection is detectable at most $10^4$ lattice sites in the vicinity of the injected wavepacket.

The examples here cover only a narrow swath of the bosonic physics that can be simulated with frequency-domain coupling of photonic modes. By optimization of intracavity dispersion, loss, and power, observing dynamics on lattices spanning millions or more sites is feasible. By adding intracavity amplitude modulators, non-Hermitian Hamiltonians can be realized [18]. By adding multiple spatial modes or coupled cavities, multi-band physics [16], defects, and hard lattice edges may be simulated [42], enabling the study of much more complex topological phenomena. By varying modulations over multiple cavity periods, dynamical, non-equilibrium phases [57, 58] and other transient phenomena may be realized. In unmodulated cavities, Kerr nonlinearities give rise to locked combs defined by dissipative cavity solitons [59]. Intermodal interactions lead to four-mode interactions [49, 51], which could be systematically programmed via reconfigurable intracavity dispersion, spectral loss, and/or additional mode families [50, 61]. Such platforms would allow new regimes of intracately tailored frequency combs, and would permit photonic frequency-mode simulators to explore the physics of models with higher-order interactions, a regime which remains a challenging frontier of network science [57]. Photonic simulators have been demonstrated to be robust platforms for exploring condensed-matter phenomena, some of which had previously been inaccessible. Frequency-domain photonic simulators benefit from programmability and the potential for large scale, with near-term prospects to scale to sizes that would be impractical to simulate with conventional computers, and in turn may enable the study of emergent behavior that cannot currently be explored in any setting.
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Supplementary Materials: Programmable large-scale simulation of bosonic transport in optical synthetic frequency lattices

1. Experimental setup

The experimental setup, schematically shown in Fig. S1, consists of a long fiber ring with a free spectral range (FSR) $\Omega = 1.226045$ MHz, modulated with a 40-GHz phase modulator (LN27S-FC from Thorlabs) to produce the lattices in the main text and below. The losses in the cavity are compensated by a semiconductor optical amplifier (SOA) from Thorlabs (SOA1117S). A 1 nm optical filter (OZ Optics BTF-11-11-1525/1565-9) is placed in the cavity to reduce ASE generated by the SOA, and an isolator (Thorlabs IO-H-1550APC) is placed to reduce parasitic resonances particularly at low cavity power.

In addition to the cavity, we implement arbitrary input states by a filtering modulations of an injection. The injection laser (RIO3335-3-00-1-BZ7), centered at 1550.57 nm, is first amplified before being split with a 50:50 coupler. One arm serves as the local oscillator (LO) for heterodyne detection, and the other arm is sent through a phase modulator (EOSpace) to prepare the input state. The polarization is adjusted so that it is aligned with the crystal axis of the phase modulator. After passing through the modulator, the input state is encoded in sidebands centered 12 GHz away from the injection. A fiber Bragg grating (FBG) mirror reflects a 4 GHz portion of the spectrum centered 12 GHz away from the LO, while the rest, containing the other sideband and the LO frequency, is dumped (see Fig. 3A). We place a circulator in between the phase modulator and the FBG to collect the reflected light. While this prescription results in 20 dB of insertion loss, we find 30 dB of isolation between the filtered sideband and the LO resulting in a clean single-side band modulation. The modulation of both the input state phase modulator and the cavity phase modulator are controlled by a single AWG (Keysight M8195A). The polarization of the prepared input state programmed by a dedicated AWG is set to align with the crystal axis of the intra-cavity EOM.

Finally, the output of the cavity is combined with the LO before being detected by a 30-GHz photodetector (Optilab PD-30-M-K-DC), resulting in a 12-GHz heterodyne detection of the output. One component of resultant RF signal

![FIG. S1: Schematic of the experimental setup.](image_url)
is amplified before sent to an oscilloscope (Tektronix DSA72004) for band structure spectroscopy in the time-domain. The other component of the RF signal is sent to the spectrum analyzer (Tektronix RSA5126A) to perform direct readout of the lattice over 26 GHz. For bandstructure measurements, the heterodyne arm is turned off. The spectrum measured in Fig. 5B was measured with an optical spectrum analyzer (Ando AQ6317).

![Photograph of the experimental setup.](image)

**FIG. S2:** Photograph of the experimental setup.

**FIG. S3:** Modeling and characterization of gain saturation. Left: simulations of cavity dynamics for linear gain (green curve) and saturating gain (orange curve). Right: Experimental characterization of semiconductor amplifier at various levels of pump current.

2. Setup characterization

Here we outline characterizations of the cavity, particularly characterizations of the cavity gain and losses, coherence time, and the free spectral range (FSR).

The intracavity SOA compensates for roundtrip losses in the cavity. However, the SOA contributes significantly to noise by the unwanted production of ASE. In order to reduce ASE, we placed a filter in the cavity, and minimized roundtrip losses to reduce the operating point of the SOA. The cavity losses were reduced to 5 dB, 4 dB of which
originate from the insertion loss of the cavity EOM. In addition to limiting the noise, reducing the operating point of the SOA has the added benefit of reducing the contribution of the ASE to the gain saturation. The left panel of Fig. S3 shows the effect of the gain saturation on the dynamics of a nearest-neighbor optical lattice. For a large ratio of input power to saturating power, the transport of the optical power along the 1D chain is limited. From simulations, we find that a ratio of $P_{\text{seed}}/P_{\text{sat}} < 1/100$ is enough to reach thousands of modes above the noise floor of our setup. The right side of Fig. S3 shows the experimental measured value of gain saturation at about 4 dBm, thus for all of the measurements in the main text, we had an input power of below -20 dBm going into the cavity.

**FIG. S4:** Measurement of the cavity resonance by maximizing transport response at lasing threshold. The cavity was modulated around a window of $\omega_{\text{mod}} \approx 12 \times \Omega$ (Left), and $\omega_{\text{mod}} \approx 75 \times \Omega$ (Right).

**FIG. S5:** Response to single site injection in a 2D square lattice with 20,000 sites as a function of detuning between the modulation frequency and the cavity free spectral range. By optimizing the detuning for transport, the cavity FSR was measured to be 1.22605 MHz. Panels A and B show the presence of Bloch oscillations (see Supplementary Section 6).

Knowledge of the cavity FSR is needed to $\sim 10$ Hz to in order sustain the coherence over many roundtrips needed to instantiate large lattices. This was measured via different methods, differing in coarse-grained vs fine-grained characterization. At the first step, we measured the FSR by exciting the cavity far above the lasing threshold and measuring the mode excitations. This procedure gives us the FSR to within 10 kHz. Next, we placed the cavity just below the lasing threshold and performed spectral measurements due to a single-site injection, and maximized the transport observed over the modes as we varied the modulation frequency. Shown in Fig. S4 are the responses in a 1D chain as a function of modulation frequency at cavity threshold. To further increase the sensitivity of the measurement, the same procedure was applied at larger integer multiple harmonics. These are plotted in Fig. S4B. To measure the FSR of our cavity down to 10 Hz, we modulated the EOM with multiple tones, which increased the sensitivity due to interferences between different paths taken over multiple roundtrips of the cavity. For example, a modulation consisting of two tones at $\Omega$ and $10 \times \Omega$ will maximize transport if 10 hoppings along the nearest-neighbor modulation produces is coherent with a single hop along $10 \times \Omega$. Figure S5 shows the transport response for a $144 \times 144$ 2D lattice instantiated by two tone modulations at frequencies $\omega_{\text{mod}}$ and $144 \times \omega_{\text{mod}}$. When detuned from the FSR (left and right panels of Fig. S5), we see the injected light reaching out then oscillating back in. Closer to resonance
(middle panel of Fig. S5), the light propagates symmetrically outward. This effect is related to Bloch oscillations (see Section 6), expected to occur in modulated cavity systems where the modulation is detuned [32]. Suppressing these oscillations allowed us to find the FSR to 5 decimal places, down to 10 Hz.

\[ \text{FIG. S6: Processing raw spectrum data. (A) RF spectral cavity response due to a single site injection in a 1D nearest-neighbor chain. (B) closeup of mode excitation for various lattice sites overlayed on the same scale. } n \text{ is the distance away from the injection measured in number of lattice sites. (C) Constructed lattice plot from peaks of lattice site excitation.} \]

3. Setup modeling

Here we outline a simple model for the cavity dynamics. We consider the complex-valued electric field \( A(x, t) \) inside the ring cavity cavity such that \( A(x, t) = A(x + L, t) \) where \( L \) is the roundtrip length of the cavity. In the absence of dispersion, we can expand this electric field in terms of resonant modes as \( A(x, t) = \sum_j A_j e^{i \omega_j t} \) due to this periodic boundary condition. Here \( \omega_j \) is the resonant frequency, related to the roundtrip length as \( \Omega = c/L \). In the frequency domain, the resonant modes are then coupled via an EOM to realize a variety of tight-binding graphs.

In the time-domain, the action of the phase modulator over one roundtrip is simply \( a(t + \tau) = e^{i \phi(t)} a(t) \) where the cavity modulation \( \phi(t) \) is proportional to the RF signal \( v(t) \) driving the phase modulator and is periodic over the roundtrip time \( \tau \). In the basis of the frequency modes, this action is described by

\[ U = e^{iJ\tau} = F^\dagger e^{iV} F \] (S1)

where \( V \) is a diagonal operator encoding the modulation \( \phi(t) \) along the diagonal, and \( F \) is the discrete Fourier transform \( F_{jk} = (e^{-i2\pi jk/N})^k \), where \( N \) is the number of modes. The equation above sets constraints on the time evolution operator \( U \), namely that it is a unitary Toeplitz operator, i.e. a unitary matrix with constant diagonals.

For small values of the matrix \( J \), the full coupled mode equations are

\[ a_m(t) = \left( i m \Omega - \frac{g}{1 + \sum_n |a_n|^2/P_{\text{sat}}} - \ell \right) a_m(t) - i \sum_n J_{m-n} a_n(t) + a_{in}(t) e^{i\Delta t}, \] (S2)

where \( g \) is the small-signal gain, \( \ell \) is the roundtrip loss, \( a_{in} \) is a complex frequency dependant amplitude encoding the input state at frequency \( \omega_{in} \), and \( P_{\text{sat}} \) is the nonlinear saturating gain. The \( J_k \) describe the coupling terms from the phase modulator, given by \( J_k = (2\pi)^{-1} \int_0^{\Omega} dt e^{i\phi(t)} e^{ik\Omega t} \). To model the effect of dispersion we would include a term proportional to \( m^2 \) in the first term, but we have not done so because in our experiments the dispersion was sufficiently small that it could be neglected.

This equation is simplified by moving to the rotating frame of each mode \( a_m(t) \rightarrow a_m(t) e^{im\Delta t} \) and operating well below the saturation power. In this form, the equations reduce to

\[ a_m(t) = -\gamma a_m(t) - i \sum_n J_{n-m} a_n(t) + a_{in}(t) e^{i\Delta t}, \] (S3)

where \( \gamma = \ell - g \) is the gain-loss balance, and \( \Delta \) is the detuning from the cavity modes. Collecting the mode amplitudes in a column vector \( |a(t)\rangle = (a_0(t), a_1(t), ...)^T \) with the basis \( \{|m\}\} \) indexing the cavity modes, we obtain

\[ i\langle m| \left( \frac{\partial}{\partial t} - i\gamma + J \right) |a(t)\rangle = \langle m|a_{in}\rangle e^{i\Delta t}. \] (S4)
Neglecting the loss in the system, this equation describes the Schrodinger equation derived from the Hamiltonian in Eq. (1) in the main text, with $H = J$. The implicit assumption is that since the Hamiltonian is sufficiently linear, the many-body states are described with just a single-excitation picture, i.e. with first-quantization.

Equation (S4) has a simple steady state solution in the continuous limit for a single site injection, i.e. $|a_{\text{in}}\rangle = (0, 0, ...0, 1, 0, ..., 0)^T$. Substituting the basis vectors $\{|m\rangle\}$ indexing the mode numbers with a continuous parameter $x$, we can integrate Eq. (S4) with Fourier transforms to obtain

$$a(x, t \to \infty) = i\sqrt{P_{\text{in}}} \int \frac{dk \ e^{ikx}}{\phi_k - i\gamma}$$

(S5)

where $\phi_k$ is the spectrum of $J$. For example, a 1D nearest neighbor coupling with strength $J_0$, where $\phi_k = k^2$, Eq. (S5) has the steady-state solution

$$a(x) = \pi \sqrt{P_{\text{in}}} e^{\sqrt{2\gamma/J_0}|x|}$$

(S6)

where $x$ is the continuous variable indexing the mode number. Clearly, by taking $\gamma \to 0$, i.e. operating at threshold, the number of occupied modes reaches infinity. Of course, the solution in Eq. (S6) neglects the effects of dispersion and more importantly, gain saturation. From simulations, we found that dispersion would begin limiting our lattice sizes around a bandwidth of $\sim 100$ GHz, but that the gain saturation limits the size much earlier, effectively increasing the loss as discussed above.

Simulations used to compare with experimental results were performed using a driven-dissipative tight-binding Hamiltonian with the true underlying geometry. That is, if we are comparing a 2D lattice in our experimental system with one from simulations, the Hamiltonian implementing the lattice in the computer simulations is a true 2D lattice without the twisted boundary conditions arising from the translational invariant coupling nature of the phase modulators. This is to directly compare the performance of the simulator vs computer simulations of these systems. In addition, the effects of the gain nonlinearity were neglected, other than to induce an effective decrease in the gain of the amplifier (so that the modes don’t populate out to infinity). In short, with the exception of Fig. 5, the simulations performed in this work were modeled with Eq. (S4), with the coupling matrix $J$ replaced with the true underlying tight-binding Hamiltonian. Since the lattice in Fig. 5 is a 1D lattice with non-local connections, and is not emulating some higher-dimensional planar graph, this was simulated faithfully.

4. Real-space-occupation & band-structure measurements

Here we provide the methods used in measurements of the steady state tomography in various lattices. The output of the cavity is sent to an RF detector, whose current measures the optical power. This RF signal is then sent to an RF spectrum analyzer which integrates the signal over 100s of round trips. The spectrum analyzer measures RF power, whose current measures the optical power. This RF signal is then sent to an RF detector, whose current measures the RF power.

For a triangular lattice, we modulate the intra-cavity EOM at three frequencies $\{\Omega, L\Omega, (L+1)\Omega\}$ (Fig. S7A). Following the methods employed in the 2D square lattice geometry, this produces a lattice depicted in Fig. S8A – a 2D square lattice with an extra diagonal connections. While the connectivity of this graph is exact with the connectivity of a triangular lattice, the six fold symmetry of this lattice is not captured when presented in regular euclidean space. Intuitively, this can be seen in Fig. S8C, where a traversal down along $J_2$ followed by a traversal along $J_1$ should result in an occupation that is directly "below" the original site geometrically. In Fig. S8 however, this procedure results in a shift along the horizontal direction. Thus, beginning with every even row of our lattice, we shift the indices over by one as depicted in Fig. S8B, resulting in the expectant traversals. Doing so preserves...
FIG. S7: Modulation schemes for the lattices presented in Fig. 2 of the main text: (A) 2D triangular lattice, (B) 3D square lattice, (C) 3D triangular lattice. The modulation scheme for a 2D square lattice is shown in Fig. 1.

FIG. S8: Mapping the frequency spectrum to a 2D triangular lattice geometry. First, the frequency modes are mapped to points in (A), similar to a 2D square lattice, though with an extra hopping. Beginning with every other row, the indices are shifted over by one in order to preserve the local geometry of the triangular lattice (B). Finally, every other row is shifted by half a "pixel" in all spatial representations (C). (D) Compares the unshifted lattice (top) with the shifted (bottom).

the local connectivity of the triangular lattice without physically altering the connectivity. Finally, when plotting these lattices on a 2D plane, we plot the values of the modes on a planar lattice that has the geometry depicted in Fig. S8C. The difference in these aesthetic changes are apparent in Fig. S8D.

To measure band structure, the output of the cavity is amplified and filtered with a 0.1-1 GHz-bandpass filter. The amplifier increases the signal to noise ratio needed for the single shot readout for the band structure measurements. Single shot read-out is needed due to the phase walk-off between the injection and the cavity. For details of the band structure measurement, we refer to [35], but we briefly summarize the procedure here, and outline our extensions for measurements of band structures in 2D and higher.

Figure S9 shows the modulation signal sent to the cavity to realize a $30 \times 30$ 2D square lattice, and the measured band structure spectroscopy. The plot on the right is produced by taking a linear scan of the injection signal over a cavity mode, and measuring the response. The raw measurement is a 1D time series, which is then divided up into chunks set by the cavity roundtrip time $\tau = 1/\Omega$. The vertical axis is set by the scanning speed, here normalized by

FIG. S9: Band structure measurement of a $30 \times 30$ 2D square lattice using methods introduced in [35]. (A) Modulation signal sent to the cavity EOM. (B) Experimental measurement of time-domain response of the cavity broken up in chunks of the roundtrip time $\tau = 1/\Omega$. The vertical axis on the experimental plots is the detuning $\Delta$ of the injection away from the cavity mode, normalized by the cavity spacing $\Omega$. 
FIG. S10: Decomposition of band structure of a 2D square lattice along edges of the Brillouin zone. (A) Analytic band structure for a 2D square lattice, with edges of the Brillouin zone highlighted with purple and red planes. By slicing the measured band structures into $L$ chunks along the fast time axis each of length $t_{\text{fast}} = \Omega / L$, we can reconstruct the full 2D band structure. Slices of the reconstructed 2D band structure corresponding to $k_x = \pi / a$ (B), and $k_y = \pi / a$ (C).

FIG. S11: Full reconstruction of band structure measurements for modulations instantiating lattices with $> 10,000$ lattice sites. (A) band structure for a 2D square lattice comparing theory with experiment. (B) band structure for a 2D triangular lattice comparing theory with experiment. The experimental data is in effect a function of three variables. A opacity cutoff has been applied at low signal for clarity (shown in the grey bar adjacent to the colorbar).

The cavity mode spacing $\Omega$. Here, we scanned over one mode in 1 ms. These two time scales were observed to be well separated enough to allow the laser to equilbrium with the continuously changing scanning frequency. The widths of the band structures are proportional to $\Omega V / V_{\pi}$, where $V$ is the modulation amplitude, and $V_{\pi}$ is the pi-voltage of the phase modulator. For all band structure measurements, we drove the EOM very close to the pi-voltage in order to get wide band structures.

A real 2D square lattice has a band structure of $E(k) = -2J \cos(k_x a) - 2J \cos(k_y a)$. Here, we have a single
dimension. To construct the full 2D band structure from this signal, we further separate the time-domain response signal into two further time scales by decomposing the horizontal axis of Fig. S9B into L chunks, so that each chunk is of length $t_{\text{fast}} = 1/L\Omega$, where $L$ is the secondary long range coupling used to instantiate a 2D square lattice. The left plot of Fig. S10 shows the first chunk of the data plotted in Fig. S9. The secondary time scale is synthetically formed by looking at points separated by $1/L\Omega$. In other words, if we reconstruct the full 2D band structure by appending chunks of length $t_{\text{fast}}$, $t_{\text{slow}}$ is the orthogonal direction pointing along the different chunks. These two timescales $t_{\text{fast}}, t_{\text{slow}}$ map to the two independent momenta $k_x$, and $k_y$, when the time scales are well separated enough, as is the case for $L \gg 1$. Figures S10B & C show the band structures along $t_{\text{fast}}$ and $t_{\text{slow}}$, corresponding to borders of the Brillouin zone with $k_x = \pi/a$ and $k_y = \pi/a$, respectively.

Finally, Fig. S11 shows the full reconstructed 2D band structure for a square and triangular lattice, along with the analytic band structures. For clarify, an opacity filter was applied to the experimental data for the 3D plots in Fig. S11 such that only points greater than a certain power level are plotted. The band structures shown in the main text are slices of the full reconstructed band structure along high symmetry points. The theory curves were computed from the analytically solvable band structures, namely $E_{\text{2D square}}(k) = -J\cos(k_x) - J\cos(k_y)$, $E_{\text{2D tri}}(k) = -J\cos(k_x) - J\cos(k_x - k_y \sqrt{3}/2) - J\cos(k_x + k_y \sqrt{3}/2)$, $E_{\text{3D square}}(k) = -J\cos(k_x) - J\cos(k_y) - J\cos(k_z)$, and $E_{\text{3D tri}}(k) = -J\cos(k_x) - J\cos(k_x - k_y \sqrt{3}/2) - J\cos(k_x + k_y \sqrt{3}/2) - J\cos(k_z)$ for a 2D square, 2D triangular, a 3D square, and a 3D triangular lattice respectively. The theoretical curves for the density of states were computed using the Kwant code [63].

In order to take paths through the high symmetry points of the Brillouin zone, high resolution experimental data was needed. For the band structure measurements, the cavity was modulated at a slightly detuned frequency ($\sim$ the Kwant code [63].

5. Input-state preparation

To prepare arbitrary input states, high modulation bandwidth and high preparation fidelity with no spurious images or modes are required. To this end, we implemented an image rejection IQ mixer in the optical domain by combining a 12 GHz-phase modulator with a fiber Bragg grating as a filter (see Fig. S1). The Bragg grating is a 4 GHz-bandpass filter, which enabled the programmability of around 4000 lattice sites, while rejecting the spurious sidebands in addition to the carrier frequency. The filter is centered 12 GHz away from the injection seed, so the modulator was driven with a signal with a center frequency of 12 GHz. The baseband signal around the 12-GHz sideband was encoded in a voltage signal from an AWG as I and Q pairs. These two were then sent into an (electronic) IQ mixer encoded in a voltage signal from an AWG as I and Q pairs. These two were then sent into an (electronic) IQ mixer upconverted with a 12-GHz local oscillator (Fig. S12). The resultant upconverted signal was then sent to drive the external EOM, enabling both phase and amplitude programmability of the input state at every lattice position.

To account for spectral inhomogeneities in the input chain, we calibrated the modulation by measuring the light before entering the cavity. If the modulation has some inhomogeneity, such that a voltage signal $V(t) = \sum_n V_n \sin(n\Omega t)$ is modified to $V(t) = \sum_n (V_n^2 \eta_n) \sin(n\Omega t)$, the spectrum analyzer output modes are scaled by $\eta_n^2$. To compensate, we injected light that had been uniformly modulated at all integer multiples of the FSR within the spectral region of interest, i.e. a top hat distribution defined on lattice sites. This region of interest is roughly up to 2000 modes for the input states presented in Fig. 3B in the main text. The square root of the response of this measurement gives us approximately $\eta_n$, which we used to apply an envelope function to the modulation signal. If successful, a top hat modulation multiplied with this envelope function will produce a clean flat spectrum. Otherwise, this process can be iterated for higher order. The measured input states shown in Fig. S13 were produced with just a single iteration of the above procedure.

The phase modulator preparing input states and the phase modulator programming the cavity interactions are synced to the same clock, however, the voltage signal driving the input state modulator is upconverted before hitting the EOM (Fig. S12). This imparts a phase difference between the input state and the cavity due to the different cable lengths. As shown in Fig. S12B, the phase difference between the injected light and the cavity defines the average momentum of the excitation. To account for this delay, we prepared a state with net-zero momentum (in the frame of the outgoing signal) into a tight-binding lattice, and tuned the phase of the cavity signal until we observed no transport.
FIG. S12: Overview of input state preparation in a 2D square lattice. (A) Two channels of an AWG form the in-phase and out of phase quadratures of a signal upconverted with a 12 GHz LO. A third channel is sent to the intra-cavity EOM. These channels are locked to the same clock, therefore the phase difference between the input state preparation and the cavity phase modulation is given by the cable length. (B) Time-domain signal sent to the cavity phase modulator (green) and the injection phase modulator (blue). (C) Two dimensional representation of the input state in momentum/time space with level curves of the 2D band structure plotted in gray. (D) Real and imaginary parts of the injected signal in coordinate/frequency space.

FIG. S13: Comparison of experimentally prepared input states with the digital image. (A) Experimentally measured input states measured with heterodyne with a detector before the cavity (see Fig. 3 of the main text). Here, a portion of the input spectrum has been folded into a 44 × 44 image. (B) Digital image of the input states fed as input into the phase modulator.

6. Supplementary results

Here we present additional measurements of transport in a variety of lattices, showcasing the programmability of our photonic system. The top row of Fig. S14 shows the steady state cavity response for a 2D square lattice with nearest neighbor connections, a 2D triangular lattice, and a 2D square lattice with nearest and next-nearest neighbor connections. Beneath these are the simulations of the corresponding lattices with a tight-binding Hamiltonian without the twisted boundary conditions.

Figure S15 shows the correlations of a simple 1D lattice with either nearest neighbor hoppings, or next-nearest neighbor hoppings. We see that in Fig. S15, as the strength of the nearest-neighbor coupling becomes small relative to the next-nearest neighbor coupling, the correlation length broadens and becomes tessellated, indicating that nearest neighbors are no longer correlated. The inhomogeneity along the diagonals is due components in the readout chain, e.g. detector, amplifier, and spectrum analyzer, as well as input chain, e.g. bandpass filters, amplifier, and injection. These matrices are constructed from the measured spectral response of the lattice at a given injection site. That is,

\[ G_{ij} = \langle n(i)^* n(j) \rangle - \langle n(i) \rangle \langle n(j) \rangle, \]  

where \( n(j) \) denotes the population at site \( j \), and \( n(i)^* \) denotes the population at site \( i \) given the injection was made at
FIG. S14: Response of single site injection in a 2D square lattice with nearest neighbor connections, 2D triangular, and 2D square with second and third-nearest connections.

FIG. S15: A 1D lattice with both nearest neighbor and next-nearest neighbor connections (A). With only nearest neighbor connections (B), the correlations decay exponentially. As the next-nearest hopping is increased (C), the correlation length doubles on average, and nearest neighbor sites become uncorrelated.

site \(i\), and the \(<\ldots>\) brackets denote the average over injection sites. We denote these quantities as the non-equilibrium correlation matrices, and find these measurements capture correlations of systems also found in other literature [12].

Finally, we extend previous works in realizing synthetic electric fields via the observation of Bloch oscillations, shown here in a 1D nearest-neighbor chain for arbitrary input states. As in Refs. [32, 37, 38], we realize a synthetic voltage by modulating the cavity with a slightly detuned frequency, as depicted in Fig. S16. A general time-dependent phase modulation for a nearest-neighbor coupled chain realizes the Hamiltonian

\[
H = \sum_n a_{n+1}^\dagger a_n e^{i\theta(t)} + \text{H.c.} \tag{S8}
\]

By performing the gauge transformation \(|\tilde{\Psi}\rangle = \sum_n C_n a_n^\dagger |0\rangle \rightarrow \sum_n C_n e^{i\theta(t)} a_n^\dagger |0\rangle\), the Hamiltonian becomes [44]

\[
H = \sum_n (a_{n+1}^\dagger a_n + \text{H.c.}) + \sum_n n\dot{\theta}(t)a_n^\dagger a_n. \tag{S9}
\]

By simply detuning the modulation by \(\Delta\), such that \(\theta(t) = \Delta t\), we implement a linearly increasing voltage, or
equivalently, a constant electric field in the 1D chain. These give rise to Bloch oscillations [32], which have been seen in photonic simulators, but are difficult to observe in real material systems, requiring very clean samples.

As an example, we prepare a 1D lattice and inject superpositions of equal but opposite momentum wavepackets, i.e. standing wavepackets (Fig. S16B). In the absence of an electric field, these states will diffuse, growing the Gaussian envelope of the packet. In the presence of an electric field however, the mirror symmetry of the lattice is broken, and the packet gains some overall momentum, shown in the measurements in Fig. S16C. In Fig. S16D, we measure the center of mass of the output spectra (Eq. (S10))

\[
\langle x \rangle = \int_{\text{lattice}} x |\psi_{\text{out}}\rangle dx
\]  

over all values of standing wave momenta values, as well as detunings up to 20 kHz.

The above procedure could be generalized to higher dimensions as well as to time-dependent electric fields. In the results presented so far for two-dimensional lattices, the coupling in the second dimension was just an integer multiple of the first, however, these can be independently detuned from each other, instantiating an electric field in either direction. Additionally, by varying the detuning as a function of time, one can implement AC electric fields by frequency modulating the voltage signal driving the phase modulator over a kHz time scale.

**FIG. S16:** Synthetic electric fields and Bloch oscillations via detuned cavity modulations. (A) Coupling nearest neighbor sites with a detuned drive implements an effective electric field (see text). (B) Green and orange curves are the voltage signals driving cavity and input phase modulators respectively. The input state is chosen to be a superposition of two Gaussian wavepackets with equal and opposite momenta \(k_x\), forming a standing wavepacket. (C) Steady state output cavity spectra for different values of detuning. With no detuning (green) the response is symmetric. As detuning is increased, the light will traverse to a maximum amplitude given by the inverse of the detuning. (D) Full experimentally measured phase diagram of Bloch oscillations captured by measuring the center of mass of the output spectra (Eq. (S10))