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Abstract—Domain adaptation for sensor-based activity learning is of utmost importance in remote health monitoring research. However, many domain adaptation algorithms suffer with failure to operate adaptation in presence of target domain heterogeneity (which is always present in reality) and presence of multiple inhabitants dramatically hinders their generalizability producing unsatisfactory results for semi-supervised and unseen activity learning tasks. We propose AEDA, a novel deep auto-encoder-based model to enable semi-supervised domain adaptation in the existence of target domain heterogeneity and how to incorporate it to empower heterogeneity to any homogeneous deep domain adaptation architecture for cross-domain activity learning. Experimental evaluation on 18 different heterogeneous and multi-inhabitants use-cases of 8 different domains created from 2 publicly available human activity datasets (wearable and ambient smart homes) shows that AEDA outperforms (max. 12.8% and 8.9% improvements for ambient smart home and wearables) over existing domain adaptation techniques for both seen and unseen activity learning in a heterogeneous setting.
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I. INTRODUCTION

Remote monitoring of elderly activities helps to manage chronic disease, post-acute care, and monitoring safety thus building sustainable healthcare models in smart environments. The advent of wearable and ambient devices i.e. Internet of Things (IoT) in conjunction with machine learning techniques help continuous monitoring of activities remotely. The key to the success of many existing activity recognition algorithms is the availability of abundant labeled training data [1]. However, for many real-world problems, collecting labeled activity data is often very expensive, cumbersome, time consuming and erroneous. As older adults are reluctant of all efficient ground-truth labeling methods such as using cameras, self-reporting activity logs or activity tagging by peers, activity labeling has become one of the major issues in remote activity monitoring research based on supervised or semi-supervised learning algorithms. On the other hand, due to the immense presence of different heterogeneity of sensor environment such as smart home structure, number of sensors, sensor firing sequence and location heterogeneity, even the most powerful to date domain adaptation technique also stagnates at poor accuracy (avg. 82%) in practice for activity learning [2].

Domain adaptation and transfer learning help to overcome scarcity of labeled data in target domain by utilizing information about the task, and data from single or multiple auxiliary domains (referred to as source domain). Recent advancement of deep learning encourages some successful supervised/unsupervised domain adaptation algorithms in the activity recognition domain [3] [4]. There are several unsupervised activity domain adaptation frameworks based on hidden Markov model, graphical model or deep learning that provide significant improvement in a homogeneous environment [5] [6] [7]. However, nearly all of the previous models fail in addressing the heterogeneity in terms of home structure, sensor types, sensor location and number of inhabitants which are always present in real-world smart homes. To solve the problem, we propose AEDA, an auto-encoder based semi-supervised domain adaptation method. Then, we propose a technique of enabling any homogeneous domain adaptation to work in a heterogeneity setup using the power of AEDA.

In AEDA, we use one auto-encoder each on the source and target data to map both domains on a feature space of similar distribution with a novel loss function. As we use different auto-encoders as input network of source and target datasets, this architecture has become highly capable of handling heterogeneity of wide margin between source and target domain. The key contributions are:

- **AEDA**, a novel ensemble sequence-to-sequence auto-encoder based Semi-supervised domain adaptation (SSDA) algorithm that improves the accuracy significantly in cross-home activity learning for both single and multiple inhabitants.
- A novel technique of using AEDA to empower existing deep homogeneous domain adaptation techniques to work in heterogeneous target data in semi-supervised setup.
- Evaluate proposed frameworks on 12 different heterogeneous and multi-inhabitant use-cases by using two publicly available human activity data-sets (wearable and ambient smart homes) and show our frameworks outperform state-of-art algorithms.

II. RELATED WORKS

As deep neural networks are good at capturing complex features, different deep learning-based domain adaptation meth-
ods are successful in a large variety of domains. Glorot et al. proposed a Stacked Denoising Auto-encoder (SDA)-based domain adaptation method for sentiment analysis [8] and a residual transfer network was proposed in [9]. The adversarial network-based approach used a discriminator network to map source and target feature spaces to a feature space of similar distribution [3]. Similarly, in [4], a domain classifier with a gradient reversal layer was used for common feature space mapping. In other auto-encoder based approaches, marginalized auto-encoder was used to learn common features [10] and reconstruction of source domain samples from target domain samples was used with bi-shifting auto-encoder [11].

While, the main challenge in deep learning based domain adaptation is the gap in feature distributions between domains, which degrades the source classifier’s performance, the recent works have been focusing on unsupervised domain adaptation (UDA) and, in particular, feature distribution alignment. Interestingly, we empirically observe that UDA methods [4], [21], [13] often failed in improving accuracy in SSDA i.e. when a small fraction of labeled data is available in the target dataset. Daume et al. [14] proposed the semi-supervised version of the supervised EasyAdapt (EA) algorithm which uses augmented feature space to map between source and target domains. On the other hand, feature space independent kernel matching method was proposed in [15]. In [16], authors used a completely different ‘soft label’ approach to enable the target model to mimic the output of the source model.

For heterogeneous domain adaptation, different approaches has been proposed, including augmented feature space [17], manifold alignment [18], cross-domain landmark [19] and discriminative correlation subspace [20] and relative distribution of network weights [21] based approaches, but, very few researchers considered the presence of heterogeneity between source and target datasets. In [17], authors used augmented representations of heterogeneous features to learn the common features and Wang et al. proposed a manifold alignment method where labeled data from multiple sources are reused [18]. However, Hubert et al. used cross-domain landmark selection to derive a domain invariant feature subspace [19]. Similarly, a common subspace-based method was proposed in [20] where a correlation subspace is mapped discriminately. Finally, Khan et al. used the relative distribution of corresponding Convolutional Neural Network (CNN) layers to map in a common feature space [21]. However, very few of the aforementioned research works ever considered the heterogeneous semi-supervised deep domain adaptation in any domain.

In this paper, we design and develop an auto-encoder based AEDA model to activate semi-supervised domain adaptation in diverse set of sensors (heterogeneous)-assisted smart home use-cases for cross-domain activity learning

III. PROBLEM FORMULATION

To formulate the semi-supervised domain adaptation problem, we consider an activity source domain $D_s$ which consists of a sensor space (feature space) $X_s$ with dimension $d_s$ and a marginal probability distribution $P(X_s)$, where $X_s = \{x_1, \ldots, x_{n_s}\} \subseteq X_s$ and $n_s$ is number of sensors. Given a specific source domain $D_s = \{X_s, P(X_s)\}$, source activity classification task $T_s$ consists of an activity label space $Y_s$ and an objective predictive function $f(\cdot)$, which can also be viewed as a conditional probability distribution $P(Y_s|X_s)$ from a probabilistic perspective, where $X_s \in \mathcal{X}_s$. Now assume we have a target activity domain $D_t = \{X_t, P(X_t)\}$ with a marginal probability distribution $P(X_t)$ and a target activity classification task $T_t$ consists of an activity label space $Y_t$ where $X_t = \{x_1, \ldots, x_{n_t}\} \subseteq X_t$ and $n_t$ is number of target home sensors. In the semi-supervised setting, as we do not have all of the targets labels $Y_t$ available, we use the learning of the source domain to increase the supervised classification score in the target domain even with very few labeled data in the target domain. In our problem, the source and target domains are different but the activity classification labels are similar i.e., $D_s \neq D_t$, $n_s \neq n_t$, $X_s \neq X_t$ (also dimension $d_s \neq d_t$) but $T_s \sim T_t (Y_s \sim Y_t)$.

IV. AUTO-ENCODER DOMAIN ADAPTATION

A. Deep Auto-encoder

Auto-encoders are used to learn a compact feature representation of a certain domain with trained to reproduce an input to itself. However, auto-encoders have to map the input to a reduced dimensional representation and then reconstruct the original input from the representation. Auto-encoders consists of two parts, encoder, and decoder. Encoder maps the input feature space to a reduced dimensional representation, $h = f(x)$ where, $x$ is the input features. On the other hand, the decoder network learns to reproduce the input, $x = g(h)$. As the encoder and the decoder network learns simultaneously, the loss function during the training is, $L(x, g(f(x)))$. The loss function $L$ can be the mean square loss for continuous value or any other loss function. In the case of deep auto-encoder, the encoder and decoder network can be represented with a neural network consists of many CNN layers. However, the dimension of the bottleneck layer $h$ must be lower than the dimension of the input feature space to extract the useful but concise feature representation.

Now, we consider $N$ samples of activity window $\{X^{(n)}\}_N$, where $X^{(n)} \in \mathbb{R}^{(n)} \times n_\text{w}$; $n_f$ and $n_\text{w}$ represent the number of features and number of sensor events per window respectively. We use a single channel of the CNN network as our data windows are of a single channel. Our proposed method uses 2 layers of CNN and a single layer of Fully Connected Neural Network (FCNN) for both encoder and decoder. With the activity window $X^{(n)}$:

$$
\begin{align*}
\text{CNN 1: } & \hat{Z}^{(n,1)} = X^{(n)} * F^{(c_1)} \text{where, } c_1 = 1, \ldots, C_1 \\
\text{Pooling: } & \hat{Z}^{(n,1)} = \text{pool}(\hat{Z}^{(n,1)}) \\
\text{CNN 2: } & \hat{Z}^{(n,2)} = \hat{Z}^{(n,1)} * F^{(c_2)} \text{where, } c_2 = 1, \ldots, C_2 \\
\text{FCNN: } & h^{(n)} = \sum_j b_j + w_j \hat{z}^{(n,2)}_j \text{ where, } \hat{z}^{(n,2)}_j \in \hat{Z}^{(n,2)} 
\end{align*}
$$

Here, $C_1$ and $C_2$ are the number of filters in CNN layer 1 and layer 2 respectively. In CNN layer 1, $F^{(c_1)}$ represents the filter tensor which convoluted with the sensor window tensor $X^{(n)}$ and produce $C_1$ numbers of 2D tensors. In the pooling
layer, all of the tensors of filter output are stacked and reduced size according to the pooling definition and produce a 3D tensor. Similar to the first CNN layer, the output tensors of the pooling layer get convoluted by the convolution filters $\mathbf{F}^{(c_2,2)}$ and produce the tensor $\tilde{\mathbf{Z}}^{(n,c_2,2)}$. Finally, the output tensors of the second CNN layer get flattened and multiplied and added with weights and biases correspondingly in the FCNN layer. The output of the FCNN layer, $\mathbf{h}_n$ is our reduced feature representation.

Similar to the encoder network, the decoder network consists of two CNN layers and single FCNN layer but in the reverse order:

$$\text{FCNN} : \mathbf{D}^{(n)}(n) = \sum_k b_k + w_k \mathbf{h}_k^{(n)} \text{ where, } h_k^{(n)} \in \mathbf{h}_k^{(n)}$$

$$\text{CNN 2} : \mathbf{D}^{(n,c_2,2)} = \mathbf{D}^{(n)} \ast \mathbf{G}^{(c_2,2)} \text{ where, } c_2 = 1, \ldots, C_2$$

$$\text{Unpooling} : \mathbf{D}^{(n,1)} = \text{Upsampling}(\mathbf{D}^{(n,c_2,2)})$$

$$\text{CNN 1} : \mathbf{X}^{(n)} = \mathbf{D}^{(n,1)} \ast \mathbf{G}^{(c_1,1)} \text{ where, } c_1 = 1, \ldots, C_1$$

The output of the first FCNN layer, $\mathbf{D}^{(n)}$ is reshaped to a 2D tensor and convoluted with the filter $\mathbf{G}^{(c_2,2)}$. The output 2D tensors of CNN layer 2 get stacked to a 3D tensor and upsampled in the unpooling layer. Finally, the upsampled 3D tensor get convoluted by the filter $\mathbf{G}^{(c_1,1)}$ and return the sensor window, $\mathbf{X}^{(n)}$ of the shape of original encoder input.

### B. Domain Adaptation with Deep Auto-encoder (AEDA)

Our proposed approach is inspired by the capability of complex feature representation of the auto-encoders. However, we use Kullback–Leibler divergence (KLD) between the corresponding CNN layer output as a loss component during the training of the target auto-encoder. This forces the target auto-encoder to map the target feature representation to a space of similar distribution to the source feature representation. The loss function we use in our proposed model is:

$$\text{loss} = \mathcal{L}(\mathbf{x}, g(f(\mathbf{x}))) + \alpha \ast \sum_{\text{CNN layers}} \mathcal{KLD}(\tilde{\mathbf{Z}}_{\text{src}}^{(n)}, \tilde{\mathbf{Z}}_{\text{tgt}}^{(n)})$$

$\tilde{\mathbf{Z}}_{\text{src}}^{(n)}$ and $\tilde{\mathbf{Z}}_{\text{tgt}}^{(n)}$ are the CNN layer output of the corresponding source and target auto-encoder respectively. $\mathcal{L}$ is the reconstruction loss and $\alpha$ is a model parameter that was determined empirically. Figure 1 summarises our proposed architecture. The green and blue parts of the auto-encoders are encoder and decoder segments respectively. First, we train the source auto-encoder solely with the source domain features, $\{\mathbf{X}_s\}$. Then, we freeze the source encoder and add a classifier network to train with source domain features and activity label, $\mathbf{X}_s$, $\mathbf{Y}_s$. In the case of target AE, we train the target auto-encoder with the target domain labeled features $\{\mathbf{X}_t, \mathbf{Y}_t\}$. However, we use the KLD loss function along with the Mean-Squared Error (MSE) loss during the training of the target auto-encoder.
Then, we append the previously learned classifier network after the encoder part of target AE and fine-tune with the target labeled data, \( \mathcal{X}_t \). This enables the model to adapt to the unseen activities in the target domain. Finally, our model is ready to predict the unlabeled target domain, \( \mathcal{X}_u \). Algorithm 1 shows the pseudo-code of our proposed algorithm.

The main insight of using KLD loss combined with regular reconstruction loss is it guides the target encoder network to achieve similar feature representation as to the source encoder step by step. If the probability distribution of the weights of a particular CNN layer of the source network is \( p_s \) and the probability distribution of the weights of the corresponding target encoder CNN layer is \( p_t \), the KLD of the weights of the two CNN layers is:

\[
D_{KL}(p_s, p_t) = \sum_{i=1}^{N} p_s(\tilde{Z}_{si}) \log \frac{p_s(\tilde{Z}_{si})}{p_t(\tilde{Z}_{ti})}
\]

Where \( \tilde{Z}_{si} \) and \( \tilde{Z}_{ti} \) correspond to the \( i^{th} \) output of the source and the target encoder CNN layer respectively. KL divergence represents the entropy difference between the CNN layer outputs. However, when we try to minimize the KL divergence between the layer outputs during the learning, the target weights tend to update in a way that leads to producing the output of similar distribution as possible. Applying this method layer after layer, we can achieve better domain adaptability.

C. Enabling Heterogeneity with AEDA

In this section, we explain how we can use our proposed architecture to enable heterogeneity in other algorithms which are designed to work only with homogeneous data. We implement our idea with Domain-adversarial Neural Network (DANN) [4] architecture which is not capable of handling heterogeneous data inherently because of single input network topology. Overall architecture is presented in figure 2.

Firstly, we train both of the source and the target auto-encoder just like previously mentioned AEDA model. However, this time we freeze both of the source and the target encoder network while using the DANN network. In the native DANN architecture, only one feature extractor is used for both of the source and target input. This does not allow the different shapes of source and target data as input. For this reason, the DANN network topology only works with homogeneous source and target data. After our extension of the DANN network with two additional source and target encoder networks, now this network architecture can support two input with different tensor shape. We concatenated these two inputs into the feature extractor. As there are two input networks with the feature extractor of the DANN network, this architecture can now support heterogeneous input data. We can also accommodate heterogeneous data of different shapes by changing the input layer size of the source and the target encoder. Source and target encoder map heterogeneous feature space to a compact homogeneous feature space. In this way, we can enable virtually any homogeneous domain adaptation architecture to work with heterogeneous data. The complete procedure is summarised in Algorithm 2.

Algorithm 1: Auto-encoder Domain Adaptation (AEDA) with for Heterogeneous activity recognition

| Domains  | Number of Inhabitants | Number of Sensors | Activity Types | Length |
|----------|-----------------------|-------------------|----------------|--------|
| hh102    | 1                     | 112               | 29             | 2 months |
| hh113    | 1                     | 123               | 32             | 2 months |
| hh118    | 1                     | 102               | 30             | 2 months |
| Chinook  | 3                     | 40                | 15             | 3 months |

V. EXPERIMENTAL SETUP AND EVALUATION

A. Datasets

1) CASAS [22]: CASAS is a collection of smart-home datasets that are being widely used in activity recognition research. We use three horizon house (HH) smart-home activity datasets with single inhabitant and one multi-inhabitant smart-home activity data-set to evaluate our transfer learning algorithms. We make a sliding window of total 10-time steps as the input feature vectors of the model. We annotate the feature windows with the mode activity of the samples. An overview of the selected datasets with the number of sensors and the number of activities is presented on table I.

2) PAMAP2 Physical Activity Monitoring Data Set [23]: PAMAP2 is recorded from 9 subjects performs 18 different activities each recorded by three inertial measurement units (IMU) positioned on hand, chest and ankle respectively and a hear rate monitor sensor. We separate hand, chest and ankle data and consider as different heterogeneous domain because of different position of the sensors.

B. Baseline Methods

We implement three baseline methods and use these methods using the same dataset as the source and target to get the baseline score. The baseline score indicates the ideal condition of domain adaptation because the source and the target dataset are the same. The implemented baseline methods are: (1) Our proposed Auto-encoder Domain Adaptation (AEDA) method;
Algorithm 2: Enabling DANN network with Auto-encoder for Heterogeneous activity recognition

Input: Labeled Source Domain, \( D^s = \{X^s, Y^s\} \), Labeled Target Domain, \( D^l = \{X^l, Y^l\} \), Unlabeled Target Domain, \( D^u = \{X^u\} \), model parameter \( \alpha \), number of classifier layers \( c_l \), and bottleneck space size \( s \).

Output: End to end classifier network for unlabeled target domain

1. Initialize the source auto-encoder weights randomly;
2. Train source AE with Source features, \( X^s \);
3. Initialize the target auto-encoder weights randomly;
4. Set loss function as, \( \text{MSE} + \alpha \times \sum_{\text{CNN layers}} \text{KLD}(\bar{Z}_{src}, \bar{Z}_{tgt}) \);
5. Train target AE with labeled target features, \( X^l \);
6. Take only Encoder parts of both source and target AE network and use both of feature representations as the inputs of the DANN network;
7. Freeze both of the source and target Encoders and randomly initialize the DANN network;
8. \( \text{repeat} \)
9. Train Encoders + DANN network with the source data \( D^s = \{X^s, Y^s\} \) and labeled target data \( D^l = \{X^l, Y^l\} \);
10. \( \text{until DANN network converges} \);
11. Predict the label of the target unlabelled target data, \( D^u = \{X^u\} \) with encoder + DANN network;

(2) HDCNN topology proposed by Khan et al. [21] with two CNN layers; (3) Deep Correlation Alignment (CORAL) [2].

C. Implementation Details

We implement our Auto Encoder Domain Adaptation (AEDA) network with a python based deep learning framework, Keras with Tensorflow backend. We segment the input data a sliding window of 10 samples and stride of 1 sample and feed to the model with a batch size of 128 samples per batch. However, the window size and the batch size are consistent over all of the data-sets.

We use the symmetric size of the convolution layer in encoder and decoder. The first convolution layer in the encoder and the last convolution layer in the decoder have the same 16 filters with a size of \(3 \times 3\). On the other hand, the second convolution layer in the encoder and the first convolution layer in the decoder have the same 32 filters with a size of \(2 \times 2\). We use a max-pooling layer of \(2 \times 2\) and \(2 \times 1\) in the first and second layers of the encoder respectively. The reason for using different max-pooling in the different axis in the second convolution layer is the number of sensors is relatively high rather than the length of the window. Consequently, we use the Upsampling layer in the decoder concerning the max-pooling layer in the encoder. We set the model parameter \( \alpha = 1 \times 10^{-6} \).

We run our AEDA model on a server having Nvidia GTX GeForce Titan X GPU and Intel Xeon CPU (2.00GHz) processor with 12 GB of RAM. We have reported and compared the performance of different models with the common performance metric accuracy, \(\text{accuracy} = \frac{TP+TN}{TP+TN+FP+FN}\).

D. Results

We evaluate the performance of our proposed framework mainly on two scenarios. i) The baseline method where the source and the target datasets are the same, and ii) all of the combinations of three datasets both from CASAS and PAMAP2 separately. Additionally, we also evaluate our algorithm in the following cases:

- Effect of features and class diversity.
- Accuracy on unseen activities.

1) Baseline Accuracy: We established baseline accuracy for all three models to get the data quality. The baseline methods use the same domain as both the source and the target domain of the models. As no transfer of learning is happening in this case, this baseline accuracy shows the maximum achievable accuracy of a particular model. Figure 4 shows the performance comparison among the models which clearly illustrates that our proposed model AEDA outperforms all other methods in all 6 domains in all two datasets. Both HDCNN and CORAL perform very similarly in all three domains of CASAS datasets with about \(\approx 90\%\) accuracy. Performance of both of the models is about \(96 \sim 98\%\) in case of the three domains of PAMAP2 dataset. Finally, our proposed Auto-encoder Domain Adaptation (AEDA) shows about \(97 \sim 99\%\) accuracy with all of the six domains from both of the datasets which is a significant improvement over HDCNN and CORAL model.

2) Domain Adaptation Accuracy: We compared the performance of our proposed AEDA model and auto-encoder enabled DANN model for heterogeneous application with the following six benchmarking domain adaptation frameworks: Minimax Entropy (MME) [24], Attract, Perturb, and Explore (APE) [25], Domain Adversarial Neural Network (DANN) [4], Heterogeneous Deep Convolutional Neural Network (HDCNN) [21], Deep Correlation Alignment (Deep-CORAL) [2] and Virtual Adversarial Domain Adaptation (VADA) [26]. We implement all of these algorithms using deep domain adaptation framework SALAD [27]. We test the algorithms with all of the combinations of source and target domains with CASAS and PAMAP2 datasets. Different domains in the CASAS dataset present different smart-home with completely different sensor setup and subject. This presents the sensor heterogeneity. Besides, in the PAMAP2 dataset, different domains represent the position of the IMU sensor, i.e. hand, chest and ankle which shows position heterogeneity. The use of data with different sensor diversity and class diversity in source and target ensures the robustness of our proposed architecture. The performance comparisons with the four benchmark models with a different combination of source and target dataset are presented in table II and table IV for CASAS and PAMAP2 dataset respectively. As our algorithm is a semi-supervised learning method, we use 10% of the target data as labeled and the rest of the data as unlabeled. The performance of our proposed method outperforms all other models with a significant margin in almost all combinations of source and target domains. Our AEDA model achieves \(85 \sim 90\%\) of accuracy with different sources and target domains in CASAS dataset and about \(90 \sim 94\%\) in PAMAP2 dataset.

3) Accuracy with Varying Fraction of Labeled Data: We study the performance of our proposed architecture with a different fraction of labeled data in the target dataset. The primary questions of our interest are: i) what percentage of labeled data can contribute to a significant improvement of the performance? (ii) Is our proposed model really justified in the
The performance of our proposed model is more stable with respect to both HDCNN and CORAL models as the percentage of labeled training instances changes. Moreover, the performance is also consistent over the different source and target domains.

4) Different Features and Classes Diversity on Target Dataset: We also study our proposed algorithm in scenarios of different features and class diversity on the target domains in CASAS dataset. We determine the diversity of features and classes based on new classes and features that appear on the target domain other than the features and classes already learned on the source domain.

Table V shows the sensor and class diversity in different domains of source and target data based on our criteria. Our criteria for high sensor diversity is having more than 15 unseen sensors in the target dataset. Similarly, more than 3 unseen classes in the target dataset are considered as high-class diversity. According to Table V, ‘hh113 to hh102’ and ‘hh113 to hh118’ are considered as low sensors and low-class diversity and the rest of the domains are considered as high sensors and high-class diversity. From figure 3, it is evident that low sensors and class diversity domains result in higher stability on accuracy. On the other hand, domains having high sensors and class diversity changes with the changes of labeled data fraction with different baseline algorithms and use all the six combinations of CASAS dataset in figure 3.
5) Accuracy on Unseen Activities: We compare the performance on unseen activities that are newly appeared in the target dataset. Figure 5 shows the accuracy performance of unseen activities over different combinations of source and target dataset. It is clear that our proposed AEDA algorithm outperforms all other baseline algorithms overall of the domains. In most of the cases, AEDA achieves over ≈ 90% accuracy where HDCNN, AEDANN and CORAL show very poor performances. This shows the strength of our proposed algorithm over other baseline models in the scenario of heterogeneous domain adaptation.

The main reason for superior performance on unseen data is the generalization capability over the fundamental components of certain activity. During the mapping to a common feature space in the bottleneck layer of the auto-encoders, similar components of different activities get mapped in nearby regions. As a result when some fundamental components of an unseen activity get matched with and seen activity, the model can easily classify those unseen activities.

6) Parameter Sensitivity Analysis: We choose the optimal value of the model parameter $\alpha$ by analyzing the effect of different values of $\alpha$ on the performance of our model. Figure 6 shows the accuracy score over different values of alpha on two different domain setups from CASAS and PAMAP2 datasets. The accuracy score does not change drastically on the change of alpha which shows the robustness of our model in terms of the change of parameters. We choose the optimal value of alpha as $\alpha = 1 \times 10^{-6}$ from this analysis.

7) Ablation Study: We perform ablation study with CASAS and PAMAP2 datasets to understand the performance change with different loss functions. We perform the experiments by removing KLD loss component between the bottleneck layer. The significant drop of performance in both CASAS and PAMAP2 datasets in table VI shows the importance of KLD loss function in our model architecture.

VI. DISCUSSION AND FUTURE WORK

Unsupervised domain adaptation (UDA) methods improve generalization on unlabeled target data by aligning distribu-
tions but can fail to learn discriminative class boundaries on target domains. However, in Semi-supervised Domain Adaptation (SDA) setting where a few target labels are available, existing methods often do not improve performance relative to just training on the labeled source and target examples, and can even make it worse by imposing negative learning. Moreover, the presence of heterogeneity between the domains can, sometimes, make it impossible to work every other domain adaptation method due to the presence of diversity both in feature and label space. Our proposed AEDA offers a novel method that can ease the domain adaptation in heterogeneous settings both for the feature and class diversity. Our proposed AEDA is powerful enough to enable the existing domain adaptation framework to work in a heterogeneous setting.

Though our result shows a significantly improved result with our proposed AEDA method, there are few limitations of the framework which we aim to address in the future. First, our method enables the DANN architecture for heterogeneous activity data but the performance is poor compared to our vanilla AEDA architecture. This may be because of the reduced capability of the adversarial part of DANN on the representation space which we aim to investigate in the future. We implement and evaluate the performance of all of our algorithms on 12 different combinations of 6 different heterogeneous domains in two publicly available activity datasets where ambient and wearable sensors have been used separately.

### VII. CONCLUSION

Many researchers proposed Semi-supervised domain adaptation (SSDA) with applicability in computer vision and Natural Language Processing (NLP) showing few problem specific successes which are mostly dependent on homogeneity between source and target domains. We develop AEDA on strong basis of the gaps existed between the applicability of homogeneous deep domain adaptation in heterogeneous setting, especially, on heterogeneous smart home sensors (ambient and wearable) environment. Our experimental result shows that AEDA outperforms all other existing baseline algorithms in different scenarios of heterogeneity of the activity recognition data such as low and high heterogeneity in feature and class spaces. Our method also outperforms other algorithms in terms of unseen activities in the target domain. Further, we believe that, AEDA, first of its kind framework, that has the capability to enable any homogeneous deep learning algorithm (supervised, unsupervised, semi-supervised, self-supervised) to handle heterogeneous domains that signifies the utmost importance of this innovation.
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