An Improved Equivalent-Input-Disturbance Method for Uncertain Networked Control Systems with Packet Losses and Exogenous Disturbances
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Abstract: In a networked control system (NCS), time delays, uncertainties, packet losses, and exogenous disturbances seriously affect the control performance. To solve these problems, a modified disturbance suppression configuration of NCS was built. In the configuration, a proportional–integral observer (PIO) reproduces the state of a plant and reduces the observation error; an equivalent input disturbance (EID) estimator estimates and compensates for the disturbance in the control input channel. The stability conditions of the NCS are given by using a linear matrix inequality, and the gains of the PIO and state feedback controller are obtained. Numerical simulation results and an application of a magnetic levitation ball system verifies the effectiveness of the presented method. Comparison with the conventional PIO and EID methods shows that the presented method reduced the tracking error to about one-fifth and two-thirds of their original values, respectively. This demonstrates the validity and superiority of the presented method.
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1. Introduction

A networked control system (NCS) has many significant advantages, such as elimination of unnecessary wiring, low cost, and high-reliability [1]. It has been widely used in aerospace, equipment manufacturing, traffic control, and many other fields [2]. However, with the introduction of communication networks, network induced delay and packet loss become unavoidable problems, which reduces the control performance of the system and leads to the instability of the system. In addition, an NCS has a more complex structure and more uncertainties compared with the traditional point-to-point system. It is important to consider the effects of time delay [3], packet losses, exogenous disturbance [4], and uncertainty on system performance in an NCS [5].

Among these problems, stabilizing an NCS is an essential issue and has been widely discussed from different viewpoints [6], for instance, stability analysis [7], state estimation [8], and controller design [9]. An input delay is an important part of induced time-delays in NCSs. It may cause system instability [10,11]. The Smith predictor is an effective approach in handling time delays. An adaptive Smith predictor control problem was investigated in an NCS by incorporating an estimated time delay in the Smith predictor, thus achieving desired tracking performance [12]. A modified Smith predictor combined with a fuzzy model predictive control (FMPC) overcomes the stabilization problem in an NCS [13]. The Smith estimator controller finds it difficult to apply the Smith estimator...
to the unstable and disturbed networked control system, though it could compensate for constant delay and improve the control performance of an NCS.

Unreliable network transmission and actuator fault would cause packet losses in the NCS [14]. A method of detecting packet losses from process sensor data directly in an NCS was presented to improve the function of the communication network [15]. A stochastic optimal control is derived to reduce the impact of packet losses on system performance [16]. An output–feedback model-predictive control method was designed for an NCS in the presence of packet losses [17]. Sliding-mode controllers were applied to guarantee control performance for both time delays and packet losses [18,19]. An automatic track-keeping algorithm was used to track the reference input and avoid overshoot [20]. An optimal output tracking control method deals with packet losses and the infinite-horizon [21]. An $H_\infty$ consensus was considered in an NCS with random packet losses [22].

The uncertainty of structure and parameters of a networked control system leads to coupling between parameters and fluctuation of system output [23,24]. Robust control provides a control performance index for the uncertainty of the system. A robust output tracking controller of an NCS with uncertainties is presented in [25,26]. A robust sliding mode control method was presented, handling an uncertain NCS with two-channel packet losses [27]. A stabilization problem of uncertain networked control systems was investigated in [28]. Moreover, a networked iterative learning control showing good adaptability to the fluctuation caused by the uncertainty in an NCS was proposed in [29]. The proportional–integral observer (PIO) has good adaptability when the objective is controlled with uncertainty [30,31]. When systems are subject to parameter variations, PIO improves the accuracy of disturbance estimation.

Exogenous disturbances are the other problems in an NCS [32,33]. An adaptive model-based event-triggered control for exogenous disturbances suppression is presented in [34]. Predictive control is widely used to reject disturbances in an NCS [35]. A distributed model predictive algorithm was proposed to suppress an exogenous disturbance [36]. In a delta-domain NCS, an optimal control problem is studied to give the system good disturbance rejection performance [37].

Although the above methods consider the problems which exist in the networked system, they have the problems of low compensation efficiency and a small delay compensation range. Therefore, it is necessary to design an efficient compensation control strategy to ensure the packet losses and disturbance suppression effect and ensure the system tracking control performance in NCS. In this paper, we consider the input and output measurement delays of a networked control system and take packet losses and disturbance as the exogenous disturbances of the system; we analyze the stability criteria of the system considering the time delays and parameter uncertainties. According to the stability criterion, the controller design algorithm is obtained to achieve the effective suppression of exogenous disturbances and packet losses.

The active disturbance rejection method is compensated with the exogenous disturbance in the input channel of a control system [38]. The equivalent-input-disturbance (EID) approach is a typical active disturbance rejection method and has been used to estimate the total effect of disturbances in a delay-free dynamic system [39]. An EID is a signal on the system control input channel, which has the same effect on the output as the actual disturbances do. So, the effect of a time delay, packet losses, and disturbances in an NCS can be described using an EID. The approach has been applied to time-delay systems and showed satisfactory disturbance-rejection ability [40–43]. Delay-dependent guaranteed-cost control was presented by combining the EID approach with the Smith predictor. However, the study is mainly focused on the derivation of stability conditions; the designed controllers are based on stability conditions. Disturbance rejection performance still needs to be improved.

In this study, a new system configuration is built to make the best use of such a controller on the plant side in a networked control system. In the system configuration, a PIO and an EID estimator are arranged on the plant side to estimate and compensate
for packet losses, exogenous disturbances, and uncertainties in a timely fashion, and an internal model controller in the main control room ensures control performance of the main control loop at a high level. In the network, packet losses, uncertainties, and exogenous disturbances are taken to be overall disturbances. The PIO is used to reproduce the state of the controlled object with uncertainties, and the EID estimator is used to estimate the exogenous disturbances on the control input channel. The stability conditions of the time-delay control system are given by using a linear matrix inequality (LMI). The simulation results verify the effectiveness of the presented method. Compared with the conventional PIO and EID methods, some results show that this method is superior. The main contribution and novelty of this study are as follows:

1. The uncertainties, time delay, packet losses, and exogenous disturbance which simultaneously exist in NCS are compensated for effectively.
2. A full-order proportional–integral observer combined with the EID approach is applied to deal with uncertainties in an NCS. This structure of the proportional–integral observer has two degrees of freedom that ensure satisfactory disturbance-suppression.
3. The effect of two delays is equivalent to the input channel for stability analysis. The stability condition is presented for the design of the proportional–integral observer and feedback gains.

This paper is organized as follows: Section 2 analyzes the problem of an NCS and describes the configuration of an NCS with an improved EID estimator. Section 3 proves the stability of NCS and gives the method used to design the controller parameters. Section 4 verifies the method through a numerical simulation and its real application to a magnetic levitation ball system. Finally, Section 5 offers some concluding remarks.

In this paper, I is an identity matrix with a compatible dimension; a symmetric matrix \( \begin{bmatrix} M & N \\ N^T & P \end{bmatrix} \) is indicated by \( \begin{bmatrix} M & N \\ * & P \end{bmatrix} \), and a diagonal matrix \( \begin{bmatrix} Q_1 & 0 \\ 0 & Q_2 \end{bmatrix} \) is indicated by diag\( \{Q_1, Q_2\} \).

2. Configuration of IEID-Based NCS

The NCS (Figure 1) has a plant, a disturbance compensator, a main controller, and a network. There are two network-induced communication time delays in the network: one from the main controller to an actuator (\( \tau_{ca} \)) and one from a sensor to the main controller (\( \tau_{sc} \)). Consider the packet losses, uncertainties of the system, and exogenous disturbances. To estimate these effects on the output of the plant, a proportional–integral observer, an improved EID estimator, a state feedback controller, and an internal model controller are established to compensate for these effects. Set the transfer function of the plant to

\[ G_p(s) = (1 + W(s))G_n(s) \]

where \( W(s) \) is the weighting function that captures the gain bound of uncertainty. In addition, the nominal part of the plant is \( G_n(s) \). The state-space description of \( G_n(s) \)

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + \xi(t)Bu(t) + B_d d(t) \\
y(t) &= Cx(t)
\end{align*}
\]

where \( u(t), x(t), \) and \( y(t) \) are the input, state, and output of the plant, respectively; \( d(t) \) is the overall effect of a bounded exogenous disturbance and packet losses; \( A, B, B_d, \) and \( C \) are constant matrices; and \( \xi(t) \) is the indicator of packet received, that is

\[
\xi(t) = \begin{cases} 
0, & \text{if the control input is lost at time } t, \\
1, & \text{if the control input is received at time } t.
\end{cases}
\]
ξ(t) satisfies the probability distribution

\[ Pr\{ξ(t) = 1\} = γ_0, \quad Pr\{ξ(t) = 0\} = 1 − γ_0. \]  

(4)

Decompose the received packet into two parts:

\[ ξ(t)u(t) = u(t) + d_ξ(u(t)) \]  

(5)

where \( u(t) \) is the original signal and \( d_ξ(u(t)) \) represents packet losses

\[ d_ξ(u(t)) = [1 - ξ(t)]u(t). \]  

(6)

Assume that

\[ |d_ξ(u(t))| \leq d_ξM, \quad ∀t > 0 \]  

(7)

holds for a positive constant \( d_ξM \). Assume that \( (A, B, C) \) is controllable and observable and has no zeros on the imaginary axis so that it can design a servo control system in the main control loop.

According to the definition of an EID [39], there is an EID, \( d_e(t) \), on the control input channel that has the same effect on the output as \( d(t) \), \( d_ξ(u(t)) \) and uncertainties do. Thus, the original plant (1) can be described as

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + B[u(t) + d_e(t)] \\
y_o(t) &= Cx(t)
\end{align*}
\]  

(8)

where \( y_o(t) \) is the output of the system.

An internal model is used to ensure perfect steady-state tracking. It is

\[ \dot{x}_R(t) = A_Rx_R(t) + B_Re(t) \]  

(9)
where $x_R(t)$ is the state of the main controller. $A_R$ and $B_R$ are the system and input matrices of the internal model. The input signal of that controller is

$$e(t) = r(t) - y_o(t - \tau_{sc}) \quad (10)$$

where $r(t)$ is the reference input.

The output of the main controller is

$$u_R(t) = K_R x_R(t). \quad (11)$$

A proportional–integral observer is used to reproduce the state of the plant:

$$\begin{aligned}
\dot{x}(t) &= Ax(t) + K_p[y(t) - \hat{y}(t)] + Bu_f(t) + K_i \chi_i(t) \\
\hat{y}(t) &= C \hat{x}(t) \\
\dot{\chi}_i(t) &= y_o(t) - \hat{y}(t)
\end{aligned} \quad (12)$$

where $K_p$ and $K_i$ are the observer gains. In addition,

$$u_f(t) = K_R x_R(t - \tau_{ca}) + K_F \hat{x}(t). \quad (13)$$

A least-squares optimal estimate of the EID is [39]

$$\hat{d}_e(t) = B^+ \{K_p C [x(t) - \hat{x}(t)] + K_i \chi_i(t)\} + u_f(t) - u(t) \quad (14)$$

where

$$B^+ = (B^TB)^{-1}B^T. \quad (15)$$

In the EID estimator, a first-order low-pass filter, $F(s)$, is used to suppress high-frequency noise contained in $\hat{d}_e(t)$:

$$\tilde{D}_e(s) = F(s) \tilde{D}_e(s) \quad (16)$$

where $\tilde{D}_e(s)$ and $\tilde{D}_e(s)$ are the Laplace transforms of $\hat{d}_e(t)$ and $\hat{d}_e(t)$, respectively. The cutoff angular frequency of the filter is usually set to be 5–10 times larger than the highest angular frequency for disturbance rejection. The state-space function of the filter is

$$\begin{aligned}
\tilde{x}_f(t) &= A_F x_f(t) + B_F \hat{d}_e(t) \\
\hat{d}_e(t) &= C_F \chi_f(t)
\end{aligned} \quad (17)$$

where $A_F$ is stable. As a result, the control input that incorporates an EID estimate is

$$u(t) = u_f(t) - \hat{d}_e(t). \quad (18)$$

**Remark 1.** The uncertainty does not destroy the robust stability of the system. We treat this uncertainty as a disturbance and compensate for it through the presented disturbance-suppression method. The $W(s)$ in (1) represents an uncertain term. It is a transfer function used in robust control. No matter what form the uncertainty is, it can be suppressed by the disturbance compensation method as long as it does not affect the robust stability.

### 3. Stability Analysis and System Design of IEID-Based NCS

Time delays in the network make it difficult to stabilize the system and maintain control performance. Since the internal stability of a linear system is independent of exogenous signals, set the reference input and disturbance to be zero. The transfer function from $y(t)$ to $u_N(t)$ shows that the effect of two delays is equivalent to a $\tau$ ($= \tau_{ca} + \tau_{sc}$) for stability analysis. Use $\tau$ to rewrite the internal model as

$$\dot{x}_R(t) = A_R x_R(t) - B_R C x(t). \quad (19)$$
The plant (2) is rewritten as
\[
\dot{x}(t) = Ax(t) + B[K_R x_R(t - \tau) + K_F \hat{x}(t) - C_F x_F(t)]
\]  \hfill (20)

In addition, the proportional–integral observer is rewritten as
\[
\dot{\hat{x}}(t) = K_P Cx(t) + (A + BK_F - K_P C)\hat{x}(t) + Ki_i(t) + BK_R x_R(t - \tau).
\]  \hfill (21)

and combining (14) and (17), the low-pass filter is
\[
\dot{x}_F(t) = (A_F + B_F C_F)x_F(t) + B_F B^+ [K_P Cx(t) - K_P C\hat{x}(t) + Ki_i(t)]
\]  \hfill (22)

Let
\[
\chi(t) = [x^T(t) \; \dot{x}_F^T(t) \; x_1^T(t) \; x_2^T(t) \; x_3^T(t)]^T.
\]  \hfill (23)

Equations (19)–(23) give a state-space description of the IEID control system
\[
\dot{\chi}(t) = \tilde{A}\chi(t) + \tilde{A}_d\chi(t - \tau)
\]  \hfill (24)

where \( \tilde{A} = \begin{bmatrix} A & BK_F & 0 & -BC_F & 0 \\ K_P C & A_F + BK_F - K_P C & K_i & 0 & 0 \\ C & -C & 0 & 0 & 0 \\ \tilde{A}_{41} & -B_F B^+ K_P C & \tilde{A}_{43} & \tilde{A}_{44} & 0 \\ -B_R C & 0 & 0 & 0 & A_R \end{bmatrix} \),
\[
\tilde{A}_d = \begin{bmatrix} 0 & 0 & 0 & BK_R & 0 \\ 0 & 0 & 0 & BK_R & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \tilde{A}_{41} = B_F B^+ K_P C, \tilde{A}_{43} = B_F B^+ K_i, \tilde{A}_{44} = A_F + B_F C_F.
\]

When the low-pass filter and internal model controller are known, the PIO and state observer are designed to ensure the stability and disturbance rejection performance of the NCS. There are the lemma and theorem for the design process. There are the lemma and theorem for the design process. There are the lemma and theorem for the design process.

**Definition 1.** For a matrix \( C \in \mathbb{R}^{p \times n} \) that has full row rank, the singular-value decomposition (SVD) of the matrix is
\[
C = U[K \; 0]V^T
\]  \hfill (25)

where \( U \in \mathbb{R}^{n \times n} \) and \( V \in \mathbb{R}^{p \times p} \) are unitary matrices, \( K \in \mathbb{R}^{n \times p} \) is a semi-positive definite matrix.

**Lemma 1 ([44]).** For the matrix \( C \) with the SVD (25), if \( \Pi \in \mathbb{R}^{n \times n} \) is a symmetric matrix, then there exists a matrix \( \tilde{\Pi} \in \mathbb{R}^{p \times p} \) such that \( C \Pi = \tilde{\Pi} C \) holds if and only if
\[
\Pi = V \text{diag}\{\Pi_{11}, \Pi_{22}\} V^T
\]  \hfill (26)

where \( \Pi_{11} \in \mathbb{R}^{p \times p} \) and \( \Pi_{22} \in \mathbb{R}^{(n-p) \times (n-p)} \).

**Lemma 2** (Schur complement [45]). For any real matrix \( \Gamma = \Gamma^T \) and \( \Gamma = \begin{bmatrix} \Gamma_{11} & \Gamma_{12} \\ \ast & \Gamma_{22} \end{bmatrix} \), the following assertion statements are equivalent:

1. \( \Gamma < 0 \);
2. \( \Gamma_{11} < 0, \; \Gamma_{22} - \Gamma_{12}^T \Gamma_{11}^{-1} \Gamma_{12} < 0 \); and
3. \( \Gamma_{22} < 0, \; \Gamma_{11} - \Gamma_{12} \Gamma_{22}^{-1} \Gamma_{12}^T < 0 \).

A theorem gives presents a sufficient stability condition of the control system (Figure 1).
**Theorem 1.** Set the parameters $\delta_1$ and $\delta_2$, if there exist appropriate matrices $X_2$, and $W_1$, $W_2$, $W_3$, and $W_4$, and symmetric positive definite matrices $X_1$, $X_{11}$, $X_{22}$, $X_3$, $X_4$, $X_5$, $Y_1$, $Y_2$, $Y_3$, $Y_4$, $Y_5$, and if the following LMI holds, the system (24) is asymptotically stable.

$$
\begin{bmatrix}
AX + XA^T + Y & A_dX \\
* & -Y
\end{bmatrix} < 0
$$

(27)

where

$$
X = \text{diag}\{\delta_1X_1, X_2, X_3, X_4, \delta_2X_5\},
$$

(28)

$$
X_2 = \text{diag}\{X_{11}, X_{22}\},
$$

(29)

$$
Y = \text{diag}\{Y_1, Y_2, Y_3, Y_4, Y_5\}.
$$

(30)

Moreover, the SVD of $C$ is $U[S \ 0]Y^T$, where $U$ and $Y$ are unitary matrices, and $S$ is a semi-positive definite matrix.

Let

$$
 CX_1 = \bar{X}_1 C
$$

(31)

and

$$
 \bar{X}_1^{-1} = USX_{11}^{-1}S^{-1}U^T.
$$

(32)

The gains are given by

$$
K_F = W_2X_2^{-1}, K_R = W_4X_5^{-1}, K_P = W_1USX_{11}^{-1}S^{-1}U^T, K_i = W_3USX_{11}^{-1}S^{-1}U^T.
$$

(33)

**Proof.** A Lyapunov–Krasovskii functional candidate is constructed to be

$$
V(\chi(t), t) = \chi^T(t)P\chi(t) + \int_{t-t_0}^{t} \chi^T(s)Q\chi(s)ds
$$

(34)

where $P = P^T \geq 0$, $Q = Q^T \geq 0$, and $t_0 \geq 0$ is the upper bound of time delay.

The derivative of $V(\chi(t), t)$ along the solution of the system (24) is

$$
\dot{V}(\chi(t), t) = 2\chi^T(t)P\bar{A}\chi(t) + \chi^T(t)Q\chi(t) + \chi(t)P\bar{A}_d\chi(t - t_0) + \chi(t - t_0)\bar{A}_d^TP\chi(t) - \chi(t - t_0)Q\chi(t - t_0).
$$

(35)

Clearly,

$$
\dot{V}(\chi(t), t) \leq \eta_1^T(t)\Xi\eta_1(t)
$$

(36)

where $\eta_1(t) = [\chi^T(t) \ \chi^T(t - t_0)]^T$ and

$$
\Xi = \begin{bmatrix}
P\bar{A} + \bar{A}^TP + Q & P\bar{A}_d \\
* & -Q
\end{bmatrix}.
$$

(37)

If $\Xi < 0$, then $\dot{V}(\chi(t), t) < 0$ and the system (24) is stable. Let

$$
X = P^{-1}, \ Y = P^{-1}QP^{-1}
$$

(38)

where

$$
\begin{cases}
X = \text{diag}\{\delta_1X_1, X_2, X_3, X_4, \delta_2X_5\}, \\
X_2 = \text{diag}\{X_{11}, X_{22}\}, \\
Y = \text{diag}\{Y_1, Y_2, Y_3, Y_4, Y_5\}.
\end{cases}
$$

(39)

Pre- and post-multiplying the inequality (37) by the matrix $\text{diag}\{P^{-1}, I\}$ yields

$$
\begin{bmatrix}
\bar{A}X + XA^T + Y & \bar{A}_dX \\
* & -Y
\end{bmatrix} < 0.
$$

(40)
It is observed that the inequality (40) is not LMI because of the cross terms, for example, $K_F X_2$ and $K_R X_5$ in $\Lambda$. Let

$$W_2 = K_F X_2, \quad W_4 = K_R X_5.$$  \hspace{1cm} (41)

From Lemma 2, set $CX_1 = X_1 C$ where $X_1$ is an existing matrix. Define

$$W_1 = K_p \bar{X}_1, \quad W_3 = K_i \bar{X}_1.$$  \hspace{1cm} (42)

According to the transformation of (41) and (42), (40) is transformed into a standard LMI. Solve this LMI based on the MATLAB toolbox.

For prescribed $\delta_1$ and $\delta_2$, Solving the LMI (40) provides us the symmetric positive matrices $W_1, W_2, W_3, W_4, X_1, X_2, X_3, X_4,$ and $X_5$. Combining (41) and (42) yields

$$W_1 C = K_p C X_1, \quad W_3 C = K_i C X_1.$$  \hspace{1cm} (43)

Combining the singular-value decomposition (SVD) of $C$, the solution of (43) is

$$K_p = W_1 U S X_1^{-1} s^{-1} U^T, \quad K_i = W_3 U S X_1^{-1} s^{-1} U^T, \quad K_F = W_2 X_2^{-1}, \quad K_R = W_4 X_5^{-1}. \hspace{1cm} (44)$$

The proof is completed. \( \square \)

4. Case Study

In this section, a numerical example and a real application of a magnetic levitation ball system are used to verify the effectiveness of the presented method.

4.1. Numerical Example

The numerical example of the plant (2) is [41]

$$A = \begin{bmatrix} -2 & 3 \\ 4 & -5 \end{bmatrix}, \quad B = \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \quad C = \begin{bmatrix} 2 \\ 1 \end{bmatrix}, \quad B_d = \begin{bmatrix} 1 \\ 1.2 \end{bmatrix}. \hspace{1cm}$$

The uncertainties were chosen as

$$W(s) = \frac{3s + 100}{0.1s + 200}. \hspace{1cm}$$

In addition, the maximums of the random delays $\tau_{ca}$ and $\tau_{sc}$ were 0.3 s and 0.1 s (Figure 2), respectively. Thus, the upper bound of $\tau$ was $\tau_0 = 0.4$ s. In the NCS, the probability distribution of packet losses was a random number in the range $[0, 0.4]$.

![Figure 2](image.png)

\textbf{Figure 2.} Random delays in the IEID-based NCS. (a) Time delay from the main controller to the actuator; (b) Time delay from the sensor to the main controller.

In the NCS, an input reference signal was set to

$$r(t) = 100 \times 1(t) \hspace{1cm} (45)$$
where $1(t)$ is the unit step signal.

An exogenous disturbance was

$$d(t) = 30 \tanh 0.1t + 50 \sin 0.1 \pi t + 20 \cos(0.3/\pi t).$$

(46)

According to the reference (45), the parameters of the internal model (9) were chosen as

$$A_R = -0.001, \quad B_R = 1.$$  

(47)

Plot an FFT diagram (Figure 3b) of the exogenous disturbance, $d(t)$ (Figure 3a) to analyze the frequency distribution. The main energy of disturbance is concentrated in the low-frequency band ($\omega < 1 \text{ rad/s}$). Choose the cut-off frequency of the low-pass filter as 10 rad/s and the parameters of the low-pass filter become

$$A_F = -10, \quad B_F = 10, \quad C_F = 1.$$  

(48)

A performance index

$$J_K = \frac{1}{2} \int_0^{40} [r(t) - y_o(t)]^2 dt$$

(49)

was used to adjust $\delta_1$ and $\delta_2$ in LMI (27) so as to find suitable gains of the state feedback and the main controller. Exploring the relationship between $J_K$ and $\delta_i$ ($i = 1, 2$) using a fixed step searching algorithm gave

$$\delta_1 = 24.00, \quad \delta_2 = 0.60.$$  

(50)

Solving LMI (27) yielded

$$K_F = [-3.84 \quad -0.52]^{T}, \quad K_R = 1.21, \quad K_P = [47.56 \quad 241.99]^{T}, \quad K_i = [123 \quad -2.12]^{T}.$$  

(51)

The simulation results (Figure 4) show that the influence of packet losses and the disturbance are reflected in the estimated EID, $\hat{d}_e(t)$ (Figure 4a), and then further controls the control input $u(t)$ (Figure 4b). These ensure that IEID method makes the system stable, and also effectively compensates for packet losses and exogenous disturbances. The effect of the whole disturbance is suppressed to a very low level and the output, $y(t)$ (Figure 4c), tracks the reference input with a very small tracking error. The steady-state value of the tracking error, $e(t)$, is only 4; that is, the relative tracking precision is 99.67%. Plot the Bode diagram (Figure 4d) from the exogenous disturbance, $d(t)$ and packet losses to the output, thus analyze the influence of the different-frequencies exogenous disturbance on the output. Figure 4d shows the effectiveness of the control method in the low-frequency band ($\omega < 10 \text{ rad/s}$).
The PIO control method (Figure 5) is widely used in disturbance suppression. A comparison was carried out between the PIO and the presented method. The parameters of the PIO control system were calculated from an LMI, which is a similar method to the presented method. The resulted control gains were

\[ K_F = \begin{bmatrix} -21.61 & -11.73 \end{bmatrix}, \quad K_R = 1.53, \quad K_P = \begin{bmatrix} 46.43 & 212.10 \end{bmatrix}^T, \quad K_i = \begin{bmatrix} 86.43 & -1.47 \end{bmatrix}^T. \]  

(52)

---

Figure 4. Simulation results for IEID-based NCS. (a) Estimated EID; (b) Control input; (c) System output; (d) Bode diagram from the exogenous disturbance and packet losses to the output.

Figure 5. Configuration of PIO-based NCS.

A comparison with a conventional EID control method [39] is also used to illustrate this feature (Figure 6). The gains of the state-feedback and state observer of the EID control system were

\[ K_F = \begin{bmatrix} -3.61 & -0.73 \end{bmatrix}, \quad K_R = 1.38, \quad L = \begin{bmatrix} 5.42 & 1.41 \end{bmatrix}^T. \]  

(53)
As can be seen in Figure 7a, the output errors of the IEID and the PIO-based NCS indicate that the peak-to-peak value of the tracking errors were 0.89 and 12.14 for the IEID and the PIO control methods, respectively. That is, the presented method reduced the tracking error to less than 7.34% of the PIO control method. From the above discussion, compared with the PIO control method, the IEID method has a better disturbance-suppression ability.

Compared with the conventional EID method, this method has a much shorter transient time and smaller steady-state tracking error, which can be seen from the simulation results (Figure 7b). More specifically, the maximum peak-to-peak value of the steady-state tracking error for the EID control method is 1.28. That is, the IEID control method reduces the tracking error to 69.53% of the EID control method. This proves the effectiveness of the presented method.
4.2. Example of a Magnetic Levitation Ball System

This study takes a magnetic levitation ball system as an example to further illustrate the effectiveness and applicability of this method [46]. The system (Figure 8) contains an electromagnet, a power amplifier, a laser sensor, a hollow steel ball, a local controller, the main controller, and network communication. The main controller in a central control room carries out high-level control tasks (for example, optimization and intelligent control) and a local feedback controller close to the equipment suppresses disturbances and parameter changes in a timely fashion. The main controller is connected to the plant through the Internet.

![Figure 8. Structure of magnetic levitation ball system.](image)

For simplicity, we consider a task of the positioning control of the ball in this paper to demonstrate the effectiveness of our method. This system adjusts the current in the electromagnetic coil to stabilize the ball at a prescribed position or drive the ball to track a reference input. The plant considered in this paper is a single-degree-of-freedom magnetic levitation system, in which the ball can only move in the vertical direction. The description and value of symbols are shown in Table 1.

Table 1. Parameters and variables of the magnetic levitation ball system.

| Symbol | Description | Value |
|--------|-------------|-------|
| m      | Mass of steel ball [kg] | 0.17  |
| d      | diam of steel ball [m] | 0.06  |
| R      | Coil resistance [Ω] | 13.577|
| μ₀     | Vacuum permeability [H/m] | $4\pi \times 10^{-7}$ |
| $S_L$  | Cross-sectional area of electromagnet magnetic conductivity [m²] | $9\pi \times 10^{-4}$ |
| N      | Coil turns [Turns] | 1057  |
| $L_R$  | Viscous damping coefficient [mH] | 341   |
| $h_0$  | Balance position [m] | 0.0425|
| $i_0$  | Balance current [mA] | 0.633 |
| g      | Acceleration of gravity [m/s²] | 9.807 |
| $K_L$  | Spring rate [mH] | –     |
| $i$    | Instantaneous current through the solenoid [mA] | –     |
| $u(t)$ | Control voltage applied to the solenoid [mV] | –     |
| $F(i,h)$ | Electromagnetic force [N] | –     |
| $h$    | Gap between the electromagnet surface and steel ball [m] | –     |
The mathematical model of a magnetic levitation ball system [47] is

\[
\begin{align*}
    m \frac{d^2 y}{dt^2} &= F(i, h) - mg, \\
    F(i, h) &= K_L \left( \frac{di}{dt} \right)^2, K_L = -\frac{\mu_0 S L^2}{4}, \\
    u(t) &= Ri + L_R \frac{di}{dt}.
\end{align*}
\] (54)

According to (54), there are nonlinear elements between \(F(i, h)\) and \(i, h\). Construct the Taylor series expansion of \(F(i, h)\) at the equilibrium point \((i_0, h_0)\) to design the controller and obtain

\[
F(i, h) = F(i_0, h_0) + F_i(i_0, h_0)(i - i_0) + F_h(i_0, h_0)(h - h_0) + O(i, h)
\] (55)

where

\[
F_i(i_0, h_0) = \frac{\delta F}{\delta i} \bigg|_{(i_0, h_0)} = \frac{2K_L i_0}{h_0^2},
\]

\[
F_h(i_0, h_0) = \frac{\delta F}{\delta h} \bigg|_{(i_0, h_0)} = \frac{2K_L i_0^2}{h_0^3},
\]

and \(O(i, h)\) is the higher order term of Taylor expansion of \(F(i, h)\), and \(F(i_0, h_0) = mg\).

Substituting (55) into the first equation of (54) yields

\[
\ddot{h} = F_i(i_0, h_0)(i - i_0) + F_h(i_0, h_0)(h - h_0) + O(i, h).
\] (56)

Taking the voltage signal as the input of the system and considering the influence of exogenous disturbance, \(w(t)\), on the magnetic levitation ball system yields

\[
\ddot{h} = ah + bu + \ddot{d}(t),
\] (57)

where the disturbance \(\ddot{d}(t) = -\frac{2K_i L R i_0}{h_0^2} \frac{di}{dt} + \frac{1}{m} O(i, h) + w(t)\), and the system parameters

\[
a = -\frac{2K_i L R i_0}{mh_0^2}, b = \frac{2K_i i_0}{mh_0 R}
\]

Let \(h = x_1, \dot{h} = x_2, x = [x_1 \ x_2]^T\); the state space equation of the magnetic levitation ball system is expressed as

\[
\begin{align*}
    \dot{x}(t) &= Ax(t) + Bu(t) + Bd(t) \\
    y(t) &= Cx(t)
\end{align*}
\] (58)

where

\[
A = \begin{bmatrix} 0 & 1 \\ a_0 & 0 \end{bmatrix}, B = \begin{bmatrix} 0 \\ b_0 \end{bmatrix}, C = \begin{bmatrix} 1 \\ 0 \end{bmatrix}^T, D = \begin{bmatrix} 0 & 0 \end{bmatrix}.
\]

where \(y\) is the measurement output, \(d(t) = \ddot{d}(t) + (a - a_0)x_1 + (b - b_0)u\) is the total disturbance, including packet losses, parameter uncertainty and exogenous disturbances. \(a_0\) and \(b_0\) represent the nominal values of \(a\) and \(b\), respectively. Since \(b_0 = 0\), it is easy to know that the magnetic levitation ball system is controllable and observable, and there is no zero point on the imaginary axis.

Substituting the table parameter values yields \(a_0 = 61\) and \(b_0 = -0.3\). The amplitude of the balance position is

\[
r(t) = 40 \times 1(t)[\text{mm}].
\] (59)

Figure 9a presents an exogenous disturbance

\[
\ddot{d}(t) = 1 \sin 0.1\pi t + 0.5 \cos 2t [\text{V}].
\] (60)
Choose the cut-off frequency of the low-pass filter as 20 rad/s and the parameters of the low-pass filter become

\[ A_F = -20, \quad B_F = 20, \quad C_F = 1. \] (61)

According to the performance index (55), choosing \( \delta_1 = 15.00, \quad \delta_2 = 1.60 \) yields

\[ K_F = [300, 520], \quad K_R = [1200, 10,000]^T, \quad K_i = [83.35, -10.28]^T. \] (62)

Compared with the PIO and conventional EID control method, the output errors of the IEID, the PIO, and the conventional EID-based NCS indicate that the peak-to-peak value of the tracking errors were 0.0146 mm, 0.0916 mm, and 0.0299 mm for the IEID, the PIO, and the conventional EID control methods (Figure 9b). This proves the IEID method has a better disturbance-suppression ability.

5. Conclusions

This study considered the effect of packet losses and exogenous disturbances on an uncertain system output as the result caused by an equivalent artificial disturbance on the input. The PIO reproduced the state of the controlled object with uncertainties. The EID estimator compensated for both packet losses and exogenous disturbances. A stability condition was derived by combining a Lyapunov–Krasovskii functional. The condition was represented in the form of an LMI and was used to design the gains of the state feedback controller and state observers. The estimate of the EID estimator was incorporated into the control law that dramatically improved disturbance-rejection performance. A numerical example and a real application of a magnetic levitation ball system show the effectiveness of this method. Comparison results show that the presented method has a smaller tracking error than the conventional PIO and EID control methods; more specifically, our method reduced the error by more than 92% and 69% compared to the conventional PIO and EID control methods, respectively. This demonstrates the effectiveness and superiority of the presented approach.

The presented method has good disturbance-rejection ability from simulation results. It has a good control effect for disturbance in the l-frequency range from the FFT diagram (Figure 3b), which shows that the application of PIO has certain limitations. In further work, We will apply our method to the networked multiaxis motion system and will report the experimental results.
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