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Preface

These notes were written for the summer school on “Recent stability issues for linear dynamical systems - Matrix nearness problems and eigenvalue optimization” organized by Nicola Guglielmi and Christian Lubich at the Centro Internazionale Matematico Estivo (CIME) in September 2021; see http://php.math.unifi.it/users/cime/Courses/2021/course.php?codice=20216.

The aim of these notes is to summarize our recent contributions to compute nearest stable systems from unstable ones, namely

[44] N. Gillis and P. Sharma, “A semi-analytical approach for the positive semidefinite Procrustes problem”, Linear Algebra and its Applications 540, pp. 112-137, 2018.

[43] N. Gillis, V. Mehrmann and P. Sharma, ”Computing nearest stable matrix pairs”, Numerical Linear Algebra with Applications 25 (5), e2153, 2018.

[45] N. Gillis and P. Sharma, ”Finding the nearest positive-real system”, SIAM J. on Numerical Analysis 56 (2), pp. 1022-1047, 2018.

[41] N. Gillis, M. Karow and P. Sharma, ”Approximating the nearest stable discrete-time system”, Linear Algebra and its Applications 573, pp. 37-53, 2019.

[42] N. Gillis, M. Karow and P. Sharma, “A note on approximating the nearest stable discrete-time descriptor system with fixed rank”, Applied Numerical Mathematics 148, pp. 131-139, 2020.

[25] N. Choudhary, N. Gillis and P. Sharma, “On approximating the nearest Ω-stable matrix”, Numerical Linear Algebra with Applications 27 (3), e2282, 2020.

[47] N. Gillis and P. Sharma, “Minimal-norm static feedbacks using dissipative Hamiltonian matrices”, Linear Algebra and its Applications 623, pp. 258-281, Special issue in honor of Paul Van Dooren, 2021.

Hence most of the material of these notes take its roots in these papers, where the interested reader can find more details.

Matlab code  All Matlab codes used in these notes can be found at https://sites.google.com/site/nicolasgillis/code. During the course, we will show how to use the different algorithms with some numerical examples.

Slides  The slides presented during the summer school are available from https://www.dropbox.com/s/b33wd0j9pyiflar/CIME_Gillis_slides.pdf?dl=0.
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Notation

Sets of scalars, vectors, matrices

- $\mathbb{R}$ set of real numbers
- $\mathbb{R}_+$ set of nonnegative real numbers
- $\mathbb{R}_{++}$ set of positive real numbers
- $\mathbb{R}^n$ set of real column vectors of dimension $n$
- $\mathbb{R}^{m \times n}$ set of real $m$-by-$n$ matrices
- $\mathbb{R}^n_+$ set of nonnegative real column vectors of dimension $n$
- $\mathbb{R}^{m \times n}_+$ set of $m$-by-$n$ nonnegative real matrices
- $\mathbb{N}$ set of natural numbers (nonnegative integers)
- $\mathbb{C}$ set of complex numbers
- $\mathbb{C}_-$ open left half of the complex plane, $\{ \lambda \in \mathbb{C} : \text{Re} \lambda < 0 \}$
- $\mathcal{S}_+^n$ set of $n$-by-$n$ positive semidefinite (PSD) matrices
- $\mathcal{S}_-^{n,n}$ set of $n$-by-$n$ continuous stable matrices (eigenvalues in $\mathbb{C}_- \cup i\mathbb{R}$, eigenvalues on $i\mathbb{R}$ are semisimple)
- $\mathcal{S}_d^{n,n}$ set of $n$-by-$n$ discrete stable matrices (eigenvalues in the unit circle, eigenvalues of unit modulus are semisimple)

Submatrices, transpose and inverse

- $x_i$ of $x(i)$ $i$th entry of the vector $x$
- $A_i$ or $A(i,:)$ $i$th row of $A$
- $A_j$ or $A(:,j)$ $j$th column of $A$
- $A_{ij}$ or $A(i,j)$ entry at position $(i,j)$ of $A$
- $A(I,J)$ submatrix of $A$ with row (resp. column) indices in $I$ (resp. $J$)
- $[A B; C D]$ We use Matlab notation: $[A B; C D] = \begin{pmatrix} A & B \\ C & D \end{pmatrix}$
- $A^\top$ transpose of the matrix $A$, $(A^\top)_{ij} = A_{ji}$
- $A^{-1}$ inverse of the square matrix $A$, $A^{-1}A = AA^{-1} = I$
- $A^{-\top}$ inverse of the transpose of the square matrix $A$, $A^{-\top}A^\top = A^\top A^{-\top} = I$

Norms

- $\| \cdot \|_2$ vector $\ell_2$-norm, $\|x\|_2 = \sqrt{\sum_{i=1}^{\infty} x_i^2}$, $x \in \mathbb{R}^n$
- $\| \cdot \|_F$ Frobenius norm, $\|A\|_F = \sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n} A_{ij}^2}$, $A \in \mathbb{R}^{m \times n}$

Inequalities

- $A \geq 0$ $A$ is a nonnegative matrix, that is, $A(i,j) \geq 0$ for all $i,j$
- $A \geq B$ This means $A - B \geq 0$
- $A \geq 0$ $A$ is a PSD matrix
- $A \succeq B$ $A - B$ is a PSD matrix
- $A > 0$ $A$ is a positive definite matrix
- $A > B$ $A - B$ is a positive definite matrix
Functions and sets on matrices

\[ \langle \cdot, \cdot \rangle \] Euclidean scalar product, \( \langle A, B \rangle = \sum_{i=1}^{m} \sum_{j=1}^{n} A_{ij} B_{ij}, A, B \in \mathbb{R}^{m \times n} \)

\( \sigma_i(A) \) \( i \)th singular value of matrix \( A \), in non-decreasing order

\( \sigma_{\max}(A) \) largest singular value of \( A \), that is, \( \sigma_1(A) \)

\( \sigma_{\min}(A) \) smallest singular value of \( A \in \mathbb{R}^{m \times n} \), that is, \( \sigma_{\min(m,n)}(A) \)

\( \kappa(A) \) condition number of \( A \), \( \kappa(A) = \frac{\sigma_{\max}(A)}{\sigma_{\min}(A)} \)

\( P_{>0}(A) \) projection of \( A \) onto the set of PSD matrices

\( P_S(A) \) projection of \( A \) onto the set of skew-symmetric matrices

\( \det(A) \) determinant of \( A \)

\( \text{tr}(A) \) trace of \( A \), that is, sum of its diagonal entries

\( \Lambda(A) \) set of eigenvalues of \( A \)

\( \rho(X) \) spectral radius of \( A \), \( \rho(X) = \max_{\lambda \in \Lambda(X)} |\lambda| \)

\( \text{diag}(\cdot) \) For \( x \in \mathbb{R}^n \), \( X = \text{diag}(x) \in \mathbb{R}^{n \times n} \) is a diagonal matrix such that \( X_{ii} = x_i \) for all \( i \)

For \( X \in \mathbb{R}^{n \times n} \), \( x = \text{diag}(X) \in \mathbb{R}^n \) is the vector containing the diagonal entries of \( X \)

\( \text{rank}(\cdot) \) rank of a matrix

Special vectors and matrices

\( 0 \) matrix of zeros of appropriate dimension

\( 0_{m \times n} \) \( m \)-by-\( n \) matrix of zeros

\( I_n \) identity matrix of dimension \( n \)

\( I \) identity matrix of appropriate dimension

Miscellaneous

\( \infty \) infinity

\( i \) imaginary number, \( i^2 = -1 \)

\( \text{Re} \lambda \) real part of the complex number \( \lambda \in \mathbb{C} \)

\( \text{Im} \lambda \) imaginary part of the complex number \( \lambda \in \mathbb{C} \)

\( a:b \) set \( \{a, a+1, \ldots, b-1, b\} \) (for \( a \) and \( b \) integers with \( a \leq b \))

\( [a,b] \) closed interval for reals \( a \leq b \)

\( (a,b) \) open interval for reals \( a \leq b \)

\( \nabla f \) gradient of the function \( f \)

\( \nabla^2 f \) Hessian of the function \( f \)

\( \lfloor . \rfloor \) \( \lceil . \rceil \) \( \lfloor . \rfloor \) \( \lceil . \rceil \) \( \backslash \) \( |.| \)

subtraction of two sets, that is, \( R \backslash S \) is the set of elements in \( R \) not in \( S \)

cardinality of a set, \( |S| \) is the number of elements in \( S \)

\( f(x) = O(g(x)) \) Big \( O \) notation:

there exists \( K \) and \( x_0 \) such that \( f(x) \leq Kg(x) \) for all \( x \geq x_0 \)

\( \inf_{x \in \mathcal{X}} f(x) \) infimum value of \( f(x) \) over the feasible set \( \mathcal{X} \)

\( \min_{x \in \mathcal{X}} f(x) \) minimum value of \( f(x) \) over the feasible set \( \mathcal{X} \)

\( \text{argmin}_{x \in \mathcal{X}} f(x) \) set of minimizers of \( f(x) \) over the feasible set \( \mathcal{X} \)
Abbreviations

a.k.a. also known as
w.l.o.g. without loss of generality
w.r.t. with respect to

Acronyms

BCD block coordinate descent
DH dissipative Hamiltonian
ESPR extended strictly positive real
FGM fast gradient method
IPM interior-point method
LMI linear matrix inequality
LTI linear-time invariant
PGM projected gradient descent
PH port-Hamiltonian
PR positive real
PSD positive semidefinite
SDP semidefinite program(ming)
SSDP sequential semidefinite programming
SPR strictly positive real
Chapter 1

Introduction

The main goal of these lecture notes is to survey a series of recent works [44, 43, 45, 41, 42, 25, 47] that aim at solving several nearness problems for a given system. As we will see, these problems can be written as distance problems of matrices or matrix pencils. To solve them, this series of recent works rely on a two-step approach:

1. **Parametrization**: Parametrize the system using a Port-Hamiltonian representation where stability is guaranteed via convex constraints on the parameters.

2. **Algorithmic solution**: Apply standard non-linear optimization algorithms to optimize these parameters, minimizing the distance between the given system and the sought parametrized stable system.

Before we delve into the technical details, let us introduce and motivate the study of this problem. In the following, we recall what is a dynamical system, how its stability is characterized, and why finding a nearby system with a specific system property is useful.

1.1 Dynamical systems

A general dynamical system in the state-space form consist of the following two equations [71, 73, 31, 16, 69]:

\[
\begin{align*}
    f(\dot{x}(t), x(t), u(t), t) &= 0, \\
    g(x(t), u(t), y(t), t) &= 0, \quad t \in I,
\end{align*}
\]  

(1.1)

and an initial condition \( x(t_0) = x_0 \), where \( \dot{x} = \frac{dx}{dt} \) and

- \( I = [t_0, t_f] \) is the time interval of interest.
- \( x(t) : I \mapsto \mathcal{X} \) is the state function, where \( \mathcal{X} \) is the state space (\( \mathcal{X} \subseteq \mathbb{R}^n \) open set),
- \( \dot{x}(t) : I \mapsto \dot{\mathcal{X}} \), with \( \dot{\mathcal{X}} \subseteq \mathbb{R}^n \) being an open set,
- \( u(t) : I \mapsto \mathcal{U} \) is the control or input function, with \( \mathcal{U} \subseteq \mathbb{R}^m \) with a metric,
- \( y(t) : I \mapsto \mathcal{Y} \) is the output function, with \( \mathcal{Y} \subseteq \mathbb{R}^p \) with a metric,


- \( f : \mathcal{X} \times \mathcal{X} \times \mathcal{U} \times I \mapsto \mathbb{R}^n \) defines the dynamics of the system,
- \( g : \mathcal{X} \times \mathcal{U} \times \mathcal{Y} \times I \mapsto \mathbb{R}^p \) is the output map, and
- \( n \) is the order of the system (state space dimension).

Often systems such as (1.1) are visualized as a block diagram; see Figure 1.1.

\[
\begin{align*}
\text{input data} & \quad \text{control parameter} & \quad \text{output data} \\
\text{system} & \quad f(t,x,u,t)=0 \\
\end{align*}
\]

**Figure 1.1:** Block diagram of a control system.

In the following examples and in many other situations, the system is not exactly known: the state \( x \) and its derivative \( \dot{x} \) cannot be measured. Therefore, the system is considered as a “black box”.

**Example 1.1.** Influence of a change in the interest rate by the National Central Bank (of USA) on the stock market (e.g., Dow Jones Index), currency exchange rate (Euro vs US $), and other financial markets. In terms of system theory, we have
- \( u \) is the interest rate,
- \( x \) is the market parameters (stock, foreign exchange, capital, etc.), and
- \( y \) contains the indices (Dow Jones, exchange rate, etc.)

**Example 1.2.** Cruise control of a car: it is a device designed to maintain vehicle speed at a constant desired speed provided by the driver. In terms of system theory, we have
- \( u \) is the engines throttle position which determines how much power the engine delivers,
- \( x \) contains the car parameters, and
- \( y \) is the speed of the car.

The main objective of control theory is to control a system, so its output follows a desired control signal, called the reference, which may be a fixed or changing value. Mathematically, given an initial value \( x_0 \) and target \( x_1 \), can we find an admissible input \( \hat{u} \in \mathcal{U} \) such that there exists \( t_1 \geq t_0 \) with \( x_1 = x(t_1; \hat{u}) \), where \( x(t; \hat{u}) \) is the solution trajectory of

\[
f(\dot{x}, x, \hat{u}, t) = 0, \quad x(t_0) = x_0.
\]

Often, the target is \( x_1 = 0 \), that is, \( x \) describes the deviation from a nominal path.

The study of control systems can be divided into two branches:

**Linear Control Theory:** Linear control systems are governed by linear differential equations where the output is proportional to the input. They are divided into two subclasses; linear time-variant (if the input-output characteristics change with time) and linear time-invariant (if the input-output characteristics do not change with time).
1.2. STABILITY

Nonlinear Control Theory: Nonlinear differential equations often govern nonlinear systems. These systems apply to more real-world systems because all real control systems are nonlinear. A few mathematical techniques have been developed to handle them, are more complicated and much less general. If only solutions near a stable point are of interest, the nonlinear system can often be linearized by approximating them using a linear system using perturbation theory.

In these lecture notes, we mainly focus on the continuous-time and discrete-time linear time-invariant (LTI) systems. These systems can be well described, leading to solutions for system response and design techniques for most systems of interest [4, 16, 69].

Definition 1.1. (Continuous-time LTI systems) A special case of (1.1) is the following continuous-time LTI system

\[ \dot{x}(t) = Ax(t) + Bu(t), \]
\[ y(t) = Cx(t) + Du(t), \]

(1.2)
on the unbounded interval \( t \in [t_0, \infty) \). Here, \( A, E \in \mathbb{R}^{n,n} \), \( B \in \mathbb{R}^{n,m} \), \( C \in \mathbb{R}^{p,n} \), and \( D \in \mathbb{R}^{p,m} \) are the coefficient matrices of the system, \( x(t) \in \mathbb{R}^n \) is the state vector, \( u(t) \in \mathbb{R}^m \) is the control input vector, and \( y(t) \in \mathbb{R}^p \) is the measured output vector.

Definition 1.2. (Discrete-time LTI systems) We also consider a class of discrete-time LTI systems of the form

\[ E\dot{x}(k + 1) = Ax(k) + Bu(k), \]
\[ y(k) = Cx(k) + Du(k), \quad k \in \mathbb{N}, \]

(1.3)
where \( \mathbb{N} \) is the set of nonnegative integers. The constant matrices \( A, E \in \mathbb{R}^{n,n} \), \( B \in \mathbb{R}^{n,m} \), \( C \in \mathbb{R}^{p,n} \), and \( D \in \mathbb{R}^{p,m} \) are the coefficient matrices of the system, \( x(k) \in \mathbb{R}^n \) is the state vector, \( u(k) \in \mathbb{R}^m \) is the control input vector, and \( y(k) \in \mathbb{R}^p \) is the measured output vector.

The linear systems in (1.2) and (1.3) are called standard systems when \( E = I_n \), where \( I_n \) is the identity matrix of size \( n \times n \), and a descriptor system when \( E \) is not identity. We use the matrix quintuple \((E, A, B, C, D)\) to refer to a descriptor system and quadruple \((A, B, C, D)\) to refer to a standard system in the form (1.2) or (1.3).

1.2 Stability

Stability is an essential property in a control system which intuitively requires “the output to converge to the desired value”, as opposed to diverge from/oscillate around it. Consider a dynamical system of the form (1.2) for two different initial states, but the same input \( u \). The system is called stable if the initial states are chosen close enough together, then the states remain close to each other for all time \( t > 0 \).

In this section, we investigate the stability of LTI systems. Since the theory of the stability of LTI descriptor systems is ambiguous, we consider the standard and descriptor LTI systems separately. A central figure in the study of stability of dynamical systems is Aleksandr Mikhailovich Lyapunov (1857-1918, student of Pafnuty Chebyshev in St. Petersburg University).
1.2.1 Standard systems

The stability of a standard LTI system \((A, B, C, D)\) is well studied. To study stability of LTI systems it is sufficient to consider \(u(t) \equiv 0\), or equivalently the autonomous system \(\dot{x}(t) = Ax(t)\), \(x(0) = x_0\).

**Definition 1.3.** Let \(\bar{x}\) and \(\tilde{x}\) be two solutions of \(\dot{x} = Ax\). Then

- An LTI system \((A, B, C, D)\)/an autonomous system \(\dot{x}(t) = Ax(t)\)/a matrix \(A \in \mathbb{R}^{n,n}\), is called continuous-time stable (Lyapunov stable) if for every \(\epsilon > 0\) there is a \(\delta > 0\) such that \(\|\bar{x}(0) - \tilde{x}(0)\| < \delta\) implies \(\|\bar{x}(t) - \tilde{x}(t)\| < \epsilon\) for all \(t > 0\).

- It is called continuous-time asymptotically stable if it is stable and
  \[
  \lim_{t \to \infty} x(t) = 0
  \]
  for all solutions of \(\dot{x} = Ax\).

- It is called unstable, if it is not stable.

The definitions of stability of discrete-time standard systems (1.3) are essentially identical to the corresponding definitions of stability of continuous-time systems described by ordinary differential equations (1.2), replacing \(t \in [0, \infty)\) by \(k \in \mathbb{N}\).

In the following, we state a variety of stability results that do not require explicit knowledge of the solutions of \(\dot{x} = Ax\) and can be stated for an arbitrary \(A \in \mathbb{R}^{n,n}\). The notation \(\Lambda(A)\) denotes the set containing the eigenvalues of \(A\).

**Theorem 1.1.** Let \(A \in \mathbb{R}^{n,n}\). Then

- \(A\) is continuous-time asymptotically stable if and only if \(\Lambda(A) \subset \mathbb{C}^- := \{\lambda \in \mathbb{C} : \text{Re}\lambda < 0\}\) if and only if there exists \(X > 0\) such that \(A^\top X + XA < 0\).

- \(A\) is continuous-time stable if and only if \(\Lambda(A) \subset \mathbb{C}^- \cup i\mathbb{R}\) and all eigenvalues on the imaginary axis are semisimple (non-defective) if and only if there exists \(X > 0\) such that \(A^\top X + XA \preceq 0\).

- \(A\) is discrete-time asymptotically stable if and only if \(|\lambda| < 1\) for all \(\lambda \in \Lambda(A)\) if and only if there exists \(X > 0\) such that \(A^\top XA - X < 0\).

- \(A\) is discrete-time stable if and only if \(|\lambda| \leq 1\) for all \(\lambda \in \Lambda(A)\) and the eigenvalues with unit modulus are semisimple if and only if there exists \(X > 0\) such that \(A^\top XA - X \preceq 0\).

1.2.2 Descriptor systems

Consider a continuous-time LTI descriptor system \((E, A, B, C, D)\) in the form (1.2). Such a system is solvable if and only if there exists a unique solution for any given sufficiently differentiable control function \(u(t)\) and any given admissible initial condition corresponding to an admissible \(u(t)\) [133, 22]. It has been shown in [22] that the system (1.2) is solvable if and only if the pencil \(zE - A\) is regular, that is, \(\det(zE - A) \neq 0\) for some \(z \in \mathbb{C}\).
1.2. STABILITY

Like the standard systems, while studying stability of descriptor systems (1.2), we need only to consider the following homogeneous equation

$$E\dot{x}(t) = Ax(t),$$  \hspace{1cm} (1.4)

together with an initial condition

$$x(0) = x_0.$$ \hspace{1cm} (1.5)

One can immediately extend Definition 1.3 to regular systems (1.4). However, one has to be careful with the initial conditions and inhomogeneities since they are restricted due to the algebraic constraints in the system. This is important, especially when one studies the stability under perturbations to the system, see, e.g., [30, Example 1.1] and [30, Example 1.2] for possible difficulties in the stability concepts for descriptor system under small perturbations.

To characterize the stability for (1.4) under perturbations, let us introduce the following terminology [39, 73, 31]. A square matrix pair \((E, A)\) with \(E, A \in \mathbb{R}^{n,n}\) is called regular if the matrix pencil \(zE - A\) is regular, that is, if \(\det(zE - A) \neq 0\) for some \(z \in \mathbb{C}\), otherwise it is called singular. For a regular matrix pair \((E, A)\), the roots of the polynomial \(\det(zE - A)\) are called finite eigenvalues of the pencil \(zE - A\) or of the pair \((E, A)\), that is, \(z \in \mathbb{C}\) is a finite eigenvalue of the pencil \(zE - A\) if there exists a vector \(x \in \mathbb{C}^n \setminus \{0\}\) such that \((\lambda E - A)x = 0\), and \(x\) is called an eigenvector of \(zE - A\) corresponding to the eigenvalue \(\lambda\). A regular pencil \(zE - A\) has \(\infty\) as an eigenvalue if \(E\) is singular.

Any regular matrix pair \((E, A)\) (with \(E, A \in \mathbb{R}^{n,n}\)) can be transformed to Weierstraß canonical form [39], that is, there exist nonsingular matrices \(W, T \in \mathbb{C}^{n,n}\) such that

$$E = W \begin{bmatrix} I_q & 0 \\ 0 & N \end{bmatrix} T \quad \text{and} \quad A = W \begin{bmatrix} J & 0 \\ 0 & I_{n-q} \end{bmatrix} T,$$

where \(J \in \mathbb{C}^{q,q}\) is a matrix in Jordan canonical form associated with the \(q\) finite eigenvalues of the pencil \(zE - A\) and \(N \in \mathbb{C}^{n-q,n-q}\) is a nilpotent matrix in Jordan canonical form corresponding to \(n - q\) times the eigenvalue \(\infty\). If \(q < n\) and \(N\) has degree of nilpotency \(\nu \in \{1, 2, \ldots\}\), that is, \(N^\nu = 0\) and \(N^i \neq 0\) for \(i = 1, \ldots, \nu - 1\), then \(\nu\) is called the index of the pair \((E, A)\). If \(E\) is nonsingular, then by convention the index is \(\nu = 0\). A pencil \(zE - A\) is of index at most one if it is regular with exactly \(r := \text{rank}(E)\) finite eigenvalues, see, e.g., [88, 121]. In this case the \(n - r\) copies of the eigenvalue \(\infty\) are semisimple.

The literature on (asymptotic) stability of constant coefficient DAEs is very ambiguous, see, e.g., [14, 21, 121], and the review in [30]. This ambiguity arises from the fact that some authors consider only the finite eigenvalues in the stability analysis and allow the index of the pencil \((E, A)\) to be arbitrary, others consider regular high index pencils \(zE - A\) as unstable by considering \(\infty\) to be on the imaginary axis. We use the following definition.

**Definition 1.4.** Consider the initial value problem (1.4)-(1.5).

i) The linear DAE (1.4) is regular if the matrix pair \((E, A)\) is regular [73].

ii) If the pair \((E, A)\) is regular and of index at most one, then the initial value problem (1.4) and (1.5) with a consistent initial value \(x_0\) is stable if all the finite eigenvalues of \(zE - A\) are in the closed left half of the complex plane and those on the imaginary axis are semisimple [21, 30]. In this case \((E, A)\) is called a stable matrix pair.
iii) If the pair \((E, A)\) is regular and of index at most one, then the initial value problem (1.4) and (1.5) with a consistent initial value \(x_0\) is asymptotically stable if all the finite eigenvalues of \(zE - A\) are in the open left half of the complex plane \([21, 30]\). In this case \((E, A)\) is called an asymptotically stable matrix pair.

The matrix pairs which are regular, of index at most one and asymptotically stable are also known as admissible pairs \([31]\). The admissibility of matrix pairs/LTI descriptor systems is also related to a type of generalized Lyapunov matrix equation.

**Theorem 1.2** ([82]). Consider a pair \((E, A)\) with \(E, A \in \mathbb{R}^{n,n}\). The pair is regular, of index at most one and asymptotically stable if and only if there exists a nonsingular \(V \in \mathbb{R}^{n,n}\) satisfying

\[
V^\top A + A^\top V < 0 \quad \text{and} \quad E^\top V = V^\top E \succeq 0.
\]

### 1.3 Passivity

Another important property for a dynamical system is a conservation property that is termed as passivity, which means system does not generate energy \([2, 76]\).

**Definition 1.5.** The LTI system \((E, A, B, C, D)\) is called passive if there exists a nonnegative scalar valued function \(V(x)\) such that \(V(0) = 0\), and the dissipation inequality

\[
V(x(t_1)) - V(x(t_0)) \leq \int_{t_0}^{t_1} y(t)^\top u(t) \, dt
\]

holds for all admissible \(u, t_0\), and \(t_1 \geq t_0\).

The inequality (1.7) has a natural interpretation as an assertion that the increase in internal energy of the system, as measured by \(V\), cannot exceed the total work done on the system. The function \(V(x)\) is called a storage function associated with the supply rate, \(y^\top(t)u(t)\).

If for all \(t_1 > t_0\), the inequality (1.7) is strict, then the system is called strictly passive.

In general for a system \((E, A, B, C, D)\), the lengths of vectors \(u(t)\) and \(y(t)\) are different. However, note that in (1.7), the energy is defined via the inner product of the input and output vectors, \(u(t)\) and \(y(t)\), of the system. Hence for passivity analysis, these vectors need to be of the same length. Passivity of an LTI dynamical system is equivalent to positive realness \([2]\), which is defined next.

### 1.4 Positive real systems

To define positive real (PR) systems, throughout this section we assume that the system (1.2) is regular. The system (1.2) can be described by its transfer function \(G(s) : \mathbb{C} \to (\mathbb{C} \cup \{\infty\})^{m,m}\), defined by

\[
G(s) := C(sE - A)^{-1}B + D, \quad s \in \mathbb{C}.
\]

Conversely, given a rational function \(G(s) : \mathbb{C} \to (\mathbb{C} \cup \{\infty\})^{m,m}\), any representation of \(G(s)\) in the form (1.8) is called a realization of \(G(s)\). A realization is called minimal if the matrices \(A\) and \(E\) are of smallest possible dimension. In this case the poles of the transfer function \(G(s)\) are exactly the eigenvalues of the pencil \(zE - A\).

Positive realness is a well-known concept in system, circuit and control theory. In control theory, PR systems play a significant role in stability analysis \([102, 2]\), see also \([68]\) and the references therein.
1.5. NEARNESS PROBLEMS FOR LTI SYSTEMS

for applications. The PR systems have been defined in several different ways in the literature; see [2, 126, 77, 110, 66, 57, 64] for standard linear systems, [124, 35, 76] for continuous-time descriptor systems, and [135] for continuous- and discrete-time descriptor systems. We follow [110] and define the positive realness in the frequency domain as follows.

Definition 1.6. The system \((1.1)\) is said to be

1. positive real (PR) if its transfer function \(G(s)\) satisfies
   
   (a) \(G(s)\) has no pole in \(\text{Re } s > 0\), and
   
   (b) \(G(s) + G(s)^* \succeq 0\) for all \(s\) such that \(\text{Re } s > 0\).

2. strictly positive real (SPR) if its transfer function \(G(s)\) satisfies
   
   (a) \(G(s)\) has no pole in \(\text{Re } s \geq 0\), and
   
   (b) \(G(jw) + G(jw)^* \succ 0\) for \(w \in [0, \infty)\).

3. extended strictly positive real (ESPR) if it is SPR and \(G(j\infty) + G(j\infty)^* \succ 0\).

Note that the condition \((a)\) in the definition of SPR is equivalent to the system being asymptotically stable. An asymptotically stable system \((1.2)\) with a minimal realization is passive (resp. strictly passive) if and only if it is PR (resp. ESPR). For more details, we refer to [2] and [29, pp. 174-175]. Furthermore, ESPR implies SPR, which further implies PR.

Note also that \(G(s) = C(sE - A)^{-1}B + D\) is a rational function and has a power series expansion about \(s = \infty\) of the form

\[
G(s) = C(sE - A)^{-1}B + D = \sum_{i=-p}^{\infty} \frac{H_i}{s^i},
\]

where \(H_i\) are real matrices of size \(m\). If \(s = \infty\) is not a pole of \(G(s)\) (that is, when \(E\) is invertible), then \(p = 0\) and \(G(\infty) = D = H_0\). This implies that for a standard system \((I_n, A, B, C, D)\) with \(D + D^\top \succ 0\), the notion of SPR and ESPR are the same, because \(G(j\infty) + G(j\infty)^* \succ 0\) if and only if \(D + D^\top \succ 0\). In the descriptor case (that is, when \(E\) is not invertible), then the order of the pole at \(s = \infty\) is larger than or equal to one (that is, \(p \geq 1\) in (1.9)). In this case, \(G(\infty)\) (if it exists) is not necessarily equal to \(D\) [45].

1.5 Nearness problems for LTI systems

In real-world applications, one uses mathematical models to simulate, control or optimize a system or process. This mathematical model is infinite dimensional (e.g., the determination of the electric or magnetic field associated with an electronic device) and is approximated by finite element or finite difference model [65], or the model is non-linear, and a linearization is used to obtain a linear model. The model may also be obtained by a realization or system identification [26, 56], or it may result from a model order reduction procedure [3]. These mathematical models, therefore, are typically inexact and contain uncertainties. Thus it is vital to study the following question [30]:

How robust is a property of a dynamical system under perturbations of the coefficient matrices?
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The property of a system is called robust if it is preserved under arbitrary, but sufficiently small, perturbations to the system. This gives a motivation to define nearness problems (distance problems) for a system.

The nearness problem for LTI systems consists of finding, for a given system, the nearest system (with respect to some prescribed norm) within a given class of systems. The distance between the nominal system and the closest system from the given class is typically called the radius of the system property (e.g., stability, instability, passivity, non-passivity, controllability, observability). For better understanding, we divide these nearness problems into two types.

1.5.1 Type-I distances (from good to bad systems)

Consider an LTI system \((E, A, B, C, D)\) with a property \(\mathcal{P}\). The Type-I distance looks the smallest perturbation in the system matrices \((E, A, B, C, D)\) such that the perturbed system does not possess the property \(\mathcal{P}\). More precisely, for a given system \(\Sigma = (E, A, B, C, D)\) compute the distance (radius of \(\mathcal{P}\))

\[
 r_{\mathcal{P}}(\Sigma) = \inf \{ \| \Delta_{\Sigma} \| : \Delta_{\Sigma} = (\Delta_E, \Delta_A, \Delta_B, \Delta_C, \Delta_D) \text{ such that } \Sigma + \Delta_{\Sigma} \text{ does not posses property } \mathcal{P} \}, \tag{1.10}
\]

where \(\| \cdot \|\) is some norm defined on the set of matrix quintuple \((E, A, B, C, D)\). This is useful in the robustness analysis of control systems. If the radius is small, then the original problem is more likely to be ill-conditioned or more sensitive to pertubations, and some remedial actions need to be taken [61].

Such nearness problems for systems have been a topic of research in the numerical linear algebra community. For example, the distance to instability (stability radius problem), where a stable system is given and one looks for the smallest perturbation that makes the system unstable; see [19, 62] for standard systems, and [21, 30] for descriptor systems. Similarly, the distance to non-passivity (passivity radius problem) is the smallest perturbation that makes a passive system non-passive. The passivity radius for complex standard systems was computed in [99]. This problem is closely related to the Hamiltonian matrix nearness problem [50, 107, 125, 122].

Some other related distance problems of Type-I are, e.g., matrix nearness problems [61], the structured singular value problem [100], the robust stability problem [136], the distance to bounded realness for Hamiltonian matrices [1], the nearest defective matrix [127], the distance to singularity [20, 54], and the distance to controllability [32].

1.5.2 Type-II distances (from bad to good systems)

Such distances are complementary to Type-I distances. Consider the system \((E, A, B, C, D)\) and a given system property \(\mathcal{P}\). The Type-I distance looks for the smallest perturbation in the system matrices \((E, A, B, C, D)\) such that the perturbed system has property \(\mathcal{P}\). More precisely, for a given system \(\Sigma = (E, A, B, C, D)\), compute the distance

\[
 r_{\mathcal{P}}(\Sigma) = \inf \{ \| \Delta_{\Sigma} \| : \Delta_{\Sigma} = (\Delta_E, \Delta_A, \Delta_B, \Delta_C, \Delta_D) \text{ such that } \Sigma + \Delta_{\Sigma} \text{ has property } \mathcal{P} \}, \tag{1.11}
\]

where \(\| \cdot \|\) is some norm defined on the set of matrix quintuple \((E, A, B, C, D)\).
This kind of problem occurs in system identification, where one needs to identify a system with property $\mathcal{P}$ from observations. Measurements being subject to several perturbations, truncation and noise, it may happen that the identified system does not possess property $\mathcal{P}$. One then approximates the system by a nearby system with property $\mathcal{P}$ by introducing small perturbations to system matrices $(E, A, B, C, D)$. This provides a tool that can correct measurement errors arising from the identification step by intrinsically modifying the identified system [98, 1]; see also Section 5.3.

Typically, one has an estimate or even a bound for the error (approximation, truncation and noise) in the original measurements. Then one tries to keep the perturbations in $(E, A, B, C, D)$ within those bounds. So from the application point of view it may not be necessary to determine the minimal perturbation that makes the system achieve property $\mathcal{P}$; a perturbation that stays within the range of the already committed measurements errors is sufficient. But from the system theoretical point of view it is interesting to find a value or a bound for the smallest perturbation ($r_\mathcal{P}(\Sigma)$) that makes the system achieve property $\mathcal{P}$. In general, determining the minimal perturbation for system properties, such as stability or passivity, is very challenging. Instead, one uses (non-convex) optimization methods to estimate $r_\mathcal{P}(\Sigma)$, see, e.g., [98, 44, 53, 96] for distance to stability (when $\mathcal{P} =$ stability) and [36, 50, 107, 1, 45] for distance to passivity (when $\mathcal{P} =$ passivity). Another closely related problem is that of finding the closest stable polynomial to a given unstable one [91].

As mentioned in [61] for matrices, the choice of norm in (1.10) and (1.11) is usually guided by the tractability of the nearness problem. The two most useful norms are the squared 2-norm, $\sum_i \|\Delta_i\|_2^2$, and the squared Frobenius norm, $\sum_i \|\Delta_i\|_F^2$, on the set of matrix quintuples $(\Delta_E, \Delta_A, \Delta_B, \Delta_C, \Delta_D)$. Both norms are unitarily invariant and differentiable.

In these notes, we mostly focus on the Frobenius norm to measure distances, since (i) it is arguably one of the most popular norms used to measure distances, and (ii) it is strictly convex and a smooth function of the matrix entries hence makes the optimization problem easier to tackle. However, the algorithms in the following chapters can easily be extended to any other smooth objective function, e.g., any (weighted) $\ell_p$ norm with $1 < p < +\infty$ (only the computation of the gradient of the corresponding objective function will change).

1.6 Organization of the lecture notes

In these lectures notes, we review our recent works addressing the problem of computing various type-II distances.

In Chapter 2, we provide some preliminary background, namely, defining Port-Hamiltonian systems (Section 2.1) and dissipative Hamiltonian systems (Section 2.2) and their properties, briefly discussing matrix factorizations (Section 2.3), and describing the optimization methods that we will use in these notes (Section 2.4).

In Chapter 3, we present our approach to tackle the distance to stability for standard continuous LTI systems. The main idea is to rely on the characterization of stable systems as dissipative Hamiltonian systems. We show how this idea can be generalized to compute the nearest $\Omega$-stable matrix, where the eigenvalues of the sought system matrix $A$ are required to belong a rather general set $\Omega$ (Section 3.3). In Section 3.5, we show how these ideas can be used to compute minimal-norm static feedbacks, that is, stabilize a system by choosing a proper input $u(t)$ that linearly depends on $x(t)$ (static-state feedback), or on $y(t)$ (static-output feedback).

In Chapter 4, we present our approach to tackle the distance to passivity. The main idea is to rely on the characterization of stable systems as port-Hamiltonian systems. We also discuss in more
details the special case of computing the nearest stable matrix pairs in Section 4.3.

In Chapter 5, we focus on discrete-time LTI systems. Similarly as for the continuous case, we propose a parametrization that allows efficiently compute the nearest stable system (for a matrix in Section 5.1, or for a matrix pair in Section 5.2), allowing to compute the distance to stability. In Section 5.3, we show how this idea can be used in data-driven system identification, that is, given a set of input-output pairs, identify the system $A$. 
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Preliminaries

In this chapter, we briefly recall important concepts that will be used throughout these notes.

2.1 Port-Hamiltonian systems

*Port-Hamiltonian (PH)* systems generalize the classical Hamiltonian systems and recently have received a lot attention in energy based modeling; see [106, 116, 117, 118, 119, 105, 7, 49] for some major references. Although PH systems may be formulated in a general framework, we will restrict ourselves to LTI input-state-output PH systems, which have the form

\[
\begin{align*}
E \dot{x}(t) &= (J - R)Qx(t) + (F - P)u(t), \\
y(t) &= (F + P)^\top Qx(t) + (S + N)u(t),
\end{align*}
\]

(2.1)

where the following conditions must be satisfied:

- The matrix \( Q \in \mathbb{R}^{n,n} \) is invertible, \( E \in \mathbb{R}^{n,n} \), and \( Q^\top E = E^\top Q \succeq 0 \). The function \( x \rightarrow \frac{1}{2} x^\top Q^\top E x \) is the *Hamiltonian* and describes the energy of the system.

- The matrix \( J^\top = -J \in \mathbb{R}^{n,n} \) is the structure matrix that describes flux among energy storage elements.

- The matrix \( R \in \mathbb{R}^{n,n} \) with \( R \succeq 0 \) is a positive semidefinite (PSD) matrix, and is the dissipation matrix that describes the energy dissipation/loss in the system.

- The matrices \( F \pm P \in \mathbb{R}^{n,m} \) are the port matrices describing the manner in which energy enters and exits the system.

- The matrix \( S + N \), with \( 0 \preceq S \in \mathbb{R}^{m,m} \) and \( N^\top = -N \in \mathbb{R}^{m,m} \), describes the direct feed-through from input to output.

- The matrices \( R, P \) and \( S \) satisfy

\[
K = \begin{bmatrix} R & P \\ P^\top & S \end{bmatrix} \succeq 0.
\]
We will refer to $K$ as the cost matrix of the PH system because it corresponds to the cost matrix of an infinite horizon linear-quadratic optimal control problem. We note that this definition of PH systems is slightly more restrictive than that of PH systems in [7], where it is not required for the matrix $Q$ to be invertible.

PH systems form an important modelling tool in almost all areas of system and control, in particular, in network-based modelling of multi-physics multi-scale systems. They result in robust systems that can be easily interconnected.

**Example 2.1.** Finite element modelling of the acoustic field in the interior of a car, see, e.g., [89, 7], leads to (after several simplifications) a large-scale constant-coefficient differential-algebraic equation system of the form

$$M\ddot{p} + D\dot{p} + Kp = B_1u,$$

where $p$ is the coefficient vector associated with the pressure in the air and the displacements of the structure, $B_1u$ is an external force, $M \succeq 0$ is a mass matrix, $D \succeq 0$ is a damping matrix, and $K \succ 0$ is a stiffness matrix. Here, $M$ is only semidefinite since small masses were set to zero. The first-order approximation leads to a PH system

$$E\dot{x} = (J - R)Qx + Bu, \quad y = B^\top Qx,$$

where

$$E = \begin{bmatrix} M & 0 \\ 0 & I \end{bmatrix}, \quad J = \begin{bmatrix} 0 & -I \\ I & 0 \end{bmatrix}, \quad R = \begin{bmatrix} D & 0 \\ 0 & 0 \end{bmatrix}, \quad x = \begin{bmatrix} \dot{p} \\ p \end{bmatrix},$$

$$Q = \begin{bmatrix} I & 0 \\ 0 & K \end{bmatrix}, \quad B = \begin{bmatrix} B_1 \\ 0 \end{bmatrix}, \quad P = 0, \quad S + N = 0.$$

The Hamiltonian in this case is given by $\mathcal{H}(x) = \frac{1}{2} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} \begin{bmatrix} M & 0 \\ 0 & K \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}$.

### 2.1.1 Properties of PH systems

One of the major advantages of PH modelling is that system properties are encoded algebraically [7, 86], and they are robust under structured perturbations [83, 84, 86, 90, 87]. The algebraic structure of PH systems guarantees that the system is automatically stable; see [83] for standard PH systems and [43, 86] for descriptor PH systems. We review some of the stability results of PH systems (2.1) in Section 2.2.1.

Another important property of the PH sytems (2.1) is that they are always passive. Indeed, the Hamiltonian $\mathcal{H}(x) = \frac{1}{2}x^\top Q^\top E x$ defines a storage function with the supply rate $u^\top y$. Clearly, $\mathcal{H}(x)$ is nonnegative since $Q^\top E \succeq 0$, and

$$\frac{d\mathcal{H}}{dt} = u^\top y - \begin{bmatrix} x \\ u \end{bmatrix}^\top \begin{bmatrix} Q^\top R Q \\ P^\top Q S \end{bmatrix} \begin{bmatrix} x \\ u \end{bmatrix} \leq u^\top y,$$

since $K = \begin{bmatrix} R \\ P \\ P^\top S \end{bmatrix} \succeq 0$ and $Q \succ 0$. This implies that for any $t_0, t_1 \in \mathbb{R}$, with $t_1 > t_0$, the dissipation inequality

$$\mathcal{H}(x(t_1)) - \mathcal{H}(x(t_0)) \leq \int_{t_0}^{t_1} y(t)^\top u(t)dt \tag{2.2}$$
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holds. Thus by Definition 1.5, the system (2.1) is passive. Moreover, if $K \succ 0$, then (2.1) is strictly passive. We note that the inequality (2.2) holds even when the system matrices in (2.1) depend on $x$ or explicitly on time $t$, see [81], or when they are defined as linear operators acting on infinite-dimensional spaces [67].

The PH system has many other properties; it is robust under structured perturbations [83, 84, 90]. PH systems constitute a class of systems that is closed under power-conserving interconnections. This means the port connected PH systems produce an aggregate system that must also be PH. This aggregate system hence will be guaranteed to be both stable and passive [72]. The model reduction of PH systems via Galerkin projection yields (smaller) PH systems [101, 51].

The PH modelling of dynamical systems is thus compelling; it encodes underlying physical principles as conservative laws directly into the structure of the system model. It is shown in [6] that every minimal passive system is equivalent to a PH system. It has also been recently shown how robustly transform a passive and stable system into a robust PH system [90, 23].

2.2 Dissipative Hamiltonian systems

A dissipative Hamiltonian (DH) descriptor system in the LTI case can be expressed as

$$E \dot{x} = (J - R)Qx,$$

(2.3)

where $J = -J^\top \in \mathbb{R}^{n,n}$, $R \in \mathbb{R}^{n,n}$ with $R = R^\top \succeq 0$, and $E, Q \in \mathbb{R}^{n,n}$ such that $Q$ is invertible and satisfies $E^\top Q = Q^\top E \succeq 0$. These systems arise in energy-based modeling of dynamical systems; see, e.g., [7, 49, 116, 86] and are a special case of port-Hamiltonian descriptor systems that were presented in Section 2.1.

DH systems play an important role in a variety of applications [7, 86]. We briefly discuss the following examples from the literature.

Example 2.2. A simple RLC network (see, e.g., [7, 34]) can be modelled by a DH descriptor system of the form

$$\begin{bmatrix}
G_c G_c^\top & 0 & 0 \\
0 & L & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{v} \\
\dot{i}_l(t) \\
\dot{i}_v(t)
\end{bmatrix} =
\begin{bmatrix}
-G_r R^{-1} G_r^\top & -G_l & -G_v \\
G_l^\top & 0 & 0 \\
G_v^\top & 0 & 0
\end{bmatrix}
\begin{bmatrix}
v \\
i_l(t) \\
i_v(t)
\end{bmatrix},$$

(2.4)

with real symmetric matrices $R \succ 0$, $C \succ 0$, $L \succ 0$ incorporating the resistances of the resistors, capacitances of the capacitors, and inductances between the inductors, respectively. Here, $J$ and $-R$ are defined as the skew-symmetric and symmetric parts, respectively, of the matrix on the right-hand side of (2.4). The matrix $G_v$ is of full rank, and the subscripts $r, c, l, v$, and $i$ refer to edge quantities corresponding to the resistors, capacitors, inductors, voltage sources, and current sources, respectively, of the given RLC network. We see that in this example, we have a form (2.3) system with the matrix $Q$ being the identity, $E = E^\top \succeq 0$, $J^\top = -J$, and $R \succeq 0$.

Example 2.3. Space discretization of the Stokes or Oseen equation in fluid dynamics (see, e.g., [33]) leads to a DH system $E \dot{x} = (J - R)Qx$, with

$$E = \begin{bmatrix}
M & 0 \\
0 & 0
\end{bmatrix}, \quad J = \begin{bmatrix}
0 & B \\
-B^\top & 0
\end{bmatrix}, \quad R = \begin{bmatrix}
A & 0 \\
0 & 0
\end{bmatrix}, \quad Q = I,$$
where $A$ is a PSD discretization of the negative Laplace operator, $B$ is a discretized gradient, and $M$ is a positive definite mass matrix. The matrix $B$ may be rank deficient, in which case the system is singular.

Examples with singular $Q$ also arise in applications. The singular DH systems occur as a limiting case or when redundant system modelling is used, see [5, 37].

### 2.2.1 Properties of DH systems

To understand the algebraic properties of DH systems (2.3), we analyze the matrix pairs $(E, (J-R)Q)$, where $J^\top = -J$, $R \succeq 0$, and $Q$ is invertible with $E^\top Q = Q^\top E \succeq 0$. We refer to such matrix pairs as DH matrix pairs.

The assumption that $Q$ is invertible and $Q^\top E \succeq 0$ results in many linear algebra properties of the DH systems. We note that a more general class of DH systems with singular $Q$ is investigated in [86]. In the following, we review only those properties of DH systems from [86, 43], which will help solve distance problems related to the stability of LTI systems.

A DH matrix pair is not necessarily regular, as the following example shows.

**Example 2.4.** The pair $(E, (J-R)Q)$ with

\[
E = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad J = \begin{bmatrix} 0 & 2 & 0 \\ -2 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad R = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad Q = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix},
\]

is a DH matrix pair, but $(E, (J-R)Q)$ is singular, since $\det(zE - (J-R)Q) \equiv 0$.

It is easy to see that if the matrices $E$ and $A$ have a common nullspace, then the pair $(E, A)$ is singular, but the converse is in general not true, see, e.g., [20]. However, for singular DH matrix pairs, the property that $Q$ is invertible guarantees that the converse also holds, see [87, 103] for more on the singularity of DH systems.

**Lemma 2.1.** Let $(E, (J-R)Q)$ be a DH matrix pair. Then $(E, (J-R)Q)$ is singular if and only if $\text{null}(E) \cap \text{null}((J-R)Q) \neq \emptyset$.

**Proof.** The direction $(\Leftarrow)$ is immediate. For the other direction, let $(E, (J-R)Q)$ be singular, that is, $\det(zE - (J-R)Q) \equiv 0$. Let $\lambda \in \mathbb{C}$ be such that $\text{Re} \left( \lambda \right) > 0$ and let $x \in \mathbb{C}^n \setminus \{0\}$ be such that

\[
(J-R)Qx = \lambda Ex.
\]  

(2.5)

Since $Q$ is nonsingular, we have that $Qx \neq 0$, and we can multiply with $(Qx)^H$ from the left to obtain

\[
x^H Q^\top JQx - x^H Q^\top RQx = \lambda x^H Q^\top Ex,
\]

(2.6)

where $x^H$ denotes the complex conjugate of a vector $x$. This implies that $x^H Q^\top Ex = 0$, because otherwise from (2.6) we would have

\[
\text{Re} \left( \lambda \right) = -\frac{x^H Q^\top RQx}{x^*Q^\top Ex} \leq 0,
\]

since $Q^\top RQ \succeq 0$ (as $R \succeq 0$), and $Q^\top E \succeq 0$. But this is a contradiction to the fact that $\text{Re} \left( \lambda \right) > 0$. Therefore $x^H Q^\top Ex = 0$ and also $Q^\top Ex = 0$, and this implies that $Ex = 0$ as $Q$ is invertible. Inserting this in (2.5), we get $(J-R)Qx = 0$, i.e. $0 \neq x \in \text{null}(E) \cap \text{null}((J-R)Q)$. 

\[\square\]
Lemma 2.1 gives a necessary and sufficient condition for a DH matrix pair to be singular. However, if the dissipation matrix $R$ is positive definite, regularity is assured, as shown in the following result.

**Corollary 2.1.** Let $(E, (J - R)Q)$ be a DH matrix pair. If $R$ is positive definite, then the pair is regular.

**Proof.** By Lemma 2.1, a necessary condition for the pencil $\lambda E - (J - R)Q$ to be singular is that neither $E$ nor $(J - R)Q$ is invertible. Thus the result follows immediately by the fact that if $R > 0$ in a DH matrix pair $(E, (J - R)Q)$, then $(J - R)Q$ is invertible. Indeed, suppose there exists $x \in \mathbb{C} \setminus \{0\}$ such that $(J - R)Qx = 0$, then we have $x^H Q^T (J - R)Qx = 0$. This implies $x^H Q^T RQx = 0$, since $J^\top = -J$. Since $Q$ is invertible and thus $Qx \neq 0$, this is a contradiction to the assumption that $R$ is positive definite.

In the following lemma, which is the matrix pair analogue of [44, Lemma 2], we localize the finite eigenvalues of a DH matrix pair.

**Lemma 2.2.** Let $(E, (J - R)Q)$ be a regular DH matrix pair and let $L(z) := zE - (J - R)Q$. Then the following statements hold.

1) All finite eigenvalues of the pencil $L(z)$ are in the closed left half of the complex plane.

2) The pencil $L(z)$ has a finite eigenvalue $\lambda$ on the imaginary axis if and only if $RQx = 0$ for some eigenvector $x$ of the pencil $zE - JQ$ associated with $\lambda$.

**Proof.** Let $\lambda \in \mathbb{C}$ be an eigenvalue of $zE - (J - R)Q$ and let $x \in \mathbb{C}^n \setminus \{0\}$ be such that

\[(J - R)Qx = \lambda Ex. \tag{2.7}\]

Multiplying (2.7) by $x^H Q^\top$ from the left, we get

\[x^H Q^\top (J - R)Qx = \lambda x^H Q^\top Ex. \tag{2.8}\]

Note that $x^H Q^\top Ex \neq 0$, because if $x^H Q^\top Ex = 0$, then we have $Q^\top Ex = 0$ as $Q^\top E \succeq 0$, and thus $Ex = 0$ as $Q$ is invertible. Using this in (2.7), we have $(J - R)Qx = 0$. This implies that $x \in \text{null}(E) \cap \text{null}((J - R)Q)$ which is, by Lemma 2.1, a contradiction to the regularity of the pair $(E, (J - R)Q)$.

Thus, by (2.8) we have

\[\text{Re}(\lambda) = -\frac{x^H Q^\top RQx}{x^H Q^\top Ex} \leq 0, \tag{2.9}\]

because $Q^\top RQ \succeq 0$ as $R \succeq 0$, and $x^H Q^\top Ex > 0$. This completes the proof of 1).

In the proof of 1), if $\lambda \in i\mathbb{R}$, then from (2.9) it follows that $x^H Q^\top RQx = 0$. This implies that $RQx = 0$, since $R \succeq 0$. Using this in (2.7) implies that $(\lambda E - JQ)x = 0$.

Conversely, let $\lambda \in i\mathbb{R}$ and $x \in \mathbb{C}^n \setminus \{0\}$ be such that $RQx = 0$ and $(\lambda E - JQ)x = 0$. Then this trivially implies that $\lambda$ is also an eigenvalue of the pencil $\lambda E - (J - R)Q$ with eigenvector $x$. This completes the proof of 2).

Making use of these preliminary results, we have the following stability characterization.

**Theorem 2.1.** Every regular DH matrix pair $(E, (J - R)Q)$ of index at most one is stable.
Proof. In view of Lemma 2.2, to prove the result it is sufficient to show that if \( \lambda \in i\mathbb{R} \) is an eigenvalue of the pencil \( zE - (J - R)Q \), then \( \lambda \) is semisimple.

Let us suppose that \( \lambda \in i\mathbb{R} \) is a defective eigenvalue of the pencil \( zE - (J - R)Q \) and the set \( \{x_0, x_1, \ldots, x_{k-1}\} \) forms a Jordan chain of length \( k \) associated with \( \lambda \), see e. g. [48], i. e. \( x_0 \neq 0 \) and

\[
\begin{align*}
(\lambda E - (J - R)Q)x_0 &= 0, \\
(\lambda E - (J - R)Q)x_1 &= Ex_0, \\
(\lambda E - (J - R)Q)x_2 &= Ex_1, \\
& \vdots \\
(\lambda E - (J - R)Q)x_{k-1} &= Ex_{k-2}.
\end{align*}
\]  

(2.10)

Note that by Lemma 2.2, we have that \( (\lambda E - (J - R)Q)x_0 = 0 \) implies that

\[(\lambda E - JQ)x_0 = 0 \text{ and } RQx_0 = 0.\]

(2.11)

By (2.10), \( x_0 \) and \( x_1 \) satisfy

\[(\lambda E - (J - R)Q)x_1 = Ex_0.\]

(2.12)

Multiplying (2.12) by \( x_0^H Q^\top \) from the left, we obtain

\[x_0^H (\lambda Q^\top E - (Q^\top JQ - Q^\top RQ))x_1 = x_0^H Q^\top Ex_0.\]

This implies that

\[-x_1^H (\lambda Q^\top E - Q^\top JQ)x_0 + x_1^H Q^\top RQx_0 = x_0^H Q^\top Ex_0,\]

(2.13)

where the last equality follows by the fact that \( Q^\top E = E^\top Q, J^\top = -J, \) and \( R^\top = R \). Thus, by using (2.11) in (2.13), we get \( x_0^H Q^\top Ex_0 = 0 \). But this implies that \( Q^\top E x_0 = 0 \) as \( Q^\top E \succeq 0 \) and \( Ex_0 = 0 \) as \( Q \) is invertible. Since \( x_0 \) is an eigenvector of the pencil \( zE - (J - R)Q \) to \( \lambda, Ex_0 = 0 \) implies that \( (J - R)Qx_0 = 0 \). This means that \( 0 \neq x_0 \in \text{null}(E) \cap \text{null}((J - R)Q) \), which contradicts the regularity of the pair \((E, (J - R)Q)\). Therefore there does not exist a vector \( x_1 \in \mathbb{C}^n \) satisfying (2.10). Hence \( \lambda \) is semisimple. \( \square \)

We note that the proofs of Lemma 2.2 and Theorem 2.1 highly depend on the invertibility of \( Q \). In fact, we have used the fact that \( (Q^\top E, Q^\top (J - R)Q) \) is regular, because \( Q \) invertible implies that \((E, (J - R)Q)\) is regular if and only if \((Q^\top E, Q^\top (J - R)Q)\) is regular. If \( Q \) is a singular matrix and \( Q^\top E = E^\top Q \succeq 0 \), then the pair \((Q^\top E, Q^\top (J - R)Q)\) is always singular, but the pair \((E, (J - R)Q)\) may be regular.

For example, consider the matrices

\[ E = \begin{bmatrix} 1 & 0 \\ 0 & 2 \end{bmatrix}, \quad J = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}, \quad R_1 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad R_2 = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \]

and the singular matrix \( Q = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} \). Then the matrix pair \((E, (J - R_1)Q)\) is regular, of index zero, and has two simple eigenvalues 0 and \(-0.5\), which implies that \((E, (J - R_1)Q)\) is stable. On the other hand the matrix pair \((E, (J - R_2)Q)\) is regular, of index zero, and has a defective eigenvalue of multiplicity two at the origin, which implies that it is not stable. This shows that the invertibility of \( Q \) is necessary in Lemma 2.2 and Theorem 2.1.

However, parts of Lemma 2.2 and Theorem 2.1 also hold for singular \( Q \) with an extra assumption on the eigenvectors of the pencil \( zE - (J - R)Q \), as stated in Theorem [43, Theorem 2]. For more properties of DH matrix pairs with singular \( Q \), we refer to [86].
2.3 Matrix factorization

Matrix factorization is a central theme in numerical linear algebra (NLA), where it takes many different forms, e.g., QR decomposition, Cholesky decomposition, eigenvalue decomposition, the singular value decomposition, to cite a few. It is the key to some of the most fundamental NLA problems, such as solving linear systems of equations. Although these problems are classical, and old, they are still an active and important research topic. In the last 20 years, they have become a central tool for linear dimensionality reduction in many data analysis and machine learning tasks; see, e.g., [108], [115], [80], and [40, Chapter 1], and the references therein.

In these lecture notes, we will encounter very particular forms of matrix factorizations, in particular the factorization $A = (J - R)Q$ where $J$ is antisymmetric, that is, $J = -J^T$, $R$ is PSD, that is, $R \succeq 0$, and $Q$ is positive definite, that is, $Q \succ 0$. This factorization takes its roots from port-Hamiltonian systems, as described in the previous section.

2.4 Optimization

In these lecture notes, we will rely mostly on four optimization strategies, briefly described in the next sections. First, let us recall what is an optimization problem. To define an optimization problem, one first needs to choose

- the variables, $x \in \mathbb{R}^n$, that are the degrees of freedom of the given problem,
- the feasible set, $E \subseteq \mathbb{R}^n$, that restrict the values of the variables and is typically defined via constraints, and
- the objective function, $f(x) : \mathbb{R}^n \mapsto \mathbb{R}$, that allows to compare feasible solutions: $x_1 \in E$ is better than $x_2 \in E$ if $f(x_1) \leq f(x_2)$ when $f$ is minimized.

Given these three objects, the corresponding optimization problem is written as

$$\min_{x \in E} f(x).$$

A famous example is the knapsack problem: you are given a set of $n$ objects, each one with a value $c_i$, and a weight $w_i$. You are allowed a fixed maximum weight, $W$, and want to maximize the value within your knapsack. The variables are $x \in \{0, 1\}^n$, where $x_i = 1$ if object $i$ is put in the knapsack, and $x_i = 0$ otherwise. The optimization problem is written as

$$\max_{x \in \{0, 1\}^n} \sum_{i=1}^{n} c_i x_i \text{ such that } \sum_{i=1}^{n} w_i x_i \leq W.$$ 

Note that here the goal is to maximize the objective function. However, one could equivalently minimize $-\sum_{i=1}^{n} c_i x_i$. Note also that the feasible set is given by

$$E = \left\{ x \in \{0, 1\}^n \left| \sum_{i=1}^{n} w_i x_i \leq W \right. \right\},$$

and is a discrete set.
2.4.1 Block coordinate descent (BCD) methods

Let us consider the following optimization problem

\[
\min_{x_1 \in E_1, x_2 \in E_2, \ldots, x_p \in E_p} f(x_1, x_2, \ldots, x_p),
\]

(2.14)

where \( E_i \subseteq \mathbb{R}^{n_i} \) for \( i \in [p] = \{1, 2, \ldots, p\} \) are the feasible sets for the blocks of variables. The variable \( x = (x_1, x_2, \ldots, x_p) \in \mathbb{R}^n \) is split into \( p \) blocks of variables.

**Exact BCD** In exact BCD methods, each block of variables, \( x_i \in E_i \) for \( i \in [p] \), is optimized exactly and alternatively, while the values of the other blocks are fixed; see Algorithm 1.

**Algorithm 1** Exact block coordinate descent

**Input:** An optimization problem of the form (2.14).

**Output:** An approximate solution to (2.14).

1. Choose an initial point \( x^{(0)} \in \mathbb{R}^n \).
2. for \( k = 1, 2, \ldots \) do
3. for \( i = 1, 2, \ldots, p \) do
4. Update \( x_i^{(k)} = \arg\min_{y \in E_i} f(x_1^{(k)}, \ldots, x_{i-1}^{(k)}, y, x_{i+1}^{(k-1)}, \ldots, x_p^{(k-1)}) \)
5. end for
6. end for

Note that Algorithm 1 cyclically updates the variables, but other strategies are possible (e.g., randomly shuffle the order of the blocks of variables before each outer loop); see [130].

Problem (2.14) can be non-convex in general, and hence might have many local minima. In non-convex optimization when \( f \) is differentiable, convergence of algorithms are usually studied in terms of convergence to a first-order stationary point. The point \( x \) is a first-order stationary point if the first-order approximation of the function around \( x \),

\[
f(x + \delta x) \approx f(x) + \nabla f(x)^\top \delta x,
\]

is larger than \( f(x) \) in the domain, that is, \( \nabla f(x)^\top \delta x \geq 0 \) for any feasible direction \( \delta x \), that is, for any \( \delta x \) pointing inside the domain (including \( \delta x \to 0 \) which might be tangent to the domain). For example, if there is no constraint, \( E = \mathbb{R}^n \), all directions are feasible and these conditions reduce to \( \nabla f(x) = 0 \). In the general constrained case, these conditions are referred to as Karush-Khun-Tucker (KKT) optimality conditions, see, e.g., [129] for more details.

Convergence of Exact BCD methods are guaranteed under rather strong conditions, as stated by the following theorem.

**Theorem 2.2.** [9, 8, Proposition 2.7.1] The limit points of the iterates of an exact BCD algorithm are stationary points provided that the following conditions hold:

1. the objective function is continuously differentiable,

2. each block of variables is required to belong to a closed convex set,
3. the minimum computed at each iteration for a given block of variables is uniquely attained, and
4. the objective function values in the interval between all iterates and the next (which is obtained
by updating a single block of variables) is monotonically decreasing.

The condition 4 can be dropped if each block of variables belongs to a convex and compact set.
The order in which the blocks are updated is arbitrary, as long as each block is updated at least once every $K$ iterations, where $K$ is a fixed constant; this is referred to as the essentially cyclic block update.

Inexact BCD In many situations, exact optimization of each block is either impossible (the sub-
problem does not admit a closed form) or too costly (we will encounter examples later on). It is therefore appropriate to apply a few iterations of a cheap iterative method that decreases the objective function, such as a gradient step (see the next section). We refer the interested reader to the proximal alternating linearized minimization (PALM) algorithm [11], and to the block successive upper-bound minimization (BSUM) framework [104], for important examples of inexact BCD schemes, with strong convergence guarantees.

2.4.2 First-order methods

Given the problem

$$\min_{x \in E} f(x),$$  \hspace{1cm} (2.15)

where $f$ is differentiable, a workhorse approach to tackle it is projected gradient method (PGM); see Algorithm 2.

**Algorithm 2** Projected gradient descent (PGM)

**Input:** An optimization problem of the form (2.15) where $f$ is differentiable.

**Output:** An approximate solution to (2.15), $x^{(k)}$.

1. Choose an initial point $x^{(0)} \in \mathbb{R}^n$.
2. for $k = 0, 1, 2, \ldots$ do
3. Update

$$x^{(k+1)} = \mathcal{P}_E \left( x^{(k)} - \gamma_k \nabla f \left( x^{(k)} \right) \right),$$

where $\mathcal{P}_E(x) = \arg\min_{y \in E} \|x-y\|_2$ is the Euclidean projection onto $E$, and $\gamma_k$ is an appropriate step size, typically chosen such that $f \left( x^{(k+1)} \right) \leq f \left( x^{(k)} \right)$.
4. end for

Some remarks are in order:

- The projection onto the feasible set, $\mathcal{P}_E(\cdot)$, might not be easy to compute. If it is not possible/computationally too heavy, a possible approach is to put some constraints defining $E$ in the objective function as penalties; see, e.g., [129].
- Computing the step sizes might be tricky. However, if $f$ is continuously differentiable, there always exists sufficiently small step sizes that guarantee the decrease of the objective function (proving this is a simple exercise, using the first-order Taylor expansion of $f$ around the current iterate).
If \( f \) is Lipschitz continuous, that is, \( \| \nabla f(x) - \nabla f(y) \|_2 \leq L \| x - y \|_2 \) for some \( L \) for all \( x, y \in \mathbb{E} \) where \( \mathbb{E} \) is a convex set, the step size \( \gamma_k = \frac{1}{L} \) guarantees the objective function to decrease. In fact, the descent lemma for a Lipschitz continuous function guarantees that
\[
 f(y) \leq g(y) = f(x) + \nabla f(x) \top (y - x) + \frac{L}{2} \| y - x \|_2^2.
\]

We have that
\[
y^* = \arg\min_{y \in \mathbb{E}} g(y) = P_{\mathbb{E}} \left( x - \frac{1}{L} \nabla f(x) \right),
\]
and hence \( f(y^*) \leq g(y^*) \leq g(x) = f(x) \).

**Remark 2.1.** The equality in (2.16) follows from the following two facts:

1. the optimal unconstrained solution is given by
\[
\arg\min_y g(y) = \arg\min_y f(x) + \nabla f(x) \top (y - x) + \frac{L}{2} \| y - x \|_2^2
\]
\[
= x - \frac{1}{L} \nabla f(x),
\]
which follows by setting the gradient of \( g \) to zero, since \( g \) is a simple quadratic function, whose Hessian is a scaling of the identity matrix.

2. The function \( g \) is isotropic (that is, the level sets are spheres around the unconstrained solution), as its Hessian is the identity matrix, and hence the optimal solution of \( \min_{y \in \mathbb{E}} g(y) \) is given by the projection of the unconstrained solution, \( x - \frac{1}{L} \nabla f(x) \), onto the feasible set.

Interestingly, in the unconstrained case, we can quantify the decrease as follows
\[
f(y^*) \leq g(y^*) = g \left( x - \frac{1}{L} \nabla f(x) \right)
\]
\[
= f(x) - \frac{1}{L} \nabla f(x) \top \nabla f(x) + \frac{L}{2} \left\| \frac{1}{L} \nabla f(x) \right\|_2^2
\]
\[
= f(x) - \frac{1}{2L} \| \nabla f(x) \|_2^2.
\]

**Convex problems** If \( f \) is convex and Lipschitz continuous, PGM is guaranteed to decrease the objective function values at a rate \( O(1/k) \) [93].

It turns out PGM can be accelerated, to achieve an optimal rate of \( O(1/k^2) \); it is optimal among methods only using the first-order information, that is, the gradient, at each iteration, and under only the convexity and Lipschitz continuity of \( f \). This is achieved by introducing another sequence of iterates, and “pushing” the iterates further in the descent direction; see Figure 2.1 for an illustration. This is known in the literature as adding momentum, inertia or extrapolation. Algorithm 3 provides a pseudocode for such a method, referred to as a fast gradient method (FGM). Note that the extrapolated sequence, \( \{ y^{(k)} \} \), might not be feasible.
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Figure 2.1: Illustration of the use of extrapolation/inertia/momentum to accelerated the convergence of a sequence of iterates \( \{x^{(k)}\} \).

Algorithm 3 Fast gradient method (FGM) [92, 93]

Input: An optimization problem of the form (2.15) where \( f \) is differentiable.

Output: An approximate solution to (2.15), \( x^{(k)} \).

1: Choose an initial point \( x^{(0)} \in \mathbb{R}^n \). Let \( y^{(0)} = x^{(0)} \).
2: for \( k = 0, 1, 2, \ldots \) do
3: Update: \( x^{(k+1)} = P_x \left( y^{(k)} - \gamma_k \nabla f (y^{(k)}) \right) \), where \( \gamma_k \) is a step size.
4: Extrapolate: \( y^{(k+1)} = x^{(k+1)} + \beta_k (x^{(k+1)} - x^{(k)}) \), where \( \beta_k \) is the extrapolation parameter, which can for example be chosen as \( \beta_k = \frac{1 - \alpha_k}{\alpha_{k+1}} \) where \( \alpha_{k+1} = \frac{1 + \sqrt{1 + 4 \alpha_k^2}}{2} \) for some \( \alpha_0 \in (0, 1) \).
5: end for

If \( f \) is also strongly convex, that is, there exists a constant \( \mu > 0 \) such that
\[
 f(y) \geq g(y) = f(x) + \nabla f(x)^\top (y - x) + \frac{\mu}{2} \|y - x\|_2^2,
\]
then the above rates become linear, namely \( \mathcal{O} \left( \left( \frac{\kappa + 1}{\kappa} \right)^k \right) \) for PGM where \( \kappa = \frac{L}{\mu} > 1 \) is the conditioning of \( f \), and \( \mathcal{O} \left( \left( \frac{\sqrt{\kappa} + 1}{\sqrt{\kappa} - 1} \right)^k \right) \) for FGM, so that FGM also provides a significant acceleration.

Note however that FGM does not guarantee the decrease of the objective function at each iteration, and restarting strategies (that is, restarting the extrapolation sequence, \( y^{(k)} \), and taking a standard gradient step) might be useful to further accelerate convergence; see, e.g., [97].

Non-convex problems In the non-convex setting, acceleration via extrapolation can also be used. It has first been used extensively as a heuristic acceleration, without theoretical guarantees, and more recently with convergence guarantees; see [131, 132, 58, 59] and the references therein. However, the variants with theoretical guarantees typically converge slower in practice, as they do not allow a very aggressive extrapolation strategy. In this lecture notes, we will use it as a heuristic, with a restarting procedure which guarantees the objective function to decrease at each step.
2.4.3 Semidefinite programming

A semidefinite program (SDP) [120] has the form

$$\min_{X \succeq 0} \langle C, X \rangle$$

such that $$\langle A_i, X \rangle = b_i$$ for $$i \in [m],$$

where $$C, X, A_i \in \mathbb{R}^{n \times n}, \langle C, X \rangle = \text{tr}(X^\top C) = \sum_{i,j} C_{i,j}X_{i,j},$$ and $$X \succeq 0$$ means that $$X$$ is PSD, that is, $$X$$ is symmetric and its eigenvalues are nonnegative (equivalently, $$x^\top X x \geq 0$$ for all $$x \in \mathbb{R}^n$$).

Semidefinite programming has been used successfully in many applications, e.g., in systems and control, combinatorial optimization, and structural design, see [128] and the references therein. SDP is a convex optimization problem, since the set of PSD matrices is convex. Note that semidefinite programming generalizes linear optimization (a.k.a. linear programming), by requiring the matrix $$X$$ to be diagonal, and second-order cone optimization, where a constraints of the type $$\|Ax - b\|_2^2 \leq t,$$ where $$A$$ is a matrix, $$x$$ is a vector of variables, $$b$$ is a vector of parameters and $$t \geq 0$$ is a variable, can be modelled as

$$\left( \begin{array}{cc} I & Ax - b \\ (Ax - b)^\top & t \end{array} \right) \succeq 0.$$ 

In fact, using the Schur complement, the above matrix is PSD if and only if $$t - (Ax - b)^\top (Ax - b) \geq 0.$$

Usually, semidefinite programs are solved via interior-point methods [94] which are expensive, as they rely on applying a Newton step which requires, in general, $$O(n^6)$$ operations. However, they allow to obtain high-accuracy solutions within a few iterations, having quadratic convergence. In these lectures notes, we will rely on the solver SDPT3 [112, 114] using the CVX modeling tool [28].

However, an active direction of research is to develop faster SDP solvers, for example using

- The Burer-Monteiro approach [18] that factorizes the variable $$X = UU^\top$$ where $$U$$ has few columns (namely $$r \ll n$$) so as to reduce the number of variables. Although it makes the problem non-convex, one can show that all local minima are global under some appropriate conditions (in particular, the optimal solution must have low rank and $$r$$ needs to be sufficiently large); see also [13, 123] and the references therein for recent results.

- First-order methods (see the next section for an example) which are particularly appropriate if high-precision solutions are not necessary for the application at hand; see [134] for a recent paper on this topic.

2.4.4 Example: the semidefinite Procrustes problem

The semidefinite Procrustes problem is the following: Given $$A, B \in \mathbb{R}^{m \times n},$$ solve

$$\min_{X \in \mathbb{R}^{n \times n}} \|AX - B\|_F^2$$

such that $$X \succeq 0.$$ \hspace{1cm} \hspace{1cm} (2.17)

This problem occurs for example in structure analysis [15], signal processing [109], and, as we will see, in the study of port-Hamiltonian systems.

The projection, $$\mathcal{P}_{\geq 0}(X),$$ of $$X$$ onto the set of PSD matrices, $$\mathcal{S}_+^n,$$ can be performed efficiently, in $$\mathcal{O}(n^3)$$ operations. In fact,

$$\mathcal{P}_{\geq 0}(X) = \arg \min_{Y \in \mathcal{S}_+^n} \|X - Y\|_F = U \max(A, 0)U^\top,$$ \hspace{1cm} \hspace{1cm} (2.18)
where \((U, \Lambda)\) is the eigendecomposition of the symmetric matrix \(\frac{X + X^T}{2} = U\Lambda U^T\), that is, the columns of \(U\) contains the eigenvectors of \(\frac{X + X^T}{2}\), and the diagonal entries of \(\Lambda\) its eigenvalues \([60]\). The objective function is Lipschitz smooth, with constant \(L = \sigma_{\text{max}}(A)^2\). The gradient of \(\|AX - B\|_F^2\) w.r.t. \(X\) is \(2A^T(AX - B)\). We can therefore apply PGM (Algorithms 2) and FGM (Algorithms 3) to (2.17), with computational cost of \(O(n^3)\) operations per iteration.

One can also model (2.17) as a semidefinite program, and use interior-point methods, which will require \(O(n^6)\) operations per iteration. For well-conditioned problem, with \(\mu = \sigma_{\text{min}}(A) \gg 0\), FGM will converge linearly, and relatively fast, and hence should be preferred. Figure 2.2 illustrates this case on a randomly generated semidefinite Procrustes problem. We observe that IPM iterates take objective function values smaller than FGM at convergence. The reason is that SDPT3 uses infeasible intermediate solutions. We also observe, on the zoomed figure below, that FGM converges faster than PGM, as expected.

For a medium-scale \((n\) not much larger than 100) and ill-conditioned problem, with \(\mu = \sigma_{\text{min}}(A)\) close or equal to zero, IPM might be preferred. Figure 2.3 illustrates this case on a randomly generated semidefinite Procrusted problem. We observe that IPM converges in about 20 iterations, while FGM was not able to converge within 8642 iterations (we stopped FGM when it attained the runtime of the IPM). Again, we observe that FGM converges faster than PGM, as expected.

**Remark 2.2.** The semidefinite Procrustes problem (2.17) can be reformulated into an equivalent problem where \(\sigma_{\text{min}}(A) > 0\), in which case first-order methods are often more effective than IPMs; see [46] for the details.

### 2.4.5 Trust-region methods

Another important class of optimization methods are trust-region methods [27]. Since reviewing this rich class of methods is out of the scope of these notes, let us focus on a particular case which will be useful when computing nearest stable matrices, and will illustrate the main idea behind trust-region methods.

Assume you are given an optimization problem of the form

\[
\min_x f(x) \quad \text{such that} \quad x \in \mathbb{E},
\]  

where \(f\) is an non-convex and ‘hard’ function to optimize, while \(\mathbb{E}\) is nice convex set. Instead of trying to tackle (2.19) directly (for example using projected gradient descent), trust-region methods will construct a model of \(f(x)\) around the current iterate, \(x^{(k)}\), and only trust this model in a neighbourhood around \(x^{(k)}\). More precisely, let \(x = x^{(k)} + \Delta x\), and \(f(x) \approx g(x^{(k)} + \Delta x)\) for \(\Delta x\) sufficiently small. Typically, the model, \(g(.)\), will be chosen as a quadratic function. Then, at iteration \(k+1\), the following problem is solved, which is referred to as the trust-region subproblem,

\[
\Delta x^* = \arg\min_{\Delta x} g(x^{(k)} + \Delta x) \quad \text{such that} \quad (x^{(k)} + \Delta x) \in \mathbb{E} \text{ and } \|\Delta x\|_2 \leq \epsilon_k,
\]

where \(\epsilon_k > 0\) is a parameter that controls the size of the neighbourhood, referred to as the trust-region radius. The next iterate is obtained as \(x^{(k+1)} = x^{(k)} + \Delta x^*\). If \(f(x^{(k+1)}) \approx g(x^{(k+1)})\), then the trust-region radius can be increased at the next iteration, otherwise it can be kept constant or decreased; many strategies exist to update the \(\epsilon_k\)’s. The step can also be rejected; in particular if \(f(x^{(k+1)}) > f(x^{(k)})\).
Figure 2.2: Comparison of an IPM, PGM and FGM on a well-conditioned randomly generated semidefinite Procrusted problem, where the entries of $A$ and $B$ with $m = n = 60$ are generated using the normal distribution, \texttt{randn} in Matlab.
Figure 2.3: Comparison of an IPM, PGM and FGM on an ill-conditioned randomly generated semidefinite Procrusted problem. The entries of $A$ and $B$ with $m = n = 60$ are generated using the normal distribution, \texttt{randn(n,n)} in Matlab. Then the SVD of $A$ is computed, $(U, \Sigma, V)$, and $A$ is replaced with $U \Sigma_{\text{ill}} V$ where the diagonal entries of $\Sigma_{\text{ill}}$ range from 1 to $10^6$ using log spaced values, so that $\kappa(A) = 10^6$. 
Chapter 3

Nearest stable matrix for continuous systems

In this chapter, we show how dissipative Hamiltonian systems can be used to reformulate various nearest matrix problems for continuous-time LTI systems.

In Section 3.2, we present a result from [44] for continuous-time LTI system. In Section 3.3, we explain how this result can be generalized to Ω-stability, which requires the eigenvalues of the sought nearest system to belong to the set Ω; this is the result from [25]. In Section 3.4, we briefly discuss other approaches to tackle the nearest stable matrix problem. In Section 3.5, we show how the ideas from Sections 3.2 and 3.3 can be used to solve the static-state and static-output feedback problems, which is the result from [47].

3.1 Introduction

Let us first consider the simplest case, a system of the form

\[ \dot{x}(t) = Ax(t) + Bu(t), \]

where \( A \in \mathbb{R}^{n,n}, B \in \mathbb{R}^{n,m}, x \) is the state vector, and \( u \) is the input vector. Such a system is stable if all eigenvalues of \( A \) are in the closed left half of the complex plane and all eigenvalues on the imaginary axis are semisimple; see Theorem 1.1. We denote by \( S_{n,n} \) the set of stable matrices for continuous LTI systems.

For a given unstable matrix \( A \), the problem of finding the smallest perturbation that stabilizes \( A \), or, equivalently finding the nearest stable matrix \( X \) to \( A \) is an important problem [98], with application for example in system identification where one needs to identify a stable system from observations; see also Sections 3.5 and 5.3. More precisely, we consider the following type-II distance problem. For a given unstable matrix \( A \), compute

\[ \inf_{X \in S_{n,n}} \| A - X \|_F^2, \]

where \( \| \cdot \|_F \) denotes the Frobenius norm of a matrix and \( S_{n,n} \) is the set of all stable matrices of size \( n \times n \).

The set \( S_{n,n} \) is highly non-convex, and is not open nor closed [44], and hence (3.1) is a difficult optimization problem.
3.2 Reformulation of the nearest stable matrix problem using DH systems

Inspired by the structure of standard DH systems $\dot{x}(t) = (J - R)Qx(t)$, we define the following class of matrices.

**Definition 3.1 (DH matrix).** A matrix $A \in \mathbb{R}^{n,n}$ is said to be a dissipative Hamiltonian (DH) matrix if $A = (J - R)Q$ for some $J, R, Q \in \mathbb{R}^{n,n}$ such that $J^\top = -J$, $R \succeq 0$ and $Q \succ 0$.

The results presented in Section 2.1 for DH pairs imply that DH matrices are stable (taking $E = I_n$). It turns out the converse is also true, that is, every stable matrix is a DH matrix.

**Theorem 3.1.** [44, Lemma 2] Every stable matrix is a DH matrix.

**Proof.** Let $A$ be stable. By Lyapunov’s theorem [74], there exists $P \succ 0$ such that

$$ AP + PA^\top \preceq 0. $$ (3.2)

Let us define

$$ J := \frac{AP - (AP)^\top}{2}, \quad R := -\frac{AP + (AP)^\top}{2}, \quad \text{and} \quad Q := P^{-1}. $$ (3.3)

On can check that $A = (J - R)Q$, while $J$ is skew symmetric, the inequality (3.2) implies that $R \succeq 0$, and $Q = P^{-1} \succ 0$. This implies that $A$ is a DH matrix. \qed

We can now reformulate (3.1) using DH matrices.

**Theorem 3.2.** Let $A \in \mathbb{R}^{n,n}$. Then $\inf_{S \in S^{n,n}} \|A - S\|_F^2$ is equal to

$$ \inf_{J,R,Q \in \mathbb{R}^{n,n}} \|A - (J - R)Q\|_F^2 \text{ such that } J = -J^\top, R \succeq 0, Q \succeq 0. $$ (3.4)

**Proof.** This follows directly from Theorem 3.1. Note that the condition $Q \succ 0$ is replaced with $Q \succeq 0$ which does not change the value of the infimum, but makes the feasible set of (3.4) closed. \qed

Note that Theorem 3.2 uses infimums, because the optimal value of these problem might not be attained, since $S^{n,n}$ is not closed, while the feasible set of (3.4), that is, the set of DH matrices, $\{(J, R, Q) \mid J = -J^\top, R \succeq 0, Q \succeq 0\}$, is not bounded.

The advantage of the formulation (3.4) over (3.1) is that its feasible set is convex, and relatively easy to project onto. In fact, the projection onto the set of skew-symmetric matrices, $\bar{S}$, is given by

$$ P_{\bar{S}}(Z) = \arg\min_{J, J^\top = -J} \|J - Z\|_F^2 = \frac{Z - Z^\top}{2}, $$ (3.5)

while the projection onto the set of PSD matrices requires an eigenvalue decomposition; see Section 2.4.4.
3.2. REFORMULATION OF THE NEAREST STABLE MATRIX PROBLEM USING DH SYSTEMS

Stable matrix and initialization If the matrix $A$ is stable, then it can be written as $A = (J - R)Q$ for some $J = -J^\top$, $R \succeq 0$ and $Q > 0$ (Theorem 3.1), and hence $AQ^{-1} = J - R$. In that case, we can solve the following system to recover $(J, R, Q)$: denoting $P = Q^{-1}$,

$$AP = J - R, \ P \succ 0, \ R \succeq 0, \ J = -J^\top.$$  

This is interesting because it provides a new (convex) way to check whether a matrix is stable.

If $A$ is not stable so that the above system is infeasible, we can solve

$$\inf_{J = -J^\top, R \succeq 0, P \succeq I_n} \|AP - (J - R)\|_F^2, \quad (3.6)$$

which provides an approximate solution to (3.1) using $(J - R)P^{-1}$ as a stable approximation of $A$. The constraint $P \succeq I_n$ allows us to avoid the trivial solution $(J, R, Q) = (0, 0, 0)$. The solution of (3.6) can be used as an initialization for iterative nearest stable matrix algorithms that try to tackle the difficult non-convex problem (3.4).

From the standard stability formulation (3.2), it is, as far as we know, not possible to extract a stable approximation from an unstable matrix. This is another advantage of our formulation.

3.2.1 Optimization algorithms

The non-convex problem (3.4) is hard in general, and there is no closed-form solution, as it is equivalent to the nearest stable matrix problem; see Theorem 3.2. Hence, it is standard to rely on iterative optimization algorithms, which have two key steps:

1. Compute an initial solution, $Z^{(0)} = (J^{(0)}, R^{(0)}, Q^{(0)})$.
2. From the $k$th iterate, $Z^{(k)}$, compute the next iterate, $Z^{(k+1)}$.

Let us describe a few approaches to tackle these two steps.

Initialization For the initialization, we have already seen that solving the convex problem (3.6) might be a good idea (in particular, it would give an exact solution if the input matrix is stable)—note that this also requires to resort to some iterative algorithms, such as interior-point methods of first-order methods; see Section 2.4.

Another initialization that turns out to work well is to set $Q^{(0)} = I_n$, for which the corresponding optimal $(J^{(0)}, R^{(0)})$ can be computed in closed form.

**Lemma 3.1.** Let $A \in \mathbb{R}^{n,n}$. The optimal solution of

$$\min_{J, R \in \mathbb{R}^{n,n}} \|A - (J - R)\|_F^2 \quad \text{such that} \quad J = -J^\top \text{ and } R \succeq 0,$$

is given by

$$\widehat{J} = \mathcal{P}_S(A) = \frac{A - A^\top}{2} \quad \text{and} \quad \widehat{R} = \mathcal{P}_{\geq 0}\left(\frac{-A - A^\top}{2}\right),$$

where $\mathcal{P}_S(.)$ is the projection on the set of skew-symmetric matrices, defined in (3.5), and $\mathcal{P}_{\geq 0}(.)$ is the projection on the set of PSD matrices, defined in (2.18).
Proof. Observe that
\[
\min_{R \succeq 0, J^\top = -J} \|A - (J - R)\|_F^2 = \min_{R \succeq 0} \left( \min_{J^\top = -J} \|(A + R) - J\|_F^2 \right) = \min_{R \succeq 0} \|(A + R) - \mathcal{P}_S(A + R)\|_F^2 = \min_{R \succeq 0} \left\| R + \frac{A + A^\top}{2} \right\|_F^2,
\]
where the second and third equalities follow from (3.5), that is,
\[
\arg\min_{J^\top = -J} \|(A + R) - J\|_F^2 = \mathcal{P}_S(A + R) = \frac{(A + R) - (A + R)^\top}{2} = \frac{A - A^\top}{2} = \mathcal{P}_S(A).
\]
The closed form for \(R\) follows from the projection on the set of PSD matrices (2.18).

Another strategy for initialization is to simply generate \((J, R, Q)\) randomly, and project them onto the feasible set.

**Updating iterates** To update the iterates \((J^{(k)}, R^{(k)}, Q^{(k)})\), any standard optimization scheme can be used. For example, one can use a BCD method, where \(J, R\), and \(Q\) are updated alternatively. In fact, the subproblems in one block of variables is a convex constrained least squares problem. These subproblems can be solved via IPM, or gradient descent; the latter being more appropriate for large-scale problems as explained in Section 2.4. Another approach is to use PGD (Algorithm 2) or FGM (Algorithm 3) on all variables simultaneously. FGM turns out to perform best among PGM and BCD; see [44] for numerous numerical experiments.

Since (3.4) is not Lipschitz smooth with respect to \((J, R, Q)\), there is no clear choice for the step length \(\gamma_k\). The Lipschitz constant of the gradient of the objective function with respect to \(Q\) (for fixed \(J, R\)) is given by \(\lambda_{\max}((J - R)^\top(J - R))\) while the Lipschitz constant of the gradient with respect to \((J, R)\) (for fixed \(Q\)) is given by \(\lambda_{\max}(QQ^\top)\). Therefore, it makes sense to scale \((J, R)\) and \(Q\) such that \(L = \lambda_{\max}((J - R)^\top(J - R)) = \lambda_{\max}(QQ^\top)\) while choosing an initial steplength \(\delta = 1/L\). Note that this allows to remove the scaling degree of freedom since this imposes \(\|J - R\|_2 = \|Q\|_2\). In order to avoid computing the maximum eigenvalues of \((J - R)^\top(J - R)\) and \(QQ^\top\) from scratch at each step, we use a few steps of the power method to update the initial value (since \(J - R\) and \(Q\) do not change too much between two iterations). We combined this with a backtracking line search: if the objective function has not decreased, the step is divided by a fixed constant larger than one until decrease is achieved. It turns out that in most cases, especially when getting closer to stationary points, the steplength of \(1/L\) allows to decrease the objective function.

### 3.2.2 Numerical example with the AC7 system

A useful library containing many dynamical systems is the CONstrained Matrix-optimization Problem library, COMPleib [75]. It contains for example the so-called AC7 system from [38] (case study III 2),
which comes from an aircraft stability and control problem. For now, we only consider the matrix $A$ of this system, given by, with three digits of accuracy,

$$A = \begin{pmatrix}
-0.063 & 0.019 & 0 & -0.561 & -0.028 & 0 & 0.063 & -0.001 & 0 \\
0.011 & -0.993 & 0.998 & 0.001 & -0.071 & 0 & -0.011 & 0.064 & 0 \\
0.077 & 1.675 & -1.311 & 0 & -4.250 & 0 & -0.077 & -0.109 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -20 & 20 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -30 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -0.882 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -0.882 & 0.009 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -0.009 -0.882
\end{pmatrix},$$

whose eigenvalues are given by

$$\{0.172 \pm 0.236i, -0.25, -0.882, -0.882 \pm 0.009i, -2.458, -20, -30\},$$

with two eigenvalues with a positive real part.

Using the $(J - R)Q$ representation and FGM initialized with $Q = I_n$ and $(J, R)$ as the optimal solution of the corresponding problem (Lemma 3.1), we obtain, in less than a second, a stable approximation of $A$, namely $(J - R)Q$, equal to

$$A \approx \begin{pmatrix}
-0.091 & 0.019 & -0.001 & -0.561 & -0.028 & 0 & 0.063 & -0.001 & 0 \\
-0.027 & -1.008 & 0.980 & 0.010 & -0.071 & 0 & -0.011 & 0.064 & 0 \\
0.053 & 1.665 & -1.324 & -0.006 & -4.250 & 0 & -0.077 & -0.109 & 0 \\
0.011 & 0 & 1 & -0.029 & 0 & 0 & 0 & 0 & 0 \\
0.005 & 0.002 & 0.003 & 0.001 & -20 & 20 & 0 & 0 & 0 \\
0.004 & 0.001 & 0.002 & 0.001 & -30 & 0 & 0 & 0 & 0 \\
0 & 0.001 & 0.001 & -0.001 & 0 & 0 & -0.882 & 0 & 0 \\
0.001 & 0 & 0 & 0.001 & 0 & 0 & 0 & -0.882 & 0.009 \\
0 & 0 & 0 & 0 & 0 & 0 & -0.009 & -0.882 \\
\end{pmatrix},$$

with relative error $\frac{\|A - (J - R)Q\|_F}{\|A\|_F} = 0.168\%$, and

$$\Lambda((J - R)Q) = \{0, \pm 0.037i, -0.882, -0.882 \pm 0.009i, -2.458, -20, -30.001\}.$$ Figure 3.1 illustrates this approximation.

The approximation of $A$ is not asymptotically stable as it has three eigenvalues on the imaginary axis. This is expected since the open left half of the complex plane is an open set.

If one wishes to obtain an asymptotically stable matrix, there are (at least) two possibilities:

1. One can change the feasible set $Q \succeq 0$ and $R \succeq 0$ to $Q \succeq \delta I$ and $R \succeq \delta I$ for some parameter $\delta > 0$. For example, using $\delta = 10^{-3}$, we obtain an approximation $(J - R)Q$ with relative error of 1.44% with eigenvalues

$$\{-0.15 \pm 0.43i, -0.31, -0.88, -0.88 \pm 0.01i, -2.46, -20, -30\}.$$ 

2. One can apply the same algorithm on the matrix $A + \epsilon I$ for some parameter $\epsilon > 0$. This will give $A + \epsilon I \approx (J - R)Q$, and hence $A \approx (J - R)Q - \epsilon I$ where the real part of the eigenvalues of $(J - R)Q - \epsilon I$ are guaranteed to be smaller than $-\epsilon$, since the eigenvalues the real part
of the eigenvalues of $(J - R)Q$ are nonpositive. For example, using $\epsilon = 10^{-3}$, we obtain an approximation $(J - R)Q$ with relative error of 0.1705\% (while the case $\epsilon = 0$ gives 0.168\%) with eigenvalues

$$\{-0.001, -0.001 \pm 0.034i, -0.88, -0.88 \pm 0.01i, -2.45, -20, -30\}.$$ 

This second approach allows to control directly the maximum real part of the approximation of $A$.

Another possibility would be to impose additional constraints on $(J, R, Q)$ to ensure that the maximum real part of the eigenvalues of $(J - R)Q$ is smaller than some given constant; this is discussed in the next section.

### 3.3 Generalization to $\Omega$-stability

At first sight, the strategy proposed in Section 3.2 to reformulate the nearest stable matrix is only useful for continuous-time systems; see Theorem 3.2. However, using appropriate constraints on $J$, $R$ and $Q$, it is possible constraint the eigenvalues of $(J - R)Q$ to belong to other subsets of the complex plane. In fact, it is possible to represent three types of sets via additional convex constraints on $J$, $R$ and $Q$, namely:
3.3. GENERALIZATION TO $\Omega$-STABILITY

Figure 3.2: Illustration of $\Omega = \Omega_C(0, \theta) \cap \Omega_V(h, +\infty) \cap \Omega_D(0, r)$.

- Conic sector: the conic sector region of parameters $a, \theta \in \mathbb{R}$ with $0 < \theta < \pi/2$, denoted by $\Omega_C(a, \theta)$, is defined as

$$\Omega_C(a, \theta) := \{ x + iy \in \mathbb{C} \mid \sin(\theta)(x - a) < \cos(\theta)y < -\sin(\theta)(x - a), x < a \}. \]

- Vertical strip: the vertical strip region of parameters $h < k$, denoted by $\Omega_V(h, k)$, is defined as

$$\Omega_V(h, k) := \{ x + iy \in \mathbb{C} \mid -k < x < -h \}. \]

Note that $h$ (resp. $k$) can possibly be equal to $-\infty$ (resp. $+\infty$) in which case $\Omega_V$ is a half space. In particular, $\Omega_V(0, +\infty)$ is the open left half of the complex plane, corresponding to stable matrices for continuous LTI systems.

- Disks centred on the real line: the disk centred at $(-q, 0)$ with radius $r > 0$, denoted by $\Omega_D(-q, r)$, is defined as

$$\Omega_D(-q, r) := \{ z \in \mathbb{C} \mid |z + q| < r \}. \]

In particular, $\Omega_D(0, 1)$ is the unit disk, corresponding to stable matrices for discrete LTI systems.

For a given region $\Omega \subseteq \mathbb{C}$, the matrix $A \in \mathbb{R}^{n,n}$ is called $\Omega$-stable if all its eigenvalues lie inside the region $\Omega$. We consider the following analogue of (3.1), and called it as nearest $\Omega$-stable matrix problem:

$$\inf_{X \in S_{\Omega}^{n,n}} \|A - X\|_F^2, \tag{3.7}$$

where $S_{\Omega}^{n,n}$ is the set of all $\Omega$-stable matrices of size $n \times n$.

We consider $\Omega$ as either any of $\Omega_C$, $\Omega_V$, $\Omega_D$, or the intersection of such sets; see Figure 3.2 for an illustration. Note that $\Omega$ is symmetric with respect to the real line.
3.3.1 Generalizing Lyapunov LMI to $\Omega$ stability

In [25], we relied on the results of Chilali and Gahinet [24] to constrain $J$, $R$, and $Q$ such that the eigenvalues of $(J - R)Q$ belong to sets $\Omega$ as described in the previous section. Let us recall this result.

A subset $\Omega$ of $\mathbb{C}$ is called an LMI region if there exist a real symmetric matrix $B$ and a real matrix $C$ such that

$$\Omega = \left\{ z \in \mathbb{C} \mid f_{\Omega}(z) := B + zC + \bar{z}C^\top \prec 0 \right\}.$$  

Note that such sets are symmetric with respect to the real line, since $f_{\Omega}(\bar{z}) = f_{\Omega}(z)$. Chilali and Gahinet [24, Theorem 2.2] showed that $A$ is $\Omega$-stable if and only if there exists $P \succ 0$ such that

$$B \otimes P + X \otimes (AP) + C^\top \otimes (AP)^\top \prec 0,$$

where $\otimes$ denotes the Kronecker product.

Let us illustrate this result when $\Omega$ is a circle centred at $(-q, 0)$ of radius $r > 0$, namely $\Omega = \Omega_D(-q, r)$. We have

$$f_{\Omega}(z) = \begin{bmatrix} -r & z + q \\ z + q & -r \end{bmatrix} + z \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} + \bar{z} \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}^\top.$$

In fact, $f_{\Omega}(z) \prec 0$ if and only if the trace of $f_{\Omega}(z)$ is negative (the sum of the eigenvalues is negative) and the determinant is negative (the product of the eigenvalues is positive). The trace is always negative since $r < 0$, while the determinant is given by $r^2 - |z + q|^2 < 0$, which gives the result.

Then, to obtain a Lyapunov-like LMI for this set, it suffices to use the above result: a matrix $A$ is $\Omega_D(-q, r)$-stable if there exists $P \succ 0$ such that

$$\begin{bmatrix} -rP & q \\ q & -rP \end{bmatrix} + \begin{bmatrix} 0 & AP \\ 0 & 0 \end{bmatrix} + \begin{bmatrix} 0 \\ (AP)^\top \\ 0 \end{bmatrix} < 0.$$

Interestingly, for the particular case of discrete stability, with $q = 0$ and $r = 1$, we obtain the standard Lyapunov LMI:

$$\begin{bmatrix} -P & AP \\ (AP)^\top & -P \end{bmatrix} \prec 0 \iff \begin{bmatrix} P \\ -(AP)^\top \\ -AP \end{bmatrix} \succ 0 \iff P \succ 0 \text{ and } P - (AP)P^{-1}(AP)^\top = P - APA^\top \succ 0,$$

where the second equivalence follows from the Schur complement.

Before we provide the constraints on $(J, R, Q)$ to have the eigenvalues of $(J - R)Q$ belong to various LMI regions, let us provide a useful lemma.

**Lemma 3.2.** [25, Lemma 1] Let $A = (J - R)Q$, where $J, R, Q \in \mathbb{R}^{n, n}$ is such that $J^\top = -J$, $R^\top = R$, and $Q^\top = Q$ is invertible. Let $\lambda \in \mathbb{C}$, and $v \in \mathbb{C}^n \setminus \{0\}$ be such that $v^* A = \lambda v^*$. Then

$$\text{Re}(\lambda) = -\frac{v^* R v}{v^* Q^{-1} v} \quad \text{and} \quad \text{Im}(\lambda) = -\frac{i v^* J v}{v^* Q^{-1} v}.$$
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Proof. Let \( v \) be a left eigenvector of \( A \) corresponding to eigenvalue \( \lambda \), i.e., \( v^* A = \lambda v^* \). Then
\[
v^* (J - R) Q = \lambda v^* \implies v^* (J - R) v = \lambda v^* Q^{-1} v, \tag{3.8}
\]
and by taking the conjugate of (3.8), we get
\[
v^* (-J - R) v = \bar{\lambda} v^* Q^{-1} v. \tag{3.9}
\]
Subtracting (3.9) from (3.8), we obtain
\[
2v^* J v = (\lambda - \bar{\lambda}) v^* Q^{-1} v = 2i \text{Im}(\lambda) v^* Q^{-1} v \implies v^* J v = i \text{Im}(\lambda) v^* Q^{-1} v,
\]
and, summing (3.9) with (3.8), we obtain
\[
-2v^* R v = (\lambda + \bar{\lambda}) v^* Q^{-1} v = 2 \text{Re}(\lambda) v^* Q^{-1} v \implies v^* R v = -\text{Re}(\lambda) v^* Q^{-1} v.
\]

\[
\square
\]

3.3.2 Conic sectors, \( \Omega_C \)

Consider the region \( \Omega_C(a, \theta) \) with parameters \( a \in \mathbb{R} \) and \( 0 < \theta < \pi/2 \) and let \( \alpha := \sin(\theta) \) and \( \beta := \cos(\theta) \). To parametrize \( \Omega_C(a, \theta) \) in terms of DH matrices, let us first prove the following lemma.

Lemma 3.3. [25, Lemma 2] Let \( \lambda = \lambda_1 + i\lambda_2 \), where \( \lambda_1, \lambda_2 \in \mathbb{R} \). Then
\[
\begin{bmatrix}
\alpha (\lambda_1 - a) & \beta i\lambda_2 \\
-\beta i\lambda_2 & \alpha (\lambda_1 - a)
\end{bmatrix} < 0
\]
if and only if \( \lambda \in \Omega_C(a, \theta) \).

Proof. The proof follows using the fact that the matrix
\[
\begin{bmatrix}
\alpha (\lambda_1 - a) & \beta i\lambda_2 \\
-\beta i\lambda_2 & \alpha (\lambda_1 - a)
\end{bmatrix}
\]
is Hermitian and therefore it is negative definite if and only if both eigenvalues \( \mu_1 = \alpha (\lambda_1 - a) + \beta \lambda_2 \) and \( \mu_2 = \alpha (\lambda_1 - a) - \beta \lambda_2 \) are negative which is true if and only if \( \alpha (\lambda_1 - a) < \beta \lambda_2 < -\alpha (\lambda_1 - a) \), i.e., \( \lambda \in \Omega_C(a, \theta) \).

Theorem 3.3. [25, Theorem 1] Let \( A \in \mathbb{R}^{n \times n} \). Then \( A \) is \( \Omega_C(a, \theta) \)-stable if and only if \( A = (J - R) Q \) for some \( J, R, Q \in \mathbb{R}^{n \times n} \) such that \( J^T = -J \), \( R^T = R \), \( Q \) is symmetric positive definite, and
\[
\begin{bmatrix}
\alpha (R + aQ^{-1}) & -\beta J \\
\beta J & \alpha (R + aQ^{-1})
\end{bmatrix} > 0. \tag{3.10}
\]

Proof. First suppose that \( A = (J - R) Q \) for some \( J, R, Q \) satisfying \( Q > 0 \) and (3.10). Let \( \lambda = \lambda_1 + i\lambda_2 \) be an eigenvalue of \( A \) and let \( v \in \mathbb{C}^n \setminus \{0\} \) be a left eigenvector of \( A \) corresponding to eigenvalue \( \lambda \). Since
\[
\begin{bmatrix}
\alpha (R + aQ^{-1}) & -\beta J \\
\beta J & \alpha (R + aQ^{-1})
\end{bmatrix} > 0
\]
and \( v \neq 0 \), we have that
\[
-2 \begin{bmatrix} v^* & 0 \\ 0 & v^* \end{bmatrix} \begin{bmatrix}
\alpha (R + aQ^{-1}) & -\beta J \\
\beta J & \alpha (R + aQ^{-1})
\end{bmatrix} \begin{bmatrix} v & 0 \\ 0 & v \end{bmatrix} < 0
\]
\[
\implies 2 \begin{bmatrix} -\alpha v^* (R + aQ^{-1}) v & \beta v^* J v \\ -\beta v^* J v & -\alpha v^* (R + aQ^{-1}) v \end{bmatrix} < 0
\]
\[
\implies \begin{bmatrix} -\alpha v^* R v & \beta v^* J v \\ -\beta v^* J v & -\alpha v^* R v \end{bmatrix} - \alpha \begin{bmatrix} av^* Q^{-1} v & 0 \\ 0 & av^* Q^{-1} v \end{bmatrix} < 0. \tag{3.11}
\]
Thus by using Lemma 3.2 in (3.11), we obtain
\[ v^* Q^{-1} v \begin{bmatrix} \alpha (\lambda_1 - a) & \beta i \lambda_2 \\ -\beta i \lambda_2 & \alpha (\lambda_1 - a) \end{bmatrix} < 0. \] (3.12)

This implies that \[ \begin{bmatrix} \alpha (\lambda_1 - a) & \beta i \lambda_2 \\ -\beta i \lambda_2 & \alpha (\lambda_1 - a) \end{bmatrix} < 0 \] since \( Q \) is positive definite. Thus Lemma 3.3 implies that \( A \) is \( \Omega_C(a, \theta) \)-stable.

For the ‘only if’ part, since \( A \) is \( \Omega_C(a, \theta) \)-stable, by [24, Theorem 2.2], there exists \( X > 0 \) such that
\[ \begin{bmatrix} \alpha (AX + XA^\top - 2aX) & \beta (AX - XA^\top) \\ \beta (XA^\top - AX) & \alpha (AX + XA^\top - 2aX) \end{bmatrix} < 0. \] (3.13)

Let
\[ R = -\frac{AX + (AX)^\top}{2}, \quad J = \frac{AX - (AX)^\top}{2}, \quad \text{and} \quad Q = X^{-1}. \] (3.14)

Then \((J - R)Q = A\) and it follows from (3.13) that
\[ \begin{bmatrix} \alpha (R + aQ^{-1}) & -\beta J \\ \beta J & \alpha (R + aQ^{-1}) \end{bmatrix} = -\frac{1}{2} \begin{bmatrix} \alpha (AX + XA^\top - 2aX) & \beta (AX - XA^\top) \\ \beta (XA^\top - AX) & \alpha (AX + XA^\top - 2aX) \end{bmatrix} \]
is positive definite. \( \square \)

As a consequence of (3.10) in Theorem 3.3, the matrix \( J \) is skew-symmetric. However, the matrix \( R \) may not be positive definite (when \( a > 0 \)) and therefore the \( \Omega_C(a, \theta) \)-stable matrix \( A \) need not be a DH matrix. But when \( a \leq 0 \), then (3.10) implies that \( R + aQ^{-1} > 0 \), or equivalently, \( R > -aQ^{-1} \) since \( a \leq 0 \) and \( Q > 0 \). As a result \( R \) is positive semidefinite. Therefore in this case \( A \) is \( \Omega_C(a, \theta) \)-stable if and only if \( A \) is a DH matrix satisfying (3.10).

### 3.3.3 Vertical strips, \( \Omega_V \)

We can characterize \( \Omega_V \)-stability as follows.

**Theorem 3.4.** [25, Theorem 2] Let \( A \in \mathbb{R}^{n,n} \) and \( h < k \). Then \( A \) is \( \Omega_V(h, k) \)-stable if and only if \( A = (J - R)Q \) for some \( J, R, Q \in \mathbb{R}^{n,n} \) such that \( J^\top = -J, R^\top = R, Q \) is symmetric positive definite, and
\[ kQ^{-1} > R > hQ^{-1}. \] (3.15)

**Proof.** First suppose that \( A = (J - R)Q \), where \( J^\top = -J, R^\top = R, Q > 0 \) such that \( kQ^{-1} > R > hQ^{-1} \). Let \( \lambda \) be an eigenvalue of \( A \) and \( x \in \mathbb{C}^n \setminus \{0\} \) be such that \( Ax = \lambda x \) or \((J - R)Qx = \lambda x \). Since \( Q \) is invertible, this implies that
\[ x^* Q (J - R) Q x = \lambda x^* Q x \quad \implies \quad \text{Re} (\lambda) = -\frac{x^* Q R Q x}{x^* Q x}. \] (3.16)

Since \( x^* Q x > 0 \) as \( Q > 0 \) and \( R \) satisfies \( kQ^{-1} > R > hQ^{-1} \), we have \( kx^* Q x > x^* Q R Q x > h x^* Q x \). This implies that
\[ k > \frac{x^* Q R Q x}{x^* Q x} > h. \] (3.17)

From (3.16) and (3.17), we have that \( -k < \text{Re} (\lambda) < -h \).
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Conversely, let $A$ be $\Omega_V(h, k)$-stable. Then from [24], there exists $X > 0$ such that

$$AX + XA^\top + 2hX < 0 \quad \text{and} \quad AX + XA^\top + 2kX > 0. \quad (3.18)$$

Define $J$, $R$, and $Q$ as in (3.14). Then clearly $A = (J - R)Q$. Also in view of (3.18) the matrix $R$ satisfies $kQ^{-1} \succ R \succ hQ^{-1}$.

It is easy to see that in Theorem 3.4 when $h \geq 0$ the matrix $A$ is $\Omega_V$-stable if and only if $A$ is a DH matrix since $R \succ hQ^{-1}$.

3.3.4 Disks centred on the real line, $\Omega_D$

The disk $\Omega_D(-q, r)$ of radius $r$ and center $(-q, 0)$ is an LMI region with characteristic function

$$f_D(z) = \begin{bmatrix} -r & q + \lambda \\ q + \lambda & -r \end{bmatrix} \quad [24, \text{Definition 2.1}].$$

More precisely, we have the following lemma.

**Lemma 3.4.** [25, Lemma 3] Consider the region $\Omega_D(-q, r)$ where $q \in \mathbb{R}$ and $r > 0$, and let $\lambda \in \mathbb{C}$. Then $\lambda \in \Omega_D(-q, r)$ if and only if

$$\begin{bmatrix} -r & q + \lambda \\ q + \lambda & -r \end{bmatrix} \prec 0.$$

We can characterize $\Omega_D$-stability as follows.

**Theorem 3.5.** [25, Theorem 3] Let $A \in \mathbb{R}^{n,n}$, $q \in \mathbb{R}$ and $r > 0$. Then $A$ is $\Omega_D(-q, r)$-stable if and only if $A = (J - R)Q$ for some $J, R, Q \in \mathbb{R}^{n,n}$ such that $J^\top = -J$, $R^\top = R$, $Q$ is symmetric positive definite, and

$$\begin{bmatrix} rQ^{-1} & -qQ^{-1} \\ -qQ^{-1} & rQ^{-1} \end{bmatrix} \succ \begin{bmatrix} 0 & J - R \\ (J - R)^\top & 0 \end{bmatrix}. \quad (3.19)$$

**Proof.** First suppose that $A = (J - R)Q$ with $J^\top = -J$, $R^\top = R$ and $Q > 0$ satisfying (3.19) holds. Let $\lambda = \lambda_1 + i\lambda_2$ with $\lambda_1, \lambda_2 \in \mathbb{R}$ be an eigenvalue of $A$ and $v \in \mathbb{C}^n \setminus \{0\}$ be a corresponding left eigenvector. Since (3.19) holds, we have that

$$\begin{bmatrix} v^* & 0 \\ 0 & v^* \end{bmatrix} \begin{bmatrix} rQ^{-1} & -qQ^{-1} \\ -qQ^{-1} & rQ^{-1} \end{bmatrix} \begin{bmatrix} v & 0 \\ 0 & v \end{bmatrix} \succ \begin{bmatrix} v^* & 0 \\ 0 & v^* \end{bmatrix} \begin{bmatrix} 0 & J - R \\ (J - R)^\top & 0 \end{bmatrix} \begin{bmatrix} v & 0 \\ 0 & v \end{bmatrix}.$$

This implies that

$$\begin{bmatrix} r & -q \\ -q & r \end{bmatrix} v^* Q^{-1} v \succ \begin{bmatrix} v^* & 0 \\ 0 & v^* \end{bmatrix} \begin{bmatrix} 0 & v^*(J - R)v \\ v^*(J - R)v & 0 \end{bmatrix}.$$

Since $v^* Q^{-1} v > 0$ as $Q > 0$, we obtain

$$\begin{bmatrix} r & -q \\ -q & r \end{bmatrix} \succ \begin{bmatrix} 0 & v^*(J - R)v \\ v^*(J - R)v & 0 \end{bmatrix}.$$

Thus in view of Lemma 3.2, we have

$$\begin{bmatrix} r & -q \\ -q & r \end{bmatrix} \succ \begin{bmatrix} 0 & i\lambda_2 + \lambda_1 \\ -i\lambda_2 + \lambda_1 & 0 \end{bmatrix} \implies \begin{bmatrix} r & -q - \lambda \\ -q - \lambda & r \end{bmatrix} \succ 0.$$

This implies by using Lemma 3.4 that $\lambda \in \Omega_D(-q, r)$ and therefore $A$ is $\Omega_D(-q, r)$-stable.
Conversely, suppose $A$ is $\Omega_D(-q, r)$-stable. Then by [24, Theorem 2.2] there exists $X > 0$ satisfying
\[
\begin{bmatrix}
-rX & qX + AX \\
qX + AX^\top & -rX
\end{bmatrix} < 0.
\] (3.20)
Define $J$, $R$, and $Q$ as in (3.14). Then clearly $A = (J - R)Q$ with $J^\top = -J$, $R$ symmetric and $Q > 0$. Moreover, by (3.20), we have
\[
0 > \begin{bmatrix}
rQ^{-1} & -qQ^{-1} \\
-qQ^{-1} & rQ^{-1}
\end{bmatrix} = \begin{bmatrix}
rQ^{-1} + Q^{-1}A^\top & qQ^{-1} + A^{-1} \\
-qQ^{-1} & rQ^{-1}
\end{bmatrix} + \begin{bmatrix}
0 & J - R \\
(J - R)^\top & 0
\end{bmatrix}.
\] This implies that
\[
\begin{bmatrix}
rQ^{-1} & -qQ^{-1} \\
-qQ^{-1} & rQ^{-1}
\end{bmatrix} > \begin{bmatrix}
0 & J - R \\
(J - R)^\top & 0
\end{bmatrix}.
\] This completes the proof. \(\square\)

We note that in the above theorem, the matrix $R$ need not be positive semidefinite and thus a $\Omega_D$-stable matrix need not be a DH matrix. However, if the disc $\Omega_D$ completely lies in the left half of the complex plane, then $A$ is a DH matrix.

### 3.3.5 Reformulation of the nearest $\Omega$-stable matrix

The set $S^n_{\Omega}$ can be reformulated in terms of matrix triplets with symmetric and PSD constraints. For this, we introduce the auxiliary variable $P = Q^{-1} > 0$. In view of Theorems 3.3, 3.4 and 3.5, this allows us to parametrize the sets $S^{n,n}_{\Omega_C(a, \theta)}$, $S^{n,n}_{\Omega_V(h, k)}$, and $S^{n,n}_{\Omega_D(-q, r)}$ as convex sets via the DH form. This is done as follows:

\[
S^{n,n}_{\Omega_C(a, \theta)} = \left\{(J - R)P^{-1} \mid J, R, P \in \mathbb{R}^{n,n}, P > 0, \begin{bmatrix}
\sin(\theta) & \cos(\theta) \\
\cos(\theta) & -\sin(\theta)
\end{bmatrix} (R + aP) > 0\right\}, \tag{3.21}
\]

\[
S^{n,n}_{\Omega_V(h, k)} = \left\{(J - R)P^{-1} \mid J, R, P \in \mathbb{R}^{n,n}, P > 0, kP > R > hP\right\}, \tag{3.22}
\]

and

\[
S^{n,n}_{\Omega_D(-q, r)} = \left\{(J - R)P^{-1} \mid J, R, P \in \mathbb{R}^{n,n}, J^\top = -J, \begin{bmatrix}
rP & qP - (J - R) \\
-qP - (J - R)^\top & rP
\end{bmatrix} > 0\right\}. \tag{3.23}
\]

where $0 < \theta < \pi/2$, $h < k$ and $r > 0$. Note that these sets are non-convex and open. From an optimization point of view, it does not make much sense to optimize on such sets since the optimal solution(s) may not be attained. Therefore, we will consider the closure of these sets: this amounts to replacing all constraints involving a positive definite constraint with a positive semidefinite constraint, that is, replace $> 0$ with $\succeq 0$, in the definition of the sets (3.21), (3.22) and (3.23). We will denote
the corresponding sets as $\bar{\mathbb{S}}_{n,n}^{\Omega_{C}(a,\theta)}$, $\bar{\mathbb{S}}_{n,n}^{\Omega_{V}(h,k)}$, and $\bar{\mathbb{S}}_{n,n}^{\Omega_{D}(-q,r)}$, respectively. Note that by considering the closure of these sets, as done in [44], we do not change the value of the infimum of (3.7).

Finally, given $a_j$ and $0 < \theta_j < \pi/2$ for $1 \leq j \leq p$, $h < k$, and several disks of parameters $(q_i, r_i)$ $1 \leq i \leq k$, we tackle (3.7) by solving

$$\inf_{J,R,P} \|A - (J - R)P^{-1}\|_F^2 \quad \text{such that} \quad (J - R)P^{-1} \in \bar{\mathbb{S}}_{n,n}^{\Omega_{s}};$$

where

$$\bar{\mathbb{S}}_{n,n}^{\Omega_{s}} = \cap_{j=1}^p \bar{\mathbb{S}}_{n,n}^{\Omega_{C}(a_j,\theta_j)} \cap \bar{\mathbb{S}}_{n,n}^{\Omega_{V}(h,k)} \cap \cap_{i=1}^k \bar{\mathbb{S}}_{n,n}^{\Omega_{D}(q_i,r_i)}. \quad (3.25)$$

The feasible set of the above optimization problem only involves convex linear matrix inequality constraints. Of course, the objective function is non-convex and the problem remains difficult, but it is arguably easier, from an algorithmic point of view, to handle a non-convex objective function rather than a non-convex feasible set.

**Implementation** There is a key difference when considering the general $\Omega$-stability problem: as opposed to the simpler continuous-time stability case, the projection onto the feasible set does not have closed form (in terms of eigenvalue decompositions of symmetric matrices), and hence the corresponding optimization problem is more difficult to handle. In particular, first-order methods that use projection onto the feasible set become much more expensive. In fact, as far as we know, to obtain a high-precision projection onto such general PSD matrix sets, only IPMs are available, running in $O(n^6)$ operations, instead of the $O(n^3)$ requires for eigenvalue decompositions. In [25], we used a BCD scheme based on IPMs to solve the subproblems in $(J, R)$ and $Q$ alternatively.

Several initialization are possible, in particular the identity initialization where $Q = I_n$, while $(J, R)$ are optimally computed. For other initializations and discussions, we refer to [25].

### 3.3.6 Numerical example with the AC7 matrix

Let us illustrate this with the AC7 matrix, and the set

$$\Omega = \Omega_C(0,7\pi/8) \cap \Omega_C(-0.5, +\infty) \cap \Omega_D(1,1).$$

Using BCD and the identity initialization, the obtained approximation is displayed on Figure 3.3.

### 3.4 Other approaches to tackle the nearest stable matrix problem

In this section, we briefly mention other approaches to tackle the nearest stable matrix problem.

**Successive convex approximation** In [98], authors propose an iterative approach. The main idea is as follows: at iteration $k$, the algorithm constructs an SDP-representable set (namely, an ellipsoid) around the current stable approximation $X^{(k)} \in \mathbb{S}_{n,n}$ of $A$, such that this set is contained within $\mathbb{S}_{n,n}$. This convex set relies on the Lyapunov equation: if $X$ is stable, then there exists $P > 0$ such that $XP + PX^T \preceq 0$. The next iterate is computed as the nearest matrix to $A$ within that set.

A drawback of this approach is that it is computationally expensive, requiring to solve an SDP in $O(n^3)$ variables at each step.
CHAPTER 3. NEAREST STABLE MATRIX FOR CONTINUOUS SYSTEMS

Matrix stabilization using differential equations  Guglielmi and Lubich [53] proposed yet another completely different approach using differential equations. They optimize directly the norm of the perturbation, $\Delta A$, such that $A + \Delta A$ is stable.

A main advantage of their approach is that it can easily handle structure of the stable approximation, $A + \Delta A$, that is, it can directly enforce some structure, such as symmetry or a sparsity pattern, on the stable approximation, which is not trivial when using the DH form, $(J - R)Q$. However, in the unstructured case, the two approaches perform similarly, as reported in [53].

Riemannian optimization  Noferini and Poloni [96] recently proposed a highly efficient approach to compute the nearest $\Omega$-stable matrix. They parametrize $X$ with its complex Schur factorization/decomposition, $X = U T U^*$ where $U$ is unitary (that is, $U U^* = I$) and $T$ is upper triangular. They observe that, if $U$ is fixed, then there is an easy solution to the simplified problem in the variable $T$ only. As a consequence, finding an $\Omega$-stable matrix nearest to $A$ is equivalent to minimizing a certain function (depending both on $\Omega$ and on $A$) over the matrix Riemannian manifold of unitary matrices $U(n)$. After the reformulation, the authors rely on the software for optimization over manifolds, Manopt [12]. The code is available from https://github.com/fph/nearest-omega-stable.

Their approach outperforms the previously introduced methods; in particular that based on DH matrices. However, as for DH matrices, this algorithm cannot easily handle structure.
3.5 Application: minimal-norm static feedbacks

In this section, we consider a continuous linear-time invariant (LTI) system in the form
\[ \dot{x}(t) = Ax(t) + Bu(t), \]
\[ y(t) = Cx(t), \]
and discuss two ways to stabilize it, depending on the choice of the input \( u(t) \).

3.5.1 Static-state feedback

Stabilizing the system pair \((A, B)\) using feedback controllers is a fundamental one, and is referred to as the static-state feedback (SSF) problem. In this setting, the feedback is chosen as \( u(t) = -Kx(t) \), so that \( \dot{x}(t) = (A - BK)x(t) \). Therefore, it requires to find \( K \in \mathbb{R}^{m,n} \) such that \( A - BK \) is stable.

Note that, in the SSF problem, the state must be measured and this is not always the case. Otherwise the state must be estimated from measurements of \( y(t) \) and \( u(t) \). In practice, it often makes more sense to control using the output, referred to as the static-output feedback problem, using \( u(t) = -Ky(t) \); see for example the discussion in [113]. However, this is a numerically much more difficult problem to solve, and is discussed in the next section.

Typically, one requires to minimize the norm of the feedback matrix, that is, solve
\[ \inf_{K} \|K\| \text{ such that } A - BK \text{ is stable}, \tag{3.26} \]
where \( \| \cdot \| \) is a given norm such as the \( \ell_2 \) norm, \( \| \cdot \|_2 \), or the Frobenius norm, \( \| \cdot \|_F \).

In [47], we used the DH form to solve this problem. In view of Theorem 3.1, the following theorem is relatively straightforward.

**Theorem 3.6.** [47, Theorem 4] Let \( A \in \mathbb{R}^{n,n} \) and \( B \in \mathbb{R}^{n,m} \). Then the following are equivalent.

1. There exists \( K \) such that \( A - BK \) is stable.
2. There exists a DH matrix \((J - R)Q\) such that \( A - BK = (J - R)Q \) for some \( K \in \mathbb{R}^{m,n} \).
3. There exists a DH matrix \((J - R)Q\) such that \((I_n - BB^\dagger)(A - (J - R)Q) = 0 \).

Theorem 3.6 allows to find a feasible solution to the SSF problem, solving
\[ \mu := \inf_{J,R,Q \in \mathbb{R}^{n,n}, J^\top = -J, R \succeq 0, Q \succ 0} \left\| (I_n - BB^\dagger)(A - (J - R)Q) \right\|, \tag{3.27} \]
and checking whether \( \mu = 0 \). However, this problem is non-convex, because of the product \((J - R)Q\) in the objective. However, checking whether \( \mu = 0 \) can be done via solving an SDP: using the change of variable \( P = Q^{-1} \), \( \mu \) is equal to zero if and only if the following infimum is equal to zero
\[ \inf_{J,R,Q \in \mathbb{R}^{n,n}, J^\top = -J, R \succeq 0, P \succeq I} \left\| (I_n - BB^\dagger)(AP - (J - R)) \right\|, \]
where we imposed, w.l.o.g., that \( P \succeq I \) to avoid the trivial solution (namely \( J = R = 0 \)). Note that this provides a new way to check whether the pair \((A, B)\) is stabilizable.
Given an optimal solution, with \( \mu = 0 \), one can then solve for example (see [47])

\[
\inf_{K,J=-J^T,R\geq 0,Q\geq 0} \|B^\dagger (A - (J - R)Q)\| \quad \text{such that} \quad A - BK = (J - R)Q,
\]

using a block coordinate descent method. It is however possible to reformulate the problem to obtain a convex feasible set: using \( P = Q^{-1} \) again, we obtain

\[
\inf_{J=-J^T,R\geq 0,P>0} \|B^\dagger (A - (J - R)P^{-1})\| \quad \text{such that} \quad (I_n - BB^\dagger)(AP - (J - R)) = 0.
\]

To solve this new problem, we rely on a trust-region approach (see Section 2.4.5). The model of the objective is obtained by linearizing \( B^\dagger (A - (J - R)P^{-1}) \) at each step, so that the objective is quadratic when using the Frobenius norm. More precisely, given an initial solution \( (J, R, P) \), we look for \( (\Delta J, \Delta R, \Delta P) \) such that \( (J + \Delta J, R + \Delta R, P + \Delta P) \) is a better solution than \( (J, R, P) \). To do so, we linearize the term \( (A - (J + \Delta J - (R + \Delta R))(P + \Delta P)^{-1}) \) by using

\[
(P + \Delta P)^{-1} \approx P^{-1} - P^{-1}\Delta PP^{-1},
\]

and removing the non-linear terms appearing in the product, that is, we use the following approximation:

\[
A - (J + \Delta J - (R + \Delta R))(P + \Delta P)^{-1} \approx A - (J + \Delta J - (R + \Delta R))P^{-1} + (J - R)P^{-1}\Delta PP^{-1}.
\]

This results in the following optimization problem

\[
\inf_{\Delta J,\Delta R,\Delta P \in \mathbb{R}^{n,n}} \left\|B^\dagger \left( A - (J + \Delta J)P^{-1} + (R + \Delta R)P^{-1} + (J - R)P^{-1}\Delta PP^{-1} \right) \right\|
\]

such that

\[
\Delta J^T = -\Delta J, R + \Delta R \succeq 0, P + \Delta P > 0,
\]

\[
(I - BB^\dagger)(A\Delta P - (\Delta J - \Delta R)) = 0,
\]

\[
\|\Delta J\| \leq \epsilon\|J\|, \|\Delta R\| \leq \epsilon\|R\|, \|\Delta P\| \leq \epsilon\|P\|.
\]

Similar to a trust-region method, the value of \( \epsilon \) is updated in the curse of the algorithm. As long as the error of \( (J + \Delta J, R + \Delta R, P + \Delta P) \) is larger than that of \( (J, R, P) \), \( \epsilon \) is decreased. For the next step, \( \epsilon \) is increased to allow a larger trust-region radius. Since (3.28) is an SDP, we refer this approach to as the sequential SDP (SSDP) method. Numerical experiments showed that SSDP performs significantly better than BCD on this problem; see [47, Table A.1].

### 3.5.2 Static-output feedback

A closely related problem is that of stabilizing the system triplet \( (A, B, C) \), referred to as the static-output feedback (SOF) problem. The goal is to stabilize the system via the output, that is, to take \( u(t) = -K y(t) \) so that

\[
\dot{x}(t) = Ax(t) + Bu(t) = Ax(t) - BK y(t) = Ax(t) - BKC x(t) = (A - BKC) x(t),
\]

is stable. The SOF problem therefore requires to find \( K \in \mathbb{R}^{m,p} \) such that \( A - BKC \) is stable, if possible; see [111] for a survey on the SOF problem. This decision problem is believed to be NP-hard as no polynomial-time algorithm is known; let us quote [10]:

"..."
3.5. APPLICATION: MINIMAL-NORM STATIC FEEDBACKS

The SOF problem is widely studied and still unsolved...a satisfactory answer to this problem has yet to be found. This problem is often cited as one of the difficult open problems in systems and control. Still, despite various attempts, it is unclear whether the problem is NP-hard.

Note that the difficulty is that even finding a feasible solution is hard, as opposed to the SSF problem. Similarly as for the SOF problem (see Theorem 3.6), finding \( K \) such that \( A - BK \) is stable is equivalent to find a DH form for it, that is, \( A - BK = (J - R)Q \).

Using similar derivations as for the SSF problem, finding a feasible solution of the SOF problem is equivalent to finding an optimal solution with objective function equal to zero of the following optimization problem

\[
\inf_{J,R,Q \in \mathbb{R}^{n,n}, J^T = -J, R \succeq 0, Q > 0} \left\| (I_n - BB^\dagger)(A - (J - R)Q) \right\| + \left\| (A - (J - R)Q)(C^\dagger C - I_n) \right\|.
\] (3.29)

To tackle this problem, we use an SSDP approach.

If a feasible solution is found, which has the form \( K = B^\dagger(A - (J - R)Q)C^\dagger \), we refine it by considering

\[
\inf_{(J,R,Q), (J-R)Q \text{ a DH matrix}} \left\| B^\dagger(A - (J - R)Q)C^\dagger \right\|,
\]

such that \( (I_n - BB^\dagger)(A - (J - R)Q) = 0 \), and

\[
(A - (J - R)Q)(C^\dagger C - I_n) = 0.
\] (3.30)

To solve (3.30), we cannot use SSDP because the constraints cannot be linearized exactly (we would obtain an infeasible solution after one step). Instead, we resort to BCD: alternatively solve (3.30) for \((J, R)\) with \(Q\) fixed, and then for \(Q\) with \((J, R)\) fixed.

3.5.3 Numerical example with the AC7 matrix

For the AC7 system, the matrix \( B \) is given by

\[
B = [0, 0, 0, 0, 0, 30, 0, 0, 0]^T.
\]

Using the SSDP approach, we obtain

\[
K = \begin{pmatrix}
-0.027 & -0.018 & -0.013 & -0.066 & -0.005 & -0.005 & -0.001 & 0 & 0 \\
\end{pmatrix},
\]

with \( \|K\|_F = 0.075 \), and the eigenvalues of \( A - BK \) are given by

\[
[-0.005 + 0.34i, -0.005 - 0.34i, -0.017, -0.88 + 0.001i, -0.88 - 0.001i, -0.88, -2.37, -19.56, -30.24].
\]

For the static-output feedback, we have

\[
C = \begin{pmatrix}
-0.005 & 0.476 & 0.001 & 0 & 0.034 & 0 & 0.005 & -0.031 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}.\]

Using the SSDP approach, we obtained \( K = [-0.3635 - 0.3379] \) with \( \|K\|_F = 0.36 \), for which the eigenvalues of \( A - BK \) are given by

\[
[-0.0004 \pm 0.1931i, -0.51, -0.8821 \pm 0.0088i, -0.8821, -3.18, -16.54, -32.14].
\]

Remark 3.1. Using the results from Section 3.3 to find the nearest \( \Omega \)-stable matrix, it is possible to design SSF (resp. SOF) such that \( A - BK \) (resp. \( A - BK \)) is \( \Omega \) stable, adding proper constraints on \( J, R \) and \( Q \).
Chapter 4

Nearest positive-real system and nearest stable matrix pair

This chapter shows that the set of linear PH systems can be exploited to compute a nearby positive real (PR) system to a given non PR system \((E, A, B, C, D)\), as we have done in [45]. This framework is then used to find a nearby regular, stable, and index one system to a given descriptor system \(E\dot{x} = Ax\), which is our result from [43].

Remark 4.1. Note that [43] appeared before [45], as we first worked on the simpler descriptor system \(E\dot{x} = Ax\), before extending this result to general systems (1.2). However, as the result from [43] is a special case of [45], we first present the result from [45] in Section 4.2, and then explain the specificities of the descriptor system \(E\dot{x} = Ax\) in Section 4.3.

4.1 Introduction

The nearest system problems can be formulated in a generic way as follows:

**Problem 4.1.** For a given system \((E, A, B, C, D)\) and a given set \(D\), find the nearest system \((\tilde{E}, \tilde{A}, \tilde{B}, \tilde{C}, \tilde{D}) \in D\) to \((E, A, B, C, D)\), that is, solve

\[
\inf_{(\tilde{E},\tilde{A},\tilde{B},\tilde{C},\tilde{D}) \in D} F(\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D}, \tilde{E}),
\]

where

\[
F(\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D}, \tilde{E}) = \|A - \tilde{A}\|^2_F + \|B - \tilde{B}\|^2_F + \|C - \tilde{C}\|^2_F + \|D - \tilde{D}\|^2_F + \|E - \tilde{E}\|^2_F. \tag{4.1}
\]

By choosing the set \(D\), one can define various nearness problems for the system \((E, A, B, C, D)\). The goal of this chapter is to consider the following variants of this problem for continuous-time systems (see Section 1.4 for the definitions of PR, ESPR and admissible systems):

1. **Nearest PR system** \((P)\): \(D = S\) where \(S\) is the set of all PR systems \((\tilde{E}, \tilde{A}, \tilde{B}, \tilde{C}, \tilde{D})\).

2. **Nearest ESPR system** \((Pe)\): \(D = S_e\) where \(S_e\) is the set of all admissible ESPR systems \((\tilde{E}, \tilde{A}, \tilde{B}, \tilde{C}, \tilde{D})\) with \(\tilde{D} + \tilde{D}^T > 0\).
3. Nearest admissible system \((P_a)\): \(D = S_a\) where \(S_a\) is the set of all admissible descriptor systems \((\tilde{E}, A, B, C, \tilde{D})\).

We will also consider the variants of \((P)\) and \((P_e)\) for standard systems with the additional constraints that \(\tilde{E} = E = I_n\). The corresponding variant of \((P_a)\) is the nearest stable matrix problem considered in Chapter 3. These problems are challenging because the feasible sets \(S, S_e,\) and \(S_a\) are unbounded, highly nonconvex, and neither open nor closed [45, 25].

4.2 Nearest PR system problem

As mentioned in Section 1.4, the positive realness of an LTI dynamical system is equivalent to passivity, which means that the system does not generate energy. Since passivity and positive realness are equivalent for LTI systems, the distance to positive realness has direct applications in passive model approximations (see Section 1.5.2).

The nearest PR system problem is complementary with the distance to nonpassivity for control systems; see [99] for complex standard systems. These problems are closely related to the Hamiltonian matrix nearness problems [1, 52]. Several algorithms tackle this problem using the spectral properties of the related Hamiltonian/skew-Hamiltonian matrices or pencils for the input systems that are asymptotically stable, controllable, observable, and almost passive; see [50, 107, 125, 122, 17] and the references therein.

As far as we know, except [45], no other algorithm exists for the nearest PR system problem that does not make any assumption on the input system and that allows perturbations to all matrices \((E, A, B, C, D)\) describing the system. In the following, we explain the algorithm proposed in [45], which is based on the generalization of the results from [44], where authors used the structure of PH systems to find a nearby stable standard system to an unstable one. As opposed to the previously proposed methods, this algorithm is not based on the spectral properties of Hamiltonian matrices or pencils. It can be applied to any given LTI dynamical system.

4.2.1 Reformulation of \((P_e)\) using PH systems

We first discuss the link between PR systems and PH systems. The positive realness of a system (1.2) can be characterized in terms of solutions \(X\) to the following linear matrix inequalities (LMIs):

\[
\begin{bmatrix}
    A^T X + X^T A & X^T B - C^T \\
    B^T X - C & -D - D^T
\end{bmatrix} \preceq 0 \quad \text{and} \quad E^T X = X^T E \succeq 0.
\]

(4.2)

**Theorem 4.1** ([35], Theorem 3.1). Consider a regular system \((E, A, B, C, D)\) in the form (1.2). If the LMIs (4.2) have a solution \(X \in \mathbb{R}^{n,n}\), then \((E, A, B, C, D)\) is PR.

The converse of Theorem 4.1 is true with some additional assumptions. In fact, the positive real lemma for standard systems [2] proves that if a system is PR and minimal, then a solution to the LMIs (4.2) is also necessary. Similarly, with an additional condition, the positive real lemma for descriptor systems [35] proves that the existence of a solution to the LMIs (4.2) is also necessary for positive realness.

Theorem 4.1 gives an alternative way, compared to the one described in (2.2), to show that every PH system is positive real by providing an explicit solution \(X\) to (4.2) [45, Theorem 3.2]. Similarly, if the LMIs (4.2) have an invertible solution \(X\), then the system \((E, A, B, C, D)\) can be written as a PH system [45, Theorem 3.6].
4.2. NEAREST PR SYSTEM PROBLEM

In the following, a necessary and sufficient condition for a system in the form (1.2) to be ESPR is obtained in terms of the existence of a solution of the LMIs (4.2).

**Theorem 4.2** ([135], Theorem 2). Let \((E, A, B, C, D)\) define a system (1.2). Then it is admissible, ESPR and satisfies \(D + D^\top > 0\) if and only if there exists a solution \(X\) to the LMIs

\[
\begin{bmatrix}
  A^\top X + X^\top A & X^\top B - C^\top \\
  B^\top X - C & -D - D^\top
\end{bmatrix} \prec 0 \quad \text{and} \quad E^\top X = X^\top E \succeq 0. \tag{4.3}
\]

Theorem 4.2 will be used to characterize the set of all admissible ESPR systems in terms of PH systems. For this, let us define the PH-form for a system (1.1).

**Definition 4.1.** A system \((E, A, B, C, D)\) is said to admit a *port-Hamiltonian form (PH-form)* if there exists a PH system as defined in (2.1) such that

\[
A = (J - R)Q, \quad B = F - P, \quad C = (F + P)^\top Q, \quad \text{and} \quad D = S + N,
\]

see page 19 for the constraints on these matrices.

In the following, we state and prove several equivalent characterizations of a system to be admissible and ESPR.

**Theorem 4.3.** Let \(\Sigma = (E, A, B, C, D)\) be a system in the form (1.2). Then the following are equivalent.

(i) \(\Sigma\) is admissible and ESPR with \(D + D^\top > 0\).
(ii) There exists a solution \(X\) to the LMIs (4.3).
(iii) \(\Sigma\) admits a PH-form with positive definite cost matrix \(K = \begin{bmatrix} R & P \\ P^\top & S \end{bmatrix}\).

**Proof.** (i) \(\iff\) (ii) follows from Theorem 4.2.

(iii) \(\implies\) (ii). Suppose \(\Sigma\) admits a PH-form with positive definite cost matrix, and let \(A = (J - R)Q, B = F - P, C = (F + P)^\top Q\) and \(D = S + N\), where \(J^\top = -J, N^\top = -N, K = \begin{bmatrix} R & P \\ P^\top & S \end{bmatrix} > 0\), \(Q\) is invertible and \(E^\top Q = Q^\top E \succeq 0\). Then \(X = Q\) satisfies the LMIs in (4.3). In fact, we have

\[
\begin{bmatrix} A^\top Q + Q^\top A & Q^\top B - C^\top \\
B^\top Q - C & -D - D^\top
\end{bmatrix} = \\
\begin{bmatrix}
(J - R)Q^\top Q + Q^\top (J - R)Q & Q^\top (F - P) - ((F + P)^\top Q)^\top \\
(J - R)Q^\top Q - (F + P)^\top Q & -(S + N) - (S + N)^\top
\end{bmatrix} = \\
-2 \begin{bmatrix} Q^\top RQ & Q^\top P \\
P^\top Q & S
\end{bmatrix} = -2 \begin{bmatrix} 0 & 0 \\
0 & I_m
\end{bmatrix} \begin{bmatrix} R & P \\ P^\top & S \end{bmatrix} \begin{bmatrix} 0 & 0 \\
0 & I_m
\end{bmatrix} < 0,
\]

because \(K > 0\) and \(Q\) is invertible.

(ii) \(\iff\) (iii). Suppose there exists a solution \(X\) to the LMIs (4.3). This implies that \(A^\top X + X^\top A < 0\), and therefore \(X\) is invertible. Define

\[
J := \frac{AX^{-1} - (AX^{-1})^\top}{2}, \quad R := -\frac{AX^{-1} + (AX^{-1})^\top}{2}, \quad Q := X, \quad S := \frac{1}{2}(D + D^\top),
\]

\[
N := \frac{1}{2}(D - D^\top), \quad F := \frac{1}{2}(B + X^{-1}C^\top), \quad \text{and} \quad P := \frac{1}{2}(-B + X^{-1}C^\top). \tag{4.4}
\]
Let us show that the matrices $J, R, Q, F, P, N$ and $S$ provide a PH-form for $\Sigma$. We have

$$(J - R)Q = A, \quad F - P = B, \quad (F + P)^\top Q = C, \quad \text{and} \quad S + N = D.$$  

Further, we have that $E^\top Q \succeq 0$ (using the second LMI in (4.3)), $J^\top = -J$, $N^\top = -N$, and

$$K = \begin{bmatrix} R & P \\ P^\top & S \end{bmatrix} = -\frac{1}{2} \begin{bmatrix} AX^{-1} + X^{-1}A^\top & -B + X^{-1}C^\top \\ -B^\top + CX^{-1} & -D - D^\top \end{bmatrix}$$

$$= -\frac{1}{2} \begin{bmatrix} -X^{-1} & 0 \\ 0 & I_m \end{bmatrix} \begin{bmatrix} A^\top X + XA & XB - C^\top \\ B^\top X - C & -D - D^\top \end{bmatrix} \begin{bmatrix} -X^{-1} & 0 \\ 0 & I_m \end{bmatrix} \succeq 0,$$

which follows from the first LMI in (4.3).

We reformulate the nearest ESPR system problem $(\mathcal{P}_e)$ using the PH-form for an admissible ESPR system $(E, A, B, C, D)$ with $D + D^\top \succ 0$. For a standard ESPR system $(I_n, A, B, C, D)$ we have that $D + D^\top > 0$, thus the condition $D + D^\top \succ 0$ for standard systems is redundant. However, the PH-form characterization of an admissible ESPR descriptor system depends on the existence of a solution of the LMIs (4.3) when $D + D^\top > 0$. This justifies the restriction $D + D^\top \succ 0$ on defining the set $S_e$ for the nearest ESPR system problem in Section 4.1. Let us define the following two sets:

- The set $S_{PH}$ containing all systems $(E, A, B, C, D)$ in PH-form, that is,
  $$S_{PH} := \{(E, A, B, C, D) \mid (E, A, B, C, D) \text{ admits a PH-form}\} = \{(E, (J - R)Q, F - P, (F + P)^\top Q, S + N) \mid J^\top = -J, N^\top = -N, \quad E^\top Q \succeq 0, Q \text{ invertible}, K = \begin{bmatrix} R & P \\ P^\top & S \end{bmatrix} \succeq 0\}.$$  

- The set $S_{PH}^{>0} \subset S_{PH}$ containing all systems $(E, A, B, C, D)$ in strict PH-form, that is,
  $$S_{PH}^{>0} := \{(E, (J - R)Q, F - P, (F + P)^\top Q, S + N) \in S_{PH} \mid K > 0\}.$$  

By Theorem 4.3, $S_e = S_{PH}^{>0}$.

The sets $S_{PH}$ and $S_{PH}^{>0}$ are neither closed (due to the constraint that $Q$ is invertible) nor open (due to the constraint $E^\top Q \succeq 0$). This gives another way to see that the set $S_e$ of all ESPR systems is neither open nor closed. Consider the closure $\overline{S_{PH}}$ of $S_{PH}$, which is equal to the set $S_{PH}$ except that $Q$ can be singular. Moreover, we have that $\overline{S_{PH}} = \overline{S_{PH}^{>0}}$. Therefore the values of the infimum over the sets $S_{PH}, S_{PH}^{>0}$, and $\overline{S_{PH}}$ are the same. We have the following result.

**Theorem 4.4.** Let $(E, A, B, C, D)$ be a system in the form (1.1) and $\mathcal{F}$ be defined as in (4.1). Then

$$\inf_{(M, (J - R)Q, F - P, (F + P)^\top Q, S + N) \in S_{PH}} \mathcal{F}((J - R)Q, F - P, (F + P)^\top Q, S + N, M)$$  

(4.5)

coincides with the infimum of $(\mathcal{P}_e)$ while it is is an upper bound for the infimum of $(\mathcal{P})$.

**Proof.** This follows directly from the fact that $S_e = S_{PH}^{>0}$ and $S_e \subseteq S$. 

\[\square\]
We will refer to (4.5) as the nearest PH system problem. The same result holds for the variants of \((\mathcal{P})\) and \((\mathcal{P}_e)\) for standard systems since the only difference is that \(M\) is imposed to be equal to \(E = I_n\).

Although the value of the infimum in (4.5) coincides with the infimum of \((\mathcal{P}_e)\), the solution of (4.5) may not solve the problem \((\mathcal{P}_e)\), as the solution found may not even be PR since \(S_{PH} \) could contain systems which are not regular. To rule out such situations, one can impose the matrix \(R\) to satisfy \(R \succeq \delta I_n\) for some fixed small \(\delta > 0\), because in this case \((E, (J - R)Q)\) is a DH matrix pair with positive definite \(R\) and therefore the system is guaranteed to be regular by Corollary 2.1. This does not complicate the problem as the projection is still straightforward but gives a nearby regular descriptor PH system (hence a PR system, see [45, Theorem 3.2]) to a given system.

In view of (4.5), solving problem \((\mathcal{P}_e)\) is equivalent to solving the nearest PH system problem. We briefly explain this separately for standard systems when \(E = I_n\) and \(E\) is not subject to perturbation and for general systems when \(E\) is subject to perturbation.

### 4.2.1.1 Standard systems

For standard systems, we have \(M = E = I_n\) and thus (4.5) can be simplified as follows

\[
\inf_{J,R,Q,F,P,S} \mathcal{G}(J,R,Q,F,P,S) \quad \text{such that} \quad J^\top = -J, Q \succeq 0 \quad \text{and} \quad \begin{bmatrix} R & P \\ P^\top & S \end{bmatrix} \succeq 0, \tag{4.6}
\]

where

\[
\mathcal{G}(J,R,Q,F,P,S) = \|A - (J - R)Q\|_F^2 + \|B - (F - P)\|_F^2 + \|C - (F + P)^\top Q\|_F^2 + \left\| \frac{D + D^\top}{2} - S \right\|_F^2,
\]

since the optimal \(N\) in (4.5) is given by \(\frac{D - D^\top}{2}\) as \(S\) is symmetric.

### 4.2.1.2 General systems

Similarly as for standard systems in (4.6), (4.5) can be simplified to

\[
\inf_{J,R,Q,M,F,P,S} \mathcal{G}(J,R,Q,F,P,S) + \|E - M\|_F^2 \tag{4.7}
\]

where

\[
\mathcal{G}(J,R,Q,F,P,S) = \|A - (J - R)Q\|_F^2 + \|B - (F - P)\|_F^2 + \|C - (F + P)^\top Q\|_F^2 + \left\| \frac{D + D^\top}{2} - S \right\|_F^2,
\]

such that \(J^\top = -J, M^\top Q \succeq 0 \) and \( \begin{bmatrix} R & P \\ P^\top & S \end{bmatrix} \succeq 0 \).

As opposed to (4.6), it is difficult to project on the feasible domain of (4.7) because of the coupling constraint \(M^\top Q \succeq 0\). Moreover, this constraint was observed to get standard optimization schemes stuck in suboptimal solutions; see [43, Example 3] for an example. To overcome this issue, one can introduce a new variable \(Z = M^\top Q\) so that \(M^\top = ZQ^{-1}\) [43]. This leads to a reformulation of (4.7) into an equivalent optimization problem with a simpler feasible set:

\[
\inf_{J,R,Q,Z,F,P,S} \mathcal{G}(J,R,Q,F,P,S) + \|E^\top - ZQ^{-1}\|_F^2 \tag{4.8}
\]

such that \(J^\top = -J, Z \succeq 0 \) and \( \begin{bmatrix} R & P \\ P^\top & S \end{bmatrix} \succeq 0 \).
4.2.2 Optimization algorithms

As it was done in Chapter 3 to find the nearest stable matrix to an unstable one, methods like PGD (Algorithm 2) or FGM (Algorithm 3) can be used to estimate (4.6) and (4.8), see [43] for more details.

4.2.2.1 Initialization

The simplified optimization problems (4.6) or (4.8) are nonconvex. This makes choosing good initial points crucial to obtain good solutions.

Identity initialization The identity initialization uses $Q = I_n$ and $P = 0$. For these values of $Q$ and $P$, the optimal solutions for the other variables can be computed explicitly:

$$J = (A - A^\top)/2, R = P_\geq((-A - A^\top)/2), S = P_\geq((D^\top + D)/2), F = (B + C^\top)/2,$$

and $Z = P_\geq(E^\top)$ for general systems. This initialization has the advantage of being very simple to compute while working reasonably well in many cases; see [45] for numerical experiments.

LMI-based initializations Given a system that does not admit a PH-form, the LMIs (4.2) will not have a solution. However, since we are looking for a nearby system that will admit a solution to these LMIs, it makes sense to find a solution $X$ to nearby LMIs. We propose the following to relax the LMIs (4.2):

$$\min_{\delta, X} \delta^2 \quad \text{such that} \quad \begin{bmatrix} -A^\top X - X^\top A & C^\top - X^\top B \\ C - B^\top X & D + D^\top \end{bmatrix} + \delta I_{n+m} \succeq 0,$$

$$E^\top X + \delta I_n \succeq 0.$$

(4.9)

Let us denote $(\tilde{\delta}, \tilde{X})$ an optimal solution of (4.9). If $\tilde{\delta} = 0$ and $\tilde{X}$ is invertible, then the system $(E, A, B, C, D)$ admits a PH-form; see [45, Theorem 3.6]. Moreover, as long as $\tilde{X}$ is invertible, the matrices $(J, R, Q, S, N, P, Z)$ can be constructed using (4.4) and projected onto the feasible set $\mathcal{SPH}$ to obtain an initial system in PH-form.

If one wants to obtain a better initial point, given $Q = \tilde{X}$, it is possible to compute the matrices $(J, R, S, N, P)$ by solving a semidefinite program (SDP):

$$\min_{J, R, S, N, P} \mathcal{G}(J, R, Q, F, P, S) \quad \text{such that} \quad J^\top = -J \quad \text{and} \quad \begin{bmatrix} R \\ P^\top \\ S \end{bmatrix} \succeq 0,$$

(4.10)

while taking $Z = P_\geq(E^\top Q)$ (as $Q = \tilde{X}$ can be ill-conditioned).

It is observed that the LMI-based initializations work well when the initial system is close to being passive (that is, when $\tilde{\delta}$ is small); otherwise, it may provide rather bad initial points; see [45] for some examples. However, in most applications, the systems of interest are usually close to being passive (cf. Section 1.5.2); hence these initializations may be particularly useful. An interesting direction of research would be to provide theoretical guarantee for a relaxation such as (4.9) to recover a nearby passive system to a system which is close to being passive.
4.2.3 Numerical Example on the AC7 system

The AC7 system is a standard system, with $E = I_n$. Since the dimension of $y (=2)$ is not equal to that of $u (=1)$, we artificially add an input of zero, adding a column of zeros to $B$ and $D$. Recall from Section 1.3 that for passivity the vectors $u$ and $y$ need to be of same length. The original matrices $B$ and $C$ are given in Section 3.5.3, while $D = [0; 0]$. Imposing the passive system to remain standard (that is, $M = I_n$), we obtain, running our code with the default initialization (identity matrix), the following errors:

$$\|A - (J - R)Q\|_F / \|A\|_F = 1.08\%, \quad \|B - (F - P)\|_F / \|B\|_F = 0.22\%,$$

$$\|C - (F + P)^\top Q\|_F / \|C\|_F = 60.08\%, \quad \|D - (S + N)\|_F = 1.08,$$

while the global error, $G(J, R, Q, F, P, S)$, is 1.81.

We can also approximate this system using a descriptor system, removing the constraint that $M = E$, for which our code provides a rather different solution, with errors $\|M - E\|_F / \|E\|_F = 34.91\%$,

$$\|A - (J - R)Q\|_F / \|A\|_F = 1.64\%, \quad \|B - (F - P)\|_F / \|B\|_F = 0.50\%,$$

$$\|C - (F + P)^\top Q\|_F / \|C\|_F = 18.62\%, \quad \|D - (S + N)\|_F = 0.30.$$

Giving freedom in the variable $M$ allows to reduce significantly the approximation error for $C$ and $D$, and reduce the global error, from 1.81 to 1.72.

4.3 Nearest stable matrix pairs

Recall that a system $\Sigma = (E, A, B, C, D)$ is called admissible if it is regular, asymptotically stable, and of index at most one. Since the admissibility of the system depends solely on the matrix pair $(E, A)$, with additional constraints that $\tilde{B} = B$, $\tilde{C} = C$, and $\tilde{D} = D$, the problem $(P_a)$ is equivalent to the nearest admissible matrix pair problem; see page 54. More precisely, we consider the following problem:

Problem 4.2. For a given pair $(E, A) \in \mathbb{R}^{n,n} \times \mathbb{R}^{n,n}$ find the nearest admissible matrix pair $(M, X)$. In other words, if $S$ is the set of matrix pairs $(M, X) \in \mathbb{R}^{n,n} \times \mathbb{R}^{n,n}$ that are regular, of index at most one, and have all finite eigenvalues in the open left half plane, then we wish to compute

$$\inf_{(M, X) \in S} \{\|E - M\|_F^2 + \|A - X\|_F^2\}.$$

Note that this problem is a special case of the nearest PR system problem discussed in the previous section, taking $B$, $C$ and $D$ as empty matrices. However, we provide in this section some additional insight on this case; in particular regarding the characterization of DH matrix pairs (Theorem 4.5).

In [43], the authors used the nearest stable matrix pair problem to refer to the above problem. This problem is the complementary problem to the distance to instability for matrix pairs; see [21] for complex pairs and [30] for a survey on this problem. Since we require a stable pair to be regular, it also complements the distance to the nearest singular pencil, which is a long-standing open problem.
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needs to identify a stable matrix pair depending on observations (see Section 1.5.2).

As demonstrated in [43], the feasible set \( S \) is not open, not closed, non-bounded, and highly nonconvex, thus it is very difficult to work directly with the set \( S \). For this reason, we reformulate the nearest stable matrix pair problem into an equivalent optimization problem with a simpler feasible set using DH matrix pairs.

### 4.3.1 Formulation using DH matrix pairs

Let us recall the definition of DH matrix pairs from Section 2.2.1.

**Definition 4.2.** A matrix pair \((E, A)\), with \(E, A \in \mathbb{R}^{n \times n}\), is called a dissipative Hamiltonian (DH) matrix pair if there exists an invertible matrix \(Q \in \mathbb{R}^{n \times n}\) such that \(Q^\top E = E^\top Q \succeq 0\), and \(A\) can be expressed as \(A = (J - R)Q\) with \(J^\top = -J, \ R^\top = R \succeq 0\).

The matrix \(R\) in a DH matrix pair \((E, (J - R)Q)\) is called the dissipation matrix. We have seen in Theorem 2.1 that every regular, index at most one DH matrix pair \((E, (J - R)Q)\) is stable. The additional constraint that the dissipation matrix \(R\) is positive definite guarantees that the DH matrix pair is asymptotically stable, that is, regular, of index at most one, and has all finite eigenvalues in the open left half of the complex plane. The converse of this statement that every asymptotically stable pair \((E, A)\) is a DH matrix pair with positive definite dissipation matrix is also true.

**Theorem 4.5.** Let \((E, A)\) be a matrix pair, where \(E, A \in \mathbb{R}^{n \times n}\). Then the following statements are equivalent.

1) \((E, A)\) is a DH matrix pair with positive definite dissipation matrix.

2) \((E, A)\) is regular, of index at most one, and asymptotically stable.

**Proof.** 1) \(\Rightarrow\) 2) Let \((E, A)\) be a DH matrix pair with positive definite dissipation matrix, that is, \(A\) can be expressed as \(A = (J - R)Q\) for some \(R > 0, J^\top = -J\), and nonsingular \(Q\) with \(Q^\top E \succeq 0\). Clearly, by Corollary 2.1 \((E, (J - R)Q)\) is regular. Furthermore, \((E, (J - R)Q)\) has all its finite eigenvalues in the open left half plane. To see this, let \(\lambda \in \mathbb{C}\) be a finite eigenvalue of the pencil \(zE - (J - R)Q\). Then by Lemma 2.2 it follows that \(\text{Re}(\lambda) \leq 0\), and \(\text{Re}(\lambda) = 0\) if and only if there exists \(x \neq 0\) such that \((\lambda E - JQ)x = 0\) and \(0 \neq Qx \in \text{null}(R)\). But \(\text{null}(R) = \{0\}\) as \(R > 0\).

To show that \((E, (J - R)Q)\) is of index at most one, we set \(r := \text{rank}(E)\) and assume that \(U \in \mathbb{R}^{n, n-r}\) is an orthogonal matrix whose column spans \(\text{null}(E)\). Then, see [70], \((E, (J - R)Q)\) is of index at most one if and only if \(\text{rank}([E \ (J - R)QU]) = n\). Suppose that \(x \in \mathbb{C}^n \setminus \{0\}\) is such that \(x^H [E \ (J - R)QU] = 0\). Then we have the two conditions

\[ x^H E = 0, \ x^H (J - R)QU = 0. \]  \hspace{1cm} (4.11)

Since \(Q\) is invertible, we have \(x^H EQ^{-1} = 0\) and hence \((EQ^{-1})x = 0\) because \(EQ^{-1} \succeq 0\) as \(E^\top \succeq 0\). This shows that \(Q^{-1}x \in \text{null}(E)\), and thus there exists \(y \in \mathbb{C}^{n-r}\) such that \(Q^{-1}x = U_1 y\), or, equivalently \(x = QU_1 y\). Using this in (4.11), we obtain that \(x^H (J - R)x = 0\). This implies that \(x^H Jx = 0\) and \(x^H Rx = 0\) as \(J\) is skew-symmetric and \(R\) is symmetric. But this is a contradiction to the assumption that \(R > 0\). This completes the proof of 1) \(\Rightarrow\) 2).
2) ⇒ 1) Consider a pair \((E, A)\), with \(E, A \in \mathbb{R}^{n,n}\), that is regular, asymptotically stable, and of index at most one. Then by Theorem 1.2, there exist a nonsingular \(V \in \mathbb{R}^{n,n}\) such that \(V^\top A + A^\top V \preceq 0\) and \(E^\top V = V^\top E \succeq 0\). Setting
\[
Q = V, \quad J = \frac{(AV^{-1}) - (AV^{-1})^\top}{2}, \quad \text{and} \quad R = -\frac{(AV^{-1}) + (AV^{-1})^\top}{2},
\]
we have \(J^\top = -J\), \(E^\top Q = Q^\top E \succeq 0\), and \(R \succ 0\), as \(V\) is invertible. Applying the Lyapunov inequality
\[
V^\top RV = -\frac{V^\top((AV^{-1}) + (AV^{-1})^\top)V}{2} = -\frac{V^\top A + A^\top V}{2} \succeq 0,
\]
the assertion follows.

An important consequence of the proof of Theorem 4.5 is an explicit construction of the DH characterization of a matrix pair \((E, A)\): (i) solve the LMIs (1.6) (if the LMIs do not admit a solution, the pair is not regular, of index at most one, and asymptotically stable), and (ii) use (4.12) to construct \((J, R, Q)\).

By Theorem 4.5, the set \(\mathbb{S}\) of all asymptotically stable matrix pairs can be expressed as the set of all DH matrix pairs with positive definite dissipation, that is,
\[
\mathbb{S} = \left\{(M, (J-R)Q) \in \mathbb{R}^{n,n} \times \mathbb{R}^{n,n} : J^\top = -J, R \succ 0, Q \text{ invertible s.t. } Q^\top M \succeq 0 \right\} =: \mathbb{S}_{DH}^{>0}.
\]
This characterization changes the feasible set and also the objective function in the nearest stable matrix pair problem as
\[
\inf_{(M,X) \in \mathbb{S}} \left\{ \|E - M\|^2_F + \|A - X\|^2_F \right\} = \inf_{(M,(J-R)Q) \in \mathbb{S}_{DH}^{>0}} \left\{ \|E - M\|^2_F + \|A - (J-R)Q\|^2_F \right\} = \inf_{(M,(J-R)Q) \in \mathbb{S}_{DH}^{>0}} \left\{ \|E - M\|^2_F + \|A - (J-R)Q\|^2_F \right\},
\]
where the set \(\mathbb{S}_{DH}^{>0}\) containing all pairs of the form \((M, (J-R)Q)\) with \(J^\top = -J\), \(R \succeq 0\) (\(R\) can be singular), and \(Q\) (\(Q\) can be singular) such that \(M^\top Q \succeq 0\), that is, \(\mathbb{S}_{DH}^{>0}\) is the closure \(\overline{\mathbb{S}_{DH}^{>0}}\) of \(\mathbb{S}_{DH}^{>0}\). Note that the set \(\overline{\mathbb{S}_{DH}^{>0}}\) is not bounded, and hence the infimum in the right hand side of (4.13) may not be attained.

### 4.3.2 Optimization algorithms

As mentioned in Section 4.2.1.2, the coupling constraint \(Q^\top M \succeq 0\) in (4.13) seems to prevent standard optimization schemes to converge to good solutions, as demonstrated in [43, Example 3]. Similarly as in the previous section, let us introduce a new variable \(Z = M^\top Q \succeq 0\) in (4.13) to obtain the following optimization problem with a modified feasible set and objective function
\[
\inf_{J = -J^\top, R \succeq 0, Q \text{ invertible, } Z \succeq 0} \|A - (J-R)Q\|^2_F + \|E^\top - ZQ^{-1}\|^2_F.
\]
Note that the values of the infimum in (4.13) and (4.14) coincide. In fact, \((M, J, R, Q)\), where \(Q\) is invertible is a solution for (4.13) with the optimal value \(\mu\) if and only if \((Z = M^\top Q, J, R, Q)\), where \(Q\)
is invertible is a solution for (4.14) with the optimal value $\mu$. This implies that the infimum in (4.14) is given by

$$\inf_{J=-J^T, R \succeq 0, Q \text{ invertible}, M, Q^T M \succeq 0} \| A - (J - R)Q \|_F^2 + \| E - M \|_F^2.$$ \hfill (4.15)

Furthermore, the closeness of the set $\mathcal{S}_{D_H}^{\geq 0}$ implies that (4.15) coincides with (4.13).

The feasible set (4.14) is rather simple, with no coupling of the variables, and it is relatively easy to project onto it. As it was done in Section 4.2.2 for the nearest PR system problem, methods like PGD (Algorithm 2) or FGM (Algorithm 3) can be used to solve the nearest stable matrix pair problem (4.14) [43]. In fact, the same algorithms and initializations as proposed in Section 4.2.2 for the nearest PR system problem can be used on the system $(E, A, [], [], []$, $[]$ is the empty matrix, to recover a stable approximation of $(E, A)$.

### 4.3.3 Numerical Examples

Again, let us consider the standard AC7 system. As done in Section 3.2.2, finding the nearest stable matrix to $A$ leads to a stable pair, $(I_n, (J - R)Q)$ of $(I_n, A)$. In this case, the matrix $E$ is untouched and remains the identity matrix. It turns out that this solution is also a stationary point of the descriptor system: relaxing the constraint that $E = I_n$ in the approximation by solving (4.14), and starting the algorithm at the same solution does not modify the solution.

However, for some other matrices, this is not the case; see some numerical examples in [43].
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Nearest stable discrete-time systems

The aim of this chapter is to derive a characterization for the discrete-time systems, with a similar spirit as the results in the previous chapters. We provide a factorization of $A$ whose factors belong to simple sets onto which it is easy to project, allowing us to design optimization algorithms, such as fast gradient methods, for computing the nearest stable matrix and the nearest stable matrix pair in the discrete-time case. We note that the matrix case can be tackled using the $\Omega$-stability results from Section 3.3 with $\Omega := \Omega_D(0, 1)$. However, here we provide a different, and numerically more efficient, parametrization for the set of stable matrices in the discrete-time case (Section 5.1). This idea is then generalized to compute a nearby descriptor system with a fixed rank (Section 5.2).

5.1 Nearest stable matrix

Consider a discrete-time linear system described by the following difference equation

$$x(t + 1) = Ax(t), \quad t \in \mathbb{N},$$

where $A \in \mathbb{R}^{n,n}$ and $\mathbb{N}$ is the set of nonnegative integers, $x(t)$ denotes the $n$-dimensional state vector. Recall from Theorem 1.1 that, if $\lambda_1, \ldots, \lambda_n$ are the eigenvalues of $A$, then such a system is called stable (resp. asymptotically stable) if $|\lambda_i| \leq 1$ (resp. $|\lambda_i| < 1$) for all $i = 1, \ldots, n$, and the eigenvalues with unit modulus are semisimple; otherwise, it is called unstable.

Analogously to the continuous-time case (3.1), the nearest stable matrix problem in the discrete-time case is the following optimization problem

$$\inf_{X \in \mathcal{S}^n_{d,n}} \|A - X\|_F^2,$$

where $\mathcal{S}^n_{d,n}$ is the set of all stable matrices of size $n \times n$. This problem in discrete-time case has received much less attention, and to the best our knowledge, only [98] considered this problem without any assumption on the entries of the matrix. For the class of positive systems of the form (5.1), where the matrix $A$ is component-wise nonnegative, the problem of computing the nearest stable nonnegative matrix has been studied very recently in [55, 95].

The problem (5.2) is notoriously difficult, with the existence of many local minima, up to $2^n$ in dimension $n$, [55]. The set $\mathcal{S}^n_{d,n}$ of stable matrices is highly nonconvex [98], and neither open nor closed.
5.1.1 A new characterization for discrete-time stable matrices

The principle strategy in [41] for solving the problem (5.2) is to reformulate it into an equivalent problem with a simpler feasible set onto which points can be projected relatively easily. This is achieved by deriving a factorization of stable matrices into symmetric and orthogonal matrices. To see this, let us define the SUN form of a matrix.

**Definition 5.1.** A matrix \( A \in \mathbb{R}^{n,n} \) is said to admit a SUN form if there exist \( S, U, N \in \mathbb{R}^{n,n} \) such that \( A = S^{-1}UNS \) where \( S \succ 0 \), \( U \) is orthogonal, \( N \succeq 0 \) and \( \| N \|_2 \leq 1 \).

**Theorem 5.1.** A matrix is stable (resp. asymptotically stable) if and only if it admits a SUN form (resp. a SUN form with \( \| N \| < 1 \)).

**Proof.** The proof follows by the following two facts:

1. The Lyapunov criterion of the Schur stability [39].

2. The polar decomposition [63]: given a square matrix \( X \), a polar decomposition of \( X \) is a factorization \( X = WH \) where \( W \) is a unitary matrix and \( H \) is PSD, both square and of the same size. The polar decomposition of a square matrix \( X \) always exists. If \( X \) is invertible, the decomposition is unique, and the factor \( H \) is positive definite. Given an SVD of \( X = U\Sigma V \), a polar decomposition is given by \( W = UV^\top \) and \( H = V^\top \Sigma V \).

By the Lyapunov theorem, \( A \) is stable (asymptotically stable) if and only if there exists an ellipsoid \( E \) such that \( AE \subseteq E \) (respectively, \( AE \subseteq \text{int}E \)). This is equivalent to say that there exist matrices \( C \) and \( L \) such that \( \| L \|_2 \leq 1 \) (respectively, \( \| L \|_2 < 1 \)) and \( A = C^{-1}LC \). Now we write the polar decomposition \( C = VS \), where \( V \) is orthogonal and \( S \succ 0 \). Thus, \( A = S^{-1}V^{-1}LV \). Denote \( V^{-1}LV = M \). Clearly, \( \| M \|_2 = \| L \|_2 \). Finally, write the polar decomposition: \( M = UN \) with \( U \) orthogonal, \( N \succ 0 \), and \( \| N \|_2 = \| M \|_2 \). We have \( A = S^{-1}UNS \), which completes the proof.

In view of Theorem 5.1, the set \( S_d^{n,n} \) of stable matrices can be characterized as the set of matrices that admit a SUN form, or equivalently, we can parametrize the set of stable matrices using a matrix triple \((S,U,N)\) as follows

\[
S_d^{n,n} = \left\{ S^{-1}UNS \in \mathbb{R}^{n,n} \mid S \succ 0, \ U \text{ orthogonal}, \ N \succeq 0 \text{ with } \| N \|_2 \leq 1 \right\}.
\]

This characterization allows to reformulate the nearest stable matrix problem (5.2) as follows

\[
\inf_{X \in S_d^{n,n}} \| A - X \|_F^2 = \inf_{S \succ 0, \ U \text{ orthogonal}, \ N \succeq 0, \ \| N \|_2 \leq 1} \| A - S^{-1}UNS \|_F^2.
\] (5.3)

5.1.2 Optimization algorithms

An advantage of this reformulation is that the feasible set is rather simple and therefore it is relatively easy to project onto it. As a result, methods like BCD, PGD (Algorithm 2) or projected FGM (Algorithm 3) can be used to tackle (5.3).
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5.1.2.1 Gradient

The gradient of \( f(S, U, N) = \|A - S^{-1}UNS\|^2_F \) with respect to \( S \) is given by

\[
\nabla_S f(S, U, N) = 2 S^{-T} [R^T (R - A) - (R - A) R^T],
\]

where \( R = S^{-1} U S \). For \( U \) and \( N \), we have

\[
\nabla_U f(S, U, N) = -2 S^{-1} (A - R) S N^T \quad \text{and} \quad \nabla_N f(S, U, N) = -2 U^T S^{-1} (A - R) S,
\]

see [41] for more details.

5.1.2.2 Projection onto the feasible set

The projection of a solution \((S, U, N)\) onto the feasible set of (5.3) can be computed in closed form.

**Projections for \( S \) and \( N \)** In order to calculate the projection of a square matrix onto the set of positive semidefinite contractions, let us introduce some notation. For a symmetric matrix \( H \in \mathbb{R}^{n,n} \) with eigenvalues \( \lambda_k \) \((1 \leq k \leq n)\) and eigenvalue decomposition \( H = V \text{diag}(\lambda_1, \ldots, \lambda_n) V^T \), we set \( g(H) = V \text{diag}(g(\lambda_1), \ldots, g(\lambda_n)) V^T \), where \( g \) is any complex valued function defined on the spectrum of \( H \). The matrix \( g(H) \) does not depend on the particular orthogonal matrix \( V \) since it is easily verified that \( g(H) = g(H) \), where \( g \) is any polynomial that maps each \( \lambda_k \) to its value \( g(\lambda_k) \). For a general matrix \( X \in \mathbb{R}^{n,n} \), we consider functions of its symmetric part, \( g^s(X) := g((X + X^T)/2) \). For an interval \([a, b] \subset \mathbb{R} \cup \{\infty\}\) and \( \lambda \in \mathbb{R} \) let

\[
p_{a,b}(\lambda) := \max\{a, \min\{b, \lambda\}\} = \begin{cases} a & \text{if } \lambda < a, \\ \lambda & \text{if } \lambda \in [a, b], \\ b & \text{if } b < \lambda. \end{cases}
\]

Then \( p_{a,b}(\lambda) \) is the nearest point projection of \( \lambda \) onto \([a, b]\), that is, \( |\lambda - p_{a,b}(\lambda)| = \arg\min_{h \in [a, b]} |\lambda - h| \).

**Proposition 1.** The matrix \( p^s_{a,b}(X) \) is the nearest point projection of \( X \in \mathbb{R}^{n,n} \) with respect to the Frobenius norm onto the set \( \mathcal{I}_{a,b} = \{H \in \mathbb{R}^{n,n} | H = H^T, a I \preceq H \preceq b I\} \), that is,

\[
p_{a,b}^s(X) = \arg\min_{H \in \mathcal{I}_{a,b}} \|X - H\|_F.
\]

**Proof.** Let \( (X + X^T)/2 = V \text{diag}(\lambda_1, \ldots, \lambda_n) V^T \) with orthogonal \( V \). Let \( H \in \mathcal{I}_{a,b} \), and let \( \bar{H} = V^T H V = [\hat{h}_{ij}] \). Then \( \bar{H} \in \mathcal{I}_{a,b} \) and therefore \( \hat{h}_{ii} \in [a, b] \) for all \( i = 1, \ldots, n \). By orthogonality between symmetric and skew symmetric matrices and the orthogonal invariance of the Frobenius norm we have

\[
\|X - H\|^2_F = \left\| \frac{X - X^T}{2} \right\|^2_F + \left\| \frac{X + X^T}{2} - H \right\|^2_F
\]

\[
= \left\| \frac{X - X^T}{2} \right\|^2_F + \left\| \text{diag}(\lambda_1, \ldots, \lambda_n) - \bar{H} \right\|^2_F
\]

\[
= \left\| \frac{X - X^T}{2} \right\|^2_F + \sum_i (\lambda_i - \bar{h}_{ii})^2 + \sum_{i \neq j} \bar{h}_{ij}^2. \tag{5.4}
\]

The sum is minimized by \( \bar{H} = \text{diag}(p_{a,b}(\lambda_1), \ldots, p_{a,b}(\lambda_n)) \). Thus, \( H = p^s_{a,b}(X) \). \( \square \)
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Since for a positive semidefinite matrix the inequality \( \|N\|_2 \leq \alpha \) is equivalent to \( N \preceq \alpha I_n \) we have the corollaries below.

**Corollary 5.1.** The nearest point projection of \( X \in \mathbb{R}^{n,n} \) onto the set of positive semidefinite contractions with respect to Frobenius norm is \( p_{0,1}^s(X) \), that is,
\[
p_{0,1}^s(X) = \arg\min_{N \succeq 0, \|N\|_2 \leq 1} \|X - N\|_F.
\]

**Corollary 5.2.** [60] The nearest point projection of \( X \in \mathbb{R}^{n,n} \) onto the cone of \( n \times n \) positive semidefinite matrices with respect to Frobenius norm is \( p_{0,\infty}^s(X) \), that is,
\[
p_{0,\infty}^s(X) = \arg\min_{S \succeq 0} \|X - S\|_F.
\]

**Projections for \( U \)** Before we give the projection onto the set of orthogonal matrices, we provide another closely related projection that will be useful to obtain initializations in Section 5.1.2.3. These results require the polar decomposition.

**Proposition 2.** Let \( X \in \mathbb{R}^{n,n} \) and let \( X = VH \) be the polar decomposition of \( X \), where \( V \in \mathbb{R}^{n,n} \) is orthogonal and \( H \in \mathbb{R}^{n,n} \) satisfies \( H \succeq 0 \). Then
\[
\arg\min_{(U,N),U^TU=I_n} \|X - UN\|_F^2 = (V, p_{0,1}(H)).
\]

**Proof.** Let \( H = Q \text{diag}(\lambda_1, \ldots, \lambda_n)Q^\top \) be a diagonalization of \( H \) with orthogonal \( Q \). Let \( U, N \in \mathbb{R}^{n,n} \) be such that \( U^TU = I_n \) and \( N \succeq 0 \) with \( \|N\|_2 \leq 1 \). Then
\[
\|X - UN\|_F^2 = \|VH - UN\|_F^2 = \|H - V^\top UN\|_F^2 = \|Q \text{diag}(\lambda_1, \ldots, \lambda_n)Q^\top - V^\top UN\|_F^2 \\
\geq \sum_i (\lambda_i - p_{-1,1}(\lambda_i))^2 \tag{5.5}
\]
\[
= \sum_i (\lambda_i - p_{0,1}(\lambda_i))^2.
\]

The last equation holds since all \( \lambda_i \)'s are nonnegative. The inequality (5.5) follows from the fact that all diagonal entries of \( Q^\top V^\top UNQ \) are contained in \([-1, 1]\) since \( \|Q^\top V^\top UNQ\|_2 = \|N\|_2 \leq 1 \). Equality holds in (5.5) if and only if \( Q^\top V^\top UNQ = \text{diag}(p_{0,1}(\lambda_1), \ldots, p_{0,1}(\lambda_n)) \). The latter is equivalent to \( UN = Vp_{0,1}(H) \).

**Proposition 3.** Denoting \( \mathcal{P}_\bot(X) \) the projection of \( X \) onto the set of \( n \times n \) orthogonal matrices, we have \( \mathcal{P}_\bot(X) = \arg\min_{U^TU=I_n} \|X - U\|_F = V \), where \( X = VH \) is the polar decomposition of \( X \).

5.1.2.3 Initialization

The algorithms BCD, PGD or FGM used to solve the reformulation (5.3) are highly sensitive to the starting points. Three initializations are proposed in [41].
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**Standard initialization** Set \( S = I_n \), for which the optimal values of \( U \) and \( N \) can be computed using the polar decomposition of \( A \), see Proposition 2:

\[
\arg\min_{(U,N), U^TU=I_n} \|A - UN\|_F = (V, p_{0,1}(H)),
\]

where \( A = VH \) is the polar decomposition of \( A \).

**LMI-based initialization** Let \( \mu = \max(1, \rho(A)) \) so that \( A' = A^{1/\mu} \) is stable. Then there exists a Lyapunov solution \( P > 0 \) to the system \( A'^\top PA' - P \preceq 0 \) (one can use the Matlab function `dlyap(A,eye(n))`). By setting \( A'^\top PA' - P = -Q \) for some \( Q \succeq 0 \), and \( A' = P^{-1/2}RP^{1/2} \) where \( R = P^{1/2}A'P^{-1/2} \), we get

\[
A'^\top PA' - P = -Q \iff P^{1/2}R^{1/2}PR^{1/2} = -Q
\]

\[
\iff I_n - R^{1/2}RP^{-1/2} = R^{1/2}R.
\]

This implies that \( H \succeq 0 \) and we can write \( R = UN \), where \( N = H^{1/2} \) and \( U \) is an orthogonal matrix. Setting \( S = P^{1/2} \) we have \( A = P^{-1/2}RP^{1/2} = S^{-1}UNS \). Since \( Q \succeq 0 \) and \( R^{1/2}R \succeq 0 \), we have \( \|H\|_2 \leq 1 \) which implies that \( \|B\|_2 \leq 1 \).

**Random initialization** Generate each entry of \( S \) using the normal distribution (in Matlab, `randn(n)`). Then, replace \( S \) with \( SS^\top + I_n \) which is positive definite. Ideally, one would like to compute the corresponding optimal \((U,N)\), that is, minimize \( \|A - S^{-1}UNS\|_F \). However, it is not clear how to do this efficiently, and instead one can take \( U \) and \( N \) as the optimal solution of

\[
\min_{U \text{ orthogonal}, N \succeq 0, \|N\|_2 \leq 1} \|SAS^{-1} - UN\|_F,
\]

that is, \((U,N)\) is the polar decomposition of \( SAS^{-1} \) and \( N \) is replaced with \( p_{0,1}(H) \); see Proposition 2. The motivation is that if \( SAS^{-1} \approx UN \) then \( A \approx S^{-1}UNS \).

A good strategy is to generate many initial random points, perform a few iterations of FGM, and keep the best solution to be refined with more FGM iterations. We refer to this approach as mRand-FGM.

5.1.3 Numerical examples

Let us illustrate the use of our proposed algorithm with some examples from the paper [55].

**Example 2: 3-by-3 matrix** We consider

\[
A = \begin{pmatrix}
0.6 & 0.4 & 0.1 \\
0.5 & 0.5 & 0.3 \\
0.1 & 0.1 & 0.7
\end{pmatrix}
\]
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with \( \rho(A) = 1.096 \), for which [55] shows that the nearest stable nonnegative matrix is

\[
X = \begin{pmatrix}
0.5640 & 0.3599 & 0.0850 \\
0.4716 & 0.4684 & 0.2881 \\
0.0643 & 0.0602 & 0.6851
\end{pmatrix}.
\]

FGM for any initialization strategy converge to the same solution. This is because, as shown in [55] for nonnegative matrices, if a local minimum to problem (5.2) is component-wise positive, then it is a global minimizer.

**Example from [55, Section 4.4]** We consider

\[
A = \begin{pmatrix}
0.7 & 0.2 & 0.1 & 0.5 & 1 \\
0.3 & 0.6 & 0.2 & 0.8 & 0.3 \\
0.5 & 0.7 & 0.9 & 1 & 0.5 \\
0.1 & 0.1 & 0.3 & 0.8 & 0.3 \\
0.8 & 0.2 & 0.9 & 0.3 & 0.2
\end{pmatrix}
\]

with \( \rho(A) = 2.4 \). The nonnegative solution provided by Guglielmi and Protasov [55] with their algorithm is

\[
X_+ = \begin{pmatrix}
0.3796 & 0.1797 & 0 & 0.5 & 0.7343 \\
0 & 0.5791 & 0.0069 & 0.8 & 0.0274 \\
0.0580 & 0.6719 & 0.6403 & 1 & 0.1334 \\
0 & 0 & 0 & 0.8 & 0 \\
0.4204 & 0.1759 & 0.6770 & 0.3 & 0
\end{pmatrix}
\]

with relative error \( \|A - X_+\|_F / \|A\|_F = 38.38\% \) (which is not necessarily optimal). (Recall that here nonnegativity is enforced which is not the case in our approach.)

Depending on the initialization, FGM converges to different solutions: Stand-FGM, LMI-FGM and mRand-FGM converge to three different solutions with relative errors 26.31%, 26.88%, and 26.19%, respectively. Interestingly, mRand-FGM provides the best solution, given by

\[
S^{-1}UNS = \begin{pmatrix}
0.5823 & 0.1491 & -0.0759 & 0.5356 & 0.8519 \\
0.2192 & 0.5868 & 0.0951 & 0.8549 & 0.1967 \\
0.4583 & 0.6789 & 0.7997 & 1.0395 & 0.4186 \\
-0.0493 & -0.1106 & -0.1899 & 0.7968 & 0.0094 \\
0.7087 & 0.1482 & 0.7384 & 0.3266 & 0.0741
\end{pmatrix},
\]

whose eigenvalues are

\[\{-0.5003, 1, 0.9920 \pm 0.0399i, 0.3561\}\].

mRand-FGM performs better (but required additional costs) as it relies on generating several randomly generated starting point (namely, 100 in this experiment).

Figure 5.1 shows the position of the eigenvalues of the different solutions.

### 5.2 Nearest stable matrix pair

The matrix pair \((E, A) \in \mathbb{R}^{n,n}\) is said to be *discrete-time stable* (resp. *asymptotically stable*) if all the finite eigenvalues of \(zE - A\) are in the closed (resp. open) unit ball and those on the unit circle
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Figure 5.1: Eigenvalues of $A$, its stable approximation $X_+$ computed by the algorithm from [55], and $S^{-1}UNS$ computed by mRand-FGM.

are semisimple. The matrix pair $(E, A)$ is said to be discrete-time admissible if it is regular, of index at most one, and discrete-time stable.

In this section, we discuss the discrete-time counterpart of the continuous-time nearest stable matrix pair problem; see Problem 4.2.

**Problem 5.1.** For a given pair $(E, A) \in (\mathbb{R}^{n,n})^2$ find the nearest discrete-time admissible matrix pair $(M, X)$. In other words, if $S_d$ is the set of matrix pairs $(M, X) \in (\mathbb{R}^{n,n})^2$ that are regular, of index at most one, and have all finite eigenvalues inside closed unit ball, then compute

$$\inf_{(M,X) \in S_d} \{ \| E - M \|^2_F + \| A - X \|^2_F \}. \quad (P)$$

To the best of our knowledge, this problem was discussed for the first time in [42], where the problem is found to be very difficult due to

- the properties of the spectral radius as a function of the input matrix;
- the set $S_d$ is nonconvex, and is neither open nor closed;
- not being able to reformulate the set $S_d$, unlike the continuous-time case, Problem 4.2.

In [42], authors considered instead a rank-constrained nearest stable matrix pair problem. For this, let $r(\leq n) \in \mathbb{Z}_+$ and define a subset $S'_d$ of $S_d$ by

$$S'_d := \{ (M, X) \in S_d : \text{rank}(M) = r \}.$$
For a given unstable matrix pair \((E, A)\), the rank-constrained nearest stable matrix pair problem requires to compute the smallest perturbation \((\Delta_{E}, \Delta_{A})\) with respect to Frobenius norm such that \((E + \Delta_{E}, A + \Delta_{A})\) is admissible with \(\text{rank}(E + \Delta_{E}) = r\), or equivalently, solve the following optimization problem

\[
\inf_{(M, X) \in S_{d}^{r}} \|E - M\|_{F}^{2} + \|A - X\|_{F}^{2}.
\]

\[ (P_{r}) \]

The advantages of the rank-constraint admissible pair \((E, A)\) are the following:

- It allows to parameterize the set \(S_{d}^{r}\) in terms of the matrix quadruple \((T, W, U, N)\), where \(T, W \in \mathbb{R}^{n,n}\) are invertible, \(U \in \mathbb{R}^{r,r}\) is orthogonal, and \(N \in \mathbb{R}^{r,r}\) is a positive semidefinite contraction, see Section 5.2.1.

- The set \(S_{d}\) of admissible pairs can be written as

\[
S_{d} = \bigcup_{r=1}^{n} S_{d}^{r}.
\]

This implies that

\[
(P) = \min_{r=1,2,...,n} (P_{r}).
\]

Therefore, to compute a solution of \((P)\), a possible way is therefore to solve \(n\) rank-constrained problems \((P_{r})\).

- Such situations may be useful when descriptor systems are directly generated from data where the constraints are added as a second step. One practical example is of a circuit or power net, where one discretizes the flow and adds the Kirchhoff laws afterward.

### 5.2.1 Reformulation of Problem \((P_{r})\)

The idea of parametrizing the set of discrete-time stable matrices (Theorem 5.1) can be generalized to the set of rank-constrained admissible pairs, \(S_{d}^{r}\). It was noted in [42] that in the proof of Theorem 5.1, only the invertibility of matrix \(S\) is needed and the condition of symmetry on \(S\) can be relaxed. The corresponding characterization of stable matrices is as follows.

**Theorem 5.2.** Let \(A \in \mathbb{R}^{n,n}\). Then \(A\) is stable if and only if \(A = S^{-1}UNS\) for some \(S, U, N \in \mathbb{R}^{n,n}\) such that \(S\) is invertible, \(U^\top U = I_{n}\), \(N \succeq 0\), and \(\|N\|_{2} \leq 1\).

**Theorem 5.3.** Let \(E, A \in \mathbb{R}^{n,n}\) be such that \(\text{rank}(E) = r\). Then \((E, A)\) is admissible if and only if there exist matrices \(T, W \in \mathbb{R}^{n,n}\), \(S, U, N \in \mathbb{R}^{r,r}\) such that the matrices \(T, W, S\) are invertible, \(U^\top U = I_{r}\), \(N \succeq 0\), \(\|N\|_{2} \leq 1\) such that

\[
E = W \begin{bmatrix} I_{r} & 0 \\ 0 & 0 \end{bmatrix} T, \quad \text{and} \quad A = W \begin{bmatrix} S^{-1}UNS & 0 \\ 0 & I_{n-r} \end{bmatrix} T.
\]

\[ (5.7) \]

**Proof.** For a regular index one pair \((E, A)\), there exist invertible matrices \(W, T \in \mathbb{R}^{n,n}\) such that

\[
E = W \begin{bmatrix} I_{r} & 0 \\ 0 & 0 \end{bmatrix} T \quad \text{and} \quad A = W \begin{bmatrix} \hat{A} & 0 \\ 0 & I_{n-r} \end{bmatrix} T,
\]

\[ (5.8) \]
see [39]. Further, the finite eigenvalues of \((E, A)\) and \(\hat{A}\) are the same because \(\det(\lambda E - A) = 0\) if and only if \(\det(\lambda I_r - \hat{A}) = 0\). Thus, by stability of \(\hat{A}\) and Theorem 5.2, it follows that there exist \(S, U, N \in \mathbb{R}^{r,r}\) such that \(S\) is invertible, \(U^T U = I_r\), \(N \succeq 0\), \(\|N\|_2 \leq 1\), and \(\hat{A} = S^{-1} U N S\). Conversely, it is easy to see that any matrix pair \((E, A)\) in the form (5.7) is regular and of index one. The stability of \((E, A)\) follows from Theorem 5.2 as the matrix \(S^{-1} U N S\) is stable.

For a standard pair \((I_n, A)\) (with \(E = I_n\)), Theorem 5.3 coincides with Theorem 5.2 as in this case \(W\) and \(T\) can be chosen to be the identity matrix which yields \(A = S^{-1} U N S\). Note that the matrix \(S\) is invertible in Theorem 5.3 and therefore it can be absorbed in \(W\) and \(T\). The advantage is that this reduces the number of variables in the corresponding optimization problem.

**Corollary 5.3.** Let \(E, A \in \mathbb{R}^{n,n}\) be such that \(\text{rank}(E) = r\). Then \((E, A)\) is admissible if and only if there exist invertible matrices \(T, W \in \mathbb{R}^{n,n}\), and \(U, N \in \mathbb{R}^{r,r}\) with \(U^T U = I_r\), \(N \succeq 0\) and \(\|N\|_2 \leq 1\) such that

\[
E = W \begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix} T, \quad \text{and} \quad A = W \begin{bmatrix} U N & 0 \\ 0 & I_{n-r} \end{bmatrix} T. \tag{5.9}
\]

In view of Corollary 5.3, the set \(S_r^d\) of restricted rank admissible pairs can be characterized in terms of matrix pairs (5.9), that is,

\[
S_r^d = \left\{ \left( W \begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix} T, W \begin{bmatrix} U N & 0 \\ 0 & I_{n-r} \end{bmatrix} T \right) : \text{invertible} \ W, T \in \mathbb{R}^{n,n}, \ U, N \in \mathbb{R}^{r,r}, U^T U = I_r, N \succeq 0, \|N\|_2 \leq 1 \right\}.
\]

This parametrization allows us to reformulate problem \((P_r)\) as

\[
\inf_{W,T \in \mathbb{R}^{n,n}, U,N \in \mathbb{R}^{r,r}, U^T U = I_r, \|N\|_2 \leq 1} f(W, T, U, N), \tag{5.10}
\]

where

\[
f(W, T, U, N) = \left\| E - W \begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix} T \right\|_F^2 + \left\| A - W \begin{bmatrix} U N & 0 \\ 0 & I_{n-r} \end{bmatrix} T \right\|_F^2.
\]

An advantage of this reformulation over \((P_r)\) is that it is relatively easy to project onto the feasible set of (5.10). Thus methods like BCD, PGD (Algorithm 2) or FGM (Algorithm 3) can be used to estimate (5.10), see [42] for more details on optimization methods.

For the initialization, we restrict ourselves to the identity initialization: We take \(W = T = I_n\) and \((U, N)\) as the optimal solution of

\[
\min_{(U, N) \text{ s.t. } U^T U = I_r, \|N\| \leq 1} \| A_{1:r,1:r} - UN \|_F^2.
\]

In this particular case, it can be computed explicitly using the polar decomposition of \(A_{1:r,1:r}\) [42].

### 5.2.2 Numerical example

Let us consider the 5-by-5 matrix \(A\) from (5.6). As we had seen in Section 5.1.3, The nearest stable matrix to \(A\) had a relative error of 26.19%, with \(
\| A - S^{-1} U N S \|_F^2 = 0.5672.
\)
Now, allowing us to approximate the standard system $(I_n, A)$ with a descriptor system with $r = n$, we obtain a nearby descriptor system $(M, X)$ with $\|I_n - M\|^2_F + \|A - X\|^2_F = 0.1869$, which is significantly smaller than when imposing $M = I_n$. We have

$$M = \begin{pmatrix}
1.0263 & 0.0053 & 0.0442 & -0.0281 & 0.0414 \\
0.0411 & 0.9884 & 0.0072 & -0.0262 & 0.0322 \\
0.0145 & -0.0097 & 0.9852 & -0.0043 & 0.0022 \\
0.0859 & 0.0430 & 0.2248 & 0.8851 & 0.1779 \\
0.0187 & 0.0046 & 0.0342 & -0.0208 & 1.0309
\end{pmatrix},$$

and

$$X = \begin{pmatrix}
0.6874 & 0.1915 & 0.0602 & 0.5186 & 0.9703 \\
0.2588 & 0.6115 & 0.1923 & 0.8264 & 0.2675 \\
0.4792 & 0.7111 & 0.9125 & 1.0087 & 0.4922 \\
0.0886 & 0.0395 & 0.0997 & 0.8635 & 0.1864 \\
0.7920 & 0.1928 & 0.8693 & 0.3134 & 0.1783
\end{pmatrix},$$

whose generalized eigenvalues are

$$\{-0.4761, 0.9937 \pm 0.0518i, 0.9126, 0.4192\}.$$

### 5.3 Applications: data driven system identification

In the paper [79], Mamakoukas et al. consider the problem of learning a discrete LTI system, of the form,

$$y_t := x_{t+1} = Ax_t + Bu_t, \text{ for } t = 0, 1, 2, \ldots$$

from observations. More precisely, given a set of observations, $(x_t, y_t)$ for $t = 0, 1, 2, \ldots, T$, the goal is to recover $A$ and $B$. Defining the matrices $X = [x_0, x_1, \ldots, x_T]$, and similarly for $Y$ and $U$, the least squares solution to that problem is the optimal solution of

$$\min_{A, B} \|Y - AX - BU\|^2_F.$$

This is an unconstrained least squares problem with a closed-form solution, namely $[A_{ls}, B_{ls}] = Y[X; U]^\dagger$, where $\dagger$ denotes the Moore-Penrose inverse. However, this solution does not take into account prior information, such as stability of the sought system. In [79], authors used the reformulation from Section 5.1 to reformulate the above problem by taking stability explicitly into account: Substituting $A = S^{-1}UNS$, we obtain the following problem that naturally takes stability into account via a convex feasible set:

$$\min_{S > 0, \text{orthogonal}, N \succeq 0, \|N\| \leq 1} \|Y - S^{-1}UNSX - BU\|^2_F.$$

Using an FGM lead them to a new algorithm for data-driven system identification that outperform the state of the art, achieving order-of-magnitude improvement, both in terms of reconstruction error and computational load (time and memory requirements); see the numerical experiments in [79]. A video presenting the paper is available from [https://slideslive.com/38936948](https://slideslive.com/38936948), while the code, and videos of illustrative examples are available from [https://github.com/giorgosmamakoukas/MemoryEfficientStableLDS](https://github.com/giorgosmamakoukas/MemoryEfficientStableLDS).

In a follow-up work, Mamakoukas et al. [78] learned data-driven stable Koopman operators (which are infinite-dimensional linear representations of general nonlinear systems) relying on the same characterization; see [https://sites.google.com/view/learning-stable-koopman](https://sites.google.com/view/learning-stable-koopman) for more details.
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