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Abstract
The authors derive the distribution of the phase difference between two multilook scattering signals for a multilayer stack with randomly rough surfaces under a plane wave excitation. First, for infinite slightly rough surfaces described by Gaussian centred stochastic processes, the authors show that the underlying complex scattering signals follow a Gaussian joint distribution. Also, it is demonstrated that this property is within the scope of the first-order perturbation theory. Secondly, the authors use this joint probability law to derive the closed-form expression for the probability density function of the phase difference. The theoretical formula is verified by comparison with Monte-Carlo simulations.

1 | INTRODUCTION

The phase difference between two complex scattering signals is an important parameter in the study of polarimetric data and it is related to the physical properties of the scattering medium under study [1–7]. To reduce statistical variations, it is often necessary to average data. The n-look phase difference is computed from a scattering matrix averaged over n single-look matrices. The probability laws for single-look and multilook phase differences have been found under the hypothesis of multivariate Gaussian scattering signals [8–15].

For a surface separating two homogenous media, the first-order small perturbation method (SPM) shows that the co-polarized and cross-polarized scattering signals are proportional to the Fourier transform of the surface height profile [16]. Therefore, the phase difference remains unchanged when the surface profile changes. But, for a stack of homogeneous dielectric layers with randomly rough surfaces under plane wave excitation, the ratios between the scattering signals depend on random surface profiles. For the two given incidence and observation directions, the co-polarized and cross-polarized phase differences are random variables. By using the first-order SPM and by considering infinite slightly rough surfaces described by Gaussian centred stochastic processes, we showed in [16] that the probability density function (PDF) of the co-polarized phase difference for single-look configurations analysed in the incidence plane is a two-parameter distribution. This PDF only depends on the modulus r of the correlation coefficient between the two co-polarized complex signals with \(0 \leq r \leq 1\) and on a reference angle \(\psi\). When the two scattering signals are uncorrelated \((r = 0)\), the phase difference is uniformly distributed between 0 and \(2\pi\). For fully correlated scattering signals \((r = 1)\), the phase difference is a deterministic quantity. Therefore, when \(0 < r < 1\), the co-polarized phase difference contains information on the stratified medium. In [17], we also showed that outside the incidence plane and when \(r \neq 1\), the phase difference between two cross-polarized signals for single-look signatures is not uniformly distributed and contains information on the multilayer stack.

Here, we are focused on the statistical properties of the co-polarized and cross-polarized phase differences but for multilook signatures. The next section gives the statistical properties of the stratified medium under study. In Section 3,
we derive the joint probability distribution of the scattering amplitudes from the random surface properties. The scattering amplitudes are obtained from the first-order perturbation theory [18–27]. In Section 4, supplemented by an appendix, we derive the closed-form expression for the PDF of the co-polarized and cross-polarized phase differences. The validation of the analytical formulas by comparison with Monte-Carlo results is reported in Section 5.

2 PROBLEM GEOMETRY

The geometry of Figure 1 includes interfaces one \( z = a_1(x, y) \) and two \( z = -u_0 + a_2(x, y) \) resulting in three homogeneous regions. The average thickness of the central layer is denoted by \( u_0 \). The surface PDFs are Gaussian and centred. For the numerical applications, the spectrum of each interface is Gaussian and given by Equation (1) with \( i = j \). The cross-spectrum is given by Equation (1) with \( i = 1 \) and \( j = 2 \).

\[
\hat{R}_{ij}(\alpha, \beta) = q_{i\beta} \sigma_r \pi \sqrt{l_{i\alpha} l_{j\beta}} \times \exp \left[ -\alpha^2 \left( \frac{l_{i\alpha}^2 + l_{j\beta}^2}{8} \right) - \beta^2 \left( \frac{l_{i\beta}^2 + l_{j\alpha}^2}{8} \right) \right]
\]  

A function symbol with a superscript ‘-’ stands for the Fourier transform of the function. The quantities \( l_{i\alpha} \) and \( l_{j\beta} \) designate the correlation lengths of the \( i \)-th interface and the quantity \( \sigma_r \) is the standard deviation of the \( i \)-th interface heights. If both correlation lengths are equal, the interface is isotropic else the interface is anisotropic. The coefficient \( q_{i\beta} \) is a mixing parameter with \( q_{i\beta} = 1 \) and \( |q_{12}| \leq 1 \) [22]. The correlation coefficient \( \rho_{12} \) is defined as the ratio of the cross-correlation function at the origin to the product of the standard deviations of heights and we find:

\[
\rho_{12} = \frac{2q_1 q_2 \sqrt{l_{1\alpha} l_{2\beta} l_{1\beta} l_{2\alpha}}}{\sqrt{(l_{1\alpha}^2 + l_{1\beta}^2)(l_{2\alpha}^2 + l_{2\beta}^2)}}
\]  

The two rough interfaces are not correlated when \( \rho_{12} = 0 \). If not, they are fully or partially correlated.

As shown in Figure 1, the stratified medium is illuminated by a monochromatic plane wave with a wavelength \( \lambda \), under a horizontal \((h)\) or a vertical \((v)\) polarization. The direction of the incident wave vector \( k_0 \) is defined by the angles \( \theta_0 \) and \( \varphi_0 \). The inhomogeneous structure is composed of three different homogeneous non-magnetic regions: the air (medium 1), the upper ground layer (medium 2) and the lower ground layer (medium 3). The \( m \)-th region is characterized by a relative permittivity \( \varepsilon_{rm} \).

3 SCATTERING AMPLITUDES AS A COMPLEX RANDOM PROCESSES

Within the validity region of the first-order SPM, the co-scattering and cross-scattering amplitudes \( A_{(ba)}^{(1)}(\theta, \varphi) \) within the upper medium take the following form [22]:

\[
A_{(ba)}^{(1)}(\theta, \varphi) = K_{1,(ba)}(\alpha, \beta)\hat{a}_1(\alpha - \alpha_0, \beta - \beta_0) + K_{2,(ba)}(\alpha, \beta)\hat{a}_2(\alpha - \alpha_0, \beta - \beta_0)
\]  

where \( \alpha = k_1 \sin \theta \cos \varphi, \beta = k_1 \sin \theta \sin \varphi, \alpha_0 = k_1 \sin \theta_0 \cos \varphi_0, \beta_0 = k_1 \sin \theta_0 \sin \varphi_0 \) and \( k_1 = 2\pi/\lambda \). The quantity \( k_1 \) designates the wave-number in the medium 1. The angles \( \theta \) and \( \varphi \) define the direction of observation. The superscript \((1)\) refers to the first-order SPM. The subscript \((b)\) designates the impinging wave polarization \((h \text{ or } v)\) and the subscript \((a)\), the scattered wave polarization \((h \text{ or } v)\), respectively. As shown in [22], the first-order SPM kernels \( K_{1,(ba)}(\alpha, \beta) \) and \( K_{2,(ba)}(\alpha, \beta) \) depend on the central layer thickness, on the relative permittivity values and on the incidence and scattering angles.

For a stack of homogeneous layers with randomly rough surfaces, the scattering amplitude \( A_{(ba)}^{(1)}(\theta, \varphi) \) depends on rough interface realizations and for a given direction \((\theta, \varphi)\), it is a complex random variable. Let \( R_{(ba)} \) and \( I_{(ba)} \) be the real and imaginary parts of the scattering amplitude \( A_{(ba)}^{(1)}(\theta, \varphi) \) and let \( R_{(ba')} \) and \( I_{(ba')} \) be the real and imaginary parts of \( A_{(ba')}^{(1)}(\theta, \varphi) \), respectively. We recall that the surface height distributions are assumed to be centred and Gaussian. As shown by Equation 3, the scattering amplitude is expressed as a linear combination of the Fourier transforms of the rough interface height profiles. Since the Gaussian character is preserved by linear operation, the two-dimensional Fourier transforms of \( a_1(x, y) \) and \( a_2(x, y) \) as well as the scattering amplitudes are Gaussian processes and we deduce that the four random variables \( R_{(ba)}, I_{(ba)}, R_{(ba')} \) and \( I_{(ba')} \) follow a four-order Gaussian distribution. Because the
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rough interface height distributions are centred, the four random variables are also centred. In [16], we showed that the random variables $R_{(ba)}$ and $j_{(ba)}$ (respectively, $R_{(b'd')}$ and $j_{(b'd')}$) are not correlated when $L \to \infty$. They also have the same variance $\sigma_{ba}^2$ (respectively, $\sigma_{b'd'}^2$). Moreover, the random variables $R_{(ba)}$ and $R_{(b'd')}$ are correlated with a covariance $\Gamma_{R_{ba}R_{b'd'}}$ while the random variables $R_{(ba)}$ and $j_{(b'd')}$ are correlated with a covariance $\Gamma_{R_{ba}j_{b'd'}}$. These variances and covariances are given by:

$$
\sigma_{ba}^2 = \frac{1}{2} \sum_{i=1}^{M} \sum_{j=1}^{N} \text{Re} \left[ K_{i,(ba)}^* K_{j,(ba)} \hat{R}_{ij}(\alpha - \alpha_0, \beta - \beta_0) \right] \tag{4}
$$

$$
\Gamma_{R_{ba}R_{b'd'}} = \frac{1}{2} \sum_{i=1}^{M} \sum_{j=1}^{N} \text{Re} \left[ K_{i,(ba)}^* K_{j,(b'd')} \hat{R}_{ij}(\alpha - \alpha_0, \beta - \beta_0) \right] \tag{5}
$$

$$
\Gamma_{R_{ba}j_{b'd'}} = \frac{1}{2} \sum_{i=1}^{M} \sum_{j=1}^{N} \text{Im} \left[ K_{i,(ba)}^* K_{j,(b'd')} \hat{R}_{ij}(\alpha - \alpha_0, \beta - \beta_0) \right] \tag{6}
$$

Let $M_{ba}$ and $\Phi_{ba}$ be the modulus and phase of $A_{(ba)}^{(1)}(\theta, \phi)$ ($M_{b'd'}$ and $\Phi_{b'd'}$ for $A_{(b'd')}^{(1)}(\theta, \phi)$), respectively. As shown in [16], by using polar coordinates, the joint PDF of these four random variables is determined as follows:

$$
p_{M_{ba},M_{b'd'},\Phi_{ba},\Phi_{b'd'}}(m_{ba}, m_{b'd'}, \Phi_{ba}, \Phi_{b'd'}) = \frac{m_{ba} m_{b'd'}}{4\pi \sigma_{R_{ba}}^2 \sigma_{R_{b'd'}}(1 - r^2)} \times \exp \left[ -\frac{1}{2(1 - r^2)} \left( \frac{m_{ba}^2}{\sigma_{R_{ba}}^2} - 2 \frac{m_{ba} m_{b'd'}}{\sqrt{\sigma_{R_{ba}}^2 \sigma_{R_{b'd'}}}} \frac{\zeta}{\sigma_{R_{b'd'}}^2} + \frac{m_{b'd'}^2}{\sigma_{R_{b'd'}}^2} \right) \right] \tag{7}
$$

where

$$
\zeta = r \cos(\Phi_{ba} - \Phi_{b'd'}) + \psi \tag{8}
$$

The angle $\psi$ called the reference angle, which is defined by:

$$
\psi = \tan^{-1} \left( \frac{\Gamma_{R_{ba}j_{b'd'}}}{\Gamma_{R_{ba}R_{b'd'}}} \right) \tag{9}
$$

The modulus $r$ of the correlation coefficient between the complex random variables $A_{(ba)}^{(1)}(\theta, \phi)$ and $A_{(b'd')}^{(1)}(\theta, \phi)$ is expressed as follows [16, 17]:

$$
r = \sqrt{ \frac{\Gamma_{R_{ba}R_{b'd'}} + \Gamma_{R_{ba}j_{b'd'}}}{\sigma_{R_{ba}}^2 \sigma_{R_{b'd'}}}} \tag{10}
$$

Through the variances and covariances are given by Equations (4)–(6), the two parameters $\psi$ and $r$ given by Equations (9) and (10) depend on the spectra of random surfaces and on their cross-spectrum. For the numerical applications, the spectra and the cross-spectrum are Gaussian. Nevertheless, we have to keep in mind that the analytical approach presented here could be applied to any correlation function which vanishes at infinity. A sufficient condition for the existence of the Fourier transform of the statistical correlation function (i.e. the spectrum or the cross-spectrum) is that the correlation function limit is zero at infinity. In this case, the modulus of the correlation coefficient and the reference angle are defined.

The two parameters $\psi$ and $r$ also depend on the first-order SPM kernels that are related to the medium geometric and electromagnetic properties. These quantities change with the number of interfaces, J.M. Elson is one of the first authors to develop a vector theory of scattering from a stack of two-dimensional slightly rough interfaces. This vector theory allows the scattered intensity to be determined and can be used with partially correlated or uncorrelated surfaces. But, the analytical expressions of the first-order SPM kernels for a stratified medium with two rough interfaces were obtained for the first time in [19]. First-order SPM kernels for an arbitrary number of rough interfaces were originally established in closed-form in [20]. In [22] and [24], equivalent expressions have also been derived from a formalism based on the first-order perturbation of Rayleigh integrals. In [25, appendix A], for the first time, the analytical expressions giving the first-order SPM kernels as functions of the layer thicknesses, the relative permittivity values and of the incidence and scattering angle are established for a stratified medium with three rough interfaces. For an arbitrary number of interfaces, once the SPM kernels determined, the variances and covariances given by Equations (4) to (6) are calculated from summations over $N$ surfaces and the parameters are obtained from Equations (9) and (10).

In [8–13], the statistics of single-look and multilook phase differences have been found under the hypothesis that the real and imaginary parts of the scattering amplitudes under consideration follow a Gaussian joint distribution. These works are based on a-priori assumption. For infinite slightly rough interfaces described by Gaussian centred stochastic processes, we demonstrate this property within the scope of the first-order SPM. The Gaussian assumption is derived from the statistics of the illuminated rough-interfaces layered medium and the parameters of the phase difference distribution are related to the geometric medium and electromagnetic properties.

The co-polarized and cross-polarized scattering amplitudes are expressed as linear combinations of the Fourier transforms of the surface height profiles. The weights of the linear combinations are the first-order SPM kernels. Since the Gaussian character is preserved by linear operation, the real and imaginary parts of the first order scattering amplitudes are Gaussian processes. This reasoning was used to derive the single-look phase difference statistics [16, 17]. In Section 4,
supplemented by an appendix, we derive, by coupling this idea to the work published in [11], the probability law of the multi-
look phase difference. This will allow the analysis of stratified grounds with slightly rough interfaces. To our knowledge, such
work has not been done to date.

4 | SINGLE-LOOK AND MULTILOOK PHASE DIFFERENCE DISTRIBUTIONS

The phase difference $\Delta \Phi_{(b_0,b_1)}$ between the two complex random variables $A_{(b_0)}^{(1)}$ and $A_{(b_1)}^{(1)}$ is defined by,

$$
\Delta \Phi_{(b_0,b_1)} = \Phi_{(b_0)} - \Phi_{(b_1)} = \arg(A_{(b_0)}^{(1)} A_{(b_1)}^{(1)})
$$

(11)

and the multilook phase difference $\Delta \Phi_{(b_0,b_1),n}$ by,

$$
\Delta \Phi_{(b_0,b_1),n} = \arg\left[ \frac{1}{n} \sum A_{(b_0),i} A_{(b_1),i}^{(1)} \right]
$$

(12)

where the symbol ‘arg’ designates the argument of the quantity. We assume that the complex random variables $(A_{(b_0),i}^{(1)}, A_{(b_1),i}^{(1)})$ and $(A_{(b_0),i}^{(1)}, \Theta_i A_{(b_1),i}^{(1)})$ are independent and identically distributed (IID).

For multilook polarimetric signatures, the phase difference distribution has been derived from different approaches [11–14]. The derivation proposed in the appendix is based on Chapter 8 of the book [28] and on the appendix of [11]. The calculation is not straightforward and we made the choice to detail the different stages of the demonstration. The difference with respect to [11] is that we use the properties of the Fourier transform and not those of the Laplace transform. We find the phase difference PDF for multilook signatures and is as follows:

$$
\begin{align*}
\mathbb{P}_{\Delta \Phi_{(b_0,b_1),n}}(\Delta \phi) &= \frac{(1-r^2)^n}{2\pi} \\
&\times \left[ F\left(n;1,1/2\zeta^2\right) + \zeta \frac{\pi}{2n} \frac{2n-1)!}{\Gamma(n)} \frac{1}{(1-\zeta^2)^{n+1/2}} \right]
\end{align*}
$$

(13)

where $(2n-1)! = (2n-1)(2n-3)...3 \times 1$. The special function $F(a,b;c,d)$ is the Gauss hypergeometric function and the letter $\Gamma$ designates the gamma function. Knowing that $\Gamma(n+1/2) = (2n+1)!!/2^n\pi$, we obtain the expression (18) in [13].

Knowing that $F(a,b;c,d) = 1$ when $\zeta = 0$, i.e. when $r = 0$, the phase difference is uniformly distributed between 0 and $2\pi$ for any number of looks. When $r = 1$, the phase difference is a deterministic quantity equal to $-\psi$ (modulo $2\pi$). The formula (13) is valid for an arbitrary number of looks. By using the properties of the Gauss hypergeometric function [29] and we obtain the analytical expressions (14) to (17), respectively. Also, when $n \geq 5$, more complicated algebraic expressions are obtained. For this reason, we have restricted ourselves to the first four values of $n$.

$$
\begin{align*}
\mathbb{P}_{\Delta \Phi_{(b_0,b_1),1}}(\Delta \phi) &= \frac{(1-r^2)}{2\pi(1-\zeta^2)} \\
&\times \left[ 1 + \frac{\zeta}{\sqrt{1-\zeta^2}} \left( \frac{\pi}{2} + \arctan \frac{\zeta}{\sqrt{1-\zeta^2}} \right) \right]
\end{align*}
$$

(14)

$$
\begin{align*}
\mathbb{P}_{\Delta \Phi_{(b_0,b_1),2}}(\Delta \phi) &= \frac{(1-r^2)^2}{4\pi(1-\zeta^2)^2} \\
&\times \left[ 2 + \zeta^2 + \frac{3\zeta}{\sqrt{1-\zeta^2}} \left( \frac{\pi}{2} + \arctan \frac{\zeta}{\sqrt{1-\zeta^2}} \right) \right]
\end{align*}
$$

(15)

$$
\begin{align*}
\mathbb{P}_{\Delta \Phi_{(b_0,b_1),3}}(\Delta \phi) &= \frac{(1-r^2)^3}{16\pi(1-\zeta^2)^3} \\
&\times \left[ 8 + 9\zeta^2 - 2\zeta^4 + \frac{15\zeta}{\sqrt{1-\zeta^2}} \left( \frac{\pi}{2} + \arctan \frac{\zeta}{\sqrt{1-\zeta^2}} \right) \right]
\end{align*}
$$

(16)

$$
\begin{align*}
\mathbb{P}_{\Delta \Phi_{(b_0,b_1),4}}(\Delta \phi) &= \frac{(1-r^2)^4}{96\pi(1-\zeta^2)^4} \left[ 48 + 87\zeta^2 - 38\zeta^4 + 8\zeta^6 \right. \\
&\left. + \frac{105\zeta}{\sqrt{1-\zeta^2}} \left( \frac{\pi}{2} + \arctan \frac{\zeta}{\sqrt{1-\zeta^2}} \right) \right]
\end{align*}
$$

(17)

Knowing that $\arcsin \zeta = \arctan \frac{\zeta}{\sqrt{1-\zeta^2}}$ for $-1 < \zeta < 1$ and that $\arcsin \zeta = \pi/2 - \arccos \zeta$, we obtain the closed-form expressions (21) to (24) published in [13].

5 | NUMERICAL RESULTS

The formula (13) giving the multilook phase difference distribution can be used for an arbitrary number of interfaces. The authors in their work have chosen to present results for stratified structures with two interfaces, but the validation has been carried out for configurations with three and four random interfaces and the reason that we have applied regardless of the number of interfaces. The theoretical formulae are verified by comparison with Monte-Carlo simulations.

We consider a two-layer rough ground [30]. The relative permittivity values are $\varepsilon_r = 4.66 - 0.29j$ and $\varepsilon_r = 8.75 - 0.85j$ at 1.25 GHz [31]. The standard deviations of the surface heights are $\sigma_1 = 0.5$ cm and $\sigma_2 = 0.4$ cm. The thickness $\delta_0$ of the central layer is equal to 5 cm [32]. The first interface is anisotropic with $I_{x1} = 5$ cm and $I_{y1} = 4$ cm. The second one is isotropic with $I_{x2} = I_{y2} = 6$ cm. The correlation coefficient
between both interfaces is equal to 0.2. The two-rough boundary layered structure is illuminated by a plane wave under $\theta_0 = 30^\circ$ and $\varphi_0 = 0^\circ$. The theoretical PDF's given by Equations (14) to (17) are compared with histograms obtained from Monte-Carlo simulations. The histograms are obtained from $2^{13}$ values of difference phase deduced from the scattering amplitudes given by Equation (3). The Fourier transforms of the rough interface functions $a_1(x, y)$ and $a_2(x, y)$ are estimated on areas of $400\lambda^2$. The rough surface realizations are generated by Gaussian filters applied to uncorrelated white Gaussian noise realizations in [25].

We consider the co-polarized phase difference $\Delta \Phi_{(bb, vv),n}$ in the backscattering configuration and the cross-polarized phase difference $\Delta \Phi_{(hv, vv),n}$ in the transverse plane with $\theta = \theta_0$ and $\varphi = 90^\circ$.

Figure 2 shows the PDF of the co-polarized phase difference $\Delta \Phi_{(bb, vv),n}$ for $n = 1, 2, 3$ and 4. The agreement between the theoretical probability laws and the Monte-Carlo simulations is very good. For each value of $n$, the comparison validates the theory for the co-polarized phase difference in the backscattering direction. Given the used parameters, the co-polarized complex amplitudes $A_{(bb)}^{(1)}$ and $A_{(hv)}^{(1)}$ are strongly correlated with $r = 0.994$. The reference angle $\psi$ is equal to $3.13$ rad. Table 1 gives the mean and standard deviation (STD) of $\Delta \Phi_{(bb, vv),n}$ for each number of looks. When this number increases, the mean remains unchanged but the STD decreases in accordance with the averaging effect of the multilook processing. As a result, the PDF curve becomes narrower and the maximum value increases.
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### Table 1: Values of the mean and standard deviation of $\Delta \Phi_{(bb, vv),n}$

| $n$ | Mean in rad | STD in rad |
|-----|-------------|------------|
| 1   | 3.07        | 0.0670     |
| 2   | 3.07        | 0.0250     |
| 3   | 3.07        | 0.0175     |
| 4   | 3.07        | 0.0142     |

6 | CONCLUSION

We have derived the distribution of the phase difference between two scattering amplitudes for multilook polarimetric configurations characterizing rough boundary layered structures illuminated by a plane wave. In the first stage, for infinite slightly rough surfaces described by Gaussian centred stochastic processes, we show that the real and imaginary parts of the two complex scattering amplitudes follow a Gaussian joint distribution. We demonstrate this property in the context of the first-order perturbation theory. In a second stage, we derive from this joint distribution the closed-form formula for the probability law of the phase difference. The phase difference PDF is expressed in terms of the Gauss hypergeometric functions and only depends on the number of looks $n$, the correlation coefficient $r$ between the scattering amplitudes under study and a reference phase $\psi$.

For two-rough boundary layered ground, the theoretical PDF is validated by a comparison with the histogram derived from Monte-Carlo simulations in both monostatic and bistatic configurations. We note that when the number of looks increases, the mean of the co-polarized or cross-polarized phase difference is unchanged but the standard deviation decreases in accordance with the averaging effect of the multilook processing.
For slightly rough surfaces described by Gaussian centred stochastic processes and within the SPM scope, we have established the joint probability density function for the scattering amplitudes and the probability density function for the co-polarized and cross-polarized phase differences because the Gaussian character is preserved by linear operation. For a non-Gaussian rough surface, we do not know how to conclude on the nature of the joint probability law of the real and imaginary parts of the scattering amplitudes. The Gaussian character is not systematically observed on soil surfaces. For example, the height distribution of some ploughed soils is not Gaussian [33–35]. It therefore appears useful to derive the analytical expression for the statistical distribution of the phase difference within the framework of the small perturbation method. It is an open question and deserves a complete analysis.
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APPENDIX

In order to facilitate the derivation of the phase difference distribution, let us introduce two new random variables $Z$ and $Y$ [28, p.164 (8–105)],

$$M_{ba} = \sqrt{\sigma_{ba}^2 (1-r^2)} \sqrt{Z} \exp(Y)$$
$$M_{\phi \psi'} = \sqrt{\sigma_{\phi \psi'}^2 (1-r^2)} \sqrt{Z} \exp(-Y)$$

(A1)

where

$$Z = \frac{M_{ba} M_{\phi \psi'}}{\sigma_{\phi \psi'}^2 (1-r^2)}$$

(A2)

and

$$Y = \frac{1}{2} \ln \left( \frac{M_{ba}}{M_{\phi \psi'}} \right)$$

(A3)

The magnitude of the Jacobian of the transformation from $M_{ba}$ and $M_{\phi \psi'}$ to $Z$ and $Y$ is:

$$|J| = (1-r^2) \sqrt{\sigma_{ba}^2 \sigma_{\phi \psi'}^2}$$

(A4)

Using this transformation, we obtain from Equation (7) the joint PDF for the four random variables $Z$, $Y$, $\Phi_{\phi ba}$, and $\Phi_{\phi \psi'}$,

$$P_{Z,Y,\Phi_{\phi ba},\Phi_{\phi \psi'}}(z,y,\Phi_{\phi ba},\Phi_{\phi \psi'}) = \frac{1-r^2}{4\pi^2} x z \exp\{-z|\cosh(2y) - \zeta|\}$$

where the domain of $z$ is $[0, +\infty]$ and that of $y$ is $]-\infty, +\infty[$.

Knowing that the modified Bessel function of the second kind $K_0(z)$ is defined by:

$$K_0(z) = \int_{-\infty}^{+\infty} \exp\{-z \cosh(2y)\} dy$$

(A6)

we obtain the joint PDF for the three random variables $Z$, $\Phi_{\phi ba}$, and $\Phi_{\phi \psi'}$ by integrating $P_{Z,Y,\Phi_{\phi ba},\Phi_{\phi \psi'}}(z,y,\Phi_{\phi ba},\Phi_{\phi \psi'})$ over $y$,

$$P_{Z,\Phi_{\phi ba},\Phi_{\phi \psi'}}(z,\Phi_{\phi ba},\Phi_{\phi \psi'}) = \frac{1-r^2}{4\pi^2} z \exp\{z \cosh(2y)\} K_0(z)$$

(A7)

The joint PDF $P_{Z,\Delta \Phi_{\phi \psi'}}$ of the random variable $Z$ and $\Delta \Phi_{\phi ba,\phi \psi'}$ is found from $P_{Z,\Phi_{\phi ba},\Phi_{\phi \psi'}}$ by the following integral,
We introduce two new random variables, $U$ and $V$, as follows:

$$U = Z \cos(\Delta \Phi_{(b, \theta', d)}) \quad V = Z \sin(\Delta \Phi_{(b, \theta', d)})$$

where

$$Z = \sqrt{U^2 + V^2}; \quad \Delta \Phi_{(b, \theta', d)} = \arctan\left(\frac{V}{U}\right)$$

The magnitude of the Jacobian of the bijective transformation from $U$ and $V$ to $Z$ and $\Delta \Phi_{(b, \theta', d)}$ is equal to $z$ and we deduce the joint probability law for the two random variables $U$ and $V$ from (8) and (A8) as follows:

$$p_{U, V}(u, v) = \frac{1 - r^2}{2\pi} \exp\left[\frac{\Gamma_{R_{\theta, \theta'}} u - \Gamma_{R_{\theta', \theta'}} v}{\sqrt{\sigma_{R_{\theta, \theta'}}^2 \sigma_{R_{\theta', \theta'}}^2}}\right] K_0\left(\sqrt{u^2 + v^2}\right)$$

(12)

We derive the multilook phase difference distribution from the probability law $p_{U, V}(u, v)$ and by using the independence of the complex random variables $\langle A_{(b, \theta), a}^{(1)} \rangle_i, \langle A_{(b', \theta'), d}^{(1)} \rangle_i$ and $\langle A_{(b, \theta), j, \theta'}^{(1)}; A_{(b', \theta'), j, \theta'}^{(1)} \rangle_i$. Once the general probability law has been established for a multilook polarimetric signature, we apply this law with $n=1$ to obtain the distribution for a single-look signature. In accordance with (12) and (A10), the multilook phase difference is:

$$\Delta \Phi_{(b, \theta, d), n} = \arctan\left[\frac{1}{n} \sum_{i=1}^{n} A_{(b, \theta), i}^{(1)} A_{(b', \theta', d), i}^{(1)^*}\right] = \arctan\left[U_n + jV_n\right]$$

(13)

where

$$U_n = \sum_{i=1}^{n} U_i; \quad V_n = \sum_{i=1}^{n} V_i$$

(14)

Insofar as the complex random variables $\langle A_{(b, \theta), i}^{(1)} \rangle_i, \langle A_{(b', \theta'), i}^{(1)} \rangle_i$ and $\langle A_{(b, \theta), j, \theta'}^{(1)}; A_{(b', \theta'), j, \theta'}^{(1)} \rangle_i$ are IID, the two random variables $U_n$ and $V_n$ are defined as the sum of $n$ IID random variables. So, the joint PDF $p_{U_n, V_n}(\overline{u}, \overline{v})$ is obtained by convolving $p_{U, V}(u, v)$ with itself $n-1$ times. First, let's consider the convolution product of the function $p_{U, V}(u, v)$ with itself.

$$p_{U_n, V_n}(\overline{u}_2, \overline{v}_2) = \left(p_{U, V} \otimes p_{U, V}\right)(\overline{u}_2, \overline{v}_2)$$

(15)

where the symbol $\otimes$ denotes the convolution product. By substituting (12) into (15), we find:

$$p_{U_n, V_n}(\overline{u}_2, \overline{v}_2) = \frac{(1 - r^2)^2}{(2\pi)^2} \exp\left[\frac{\Gamma_{R_{\theta, \theta'}} \overline{u}_2 - \Gamma_{R_{\theta', \theta'}} \overline{v}_2}{\sqrt{\sigma_{R_{\theta, \theta'}}^2 \sigma_{R_{\theta', \theta'}}^2}}\right] K_0\left(\sqrt{\overline{u}^2 + \overline{v}^2}\right)$$

(16)

Similarly, we find the joint distribution $p_{U_n, V_n}(\overline{u}_2, \overline{v}_2)$.

$$p_{U_n, V_n}(\overline{u}_2, \overline{v}_2) = \frac{(1 - r^2)^n}{(2\pi)^n} \exp\left[\frac{\Gamma_{R_{\theta, \theta'}} \overline{u}_2 - \Gamma_{R_{\theta', \theta'}} \overline{v}_2}{\sqrt{\sigma_{R_{\theta, \theta'}}^2 \sigma_{R_{\theta', \theta'}}^2}}\right] K_0^n\left(\sqrt{\overline{u}^2 + \overline{v}^2}\right)$$

(17)

where $K_0^n\left(\overline{u}_2, \overline{v}_2\right) = [K_0(\overline{u}_2^2 + \overline{v}_2^2) \otimes \cdots \otimes K_0(\overline{u}_2^2 + \overline{v}_2^2)](\overline{u}_2, \overline{v}_2)$.

The two-dimensional Fourier transform of $K_0(\overline{u}^2 + \overline{v}^2)$ is defined by:

$$K_0(\overline{u}, \overline{v}) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} K_0(\overline{u}^2 + \overline{v}^2) e^{i \pi u \overline{u} + i \pi v \overline{v}} du dv$$

(18)
\[
\hat{K}_0(\bar{u}, \bar{v}) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} K_0\left(\sqrt{u^2 + v^2}\right) \exp(-juu - jvv)\, du\, dv
\]

(A18)

Transforming to polar coordinates with \( u = \rho \cos \theta \) and \( v = \rho \sin \theta \) leads to:

\[
\hat{K}_0(\bar{u}, \bar{v}) = 2\pi \int_{0}^{\infty} K_0(\rho) J_0(\rho \sqrt{\bar{u}^2 + \bar{v}^2}) \rho d\rho
\]

(A19)

where \( J_0(z) \) is the Bessel function of the first kind.

Knowing that the Bessel function of the first kind is defined by:

\[
J_0(z) = \int_{0}^{2\pi} \exp(-z \sin \theta) d\theta
\]

(A20)

we find:

\[
\hat{K}_0(\bar{u}, \bar{v}) = 2\pi \int_{0}^{\infty} K_0(\rho) J_0(\rho \sqrt{\bar{u}^2 + \bar{v}^2}) \rho d\rho
\]

(A21)

By using the convolution theorem, we obtain the 2D Fourier transform of \( J_n(ax) \) as:

\[
\int_{0}^{\infty} xK_\nu(ax) J_\nu(bx) dx = \frac{b^n}{a^n(a^2 + x^2)}
\]

(A22)

where \( a, b > 0 \), \( x = uu^* + vv^* \).

By using the formula given in Equation (2),

\[
\int_{0}^{\infty} xK_\nu(ax) J_\nu(bx) dx = \frac{(2\pi)^n}{(a^2 + x^2)^{n/2}}
\]

(A23)

Substituting this result into (A17) yields

\[
K_0^{(n)}(\bar{u}, \bar{v}) = \frac{(2\pi)^n}{(u^2 + v^2 + 1)^n}
\]

(A24)

By using the convolution theorem, we obtain the inverse 2D Fourier transform of \( K_0^{(n)}(\bar{u}, \bar{v}) \) as:

\[
K_0^{(n)}(\bar{u}, \bar{v}) = \frac{(2\pi)^n}{(u^2 + v^2 + 1)^n}
\]

(A25)

Using the polar coordinates \( \bar{u} = \rho \cos \theta \) and \( \bar{v} = \rho \cos \theta \) into (A25) leads to

\[
K_0^{(n)}(\bar{u}, \bar{v}) = (2\pi)^n \exp\left[ j\rho \sqrt{\bar{u}^2 + \bar{v}^2} \cos(\theta - \chi_n)\right]
\]

(A26)

where \( \chi_n = \arctan(\bar{v}/\bar{u}) \). By using Formula (A20) given the zeroth-order Bessel function, we obtain:

\[
K_0^{(n)}(\bar{u}, \bar{v}) = (2\pi)^{n-1} \int_{0}^{\infty} \rho J_0(\rho \sqrt{\bar{u}^2 + \bar{v}^2}) \rho d\rho
\]

(A27)

Using the following formula (36, p. 678, Equation (4)),

\[
\int_{0}^{\infty} J_\nu(bx) x^{\nu+1} dx = \frac{d^{\nu+\mu}}{d\mu^{\nu+\mu}} K_{\nu+\mu}(ab)
\]

(A28)

where the letter \( \Gamma \) designates the Gamma function and using the parity of the \( \nu \)th order modified Bessel function of the second kind, the function \( K_0^{(n)}(\bar{u}, \bar{v}) \) takes the following form:

\[
K_0^{(n)}(\bar{u}, \bar{v}) = \frac{(2\pi)^n}{(a^2 + x^2)^{n/2}} K_{n-1}(\sqrt{\bar{u}^2 + \bar{v}^2})
\]

(A29)

By using the bijective transformation of \( (U_n, V_n) \) into \( (Z_n, \Delta \Phi_{(\bar{u}, \bar{v}), n}) \), we obtain from (A30) the joint PDF of \( Z_n \) and \( \Delta \Phi_{(\bar{u}, \bar{v}), n} \):

\[
P_{Z_n, \Delta \Phi_{(\bar{u}, \bar{v}), n}}(z_n, \Delta \Phi) = \frac{(1 - \rho^2)^n}{\pi^{2n+1}} z_n^n K_{n-1}(z_n)
\]

(A31)
We derive the PDF for the multilook phase difference by integrating \( p_{\Delta \Phi(z, \Delta \Phi(z'))} \) over \( z \) and we obtain

\[
p_{\Delta \Phi(z, \Delta \Phi(z'))} = \frac{(1 - r^2)^n}{2\pi \Gamma(n)} \int_{\infty}^{\infty} z^2 e^{-z} \exp(z \zeta) dz
\]

(A32)

where \( \zeta_n \) is given by (13) with \(-1 < \zeta_n < +1\). Using the following formula [37, Section 13.21 (7)],

\[
f_0^{\infty} \mu^{-1} e^{-t} \cosh \mu t dt = \sqrt{\frac{\pi}{2}} \Gamma(\mu - \nu) \Gamma(\mu + \nu)
\]

and

(A33)

the multilook phase difference distribution becomes:

\[
p_{\Delta \Phi(z, \Delta \Phi(z'))} = \frac{\Gamma(2n)(1 - r^2)^n}{2\pi \Gamma(n)} \int_{\infty}^{\infty} z^2 e^{-z} \exp(z \zeta) dz
\]

(A34)

where \( P_n(z) \) is the Legendre function of the first kind defined by (29, Section 3.2 (7)),

\[
P_n(z) = \frac{2\mu}{\Gamma(1 - \mu)} \frac{1}{(1 - z^2)^{n/2}} F \left( 1 - \mu + \nu, -\mu - \nu; 1 - \mu; \frac{1 - z}{2} \right)
\]

(A35)

and \( F(a, b; c; d) \) is the Gauss hypergeometric function. By substituting (A35) into (A34), we find:

\[
p_{\Delta \Phi(z, \Delta \Phi(z'))} = \frac{\Gamma(2n)(1 - r^2)^n}{2\pi \Gamma(n)} \frac{2^{-(n+1/2)}}{\Gamma \left( n + \frac{3}{2} \right)}
\]

\[
\times F \left( 2n; 2; n + \frac{3}{2}; 1 + \frac{\zeta_n}{2} \right)
\]

(A36)

Finally, by using the following properties of the Gauss hypergeometric function,

\[
F \left( 2, 2; a + b + \frac{1}{2}; 1 + z \right) =
\]

\[
\frac{\Gamma \left( a + b + \frac{1}{2} \right) \Gamma \left( \frac{1}{2} \right)}{\Gamma \left( a + \frac{1}{2} \right) \Gamma \left( b + \frac{1}{2} \right)} F \left( a, b; \frac{1}{2}; z^2 \right)
\]

(A37)

\[
-2z \frac{\Gamma \left( a + b + \frac{1}{2} \right) \Gamma \left( \frac{1}{2} \right)}{\Gamma(a) \Gamma(b)} F \left( a + \frac{1}{2}, b + \frac{1}{2}; \frac{3}{2}; z^2 \right)
\]

and

\[
F \left( n + \frac{3}{2}; \frac{3}{2}; r^2 \right) = \frac{1}{(1 - r^2)^{n+1/2}}
\]

(A38)

the analytical expression for the multilook phase difference \( p(z, \Delta \Phi(z')) \) is given by Formula (13).