Evidence for the double degeneracy of the ground-state in the 3D $\pm J$ spin glass
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Abstract

A bivariate version of the multicanonical Monte Carlo method and its application to the simulation of the three-dimensional $\pm J$ Ising spin glass are described. We found the autocorrelation time associated with this particular multicanonical method was approximately proportional to the system volume, which is a great improvement over previous methods applied to spin-glass simulations. The principal advantage of this version of the multicanonical method, however, was its ability to access information predictive of low-temperature behavior. At low temperatures we found results on the three-dimensional $\pm J$ Ising spin glass consistent with a double degeneracy of the ground-state: the order-parameter distribution function $P(q)$ converged to two delta-function peaks and the Binder parameter approached unity as the system size was increased. With the same density of states used to compute these properties at low temperature, we found their behavior changing as the temperature is increased towards the spin glass transition temperature. Just below this temperature, the behavior is consistent with the standard mean-field picture that has an infinitely degenerate ground state. Using the concept of zero-energy droplets, we also discuss the structure of the ground-state degeneracy. The size distribution of the zero-energy droplets was found to produce the two delta-function peaks of $P(q)$.

PACS numbers: 75.10.Nr, 75.50.Lk, 05.10.Ln
I. INTRODUCTION

Although a quarter century has passed since the pioneering work on spin glasses by Edwards and Anderson [1], many fundamental problems remain unsolved even for the simplest models of these materials [2]. In the present paper, we report the results of Monte Carlo simulations of the three-dimensional $\pm J$ Ising spin glass, focusing on the nature of the low-temperature phase [3, 4]. We believe we have found important evidence of a doubly-degenerate ground-state. With the same density of states used to compute this evidence, we found this character changing as the temperature is increased towards the spin glass transition temperature. Just below this temperature, the behavior is consistent with the standard mean-field picture that has an infinitely degenerate ground state.

The spin-glass state is characterized by randomly quenched exchange interactions with frustration. Often systems exhibiting this state are modeled by the $\pm J$ Ising model. In three dimensions this model is defined by the Hamiltonian [1]

$$ H \equiv - \sum_{\langle i,j \rangle} J_{ij} \sigma_i \sigma_j, $$

where the Ising spins $\sigma_i$ fluctuate thermodynamically, while each exchange interaction $J_{ij}$ is quenched to $\pm J$ randomly. The summation runs over the nearest-neighbor pair of sites on a cubic lattice.

The frustration of local spin configurations by the exchange interactions generates many local minima in the free energy landscape, each minimum representing a seemingly random configuration of the spins. At low temperatures, the spins, however, may freeze into some configuration, and this freezing is the essence of the spin-glass “order.” Because of the nature of this order, equilibration of spin glasses in simulations and experiments is often very hard.

A. Nature of the spin-glass phase

It is becoming increasingly accepted that the $\pm J$ model has a finite-temperature spin-glass phase transition in three dimensions, particularly after several recent Monte Carlo studies [5, 6, 7, 8]. The nature of the low-temperature phase, however, is still controversial. Historically, the controversy has been mainly between advocates of the mean-field picture and the droplet picture. The mean-field advocates maintain the existence of an infinite
number of global minima of the free energy in the low-temperature phase. The condition is
called replica symmetry breaking [9]. The breaking of this symmetry is rigorously true for the
mean-field (Sherrington-Kirkpatrick) model [10, 11] of spin glasses. The question is whether
it is also found in finite-dimensional non-mean-field models. The droplet advocates [12, 13,
14] on the other hand, assert that the free-energy landscape has only two global minima
that are connected through spin inversion symmetry. In the droplet picture, the nature of
the three-dimensional ground state is seemingly less exotic than in the mean-field picture.

The difference in the ground state degeneracy between the two pictures becomes quan-
titative when we use the overlap order parameter of the spin-glass phase [1]. To define
this order parameter, we replicate the random exchange interactions in (1) and change the
Hamiltonian to

$$H \equiv -\sum_{\alpha=1,2} \sum_{\langle i,j \rangle} J_{ij} \sigma_i^{(\alpha)} \sigma_j^{(\alpha)},$$

(2)

where the superscript on the spin variables labels a replica. The overlap order parameter is
then defined as the Hamming distance between spin configurations of the two replicas [1]:

$$q = \frac{1}{L^d} \sum_{i=1}^{L^d} \sigma_i^{(1)} \sigma_i^{(2)}.$$  

(3)

Here $L$ is the linear size of the system and $d$ is the dimensionality, which is three throughout
the paper.

The spins of one replica and those of the other are thermodynamically independent. Still
they can be correlated because of the common random exchange interactions. In the high-
temperature limit, the spin configurations are uncorrelated, and hence the overlap order
parameter tends to zero as $L^{-d/2}$. In the low-temperature limit, on the other hand, the spin
configurations are frozen into energy minima, and hence the overlap order parameter can
have a finite value.

In the droplet picture, the overlap order parameter at low temperatures and in the ther-
modynamic limit can take only two values equal and opposite to each other, as the frozen
spin configuration of one replica is either macroscopically identical to the configuration of
the other replica or to its inverted configuration. (We note, however, that the identity needs
only to be macroscopic; the configurations can differ locally.) Hence the overlap order pa-
rameter $q$ takes one of the two values with an equal probability. In the mean-field picture, on
the other hand, the overlap order parameter can take various values. Because of the many
free-energy minima, the frozen spin configurations of the two replicas can be macroscopically different.

More explicitly, we define the order-parameter distribution as

\[
P(q) \equiv \left[ \frac{1}{\mathcal{Z}} \int D(E, q) e^{-\beta E} dE \right]_{\text{av}},
\]

where the partition function is given by

\[
\mathcal{Z} \equiv \sum_{\{\sigma\}} e^{-\beta E(\{\sigma\})} = \int dq \int dED(E, q)e^{-\beta E}.
\]

In these two equations \(D(E, q)\) is the normalized density of states for the energy \(E\) and the overlap order parameter \(q\). The energy in Eqs. (4) and (5) and other energies hereafter (including those in the Monte Carlo simulations) are the energies of the replica Hamiltonians (2). The square brackets in Eq. (4) denote the random average over various samples \(\{J_{ij}\}\).

The distribution \(P(q)\) is normalized so that

\[
\int P(q)dq = \frac{2}{L^3} \sum_{q=\pm 1} P(q) = 1.
\]

Physical quantities that are functions of \(q\) only are calculated as

\[
[\langle f(q) \rangle]_{\text{av}} = \int f(q)P(q)dq,
\]

where the angular brackets denote the thermodynamic average; e.g., the spin-glass susceptibility

\[
\chi_{sg} = L^d \beta^2 \left[ \langle q^2 \rangle - \langle q \rangle^2 \right]_{\text{av}}.
\]

and the Binder parameter

\[
g_{sg}(T, L) \equiv \frac{3}{2} \left( 1 - \frac{\langle q^4 \rangle_{\text{av}}}{3 \langle q^2 \rangle_{\text{av}}^2} \right).
\]

The droplet picture and the mean-field pictures have the functional forms of \(P(q)\) as shown in Fig. 1. In the droplet picture, the order-parameter distribution in the thermodynamic limit has two delta-function peaks, indicating two possible thermodynamic states (Fig. 1a).

In the mean-field picture the order-parameter distribution is continuous between these peaks (Fig. 1b).

In practice, we can only simulate finite systems for which the order-parameter distribution looks like Fig. 1c. We need to see whether the distribution in Fig. 1c converges to Fig. 1a or
FIG. 1: The functional form of the order-parameter distribution $P(q)$ in the low-temperature phase: (a) According to the droplet picture; (b) According to the mean-field picture; (c) For finite-sized systems.

If $\lim_{L \to \infty} P(0) \to 0$, then significant doubt is cast upon the mean-field picture. While some simulations appear to support infinite degeneracy [15, 16, 17], others do not [18, 19, 20, 21, 22], and a recent analytic treatment argues against it [23, 24]. We note that the droplet picture is a theory concerning the zero-temperature fixed point, while most studies suggesting the validity of the mean-field picture are based on numerical estimates of $P(0)$ at $T$ only as low as $0.7T_c$, where the glass transition temperature $T_c$ is approximately 1.0. If the doubly degenerate ground state predicted by droplet picture is correct, it should at least be seen at temperatures lower than $0.7T_c$, the closer to $T = 0$ the better. Unfortunately, the slow dynamics of spin glasses has hindered numerical simulations from exploring the vicinity of the zero-temperature fixed point. We comment that a recent numerical study [25] demonstrated that results of the Migdal-Kadanoff approximation appear to support the mean-field picture near and below the glass transition temperature, but eventually support the droplet picture as $T \to 0$. Uncertainty, however, remains because the Migdal-Kadanoff approximation favors the droplet picture, even for the mean-field model [26, 27].

During the course of our work and just after, the possibility that the behavior of the spin glass does not unequivocally fit into one of these two pictures over the entire temperature range began to be appreciated. For example, Krzakala and Martin [28] proposed the novel perspective that the entropy fluctuations lead to a trivial $P(0)$ at zero temperatures, even if there are zero-energy large-scale excitations (complex energy landscape). They further proposed that such a situation should arise in the three-dimensional $\pm J$ Ising spin glass, and argued that if the energy landscape is complex with a finite number of ground state
families, then replica symmetry breaking reappears at finite temperatures. This perspective
contested the standard picture. Palassini and Young \[19, 20, 21\] studied this scenario and
concluded that the size dependence of $P(q)$ around $q = 0$ is trivial and does not support the
ultrametric picture.

Katzgraber, Palassini, and Young \[29, 30\] addressed the issue of Gaussian versus bimodal
distribution by simulating at finite temperatures the Gaussian exchange model and con-
cluded that as in the bimodal exchange model $P(0)$ is trivial in the thermodynamic limit
and suggested the existence of low finite energy excitations that cost finite energy and whose
surface has fractal dimension less than the spatial dimension of the system. However, the
sizes they studied were quite small and so they concluded there might be a crossover at
larger sizes to a different behavior, such as a droplet or replica symmetry breaking picture.

Two related papers by Hed et al. \[31, 32\] suggest that the spin-glass phase possesses
some characteristics of the mean-field description as a non-trivial $P(0)$ and a hierarchical
(but not ultrametric) structure of the pure states; nevertheless, they also claim that this
phase is consistent with the Fisher-Huse scenario of the droplet picture. Correlated spin
domains serve as the cores of zero energy excitations.

The recent work of Marinari et al. \[33\] adopted the cluster analysis of Hed et al. \[34\]
and found strong continuity among physical features for $T > 0$ and those found at $T = 0$,
leading to a scenario with emerging mean-field like characteristics that are enhanced in the
large volume limit for $T > 0$. These mean-field like features arise with entropic fluctuations.
More recently Lamarcq et al. \[35\] have studied the fractal dimension of the clusters that are
the low-lying excitations of the model.

There are still other papers, for example, \[36, 37, 38, 39\], all illustrating a shift from
simply the droplet versus the mean-field picture to something more subtle, with a consensus
still very much evolving. One focus is on the nature and geometrical structure of ground-
state excitations.

**B. Present Study**

In the present study, we significantly reduced the difficulty of the slow dynamics in Monte
Carlo simulations by using a bivariate version of Berg and Neuhaus’s multicanonical Monte
Carlo method. Multicanonical simulations are performed independent of temperature or
of a range of nearby temperatures and estimate the density of states. From it we can in principle calculate expectation values at any temperatures. Our resulting estimates of $P(0)$ at low temperatures and as a function of lattice size suggest that at very low temperatures thermodynamic behavior could be consistent with a doubly degenerate ground state, while at higher temperatures, it is consistent with an infinite degenerate ground state. Hence, we found that an intrinsic temperature-independent quantity seemingly exhibited different looking equilibrium behavior at different temperatures.

We present our Monte Carlo results in Sect. II. The order-parameter distribution function $P(q)$ at the low temperature of $T = 0.3$ exhibits features indicative of a doubly degenerate ground state: $P(0)$ decreases as the system size is increased. The low-temperature behavior of the Binder parameter also suggests double degeneracy. In Sect. III we discuss further implications of our results for the ground-state degeneracy. In Appendix, we describe our simulation method, namely a bivariate multicanonical Monte Carlo method. Monovariate multicanonical methods [40, 41] have been applied to spin glasses before [42, 43, 44]; we found, however, that by using a bivariate version we could reduce the correlation time of the simulation significantly. We show that the autocorrelation time is approximately proportional to the system size.

II. NUMERICAL RESULTS

We have carried out a bivariate multicanonical Monte Carlo simulation of cubic systems with edges $L = 4$ (1904 samples), $L = 6$ (2843 samples), $L = 8$ (1015 samples), and $L = 10$ (1111 samples). The simulation method directly returns the density of states $D(E, q)$, a temperature-independent quantity. We describe the details of the method and its use in Appendix; however, because the method is subtle, relatively new, and quite different from standard methods, we now summarize some of what is discussed in the Appendix.

With the multicanonical method, sometimes called the entropic sampling method, we do not equilibrate the simulation at any value of $T$; that is, we never sample the steady-state distribution, generated by a Markov chain, that is supposed to represent the Boltzmann distribution. Instead, we sample from a steady-state distribution, generated by a Markov chain, that is adaptively constructed to be flat on the average. The flatness means we sample all accessible $(E, q)$ values with an equal probability. In other words, we sample all
thermodynamics states equally. In fact, the sampling emphasizes regions where $D(E, q)$ is small and as a consequence are generally difficult to access with many other methods.

Sampling from this flat distribution also allows one to estimate $D(E, q)$. We obtain $D(E, q)$ for different system sizes. Once we obtain it for a given size, we can in principle obtain the the properties of the system for any temperature; that is, properties of the system at different temperature, no matter how different they may seem, all follow from the same $D(E, q)$.

The validity of our low $T$ predictions depends on the “flatness” extending to the ground-state energy. As we discuss more fully in the Appendix flatness over the entire range of energy is not essential if not assumed in the evaluation of expectation values. The multicanonical method generally is a good ground-state sampler. This conclusion is supported in part by our to-be-reported rapid convergence of the entropy of the ground state for low $T$. As we will show, our estimates of the ground state residual entropy are consistent with the ones which Hartmann obtained by a ground-state counting algorithm [45]. This agreement is one reason why we are confident our simulations are covering low-energy states properly. At high temperatures, we will also see that the same $D(E, q)$ estimates the Binder parameter to within two sigmas with the previous results [5].

**A. Order-parameter distribution**

From the density of states $D(E, q)$, we straightforwardly calculated the order-parameter distribution $P(q)$, following Eq. (4). Figure 2 shows the temperature dependence of $P(q)$ for $L = 8$. The function is close to a Gaussian distribution at high temperatures and has a double-peak structure at low temperatures. The results for $T = 0.3, 0.4,$ and 0.5 are shown in Fig. 3 for several values of $L$. We clearly see the decreasing tendency of $P(0)$ as $L \to \infty$. The raw data, however, presumably underestimates the true values of $P(0)$: the $P(q)$ data for $L = 8$ noticeably oscillates for $q \leq 0.7$ with the data point at $q = 0$ happening to be in a valley of the oscillation. We presume that this oscillation is due to correlations between data at different values of $q$, for example, the data point $P(0)$ being correlated with $P(0.01)$; similar oscillations are seen in the data of others [21, 34, 46] that was obtained by quite different methods. The present numerical method, as is summarized in Appendix, generates a random walk in the macroscopic phase space. The frequency of access by the random
FIG. 2: The temperature dependence of the order-parameter distribution $P(q)$ for $L = 8$. The curves with the peak positions ordered from right to left correspond to $T = 0.3, 0.4, 0.5, \ldots, 2.0$. The statistical errors are indicated only at each peak position. We plotted only for $0 \leq q \leq 1$, evoking the symmetry $P(-q) = P(q)$.

walker may be statistically less in some area of the phase space. The density of states will be underestimated in such area. Thus the correlations between data at different values of $q$ can occur.

To obtain proper estimates of $P(0)$, we have to smooth out the oscillations. We did this by choosing seven data points at the intervals of $\Delta q \simeq 0.1$ over the range $0 \leq q < 0.7$ and then least-squares fitting them to the function $\ln P(q) \simeq c_0 + c_1 q^2$. The fitting parameter $c_0$ yields the estimate $P(0) = \exp(c_0)$. The smoothed curves and the thus-estimated values of $P(0)$ are shown in Fig. 4 for $T = 0.3$. We still see the decreasing tendency with increasing $L$.

On the other hand, for $T \geq 0.7$, $P(0)$ does not show this tendency, even though its value is calculated with the use of the same $D(E, q)$ (Fig. 5). In fact, $P(0)$ appears to converge to a finite value, a behavior which we now argue is spuriously consistent with the low-temperature behavior predicted by the mean-field picture.

Independent of the degeneracy, we know from the scaling ansatz that at the critical point $T = T_c \sim 1$, $P(0)$ should increase as $L \to \infty$. On the other hand, at very low temperatures, double degeneracy requires that $P(0)$ should decrease and infinite degeneracy requires that it should tend to a constant. What follows from our computed $D(E, q)$ for different system
FIG. 3: The size dependence of the order-parameter distribution $P(q)$. (a) A linear plot for $T = 0.5$ and for $L = 4, 6, 8$, and 10. The peak position moves left as the system size is increased. Because the data points are very dense for $L = 10$, the error bar is shown only at the peak, where the statistical error is the largest. (b) A semi-logarithmic plot for $T = 0.5$. The error bars are shown only for a part of the data points. (c) A linear plot for $T = 0.4$ and for $L = 4, 6$, and 8. The peak position moves left as the system size is increased. (d) A semi-logarithmic plot for $T = 0.4$. The error bars are shown only for a part of the data points. (e) A linear plot for $T = 0.3$ and for $L = 4, 6$, and 8. The peak position moves left as the system size is increased. (f) A semi-logarithmic plot for $T = 0.3$. The error bars are shown only for a part of the data points.
sizes is shown in Fig. 6. Near $T_c$, $P(0)$ does increase with an increasing $L$. At lower temperatures, however, it tends to a constant, a behavior supporting infinite degeneracy. At still lower temperatures, it tends to zero, a behavior consistent with double degeneracy. We note that a crossover scenario from critical, mean-field, to droplet behavior was predicted from the Migdal-Kadanoff approximation [25]. In particular we point out the similarity of our Fig. 6 to their Fig. 5. We thus suggest that most previous Monte Carlo studies, claiming to see behavior supporting the mean-field picture (infinite degeneracy), based on results for $T$ only as low as 0.7, missed behavior consistent with the droplet picture (double degeneracy) which only appears at much lower temperatures.

Palassini and Young [21] have studied the scaling of the smoothed quantity $x(1/2) = \int_{-1/2}^{1/2} P(q) dq$, and found a crossover scaling between $T = 0$ behavior, where $x(1/2)$ becomes trivial for $L \to \infty$ and finite-temperature behavior, where the non-trivial part of $P(q)$ has a much weaker dependence on $L$ and is possibly size independent. The crossover is consistent with the qualitative features of our results. In fact, Palassini and Young’s Fig. 4, showing this crossover, is strikingly similar to our Fig. 6. The remark by Palassini and Young that our $P(0)$ drops dramatically at low $T$ as $L$ increase was based on the preliminary analysis of our data where $P(0)$ was determined in the absence of the smoothing. Palassini and Young also point to possible different behavior between models with Gaussian distributed exchange interactions, where $P(0)$ might be non-trivial as $L \to \infty$ and bimodal ones, where $P(0)$ becomes trivial.

We also note the recent zero temperature work by Hed, Domany, and Hartmann [34].
FIG. 5: The size dependence of the order-parameter distribution \( P(q) \). (a) A linear plot for \( T = 0.8 \) and \( L = 4, 6, 8, \) and 10. The peak position moves left as the system size is increased. Because the data points are very dense for \( L = 10 \), the error bar is shown only at the peak, where the statistical error is the largest. (b) A semi-logarithmic plot for \( T = 0.8 \). The error bars are shown only for a part of the data points. (c) A linear plot for \( T = 0.7 \) and for \( L = 4, 6, 8, \) and 10. The peak position moves left as the system size is increased. For \( L = 10 \), the error bar is shown only at the peak. (d) A semi-logarithmic plot for \( T = 0.7 \). The error bars are shown only for a part of the data points. (e) A linear plot for \( T = 0.6 \) and for \( L = 4, 6, 8, \) and 10. The peak position moves left as the system size is increased. For \( L = 10 \), the error bar is shown only at the peak. (f) A semi-logarithmic plot for \( T = 0.6 \). The error bars are shown only for a part of the data points.
The data in this figure were obtained after data processing illustrated in Fig. [4].

These investigators also found the need to smooth the values of $P(q)$, and for better statistics they chose to study $x^* = \int_{0.4}^{0.7} P(q) \, dq$. In the ground state they claim that $x^*$ scales to a small non-trivial value. To be more precise, they first separated $P(q)$ into a part that comes from the big peaks close to $q = \pm 1$ that have an $L$-dependent tail at $q = 0$ which scales to zero and into a part more proper to ground-state excitations whose scaling with $L$ is the central issue. For this latter part they claim $x^*$ is non-trivial in the thermodynamic limit.

### B. Binder parameter

The Binder parameter for spin glasses $g_{sg}$, defined by Eq. (9), is essentially the kurtosis of the order-parameter distribution $P(q)$. Because of the dimensionless combination of the second moment and the fourth moment, this parameter (except for effects due to correction to scaling) is expected to be independent of the system size at fixed points, i.e., $T = 0$, $T = T_c$, and $T \to \infty$. For conventional phase transitions such as ferromagnetic transitions, its temperature dependence for various system sizes has a crossing point at the critical temperature. At the high-temperature ($T \to \infty$) fixed point, the order-parameter distribution $P(q)$ should be Gaussian. Hence we should have

$$\int q^4 P(q) dq = 3 \left( \int q^2 P(q) dq \right)^2,$$

(10)
FIG. 7: The temperature dependence of the Binder parameter $g(T, L)$ for $L = 4, 6, \text{and } 8$. The statistical errors are comparable to the symbol size.

or

$$[\langle q^4 \rangle]_{\text{av.}} = 3 [\langle q^2 \rangle]^2_{\text{av.}}.$$  \hspace{1cm} (11)

Thus the high temperature fixed-point value of the Binder parameter is zero, \textit{i.e.}, $g_{sg}(\infty, L) = 0$. In the high-temperature phase, the Binder parameter $g_{sg}(T, L)$ is renormalized to be zero from above as $L \to \infty$. At the low-temperature ($T = 0$) fixed point, on the other hand, if the order parameter takes only two values $\pm q_0$, as in the thermodynamic limit of usual ferromagnets, we have

$$[\langle q^4 \rangle]_{\text{av.}} = [\langle q^2 \rangle]^2_{\text{av.}} = q_0^4$$  \hspace{1cm} (12)

and hence the fixed-point value of the Binder parameter is unity: $g_{sg}(0, L) = 1$. In the low-temperature phase, the Binder parameter $g_{sg}(T, L)$ is renormalized to be unity from below as $L \to \infty$. At $T = T_c$, the Binder parameter $g_{sg}(T_c, L)$ is expected to have a nontrivial universal value between zero and unity. Thus the crossing point of $g_{sg}(T, L)$ should give the critical temperature $T_c$.

Our Monte Carlo simulation found the crossing point of the Binder parameter as shown in Fig. 7 \cite{47}. The critical point $T_c$ should be in the region $0.8 \geq T_c \geq 1.1$. For the moment, because of strong corrections to scaling, it is difficult for us to carry out sophisticated scaling analysis and obtain a more accurate estimate of $T_c$. Previous studies \cite{5, 6, 7, 8} on much larger systems claim $T_c \simeq 1.1$. 
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FIG. 8: The temperature dependence of the Binder parameter \( g(T, L) \) for \( L = 4, 6, \) and 8.

FIG. 9: The size dependence of the Binder parameter at \( T = 0.3 \). The Binder parameter is approaching unity rapidly.

We now offer further evidence for a doubly degenerate ground state, as opposed to an infinitely degenerate one, by reporting our results for the low-temperature behavior of the Binder parameter in Fig. 8. These results strongly suggest that the Binder parameter tends to unity as \( T \to 0 \) and \( L \to \infty \). This behavior is consistent with Fig. 1a and not with Fig. 1b, as the Binder parameter is less than unity even at \( T = 0 \) and \( L \to \infty \). Our Monte Carlo results thus clearly support double degeneracy (see Fig. 9).
FIG. 10: The temperature dependence of the energy density and the free-energy density. (b) is an enhanced view of (a). The statistical errors are smaller or comparable to the symbol size.

C. Residual entropy

We calculated the entropy density from the difference between the energy and the free energy, \( i.e. \)

\[
S = \frac{\langle E \rangle_{av} - F}{NT},
\]

where \( F \) is the free energy calculated from the Monte Carlo output \( D(E, q) \) via

\[
F = -\frac{1}{\beta} \log Z = -\frac{1}{\beta} \log \left( \sum_{E, q} D(E, q) e^{-\beta E} \right).
\]

Figure 10 shows the energy and free-energy densities. The difference between them is shown in Fig. 11. It is clear that at \( T = 0.1 \) the estimates of the entropy are virtually the residual entropy at \( T = 0 \). The residual entropy is plotted in Fig. 12. The convergence to the thermodynamic limit is quite rapid and the entropy seems to remain finite in the thermodynamic limit. Hartmann [45] also observed a rapid convergence to a finite entropy from a ground-state search on systems up to \( L = 8 \). He obtained a similar estimate of the residual entropy \( s(T = 0) = 0.051(3) k_B \).

Although Hartmann used the existence of the residual entropy as evidence for the mean-field picture, its existence is on the contrary entirely consistent with the droplet picture. The degeneracy of the ground states predicted by these pictures is the degeneracy of thermodynamic (macroscopic) states, while the residual entropy comes from the degeneracy of microscopic states. The distinction is important to note.
Because the energy of a finite-sized $\pm J$ model is discrete, there is an inevitable degeneracy of the ground states. The issue is whether the degeneracy arises from these microscopically degenerate states or from many macroscopically different states. To make the distinction clearer, we will now consider a toy model in which we quench the exchange interactions into a periodic configuration with a unit cell of linear size $l$. This model has a ground state with a periodic spin configuration. We will assume, however, that every unit cell has one connected cluster of spins such that the spin inversion of the cluster does not change the ground-state energy (See Fig. 13). We refer to such spin clusters as “zero-energy droplets”
FIG. 13: Toy model with a finite residual entropy density and delta-function peaks in $P(q)$. In the figure, $L$ is the linear size of the whole system, $l$ is the size of the unit cell, and $v$ is the volume of a zero-energy droplet.

The number of such droplets in a system of linear size $L$ is $N_{\text{zed}} = (L/l)^d$, where $d$ is the dimensionality. The degeneracy of the ground-state energy is $2^{N_{\text{zed}}}$. Therefore, the residual entropy density of the toy model takes a finite value

$$s_{\text{toy}}(T = 0) = L^{-d} \times k_B \ln \left(2^{N_{\text{zed}}} \right) = k_B l^{-d} \ln 2.$$  

(15)

This model, on the other hand, produces a $P(q)$ consistent with the droplet picture: Consider two replicas of the toy model. Without loss of generality, we can fix the spin configuration of one replica and calculate contributions from different spin configurations of
the other replica. The distribution of the order parameter is given by

\[
|q| = 1 \quad \text{with the probability } 2^{-N_{\text{zed}}},
\]

\[
|q| = 1 - 2v/L^d \quad \text{with the probability } 2^{-N_{\text{zed}}} \times N_{\text{zed}},
\]

\[
|q| = 1 - 4v/L^d \quad \text{with the probability } 2^{-N_{\text{zed}}} \times \frac{1}{2} N_{\text{zed}}(N_{\text{zed}} - 1),
\]

\[
\ldots
\]

\[
|q| = 1 - 2nv/L^d \quad \text{with the probability } 2^{-N_{\text{zed}}} \times \binom{N_{\text{zed}}}{n}
\]

\[
\ldots,
\]

where \( v \) is the volume of each zero-energy droplet. In the thermodynamic limit \( L \to \infty \) or equivalently \( N_{\text{zed}} \to \infty \), the probability for \( n = N_{\text{zed}}/2 \) overwhelms and hence \( P(q) \) converges to a delta-function peak at

\[
q = 1 - \frac{N_{\text{zed}}}{2} 2vL^d = 1 - \frac{v}{L^d}.
\]

and to a second delta-function peak at \(-q\).

III. GROUND-STATE DEGENERACY OF THE ±J MODEL

The toy model just introduced is easily converted to a more realistic one for the ground-state degeneracy of the ±J model by allowing unequally-sized droplet volumes \( v_i \) \((i = 1, 2, 3, \ldots, N_{\text{zed}}(L))\). In defining the volume of these droplets, we always take the minimal volume; for example, if a zero-energy droplet contains another zero-energy droplet, we decompose them into two droplets as shown in Fig. [4]. In addition, the possible maximum volume of the zero-energy droplet is \( L^d/2 \): if there is a zero-energy droplet larger than the half of the system, we re-define the original ground-state spin configuration by flipping the largest zero-energy droplet.

The ground-state degeneracy is \( 2^{N_{\text{zed}}(L)} \), and hence the residual entropy density is given by

\[
s(T = 0; L) = L^{-d} k_B \ln \left( 2^{N_{\text{zed}}(L)} \right) = L^{-d} N_{\text{zed}}(L) k_B \ln 2.
\]

We now define the distribution of the zero-energy droplets as \( n_{\text{zed}}(v) \) so that we have

\[
N_{\text{zed}}(L) = L^d \int_1^{L^d/2} n_{\text{zed}}(v) dv.
\]
FIG. 14: If a zero-energy droplet contains another zero-energy droplet as shown on the left, we define the volumes of the two droplets as shown on the right.

and rewrite Eq. (18) as

$$s(T = 0; L) = k_B \ln 2 \times \int_{1}^{L^d/2} n_{zed}(v)dv.$$ (20)

Next, we consider the ground-state value of $\langle |q| \rangle$, and again we fix the spin configuration of one replica to the original ground-state spin configuration. Various contributions come from the spin configurations of the other replicas with some of the zero-energy droplets flipped. We extend Eq. (16) and obtain

$$|q| = 1 \quad \text{with the probability } 2^{-N_{zed}},$$

$$|q| = 1 - 2v_i/L^d \quad \text{with the probability } 2^{-N_{zed}} \text{ for } i = 1, 2, \ldots, N_{zed},$$

$$|q| = 1 - 2(v_i + v_j)/L^d \quad \text{with the probability } 2^{-N_{zed}} \text{ for } i, j = 1, 2, \ldots, N_{zed} \text{ with } i < j,$$

$$|q| = 1 - (2/L^d) \sum_{m=1}^{n} v_{i_m} \quad \text{with the probability } 2^{-N_{zed}} \text{ for } i_1, i_2, \ldots, i_n = 1, 2, \ldots, N_{zed} \text{ with } i_1 < i_2 < \cdots < i_n,$$

$$\ldots$$

Summing all contributions, we find

$$\langle |q| \rangle = 1 - \frac{2}{2^{N_{zed}} L^d} \left[ \sum_i v_i + \sum_{i<j} (v_i + v_j) + \cdots \right] = 1 - \alpha_{zed},$$ (22)

where

$$\alpha_{zed}(L) \equiv \frac{1}{L^d} \sum_{i=1}^{N_{zed}} v_i = \int_{1}^{L^d/2} vn_{zed}(v)dv.$$ (23)
We can now compute $\langle q^2 \rangle$ in the same way and obtain

$$
\langle q^2 \rangle = \frac{1}{2N_{zed}} \left[ \sum_i \left\{ 1 - \frac{2}{L^d} v_i \right\}^2 + \sum_{i<j} \left\{ 1 - \frac{2}{L^d} (v_i + v_j) \right\}^2 + \cdots \right].
$$

(24)

which reduces to

$$
\langle q^2 \rangle = (1 - \alpha_{zed})^2 + \beta_{zed},
$$

(25)

or

$$
\langle q^2 \rangle - \langle |q| \rangle^2 = \beta_{zed},
$$

(26)

where

$$
\beta_{zed}(L) \equiv \frac{1}{L^{2d}} \sum_{i=1}^{N_{zed}} v_i^2 = \frac{1}{L^d} \int_1^{L^d/2} v^2 n_{zed}(v) dv.
$$

(27)

Similarly we have

$$
\langle q^4 \rangle - 3 \langle q^2 \rangle^2 + 2 \langle |q| \rangle^4 = -2 \gamma_{zed},
$$

(28)

where

$$
\gamma_{zed}(L) \equiv \frac{1}{L^{4d}} \sum_{i=1}^{N_{zed}} v_i^4 = \frac{1}{L^{3d}} \int_1^{L^d/2} v^4 n_{zed}(v) dv.
$$

(29)

If the order-parameter distribution $P(q)$ has only two delta-function peaks at the $L \to \infty$ limit, then the left-hand sides of Eq. (26) and Eq. (28) vanish. This condition is satisfied if the density distribution of the zero-energy droplets $n_{zed}(v)$ decays fast enough as $v \to \infty$. If $n_{zed}(v)$ decays exponentially, the integrals in Eqs. (27) and (29) give finite values; hence $\beta_{zed}(L) = O(L^{-d})$ and $\gamma_{zed}(L) = O(L^{-3d})$. If $n_{zed}(v)$ decays as $v^{-x}$ with $x > 2$, we have $\beta_{zed}(L) = O(L^{-d \min(1,x-2)})$ and $\gamma_{zed}(L) = O(L^{-d \min(3,x-2)})$.

On the other hand, if the order-parameter distribution $P(q)$ has a non-trivial part as $L \to \infty$, $\alpha_{zed}(L)$, $\beta_{zed}(L)$, and $\gamma_{zed}(L)$ all give finite values as $L \to \infty$. These conditions are satisfied if the distribution function decays as $n_{zed}(v) \sim v^{-2}$.

In our numerical results, both $\beta_{zed}(L)$ and $\gamma_{zed}(L)$ appear to be decreasing as $L$ is increased (Fig. 15). The decrease is roughly $O(L^{-1})$, although the statistical errors are too large to make a more definite statement. This behavior is additional evidence for a doubly degenerate ground state. From our numerical results we suggest that the size distribution of the zero-energy droplets decays as $n_{zed}(v) \sim v^{-x}$ with $x > 2$. 
FIG. 15: The size dependence of (a) $\beta_{\text{zed}}(L)$ and (b) $\gamma_{\text{zed}}(L)$. Both quantities are vanishing as $L \to \infty$.

IV. SUMMARY

The results of our multicanonical Monte Carlo calculation suggest a doubly degenerate ground state. Our main findings supporting double degeneracy are: (i) $P(q)$ near $q \simeq 0$ decreasing at low temperatures as the system size is increased; (ii) the Binder parameter approaching unity at low temperatures; (iii) the effect of the ground-state degeneracy on moments of the overlap order parameter. In different temperature ranges, however, we further demonstrated, within finite size limitations, that the same density of states gave different scaling behaviors as a function of the system size. Only at very low temperatures is the scaling consistent with a doubly degenerate ground state.

We believe our numerical results are consistent with recent analytic and numerical work and spin-glass themes pointing to a decoupling of the degeneracy of the ground state from the standard droplet and mean-field pictures and placing emphasis on the nature of the low-energy excitations and entropic fluctuations with them. Our numerical work provides information on these excitations only through the density of states. The $P(0)$ predicted from this density of states is trivial at low temperatures. For finite systems, our density of states predicts crossover thermodynamic behavior as the temperature is lowered.
Acknowledgments

We thank E. Domany for a helpful conversation. We gratefully acknowledge computational support from the Applied Mathematics program of the Department of Energy for the use of the massively parallel computers at NERSC, from the Center for Nonlinear Studies (CNLS) at Los Alamos National Laboratory for the use of its parallel computer Avalon, and from the Los Alamos Directed Research program at Los Alamos for computer time on the ASCI Blue Mountain computer. The use of the random-number generator library SPRNG of National Center for Supercomputing Applications (NCSA) at University of Illinois is also gratefully acknowledged. A part of the computation was also carried out on a PC-cluster parallel computer ARK of Aoyama Gakuin University [49].

APPENDIX A: MULTICANONICAL MONTE CARLO METHOD

We will describe the multicanonical Monte Carlo method from a viewpoint [4] slightly different from other authors [40, 41, 42, 43, 44]. We first compare it with random-sampling and canonical methods.

Suppose that we perform a Monte Carlo simulation aimed at sampling from the weight $W(E)$. After the simulation has equilibrated, that is, after the Markov chain reaches a steady-state, each microscopic state (spin configuration) is generated at a rate proportional to $W(E)$. Also suppose that in “equilibrium” we construct a histogram $h(E)$ of the energy $E$ values associated with each configuration (state) generated. The rate at which a state with the energy $E$ appears is proportional to $D(E)W(E)$, where $D(E)$ is the density of states.

In a random-sampling simulation, one generates all microscopic states at the same rate. In other words, $W(E) = \text{const.}$, and hence the resulting histogram is proportional to the density of states: $h(E) \propto D(E)$ (see Fig. [10]). In many cases, the density of states becomes very small in low-energy regions. Hence simulations based on the random sampling generally have difficulty investigating low-temperature properties because the low-energy states, which dominate the thermodynamic average at low temperatures, are generated only infrequently, if at all.

Importance sampling algorithms, like the Metropolis algorithm for canonical ensemble,
FIG. 16: Schematic of the histograms of energy values generated in the random-sampling, canonical, and multicanonical simulations.

were developed to overcome this difficulty. Here states are generated with the importance weight $W(E) \propto e^{-\beta E}$, and hence the energy histogram is $h(E) \propto e^{-\beta E} D(E)$. Thus, in ideal cases, low-energy states appear at a greater frequency at low temperatures. In spin-glass simulations, however, the simulation tends to get stuck in local minima of the free-energy landscape.

In the multicanonical simulations, the importance weight is set to $W(E) \propto 1/D(E)$, and hence the energy histogram should be flat. Of course, one cannot set $W(E) \propto 1/D(E)$ because the density of states is \textit{a priori} unknown. However, the multicanonical method is a procedure that makes the importance weight converge to the reciprocal of the density of states \cite{52}. The aim is to ensure better statistics of low-energy states than in the random-sampling method and, at the same time, generate more high-energy states than in the canonical method so that the system can escape local free-energy minima.

Berg and others have invented \cite{40, 41} and applied \cite{42, 43, 44} this method to spin glasses, taking the weight of each spin configuration $\{\sigma\}$ either as

$$W(\{\sigma\}) \propto 1 / D(E(\{\sigma\})) \quad (A1)$$

or

$$W(\{\sigma\}) \propto 1 / D(q(\{\sigma\})) \quad (A2)$$

where $D(E)$ is the density of states with respect to the energy and $D(q)$ is the one with respect to the overlap order parameter.
In the ideal situation, the multicanonical simulation effectively generates a random walk in the macroscopic phase space. Because all the thermodynamic states should appear with the same probability, one can expect that the autocorrelation time of a thermodynamic variable \( E \) in the above case is proportional to the volume (the number of the sites). In the simulation of the ±\( J \) model, the energy change after each spin flip is of the order of \( J \). On the other hand, the upper and lower bounds of the energy are of the order of \( NJ \), where \( N = L^d \) is the number of the spins. Hence the number of spin flips necessary for the random walk to cover the entire energy phase space is on the average of the order of \( N^2 \). Thus if random walk is in energy space, a one-dimensional space, the measured energy should decorrelate after \( N^2 \) Monte Carlo steps or \( N \) Monte Carlo sweeps. (A sweep is the attempt to flip each Ising spin once on average.)

This ideal situation was not achieved in the previous applications of the multicanonical simulations to spin glasses \[12, 13, 14\]. Berg et al. reported \( \tau \propto N^{2.8} \) for the importance weight \( (A1) \[12\] \) and \( \tau \propto N^{2.42} \) for the importance weight \( (A2) \[14\] \). (Here \( \tau \) is measured in the unit of Monte Carlo sweep.) This suggests that the slow dynamics in the low-energy region was not removed completely in these mono-variate multicanonical simulations. (Note, however, that Berg et al. did not use the conventional definition of the autocorrelation time in measurement of \( \tau \). This might be a contribution to the above power law behavior.)

In the present study, we carried out the simulation using the bivariate importance weight:

\[ W \propto 1 / D(E, q). \quad (A3) \]

As shown in Fig. 17 (a), we almost achieved the ideal situation \( \tau \propto N \). The random walk in the two-dimensional phase space is illustrated in Fig. 17 (b). The autocorrelation plotted in Fig. 17 (a) was computed as follows: We first measured the autocorrelation as the simple Monte Carlo average without any weighting:

\[
C_E(t) \equiv \frac{1}{N_{\text{MCS}}} \sum_j E(j)E(j + t) \quad (A4)
\]

\[
C_q(t) \equiv \frac{1}{N_{\text{MCS}}} \sum_j q(j)q(j + t), \quad (A5)
\]

where \( N_{\text{MCS}} \) is the number of Monte Carlo steps for measurement. Then the autocorrelation time was computed as the integrated time:

\[
\tau_E \equiv \frac{1}{C_E(0)} \sum_{t=0}^{\tilde{t}_E} C_E(t), \quad (A6)
\]
FIG. 17: (a) System-size dependence of the autocorrelation time $\tau$ with respect to $E$ and $q$. The dotted line represents the power law $\tau \propto N^{2.42}$, which was reported in [44]. (b) An example of the random walk in the phase space $(E, q)$. The system size simulated here is $L = 4$. The time series of 2500 Monte Carlo sweeps after equilibration is plotted.

$\tau_q \equiv \frac{1}{C_q(0)} \sum_{t=0}^{\tilde{t}_q} C_q(t), \quad (A7)$

where $\tilde{t}_E$ ($\tilde{t}_q$) is defined as the time when $C_E(t)$ ($C_q(t)$) first becomes negative.

There is a drawback with the bivariate simulation: large electronic memory is needed to store the data from which the bivariate histogram is constructed. For the Ising model we used the number of all possible discrete states to equal the number of bins in the energy phase space. This number was of the order of $L^d$ and was similarly sized in the $q$ phase space. Hence an array of the size $L^{2d}$ was necessary to store each density of states $D(E, q)$, the histogram $h(E, q)$, and related work space. The combined storage requirements amounted to nearly 30MB per sample for $L = 10$ and 400MB per sample for $L = 16$. Based on direct comparisons with the original mono-variate multicanonical method, we have, however, concluded that for spin-glass simulations the use of both $E$ and $q$ is essential for improving the slow dynamics [3]. We comment that bivariate multicanonical Monte methods have been previously used in different contexts, e.g., protein folding simulations [50, 51].

The actual algorithm of the multicanonical method has the following structure:

(A) Make a guess at the density of states, $D_0(E, q)$. Start the following loop with $i = 0$.

(B) The outer loop (multicanonical-iteration loop):
(a) Set the importance weight to $W_i = 1/D_i$. Calculate the energy and the order parameter of the initial spin configuration, $E_0$ and $q_0$. Start the following loop with $j = 0$.

(b) The inner loop (spin-update loop):

(i) Choose a spin to be updated. Calculate the energy and the order parameter, $E'_j$ and $q'_j$, assuming that the spin is actually flipped.

(ii) Calculate the spin-flip probability as

$$P_{\text{flip}} = \min \left(1, \frac{W_i(E'_j, q'_j)}{W_i(E_j, q_j)} \right)$$  \hspace{1cm} (A8)

(iii) Draw a random number $R \in [0, 1]$. If $R < P_{\text{flip}}$, flip the spin and make the substitution $E_{j+1} = E'_j$ and $q_{j+1} = q'_j$. Otherwise, keep the current spin configuration and make the substitution $E_{j+1} = E_j$ and $q_{j+1} = q_j$.

(iv) Increment the histogram bin $h_i(E_{j+1}, q_{j+1})$ by one. This step should be skipped during the burn-in stage (specifically given below), that is, until the simulation reaches “equilibrium” for the importance weight $W_i$.

(v) Increment the number of steps $j$ by one and go to the step (i) until $j$ exceeds a pre-determined number.

(c) Measure physical quantities $Q(E, q)$ via

$$\langle Q \rangle_i = \frac{1}{Z_i} \sum_{E,q} Q(E, q) e^{-\beta E} h_i(E, q) D_i(E, q),$$  \hspace{1cm} (A9)

where the partition-function estimate is given by

$$Z_i = \sum_{E,q} e^{-\beta E} h_i(E, q) D_i(E, q).$$  \hspace{1cm} (A10)

In practice, this step was skipped until the histogram $h_i$ became reasonably flat (see below for more specifics).

(d) Update the guess of the density of states as follows:

$$D_{i+1}(E, q) = \frac{D_i(E, q) (h_i(E, q) + 1)}{\text{Normalization}}.$$  \hspace{1cm} (A11)

The normalization constant is chosen so that the integration of the density of states becomes unity. (An extra count is added to the histogram in (A11) in order to avoid zero division in setting the next importance weight $W_{i+1} = 1/D_{i+1}$.)
(e) Increment the number of multicanonical iterations $i$ by one and go to the step (a), until the histogram meets certain conditions of being flat.

The method is an iterative procedure requiring an initial guess $D_0(E, q)$ of $D(E, q)$. We found our average results to be quite independent of this guess, but used the following particularly convenient and efficient choice: Our choice was a flat one for $L = 4$, a case where the convergence was very rapid. The results for this system size were then scaled and used for the starting points for larger systems.

For a given iteration, step (iv) should be skipped until the simulation reaches “equilibrium” for the importance weight $W_i$. For $L = 4, 6, 8,$ and $10$, we used $10,000, 40,000, 50,000,$ and $100,000$ Monte Carlo sweeps for this burn-in stage. The number of the burn-in sweeps were approximately a hundred times longer than the autocorrelation time given in Fig. 17a. The autocorrelation times were determined before we began our production running. After the burn-in we used $1,000,000, 4,000,000, 5,000,000, \text{ and } 10,000,000$ sweeps for the different systems sizes during each iteration step; that is, the number of sweeps in each iteration was $10,000$ times the measured autocorrelation time and one hundred times the burn-in time.

Step (c) was skipped until the histogram $h_i$ became reasonably flat. The number of iterations required for this varied as function of $L$ and from one random bond configuration to another for a given $L$. For $L = 4$, the range was $2$ to $15$; for $L = 6$, $2$ to $23$; for $L = 8$, $2$ to $276$; and for $L = 10$, $4$ to $227$. True flatness is never achieved nor is it necessary. What is important is the histogram be reasonably flat, extends to the band edges, and lacks spikes at the band edges. In defining a “reasonable” flatness criteria, which is the criterion for the iteration to have converged, we were motivated by the following observations: While converging, the histogram typically is first concentrated in the mid-part of the density of states and expands outward towards the upper and lower bounds of the energy (band edges) and the order parameter until it becomes flat. At the leading edges, spiky structures sometimes appear as the histogram is crossing over from occupied to unoccupied states. When the edges are reached, the spikes disappear. We defined the histogram to be flat, whenever the total count at the minimum energy and that at $E = 0$ were within one sigma of the average histogram count. In contrast to the usual Ising model, the band width for a bond configuration is not known $a \text{ priori}$, but it is easy to estimate from short runs and then set it slightly larger than expected to handle extremal states. In
general, we found the multicanonical method to be an efficient estimator of the lowest energy
of a given bond configuration.

After convergence, we repeated the outer loop five times after so that we could detect
erroneous estimates of the density of states; that is, using the just determine \( D(E, q) \) as
the starting point, we repeated multicanonical procedure until five consecutive iterations
maintained convergence. Testing determined that five was an adequate number to avoid
false convergence. We also divided the inner loop into ten blocks, from which we calculated
the statistical errors. Because the length of each block is about 1000 times longer than the
auto-correlation time, the absence of correlations between block averages is expected and
standard estimates for statistical error were used.

Because it is an importance estimator, (A9) could in principle be applicable before the
histogram becomes flat; that is, achieving flatness is not an essential requirement for the
accuracy of the method if importance weighted estimators are used. Even with convergence,
we used such estimators for the sake of caution. We only collected data for converged results.
With sufficient statistics, the histogram \( h_i \) would be proportional to \( W_i(E, q) D(E, q) = \)
\( D(E, q)/D_i(E, q) \), where \( D(E, q) \) is the true density of states. Thus the estimator (A9)
would give

\[
\langle Q \rangle_i \simeq \frac{1}{Z_i} \sum_{E,q} Q(E, q) e^{-\beta E} D(E, q),
\]

(A12)

with the partition function

\[
Z = \sum_{E,q} e^{-\beta E} D(E, q).
\]

(A13)

We comment again that we could have calculated all physical quantities after the simu-
lations were completed, provided we had stored the density of states for each random bond
configuration on disk. This procedure would requires a huge amount of disk space because
of the need to simulate a large number of random samples.

We also note that Marinari et al. [53] have recently tried to implement our bivariate ver-

cion of Berg and Neuhaus’s multicanonical method and reported experiences very different
from ours. They reported difficulties in ergodicly sampling the importance function, finding
it only remained “flat” only by using an order of magnitude larger number of Monte Carlo
sweeps than we used. This would correspond needing burn-in times and block sizes 1000
times our estimated auto-correlation time. More importantly the very small values of \( h_i \)
erratically riddling their histograms would translate into very small values of \( h_i(E, q) D_i(E, q) \),
which should have caused our measured values for a given bond configuration to vary widely. We did not observe this, and our estimates of autocorrelation time were consistent for different system sizes. As mentioned above, most of our data analysis was done “on-the-fly” to avoid storage problems so we cannot re-examine the actual data for our reported results. However, when a referee pointed out to us the Marinari et al. difficulties, we immediately executed a number of simulations for the $L = 8$ system size causing Marinari et al. problems and looked at the same quantity that they reported in their Fig. 3. We never saw the behavior that they claimed occurs. The origin of the discrepancy between their results and ours is unknown to us.

[1] S. F. Edwards and P. W. Anderson, J. Phys. F: Metal Phys. 5, 965–974 (1975).
[2] K. Binder and A. P. Young, Rev. Mod. Phys. 58, 801–976 (1986).
[3] Preliminary results have been reported at the 8th Tohwa University International Symposium, Fukuoka, Japan, at the 12th Annual Workshop of Center for Simulational Physics, University of Georgia, and at the 5th International Conference on Computational Physics, Kanazawa, Japan. See the proceedings, N. Hatano and J. E. Gubernatis, in Slow Dynamics in Complex Systems, edited by M. Tokuyama and I. Oppenheim, pp. 565–566 (American Institute of Physics, Maryland, 1999); and in Recent Developments in Computer Simulation Studies in Condensed Matter Physics, edited by D. P. Landau, pp. 149–161 (Springer, Berlin, 2000); Prog. Theor. Phys. Suppl. 138 442–447 (2000).
[4] J. Gubernatis and N. Hatano, Computing in Science & Engineering 2, No.2, 95–102 (2000).
[5] N. Kawashima and A. P. Young, Phys. Rev. B 53, R484–R487 (1996).
[6] K. Hukushima, H. Takayama and K. Nemoto, Int. J. Mod. Phys. C 7, 337–344 (1996).
[7] M. Palassini and S. Caracciolo, Phys. Rev. Lett. 82, 5128 (1999).
[8] H. Ballesteros, A. Cruz, L. A. Fernández, V. Martín-Mayor, J. Pech, J. J. Ruiz-Lorenzo, A. Tarancón, P. Téllez, C. L. Ullod, C. Ungil, Phys. Rev. B 62, 14237 (2000).
[9] For a review, M. Mézard, G. Parisi and M. Virasoro, Spin Glass Theory and Beyond (World Scientific, Singapore, 1987).
[10] D. Sherrington and S. Kirkpatrick, Phys. Rev. Lett. 35, 1792–1796 (1975).
[11] G. Parisi, Phys. Rev. Lett. 43, 1754–1756 (1979).
[12] A. J. Bray and M. A. Moore, in Heidelberg Colloquium on Glassy and Dynamical Systems and Optimization, edited by L. van Hemmen and I. Morgenstern (Springer-Verlag, Heidelberg 1986).

[13] D. S. Fisher and D. A. Huse, Phys. Rev. Lett. 56, 1601–1604 (1986).

[14] D. S. Fisher and D. A. Huse, Phys. Rev. B 38, 386–411 (1988).

[15] E. Marinari, G. Parisi, J. Ruiz-Lorenzo and F. Ritort, Phys. Rev. Lett. 76, 843–846 (1996).

[16] D. Iniguez, E. Marinari, G. Parisi and J. Ruiz-Lorenzo, J. Phys. A: Math. Gen. 30, 7337–7347 (1997).

[17] E. Marinari, Phys. Rev. Lett. 82, 434–437 (1999).

[18] A. Hartmann, Eur. Phys. J. B 13, 539 (2000).

[19] M. Palassini and A. P. Young, Phys. Rev. Lett. 83, 5126 (1999).

[20] M. Palassini and A. P. Young, Phys. Rev. Lett. 85, 3017 (2000).

[21] M. Palassini and A. P. Young, Phys. Rev. B 63, 140408(R) (2001).

[22] T. Komori, H. Yoshino, and H. Takayama, J. Phys. Soc. Jpn. 68, 3387 (1999); J. Phys. Soc. Jpn. 69, 1192 (2000).

[23] C. M. Newman and D. L. Stein, Phys. Rev. Lett. 76, 515–518 (1996).

[24] C. M. Newman and D. L. Stein, Phys. Rev. E 57, 1356–1366 (1998).

[25] M. A. Moore, H. Bokil and B. Drossel, Phys. Rev. Lett. 81, 4252–4255 (1998).

[26] E. Marinari, G. Parisi, J. J. Ruiz-Lorenzo, and F. Zuliani, Phys. Rev. Lett. 82, 5176 (1999).

[27] H. Bokil, A. J. Bray, B. Drossel, and M. A. Moore, Phys. Rev. Lett. 82, 5177 (1999).

[28] F. Krzakala and O. C. Martin, Europhys. Lett. 53, 749 (2001).

[29] H. G. Katzgraber, M. Palassini and A. P. Young, Phys. Rev. B 63, 184422 (2001).

[30] H. G. Katzgraber and A. P. Young, Phys. Rev. B 64, 104426 (2001).

[31] G. Hed, A. K. Hartmann, D. Stauffer, and E. Domany, Phys. Rev. Lett. 86, 3148 (2001).

[32] G. Hed, E. Domany, M. Palassini, and A. P. Young, cond-mat/0104264.

[33] E. Marinari, O.C. Martin and F. Zuliani, cond-mat/0103534.

[34] G. Hed, A. K. Hartmann and E. Domany, Europhys. Lett. 55, 112 (2001).

[35] J. Lamareq, J.-P. Bouchaud, O. C. Martin and M. Mezard, cond-mat/0107544.

[36] J. Houdayer and O. C. Martin, Phys. Rev. Lett. 82, 4934 (1999).

[37] J. Houdayer, F. Krzakala, and O. C. Martin, Eur. J. Phys. B 18, 467 (2000).

[38] C. M. Newman and D. L. Stein, cond-mat/0105282 and references therein.
[39] H. Nishimori and D. Sherrington, cond-mat/0008139.

[40] B. Berg and T. Neuhaus, Phys. Lett. B 267, 249–253 (1991).

[41] B. Berg and T. Neuhaus, Transitions. Phys. Rev. Lett. 68, 9–12 (1992).

[42] B. A. Berg, U. Hansmann and T. Celik, Phys. Rev. B 50, 16444–16452 (1994).

[43] B. A. Berg, J. Stat. Phys. 82, 323–342 (1996).

[44] B. A. Berg and W. Janke, Phys. Rev. Lett. 80, 4771–4774 (1998).

[45] A. K. Hartmann, cond-mat/9902120.

[46] B. A. Berg, U. E. Hansmann, and T. Celik, Phys. Rev. B 50, 16444 (1994).

[47] Our preliminary results showed a different behavior because of a different and non-standard definition of the Binder cumulant was used.

[48] F. Barahona, R. Maynard, R. Rammal, and J. P. Uhry, J. Phys. A: Math. Gen. 15, 673 (1982).

[49] H. Nakata, N. Hatano, N. Furukawa and K. Kubo, Prog. Theor. Phys. Suppl. 138, 757–758 (2000).

[50] J. Higo, N. Nakajima, H. Shirai, A. Kidera and H. Nakamura, J. Comp. Chem. 16, 2086–2092 (1997).

[51] Y. Iba, G. Chikenji and M. Kikuchi, J. Phys. Soc. Jpn. 67, 3327–3330 (1998).

[52] G. R. Smith and A. D. Bruce, J. Phys. A: Math. Gen. 28, 6623–6643 (1995).

[53] E. Marinari, G. Parisi, F. Ricci-Tersenghi, and F. Zuliani, J. Phys. A: Math. Gen. 34, 383 (2001).
