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Abstract

General relativistic force-free electrodynamics is one possible plasma-limit employed to analyze energetic outflows in which strong magnetic fields are dominant over all inertial phenomena. The amazing images of black hole shadows from the galactic center and the M87 galaxy provide a first direct glimpse into the physics of accretion flows in the most extreme environments of the universe. The efficient extraction of energy in the form of collimated outflows or jets from a rotating BH is directly linked to the topology of the surrounding magnetic field. We aim at providing a tool to numerically model the dynamics of such fields in magnetospheres around compact objects, such as black holes and neutron stars. By this, we probe their role in the formation of high energy phenomena such as magnetar flares and the highly variable teraelectronvolt emission of some active galactic nuclei. In this work, we present numerical strategies capable of modeling fully dynamical force-free magnetospheres of compact astrophysical objects. We provide implementation details and extensive testing of our implementation of general relativistic force-free electrodynamics in Cartesian and spherical coordinates using the infrastructure of the Einstein Toolkit. The employed hyperbolic/parabolic cleaning of numerical errors with full general relativistic compatibility allows for fast advection of numerical errors in dynamical spacetimes. Such fast advection of divergence errors significantly improves the stability of the general relativistic force-free electrodynamics modeling of black hole magnetospheres.
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1. Introduction

Relativistic, magnetically dominated plasma is a basic element of the environments around neutron stars (Goldreich & Julian 1969; Michel 1973; Scharlemann & Wagoner 1973; Contopoulos et al. 1999), especially around magnetars (Lamb 1982; Thompson & Duncan 1995; Beloborodov & Thompson 2007), black holes (Blandford & Znajek 1977) including the accretion disks surrounding them (MacDonald & Thorn 1982; Thorne et al. 1986; Beskin 1997), and their outflows (Takahashi et al. 1990; Lee et al. 2000; Punsly 2001; Lyutikov 2009). The interest for the environments surrounding neutron stars and BHs has sparked recently due to the overwhelming amount of new observations available, e.g., in supermassive BHs (Event Horizon Telescope Collaboration et al. 2019) or magnetars (Turcilla et al. 2015; Kaspi & Beloborodov 2017). If magnetic fields dominate the dynamics, all plasma inertial and thermal contributions may be neglected. Thus, the only role of the plasma is to support the electromagnetic fields. Magnetic fields govern all plasma dynamics; the currents are not merely induced by the electromagnetic fields. Under the aforementioned conditions the plasma becomes force-free (e.g., Uchida 1997).

The correct interpretation of recent breakthrough observations requires building up a solid theoretical understanding of the astrophysical scenarios mentioned above. Due to their complexity and system size, they are well-suited for numerical approaches. To model astrophysical plasma numerically under force-free conditions, two principal formulations have emerged in recent years (see a detailed review in Paschalidis & Shapiro 2013). Komissarov (2004) suggests the time-evolution of the full set of Maxwell’s equations, where the magnetic induction and displacement encode the general relativistic spacetime geometry as non-vacuum effects. This formulation has also been employed in an implementation relying on spectral methods (Piedra, Parfrey et al. 2013, 2017). Furthermore, Palenzuela et al. (2019, 2020), Carrasco & Reula (2017) carried out simulations in spherical geometries and higher-order finite difference approximations (McKinney 2006) introduces a formulation that is based on an adaptation of general relativistic magnetohydrodynamics (GRMHD) to evolve the magnetic field as well as Poynting fluxes in time. As such, it was implemented, for example, in the GRMHD code HARM (Gammie et al. 2003), and in the GrAFFE code (Etienne et al. 2017) provided in the Einstein Toolkit (Löffler et al. 2012). For this project, we have implemented the Maxwell’s equations evolution system in general relativity using the infrastructure of the Einstein Toolkit. To this end, we developed a new code for the numerical integration of the equations of general relativistic force-free electrodynamics (GRFEE) in dynamically evolving spacetimes. This tool has already been applied to the study of the dynamics in magnetospheres around compact objects (Mahlmann et al. 2019, 2020b).

1 http://www.einstein-toolkit.org
The Einstein Toolkit infrastructure, which was originally designed for Cartesian coordinates, has recently been adapted to support spherical coordinates (Mewes et al. 2018, 2020). For certain applications in the realm of astrophysical compact objects, it is beneficial to exploit coordinates that reflect the approximate symmetries these systems possess. Spherical coordinates provide such a coordinate system that enhances the accuracy of the employed method. Starting from the so-called reference metric approach, we write the evolution equations such that they correspond to conservation laws in a conformally related metric. We then use suitable finite volume discretizations (in Cartesian and spherical coordinates, Cerda-Durán et al. 2008) for the integration of intercell fluxes in our time-marching scheme. Alternative approaches have been employed, e.g., by Montero et al. (2014); Mewes et al. (2020) wherein all information about the underlying coordinate system is encoded in geometrical source terms.

This work is organized as a series of papers. This manuscript (Paper I) reviews the general theory of GRFFE and our implementation using the infrastructure of the Einstein Toolkit. The second paper of this series (Mahlmann et al. 2020a) focuses on the characterization of the numerical diffusivity of our algorithm. Sections 2.1 and 2.2 lay out the theory background of GRFFE and introduce an augmented conservative system of partial differential equations (PDEs). We discuss the implementation of this system in our scientific code in the Einstein Toolkit in Sect. 3. Different finite volume integrators used for full support of both Cartesian and spherical coordinates are reviewed in Sects. 3.1.1 and 3.1.2. We discuss two key ingredients for the successful numerical integration of GRFFE, namely the conservation of force-free constraints and the cleaning of numerical errors, in Sects. 3.3 and 3.5. Section 4 assembles a suite of tests for the numerical calibration and characterization of our code. We demonstrate its ability to reproduce the basic dynamics of force-free configurations (Sect. 4.1). We further demonstrate the code’s potential for the modeling of astrophysical plasma in magnetar and BH magnetospheres in Sect. 5. Finally, we outline distinct features of the presented methods as well as implications for GRFFE schemes in general in Sect. 6.

2. General Relativistic Force-Free Electrodynamics

The following sections as well as the code implementation in the Einstein Toolkit employ units where \( M_0 = G = c = 1 \), which sets the respective time and length scales to be \( 1M_0 \equiv 4.93 \times 10^{15} \text{ s} = 1.4779 \text{ km} \). This unit system is a variation of the geometrized units (as introduced in appendix F of Wald 2010), with the additional normalization of the metric to \( 1M_0 \equiv 14779.98 \text{ m} \). It evolves the conformally related metric \( \bar{\gamma} \), and the conformal factor \( e^{\phi} \), which are related by

\[
\bar{\gamma}_{ij} = e^{-4\phi} \gamma_{ij},
\]

(7)

where the conformal factor \( e^{\phi} \) can be written as

\[
e^{\phi} = (\gamma/\bar{\gamma})^\frac{1}{2}.
\]

(8)

\( \gamma \) and \( \bar{\gamma} \) are the determinants of the spatial and conformally related metric, respectively. The BSSN formalism also introduces the conformally related extrinsic curvature and the conformal connection functions as evolved variables. Throughout this work, we fix \( \bar{\gamma} \) to be constant in time (the so-called Lagrangian choice, Brown 2005).

\[\delta_i \bar{\gamma} = 0.\]

(9)

Thus, the time dependence of the spatial metric determinant is encoded only in the conformal factor, as \( \sqrt{\gamma} = e^{\phi} \sqrt{\bar{\gamma}} \). Keeping \( \bar{\gamma} \) fixed to its initial value simplifies expressions in the GRFFE evolution equations. This choice is particularly useful when integrating GRFFE in spherical coordinates, as we elaborate below.

\[
\sqrt{\gamma} = e^{\phi} \sqrt{\bar{\gamma}}.
\]

(10)
2.2. Maxwell's Equations in Conservative Form

The evolution of the full set of Maxwell's equations is one possibility to deal with electrodynamics in general relativity (Komissarov 2004):

\[ \nabla_v F^{\mu \nu} = \rho^v, \]
\[ \nabla_v *F^{\mu \nu} = 0. \]

where \( F^{\mu \nu} \) is the Maxwell tensor and \( *F^{\mu \nu} \) is its dual, defined as:

\[ *F^{\mu \nu} = \frac{1}{2} \epsilon^{\mu \nu \lambda \kappa} F_{\lambda \kappa}, \]

where

\[ \epsilon^{\mu \nu \lambda \kappa} = -(-g)^{-1/2} \epsilon^{\mu \nu \lambda \kappa}. \]

\[ \eta_{\mu \nu \lambda \kappa} = (-g)^{1/2} \eta^{\mu \nu \lambda \kappa}. \]

\[ [\mu \nu \lambda \kappa] \text{ is the completely antisymmetric Levi-Civita symbol with } [0123] = +1 \text{ and } g \text{ the determinant of the spacetime metric } g_{\mu \nu}. \]

\[ I^\mu = \text{the electric current four-vector associated with the charge density } \rho = -n^\mu I^\mu = \alpha I^\mu, \text{ and the current three vector } J^i = \alpha I^i. \]

A covariant definition of the current four-vector is (Komissarov 2004)

\[ J^\mu = 2 \rho^i n_i, \]

where we use the standard terminology \( I^{(\mu \rho)} = \frac{1}{2} (I^{\mu \rho} - I^{\rho \mu}) \).

Note that \( \rho \) is the charge density as measured by the normal (Eulerian) observer defined by \( n^\mu \). The current density 3-vector as measured by the Eulerian observer is the projection of \( I^\mu \) onto the hypersurface \( \Sigma_t \):

\[ J^i = (\delta^i_\mu + n^i n_\mu) I^\mu = \alpha^{-1} (J^i + \rho \beta^i). \]

Komissarov (2004) introduces a set of vector fields, which are analog to the electric and magnetic fields, \( E \) and \( B \), and electric displacement and magnetic induction, \( D \) and \( H \), of the electrodynamic theory of continuous media (see, e.g., Jackson 1999 §I.4). They have the following spatial components in a 3 + 1 decomposition of spacetime:

\[ E_i = F_{\alpha i}, \]
\[ B^\nu = \frac{1}{2} \epsilon^{\nu j k} F_{j k}, \]
\[ D^\nu = \frac{1}{2} \epsilon^{\nu j k} F_{j k}, \]
\[ H_\mu = *F^{\mu}. \]

Following the convention in, e.g., Baumgarte & Shapiro (2003), the four-dimensional volume element induces a volume element on the hypersurfaces of the foliation:

\[ e^{\alpha \beta \gamma \delta} = \eta_{\alpha \beta} \epsilon^{\alpha \beta \gamma \delta} = -\alpha \eta^{\alpha \beta \gamma \delta}. \]

In the previous expression, \( \epsilon^{\alpha \beta \gamma \delta} \neq 0 \) only for spatial indices, thus, we can write \( e^{\alpha \beta \gamma \delta} = -\alpha \eta^{\alpha \beta \gamma \delta} = [i j k] / \sqrt{\gamma} \).

Using the definitions (17) and (18) in the time components of Eqs. (10) and (11), one obtains the familiar constraints

\[ \text{div} D = \rho, \]
\[ \text{div} B = 0. \]

We separately evolve the charge continuity equation, which is obtained from the covariant derivative of Eq. (10),

\[ \nabla_v I^\nu = 0, \]

(23)

to ensure the conservation of the (total) electric charge in the computational domain, as well as the compatibility of the charge distribution obtained numerically, with the currents that they generate. If this is not done, the difference \( \text{div} D - \rho \) may grow unbounded with time due to the accumulation of numerical errors (Munz et al. 1999).

Embodied in the definitions (16) to (19) one finds the following vacuum constitutive relations (Komissarov 2004):

\[ E = \alpha D + \beta \times B, \]
\[ H = \alpha B - \beta \times D. \]

We may now write the Maxwell tensor as measured by the Eulerian observer in terms of the electric, \( D^\nu \), and magnetic, \( B^\nu \), field four-vectors (cf. McKinney 2006; Antón et al. 2006):

\[ F^{\mu \nu} = n^\mu D^\nu - D^\mu n^\nu - \eta^{\mu \nu \lambda \kappa} B_\lambda n_\kappa, \]
\[ *F^{\mu \nu} = -n^\mu B^\nu + B^\mu n^\nu - \eta^{\mu \nu \lambda \kappa} D_\lambda n_\kappa, \]

which satisfy

\[ D^\nu = F^{\mu \nu} n_\mu = (0, D^i), \]
\[ B^\nu = *F^{\mu \nu} n_\mu = (0, B^i). \]

For later reference, we provide two Lorentz invariants of the Faraday tensor, namely:

\[ F_{\mu \nu} F^{\mu \nu} = 4 D^\nu B_\nu, \]
\[ F_{\mu \nu} F^{\mu \nu} = 2 (B^2 - D^2). \]

In order to build up a stationary magnetic configuration (as, e.g., in the magnetosphere around a compact object), it is necessary to guarantee that there are either no forces acting on the system or, more generally, that the forces of the system are in equilibrium. Except along current sheets the latter condition implies that the electric four-current \( I^\mu \) satisfies the force-free condition (Blandford & Znajek 1977):\n
\[ F_{\mu \nu} F^{\mu \nu} = 0. \]

Eq. (32) is equivalent to a vanishing Lorentz force density \( f_\mu \) on the charges measured by the Eulerian observer:

\[ \nabla_v T^\nu_\mu = -F_{\mu \nu} F^{\nu \rho} = -f_\mu \equiv 0. \]

Also, Eq. (32) can be seen as a system of linear equations, the non-trivial solution of which demands that the determinant of \( F_{\mu \nu} \) vanishes. Since det \( F_{\mu \nu} = (F_{\mu \nu} F^{\mu \nu})^2 / 16 = (D^\mu B_\mu)^2 \), the force-free condition (32) reduces to

\[ *F_{\mu \nu} F^{\mu \nu} = 0, \]

(34)

or, equivalently (see Eq. 30)

\[ D^\nu B_\nu = 0. \]

Hence, the component of the electric field parallel to the magnetic always vanishes. Since det \( F_{\mu \nu} = 0 \), the rank of \( F_{\mu \nu} \) (regarded as a 4 × 4 matrix) is two, provided \( F_{\mu \nu} \) has non-vanishing components. If \( a^\mu \) is a zero eigenvector of \( F_{\mu \nu} \), i.e., \( F_{\mu \nu} a^\nu = 0 \), then another null eigenvector orthogonal to \( a^\mu \) is \( b^\mu \equiv *F^{\mu \rho} a_\rho \), and the Faraday tensor can be expressed as \( F_{\mu \nu} = \eta_{\mu \nu \lambda \kappa} a^\lambda b^\kappa \) (cf. McKinney 2006; Antón et al. 2006).
Komissarov [2002]. Hence, it admits a two-dimensional space of eigenvectors associated with the null eigenvalue (cf. Uchida [1997]). These zero eigenvectors are time-like if the Lorentz invariant \( F_{\mu \nu} F^{\mu \nu} \) is positive (Uchida [1997]). The sign of the invariant \( F_{\mu \nu} F^{\mu \nu} \) is not unanimously defined for generic electromagnetic four-vectors \( B^\mu \) and \( D^\mu \). To chose the sign of the invariant, it is useful to consider the force-free approximation as a low inertia limit of relativistic MHD. This means that a physical force-free electromagnetic field should be compatible with the existence of a velocity field of the plasma. Recalling that the plasma four-velocity \( u^\mu \) is a unit time-like vector \((u^\mu u_\mu = -1)\), and that the Lorentz force is \( f_\mu = F_{\mu \nu} u^\nu \), a physical force-free electromagnetic field \((f_\mu = 0)\) should satisfy \( F_{\mu \nu} u^\mu u^\nu = 0\) (note that this is also required by the ideal MHD condition). Hence, the sign of the Lorentz invariant \( F_{\mu \nu} F^{\mu \nu} \) (see Eq. [31]) should consistently be positive, i.e.,

\[
F_{\mu \nu} F^{\mu \nu} = 2(B^2 - D^2) > 0.
\]

In the introduced language of the full system of Maxwell’s equations in 3 + 1 decomposition, \([35]\) and \([36]\) read

\[
\begin{align*}
D \cdot B &= 0, \\
B^2 - D^2 &\geq 0.
\end{align*}
\]

Condition \([38]\) implies that the magnetic field is always stronger than the electric field. Equivalently, one can classify the degenerate electromagnetic tensor as magnetic, since condition \([36]\) guarantees that there exists a frame in which an observer at rest measures zero electric field (cf. Uchida [1997]). This observer is the comoving observer with four-velocity \( u^\mu \) in the ideal MHD limit.

The challenge of maintaining the physical constraints of \( \text{div} B = 0 \) and \( \text{div} D = \rho \) in numerical simulations has been reviewed throughout the literature (e.g., Dedner et al. [2002], Mignone & Tzeferacos [2010], and applied to GRFFE, e.g., by Komissarov [2004] and the relativistic MHD regime, e.g., by Palenzuela et al. [2009] and Miranda-Aranguren et al. [2018]). Following Palenzuela et al. [2009] and Miranda-Aranguren et al. [2018] as well as Mignone & Tzeferacos [2010], we suggest to modify the system of Maxwell’s equations (Eqs. [10] and [11]) in the following way (cf. Alic et al. [2012]):

\[
\nabla_\mu (F^{\mu \nu} + \partial^\mu \Phi) = J^\nu + t^\nu \kappa \Phi, \\
\nabla_\mu (F^{\mu \nu} + \partial^\mu \Psi) = \kappa^\nu \Psi.
\]

Here, the definition of \( \partial^\mu \) is given in Eq. [3], and we define \( \partial^\mu = \gamma^\mu \partial^\nu - n^\nu n^\mu \). \( \gamma^\mu \) corresponds to a speed of propagation of the divergence cleaning errors; \( \kappa^\mu \) and \( \kappa^\nu \) are adjustable constants that control the parabolic damping of the aforementioned numerical errors. The scalar potentials \( \Psi \) and \( \Phi \) are ancillary variables employed to control the errors in the elliptic constrains \( \text{div} B = 0 \) and \( \text{div} D = \rho \), respectively. This is implemented in practice by augmenting the system of Maxwell’s equations with extra evolution equations for \( \Phi \) and \( \Psi \) (see Sect. [5.5]). The augmented system of Maxwell Equations (Eqs. [39] and [40]), can be written as a system of balance laws of the form

\[
\partial_t C + \nabla_\mu F^\mu = S_\kappa + S_\phi,
\]

where \( \nabla_\mu \) is the covariant derivative with respect to the conformally related metric, \( \gamma \) (Eq. [7]), \( C \) denotes the vector of conserved variables, \( F^\mu \) the flux vectors, \( S_\kappa \) the geometrical and current-induced source terms, and finally \( S_\phi \) are the potentially stiff source terms (cf. Komissarov [2004] App. C2). Note that each of these quantities consists of elements in a multidimensional space. In general, the conserved variables are derived from the so-called primitive variables; primitive variables are usually the quantities measured by the Eulerian observer, namely \( \rho \), \( B \), and \( D \), as well as the numerical cleaning potentials \( \Psi \) and \( \Phi \). Adopting the notation used by Cerdá-Durán et al. [2008] and Montero et al. [2014], we specify the components of Eq. (41) in terms of the determinant of a reference metric \( \gamma \). We define the conserved variables as

\[
\begin{pmatrix}
L \\
Q \\
P \\
S \\
P
\end{pmatrix} = e^{\delta\delta} \begin{pmatrix}
\rho \\
\frac{u_i}{a} \\
\frac{u_i u_j}{a} \\
B^i + \frac{u_i}{a} \beta^j \\
D^i - \frac{2}{a} \beta^j
\end{pmatrix},
\]

with their corresponding fluxes

\[
\mathcal{F}^{\nu} = e^{\delta\delta} \begin{pmatrix}
\alpha J^i \\
B^i - \frac{u^i}{a} \beta^j \\
-(D^i + \frac{u_i}{a} \beta^j) \\
e^{i \nu} E_i + \alpha (\gamma_{\nu j} - n^i n^j) \Psi \\
e^{i \nu} H_i + \alpha \gamma^j (\Phi)
\end{pmatrix}.
\]

For the source terms, the split according to equation (41) yields the source terms \( S_\kappa \), and the potentially stiff source terms \( S_\phi \):

\[
S_\kappa \equiv e^{\delta\delta} \begin{pmatrix}
0 \\
\alpha \Phi \Gamma^\nu_{\mu \rho} g^{\mu \nu} - \rho \\
-\alpha \Phi \Gamma^\nu_{\mu \rho} \gamma^{\mu \nu} \\
\alpha \Phi \Gamma^\nu_{\mu \rho} \gamma^{\mu \nu} - J^i
\end{pmatrix},
\]

\[
S_\phi \equiv e^{\delta\delta} \begin{pmatrix}
0 \\
-\alpha \kappa_{ij} \Psi \\
0 \\
0
\end{pmatrix}.
\]

In the previous expressions, \( \Gamma^\nu_{\beta \gamma} \) are the Christoffel symbols of the Levi-Civita connection associated with the spacetime metric \( g_{\mu \nu} \). In both Cartesian and spherical coordinates, we always make the initial choice \( \check{\gamma} (\gamma = 0) = \gamma \), so that, due to the Eq. (2), the ratio \( \check{\gamma} / \gamma = 1 \) throughout the evolution. This is an algebraic constraint for the components of the conformally related metric \( \check{\gamma} \) and is continuously enforced in the spacetime evolution by making the replacement

\[
\check{\gamma}_{ij} \rightarrow (\gamma / \check{\gamma})^\dagger \check{\gamma}_{ij}
\]

at every sub-step of the time integration.
2.3. The Force-Free Current

In force-free electrodynamics there is no uniquely defined rest frame for the fluid motion (e.g., Uchida 1997; McKinney 2006; Paschalidis & Shapiro 2013; Shibata 2015); the electromagnetic current density cannot be determined by tracking the velocity of charges throughout the domain. Rather, the enforcement of the force-free conditions (37) and (38) determines a suitable current. The conservation condition (implicitly embodied in Maxwell’s equations)

\[ L_n (\mathbf{D} \cdot \mathbf{B}) = n^\nu \Theta_{\nu \mu} (\mathbf{D} \cdot \mathbf{B}) = 0, \tag{47} \]

where \( L_n \) is the Lie derivative with respect to \( n^\mu \) is equivalent to \( \hat{\partial}_i (\mathbf{D} \cdot \mathbf{B}) = 0 \). Together with conditions (37) and (38), it can be combined to obtain an explicit expression for the so-called force-free current \( I_n^m \) (cf. McKinney 2006; Komissarov 2011; Parfrey et al. 2017):

\[ I_n^m = \rho n^\nu + \frac{\rho n^\nu}{B^2} \eta^{\mu \alpha \beta \gamma} n_\alpha D_\beta B_\gamma \]

\[ + \frac{B^\mu}{B^2} \eta^{\nu \alpha \beta \gamma} (B_{\alpha, \beta} - D_{\alpha, \beta} D^\gamma). \tag{48} \]

In practice, the combination of the force-free current (48) as a source-term to Eq. (10) - or Eq. (49) if we consider the augmented system of equations - with numerically enforcing conditions (37) and (38) restricts the evolution to the force-free regime. The discussion of techniques to ensure a physical (cf. McKinney 2006) evolution of numerical force-free codes is a recurrent topic that can be found throughout the literature (e.g., Lyutikov 2003; Komissarov 2004; Palenzuela et al. 2010; Alcayde et al. 2011; Paschalidis & Shapiro 2013; Carrasco & Reula 2017; Parfrey et al. 2017; Mahlmann et al. 2019). We review one of these techniques in Sect. 3.3.

3. Numerical methodolgy

Our GRFFE method uses the framework of the EINSTEIN TOOLKIT (Löffler et al. 2012). The EINSTEIN TOOLKIT is an open-source software package utilizing the modularity of the CACTUS code (Goodale et al. 2003), which enables the user to specify so-called thorns in order to set up customized simulations and provides (basic) adaptive mesh refinement (AMR) via the CARPET driver (Goodale et al. 2003); Schnetter et al. 2004). The spacetime evolution is performed using the MACLACHLAN thorn (Brown et al. 2009) as an implementation of the BSSN formalism. Recently, numerical relativity in spherical grids has been successfully enabled on the traditionally Cartesian EINSTEIN TOOLKIT by the new implementation of SPHERICALNR (Mewes et al. 2018, 2020), which is built upon a reference-metric formulation of the BSSN equations (Brown 2009; Montero & Cordero-Carrion 2012; Baumgarte et al. 2013). We make use of a variety of open-source thorns within the EINSTEIN TOOLKIT, such as the apparent horizon finder AHFINDDIRECT (Thornburg 2004), the extraction of quasilocal quantities QUASILOCALMEASURES (Dreyer et al. 2003), and the efficient SUMMATiONByPARTs thorn (Diener et al. 2007).

In our code, the time update of the system of partial differential equations (see Eq. 41) is done applying the method-of-lines (e.g., LeVeque 2007) implemented in the EINSTEIN TOOLKIT thorn MoL. For the numerical test shown in this paper we make use of the fourth-order accurate (not strictly TVD) Runge-Kutta method implemented in the thorn MoL. To ensure the conservation properties of the algorithm, it is critical to employ refluxing techniques correcting numerical fluxes across different levels of mesh refinement (e.g., Collins et al. 2010). Specifically, we make use of the thorn REFLUXING in combination with a cell-centered refinement structure (cf. Shibata 2015). We highlight the fact that employing the refluxing algorithm makes the numerical code 2 – 4 times slower for the benefit of enforcing the conservation properties of the numerical method (especially of the charge). Refluxing also reduces the numerical instabilities, which tend to develop at mesh refinement boundaries (Mahlmann et al. 2019, 2020b).

This section reviews techniques in detail which are inherently important components of GRFFE. Apart from these, we use a wide range of numerical recipes, such as higher-order monotonicity preserving (MP) reconstruction at cell interfaces (Suresh & Huynh 1997) and the cleaning of numerically induced divergence and charges.

3.1. Finite Volume Integration

We solve Eq. (41) by discretizing its integral over the volume \( V \) of a cell of our numerical mesh (cf. LeVeque 2007; Mignone 2014; Marti & Müller 2003).

\[ \hat{\partial}_i (C) + \frac{1}{V} \int_{\partial V} d \mathbf{A} \cdot \mathbf{F} = \langle S_n \rangle + \langle S_x \rangle. \tag{49} \]

Here, \( \langle \rangle \) denotes the volume average of a quantity. The divergence term \( \nabla_{\nu} F^\nu \) appearing in Eq. (41) is integrated by applying Stoke’s theorem and summing up the reconstructed fluxes \( F \) through the cell interfaces with respective area elements \( dA \).

In practice, we approximate volume averages by cell-centered values for each grid element. We identify each of these elements by the indices \( i, j, k \) which correspond to the locations \( x_i = x_0 + i \Delta x, y_j = y_0 + j \Delta y, \) and \( z_k = z_0 + k \Delta z \). \( \Delta x, \Delta y, \) and \( \Delta z \) represent the (uniform) numerical grid spacing in each coordinate direction. The quantities \( (x_0, y_0, z_0) \) denote the coordinates of an arbitrary reference point in 3D. Face-centered quantities are indicated by the subscript of a half-step added to the respective index, i.e., the subscript \( i + 1/2 \) denotes the value located at the face between the two elements \( (i, j, k) \) and \( (i + 1, j, k) \). If no subscript is provided, we refer to the cell-centered values.

3.1.1. Cartesian Coordinates

The system of Eqs. (42) to (45) is specified to its application in Cartesian coordinate systems \((x, y, z)\) by setting \( \sqrt{F} = 1 \). In this case, the cell volume is

\[ V = \Delta x \times \Delta y \times \Delta z, \tag{50} \]

and the area elements are denoted by

\[ d\mathbf{A} = (\Delta y \times \Delta z, \Delta x \times \Delta z, \Delta x \times \Delta y). \tag{51} \]

Eq. (49) is approximately evaluated by the fluxes \( F \) as reconstructed averages at cell interfaces:

\[ \frac{1}{V} \int_{\partial V} d \mathbf{A} \cdot \mathbf{F} \approx \frac{F^x_{i+1/2} - F^x_{i-1/2}}{\Delta x} + \frac{F^y_{j+1/2} - F^y_{j-1/2}}{\Delta y} + \frac{F^z_{k+1/2} - F^z_{k-1/2}}{\Delta z}. \tag{52} \]
3.1.2. Spherical Coordinates

In spherical coordinates \((r, \theta, \phi)\), \(\sqrt{V} = r^2 \sin \theta\), and the cell volume is
\[
V = -\frac{\Delta r^3}{3} \times \Delta \cos \theta \times \Delta \phi,
\]
where \(\Delta r^3 = r^3_{i+1/2} - r^3_{i-1/2}\) and \(\Delta \cos \theta = \cos \theta_{i+1/2} - \cos \theta_{i-1/2}\).

The numerical stability of the spacetime integral in Eq. (49) critically depends on the balancing of coordinate singularities, e.g., at the polar axis and the origin of the spherical coordinate system. We guarantee an exact evaluation of metric contributions at the location of the cell-interfaces by transforming the reconstructed fluxes \(\mathbf{F}\) to an orthonormal basis. The area elements in an orthonormal basis are denoted by
\[
\mathbf{d\hat{A}} = \left( r^2 \sin \theta \times \Delta \theta \times \Delta \phi, r \sin \theta \times \Delta r \times \Delta \phi, r \times \Delta r \times \Delta \theta \right). \tag{54}
\]
Eq. (49) is approximated by evaluating the fluxes \(\mathbf{F}\) as reconstructed averages in an orthonormal basis at cell interfaces:
\[
\frac{1}{V} \int_{\partial V} \mathbf{d\hat{A}} \cdot \mathbf{\hat{F}} \approx 3 \left[ \frac{\Delta r^3}{3} \sin \theta \frac{\partial}{\partial r} \left( \frac{\partial F}{\partial r} \right) \right]_{i+1/2} - \frac{\Delta r^3}{3} \sin \theta \frac{\partial}{\partial r} \left( \frac{\partial F}{\partial r} \right)_{i-1/2} - \frac{\Delta r^3}{3} \Delta \cos \theta \frac{\partial}{\partial \theta} \left( \frac{\partial F}{\partial \theta} \right)_{\phi} - \frac{\Delta r^3}{3} \Delta \cos \theta \frac{\partial}{\partial \phi} \left( \frac{\partial F}{\partial \phi} \right)_{\theta}.
\]

In analogy to the above, we use \(\Delta r^2 = r^2_{i+1/2} - r^2_{i-1/2}\). The reconstructed fluxes \(\mathbf{\hat{F}}\) (coordinate basis) are related to their orthonormal counterparts \(\mathbf{\hat{F}}\) by the following relations:
\[
\mathbf{\hat{F}}^r = \mathbf{F}^r, \quad \mathbf{\hat{F}}^\theta = r \times \mathbf{F}^\theta, \quad \mathbf{\hat{F}}^\phi = r \times \sin \theta \times \mathbf{F}^\phi. \tag{56}
\]

3.2. Numerical Fluxes Across Cell Interfaces

We employ an approximate (HLL) Riemann solver (e.g., Zanotti & Zanotti, 2013) to derive the numerical fluxes at the cell interfaces:
\[
\mathbf{F}^j = \frac{\lambda_+ \mathbf{F}^j (\mathbf{U}^+) - \lambda_- \mathbf{F}^j (\mathbf{U}^-)}{\lambda_+ - \lambda_-}. \tag{57}
\]

\(\mathbf{U}^+, \mathbf{U}^-\) correspond to the reconstructed (conserved) variables at the cell interfaces. \(\lambda_+\) are given by the minimal or maximal wave speeds:
\[
\lambda_+ = \max (0, w), \quad \lambda_- = \min (0, w). \tag{58}
\]

In flat space, the propagation speeds for the conservative scheme derived from Eqs. (10) and (11) are \(\lambda_+ = 1\) and \(\lambda_- = -1\). Characteristic speeds of the force-free electrodynamics equations have been obtained, e.g., by Komissarov (2002) and Carrasco & Reula (2016). For the GRFFE system of Eqs. (42) to (45), the characteristic speeds \(w\) are
\[
w = \begin{bmatrix}
-\beta^* \pm \alpha \sqrt{\gamma^*} & m = 3 \\
-\beta^* \pm c_0 \alpha \sqrt{\gamma^*} & m = 1 \\
u_{\|} & m = 1
\end{bmatrix} \tag{59}
\]

Here, we do not employ the summation convention; by \(m\) we denote the multiplicity of the respective eigenvalues. The speeds EVI correspond to the coordinate velocity of light as defined by Cordero-Carrión et al. (2008). The other two eigen speeds (EVII) account for the propagation of the divergence cleaning potentials at speed \(c_0\). Finally, EVIII corresponds to the wavespeed induced by the continuity equation of charge conservation, which is at most the coordinate velocity of light (EVI).

3.3. Force-Free Constraint Preservation

Across the literature (e.g., Komissarov, 2004; Alic et al., 2012; Parfrey et al., 2017) we find various modifications in the definition of \(D\) to drive the numerical solution of the system of PDEs (Eqs. (10) and (11)) toward a state which fulfills the magnetic dominance condition (38) by introducing a suitable cross-field conductivity. This effectively augments conditions (37) used to determine expression (49) by a recipe to avoid (numerically) building up violations of the perpendicularity condition (37).

A straightforward way to guarantee the preservation of the \(\mathbf{D} \cdot \mathbf{B} \equiv 0\) constraint is the introduction of a numerical correction to the electric field after every time step of the evolution. In practice, this correction is also applied after every intermediate step of the employed time-integration method. To this end, the electric field \((\mathbf{D})\) is projected onto the direction perpendicular to the magnetic field \((\mathbf{B})\) in every point of the numerical mesh (e.g., Palenzuela et al., 2010):
\[
\mathbf{D} \rightarrow \mathbf{D}^\perp \left( \delta_k - \frac{\mathbf{B} \cdot \mathbf{B}^\perp}{\mathbf{B} \cdot \mathbf{B}} \right). \tag{60}
\]

Alternatively, dissipative currents (induced by so-called driver terms) may ensure the evolution of the electromagnetic fields towards physically allowed (force-free) configurations. Using driver terms, the numerical evolution does not guarantee that the electromagnetic fields are exactly force-free after every time step. However, force-free constraint violations are significantly reduced. While Komissarov (2004, 2011), and Alic et al. (2012) introduce a modified Ohm’s law with a suitably chosen cross-field dissipation, Parfrey et al. (2017) modify the force-free currents in Eq. (48) with additional dissipation driving the evolution towards a target \((\mathbf{D} \cdot \mathbf{B} = 0)\) in ideal FFE configuration without further models for cross-field dissipation. They generalize the conservation of Eq. (37) by introducing a target current fulfilling the following equation:
\[
\mathbf{L}_e (\mathbf{B} \cdot \mathbf{D}) = \kappa \left( \alpha^{-1} \eta \mathbf{J} \mathbf{B} - \mathbf{D} \cdot \mathbf{B} \right). \tag{61}
\]

Here, \(\eta\) is the decay rate driving the left-hand side of Eq. (47) toward the target value and \(\eta\) is a dissipation coefficient for the electric field, which is parallel to the current.

As for the preservation of the \(\mathbf{B}^2 - \mathbf{D}^2 \geq 0\) constraint (38), one can also employ an algebraic correction of the electric field after every step of the time evolution. Following Palenzuela et al. (2010), the electric field \((\mathbf{D})\) is rescaled in every point of the numerical mesh to the length of the magnetic field \((\mathbf{B})\) in a qualitatively similar manner as in Eq. (60):
\[
\mathbf{D} \rightarrow \mathbf{D} \left( 1 - \Theta (\chi) + \frac{\mathbf{B}}{\mathbf{D}} \Theta (\chi) \right), \tag{62}
\]

where \(\Theta\) is the Heaviside function, and \(\chi = \mathbf{B}^2 - \mathbf{D}^2\). Again, an alternative is employed by Komissarov (2011), and Alic et al. (2012), introducing driver terms for additional dissipative currents, also for the conservation of the \(\mathbf{B}^2 - \mathbf{D}^2 \geq 0\) constraint.
Our GRFFE scheme employs, by default, the algebraic correction of electric fields in every (intermediate) step of the time evolution as given by Eqs. (60) and (62). However, in Mahlmann et al. (2019) we resorted to a suitably chosen resistivity model (in analogy to Komissarov 2004) replacing the instant algebraic cut-back of the electric displacement field by a gradual relaxation of force-free violations. For a review on the interpretation of constraint violations in GRFFE, we refer to Mahlmann et al. (2019).

3.4. Treatment of the parallel current

The last term in Eq. (48) is the component of the current parallel to the magnetic field, with the spatial projection

\[ j_i = \frac{B \cdot (\nabla \times B) - D \cdot (\nabla \times D) - B}{B^2}. \]  

(63)

We have empirically found (see Paper II), that the discretization of the parallel current is one of the main sources of numerical diffusivity in our code in certain tests. Indeed, the presence of derivatives of conserved quantities in the parallel current (Eq. (48)) makes the practical evaluation of this term cumbersome. We present several tests with results that specifically depend on the scheduling bin \( M \). In Paper II, we will evaluate the improvements by changing the discretization of \( j_i \) according to the sixth-order and eighth-order accurate formulae

\[ \left[ \frac{\partial A_i}{\partial x} \right]_{6^{th}} \approx \frac{-A_{i-3} + 9A_{i-2} - 45A_{i-1} + 45A_{i+1} - 9A_{i+2} + A_{i+3}}{12 \times \Delta x}, \]  

(64)

where \( A \) denotes a quantity on the numerical mesh (e.g., \( D \) or \( B \)) and the respective locations are labeled as in Sect. 3.1. In Paper II, we will evaluate the improvements by changing the discretization of \( j_i \) according to the sixth-order and eighth-order accurate formulae

\[ \left[ \frac{\partial A_i}{\partial x} \right]_{8^{th}} \approx \frac{3A_{i-4} - 32A_{i-3} + 66A_{i-2} - 7672A_{i-1} + 672A_{i+3} - 3A_{i+4}}{840 \times \Delta x}. \]  

(65)

3.5. Cleaning of Numerical Errors

We extend the augmented evolution equations by a hyperbolic-parabolic divergence error cleaning with the possibility of having a hyperbolic advection speed, \( c_h > 1 \) (see below), as suggested by Mignone & Tzeferacos (2010). Contracting Eq. (40) with \( \nabla_x \) yields for the simplified case of stationary spacetimes (cf. Komissarov 2004):

\[ -k_\nu \nabla_i \Psi = \nabla_i \left( \nabla^\nu \left( \frac{c_h^2}{\gamma - c_h^2} \Psi \right) \right) = \nabla_i \left( c_h^2 \gamma - c_h^2 \right) \Psi = c_h^2 \nabla_i \Psi - \nabla_i \nabla^\nu n_\nu \Psi = c_h^2 \nabla_i \Psi + \nabla_i \nabla^\nu \Psi. \]  

(67)

This compares to telegrapher equations, used for example to describe signal propagation in lossy wires. In this analogy, \( k_\nu \), and \( c_h \) are the parameters controlling the damping and advection of numerical errors (Mignone & Tzeferacos 2010). We stress the correspondence of \( c_h \) with a finite propagation speed for divergence errors (Mignone & Tzeferacos 2010) and their decay according to the damping factor \( k_\nu \). For \( c_h \) chosen equal to the speed of light, Eq. (67) reduces to the evolution system given in Palenzuela et al. (2009). In order to minimize violations of \( \nabla \frac{\partial B}{\partial x} = 0 \) in spacetimes containing BHs, we find it beneficial to employ \( 1 \leq c_h < 2 \). In practice, a propagation speed within this interval does not limit the time step strongly, since the numerical evolution of the BSSN equations usually demands Courant–Friedrichs–Lewy (CFL) factors significantly smaller than unity (say \( c_{\text{CFL}} \sim 0.1 - 0.3 \)) and, often, choosing \( c_h > 1 \) allows somewhat larger values of the same. Hence, we choose to advect numerical errors of this constraint with a speed faster than the speed of light (typically, \( c_h = 2 \)) to significantly reduce the numerical noise. We employ the same scheme with \( c_h = 1 \) for the cleaning of numerically induced errors in charge conservation by the scalar potential \( \Psi \).

\( k_\nu \) and \( k_\nu \) are damping rates, introducing time scales which act in addition to the advection time scales of the hyperbolic conservation laws of the augmented GRFFE system (Eqs. (42) to (45)). In order to deal with the potential stiffness introduced by the parabolic damping numerically, we employ a time step splitting technique (Strang splitting, see, e.g., LeVeque 2007), which has been applied previously to GRFFE by Komissarov (2004). Prior to and after the method-of-lines time integration\(^7\), we evaluate the equations

\[ P(t) = P_0 \exp \left[ -\alpha^2 k_\nu c_H \right], \]  

(68)

\[ Q(t) = Q_0 \exp \left[ -\alpha^2 k_\nu t \right], \]  

(69)

for a time \( t = \Delta t/2 \). We find it beneficial to choose a large value for \( k_\nu \), in some cases \( \sim 200 \), effectively dissipating charge conservation errors on very short time scales (and justifying the time-splitting approach). As for the divergence cleaning, we conducted a series of tests, optimizing \( k_\nu \) to yield stable and converging evolution for all shown resolutions, ultimately resorting to \( k_\nu = 0.125 - 0.25 \) (see also Mahlmann et al. 2019).

4. Numerical Tests

We present several tests with results that specifically depend on the various numerical methods (e.g., reconstruction, cleaning of numerical errors) available in our new code. Since the code is genuinely 3D, in 1D and 2D simulations, the surplus dimensions are condensed to the extension of one cell by applying appropriate boundary conditions to them. Section 4.1 reviews the 1D...
tests of signal propagation and stability in GRFFE following the work by Komissarov (2004) and Yu (2011) closely. In Sect. 4.2 we probe the correct representation of force-free plasma wave interactions by reproducing key results by Li et al. (2019). All tests in this section are performed in a fixed background Minkowski spacetime. The initial value of the charge density is computed as \( \rho = \text{div} D \) and the cleaning potentials are set to \( \Psi = \Phi = 0 \).

4.1. Testing the 1D Reconstruction Methods

GRFFE allows two modes of plasma waves (Komissarov 2002; Pustyl 2003; Li & Beloborodov 2015; Li et al. 2019): Alfvén waves which transport energy, charge, and current along magnetic field lines and fast waves which correspond to the linearly polarized waves of vacuum electrodynamics (see also Sect. 3.2). The following set of 1D problems is selected to demonstrate (a) the correct propagation of fast waves, (b) the formation of a current-sheet when magnetic dominance breaks down and (c) the correct modeling of stationary Alfvén waves which do not transport energy across magnetic field lines (cf. Li et al. 2019). The latter can only diffuse due to a finite numerical resistivity if the force-free constraints are not preserved (see Paper II). The numerical solution to all these problems critically depends on the performance of our reconstruction algorithms. Since our code employs numerical reconstruction in 1D sweeps across all dimensions, we consider the following suite of 1D tests a fundamental measure for the performance of our GRFFE scheme. We verify (in the sense of Roache 1997) the correct implementation of the reconstruction methods evaluating the convergence order from several data-sets with increasing resolution. Specifically, we evaluate the (global) difference measure (cf. Antón et al. 2010)

\[
e_{\alpha \beta} = \frac{1}{N} \times \left( 1 - \frac{u^\alpha_{e} - u^\alpha_{f}}{u^\alpha_{f}} \right),
\]

where \(u^\alpha_{e}\) and \(u^\alpha_{f}\) are the one-dimensional vectors (of \(N\) elements) of the considered evolved quantity at different levels of resolution, \(a, b \in \{1, 2, 3\}\). We denote the resolution on each of these levels by \(\Delta x_1, \Delta x_2, \Delta x_3\), where \(\Delta x_1/\Delta x_2 = \Delta x_3/\Delta x_1\). With level 1 being the level with the finest resolution, the (empirical) order of convergence is then defined as (see also Bona et al. 1998):

\[
O = \frac{\log \left( e^{2}/e^{2}\right)}{\log (\Delta x_3/\Delta x_2)}.
\]

Unless stated otherwise, in the following tests we employ a fourth-order accurate discretization of the parallel current \(j_p\).

4.1.1. (Degenerate) Current Sheet Test

Komissarov (2004) examines two variations of a current sheet problem, one of which has a solution in force-free electromagnetics, while the other violates the force-free constraints (Eqs. 37 and 38). The tests for physical current sheets (Fig. 1) and degenerate current sheets (Fig. 2) are initialized by the following set of data:

\[
D = 0,
B = (1.0, B_y, 0.0), \quad B_y = \begin{cases} B_0 & x < 0 \\ -B_0 & x > 0 \end{cases}.
\]

If \(B_0 < 1\), there exists a force-free solution given by two fast waves traveling at the speed of light (see Fig. 1) also Fig. C2 in Komissarov (2004). For \(B_0 > 1\) the solution is dominated by an increasing cross-field conductivity that locks \(B^2 - D^2\) to zero in a current sheet located at \(x = 0\). At this location, the conservation of the force-free constraints (Sect. 3.3) becomes important for the field dynamics, i.e., it changes the structure of the propagating waves. The states bounded by the fast waves are terminated at the current sheet and a standing field reversal remains (see Fig. 2). We take advantage of this test to compare the performance of two different reconstruction schemes: The second-order accurate, slope limited TVD reconstruction with a monotized central (MC) limiter (Van Leer 1977), and the seventh-order accurate monotonicity preserving (MP7, Suresh & Huyhn 1997) reconstruction. From the results of the presented tests (Figs. 1 and 2), we draw the following conclusions:

- Fast electromagnetic waves propagate correctly at the speed of light.
- For a resolution similar to the one employed in Komissarov (2004), where \(\Delta x = 0.015\), the time evolution of the (degenerate) current sheet is in good qualitative agreement with the literature (Komissarov 2004; Yu 2011).
- For resolutions below the lowest presented resolution (i.e., for \(\Delta x > 0.05\)) the wave structure of the presented test quickly smears out.
- Conservation of force-free constraints in the degenerate current sheet test is working well and agrees with similar tests throughout the literature.
- While monotonicity preserving reconstruction is slightly more oscillatory than, e.g., monotized central flux limiters, the higher-order schemes allow a steeper resolution of wavefronts and current sheets. While the order of convergence of the (more diffusive) MC reconstruction approaches the formal theoretical order of convergence \((O = 2)\), the order of convergence degrades below its theoretical value for MP7.
- Although some degradation of the order of convergence is expected in non-smooth regions of the flow (e.g., the discontinuities associated with fast or Alfvén waves), the algebraic enforcement of the violated force-free constraints seems to have a large impact on the computed value of \(O\). Very likely, the latter procedure is the main source of deviation from the theoretical expectations regarding the order of convergence.

Given the previous statements, the developed GRFFE code passes the 1D (degenerate) current sheet test.

4.1.2. Three-Wave and Stationary Alfvén Wave Test

Komissarov (2002), Yu (2011), and Paschalidis & Shapiro (2013) suggest the three-wave problem (or a variant thereof, see Fig. 5) as a test for force-free electrodynamics. The initial discontinuity at \(x = 0\) splits into two fast discontinuities and one stationary Alfvén wave. This effectively combines the previously introduced test of Sect. 4.1.1 with the standing Alfvén wave test which was also employed by Komissarov (2004). The initial electromagnetic field is given by (Paschalidis & Shapiro 2013):

\[
B = (1.0, 1.5, 3.5), \quad D = (-1.0, -0.5, 0.5), \quad \text{if } x < 0;
\]

\[
B = (1.0, 3.0, 3.0), \quad D = (-1.5, 2.0, -1.5), \quad \text{if } x > 0.
\]

We evolve this setup in time and present the results for different resolutions in Figs. 3 and 4. Around the standing Alfvén wave at \(x = 0\), high-order reconstructions tend to develop small-scale oscillations, especially visible in the plots of \(D^t\), restricted to the region delimited by the fast waves (at \(x = \pm 1\) for \(t = 1\)).
Oscillations around this discontinuity can also be observed (for higher resolutions) in part of the literature (specifically, Fig. 4 in Yu2011). The order of convergence is slightly reduced when compared to the results shown in the previous section, probably due to the specific challenges of resolving stationary Alfvén waves, not only in GRFFE but also in relativistic MHD (see, e.g., Antón et al. 2010).

The empirical order of convergence grows employing MP7 in combination with a sixth-order accurate discretization of the parallel current (65). This growth increases, e.g., $O \approx 2.1$ to $O \approx 2.8$, for $D'$, but is negligible in other variables. In any case, the overall numerical solution does not significantly change modifying the order of accuracy of the calculation of $j_i$ in the 1D problems involving discontinuities.

Komissarov (2004) achieves high accuracy maintaining a single standing Alfvén wave stationary during evolution for resolutions comparable to the highest one shown in Figs. 3 and 4.
numerical techniques of Komissarov (2004) are slightly different from ours, employing, for example, a linear Riemann solver which makes use of the full spectral decomposition of the FFE equations. The latter distinguishes all physical, and non-physical wave speeds and may provide additional accuracy at critical locations (in the context of GRFFE, e.g., at current sheets). Additionally, Komissarov (2004) employs a different form of the current in Faraday’s Eq. (10) based on a specific (numerical) resistivity model to drive electromagnetic fields towards a force-free state throughout the evolution. Although one could suspect that this different treatment of the currents may alter the numerical solution significantly in this test (which is dominated by the numerical diffusivity of the standing wave), we find that our results are quite similar to the ones of Komissarov (2004), but see a more detailed analysis in Paper II.

Next, we consider the analytical solution of a standing Alfvén wave as initial data in the following:

$$B = (1, 1, B^z), \quad D = (-B^z, 0, 1),$$

$$B^z = \begin{cases} 1 + 0.15 [1 + \sin (5\pi (x - 0.1))] & 0 < x \leq 0.2, \\ 1.3 & x > 0.2. \end{cases} \quad (74)$$

We present the results of the Alfvén stationarity test in Fig. 5. With resolutions comparable to the one employed in Komissarov (2004), i.e., $\Delta x \approx 0.015$, the numerical solution converges to the analytic one with an order of convergence of $\approx 2$ for MP7 reconstruction. This order of convergence is dominated by the numerical errors around the transition layer $0 \leq x \leq 0.2$. As mentioned in the previous tests, standing Alfvén waves seem to introduce severe degradation of the order of convergence in MP methods (we have also verified these results with MP5). This is very likely related to the preservation of the $D \cdot B = 0$ constraint, in the extended region $0 \leq x \leq 0.2$ where $B^z$ is not uniform. In that region, the cutback of the electric displacement generates numerical errors which accumulate mostly close to its lower boundary (see the behavior of $D^z$ in $-0.5 \leq x \leq 0$ in Fig. 4).

4.2. FFE Wave Interaction (2D/3D)

We perform a test (explored in extensive detail and high-resolution by Li et al. 2019) of the interaction between colliding Alfvén modes in suitably chosen 2D and 3D computational boxes. In this section, we intend to reproduce the most basic results of energy cascades from Alfvén wave interactions to show our GRFFE scheme’s ability to explore such phenomena in further detail in the future.

On the respective numerical meshes, one initializes counter-propagating Gaussian 2D or 3D wave packets traveling along a uniform guide field $B^\parallel = B_0$. Periodic boundary conditions facilitate the recurring superpositions and interaction of the wave packets, eventually triggering an energy cascade of rapid dissipation. The 3D Gaussian wave packets are initialized as

$$B = B_0 \hat{y} + B_0 \hat{z} \times (\phi \hat{y}),$$

where $\phi$ is the unit vector in the $y$-direction and the scalar field

$$\phi(r) = \xi l \sum_{i=1,2} \exp \left( \frac{-|r - r_i|^2}{l^2} \right).$$

In this section, $\xi$ denotes the perturbation strength, $l$ the width of the wave packet, with centers are located at $r_1$ and $r_2$. We follow Li et al. (2019) in choosing $\xi = 0.5, l = 0.1$, $r_1 = (0.5, 0.25, 0.5)$ and $r_2 = (0.5, 0.75, 0.5)$ for the 3D wave packets. With this setup, the field perturbation is purely azimuthal with respect to the $y$-axis. On a reduced 2D mesh, we initialize Gaussian wave packets with magnetic fields

$$B = B_0 \hat{y} + B_0 \hat{z},$$

where $\hat{z}$ is the unit vector in the $z$-direction and

$$B_z = B_0 \xi \sum_{i=1,2} \exp \left( \frac{-|r - r_i|^2}{l^2} \right).$$
We employ the free energy \( U_{\text{tot}} \) for the 2D setup. The motion of the wave packets is induced with a drift speed \( \mathbf{D} = \pm \hat{\mathbf{y}} \times \mathbf{B} \), (79)

with opposite signs for each Gaussian wave packet.

After the initialization of the electromagnetic fields, the bounding box of length \( L = 1 \) and periodic boundaries are left to evolve for 200\( \tau \) (\( f_{\text{om}} = 0.2 \)). \( \tau = 0.5 \) is the interval between two subsequent collisions of the wave packets, and \( 1/\tau \) the number of collisions. For these tests, we employ MP7 reconstruction (with a fourth-order discretization of \( \mathbf{j}_l \)). Following Li et al. (2019), we employ the free energy \( U \) as the measure of total electromagnetic energy of the system \( E_{\text{tot}} \) under removal of the background magnetic field \( B_0 \):

\[
U = E_{\text{tot}} - \frac{1}{2} \int dV B_0^2.
\]

(80)

Fig. 6 shows the free energy for the collision of the wave packets defined in Eqs. (76) and (78). The wave packets are spherical and - due to their curvature - prone to redistribute energy across wave modes and rapid dissipation in cascade-like processes (e.g., Howes & Nielson 2013; Nielson et al. 2013). Such processes are likely to be found along curved guidefields, for example in magnetar magnetospheres. Collisions excite waves of higher frequency than initially setup and eventually trigger the rapid decay of the wave free-energy. In order to make a more quantitative comparison of the results, we also compute the spectral distribution of free energy according to components of the propagation wave vector which are parallel \( (k_\parallel) \) and perpendicular \( (k_\perp) \) to the guide field, following the same prescription as in Li et al. (2019) (see Figs. 8 and 7). We compare our 2D and 3D results with the reference work of Li et al. (2019) below.

4.2.1. 2D models

Our GRFFE code is able to reproduce the dissipation patterns of free electromagnetic energy presented in Fig. 5 of Li et al. (2019) for the 2D setup of Eq. (78). We note that our tests correspond to the lowest three mesh resolutions employed by Li et al. (2019). In the top panel of Fig. 6 we display the evolution of the inverted free energy \( (U_0/U) \) along with the slopes for their
decay in 2D. Contrasting the findings by Li et al. (2019), the decay of $U$ initially proceeds at the same rate ($\approx 0.35$) for all of the analyzed 2D models, independent of the chosen resolution. Only at later times, the slopes deviate and (roughly) approach the numerical values given in Fig. 7 of Li et al. (2019). The redistribution of spectral energy happens at all times from the smaller to the larger values of $k$ (Fig. 7), and an approximate $k^2$ spectral dependence is observed for intermediate values $10 \lesssim k \lesssim 70$. The maximum value of $k$, $k_{\text{max}}$, is resolution dependent (the finer the resolution, the larger $k_{\text{max}}$). Hence, there is no evidence of spectral convergence in 2D (in agreement with Li et al. 2019) see Fig. 7 lower panel). For the respective resolution, the decay of $U$ begins later than in Li et al. (2019), suggesting that the numerical diffusivity in our method (combining MP7 reconstruction, a fourth-order accurate Runge-Kutta time-integrator and no additional driving terms in $\mathbf{j}$) is smaller compared to a fifth-order spatial WENO reconstruction, a third order accurate Runge-Kutta time-integrator, and an extra dissipation term in $\mathbf{j}$. As a result, our models with a grid of 512² zones display an evolution of $U$ trending roughly in between the curves corresponding to ~ 1024² and 2048² in Li et al. (2019). A more thorough characterization of the (numerical) dissipation of our algorithm is considered in Paper II.

4.2.2. 3D models

For tests in 3D, we are limited to the two lower resolutions of the corresponding model in Li et al. (2019) to stay within the computational costs that are reasonable for a test setup. In spite of the reduced resolution we employ compared to the literature, we find a remarkable agreement with the reference results. For instance, we observe a faster onset of the energy cascade than in 2D, and the same asymptotic value of the free energy ($U/U_0 \approx 0.4$ for the best resolved 3D model; Fig. 6 lower panel; cf. with Fig. 2 of Li et al. 2019). We also find comparable (although slightly shallower) asymptotic slopes for the free energy decay; the slope found by Li et al. (2019) is indicated in Fig. 6 with a grey-dashed line. Another important key feature obtained by Li et al. (2019) is the existence of a characteristic time, $t_{\text{onset}}$ after which dissipation commences in 3D models. After this time there is a relatively sharp drop of the free energy, which tends to level off for sufficiently long times. However, the feature that unanimously sets $t_{\text{onset}}$ (according to the definition of Li et al. 2019) is found in the evolution of the spectral energy distribution. Before $t_{\text{onset}}$, the colliding Gaussian packets shuffle energy towards smaller scales (larger values of the wave number $k$) until a maximum $k = k_{\text{max}}$ is reached. However, after $t = t_{\text{onset}}$ there exists a redistribution of energy from the smaller to the larger scales, which manifest itself as an increasing spectral power at small values of $k$. For Li et al. (2019), $t_{\text{onset}} \approx 24 \tau$. The conclusions of Li et al. (2019) are based upon 3D models with finer resolution than the ones employed in this section (e.g., models with 512³ and 768³ zones). With a smaller resolution, we also find a time after which there is a steep drop off the free energy, which begins at $t \gtrsim 30 \tau$ (Fig. 8 top panel). Nevertheless, we do not clearly see an increase in the spectral power at small values of $k$, but we observe a decrease of power for $k \lesssim 50$ for a time $30 \tau \lesssim t_{\text{onset}} \lesssim 40 \tau$. At about this time, the fast drop off in $U$ takes place. Since we have evolved our models longer in time, we note that at $t = 160 \tau$ there is a decrease of spectral energy at intermediate values $10 \lesssim k \lesssim 25$ (Fig. 8 top panel). The spectral evolution of the modes parallel to the guide field proceeds qualitatively as in Li et al. (2019), with the only difference that we observe some (small) excess of power in the range $10 \lesssim k_{\perp} \lesssim 50$. As in 2D, most of the (small) quantitative differences observed in the comparison with Li et al. (2019) results can be attributed to the different order of accuracy of our codes and the different terms entering in the current parallel to the magnetic field.

5. Astrophysically Motivated Tests

5.1. Magnetar Magnetospheres

5.1.1. Grid aligned magnetar magnetospheres

The magnetospheres of magnetars are a well-suited laboratory for numerical methods dealing with force-free plasma, and we have explored their dynamics in Mahlmann et al. (2019). Prior to those numerical simulations of a potentially very dynamic scenario, we performed numerical tests to assess the ability of our GRIFFE code to maintain the structural stability of a magnetosphere around a spherical, non-rotating neutron star with a dipolar magnetic field. We use a spherical mask to cut out the neutron star interior in order to avoid dealing with the equation.
of state of nuclear matter, the different phases of matter which may occur inside of the neutron star, and the solid structure of the stellar crust. This is achieved by setting an internal boundary in a 3D Cartesian grid (i.e., stair-stepping along the spherical boundary mask) inside of which the evolution is frozen (see below). We note that 3D Cartesian coordinates are neither adapted to the spherical shape of the neutron star nor the axial symmetry of the magnetospheric dipole. Therefore, we expect significantly improved results when employing GRFFE in a spherical coordinate system. We compare the results of simulations in 3D Cartesian coordinates to axisymmetric (2D) tests in spherical coordinates, with the magnetic axis aligned to the symmetry axis of the initial data.

It is straightforward to specify the employed initial data in spherical coordinates \((r, \theta, \phi)\) and, subsequently, map it to the computational grid. The analytically derived equilibrium dipolar magnetic field in (the coordinate basis of) spherical coordinates reads:

\[
B = \left(\frac{2 \cos \theta}{r^3}, \frac{\sin \theta}{r^3}, 0\right), \quad D = (0, 0, 0).
\] (81)

The Cartesian simulations are conducted in a 3D box with dimensions \([4741.12 \times 4741.12 \times 4741.12]\) with a grid spacing of \(\Delta_{x,y,z} = 74.08 M_\odot\) on the coarsest grid level. For the chosen magnetar model of radius \(R_\ast = 9.26 M_\odot\), this corresponds to a \([512 \times 512 \times 512]\) box with a grid spacing of \(\Delta_{x,y,z} = 5R_\ast\). For the low and high-resolution tests we employ seven and eight additional levels of mesh refinement, each increasing the resolution by a factor of two and encompassing the central object, respectively. This means that the finest resolution of our models (close to the magnetar surface) are \(\Delta_{x,y,z}^\text{fin} = 0.0625 \times R_\ast = 0.5787 M_\odot\) and \(\Delta_{x,y,z}^\text{fin} = 0.03125 \times R_\ast = 0.2894 M_\odot\) for the low and high-resolution models. This corresponds to 16 and 32 points per \(R_\ast\), respectively. The spherical simulations are conducted in axial symmetry enclosing the volume \([9.26 M_\odot, 2555.76 M_\odot − 6 \Delta r]\) \(\times [0, \pi]\). In order to issue a resolution which is comparable to the Cartesian setup, we employ \(\Delta r \in [R_\ast/16, R_\ast/32]\) and \(\Delta \theta \in [\pi/50, \pi/100]\). The setup is evolved for a period of \(t = 1185.28 M_\odot \approx 5.84\) ms. We provide extensive details on the internal boundary conditions (frozen electromagnetic fields but balanced radial current) in [Mahlmann et al., 2019]. For this section we employ \(f_{\text{CFL}} = 0.2\), the MP7 reconstruction and a fourth-order accurate discretization of \(J\).

The stability test initializes the dipole structure throughout the entire computational domain and tracks the stability during a dynamical evolution. The relaxation test is even more challenging than the stability test since it requires the time evolution toward the physical topology set by the boundary conditions. Precisely, in a relaxation test we fix the dipolar structure inside of the star, but fill the magnetosphere with a purely radial field at the start of the simulation. Once initialized, the energy of the dipole magnetosphere (cf. [Mahlmann et al., 2019]) is well conserved (stability) or else gradually approaches the dipole energy (relaxation) once all initially introduced perturbations leave the domain. Figure 9 shows stability and relaxation tests of the dipole magnetosphere for different resolutions in both, Cartesian (3D) and spherical (2D, axial symmetry) coordinates.

The initial spike of the relaxation model can be attributed to a surge of electromagnetic energy during a rapid rearrangement in the early phase. The excited energy pulses propagate as plasma waves through the magnetosphere. A part of these pulses is confined to closed field lines in the vicinity of the central object. The rest of this energy propagates outwards through the domain. As the dissipation of electromagnetic energy in collisions of force-free waves strongly depends on the employed resolution (see Sect. 4.2, and Paper II) and grid geometry, the confined energy pulses remain within the domain longer for higher resolution and spherical coordinates. This is visible best in the relaxation test presented in Fig. 9. For different resolutions, the asymptotic energy differs by \(< 1\%\). Complete relaxation of this energy will require longer simulation times, such that waves emerging from the initial relaxation can leave the domain. Also, accurate treatment of the interior boundary will be necessary so that plasma waves in the region of closed field lines dissipate physically. The first of these effects, associated to the total simulated time, can be partly addressed by considering a computational domain with a reduced outer radial boundary. In the top right panel of Fig. 9, we show the time evolution in a reduced computational domain with black lines. The abrupt drop-off of the magnetospheric energy is due to the desorption of the initial perturbation through the outer radial boundary. Remarkably, the energy level to which these models evolve is the same as the corresponding stability tests with the corresponding numerical resolution.

5.1.2. Tilted magnetar magnetospheres

In this section, we explore the full 3D capabilities of our newly developed code in spherical coordinates \((r, \theta, \phi)\) by considering the stability test from the previous section, but tilting the magnetic dipole axis by an angle \(\alpha\) with respect to the spherical polar axis along \(\theta = 0\). For this, we carry out the transformation \(B \rightarrow B(\tilde{r})\), where \(\tilde{r} = \tilde{r}, r, \tilde{r}\) corresponds to the initial data given in Eq. (81), and

\[
\begin{align*}
R_{\alpha} &= \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos \alpha \cos \phi - \sin \alpha \sin \phi & 0 \\ 0 & -\sin \alpha \cos \phi & \cos \alpha - \sin \alpha \cos \phi \end{pmatrix}, \\
\chi &= \sqrt{\sin^2 \theta \cos^2 \phi + (\sin \alpha \cos \theta - \cos \alpha \sin \theta \sin \phi)^2}.
\end{align*}
\] (82)

We choose \(\alpha = 30^\circ\) for simulations that are exclusively conducted in a spherical domain with dimensions \([9.26 M_\odot, 611.16 M_\odot − 6 \Delta r]\) \(\times [0, \pi]\) \(\times [0, 2\pi]\). In order to use a resolution which is comparable to Sect. 5.1.1, we employ \(\Delta r \in [R_\ast/16, R_\ast/24, R_\ast/32]\) and \(\Delta \phi = \Delta \theta \in [\pi/50, \pi/75, \pi/100]\). The setup is evolved for a period of \(t = 300 M_\odot \approx 1.48\) ms with \(f_{\text{CFL}} = 0.25\), using MP7 spatial reconstruction, and the default fourth-order discretization of \(J\).

Besides the measurement of the total energy in the magnetosphere, in order to quantify the deviation of the numerical solution \(B\) from the analytical (initial) configuration \(B_0\), we define the \(L^2\) error norm of the magnetic field as

\[
||e||_2 = \frac{1}{N} \sum_{i,j,k} \left| B(r_i, \theta_j, \phi_k) - B_0(r_i, \theta_j, \phi_k) \right|^2,
\] (83)

where indices \(i, j, k\) extend over all the computational cells. Fig. 10 shows the evolution in time of the error norm in Eq. (83) normalized to the magnetic field strength at the pole of the neutron star, \(B_p\). Increasing the mesh resolution by a factor of 2 (i.e. from \(\Delta r = R_\ast/16\) to \(R_\ast/32\)) reduces the error by roughly the same factor. At the same time, the total magnetospheric energy slightly increases throughout the simulation time (\(\lesssim 1\%\)). Such (continuous) increase of energy does not occur in the aligned (axially symmetric) setups, as we show in Fig. 9. However, the
global structure of the 3D tilted dipole is conserved throughout the simulation (Fig. 10), with only slight kinks arising around the polar axis of the spherical coordinates.

Solving hyperbolic PDEs in spherical coordinates suffer from very small timesteps due to the fact that cell volumes are not constant in space and get smaller as the polar axis or the origin of the coordinate system are approached. The timestep is proportional to $r \times \sin(\Delta\theta/2) \times \Delta\phi$ and hence becomes prohibitively small for full 3D simulations with high angular resolutions, this is the reason for the shorter simulation time compared to the axially symmetric models in Sect. 5.1.1. In order to mitigate this limitation for simulations in spherical coordinates, additional grid coarsening or filtering approaches will be necessary when considering computationally feasible long-term 3D evolution (cf. Obergaulinger & Aloy 2017; Mewes et al. 2020; Zlochower et al. 2020; Obergaulinger & Aloy 2020). The impact of the tilt across the axis on the magnetospheric energy (as observed in Fig. 10) may be further diminished by such techniques.

In this test we employ the full 3D capacities of our GRFFE method in spherical coordinates. The tilted magnetar magnetospheres maintain their topology stable for $\sim 32$ light-crossing times of the central object. Extrapolating the deviation of the magnetospheric energy to longer times is uncertain due to the non-monotonic evolution. However, we foresee that stationary tilted magnetospheres may be maintained approximately stable sufficiently for more than a few hundred light-crossing times of the central object. These longer periods of evolution may suffice to address numerically dynamical phenomenae in the magnetosphere (e.g. Carrasco et al. 2019 Mahlmann et al. 2019). Besides, our results show that increasing the resolution decreases the global error, hence, if needed, finer grids may be used to address longer evolutionary times.

5.2. Black Hole Magnetospheres

5.2.1. Black Hole Monopole Tests

Blandford & Znajek (1977) presented analytic equilibrium solutions of BH magnetospheres by applying perturbation techniques to the Grad-Shafranov equation (GSE) which match the Znajek condition (Znajek 1977) at the BH horizon and the flat space solution of Michel (1973) at infinity. One of these results is a monopole-like magnetic field, which is often adapted to the so-called split monopole by mirroring the field quantities across the equatorial plane. The latter is a necessary step to avoid divergences of the magnetic field. In this section, however, we follow Komissarov (2004) in considering the monopole field structure to avoid the challenge of resolving a current sheet at the equator. The monopole electromagnetic fields for slowly spinning BHs ($a^* \ll 1$) as derived in Blandford & Znajek (1977) can be written in the spatial components of vectors in Boyer-Lindquist coordinates $(r, \theta, \phi)$ as follows:

$$B = B_0 \left( -\frac{\sin\theta}{2\sqrt{\gamma}}, 0, -\frac{a^* \sin^2\theta}{8\Omega_0} \right),$$

$$D = B_0 \left( 0, -\frac{\Omega_0 + \beta_0}{2\Omega_0} \sin\theta, 0 \right).$$  \hspace{1cm} (84)

Here, $\Omega_0$ is the field line angular velocity as defined for axially symmetric equilibrium solutions, and we employ $B_0 = 1$. The Cartesian simulations are conducted in a 3D domain with extensions $[256M_\odot \times 256M_\odot \times 256M_\odot]$ with a grid spacing of $\Delta x_{ax} = 8M_\odot$ on the coarsest grid level. We employ eight additional levels of mesh refinement, each increasing the resolution by a factor of two and encompassing the central object, respectively. This means that the finest resolution of our Cartesian models is $\Delta x_{ax} = 0.03125M_\odot$. The spherical simulations are conducted on a 2D slab (axial symmetry) with extensions...
Fig. 11. Time evolution of the Schwarzschild monopole ($\Omega_{e} = \Omega_{BH}/2$) of a slowly spinning Kerr BH ($a' = 0.1, M = 1$) in Cartesian (3D CARPET grid with nine refinement levels, with the highest resolution of 0.03125$M_\odot$ completely enclosing the central object) and spherical (2D, axisymmetric) coordinates. The spacetime metric is dynamically evolving. Left: Evolution of the total magnetospheric (electromagnetic) energy normalized to the initial value, $e_0$. Right: Field line angular velocity along the equatorial plane. The final value is shown in a strong color. Intermediate states throughout the simulation are depicted by lighter colored lines (the strength of the color increasing with simulation time).

Fig. 12. Simulations of Wald magnetospheres for $a' = 0.5$ and $M = 1$ at $t = 128M_\odot$. Left: 3D Cartesian CARPET grid (vacuum spacetime modeled by MacLachlan). Right: 2D (axially symmetric) spherical grid (vacuum spacetime modeled by SparseBSSN). The poloidal field is indicated by streamlines, the toroidal field by red and blue colors (color scale coincides for all panels) indicating whether the toroidal field leaves or enters into the displayed plane, respectively. The BH ergosphere is denoted by a solid white line.

Fig. 13. Simulations of a Wald magnetosphere for $a' = 0.9$ in Cartesian coordinates for $t = 256M_\odot$. Left: Same format and color scale as in Fig. 12. Right: 3D magnetic field line impression of the Wald magnetosphere. Darker colors indicate a stronger twist of the magnetic field.

For this section we employ $f_{CFL} = 0.25$, the MP7 reconstruction and a fourth-order accurate discretization of $\mathbf{J}$. 

Fig. 11 summarizes the time evolution of the monopole field for a dynamically evolving spacetime metric for both Cartesian (3D) and spherical (2D, axisymmetric) meshes. As the magnetospheres considered in this section (and the following one) are
idealized cases, namely a magnetic monopole and with unbound energy, we do not couple the field energy to the source terms of the BSSN equations. During a transient phase in which the metric terms relax to the chosen mesh and gauge, the electromagnetic fields can differ significantly from their initial state. This test demonstrates that, while the spacetime evolves, the electromagnetic fields relax towards the equilibrium given by Eq. (83) concurrently. Though the energy evolution shown in Fig. 11 approaches the energy of the initial model rather well, the resulting equilibrium has to be taken with care. The evolution of dynamical spacetimes and corresponding GRFFE fields can be subject to the influence of small changes of the BH mass and spin (due to finite numerical resolution), as well as an involved array of geometric source terms (see Sect. 2.2).

The geometric (i.e., spacetime) quantities determined by the initial data for spinning BHs presented in Liu et al. (2009) relax to their equilibrium state depending on the chosen numerical resolution of the mesh and specification of gauge quantities (i.e., the lapse and shift) during an initialization phase. The choice of these quantities is preferably done in a way which causes the least possible noise across all metric quantities during their evolution. As an example, instead of providing the spacetime data with the analytic lapse function defined in Boyer-Lindquist coordinates (Liu et al. 2019), we specify the lapse initially as:

\[ \bar{\alpha}(0) = 2 \times \left[ 1 + \left( 1 + \frac{M}{2r} \right)^2 \right]^{-1}. \]

With this initialization, the spacetime relaxes swiftly to its equilibrium state during the first \( \Delta t_{\text{init}} \approx 25M_\odot \). The tests presented in this section give some important hints on the strategies chosen to set up BH magnetospheres for our future research. The goal of this test was to show that the magnetospheric data is conserved throughout the (dynamic) relaxation of the spacetime induced, e.g., by the BSSN algorithms of the Einstein Toolkit. As both the magnetospheric energy as well as the field line angular velocity at the equator, are recovered after \( \Delta t_{\text{init}} \), our GRFFE code passes this test of spacetime-field coupling.

5.2.2. The Wald Magnetosphere

The immersion of a BH into a magnetic field which is uniform at infinity was originally suggested by Wald (1974) and then explored throughout the literature, both as a test and as a laboratory for force-free plasma (for example, Komissarov 2004; Komissarov & McKinney 2007; Carrasco & Reula 2017; Parfrey et al. 2019). In this section, we reproduce the initial data of the Wald magnetosphere of a Schwarzschild BH in Boyer-Lindquist coordinates (rescaled according to the prescription of Liu et al. 2009) and evolve it for different BH spins. We therefore, extend the testing of the GR capacities of our code to rapidly spinning BH (up to \( a^* = 0.9 \)). The Wald magnetosphere of a Schwarzschild BH in the spatial components of Boyer-Lindquist coordinates \((r, \theta, \phi)\) can be initialized as follows:

\[
B = B_0 \left( -\frac{r}{\sqrt{2 + r}} \cos \theta, \frac{2 \sin \theta}{\sqrt{r + (2 + r)}}, 0 \right), \quad D = (0, 0, 0).
\]

We employ \( B_0 = 1 \) as normalization of the magnetic field strength. The Cartesian simulations are conducted in a 3D domain with extensions \([512M_\odot \times 512M_\odot \times 512M_\odot]\) with a grid spacing of \( \Delta x = 16M_\odot \) on the coarsest grid level. We employ nine additional levels of mesh refinement, such that the finest resolution of our Cartesian models is \( \Delta x_{\text{max}} = 0.03125M_\odot \). The spherical simulations are conducted in axial symmetry with extensions \([0, 256M_\odot] \times [0, \pi]\). In order to use a resolution which is comparable to the Cartesian setup, we employ \( \Delta r = 0.032 \) and \( \Delta \theta = \pi/64 \). The setup is evolved for a period of \( t = 128M_\odot \) in Cartesian coordinates and \( t = 256M_\odot \) in spherical coordinates. For this section we employ \( f_{\text{CFL}} = 0.25 \), the MP7 reconstruction and a fourth-order accurate discretization of \( j_i \).

Figure 12 shows the results from time evolution of these fields in spacetimes of rotating BHs for a selected case \((a^* = 0.5)\) in Cartesian and spherical coordinates. The magnetic field lines connecting to the BH, which are initially not rotating, are gradually twisted in case of a spinning central object. Also, current sheets form along the equatorial plane within the BH ergosphere for high dimensionless spins \((a^* = 0.9)\). Figure 13, preventing the development of static magnetospheric conditions (cf. Komissarov 2004). The overall topology of the magnetic field throughout the BH ergosphere broadly coincides with respective equilibrium solutions of Kerr magnetospheres (as derived, e.g., in Nathanail & Contopoulos 2014; Mahlmann et al. 2018).

The simulations in spherical coordinates are significantly more expensive than in Cartesian coordinates, due to the severe restrictions on the timestep imposed by the converging spherical mesh close to the central singularity. Future code developments will include mesh-coarsening strategies close to \( r = 0 \) to overcome this restriction. Obtaining a stable evolution of the spacetime with spherical coordinates for \( a^* \approx 0.9 \) is very challenging unless we employ rather fine grid spacing in \( \theta \), which makes this numerical experiment (currently) too expensive as a validation test of our code. Even in axisymmetric simulations, the timestep restriction from the \( \theta \) coordinate, which imposes a timestep proportional to \( r \times \Delta \theta \), is too restrictive when the coordinate ori-
gin is included in the computational domain, which is necessary for a spacetime evolution without excision as the one employed here. In order to alleviate this shortcoming of doing high resolution simulation in spherical coordinates that include the origin, algorithms to circumvent the timestep restrictions imposed by both the $\theta$ and $\phi$ coordinates are currently being developed (Zicchower et. al. [2020]).

In Fig. [14] we extract the field line angular velocity and toroidal magnetic field at different locations for Cartesian coordinates for comparison with Fig. 5 in Komissarov [2004] (computed for a BH with $\alpha = 0.9$). The chosen extraction location is slightly different from the literature in order to represent the complete range of BH spins. We find that our GRFFE code reproduces qualitatively the results in the literature, though some differences remain to be mentioned. Komissarov [2004] uses spherical coordinates and axial symmetry, as opposed to our 3D simulations with mesh refinement. More even, the angular resolution of 800 cells in the $\theta$-direction is almost ten times the resolution which we have used on our finest refinement level (the resolution limit is simply imposed by the aim of running numerical tests that do not consume disproportionate computational resources). Without evolving the space time (as in Komissarov [2004]) the numerical grid may extend outwards in the radial direction from the event horizon as a boundary, in practice, exiting the central singularity and allowing for significantly larger timesteps. The quantitative difference in the shape of the angular velocity distribution (V-shape in Fig. 5 of Komissarov [2004] vs. U-shape in Fig. [14]) may, hence, be significantly improved with increasing resolution or by resorting to a GRFFE code in spherical coordinates (as we plan to do once the timestep restrictions are overcome). Also, we point out that we show the toroidal component of the magnetic field $B$ rather than $H$. The overall form of the toroidal field for the rapidly rotating case ($\alpha = 0.9$) corresponds well (up to a difference in sign) with Fig. 5 of Komissarov [2004]. The BH magnetosphere simulations in this section have been repeated on a fixed Kerr-Schild background metric, effectively confirming the results presented in this section. For a direct comparison of numerical data, comparable resolutions and exact convergence (longer simulations) are required; this is beyond the scope of the test presented here.

In conclusion, especially field lines threading the ergosphere are gradually twisted by the rotating BH. Due to the broad coincidence with Komissarov [2004], and the reproduction of magnetic equators which resemble respective equatorial solutions of the (Nathanail & Contopoulos [2014], Mahlmann et al. [2018]), the Wald magnetosphere test is passed.

6. Conclusions

We have developed a new GRFFE code that models magnetically dominated plasma in dynamical spacetimes with support for both Cartesian and spherical coordinates provided by the CARPET grid of the Einstein Toolkit. Our simulation tool combines techniques from an array of literature (especially Komissarov [2002] McKinney & Gammie [2004] Palenzuela et al. [2009] Paschalidis & Shapiro [2013] Parfrey et al. [2017]) and improves further on numerical strategies as well as the understanding of their limits:

- We explicitly couple the continuity equation of charge to our conservative scheme (Sect. 2) and, thus, ensure a consistent modeling of the force-free current (Eq. [48]).
- We employ a hyperbolic-parabolic cleaning of errors (extending, e.g., the techniques in Palenzuela et al. [2009] Mignone & Tzeferacos [2010] to general relativity). Allowing for arbitrary advection speeds for the cleaning of divergence errors significantly improves the conservation of total charge in spacetimes of spinning BHs (see Appendix A).
- The current parallel to the magnetic field $j_{||}$ is the dominant driver of resistivity in GRFFE schemes. In case of the force-free current (Eq. [53]), high-order discretization allows us to model (smooth) force-free plasma waves with nearly theoretical order (Sect. 2.1, Paper II), and diffusing only due to numerical resistivity.
- Current sheets are genuine regions of significant physical resistivity. Conventional GRFFE methods (i.e., schemes that do not include phenomenological models of artificial physical resistivity) are unable to properly resolve such resistive layers, especially for highly accurate reconstruction methods (Paper II). Thus, at discontinuities, the order of convergence of GRFFE is significantly reduced; a true limit of applicability of GRFFE is reached.

Writing our Einstein Toolkit thorn from scratch enabled us to implement suitable finite volume integrators for both Cartesian and spherical coordinates. Spherical coordinate systems prove exceptionally valuable for the highly accurate modeling of magnetar magnetospheres (Sect. 5.1). For the simulation of BH magnetospheres on dynamically evolving spacetimes, our GRFFE method will benefit from future updates to the support of spherical coordinates in the Einstein Toolkit (Mewes et al. [2018] [2020]). With the presented numerical code we broadly exploit the modular nature of the Einstein Toolkit and implement a cutting-edge tool for the simulation of GRFFE on dynamical spacetimes in Cartesian and spherical coordinates.
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Appendix A: Code Performance (3D Cartesian): Cleaning of Errors

We describe the implementation of the generalized Lagrange multiplier method employed to preserve the electromagnetic differential constraints $\text{div} B = 0$ and $\text{div} D = \rho$ in Sect. 3.5. This section explores the code performance for the cleaning of divergence errors in the 3D Cartesian version of the BH monopole test (with the setup from Sect. 5.2) for different choices of the parameters governing the numerical cleaning of errors. We measure the numerical errors to the aforementioned conditions by considering the global measures:

$$\varepsilon_{\text{B}}(t) = \int [\nabla \cdot B(t)] dV - \int [\nabla \cdot B(t = 0)] dV. \tag{A.1}$$

Here, we employ the 3D region outside of the BH horizon as an integration region, and subtract the initially present errors due to the discretization of the magnetic field. Figure [A.1] shows the evolution of numerical errors and the corresponding cleaning potentials for different combinations of the parameters $\kappa_{\Psi}$ and $c_h$. The optimization of these parameters may differ for different applications and can be critical in highly dynamical processes where strong numerical violations of the divergence constraints occur (e.g., by strong violations of the force-free conditions, see also the discussion in Mahlmann et al. 2019). For the tests at hand, the exact calibration of the parameters of the cleaning method may have very small effects (the total magnetospheric energy presented in Fig. 11 is not notably changed by any of the different combinations shown in Fig. A.1). However, their analysis provides crucial information about the code’s performance, and in other applications the proper calibration of the cleaning routines has a significant impact (Mahlmann et al. 2019).

As is lucidly shown in Fig. [A.1], the introduction of the superluminal advection velocity $c_h$ into the augmented system of equations (Eq. 40) for divergence cleaning reduces the error $\varepsilon_{\text{B}}$ (especially in the early and late phase of the evolution) significantly. Furthermore, the maximum magnitude of the cleaning potential $\Psi$ decreases by two orders of magnitude. Small variations in $\varepsilon_{\text{B}}$ are also observed for stronger damping of errors by greater values for $\kappa_{\Psi}$. Though the presented tests for flat background geometries employ $c_h = 1$, we conclude from the results in Fig. [A.1] that $c_h = 2$ improves the code performance (i.e., reducing the arising numerical errors) for general relativistic spacetimes.

This comparison of parameters responsible for the cleaning of numerical errors emphasizes the strong need for a diligent calibration for each setup (i.e., boundary conditions, geometry, etc.) at hand. The standard configurations employed for the hyperbolic/parabolic cleaning of numerical errors should and will be readjusted in the light of future applications of our GRFFE method.

Fig. A.1. Time evolution of numerical errors ($\text{div} B = 0$, top panel) and the corresponding maximum cleaning potential $\Psi$ (bottom panel). We present combinations of different $\kappa_{\Psi}$ and $c_h$ for a fixed $\kappa_{\Phi} = 1.0$. 
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This comparison of parameters responsible for the cleaning of numerical errors emphasizes the strong need for a diligent calibration for each setup (i.e., boundary conditions, geometry, etc.) at hand. The standard configurations employed for the hyperbolic/parabolic cleaning of numerical errors should and will be readjusted in the light of future applications of our GRFFE method.
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$$\varepsilon_{\text{B}}(t) = \int [\nabla \cdot B(t)] dV - \int [\nabla \cdot B(t = 0)] dV. \tag{A.1}$$

Here, we employ the 3D region outside of the BH horizon as an integration region, and subtract the initially present errors due to the discretization of the magnetic field. Figure A.1 shows the evolution of numerical errors and the corresponding cleaning potentials for different combinations of the parameters $\kappa_{\Psi}$ and $c_h$. The optimization of these parameters may differ for different applications and can be critical in highly dynamical processes where strong numerical violations of the divergence constraints occur (e.g., by strong violations of the force-free conditions, see also the discussion in Mahlmann et al. 2019). For the tests at hand, the exact calibration of the parameters of the cleaning method may have very small effects (the total magnetospheric energy presented in Fig. 11 is not notably changed by any of the different combinations shown in Fig. A.1). However, their analysis provides crucial information about the code’s performance, and in other applications the proper calibration of the cleaning routines has a significant impact (Mahlmann et al. 2019).

As is lucidly shown in Fig. A.1, the introduction of the superluminal advection velocity $c_h$ into the augmented system of equations (Eq. 40) for divergence cleaning reduces the error $\varepsilon_{\text{B}}$ (especially in the early and late phase of the evolution) significantly. Furthermore, the maximum magnitude of the cleaning potential $\Psi$ decreases by two orders of magnitude. Small variations in $\varepsilon_{\text{B}}$ are also observed for stronger damping of errors by greater values for $\kappa_{\Psi}$. Though the presented tests for flat background geometries employ $c_h = 1$, we conclude from the results in Fig. A.1 that $c_h = 2$ improves the code performance (i.e., reducing the arising numerical errors) for general relativistic spacetimes.

This comparison of parameters responsible for the cleaning of numerical errors emphasizes the strong need for a diligent calibration for each setup (i.e., boundary conditions, geometry, etc.) at hand. The standard configurations employed for the hyperbolic/parabolic cleaning of numerical errors should and will be readjusted in the light of future applications of our GRFFE method.