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ABSTRACT

Scene classification has established itself as a challenging research problem. Compared to images of individual objects, scene images could be much more semantically complex and abstract. Their difference mainly lies in the level of granularity of recognition. Yet, image recognition serves as a key pillar for the good performance of scene recognition as the knowledge attained from object images can be used for accurate recognition of scenes. The existing scene recognition methods only take the category label of the scene into consideration. However, we find that the contextual information that contains detailed local descriptions are also beneficial in allowing the scene recognition model to be more discriminative. In this paper, we aim to improve scene recognition using attribute and category label information encoded in objects. Based on the complementarity of attribute and category labels, we propose a Multi-task Attribute-Scene Recognition (MASR) network which learns a category embedding and at the same time predicts scene attributes. Attribute acquisition and object annotation are tedious and time consuming tasks. We tackle the problem by proposing a partially supervised annotation strategy in which human intervention is significantly reduced. The strategy provides a much more cost-effective solution to real world scenarios, and requires considerably less annotation efforts. Moreover, we re-weight the attribute predictions considering the level of importance indicated by the object detected scores. Using the proposed method, we efficiently annotate attribute labels for four large-scale datasets, and systematically investigate how scene and attribute recognition benefit from each other. The experimental results demonstrate that MASR learns a more discriminative representation and achieves competitive recognition performance compared to the state-of-the-art methods.
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I. INTRODUCTION

Scene recognition, a.k.a, scene categorization, aims to determine the overall scene category (e.g., beach, kitchen, airport) by laying an emphasis on understanding its global properties [1], [2]. It is a high-level computer vision task that allows definition of context for object recognition. Whereas tremendous progress in object detection and semantic segmentation tasks has been achieved [3], [4], the performance at scene recognition has not attained the same level of success [1], [5]. Despite the increasing attention given by researchers to solve the scene recognition problem, it still remains a challenging task.

Early attempts at recognizing high-level scene properties used hand-engineered features [6]. For instance, [6] investigated the benefits of several well-known low-level descriptors such as HOG [7], SIFT [8], and SSIM [9] while [10] proposed a global image representation using Local Difference Binary Pattern (LDBP). These methods can learn sophisticated features to describe the visual appearance of scenes. However, they rely heavily on specific types of visual cue, such as color, texture, or shape, which are not practical and powerful enough to discriminate scenes with similar visual appearances.

Current techniques for assigning semantic label to scenes are mostly based on Convolutional Neural Networks (CNNs) [11], [12], [13]. Specifically, [12] investigated the semantic clustering of deep convolutional features, and [13] proposed...
to combine CNN features with dictionary-based models. These methods only use the image features to recognize the scene and fail to produce robust scene representations. Other recent works consider semantic information about object attributes and states. For example, [14] adopted a contextual-based model for discovering regions in scene images using spatial structural layouts and [3] used semantic segmentation as an additional modality of information for scene recognition.

In general, context information such as semantic segmentation, structural layouts and object attributes have become the key to improve scene recognition accuracy. In particular, semantic attributes are used to enable a richer description of scenes while semantic segmentation enables spatial relationships between objects in a scene. As shown in Figure 2, it is difficult to distinguish the three categories using only visual features, while on the attribute space, it’s easier to semantically differentiate the images across categories. Attribute information are quite important to discriminate similar images and boost the performance of scene recognition. However, extracting object attributes or building an effective semantic representation have proven to be quite challenging, especially when the object attribute annotation must be made through human effort. Semantic segmentation is also challenging given that the task of labeling a scene with accurate per-pixel labels is time consuming.

To overcome the above limitations, we first propose a partially supervised annotation strategy in which human supervision and intervention are reduced and are only required on few tasks. The strategy is flexible and provides a much more cost-effective solution to real world scenarios, and requires much less annotation efforts. An overview of the annotation approach is depicted in Figure 2. We begin by identifying pre-trained models for the task of object detection. Then, we use these models to predict object instances for the scene images. Since image scenes are composed of objects, we can use object predictions as attributes to describe scenes. However, this simple, yet effective approach has a major drawback in that attribute predictions are not always highly reliable due to possible biases on their training data. We solve this problem by only keeping those attributes with high confidence scores while discarding those attributes with low confidence scores. In addition, we include these attributes into our model through a regularized loss specifically adapted for this purpose. Moreover, [15] showed that scene recognition, object detection and semantic segmentation are interrelated tasks that share a common Branch and that, under transfer learning setting, the performance of object detection methods is generally higher than that of scene recognition. As a result, objects predictions mined from scene images using object detection models can also benefit the scene recognition task.

Following the strategy above, we exploit both local (attribute features) and global information (image features) to learn a better scene representation. We use the detected score to control the importance of each attribute while previous works based on attributes do not consider their importance. Many attributes usually co-occur for a scene with a different level of importance, and these scores may be helpful. For example, the object “table,” “computer” and “chair” better describe the scene category ‘office’ than the object “suitcase.” Given these objects in a scene, the contributions of “table,” “computer” and “chair” must be considered. Motivated by this, we therefore introduce a Re-weighting Attribute Layer that utilizes the confidence scores of object in the scene to optimize scene recognition.

Compared with previous methods, our work differs in two aspects. First, we propose to investigate object information from object-centric datasets as attribute labels to the task of scene recognition. These attribute labels provide detailed local descriptions. Secondly, we propose a Multi-task Attribute-Scene Recognition (MASR) network that exploits attribute information in terms of objects scores to improve the scene recognition task. Various object and context information learned from object detection models are utilized as attributes. Moreover, we categorize the list of attributes into the probable and significant ones based on their prediction effectiveness and introduce a layer which adaptively incorporates the attribute into the network.

Our contributions are summarized as follows:

1) We annotated attribute labels for four large-scale datasets MIT67 [16], SUN397 [6], ADE20K [5] and Places-365 [17] and conducted extensive evaluations to demonstrate the effectiveness of our method. The annotated datasets and the proposed MASR network show competitive recognition performance in scene recognition tasks.

2) We propose a novel multi-task attribute-scene recognition framework. The framework learns discriminative CNN embeddings for both scene recognition and attribute recognition.

3) We introduce a novel re-weighting mechanism that adjusts the importance of attribute predictions based on their confidence scores. This approach ensures that more reliable attributes have a greater influence on the scene recognition task, which enhances the overall performance. Previous works have not considered the varying importance of attributes in this manner.

The remainder of this paper is organized as follows. In Section II, we present the related research work. Then, in Section III, we describe our attribute annotation strategy. In Section IV, we provide details of the proposed scene recognition model. In Section V, we present our experimental results on scene recognition task. Finally, we conclude this paper and discuss the future works in Section VII.

II. RELATED WORKS

In this section, we describe the existing works that are relevant to our approach. We start by presenting works for solving the scene recognition problem in general,
then we elaborate on multi-modal approaches and, finally, we present the recognition models that make use of contextual information.

**A. SCENE RECOGNITION**

Research for scene recognition can be roughly divided into two groups: those based on handcrafted feature representations and those based on deep machine learning. The first group of works focus on designing appropriate local descriptors for scenes and the second group uses CNN to learn scene embeddings.

Hand engineered descriptors such as SIFT [8], HOG [7] have been the fundamental component for computer vision tasks, including scene recognition. Bag-of-features (e.g. VLAD, Fisher kernel) have also shown great success on scene recognition. Reference [18] proposed to design a holistic low-level features using Generalized Search Trees (GIST) descriptor. Other works have combined local features from local patches with holistic features. For example, [19] proposed a technique that partitions the image into fine sub-regions and computes histograms of local features for each sub-region. The resulting spatial pyramid is simply an efficient extension of an orderless bag-of-features image representation. Similarly, [20] introduced an extension of bag-of-words image representations and Fisher kernels to encode both the spatial layout and the appearance of local features. In addition, [21] proposed CENsus TReansform hISTogram (CENTRIST), a visual descriptor for scene categorization that encodes the local structural properties within an image and suppresses detailed textual information. However, CENTRIST is not invariant to rotations and only utilizes the gray-scale information of images, which limits its application. Furthermore, [22] proposed the Oriented Texture Curves (OTC) descriptor to capture the texture of a path along multiple orientation using the shapes of multiple curves, the gradients and curvatures, and the local contrast differences. In general, these handcrafted methods have failed as they depend on certain types of visual cue (e.g. color, texture, or shape) that are insufficient to distinguish between similar scenes. In addition, due to the handcraft nature of the features, these methods suffer a huge data bias without the flexibility on new datasets.

The second group of methods based on CNN usually result in better performance. Many works combine orderless
bag-of-features or dictionary with CNN features to incorporate discriminative local and structural information. In particular, [11] used a texture descriptor obtained by Fisher Vector pooling of a CNN filter bank and [13] combined features extracted from CNN with two dictionary-based representations. However, because of the huge inter-class similarity in scene images, these approaches do not produce scene representations that are robust. To overcome this problem, recent techniques are based on multi-modality approach that incorporates context, attribute and object information into CNN to constrain scene recognition.

**B. HYBRID AND MULTI-MODAL ARCHITECTURES**

In recent years, researchers have investigated how to effectively integrate local semantics of both objects and concepts in scene classification. In particular, [23] proposed to combine a local feature codebook generated from both ImageNet and Places-365 datasets with the original features from scene images. Generally, hybrid-based methods first extract the local representations from image patches, and then aggregate their local representation by encoding methods. For example, [24] proposed a multi-scale orderless approach that performs orderless VLAD pooling on CNN activations at each level separately, and concatenates the resulting local representations. Reference [25] explored multi-scale CNNs by extracting features from multiple layers. Similarly, [26] proposed a semantic descriptor where correlation of object configurations across scenes are exploited. ImageNet-CNN output score at the softmax layer is used to compute multinomial distribution using Bayes rule. However, [2] showed that incorporating ImageNet features do not help much and demonstrated that object-centric and scene-centric neural networks differ in their internal representations. As a result, [2] proposed to learn from massive amounts of data by introducing a new benchmark with millions of labeled images. Similarly, [27] presented an alternative method of combining features from an object-centric dataset that uses different scale ranges. Reference [27] mainly addressed the scale induced dataset bias in multi-scale CNN architecture and showed an effectively way of combining scene-centric and object-centric knowledge (i.e., Places and ImageNet) in CNNs. However, the recognition accuracy highly depends on the scale, and carefully chosen multi-scale combinations are required to push the state-of-the-art recognition.

Recently, [28] proposed a dictionary learning layer composed of a finite number of recurrent units to simultaneously enhance the sparse representation and discriminative abilities of features. Reference [29] used a mixed CNN-LSTM network that combines both visual and linguistic features like image captions. Furthermore, [3] exploited the spatial relationship between objects using both RGB images and semantic segmentation. However, as shown by the study of taskonomies [15], the performance of semantic segmentation methods is generally lower than that of object detection approaches. Thus, in this paper, we propose to enhance scene recognition using context information mined from object detection models.

**C. ATTRIBUTES FOR IMAGE RECOGNITION**

The use of complementary information such as attributes has been proposed in several computer vision tasks including pedestrian recognition [30], [31], action recognition [32], [33], image recognition [34], [35], and scene recognition [36], [37].

In pedestrian recognition, [30] proposed a multi-task network which learns an identity embedding and at the same time predicts pedestrian attributes. Reference [31] also proposed an Attribute Attention Network (AANet) that integrates person attributes and attribute attention maps into a unified framework. The effectiveness of attributes has also been studied in action recognition. In particular, [38] introduced a search for attributes that represents signal segments for recognizing human activities while [32] combined attributes and parts. Here, the attributes are represented as verbs describing human actions, and parts are composed of objects related to the actions. Recently, [33] used local spatio-temporal features to capture the action attributes in a Gaussian mixture model.

In image recognition, basic attributes such as texture, shape and color have been extensively investigated in early works [34], [35]. In particular, [34] showed for the first time that attributes can be learned for object recognition through weakly supervised learning and trained a set of classifiers to predict the existence of human-labeled attributes in the data. Both [35] and [39] proposed transfer learning and zero-shot learning approaches respectively on the Animals with Attributes datasets (AwA and AwA2) [35], [39]. The two datasets contain 50 classes and 85 attributes with no image overlap.

In scene recognition, there exists only few works about attributes. For instance, [40] proposed a small-scale scene dataset with 8 attributes describing the spatial structure of a scene (e.g., naturalness, openness, roughness etc.) and [41] created an outdoor scene dataset with 47 attributes. In addition, [37] introduced a subset of the SUN dataset [6] containing 14,340 images annotated with 102 attributes and used the attributes as mid-level semantic information for scene recognition. Recently, [36] proposed to aggregate more complementary visual features of the scene using features from the Attribute-ImageNet [42] and the Places [2] datasets.

In contrast to existing methods using attributes in general [33], [34], [35], [36], [39], and scene attributes in particular [37], [40], we do not manually annotate the attributes and we do not directly learn a weight for each attribute to control the attribute’s impact, but we leverage object detected score information contained in the attributes. By so doing, the model could use more of its parameters for learning to compensate in failure cases. Moreover, we go beyond the simple use of objects in scene recognition and propose to utilize existing object-centric datasets to bridge the gap between object recognition and scene recognition.
Note that, the two probability distributions $P_s$ and $P_t$ do not add to 1 and do not represent a probability distribution. A common method of consolidating the two probability distributions $p_s$ and $p_t$ is to simply average them for every set of values $V$, s.t. $P(V) = \frac{p_s(V) + p_t(V)}{2}$, $\forall V \in S \cap T$. However, here, $S$ and $T$ do not always overlap and usually describe different data sources. Consequently, we simply merge $p_s$ and $p_t$ and use the object detection score as a confidence score.

### III. ATTRIBUTE ANNOTATION STRATEGY

Most datasets for scene recognition [1], [5], [6], [16], [17] provide labels that rarely fill the gap between scene classification and semantic scene description. Recently, efforts have been made to provide not only category labels to scenes but also attribute labels to describe the objects within them [37], [40], [41]. In these studies, a human annotator would meticulously go through each scene, listing the objects found and explicitly assigning attributes to them. For example, if there are a hundred attributes to consider, the process becomes extremely time-consuming and labor-intensive when applied to millions of scene images. This extensive manual verification is especially challenging and a limitation of these approaches. In this paper, we propose to mine object and context information from object-related tasks, it can not guarantee that all of the selected objects are helpful for scene recognition. To overcome this problem, we propose to further select elements of $S$ and $T$ based on their frequencies and detection scores.

1) BASED ON THE DETECTION SCORES

The object instances with detection score less than a threshold are discarded. Only objects with scores higher than a threshold are selected as scene attributes. We think that narrowing the scene description to the list of probable objects is much more realistic that using all the detections. We redefine $P$ as:

$$P^* = \left\{ p_i \right\}_{i=1}^{\left| P \right|} \quad p_i \in P \text{ and } p_i > \xi$$

where $\xi$ is the threshold. When the detection score is 0, the object is considered not present in the scene.

2) BASED ON THE OBJECT FREQUENCY

We further consider attribute frequencies given a scene category and remove less common objects. For each category $c$, we define a relative attribute frequency as the number of non-zero score covering the category images. If $\{a^1, a^2, \ldots, a^m\} \in A_c$ is the set of detected attributes for $c$, an optimal $A^*_c$ is defined as

$$A^*_c = \{a^j\}, \quad \text{s.t. } f_c(a^j) \geq \beta$$

where $f_c(a^j)$ is the relative frequency of attribute with the value $a^j$ given the category $c$, $\beta$ is the minimum frequency

### TABLE 1. Examples of stuff and thing classes from COCO Object and COCO Panoptic datasets.

| Groups  | Attributes                  |
|---------|----------------------------|
| Things  | bottle, cup, apple, sheep, dog, suitcase, tv, toilet... |
| Stuff   | sea, river, road, sand, snow, wall, window, wall... |

### TABLE 2. Some scene categories with the total number of attributes (\#Att), the number of attributes discarded using Equations 3, 4 and the number of attributes used (\#Used) for the MIT67 dataset.

| Categories             | \#Att | \#Eq. 3 | \#Eq. 4 | \#Used |
|------------------------|-------|---------|---------|--------|
| airport_inside         | 51    | 12      | 39      | 6      |
| cloister               | 31    | 8       | 23      | 5      |
| computerroom           | 48    | 12      | 36      | 8      |
| dining_room            | 43    | 7       | 36      | 9      |
| fastfood_restaurant    | 63    | 16      | 47      | 7      |
| waitingroom            | 37    | 8       | 29      | 6      |
| office                 | 49    | 8       | 41      | 9      |
| bathroom               | 45    | 14      | 31      | 10     |
and $\mathcal{A}_c^* \in \mathbb{R}^{1 \times m}$ is the final list of attributes for $c$. As shown in Table 2, using Equations 3 and 4 we can be sure to choose only representative objects to describe a category.

B. COMPARISON AND DATASET STATISTICS

Many existing attribute datasets used ‘yes/no’ (or 0/1) to indicate whether the attribute is present or absent in the image [30], [43]. Even though this worked well and achieved some improvement in scene recognition task, it does not reflect how the humans often describe scene. Instead, in this paper, we use the detected score associated with the objects occurring in the image, mimicking a more natural object occurrence in daily scene. Moreover, the detected set of attributes can be easily and continuously enlarged as object detector models get more robust and efforts are made to annotate large object-centric datasets. A scene image is finally represented as a bag of attributes with their respective confidence scores. In Table 3, we show some detected objects with their scores.

For both MIT67 and SUN397 datasets, we illustrate the attribute distributions in Figure 3. Figure 4a) shows the number of detected scores per samples. On average, each image is described by 6.5 objects present in the scene. Figure 4b) shows the distribution of the detection scores for 125 different objects. The maximum, average and minimum scores are illustrated. This shows that more than 50% of the objects can describe a scene with a maximum score of 100% and less than 25% produced a minimum score of 50%. On average, 70% to 80% objects from $\mathcal{S}$ and $\mathcal{T}$ are detected on the MIT67 dataset.

The proposed strategy can be generalized to $N$ tasks that share a common Branch with scene recognition task. Equation 2 can then be formulated as:

$$\mathcal{P} = p_1 \cup p_2 \cup \ldots \cup p_N$$

where $p_i = F_i(X)$, $F_i$ a pre-trained CNN model for a task $i$. $\mathcal{P}^*$ and $\mathcal{A}_c^*$ are similarly obtained using Equations 3 and 4. In the next section, we present a method that leverages the scene category and our annotation to improve scene recognition task.

IV. THE PROPOSED METHOD

We start by describing two baselines in Section IV-A, and then introduce our proposed Multi-task Attribute-Scene Recognition network in Section IV-B.

A. BASELINES

Let $\mathcal{X} = \{(x_1, y_1), \ldots, (x_n, y_n)\}$ be the set of scene images, where $x_i$ denotes the $i$-th image and $y_i$ its corresponding category. For each image $x_i$, we have a set of attribute
TABLE 3. Samples from Detectron2 model [4]. We only show objects with more than 80% precision. Images come from MIT67 and SUN397 datasets. (Zoom in for best view).

| Scene  | Annotations |
|--------|-------------|
| Bathroom | mirror-stuff, window, toilet, floor, sink 100% |
| Fastfood | ceiling, wall, window, chair 98%, dining table |
| Airport  | ceiling, wall, window, person 99%, suitcase 99% |
| Library  | wall, book 97%, person 97%, chair 97%, tv 94% |

...
2) BASELINE 2: SCENE ATTRIBUTE BASELINE
This baseline uses the attribute data $X_A$ and predicts the scene attributes. The model is trained using the following objective function:

$$\min_{\theta_A, w_A} \sum_{i=1}^{n} \sum_{j=1}^{m} \ell(f_{A_j}(w_{A_j}, \phi(\theta_A, x_i)), \hat{a}_i^j)$$  \hspace{1cm} (7)$$

where $f_{A_j}$ is the $j$-th attribute classifier, parameterized by $w_{A_j}$, to predict the $m$ attributes using the embedding $\phi(\theta_A, x_i)$. We take the sum of all the losses for $m$ attribute predictions on the input image $x_i$ as the loss.

For the evaluation of the classification baseline, we use Top@k accuracy metric with $k \in [1, K]$. Top@k measures the percentage of testing data whose topk-scored class coincides with the ground-truth label. To evaluate the attribute baseline, we take the classifier layer output and evaluate it with the ground-truth using the classification metric.

B. MULTI-TASK ATTRIBUTE-SCENE ARCHITECTURE
In this section, we aim to improve scene recognition task using complementary cues from attribute labels. It has been established that scene attributes may contain information which is often highly relevant to the scene recognition task. However, different from existing works, this paper leverages automatically generated attributes with a varying degree of scores. The idea is to add a simple, yet effective attribute scores to the category level features such that the attribute information is able to drive the learning procedure. The overview of the proposed approach is illustrated in Figure 5.

The network contains two parts. The first part predicts the scene category label, and the second part predicts the attribute labels. Given a scene image $x_i$, we first extract its feature representation $v_i = \phi(\theta_j, x_i)$, using a CNN-like network. Secondly, we take attribute scores as additional cues and re-weight $v_i$. Then the resulting features are passed through a fully connected layer $L^{[K]}$ for predictions. Simultaneously, we use $v_i$ to predict the attribute probabilities $p_{att}$ using a fully connected layer $L^{[A]}$, where $A$ is the set of detected attributes.

1) ATTRIBUTE TASK LOSS
Since our attributes are not completely mutually exclusive, the prediction of multi-attribute is a multi-label classification problem. The structure of the layer that predicts the attributes is different from the traditional single-label classification layer that includes one cost function. In order to predict all attributes, we employ a multi-class cross entropy loss defined as:

$$L_{att} = -\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{m} \left( \hat{a}_i^j \log(p_{att}(x_i, \hat{a}_i^j)) + (1 - \hat{a}_i^j) \log(1 - p_{att}(x_i, \hat{a}_i^j)) \right)$$

where $p_{att}(x_i, j)$ is the predicted class probability on the $j$-th attribute of the training sample $x_i$, and $\hat{a}_i^j \in [0, 1]$ is the attribute ground-truth defined as:

$$\hat{a}_i^j = \begin{cases} 1 & \text{if } \hat{a}_i^j > \xi \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (8)$$

The loss in Equation 8 usually suffers from imbalances in the training data. Some objects such as “person” are much more frequent than others (see Figure 3), and we cannot simply compensate by data sampling, because attributes co-occur and balancing the occurrence frequency of one attribute will change that of others. To address this, we introduce a regularizer $\beta^j$ which reflects the relative frequency of $j$-th attribute in the training data (i.e., its ratio of positive to negative attribute labels). Equation 8 then becomes:

$$L_{att} = -\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{m} \left( \hat{a}_i^j \cdot \beta^j_k \cdot \log(p_{att}(x_i, \hat{a}_i^j)) + (1 - \hat{a}_i^j) \cdot \beta^j_k \cdot \log(1 - p_{att}(x_i, \hat{a}_i^j)) \right).$$

$$\beta^j_k = \frac{||\hat{a}_i^k||}{\sum_{l=1}^{K} ||\hat{a}_i^l||}$$
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where $||a^k_j||$ is the number of samples holding the $k$-th class label of the $j$-th attribute (i.e., the magnitude of the $j$-th attribute for the $k$-th scene category). Note that, the classifiers for different attribute features are not shared.

2) ATTRIBUTE LAYERS
Because the attribute representation is learned on separate data, we can expect some of the attributes to be much important that others. We thus introduce a layer that re-weight the attributes using the detected scores. It is composed of some linear transformations that aggregate all attribute information into a single vector $v_i$. We denote by $\tilde{a}_i = p_{att}(x_i, a_i) \in \mathbb{R}^{1 \times m}$ the attribute scores from the attribute classifier $f_A$. We then learn the confidence score $c_i$ for its prediction $\tilde{a}_i$ as:

$$v_i = a_i \ast \sigma (W_{c_i} + \text{ReLU}(W_{a_i} a_i + W_{\tilde{a}_i} \tilde{a}_i + b_i))$$

where $\sigma$ is the sigmoid activation function, $W_{a_i} \in \mathbb{R}^{m \times m}$ and $b_i \in \mathbb{R}^{m \times 1}$ are trainable parameters. The resulting learned parameter $c_i$ is element-wise multiplied with the attribute detection scores $a_i$ to produce $v_i$. The above operation constitutes the Attribute Re-weighting Layer (ARL). We implement the attribute layers as cascade of ARL layers. Finally, $v_i$ is concatenated with the global image representation for further classification. Figure 6 illustrates the operation. In Figure 6, the re-weighting module and the attribute layers build a cascade of multi-layer perceptron (MLP). The ARL is applied to the concatenated predictions obtained from each predictions before the sigmoid activation. The architecture of the attribute prediction model includes multiple branches for predicting attributes and a final concatenation step for classification.

In summary, the motivation of designing the attribute re-weighting layer lies in two aspects. Firstly, by aggregating different kinds of attribute information to form a mid-level human semantic feature, we want to simulate the recognition process of human beings to form a compact attribute descriptor. Secondly, the detected object from object detection models can serve as a guidance for the global feature refinement process, promoting the performance of the recognition task.

V. EXPERIMENTS
We evaluate our model on four widely used scene datasets including ADE20K [5], MIT67 [16], SUN397 [6], and
Places365 [17]. We use models pre-trained on COCO Object and COCO Panoptic datasets to predict objects (i.e., things) and concepts (i.e., stuff) for every scene datasets. The resulting object predictions include all the 80 objects from the COCO datasets and all the 91 categories from the COCO Panoptic dataset with no overlaps. The final loss is then written as:

$$\mathcal{L}_{\text{MASR}} = \mathcal{L}_{\text{att}} + \mathcal{L}_{\text{cls}}$$  

(10)

where $\mathcal{L}_{\text{cls}}$ is Equation 6.

A. DATASETS

ADE20K [5] is a scene parsing dataset exhaustively annotated with objects. The dataset contains 20,210 images for training, 2,000 images for testing, 3,000 images for validation and 1,055 categories.

MIT67 [16] is a challenging indoor scene containing 67 categories and 15,620 images. 80 and 20 images per category are used for training and testing, respectively.

SUN397 [6] is a large-scale dataset containing 397 scene categories and 108,754 images. It contains 50 training images and 50 testing images per category.

Places-365 dataset is the subset of the original Places database [17] which includes over 7 million labeled pictures. The subset Places-365 contains 1,803, 406 training images and 365 categories. The validation set contains 50 images per category and the test set contains 900 images per category.

B. IMPLEMENTATION DETAILS

In this section, we present the implementation details of our experiments. We use ResNet CNN models as backbones [44] pre-trained on ImageNet [45]. We add two fully connected layers $L^{[K]}$ and $L^{[A]}$ that projects 2048-dimensional vectors into the category and attribute spaces, respectively. All the images are resized into a resolution of 256 $\times$ 256. We first train our network on the scene dataset alone ($A_l$) for an initial 15 epochs in order to establish a basic feature representation. We then switch to the MASR setup and continue training for 85 epochs using Equation 10 loss. Our initial learning rate is set to 0.01 for the classifier parameters and to 0.001 for the base parameters and reduces by a factor of 0.1 every 20 epochs. We use a batchsize of 128 and stochastic gradient descent optimizer. We set the threshold $\xi$ (see Eq. 3 and 8) to 80% and the minimum frequency $\beta$ to 20.

C. COMPARISON WITH THE BASELINES

Results on two datasets are shown in Table 4. We observed that the classification baseline yields a reasonable performance by achieving a top@1 accuracy of 79.3%, 70.8% and 54.7% on MIT67, SUN397 and ADE20K datasets respectively. We note that, for all the datasets, changing the backbone configurations from VGG to ResNet boost the performance accuracy by a factor of 7.7% on MIT67 dataset. Compared with the baselines, the use of attribute information alone (MASR w/o ARL) can improve the resulting top@1 performance by 4.1% on MIT67, 2% on SUN397, and 5.9% on ADE20K datasets. Compared with the proposed framework, we boost the baseline performance by factor of 6% – 10% on all the datasets.

D. ABLATION STUDIES

We further investigate the discriminative ability of our framework by visualizing the learned embedding and analyzing the effectiveness of the ARL as follows:

1) FEATURE VISUALIZATION

To understand the learned feature representation, we randomly selected 10 categories from the test set and extracted their feature maps. We used t-SNE to visualize the embeddings by plotting their 2-dimension feature representation in Figure 7. Each point represents one image and points with the same color indicate image with the same category. In the attribute space, we see a somehow gathering of images with the same color, which indicates that the model has learned a more discriminative feature representation. Compared to MARS feature space, the random selected categories are much more separated. We can see how images with the same color stay closer and far away from other color points. Only fewer different points are mixed. As a result, combing attributes with a re-weighting strategy helps to learn good representation and can achieve a better performance.

2) THE EFFECTIVENESS OF THE ATTRIBUTE RE-WEIGHTING LAYER

To investigate the discriminative ability of the re-weighting layer, we perform further experiments using MASR without ARL (MARS w/o ARL) and report the results on Tables 4. MASR (w/o ARL) is the network architecture where object attribute recognition task is simultaneously optimized with scene recognition task using Equations 8 and 10. We activate the attribute loss contribution to the overall task only after the 15th epoch. In general, we observe an increase in performance when adding attribute information to the Baseline 1 model.
TABLE 4. Ablation results for different backbones architectures. Classification accuracy on MIT67 with resnet101. Top k-accuracy and recall are shown. MASR (w/o ARL) denotes MASR without the attribute re-weighting layer.

| Models              | MIT67          | SUN397         | ADE20K         |
|---------------------|----------------|----------------|----------------|
|                     | Top@1 | Top@2 | Top@5 | Top@1 | Top@2 | Top@5 | Top@1 | Top@2 | Top@5 |
| Baseline 1-VGG      | 71.6  | 83.1  | 91.7  | 46.5  | 60.0  | 73.4  | 44.6  | 53.7  | 62.6  |
| Baseline 1-DenseNet161 | 74.0  | 84.9  | 92.5  | 58.4  | 72.7  | 85.7  | 55.2  | 66.2  | 77.4  |
| Baseline 1-ResNet50  | 78.6  | 88.3  | 94.9  | 69.6  | 73.5  | 86.5  | 51.2  | 61.8  | 71.9  |
| Baseline 1-ResNext101 | 82.3  | 90.3  | 96.0  | 70.8  | 83.1  | 91.4  | 54.7  | 65.6  | 74.8  |
| MASR-VGG (w/o ARL)  | 75.2  | 86.9  | 93.7  | 56.8  | 71.0  | 84.8  | 54.3  | 66.6  | 76.9  |
| MASR-ResNet50 (w/o ARL) | 85.4  | 94.3  | 97.7  | 70.0  | 73.9  | 86.5  | 56.7  | 67.4  | 78.2  |
| MASR-ResNext101 (w/o ARL) | 86.4  | 93.3  | 98.2  | 72.8  | 84.4  | 93.1  | 60.6  | 70.0  | 79.7  |
| MASR-VGG            | 76.9  | 88.0  | 94.6  | 60.1  | 75.2  | 86.7  | 61.3  | 72.5  | 80.4  |
| MASR-ResNet50       | 86.2  | 94.8  | 98.9  | 73.2  | 78.1  | 89.3  | 62.7  | 74.1  | 82.9  |
| MASR-ResNext101     | 88.5  | 95.3  | 98.7  | 75.0  | 86.8  | 94.6  | 64.4  | 75.2  | 85.1  |

TABLE 5. Recognition accuracy comparison of some representative works on MIT67 dataset.

| Traditional methods | Venue      | Accuracy (%) |
|---------------------|------------|--------------|
| ROI [16]            | CVPR’09    | 62.05        |
| CENTRIST [21]       | TPAMI’11   | 36.90        |
| Hybrid parts [46]   | ECCV’12    | 39.80        |
| BOP [47]            | CVPR’13    | 46.10        |
| GI ST + SP [46]     | ECCV’12    | 47.20        |
| ISPR [48]           | CVPR’14    | 50.10        |
| Co-segmentation [49]| ICCV’13    | 51.40        |
| DSFL [50]           | ECCV’14    | 52.24        |
| IFV [47]            | CVPR’13    | 60.77        |
| IFV + BOP [47]      | CVPR’13    | 63.10        |
| ISPR + IFV [48]     | CVPR’14    | 68.50        |

| CNN-based methods   | (%)        |
|---------------------|------------|
| MOP-CNN [24]        | ECCV’14    | 68.90        |
| HybridNet [2]       | NIPS’14    | 70.80        |
| DSFL + CNN [50]     | ECCV’14    | 76.23        |
| DAG-CNN [25]        | ICCV’15    | 77.50        |
| Mix-CNN [23]        | TOMM’19    | 79.63        |
| CS(VGG-19) [13]     | TCSVT’17   | 82.24        |
| LS-DHM [25]         | ICCV’15    | 83.75        |
| Multi-scale CNNs [27]| CVPR’16   | 86.04        |
| Dual CNN-DL [28]    | AAAI’18    | 86.43        |
| Multi-Resolution [51]| TIP’17    | 87.67        |
| SDO [26]            | PR’18      | 87.66        |
| Semantic Aware [3]  | PR’20      | 87.10        |
| MASR (Ours)         |            | 88.50        |

For example, in MIT67 dataset, MASR (w/o ARL) achieves a top@1 accuracy of 86.4% and outperforms Baseline 1 by a factor of 4.1%. Similarly, MASR, outperforms both MASR (w/o ARL) and Baseline 1 by a factor of 2.1% and 6.2% respectively. The performance improvement using ARL is consistent for all the datasets as shown in Table 4. This demonstrates that the features of jointly optimizing attribute and category losses are consistently much better when attribute are re-weighted by their scores. Finding the right weight also enable MASR to achieve a more discriminative feature representation.

E. COMPARISON WITH THE STATE-OF-THE-ART METHODS

We compare MASR to a number of recent approaches and report the results on Tables 5, 6, 7, 8. In general, we outperform most of the recent works, including Semantic Aware [3], and achieve competitive results with CNN-SMN [55], Fusing [56] and Multi-Resolution [51].

1) EVALUATION ON MIT67 DATASET

Table 5 shows the evaluation results. We achieved an accuracy of 88.50% and improved the baseline top@1 accuracy by a factor of +6.2% (from 82.3% to 88.5%). Our method largely
TABLE 8. Comparison of scene recognition results on ADE20K dataset.

| Methods     | Venue   | Accuracy (%) |
|-------------|---------|--------------|
| ADE20k [5]  | CVPR'17 | 45.38        |
| Semantic Aware [3] | PR'20   | 62.55        |
| MASR (Ours) |         | 64.42        |

outperforms traditional methods. For instance, we surpass ISPR + IFV [48] by 20%. In general, traditional methods based on descriptor such as GIST [18] tends to perform poorly as they lack local structural information of a scene which is detrimental to the task.

2) EVALUATION ON SUN397 DATASET
As shown in Table 6, we achieved an accuracy of 75.01%. Similar to the evaluation on MIT67 dataset, we surpass the traditional methods by a large margin. We exceed OTC + HOG2 × 2 [22] by 25.41% and we gain a top@1 accuracy of 4.21% over the baseline. Moreover, our results on this dataset surpasses Semantic Aware [3] and Multi-Resolution [51] by 0.97% and 3.01%.

3) EVALUATION ON PLACES-365 DATASET
The results on Table 7 shows that Places-365 is a challenging dataset. At it’s the most diverse and largest dataset. Recent works such as CNN-SMN [55] and Fusing [56] which achieved a top@1 accuracy of 57.1% and 57.27%, surpassed our model by small factors of 0.49% and 0.66%, respectively. In addition, Multi-Resolution [51], which exploits knowledge computed on validation data outperforms our model by 1.69%. We note that Places-365 contains more than a million images and spans diverse scenes where common objects occur several times within the scene category with similar probability. Some discriminative parts of objects also appear with different shape and illumination. Consequently, the attribute objects obtained from this dataset by our technique is uniformly distributed across the scene categories. Our proposed technique may fail to take full advantage of the detected object scores. On small datasets, our technique performs well and can capture the discriminative object with high probabilities as shown on Table 4. Nonetheless, we have achieved competitive results with other models and surpassed SemanticAware [3].

4) EVALUATION ON ADE20K DATASET
On this dataset, not many results are reported as illustrated in Table 8. Yet, our method attains an accuracy of 64.42% exceeding SemanticAware [3] by 1.87%. We also improved the baseline performance from 54.7% to 64.4% and particularly outperformed the initial scene parsing model [5] on ADE20K datasets by 19.04%.

F. EVALUATION OF ATTRIBUTE RECOGNITION TASK
In this work, we developed a scene recognition approach which leverages information contained in automatically detected attributes to improve its classification results. However, we believe that these detected attributes can also be used for attribute recognition task. We test attribute recognition on MIT67 and SUN397 datasets and report the attribute detection score in Table 9, 10. We use the Baseline 2, trained specifically for the attribute recognition task (See Eq. 7). The Baseline 2 predicts a set of attribute given a scene image. We compute the precision as the ratio $\frac{TP}{TP + FP}$, where $TP$ is the number of true positives and $FP$ the number of false positives. By comparing the results of MASR and Baseline 2, we can draw two conclusions: First, on all datasets, the overall attribute recognition accuracy is improved by the proposed MASR network to some extent. The improvements are 1.1% and 0.08% on MIT67 and SUN397 respectively. In a nutshell, the integration of classification introduces some degree of complementary information and helps in learning a more discriminative attribute recognition model. Secondly, we observe that the recognition rate of some attributes decreases for MASR, such as “person”, “floor”, and “ceiling” in MIT67 dataset. This can be explained by the fact that MIT67 is an indoor dataset. As a results, attributes such as “floor”, “ceiling”, span several scene categories, and are present with a high probability across various different categories. Moreover, the reason probably lies in the multi-task nature of MASR. The model is primarily optimized for classification while attribute recognition task is a multi-label classification problem. Moreover, ambiguous images of certain attributes may be incorrectly predicted by the object detection model. Nevertheless, the improvement on the two datasets is still encouraging and further investigations should be critical.

VI. LIMITATIONS AND FUTURE WORK
While our method has shown strong performance across multiple datasets, its adaptability to highly diverse or novel scenarios remains an area for further investigation. Different types and complexities of scenes may require additional fine-tuning of the model. Moreover, in real-world applications, the variability in lighting, occlusions, and image quality could affect the accuracy of object detection and, consequently, the scene recognition performance. Our method might need further refinement to handle such variability effectively. Additionally, our approach relies on pre-trained object detection models, which may introduce biases based on the training data of these models. This dependency could impact the generalizability of our method to unseen or less common objects. The multi-task learning framework and extensive use of object detection models may also require substantial computational resources, which could limit deployment in resource-constrained environments.

In future work, we will investigate the transferability and scalability of scene attributes. For example, we could adapt the attribute model learned on SUN397 dataset to other scene datasets. Secondly, attributes provide a bridge to the image-text understanding. We could investigate a system using attributes to retrieve the relevant scene images. It is useful in solving specific image retrieval problems, in which the query
image is missing and can be described by attributes. We will also actively explore the limitations to enhance the robustness and applicability of our method. Future work will focus on improving adaptability, addressing real-world challenges, and optimizing computational efficiency.

VII. CONCLUSION

In this paper, we proposed a Multi-task Attribute-scene recognition (MASR) network that exploits both category labels and attribute annotations. By combining the two tasks, the MASR network is able to learn more discriminative feature representations for scene, including attribute features and scene features. Specifically, we mined attribute labels from existing object-centric datasets and considered their predictions as additional cues for scene classification. Extensive experiment on four large-scale datasets showed that our method achieves competitive recognition accuracy compared to the state-of-the-art methods. We also showed that the proposed MASR yields improvement in the attribute recognition task over the baseline in all the testing datasets.
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