Sensor scheduling for ground maneuvering target tracking in presence of detection blind zone
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Abstract: Continuous and stable tracking of the ground maneuvering target is a challenging problem due to the complex terrain and high clutter. A collaborative tracking method of the multi-sensor network is presented for the ground maneuvering target in the presence of the detection blind zone (DBZ). First, the sensor scheduling process is modeled within the partially observable Markov decision process (POMDP) framework. To evaluate the target tracking accuracy of the sensor, the Fisher information is applied to constructing the reward function. The key of the proposed scheduling method is forecasting and early decision-making. Thus, an approximate method based on unscented sampling is presented to estimate the target state and the multi-step scheduling reward over the prediction time horizon. Moreover, the problem is converted into a nonlinear optimization problem, and a fast search algorithm is given to solve the sensor scheduling scheme quickly. Simulation results demonstrate the proposed non-myopic scheduling method (Non-MSM) has a better target tracking accuracy compared with traditional methods.
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1. Introduction

Tracking the ground target is much more difficult than the aerial target due to the complex terrain, high clutter, and strong target maneuvering. Therefore, the ground target detection sensors, such as ground moving target indicator (GMTI) and ground-based radar, mostly employ the pulse Doppler technology to eliminate the influence of ground clutters on the moving target indication [1 – 3], which has good detection performance for low-altitude targets [4]. However, this technology always set a detection threshold of minimum radial velocity of the target. It will cause a detection blind zone (DBZ) for the sensor when the target radial velocity is smaller than the detection threshold, which is called Doppler blindness [5,6]. Unlike the aerial target, the slower motion speed of the ground target make itself easy to become Doppler blindness for the detection sensor. Besides, the ground battlefield environment is more complex. The detection line of sight of the sensor may be occluded by mountains or tall buildings [7]. In this case, the target also cannot be detected by the detection sensor, which is called vision blindness. The above two kinds of DBZs can lead to the loss of target state, even track breakage and new track initiation. The quality of battlefield intelligence information will be seriously damaged.

Besides, different from traditional tracking scenes by a single sensor, multi-sensor collaborative working has been the development direction of military research [8]. As the main application, collaborative tracking by the multi-sensor network has received considerable attention from various aspects, which can effectively improve the tracking performance of the reconnaissance system [9,10]. However, for the complex problem of multi-sensor scheduling, the task requirements cannot be satisfied through manual decision-making. It is necessary and important to study the sensor management methods.

Up to now, the common sensor management methods include the covariance matrix based method [11,12], the information gain based method [13 – 15], and the operation risk based method [16 – 20]. For instance, Kalandros [11] proposed a multi-sensor selection method to improve the capability of the tracking platform, which selects sensor combinations based on the difference between the desired covariance matrix and the predicted covariance. Zhou et al. [12] proposed two control methods of the mobile sensor based on the trace and determinant of the covariance matrix. For wireless sensor network, Keshavarz et al. [13] proposed a sensor selection method based on the Fisher
information. Salvagnini et al. [14] studied the scheduling problem of camera sensors based on the information theory.

Recently, to improve the battlefield survivability of the radar network, Shi et al. [15,16] proposed two sensor scheduling methods with a low probability of interception. Moreover, a novel intercept probability factor was presented for multi-target tracking tasks in [17]. Zhang et al. [18,19] proposed a non-myopic sensor-scheduling method to select and assign active sensors for trading off the tracking accuracy and the radiation risk. Unlike Zhang, Marcos et al. [20] introduced a statistical risk based sensor management method in the target classification and tracking scenarios to reduce the potential operational risk.

However, most of the above sensor scheduling methods focus on the aerial target, while there are few research on the ground target considering the DBZ. In addition, the sensor model in the above research is simple, which always ignores the sensor dwell time. In order to maximize the tracking benefits, the switching frequency of the detection sensor is too fast, which is not in line with the actual situation and will consume more energy.

Based on the above analysis, to improve the tracking stability and tracking continuity of the ground maneuvering target in the complex environment, a non-myopic scheduling method (Non-MSM) of the multi-sensor system for the ground maneuvering target in the presence of DBZ is presented in this paper. Compared with the existing sensor scheduling methods, this method can be aware of DBZ in advance and maintain better target tracking performance of the ground maneuvering target all the time.

The rest of this paper is organized as follows. The scheduling problem is formulated within the partially observable Markov decision process (POMDP) framework in Section 2. The detailed scheduling process of the Non-MSM is presented in Section 3. Besides, the modified prediction method of the target state is given in Section 4. The scheduling problem is converted into an optimization problem in Section 5. Finally, simulation results are presented in Section 6, and conclusions are drawn in Section 7.

2. Problem formulation

POMDP is a mathematical model for decision analysis of the agent with partially observable and random environments. It has been successfully applied in many fields, such as path planning [21,22], system management [23–25], and text recognition [26,27]. Here, the POMDP model is suitable to deal with the scheduling problem because of the unobservable target state. The specific mathematical descriptions within the POMDP framework can be expressed as follows.

2.1 Scheduling action

Assuming that there are $M$ sensors in the ground reconnaissance system, the scheduling action is denoted as $A_k = [a_{1,k}, a_{2,k}, \ldots, a_{M,k}]$ at time step $k$, and $a_{m,k}$ ($1 \leq m \leq M$) represents the action of the sensor $m$. Specifically, $a_{m,k} = 1$ represents that the sensor $m$ works at time step $k$; otherwise, $a_{m,k} = 0$ represents that the sensor $m$ does not work at time step $k$. Due to the limitation of energy and communication ability of the multi-sensor system, the number of the working sensors at the same time is limited. We define that the number of working sensors cannot exceed $m_a$, and there is

$$\sum_{m=1}^{M} a_{m,k} \leq m_a. \quad (1)$$

2.2 System state

The target motion process is described in the two-dimensional Cartesian coordinate system. Specially, the system state is denoted as $S_k = X_k$ at time step $k$, and $X_k = [x_k, \dot{x}_k, y_k, \dot{y}_k]^T$, where $x_k$ and $y_k$ are target position coordinates, $\dot{x}_k$ and $\dot{y}_k$ are target velocities. Because the real motion model of the maneuvering target is unknown, the target state transition law is given by

$$X_{k+1} = F_k^i X_k + w_k^i \quad (2)$$

where $F_k^i$ is the state transition matrix which is selected from a mixed motion model set $\{F_1^k, F_2^k, \ldots, F_N^k\}$, $\zeta$ is the number of motion models; and $w_k^i$ denotes the zero-mean white Gaussian process noise with the covariance matrix $Q_k^i$ of the motion model $F_k^i$. In general, two common models are employed, including the nearly constant velocity (NCV) model and the nearly constant turn (NCT) model. In the two-dimensional Cartesian coordinate system, the state transition matrices of the NCV model and the NCT model can be expressed as

$$F_1^k = \begin{bmatrix} 1 & \delta t & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & \delta t \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad (3)$$

$$F_2^k = \begin{bmatrix} 1 & \sin(\omega \delta t)/\omega & 0 & -[1 - \cos(\omega \delta t)]/\omega \\ 0 & \cos(\omega \delta t) & 0 & \sin(\omega \delta t) \\ 0 & [1 - \cos(\omega \delta t)]/\omega & 1 & \sin(\omega \delta t)/\omega \\ 0 & -\sin(\omega \delta t) & 0 & \cos(\omega \delta t) \end{bmatrix} \quad (4)$$

where $\delta t$ is the sampling interval, and $\omega$ is the turn rate.

2.3 System measurement

The multi-sensor system measurement is denoted as $Z_k = [(Z_{k,1}^1)^T, (Z_{k,2}^2)^T, \ldots, (Z_{k,M}^M)^T]^T$ at time step $k$,
where $Z_k^m$ denotes the measurement of sensor $m$. In general, the sensor measurement is obtained in the polar coordinate system with the sensor as the origin. Specially, the measurement value is composed of the target distance, azimuth and radial velocity, which can be written as

$$Z_k^m = h_k^m(X_k, a_{m,k}) + v_k^m = [r_k^m, \theta_k^m, \dot{r}_k^m]_T + v_k^m$$

(5)

where $h_k^m(\cdot)$ is the measurement function of the sensor $m$, $v_k^m$ denotes the zero-mean white Gaussian process noise of the sensor $m$ with the covariance matrix $R_k^m$, and $\dot{r}_k^m$, $\theta_k^m$ and $r_k^m$ are the distance, azimuth and radial velocity of the target, respectively, which can be calculated by

$$\begin{aligned}
  r_k^m &= \sqrt{(x_k - x_m)^2 + (y_k - y_m)^2} \\
  \theta_k^m &= \arctan \frac{y_k - y_m}{x_k - x_m} \\
  \dot{r}_k^m &= \dot{x}_k(x_k - x_m) + \dot{y}_k(y_k - y_m)
\end{aligned}$$

(6)

where $x_m$ and $y_m$ are the sensor position coordinates. Further, the system observation law can be expressed as

$$Z_k = h_k(X_k, A_k) + V_k = \begin{bmatrix} h_k^1(X_k, a_{1,k}) \\ h_k^2(X_k, a_{2,k}) \\ \vdots \\ h_k^M(X_k, a_{m,k}) \end{bmatrix} + \begin{bmatrix} v_k^1 \\ v_k^2 \\ \vdots \\ v_k^M \end{bmatrix}$$

(7)

where $h_k(\cdot)$ denotes the comprehensive measurement function of the multi-sensor system.

### 2.4 Reward based on Fisher information

To complete the POMDP model, we need a reward function to assess which sensor scheduling scheme can obtain a higher target tracking accuracy. Fortunately, the posterior Cramér-Rao lower bound (PCRLB) can reflect the sensor tracking performance, which can provide the lower bound of the target state estimation error in the future. According to [17], the PCRLB is the inverse of the Fisher information matrix. Moreover, Fisher information represents the amount of information obtained from the sensor measurement.

Thus, to avoid complex inversion calculations, we apply the Fisher information to assess the reward of the sensor scheduling action. Let $J(\hat{X}_k)$ be the priori Fisher information matrix of the target at time step $k$ and $J(\hat{X}_{k+1} | \hat{X}_k, A_{k+1})$ be the posterior Fisher information at time step $k + 1$. When the target is detected by the sensor, the sensor measurement will be generated, and there is

$$J(\hat{X}_{k+1} | \hat{X}_k, A_{k+1}) = D_{k+1}^{22} - D_{k+1}^{21}[J(\hat{X}_k) + D_{k+1}^{11}]^{-1} D_{k+1}^{12} + J_{k+1}^{22}$$

(8)

with

$$\begin{aligned}
  D_{k+1}^{11} &= E[-\nabla X_k \ln p(\hat{X}_{k+1} | \hat{X}_k)] \\
  D_{k+1}^{12} &= E[\nabla X_k \ln p(\hat{X}_{k+1} | \hat{X}_k)] \\
  D_{k+1}^{22} &= E[-\nabla X_k \ln p(\hat{X}_{k+1} | \hat{X}_k)] \\
  J_{k+1}^{22} &= E[-\nabla X_k \ln p(Z_{k+1} | \hat{X}_{k+1})]
\end{aligned}$$

(9)

where the symbol $\nabla$ represents the second-order derivative, the symbol $E$ represents expectation, $\hat{X}_k$ is the estimated state at time step $k$, and $J_{k+1}^{22}$ is the Fisher information gain from the sensor measurement $Z_{k+1}$. When the target is occluded or the motion speed is too slow to be detected, the sensor measurement will not be generated, and the posterior Fisher information is only transferred from the prior information, and there is

$$J(\hat{X}_{k+1} | Z_{k+1}, A_{k+1}) = D_{k+1}^{22} - D_{k+1}^{21}[J(\hat{X}_k) + D_{k+1}^{11}]^{-1} D_{k+1}^{12}$$

(10)

$$J(\hat{X}_{k+1} | Z_{k+1}, A_{k+1})$$

(11)

is a conditional entropy [28]. We can split the domain of integration for $p(Z_{k+1} | A_{k+1})$ into $\Omega^-$ and $\Omega^+$, where $\Omega^-$ is the set in which the target cannot be detected and $\Omega^+$ is the set in which the target can be detected. Further, (10) can be rewritten as the following equation to calculate the optimal sensor scheduling action $A_{k+1}^{opt}$.
The detection probability \( p(Z_{k+1}|A_{k+1}) \) can be expressed as

\[
p(Z_{k+1}|A_{k+1}) = \begin{cases} 0, & |\dot{v}_k^m| < V_{\text{min}} \\ P_0 \left(1 - e^{-\ln 2 \frac{(\dot{v}_k^m)^2}{V_{\text{min}}^2}}\right), & |\dot{v}_k^m| \geq V_{\text{min}} \end{cases}
\]

where \( V_{\text{min}} \) denotes the absolute value of the minimum radial velocity that can be detected by the sensor; \( \dot{v}_k^m \) is the radial velocity of the target relative to the sensor; \( h(\dot{v}_k^m) \) is the Doppler notch. Assuming the target type is Swerling-I, the factor \( P_0 \) can be given by \( P_0 = P_F^{1/(1+\text{SNR})} \), where SNR is the signal to noise ratio, and \( P_F \) is the false alarm probability.

Moreover, the detection line of sight of the sensor may be occluded by obstacles sometimes. Let \( \beta_k \) be a binary variable which is used to indicate whether the target is occluded. Here, we adopt a simple model, and the detection probability \( p(Z_{k+1}|\beta_k, A_{k+1}) \) considering the Doppler effect and obstacles is expressed as

\[
p(Z_{k+1}|\beta_k, A_{k+1}) = \begin{cases} p(Z_{k+1}|A_{k+1}), & \beta_{k+1} = 0 \\ 0, & \beta_{k+1} = 1 \end{cases}
\]

where \( p(Z_{k+1}|A_{k+1}) \) is calculated by (14).

### 3. Non-MSM

#### 3.1 Definition

Traditional sensor scheduling methods mostly depend on the one-step prediction of the covariance matrix or information gain to determine the sensor scheduling action. However, one-step prediction cannot sense the changes of the target and the environment in time. In order to find the DBZ in advance and improve the target tracking accuracy, the Non-MSM is presented on the basis of the multi-step prediction strategy. In this method, the sensor scheduling action is determined not only based on the immediate reward but also the expected reward over a few time steps in the future. Compared with the sensor scheduling methods in [18], the goal of this paper is to improve the target tracking stability in the ground complex environment. The experiment conditions are more realistic, and the sensor cannot be switched at will.

Based on the above analysis, the reward function is denoted as \( Q \), and \( Q_h^F(\hat{X}_k) \) represents the total reward over \( h \) time steps, where \( \hat{X}_k \) is the starting estimated state of the target. Then, we have

\[
Q_h^F(\hat{X}_k, h) = E \left\{ \sum_{\tau=0}^{h} \gamma^\tau \text{trace} \left[ J(\hat{X}_{k+1+\tau}|\hat{X}_{k+\tau}, A_{k+1+\tau}) \right] \right\} = \text{trace} \left[ J(\hat{X}_{k+1}|\hat{X}_k, A_{k+1}) \right] + \underbrace{\text{Immediate reward}}_{\text{Future expected reward}}
\]

where \( A_{k+1+\tau} \) is the scheduling action specified by the policy \( \pi \) at time step \( k + 1 + \tau \), \( \tau \) is the time variable, and \( \gamma \) is the discount factor [19].

Further, let \( \pi_h = [A_{k+1}, A_{k+2}, \ldots, A_{k+1+h}] \) denote the sensor scheduling actions over \( h \) time steps in the future, then the sensor scheduling problem in this paper can be converted into the following nonlinear optimization problem.

\[
\pi_h^{\text{opt}} = \arg \max_{A_{k+1+k+1+h}} Q_h^F(\hat{X}_k, h) = \arg \max_{A_{k+1+k+1+h}} \left\{ \text{trace}[J(\hat{X}_{k+1}|\hat{X}_k, A_{k+1})] + \underbrace{\sum_{\tau=1}^{h} \gamma^\tau \text{trace}[J(\hat{X}_{k+1+\tau}|\hat{X}_{k+\tau}, A_{k+1+\tau})]}_{\text{Future expected reward}} \right\}
\]

where \( \pi_h^{\text{opt}} \) represents the optimal sensor scheduling sequence over \( h \) time steps.

#### 3.2 Non-myopic reward prediction

According to (17), we must know the future expected reward before calculating the non-myopic reward. However, the target state in the future cannot be known exactly. The common method is the Monte Carlo method which calculates the non-myopic reward through a lot of repeated experiments. However, it requires a large number of random samples regardless of the prediction time and the target number.
In view of the above problems, a non-myopic reward approximation method is proposed to reduce the computation complexity based on unscented sampling. This method will generate a certain number of particles according to the specific tracking scenario, which can reduce the computational complexity. The prediction method based on unscented sampling is shown in Fig. 1 and the specific steps can be briefly described as follows.

**Step 1** Assuming that the target estimation state and its covariance matrix are $\hat{X}_k$ and $P_k$, then $2\sigma + 1$ Sigma points $\varepsilon^i_k$ and their weights $\beta^i_k$ can be given according to (18) and (19).

$$
\varepsilon^0_k = \begin{cases} 
\hat{X}_k, & n = 0 \\
\varepsilon^0_k + \sqrt{\lambda} P_k^n, & n = 1, 2, \ldots, \sigma \\
\varepsilon^0_k - \sqrt{\lambda} P_k^n, & n = \sigma + 1, \sigma + 2, \ldots, 2\sigma
\end{cases}
$$

$$
\beta^n_k = \begin{cases} 
\frac{\lambda}{n + \lambda}, & n = 0 \\
\frac{1}{2(n + \lambda)}, & n = 1, 2, \ldots, 2\sigma
\end{cases}
$$

where $\sigma$ is the dimension of $\varepsilon^n_k$, $\lambda$ is the scale factor, and $[\cdot]_n$ represents the $n$th line of the matrix after Cholesky decomposition of $P_k$.

**Step 2** On the basis of the Sigma points $\varepsilon^n_k$, transform the sampling points according to (20) and (21), and then get the measurements.

$$
\varepsilon^n_{k+1|k} = F_k^i \varepsilon^n_k + w_k^i 
$$

$$
\hat{Z}^n_{k+1} = \mathbf{H}(\varepsilon^n_{k+1|k}) + v_k 
$$

In order to estimate the future target state, it needs to know the target motion model. However, the real motion model of the maneuvering target is unknown. Fortunately, considering the motion continuity of the target, the motion model with the maximum distribution probability at the current time is adopted as the target motion model, that is

$$
F^i_k = \arg \max_{i=1, \ldots, n} \mu^i_k 
$$

where $\mu^i_k$ represents the distribution probability of motion model $i$.

**Step 3** On the basis of $\varepsilon^n_{k+1|k}$ and $\hat{Z}^n_{k+1}$, update $\varepsilon^0_{k+1|k}, \varepsilon^1_{k+1|k}, \ldots, \varepsilon^{2\sigma}_{k+1|k}$ by the cubature Kalman filter (CKF) algorithm [30,31], and obtain the filter prediction states $\varepsilon^0_{k+1}, \varepsilon^1_{k+1}, \ldots, \varepsilon^{2\sigma}_{k+1}$. The future Fisher information by one-step prediction can be given by

$$
J(\hat{X}_{k+1} | \hat{X}_k, A_{k+1}) = \sum_{n=1}^{2\sigma+1} [\beta^n_k J(\varepsilon^n_k | \hat{X}_k, A_{k+1})].
$$

Then, the future expected reward can be obtained by the multi-step iteration through (23).

**4. Modified prediction of target state**

In some special cases, the target will become the Doppler blindness for all sensors. It is impossible to update the target state by the CKF algorithm due to the lack of necessary measurements. The target state only can be obtained by prediction, the prediction method can be expressed as

$$
\hat{X}_{k+1} = F^i_k \hat{X}_k.
$$

However, if the target is not detected because of the Doppler blindness, the motion state of the target is constrained, that is, the absolute value of the radial velocity of the target cannot be larger than the minimum radial velocity $V_{\min}$. It can be seen that the Doppler blindness itself is a kind of prior information. Based on the prior information, a modified prediction method of the target state is given.

Assuming that the target shown in Fig. 2 becomes the Doppler blindness for the sensor at time step $k+1$, it will not be observed at time $k+1$. The target state $\hat{X}_{k+1}$ at time step $k+1$ can only be got by the prediction method. For the target predicted state $\hat{X}_{k+1} = [\hat{x}_{k+1}, \hat{\dot{x}}_{k+1}, \hat{y}_{k+1}, \hat{\dot{y}}_{k+1}]^T$, if the absolute value of the radial velocity relative to the sensor is still larger than the detection threshold $V_{\min}$, the predicted state needs to be modified. When $\hat{r}_{k+1} > V_{\min}$, the modified method is expressed as

$$
\begin{cases}
\hat{x}_{k+1} = \hat{x}_{k+1} - (\hat{r}_{k+1} - V_{\min}) \sin(\theta_{k+1}) \\
\hat{y}_{k+1} = \hat{y}_{k+1} - (\hat{r}_{k+1} - V_{\min}) \cos(\theta_{k+1})
\end{cases}
$$

When $\hat{r}_{k+1} < -V_{\min}$, the modified method is expressed as

$$
\begin{cases}
\hat{x}_{k+1} = \hat{x}_{k+1} + (V_{\min} - \hat{r}_{k+1}) \sin(\theta_{k+1}) \\
\hat{y}_{k+1} = \hat{y}_{k+1} + (V_{\min} - \hat{r}_{k+1}) \cos(\theta_{k+1})
\end{cases}
$$
as

\[
\begin{align*}
\hat{x}_{k+1} &= \hat{x}_{k+1} - (\hat{r}_{k+1} + V_{\text{min}}) \sin(\theta_{k+1}) \\
\hat{y}_{k+1} &= \hat{y}_{k+1} - (\hat{r}_{k+1} + V_{\text{min}}) \cos(\theta_{k+1})
\end{align*}
\]  

(26)

where \(\theta_{k+1}\) is the angle between the detection line of sight and the \(y\) direction, and \(\hat{r}_{k+1}\) is the predicted radial velocity.

\[\hat{r}_{k+1}\] is the angle between the detection line of sight and the \(y\) direction, and \(\hat{r}_{k+1}\) is the predicted radial velocity.

**5. Fast search algorithm (FSA)**

It can be seen from (17) that the computation complexity of the optimization problem is very high, especially when the sensor number \(M\) and prediction horizon \(h\) are large. In addition, because the future target state is unknown, it may not be possible to calculate the optimal solution by the mathematical analytic method, and it is also difficult to match the real-time requirements of on-line scheduling. In the proposed Non-MSM, the prediction horizon \(h\) is finite. Thus, we can convert the sensor scheduling problem into a decision tree optimization problem.

Using the decision tree optimization algorithm, the filtering results of the previous nodes can be reused. Then, the repetitive complex filtering operation can be avoided, which can effectively accelerate the solving speed, especially for the large-scale sensor network. In this paper, we assume that one target only needs one sensor to track at each time. The depth and branch factors of the decision tree are equal to the length of the prediction time horizon and the number of sensors. In order to further improve the speed of the decision tree search algorithm, two pruning techniques are adopted to cut the branches of the decision tree during the search process.

(i) Pruning based on the sensor dwell time. When considering the sensor dwell time, it can be found that because the sensor has to work for a while before switching, the branches of the decision tree will be pruned a lot. When the sensor number is 2, the prediction time horizon \(h\) is 3, and the dwell time is 2, the decision trees with and without considering the sensor dwell time are shown in Fig. 3(a) and Fig. 3(b), respectively.

(ii) Pruning based on the reward threshold. At first, the greedy search algorithm is used to find a global optimal solution quickly. The total reward value is defined as \(R_{\text{max}}\) and the cut-off factor is defined as \(\eta\) (0 < \(\eta < 1\)). Then, if the cumulative reward value \(R_c\) of the current node satisfies (27) during searching, this node can be deleted, and the nodes after this node also do not need to open anymore.

\[
R_c < \eta \frac{h_c R_{\text{max}}}{h}
\]  

(27)

where \(h_c\) is the depth of the current node, \(h\) is the prediction time horizon, that is, the depth of the decision tree. This pruning strategy intuitively believes that a too small reward value at any depth cannot be a part of the optimal scheduling sequence with the maximum total reward. In summary, the proposed FSA for the sensor scheduling action based on the decision tree with pruning techniques can be described as Algorithm 1.

**Algorithm 1  FSA**

**Step 1**  Let \(R_{\text{max}} = 0\), and add the root node in the list.
**Step 2**  Use the greedy search algorithm to find an optimal solution \(R_{\text{max}}\), and execute Step 3.
Step 3 Remove the first node from the list, and open the children node of this node if it satisfies the sensor dwell time.

Step 4 If the depth $h_c$ of the child node satisfies $h_c < h$ and the cumulative reward $R_c < \eta \frac{h_c R_{max}}{h}$, cut the current child node.

If $h_c < h$ and $R_c \geq \eta \frac{h_c R_{max}}{h}$, add the current child node in the list.

If $h_c = h$ and $R_c < R_{max}$, choose $R_c$ as $R_{max}$.

Step 5 If the list is not empty, go to Step 2. Otherwise, terminate. Output the sensor scheduling sequence corresponding to the optimal solution $R_{max}$.

Assuming that the computational complexity of each node in the decision tree is 1, when the sensor number is $m$ and the prediction horizon is $h$ ($h \geq 2$), the computational complexity is given by $O \left( \sum_{i=1}^{h} m^h \right)$. Moreover, when the sensor dwell time is $t$ ($2 \leq t \leq h$), the computational complexity is given by $O \left( \sum_{i=1}^{h} m^h - \sum_{j=1}^{t-1} \left[ m^{j} \sum_{i=1}^{h-j} m^{i} \right] \right)$.

Obviously, compared with the traditional search algorithm, the computational complexity of the proposed search algorithm will gradually decrease as the sensor dwell time and the prediction time horizon increase. Furthermore, the computational complexity will further decrease by the pruning technology based on the reward threshold.

6. Simulations

In this simulation, the effectiveness of the proposed Non-MSM for ground maneuvering target tracking is investigated. As shown in Fig. 4, four ground target detection sensors are used to track a maneuvering target. The deployment positions of the four sensors are (0.7, 3.5) km, (0.7, 1.0) km, (3.0, 0.5) km, and (3.0, 3.0) km. The sensor dwell time is 3 s and the detection threshold $V_{min} = 5$ m/s. The standard deviations of range noise, azimuth noise, and radial velocity noise are 1.5 m, 0.01 rad, and 0.5 m/s, respectively. The power and energy of the sensor system are always limited. In order to avoid wasting resources, it is assumed that one target only needs one sensor to track each time.

Besides, there are four obstacles in the battlefield and the locations of the obstacles are shown in Fig. 4. The sampling interval $\delta_t = 1$ s and the simulation time is 100 s. The number of Monte Carlo experiments is 100. The initial position and velocity of the target are (0.5, 2.0) km and (30, 15) m/s, respectively. The target turns right during 25 – 40 s, turns left during 55 – 70 s, and maintains uniform motion during other time. The turn rate $\omega = 6$ rad/s. Three motion models are applied to the filter, which include the NCV model, the nearly left constant turn (NLCT) model and the nearly right constant turn (NRCT) model. The initial distribution probability of motion models is $\mu = [0.34, 0.33, 0.33]$ and the transition probability matrix is

$$
\Pi = \begin{bmatrix}
0.90 & 0.05 & 0.05 \\
0.05 & 0.90 & 0.90 \\
0.05 & 0.05 & 0.90
\end{bmatrix}.
$$

Fig. 4 Diagram of battlefield situation

The variation of the target radial velocity relative to different sensors is shown in Fig. 5. Obviously, for different sensors, there is time when the radial velocity is less than the detection threshold. In other words, the four sensors are unable to detect the target at some time. A single sensor cannot steadily track the target all the time. Thus, it is necessary to study the multi-sensor collaborative tracking method.
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6.1 Comparison of scheduling methods

To clearly analyze the performance of the proposed Non-MSM, the fixed scheduling method (FSM), the nearest scheduling method (NSM), and the MSM [32,33] are used to do comparative experiments.

In the FSM, the sensor will not switch during the target tracking process. Sensor 2 is used to track the target all the time because the detection line of sight of sensor 2 is occluded less. In the NSM, the sensor which is closest to the target will be selected to track the target. In the MSM, sensor selection depends on the one-step prediction reward. Unlike MSM, sensor selection depends on the multi-step prediction reward in the proposed Non-MSM, and the prediction time horizon $h$ is 3.

Fig. 6 shows the root mean square error (RMSE) of the target estimation position by different scheduling methods. It can be seen that the RMSE of the FSM will increase greatly at the beginning and around 80 s, and such great tracking error will result in loss of target track. Because of the obstacles and the Doppler blindness, Sensor 2 cannot detect the target at these times. Similarly, the RMSE of the NSM is still large at some time. The RMSE of the MSM is smaller than that of the FSM and the NSM. However, the myopic method selects the working sensor according to the one-step prediction reward, which cannot predict the DBZ in time. Therefore, the target tracking error of the MSM is larger than that of the Non-MSM at around 30 s and 75 s.

Compared with the other methods, we can clearly find that the RMSE of the target estimation position by Non-MSM is the smallest. The target tracking error is also stable and stays at a low level all the time. It is because that the proposed method can be aware of the DBZ in time. In this way, the most suitable sensor will be selected to track the target at each decision-making time.

The sensor scheduling schemes optimized by different methods are shown in Fig. 7. Compared with the MSM, the sensor switching frequency of the Non-MSM is less than that of the MSM. During the 100 Monte Carlo experiments, the number of sensor switching times of the Non-MSM is 21.52 on average, and the number of sensor switching times of the MSM is 24.37 on average. It is because of the farsightedness of the proposed method, which can save energy and extend the working life of the multi-sensor system.
It should be noted that $h$ is the key parameter in the proposed sensor scheduling method. To analyze the influence of $h$ on the target tracking accuracy, some experiments with different $h$ are done to do comparison.

Fig. 8 shows the mean of RMSE versus prediction time horizon $h$. It can be seen that when $h \leq 4$, with the increasing $h$, the target tracking error will gradually decrease. However, when $h > 5$, the tracking error increases with the increasing $h$. It is because the sensor scheduling scheme is determined by multi-step prediction. For the maneuvering target, as $h$ increases, the prediction error of the system will also increase. The longer $h$ is, the greater the prediction error is. Thus, when using the Non-MSM, the prediction time horizon should not be set too large. For the problem in this experiment, the best prediction time horizon is 3.

Meanwhile, to examine the effectiveness of the proposed FSA based on the decision tree optimization algorithm with pruning techniques, the depth-first search algorithm (DSA) is used to do comparison, and the average search time of a single decision is shown in Fig. 9. Obviously, the search time of the FSA is less than that of the DSA, and more running time will be saved with the increase of the prediction time horizon.

6.2 Comparison of target state prediction methods

To show the advantage of the proposed modified prediction method of the target state in the absence of measurements, the comparative experiment is carried out with the general prediction method. In the process of using the fixed sensor scheduling method, when the target becomes Doppler blindness for the detection sensor, the target state is predicted by two methods which include the modified prediction method and the general prediction method.

Fig. 10 shows the RMSE of the target prediction position using the modified prediction method and the general prediction method. Compared with the general prediction method, we can see that the prediction error of the target state is reduced by the modified prediction method at around 80 s. Combined with Fig. 6, the target exactly be-
comes Doppler blindness for sensor 2 at around 80 s, which also corresponds to the variation of RMSE of the target estimation position. It can be concluded that the prediction error can be reduced by the modified prediction method. In this way, more accurate information can be provided for the subsequent track association operation, and the loss risk of the target track will be reduced.

Fig. 10 RMSE of target prediction position by FSM

7. Conclusion and discussion

This paper presents a non-myopic multi-sensor collaborative scheduling method for tracking the ground maneuvering target in the presence of the DBZ. The method not only considers the immediate reward of the sensor scheduling action, but also takes into account the future expected reward over the prediction time horizon. Besides, an improved decision tree search algorithm based on the branch pruning techniques is proposed to solve the sensor scheduling action. Simulation results indicate that the method in this paper can select the most suitable sensor to track the target, and the target tracking accuracy is better than existing methods. The improved decision tree search algorithm can solve the scheduling scheme quickly, which also can be used to deal with other similar optimization problems.

However, only one target is considered in this paper, and the proposed method should be extended to the multi-target tracking case in future research.
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