Numerical evaluation of ODE solutions by Monte Carlo enumeration of Butcher series
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Abstract
We present an algorithm for the numerical solution of ordinary differential equations by random enumeration of the Butcher trees used in the implementation of the Runge–Kutta method. Our Monte Carlo scheme allows for the direct numerical evaluation of an ODE solution at any given time within a certain interval, without iteration through multiple time steps. In particular, this approach does not involve a discretization step size, and it does not require the truncation of Taylor series.
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1 Introduction
Butcher series [2, 4] are a powerful tool used to represent the Taylor expansions appearing in the Runge–Kutta methods for the numerical solution of ordinary differential equations (ODEs), see Chapters 4–6 of [8], and [17] for a recent review starting from the early work of [5]. Those series are making use rooted tree enumeration, which have many applications ranging from geometric numerical integration to stochastic
differential equations, see for instance [12] and references therein, and [1, 9, 10] for the use of decorated trees for stochastic partial differential equations and their connections with the Butcher-Connes-Kreimer Hopf algebra [6].

It is known that the solution $y(t)$ of the autonomous $d$-dimensional ODE system

$$
\begin{aligned}
y'(t) &= f(y(t)) \\
y(0) &= y_0 \in \mathbb{R}^d, \quad t \in \mathbb{R}_+,
\end{aligned}
$$

(1.1)

where $f(y) = (f_1(y), \ldots, f_d(y))$ is a smooth $\mathbb{R}^d$-valued function of $y$ in a domain of $\mathbb{R}^d$, can be expressed as

$$
y(t) = y_0 + tf(y_0) + \frac{t^2}{2} f'(y_0) f(y_0) + \frac{t^3}{6} f'(y_0) f(y_0) f'(y_0) + \frac{t^3}{6} f''(y_0) [f(y_0), f(y_0)] + \cdots
$$

(1.2)

where we use the notation

$$
f'(y_0) f(y_0) := \left( \sum_{i_2=1}^{d} \frac{\partial f_{i_1}}{\partial x_{i_2}} (y_0) f_{i_2}(y_0) \right)_{i_1=1, \ldots, d},
$$

(1.3)

$$
f'(y_0) f'(y_0) f(y_0) := \left( \sum_{i_2, i_3=1}^{d} \frac{\partial f_{i_1}}{\partial x_{i_2}} (y_0) \frac{\partial f_{i_2}}{\partial x_{i_3}} (y_0) f_{i_3}(y_0) \right)_{i_1=1, \ldots, d},
$$

(1.4)

$$
f''(y_0) [f(y_0), f(y_0)] := \left( \sum_{i_2, i_3=1}^{d} \frac{\partial^2 f_{i_1}}{\partial x_{i_2} \partial x_{i_3}} (y_0) f_{i_2}(y_0) f_{i_3}(y_0) \right)_{i_1=1, \ldots, d},
$$

(1.5)

etc. In addition, the expansion (1.2) can be coded and enumerated using the following sequence of Butcher trees, which can also be represented without referring to the derivatives of $f$, see for example Table 1.1 page 53 of [12].

| Order | Coefficient | Butcher tree | Order | Coefficient | Butcher tree | Order | Coefficient | Butcher tree |
|-------|-------------|--------------|-------|-------------|--------------|-------|-------------|--------------|
| 0     | $y_0$       | $\emptyset$  | 1     | $f(y_0)$   | $f$          | 2     | $f'f(y_0)$  | $f'f$       |
|       |             |              | 3     | $f'f(y_0)$ | $f'$         | 3     | $f''[f,f](y_0)$ | $f''[f,f]$ | $f''[f,f]$ |

The numerical evaluation of Butcher series involves tree enumeration up to a certain order that determines the level of precision of the algorithm.

In this paper, we propose an alternative method to the numerical evaluation of ODE solutions, based on a random enumeration of Butcher trees by Monte Carlo simulation.
Probabilistic methods based on the Feynman–Kac formula provide alternatives to finite difference schemes, and have been successfully applied to the solution of partial differential equations. In particular, stochastic branching mechanisms have been used to represent the solutions of partial differential equations in [7, 13, 14, 16, 18, 22]. This branching argument has been recently extended in [11] to the treatment of polynomial non-linearities in gradient terms, see also [19] for nonlocal and fractional PDEs.

In Theorem 4.2, under suitable integrability conditions we express ODE solutions as the expected value of a functional of random Butcher trees which encode non-linearities. Then in Proposition 4.3 we provide sufficient conditions ensuring that the representation formula of Theorem 4.2 holds at any time within certain interval. Numerical values of ODE solutions can be computed beyond that initial interval by iterating the method and by piecing together the solutions obtained on adjacent intervals. As noted before Proposition 4.3, the integrability conditions are stronger in higher dimensions.

This approach complements the use of the Feynman–Kac formula for the numerical estimation of the solutions of partial differential equations, see also [20] for a different approach to the Feynman–Kac representation of ODE solutions. Other links between Butcher trees and probability theory have been pointed out in [15], see also [21] for the numerical solution of ODEs as an inference problem by Bayesian techniques.

In comparison with integrators in the Runge–Kutta method, our method requires the evaluation of $f$ and its partial derivatives up to any order, whereas the Runge–Kutta method uses only $f$. The complexity of our algorithm grows linearly with dimension, as $d$ trees are used to solve a $d$-dimensional ODE system, whereas the complexity of finite difference methods is generally polynomial in the dimension $d$, depending on the order chosen in the truncation of (1.2). Complexity in time can be estimated via the mean length of binary trees, which grows exponentially in time independently of dimension $d \geq 1$ in the case of exponentially distributed branch lifetimes, as noted in Sect. 4. On the other hand, our method can be used to exactly approximate the solution at any given time on a (possibly infinite) time interval. Our approach also benefits from the advantages of Monte Carlo estimators whose computation can be paralleled straightforwardly.

In Sect. 2 we introduce the construction of coding trees that will be used for the probabilistic representation formula of ODE solutions obtained by the random generation of coding trees. In Sect. 5 we consider examples and in Sect. 6 we describe the correspondance between Butcher trees and coding trees, namely we show how any Butcher tree can be recovered by performing a depth first search on the corresponding coding tree, showing how Butcher series can be rewritten as series of expected values. Section 7 considers numerical applications, and the “Appendix” contains the corresponding computer codes in Maple, Mathematica and Python.

2 Codes and mechanism

This section introduces the random coding trees used for the probabilistic representation of ODE solutions. We consider a multidimensional autonomous system of the
form
\[
\begin{align*}
    y_1(t) &= y_1(0) + \int_0^t f_1(y_1(s), \ldots, y_d(s))ds \\
    y_2(t) &= y_2(0) + \int_0^t f_2(y_1(s), \ldots, y_d(s))ds \\
    & \vdots \\
    y_d(t) &= y_d(0) + \int_0^t f_d(y_1(s), \ldots, y_d(s))ds,
\end{align*}
\] (2.1)
\[ t \in \mathbb{R}_+, \text{ where } f_i \text{ is a smooth Lipschitz function defined on a domain of } \mathbb{R}_+ \times \mathbb{R}^d, \]
\[ i = 1, \ldots, d. \]

In order to solve (2.1) iteratively, we can start by expanding \( f_i(y_1(s), \ldots, y_d(s)) \) as

\[
f_i(y_1(s), \ldots, y_d(s)) = f_i(y_1(0), \ldots, y_d(0)) + \sum_{j=1}^{d} \int_0^s f_j(y_1(u), \ldots, y_d(u)) \partial_j f_i(y_1(u), \ldots, y_d(u)) du
\] (2.2)

by differentiating \( v(s) := f_i(y_1(s), \ldots, y_d(s)) \), where we use the notation \( \partial_j f_i = \partial f_i / \partial y_j, i, j = 1, \ldots, d \). In the sequel, given \( g \) a function from \( \mathbb{R}^d \) into \( \mathbb{R} \), we let \( g^* \) denote the mapping

\[
g^* : (\mathbb{R}^d)^{\mathbb{R}_+} \longrightarrow \mathbb{R}^{\mathbb{R}_+}
\]
\[ (t \mapsto y(t)) \longmapsto g^*(y) := (t \mapsto g(y(t))), \] (2.3)

where \( (\mathbb{R}^d)^{\mathbb{R}_+} \) represents the set of functions from \( \mathbb{R}_+ \) to \( \mathbb{R}^d \). In order to formalize and extend the iteration initiated in (2.2), we introduce the following definitions. In the sequel we let \( \text{Id}_i \) denotes the \( i \)-th canonical projection from \( (\mathbb{R}^d)^{\mathbb{R}_+} \) to \( \mathbb{R}^{\mathbb{R}_+} \) with \( \text{Id}_i(y_1, \ldots, y_d) = y_i, i = 1, \ldots, d. \)

**Definition 2.1** We let \( C \) denote the set of functions from \( (\mathbb{R}^d)^{\mathbb{R}_+} \) to \( \mathbb{R}^{\mathbb{R}_+} \) called *codes*, defined as

\[ C := \{ \text{Id}_i, (\partial_1^{i_1} \cdots \partial_d^{i_d} f_i)^*: i_1, \ldots, i_d \geq 0, i = 1, \ldots, d \} \]

By (2.3), the elements of \( C \) are operators mapping a function \( h \in (\mathbb{R}^d)^{\mathbb{R}_+} \) to another function \( c(h) \in \mathbb{R}^{\mathbb{R}_+} \). We also consider a mapping \( \mathcal{M} \), called the *mechanism*, defined on \( C \) by matching a *code* \( c \in C \) to a set \( \mathcal{M}(c) \) of code tuples.

**Definition 2.2** The mechanism \( \mathcal{M} \) is defined by \( \mathcal{M}(\text{Id}_i) = \{ f_i \} \) and

\[
\mathcal{M}(g^*) = \{ (f_1^*, (\partial_1 g)^*), (f_2^*, (\partial_2 g)^*), \ldots, (f_d^*, (\partial_d g)^*) \},
\] (2.4)

for \( g \) a smooth function from \( \mathbb{R}^d \) into \( \mathbb{R} \).

\[ \copyright \text{ Springer} \]
In the next key lemma we show that $c(y)$ satisfies a system of equations indexed by $c \in \mathcal{C}$.

**Lemma 2.3**  For any code $c \in \mathcal{C}$ we have

$$c(y)(t) = c(y)(0) + \sum_{Z \in \mathcal{M}(c)} \int_0^t \prod_{z \in Z} z(y(s))ds, \quad t \in \mathbb{R}_+.$$  \hspace{1cm} (2.5)

**Proof**  When $c = \text{Id}_i$ we have

$$c(y)(t) = y_i(t) = y_i(0) + \int_0^t f_i(y_1(s), \ldots, y_d(s))ds$$

$$= y_i(0) + \int_0^t f^*_i(y_1(s), \ldots, y_d(s))ds,$$

hence (2.5) holds since $\mathcal{M}(\text{Id}_i) = \{f^*_i\}, i = 1, \ldots, d$. When $c = g^* \in \mathcal{C}$ with $c \neq \text{Id}_i$, the equation

$$g(y_1(t), \ldots, y_d(t)) = g(y_1(0), \ldots, y_d(0))$$

$$+ \sum_{j=1}^d \int_0^t f_j(y_1(s), \ldots, y_d(s))\partial_j g(y_1(s), \ldots, y_d(s))ds$$

satisfied by $g^*(y)(t)$ reads

$$g^*(y)(t) = g^*(y)(0) + \sum_{j=1}^d \int_0^t f^*_j(y(s))\partial_j g^*(y(s))ds,$$

and (2.5) follows by the definition (2.4) of $\mathcal{M}$. \hfill \Box

We note that for any $g^* \in \mathcal{C}$ it is always possible to compute $g^*(y)(0)$ by applying the code $g^*$ to the solution $y$ of the ODE and then evaluating it at time 0 as $g^*(y)(0) = g(y_0)$. In particular, the full knowledge of the function $y$ is not necessary to compute $g^*(y)(0)$.

**Example—one-dimensional autonomous ODE**

Consider the solution $y(t)$ of the one-dimensional ODE

$$y(t) = y_0 + \int_0^t f(y(s))ds, \quad t \in \mathbb{R}_+,$$

where $f(y(s))$ is expanded as

$$f(y(s)) = f(y_0) + \int_0^s f(y(u))f'(y(u))du, \quad s \in \mathbb{R}_+.$$
Here, $g^*$ denotes the mapping
\[
g^* : \mathbb{R}^+ \longrightarrow \mathbb{R}^+
\]
\[
(t \mapsto y(t)) \longmapsto g^*(y) := (t \mapsto g(y(t))),
\]
for $g$ a smooth function from $\mathbb{R}$ to $\mathbb{R}$, the set of codes is given by
\[
C := \left\{ \text{Id}, \ (f^{(k)})^*, \ k \geq 0 \right\},
\]
where $(f^{(k)})^*, k \geq 0$, denotes the operator acting as
\[
(f^{(k)})^*(y)(s) := f^{(k)}(y(s)), \quad s \in \mathbb{R}^+,
\]
and the mechanism $\mathcal{M}$ is given by $\mathcal{M}(\text{Id}) = \{f^*\}$ and $\mathcal{M}(g^*) = \{(f^*, (g')^*)\}$.

**Example—Non-autonomous ODE**

Consider the non-autonomous ODE
\[
y(t) = y_0 + \int_0^t f_2(s, y(s))ds, \quad t \in \mathbb{R}^+,
\]
where $f_2$ is a smooth Lipschitz function defined on a domain of $\mathbb{R}^+ \times \mathbb{R}$. This ODE can be rewritten as the system
\[
\begin{align*}
y_1(t) &= t = y_1(0) + \int_0^t f_1(y_1(s), y_2(s))ds \\
y_2(t) &= y(t) = y_2(0) + \int_0^t f_2(y_1(s), y_2(s))ds
\end{align*}
\]
by taking $f_1 \equiv 1$ and $y_1(s) = s, s \in \mathbb{R}^+$. Here, the set of codes satisfies
\[
C := \left\{ \text{Id}_1, \text{Id}_2, \ (\partial_i^1 \partial_i^2 f_1)^*, \ (\partial_i^1 \partial_j^2 f_1)^*, \ i_1, i_2, j_1, j_2 \geq 0 \right\}
\]
\[
= \left\{ \text{Id}_1, \text{Id}_2, \ 0, 1, \ (\partial_i^1 \partial_i^2 f_1)^*, \ j_1, j_2 \geq 0 \right\},
\]
where 0 and 1 denote constant functions. The mechanism $\mathcal{M}$ is given by $\mathcal{M}(\text{Id}_1) = \{f_1^*\} = \{1\}$, $\mathcal{M}(\text{Id}_2) = \{f_2^*\}$, and $\mathcal{M}(g^*) = \{(f_2^*, (\partial_1 g)^*), (f_2^*, (\partial_2 g)^*)\} = \{(1, (\partial_1 g)^*), (f_2^*, (\partial_2 g)^*)\}$ for $g$ a smooth function from $\mathbb{R}^2$ into $\mathbb{R}$.

More generally, any non-autonomous system can be transformed into an autonomous system by addition of a dimension. In particular, any higher order ordinary differential equation of the form
\[
y^{(d)}(t) = f(t, y(t), y'(t), \ldots, y^{(d-1)}(t))
\]
can be written as a system of the form (2.1) by taking \( f_1(y_1, \ldots, y_d) = 1, \)
\( f_i(y_1, \ldots, y_d) := y_{i+1}, i = 2, \ldots, d - 1 \) and \( f_d(y_1, \ldots, y_d) := f(y_1, \ldots, y_d), \)
with \( y_1(t) = t \) and \( y_i(t) = y(i-1)(t), i = 2, \ldots, d. \)

3 Coding trees

For each code \( c \in C \) we denote by \( I_c \) a uniformly distributed random variable on \( M(c) \). For example, when \( c = g^* \), since \( M(g^*) = \{(f_1^*, (\partial_1 g)^*), (f_2^*, (\partial_2 g)^*), \ldots, (f_d^*, (\partial_d g)^*)\} \), we have

\[
\mathbb{P}(I_{g^*} = (f_i^*, (\partial_i g)^*)) = \frac{1}{d}, \quad i = 1, \ldots, d.
\]

In the sequel we will use the notation

\[
q_c(b) := \mathbb{P}(I_c = b), \quad b \in M(c), \quad c \in C.
\]

In addition, we consider a probability density function \( \rho : \mathbb{R}_+ \to (0, \infty) \) and

- an i.i.d. family \( (\tau^{i,j})_{i,j \geq 1} \) of random variables with distribution \( \rho(t)dt \) on \( \mathbb{R}_+ \),
- for each \( c \in C \), an i.i.d. family \( (I_c^{i,j})_{i,j \geq 1} \) of discrete random variables, with

\[
\mathbb{P}(I_c^{i,j} = b) = q_c(b) > 0, \quad b \in M(c),
\]

where the sequences \( (\tau^{i,j})_{i,j \geq 1} \) and \( (I_c^{i,j})_{c \in C, i,j \geq 1} \) are assumed to be mutually independent. For every \( n \geq 1 \) we also consider an injection \( \pi_n : \mathbb{N}^n \to \mathbb{N} \).

Let \( t > 0 \). For each \( i \in \{1, \ldots, d\} \) we construct a random tree starting from an initial particle labelled \( 1 := (1) \) bearing the code \( Id_1 \) at time 0, which lives up to a random time \( \tau^{1,1} \) distributed according to \( \rho \). If \( \tau^{1,1} > t \), the branching process stops. Otherwise, if \( \tau^{1,1} \leq t \), a new particle with label \( (1, 1) \) is created, and bears the code \( f_1^* \) since \( M(Id_1) = \{f_1^*\} \), and independently follows the same pattern as the first one. This new branch lives during the time \( \tau^{2,\pi_2(1,1)} \). If \( \tau^{(1,1)} + \tau^{2,\pi_2(1,1)} > t \) then the tree stops branching, otherwise, if \( \tau^{(1,1)} + \tau^{2,\pi_2(1,1)} \leq t \), the particle branches in two branches \( (f_1^*, (\partial_1 f_1)^*), (f_2^*, (\partial_2 f_1)^*), \ldots, (f_d^*, (\partial_d f_1)^*) \) uniformly in \( M(f_2^*) = \{(f_1^*, (\partial_1 f_1)^*), (f_2^*, (\partial_2 f_1)^*), \ldots, (f_d^*, (\partial_d f_1)^*)\} \).

More generally, a particle with code \( c \in C \) at the generation \( n \geq 1 \) is assigned a label of the form \( \bar{k} = (1, k_2, \ldots, k_n) \in \mathbb{N}^n \), while its parent label is \( k^- := (1, k_2, \ldots, k_{n-1}) \). The birth time of particle \( \bar{k} \) is denoted by \( T_{\bar{k}^-} \), and its lifetime \( \tau^n, \pi_n(\bar{k}) \) is the element of index \( j = \pi_n(\bar{k}) \) in the i.i.d. sequence \( (\tau^{n,j})_{j \geq 1} \). If \( T_{\bar{k}} := T_{\bar{k}^-} + \tau^n, \pi_n(\bar{k}) < t \), we draw a sample \( I_{c^{n,\pi_n(\bar{k})}} = (c_1, \ldots, c_l) \) uniformly in \( M(c) \) with \( l \in \{1, 2\} \), and the particle \( \bar{k} \) branches into \( \left| I_{c^{n,\pi_n(\bar{k})}} \right| \in \{1, 2\} \) offsprings at generation \((n+1)\), which are labeled by \( \bar{k} = (1, \ldots, k_n, j), j = 1, \ldots, \left| I_{c^{n,\pi_n(\bar{k})}} \right| \). The particle with label ending with an integer \( j \) will carry the code \( c_j \). Finally, the code of particle \( \bar{k} \) will be denoted by \( c_{\bar{k}} \in C \). The death time of the particle \( \bar{k} \) is \( T_{\bar{k}} \), and its birth time is \( T_{\bar{k}^-} \).
Definition 3.1 We denote by $T_{t,c}$ the random tree constructed from the above argument started from any code $c \in \mathcal{C}$.

The family $(T_{t,\Pi(i)})_{i=1,\ldots,d}$ of trees will be used for the stochastic representation of the solution $y(t) = (y_1(t), \ldots, y_d(t))$ of the ODE system (2.1), while the trees $T_{t,c}$ will be used for the stochastic representation of $c(y)(t)$. The next table summarizes the notation introduced so far.

| Object                              | Notation |
|-------------------------------------|----------|
| Initial time                        | 0        |
| Tree ending at time $t$ with initial code $c$ | $T_{t,c}$ |
| Particle (or label) of generation $n \geq 1$ | $\bar{k} = (1, k_2, \ldots, k_n)$ |
| First branching time                | $T_{\bar{k}}$ |
| Birth time of a particle $\bar{k}$  | $T_{\bar{k}^-}$ |
| Death time of a particle $\bar{k}$  | $T_{\bar{k}^-}$ |
| Lifespan of a particle              | $T_{\bar{k}} - T_{\bar{k}^-}$ |
| Code of a particle $\bar{k}$        | $c_{\bar{k}}$ |

The following graph represents a sample of the random tree $T_{t,\Pi(i)}$, $i = 1, \ldots, d$.

4 Probabilistic representation of ODE solutions

In this section we define the random multiplicative functional which will be used to represent ODE solutions. We let $\overline{F}$ denote the tail distribution function of $\rho$, i.e.

$$\overline{F}(t) := \int_t^\infty \rho(u)du, \quad t \in \mathbb{R}_+.$$ 

We denote by $K^o$ the set of particles that do not live until time $t$, and by $K^d$ the set of particles that die after time $t$. 
**Definition 4.1** Given $T_{t,c}$ a random coding tree started with the code $c \in C$ and ending at time $t \geq 0$, we define the universal multiplicative functional $\mathcal{H}$ by

$$
\mathcal{H}(T_{t,c}) := \prod_{k \in K_o} \frac{1}{q_{c_k}(I_{c_k})} \rho(T_k) \prod_{k \in K_s} \frac{c_k(y)(0)}{F(t - T_k)}.
$$

The next result gives the probabilistic representation of ODE solutions as an expected value over random coding trees.

**Theorem 4.2** Let $T > 0$ for which there exists $K_0 > 0$ such that

$$
\mathbb{E}[|\mathcal{H}(T_{t,c})|] \leq K_0, \quad c \in C, \quad t \in [0, T].
$$

Then, for any $c \in C$ we have the probabilistic representation

$$
c(y)(t) = \mathbb{E}[\mathcal{H}(T_{t,c})], \quad t \in [0, T],
$$

where $y(t) = (y_1(t), \ldots, y_d(t))$ is the solution of the system of ODEs (2.1). In particular, taking $c = \text{Id}_i$, we have

$$
y_i(t) = y_{\text{Id}_i}(t) = \mathbb{E}\left[\mathcal{H}(T_{t,\text{Id}_i})\right], \quad t \in [0, T], \quad i = 1, \ldots, d.
$$

**Proof** For $c \in C$ we let

$$
y_c(t) := \mathbb{E}[\mathcal{H}(T_{t,c})], \quad t \in [0, T].
$$

By conditioning on the first branching time $T_1$, for all $i = 1, \ldots, d$ the first particle bearing the code $\text{Id}_i$ branches at time $T_1$ into a new particle bearing the code $f_i^*$ as $\mathcal{M}(\text{Id}_i) = \{f_i^*\}$, hence we have

$$
y_{\text{Id}_i}(t) = \mathbb{E}[\mathcal{H}(T_{t,\text{Id}_i}) 1_{\{T_1 > t\}}] + \mathbb{E}[\mathcal{H}(T_{t,\text{Id}_i}) 1_{\{T_1 \leq t\}}]
$$

$$
= \mathbb{E}\left[\frac{y_i(0)}{F(t)} 1_{\{T_1 > t\}}\right] + \mathbb{E}\left[\frac{y_{f_i^*}(t - T_1)}{\rho(T_1)} 1_{\{T_1 \leq t\}}\right]
$$

$$
= y_i(0) \frac{\mathbb{P}(T_1 > t)}{F(t)} + \int_0^t y_{f_i^*}(t - s) \rho(s) ds
$$

$$
= y_i(0) + \int_0^t y_{f_i^*}(s) ds, \quad t \in [0, T].
$$

Similarly, starting from any code $g^* \in C$ different from $\text{Id}_i$, the particle branches at time $T_1$ in $d$ possible different ways into two particles with codes $(f_j^*, (\partial_j g)^*)$, $j = 1, \ldots, d$, hence we have
\[ y_g^*(t) = \mathbb{E}\left[ \mathcal{H}(T_{t,g^*}) \mathbb{I}_{\{T_{t} > t\}} + \mathcal{H}(T_{t,g^*}) \mathbb{I}_{\{T_{t} \leq t\}} \right] \]

\[ = \mathbb{E}\left[ \frac{g^*(y_0)}{F(t)} \mathbb{I}_{\{T_{t} > t\}} + \mathbb{I}_{\{T_{t} \leq t\}} \sum_{j=1}^{d} \mathbb{I}_{U_z = (f_j^*(\partial_z g^*))} \frac{y_{f_j^*}^*(t - T_{T})y_{(\partial_z g)^*}(t - T_{T})}{q_{g^*}(I_{g^*})\rho(T_{T})} \right] \]

\[ = \mathbb{E}\left[ \frac{g^*(y_0)}{F(t)} \mathbb{I}_{\{T_{t} > t\}} + \mathbb{I}_{\{T_{t} \leq t\}} \sum_{j=1}^{d} q_{g^*}((f_j^*, (\partial_j g)^*))(y_{f_j^*}^*(t - T_{T})y_{(\partial_j g)^*}(t - T_{T})) \right] \]

\[ = \mathbb{E}\left[ \frac{g^*(y_0)}{F(t)} \mathbb{I}_{\{T_{t} > t\}} + \sum_{Z \in \mathcal{M}(g^*)} \mathbb{E}\left[ \mathbb{I}_{\{T_{t} \leq t\}} \frac{1}{\rho(T_{T})} \prod_{z \in Z} y_z(t - T_{T}) \right] \right] \]

\[ = g^*(y)(0) + \sum_{Z \in \mathcal{M}(g^*)} \int_0^t \prod_{z \in Z} y_z(s) ds, \]

which yields the system of equations

\[ y_c(t) = c(y)(0) + \sum_{Z \in \mathcal{M}(c)} \int_0^t \prod_{z \in Z} y_z(s) ds, \quad t \in [0, T], \quad c \in \mathcal{C}. \quad (4.3) \]

By the Cauchy-Lipschitz theorem on the Banach space of sequences \( \ell^\infty \), this system admits a unique maximal solution. We conclude by noting that from Lemma 2.3, the family of functions \( (c(y))_{c \in \mathcal{C}} \) is the solution of the system (4.3), hence \( (c(y))_{c \in \mathcal{C}} = (y_c)_{c \in \mathcal{C}} \), and

\[ \mathbb{E}\left[ \mathcal{H}(T_{t,c}) \right] = y_c(t) = c(y)(t), \quad t \in [0, T]. \]

\[ \square \]

In numerical applications the expected value \( \mathbb{E}\left[ \mathcal{H}(T_{t,c}) \right] \) in Theorem 4.2 is estimated as the average

\[ \frac{1}{N} \sum_{k=1}^{N} \mathcal{H}(T_{t,c})^{(k)} \]

where \( \mathcal{H}(T_{t,c})^{(1)}, \ldots, \mathcal{H}(T_{t,c})^{(N)} \) are independent samples of \( \mathcal{H}(T_{t,c}) \). In this case, the error on the estimate of \( \mathbb{E}\left[ \mathcal{H}(T_{t,c}) \right] \) from the Monte Carlo method can be estimated as the standard deviation

\[ \left( \mathbb{E}\left[ \left( \mathbb{E}\left[ \mathcal{H}(T_{t,c}) \right] - \frac{1}{N} \sum_{k=1}^{N} \mathcal{H}(T_{t,c})^{(k)} \right)^2 \right]\right)^{1/2} = \frac{1}{\sqrt{N}} \sqrt{\text{Var}\left[ \mathcal{H}(T_{t,c}) \right]}. \]
Complexity of the algorithm

We note that the complexity of the algorithm grows linearly with the dimension $d$, as $d$ trees $(T_i, \Id_i)_{i=1,...,d}$ are used to generate the multidimensional solution $(y_1, \ldots, y_d)$, whereas the complexity of finite difference methods is generally polynomial in the dimension $d$, depending on the order chosen in the truncation of (1.2). On the other hand, all trees are at most binary regardless of the dimension $d$, as shown by the construction (2.4) of the mechanism $\mathcal{M}$.

Regarding complexity in time, let $\ell_c(t)$ denote the mean size of the random tree $T_{t,c}$ generated until time $t \geq 0$, with, by construction, $\ell(t) := \ell_{\Id_i}(t)$ for all $i = 1, \ldots, d$, and $m(t) := \ell_c(t)$ for all $c \notin \{\Id_i\}_{i=1,...,d}$. The same argument as in the proof of Theorem 4.2 shows that $(\ell(t), m(t))$ satisfies the system of integral equations

$$
\begin{align*}
\ell(t) &= \int_{t}^{\infty} \rho(s)ds + \int_{0}^{t} \rho(s)m(t-s)ds, \\
m(t) &= \int_{t}^{\infty} \rho(s)ds + 2 \int_{0}^{t} \rho(s)m(t-s)ds.
\end{align*}
$$

When $\tau$ has the exponential density $\rho(s) = \lambda e^{-\lambda s}$ with parameter $\lambda > 0$, this leads to the system

$$
\begin{align*}
\ell'(t) &= -\lambda e^{-\lambda t} - \lambda^2 \int_{0}^{t} e^{-\lambda(t-s)}m(s)ds + \lambda m(t) = \lambda(m(t) - \ell(t)) \\
m'(t) &= -\lambda e^{-\lambda t} - 2\lambda^2 \int_{0}^{t} e^{-\lambda(t-s)}m(s)ds + 2\lambda m(t) = \lambda m(t),
\end{align*}
$$

with solution

$$
\ell(t) = \cosh(\lambda t), \quad m(t) = e^{\lambda t} = \mathbb{E}[2^{N_t}], \quad t \geq 0,
$$

and where $(N_t)_{t \in \mathbb{R}_+}$ is a standard Poisson process with intensity $\lambda > 0$. We note that this estimate remains the same independently of dimension $d \geq 1$.

Integrability condition

The following proposition provides sufficient conditions ensuring that the representation formula (4.1) of Theorem 4.2 holds at any time within certain interval. In order to represent an ODE solution beyond that time interval we may reuse the numerical value obtained close to its boundary as new initial condition in order to represent the solution on an extended time interval. We note that the constant $K$ in the next proposition depends on $y_0$ and $f$ and its derivatives, and is independent of the system dimension $d \geq 1$. However, the integrability condition (4.4) is stronger in higher dimensions.
Proposition 4.3 Assume that there exists $K > 0$ such that $c(y)(0) \leq K$ for any $c \in \mathcal{C}$, that the density function $\rho$ is nonincreasing, and that

$$\rho(T) \geq d, \quad K \leq \overline{F}(T). \quad (4.4)$$

Then, there exists $K(T) > 0$ such that

$$\mathbb{E}\left[|\mathcal{H}(T,c)|\right] \leq K(T), \quad c \in \mathcal{C}, \quad t \in [0, T]. \quad (4.5)$$

Proof Under Condition (4.4), since $q_{\min} := \min_{c \in \mathcal{C}} q_c(I_c) = 1/d$, we have

$$\prod_{k \in K^0} \frac{1}{q_{\min} \rho(T_k - T_{k-})} \prod_{k \in K^0} \frac{K}{\overline{F}(t - T_k)} \leq 1,$$

hence

$$\mathbb{E}\left[|\mathcal{H}(T,c)|\right] \leq \mathbb{E}_c \left[ \prod_{k \in K^0} \frac{1}{q_{\min} \rho(T_k - T_{k-})} \prod_{k \in K^0} \frac{K}{\overline{F}(t - T_k)} \right] \leq 1, \quad t \in [0, T].$$

We note that trying to relax the integrability condition (4.4) by choosing a higher $\rho(T)$ will result into a smaller value of $\mathbb{E}[\tau]$, therefore increasing the time complexity of the algorithm. On the other hand, assuming that

$$S_c(t) := \mathbb{E}_c \left[ \prod_{k \in K^0} \frac{1}{q_{\min} (I_{c_k}) \rho(T_k - T_{k-})} \prod_{k \in K^0} \frac{K}{\overline{F}(t - T_k)} \right] < \infty,$$

yields the system of equations

$$\begin{cases}
S_{Id_i}(t) = K + \int_0^t S_{f_i^*}(s)ds \\
S_{g^*}(t) = K + \sum_{i=1}^d \int_0^t S_{f_i^*}(s) S_{(\partial_i g)^*}(s)ds.
\end{cases}$$

Since the corresponding trees $\mathcal{T}_t, f_i^*, \mathcal{T}_{t,c}$ have same random shape distribution, we have $S_c(t) = S_{f_i^*}(t)$ for all codes $c = g^* \in \mathcal{C}$ such that $g = \partial_1^{i_1} \cdots \partial_d^{i_d} f_1, i_1, \ldots, i_d \geq 0, \quad i = 1, \ldots, d$. This gives the system

$$\begin{cases}
S_{Id_i}(t) = K + \int_0^t S_{f_i^*}(s)ds \\
S_{f_i^*}(t) = K + d \times \int_0^t (S_{f_i^*}(s))^2 ds,
\end{cases}$$
which can be solved as
\[ S_{\text{Id}}(t) = K - \frac{1}{d} \log(1 - Ktd), \quad S_{f_i^*}(t) = \frac{K}{1 - Ktd}, \quad i = 1, \ldots, d, \]

hence the finiteness of \( S_{c}(t) \) holds at most until time
\[ T < \frac{1}{Kd}. \] (4.6)

**Remark 4.4** Although the non-autonomous ODE (2.6) can be treated using an autonomous 2-dimensional system of the form (2.7), the probabilistic representation (4.1) of its solution can also be obtained using a single random tree. For this, we expand \( f_2(s, y(s)) \) as
\[ f_2(s, y(s)) = f_2(0, y_0) + \int_0^s \left( \partial_0 f_2(u, y(u)) + f_2(u, y(u)) \partial_1 f_2(u, y(u)) \right) du. \]

In this case, the set of codes is defined as
\[ C := \{ \text{Id}, \ (\partial_k^0 \partial_l^1 f_2)^*, \ k, l \geq 0 \}, \]
and the mechanism \( M \) is given by
\[ M(\text{Id}) = \{ f_2^* \} \quad \text{and} \quad M(g^*) = \{ (\partial_0 g)^*, (f_2^*, (\partial_1 g)^*) \}. \]

A sample of this random tree is presented below.

In this case, the system of equations satisfied by \( S_{c}(t) \) can be written as
\[
\begin{cases}
S_{\text{Id}}(t) &= K + \int_0^t S_{f_i^*}(s) ds \\
S_{f_i^*}(t) &= K + \int_0^t (S_{f_i^*}(s))^2 ds + \int_0^t S_{f_i^*}(s) ds,
\end{cases}
\]

which can be solved as
\[ S_{\text{Id}}(t) = K - \log(1 + K(1 - e^t)), \quad S_{f_i^*}(t) = \frac{Ke^t}{1 + K(1 - e^t)}, \quad i = 1, \ldots, d. \]
Therefore, the finiteness of $S_c(t)$ holds until time

$$T < \log\left(1 + \frac{1}{K}\right). \quad (4.7)$$

Under the conditions $\rho(T) \geq 2$ and $K \leq \overline{F}(T)$, since $q_{\min} := \min_{c \in C} q_c(I_c) = 1/2$, we have

$$\prod_{\overline{k} \in \mathcal{K}_0} \frac{1}{q_{\min} \rho(T_{\overline{k}} - T_{\overline{k}}^-)} \prod_{\overline{k} \in \mathcal{K}_0} \frac{K}{\overline{F}(t - T_{\overline{k}}^-)} \leq 1,$$

hence

$$\mathbb{E}[|\mathcal{H}(T, c)|] \leq \mathbb{E}_c \left[ \prod_{\overline{k} \in \mathcal{K}_0} \frac{1}{q_{\min} \rho(T_{\overline{k}} - T_{\overline{k}}^-)} \prod_{\overline{k} \in \mathcal{K}_0} \frac{K}{\overline{F}(t - T_{\overline{k}}^-)} \right] \leq 1, \quad t \in [0, T].$$

In this setting the integrability condition (4.7) is stronger than (4.6) when $K$ is sufficiently large, and weaker otherwise. On the other hand, in comparison with the autonomous system (2.7), time complexity of the algorithm is divided by at least two due the use of a single coding tree with less branches.

5 Examples

Exponential series

We first consider the equation

$$\begin{cases}
y'(t) = y(t) \\
y(0) = y_0
\end{cases}$$

rewritten in integral form as

$$y(t) = y_0 + \int_0^t y(s)ds, \quad t \in \mathbb{R}_+,$$

whose solution admits the power series expansion

$$y(t) = y_0 e^t = y_0 \sum_{n=0}^{\infty} \frac{t^n}{n!}, \quad t \in \mathbb{R}_+.$$

Here we have $\mathcal{C} = \{\text{Id}\}$, and the mechanism $\mathcal{M}$ satisfies $\mathcal{M}(\text{Id}) = \{\text{Id}\}$. The particle of generation $n$ bears the label $\overline{k} = (1, \ldots, 1) \in \mathbb{N}^n$, and its parent is the particle $\overline{k}^- = (1, \ldots, 1) \in \mathbb{N}^{n-1}$. When the random times $(\tau_k)_{k \geq 1}$ are independent and exponentially distributed, i.e. $\rho(s) = e^{-s}$ with $\overline{F}(t) = e^{-t}$, the total number of
branches in the random tree $T_t$ is given by $N_t + 1$ where $(N_t)_{t \geq 0}$ is a standard Poisson process with unit intensity.

In this case, the multiplicative functional

$$
\mathcal{H}(T_t) := \prod_{k \in \mathcal{K}} \frac{1}{\rho(T_k - T_{k-1})} \prod_{k \in \mathcal{K}^0} \frac{y_0}{F(t - T_{k-1})}
$$

simplifies to the deterministic expression

$$
\mathcal{H}(T_t) = \left( \prod_{k=1}^{N_t} \frac{1}{e^{-\tau^k}} \right) \frac{y_0}{e^{-\sum_{k=1}^{N_t} \tau^k}} = y_0 e^t, \quad t \in \mathbb{R}_+,
$$

in which we take $\sum_{n=1}^{0} 1 := 0$ and $\prod_{n=1}^{0} 1 := 1$.

**One-dimensional autonomous ODE**

Consider the autonomous ODE

$$
y(t) = y_0 + \int_0^t f(y(s))ds, \quad t \in \mathbb{R}_+,
$$

where $f \in C^\infty(\mathbb{R}; \mathbb{R})$ is bounded together with its derivatives $f^{(k)}$ of order $k \geq 1$, with

$$
|f^{(k)}(y_0)| \leq K, \quad k \geq 0,
$$

for some $K > 0$. For any $k \geq 0$ we have the integral equation

$$
f^{(k)}(y(t)) = f^{(k)}(y_0) + \int_0^t f(y(s)) f^{(k+1)}(y(s))ds, \quad t \in \mathbb{R}_+,
$$

with the set of codes $\mathcal{C} := \{ \text{Id}, (f^{(k)})^*, k \geq 0 \}$, and the mechanism $\mathcal{M}$ is defined by

$$
\mathcal{M}(\text{Id}) := \{ f^* \}, \quad \mathcal{M}(f^*) := \{ (f^*, (f')^*) \},
$$

$$
\mathcal{M}((f^{(k)})^*) := \{ (f^*, (f^{(k+1)})^*) \}, \quad k \geq 1.
$$

Below is a representation of a sample of the random tree $T_{t, \text{Id}}$. 

---

**Notations**

- $\mathcal{K}$: Set of branches in the random tree $T_t$.
- $\mathcal{K}^0$: Set of terminal branches.
- $\rho$: Rate of Poisson process.
- $F$: Distribution function.
- $\tau^k$: Branching time.
- $y_0$: Initial condition.
- $\mathbb{R}_+$: Positive real numbers.
- $C^\infty$: Space of smooth functions.

---

**Diagrams**

- Random tree $T_t$ with branches $N_t + 1$.
- Multiplicative functional $\mathcal{H}$ of $T_t$.

---

**References**

- Numerical evaluation of ODE solutions by Monte Carlo methods.
- Springer publication.
With \( y_c(t) := \mathbb{E}[\mathcal{H}(T_{f,c})], c \in \mathcal{C} \), the system (4.2) reads

\[
\begin{aligned}
    y_{\text{Id}}(t) &= y_0 + \int_0^t y f^*(s) ds \\
    y_{(f^{(k)})^*}(t) &= f^{(k)}(y_0) + \int_0^t y f^*(s) y_{(f^{(k+1)})^*}(s) ds, \quad k \geq 0.
\end{aligned}
\]

### 6 Mapping of coding trees to Butcher trees

In this section we describe the connection between coding trees, Butcher series and Butcher trees, by showing how any Butcher tree can be recovered by performing a depth first search on the corresponding coding trees. The solution \( y(t) \) of the \( d \)-dimensional ODE system (1.1) is written as the Butcher series

\[
y(t) = y_0 + tf(y_0) \frac{t^2}{2} f'(y_0)
\]

\[
+ \frac{t^3}{3!} \left( f''(y_0) f^2(y_0) + f'(y_0) f' f(y_0) \right)
\]

\[
+ \frac{t^4}{4!} \left( f''(y_0) f^3(y_0) + f'''(y_0) f' f(y_0) f^2(y_0) \\
+ f'(y_0) f'(y_0) f^2(y_0) + f''(y_0) f f(y_0) \right) + \cdots
\]

\[
= y_0 + \sum_B \frac{t^{|B|}}{v(B)} c(B)
\]  

where the above summation over Butcher trees \( B \) is formal and may not converge. Here, the order \(|B|\) denotes the number of vertices of the tree \( B \), \( c(B) \) is a term also depending on the derivatives of \( f \) at \( y_0 \) as in (1.3)–(1.5), and \( v(B) \) is a coefficient which is defined recursively, see Relation (4) in [3].
Proposition 6.1 Every Butcher tree $\mathcal{B}$ can be mapped to a unique tree $\text{bin}(\mathcal{B})$, so that the Butcher series (6.1) can be rewritten as

$$y_i(t) = y_i(0) + \sum_{\mathcal{B}} \mathbb{E} \left[ \mathcal{H}(\mathcal{T}_i, \text{Id}_i) \mathbf{1}_{\{T_i, \text{Id}_i \simeq \text{bin}(\mathcal{B})\}} \right], \quad i = 1, \ldots, d.$$ 

where the notation $\mathcal{T}_i, \text{Id}_i \simeq \text{bin}(\mathcal{B})$ means that the coding tree $\mathcal{T}_i, \text{Id}_i$ has the tree structure $\text{bin}(\mathcal{B})$.

**Proof** (i) The one-to-one mapping $\mathcal{B} \leftrightarrow \text{bin}(\mathcal{B})$ is constructed by performing a depth first search on coding trees, as illustrated in the following examples which show how any Butcher tree $\mathcal{B}$ of order $k \geq 1$ can be mapped to a unique tree $\text{bin}(\mathcal{B})$ generating $k^d$ coding trees $(\mathcal{T}_{i_1}, \ldots, \mathcal{T}_{i_k})_{1 \leq i_1, \ldots, i_k \leq d}$. Namely, every Butcher tree can be recovered by performing a depth first search on the corresponding coding tree by matching leaves on Butcher trees to branches of the same color in coding trees.

If a node in the initial coding tree branches into two new coding trees $\mathcal{T}_1$ (above) and $\mathcal{T}_2$ (below), the Butcher tree for the initial coding tree is obtained by sticking the Butcher tree obtained from $\mathcal{T}_1$ to the root of the Butcher tree obtained from $\mathcal{T}_2$. If a tree is a leaf with code of the form $c = (\partial_{j_1} \cdots \partial_{j_l} f_i)^*$ with $i \in \{1, \ldots, d\}$, then the corresponding Butcher tree has a single node containing $f^{(i)}$. 
(ii) When \( B \) is a Butcher tree of order \( k = |B| \geq 1 \), based on the construction of \( \nu(B) = \sigma(B)\gamma(B) \) on page 155 of [3], the \( i_1 \)-th component of the term \( t^{|B|}c(B)/\nu(B) \) in the expansion of \( y_1(t) \) is a sum of \( f \) and its partial derivatives at \( y_0 \) as in (1.3)-(1.5). This sum can be interpreted as a sum of \( H(T_i^{1}, ..., T_i^{d}) \) over \( 1 \leq i_2, ..., i_k \leq d \), weighted by the probability coefficients

\[
\prod_{k \in K^o} (q_{c_k}(I_{c_k}) \rho(T_k^{1} - T_k^{c_k})) \prod_{k \in K^o} (F(t - T_k^{c_k}))
\]

and integrated over the branching times \( T_k^{c_k} \in [0, t] \), which yields the identity

\[
\frac{t^{|B|}c(B)}{\nu(B)} = \left( \mathbb{E} \left[ H(T_i^{1}, \text{Id}) \mathbf{1}_{T_i^{1}, \text{Id} \sim \text{bin}(B)} \right] \right)_{i_1=1, ..., d}.
\]

7 Numerical application

In this section we consider various ODE examples with different choices of probability density functions \( \rho(t) \) satisfying (4.4), or under (4.6). The errors observed in Figs. 3, 4 and 5, only occur at a time threshold after which the estimator \( H(T_{e,c}) \) is no longer integrable and the estimates are unreliable. The following graphs are plotted with one million Monte Carlo samples.

(i) Taking \( f(y) := y^2 \), we start with the quadratic ODE

\[
y'(t) = y^2(t), \quad y(0) = y_0 = 1,
\]

with solution

\[
y(t) = \frac{y_0}{1 - y_0 t}, \quad t \in [0, 1/y_0).
\]

In the framework of (5.1) we have

\[
\mathcal{C} = \{ \text{Id}, (f^{(k)})^*, k \geq 0 \} = \{ \text{Id}, (x \mapsto 0)^*, (x \mapsto 2)^*,
\]

\[
(x \mapsto 2x)^*, (x \mapsto x^2)^* \},
\]

hence we have \( c(y)(0) \leq K := \max(1, 2y_0, y_0^2) = 2 \) for all \( c \in \mathcal{C} \), and in agreement with (4.6) the representation formula (4.1) of Theorem 4.2 holds for \( t \in [0, 1/2) \), see Fig. 1. In this example and in the next two examples we take \( \rho \) to be the exponential probability density function \( \rho(t) = e^{-t}, t \geq 0 \).

(ii) Next, we take \( f(y) := \cos(y) \) and consider the equation

\[
y'(t) = \cos(y(t)), \quad y(0) = y_0,
\]
Fig. 1 Numerical solution of (7.1) with $y_0 = 1$

Fig. 2 Numerical solution of (7.2) with solution

$$y(t) = 2 \tan^{-1} \left( \tanh \left( \frac{t + 2 \tanh^{-1}(\tan(y_0/2))}{2} \right) \right), \quad t \in \mathbb{R}_+$$. 

in the framework of (5.1). When $y_0 = 1$ we have $K = \sup_{k\in\mathbb{N}} f^{(k)}(1) = 1$, and in agreement with (4.6) the representation formula (4.1) of Theorem 4.2 holds for $t \in [0, 1)$, see Fig. 2.

(iii) Taking $f(t, y) := (y + t)/(y - t)$ we find Equation (201a) in [4], i.e.

$$y'(t) = \frac{y(t) + t}{y(t) - t}, \quad y(0) = 1, \quad (7.3)$$
Numerical evaluation of ODE solutions by Monte Carlo…

Fig. 3 Numerical solution of (7.3)

with solution

\[ y(t) = t + \sqrt{1 + 2t^2}. \]

In this case, the time interval of validity may not be determined explicitly because \( \sup_{k,l \geq 0} |\partial^k_x \partial^l_x f(0, 1/2)| = \infty \) and the finiteness of this supremum is only a sufficient condition for (4.5) to hold in Proposition 4.3. Figure 3 shows the convergence of the Monte Carlo algorithm until \( t = 0.25 \).

(iv) Taking \( f(t, y) := (y - t)/(y + t) \) yields Equation (316e) in [4], i.e.

\[ y'(t) = \frac{y(t) - t}{y(t) + t}, \quad y(0) = 1, \quad \text{(7.4)} \]

whose solution is given in parametric form as \( (t(u), y(u)) = (u \sin \log(u), u \cos \log(u)) \). As in Example 7) above, the time interval of validity may not be determined explicitly, see Fig. 4. In this example and in the next one, we take \( \rho \) to be the gamma probability density function \( \rho(t) = t^{-1/2}e^{-t}/\Gamma(1/2), t > 0 \).

(v) Taking \( f(t, y) := yt + y^2 \) we find Equation (223a) in [4], i.e.

\[ y'(t) = ty(t) + y^2(t), \quad y(0) = 1/2, \quad \text{(7.5)} \]

with solution

\[ y(t) = \frac{e^{t^2/2}}{2 - \int_0^t e^{s^2/2}ds}. \]

In this case we have \( K = \sup_{k,l \geq 0} |\partial^k_x \partial^l_x f(0, 1/2)| \leq 2 \), and in agreement with (4.6) the representation formula (4.1) of Theorem 4.2 is valid on the time interval \([0, 0.5] \subset [0, 1/K]\), see Fig. 5.

In addition, after running the algorithm on the time interval \([0, 0.5]\) we may reuse
the numerical evaluation at time $t = 0.5$ as a new initial condition and iterate the algorithm on the time interval $[0.5, 1]$ with more precise estimates, as shown in red in Fig. 5. We refer to this procedure as “patching”.

(vi) Consider the ODE system (316f) page 177 in [4], i.e.

$$\begin{aligned}
\dot{y}_1(t) &= \frac{y_1(t) + y_2(t)}{\sqrt{y_1^2(t) + y_2^2(t)}}, & y_1(1) &= 0, \\
\dot{y}_2(t) &= \frac{y_2(t) - y_1(t)}{\sqrt{y_1^2(t) + y_2^2(t)}}, & y_2(1) &= 1,
\end{aligned}$$

(7.6)
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Fig. 6 Numerical solution of (7.6)

with solution

\[ y_1(t) = t \sin \log t, \quad y_2(t) = t \cos \log t, \quad t \geq 1. \]

The graphs of Fig. 6 are obtained using the Python code provided in “Appendix”, where we patch the algorithm 6 times over the time interval [1, 4] and take \( \rho \) to be the exponential probability density function \( \rho(t) = e^{-t}, \quad t > 0. \)

Supplementary Information The online version contains supplementary material available at https://doi.org/10.1007/s10543-022-00936-w.
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