Inter-Seasonal Precipitation Variability over Southern China Associated with Commingling Effect of Indian Ocean Dipole and El Niño
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Abstract: This study analyzed temporal and regional responses of precipitation to the Indian Ocean Dipole (IOD) over southern China and the differences between IOD-only and El Niño–southern oscillation–IOD cases. The Mann–Kendall test and intentionally biased bootstrapping were used. The results revealed three main phases (development and peak, decay, and aftermath) of percentage changes in seasonal total rainfall and showed the most positive sensitivity to positive IOD events in southern China. Moreover, El Niño played an essential role in intensifying the positive response to positive IOD events in the first and second phases while contributing little to the third. In terms of precipitation variability (frequency, intensity, and magnitude), seasonal maximum 1-day precipitation and maximum number of consecutive dry days were more sensitive to positive IOD events than the maximum number of consecutive wet days and simple daily precipitation intensity index. This study enhances knowledge of the temporal and spatial sensitivity of precipitation features to positive IOD events over southern China.
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1. Introduction

The Indian Ocean Dipole (IOD) is an important indicator of the coupled ocean–atmosphere phenomenon in the Indian Ocean [1–3]. With a western center in the Arabian Sea and a pole in the eastern Indian Ocean, IOD events exert enormous impacts on global climate, particularly precipitation variability [4–7]. Research on the latent correlation between the IOD and rainfall anomalies has been widely conducted [7–9], and the possible mechanism leading to this relationship has been investigated [9,10].

Specifically, IOD events are divided into two types based on differences in sea surface temperature (SST) over the Indian Ocean. A positive event is defined as an event during which warmer SSTs occur in the western Indian Ocean than in the east, and a negative event involves warmer SSTs being succeeded by cooler SSTs in the west [2]. Hence, different IOD events have different effects on regional temperature and precipitation. Cai et al. [11] found that the frequency of positive IOD events has increased, whereas negative IOD events have decreased. During positive IOD events, Europe, northeast Asia, North and South America, and southern Africa experience decreased rainfall [7]. Saji et al. [2] further pointed out that droughts in the Indonesian region and floods in east Africa are caused by positive IOD events but that the opposite occurs during negative IOD events. Guan and Yamagata [12] indicated that circulation anomalies over east Asia weaken southerly monsoonal winds.
and cause water vapor divergence, resulting in severe droughts during positive IOD events. Similar investigations into the impacts of IOD events in east Africa and Australia have been conducted [4,5,11].

To improve understanding of the influences of IOD events on precipitation features over China, recent studies have demonstrated that positive and negative IOD events have asymmetric influences, with positive IOD events imposing far stronger climatic effects than negative ones [11,13,14]. Therefore, interest in the influence of positive IOD events on precipitation over China has increased significantly. Summer rainfall has different patterns during different IOD events, which are caused by variations in Asian summer monsoon circulations and the South Asian High [15]. Thus, summer precipitation anomalies have been widely investigated [16–18]. Positive IOD events have recently induced below-normal rainfall in northern China, but rainfall has been higher than usual in southern China (SC) during summer [16]. In addition, Liu et al. [17] showed that this above-normal summer rainfall is concentrated in Hunan province during positive IOD events. Yan and Zhang [18] indicated that IOD events significantly impact the intensity of the Asian summer monsoon, with more precipitation occurring in eastern and southern China in summer.

Winter precipitation anomalies can cause severe droughts and floods because of low temperatures, and Zhang et al. [14] showed that winter rainfall has increased in some areas, including southwest, north, and northeast China, whereas precipitation has decreased in the Yangtze and Huaihe River Basins during positive IOD events. Likewise, the role of IOD events in spring and autumn rainfall trends in China has been studied [13,19,20].

Furthermore, numerous studies have focused on the latent correlation between the IOD and El Niño–Southern Oscillation (ENSO) and their effects on regional climate [8,9,11,21,22]. These studies highlighted the coexistence of positive and negative IOD events and El Niño and La Niña, respectively, although the IOD is an internally coupled air–sea mode over the Indian Ocean and does not always coincide with ENSO [23,24]. During simultaneous ENSO and IOD events, the development of positive IOD events is facilitated by El Niño in that the possibility of easterly summer winds off Sumatra is enhanced [25]. In addition to the influence of the ENSO on the IOD, IOD events can also affect the ENSO, e.g., extreme IOD events can significantly enhance El Niño [21]. Izumo et al. [26] indicated that negative and positive IOD events precede El Niño and La Niña 14 months before their respective peaks. IOD events can, therefore, be useful indicators for predicting ENSO events.

Consequently, the ENSO–IOD interaction has synchronous or separate impacts on precipitation. After analyzing the correlation between the ENSO, IOD, and seasonal rainfall in the Yangtze River Basin, China, Xiao et al. [27] identified the ENSO as the driving force of precipitation variability in all seasons, and the IOD was found to influence rainfall in summer, autumn, and winter. Pui et al. [28] obtained comparable results with the support of data on the ENSO and IOD, which suggested that the ENSO has a dominant impact on rainfall anomalies over eastern Australia during winter and spring.

Previous studies have selected typical IOD years and IOD–ENSO combination years using methods with specific thresholds, such as the dipole mode index (DMI), proposed by Saji et al. [2], with one standard deviation. Regardless, knowledge of the influence of IOD events on rainfall variations with SST changes under these thresholds remain limited. Until recently, most studies have focused on seasonal or annual total precipitation rather than on other precipitation features, such as maximum 1-day precipitation and maximum number of consecutive dry and wet days, which are widely applied to quantify heavy rainfall. Changes in the frequency, intensity, and magnitude of precipitation play crucial roles in determining the impacts of extreme climatic events [29–31]. Additionally, many previous studies have focused on the influences of positive IOD events on summer total precipitation [16–18], whereas comparatively little attention has been paid to rainfall anomalies in other seasons.
Therefore, in this study, the correlation between positive IOD events and the climate of SC was established by using the intentionally biased bootstrapping (IBB) method instead of extracting separate IOD years. The main objectives of this study were (1) to find out how seasonal precipitation responds to positive IOD events; (2) to explore changes in the intensity, frequency, and magnitude of precipitation during positive IOD events; and (3) to consider the differences between IOD-only and IOD–ENSO cases.

2. Data and Methods

2.1. IOD and ENSO Data

According to the definition of DMI, namely the difference between the mean SST anomalies in the western pole (10°S–10°N, 50°–70°E) and eastern pole (10°S–0, 90°–110°E), we directly used the monthly anomalous DMI calculated by the Asia-Pacific Economic Cooperation (APEC) climate center to identify positive IOD events. The Niño3.4 index, calculated as area-averaged SST anomalies in the Niño3.4 region (5°S–5°N, 170°–120°W), from the National Oceanic and Atmospheric Administration (NOAA) using the Hadley Centre sea ice and sea surface temperature dataset (HadISST1) was also used to identify El Niño years. These data covered the period from 1961 to 2017. We further applied a three-month running average August–September–October (ASO) DMI with +1 SD (SD denotes standard deviation) to distinguish positive and negative IOD events, as they are the most powerful in boreal autumn but weakest in boreal spring [10,13]. Referring to Trenberth [32], we extracted El Niño years for this study.

2.2. Precipitation Data

Daily precipitation data from across China for 1961–2017 were collected from the Chinese National Meteorological Center. Surface stations with observation errors, missing data, and other problems were removed from the rainfall dataset. Finally, 264 meteorological stations in China were selected to detect precipitation sensitivity to IOD events. For the quantification of seasonal and heavy rainfall, we used typical precipitation indices [33,34]. To identify the frequency, intensity, and magnitude of rainfall, the following indices were used: seasonal total precipitation on wet days (PRCPTOT; ≥1.0 mm), maximum 1-day precipitation (Rx1day), simple daily precipitation index (SDII; defined as PRCPTOT divided by the sum of wet days), maximum number of consecutive dry days (CDD; <1.0 mm), and maximum number of consecutive wet days (CWD).

In this study, daily precipitation data were transformed into moving three-month data from ASO, September–October–November (SON), October–November–December (OND), November–December–January (NDJ), December–January–February (DJF), January–February–March (JFM), February–March–April (FMA), and March–April–May (MAM) and covered autumn, winter, and spring in the ensuing years for the identification of intra-seasonal rainfall variability.

2.3. Study Area

Since SC is especially sensitive to IOD events, it was identified as the best study area for the purposes of this study [17,18]. Data from meteorological stations in the Yangtze River, Southeast, and Pearl River Basins were used (Figure 1).
2.4. Trend Detection

Although parametric tests are more appropriate than nonparametric tests for hydrometeorological data that do not comply with normality requirements, the Mann–Kendall (MK) test is widely used to detect trends in climate data time sequences [35,36]. The null hypothesis indicates that no trend is detected in the time series, whereas the alternative hypothesis indicates a trend that exists under a given significance level. The statistic $S$ in the MK test was calculated as follows:

$$S = \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \text{sgn}(X_j - X_i)$$  \hspace{1cm} (1)

where $n$ is the length of the dataset,

$$\text{sgn}(\theta) = \begin{cases} 
1 & \text{if } \theta > 0 \\
0 & \text{if } \theta = 0 \\
-1 & \text{if } \theta < 0 
\end{cases}$$  \hspace{1cm} (2)

and

$$E(S) = 0$$  \hspace{1cm} (3)

$$V(S) = \frac{n(n-1)(2n+5) - \sum_{m=1}^{n} tm m(m-1)(2m+5)}{18}$$  \hspace{1cm} (4)

where $tm$ measures the count of ties of extent $m$. The statistic $Z$ was calculated using Equation (5):

$$Z = \begin{cases} 
\frac{S+1}{\sqrt{V(S)}} & S > 0 \\
0 & S = 0 \\
\frac{S-1}{\sqrt{V(S)}} & S < 0 
\end{cases}$$  \hspace{1cm} (5)
2.5. IBB Simulation

As a type of statistical resampling technique, the IBB method, introduced by Hall and Presnell [37], has widely been used to address the problem of changing some values without altering others [37, 38]. Given that there is high uncertainty in climate variables, including temperature and precipitation, we adapted the IBB method to provide information for the assessment of the response variable by deliberately changing the mean value of the explanatory variable from the normal to a certain level [39]. As a result, the IBB approach can effectively identify the correlation between the explanatory and response variables. The IBB method is briefly described below.

Among an \( n \) number of \( x_i \) (\( i = 1, 2, 3, \ldots, n \)), observation events were resampled after changing the mean of the original data by \( \Delta \mu \). Using different weights \( S_{i,n} \) in Equation (6), each value had a different chance to be chosen:

\[
S_{i,n} = \frac{i}{n} \quad (6)
\]

Thus, the assigned weight \( S_{i,n} \) represents the possibility of observed data being selected in the IBB process. The mean of the simulated data (\( \tilde{\mu} \)) was acquired via Equation (7):

\[
\tilde{\mu} = \frac{1}{\Psi} \sum_{i=1}^{n} S_{i,n} x_{(i)} \quad (7)
\]

where \( x_{(i)} \) is the \( i \)th increasing ordered value and \( \Psi = \sum_{i=1}^{n} S_{i,n} \). The average amount of increase or decrease, \( \delta_\mu \), was calculated via Equation (8):

\[
\delta_\mu = \bar{\mu} - \tilde{\mu} = \frac{1}{\Psi} \sum_{i=1}^{n} S_{i,n} x_{(i)} - \frac{1}{n} \sum_{i=1}^{n} x_i \quad (8)
\]

After adding the weight order \( (r) \) to Equation (7), Equation (9) was used to obtain different values of \( \tilde{\mu}(r) \):

\[
\tilde{\mu}(r) = \frac{1}{\Psi_r} \sum_{i=1}^{n} S_{i,r} x_{(i)} \quad (9)
\]

where \( \Psi_r = \sum_{i=1}^{n} S_{i,r} \). The difference \( \delta_\mu (r) \) was derived as follows:

\[
\delta_\mu (r) = \tilde{\mu}(r) - \tilde{\mu} = \frac{1}{\Psi} \sum_{j=1}^{n} S_{j,r} x_{(j)} - \frac{1}{n} \sum_{j=1}^{n} x_j \quad (10)
\]

If the average value of increase or decrease is given to \( \Delta_\mu \), the weight order “\( r \)” can be estimated accordingly. In this study, the Self-Organizing Migrating Algorithm [40] was used to select the weight order “\( r \)” with the objective function to minimize \( \left( \Delta_\mu - \delta_\mu (r) \right)^2 \). The IBB technique was employed to simulate datasets based on historical statistics to assess the impacts of IOD events on total precipitation and rainfall frequency, intensity, and magnitude over SC. Likewise, after omitting El Niño years from the original dataset, we analyzed the different influences of IOD-only and IOD-ENSO combined events. The dataset was resampled after changing the mean of the original data through IBB simulations, with DMI + 1 SD (0.410) for the IOD-ENSO combined case and DMI + 1 SD (0.363) for the IOD-only case, except for El Nino years and departure from the long-term average (1961–2017), respectively.

3. Analysis Results

3.1. Trends in Seasonal Precipitation in SC

Figure 2 displays the long-term trend in running three-month total precipitation from 1960 to 2017 over SC. The trends detected from ASO to MAM showed a distinct distribution pattern of trend
anomalies. ASO, SON, and OND showed statistically significant decreasing trends in the upper and middle reaches of the Yangtze River. However, the lower reaches of the Yangtze River, Pearl River, and Southeast Basins experienced a significant increase in precipitation during NDJ, whereas only some stations in the middle reaches of the Yangtze River showed decreasing trends.

After NDJ, gradually increasing trends were observed in the three main areas, namely the upper reaches of the Yangtze River (area A), the area between the middle reaches of the Yangtze River and the Pearl River Basin (area B), and the area near the Yangtze Estuary (area C). During FMA and MAM, area B was dominated by decreasing trends and significant signals disappeared in area C.

Figure 2. Results of trend analysis in moving three-month total precipitation in southern China for the period 1961–2017: Increasing and decreasing trends are indicated with red and blue symbols, with deep and light colors respectively representing 95% (highly significant) and 90% (significant) confidence levels. For definitions of abbreviations, refer to Section 2.2.

3.2. Inter-Seasonal Rainfall Variability Associated with IOD

Figure 3 illustrates the spatial and temporal variations in seasonal rainfall using the PRCPTOT index. The main features of the distribution of rainfall anomalies were successfully captured by the IBB simulation. In the DMI +1 SD case, which intentionally increased the value of the DMI by +1 SD, SC experienced changes from ASO to MAM. The time series of these changes were divided into three main phases: (1) the development and peak phase (mostly from ASO to NDJ), (2) the decay phase (mainly from DJF to JFM), and (3) the aftermath phase (mostly from FMA to MAM) according to the extent of the influence of the positive IOD events on precipitation. The development and peak phase was the stage from the development of a positive response to its peak. The decay phase was the stage in which the positive response weakened and the negative response started to dominate. The aftermath phase was the stage during which the positive response dominated again.
The development and peak phase was the stage from the development of a positive response to its peak. The decay phase was the stage in which the positive response weakened and the negative response started to dominate. The aftermath phase was the stage during which the positive response dominated again.

Figure 3. Intentionally biased bootstrapping simulations of three-month moving average precipitation from August–September–October (ASO) to March–April–May (MAM) over southern China with different thresholds (dipole mode index (DMI) + 1 standard deviation (SD), DMI + 0.75 SD, and DMI + 0.5 SD): Here, DMI + 1 SD represents the case in which the DMI is intentionally increased by a +1-SD departure from the long-term average (1961–2017) to assess the impact of Indian Ocean Dipole (IOD) events on seasonal total precipitation. In each figure, percentage changes in seasonal precipitation are shown in red (blue) for increases (decreases). The weather stations showing statistically significant increases and decreases are indicated with regular and inverted triangles, respectively. In addition, the results of applying 90% and 95% confidence levels are marked by unfilled and filled symbols, respectively. For definitions of abbreviations, refer to Section 2.2.
During ASO—the peak of positive IOD events—northern SC, including the northern Yangtze River Basin, experienced decreasing percentage changes, indicating that this area was negatively sensitive to positive IOD events. However, south of the Yangtze and of the Pearl River Basins were positively sensitive. From ASO to NDJ (autumn to winter), the number of stations that observed increasing changes grew substantially, whereas those that measured decreasing changes shrank. Stations measuring significant increases in seasonal precipitation peaked in NDJ, when almost the entire study area was positively sensitive, except for some stations in western SC.

After NDJ, the central SC region (CSC) first began to return to normal. The positively sensitive regions rapidly became negatively sensitive in JFM before the ensuing spring. During spring, positive IOD events influenced the study area, but this influence was weaker than that during other seasons. The positive response to the positive IOD events dominated SC again in the aftermath phase. Most of the study area exhibited positive sensitivity, and significant increases occurred in CSC and eastern SC, whereas western SC experienced substantial decreases in the PRCPTOT index.

The IBB simulation often revealed temporal sensitivity towards positive IOD events throughout SC. The percentage changes were much more powerful in autumn and winter than in spring, especially from ASO to NDJ. NDJ was the peak season during which the impacts of positive IOD events on the study area were strongest. Notably, CSC was the most positively sensitive area towards positive IOD events. In the case of $\text{DMI} + 0.5 \text{ SD}$, CSC responded first and significant increases spread from CSC to adjacent regions with intensifying magnitude of DMI anomalies. Nevertheless, the number of stations showing negative sensitivity to positive IOD events was lower than that of those showing positive sensitivity. Therefore, no districts were identified for negative sensitivity in SC.

3.3. Commingling Effect of IOD and ENSO on Seasonal Precipitation

After removing select El Niño years (1963, 1965, 1968, 1969, 1972, 1976, 1977, 1982, 1986, 1987, 1991, 1994, 1997, 2002, 2004, 2006, 2009, 2014, and 2015), we determined the differences in seasonal precipitation between the effects of IOD-only and ENSO–IOD combined events in SC (Figure 4). Compared with positive IOD events, El Niño was the driving force in changing the precipitation features and even reversed the impacts of positive IOD events, mainly in the development and peak as well as decay phases (Figures 3 and 4). Specifically, El Niño strengthened the positive response in SC. During the development and peak phase, the number of significant signals in the IOD-only case was notably less than that in the ENSO–IOD case (Figure 5). Hence, El Niño influenced the augmentation of the response number and the enhancement of the response intensity. In particular, CSC, the most sensitive region with positive sensitivity in the ENSO–IOD case, displayed only slight (no significant) percentage changes. Therefore, the peak phase was not significant in the IOD-only case.

During the decay phase, El Niño played an important role in prolonging the influences of the development and peak stage and in shortening the decay phase. During DJF, most of the study area still had a positive response, with many significant changes in the coastal area in the ENSO–IOD case, whereas the opposite was true in the IOD-only case. There were many significant decreases in CSC in the IOD-only case, which indicated that the transformation from the peak phase of the positive response to the decay phase proceeded without the ENSO.

The decay phase in the IOD-only case was prolonged from two months to three months. Specifically, FMA was included in the decay phase instead of in the aftermath phase because many stations still displayed negative sensitivity during FMA. Remarkably, the negative response was significantly improved during JFM in the IOD-only case. The influences of El Niño were negligible in the aftermath phase.
The decay phase in the IOD-only case was prolonged from two months to three months. Specifically, FMA was included in the decay phase instead of in the aftermath phase because many stations still displayed negative sensitivity during FMA. Remarkably, the negative response was significantly improved during JFM in the IOD-only case. The influences of El Niño were negligible in the aftermath phase.

Figure 4. Intentionally biased bootstrapping simulations of three-month moving average precipitation from ASO to MAM (refer to Section 2.2 for definitions) over southern China in the case of DMI + 1 SD, excluding El Niño years: Here, DMI + 1 SD represents the case in which the DMI is intentionally increased by a +1-SD departure from the long-term average (1961–2017) to assess the impact of IOD events on seasonal total precipitation. In each figure, percentage changes in seasonal precipitation are shown in red (blue) for increases (decreases). The weather stations showing statistically significant increases and decreases are indicated with regular and inverted triangles, respectively. In addition, the results of applying 90% and 95% confidence levels are marked by unfilled and filled symbols, respectively.

Figure 5. Boxplots of percentage changes in the intentionally biased bootstrapping simulation of running three-month precipitation from ASO to MAM (refer to Section 2.2 for definitions) over southern China (SC) in the case of Case 1 (IOD-El Niño–Southern Oscillation (ENSO) combined) and Case 2 (IOD-only) with DMI + 1 SD.
Notable percentage changes in precipitation features occurred in SON, OND, NDJ, and DJF (Figure 6), which demonstrated that the development and peak phase contributed most to the influence of the positive IOD events. During other seasons, the median of percentage changes in each precipitation index fluctuated around zero. However, some indices showed significant changes during SON, OND, NDJ, and DJF. Apart from PRCPTOT, Rx1day and CDD were more sensitive to positive IOD events than other indices. CDD tended to have an opposite trend to that of the other four indices. Nevertheless, the impact of positive IOD events on PRCPTOT was most evident among the precipitation indices.

Figure 6. Boxplots of percentage changes in intentionally biased bootstrapping simulation of running three-month precipitation from ASO to MAM (refer to Section 2.2 for definitions) over southern China in the case of five indices (PRCPTOT, seasonal total precipitation on wet days (≥1.0 mm); Rx1day, maximum 1-day precipitation; CDD, maximum number of consecutive dry days (<1.0 mm); CWD, maximum number of consecutive wet days; and SDII, simple daily precipitation index) with different threshold (DMI + 1 SD, DMI + 0.75 SD, and DMI + 0.5 SD) departures from the long-term average (1961–2017).
4. Summary and Conclusions

Using the IBB simulation, this study investigated the influences of positive IOD events on seasonal total precipitation as well as rainfall frequency, intensity, and magnitude in SC with regard to both IOD-only and ENSO–IOD cases. The impacts of IOD events on precipitation in SC were divided into three main phases, and distinct differences were found when ENSO events were excluded. Precipitation data from 264 meteorological stations revealed that the impacts of the two cases differed noticeably.

Significant decreasing trends in seasonal precipitation occurred in the upper and middle reaches of the Yangtze River in ASO, SON, and OND, whereas significant increasing trends dominated some areas in SC during NDJ, DJF, and JFM. During FMA and MAM, significant decreases in the total rainfall occurred in CSC, whereas significant increases occurred in northwestern SC. Three main phases, namely the development and peak phase (ASO–NDJ), decay phase (DJF–JFM), and aftermath phase (FMA–MAM), were apparent in the time series. In the development and peak phase, the positive response to positive IOD events gradually dominated SC and the most powerful positive response occurred in NDJ. The negative response dominated after positive changes decayed. Positive sensitivity was found in most of the study area in the aftermath phase, but it was much weaker than it was during the first phase.

Compared to the IOD-only case, El Niño was the driving force in seasonal total precipitation anomalies in SC in the development and peak as well as decay phases. However, it exerted little influence on PRCPTOT in the aftermath phase. Specifically, El Niño made SC more vulnerable to a positive response. The five precipitation indices exhibited more distinct changes during SON, OND, NDJ, and DJF than during other months. Apart from PRCPTOT, Rx1day and CDD were more sensitive to positive IOD events than CWD and SDII.

In summary, this study used statistical analyses to identify the impacts of positive IOD events on precipitation features from ASO to MAM, i.e., over autumn, winter, and spring, in SC. Although the results relied on limited observations, this study provided predictions of rainfall anomalies in SC caused by positive IOD events. Importantly, to analyze the spatiotemporal variability in summer precipitation in SC, changes in precipitation caused by different moisture sources—such as summer monsoon and tropical cyclone (TC) activities, including TC genesis position, TC track, TC recurvature, TC intensity, and TC-induced precipitation—should be considered in future research.
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