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Abstract

In the present paper we complete the stability of Schur decomposition depending on the Jordan structure of the perturbation, started in [6].
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1. Introduction

For every quadratic matrix $A$ there is a decomposition $A = UTU^*$ where $U$ is unitary and $T$ is upper triangular. This triangular matrix $T$ is called a Schur Triangular form and the factorization is called the Schur Decomposition.

In [6] it was shown that in general there is no forward stability for the Schur form.

Proposition 1.1 (Different Gohberg-Kaashoek Numbers). Let us fix matrix $A_0$ and its Schur decomposition $A_0 = U_0T_0U_0^*$. There exists $K > 0$ such that in any neighborhood of $A_0$, i.e. $\{A : \|A - A_0\| < \varepsilon\}$ for any $\varepsilon > 0$,

$$\sup_A \inf_{U,T} \|U - U_0\| + \|T - T_0\| > M > 0,$$  \hspace{1cm} (1.1)

where the supremum is taken over all $A$ in this neighborhood having different Gohberg-Kaashoek numbers from $A_0$ and the infimum is taken over all their Schur factorizations $A = UTU^*$.

Thus the natural question to ask is when the forward suitability is possible. We give the answer in this paper.

We start with the structure of the original matrix. It is of interest to find the classes of matrices $A_0$ for which the Schur form is always stable. It turns out, one such case is when $A_0$ is non-derogatory, i.e. only one Jordan block per eigenvalue. We discovered that the following result holds.
Theorem 1.2 (Non-derogatory case. Hölder forward stability). Let $A_0$ be a non-derogatory matrix. Then its Schur canonical form is forward Hölder stable, i.e. if $A_0 = U_0T_0U_0^*$ then there exist constants $K, \varepsilon > 0$ (depending on $A_0$ only) such that for all $A$ with $\|A - A_0\| < \varepsilon$ there exists a Schur factorization $UTU^*$ of $A$ such that we have

$$\|U - U_0\| + \|T - T_0\| \leq K\|A - A_0\|^{1/n}.$$ 

What happens if we consider the structure preserving perturbation? Before answering this question let us talk about how to quantify the structure of a matrix and introduce a concept that will serve this purpose, the Gohberg-Kaashoek numbers (see [3, 7, 8] for details).

Let us start by considering $A \in \mathbb{C}^{n \times n}$. Denote by $\sigma(A)$ the set of all its eigenvalues and by $m_1(A, \lambda) \leq m_2(A, \lambda) \leq \cdots \leq m_t(A, \lambda)$ the sizes of all blocks corresponding to $\lambda \in \sigma(A)$ in the Jordan form of $A$. We set $m_i(A, \lambda) = 0$ ($i = t + 1, \ldots, n$) for convenience. The numbers

$$m_i(A) = \sum_{\lambda \in \sigma(A)} m_i(A, \lambda)$$

are called the Gohberg-Kaashoek (GK) numbers.

Let $m = [m_1, m_2, \ldots, m_n]^\top$ be a vector with integer entries with $m_i \geq m_{i+1}$ for $i = 1, \ldots, n - 1$. The vector $k = [k_1, k_2, \ldots, k_n]^\top$ with $k_i = \max \{l : m_l \geq i\}$ is called dual to $m$.

In terms of the Gohberg-Kaashoek numbers $m_j$'s it means that if we consider the following matrix

$$A = \begin{bmatrix}
\lambda & 1 & \mu & 0 \\
0 & \lambda & 0 & \mu \\
\mu & 1 & \eta & \lambda \\
0 & \lambda & \eta & \lambda \\
\eta & \lambda & \lambda & \lambda \\
\end{bmatrix},$$

Then $m_1(A) = 5, m_2(A) = 3, m_3(A) = 3, m_4(A) = 1$. 
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we look at the size of the Jordan blocks for each eigenvalue and group them together in decreasing order to get the bigger blocks. Hence, \( m(A) = [5, 3, 3, 1, 0, 0, 0, 0, 0, 0, 0]^\top \) whereas the entries of the dual vector are going to be the number of bigger blocks with the size greater or equal to \( j = 1, 2, \ldots, \) i.e. \( k(A) = [4, 3, 3, 1, 0, 0, 0, 0, 0, 0, 0]^\top. \)

If \( A \) has the same Jordan structure as \( A_0 \) then we can get the Lipschitz stability of the Schur form. Recall if \( A \) has \( q \) distinct eigenvalues then 

\[
\Omega(A) = \{(m_i(A, \lambda_j))_{i=1}^n, j = 1, \ldots, q\}
\]

is called the Jordan structure of \( A \) and the set of all matrices of the Jordan structure \( \Omega \) we denote by \( J(\Omega) \).

**Theorem 1.3** (Same Jordan structure. Lipschitz forward stability). Let \( A_0 = U_0 T_0 U_0^* \). Then, there exist constants \( K, \varepsilon > 0 \) (depending on \( A_0 \) only) such that for all \( A \in J(\Omega(A_0)) \) with \( \|A - A_0\| < \varepsilon \) there exists a Schur factorization \( U T U^* \) of \( A \) such that

\[
\|U - U_0\| + \|T - T_0\| \leq K \|A - A_0\|. \tag{1.2}
\]

If we extend the class of perturbation to those having the same GK numbers as the original matrix, we get another forward stability result, this time with the Hölder type bound.

**Theorem 1.4** (Same GK numbers. Hölder forward stability). Let \( A_0 \) be given. Any Schur canonical form is forward Hölder stable in the class of matrices \( A \) having the same Gohberg-Kaashoek numbers as \( A_0 \). This means that there exist constants \( K, \varepsilon > 0 \) (depending on \( A_0 \) only) such that for all \( A \) with the same GK numbers as \( A_0 \) and \( \|A - A_0\| < \varepsilon \) there exists a Schur factorization \( U T U^* \) of \( A \) such that the following inequality holds.

\[
\|U - U_0\| + \|T - T_0\| \leq K \|A - A_0\|^{1/n}. \tag{1.3}
\]

Combining this result with Proposition 1.1, we completely characterize the forward stability of the Schur form depending on the structure of the perturbation. Moreover, in [6] the backward stability result was introduced. Hence, we conclude the investigation of the stability of the Schur canonical form.

**Structure of the paper.**

Section 2 is devoted to some facts from the perturbation theory and theory of gaps/semigaps that are the backbone of our discourse.
You can find proof of Theorem 1.3 in Section 3 and proof of Theorem 1.4 in Section 4. We introduce some useful technical lemmas in both Section 3 and Section 4 to aid us in proving main results.

Note that Theorem 1.2 (the non-derogatory case) is the direct consequence of Theorem 1.4 as discussed in Remark 4.4. However, historically this was the first result we proved before generalizing it. So it deserves its first place among the theorems we present in this paper.

2. Auxiliary Results

2.1. Stability of Eigenvalues

Note that entries on the main diagonal of $T$ in the Schur decomposition are the eigenvalues of $A$. That is why the eigenvalues stability results give us the confidence to consider stability of the Schur decomposition.
Proposition 2.1. Let $A_0$ be an $n \times n$ matrix and $\{\lambda_1, \ldots, \lambda_n\}$ be its eigenvalues, and $A$ being its perturbation with $\|A - A_0\| < \varepsilon$ for sufficiently small $\varepsilon$ depending on $A_0$ and the eigenvalues $\mu_j$. If the number of eigenvalues of $A_0$ is the same as of $A$, then there is a certain ordering of them such that for some positive $K = K(A_0)$

$$|\mu_i - \lambda_i| \leq K\|A - A_0\|, \quad i = 1, 2, \ldots, |\sigma(A_0)|.$$ (2.4)

For the general case of the eigenvalues stability we have the following result (see [9, Appendix K]).

Proposition 2.2. Let $A_0$ be an $n \times n$ matrix and $\{\lambda_1, \ldots, \lambda_n\}$ be its eigenvalues. Then, there is an ordering of $\lambda_j$’s that for every $A$ with $\|A - A_0\| < \varepsilon$ for sufficiently small $\varepsilon$ depending on $A_0$ there is an ordering of its eigenvalues $\mu_j$’s and a positive constant $K = K(A_0)$ such that

$$|\mu_j - \lambda_j| \leq K\|A - A_0\|^{1/n}.$$ (2.4)

This type of bounds is called Hölder because of the power $1/n$ for the matrix norm.

The following example shows that the power $1/n$ in (2.4) cannot be relaxed and, in general, we can hope only for a Hölder type bound.

Example 2.3. Consider the following matrices $A_0, A \in \mathbb{C}^{2\times 2}$.

$$A_0 = \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix} \text{ and } A = \begin{bmatrix} 0 & \varepsilon \\ 1 & 0 \end{bmatrix}.$$ 

Note that $\|A - A_0\| = \varepsilon$. Moreover, $\sigma(A_0) = \{0\}$ and $\sigma(A) = \{\pm \sqrt{\varepsilon}\}$. It is easy to see that in this case we have

$$|0 \mp \sqrt{\varepsilon}| = \varepsilon^{1/2} = \|A - A_0\|^{1/2}.$$ 

This example can be easily modified for $n \times n$-matrices.

2.2. Gap and Semi-gap

We are going to discuss stability of vectors related to the invariant subspaces and hence need some topological properties of the set of subspaces in $\mathbb{C}^n$.

Let $\mathcal{M}, \mathcal{N}$ be subspaces of $\mathbb{C}^n$. A matrix $P_{\mathcal{M}}$ is called an orthogonal projector onto a subspace $\mathcal{M} \subset \mathbb{C}^n$ if
• it is surjective: $\text{Im} P_M = M$;
• applying it twice yields the same result: $P_M^2 = P_M$;
• it is Hermitian: $P_M^* = P_M$.

The following concept is the key definition.
The gap $\theta(M, N)$ between $M$ and $N$ is defined as follows

$$\theta(M, N) = \|P_M - P_N\|$$

or, equivalently,

$$\theta(M, N) = \max \left\{ \sup_{x \in M} \inf_{y \in N} \|x - y\| , \sup_{y \in N} \inf_{x \in M} \|x - y\| \right\}.$$ 

Note that $\theta(M, N)$ is a metric on the set of all subspaces in $\mathbb{C}^n$. Moreover, $\theta(M, N) \leq 1$. The Hausdorff distance between sets $\text{Inv} A$ and $\text{Inv} B$ of all invariant subspaces matrices $A$ and $B$ can be defined as follows

$$\text{dist} (\text{Inv} A, \text{Inv} B) = \max \{ \sup_{M \in \text{Inv} A} \theta(M, \text{Inv} B), \sup_{N \in \text{Inv} B} \theta(N, \text{Inv} A) \}.$$ 

This distance is a metric as well.

We are going to use the following property of gaps between subspaces. It can be found in [4].

**Proposition 2.4.** For subspaces $M, N \subset \mathbb{C}^n$, we have

$$\theta(M, N) = \theta(N^\perp, M^\perp).$$

(2.5)

The symmetry with respect to subspaces of the gap is actually a disadvantage.

**Proposition 2.5.** Let $M, N$ be subspaces of $\mathbb{C}^n$.

(i) If $\dim(M) = \dim(N)$ then for any $x \in M$ there exists a $y \in N$ such that $\|x - y\| \leq \theta(M, N)$.

(ii) If $\dim(M) \neq \dim(N)$ then $\theta(M, N) = 1$. 
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The above result shows us that the gap is often not useful to consider when $\dim(M) \neq \dim(N)$. In our theorem, we wish to find bounds on the kernels of the matrices, however, the dimension of the kernels are, in general, not equal.

The gap provides many useful results in providing a variety of bounds but the usefulness is limited to when the dimensions are equal. The concept of a semi-gap can be helpful when the dimensions are not equal. This advantage is highly useful when considering matrix perturbations.

Let $M, N$ be subspaces of $\mathbb{C}^n$. The quantity

$$\theta_0(M, N) = \sup_{x \in M} \inf_{y \in N} \|x - y\|$$

is called the semigap (or one-sided gap) from $M$ to $N$.

We notice some immediate properties of the semi-gap.

**Lemma 2.6.** Let $M, N \subset \mathbb{C}^n$ be two subspaces. Then the following statements hold.

(i) $\theta(M, N) = \max\{\theta_0(M, N), \theta_0(N, M)\}$.

(ii) $\theta_0(M, N) = \sup_{x \in M} \|x - P_N x\|$.

(iii) If $N_1 \subset N_2$, then $\theta_0(M, N_2) \leq \theta_0(M, N_1)$, $\theta_0(N_1, M) \leq \theta_0(N_2, M)$.

(iv) $\theta_0(M, N) \leq 1$.

(v) If $\dim M > \dim N$, then $\theta_0(M, N) = 1$.

(vi) $\theta_0(M, N) < 1$ if and only if $M \cap N^\perp = \emptyset$.

These facts are well-known and can be found e.g. in [4?].

To this end we will need some new results on gap and semigap. These results will be derived next.

**Proposition 2.7.** Let $A_0$ be fixed. Then, there exist $\epsilon, K > 0$ such that for all $A$ with $\|A - A_0\| < \epsilon$, we have

$$\theta_0(\ker(A), \ker(A_0)) \leq K\|A - A_0\|.$$  (2.6)
3. The Same Jordan Structure and Forward Stability

Before proving Theorem 1.3 we need a couple of technical lemmas.

The next result describes the recursion we will use. In particular, we want to figure out what happens to the GK numbers during each step of recursion. Here is the idea behind it:

\[ m_1(A, \lambda_t) \geq m_2(A, \lambda_t) \geq m_3(A, \lambda_t) \geq \ldots \geq m_{l-1}(A, \lambda_t) \geq m_l(A, \lambda_t) \]

The corresponding Jordan chains stay the same.

So what happens when \( m_j(A, \lambda_t) = m_l(A, \lambda_t) \) for some \( j \)'s greater than \( l \)? Let \( j^* \) be the maximal such index.

Recursion decreases this chain by one vector.

\[ m_l(A, \lambda_t) = m_{l+1}(A, \lambda_t) = \ldots = m_j^*(A, \lambda_t) > m_l(A, \lambda_t) - 1 \]

Now let us formalize it.

**Lemma 3.1.** Consider matrix \( B \) with the eigenvalues \( \{\lambda_j\} \)'s, having the GK numbers \( \{m_j(B, \lambda_i)\} \) and \( e_1 \) as its eigenvector corresponding to the Jordan chain for \( \lambda_t \) and \( m_l(B, \lambda_t) \), i.e.

\[
B = \begin{bmatrix}
\lambda_t & * & \cdots & * \\
0 & \ddots & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & C
\end{bmatrix}.
\]

Then

- \( m_j(C, \lambda_t) = m_j(B, \lambda_t) \) for all \( i \neq t \) or \( i = t \) and \( j > l + 1 \);
- \( m_l(C, \lambda_t) = m_l(B, \lambda_t) - 1, m_{l+1}(C, \lambda_t) = m_{l+1}(B, \lambda_t) \) if \( m_l(A, \lambda_t) > m_{l+1}(B, \lambda_t) \);
- \( m_j^*(C, \lambda_t) = m_j(B, \lambda_t) - 1, m_j(C, \lambda_t) = m_{j+1}(B, \lambda_t) \) for \( j = l, \ldots, j^* - 1 \) if \( m_l(B, \lambda_t) = m_{l+1}(B, \lambda_t) = \ldots = m_{j^*}(B, \lambda_t) \) and \( j^* \) is the maximal such index;
\* \( m_j(C, \lambda_t) = m_j(B, \lambda_t) \) if \( m_j(B, \lambda_1) < m_1(B, \lambda_t) \).

The proof of this lemma can be found in \([6]\).

The following fact allows us to use recursion in showing the Lipschitz stability of the Schur form under small perturbations preserving the Jordan structure. Before proceeding let us warn the reader. We need to be cautious and not to fall in the pitfall in front of us. We start with close matrices with the same Jordan structure: \( m_1(T_0, 0) = m_1(B, 0) = 2 \) and \( m_2(T_0, 0) = m_2(B, 0) = 1 \).

\[
T_0 = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & \varepsilon & 0
\end{bmatrix}.
\]

We might think that after using recursion we might get different Jordan structures for submatrices of \( T_0 \) and \( B \). However, it is not true since \( e_1 \) is the eigenvector of \( T_0 \) corresponding to the Jordan chain of length 2. We need to find another eigenvector of \( B \) and not just \( e_1 \) that corresponds to the Jordan chain of length 2 as well. In this case we could take \( e_1 + \varepsilon e_3 \) and build our recursion from there. So the ”close” Jordan chains actually are:

\[
e_2 \rightarrow e_1 \rightarrow 0 \quad \text{vs.} \quad e_2 \rightarrow e_1 + \varepsilon e_3 \rightarrow 0.
\]

Then we construct a unitary matrix where the first column is \( \frac{e_1 + \varepsilon e_3}{\sqrt{1 + \varepsilon^2}} \) that will be close to identity

\[
V_1 = \begin{bmatrix}
\frac{1}{\sqrt{1 + \varepsilon^2}} & 0 & -\frac{\varepsilon}{\sqrt{1 + \varepsilon^2}} \\
\varepsilon & 1 & 0 \\
\frac{\varepsilon}{\sqrt{1 + \varepsilon^2}} & 0 & \frac{1}{\sqrt{1 + \varepsilon^2}}
\end{bmatrix}.
\]

This gives us the following Schur factorizations.

\[
T_0 = I \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} I^* \quad \text{and} \quad B = V_1 \begin{bmatrix}
0 & \sqrt{1 + \varepsilon^2} & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} V_1^*.
\]

The general result holds as well.

**Lemma 3.2.** Let \( T_0 \) be an upper triangular matrix with the eigenvalues \( \{\lambda_i\} \)’s. Then, for all \( B \in \mathcal{J}(\Omega(T_0)) \) with the eigenvalues \( \{\mu_j\} \)’s there exist a
suitable order of $\{\lambda_i\}$’s and $\{\mu_j\}$’s and unitary matrix $V_1$ such that matrices $T_1$ and $B_1$ in

$$T_0 = \begin{bmatrix}
\lambda_1 & * & \cdots & *\\
0 & T_1 & & \\
\vdots & & & \\
0 & & & 0
\end{bmatrix} \quad \text{and} \quad V_1^* B V_1 = \begin{bmatrix}
\mu_1 & * & \cdots & * \\
0 & B_1 & & \\
\vdots & & & \\
0 & & & 0
\end{bmatrix}$$

have the same Jordan structure, i.e. $m_k(T_1, \lambda_l) = m_k(B_1, \mu_l)$. Moreover,

$$\|I - V_1\| \leq K \|T_0 - B\|. \quad (3.7)$$

Proof. First of all recall that by Proposition 2.1 we have the Lipschitz stability of the eigenvalues. That is for some order of $\{\lambda_i\}$’s and $\{\mu_j\}$’s we get

$$|\mu_i - \lambda_i| \leq K \|B - T_0\|, \quad i = 1, 2, \ldots, |\sigma(T_0)|.$$ 

So we fix this exact order of the eigenvalues, without loss of generality assume that the first entry of $T_0$ is $\lambda_1$, and construct $\{f_j\}_{j=1}^m$ the Jordan chain corresponding to $\lambda_1$ for $T_0$ and having the eigenvector $f_1 = e_1 := [1 \ 0 \ 0 \ \cdots \ 0]^T$ in it, where $m = m_l(B, \mu_1) = m_l(T_0, \lambda_1)$ for some $l$.

Our next step is constructing the corresponding ”close” chain. According to [1, Proposition 1.5], there is $\{g_k\}$ corresponding to $\mu_1$ of $B$ that obey the desired Lipschitz bound, that is

$$\|g_j - f_j\| \leq K_j \|B - T_0\|,$$

where $K_j$ for $j = 1, \ldots, m$ depends on $T_0$ only. Now, we construct $V_1$ which is close to the identity and unitary whose first column is parallel to $g_1$, i.e. $v_1 = \frac{g_1}{\|g_1\|}$. Since $g_1$ is close to $e_1$, the same is true about $v_1$ and $e_1$.

$$\|v_1 - e_1\| = \|v_1 - \frac{e_1}{\|g_1\|} + \frac{e_1}{\|g_1\|} - e_1\| \leq \frac{\|g_1 - e_1\|}{\|g_1\|} + \left| \frac{1}{\|g_1\|} - 1 \right| \leq \frac{2K_1\|B - T_0\|}{1 - K_1\|B - T_0\|} \leq \hat{K}\|B - T_0\|.$$ 

Moreover, the new orthonormal basis $\{v_1, \ldots, v_n\}$ which form $V_1$ satisfies

$$\|e_i - v_i\| \leq \hat{K}\|T_0 - B\|.$$ 

Therefore, we have $\|V_1 - I\| \leq \sqrt{n}\hat{K}\|B - T_0\|$. 

The last question left is whether the Jordan structures of $T_1$ and $B_1$ are still the same. Recall, we applied our argument to Jordan chains of $T_0$ and $B$ of the same length. By Lemma 3.1 applied to both resulting matrices, we see that $T_1$ and $B_1$ must have the same Jordan structure. \qed
Now we have enough machinery to prove Theorem 1.3.

**Proof of Theorem 1.3.** Let us note that instead of matrices \( A_0 \) and \( A \) we consider the upper triangular matrix \( T_0 \) and the matrix \( B = U_0^* A U_0 \). Here we are using the fact that

\[
\| A - A_0 \| = \| A - U_0 T_0 U_0^* \| = \| U_0 (B - T_0) U_0^* \| = \| B - T_0 \|,
\]

since \( U_0 \) is unitary.

Let \( \lambda_1, \ldots, \lambda_p \) and \( \mu_1, \ldots, \mu_p \) be the distinct eigenvalues of \( T_0 \) and \( B \) respectively. According to Lemma 3.2 there is a unitary matrix \( V_1 \) such that \( T_1 = T_0^* V_1 \) and \( V_1^* B V_1 = B_1 \) have the same Jordan structure, i.e. \( m_k(T_1, \lambda_l) = m_k(B_1, \mu_l) \) with

\[
\| I - V_1 \| \leq \tilde{K}_1 \| T_0 - B \|.
\]

Moreover,

\[
\| T_1 - B_1 \| \leq \| T_0 - V_1^* B V_1 \| \leq \| T_0 - T_0 V_1 + T_0 V_1 - B V_1 + B V_1 - V_1^* B V_1 \| \leq \\
\leq \| T_0 \| \| I - V_1 \| + \| V_1 \| \| T_0 - B \| + \| V_1 \| \| I - V_1^* B \| \| B \| \leq \\
\leq (\| B \| + \| T_0 \|) \| I - V_1 \| + \| T_0 - B \| \leq (\varepsilon + 2 \| T_0 \|) \| I - V_1 \| + \| T_0 - B \| \leq \tilde{K}_1 \| T_0 - B \|.
\]

Next, we apply Lemma 3.2 to \( T_1 \) and \( B_1 \), i.e. there is a unitary matrix \( V_2 \) such that

\[
T_1 = \begin{bmatrix}
\lambda_1 & * & \cdots & * \\
0 & T_2 \\
\vdots & & \ddots & \vdots \\
0 & & & 0
\end{bmatrix}
\quad \text{and} \quad
V_2^* B_1 V_2 = \begin{bmatrix}
\mu_1 & * & \cdots & * \\
0 & B_2 \\
\vdots & & \ddots & \vdots \\
0 & & & 0
\end{bmatrix}
\]

have the same Jordan structure, i.e. \( m_k(T_2, \lambda_l) = m_k(B_2, \mu_l) \), with

\[
\| I - V_2 \| \leq \tilde{K}_2 \| T_0 - B \|
\]
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and \( \|T_2 - B_2\| \leq \|T_1 - V_2^*B_1V_2\| \leq \tilde{K}_2\|T_0 - B\| \). We continue to recursively apply Lemma 3.2.

The last step is combining all the matrices. Define \( \hat{V}_j = I_j \otimes V_j \) and \( \hat{V} = \hat{V}_1 \cdots \hat{V}_n \), and \( T := \hat{V}^*B\hat{V} \). We know that \( \|I - \hat{V}_j\| \leq \hat{K}\|T_0 - B\| \) where \( \hat{K} = \max_j \hat{K}_j \). Thus,

\[
\|I - \hat{V}\| = \|I - \hat{V}_1 \cdots \hat{V}_n\| = \|I - \hat{V}_2 \cdots \hat{V}_n + \hat{V}_2 \cdots \hat{V}_n - \hat{V}_1 \cdots \hat{V}_n\| \leq \|I - \hat{V}_2 \cdots \hat{V}_n\| + \|I - \hat{V}_1\| \leq \cdots \leq \sum_{j=1}^{n} \|I - \hat{V}_j\| \leq n\hat{K}\|T_0 - B\|
\]

and, similarly,

\[
\|T_0 - T\| \leq \tilde{K}\|T_0 - B\|.
\]

By taking \( K = n\hat{K} + \tilde{K} \) we obtain (1.2) and hence conclude the proof of this theorem.

4. Gohberg-Kaashoek Numbers and Forward Stability

What happens when the eigenvalues split in general? What do Gohberg-Kaashoek numbers of the original matrix and its perturbation tell us about the forward stability of the Schur form? These are the questions that we are going to address in this section.

First of all, let us notice that Lemma 3.1 does not work here. Here is why.

**Example 4.1.** Consider

\[
T_0 = \begin{bmatrix}
0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 \\
\end{bmatrix}
\quad \text{and } B = \begin{bmatrix}
0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 \varepsilon & 0 & 1 \varepsilon & 0 & 1 \varepsilon & 0 \\
\end{bmatrix}
\]

We start with \( m_1(T_0) = m_1(T_0, 0) = m_1(B, 0) + m_1(B, \varepsilon) + m_1(B, -\varepsilon) = m_1(B) = 4 \) and \( m_2(T_0) = m_2(T_0, 0) = m_1(B, 0) + m_1(B, \varepsilon) = m_2(B) = 3 \).
If we consider the truncation as before we will get

\[
T_1 = \begin{bmatrix}
0 & 1 \\
0 & 1 \\
0 & 0 \\
0 & 1 \\
0 & 1 \\
\end{bmatrix}
\quad \text{and} \quad
B_1 = \begin{bmatrix}
-v & 1 \\
\v & 1 \\
0 & 0 \\
0 & 1 \\
\end{bmatrix}.
\]

That is \( m_1(T_0) = 3 \) and \( m_1(B) = 4 \), \( m_2(T_0) = 3 \) and \( m_2(B) = 2 \). However, it does not mean the result of Theorem 1.4 is not true. We just need to find a different approach.

We need an alternative to Jordan bases. Recall that every matrix \( A \) is similar to its Jordan form \( J \). We could group together all Jordan blocks corresponding to the longest chains for each distinct eigenvalue. Denote by \( A_1 \) the direct sum of these blocks. Its size is \( m_1(A) \times m_1(A) \). Remove these blocks from the consideration and take a look at the Jordan blocks that are left. Now group all Jordan blocks corresponding to the longest (the second longest for the original set of Jordan blocks) chains for each distinct eigenvalue again. Call \( A_2 \) their direct sum and its size is \( m_2(A) \times m_2(A) \). We continue the process until there is no more Jordan blocks to consider.

Note that \( A_1 \oplus A_2 \oplus \ldots \oplus A_{k_1}(A) \) is permutaion similar to \( J \). This construction has several peculiar properties. The characteristic polynomial of \( A_1 \) is the minimal polynomial of \( A \). The characteristic polynomials of \( A_k \) are called the invariant factors of \( A \) and their degrees are non-increasing. Let us denote them by \( p_k(A) := |A_k - \lambda I| \). Two matrices are similar if and only if their invariant factors are identical.

What we are interested in is the following. Let \( P \) be an invertible matrix such that \( A = P(A_1 \oplus A_2 \oplus \ldots \oplus A_{k_1}(A))P^{-1} \). In this case \( P \) consists of a Jordan basis for \( A \). Moreover, there is an invertible \( S \) such that

\[
\hat{A}_t = \begin{bmatrix}
J_t(\lambda_1) & U \\
& J_t(\lambda_2) & U \\
& & \ddots & \ddots \\
& & & \ddots & U \\
& & & & J_t(\lambda_{n_t})
\end{bmatrix},
\]

where all the entries of \( U \) are zero except the lower left one which is 1, and \( A = S(\hat{A}_1 \oplus \hat{A}_2 \oplus \ldots \oplus \hat{A}_{k_1}(A))S^{-1} \). We will call the basis that forms \( S \) the Frobenius basis of \( A \). Note such \( S \) exists for any matrix. Since \( \lambda_1 \neq \lambda_2 \), we
\[ \hat{A}_t = \begin{bmatrix} J_t(\lambda_1) & 1 \\ J_t(\lambda_2) \end{bmatrix} = R_t \begin{bmatrix} J_t(\lambda_1) & 0 \\ J_t(\lambda_2) \end{bmatrix} R_t^{-1} = R_t A_t R_t^{-1}. \]

Let us rewrite it a bit for our purposes.

**Lemma 4.2.** Let \( T_0 \) be an upper triangular matrix.

\[ T_0 = \begin{bmatrix} \lambda_1 & * & \cdots & * \\ 0 & \lambda_2 & \cdots & \vdots \\ \vdots & \ddots & \ddots & * \\ 0 & \cdots & 0 & \lambda_n \end{bmatrix}, \]

where \( \lambda_j \)'s might have repetitions. Then \( T_0 = S_0 \hat{J}_0 S_0^{-1} \), where \( S_0 \) is an upper triangular invertible matrix and \( \hat{J}_0 \) is also upper triangular and a permutation of the invariant factor form such that \( \hat{J}_0 \) has the same main diagonal as \( T_0 \).

**Proof.** Let \( \{\lambda^{(i)}\}_{i=1}^d \) be the set of unique eigenvalues and \( \{f_{j}^{(l)}(\lambda^{(i)})\} \) be a Jordan basis of \( T_0 \) such that:

- \( f_{j}^{(l)}(\lambda^{(i)}) = (T_0 - \lambda^{(i)})^{l} f_{j}^{(l+1)}(\lambda^{(i)}) \) for \( l = 1, \ldots, k_l(T_0, \lambda^{(i)}) \) and \( j = 1, \ldots, m_l(T_0, \lambda^{(i)}) - 1 \),
- \( f_{j}^{(l)} m_l(T_0, \lambda^{(i)}) (\lambda^{(i)}) \in \ker(T_0 - \lambda^{(i)})^{m_l(T_0, \lambda^{(i)})} \backslash (\ker(T_0 - \lambda^{(i)})^{m_l(T_0, \lambda^{(i)})-1} \cup \text{span}\{f_{s}^{(s)}(\lambda^{(i)})\}) \), \( j = 1, \ldots, m_l(T_0, \lambda^{(i)}) \).

We will require some additional restrictions on \( \{\lambda^{(i)}\}_{i=1}^d \) that we are about to discuss.

Recall that \( T_0 \) is upper triangular which means that if

\[ f_{j}^{(l)}(\lambda^{(i)}) = \sum_{t=1}^{s} \alpha_t e_t \tag{4.8} \]

with \( \alpha_s \neq 0 \) then \( \lambda_s = \lambda^{(i)} \) since that will correspond to non-pivot columns of \( T_0 - \lambda^{(i)} I \). Moreover, we want \( S_0 \) to be upper triangular. That is for each \( \lambda^{(i)} \) while solving \( (T_0 - \lambda^{(i)} I) x = 0 \) to get the eigenvectors \( \{f_{j}^{(l)}(\lambda^{(i)})\} \) we set one free variable to 1 and the rest to 0 at a time. Similarly, while solving
\((T_0 - \lambda^{(i)}I)x = f_1^{(l)}(\lambda^{(i)})\) to get the generalized eigenvectors \(\{f_1^{(l)}(\lambda^{(i)})\}\) we set all free variable to 0 and so on until we exhaust all the chains corresponding to \(\lambda^{(i)}\).

This will guarantee the minimal possible \(s\) for each \(f_j^{(l)}(\lambda^{(i)})\) in \(\mathbb{L}_{\mathbb{S}}\). That is for each \(s = 1, \ldots, n\) there is exactly one such a vector \(f_j^{(l)}(\lambda^{(i)})\) for some \(i, j, l\) among our Jordan basis that decomposition \(\mathbb{L}_{\mathbb{S}}\) with \(\alpha_s \neq 0\) holds true.

Next consider \(v_j = \sum_{t=1}^{d} f_{m_j(T_0, \lambda_t)}^{(j)}(\lambda_t)\) for \(j = 1, \ldots, k_1(T_0)\). For each \(j\) construct

\[v_j \to (T_0 - \lambda_{s_1})v_j \to (T_0 - \lambda_{s_2})(T_0 - \lambda_{s_1})v_j \to \cdots \to \left(\prod_{t=1}^{m_j(T_0)}(T_0 - \lambda_{s_{m_j(T_0)-1}})\right) v_j\]

where each \(s_j\) corresponds to the largest index in the decomposition in the standard basis of the previous vector in the chain. That is \(s_1 > s_2 > \ldots > s_{m_j(T_0)}\). Note \(\left(\prod_{t=1}^{m_j(T_0)}(T_0 - \lambda_{s_{m_j(T_0)-1}})\right) v_j = p_j(T_0)v_j = 0\). By our construction all the indexes \(s_t\)'s are coming from the Jordan chains involving \(\{f_{m_j(T_0, \lambda_t)}^{(j)}(\lambda_t)\}\)

We are ready to construct \(S_0\) and \(\tilde{J}_0\). For each \(j\) we put vector \(v_j\) as \(s_1\)th column of \(S\) and all the vectors in the chain we described above at their corresponding \(s_t\)th columns of \(S\). In \(\tilde{J}_0\) we have the only non-zero entry as \(\lambda_{s_{m_j(T_0)}}\) in the \(s_{m_j(T_0)}\)th column which is the main diagonal entry. Each \(s_t\)th column for \(t = 1, \ldots, m_j(T_0) - 1\) consists of \(\lambda_{s_t}\) on the main diagonal entry and 1 as \((s_t, s_{t+1})\) entry, the rest entries are 0.

Hence, we got \(S_0\), an upper triangular matrix with no zeros on the main diagonal (i.e. invertible), and \(\tilde{J}_0\), an upper triangular matrix which is a row-column permutation of the invariant form of \(T_0\). Moreover, by our construction \(T_0S_0 = S_0\tilde{J}_0\) or \(T_0 = S_0\tilde{J}_0S_0^{-1}\) which is exactly what we wanted to show.

\(\Box\)

**Proof of Theorem 1.4.** Let us start with the given Schur decomposition of \(A_0\), that is \(A_0 = U_0T_0U_0^*\) where \(U_0\) is unitary and \(T_0\) is upper triangular. As before we consider matrices \(T_0\) and \(B = U_0^*AU_0\). From the discussion in this chapter we know that \(T_0 = S_0\tilde{J}_0S_0^{-1}\) and \(B = S\tilde{J}S^{-1}\), where \(\tilde{J}_0\) and \(\tilde{J}\) are the direct sums of invariant factors and \(S_0\) and \(S\) consist of the invariant factors bases of \(T_0\) and \(B\) respectively.

According to Lemma 4.2, \(\tilde{J}_0\) and \(S_0\) could be chosen to be upper triangular, since \(T_0\) is upper triangular.
Moreover, we can make these factors close to each other. Since we have control over \( \varepsilon \), we can guarantee the separation of eigenvalues, i.e. it is not only that the GK numbers for matrices are the same, but also each eigenvalue \( \lambda_j \) of \( T_0 \) has exactly the same number of the eigenvalues \( \mu_{j_1}, \ldots, \mu_{j_r} \) of \( B \) counting multiplicities as the multiplicity of \( \lambda_j \) and so \( m_k(T_0, \lambda_j) = m_k(B, \mu_{j_1}) + \ldots + m_k(B, \mu_{j_r}) \). That is why there is an order of \( \lambda \)'s and \( \mu \)'s such that

\[
\| \tilde{J} - J \| \leq \sum_{i=1}^{n} |\lambda_i - \mu_i| \leq K_0\|A_0 - A\|^{1/n}.
\]

Let us decompose \( S_0 \) into the basis of \( T_0 \) described in Lemma 4.2 and pick \( \{f_j\}_{j=1}^{m} \), a chain from this basis, where \( m = m(B) = m(T_0) \). Our next step is constructing the corresponding ”close” chain for \( \{\mu_j\}'s. For

\[
f_m \xrightarrow{T_0 - \lambda_j I} f_{m-1} \xrightarrow{T_0 - \lambda_{j-1} I} \ldots \xrightarrow{T_0 - \lambda_2 I} f_1 \xrightarrow{T_0 - \lambda_1 I} 0
\]

we find a close to \( f_m \) vector \( g_m \), using Proposition 2.7

\[
\| f_m - g_m \| \leq \theta \left( \prod_{j=1}^{m} (T_{0} - \lambda_j I) \cdot \prod_{j=1}^{m} (B - \mu_j I) \right) \leq K_m\|T_0 - B\|^{1/n}
\]

and construct a chain \( \{g_j\}_{j=1}^{m} \) consisting of vectors \( g_k = (B - \mu_{k+1})g_{k+1} \) with \( |\mu_{k+1} - \lambda_{k+1}| < K\|B - T_0\|^{1/n} \). They satisfy the following relations

\[
\| g_k - f_k \| = \| (B - \mu_{k+1} I)g_{k+1} - (T_{0} - \lambda_{k+1} I)f_{k+1} \| = \| (B - T_{0})g_{k+1} + T_{0}(g_{k+1} - f_{k+1}) - (\mu_{k+1} - \lambda_{k+1})g_{k+1} - \lambda_{k+1}(g_{k+1} - f_{k+1}) \| \leq \| B - T_0 \| \| g_{k+1} \| + \| T_0 \| \| g_{k+1} - f_{k+1} \| + |\mu_{k+1} - \lambda_{k+1}|\|g_{k+1}\|
\]

\[
+ |\lambda|\|g_{k+1} - f_{k+1}\| \leq K\|B - T_0\|^{1/n},
\]

where \( K_j \)'s \( (j = 1, \ldots, m) \) still depend on \( T_0 \) only and the power \( 1/n \) appears due to Proposition 2.2. Define \( \tilde{K} = \max\{K_j\} \). That is

\[
\| g_k - f_k \| \leq \tilde{K}\|B - T_0\|^{1/n}
\]

for all \( k = 1, \ldots, m \). We use \( g \)'s to construct \( S \) close to \( S_0 \), i.e.

\[
\| S - S_0 \| \leq n\tilde{K}\|B - T_0\|^{1/n}.
\]
Remark 4.3. The QR decompositions are Lipschitz stable in the class of invertible matrices, i.e. if $S_0 = Q_0R_0$ is invertible then for any $S = QR$ sufficiently close to $A$ we have

$$
\|Q - Q_0\| + \|R - R_0\| \leq K\|S - S_0\|.
$$

This fact together with its proof could be found in [2] for example.

Let us fix the following QR decomposition of $S_0$: $S_0 = IS_0$, where $I$ is the identity matrix. Then according to Remark 4.3, since $S_0$ is invertible, we can find a QR decomposition of $S = QR$ such that

$$
\|Q - I\| + \|R - S_0\| \leq nK\tilde{K}\|B - T_0\|^{1/n}.
$$

(4.9)

If we define matrix $U = U_0Q$ then we get

$$
\|U_0 - U\| = \|I - Q\| \leq nK\tilde{K}\|A_0 - A\|^{1/n}
$$

for some $K_1 > 0$. Moreover, $T := U^*AU = R\tilde{J}R^{-1}$ is upper triangular as a product of upper triangular matrices with

$$
\|T_0 - T\| = \|U_0^*A_0U_0 - U^*AU\| \leq \|U_0^*A_0U_0 - U_0^*A_0U\| + \\
\|U_0^*A_0U - U_0^*AU\| + \|U_0^*AU - U^*AU\| \leq \|A_0\|\|U_0 - U\| + \\
\|A_0 - A\| + \|U_0^* - U^*\|\|A\| \leq \tilde{K}K\|A - A_0\|^{1/n}.
$$

Hence, (1.3) holds true.

Remark 4.4. Note that instead of asking the question: “For which class of matrices can we guarantee the forward stability of the Schur form?” we could ask ourselves: “Which class of matrices has the same GK numbers as any of its perturbations in a small enough neighborhood?” If an $n \times n$ matrix $A_0$ is non-derogatory then $m(A_0) = [n,0,0,\ldots,0]^\top$ and $k(A_0) = [1,1,1,\ldots,1]$. We will have the same picture for any of its permutations $A$ with $\|A - A_0\| < \epsilon$ for small enough $\epsilon$ depending on $A_0$ only (see [2]).

Hence, Theorem 1.2 is the direct consequence of Theorem 1.4.

To summarize, we have characterized the class of perturbations of matrices for which Schur forms are forward stable. Thus, completing the study of the Schur form stability under a small perturbation.
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