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ABSTRACT

We consider a general spectral coexistence scenario, wherein the channels and transmit signals of both radar and communications systems are unknown at the receiver. In this dual-blind deconvolution (DBD) problem, a common receiver admits the multi-carrier wireless communications signal that is overlaid with the radar signal reflected-off multiple targets. When the radar receiver is not collocated with the transmitter, such as in passive or multistatic radars, the transmitted signal is also unknown apart from the target parameters. Similarly, apart from the transmitted messages, the communications channel may also be unknown in dynamic environments such as vehicular networks. As a result, the estimation of unknown target and communications parameters in a DBD scenario is highly challenging. In this work, we exploit the sparsity of the channel to solve DBD by casting it as an atomic norm minimization problem. Our theoretical analyses and numerical experiments demonstrate perfect recovery of continuous-valued range-time and Doppler velocities of multiple targets as well as delay-Doppler communications channel parameters using uniformly-spaced time samples in the dual-blind receiver.

Index Terms— Atomic norm, dual-blind deconvolution, channel estimation, joint radar-communications, passive sensing.

1. INTRODUCTION

With the advent of new wireless communications systems and novel radar technologies, electromagnetic spectrum has become a contested resource [1]. This has led to the development of various system engineering and signal processing approaches for an optimal spectrum sharing performance [2]. In general, spectrum-sharing technologies follow three major approaches: co-design [3], cooperation [4], and coexistence [5]. While co-design requires designing new systems and waveforms to efficiently utilize the spectrum [6], spectral cooperation requires exchange of additional information between radar and communications to enhance their respective performances [2]. The coexistence approach, on the other hand, does not mandate any additional hardware redesign or new waveforms. However, among all three approaches, separating the radar and communications signals at the coexistence receiver is the most challenging because of lack of any degrees-of-freedom in distinguishing the two signals. In this paper, we focus on the coexistence problem.

In general, coexistence systems employ different radar and communications waveforms and separate receivers, wherein the management of interference from different radio systems is key to retrieving useful information [4]. When the received radar signal reflected-off the target is overlaid with communications messages occupying the same bandwidth, knowledge of respective waveforms is useful in designing matched filters to extract the two signals [2]. Usually, the radar signal is known and the goal of the radar receiver is to extract unknown target parameters from the received signal. In a typical communications receiver, the channel is known and the unknown transmit message is of interest in the receive processing. However, these assumptions do not extend to a general scenario. For example, in a passive [7] or multistatic [8] radar system, the receiver may not have information about the radar transmit waveform. Similarly, in communications over dynamic channels such as millimeter-wave [1] or terahertz-band [9], the channel coherence times are very short. As a result, the channel state information changes rapidly and the channel cannot be considered perfectly known.

In this paper, we consider this general spectral coexistence scenario, where both radar and communications channels and the respective transmit signals are unknown to the common receiver. Accordingly, we model the extraction of all four of these quantities as a dual-blind deconvolution (DBD). The formulation is an extension of the blind deconvolution — a longstanding problem that occurs in a variety of engineering and scientific applications, such as astronomy, communication, image deblurring, system identification and optics — wherein two unknown signals are estimated from an observation of their convolution [10][12]. This problem is ill-posed and, usually, structural constraints on signals are imposed to obtain algorithms with provable performance guarantees. The underlying ideas in these techniques are based on compressed sensing and low-rank matrix recovery, wherein signals lie in the low-dimensional random subspace and/or in high signal-to-noise ratio (SNR) regime [13][16].

Previously, [17] studied the dual deconvolution problem, where the radar transmit signal and communications channel were known. In this paper, unlike prior works, we examine the overlaid radar-communications signal as an ill-posed DBD problem. Our approach toward this more challenging problem is inspired by some recent works [18][19] that have analyzed the basic blind deconvolution for off-the-grid sparse scenarios. The radar and communications channels are usually sparse [20], more so at higher frequency bands, and their parameters are continuous-valued [21]. Hence, sparse reconstruction in the off-the-grid or continuous parameter domain through techniques based on atomic norm minimization (ANM) [22] are appropriate for our application. While ANM has been extended to higher dimensions [23] and multiple parameters (e.g. delay-Doppler) [24], prior works have not dealt with mixed radar-communications signal structures. We formulate an ANM-based recovery of both continuous-valued target parameters (range-time and Doppler velocities) as well as delay-Doppler communications channel estimates from a DBD receiver signal. We assume both channels are sparse, radar transmits a train of pulses and communications is a multi-carrier signal. Numerical experiments validate our approach through perfect recovery.

The rest of the paper is organized as follows. In the next section, we introduce the system model and DBD problem. We describe our ANM-based semi-definite program (SDP) to solve DBD in Section
We validate our model and methods in Section 4 through numerical experiments. We conclude in Section 5. Throughout the paper, we reserve boldface lowercase, boldface uppercase, and calligraphic letters for vectors, matrices, and index sets, respectively. We denote the transpose, conjugate, Hermitian, and trace by \((\cdot)^T\), \((\cdot)^*\), \((\cdot)^H\), and \(\text{Tr}(\cdot)\), respectively. The identity matrix of size \(N \times N\) is \(I_N\). \(|\cdot|_p\) is the \(\ell_p\) norm. For notational convenience, the variables with subindex \(r\) refer to the signals and parameters related to the radar system, while those with subindex \(c\) refer to the communications system.

### 2. SYSTEM MODEL

Consider a continuous-time linear system model that receives an overlaid radar-communications signal

\[
y(t) = x_r(t) + h_c(t) + x_c(t) + h_r(t),
\]

(2.1)

where \(x_r(t)\) is a train of \(P\) transmitted pulses \(s(t)\) with a pulse repetition interval (PRI) \(T\); \(x_c(t)\) is the transmitted communications signal composed of \(P\) messages \(g_p\) with symbol duration \(T\); and \(h_c(t)\) and \(h_r(t)\) are, respectively, the radar and communications channels modeled as a delay-Doppler channel with attenuation \(\alpha\), time delay \(\tau\), and shifting frequencies \(\nu\). Assume \(L\) targets/sources and \(Q\) propagation paths for the radar and communications channels, respectively. Then, the set of vectors \(\{\alpha, r, \tau \in \mathbb{R}^L, \nu \in \mathbb{R}^Q\}\) and \(\{\alpha, r, \tau \in \mathbb{R}^Q, \nu \in \mathbb{R}^N\}\) contain the parameters of all \(L\) targets and \(Q\) paths, respectively. The communications messages are modulated by orthogonal frequency-division multiplexing (OFDM) waveform with \(K\) sub-carriers, each separated by \(\Delta f\).

The communications messages and radar pulses are transmitted in the same PRI. Then, the continuous-time received signal in the coherent processing interval (CPI) comprising \(P\) pulse, i.e., \(t \in [0, (P - 1)T]\), is

\[
y(t) = \sum_{p=0}^{P-1} \sum_{\ell=0}^{L-1} [\alpha, r]_\ell s(t - pT - [\tau, r]_\ell) e^{-j2\pi [\nu, r]_\ell pT} + \sum_{q=0}^{Q-1} \sum_{\ell=0}^{K-1} [\alpha, r]_\ell [g, r]_\ell e^{-j2\pi [\nu, r]_\ell q\nu pT}.
\]

Expressing the received signal as \(y(t) = \sum_{p=0}^{P-1} \tilde{y}_p(t)\), our measurements are determined in terms of shifted signals \(y_p(t) = \tilde{y}_p(t + pT)\), such that the signals \(\tilde{y}_p(t + pT)\) are time-aligned with \(y_0(t)\). Therefore, the signal \(y_0(t)\) and the shifted signals \(y_p(t)\) contain the same set of parameters. Take the continuous-time Fourier Transform (CTFT) of \(y_p(t)\) in \(f \in [-\frac{B}{2}, \frac{B}{2}]\), with \(p = 0, \ldots, P - 1\) and uniformly sample at \(f_0 = \frac{B}{2N} = n\Delta f\), with \(n = -N, \ldots, N\). Assume \(M = K\), i.e., sample in frequency domain at the OFDM separation frequency \(\Delta f\) to obtain

\[
Y_p(f_0) = \sum_{\ell=0}^{L-1} [\alpha, r]_\ell [S(f_0)]_\ell e^{-j2\pi [\nu, r]_\ell q\nu pT} + \sum_{q=0}^{Q-1} [\alpha, r]_\ell [g, r]_\ell e^{-j2\pi [\nu, r]_\ell q\nu pT}.
\]

(2.2)

where \(S(f)\) is the Fourier transform of \(s(t)\). Concatenating \(Y_p(f_0)\) in the vector \(y_p, i.e., [y_p]_{0:N} = Y_p(f_0)\) for \(n = -N, \cdots, N\), the discrete values of the Fourier transform in (2.2) are

\[
[y_p]_{0:N} = \sum_{\ell=0}^{L-1} [\alpha, r]_\ell [s]_{0:N} e^{-j2\pi [\nu, r]_\ell q\nu p\nu_0}\nu_0 + N]
\]

(2.3)

where \([\nu, r]_\ell = \frac{[\nu]}{P}, [\nu_0\nu_0] = \frac{[\nu]}{P}, [\nu_0\nu_0] \in [0, 1)\) are normalized sets of target parameters and \([s]_{n\nu_0\nu_0} = S(f_0)\).

Define the vector \(y = [y_0^T, \cdots, y_{P-1}^T]^T\). Then, all samples of the \(P\) received blocks of information are

\[
[y]_\nu = \sum_{\ell=0}^{L-1} [\alpha, r]_\ell [s]_{n\nu_0\nu_0} e^{-j2\pi [\nu, r]_\ell q\nu p\nu_0}\nu_0 + N]
\]

(2.4)

and the shifted signals \(\alpha\) refer to the communications system. Our goal is to estimate the set of parameters \(\alpha, r, \tau, \nu\) and \(\nu\), when the radar pulses \(s\) and communications symbols \(g\) are also unknown. To this end, we exploit the sparsity of the channels in our ANM formulation. We first employ the lifting trick [18] that consists on representing the unknown signals in a low-dimensional sub-space, which follows the isotropy and incoherence properties [26]. This implies spectral flatness over the represented signals. Highly spectrum-efficient waveforms such as OFDM [27] or certain modulating Gaussian radar waveforms [28] satisfy this property.

We represent the pulse signal \(s\) and the set of symbols \(g_p\) for \(p = 0, \ldots, P - 1\) as \(s = Bu\), where \(B = [b_0, \cdots, b_N]^H, b_n \in \mathbb{C}^Q, g_p = Dv_p, D = [D_0, \cdots, D_{N-1}]^H, [D_n]_0 \in \mathbb{C}^Q\) and \([D_n]_n \in \mathbb{C}^Q\) denotes the \(n\)-th column of matrix \(D\). Define the full set of symbols \(g = Dv, D = [d_0, \cdots, d_{MP-1}]^H\), where \(d_{MP} = \text{blockdiag}(D_0^H, \cdots, D_{N-1}^H), D_{MP} = \text{blockdiag}(X_1, \cdots, X_N)\) is a block diagonal matrix with matrices \(X_1, \cdots, X_N\). The matrices \(B \in \mathbb{C}^{M \times J}\) and \(D \in \mathbb{C}^{M \times PJ}\) are known representation basis for the pulses and symbols and \(v \in \mathbb{C}^{QJ}\) and \(v = [v_0^T, \cdots, v_{PJ}^T]^T \in \mathbb{C}^{P2J}\) are the corresponding coefficients vector with \(J \ll N\). Using this representation, (2.3) becomes:

\[
[y]_\nu = \sum_{\ell=0}^{L-1} [\alpha, r]_\ell [b_n]_{0:N} e^{-j2\pi [\nu, r]_\ell q\nu p\nu_0}\nu_0 + N]
\]

(2.5)

Denote the channel vectors \(h_r = \Sigma_{\ell=0}^{L-1} [\alpha, r]_\ell a_r(\Gamma)\) and \(h_c = \Sigma_{\ell=0}^{L-1} [\alpha, r]_\ell a_c(\Gamma)\) where \(r = [\nu, r]_\ell, [\nu_0\nu_0] = \frac{[\nu]}{P}\) are the parameter-tuples, and the vector \(a(\Gamma)\) is

\[
a(\Gamma) = [e^{j2\pi (\nu - \nu_0) p\nu_0}, \cdots, e^{j2\pi (\nu - \nu_0) p\nu_0}, \cdots, e^{j2\pi (\nu - \nu_0) p\nu_0}] \in \mathbb{C}^{MP}.
\]

(2.6)

Then, (2.5) becomes

\[
[y]_\nu = h_r^H e_r^H u + h_c^H e_c^H v.
\]

(2.7)

Denote the matrices \(Z_{\nu_0\nu_0} = uh_r^H \in \mathbb{C}^{J \times MP}, Z_{\nu_0\nu_0} = vh_c^H \in \mathbb{C}^{Q \times MP}\) and \(G_{\nu_0\nu_0} = e_r^H e_c^H \in \mathbb{C}^{M \times PJ}\), where \(e_r^H\) is the \(\nu\)-th canonical vector of \(\mathbb{R}^{MP}\). Therefore, we formulate (2.7) as \(y = N_r(Z_r) + N_c(Z_c)\) where the linear operators \(N_r: \mathbb{C}^{J \times MP} \rightarrow \mathbb{C}^{M \times P}\) and \(N_c: \mathbb{C}^{Q \times MP} \rightarrow \mathbb{C}^{M \times P}\) are

\[
[N_r(Z_r)]_v = \text{Tr}(G(Z_r)), [N_c(Z_c)]_v = \text{Tr}(A(Z_c)).
\]

(2.8)

Finally, we write the measured vector as

\[
y = N_r(Z_r) + N_c(Z_c).
\]

(2.9)
Note that the matrices $Z_r$ and $Z_c$ contain all the unknown variables that we want to estimate.

### 3. DUAL-BLIND DECONVOLUTION ALGORITHM

The radar and communications channels are often characterized by a few continuous-valued parameters. Leveraging the sparse nature of these channels, we use ANM framework for super-resolved estimations of continuous-valued channel parameters. For the overlaid radar-communications signal, we formulate the parameter recovery as the minimization of two atomic norms, each corresponding to the radar and communications signal trails. Define the sets of atoms for the radar and communications signals as, respectively,

$$
\mathcal{A}_r = \{ u \alpha(r) : r \in [0,1]^2, ||u||_2 = 1 \} 
$$

$$
\mathcal{A}_c = \{ v \alpha(c) : c \in [0,1]^2, ||v||_2 = 1 \}. 
$$

The corresponding atomic norms are

$$
||Z_r||_{\mathcal{A}_r} = \inf_{u \alpha(r) \in [0,1]^2} \left\{ \sum_q ||\alpha_q|| \left| Z_r \right| = \sum_q \alpha_q u \left( r_q \right) \right. 
$$

$$
||Z_c||_{\mathcal{A}_c} = \inf_{v \alpha(c) \in [0,1]^2} \left\{ \sum_q ||\alpha_q|| \left| Z_c \right| = \sum_q \alpha_q v \left( c_q \right) \right. 
$$

Consequently, our proposed ANM problem is

$$
\text{minimize} \ ||Z_r||_{\mathcal{A}_r} + ||Z_c||_{\mathcal{A}_c} 
$$

subject to $y = \mathcal{N}_r(Z_r) + \mathcal{N}_c(Z_c)$.}

(3.3)

where $q$ is the dual variable. The dual function $g(q)$ is obtained from the Lagrangian function as

$$
g(q) = \inf_{Z_r, Z_c} \mathcal{L}(Z_r, Z_c, q) 
$$

$$
= (q, y) + \sup_{Z_r} (||Z_r||_{\mathcal{A}_r} + ||Z_c||_{\mathcal{A}_c}) - \langle q, \mathcal{N}_r(Z_r) \rangle - \langle q, \mathcal{N}_c(Z_c) \rangle. 
$$

(3.5)

The supremum values in (3.5) correspond to the convex conjugate function of the atomic norms $||Z_r||_{\mathcal{A}_r}$ and $||Z_c||_{\mathcal{A}_c}$. The dual function $f^*(Z) = \inf_{q} g(q)$.

(3.6)

The dual optimization problem of (3.4) is

$$
m = \sum_{n=1}^{N} \sum_{m=1}^{N} [q,n] \mathcal{G}_n a(r) \in \mathbb{C}^J, 
$$

(3.7)

$$
m = \sum_{n=1}^{N} \sum_{m=1}^{N} [q,n] \mathcal{A}_n a(c) \in \mathbb{C}^{JP}. 
$$

(3.8)

In particular, the SDP relaxation is achieved through the Bounded Real Lemma to convert the constraints on (3.6) into linear matrix inequalities and using the fact that polynomials (3.7) and (3.8) are parameterized by positive definite matrices. The relaxation of (3.6) leads to the following equivalent SDP problem

$$
\text{maximize}_{q \in \mathbb{R}} \langle q, y \rangle 
$$

subject to $Q \succeq 0$,

$$
\begin{align*}
Q &= Q^H, \\
Q_r &= I_j, \\
Q_c &= I_{JP}, \\
\text{Tr}(\Theta_n Q) &= \delta_n. 
\end{align*} 
$$

(3.9)

where $Q_r = \sum_{p=0}^{P-1} \sum_{m=1}^{N} [q,n] \mathcal{G}_n a(r) \in \mathbb{C}^{MP \times J}$ and $Q_c = \sum_{p=0}^{P-1} \sum_{m=1}^{N} [q,n] \mathcal{A}_n a(c) \in \mathbb{C}^{MP \times JP}$ are the coefficients of two-dimensional (2-D) trigonometric polynomials, the matrix $\Theta_n$, $n = [n_1, n_2]$ for the 2-D case is $\Theta_n = \Theta_{n_2} \otimes \Theta_{n_1}$, where $\Theta_n$ is the Toeplitz matrix with ones in the $n$-th diagonal with $0 < n_1 < m_1$ and $-m_2 < n_2 < m_2$. Here, we define $m_1 = P - 1$ and $m_2 = N - 1$. Finally, $\delta_n = 1$ if $n = [0, 0]$ and $0$ otherwise. This SDP formulation is solved by employing off-the-shelf solvers.

Based on the strong duality implied by Slater’s conditions, the following proposition states the conditions for exact recovery of the radar and communications channels parameters.

**Proposition 3.1.** Let $y$ be as defined in (2.9) and the atomic sets $\mathcal{A}_r$ and $\mathcal{A}_c$ as defined in (3.2). Let $\mathbb{R} = \{ r \}$ and $\mathbb{C} = \{ c \}$ and the solution of (3.3) be $Z_r$ and $Z_c$. Then, $Z_r = Z_c = Z_0$ are the primal optimal solutions of (3.3) if the following condition is satisfied: There exist two 2-D trigonometric polynomials

$$
f_r(r) = \sum_{p=0}^{P-1} \sum_{m=1}^{N} [q,n] \mathcal{G}_n r(a(r) \in \mathbb{C}^J, 
$$

(3.10)

$$
f_c(c) = \sum_{p=0}^{P-1} \sum_{m=1}^{N} [q,n] \mathcal{A}_n a(c) \in \mathbb{C}^{JP}. 
$$

(3.11)

with complex coefficients $q$ such that

$$
f_r(r) = \text{sign}(\alpha(r))u \quad \forall r \in \mathbb{R} 
$$

(3.12)

$$
f_c(c) = \text{sign}(\alpha(c))v \quad \forall c \in \mathbb{C} 
$$

(3.13)

$$
||f_r(r)||_2 < 1 \quad \forall r \in [0,1]^2 \setminus \mathbb{R} 
$$

(3.14)

$$
||f_c(c)||_2 < 1 \quad \forall c \in [0,1]^2 \setminus \mathbb{C} 
$$

(3.15)

where $\text{sign}(c) = \frac{c}{|c|}$. 

**Proof.** The variable $q$ is dual feasible.
\[\sum_{\ell=0}^{L-1} |\alpha_{\ell}|^{2} (N_{\alpha}^{c}(q), u a(r))_{H_{R}} + \sum_{q=0}^{Q-1} |\alpha_{q}|^{2} (N_{\alpha}^{c}(q), v a(c_{q}))_{H_{R}}\]

\[= \sum_{\ell=0}^{L-1} |\alpha_{\ell}|^{2} (f_{\ell}(r, u), u)_{R} + \sum_{q=0}^{Q-1} |\alpha_{q}|^{2} (f_{q}(c_{q}), v)_{R} \]

\[= \sum_{\ell=0}^{L-1} |\alpha_{\ell}|^{2} \text{sign}(\alpha_{\ell}) + \sum_{q=0}^{Q-1} |\alpha_{q}|^{2} \text{sign}(\alpha_{q}) \]

\[= \sum_{\ell=0}^{L-1} \sum_{q=0}^{Q-1} |\alpha_{\ell}| |\alpha_{q}|, \quad (3.16)\]

On the other hand, it follows from Hölder inequality that

\[\langle q, y \rangle_{R} = (N_{\alpha}^{c}(q), Z_{r})_{R} + (N_{\alpha}^{c}(q), Z_{c})_{R} \leq \langle N_{\alpha}^{c}(q) \rangle_{A_{r}}, \langle Z_{r} \rangle_{A_{r}} + \langle N_{\alpha}^{c}(q) \rangle_{A_{c}}, \langle Z_{c} \rangle_{A_{c}} \leq \langle Z_{r} \rangle_{A_{r}} + \langle Z_{c} \rangle_{A_{c}}, \quad (3.17)\]

where the first inequality is due to Cauchy-Schwarz inequality and the last inequality follows from (3.12), (3.13), (3.14), and (3.15). Therefore, based on (3.16) and (3.19), we conclude that \(\langle q, y \rangle_{R} = \langle Z_{r} \rangle_{A_{r}} + \langle Z_{c} \rangle_{A_{c}}\) showing that the pair \((Z_{r}, Z_{c})\) is primal optimal and, from strong duality, \(q\) is dual optimal.

The existence of the polynomial has been previously demonstrated in 2-D (non-blind) deconvolution of a radar channel [24] as well as in the blind case [30]. In our problem, two different trigonometric polynomials are directly related through the dual variable \(q\). Thus, to prove the existence of these polynomials under this constraint implies a more extended analysis that the above-mentioned works [24], [30]. Finally, even though this paper focuses on the channel estimation, the information embedded in the atoms \(Z_{r}\) and \(Z_{c}\) also allows for exact estimation of the radar waveform and the communications symbols. We omit the proof of the existence of these polynomials and the guarantees for the unique solution of \(Z_{r}\) and \(Z_{c}\) because of paucity of space. Briefly, the proof follows from [18][19][31], where the polynomials are formulated as linear combination of fast decaying random kernels (e.g. randomized F"{e}jer kernel) and their derivatives with the constraint that the polynomials have common kernels.

4. NUMERICAL EXPERIMENTS

To numerically validate the proposed method, we set \(M = 13, P = 9, Q = L = 3\) and \(J = 3\). The delay-Doppler parameters were taken from a random uniform distribution, which results in \(\tau_{r} = [0.23, 0.68, 0.87], \nu_{r} = [0.45, 0.42, 0.71], \tau_{c} = [0.12, 0.21, 0.95], \) and \(\nu_{c} = [0.09, 0.25, 0.87]\). The columns of the transformation matrices \(B_{n}\) and \(D_{n}\) were generated following the distribution described in [18], i.e. \(b_{n} = [1, e^{2\pi i \sigma_{n}}, \ldots, e^{2\pi i (J-1)\sigma_{n}}]\), where \(\sigma_{n} \sim \mathcal{N}(0, 1)\). The parameters \(\alpha_{r}\) and \(\alpha_{c}\) are drawn from a normal distribution with \(|\alpha_{r}| = |\alpha_{c}| = 1 \forall q, \forall \ell\). The coefficient vectors \(u, v\) are generated from a normal random distribution and normalized \(|u| = |v| = 1\).

We solve the SDP optimization problem in (1.9) using CVX SDP3 solver [42]. With the dual solution, we build the dual trigonometric polynomials by evaluating them in a discrete 2-D time-delay and doppler domain with a sampling step of \(1e-3\). The resulting dual polynomials are depicted in Fig. 1 showing that the set of the radar and communications channels parameter are exactly located when \(|f_{\ell}(r)| = 1\) and \(|E_{e}(c_{q})| = 1\).

Fig. 1. Dual polynomials corresponding to estimating the (a) radar and (b) communications channels parameter as a function of the number of the targets and paths \(Q = L\) and the subspace size \(J\).

Fig. 2. Exact localization probability of (a) radar and (b) communications channels as a function of the number of the targets and paths \(Q = L\) and the subspace size \(J\) for 10 realizations of \(L\) and \(J\). The other parameters are same as before. We declare a successful estimation when \(|r - \hat{r}|_{2} < 1e^{-3}\) and \(|e - \hat{e}|_{2} < 1e^{-3}\).

5. SUMMARY

We proposed a dual-blind deconvolution method for jointly estimating the channel parameters of radar and communications systems from the information acquired with a single receiver. The proposed approach leverages the sparse structure of the channels to formulate the recovery problem as the minimization of two atomic norms corresponding to the radar and communications signals. The dual problem leads to the construction of two trigonometric polynomials corresponding to the radar and communications signals directly coupled through the dual variable. This problem is reformulated as an equivalent SDP by harnessing the parametrization of the dual trigonometric polynomials using positive semidefinite matrix and efficiently solved using off-the-shelf solvers. Numerical experiments validate the proposed approach that estimates the radar and communications channels parameters perfectly.
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