ABSTRACT

We introduce the task of retrieving relevant video moments from a large corpus of untrimmed, unsegmented videos given a natural language query. Our task poses unique challenges as a system must efficiently identify both the relevant videos and localize the relevant moments in the videos. To address these challenges, we propose SpatioTemporal Alignment with Language (STAL), a model that represents a video moment as a set of regions within a series of short video clips and aligns a natural language query to the moment’s regions. Our alignment cost compares variable-length language and video features using symmetric squared Chamfer distance, which allows for efficient indexing and retrieval of the video moments. Moreover, aligning language features to regions within a video moment allows for finer alignment compared to methods that extract only an aggregate feature from the entire video moment. We evaluate our approach on two recently proposed datasets for temporal localization of moments in video with natural language (DiDeMo Hendricks et al. (2017) and Charades-STA Gao et al. (2017)) extended to our video corpus moment retrieval setting. We show that our STAL re-ranking model outperforms the recently proposed Moment Context Network Hendricks et al. (2017) on all criteria across all datasets on our proposed task, obtaining relative gains of 37%-118% for average recall and up to 30% for median rank. Moreover, our approach achieves more than 130× faster retrieval and 8× smaller index size with a 1M video corpus in an approximate setting.

1. Introduction

Consider the natural language query shown in Figure 1a. Recent work has introduced the task of natural language moment retrieval in videos Gao et al. (2017); Hendricks et al. (2017), where the goal is to return a relevant moment in a single untrimmed and unsegmented video corresponding to a given natural language query. While current methods retrieve moments from a single video, users often have large stores of untrimmed, unsegmented videos that they want to query. For example, video content creators (e.g., professional editors) often sift through databases of raw video footage to produce a final edit. Yet, manually annotating video content is tedious and time consuming (e.g., see this tutorial[1]). Another application is searching through surveillance or archival footage (e.g., news footage), where often the videos are long, untrimmed, and unsegmented.

In this paper, we propose the task of temporally localizing relevant moments in a large corpus of videos given a natural language query, which could enable applications in video search and retrieval, such as video editing and surveillance.

Our task is challenging as we need to efficiently and accurately find both the video and exact moment in the video that aligns with a natural language query. While one could attempt to scale prior approaches for localizing a relevant moment in a single, untrimmed video given a natural language query Chen et al. (2018); Gao et al. (2017); Hendricks et al. (2017, 2018); Liu et al. (2018a,b) to a large video corpus, such an attempt would face two difficulties. First, we need the ability to index and efficiently retrieve relevant moments in videos. As current efficient indexing techniques rely on approximating the Euclidean distance between descriptors Ge et al. (2014); Gray and Neuho (1998); Jegou et al. (2011), they cannot be readily plugged into video moment retrieval systems that rely on computing similarities using, often complicated, neural network architectures Chen et al. (2018); Gao et al. (2017); Liu et al. (2018a,b). Second, the index size needs to scale efficiently rela-
Our new task is interesting, practical, and challenging, and we show it to be less sensitive to the moment frequency bias issue, which hampered the progress in previous video-language moment retrieval tasks (as shown in Sec. 4.1). Our alignment of regions in space or time to language queries is novel and conceptually different from the prior art. As discussed in Section 3, the prior art either compares a language query feature against a fixed-length feature aggregated over a video moment (Gao et al. (2017); Hendricks et al. (2017)) or returns an alignment cost with a joint (neural network) model over video and language features (Chen et al. (2018); Gao et al. (2017); Liu et al. (2018a,b); Xu et al. (2019)). Based on our principled problem formulation, we derive several model instances, STAL (TEF), STAL (Clips), Approx STAL, that perform the alignment. We compute the alignment cost via the Chamfer distance, which is relatively less explored in the context of video-language understanding tasks; our work opens up the possibility for the use of Chamfer matching in other video understanding problems. Our work also showcases the relevance of the InfoNCE loss (Gutmann and Hyvärinen (2010); van den Oord et al. (2018)) during training for video-language temporal alignment.

We are the first to perform a set of experiments in a controlled setting that explores the trade-off between retrieval accuracy and computational/memory complexity for the video corpus moment retrieval task. We achieve this goal by extending two datasets to the video corpus retrieval setting, DiDeMo (Hendricks et al. (2017) and Charades-STA (Gao et al. (2017)), and using MLP/LSTM building blocks for representing the video and language modalities. We demonstrate the effectiveness of our approach by showing that our STAL model in an exhaustive setting out-performs MCN (Hendricks et al. (2017)) on all recall settings across all datasets, yielding a 37%-118% and up to 30% boost for average recall and median rank, respectively. We also out-perform a two-stage baseline of efficient video retrieval (MEE (Miech et al. (2018))) followed by re-ranking with a recent state-of-the-art approach for single video moment retrieval (2D-TAN (Zhang et al. (2020)), CBP (Wang et al. (2020)), and Xu et al. (2019))). Furthermore, for a hypothetical corpus of 1M videos, we achieve more than 130× faster retrieval and 8× smaller index size over MCN in an approximate setting. Our approach obtains the best trade-off between recall accuracy and query time/memory complexity, making STAL a viable solution for the video corpus moment retrieval task at scale.
2. Related work

Our work lies at the intersection of natural language processing and video, an area that has received much recent attention. Our work is closest to the tasks of, given a natural language query, retrieving short video clips from a large collection and localizing moments in a single untrimmed, unsegmented video. We describe related work for both tasks.

Video clip retrieval with natural language. Recently, datasets of short video clips with accompanying natural language have emerged, including the MPII movie description dataset as part of the large scale movie description challenge (LSMDC) [Rohrbach et al. 2015] and the MSR-VTT dataset [Xu et al. 2016]. Example recent approaches leverage detected concepts in videos [Yu et al. 2017], hierarchical alignment and attention [Yu et al. 2018], learning a mixture of embedding [Miech et al. 2018] or collaborative [Liu et al. 2019] experts, and dual deep encoding for zero-example retrieval [Dong et al. 2019]. However, these approaches do not search for moments within videos with temporally aligned text [Gao et al. 2019].

Datasets of videos with temporally aligned text [Gao et al. 2019] have emerged, including the MPII movie description dataset as part of the large scale movie description challenge (LSMDC) [Rohrbach et al. 2015] and the MSR-VTT dataset [Xu et al. 2016]. Example recent approaches leverage detected concepts in videos [Yu et al. 2017], hierarchical alignment and attention [Yu et al. 2018], learning a mixture of embedding [Miech et al. 2018] or collaborative [Liu et al. 2019] experts, and dual deep encoding for zero-example retrieval [Dong et al. 2019]. However, these approaches do not search for moments within videos with temporally aligned text [Gao et al. 2019].

Localizing moments in a single video with natural language. Datasets of videos with temporally aligned text [Gao et al. 2017, 2019; Hendricks et al. 2017, 2018; Krishna et al. 2017; Miech et al. 2019; Regneri et al. 2013] have been used for aligning movie scripts, textual instructions, and sentences in a paragraph with a single video [Bojanowski et al. 2015; Miech et al. 2017; Shao et al. 2018; Zhang et al. 2018], video object segmentation [Khoreva et al. 2018], and retrieving moments in a single video given a text query [Chen et al. 2018, 2020; Wei et al. 2020; Gao et al. 2017, 2019; Ghosh et al. 2019; Hendricks et al. 2017, 2018; Liu et al. 2018a, 2020, 2018b; Mithun et al. 2019; Wang et al. 2020; Zhang et al. 2019a, 2020, 2019b]. Our work is closest to the latter. As we will discuss in Section 3, the MCN [Hendricks et al. 2017] and CTRL [Gao et al. 2017] models aggregate features over a video moment before comparing to a feature for the language query. Our spatio-temporal alignment approach allows for finer alignment between the moment and query. More recent approaches have integrated alignment of clips with language queries inside a neural network as part of a temporal modular network [Liu et al. 2018a; Zhang et al. 2019b], joint alignment with temporal attention [Chen et al. 2018, 2019; Liu et al. 2018a; Xu et al. 2019], localization via query-guided proposals [Chen and Jiang 2019; Xu et al. 2019; Zhang et al. 2019a], or using weak-supervision [Chen Zhenfang, Ma Lin, Luo Wenhan, Wong Kwan-Yee Kenneth 2019; Gao et al. 2019; Ma Minuk, Yoon Sun-Jae, Kim Junyeong, Lee Youngjoon, Kang Sung hun, Yoo Chang 2020; Mithun et al. 2019; YiYun Song, Jingwen Wang, Lin Ma, Zhou Yu, Jun Yu 2020; Zhijie Lin, Zhou Zhao, Zhu Zhang, Qi Wang, Huasheng Liu 2020].

3. SpatioTemporal Alignment with Language

Our goal is, given a natural language query $q$, to return a video $v \in \mathcal{V}$ from a corpus $\mathcal{V}$ and temporal endpoints $\tau = (\tau^{(S)}, \tau^{(E)})$ that temporally localize the language query in the video where $\tau^{(S)}$ and $\tau^{(E)}$ are start and end points, respectively. We model the video $v$ as an ordered sequence of $N_v$ short uniform-length clips $v \in \mathcal{C} = \{c_1, \cdots, c_{N_v}\}$, with corresponding temporal endpoints $T^{(v)} = \{t_1, \cdots, t_{N_v}\}$, and a moment $m^{(v)} \subseteq v$ as a sequence of consecutive clips $m^{(v)} = \{c_i, \cdots, c_j\}$ for $1 \leq i \leq j \leq N_v$ with moment temporal endpoints $\tau_m = (\tau_i, \tau_j)$ for $\tau_i, \tau_j \in T^{(v)}$. If the video corpus $\mathcal{V}$ comprises a single video, then the task is single video moment retrieval (as proposed in Gao et al. 2017; Hendricks et al. 2017). If it is a collection of videos, the task is video corpus moment retrieval (our proposed task). Our approach for the video corpus moment retrieval task solution consists of two stages – efficient retrieval followed by more expensive re-ranking by spatiotemporal alignment. We first describe our SpatioTemporal Alignment with Language (STAL) model and then describe how it is used for efficient two-stage retrieval with re-ranking (Section 3.1).

We cast the spatiotemporal localization problem as one of retrieving a relevant video moment $m^{(v)} \subseteq v$ from a video $v$ with moment temporal endpoints $\tau_m$ that closely correspond to the ground truth temporal endpoints $\tau_v$ for input natural language query $q$. Our spatiotemporal localization problem can be formulated as an optimization over an alignment cost $C$,

$$\min_{v \in \mathcal{V}, m^{(v)} \subseteq v} C(m^{(v)}, q).$$

(1)
where we aim to find the best video \( v \) and moment \( m^{(v)} \) that minimize the spatiotemporal alignment cost between the moment and the language query \( q \).

In this work, cost \( C \) aligns two variable-length sets of features extracted over clips and regions in a video and words in a sentence, with the goal of matching objects and actions to parts of a sentence query. Figure 1 illustrates our overall approach and Figure 2 gives the details of the model architecture. Let \( f^{(v)} = \{f_1^{(v)}, \ldots, f_{M_v}^{(v)}\} \) be a set of clip and region features of size \( M_v \) extracted from a video moment \( m^{(v)} \) and \( f^{(q)} = \{f_1^{(q)}, \ldots, f_{M_q}^{(q)}\} \) be a set of features of size \( M_q \) for the language query \( q \). As we may have a variable number of features extracted from the video moment and language query, we define the spatiotemporal alignment cost for the moment and query as the symmetric squared-Chamfer distance between the language and moment features,

\[
C(m^{(v)}, q) = \frac{1}{M_v} \sum_{i=1}^{M_v} \min_{j=1, \ldots, M_q} \left| f_i^{(v)} - f_j^{(q)} \right|^2 + \frac{1}{M_q} \sum_{j=1}^{M_q} \min_{i=1, \ldots, M_v} \left| f_i^{(v)} - f_j^{(q)} \right|^2.
\]

The Chamfer distance is the average distance of each point in one set to its closest point in the other set and has been used to align two points sets [Barrow et al. (1977)]. The first term in cost (2) finds the best matching word in the query sentence for each object candidate region or action clip and computes the average of these minimal distances. The second term in cost (2) computes the best matching object candidate region or action clip for each word in the text query and averages the resulting distances. We provide a high-level overview of our model in Figure 2a and provide additional details of the spatiotemporal alignment in Figure 2b. As shown in Figure 2b, we compute cost (3) for clip-query alignment \( C_{\text{Clips}} \) and object-query alignment \( C_{\text{Objects}} \). The final alignment cost is the sum of the two alignment costs computed over clips and objects. Note that, while earth mover’s distance [Peleg et al. (1989)] could be used for point set alignment, we opted for Chamfer distance due to computational complexity.

Our alignment cost has two desirable properties for our proposed task. First, our cost allows finer alignment as it is an explicit function of clips and regions. Second, the features are indexable since the terms in the cost are Euclidean distances, which can be computed efficiently using approximate nearest neighbor techniques such as Jegou et al. (2011); Muja and Lowe (2009). We discuss next the advantages of both properties in relation to prior work.

**Discussion.** Prior work [Gao et al. (2017); Hendricks et al. (2017)] compares a single fixed-length language feature \( f^{(q)} \) to a fixed-length feature aggregated over the video moment,

\[
C_{\text{agg}}(m^{(v)}, q) = \Phi(\Psi(f_1^{(v)}, \ldots, f_{M_v}^{(v)}), f^{(q)}).
\]

where \( \Psi \) aggregates \( M_v \) clip features \( f_1^{(v)}, \ldots, f_{M_v}^{(v)} \) into an embedded feature for the candidate moment and \( \Phi \) compares the aggregated video moment and language features. In MCN [Hendricks et al. (2017)], squared-Euclidean distance \( \Phi \) is used to compare aggregated video moment \( \Psi \) and language features. In CTRL [Gao et al. (2017)], aggregated video moment features \( \Psi \) and language features pass through a neural network \( \Phi \). One drawback of these formulations is that the language feature is compared to an aggregated feature over the entire moment and does not have the ability to align to the individual regions in the moment.

In recent work [Chen et al. (2018, 2019); Gao et al. (2017); Liu et al. (2018a, 2020, 2018b); Xu et al. (2019); Zhang et al. (2020, 2019c)], a joint model over language and video features is used to return the alignment cost,

\[
C_{\text{joint}}(m^{(v)}, q) = \Phi(\{f_1^{(v)}, \ldots, f_{M_v}^{(v)}\}, f^{(q)}).
\]

\[
\text{Fig. 2: Our SpatioTemporal Alignment with Language (STAL) model (a) at a glance and (b) with additional details of the spatiotemporal alignment. Our model is a neural network comprising two branches that align clip features \( f_{\text{Clips}}^{(v)} \) and object features \( f_{\text{Obj}}^{(v)} \) extracted from the video \( v \) to the corresponding word representations \( f_{\text{Clips}}^{(q)} \) and \( f_{\text{Obj}}^{(q)} \) of language query \( q \) via the evaluation of the alignment cost \( \tilde{C} \). TEF refers to temporal endpoint features that encode the position of the clip in the video. See text for details.}
\]
where $\Phi$ is a neural network, possibly encompassing a learnable distance function, that outputs a scalar value of the cost of aligning the video features set $\{f_1^{(v)}, \cdots, f_M^{(v)}\}$ with a language feature $f^{(q)}$. While these approaches have achieved early success for single video moment retrieval, they currently cannot perform efficient indexing and retrieval at a large scale (e.g., over millions of untrimmed and unsegmented videos) due to their reliance on a neural network for comparing video and language features, i.e., it would be too expensive to compute the alignment cost at test time for a large video corpus.

**STAL (TEF) model details.** Here we give the details of our spatiotemporal alignment with language (STAL) model. Figure 2 illustrates our full model. A set of video features $f^{(v)}$ is computed and compared to a set of language features $f^{(q)}$ for query $q$ using Chamfer distance. We compute two types of video features—one set over the short video clips that aims to capture the overall content of the video including human actions $f^{(\text{clip})}_v$, and the other over detected objects that aims specifically to capture the properties of objects present in the video $f^{(\text{obj})}_v$. For each clip feature, we concatenate visual features computed over the temporal extent of the clip with a context feature and temporal endpoints for the moment, which are then passed through a multilayer perceptron (MLP). As in MCN [Hendricks et al. (2017)], for context features, we average pool clip features over the entire video. The intuition is to enrich the local information of each clip with global information about the content of the video. For the detected object features, we concatenate the word embedding of the detected object name with the spatiotemporal location of the detected object, which are then passed through an MLP. We investigate benefits of alternative object representations in appendix Appendix A.2. The language features $f^{(q)}$ are the outputs of the hidden layer of an LSTM for each query word’s embedded feature, followed by a linear mapping. We use pre-computed features for the visual and word-embedding features and pre-trained object detectors, so our model parameters comprise the two MLPs, LSTM, and hidden layer linear mapping. As we will show in Section 3, computing cost (2) separately over object ($C_{\text{objects}}$) and clip features ($C_{\text{clips}}$) and jointly training both branches performs best.

For a fair comparison with MCN, we have built on their architectural design and have chosen a simple model for the visual stream, which does not explicitly model relations between the individual image regions or the clips in the video. However, our model aligns the regions and the clips of the video to language features of the query using a bidirectional LSTM. As a result, each word is mapped and aligned in the context of the whole sentence. The LSTM model represents the ordering of the words in the query sentence and can distinguish queries like “the man chases the dog” and “the dog chases the man”, which would result in different language representations. Incorporating more advanced visual features that take into account the relationships across the visual regions is an exciting direction of future work.

For the context feature, as discussed above, we adopt the same modeling strategy as MCN [Hendricks et al. (2017)] so that we can directly compare our methods with theirs. Note that this modelling strategy does not explicitly represent information from neighbouring clips, which is done, e.g., in CTRL [Gao et al. (2017)]. In contrast, it captures the context by aggregating features over the entire video.

**Training.** We seek to have our STAL model rank moment-query pairs such that aligned pairs are pushed to the top of the list while misaligned pairs are pushed to the bottom. To achieve this goal, we define a Noise Contrastive Estimation (NCE) training objective [Gutmann and Hyvärinen (2010); van den Oord et al. (2018)].

Let $\mathcal{P} = \{(m^{(v)}, q)_k^N\}_{k=1}^N$ be a training set of $N_v$ aligned video moment and natural language query pairs. For a positive training example $p \in \mathcal{P}$, we define an intra-video negative set $\mathcal{N}_\text{intra}^{(p)}$ consisting of video moments in the training example video not aligned to the language query training example. Similarly, we define an inter-video negative set $\mathcal{N}_\text{inter}^{(p)}$, consisting of video moments from completely different videos in the training set. For a positive training example sampled from the training set $p \sim \mathcal{P}$, let $n$ be samples from the intra- and inter-video negative sets, $n \in \mathcal{N}_\text{intra}^{(p)} \cup \mathcal{N}_\text{inter}^{(p)}$. Let $\tilde{C}_p = C(m^{(v)}, q)$ be the alignment cost (2) for positive training example $p = (m^{(v)}, q)$.

Similarly, let $\tilde{C}_n = C(n, q)$ represent the negative alignment cost, computed for negative moment $n$. We formulate the InfoNCE loss as the ratio of the positive-sample distance to the sum of positive and negative (intra and inter) sample distances,

$$L_{\text{NCE}} = - \sum_{p \sim \mathcal{P}} \log \left( \frac{\exp(-\tilde{C}_p)}{\exp(-\tilde{C}_p) + \sum_{n \in \mathcal{N}_\text{intra}^{(p)} \cup \mathcal{N}_\text{inter}^{(p)}} \exp(-\tilde{C}_n)} \right).$$ (5)

This loss encourages the Chamfer distance of the positive sample $\tilde{C}_p$ to be smaller than the Chamfer distance to all the negative samples. We optimize the training loss $L_{\text{NCE}}$ for model parameters $\theta$, using stochastic gradient descent with momentum by uniform sampling over positive, intra-, and inter-negative sets.

### 3.1. Efficient retrieval with re-ranking

For inference, one can evaluate cost (2) exhaustively over all possible moments in all videos. While this routine was used in MCN [Hendricks et al. (2017)] to localize moments in a single video, this exhaustive strategy does not efficiently scale to localizing moments in a large video corpus. To achieve efficient retrieval while maintaining recall accuracy, we propose a two-stage approach consisting of an efficient retrieval stage followed by a more expensive re-ranking stage.

Our STAL model allows for efficient indexing and retrieval of video moments for a natural language query since it relies on comparing video and language features with Euclidean distances. This is important for our application as we may potentially want to search through a large corpus comprising millions of untrimmed, unsegmented videos. As noted in our earlier discussion, approaches that align video and language features with neural networks currently do not extend to large-scale indexing applications, which is a key difference from our approach.

Our strategy for implementing the efficient retrieval stage with our approach is to index a set of all video clip features for each video. At query time, the system retrieves moments...
in a greedy fashion by retrieving the top clips corresponding to a single language feature for a query. All possible moments of different lengths that include the top retrieved clips are then ranked using the more expensive alignment cost. In detail, for efficient retrieval we introduce “STAL (clips)”, a lightweight version of our STAL (TEF) model that is used in the efficient retrieval stage (see Figure 3b). Let \( f^{(e)}_{\text{clips}} = (f^{(e)}_1, \cdots, f^{(e)}_Z) \) be the set of clip features within the moment and \( f^{(o)} \) be a single feature vector for the language query \( q \). We approximate our alignment cost as the average squared-Euclidean distance between the language feature and the moment’s clip features,

\[
C_{\text{approx}}(f^{(e)}_{\text{clips}}, q) = \frac{1}{Z} \sum_{z=1}^{Z} \| f^{(e)}_z - f^{(o)} \|^2,
\]

where \( Z > 1 \) is the number of clips in the moment. Figure 3b shows the block diagram of our lightweight STAL (clips) model. In our implementation, \( f^{(o)} \) corresponds to the last hidden state of the LSTM for the query.

We train the “STAL (clips)” model with cost (2), which is an approximation of cost (2). For the re-ranking stage, we score and re-rank the set of moments containing the top retrieved clips with the more expensive cost (2) via the STAL (TEF) model. This strategy is illustrated in Figure 3a. While this efficient retrieval with re-ranking strategy is not guaranteed to retrieve the best moment in terms of cost (2), we are able to effectively return the correct moment in practice (see Section 4). Moreover, our approach allows for retrieval of any moment from any video, which is in contrast to proposal-based methods [23] that discard clips from videos.

While MCN [22] can also index features corresponding to video moments, our approach offers an advantage with respect to the index size. For our clip-alignment approach, only \( N_c \) clips are indexed for a video. For MCN, all possible-length moments must be indexed as the model relies on aggregated features over the moments. Assuming maximum moment length of \( L \) clips, this results in an index of size \( N_c L - \frac{1}{2}L(L-1) \) for a video.

For example, suppose we have a one-minute long video with clip length of 3 seconds. Therefore, we have \( N_c = 60s/3s = 20 \) clips in the video. Suppose we allow for a max moment length of \( L = 5 \) clips. Plugging these quantities into the equation yields \( N_c L - \frac{1}{2}L(L-1) = 20 \times 5 - 0.5 \times 5 \times (5-1) = 90 \) possible moments in the video. Let \( d \) denote the dimension of the shared visual-text embedding. As MCN requires indexing all possible moments, for this example, its index size corresponds to 90d. Conversely, STAL indexes clips effectively reducing the index size to 20d. For the datasets considered in this paper, this results in 6x-12x decrease of the index size of our approach compared to MCN. This difference is expected to get even larger when longer, more complex moments need to be considered, thus increasing the value of \( L \).

We summarize the different STAL architectures in Table 1. STAL (clips) differs from STAL (TEF) as the former adopts the Euclidean distance (Eq. 3) instead of the more computationally demanding Chamfer distance (Eq. 2) and does not take advantage of the temporal endpoint features (TEF). Note that TEF refers to the entire moment and does not decompose into the individual clips (e.g. given a video containing 5 clips, and considering the moment that span the first 2 clips, the TEF information is expressed as a tuple of numbers: (0,0,0,4), which refer to the normalized start and end of the moment with respect to the video duration). Moreover, STAL (clips) relies on the clip features only and not on the object features, which allows for a faster query time. As STAL (clips) exhaustively searches for relevant clips, we also consider using approximate nearest neighbour search for the first-stage retrieval (Approx. STAL). Both STAL (clips) and (Approx STAL) use the same trained parameters and features; the only difference is that in Approx STAL the retrieval is implemented using approximate nearest neighbour search, which results in a further increase in speed at the cost of a (small) loss in accuracy. In practice, we train separately the efficient retrieval stage, STAL (clips) / Approx STAL, from the re-ranking model, STAL (TEF). We tried out a more
complex training scheme involving re-training the re-ranking stage based on the outputs of the retrieval model. However, the more complex training scheme achieves a similar retrieval accuracy. Thus, separately training our retrieval and re-ranking models is simple, yet effective and fulfills the accuracy and efficiency requirements of our task. We use the publicly available Faiss implementation [Johnson et al. 2019] to index and efficiently retrieve the clip features. Practically speaking, we adopt the IVFADC method (coarse quantizer + PQ encoding on residuals) with the default parameters. Note that our methodology is independent of the specific approximate nearest neighbour search algorithm.

4. Experiments

In this section, we show qualitative and quantitative results on our proposed task of retrieving relevant moments from a large corpus of videos for a natural language query. We start by describing the details of our novel task (Section 4.1). Next, we show results on our proposed task in an exhaustive setting (Section 4.2). Finally, we demonstrate results using efficient retrieval with re-ranking (Section 4.3).

4.1. Video corpus moment retrieval setup

Datasets. We evaluate on two datasets that have natural language sentences aligned in time to videos and have been proposed for the single video moment retrieval task: DiDeMo [Hendricks et al. 2017], and Charades-STA [Gao et al. 2017]. These datasets have a large number of temporally aligned natural language sentences with large (open) vocabulary. Moreover, the videos depict general scenes and are not constrained to a specific scene type. DiDeMo consists of unedited video footage from Flickr with sentences aligned to unique moments in the video (i.e., the sentences are referring). There are 10642 videos and 41206 sentences in the dataset and we use the published splits over videos (train–8511, val–1094, test–1037). Note that moment start and end points are aligned to five-second intervals and that the maximum annotated video length is 30 seconds. Charades-STA builds on the Charades dataset [Sigurdsson et al. 2016] consisting of unedited videos of humans acting from scripts. There are 6670 videos and 16124 sentences in the dataset and we use the published splits over videos (train–5336, test–1334). The videos are typically longer in length than the ones in DiDeMo and sentences from the scripts are aligned in time and may not be referring. Table 2 summarizes the statistics of both datasets, including the Measure of Textual Lexical Diversity (MTLD) [McCarthy and Jarvis 2010] which measures the “lexical richness” of the textual descriptions. The higher values indicates more diversity. We observe than DiDeMo descriptions are more diverse than Charades-STA.

We adapt the DiDeMo and Charades-STA datasets used for single video moment retrieval to our video corpus moment retrieval task. Specifically, a method must correctly identify both the video and the moment within the video corresponding to a ground truth natural language query.

Evaluation criteria. We adopt the criteria proposed in TALL [Gao et al. 2017], where average recall at K (R@K) is reported over all language queries. We measure recall for a particular language query by determining whether one of the top K-scoring retrieved moments sufficiently overlaps with the ground truth annotation (recall will be 0 or 1). A retrieved moment sufficiently overlaps with a ground truth annotation if the ratio of the temporal intersection over union (IoU) exceeds a specified threshold. We average the recall values across all language queries to obtain the average recall at K. We report R@K over all retrieved moments from the video corpus for K ∈ {1, 10, 100}, averaged over IoU ∈ [0.5, 0.7]. In addition, we report the median rank for the correct retrieval, averaged over the two IoU settings. While the annotations are not exhaustive (i.e., a given natural language query may appear in a video but not be annotated), reporting over different values of K allows us to take into account the missing annotations. Finally, note that DiDeMo [Hendricks et al. 2017] has multiple annotations for each sentence corresponding to different human judgements. We account for the multiple annotations by requiring that a correct detection must overlap with at least two of the human judgements with the specified IoU, which can be satisfied for all sentences in the val and test sets.

Implementation details. To obtain candidate moments in a video, we need to specify the clip length, maximum number of clips in a moment, and how frequently to extract clips in a video (temporal stride). Table 2 shows the settings for the video clip length, maximum moment length, and temporal stride used for the evaluated datasets. We set the values for each dataset to maximize an oracle detector where a sequence of (non-overlapping) clips are aligned with the ground truth moments, while minimizing computational cost. We set the temporal stride to 5 seconds for all moments in DiDeMo and proportionally to the moment length lm in the other datasets computed as 0.3 × lm (rounded to the nearest clip boundary) as longer-length moments do not need fine temporal stride. Given the settings in Table 2, the number of candidate moments for
DiDeMo

For each clip, we consider the 10 most salient
retrieval task.

Table 2: Dataset settings and statistics. Relevant statistics are computed for videos (cardinality, average duration, etc.), and natural language annotations (cardinality, measure of textual lexical diversity (MTLD) [McCarthey 2005] for DiDeMo [Hendricks et al. 2017] and Charades-STA [Gao et al. 2017] datasets. R-C3D proposals indicates the use of Action proposals from [Xu et al. 2017]. On the right, we report the oracle recall upper bound for the single video moment retrieval task.

Table 3: Relevance of our proposed video corpus moment retrieval (VCMR) vs. the single video moment retrieval (SVMR) task [Gao et al. 2017; Hendricks et al. 2017]. We report the average recall for $k = 1$, averaged over IoU $= [0.5, 0.7]$, as well as the relative difference w.r.t. the TEF-only baseline for the corresponding task and dataset in parentheses. We evaluate the models on the test set for both datasets. Refer to text for more details.


objects given by the object detector confidence scores. Note that for both the clip and object features, we perform the stack operation, which forms a $N_c \times D$ matrix for $N_c$ vectors each of length $D$.

We used Glove word-embedding features [Pennington et al. 2014] for the words in the language query and the object detection vocabulary. For stochastic gradient descent, we set momentum to 0.95 and used a schedule of lowering an initial learning rate of 0.05 by a factor of 0.1 every 30 epochs; training stopped at 108 epochs. We formed mini-batches with 128 positive/negative examples. We selected intra-negatives such that their overlap with the ground-truth moment is lower than a given IoU value. For DiDeMo, we used IoU=1 since the ground truth is aligned to five-second intervals; for Charades-STA we used IoU=0.35. Similarly, inter-negatives were selected from the same temporal location as the ground-truth moment, whenever possible, in another video selected at random from the entire dataset.

Relevance of the video corpus moment retrieval task. To further motivate the relevance of our proposed task, we assess if a model could solve our task disregarding the visual information of the videos. Previous work in image-language understanding, namely visual question answering (VQA) [Goyal et al. 2017], reports the existence of dataset biases allowing a model to score well enough on a given task without considering the visual information. [Hendricks et al. 2017] noted that TEF is an important cue for achieving good enough grounding results in DiDeMo for the single video moment retrieval (SVMR) task. Thus, we probe both datasets (i.e., DiDeMo [Hendricks et al. 2017] and Charades-STA [Gao et al. 2017]), and both tasks (i.e., VCMR and SVMR) with four different baselines making use (or not) of TEF. In detail, we train two MCN models, one with and another without TEF features. As a control method, we train a TEF-only baseline over TEF and textual descriptions only (no visual information is used). As the TEF-only model resembles the same architecture of MCN, this baseline
is the fairest comparison as it does not inject an inductive bias. Table 3 reports the average recall for \( K = 1 \), averaged over IoU = [0.5, 0.7], for each baseline, and the relative change w.r.t. the TEF-only baseline on the corresponding dataset and task in parentheses.

**TEF-only, a better baseline for SVMR.** We observe that TEF-only is a strong baseline compared to Chance for the SVMR task rendering an absolute difference of 20.8 – 24.2% percentage points. In contrast, the difference between TEF-only compared to Chance in our proposed VCMR task is relatively small, 0.03 – 0.04% absolute difference, due to a larger search space.

What is the effect of TEF on the datasets? Along the same lines of Hendricks et al. (2017), we observed that TEF-only achieves better localization results than MCN without TEF in Charades-STA. The fact that the TEF-only baseline performs so well indicates that there is a strong bias in the existing SVMR benchmarks as only knowing the language query and the relative position of the moment in the video can allow for reasonably high accuracy. This fact was also observed in early datasets for visual question answering (VQA) Goyal et al. (2018).

**Effect of TEF on video moment corpus retrieval.** We observed that TEF is a relevant cue to improve the performance on our proposed task (i.e., MCN (TEF) vs. MCN). However, TEF-only is not stronger than MCN without TEF. Thus, video-language models truly need to pay attention to the visual content of the video to solve our task. In conclusion our proposed task not only poses a more challenging video-language problem, but also exhibits less dataset bias than the existing single video moment retrieval task Gao et al. (2017), Hendricks et al. (2017).

**4.2. Video corpus moment retrieval**

Our first experiment consists of exhaustively evaluating a method over an entire video corpus. More specifically, given a language query, we evaluate the alignment cost exhaustively over all possible moments in all videos. We describe in detail our evaluation setup and results.

**Baselines.** We compare our STAL model to MCN Hendricks et al. (2017), a competitive baseline for the single video moment retrieval task, run exhaustively over all moments in the corpus. We re-implemented MCN Hendricks et al. (2017) and train it using ResNet-152 features He et al. (2016) which significantly improves the performance of the single video retrieval task as reported in Hendricks et al. Hendricks et al. (2017). See the Appendix for details. As a second baseline, we explore the use of action proposals obtained from R-C3D Xu et al. (2017) instead of sliding-window candidate moments as used in MCN. For this baseline, we incorporate the action proposals inside the MCN model and evaluate in the exhaustive setting to determine their efficacy in the newly proposed task of natural language video corpus moment retrieval. In addition, we compare to chance, moment-frequency-prior (“Moment prior”), and temporal endpoint (“TEF-only”) baselines. For chance, we return moments across all videos sampled from a uniform distribution. We compute the moment frequency prior as in Hendricks et al. Hendricks et al. (2017) for each dataset by discretizing the range of video-length-normalized start and end points and histogramming the training ground truth moments. We output the probability for each video’s moment; ties across different videos are broken by sampling a uniform distribution. We train the MCN model using the same procedure as for single video moment retrieval Hendricks et al. (2017). For TEF-only, we train the MCN Hendricks et al. (2017) model using only the language features and TEF on all the datasets, i.e., the model does not see appearance features from the video.

**Ablation study.** We justifiy all the design choices of our proposed model on the validation set of DiDeMo in the exhaustive setting. All models use TEF features.

**Clip vs. moment alignment.** First, we seek to evaluate the effectiveness of clip-level alignment for our proposed task compared to moment alignment. We evaluate our STAL (clips) approach against MCN and report results in Table 4a. Our Clips-only alignment out-performs MCN over all the evaluation criteria, demonstrating the effectiveness of fine-grained alignment at the clip level.

**Spatiotemporal alignment.** Next, we seek to evaluate the effectiveness of spatiotemporal alignment. We compare spatiotemporal video features consisting of clips only (“Clips”), detected objects only (“Objects”), and combined feature set of clips and detected objects (“Clips + objects”) and report results in Table 4b. We observed that objects-only does not perform well. However, when objects are combined with clips, we observe the best accuracy, thus validating our spatiotemporal alignment approach.

**Clip and objects fusion.** Next, we evaluate different strategies for fusing the clips and objects features. The strategies include concatenating the clips and detected objects features (“Early”), performing alignment over the two sets separately, where networks for each set is trained separately and the final score is the convex combination of the two scores (“Late-Sep”), and performing separate clip/object alignment but training the two branches jointly (“Late-Joint”). We report results for the different strategies in Table 4c. We observe that late-fusion significantly outperforms early-fusion on all criteria. Meanwhile, joint training gives a slight advantage over separate models for \( K \in [10, 100] \). We use joint training for the rest of the experiments due to the practical benefits of end-to-end training.

**Impact of intra- and inter-negatives.** We study the impact of varying the number of intra- and inter-negatives samples per moment during training. We report results in Tables 4d and 4e. We conclude that increasing the number of intra-negatives improves the performance; conversely, increasing the number of inter-negatives is beneficial. For the latter, we observe that performance saturates around 10 negatives per candidate moment.

**NCE vs. triplet loss.** We seek to understand the relevance of the NCE training objective. Up until here, we have used the triplet loss Chopra et al. (2005); Schultze and Joachims (2003) for fair comparison with Hendricks et al. (2017). In particular, our triplet loss is the sum of ranking losses,

\[
L_{Triplet} = \sum_{p \in P} \sum_{i=1}^{N(p)} \mathcal{L}^b(C_p, \hat{C}_i) \tag{7}
\]

where \( \mathcal{L}^b(x, y) = \max(0, x - y + b) \) is a ranking loss and \( b \) is the margin hyperparameter. We set parameters \( b = 0.1 \) using cross validation. Table 4f showcases the impact of the NCE.
loss compared to the triplet loss. We observe that the NCE loss out-performs the triplet loss for this task. Thus, we use NCE loss in the rest of this section.

**Results.** Quantitative results and comparisons to baselines are shown in Table 5. Our STAL model out-performs all baselines in recall across both datasets, validating the effectiveness of our approach on our newly proposed task. In particular, we obtain a 37% – 118% and up to 30% relative improvement over MCN with TEF for average recall and median rank, respectively. We note that the performance is low for all methods as annotations are not exhaustive and there are significantly more candidate moments to search over than in the single video retrieval task, illustrating the difficulty of the video corpus retrieval task. We hypothesize that the lower MTLD of the Charade-STA dataset (cf., Table 2) could explain why the performance is lower for this dataset. A low lexical diversity can hamper the generation of discriminative query features, making the ranking operation harder.

Qualitative results are shown in Figure 4. Notice how we are able to retrieve relevant moments for the different language queries. For example, the queries "the person is eating a sandwich" and "person drink out of the glass" retrieves well-localized moments depicting people eating or drinking, including single ground truth annotated moments for the queries. The query "person pour sauce on first piece of meat in skillet" shows example failures of our system. While the top retrieval is correct, the other retrievals depict different parts of the language query, such as “sauce”, “meat”, and "pour", but not the entire query.

### 4.3. Efficient retrieval with re-ranking

For our second experiment, we evaluate the efficient retrieval and re-ranking system described in Section 3. In the retrieval stage, we retrieve the top 200 moments and successively apply the re-ranking stage, which re-arranges the ranking of the moments according to a more complex model. We thoroughly investigate several combinations of different retrieval and re-ranking methods.

**Evaluation criteria.** Similar to the exhaustive retrieval setting (Section 4.2), we report average recall at $K \in \{1, 10, 100\}$ on the DiDeMo and Charades-STA datasets for the video corpus moment retrieval task, averaged over IoU=$\{0.5, 0.7\}$ on DiDeMo [Hendricks et al. (2017)] dataset for different baselines and our model. More details in text.

| Method          | $K=1$ | $K=10$ | $K=100$ | MR ↓ |
|-----------------|-------|--------|---------|------|
| MCN             | 1.22  | 6.22   | 26.81   | 382  |
| Clips-only      | 1.38  | 6.47   | 28.05   | 357  |
| Clips           | 1.38  | 6.47   | 28.05   | 357  |
| Objects         | 0.53  | 3.50   | 19.41   | 629  |
| Clips+Objects   | 1.41  | 7.40   | 30.23   | 304  |
| Early           | 0.59  | 3.77   | 20.78   | 506  |
| Late-sep        | 1.41  | 7.40   | 30.23   | 304  |
| Late-joint      | 1.38  | 7.92   | 30.56   | 309  |
| Triplet         | 1.69  | 9.26   | 34.52   | 249  |
| NCE             | 1.95  | 9.62   | 35.80   | 242  |

Table 5: Video corpus retrieval quantitative results (exhaustive setting). We show average recall for top $K$ retrievals and median retrieval rank (MR, lower is better) averaged over IoU=$\{0.5, 0.7\}$ on DiDeMo [Hendricks et al. (2017)] dataset for different baselines and our model. More details in text.
We report quantitative results in Table 6. We show average recall for top $K$ retrievals averaged over IoU=$\{0.5, 0.7\}$ on DiDeMo [Hendricks et al., 2017] and Charades-STA [Gao et al., 2017], for different baselines and our model. We also report run-time (s) for the retrieval and re-ranking stages (retrieval / re-ranking), and index size (GB) in a hypothetical 1M video collection, modelled using random feature vectors. More details in text.

| Retrieval stage | Re-ranking stage | DiDeMo (test) | Charades-STA (test) | 1M Videos Corpus |
|-----------------|-----------------|--------------|--------------------|------------------|
| MEE             | MCN (TEF)       | 0.48/10.55   | 0.22/0.75          | 0.3 / 0.2        |
| MEE             | Xu et al. [2019]| -            | 0.10/0.30          | 0.3 / -          |
| MEE             | CBP [Wang et al., 2020] | - | 0.08/0.20 | 0.3 / - |
| MEE             | 2D-TAN [Zhang et al., 2020] | - | 0.08/0.20 | 0.3 / - |
| MCN             | MCN (TEF)       | 0.90/14.95   | 0.22/0.99          | 136.3 / 0.2      |
| STAL (clips)    | 2D-TAN [Zhang et al., 2020] | 1.47/7.85 | 0.23/1.08 | 24.0 / 0.2 |
| Approx. STAL    | STAL (TEF)      | 2.14/10.27   | 0.38/1.57          | 1.0 / 0.4        |

Fig. 4: Video corpus retrieval qualitative results. We show top temporally localized moment retrievals for different natural language queries across all videos in DiDeMo [Hendricks et al., 2017] and Charades-STA [Gao et al., 2017]. Ground truth annotations appear as a green line below a video, best viewed in color. Refer to the appendix for videos and more results.

Table 6: Efficient retrieval with re-ranking quantitative results. We show average recall for top $K$ retrievals averaged over IoU=$\{0.5, 0.7\}$ on DiDeMo [Hendricks et al., 2017], Charades-STA [Gao et al., 2017], for different baselines and our model. We also report run-time (s) for the retrieval and re-ranking stages (retrieval / re-ranking), and index size (GB) in a hypothetical 1M video collection, modelled using random feature vectors. More details in text.

Results. We report quantitative results in Table 6. We show how using STAL (TEF) for re-ranking outperforms MCN (TEF) across all criteria in both datasets, demonstrating the effectiveness of our approach for retrieval with re-ranking. Moreover, our two-stage approach is on par or outperforms the exhaustive approaches in Table 3 for $K \in \{1, 10\}$; we achieve these results at a lower computational cost. We find that STAL (clips) outperforms both MCN and MEE for first-stage retrieval when using the same method for the re-ranking stage. This result demonstrates the importance of indexing moment clips as opposed to a coarse aggregated video feature for our task. Similarly, we observe that for the same retrieval stage, MEE, the MCN (TEF) model out-performs Text-to-Clip [Xu et al., 2019], CBP [Wang et al., 2016] and 2D-TAN [Zhang et al., 2020] approaches for all values of $K$. These results motivate our choice for directly comparing our approach against MCN (TEF) for re-ranking. Our takeaway is that the standard single video moment retrieval methods have not been specifically trained for our new task (i.e., they do not leverage inter-video negatives during training) and therefore fail to generalize to the corpus setup. We conclude that these methods cannot be simply adopted off-the-shelf for retrieval at scale given their inefficiency and lower retrieval accuracy. Finally, for approximate retrieval, we preserve high recall for $K \in \{1, 10\}$, demonstrating its effectiveness in an efficient retrieval setting.

Run time and index size. We report the run time, in seconds, to process a query and the index size, in GB, of each approach in Table 6. For fostering the development of scalable models for our task, we consider a hypothetical corpus containing 1M videos, which differs from the DiDeMo and Charades-STA datasets. Each video contains 20 clips with max-moment length of 14 clips for the different methods, which corresponds to a realistic scenario where a user queries a large corpus of videos. According to these parameters, we generate the indexing table (i.e., vector embeddings are generated by random sampling according to a uniform distribution over [0, 1]) for all methods following the specific strategy (indexing videos, moments, or clips) and measure the memory footprint (index size). Moreover, we perform 100 repeated queries for 100 randomly generated query embeddings and average the clock time to estimate the run-time. Note that the indexing strategy (videos, moments, or clips) determines the size of the indexing table and, therefore, impacts both the memory footprint and run-time estimation. Conversely, the search method (exhaustive/approximate) only impacts the run-time. The experiments are conducted on an Intel Xeon(R) Gold 6240R CPU @ 2.40GHz×48, no GPU acceleration is used and random generated numbers are of type float32. We report the timings for the two stages separately (retrieval/re-ranking) in Table 6.
First, observe that MCN is the slowest method for the first-stage retrieval, which is due to the large search space as the model indexes every possible proposal in the dataset. In contrast, MEE achieves the fastest query time and the smallest index size, as the search space consists of only the dataset’s videos, which is less than the number of clips and the number of moments. However, MEE is also characterized by the lowest accuracy regardless of the method used for the re-ranking stage, making it unsuitable for this task. We argue that the low ranking accuracy is a result of entire video retrieval not having the granularity to identify all (potentially short) moments of interest contained in it. Conversely, we find that retrieving clips (instead of entire videos) in the first stage, although more expensive, yields a better trade-off between recall performance and space/time complexity. STAL (clips) achieves a 5x reduction of the run time and 8x reduction in memory footprint compared to MCN while retaining better performance. The best trade-off between retrieval accuracy, run-time, and index size is obtained by Approx. STAL, which is 136x times faster and utilizes 8x less memory than MCN.

For the re-ranking stage, we notice that MCN (TEF) is more efficient than STAL (TEF). The slower run time of STAL (TEF) is due to the use of object information and more expensive cost function. For a retrieval stage based on STAL (clips), we notice that MCN (TEF) obtains competitive performance compared to STAL (TEF) in terms of recall \( K = 100 \). However, STAL (TEF) retains better performance on the stringent criteria \( K \in 1, 10 \) at a negligible extra computational cost. The trade-off between performance and run-time is, therefore, more favourable for STAL (TEF), making it the most successful model for the re-ranking stage.

### 4.4. Future directions

Transformer-based architectures have shown promising results and could be adopted for our newly proposed task. Nonetheless, attention must be paid to the efficiency aspect to enable fast moment retrieval from the video corpus. First, joint vision-language transformers such as \([\text{Lu et al.} 2019b]; \text{Su et al.} 2019] \), which have shown promising results in several vision-language tasks, are not indexable. In contrast, dual encoder architectures such as CLIP \( \text{[Radford et al.} 2021] \) or ALIGN \( \text{[Jia et al.} 2021] \) have demonstrated strong text-to-image retrieval performance when trained on very large datasets of hundreds of millions of images. Dual encoder methods are similar in spirit to our efficient STAL (Clips) and Approx STAL models in that they are amenable to retrieval using efficient indexing techniques. Yet, it remains to be seen if these dual encoder methods would scale well to large-scale video datasets. Early work in this direction \( \text{[Bain et al.} 2021]; \text{Luo et al.} 2021] \) is promising. In addition to the compute issue, the aforementioned joint vision-language transformers address different tasks, \( \text{[Lu et al.} 2019b]; \text{Su et al.} 2019] \) address language-based retrieval for still images. \( \text{[Sun et al.} 2019] \) considers the video captioning and action classification tasks. The extension of the above work to retrieve variable length moments from a corpus, as we do in our work, is non-trivial and is an interesting direction for future work.

### 5. Conclusion

We have shown a simple yet effective approach for aligning video clips to natural language queries for retrieving moments in untrimmed, unsegmented videos. Our approach allows for efficient indexing and retrieval of video moments on our newly proposed task of search through large video collections. We have quantitatively evaluated on benchmark datasets extended to our task and shown the effectiveness of our approach over prior work on our proposed task in terms of accuracy and search index size. Our work opens up the possibility of effectively searching video at large scale with natural language interfaces.
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Appendix A. Appendix

We complement our work with the following:

Appendix A.1. Ablation study details

- A video summarizing our work is available at http://bit.ly/3nnDrF9. It shows additional qualitative results generated by our SpatioTemporal Alignment with Language model (STAL).
- Details about our ablation study (Section Appendix A.1).
- Additional ablation of different object region features (Section Appendix A.2).
- Results of the Mixture of Embedding Experts (MEE) baseline (Section Appendix A.3).
- Implementation details and results of the MCN baseline (Section Appendix A.4).

We clarify the ablation study in Section 4.2 as follows. For moment $m^{(v)}$ with spatiotemporal features $f^{(v)}$, let $f^{(c)}_{\text{Clips}}$ be the clip features within the moment (we denote the moment using only clip features as $m^{(v)}_{\text{Clips}}$) and let $f^{(c)}_{\text{Obj}}$ be the detected object features (we denote the moment using only detected object features as $m^{(v)}_{\text{Obj}}$). For the “Clips” ablation, we optimize the squared symmetric Chamfer loss using only the clips features,

$$C_{\text{Clips}} = C\left( m^{(v)}_{\text{Clips}}, q \right).$$ (A.1)

For the “Objects” ablation, we optimize the squared symmetric Chamfer loss using only the detected objects features,

$$C_{\text{Objects}} = C\left( m^{(v)}_{\text{Obj}}, q \right).$$ (A.2)

For the “Clips+obj. (early)” ablation, we optimize the squared symmetric Chamfer loss using the combined set of clip and detected objects features,

$$C_{\text{Clips+obj. (early)}} = C\left( \{m^{(v)}_{\text{Clips}}, m^{(v)}_{\text{Obj}}\}, q \right).$$ (A.3)

For the “Clips+obj. (late-sep)” ablation, we optimize the sum of two squared symmetric Chamfer losses over clip and detected objects features, which are optimized separately during training and fused together with scalar hyperparameter $\lambda$ during inference (found via cross validation),

$$C_{\text{Clips+obj. (late-sep)}} = C\left( m^{(v)}_{\text{Clips}}, q \right) + \lambda C\left( m^{(v)}_{\text{Obj}}, q \right).$$ (A.4)

For the “Clips+obj. (late-joint)” ablation, we optimize the sum of two squared symmetric Chamfer losses over clip and detected objects features jointly during training,

$$C_{\text{Clips+obj. (late-joint)}} = C\left( m^{(v)}_{\text{Clips}}, q \right) + C\left( m^{(v)}_{\text{Obj}}, q \right).$$ (A.5)

The latter performs best (cf., Table 4c) and is illustrated in Figure 2b.

Appendix A.2. Object region features

Here we investigate the pros and cons of different object features in our STAL (TEF) model. Object features used in the main experiments (Section 4) are based on the Glove word embedding of class names of the top 10 detected objects in each video clip. The intuition is that such representation is a compact abstraction of the object class depicted in the clips and is directly comparable to the glove embedding of the natural language query. Here we investigate replacing this object representation with the region features extracted from the pool5 layer of the Faster R-CNN architecture, which directly represent the object appearance. Finally, we also investigate concatenating the pool5 region features together with the Glove embedding feature into a single representation. Results are shown in Table A.7 on the “Exhaustive Search setup”. The Glove word embedding only, as reported in Table 5, is shown in the first row (a). Pool5 region features only are shown in the second row (b) and their combination in the third row (c). Next, we evaluate the pros/cons of the different object representations in terms of retrieval accuracy, resulting model size and memory requirements for storage and training.

Retrieval accuracy. In terms of retrieval accuracy, the object region features provide only marginal improvements in recall@K accuracy for the DiDeMo [Hendricks et al. (2017)] and Charades-STA [Gao et al. (2017)] datasets. We believe that the Glove object features already provide the necessary information for bridging the visual and textual information and provide informative hints for the retrieval task. Moreover, by construction, the language features and Glove object embeddings live in the same feature space. This can potentially alleviate the semantic alignment task performed by our architecture. In contrast, the region feature space is different. Therefore when using the region features, our network must also learn a good mapping between the region feature space and the language feature space before attempting the alignment of the two modalities. Nonetheless, we acknowledge that the region features might help to discriminate between two different object instances (of the same class) appearing in the same scene. Learning a more complex fusion of the Glove and region features is an interesting direction for future work.

Model size (capacity). The higher dimensionality of the feature representation also induces an increase in the model size. As shown in Table A.7 when replacing the Glove features with the region features for the DiDeMo dataset, the number of model parameters increases by 27.41% (from 12.77 million to 16.27 million). The model size is even larger when the two features are concatenated together. For Charades-STA, the hyperparameters search resulted in a much larger network necessary to achieve the same retrieval performance. There is a 6x increase in model capacity between setup (a) and (b).

Memory and storage requirements. The different object features have different storage requirements, which affect feature loading time and memory needs during training. Using the Glove embedding of the detected class lets us efficiently store the information as an integer value (class index), while the encoding operation for the class name is performed only once at the beginning of the training process. Conversely, the object
Table A.7: Ablation of different object features for the video corpus retrieval (exhaustive setting). We show average recall for top K retrievals and median retrieval rank (MR, lower is better) averaged over IoU=[0.5, 0.7] on DiDeMo [Hendricks et al. (2017)] and Charades-STA [Gao et al. (2017)] datasets for the STAL (TEF) model using different objects features. Model capacity reports the number of parameters (in millions). More details in text.

| Object Features | DiDeMo | Hendricks et al. (2017) | Charades-STA | Gao et al. (2017) |
|-----------------|--------|------------------------|--------------|------------------|
|                 | K=1    | K=10                   | K=100        | K=100            |
|                 | MR ↓   | MR ↓                   | MR ↓         | MR ↓             |
|                 | Model Capacity | Model Capacity |                |                  |
| a. STAL (TEF)   | ✓      |                        |               |                  |
|                 | 2.25   | 10.40                  | 36.46        | 234              |
|                 | 12.77  |                        |               | 0.31             |
|                 | 2.02   | 9.80                   | 2751         | 10.17            |
| b. STAL (TEF)   | x      |                        |               |                  |
|                 | 2.28   | 10.93                  | 37.48        | 219              |
|                 | 16.27  |                        |               | 0.39             |
|                 | 1.95   | 8.90                   | 5173         | 60.42            |
| c. STAL (TEF)   | ✓      |                        |               |                  |
|                 | 2.13   | 11.00                  | 36.19        | 222              |
|                 | 16.87  |                        |               | 0.36             |
|                 | 2.06   | 9.93                   | 4854         | 60.57            |

Table A.8: Text to video retrieval results. We show Recall@K on MSR-VTT [Xu et al. (2016)], DiDeMo [Hendricks et al. (2017)], and Charades-STA [Gao et al. (2017)] with RGB features. See text for more details.

| Dataset       | Method                      | Validation set | Test set |
|---------------|-----------------------------|----------------|----------|
|               | R@1 | R@5 | mIoU | Rank@1 | Rank@5 | mIoU |
| MSR-VTT       |     |     |      |        |        |      |
| [Xu et al. (2016)] | 0.10 | 0.50 | 1.00 | 500    |        |      |
| [DiDeMo]      |     |     |      |        |        |      |
| [Hendricks et al. (2017)] | 7.70 | 22.00 | 31.80 | 32       |        |      |
| [MEE Miech et al. (2018)] | 11.90 | 34.00 | 48.10 | 11       |        |      |
| DiDeMo        |     |     |      |        |        |      |
| [Hendricks et al. (2017)] | 0.10 | 0.48 | 0.95 | 519    |        |      |
| [MEE trained on MSR-VTT] | 0.10 | 0.40 | 0.94 | 532    |        |      |
| [MEE trained on DiDeMo] | 0.88 | 3.65 | 6.63 | 186    |        |      |
| Charades-STA  |     |     |      |        |        |      |
| [Gao et al. (2017)] | 0.08 | 0.38 | 0.75 | 667    |        |      |
| [MEE trained on MSR-VTT] | 0.10 | 0.38 | 0.83 | 664    |        |      |
| [MEE trained on Charades-STA] | 0.48 | 1.78 | 3.08 | 442    |        |      |

Table A.9: Results on DiDeMo (validation and testing set) for single video moment retrieval. ◦ corresponds to our implementation, ⋆ corresponds to our implementation, carbon copy (TEF) model using different object features for the video corpus retrieval (exhaustive setting). Model capacity reports the number of parameters (in millions). More details in text.

| Dataset       | Method | Validation set | Test set |
|---------------|--------|----------------|----------|
|               | Rank@1 | Rank@5 | mIoU | Rank@1 | Rank@5 | mIoU |
| ACRN [Liu et al. (2018)] |     |     |      |        |        |      |
| TGN [Chen et al. (2018)] | (VGG,Glove) | - | - | - | 13.03 | 39.27 | 27.22 |
| MCE [Hendricks et al. (2017)] | (VGG,Glove) | - | - | - | 24.28 | 71.43 | 38.62 |
| MCE [Hendricks et al. (2017)] | (ResNet,Glove) | 26.02 | 79.52 | 39.04 | 25.55 | 77.19 | 37.82 |

Appendix A.3. Mixture of embedding experts for Text-To-Video retrieval

In this section, we provide more details about the Mixture of Embedding Experts baseline (MEE) used in Section 4.3 [Miech et al. (2018)]. This model belongs to the family of methods of video clip retrieval with natural language described in Section 2. In a nutshell, given a natural language query, MEE retrieves the most similar trimmed video clip that aligns with the given query. This approach, by itself, falls short of addressing our proposed task of retrieving relevant moments from a large corpus of untrimmed, unsegmented videos. Thus, we paired MEE with a model for localizing moments in a single video in a two-stage fashion to fulfill the requirement of our task.

We chose MEE over other methods as it performs well on LSMDC benchmark and outperforms other recent methods [Dong et al. (2019)] on MSR-VTT [Xu et al. (2016)]. Table A.8 shows the quantitative comparison in the text to video retrieval task on the MSR-VTT corpus (cf., “MSR-VTT”). We used the publicly available implementation of MEE to retrieve videos from the corpus and turned off flow, face and audio features in MEE for fair comparison.

For our two-stage retrieval baseline of moments from a video corpus for a natural language query, we tested MEE models pre-trained on MSR-VTT and the corresponding dataset. Table A.8 summarizes the results of these experiments (cf., “DiDeMo, Charades-STA”). We observed that MEE pre-trained on MSR-VTT performed near chance; while re-training MEE on the target datasets performed the best. Thus, we used the latter setup in the rest of the experiments in our main submission.

Appendix A.4. Additional details of MCN baseline

For fair and extensive experimentation, we use our own implementation of MCN [Hendricks et al. (2017)] in PyTorch [Paszke et al. (2019)] and NumPy [Harris et al. (2020)]. In this section, we disclose the results of our implementation on the single video retrieval task proposed by [Hendricks et al. (2017); Gao et al. (2017)]. Table A.9 presents the results in the validation and test set of DiDeMo dataset using the original metric proposed by [Hendricks et al. (2017)]. We report (carbon copy) the original MCN [Hendricks et al. (2017)] performance (MCN [Hendricks et al. (2017)]) as well as other pub-
licly available models, and compare against our own implementation (MCN* [Hendricks et al. (2017)]). We observe that our implementation is more accurate over all metrics in the validation set, and all except for mIoU in the test set. Table A.10 shows the performance of our implementation in Charades-STA dataset using the standard evaluation protocol from [Gao et al. (2017)]. Here we also compare with publicly available methods, and again our implementation achieves better accuracy than existing alternatives. Note that it is not possible to evaluate the public models of MCN [Hendricks et al. (2017)] on Charades-STA as pre-computed features are not available on the dataset. In sum, we conclude that MCN is a strong baseline for this task, and also the only known approach for efficient single video moment retrieval via approximate nearest neighbours.