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ABSTRACT

In this paper, we make use of the fractional differential operator method to find the modified Riemann-Liouville (R-L) fractional derivatives of some fractional functions include fractional polynomial function, fractional exponential function, fractional sine and cosine functions. The Mittag-Leffler function plays an important role in our article, and the fractional differential operator method can be applied to find the particular solutions of non-homogeneous linear fractional differential equations (FDE) with constant coefficients in a unified way and it is a generalization of the method of finding particular solutions of classical ordinary differential equations. On the other hand, several examples are illustrative for demonstrating the advantage of our approach and we compare our results with the traditional differential calculus cases.
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1. INTRODUCTION

Fractional Calculus arises from a question proposed by L’Hospital and Lebniz in 1695, it is the generalization of traditional integer-order calculus. Reviewing the history, the fractional calculus was more interesting topic to mathematicians for a long time in spite of the lack of application background. Upcoming years more and more researchers have paid their attention towards fractional calculus which are used in real world problems such as applied mathematics, physics, mathematical biology and engineering, etc [1-7]. With the great efforts of researchers there have been rapid developments on the theory of fractional calculus and its applications. But the rule of fractional derivative is not unique, the definition of fractional derivative is given by many authors. The commonly used definition is the Riemann-Liouville (R-L) fractional derivative [1-2]. Other useful definition includes Caputo definition of fractional derivative (1967) [1], the Grunwald-Letinikov (G-L) fractional derivative [1], and Jumarie’s modified R-L fractional derivative is used to avoid nonzero fractional derivative of a constant functions [8]. In [9], Ghosh et al developed analytical method for solution of linear fractional differential equations with Jumarie type of modified R-L derivative. The differential equations in different form of fractional derivatives give different type of solutions.

Therefore, there is no standard methods to solve fractional differential equations (FDE). In this article, we use the fractional differential operator method to obtain the fractional derivatives of some fractional functions, for example, fractional polynomial function, fractional exponential function, fractional sine and cosine function. Moreover, these results can be applied to find the particular solution of non-homogeneous linear FDE with constant coefficients in a unified form which is different from [10-11], and it is a generalization of the method proposed by [13]. The Mittag-Leffler function plays an important role in this study, and the results obtained by traditional differential calculus are special cases of ours. On the other hand, we give some examples to demonstrate the new results and classical ones.

2. PRELIMINARIES

In this section, we introduce some fractional functions and their properties. In addition, fractional Euler’s formula and DeMoivre’s formula are proved.
Notation 2.1: If \( \alpha \) is a real number, then 
\[
\lfloor \alpha \rfloor = \begin{cases} 
0 & \text{if } \alpha < 0, \\
\text{the greatest integer less than or equal to } \alpha & \text{if } \alpha \geq 0.
\end{cases}
\]

Definition 2.2: Let \( \alpha \) be a real number, \( m \) be a positive integer, and \( f(x) \in C^{[\alpha]}([a, b]) \). The modified Riemann-Liouville fractional derivatives of Jumarie type ([8]) is defined by
\[
aD^\alpha [f(x)] = \begin{cases} 
\frac{1}{\Gamma(\alpha)} \int_a^x (x - \tau)^{-\alpha - 1} f(\tau) d\tau, & \text{if } \alpha < 0 \\
\frac{1}{\Gamma(1-\alpha)} \frac{d}{dx} \int_a^x (x - \tau)^{-\alpha} [f(\tau) - f(a)] d\tau, & \text{if } 0 \leq \alpha < 1 \\
\left( aD^\alpha \right)^m [f(x)], & \text{if } m \leq \alpha < m + 1,
\end{cases}
\]
where \( \Gamma(y) = \int_0^\infty t^{y-1} e^{-t} dt \) is the gamma function defined on \( y > 0 \), and \( \left( aD^\alpha \right)^n = \left( aD^\alpha \right) \left( aD^\alpha \right) \cdots \left( aD^\alpha \right) \) is the \( n \) times fractional derivative with respect to \( aD^\alpha \). We note that \( \left( aD^\alpha \right)^n \neq aD^{n\alpha} \) in general, and we have the following property [9].

Proposition 2.3: Let \( \alpha, \beta, c \) be real numbers and \( \beta \geq \alpha > 0 \), then
\[
aD^\alpha \left[ x^\beta \right] = \frac{\Gamma(\beta+1)}{\Gamma(\beta-\alpha+1)} x^{\beta-\alpha},
\]
and
\[
aD^\alpha \left[ c \right] = 0.
\]

Definition 2.4 ([12]): The Mittag-Leffler function is defined by
\[
E_\alpha(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(k\alpha+1)},
\]
where \( \alpha \) is a real number, \( \alpha \geq 0 \), and \( z \) is a complex number.

Some interesting special cases of Mittag-Leffler function are as listed below:
\[
E_0(z) = \frac{1}{1-z}, \quad \text{if } |z| < 1
\]
\[
E_1(z) = e^z,
\]
\[
E_2(z) = \cosh(\sqrt{z}).
\]
The Mittag-Leffler function has gained importance and popularity during the last one and a half decades due mainly to its applications in the solution of fractional-order differential, integral and difference equations arising in certain problems of mathematical, physical, biological and engineering sciences.

Definition 2.5: Let \( 0 < \alpha \leq 1, \lambda \) be a complex number, \( n \) be a non-negative integer, \( c_0, c_1, \cdots, c_n \) be real constants, \( c_n \neq 0 \), and \( x \) be a real variable. Then
\[
p(x^\alpha) = \sum_{k=0}^{n} c_k p_k(x^\alpha)
\]
is called \( \alpha \)-order fractional polynomial function of degree \( n \), where \( p_k(x^\alpha) = \frac{1}{\Gamma(\lambda k+1)} x^{\lambda k} \) for all \( k \).
And $E_{\alpha}(\lambda x^{\alpha})$ is called $\alpha$-order fractional exponential function.

**Definition 2.6 ([9]):** The $\alpha$-order fractional cosine and sine function are defined as follows:

$$
cos_{\alpha}(x^{\alpha}) = \sum_{k=0}^{\infty} \frac{(-1)^{k} x^{2k\alpha}}{\Gamma(2k\alpha+1)},
$$
and

$$
sin_{\alpha}(x^{\alpha}) = \sum_{k=0}^{\infty} \frac{(-1)^{k} x^{(2k+1)\alpha}}{\Gamma((2k+1)\alpha+1)},
$$
where $0 < \alpha \leq 1$ and $x$ is a real variable.

**Remark 2.7:** If $\alpha = 1$, then $\cos_{1}(x) = \cos x$, and $\sin_{1}(x) = \sin x$.

**Notation 2.8:** Let $z = a + ib$ be a complex number, where $i = \sqrt{-1}$, and $a, b$ are real numbers. $a$, the real part of $z$, is denoted by $\text{Re}(z)$; $b$, the imaginary part of $z$, is denoted by $\text{Im}(z)$.

**Proposition 2.9 (fractional Euler’s formula):** Let $0 < \alpha \leq 1$, then

$$
E_{\alpha}(ix^{\alpha}) = \cos_{\alpha}(x^{\alpha}) + isin_{\alpha}(x^{\alpha}).
$$

**Proof**

$$
E_{\alpha}(ix^{\alpha}) = \text{Re}[E_{\alpha}(ix^{\alpha})] + i \text{Im}[E_{\alpha}(ix^{\alpha})]
$$

$$
= \frac{1}{2} [E_{\alpha}(ix^{\alpha}) + E_{\alpha}(-ix^{\alpha})] + i \frac{1}{2i} [E_{\alpha}(ix^{\alpha}) - E_{\alpha}(-ix^{\alpha})]
$$

$$
= \frac{1}{2} \left[ \sum_{k=0}^{\infty} \frac{i^{k} x^{k\alpha}}{\Gamma(k\alpha+1)} + \sum_{k=0}^{\infty} \frac{(-1)^{k} i^{k} x^{k\alpha}}{\Gamma(k\alpha+1)} \right] + i \frac{1}{2i} \left[ \sum_{k=0}^{\infty} \frac{i^{k} x^{k\alpha}}{\Gamma(k\alpha+1)} - \sum_{k=0}^{\infty} \frac{(-1)^{k} i^{k} x^{k\alpha}}{\Gamma(k\alpha+1)} \right]
$$

$$
= \cos_{\alpha}(x^{\alpha}) + isin_{\alpha}(x^{\alpha}).
$$

**Remark 2.10:** If $\alpha = 1$, we obtain Euler’s formula $e^{ix} = \cos x + isin x$.

**Proposition 2.11 (fractional DeMoivre’s formula):** Let $0 < \alpha \leq 1$, and $n$ be a positive integer, then

$$
[\cos_{\alpha}(x^{\alpha}) + isin_{\alpha}(x^{\alpha})]^{n} = \cos_{\alpha}(nx^{\alpha}) + isin_{\alpha}(nx^{\alpha}).
$$

**Proof**

By [9], we have

$$
E_{\alpha}(\lambda x^{\alpha}) \cdot E_{\alpha}(\mu x^{\alpha}) = E_{\alpha}((\lambda + \mu)x^{\alpha}),
$$
for any complex numbers $\lambda, \mu$. Therefore,

$$
E_{\alpha}(\lambda_{1} x^{\alpha}) \cdots E_{\alpha}(\lambda_{n} x^{\alpha}) = E_{\alpha}((\lambda_{1} + \cdots + \lambda_{n})x^{\alpha}),
$$
for any complex numbers $\lambda_{1}, \cdots, \lambda_{n}$.

Let $\lambda_{1} = \cdots = \lambda_{n} = i$, we have
Thus,

\[ (\cos\alpha(x^\alpha) + i\sin\alpha(x^\alpha))^n = [E_\alpha(ix^\alpha)]^n = E_\alpha(inx^\alpha) = \cos\alpha(nx^\alpha) + i\sin\alpha(nx^\alpha). \]

Remark 2.12: Let \( \alpha = 1 \), we get the classical DeMoivre’s formula \((\cos x + isinx)^n = \cos nx + isin nx\).

3. METHODS AND RESULTS

In the following, we give a definition of infinite fractional differentiable function.

Definition 3.1: Assume that \( 0 < \alpha \leq 1 \), \( g(x^\alpha) \) is called a \( \alpha \)-order infinite fractional differentiable function defined on \([a, b]\) if \((aD_x^\alpha)^n[g(x^\alpha)] \) exist for all non-negative integers \( n \).

Next, we have the fractional differential operator theorem.

Theorem 3.2: If \( 0 < \alpha \leq 1 \), \( z \) is a complex variable, \( f(z) = \sum_{n=0}^{\infty} a_n z^n \), and \( g(x^\alpha) \) is a \( \alpha \)-order infinite fractional differentiable function defined on \([a, b]\). Then the fractional differential operator

\[ f\left(aD_x^\alpha\right)[g(x^\alpha)] = \sum_{n=0}^{\infty} a_n \left(aD_x^\alpha\right)^n[g(x^\alpha)]. \]

if \( \sum_{n=0}^{\infty} a_n \left(aD_x^\alpha\right)^n[g(x^\alpha)] \) exists.

Proof

\[ f\left(aD_x^\alpha\right)[g(x^\alpha)] = \left(\sum_{n=0}^{\infty} a_n \left(aD_x^\alpha\right)^n\right)[g(x^\alpha)] \\
= \lim_{m \to \infty} \left(\sum_{n=0}^{m} a_n \left(aD_x^\alpha\right)^n\right)[g(x^\alpha)] \\
= \lim_{m \to \infty} \sum_{n=0}^{m} a_n \left(aD_x^\alpha\right)^n[g(x^\alpha)] \\
= \sum_{n=0}^{\infty} a_n \left(aD_x^\alpha\right)^n[g(x^\alpha)]. \]

Remark 3.3: If \( \alpha = 1 \), then Theorem 3.2 becomes the traditional differential calculus case.

At first, we find the fractional derivatives of fractional polynomial function. The following lemma is needed.

Lemma 3.4: Let \( 0 < \alpha \leq 1 \), and \( n, k \) be non-negative integers. Then

\[ \left(0D_x^\alpha\right)^n[p_k(x^\alpha)] = \begin{cases} p_{k-n}(x^\alpha) & \text{if } k \geq n, \\ 0 & \text{if } k < n. \end{cases} \]

Proof

We know if \( n = 1 \),

\[ \left(0D_x^\alpha\right)^1[p_k(x^\alpha)] = \left(0D_x^\alpha\right)^1 \left[\frac{1}{\Gamma((k-1)\alpha+1)} x^{(k-1)\alpha}\right] = \frac{1}{\Gamma((k-1)\alpha+1)} x^{(k-1)\alpha} = p_{k-1}(x^\alpha). \]

So, by induction, the desired result is easily obtained.

Remark 3.5: If the assumptions are the same as Lemma 3.4, then
\[ \left( \sum_{n=0}^{\infty} a_n \left( \frac{d^a}{x^a} \right)^n \right) [p_k(x^a)] = \sum_{n=0}^{k} a_n p_{k-n}(x^a). \]  

**Proof** \[ \left( \sum_{n=0}^{\infty} a_n \left( \frac{d^a}{x^a} \right)^n \right) [p_k(x^a)] = \sum_{n=0}^{\infty} a_n \left( \frac{d^a}{x^a} \right)^n [p_k(x^a)] \]  
(by Theorem 3.2)

\[ = \sum_{n=0}^{k} a_n p_{k-n}(x^a). \]  
(by Lemma 3.4)

**Example 3.6:** \[ \left( \sin \left( \frac{d^{1/3}}{x^{1/3}} \right) \right) [p_3 \left( x^{1/3} \right)] = \left( \frac{d^{1/3}}{x^{1/3}} - \frac{1}{6} \left( \frac{d^{1/3}}{x^{1/3}} \right)^3 + \cdots \right) [p_3 \left( x^{1/3} \right)] \]

\[ = p_2 \left( x^{1/3} \right) - \frac{1}{6} p_0 \left( x^{1/3} \right) \]

\[ = \frac{1}{\Gamma \left( \frac{2}{3} \right)} x^{2/3} - \frac{1}{6}. \]

Next, we study the fractional derivatives of fractional exponential function. We also need a lemma.

**Lemma 3.7:** Let \( 0 < \alpha \leq 1 \), \( n \) be a positive integer, and \( \lambda \) be a complex number, then

\[ \left( \frac{d^a}{x^a} \right)^n [E_\alpha(\lambda x^a)] = \lambda^n E_\alpha(\lambda x^a). \]  

**Proof** If \( n = 1 \), then \( \left( \frac{d^a}{x^a} \right)^1 [E_\alpha(\lambda x^a)] \]

\[ = \left( \frac{d^a}{x^a} \right)^1 \left[ \sum_{k=0}^{\infty} \frac{\lambda^k k a^a}{\Gamma(ka+1)} \right] \]

\[ = \sum_{k=0}^{\infty} \frac{\lambda^k \left( \frac{d^a}{x^a} \right)^1 [x^{ka}]}{\Gamma(ka+1)} \]

\[ = \sum_{k=1}^{\infty} \frac{\lambda^k \left( \frac{d^a}{x^a} \right)^{k-1} [x^{ka}]}{\Gamma((k-1)a+1)} \]

\[ = \lambda \sum_{k=0}^{\infty} \frac{\lambda^k k a^a}{\Gamma(ka+1)} \]

\[ = \lambda E_\alpha(\lambda x^a). \]

By induction, the desired result holds.

**Theorem 3.8:** Suppose that \( 0 < \alpha \leq 1 \), \( \lambda \) is a complex number, and \( f(z) = \sum_{n=0}^{\infty} a_n z^n \), then

\[ f \left( \frac{d^a}{x^a} \right)[E_\alpha(\lambda x^a)] = f(\lambda) \cdot E_\alpha(\lambda x^a), \]

if \( f(\lambda) \) exists.

**Proof** \[ f \left( \frac{d^a}{x^a} \right)[E_\alpha(\lambda x^a)] \]

\[ = \left( \sum_{n=0}^{\infty} a_n \left( \frac{d^a}{x^a} \right)^n \right) [E_\alpha(\lambda x^a)] \]
\[
\sum_{n=0}^{\infty} a_n \left( \frac{d}{dx} \right)^n \left[ E_\alpha (\lambda x^\alpha) \right] = (\sum_{n=0}^{\infty} a_n \lambda^n) \cdot E_\alpha (\lambda x^\alpha). \\
\text{(by Lemma 3.7)}
\]

\[
f(\lambda) \cdot E_\alpha (\lambda x^\alpha). \quad \text{q.e.d.}
\]

**Corollary 3.9:** The case \( \alpha = 1 \) in Theorem 3.8 is

\[
f \left( \frac{d}{dx} \right) [\exp(\lambda x)] = f (\lambda) \cdot \exp(\lambda x). \quad (21)
\]

**Example 3.10:**

\[
\left( \frac{\exp \left( \frac{\alpha}{\beta} \right)}{\cos \left( \frac{\alpha}{\beta} \right)} \right) \left[ E_{\frac{1}{2}} (4x^{1/2}) \right] = \frac{\exp(4)}{\cos(4)} \cdot E_{\frac{1}{2}} (4x^{1/2}), \quad (22)
\]

and

\[
\left( \frac{\exp \left( \frac{\alpha}{\beta} \right)}{\cos \left( \frac{\alpha}{\beta} \right)} \right) [\exp(4x)] = \frac{\exp(4)}{\cos(4)} \cdot \exp(4x). \quad (23)
\]

We next discuss the fractional derivatives of fractional sine and cosine function. Two lemmas are needed.

**Lemma 3.11:** Assume that \( 0 < \alpha \leq 1 \), \( n \) is a positive integer, and \( b \) is a real number, then

\[
\left( \frac{d}{dx} \right)^n [\sin_\alpha (bx^\alpha)] = b \cos_\alpha (bx^\alpha), \quad (24)
\]

and

\[
\left( \frac{d}{dx} \right)^n [\cos_\alpha (bx^\alpha)] = -b \sin_\alpha (bx^\alpha). \quad (25)
\]

**Proof**

\[
\left( \frac{d}{dx} \right)^n [\sin_\alpha (bx^\alpha)]
\]

\[
= \left( \frac{d}{dx} \right)^n \left[ \sum_{k=0}^{\infty} (-1)^k b^{2k+1} \frac{x^{2k+1} \alpha\Gamma(2k+1)}{\Gamma(2k+1) \alpha+1} \right]
\]

\[
= \sum_{k=0}^{\infty} (-1)^k b^{2k+1} \frac{x^{2k+1} \alpha\Gamma(2k+1)}{\Gamma(2k+1) \alpha+1}
\]

\[
= b \sum_{k=0}^{\infty} (-1)^k b^{2k} x^{2k+1} \frac{\alpha\Gamma(2k+1)}{\Gamma(2k+1) \alpha+1}
\]

\[
= b \cos_\alpha (bx^\alpha).
\]

On the other hand,

\[
\left( \frac{d}{dx} \right)^n [\cos_\alpha (bx^\alpha)]
\]

\[
= \left( \frac{d}{dx} \right)^n \left[ \sum_{k=0}^{\infty} (-1)^k b^{2k+1} \frac{x^{2k+1} \alpha\Gamma(2k+1)}{\Gamma(2k+1) \alpha+1} \right]
\]

\[
= \sum_{k=1}^{\infty} (-1)^k b^{2k} x^{2k+1} \frac{\alpha\Gamma(2k+1)}{\Gamma(2k-1) \alpha+1}
\]

\[
= -b \sum_{k=0}^{\infty} (-1)^k b^{2k} x^{2k+1} \frac{\alpha\Gamma(2k+1)}{\Gamma(2k+1) \alpha+1}
\]

\[
= -b \sin_\alpha (bx^\alpha). \quad \text{q.e.d.}
\]

**Lemma 3.12:** Suppose that the assumptions are the same as Lemma 3.10, then
\[
\left( \frac{d^n}{dx^n} \sin_{\alpha}(bx^{\alpha}) \right) = b^n \left[ \cos \frac{n\pi}{2} \cdot \sin_{\alpha}(bx^{\alpha}) + \sin \frac{n\pi}{2} \cdot \cos_{\alpha}(bx^{\alpha}) \right], \quad (26)
\]

and
\[
\left( \frac{d^n}{dx^n} \cos_{\alpha}(bx^{\alpha}) \right) = b^n \left[ \cos \frac{n\pi}{2} \cdot \cos_{\alpha}(bx^{\alpha}) - \sin \frac{n\pi}{2} \cdot \sin_{\alpha}(bx^{\alpha}) \right]. \quad (27)
\]

**Proof** Using Lemma 3.10 and by induction, the desired results are easily obtained. q.e.d.

**Remark 3.13:** In Lemma 3.12, if \( \alpha = 1 \), we obtain the classical differential cases:
\[
\frac{d^n}{dx^n} \sin(bx) = b^n \sin \left( bx + \frac{n\pi}{2} \right),
\]

and
\[
\frac{d^n}{dx^n} \cos(bx) = b^n \cos \left( bx + \frac{n\pi}{2} \right). \quad (29)
\]

**Theorem 3.14:** Let the assumptions be the same as Lemma 3.10, and \( f(z) = \sum_{n=0}^{\infty} a_n z^n \), then
\[
f \left( \frac{d^n}{dx^n} \sin_{\alpha}(bx^{\alpha}) \right) = \text{Re}[f(ib)] \cdot \sin_{\alpha}(bx^{\alpha}) + \text{Im}[f(\sqrt{b})] \cdot \cos_{\alpha}(bx^{\alpha}),
\]

and
\[
f \left( \frac{d^n}{dx^n} \cos_{\alpha}(bx^{\alpha}) \right) = \text{Re}[f(\sqrt{b})] \cdot \cos_{\alpha}(bx^{\alpha}) - \text{Im}[f(\sqrt{b})] \cdot \sin_{\alpha}(bx^{\alpha}), \quad (31)
\]

if \( f(\sqrt{b}) \neq 0 \).

**Proof**
\[
f \left( \frac{d^n}{dx^n} \sin_{\alpha}(bx^{\alpha}) \right) = \left( \sum_{n=0}^{\infty} a_n \left( \frac{d^n}{dx^n} \right)^n \sin_{\alpha}(bx^{\alpha}) \right)
\]

\[
= \sum_{n=0}^{\infty} a_n \left( \frac{d^n}{dx^n} \right)^n \sin_{\alpha}(bx^{\alpha})
\]

\[
= \sum_{n=0}^{\infty} a_n \cdot b^n \left[ \cos \frac{n\pi}{2} \cdot \sin_{\alpha}(bx^{\alpha}) + \sin \frac{n\pi}{2} \cdot \cos_{\alpha}(bx^{\alpha}) \right] \quad \text{(by Eq. (26))}
\]

\[
= \sum_{n=0}^{\infty} a_n \cdot b^n \left[ \text{Re} \left[ e^{\frac{n\pi}{2}} \right] \cdot \sin_{\alpha}(bx^{\alpha}) + \text{Im} \left[ e^{\frac{n\pi}{2}} \right] \cdot \cos_{\alpha}(bx^{\alpha}) \right]
\]

\[
= \left( \sum_{n=0}^{\infty} a_n \cdot \text{Re} \left[ (ib)^n \right] \right) \cdot \sin_{\alpha}(bx^{\alpha}) + \left( \sum_{n=0}^{\infty} a_n \cdot \text{Im} \left[ (ib)^n \right] \right) \cdot \cos_{\alpha}(bx^{\alpha})
\]

\[
= \text{Re} \left[ \sum_{n=0}^{\infty} a_n \cdot (ib)^n \right] \cdot \sin_{\alpha}(bx^{\alpha}) + \text{Im} \left[ \sum_{n=0}^{\infty} a_n \cdot (ib)^n \right] \cdot \cos_{\alpha}(bx^{\alpha})
\]

\[
= \text{Re} \left[ f(\sqrt{b}) \right] \cdot \sin_{\alpha}(bx^{\alpha}) + \text{Im} \left[ f(\sqrt{b}) \right] \cdot \cos_{\alpha}(bx^{\alpha}).
\]

Similarly,
\[
f \left( \frac{d^n}{dx^n} \cos_{\alpha}(bx^{\alpha}) \right) = \left( \sum_{n=0}^{\infty} a_n \left( \frac{d^n}{dx^n} \right)^n \cos_{\alpha}(bx^{\alpha}) \right)
\]

\[
= \sum_{n=0}^{\infty} a_n \left( \frac{d^n}{dx^n} \right)^n \cos_{\alpha}(bx^{\alpha})
\]
Theorem 4.1: Suppose that \( 0 < \alpha \leq 1 \), \( n \) is a positive integer, \( a_0, a_1, \ldots, a_n \) are real constants, and \( a_n \neq 0 \). The non-homogeneous linear FDE with constant coefficients

\[
\left( a_n \frac{D_\alpha^2}{\partial x^2} \right)^n + a_{n-1} \left( \frac{D_\alpha^2}{\partial x^2} \right)^{n-1} + \cdots + a_1 \frac{D_\alpha^2}{\partial x^2} + a_0 \right) y(x^\alpha) = g(x^\alpha) \tag{34}
\]

has the particular solution

\[
y_p(x^\alpha) = \left( \frac{1}{a_n \left( \frac{D_\alpha^2}{\partial x^2} \right)^n + a_{n-1} \left( \frac{D_\alpha^2}{\partial x^2} \right)^{n-1} + \cdots + a_1 \frac{D_\alpha^2}{\partial x^2} + a_0} \right) g(x^\alpha). \tag{35}
\]

Proof Since

\[
\left( a_n \frac{D_\alpha^2}{\partial x^2} \right)^n + a_{n-1} \left( \frac{D_\alpha^2}{\partial x^2} \right)^{n-1} + \cdots + a_1 \frac{D_\alpha^2}{\partial x^2} + a_0 \right) \left( \frac{1}{a_n \left( \frac{D_\alpha^2}{\partial x^2} \right)^n + a_{n-1} \left( \frac{D_\alpha^2}{\partial x^2} \right)^{n-1} + \cdots + a_1 \frac{D_\alpha^2}{\partial x^2} + a_0} \right) g(x^\alpha) = g(x^\alpha),
\]

the desired result holds. q.e.d.

The case \( \alpha = 1 \) in Theorem 4.1 is the traditional non-homogeneous linear ordinary differential equation with constant coefficients result.

Corollary 4.2: The non-homogeneous linear ordinary differential equation with constant coefficients
Theorem 4.3: If the assumptions are the same as Theorem 4.1, and A, B, C, D, b are real numbers. Let 
\[ f(z) = \frac{1}{a_0z^n + a_{-1}z^{n-1} + \cdots + a_1z + a_0} = \sum_{m=0}^{\infty} c_m z^m. \] 
Consider the non-homogeneous linear FDE with constant coefficients 
\[ \left( a_n \mathcal{D}^{\alpha}_x^n + a_{n-1} \mathcal{D}^{\alpha-1}_x + \cdots + a_1 \mathcal{D}^{\alpha-1}_x + a_0 \right) [y(x)] = g(x). \]  
(38)

Case 1. If \( g(x^\alpha) = A \cdot p_k(x^\alpha) \), then Eq. (38) has the particular solution 
\[ y_p(x^\alpha) = A \cdot \sum_{m=0}^{\infty} c_m p_{k-m}(x^\alpha). \]  
(39)

Case 2. If \( g(x^\alpha) = B \cdot E_\alpha(bx^\alpha) \), then 
\[ y_p(x^\alpha) = \frac{B}{a_n b^n + a_{n-1} b^{n-1} + \cdots + a_1 b + a_0} \cdot E_\alpha(bx^\alpha), \]  
(40)

if \( a_n b^n + a_{n-1} b^{n-1} + \cdots + a_1 b + a_0 \neq 0 \).

Case 3. If \( g(x^\alpha) = C \cdot \sin_{\alpha}(bx^\alpha) \), we obtain 
\[ y_p(x^\alpha) = C \cdot \{ \text{Re}[f(ib)] \cdot \sin_{\alpha}(bx^\alpha) + 1\text{m}[f(ib)] \cdot \cos_{\alpha}(bx^\alpha) \}. \]  
(41)

if \( a_n(b)^n + a_{n-1}(b)^{n-1} + \cdots + a_1(b) + a_0 \neq 0 \).

Case 4. If \( g(x^\alpha) = D \cdot \cos_{\alpha}(bx^\alpha) \), then 
\[ y_p(x^\alpha) = D \cdot \{ \text{Re}[f(ib)] \cdot \cos_{\alpha}(bx^\alpha) - 1\text{m}[f(ib)] \cdot \sin_{\alpha}(bx^\alpha) \}. \]  
(42)

if \( a_n(b)^n + a_{n-1}(b)^{n-1} + \cdots + a_1(b) + a_0 \neq 0 \).

Proof By Theorem 3.5, Theorem 3.8, and Theorem 3.14, the Case 1-4 hold. q.e.d.

The case \( \alpha = 1 \) is in Theorem 4.3 is the result of the non-homogeneous linear ordinary differential equation with constant coefficients.

Corollary 4.4: If the assumptions are the same as Theorem 4.3. Consider the non-homogeneous linear ordinary differential equation with constant coefficients 
\[ \left( a_n \frac{d^n}{dx^n} + a_{n-1} \frac{d^{n-1}}{dx^{n-1}} + \cdots + a_1 \frac{d}{dx} + a_0 \right) [y(x)] = g(x). \]  
(43)

Case 1. If \( g(x) = A \cdot p_k(x) = \frac{A}{k!} x^k \), then the particular solution of Eq. (43) is
Case 2. If \( g(x) = B \cdot \exp(bx) \), we have
\[
y_p(x) = \frac{B}{a_n b^n + a_{n-1} b^{n-1} + \cdots + a_1 b + a_0} \exp(bx),
\]
if \( a_n b^n + a_{n-1} b^{n-1} + \cdots + a_1 b + a_0 \neq 0 \).

Case 3. If \( g(x) = C \cdot \sin(bx) \), then
\[
y_p(x) = C \cdot \left( \Re[f(ib)] \cdot \sin(bx) + \Im[f(ib)] \cdot \cos(bx) \right),
\]
if \( a_n (ib)^n + a_{n-1} (ib)^{n-1} + \cdots + a_1 (ib) + a_0 \neq 0 \).

Case 4. If \( g(x) = D \cdot \cos(bx) \), then
\[
y_p(x) = D \cdot \left( \Re[f(ib)] \cdot \cos(bx) - \Im[f(ib)] \cdot \sin(bx) \right),
\]
if \( a_n (ib)^n + a_{n-1} (ib)^{n-1} + \cdots + a_1 (ib) + a_0 \neq 0 \).

Next, we give some examples to illustrate our results.

**Example 4.5:** The particular solution of the non-homogeneous linear FDE with constant coefficients
\[
\left( 5 \left( \frac{1}{2} D_x \right)^{1/2} - 2 \left( \frac{1}{2} D_x \right)^2 - 4 \frac{1}{2} D_x + 3 \right) \left[ y \left( \frac{1}{2} \right) \right] = 6 \cdot p_2 \left( x^{1/2} \right)
\]
is

\[
y_p \left( x^{1/2} \right) = \left( 5 \left( \frac{1}{2} D_x \right)^{1/2} - 2 \left( \frac{1}{2} D_x \right)^2 - 4 \frac{1}{2} D_x + 3 \right) \left[ 6 \cdot p_2 \left( x^{1/2} \right) \right]
\]
\[
= 6 \left( \frac{1}{3} + \frac{4}{9} \frac{1}{2} D_x + \frac{22}{27} \left( \frac{1}{2} D_x \right)^2 + \cdots \right) \left[ p_2 \left( x^{1/2} \right) \right]
\]
\[
= 6 \left( \frac{1}{3} p_2 \left( x^{1/2} \right) + \frac{4}{9} p_1 \left( x^{1/2} \right) + \frac{22}{27} p_0 \left( x^{1/2} \right) \right)
\]
\[
= 2 \cdot p_2 \left( x^{1/2} \right) + \frac{8}{3} \cdot p_1 \left( x^{1/2} \right) + \frac{44}{9} \cdot p_0 \left( x^{1/2} \right)
\]
\[
= 2x + \frac{16}{3\sqrt{3}} x^{1/2} + \frac{44}{9}.
\]

**Example 4.6:**
\[
\left( \left( \frac{1}{3} D_x \right)^{1/3} + 2 \frac{1}{3} D_x + 3 \right) \left[ y \left( x^{1/3} \right) \right] = 4 \cdot E_{1/3} \left( 2x^{1/3} \right)
\]
has the particular solution
\[
y_p \left( x^{1/3} \right) = \frac{4}{11} \cdot E_{1/3} \left( 2x^{1/3} \right).
\]
Example 4.7: The particular solution of

\[
\left(2 \left(\frac{d^{1/4}}{dx^{1/4}}\right)^2 - 4 \cdot \frac{d^{1/4}}{dx^{1/4}} + 1\right) [y(x^{1/4})] = \sin_{1/4}(3x^{1/4})
\]  

is

\[
y_p(x^{1/4}) = \left(\frac{1}{2\left(\frac{d^{1/4}}{dx^{1/4}}\right)^2 - 4 \cdot \frac{d^{1/4}}{dx^{1/4}} + 1}\right) \sin_{1/4}(3x^{1/4})
\]

\[
= -\frac{17}{433} \cdot \sin_{1/4}(3x^{1/4}) + \frac{12}{433} \cdot \cos_{1/4}(3x^{1/4}). \quad \text{(by Eq. (32))}
\]  

Example 4.7:

\[
\left(3 \left(\frac{d^{1/2}}{dx^{1/2}}\right)^3 + 5 \left(\frac{d^{1/2}}{dx^{1/2}}\right)^2 - 7 \cdot \frac{d^{1/2}}{dx^{1/2}} - 4\right) [y(x^{1/2})] = \cos_{1/2}(6x^{1/2})
\]

has the particular solution

\[
y_p(x^{1/2}) = \left(\frac{1}{3\left(\frac{d^{1/2}}{dx^{1/2}}\right)^3 + 5\left(\frac{d^{1/2}}{dx^{1/2}}\right)^2 - 7 \cdot \frac{d^{1/2}}{dx^{1/2}} - 4}\right) \cos_{1/2}(6x^{1/2})
\]

\[
= -\frac{184}{509956} \cdot \cos_{1/2}(6x^{1/2}) - \frac{690}{509956} \cdot \sin_{1/2}(6x^{1/2}). \quad \text{(by Eq. (33))}
\]

5. CONCLUSION

There are several methods to find the particular solution of fractional differential equations, and the solution depends on the type of fractional derivative used. In the present paper, the fractional differential operator method are used to obtain the particular solution of non-homogeneous linear FDE with constant coefficients, depends on Jumarie type of modified R-L fractional derivative. Some examples proposed in this article concerned with the fractional derivatives of some fractional functions, and their applications to demonstrate the validity of our results.

At the same time, our method is the generalization of the one to obtain the particular solution of classical non-homogeneous linear differential equations with constant coefficients.
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