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Abstract

Frame duplication is to duplicate a sequence of consecutive frames and insert or replace to conceal or imitate a specific event/content in the same source video. To automatically detect the duplicated frames in a manipulated video, we propose a coarse-to-fine deep convolutional neural network framework to detect and localize the frame duplications. We first run an I3D network [2] to obtain the most candidate duplicated frame sequences and selected frame sequences, and then run a Siamese network with ResNet network [6] to identify each pair of a duplicated frame and the corresponding selected frame. We also propose a heuristic strategy to formulate the video-level score. We then apply our inconsistency detector fine-tuned on the I3D network to distinguish duplicated frames from selected frames. With the experimental evaluation conducted on two video datasets, we strongly demonstrate that our proposed method outperforms the current state-of-the-art methods.

1. Introduction

Due to the wide-spread availability of increasingly sophisticated and low-cost digital multimedia devices, a vast amount of digital videos are available everywhere in our daily life. With the development of video editing techniques, multiple image/video editing tools are accessible so that it is easy to duplicate and manipulate the content of digital videos. Video forensics, which aims to look for features that can distinguish video forgeries from original videos, has become more and more important to identify the authenticity of videos in the field of information security.

Frame duplication was firstly proposed by Wang and Faird [25] in 2006 and it refers that some frames selected from a video are duplicated to extend or replace a specific object/event in the same source video. In this way, a specific event/event are concealed or imitated in the same video. For example, in a video of a car accident, the portion of the car accident can be concealed by pasting a duplicated sequence from the same video, which may also destroy the time consistency information and mislead the subsequent investigations. Therefore, detecting frame duplication manipulation in a video is becoming increasingly important.

As illustrated in Figure 1, there are two frame sequences are duplicated in the manipulated video after copy the red frame sequences from the original video and insert them between the green and blue frame sequences. Given a testing video, the task is to detect whether there are frames duplicated without any known information about the original video. It has become complicated to comprehend and differentiate an authentic video from a tampered one. This is due to the several forgery methods that the public can avail with, which as a result, recordings of video processing have become a great challenge.

In recent years, multiple blind digital video forgery detection approaches have been employed to solve this challenging problem. Wang and Faird [25] proposed a frame duplication detection algorithm based on a correlation coef-
icient matrix. However, such an algorithm requires heavy computational load due to a large amount of correlation calculation. Lin et al. [11] proposed to use histogram difference (HD) instead of correlation coefficients as the detection features. The drawback is that the HD features do not show strong robustness against common video operations or attacks. Hu et al. [7] propose a new algorithm to detect duplicated frames based on video sub-sequence fingerprints extracted from the DCT coefficients. Yang et al. [29] propose an effective similarity-analysis-based method for frame duplication detection that is implemented in two stages, in which the features are obtained via SVD. Although deep learning solutions, especially the convolution neural networks, have demonstrated promising performance in solving many challenge vision problems such as large-scale image recognition [6, 18], object detection [16, 3, 19] and visual captioning [21, 1, 30], no deep learning solutions have been developed for this specific task so far, which motivates us to fill this gap.

In this paper, we propose a novel coarse-to-fine deep learning framework for frame duplication detection and localization in video forgery. As illustrated in the pipeline Figure 2, we make full use the I3D network [2] to narrow the search space and improve the efficiency, as well as to measure the inconsistency to distinguish duplicated frames from the selected frames, after the frame duplication confirmed by the Siamese network composed by ResNet network [6]. With the I3D network, our proposed framework is able to explore both spatial and temporal underlying relationship in a video, and with the ResNet work, we are able to extract the powerful frame-level features to guarantee high accuracy. We also propose a heuristic strategy to formulate the video-level detection score based on the intuition that the more possible frames duplicated, the smaller value of the minimum distance between duplicated frames and selected frames, and the larger gap between the selected frames and the duplicated frames, then likelihood of frame duplication existed in the video is much higher.

Different from most of the methods, we consider the consistency between two consecutive frames from a 16-frame video clip rather than only two frames. We include the previous 8 frames and the next 8 frames and set these two consecutive frames as the 8-th frame and the 9-th frame in a video clip. This treatment is able to well explore the temporal-context information. Inspired by Long et al.’s approach [12] for frame drop detection based on the assumption of inconsistency between consecutive frames, we fine-tune a I3D network to cover three-category, i.e., “none”, “frame drop”, and “shot break”. Therefore, we are able to use the learned I3D network and combine it with the feature distance between any two consecutive frames to formulate an inconsistency detector to distinguish duplicated frames from the selected frames for either one-shot video or multi-shot videos.

To sum, the contribution of this paper lies in four-folds.

- We propose a novel coarse-to-fine deep learning framework for frame duplication detection and localization in video forgery. In such a framework, both the I3D network and the ResNet work have been well incorporated.
- We develop a heuristic formulation for video-level detection score, which leads to significant improvement in detection performance.
- We design an inconsistency detector based on the fine-tuned I3D network which covers three categories (i.e., “none”, “frame drop”, and “shot break”) to distinguish duplicated frames from the selected frames.
- We conduct experiments on two video forgery datasets and the outperformance strongly demonstrates the effectiveness of the proposed method.

2. Related work

The related work can be divided into two categories, i.e., inter-frame forgery and copy-move forgery.

Inter-frame forgery refers to consecutive frame deletion and consecutive frame duplication. For features which are copied, either spatially or temporally. Keypoints are remarkable nearby patches recognized over distinctive scales. Keypoint-based methodologies can be further subdivided into classifications: direction based [5, 10], keyframe-based coordinating [9] and visual words based [17]. In particular, keyframe based feature has been indicated to display incredible execution for close video picture/feature identification [9].

In addition to keypoint-based feature, Wu et al. [27] proposes a velocity field consistency based approach to detect inter-frame forgery. This method is able to distinguish the forgery types, identify the tampered video and locate the manipulated positions in forged videos as well. Wang et al. [23] propose to make full use of the consistency of the correlation coefficients of gray values to classify original videos and inter-frame forgeries. They also propose an optical flow method [24] based on the assumption that the optical flows are consistent in an original video, while in forgeries the consistency will be destroyed. The optical flow is extracted as distinguishing feature to identify inter-frame forgeries through a Support Vector Machine (SVM) classifier to recognize frame insertion and frame deletion forgeries.

Recently, Huang et al. [8] proposed a fusion of audio forensics detection methods for video inter-frame forgery. Zhao et al. [31] developed a similarity analysis based method to detect inter-frame forgery in a video shot. In
this method, the HSV color histogram is calculated to detect and locate tampered frames in the shot, and then the SURF feature extraction and FLANN (Fast Library for Approximate Nearest Neighbors) matching are used for further confirmation.

Copy-move forgery is created by copying and pasting content within the same image, and potentially post-processing it \cite{4}. Different methodologies have high reckoning time and not suitable for ongoing applications, for example, PCA, DWT, or SVD. For example, Wang et al. \cite{22} propose a dimensionality diminishment based system and utilizes PCA (Principal Component Analysis) on the different pieces in a substitute mode. The drawback is that for dark scale pictures furthermore forms each shading direct in shading pictures and PCA is for recognition the fakes. Mohamadian et al. \cite{13} develop a Singular Value Decomposition (SVD) based method in which the image is isolated into numerous little covering squares and after that SVD is requested to remove the copied frames. Its shortcoming is that the method is not for shading pictures.

Recently, Yang et al. \cite{28} proposed a copy-move forgery detection based on a modified SIFT-based detector. Wang et al. \cite{26} presented a novel block-based robust copy-move forgery detection approach using invariant quaternion exponent moments and the falsely matched block pairs are removed by customizing the random sample consensus with QEMs magnitudes differences. It is robust to handle noise addition, lossy compression, scaling, and rotation, when compared to conventional copy-move forgeries detection techniques.

### 3. The proposed deep learning approach

As shown in the Figure \ref{fig:testing_video}, given a testing video, our proposed framework is able to detect and localize the frame duplication manipulation. The first I3D network is used to produce sequence-to-sequence matrix in the coarse-search stage. The Siamese network is then applied to conduct fine-search and verify whether there existing frame duplications. Following the Siamese network, an inconsistency detector is utilized to further distinguish duplicated frames from selected frames.

For the details, we are going to describe each step in the following subsections.

#### 3.1. Coarse search to the determine the candidate

In order to improve the efficiency and narrow the search space, we split a video into $N$ overlapped frame sequences, of which each sequence has 64 frames and the number of overlapped frames is 16. Instead of using C3D network \cite{20}, we choose I3D Network \cite{2} due to three reasons: (1) it inflates 2D ConvNets into 3D (filters are typically square and we just make them cubic $N \times N$ filters become $N \times N \times N$); (2) it bootstraps 3D filters from 2D Filters to bootstrap parameters from the pre-trained ImageNet models, and (3) it paces receptive field growth in space, time and network depth.

In this paper, we apply the pre-trained off-the-shelf I3D network to extract the feature vector for four 16-frame window and then contact them together to get the sequence feature, $f_i = \text{concat}(f_{i-16}^1, f_{i-16}^2, f_{i-48}^3, f_{i-48}^4)$. We observe that most of time is spent on pre-processing. To improve the testing speed, we can calculate the first $k$ RGB-data and flow-data only. For the next consecutive input video clip, we can copy $(k-1)$ RGB-data and flow-data from the previous video clip, and only calculate the last RGB-data and flow-data. In this way, we can significantly improve the testing speed.

Based on the sequence features, we can calculate the sequence-to-sequence distance matrix by L2 distance. If the distance is smaller than the threshold $T_1$, then this indicates that these two frame sequences are likely duplicated for further confirmation.

#### 3.2. Refine detection via Siamese network

For the further refinement, we continue to evaluate the similarity between any pair of two frames, i.e., a duplicated frame and the corresponding selected frame. Siamese networks are a particular type of neural network architecture, which learns to differentiate between two inputs. It consists of two identical neural networks by sharing the exactly same parameters, each taking one of the two input images. And a contrastive loss function is applied to the last layers to calculate the similarity between the two images. In principle, we can choose any neural networks to extract feature for each frame.

In this paper, we choose the ResNet network \cite{6} with 152 layers. We connect the second last layer with contrastive loss function and each loss value associated with the distance between a pair of frames is formulated into the frame-to-frame distance matrix, in which the distance is normalized to the range $[0, 1]$. For the distance is smaller than the threshold $T_2$, then that indicates these two frames are more likely to be duplicated frames. For those videos which have multiple consecutive frames duplicated, then there will be a line parallel to the diagonal line in the visualization of the distance matrix, as plotted in Figure \ref{fig:testing_video3}.

It worth mentioning that we provide both frame-level and video-level score to evaluation the likelihood of frame duplication. For the frame-level score, we can use the value in the frame-to-frame distance directly. For the video-level score, we propose a heuristic strategy to formulate the confidence value. For a videos, we first find the minimal value of distance $d_{\text{min}} = d(i_{\text{min}}, j_{\text{min}})$ where $i_{\text{min}}, j_{\text{min}} = \arg \min_{0 \leq i < j \leq n} d(i, j)$ in the frame-to-frame distance matrix,
Figure 2: The pipeline for frame duplication detection and localization. Given a testing video, we first run the I3D network to extract deep spatial-temporal feature and build the coarse sequence-to-sequence distance to determine the possible frame sequences that are likely to have frame duplication. And then apply a ResNet-based Siamese network to further confirm whether there exists frame duplication manipulation. For the further identification of the video temporal localization, we apply an I3D based inconsistency detector to distinguish the duplicated frames from the selected frames. In this way, we achieve the goal to identify whether there is frame duplication manipulation and localize the specific frame indexes for the possible duplicated frame sequence.

Figure 3: The illustration of frame-to-frame distance matrix for frame duplication.

$$k_1 = \arg \max_k \left\{ |d(i_{\text{min}} - k, j_{\text{min}} - k) - d_{\text{min}}| \leq \epsilon \right\}$$

and

$$k_2 = \arg \max_k \left\{ |d(i_{\text{min}} + k, j_{\text{min}} + k) - d_{\text{min}}| \leq \epsilon \right\}$$

where $\epsilon = 0.01$ and then the possible length of duplicated can be defined as:

$$l = k_1 + k_2 + 1$$

Based on the intuition that the more possible frames duplicated, the smaller value of $d_{\text{min}}$, and the larger distance between the selected frames and the duplicated frames, then likelihood of frame duplication existed in the video is much higher, we can formulate the video-level confidence score as follows:

$$F_{\text{video}} = -\frac{d_{\text{min}}}{l \times (j_{\text{min}} - i_{\text{min}})}$$

3.3. Inconsistency detector for accurate localization

For the detected frame duplication, we need to distinguish the duplicated frames from selected frames based on the assumption that the duplicated frames have inconsistency at both the beginning and the end of the sequence. We make full use of both spatial and temporal information to train an inconsistency detector and obtain a score. We shall emphasize that scores obtained from the C3D-based video network [12] for frame drop detection can be used to measure the inconsistency. However, this only works for those videos assumed in one single shot scene. To make it more generalized, we extend the binary case detector to three-category, i.e., “none”, “frame drop”, and “shot break”.

Figure 4: The confusion matrix for three categories in two consecutive frames.
Note that shot-break videos are obtained from TRECVID 2007 dataset, and we only use the hard-cut since soft-cut gradually changes and has strong consistency between any two consecutive frames. Instead of using only one RGB stream data as input, we replace the C3D network with I3D network to incorporate the optical flow data stream. The confusion matrix in Figure 4 has illustrated the effectiveness of our I3D network based inconsistency detector.

Based on the output scores for the three categories from the I3D network, i.e., $S_{\text{none}}^{\text{I3D}}(i)$, $S_{\text{drop}}^{\text{I3D}}(i)$, and $S_{\text{break}}^{\text{I3D}}(i)$, we formulate the confidence score of inconsistency as the following function

$$S(i) = S_{\text{drop}}^{\text{I3D}}(i) + S_{\text{break}}^{\text{I3D}}(i) - \lambda S_{\text{none}}^{\text{I3D}}(i)$$  \hspace{1cm} (5)

where $\lambda$ is the weight parameter. In this paper, we set $\lambda = 0.1$.

We assume the selected frames are most consistent at both the beginning and the end of the duplicated frames. As illustrated in Figure 5, given a pair of frame sequences that are potentially duplicated, $[i, i + l]$ and $[j, j + l]$, we compare two scores, i.e.,

$$s_1 = \sum_{k=-\text{wind}}^{\text{wind}} S(i - 1 + k) + S(i + l + k)$$  \hspace{1cm} (6)

and

$$s_2 = \sum_{k=-\text{wind}}^{\text{wind}} S(j - 1 + k) + S(j + l + k)$$  \hspace{1cm} (7)

where $\text{wind}$ is the window size we check the inconsistency at both the beginning and the end of the sequence. In this paper, we set $\text{wind} = 3$ to avoid the failure cases where a few start or end frames miss detected. If $s_1 > s_2$, then the duplicated frame segment is $[i, i + l]$. Otherwise, the duplicated frame segmentation is $[j, j + l]$. As shown in Figure 5, our modified I3D network is able to measure the consistency between consecutive frames.

4. Experiment

We evaluate our proposed method on self-collected video dataset and the Media Forensics Challenge 2018 (MFC2018) dataset \[14\].

Our self-collected video dataset is obtained through taking frame duplication manipulation on the 75 raw static camera videos from VIRAT dataset \[15\] and 85 dynamic iPhone videos from the World dataset \[2\]. We randomly select frame sequences with the duration 0.5s, 1s, 2s, 5s and 10s, and then insert them into the same source videos. We consider the X264 video codec, and use 30 fps frame rate to generate the manipulated videos. Note that we apply restrictively avoid the selected frames and the duplicated frames are overlapped in the same video. Since we have the frame-level ground truth, we can use it for frame-level performance evaluation.

The MFC2018 dataset is the second annual evaluation to support research and help advance the state of the art for image and video forensics technologies that determine the region and type of manipulations in imagery (image/video data) and the phylogenetic process that modified the imagery. The MFC2018 evaluation is currently being designed building off experience from the NC2017 Evaluation. It consists of Dev dataset and Eval dataset, which we denote as the MFC2018-Dev dataset and the MFC2018-Eval dataset, respectively.

There are 231 videos in the MFC2018-Dev dataset and 1036 videos in the MFC2018-Eval dataset. The video codec used is H.264. The duration of each video is in the range from 2s to 3 minutes. The frame rate for most of the videos is 29-30 fps, while a smaller number of videos are 10 or 60 fps and only 5 videos are with larger than 240 fps. We opt out 2 videos which have less than 17 frames because the input for the I3D network should have at least 17 frames. We also opt out those 5 videos with large frame rates (>220 FPS), since the frame rate for our training videos is not so high. We use the remaining 1460 videos to conduct the video-level performance evaluation.

The detection task is to detect whether or not a video or a frame has been manipulated with frame duplication manipulation, while the localization task to localize the duplicated frames index. For the measurement metrics, we use the per-

\[1\] URL: https://medifor.rankone.io/

\[2\] The dataset is available via an imagery browser RankOne with URL: https://medifor.rankone.io/.

Figure 5: The illustration of distinguishing duplicated frames from the selected frames. The index ranges for the red frame sequence and the blue sequence are [60, 168] and [190, 298], respectively. $s_1$ and $s_2$ are the corresponding inconsistency scores. Obviously, $s_1 > s_2$, which indicates that the red sequence is duplicated frames as expected.
formance measures of AUC (area under the curve) for the detection task, and use the Matthews correlation coefficient

\[ MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}} \]  

for localization evaluation, where TP, FP, TN, FN represent true positive, false positive, true negative and false negative, respectively.

4.1. Frame-level performance on our self-collected dataset

To better verify the effectiveness of deep learning solution in frame-duplication detection, we consider two baselines. One is Lin et al.'s method [11] which uses histogram difference (HD) instead of correlation coefficients as the detection features. The other one is Yang et al.'s method [29] which is an effective similarity-analysis-based method for frame duplication detection that is implemented in two stages. Features are obtained via SVD. Both these two methods, denoted as “Lin 2012” and “Yang 2016” respectively, are using traditional feature extraction.

Table 1: The AUC performance for frame-level frame duplication detection on the videos with X264 codec.(unit: %)

| Method  | Iphone 4 videos | Surveillance videos |
|---------|-----------------|---------------------|
| Lin 2012 [11] | 99.5            | 83.0                |
| Yang 2016 [29] | 60.2            | 55.7                |
| CNN (Ours)        | **99.9**        | **97.8**            |

We run our proposed CNN method and the above two baselines on our self-collected videos with X264 codecs and the results are summarized in Table 1. As we can see, due to the X264 codec, the contents of the duplicated frames have been affected so that we cannot expect 100% accuracy for all the methods. In this case, our proposed CNN method still outperforms the traditional methods.

To help readers better understand the comparison, we provide the visualization of the normalized distances between the selected frames and the duplicated frames in Figure 6, from which we can see our proposed CNN method always performs the best for both the iPhone 4 video and the surveillance video. All these observations strongly demonstrate the effectiveness of deep learning for frame duplication detection.

4.2. Video-level performance on the MFC2018 dataset

It is worth mentioning that the duplicated videos in the MFC2018 dataset are usually with multiple manipulations, and this makes the content between the selected frames and duplicated frames are affected more or less. Therefore, the testing video in both the MFC2018-Dev and the MFC2018-Eval datasets are very challenging.

We run our proposed CNN method and the two baselines, i.e., “Lin 2012” and “Yang 2016” on these two datasets. To verify the effectiveness of our video-level confidence score defined in Equation 4, we take the minus minimum distance (i.e., \( -d_{min} \)) as a direct alternative strategy to compare with. To distinguish these two strategies, we use post-fix “+conf score” and “+ mmin score” to indicate
them. The detection results are summarized in Figure 7 and Figure 8.

As we can observe, (1) as expected, our proposed method always outperform both “Lin 2012” and “Yang 2016”, no matter using “+conf score” or using “+mmin score”; (2) using “+conf score” performs significantly better than using “+mmin score”, especially for “Lin 2012” and “Yang 2016” methods in which the AUC improvement is higher than 20% on both the MFC2018-Dev dataset and the MFC2018-Eval dataset; (3) with “+conf score”, all these three methods achieve a high correct detection rate at low false alarm rate; (4) using “+conf score”, our proposed method obtains 99.97% (very close to 100.0%) AUC performance on the MFC2018-Dev dataset, and also achieves 94.91% AUC on the MFC2018-Eval dataset. Obviously, our proposed video-level confidence score ensures a good ranking order to distinguish videos with frame duplication manipulation from those without this kind of manipulation. Such observations indicate the promising advantage of our proposed method.

Table 2: The MCC performance for video temporal localization on the MFC2018 dataset.

| Method              | MFC2018-Dev | MFC2018-Eval |
|---------------------|-------------|-------------|
| Lin 2012 [11]       | 0.2277      | 0.1681      |
| Yang 2016 [29]      | 0.1449      | 0.1548      |
| CNN w/ ResNet       | 0.4618      | 0.3234      |
| CNN w/ C3D          | 0.6028      | 0.3488      |
| CNN w/ I3D          | 0.6612      | 0.3606      |

Table 3: The video temporal localization performance on the MFC2018 dataset. Note √, × and ⊗ indicate correct cases, incorrect cases and ambiguously incorrect cases, respectively. And #(.) indicates the number of a kind of specific cases.

| Dataset             | #(√) | #(×) | #(⊗) |
|---------------------|------|------|------|
| MFC2018-Dev         | 14   | 6    | 1    |
| MFC2018-Eval        | 33   | 38   | 15   |

With regards to the temporal localization evaluation, we use the feature distance between any two consecutive frames for the two competitive baselines. For our proposed CNN method with the I3D network as inconsistency detector denoted as “CNN w/ I3D”, we also provide two variants by replacing our inconsistency detector with the ResNet network feature distance $S_{Res}^{Res}(i)$ only or the C3D network’s output scores $S_{C3D}^{Res}(i) - \lambda S_{I3D}^{Res}(i)$ in [12] instead. We use “CNN w/ ResNet” and “CNN w/ C3D” to indicate these two variants. The temporal localization results are summarized in Table 2 from which we can observe that (1) our deep learning solution, “CNN w/ ResNet”, “CNN w/ C3D” or “CNN w/ I3D” works better than both “Lin 2012” and “Yang 2016” and “CNN w/ I3D” performs the best. These observations suggest that 3D convolutional kernel is able to measure the inconsistency between the consecutive frames, and both RGB data stream and optical flow data stream are complementary to each other to further improve the performance.

To better understand the video temporal localization measurement, we plot the confusion bars based on the ref-
4.3. Discussion

Multiple factors cause frame duplication detection and localization becoming more and more challenging in forged videos. These factors include large frame rates, multiple manipulations (e.g., “SelectCutFrames”, “TimeAlterationWarp”, “AntiForensicCopyExif”, “RemoveCamFingerprintPRNU”³) involved before and after, and gaps between the selected frames and the duplicated frames. In particular, zero gap between the selected frames and the duplicated frames make both cannot be distinguished in any way because the inconsistency which should exist in ends of the duplicated frames does not appear in the video temporal context.

Regarding the runtime, running the I3D network is the most expensive component in our framework so that we only apply it on the candidate frames that are likely to have frame duplication manipulations detected in the coarse-search stage. Note that our training stage is carried out offline. For each testing video clip with a 16-frame length, it takes about 2 seconds with our learned I3D network. For a one-minute short video with 30 FPS, it requires less than 5 minutes to complete the testing throughout all the frame sequence.

5. Conclusion and future work

In this paper, we propose a coarse-to-fine deep learning approach for frame duplication detection at both frame-level and video-level, as well as for the video temporal localization. We also propose a heuristic strategy to formulate the video-level confidence score, as well as an I3D network based inconsistency detector to distinguish the duplicated frames from the selected frames. The experimental results have well demonstrated the proposed method.

Our future work includes continuing to extend multi-stream 3D neural networks for both frame drop, frame duplication and other video manipulation tasks like looping detection, working on frame-rate variations, and train on multiple manipulations, investigating the effects of various video codecs on accuracy degradation.

³These operation names are mentioned in the MFC2018 dataset.
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