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ABSTRACT
Knowledge graphs (KGs) have become a valuable asset for many AI applications. Although some KGs contain plenty of facts, they are widely acknowledged as incomplete. To address this issue, many KG completion methods are proposed. Among them, open KG completion methods leverage the Web to find missing facts. However, noisy data collected from diverse sources may damage the completion accuracy. In this paper, we propose a new trustworthy method that exploits facts for a KG based on multi-sourced noisy data and existing facts in the KG. Specifically, we introduce a graph neural network with a holistic scoring function to judge the plausibility of facts with various value types. We design value alignment networks to resolve the heterogeneity between values and map them to entities even outside the KG. Furthermore, we present a truth inference model that incorporates data source qualities into the fact scoring function, and design a semi-supervised learning way to infer the truths from heterogeneous values. We conduct extensive experiments to compare our method with the state-of-the-art. The results show that our method achieves superior accuracy not only in completing missing facts but also in discovering new facts.

CCS CONCEPTS
• Information systems → Data extraction and integration; • Computing methodologies → Neural networks.
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1 INTRODUCTION
Knowledge graphs (KGs), which represent real-world facts in the form of triples, have many important applications, e.g., semantic search, question answering and recommender systems. Some KGs, e.g., DBpedia [2], Freebase [4], Wikidata [40] and Probase [45], are quite large; however, they are still acknowledged as incomplete [5]. Existing studies cope with a task called KG completion to discover missing facts for a KG (see surveys [18, 29, 41]). The majority of recent works focus on learning the embeddings of entities and relations in the KG, and leveraging them to predict the relations between two entities (or predict an entity given another entity and a relation). However, it is arguable to assume that all the entities and relations have been covered by the KG, as most KGs are built based on the open-world assumption [30]. In fact, there are many other entities outside the KG but on the Web, and a few open KG completion methods [7, 14, 26, 33, 35] attempt to mine facts from web pages. To validate the plausibility of mined facts, these methods are challenged by multi-sourced noisy data with varying quality.

Current approaches. Conventional KG completion methods, e.g., [1, 5, 8, 10, 42], learn embeddings for entities and relations within a KG, and define scoring functions to measure the plausibility of facts based on the embeddings. Most methods focus on completing relational facts between entities, e.g., (Boris Johnson, nationality, UK), whereas facts in real-world KGs contain other types of values, e.g., number, datetime, category and string. As far as we know, only a few methods [15, 37] can process one or two extra types of values, but they are limited to completing the values inside the KG.

Open KG completion methods [7, 14, 26, 33, 35] can mine new facts containing unseen entities, which appear in web pages but may not exist in the KG. In this way, open KG completion methods broaden the extent of KG by leveraging external resources such as online encyclopedias and vertical websites. The main challenge is the noises from multi-sourced data, which severely interfere the quality of discovered facts. Several existing methods [14, 33, 35] focus on adding new facts that do not conflict with existing ones in the KG. Their shortcoming is that they ignore the quality of data sources. For example, data on Wikipedia are carefully validated, but data on personal websites may be unreliable. A recent solution, OKELE [7], models the data source quality through a probabilistic graphical model. However, it cannot leverage prior knowledge in the KG to judge the plausibility of new facts.

Our approach. In this paper, we propose a novel trustworthy KG completion method called TKGC. Our fundamental idea is to leverage noisy data from diverse web pages and prior knowledge in a
KG symbiotically, so that KG completion can benefit from the open Web to not only add missing facts inside the KG, but also discover new facts outside the KG; meanwhile data noises can be resolved by considering existing facts in the KG. Figure 1 depicts the workflow of our method, which consists of three main components to address key challenges:

Holistic fact scoring measures the plausibility of facts extracted from multi-sourced noisy data by learning embeddings to represent entities, attributes and values. In addition to relational facts, we propose a graph neural network (GNN) with a holistic fact scoring function to handle facts with various types of values.

Value alignment networks softly resolve the heterogeneity between values, e.g., "UK" versus "United Kingdom", by a literal-literal alignment network. Furthermore, literals are mapped into the entity embedding space by a literal-entity alignment network, so that facts with unseen entities can be discovered.

Semi-supervised truth inference identifies which noisy facts are plausible and adds the trustworthy ones into the KG. It defines the confusion probabilities to capture the relevance between aligned values and infers the truths by a semi-supervised learning process with the holistic fact scoring.

In summary, our main contributions in this paper are fourfold:

- We introduce a holistic fact scoring model to measure the plausibility of facts with different types of values such as entity, number and string. (Section 3)
- We design value alignment networks to resolve heterogeneous values from multiple sources, and align values with entity embeddings to discover facts with unseen entities. (Section 4)
- We incorporate a new truth inference model into the fact scoring model to realize trustworthy KG completion. Furthermore, we design a semi-supervised learning method to infer plausible facts from noisy data with a KG providing prior knowledge. (Section 5)
- We carry out extensive experiments to evaluate the effectiveness of our method TKGC. Our experimental results show that TKGC achieves superior performance on a benchmark dataset. Compared with the best-performing competitor, it particularly raises 0.048 of F1-score on relational fact completion and reduces 0.020 of RMSE (root of mean square error) on literal fact completion. (Section 6)

2 PRELIMINARIES

2.1 Problem Statement

A KG collects a wealth of structured facts. It uses entities to denote real-world objects and describes the facts about entities in the form of (entity, attribute, value), or (e, a, v) for short. The value in each fact can be either an entity or a literal. A fact with an entity as the value is called a relational fact, and a fact with a literal as the value is called a literal fact. Therefore, a KG K can be defined as a 5-tuple \( E, A, L, T_{rel}, T_{lit} \), where \( E \) is the entity set, \( A \) is the attribute set, \( L \) is the literal set, \( T_{rel} \subseteq E \times A \times E \) is the relational fact set, and \( T_{lit} \subseteq E \times A \times L \) is the literal fact set. We denote the value set by \( V \equiv L \cup E \). For each attribute \( a \), we denote the domain of its possible values by \( V_a = \{v \in V | \exists e \in E, (e, a, v) \in T_{rel} \cup T_{lit}\} \). For example, given \( a = \text{gender} \), we have \( V_a = \{\text{"male"}, \text{"female"}\} \).

Figure 1: Workflow of the method

A data source \( s \) provides a collection of noisy facts called claims that may be inaccurate or incorrect. A claim extracted from a data source \( s \) is denoted by \( (e, a, v, s) \), which means that source \( s \) claims "attribute \( a \) of entity \( e \) has value \( v \)." Trustworthy KG completion aims to resolve inconsistent claims (e.g., different values of a given pair of entity and attribute) from multiple data sources, and identify the trustworthy claims called truths.

Problem definition. Given a KG \( K = (E, A, L, T_{rel}, T_{lit}) \) as prior knowledge and a set of claims \( C = \{(e, a, v, s)\}_{i=1}^j \) extracted from a set of data sources \( S = \{s\}_{i=1}^j \), the task of trustworthy KG completion is to identify the truths \( C' \subseteq C \) and add them into \( K \).

2.2 Related Work

Conventional KG completion. Recent KG completion methods mainly use the embedding techniques to complete missing relational facts [18, 29, 41]. There are three general types of methods: geometric models [1, 5, 8], tensor decomposition models [3, 47] and deep learning models [10, 11, 16, 25, 32, 34, 39, 42]. Inspired by the recent achievement of GNNs in KG completion (e.g., [32, 34, 39, 42]), we choose a GNN model for fact scoring. Additionally, a few KG completion methods, e.g., DKRL [46] and LiteralE [20], encode literals to vectors and add them into entity embeddings. However, they are not designed for completing literal facts, rather using literals to improve the quality of relational fact completion. MT-KGNN [37] and KBLRN [15] both leverage different fact scoring functions for entities and numbers. MT-KGNN uses multi-task learning, while KBLRN proposes a "product of experts" approach. Generally, conventional KG completion methods cannot complete facts with unseen entities [33, 35].

Open KG completion. By leveraging external knowledge, open KG completion methods [7, 14, 33, 35] can find new facts with unseen entities. ConMask [35] fuses entity names and descriptions to obtain entity embeddings, and combines entity embeddings and relation embeddings to judge the plausibility of relational facts. OWE [33] extends the conventional KG completion methods, and trains a neural network to map the name embeddings of unseen entities to the KG embedding space. However, ConMask and OWE do not consider the noises derived from external data sources. To address the noise problem, Knowledge Vault [14] validates new facts by mining rules with a path ranking algorithm and matrix completion with tensor decomposition. OKELE [7] first predicts missing attributes for long-tail entities, and then extracts true facts from multi-sourced noisy data by learning embeddings to represent entities, attributes and values. In addition to relational facts, we propose a graph neural network (GNN) with a holistic fact scoring function to handle facts with various types of values.

Value alignment networks softly resolve the heterogeneity between values, e.g., "UK" versus "United Kingdom", by a literal-literal alignment network. Furthermore, literals are mapped into the entity embedding space by a literal-entity alignment network, so that facts with unseen entities can be discovered.

Semi-supervised truth inference identifies which noisy facts are plausible and adds the trustworthy ones into the KG. It defines the confusion probabilities to capture the relevance between aligned values and infers the truths by a semi-supervised learning process with the holistic fact scoring.

In summary, our main contributions in this paper are fourfold:

- We introduce a holistic fact scoring model to measure the plausibility of facts with different types of values such as entity, number and string. (Section 3)
- We design value alignment networks to resolve heterogeneous values from multiple sources, and align values with entity embeddings to discover facts with unseen entities. (Section 4)
- We incorporate a new truth inference model into the fact scoring model to realize trustworthy KG completion. Furthermore, we design a semi-supervised learning method to infer plausible facts from noisy data with a KG providing prior knowledge. (Section 5)
- We carry out extensive experiments to evaluate the effectiveness of our method TKGC. Our experimental results show that TKGC achieves superior performance on a benchmark dataset. Compared with the best-performing competitor, it particularly raises 0.048 of F1-score on relational fact completion and reduces 0.020 of RMSE (root of mean square error) on literal fact completion. (Section 6)
with a probabilistic graphical model. Knowledge Vault focuses on leveraging prior knowledge in the KG, while OKELE aims to reduce noises of external knowledge from the Web. Both of them may suffer from error accumulation due to their pipeline architecture. Compared with them, TKGC makes use of both prior and external knowledge in a semi-supervised manner.

Truth inference. Truth inference methods are proposed to infer truths from multi-sourced noisy data [22, 51]. Majority voting [51] is a very simple approach choosing the majority as the truth. It would generate inaccurate truths. To overcome this issue, previous studies [21, 27, 49] leverage the quality of a data source to represent the ability that the data source provides correct claims, and infer truths based on the high-quality data sources. LTM [50], LCA [28], MBM [43] and BWA [23] further use probabilistic models to measure the trustworthiness of each claim. Compared with all of them, TKGC can leverage prior knowledge provided in the KG to improve the accuracy of truth inference. For instance, nationality and birth place of the same person are highly relevant. Currently, only TKGC can capture this fact relevance. Furthermore, TKGC can make subtle comparisons using the value alignment networks to capture value relevance.

3 HOLISTIC FACT SCORING

Inspired by embedding-based KG completion methods [18, 29, 41], we encode the knowledge in a KG through representing its entities, attributes and values as embeddings and learning scoring functions over them to judge whether a fact is plausible. However, the majority of existing methods, such as [1, 3, 5, 8, 10, 11, 16, 25, 32, 34, 39, 42, 47], only address relational fact completion. Unlike them, we propose a holistic fact scoring function \( F : T_{rel} \cup T_{lit} \mapsto [0, +\infty) \) to model both relational triples and literal triples, such that \( F(e, a, v) \rightarrow 0 \) if and only if fact \((e, a, v)\) is plausible.

3.1 Entity Encoding

It is widely observed that neighboring entities, especially within two hops, are often critical to discover the missing attribute values [32, 36]. For example, two albums created by the same singer often have the similar genre. In this paper, we employ a two-layer GNN to model this graph structure. Considering the scale of real-world KGs which may contain millions of entities, we choose the GraphSage framework [17], considering a feedforward neural network \( N : V \rightarrow \mathbb{R}^d \) to improve the scalability, and an aggregation function \( \mathcal{A} : E \times \mathbb{R}^d \rightarrow \mathbb{R}^d \) to aggregate the neighboring information. For each entity \( e \in E \), its hidden representation at the \( k \)th layer is denoted by \( h^k_e \). At the input layer \( (k = 0) \), the hidden representation \( h^0_e \) is called initial entity representation and denoted by \( e_{init} \). The aggregation function \( \mathcal{A}() \) transforms \( h^{k-1}_e \) to \( h^k_e \) based on the sampled neighbors \( N(e) \). Specifically, we use the mean-based aggregation function, which is defined as

\[
\mathbf{h}^k_e = \mathcal{A}(e, N(e)) = \sigma \left( \mathbf{W}^k \mathbf{MEAN} \left( \{ h^{k-1}_{e'} \mid e' \in N(e) \} \right) \right),
\]

where \( \sigma() \) is the sigmoid function, \( \mathbf{W}^k \) is the weight matrix at the \( k \)th layer, and \( \mathbf{MEAN}() \) is the element-wise mean function.

As the multiple layers of aggregation function make it difficult to learn the initial entity representation \( e_{init} \), we use a residual connection and concatenate the initial representation with the output of residual connection as the final representation:

\[
e = \left[ e_{init}, e_{init} + \sigma ( \mathbf{W}_{res}(e_{init} + \mathbf{h}^K_e) ) \right].
\]

where \( K \) is the number of aggregation layers, \( \mathbf{W}_{res} \) is the weight matrix. Dropout and layer normalization are adopted in Eq. (2) to avoid overfitting.

3.2 Relational Fact Scoring

We design a multi-class classification model for relational facts and leverage the weighted cross-entropy loss as the scoring function. A key challenge is the class imbalance problem, and we automatically calculate the value weights to address this problem. The scoring function \( F_{rel}() \) for a relational fact \((e, a, v)\) is defined as

\[
F_{rel}(e, a, v) = -\lambda_{a,v} \cdot \log \frac{\exp(e^T W_{a,v} v)}{\sum_{v' \in V_a} \exp(e^T W_{a,v'} v')},
\]

where \( \lambda_{a,v} \) is the weight for value \( v \) of attribute \( a \), \( e \) is the vector representation of entity \( e \), \( W_{a,v} \) is the matrix representation of attribute \( a \), \( v \) and \( v' \) are the vector representations of values \( v, v' \), respectively, and \( V_a \) is the domain of attribute \( a \). As \( V_a \) may contain thousands of entities, we use a threshold \( N_0 (N_0 < |V_a|) \) to restrict the size of \( V_a \). Specifically, we sample a subset \( V'_a \) from \( V_a \) which contains \( v \) and other \( N_0 - 1 \) elements.

Also, there may be thousands of entities and attribute pairs appearing in the relational fact set. Thus, it is impractical to manually tune weights \( \lambda_{a,v} \) for different pairs. In this paper, for value \( v \) of attribute \( a \), \( \lambda_{a,v} \) is automatically calculated as follows:

\[
\lambda_{a,v} = \frac{\lambda_{a,v}}{\sum_{v' \in V'_a} \lambda_{a,v'}};
\]

\[
\lambda_{a,v}' = \frac{1}{\log (1 + |\{ e \mid (e, a, v) \in T_{rel} \})}).
\]

3.3 Literal Fact Scoring

The general types of values in literal facts include string, category, number and datetime. The value type can be obtained or inferred with the corresponding attribute based on the schema or existing facts in the KG. For a string, we reuse the relational fact scoring function, by replacing the learnable entity embedding with the vector representation of the string encoded with BERT [12]. We adopt the pre-trained uncased BERT base model to encode string values. As generating texts from a KG is still a challenging problem [19], we select correct string values from claims rather than directly generate them. For a category, we treat it as an entity. For a datetime, which may contain dates from 2000-01-01. Note that a datetime before 2000-01-01 is transformed into a negative number. For other value types, we treat them as strings. Thus, we only need to consider numeric fact scoring. The same preprocessing is reused in Section 5.

For numeric facts, we define the scoring function as the L1-norm loss for a regression model, where attribute embeddings serve as the model parameters. Formally, the scoring function \( F_{lit}() \) for a
numeric fact \( (e, a, v) \) is defined as
\[
F_{ll}(e, a, v) = \sigma(e^T a + b_a) - \text{norm}_a(v),
\]
(6)
where \( \sigma() \) is the sigmoid function, \( b_a \) is the bias, \( e \) is the vector representation of entity \( e \), \( a \) is the vector representation of attribute \( a \), and \( \text{norm}_a(v) \) is a normalization function defined as \( \text{norm}_a(v) = \frac{\max_v - \min_v}{\max_a - \min_a} \). When \( \max_v = \min_v \), we simply discard the facts containing attribute \( a \), as these values are statistically meaningless. When \( a \) is a \( k \)-valued attribute, we apply \( k \) different embeddings \( \{a_i\}_{i=1}^k \) and biases \( \{b_{ai}\}_{i=1}^k \) to fit \( k \) values \( \{v_i\}_{i=1}^k \) of entity \( e \), and the scoring function is
\[
F_{ll}(e, a, v) = \min_{i=1,2,...,k} \left| \sigma(e^T a_i + b_{ai}) - \text{norm}_a(v_i) \right|.
\]
(7)

We expect to jointly learn entity embeddings based upon both relational and literal facts. Thus, we use \( F \) to unify \( F_{rel} \) and \( F_{ll} \). Given a set of existing facts, we minimize the following fact loss function:
\[
L_{fact} = \sum_{(e, a, v) \in T_{rel} \cup T_{ll}} F(e, a, v),
\]
(8)
where \( T_{rel} \) is the relational fact set, and \( T_{ll} \) is the literal fact set.

4 VALUE ALIGNMENT NETWORKS

As claims are collected from different data sources, values in the claims may be heterogeneous. In order to produce consistent truths based on facts and claims, we have to find which pairs of extracted values have similar meanings. In addition, as entities in the web pages are represented as texts, we also need to align them.

4.1 Literal-Literal Alignment

We first normalize values and then align values with the same type. For number and datetime, we conduct the same normalization in Section 3.3. For category, it can also be hand-craftly normalized, since they are enumerable. However, due to the heterogeneity, it is hard to normalize string, which is our focus.

Given a pair of strings \( v, v' \), we design a literal-literal alignment neural network LL-ANN\((v, v')\). Unlike most existing string alignment methods that are proposed to judge whether two strings are the same, we use LL-ANN\((v, v')\) to measure whether value \( v \) can infer \( v' \). In this sense, LL-ANN\((v, v')\) is an asymmetric similarity measure [38]. Based on this asymmetric measure, the subsequent truth inference can increase the trustworthiness of strings which can be inferred from other strings. Consider a set of extracted values ("pop", "rock", "pop rock", "folk rock"). When measuring the accuracy, once the truth inference algorithm decides "pop rock" or "folk rock" is correct, "pop" is also correct. This inference can help increase the trustworthiness on "pop".

As illustrated in Figure 2, we first encode \( v, v' \) into two token embedding sequences, then use an attention mechanism to compare the token embeddings and combine the comparison results with LSTM, and finally use an MLP for classification.

**Encoding layer.** In the encoding layer, we follow the typical string matching network [6] to encode word sequences with BERT and obtain token embedding sequences. We still use the pre-trained uncased BERT base model. Given a value \( e = \{w_i\}_{i=1}^l \), where \( w_i \) is the \( i \)th word and \( l \) is the total words, the token embedding sequence is \( \{w_1, w_2, ..., w_l\} \). For value \( v' = \{v'_i\}_{j=1}^l \), the token embedding sequence is defined similarly.

**Alignment layer.** In this layer, we align each token embedding \( w_i \) of value \( v \) with all token embeddings of value \( v' \), and find its aligned token embedding \( att_i \). As a result, we obtain the aligned token embedding sequence:
\[
att_i = \sum_{j=1}^{l} \cos(w_i, w'_j)w'_j \quad (i = 1, 2, ..., l),
\]
(9)
where \( \cos() \) is the cosine similarity function for vectors.

Then, to achieve a subtle comparison, we propose to obtain the similarity signals and difference signals with bidirectional LSTM:
\[
diff = \text{BiLSTM} \left( w_1 - att_1, w_2 - att_2, ..., w_l - att_l \right),
\]
\[
sim = \text{BiLSTM} \left( \frac{w_1 + att_1}{2}, \frac{w_2 + att_2}{2}, ..., \frac{w_l + att_l}{2} \right).
\]
(10)
(11)

We take the last hidden layer of bidirectional LSTM as output.

**Classification layer.** We apply an MLP to combine the similarity and difference signals. Finally, the string alignment probability is calculated as follows:
\[
\text{LL-ANN}(v, v') = \text{MLP}(\text{sim}, \text{diff}).
\]
(12)

4.2 Literal-Entity Alignment

A string value may also refer to a real-world object. Current entity linking methods [31, 44] can link texts to corresponding entities in the KG, but we also expect to validate the correctness of facts with corresponding entities outside the KG. In this paper, we propose a literal-entity alignment neural network LE-ANN to approximate literal \( v \) to its corresponding entity \( e \) based on the literal and entity embeddings. In this way, facts about unseen entity \( e \), represented by \( v \), can be validated by fact scoring based on LE-ANN(\( v \)).

We use BERT to encode literal \( v \) into a vector, and feed the vector into MLP. Therefore, LE-ANN is defined as
\[
\text{LE-ANN}(v) = \text{MLP}(\text{BERT}(v)),
\]
(13)
where MLP() is a two-layer MLP with sigmoid activation. Given an entity embedding \( e \) and a literal value \( v \), the literal-entity alignment probability is calculated by \( \exp \left( -||\text{LE-ANN}(v) - e|| \right). \)
5 SEMI-SUPervised TRUTH INFERENCE

While the fact scoring model can complete the KG by maximizing the scoring function $F(e, a, v)$ for missing value $v$ of attribute $a$ w.r.t. entity $e$, it is restricted to the internal knowledge within the KG. To leverage external knowledge from the open Web which contains multi-sourced claims, we propose a truth inference model upon the fact scoring and use a semi-supervised learning method to infer the truths.

Following most truth inference models [22, 51], we consider two key factors, i.e., the quality of data sources and the trustworthiness of claims. We design the confusion probability to model how a data source makes errors. Compared with other solutions [21, 23, 27, 28, 43, 50], the confusion probability makes sophisticated comparison for complex value types. We also propose a new observed value probability estimation method to estimate the trustworthiness of claims with prior knowledge provided by the fact scoring function.

5.1 Confusion Probability

Our truth inference model assumes that noises change the truths with an inherent probability distribution determined by a data source. The probability that a data source changes truth value $v^*$ to observed value $v$, called confusion probability, is denoted by $Pr[v | v^*, s]$. We can define a difference function $d(v, v^*)$ to estimate the difference between $v$ and $v^*$. We assume that the confusion probability is determined by the difference function, and the difference subjects to a Gaussian distribution with zero mean value and $(k_d \sigma_d)^2$ variance, i.e., $Pr[v | v^*, s] = Pr[d(v, v^*)] \sim \mathcal{N}(0, (k_d \sigma_d)^2)$, where $k_d$ is a scale factor and $\sigma_d$ reflects the noise caused by data source $s$. As the value differences corresponding to different attributes often have different scales, $k_d$ is used to regularize these differences. For different types of values, we define different difference functions:

- For entity (and category), we define the difference function as a metric function in the entity (category) embedding space. Given two entities (or categories) $v, v^*$ and their embeddings $\mathbf{v}, \mathbf{v}^*$, we first project them into a latent feature space with dimension $d_k$, by a linear transform $W_v$, and use $L_1$-norm as the distance measure. Formally, the difference function is defined as $d(v, v^*) = ||W_v \mathbf{v} - W_v \mathbf{v}^*||$.
- For number and date-time, we define the difference function as the absolute difference, i.e., $d(v, v^*) = |v - v^*|$. With this difference function, our truth inference coincides with the widely-used Gaussian truth inference [21], which assumes that the observed value subjects to a Gaussian distribution with mean value $v^*$ and variance controlled by data source $s$, i.e., $v \sim \mathcal{N}(v^*, k_d \sigma_s)$.
- For string, we reuse the literal-literal alignment model to obtain the difference $d(v, v^*) = 1 - \text{LL-ANN}(v, v^*)$.

5.2 Observed Value Probability

Since the truth value $v^*$ is unknown in the truth inference problem, we seek to estimate the conditional probability $Pr[v | e, a, s]$ instead of $Pr[v | v^*, s]$. We intend to leverage truth value $v^*$ to bridge the observed value $v$ and the condition $(e, a, s)$. Based on the law of total probability, we can integrate over all possible $v^*$ to evaluate the conditional probability:

$$Pr[v | e, a, s] = \int_{v^*} Pr[v | v^*, e, a, s] Pr[v^* | e, a, s]dv^*. \tag{14}$$

As we assume that the observed value $v$ is directly determined by truth value $v^*$ and data source $s$, is conditionally independent with $e, a, i.e., Pr[v | v^*, e, a, s] = Pr[v | v^*, s]$. Moreover, as the truth value $v^*$ is determined by entity $e$ and attribute $a$, we have $Pr[v^* | e, a, s] = Pr[v^* | e, a]$. Together, we have

$$Pr[v | e, a, s] = \int_{v^*} Pr[v | v^*, s] Pr[v^* | e, a]dv^*. \tag{15}$$

While the truth value space is undetermined in truth inference, we can use the possible truth value set $V_{e, a} = \{v^* | (e, a, v^*, s') \in C\}$ to approximate it, where $C$ is the claim set. Because we assume that observed values are close to the truth value, they should have larger probabilities than unobserved values. Thus, the unobserved values have lower impact, and we integrate over the observed value space instead of the truth value space:

$$Pr[v | e, a, s] \approx \frac{\sum_{v^* \in V_{e, a}} Pr[v | v^*, s] Pr[v^* | e, a]}{\sum_{v^* \in V_{e, a}} Pr[v^* | e, a]} \tag{16}$$

where $V_{e, a}$ is the possible truth value set for entity $e$ and attribute $a$. Note that $\sum_{v^* \in V_{e, a}} Pr[v^* | e, a]$ is used to normalize the conditional probability such that it falls into $[0, 1]$. To evaluate the above observed value probability, we use the confusion probability to obtain $Pr[v | v^*, s]$ and the fact scoring function $F$ to obtain $Pr[v^* | e, a] = \exp(-F(e, a, v))$. For literal values, $Pr[v^* | e, a] = F(e, a, v^*)$, and for entities, $Pr[v^* | e, a] = F(e, a, \text{LE-ANN}(v^*))$.

Based on the observed value probability, we define the loss function for claims as the negative logarithm likelihood function of all claims:

$$L_{\text{claim}} = - \sum_{(e, a, v, s) \in C} \log Pr[v | e, a, s], \tag{17}$$

where $C$ is the claim set.

5.3 Semi-supervised Learning

We train our model and discover the truths in a semi-supervised manner. For truth inference, each fact is the label of corresponding claims. As consistent claims help determine the truths, we combine labeled and unlabeled claims together to train our model. Moreover, as claims may contain noises but facts may not, we first train the fact scoring model with facts, and then jointly train the fact scoring model and the truth inference model with facts and claims. As shown in Algorithm 1, we design a semi-supervised learning algorithm to discover a new fact set $T_{\text{new}}$ from a claim set $C$ with the help of existing facts $T$ in the KG. In Lines 2–4, we learn the parameters of fact scoring model up to FACT_EPOCHS epochs. In Lines 5–12, we learn the parameters of both fact scoring model and truth inference model up to INFEERENCE_EPOCHS epochs. In Lines 7–11, we traverse each claim $(e, a, v, s) \in C$ and compute the observed value probability. For each claim $(e, a, v, s)$, we first find all possible truth value set $V_{e, a}$ (Line 8), then compute the confusion probability $Pr[v | v^*, s]$ with the value alignment model and fact plausibility $Pr[v^* | e, a]$ with the fact scoring model (Lines 9–10), and finally update the claim loss with the observed value probability $Pr[v | e, a, s]$ using Eq. (16) (Line 11). In Lines 13–14, for
Algorithm 1: Semi-supervised truth inference algorithm

Input: Fact set $\mathcal{T} = \mathcal{T}_{\text{fct}} \cup \mathcal{T}_{\text{rel}}$ and claim set $\mathcal{C}$
Output: New fact set $\mathcal{T}_{\text{new}}$
1 Initialize model parameters, and let $\mathcal{T}_{\text{new}} \leftarrow \emptyset$;
2 for epoch = 1, 2, ..., $\text{FACT\_EPOCHS}$ do
3 \hspace{1em} Compute $\mathcal{L}_{\text{fact}}$ based on Eq. (8);
4 \hspace{1em} Update model parameters based on $\mathcal{L}_{\text{fact}}$;
5 \hspace{1em} for epoch = 1, 2, ..., $\text{INFEERENCE\_EPOCHS}$ do
6 \hspace{2em} Compute $\mathcal{L}_{\text{fact}}$ based on Eq. (8), and let $\mathcal{L}_{\text{claim}} \leftarrow \emptyset$;
7 \hspace{2em} foreach $(e, a, o, s) \in \mathcal{C}$ do // Compute $\mathcal{L}_{\text{claim}}$
8 \hspace{3em} $V^*_e \leftarrow \{ o^* | \langle e, a, o^*, s' \rangle \in \mathcal{C} \}$;
9 \hspace{3em} foreach $o^* \in V^*_e$ do
10 \hspace{4em} Compute $\Pr[o | o^*, s]$ and $Pr[a^* | e, a]$;
11 \hspace{3em} $\mathcal{L}_{\text{claim}} \leftarrow \mathcal{L}_{\text{claim}} - \log \Pr[o | e, a, s]$;
12 \hspace{1em} Update model parameters based on $\mathcal{L}_{\text{fact}} + \mathcal{L}_{\text{claim}}$;
13 endfor
14 if $Pr(o | e, a) > 0.5$ then $\mathcal{T}_{\text{new}} \leftarrow \mathcal{T}_{\text{new}} \cup \{(e, o, a, s)\}$;
15 return $\mathcal{T}_{\text{new}}$;

Table 1: Dataset statistics

| Classes | Facts | Facts |
|---------|-------|-------|
|         | Literal | Relational |
|         |         |         |
| actor   | 330    | 64,983 |
| book    | 499    | 10,776 |
| drug    | 1,002  | 26,432 |
| food    | 842    | 23,041 |
| ship    | 852    | 1,805  |
| album   | 155    | 5,897  |
| building| 361    | 2,823  |
| film    | 576    | 45,233 |
| mountain| 623    | 2,720  |
| software| 487    | 3,222  |

each claim $(e, o, a, s)$, we add $(e, o, a)$ in the new fact set $\mathcal{T}_{\text{new}}$ if the fact plausibility of $(e, o, a)$ exceeds the threshold 0.5.

The time complexity of Algorithm 1 is $O(\text{FACT\_EPOCHS} |\mathcal{T}| + \text{INFEERENCE\_EPOCHS} |\mathcal{C}|)$. The total parameter number of our method is $(K-1) \sum_e d_e^2 + \sum_e d_e + \sum_e (\frac{1}{2}d_e + d_s^2 + |E|d_BERT + N_{el} + N_{it} + N_{rt} + N_{it}) + \sum_e d_e^2 + d_{BERT} + d_{el}(d_BERT + d_e) + N_{it} + N_{rel} + |S| + d_e d_{ed}$. See Appendix A for more details.

6 EVALUATION

In this section, we assess the proposed TKGC and report our experimental results. Dataset and source code are accessible online (https://github.com/nju-websoft/TKGC).

Hyperparameters. We implement TKGC on a server with 4 CPUs, 32GB memory and an NVIDIA Tesla V100 graphics card. Due to the space limitation, we report the hyperparameters in Appendix B.

Datasets. We choose a recent open KG completion dataset created by OKELE [7] to evaluate the performance of TKGC, because this dataset contains noisy facts crawled from web pages and manually-labeled true facts. Table 1 depicts its statistical data. This dataset contains 10 popular classes of entities in Freebase [4], and each class contains 1,000 entities for training, 100 entities for validation and 100 entities for testing. In total, it contains 191,759 facts. We reuse these 12,000 entities as seeds, and collect their one-hop and two-hop facts that do not appear in the test set to construct a subgraph of Freebase, which serves as the prior knowledge for TKGC.

Table 2: Overall performance

| Methods | MAE ↓ | RMSE ↓ | P ↑ | R ↑ | F1 ↑ |
|---------|-------|--------|-----|-----|------|
| TransE  | 0.270 | 0.289  | 0.259 | 0.327 | 0.289 |
| BoxE    | 0.183 | 0.192  | 0.343 | 0.361 | 0.351 |
| DualE   | 0.162 | 0.173  | 0.379 | 0.354 | 0.366 |
| ConEX   | 0.154 | 0.164  | 0.399 | 0.346 | 0.371 |
| M2GNN   | 0.167 | 0.175  | 0.393 | 0.372 | 0.382 |
| MT-KGNN | 0.096 | 0.105  | 0.377 | 0.354 | 0.365 |
| KBLRN   | 0.109 | 0.116  | 0.323 | 0.322 | 0.322 |
| OWE (TransE) | 0.113 | 0.118  | 0.351 | 0.421 | 0.383 |
| ConMask | 0.094 | 0.102  | 0.376 | 0.443 | 0.407 |
| Knowledge Vault | 0.115 | 0.123  | 0.385 | 0.455 | 0.417 |
| OKELE   | 0.078 | 0.082  | 0.436 | 0.485 | 0.459 |
| TKGC (ours) | 0.054 | 0.062  | 0.524 | 0.491 | 0.507 |

Evaluation metrics. Following [15, 37], we use precision (P), recall (R) and F1-score as the metrics for relational facts; and mean absolute error (MAE) and root of mean square error (RMSE) as the metrics for literal facts.

6.1 Overall Performance

Competitors. For comparison, we choose 10 competing methods from four categories: (i) Four conventional KG completion methods only for relational facts, namely TransE [5], BoxE [1], DualE [8], ConEX [10] and M2GNN [42], in which BoxE, DualE, ConEx and M2GNN are the state-of-the-arts achieving leading performance on benchmark datasets. In this experiment, we force them to treat literals as entities. (ii) Two KG completion methods for both relational and literal facts, MT-KGNN [37] and KBLRN [15]. (iii) Two open KG completion methods supporting external texts, OWE [33] and ConMask [35]. We adopt the TransE version of OWE in this experiment. (iv) Two open KG completion methods addressing noisy claims, Knowledge Vault [14] and OKELE [7]. Note that, for all of them, we carefully read their papers and tune the hyperparameters.

Results. Table 2 shows the comparison results, and we obtain the following findings: For literal fact completion, (i) TransE, BoxE, DualE, ConvEX and M2GNN perform worst, due to that these four methods only focus on modeling relational facts. The other methods with specific design of literal fact scoring functions can deal with the literal fact completion better. (ii) TKGC achieves the best performance. Compared with the second-best method OKELE, TKGC improves 0.024 of MAE and 0.020 of RMSE. The key reason is that TKGC additionally considers the correlation with existing facts in the KG to enhance truth inference. (iii) The remaining five methods, namely MT-KGNN, KBLRN, OWE, ConMask and Knowledge Vault, obtain comparable results. Each method has its own pros and cons. MT-KGNN and KBLRN leverage dedicated fact scoring functions for numbers, but they cannot handle entities outside the KG. OWE, ConMask and Knowledge Vault do not process numbers separately, but they can leverage external knowledge.

For relational fact completion, (i) compared with TransE, BoxE, DualE, ConEX, M2GNN, MT-KGNN and KBLRN, the open KG completion methods, including OWE, ConMask, Knowledge Vault, OKELE and TKGC, increase at least 0.049 of recall. Those methods without external knowledge just choose entities inside the KG for
We manually label each pair of values in the dataset corresponding to the same attribute of the same entity, and create a literal-literal alignment dataset containing 1,126 literal pairs and 298 matches. We split the dataset into three parts with the ratio of 3:1:1 for training, validation and evaluation, respectively. In this experiment, we choose six competitors from three categories: (i) Two conventional string similarity measures [13], exact matching and Levenshtein edit distance. (ii) Two deep text matching models, ESIM [9] and RE2 [48]. (iii) Two deep entity matching models based on literals, DeepMatcher [24] and EMTransformer [6]. As EMTransformer directly employs BERT, we do not include BERT [12] as a baseline.

Table 4 lists the comparison results, and we gain a few observations: (i) Exact matching obtains the best precision while the worst recall, simply because it cannot handle different literals expressing the same meaning. (ii) The five deep models perform better than the two similarity measures, as they can tolerate heterogeneity with token embeddings. (iii) Among these deep models, TKGC achieves the best precision, recall and F1-score.

**Effectiveness of literal-entity alignment.** The target of literal-entity alignment is to validate the correctness of facts with corresponding entities outside the KG. By feeding the entity embeddings produced by literal-entity alignment into the fact scoring function, we evaluate the performance of TKGC on completing relational facts with entities inside and outside the KG.

Table 5 presents the results, and we have some findings: (i) All the methods achieve higher precision, recall and F1-score on completing the facts with entities inside the KG than those outside the KG. This shows the difficulty of KG completion outside the KG. (ii) For finding the facts with entities outside the KG, TKGC gains the best performance. However, this is still a challenging problem and worth further research.

### 6.4 Evaluation of Truth Inference

We choose eight popular truth inference methods from four categories [22, 51]: (i) a direct computation method, majority voting [51], (ii) two iterative methods, TruthFinder [49] and PoolodInvestment [27], (iii) an optimization-based method, CATD [21], and (iv) four probabilistic graphical models, LTM [50], LCA [28], MBM [43] and BWA [23]. It is worth mentioning that majority voting, TruthFinder, PoolodInvestment, LTM, LCA and MBM only address single-choice truth inference. Following [21, 51], we adapt them to conduct truth inference on multi-valued attributes for a fair comparison.

As shown in Table 6, we get the following findings: (i) For literal facts, compared to the best competitor LTM, TKGC reduces 0.017 of MAE and 0.031 of RMSE. The main reason is that TKGC leverages correlation with existing facts to determine literal values. For example, Mount Everest and Nanga Parbat have similar elevations,
as they are both located in the Himalayas mountain range. (ii) For relational facts, compared with the best competitor CATD, TKGC improves 0.092 of precision, 0.068 of recall and 0.080 of F1-score. One reason is that TKGC can leverage facts in the KG to judge the correctness of claims. Another reason is that all competitors process entities independently, but TKGC makes subtle comparisons between entities, e.g., (Born This Way, genre, Pop Rock) can infer (Born This Way, genre, Pop).

### 6.5 Sensitivity Analysis

#### Proportion of noises.
We add random noises into the claim set to investigate how TKGC can tolerate noisy data. For each value in the claim set, we randomly substitute it by another value with the probability of 0%, 5%, 10%, 15%, 20% and 25%. We repeat this experiment five times, and report the results on average. We see in Figure 3(a) that, while the noises increase up to 25%, the RMSE only increases 0.027 and the F1-score drops 0.092, indicating that TKGC can infer correct values from noisy claims to varying degrees.

#### Proportion of claims.
We analyze how the proportion of claims affects TKGC. We randomly preserve 0%, 20%, 40%, 60%, 80% and 100% of claims, and evaluate the performance. We repeat this experiment five times, and present the results on average. Based on Figure 3(b), we obtain two findings: (i) Compared TKGC with all claims, TKGC without claims increases 0.031 of RMSE, but significantly drops 0.293 of precision and 0.211 of F1-score. The main reason is that claims can provide facts with unseen entities. (ii) As the amount of claims increases, the performance of TKGC consistently improves. One important reason is that the truth inference in TKGC improves its accuracy based on redundancy. When there are not enough claims, TKGC cannot rule out wrong facts.

### Table 6: Comparison of truth inference methods

| Methods          | MAE ↓ | RMSE ↓ | P ↑ | R ↑ | F1 ↑ |
|------------------|-------|--------|-----|-----|------|
| Majority voting  | 0.134 | 0.173  | 0.321 | 0.419 | 0.364 |
| TruthFinder      | 0.129 | 0.153  | 0.279 | 0.374 | 0.320 |
| PooldInvestment  | 0.091 | 0.108  | 0.397 | 0.380 | 0.388 |
| CATD             | 0.127 | 0.145  | 0.432 | 0.423 | 0.427 |
| LTM              | 0.071 | 0.093  | 0.262 | 0.394 | 0.315 |
| LCA              | 0.106 | 0.130  | 0.364 | 0.404 | 0.383 |
| MBM              | 0.104 | 0.125  | 0.340 | 0.539 | 0.417 |
| BWA              | 0.088 | 0.102  | 0.414 | 0.408 | 0.411 |
| **TKGC**         | **0.054** | **0.062** | **0.524** | **0.491** | **0.507** |

**Proportion of prior knowledge.** We also analyze how the proportion of facts in the KG affects TKGC. We randomly preserve 0%, 20%, 40%, 60%, 80% and 100% of facts in the KG, and evaluate the performance. Again, we repeat this experiment five times, and report the results on average. As shown in Figure 3(c), we receive two observations: (i) When there is no prior knowledge, TKGC only increases 0.015 of RMSE, but significantly loses 0.283 of recall and 0.102 of F1-score. The main reason is that TKGC cannot learn entity embeddings to capture related entities without existing facts in the KG, thus it fails to find these entities. (ii) As the proportion of prior knowledge increases, the performance of TKGC largely improves. This shows that the embeddings learned by prior knowledge can improve the quality of truth inference.

**Domain variance.** We present the performance variance of TKGC on different domains in Figure 3(d). We observe that the F1-score of TKGC varies from 0.198 to 0.682, and the standard deviation of F1-score is 0.173. The main factor is the quality of data sources. For example, TKGC obtains the highest F1-score on the “film” class, which includes some high-quality sources like IMDb and Metacritic.

### 7 CONCLUSION

In this paper, we propose a trustworthy KG completion method based on multi-sourced noisy data. We introduce a holistic scoring function that measures the plausibility of both relational and literal facts with various value types. We design value alignment networks to resolve the heterogeneous values in claims and predict some of them as entities. We propose a truth inference model to incorporate data source qualities into the fact scoring model and infer the truths from inconsistent values by semi-supervised learning. The experimental results show that our method consistently achieves the best performance. Compared with the best competitors for KG completion, our method reduces 0.020 of RMSE for completing literal facts, and improves 0.048 of F1-score for completing relational facts. Our models for value alignment, fact scoring with unseen entities and truth inference also gain superior results. In future work, we plan to extend our method to choose data sources for claim retrieval. We also want to apply our method to validate the facts from relation extraction.
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A MODEL COMPLEXITY

In fact scoring, the GNN contains \((K-1)d_p^2 + dhde\) parameters, initial entity embeddings contain \(\frac{1}{2}Ne\) parameters, attribute embeddings contain \(N_{rel}d^2_c + N_{lit}(d_e + 1)\) parameters, and string encoder contains \(d_{BERT}de\) parameters, where \(dh\) is the dimension of GNN hidden layers, \(Ne\) is the number of entities, \(N_{rel}\) is the number of attributes used in relational fact scoring, \(N_{lit}\) is the number of attributes used in literal fact scoring, and \(d_{BERT}\) is the output dimension of BERT.

In value alignment networks, the literal-literal alignment network contains \(8d_{BERT}^2 + d_{BERT}d_l + dl\) parameters, where \(dl\) is the dimension of its hidden layer. The literal-entity alignment network contains \((d_{BERT} + de)dl\) parameters, where \(dl\) is the dimension of its hidden layer.

The truth inference contains \(N_{lit} + N_{rel} + Ne + de\) parameters, where \(Ne\) is the number of data sources, and \(de\) is the hidden layer dimension of entity difference function.

In total, the parameter number of our method is \((K-1)d_p^2 + dhde + \frac{1}{2}Ne + N_{rel} + d_{BERT} + N_{lit} + dl(d_{BERT} + 1) + 8d_{BERT}^2 + de(d_{BERT} + de) + N_{lit} + N_{rel} + Ne + de\).

B HYPERPARAMETER SETTING

We search the following hyperparameter values for model training: the learning rate in \(\{0.0001, 0.0005, 0.001, 0.005, 0.01\}\) and the batch size in \(\{64, 128, 256, 512, 1024\}\). The selected learning rate is 0.005, and the picked batch size is 128.

For holistic fact scoring, we try the number \(K\) of GNN layers in \(\{1, 2, 3, 4\}\), the dimension of hidden layers in \(\{100, 200, 300, 400, 500\}\), and the dimensions of entity and value embeddings in \(\{25, 50, 100, 200, 300\}\). We randomly sample 50 neighbors for each entity, and choose a two-layer GNN (i.e., \(K = 2\)) with the dimension of hidden layers 100. The dimensions of entity and value embeddings are both set to 100. The dimension of relational attribute embeddings is 100 \(\times \) 100, and the dimension of literal attribute embeddings is 100. The threshold for value set size is \(N_o = 10\).

For value alignment networks, we attempt the dimension of MLP hidden layers in \(\{100, 200, 300, 400, 500\}\). The chosen dimension for both literal-literal alignment network and literal-entity alignment network is 100.

For semi-supervised truth inference, we test the output dimension of linear transform \(W_e\) in the difference function in \(\{25, 50, 75, 100\}\), and set \(W_e = 100 \times 25\). The \text{FACT}_EPOCHS is set to 20, and \text{INFERECE}_EPOCHS is also set to 20.

C RUNTIME ANALYSIS

We compare the overall runtime of TKGC with two existing open KG completion methods, OKELE and Knowledge Vault, as well as two variants of TKGC, namely TKGC w/o \(F_{lit}\) and TKGC w/o \(F_{rel}\).

As shown in Table 7, we have the following findings: (i) OKELE runs relatively faster because it only uses facts in the KG for property prediction, but does not use them for truth inference. Differently, TKGC learns prior knowledge inside the KG with fact scoring to enhance truth inference, making it spend more time. (ii) Unlike Knowledge Vault that only considers the trustworthiness of facts, TKGC additionally considers the trustworthiness of data sources.

The more complex truth inference model causes TKGC to run a little slower than Knowledge Vault. (iii) Compared with TKGC w/o \(F_{lit}\), TKGC spends 0.3 minutes to process 5,727 literal facts. Compared with TKGC w/o \(F_{rel}\), TKGC spends 4.8 minutes to process 186,032 relational facts. The remaining runtime of TKGC is mainly spent by the GNN module that aggregates the neighboring information of entities.

| Methods          | Runtime (min.) |
|------------------|----------------|
| OKELE            | 7.3            |
| Knowledge Vault  | 16.5           |
| TKGC w/o \(F_{lit}\) | 17.8         |
| TKGC w/o \(F_{rel}\) | 13.3         |
| TKGC (full)      | 18.1           |