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Abstract

We study partial differential equations of second order (in time) that possess a hierarchy of infinitely many higher symmetries. The famous Boussinesq equation is a member of this class after the extension of the differential polynomial ring. We develop the perturbative symmetry approach in symbolic representation. Applying it, we classify the integrable equations of 4th and 6th order (in the space derivative) equations, as well as we have found three new 10th order integrable equations. To prove the integrability we provide the corresponding bi-Hamiltonian structures and recursion operators.

1 Introduction

The variety of integrable evolutionary equations, i.e. equations explicitly resolved with respect to the first time derivative

\[ u_t = F(u, u_x, u_{xx}, \ldots, u_{xx\ldots x}) , \]

have been extensively studied and most comprehensive results of classification of integrable equations have been obtained for this class of equations (see for example [1, 2]).

In this paper we study necessary conditions for the integrability of non-evolutionary equations of the form

\[ u_{tt} = \alpha \partial_x^p u + \beta \partial_x^q u_t + K(u, u_x, u_{xx}, \ldots, \partial_x^{p-1} u, u_t, u_{tx}, u_{txx}, \ldots, \partial_x^{q-1} u_t) , \quad p > q , \quad \alpha, \beta \in \mathbb{C} \] (1)

and analyse equations satisfying these conditions. We call an equation to be integrable if it does possess an infinite hierarchy of higher symmetries. The famous Boussinesq equation [3]

\[ u_{tt} = u_{xxxx} + (u^2)_{xx} \] (2)

belongs to this class (after the extension of the differential polynomial ring). Recently all integrable equations of the form

\[ u_{tt} = u_{xxx} + F(u, u_x, u_{xx}, u_t, u_{tx}) \] (3)

have been classified and comprehensively studied in [4].

Equations of the sixth order \((p = 6)\) of the form [1] have been studied in connection with reductions of the Sato hierarchies corresponding to KP, BKP and CKP equations [5]. Sixth order equations and their Lax representations can also be derived from the systems studied by Drinfeld and Sokolov [7, 8].

The aim of our paper is to look in depth in the structure of hidden higher symmetries, to develop a method that would allow to solve the classification problem for integrable equations of relatively low order. It is a natural development of the Perturbative Symmetry approach [9] based on the standard symmetry approach [1] and symbolic method developed in [10]. In the spirit of perturbation theory we define approximate infinitesimal symmetries and approximate recursion operators. Equations that have approximate recursion operator possess an infinite hierarchy of approximate symmetries and it is natural to call such equations approximately integrable. A similar idea of approximate integrability, based on approximate symmetries, conservation laws and recursion
operators was discussed in the context of obstacles to asymptotic integrability [11, 12]. In this paper we formulate explicit and easily verifiable criteria for approximate integrability. The cases of odd and even order $p$ equations are essentially different. The general theory presented in Section 2 is suitable for the both cases, but in this paper we apply the theory to even order equations. The results of the odd order equations will be published somewhere else.

In Section 3 we show that the method proposed in this paper does reproduce all known integrable cases of equation (1) (for $p = 4, 6$) as well as enable us to find three new 10th order equations. We present recursion, Hamiltonian, symplectic operators and the corresponding Lax representations for integrable equations of 6th and 10th order.

2 Approximate symmetries and recursion operators

A non-evolutionary equation

$$u_{tt} = K (u, u_x, u_{xx}, ..., u^n_x u, u_t, u_{tx}, u_{txx}, ..., u^n_x u_t),$$

(4)

can always be replaced by a system of two evolutionary equations

$$\begin{cases}
u_t = v, \\
v_t = K (u, u_x, u_{xx}, ..., u^n_x u, v, v_x, v_{xx}, ..., u^n_x v).
\end{cases}$$

(5)

Non-evolution equation (4) may have other representations in the form of an evolutionary system of equations. If $K = D_x (G)$, where $D_x$ is a total $x$-derivative, then the system of evolutionary equations

$$u_t = v_x, \quad v_t = G.$$  

(6)

do also represents (4).

For example, eliminating variable $v$ from the following equations

Case 1: $u_t = v, \quad v_t = u_{xxx} + (u^2)_{xx},$  

(7)

Case 2: $u_t = v_x, \quad v_t = u_{xxx} + (u^2)_x,$  

(8)

Case 3: $u_t = v_{xx}, \quad v_t = u_{xx} + u^2,$  

(9)

we receive the same Boussinesq equation [2] on variable $u$ (variable $v$ has different sense and scaling dimension for these three cases).

There is a subtle, but important difference between the above representations of the Boussinesq equation [2]. It is easy to verify that the system (7) has only a finite number of local infinitesimal symmetries (i.e. symmetries whose generators can be expressed in terms of $u, v$ and a finite number of their derivatives) while equations (8) and (9) have infinite hierarchies of local symmetries. The reason is simple - infinitesimal symmetries of equation (8), which depend on variable $v$, cannot be expressed in terms of $u$ and its derivatives, since formally $v = D_x^{-1} u_t$. There is only a finite number of symmetries of (8) that do not depend explicitly on the variable $v$, and only these symmetries do survive the change of variables to equation (7). In the extension of the differential ring by the element $v = D_x^{-1} u_t$ system (7) has infinitely many infinitesimal symmetries.

These examples shows that one has to be rather careful with the definition of symmetries and more rigorous language is indeed required.

2.1 The ring $\mathcal{R}$ of differential polynomials.

In what follows we assume that all functions, such as $K$ and $G$ in formula (5) and (6), are differential polynomials of variables $u, v, u_x, v_x, u_{xx}, \ldots$. Instead of functions $u, v$ and their partial $x$–derivatives we introduce an infinite sequence of dynamical variables $\{u_0, v_0, u_1, v_1, u_2, v_2, \cdots\}$ assuming the identification

$$u_0 = u, \quad v_0 = v, \quad u_n = \partial^n_x u, \quad v_n = \partial^n_x v.$$  

(10)
Often we will omit the zero index and write $u$ and $v$ instead of $u_0$ and $v_0$.

We denote $\mathcal{R}$ the ring of polynomials over $\mathbb{C}$ of infinite number of dynamical variables. We assume that $1 \notin \mathcal{R}$. Elements of the ring $\mathcal{R}$ are finite sums of monomials with complex coefficients and therefore each element depends on a finite number of the dynamical variables. The degree of a monomial is defined as a total power, i.e. the sum of all powers of dynamical variables that contribute to the monomial. Monomials are eigenfunctions of the following operator

$$D_0 = X_u + X_v$$

where

$$X_u = \sum_{k \geq 0} u_k \frac{\partial}{\partial u_k}, \quad X_v = \sum_{k \geq 0} v_k \frac{\partial}{\partial v_k}.$$  

The eigenvalue of $D_0$ is the degree of a monomial. We say that a polynomial is homogeneous of degree $n$ if every its monomial is of degree $n$. The ring $\mathcal{R}$ has a natural gradation

$$\mathcal{R} = \bigoplus_{n \in \mathbb{Z}_+} \mathcal{R}^n, \quad \mathcal{R}^n \cdot \mathcal{R}^m \subset \mathcal{R}^{n+m}, \quad \mathcal{R}^n = \{ f \in \mathcal{R} \mid D_0 f = nf \}.$$

Elements of $\mathcal{R}^1$ are linear functions of the dynamical variables, $\mathcal{R}^2$ quadratic, etc. It is convenient to define a “little-oh” order symbol $o(\mathcal{R}^n)$. We say that $f = o(\mathcal{R}^n)$ if $f \in \bigoplus_{k > n} \mathcal{R}^k$, i.e. the degree of every monomial of $f$ is bigger than $n$.

Let $\mu, \nu$ be two positive integers, which we call the weights of $u$ and $v$ respectively and denote $W(u) = \mu, W(v) = \nu$. We say that a polynomial $f \in \mathcal{R}$ is a homogeneous polynomial of weight $\lambda$ (and write $W(f) = \lambda$) if $X_{\mu\nu} f = \lambda f$, where

$$X_{\mu\nu} = (\mu X_u + \nu X_v + X), \quad X = \sum_{k \in \mathbb{Z}_+} k \left( u_k \frac{\partial}{\partial u_k} + v_k \frac{\partial}{\partial v_k} \right).$$

Eigenvalues of the operator $X_{\mu\nu}$ are positive integers and the minimal eigenvalue is equal to $\min(\mu, \nu)$. Monomials are obviously eigenfunctions of $X_{\mu\nu}$. The weighted gradation of $\mathcal{R}$ is defined as

$$\mathcal{R} = \bigoplus_{n \in \mathbb{Z}_+} \mathcal{R}_n, \quad \mathcal{R}_n \cdot \mathcal{R}_m \subset \mathcal{R}_{n+m}, \quad \mathcal{R}_n = \{ f \in \mathcal{R} \mid X_{\mu\nu} f = nf \}.$$

For example if $\mu = 1, \nu = 2$ then

$$\mathcal{R}_1 = \mathbb{C} \cdot u_0, \quad \mathcal{R}_2 = \text{span}(u_0^2, u_1, v_0), \quad \mathcal{R}_3 = \text{span}(u_0^3, u_0 u_1, u_0 v_0, u_2, v_1), \ldots.$$

Operators $D_0$ and $X_{\mu\nu}$ commute and therefore we can define a degree-weighted gradation of the ring $\mathcal{R}$

$$\mathcal{R} = \bigoplus_{n, p \in \mathbb{Z}_+} \mathcal{R}^n_p, \quad \mathcal{R}_n \cdot \mathcal{R}_m \subset \mathcal{R}_{n+m}^n, \quad \mathcal{R}_n^p = \{ f \in \mathcal{R} \mid X_{\mu\nu} f = pf, \ D_0 f = nf \}.$$

Linear subspaces $\mathcal{R}^n$ are infinite dimensional, subspaces $\mathcal{R}_n$ and $\mathcal{R}_n^p$ are finite dimensional (if we admit zero or negative weights, then the dimension of $\mathcal{R}_n$ would become infinite).

The ring $\mathcal{R}$ is a differential ring with derivation

$$D_x = \sum_{k \geq 0} \left( u_{k+1} \frac{\partial}{\partial u_k} + v_{k+1} \frac{\partial}{\partial v_k} \right).$$

Derivation $D_x$ represents the $x$-derivative (c.f. (10)). Since $1 \notin \mathcal{R}$, the kernel of the linear map $D_x : \mathcal{R} \mapsto \text{Im} D_x \subset \mathcal{R}$ is empty and therefore $D_x^{-1}$ is defined uniquely on $\text{Im} D_x$. It is easy to verify that

$$[D_0, D_x] = 0, \quad [X_{\mu\nu}, D_x] = D_x$$

implying

$$D_x : \mathcal{R}_n^p \mapsto \mathcal{R}_{n+1}^{p+1}.$$  

\(^1\)In general, the weights could be rational numbers including zero, but in this paper we consider only positive integer weights.
With any evolutionary system of equations

\[ u_t = P(u, v, u_x, v_x, \ldots), \quad v_t = Q(u, v, u_x, v_x, \ldots), \quad \]  

(14)

where \( P, Q \) are differential polynomials, we associate an infinite dimensional dynamical system

\[ \frac{d}{dt}(u_k) = D_x^k P(u_0, v_0, u_1, v_1, \ldots), \quad \frac{d}{dt}(v_k) = D_x^k Q(u_0, v_0, u_1, v_1, \ldots), \quad k = 0, 1, 2, \ldots. \]  

(15)

It is sufficient to define the first two equations \((u = u_0, v = v_0)\) of \(15\)

\[ \frac{d}{dt}u = P, \quad \frac{d}{dt}v = Q, \quad P, Q \in \mathcal{R}, \quad \]  

(16)

the rest equations of this infinite system can be obtained by the application of \(D_x^k, \ k = 1, 2, 3, \ldots\) assuming that \(D_x\frac{d}{dt} = \frac{d}{dt}D_x\).

The system \(15\) provides a \(t\)-derivation of the ring \(\mathcal{R}\)

\[ D_t = \sum_{k \geq 0} \left( D_x^k(P) \frac{\partial}{\partial u_k} + D_x^k(Q) \frac{\partial}{\partial v_k} \right), \]  

(17)

The derivations \(D_x\) and \(D_t\) commute, i.e. \([D_x, D_t] = 0\). Derivations of the ring \(\mathcal{R}\) that commute with \(D_x\) we call evolutionary derivations. There is one to one correspondence between evolutionary systems of PDEs and evolutionary derivations. We say that evolutionary derivation \(D_t\) is generated by \((P, Q)\), therefore it is convenient to adopt notation \(D_a\) where \(a = (P, Q)^{\text{tr}}\) denotes a vector column of the right hand side of \(16\).

The evolutionary system \(13\) and corresponding derivation \(D_t\) are called homogeneous of weight \(s\) and write \(W(D_t) = s\) if \(P, Q\) are homogeneous elements of \(\mathcal{R}\) and \(W(P) - \mu = W(Q) - \nu = s\). If \(W(D_t) = s\) then

\[ D_t : \mathcal{R}_n \rightarrow \mathcal{R}_{n+s}. \]  

Moreover, if \(P \in \mathcal{R}^k_{s+\mu}, Q \in \mathcal{R}^k_{s+\nu}\) then \(D_t : \mathcal{R}^k_n \rightarrow \mathcal{R}^{m+k-1}_{n+s}\).

For example \(D_0\), cf. \(11\) and \(D_x\), cf. \(13\) are a homogeneous derivations of \(\mathcal{R}\) generated by \((u_0, v_0)^{\text{tr}}\) and \((u_1, v_1)^{\text{tr}}\) respectively with \(W(D_0) = 0, W(D_x) = 1\), while \(X\) \(12\) is a non-evolutionary derivation of \(\mathcal{R}\).

It follows from \(17\) that for any element \(g \in \mathcal{R}\) we have

\[ D_t g = \sum_{k \geq 0} \left( D_x^k(P) \frac{\partial g}{\partial u_k} + D_x^k(Q) \frac{\partial g}{\partial v_k} \right) = g_{*u}(P) + g_{*v}(Q) \]  

where

\[ g_{*u} = \sum_{k \geq 0} \frac{\partial g}{\partial u_k} D_x^k, \quad g_{*v} = \sum_{k \geq 0} \frac{\partial g}{\partial v_k} D_x^k \]  

(18)

are two linear differential operators. The sums in \(13\) are finite, since \(g\) depends on a finite number of dynamical variables. Thus, with any \(g \in \mathcal{R}\) we associate two linear operators, a vector row

\[ g \rightarrow g_* = (g_{*u}, g_{*v}), \]  

(19)

which is called the Fréchet derivative of \(g\).

Let us consider a two dimensional linear space \(\mathcal{K} = \mathcal{R}\) over \(\mathbb{C}\) of vector columns whose entries are elements of \(\mathcal{R}\). Every element \(a = (P, Q)^{\text{tr}} \in \mathcal{K}\) generates an evolutionary derivation \(D_a\) (\(D_t\), cf. formula \(17\)) of the ring and vice versa, with any evolutionary derivation we associate a generator, i.e. an element of \(\mathcal{K}\). Derivations of \(\mathcal{R}\) form a Lie algebra over \(\mathbb{C}\) with the Lie product of two derivations defined as a commutator of the derivations. The evolutionary derivations form a subalgebra of the Lie algebra of all derivations. Indeed, it is easy to verify that if \(D_a\) and \(D_b\) are two evolutionary derivations generated by \(a\) and \(b\) respectively, then the commutator \(D_a \circ D_b - D_b \circ D_a\) is an evolutionary derivation \(D_{[a, b]}\) generated by the Lie bracket \([a, b] \in \mathcal{K}\) of elements \(a\) and \(b\) where

\[ [a, b] = b_*(a) - a_*(b), \]  

(20)

or in components, assuming \(a = \begin{pmatrix} P \\ Q \end{pmatrix}, \ b = \begin{pmatrix} S \\ T \end{pmatrix}\) we have

\[ [a, b] = \begin{pmatrix} S_{*u}(P) + S_{*v}(Q) - P_{*u}(S) - P_{*v}(T) \\ T_{*u}(P) + T_{*v}(Q) - Q_{*u}(S) - Q_{*v}(T) \end{pmatrix}. \]  

(21)
Let us consider equation (4) which is represented by evolutionary system (5). In this case the commutator of two symmetries is again a symmetry, therefore symmetries form a subalgebra of the Lie algebra $\mathfrak{g} = \mathbb{C} \oplus \mathcal{R}$.

We define formal series of the form

$$A = \sum_{k \geq 0} a_{N-k} D_x^{N-k}, \quad a_m \in \mathcal{R}_C, \quad m \in \mathbb{Z}. \quad (22)$$

The order of the formal series (22) is $N$ (we assume that the leading coefficient $a_N \neq 0$). The positive part of $A$, denoted by $A_+$, which is a finite sum of the form $A_+ = \sum_{k=0}^{N} a_{N-k} D_x^{N-k}$ is a differential operator with obvious action on $\mathcal{R}$, while a formal series is not an operator, since no action on the ring $\mathcal{R}$ is defined. The sum of formal series is defined obviously, a multiplication (composition) is defined by

$$a_n D_x^n \circ b_m D_x^m = \sum_{k \geq 0} \left( \frac{n}{k} \right) a_n D_x^n(b_m) D_x^{n+k}. \quad (23)$$

For positive $n$ the sum (23) is finite since the binomial coefficients

$$\left( \frac{n}{k} \right) = \frac{n(n-1)(n-2) \cdots (n-k+1)}{k!}$$

vanish for $k > n$, for negative $n$ the composition is well defined in the sense of formal series. Formal series form an associative ring and we denote it by $\mathcal{R}_C[D_x]$.

Suppose $A$ is a formal series (differential operator) of the form (22), then the conjugated formal series (differential operator) is defined as

$$A^\dagger = \sum_{k \geq 0} (-1)^{N-k} D_x^{N-k} \circ a_{N-k}. \quad (24)$$

We also consider formal series and differential operators with matrix coefficients, assuming that the entries of the matrix belong to $\mathcal{R}$ (the Fréchet derivative (19) is an example of the operator with vector coefficients). In this case the coefficients of the conjugated series (24) have to be transposed.

For any $g \in \mathcal{R}$ we define a vector column of variational derivatives $\delta g$

$$\delta g = \begin{pmatrix} \delta_u g \\ \delta_v g \end{pmatrix} = \begin{pmatrix} g^*_{u}(1) \\ g^*_{v}(1) \end{pmatrix} \quad (25)$$

There is a useful statement [13], that $\delta g = 0$ if and only if $g \in \text{Im} D_x$, i.e., there exists $h \in \mathcal{R}$ such that $g = D_x(h)$. Thus, the variational derivative is well defined on the factor space $\mathcal{R}/\text{Im} D_x$, indeed two elements $a, b \in \mathcal{R}$ have the same variational derivative iff their difference is a total derivative, that is, $a - b \in \text{Im} D_x$.

### 2.2 Symmetries.

There are many equivalent definitions of infinitesimal symmetries of PDEs (based on infinitesimal transformations of solutions, commuting vector fields, etc., see for example [11,13]). In this paper we adopt a definition, which is quite convenient for practical computations as well as for theoretical considerations.

Suppose we have an evolutionary system [10] and the column vector of the right-hand side is $a = (P,Q)^\text{tr}$. We say that $b \in \mathcal{K}$ is a symmetry (a generator of an infinitesimal symmetry) if $[a, b] = 0$. The evolutionary system corresponding to $b$ is compatible with [10] and often it is called symmetry as well. Due to the Jacobi identity a commutator of two symmetries is again a symmetry, therefore symmetries form a subalgebra of the Lie algebra $\mathcal{K}$.

Let us consider equation [4] which is represented by evolutionary system [5]. In this case $a = (v, K)^\text{tr}$. Assuming $b = (S, F)^\text{tr}$, and evaluating $[a, b] = 0$ using (21), we receive

$$S_{*u}(v_0) + S_{*v}(K) = F, \quad F_{*u}(v_0) + F_{*v}(K) = K_{*u}(S) + K_{*v}(F),$$

which can be rewritten as

$$D_t(S) = F, \quad D_t(F) = D_b(K),$$
where
\[ D_t = \sum_{k \geq 0} \left( v_k \frac{\partial}{\partial u_k} + D_x^k(K) \frac{\partial}{\partial v_k} \right), \quad D_b = \sum_{k \geq 0} \left( D_x^k(S) \frac{\partial}{\partial u_k} + D_x^k D_t(S) \frac{\partial}{\partial v_k} \right) \]  (26)

A symmetry generator \( b \) is completely determined by its first component \( S \), which satisfies equation
\[ D_t^2(S) = D_b(K). \]  (27)

Equation (24) together with (26) can be taken as a definition of symmetry for evolutionary system (23).

Evolutionary system (6) represents equation (4) in the standard set of dynamical variables (10) if function \( K = D_x(G) \) does not depend on the variable \( v \) (it may of course depend on \( u_t, v_{xx} = u_{tx}, \ldots \)). Indeed, the variable \( v \) cannot be represented in terms of \( u \) and its derivatives. Its symmetries may explicitly depend on \( v \) and therefore the corresponding infinitesimal transformations are non-local, i.e. cannot be expressed in terms of \( u \) and its derivatives. System (8) has infinitely many symmetries, but only a finite number of them does not depend on \( v \) explicitly. Thus, only a finite number of symmetries of the Boussinesq equation are local. The meaning of the notion “locality” depends on the choice of the set of dynamical variables. Representing the Boussinesq in the form (3) we introduce a variable \( v \) and extend the standard set. In this extended set of dynamical variables the Boussinesq equation (2) has infinitely many local infinitesimal symmetries. In the case of the system (6), there is another natural extension of the standard set of dynamical variables (10). Due to the structure of the first equation \( u_t = v_1 \) we can introduce a “potential” \( w \) such that \( u = w_1, u_1 = w_2, \ldots u_k = w_{k+1} \). In this new extended set symmetries that depend explicitly on the variable \( v \) become local (\( v = w \)). Thus, the potential version of the Boussinesq equation
\[ w_{tt} = w_4 + 2 w_1 w_2 \]  (28)

has infinitely many local symmetries. In the case of the Boussinesq equation one can extend the standard set one step further, introducing the next potential \( z \) such that \( z_1 = w, z_2 = w_1 = u, \ldots z_{n+2} = w_{n+1} = u_n \) and therefore \( z_{tt} = z_4 + (z_2)^2 \). In the case of homogeneous equations introduction of a potential reduces the weight of the variable by one (in the case of the Boussinesq equation we have \( W(u) = 2 \), for the potential Boussinesq equation \( W(w) = 1 \), and \( W(z) = 0 \)).

For system (6) we have \( a = (v_1, G) \). Denoting \( b = (S, F) \) it is easy to show that condition \([a, b] = 0 \) can be written as
\[ D_t(S) = D_x(F), \quad D_t(F) = D_b(G), \]  (29)
where
\[ D_t = \sum_{k \geq 0} \left( v_{k+1} \frac{\partial}{\partial u_k} + D_x^k(G) \frac{\partial}{\partial v_k} \right), \quad D_b = \sum_{k \geq 0} \left( D_x^k(S) \frac{\partial}{\partial u_k} + D_x^k D_t(S) \frac{\partial}{\partial v_k} \right). \]  (30)

It follows from the first equation of the system (29) that \( S \) is either a density of a local conservation law of the system (6) or a total derivative (\( S \in \text{Im} D_x \)). In both cases \( F = D_x^{-1} D_t(S) \in \mathcal{R} \) and \( F \) can be found uniquely if \( S \) is known. Eliminating \( F \) from (29) we arrive to equation \( D_t^2(S) = D_b(K) \), \( K = D_x(G) \), which looks exactly as (27), but the difference is in the definition of derivations (30).

**Definition 1.** We say that differential polynomial \( S \in \mathcal{R} \) is a generator of approximate symmetry of degree \( n \) of system (6) if
\[ D_t^2 S - D_b K = o(R^n) \] (24)
\( (D_t \) and \( D_b \) are given by (30)). We say that system (6) has an infinite hierarchy of approximate symmetries of degree \( n \) if every member of the hierarchy is an approximate symmetry of degree \( n \).

Approximate symmetries of degree 1 are simply the symmetries of the linear part of the system. Any system (6) has infinitely many approximate symmetries of degree 1. The requirement of the existence of approximate symmetries of degree 2 is very restrictive and highly non-trivial. An equation may have infinitely many approximate symmetries of degree 2, but fail to have approximate symmetries of degree 3. Integrable equations have infinite hierarchies of approximate symmetries of any degree. The degree of the hierarchy of approximate symmetries is, in a certain sense, a measure of integrability.

A homogeneous equation has homogeneous symmetries. Indeed, suppose \( S \) generates a symmetry and is a sum of components \( S = S_1 + \cdots + S_k \) of different weights \( W(S_p) = n_p \), then it is easy to check that each homogeneous component \( S_p \) generates a symmetry. We define the order of a homogeneous symmetry \( S \) as the weight of the corresponding evolutionary derivation \( \text{ord}(S) = W(D_b) = W(S) - W(u) \), which is obviously homogeneous. For example \( \text{ord}(u_t) = W(D_x) = 1 \), for systems of equations (17). (4) and (18) we have \( \text{ord}(u_t) = W(D_t) = 2 \). Therefore the order of a homogeneous non-evolutionary equation of the form (14) is natural to define as \( 2W(D_t) \). Thus the order of the Boussinesq equation (2) is 4, the order of equation (14) is 3.
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is a total derivative and therefore

\[
D_n(R) = a_n \circ R - R \circ a_n,
\]
where \( a_n \) is a Fréchet derivative of vector \( a = (P,Q)^T \). If action of \( R \) is well defined on a symmetry \( b_1 \), i.e. \( b_2 = R(b_1) \in \mathcal{K} \), then \( b_2 \) is a new symmetry of the evolutionary system [14]. Starting from a “seed” symmetry \( b_1 \), one can build up an infinite hierarchy of symmetries \( b_{n+1} = R^n(b_1) \), provided that each action of \( R \) produces an element of the ring \( \mathcal{R} \), i.e. \( R^n(b_1) \in \mathcal{K} \).

For example, if we represent the Boussinesq equation [2] in the form of evolutionary system [3], then

\[
a_* = \begin{pmatrix} 0 & D_x \\ D_x^2 + 2uD_x + 2u_1 & 0 \end{pmatrix}
\]
and it is easy to verify that a pseudo-differential operator

\[
R = \begin{pmatrix} 3v + 2v_1D_x^{-1} & 4D_x^2 + 2u + u_1D_x^{-1} \\ 4D_x^4 + 10uD_x^2 + 15u_1D_x + 9u_2 + 4u^2 + (2u_3 + 4uu_1)D_x^{-1} & 3v + v_1D_x^{-1} \end{pmatrix}
\]
satisfies equation [31] and therefore is a recursion operator.
In the previous section we have shown that the second component of a symmetry is completely determined by
its first component. We can restrict the action of the recursion operator on the first component. If \( S \) is the first component of a symmetry of the Boussinesq equation [8], then

\[
\mathcal{S} = \mathcal{R}(S) = (3v + 2v_1D_x^{-1} + (4D_x^2 + 2u + u_1D_x^{-1})D_xD_x^{-1})(S)
\]
is the first component of the next symmetry in the hierarchy. We call \( \mathcal{R} \) a restricted recursion operator. The restricted recursion operator \( \mathcal{R} \) of the Boussinesq equation is a homogeneous pseudo-differential operator of weight \( W(\mathcal{R}) = 3 \) (the weight \( W(D_x^{-1}) = -1 \)), therefore \( \text{ord}(\mathcal{S}) = \text{ord}(S) + 3 \).
A space-shift, generated by \( b_1 = (u_1, v_1)^T \), is a symmetry of the Boussinesq equation [8]. Taking \( u_1 \) as a seed, we can construct an infinite hierarchy \( S_{3k+1} = \mathcal{R}^k(S_1) \) of symmetries of orders \( 3k+1, k = 0, 1, 2, \ldots \) For example

\[
S_4 = 4v_3 + 4v_1u + 4vu_1 = 4D_x(v_2 + vu).
\]
We see that \( S_4 \) is a total derivative and therefore \( S_4 = \mathcal{R}(S_4) \in \mathcal{R} \) is the next symmetry in the hierarchy, etc. The Boussinesq equation itself is not a member of this hierarchy. If we take a seed symmetry, corresponding to the time-shift \( c_1 = (v_1, u_3 + 2uu_1)^T \) we receive another infinite hierarchy of symmetries \( S_{3k+2} = \mathcal{R}^k(v_1), k = 0, 1, 2, \ldots \) The Boussinesq equation does not have symmetries of order \( 3k, k \in \mathbb{N} \). One can show that \( S_{3k+1} \) and \( S_{3k+2} \) are elements of the ring \( \mathcal{R} \) for any \( k \in \mathbb{N} \) and therefore \( \mathcal{R} \) generates two infinite hierarchies of symmetries of the Boussinesq equation. Moreover, all symmetries from the both hierarchies commute with each other.
For system [8] a recursion operator is completely determined by its two entries \( R_{11} \) and \( R_{12} \). Indeed, it follows from [31] that

\[
R_{21} = D_x^{-1} \circ (D_x(R_{11}) + R_{12} \circ G_{uv}), \quad R_{22} = D_x^{-1} \circ (D_x(R_{12}) + R_{11} \circ D_x + R_{12} \circ G_{vv}).
\]
The restricted recursion operator \( \mathcal{R} \) for system [8] can be represented as

\[
\mathcal{R} = R_{11} + R_{12}D_xD_x^{-1}.
\]
If the system of equations is bi-Hamiltonian, then there is a useful splitting of the recursion operator in a
composition \( R = H \circ J \) of a Hamiltonian \( H \) and symplectic \( J \) operators. A comprehensive definition and theory of these operators one can find in the fundamental monograph of Irene Dorfman [14]. Here we remind basic facts and introduce notations.
A "pseudo-differential operator" \( H \) is called a Hamiltonian operator if it is skew-symmetric \( H^\dagger = -H \) and defines a Poisson bracket for any two elements \( f, g \in \mathcal{R} \):

\[
\{f, g\} = \left( \delta f^\dagger \cdot H(\delta g) \right),
\]
which satisfy the Jacobi identity. A Hamiltonian operator $\mathcal{H}$ of an evolutionary system $(\Omega, J)$ should also be invariant (its Lie derivative should vanish):

$$D_a \mathcal{H} = a_* \circ \mathcal{H} + \mathcal{H} \circ a_\dagger.$$  

(35)

An evolutionary system $(\Omega, J)$ is called Hamiltonian if $a = \mathcal{H}(\delta H)$, where $H$ is a density of a conservation law. The density $H$ is called the Hamiltonian of the system. If $\rho$ is a density of a conservation law of a Hamiltonian system $(\Omega, J)$, then $b = \mathcal{H}(\delta \rho)$ is a generator of a symmetry of the system.

A symplectic operator $J$ is, in a sense, inverse to a Hamiltonian operator. It is also skew-symmetric $J^\dagger = -J$ and defines a closed 2-form. It should also be invariant (its Lie derivative should vanish):

$$D_a J = -a_\dagger \circ J - J \circ a_*.$$  

(36)

It follows from (35), (36) that the composition $\mathcal{H} \circ J$ satisfy equation (34). Indeed,

$$D_a(\mathcal{H} \circ J) = D_a(\mathcal{H}) \circ J + \mathcal{H} \circ D_a(J) = a_* \circ \mathcal{H} \circ J + \mathcal{H} \circ a_\dagger \circ J - \mathcal{H} \circ a_\dagger \circ J - \mathcal{H} \circ J \circ a_*.$$  

In the case of evolutionary system $(\Omega, J)$ a Hamiltonian operator $\mathcal{H}$ is $2 \times 2$ matrix whose entries $\mathcal{H}_{ij}$ are differential (or pseudo-differential) operators. It follows from (35) that

$$\mathcal{H}_{22} = G_{ss} \circ \mathcal{H}_{11} \circ D_x^{-1} + G_{sv} \circ \mathcal{H}_{21} \circ D_x^{-1} - D_a(\mathcal{H}_{21}) \circ D_x^{-1}$$  

and $\mathcal{H}_{12} = -\mathcal{H}_{21}^\dagger$ due to the skew-symmetry. Thus two entries $\mathcal{H}_{11}$ and $\mathcal{H}_{21}$ completely determine the Hamiltonian operator.

Similarly for a symplectic operator we find from (36) that

$$J_{11} = -G_{sv}^\dagger \circ J_{22} \circ D_x^{-1} - J_{12} \circ G_{sv} \circ D_x^{-1} - D_a(J_{12}) \circ D_x^{-1}$$  

and $J_{21} = -J_{12}^\dagger$. Two components $J_{22}$ and $J_{12}$ completely determine the symplectic operator of system $(\Omega, J)$.

A restricted recursion operator for equation (39) can be represented in the form

$$\mathcal{R} = \mathcal{H}_{11} \circ J_{11} + \mathcal{H}_{12} \circ J_{21} + (\mathcal{H}_{11} \circ J_{12} + \mathcal{H}_{12} \circ J_{22}) \circ D_x^{-1} D_t.$$  

(39)

In the case of the Boussinesq equation (3) there are Hamiltonian and symplectic operators of the form

$$\mathcal{H} = \begin{pmatrix} 3D_x^3 + u D_x + D_x u \\ 3v D_x + v_1 \end{pmatrix}, \quad J = \begin{pmatrix} 3v D_x + 2v_1 \\ 4D_x^5 + 5(3u D_x^3 + D_x^2 u) - 3(v_2 D_x + D_x u_2) + 4v D_x u \end{pmatrix},$$

It is easy to check that $J^{-1}$ is also a Hamiltonian operator for the Boussinesq equation and compatible with $\mathcal{H}$.

### 2.4 Symbolic Representation

In this section we remind basic definitions and notations of perturbative symmetry approach in symbolic representation (for more details see e.g. [9, 10]).

We start with the symbolic representation $\hat{\mathcal{R}}$ of the ring $\mathcal{R}$. Linear monomials $u_n, v_m$ are represented by

$$u_n \rightarrow u \xi_1^n, \quad v_m \rightarrow v \zeta_1^m.$$  

(40)

Quadratic monomials $u_n u_m, u_n v_m, v_n v_m$ have the following symbols

$$u_n u_m \rightarrow \frac{u^2}{2}(\xi_1^n \xi_2^m + \xi_1^m \xi_2^n), \quad u_n v_m \rightarrow uv \xi_1^n \xi_1^m, \quad v_n v_m \rightarrow \frac{v^2}{2}(\zeta_1^n \zeta_2^m + \zeta_1^m \zeta_2^n).$$  

(41)

A symbolic representation of a monomial $u_0^n u_1^{n_1} \cdots v_0^m v_1^{m_1} \cdots v_q^{m_q}, n_0 + n_1 + \cdots + n_p = n, m_0 + m_1 + \cdots + m_q = m$ is defined as:

$$u_0^n u_1^{n_1} \cdots v_0^m v_1^{m_1} \cdots v_q^{m_q} \rightarrow u^n v^m (\xi_1^0 \xi_2^0 \cdots \xi_1^{n_0} \xi_2^{n_0} \cdots \xi_1^{n_{0}+n_1} \cdots \xi_1^n \xi_2^n \cdots \zeta_0^0 \zeta_1^0 \cdots \zeta_0^{m_0} \zeta_1^{m_0} \cdots \zeta_2^m).$$  

(42)
where triangular brackets \( \langle \cdot \rangle \) and \( \langle \cdot \rangle_\zeta \) denote the averaging over the group of permutations of \( n \) elements \( \xi_1, \ldots, \xi_n \), denoted by \( \Sigma_n \), i.e.

\[
\langle c(\xi_1, \ldots, \xi_n) \rangle_\zeta = \frac{1}{n!} \sum_{\sigma \in \Sigma_n} c(\sigma(1), \ldots, \sigma(n))
\]

and \( m \) elements \( \zeta_1, \ldots, \zeta_m \) respectively.

To define the symbolic representation \( \hat{R} \) of the ring \( R \) we need to define summation, multiplication and derivation in \( \hat{R} \). To the sum of two elements of the ring corresponds the sum of their symbols. To the product of two elements \( f, g \in R \) with symbols \( f \rightarrow u^n v^m a(\xi_1, \ldots, \xi_n, \zeta_1, \ldots, \zeta_m) \) and \( g \rightarrow u^p v^q b(\xi_1, \ldots, \xi_p, \zeta_1, \ldots, \zeta_q) \) corresponds:

\[
f \circ g \rightarrow u^{n+p} v^{m+q} \langle (a(\xi_1, \ldots, \xi_n, \zeta_1, \ldots, \zeta_m) b(\xi_{n+1}, \ldots, \xi_{n+p}, \zeta_{m+1}, \ldots, \zeta_{m+q}) \rangle \rangle_\zeta,
\]

where the symmetrisation operations are taken with respect to permutations of all arguments \( \xi \) and \( \zeta \). It is easy to see that representations of quadratic \( (\xi) \) and general \( (\xi^2) \) monomials immediately follows from \( (\xi) \) and \( (\xi^2) \).

If \( f \in R \) has a symbol \( f \rightarrow u^n v^m a(\xi_1, \ldots, \xi_n, \zeta_1, \ldots, \zeta_m) \), then the symbolic representation for its \( N \)-th derivative \( D^N_x f \) is:

\[
D^N_x f \rightarrow u^n v^m (\xi_1 + \xi_2 + \cdots + \xi_n + \zeta_1 + \zeta_2 + \cdots + \zeta_m)^N a(\xi_1, \ldots, \xi_n, \zeta_1, \ldots, \zeta_m)
\]

Thus we obtained the symbolic representation \( \hat{R} \) of the differential ring \( R \).

To construct the symbolic representation \( \hat{R}[\eta] \) of the associative ring of formal series \( R_C[D_x] \) we define a symbol \( \eta \) which corresponds to the derivation operator \( D_x \) and satisfies the following rules of action and composition:

\[
\eta(u^n v^m a(\xi_1, \ldots, \xi_n, \zeta_1, \ldots, \zeta_m)) =
\]

\[
\eta \circ u^n v^m a(\xi_1, \ldots, \xi_n, \zeta_1, \ldots, \zeta_m) =
\]

The last expression represents the Leibnitz rule \( D_x \circ f = D_x(f) + f \circ D_x \) in the symbolic representation. Moreover, for any \( N \in \mathbb{Z} \)

\[
D^N_x \circ f \rightarrow \eta^p \circ u^n v^m a(\xi_1, \ldots, \xi_n, \zeta_1, \ldots, \zeta_m) = u^n v^m (\xi_1 + \xi_2 + \cdots + \xi_n + \zeta_1 + \zeta_2 + \cdots + \zeta_m + \eta)^N a(\xi_1, \ldots, \xi_n, \zeta_1, \ldots, \zeta_m).
\]

For any two terms \( f D^p_x, g D^q_x \) of formal series \( p, q \in \mathbb{Z} \) with symbols \( f \rightarrow u^n v^m a(\xi_1, \ldots, \xi_n, \zeta_1, \ldots, \zeta_m), g \rightarrow u^p v^q b(\xi_1, \ldots, \xi_1, \zeta_1, \ldots, \zeta_r) \) the composition rule in the symbolic representation reads

\[
f D^p_x \circ g D^q_x \rightarrow
\]

\[
\times b(\xi_{n+1}, \ldots, \xi_{n+s}, \zeta_{m+1}, \ldots, \zeta_{m+r}) \eta^p \rangle \rangle_\zeta,
\]

where the symmetrisation is taken with respect to permutations of arguments \( \xi \) and arguments \( \zeta \), but not the argument \( \eta \).

Elements of \( \hat{R}[\eta] \) are formal series

\[
A = a_{00}(\eta) + u a_{10}(\xi_1, \eta) + v a_{01}(\zeta_1, \eta) + u^2 a_{20}(\xi_1, \xi_2, \eta) + u v a_{11}(\xi_1, \zeta_1, \eta) + v^2 a_{02}(\xi_1, \zeta_2, \eta) + u^3 a_{30}(\xi_1, \zeta_2, \zeta_3, \eta) + \cdots
\]

(45)

where functions \( a_{nm}(\xi_1, \ldots, \xi_n, \zeta_1, \ldots, \zeta_m, \eta) \) are symmetric functions with respect to permutations of arguments \( \xi \) and arguments \( \zeta \). Functions \( a_{nm}(\xi_1, \ldots, \xi_n, \zeta_1, \ldots, \zeta_m, \eta) \) are not necessarily polynomials, but they possess an important property which we call locality:

**Definition 2.** We shall call a function \( a_{nm}(\xi_1, \ldots, \xi_n, \zeta_1, \ldots, \zeta_m, \eta) \) local if all the coefficients of its expansion

\[
a_{nm}(\xi_1, \ldots, \xi_n, \zeta_1, \ldots, \zeta_m, \eta) = \sum_{k \leq s} a_{nm}^{k}(\xi_1, \ldots, \xi_n, \zeta_1, \ldots, \zeta_m) \eta^k, \quad \eta \rightarrow \infty
\]

are polynomials in variables \( \xi_1, \ldots, \xi_n, \zeta_1, \ldots, \zeta_m \).
The property of locality reflects the fact that coefficients of a formal series \( A \in \mathcal{R}[D_x] \) are differential polynomials, i.e. elements of the ring \( \mathcal{C} \).

Formal series (45) form a ring: the summation is evident, while the multiplication (composition) rule is given by (compare with (44)):

\[
\begin{align*}
  u^n v^m a_{nm}(\xi_1, \ldots, \xi_n, \zeta_1, \ldots, \zeta_m, \eta) \circ u^n v^p b_{pr}(\xi_1, \ldots, \xi_p, \xi_1, \ldots, \zeta_r, \eta) = \\
  = u^{n+p} v^{m+p} (\langle a_{nm}(\xi_1, \ldots, \xi_n, \zeta_1, \ldots, \zeta_m, \eta + \xi_{n+1} + \cdots + \xi_{n+p} + \zeta_{m+1} + \cdots + \zeta_{m+r} \rangle) \mathcal{L}^\eta \\
  \times b_{pr}(\xi_{n+1}, \ldots, \xi_{n+p}, \zeta_{m+1}, \ldots, \zeta_{m+r}, \eta)) \mathcal{L}^\xi.
\end{align*}
\]

The ring \( \mathcal{R}[\eta] \) is graded

\[
\mathcal{R}[\eta] = \bigoplus_{n=0}^\infty \mathcal{R}^n[\eta],
\]

where \( \mathcal{R}^n[\eta] \) with \( n = 0, 1, 2, \ldots \), etc. are constant (i.e. \( u, v \) independent), linear in \( u \) or \( v \), quadratic, cubic, etc. In other words, \( \mathcal{R}^n[\eta] \) is eigenspace of operator \( D_y \), cf. (11) corresponding to eigenvalue \( n \). We say that a formal series \( A = o(\mathcal{R}^n[\eta]) \) if \( A \in \bigoplus_{k>n} \mathcal{R}^k[\eta] \).

2.5 Formal Recursion Operator

Choosing symbolic representation we make calculus of derivations much simpler paying the price of a complicated multiplication rule for symbols. For example, the symbolic representation of the Fréchet derivative \( f_* = (f_{*,u}, f_{*,v}) \) of an element \( f \in \mathcal{R} \) with a symbol \( u^n v^m a(\xi_1, \ldots, \xi_n, \zeta_1, \ldots, \zeta_m) \) is:

\[
(f_{*,u}, f_{*,v}) \rightarrow (nu^{n-1}v^m a(\xi_1, \ldots, \xi_{n-1}, \eta, \zeta_1, \ldots, \zeta_m), mu^n v^{m-1} a(\xi_1, \ldots, \xi_n, \zeta_1, \ldots, \zeta_{m-1}, \eta)).
\]

The variational derivative (25) of \( f \) in symbolic representation takes form

\[
\delta f \rightarrow (nu^{n-1}v^m a(\xi_1, \ldots, \xi_{n-1}, -\sum_{k=1}^{n-1} \xi_k, \zeta_1, \ldots, \zeta_m), mu^n v^{m-1} a(\xi_1, \ldots, \xi_n, -\sum_{k=1}^{m-1} \zeta_k, \zeta_1, \ldots, \zeta_{m-1})).
\]

In symbolic representation the problem of computation of symmetries and conservation laws can be reduced to linear algebra (10). We start with system (6) where \( G \in \mathcal{R} \) and it can be represented as

\[
G = G_1 + G_2 + G_3 + \cdots, \quad G_n \in \mathcal{R}^n,
\]

and the corresponding evolutionary derivation is generated by the vector \( a = (v_1, G)^{tr} \).

Its symbolic representation is of the form

\[
\begin{align*}
  u_t &= v_1' \\
  v_1 &= u_1(\xi_1) + v_2(\xi_1) + u^2 a_{20}(\xi_1, \xi_2) + uva_{11}(\xi_1, \zeta_1) + v^2 a_{02}(\zeta_1, \xi_2) + u^3 a_{30}(\xi_1, \xi_2, \xi_3) + \\
  &\quad + u^2 v a_{21}(\xi_1, \xi_2, \zeta_1) + u^2 v a_{12}(\xi_1, \zeta_1, \xi_2) + v^2 a_{03}(\zeta_1, \zeta_2, \zeta_3) + \cdots = \hat{G}.
\end{align*}
\]

Symmetries of system (6), which are generated by elements of \( \mathcal{R} \), can be represented by evolutionary equations

\[
\begin{align*}
  u_r &= u \Omega_1(\xi_1) + v \Omega_2(\xi_1) + u^2 A_{20}(\xi_1, \xi_2) + uva_{11}(\xi_1, \zeta_1) + v^2 A_{02}(\zeta_1, \xi_2) + u^3 A_{30}(\xi_1, \xi_2, \xi_3) + \\
  &\quad + u^2 v A_{21}(\xi_1, \xi_2, \zeta_1) + u^2 v A_{12}(\xi_1, \zeta_1, \xi_2) + v^3 A_{03}(\zeta_1, \zeta_2, \zeta_3) + \cdots = \hat{G}_r.
\end{align*}
\]

where \( \Omega_1(\xi_1), \Omega_2(\xi_1), A_{ij} \) are polynomials.

It follows from (10) that the Fréchet derivative \( a_* \) in the symbolic representation has the form

\[
\hat{a}_* = \begin{pmatrix} 0 & \eta \\ \hat{G}_{*,u} & \hat{G}_{*,v} \end{pmatrix}
\]

where

\[
\begin{align*}
  \hat{G}_{*,u} &= \omega_1(\eta) + 2ua_{20}(\xi_1, \eta) + v a_{11}(\eta, \xi_1) + 3u^2 a_{30}(\xi_1, \xi_2, \eta) + 2uva_{21}(\xi_1, \eta, \zeta_1) + v^2 a_{12}(\eta, \zeta_1, \zeta_2) + \cdots \\
  \hat{G}_{*,v} &= \omega_2(\eta) + u a_{11}(\xi_1, \eta) + 2va_{02}(\zeta_1, \eta) + u^2 a_{21}(\xi_1, \xi_2, \eta) + 2uva_{12}(\xi_1, \xi_2, \eta) + 3v^2 a_{03}(\zeta_1, \zeta_2, \eta) + \cdots
\end{align*}
\]
Let us define a $2 \times 2$ matrix $\hat{R}$ whose entries are formal series
\[
\hat{R}_{11} = \phi_0(\eta) + u\phi_1(\xi,\eta) + \frac{1}{2}u^2\phi_2(\xi,\eta) + u^2\phi_3(\xi,\eta) + u^3\phi_4(\xi,\eta) + \cdots \tag{50}
\]
\[
\hat{R}_{12} = \psi_0(\eta) + \frac{1}{2}u\psi_1(\xi,\eta) + \psi_2(\xi,\eta) + u^2\psi_3(\xi,\eta) + u^3\psi_4(\xi,\eta) + \cdots \tag{51}
\]
and (compare with (53))
\[
\hat{R}_{21} = \eta^{-1} \circ (\hat{R}_{11} + \hat{R}_{12} \circ G_{*,u}), \quad \hat{R}_{22} = \eta^{-1} \circ (\hat{R}_{12} + \hat{R}_{12} \circ G_{*,v} + \hat{R}_{11} \circ \eta) \tag{52}
\]

**Theorem 1.** Suppose that system (47) possess infinitely many approximate symmetries (48) of degree $n$ with $\phi_0(\eta) = \eta$, $\psi_0(\eta) = 0$. Then system (47) possess an approximate formal recursion operator of degree $m - 1$ with $\phi_0(\eta) = \eta$, $\psi_0(\eta) = 0$.

**Definition 3.** We shall call matrix $\hat{R}$ a formal recursion operator of system (47) if it satisfies equation
\[
\hat{R}_t = [\hat{a}_*, \hat{R}] \tag{53}
\]
and all the coefficients up to degree $n$ of formal series $\hat{R}_{11}$ and $\hat{R}_{12}$ are local.

**Theorem 1.** Suppose that system (47) possess infinitely many approximate symmetries (48) of degree $m$ with $u_{\tau_i} = u\Omega_{1,i}(\xi) + v\Omega_{2,i}(\xi) + o(R^1)$.

- If $0 < \deg(\Omega_{1,1}) < \deg(\Omega_{1,2}) < \deg(\Omega_{1,3}) < \cdots$, then system (47) possess an approximate formal recursion operators of degree $m - 1$ with $\phi_0(\eta) = \eta$, $\psi_0(\eta) = 0$.
- If $0 < \deg(\Omega_{2,1}) < \deg(\Omega_{2,2}) < \deg(\Omega_{2,3}) < \cdots$, then system (47) possess an approximate formal recursion operators of degree $m - 1$ with $\phi_0(\eta) = 0$, $\psi_0(\eta) = \eta$.

The proof of the Theorem is straightforward and very similar to the proof of the existence of a formal recursion operator given in [9].

In symbolic representation equation (53) can be solved and all the coefficients $\phi_{ij}, \psi_{ij}$, $i, j = 0, 1, 2, 3, \ldots$ can be expressed in terms of the right-hand side of system (47), i.e. $\omega_i, a_{ij}$. A substitution of (49), (50), (51), (52) in (53) leads to a system of linear algebraic equations on the coefficient functions of the formal recursion operator. There are no restrictions on the choice of $\phi_0(\eta), \psi_0(\eta)$ and they can be chosen arbitrary (for example as in the above Theorem: $\phi_0(\eta) = \eta$, $\psi_0(\eta) = 0$ or $\phi_0(\eta) = 0$, $\psi_0(\eta) = \eta$). To determine coefficients $\phi_{ij}(\xi, \eta), \psi_{ij}(\xi, \eta)$ when $i = 1, 2$, we have to solve a system of four linear equations.

In what follows we will study homogeneous equations (11) of even order $p = 2n$, which can be written in the form (10). Thus in (10) we assume
\[
\omega_1(\xi) = \alpha \xi^{2n-1}, \quad \omega_2(\xi) = \beta \xi^n,
\]
where $\alpha, \beta$ are constant parameters. Without loss of generality we can choose
\[
\alpha = \frac{\mu^2 - \beta^2}{4}.
\]
If $\mu \neq 0, \pm \beta$ then the solution of equations for $\phi_{10}(\xi, \eta), \psi_{10}(\xi, \eta), \phi_{01}(\xi, \eta), \psi_{01}(\xi, \eta)$ can be written in the form
\[
\phi_{10}(\xi, \eta) = \frac{1}{16\mu^2} \left( (\beta - \mu)^2 f_1(\mu, \xi, \eta) + (\beta + \mu)^2 f_1(-\mu, \xi, \eta) + (\mu^2 - \beta^2)(f_2(\mu, \xi, \eta) + f_2(-\mu, \xi, \eta)) \right),
\]
\[
\psi_{10}(\xi, \eta) = \frac{1}{4\mu^2\eta^{n-1}} \left( (\beta - \mu) f_1(\mu, \xi, \eta) + (\beta + \mu) f_1(-\mu, \xi, \eta) + (\mu - \beta) f_2(\mu, \xi, \eta) - (\mu + \beta) f_2(-\mu, \xi, \eta) \right),
\]
\[
\phi_{01}(\xi, \eta) = \frac{1}{4\mu^2\xi^{n-1}} \left( (\beta - \mu) f_1(\mu, \xi, \eta) + (\beta + \mu) f_1(-\mu, \xi, \eta) - (\mu + \beta) f_2(\mu, \xi, \eta) + (\mu - \beta) f_2(-\mu, \xi, \eta) \right),
\]
\[
\psi_{01}(\xi, \eta) = \frac{1}{4\mu^2\xi^{n-1}\eta^{n-1}} \left( f_1(\mu, \xi, \eta) + f_1(-\mu, \xi, \eta) - f_2(\mu, \xi, \eta) + f_2(-\mu, \xi, \eta) \right),
\]
In a similar way, solving a linear system of 8 equations, one can find coefficients where

$$\alpha$$

quite cumbersome and, therefore we do not write them down in the paper.

Let us consider the following equations:

$$g_i(\mu, \xi, \eta) = (\beta - \mu)(\xi + \eta)^n - (\beta + \mu)(\xi^n + \eta^n),$$

$$r_1(\mu, \xi, \eta) = 4a_{20}(\xi, \eta) + (\beta + \mu)\eta^{-1}a_{11}(\xi, \eta) + (\beta + \mu)\xi^{-1}a_{11}(\eta, \xi) + (\beta + \mu)^2\xi^{-1}\eta^{-1}a_{02}(\xi, \eta),$$

$$r_2(\mu, \xi, \eta) = 4a_{20}(\xi, \eta) + (\beta + \mu)\eta^{-1}a_{11}(\xi, \eta) + (\beta + \mu)\xi^{-1}a_{11}(\eta, \xi) + (\beta^2 - \mu^2)\xi^{-1}\eta^{-1}a_{02}(\xi, \eta)$$

In a similar way, solving a linear system of 8 equations, one can find coefficients \(\phi_{20}, \phi_{11}, \phi_{02}, \psi_{20}, \psi_{11}, \psi_{02}\), etc. Despite of a straightforward way of computation, the explicit expressions for the coefficients \(\phi_{20}, \ldots, \psi_{02}\) are quite cumbersome and, therefore we do not write them down in the paper.

Cases \(\alpha = 0\) (i.e. \(\mu = \pm \beta\)) and \(4\alpha + \beta^2 = 0\) (i.e. \(\mu = 0\)) require a consideration of higher degree terms and have to be treated separately.

### 3 Integrable equations of 4th, 6th and 10th order

In this section we consider homogeneous partial differential equations of the form

$$u_t = v_1, \quad v_t = \alpha u_{2n-1} + \beta v_n + G(u, v, \ldots, u_{2n-2}, v_{n-1}),$$

(54)

with \(n = 2, 3, 5\), assuming that the polynomial \(G(u, v, \ldots, u_{2n-2}, v_{n-1})\) has non-zero quadratic terms and parameters \(\alpha\) and \(\beta\) do not vanish simultaneously. We also assume that the weight \(W(u)\) of the variable \(u\) is positive (it is automatically integer, since \(G\) has a quadratic part). It follows from (53) that the weight of the variable \(v\) is \(W(v) = W(u) + n - 1\). In the case \(\partial G/\partial v = 0\), system (54) corresponds to a non-evolutionary equation of form (1) with of order \(p = 2n\) (and \(q = n\)).

We select equations (54) that satisfy necessary conditions for the existence of higher symmetries, i.e. the conditions that a first few coefficients of the corresponding formal recursion operator are local functions and then prove their integrability (the existence of an infinite hierarchy of higher symmetries). For all equations found we show that they satisfy sufficient conditions for integrability, such as they possess bi-Hamiltonian structures, recursion operators and the Lax representations or linearising substitutions.

#### 3.1 The 4th order equations

It is easy to see that a homogeneous system (54) with \(n = 2\) is linear if \(W(u) > 3\). In the case \(W(u) = 3\) the only possibility is \(G = \gamma u^2\), \(\gamma \neq 0\) which leads to a non-integrable equation for any choice of \(\alpha, \beta\) and \(\gamma\). Thus the the weight \(W(u)\) can be equal to 2 or 1.

##### 3.1.1 The case of \(W(u) = 2\)

The most general nonlinear homogeneous system of equations (54) with \(W(u) = 2\) (correspondingly \(W(v) = 3\)) is of the form:

\[
\begin{cases}
u_t = v_1 \\
u_t = \alpha u_3 + \beta v_2 + c_1 uu_1 + c_2 uv,
\end{cases}
\]

where \(c_1, c_2\) are arbitrary constants and at least one of them is not zero.
Without loss of generality we need to consider the following three types of system (55):

Proposition 1. System (56) possess two formal recursion operators with

$$\phi_{00}(\eta) = \eta, \psi_{00}(\eta) = 0$$ and $$\phi_{00}(\eta) = 0, \psi_{00}(\eta) = \eta$$ if and only if $$\beta = c_2 = 0$$. By re-scalings it can be put in the form

$$\begin{align*}
  u_t &= v_1 \\
  v_t &= u_3 + 2u_1
\end{align*}$$

(59)

Systems (57) and (58) are not integrable, they do not possess a formal recursion operator with $$\phi_{00} = 0, \psi_{00} = \eta$$ unless $$c_1 = c_2 = 0$$.

System (59) represents the Boussinesq equation (2), which is known to be integrable. Its Lax representation can be found in [3]. Recursion, Hamiltonian and symplectic operators for the Boussinesq equation were given in Section 2.3. In the Proposition 1 and below by re-scalings we mean an invertible change of variable of the form:

$$u \to \alpha_1 u, \quad v \to \alpha_2 v, \quad x \to \alpha_3 x, \quad t \to \alpha_4 t, \quad \alpha_i \in \mathbb{C}.$$

3.1.2 The case of $$W(u) = 1$$

The most general homogeneous system of equations (54) corresponding to the case $$W(u) = 1$$ and $$n = 2$$ is:

$$\begin{align*}
  u_t &= v_1 \\
  v_t &= \alpha u_3 + \beta v_2 + c_1 u u_2 + c_2 u_1^2 + c_3 u_1 v + c_4 u v_1 + c_5 v^2 + c_6 u^2 u_1 + c_7 u^2 v + c_8 u^4
\end{align*}$$

(60)

where $$c_i, i = 1 \ldots 8$$ are arbitrary constants and we assume that at least one of the coefficients $$c_1, \ldots, c_5$$ is not zero. Without loss of generality we consider the following three types of the system (60):

$$\begin{align*}
  u_t &= v_1 \\
  v_t &= \frac{\mu^2 - \beta^2}{4} u_3 + \beta v_2 + c_1 u u_2 + c_2 u_1^2 + c_3 u_1 v + c_4 u v_1 + c_5 v^2 + c_6 u^2 u_1 + c_7 u^2 v + c_8 u^4,
\end{align*}$$

(61)

where $$\mu \notin \{0, \pm \beta\}, \mu, \beta \in \mathbb{C}$$ and

$$\begin{align*}
  u_t &= v_1 \\
  v_t &= v_2 + c_1 u u_2 + c_2 u_1^2 + c_3 u_1 v + c_4 u v_1 + c_5 v^2 + c_6 u^2 u_1 + c_7 u^2 v + c_8 u^4
\end{align*}$$

(62)

$$\begin{align*}
  u_t &= v_1 \\
  v_t &= -\frac{1}{4} u_3 + v_2 + c_1 u u_2 + c_2 u_1^2 + c_3 u_1 v + c_4 u v_1 + c_5 v^2 + c_6 u^2 u_1 + c_7 u^2 v + c_8 u^4
\end{align*}$$

(63)

Proposition 2. System (61) possess two formal recursion operators with $$\phi_{00}(\eta) = \eta, \psi_{00}(\eta) = 0$$ and $$\phi_{00}(\eta) = 0, \psi_{00}(\eta) = \eta$$ if and only if (up to re-scalings) it is one of the list

$$\begin{align*}
  u_t &= v_1 \\
  v_t &= u_3 + u_1^2 \\
  u_t &= v_1 \\
  v_t &= u_3 + 2u_1 v + 2u_1^2 u_1 \\
  u_t &= v_1 \\
  v_t &= u_3 + 2u_1 v + 4u v_1 - 6u^2 u_1 \\
  u_t &= v_1 \\
  v_t &= u_3 + 4u u_2 + 3u_1^2 - v^2 + 6u^2 u_1 + u^4 \\
  u_t &= v_1 \\
  v_t &= \alpha u_3 + v_2 + 4\alpha u u_2 + 3\alpha u_1^2 + u_1 v + 2uv_1 - v^2 + 6\alpha u^2 u_1 + u^2 v + \alpha u^4, \quad \alpha \neq -\frac{1}{4}
\end{align*}$$

(64) (65) (66) (67) (68)
System (62) possess a formal recursion operator with \( \phi_{00}(\eta) = 0, \psi_{00}(\eta) = \eta \) if and only if (up to re-scalings) it is one of the list

\[
\begin{align*}
& u_t = v_1, \\
& v_t = v_2 + 2uv_1 \\
& u_4 = v_1 \\
& v_4 = v_2 - u_1^2 + 2u_1v - v^2 \\
& u_4 = v_1 \\
& v_4 = v_2 - 2uv_2 - 2u_1^2 + 2u_1v + 6uv_1 - 12u_2u_1
\end{align*}
\]  (69)

System (63) possess two formal recursion operators with \( \phi_{00}(\eta) = \eta, \psi_{00}(\eta) = 0 \) and \( \phi_{00}(\eta) = 0, \psi_{00}(\eta) = \eta \) if and only if (up to re-scalings) it is

\[
\begin{align*}
& u_t = v_1 \\
& v_t = -\frac{4}{3}u_3 + v_2 - uv_2 - \frac{3}{2}u_1^2 + u_1v + 2uv_1 - v^2 - \frac{3}{2}u_2u_1 + u^2v - \frac{1}{4}u^4.
\end{align*}
\]  (70)

Only equations (64) and (69) from this list represent second order equations of the form (1) in the standard set of dynamical variables, since their right hand side do not depend on the variable \( v \) explicitly. Equation (64) is a potential version of the Boussinesq equation, cf. (140). Indeed, if we introduce variables \( U_1 = u, V_1 = v \) then in terms of \( U, V \) equation (64) takes form (63). Its symmetries, conservation laws, recursion and multi-Hamiltonian structures can be easily recovered from the theory of the Boussinesq equation. For example, the recursion operator of the potential Boussinesq equation (64) is \( D_x^{-1} \circ R \circ D_x \) where \( R \) is the recursion operator (62) in which \( u_k, v_k \) is replaced by \( u_{k+1}, v_{k+1} \) and therefore the corresponding restricted recursion operator for equation (64) is of the form

\[
R = D_x^{-1} \circ (3v_1D_x + 2v_2 + (4D_x^2 + 2u_1 + u_2D_x^{-1}) \circ D_x). \]

Equations (65) and (66) are known to be integrable. Corresponding Lax representations and references can be found in (17).

Equations (67) and (68) can be mapped into linear equations

\[
w_{tt} = w_4, \quad w_{tt} = \alpha w_4 + w_{2t}
\]

respectively by the Cole-Hopf transformation \( u = (\log w)_x \). In these cases the restricted recursion operator is the same as for the Burgers equation

\[
R = D_x + u + u_xD_x^{-1}, \quad (73)
\]

which generates higher symmetries from the seeds \( u_1 \) and \( u_2 \).

Equation (69) can be reduced to the Burgers equation with time independent forcing

\[
\begin{align*}
& u_t = u_2 + 2uu_1 + w_1, \quad w_t = 0
\end{align*}
\]

by invertible transformation \( v = w + u_1 + u^2 \). The latter can be linearised by the Cole-Hopf transformation. Equation (70) can be reduced to the system

\[
\begin{align*}
& u_4 = u_2 + w_1, \quad w_t = -w^2
\end{align*}
\]

by a simple invertible the change of the variable \( v = w + u_1 \). System (71) provides an example of an equation that possesses neither higher symmetries nor a recursion operator. However, a formal recursion operator does exist and therefore it is in the list of the Proposition. Its integration can be reduced to the integration of a linear nonhomogeneous heat equation with a source term of a special form.

System (71) possesses an infinite hierarchy of symmetries of all orders generated by a recursion operator

\[
R = -2u + 2u_1D_x^{-1} + D_tD_x^{-1}
\]

starting from the seed \( u_1 \).

By a simple shift of the variable \( v = w + u_1 + 2u^2 \), system (71) can be transformed in the form

\[
\begin{align*}
& u_t = u_2 + 4uu_1 + w_1, \quad w_t = 2D_x(uw).
\end{align*}
\]  (74)

This system can be linearised by a reciprocal and then point transformations (we would like to thank A. Hone who helps us to find an explicit form of the linearising transformation).

Equation (72) is a particular case of (63) corresponding to the exceptional case \( \alpha = -\frac{1}{4} \).
3.2 The 6th order equations

Homogeneous 6th order \((n = 3)\) equations with non-zero quadratic terms correspond to \(W(u) \leq 5\). We restrict ourself with the case \(W(u) > 0\). The weights \(3, 4, 5\) do not lead to integrable equations:

**Proposition 3.** For weights \(W(u) = 3, 4, 5\) there are no equations possessing a formal recursion operator.

3.2.1 The case of \(W(u) = 2\)

The most general homogeneous system corresponding to \(W(u) = 2\) can be written as

\[
\begin{aligned}
\left\{ \begin{array}{l}
\dot{u}_t = u_1 \\
\dot{v}_t = v_1 + \beta v_3 + D_x [c_1 u_2 v_2 + c_2 u_2^2 + c_5 u^3] + c_3 v_1 + c_4 v u_1,
\end{array} \right.
\end{aligned}
\]  

\((75)\)

where \(\alpha, \beta, c_i, i = 1, \ldots, 4\) are arbitrary constants and we assume that at least one of \(c_1, \ldots, c_4\) is not zero.

Without loss of generality we consider the following three types of the above system:

\[
\begin{aligned}
\left\{ \begin{array}{l}
\dot{u}_t = u_1 \\
\dot{v}_t = \frac{k^2 - \beta^2}{4} u_5 + \beta v_3 + D_x [c_1 u_2 v_2 + c_2 u_2^2 + c_5 u^3] + c_3 v u_1 + c_4 v u_1,
\end{array} \right. \\
\mu \notin \{0, \pm \beta\}, \quad \mu, \beta \in \mathbb{C}
\end{aligned}
\]  

\((76)\)

**Proposition 4.** If system \((74)\) possess two formal recursion operators with \(\phi_{00}(\eta) = \eta, \psi_{00}(\eta) = 0\) and \(\phi_{00}(\eta) = 0, \psi_{00}(\eta) = \eta\) then, up to re-scalings, it is one of the list

\[
\begin{aligned}
\left\{ \begin{array}{l}
\dot{u}_t = u_1 \\
\dot{v}_t = 2 u_5 + v_3 + D_x [2 u u_2 + u_2^2 + \frac{4}{27} u^3]
\end{array} \right.
\end{aligned}
\]  

\((79)\)

\[
\begin{aligned}
\left\{ \begin{array}{l}
\dot{u}_t = u_1 \\
\dot{v}_t = \frac{1}{5} u_5 + v_3 + D_x [u u_2 + w + \frac{1}{3} u^3]
\end{array} \right.
\end{aligned}
\]  

\((80)\)

\[
\begin{aligned}
\left\{ \begin{array}{l}
\dot{u}_t = u_1 \\
\dot{v}_t = \frac{1}{5} u_5 + v_3 + D_x [2 u u_2 + \frac{3}{2} u_2^2 + 2 w + \frac{4}{3} u^3]
\end{array} \right.
\end{aligned}
\]  

\((81)\)

If system \((74)\) possess a formal recursion operator with \(\phi_{00}(\eta) = 0, \psi_{00}(\eta) = \eta\) then, up to re-scalings, it is one of the list

\[
\begin{aligned}
\left\{ \begin{array}{l}
\dot{u}_t = v_1 \\
\dot{v}_t = v_3 + w v_1 + u_1 v
\end{array} \right.
\end{aligned}
\]  

\((82)\)

\[
\begin{aligned}
\left\{ \begin{array}{l}
\dot{u}_t = v_1 \\
\dot{v}_t = v_3 + 2 u u_3 + 4 u_1 u_2 - 4 u_1 v - 8 u v_1 - 24 u^2 u_1
\end{array} \right.
\end{aligned}
\]  

\((83)\)

System \((78)\) does not possess a formal recursion operator for any non-trivial choice of \(c_i\).

Equation \((79)\) can be rewritten in the form \((1)\):

\[
\dot{u}_{tt} = 2 u_6 + u_{3,t} + D_x^2 \left(2 u u_2 + u_2^2 + \frac{4}{27} u^3\right)
\]

It has the following restricted recursion operator

\[
\Re = D_x^4 + \frac{5}{2} D_x D_t + \frac{1}{3} u_1 D_x^{-1} + \frac{5}{9} u D_x^2 + \frac{2}{9} u D_t D_x^{-1} + \frac{13}{9} u_1 D_x + \frac{7}{9} u + \frac{1}{9} u_1 D_t D_x^{-2}.
\]

Applying powers of \(\Re\) to the seed symmetries \(u_1\) and \(u_t\), one can build up two infinite hierarchies of commuting symmetries generated by \(S_{4n+1} = \Re^n(u_1)\) and \(S_{4n+3} = \Re^n(u_t)\) respectively. There are no even order symmetries for equation \((79)\). Its bi-Hamiltonian structure is given by a Hamiltonian operator

\[
\mathcal{H}_{11} = \frac{5}{2} D_x^3 + \frac{1}{9} (u D_x + D_x u)
\]
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This system has the following Lax representation:

\[ H_{12} = \frac{7}{2}D_x^5 + \frac{4}{9}vD_x + \frac{1}{3}u_1 + \frac{7}{9}uD_x^3 + \frac{14}{9}u_1D_x^2 + \frac{7}{9}u_2D_x \]

and a symplectic operator

\[ J_{12} = D_x^{-1}, \quad J_{22} = 0. \]

A simple change of the variable \( v = w - u_2 - u^2/3 \) brings system (83) in the form

\[ u_t = -u_3 - \frac{2}{3}uu_1 + w_1, \quad w_t = 2w_3 + \frac{2}{3}uw_1. \]

Thus system (83) has a reduction \((w = 0, \text{i.e. } v = -u_2 - u^2/3)\) to the Korteweg de Vries equation. This system has the following Lax representation:

\[
L = D_x^4 + \frac{2}{9}uD_x^3 + \frac{2}{9}u_1D_x + \frac{5}{54}u_2 + \frac{1}{162}u^2 - \frac{1}{54}v, \\
A = 4D_x^3 + \frac{2}{3}uD_x + \frac{1}{3}u_1.
\]

The above mentioned reduction of the system corresponds to the case when \( L \) is the square of a second order operator (i.e. the square of the Lax operator for the KdV equation):

\[ L = (D_x^2 + \frac{1}{9}u)^2. \]

System (83) and its Lax representation can be transformed to one of the cases studied in (7).

Recursion operators and bi-Hamiltonian structure as well as the Lax representations for the potential versions of equations (80) and (81) will be given in the next section.

Equation (82) is known to be integrable, its Lax representation can be found in (8). Its bi-Hamiltonian structure is given by a Hamiltonian operator

\[ H_{11} = 5D_x^3 + 2uD_x + u_1 \]

\[ H_{12} = \frac{9}{2}(D_x^5 + uD_x^3 + 2u_1D_x^2 + u_2D_x) + 4vD_x + 3v_1 \]

and a symplectic operator

\[ J_{21} = D_x + uD_x^{-1}, \quad J_{22} = 2D_x^{-1}. \]

Its restricted recursion operator is of order 6. The hierarchies of symmetries can be generated from the seeds \( S_1 = u_1, \quad S_3 = u_4 \) and \( S_5 = u_5 - 10v_3 + D_x(5uu_2 - 10uw + \frac{2}{3}uu^3) \).

Equation (82) has the following restricted recursion operator

\[ \Re = \frac{1}{2}D_xD_x + uD_x^2 + u_1D_x + u_2 - 10u^2 - 2v - 2uD_x^{-1}D_t - v_1D_x^{-1} - 4u_1D_x^{-2}u - u_1D_x^{-2}D_t, \]

which is of weight 4. There are two infinite hierarchies of symmetries \( S_{4k+1} = \Re^k(u_1) \) and \( S_{4k+3} = \Re^k(v_1) \) and no symmetries of even order.

Its bi-Hamiltonian structure is given by a Hamiltonian operator

\[ H_{11} = -\frac{1}{2}D_x^5 + 2uD_x + u_1 \]

\[ H_{12} = -\frac{1}{2}D_x^5 + 5uD_x^3 + 10u_1D_x^2 + 7u_2D_x + 2u_3 - 6u^2D_x - 12uu_1 + 2vD_x + v_1 \]

and a symplectic operator

\[ J_{12} = D_x^{-1}, \quad J_{22} = 0. \]

If we introduce a new variable \( v = w + u_2 - 3u^2 \), equation (82) can be rewritten in the form

\[
\begin{aligned}
u_t &= u_3 - 6uw_1 + w_1 \\
w_t &= -2uw_1 - 4u_1w.
\end{aligned}
\] (84)

It admits an obvious reduction \((w = 0)\) to the KdV equation \( u_t = v_1 = u_3 - 6uu_1. \)

\footnote{When our paper was completed we discovered that integrable system (83) has recently been studied by A.B. Shabat (18), he also has found a Lax representation for this system.}
3.2.2 The case of $W(u) = 1$

Homogeneous systems of equations \((87)\) with $W(u) = 1$ can be written in the form:

\[
\begin{align*}
\begin{cases}
  u_t = v_1 \\
  v_1 = \alpha u_5 + \beta v_3 + c_1 u_2^3 + c_2 u_1 u_3 + c_3 u u_4 + c_4 u_2 v + c_5 u_1 v_1 + c_6 u v_2 + c_7 v^2 + c_8 u_1^3 + \\
  + c_9 u_1 u_2 + c_{10} u^2 u_3 + c_{11} u^2 v_1 + c_{12} u u_1 v + c_{13} u^2 u_2 + c_{14} u^3 u_2 + c_{15} u^3 v + c_{16} u^4 u_1 + c_{17} u^6,
\end{cases}
\end{align*}
\]

where $\alpha, \beta \in \mathbb{C}$, all $c_i, i = 1, \ldots, 17$ are arbitrary constants and at least one of $c_1, \ldots, c_7$ is not zero.

We need to consider the following cases of the system \((88)\):

\[
\begin{align*}
\begin{cases}
  u_t = v_1 \\
  v_1 = 2 u_5 + v_3 + u_2^3 + 2 u_1 u_3 + \frac{1}{27} u_1^3,
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\begin{cases}
  u_t = v_1 \\
  v_1 = v_3 + c_2 u_1 u_3 + c_3 u u_4 + c_4 u_2 v + c_5 u_1 v_1 + c_6 u v_2 + c_7 v^2 + c_8 u_1^3 + \\
  + c_9 u_1 u_2 + c_{10} u^2 u_3 + c_{11} u^2 v_1 + c_{12} u u_1 v + c_{13} u^2 u_2 + c_{14} u^3 u_2 + c_{15} u^3 v + c_{16} u^4 u_1 + c_{17} u^6,
\end{cases}
\end{align*}
\]

Proposition 5. If system \((89)\) possess two formal recursion operators with $\phi_0(\eta) = \eta, \psi_0(\eta) = 0$, and $\phi_0(\eta) = 0, \psi_0(\eta) = \eta$, up to re-scalings, it is one of the equations in the following list:

\[
\begin{align*}
\begin{cases}
  u_t = v_1 \\
  v_1 = v_3 + u_1 u_3 + \frac{1}{3} u_3^2 + 2 u_1 v_1 + \frac{4}{9} u_1^3
\end{cases}
\end{align*}
\]

If system \((90)\) possess a formal recursion operator with $\phi_0(\eta) = 0, \psi_0(\eta) = \eta$, up to re-scalings, it is one of the list

\[
\begin{align*}
\begin{cases}
  u_t = v_1 \\
  v_1 = v_3 + u_1 u_3 + \frac{1}{3} u_3^2 + 2 u_1 v_1 + \frac{4}{9} u_1^3
\end{cases}
\end{align*}
\]

If system \((91)\) possess two formal recursion operators with $\phi_0(\eta) = \eta, \psi_0(\eta) = 0$, $\phi_0(\eta) = 0, \psi_0(\eta) = \eta$, up to re-scalings, then it is

\[
\begin{align*}
\begin{cases}
  u_t = v_1 \\
  v_1 = v_3 + u_1 u_3 + \frac{1}{3} u_3^2 + 2 u_1 v_1 + \frac{4}{9} u_1^3
\end{cases}
\end{align*}
\]

Equations \((87), (89)\) and \((91)\) are “potential” versions of \((84), (86)\) and \((88)\).

System \((87)\) represents in the form of equation \((88)\) as

\[
\begin{align*}
  u_{tt} = \frac{1}{9} u_6 + u_{3t} + D_x \left( u_1 u_3 + u_1 u_t + \frac{1}{3} u_3^2 \right)
\end{align*}
\]
It is a bi–Hamiltonian system with a Hamiltonian operator

\begin{align*}
\mathcal{H}_{11} &= 6D_x + 2u_1D_x^{-1} + 2D_x^{-1} \circ u_1 \\
\mathcal{H}_{21} &= \frac{33}{5}D_x^3 + 11u_1D_x + 2v_1D_x^{-1} + 6D_x^{-1} \circ v_1,
\end{align*}

and a symplectic operator is defined by

\begin{align*}
\mathcal{J}_{12} &= \frac{3}{5}u_1D_x^5 + 3u_2D_x^4 + [5u_3 + u_1^2 + 5v_1]D_x^3 + [2u_4 + 2u_1u_2 + 5v_2]D_x^2 + \\
&\quad + [-2u_5 - 2u_1u_3 - 2u_2^2 + 4v_3 + 3u_1v_1]D_x - \frac{4}{5}u_6 - 2u_2u_3 - u_1u_4 + v_4 + u_2v_1 + u_1v_2, \\
\mathcal{J}_{22} &= \frac{27}{5}D_x^5 + 3u_1D_x^3 + D_x^3 \circ u_1 + [-2u_3 + \frac{1}{2}u_1^2 + v_1]D_x + D_x \circ [-2u_3 + \frac{1}{2}u_1^2 + v_1].
\end{align*}

A restricted recursion operator for equation (98) can be expressed in terms of \( \mathcal{H} \) and \( \mathcal{J} \) (see (89)). This system does not have symmetries of even order and of order 5 \( \mod \) 10. The hierarchy of symmetries can be generated by the restricted recursion operator acting on the seed symmetries \( S_{-1} = 1, S_1 = u_1, S_3 = u_t \) and

\begin{align*}
S_7 &= u_7 + 7u_{4t} + \frac{14}{3}u_1u_5 + \frac{35}{3}u_2u_4 + \frac{35}{9}u_3^2 + \frac{70}{9}u_3u_t + \frac{35}{3}u_2u_{1t} + \frac{35}{3}u_1u_{2t} + \frac{35}{9}u_t^2 + \\
&\quad + \frac{35}{9}u_1^2u_3 + \frac{35}{3}u_1u_2^2 + \frac{35}{9}u_1^2u_t.
\end{align*}

A Lax representation of system (90) is

\begin{align*}
L &= D_x^5 + \frac{5}{3}u_1D_x^3 + \frac{5}{3}u_2D_x^2 + [\frac{10}{9}u_3 + \frac{5}{9}u_3^2 - \frac{5}{9}v_1]D_x, \\
A &= D_x^3 + u_1D_x.
\end{align*}

System (91) represents in the form of equation (11) as

\[ u_{tt} = \frac{1}{9}u_6 + u_{3t} + D_x \left( 2u_1u_3 + \frac{3}{2}u_1^2 + 2u_1u_t + \frac{4}{3}u_t^3 \right) \]

This is a bi–Hamiltonian system with a Hamiltonian operator

\begin{align*}
\mathcal{H}_{11} &= 3D_x + u_1D_x^{-1} + D_x^{-1}u_1, \\
\mathcal{H}_{12} &= \frac{12}{5}D_x^3 + 4D_xu_1 + 3u_tD_x^{-1} + D_x^{-1}u_t.
\end{align*}

and a symplectic operator

\begin{align*}
\mathcal{J}_{12} &= -\frac{9}{10}D_x^7 - \frac{42}{5}u_1D_x^5 - \frac{21}{2}u_2D_x^4 - \frac{7}{2}u_3 + 14u_3^2 + 14v_1]D_x^3 - \frac{1}{2}u_4 + 25u_1u_2 + \frac{25}{2}v_2]D_x^2 + \\
&\quad + [\frac{1}{2}u_5 + u_1u_3 - 2u_2^2 - \frac{11}{2}u_3 - 24u_1v_1]D_x + \frac{1}{5}u_6 + 4u_2u_3 + 2u_1u_4 - v_4 - 8u_2v_1 - 8u_1v_2, \\
\mathcal{J}_{22} &= -\frac{63}{10}D_x^5 - \frac{21}{2}u_1D_x^3 + 3u_2D_x^2(u_1) + \frac{19}{2}u_3 - 4u_3^2 - 4v_1]D_x + D_x\left( \frac{19}{2}u_3 - 4u_3^2 - 4v_1 \right).
\end{align*}

A restricted recursion operator can be expressed in terms of \( \mathcal{H} \) and \( \mathcal{J} \) (see (89)). It is of 10-th order. The system does not have symmetries of even order and of order 5 \( \mod \) 10. The hierarchy of symmetries can be generated by the restricted recursion operator acting on the seed symmetries \( S_{-1} = 1, S_1 = u_1, S_3 = u_t \) and

\begin{align*}
S_7 &= u_7 + 7u_{4t} + \frac{28}{3}u_1u_5 + 35u_2u_4 + \frac{455}{18}u_3^2 + \frac{140}{9}u_3u_t + 35u_2u_{1t} + \frac{70}{3}u_1u_{2t} + \frac{70}{9}u_t^2 + \\
&\quad + \frac{140}{9}u_1^2u_3 + 35u_1u_2^2 + \frac{140}{9}u_1^2u_t.
\end{align*}

The Lax representation for equation (91) is:

\begin{align*}
L &= D_x^5 + \frac{10}{3}u_1D_x^3 + 5u_2D_x^2 + \frac{35}{9}u_3 + \frac{20}{9}u_1^2 - \frac{10}{9}v_1]D_x + \frac{10}{9}u_4 + \frac{20}{9}u_1u_2 + \frac{5}{9}v_2, \\
A &= D_x^3 + 2u_1D_x + u_2.
\end{align*}
Equations (92) and (93) can be mapped into linear equations
\[ w_t = \alpha w_6 + w_{6,t}, \quad w_{tt} = w_6 \]
respectively by the Cole-Hopf transformation \( u = (\log w)_x \). In these cases the restricted recursion operator is the same as for the Burgers equation, c.f. (73).

System (95) represents equation (1) of the form
\[ u_{tt} = D_x(u_3 + 3u_2 + 3u_1^2 + 3u_1^2u_1), \]
from which follows, that \( u_t = u_3 + 3u_2 + 3u_1^2 + 3u_1^2u_1 + f(x) \), where \( f(x) \) is an arbitrary function. This equation can be linearised by the Cole-Hopf transformation \( u = (\log w)_x \).

Equation (98) has similar property as system (70). It can also be reduced to a triangular system
\[ u_t = u_3 + w_1, \quad w_t = -w^2 \]
in variables \( u \) and \( w = v - u_2 \).

System (97) is a particular case of (92) in the exceptional case \( \alpha = -\frac{1}{4} \).

### 3.3 10th order equations

In this section we present three examples of 10th order integrable non-evolutionary equations together with their bi-Hamiltonian structures and recursion operators. These equations are new to the best of our knowledge.

**Proposition 6.** The following systems possess infinite hierarchies of higher symmetries:

\[
\begin{cases}
  u_t = \frac{9}{64}u_9 + v_5 + D_x(3u_6 + 9u_1u_5 + \frac{65}{4}u_2u_4 + \frac{35}{2}u_3^2 + 2u_1v_1 + 4uv_2 + 20u_2u_4 + 80u_1u_3 + \\
  \quad + 60uu_2 + 88u_1u_2 + \frac{256}{5}u^3u_2 + \frac{384}{5}u^2u_1^2 + \frac{1024}{125}u^5) \quad (99)
\end{cases}
\]

\[
\begin{cases}
  u_t = v_1 \\
  v_t = -\frac{45}{2}u_9 + v_5 + \frac{5}{6}u_7u_1 + \frac{5}{4}u_6u_2 + \frac{5}{4}u_5u_3 + \frac{25}{2}u_3^2 - 5u_3v_1 - \frac{10}{3}u_2v_2 - 10u_1v_3 - 6u_2u_4 - 5u_3u_4 - 6u_4v - 22u_4v - 20u_3v - 96u_1v - 96u_2v_1 + 120D_x[u_3u_2 + 6u_2u_1] - 384u^4u_1
\end{cases}
\]

System (99) can be rewritten in the form (11) as
\[
\begin{align*}
  u_{tt} & = \frac{9}{64}u_{10} + u_{5,t} + D_x^2 \left(3u_6 + 9u_1u_5 + \frac{65}{4}u_2u_4 + \frac{35}{2}u_3^2 + 2u_1v_1 + 4uv_2 + 20u_2u_4 + 80u_1u_3 + \\
  \quad + 60uu_2 + 88u_1u_2 + \frac{256}{5}u^3u_2 + \frac{384}{5}u^2u_1^2 + \frac{1024}{125}u^5 \right)
\end{align*}
\]

System (99) is bi-Hamiltonian with Hamiltonian operator:
\[
\begin{align*}
  \mathcal{H}_{11} & = \frac{7}{88}D_x^3 + \frac{1}{55}(uD_x + D_xu) \\
  \mathcal{H}_{12} & = \frac{11}{128}D_x^5 + \frac{9}{20}D_x^3uD_x^2 + \frac{11}{40}D_x^2u_2D_x + \frac{6}{55}vD_x + \frac{2}{5}D_x^2u^2D_x + \frac{1}{11}u_t
\end{align*}
\]

and a symplectic operator
\[ \mathcal{J}_{21} = D_x^{-1}, \quad \mathcal{J}_{22} = 0. \]

Its restricted recursion operator is of order 6:
\[
\mathfrak{R} = \frac{9}{128}D_x^6 + \frac{21}{20}u_4D_x^4 + \frac{12}{5}u_2D_x^2 + \frac{17}{8}u_4D_x^2 + \frac{14}{5}u_2^2D_x^2 + \frac{9}{4}u_3D_x + \frac{72}{5}u_1D_x + \frac{51}{40}u_4 + 8uu_2 + \frac{42}{5}u_1^2 + \frac{6}{5}v + \frac{7}{8}D_xD_t + \frac{2}{5}uD_x^{-1}D_t + \frac{1}{5}u_1D_x^{-2}D_t + u_tD_x^{-1}.\]
Hierarchies of symmetries are of order $S_{6n+1}$ and $S_{6n+5}$ generated from the seeds $u_1$ and $u_t$, respectively. There are no symmetries of even order and of order $6n+3$, $n \in \mathbb{N}$.

The Lax representation for the equation (99) is given by:

$$L = D^6 + \frac{32}{3} uD^4 + 16u_1D^3 + \left(\frac{96}{5} u_2 + \frac{256}{25} u^2\right)D^2 + \left(\frac{64}{5} u_3 + \frac{768}{25} u_1u_1\right)D + \frac{752}{225} u_4 + \frac{256}{25} u^2 + \frac{2816}{225} uu_2 + \frac{8192}{3375} u^3 + \frac{256}{225} v + \left(\frac{16}{225} u_5 + \frac{256}{225} uu_1u_2 + \frac{256}{225} uu_3 + \frac{4096}{1125} u^2u_1 + \frac{128}{225} v_1\right)D^{-1}$$

$$A = -\frac{9}{8} y^5 - 6uD^3 - 12u_1D^2 - \left(10u_2 + \frac{32}{5} u^2\right)D - 4u_3 - \frac{64}{5} uu_1.$$

After a simple invertible change of variables

$$v = w - \frac{1}{8} u_4 - 2uu_2 - \frac{32}{15} u^3,$$

equation (99) can be rewritten in the form

$$\begin{cases}
  u_t = -\frac{1}{8} u_5 - 2uu_3 - 2u_1u_2 - \frac{32}{5} u^2 u_1 + w
  \\
  w_t = \frac{9}{8} w_5 + 6uw_3 + 6u_1w_2 + 4u_2w_1 + \frac{32}{5} u^2 w_1
\end{cases}$$

It admits a reduction $w = 0$ to the Sawada-Kotera equation [19].

Much less is known about new integrable system (100). It can be rewritten in the form (1) after the extension of the set by a potential

$$u_{tt} = -\frac{1}{54} u_{10} + u_{5t} + D_x \left(\frac{5}{6} u_7 u_1 + \frac{5}{3} u_6 u_2 + \frac{5}{2} u_5 u_3 + \frac{25}{12} u_4^2 - 5u_3 u_t - \frac{15}{2} u_2 u_{1t} - 10u_1 u_{2t}\right) + D_x \left(-\frac{45}{4} u_5 u_7 - \frac{75}{2} u_1 u_2 u_4 - \frac{75}{4} u_3 u_1^2 - \frac{75}{4} u_2^2 u_3 + \frac{45}{2} u_1^2 u_1 + \frac{225}{4} u_3 u_3^1 + \frac{675}{8} u_2^2 u_1^2 - \frac{405}{16} u_5^1\right)$$

System (100) is a bi-Hamiltonian system. We have found the following Hamiltonian operator

$$H_{11} = -\frac{14}{9} D_x u + u_1 D_x^{-1} + D_x^{-1} u_1$$

$$H_{12} = -\frac{41}{27} D_x^5 + 16u_1 D_x^3 + 32u_2 D_x^2 + \left[\frac{89}{3} u_3 - \frac{75}{2} u_1^2\right] D_x + \frac{41}{3} u_4 - 75u_1 u_2 + 5v_1 D_x^{-1} + D_x^{-1} v_1$$

and a symplectic operator

$$J_{12} = -\frac{1}{9} D_x^7 + 2u_1 D_x^5 + 4u_2 D_x^4 + [u_3 - \frac{15}{2} u_1^2] D_x^3 - 6u_4 D_x^2 + [-7u_5 + 30u_1 u_3 + \frac{45}{2} u_2^2 + 6v_1] D_x - 3u_6 + 60u_2 u_3 + 30u_1 u_4 - \frac{135}{2} u_1^2 u_2 + 3v_2,$$

$$J_{22} = -2 D_x^3 + 3u_1 D_x + 3D_x u_1$$

It follows from (39) that the restricted recursion operator for equation (100) constructed from the above Hamiltonian and symplectic operators is of order 12. The hierarchies of symmetries can be generated from the seed symmetries $S_{-1} = 1$, $S_1 = u_1$, $S_5 = u_t$ and

$$S_7 = u_7 - 42u_{2t} - 42u_1 u_5 - \frac{105}{2} u_1^2 + 189u_1 u_t + \frac{945}{2} u_1^2 u_3 - \frac{2835}{8} u_1^4$$

Equation (100) does not have symmetries of order $6n + 3$ and even order symmetries. We have not found the Lax representation for this equation either.

System (101) does not represent a single non-evolutionary equation (1) in the standard set of dynamical variables, since the right hand side of the second equation depends on the variable $v$ explicitly. It can be written in the form (1) after the extension of the set by a potential $z$, such that $z_1 = u$.

System (101) is bi-Hamiltonian. We have found the following Hamiltonian

$$H_{11} = -\frac{1}{2} D_x^3 + u D_x + D_x u$$

$$H_{12} = -\frac{1}{2} D_x^7 + 12 D_x^5 u - 24 D_x^3 u_2 + 26 D_x^2 u_2^2 - 30 D_x^2 u_3 + 160 D_x^2 u_1 u_1 + 3D_x u_4$$

$$-60 D_x u_2 u_2 - 45 D_x u_1^2 + 80 D_x u_3^3 + 3D_x v - v_1$$
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and a symplectic operators 
\[ J_{21} = D_x^{-1}, \quad J_{22} = 0. \]

The corresponding restricted recursion operator is of order 6:
\[ \mathcal{R} = \frac{1}{2} D_z D_t + u_2 D_x^2 - 8u^2 D_x^2 - 2u D_x^{-1} D_t - 16uw_2 + 3u_1^2 + 112u^3 - 3v - 2u_1 D_x^{-1} - 6u_1 D_x^{-1} (u_2 - 8u^2) - u_1 D_x^{-2} D_t, \]

which generates the higher symmetries from the seeds \( u_1 \) and \( u_t \).

This equation has no symmetries of even order and of order 6\( n + 3 \). Its hierarchies of symmetries can be generated from the seed symmetries \( S_1 = u_1 \) and \( S_5 = u_t \).

After a simple invertible change of variables \( v = w + u_4 - 20uw_2 - 15u_1^2 + \frac{80}{3} u^3 \) it can be rewritten in the form
\[
\begin{align*}
\frac{u_t}{u_5} &= u_5 - 20u_3 - 50u_1 u_2 + 80u^2 u_1 + w_1 \\
\frac{w_t}{w_1} &= -6u_3 w - 2u_2 w_1 + 96u u_1 w + 16u^2 w_1.
\end{align*}
\]

Condition \( w = 0 \) is an obvious reduction of this system. The reduced equation is the well known Kaup-Kupershmidt equation [20].

Summary

Most of results obtained in the theory of integrable equations concern the case of evolutionary equations. The theory of nonevolutionary equations has new features. In order to study a nonevolutionary equation we represent it by a system of evolutionary equations. Such representation is not unique. A choice of the representation determines a set of dynamical variables and the corresponding differential ring. The concept of local symmetry, which is central for the theory of integrable equations, can be rigorously defined in the terms of this differential ring. Existence or absence of infinite hierarchies of local symmetries may depend on the choice of the representation, i.e. on the ring or its extension. In contrast to the evolutionary case, the existence of one higher symmetry does not guarantee the existence of an infinite hierarchy of symmetries [21].

We have developed a perturbative symmetry approach suitable for testing for integrability (testing necessary conditions for the existence of higher local symmetries). It is based on the elements of the standard symmetry approach and the symbolic representation of the differential ring. Our approach proved to be very effective in problems of testing and classification of integrable nonevolutionary equations of orders 4, 6 and 10. We believe that we have found a few new integrable cases. In all cases we have proven the integrability by presenting a bi-Hamiltonian structure, a corresponding recursion operator, a Lax representation or a suitable linearising substitution. Our approach can be developed even further, namely a global, i.e. in all orders, classification of integrable equations can be achieved (it would require some elements of the Number Theory, such as the application of the Lech–Mahler Theorem and it is beyond of the scope of this paper).
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