Infrared thermotransmittance-based temperature field measurements in semitransparent media.
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Temperature field contactless measurements in or at the surfaces of semitransparent media are a scientific challenge, as classical thermography techniques based on proper material emission cannot be used. In this work, an alternative method using infrared thermotransmittance for contactless imaging temperatures is proposed. To overcome the weakness of the measured signal, a lock-in acquisition chain is developed, and an imaging demodulation technique is used to retrieve the phase and amplitude of the therмотransmitted signal. These measurements, combined with an analytical model, enable the estimation of the thermal diffusivity and conductivity of an infrared semitransparent insulator (wafer of borofloat 33 glass) as well as the monochromatic thermotransmittance coefficient at 3.3 m. The obtained temperature fields are in good agreement with the model, and a detection limit of ±2°C is estimated with this method. The results of this work open new opportunities in the development of advanced thermal metrology for semitransparent media.
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I. INTRODUCTION

Infrared (IR) semitransparent materials have been extensively studied in recent years because of their presence in many devices. For example, semiconductors, such as silicon or germanium, are used in batteries\(^1\) and solar panels\(^2,3\). Some polymers\(^4\) and glasses are also semitransparent and are mainly used in industry. To optimize the thermal performance of devices or monitor industrial processes\(^5\), contactless measurement of temperature in materials is a major challenge. For thermal imaging measurements, the most widely used method is infrared thermography\(^6–9\). Although the method is perfectly adapted for opaque materials\(^10\), it is not well-suited for semitransparent media. The latter absorb and transmit radiation from their surrounding environment, so discriminating the thermal signal of interest from parasitic radiation remains an obstacle.

Another approach relies on Raman spectroscopy\(^11,12\), in which the peak position and width are temperature dependent. Raman thermometry is however limited to Raman active materials, which excludes many amorphous materials and metals. Furthermore, to avoid excessively long acquisition times, Raman thermometry is often performed with large temperature gradients. Finally, it is intrinsically a point by point technique. Other approaches are based on the thermal dependency of the fluorescence of specific particles. The medium must be inseminated with fluorescent nanoparticles or organic dyes\(^13\). However, the interactions between the particles and the material are not well known and possibly affect the thermal properties of the sample\(^14\). Thus, the development of a new contactless temperature measurement technique is of prime importance for resolving these issues.

An alternative method relies on the temperature dependency of the optical refractive index of materials\(^15–17\). Thermoreflectance\(^18–22\) uses this characteristic to measure the thermal properties and surface temperatures of opaque and reflective materials. Analogous with thermoreflectance, thermotransmittance is the study of the thermally induced variation of transmitted light through a semitransparent medium. The variation in the transmitted light is related to the variation in temperature through the thermotransmittance coefficient \(\kappa\). This parameter depends on the material, the thickness of the sample and the wavelength of the incident light, but only a few papers have reported the thermotransmittance coefficient values of some materials\(^23\).

This coefficient can be determined either through optical property modeling or by exper-
imental calibration. In the literature, no adequate theoretical model has been reported for estimating the thermotransmittance coefficient, and the infrared range has not been studied. The only other option is to measure the thermotransmittance coefficient of the sample under study. Works reporting such measurements are particularly scarce in the infrared domain and for semitransparent media. To address this challenge, a novel calibration method for the thermotransmittance coefficient is reported in this work.

Although thermotransmittance has been demonstrated to be well suited for temperature measurements in semitransparent materials, its sensitivity is weak in the infrared band\textsuperscript{23}, i.e., $\approx 10^{-4} \text{K}^{-1}$. Therefore, careful attention should be given to electronic noise, thermal drift of devices, and parasitic environmental radiation in the signal acquisition chain. To resolve this major issue and improve the SNR, modulating the thermal excitation of the sample appears to be a promising approach. Appropriate demodulation enables the signal to be discarded at unwanted frequencies as a lock-in amplifier adapted for imaging systems\textsuperscript{24,25}.

To demonstrate the performance of the developed method for thermal properties and temperature measurements, an IR semitransparent wafer of borofloat 33 glass is used to create a temperature gradient within the material. Its thermal properties, namely, its thermal diffusivity and conductivity, are measured based on thermotransmittance and compared to values reported in the literature. Then, the thermotransmittance coefficient of the borofloat 33 wafer is calibrated to enable temperature measurement in this material.

II. EXPERIMENTAL SETUP FOR THERMOTRANSMITTANCE MEASUREMENT

This section presents the experimental setup for measuring the thermotransmittance signal of a wafer of borofloat 33 glass. One of the great advantages of thermotransmittance is its proportionality to temperature variation. All of the presented study is based on this property.

A. Experimental setup

The measurement process consists of detecting the transmitted intensity of an IR beam through the sample of interest with a camera. As the temperature of the sample varies, the
FIG. 1. (a) Illustration of the experimental setup: $f_T$ is the temperature modulation frequency, and $f_c$ is the chopper frequency. The inset in (a) presents a magnified view of the Peltier module and the sample (wafer of borofloat 33 glass). (b) Thermotransmittance principle: the temperature variation (red curve) induces a variation in the transmitted signal measured by the camera at the same frequency (yellow curve).

Transmitted intensity also varies as follows:

$$\frac{\Delta A(t)}{A_0} = \kappa \Delta T(t)$$

Equation 1 expresses the relationship among the averaged signal of the transmitted infrared beam $A_0$, the variation of the transmitted signal as a function of temperature $\Delta A(t)$, the temperature variation $\Delta T(t)$, and the time $t$.

The experimental setup for thermotransmittance measurement is presented in Fig. 1. The sample is heated by an annular Peltier module, with the temperature modulated around $T_0$ at the frequency $f_T$. A thermocouple combined with homemade LabView software enables temperature monitoring.

Upstream, the illumination wavelength is selected with a diffraction grating monochromator (Bentham Instruments, TMc300) from a stabilized infrared lamp (IR-Si217). After the monochromator, a beam expander adjusts the size of the infrared beam to the sample dimensions.

The infrared beam transmitted through the sample is measured by an infrared camera.
(FLIR SC7000). The camera is composed of an indium-antimonide detector of $512 \times 640$ pixels with a pitch of $15\,\mu m$ and a 50 mm focal length lens. The spectral wavelength range is $\lambda \in [2.5 - 5.5]\,\mu m$, and the optical resolution in the experimental configuration is $107\,\mu m/pixel$.

The signal $S$ measured by the camera is a superposition of the proper emission of scene $E$ and the infrared beam transmitted by sample $A$, i.e., $S = E + A$. The source chopping enables us to separate these contributions: the opening of the chopper provides $S$, and its closing provides $E$. The camera acquisition frame rate is synchronized at twice the chopper frequency $2f_c$. Finally, $A$ is retrieved by subtracting two successive frames (see Fig. 2 (b)). To prevent a change in the proper emission between the subtracted images, the chopper frequency, $f_c = 25\,Hz$, is set much larger than the thermal frequency, $f_T = 5\,mHz$.

To demonstrate this method, we use a semitransparent insulator in the spectral range of the camera. The medium selected for study is a wafer of borofloat 33 glass. The thickness of the sample is measured with a micrometric caliper, $e = 515 \pm 10\,\mu m$, and its diameter is $d = 50.8\,mm$.

B. Signal processing

To retrieve the amplitude $\Delta A$ and phase $\varphi$ of the modulated thermotransmitted signal $A(t)$, the four-image method is implemented, as described in Equations 2 and 3.

The signal-to-noise ratio is improved by removing the signal at unwanted frequencies $f \neq f_T$. To further reduce the noise, two strategies are implemented. First, measurements are repeated on several periods and averaged. Second, the camera is triggered to record four sets of frames per period (Fig. 2 (b)).

Each image $I_{mi}$ used in Eqs. 2 and 3 is an average of the corresponding set of frames after proper emission subtraction.

$$
\Delta A = \sqrt{(I_{m1} - I_{m3})^2 + (I_{m2} - I_{m4})^2}
$$

$$
\varphi = \tan^{-1}\left(\frac{I_{m4} - I_{m2}}{I_{m1} - I_{m3}}\right) + \varphi_0
$$
FIG. 2. (a) Temporal signals of one pixel, measured by the camera at a frequency of $2f_c$. The proper emission $E$ is captured at odd frames $2i+1$, and the total signal $S = E + A$ is captured at even frames $2i$. Subtracting the proper emission from the total signal yields the transmitted IR signal $A$. (b) Illustration of the four sets of frames used for amplitude and phase measurements of a sine wave temperature modulation.

FIG. 3. (a) Three-dimensional view of the Peltier module and the sample heated to a modulated temperature $T_c(t)$. (b) Cross-sectional view of the borofloat 33 glass wafer, with the associated boundary conditions.
C. Heat transport modeling

The heat transfer across the system is modeled to validate the experimental thermo-transmittance measurements and to estimate its thermal properties. We consider a sample of radius \( R \) and thickness \( e \), with a thermal diffusivity \( a \) (m\(^2\)/s) and a thermal conductivity \( k \) (W/m/K). At the edges (Fig. 3), namely, where \( r = R \) and \( r = -R \), the temperature is set to the modulated temperature \( T_c(t) \). For symmetry reasons, at the position \( r = 0 \), the flux is assumed to be equal to zero, and convection losses are imposed at \( z = 0 \) and \( z = e \), with \( h \) being the convection coefficient. The heat equation in cylindrical coordinates and the associated boundary conditions are expressed in Eqs. 4 to 9.

\[
\frac{\partial^2 T(r,z,t)}{\partial r^2} + \frac{1}{r} \frac{\partial T(r,z,t)}{\partial r} + \frac{\partial^2 T(r,z,t)}{\partial z^2} = \frac{1}{a} \frac{\partial T(r,z,t)}{\partial t} \quad (4)
\]

\[
-k \frac{\partial T(r,z,t)}{\partial z} \bigg|_{z=0} = -h(T(r,z=0,t) - T_0) \quad (5)
\]

\[
-k \frac{\partial T(r,z,t)}{\partial z} \bigg|_{z=e} = h(T(r,z=e,t) - T_0) \quad (6)
\]

\[
-k \frac{\partial T(r,z,t)}{\partial r} \bigg|_{r=0} = 0 \quad (7)
\]

\[
T(r=R,z,t) = T(r=-R,z,t) = T_c(t) = T_0 + \frac{\Delta T}{2} \sin(\omega_T t) \quad (8)
\]

\[
T(r,z,t=0) = T_0 \quad (9)
\]

The Biot number of the wafer of borofloat 33 is \( B_i = \frac{he}{k} \approx 5.10^{-3} \ll 1 \), with \( k \approx 1 \text{W/m/K} \) and \( h \approx 10 \text{W/m}^2\text{K} \) for the vertical configuration used in our setup. Therefore, the temperature along the z-dimension should be uniform, and the partial derivative with respect to \( z \) can be linearized.

\[
\frac{\partial^2 T(r,z,t)}{\partial z^2} \approx \frac{\partial^2 T(r,z,t)}{\partial z^2} \bigg|_{z=e} - \frac{\partial^2 T(r,z,t)}{\partial z^2} \bigg|_{z=0}
\]

\[
\approx -\frac{2h}{ke} (T(r,z=e,t) - T_0) \quad (10)
\]

To solve the system, the temperature is decomposed into a constant and a term depending on the pulsation \( \omega_T = 2\pi f_T \):

\[
T(r,t) = T_0 + \theta(r,\omega_T) e^{i\omega_T t} \quad (11)
\]
The previous system of equations (from 4 to 9) becomes

\[
\begin{align*}
\frac{d^2 \theta(r, \omega_T)}{dr^2} + \frac{1}{r} \frac{d \theta(r, \omega_T)}{dr} - \frac{2h}{k e} \theta(r, \omega_T) &= \frac{i \omega_T}{a} \theta(r, \omega_T) \\
- k \left. \frac{d \theta(r, \omega_T)}{dr} \right|_{r=0} &= 0 \\
\theta(r = R, \omega_T) &= \theta_c(\omega_T)
\end{align*}
\] (12)

The solution of the system is a modified Bessel function of the first kind $I_0^3$. Finally, the complex temperature field in the sample as a function of the position $r$ and the frequency \( f_T = 2\pi/\omega_T \) is expressed as follows:

\[
\theta(r, \omega_T) = \theta_c(\omega_T) \frac{I_0 \left( r \sqrt{H + \frac{i \omega_T}{2}} \right)}{I_0 \left( R \sqrt{H + \frac{i \omega_T}{2}} \right)}
\] (15)

where $H = 2h/ke$ is the loss factor. The amplitude and phase of the complex temperature $\theta(r, \omega_T)$ are shown in Fig.4 (a) and (b).

D. Sensitivity analysis

A sensitivity study (Fig.4 (c) and (d)) is performed to determine the influence of thermal properties on the measured amplitude and phase, and to adapt the minimization algorithm (see equation 19). A variation of 10% is applied to the thermal diffusivity $a$ and the term $H$. The sensitivities of the amplitude $S_\theta$ and phase $S_\phi$ to $a$ and $H$ are expressed in detail by Eqs.16 and 17.

\[
S_\theta a = a \frac{\partial \theta(a, H)}{\partial a} \quad S_\theta H = H \frac{\partial \theta(a, H)}{\partial H}
\] (16)

\[
S_\phi a = a \frac{\partial \phi(a, H)}{\partial a} \quad S_\phi H = H \frac{\partial \phi(a, H)}{\partial H}
\] (17)

According to the characteristics of the material and the geometry of the setup, the values used in the model are $a = 7 \times 10^{-7} \text{ m}^2/\text{s}$, $H = 3.45 \times 10^4 \text{ m}^{-2}$, $k = 1 \text{ W/m/K}$, $R = 13.5 \text{ mm}$, $e = 0.5 \text{ mm}$, $\theta_c = 20^\circ \text{C}$, and $f_T = 5 \text{ mHz}$. Figure 4 shows that the amplitude is more sensitive to convective losses, in contrast to the phase, which is more sensitive to the thermal diffusivity. The results of the sensitivity study demonstrate the importance of using both the amplitude and phase to properly estimate the thermal properties of the material.
FIG. 4. Amplitude (a) and phase (b) of the expected temperature variation as functions of the distance $r$. Amplitude (c) and phase (d) sensitivities as functions of $a$ and $H$.

III. RESULTS AND DISCUSSION

At any given wavelength, the measured signal is directly proportional to the amount of IR light detected by the camera. Thus, the chosen wavelength corresponds to the maximum transmission of the borofloat sample, which is $\lambda = 3300$ nm. The sample is heated at its edges at the modulated temperature $T_e(t) = T_0 + (\Delta T/2) \sin(\omega_T t)$, with $T_0 = 30^\circ$C, $\Delta T = 20^\circ$C and $\omega_T = 2\pi f_T$. To ensure that the heat diffuses to the center of the wafer, the characteristic thermal frequency is roughly estimated to be $f \approx a/d^2 \approx 7 \times 10^{-7}/(0.013)^2 \approx 5$ mHz, and the modulation frequency is then set to $f_T = 5$ mHz.

The measured amplitude and phase fields of the thermotransmitted signal are presented
FIG. 5. (a) Amplitude field measurement of the thermotransmitted signal at $f_T = 5\,\text{mHz}$ and $\lambda = 3.3\,\mu\text{m}$. The image center $(x_0, y_0)$ is marked by the white cross. (b) Phase field measurement of the thermotransmitted signal. (c) Amplitude normalized at $r = 0$ and (d) phase as a function of the distance to the center $r$. As the thermotransmittance signal is in phase opposition with the temperature, $\pi$ was subtracted from the data. Yellow circles: data corresponding to $5 \times 10^4$ pixels. Red curve: minimization result (see Eq.19 and Tab.I).

As expected, the fields are axisymmetric, and the amplitude is higher at the edges, where the sample is heated. The phase is equal to zero at the edges, in phase with the setpoint temperature. To compare the measurements to the model, each pixel position $(x, y)$ is converted to a distance $r = \sqrt{(x - x_0)^2 + (y - y_0)^2}$ from the center $(x_0, y_0)$ of the
sample. All corresponding data points are presented in Fig. 5 (c) for the amplitude and in Fig. 5 (d) for the phase. The noticeable outliers originate from scratches on the sample and unevenness on the edges of the Peltier module, but the results are not affected.

To validate the thermotransmittance method for temperature measurement, the thermal properties of the material are estimated by minimizing the norm between the model and the measurements. First, they are normalized by the data at the position \( r = 0 \) (see Eq. 18) to remove from the equation the thermotransmittance coefficient and the temperature variation at the edge \( \Delta T \):

\[
\frac{\Delta A(r, \omega T)}{\Delta A(0, \omega T)} = \frac{\theta(r, \omega T)}{\theta(0, \omega T)}
\]  

(18)

This step reduces the number of free parameters and increases the estimation accuracy of the thermal properties of the material. To estimate the free parameters \( a \) and \( H \), a Matlab derivative-free algorithm (simplex algorithm from the \textit{fminsearch} subroutine) was used to minimize the error between the model and the measurements. The cost function which measures this error was chosen based on the amplitude and phase of the signal as defined in the following equation:

\[
J = \left\| \frac{\theta(r, \omega T)}{\theta(0, \omega T)} - \frac{\Delta A/A_0(r, \omega T)}{\Delta A/A_0(0, \omega T)} \right\|^2 + \left\| \varphi_{\text{model}}(r, \omega T) - \varphi_{\text{measured}}(r, \omega T) \right\|^2
\]  

(19)

Considering known values\(^{27}\) of the mass density, \( \rho = 2200 \text{kg/m}^3 \), and the specific heat capacity, \( c_p = 800 \text{J/kg/K} \), of the material, the thermal conductivity, \( k = a \rho c_p \), and the convection coefficient depending on the experimental conditions, \( h = H k e/2 \), are derived and presented in Table I. The relative error is 8% for the thermal diffusivity and conductivity measurement and is close to 20% for the convection coefficient, which is satisfactory for thermal property measurement. The expected thermal properties\(^{27}\) are \( k \approx 1.2 \text{W/m/K} \) and \( a \approx 7 \times 10^{-7} \text{m}^2/\text{s} \), which are consistent with the obtained measurements. These results validate the use of thermotransmittance for thermal property estimation in semitransparent materials.
FIG. 6. (a) Thermotransmitted signal as a function of the calculated temperature variation. Yellow circles: data corresponding to $5 \times 10^4$ pixels. Red crosses: moving averages over 50 points. Solid line: linear regression. (b) Measured map of the temperature variation, $\Delta T$.

| Parameter                  | Estimated value               |
|----------------------------|-------------------------------|
| Thermal diffusivity $a$    | $a = (7.4 \pm 0.6) \times 10^{-7}$ m$^2$/s |
| Loss factor, $H$           | $H = (2.9 \pm 0.5) \times 10^4$ m$^{-2}$ |
| Thermal conductivity, $k$  | $k = 1.3 \pm 0.1$ W/m/K        |
| Convection coefficient, $h$| $h = 9.5 \pm 1.8$ W/m$^2$/K    |

Finally, the thermotransmittance coefficient is estimated from the ratio between the temperature calculated from the model and the measured amplitude $\Delta A/A_0$, as presented in Fig. 6 (a). Therefore, the slope of the linear fit provides the thermotransmittance coefficient $\kappa_{\text{borofloat}} = -(5.2 \pm 0.2) \times 10^{-4}$K$^{-1}$ at $\lambda = 3300$nm for the borofloat wafer of thickness 515 µm. The minus sign comes from the phase opposition between the temperature and the thermotransmitted signal: the higher the temperature is, the more opaque the sample.

With knowledge of the thermotransmittance coefficient, temperature variation measurements can be performed in semitransparent media (see Fig. 6 (b)). In the current implementation of the setup (with camera electronic noise and the selected number of averaged periods), the sensitivity is $\sigma_{\Delta A/A_0} = 0.0012$. The noise converted into temperature with $\kappa$ is $\sigma_T \approx 2^\circ$C. According to Fig. 6 (b), the minimal measured temperature variation
is $\Delta T_{\text{min}} = 5^\circ C > \sigma_T$. Therefore, the presented results are not impacted by the thermal resolution under the chosen experimental conditions.

The second interesting experimental finding is the minimal acquisition time to heat the sample $\tau \approx d^2/a$. For the chosen glass wafer, $\tau \approx 200$ s, which corresponds to $f_T = 5$ mHz. Reducing $\tau$ means working with a smaller sample: for a micrometric sample with the same thermal diffusivity, $\tau \approx (100^{-6})^2/a \approx 10$ ms. To optimize the thermotransmittance measurement performance for such a sample, the heating system must be adjusted according to the dimensions of the material (using laser heating, the Joule effect, etc.). Therefore, the thermotransmittance method should provide temperature variation measurements at any size scale, requiring an adjustment of the heating conditions. This paper presents an example of a millimeter system, and future work will enable the development of the method for a smaller system.

To measure the temperature in a new sample, the thermotransmittance coefficient of the material must be estimated first. As discussed in the introduction, there is no adequate model for estimating the thermotransmittance coefficient. Drude theory$^{31,32}$ provides a working hypothesis for metals from which one can develop a more general model. The availability of an experimental database of the thermotransmittance coefficient values of diverse materials with different thicknesses would facilitate the selection of the appropriate hypothesis, depending on the nature of the material (metal$^{33}$, semiconductor$^{34}$, or dielectric).

The current configuration provides the average temperature of the sample over its thickness. To address in-situ temperature measurement in thick samples, three-dimensional (3D) thermotransmittance measurement has to be performed. Several tomography methods will be investigated such as confocal imaging$^{35}$ or Radon tomography$^{36}$.

CONCLUSIONS

The study demonstrates that imaging-modulated thermotransmittance is a powerful method for thermal properties and temperature measurement in semitransparent materials: the signal is directly proportional to the variation of the temperature of the material.
The thermotransmittance coefficient $\kappa$ of borofloat 33 was measured, as well as the thermal properties. Moreover, thermal modulation strongly increases the SNR of the measurement, which was formerly limited by electronic noise, parasitic signals or thermal drift of the devices.

In the current setup, the time of the experiment is approximately 200 s due to the low thermal frequency. To study transient phenomena, an adaptation of the current setup is necessary to lower the acquisition time. Moreover, reducing the size of the system and modifying the heat source (e.g., using a laser or the Joule effect) should enable the study of micro devices such as microsupercapacitors.

Finally, thermotransmittance is expected to be a powerful method for quantitative thermal tomography in semitransparent media. Future works will focus on improving the current setup for 3D-field temperature measurements.
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