Global Analysis of Helicity Parton Densities and Their Uncertainties
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We present a new analysis of the helicity parton distributions of the nucleon. The analysis takes into account the available data from inclusive and semi-inclusive polarized deep inelastic scattering, as well as from polarized pp scattering at RHIC. For the first time, all theoretical calculations are performed fully at next-to-leading order (NLO) of perturbative QCD, using a method that allows to incorporate the NLO corrections in a very fast and efficient way in the analysis. We find evidence for a rather small gluon polarization in the nucleon, over a limited region of momentum fraction, and for interesting flavor patterns in the polarized sea.
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Introduction.—The exploration of the inner structure of the nucleon is of fundamental importance in Nuclear and Particle Physics. Of particular interest is the spin structure of the nucleon, which addresses questions such as how the nucleon spin is composed of the spins and orbital angular momenta of the quark and gluons inside the nucleon. In deep inelastic scattering (DIS) of leptons off polarized nucleons it was found that surprisingly little of the proton spin is carried by the quark and antiquark fractions of the nucleon. In DIS, of the proton spin is carried by the quark and antiquark helicity settings foremost described by the (anti)quark and gluon helicity PDFs. While there have been quite a few NLO analyses of the polarized DIS data in the past (see, e.g., Refs. [6, 7, 8]), some of which [8] also take into account in

\[ \Delta f_j(x, Q^2) \equiv f_j^+(x, Q^2) - f_j^-(x, Q^2). \]  

Here, \( f_j^+(x, Q^2) \) and \( f_j^-(x, Q^2) \) denote the distribution of a parton of type \( j \) with positive [negative] helicity in a nucleon with positive helicity, having light-cone momentum fraction \( x \) of the nucleon momentum and being probed at a hard scale \( Q \). The integral \( \Delta f_j(Q^2) \equiv \int_0^1 \Delta f_j(x, Q^2) dx \) measures the spin contribution of parton \( j \) to the proton spin, which is one reason why there are world-wide efforts to extract the \( \Delta f_j(x, Q^2) \) from experimental data.

The non-perturbative but universal \( \Delta f_j \) are accessible in measurements of double-spin asymmetries,

\[ A_{LL} \equiv \frac{d\Delta \sigma}{d\sigma} \equiv \frac{d\sigma^{+-} - d\sigma^{-+}}{d\sigma^{++} + d\sigma^{+-}}, \]

for processes characterized by large momentum transfer and helicity settings \( \pm \). Taking high transverse momentum (\( p_T \)) reactions in polarized pp scattering as an example, the cross section at hadron-level schematically reads up to corrections suppressed by inverse powers of \( p_T \):

\[
d\Delta \sigma = \sum_{ab} d\sigma_{ab}(x, p_T, Q^2) \Delta \sigma_{ab}(x, p_T, Q^2)
\]

The sum runs over all initial partons \( a, b \), with \( d\Delta \sigma_{ab} \) the corresponding partonic cross sections, defined in analogy with Eq. (2). We note that depending on the experimental observable, also an additional fragmentation function may occur in Eq. (3). An equation similar to (3) holds for the unpolarized cross section \( d\sigma \). The \( d\Delta \sigma_{ab} \) depend only on scales of the order of the hard scale \( p_T \) and are hence amenable to QCD perturbation theory. A consistent NLO analysis of (3) requires use of NLO partonic cross sections and scale evolution for the PDFs.

In DIS, an expression analogous to the one in Eq. (3) holds, except that there is only one parton distribution. Efforts over the past three decades have produced extensive data sets for polarized DIS [2]. Results from semi-inclusive DIS (SIDIS) [2, 3], \( lN \rightarrow lhX \), with \( h \) an identified hadron in the final state, have the promise to put individual constraints on the various quark flavor distributions in the nucleon. Recently, the first precise (in part still preliminary) \( A_{LL} \) measurements from RHIC have emerged [4], which are expected to put significant constraints on the helicity gluon distribution, \( \Delta g(x, Q^2) \), along with results from lepton nucleon scattering [5].

This paper presents the first “global” NLO analysis of the data from DIS, SIDIS, and RHIC in terms of the helicity PDFs. While there have been quite a few NLO analyses of the polarized DIS data in the past (see, e.g., Refs. [6, 7, 8]), some of which [8] also take into account in
formation from SIDIS, the full inclusion of RHIC data in the NLO analysis is a new feature. The fact that the cross section in the pp case, Eq. (3), is bilinear in the PDFs, its more complicated kinematic structure, and the overall high complexity of NLO partonic cross sections, present significant technical challenges in this endeavor. Based on a technique presented in [9], we have now developed and commissioned a systematic procedure for performing full NLO analyses also when using pp scattering data.

Global analysis and Mellin technique. —The idea behind a global analysis is to extract the universal PDFs entering factorized cross sections such as Eq. (3) by optimizing the agreement between the measured spin asymmetries for DIS, SIDIS, and pp scattering, relative to the accuracy of the data, and corresponding theoretical calculations, through variation of the shapes of the polarized PDFs. To be specific, we choose an initial scale for the evolution of $Q_0 = 1$ GeV and assume the helicity PDFs to have the following flexible functional forms:

$$x \Delta f_j(x, Q_0^2) = N_{j(\alpha, \beta, \gamma)} (1 - x)^{\alpha_j} (1 + \gamma_j \sqrt{1 + \eta_j x}), \quad (4)$$

with free parameters $N_j, \alpha_j, \beta_j, \gamma_j, \eta_j$. The strategy is, then, to evolve the distributions at NLO to the scales relevant to the various data points, to use the evolved distributions to calculate the NLO theoretical spin asymmetries at the kinematics of each data point, and to construct a $\chi^2$ function testing the goodness of fit. The optimal parameters are then found by minimizing $\chi^2$.

The main technical challenge in our analysis lies in the inclusion of the RHIC $A_{LL}$ data. The $\chi^2$ minimization procedure easily requires of the order of $10^5$ or more evaluations of the rather complex NLO pp cross sections for each data point, so that the computer time needed for a minimization directly on the basis of Eq. (3) becomes excessive. In Ref. [9], we devised a method that allows to overcome this problem by working in Mellin-moment space. This is the approach that we will also pursue here.

In short, it amounts to expressing the PDFs in Eq. (4) by their Mellin inverse transformations to find,

$$d\Delta \sigma = -\frac{1}{4\pi^2} \sum_{a,b} \int_{C_a} \frac{dn}{\Delta f_a^n (Q^2)} \int_{C_b} \frac{dm}{\Delta f_b^m (Q^2)} \times \int dx \int dx_a \int dx_b \sum_{n,m} \Delta f_{ab}(x_a, x_b, \ldots) d\Delta \sigma_{ab}(x_a, x_b, \ldots), \quad (5)$$

where $C_{a,m}$ denote appropriate integration contours in complex $n, m$-space, see [2] for details. Here, the crucial point is that the information on the PDFs, contained in the Mellin moments $\Delta f_a^n$ and $\Delta f_b^m$, defined as usual by $\Delta f_a^n (Q^2) = \int_0^1 dx x^{n-1} \Delta f_a(x, Q^2)$, has been separated from the numerically tedious and time consuming part involving the $d\Delta \sigma_{ab}$ in the second row of Eq. (5). As the latter do not depend on the PDFs, their values can be computed prior to the fitting procedure, on a suitable array of moments $n$ and $m$. Once this has been done, the remaining inverse Mellin integrals in (5) can be performed extremely fast. In fact, the calculation of $d\Delta \sigma$ becomes well over two orders of magnitude faster than for the “direct” method of computing it via Eq. (3). This brings one to the kinds of computational speeds needed for a full inclusion of pp scattering data in a NLO fitting analysis without having to resort to approximations. We note that the calculation of the arrays just mentioned is a major computational challenge; however, we found that this procedure can be made very efficient and fast by using adaptive Monte-Carlo sampling techniques.

Another crucial issue to be addressed in a global analysis is the estimate of the uncertainties in the extraction of the various $\Delta f_j$, associated with either experimental or theoretical uncertainties. We pursue here an approach based on the use of “Lagrange multipliers” (LM) [8, 11]. It has the advantage that no assumptions regarding, e.g., a quadratic behavior of the $\chi^2$ function around the minimum need to be made. Rather, one investigates how $\chi^2$ varies as a function of a particular observable or variable of interest. The uncertainty range is then defined by the region for which the increase $\Delta \chi^2$ in $\chi^2$ above its lowest value is tolerable. In this way, one finds the largest possible range for predictions of a certain physical quantity that is consistent with a given $\Delta \chi^2$. Use of the LM method requires performing a huge number of fits, for which the efficiency of our Mellin method is crucial.

Results of global analysis. —We now present results for our NLO global analysis of DIS,SIDIS, and (in part preliminary) RHIC data. The data sets we take into account [2, 4] are listed in Tab. [1] together with their respective $\chi^2$ values [12]. Notice that we use new sets of fragmentation functions (FFs) from Ref. [13], which are consistent with all relevant unpolarized SIDIS and RHIC data entering the spin asymmetries analyzed here. Uncertainty estimates of the FFs [13] are propagated in the computation of $A_{LL}$ and included in $\chi^2$ as a theoretical error. We use the strong coupling $\alpha_s$ and unpolarized PDFs of Ref. [14]. Other sets [15] give very similar results.

Rather than imposing the standard SU(2) and SU(3) symmetry constraints on the first moments of the quark and antiquark distributions, we allow for deviations:

$$\Delta U - \Delta D = (F + D)[1 + \varepsilon_{SU(2)}], \quad (6)$$

$$\Delta U + \Delta D - 2 \Delta S = (3F - D)[1 + \varepsilon_{SU(3)}], \quad (7)$$

where $\Delta F \equiv [\Delta f_j + \Delta \bar{f}_j](Q_0^2)$, $F + D = 1.269 \pm 0.003$, $3F - D = 0.586 \pm 0.031$ [2], and $\varepsilon_{SU(2,3)}$ are free parameters. In total we have fitted 26 parameters [10], setting $\gamma_{u,d,s,g} = 0$ in Eq. (4). Positivity relative to the unpolarized PDFs of Ref. [14] is enforced at $Q_0$. In Fig. [4] we compare the results of our fit using $Q = p_T$ to RHIC data from polarized pp collisions at 200 GeV [4], included for the first time in a NLO global fit. The bands are obtained with the LM method applied to each data point and correspond to the maximum variations for $A_{LL}$ co-
computed with alternative fits consistent with an increase of \( \Delta \chi^2 = 1 \) or \( \Delta \chi^2 / \chi^2 = 2\% \) in the total \( \chi^2 \) of the fit.

Our newly obtained antiquark and gluon PDFs are shown in Fig. 2 and compared to previous analyses [6, 8]. For brevity, the total \( \Delta u + \Delta \bar{u} \) and \( \Delta d + \Delta \bar{d} \) densities are not shown as they are very close to those in all other fits [6, 7, 8]. Here, the bands correspond to fits which maximize the variations of the truncated first moments,

\[
\Delta f_j^{[x_{\text{min}}-x_{\text{max}}]}(Q^2) = \int_{x_{\text{min}}}^{x_{\text{max}}} \Delta f_j(x,Q^2) dx, \quad (8)
\]

at \( Q^2 = 10 \text{GeV}^2 \) and for \([0.001 - 1]\). As in Ref. [8] they can be taken as faithful estimates of the typical uncertainties for the antiquark densities. For the elusive polarized gluon distribution, however, we perform a more detailed estimate, now discriminating three regions in \( x \): \([0.001 - 0.05]\), \([0.05 - 0.2]\) (roughly corresponding to the range probed by RHIC data), and \([0.2 - 1.0]\). Within each region, we scan again for alternative fits that maximize the variations of the truncated moments \( \Delta g^{[x_{\text{min}}-x_{\text{max}}]} \), sharing evenly to \( \Delta \chi^2 \). In this way we can produce a larger variety of fits than for a single \([0.001 - 1]\) moment, and, therefore, a more conservative estimate. Such a procedure is not necessary for antiquarks whose \( x\)-shape is already much better determined by DIS and SIDIS data. One can first of all see in Fig. 2 that \( \Delta g(x,Q^2) \) comes out rather small, even when compared to fits with a “moderate” gluon polarization [6, 8], with a possible node in the distribution. This is driven mainly by the RHIC data, which put a strong constraint on the size of \( \Delta g \) for \( 0.05 < x < 0.2 \) but cannot determine its sign as they mainly probe \( \Delta g \) squared. To explore this further, Fig. 3 shows the \( \chi^2 \) profile and partial contributions \( \Delta \chi^2_i \) of the individual data sets for variations of \( \Delta g^{1\%0.05-0.2\%} \). A nice synergy of the different data sets is found. A small \( \Delta g \) at \( x \approx 0.2 \) is also consistent with data from lepton-nucleon scattering [8], which still lack a proper NLO description. The small \( x \) region remains still largely unconstrained, making statements about \( \Delta g^{1\%} \) not yet possible.

We also find that the SIDIS data give rise to a robust pattern for the sea polarizations, clearly deviating from SU(3) symmetry, which awaits further clarification from

\begin{table}[h]
\centering
\caption{Data used in our analysis [6, 8], the individual \( \chi^2 \) values, and the total \( \chi^2 \) of the fit. We employ cuts of \( Q, p_T > 1 \text{GeV} \) for the DIS, SIDIS, and RHIC high-\( p_T \) data.}
\begin{tabular}{|l|c|c|c|c|c|}
\hline
experiment & data type & data points & \( \chi^2 \) \\
\hline
EMC, SMC & DIS & 34 & 25.7 \\
COMPASS & DIS & 15 & 8.1 \\
E142, E143, E154, E155 & DIS & 123 & 109.9 \\
HERMES & DIS & 39 & 33.6 \\
HALL-A & DIS & 3 & 0.2 \\
CLAS & DIS & 20 & 8.5 \\
SMC & SIDIS, \( h^\pm \) & 48 & 50.7 \\
HERMES & SIDIS, \( h^\pm \) & 54 & 38.8 \\
SIDIS, \( \pi^\pm \) & 36 & 43.4 \\
SIDIS, \( K^\pm \) & 27 & 15.4 \\
COMPASS & SIDIS, \( h^\pm \) & 24 & 18.2 \\
PHENIX (in part prel.) & 200 GeV pp, \( \pi^0 \) & 20 & 21.3 \\
PHENIX (prel.) & 62 GeV pp, \( \pi^0 \) & 5 & 3.1 \\
STAR (in part prel.) & 200 GeV pp, jet & 19 & 15.7 \\
\hline
TOTAL: & & 467 & 392.6 \\
\hline
\end{tabular}
\end{table}
determined by extrapolation of the distributions rather are available, the contributions to the full moments are the gluon helicity distribution, providing evidence that to efficiently incorporate the data from pp scattering at based on the use of Mellin moments of the PDFs allows QCD analysis of DIS, SIDIS, and preliminary RHIC data behavior of $\Delta$ the full and truncated first moments of our PDFs. The interesting result emerges for the polarized strange quark parameters

\[ x_{\text{min}} = 0 \]
\[ x_{\text{min}} = 0.001 \]
\[ \Delta \chi^2 = 1 \]
\[ \Delta \chi^2 / \chi^2 = 2\% \]

\[ \Delta u + \Delta \bar{u} \]
\[ \Delta d + \Delta \bar{d} \]
\[ \Delta \bar{u} \]
\[ \Delta d \]
\[ \Delta \bar{s} \]
\[ \Delta g \]
\[ \Delta \Sigma \]

TABLE II: First moments $\Delta f_1^{[x_{\text{min}}-1]}$ at $Q^2 = 10$ GeV$^2$. to a mostly positive $\Delta u$ and a negative $\Delta \bar{d}$. The strange quark distribution $\Delta s$ comes out negative at $x \lesssim 0.02$ and positive at higher $x$, even though here the systematic uncertainties inherent in SIDIS are arguably largest. While our study should and will be improved on a number of aspects, in particular related to the inclusion of theoretical uncertainties and the treatment of experimental ones, we believe that it opens the door to finally obtaining a better and more reliable picture of the spin structure of the nucleon. In particular, it will help RHIC to realize its full potential, as hopefully more and more precise data will emerge over the next few years. We finally note that use of our fast and efficient Mellin technique for incorporating NLO pp scattering cross sections in the analysis is of course not restricted to RHIC, but could equally find important applications at the LHC.
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