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1. Introduction

This work is devoted to studying systems of semi-discrete equations

\[ \tilde{r}_{n+1,x} = \tilde{h}(x, n, \tilde{r}_n, \tilde{r}_{n+1}, \tilde{r}_{n,x}) \]  

in the framework of an approach based on the notion of the characteristic Lie ring. Here \( \tilde{r}_n = (r^1_n, r^2_n, \ldots, r^N_n) \), \( \tilde{h} = (h^1, h^2, \ldots, h^N) \), \( n \in \mathbb{Z} \).

We first of all give rigorous definitions and formulations of the results. We begin with independent variables. Each identity is to hold identically on each solution of system (1.1). This is why everywhere we replace \( \tilde{r}_{n+1,x} \) by the right hand side \( \tilde{h}(x, n, \tilde{r}_n, \tilde{r}_{n+1}, \tilde{r}_{n,x}) \), and \( \tilde{r}_{n+2,x} \) is replaced by \( \tilde{h}(x, n + 1, \tilde{r}_{n+1}, \tilde{r}_{n+2}, \tilde{h}(x, n, \tilde{r}_n, \tilde{r}_{n+1}, \tilde{r}_{n,x})) \) and so forth. Thus, the independent variables are

\[ \ldots, r^i_{n-m}, \ldots, r^i_{n-1}, r^i_{n}, r^i_{n+1}, \ldots, r^i_{n+k}, \ldots, r^i_{n,x}, r^i_{n,xx}, r^i_{n,xxx}, \ldots \]  

Hereafter we employ the notation \( D_x \) for the operator of total differentiating in the variable \( x \) and \( D \) denotes the operator of the shift by one over \( n \), that is,

\[ D r(n, x) = r(n + 1, x), \quad D^{-1} r(n, x) = r(n - 1, x), \]

\[ D^2 r(n, x) = r(n + 2, x), \quad D^{-2} r(n, x) = r(n - 2, x). \]
The derivatives of the vector $\vec{r}_n$ are denoted by $\vec{r}_{n,x} = (r^{1}_{n,x}, r^{2}_{n,x}, \ldots, r^{N}_{n,x}), \ldots$,

$$\vec{r}^{(m)}_n = (r^{1(m)}_n, \ldots, r^{N(m)}_n) = \left( \frac{\partial^m r^{1}_n}{\partial x^m}, \ldots, \frac{\partial^m r^{N}_n}{\partial x^m} \right).$$

**Definition 1.1.** A function

$$W = W(x, n, \vec{r}_n, \vec{r}_{n+1}, \ldots, \vec{r}_{n+s}), \quad \sum_{i=1}^{N} \left( \frac{\partial W}{\partial r^{i}_{n+s}} \right)^2 \neq 0$$

obeying a characteristic equation $D_x W = 0$ is called $x$-integral of system (1.1) and the numbers $s$ is its order.

**Definition 1.2.** A function

$$I = I(x, n, \vec{r}_n, \vec{r}_{n,x}, \vec{r}_{n,xx}, \ldots, \vec{r}^{(m)}_n), \quad \sum_{i=1}^{N} \left( \frac{\partial I}{\partial r^{i}_{n,m}} \right)^2 \neq 0$$

obeying equation $D I = I$ is called $n$-integral of system (1.1) and the number $m$ is its order.

System of equations (1.1) is called Darboux integrable if possesses a complete set of functionally independent integrals, $N$ integrals in each characteristic direction.

**Example 1.1.** A chain

$$t_{n+1,x} = t_{n,x} + ce^{\frac{t_{n+1}+t_{n-1}}{2}}$$

is Darboux integrable since it admits an $x$-integral

$$W = e^{\frac{t_{n+1}-t_{n}}{2}} + e^{\frac{t_{n+1}-t_{n+2}}{2}}$$

and an $n$-integral (see [3])

$$I = t_{n,xx} - \frac{t_{n,x}^2}{2}.$$

Darboux integrable equations and systems can be effectively studied and classified by means of characteristic Lie rings.

The notion of a characteristic Lie algebra was introduced in work [1] for systems of hyperbolic equations of form

$$u^{i}_{xy} = F^{i}(u), \quad i = 1, 2, \ldots, n.$$  

(1.3)

In works [1], [2], a criterion for the Darboux integrability was proved for nonlinear hyperbolic systems of equations. It was shown that system (1.3) possesses a complete set of integrals if and only if its characteristic algebra is finite dimensional. In work [4], a criterion of the Darboux integrability was obtained for nonlinear hyperbolic systems of equations of form

$$u_{y}^{i} = F^{i}(u, u_{x}, u_{y}) \quad (u_{x}^{i} = F^{i}, \ i = 1, 2, \ldots, n).$$

In works [3], [6], a notion of a characteristic ring of a discrete equation was introduced and by means of this notions, Darboux integrable differential-difference equations of form $u_{i+1,x} = f(u_{i}, u_{i+1}, u_{i,x})$ were classified. Works [7], [8] were devoted to constructing a complete set of integrals for a hyperbolic system. In work [9] a conjecture was formulated: a system of equations (1.1) possesses a complete set of $x$- and $n$-integrals if and only if the characteristic ring in each characteristic direction is finite-dimensional.

In the present work we prove that system (1.1) possesses $N$ independent $x$-integrals if and only if the characteristic ring in this characteristic direction is finite-dimensional.

The paper is organized as follows. Section 2 provides the proof of the main result formulated in Theorem 2.1 for system (1.1) as $N = 2$. In Section 3 we give a scheme of the proof of the main result for an arbitrary $N$ (Theorem 3.1). In Conclusion we discuss the results.
2. Characteristic rings. Case \( N = 2 \)

Here we study the case \( N = 2 \):

\[
\bar{r}_{n+1,x} = \bar{h}(x, n, \bar{r}_n, \bar{r}_{n+1}, \bar{r}_{n,x}), \quad \bar{r}_n = (r^1_n, r^2_n), \quad \bar{h} = (h^1, h^2), \quad n \in \mathbb{Z}. \tag{2.1}
\]

Let us find Lie \( x \)-ring of system (2.1). On the set of locally-analytic functions depending on the variables \( x, \bar{r}_{n,x}, \bar{r}_n, \bar{r}_{n+1}, \ldots \) the operator of total differentiation in \( x \) reads as

\[
D_x = \frac{\partial}{\partial x} + r^1_{n,xx} \frac{\partial}{\partial r^1_{n,x}} + r^2_{n,xx} \frac{\partial}{\partial r^2_{n,x}} + \sum_{k=0}^{\infty} \left( r^1_{n+k,x} \frac{\partial}{\partial r^1_{n+k}} + r^2_{n+k,x} \frac{\partial}{\partial r^2_{n+k}} \right). \tag{2.2}
\]

By system of equations (2.1) we obtain the relations

\[
\bar{r}_{n+k,x} = \bar{h}_{n+k}(x, n, \bar{r}_n, \bar{r}_{n+1}, \ldots, \bar{r}_{n+k}, \bar{r}_{n,x}), \quad k = 1, 2, \ldots \tag{2.3}
\]

We represent operator (2.2) as

\[
D_x = r^1_{n,xx} Y_1 + r^2_{n,xx} Y_2 + Y_3, \tag{2.4}
\]

where

\[
Y_1 = \frac{\partial}{\partial r^1_{n,x}}, \quad Y_2 = \frac{\partial}{\partial r^2_{n,x}}, \quad Y_3 = \frac{\partial}{\partial x} + \sum_{k=0}^{\infty} \left( r^1_{n+k,x} \frac{\partial}{\partial r^1_{n+k}} + r^2_{n+k,x} \frac{\partial}{\partial r^2_{n+k}} \right).
\]

According formulae (2.3), the vector field \( Y_3 \) can be represented as

\[
Y_3 = \frac{\partial}{\partial x} + r^1_{n,x} \frac{\partial}{\partial r^1_{n}} + r^2_{n,x} \frac{\partial}{\partial r^2_{n}} + \sum_{k=1}^{\infty} \left( \alpha_k \frac{\partial}{\partial r^1_{n+k}} + \beta_k \frac{\partial}{\partial r^2_{n+k}} \right),
\]

where \( \bar{h}_{n+k} = (\alpha_k, \beta_k) \). We note that

\[
\alpha_k = \alpha_k(x, n, \bar{r}_n, \bar{r}_{n+1}, \ldots, \bar{r}_{n+k}, \bar{r}_{n,x}), \quad \beta_k = \beta_k(x, n, \bar{r}_n, \bar{r}_{n+1}, \ldots, \bar{r}_{n+k}, \bar{r}_{n,x}).
\]

According (2.4), the characteristic equation

\[
D W(x, n, \bar{r}_n, \bar{r}_{n+1}, \ldots, \bar{r}_{n+m}) = 0 \tag{2.5}
\]

is equivalent to system

\[
Y_1 W = 0, \quad Y_2 W = 0, \quad Y_3 W = 0. \tag{2.6}
\]

With equations (2.6), a Lie ring generated by the vectors fields \( Y_1, Y_2 \) and \( Y_3 \) is naturally associated. We shall call this ring \( \mathcal{X} \) a characteristic Lie \( x \)-ring of system of equations (2.1).

Solutions of equations (2.5) will be called \( x \)-integrals.

The following statement holds.

**Lemma 2.1.** If system of equations (2.1) possesses two essentially independent \( x \)-integrals, then the ring \( \mathcal{X} \) is finite-dimensional.

**Proof.** Assume that system (2.1) possesses a pair of essentially independent integrals of the same order

\[
\omega(x, n, \bar{r}_n, \ldots, \bar{r}_{n+m}), \quad W(x, n, \bar{r}_n, \ldots, \bar{r}_{n+m}),
\]

that is,

\[
\begin{vmatrix}
\frac{\partial \omega}{\partial r^1_{n+m}} & \frac{\partial \omega}{\partial r^2_{n+m}} \\
\frac{\partial W}{\partial r^1_{n+m}} & \frac{\partial W}{\partial r^2_{n+m}}
\end{vmatrix} \neq 0.
\]

Then the identity holds:

\[
\bar{r}_{n+m} = \bar{a}_n(\omega, W, x, n, \bar{r}_n, \ldots, \bar{r}_{n+m-1}). \tag{2.7}
\]
We let $\omega_n = \omega, W_n = W$. Then by (2.7) we obtain the relations
\[
\bar{r}_{n+m+k} = \bar{A}_k(x, n, \omega_n, W_n, \ldots, \omega_{n+k}, W_{n+k}, r_n, \bar{r}_{n+1}, \ldots, \bar{r}_{n+m-1}), \quad k = 0, 1, 2, \ldots.
\] (2.8)
Thus, taking into consideration formulae (2.8), we can pass from independent variables
\[
\bar{r}_{n,x}, x, \bar{r}_n, \bar{r}_{n+1}, \ldots, \bar{r}_{n+s}, \ldots
\] (2.9)
to new variables
\[
\bar{r}_{n,x}, x, \bar{r}_n, \bar{r}_{n+1}, \ldots, \bar{r}_{n+m-1}, \omega_n, W_n, \ldots, \omega_{n+k}, W_{n+k}, \ldots
\] (2.10)
In new variables (2.10), the operator $Y_3$ is written as
\[
\bar{Y}_3 = \frac{\partial}{\partial x} + \sum_{k=0}^{m-1} \left( r_{n+k,x}^1 \frac{\partial}{\partial r_{n+k}^1} + r_{n+k,x}^2 \frac{\partial}{\partial r_{n+k}^2} \right).
\]
Under the change of variables, the relation $[X, Z] = [X, Z]$ holds, where the bar means an initial operator in new variables, and the Lie ring generated by the operators $Y_1, Y_2$ and $Y_3$ is finite-dimensional. This is the initial Lie $x$-ring $\mathcal{X}$ is finite-dimensional.

Let initial system (2.1) possesses a pair of essentially independent integrals of different minimal order
\[
\omega(x, n, \bar{r}_n, \ldots, \bar{r}_{n+l}), \quad W(x, n, \bar{r}_n, \ldots, \bar{r}_{n+m}), \quad l < m.
\] (2.11)
The latter means that the integrals
\[
\omega(x, n + m - l, \bar{r}_{n+m-l}, \ldots, \bar{r}_{n+m}), \quad W(x, n, \bar{r}_n, \ldots, \bar{r}_{n+m})
\] are essentially independent. Passing then from variables (2.9) to the variables
\[
\bar{r}_{n,x}, x, \bar{r}_n, \bar{r}_{n+1}, \ldots, \bar{r}_{n+m-1}, \omega_n, W_n, \ldots, W_{n+k}, \ldots
\] as above, we obtain that the ring $\mathcal{X}$ is finite dimensional. The proof is complete. $\square$

Let us consider the issue on essentially independence of two integrals. Suppose that integrals (2.11) are essentially dependent. This means that the identity holds:
\[
W(x, n, \bar{r}_m, \ldots, \bar{r}_{n+m}) = F(x, n, \bar{r}_n, \ldots, \bar{r}_{n+m-1}, \omega(x, n + m - l, \bar{r}_{n+m-l}, \ldots, \bar{r}_{n+m})).
\]
Hence,
\[
W = \sum_{k=0}^{\infty} F_k(x, n, \bar{r}_n, \ldots, \bar{r}_{n+m-1})(\omega - \omega^0)^k.
\]
Since $\omega$ and $W$ are integrals of minimal order we obtain that
\[
F_k = \Phi_k(x, n, \omega(x, n, \bar{r}_n, \ldots, \bar{r}_{n+l}), \ldots, \omega(x, n + m - l, \bar{r}_{n+m-l}, \ldots, \bar{r}_{n+m-1})).
\]
Thus,
\[
W = \Phi(x, n, \omega_n, \omega_{n+1}, \ldots, \omega_{n+m-1})
\]
and initial system (2.1) possesses just one $x$-integrals.

We proceed to inverse problem. Let the ring $\mathcal{X}$ be finite-dimensional. It is clear that $\dim \mathcal{X} \geq 5$.

We consider the case $\dim \mathcal{X} = 5$. Then the basis of the ring $\mathcal{X}$ is defined by the vector fields $Y_1, Y_2, Y_3, Y_{13} = [Y_1, Y_3], Y_{23} = [Y_2, Y_3]$. Since
\[
Y_3 = \frac{\partial}{\partial x} + r_{n,x}^1 \frac{\partial}{\partial r_{n}^1} + r_{n,x}^2 \frac{\partial}{\partial r_{n}^2} + \sum_{k=1}^{\infty} \left( \alpha_k(x, n, \bar{r}_n, \bar{r}_{n+1}, \ldots, \bar{r}_{n+k}, \bar{r}_{n,x}) \frac{\partial}{\partial r_{n+k}^1} + \beta_k(x, n, \bar{r}_n, \bar{r}_{n+1}, \ldots, \bar{r}_{n+k}, \bar{r}_{n,x}) \frac{\partial}{\partial r_{n+k}^2} \right),
\] (2.12)
we have

\[ [Y_1, Y_3] = \frac{\partial}{\partial r_{n+1}} + \sum_{k=1}^{\infty} \left( \frac{\partial \alpha_k}{\partial r_{n+k}} + \frac{\partial \beta_k}{\partial r_{n+k}} \right), \]

\[ [Y_2, Y_3] = \frac{\partial}{\partial r_{n+2}} + \sum_{k=1}^{\infty} \left( \frac{\partial \alpha_k}{\partial r_{n+k}} + \frac{\partial \beta_k}{\partial r_{n+k}} \right). \]

Then we replace vector field (2.12) by

\[ \tilde{Y}_3 = Y_3 - r_{n,x} Y_{13} - r_{n,x} Y_{23}. \]

Thus, we have the following bases:

\[ Y_1 = \frac{\partial}{\partial r_{n,x}}, \quad Y_2 = \frac{\partial}{\partial r_{n,x}}, \quad \tilde{Y}_3 = \frac{\partial}{\partial x} + \sum_{k=1}^{\infty} \left( \tilde{\alpha}_k \frac{\partial}{\partial r_{n+k}} + \tilde{\beta}_k \frac{\partial}{\partial r_{n+k}} \right), \]

\[ Y_{13} = \frac{\partial}{\partial r_{n+1}} + \sum_{k=1}^{\infty} \left( \gamma_k \frac{\partial}{\partial r_{n+k}} + \delta_k \frac{\partial}{\partial r_{n+k}} \right), \quad Y_{23} = \frac{\partial}{\partial r_{n+2}} + \sum_{k=1}^{\infty} \left( p_k \frac{\partial}{\partial r_{n+k}} + q_k \frac{\partial}{\partial r_{n+k}} \right). \]

(2.13)

It is easy to see that the coefficients \( \tilde{\alpha}_k, \tilde{\beta}_k, \gamma_k, \delta_k, p_k, q_k \) are independent of the variables \( r_{n,x} \) and \( r_{n,x} \) and they are the functions on the variables \( x, n, \bar{r}_n, \ldots, \bar{r}_{n+k} \) otherwise \( \dim \mathcal{X} > 5 \).

According to (2.13), characteristic equation (2.5) for \( x \)-integral \( W(x, n, \bar{r}_n, \bar{r}_{n+1}) \) is reduced to system of equations

\[ \left( \frac{\partial}{\partial x} + \tilde{\alpha}_1 \frac{\partial}{\partial r_{n+1}} + \tilde{\beta}_1 \frac{\partial}{\partial r_{n+1}} \right) W = 0, \]

\[ \left( \frac{\partial}{\partial r_{n+1}} + \gamma_1 \frac{\partial}{\partial r_{n+1}} + \delta_1 \frac{\partial}{\partial r_{n+1}} \right) W = 0, \]

\[ \left( \frac{\partial}{\partial r_{n+2}} + p_1 \frac{\partial}{\partial r_{n+1}} + q_1 \frac{\partial}{\partial r_{n+1}} \right) W = 0. \]

(2.14)

Since the number of the independent variables is equal to five: \( (x, r_{n+1}^1, r_{n+1}^2, r_{n+1}^1, r_{n+1}^2) \), while the number of the equations is three, then system (2.14) possesses two functionally independent solutions \( \omega(x, n, \bar{r}_n, \bar{r}_{n+1}) \) and \( W(x, n, \bar{r}_n, \bar{r}_{n+1}) \) of first order.

Then we consider the ring \( \mathcal{X} \) of dimension 6. Without loss of generality we can assume that the base is generated by vector fields (2.13) and a field of form

\[ Y_4 = \frac{\partial}{\partial r_{n+k}} + s_k \frac{\partial}{\partial r_{n+k}} + \sum_{t=k+1}^{\infty} \left( s_l \frac{\partial}{\partial r_{n+t}} + d_l \frac{\partial}{\partial r_{n+t}} \right), \quad k \geq 1. \]

(2.15)

It is clear that the coefficients of the operator \( Y_4 \) are independent of the variables \( r_{n,x} \) and \( r_{n,x} \). Otherwise the dimension of the ring would exceed 6.

In the same way, the coefficients of vector fields (2.13) are independent of \( r_{n,x} \) and \( r_{n,x} \).

If \( k \geq 2 \), we arrive at system (2.14), which possesses two functionally independent solutions of first order.

Let \( k = 1 \). Characteristic equation (2.5) for \( x \)-integral of first order is reduced to a system consisting of equations (2.14) and equation (see (2.15))

\[ \left( \frac{\partial}{\partial r_{n+1}^1} + s_1 \frac{\partial}{\partial r_{n+1}^1} \right) W = 0. \]

(2.16)

Since the number of independent variables is equal to five: \( (x, r_{n+1}^1, r_{n+1}^2, r_{n+1}^1, r_{n+1}^2) \), while the number of equations is equal to four, system (2.14), (2.16) possesses one solution \( \omega(x, n, \bar{r}_n, \bar{r}_{n+1}) \) of first order.
Now we consider equation (2.5) for $x$-integral of second order
\[
\left( \frac{\partial}{\partial x} + \tilde{\alpha}_1 \frac{\partial}{\partial r_{n+1}} + \tilde{\beta}_1 \frac{\partial}{\partial r_{n+1}^2} + \tilde{\alpha}_2 \frac{\partial}{\partial r_{n+2}} + \tilde{\beta}_2 \frac{\partial}{\partial r_{n+2}^2} \right) W = 0,
\]
\[
\left( \frac{\partial}{\partial r_n} + \gamma_1 \frac{\partial}{\partial r_{n+1}} + \delta_1 \frac{\partial}{\partial r_{n+1}^2} + \gamma_2 \frac{\partial}{\partial r_{n+2}} + \delta_2 \frac{\partial}{\partial r_{n+2}^2} \right) W = 0,
\]
\[
\left( \frac{\partial}{\partial r_n^2} + \beta_1 \frac{\partial}{\partial r_{n+1}} + \beta_2 \frac{\partial}{\partial r_{n+2}} \right) W = 0,
\]
\[
\left( \frac{\partial}{\partial r_{n+1}} + s_1 \frac{\partial}{\partial r_{n+1}^2} + s_2 \frac{\partial}{\partial r_{n+2}} \right) W = 0.
\]
\[\text{(2.17)}\]

Since the number of independent variables is equal to seven: $(x, r_n, \bar{r}_{n+1}, \bar{r}_{n+2})$, and the number of the equations in system (2.17) is equal to four, the latter system possesses three functionally independent solutions $\omega(x, n, \bar{r}_n, \bar{r}_{n+1})$, $\omega(x, n + 1, \bar{r}_{n+1}, \bar{r}_{n+2})$ and $W(x, n, \bar{r}_n, \bar{r}_{n+1}, \bar{r}_{n+2})$. Thus, $x$-integrals $\omega = \omega(x, n, \bar{r}_n, \bar{r}_{n+1})$ and $W(x, n, \bar{r}_n, \bar{r}_{n+1}, \bar{r}_{n+2})$ define an entire family of solutions to characteristic equation (2.5).

We proceed to the case $\dim \mathcal{X} = 7$. Here the basis of Lie ring $\mathcal{X}$ is generated by the vector fields, which, according to (2.13), (2.15), are of form:
\[
\tilde{Y}_1 = \frac{\partial}{\partial x} + \sum_{k=1}^{\infty} \left( \alpha_k \frac{\partial}{\partial r_{n+k}} + \beta_k \frac{\partial}{\partial r_{n+k}^2} \right),
\]
\[
\tilde{Y}_2 = \frac{\partial}{\partial r_n} + \sum_{k=1}^{\infty} \left( \gamma_k \frac{\partial}{\partial r_{n+k}} + \delta_k \frac{\partial}{\partial r_{n+k}^2} \right),
\]
\[
\tilde{Y}_3 = \frac{\partial}{\partial r_n^2} + \sum_{k=1}^{\infty} \left( \beta_k \frac{\partial}{\partial r_{n+k}} \right),
\]
\[
\tilde{Y}_4 = \frac{\partial}{\partial r_{n+k}} + s_k \frac{\partial}{\partial r_{n+k}^2} + \sum_{l=k+1}^{\infty} \left( s_l \frac{\partial}{\partial r_{n+l}} + d_l \frac{\partial}{\partial r_{n+l}^2} \right),
\]
\[
\tilde{Y}_5 = \kappa_l \frac{\partial}{\partial r_{n+l}} + \mu_l \frac{\partial}{\partial r_{n+l}^2} + \sum_{s=l+1}^{\infty} \left( \kappa_s \frac{\partial}{\partial r_{n+s}} + \lambda_s \frac{\partial}{\partial r_{n+s}^2} \right).
\]

Here the coefficients of the vector fields $\tilde{Y}_i$ are independent of the variables $r_{n,x}, r_{n,x}^2$ and $l \geq k$.

As $k \geq 2$, the system of equations
\[
\tilde{Y}_i W = 0, \quad i = 1, 2, 3, 4, 5
\]
possesses two functionally independent solutions of first order and any other solution is a function of its shifts, that is,
\[
W = W(x, n, \omega^1, \omega^2, \omega^1_n, \omega^2_n, \ldots, \omega^m_n, \omega^m_n),
\]
where
\[
\omega^1 = \omega^1(x, n, \bar{r}_n, \bar{r}_{n+1}), \quad \omega^2 = \omega^2(x, n, \bar{r}_n, \bar{r}_{n+1}),
\]
\[
\omega^m_n = \omega^m_n(x, n + i, \bar{r}_{n+i}, \bar{r}_{n+i+1}), \quad m = 1, 2, \quad i = 1, 2, \ldots, s.
\]

We consider the case $k = 1$. If $l \geq 3$, then we arrive at system (2.17). Thus, we have an $x$-integral of the first order and an $x$-integral of the second order. They define an entire family of solutions to system (2.18).

Let $l = 2$. Then, as above, it is easy to show that system (2.18) possesses two solutions $\omega^1(x, n, \bar{r}_n, \bar{r}_{n+1})$ and $\omega^2(x, n, \bar{r}_n, \bar{r}_{n+1}, \bar{r}_{n+2})$, which define all solutions of characteristic equation...
It remains to consider the case \( l = 1 \) (as \( k = 1 \)). If a determinant vanishes:
\[
\begin{vmatrix}
1 & s_1 \\
\kappa_1 & \mu_1 \\
\end{vmatrix} = 0,
\]
then we replace the operator \( \tilde{Y}_5 \) by \( \tilde{Y}_5 = \tilde{Y}_5_1 - \kappa_1 \tilde{Y}_4 \). The latter reads as
\[
\tilde{Y}_5 = \kappa_l \frac{\partial}{\partial r_{n+l}} + \mu_1 \frac{\partial}{\partial r_{n+1}} + \sum_{s=n+1+l}^{\infty} \left( \kappa_s \frac{\partial}{\partial r_{n+s}} + \mu_s \frac{\partial}{\partial r_{n+s}} \right),
\]
where \( l \geq 2 \). This case has been studied above.

If
\[
\begin{vmatrix}
1 & s_1 \\
\kappa_1 & \mu_1 \\
\end{vmatrix} \neq 0,
\]
then we can replace the operators \( \tilde{Y}_4 \) and \( \tilde{Y}_5 \) by the following ones:
\[
\tilde{Y}_4 = \frac{\partial}{\partial r_{n+1}} + \sum_{l=2}^{\infty} \left( s_l \frac{\partial}{\partial r_{n+1}} + d_l \frac{\partial}{\partial r_{n+l}} \right),
\]
\[
\tilde{Y}_5 = \frac{\partial}{\partial r_{n+1}^2} + \sum_{l=2}^{\infty} \left( \kappa_l \frac{\partial}{\partial r_{n+l}} + \mu_l \frac{\partial}{\partial r_{n+l}} \right).
\]
Thus, we have a system of equations
\[
\tilde{Y}_1 W = 0, \quad \tilde{Y}_2 W = 0, \quad \tilde{Y}_3 W = 0, \quad \tilde{Y}_4 W = 0, \quad \tilde{Y}_5 W = 0.
\]
For second order solutions \( W = W(x, n, \bar{r}_n, \bar{r}_{n+1}, \bar{r}_{n+2}) \) the system contains seven independent variables \( x, \bar{r}_n, \bar{r}_{n+1}, \bar{r}_{n+2} \), while the number of equations is five. Therefore, there exist two independent integrals of second order.

It is clear that in this case system (2.19) possesses no integrals of the first order. In the same way we consider the case when \( \dim \mathcal{X} > 7 \). Thus, we have proved the following statement.

**Lemma 2.2.** If the ring \( \mathcal{X} \) is finite-dimensional, there exist two independent integrals of minimal order. Any other integral is a function of their shifts.

Lemmata 2.1, 2.2 now imply the following theorem.

**Theorem 2.1.** System of equations (2.1) possesses two essentially independent \( x \)-integrals if and only if the ring \( \mathcal{X} \) is finite-dimensional.

### 3. Characteristic rings

Let us determine the characteristic ring in the direction \( x \) for system (1.1). On the set of locally analytic function functions depending on the variables \( x, \bar{r}_{n,x}, \bar{r}_n, \bar{r}_{n+1}, \ldots \) the operator of total differentiation in \( x \) reads as
\[
D_x = \frac{\partial}{\partial x} + \sum_{i=1}^{N} r_{i,n,x} \frac{\partial}{\partial r_{i,n,x}} + \sum_{k=0}^{\infty} \sum_{i=1}^{N} r_{i,n+k,x} \frac{\partial}{\partial r_{i,n+k}}.
\]
System of equations (1.1) yield the relations
\[
\bar{r}_{n+k,x} = \bar{h}_{n+k}(x, n, \bar{r}_n, \bar{r}_{n+1}, \ldots, \bar{r}_{n+k}, \bar{r}_{n,x}), \quad k = 1, 2, \ldots.
\]
We represent operator (3.1) as
\[
D_x = \sum_{i=1}^{N} r_{i,n,x} Y_i + Y_{N+1},
\]
where
\[ Y_i = \frac{\partial}{\partial r_{n,x}^i}, \quad Y_{N+1} = \frac{\partial}{\partial x} + \sum_{k=0}^{\infty} \left( r_{n+k,x}^1 \frac{\partial}{\partial r_{n+k}^1} + \cdots + r_{n+k,x}^N \frac{\partial}{\partial r_{n+k}^N} \right). \]

According to formulae (3.2), the vector field \( Y_{N+1} \) can be represented as
\[ Y_{N+1} = \frac{\partial}{\partial x} + r_{n,x}^1 \frac{\partial}{\partial r_n^1} + \cdots + r_{n,x}^N \frac{\partial}{\partial r_n^N} + \sum_{k=1}^{\infty} \left( \alpha_k^1 \frac{\partial}{\partial r_{n+k}^1} + \cdots + \alpha_k^N \frac{\partial}{\partial r_{n+k}^N} \right), \]
where \( \vec{h}_{n+k} = (\alpha_k^1, \ldots, \alpha_k^N) \). We note that
\[ \alpha_k^i = \alpha_k^i(x, n, \bar{r}_n, \bar{r}_{n+1}, \ldots, \bar{r}_{n+k}, \bar{r}_{n,x}). \]

According to (3.3), the characteristic equation
\[ D_x W(x, n, \bar{r}_n, \bar{r}_{n+1}, \ldots, \bar{r}_{n+m}) = 0 \quad (3.4) \]
is equivalent to the system
\[ Y_i W = 0, \quad i = 1, 2, \ldots, N, N + 1. \quad (3.5) \]

With equations (3.5), a Lie ring \( \mathcal{X} \) generated by the vector fields \( Y_i, \ i = 1, 2, \ldots, N, N + 1 \) is naturally associated. We shall call this ring \( \mathcal{X} \) a characteristic Lie ring of system of equations (1.1). Solutions of equations (3.4) will be called \( x \)-integrals. The following statement holds.

**Lemma 3.1.** If system of equations (1.1) possesses \( N \) essentially independent \( x \)-integrals, then the ring \( \mathcal{X} \) is finite-dimensional.

**Proof.** Let system (1.1) admits \( N \) essentially independent integrals of the same order \( \omega^i(x, n, \bar{r}_n, \ldots, \bar{r}_{n+m}) \), that is,
\[ \begin{vmatrix} \frac{\partial \omega^1}{\partial r_{n+m}^1} & \frac{\partial \omega^1}{\partial r_{n+m}^2} & \cdots & \frac{\partial \omega^1}{\partial r_{n+m}^N} \\ \cdots & \cdots & \cdots & \cdots \\ \frac{\partial \omega^N}{\partial r_{n+m}^1} & \frac{\partial \omega^N}{\partial r_{n+m}^2} & \cdots & \frac{\partial \omega^N}{\partial r_{n+m}^N} \end{vmatrix} \neq 0. \]

Then the identity
\[ \bar{r}_{n+m} = \bar{a}_n(\omega^1, \ldots, \omega^N, x, n, \bar{r}_n, \ldots, \bar{r}_{n+m-1}) \quad (3.6) \]
holds. We let \( \omega_n^1 = \omega^1, \ldots, \omega_n^N = \omega^N \). Then by (3.6) we obtain the relations
\[ \bar{r}_{n+m+k} = \bar{A}_k(x, n, \omega_n^1, \ldots, \omega_n^N, \ldots, \omega_{n+k}^1, \ldots, \omega_{n+k}^N, \bar{r}_n, \bar{r}_{n+1}, \ldots, \bar{r}_{n+m-1}), \quad (3.7) \]
k = 0, 1, 2, \ldots. Thus, taking into consideration formulae (3.7), we pass from independent variables
\[ \bar{r}_{n,x}, x, \bar{r}_n, \bar{r}_{n+1}, \ldots, \bar{r}_{n+s}, \ldots \]
to new variables
\[ \bar{r}_{n,x}, x, \bar{r}_n, \bar{r}_{n+1}, \ldots, \bar{r}_{n+m-1}, \omega_n^1, \ldots, \omega_n^N, \omega_{n+k}^1, \ldots, \omega_{n+k}^N. \quad (3.8) \]

In new variables (3.9), the operator \( Y_{N+1} \) is written as
\[ \hat{Y}_{N+1} = \frac{\partial}{\partial x} + \sum_{k=0}^{m-1} \left( r_{n+k,x}^1 \frac{\partial}{\partial r_{n+k}^1} + \cdots + r_{n+k,x}^N \frac{\partial}{\partial r_{n+k}^N} \right). \]

Under the change of variables, the relation holds: \( \langle \mathcal{X}, \mathcal{Z} \rangle = [\mathcal{X}, \mathcal{Z}] \), where the bar denotes the initial operator in new variables and the characteristic ring generated by the operators \( \hat{Y}_1, \hat{Y}_2, \ldots, \hat{Y}_N, \hat{Y}_{N+1} \) is finite-dimensional. This is why initial characteristic ring \( \mathcal{X} \) is finite-dimensional.
Let initial system of equations \((1.1)\) possesses \(N\) essentially independent integrals

\[
\omega^1(x, n, \bar{r}_n, \ldots, \bar{r}_{n+l_1}), \ldots, \omega^N(x, n, \bar{r}_n, \ldots, \bar{r}_{n+l_N}),
\]

(3.10)
of different minimal orders \(l_1 \leq l_2 \leq \ldots \leq l_N\). The latter means that the integrals (we denote \(l_N = M\))

\[
\omega^1(x, n + M - l_1, \bar{r}_{n+M-l_1}, \ldots, \bar{r}_{n+M}), \\
\omega^i(x, n + M - l_i, \bar{r}_{n+M-l_i}, \ldots, \bar{r}_{n+M}), \quad i = 1, 2, \ldots, N - 1, \\
\omega^N(x, n, \bar{r}_n, \ldots, \bar{r}_{n+M})
\]

are essentially independent. Then, passing from variables \((3.8)\) to the variables

\[
\bar{r}_{n,x}, x, \bar{r}_n, \bar{r}_{n+1}, \ldots, \bar{r}_{n+m-1}, \omega^1_{n+m-1}, \omega^1_{n+m-1+1}, \ldots, \omega^N_n, \omega^N_{n+1},
\]
as above we obtain that the characteristic ring \(\mathcal{X}\) is finite-dimensional. The proof is complete. \(\square\)

Now we consider an inverse problem. The following lemma holds.

**Lemma 3.2.** If the ring \(\mathcal{X}\) is finite-dimensional, then there exist \(N\) independent \(x\)-integrals of minimal order. Any other integral is a function of its shifts.

The scheme of the proof is as follows. Let the ring \(\mathcal{X}\) be finite-dimensional. It is clear that \(\dim \mathcal{X} \geq 2N + 1\). We consider the case \(\dim \mathcal{X} = 2N + 1\). Then the basis of the ring \(\mathcal{X}\) is given by the vector fields

\[
Y_1, Y_2, \ldots, Y_N, Y_{N+1}, \\
Y_{1,N+1} = [Y_1, Y_{N+1}], Y_{2,N+1} = [Y_2, Y_{N+1}], \ldots, Y_{N,N+1} = [Y_N, Y_{N+1}].
\]

Since

\[
Y_{N+1} = \frac{\partial}{\partial x} + \sum_{i=1}^{N} r_{n,x}^i \frac{\partial}{\partial r_n^i} + \sum_{k=1}^{\infty} \left( \alpha_k^1(x, n, \bar{r}_n, \bar{r}_{n+1}, \ldots, \bar{r}_{n+k}, \bar{r}_{n,x}) \frac{\partial}{\partial r_{n+k}^1} + \cdots \right.
\]

\[
\left. \cdots + \alpha_k^N(x, n, \bar{r}_n, \bar{r}_{n+1}, \ldots, \bar{r}_{n+k}, \bar{r}_{n,x}) \frac{\partial}{\partial r_{n+k}^N}, \right)
\]

then

\[
[Y_1, Y_{N+1}] = \frac{\partial}{\partial r_n^1} + \sum_{k=1}^{\infty} \left( \frac{\partial \alpha_k^1}{\partial r_{n,x}^1} \frac{\partial}{\partial r_{n+k}^1} + \cdots + \frac{\partial \alpha_k^N}{\partial r_{n,x}^1} \frac{\partial}{\partial r_{n+k}^N}, \right)
\]

\[
[Y_i, Y_{N+1}] = \frac{\partial}{\partial r_n^i} + \sum_{k=1}^{\infty} \left( \frac{\partial \alpha_k^1}{\partial r_{n,x}^i} \frac{\partial}{\partial r_{n+k}^1} + \cdots + \frac{\partial \alpha_k^N}{\partial r_{n,x}^i} \frac{\partial}{\partial r_{n+k}^N}, \right), \quad i = 1, 2, \ldots, N.
\]

We replace the vector field \(Y_{N+1}\) by

\[
\tilde{Y}_{N+1} = Y_{N+1} - r_{n,x}^1 Y_{1,N+1} - r_{n,x}^2 Y_{2,N+1} - \cdots - r_{n,x}^N Y_{N,N+1}.
\]
Thus, we have the following basis:

\[ Y_1 = \frac{\partial}{\partial r_{1,n}}, \quad Y_2 = \frac{\partial}{\partial r_{2,n}}, \ldots, \quad Y_N = \frac{\partial}{\partial r_{N,n}}, \]

\[ \dot{Y}_{N+1} = \frac{\partial}{\partial x} + \sum_{k=1}^{\infty} \left( \tilde{\alpha}_k \frac{\partial}{\partial r_{n+k}} + \cdots + \tilde{\alpha}_N \frac{\partial}{\partial r_{n+k}} \right), \]

\[ Y_{1,N+1} = \frac{\partial}{\partial r_{1,n}} + \sum_{k=1}^{\infty} \left( p_{1,k} \frac{\partial}{\partial r_{1,n+k}} + \cdots + p_{1,N} \frac{\partial}{\partial r_{n+k}} \right), \]

\[ Y_{2,N+1} = \frac{\partial}{\partial r_{2,n}} + \sum_{k=1}^{\infty} \left( p_{2,k} \frac{\partial}{\partial r_{1,n+k}} + \cdots + p_{2,N} \frac{\partial}{\partial r_{n+k}} \right), \]

\[ \ldots \]

\[ Y_{N,N+1} = \frac{\partial}{\partial r_{N,n}} + \sum_{k=1}^{\infty} \left( p_{N,k} \frac{\partial}{\partial r_{1,n+k}} + \cdots + p_{N,N} \frac{\partial}{\partial r_{n+k}} \right). \]

(3.11)

It is easy to see that the coefficients \( p_{i,j,k} \), \( i = 1, 2, \ldots, N \), \( j = 1, 2, \ldots, N \), are independent of the variables \( x, r_{1,n}, \ldots, r_{n+k} \), otherwise \( \dim \mathcal{X} > 2N + 1 \).

According to (3.11), characteristic equation (3.4) for \( X \)-integral \( W(x,n,\bar{r}_n,\bar{r}_{n+1}) \) is reduced to the system of equations

\[ \left( \frac{\partial}{\partial x} + \tilde{\alpha}_1 \frac{\partial}{\partial r_{1,n+1}} + \cdots + \tilde{\alpha}_N \frac{\partial}{\partial r_{N,n+1}} \right) W = 0, \]

\[ \left( \frac{\partial}{\partial r_{1,n}} + p_{1,1} \frac{\partial}{\partial r_{1,n+1}} + \cdots + p_{1,N} \frac{\partial}{\partial r_{n+1}} \right) W = 0, \]

\[ \ldots \]

(3.12)

\[ \left( \frac{\partial}{\partial r_{N,n}} + p_{N,1} \frac{\partial}{\partial r_{1,n+1}} + \cdots + p_{N,N} \frac{\partial}{\partial r_{n+1}} \right) W = 0. \]

Since the number of independent variables is equal to \( 2N + 1 \): \( x, r_{1,n}, \ldots, r_{n}, r_{n+1}, \ldots, r_{N,n} \), and the number of equations is equal to \( N + 1 \), then system (3.12) possesses \( N \) functionally independent solutions

\[ \omega^1(x,n,\bar{r}_n,\bar{r}_{n+1}), \ldots, \omega^N(x,n,\bar{r}_n,\bar{r}_{n+1}) \]

of first order.

Similar to the proof Lemma 2.2 one can consider the cases \( \dim \mathcal{X} > 2N + 1 \).

Thus, Lemmata 3.1, 3.2 imply the following statement.

**Theorem 3.1.** System of equations (1.1) possesses \( N \) essentially independent \( X \)-integrals if and only if the ring \( \mathcal{X} \) is finite-dimensional.

4. Conclusion

Nowadays, the techniques based on characteristic Lie rings are an effective tool for studying the integrability of nonlinear models, both continuous (equations and systems) [1], [2], [4], [7], [8], and semi-discrete equations [3], [6]. The criterion of integrability of semi-discrete systems considered in the present work seems to be as follows: system of equations (1.1) possesses a complete set of integrals (\( N \) integrals in each characteristic direction) if and only if the characteristic ring in each direction is finite-dimensional. In the work we have proved the first part of this criterion concerning a continuous characteristic direction.
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