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Abstract—The aim of this work is to control the longitudinal position of an autonomous vehicle with an internal combustion engine. The powertrain has an inherent dead-time characteristic and constraints on physical states apply since the vehicle is neither able to accelerate arbitrarily strong, nor to drive arbitrarily fast. A model predictive controller (MPC) is able to cope with both of the aforementioned system properties. MPC heavily relies on a model and therefore a strategy on how to obtain multiple linear state space prediction models of the nonlinear system via input/output data system identification from acceleration data is given. The models are identified in different regions of the vehicle dynamics in order to obtain more accurate predictions. The still remaining plant-model mismatch can be expressed as an additive disturbance which can be handled through robust control theory. Therefore modifications to the models for applying robust MPC tracking control theory are described. Then a controller which guarantees robust constraint satisfaction and recursive feasibility is designed. As a next step, modifications to apply the controller on multiple models are discussed. In this context, a model switching strategy is provided and theoretical and computational limitations are pointed out. Lastly, simulation results are presented and discussed, including computational load when switching between systems.

I. INTRODUCTION

Fully autonomous driving of passenger vehicles is on the edge of becoming a daily experience in some countries. While there has been an extensive amount of research within the last century on this topic, promising practical implementations start to appear just now. This is especially thanks to advances in algorithms, computing and sensor technology. One field which is important for getting autonomous vehicles on the road is vehicle control [1], [2].

The control problem can be split in different categories, depending on the control architecture. There exist solutions for combined lateral and longitudinal control of the vehicle [3], [4], [5], [6], but also approaches for separated architectures can be found in literature [7], [8], [9]. In the following, we will focus on independent longitudinal control. One reason for this is that a combination of lateral and longitudinal control becomes crucial at driving limits, which are not within the scope of this work. Another reason is, that an independent concept can be adapted much easier to fit another vehicle platform.

Longitudinal control for trajectory tracking itself can be handled in different ways, too. One common approach is to separate trajectory tracking and vehicle dynamics control by applying an inner and outer control loop in a cascade structure, see e.g. [10]. The inner control loop thereby can be seen as an individual system with input-output behaviour from the outer loop’s perspective. The task of the outer loop in our case is to track the position reference trajectory for the vehicle. Due to the dynamic constraints of the vehicle, model predictive control (MPC) is particularly suitable because it can explicitly deal with constraints imposed on the controlled system [11].

MPC also allows to not only consider current trajectory points but also future reference inputs. This can be exploited to achieve a smooth drive while also keeping the longitudinal position error low. In the approach presented in this work, we use multiple models for different dynamical states of the vehicle and thus obtain a hybrid system [12]. The plant-model mismatch shall be minimized this way. Due to the high complexity of the physical model of a powertrain, the models are obtained through input/output (I/O) data identification, providing the behaviour of the inner loop resp. the vehicle dynamics. Despite the usage of several models, a plant-model mismatch will remain and has to be considered in the process of controller design. Since reliability and robustness are crucial for autonomous driving, a stable and fail-safe controller needs to be designed. Besides positional accuracy and before-mentioned goals, the controller should also deliver a smooth and comfortable ride. Previous works dealt with the robust lateral position tracking of a vehicle [13] or robust adaptive cruise control, i.e. the velocity is tracked [14]. In the latter work, multiple prediction models were used in the design of the controller. These models were obtained by linearising the nonlinear system equations. In [15] the authors also deal with robust MPC and multiple models and apply a similar approach as presented in this paper. However, in [15] the goal is state regulation (as opposed to output trajectory tracking) and the considered systems are delay-free.

Therefore, the main contribution of this paper is twofold: First, we use system identification to generate multiple linear time-invariant systems with input delay at different regions of the state space. Second, for this hybrid system a robust model predictive controller is designed in order to track the longitudinal position trajectory of the vehicle. In this context it is shown
how the constraints of the optimization problems have to be chosen in order to guarantee robust constraint satisfaction and robust recursive feasibility, especially at switching instances.

To the best of the authors’ knowledge the combination of those two theoretical aspects applied to the tracking of the longitudinal position of a vehicle instead of the velocity has not been tackled in research yet.

The remainder of this paper is structured as follows. First, a brief introduction to the vehicle setup is given. Then, it is shown how the models for our MPC approach are obtained and transformed to be used within robust MPC. The optimization problem (OP) and its constraints are derived. Next, simulation results are given and discussed. Lastly a conclusion and brief outlook are given.

**Notation:** The vertical concatenation of the two column vectors \( x, y \) is denoted with \((x^T, y^T, z^T)^T = [x, y, z]\). A matrix \( M \) is called Schur stable if \( |\text{eig}(M)| < 1 \). The intersection of sets \( M_{i,j} \), where \( i = 1, \ldots, i_{\text{max}} \) and \( j = 1, \ldots, j_{\text{max}} \), is denoted with \( \bigcap_{i,j} M_{i,j} \). The dimension of a vector \( x \in \mathbb{R}^n \) is provided through \( \dim(x) = n \). Given two sets \( U \) and \( V \), such that \( U \subset \mathbb{R}^n \) and \( V \subset \mathbb{R}^n \), the Minkowski sum is defined by \( U \oplus V = \{u + v : u \in U, v \in V\} \), the Pontryagin set difference is: \( U \ominus V = \{u : u \notin V \subset U\} \).

## II. Vehicle setup

The considered vehicle is a modified sedan which consists of several modules. Relevant modules for longitudinal control are shown in Fig. 1. A planning module provides a longitudinal reference trajectory containing distance to be travelled \( s_{\text{trj}} \), speed reference \( v_{\text{ref}} \), acceleration reference \( a_{\text{ref}} \) and the corresponding time stamps. This information is extracted from a global position trajectory and serves as an input to the top level position controller. Position trajectory control is chosen over path tracking combined with speed tracking to avoid high frequency replanning. The longitudinal position controller is subject of this work and generates an acceleration demand \( a_{\text{set}} \) for a low level torque controller (not depicted) within the vehicle. The vehicle states \( s_{\text{veh}}, v_{\text{veh}}, a_{\text{veh}} \) are measured and fed back to the controllers and to a fusion module which in turn provides combined sensor information to the planning module. Like this, the control loops are closed and the vehicle can act autonomously.

## III. Modelling

### A. System identification

Models used in our MPC are based on system identification using I/O data of the real vehicle. The data was collected during several test drives and contains a total of more than 900 hours of driving data on proving grounds, including rural roads. Therefore common dynamic requirements for autonomous driving are represented within the dataset. We identify the I/O behaviour of the vehicle acceleration \( a_{\text{set}} \rightarrow a_{\text{veh}} \) using an Auto Regressive Moving Average model with \( e \)Xogenous input (ARMAX model). Written as a difference equation, the general model structure is the following:

\[
y(t) + a_1 y(t-1) + \ldots + a_{n_a} y(t-n_a) = b_1 u(t-n_k) + \ldots + b_{n_b} u(t-n_k-n_b) + c_1 e(t-1) + \ldots + c_{n_c} e(t-n_c) + e(t)
\]

with \( n_a, n_b, n_c \) representing the number of poles, zeros and error term coefficients, while \( n_k \) covers the input delay. The term \( e(t) \) represents a white noise disturbance. The parameters describing our system behaviour were determined using a brute force approach based on resulting model properties. Those properties are model design parameters and in our case cover the normalized root mean squared error (NRMSE) between model output and real data and whether the resulting model is minimum phase or not. Multiple models describing the dynamic behaviour are obtained by dividing the data dependent on the vehicle’s velocity and acceleration. It is assumed that a model identified for a specific region of the vehicle’s dynamic is more accurate than an averaged model of the whole dynamics applied to the same specific region. Therefore, with multiple models, a better modelling accuracy can be achieved. This results in data sets for specific acceleration regions \( (AR) \) within specific velocity regions \( (VR) \) and allows the system identification of those subsets. An exemplary illustration is given in Fig. 2. In this case, data within the marked area belongs to \( VR_{i=2} \) and \( AR_{j=2} \). Whenever a subset contains not enough data for a meaningful identification, a backup system identified from all available data is used. Although MPC is applicable with an ARMAX model already, in our case it is necessary to transform the systems into state space representation due to our switching strategy when dealing with several models. Representation \((1)\) can be transformed into a state space representation with input delay

\[
x_{\text{id}}(t+1) = A x_{\text{id}}(t) + B u(t-n_k),
\]

\[
y(t) = C_{\text{id}} x_{\text{id}}(t).
\]

### B. System description without input delay

The identified single input single output (SISO) system \((2)\) can be transformed such that the first state corresponds to the acceleration of the vehicle. By observing that the transformed output matrix has to fulfil

\[
y(t) = a(t) = C_{\text{id}} x_{\text{id}}(t)
\]

\[
y(t) = C_{\text{id}} x_{\text{id}}(t) = C_{\text{id}} T^{-1} T x_{\text{id}}(t) = (1, 0, \ldots, 0) \tilde{x}_a(t)
\]

one can deduce that \( C_{\text{id}} = \tilde{C}_a T = (1, 0, \ldots, 0) T = (t_1, t_1, t_2, \ldots) \). This requirement is met with the regular transformation matrix

\[
T = \left( \begin{array}{c}
C_{\text{id}} \\
0_{n_a-1 \times 1}, I_{n_a-1}
\end{array} \right).
\]
By integrating the first state of $\tilde{x}_a = [a, \tilde{x}_2, \ldots]$ twice, the system can be augmented with the states for position and velocity, $\tilde{x}_{s,v,a} = [s, v, \tilde{x}_a]$. The output matrix is such that the first three states are measured, i.e. $y = [s, v, a]$.

In order to consider the remaining plant-model mismatch a disturbance term $\tilde{w}_{s,v,a} = [0, 0, w_2, 0, \ldots, 0] \in \tilde{W}_s \times \tilde{W}_v \times \tilde{W}_a \times \{0\}$, where $\tilde{W}_a = [w_{a,\min}; w_{a,\max}]$, is added to the state space model. This yields the system

$$\tilde{\Sigma}_{s,v,a}
\begin{cases}
\dot{\tilde{x}}_{s,v,a}(t + 1) = \tilde{A}_{s,v,a}\tilde{x}_{s,v,a}(t) + \tilde{B}_{s,v,a}\tilde{u}(t - d) \\
y_{s,v,a}(t) = \tilde{C}_{s,v,a}\tilde{x}_{s,v,a}(t)
\end{cases}
$$

where $\tilde{x}_{s,v,a} \in \tilde{X}_{s,v,a}$, $\tilde{u} \in \tilde{U}$, $\tilde{w}_{s,v,a} \in \tilde{W}_{s,v,a}$, $\tilde{B}_{s,v,a} \in \tilde{W}_{s,v,a}$, $\tilde{A}_{s,v,a} \in \tilde{W}_{s,v,a}$, $\tilde{C}_{s,v,a} \in \tilde{W}_{s,v,a}$, $\tilde{D}_{s,v,a} \in \tilde{W}_{s,v,a}$, and $\tilde{\Delta}_u \in \tilde{\Delta}_U$.

where $d = n_k$. At this point one needs to introduce the state and input constraints. Neither the position nor the non-physical states should be constrained. Defining $\tilde{u} := \dim(\tilde{x}_{s,v,a}) - 3$, the state constraints are $\tilde{X}_{s,v,a} := \mathbb{R} \times \tilde{X}_{s,v,a} \times \mathbb{R}^n$. The constraint sets $\tilde{X}_{s,v,a}$, $\tilde{U}$ and $\tilde{\Delta}_U$ have to be chosen such that they represent the physical limitations of the vehicle.

Following the procedure depicted in [16], the input delay is shifted to the output altering the state constraint set and the disturbance set. The result is referred to as system $\tilde{\Sigma}_{OD,s,v,a}$, which has formally no input delay. In opposite to the procedure where the input delay is removed by augmenting the state vector with memory states the before-mentioned procedure does not increase the system order. This fact is important for the determination of robust positively invariant (RPI) sets which become computationally infeasible for an increasing dimension of the system.

Omitting the subscript $(\cdot)_{OD,s,v,a}$ one can introduce the state and input

$$x(t) := \begin{pmatrix} \tilde{x}(t) \\ \tilde{u}(t-1) \end{pmatrix}, \quad u(t) := \Delta \tilde{u}(t) = \tilde{u}(t) - \tilde{u}(t-1)$$

which allows to reformulate system $\tilde{\Sigma}$ with $u$ as an input:

$$\begin{pmatrix} s \\ \hat{x} \end{pmatrix}(t + 1) = \begin{pmatrix} A_{11} & A_{12} \\ 0 & \tilde{A} \end{pmatrix} \begin{pmatrix} s \\ \hat{x} \end{pmatrix}(t) + \begin{pmatrix} 0 \\ B \end{pmatrix} u(t)$$

where $x \in X = \tilde{X} \times \tilde{U} = \mathbb{R} \times \tilde{X}$,

$$y_{s,v,a}(t + d) = \begin{pmatrix} s \\ y_{v,a} \end{pmatrix}(t + d) = \begin{pmatrix} 1 & 0 \\ 0 & \tilde{C} \end{pmatrix} \begin{pmatrix} s \\ \hat{x} \end{pmatrix}(t)$$

The above shown partitioning shows that there exists a decoupled subsystem $\tilde{\Sigma}$ which plays a major role in the computation of positively invariant (PI) sets for system $\tilde{\Sigma}$. These sets are needed to guarantee robust properties within the MPC scheme.

### IV. DERIVATION OF THE OPTIMIZATION PROBLEM

The goal is to determine a convex OP

$$\mathcal{P} \begin{cases} \min J = \frac{1}{2} O^T H O + f^T O \\ \text{s.t.} \quad A_{ineq} O \leq b_{ineq} \\ A_{eq} O = b_{eq} \end{cases}$$

whose optimal solution $O^*$ can be used to compute an input $\tilde{u}$. The MPC scheme should be recursively feasible under certain assumptions and guarantee that the propagation of system $\Sigma$ does not violate any constraints, i.e. robust constraint satisfaction is fulfilled. We proceed step by step by defining cost functional and constraints.
A. Derivation of the cost functional

The computed input should minimize the longitudinal position error of the vehicle by simultaneously achieving a comfortable ride. Therefore the predicted position error \( e_s = s_{\text{pred}} - s \), its change \( \Delta e_s \), and the acceleration error \( e_a = a_{\text{pred}} - a \) should be penalized within the prediction horizon. It can be shown that there exist quantities such that the above mentioned errors can be expressed with

\[
\begin{pmatrix}
  E_s \\
  E_{\Delta e_s} \\
  E_a
\end{pmatrix} =
\begin{pmatrix}
  R_s \\
  R_{\Delta e_s} \\
  R_a
\end{pmatrix} -
\begin{pmatrix}
  \Lambda_s \\
  \Lambda_{\Delta e_s} \\
  \Lambda_a
\end{pmatrix}
\begin{pmatrix}
  x(t+1) \\
  x(t+2) \\
  \vdots \\
  x(t+N)
\end{pmatrix}.
\]

Neglecting the initial errors at time \( t \), the cost functional

\[
J = \frac{1}{2} E_{\text{all}}^T Q E_{\text{all}} + \frac{1}{2} U R U,
\]

penalizes both the error \( E_{\text{all}} \) and the input sequence \( U := [u(t), \ldots, u(t+N-1)] \) with the weighting matrices \( Q \) and \( R \). Since the main focus of this paper does not lie on minimizing the computational effort, for simplicity reasons the control horizon was chosen equal to the prediction horizon. Since the evolution of the undisturbed system is uniquely determined by an initial state and an input sequence, the cost functional can be expressed with the optimization variable

\[
O :=
\begin{pmatrix}
  o_1 \\
  o_2 \\
  o_3 \\
  o_4
\end{pmatrix} =
\begin{pmatrix}
  U \\
  \hat{x}_{t, \text{meas}} - \hat{x}_{t, \text{rob}} \\
  \hat{x}_{t, \text{meas}} \\
  \theta
\end{pmatrix}
\]

and the current measured (estimated) state and reference. The optimization variable \( o_1 = \theta \) is used to pose the steady states of the system, c.f. second paragraph of subsection IV-B or [17]. Omitting the constant terms in \( J \), the cost functional can be represented by the function

\[
J = \frac{1}{2} O^T H O + f^T O,
\]

where \( H > 0 \), i.e. that \( J \) is convex with respect to \( O \). It should be noted that \( o_2 \) is constrained by the equality \( o_3 = \hat{x}_{t, \text{meas}} \), c.f. end of subsection IV-B.

B. Derivation of the constraints

Robust constraint satisfaction

The goal is to find a MPC scheme that guarantees the satisfaction of the state and input constraints \( \mathcal{X}, \mathcal{U} \) for any time \( t \) and for any disturbance \( \mathbf{w} \in \mathbb{W} \). The idea of the “tube-based” approach is to use an additional error feedback to contain the real system state in a “tube” around the nominal state. Looking at the block diagonal structure of system \( \Sigma \) and taking into account that the first state \( s \) is unconstrained, one can deduce that for any \( \mathbf{w} \in \mathbb{W} \) the constraints of \( s \) are satisfied. This fact allows us to consider the breve system \( \Sigma \) only.

Standard robust tube-based MPC theory in chapter 3 of [11] states that if the OP is constraint by

\[
C_{\text{RCS}} :=
\begin{pmatrix}
  \bar{x}_{t, \text{rob}} \\
  \bar{x}_t \\
  X
\end{pmatrix} \in \mathcal{X} \bigoplus \mathbb{R} \times \bar{X} \times \bar{Z}
\]

\[
\begin{pmatrix}
  x(t+i) \\
  u(t+i)
\end{pmatrix} \in \mathcal{U}_{\text{tight}} \bigoplus \bar{X} \times \bar{Z}
\]

with

\[
\begin{pmatrix}
  B & 0 & \cdots & 0 \\
  A B & B & \cdots & 0 \\
  \vdots & \ddots & \ddots & \vdots \\
  A^{N-1} B & \cdots & B & B
\end{pmatrix},
\]

\[
\begin{pmatrix}
  A \\
  A^2 \\
  \vdots \\
  A^N
\end{pmatrix}
\]

and the feedback law is given by \( u = u^{\dagger}(1) + \bar{K}(\bar{x}_{t, \text{meas}} - \bar{x}_{t, \text{rob}}) \), the constraints are satisfied robustly. Thereby the asterisk notation denotes the optimal solution. Note that \( \bar{Z} \) is an \( \varepsilon \)-outer approximation of the minimal RPI (mRPI) set for the autonomous, disturbed system \( x^* = (A + \bar{B} \bar{K})x + \mathbf{w} \), where the system matrix is Schur stable. For instance, the feedback gain matrix can be determined by solving the linear matrix inequality (LMI) presented in [17]. Afterwards \( \bar{Z} \) can be computed using the algorithm of [18]. Alternatively one can compute the maximal RPI set according to [19], which then can be shrunk by applying the theory presented in [20] resulting in \( \bar{Z} \). The latter was done in this paper.

Robust recursive feasibility

[17] depicts how the idea of the terminal set has to be extended for the tracking case, i.e. if the reference is not constant. It is shown, that one has to impose the additional constraint

\[
C_{\text{RRF}} \triangleq \begin{pmatrix}
  \begin{pmatrix}
  x(t+N) \\
  \theta
\end{pmatrix}
\end{pmatrix} \in \mathcal{O}_{\text{tr}}
\]

where \( \mathcal{O}_{\text{tr}} \) is in general the maximal positively invariant set for tracking \( \mathcal{M}_{\text{tr}}(A, B, K_{\text{tr}}, M_{\theta}, \mathcal{X}_{\text{tigh}} \times \mathcal{U}_{\text{tigh}} := M) \), which is defined by

\[
\begin{pmatrix}
  x^* \\
  \theta
\end{pmatrix} = \begin{pmatrix}
  A + B K_{\text{tr}} & B L \\
  0 & I_m
\end{pmatrix} x^a
\]

\[
= x^a
\]

\[
x^a(t) \in \mathcal{O}_{\text{tr}} = \left\{ x^a = [x, \theta]: \right. \times K_{\text{tr}} x + L \theta, M_{\theta} \theta \in M \right\} \quad \forall t
\]

where \( A + B K_{\text{tr}} =: A_{K_{\text{tr}}} \) is Schur stable, all steady states can be posed with \([x_{\text{tr}}, u_{\text{tr}}] = M_{\theta} \theta, \theta \in \mathbb{R}^m \) and \( L := (K_{\text{tr}}) M_{\theta} \).

The stability of \( A_{K_{\text{tr}}} \) results in a bounded set \( \mathcal{O}_{\text{tr}} \), i.e. that the position \( s \) is bounded. This can result in problems since the position of the vehicle can become arbitrarily large. Therefore one needs to alter the theory presented in [17] for our application.

The only steady state of system \( \Sigma \) can be represented using the introduced system \( \Sigma \), i.e. \( M_{\theta} = [M_{\theta,1}, M_{\theta}] = [1, 0] \). Choosing the special structure for the feedback gain matrix
\( K_{tr} = (0, \hat{K}_{tr}) \) and considering the structure of the system matrices one can derive the augmented system

\[
x^a + = \begin{pmatrix} A + BK_{tr} & BL \\ 0 & 1 \end{pmatrix} x^a = \begin{pmatrix} A_{11} & A_{12} & 0 \\ 0 & A + BK_{tr} & 0 \\ 0 & 0 & 1 \end{pmatrix} s + \begin{pmatrix} \xi \\ \theta \end{pmatrix}.
\]

Since \( s \) is unconstrained and the lower left block of the matrix is zero it obviously applies that \( O_{tr} = \mathbb{R} \times O_{tr} \). Furthermore it can be seen that for all \( \theta \in \mathbb{R} \) the constraints \( M_{tr} \theta = [\theta, 0] \in \mathbb{R} \times \{0\} \in \mathbb{M} \) are fulfilled and the searched set can be split up into the three parts \( O_{eq} = \mathbb{R} \times \hat{O} \times \mathbb{R} \). The MPI set \( \hat{O} \) of the system \( \hat{x}^+ = (A + \hat{B}K_{tr})\hat{x} \) subject to the constraints \([\hat{x}, K_{tr}\hat{x} + 0] \in \hat{x} \times U =: \hat{M} \) exists and is bounded if \((A + \hat{B}K_{tr})\) is Schur stable and \( 0 \in \hat{M} \) according to Theorem 4.1 in [19]. The searched MPI set then is \( O_{tr} = \mathbb{R} \times \hat{O} \times \mathbb{R} \) and the statement \( x(t + N) \in \hat{O} \Rightarrow [x(t + N), \theta] \in O_{tr} \) is true.

The interpretation of these results is quite intuitive. Recursive feasibility for system \( \Sigma \) ensures the stability of the origin \( \hat{x} = 0 \), i.e. that the vehicle is standing still at a position \( s \).

**Constraints**

It can be shown that there exist quantities such that the above shown constraint sets \( C_{RCS} \) and \( C_{RRF} \) of the OP can be posed with

\[
A_{ineq} O \leq b_{ineq}, \\
A_{eq} O = b_{eq}.
\]

Both vectors \( b_{ineq}, b_{eq} \) then are a function of the measured value \( x_{t,\text{meas}} \). In order to circumvent the need of computing the Minkowski sum \( \hat{x}_{t,\text{meas}} \oplus (-Z) \) online at each time instance, the first constraint of \( C_{RCS} \) can be posed as \( \alpha_2 \in \mathbb{Z} \). Then the initial state \( \hat{x}_{t,\text{rob}} \) can be obtained by \( \alpha_3 - \alpha_2 \) since we imposed the equality constraint \( \alpha_3 = x_{t,\text{meas}} \).

**V. Robust Predictive Tracking Control for Multiple Models**

In order to apply the given approach to a multi model system, some additional considerations have to be taken. Those are the adaptations needed for robustness and switching between models. In the following the indices \( i, j \) represent the velocity and the acceleration region, respectively. In addition, all quantities related to OP before and after a switch are labelled as \( BS \) and \( AS \), resp.

**A. Switching between models**

The identification approach allows that the resulting models are of different orders and model states are not interpretable in a physical way. In addition, the models \( \Sigma_{i,j} \), and hence the OPs \( \mathcal{P}_{i,j} \), are in general independent from each other. Therefore, when switching from one model to another, the states of the model to be switched to need to be estimated. This is obtained by estimating the states of all models in parallel using Luenberger observers.

**B. Tightened constraint sets**

The independencies of the models causes the computed quantities \( \hat{Z}_{i,j} \) and \( \hat{K}_{i,j} \) to be unequal for different \( i, j \). It follows that in general the tightened state and input constraint sets \( \mathcal{X}_{t,\text{tight}}{i,j} \) and \( \mathcal{U}_{t,\text{tight}}{i,j} \) are different. This can cause that the constraints are violated when switching to a new model or rather a new OP. No feasible solution can be found. A simple example of how a constraint violation can occur is shown in Fig. 3. Both constraints cannot be satisfied simultaneously, therefore no feasible solution exists.

Since in the set \( \mathcal{X}_{t,\text{tight}}{i,j} \) neither the position nor the non-physical states are constrained the same applies for \( \mathcal{X}_{t,\text{tight}}{i,j} \). Therefore, when switching from one model to another, the states of the model to be switched to need to be estimated. This is obtained by estimating the states of all models in parallel using Luenberger observers.

**C. Preservation of feasibility at switching points**

Finding a feasible solution for the OP before a switch does not generally imply the same after it. The reason for this are the varying system dynamics, terminal sets for tracking and constraints. In order to deal with this issue, for all possible OPs one has to consider the regions from which the nominal state can be feasibly steered to the terminal set within the prediction horizon. These regions shall be called feasibility sets \( \mathcal{F}_{i,j} \). By incorporating the intersection of all feasibility sets in the OPs, which reduces the set of all feasible state sequences because the constraints of the other OPs are implicitly considered, one can guarantee recursive feasibility for the the multi model model predictive tracking control scheme. A sketch of the proof can be found in the Appendix.

**VI. RESULTS**

The proposed controller was tested in simulation using Matlab. By applying the procedure depicted in Fig. 2, five models were identified from real data, including the identified backup system which is denoted as \( SM \). The controlled plant is represented by the same models used in the MPC. To test robustness, the acceleration feedback is disturbed through adding random but bounded noise. For comparison reasons,
the disturbance was the same for every simulation run. The trajectory to be followed by the MPC was recorded during a test drive. It contains the longitudinal position information fitting to accelerating the vehicle up to a certain speed, keeping that speed constant and then braking to stand still. This behaviour resembles a common situation in city traffic. The weighting matrices of the cost function were determined through a performance criterion and optimization. The prediction horizon $N$ was set to 1 second or 25 time steps. In Fig. 4, two cases are presented. The difference between both is, that for Fig. 4b an additional constraint on maximum velocity was added to the OP. In both cases, the disturbance on the vehicle acceleration $a$ can be observed. A switch of models, indicated in pink, does not have a negative impact neither on the control command nor on the acceleration. This is true even for the switch into the backup system, whose model is potentially the least related to the model used before the switch. In total, the result is satisfying, especially when considering that the position error $e_x$ is below 15cm in Fig. 4a. The additional velocity constraint, which was set to the maximum velocity within the reference trajectory, changes the OP. As a result, the tightened constraints change as well and for maintaining robustness, the controller limits its control actions in a way that the necessary velocity cannot be reached any more. This results in an increasing position error as illustrated in Fig. 4b. This is however an issue of position control and requires a trade-off between position accuracy and state constraint satisfaction. It can be seen that the controller recovers fast from this and robustly tracks the trajectory again after a few time instants. By comparing Fig. 4a and 4b, it can be seen that different constraints possibly change the control output and therefore the vehicle response, however in both cases, the trajectory remains traceable and additional disturbances are robustly compensated.

Concerning the real time capability, it is clear that the current implementation is not applicable in real time. Especially when switching to the backup system it can be observed that real time factor spikes. This is a sign that at a switching point, the considered models differ more than when switching between two systems in neighboring regions.

VII. Conclusion and Outlook

In this paper we presented an approach on how to apply robust model predictive control on multiple model systems. The method is used to control the longitudinal position of a vehicle. It is shown how different models are obtained from measurement data and necessary system transformations needed for applying robust control theory are described. The approach was successfully tested in simulation, showing satisfying results for position control. Maintaining recursive feasibility despite of switched systems was obtained by introducing feasibility sets and robust constraint satisfaction can be assured through the conservative approach of intersecting tightened constraint sets. Future research therefore should include more rigorous testing is required both through simulations and real-life testing. Eventually, the applicability of the derived additional constraints to guarantee recursive feasibility should be investigated and if there exist less restrictive approaches to do so.

APPENDIX

Consider the class of discrete-time switched linear disturbed input delayed systems with bounded input change and constraints on the state and input:

$$\begin{align*}
\bar{x}(t + 1) &= \bar{A}_i(x(t))\bar{x}(t) + \bar{B}_i(x(t))\bar{u}(t - d) + \bar{w}(x(t)), \\
\bar{y}(t) &= \bar{C}_i(x(t))\bar{x}(t), \\
\bar{u}(t) &= \bar{U}\bar{w}(x(t)), \\
\bar{w}(t) &= \bar{W}\bar{w}(x(t)), \\
\bar{u}(t) &= \bar{U}d\bar{u}(t - 1), \\
\bar{W} &= \bar{W}x, \\
\bar{U} &= \bar{U}x, \\
\bar{V} &= \bar{V}x, \\
\bar{Y} &= \bar{Y}x, \\
\bar{Z} &= \bar{Z}x, \\
\bar{W} &= \bar{W}x, \\
\bar{U} &= \bar{U}x, \\
\bar{V} &= \bar{V}x, \\
\bar{Y} &= \bar{Y}x, \\
\bar{Z} &= \bar{Z}x,
\end{align*}$$

where $\bar{x}(t) \in \mathbb{R}^{n_x}$ is the state, and $\bar{u}(t) \in \mathbb{R}^{n_u}$ is the control input; $\bar{w}(x(t)) := \{i \in \mathbb{M} | \bar{x}(t) \in \bar{A}_i\}$, where $A_i$ is the region where system $i$ is “active”, is a switching signal that is a piecewise constant function of the current state vector $x(t)$, continuous from the right everywhere, and takes values at the sampling times in a finite set $l = \{1, \ldots, M\} := \mathbb{M}$, where $M > 1$ is the number of subsystems. Now for each subsystem $\bar{S}_i$, $l \in \mathbb{M}$, by introducing a new input vector corresponding to the input change and a new state vector containing the current state and the previous input, i.e. $\bar{u}(t) = \Delta \bar{u}(t)$ and $\bar{x}(t) := [\bar{x}(t), \bar{u}(t - 1)]$, system formulations $\bar{S}_i$ can be derived. In order to formally remove the input delay of the systems $\bar{S}_i$ without introducing memory states, one can follow the explicit dead-time compensation depicted in [16]. The results are system formulations:

$$\begin{align*}
\bar{x}(t + 1) &= A_i\bar{x}(t) + B_i\bar{u}(t) + w_i(t), \\
\bar{y}(t + d) &= C_i\bar{x}(t), \\
\bar{x}(t) &= \bar{X}_l \oplus \bar{Y}_l \bigoplus (\bigoplus_{k=0}^{d-1} \bar{A}_l^k \bar{W}_l), \\
\bar{u}(t) &= \bar{U}_l \bigoplus \bar{U}_l = \Delta \bar{U}_l, \\
\bar{w}(t) &= \bar{W}_l \times \bar{X}_l, \\
\bar{x}(t) &= \bar{X}_l \oplus \bar{Y}_l \bigoplus (\bigoplus_{k=0}^{d-1} \bar{A}_l^k \bar{W}_l), \\
\bar{u}(t) &= \bar{U}_l \bigoplus \bar{U}_l = \Delta \bar{U}_l,
\end{align*}$$

where $\bar{W}_l = \bar{W}_l \times \{0, x, x\}$ and $\bar{X}_l \subseteq \bar{X}_l$, i.e. $\{0\} \subseteq \bar{X}_l$, by assumption. It can be shown that since all sets for all systems $\bar{S}_i$ fulfill all standard properties (containment of the origin and additionally the disturbance set is bounded and convex) by assumption, the same applies for the sets of $\bar{S}_i$. Now by setting the disturbances in all systems $\bar{S}_i$ to zero, i.e. $\bar{w}_i(t) \equiv 0$, one can define the nominal systems:

$$\begin{align*}
\bar{z}(t + 1) &= A_i\bar{z}(t) + B_i\bar{v}(t), \\
\bar{y}(t + d) &= C_i\bar{z}(t), \\
\bar{z}, \bar{v} &\in \bar{Z}_l \times \bar{V}_l = \mathbb{L}_l,
\end{align*}$$

which serve as prediction models for the MPC. Furthermore it is assumed that for all $l \in \mathbb{M}$ there exists a stabilizing feedback matrix $K_l$ and a corresponding minimal RPI set $\bar{S}_i$ such that the tightened constraint sets $\bar{X}_l = \bar{X}_l \oplus \bar{Y}_l, \bar{U}_l = \bar{U}_l \oplus K_l \bar{S}_i$ are non-empty. In order to guarantee robust recursive feasibility
within each system or rather its corresponding optimization problem (OP) the invariant set for tracking $T_{\text{aug}}$, defined in [17], needs to be incorporated into the OP. Let the current time instance be $t$, then the OP is the following:

$$
\begin{align*}
\min J = E_t^T Q_t E_t + e_t(0)^T \bar{Q}_t e_t(0) + V^T R_I V \\
\text{s.t. } & x(t) - z(t|t) \in S_t, \\
& z(0) = z(t|t), \\
& z(i + 1) = A_I z(i) + B_I v(i), \quad i \in \mathbb{N}_{[0,N_I-1]} \\
& \left( \begin{array}{l}
\theta \\
\nu(i) \nend{array} \right) \in \mathbb{R}^{n+1}, \quad i \in \mathbb{N}_{[0,N_I-1]} \\
& \left( \begin{array}{l}
\theta \\
\nu(N_I) \nend{array} \right) \in T_{\text{aug}} \\
\end{align*}
$$

with $\mathbb{M} = \mathbb{R}^{n_x} \times \mathbb{U}_I \subset L_x = \mathbb{X}_I \times \mathbb{U}_I$, $E_t = \{ e_0(1), \ldots, e_i(N_I) \}$, where $e_0 = r - C(z)$, and $V = [v_I(1), \ldots, v_I(N_I)]$.

In contrast to the chosen cost functional in [17], in our case the optimization variable $\theta$ does not affect the cost. Since $T_{\text{aug}}$ is non-empty, there always exist a $\theta \in \text{Proj}_H(T_{\text{aug}})$, hence it can be neglected and the last constraint of $\mathfrak{P}_t(t)$ can be altered to $z(N_I) \in T_I = \text{Proj}_H(T_{\text{aug}})$. If at time $t$ with $\sigma(x(t)) = \{ i \in \mathbb{M} \mid (f_i, 0)x(t) \in A_i \} = I$ the optimization problem $\mathfrak{P}_t(t)$ has a solution, then robust constraint satisfaction and robust recursive feasibility can be guaranteed for all $p \in \mathbb{N}_0$ for which $\sigma(x(t + p)) = I$ is true, i.e. until a system switch occurs. It should not go unmentioned that $\forall t \in \mathbb{M}$ the OP $\mathfrak{P}_t(t)$ can be formulated as a convex constrained OP if the matrices $Q_t, \bar{Q}_t, R_I$ are positive definite.

Definition: For an undisturbed system $\Pi_t$ the one-step backwards feasibly reachable set of $\mathbb{I}$ is denoted as

$$
\mathcal{R}_{\text{ach}}^H(\mathbb{I}, \Pi_t) = \left\{ z \in \mathbb{R}^n \mid z_0 \in \mathbb{I}, \quad z \in \mathbb{Z}_I, \quad v \in \mathbb{V}_I, \quad z_0 = A_I z + B_I v \right\}
$$

The $H$-step backwards feasibly reachable set $\mathcal{F}_I^H(\mathbb{I}, \Pi_t)$ is defined as

$$
\mathcal{F}_I^H(\mathbb{I}, \Pi_t) = \mathcal{R}_{\text{ach}}^H(\mathbb{I}, \Pi_t) \cap \mathbb{Z}^{H+1}
$$

**Theorem 1:** Under the system dynamics and constraints of $\Pi_t$ the set $T_I$ is feasibly reachable from all $z(t) \in \mathcal{F}_I$ in $N_I$ steps, i.e. $\forall z(t) \in \mathcal{F}_I \exists v(t+i) \in \mathbb{V}_I, \quad i \in \mathbb{N}_{[0,N_I-1]}$ such that $z(t+i) \in \mathbb{Z}_I, \quad i \in \mathbb{N}_{[0,N_I-1]}$ and $z(t+N_I) \in T_I$, if $\mathcal{F}_I = \mathcal{F}_I^H(\mathbb{I}, \Pi_t)$.

**Proof:**

The existence of a feasible state and input sequence directly follows from the definition of the $H$-step backwards feasibly reachable set. The feasibility of the last state $z(t+N_I) \in T_I$ results from the definition of the (maximal) positively invariant set $T_I$. 

![Simulation results](image.png)

Fig. 4: Simulation results showing controller output $u$ (green), disturbed vehicle acceleration $a$ (blue), position error $e_x$ (black), system switching instants (pink) and whether the backup system is active or not (dashed).
Let $\mathcal{F}_{all} := \cap_{t \in \mathbb{N}} \mathcal{F}_t$. Consider the extended optimization problem $\mathcal{P}^{ext}_1(t)$, which is equal to $\mathcal{P}_1(t)$ with the additional constraints

$$C_{MMRF}: \mathbf{z}(i) \in \mathcal{F}_{all}, \ i \in \mathbb{N}[0,N], \ \mathbf{z}(1) \in \mathcal{F}_{all} \otimes \mathbb{S}_l.$$ 

**Theorem 2:** Assume that at the current time $t$ the state $\mathbf{x}(t) = \bar{\mathbf{x}}(t + d_0(t))$ and therefore the current OP $\mathcal{P}^{ext}_1(t)$, where $l = \sigma(\mathbf{x}(t))$, is known. Further assume that $\mathcal{P}^{ext}_1(t)$ is feasible. Then there exists a feasible solution for $\mathcal{P}^{ext}_1(\sigma(\mathbf{x}(t+1)))(t+1)$.

**Proof:**

1) Assume that $\sigma(\mathbf{x}(t+1)) = l$. Then no switch occurred and the standard OP $\mathcal{P}_1(t+1)$ is feasible (following the standard argumentation with candidate solution and terminal set) because $\mathcal{P}^{ext}_1(t)$ was feasible by assumption. The feasibility of $\mathcal{P}^{ext}_1(t+1)$ follows from the fact that optimal state sequence of $\mathcal{P}_1(t+1)$ is contained in $\mathcal{F}_l \subseteq \mathcal{F}_{all}$.

2) Assume that $\sigma(\mathbf{x}(t+1)) = k \neq l$. The tube-based approach guarantees $\mathbf{x}(t+1) \in \mathbf{z}(t+1) \otimes \mathbb{S}_l$. By choosing $\mathbf{z}(0) = \mathbf{z}(t+1) = \mathbf{x}(t+1)$ the constraint $\mathbf{x}(t+1) - \mathbf{z}(t+1) = 0 \in \mathbb{S}_k$ is fulfilled $\forall k \in \mathbb{M}$. Furthermore $\mathbf{z}(0) = \mathbf{z}(t+1) = \mathbf{z}(t+1) = \mathbf{z}(t+1) \in \mathbf{z}(t+1) \otimes \mathbb{S}_l = \mathbf{z}(t+1) \otimes \mathbb{S}_l \subseteq \mathcal{F}_{all} \subseteq \mathcal{F}_k$, i.e. there exists a feasible input sequence such that the initial nominal state $\mathbf{z}(0)$ can be feasibly steered to the terminal set $\mathbb{T}_l$. All constraints are fulfilled, hence $\mathcal{P}_\sigma(\mathbf{x}(t+1))(t+1)$ has a feasible solution.
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