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The detection of moving targets is to detect the change area in a sequence of images and extract the moving targets from the background image. It is the basis. Whether the moving targets can be correctly detected and segmented has a huge impact on the subsequent work. Aiming at the problem of high failure rate in the detection of sports targets under complex backgrounds, this paper proposes a research on the design of an intelligent background differential model for training target monitoring. This paper proposes a background difference method based on RGB colour separation. The colour image is separated into independent RGB three-channel images, and the corresponding channels are subjected to the background difference operation to obtain the foreground image of each channel. In order to retain the difference of each channel, the information of the foreground images of the three channels is fused to obtain a complete foreground image. The feature of the edge detection is not affected by light; the foreground image is corrected. From the experimental results, the ordinary background difference method uses grey value processing, and some parts of the target with different colours but similar grey levels to the background cannot be extracted. However, the method in this paper can better solve the defect of misdetection. At the same time, compared with traditional methods, it also has a higher detection efficiency.

1. Introduction

The video surveillance system is mainly composed of moving target detection and tracking, target behaviour analysis, understanding of target appearance scenes, and subsequent behaviour analysis. With the smooth development of the safe city construction, a variety of cameras has begun to be distributed to all corners of the world. According to the various information collected by the cameras, the security is solved. Most of the problems in the industrial field are precisely because of the massive monitoring information provided by these large numbers of cameras that improve people’s security. The working mode of the traditional monitoring system first obtains the monitoring information through the camera, then assigns the relevant operators to observe the video information with the naked eye, which conducts manual analysis of the observed information one by one, and finally makes a human judgment. This manual operation mode has many shortcomings [1, 2]. If a small number of personnel are put into the monitoring system for management, the analysis results will be poor due to objective factors such as mental fatigue and visual fatigue. If a large number of staff are put into management, this results in a large amount of additional management costs and divergence of opinions on the results of the video information due to the analysis and judgment of multiple people, which will increase the economic cost and time cost at the same time. The best-expected effect will not be obtained. In short, this kind of traditional manual video surveillance system only realises the function of video storage of surveillance pictures [3]. To achieve the purpose of video surveillance and supervision, it is necessary to add human observation and subsequent processing [4]. It takes up human resources at the same time. It cannot effectively meet the safety
precaution effect of people’s advance warning, so this traditional monitoring mode can no longer meet people’s growing needs.

Moving target detection is a branch of image processing and computer vision. It has great significance in theory and practice and has been paid attention to by scholars for a long time. In practice, using a camera to monitor a specific area is a meticulous and continuous process, which can be completed by humans, but it is not reliable for humans to perform such long-term boring routine monitoring, and the cost is also high. Therefore, it is necessary to introduce exercise monitoring. The background difference method is currently the most commonly used method in motion detection. It uses the difference between the current image and the background image to detect the motion area. It can generally provide the most complete feature data, but it is particularly sensitive to changes in dynamic scenes, such as interference from lighting and extraneous events. This algorithm first selects the average of one or several images in the background as the background image and then subtracts the current frame of the subsequent sequence image from the background image to eliminate the background. If the number of pixels obtained is greater than a certain threshold, it is determined that there is a moving object in the monitored scene, and the moving target is obtained.

Computer intelligent video surveillance is an emerging application direction and a cutting-edge topic in the field of computer vision; it is placed in various important facilities, such as museums, airports, subway entrances and exits, or outdoor traffic intersections. A large number of cameras monitor the lens to achieve the purpose of controlling and recording accidents, but at the same time this kind of monitoring can only record the accidents that have occurred. For example, an ordinary camera placed in a parking lot does not have an automatic alarm function when the security personnel are not in front of the surveillance camera and theft occurs. This requires the security personnel to exist in front of the surveillance camera at all times to judge and analyse possible criminal acts at the same time. We also know that it is impossible for security personnel to concentrate on guarding in front of the camera during the hours; even if the group is replaced on duty, it is impossible to be in front of dozens of surveillance cameras, and every surveillance camera will not be missed every minute. In response to this situation, it is necessary to combine computers to help security personnel to achieve the purpose of intelligent surveillance. Computer vision and applied research scholars put forward the concept of a new generation of video surveillance in a timely manner. Intelligent video surveillance uses computer vision and video analysis methods without human intervention. Computer video surveillance system not only conforms to the future development trend of the information industry, but also represents the future development direction of the surveillance industry. It contains huge business opportunities and economic benefits and is highly valued by academia, industry, and management.

In order to solve the shortcomings of traditional video surveillance systems, researchers began to try to combine computer vision related technologies with video surveillance systems. By using cameras instead of human eyes for monitoring and computers instead of human brains for observation and analysis, a complete set was formed. The so-called intelligent video surveillance system refers to the intelligent processing of the video information obtained by the camera through computer vision related technology, then the moving target detection of the obtained image information is used to extract useful information, and then the target information undergoes behaviour analysis, and finally a corresponding response is made according to the preset rules. In response to the above problems, this paper proposes a background differential target detection method based on RGB colour separation for training target monitoring, which improves the effectiveness of the colour separation method.

2. Related Work

The background difference algorithm is a commonly used video target detection algorithm and an important part of modern video surveillance applications. The background difference algorithm usually requires the background to remain stable without drastic changes, so it is mainly suitable for foreground segmentation in the video image collected by a fixed camera. Because of its fast calculation speed and high segmentation accuracy, it has been widely used in video surveillance fields such as road monitoring and regional security. This section mainly introduces the basic principles and classification of background difference, as well as the problems and difficulties that need to be solved in the algorithm.

The first step in the process of video vehicle detection is to take a video image through the digital image acquisition system and save it in the memory or frame buffer of the hardware device, which performs preprocessing on the digital video image to reduce the impact of small interference noise on the quality of image detection results. It has important applications in video surveillance, human-machine interface, video coding, and other fields. At present, the most researched motion detection methods include frame difference method, background subtraction method, and optical flow method [5]. Although the frame difference method can effectively remove the static background, the extracted target is often rough and larger than the actual moving target contour, and there will be holes in the target. The background subtraction method requires high background modelling and background update. Once the background structure is completed, the coarsely segmented moving area can be finely segmented by the background subtraction method to detect the precise moving target. Some scholars combine colour and shape information to detect circular areas in complex scenes. The literature [6] adopts the method of colour separation to detect the direction of traffic and pedestrian movement at traffic intersections. The literature [7] combines contour information and colour information to detect targets with specific contours. Traffic vehicle detection carried out according to a certain method so that the information of road vehicles can
be extracted from the image area is an important issue discussed in the current vehicle detection research [8]. Among the mentioned methods, the background difference is a current method in video vehicle detection. The background difference method needs to compare the real-time input frame image and the current background model. The accuracy of the background model will directly affect the overall detection effect, and it needs to make adjustment in time to update the background according to actual changes. Therefore, it is necessary to use a background update and extraction method that not only can meet the real-time requirements of vehicle detection, but also has good robustness under the interference of various situations. Therefore, an effective and stable background model is already the most effective method of background difference.

3. Difference Method to Construct Moving Target Detection

3.1. Background Difference Algorithm. The background difference algorithm continuously detects the difference between the current video image and the reference image. The reference image here is what we usually call the “background image” or “background model.” In an ideal state, both the surveillance camera and the background remain stationary, and the difference between the current image and the background model is close to zero. However, in reality, because the scene is constantly changing, it is necessary to preset a threshold as the criterion for judgment [9]. The area is determined to be the foreground; otherwise, it is the background. Assume that the input video image sequence is $I^v_i$, $x, y$.

$$Dif^v_i(x, y) = I^v_i(Vx, Vy) - B^v_{i-1}(Vx, Vy).$$  \hspace{1cm} (1)$$

Here, $I^v_i(Vx, Vy)$ represents the current video image, $B^v_i(Vx, Vy)$ represents the background model corresponding to the current image, and $Dif^v_i(x, y)$ is the difference result. Perform a binary operation on $Dif^v_i(x, y)$; that is, judge and classify each pixel in the image according to the threshold value, and the binarisation result of the current image can be obtained, as shown in

$$R^b_k = \begin{cases} 1, & Dif(x, y) > T, \\ 0, & \text{others}, \end{cases}$$  \hspace{1cm} (2)$$

where $R^b_k$ is the result of binarisation, $R^b_k = 1$ represents the foreground target, and $T$ is the critical threshold for judging whether the pixel belongs to the foreground target, which can be preset or used in the monitoring process for continuous adjustment through algorithms. Finally, the size of the foreground area is judged [10]. If the area of the target area is larger than a certain value, it is the real foreground target; otherwise, it is an interference item.

Background difference algorithms are very active in the field of moving target detection, and many algorithms have been proposed in recent years [11]. The specific processes of these algorithms are roughly the same, which can be specifically represented in Figure 1, where $T$ represents the current moment, $N$ is the number of image frames used to initialise the background model, and $I^v_i(t)$ and $B^v_{i-1}(t-1)$, respectively, represent the video image obtained by the algorithm at time $T$ and its corresponding background image. The detailed description of the basic flow of the background difference algorithm is as follows.

3.1.1. Pretreatment. In the application of intelligent video surveillance, since the video image is interfered by various noises during the collection process of the surveillance camera, the quality of the obtained image information is low, which is not conducive to the subsequent work. Therefore, it is necessary to use the corresponding image processing technology to denoise the original data to obtain a more pure and high-quality image [12]. Commonly used image preprocessing methods include median filtering and RGB difference filtering.

3.1.2. Background Modelling. Background modelling is the most important link in the background difference algorithms, and the quality of the model has the most direct impact on the effect of target detection. The simplest method of background modelling is to use a video image that does not contain any foreground objects as the background. This method is less computationally intensive and suitable for real-time video target segmentation, but the disadvantages are also obvious. In reality, the background is always complex and diverse. Constantly changing, a single background image cannot be guaranteed to be suitable for all video images. Therefore, in most cases, a specific background description method is used to construct a background model, such as a RGB difference background model based on statistical probability and a background model based on principal component analysis. In background modelling, more features are used to describe the background, and the adaptability to the monitoring environment is stronger.

3.1.3. Foreground Detection. The background difference algorithm usually obtains the foreground target by continuously detecting the difference between the current video image and the background model, which is the so-called foreground detection stage [13]. At this stage, the focus of our attention is how to judge whether the current pixel matches the background model. Normally, we set the corresponding threshold according to the built background model. The size of the threshold can be set in advance based on experience or can be automatically calculated by an algorithm according to different scenarios. The former is simpler but not very adaptable to the scene. Although the latter increases the time complexity of the algorithm, it has better adaptability to dynamically changing scenes.

3.1.4. Postprocessing. The postprocessing is to refine the results obtained from the foreground detection; the purpose is to obtain a more accurate and complete target area. Because the image noise cannot be completely removed in the image preprocessing stage, there are often many noises in the
results of foreground detection, and some characteristics of the current scene target are similar to the background, if the background difference algorithm cannot distinguish between them. It will produce holes in the foreground target, resulting in incomplete target detection. In the post-processing, we usually use image morphology methods, hoping to eliminate the remaining noise in the detection results, smooth the edges of the image, and at the same time fill in these void areas to obtain relatively complete results.

### 3.1.5. Background Update

During the video surveillance process, since the scene may change gradually, the algorithm needs to update the parameters of the background model according to these changes to adapt to the changing surveillance scene. It can update part of the background based on the result of foreground detection or update the background of the entire image based on statistical principles. The background update rate is a parameter index used to measure the background update speed. If the update rate is too large, it is easy to incorporate unstable factors such as noise in the scene into the background model. If the update rate is too small, it cannot keep up with the real-time changes of the monitoring scene. Therefore, the selection of the background update rate is very critical. An appropriate update rate can not only adapt to the real-time changes of the scene, but also effectively prevent some nonbackground targets from being updated to the background and thus affecting the performance of the algorithm.

### 3.2. Training Target Detection

Usually, the colour feature and location area of the target are used to achieve target detection. However, because the image background is complex, the target and the background are interlaced, and the target may be moving or stationary; the background may also change. The flowchart of the training target detection is shown in Figure 2.

1. Extract a video obtained by monitoring, and process this video according to the background difference algorithm [14]. First, establish a corresponding model for the background. Here, we build a model for each pixel through the statistics of the acquired image sequence. Differentiate the current frame image and the previously constructed background image, and set $B^1_k(Vx, Vy)$ as the background model at time $F^1_k(Vx, Vy)$ as the video image at time as Di$F^1_k(x, y)$. The target area is $DiF^1_k(x, y) = F^1_k(Vx, Vy) - B^1_k(Vx, Vy)$.

Set a threshold $T$. When $DiF^1_k(x, y)$ is greater than $T$, it is determined as a moving area, when $DiF^1_k(x, y)$ is smaller than $T$, it is determined as a background area; that is, there is no moving target in this area. In order to better distinguish the background image and the moving area, the pixels of the moving area are assigned a value of 0, and the pixels of the background area are assigned a value of 1, which is a binary image.

2. The acquired video sequence is processed according to the algorithm of multiframe difference. $F^k_1(Vx, Vy)$, $F^k_{k-1}(Vx, Vy)$, and $F^k_{k+1}(Vx, Vy)$ are, respectively, $k$ time, $k – 1$ time, and $T$ time. For the video image at time 1, apply the two-frame difference algorithm $H$ to these three frames, respectively, to obtain the difference images $DiF^k_1(x, y)$ and $DiF^k_{k+1}(x, y)$, as follows:

$$DiF^k_{k-1}(x, y) = |F^k_1(Vx, Vy) - F^k_{k-1}(Vx, Vy)|,$$

$$DiF^k_k(x, y) = |F^k_{k+1}(Vx, Vy) - F^k_k(Vx, Vy)|,$$

$$d^k_k(x, y) = |DiF^k_{k-1}(x, y) \cup DiF^k_k(x, y)|.$$
This paper sets a threshold in the same way, which binarises the image to obtain a binary image.

4. Framework of the Monitoring System for Training Targets

This article proposes a training target-oriented RGB colour separation of background difference target detection, which improves the effectiveness of the colour separation method. The concept of the training target monitoring system is to accurately segment and extract the training targets in the monitoring area by setting up a monitoring camera above the training targets and count their number and area for subsequent tracking and recognition processing, regardless of whether the area needs cleanup judgment or decision-making [17, 18]. The hardware components of the system include network cameras, routers, display terminals, storage servers, and other equipment to complete video collection, transmission, data processing, distribution, decision-making and execution, and archiving. The system hardware architecture is shown in Figure 3.

From a system engineering perspective, this system consists of a data collection layer, a data processing layer, and a data display layer. Subdivided from the perspective of specific functional modules, a complete intelligent video surveillance system can be divided into the following modules: front-end video acquisition module, image preprocessing module, background differential target detection module, target tracking and counting module, and display terminal and data log module. The overall design framework of the system is shown in Figure 4.

This section will give a detailed introduction to the functions of each module.

4.1. Front-End Video Capture Module. This module is responsible for acquiring image data from cameras or video files. Video data acquisition is mainly through network cameras. The acquired images are video-encoded and transmitted to the processing host via the network. Due to the uncertainty of the transmission network, there may be frame breaks in the video due to network delays. A video buffer is added to this module, and 30 frames of video images are taken as the size of the buffer. While taking into account the real-time requirements of the system, solutions are provided for possible network problems.

4.2. Video Preprocessing Module. This module first performs greyscale transformation on the acquired image to reduce the calculation amount of the algorithm and at the same time uses RGB difference filtering to blur the image to eliminate the noise caused by various reasons and improve the image quality. Subsequently, the video image and the background model are based on the RGB difference algorithm, so that the background difference algorithm can be used to segment the training target.

4.3. Background Differential Target Detection Module. This module is mainly responsible for judging whether the training target appears in the monitoring area, and if so, it needs to be accurately located and segmented. This module mainly includes the following aspects: First, it establishes a background model based on the RGD colour difference algorithm and completes it. It performs preliminary detection of the training target, then removes the interference of the light and shadow area on the target in the HSV space, and smooths the target contour through the image morphology method. Finally, it completes accurate segmentation of the training target for later statistics and tracking.

4.4. Target Tracking and Counting Module. When the training targets are successfully detected and divided, this module will track them and count their number and area so that the monitoring personnel can make judgments. Regarding the tracking of training targets, there are already relatively mature algorithms. Based on the background difference algorithm for foreground detection, this article is supplemented by the Kalman filter algorithm that comes with OpenCV to realise the tracking and statistics of training targets.

4.5. Display Terminal and Data Log Module. The display terminal must display both the current video image information and the statistical results of the training targets. When the number of training targets exceeds a certain threshold, an alarm is issued to the monitoring personnel and the information at this time is written into the monitoring log.
Figure 2: The flowchart of the training target detection.

Figure 3: The system hardware structure.

Figure 4: The overall design framework of the monitoring system for training targets.
5. RGB Colour Separation Background Differential Target Detection Method

The traditional background difference method is to convert the colour image into a greyscale image, using the foreground image to get the target method, such as (1). After the differential image is obtained, in order to eliminate the noise, the image needs to be binarised according to the set threshold, as shown in (2). The colour information in the image will be greatly reduced. It can be seen from (3) that different colour component combinations may convert the same grey value. If the threshold is considered, the point on the remote target must be judged once it has a background color [19]. If the converted grey value is the same as the background or within the range allowed by the threshold, it is impossible to detect the difference of the point in Figure 5.

Assume the following situation: a threshold value has been given \( \theta(x,y) \) for a certain point \((x,y)\), \( I^g(x,y) = a \), and \( \theta > a > \theta_{0} \), \( I^g(x,y) = 0 \), \( I^b(x,y) = 0 \). However, at the same time, the noise at this point is very small or 0; that is, \( \xi(x,y) = 0 \) or small and can be ignored; then, according to (7), \( \text{Dif} f^r(x,y) = a \). Because the threshold is 0 and so \( I^g(x,y) = 0 \), this point will be mistaken for noise and eliminated. In fact, the difference has been detected under the R primary colour [20]. According to this method, this difference cannot be reflected in the result, and the result is no longer complete.

\[
\text{Dif} f^r(x,y) = \text{Dif} f^b(x,y) + \text{Dif} f^g(x,y) + \text{Dif} f^r(x,y),
\]

\[
\text{Dif} f^r(x,y) = I^g(x,y) + I^g(x,y) + I^b(x,y) + 3x(x,y).
\]

(4)

In order to explain the problem more clearly, the above situation is expressed in a matrix form, as shown in Figure 6.

It can be seen from Table 1 that when the traditional method takes a smaller threshold, it does not have a good suppression effect on noise. Under the same threshold, the method in this paper has a more effective suppression effect on noise. When the threshold of the traditional method is very large, the suppression effect on noise is obvious, and the suppression effect on the target pixel will be great, resulting in incomplete detection. The threshold of the traditional method has increased to 120, and the threshold of the method in this paper is unchanged. The two methods are tested again, and the number of detected target pixels is used to evaluate the effect of moving target detection.

It can be seen from the experimental results that when the threshold is too high, the detection result of the traditional method is compared with the result of the method in this paper, many pixels are reduced, and the result is obviously incomplete.

6. Experiment and Result Analysis

In this paper, the theoretical knowledge of video background extraction algorithm and foreground detection algorithm is improved, and the experimental effect before background difference is compared with the improved effect. The evaluation of any kind of algorithm must have actual data to illustrate the effect of the improvement. The experimental environment and platform used in this article; the parameters selected in the modelling process; the model’s objective evaluation index; the algorithm accuracy, recall rate, etc. indicators; the traditional target detection algorithm, and the improved RGB separation algorithm in this paper are used for experimental simulation and data comparison analysis.

7. Experimental System and Platform

The experimental environment of this article is Visual Studio 2018 Professional Edition with OpenCV 6.2 library, the hardware platform is Intel® Core™ i7-6730, the main frequency is 4.75 GHz, the memory is 16G, and the operating system is Windows 64 bit. OpenCV is an open source platform of computer vision library that can run on the operating system. The library contains a large number of image processing algorithms and related data structures. The algorithms inside have a wide range of applications and are highly portable. This article uses the public dataset CDnet 2017, which includes a series of test videos in different scenes, such as the background in a still scene. There is no foreground target in the first frame of the scene. In addition to the static background, there are dynamic interference changes in the scene [21]. This article selects some suitable scenes for experimental simulation. During the experiment in this paper, the values of some parameters used are as follows. When extracting the video background image, the grey value interval coefficients are all 0.48, 0.31, and 0.2. During the modelling process, the number of pixels in background model \( N \) is 20, the random update factor is 16, the adaptive increase factor \( a \) is 0.7, the adaptive reduction factor is \( b \) 0.3, and the initial value of the matching radius of the front background judgment is \( R = 20 \).

8. Performance Evaluation Standards

In order to verify that the improved algorithm in this paper solves the smear problem in the detection result, the foreground target is present in the first frame of a video and continues to exist until the last frame. The entire Road video has 100 frames. Figure 7 shows the original video image, as well as the result of foreground target detection by RGB difference mixture model, the original foreground target detection result based on visual background modelling, and the improved extraction result of the background image initialisation background model proposed in this paper.

It can be seen intuitively from the above experimental results that there are foreground targets in the first frame of the Road video. In the RGB difference mixture model, when the shaking leaves pixels change greatly, such pixels will be detected as foreground targets. As a result, there will be a large number of false detection events in the detection result, which contains more noise points, and the detection result is not accurate. When the background model is initialised based on the visual background modelling method, the foreground target area in the first frame image is modelled as the background area, so the subsequent background matching process of the image to be tested will cause...
Figure 5: The overall design framework of the monitoring system for training targets.
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Figure 6: The schematic diagram of matrix transformation effect.
misjudgment. The smear phenomenon in the figure makes the detection result inaccurate. Although the improved visual background modelling method has a partial improvement in the accuracy of the detection result compared with the visual background modelling method, there is still smear overall.

The above is an experimental comparison of target detection when the first frame of video contains foreground targets. The actual situation is often target detection in complex scenes. It can reflect the efficiency and robustness of the algorithm itself. This paper selects three different types of video sequences under complex background scenes for experimental simulation and comparative analysis, including changes in light illumination, water wave shaking under sunlight, and leaf fluttering.

The first category includes a complex background video sequence with light changes. The video Office has 80 frames, there is a moving foreground target in the first frame of the video, and the foreground target contains two people. Figure 8 shows the experimental simulation results of the video sequence in the RGB difference mixture model, the original visual background model algorithm, and the improved visual background model. According to the experimental results, when the RGB difference mixture model processes the video in this scene, the detection result in the first frame is poor, the foreground target has not been detected at all, and the detection result of the 42nd frame contains many lights. Noise points and the ghost image of the 1st frame are detected at the same time, which will make the detection accuracy lower. In the detection result of the original visual background model algorithm, the foreground target in the first frame is incomplete and contains holes; the detection result shows ghosting phenomenon and a large number of light noise points. It can be seen that the algorithm has greatly reduced the impact of flickering lights, but the processing is not thorough enough, and the improved visual background model algorithm does not remove ghost images. We can initialise the background model and add an adaptive threshold mechanism in the background matching process to distinguish background pixels, light changes pixel points, and foreground target pixels, thereby improving the detection accuracy. A relatively complete foreground target can be extracted from the processing result of the first frame, the 42nd frame does not contain light noise points and ghost phenomenon, and a complete foreground target can be obtained.

The detection effect based on RGB difference mixture modelling has been reduced when entering the foreground target detection in the complex dynamic scenes containing swaying leaves, swaying water ripples, and changes in the intensity of sunlight in the video scene. The outline of the foreground target is detected, but there are some small false
phenomena in the target, and the original extraction result based on visual background modelling contains a lot of noise. It is obvious that the dynamic water ripples in the scene are misdetected as the foreground target, because the background modelling algorithm sets the matching radius threshold to a global fixed value, which is no longer applicable in this dynamic scene. The improved algorithm of matching threshold can effectively identify the dynamic background in the scene and detect it as the background area, which greatly reduces the noise interference. When there is a foreground target in the first frame of the video, it can effectively avoid dragging in the extraction result. It can be seen from the experimental results that the algorithm can detect a relatively complete foreground target in a complex environment and improve the detection performance.

9. Comparison and Analysis of Experimental Results

According to the video selected in this article, foreground target detection is performed based on the existing improved visual background modelling method. According to the quantitative index precision rate, recall rate, and comprehensive evaluation proposed in the previous section, from Table 2, it is known that in terms of accuracy indicators, RGB difference modelling has the lowest accuracy among the three videos of Road, Office, and Riverside, because the original background pixels in the video have been detected as foreground pixels, resulting in the smallest precision value, while the visual background modelling method in Canoe video has the lowest precision. A large number of shaking leaves pixels in this method will be mistakenly detected as foreground pixels, resulting in minimal precision values. Compared with the previous two methods, the detection result of the improved visual background modelling method is slightly higher in accuracy, because it adds a scintillation point detection mechanism, which to a certain extent avoids the false detection of the flicker point as the foreground target pixel. This paper extracts the pure background as the initial value of the background model and adds an improved algorithm based on adaptive matching threshold to identify the dynamic background in the scene.

From Table 3, it is known that the recall rate of RGB difference modelling method in the four videos is the lowest among the four algorithms. Because the pixels that were originally foreground targets are misdetected as background pixels during the processing of RGB difference modelling method, this leads to the detection result, the foreground target has a hole phenomenon. Although the visual background extraction modelling method has reduced the hole phenomenon, the recall rate index has been improved. The improved visual background extraction modelling method is still in the first frame of the video sequence containing the foreground target. There is a void phenomenon in the foreground target, so the recall rate cannot be fully

**Figure 8:** The experiment results of complex background scene: (a) first frame image; (b) 50th frame image; (c) binarized image; (d) background differential binary image.
improved. While the algorithm in this paper extracts an image that does not contain the foreground target, the final extracted foreground target avoids the void phenomenon and effectively improves the call rate index.

The comprehensive evaluation index is one of the important indexes to measure the overall performance of the algorithm experiment results. This article calculates the comprehensive evaluation index for the four algorithms through the processing results of the three videos, as shown in Figure 9.

The comprehensive evaluation index is the harmonic average of accuracy and recall. It can be seen from Figure 9 that the comprehensive index is the smallest among the four algorithms, which shows that the RGB difference modelling method has the worst effect on the foreground target extraction of the four videos. Compared with the RGB difference modelling method, the comprehensive index of the visual background modelling method has partially improved, but the improved visual background modelling method improves the performance by adding the scintillation point mechanism and increasing the update factor and further improves the comprehensive index. The improved algorithm in this paper optimises the model by extracting pure background and adding adaptive threshold matching to detect more accurate foreground targets. Through the calculation of four video comprehensive indicators, the comprehensive indicators of the algorithm in this paper are higher than those of the other three algorithms. Through the comparison of accuracy, recall rate, and comprehensive index, this algorithm has obvious advantages compared with RGB difference modelling method, visual background modelling method, and improved visual background modelling method, and the overall performance is better than that of the other three algorithms.

10. Conclusion
This paper proposes an intelligent background differential model design method for training target monitoring, which overcomes the shortcomings of colour separation and differential extraction of targets that are not refined, which solves the difficulty of background structure update in the background subtraction method. This method can accurately detect motion in the surveillance scene, which is insensitive to light changes and background interference. At the same time, it can be seen from the analysis of the algorithm process that although the detection is divided into two steps: coarse segmentation and fine segmentation, the fine segmentation is only performed on some areas, so time consumption is small. By studying the principle of the
background difference method, the background construction principle based on RGB colour separation is analysed. The OpenCV programming tool is used to realise the capture and labelling of the moving target in the training target monitoring video. It provides a better detection method for the motion targets in dangerous areas and personnel in key production areas. This article has conducted in-depth research on several key technologies in intelligent video surveillance and has achieved certain results. In fact, training target information in video images is a powerful basis for detection. Combining motion information for detection will undoubtedly be beneficial to target judgment and improve the robustness of the detection algorithm.
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