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Abstract

Shell analysis is a well-established field, but achieving optimal higher-order convergence rates for such simulations is a difficult challenge. We present an isogeometric Kirchhoff-Love shell framework that treats every numerical aspect in a consistent higher-order accurate way. In particular, a single trimmed B-spline surface provides a sufficiently smooth geometry, and the non-symmetric Nitsche method enforces the boundary conditions. A higher-order accurate reparametrization of cut knot spans in the parameter space provides a robust, higher-order accurate quadrature for (multiple) trimming curves, and the extended B-spline concept controls the conditioning of the resulting system of equations. Besides these components ensuring all requirements for higher-order accuracy, the presented shell formulation is based on tangential differential calculus, and level-set functions define the trimming curves. Numerical experiments confirm that the approach yields higher-order convergence rates, given that the solution is sufficiently smooth.

Keywords: Kirchhoff-Love shells; higher-order; Trimming; Isogeometric Analysis;
Contents

1 Introduction

2 Geometry representation and treatment of trimmed domains
   2.1 Geometry representation and discretization
   2.2 Conditioning considerations
      2.2.1 Definition of extended B-splines
      2.2.2 Application of extended B-splines
   2.3 Numerical integration in cut knot spans
      2.3.1 Identification of the cut topology
      2.3.2 Reconstruction of the trimming curve by a 1D finite element
      2.3.3 Decomposition into integration sub-cells

3 Governing equations
   3.1 Kirchhoff-Love shell based on the TDC
   3.2 Enforcement of boundary conditions and weak form

4 Numerical results
   4.1 Scordelis-Lo roof
   4.2 Simply supported flat shell in $\mathbb{R}^3$
   4.3 Clamped circular shell

5 Conclusion

A Computation of extrapolation weights

References
1 Introduction

Shells are components of utmost importance in numerous engineering applications, and hence, the development of more accurate mechanical models and numerical analysis schemes is a long-established [8, 84], yet everlasting [13, 112], challenge. The finite element method (FEM) is the most common technique for the numerical treatment of shell formulations. In this context, isogeometric analysis (IGA) [60] has proven itself as an efficient and robust paradigm that outperforms traditional structural mechanics simulations [28, 68, 75]. The underlying idea of IGA is quite simple: using the functions of spline-based geometry representations of computer-aided design (CAD) directly for performing analysis. Although this concept was – and still is – aimed at mitigating the profound inefficiencies in the conventional interaction of CAD and simulation tools, it turned out that IGA enables several computational benefits. The most important advantages for shells are that it provides (i) the most accurate representation of the geometry and (ii) high continuity between elements. Indeed, the latter rejuvenated research on Kirchhoff-Love (KL) shell formulations, because establishing the required $C^1$ continuity is straightforward using splines.

Since the pioneering work for KL shells from Kiendl et al. [68], IGA shell analysis gained a notable amount of research activities. The curvilinear coordinates, which are implied by the map from the parameter space to the physical space of the NURBS patch, and the high continuity are a perfect fit for the discretization of the well-known shell equations with IGA. It is worth noting that IGA has also been considered for Reissner-Mindlin (RM) shells, which take transverse shear deformations into account. A successful discretization of RM shells with isogeometric analysis is given in, e.g., [10]. Furthermore, an approach with exactly calculated directors in the frame of IGA is presented in [35, 36]. Hierarchical shells that eliminate transverse shear locking are shown in [38, 86, 87]. A mixed displacement approach that also eliminates membrane locking is elaborated in [12, 114]. Isogeometric collocation methods for KL shells and RM shells are considered in [69, 79].

In this paper, we employ the rotation-free Kirchhoff-Love shell formulated in the frame of the tangential differential calculus (TDC) [97, 98]. The resulting shell formulation is independent of the concrete geometry definition and enables shell analysis on implicitly defined surfaces where a parametrization is not available nor needed, see [99]. However, herein, the midsurface is explicitly specified by a single NURBS patch. The benefits of the TDC-based shell formulation in our context are that the obtained shell equations are formulated in the global Cartesian coordinate system and may be presented in a more
compact and intuitive fashion employing a symbolic notation, while the classical formulation is generally expressed in curvilinear coordinates using index notation. As a result, the typically rather cumbersome effective boundary forces, see, e.g., [11], needed later on for Nitsche’s method, are more compact, which simplifies the implementation.

The desire to perform shell analysis on practical engineering CAD models leads to the challenge of trimmed geometries. Trimming refers to a procedure that is used to specify visible areas of an object independent from the object’s parameter space, and it is paramount for fundamental geometrical operations denoted as Boolean operations (union, intersection, and differencing). This concept provides great flexibility in defining arbitrary shapes over spline surfaces but introduces several computational issues as detailed in [77]. In essence, trimming results in cut parameter spaces, and thus, the analysis of trimmed geometries faces the same challenges as fictitious domain methods (FDMs) [20, 59, 95]. That is, the presence of cut elements complicates

1. the application of boundary conditions,
2. the conditioning of system matrices, and
3. accurate integration.

In the context of IGA with trimmed geometries, the RM shell theory was adopted in [65–67, 111]. The first KL shell formulation was presented in [96]. The work of Breitenberger et al. [14, 15] develops the concepts further, enabling direct use of CAD data for the simulation. While these works rely on a penalty approach for the application of boundary conditions and a boundary-fitted quadrature scheme, the contributions of Guo et al. [50, 51, 53, 54] employ the symmetric or non-symmetric Nitsche’s method and a non-boundary-fitted sub-cell quadrature; except for [51] where this quadrature is used only for cut elements that cannot be handled by the blending function method presented in [70]. The sub-cell quadrature originates from a FDM and includes the application of a fictitious stiffness in the exterior domain to mitigate the ill-conditioning issues due to cut elements. The literature on isogeometric formulations for trimmed shells barely covers this conditioning aspect. Besides the fictitious stiffness, Coradello et al. [27] use diagonal scaling for preconditioning.

As mentioned above, trimming and FDMs are closely related from a computational point of view. For instance, membranes have been introduced for Cut FEM [21] and for Trace FEM [45]. Furthermore, linear RM shells with Trace FEM have been presented in [99].
recent pre-print where a $C^1$-continuous Trace FEM approach for KL shells with boundary conforming background meshes is presented in [46].

The motivation of the present work is the realization of a higher-order KL shell analysis, which is an “open” topic because the requirements (also on the geometry) are high. While setting up higher-order discretizations is straightforward using IGA, it is important to note that achieving higher-order accuracy involves more than the utilization of basis functions with a high polynomial degree. The analysis has to consider all numerical aspects in a consistent higher-order fashion: starting from the discretization over the application of boundary conditions to the construction of the system matrices. To the best of the authors’ knowledge, there exists no finite element shell model in the literature that can claim complete success in this regard. In fact, there is no higher-order accurate shell formulation in the context of trimming. It is, however, noted that the already mentioned works from Fries et al. [45] on membranes and Schöllhammer et al. [99] on linear RM shells are presented in the framework of higher-order Trace FEM.

An aggravating factor for the development of higher-order shell formulations is that the traditional benchmarks tests [9], which mark the current gold standard for validating shell models, do not allow for higher-order convergence rates. First of all, the solutions of these benchmarks are not smooth enough (e.g., due to point forces or geometric corners), and second, the reference solutions are often reported with only a few numbers of significant digits (see e.g., [68]). A recent work [11] demonstrates that these benchmarks are “unable to assess the order of accuracy” and maybe passed by even variationally inconsistent formulations.

In this paper, we present a higher-order accurate KL shell formulation based on the isogeometric paradigm with trimmed geometries. Trimming allows the definition of arbitrary shapes on single-patch representations. We do not consider multi-patch models because they are inherently low-order due to the non-smoothness of the solution (across edges between patches, which is well-documented in KL-shell theory). In general, any corner in the shell’s boundary – even for single-patch geometries – may typically result in singularities, immediately hindering higher-order convergence rates in the analysis. Using trimming also provides a means to prevent such discretizations. As listed above, simulations with trimmed geometries involve three key challenges, which we address in a consistent higher-order accurate form. In particular, the following methods are utilized:

1. The non-symmetric Nitsche method enforces the boundary conditions.
2. The extended B-spline concept controls the conditioning.

3. Higher-order Lagrange elements provide a reparameterization of cut elements which allows for proper distribution of integration points.

It is worth noting that different approaches for dealing with each of these problems exist. They may be used instead of the proposed ones, as long as they can establish higher-order accuracy; if not, the overall convergence will be sub-optimal. We are using level-set functions for the definition of the trimmed domain and formulate the KL shell in the frame of tangential differential calculus (TDC) \cite{97, 98}. These two particular choices are, however, no necessary ingredients for the realization of higher-order accuracy and may be substituted by alternative concepts preferred by the reader.

Three numerical examples validate the performance of the proposed KL shell model: (i) a traditional shell benchmark, (ii) the flat shell embedded in $\mathbb{R}^3$ from \cite{97}, and (iii) a curved, clamped circular shell. The latter addresses the three trimming challenges, as well as the representation of the geometry and the boundary conditions. Hence, it allows an overall assessment of the order of accuracy. In particular, we measure the error of this problem in the relative $L_2$-norm of the equilibrium in strong form, which requires the evaluation of fourth-order surface derivatives of the midsurface displacement. Consequently, the theoretical optimal order of convergence is $O(p - 3)$. The implementation of this residual error is not for free. Yet, it is a suitable measure for the verification of the higher-order accuracy. To be precise, it does not account for solution jumps between elements. Those errors, however, do not occur in the context of IGA due to the high inner-element continuity.

The paper is structured as follows: Section 2 details the representation of trimmed geometries as well as the proposed concept for dealing with their conditioning and integration. Section 3 introduces the actual KL shell model and the non-symmetric Nitsche’s method employed. The numerical results are given in Section 4. We close with concluding remarks in Section 5 and provide further details on implementational aspects in appendix A.
Geometry representation and treatment of trimmed domains

2.1 Geometry representation and discretization

We are aiming for a surface discretization that allows for (i) at least $C^1$ continuity, (ii) arbitrary degree, and (iii) arbitrary boundaries. The continuity requirement stems from the Kirchhoff-Love shell theory (see Section 3.1), and high-degree basis functions are a precondition for higher-order approximation power. Splines are a natural choice to fulfill these two properties, but regular spline surfaces are defined by a tensor product structure, which results in a four-sided topology. Besides the related geometric limitation, it is also noted that any corner in the shell boundary typically results in singularities, which may hinder the optimal convergence. Hence, the concept of trimming is used to specify arbitrary shapes over spline surfaces. To be precise, the discretization employs trimmed B-spline tensor product splines. In the following, we recall the basic properties of these functions. The interested reader is referred to [30, 77, 89] for a detailed discussion.

A B-spline $B_{i,p}$ is described by piecewise polynomial segments $B^s_i$ of degree $p$, as shown in Figure 1(a). These $B^s_i$ and the continuity between them are specified by the knot vector $\Xi$, which is a non-decreasing sequence of parametric coordinates $\xi_j \leq \xi_{j+1}$. The values of these knots $\xi_j$ define the location where adjacent $B^s_i$ join. The continuity at these breakpoints is $C^{p-m}$, with $m$ denoting the multiplicity of the corresponding knot value, i.e., $\xi_j = \xi_{j+1} = \cdots = \xi_{j+m-1}$. The knot span $s$ refers to the half-open interval $[\xi_s, \xi_{s+1})$, and if its size is non-zero, it marks the valid region of $B^s_i$. These regions also impose the elements
for the analysis. The knot vector $\Xi$ defines not only a single function, but an entire set of linearly independent B-splines $\{B_{i,p}\}_{i=0}^n$, as illustrated in Figure 1(b). Each $B_{i,p}$ has local support, $\text{supp}\{B_{i,p}\}$, specified by the knots $\{\xi_i, \ldots, \xi_{i+p+1}\}$, and each knot span $s$ contains $p + 1$ non-zero B-splines represented by $B_i^*$ with $i = s - p, \ldots, s$.

Basis functions of B-spline surfaces are obtained by computing the tensor product of univariate B-splines $B_{i,p_1}$ and $B_{j,p_2}$ of degrees $p_1$ and $p_2$, which are defined by separate knot vectors $\Xi_1$ and $\Xi_2$ for the parametric directions $\xi_1$ and $\xi_2$, respectively. A corresponding surface is given by

$$
\Gamma(\xi) = \sum_{i=0}^{I-1} \sum_{j=0}^{J-1} B_{i,p_1}(\xi_1) B_{j,p_2}(\xi_2) c_{i,j} \tag{2.1}
$$

where $\xi$ is a vector containing all parametric coordinates $\xi_k$ with $k = \{1, 2\}$, and $c_{i,j}$ are control points in physical space $\mathbb{R}^3$. Following the isogeometric paradigm, we employ the same basis also for the test and trial functions. Later, the surface’s unit normal vector $n_\Gamma$ plays an essential role. It is determined by the cross-product

$$
n_\Gamma = \frac{t_1 \times t_2}{\|t_1 \times t_2\|} \tag{2.2}
$$

of the tangent vectors

$$
t_1(\xi) = \sum_{i=0}^{I-1} \sum_{j=0}^{J-1} B_{i,p_1}^{(1)}(\xi_1) B_{j,p_2}(\xi_2) c_{i,j} \tag{2.3}
$$

$$
t_2(\xi) = \sum_{i=0}^{I-1} \sum_{j=0}^{J-1} B_{i,p_1}(\xi_1) B_{j,p_2}^{(1)}(\xi_2) c_{i,j} \tag{2.4}
$$

where $B^{(1)}$ denotes the basis function’s first derivative. Furthermore, we introduce the co-normal vector $n_{\partial \Gamma}$ along the surface’s boundary $\partial \Gamma$, which is given by

$$
n_{\partial \Gamma} = n_\Gamma \times t_{\partial \Gamma} \tag{2.5}
$$

with $t_{\partial \Gamma}$ being the tangent vector along the boundary curve. Note that Equation (2.5) guarantees that $n_{\partial \Gamma}$ points out of the surface and lies in its tangent plane. The resulting local triad $(t_{\partial \Gamma}, n_{\partial \Gamma}, n_\Gamma)$ will be used to properly represent the boundary conditions of the shell.

Representation (2.1) allows full control over the continuity and degree of the discretiza-
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trimming, but it yields surfaces with an intrinsic four-sided topology due to its tensor product structure, as illustrated in Figure 2(a). Trimming provides a remedy to this restriction by defining the visible area $A^v$ of arbitrary shape over a surface $\Gamma(\xi)$. As indicated in Figure 2(b), curves in the parametric space specify $A^v$. Usually, these trimming curves $C^t$ are also represented by B-splines [77], where the curve’s orientation determines which regions are visible. In this paper, we follow a different approach and define a $C^t$ as the zero-isoline of a level-set function $\phi(\xi)$. This choice is mainly motivated by the simplified detection of $A^v$ during the analysis, i.e.,

$$A^v := \{ (\xi) | \phi(\xi) \geq 0 \}. \quad (2.6)$$

We want to emphasize that the chosen representation of $C^t$ has no impact on the proposed methodology for achieving higher-order accuracy.

It remains to define the tangent vector along the boundary $t_{\partial \Gamma}$ when $\partial \Gamma$ is given by a trimming curve $\tilde{C}^t$. In this case, $t_{\partial \Gamma}$ is no longer aligned with a parametric direction of the surface. Hence, we need a curve representation of $C^t$ in physical space, $\tilde{C}^t \in \mathbb{R}^3$, to compute $t_{\partial \Gamma}$. It is common practice to represent $\tilde{C}^t$ by an approximation because the exact description by the expansion of $\Gamma \circ C^t$ is of degree $p_t (p_2 + p_1)$ where $p_t$ refers to the degree of $C^t$, which is usually un-practically high. As shall be detailed in Section 2.3, knot spans cut by a trimming curve are decomposed into higher-order Lagrange elements. These elements are used to define quadrature rules in the trimmed domain and, furthermore, their edges provide higher-order accurate approximations of $\tilde{C}^t$, which we use to evaluate the tangent $t_{\partial \Gamma}$. The normal vector $n_{\Gamma}$ and the co-normal vector $n_{\partial \Gamma}$, on the other hand, are
2.2 Conditioning considerations

Analysis schemes that employ cut elements may suffer from severe conditioning problems. In particular, ill-conditioning occurs when only a small portion of a basis function’s support contributes to the overall system, which leads to small eigenvalues of the system matrix. For a detailed analysis of the conditioning issue, the interested reader is referred to [34].

There are several remedies to this problem proposed in the literature. The perhaps most simplistic approaches are diagonal scaling, e.g., [2, 27], and the use of a fictitious domain stiffness, e.g., [29, 95]. They are appealing due to their ease of implementation, but they do not address the actual source of the conditioning problems. More adequate strategies are tailored preconditioning, e.g., [33, 34], the ghost penalty, e.g., [16, 18, 20], and the modification of cut basis functions, e.g., [59, 62, 76, 78, 80]. Each of these different methods has its advantages, but a detailed comparison is beyond the scope of this paper. In the following, we focus on the latter approach as detailed in [78], as it is particularly well-suited for spline bases. This so-called extended B-spline concept removes basis functions with small support and replaces them by extensions of neighboring basis functions. This is obviously a change of the approximation space, however, optimal approximation power is maintained, see [59]. As will be shown shortly, the extension procedure is done algebraically and is hence independent of the problem formulation and the structure of the resulting system matrix. The subsequent sections provide an introduction to extended B-splines and their application to a system of equations, while appendix A gives details on the implementation.

2.2.1 Definition of extended B-splines

First, we classify the basis functions of a trimmed basis as either stable, exterior, or degenerate, where the latter is referring to those that may cause conditioning problems. The related identification utilizes the Greville abscissa (see [76, 78]) or the intersection of the support with the domain, i.e., \( S_i^v := \text{supp}\{B_{i,p}\} \cap \overline{A} \). Here, we employ the latter strategy and label a B-spline \( B_{i,p} \) as

- **Stable** if \( S_i^v \geq \alpha \text{supp}\{B_{i,p}\} \),
• *Degenerate* if $S_{\nu}^{v} < \alpha \supp \{B_{i,p}\}$,

• *Exterior* if $S_{\nu}^{v} = \emptyset$,

where $\alpha \in (0, 1]$ is a user-defined threshold for the minimal relative support size considered to be stable. Usually, we choose $\alpha$ between 0.4 and 0.6.

Based on the resulting sets of stable and degenerate B-splines, we can now define extended B-splines. Figure 3 illustrates the underlying idea: Polynomial segments of elements that contain degenerate B-splines are substituted by extensions of stable ones. These extensions are provided by the polynomial segments $B_{i}$ of the closest element that contains only stable B-splines. The accumulation with all other stable functions yields the final extended B-spline basis.

In this construction, the extended polynomial segments $B_{i}^{s}$ of the non-trimmed knot span $s$ are defined by the initial B-splines of the knot span $t$ that contains degenerate functions by

$$B_{i}^{s}(\xi) = \sum_{j=t-p}^{t} B_{j,p}(\xi) e_{i,j} \quad \xi \in [\xi_{t}, \xi_{t+1}) .$$

(2.7)
Hence, the definition of extended B-splines boils down to the determination of the *extrapolation weights* $e_{i,j}$. If the index $j$ corresponds to a stable B-spline, the weights are trivial, i.e.,

$$e_{i,i} = 1 \iff B^e_i(\xi) \equiv B_{i,p}(\xi), \quad \xi \in [\xi_s, \xi_{s+1}), \quad \forall i \in \{s-p, \ldots, s\}; \quad (2.8)$$

$$e_{i,j} = 0 \iff B^e_i(\xi) \neq B_{j,p}(\xi), \quad \xi \in [\xi_s, \xi_{s+1}), \quad \forall j \in \{s-p, \ldots, s\}\setminus i. \quad (2.9)$$

The remaining extrapolation weights related to degenerate B-splines can be determined by

$$e_{i,j} = \frac{1}{p!} \sum_{k=0}^{p} (-1)^k (p-k)! \beta_{p-k} k! \alpha_k \quad (2.10)$$

with the coefficients $\alpha$ and $\beta$ denoting the constants of the polynomials

$$B^e_i(\xi) = \sum_{k=0}^{p} \alpha_k \xi^k \quad \text{and} \quad \psi_{j,p}(\xi) = \prod_{m=1}^{p} (\xi - \xi_{j+m}) = \sum_{k=0}^{p} \beta_k \xi^k. \quad (2.11)$$

The former is the power basis form of the extended polynomial segment, and the Newton polynomials $\psi_{j,p}$ result from a quasi interpolation procedure, i.e., the de Boor–Fix functional [30, 31]. For more details, we refer to [59, 78] and appendix A which provides further information on the determination of the extrapolation weights (2.10).

By taking all extrapolations weights, see Eqs. (2.8)–(2.10), into account, an extended B-spline is defined as

$$B^e_{i,p} = B_{i,p} + \sum_{j \in J_i} e_{i,j} B_{j,p} \quad (2.12)$$

where $B_{i,p}$ is the stable B-spline from which the extension originates, and $J_i$ is the index set of all degenerate B-splines related to $B^e_{i,p}$. Definition (2.12) applies to multivariate basis functions as well. The corresponding extrapolation weights are obtained by the tensor product of the univariate components.

**Remark 1.** The degree of the basis affects the extended B-splines regarding the balance of improved conditioning and quality of the solution along the trimming curve. The parameter $\alpha$ provides a certain level of control, but the combination with local refinement, e.g., as suggested in [76], is a more comprehensive solution which is, however, not utilized in this paper.
2.2.2 Application of extended B-splines

A very convenient feature of extended B-splines is that they do not need to be explicitly evaluated during an analysis. Suppose we set up the following linear system of equations using the initial – potentially ill-conditioned – B-splines basis

\[ Ku = f \quad \text{where} \quad u \in \mathbb{R}^m, f \in \mathbb{R}^n \quad \text{and} \quad K \in \mathbb{R}^{n \times m} \quad \text{with} \quad m > n. \quad (2.13) \]

Here, \( n \) refers to the number of stable B-splines, while \( m \) includes the degenerate ones as well. In order to get a well-conditioned square system matrix, \( K \) is multiplied by an extension matrix \( E \in \mathbb{R}^{m \times n} \). The entries of \( E \) are the extrapolation weights \( e_{i,j} \) of all extended B-splines. The trivial weights \( e_{i,i} = 1 \) are stored as well, even if a stable B-spline has no related degenerate ones. The matrix entries of \( E \) are assembled such that columns of the \( i \)th row of \( K \) are distributed according to the definition \( (2.12) \) of the associated extended B-spline \( B^e_{i,p} \). The final system of equations due to the extended B-spline basis is determined by

\[ K_{st}u_{st} = f \quad \text{with} \quad K_{st} = KE, \quad K_{st} \in \mathbb{R}^{n \times n}. \quad (2.14) \]

The solution vector \( u_{st} \in \mathbb{R}^n \) corresponds to the extended B-spline basis. Its relation to the original basis can also be expressed by the extension matrix as \( u = Eu_{st} \).

Remark 2. The example given above considers a scalar problem. The generalization to vector-valued problems merely involves an appropriate repetition of the entries of \( E \).

2.3 Numerical integration in cut knot spans

In isogeometric analysis, the integration of the weak form is classically performed through an outer loop over all knot spans with an inner loop over quadrature points. Reduced quadrature concepts following e.g. [5, 56, 61, 63, 94] use a tailored quadrature for the tensor-product B-splines or NURBS bases and make a profit of the increased continuity of these bases. Thus, they have shown a significantly higher efficiency in standard Galerkin IGA analyses. However, their application in the context of trimming is delicate as trimmed basis functions lack the required continuity over the whole support being a fundamental requirement of the reduced quadrature concepts.

Hence, we follow the classical path and use standard Gauss quadrature in knot spans.
that are completely inside the domain. Obviously, no integration points are needed in knot spans that are fully outside the domain. However, the accurate integration in knot spans cut by the trimming curve $C^t$ requires special attention. This is closely related to the context of fictitious domain and extended finite element methods where domain boundaries or interfaces freely cut the elements and various alternatives for the integration in such elements exist. They differ in their ability to enable higher-order accuracy and capture complex geometries including corners.

The first approach to the quadrature in cut elements relies on the decomposition into integration cells. Those may be polygonal cells often obtained in recursive refinements of the cut element until the desired accuracy is obtained \[1, 37, 81\]. Nevertheless, the number of integration cells is often immense, even more so in a higher-order context \[37, 72, 74, 107, 113\] which has direct implications to IGA. It was already noted in \[25, 42, 73, 92\] that a decomposition into sub-elements with curved, higher-order edges is a strategy that consistently enables the generation of higher-order accurate quadrature rules with only a modest number of integration points. This approach has been investigated thoroughly in \[41–43, 88\] and is followed herein. Other higher-order alternatives based on decompositions are reported in \[71, 106\]. Methods that do not decompose the cut elements are, e.g., found in \[64, 82, 83, 109, 110\]. There, the number of integration points is also small, however, the generation of proper integration weights is often involved and requires the solution of small systems of equations, e.g., in the context of moment fitting and Lasserre’s technique.

For the standard context where the trimming curve is defined by means of a B-spline or NURBS in the parameter space \[77, 102\], this explicit definition is converted to an implicit level-set function $\phi (\xi)$ by computing signed distances which is called implicitation \[24, 57, 58, 101, 103, 105\]. The trimming curve may also be directly given in the implicit form. In both cases, the level-set function is positive in the domain of interest, $\phi (\xi) > 0$, and negative outside, $\phi (\xi) < 0$. Most importantly, the trimming curve coincides with the zero-isoline of $\phi (\xi)$ in the parameter space, i.e., $C^t = \partial \Gamma_0 = \{\xi : \phi (\xi) = 0\}$.

Here, we adopt the procedure outlined in \[41–43, 88\]. The basic idea is to first reconstruct the zero-isoline by curved, higher-order, interpolatory, and one-dimensional finite elements and then decompose the cut knot spans into higher-order, two-dimensional finite elements serving as integration cells in the cut knot spans.
Fig. 4: Lagrange elements are placed in cut knot spans of the parameter space. The level-set data is evaluated at the nodes in order to reconstruct integration cells.

2.3.1 Identification of the cut topology

Starting point is a level-set function $\phi(\xi)$ in the parameter space whose zero-level set $\partial \Gamma_0$ is the trimming curve. Then, the following procedure is applied to each knot span: The nodes $\xi^{FE}_k$ of a two-dimensional, quadrilateral Lagrange finite element of order $p$ are defined in the current knot span, see Figure 4. These are $n^{FE} = (p+1)^2$ nodes, hence, $k = 1, \ldots, n^{FE}$ and $p$ matches the order of the underlying B-spline (or NURBS) basis in the parameter space. One may use equally spaced nodes [42, 43] for simplicity or special node distributions such as Gauss-Lobatto or Chen-Babuška nodes [22, 23, 41]. The level-set function is evaluated at the nodes of the finite element resulting in $\phi_k = \phi(\xi^{FE}_k)$. For explicit trimming curves, such function evaluations are basically signed distance computations at each node. Through the basis functions of the element, $N^{FE}_k(\xi)$, these nodal values define an approximation $\phi^h(\xi) = \sum_{k=1}^{n^{FE}} N^{FE}_k(\xi) \cdot \phi_k$ of the exact function $\phi(\xi)$, see Figs. 5(a) and 6(a). Also the corresponding zero-level set $\partial \Gamma^h_0$ of $\phi^h(\xi)$ is a higher-order accurate approximation of $\partial \Gamma_0$.

Next, sample grid points $\xi^{\text{grid}}_m$ are introduced in the knot span, typically related to the order $p$ such that there are $n^{\text{grid},1D} = p \cdot (q+1) + 1$ nodes in each direction of the knot span resulting in a total of $n^{\text{grid}} = (n^{\text{grid},1D})^2$ grid points, hence, $m = 1, \ldots, n^{\text{grid}}$. $q \in \mathbb{N}_0^+$ is a user-defined number related to the complexity (e.g., curvature) of $\phi(\xi)$ and is often chosen as $q = 3$. The level-set function $\phi^h(\xi)$ in the element is evaluated at the grid points giving $\phi^{\text{grid}}_m = \phi(\xi^{\text{grid}}_m) = \sum_{k=1}^{n^{FE}} N^{FE}_k(\xi^{\text{grid}}_m) \cdot \phi(\xi^{FE}_k)$, see Figs. 5(b) and 6(b).

Then, the cut situation in the element is determined based on the level-set data at the sample grid points $\phi^{\text{grid}}_m$. The situation is called valid if (i) each element edge is only cut once, (ii) the overall number of cut edges is two, and (iii) if no edge is cut then the element
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(a) level-set function \( \phi^h \)
(b) sample grid
(c) reconstruction
(d) decomposition

Fig. 5: Two *neighboring* edges of a higher-order finite element \((p = 3)\) located in a knot span are cut (topology type 1): (a) the level-set function \( \phi^h \) implied by the nodal level-set data, (b) the level-set data sampled at the grid points \((q = 3)\), (c) the reconstructed one-dimensional finite element representing \( \partial \Gamma^h_0 \), (d) the quadrature cells with resulting integration points.

(a) level-set function \( \phi^h \)
(b) sample grid
(c) reconstruction
(d) decomposition

Fig. 6: Two *opposite* edges of a higher-order finite element \((p = 3)\) located in a knot span are cut (topology type 2): (a) to (d) as in Figure 5.
Geometry representation and treatment of trimmed domains

is completely uncut. Otherwise, the situation is invalid, however, a valid situation may then always be recovered by recursive (quad-tree like) refinements of the element. For further details, we refer to [42, 43]. For valid situations, each (possibly refined) element falls into two topologically different cases: When two neighboring edges are cut (case 1), there results a triangle and a pentagon, and for two opposite edges being cut (case 2), there result two quadrilaterals on each side, see Figs. 5(d) and 6(d).

Remark 3. It is noted that finite element operations such as the evaluation of shape functions are evaluated in the (quadrilateral) reference element. However, the map to each knot span is affine, even linear in each direction $\xi_i$. Therefore, we avoid to complicate the situation notationally by distinguishing finite element operations in the reference element versus the knot span.

Remark 4. The described procedure may be generalized in various ways. Instead of approximating a given level-set function $\phi$ using interpolatory finite elements, one could also use the B-spline (or NURBS) basis in the parameter space to determine $\phi^h$ based on an $L_2$-projection. The boundary of the trimmed shell geometry would then be implied by level-set values at the control points.

2.3.2 Reconstruction of the trimming curve by a 1D finite element

Let us assume that the nodal level-set data in a cut knot span is valid in the above sense. First, the two intersections $\xi_1^*$ and $\xi_2^*$ of the level-set function $\phi^h(\xi)$ with the two relevant element edges are determined for which a Newton-Raphson procedure is employed, see Figs. 5(c) and 6(c). Next, $p+1$ nodes are distributed along the straight line going through $\xi_1^*$ and $\xi_2^*$ yielding starting points for another Newton-Raphson loop which, for each inner node on the line, finds the intersection with the zero-level set of $\phi^h(\xi)$ using the gradient $\nabla \phi^h$ at the starting points as the search direction, see Figs. 5(c) and 6(c). Hence, the $p+1$ nodes are placed on $\partial \Gamma^h_0$ up to some user-define tolerance, usually in the range of $10^{-12} \ldots 10^{-10}$. These nodes imply a curved, one-dimensional element being a higher-order approximation of $\partial \Gamma^h_0$ (and $\partial \Gamma_0$). Concerning the reconstruction, many other choices of the start values and search directions are possible, see [42, 43] for details.

The reconstructed element representing the zero-isoline and, hence, the trimming curve, is also used to determine normal and tangent vectors of the boundary in the parameter space. After the isogeometric map to the real shell geometry in $\mathbb{R}^3$, this supports the definition of the full triad $(t_{\partial \Gamma}, n_{\partial \Gamma}, n_\Gamma)$ on the shell boundary, see Figure $7$. 


2.3 Numerical integration in cut knot spans

Fig. 7: Normal and tangential vectors at the trimming curves in (a) parameter space and (b) the shell geometry in $\mathbb{R}^3$.

2.3.3 Decomposition into integration sub-cells

The final task is to decompose the element in the knot span based on the reconstructed one-dimensional element representing the zero-isoline. The resulting two-dimensional elements depend on the topology of the cut. For case 1, where two neighboring edges are cut, the two sides are decomposed into four triangles featuring straight edges except for the one edge coinciding with the reconstructed zero-isoline, see Figure 5(d). For case 2, where two opposite edges are cut, the two sides fall into two quadrilateral elements, each with one curved edge being the reconstructed zero-isoline, see Figure 6(d). Standard Gauss rules in triangles and quadrilaterals are mapped to the decomposed elements that are on the positive side of $\phi^h$. Those on the negative side are neglected. Concerning the mapping of integration points to the decomposed elements (with one curved, higher-order side representing $\partial \Gamma^h_0$), several approaches may be used [47, 49, 100, 104, 108]. Herein, we use the transfinite maps suggested by Šolín in [104] as they apply to all finite element shapes. See Figs. 5(d) and 6(d) for the resulting integration points, only the red ones have positive level-set data and are considered; the blue ones are neglected as they are outside the domain of interest.

It is noted that the reconstruction and decomposition may also fail for valid level-set data at the sample grid points. For example, the Newton-Raphson loops for placing nodes on the zero-isoline may not converge or result in points outside the knot span or the Jacobians in the decomposed elements may be negative. Such cases are then also treated by recursive refinements until the reconstruction and decomposition are successful, see [42, 43]. This typically only applies to complex trimming curves and only in very few knot spans.
3 Governing equations

3.1 Kirchhoff-Love shell based on the TDC

In the following, the fundamentals of the employed shell model are presented. In particular, the rotation-free KL shell [97, 98] formulated in the frame of the tangential differential calculus (TDC) is used herein. It has been shown in [99] that the TDC-based formulation is more general than the classical outline based on curvilinear coordinates as it also applies to implicitly defined shell geometries. Anyhow, herein, the midsurface is explicitly defined by a single NURBS patch, see Section 2.1, and the classical shell formulations as presented in, e.g., [8, 13, 68], are also applicable and lead to equivalent results. Nevertheless, also in the present context, one may find the shell formulation based on the TDC also beneficial because the obtained shell equations are formulated in the global Cartesian coordinate system and may be presented in a more compact and intuitive fashion employing symbolic notation whereas the classical formulation is typically formulated in curvilinear coordinates using index notation.

The whole displacement field \( u_\Omega(x) \) of a material point within the shell of thickness \( t \) is decomposed into the displacement of the midsurface \( u \) and the rotation of the normal vector which is modelled with a difference vector approach \( w \), see Figure 8. With the absence of transverse shear deformations, the rotation of the normal vector is only a function of the midsurface displacement

\[
w = - \left[ \nabla_\Gamma^\text{dir} u + (\nabla_\Gamma^\text{dir} u)^T \right] \cdot n_\Gamma = H \cdot u - \nabla_\Gamma (u \cdot n_\Gamma) = - \begin{bmatrix} u_\text{dir}^x \cdot n_\Gamma \\ u_\text{dir}^y \cdot n_\Gamma \\ u_\text{dir}^z \cdot n_\Gamma \end{bmatrix}, \quad (3.1)
\]
where $\nabla_{\Gamma}^{\text{dir}} u$ is the directional surface gradient, $u_i^{\text{dir}}$ are partial directional surface derivatives w.r.t. $i = \{x, y, z\}$ and $H = \nabla_{\Gamma}^{\text{cov}} n_\Gamma$ is the Weingarten map. Based on that, the displacement field $u_\Omega(x)$ takes the form

$$u_\Omega = u + \zeta w = u - \zeta \begin{bmatrix} u_x^{\text{dir}} \cdot n_\Gamma \\ u_y^{\text{dir}} \cdot n_\Gamma \\ u_z^{\text{dir}} \cdot n_\Gamma \end{bmatrix},$$

(3.2)

and is only a function of the midsurface displacement. The parameter $\zeta$ is the coordinate in thickness direction $|\zeta| \leq t/2$. The linear strain tensor $\varepsilon_\Gamma$ is defined by the symmetric part of the surface gradient of the displacement field, i.e., $\varepsilon_\Gamma = \text{sym} \left[ \nabla_{\Gamma}^{\text{dir}} u_\Omega \right]$. The in-plane strains $\varepsilon_{\Gamma}^{P}$ are obtained with a double projection of $\varepsilon_\Gamma$ onto the tangent space of the midsurface $\Gamma$

$$\varepsilon_{\Gamma}^{P} = P \cdot \varepsilon_\Gamma \cdot P = \varepsilon_{\Gamma,M}^{P} + \zeta \varepsilon_{\Gamma,B}^{P},$$

(3.3)

with

$$\varepsilon_{\Gamma,M}^{P} = \text{sym} \left[ \nabla_{\Gamma}^{\text{cov}} u \right],$$

(3.4)

$$\varepsilon_{\Gamma,B}^{P} = - \left[ u_{ij}^{\text{cov}} \cdot n_\Gamma \right],$$

(3.5)

where $\varepsilon_{\Gamma,M}^{P}$ are membrane and $\varepsilon_{\Gamma,B}^{P}$ are bending strains, respectively. The superscript “cov” refers to covariant derivatives. The covariant gradient of $u$ is obtained with an additional projection of the directional gradient onto the tangent plane, i.e., $\nabla_{\Gamma}^{\text{cov}} u = P \cdot \nabla_{\Gamma}^{\text{dir}} u$. The transverse shear strains $\varepsilon_{\Gamma}^{S}(x)$ are vanishing due to the kinematic assumption from above

$$\varepsilon_{\Gamma}^{S} = Q \cdot \varepsilon_\Gamma + \varepsilon_\Gamma \cdot Q = 0.$$

(3.6)

A linear elastic material governed by Hooke’s law with the modified Lamé constants $\mu = \frac{E}{2(1+\nu)}$, $\lambda = \frac{E\nu}{(1-\nu)^2}$ in order to eliminate the normal stress in thickness direction shall be employed herein. Based on that, the linear in-plane stress tensor yields

$$\sigma_{\Gamma}(x) = 2\mu \varepsilon_{\Gamma}^{P}(x) + \lambda \text{tr}[\varepsilon_{\Gamma}^{P}(x)] I.$$

(3.7)

With the assumption of a constant shifter in thickness direction, an analytical pre-integration w.r.t. the thickness is possible and the stress resultants, such as moment tensor $m_\Gamma$ and
effective normal force tensor \( \tilde{n}_\Gamma \) are identified as

\[
m_\Gamma = \int_{-t/2}^{t/2} P \cdot \sigma \cdot P \, d\zeta = \frac{t^3}{12} \sigma_\Gamma (\varepsilon^P_{\Gamma,B}) = P \cdot m^\text{dir}_\Gamma \cdot P ,
\]

\[
\tilde{n}_\Gamma = \int_{-t/2}^{t/2} P \cdot \sigma \cdot P \, d\zeta = t \sigma_\Gamma (\varepsilon^P_{\Gamma,M}) = P \cdot \tilde{n}^\text{dir}_\Gamma \cdot P ,
\]

where the superscript “dir” indicates that only directional derivatives of \( u \) are used and, therefore, the physical stress resultants \( (m_\Gamma, \tilde{n}_\Gamma) \) can be computed without the need of covariant derivatives which yields a significant simplification in the implementation [97]. The moment and effective normal force tensors are symmetric, in-plane tensors and their two non-zero eigenvalues are the principal moments or forces, respectively. Note that in the case of curved shells, the physical normal force tensor is \( n^\text{real}_\Gamma = \tilde{n}_\Gamma + H \cdot m_\Gamma \) and is, in general, not symmetric, but features one zero eigenvalue just as \( \tilde{n}_\Gamma \).

Based on the stress resultants, the force equilibrium for the KL shell in strong form becomes

\[
div_\Gamma n^\text{real}_\Gamma + n_\Gamma \cdot div_\Gamma q_\Gamma + H \cdot div_\Gamma m_\Gamma = -f ,
\]

where \( f \) is the load vector per area and \( q_\Gamma = P \cdot \text{div}_\Gamma m_\Gamma \) is the transverse shear force vector obtained by equilibrium considerations. The equilibrium in strong form is a fourth-order surface PDE for the unknown field \( u \). With suitable boundary conditions, the complete boundary value problem (BVP) for KL shells in the frame of the TDC is defined.

For the unknown displacement field \( u \) and the rotation \( \omega_{t \Gamma} \) along the boundary, there exist two non-overlapping parts at the boundary of the shell \( \partial \Gamma \). In particular, the Dirichlet boundary \( \partial \Gamma_{D,i} \) and the Neumann boundary \( \partial \Gamma_{N,i} \) with \( i = \{ u, \omega \} \). The corresponding boundary conditions are

\[
u = \hat{g}_u \text{ on } \partial \Gamma_{D,u} ,
\]

\[
\tilde{p} = \hat{p} \text{ on } \partial \Gamma_{N,u} ,
\]

\[
\omega_{t \Gamma} = -[\nabla^\text{dir}_\Gamma u^T \cdot n_\Gamma] \cdot n_{\partial \Gamma} = \hat{g}_\omega \text{ on } \partial \Gamma_{D,\omega} ,
\]

\[
m_{t \Gamma} = n_{\partial \Gamma} \cdot m_\Gamma \cdot n_{\partial \Gamma} = \hat{m} \text{ on } \partial \Gamma_{N,\omega} ,
\]

where \( \hat{g}_u \) are the displacements, \( \hat{p} \) are the conjugated, effective forces to \( u \), \( \hat{g}_\omega \) is the rotation along the boundaries and \( \hat{m} \) is the conjugated bending moment to \( \omega_{t \Gamma} \) at their corresponding part of the boundary. In Figure 9, the possible boundary conditions expressed in terms of the local triad \( (t_{\partial \Gamma}, n_{\partial \Gamma}, n_\Gamma) \) and their conjugated, effective forces
\[ \tilde{p}_{t\partial}, \tilde{p}_{n\partial}, \tilde{p}_n \) \] and bending moment \( m_{t\partial} \) are visualized. Furthermore, in Figure 9(b), the Kirchhoff forces at corners are shown in green.

\[ \begin{align*}
\text{(a) displacements and rotation} & \quad \text{(b) effective forces and bending moment}
\end{align*} \]

**Fig. 9:** Boundary conditions for the KL shell in terms of the local triad \((t_{\partial}, n_{\partial}, n_{\Gamma})\): (a) decomposition of the midsurface displacement \( u \) and the rotation \( \omega_{t\partial} \) along the boundary, (b) conjugated, effective forces, bending moment and corner forces at the boundary.

The effective boundary forces \( \tilde{p} \) are

\[ \tilde{p} = \tilde{p}_{t\partial} t_{\partial} + \tilde{p}_{n\partial} n_{\partial} + \tilde{p}_n n_{\Gamma} \]  

(3.12)

with

\[ \begin{align*}
\tilde{p}_{t\partial} &= \left( n_{\Gamma} \cdot n_{\partial} \right) t_{\partial} + (H \cdot t_{\partial}) m_{n\partial} \cdot t_{\partial}, \\
\tilde{p}_{n\partial} &= \left( n_{\Gamma} \cdot n_{\partial} \right) n_{\partial} + (H \cdot t_{\partial}) m_{n\partial} \cdot t_{\partial}, \\
\tilde{p}_n &= q_{\Gamma} n_{\partial} + \nabla_t m_{n\partial} \cdot t_{\partial}, \\
\end{align*} \]

(3.13)\( (3.14) \)\( (3.15) \)

where \( m_{n\partial} = (m_{\Gamma} \cdot n_{\partial}) \cdot t_{\partial}. \) The Kirchhoff forces are defined as

\[ F_c = n_{\Gamma} m_{n\partial} \bigg|_{+C}^{−C}, \]

(3.16)

where \(+C\) and \(−C\) are points close at a corner \( C.\) Further details regarding the derivation of the effective boundary forces and the Kirchhoff forces are presented in [97].
3.2 Enforcement of boundary conditions and weak form

The enforcement of boundary conditions on trimmed surfaces is a non-trivial task, in particular if higher-order accuracy is desired. The treatment of Neumann boundary condition is, compared to Dirichlet (essential) boundary conditions, less challenging because the involved terms are already incorporated in the weak form and “only” a higher-order accurate integration, see Section 2.3, along the corresponding Neumann boundary remains. The situation for Dirichlet boundary conditions is significantly different and there are various approaches for their enforcement.

In principal, essential boundary conditions may be enforced in a strong sense by directly prescribing nodal values or in a weak sense by modifying the weak form with additional constraints. In the frame of IGA, a strong enforcement of essential boundary conditions for the rotation-free KL shell is only possible in special cases and would limit the generality of the approach significantly. Therefore, we follow the same rationale as in [54, 91] and employ a weak enforcement of the essential boundary conditions.

A popular strategy for weakly enforcing essential boundary conditions is the penalty method [7]. The main advantages of the penalty method are the built-in linear independence of the constraints which maintains the positive definiteness of the stiffness matrix and the straightforward implementation. On the other hand, the overall approach is variationally inconsistent and suffers from the interplay between the accuracy and violation of the constraint conditions, in particular, if optimal higher-order convergence rates are desired. Furthermore, the penalty parameter has direct influence on the conditioning of the stiffness matrix. Another approach is the Lagrange multiplier method [6, 19, 97]. Although the method is variationally consistent, additional degrees of freedom are introduced and the positive definiteness of the augmented system of equations is not guaranteed. Furthermore, in the context of fictitious domain methods (FDMs) the discretization of the Lagrange multiplier fields along the inner-element boundaries is not an easy task and depends on the cut scenarios. Due to these shortcomings, Nitsche’s method [85] has been developed to be a standard choice in FDMs because Nitsche’s method is variationally consistent, suitable for higher-order and does not require the discretization of auxiliary fields. The original approach from [85] has been adopted to various applications for enforcing essential boundary conditions, see, e.g., [39, 40, 45, 55, 91, 99] and coupling, see, e.g., [3, 52, 54, 93]. In principal, there are two different versions of Nitsche’s method. The symmetric version of Nitsche’s method requires an additional stabilization to ensure positive definiteness [40].
The choice of the stabilization parameter is rather crucial because when the magnitude of the parameter is too large, the overall approach degenerates to a penalty method. When it is too small, the stability is lost [32, 54]. In contrast, the non-symmetric version of Nitsche’s method does not require an additional stabilization term for imposing boundary conditions [17, 50, 54]. However, as indicated by the name, the resulting system of equations is not symmetric and the theoretical error estimates in the $L_2$-norm of the primal variables are possibly suboptimal [4, 17]. Nevertheless, we prefer the non-symmetric version of Nitsche’s method because our numerical studies showed optimal behaviour even in the $L_2$-norm (in agreement to the results in [17, 93]), and the absence of an additional stabilization term compared to the symmetric Nitsche method is very beneficial. In addition, a direct solver is employed so that the non-symmetric system of equations is not a problem.

The non-symmetric version of Nitsche’s method for the KL shell formulated in curvilinear coordinates is presented for the linear shell in [54] and for large deformations in [50]. Herein, we propose the non-symmetric version of Nitsche’s method for KL shell in the frame of the TDC in symbolic notation which results in a more compact formulation and the effective boundary forces are not needed explicitly.

The following function spaces are introduced in order to convert the equilibrium in strong form, see Equation (3.10), to the weak form using the non-symmetric version of Nitsche’s method for the enforcement of essential boundary conditions

$$
\mathcal{S} := \{ \mathbf{u} : \Gamma \to \mathbb{R}^3 \mid \mathbf{u} \in [H^1(\Gamma)]^3 : \mathbf{u} \cdot \mathbf{n}_\Gamma \in H^2(\Gamma) \}, \\
\mathcal{V} := \mathcal{S}.
$$

A detailed discussion regarding the function space for the KL shell with Nitsche’s method is given in [11]. Following the usual procedure as presented in [97], the weak form of the equilibrium reads as follows: The task is to find $\mathbf{u} \in \mathcal{S}$ such that

$$
a(\mathbf{u}, \mathbf{v}) - \int_{\partial \Gamma_{D,u}} \mathbf{v} \cdot \mathbf{p} (\mathbf{u}) \, ds + \mathbf{v} \cdot \mathbf{n}_\Gamma \mathbf{m}_{n,q} (\mathbf{u}) \bigg|_{-D}^{+D} \\
- \int_{\partial \Gamma_{D,u}} \omega_{t,q} (\mathbf{v}) \mathbf{m}_{t,q} (\mathbf{u}) \, ds = \langle \mathbf{F}, \mathbf{v} \rangle \quad \forall \, \mathbf{v} \in \mathcal{V},
$$

where $a(\mathbf{u}, \mathbf{v}) = \int_{\partial \Gamma_{D,u}} \mathbf{v} \cdot \mathbf{p} (\mathbf{u}) \, ds$ is the bilinear form associated with the equilibrium equation.
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\[ a(u, v) = \int_{\Gamma} \nabla_{\Gamma}^{\text{dir}} v : \tilde{n}_{\Gamma} - \varepsilon_{\Gamma,B}^{\text{dir}}(v) : m_{\Gamma} \, dA, \]
\[ \langle F, v \rangle = \int_{\Gamma} v \cdot f \, dA + \int_{\partial\Gamma_{N,u}} v \cdot \tilde{p} \, ds + \int_{\partial\Gamma_{N,\omega}} \omega_{t_{\partial\Gamma}}(v) \hat{m} \, ds - v \cdot \hat{F}_c, \]

where \( D \) is a corner within the Dirichlet boundary for the displacements \( \partial\Gamma_{D,u} \) and \( \hat{F}_c \) are corner forces at the corresponding Neumann boundary \( \partial\Gamma_{N,u} \). The additional terms along the Dirichlet boundaries are caused by the fact that the test functions do not vanish there.

The Nitsche terms which have to be added to the weak form in order to enforce the displacements \( \hat{g}_u \) and rotations \( \hat{g}_\omega \) at the Dirichlet boundaries are the energy conjugated terms for the displacements and rotation at their Dirichlet boundaries

\[ \int_{\partial\Gamma_{D,u}} (\hat{g}_u - u) \cdot \tilde{p}(v) \, ds + (\hat{g}_u - u) \cdot n_{\Gamma} m_{n_{\partial\Gamma}}(v) \bigg|_{+D}^D, \]
\[ \int_{\partial\Gamma_{D,\omega}} [\hat{g}_\omega - \omega_{t_{\partial\Gamma}}(u)] m_{t_{\partial\Gamma}}(v) \, ds. \]

Adding these terms to the RHS of Equation (3.20) and reordering terms yields

\[ a(u, v) - \int_{\partial\Gamma_{D,u}} v \cdot \tilde{p}(u) \, ds + v \cdot n_{\Gamma} m_{n_{\partial\Gamma}}(u) \bigg|_{+D}^D + \int_{\partial\Gamma_{D,u}} u \cdot \tilde{p}(v) \, ds - u \cdot n_{\Gamma} m_{n_{\partial\Gamma}}(v) \bigg|_{+D}^{-D} - \int_{\partial\Gamma_{D,\omega}} \omega_{t_{\partial\Gamma}}(v) m_{t_{\partial\Gamma}}(u) \, ds + \int_{\partial\Gamma_{D,\omega}} \omega_{t_{\partial\Gamma}}(u) m_{t_{\partial\Gamma}}(v) \, ds \]
\[ = \langle F, v \rangle + \int_{\partial\Gamma_{D,u}} \hat{g}_u \cdot \tilde{p}(v) \, ds + \hat{g}_u \cdot n_{\Gamma} m_{n_{\partial\Gamma}}(v) \bigg|_{+D}^{-D} + \int_{\partial\Gamma_{D,\omega}} \hat{g}_\omega m_{t_{\partial\Gamma}}(v) \, ds \quad \forall \ v \in \mathcal{V}. \]

Applying integration by parts on the effective normal force \( \tilde{p}_{n_{\Gamma}} \) we can get rid of the corner forces. Furthermore, a shift of the rather cumbersome derivative on the drilling moment \( m_{n_{\partial\Gamma}} \) in \( \tilde{p}_{n_{\Gamma}} \), see Equation (3.15), simplifies the obtained terms in Equation (3.23).
significantly to

\[
\begin{align*}
a(u, v) &= \int_{\partial\Gamma_D,u} \omega_{n\Gamma}(v)m_{n\Gamma}(u) + v \cdot p(u) \, ds \\
&\quad + \int_{\partial\Gamma_D,u} \omega_{n\Gamma}(u)m_{n\Gamma}(v) + u \cdot p(v) \, ds \\
&\quad - \int_{\partial\Gamma_D,\omega} \omega_{t\Gamma}(v)m_{t\Gamma}(u) \, ds + \int_{\partial\Gamma_D,\omega} \omega_{t\Gamma}(u)m_{t\Gamma}(v) \, ds \\
&\quad = \langle F, v \rangle + \int_{\partial\Gamma_D,u} \hat{g}_u \cdot p(v) + \omega_{n\Gamma}(\hat{g}_u)m_{n\Gamma}(v) \, ds \\
&\quad + \int_{\partial\Gamma_D,\omega} \hat{g}_\omega m_{t\Gamma}(v) \, ds \\
\end{align*}
\]

(3.24)

with \(\omega_{n\Gamma}(u) = -[\nabla_{T} u^T \cdot n_T] \cdot t_{\partial\Gamma}\). Circumventing the corner forces and shifting the tangent derivative on the drilling moment has already been presented for the Kirchhoff plate in [93] and is, herein, straightforwardly extended to the KL shell. Compared to [54] this may lead to a more compact implementation of the Nitsche terms because the effective boundary forces are not needed explicitly in the implementation. Note that in case of slip supports, e.g., membrane support, or displacement constraints in a selected, arbitrary unit direction \(d\) with the magnitude \(\hat{G}_d\), the involved terms for the displacement along \(\partial\Gamma_D,u\) in Equation (3.24) have to be converted accordingly.

4 Numerical results

In this section, the proposed approach is tested on a set of benchmark examples consisting of the well-known Scordelis-Lo roof [9], a flat shell embedded in \(\mathbb{R}^3\) [97] and a curved, clamped circular shell loaded by gravity and inhomogeneous Dirichlet boundary conditions. All examples are computed on trimmed patches. The trimming curves are defined in the parameter space by means of level-set functions, see Section 2.1. The convergence criteria or error measurement becomes more strict from the first to last test case. This is useful in order to confirm the higher-order accuracy of the overall approach. In particular, in the Scordelis-Lo roof problem, the convergence criterion is a comparison between a given
reference displacement at a certain point. In the second example, relative $L_2$-norms in the displacements and stress resultants ($\mathbf{n}_r, \mathbf{m}_r$) are investigated. In the last test case, where the geometry and boundary conditions are more challenging, the residual and energy errors are computed due to the fact that an analytical solution is not available. Note that the definitions of the residual and energy errors are given below. In addition to the error plots, the estimated condition numbers for all test cases are shown.

The employed basis functions are NURBS as defined in Section 2.1. Following the isoparametric concept, the discrete midsurface displacement is then defined as $u^h = u^{h,i} E_i$, with $E_i$ being Cartesian base vectors, with $i = 1, 2, 3$ and $u^{h,i} = B^T \cdot \hat{u}^i$. The degrees of freedom (DOFs) $\hat{u}^i$ are stored at the control points $c$. In the presented examples, the order of the basis functions is varied between $3 \leq p \leq 6$. Therefore, the discrete midsurface displacement $u^h$ is in the Sobolev space $[H^p(\Gamma)]^3 \subset S$ with $p \geq 3$. Consequently, the additional continuity requirements, i.e., third-derivatives in the transverse shear forces at the Dirchlet boundary $\partial \Gamma_{D,u}$, resulting from the additional Nitsche terms are easily met when cubic NURBS are employed. The element scale factor $n$, which is the number of knot spans (elements) in one direction, is varied as $4 \leq n \leq 64$. The element scale factor $n$ is proportional to the element size $h \sim 1/n$. The presented numerical results are computed with a threshold for the minimal relative support size $\alpha \in [0.4, 0.6]$ in the context of the extended B-splines, see Section 2.2.1.

4.1 Scordelis-Lo roof

The first example is the Scordelis-Lo roof, which is part of the well-known shell obstacle course, and is taken from [9]. The whole problem including the definition of the parameter space and its corresponding trimming curves is defined in Figure 10. As a reference displacement for the KL shell, we choose the converged displacement presented in [12] as reference displacement.

Employing symmetry boundary conditions only one fourth of the whole geometry is considered in the numerical simulation. The symmetry boundaries are modelled as trimming curves in the parameter space and depending on the number of knot spans $n$, the knot spans may be cut or aligned at the knot spans as visualized in Figure 11(a). In Figure 11(b), the whole, undeformed patch is plotted in the physical space. Furthermore, the deformed midsurface with magnified displacements by a factor 10 is added to the figure. The colors on the surface are the Euclidean norm of the displacement field $u^h$. In this
4.1 Scordelis-Lo roof

Geometry: Cylindrical shell
- \( L = 50 \)
- \( R = 25 \)
- \( \phi = 80^\circ \)
- \( t = 0.25 \)

Parameter space: \((r, s) \in [0, 2]^2\)
Trimming curves: \(\phi_1(r) = -(r + 1)\), \(\phi_2(r) = -(s + 1)\)
Material parameters: \(E = 4.32 \times 10^8\)
- \(\nu = 0.0\)

Load: Gravity load \(f = [0, 0, -90]^T\)
Support: Rigid diaphragms at it ends
Ref. displacement: \(|u_{z,i,\text{Ref}}| = 0.3006\) from \([12]\)

x_i = \((-R \cdot \sin(\phi/2), 25, R \cdot \cos(\phi/2))^T\)

Fig. 10: Definition of Scordelis-Lo roof problem.

Fig. 11: (a) The grey domain is the trimmed parameter space \(\mathcal{A}^v\) defined by \(\phi_1\) and \(\phi_2\), (b) deformed domain with scaled displacement \(u\) by a factor 10.

particular example, the element scale factor \(n\) in the convergence study is varied between \(\{6, 10, 20, 40\}\) and the threshold \(\alpha = 0.6\) is constant for all orders and levels of refinement.

In Figure 12 the results of the convergence analyses are presented. In particular, in Figure 12(a), the normalized convergence to the given reference displacement is plotted with respect to the element scale factor \(1/n\). It can be concluded that the accuracy at each level increase for higher orders and the overall behaviour of the converge is in agreement with the results presented in, e.g., \([12, 68, 97]\). An interesting phenomenon occurs at the coarsest level for the orders \(p \geq 4\), where the displacements are overestimated. This may be due to large errors in the boundary conditions caused by a combination of rather coarse meshes together with the elimination of unstable DoFs at the boundaries and Nitsche’s
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However, this is only relevant on very coarse meshes and decreases drastically for finer levels when the resolution allows a reasonable boundary discretization. Due to the lack of significant digits in the given reference solution, the error plot is not in double logarithmic scale. However, the style of the presentation follows those in many other references, e.g., [9, 12, 26, 68, 97]. In Figure 12(a), the normalized estimated condition numbers of the stiffness matrix are plotted. The condition numbers are bounded for all orders and levels of refinement. The rather large jump between the orders 4 and 5 indicates that there might be potential for improvement in the choice of the threshold $\alpha$ for the higher orders. However, a further improvement is not mandatory since the resulting condition numbers are moderate. As a result of this, it can be concluded that the particular choice of the threshold is rather flexible.

Unfortunately, this test case does not feature a sufficiently smooth solution and, therefore, optimal higher-order convergence rates cannot be achieved. Consequently, the higher-order accuracy of the proposed approach cannot be numerically confirmed with this test case. Nevertheless, the Scordelis-Lo roof problem is a well-known and accepted benchmark example in the field of shell analysis.

Fig. 12: (a) Normalized convergence to the reference displacement $u_{z,i,\text{Ref}} = -0.3006$ at point $x_{i}$ (b) normalized, estimated condition numbers, the reference value is $8.8419 \times 10^5$, which is the estimated condition number at $n = 6$, $p = 3$. 

![Graph (a) Convergence](image1.png)

![Graph (b) Condition Number](image2.png)
4.2 Simply supported flat shell in $\mathbb{R}^3$

The second example is taken from [97] and is a flat shell embedded in the physical space $\mathbb{R}^3$. The problem and parameter space including trimming curves is defined in Figure 13. The simply supported shell is loaded in tangential and normal direction and in this particular case, an analytical solution is available. The exact solution is given in [97]. In Figure 14(a), the trimmed parameter space $A^v$ and the corresponding trimming curves are visualized. The deformed domain is illustrated in Figure 14(b) and Figure 14(c) with scaled displacements by a factor 100. Analogously as above, the color on the surface indicates the Euclidean norm of the displacement field $u^h$.

![Figure 13: Definition of flat shell problem.](image1)

![Figure 14:](image2)

![Figure 14:](image3)
The results of the convergence studies are presented in Figure 15. The element scale factor $n$ is varied between $\{4, 8, 16, 32, 64\}$ and $\alpha = 0.4$. In Figure 15(a), the relative $L_2$-norm of the primal variable, i.e., the midsurface displacement $u^h$ is plotted. Optimal higher-order convergence rates $O(p + 1)$ w.r.t. to the element size $h$ are achieved which is an agreement to results shown in [17, 93]. Note that, theoretically, sub-optimal convergence rates could have been expected [17]. Optimal convergence rates are also achieved in the relative $L_2$-norms of the normal forces $O(p)$, see Figure 15(b), and the bending moments $O(p - 1)$, see Figure 15(c). Achieving optimal convergence in all $L_2$-errors clearly emphasises the higher-order accuracy of the proposed approach for the flat shell problem. In Figure 15(d), the estimated condition numbers are plotted. In this test case, the condition numbers increase with $O(4)$ which is expected for fourth-order PDEs. The jumps in the condition numbers between each order is also well-known in the context of higher-order finite element approaches, see, e.g., [44, 99]. The overall behaviour of the condition numbers compared to the first test case is different which indicates that the choice of the threshold $\alpha$ seems to be almost optimal (with the exception for $p = 3$ where it might be slightly too high). Nevertheless, a significant influence on the results in the relative $L_2$-norms has not been observed.
4.2 Simply supported flat shell in $\mathbb{R}^3$

Fig. 15: Results of convergence studies for simply supported flat shell: (a) Relative $L_2$-norm of displacements $u$, (b) relative $L_2$-norm of internal normal forces $n_{\Gamma}^{\text{real}}$, (c) relative $L_2$-norm of bending moments $m_{\Gamma}$, (d) normalized condition numbers, the reference value is $1.0774 \times 10^8$, which is the condition number at $n = 4, p = 3$. 
4.3 Clamped circular shell

In the last example, a more general geometry and inhomogeneous boundary conditions are considered. In particular, the shape of the shell is defined through a non-linear map from the parameter space to the physical domain. The boundary is defined by a circular trimming curve in the parameter space. The details of the problem definition are given in Figure 16. For this example, an analytical solution is not available and the concept of manufactured solutions is not practical for the defined problem. As an alternative error measure, we employ the concept of residual errors [97]. The residual error is the relative $L_2$-error of the equilibrium in strong form, see Equation (3.10), and is defined as

$$
\varepsilon^2_{\text{rel,residual}} = \frac{\int_A \left[ \text{div}_T \mathbf{n}_T^{\text{real}} + \mathbf{n}_T \cdot \text{div}_T \mathbf{q}_T + \mathbf{H} \cdot \text{div}_T \mathbf{m}_T + \mathbf{f} \right]^2 \, dA}{\int_A \mathbf{f}^2 \, dA}.
$$

The evaluation of the strong form requires fourth-order surface derivatives of the midsurface displacement $\mathbf{u}^h$. Consequently, the theoretical optimal order of convergence is $O(p - 3)$. The implementation and the computation of such higher-order derivatives is not without effort. However, for verifying the proposed approach on a complex geometry in combination with non-trivial boundary conditions, this is a reliable measure for the verification of the higher-order accuracy. The only restriction is that the solution need to be sufficiently smooth, as always in higher-order suitable test cases. In Figure 17 the trimmed parameter space and deformed domain are visualized analogously to the test cases above.

In the convergence analyses, the element scale factor $n$ is varied as $\{4, 8, 16, 32\}$ and the threshold $\alpha = 0.4$ for all orders and refinement levels. In Figure 18(a), the residual error is plotted. As expected, the third order ($p = 3$) does not convergence in the residual
4.3 Clamped circular shell

Fig. 17: (a) The grey domain is the trimmed parameter space $\mathcal{A}'$ defined by $\phi_1$, (b) deformed domain with scaled displacement $u$ by a factor 1.5.

errors due to $O(p - 3) = O(0)$. For the order $p \geq 4$ the optimal orders of convergence are achieved. In Figure 18(b), the relative error in the stored elastic energy is plotted. For the computation of the stored elastic energy, second order derivatives occur in the moment tensor and, therefore, the theoretical optimal order of convergence is $O(p - 1)$.

It can be seen that optimal convergence rates are achieved for all orders. In Figure 18(c),

the estimated condition numbers of the stiffness matrices in the convergence analyses are plotted and it can be seen that the behaviour is similar to the second test case which is as expected for a fourth-order PDE. Analogously as above, the threshold $\alpha = 0.4$ for $p = 3$.

Fig. 18: (a) Residual error $\varepsilon_{\text{rel, residual}}$, (b) relative energy error, the reference value is $5.85719 \times 10^4$, (c) normalized, estimated condition numbers, the reference value is $4.1539 \times 10^4$, which is the condition number at $n = 4, p = 3$. 
may be slightly reduced in order to decrease the condition number.

5 Conclusion

The use of higher-order basis functions for shell models is no novelty, especially since the introduction of isogeometric analysis (IGA). So it may come as a surprise that achieving higher-order convergence rates is still the exception. This circumstance is rooted in the fact that the related requirements on the geometry and the analysis are high. Already minor discrepancies in the discretization, application of boundary conditions, or the set-up of the system of equations diminish the accuracy of the results significantly.

We present a Kirchhoff-Love (KL) shell formulation that treats all these numerical aspects in a consistent higher-order fashion. From a geometric point of view, a B-spline tensor-product surface defines the geometry. It is at least $C^1$ to fulfil the requirements of the KL theory. Furthermore, the trimming concept allows the specification of arbitrary shapes over this single-patch representation. Multi-patch models are not considered because the solution across different patches is non-smooth in general, and thus, these models are inherently low-order. It is worth noting that this argument also holds for corners in the boundary of a shell for most cases. Using a trimmed single-patch representation provides a remedy to this problem. Regarding the analysis itself, the non-symmetric Nitsche method enforces the boundary conditions. The proposed definition of the Nitsche terms circumvents corner forces and shifts the tangent derivative on the drilling moment, which enables a more compact and less cumbersome implementation. The system of equations is set up by a conventional Galerkin approach. However, the treatment of cut elements, which arise due to trimming, requires special attention with respect to conditioning and integration. We employ the extended B-spline concept and a reparameterization based on higher-order Lagrange elements to address these points. Combining these ingredients listed so far enables the consistent high-order accurate numerical treatment of KL shells. Finally, our framework is completed by formulating the KL shell in the frame of tangential differential calculus (TDC) and using level-set functions as trimming curves. These two particular choices are, however, not necessary for the achievement of higher-order accuracy.

Numerical experiments demonstrate that the approach proposed yields optimal convergence rates. The Scordelis-Lo roof problem is investigated as a classic shell benchmark. Although the expected convergence behavior is shown, this example – just like other tra-
ditional shell benchmark tests – does not provide insight if higher-order accuracy has been achieved. On the other hand, the results of a simply supported flat shell subjected to a manufactured solution show optimal higher-order convergence rates in the relative $L_2$-norm.

This optimal behavior is not restricted to flat geometries, as confirmed by the problem of a general clamped shell with inhomogeneous boundary conditions. Note that for such a complex problem, the concept of manufactured solutions is not practical. Hence, we employ the residual error, i.e., the relative $L_2$-error of the equilibrium in strong form. This measure requires the evaluation of fourth-order surface derivatives, which is admittedly a challenge implementation-wise. Nevertheless, it allows a reliable assessment of higher-order accuracy.

The numerical experiments also confirm that the extended B-spline concept controls the condition number of the system matrices. For coarse high-order discretizations, however, the involved extension operation may affect the Nitsche method. A possible solution may be the application of extended truncated hierarchical B-splines or another strategy for the conditioning. In general, the substitution of the techniques employed for each numerical aspect by an alternative scheme that allows a consistent higher-order treatment is a future topic worth exploring.

\section{Computation of extrapolation weights}

The main task in the computation of the non-trivial extrapolation weights (2.10) is the determination of the polynomial coefficients $\alpha$ and $\beta$. The latter corresponds to the Newton polynomial $\psi_{j,p} = \sum_{k=0}^{p} \beta_k \xi^k$ and can be explicitly expressed as

$$\beta_k = (-1)^{p-k} \sum_{l=1}^{L} \prod_{m \in T_{p-k,l}} \xi_m$$

with

$$L = \binom{p}{p-k} \quad (A.1)$$

where $\binom{p}{m}$ is the binomial coefficient defined as

$$\binom{p}{m} := \frac{p!}{(p-m)! \cdot m!} \quad (A.2)$$

and the sum over $T_{m,l}$ denotes all $m$-combinations with repetition of the knots appearing in the definition (2.11) of $\psi_{j,p}$, i.e., $\xi_{j+1}, \ldots, \xi_{j+p}$.
The coefficients $\alpha_k$ of the segments $B^s_i$ of $B_{i,p}$ can be obtained by Taylor expansion

$$B^s_i(\xi) = \sum_{k=0}^{p} \frac{B_{i,p}^{(k)}(\tilde{\xi})}{k!} (\xi - \tilde{\xi})^k = \sum_{k=0}^{p} \alpha_k^* (\xi - \tilde{\xi})^k, \quad \tilde{\xi} \in [\xi_s, \xi_{s+1}] \quad (A.3)$$

and subsequent conversion to power basis form

$$B^s_i(\xi) = \sum_{k=0}^{p} \alpha_k \xi^k \quad \text{with} \quad \alpha_k = \sum_{m=k}^{p} \frac{(m)}{m} \alpha_m^* (-\tilde{\xi})^{m-k}. \quad (A.4)$$

Alternatively, Algorithm (1) provides a derivation of the $\alpha_k$, which avoids the derivatives in Equation (A.3). It employs a MATLAB based syntax, and is inspired by the conversion of a B-spline to a matrix representation presented in [90].

Algorithm 1: Computation of the polynomial coefficient matrix $A(k,i) = \alpha_k^i$.

```matlab
function A = MatrixRepresentationOfBsplineSegment(s, p, Xi)

% Input:
% s... knot span
% p... polynomial degree of the spline space
% Xi... knot vector correspond to \xi
% Output:
% A... all polynomial coeffients $\alpha_k^i$ related to $r$

A = ones(1,1); for i = 1 : p

k = 1;
L = zeros(i,i+1);
R = zeros(i,i+1);
for j = s-i+1 : s

den = Xi(j+1) - Xi(j);
L(k,k) = 1. - (Xi(s) - Xi(j)) / den;
L(k,k+1) = (Xi(s) - Xi(j)) / den;
R(k,k) = -(Xi(s+1) - Xi(s)) / den;
R(k,k+1) = (Xi(s+1) - Xi(s)) / den;
k = k + 1;
end

Ai = A;
A = zeros(i+1,i+1);
A(1:end-1,:) = A(1:end-1,:) + Ai * L;
```
The algorithm computes the coefficients $\alpha_k^i$ for all non-zero B-splines $B_{i,p}$ of the knot span and stores them in a matrix $A(k,i) = \alpha_k^i$. Using $A$, Equation (A.4) reads

$$B_i^s(r) = (1, r, \ldots, r^p)A(:,i) \quad \text{with} \quad r = \frac{\xi - \xi_s}{\xi_{s+1} - \xi_s}. \quad (A.5)$$

Note that the intrinsic coordinate is now $r \in [0,1)$ for each knot span. Hence, the entries of $A$ provide the $\alpha_k^i$ sought only if the knot span $s$ is defined from 0 to 1. This condition can be easily achieved by a linear transformation of the knots such that $r_s = 0$ and $r_{s+1} = 1$. When these transformed knots $r_i$ are also employed for the Newton polynomials $\psi_{j,p}$, there is no alteration of the resulting extrapolation weights.

Algorithm (2) computes the non-trivial extrapolation weights (2.10) for the stable B-splines of a particular knot span $s$. We apply Algorithm (2) for each knot span that provides extensions. Note that $r_j$ in line 18 refer to the vector of all transformed knots $r_i$ of $\psi_{j,p}$. The resulting matrix $E^s$ contains the non-trivial extrapolation weights, where the stable B-spline of the knot span $s$ and the associated degenerate ones given by $J^s$ correspond to the matrix’s rows and columns, respectively. Finally, assembling all $E^s$ according to the global degrees of freedom, togethser with the trivial extrapolations weights (2.8) and (2.9), yields the overall extension matrix $E$.

Algorithm 2: Extrapolation weights for a particular knot span

```matlab
function E^s = ComputeExtrapolationWeights(s, J^s, p, \Xi)
% Input:
% s... knot span providing the extensions
% \(J^s\)... index set of all degenerate B-splines related to s
% p... polynomial degree of the spline space
% \Xi... knot vector corresponding to \xi
% Output:
% E^s... extrapolation weights for the stable B-splines of s
% polynomial coefficients of the extensions
A = MatrixRepresentationOfBsplineSegment(s, p, \Xi)
% knot values mapped to intrinsic coordinate r
\Xi_r = (\Xi-\Xi(s)) ./ (\Xi(s+1)-\Xi(s));
% coefficients of the Newton polynomial based on \Xi_r
```
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```matlab
B = zeros(p+1,length(Js));
for n = 1 : length(Js)
    r_j = Ξ_r( J^s(n)+1 : J^s(n)+p );
    for k = 0 : p-1
        L = nchoosek(p,p-k);
        if L == 1
            T = r_j;
        else
            T = nchoosek(r_j,p-k);
        end
        tmp = 0;
        for l = 1 : L
            tmp = tmp + prod(T(l,:));
        end
        B(k+1,n) = (-1)^(p-k) * tmp;
    end
end

% extrapolation weights
E^s = zeros(size(A,2),length(Js));
kFactorial = [1 cumprod(1:size(A,1)-1)]; % pre-computation of k!
for j = 1 : size(E^s,2)
    for i = 1 : size(E^s,1)
        for k = 0 : p
            E^s(i,j) = E^s(i,j) + (-1)^(k) * ...
            kFactorial(end-k) * B(end-k,j) * ...
            kFactorial(k+1) * A(k+1,i);
        end
    end
end
E^s = E^s ./ kFactorial(end);
```
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