SHARP BILINEAR ESTIMATES AND ITS APPLICATION TO A SYSTEM OF QUADRATIC DERIVATIVE NONLINEAR SCHRÖDINGER EQUATIONS
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Abstract. In the present paper, we consider the Cauchy problem of the system of quadratic derivative nonlinear Schrödinger equations for the spatial dimension $d = 2$ and 3. This system was introduced by M. Colin and T. Colin (2004). The first author obtained some well-posedness results in the Sobolev space $H^s$. But under some condition for the coefficient of Laplacian, this result is not optimal. We improve the bilinear estimate by using the nonlinear version of the classical Loomis-Whitney inequality, and prove the well-posedness in $H^s$ for $s \geq 1/2$ if $d = 2$, and $s > 1/2$ if $d = 3$.

1. Introduction

We consider the Cauchy problem of the system of nonlinear Schrödinger equations:

\[
\begin{aligned}
(i\partial_t + \alpha \Delta)u &= -(\nabla \cdot w)v, \quad t > 0, \quad x \in \mathbb{R}^d, \\
(i\partial_t + \beta \Delta)v &= -(\nabla \cdot w)u, \quad t > 0, \quad x \in \mathbb{R}^d, \\
(i\partial_t + \gamma \Delta)w &= \nabla (u \cdot v), \quad t > 0, \quad x \in \mathbb{R}^d, \\
(u(0,x), v(0,x), w(0,x)) &= (u_0(x), v_0(x), w_0(x)), \quad x \in \mathbb{R}^d,
\end{aligned}
\]

where $\alpha, \beta, \gamma \in \mathbb{R} \setminus \{0\}$, $d = 2$ or 3, and the unknown functions $u, v, w$ are $d$-dimensional complex vector valued. The system (1.1) was introduced by Colin and Colin in [7] as a model of laser-plasma interaction. (See, also [8], [9].) They also showed that the local existence of the solution of (1.1) in $H^s$ for $s > d/2 + 3$. The system (1.1) is invariant under the following scaling transformation:

\[
A_\lambda(t, x) = \lambda^{-1} A(\lambda^{-2} t, \lambda^{-1} x) \quad (A = (u, v, w)),
\]

and the scaling critical regularity is $s_c = d/2 - 1$. We put

\[
\theta := \alpha \beta \gamma \left( \frac{1}{\alpha} - \frac{1}{\beta} - \frac{1}{\gamma} \right), \quad \kappa := (\alpha - \beta)(\alpha - \gamma)(\beta + \gamma).
\]
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We note that $\kappa = 0$ does not occur when $\theta > 0$.

First, we introduce some known results for related problems. The system (1.1) has quadratic nonlinear terms which contains a derivative. A derivative loss arising from the nonlinearity makes the problem difficult. In fact, Mizohata (18) considered the Schrödinger equation
\[
\begin{cases}
i\partial_t u - \Delta u = (b_1(x) \cdot \nabla) u, & t \in \mathbb{R}, \ x \in \mathbb{R}^d, \\
u(0, x) = u_0(x), & x \in \mathbb{R}^d
\end{cases}
\]
and proved that the uniform bound
\[
\sup_{x \in \mathbb{R}^n, \omega \in S^{n-1}, R > 0} \left| \Re \int_0^R b_1(x + r\omega) \cdot \omega dr \right| < \infty.
\]
is necessary condition for the $L^2$ well-posedness. Furthermore, Christ (6) proved that the flow map of the nonlinear Schrödinger equation
\[
\begin{cases}
i\partial_t u - \partial_x^2 u = u\partial_x u, & t \in \mathbb{R}, \ x \in \mathbb{R}, \\
u(0, x) = u_0(x), & x \in \mathbb{R}
\end{cases}
\tag{1.4}
\]
is not continuous on $H^s$ for any $s \in \mathbb{R}$. From these results, it is difficult to obtain the well-posedness for quadratic derivative nonlinear Schrödinger equation in general. While for the system of quadratic derivative nonlinear equation, it is known that the well-posedness holds. In [14], the first author proved that (1.1) with $d = 2$ or 3 is well-posed in $H^s$ for $s \geq s_c$ if $\theta > 0$, and for $s \geq 1$ if $\theta \leq 0$ and $\kappa \neq 0$. The first author also proved that the flow map is not $C^2$ for $s < 1$ if $\theta = 0$ and $\kappa \neq 0$, and for $s < 1/2$ if $\theta < 0$ and $\kappa \neq 0$. It says that there is a gap of the regularity between the well-posedness and $C^2$-ill-posedness under the condition $\theta < 0$ and $\kappa \neq 0$. The aim of this paper is to filling this gap. The well-posedness for $d = 1$ and $d \geq 4$ are also obtained in [14]. (See, Table 1 below.)

| $\theta$ | $d = 1$ | $d = 2, 3$ | $d \geq 4$ |
|----------|----------|------------|------------|
| $> 0$    | WP for $s \geq 0$ | WP for $s \geq s_c$ | WP for $s \geq s_c$ |
| $\neq 0$ | $\theta = 0$ | WP for $s \geq 1$ | WP for $s \geq 1$ |
|         | $\theta < 0$ | WP for $s \geq 1/2$ | |

**Table 1.** Well-posedness (WP for short) for (1.1) proved in [14]

We point out that the results in [14] does not contain the scattering of solution for $d \leq 3$ under the condition $\theta = 0$ (and also $\theta < 0$). In [16], Ikeda, Katayama, and
Sunagawa considered the system of quadratic nonlinear Schrödinger equations

\[
\left( i\partial_t + \frac{1}{2m_j} \Delta \right) u_j = F_j(u, \partial_x u), \quad t > 0, \ x \in \mathbb{R}^d, \ j = 1, 2, 3,
\]

(1.5)

under the mass resonance condition \( m_1 + m_2 = m_3 \) (which corresponds to the condition \( \theta = 0 \) for (1.1)), where \( u = (u_1, u_2, u_3) \) is \( \mathbb{C}^3 \)-valued, \( m_1, m_2, m_3 \in \mathbb{R} \setminus \{0\} \), and \( F_j \) is defined by

\[
\begin{align*}
F_1(u, \partial_x u) &= \sum_{|\alpha|, |\beta| \leq 1} C_{1,\alpha,\beta} (\partial^\alpha u_2) (\partial^\beta u_3), \\
F_2(u, \partial_x u) &= \sum_{|\alpha|, |\beta| \leq 1} C_{1,\alpha,\beta} (\partial^\beta u_3) (\partial^\alpha u_1), \\
F_3(u, \partial_x u) &= \sum_{|\alpha|, |\beta| \leq 1} C_{1,\alpha,\beta} (\partial^\alpha u_1) (\partial^\beta u_2)
\end{align*}
\]

(1.6)

with some constants \( C_{1,\alpha,\beta}, C_{2,\alpha,\beta}, C_{3,\alpha,\beta} \in \mathbb{C} \). They obtained the small data global existence and the scattering of the solution to (1.5) in the weighted Sobolev space for \( d = 2 \) under the mass resonance condition and the null condition for the nonlinear terms (1.6). They also proved the same result for \( d \geq 3 \) without the null condition.

In [15], Ikeda, Kishimoto, and Okamoto proved the small data global well-posedness and the scattering of the solution to (1.5) in \( H^s \) for \( d \geq 3 \) and \( s \geq s_c \) under the mass resonance condition and the null condition for the nonlinear terms (1.6). They also proved the local well-posedness in \( H^s \) for \( d = 1 \) and \( s \geq 0 \), \( d = 2 \) and \( s > s_c \), and \( d = 3 \) and \( s \geq s_c \) under the same conditions. (The results in [14] for \( d \leq 3 \) and \( \theta = 0 \) says that if the nonlinear terms do not have null condition, then \( s = 1 \) is optimal regularity to obtain the well-posedness by using the iteration argument.

While, it is known that the existence of the blow up solutions for the system of nonlinear Schrödinger equations. Ozawa and Sunagawa (19) gave the examples of the derivative nonlinearity which causes the small data blow up for a system of Schrödinger equations. There are also some known results for a system of nonlinear Schrödinger equations with no derivative nonlinearity (11, 12, 13).

To give the main results of the present paper, we first define the function space of the Fourier restriction norm.

**Definition 1.** Let \( s \in \mathbb{R}, \ b \in \mathbb{R}, \ \sigma \in \mathbb{R} \setminus \{0\} \).

(i) For \( 1 \leq p < \infty \), we define the function space \( X^{s,b,p}_\sigma \) as the completion of the Schwartz class \( \mathcal{S}(\mathbb{R} \times \mathbb{R}^d) \) with the norm

\[
\|u\|_{X^{s,b,p}_\sigma} = \left\{ \sum_{N \geq 1} N^{2s} \left( \sum_{L \geq 1} L^{pb} \|Q_L^\sigma P_N u\|_{L^2}^p \right) \right\}^{\frac{1}{p}}.
\]
where \( P_N \) and \( Q'_L \) will be defined in the last part of this section.

(ii) We define the function space \( X^{s,b,p}_\sigma \) as the completion of the Schwartz class \( \mathcal{S}(\mathbb{R} \times \mathbb{R}^d) \) with the norm

\[
\|u\|_{X^{s,b,p}_\sigma} = \left\{ \sum_{N \geq 1} N^{2s} \left( \sup_{L \geq 1} \|Q'_L P_N u\|_{L^2} \right)^2 \right\}^{\frac{1}{2}}.
\]

(iii) For \( 1 \leq p \leq \infty \) and \( T > 0 \), we define the time localized space \( X^{s,b,p}_{\sigma,T} \) as

\[
X^{s,b,p}_{\sigma,T} = \{ u|_{[0,T]} | u \in X^{s,b,p}_\sigma \}
\]

with the norm

\[
\|u\|_{X^{s,b,p}_{\sigma,T}} = \inf \{ \|v\|_{X^{s,b,p}_\sigma} | v \in X^{s,b,p}_\sigma, v|_{[0,T]} = u|_{[0,T]} \}.
\]

The Fourier restriction norm is first introduced by Bourgain in \([5]\).

**Remark 1.1.** The initial datum and the solutions for (1.1) are \( \mathbb{C}^d \)-valued functions. Therefore, \( u \in X^{s,b,p}_\sigma \) means \( u^{(j)} \in X^{s,b,p}_\sigma \) \( (j = 1, \ldots, d) \) and \( \|u\|_{X^{s,b,p}_\sigma} \) means \( \sum_{j=1}^d \|u^{(j)}\|_{X^{s,b,p}_\sigma} \) for \( u = (u^{(1)}, \ldots, u^{(d)}) \) in this paper. Similarly, \( u_0 \in H^s \) means \( u_0^{(j)} \in H^s \) \( (j = 1, \ldots, d) \) and \( \|u_0\|_{H^s} \) means \( \sum_{j=1}^d \|u_0^{(j)}\|_{H^s} \) for \( u_0 = (u_0^{(1)}, \ldots, u_0^{(d)}) \).

Now, we give the main results in this paper. For a Banach space \( H \) and \( r > 0 \), we define \( B_r(H) := \{ f \in H | \|f\|_H \leq r \} \).

**Theorem 1.1.** We assume that \( \alpha, \beta, \gamma \in \mathbb{R} \setminus \{0\} \) satisfy \( \theta < 0 \) and \( \kappa \neq 0 \).

(i) Let \( d = 2 \) and \( s \geq \frac{1}{2} \). Then, (1.1) is locally well-posed in \( H^s \). More precisely, for any \( r > 0 \) and for all initial data \( (u_0, v_0, w_0) \in B_r(H^s \times H^s) \), there exist \( T = T(r) > 0 \) and a solution

\[
(u,v,w) \in X^{s,\frac{1}{2},1}_{\alpha,T} \times X^{s,\frac{1}{2},1}_{\beta,T} \times X^{s,\frac{1}{2},1}_{\gamma,T}
\]

of the system (1.1) on \([0,T]\). Such solution is unique in \( B_R(X^{s,\frac{1}{2},1}_{\alpha,T} \times X^{s,\frac{1}{2},1}_{\beta,T} \times X^{s,\frac{1}{2},1}_{\gamma,T}) \) for some \( R > 0 \). Moreover, the flow map

\[
S_+: B_r(H^s \times H^s \times H^s) \ni (u_0, v_0, w_0) \mapsto (u, v, w) \in X^{s,\frac{1}{2},1}_{\alpha,T} \times X^{s,\frac{1}{2},1}_{\beta,T} \times X^{s,\frac{1}{2},1}_{\gamma,T}
\]

is Lipschitz continuous.

(ii) Let \( d = 3 \) and \( s > \frac{1}{2} \). Then, (1.1) is locally well-posed in \( H^s \).

We make a comment on Theorem 1.1. In [14], the first author proved that the flow map is not \( C^2 \) for \( s < 1/2 \) under the condition \( \theta < 0 \) and \( \kappa \neq 0 \). Therefore, the above result is optimal as long as we use the iteration argument. In [14], we needed the condition \( s \geq 1 \) to show the key nonlinear estimates for “resonance” interactions.
which is the most difficult interactions to estimate since we cannot recover a derivative loss from modulations. To overcome this, we employ a new estimate which was introduced in [4], [3] and applied to the Zakharov system in [2] and [1]. See Proposition 2.10 below.

**Notation.** We denote the spatial Fourier transform by \( \hat{\cdot} \) or \( \mathcal{F}_x \), the Fourier transform in time by \( \mathcal{F}_t \) and the Fourier transform in all variables by \( \hat{\cdot} \) or \( \mathcal{F}_{tx} \). For \( \sigma \in \mathbb{R} \), the free evolution \( e^{ita\Delta} \) on \( L^2 \) is given as a Fourier multiplier
\[
\mathcal{F}_x[e^{ita\Delta} f](\xi) = e^{-ita|\xi|^2} \hat{f}(\xi).
\]
We will use \( A \lesssim B \) to denote an estimate of the form \( A \leq CB \) for some constant \( C \) and write \( A \sim B \) to mean \( A \lesssim B \) and \( B \lesssim A \). We will use the convention that capital letters denote dyadic numbers, e.g. \( N = 2^n \) for \( n \in \mathbb{N}_0 := \mathbb{N} \cup \{0\} \) and for a dyadic summation we write \( \sum_N a_N := \sum_{n \in \mathbb{N}_0} a_{2^n} \) and \( \sum_{N \geq M} a_N := \sum_{n \in \mathbb{N}_0, 2^n \geq M} a_{2^n} \) for brevity. Let \( \chi \in C_0^{\infty}((-2, 2)) \) be an even, non-negative function such that \( \chi(t) = 1 \) for \( |t| \leq 1 \). We define \( \psi(t) := \chi(t) - \chi(2t), \psi_1(t) := \chi(t), \) and \( \psi_N(t) := \psi(N^{-1}t) \) for \( N \geq 2 \). Then, \( \sum_N \psi_N(t) = 1 \). We define frequency and modulation projections
\[
\widehat{P_N u}(\xi) := \psi_N(\xi) \hat{u}(\xi), \quad \widehat{Q_L^\sigma u}(\tau, \xi) := \psi_L(\tau + \sigma|\xi|^2) \hat{u}(\tau, \xi).
\]
Furthermore, we define \( Q_{L\geq M}^\sigma := \sum_{L \geq M} Q_{L}^\sigma \) and \( Q_{< L} := \text{Id} - Q_{L \geq M} \).

The rest of this paper is planned as follows. In Section 2, we will give the bilinear estimates which will be used to prove the well-posedness. In Section 3, we will give the proof of the well-posedness.

### 2. Bilinear estimates

In this section, we prove the following bilinear estimate which plays a central role to show Theorem 1.1.

**Proposition 2.1.** Let \( s \geq \frac{1}{2} \) if \( d = 2 \) and \( s > \frac{1}{2} \) if \( d = 3 \). Let \( \sigma_1, \sigma_2, \sigma_3 \in \mathbb{R} \setminus \{0\} \) satisfy \( \sigma_1 \sigma_2 \sigma_3 (\frac{1}{\sigma_1} + \frac{1}{\sigma_2} + \frac{1}{\sigma_3}) < 0 \) and \( (\sigma_1 + \sigma_2)(\sigma_2 + \sigma_3)(\sigma_3 + \sigma_1) \neq 0 \). Then there exists \( \nu' \in (0, \frac{1}{2}) \) and \( C > 0 \) such that
\[
\left\| \nabla (u \cdot v) \right\|_{X_{\sigma_1, -\sigma_3}^{s, \nu'}} + \left\| (\nabla \cdot u) v \right\|_{X_{\sigma_3}^{s, -\nu', \infty}} + \left\| u (\nabla \cdot v) \right\|_{X_{\sigma_3}^{s, -\nu', \infty}} \leq C\left\| u \right\|_{X_{2_1}^{s_1, 1}} \left\| v \right\|_{X_{2_2}^{s_2, 1}}.
\]

To prove Proposition 2.1, we first give the Strichartz estimate.
Proposition 2.2 (Strichartz estimate). Let $\sigma \in \mathbb{R}\setminus\{0\}$ and $(p, q)$ be an admissible pair of exponents for the Schrödinger equation, i.e. $p \geq 2$, $\frac{2}{p} = d(\frac{1}{2} - \frac{1}{q})$, $(d, p, q) \neq (2, 2, \infty)$. Then, we have

$$\|e^{it\Delta}\varphi\|_{L^p_t L^q_x} \lesssim \|\varphi\|_{L^2}.$$ 

for any $\varphi \in L^2(\mathbb{R}^d)$.

The Strichartz estimate implies the following. (See the proof of Lemma 2.3 in [10].)

Corollary 2.3. Let $L \in 2\mathbb{N}_0$, $\sigma \in \mathbb{R}\setminus\{0\}$, and $(p, q)$ be an admissible pair of exponents for the Schrödinger equation. Then, we have

$$\|Q^\sigma_L u\|_{L^p_t L^q_x} \lesssim L^\frac{1}{2} \|Q^\sigma_L u\|_{L^p_t L^q_x}.$$ \quad (2.1)

for any $u \in L^2(\mathbb{R} \times \mathbb{R}^d)$.

Next, we give the bilinear Strichartz estimate.

Proposition 2.4. Let $d \in \mathbb{N}$, and $\sigma_1, \sigma_2 \in \mathbb{R}\setminus\{0\}$ satisfy $\sigma_1 + \sigma_2 \neq 0$. For any dyadic numbers $N_1, N_2, N_3 \in 2\mathbb{N}_0$ and $L_1, L_2 \in 2\mathbb{N}_0$, we have

$$\|P_{N_3}(Q^\sigma_{L_1} P_{N_1} u_1 \cdot Q^\sigma_{L_2} P_{N_2} u_2)\|_{L^2_{t,x}} \lesssim \sum_{1 \leq i \leq 3} N_{\min} \left( \frac{N_1}{N_{\max}} \right)^{\frac{1}{2}} L_1^{\frac{1}{2}} L_2^{\frac{1}{2}} \|Q^\sigma_{L_1} P_{N_1} u_1\|_{L^2_{t,x}} \|Q^\sigma_{L_2} P_{N_2} u_2\|_{L^2_{t,x}},$$ \quad (2.2)

where $N_{\min} = \min_{1 \leq i \leq 3} N_i$, $N_{\max} = \max_{1 \leq i \leq 3} N_i$.

Proof. By the symmetry, we can assume $N_1 \geq N_2$. For the case $N_3 \sim N_1 \gg N_2$, the proof is same as the proof of Lemma 3.1 in [14]. For the case $N_1 \sim N_2 \sim N_3$, we can obtain (2.2) by using the Hölder inequality, the Bernstein inequality, and the Strichartz estimate (2.2) with $(p, q) = (4, \frac{2d}{d-1})$. Now, we consider the case $N_1 \sim N_2 \gg N_3$. Since $\sigma_1 + \sigma_2 \neq 0$, if $|\xi_1| \sim |\xi_2| \sim N_1$ and $|\xi_1 + \xi_2| \sim N_3$ hold, then $|\sigma_1 \xi_1 - \sigma_2 \xi_2| \sim N_1$. We assume $|\sigma_1 \xi_1^{(1)} - \sigma_2 \xi_2^{(1)}| \sim N_1$ for $\xi_i = (\xi_i^{(1)}, \cdots \xi_i^{(d)})$ ($i = 1, 2$). We divide $\mathbb{R}^2$ into cubes $\{B_k\}_k$ with width $2N_3$, and decompose

$$u_1 = \sum_k P_{B_k} u_1,$$

where $P_{B_k} u_1 = 1_{B_k} \hat{u}_1$. Let $\zeta_k \in B_k$ be a center of $B_k$. If $|\xi_i - \zeta_k| \leq 2N_3$ and $|\xi_i + \xi_2| \leq 2N_3$ hold, then it holds that $|\xi_2 + \zeta_k| \leq 4N_3$. Therefore, if we put $C_k$ as the cube with center $-\zeta_k$ and width $4N_3$, then we have

$$\|P_{N_3}(Q^\sigma_{L_1} P_{N_1} u_1 \cdot Q^\sigma_{L_2} P_{N_2} u_2)\|_{L^2_{t,x}} \lesssim \sum_k \|u_{1,N_1,L_1,k} \cdot u_{2,N_2,L_2,k}\|_{L^2_{t,x}}.$$
where
\[ u_{1,N_1,L_1,k} := P_{B_k} Q_{L_1}^\alpha P_{N_1} u_1, \quad u_{2,N_2,L_2,k} := P_{C_k} Q_{L_2}^\beta P_{N_2} u_2. \]

We put \( f_{i,k} = \mathcal{F}[u_{i,N_i,L_i,k}] \) \((i = 1, 2)\). By the duality argument and
\[
\sum_k \| f_{1,k} \|_{L_{\xi}^2} \| f_{2,k} \|_{L_{\xi}^2} \leq \left( \sum_k \| f_{1,k} \|_{L_{\xi}^2}^2 \right)^{\frac{1}{2}} \left( \sum_k \| f_{2,k} \|_{L_{\xi}^2}^2 \right)^{\frac{1}{2}} \lesssim \| Q_{L_1}^\alpha P_{N_1} u_1 \|_{L_{\xi}^2} \| Q_{L_2}^\beta P_{N_2} u_2 \|_{L_{\xi}^2},
\]
it suffice to show that
\[
\int_{\Omega_k} f_{1,k}(\tau_1, \xi_1) f_{2,k}(\tau_2, \xi_2) f(\tau_1 + \tau_2, \xi_1 + \xi_2) d\tau_1 d\tau_2 d\xi_1 d\xi_2 \leq N_3^d \left( \frac{N_3}{N_1} \right)^{\frac{1}{2}} \frac{1}{L_1^d L_2^d} \| f_{1,k} \|_{L_{\xi}^2} \| f_{2,k} \|_{L_{\xi}^2} \| f \|_{L_{\xi}^2} \quad (2.3)
\]
for any \( f \in L^2(\mathbb{R} \times \mathbb{R}^d) \), where
\( \Omega_k = \{ (\tau_1, \tau_2, \xi_1, \xi_2) : |\xi_1| \sim N_i, |\xi_1 + \sigma_i | \xi_1 | \sim L_i, (i = 1, 2), |\xi_1 - \xi_2| \lesssim N_3, |\xi_2 + \xi_3| \lesssim N_3 \}. \)

By the Cauchy-Schwartz inequality, we have
\[
\int_{\Omega_k} f_{1,k}(\tau_1, \xi_1) f_{2,k}(\tau_2, \xi_2) f(\tau_1 + \tau_2, \xi_1 + \xi_2) d\tau_1 d\tau_2 d\xi_1 d\xi_2 \leq \| f_{1,k} \|_{L_{\xi}^2} \| f_{2,k} \|_{L_{\xi}^2} \left( \int_{\Omega_k} | f(\tau_1 + \tau_2, \xi_1 + \xi_2) |^2 d\tau_1 d\tau_2 d\xi_1 d\xi_2 \right)^{\frac{1}{2}}. \quad (2.4)
\]

By applying the variable transform \((\tau_1, \tau_2) \mapsto (\theta_1, \theta_2)\) and \((\xi_1, \xi_2) \mapsto (\nu, \mu, \eta)\) as
\[
\theta_i = \tau_i + \sigma_i |\xi_i|^2 \quad (i = 1, 2), \quad \mu = \theta_1 + \theta_2 - \sigma_1 |\xi_1|^2 - \sigma_2 |\xi_2|^2, \quad \nu = \xi_1 + \xi_2, \quad \eta = (\xi_2^{(2)}, \ldots, \xi_2^{(d)}),
\]
we have
\[
\int_{\Omega_k} | f(\tau_1 + \tau_2, \xi_1 + \xi_2) |^2 d\tau_1 d\tau_2 d\xi_1 d\xi_2 \leq \int_{\Omega_k} \left| \int_{|\eta + \overline{\xi}_1| \sim N_3} | f(\mu, \nu) |^2 J(\xi_1, \xi_2)^{-1} d\mu d\nu d\eta \right| d\tau_1 d\tau_2 \leq N_3^{d-1} N_1^{-1} L_1 L_2 \| f \|_{L_{\xi}^2}. \quad (2.5)
\]

As a result, we get (2.3) from (2.4) and (2.5). \(\square\)
Corollary 2.5. Let $d \in \mathbb{N}$, $b' \in (\frac{1}{4}, \frac{1}{2})$, and $\sigma_1, \sigma_2 \in \mathbb{R}\setminus\{0\}$ satisfy $\sigma_1 + \sigma_2 \neq 0$. We put $\delta = \frac{1}{2} - b'$. For any dyadic numbers $N_1, N_2, N_3 \in 2^{\mathbb{N}_0}$ and $L_1, L_2 \in 2^{\mathbb{N}_0}$, we have

\[
\| P_{N_1}(Q_{L_1}^{\sigma_1} P_{N_1} u_1 \cdot Q_{L_2}^{\sigma_2} P_{N_2} u_2) \|_{L^2_x} \leq N_{\min}^{\frac{d}{4} - 1 + 4\delta} \left( \frac{N_{\min}}{N_{\max}} \right)^{\frac{d}{4} - 2\delta} L_1^{\frac{1}{2}} L_2^{\frac{1}{2}} \| Q_{L_1}^{\sigma_1} P_{N_1} u_1 \|_{L^2_x} \| Q_{L_2}^{\sigma_2} P_{N_2} u_2 \|_{L^2_x}.
\]

(2.6)

Proof. The desired estimate is obtained by the interpolation between (2.2) and the following bilinear estimate:

\[
\| P_{N_1}(Q_{L_1}^{\sigma_1} P_{N_1} u_1 \cdot Q_{L_2}^{\sigma_2} P_{N_2} u_2) \|_{L^2} \leq N_{\min}^{\frac{d}{4}} L_1^{\frac{1}{2}} L_2^{\frac{1}{2}} \| Q_{L_1}^{\sigma_1} P_{N_1} u_1 \|_{L^2} \| Q_{L_2}^{\sigma_2} P_{N_2} u_2 \|_{L^2}.
\]

(2.7)

Therefore, we only need to show (2.7). By the same argument as in the proof of Proposition 2.4, we may assume that $\mathcal{F}_{tx} u_1$ and $\mathcal{F}_{tx} u_2$ are contained in the cubes $B_k$ and $B_{j(k)}$, respectively. Here the cubes $\{B_k\}_k$ denote the decomposition of $\mathbb{R}^2$ with width $2N_{\min}$. By the Hölder inequality, the Bernstein inequality, and the Strichartz estimate (2.1) with $(p, q) = (\infty, 2)$, we have

\[
\| P_{N_1}(Q_{L_1}^{\sigma_1} P_{N_1} u_1 \cdot Q_{L_2}^{\sigma_2} P_{N_2} u_2) \|_{L^2} \leq N_{\min}^{\frac{d}{4}} L_1^{\frac{1}{2}} L_2^{\frac{1}{2}} \| Q_{L_1}^{\sigma_1} P_{N_1} u_1 \|_{L^2} \| Q_{L_2}^{\sigma_2} P_{N_2} u_2 \|_{L^2}.
\]

which completes the proof of (2.7). \hfill \Box

2.1. The estimates for low modulation, 2D. In this subsection, we assume that $L_{\max} \ll N_{\max}^2$ and $d = 2$. In this case, we cannot recover a derivative loss by using $L_{\max} \gg N_{\max}^2$. Therefore, the strategy for the case $L_{\max} \gg N_{\max}^2$ is no longer available. However, thanks to $\kappa \neq 0$, the following relation holds.

Lemma 2.6. Let $s \in \mathbb{N}$. We assume that $\sigma_1, \sigma_2, \sigma_3 \in \mathbb{R}\setminus\{0\}$ satisfy $(\sigma_1 + \sigma_2)(\sigma_2 + \sigma_3)(\sigma_3 + \sigma_1) \neq 0$ and $(\tau_1, \xi_1), (\tau_2, \xi_2), (\tau_3, \xi_3) \in \mathbb{R} \times \mathbb{R}^d$ satisfy $\tau_1 + \tau_2 + \tau_3 = 0$, $\xi_1 + \xi_2 + \xi_3 = 0$. If $\max_{1 \leq j \leq 3} |\tau_j + \sigma_j| |\xi_j| \ll \max_{1 \leq j \leq 3} |\xi_j|^2$ then we have

\[
|\xi_1| \sim |\xi_2| \sim |\xi_3|.
\]

Since the above lemma is the contrapositive of the following lemma which was utilized in [14], we omit the proof.

Lemma 2.7 (Lemma 4.1 in [14]). Let $d \in \mathbb{N}$. We assume that $\sigma_1, \sigma_2, \sigma_3 \in \mathbb{R}\setminus\{0\}$ satisfy $(\sigma_1 + \sigma_2)(\sigma_2 + \sigma_3)(\sigma_3 + \sigma_1) \neq 0$ and $(\tau_1, \xi_1), (\tau_2, \xi_2), (\tau_3, \xi_3) \in \mathbb{R} \times \mathbb{R}^d$ satisfy
\[ \tau_1 + \tau_2 + \tau_3 = 0, \, \xi_1 + \xi_2 + \xi_3 = 0. \]

If there exist \( 1 \leq i, j \leq 3 \) such that \( |\xi_i| \ll |\xi_j| \), then we have

\[ \max_{1 \leq j \leq 3} |\tau_j + \sigma_j| |\xi_j|^2 \gtrsim \max_{1 \leq j \leq 3} |\xi_j|^2. \]  \tag{2.8} \]

Lemma 2.6 suggests that if \( \max_{1 \leq j \leq 3} |\tau_j + \sigma_j| |\xi_j|^2 \ll \max_{1 \leq j \leq 3} |\xi_j|^2 \) then we can assume

\[ \max_{1 \leq j \leq 3} |\tau_j + \sigma_j| |\xi_j|^2 \ll \min_{1 \leq j \leq 3} |\xi_j|^2. \]  \tag{2.9} \]

We first introduce the angular frequency localization operators which were utilized in [2].

**Definition 2 ([2])**. We define the angular decomposition of \( \mathbb{R}^3 \) in frequency. We define a partition of unity in \( \mathbb{R} \),

\[ 1 = \sum_{j \in \mathbb{Z}} \omega_j, \quad \omega_j(s) = \psi(s - j) \left( \sum_{k \in \mathbb{Z}} \psi(s - k) \right)^{-1}. \]

For a dyadic number \( A \geq 64 \), we also define a partition of unity on the unit circle,

\[ 1 = \sum_{j=0}^{A-1} \omega_j^A, \quad \omega_j^A(\theta) = \omega_j \left( \frac{A\theta}{\pi} \right) + \omega_{j-A} \left( \frac{A\theta}{\pi} \right). \]

We observe that \( \omega_j^A \) is supported in

\[ \Theta_j^A = \left[ \frac{\pi}{A} (j - 2), \frac{\pi}{A} (j + 2) \right] \cup \left[ -\pi + \frac{\pi}{A} (j - 2), -\pi + \frac{\pi}{A} (j + 2) \right]. \]

We now define the angular frequency localization operators \( R_j^A \),

\[ \mathcal{F}_x(R_j^A f)(\xi) = \omega_j^A (\theta) \mathcal{F}_x f(\xi), \quad \text{where } \xi = |\xi|(\cos \theta, \sin \theta). \]

For any function \( u : \mathbb{R} \times \mathbb{R}^2 \to \mathbb{C}, (t, x) \mapsto u(t, x) \) we set \( (R_j^A u)(t, x) = (R_j^A u(t, \cdot))(x) \). These operators localize function in frequency to the sets

\[ \mathcal{D}_j^A = \{(\tau, |\xi| \cos \theta, |\xi| \sin \theta) \in \mathbb{R} \times \mathbb{R}^2 | \theta \in \Theta_j^A \}. \]

Immediately, we can see

\[ u = \sum_{j=0}^{A-1} R_j^A u. \]

Now we introduce the necessary bilinear estimates for 2D.
Theorem 2.8. Let $L_{\text{max}} := \max_{1 \leq j \leq 3} (L_1, L_2, L_3) \ll |\theta|^N_{\text{min}}, A \geq 64$ and $|j_1 - j_2| \lesssim 1$. Then the following estimates holds:

$$\|Q_{L_3}^{-\sigma_3} P_{N_3} (R_{j_1}^A Q_{L_1}^{\sigma_1} P_{N_1} u_1 \cdot R_{j_2}^A Q_{L_2}^{\sigma_2} P_{N_2} u_2)\|_{L^2_{\tau \xi}} \lesssim A^{-\frac{1}{2}} L_1^{\frac{1}{2}} L_2^{\frac{1}{2}} \|R_{j_1}^A Q_{L_1}^{\sigma_1} P_{N_1} u_1\|_{L^2_{\tau \xi}} \|R_{j_2}^A Q_{L_2}^{\sigma_2} P_{N_2} u_2\|_{L^2_{\tau \xi}},$$

(2.10)

$$\|R_{j_1}^A Q_{L_1}^{\sigma_1} P_{N_1} (R_{j_2}^A Q_{L_2}^{\sigma_2} P_{N_2} u_2 \cdot Q_{L_3}^{\sigma_3} P_{N_3} u_3)\|_{L^2_{\tau \xi}} \lesssim A^{-\frac{1}{2}} L_2^{\frac{1}{2}} L_3^{\frac{1}{2}} \|R_{j_2}^A Q_{L_2}^{\sigma_2} P_{N_2} u_2\|_{L^2_{\tau \xi}} \|Q_{L_3}^{\sigma_3} P_{N_3} u_3\|_{L^2_{\tau \xi}},$$

(2.11)

$$\|R_{j_2}^A Q_{L_2}^{\sigma_2} P_{N_2} (Q_{L_3}^{\sigma_3} P_{N_3} u_3 \cdot R_{j_1}^A Q_{L_1}^{\sigma_1} P_{N_1} u_1)\|_{L^2_{\tau \xi}} \lesssim A^{-\frac{1}{2}} L_3^{\frac{1}{2}} L_1^{\frac{1}{2}} \|Q_{L_3}^{\sigma_3} P_{N_3} u_3\|_{L^2_{\tau \xi}} \|R_{j_1}^A Q_{L_1}^{\sigma_1} P_{N_1} u_1\|_{L^2_{\tau \xi}},$$

(2.12)

Proof. If $A \sim 1$, Proposition 2.3 implies (2.10)-(2.12). Then we assume that $A$ is sufficiently large. Also, we can assume $N_1 \sim N_2 \sim N_3$ from Lemma 2.6. Thus it suffices to show (2.10). Indeed, thanks to $N_1 \sim N_2 \sim N_3$, we may replace $u_3$ in (2.11) and (2.12) with $R_{j}^A u_3$ where $j$ satisfies $|j - j_1|, |j - j_2| \lesssim 1$. Therefore, here we prove only (2.10).

Let $f_i = \mathcal{F}_{\tau \xi} [R_{j_i}^A Q_{L_i}^{\sigma_i} P_{N_i} u_i] (i = 1, 2)$. By Plancherel’s theorem, we may rewrite (2.10) as

$$\left\| \overline{\psi_{N_3}}(\tau - \sigma_3 |\xi|^2) \overline{\psi_{N_3}}(\xi) \int f_1(\tau_1, \xi_1) f_2(\tau - \tau_1, \xi - \xi_1) d\tau_1 d\xi_1 \right\|_{L^2_{\tau \xi}} \lesssim A^{-\frac{1}{2}} L_1^{\frac{1}{2}} L_2^{\frac{1}{2}} \|f_1\|_{L^2_{\tau \xi}} \|f_2\|_{L^2_{\tau \xi}}.$$  

(2.13)

Let $\overline{\psi_{N_3}}(\tau, \xi) := \overline{\psi_{N_3}}(\tau - \sigma_3 |\xi|^2) \overline{\psi_{N_3}}(\xi)$. We calculate as

$$\left\| \overline{\psi_{N_3}} \right\|_{L^2_{\tau \xi}} \left\| \int f_1(\tau_1, \xi_1) f_2(\tau - \tau_1, \xi - \xi_1) d\tau_1 d\xi_1 \right\|_{L^2_{\tau \xi}} \lesssim \left\| \overline{\psi_{N_3}} \right\|_{L^2_{\tau \xi}} \left( \int |f_1|^2(\tau_1, \xi_1) |f_2|^2(\tau - \tau_1, \xi - \xi_1) d\tau_1 d\xi_1 \right)^{1/2} \left( E(\tau, \xi) \right)^{1/2} \|E(\tau, \xi)\|_{L^2_{\tau \xi}} \lesssim \sup_{(\tau, \xi) \in \text{supp} \overline{\psi_{N_3}}} |E(\tau, \xi)|^{1/2} \|f_1\|_{L^2_{\tau \xi}} \|f_2\|_{L^2_{\tau \xi}}.$$  

Then it suffices to prove

$$\sup_{(\tau, \xi) \in \text{supp} \overline{\psi_{N_3}}} \left| E(\tau, \xi) \right| \lesssim A^{-1} L_1 L_2,$$  

(2.14)
Then the following estimate holds:

\[
E(\tau, \xi) := \left\{ (\tau_1, \xi_1) \in D^A_{j_1} \mid \langle \tau_1 + \sigma_1|\xi_1|^2 \rangle \sim L_1, \langle \tau - \tau_1 + \sigma_2|\xi - \xi_1|^2 \rangle \sim L_2, \right\}
\]

with \(|j_1 - j_2| \leq 1\). From \(\langle \tau_1 + \sigma_1|\xi_1|^2 \rangle \sim L_1\) and \(\langle \tau - \tau_1 + \sigma_2|\xi - \xi_1|^2 \rangle \sim L_2\), for fixed \(\xi_1\),

\[
|\{\tau_1 \mid (\tau_1, \xi_1) \in E(\tau, \xi)\}| \lesssim \min(L_1, L_2).
\] (2.15)

Let \(\theta_1\) be defined as \(\xi_1 := (|\xi_1| \cos \theta_1, |\xi_1| \sin \theta_1)\). It follows from

\[
\begin{align*}
\langle \tau_1 + \sigma_1|\xi_1|^2 \rangle + \langle \tau - \tau_1 + \sigma_2|\xi - \xi_1|^2 \rangle \\
= (\tau + \sigma_1|\xi_1|^2 + \sigma_2|\xi - \xi_1|^2) \\
= \tau - \sigma_3|\xi|^2 + \frac{((\sigma_1 + \sigma_2)|\xi_1| - \sigma_2 \cos \angle(\xi, \xi_1)|\xi|)^2 - (|\theta| - \sigma_2^2 \sin^2 \angle(\xi, \xi_1))|\xi|^2}{\sigma_1 + \sigma_2}
\end{align*}
\]

that

\[
((\sigma_1 + \sigma_2)|\xi_1| - \sigma_2 \cos \angle(\xi, \xi_1))|\xi|)^2 \\
= -(\sigma_1 + \sigma_2)(\tau - \sigma_3|\xi|^2) + (|\theta| - \sigma_2^2 \sin^2 \angle(\xi, \xi_1))|\xi|^2 + O(\max(L_1, L_2)).
\] (2.16)

Since \(A\) is sufficiently large, \(\sin \angle(\xi, \xi_1) (\sim A^{-1})\) is sufficiently small, so that we assume \(|\theta| - \sigma_2^2 \sin^2 \angle(\xi, \xi_1) > |\theta|/2\). Therefore, for fixed \(\theta_1\), (2.16) tells that \(|\xi_1|\) is confined to a set of measure at most \(O(\max(L_1, L_2)/N_1)\). From \((\tau_1, \xi_1) \in D^A_{j_1}, \theta_1\) is confined to a set of measure \(\sim A^{-1}\). We observe

\[
|\{\xi_1 \mid (\tau_1, \xi_1) \in E(\tau, \xi)\}| \\
= \int_{\theta_1} \int_{|\xi_1|} 1_{E(\tau, \xi)}(|\xi_1|, \theta_1)|\xi_1|d|\xi_1|d\theta_1 \\
\lesssim A^{-1} \max(L_1, L_2).
\]

Combining (2.15), this completes the proof of (2.14). \(\square\)

**Proposition 2.9.** Let \(L_{\max} \ll |\theta|N^2_{\min}\) and \(64 \leq A \leq N_{\max}, 16 \leq |j_1 - j_2| \leq 32\). Then the following estimate holds:

\[
\begin{align*}
\|Q_{L_3}^{-\sigma_3}P_{N_3}(R^{A}_{j_1}Q^{\sigma_1}_{L_1}P_{N_1}u_1 \cdot R^{A}_{j_2}Q^{\sigma_2}_{L_2}P_{N_2}u_2)\|_{L_5^2} \\
\lesssim A^3 N_{-1}^{-1}L_1^2 L_2^2 L_3^2 \|R^{A}_{j_1}Q^{\sigma_1}_{L_1}P_{N_1}u_1\|_{L_5^2} \|R^{A}_{j_2}Q^{\sigma_2}_{L_2}P_{N_2}u_2\|_{L_5^2}.
\end{align*}
\] (2.17)

For the proof of the above proposition, we introduce the important estimate. See [1] for more general case.
Proposition 2.10 ([3] Corollary 1.5). Assume that the surface $S_i$ ($i = 1, 2, 3$) is an open and bounded subset of $S_i^*$ which satisfies the following conditions (Assumption 1.1 in [3]).

(i) $S_i^*$ is defined as

$$S_i^* = \{ \lambda_i \in U_i \mid \Phi_i(\lambda_i) = 0, \nabla \Phi_i \neq 0, \Phi_i \in C^{1,1}(U_i) \},$$

for a convex $U_i \subset \mathbb{R}^3$ such that $\text{dist}(S_i, U_i^*) \geq \text{diam}(S_i)$;

(ii) the unit normal vector field $n_i$ on $S_i^*$ satisfies the Hölder condition

$$\sup_{\lambda, \lambda' \in S_i^*} \frac{|n_i(\lambda) - n_i(\lambda')|}{|\lambda - \lambda'|} + \frac{|n_i(\lambda)(\lambda - \lambda')|}{|\lambda - \lambda'|^2} \lesssim 1;$$

(iii) there exists $d > 0$ such that the matrix $N(\lambda_1, \lambda_2, \lambda_3) = (n_1(\lambda_1), n_2(\lambda_2), n_3(\lambda_3))$ satisfies the transversality condition

$$d \leq \det N(\lambda_1, \lambda_2, \lambda_3) \leq 1$$

for all $(\lambda_1, \lambda_2, \lambda_3) \in S_1^* \times S_2^* \times S_3^*$.

We also assume $\text{diam}(S_i) \lesssim d$. Then for functions $f \in L^2(S_1)$ and $g \in L^2(S_2)$, the restriction of the convolution $f \ast g$ to $S_3$ is a well-defined $L^2(S_3)$-function which satisfies

$$\|f \ast g\|_{L^2(S_3)} \lesssim \frac{1}{\sqrt{d}} \|f\|_{L^2(S_1)} \|g\|_{L^2(S_2)}.$$

Remark 2.1. (1) If $S_1$, $S_2$, $S_3$ are given coordinate hyperplanes in $\mathbb{R}^3$,

$$S_1 = \{ (x_1, x_2, x_3) \in \mathbb{R}^3 \mid x_1 = 0 \},$$

$$S_2 = \{ (x_1, x_2, x_3) \in \mathbb{R}^3 \mid x_2 = 0 \},$$

$$S_3 = \{ (x_1, x_2, x_3) \in \mathbb{R}^3 \mid x_3 = 0 \},$$

then the inequality $\|f \ast g\|_{L^2(S_3)} \lesssim \|f\|_{L^2(S_1)} \|g\|_{L^2(S_2)}$ is known as the classical Loomis-Whitney inequality in $\mathbb{R}^3$ which was introduced in [17]. Thus, we would say that Proposition 2.10 is the generalization of the Loomis-Whitney inequality.

(2) As was mentioned in [3], the condition of $S_i^*$ in (i) is used only to ensure the existence of a global representation of $S_i$ as a graph. In the proof of Proposition 2.9, the implicit function theorem and the other conditions may show the existence of such a graph. Thus we will not treat the condition (i) in the proof of Proposition 2.9.

Proof of Proposition 2.9. We divide the proof into the following two cases:

(I) $L_{\text{max}} \geq A^{-1} N_1^2$,

(II) $L_{\text{max}} \leq A^{-1} N_1^2$. 

We first consider the case (I). We subdivide the proof further.

\[(Ia) \quad L_3 \geq A^{-1}N_1^2, \quad (Ib) \quad L_1 \geq A^{-1}N_1^2, \quad (Ic) \quad L_2 \geq A^{-1}N_1^2.\]

For the case (Ia), we use the estimate \((2.10)\) in Theorem \(2.8\)

\[
\|Q_{l_{x}}^{3}\|_{L_{2}} \cdot \|Q_{l_{x}}^{3}\|_{L_{2}} \cdot \|Q_{l_{x}}^{3}\|_{L_{2}} \geq A^{-1/2}L_{1}^{1/2}L_{2}^{1/2}L_{3}^{1/2} \cdot \|Q_{l_{x}}^{3}\|_{L_{2}} \cdot \|Q_{l_{x}}^{3}\|_{L_{2}} \cdot \|Q_{l_{x}}^{3}\|_{L_{2}}.
\]

For (Ib), by the dual estimate, Hölder inequality and \((2.11)\), we have

\[
\|Q_{l_{x}}^{-3}\|_{L_{2}} \cdot \|Q_{l_{x}}^{-3}\|_{L_{2}} \cdot \|Q_{l_{x}}^{-3}\|_{L_{2}} \geq A^{-1/2}L_{1}^{1/2}L_{2}^{1/2}L_{3}^{1/2} \cdot \|Q_{l_{x}}^{-3}\|_{L_{2}} \cdot \|Q_{l_{x}}^{-3}\|_{L_{2}} \cdot \|Q_{l_{x}}^{-3}\|_{L_{2}}.
\]

The case (Ic) can be treated similarly.

For (II), by Plancherel’s theorem and the dual estimate, \((2.17)\) is verified by the following estimate:

\[
\left| \int f_{1}(\tau_{1},\xi_{1})f_{2}(\tau_{2},\xi_{2})f_{3}(\tau_{1}+\tau_{2},\xi_{1}+\xi_{2})d\tau_{1}d\tau_{2}d\xi_{1}d\xi_{2} \right| \leq A^{2}N_{1}^{-1}(L_{1}L_{2}L_{3})^{1/2} \|f_{1}\|_{L_{2}} \|f_{2}\|_{L_{2}} \|f_{3}\|_{L_{2}},
\]

where \(f_{i} = \mathcal{F}_{l_{x}}[Q_{l_{x}}^{3}P_{N_{i}}u_i] \quad (i = 1, 2)\) and \(f_{3} = \mathcal{F}_{l_{x}}[Q_{l_{x}}^{-3}P_{N_{3}}u_{3}].\) To show \((2.18)\), we first decompose \(f_{1}\) by thickened circular localization characteristic functions \(\{1_{g_{s}^{N_{1}+k\delta}}\}_{k=0}^{\lceil s \rceil +1}\) where \([s]\) denotes the maximal integer which is not greater than \(s \in \mathbb{R}\) and \(S_{\delta}^{0} = \{(\tau, \xi) \in \mathbb{R} \times \mathbb{R}^2 \mid \xi_{0} \leq \langle \xi \rangle \leq \xi_{0} + \delta\}\) with \(\delta = A^{-1}N_{1}\) as follows:

\[
f_{1} = \sum_{k=0}^{\lceil N_{1}/\delta \rceil +1} 1_{S_{\delta}^{k+N_{1}+k\delta}} f_{1}.
\]

Thanks to \(L_{\max} \leq A^{-1}N_{1}^{2}\), for each \(f_{1,k} := 1_{S_{\delta}^{k+N_{1}+k\delta}} f_{1}\) with fixed \(k \in [0, [N_{1}/\delta] + 1]\), we may assume that \(\text{supp} f_{2}\) is confined to \(S_{\delta}^{\xi_{0}(k)}\) with some fixed \(\xi_{0}(k) \sim N_{2}\). Indeed,
if \( A \) is sufficiently large, from \( \text{L}_\text{max} \leq A^{-1}N_1^2 \), we get

\[
|\sigma_3|\xi_1 + \xi_2|^2 + \sigma_1|\xi_1|^2 + \sigma_2|\xi_2|^2| \leq 3A^{-1}N_1^2
\]

\[
\implies -3A^{-1}N_1^2 \leq (\sigma_2 + \sigma_3)|\xi_2|^2 + 2\sigma_3|\xi_2||\xi_1|\cos \theta_{12} + (\sigma_1 + \sigma_3)|\xi_1|^2 \leq 3A^{-1}N_1^2
\]

\[
\implies \begin{cases}
\sigma_3|\xi_1|\cos \theta_{12} - |\xi_1|\sqrt{|\theta| - \sigma_3^2\sin^2 \theta_{12} + 2A^{-1}(\sigma_2 + \sigma_3)} \\
\leq (\sigma_2 + \sigma_3)|\xi_2| \leq \sigma_3|\xi_1|\cos \theta_{12} - |\xi_1|\sqrt{|\theta| - \sigma_3^2\sin^2 \theta_{12} - 2A^{-1}(\sigma_2 + \sigma_3)},
\end{cases}
\]

or

\[
\begin{cases}
\sigma_3|\xi_1|\cos \theta_{12} + |\xi_1|\sqrt{|\theta| - \sigma_3^2\sin^2 \theta_{12} - 2A^{-1}(\sigma_2 + \sigma_3)} \\
\leq (\sigma_2 + \sigma_3)|\xi_2| \leq \sigma_3|\xi_1|\cos \theta_{12} + |\xi_1|\sqrt{|\theta| - \sigma_3^2\sin^2 \theta_{12} + 2A^{-1}(\sigma_2 + \sigma_3)},
\end{cases}
\]

where \( \theta_{12} := \angle(\xi_1, \xi_2) \). Since \( |\theta_{12}| \) is confined to a set of measure \( \sim A^{-1} \), this suggests that if \( (\tau_1, \xi_1) \in 1_{S_{\delta}^{N_1+kA}} \) with fixed \( k \in [0, [N_1/\delta] + 1] \), \( |\xi_2| \) is restricted to a set of measure \( \sim \delta \). While, by symmetry, if \( (\tau_2, \xi_2) \in 1_{S_{\delta}^{N_1+kA}} \) with fixed \( k \in [0, [N_1/\delta] + 1] \), \( |\xi_1| \) is confined to a set of measure \( \sim \delta \). Thus we can assume that \( f_1 \) and \( f_2 \) in (2.18) satisfy \( f_1 \subset S_{\delta}^{N_1+kA} \) and \( f_2 \subset S_{\delta}^{N_1+kA} \) with fixed \( k \). Furthermore, we apply a harmless decomposition to \( f_1 \), \( f_2 \), \( f_3 \) and assume that there exist \( \xi_1^0, \xi_2^0, \xi_3^0 \in \mathbb{R}^2 \) such that \( \text{supp} f_1 \subset C_{A^{-1}N_1}(\xi_1^0) \), \( \text{supp} f_2 \subset C_{A^{-1}N_1}(\xi_2^0) \), \( \text{supp} f_3 \subset C_{A^{-1}N_1}(\xi_3^0) \) where

\[
C_{\delta}(\xi') := \{ (\tau, \xi) \in \mathbb{R}^3 \mid |\xi - \xi'| \leq \delta' \} \quad \text{with some } \delta' > 0.
\]

We apply the same strategy as that of the proof of Proposition 4.4 in [2]. Applying the transformation \( \tau_1 = -\sigma_1|\xi_1|^2 + c_1 \) and \( \tau_2 = -\sigma_2|\xi_2|^2 + c_2 \) and Fubini’s theorem, we find that it suffices to prove

\[
\left| \int f_1(\phi_c^{(1)}(\xi_1))f_2(\phi_c^{(2)}(\xi_2))f_3(\phi_c^{(1)}(\xi_1) + \phi_c^{(2)}(\xi_2))d\xi_1d\xi_2 \right|
\]

\[
\lesssim A^\frac{3}{2}N_1^{-1}\|f_1 \circ \phi_c^{(1)}\|_L^2\|f_2 \circ \phi_c^{(2)}\|_L^2\|f_3\|_L^2
\]

where \( f_3(\tau, \xi) \) is supported in \( c_0 \leq \tau - \sigma_3|\xi|^2 \leq c_0 + 1 \) and

\[
\phi^{(1)}_c(\xi) = (-\sigma_1|\xi|^2 + c_1, \xi), \quad \phi^{(2)}_c(\xi) = (-\sigma_2|\xi|^2 + c_2, \xi).
\]

We use the scaling \( (\tau, \xi) \rightarrow (N_1^2\tau, N_1\xi) \) to define

\[
\tilde{f}_1(\tau_1, \xi_1) = f_1(N_1^2\tau_1, N_1\xi_1), \quad \tilde{f}_2(\tau_2, \xi_2) = f_2(N_1^2\tau_2, N_1\xi_2), \quad \tilde{f}_3(\tau, \xi) = f_3(N_1^2\tau, N_1\xi).
\]

If we set \( \tilde{c}_k = N_1^{-2}c_k \), inequality (2.19) reduces to

\[
\left| \int \tilde{f}_1(\phi^{(1)}_{\tilde{c}_1}(\xi_1))\tilde{f}_2(\phi^{(2)}_{\tilde{c}_2}(\xi_2))\tilde{f}_3(\phi^{(1)}_{\tilde{c}_1}(\xi_1) + \phi^{(2)}_{\tilde{c}_2}(\xi_2))d\xi_1d\xi_2 \right|
\]

\[
\lesssim A^\frac{3}{2}N_1^{-1}\|\tilde{f}_1 \circ \phi^{(1)}_{\tilde{c}_1}\|_L^2\|\tilde{f}_2 \circ \phi^{(2)}_{\tilde{c}_2}\|_L^2\|\tilde{f}_3\|_L^2
\]
Note that $\tilde{f}_3$ is supported in $S_3(N_1^{-2})$ where
\[ S_3(N_1^{-2}) = \left\{ (\tau, \xi) \in C_{A^{-1}}(N_1^{-1}\xi_{f_3}^0) \mid \sigma_3|\xi|^2 + \frac{c_0}{N_1^2} \leq \tau \leq \sigma_3|\xi|^2 + \frac{c_0 + 1}{N_1^2} \right\}. \]

By density and duality it suffices to show for continuous $\tilde{f}_1$ and $\tilde{f}_2$ that
\[ \|\tilde{f}_1|_{S_1} * \tilde{f}_2|_{S_2}\|_{L^2(S_3(N_1^{-2})))} \lesssim A^\frac{1}{2}N_1^{-1}\|\tilde{f}_1\|_{L^2(S_1)}\|\tilde{f}_2\|_{L^2(S_2)} \tag{2.21} \]
where $S_1$, $S_2$ denote the following surfaces
\[
S_1 = \{ \phi_{\xi_1}^{(1)}(\xi_1) \in C_{A^{-1}}(N_1^{-1}\xi_{f_1}^0) \}, \\
S_2 = \{ \phi_{\xi_2}^{(2)}(\xi_2) \in C_{A^{-1}}(N_1^{-1}\xi_{f_2}^0) \}.
\]

(2.21) is immediately obtained by
\[ \|\tilde{f}_1|_{S_1} * \tilde{f}_2|_{S_2}\|_{L^2(S_3)} \lesssim A^\frac{1}{2}\|\tilde{f}_1\|_{L^2(S_1)}\|\tilde{f}_2\|_{L^2(S_2)} \tag{2.22} \]
where
\[ S_3 = \{ (\psi(\xi), \xi) \in C_{A^{-1}}(N_1^{-1}\xi_{f_3}^0) \mid \psi(\xi) = \sigma_3|\xi|^2 + \frac{c_0}{N_1^2} \}. \]

Since $|N_1^{-1}\xi_{f_1}^0| \sim |N_1^{-1}\xi_{f_2}^0| \sim |N_1^{-1}\xi_{f_3}^0| \sim 1$, after suitable harmless decomposition, we can assume
\[ \text{diam}(S_k) \leq 2^{-10}|\theta|M A^{-1}, \quad (k = 1, 2, 3). \tag{2.23} \]

Here we used the harmless constant
\[ M : = \langle \sigma_1 \rangle^{-2}\langle \sigma_2 \rangle^{-2}\langle \sigma_3 \rangle^{-2} \min(1, |\sigma_1 + \sigma_2|, |\sigma_2 + \sigma_3|, |\sigma_3 + \sigma_1|). \]

For any $\lambda_i \in S_i$, $i = 1, 2, 3$, there exist $\xi_1$, $\xi_2$, $\xi$ such that
\[ \lambda_1 = \phi_{\xi_1}^{(1)}(\xi_1), \quad \lambda_2 = \phi_{\xi_2}^{(2)}(\xi_2), \quad \lambda_3 = (\psi(\xi), \xi), \]
and the unit normals $n_i$ on $\lambda_i$ are written as
\[
\begin{align*}
   n_1(\lambda_1) &= \frac{1}{\langle 2\sigma_1|\xi_1| \rangle} \left( 1, 2\sigma_1\xi_1^{(1)}, 2\sigma_1\xi_1^{(2)} \right), \\
   n_2(\lambda_2) &= \frac{1}{\langle 2\sigma_2|\xi_2| \rangle} \left( 1, 2\sigma_2\xi_2^{(1)}, 2\sigma_2\xi_2^{(2)} \right), \\
   n_3(\lambda_3) &= \frac{1}{\langle 2\sigma_3|\xi| \rangle} \left( -1, 2\sigma_3\xi^{(1)}, 2\sigma_3\xi^{(2)} \right),
\end{align*}
\]
where $\xi^{(i)}$ ($i = 1, 2$) denotes the $i$-th component of $\xi$. Clearly, the surfaces $S_1$, $S_2$, $S_3$ satisfy the following Hölder condition.
\[ \sup_{\lambda_i, \lambda_i' \in S_i} \frac{|n_i(\lambda_i) - n_i(\lambda_i')|}{|\lambda_i - \lambda_i'|} + \frac{|n_i(\lambda_i)(\lambda_i - \lambda_i')|}{|\lambda_i - \lambda_i'|^2} \leq 2^3. \tag{2.24} \]
We may assume that there exist \( \xi'_1, \xi'_2, \xi'_3 \in \mathbb{R}^2 \) such that
\[
\xi'_1 + \xi'_2 = \xi', \quad \phi_{c_1}^\phi(\xi'_1) \in S_1, \quad \phi_{c_2}^\phi(\xi'_2) \in S_2, \quad (\psi(\xi'), \xi') \in S_3,
\]
otherwise the left-hand side of (2.22) vanishes. Let \( \lambda'_1 = \phi_{c_1}^\phi(\xi'_1), \lambda'_2 = \phi_{c_2}^\phi(\xi'_2), \lambda'_3 = (\psi(\xi'), \xi') \). For any \( \lambda_1 = \phi_{c_1}^\phi(\xi_1) \in S_1 \), we deduce from \( \lambda_1, \lambda'_1 \in S_1 \) and (2.23) that
\[
|n_1(\lambda_1) - n_1(\lambda'_1)| \leq 2^{-7}|\theta|MA^{-1}.
\] (2.25)
Similarly, for any \( \lambda_2 \in S_2 \) and \( \lambda_3 \in S_3 \) we have
\[
|n_2(\lambda_2) - n_2(\lambda'_2)| \leq 2^{-7}|\theta|MA^{-1}.
\] (2.26)
\[
|n_3(\lambda_3) - n_3(\lambda'_3)| \leq 2^{-7}|\theta|MA^{-1}.
\] (2.27)
From (2.23)-(2.24), once the following transversality condition (2.28) is verified, we obtain the desired estimate (2.22) by applying Proposition 2.10 with \( d = |\theta|MA^{-1}/2 \).
\[
\frac{|\theta|}{2}MA^{-1} \leq |\det N(\lambda_1, \lambda_2, \lambda_3)| \quad \text{for any } \lambda_i \in S_i.
\] (2.28)
From (2.25)-(2.27) it suffices to show
\[
|\theta|MA^{-1} \leq |\det N(\lambda'_1, \lambda'_2, \lambda'_3)|.
\] (2.29)
Seeing that \( \lambda'_1 = \phi_{c_1}^\phi(\xi'_1), \lambda'_2 = \phi_{c_2}^\phi(\xi'_2), \lambda'_3 = (\psi(\xi'), \xi') \) and \( \xi'_1 + \xi'_2 = \xi' \), we get
\[
|\det N(\lambda'_1, \lambda'_2, \lambda'_3)| \geq \frac{1}{\langle 2\sigma_3|\xi'\rangle} \frac{1}{\langle 2\sigma_1|\xi'_1\rangle} \frac{1}{\langle 2\sigma_2|\xi'_2\rangle} |\det \begin{pmatrix} 1 & 1 & -1 \\ \sigma_{1S'_1} & \sigma_{2S'_1} & \sigma_{3S'_1} \\ \sigma_{1S'_2} & \sigma_{2S'_2} & \sigma_{3S'_2} \end{pmatrix}|
\]
\[
\geq \frac{1}{8} |\theta|M \left| \frac{\xi'_{S'_1} - \xi'_{S'_2}}{\xi'_1 \xi'_2} \right| \geq |\theta|MA^{-1}.
\]
\[
\square
\]
2.2. The estimates for low modulation, 3D. Similarly to 2D, we will utilize the operators with respect to angular variables. The following operators were introduced in [1].

**Definition 3** ([1]). For each \( A \in \mathbb{N}, \{\omega_A^j\}_{j \in \Omega_A} \) denotes a set of spherical caps of \( S^2 \) with the following properties:

(i) The angle \( \angle(x, y) \) between any two vectors in \( x, y \in \omega_A^j \) satisfies
\[
|\angle(x, y)| \leq A^{-1}.
\]
(ii) Characteristic functions \( \{ 1_{\omega_A^j} \} \) satisfy
\[
1 \leq \sum_{j \in \Omega_A} 1_{\omega_A^j}(x) \leq 3, \quad \forall x \in \mathbb{S}^2.
\]

We define the function
\[
\alpha(j_1, j_2) = \inf \{ |\angle(\pm x, y)| : x \in \omega_A^{j_1}, \ y \in \omega_A^{j_2} \}
\]
which measures the minimal angle between any two straight lines through the spherical caps \( \omega_A^{j_1} \) and \( \omega_A^{j_2} \), respectively. It is easily observed that for any fixed \( j_1 \in \Omega_A \) there exist only a finite number of \( j_2 \in \Omega_A \) which satisfies \( \alpha(j_1, j_2) \sim A^{-1} \).

Based on the above construction, for each \( j \in \Omega_A \) we define
\[
\mathcal{D}_j^A = \left\{ (\tau, \xi) \in \mathbb{R} \times (\mathbb{R}^3 \setminus \{0\}) : \frac{\xi}{|\xi|} \in \omega_A^j \right\}
\]
and the corresponding localization operator
\[
\mathcal{F}(R_j^A u)(\tau, \xi) = \frac{\chi_{\omega_A^j}(\xi)}{\chi(\frac{\xi}{|\xi|})} \mathcal{F}u(\tau, \xi).
\]

**Theorem 2.11.** Let \( L_{\text{max}} \ll |\theta| N_{\text{min}}^2, \ A \geq 1 \) and \( \alpha(j_1, j_2) \lesssim A^{-1} \). Then the following estimates holds:

\[
\|Q_{L_3}^{-\sigma_3} P_{N_3}(R_{j_1}^A Q_{L_1}^{\sigma_1} P_{N_1} u_1 \cdot R_{j_2}^A Q_{L_2}^{\sigma_2} P_{N_2} u_2)\|_{L_{\xi}^2} \lesssim A^{-1} N_{L_1}^\frac{1}{2} L_{L_2}^\frac{1}{2} \|R_{j_1}^A Q_{L_1}^{\sigma_1} P_{N_1} u_1\|_{L_{\xi}^2} \|R_{j_2}^A Q_{L_2}^{\sigma_2} P_{N_2} u_2\|_{L_{\xi}^2}, \tag{2.30}
\]

\[
\|R_{j_1}^A Q_{L_1}^{\sigma_1} P_{N_1}(R_{j_2}^A Q_{L_2}^{\sigma_2} P_{N_2} u_2 \cdot Q_{L_3}^{\sigma_3} P_{N_3} u_3)\|_{L_{\xi}^2} \lesssim A^{-1} N_{L_1}^\frac{1}{2} L_{L_2}^\frac{1}{2} L_{L_3}^\frac{1}{2} \|R_{j_2}^A Q_{L_2}^{\sigma_2} P_{N_2} u_2\|_{L_{\xi}^2} \|Q_{L_3}^{\sigma_3} P_{N_3} u_3\|_{L_{\xi}^2}, \tag{2.31}
\]

\[
\|R_{j_2}^A Q_{L_2}^{\sigma_2} P_{N_2}(Q_{L_3}^{\sigma_3} P_{N_3} u_3 \cdot R_{j_1}^A Q_{L_1}^{\sigma_1} P_{N_1} u_1)\|_{L_{\xi}^2} \lesssim A^{-1} N_{L_1}^\frac{1}{2} L_{L_2}^\frac{1}{2} L_{L_3}^\frac{1}{2} \|Q_{L_3}^{\sigma_3} P_{N_3} u_3\|_{L_{\xi}^2} \|R_{j_1}^A Q_{L_1}^{\sigma_1} P_{N_1} u_1\|_{L_{\xi}^2}. \tag{2.32}
\]

**Proof.** Similarly to the proof of Theorem 2.8, we assume that \( A \) is sufficiently large and show only (2.30). By Plancherel’s theorem, (2.30) can be written as

\[
\left\| \psi_{L_3}(\tau - \sigma_3|\xi|^2) \psi_{N_3}(\xi) \int f_1(\tau_1, \xi_1) f_2(\tau - \tau_1, \xi - \xi_1) d\tau_1 d\xi_1 \right\|_{L_{\xi}^2} \lesssim A^{-1} N_{L_1}^\frac{1}{2} L_{L_2}^\frac{1}{2} L_{L_3}^\frac{1}{2} \|f_1\|_{L_{\xi}^2} \|f_2\|_{L_{\xi}^2}, \tag{2.33}
\]

where \( f_i = \mathcal{F}_{L_3}[R_{j_i}^A Q_{L_i}^{\sigma_i} P_{N_i} u_i] \) \((i = 1, 2)\). Let \( \xi = (\xi^{(1)}, \xi^{(2)}, \xi^{(3)}) \in \mathbb{R}^3 \) and \( \tilde{\xi} = (\xi^{(1)}, \xi^{(2)}) \in \mathbb{R}^2 \). Since \( \text{supp} \ f_i \subset \mathcal{D}_{j_i}^A \), after applying rotation in space and suitable
decomposition, we may assume that the supports of \(f_1\) and \(f_2\) are both contained in the following slab

\[
\Sigma_3(N_1A^{-1}) := \{ (\tau, \xi) \in \mathbb{R} \times \mathbb{R}^3 \mid |\xi^{(3)}| \leq N_1A^{-1} \}.
\]

Let \(\psi_{N_3,L_3}^\sigma(\tau, \xi) := \psi_{L_3}(\tau - \sigma \xi|\xi|^2)\psi_{N_3}(\xi)\). It suffices to show

\[
\left\| \int_{\mathbb{R}^3} \psi_{N_3,L_3}^\sigma(\tau, \xi) f_1(\tau_1, \tilde{\xi}_1, \xi^{(3)}_1) f_2(\tau - \tau_1, -\tilde{\xi}_1 - \xi^{(3)}_1 + \xi^{(3)}_1 + \xi^{(3)}_2) d\tau_1 d\xi_1 \right\|_{L^2_{\tau \xi}} \leq A^{-\frac{1}{2}}(L_1L_2)^{\frac{1}{2}} \| f_1(\xi^{(3)}_1) \|_{L^2_{\tau \xi}} \| f_2(\xi^{(3)} - \xi^{(3)}_1) \|_{L^2_{\tau \xi}} \tag{2.34}
\]

for any \(|\xi^{(3)} - \xi^{(3)}_1| \leq N_1A^{-1}\) and \(|\xi^{(3)}_1| \leq N_1A^{-1}\). Indeed, once (2.34) holds, from Minkowski’s inequality and Young’s inequality, we have

\[
\left\| \psi_{N_3,L_3}^\sigma(\tau, \xi) \int_{\mathbb{R}^4} f_1(\tau_1, \xi_1) f_2(\tau - \tau_1, \xi_1 - \xi) d\tau_1 d\xi_1 \right\|_{L^2_{\tau \xi}} \leq A^{-\frac{1}{2}}(L_1L_2)^{\frac{1}{2}} \| f_1(\xi^{(3)}_1) \|_{L^2_{\tau \xi}} \| f_2(\xi^{(3)} - \xi^{(3)}_1) \|_{L^2_{\tau \xi}} \tag{2.34}
\]

Since the estimate (2.34) can be verified by the same proof as that of Theorem 2.8 we omit the details.

\[\square\]

**Proposition 2.12.** Let \(L_{\max} \ll |\theta|N_{\min}^2\), \(64 \leq A \leq N_{\max}\) and \(\alpha(j_1, j_2) \lesssim A^{-1}\). Then the following estimate holds:

\[
\left\| Q_{L_3}^{-\sigma_3} P_{N_3}(R_{j_1}^{A} Q_{L_1}^{\sigma_3} P_{N_1} u_1 \cdot R_{j_2}^{A} Q_{L_2}^{\sigma_2} P_{N_2} u_2) \right\|_{L^2_t} \lesssim N_1^{-\frac{1}{2}} L_1^2 L_2^2 L_3^2 \| R_{j_1}^{A} Q_{L_1}^{\sigma_3} P_{N_1} u_1 \|_{L^2_t} \| R_{j_2}^{A} Q_{L_2}^{\sigma_2} P_{N_2} u_2 \|_{L^2_t} \tag{2.35}
\]

Proof. We use the same notations as in the proof of Theorem 2.11. Applying Fourier transform, we rewrite (2.35) as
\[
\left\| \psi_{N_3,L_3}^3(\tau, \xi) \int f_1(\tau_1, \xi_1) f_2(\tau - \tau_1, \xi - \xi_1) d\tau_1 d\xi_1 \right\|_{L^2_{\tau,\xi}} \lesssim A^{-1} N_1^{\frac{1}{2}} L_1^{\frac{1}{2}} L_2^{\frac{3}{2}} \| f_1 \|_{L^2_{\tau,\xi}} \| f_2 \|_{L^2_{\tau,\xi}}. \tag{2.36}
\]
Similarly to the proof of Theorem 2.11 we assume that the supports of \( f \) and \( g \) are both contained in the slab \( \Sigma_3(N_1 A^{-1}) \). Thanks to \( |\xi|^2 = |\tilde{\xi}|^2 + (\xi^{(3)})^2 \), applying the same argument as in the proof of Theorem 2.9 we may obtain
\[
\left\| \int \psi_{N_3,L_3}^3(\tau, \xi) f_1(\tau_1, \xi_1, (\xi^{(3)})_3) f_2(\tau - \tau_1, \tilde{\xi} - \tilde{\xi}_1, (\xi^{(3)} - \xi^{(3)}_1) d\tau_1 d\xi_1 \right\|_{L^2_{\tau,\xi}} \lesssim A^\frac{1}{2} N_1^{-1} (L_0 L_1 L_2) \frac{1}{2} \| f_1(\xi^{(3)}) \|_{L^2_{\tau,\xi}} \| f_2(\xi^{(3)} - \xi^{(3)}_1) \|_{L^2_{\tau,\xi}} \tag{2.37}
\]
for any \( |\xi^{(3)} - \xi^{(3)}_1| \leq N_1 A^{-1} \). To avoid redundancy, we omit the proof of (2.37). From (2.37) and Minkowski’s inequality, we get
\[
\left\| \int \psi_{N_3,L_3}^3(\tau, \xi) f_1(\tau_1, \xi_1) \int f_2(\tau - \tau_1, \tilde{\xi} - \tilde{\xi}_1, (\xi^{(3)} - \xi^{(3)}_1) d\tau_1 d\xi_1 \right\|_{L^2_{\tau,\xi}} \lesssim A^\frac{1}{2} N_1^{-1} (L_1 L_2 L_3) \frac{1}{2} \| f_1(\xi^{(3)}) \|_{L^2_{\tau,\xi}} \| f_2(\xi^{(3)} - \xi^{(3)}_1) \|_{L^2_{\tau,\xi}} \| d\xi_1^{(3)} \|_{L^2_{\xi^{(3)}}} \tag{2.37}
\]
which completes the proof of (2.36). \( \square \)

2.3. Proof of Proposition 2.1. We now prove the key estimate Proposition 2.1.

Proof of Proposition 2.1. By the duality argument, it suffice to show that
\[
\sum_{N_1,N_2,N_3 \geq 1} \sum_{L_1,L_2,L_3 \geq 1} N_{\text{max}} \left| \int u_{N_1,L_1} v_{N_2,L_2} w_{N_3,L_3} dxdt \right| \lesssim \| u \|_{X^{s,b,1}_{\alpha_1}} \| v \|_{X^{s,b,1}_{\alpha_2}} \| w \|_{X^{-s,b,1}_{\alpha_3}}
\]
for the scalar functions \( u, v, \) and \( w \), where we put
\[
u_{N_1,L_1} := Q_{L_1}^{\alpha_1} P_{N_1} u, \quad v_{N_2,L_2} := Q_{L_2}^{\alpha_2} P_{N_2} v, \quad w_{N_3,L_3} := Q_{L_3}^{\alpha_3} P_{N_3} w
\]
and used $(Q^{-s}_{L^3} f, g)_{L^2_{tx}} = (f, Q^{s}_{L^3} g)_{L^2_{tx}}$. By Plancherel’s theorem, we have

$$\left| \int u_{N_1, L_1} v_{N_2, L_2} w_{N_3, L_3} \, dx \, dt \right|$$

$$\sim \int_{\xi_1 + \xi_2 + \xi_3 = 0} |F_{tx}[u_{N_1, L_1}] (\tau_1, \xi_1) F_{tx}[v_{N_2, L_2}] (\tau_2, \xi_2) F_{tx}[w_{N_3, L_3}] (\tau_3, \xi_3)|.$$ 

Thus, it is clear that we only need to consider the following three cases:

(I) $N_1 \lesssim N_2 \sim N_3$,  
(II) $N_2 \lesssim N_3 \sim N_1$,  
(III) $N_3 \lesssim N_1 \sim N_2$.

To avoid redundancy, we only consider the first case. The other two can be shown similarly. It suffices to show that

$$N_2 \left| \int u_{N_1, L_1} v_{N_2, L_2} w_{N_3, L_3} \, dx \, dt \right| \lesssim \left( \frac{N_1}{N_2} \right)^{\epsilon} N_1^s (L_1 L_2 L_3)^{b'} \| u_{N_1, L_1} \|_{L^2_{tx}} \| v_{N_2, L_2} \|_{L^2_{tx}} \| w_{N_3, L_3} \|_{L^2_{tx}}$$

for some $b' \in (0, \frac{1}{2})$ and $\epsilon > 0$. Indeed, from (2.38) and the Cauchy-Schwartz inequality, we obtain

$$\sum_{N_1 \lesssim N_2 \lesssim N_3} \sum_{L_1, L_2, L_3 \geq 1} N_2 \left| \int u_{N_1, L_1} v_{N_2, L_2} w_{N_3, L_3} \, dx \, dt \right|$$

$$\lesssim \sum_{N_1 \lesssim N_2 \lesssim N_3} \sum_{L_1, L_2, L_3 \geq 1} \left( \frac{N_2}{N_1} \right)^{\epsilon} N_1^s (L_1 L_2 L_3)^{b'} \| u_{N_1, L_1} \|_{L^2_{tx}} \| v_{N_2, L_2} \|_{L^2_{tx}} \| w_{N_3, L_3} \|_{L^2_{tx}}$$

$$\lesssim \sum_{N_3} \sum_{N_2 \lesssim N_3} \left( \sum_{N_1 \lesssim N_2} N_1^{s+\epsilon} N_2^{-\epsilon} \sum_{L_1 \geq 1} L_1^{b'} \| u_{N_1, L_1} \|_{L^2_{tx}} \right) \sum_{L_2 \geq 1} L_2^{b'} \| v_{N_2, L_2} \|_{L^2_{tx}} \sum_{L_3 \geq 1} L_3^{b'} \| w_{N_3, L_3} \|_{L^2_{tx}}$$

$$\lesssim \| u \|_{X^{s, b'}_{2, 1}} \sum_{N_3} \sum_{N_2 \lesssim N_3} \left( \sum_{N_1 \lesssim N_2} N_1^{s+\epsilon} \sum_{L_1 \geq 1} L_1^{b'} \| v_{N_2, L_2} \|_{L^2_{tx}} \right) \left( \sum_{L_3 \geq 1} L_3^{b'} \| w_{N_3, L_3} \|_{L^2_{tx}} \right)$$

Hence, we focus on (2.38) for $N_1 \lesssim N_2 \sim N_3$. We put $L_{\text{max}} := \max_{1 \leq j \leq 3} (L_1, L_2, L_3)$.

Case 1: High modulation, $L_{\text{max}} \gtrsim N_{\text{max}}^2$
We assume $L_1 \gtrsim N_{\text{max}}^2 \sim N_2^2$. By the Cauchy-Schwartz inequality and (2.6), we have
\[
\left| \int u_{N_1,L_1} v_{N_2,L_2} w_{N_3,L_3} \, dx \, dt \right| \\
\lesssim \left\| u_{N_1,L_1} \right\|_{L_t^2} \left\| P_{N_1} (v_{N_2,L_2} w_{N_3,L_3}) \right\|_{L_t^2} \\
\lesssim N_1^\frac{d}{2} N_2 \left( \frac{N_1}{N_2} \right)^{\frac{1}{2} - 2\delta} \left( L_2^b L_3^b \right)^{\frac{1}{2} - 2\delta} \left\| u_{N_1,L_1} \right\|_{L_t^2} \left\| v_{N_2,L_2} \right\|_{L_t^2} \left\| w_{N_3,L_3} \right\|_{L_t^2}.
\]
Therefore, we obtain
\[
N_2 \left| \int u_{N_1,L_1} v_{N_2,L_2} w_{N_3,L_3} \, dx \, dt \right| \\
\lesssim N_1^\frac{d}{2} N_2 \left( \frac{N_1}{N_2} \right)^{\frac{1}{2} - 2\delta} \left( L_2^b L_3^b \right)^{\frac{1}{2} - 2\delta} \left\| u_{N_1,L_1} \right\|_{L_t^2} \left\| v_{N_2,L_2} \right\|_{L_t^2} \left\| w_{N_3,L_3} \right\|_{L_t^2}.
\]
Thus, it suffices to show that
\[
N_1^\frac{d}{2} N_2^{\frac{1}{2} - 2b' + 2\delta} \left( \frac{N_1}{N_2} \right)^{\epsilon} \lesssim N_1^s
\]
for some $\epsilon > 0$. Since $\delta = \frac{1}{2} - b'$, we have
\[
N_1^\frac{d}{2} N_2^{\frac{1}{2} - 2b' + 2\delta} = N_1^\frac{d}{2} N_2^{\frac{1}{2} - 2b'} \sim N_1^\frac{d}{2} N_2^{\frac{1}{2} - 2b'} \left( \frac{N_1}{N_2} \right)^{b' - \frac{3}{2}} N_1^s
\]
If $d = 2$, then we obtain
\[
N_1^\frac{d}{2} N_2^{\frac{1}{2} - 2b' - s} \leq N_1^{-6\left( b' - \frac{5}{12} \right)}
\]
for $s \geq \frac{1}{2}$. Therefore, by choosing $b' \in \left[ \frac{5}{12}, \frac{1}{2} \right)$, we get (2.39). While if $d = 3$, then we obtain
\[
N_1^\frac{d}{2} N_2^{\frac{1}{2} - 2b' - s} = N_1^{-\left( s - \frac{1}{2} \right) - 6\left( b' - \frac{5}{12} \right)}
\]
Therefore, by choosing $b' \in \left( \frac{1}{2} - \frac{1}{6}(s - \frac{1}{2}), \frac{1}{2} \right)$ for $s > \frac{1}{2}$, we get (2.39).

The proofs for the cases $L_2 \gtrsim N_{\text{max}}^2$ and $L_3 \gtrsim N_{\text{max}}^2$ are quite same. We omit them.

Case 2: Low modulation, $L_{\text{max}} \ll N_{\text{max}}^2$

By Lemma 2.6, we can assume $N_1 \sim N_2 \sim N_3$ thanks to $L_{\text{max}} \ll N_{\text{max}}^2$.  

\[\text{o2D}\]
We first consider 2D case. Let $M_0 := (L_{\max})^{-\frac{1}{2}} N_{\max} \sim (L_{\max})^{-\frac{1}{4}} N_1$. We decompose $\mathbb{R}^3 \times \mathbb{R}^3$ as follows:

$$
\mathbb{R}^3 \times \mathbb{R}^3 = \bigcup_{0 \leq j_1, j_2 \leq M_0 - 1} \mathcal{D}_1 \times \mathcal{D}_2 \cup \bigcup_{0 \leq j_1, j_2 \leq M_0 - 1} \mathcal{D}_1 \times \mathcal{D}_2.
$$

We can write

$$
\left| \int u_{N_1, L_1} v_{N_2, L_2} w_{N_3, L_3} \, dx \, dt \right| \leq \sum_{A = M_0} \sum_{\substack{0 \leq j_1, j_2 \leq M_0 - 1 \atop |j_1 - j_2| \leq 16}} \left| \int u_{N_1, L_1} v_{N_2, L_2} w_{N_3, L_3} \, dx \, dt \right|
$$

$$
+ \sum_{A = M_0} \sum_{\substack{0 \leq j_1, j_2 \leq M_0 - 1 \atop |j_1 - j_2| \leq 16}} \left| \int u_{N_1, L_1} v_{N_2, L_2} w_{N_3, L_3} \, dx \, dt \right|
$$

with $u_{N_1, L_1, j_1} := R_{j_1}^1 u_{N_1, L_1}$ and $v_{N_2, L_2, j_2} := R_{j_2}^2 v_{N_2, L_2}$. We assume $L_{\max} = L_3$ for simplicity. The other cases can be treated similarly. For the former term, by using the Hölder inequality and Theorem 2.8, we get

$$
\sum_{0 \leq j_1, j_2 \leq M_0 - 1} \left| \int u_{N_1, L_1, j_1} v_{N_2, L_2, j_2} w_{N_3, L_3} \, dx \, dt \right|
$$

$$
\lesssim \|w_{N_3, L_3}\|_{L^2_x} \sum_{0 \leq j_1, j_2 \leq M_0 - 1} \|Q^{-\sigma_3}_{L_3} \mathcal{P}_{N_3}(u_{N_1, L_1, j_1} v_{N_2, L_2, j_2})\|_{L^2_t}
$$

$$
\lesssim \left( L_3^{-\frac{1}{2}} N_1 \right)^{-\frac{1}{2}} L_1^2 L_2^2 \|w_{N_3, L_3}\|_{L^2_x} \sum_{0 \leq j_1, j_2 \leq M_0 - 1} \|u_{N_1, L_1, j_1}\|_{L^2_t} \|v_{N_2, L_2, j_2}\|_{L^2_t}
$$

$$
\lesssim N_1^{-\frac{1}{2}} (L_1 L_2 L_3)^{\frac{5}{4}} \|u_{N_1, L_1}\|_{L^2_t} \|v_{N_2, L_2}\|_{L^2_t} \|w_{N_3, L_3}\|_{L^2_t}.
$$

For the latter term, it follows from Proposition 2.9 that we get

$$
\sum_{64 \leq A \leq M_0} \sum_{0 \leq j_1, j_2 \leq A - 1} \left| \int u_{N_1, L_1, j_1} v_{N_2, L_2, j_2} w_{N_3, L_3} \, dx \, dt \right|
$$

$$
\lesssim \|w_{N_3, L_3}\|_{L^2_x} \sum_{64 \leq A \leq M_0} \sum_{0 \leq j_1, j_2 \leq A - 1} \|Q^{-\sigma_3}_{L_3} \mathcal{P}_{N_3}(u_{N_1, L_1, j_1} v_{N_2, L_2, j_2})\|_{L^2_t}
$$

$$
\lesssim \|w_{N_3, L_3}\|_{L^2_x} \sum_{64 \leq A \leq M_0} A^2 N_1^{-1}(L_1 L_2 L_3)^{\frac{1}{2}} \sum_{0 \leq j_1, j_2 \leq A - 1} \|u_{N_1, L_1, j_1}\|_{L^2_t} \|v_{N_2, L_2, j_2}\|_{L^2_t}
$$

$$
\lesssim N_1^{-\frac{1}{2}} (L_1 L_2 L_3)^{\frac{5}{4}} \|u_{N_1, L_1}\|_{L^2_t} \|v_{N_2, L_2}\|_{L^2_t} \|w_{N_3, L_3}\|_{L^2_t}.
$$

The above two estimates give the desired estimate (2.38).

Next, we consider 3D case. The proof is almost the same as that for 2D. We use
Our previous arguments from Theorem 2.11 and Proposition 2.12 do not hold for three-dimensional systems. Instead, we will use the H"older inequality and Theorem 2.8 to derive estimates. Specifically, for the term $u$, we have

$$\mathbb{R}^4 \times \mathbb{R}^4 = \bigcup_{j_1, j_2 \in \Omega N_1} \mathcal{D}_{j_1}^{N_1} \times \mathcal{D}_{j_2}^{N_1} \bigcup_{64 \leq A \leq N_1} \bigcup_{j_1, j_2 \in \Theta A} \mathcal{D}_{j_1}^{A} \times \mathcal{D}_{j_2}^{A}.$$ 

We can write

$$\left| \int u_{N_1, L_1} v_{N_2, L_2} w_{N_3, L_3} dx dt \right| \leq \sum_{A \in N_1} \left| \int u_{N_1, L_1, j_1} v_{N_2, L_2, j_2} w_{N_3, L_3} dx dt \right|$$

$$+ \sum_{64 \leq A \leq N_1} \sum_{j_1, j_2 \in \Theta A} \left| \int u_{N_1, L_1, j_1} v_{N_2, L_2, j_2} w_{N_3, L_3} dx dt \right|$$

with $u_{N_1, L_1, j_1} := R_{j_1}^A u_{N_1, L_1}$ and $v_{N_2, L_2, j_2} := R_{j_2}^A v_{N_2, L_2}$. We assume $L_{\text{max}} = L_3$ for simplicity. For the former term, by using the Hölder inequality and Theorem 2.8, we get

$$\sum_{j_1, j_2 \in \Omega N_1} \left| \int u_{N_1, L_1, j_1} v_{N_2, L_2, j_2} w_{N_3, L_3} dx dt \right| \leq \left\| w_{N_3, L_3} \right\|_{L^2_{x,t}} \sum_{j_1, j_2 \in \Omega N_1} \left\| Q_{L_3}^{-\frac{1}{2}} P_{N_3} \left( u_{N_1, L_1, j_1} v_{N_2, L_2, j_2} \right) \right\|_{L^2_{x,t}}$$

$$\lesssim N_1^{-\frac{1}{2}} L_1^{\frac{1}{2}} L_2^{\frac{1}{2}} \left\| w_{N_3, L_3} \right\|_{L^2_{x,t}} \sum_{j_1, j_2 \in \Omega N_1} \left\| u_{N_1, L_1, j_1} \right\|_{L^2_{x,t}} \left\| v_{N_2, L_2, j_2} \right\|_{L^2_{x,t}}$$

$$\lesssim N_1^{-\frac{1}{2}} \left( L_1 L_2 L_3 \right)^{\frac{1}{2}} \left\| u_{N_1, L_1} \right\|_{L^2_{x,t}} \left\| v_{N_2, L_2} \right\|_{L^2_{x,t}} \left\| w_{N_3, L_3} \right\|_{L^2_{x,t}}.$$ 

For the latter term, it follows from Proposition 2.9 and $L_{\text{max}} \ll N_1^2$ that we get

$$\sum_{64 \leq A \leq N_1} \sum_{j_1, j_2 \in \Theta A} \left| \int u_{N_1, L_1, j_1} v_{N_2, L_2, j_2} w_{N_3, L_3} dx dt \right| \leq \left\| w_{N_3, L_3} \right\|_{L^2_{x,t}} \sum_{64 \leq A \leq N_1} \sum_{j_1, j_2 \in \Theta A} \left\| Q_{L_3}^{-\frac{1}{2}} P_{N_3} \left( u_{N_1, L_1, j_1} v_{N_2, L_2, j_2} \right) \right\|_{L^2_{x,t}}$$

$$\lesssim \left( \log N_1 \right) N_1^{-\frac{1}{2}} \left( L_1 L_2 L_3 \right)^{\frac{1}{2}} \left\| u_{N_1, L_1} \right\|_{L^2_{x,t}} \left\| v_{N_2, L_2} \right\|_{L^2_{x,t}} \left\| w_{N_3, L_3} \right\|_{L^2_{x,t}}$$

$$\lesssim N_1^{-\frac{3}{2}} \left( L_1 L_2 L_3 \right)^{\frac{1}{10}} \left\| u_{N_1, L_1} \right\|_{L^2_{x,t}} \left\| v_{N_2, L_2} \right\|_{L^2_{x,t}} \left\| w_{N_3, L_3} \right\|_{L^2_{x,t}}.$$ 

This completes the proof of (2.38). \qed
3. Proof of the well-posedness

In this section, we prove Theorems 1.1. First, we give the linear estimate.

Proposition 3.1. Let $s \in \mathbb{R}$, $\sigma \in \mathbb{R}\setminus\{0\}$, $b' \in (0, \frac{1}{2})$ and $0 < T \leq 1$.

1. There exists $C_1 > 0$ such that for any $\varphi \in H^s$, we have
   \[ \| e^{it\sigma \Delta} \varphi \|_{X^{s,\frac{1}{2},1}_{\sigma,T}} \leq C_1 \| \varphi \|_{H^s}. \]

2. There exists $C_2 > 0$ such that for any $F \in X^{s,-b',\infty}_{\sigma,T}$, we have
   \[ \left\| \int_0^t e^{i(t-t')\sigma \Delta} F(t') dt' \right\|_{X^{s,\frac{1}{2},1}_{\sigma,T}} \leq C_2 T^{\frac{1}{2} - b'} \| F \|_{X^{s,-b',\infty}_{\sigma,T}}. \]

3. There exists $C_3 > 0$ such that for any $u \in X^{s,\frac{1}{2},\infty}_{\sigma,T}$, we have
   \[ \| u \|_{X^{s,b',1}_{\sigma,T}} \leq C_3 T^{\frac{1}{2} - b'} \| u \|_{X^{s,\frac{1}{2},1}_{\sigma,T}}. \]

For the proof of (1) and (2), see Proposition 5.3 in [2] (and also Lemma 2.1 in [10]). For the proof of (3), see Proposition 5.3 in [2].

We define the map $\Phi(u, v, w) = (\Phi^{(1)}_{\sigma,u_0}(w, v), \Phi^{(1)}_{\beta,v_0}(\overline{w}, v), \Phi^{(2)}_{\gamma,u_0}(u, \overline{w}))$ as

\[ \Phi^{(1)}_{\sigma,\varphi}(f, g)(t) := e^{it\sigma \Delta} \varphi - \int_0^t e^{i(t-t')\sigma \Delta} (\nabla \cdot f(t')) g(t') dt', \]

\[ \Phi^{(2)}_{\sigma,\varphi}(f, g)(t) := e^{it\sigma \Delta} \varphi + \int_0^t e^{i(t-t')\sigma \Delta} (f(t') \cdot g(t')) dt'. \]

To prove the existence of the solution of (1.1), we prove that $\Phi$ is a contraction map on $B_R(X^{s,\frac{1}{2},1}_{\alpha,T} \times X^{s,\frac{1}{2},1}_{\beta,T} \times X^{s,\frac{1}{2},1}_{\gamma,T})$ for some $R > 0$ and $T > 0$.

Proof of Theorem 1.1. Let $(u_0, v_0, w_0) \in B_R(H^s \times H^s \times H^s)$ be given. By Proposition 2.1 with $(\sigma_1, \sigma_2, \sigma_3) \in \{(\beta, \gamma, -\alpha), (-\gamma, \alpha, -\beta), (\alpha, -\beta, -\gamma)\}$ and Proposition 3.1 with $\sigma \in \{\alpha, \beta, \gamma\}$, there exist $b' \in (0, \frac{1}{2})$ and constants $C_1, C_2, C_3 > 0$ such that for any $(u, v, w) \in B_R(X^{s,\frac{1}{2},1}_{\alpha,T} \times X^{s,\frac{1}{2},1}_{\beta,T} \times X^{s,\frac{1}{2},1}_{\gamma,T})$, we have

\[ \| \Phi^{(1)}_{T,\alpha,u_0}(w, v) \|_{X^{s,\frac{1}{2},1}_{\alpha,T}} \leq C_1 \| u_0 \|_{H^s} + C \| C_2 C_3 T^{1-2b'} \| w \|_{X^{s,\frac{1}{2},1}_{\alpha,T}} \| v \|_{X^{s,\frac{1}{2},1}_{\beta,T}} \leq C_1 r + C_2 C_3 T^{1-2b'} R^2, \]

\[ \| \Phi^{(1)}_{T,\beta,v_0}(\overline{w}, v) \|_{X^{s,\frac{1}{2},1}_{\beta,T}} \leq C_1 \| v_0 \|_{H^s} + C \| C_2 C_3 T^{1-2b'} \| w \|_{X^{s,\frac{1}{2},1}_{\beta,T}} \| u \|_{X^{s,\frac{1}{2},1}_{\gamma,T}} \leq C_1 r + C_2 C_3 T^{1-2b'} R^2, \]

\[ \| \Phi^{(2)}_{T,\gamma,u_0}(u, \overline{w}) \|_{X^{s,\frac{1}{2},1}_{\gamma,T}} \leq C_1 \| w_0 \|_{H^s} + C \| C_2 C_3 T^{1-2b'} \| u \|_{X^{s,\frac{1}{2},1}_{\gamma,T}} \| v \|_{X^{s,\frac{1}{2},1}_{\alpha,T}} \leq C_1 r + C_2 C_3 T^{1-2b'} R^2. \]
and
\[
\|\Phi_{T,\alpha,u_0}^{(1)}(w_1, v_1) - \Phi_{T,\alpha,u_0}^{(1)}(w_2, v_2)\|_{X^{s,\frac{1}{2},1}_{\alpha,T}} \leq CC_2 C_3^2 T^{1-2b'} R \left( \|w_1 - w_2\|_{X^{s,\frac{1}{2},1}_{\gamma,T}} + \|v_1 - v_2\|_{X^{s,\frac{1}{2},1}_{\beta,T}} \right),
\]
\[
\|\Phi_{T,\beta,v_0}^{(1)}(w_1, u_1) - \Phi_{T,\beta,v_0}^{(1)}(w_2, u_2)\|_{X^{s,\frac{1}{2},1}_{\beta,T}} \leq CC_2 C_3^2 T^{1-2b'} R \left( \|w_1 - w_2\|_{X^{s,\frac{1}{2},1}_{\gamma,T}} + \|u_1 - u_2\|_{X^{s,\frac{1}{2},1}_{\alpha,T}} \right),
\]
\[
\|\Phi_{T,\gamma,w_0}^{(2)}(u_1, v_1) - \Phi_{T,\gamma,w_0}^{(2)}(u_2, v_2)\|_{X^{s,\frac{1}{2},1}_{\gamma,T}} \leq CC_2 C_3^2 T^{1-2b'} R \left( \|u_1 - u_2\|_{X^{s,\frac{1}{2},1}_{\alpha,T}} + \|v_1 - v_2\|_{X^{s,\frac{1}{2},1}_{\beta,T}} \right).
\]
Therefore if we choose \(R > 0\) and \(T > 0\) as
\[R = 6C_1 r, \quad CC_2 C_3^2 T^{1-2b'} R \leq \frac{1}{4},\]
then \(\Phi\) is a contraction map on \(B_R(X^{s,\frac{1}{2},1}_{\alpha,T} \times X^{s,\frac{1}{2},1}_{\beta,T} \times X^{s,\frac{1}{2},1}_{\gamma,T})\). This implies the existence of the solution of the system (1.1) and the uniqueness in the ball \(B_R(X^{s,\frac{1}{2},1}_{\alpha,T} \times X^{s,\frac{1}{2},1}_{\beta,T} \times X^{s,\frac{1}{2},1}_{\gamma,T})\). The Lipschitz continuously of the flow map is also proved by similar argument. □
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