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ABSTRACT
Because an attention based sequence-to-sequence speech (Seq2Seq) recognition model decodes a token sequence in a left-to-right manner, it is non-trivial for the decoder to leverage the whole context of the target sequence. In this paper, we propose a self-attention mechanism based language model called casual cloze completer (COR), which models the left context and the right context simultaneously. Then, we utilize our previously proposed “Learn Spelling from Teachers” approach to integrate the whole context knowledge from COR to the Seq2Seq model. We conduct the experiments on public Chinese dataset AISHELL-1. The experimental results show that leveraging whole context can improve the performance of the Seq2Seq model.
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1. INTRODUCTION
Recently, attention based sequence-to-sequence (Seq2Seq) models have achieved success in automatic speech recognition (ASR) [1, 2]. A common decoder of a Seq2Seq model generates a token sequence in a left-to-right manner, i.e., it only utilizes the left context to predict the next word. Because of this autoregressive property, these decoders are difficult to leverage the right context. The main issue introduced by the left-to-right manner is the error accumulation. This problem generally exists in sequence-to-sequence model for many tasks [3, 4, 5].

Several previous works are proposed to address this issue for Seq2Seq models. A forward-backward searching algorithm was proposed for a Seq2Seq model to decode speech from left to right as well as right to left [4]. However, the three-pass decoding algorithm increases complexity during test stage. A synchronous bidirectional transformer model, which uses left-to-right and right-to-left decoding simultaneously and interactively for machine translation, does not need multi-pass decoding [3]. However, the bidirectional attention computed in parallel makes the model complex. Bidirectional agreement methods, which minimizes discrepancy between a left-to-right decoding Seq2Seq model and a right-to-left one, improves performance of Seq2Seq model for machine translation [6, 7] and end-to-end text-to-speech tasks [5]. However, in these methods, training two Seq2Seq models is not easy. Moreover, the agreement is made between the left-to-right model and the right-to-left model, but the whole sentence context is not leveraged.

In this work, we propose a self-attention based language model called Casual cloze completer (COR), which models the whole context of a sentence. Then, the whole context knowledge is transferred to the Seq2Seq model. Different from previous autoregressive language models [8], COR leverages the left context and the right context simultaneously. And different from previous denoising autoencoder language models, such as BERT [9], COR models position-wise conditional probability for each token directly. We first train COR on external text only data, and then we use our previously proposed “Learn Spelling from Teachers” (LST) training approach to transfer the knowledge from COR to the Seq2Seq speech recognition model [10]. With LST, there’s no extra complexity during test. We conducted experiments on publicly available Chinese speech dataset AISHELL-1. The experimental results demonstrate the effectiveness of leveraging the whole context.

The rest of the paper is organized as follows. Section 2 describes the proposed COR. Section 3 introduces LST method to transfer the knowledge from COR to the Seq2Seq model. Section 4 introduces the related works. Section 5 presents the experiments. Section 6 concludes the paper.

2. CASUAL CLOZE COMPLETER
In this section, we describe the proposed COR, which models the whole sequence context. We first formulate the cloze test problem. And then, we present the COR model architecture.

2.1. Cloze Test
Motivated by previous pre-training language model work BERT [9], we introduce cloze test problem [11]. Fig. 2 shows an example. In cloze test, we predict a token in the sentence in terms of the left context and right context. In this
procedure, the left context and right context, i.e. the whole sequence context, are used simultaneously.

The above procedure can be formulated as follows. Let a token sequence be \( X = [x_1, \ldots, x_T] \), where each \( x \) represents a token in vocabulary, and \( T \) is the sequence length. For a token \( x_t \) at step \( t \), given the left context \( [x_1, \ldots, x_{t-1}] \) and the right context \( [x_{t+1}, \ldots, x_T] \), we would like to predict the probability \( P(x_t | x_1, \ldots, x_{t-1}, x_{t+1}, \ldots, x_T) \).

### 2.2. COR Architecture

We use COR, a neural network, to estimate the above probability for each step in parallel. We use self-attention mechanism to model the token sequence, and predict the probabilities. The self-attention mechanism directly models the long-term dependency between each token in a sequence without recurrent structure, and it can be computed in parallel. Different from BERT [9], we do not introduce [MASK] symbol in to the input sequence to make the token to be predicted do not “see itself”, but directly model the conditional probability. This avoids the mismatch between training and test, because the input sequence does not have [MASK] symbol during test.

The main structure of a transformer block is the same as previous transformer works [12]. First, the scaled dot-product attention aggregates the input \( U = [u_1, \ldots, u_T] \in \mathbb{R}^{T \times D} \) with length \( T \) as follows.

\[
H = \text{softmax}(\frac{QK^T}{\sqrt{D_k}} + M)V,
\]

where \( Q = UW_q, K = UW_k, V = UW_v \).

\( Q \in \mathbb{R}^{T \times D_k}, K \in \mathbb{R}^{T \times D_k}, V \in \mathbb{R}^{T \times D_v} \) denote a query matrix, a key matrix, and a value matrix, respectively. \( D_k \) and \( D_v \) are corresponding dimensionality. \( W_q, W_k, \) and \( W_v \) are corresponding parameter matrices. \( M \in \{0, -\infty \}^{T \times T} \) is the mask matrix to prevent from attending at some positions:

\[
M = \begin{cases} 
-\infty, & \text{mask input} \\
0, & \text{otherwise}
\end{cases}
\]

With matrix \( M \), the attention scores are masked to zero, and this part of input is not used. To allow the model attend from different representation subspaces, we use multi-head version of attention [12]. After attention, a position wise feed-forward network is used as non-linear transformation.

\[
O = \max(HW_1, 0)W_2.
\]

where \( W_1 \in \mathbb{R}^{D_n \times D_{in}} \) and \( W_2 \in \mathbb{R}^{D_{in} \times D} \) are parameter matrices. The residual connections and layer normalization are also used.

The illustration of COR is shown in Fig. 1(a). First, the input token sequence is embedded and added with position embedding. We use sinusoidal position embeddings [12]. Then, two stacks of transformer blocks are used in parallel. The one is a stack of forward transformer blocks to model the left context, and the other is a stack of backward transformer blocks to model the right context. The outputs of the top forward transformer block and the backward transformer block are concatenated together and inputed a fusion transformer block.
The probability of each token at each step is computed with a softmax function. In order to match the target sequence of the downstream speech recognition task, the input sequence of COR is from step 1 to step \( T - 1 \), and the target sequence of COR is from step 2 to step \( T \). Because of this casual property, we name the model as casual cloze completer.

We use three mask mechanism to control the context flows. The illustration of the three different mask matrices is shown in Fig. 1(a). For the forward transformer block, the output at step \( t \) only “see” the left context, i.e. the attention scores from \( t \) to \( T \) are masked to zeros. Note that the target sequence has an offset to the input sequence, so the attention scores also have an offset. Fig. 1(c) shows the context flow for each transformer block. For backward mask, some all-zero-row scores exist, and it makes softmax function illegal. We mask these rows to zeros after softmax.

After optimization, COR predicts the probability distribution on the vocabulary at each time step, given the left context and the right context.

\[
P_{\text{COR}}(k_t|\mathbf{x}_1, \cdots, \mathbf{x}_{t-1}, \mathbf{x}_{t+1}, \cdots, \mathbf{x}_T) = \text{COR}(\mathbf{X}),
\]

(4)

where \( k_t \in 1, \cdots, K \) is the index of the token at step \( t \) in vocabulary, and \( K \) is the vocabulary size.

### 3. LEARN SPELLING FROM TEACHERS

In order to transfer the knowledge from COR to the Seq2Seq speech recognition model, we use our previous work LST training approach [10].

Specifically, let \( P_{\text{S2S}}(k_t|\mathbf{x}_{t-1}, \mathbf{c}_{t-1}, \mathbf{a}; \theta) \) be the probability of the next token at step \( t \), which is estimated by the Seq2Seq model, where \( c_{t-1} \) is the history context of Seq2Seq model, \( a \) is the acoustic features, \( \theta \) represents the parameters. And \( P_{\text{COR}}(k_t|\mathbf{x}_1, \cdots, \mathbf{x}_{t-1}, \mathbf{x}_{t+1}, \cdots, \mathbf{x}_T) \) is estimated by COR, which contains the whole context of the token sequence. We expect the two probabilities as close as possible. So we optimize the following Kullback-Leibler divergence (KLD) \( D_{\text{KL}}(P_{\text{COR}}||P_{\text{S2S}}) \). Because the parameters are fixed during Seq2Seq model training, we can simplify the above KLD to cross-entropy. Moreover, we want to introduce the knowledge from the hard labels of the transcriptions, so we use a coefficient \( \lambda \in [0, 1] \) to combine the standard cross-entropy and the KL divergence. The final loss is

\[
L(\theta) = - \sum_{k_t=1}^{K} (\lambda \delta(k_t, \mathbf{x}_t) + (1 - \lambda) P_{\text{COR}}(k_t|\mathbf{x}_1, \cdots, \mathbf{x}_{t-1}, \mathbf{x}_{t+1}, \cdots, \mathbf{x}_T)) \log P_{\text{S2S}}(k_t),
\]

(5)

where \( \delta(\cdot, \cdot) \) is 1 if the two variables are equal, and 0 otherwise. Because COR is only used during training, there’s no extra complexity during test. The Seq2Seq model is directly used for decoding.

### 4. RELATED WORKS

#### Bidirectional agreement

Several previous works optimize KLD between a left-to-right Seq2Seq model and a right-to-left one [6, 7, 5] to leverage the right context and improve the model performance. In these works, a left-to-right Seq2Seq model and a right-to-left one are trained in advance, and then the right-to-left model provides soft labels to optimize the left-to-right one. Different from these works, we train COR which only leverages target sequence and can model left context and right context simultaneously.

#### Pre-trained language models

Several previous works leverage bidirectional recurrent neural networks [13, 14] or self-attention networks [9, 15] to improve downstream natural language processing tasks. Our proposed method leverages transformers. Different from previous BERT works, we do not use [MASK] symbol but directly model the two-side context. Previous work [16] also uses two stacks of transformers with forward masks and backward masks, and the combination module is a feed-forward network. Different from this work, we leverage fusion transformer block which combines the whole context with self-attention mechanism. Moreover, our goal is to transfer the whole context knowledge to Seq2Seq model, so we introduce casual property, i.e. there is an offset between the input and the target.

### 5. EXPERIMENTS

#### 5.1. Dataset

We use public Mandarin dataset AISHELL-1\(^1\) to evaluate our proposed method [17]. The dataset contains about 150 hours of speech for training, about 15 hours of speech for development, and about 5 hours of speech for test. All the recordings of AISHELL-1 are recorded by 400 speakers.

A subset of CLMAD [18, 19] is used as external text data. It is selected from the whole CLMAD with XenC [20] for matching the domain of AISHELL-1. This subset\(^2\) is the same one which we used in our previous LSTM work [10]. The number of sentences is 30 times larger than the training transcription of AISHELL-1.

#### 5.2. Evaluation Method

Because the proposed is a bidirectional language model, the perplexity cannot be computed. So, we directly compute the cloze completion accuracy to evaluate the performance of the COR. Formally, the cloze completion accuracy is computed as follows:

\[
\text{ACC} = \frac{M}{N}.
\]

(6)

where \( N \) is the total number of tokens in the corpus, and \( M \) is the total number tokens which the model predicts right.

---

\(^1\)http://openslr.org/33/

\(^2\)This subset of the external text has been shared with OneDrive: https://1drv.ms/u/s!Aa8tK7hvUohB6234-V-Z0Qh_Zcc
Because COR uses both the left context and the right context, the completion accuracy is much higher than the unidirectional LMs. We only use the cloze completion accuracy to show the ability of COR. Then, we mainly focus on the downstream ASR task. We use character error rate (CER) to evaluate the performance on Chinese ASR task.

### 5.3. Experimental Setup

We use COR model as teacher model in LST, and the Seq2Seq model is Speech-Transformer [21]. The two models share the same vocabulary. The tokens in the vocabulary are 4230 Chinese characters and three special symbols “<unk>”, “<sos>”, “<eos>” as unknown token, start symbol of a sentence, and a end symbol of a sentence, respectively.

For COR model, we use 512-dimensional embedding for each token, and the model dimensionality is also 512, i.e., \( D \) of \( U \) in Eq. (1). The number of transformer blocks for forward stack and backward stack is 5. Each block has 8 heads for attention, and the dimensionality of the inner transformation is 1024, i.e. \( D_{\text{in}} \) of \( W_1 \) in Eq. (3). We use Adam algorithm and transformer learning rate schedule for optimization [12]. The batch size is 128. We train the model for 4 epochs.

For the Seq2Seq model, we use the same configuration with our previous work LST [10]. The acoustic features are 80-dimension Mel-filter bank features (FBANK). Each frame is spliced with three left frames. The sequence is subsampled every three frames. Both encoder and decoder has 32 blocks. The dimensionality of the model is 512, and the feedforward network of each block has 2048 inner nodes. The number of heads is 8. The optimizer and the learning rate schedule is the same as COR. We train the model for 50 epochs and average the last 7 models as the final one. The sinusoidal position embeddings are also used. For LST training, we use \( \lambda = 0 \) and \( T = 2 \) for COR, and \( \lambda = 0.9 \) and \( T = 5 \) for UniCOR. These hyper-parameters are selected across cross validation. Because COR can provide very accurate soft labels, we do not use hard labels but only use the soft labels provided by COR, i.e. \( \lambda = 0 \).

### 6. Conclusions

This paper proposes a language model called casual cloze completer (COR) which directly leverages whole context to predict a word. A self-attention based network is used to model the left context and the right context simultaneously. We use LST training approach to integrating whole context to Seq2Seq speech recognition systems. The experiments are conducted on public Chinese dataset AISHELL-1. We achieve 8.2% of CER, which demonstrates the effectiveness of the proposed method.

Table 1: Cloze Test Accuracy

| Model                  | Accuracy |
|------------------------|----------|
| UniCOR (transcriptions)| 0.186    |
| COR (transcriptions)   | 0.985    |
| UniCOR (external text) | 0.193    |
| COR (external text)    | 0.996    |

Table 2: Character error rates on AISHELL-1 test set.

| Model                        | CER%  |
|------------------------------|-------|
| Seq2Seq (baseline)           | 10.6  |
| Seq2Seq + Label Smoothing    | 10.0  |
| Seq2Seq + RNNLM LST* [10]    | 9.3   |
| Seq2Seq + UniCOR LST         | 8.7   |
| Seq2Seq + COR LST            | **8.2** |

* is from the literature.
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