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Abstract. Many important index transforms can be constructed via the spectral theory of Sturm-Liouville differential operators. Using the spectral expansion method, we investigate the general connection between the index transforms and the associated parabolic partial differential equations. We show that the notion of Yor integral, recently introduced by the second author, can be extended to the class of Sturm-Liouville integral transforms.

We furthermore show that, by means of the Feynman-Kac theorem, index transforms can be used for studying Markovian diffusion processes. This gives rise to new applications of index transforms to problems in mathematical finance.

1. Introduction. Index transforms are integral transforms whose kernel depends on the parameters (or indices) of well-known special functions [33]. Despite being less well known than the classical Fourier, Laplace and Mellin transforms, various index transforms, such as the Kontorovich-Lebedev and the Mehler-Fock transform, have found important applications to problems arising in physics (e.g. [6, 10]) and, more recently, in mathematical finance [3, 17].

It is well-known that many different integral transforms can be deduced by carrying out a spectral expansion with respect to the eigenfunctions of the corresponding second-order Sturm-Liouville differential operators [4, 28, 29]. In particular, the Kontorovich-Lebedev and the (ordinary) Mehler-Fock index transforms have been derived by applying this technique to differential operators related with the modified Bessel equation and the Legendre equation, respectively (see [29] and [21] respectively). On the other hand, such spectral representation techniques have also been successfully applied to a large family of parabolic partial differential equation (PDE) problems and, as a by-product, to the characterization of the (Markovian diffusion) stochastic processes whose infinitesimal generator is a second-order Sturm-Liouville operator (see [17] and the references therein).

However, the connection between the index (and other integral) transforms, the parabolic PDEs and the associated diffusion processes is still rather unexplored in the literature. The heat kernels of the PDEs associated with some index transforms
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have been recently investigated in [36] and [24], but in a non-unified fashion, and without reference to the related diffusion processes. In parallel, a general discussion of this connection is also lacking in the literature on spectral methods applied to problems modeled by diffusion processes. (It was pointed out in [16] that the index Whittaker transform is related to the basic diffusion process for the modeling of Asian options in mathematical finance, but this is just a particular case of the general connection.)

The aim of this paper is to demonstrate that the spectral expansion technique is an effective tool for studying integral transforms of the index type, not only because it yields a systematic procedure for deriving the index transforms, but also, and more importantly, because it gives rise (under a very general framework) to an explicit integral representation for the fundamental solution of the associated parabolic PDE, which is also the transition probability density of a Markovian diffusion process. Moreover, we will show that the spectral approach allows us to provide a natural generalization of the so-called Yor integral, which was introduced in [37] under the particular context of the Kontorovich-Lebedev transform. As we shall see, the Yor integral can be extended to the whole family of integral transforms arising from Sturm-Liouville operators, and from this extension a general relation between the (inverse) transforms and the associated PDEs is obtained.

Valuation problems in mathematical finance constitute the main motivation behind the growing literature on spectral-theoretic approaches to the study of diffusion processes. Our study exhibits the general nature of the applications of index transforms to mathematical finance, and provides a framework for further investigations.

This paper is structured as follows. In Section 2 we set up some notation and review the relevant background material on index transforms and special functions. Section 3 starts by presenting the general spectral theory of Sturm-Liouville differential operators, the resulting generalized Fourier transforms and the connection with the associated parabolic PDE. Then, in Subsection 3.2, we treat in detail the Sturm-Liouville operators which yield three important index transforms, namely the Kontorovich-Lebedev, index Whittaker and Mehler-Fock transforms. In Subsection 3.3 we introduce the generalized Yor integral as the inverse generalized Fourier transform of an exponential function and we study some of its properties, again focusing on the Yor integrals which result from index transforms. Finally, Section 4 is devoted to the link with diffusion processes: we describe the construction of the diffusion process which generates a given Sturm-Liouville operator, and we show that the famous Feynman-Kac theorem can be used to derive some interesting properties of index transforms and the corresponding Yor integrals.

2. Preliminaries. Throughout this work we shall denote by $L_2(\Omega; w(x)dx)$ the weighted $L_2$-space with norm

$$
\|f\|_{L_2(\Omega; w(x)dx)} = \left( \int_{\Omega} |f(x)|^2 w(x)dx \right)^{1/2}.
$$

We say that $\rho = \{\rho_{jk}\}_{j,k=1,2}$ is a positive $2 \times 2$ matrix measure ([4], XIII.5.6) if each $\rho_{jk}$ is a complex-valued set function defined on the Borel subsets of $\mathbb{R}$, and the following conditions hold:

(i) The matrix $\rho(B)$ is Hermitian and positive semi-definite for every bounded Borel set $B$;

(ii) $\rho_{jk}(\bigcup_{\ell=1}^{\infty} B_\ell) = \sum_{\ell=1}^{\infty} \rho_{jk}(B_\ell)$ for any disjoint Borel sets $B_1, B_2, \ldots$ with bounded union.
If, in addition, we have $\rho(I) = 0$ for any interval $I \subseteq (-\infty, 0)$, we shall say that $\rho$ is a positive matrix measure on the nonnegative real axis. For such a measure, we denote by $L_2([0, \infty); \rho)$ the Hilbert space obtained by completion of the space of all bounded, piecewise continuous, compactly supported functions $\psi(\lambda) = (\psi_1(\lambda), \psi_2(\lambda))$ with respect to the inner product

$$(\psi, \eta) = \int_0^\infty \sum_{j,k=1}^2 \psi_j(\lambda) \overline{\eta_k(\lambda)} \, d\rho_{jk}(\lambda).$$

The Kontorovich-Lebedev transform is defined by $[12, 26, 33]$

$$K[f](\tau) = \int_0^\infty K_{i\tau}(y)f(y) \frac{dy}{y}$$

(1)

where the integral converges with respect to the norm in $L_2((0, \infty); \tau \sinh(\pi \tau) \, d\tau)$. Here $K_{i\tau}(y)$ is the modified Bessel function of the second kind with purely imaginary index $i\tau$. This integral transform is an isometric isomorphism $[35]$

$$K[\cdot] : L_2((0, \infty); \frac{dy}{y}) \to L_2((0, \infty); \tau \sinh(\pi \tau) \, d\tau)$$

which yields the Parseval identity

$$\frac{2}{\pi^2} \int_0^\infty \tau \sinh(\pi \tau) |K[f](\tau)|^2 \, d\tau = \int_0^\infty |f(y)|^2 \frac{dy}{y}$$

and whose inverse operator is defined by the formula

$$f(y) = \frac{2}{\pi^2} \int_0^\infty \tau \sinh(\pi \tau) K_{i\tau}(y)K[f]\tau(\tau) \, d\tau$$

(2)

where the integral converges with respect to the norm in $L_2((0, \infty); \frac{dy}{y})$.

The so-called index Whittaker transform is the integral transform $[27, 32]$

$$W_\alpha[f](\tau) = \int_0^\infty W_{\alpha,i\tau}(y)f(y) \frac{dy}{y^2}$$

(3)

where $\alpha < \frac{1}{2}$ is a real parameter, and the integral converges with respect to the norm of the space $L_2((0, \infty); \tau \sinh(2\pi \tau) |\Gamma(\frac{1}{2} - \alpha + i\tau)|^2 \, d\tau)$. (Here $\Gamma(\cdot)$ is the Gamma function, cf. [15].) The function $W_{\alpha,i\tau}(x)$ is the Whittaker function with indices $\alpha < \frac{1}{2}$ and $i\tau \in [0, i\infty)$. The index Whittaker transform is an isometric isomorphism

$$W_\alpha[\cdot] : L_2((0, \infty); \frac{dy}{y}) \to L_2((0, \infty); \tau \sinh(2\pi \tau) |\Gamma(\frac{1}{2} - \alpha + i\tau)|^2 \, d\tau)$$

The corresponding Parseval identity is

$$\frac{1}{\pi^2} \int_0^\infty \tau \sinh(2\pi \tau) |\Gamma(\frac{1}{2} - \alpha + i\tau)|^2 |W_\alpha[f](\tau)|^2 \, d\tau = \int_0^\infty |f(y)|^2 \frac{dy}{y^2}$$

and the inverse operator is given by

$$f(y) = \frac{1}{\pi^2} \int_0^\infty \tau \sinh(2\pi \tau) |\Gamma(\frac{1}{2} - \alpha + i\tau)|^2 W_{\alpha,i\tau}(y)W_\alpha[f]\tau(\tau) \, d\tau$$

(4)

where the integral converges with respect to the norm in $L_2((0, \infty); \frac{dy}{y^2})$. This integral transform is a direct generalization of the Kontorovich-Lebedev transform, which is obtained by letting $\alpha = 0$ (and doing some simple manipulations).
The Mehler-Fock transform is, by definition, given by \([20, 33, 34]\)

\[
P_\mu[f](\tau) = \int_1^\infty P^{-\mu}_{-\frac{1}{2} + i\tau}(y) f(y) \, dy
\]  

(5)

where \(P^{-\mu}_{-\frac{1}{2} + i\tau}(x)\) is the associated Legendre function of the first kind and, in the general case, \(\mu\) is any complex parameter. The ordinary Mehler-Fock transform corresponds to the case \(\mu = 0\); for other values of \(\mu\), this integral transform is known as the generalized Mehler-Fock transform. The inverse operator is

\[
f(y) = \frac{1}{\pi} \int_0^\infty \tau \sinh(\pi \tau) |\Gamma(\frac{1}{2} + \mu + i\tau)|^2 P^{-\mu}_{-\frac{1}{2} + i\tau}(x) P_\mu[f](\tau) \, d\tau
\]  

(6)

and (under suitable conditions on \(f\) and \(\mu\)) the Parseval equality

\[
\int_1^\infty |f(x)|^2 \, dx = \frac{1}{\pi} \int_0^\infty \tau \sinh(\pi \tau) |\Gamma(\frac{1}{2} + \mu + i\tau)|^2 |P_\mu[f](\tau)|^2 \, d\tau
\]

holds.

Let us recall some basic facts concerning the special functions involved in the integrals above, which will be useful in the later sections. The modified Bessel functions \(I_\nu(x)\) and \(K_\nu(x)\) \((x \in (0, \infty), \nu \in \mathbb{C})\) are solutions of the modified Bessel equation \(x^2 \frac{d^2 u}{dx^2} + x \frac{du}{dx} - (x^2 + \nu^2)u = 0\), and for fixed \(x\) they are entire functions of the index \(\nu\). The modified Bessel function of the second kind, \(K_\nu(x)\), is even with respect to the index, i.e., \(K_{-\nu}(x) = K_\nu(x)\). For fixed \(\nu\) such that \(\text{Re} \nu > 0\), the asymptotic behavior near zero and infinity is \([22], \S 10.25\) and \([22], \S 10.30\)

\[
I_\nu(x) \sim \frac{x^\nu}{2^\nu \Gamma(\nu + 1)}, \quad K_\nu(x) \sim \Gamma(\nu) \frac{x^{-\nu}}{2^\nu \nu!}, \quad x \to 0,
\]  

(7)

\[
I_\nu(x) \sim \frac{e^x}{\sqrt{2 \pi x}}, \quad K_\nu(x) \sim \sqrt{\frac{\pi}{2x}} e^{-x}, \quad x \to \infty.
\]  

(8)

Their Wronskian is \([22], \S 10.28\)

\[
\mathcal{W}\{K_\nu(x), I_\nu(x)\} = \frac{1}{x}
\]  

(9)

and the following identity holds \([22], \text{Eq. 10.27.2}\):

\[
I_\nu(x) = I_{-\nu}(x) - \frac{2}{\pi} \sin(\nu \pi) K_\nu(x).
\]  

(10)



The Whittaker (confluent hypergeometric) functions \(M_{\alpha, \eta}(x)\) and \(W_{\alpha, \eta}(x)\) \((x \in (0, \infty), \alpha \in \mathbb{C}, \eta \in \mathbb{C} \setminus \{-\frac{1}{2}, -1, -\frac{3}{2}, \ldots\}\) are a pair of solutions of Whittaker’s equation \(\frac{d^2 u}{dx^2} + \left(-\frac{1}{4} + \frac{x}{4} + \frac{1}{4}x^2 + \frac{\alpha - \eta - \frac{1}{2}}{x}\right)u = 0\). The Whittaker functions are, for fixed \(x\), analytic functions of \(\alpha \in \mathbb{C}\) and \(\eta \in \mathbb{C} \setminus \{-\frac{1}{2}, -1, -\frac{3}{2}, \ldots\}\). The Whittaker \(W\) function is even with respect to the second index, \(W_{\alpha, \eta}(x) = W_{\alpha, -\eta}(x)\), and it reduces to the modified Bessel function of the second kind when the first index equals zero \([22], \text{Eq. 13.18.9}\):

\[
W_{0, \nu}(2x) = \sqrt{\frac{2x}{\pi}} K_\nu(x).
\]  

(11)
The asymptotic behavior as \( x \to 0 \) and as \( x \to \infty \) is ([22], §13.14)
\[
M_{\alpha,\eta}(x) = x^\eta + \frac{1}{2} (1 + O(x))
\]
\[
W_{\alpha,\eta}(x) = \frac{\Gamma(2\eta)}{\Gamma\left(\frac{1}{2} + \eta - \alpha\right)} x^{\frac{1}{2} - \eta} + \frac{\Gamma(-2\eta)}{\Gamma\left(\frac{1}{2} - \eta - \alpha\right)} x^{\frac{1}{2} + \eta} + O\left(x^{\frac{3}{2} - \text{Re}\eta}\right) \quad x \to 0
\]
(12)

(the latter expression is valid for \( 0 \leq \text{Re}\eta < \frac{1}{2}, \eta \neq 0 \) and
\[
M_{\alpha,\eta}(x) \sim \frac{\Gamma(1 + 2\eta)}{\Gamma\left(\frac{1}{2} + \eta - \alpha\right)} x^{-\alpha} e^{\frac{1}{2}x}, \quad W_{\alpha,\eta}(x) \sim x^{\alpha} e^{-\frac{1}{2}x}, \quad x \to \infty.
\]
(13)

The Wronskian of the Whittaker functions is ([22], §13.14)
\[
W\{M_{\alpha,-\eta}(x), W_{\alpha,\eta}(x)\} = -\frac{\Gamma(1 - 2\eta)}{\Gamma\left(\frac{1}{2} - \eta - \alpha\right)} \quad (0 \leq \text{Re}\eta < \frac{1}{2}, \eta \neq 0)
\]
(14)

and for \( 2\eta \in \mathbb{C} \setminus \mathbb{Z} \) the Whittaker functions are related as follows ([22], Eq. 13.14.33):
\[
W_{\alpha,\eta}(x) = \frac{\Gamma(-2\eta)}{\Gamma\left(\frac{1}{2} + \eta - \alpha\right)} M_{\alpha,\eta}(x) + \frac{\Gamma(2\eta)}{\Gamma\left(\frac{1}{2} + \eta - \alpha\right)} M_{\alpha,-\eta}(x).
\]
(15)

The associated Legendre function of the first kind \( P_{\nu}^{-\mu}(x) \) and Olver’s associated Legendre function \( Q_{\nu}^\mu(x) \) \((x \in (1, \infty), \nu, \mu \in \mathbb{C})\) constitute a standard pair of solutions of the associated Legendre equation \((x^2 - 1) \frac{d^2 y}{dx^2} + 2x \frac{dy}{dx} - \left(\frac{\mu^2}{x^2 - 1} + \nu(\nu + 1)\right)y = 0 \) for fixed \( x \), the functions \( P_{\nu}^\mu(x) \) and \( Q_{\nu}^\mu(x) \) are entire functions of each parameter \( \nu \) and \( \mu \). The associated Legendre function of the first kind has the evenness property ([22], Eq. 14.9.11)
\[
P_{\nu}^{-\mu}(x) = P_{\nu}^{-\mu}(x)
\]
(16)

and its derivative satisfies ([22], Eq. 14.10.4)
\[
(x^2 - 1) \frac{dP_{\nu}^{-\mu}(x)}{dx} = -(\nu + \mu + 1)P_{\nu+1}^{-\mu}(x) - (\nu + 1)xP_{\nu}^{-\mu}(x).
\]
(17)

Their asymptotic behavior near the boundary \( x = 1 \) is ([22], §14.8(ii))
\[
P_{\nu}^\mu(x) \sim \frac{2^{-\frac{\mu}{2}}}{\Gamma(1 + \mu)} (x - 1)^{\frac{\mu}{2}} \quad (-\mu \notin \mathbb{N})
\]
\[
Q_{\nu}^0(x) = -\frac{\log(x - 1)}{2\Gamma(\nu + 1)} + \frac{\frac{1}{2} \log 2 - \gamma - \psi(\nu + 1)}{\Gamma(\nu + 1)} + O(x - 1) \quad (\nu \notin \mathbb{N}) \quad x \to 1
\]
\[
Q_{\nu}^\mu(x) \sim \frac{2^{\frac{\mu}{2} - 1} \Gamma(\mu)}{\Gamma(\nu + \mu + 1)} (x - 1)^{-\frac{\mu}{2}} \quad (\text{Re}\mu > 0, -\nu - \mu \notin \mathbb{N})
\]
(18)

(Here \( \psi(\cdot) \) denotes the logarithmic derivative of the Gamma function and \( \gamma = -\psi(1) \), cf. [15]) while near infinity we have ([22], §14.8(iii))
\[
P_{\nu}^{-\mu}(x) \sim \frac{\Gamma(\nu + \frac{1}{2})}{\pi^{\frac{1}{2}} \Gamma(\nu + \mu + 1)} (2x)^{\nu} \quad (\text{Re}\nu > -\frac{1}{2}, -\nu - \mu \notin \mathbb{N}) \quad x \to \infty.
\]
(19)

\[
Q_{\nu}^\mu(x) \sim \frac{\pi^{\frac{1}{2}}}{\Gamma(\nu + \frac{1}{2})} (2x)^{-\nu - 1} \quad (-\nu - \frac{1}{2} \notin \mathbb{N})
\]

The Wronskian is ([22], Eq. 14.2.8)
\[
W\{P_{\nu}^{-\mu}(x), Q_{\nu}^\mu(x)\} = -\frac{1}{\Gamma(\nu + \mu + 1)(x^2 - 1)}
\]
(20)
and the following connection formula holds ([22], Eq. 14.9.12):
\[
\cos(\pi \nu) P^{\nu}(x) = -\frac{Q^\mu_\nu(x)}{\Gamma(\mu - \nu)} + \frac{Q^{\mu-1}_{\nu}(x)}{\Gamma(\nu + \mu + 1)}.
\]
(21)

Finally, we note that in the special case \( \mu = \frac{1}{2} \), the associated Legendre function of the first kind reduces to an elementary function ([22], Eq. 14.5.16):
\[
P^{1/2}(\cosh \xi) = \left( \frac{2}{\pi \sinh \xi} \right)^{1/2} \frac{\sinh \left( \frac{1}{2} + \nu \right) \xi}{\frac{1}{2} + \nu}.
\]
(22)

3. Spectral theory of Sturm-Liouville differential operators. Historically, many different approaches have been proposed for the investigation of the properties of index transforms (for an overview, see [13], pp. 10-11). In this section we will see that the spectral analysis of Sturm-Liouville differential operators is a useful approach to the study of index transforms, as it provides us with a general method for deriving some of the fundamental properties of these transforms and the associated heat kernels. We begin by summarizing some general results from the spectral theory of Sturm-Liouville differential operators; we will then turn our attention to some specific operators which give rise to index-type transforms, and we finish this section with the introduction and investigation of the generalized Yor integral.

3.1. General results. Let \( \mathcal{L} \) be a Sturm-Liouville second-order linear differential operator of the form
\[
\mathcal{L} = \frac{1}{r(x)} \left[ -\frac{d}{dx} \left( p(x) \frac{d}{dx} \right) + q(x) \right]
\]
(23)
where we will assume that \( x \in (a, b) \) with \( -\infty \leq a < b \leq +\infty \), \( p(x) \) and \( r(x) \) are real-valued two times continuously differentiable functions on \((a, b)\), \( q(x) \) is a real-valued locally Hölder continuous function on \((a, b)\), and
\[
p(x), r(x) > 0, \quad q(x) \geq 0 \quad (a < x < b).
\]
(These assumptions are made for simplicity, but the method is valid in greater generality; in particular, differential operators of any order \( n \in \mathbb{N} \) may be considered. See for instance [4], Section XIII.5.)

Let \( AC_{\text{loc}}(a, b) \) be the space of real-valued functions on \((a, b)\) which can be written as the integral of a locally integrable function. Then \( \mathcal{L} \) is a linear operator on \( L^2((a, b); r(x)dx) \) with domain
\[
\mathcal{D}(\mathcal{L}) = \left\{ u \in L^2((a, b); r(x)dx) : u, u' \in AC_{\text{loc}}(a, b) \text{ and } \mathcal{L}u \in L^2((a, b); r(x)dx) \right\}.
\]

It is known ([18], §3) that either the operator \( \mathcal{L} \) with domain \( \mathcal{D}(\mathcal{L}) \) is self-adjoint, or else it becomes a self-adjoint operator if we restrict the domain \( \mathcal{D}(\mathcal{L}) \) by imposing a suitable boundary condition at \( a \), at \( b \) or at both \( a \) and \( b \). In order to determine if boundary conditions must be imposed and deduce the form of the appropriate boundary conditions, one can employ Feller’s boundary classification, which we may summarize as follows (cf. [18], §3, and [17], pp. 237-242): define, for \( a < x < y < b \),
\[
S[x, y] = \int_x^y \frac{1}{p(t)} \, dt
\]
and consider the integrals (where \( c \in (a, b) \) is fixed)

\[
I_a = \int_a^c \left( \lim_{x \to a} S[x, y] \right) (1 + q(y)) \, r(y) \, dy,
\]

\[
I_b = \int_c^b \left( \lim_{y \to b} S[x, y] \right) (1 + q(x)) \, r(x) \, dx,
\]

\[
J_a = \int_a^c S[x, c] \left( 1 + q(x) \right) \, r(x) \, dx,
\]

\[
J_b = \int_c^b S[c, y] \left( 1 + q(y) \right) \, r(y) \, dy.
\]

The boundary \( e \in \{a, b\} \) is said to be: regular if \( I_e < \infty \) and \( J_e < \infty \); exit if \( I_e < \infty \) and \( J_e = \infty \); entrance if \( I_e = \infty \) and \( J_e < \infty \); or natural if \( I_e = \infty \) and \( J_e = \infty \). Then the boundary conditions at \( e \) that should be imposed to the functions \( u \in D(\mathcal{L}) \) for the operator to become self-adjoint are:

\[
(1 - \alpha_e) \left( \lim_{x \to e} u(x) \right) + \alpha_e \left( \lim_{x \to e} p(x) u'(x) \right) = 0, \quad e \text{ regular;}
\]

\[
\lim_{x \to e} u(x) = 0, \quad e \text{ exit;}
\]

\[
\lim_{x \to e} p(x) u'(x) = 0, \quad e \text{ entrance;}
\]

\[
\lim_{x \to e} p(x) u'(x) = 0, \quad e \text{ natural and } \left| \int_e^c r(x) \, dx \right| < \infty;
\]

\[
\lim_{x \to e} p(x) u'(x) = 0, \quad e \text{ natural and } \left| \int_e^c r(x) \, dx \right| = \infty.
\]

(24)

(In the regular case, \( \alpha_e \in [0, 1] \) can be chosen arbitrarily.)

From now on, let us assume that the boundary conditions (24) have been imposed to \( D(\mathcal{L}) \), so that the resulting linear operator is self-adjoint. In these conditions, the spectrum \( \sigma(\mathcal{L}) \) of the self-adjoint operator \( \mathcal{L} \) is contained on the interval \([0, \infty)\) \([18], \S 3\). The next theorem shows that the solutions to the second-order differential equation \( \mathcal{L}u = \lambda u \) define an integral transform (which is sometimes called the generalized Fourier transform) whose inverse is also of the integral transform type.

**Theorem 3.1.** \([4], \text{XIII.5.13-14; } [31], \text{Theorem 8.7}\) Let \( w_1(x, \lambda), w_2(x, \lambda) \) be two continuous functions on \((a, b) \times \mathbb{R}\) such that for any fixed \( \lambda \in \mathbb{R} \), \( \{w_1(\cdot, \lambda), w_2(\cdot, \lambda)\} \) forms a basis for the space of solutions of \( \mathcal{L}u = \lambda u \). Then there exists a positive \( 2 \times 2 \) matrix measure \( \rho \) on the nonnegative real axis such that the operator \( \mathcal{F} \) given by

\[
\mathcal{F}f = ((\mathcal{F}f)_1, (\mathcal{F}f)_2), \quad (\mathcal{F}f)_j(\lambda) = \int_a^b f(x) w_j(x, \lambda) \, r(x) \, dx \quad (j = 1, 2) \quad (25)
\]

is well-defined for each \( f \in L_2((a, b); r(x) \, dx) \) and defines an isometric isomorphism of \( L_2((a, b); r(x) \, dx) \) onto \( L_2([0, \infty); \rho) \). The inverse is given by

\[
(\mathcal{F}^{-1} \tilde{f})(x) = \int_0^\infty \sum_{j,k=1}^2 \tilde{f}_j(\lambda) w_k(x, \lambda) \, d\rho_{jk}(\lambda), \quad \tilde{f} = (\tilde{f}_1, \tilde{f}_2) \in L_2([0, \infty); \rho). \quad (26)
\]

The convergence of the integrals (25) and (26) is understood with respect to the norm of the spaces \( L_2((a, b); r(x) \, dx) \) and \( L_2([0, \infty); \rho) \) respectively.
Remark 1. We point out that, in the case where neither of the two boundaries are natural, it can be shown ([18], Theorem 3.1) that $\sigma(L)$ is a countable set, the measures $\rho_{jk}$ are discrete, and consequently the inversion integral (26) reduces to a countable sum. On the other hand, as we shall see in Subsection 3.2, there are many important cases (with at least one natural boundary) where the measures $\rho_{jk}$ are absolutely continuous with respect to the Lebesgue measure and the integral (2) is of the same type as the inversion integrals of the classical integral transforms. (In the presence of natural boundaries, the spectrum $\sigma(L)$ and the measures $\rho_{jk}$ may have both a discrete and an absolutely continuous component; see e.g. [17], Section 3.4 for further background.)

To determine the matrix measure $\rho$ and complete the description of the generalized Fourier transform given above, we can use a complex variable technique which relies on a general result concerning the resolvent kernel of the self-adjoint operator $L$. Under the above assumptions, it is known ([4], XIII.3.16; [31], Theorem 7.8) that, for each $\lambda \in \mathbb{C} \setminus \sigma(L)$, the equation $Lu = \lambda u$ has, up to a multiplicative constant, a unique solution square-integrable at $a$ with respect to the measure $r(x)dx$ and satisfying the boundary condition at $a$, as well as a unique solution square-integrable at $b$ with respect to the measure $r(x)dx$ and satisfying the boundary condition at $b$. We denote these solutions as $\phi_1(x, \lambda)$ and $\phi_2(x, \lambda)$ respectively. Then, for any $\lambda \in \mathbb{C} \setminus \sigma(L)$, the resolvent $R(\lambda, L) = (L - \lambda)^{-1}$ of the self-adjoint operator $L$ is given by ([4], XIII.3.16; [31], Theorem 7.8)

$$R(\lambda, L)g(x) = \int_a^b K_r(x, y; \lambda)g(y) r(y)dy$$

(27)

where $K_r(x, y; \lambda)$, the kernel with respect to the measure $r(y)dy$, is given by

$$K_r(x, y; \lambda) = \begin{cases} \frac{1}{\mathcal{W}_p(\phi_2, \phi_1)(\lambda)} \phi_1(x, \lambda)\phi_2(y, \lambda), & x < y \\ \frac{1}{\mathcal{W}_p(\phi_2, \phi_1)(\lambda)} \phi_2(x, \lambda)\phi_1(y, \lambda), & x > y \end{cases}$$

(28)

and $\mathcal{W}_p(f, g)(\lambda) = (\frac{\partial f}{\partial \lambda} g - pf \frac{\partial g}{\partial \lambda})(x, \lambda)$ is the generalized Wronskian, which may depend on $\lambda$ but not on $x$ ([31], Theorem 5.1).

Theorem 3.2. ([4], XIII.5.18; [31], Theorem 9.7) Let $Q$ be a complex neighborhood of some open interval $\lambda \subseteq \mathbb{R}$. Assume that the functions $w_1(x, \lambda), w_2(x, \lambda)$ from Theorem 3.1 are continuous on $(a, b) \times Q$, analytically dependent on $\lambda \in Q$, and define, for each fixed $\lambda \in Q$, a basis $\{w_1(\cdot, \lambda), w_2(\cdot, \lambda)\}$ for the space of solutions of $Lu = \lambda u$. Then there exist functions $m_{jk}^\pm(\lambda)$ such that the kernel $K_r(x, y; \lambda)$ for the resolvent $R(\lambda, L)$ has, for all $\lambda \in Q \setminus \sigma(L)$, the representation

$$K_r(x, y; \lambda) = \begin{cases} \sum_{j,k=1}^2 m_{jk}^-(\lambda)w_j(x, \lambda)\overline{w_k(y, \lambda)}, & x < y \\ \sum_{j,k=1}^2 m_{jk}^+(\lambda)w_j(x, \lambda)\overline{w_k(y, \lambda)}, & x > y \end{cases}$$

(29)

The functions $m_{jk}^\pm(\lambda)$ are analytically dependent on $\lambda \in Q \setminus \sigma(L)$, and given any bounded open interval $(\lambda_1, \lambda_2) \subseteq \Lambda$ we have

$$\rho_{jk}(\lambda_1, \lambda_2) = \lim_{\delta \to 0} \lim_{\gamma \to 0} \frac{1}{2\pi i} \int_{\lambda_1 + i\delta}^{\lambda_2 - i\delta} [m_{jk}^-(\lambda + i\epsilon) - m_{jk}^- (\lambda - i\epsilon)] d\lambda$$

$$= \lim_{\delta \to 0} \lim_{\gamma \to 0} \frac{1}{2\pi i} \int_{\lambda_1 + i\delta}^{\lambda_2 - i\delta} [m_{jk}^+(\lambda + i\epsilon) - m_{jk}^+ (\lambda - i\epsilon)] d\lambda, \quad j, k = 1, 2$$

(30)

where $\rho$ is the positive matrix measure from Theorem 3.1.
Remark 2. A common way to choose the basis \( \{w_1(\cdot, \lambda), w_2(\cdot, \lambda)\} \) for the space of solutions of \( Lu = \lambda u \) is to define these functions via the initial conditions
\[
w_1(c, \lambda) = 1, \quad w_1'(c, \lambda) = 0, \quad w_2(c, \lambda) = 0, \quad w_2'(c, \lambda) = 1 \quad (31)
\]
where \( c \) is some fixed point of the interval \((a, b)\). This choice of basis assures that the functions \( w_1(x, \lambda) \) and \( w_2(x, \lambda) \) are entire functions of \( \lambda \in \mathbb{C} \); in particular, such choice assures that the measure \( \rho \) can be computed via Equation (30). But we emphasize that our presentation of the theory allows for a greater freedom in the choice of basis, and in several cases this turns out to be convenient. (See the discussion in [4], pp. 1347-1349.)

Let us now turn our attention to the parabolic equation associated with the Sturm-Liouville operator \( \mathcal{L} \), i.e., to the parabolic partial differential equation (PDE) \( \frac{\partial u}{\partial t} = -\mathcal{L}_x u \) (where the subscript indicates that \( \mathcal{L} \) acts on the variable \( x \)). Recall the following definition:

**Definition 3.3.** (cf. [18], §1) The function \( p_r(t, x, y) \) \((t > 0, x, y \in (a, b))\) is said to be a fundamental solution (with respect to the measure \( r(x)dx \)) for the parabolic equation \( \frac{\partial u}{\partial t} = -\mathcal{L}_x u \) on the domain \( t > 0, x \in (a, b) \) and subject to the boundary conditions imposed on \( D(\mathcal{L}) \) if it satisfies the following conditions:

(i) \( p_r(t, \cdot, \cdot) \) is positive and symmetric on \((a, b) \times (a, b)\) for each \( t > 0 \);
(ii) The derivatives \( \frac{\partial^n}{\partial t^n} p_r(t, \cdot, y) \) satisfy the boundary conditions, as well as the PDE \( \frac{\partial^n}{\partial t^n} p_r(t, \cdot, y) = (-\mathcal{L}_x)^n p_r(t, \cdot, y) \) \((t > 0, x \in (a, b), n \in \mathbb{N})\);
(iii) \( \int_a^b p_r(t, x, y) r(y)dy \leq 1 \) \((t > 0, x \in (a, b))\);
(iv) (Chapman-Kolmogorov relation) \( p_r(t + s, x, y) = \int_s^b p_r(t, x, \xi)p_r(s, \xi, y)r(\xi)d\xi \) \((t, s > 0, x, y \in (a, b))\);
(v) The operators \((S_t \psi)(x) = \int_a^b p_r(t, x, \xi)\psi(\xi)r(\xi)d\xi\) constitute a semigroup \((S_t)_{t \geq 0}\) which maps the space \( C_0(a, b) \) of bounded continuous functions on \((a, b)\) onto itself, so that the PDE \( \frac{\partial^n}{\partial t^n} (S_t \psi)(x) = (-\mathcal{L}_x)^n (S_t \psi)(x) \) holds for each \( n \in \mathbb{N} \);
(vi) For any \( \varphi \in C_0(a, b) \) such that \( \mathcal{L}_x \varphi \) is continuous at a neighborhood of \( x \in (a, b) \), we have \((S_t \varphi)(x) = \varphi(x) + t(-\mathcal{L}_x)\varphi(x) + o(t) \) as \( t \searrow 0 \).

The connection between the generalized Fourier transform determined by the Sturm-Liouville differential operator and the fundamental solution of the associated parabolic PDE is given in the following theorem:

**Theorem 3.4.** Under the assumptions of Theorem 3.1, the kernel (28) of the resolvent \( R(\mu, \mathcal{L}) \) can be written, for \( \mu < 0 \), as
\[
K_r(x, y; \mu) = \int_0^\infty \frac{1}{\lambda - \mu} \sum_{j,k=1}^2 w_j(x, \lambda)w_k(y, \lambda) \, d\rho_{jk}(\lambda), \quad x, y \in (a, b) \quad (32)
\]
and a fundamental solution of the parabolic PDE \( \frac{\partial u}{\partial t} = -\mathcal{L}_x u \) on the domain \( t > 0, x \in (a, b) \) is given by
\[
p_r(t, x, y) = \int_0^\infty e^{-t\lambda} \sum_{j,k=1}^2 w_j(x, \lambda)w_k(y, \lambda) \, d\rho_{jk}(\lambda), \quad t > 0, x, y \in (a, b). \quad (33)
\]
The integrals (32) and (33) are convergent with respect to the norm of the space \( L_2((a, b); r(x)dx) \) relative to each of the variables \( x, y \) if the other variables are held fixed.
3.2. Index transforms as a particular case. Various index transforms can be obtained as a particular case of the generalized Fourier transform of Theorem 3.1, provided that one chooses the coefficients of the Sturm-Liouville operator $\mathcal{L}$ so that the kernel of the index transform is a solution of the differential equation $\mathcal{L}u = \lambda u$. This will be better understood through the following examples, which are devoted to the Kontorovich-Lebedev, index Whittaker and Mehler-Fock transforms.

The deduction of the Kontorovich-Lebedev transform through the spectral theory for Sturm-Liouville differential operators was already given in [29], §4.15 (see also [30], Example 7), where a different technique was used for the computation of the spectral matrix. In the example below we present a more direct derivation (in our approach, the spectral matrix can be directly obtained via the formula (30), so unlike in [29] we will not resort to a transformation of the modified Bessel differential operator for obtaining the spectral expansion), and discuss the connection with the associated parabolic equation.

Example 1. (Kontorovich-Lebedev transform) Consider the case $p(x) = q(x) = x$ and $r(x) = \frac{1}{x}$ with $a = 0$ and $b = \infty$, i.e.,

$$\mathcal{L} = -x^2 \frac{d^2}{dx^2} - \frac{x}{dx} + x^2, \quad 0 < x < \infty. \quad (34)$$

We have $S[0, y] = \int_0^y \frac{1}{t} dt = \log y - \log x$, and it easily follows that $I_a = I_b = J_a = J_b = \infty$, meaning that both boundaries of (34) are natural. Since $\int_0^\infty \frac{dx}{x} = \int_1^\infty \frac{dx}{x} = \infty$, no boundary conditions need to be imposed to $D(\mathcal{L})$.

The functions

$$w_1(x, \lambda) = K_{i \sqrt{\lambda}}(x), \quad w_2(x, \lambda) = 2I_{-i \sqrt{\lambda}}(x) - \frac{2}{\pi} \sin(i \sqrt{\lambda} \pi) K_{i \sqrt{\lambda}}(x) \quad (35)$$

are continuous on $(x, \lambda) \in \mathbb{R}^2$ and, for each fixed $\lambda \in \mathbb{C}$, they constitute a basis for the space of solutions of $\mathcal{L}u = \lambda u$. By Theorem 3.1, the generalized Fourier transform

$$\mathcal{F} : L_2((0, \infty); \frac{dx}{x}) \to L_2((0, \infty); \rho)$$

$$\mathcal{F}f(\lambda) = \int_0^\infty f(x) \left( w_1(x, \lambda), w_2(x, \lambda) \right) \frac{dx}{x}, \quad (36)$$

$$\mathcal{F}^{-1}\tilde{f}(x) = \int_0^\infty \tilde{f}(\lambda) \cdot \left( w_1(x, \lambda), w_2(x, \lambda) \right) d\rho(\lambda)$$

is an isomorphism between the two spaces.

To determine the measure $\rho$, we start by noting that, by virtue of (7) and (8), the unique solutions of $\mathcal{L}u = \lambda u \ (\lambda \in \mathbb{C}, \text{Im} \lambda \neq 0)$ belonging to $L_2((0, 1); \frac{dx}{x})$ and $L_2((1, \infty); \frac{dx}{x})$ are $\overline{\phi_1(x, \lambda) = I_{-i \sqrt{\lambda}}(x)}$ and $\overline{\phi_2(x, \lambda) = K_{i \sqrt{\lambda}}(x)}$ respectively. (Here, with $\lambda = |\lambda| e^{i \theta}, 0 \leq \theta < 2\pi$, we take $\sqrt{\lambda} = |\lambda|^{1/2} e^{i \theta/2}$.) By (9) we have $\mathcal{W}_p\{\phi_2, \phi_1\} = 1$, so the resolvent kernel in (28) is

$$\mathcal{K}_r(x, y; \lambda) = \begin{cases} 
I_{-i \sqrt{\lambda}}(x) K_{i \sqrt{\lambda}}(y), & x < y \\
K_{i \sqrt{\lambda}}(x) I_{-i \sqrt{\lambda}}(y), & x > y 
\end{cases}$$
Note that, for $0 \leq \lambda_1 < \lambda_2 < \infty$, the functions $w_1(x, \lambda)$ and $w_2(x, \lambda)$ defined in (35) are analytically dependent on $\lambda$ belonging to a complex neighborhood of $(\lambda_1, \lambda_2)$. (The points in the positive real axis are branch points for $\sqrt{\lambda}$; however, using (10) we see that both $K_{i\tau}(e^\tau)$ and $2L_{-i\tau}(e^\tau) - \frac{\pi}{2} \sin(i\pi\tau)K_{i\tau}(e^\tau)$ are even with respect to $\tau$, and it follows that $w_1(x, \lambda)$ and $w_2(x, \lambda)$, as well as their derivatives with respect to $\lambda$, are continuous at the points $0 < \lambda_0 < \infty$.) Furthermore, it is easy to check that the functions $m_{jk}^+(\lambda)$ in the representation (29) are given by

$$m_{11}^+(\lambda) = \frac{1}{\pi} \sin(i\pi\sqrt{\lambda}), \quad m_{12}^+(\lambda) = \frac{1}{2},
$$
$$m_{21}^+(\lambda) = m_{22}^+(\lambda) = 0, \quad m_{jk}^-(\lambda) = m_{jk}^+(\lambda).$$

By Theorem 3.2 it follows that, for $0 < \lambda_1 < \lambda_2 < \infty$,

$$\rho((\lambda_1, \lambda_2)) = \lim_{\delta \to 0} \lim_{\epsilon \to 0} \frac{1}{2\pi i} \int_{\lambda_1 + \delta}^{\lambda_2 - \delta} \left( \begin{array}{cc} \frac{1}{\pi}(\sin(i\pi\sqrt{\lambda + i\epsilon}) - \sin(i\pi\sqrt{\lambda - i\epsilon})) & 0 \\ 0 & 0 \end{array} \right) d\lambda = \frac{1}{\pi^2} \int_{\lambda_1}^{\lambda_2} \left( \begin{array}{cc} \sinh(\pi\sqrt{\lambda}) & 0 \\ 0 & 0 \end{array} \right) d\lambda.$$

Given that 0 is not an eigenvalue of $\mathcal{L}$ (because the equation $\mathcal{L}u = 0$ has no nontrivial solutions belonging to $L_2((0, \infty); \frac{d\tau}{\tau})$, cf. (7) and (8)), we have that $\rho(\{0\})$ is the zero matrix. (See the remark in pp. 1360-1361 of [4].) Thus $\rho_{11}(\cdot)$ is the only nonzero measure, and letting $\tau = \sqrt{\lambda}$ we conclude that the isomorphism (36) reduces to

$$\mathcal{F} : L_2((0, \infty); \frac{d\tau}{\tau}) \to L_2((0, \infty); \tau \sinh(\pi\tau) d\tau),$$

$$(\mathcal{F}f)(\tau) = \int_{0}^{\infty} f(x) K_{i\tau}(x) \frac{dx}{x}, \quad (\mathcal{F}^{-1} \tilde{f})(x) = \frac{2}{\pi^2} \int_{0}^{\infty} \tilde{f}(\tau) K_{i\tau}(x) \tau \sinh(\pi\tau) d\tau. \quad (37)$$

which is the Kontorovich-Lebedev transform (1), (2). Moreover, Theorem 3.4 yields that the fundamental solution (with respect to the measure $\frac{dx}{x}$) of the parabolic equation $\frac{\partial u}{\partial \tau} = x^2 \frac{d^2 u}{dx^2} + x \frac{du}{dx} - x^2 u$ on the domain $x \in (0, \infty), t \geq 0$ is given by

$$p_{\tau}(t, x, y) = \frac{2}{\pi^2} \int_{0}^{\infty} e^{-\tau x^2} K_{i\tau}(x) K_{i\tau}(y) \tau \sinh(\pi\tau) d\tau. \quad (38)$$

The corresponding fundamental solution with respect to the Lebesgue measure, $p(t, x, y) = \frac{1}{2} p_{\tau}(t, x, y)$, has been introduced and studied by the second author in [36], where it was called the heat kernel for the Kontorovich-Lebedev transform. The spectral expansion approach shows that the heat kernel can be defined in a similar way for any generalized Fourier transform associated with a Sturm-Liouville differential operator of the form (23), and that the fundamental solution property extends to the general case.

**Example 2.** (Index Whittaker transform) It will now be shown that if the example above is generalized by replacing the function $q(x) = x$ by the function $q(x) = \frac{1}{x}(x - \alpha)^2$ (where $\alpha \in (-\infty, \frac{1}{2})$ is a fixed parameter), so that

$$\mathcal{L} = -x^2 \frac{d^2}{dx^2} - x \frac{d}{dx} + (x - \alpha)^2, \quad 0 < x < \infty. \quad (39)$$

then the resulting generalized Fourier transform becomes the index Whittaker transform, which is a family of integral transforms that includes the Kontorovich-Lebedev transform.
transform as a particular case. This is a direct generalization, since from (11) it
follows that for \( \alpha = 0 \) the expressions below coincide with those of Example 1.

As in the previous example, it is easily seen that both boundaries of (39) are
natural and that no boundary conditions are necessary. A convenient basis for the
space of solutions of \( Lu = \lambda u \) is

\[
\begin{align*}
  w_1(x, \lambda) &= \sqrt{\frac{\pi}{2x}} W_{a, i\sqrt{\lambda - \alpha^2}}(2x), \\
  w_2(x, \lambda) &= \frac{1}{\sqrt{2\pi x}} \left[ \frac{2 \Gamma(\frac{1}{2} - \alpha - i\sqrt{\lambda - \alpha^2})}{\Gamma(1 - 2i\sqrt{\lambda - \alpha^2})} M_{a, -i\sqrt{\lambda - \alpha^2}}(2x) \right. \\
  &\quad + \left. \frac{\Gamma(\frac{1}{2} - \alpha + i\sqrt{\lambda - \alpha^2}) \Gamma(\frac{1}{2} - \alpha - i\sqrt{\lambda - \alpha^2})}{\Gamma(1 + 2i\sqrt{\lambda - \alpha^2})} W_{a, i\sqrt{\lambda - \alpha^2}}(2x) \right],
\end{align*}
\]

(40)

To compute the measure \( \rho \) for the transform (36), we observe that, according to
(12) and (13), the solutions of \( Lu = \lambda u \) which satisfy the integrability conditions are

\[
\begin{align*}
  \phi_1(x, \lambda) &= \frac{\Gamma(\frac{1}{2} - \alpha - i\sqrt{\lambda - \alpha^2})}{\Gamma(1 - 2i\sqrt{\lambda - \alpha^2})} \frac{1}{\sqrt{2\pi x}} M_{a, -i\sqrt{\lambda - \alpha^2}}(2x), \\
  \phi_2(x, \lambda) &= \sqrt{\frac{\pi}{2x}} W_{a, i\sqrt{\lambda - \alpha^2}}(2x)
\end{align*}
\]

(same choice of branch of \( \sqrt{\lambda} \)). From (14) it easily follows that \( W_p \{ \phi_2, \phi_1 \} = 1 \),

hence

\[
K_r(x, y; \lambda) = \begin{cases} 
  \left[ \frac{\Gamma(\frac{1}{2} - \alpha - i\sqrt{\lambda - \alpha^2})}{\Gamma(1 - 2i\sqrt{\lambda - \alpha^2})} \frac{1}{\sqrt{2\pi x}} M_{a, -i\sqrt{\lambda - \alpha^2}}(2x) \right] \frac{1}{\sqrt{2\pi y}} W_{a, i\sqrt{\lambda - \alpha^2}}(2y), & x < y \\
  \left[ \frac{\Gamma(\frac{1}{2} - \alpha + i\sqrt{\lambda - \alpha^2})}{\Gamma(1 + 2i\sqrt{\lambda - \alpha^2})} \frac{1}{\sqrt{2\pi x}} W_{a, i\sqrt{\lambda - \alpha^2}}(2x) \right] \frac{1}{\sqrt{2\pi y}} M_{a, -i\sqrt{\lambda - \alpha^2}}(2y), & x > y
\end{cases}
\]

If \( \lambda_1 < \lambda_2 \) are real numbers with \( \alpha^2 \not\in (\lambda_1, \lambda_2) \), we have that functions defined in (40)
are analytically dependent on \( \lambda \) belonging to a complex neighborhood of \((\lambda_1, \lambda_2)\).
(The analyticity of \( w_2(x, \lambda) \) is due to its evenness with respect to \( \tau = \sqrt{\lambda - \alpha^2} \),
which follows from (15).) The functions defined by (29) are

\[
\begin{align*}
  m_{11}^+(\lambda) &= -\frac{\Gamma(\frac{1}{2} - \alpha + i\sqrt{\lambda - \alpha^2}) \Gamma(\frac{1}{2} - \alpha - i\sqrt{\lambda - \alpha^2})}{2\pi \Gamma(1 + 2i\sqrt{\lambda - \alpha^2}) \Gamma(-2i\sqrt{\lambda - \alpha^2})}, \\
  m_{12}^+(\lambda) &= \frac{1}{2}, \\
  m_{21}^+(\lambda) &= m_{22}^+(\lambda) = 0, \\
  m_{jk}^-(\lambda) &= m_{kj}^+(\lambda).
\end{align*}
\]

Consequently

\[
\begin{align*}
  \lim_{\varepsilon \to 0} [m_{12}^-(\lambda + i\varepsilon) - m_{12}^- (\lambda - i\varepsilon)] &= 0, & \lambda &\in \mathbb{R} \setminus \{\frac{1}{4}\}, \\
  \lim_{\varepsilon \to 0} [m_{11}^- (\lambda + i\varepsilon) - m_{11}^- (\lambda - i\varepsilon)] &= 0, & \lambda &< \alpha^2, \\
  \lim_{\varepsilon \to 0} [m_{11}^- (\lambda + i\varepsilon) - m_{11}^- (\lambda - i\varepsilon)] &= \\
  &= \frac{1}{2\pi^2} \left| \Gamma(\frac{1}{2} - \alpha + i\sqrt{\lambda - \alpha^2}) \right| \left| \Gamma(\frac{1}{2} - \alpha - i\sqrt{\lambda - \alpha^2}) \right| \left| \sin(2\pi i\sqrt{\lambda - \alpha^2}) - \sin(-2\pi i\sqrt{\lambda - \alpha^2}) \right|, & \lambda &> \alpha^2,
\end{align*}
\]
so we have \( \rho((\lambda_1, \lambda_2)) = 0 \) for \(-\infty < \lambda_1 < \lambda_2 < \alpha^2 \) and
\[
\rho((\lambda_1, \lambda_2)) = \frac{1}{2\pi^2} \int_{\lambda_1}^{\lambda_2} \left( \sinh(2\pi\sqrt{\lambda - \alpha^2})\left| \Gamma(\frac{1}{2} - \alpha + i\sqrt{\lambda - \alpha^2}) \right|^2 \right) d\lambda
\]
for \( \alpha^2 < \lambda_1 < \lambda_2 < +\infty \). In the same manner as in Example 1 we can see that \( \rho(\{\alpha^2\}) = 0 \). After letting \( \tau = \sqrt{\lambda - \alpha^2} \), the conclusion is that the generalized Fourier transform associated to the operator (39) is the isomorphism
\[
\mathcal{F} : L_2((0, \infty); \frac{dx}{x}) \to L_2\left((0, \infty); \tau \sinh(2\pi \tau)|\Gamma(\frac{1}{2} - \alpha + i\tau)|^2 d\tau \right)
\]
\[
(\mathcal{F}f)(\tau) = \sqrt{\frac{\pi}{2}} \int_0^\infty f(x)W_{\alpha,ir}(2x)x^{-3/2}dx
\]
\[
(\mathcal{F}^{-1} f)(x) = \frac{\rho^{\frac{1}{2}}}{\sqrt{2x}} \int_0^\infty \bar{f}(\tau)W_{\alpha,ir}(2x)\tau \sinh(2\pi \tau)|\Gamma(\frac{1}{2} - \alpha + i\tau)|^2 d\tau.
\]
Writing \( f(x) = (2x)^{-\frac{1}{2}}g(2x) \), we obtain the index Whittaker transform (3), (4). In addition, Theorem 3.4 assures that the fundamental solution (with respect to the measure \( \frac{dx}{x} \)) of the parabolic equation \( \frac{\partial u}{\partial t} = x^2 \frac{\partial^2 u}{\partial x^2} + x \frac{\partial u}{\partial x} - (x - \alpha)^2 u \) on the domain \( x \in (0, \infty), t \geq 0 \) is given by
\[
p_r(t, x, y) = \frac{2}{\pi^{\frac{3}{2}}xy} \int_0^\infty e^{-t(\tau^2 + \alpha^2)}W_{\alpha,ir}(2x)W_{\alpha,ir}(2y)\tau \sinh(2\pi \tau)|\Gamma(\frac{1}{2} - \alpha + i\tau)|^2 d\tau.
\]
**Remark 3.** If we instead write \( f(x) = \pi^{-\frac{1}{4}}2^{-\frac{1}{2}}e^{-x}x^{-\frac{1}{2}}g(\frac{1}{2x}) \), we obtain the integral transform
\[
(\mathcal{G}g)(\tau) = \int_0^\infty g(x)x^{-\alpha}e^{-\frac{1}{2\tau}}W_{\alpha,ir}\left(\frac{1}{2x}\right)dx
\]
\[
(\mathcal{G}^{-1}g)(x) = \frac{2}{\pi^2} \int_0^\infty \bar{g}(\tau)x^\alpha e^{\frac{1}{2\tau}}W_{\alpha,ir}\left(\frac{1}{2x}\right)\tau \sinh(2\pi \tau)|\Gamma(\frac{1}{2} - \alpha + i\tau)|^2 d\tau
\]
which is the generalized Fourier transform
\[
\mathcal{G} : L_2((0, \infty); \frac{1}{\sqrt{x}}x^{-2\alpha}e^{-\frac{1}{2\tau}}dx) \to L_2\left((0, \infty); \tau \sinh(2\pi \tau)|\Gamma(\frac{1}{2} - \alpha + i\tau)|^2 d\tau \right)
\]
determined by the operator
\[
\mathcal{A} = -2x^2 \frac{d^2}{dx^2} - (4(1 - \alpha)x + 1) \frac{d}{dx}, \quad 0 < x < \infty,
\]
i.e., by the operator (23) with \( p(x) = x^{2(1-\alpha)}e^{-\frac{1}{2\tau}}, q(x) = 0 \) and \( r(x) = \frac{1}{2}x^{-2\alpha}e^{-\frac{1}{2\tau}} \).

The fundamental solution (with respect to the measure \( \frac{1}{\sqrt{x}}x^{-2\alpha}e^{-\frac{1}{2\tau}}dx \)) of the associated parabolic equation is
\[
q_r(t, x, y) = 4\pi^{-\frac{1}{2}}(xy)^\alpha e^{\frac{1}{2\tau} + \frac{1}{4\tau}} \times \int_0^\infty e^{-t(2\tau^2 + \frac{1}{4}(1-2\alpha)^2)}W_{\alpha,ir}\left(\frac{1}{2x}\right)W_{\alpha,ir}\left(\frac{1}{2y}\right)\tau \sinh(2\pi \tau)|\Gamma(\frac{1}{2} - \alpha + i\tau)|^2 d\tau.
\]
This fundamental solution has a wide range of applications in mathematical finance; in particular, it is related to the Asian option pricing problem. See Section 4.6 of [17] and the references therein.
The next example is about the (generalized) Mehler-Fock transform, which is also a particular case of a spectral expansion associated with a Sturm-Liouville differential operator. Again, we present a direct derivation, applying the framework of Subsection 3.1. (For another approach, see [21].)

**Example 3.** (Mehler-Fock transform) Consider now the case \( p(x) = (x^2 - 1), \quad q(x) = \frac{d^2}{dx^2} \) and \( r(x) = 1, \) with \( a = 1 \) and \( b = \infty, \) i.e.,

\[
\mathcal{L} = -\frac{d}{dx} \left( x^2 - 1 \right) \frac{d}{dx} + \frac{\mu^2}{x^2 - 1} = -(x^2 - 1) \frac{d^2}{dx^2} - 2x \frac{d}{dx} + \frac{\mu^2}{x^2 - 1}, \quad 1 < x < \infty.
\]

(42)

(In what follows we assume that \( 0 < \mu < 1 \) is a fixed constant.)

Let us determine Feller’s boundary classification for the two endpoints. We have

\[
S[x, y] = \int_x^\mu \frac{1}{z^2 - 1} \, dz = \frac{1}{2} \left[ \log \left( \frac{y - 1}{y + 1} \right) - \log \left( \frac{x - 1}{x + 1} \right) \right], \quad x, y \in (1, \infty)
\]

and therefore

\[
I_a = I_b = J_b = \infty; \quad J_a < \infty \quad \text{if} \quad \mu = 0, \quad J_a = \infty \quad \text{if} \quad 0 < \mu < 1.
\]

Thus 1 is an entrance boundary if \( \mu = 0 \) and a natural boundary if \( 0 < \mu < 1, \) while \( \infty \) is a natural boundary in either case. Since \( \int_1^2 dx < \infty \) and \( \int_2^\infty dx = \infty, \) it follows from (24) that both for \( \mu = 0 \) and for \( 0 < \mu < 1 \) the suitable boundary condition at 1 is

\[
\lim_{x \downarrow 1} (x^2 - 1)f'(x) = 0 \quad \text{(43)}
\]

whereas at \( \infty \) no boundary condition is necessary.

The functions

\[
w_1(x, \lambda) = P^{-\mu}_{-\frac{1}{2} + i \sqrt{\lambda - \frac{1}{4}}} (x), \quad w_2(x, \lambda) = \begin{cases} Q^{-\mu}_{\frac{1}{2} - i \sqrt{\lambda - \frac{1}{4}}} (x), & \text{Re} \lambda < \frac{1}{4} \\ Q^{-\mu}_{\frac{1}{2} + i \sqrt{\lambda - \frac{1}{4}}} (x), & \text{Re} \lambda \geq \frac{1}{4} \end{cases}
\]

are continuous on \( (x, \lambda) \in \mathbb{R}^2 \) and, for each fixed \( \lambda \in \mathbb{C}, \) they constitute a basis for the space of solutions of \( \mathcal{L}u = \lambda u. \) (The choice of branch for \( \sqrt{\cdot} \) is the same as in the previous examples.) By Theorem 3.1, we have an isomorphism

\[
\mathcal{F} : L_2(1, \infty); \, dx \rightarrow L_2(0, \infty); \, \rho
\]

\[
(Ff)(\lambda) = \int_1^\infty f(x) \left( P^{-\mu}_{-\frac{1}{2} + i \sqrt{\lambda - \frac{1}{4}}} (x), \, w_2(x, \lambda) \right) \, dx \quad \text{(45)}
\]

\[
(F^{-1}f)(\lambda) = \int_0^\infty f(\lambda) \cdot \left( P^{-\mu}_{-\frac{1}{2} + i \sqrt{\lambda - \frac{1}{4}}} (x), \, w_2(x, \lambda) \right) \, d\rho(\lambda).
\]

Now, the unique solution of \( \mathcal{L}u = \lambda u \) \( (\lambda \in \mathbb{C}, \, \text{Im} \lambda \neq 0) \) belonging to \( L_2((1, 2]; \, dx) \) and satisfying the boundary condition at \( x = 1 \) is, by (17) and (18),

\[
\phi_1(x, \lambda) = P^{-\mu}_{-\frac{1}{2} + i \sqrt{\lambda - \frac{1}{4}}} (x).
\]

The unique solution belonging to \( L_2([2, \infty); \, dx) \) is, by (19),

\[
\phi_2(x, \lambda) = Q^{-\mu}_{\frac{1}{2} - i \sqrt{\lambda - \frac{1}{4}}} (x).
\]
By (20), their generalized Wronskian is \( W_{p}\{\phi_2, \phi_1\}(\lambda) = \left( \Gamma\left( \frac{1}{2} + \mu - i\sqrt{\lambda - \frac{1}{4}} \right) \right)^{-1} \), so the kernel of the resolvent (27) is

\[
K_{p}(x, y; \lambda) = \begin{cases}
\Gamma\left( \frac{1}{2} + \mu - i\sqrt{\lambda - \frac{1}{4}} \right) P_{\lambda}^{-\mu} - \frac{1}{2} + i\sqrt{\lambda - \frac{1}{4}}(x) Q_{\lambda}^{-\mu} - \frac{1}{2} - i\sqrt{\lambda - \frac{1}{4}}(y), & x < y \\
\Gamma\left( \frac{1}{2} + \mu - i\sqrt{\lambda - \frac{1}{4}} \right) Q_{\lambda}^{-\mu} - \frac{1}{2} - i\sqrt{\lambda - \frac{1}{4}}(x) P_{\lambda}^{-\mu} - \frac{1}{2} + i\sqrt{\lambda - \frac{1}{4}}(y), & x > y.
\end{cases}
\]

The functions \( w_1(x, \lambda) \) and \( w_2(x, \lambda) \) defined in (44) are analytically dependent on \( \lambda \) belonging to a complex neighborhood of any open interval \( I \) of the real axis with \( \frac{1}{4} \notin I \). (The analyticity of \( w_1 \) follows from the evenness property (16).) For all \( \lambda \) with \( \text{Im} \lambda \neq 0 \) we have

\[
\frac{w_1(x, \lambda)}{w_2(x, \lambda)} = w_1(x, \lambda), \quad \frac{w_2(x, \lambda)}{w_1(x, \lambda)} = \begin{cases}
Q_{\lambda}^{-\mu} - \frac{1}{2} - i\sqrt{\lambda - \frac{1}{4}}(x), & \text{Re} \lambda < \frac{1}{4} \\
Q_{\lambda}^{-\mu} - \frac{1}{2} + i\sqrt{\lambda - \frac{1}{4}}(x), & \text{Re} \lambda \geq \frac{1}{4}
\end{cases}
\]

so, using (21), we deduce that the functions \( m_{jk}(\lambda) \) in the representation (29) are given by

\[
m_{11}(\lambda) = \begin{cases}
-\cos \left( \pi \left( \frac{1}{2} - \sqrt{\frac{1}{4} - \lambda} \right) \right) \Gamma\left( \frac{1}{2} + \mu + \sqrt{\lambda - \frac{1}{4}} \right) \Gamma\left( \frac{1}{2} + \mu - \sqrt{\frac{1}{4} - \lambda} \right), & \text{Re} \lambda > \frac{1}{4}, \text{Im} \lambda < 0 \\
0, & \text{otherwise}
\end{cases}
\]

\[
m_{12}(\lambda) = \begin{cases}
\Gamma\left( \frac{1}{2} + \mu - \sqrt{\frac{1}{4} - \lambda} \right), & \text{Re} \lambda > \frac{1}{4} \\
\Gamma\left( \frac{1}{2} + \mu - i\sqrt{\lambda - \frac{1}{4}} \right), & \text{Re} \lambda < \frac{1}{4}
\end{cases}
\]

\[
m_{21}(\lambda) = m_{22}(\lambda) = 0, \quad m_{jk}(\lambda) = m_{kj}(\lambda).
\]

For \( \lambda \in \left( \frac{1}{4}, \infty \right) \) we have

\[
\lim_{\varepsilon \to 0^+} \left[ m_{11}(\lambda + i\varepsilon) - m_{11}(\lambda - i\varepsilon) \right] = \cos \left( \pi \left( \frac{1}{2} + i\sqrt{\lambda - \frac{1}{4}} \right) \right) \left| \Gamma\left( \frac{1}{2} + \mu + i\sqrt{\lambda - \frac{1}{4}} \right) \right|^2,
\]

\[
\lim_{\varepsilon \to 0^+} \left[ m_{12}(\lambda + i\varepsilon) - m_{12}(\lambda - i\varepsilon) \right] = 0,
\]

therefore Theorem 3.2 assures that, for \( \frac{1}{4} \leq \lambda_1 < \lambda_2 < \infty \),

\[
\rho((\lambda_1, \lambda_2)) = \lim_{\delta \to 0^+} \frac{1}{2\pi i} \int_{\lambda_1 + \delta}^{\lambda_2 - \delta} \left( \cos \left( \pi \left( \frac{1}{2} + i\sqrt{\lambda - \frac{1}{4}} \right) \right) \right) \left| \Gamma\left( \frac{1}{2} + \mu + i\sqrt{\lambda - \frac{1}{4}} \right) \right|^2 \frac{d\lambda}{0} d\lambda
\]

\[
= \frac{1}{2\pi} \int_{\lambda_1}^{\lambda_2} \left( \sinh \left( \pi \sqrt{\lambda - \frac{1}{4}} \right) \right) \left| \Gamma\left( \frac{1}{2} + \mu + i\sqrt{\lambda - \frac{1}{4}} \right) \right|^2 \frac{d\lambda}{0} d\lambda.
\]

For \( \lambda \in (-\infty, \frac{1}{4}) \) we have

\[
\lim_{\varepsilon \to 0^+} \left[ m_{jk}(\lambda + i\varepsilon) - m_{jk}(\lambda - i\varepsilon) \right] = 0, \quad j, k = 1, 2,
\]

thus \( \rho((\lambda_1, \lambda_2)) = 0 \) for \( -\infty < \lambda_1 < \lambda_2 < \frac{1}{4} \). In addition, we have \( \rho\left( \frac{1}{4} \right) = 0 \), because \( \frac{1}{4} \) is not an eigenvalue of \( \mathcal{L} \) (indeed, the equation \( \mathcal{L}u = \frac{1}{4}u \) has no nontrivial solutions belonging to \( L_2((1, \infty); dx) \) and satisfying (43)). Thus \( \rho_{11}(\cdot) \) is the only
nonzero measure, and if we let \( \tau = \sqrt{\lambda - \frac{1}{4}} \) we deduce that the isomorphism defined by the generalized Fourier transform (45) is

\[
\mathcal{F} : L_2((1, \infty); dx) \to L_2((0, \infty); \tau \sinh(\pi \tau) |\Gamma(\frac{1}{2} + i\tau)|^2 d\tau)
\]

\[
(\mathcal{F} f)(\tau) = \int_1^\infty f(x) P_{-\frac{1}{2} + i\tau}(x) dx
\]

\[
(\mathcal{F}^{-1} \tilde{f})(x) = \frac{1}{\pi} \int_0^\infty \tilde{f}(\tau) P_{-\frac{1}{2} + i\tau}(x) \tau \sinh(\pi \tau) |\Gamma(\frac{1}{2} + i\tau)|^2 d\tau
\]

which is the generalized Mehler-Fock transform (5), (6). Consequently, Theorem 3.4 assures that the function defined as

\[
p_\tau(t, x, y) = \frac{1}{\pi} \int_0^\infty e^{-t(\tau^2 + 1/4)} P_{-\frac{1}{2} + i\tau}(x) P_{-\frac{1}{2} + i\tau}(y) \tau \sinh(\pi \tau) |\Gamma(\frac{1}{2} + i\tau)|^2 d\tau
\]

is the fundamental solution (with respect to the Lebesgue measure) of the parabolic equation \( \frac{\partial u}{\partial t} = (x^2 - 1) \frac{d^2 u}{dx^2} + 2x \frac{du}{dx} - \frac{x^2}{x^2 + 1} u \) on the domain \( x \in (1, \infty), \ t \geq 0 \).

**Remark 4.** In the special case \( \mu = \frac{1}{2} \), from the relation (22) and the reflection formula for the Gamma function it follows that (46) becomes

\[
(\mathcal{F} f)(\tau) = \frac{\sqrt{2}}{\sqrt{\pi} \tau} \int_0^\infty f(\cosh(\xi)) \sin(\tau \xi) \sqrt{\sinh(\xi)} d\xi
\]

\[
(\mathcal{F}^{-1} \tilde{f})(\cosh(\xi)) = \sqrt{\frac{2}{\pi \sinh(\xi)}} \int_0^\infty \tau \tilde{f}(\tau) \sin(\tau \xi) d\tau,
\]

an integral transform which is equivalent to the Fourier sine transform. Accordingly, (47) specializes to

\[
p_\tau(t, \cosh(\xi), \cosh(\chi)) = \frac{2}{\pi} \left( \sinh(\xi) \sinh(\chi) \right)^{-\frac{1}{2}} \int_0^\infty e^{-t(\tau^2 + 1/4)} \sin(\tau \xi) \sin(\tau \chi) d\tau.
\]

In the latter expression, the integral term is, according to [5], Eq. 2.6.7, equal to \( \frac{\sqrt{\pi} \tau}{2 t^{1/2}} \exp \left(-\frac{t}{4} - \frac{\xi^2 + \chi^2}{4t} \right) \sinh \left(\frac{\xi \chi}{2t}\right) \). This gives us a closed-form expression for the fundamental solution of the parabolic PDE \( \frac{\partial u}{\partial t} = (x^2 - 1) \frac{d^2 u}{dx^2} + 2x \frac{du}{dx} - \frac{1}{4(x^2 + 1)} u \) on the domain \( x \in (1, \infty) \):

\[
p_\tau(t, \cosh(\xi), \cosh(\chi)) = \frac{1}{\sqrt{\pi t}} \left( \sinh(\xi) \sinh(\chi) \right)^{-\frac{1}{2}} \exp \left(-\frac{t}{4} - \frac{\xi^2 + \chi^2}{4t} \right) \sinh \left(\frac{\xi \chi}{2t}\right).
\]

### 3.3. Yor-type integrals.

The so-called *Yor integral* [37] is the elementary integral

\[
\theta(t, x) = \frac{x}{\sqrt{2\pi t}} \int_0^\infty \exp \left(-\frac{\xi^2}{2t} \right) \exp \left(-x \cosh(\xi) \sinh(\xi) \sin \left(\frac{\pi \xi}{t}\right) \right) d\xi, \quad t, x > 0.
\]

(For convenience we use the notation from [39], pp. 42-43.) The importance of this integral arises from its applications to pricing problems in mathematical finance. Indeed, Yor proved [38] that the Hartman-Watson probability distribution, which is fundamental for the pricing of Asian options [7] and in the context of the Hull-White stochastic volatility model ([8], Sections 4.6 and 4.7), has a probability density given by \( \theta(t, x)/\eta_\tau(x) \), where \( \theta(t, x) \) is the Yor integral (49) and \( \eta_\tau(x) \) is the modified Bessel function of the first kind. (To be more precise, \( \frac{\theta(t, x)}{\eta_\tau(x)} dt = \eta_\tau(dt) = p_\tau(t) dt \), where...
\( \eta_x \) is the Hartman-Watson law with parameter \( x > 0 \) and \( p_x(\cdot) \) is its probability density function.

In [37] the second author proved that the Yor integral (49) is closely related to the Kontorovich-Lebedev transform, as it can be equivalently written as

\[
\theta(t, x) = \frac{1}{\pi^2} \int_0^\infty e^{-\tau^2/4} K_t(\tau) \sinh(\pi \tau) d\tau, \quad t, x > 0. \tag{50}
\]

This means that the Yor integral is the inverse Kontorovich-Lebedev transform (37) of the function \( \tilde{f}(\tau) = \frac{1}{2} e^{-\tau^2/2} \). (Observe that \( \tilde{f}(\tau) \in L_2((0, \infty); \tau \sinh(\pi \tau) d\tau) \) for each fixed \( t > 0 \).) It is therefore natural to generalize the definition of the Yor integral as follows:

**Definition 3.5.** Assume that \( e^{-t\lambda} \in L_2([0, \infty); \rho) \) for each \( t > 0 \). Then the **generalized Yor integral for the operator \( L \)** is the integral

\[
\vartheta(t, x) = \int_{0^-}^\infty e^{-t\lambda} \sum_{j,k=1}^2 w_k(x, \lambda) d\rho_{jk}(\lambda), \quad t > 0, \ a < x < b \tag{51}
\]

i.e., it is the inverse generalized Fourier transform (26) of the function \( e^{-t\lambda} \). (In general, the convergence is understood with respect to the norm of \( L_2([0, \infty); \rho) \).)

Up to normalization, the Yor integral corresponds to the case \( L = -x^2 \frac{d^2}{dx^2} - x \frac{d}{dx} + x^2, \ 0 < x < \infty \). (Indeed, from (37) we get \( \theta(t, x) = 2\vartheta(t, x) \).

We note that the condition \( e^{-t\lambda} \in L_2([0, \infty); \rho) \) is superfluous whenever the basis \( \{w_1(\cdot, \lambda), w_2(\cdot, \lambda)\} \) is defined via (31). Indeed, in this case it is known (see [19], Corollary 3 in §21.2 and the remarks preceding Theorem 3’ in §21.4) that, for each \( \mu \in \mathbb{C} \) with \( \Im \lambda \neq 0 \), we have convergence of the integral

\[
\int_{0^-}^\infty \frac{1}{|\lambda - \mu|^2} \sum_{j,k=1}^2 d\rho_{jk}(\lambda).
\]

Since for any small \( \varepsilon > 0 \) we have

\[
\int_{0^-}^\infty e^{-2t\lambda} \sum_{j,k=1}^2 d\rho_{jk}(\lambda) \leq \int_{0^-}^\infty e^{-2\varepsilon \lambda} \sum_{j,k=1}^2 d\rho_{jk}(\lambda)
\]

\[
\leq C_\varepsilon \int_{0^-}^\infty \frac{1}{|\lambda - i|^{2\varepsilon}} \sum_{j,k=1}^2 d\rho_{jk}(\lambda), \quad t \geq \varepsilon
\]

where \( C_\varepsilon \) is a positive constant depending on \( \varepsilon \), we see that \( e^{-t\lambda} \in L_2([0, \infty); \rho) \) for all \( t \geq \varepsilon \), hence for all \( t > 0 \). In particular, this observation shows that there exists a generalized Yor integral for any second-order differential operator \( L \) satisfying the assumptions of Subsection 3.1.

For a general basis \( \{w_1(\cdot, \lambda), w_2(\cdot, \lambda)\} \) satisfying the assumptions of Theorems 3.1 and 3.2, the verification of the condition \( e^{-t\lambda} \in L_2([0, \infty); \rho) \) only requires the study of the behavior of the measure \( d\rho(\lambda) \) as \( \lambda \to \infty \). (Recall that the measure \( \rho \) is finite on bounded intervals.)

According to [37], Equation (3.7), the Yor integral (49) is a solution of the parabolic PDE

\[
\frac{\partial u}{\partial t} = \frac{x^2}{2} \frac{\partial^2 u}{\partial x^2} + \frac{x}{2} \frac{\partial u}{\partial x} - \frac{x^2}{2} u.
\]

By other words, the Yor integral is an inverse Kontorovich-Lebedev transform which yields a solution of the parabolic PDE associated with the corresponding Sturm-Liouville operator (34). The following lemma
Lemma 3.6. Assume that the integrals

\[
\int_{0}^{\infty} \lambda^{n} e^{-t \lambda} \sum_{j,k=1}^{2} w_{k}(x, \lambda) \, d\rho_{jk}(\lambda), \quad n = 0, 1, 2, \ldots
\]

\[
\int_{0}^{\infty} e^{-t \lambda} \sum_{j,k=1}^{2} \frac{\partial^{n} w_{k}(x, \lambda)}{\partial x^{n}} \, d\rho_{jk}(\lambda), \quad n = 0, 1, 2, \ldots
\]

converge absolutely and uniformly for \( t \geq t_{0} > 0 \) and \( x \) in compact intervals of \((a, b)\). Then, for \( n \in \mathbb{N} \), the generalized Yor integral is a solution of the PDE

\[
\frac{\partial u}{\partial t} = \left(-L_{x}ight)^{n} u
\]

on the domain \( t > 0, \ a < x < b \).

Proof. Clearly, the convergence assumption in the lemma allows us to interchange the integral and the derivatives; recalling that the \( w_{j}(t, x) \) are solutions of \( L_{x} u = \lambda u \), we see that

\[
\frac{\partial^{n} \vartheta(t, x)}{\partial t^{n}} = \int_{0}^{\infty} (-\lambda)^{n} e^{-t \lambda} \sum_{j,k=1}^{2} w_{k}(x, \lambda) \, d\rho_{jk}(\lambda)
\]

\[
= \int_{0}^{\infty} e^{-t \lambda} \sum_{j,k=1}^{2} \left((-L_{x})^{n} w_{k}(x, \lambda) \right) \, d\rho_{jk}(\lambda)
\]

\[
= \left((-L_{x})^{n} \vartheta\right)(t, x).
\]

The second author has proved [37] that the Yor integral (49) satisfies the evolution equation

\[
\int_{0}^{\infty} p_{r}(\xi, \vartheta(t, x), \xi) \theta(s, \xi) \frac{d\xi}{\xi} = \theta(t+s, x), \quad t, s > 0, \ 0 < x < \infty
\]

where \( p_{r}(t, x, y) \) is the fundamental solution (38) associated with the operator \( L = -x^{2} \frac{d^{2}}{dx^{2}} - x \frac{d}{dx} + x^{2} \). We will now outline how this evolution equation may be extended to generalized Yor integrals. Suppose that the convergence hypothesis of Lemma 3.6 holds, and fix \( s > 0 \). On the one hand, the properties (especially condition (v) of Definition 3.3) of the fundamental solution (33) of the PDE \( \frac{\partial u}{\partial t} = -L_{x} u \) assure that the integral

\[
\int_{0}^{\infty} p_{r}(t, x, \vartheta(s, \xi)) r(\xi) \, d\xi,
\]

\( t, s > 0, \ a < x < b \)

is a solution of \( \frac{\partial v}{\partial t} = -L_{x} v \) satisfying the initial condition \( v(0, x; s) = \vartheta(s, x) \). On the other hand, Lemma 3.6 implies that \( \vartheta(t+s, x) \) is also a solution of \( \frac{\partial u}{\partial t} = -L_{x} u \) satisfying the same initial condition. It is therefore natural to take advantage of uniqueness results (such as Theorems 4.1 and 4.2 below) for the solution of the Cauchy problem in order to prove the equality between \( \vartheta(t+s, x) \) and \( \int_{0}^{\infty} p_{r}(t, x, \xi) \vartheta(s, \xi) r(\xi) \, d\xi \). The connection with diffusion processes is useful for verifying the uniqueness conditions, as we will illustrate in Example 8.

Example 4. (Generalized Yor integral for the Mehler-Fock transform) Consider the operator \( L = -(x^{2} - 1) \frac{d^{2}}{dx^{2}} - 2x \frac{d}{dx} + \frac{\mu^{2}}{x^{2} - 1}, \ 1 < x < \infty \), where \( 0 \leq \mu < 1 \) is
where

\[ C \text{olutely and uniformly on } M. \]

The associated generalized Yor integral is given by

\[ \vartheta(t, x) = \frac{1}{\pi} \int_0^\infty e^{-t(x^2 + \frac{1}{4})} P^{-\mu - i\tau}(x) \tau \sinh(\pi \tau) \left| \Gamma\left(\frac{1}{2} + \mu + i\tau\right) \right|^2 d\tau \quad (54) \]

and it is a solution of the PDE

\[ \frac{\partial^n}{\partial x^n} P^{-\mu - i\tau}(x) = \left[ (x^2 - 1) \frac{d^2}{dx^2} + 2x \frac{d}{dx} - \frac{\pi^2}{4} \right] u \text{ on the domain } t > 0, \ 1 < x < \infty (n \in \mathbb{N}). \]

This follows from Lemma 3.6 since the integrals (52), (53) satisfy the required convergence condition. Indeed, by [22], Eq. 14.2.4, the associated Legendre function admits the integral representation

\[ P^{-\mu - i\tau}(x) = \left( \frac{2}{\pi} \right)^{\frac{1}{2}} \Gamma\left( \mu + \frac{1}{2} \right) \left( x^2 - 1 \right)^{\frac{\mu}{2}} \times \]

\[ \int_0^\infty (\tau^2 + \frac{1}{4})^n e^{-t(\tau^2 + \frac{1}{4})} \left| \Gamma\left( \frac{1}{2} + \mu + i\tau \right) \right|^2 d\tau \]

so the absolute convergence of the integral (52) follows from the inequalities

\[ \int_0^\infty (\tau^2 + \frac{1}{4})^n e^{-t(\tau^2 + \frac{1}{4})} \left| \Gamma\left( \frac{1}{2} + \mu + i\tau \right) \right|^2 d\tau \]

\[ \leq \left( \frac{2}{\pi} \right)^{\frac{1}{2}} \Gamma\left( \mu + \frac{1}{2} \right) \left( x^2 - 1 \right)^{\frac{\mu}{2}} \times \]

\[ \int_0^\infty (\tau^2 + \frac{1}{4})^n e^{-t(\tau^2 + \frac{1}{4})} \left| \Gamma\left( \frac{1}{2} + \mu + i\tau \right) \right|^2 d\tau \]

where the two integrals in the latter expression converge (uniformly for \( t \geq t_0 > 0 \)). Regarding the integral (53), notice that (55) and the product rule yield

\[ \frac{\partial^n}{\partial x^n} P^{-\mu - i\tau}(x) = \]

\[ = \frac{1}{\left| \Gamma\left( \frac{1}{2} + \mu + i\tau \right) \right|^2} \sum_{j=0}^n C_j(\mu) \frac{\partial^{n-j}}{\partial x^{n-j}} \left[ (x^2 - 1)^{\frac{\mu}{2}} \right] \int_0^\infty \left| \Gamma\left( \frac{1}{2} + \mu + i\tau \right) \right|^2 d\tau \]

where \( C_j(\mu) \) are real constants which depend on \( \mu \). (The integrals converge absolutely and uniformly on \( x \), so we can differentiate under the integral sign.) Hence

\[ \int_0^\infty e^{-t(\tau^2 + \frac{1}{4})} \left| \frac{\partial^n}{\partial x^n} P^{-\mu - i\tau}(x) \right| \left| \Gamma\left( \frac{1}{2} + \mu + i\tau \right) \right|^2 d\tau \]

\[ \leq \sum_{j=0}^n \left| C_j(\mu) \frac{\partial^{n-j}}{\partial x^{n-j}} \left[ (x^2 - 1)^{\frac{\mu}{2}} \right] \right| \times \]

\[ \int_0^\infty e^{-t(\tau^2 + \frac{1}{4})} \int_0^\infty \left| \Gamma\left( \frac{1}{2} + \mu + i\tau \right) \right|^2 \tau \sinh(\pi \tau) d\tau d\tau \]

\[ \leq \int_0^\infty e^{-t(\tau^2 + \frac{1}{4})} \tau \sinh(\pi \tau) d\tau \times \]

\[ \sum_{j=0}^n \left| C_j(\mu) \frac{\partial^{n-j}}{\partial x^{n-j}} \left[ (x^2 - 1)^{\frac{\mu}{2}} \right] \right| \int_0^\infty (1 + \cosh \xi)^{-\frac{\mu}{2} - \frac{1}{2} - j} d\xi \]
and it follows that (53) converges absolutely and uniformly for \( t \geq t_0 > 0, x \) in compact intervals of \((0, \infty)\).

Interestingly, just like the Yor integral (49), (50), the generalized Yor integral for the Mehler-Fock transform can be written as an integral involving elementary functions only. To prove this claim, we substitute (55) into (54) and apply Fubini’s theorem (the absolute convergence has been proved above), obtaining

\[
\vartheta(t, x) = \left(\frac{2}{\pi}\right)^{\frac{1}{2}} \Gamma\left(\mu + \frac{1}{2}\right) (x^2 - 1)^{\mu} e^{-\frac{t}{4}} \times
\int_{0}^{\infty} (x + \cosh \xi)^{-\mu - \frac{1}{2}} \int_{0}^{\infty} e^{-\tau^2} \tau \sinh(\pi \tau) \cos(\pi \xi) d\tau d\xi.
\]

By [23], Eq. 2.5.41.15, the inside integral equals

\[
\frac{1}{2} \int_{-\infty}^{\infty} e^{-\tau^2 + \pi \tau} \cos(\pi \xi) d\tau = \frac{1}{4t} \exp\left(\frac{\pi^2 - \xi^2}{4t}\right) \left[ \pi \cos\left(\frac{\pi \xi}{2t}\right) - \xi \sin\left(\frac{\pi \xi}{2t}\right) \right]
\]

and we conclude that

\[
\vartheta(t, x) = (2t)^{-\frac{1}{2}} \Gamma\left(\mu + \frac{1}{2}\right) (x^2 - 1)^{\frac{\mu}{2}} \exp\left(\frac{\pi^2}{4t} - \frac{t}{4}\right) \times
\int_{0}^{\infty} \frac{\exp\left(-\frac{\xi^2}{2t}\right)}{(x + \cosh \xi)^{\mu + \frac{1}{2}}} \left[ \pi \cos\left(\frac{\pi \xi}{2t}\right) - \xi \sin\left(\frac{\pi \xi}{2t}\right) \right] d\xi
\]

which is a representation of (54) as an integral over elementary functions.

**Example 5.** (Generalized Yor integral for the index Whittaker transform) Now consider the operator \( \mathcal{L} = -x^2 \frac{d^2}{dx^2} - x \frac{d}{dx} + (x - \alpha)^2 \), \( 0 < x < \infty \), where \(-\infty < \alpha < 1\) is a fixed parameter. It was seen in Example 2 that its generalized Fourier transform is the index Whittaker transform. Its generalized Yor integral is

\[
\vartheta(t, x) = \frac{\pi^{-5/2}}{\sqrt{2x}} \int_{0}^{\infty} e^{-t(\tau^2 + \alpha^2)} W_{\alpha, i\tau}(2x) \tau \sinh(2\pi \tau) \left| \Gamma\left(\frac{1}{2} - \alpha + i\tau\right) \right|^2 d\tau. \quad (56)
\]

Again, we can use an integral representation of the special function in the integrand to prove that the integrals (52), (53) converge absolutely and uniformly. According to [22], Eq. 13.16.5, we have

\[
\frac{W_{\alpha, i\tau}(2x)}{\sqrt{2x}} = \frac{2^{-i\tau} x^{i\tau}}{\Gamma\left(\frac{1}{2} - \alpha + i\tau\right)} \int_{1}^{\infty} e^{-x\xi(\xi - 1)^{i\tau - \frac{1}{2} - \alpha}(\xi + 1)^{i\tau - \frac{1}{2} + \alpha}} d\xi
\]

and therefore

\[
\int_{0}^{\infty} (\tau^2 + \alpha^2)^{n} e^{-t(\tau^2 + \alpha^2)} \left| \frac{W_{\alpha, i\tau}(2x)}{\sqrt{2x}} \right| \tau \sinh(2\pi \tau) \left| \Gamma\left(\frac{1}{2} - \alpha + i\tau\right) \right|^2 d\tau
\]

\[
\leq \int_{0}^{\infty} (\tau^2 + \alpha^2)^{n} e^{-t(\tau^2 + \alpha^2)} \tau \sinh(2\pi \tau) \left| \Gamma\left(\frac{1}{2} - \alpha + i\tau\right) \right| d\tau \times
\]

\[
\times \int_{1}^{\infty} e^{-x\xi(\xi - 1)^{-\frac{1}{2} - \alpha}(\xi + 1)^{-\frac{1}{2} + \alpha}} d\xi. \quad (57)
\]

Since (for \( \alpha < 1\)) we have \( \left| \Gamma\left(\frac{1}{2} - \alpha + i\tau\right) \right| \leq \Gamma\left(\frac{1}{2} - \alpha\right) < \infty \), the integral with respect to \( \tau \) converges uniformly for \( t \geq t_0 > 0 \); it is also clear that the integral
with respect to $\xi$ converges uniformly for $x \geq x_0 > 0$. In addition, using the same reasoning as in Example 4 we see that

$$\frac{\partial^n}{\partial x^n} \left[ \frac{W_{\alpha,i\tau}(2x)}{\sqrt{2\pi}} \right] = \frac{2^{-i\tau}}{\Gamma(\frac{1}{2} - \alpha + i\tau)} \sum_{j=0}^{n} \varphi_{n-j}(\tau) x^{i\tau-n+j} \int_{1}^{\infty} \xi^j e^{-\frac{1}{2}\xi} (\xi - 1)^{i\tau-\frac{1}{2}-\alpha}(\xi + 1)^{i\tau-\frac{1}{2}+\alpha} d\xi$$

where each $\varphi_{n-j}(\tau)$ is a polynomial of degree $n - j$ in the variable $\tau$, with complex coefficients; consequently,

$$\int_{0}^{\infty} e^{-t(\tau^2 + \alpha^2)} \frac{\partial^n}{\partial x^n} \left[ \frac{W_{\alpha,i\tau}(2x)}{\sqrt{2\pi}} \right] \left| \tau \sinh(2\pi\tau) \right| \Gamma\left(\frac{1}{2} - \alpha + i\tau\right)^2 d\tau$$

$$\leq \sum_{j=0}^{n} \int_{0}^{\infty} e^{-t(\tau^2 + \alpha^2)} |\varphi_{n-j}(\tau)| \tau \sinh(2\pi\tau) \left| \Gamma\left(\frac{1}{2} - \alpha + i\tau\right) \right|^2 d\tau \times \int_{1}^{\infty} \xi^j e^{-\frac{1}{2}\xi} (\xi - 1)^{i\tau-\frac{1}{2}-\alpha}(\xi + 1)^{i\tau-\frac{1}{2}+\alpha} d\xi.$$

All the integrals in the last expression converge uniformly for $t \geq t_0 > 0$ and $x \geq x_0 > 0$. Hence the assumption of Lemma 3.6 is satisfied, and this assures that the generalized Yor integral (56) is a solution of the PDE $\frac{\partial^n u}{\partial t^n} = \left[ x^2 \frac{\partial^2}{\partial x^2} + x \frac{d}{dx} - (x - \alpha)^2 \right]^n u$ on the domain $t > 0, 0 < x < \infty$ $(n \in \mathbb{N})$.

4. Diffusion processes. We will now introduce the diffusion processes associated with the Sturm-Liouville operators from the previous section. We shall then present some properties which relate these stochastic processes with the generalized Fourier transforms (in particular, the index transforms) and the associated Yor integrals.

Let $\mathcal{L}$ be the Sturm-Liouville differential operator (23), and let $p(x)$, $q(x)$ and $r(x)$ be the functions which define $\mathcal{L}$. Throughout this section, besides the assumptions in Section 3, we will also assume that both boundaries $a$ and $b$ are either entrance or natural.

Consider, on the state space $(a, b)$, the stochastic differential equation

$$dX_t = \mu(X_t)dt + \sigma(X_t)dW_t \quad (58)$$

where $\mu(x) = \frac{p'(x)}{r(x)}$ and $\sigma(x) = \frac{2p(x)}{r(x)}^{\frac{1}{2}}$ are deterministic functions, and $W = \{W_t\}_{t \geq 0}$ is a standard Brownian motion. (For background on the theory of diffusion processes and stochastic differential equations, we refer to Borodin and Salminen [1] and references therein.) Our assumptions on $p(x)$ and $r(x)$ assure (see [14], Theorem II.5.2) that for each $x \in (a, b)$, this stochastic differential equation has (up to indistinguishability) a unique solution $\{X^x_t\}_{t \geq 0}$ such that $X^x_0 = x$ and $X^x_t \in (a, b)$ for all $t \geq 0$. (Since $a$ and $b$ are either entrance or natural boundaries, the explosion time is infinite, cf. [1], Section II.1.) The stochastic process $\{X^x_t\}_{t \geq 0}$ is a diffusion process whose infinitesimal generator is (cf. [1], Section III.5) the differential operator $-\mathcal{L}^0$ obtained from $-\mathcal{L}$ by setting $q(x) \equiv 0$, i.e.,

$$-\mathcal{L}^0 = \frac{1}{r(x)} \frac{d}{dx} \left( p(x) \frac{d}{dx} \right).$$

Now let $A_t = \int_{0}^{t} k(X^x_s) ds$, where $k(x) = \frac{q(x)}{r(x)}$. (The function $k(x)$ is nonnegative, thus $\{A_t\}_{t \geq 0}$ is an increasing process.) Let $e$ be an exponentially distributed random
variable with unit mean and independent of \( \{X_t^x\}_{t \geq 0} \), and consider the stopping time \( \zeta = \inf\{t \geq 0 : A_t > e\} \). The killed process is defined by

\[
\tilde{X}_t^x = \begin{cases} 
X_t^x, & t < \zeta \\
\Delta, & t \geq \zeta 
\end{cases}
\]

where \( \Delta \) is a point outside of \( \mathbb{R} \). The process \( \{\tilde{X}_t^x\}_{t \geq 0} \) is also a diffusion process, and its infinitesimal generator is precisely the Sturm-Liouville operator \( -\mathcal{L} \) ([1], Section II.4).

Let us state the Feynman-Kac theorem, which provides a stochastic representation formula for the solution of the Cauchy problem for the parabolic PDE \( \frac{\partial u}{\partial t} = -\mathcal{L} u \):

**Theorem 4.1.** *(Feynman-Kac theorem – [9], Section 1)* Let \( \psi : (a, b) \to [0, \infty) \) and \( g : [0, \infty) \times (a, b) \to [0, \infty) \) be nonnegative locally \( \alpha \)-Hölder continuous functions (for some \( \alpha > 0 \)). Assume that the functions \( \psi \) and \( g \) are bounded. Then the unique classical solution \( u \in C^{1,2}([0, \infty) \times (a, b)) \cap C([0, \infty) \times (a, b)) \) of the Cauchy problem

\[
\frac{\partial u}{\partial t} + \mathcal{L} u = g, \quad (t, x) \in (0, \infty) \times (a, b) \\
u(0, x) = \psi(x), \quad x \in (a, b)
\]  

is given by the expectation

\[
u(t, x) = \mathbb{E} \left[ e^{-\int_0^t k(X_s^x) ds} \psi(X_t^x) + \int_0^t e^{-\int_0^s k(X_r^x) dr} g(t - s, X_s^x) ds \right]
\]  

for \( \{X_t^x\}_{t \geq 0} \) is the solution of the stochastic differential equation (58) such that \( X_0^x = x \).

If the operator \( \mathcal{L} \) has domain \( (a, b) = \mathbb{R} \), we also have the following version of the Feynman-Kac theorem where the nonnegativity and boundedness assumptions on \( \psi \) and \( g \) are relaxed:

**Theorem 4.2.** *(Feynman-Kac theorem – [11], Theorem 5.7.6 and Problem 5.7.7)* Assume that the Sturm-Liouville operator \( (23) \) has domain \( \mathbb{R} \). For fixed \( T > 0 \), let \( \psi : \mathbb{R} \to \mathbb{R} \) and \( g : [0, T] \times \mathbb{R} \to \mathbb{R} \) be continuous functions, for which there exist constants \( C > 0, k > 1 \) such that

\[
|\psi(x)| \leq C(1 + |x|^k) \quad \text{for all } x \in \mathbb{R}, \\
|g(t, x)| \leq C(1 + |x|^k) \quad \text{for all } x \in \mathbb{R}, t \in [0, T].
\]  

Suppose that the functions \( \mu(x) \) and \( \sigma(x) \) in (58) satisfy the growth condition \( |\mu(x)|^2 + |\sigma(x)|^2 \leq C(1 + x^2) \). Assume that \( v : [0, T] \times \mathbb{R} \to \mathbb{R} \) belongs to \( C^{1,2}((0, T] \times \mathbb{R}) \cap C([0, T] \times \mathbb{R}) \), solves the Cauchy problem (59) and grows polynomially in \( x \), i.e.,

\[
\max_{t \in [0, T]} |v(t, x)| \leq M(1 + |x|^\ell) \quad \text{for some } M > 0, \ell \geq 1.
\]  

Then \( v(t, x) = \nu(t, x) \), where \( \nu(t, x) \) is defined in (60); in particular, such a solution is unique.

Moreover, when \( \mu(x) \) and \( \sigma(x) \) are uniformly bounded on \( \mathbb{R} \) we can replace (61), (62) by exponential growth conditions

\[
|\psi(x)| \leq Ce^{\nu|x|^{2-\delta}}, \quad |g(t, x)| \leq Ce^{\nu|x|^{2-\delta}} \\
\max_{t \in [0, T]} |v(t, x)| \leq Me^{\kappa|x|^{2-\epsilon}}
\]  

\((C, M, \nu, \kappa, \delta, \epsilon > 0)\).
Taking into account the properties (v) and (vi) (in Definition 3.3) of the fundamental solution (33) of the parabolic PDE \( \frac{\partial u}{\partial t} = -L_x u \), a consequence of Theorem 4.1 is that for each bounded, nonnegative, locally Hölder continuous function \( \psi : (a, b) \to [0, \infty) \) we have

\[
\int_a^b \psi(y) p_{r}(t, x, y) r(y) dy = \mathbb{E}\left[e^{-\int_0^t k(X^x_s) ds} \psi(X^x_t)\right] = \mathbb{E}\left[\psi(\tilde{X}^x_t)\right]
\]

where the last equality is a consequence of the definition of the killed process \( \{\tilde{X}^x_t\}_{t \geq 0} \). From the arbitrariness of the function \( \psi \) it follows that the fundamental solution \( p_{r}(t, x, y) \) is the transition probability density of the diffusion process \( \{\tilde{X}^x_t\}_{t \geq 0} \) with respect to the measure \( r(x) dx \).

To illustrate how this leads to interesting applications of index transforms in the characterization of certain diffusion processes, let us consider the additive process \( A_t = \int_0^t k(X^x_s) ds \) given \( X^x_t = y \). For \( \psi : (a, b) \to [0, \infty) \) as given in the Feynman-Kac theorem, we have

\[
\mathbb{E}\left[e^{-A_t} \psi(X^x_t)\right] = \int_a^b \int_0^\infty \psi(y) e^{-\xi} P[A_t \in d\xi, X^x_t \in dy] = \int_a^b \psi(y) \int_0^\infty e^{-\xi} P[A_t \in d\xi | X^x_t = y] P[X^x_t \in dy] = \int_a^b \psi(y) \mathbb{E}\left[e^{-A_t} | X^x_t = y\right] p_0^r(t, x, y) r(y) dy
\]

where \( p_0^r(t, x, y) \) denotes the fundamental solution of the parabolic PDE \( \frac{\partial u}{\partial t} = -L^0_x u \). Comparing with the left hand side of (63) we conclude that

\[
p_r(t, x, y) = \mathbb{E}\left[e^{-A_t} | X^x_t = y\right] p_0^r(t, x, y)
\]

and employing the representation (33) we reach an explicit expression for the conditional expectation of \( e^{-A_t} \):

\[
\mathbb{E}\left[e^{-A_t} | X^x_t = y\right] = \int_0^\infty e^{-t\lambda} \sum_{j,k=1}^2 w_j(x, \lambda) w_k(y, \lambda) dp_{jk}(\lambda)
\]

where the basis \( \{w_1^0(\cdot, \lambda), w_2^0(\cdot, \lambda)\} \) and the matrix measure \( \rho^0 \) are defined via the operator \( L^0 \).

Actually, the relation (64) yields the following monotonicity property for the fundamental solutions:

**Proposition 1.** For \( j = 1, 2 \), consider the Sturm-Liouville differential operator \( \mathcal{L}_j = \frac{1}{r(x)} \left[-\frac{d}{dx} \left(p(x) \frac{d}{dx}\right) + q_j(x)\right] \), \( x \in (a, b) \), where the coefficient functions \( p(x) \), \( r(x) \), \( q_1(x) \) and \( q_2(x) \) satisfy the assumptions of Subsection 3.1. Let \( p_j(t, x, y) \) be the fundamental solution for the parabolic equation \( \frac{\partial u}{\partial t} = -(\mathcal{L}_j) u \), as defined in Definition 3.3. Assume that \( q_1(x) \leq q_2(x) \) for all \( x \in (a, b) \). Then

\[
p_1(t, x, y) \geq p_2(t, x, y) \quad \text{for all } t > 0, \ x, y \in (a, b).
\]

The intuition behind the following proof is, under the probabilistic viewpoint, quite straightforward: if we denote by \( \{\tilde{X}_t^{2,x}\} \) the process with infinitesimal generator \( \mathcal{L}_2 \), the inequality \( q_1(x) \leq q_2(x) \) means that the process \( \{\tilde{X}_t^{2,x}\} \) is killed at a faster rate than the process \( \{\tilde{X}_t^{1,x}\} \).
Proof. By (64), we have

\[
\frac{p^2_r(t, x, y)}{p^1_r(t, x, y)} = \frac{\mathbb{E}[e^{-A^2_j} \mid X^x_t = y]}{\mathbb{E}[e^{-A^1_j} \mid X^x_t = y]}
\]

(66)

where (for \( j = 1, 2 \)) \( A^j_t = \int_0^t k_j(X^x_s)ds \) and \( k_j(x) = \frac{q_j(x)}{r(x)} \).

Fix \( t > 0 \) and \( x \in (a, b) \). The assumption \( q_1(x) \leq q_2(x) \) implies that almost surely (a.s.) \( e^{-A^2_j} \leq e^{-A^1_j} \), and by the properties of conditional expectation (see [25], Section II.7) it follows that

\[
\mathbb{E}[e^{-A^2_j} \mid X^x_t = y] \leq \mathbb{E}[e^{-A^1_j} \mid X^x_t = y] \quad \text{a.s. with respect to } P[X^x_t \in dy].
\]

We know that \( P[X^x_t \in dy] = p^0_r(t, x, y)r(y)dy \) where \( p^0_r(t, x, y)r(y) \) is a positive and real-valued function of \( y \in (a, b) \). Thus (as a consequence of the Radon-Nikodym theorem, cf. [2], Exercise 4.2.9) the preceding inequality holds Lebesgue almost everywhere; by (66), this means that

\[
\frac{p^2_r(t, x, y)}{p^1_r(t, x, y)} \leq 1 \quad \text{for almost all } y.
\]

But, according to the properties of the fundamental solution, the left hand side is a continuous function of \( y \). The result follows.

We now look more closely at the diffusion processes generated by the Sturm-Liouville operators which define the index transforms.

Example 6. (Diffusion processes associated with the Mehler-Fock transform) Let \( \mathcal{L} \) be the operator defined in (42). Then the coefficients of the stochastic differential equation are \( \mu(x) = 2x \) and \( \sigma(x) = \sqrt{2(x^2 - 1)} \), and (58) becomes

\[
dX_t = 2X_t dt + \sqrt{2(X_t^2 - 1)} dW_t.
\]

Notice that if \( \{X^x_t\} \) is the solution of this stochastic differential equation starting at \( X^x_0 = x \in (1, \infty) \), then its infinitesimal generator is the operator \(-\mathcal{L}^0 = (x^2 - 1) \frac{d^2}{dx^2} + 2x \frac{d}{dx} \), which is the operator whose spectral expansion yields the ordinary Mehler-Fock transform.

Take \( 0 \leq \mu_1 \leq \mu_2 < 1 \) and write \( q_\mu(x) = \frac{\mu^2}{x^2 - 1} \). Then \( q_{\mu_1}(x) \leq q_{\mu_2}(x) \) for all \( x \in (1, \infty) \), and from Proposition 1 we can conclude that \( p^{\mu_1}_r(t, x, y) \geq p^{\mu_2}_r(t, x, y) \), where \( p^{\mu}_r(t, x, y) \) is given by the right hand side of (47) with \( \mu = \mu_j \). In other words, the fundamental solution (i.e., transition density of the killed process)

\[
p^{\mu}_r(t, x, y) = \frac{1}{\pi} \int_0^\infty e^{-(\frac{\tau^2}{4} + \frac{\pi^2}{4})} \frac{e^{-\frac{\mu^2}{2} + \pi \tau}}{\Gamma\left(\frac{\mu}{2} + 1\right)} \left| \Gamma\left(\frac{1}{2} + \mu + i\tau\right) \right|^2 d\tau
\]

is a decreasing function of \( 0 \leq \mu < 1 \) (for fixed \( t > 0, x, y \in (1, \infty) \)).

It is also interesting to note that, according to Remark 4, the process \( \{\tilde{X}^x_t\} \) corresponding to \( \mu = \frac{1}{2} \), which is the process \( \{X^x_t\} \) killed at time \( \zeta = \inf\{t \geq 0 : \int_0^t \frac{1}{(X^x_s)^2 - 1} ds > e\} \), has a transition density which is given in closed form by (48).

Note that to obtain this result we did not rely on any explicit expression for the process \( \{X^x_t\} \) in terms of the underlying Brownian motion; we only relied on the PDE which is satisfied by the transition density.

Example 7. (Diffusion processes associated with the Kontorovich-Lebedev and index Whittaker transforms) When \( \mathcal{L} \) is the operator (39), we have \( \sigma(x) = \sqrt{2} x \) and \( \mu(x) = x \). The diffusion process with infinitesimal generator \(-\mathcal{L}^0\) is then the
solution of \(dX_t = X_t \, dt + \sqrt{2} \, X_t \, dW_t\). This is the stochastic differential equation which defines the geometric Brownian motion, so we have

\[
X_t^x = x \exp(\sqrt{2} \, W_t)
\]

and the well-known expression for the transition density of geometric Brownian motion ([1], Eq. 9.1.0.6) gives

\[
p_t^0(t, x, y) = \frac{1}{2\sqrt{\pi t}} \exp\left(-\frac{1}{4t}(\log y - \log x)^2\right).
\]

In the case \(\alpha = 0\) (where \(\mathcal{L}\) yields the Kontorovich-Lebedev transform), the additive process in the definition of the killing time is given by \(A_t = x^2 \int_0^t \exp(2\sqrt{2} W_s) \, ds\). The integral \(\int_0^t \exp(2\sqrt{2} W_s) \, ds\) (and the more general integral \(\int_0^t \exp(\alpha \sqrt{2} W_s) \, ds\), with \(\alpha\) a real constant, which can be reduced to the former) belongs to a family of exponential functionals of Brownian motion which has been extensively studied due to its essential role in the Asian option pricing problem. Using the relation and recalling the integral representation (38) for the transition density of the process with infinitesimal generator \(\mathcal{L}\), we obtain a closed-form expression for the conditional Laplace transform of this exponential functional:

\[
E\left[e^{-x^2 \int_0^t \exp(2\sqrt{2} W_s) \, ds} \mid X_t^x = y\right] = \frac{4\sqrt{t} \, y}{\pi^{3/2}} \exp\left(\frac{1}{4t}(\log y - \log x)^2\right) \int_0^\infty e^{-tr^2} K_{i\tau}(x) K_{i\tau}(y) \tau \sinh(\pi \tau) \, d\tau.
\]

In addition, by (63) (with \(\psi(x) = 1\)) the unconditional Laplace transform is given by

\[
E\left[e^{-x^2 \int_0^t \exp(2\sqrt{2} W_s) \, ds}\right] = \frac{2}{\pi^2} \int_0^\infty \int_0^\infty e^{-tr^2} K_{i\tau}(x) K_{i\tau}(y) \tau \sinh(\pi \tau) \, d\tau \, \frac{dy}{y}. \quad (69)
\]

But due to the properties of Brownian motion we also have that the Laplace transform of this functional of geometric Brownian motion can be explicitly written through the elementary integral

\[
E\left[e^{-x^2 \int_0^t \exp(2\sqrt{2} W_s) \, ds}\right] = E\left[e^{-x^2 \int_0^t \exp(2W_s) \, ds}\right] = \frac{1}{2\sqrt{\pi t}} \int_{-\infty}^\infty e^{ix \sinh(y)} e^{-\frac{x^2}{4\pi} dy}.
\]

(70)

(the first equality is due to the scaling property of Brownian motion; the second equality is a consequence of Bougerol’s identity for Brownian motion, cf. [8], Section 4.2 and Eq. (4.8)). Combining (69) and (70) we obtain the following integral identity involving the modified Bessel function \(K_{i\tau}(x)\):

\[
\frac{2}{\pi^2} \int_0^\infty \int_0^\infty e^{-tr^2} K_{i\tau}(x) K_{i\tau}(y) \tau \sinh(\pi \tau) \, d\tau \, \frac{dy}{y} = \frac{1}{2\sqrt{\pi t}} \int_{-\infty}^\infty e^{ix \sinh(y)} e^{-\frac{x^2}{4\pi} dy}.
\]

In the more general case \(\alpha \leq 0\) it is possible to derive, by following the same reasoning which led us to (68), a closed-form expression for the conditional expectation

\[
E\left[e^{-x^2 \int_0^t \exp(\alpha \sqrt{2} W_s) + c^2} \mid X_t^x = y\right],
\]

being \(c\) a nonnegative constant. Furthermore, Proposition 1 asserts that the fundamental solution

\[
p_t^\alpha(t, x, y) = \frac{2}{\pi^2 \sqrt{\pi t} y} \int_0^\infty e^{-t(\tau^2 + \alpha^2)} W_{\alpha, i\tau}(2x) W_{\alpha, i\tau}(2y) \tau \sinh(2\pi \tau) \left|\Gamma\left(\frac{1}{2} - \alpha + i\tau\right)\right|^2 \, d\tau
\]

is an increasing function of \(\alpha \leq 0\) (for fixed \(t > 0, x, y \in (0, \infty)\)).

3.2
We conclude this section with an example which demonstrates that, as discussed in Subsection 3.3, the connection with diffusion processes is useful for deriving an evolution equation for generalized Yor integrals.

**Example 8.** Consider the generalized Yor integral for the index Whittaker transform with parameter $\alpha < \frac{1}{2}$, defined by (56). In order to show that this generalized Yor integral obeys the evolution equation, we start by estimating $\vartheta(t,x)$: using the inequality $|W_{\alpha,i\tau}(2y)| \leq C |\Gamma(\frac{1}{2} - \alpha + i\tau)|^{-2} (2y)^{\alpha} e^{-y}$ (see [27], Eq. (1.15)) we deduce that

$$|\vartheta(t,x)| \leq C \pi^{-5/2} (2x)^{\alpha - 1} e^{-(x - \alpha)^2} e^{-x} \int_0^\infty e^{-t(\tau^2 + \alpha^2)} \tau \sin(2\pi \tau) d\tau.$$  

We know from Example 5 that $\vartheta(t,x)$ is a solution of $\frac{\partial u}{\partial t} = x^2 \frac{d^2 u}{dx^2} + x \frac{du}{dx} - (x - \alpha)^2 u$ on the domain $t > 0, 0 < x < \infty$. It easily follows that $\vartheta(t,e^y)$ is a solution of $\frac{\partial v}{\partial t} = \frac{\partial^2 v}{\partial y^2} - (e^y - \alpha)^2 v$ on the domain $t > 0, y \in \mathbb{R}$. For fixed $s,T > 0$, the above estimate gives

$$\max_{t \in [s,\infty)} |\vartheta(t+s,e^y)| \leq M e^{|y|}$$

for constants $M, \kappa > 0$ which may depend on $s$. Hence Theorem 4.2 (where we take $L = -\frac{\partial^2}{\partial y^2} + (e^y - \alpha)^2$, $\psi(y) = \vartheta(s,e^y)$, $g(t,y) = 0$ and $v(t,y) = \vartheta(t+s,e^y)$) implies that

$$\vartheta(t+s,e^y) = E \left[ e^{-\int_t^s (\exp(\sqrt{2} W_s + y) - \alpha)^2 ds} \vartheta(s,\exp(\sqrt{2} W_s + y)) \right]$$

which, by (63), (67), is equivalent to the evolution equation

$$\vartheta(t+s,x) = \int_0^\infty p^\alpha(t,x,\xi) \vartheta(s,\xi) \frac{d\xi}{\xi}$$

where $p^\alpha(t,x,\xi)$ is the transition density (71).
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