Dual PIC: a structure preserving method for discretizing Lie-Poisson brackets
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Abstract

We consider a general discretization strategy for Hamiltonian field theories generated by Lie-Poisson brackets which we call dual PIC (DPIC). This method involves prescribing two different discrete representations of the dynamical variable which are constrained as a Casimir invariant of the flow to coincide with one another via an $L^2$ projection throughout the entire simulation. This allows one to leverage the relative advantages of each discrete representation. We begin by describing DPIC as applied to a general Lie-Poisson system and then provide illustrative examples: the discretization of the two-dimensional vorticity equations and the Vlasov-Poisson equation.

I. INTRODUCTION

In this preliminary note we document a new computational method, which we call dual PIC or DPIC for short, that brings together two main notions: the particle-in-cell (PIC) method that was proposed early on in the plasma physics community (see e.g. [1, 2]) and the noncanonical Hamiltonian description possessed by dissipation free models in mechanics, fluid mechanics, kinetic theory, plasma physics, and other fields of research (see [3, 4]).

These two notions were brought together in GEMPIC [5], which used the Vlasov-Maxwell Hamiltonian structure given in [3, 6, 7] to construct a Poisson integrator, an integrator that preserves Casimir invariants while being symplectic on their invariant sets. This was accomplished by merging the particle description of the Vlasov phase space density, which is naturally Hamiltonian, with finite element exterior calculus (FEEC) originated in [8] for representation of the electromagnetic fields of Maxwell’s...
equations. The net result of these discretizations is a finite system of ordinary differential equations that can be generated from a noncanonical Poisson bracket, i.e., a Poisson bracket of nonstandard form with degeneracy (see e.g. [4]).

A special class of noncanonical Hamiltonian systems are known as Lie-Poisson systems. These systems possess a noncanonical Poisson brackets that are linear in the dynamical variables of the system and are in correspondence with Lie algebras, finite or infinite. Unlike PIC methods that couple kinetic theories with electromagnetism, fluid particle methods do not so easily produce Hamiltonian discretizations. The method proposed here does this by adding a dual field to a Lie-Poisson Hamiltonian partial differential equation, which roughly speaking plays the role of the Maxwell fields. In the context of the two-dimensional Euler fluid equation for vorticity, described here as an example, the vorticity has two descriptions, one in terms of point vortices and another in terms of a Galerkin basis. The two descriptions are then naturally seen to be tied together by a Casimir invariant of the discretized system. In the context of the Vlasov-Poisson equation, which likewise possesses Lie-Poisson structure [6], the dual field provides a regularized representation of the phase-space density which in a PIC method is only defined distributionally.

This note is organized as follows. In Sec. II we discuss general Lie-Poisson systems and our method of discretization. This is followed in Secs. III and IV where application to the Vlasov-Poisson equation and two-dimensional Euler fluid equation are addressed, respectively. We conclude in Sec. V where we sum up, discuss generalizations, and future work.

II. THE GENERAL DUAL PIC METHOD

The discretization strategy proposed herein may be applied to canonical Lie-Poisson systems of the following form. Let $\mu$ be a scalar field with domain $T^n \sim R^n$. 
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Moreover, suppose that $\mu$ evolves as a canonical Lie-Poisson system:

$$\partial_t \mu = \{\mu, H\}$$

where

$$\{F,G\} = \int_{\mathbb{T}^{\mathbb{R}^n}} \mu \left( \frac{\delta F}{\delta \mu}, \frac{\delta G}{\delta \mu} \right) d^nz$$

and

$$H[\mu] = \int_{\mathbb{T}^{\mathbb{R}^n}} \mu \frac{\delta K}{\delta \mu} d^nz$$

where $z \in \mathbb{T}^{\mathbb{R}^n}$, $[f,g] = \nabla_z f^T J_c \nabla_z g$ is the finite dimensional canonical Poisson bracket, $\mu$ is interpreted as a density, and $K[z,\mu]$ is interpreted as a kind of energy functional. Systems of such form are relatively abundant in plasma physics with the Vlasov-Poisson system being a notable example [9].

The key observation underlying the dual PIC method is that it is possible to extend the system to possess two density variables which coincide with each other by design. To this end we extend the continuous system by defining a Lie-Poisson system with two density variables, $\mu_1$ and $\mu_2$:

$$\{F,G\}_E = \frac{1}{2} \left( \mu_1, \left[ \frac{\delta F}{\delta \mu_1} + \frac{\delta F}{\delta \mu_2} \frac{\delta G}{\delta \mu_1} + \frac{\delta G}{\delta \mu_2} \right] \right)$$

and

$$H_E[\mu_1,\mu_2] = \left( \mu_1, \frac{\delta K}{\delta \mu_2} (z,\mu_2) \right)$$

where $(\cdot, \cdot)$ is the $L^2$ inner product. The Poisson bracket of (3) for this extended system satisfies the Jacobi identity; we provide the proof in Appendix A. Also, one may show that

$$C_1 = C[\mu_1] \quad \text{and} \quad C_2 = C[\mu_1 - \mu_2]$$

are Casimir invariants for any functional $C$. Hence, if $\mu_1|_{t=0} = \mu_2|_{t=0}$, then $\mu_1 = \mu_2 \ \forall t$. When $\mu_1 = \mu_2$, one recovers the original system.

### A. Derivation of the general dual PIC method

We begin with the Lie-Poisson system of (3) and discretize. Let $\{\psi_i\}_{i=1}^N$ be some Galerkin basis over $H^1(\mathbb{T}^{\mathbb{R}^n})$. It is necessary that it be possible to take derivatives of
the basis functions. Let \( \{ z_a \}_{a=1}^{N_p} \subset T \mathbb{R}^n \) and \( \{ w_a \}_{a=1}^{N_p} \in \mathbb{R} \). We discretize by letting
\[
\mu_1 = \sum_{a=1}^{N_p} w_a \delta(z_a - z) \quad \text{and} \quad \mu_2 = \sum_{i=1}^{N} (\mu_*)_i \mathcal{M}^{-1}_{ij} \psi_j(z),
\]
where \( \mathcal{M} \) is the \( L^2 \) mass matrix associated with the Galerkin basis. The star subscript is a reminder that we have interpolated \( \mu_2 \) with respect to the dual Galerkin basis, \( \{ \mathcal{M}^{-1}_{ij} \psi_j(x) \}_{i=1}^{N} \). If we let \( F[\mu_1, \mu_2] = F(z_1, \ldots, z_{N_p}, \mu_*) \), then one may show that
\[
\frac{\delta F}{\delta \mu_2} = \sum_{i=1}^{N} \frac{\partial F}{\partial (\mu_*)_i} \psi_i(z).
\]
If we interpolate \( \mu_2 \) with respect to the dual basis, functional derivatives with respect to \( \mu_2 \) are interpolated with respect to the primal basis. If we ever wish to evaluate \( \mu_2 \), it must be done using the dual basis. Therefore, following [5], we find
\[
\nabla_z \frac{\delta F}{\delta \mu_1} \bigg|_{z=z_a} = \frac{1}{w_a} \frac{\partial F}{\partial z_a} \quad \text{and} \quad \nabla_z \frac{\delta F}{\delta \mu_2} \bigg|_{z=z_a} = \sum_{i=1}^{N} \frac{\partial F}{\partial (\mu_*)_i} \nabla_z \psi_i(z_a).
\]
We may directly insert these discretized functional derivatives into the Lie-Poisson bracket and Hamiltonian.

B. Notation

Before proceeding, we define a more compact notation. Let
\[
\mathbf{Z} = \begin{pmatrix} z_1 \\ z_2 \\ \vdots \\ z_{N_p} \end{pmatrix} \in \mathbb{R}^{2nN_p}, \quad \mathbf{w} = \begin{pmatrix} w_1 \\ w_2 \\ \vdots \\ w_{N_p} \end{pmatrix}, \quad (\mu_*)_i = \begin{pmatrix} (\mu_*)_1 \\ (\mu_*)_2 \\ \vdots \\ (\mu_*)_N \end{pmatrix}, \quad \mathcal{M}_p = \text{diag}(\mathbf{w}) \otimes \mathbb{I}_{2n},
\]

(8)
The alternant matrix $\Psi(Z)$ connects the Galerkin and particle representation. Its derivative is denoted by

$$D\Psi(Z) = \left( \begin{array}{cccc}
\nabla_z \psi_1(z_1) & \nabla_z \psi_2(z_1) & \ldots & \nabla_z \psi_N(z_1) \\
\nabla_z \psi_1(z_2) & \nabla_z \psi_2(z_2) & \ldots & \nabla_z \psi_N(z_2) \\
\vdots & \vdots & \ddots & \vdots \\
\nabla_z \psi_1(z_{np}) & \nabla_z \psi_2(z_{np}) & \ldots & \nabla_z \psi_N(z_{np}) 
\end{array} \right) \in \mathbb{R}^{2Np \times N}. \quad (10)$$

C. The fully discretized extended system

Using this compact notation, one may write

$$\left( \nabla_z \left( \frac{\delta F}{\delta \mu_1} + \frac{\delta F}{\delta \mu_2} \right) \right)_{a=1,\ldots,Np} = \mathcal{M}_p^{-1} \frac{\partial F}{\partial Z} + D\Psi(Z) \frac{\partial F}{\partial \mu_*} = \left( \mathcal{M}_p^{-1} D\Psi(Z) \right) DF(Z, \mu_*). \quad (11)$$

Letting $\{F,G\}_E = [F,G]_E$, one finds

$$[F,G]_E = \frac{1}{2} DG(Z, \mu_*)^T \left( \mathcal{M}_p^{-1} \mathcal{M}_p^{-1} D\Psi(Z) \right) DF(Z, \mu_*) =: \frac{1}{2} DG(Z, \mu_*)^T \mathcal{J}(Z) DF(Z, \mu_*). \quad (12)$$

The discretized Hamiltonian is given by

$$H_E[\mu_1, \mu_2] = H_E(Z, \mu_*) = w^T \Psi(Z) \frac{\partial K}{\partial \mu}(Z, \mu_*). \quad (13)$$

The dynamics are given by $\dot{F} = [F, H_E]_E$. 
D. Restriction to a Casimir leaf

A family of Casimir invariants may be found which satisfy:

\[
\left( M_p^{-1} D\Psi(Z) \right) DF(Z, \mu_*) = 0 \iff M_p^{-1} \frac{\partial F}{\partial Z} + D\Psi(Z) \frac{\partial F}{\partial \mu_*} = 0. \quad (14)
\]

In particular, we find that these equations are satisfied for the family of Casimir invariants:

\[
C_i(\mu, Z) = (\mu_*)_i - \sum_{a=1}^{N_p} w_a \psi_i(z_a) \quad \text{or} \quad C(\mu, Z) = \mu_* - \mathbf{w}^T \Psi(Z). \quad (15)
\]

Therefore,

\[
\Psi(Z)^T \mathbf{w}|_{t=0} = \mu_*|_{t=0} \implies \Psi(Z)^T \mathbf{w} = \mu_* \forall t. \quad (16)
\]

If we restrict dynamics to live on the Casimir leaf \( \mathbf{w}^T \Psi(Z) = \mu_* \), we may eliminate \( \mu_* \) from our system. This yields

\[
[F, G] = DF(Z)^T M_p^{-1} J_c DG(Z) \quad \text{and} \quad H(Z) = \mathbf{w}^T \Psi(Z) \frac{\partial K}{\partial \mu_*}|_{\mu_*=\Psi(Z)^T \mathbf{w}}. \quad (17)
\]

Hence, we obtain the Hamiltonian system \( \dot{Z} = M_p^{-1} J_c \mathbf{H}(Z) \). Notice that this fully discretized system possesses the same Poisson bracket as if we had discretized the original Lie-Poisson system via a particle method alone. The difference is that the Hamiltonian includes interpolation in a Galerkin basis.

At any point in the simulation, we may reconstruct the coefficients in the Galerkin basis via \( \mu_* = \mathbf{w}^T \Psi(Z) \). We may then interpolate the field via

\[
\mu_h(z) = \sum_{i=1}^{N} (\mu_*)_i \psi^{-1}_{ij} \psi_j(z). \quad (18)
\]

Given initial data prescribed by the function \( \mu_0(z) \), if one draws \( Z|_{t=0} \) randomly and uniformly from \( T\mathbb{R}^n \), and computes \( \mu_i|_{t=0} = (\psi_i, \mu_0) \) for \( i = 1, \ldots, N \), then one may select the initial weights by finding the least squares solution of \( \mu_* = \mathbf{w}^T \Psi(Z) \).
III. APPLICATION TO THE VLASOV-POISSON EQUATION

The (nondimensional) Vlasov-Poisson equations are given by

\[
\begin{align*}
\partial_t f + v \cdot \nabla_x f - \nabla_x \phi \cdot \nabla_v f &= 0 \\
-\Delta_x \phi &= \int f(x,v,t) d^3v,
\end{align*}
\]  

where \((x,v) \in T \Omega \subset \mathbb{R}^3 \times \mathbb{R}^3\). As shown in [9], these equations are generated by the Lie-Poisson bracket and Hamiltonian

\[
\{F,G\} = -\int f \left[ \frac{\delta F}{\delta f}, \frac{\delta G}{\delta f} \right] d^3x d^3v \quad \text{and} \quad H[f] = \frac{1}{2} \int (|v|^2 + \phi(x)) f(x,v,t) d^3x d^3v.
\]

A. Derivation of dual PIC for Vlasov-Poisson

Following the general development of Sec. II A, we consider two discrete representations of the phase-space density:

\[
f_1 = \sum_{a=1}^{N_p} w_a \delta(x-x_a) \delta(v-v_a) \quad \text{and} \quad f_2 = \sum_{i,j=1}^{N_x,N_v} f_{ij} \psi^x_i(x) \psi^v_j(v).
\]

where \(\{\psi^x_i\}_{i=1}^{N_x}\) and \(\{\psi^v_j\}_{j=1}^{N_v}\) are Galerkin bases. Hence, we have decomposed our Galerkin basis over phase-space using tensor product shape functions. As in the general theory, we rather consider the Galerkin coefficients with respect to the dual basis:

\[
(f_*)_{ij} = \sum_{i,j=1}^{N_x,N_v} m^x_{ik} m^v_{jl} f_{kl}.
\]

From the general theory, we know that the \(L^2\) projection constraining these two fields to coincide is given by

\[
(f_*)_{ij} = \sum_{a=1}^{N_p} w_a \psi^x_i(x_a) \psi^v_j(v_a).
\]
We write the extended continuous Hamiltonian as

\[ H_E[f_1, f_2] = \int \left( \frac{1}{2} |v|^2 + \phi_2(x) \right) f_1(x, v, t) d^3x d^3v, \]  

with

\[ -\Delta_x \phi_2 = \int f_2(x, v) d^3v. \]  

Applying our Galerkin representation of \( f_2 \), we find

\[ \Delta_x \phi_2(x) = \left( \sum_{i=1}^{N_x} \left( \sum_{j=1}^{N_v} f_{ij} \int \psi_v^i(v) d^3v \right) \psi_x^i(x) \right) \Rightarrow \phi_i = \sum_{j=1}^{N_v} L^{-1}_{ij} \rho_j, \]  

where \( \rho_i = \sum_{jk} \mathbb{M}_{ik}^T f_{kj} \int \psi_j^v(v) d^3v \) is the discrete charge density, \( L_{ij} = (\nabla \psi_x^i, \nabla \psi_x^j) \) is the discrete Laplacian in the Galerkin basis \( \{ \psi_x^i \} \), and \( \phi \) is the vector of coefficients for \( \phi_2 \) in the Galerkin basis. The discrete Hamiltonian is thus given by

\[ H_E[f_1, f_2] = \int \left( \frac{1}{2} |v|^2 + \phi_2(x) \right) f_1(x, v, t) d^3x d^3v = \sum_{a=1}^{N_p} w_a \left( \frac{1}{2} |v_a|^2 + \sum_{i,j=1}^{N_v} \mathbb{L}_{ij}^{-1} \rho_j \psi_x^i(x_a) \right) = \frac{1}{2} V^T \mathbb{M}_p V + \mathbb{W}^T \Psi(X) \mathbb{L}^{-1} \mathbb{\rho}, \]  

where \( \Psi(X) \in \mathbb{R}^{N_p \times N} \) such that \( [\Psi(X)]_{ai} = \psi_x^i(x_a) \). Using the \( L^2 \) projection to eliminate the Galerkin coefficients, this discrete Hamiltonian may be written entirely in terms of \( (X, V) \). From the general theory, we know that the dynamics are generated by the Poisson bracket

\[ [F, G] = \begin{pmatrix} 0 & \mathbb{M}_p^{-1} \\ -\mathbb{M}_p^{-1} & 0 \end{pmatrix}. \]  

**B. Simplification using a partition of unity basis**

In principle, the method discussed above is a fully discrete Hamiltonian theory. However, this approach suffers from the fact that the discrete charge \( \mathbb{\rho} \), is velocity
dependent through the Galerkin projection:

\[ \rho_i = \sum_{j,k=1}^{N_v} (f^s)_{ij} (M^u)^{-1}_{jk} \int \psi_k^u(v) d^3v \]

\[ = \sum_{a=1}^{N_p} \sum_{j,k=1}^{N_v} \left( \int \psi_k^u(v) d^3v \right) \psi_i^x(x_a) \psi_j^u(v_a). \tag{28} \]

This prevents us from using Hamiltonian splitting in our time-stepping scheme. However, this may be remedied using a partition of unity basis in velocity space.

**Proposition 1.**

\[ \sum_{j=1}^{N_v} \psi_j^u(v) = 1 \quad \forall v \implies \sum_{k=1}^{N_v} (M^u)^{-1}_{jk} \int \psi_k^u(v) d^3v = 1 \quad \forall j. \tag{29} \]

**Proof:** Define \( \mathbb{1}_i = 1 \quad \forall i \). Then

\[ \sum_{j=1}^{N_v} \psi_j^u(v) = 1 \implies \sum_{k=1}^{N_v} (\psi_j^u, \psi_k^u) = \int \psi_j^u(v) d^3v \]

\[ \implies (M^u \mathbb{1})_j = \int \psi_j^u(v) d^3v. \tag{30} \]

Such a basis may be constructed using, for example, B-splines. Hence, in this case, we find that

\[ \rho_i = \sum_{a=1}^{N_p} w_a \psi_i^x(x_a) \sum_{j=1}^{N_v} \psi_j^u(v_a) = \sum_{a=1}^{N_p} w_a \psi_i^x(x_a) = (\Psi(X)^T w)_i. \tag{31} \]

Hence, we find the Hamiltonian reduces to

\[ H(X, V) = \frac{1}{2} V^T M_p V + \psi^T \Psi(X) L^{-1} \psi(X)^T w, \tag{32} \]

and the equations of motion are given by

\[ \dot{X} = V \quad \text{and} \quad \dot{V} = -D\Psi(X) L^{-1} \psi(X)^T w, \tag{33} \]

where \( D\Psi(X) = \partial \Psi / \partial X \).
C. One-dimensional Vlasov-Poisson algorithm

We now present the algorithm applied to the 1D Vlasov-Poisson system in full. Suppose \((x, v) \in \mathbb{T}^2\) so that we are solving the 1D Vlasov-Poisson system. Moreover, suppose that we choose a partition of unity basis \(\{\psi^v_i\}_{i=1}^{N_v}\) in \(v\) and a general Galerkin basis \(\{\psi^x_i\}_{i=1}^{N_x}\) in \(x\). The dynamical variables are the particle positions: \((X, V) = ([x_a]_{a=1}^{N_p}, [v_a]) \subset \mathbb{T}^2\). We find that the equations of motion are

\[
\dot{X} = V \quad \text{and} \quad \dot{V} = -D\Psi(X)\mathbb{L}^{-1}\Psi(X)^T w. \tag{34}
\]

To solve this problem numerically, the first step is to find \(w\). We find that

\[
\sum_{a=1}^{N_p} w_a \psi^x_i(x_a) = \sum_{j=1}^{N_v} (f^0_{kj})_{ij} = \sum_{j=1}^{N_v} \int_{\mathbb{T}^2} f_0(x, v) \psi^x_i(x) \psi^v_j(v) \, dx \, dv. \tag{35}
\]

where \(M^x\) and \(M^v\) are the mass matrices for the \(x\) and \(v\) Galerkin bases. We break the selection of the initial weights into three steps:

1. Form the matrices \((f^0_{ij}) = \int_{\mathbb{T}^2} f_0(x, v) \psi^x_i(x) \psi^v_j(v) \, dx \, dv\), \(M^x\), and \(M^v\),

2. Uniformly draw \((X^0, V^0)\) from \(\mathbb{T}^2\),

3. Find the least squares solution of \(\Psi(X^0)^T w = f^0_{kj} \mathbb{1}\) where \(\mathbb{1}_i = 1 \, \forall i\).

The first step is particularly easy if the initial distribution is a tensor product, \(f_0(x, v) = f_0^x(x)f_0^v(v)\).

Once we have the initial weights, time evolution is accomplished by Hamiltonian splitting:

\[
\dot{X} = V \quad \text{and} \quad \dot{X} = 0 \quad \dot{V} = 0 \quad \dot{V} = -D\Psi(X)\mathbb{L}^{-1}\Psi(X)^T w.\]
We then compose these two flows together, for example via second order Strang splitting, to evolve the system:

\[
X^{n+1/2} = \frac{\Delta t}{2} V^n \\
V^{n+1} = -\Delta t D\Psi(X^{n+1/2}) L^{-1}\Psi(X^{n+1/2})^T w \\
X^{n+1} = \frac{\Delta t}{2} V^{n+1}.
\]  
(36)

At any given time step, we may reconstruct the solution in the Galerkin basis via:

\[
\sum_{k,l=1}^{N_x,N_v} [M^x_{ik} M^v_{jl} f^n_{kl}] = (f^n_{ij}) = \sum_a w_a \phi^x_i(x^n_a) \phi^v_j(v^n_a) \\
\implies f^n_{h}(x,v) = \sum_{i,j=1}^{N_x,N_v} f^n_{ij} \phi^x_i(x) \phi^v_j(v).
\]  
(37)

IV. APPLICATION TO TWO-DIMENSIONAL INCOMPRESSIBLE FLOWS

Let \( \Omega \subset \mathbb{R}^2 \). The scalar vorticity, \( \omega \), in two-dimensions evolves according to

\[
\partial_t \omega = -\nabla^\perp \phi \cdot \nabla \omega, \quad \text{where} \quad \Delta \phi = \omega
\]  
(38)

and \( \nabla^\perp \phi = (\partial_y \phi, -\partial_x \phi) \). Assuming all boundary terms may be neglected, these dynamics are generated by the following Poisson bracket and Hamiltonian \([4]\):

\[
\{F,G\} = \int_\Omega \omega \left[ \frac{\delta F}{\delta \omega} \frac{\delta G}{\delta \omega} \right] d^2x \quad \text{and} \quad H[\omega] = -\frac{1}{2} \int_\Omega \omega \phi d^2x,
\]  
(39)

where \([f,g] = f_x g_y - f_y g_x\).

We represent two different vorticity fields by \( \omega_1, \omega_2 \), again with a Poisson bracket of the form

\[
\{F,G\} = \frac{1}{2} \int_\Omega \omega_1 \left[ \frac{\delta F}{\delta \omega_1} + \frac{\delta F}{\delta \omega_2} \cdot \frac{\delta G}{\delta \omega_1} + \frac{\delta G}{\delta \omega_2} \right] d^2x,
\]  
(40)

with Casimir invariants

\[
C_1 = C_1[\omega_1] \quad \text{and} \quad C_2 = C_2[\omega_1 - \omega_2].
\]  
(41)
Consider now the Hamiltonian

\[ H[\omega_1, \omega_2] = -\int_\Omega \omega_1 \phi_2 \, d^2x \] (42)

where \( \Delta \phi_2 = \omega_2 \). Hence,

\[ \frac{\delta H}{\delta \omega_1} = -\phi_2 \quad \text{and} \quad \frac{\delta H}{\delta \omega_2} = -\phi_1 \implies \frac{\delta H}{\delta (\omega_1 + \omega_2)} = - (\phi_1 + \phi_2). \] (43)

This yields the system of equations

\[ \dot{\omega}_1 = \frac{1}{2} [\omega_1, \phi_1 + \phi_2] \quad \dot{\omega}_2 = \frac{1}{2} [\omega_1, \phi_1 + \phi_2]. \] (44)

If \( \omega_1 = \omega_2 \), this clearly reduces to the usual vorticity equation. Note that Casimir invariant \( C_2 \) ensures that

\[ \omega_1|_{t=0} = \omega_2|_{t=0} \implies \omega_1 = \omega_2 \quad \forall t. \] (45)

Hence, standard 2D vortex dynamics lives on a Casimir leaf of the extended system.

A. DPIC Discretization

DPIC discretization of the two-dimensional vorticity equations is given by

\[ \omega_1 = \sum_{a=1}^{N_p} w_a \delta(x - x_a(t)) \quad \text{and} \quad \omega_2 = \sum_{i,j=1}^{N} (\omega_*)_i M_{ij}^{-1} \psi_j(x). \] (46)

As with the general DPIC method,

\[ \frac{\delta F}{\delta \omega_2} = \sum_i \frac{\partial F}{\partial (\omega_*)_i} \psi_j(x) \quad \text{and} \quad \frac{\partial F}{\partial x_a} = w_a \nabla \frac{\delta F}{\delta \omega_1}|_{x_a}, \] (47)
where $M$ is the finite element mass matrix associated with the Galerkin basis. We use the same compact notation as in the previous sections and find that the discretized Poisson bracket is the same as in the general case (see (12)).

If we used a Hamiltonian which makes reference to the stream function associated with $\omega_1$, then we would have to solve

$$
\Delta \phi_1 = \sum_{a=1}^{N_p} w_a \delta(x - x_a).
$$

(48)

Hence, $\phi_1$ is expressed with the Green’s function for the Laplacian. In this case, the Green’s function and Hamiltonian are given by

$$
G(x, y) = \frac{1}{2\pi} \log(|x - y|) \implies H[\omega_1] = -\frac{1}{4\pi} \sum_{a,b=1}^{N_p} w_a w_b \log(|x_a - x_b|).
$$

(49)

Due to the non-compact support of the Green’s function, each particle is advected by every other particle. This is a well-known issue for point vortex dynamics that may be circumvented using fast multipole methods [10]. However, we employ a different strategy. Instead, we only ever use the stream function associated with $\omega_2$.

Assuming homogeneous or periodic boundary conditions, to find $\phi_2$, we solve

$$
- (\nabla \psi, \nabla \phi_2) = (\psi, \omega_2) \quad \forall \psi \in \psi(\Omega) \implies \phi = \mathbb{L}^{-1} \omega_* ,
$$

(50)

where $\mathbb{L}$ is the discrete Laplacian in our Galerkin basis. This yields the Hamiltonian

$$
H(X, \omega) = -\sum_{a=1}^{N_p} \sum_{i=1}^{N} w_a \phi_i \psi_i(x_a) = -\Phi^T \Psi(X)^T w = -\omega_*^T \mathbb{L}^{-1} \Psi(X)^T w.
$$

(51)

Hence, using the fact that

$$
\frac{\partial (w^T \Psi(X))}{\partial X} = M_p D\Psi(X) \in \mathbb{R}^{2N_p \times N},
$$

(52)

we find

$$
\frac{\partial H}{\partial X} = -M_p D\Psi(X) \mathbb{L}^{-1} \omega_* \quad \text{and} \quad \frac{\partial H}{\partial \omega_*} = -\mathbb{L}^{-1} \Psi(X)^T w.
$$

(53)
The equations of motion may be found using the fact that
\[ \dot{F}(X, \omega^*) = J(X)DH(X, \omega^*). \] (54)

To this end, we find that
\[ \left( \mathbb{M}_p^{-1} D\Psi(X) \right) DH(X, \omega^*) = -D\Psi(X)\mathbb{L}^{-1}\Psi(X)^T w - D\Psi(X)\mathbb{L}^{-1}\omega^*. \] (55)

Hence, we find that
\[ \dot{X} = -J_c \left[ D\Psi(X)\mathbb{L}^{-1}\Psi(X)^T w + D\Psi(X)\mathbb{L}^{-1}\omega^* \right] \]
\[ \dot{\omega} = -D\Psi(X)^T \mathbb{M}_p J_c \left[ D\Psi(X)\mathbb{L}^{-1}\Psi(X)^T w + D\Psi(X)\mathbb{L}^{-1}\omega^* \right] \]
\[ = D\Psi(X)^T \mathbb{M}_p \dot{X}. \] (56)

We see that the equations of motion for the finite element coefficients may be expressed in terms of the evolution of the particle positions. This points to the fact that the we may eliminate the Galerkin variable from our theory. Just as in the continuous theory, this may be accomplished by considering a Casimir invariant of the bracket.

As noted in the section on general Galerkin bases, the family of Casimir invariants
\[ C(X, \omega^*) = \Psi(X)^T w - \omega^* \] (57)
is conserved by the dynamics. If we constrain ourselves to live on the Casimir leaf where \( \Psi(X)^T w = \omega^* \), then we obtain the following equation of motion:
\[ \dot{X} = -J_c D\Psi(X)\mathbb{L}^{-1}\Psi(X)^T w. \] (58)

Hence, we have obtained a particle based discretization which computes the stream function by taking a detour through a Galerkin basis. The Poisson bracket and Hamiltonian are given by
\[ \{F, G\} = D F(X)^T \mathbb{M}_p^{-1} J_c D G(X) \quad \text{and} \quad H(X) = -w^T \Psi(X)\mathbb{L}^{-1}\Psi(X)^T w. \] (59)
B. Discretization with Truncated Fourier Basis

Now let $\Omega = [0, 2\pi]^2$. If we use a Fourier representation for the Galerkin basis, $\psi_k(x) = e^{ik \cdot x}/\sqrt{2\pi}$, then the Galerkin representation is given by a truncated Fourier series:

$$\omega_h(x) = \frac{1}{\sqrt{2\pi}} \sum_{||k||_\infty = 0}^N \omega_k e^{ik \cdot x}, \quad (60)$$

where $||k||_\infty = \max\{|k_1|, |k_2|\}$. Hence, in this truncated Fourier basis,

$$\Delta \phi = \omega \implies \phi_k = -||k||_2^{-2} \omega_k \quad \text{for } k \neq 0 \quad (61)$$

and $\phi_0 = 0$ if we assume periodic boundary conditions and zero average. As $\phi$ is only uniquely specified up to a constant, we are free to make this assumption. Hence,

$$H(\omega) = -\int_{[0,2\pi]^2} \phi \omega \, d^2x = \sum_{||k||_\infty = 1}^N ||k||_2^{-2} \omega_k \omega_{-k}. \quad (62)$$

Now, if we use the fact that

$$\omega_k = \frac{1}{\sqrt{2\pi}} \sum_{a=1}^{N_p} w_a e^{ik \cdot x_a}, \quad (63)$$

we obtain the Hamiltonian

$$H(X) = \frac{1}{\pi} \sum_{||k||_\infty = 1}^N \sum_{a,b=1, a \neq b}^{N_p} w_a w_b \cos[k \cdot (x_a - x_b)] \frac{1}{||k||_2^2}, \quad (64)$$

where we have omitted all constant terms in the Hamiltonian. We can see that this is an approximation of the Green’s function in (49) in the truncated Fourier basis evaluated at the particle positions. Hence, we recover point vortex dynamics in the limit as $N \to \infty$ as one might hope. While the truncated Fourier basis aids in understanding the nature of the discretization procedure introduced in this article, it provides no advantage over simply using the Green’s function as in traditional point vortex methods. A finite element basis would provide greater benefit because of its compact support.
V. CONCLUSION

The DPIC method is a generalization of a standard particle based discretization with an advected Galerkin representation acting as a regularized alias for the particle based representation. Hence, for our examples, it acts as an extension of the PIC method for the Vlasov equation and as an extension of the point-vortex method for the incompressible two-dimensional Euler equation. In DPIC, the discretized Poisson bracket is identical to that of a particle based method while the Hamiltonian is typically modified to leverage the advantages of the Galerkin representation. Moreover, the Galerkin representation, being entirely determined by the flow of the particles, may be reconstructed on the fly as needed. Using a compactly supported Galerkin basis allows one to use local solvers of elliptic constraints (e.g. computing the stream function when solving the vorticity equation or the charge when solving the Vlasov-Poisson equation).

In the context of the Vlasov-Poisson system, the Galerkin representation might be a useful tool in designing discrete metriplectic collision operators (see [11, 12] for discretizations of metriplectic collision operators, and see [13] for the origin of the concept of metriplectic dynamics). High performance implementations of the same $L^2$ projection relating the particle and Galerkin representations of the phase-space density have been studied in [14]. In the context of the two-dimensional Euler equations, we saw using the truncated Fourier basis, that the DPIC method yields a method which is closely related to a point vortex method. Hence, the method is more likely to provide an advantage when a compactly supported Galerkin basis, such as a finite element basis, is used. Finally, this method might be used to discretize other related two-dimensional flows such as the quasi-geostrophic potential vorticity equations and the Hasegawa-Mima equations [15].
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Appendix A: Appendix: proof of Jacobi identity

In this section, we demonstrate some of the properties of the extended Poisson bracket used in the dual PIC method. Namely, that the Jacobi identity holds for the continuous and discretized brackets.

**Continuous bracket:**

We begin by considering the continuous bracket:

\[
\{F, G\} = \int \mu_1 [F_1 + F_2, G_1 + G_2] \, d^nz,
\]  
(A1)

where subscripts indicate differentiation with respect to the corresponding variable; i.e., \(F_1 = \delta F/\delta \mu_1\) and \(F_2 = \delta F/\delta \mu_2\). Hence,

\[
\{F, G\}_1 = \frac{\delta \{F, G\}}{\delta \mu_1} = [F_1 + F_2, G_1 + G_2] \quad \text{and} \quad \{F, G\}_2 = \frac{\delta \{F, G\}}{\delta \mu_2} = 0,
\]  
(A2)

where in (A2) the equality is modulo second functional derivative terms, since by a general theorem \[3\] these terms all cancel. Therefore,

\[
\{\{F, G\}, H\} = \int \mu_1 \left(\{\{F, G\}_1 + \{F, G\}_2, H_1 + H_2\}\right) \, d^nz
\]

\[
= \int \mu_1 \left[[F_1 + F_2, G_1 + G_2], H_1 + H_2\right] \, d^nz. \]  
(A3)

Hence, letting \(f = F_1 + F_2\), \(g = G_1 + G_2\), and \(h = H_1 + H_2\), we find

\[
\{\{F, G\}, H\} + \diamond_{F,G,H} = \int \mu_1 \left[[f, g], h\right] \, d^nz + \diamond_{f,g,h} = 0.
\]  
(A4)
Hence, the Jacobi identity holds for the continuous system.

Briefly, we also discuss the Casimir invariants of the continuous bracket. A Casimir invariant $C$ will satisfy $[\mu_1, C_1 + C_2] = 0$. Hence, we immediately see that

\[
C^{(1)} = \int C(\omega_1) \, d^n z \quad \text{and} \quad C^{(2)} = \int C(\omega_1 - \omega_2) \, d^n z \tag{A5}
\]

are Casimir invariants for arbitrary $C$ since

\[
C^{(1)}_1 = C'(\omega_1) \quad \text{and} \quad C^{(1)}_2 = 0 \quad \text{and} \quad C^{(2)}_1 = C'(\omega_1 - \omega_2) \quad \text{and} \quad C^{(2)}_2 = -C'(\omega_1 - \omega_2). \tag{A6}
\]

**Discrete bracket:**

The discrete bracket is most easily expressed as a block matrix:

\[
\mathcal{J}(Z) = \begin{pmatrix}
\mathcal{J}_{zz} & \mathcal{J}_{z\mu} \\
\mathcal{J}_{\mu z} & \mathcal{J}_{\mu\mu}
\end{pmatrix} = \begin{pmatrix}
M_p^{-1} J_c & \Psi(Z) \\
D\Psi(Z) & \Psi(Z) \\
\end{pmatrix}.
\tag{A7}
\]

Notice, the Poisson matrix only depends on $Z$. Letting $\zeta = (Z, \mu)$, we know that the Jacobi identity is satisfied if and only if

\[
\mathcal{J}^{il} \partial \mathcal{J}^{jk} \frac{\partial \zeta}{\partial \zeta^l} + \mathcal{C}_{ijkl} = 0. \tag{A8}
\]

Denoting the blocks of $\mathcal{J}$ by

\[
\mathcal{J}_{zz} = M_p^{-1} J_c, \quad \mathcal{J}_{z\mu} = -\mathcal{J}_{\mu z} = J_c D\Psi(Z), \quad \text{and} \quad \mathcal{J}_{\mu\mu} = D\Psi(Z)^T M_p J_c D\Psi(Z), \tag{A9}
\]

we find that

\[
\mathcal{J} \frac{\partial \mathcal{J}}{\partial \zeta} = \begin{pmatrix}
\mathcal{J}_{zz} & \mathcal{J}_{z\mu} \\
\mathcal{J}_{\mu z} & \mathcal{J}_{\mu\mu}
\end{pmatrix} \begin{pmatrix}
\frac{\partial \zeta}{\partial Z} \\
0
\end{pmatrix} = \mathcal{J}_{zz} \frac{\partial \mathcal{J}}{\partial Z} + \mathcal{J}_{\mu z} \frac{\partial \mathcal{J}}{\partial Z}. \tag{A10}
\]

20
Abusing notation a bit, we write out all four blocks of $\frac{\partial J}{\partial Z}$ at once for conciseness:

$$J_{ilz} \frac{\partial J}{\partial Z_l} = (M_{p-1} J_c)^i \frac{\partial}{\partial Z^l} \left( (M_{p-1} J_c)^{jk} (J_c D\Psi(Z))^{jk} \right)$$

$$= (M_{p-1})^{ia} j_{il}^{a} \left( \theta_{jk} \left( J_{c}^{jk} (D\Psi(Z))^T \right) \right)$$

\(A11\)

When we sum over \((i,j,k)\), one can immediately see that everything except the contributions from the bottom right block vanish since the off diagonal blocks cancel each other. We now consider this bottom right block in detail. Note that \(M_p J_c = J_c M_p\). Hence,

$$\frac{\partial }{\partial Z^l} \left( \frac{\partial \psi^j}{\partial Z^\beta} (M_p J_c)^{\beta \delta} \frac{\partial \psi^k}{\partial Z^\delta} \right) = \frac{\partial^2 \psi^j}{\partial Z^l \partial Z^\beta} (M_p J_c)^{\beta \delta} \frac{\partial \psi^k}{\partial Z^\delta} + \frac{\partial \psi^j}{\partial Z^l} (M_p J_c)^{\beta \delta} \frac{\partial^2 \psi^k}{\partial Z^\delta \partial Z^\beta}$$

\(A12\)

where, unlike our proof of Jacobi above for the continuous case that relied on the theorem of [3], we retain the second derivative terms and show explicitly they vanish. Also note, in \(A12\) we arbitrarily reindexed such that \(\beta \leftrightarrow \delta\) in the second to last line and used the antisymmetry of \(J_c\). Finally, summing over \((i,j,k)\), we find that these two terms cancel each other. Notice, the cancelation took place even if we only summed over \((j,k)\). Hence, we may replace \(J_{zz} \frac{\partial J}{\partial Z}\) with \(J_{\mu z} \frac{\partial J}{\partial Z}\) and still get cancelation for the same reasons as before. Hence,

$$J_{iz}^{il} \frac{\partial J^{jk}}{\partial Z^l} + \omega_{i,j,k} = J_{\mu z}^{il} \frac{\partial J^{jk}}{\partial Z^l} + \omega_{i,j,k} = 0$$

\(A13\)

Therefore, we find that the Jacobi identity holds for the discrete bracket.