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Abstract.
In a series of calculations on both electron and positron collisions with small molecules the R-Matrix with Pseudo-States (RMPS) method has been found to recover polarisation effects neglected in other close-coupling methods including the standard R-matrix procedure. The molecular R-Matrix and RMPS methods is being applied to determine low-lying resonance states of CH\(^+\) as a function of internuclear separation. Initial results are presented for both a standard R-matrix close-coupling model and for an RMPS calculation. Eigenphase sums and resonances below the \(^3\)\(\Pi\) threshold are presented for \(^2\)\(\Pi\) total symmetry. These resonances are classified by their quantum defects and compared to previous results. Prospects for these and other calculations using the RMPS method are discussed.

1. Introduction

The R-matrix method provides a rigorous \textit{ab initio} procedure for studying electron molecule collisions and, in the context of dissociative recombination (DR), for providing resonance curves and widths (“couplings”). For few-electron targets the method has been shown to give highly accurate results [1, 2, 3]. However for many-electron targets the standard implementation of the R-matrix method can struggle to fully converge polarisation effects; a feature shared with other close-coupling methods, see the comparison given by refs. [4, 5, 6] for example.

R-matrix calculations have been used as the basis for successful studies of DR [7, 8, 9]. However for many-electron targets it has proved necessary to “calibrate” [8] the resonance curves, for example using spectroscopic data. Since the method is essentially variational, these curves are systematically too high in energy. This problem can only be cured using a more complete treatment of polarisation effects.

The R-matrix with pseudo-states (RMPS) method was introduced by Gorfinkel and Tennyson [6, 10] initially to extend the range of electron-collision calculations above the target ionisation threshold and to treat the ionisation process itself. It was however rapidly realised that the method also gave a significantly improved treatment of target
polarisation. Recently this has been explicitly demonstrated in a systematic study of the polarisability of small molecules [11].

The RMPS method has been used to model and characterise resonance effects in electron impact detachment of C$_2$ [12, 13]. It has been shown to give excellent results for low energy collisions with the highly polarisable Li$_2$ molecule [14]. Perhaps most impressively, the method has been used to compute positron – molecule cross sections which reproduce the measurements, see Figure 1. These studies also yield greatly enhanced positron annihilation rates in line with observations. Both these processes are particularly poorly modelled by conventional R-matrix calculations [15, 16].
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**Figure 1.** Positron – H$_2$ elastic cross sections. Solid curves are RMPS calculations with angular functions with $\ell \leq 2$ to $\ell \leq 5$ due to Zhang et al [17]; long dash curve is a standard R-matrix close coupling calculation; short dash curve is for a static plus polarisation R-matrix calculation. Hoffmann *et al* [18] and Charlton *et al* [19] are measured cross sections. Armour *et al* [20] are calculations which used wavefunctions that explicitly include the positron-electron coordinate but only consider $+g$ symmetry scattering. The rise in the observed cross section at higher energies is caused by the onset positronium formation at energies above 7 eV.

Given the success of the RMPS method, it is natural to ask whether its use can improve predictions of DR resonance curves. To study this we have chosen to look at electron collisions with CH$^+$. 
CH$^+$ is one of many molecules important for astrophysical observations and is of interest for the formation of large hydrocarbons in the interstellar medium. A key feature of work on CH$^+$ has been its observed overabundance in the interstellar medium compared to calculated predictions [21]. Our aim is to use ab initio methods to look at dissociative recombination of CH$^+$. There have been a number of previous theoretical [22, 23] and experimental [24, 25, 26] studies of this problem. However there remains issues with the accurate prediction of the rate of dissociative recombination under astrophysical conditions. This could potentially have a large impact on the overall abundance of CH$^+$ in the interstellar medium. In this report we present preliminary results from our study.

2. Method

The R-Matrix approach is based on dividing configuration space into two regions. The inner region is defined by a sphere of radius $a$, centred at the centre-of-mass of the molecule. This sphere is chosen to enclose the target charge distribution. In the inner region the interactions are strong and multi-centred and include both exchange and correlation between the scattered electron and the electrons of the target. In the outer region, exchange and correlation effects are neglected as only the long range multi-pole potential is important. For electron-CH$^+$ scattering, the long-range Coulomb forces are accounted for by the use of Coulomb functions in the asymptotic region; the main issue is therefore to account for the effects of the target dipole moment at long-range.

The R-matrix method, in common with other close-coupling methods, only includes a finite number of states in the close-coupling expansion. It therefore, of necessity, does not account for higher-lying target states or the target continuum. Intermediate energy processes, where the collision energy lies near to or above the ionisation threshold, cannot be treated correctly without accounting for these states. The RMPS method includes an extra pseudo-continuum basis set which allows for the construction of an extra set of target states. These are referred to as pseudostates as they are not true eigenstates of the target molecule, but they can, if selected correctly, be used to describe the missing electronic target states and the continuum which is discretised within the R-matrix sphere.

The previous R-matrix study of resonance curves in the CH$^+$ system used Slater Type Orbitals (STOs) to represent the target and numerical functions for the continuum [27]. Since the RMPS method is only implemented in the polyatomic R-matrix code [28], both target, continuum and, indeed, pseudo-continuum orbitals are represented using Gaussian Type Orbitals (GTOs). For continuum orbitals GTOs up to and including $g$ waves were used [29]. The polyatomic R-matrix code cannot treat linear symmetries and all calculations were performed in C$_2v$ symmetry. It is reasonably straightforward to reconstruct the full symmetry from these calculations particularly since considerable care was taken to ensure that the calculation preserved the degeneracy structure of the calculations.
One of us has recently written a comprehensive review of molecular R-matrix calculations [30] and the reader is referred there for further details of the method.

3. Target calculations

The CH$^+$ target was represented in the R-Matrix and RMPS calculations using a cc-pVTZ basis set, a radius of 12 a$_0$ for the R-matrix box and keeping the two lowest electrons frozen for the calculations. For the standard R-matrix calculation we used a complete active space (CAS) configuration interaction (CI) space of $(1a_1)^2(2-4a_1,1b_1,1b_2)^2$. For the RMPS calculation we added a pseudo-continuum orbital basis of 10s,10p,6d orbitals, with exponents generated using $\alpha=0.17$ and $\beta=1.4$. The RMPS configuration is $(1a_1)^2(2-4a_1,1b_1,1b_2)^3(5-14a_1,2-7b_1,2-7b_2,1-3a_2)^1$.

Potential energy curves for CH$^+$ for the four lowest states: the X $^1\Sigma$ ground state, $a\ ^3\Pi$, $A\ ^1\Pi$ and $b\ ^3\Sigma^+$ were compared with the high accuracy electronic structure calculations of Barinvos and Van Hemert [31]. The upper and lower panels of Figure 2 show these curves for the R-Matrix and RMPS methods respectively. The RMPS run shows a clear improvement in these energy curves. In the R-Matrix data the $^3\Pi$ and $^1\Pi$ curves dissociate to a slightly lower energy than the $^3\Sigma$ and $^1\Sigma$ curves. In the RMPS run this divergence disappears and the four curves dissociate correctly to the same limit $(C^+\ ^2P + H\ ^2S)$.

The calculations of Barinvos and Van Hemert used a cc-pV6Z basis set with added diffuse functions and polarisation functions to account for the core polarisation. The comparison of the RMPS calculation with these results confirms that the overall shape of our curves are broadly correct with a smaller basis set (cc-pVTZ) and calculation. The remaining discrepancy in the curves appears to be caused by the fact that our RMPS curves slightly underestimate the dissociation energy of CH$^+$.

4. Scattering calculations

Many models were tested but only results for close-coupling calculations using the standard R-matrix and RMPS target models specified above will be given. The RMPS calculations retained 47 states, $6(^1\Sigma^+), 7(^3\Sigma^+), 8(^1\Pi), 9(^3\Pi), 5(^1\Sigma^-), 7(^3\Sigma^-), 3(^1\Delta), 2(^3\Delta)$, cutting off at 43.3 eV above the ground state. The outer region R-matrices were propagated to a radius of 100a$_0$.

Figure 3 shows eigenphase sums with $^2B_1\ ^2\Pi$ symmetry for the standard and RMPS calculations. Both methods shows the very complicated resonance structures which converge on the first excitation threshold, a $^3\Pi$. However the lower (and more realistic) threshold for this state in the RMPS study leads to a significant compressed energy scale.

A challenge is presented by the need to resolve the dense collection of resonances just below the $^3\Pi$ threshold. The present calculations use the module in the UK R-Matrix polyatomic code called RESON [32] which automatically fits the eigenphase sums to a
Figure 2. Potential energy curves for the four lowest electronic states of CH$^+$. Both figures show the following states ascending in the order $^1\Sigma^+$, $^3\Pi$, $^1\Pi$ and $^3\Sigma^+$. Upper figure, CAS-CI calculation and RMPS Calculation. Lower figure: RMPS calculation and calculations by Barinvos and Van Hemert [31]. In all cases zero energy has been set to minimum of the ground state.
Breit-Wigner form in a recursive fashion. These resonance parameters are then used to generate complex quantum defects. Future work will examine use of a similar automated implementation of the time-delay method [33, 34] which has been shown to better resolve densely packed resonances. However, use of the time-delay method has a price in terms of speed and efficiency as it requires some hand intervention to produce results. A direct search for the resonances as poles in the complex-energy S-matrix will also be investigated. This method is particularly appropriate for an R-matrix implementation since it is only necessary to consider complex energies in the outer region [35]. Similarly the QB method [36] provides an R-matrix specific resonance characterisation procedure.

Analysis of the resonances allow us to identify four distinct series which we can tentatively assign as being the $s\sigma$, $p\sigma$, $d\sigma$ and $d\delta$ series. Resonances associated with $f$ and $g$ waves have essentially zero quantum defect which means that their resonances coincide making them difficult to resolve with a Breit-Wigner fit. Figure 4 shows how our calculated quantum defects vary with bondlength in R-Matrix calculations, the results shown in this figure are from a R-Matrix calculation that used the DZP basis set, a larger CAS of $(1a_1)^2(4-8a_1,1-3b_1,1-3b_2,1-1a_2)^4$ and retained 15 states in the scattering calculation.

An alternative method of matching resonances below the $^3\Pi$ threshold between neighbouring geometries is to plot their quantum defects using Edén plots. These plots show the quantum defects of each resonance against the resonance energies relative to the threshold energy. Figure 5 shows such plots for the $s\sigma$ series for the standard R-Matrix and RMPS calculations. This figure clearly shows the increase of the quantum defects obtained with the RMPS calculations.

Table 1 compares our quantum defects for the $(a\ ^3\Pi)n\sigma\sigma$ those of Carata et al [37] at the CH$^+$ equilibrium bondlength. Table 2 gives our effective quantum numbers of the bound states which form the $(X\ ^1\Sigma^+)n\sigma\sigma$ series.

Table 1. Quantum defects for the $(a\ ^3\Pi)n\sigma\sigma$ series at R=1.127Å from our R-Matrix, RMPS calculations and the multichannel quantum defect of the series from Carata et al [37].

| n  | RMPS   | R-Matrix | Carata et al. |
|----|--------|----------|---------------|
| 5  | 0.8361 |
| 6  | 0.8212 | 0.5069   |
| 7  | 0.8126 | 0.5341   |
| 8  | 0.8078 | 0.5430   |
| 9  | 0.8052 | 0.5477   |
| 10 | 0.8052 | 0.5509   |
| 11 | 0.8052 | 0.5534   |

MQDT 0.8530
Figure 3. Eigenphases at equilibrium ($R = 1.127\,\text{Å}$) from the standard R-Matrix calculation (upper figure) and the RMPS calculation (lower figure). Note that in the R-Matrix calculation the $^3\Pi$ threshold is at 1.76 eV and in the RMPS calculation 0.87 eV.
Figure 4. Effective quantum number, $\nu$ as a function of geometry for the R-Matrix calculations

Table 2. Effective Quantum Numbers for the $^1\Sigma^+$n$p\sigma$ series at R=1.127Å, from R-Matrix and RMPS Calculations

| RMPS  | R-Matrix |
|-------|----------|
| 4.685 | 4.682    |
| 5.682 |          |
| 6.672 |          |
| 7.658 | 7.727    |
|       | 8.682    |
| 9.612 | 9.660    |
| 10.571| 10.647   |
| 11.505| 11.639   |
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**Figure 5.** R-Matrix and RMPS Edlén plot at \( R = 1.127 \text{Å} \), for the \((a^3\Pi) n \sigma \) series. The Edlén plot shows the quantum defects in order of descending effective quantum number, by plotting the quantum defect, \( \alpha \), against the resonance position below the threshold.

5. **Future Work**

We have confirmed that the RMPS method is capable of giving significantly improved results for resonances in the CH system using a reduced model. Our next goal is to construct a final, large model which can be used to produce reliable data on these features. These resonances will then be analysed using a variety of methods, including the Timedel\[34\] module, with the aim of fully resolving all the structures in the region of dense resonances just below the threshold. This should allow more accurate resolving of the crossing points of key resonances and the energy curves.
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