A new PIR-based method for real-time tracking
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\textbf{ABSTRACT}

Pyroelectric infrared (PIR) sensors are considered to be promising devices for device-free localization due to its advantages of low cost, less intrusive, and the immunity from multi-path fading. However, most of the existing PIR-based localization systems only utilize the binary information of PIR sensors and therefore require a large number of PIR sensors and a careful deployment. A few works directly map the raw data of PIR sensors to one’s location using machine learning approaches. However, these approaches require to collect abundant training data and suffer from environmental change. In this paper, we propose a PIR-based device-free localization approach based on the raw data of PIR sensors. The key of this approach is to extract a new type of location information called as the azimuth change. The extraction of the azimuth change relies on the physical properties of PIR sensors. Therefore, no abundant training data are needed and the system is robust to environmental change. Through experiments, we demonstrated that a device-free localization system incorporating the information of azimuth change outperforms the state-of-the-art approaches in terms of higher location accuracy. In addition, the information of the azimuth change can be easily integrated with other PIR-based localization systems to improve their localization accuracy.
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\section{INTRODUCTION}

Device-free localization has received much attention recently due to its advantage that the target does not need to carry any devices. Most device-free localization systems are either based on cameras \cite{1} or RF devices \cite{3,4,5}. However, they both have important shortcomings. For example, visual-based localization systems may raise privacy concerns. On the other hand, systems based on RF signal generally suffer from multi-path effect, resulting unpredictable performances in practical conditions \cite{3}.

Recently, using pyroelectric infrared (PIR) sensors for device-free localization has started to attract much interest\cite{2}. PIR sensors are intrinsically immune to multi-path effect\cite{7}, and therefore can be much more robust in a changing environment than those RF-based systems. As compared with camera based localization system, PIR sensors have much lower cost, with less privacy concerns, and can work well in a low-light environment.

Most existing PIR-based localization systems \cite{9} -\cite{18} rely on the binary information extracted from the raw output of a PIR sensor. A PIR sensor generates binary information indicating the presence of a person in its detection zone. If we deploy a number of PIR sensors and make their detection zones partially overlap, the person at different locations will trigger different sets of PIR sensors. For example, the person in Fig. 1 will trigger PIR sensor 1 and 3, and they will report ‘1’. While PIR sensor 2 will remain silent and report ‘0’. Therefore, the vector ‘101’ can represent the current location. Similarly, vectors like ‘100’, ‘110’, ‘010’ correspond to different locations shown in Fig. 1. By continuously collecting the vectors of these PIR sensors, we can obtain one’s moving trajectory.

\begin{figure}[h]
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\caption{Basic idea of PIR-based localization systems.}
\end{figure}

The localization accuracy of above approach is dependent on the granularity of the overlapped zones. The smaller the size, the higher the localization accuracy. As a consequence, it requires a lot of PIR sensors and a careful deployment to achieve high accuracy.

Note that a PIR sensor actually generates a voltage signal which reflects the amount of received infrared radiation. The voltage level is then compared to a pre-defined threshold and transforms to a binary value. Transforming an arbitrary voltage value to a binary one generally indicates a large amount of information loss.

Recently, some works start to explore the possibility of directly utilizing the raw voltage instead of binary information of PIR sensors. In \cite{20}, Gianluca Monaci et al. proposed an approach to estimate the information similar to the angle of arrival (AoA) from the raw data of PIR sensors. In \cite{19}, the raw PIR data are utilized to estimate its distance to a person. Since much more information than the binary one is utilized, the number of PIR sensors required by a localization system is greatly reduced.

However, the above works still have some drawbacks. For example, their models are black-box and heavily rely on abundant of training data. In addition, models generally need to be re-trained in a new environment.

In this paper, we develop a novel PIR-based localization system. It improves localization accuracy by utilizing a new type of information, called azimuth change, extracted from the raw data of PIR sensors. In addition, unlike the data-driven method proposed in \cite{20} and \cite{19}, this information is mainly derived from the physical model of PIR sensors and therefore does not heavily rely on the labeled training data.
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The azimuth change is defined as the absolute difference of the azimuth of a person w.r.t a PIR sensor at two locations. For example, as shown in Fig.2, when a person moves from A to B, the corresponding azimuth change w.r.t the 4 PIR sensors are $\theta_1$, $\theta_2$, $\theta_3$ and $\theta_4$, respectively.

![Figure 2: The concept of azimuth change and how to determine one's location using the azimuth change.](image)

The azimuth change contains important information about one’s location. Under some conditions, azimuth change alone would already be able to determine one’s location. Taking Fig. 2 as an example, the location of the PIR sensor 1, i.e. $P_1$, along with two points $A$ and $B$ form a triangle. Using the cosine formula we can obtain the relationship among the azimuth change $\theta_1$ and the lengths of three sides of the triangle (i.e. $ap_1$, $bp_1$, and $ab$) as follows:

$$\cos \theta_1 = \frac{ap_1^2 + bp_1^2 - ab^2}{2ap_1 \cdot bp_1} \quad (1)$$

Assume we have extracted the azimuth change $\theta_1$ from the raw data of PIR sensor 1. Eq. 1 contains three unknown lengths, i.e. $ap_1$, $bp_1$, and $ab$. They can be further expressed by the coordinates of point $A$, $B$ and $P_1$. Considering the location of PIR sensor 1 is easily known, Eq. 1 only contains four unknown variables, i.e. the $x$-$y$ coordinates of $A$ and $B$. Likewise, we can establish the similar equations w.r.t other three PIR sensors. Correspondingly, we have a system of equations containing four equations and four variables. Theoretically speaking, the locations of both $A$ and $B$ are handily available by solving the system of equations.

The key problem then becomes how to extract the azimuth change from the raw data of PIR sensors. The approach is motivated by the following observations. In real conditions, a PIR sensor is always covered by a Fresnel lens array[6], and the latter virtually divides the sensing zone of the PIR sensor into many evenly spaced fan-shaped zones, as shown in the left of Fig.3. Therefore, to know the azimuth change of the person when he moves from $A$ to $B$, we only need know (1) the number of fan-shaped zones covered by the trace $A$-$B$, and (2) the azimuth change corresponding to two neighboring fan-shaped zones. With regard to identifying the first parameter, we will show that when a person moves from $A$ to $B$, the output of a PIR sensor oscillates like a sine wave, as shown in the right of Fig.3. And the number of rising and falling edges of the sine wave equals to the number of the fan-shaped zones crossed. The second parameter can be obtained based on the manual of PIR sensors. The details of estimating these two parameters will be described in Section 2.

![Figure 3: Basic idea of our approach: the azimuth change of a moving person can be estimated by counting the number of rising and falling edges of the output of a PIR sensor.](image)

Although the basic idea of estimating the azimuth change is not complicated, the implementation of this idea still entails several challenges.

For example, in some conditions, the output of PIR sensors changes slightly and the number of rising and falling edges in PIR sensors’ output cannot be accurately estimated, especially in the presence of noise. This will result in an inaccurate estimation of azimuth change. By analyzing the physical property of PIR sensors, we found that using the PIR sensor’s input inferred from the obtained output data can achieve much better performance. The details will be introduced in Section 3.1. In addition, we found that when a person turn abruptly, the azimuth change cannot be estimated correctly. We proposed two methods to address this challenge and the details are described in Section 3.2.

The contributions of this paper are as follows:

- We find that from the output of a PIR sensor, we can extract the azimuth change of a moving person, which contains localization information. To our best knowledge, this is the first time that this information is extracted and utilized for localization.
- We propose a set of methods to accurately estimate the azimuth change. In addition, these methods are based on the PIR sensor’s physical model and do not require users to collect abundant labeled training data.
- We build a practical PIR-based localization system which achieves higher localization accuracy than the related state-of-art work, while the number of PIR sensors required by our system is only the half of theirs.

## 2 THE PRELIMINARY APPROACH FOR ESTIMATING THE AZIMUTH CHANGE

We first give a formal definition of the azimuth change. As shown in Fig.4, the azimuth change corresponding to the traces $A$-$B$ w.r.t to the PIR sensor $P$, is defined as the included angle between the sides $PA$ and $PB$, i.e. $\theta$.

To obtain $\theta$, we rely on the fan-shaped zones shown in Fig.4. But this leads to a natural question: where these fan-shaped zones come from? To answer the question, we need to understand the physical property of PIR sensors and the Fresnel lens array.

Fig.5(a) shows the structure of a typical PIR sensor covered by Fresnel lens, and how it will be affected by an outside radiation
source. Simply speaking, the infrared radiation of a moving person (denoted as the red dot) will first go through the Fresnel lens array, and then feed into the sensing unit which consists two parts, namely, a positive element and a negative one.

Due to the structure of the Fresnel lens, when the heat source is at a certain location, say location 1 in the figure, only the positive element will receive the infrared radiation. Correspondingly, we say that location 1 is within a positive zone of the PIR sensor. On the other hand, when the heat source is at location 2, only the negative element receives its infrared radiation, and we say that location 2 is in a negative zone of the PIR sensor. Note that there exist locations as location 3, at which neither the positive nor negative element will receive the radiation. This indicates that there is a gap between the neighboring positive and negative zones.

Furthermore, the structure of the Fresnel lens array [25] enables the following properties of the positive/negative zones: (1) both negative zones and positive ones are approximately fan-shaped zones centered at the PIR sensor, and with similar center angles. (2) There are many fan-shaped negative and positive zones, and they are alternatively placed, with one zone adjacent by two opposite ones. (3) The angles of the gaps between adjacent zones are similar.

The above properties of fan-shaped zones can help us determine the azimuth change. More specifically, as shown in Fig. 4, let \( \theta_c \) be the included angle between the symmetric axes of two adjacent fan-shaped zones. Then the azimuth change \( \theta \) can be approximately estimated by the equation as below:

\[
\theta \approx N \cdot \theta_c
\]  

where \( N \) is the total number of fan-shaped zones covered by the trace A-B. Our next task is to find out \( N \) and \( \theta_c \).

**To determine \( N \)**

We first show how to determine \( N \). As shown in Fig. 3, when a person moves in front of a PIR sensor, the PIR’s output oscillates like a sine wave, this enables us to obtain \( N \) by counting the number of rising and falling edges of the sine wave.

The rationale of above statement can be attributed to the physical properties of PIR sensors. Fig. 5(b) shows the simplified internal structure of a PIR sensor’s sensing unit.

Let \( \phi^+ \) and \( \phi^- \) be the heat fluxes received by the positive and negative elements, respectively. The two elements respectively generate an output voltage, denoted as \( V^+ \) and \( V^- \). The final output of the PIR sensor, denoted as \( V \), is their difference:

\[
V = V^+ - V^- \tag{3}
\]

When a person is moving from a positive zone to a negative one, \( \phi^+ \) keeps decreasing. Meanwhile, \( \phi^- \) keeps increasing. The above two effects combined to generate a decrease (i.e. a falling edge) in the PIR’s output. Similarly, when the person is walking from a negative to a positive zone, we can expect to see an increase (i.e. rising edge) in the output \( V \) of the PIR sensor.

As the positive zones and negative zones of PIR sensors are always alternatively placed to each other, we have an oscillating signal when a person is moving in front of a PIR sensor. Specifically, the total number of rising and falling edges is approximately equivalent to the number of zone he passes.

We utilize the following method to determine the number of rising and falling edges. First, we identify the peaks in the output signal of PIR sensors. Note that there are some peaks caused by environmental noise and should be eliminated. We utilize the feature called prominence [23], which measures how much a peak stands out due to its intrinsic height and its location relative to other peaks. A peak with small prominence is regarded as noise and will be eliminated. Having determined the peaks, we can then calculate the number of rising and falling edges accordingly.

**To determine \( \theta_c \)**

To estimate \( \theta_c \), we first locate the radii of all fan-shaped zones, then calculate all the included angles between the symmetric axes of adjacent zones. At last, we take the average as \( \theta_c \).

Unfortunately, the locations of the radii of fan-shaped zones are generally not available in the manual of PIR sensors. Instead, a typical manual only provides the optical parameters about the Fresnel lens array (e.g. the focal length, width and direction of each Fresnel lens) and the PIR sensor (e.g. the width of positive/negative sensing units and their distances).

Correspondingly, we rely on these parameters and utilize a simulation approach to obtain \( \theta_c \). The idea is similar to the Monte Carlo method. We generate a point heat source in the sensing range of the PIR sensor. Then based on the optical parameters of the Fresnel lens array, we calculate where the infrared radiation of the heat source will be focused on after passing through the Fresnel lens array. If the radiation is located on the negative element, then we color the heat source as ‘dark’, indicating it is within a negative zone; if the radiation is focused on the positive element, the point heat source is colored as ‘gray’, indicating it is within a positive zone. Otherwise, the heat source will be made transparent. As an
example, the point heat source 1 and 2 in Fig. 6 (a) are respectively colored as ‘dark’ and ‘gray’.

![Figure 6: Using the simulation method to determine $\theta_c$ of a PIR sensor. (a) How to color a simulated heat source, (b) The obtained layout of the PIR sensor.](image)

Then we generate a large number of point heat sources uniformly distributed within the sensing range of a PIR sensor. After all the points are colored, the boundaries of all the positive and negative zones emerge. The locations of the radii of all the positive and negative zones can be obtained by the boundaries of points with the same color. An example is shown in Fig. 6(b).

Having identified the locations of all radii, we then find out the symmetric axis for each zone. The included angles of the symmetric axes between two neighboring zones are averaged to obtain $\theta_c$. Note that for three neighboring zones, like positive-negative-positive, the included angles of the first two and the last two are generally different. As shown in Fig. 6(b), the included angle between the symmetric axes of the top positive zone and of the lower negative zone is $3.2^\circ$, while the angle of the negative zone and lower positive one is $6.5^\circ$. The average of all neighboring included angles shown in Fig. 6(b), i.e. $\theta_c$, is $4.9^\circ$.

We found through experiment that the simulation method described above can generate pretty accurate estimation of $\theta_c$. The detailed validation experiment and the results will be introduced in Section 5.1.

3 ADVANCED APPROACH

In the previous section, we introduced a preliminary design of our system. However, in some situations, direct utilizing this approach will lead to inaccurate estimation of $\theta$. In this section, we introduce two major enhancements. The first enhancement is to improve the accuracy of $N$, and second is to eliminate the negative effect of abrupt change of directions.

3.1 Enhancement 1: Utilizing input instead of output of PIR sensor

In the previous section, we demonstrate that $N$ (the number of zones corresponding to the azimuth change) can be estimated by counting the number of rising/falling edges in the output data of PIR sensor. However, this approach may not give accurate estimation of $N$, especially in the following two conditions.

First, when a person moves relatively fast, being far away from a PIR sensor, or move parallel to the zones of a PIR sensor, the amplitude of the PIR’s output is relatively small. Considering the effect of noise, it is not always easy to distinguish whether a rising or falling edge is caused by the person’s movement or by noise, which generates error in $N$. An example is shown in Fig. 7(a), where the output data of a PIR sensor are illustrated. The data were collected when a person was moving at about $2m/s$ and about 5 meters away from the PIR sensor. We can see that the PIR sensor’s output oscillates slightly, and its amplitude is comparable to that caused by noise when the person is static. Correspondingly, it is difficult to obtain a proper threshold to distinguish a real rising/falling edge caused by movement and a pseudo one caused by noise, thus introducing error in $N$.

Second, we found through experiment that each time a moving person stops, a PIR sensor will generate some pseudo rising or falling edges. An example is shown in Fig. 7(b). These pseudo edges will also cause an inaccurate estimate of $N$.

To solve the above problems, we need to explore deeper into the principle of PIR sensors. We have shown in Fig.5 the internal structure of a PIR sensor. Considering the symmetry of the positive and negative elements, the effect of two inputs (i.e. heat fluxes) of PIR sensor, $\phi^+$ and $\phi^-$, can be replaced by their difference, i.e. $\phi^d = \phi^+ - \phi^-$. Thus, the PIR sensor shown in Fig. 5 can be approximately represented as a dynamic system as shown in Fig. 8.

![Figure 8: A PIR sensor can be regarded as a dynamic system.](image)

The system’s input $\phi^d$ is the difference of the heat fluxes, and is abbreviated as DHF. The output of the system is the original PIR sensor’s output $V$. The system can be characterized as a second-order dynamic system as follows[22]:

$$ G(s) = \frac{V(s)}{\phi^d(s)} = \frac{As}{Bs^2 + Cs + 1} \quad (4) $$

where the $G(s)$ is the transfer function of the PIR sensor; $V(s)$ and $\phi^d(s)$ are the Laplace transform of $V(t)$ and $\phi^d(t)$, respectively. The parameters $A, B, C$ are determined by the internal electric circuits of the PIR sensor.

Generally speaking, the system described in Eq.4 can be regarded as a low-pass filter. In other words, the PIR sensor’s output is essentially a filtered version of the DHF.
Furthermore, we can see from a broader perspective how a person’s infrared radiation will affect the output of a PIR sensor. As shown in Fig. 9, when a person is moving in front of a PIR sensor, the person’s infrared radiation will first pass through the Fresnel lens array to generate the DHF, which passes through the system of PIR sensor, and finally generates the output.

Figure 9: How a person’s infrared radiation affects the output of a PIR sensor.

From system point of view, the first unit in Fig. 9, i.e. Fresnel lens array, can be described as a linear system without delay. This is because \( \phi^+ \) and \( \phi^- \) at a certain time is directly determined by the area of the person’s body in the corresponding zones at the same time[8]. Furthermore, when the person is in the center of a positive zone, the DHF will have a maximum value (i.e. a peak). Similarly, a person at the center of a negative zone will generate a minimum value (i.e. a trough). In contrast, the second unit in Fig. 9, i.e. PIR sensor, is a low-pass filter which inevitably introduces attenuation, smoothing and delay effect to the output.

The above discussion naturally leads to a conclusion: using DHF instead of the output of PIR sensors can potentially give a better estimation of \( N \), as the former is more directly affected by the person’s infrared radiation than the latter.

For comparison, Fig. 10(a) show the DHF data collected in the experiment in which the output data have been shown in Fig.7(a). We can see that in the DHF data, the rising and falling edges caused by the person’s movement are much more significant compared to those in the output of the PIR sensor. This indicates that we can easily find a good threshold of the prominence level that can well distinguish edges caused by movement and noise, i.e. a better estimation of \( N \). In addition, Fig. 10(b) shows that there is no pseudo edges in the DHF.

Figure 10: Using DHF instead of the output of PIR sensor can improve the accuracy of \( N \).

In the remaining of this section, we briefly introduce how to estimate the DHF. Given the output of a PIR sensor, to estimate its DHF in essence, is an inverse problem and can be solved by a technique called as inverse filter [26].

Designing an inverse filter further requires the system parameters, i.e. the \( A, B, C \) in Eq. 4. To identify these three parameters, we design a simple experiment that generating a step input to the PIR sensor, and then measure system’s output, which is generally called as step response in control engineering. According to the Eq. 4, the theoretical step response can be represented as a function of \( A, B, C \). Then these three parameters can be estimated using some optimization method similar to curve fitting.

The experiment to generate the step input is as follows. First, we cover the PIR sensor with a box that can isolate outside infrared radiation. Then we heat a soldering iron to a constant temperature of 250° and move it near to the PIR sensor with the distance about 0.5 meter. At last, we remove the box promptly. The last procedure will generate an abrupt constant input, i.e. a step, to the PIR sensor. We repeat the above experiment 10 times, and all the collected data are combined to estimate the corresponding parameters. Having identified the system parameters, we then utilize the inverse filtering technique to estimate the DHF from the output of PIR sensor.

3.2 Enhancement 2: Handling abrupt turning

We have shown in Section 2 that even when a person is walking on a curved trace (as those shown in Fig. 11(a)), the azimuth change can be estimated accurately by the product of the number of zones he crossed (i.e. \( N \)) and \( \theta_c \). In this example, the azimuth change corresponding to curves A-B is \( \theta = 8 \cdot \theta_c \).

However, things will be different in Fig.11(b). On the curve of A-B, the person has crossed a total of 8 zones (four during A-C and four during C-B). Correspondingly, the azimuth change \( \theta = 8 \cdot \theta_c \). However, as can be easily seen from Fig.11(b), the true azimuth change of trace A-B is 0°.

The key difference between the traces shown in Fig. 11(a) and Fig. 11(b) lies in the change of direction during A-B. In the former, the person’s walking direction remains to be clockwise from A-B. In contrast, the direction of the curve in the latter starts from clockwise (A-C) but then changes to anticlockwise (C-B) at point C. For convenience, we define points where the direction has changed from clockwise to anticlockwise (or vice-versa) as the turning points. The presence of turning points makes the previous azimuth change estimation method fail.

A straightforward approach to handle the problem is to decrease the estimation period. Still use example shown in Fig.11(b). Instead of estimating the azimuth change corresponding to the whole trace A-B, we can adopt a shorter estimation period, for example, a period that can divide A-B into two sections: A-C and C-B. In this case, the azimuth change during A-C and C-B are estimated accurately and no error will be introduced.
In real conditions, we generally cannot totally eliminate the error by reducing the estimation period as the example above. However, the probability of the presence of turning points and their effect will be lower in a shorter estimation period than in a longer one.

It should be noted that, the duration of the estimation period cannot be set to be too short. If a person is walking as in Fig.11(a), a longer estimation period normally can help to give better estimate of \( \theta \) as it contains more information. In addition, an estimation period should be long enough to contain at least one or more crossed zones to give a good estimate of \( N \). Through experiments, we set the estimation period to 0.5s for our system.

Considering the downside of reducing the estimation period, another approach is to first detect these turning points and then handle the \( N \)s accordingly. Still use the example shown in Fig.11(b). If we know, by inferring from the data of PIR sensor, there is a turning point \( C \) on the trace \( A-B \), we can use the following equation to estimate the azimuth change \( \theta \) during \( A-B \):

\[ \theta \approx |N_1 - N_2| \cdot \theta_c \] (5)

where \( N_1 \) and \( N_2 \) are the number of the zones crossed before and after turning point \( C \), respectively.

Eq. 5 can be generalized to conditions where a trace contains multiple turning points. In these conditions, \( M \) turning points will divide the whole trace into \( M + 1 \) sections, and these sections can be divided into two categories. Sections in the same category will have the same direction (clockwise or anti-clockwise). Then we simply let \( N_1 \) be the number of zones crossed in the first category and \( N_2 \) be the number of zones in the second category, and utilize Eq. 5 to obtain the azimuth change during the whole period.

**Figure 12:** Identifying a turning point. (a) A person moves on a trace with a turning point \( C \). (b) The corresponding DHF.

The last problem is how to identify the changing points. We utilize an example to illustrate the basic idea. Fig.12 (b) shows the DHF data of a PIR sensor when a person moves along the trace shown in Fig.12 (a). In the DHF data shown in Fig.12 (b), there is a local maximum \( C \) with a small height. This point exactly corresponds to the turning point \( C \) in Fig.12 (a). The reason is as follows. When the person moving on the trace \( A-C \) is leaving the negative zone 4, the DHF starts to increase. However, he makes a turn at point \( C \) and then approaching to zone 4 again, and the DHF will then decrease and we can see a local maximum in the DHF data. Likewise, if \( C \) is located in the middle of zone 3 and 4, the DHF will has a local minimum. To summarize, a turning point will generate a local extrema in the DHF signal, and we can utilize this character to detect turning points.

However, as crossing positive/negative zones will also generate local extrema, and we need to distinguish whether a local extrema is caused by turning or by crossing zone. We utilize a simple threshold method and the threshold to determine heuristically. Through experiment, we determine a peak (or a trough) is caused by turning point if height is smaller than 1/2 of the previous one.

We should note that, this method can still generate both false negatives (missing identifying turning points) and false positives (erroneously identifying turning points when there are none). For example, when the turning point happens to be very close to the symmetric axis of a positive/negative zone, we will not observe a local extrema, as it will be merged by the large extrema caused by crossing the symmetric axis itself. This condition will cause false negatives. On the other hand, if a person is walking far away to a PIR sensor without making a turning, it is possible that two peaks have significantly different heights, thus generating false positives.

### 4 LOCALIZATION BY AZIMUTH CHANGE

In this section, we briefly introduce how to localize a moving person solely by the information of azimuth change.

We adopt a widely used localization algorithm called as particle filter [21] in our application. To use particle filter for localization, we first need to build a system model, which describes how the internal states (i.e. location, velocity, etc.) of a moving object change with time, and an observation model that describes the relationship between the above internal states and the observed information (i.e. the azimuth change). We utilized a popular system model below:

\[
\begin{bmatrix}
    x_k \\
    y_k \\
    \dot{x}_k \\
    \dot{y}_k
\end{bmatrix} =
\begin{bmatrix}
    1 & 0 & T & 0 \\
    0 & 1 & 0 & T \\
    0 & 0 & 1 & 0 \\
    0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
    x_{k-1} \\
    y_{k-1} \\
    \dot{x}_{k-1} \\
    \dot{y}_{k-1}
\end{bmatrix}
+ u_k
\] (6)

where \( x_k \) and \( y_k \) are the x and y coordinates of a moving person at the kth observation time; \( \dot{x}_k \) and \( \dot{y}_k \) are the corresponding velocities; \( T \) is the estimation period; \( u_k \) is the noise that characterizes the uncertainty in the system model.

**Figure 13:** Relationship between azimuth change and moving states of a person.

To build the observation model, we find the relationship between the states and the obtained azimuth change. As shown in Fig.13, assume the PIR sensor is located at \((a, b)\), the azimuth change at time \( k \) (i.e. \( \theta_k \)) can be determined by the current state vector \([x_k, y_k, \dot{x}_k, \dot{y}_k]\) through the law of cosines:

\[
\cos \theta_k = \frac{ap_k^2 + bp_k^2 - ab_k^2}{2ap_k \cdot bp_k} + n_k
\] (7)
where \( n_k \) is the observation noise; \( ap_k, ab_k \) and \( ab_k \) can be expressed by the state vector as below:

\[
\begin{align*}
ap_k &= \sqrt{(x_k - T \check{x}_k - a)^2 + (y_k - T \check{y}_k - b)^2} \\
bp_k &= \sqrt{(x_k - a)^2 + (y_k - b)^2} \\
ab_k &= T \cdot \sqrt{x_k^2 + y_k^2}
\end{align*}
\]

Eq. 7 can be applied to all the deployed PIR sensors and therefore we have a set of equations. This set of equations forms the observation model. Having known the system model and the observation model, we utilize the particle filter framework [21] to determine the person’s real-time location.

5 EXPERIMENTS

5.1 The PIR sensor and its sensing zones

We adopt PIR sensor Tranesen-PCD-2F21 [24], and the Fresnel lens array YUYING-8719 [25]. They are off-the-shelf devices and widely used in many PIR applications.

To estimate the azimuth change, we need to first find out \( \theta_c \). At the end of Section 2, we introduced a Monte Carlo-like method to estimate \( \theta_c \). In this section, we introduce the experimental result to verify the proposed method.

The experimental setup is illustrated in Fig. 14. In particular, we placed a bottle of hot water 0.5m away from the PIR sensor as the heat source. The PIR sensor, along with the Fresnel lens array are put on a rotation plate which can rotate at a pre-defined constant speed. During experiment, the rotation plate kept rotating at a constant speed 15°/s.

![Positive/negative zones](image1)

**Figure 14:** The experimental setup to identify the layout of positive/negative zones of the PIR sensor.

![Hot water](image2)

![Rotation plate](image3)

Fig. 15 shows a section of the DHF data obtained from the above experiment. We can see that the DHF has 10 peaks and 10 troughs, that corresponds well with the description of the manual that the PIR sensor has 20 zones (10 positive and 10 negative). A peak/trough in the DHF data indicates that the heat source is at the symmetric axis of a positive/negative zone. For example, points 1, 2, and 3 in Fig. 15 correspond to time instants when the bottle of hot water passes the symmetric axes 1, 2, and 3 shown in Fig. 14, respectively.

Correspondingly, from the DHF data, we first identify the peaks and troughs, and then calculate time gaps between neighboring peaks and troughs. For example, \( T_1 \) shown in Fig. 15 is the gap between the first peak and first trough, and corresponds to the \( \theta_c \) shown in Fig. 14 based on \( \theta_c = T_1 \cdot \omega \) where \( \omega \) is the angular speed of the rotation plate.

![DHF data and peak/troughs](image4)

**Figure 15:** The obtained DHF data and how the peak/troughs correspond to the time instants shown in Fig. 14.

![Angular errors](image5)

**Figure 16:** The obtained \( \theta_c \) and the simulated \( \theta_c \).

The equation above holds for all the neighboring zones. Fig. 16 shows the obtained \( \theta_c \) and the simulated \( \theta_c \) introduced in Section 2. The absolute error of estimated \( \theta_c \) has mean 0.53° and standard deviation 0.35°.

Furthermore, we take the average of all the obtained \( \theta_c \), and the final \( \theta_c = 5.1° \), which is very close to 4.9° obtained using the simulation method. The above conclusion demonstrates that using the proposed simulation method, we can accurately estimate the \( \theta_c \) of the PIR sensor.

5.2 Experiments to verify the accuracy of estimated azimuth change

![Three scenarios](image6)

**Figure 17:** Three scenarios to test the accuracy of the azimuth change estimation.

In this section, we introduced the experimental results about the accuracy of the estimated azimuth change. We designed three types of scenarios shown in Fig. 17. In the first scenario (Fig. 17(a)), the person is moving on three arcs, \( A_1 - B_1, A_2 - B_2 \) and \( A_3 - B_3 \), all centered at the PIR sensor but with different radius. We wish to test the performance of the proposed azimuth change estimation method when a person is moving approximately perpendicular to the zones of a PIR sensor. In the second scenario shown in Fig. 17(b), the person is moving on traces approximately parallel to the zones.
In the third scenario shown Fig. 17(c), the moving person walks along $A - B$, and then makes turns to $C_1$, $C_2$ and $C_3$ respectively. We wish to test the performance of the method when the traces contain abrupt turning points.

The experimental setup is shown in Fig. 18. In particular, having obtained the layout of the zones of the PIR sensor, we ‘draw’ the layout on the floor using white strings shown in Fig. 18. These strings correspond to the edges of the estimated zones. The PIR sensor is aligned with the string-based layout via the rotation plate shown in Fig. 14. The purpose of establishing such a string-based layout is to guide the person to move along the predefined curves.

![Experimental setup](image)

**Figure 18: Experimental setup.**

We first identify the DHF data from the obtained output of the PIR sensor. Then the corresponding azimuth change in every 0.5s period is estimated. The ground-truth locations are obtained through a camera-based localization system that adapts the pedestrian detection algorithm introduced in [27].

For the first scenario shown in Fig. 17(a), the mean and standard deviation (std) of the absolute estimation error for different traces are shown in Table 1. The detailed results are shown in Fig. 19. In particular, the $x$-axis of Fig. 19(a) is the real azimuth change obtained from the camera-based system, and the $y$-axis is the absolute error of the estimated ones. We can see that the inner arc $A_1 - B_1$ has the largest error while the outer arc $A_3 - B_3$ has the smallest one. This can be attributed to fact that the size of zones near the PIR sensor is much smaller than that of zones far away from the sensor. When a person is very close to the PIR sensor, the body may within multiple zones simultaneously at any moment, and therefore the DHF data do not show clear peaks/troughs, leading to a larger estimation error. Fig. 19(b) shows the corresponding cumulative distribution function (CDF) of the error of the estimated azimuth change.

For the second scenario shown in Fig. 17(b), Table 2 shows the mean and std of the absolute estimation error. The details are illustrated in Fig. 20. We can see that trace 2 (i.e. $A_2 - B_2$) has much higher error the other two. By examining the traces in Fig. 17(b), we can see that trace 2 is almost parallel to a zone of the PIR sensor, and the person barely crossed a complete zone on the whole trace.

![Results in the first scenario](image)

**Figure 19: Results in the first scenario. (a) The error of the estimate azimuth change and (b) the corresponding CDF.**

| Trace  | $(A_1 - B_1)$ | $(A_2 - B_2)$ | $(A_3 - B_3)$ |
|--------|--------------|--------------|--------------|
| Mean (degree) | 3.0          | 1.8          | 1.5          |
| Std (degree)  | 2.3          | 1.5          | 1.2          |

**Table 1: The statistics of the three traces in scenario 1.**

![Results in the second scenario](image)

**Figure 20: Results in the second scenario. (a) The error of the estimate azimuth change and (b) the corresponding CDF.**

| Trace  | $(A - B - C_1)$ | $(A - B - C_2)$ | $(A - B - C_3)$ |
|--------|----------------|----------------|----------------|
| Mean (degree) | 2.2           | 1.9           | 1.9           |
| Std (degree)  | 2.1           | 1.4           | 2.2           |

**Table 3: The statistics of the three traces in scenario 3.**

Correspondingly, the true azimuth change remains to be close to $0^\circ$. As no zones have been really passed, the DHF data oscillate slightly, and we potentially have larger estimation error. The person on trace 1 (i.e. $A_1 - B_1$) and trace 3 (i.e. $A_3 - B_3$) did crossed a few zones, and therefore have smaller estimation errors.
5.3 Experiments to verify the accuracy of localization

In this section, we demonstrate the performance of a PIR-based localization system solely based on the azimuth change.

The setup of the localization system is shown in Fig. 22. The system contains 4 PIR sensors located at corners of a 7m × 7m area. In addition, the output of the PIR sensor are transmitted through a wireless communication system (consisting of five CC2530 devices and a CP2102 model) to a host computer, where the DHF data are estimated to obtain the azimuth change. The estimated azimuth change is fed into the particle filter to obtain the real-time location.

We designed a total of 6 testing scenarios shown in Fig. 23. These scenarios contain simple straight lines (Fig. 23(a)) or more complex curves. In each scenario, the person was arranged to take a round trip five times along the pre-defined traces.

Table 4 gives the statistics of the localization error in terms of mean and standard deviation. The detailed CDF of the localization error in each of the 6 scenarios is shown in Fig. 24.

We can see that our PIR-based localization can achieve sub-meter localization accuracy with 80% or higher probability in all scenarios. In particular, the system has the highest performance in scenario 1 (with sub-meter accuracy in 92%). The average localization error of all scenarios is about 0.63m with standard deviation 0.39m. Even the worst scenario can achieve localization error smaller than 1.8m with 99% probability. The results demonstrate the effectiveness of using the azimuth change for localization.

The effect of estimation period

In Section 3.2, we mentioned that it is important to choose a proper estimation period. Fig. 25 shows, using data from 6 scenarios above, how the average localization error changes with different estimation period. We can clearly observe a ‘U’ curve when the estimation period changes from 0.1s to 2s. A very small estimation period like 0.1s may contain many abrupt turning points. On the other hand, a large estimation period like 2s may contain many abrupt turning points. These abrupt turning points, although can be mitigated by the method proposed in Section 3.2, their effect cannot be completely removed since not all the abrupt turning points can be successfully detected. The localization error reaches its minimum about 0.5s ~ 1s. This justifies our setting of the estimation period 0.5s in previous experiments.

The effect of number of PIR sensors

We also test the effect of the number of PIR sensors on the accuracy of the localization system. Fig. 26(a) shows the CDF of
localization error for systems with different number of PIR sensors. The corresponding mean and standard deviation are shown in Fig. 26(b). We can see that the average localization error is 2.5m for a localization system with a single PIR sensor but drops to 1.7m, 0.9m, and further down to 0.63m if more PIR sensors are added.

**Comparing to the PIR-based localization system [19]**

We compare the localization accuracy of our system to the one proposed in [19], which utilizes a data-driven approach to establish a model describing the relationship between the amplitude of PIR’s outputs and its distance to a moving person.

For a fair comparison, we use the same traces described in [19] shown in Fig. 27(a) and (b). Furthermore, we utilize the same performance measure in [19] called as ‘accuracy rate’, which is the probability of correctly localizing a person within a 1m× 1m grid.

The comparison results in the two scenarios are shown in Fig.27(c). It can be seen that in both scenarios, our localization system can achieve better accuracy rate than the system described in [19]. The accuracy rate of our system is 0.54 and 0.78, about 50% improvement on the system proposed in [19]. In addition, considering that the system proposed in [19] has 8 PIR sensors and requires abundant training data, while our system only utilizes 4 PIR sensors without collecting training data, the advantage of using azimuth change becomes apparent.

6 RELATED WORKS

Using PIR sensors to localize one’s location has received much attention recently and many PIR-based localization systems have been designed [9]-[20]. Most of the existing PIR-based localization systems take a PIR sensor as a ‘binary’ indicator. Based on binary outputs of multiple PIR sensors, a moving person’s can be tracked.

According to the number of persons that can be simultaneously tracked, the works [9] and [10] introduced how to determine a single person’s real-time location. On the other hand, the works [11]-[13] introduced how to track multiple persons. The relationship between the deployment and the localization accuracy is discussed in [14]-[16]. In addition, the works [17] and [18] discussed how to integrate the PIR sensor’s binary information with other kinds of sensors for localization.

One common limitation of the ‘binary-based’ systems above is that the localization accuracy is mainly depended on the size of the overlapped sensing zones. To achieve high localization accuracy, a large number of PIR sensors will be required.

Using finer grained information rather than the binary information is a new trend in of designing PIR-based localization systems. To the best of our knowledge, there are only two related works. In [20] and [19], the raw output data of PIR sensors are utilized to localize a person. However, there are still limitations of the two works above. First, they are both data-driven and require abundant of training data to be collected in different environments and different types of PIR sensors.

7 DISCUSSIONS AND CONCLUSION

The idea of this paper is simple: from the raw output of PIR sensors, we can extract a type of information called as azimuth change, and this information can be utilized to track a moving person. In particular, based on the analysis of the physical properties and internal structure of the PIR sensor and Fresnel lens array, we propose an approach to estimate the azimuth change using the output data of a PIR sensor. In addition, based on the estimated azimuth change, we built a practical PIR-based localization system which can achieve better performance than the state-of-art work.

There still remain some limitations of using the proposed approach. First, when a person is very close to a PIR sensor, the accuracy of estimated azimuth change will be relatively low. This has been revealed in Fig. 19. Although this problem can be partially alleviated through the deployment of PIR nodes, we believe a depth study on this problem can help to improve the localization accuracy of the whole system.

Another limitation is the system’s robustness to environmental noise, especially in an open environment with many static or
moving heat sources. This is an intrinsic challenge for a PIR-based localization system. For our system, it is better to design a dynamic threshold to distinguish whether a peak/trough is caused by the moving target or by other heat sources.

Last but not least, the current method proposed in this paper can only localize a single person. In the future, we will go on exploring how to expand this method for multiple person localization.
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