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Abstract—This paper investigates the information theoretic limit of a reconfigurable intelligent surface (RIS) aided communication scenario in which the RIS and the transmitter either jointly or independently send information to the receiver. The RIS is an emerging technology that uses a large number of passive reflective elements with adjustable phases to intelligently reflect the transmit signal to the intended receiver. While most previous studies of the RIS focus on its ability to beamform and to boost the received signal-to-noise ratio (SNR), this paper shows that if the information data stream is also available at the RIS and can be modulated through the adjustable phases at the RIS, significant improvement in the degree-of-freedom (DoF) of the overall channel is possible. For example, for an RIS system in which the signals are reflected from a transmitter with $M$ antennas to a receiver with $K$ antennas through an RIS with $N$ reflective elements assuming no direct path between the transmitter and the receiver, joint transmission of the transmitter and the RIS can achieve a DoF of $\min(M + \frac{N}{2} - \frac{1}{2}, N, K)$ as compared to the DoF of $\min(M, K)$ for the conventional multiple-input multiple-output (MIMO) channel. This result is obtained by establishing a connection between the RIS system and the MIMO channel with phase noise and by using results for characterizing the information dimension under projection. The result is further extended to the case with a direct path between the transmitter and the receiver, and also to the multiple access scenario, in which the transmitter and the RIS send independent information. Finally, this paper proposes a symbol-level precoding approach for modulating data through the phases of the RIS, and provides numerical simulation results to verify the theoretical DoF results.
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I. INTRODUCTION

Reconfigurable intelligent surface (RIS), also known as the intelligent reflective surface (IRS), is a promising new technology that utilizes a large number of reflective elements with adjustable phase shifts to enhance the spectrum and energy efficiencies of wireless communication systems [3]–[6]. In most of the current literature, the RIS is envisioned to be used as a passive beamformer with the reflective coefficients being configured for maximizing the received signal-to-noise ratio (SNR) of the overall channel. Passive beamforming, however, does not fully harvest the potentials of the RIS. The goal of this paper is to show that if the information data stream is available at the RIS, it is possible to use the RIS to modulate the information through phase shifts. In effect, the adjustable reflective coefficients can be used not only to enhance the channel, but also to carry information.

This paper aims to show that modulating information through phases allows the RIS to significantly enhance the degree-of-freedom (DoF), also known as the multiplexing gain, of the overall channel between the transmitter and the receiver. The gains in DoF from modulating information through the phases of the RIS are quantified both for the cases with and without cooperation between the transmitter and the RIS. The former case corresponds to the point-to-point multiple-input multiple-output (MIMO) channel where the RIS helps the transmitter send the same data, while the latter case corresponds to a multiple access channel where the RIS and the transmitter send independent data which are jointly decoded at the receiver.

Moreover, this paper proposes a symbol-level precoding strategy for the joint transmission of information from the transmitter and the RIS to the receiver. We show that such a strategy can approach the information theoretic DoF of the overall system.

A. Prior Works

RIS can be thought of as an array of a large number of reflective elements, each of which can induce a phase shift between the incident signal and the reflecting signal. By adjusting the phase shifts, the RIS can enhance the transmission quality of the overall channel by adaptively beamforming the incident signal to an intended reflecting direction [7]. As compared to traditional relaying techniques [8], [9], the RIS reflects the incident signal passively, so it has a much lower energy consumption. Further, by utilizing a large number of analog reflective elements and by adjusting their phases in real time, the RIS can achieve a high beamforming gain at relatively low hardware cost.

Because of the above promising advantages, the applications of RIS for enhancing wireless communication systems have been extensively investigated in the literature. Most of the existing literature on the RIS-aided wireless communication system focuses on the optimization of the phase shifts at the RIS to improve various system-level objectives e.g., for...
energy minimization \([10]\), maximizing the minimum signal-to-interference-plus-noise ratio (SINR) \([10]\), for sum-rate maximization for both single-cell \([11]\) and multi-cell \([12]\) scenarios, for utility maximization using a machine learning approach \([13]\), as well as for various scenarios such as the wideband orthogonal frequency division multiplexing (OFDM) system \([14]\), the millimeter-wave (mmWave) system \([15, 16]\), and the multiple RIS systems \([17]\). These existing studies, however, utilize the RIS only as a passive analog beamformer to achieve an SNR gain. Passive analog beamforming works by adjusting the phase shifts of scattered wavefronts at different reflective elements so that they add constructively at the receiver, thereby enhancing the SNR at the receiver. For these systems, the phase shifts at the RIS are functions of the instantaneous channel realizations only.

The main focus of this paper is to investigate the possibility that if, in addition to the channel state information (CSI), the RIS also has access to the data, then the RIS can modulate the information stream in the phase shifts to further enhance the capacity of the overall communication channel. By modulating information using the RIS, the information is essentially being conveyed by changing the transmission environment.

The idea of modulating information through the transmission environment has been considered by several earlier works under different names, e.g. media-based communication \([18]\) and load modulated arrays \([19]\). But an exact analysis of the information theoretic limits of such systems is a challenging task. In the RIS context, this idea has been previously explored in \([20]\), which studies the channel capacity for joint information transmission by the transmitter and the RIS, but under the assumption that the RIS operates with a fixed finite modulation and the transmitter is equipped with single antenna. The same analysis has been extended to the multiple access channel under the same setup in \([21]\) where the transmitter and the RIS are sending different messages. Information transmission through RIS has also been considered in \([22]\) and \([23]\), which primarily focus on the design of decoding algorithms when extra information bits are carried in the RIS. In general, the information theoretic limit of modulating through RIS has not been explicitly characterized in computable form. For example, the finite modulation assumption of \([20]\), \([21]\) does not lead to an analysis of the channel capacity at high SNR.

C. Paper Organization and Notation

The rest of the paper is organized as follows. Section \([\text{II}]\) describes the channel model for the RIS system. Section \([\text{III}]\) discusses the RIS model without a direct path and provides the DoF result for both the joint transmission case and the multiple access case. These results are extended to the case in which the direct path is present in Section \([\text{IV}]\) and to the case in which the RIS is operating at a different symbol rate as the transmitter in Section \([\text{V}]\). Practical implementation of jointly encoding information by the transmitter and the RIS is shown in Section \([\text{VI}]\). Conclusions are drawn in Section \([\text{VII}]\).

The notations used in the paper are as follows. Lower-case letters are used to denote scalars; upper-case letters are used to denote random variables. Bold-faced letters are vectors. Bold-faced upper-case letters are either random vectors, or matrices, where the context should make it clear. Exceptions
to the above are the dimensions of the transmitter, the RIS, and the receiver vectors, which are denoted as $M$, $N$, and $K$, respectively. The capacity of a channel with power constraint $P$ is denoted as $C(P)$. Finally, we use $\mathcal{CN}(\cdot, \cdot)$ to denote the circularly symmetric complex Gaussian distribution and $\text{Unif}(\cdot)$ to denote the uniform distribution.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Channel Model

The RIS-aided communication scenario is as shown in Fig. 1, where an RIS with $N$ reflective elements is deployed between an $M$-antenna transmitter and a $K$-antenna receiver. Let $H \in \mathbb{C}^{K \times N}$, $G \in \mathbb{C}^{N \times M}$, $F \in \mathbb{C}^{K \times M}$ be the channel response matrices from the transmitter to the RIS, from the RIS to the receiver, and from the transmitter to the receiver respectively, which are assumed to be fixed and known everywhere, i.e., at the transmitter, the RIS controller, and the receiver. The channels can be estimated, e.g., using methods in [24], [25]. We assume that each element of the RIS combines all the transmitted signals at a single point and reflects it from this point to the receiver with an adjustable phase shift. The discrete-time channel model for the communication scenario is given by

$$Y = \sqrt{P} (H \Theta G + F) X + Z,$$

where $Y \in \mathbb{C}^K$ is the received signal vector, $X \in \mathbb{C}^M$ is the transmit signal vector normalized by the power constraint $P$ so that

$$\mathbb{E}[\|X\|_2^2] \leq 1,$$

and $Z \sim \mathcal{CN}(0, \sigma^2 I)$ is the additive Gaussian noise vector at the receiver. Here, $\Theta$ is the $N \times N$ reflecting coefficient matrix induced by RIS taking the form of

$$\Theta = \text{diag}([e^{j\theta_1}, e^{j\theta_2}, \cdots, e^{j\theta_N}]),$$

where $\theta_m$ is the phase-shifting coefficient of the $m$-th reflective element on the RIS and $\text{diag}(\cdot)$ denotes a diagonal matrix whose diagonal elements are given by the corresponding entries of the argument. Implicit in this discrete-time channel model is the assumption that the transmitter and the RIS operate at the same symbol rate. The case in which the RIS operates at a slower rate is treated in Section V.

An important special case of model (1) is when the direct path from the transmitter to the receiver is blocked, i.e. $F = 0$. In this case, model (1) reduces to

$$Y = \sqrt{P} H \Theta G X + Z.$$

Model (4) is easier to analyze. This paper begins by focusing on model (4); the more general model (1) is treated in the second half of the paper. For convenience, we define $W = \Theta G X$ as shown in (4) so that the output of the RIS is $\sqrt{P} W$.

B. RIS as Passive Beamformer

In the conventional model, the RIS is used as a passive beamformer to improve the overall transmission quality. In this case, the system design problem is simply that of finding $\Theta$ as a function of $H$ and $G$ in order to maximize the channel capacity from $X$ to $Y$. Mathematically, this maximization operation can be written as

$$\max_{\Theta} \max_{p(x)} I(X; Y(\Theta)),$$

subject to the constraints (2) and (3). In this case, the reflecting coefficients do not carry any information. The main function of the RIS is to enhance the beamforming gain from $X$ to $Y$, i.e. to increase the received SNR at the receiver.

Instead of using the RIS as a conventional beamformer, this paper studies the use of RIS for encoding information in the reflective coefficients themselves. Toward this end, we consider two separate scenarios.

C. Joint Transmission Model

The first scenario considered in this paper is the case in which the RIS cooperates with the transmitter to transmit data. This corresponds to the scenario in which the transmitter controls the RIS via a backhaul link, and the overall channel is equivalent to a point-to-point channel from $(X, \Theta)$ to $Y$.

The capacity of such a channel, as a function of the transmitted power $P$, can be written as

$$C(P) = \max_{p(x, \Theta)} I(X, \Theta; Y),$$

subject to the constraints (2) and (3). This is referred to as the joint transmission model and is considered in the first part of this paper.

Computing $I(X, \Theta; Y)$ is not an easy task as it involves a multi-dimensional integration over the probability density functions (pdf) of $X$ and $\Theta$, which can only be done numerically. To obtain some insight into the problem, in this paper, we characterize the DoF of this channel model, which is defined as the pre-log factor of the rate as $P \to \infty$, i.e.

$$\text{DoF}(X, \Theta) \triangleq \lim_{P \to \infty} \frac{C(P)}{\log P}.$$  

D. Multiple Access Model

The second scenario considered in this paper is the case in which the transmitter and the RIS send independent data to the receiver without cooperation between the two. For example, this can correspond to a scenario in which the RIS is part of a sensor network, which needs to send the environmental information collected by the sensors to the receiver. This channel model is referred to as the multiple access model.

Although the channel remains the same as in the joint transmission case, because there is no cooperation between $X$ and $\Theta$ in the multiple access model, the input distributions are constrained to be the product of the marginal distributions $p(X)$ and $p(\Theta)$. Denote the achievable rate of $X$ from the transmitter as $R_X$ and the achievable rate of $\Theta$ from the RIS...
transmission and the DoF region of the multiple access model.

The DoF region is defined to be the closure of the convex hull of all \((X,\Theta)\) jointly transmit as an input to the channel

\[ \Theta = \text{diag}([e^{j\theta_1}, \ldots, e^{j\theta_N}]) \]

\[ G \in \mathbb{C}^{N \times M} \]

\[ F \in \mathbb{C}^{K \times M} \]

\[ X \in \mathbb{C}^M \]

\[ H \in \mathbb{C}^{K \times N} \]

\[ Y \in \mathbb{C}^K \]

\[ \Theta = \text{diag}([e^{j\theta_1}, \ldots, e^{j\theta_N}]) \]

The DoF region, as a function of \(P\), for some joint distributions \(p(X)p(\Theta)\) subject to the constraints \(\Theta\) and \(\Theta\).

The capacity region is a function of the transmit power \(P\). A DoF pair \((\text{DoF}_X, \text{DoF}_\Theta)\) is achievable if there exists a sequence of rate pairs \((R_X(P), R_\Theta(P))\) in the capacity region, as a function of \(P\), such that

\[ \text{DoF}_X = \lim_{P \to \infty} \frac{R_X(P)}{\log P}, \]

\[ \text{DoF}_\Theta = \lim_{P \to \infty} \frac{R_\Theta(P)}{\log P}. \]

The DoF region \(\{(\text{DoF}_X, \text{DoF}_\Theta)\}\) of the multiple access model is defined to be the closure of the convex hull of all achievable DoF pairs.

The goal of this paper is to characterize the DoF of the joint transmission and the DoF region of the multiple access model.

III. DOF OF RIS SYSTEM WITHOUT DIRECT PATH

We begin by considering the RIS model (4) without the direct path. The aim is to characterize both the DoF of the joint transmission case, where \(X\) and \(\Theta\) jointly transmit information to the receiver \(Y\), and the multiple access case, where \(X\) and \(\Theta\) are independent users.

A key observation is that the RIS channel model is closely related to the channel with phase noise. To illustrate this idea, we start with the single-input single-output (SISO) additive white Gaussian noise (AWGN) channel as an example, then move onto the MIMO case.

A. SISO Channel

Consider the special case of \(M = N = K = 1\), for which the signal model (4) reduces to

\[ Y = \sqrt{P}e^{j\theta}X + Z \]

\[ = \sqrt{P}|X|e^{j(\angle X + \theta)} + Z, \]

where \(Z \sim \mathcal{CN}(0, \sigma^2)\), and the channel gain is omitted for simplicity. The input constraints are \(\theta \in (-\pi, \pi]\) and \(\mathbb{E}|X|^2 \leq 1\). Here, we use \(|\cdot|\) to denote the amplitude and \(\angle\) as the phase of a complex number.

The capacity for joint transmission is the maximum mutual information between the input \((X, \theta)\) and the output \(Y\). Observe that any phase of \(Y\) that can be synthesized by \(X\) and \(\theta\) can be equivalently produced by \(X\) itself with no help from \(\theta\). Thus, the capacity of joint transmission is exactly the same as the conventional AWGN channel.

To gain additional insight, we can also compute this capacity in an alternative way as below.

From the chain rule, the mutual information \(I(X, \theta; Y)\) can be decomposed as

\[ I(X, \theta; Y) = I(X; Y) + I(\theta; Y|X). \]

Assume that we choose \(p(\theta) \sim \text{Unif}(-\pi, \pi]\) and let \(X\) and \(\theta\) be independent. Consider the first term \(I(X; Y)\). Since \(\theta\) is completely unknown, the channel from \(X\) and \(Y\) is in effect a non-coherent channel [26], in which \(\theta\) can be thought of as phase noise. For such a phase-noise channel, information can only be conveyed through the magnitude, so we have

\[ I(X; Y) = I(|X|; |Y|). \]

The optimal distribution of the magnitude \(|X|\) for maximizing \(I(|X|; |Y|)\) is known to be discrete [26, Theorem 5]. However, setting \(X\) as Gaussian can be shown to give the same DoF [27]. The achievable rate using Gaussian input in the high SNR regime can be approximated as \([26, 28]\):

\[ I(|X|; |Y|) \approx \frac{1}{2} \log \left( \frac{P}{\sigma^2} \right) - 0.69. \]

Thus, the \(I(X; Y)\) term achieves a DoF of 1/2.

Now, consider the second term \(I(\theta; Y|X)\), where \(X\) is known and can be considered as part of the channel gain. In this case, only the phase \(\theta\) carries information. This is known as the constant-intensity channel, or constant-envelope channel, or ring modulation [27, 29]. Intuitively, the input is a phase-shift keying (PSK) modulation. The asymptotic
approximation of the capacity of such a channel is found in the high SNR limit in [28 eqn. (25)] and is given by

$$\max_{p(\theta)} I(\theta; Y|X) \approx \frac{1}{2} \log\left(\frac{P[X^2]}{\sigma^2}\right) + 1.1$$

$$= \frac{1}{2} \log\left(\frac{P}{\sigma^2}\right) + \log|X| + 1.1, \quad (18)$$

where the optimal distribution of $\theta$ is uniform in $(-\pi, \pi)$. Since we have $E|X|^2 \leq 1$, the log $|X|$ term cannot scale with SNR. Thus, the $I(\theta; Y|X)$ term also achieves a DoF of 1/2.

Combining the two terms, we see that for the SISO channel, the joint transmission of $(X, \theta)$ achieves the same DoF as that of a conventional AWGN channel without RIS.

For the AWGN channel without RIS, the DoF of 1 can be thought of as being comprised of 1/2 DoF in magnitude of $X$ and 1/2 DoF in phase of $\theta$. But with RIS as part of the channel, there is a 1/2 DoF overlap between the phase of the input $X$ and the phase of the RIS $\theta$.

The above argument is useful because it can be readily applied to the multiple access setting, in which $X$ and $\theta$ have to be independent. The resulting derivation gives the DoF region of the SISO multiple access channel as shown in Fig. 2.

**B. Joint Transmission in MIMO Channel with $(X, \Theta)$ as Input**

We now consider the MIMO case for the joint transmission of $X$ and $\Theta$, and with arbitrary $M$, $N$, and $K$, and compute the DoF of $I(X, \Theta; Y)$, but assuming that there is no direct path between $X$ and $Y$. This result will be generalized to the case with direct path later, but the model without the direct path is also of independent interest, because in many cases the RIS is deployed where the direct path between the transmitter and the receiver is blocked.

The main result below, which is for the point-to-point case with $(X, \Theta)$ jointly transmitting as the input to channel, is also used later as a tool for showing the DoF region of the multiple access case.

**Theorem 1:** Consider the channel model

$$Y = \sqrt{P} H W + Z = \sqrt{P} H \Theta G X + Z, \quad (19)$$

with $(X, \Theta)$ as the input where $X \in \mathbb{C}^M$ has a power constraint $E[|X|^2] \leq 1$ and $\Theta = \text{diag}([e^{j\theta_1}, e^{j\theta_2}, \ldots, e^{j\Theta_K}])$, and $Y \in \mathbb{C}^N$ as the output, and $Z \sim \mathcal{CN}(0, I_K)$ as the noise. For almost all matrices $G \in \mathbb{C}^{N \times M}$, $H \in \mathbb{C}^K \times N$, the DoF of the channel is

$$\text{DoF}(X, \Theta) = \min\left(M + N \frac{N}{2} - \frac{1}{2}, N, K\right). \quad (20)$$

This DoF can be achieved using independent $X$ and $\Theta$. When $K \geq \min(M + N \frac{N}{2} - \frac{1}{2}, N)$, any of the following input distributions with independent $X$ and $\Theta$ would achieve the DoF in (20).

1) $X \sim \mathcal{CN}(0, I_M)$ and $\Theta$ with independently and identically distributed (i.i.d.) $\theta_i$’s and $\theta_i \sim \text{Unif}(-\pi, \pi]$.

2) The distribution of $X$ is chosen such that the first $M - 1$ elements are i.i.d. complex Gaussian, i.e., $X_{M-1} \sim \mathcal{CN}(0, I_{M-1})$, and $X_M$ is chosen to be real with a chi-squared distribution with 2 degrees of freedom. The distribution of $\Theta$ is such that $\theta_i$’s are i.i.d. with $\theta_i \sim \text{Unif}(-\pi, \pi]$.

3) The distribution of $X$ is i.i.d. complex Gaussian for all $M$ elements, i.e., $X \sim \mathcal{CN}(0, I_M)$. For $\Theta$, the first $N - 1$ elements of $\Theta$ are chosen as i.i.d. with $\theta_i \sim \text{Unif}(-\pi, \pi]$, $i = 1, \ldots, N - 1$, and the last element of $\Theta$ is fixed as 1, i.e., $\theta_N = 1$.

When $K < \min(M + N \frac{N}{2} - \frac{1}{2}, N)$, the DoF is similarly achieved with the above distributions modified by setting some of the elements in $X$ and $\Theta$ to be deterministic.

**Proof:** The proof is based on an equivalence between information dimension and the DoF of an additive noise channel. Toward this end, we first compute the information dimension of the output $W$ at the RIS. This is accomplished by building a connection between the channel model with RIS and the MIMO channel with phase noise. We then compute the information dimension of $HW$ by studying the behavior of information dimension under projection. The details of the proof are in Appendix 1.

The statements of this and also subsequent theorems refer to “almost all” matrices, by which we mean all matrices except ones lying on some lower dimensional algebraic hypersurfaces (e.g., the low-rank matrices). If the entries of the matrices are drawn i.i.d. according to some absolutely continuous distribution, then the statement of the theorem holds almost surely.

We now give an interpretation of the DoF result (20) in Theorem 1.

The channel model has two inputs: $X$ of dimension $M$, and $\Theta$ of dimension $N$. Because $\Theta$ has phase control only, its information dimension is $\frac{N}{2}$. Further, $X$ and $\Theta$ have 1/2 dimension overlap, due to the product form of the channel model, which leaves a common phase ambiguity between $X$ and $\Theta$. In other words, it is not possible to resolve the phases of $X$ and $\Theta$ individually, but only the phase of their product. For this reason, the total input dimension is $M + N \frac{N}{2} - \frac{1}{2}$.

Moreover, the channel has output $Y$ of dimension $K$, and the RIS acts as a relay with a bottleneck $W$ of dimension $N$. The overall DoF must be the minimum of the input dimension, the relay dimension, and the output dimension. This is why the multiplexing gain is $\min(M + N \frac{N}{2} - \frac{1}{2}, N, K)$.

The key observation here is the 1/2 dimension overlap between $X$ and $\Theta$. It is for this reason that the overall DoF can be achieved with not only a choice of input distributions with $X \sim \mathcal{CN}(0, I_M)$ and $\Theta$ with $\theta_i \sim \text{Unif}(-\pi, \pi]$, but also with 1/2 dimension removed from either $X$ or $\Theta$. In particular, Theorem 1 shows that fixing the phase of the last element of either $X$ or $\Theta$ still allows the same DoF to be achieved. In fact, due to symmetry, the same result holds true if we fix any of one phase value in either $X$ or $\Theta$.

An important implication of Theorem 1 is that as compared to a MIMO channel with $M$ antennas at the input and $K$ antennas at the output achieving a DoF of $\min(M, K)$, an RIS can improve the overall DoF if $K > M$, and $N > \min(M, K)$. In essence, the phase shifts at the RIS can act as part of the input to effectively increase the total input dimensions. Thus,
by making the input data available to the RIS, we are enabling the RIS to help the transmitter modulate the data stream via the phase shifts. Assuming that \( N \) is much larger than \( M \) and \( K \) as in typical deployment scenarios and \( K > M \), the maximum additional number of data streams that the RIS can provide is \( \min(K - M, N^2 - \frac{1}{2}) \). Note that if the RIS is used merely as a beamformer or as a reflector, it cannot improve the DoF. Thus, modulating data through phase shifts has significant benefits.

A practical case is when the transmitter has a single radio-frequency (RF) chain. This is akin to using the RIS to emulate a MIMO transmitter, i.e., a single-antenna active transmitter together with an RIS can be jointly configured to act as a MIMO array. Such a system can be considered as a low-cost alternative to a fully digital MIMO system. In this case, we have \( M = 1 \) and the signal model is given by

\[
Y = H\Theta gX + W, \tag{21}
\]

Assuming an RIS with large \( N \), Theorem 1 implies that the overall DoF is \( K \). One possible way of achieving this DoF is to use the amplitude of \( X \) to modulate \( \frac{1}{2} \) DoF and to use a RIS of size at least \( N = 2K - 1 \) to modulate the remaining \( (K - \frac{1}{2}) \) DoF.

We remark that the DoF of the RIS system is quite different from that of a relay channel. For the relay channel model with \( N \) active antennas at the relay and without a direct path, if the relay is also able to encode information, the DoF of the overall channel is simply \( \min(N, K) \), assuming no unit modulus constraint on the relay output. In contrast, the DoF of the RIS system, i.e., (20), is achieved with passive RIS elements with adjustable phases.

C. MIMO Channel with Deterministic \( X \)

We can carry the example in the previous section one step further and consider a system in which the information is modulated only from the RIS via \( \Theta \) and not by the transmitter at all. In this case, the transmitter sends a deterministic signal \( X \) (which carries no information) and the channel model becomes

\[
Y = \sqrt{P}H\Theta gX + Z \tag{22}
\]

where \( \Phi = [e^{j\theta_1}, \ldots, e^{j\theta_N}]^T \) is the vector form of the matrix \( \Theta \) and is now the information-carrying input signal from the RIS, and \( H = H\text{diag}(gX) \) is the equivalent channel. If we assume that \( X \) is such that none of the diagonal elements of \( \text{diag}(gX) \) are zero, then (22) is equivalent to a MIMO channel with constant-amplitude and continuous-phase inputs on each of its transmit antennas.

The above channel model can also be thought of as a special case of Theorem 1 but with the input distribution restricted to having a deterministic \( X \). The capacity of this channel is

\[
\max_{p(\Phi)} I(X, \Theta; Y) = \max_{p(\Phi)} I(\Phi; Y). \tag{25}
\]

Unlike in Theorem 1 though, because \( X \) is deterministic, there is no \( 1/2 \) DoF overlap between \( X \) and \( \Theta \), and the DoF of the resulting channel is as follows:

**Theorem 2**: Consider the channel model

\[
Y = \sqrt{P}H\Phi + Z, \tag{26}
\]

with \( \Phi = [e^{j\theta_1}, \ldots, e^{j\theta_N}]^T \) as the input, \( \hat{H} = H\text{diag}(gX) \) as the channel, \( Y \in \mathbb{C}^K \) as the output, and \( Z \sim \mathcal{C}\mathcal{N}(0, I_K) \) as the noise. For almost all matrices \( H \in \mathbb{C}^{K \times N}, G \in \mathbb{C}^{N \times M} \), and for a deterministic \( X \) such that \( \text{diag}(gX) \) has nonzero elements, the DoF of the channel is

\[
\text{DoF}_\Phi = \min \left( \frac{N}{2}, K \right). \tag{27}
\]

**Proof**: Please see Appendix II.

Intuitively, modulating information through the phases of an RIS with \( N \) passive elements alone and deterministic \( X \) can already achieve a DoF of up to \( N/2 \). Comparing this result with the case of modulating information through both the RIS and a single-antenna transmitter with \( M = 1 \), the latter case achieves a DoF of \( \min \left( \frac{N+1}{2}, K \right) \). The difference of \( 1/2 \) DoF is due to the lack of amplitude control when \( X \) is deterministic.

D. Multiple Access Channel with \( X \) and \( \Theta \) as Inputs

Thus far, we have considered the cases in which the transmitter and the RIS cooperate in sending a single message to the receiver. In this section, we consider the scenario in which the transmitter and the RIS send independent messages to the receiver. Recall that the main difference between the two cases is that the input distribution for the multiple access channel must be a product of the marginals. Fortunately, the distribution that achieves the DoF in Theorem 1 is already in this form. This gives the following characterization of the DoF region of the multiple access channel.

**Theorem 3**: Consider the multiple access channel model

\[
Y = \sqrt{P}H\Theta gX + Z, \tag{28}
\]

with \( X \) and \( \Theta \) as the two independent inputs, \( Y \in \mathbb{C}^K \) as the output, and \( Z \sim \mathcal{C}\mathcal{N}(0, I_K) \) as the noise. Here, \( X \in \mathbb{C}^M \) has a power constraint \( \mathbb{E}[\|X\|^2] \leq 1 \), and \( \Theta = \text{diag}([e^{j\theta_1}, e^{j\theta_2}, \ldots, e^{j\theta_N}]) \) has a unit modulus constraint. For almost all matrices \( G \in \mathbb{C}^{N \times M}, H \in \mathbb{C}^{K \times N} \), the DoF region of the multiple access channel is given by the set of DoF pairs \( (\text{DoF}_X, \text{DoF}_\Theta) \) that satisfy

\[
\text{DoF}_X \leq \min(M, N, K), \tag{29}
\]

\[
\text{DoF}_\Theta \leq \min \left( \frac{N}{2}, K \right), \tag{30}
\]

\[
\text{DoF}_X + \text{DoF}_\Theta \leq \min \left( \frac{M + N}{2} - \frac{1}{2}, N, K \right). \tag{31}
\]

**Proof**: First, we show the converse. To bound \( I(X; Y | \Theta) \), observe that conditioned on \( \Theta \), the channel from \( X \) to \( Y \) is equivalent to a MIMO channel with a channel matrix \( H_{eq} = H\Theta g \). Thus, \( \text{DoF}_X \) is upper bounded by the rank of the equivalent channel as follows:

\[
\text{DoF}_X \leq \text{rank}(H_{eq}) = \min(M, N, K). \tag{32}
\]

Similarly, \( \text{DoF}_\Theta \) is upper bounded by the input dimension \( \frac{N}{2} \) and the output dimension \( K \), i.e.,

\[
\text{DoF}_\Theta \leq \min \left( \frac{N}{2}, K \right). \tag{33}
\]
Finally, the sum DoF is upper bounded by allowing cooperation between $X$ and $\Theta$. By Theorem 1, we have

$$\text{DoF}_X + \text{DoF}_\Theta \leq \min \left( M + \frac{N}{2} - \frac{1}{2}, N, K \right). \quad (34)$$

Next, we show achievability. The key is to recognize that the sum DoF as characterized in Theorem 1 is achieved with several choices of independent distributions $p(X)p(\Theta)$. Thus, this same sum DoF is also achievable in the multiple access setting. The different choices of the independent distributions can be used to achieve the different corner points of the DoF region outer bound above.

Choose the distribution of $X$ and $\Theta$ as in Case 2) of Theorem 1. We decode $X$ first, then $\Theta$, which corresponds to decomposing the sum rate as

$$I(X, \Theta; Y) = I(\Theta; Y|X) + I(X; Y). \quad (35)$$

The first term $I(\Theta; Y|X)$ gives rise to an achievable $\text{DoF}_\Theta$ as (36) below according to Theorem 2. The achievable $\text{DoF}_X$ can be derived by subtracting $\text{DoF}_\Theta$ from the achievable sum DoF. This gives the following achievable DoF pair:

$$\text{DoF}_\Theta = \min \left( \frac{N}{2}, K \right), \quad (36)$$

$$\text{DoF}_X = \min \left( M + \frac{N}{2} - \frac{1}{2}, N, K \right) - \min \left( \frac{N}{2}, K \right). \quad (37)$$

Next, choose the distributions as in Case 3) in Theorem 1, which achieve the same sum DoF of $\min \left( M + \frac{N}{2} - \frac{1}{2}, N, K \right)$. We now decode $\Theta$ first, then $X$, which corresponds to decomposing the sum rate $I(X, \Theta; Y)$ as

$$I(X, \Theta; Y) = I(X; Y|\Theta) + I(\Theta; Y). \quad (38)$$

The first term $I(X; Y|\Theta)$ gives rise to an achievable $\text{DoF}_X$ as in (39) below, because the equivalent channel is just a point-to-point MIMO channel with rank $\min(M, N, K)$. The achievable $\text{DoF}_\Theta$ can be derived by subtracting $\text{DoF}_X$ from the achievable sum DoF. This gives the following achievable DoF pair:

$$\text{DoF}_X = \min(M, N, K), \quad (39)$$

$$\text{DoF}_\Theta = \min \left( M + \frac{N}{2} - \frac{1}{2}, N, K \right) - \min(M, N, K). \quad (40)$$

Finally by time-sharing, we get the achievable of the entire region (29)-(51).

Depending on the relative values of $M$, $N$ and $K$, the DoF region may take different shapes as shown by several examples in Fig. 3. Case (a) is an example where there is a large number of receive antennas (i.e., large $K$). In this case, the DoF region is constrained by the transmitter dimension $M$ and the RIS dimension $N/2$, but because of the $1/2$ dimension overlap, the DoF region has a pentagon shape. Case (b) is an example where the DoF region is constrained by the receiver dimension $K$. Case (c) is an example where the DoF region is constrained by the RIS dimension $N$. In all three examples, the RIS can transmit additional data streams to the receiver on top of the $M$ data streams from the transmitter. They show the benefit of modulating information through the phases of the RIS.

As an additional remark, the input distributions that achieve the sum DoF in the proof of Theorem 3 are i.i.d. across all the elements of $X$ and $\Theta$, except the overlapping dimension. This implies that this result can be generalized to the scenarios in which $X$ or $\Theta$ can consist of multiple users. This corresponds to a system with multiple transmitters or multiple RIS’s, i.e., different components of $X$ and $\Theta$ can represent different users or RISs, respectively.

IV. DOF OF RIS SYSTEM WITH DIRECT PATH

We now generalize the analysis of the previous section to the channel model where a direct path exists between the transmitter and the receiver. Without the direct path, the previous analysis shows that there is a global phase ambiguity resulting in a loss of $1/2$ DoF in both the point-to-point and the multiple access case. In this section, we show that this loss of DoF due to phase ambiguity can be recovered when a direct path is present.
A. Joint Transmission with \((X, \Theta)\) as Input

The DoF of the point-to-point channel for a channel model with a direct path and with \((X, \Theta)\) as the input and \(Y\) as the output is given by the following theorem.

**Theorem 4:** Consider the channel model

\[
Y = \sqrt{P}(H\Theta G + F)X + Z,
\]
with \((X, \Theta)\) as the input where \(X \in \mathbb{C}^{M}\) has a power constraint \(\mathbb{E}[\|X\|^2] \leq 1\) and \(\Theta = \text{diag}([e^{j\theta_1}, e^{j\theta_2}, \ldots, e^{j\theta_N}])\), \(Y \in \mathbb{C}^{K}\) as the output, and \(Z \sim \mathcal{CN}(0, I_K)\) as the noise. For almost all \(G\) and \(H\), and almost all direct path channels \(F\) with a fixed rank \(r > 0\), the DoF from \((X, \Theta)\) to \(Y\) is given by

\[
\text{DoF}(X, \Theta) = \min \left( M + \frac{N}{2}, N + r, K \right),
\]
which can be achieved with \(X\) and \(\Theta\) being independent.

**Proof:** Take the singular-value decomposition (SVD) of the rank-\(r\) matrix \(F\)

\[
F = U\Sigma V,
\]
where \(U \in \mathbb{C}^{K \times r}\) and \(V \in \mathbb{C}^{r \times M}\) are unitary matrices, and \(\Sigma\) is a diagonal matrix of dimension \(r\) with positive entries \(\sigma_1, \ldots, \sigma_r\). We rewrite the channel model as

\[
Y = \sqrt{P}(H\Theta G + F)X + Z,
\]
\[
= \sqrt{P}(H\Theta G + U\Sigma V)X + Z,
\]
\[
= \sqrt{P}[H, U\Sigma \Theta' \begin{bmatrix} 0 & 0 & 1_r \end{bmatrix}] G V X + Z,
\]
\[
= \sqrt{P}H' \Theta' \begin{bmatrix} 0 & 0 & 1_r \end{bmatrix} G V X + Z,
\]
where \(H' = [H, U\Sigma \Theta']\), \(\Theta' = \begin{bmatrix} 0 & 0 & 1_r \end{bmatrix}\) and \(G' = \begin{bmatrix} G & V \end{bmatrix}\).

The channel model \(47\) is now a model without a direct path and with an RIS of effective size \(N' = N + r\). The intuition behind this reformulation is that the direct path channel can be regarded equivalently as a channel with an RIS of \(r\) elements where the phase shifts are fixed at 0 (or any arbitrary known phase).

Consider first the case with \(r = 1\). The overall system can now be viewed as a channel with an RIS of \(N' = N + 1\) reflective elements, but without a direct path. We choose the input distribution as \(X\) to be i.i.d. complex Gaussian for the \(M\) elements, i.e., \(X \sim \mathcal{CN}(0, I_M)\), and the first \(N\) elements of \(\Theta'\) to follow uniform distribution with \(\theta_i \sim \text{Unif}[-\pi, \pi], i = 1, \ldots, N\), independent of \(X\). The last element of \(\Theta'\) is set to be fixed at 1. This choice of distributions is exactly the distributions in Case 2) of Theorem 1 From Theorem 1 we see that the DoF achieved by this distribution for a system of size \((M, N', K)\) is given as

\[
\min \left( M + \frac{N'}{2} - \frac{1}{2}, N', K \right) = \min \left( M + \frac{N}{2}, N + 1, K \right).
\]

This proves the result for the case of \(r = 1\).

For the case of \(r > 1\), we need to make use of the techniques in the proof of Theorem 1 involving characterizing the information dimension \(D(W')\) and its behavior under projection. The details are in Appendix III.

**Theorem 4** shows that a direct path between the transmitter and the receiver helps resolve the global phase ambiguity and recover the 1/2 DoF loss. Moreover, this can already be achieved with a direct path of channel rank of just 1.

B. Multiple Access Channel with \(X\) and \(\Theta\) as Inputs

In this section, we consider the scenario in which the transmitter and the RIS send independent messages to the receiver. Similar to the case without the direct path, since the distribution that achieves the DoF in the joint transmission case as given in Theorem 4 is already in the form of a product of two independent distributions, this gives the following characterization of the DoF region of the multiple access channel with a direct path between the transmitter and the receiver.

**Theorem 5:** Consider the multiple access channel model

\[
Y = \sqrt{P}(H\Theta G + F)X + Z,
\]
with \(X\) and \(\Theta\) as the two independent inputs, \(Y \in \mathbb{C}^{K}\) as the output, and \(Z \sim \mathcal{CN}(0, I_K)\) as the noise. Here \(X \in \mathbb{C}^{M}\) has a power constraint \(\mathbb{E}[\|X\|^2] \leq 1\) and \(\Theta = \text{diag}([e^{j\theta_1}, e^{j\theta_2}, \ldots, e^{j\theta_N}])\). For almost all \(G\) and \(H\), and almost all direct path channel \(F\) with a fixed rank \(r > 0\), the DoF region of the multiple access channel is given by the set of DoF pairs \((\text{DoF}_X, \text{DoF}_\Theta)\) that satisfy

\[
\text{DoF}_X \leq \min(M, N + r, K),
\]
\[
\text{DoF}_\Theta \leq \min \left( \frac{N}{2}, K \right),
\]
\[
\text{DoF}_X + \text{DoF}_\Theta \leq \min \left( M + \frac{N}{2}, N + r, K \right).
\]

**Proof:** First, we show the converse. We rewrite the model as \(Y = \sqrt{P}H' \Theta' G'X + Z\) as in the proof of Theorem 4. To bound \(I(X; Y|\Theta)\), observe that conditioned on \(\Theta\), the channel from \(X\) to \(Y\) is equivalent to a MIMO channel with a channel matrix \(H_{eq} = H\Theta' G'\). Thus, \(\text{DoF}_X\) is bounded by the rank of the equivalent channel as follows:

\[
\text{DoF}_X \leq \text{rank}(H_{eq}) = \min(M, N + r, K).
\]

Thus, an upper bound of \(\text{DoF}_X\) is given by \((50)\). Similarly, \(\text{DoF}_\Theta\) is upper bounded by the input dimension \(\frac{N}{2}\) and the output dimension \(K\), which give \((51)\). Finally, the sum DoF is upper bounded by allowing cooperation between \(X\) and \(\Theta\). By Theorem 4, we have \((52)\).

Next, we show achievability. Recognizing that the sum DoF as characterized in Theorem 4 is achieved with an independent distribution \(p(X)p(\Theta)\), it must also be an achievable sum DoF in the multiple access setting. By choosing to decode \(X\) first, then \(\Theta\), we get the following achievable DoF pair.
corresponding to one corner point of the DoF region outer bound:
\[
\text{DoF}_\Theta = \min \left( \frac{N}{2}, K \right),
\]
\[
\text{DoF}_X = \min \left( M + \frac{N}{2}, N + r, K \right) - \min \left( \frac{N}{2}, K \right).
\]

The opposite decoding order achieves the other corner point. This shows that the entire region (50)-(52) is achievable. ■

As the case without the direct path, depending on the relative values of \( M, N \) and \( K \), the DoF region can take different shapes as shown by the three examples in Fig. 4. In all three examples, modulating information through RIS allows additional data streams to be transmitted to the receiver. The effect of the direct path is evident in Case (a), where the direct path helps resolve the phase ambiguity hence removing the 1/2 dimension overlap, and in Case (c), where the sum DoF is improved by the rank of the direct path.

As an additional remark, similar to the case without the direct path, this result can be generalized to the scenarios in which \( X \) or \( \Theta \) can consist of multiple users, i.e., different components of \( X \) and \( \Theta \) can represent different users or different RISs, respectively.

V. OPERATING RIS AT DIFFERENT RATE AS TRANSMITTER

The discrete-time channel model considered so far in the paper implicitly assumes that the symbol rate of \( X \) is the same as the rate of phase shifts \( \Theta \) at the RIS. In this section, we look at a scenario in which the phase shifts of the RIS operate at a slower rate—specifically, it must remain constant for \( n \) symbols of \( X \). In this case, the channel model without a direct path is as follows:
\[
Y(t) = \sqrt{P} H \Theta G X(t) + Z(t), \quad t = 1, \ldots, n,
\]
where over \( n \) time slots, \( X(t) \) can take \( n \) different symbols, but \( \Theta \) must remain constant. For simplicity, we assume that the channels \( H \) and \( G \) are fixed over the \( n \) time slots. Gathering the received signals from the \( n \) time slots and writing it in a vector form, we have
\[
\hat{Y} = \sqrt{P} (I_n \otimes H \Theta G) \hat{X} + \hat{Z},
\]
where \( \hat{Y} = [Y(1)^T, \ldots, Y(n)^T]^T \), \( \hat{X} = [X(1)^T, \ldots, X(n)^T]^T \), and \( \hat{Z} = [Z(1)^T, \ldots, Z(n)^T]^T \) are the received signals, transmit signals and noises, respectively, across the \( n \) time slots. Here, \( (\cdot)^T \) denotes transpose.

Using the same proof technique as in Theorem 1, we have the following DoF result:

**Theorem 6:** For the channel model (56) with \((X(1), \ldots, X(n), \Theta)\) as the input and \((Y(1), \ldots, Y(n))\) as output, under power constraint \( E[\|X(t)\|^2] \leq 1, \forall t \), for almost all matrices \( H \) and \( G \), the DoF of the overall channel over \( n \) samples is given by
\[
\text{DoF}_n = \min \left(nM + \frac{N - 1}{2}, nN, nK\right).
\]
This result can be extended to the multiple-access case and to the case with direct path.

VI. MODULATING INFORMATION THROUGH PHASES

The DoF analysis of the previous sections gives theoretic results on how many independent data streams can be transmitted through the phases of an RIS system. In this section, we suggest two different ways of modulating information through the phases of the RIS.

First, we describe a maximum likelihood (ML) decoding strategy to jointly decode the modulated information in \( X \) and \( \Theta \). Second, we propose a symbol-level precoding scheme to jointly encode information in \( X \) and \( \Theta \).

A. Maximum Likelihood Decoding

A straightforward way to modulate information jointly through the transmitter and the phases of the RIS is to use fixed constellations to encode the information at \( X \) and \( \Theta \), then use maximum likelihood (ML) decoding to jointly decode the transmitted symbols. Due to the phase-only nature of RIS, PSK constellation can be used at \( \Theta \). The encoding at \( X \) can be in the form of symbols from constellation points multiplied by a fixed precoding vector (or the precoding matrix in case of multiple data streams). Assuming the general case of an RIS system with a direct path, the ML estimates of the transmitted symbols at the decoder are given by:
\[
(\hat{X}, \hat{\Theta}) = \arg\min_{(X, \Theta) \in \mathbb{C}} \|Y - \sqrt{P}(H \Theta G + F)X\|_2^2.
\]
where the minimization is over the constellations of $X$ and $\Theta$, denoted as $\mathcal{C}$ in the above. This is a discrete optimization problem for which finding a global optimal solution would have a high computational complexity. This approach of modulating information in the phase shifts at RIS has been explored in [22] and [23] by solving problem (59) using approximation algorithms.

B. Symbol-Level Precoding

As an alternative to encoding information using fixed constellations at the transmitter $X$ and the RIS $\Theta$, in this section we propose a symbol-level precoding strategy that sets the received signal $Y$ to be as close to the desired points in a fixed constellation as possible. The idea is to try to directly make $Y$ to be the symbol corresponding to the information to be transmitted, and to design $X$ and $\Theta$ so that the desired symbols are synthesized at the receiver. Because $X$ and $\Theta$ are jointly designed, this strategy is applicable to the joint transmission case, but not to the multiple access setting.

In the below, we discuss the symbol-level precoding problem formulation and the numerical algorithms for solving the precoding problem.

1) Problem Formulation: Given a vector $\hat{Y}$ corresponding to the desired constellation points at the receiver and assuming perfect CSI, symbol-level precoding proceeds by solving the following optimization problem:

$$ (X^*, \Theta^*) = \arg\min_{X, \Theta} \| \hat{Y} - \sqrt{P} (H \Theta G + F) X \|_2^2. \tag{60} $$

subject to $\|X\|_2^2 \leq 1$ and $\Theta = \text{diag}([e^{j\theta_1}, \ldots, e^{j\theta_N}])$. A special case of this is when the transmit signal $X$ is deterministic as studied in Section III-C, for which the optimization problem can be formulated as:

$$ \Phi^* = \arg\min_{\Phi} \| \hat{Y} - \sqrt{P} H \Phi \|_2^2, \tag{61} $$

where $\Phi = [e^{j\theta_1}, \ldots, e^{j\theta_N}]^T$ is the vector form of the diagonal matrix $\Theta$, $H = H \text{diag}(G X)$ is the equivalent channel, and $\hat{Y} = \hat{Y} - FX$ is the effective received signal. This special case has the same formulation as the problem of MIMO precoding with per-antenna constant envelope constraints, as studied in [30], [31].

If the above optimization problem can be solved to achieve a (near)-zero minimum, the resulting $(X^*, \Theta^*)$ can be directly used as the transmit signal and the reflective coefficients, in which case the desired constellation points plus noise would be received at $Y$.

This symbol-level precoding strategy has been proposed earlier for MIMO channels in various formulations [32], [33]. In this paper, we apply the concept to the RIS system. Moreover, we point out that it is possible to numerically evaluate the relationships between the dimensions of $X$, $\Theta$ and $Y$ that allow this optimization problem to be solved to a near-zero minimum. This gives a method to numerically characterize the achievable DoF of the RIS system.

2) Numerical Algorithm: A main advantage of the symbol-level precoding formulation is that instead of solving a discrete optimization problem (59), we now solve a continuous optimization problem (60). Although (60) is not convex, as it involves a product of optimization variables in a bilinear form as the objective and unit modulus constraints, there are optimization techniques available that allow efficient gradient search to find local optimal solutions.

Specifically, this paper proposes an approach based on the augmented Lagrangian approach [34] to take care of the power constraint on $X$ and a Riemannian conjugate gradient method [35] to account for the unit modulus constraint on $\Theta$ to solve (60). The Riemannian conjugate gradient method recognizes the fact that the unit modulus constraints force $\Theta$ to be on a complex circle manifold, and modifies the traditional gradient descent algorithm (which works on the Euclidean space) to work on the manifold to enhance the convergence speed. A description of the numerical method for solving the optimization problems (60) is given in Appendix IV. This algorithm is used in the next section to numerically verify the DoF analysis for modulating information through the phases of the RIS.

VII. NUMERICAL RESULTS

In this section, we present numerical results based on the symbol-level precoding approach to validate the DoF analysis of jointly modulating information by the transmitter and the RIS for the receiver.

A. Channel Model and Simulation Setting

We consider a MIMO communication system with an RIS, consisting of a transmitter with 2 antennas and a receiver with 4 antennas. The number of elements of the RIS varies in different simulation settings. All the channel entries follow i.i.d. Rayleigh fading with unit variance, i.e., $CN(0, 1)$.

The idea is to perform symbol-level precoding to synthesize the desired constellation point $Y$ by solving for $X$ and $\Theta$ in (60) or (61). We use the Riemannian conjugate gradient approach to find a local optimal solution, and consider a point to be feasible if the synthesized point is within a distance threshold of $\delta = 10^{-3}$ from the desired point.

B. Dimension of the Symbol-Level Precoded Signal

The DoF of joint transmission through the transmitter and the RIS can be numerically verified by visualizing the dimension of the set of feasible receive points $Y$. For example, in the case with no direct path, assuming that $M + \frac{N}{2} - \frac{1}{2} \geq K$, the set of points that $H \Theta G X$ can reach should form a $K$-dimensional set in the complex space. In other words, for each element of $Y$, the set of reachable points by designing $X$ and $\Theta$ should be a two-dimensional set in the real and imaginary plane.

Fig. 5 shows an example of this phenomenon with $M = 2, K = 4$ and $N$ varying from 4 to 6 for the case of without the direct path. The transmit power $P$ is set to be 1. The feasible regions for $y$ with $Y = [y_1, y_2, y_3] \in \mathbb{R}^3$ are shown with color marked to represent the feasibility of the points. Yellow means that a point is feasible; blue means that a point is infeasible. A first observation is that increasing the effective transmit dimension $M + \frac{N}{2} - \frac{1}{2}$ enlarges the feasible region. At
N = 4, no points are feasible except the origin. When N = 5, the feasible region becomes a two-dimensional region in each component of Y. At N = 6, the feasibility region is further enlarged. This agrees with the theoretical analysis that N = 5 is needed to achieve a DoF of 4.

C. Phase Transition for Reaching the Desired Points

To further illustrate the phase transition from infeasibility to feasibility, we plot the probability of reaching a desired point in Fig. 6. We choose \( y_1, \ldots, y_K \) to be random points on the complex unit circle and aim to synthesize \( Y = [y_1, \ldots, y_K]^T \) as the desired point. We increase the transmit power to \( P = 10 \) in order to make the desired points to be in the feasible region (should the region exist). This is to avoid the situation in which the infeasibility is due to the transmit power being too low.

Fig. 6 shows the probability of successful synthesis against the number of elements at the RIS. It illustrates the phase transition with respect to N. The number of transmit antennas is \( M = 2 \). The cases for \( K = 4, 6, 8 \) are plotted on the same scale. Each plot is generated by solving (60) for the scenarios with or without the direct path, respectively, over 1000 channel realizations. From Fig. 6 we observe that the phase transition has a median at around \( N = 2K - 2M + 1 \) for the case of without the direct path, and \( N = 2K - 2M - 1 \) with the direct path, which verifies the DoF results. Further, there is a gap of one RIS element between the two cases, which corresponds to the 1/2 dimension difference in the DoF result. This matches Theorem 1 and Theorem 5.

To further illustrate the phase transition, Fig. 7 shows the number of RIS elements \( N \) needed to successfully synthesize a \( K \)-dimensional \( Y \) with each element of \( Y \) being a random point on the complex unit circle. The theoretical lines correspond to the DoF results in Theorems 1 and 5, i.e., \( N = 2K - 2M \) and \( N = 2K - 2M + 1 \) for the case with and without the direct path, respectively. The error bars of the empirical points correspond to 80, 50, and 20-percentile probabilities of success for synthesizing \( Y \).

Fig. 5. The feasible region of \( y \) for synthesizing \( Y = [y, y, y, y] \) at \( M = 2, K = 4, P = 1 \), and \( N \) ranging from 4 to 6 for channels without the direct path. Color yellow means that a point is feasible while color blue means that a point is infeasible.

Fig. 6. Probability of successfully synthesizing \( Y \) at the receiver with each component of \( Y \) a random point on the unit circle for different values of \( N \), with \( M = 2 \) and \( P = 10 \).

Fig. 7. The number of RIS elements \( N \) needed to successfully synthesize a \( K \)-dimensional \( Y \) with each element of \( Y \) being a random point on the complex unit circle. The theoretical lines correspond to the DoF results in Theorems 1 and 5, i.e., \( N = 2K - 2M \) and \( N = 2K - 2M + 1 \) for the case with and without the direct path, respectively. The error bars of the empirical points correspond to 80, 50, and 20-percentile probabilities of success for synthesizing \( Y \).
1 to 2 RIS elements, and the gap between the 20-percentile points and the theoretical DoF curves is about 0 to 1 RIS element. These results verify the theoretical analysis. It also shows that to ensure consistent feasibility of synthesizing a received vector, it is important to have slightly more than the minimum number of RIS elements.

VIII. CONCLUSIONS

This paper studies the information theoretic limits of joint information transmission using both signaling at the input and phase modulation at the RIS reflector. In particular, the DoFs (or the multiplexing gains) of the communication schemes where information is conveyed through the transmitted symbols and the reflective coefficients of the RIS are characterized for both the point-to-point and the multiple access settings. This proposed use of the RIS significantly improves the DoF of the overall system as compared to the conventional paradigm of simply using the RIS as a passive beamerformer for enhancing the channel strength.

The theoretical DoF analysis in this paper is obtained by recognizing a connection between the RIS channel and the MIMO channel with phase noise. Tools for studying the information dimension and the point-wise dimension under projection are used to obtain the DoF result. For example, as compared to a MIMO channel with $M$ transmit antennas and $K$ receive antennas, which has a DoF of $\min(M, K)$, an RIS system with the same number of transmit and receive antennas and further equipped with a reconfigurable surface of $N$ reflective elements can achieve an overall DoF of $\min(M + \frac{N}{2} - \frac{1}{2}, N, K)$ by allowing joint encoding by the transmitter and the RIS, (assuming no direct path between the transmitter and the receiver). This shows the significant potential of using the RIS to modulate information and to improve the overall transmission rate in a system limited by the number of transmit antennas.

Finally, this paper proposes a symbol-level precoding strategy to enable the practical realization of modulating information through the phases of the RIS. We show numerically that the phase transition for successful symbol-level precoding agrees with the theoretical DoF analysis.

APPENDIX I
INFORMATION DIMENSION UNDER PROJECTION AND PROOF OF THEOREM 1

We present the proof of Theorem 1 by first building a connection between the model (4) and the MIMO channel model with phase noise. Then, we make use of the concepts of information dimension and point-wise dimension (see [36], [37]), and study their behavior under projections, to compute the DoF of (4).

A. Information Dimension and DoF

Definition 1: For a random vector $X \in \mathbb{R}^n$ with distribution $\mu$, we define the lower and upper information dimension of $X$ as

$$D(X) = \lim_{\varepsilon \to 0} \frac{\log \mathbb{E} \left[ \log \mu \left( B(X; \varepsilon) \right) \right]}{\log \varepsilon}$$

and

$$\overline{D}(X) = \limsup_{\varepsilon \to 0} \frac{\log \mathbb{E} \left[ \log \mu \left( B(X; \varepsilon) \right) \right]}{\log \varepsilon},$$

(63)

respectively, where $B(X; \varepsilon) \subseteq \mathbb{R}^n$ denotes the ball with center $X$ and radius $\varepsilon$ with respect to an arbitrary norm on $\mathbb{R}^n$. When $D(X) = \overline{D}(X)$, information dimension of $X$ exists and is defined as $D(X)$.

The following lemma connects the concept of information dimension to the multiplexing gain of a general vector additive noise channel.

Lemma 1 ([36], [38]): Let $X$ and $Z$ be independent random vectors in $\mathbb{R}^n$ such that $Z$ has an absolutely continuous distribution with $h(Z) > -\infty$ and $H(||Z||) < \infty$. Then

$$\limsup_{P \to \infty} \frac{I(X; \sqrt{P}X + Z)}{\frac{1}{2} \log P} = D(X).$$

(64)

By Lemma 1, we see that computing the multiplexing gain of the RIS channel (4) can be equivalently cast as computing the information dimension $D(HGW)$. However, Lemma 1 deals with real channels. To work with a complex channel model, we can stack the real and imaginary parts of the complex vectors, and stack the real and imaginary parts of complex matrices, such as $H$, as

$$\begin{bmatrix}
\Re\{H\} & -\Im\{H\} \\
\Im\{H\} & \Re\{H\}
\end{bmatrix},$$

(65)

then apply Lemma 1 to the resulting equivalent model in $\mathbb{R}^{2K}$. Note that two real dimensions in $\mathbb{R}^{2K}$ is equivalent to one complex dimension in $\mathbb{C}^K$. In particular, the DoF of $HGW$ under a linear projection from $\mathbb{C}^N \to \mathbb{C}^K$, so one would expect that

$$D(HGW) = \min(D(W), K).$$

(66)

The above relationship is, however, not true for any arbitrary distribution; see [36], [37] for a counterexample. The issue is that the projection may have different effects on different points if the distribution is not absolutely continuous. For the particular $W$ studied in the context of this paper, the relationship (66) turns out to be true. To establish this rigorously, we formally state several results on information dimension under projection in this section. First, we need to define the concept of point-wise dimension.

Definition 2: For every point $x$ and a probability distribution $\mu$, we define the lower and upper point-wise dimension at $x$ on the support of $\mu$ as

$$\underline{d}(x) = \lim_{\varepsilon \to 0} \frac{\log \mu (B(x; \varepsilon))}{\log \varepsilon}$$

(67)

and

$$\overline{d}(x) = \limsup_{\varepsilon \to 0} \frac{\log \mu (B(x; \varepsilon))}{\log \varepsilon},$$

(68)
respectively. When \( d(x) = \overline{d}(x) = d(x) \), point-wise dimension exists at \( x \) and is defined as \( d(x) \).

Next we present a lemma that provides an upper bound for the information dimension and point-wise dimension of a random vector \( X \) under a Lipschitz continuous mapping, which is later used to establish the converse of the DoF results. This lemma is a modification of the first part of Theorem 4.1 and the first part of Corollary 4.2 in [37], but with the assumption for compact support removed and the condition of Lipschitz continuity added.

Lemma 2: For any Lipschitz continuous mapping \( f : \mathbb{R}^S \to \mathbb{R}^T \) with Lipschitz constant \( \lambda \) and \( X \in \mathbb{R}^S \) with probability measure \( \mu \), the following inequalities for information dimension always hold:

\[
\mathcal{D}(f(x)) \leq \min(\mathcal{D}(X), T),
\]

\[
\overline{d}(f(x)) \leq \min(d(X), T).
\]

Similarly, the following inequalities for point-wise dimension hold for all \( x \):

\[
\overline{d}(f(x)) \leq \min(\overline{d}(x), T),
\]

\[
d(f(x)) \leq \min(d(x), T).
\]

Proof: The proof is based on the proof of Theorem 4.1 in [37], but instead of requiring the mapping to have compact support, we require the mapping to be Lipschitz continuous. Given that \( f \) is Lipschitz continuous, it is continuous and thus measurable. From the Lipschitz continuous condition, we have

\[
B \left( x; \frac{\epsilon}{\lambda} \right) \subseteq f^{-1}(B(f(x), \epsilon)),
\]

where \( f^{-1}(A) \) of a set \( A \) is defined to be the set \( \{ a \in \mathbb{R}^S | f(a) \in A \} \). Define the push forward measure to be \( f(\mu)(A) = \mu(f^{-1}(A)) \) for a set \( A \). This implies

\[
f(\mu)(B(f(x), \epsilon)) = \mu(f^{-1}(B(f(x), \epsilon))) \geq \mu \left( B \left( x; \frac{\epsilon}{\lambda} \right) \right).
\]

Dividing both sides by \( \log \epsilon \) and take lim sup yields

\[
\overline{d}(f(x)) \leq \min(\overline{d}(d), T)
\]

for all \( x \).

Taking expectation on both sides of (74) with respect to \( \mu \), dividing both size by \( \log \epsilon \) and take lim sup yields

\[
\mathcal{D}(f(x)) \leq \min(\mathcal{D}(X), T).
\]

The same line of proof works also for \( \lim \inf \). Thus,

\[
d(f(x)) \leq \min(d(x), T),
\]

for all \( x \) and

\[
\mathcal{D}(f(x)) \leq \min(\mathcal{D}(X), T).
\]

Lemma 3: Let \( \mu \) be an absolutely continuous probability measure in \( \mathbb{R}^S \). For any smooth function \( f : \mathbb{R}^S \to \mathbb{R}^T \), \( d(f(x)) \) exists for almost every \( f(x) \) on the support of \( f(\mu) \).

Proof: The proof starts by showing that the push forward measure \( f(\mu) \) is absolutely continuous with respect to a Hausdorff measure. From [39], if \( \mu \) is absolutely continuous with respect to the Lebesgue measure, then \( f(\mu) \) has a density function for almost every \( f(x) \) with respect to the Hausdorff measure \( \mathcal{H}^T \), where \( R \) is the rank of the Jacobian matrix for the smooth function \( f \). This is based on an extension of the coarea formula, which is a generalization of the change of variable formula, to the case of rank deficient mappings in [40]. Then applying similar arguments as in [41], absolutely continuity with respect to \( \mathcal{H}^T \) ensures that point-wise dimension exists and has value \( R \) for almost every \( f(x) \) on the support of \( f(\mu) \).

The next result is a modification of Corollary 4.2 in [37]. It gives a condition under which the information dimension is preserved under projection. Specifically, when the point-wise dimension is upper bounded by the dimension of the range space of the projection, the information dimension is preserved under projection. Corollary 4.2 in [37] requires the projection to have compact support. We apply similar techniques as in Lemma 2 to remove the requirement for compact support in [37], and instead use the Lipschitz continuity of linear mappings to arrive at the following:

Lemma 4: Given a matrix \( A \in \mathbb{R}^{T \times S} \) and \( X \) with probability measure \( \mu \in \mathbb{R}^S \). If the point-wise dimension of \( \mu \) exists for almost every \( x \) and \( d(x) \leq T \), then for almost all \( A \) the information dimension of \( AX \) exists and

\[
D(AX) = D(X).
\]

C. Information Dimension of \( W \) via a Connection to the MIMO Phase Noise Channel

We are now ready to compute the information dimension of the output of the RIS \( W \) in (3). First, consider the following channel model (with general arbitrary dimensions):

\[
\tilde{Y} = \sqrt{P} \tilde{G} \tilde{X} + \tilde{Z},
\]

where \( \tilde{Y} \in \mathbb{C}^N, \tilde{X} \in \mathbb{C}^M, \tilde{\Theta} = \text{diag}([e^{j\theta_1}, e^{j\theta_2}, \ldots, e^{j\theta_N}]) \). A crucial observation is that this channel model resembles the MIMO channel with phase noise. We leverage the following result from the phase noise literature for a key insight.

Lemma 5 (42): Let \( \tilde{\Phi} = [e^{j\theta_1}, \ldots, e^{j\theta_N}]^T \) be a vector of random phases such that \( h(\tilde{\Phi}) > -\infty \) and

\[
\tilde{Y} = \sqrt{P} \tilde{\Phi} \circ (\tilde{G} \tilde{X}) + \tilde{Z},
\]

where \( \circ \) denotes element-wise product and \( \tilde{Z} \sim \mathcal{CN}(0, I_N) \). For \( \tilde{X} \sim \mathcal{CN}(0, I_M) \) independent of \( \tilde{\Phi} \), we have that for almost all \( \tilde{G} \in \mathbb{C}^{N \times M} \),

\[
h(\tilde{Y}) \geq \min \left( \tilde{N} + \tilde{N} - \frac{1}{2}, \tilde{N} \right) \log P + c_1.
\]

Here \( c_1 \) is a constant that does not depend on \( P \).

The intuition behind (82) is the following. The information dimension of the entropy term \( h(\tilde{Y}) \) is clearly lower bounded by the dimension of \( \tilde{Y} \) which is \( \tilde{N} \), but it is also lower bounded by the transmit dimension, which is the sum of \( \tilde{M} \) and \( \tilde{N}/2 \) but subtracting 1/2. Here, \( \tilde{M} \) is the information dimension of
Where \( \tilde{Y} \) is the output, \( \tilde{X} \in \mathbb{C}^\tilde{N} \) with power constraint \( \mathbb{E}[\|\tilde{X}\|^2] \leq 1 \), and \( \tilde{\Theta} = \text{diag}([e^{j\theta_1}, \ldots, e^{j\theta_N}]) \) are the inputs, and \( \tilde{Z} \sim \mathcal{CN}(0, I_{\tilde{N}}) \) is the noise. For almost all matrices \( \tilde{G} \in \mathbb{C}^\tilde{N} \times \tilde{M} \), the DoF of \( I(\tilde{X}, \tilde{\Theta}; \tilde{Y}) \) is given by \( \min(\tilde{M} + \frac{N}{2} - 1, \tilde{N}) \). This DoF can be achieved using any of the following choices of distributions for \( \tilde{X} \) and \( \tilde{\Theta} \):  

1. \( \tilde{X} \sim \mathcal{CN}(0, I_{\tilde{M}}) \) and \( \tilde{\Theta} \) with i.i.d. \( \theta_i \)'s and \( \theta_1 \sim \text{Unif}(\pi, -\pi) \).

2. The distribution of \( \tilde{X} \) is chosen such that the first \( \tilde{M} - 1 \) elements are i.i.d. complex Gaussian, i.e., \( \tilde{X}_{\tilde{M}-1} \sim \mathcal{CN}(0, I_{\tilde{M}-1}) \), and \( \tilde{X}_{\tilde{M}} \) is chosen to be real with a chi-squared distribution with two degrees of freedom, and \( \tilde{\Theta} \) remains as i.i.d. uniform with \( \theta_1 \sim \text{Unif}(\pi, -\pi) \).

3. The distribution of \( \tilde{X} \) is i.i.d. complex Gaussian for all \( \tilde{M} \) elements, i.e., \( \tilde{X} \sim \mathcal{CN}(0, I_{\tilde{M}}) \), and the first \( \tilde{N} - 1 \) elements of \( \tilde{\Theta} \) are i.i.d. with \( \theta_i \sim \text{Unif}(\pi, -\pi) \), \( i = 1, \ldots, \tilde{N} - 1 \), and the last element of \( \tilde{\Theta} \) is fixed as 1, i.e., \( \theta_N = 1 \).

With any of these three choices of distributions, the information dimension of \( \tilde{W} \) is

\[
D(\tilde{W}) = \min \left( \tilde{M} + \frac{\tilde{N}}{2} - \frac{1}{2}, \tilde{N} \right). 
\]  

Proof: We show the achievability of the DoF by making use of Lemma 5. Observe that with \( \tilde{\Phi} = [e^{j\theta_1}, \ldots, e^{j\theta_N}]^T \), we have

\[
\tilde{Y} = \sqrt{P} \tilde{\Phi} \tilde{G} \tilde{X} + \tilde{Z} = \sqrt{P} \tilde{\Phi} \tilde{G} \tilde{X} + \tilde{Z}. 
\]

Therefore, the RIS channel model in (83) can be viewed as a channel with phase shifts \( \tilde{\Phi} \) applied at the receiver. Choosing \( \tilde{X} \sim \mathcal{CN}(0, I_{\tilde{M}}) \) and \( \tilde{\Theta} \) as \( \theta_i \sim \text{Unif}(\pi, -\pi) \), we have that \( h(\tilde{\Phi}) > -\infty \), therefore we can apply (82) in Lemma 5 to get \( h(\tilde{Y}) \geq \min(\tilde{M} + \frac{\tilde{N}}{2} - \frac{1}{2}, \tilde{N}) \log + P + c_1 \). The achievability of the desired DoF now follows by lower bounding the mutual information as follows:

\[
I(\tilde{X}, \tilde{\Theta}; \tilde{Y}) = h(\tilde{Y}) - h(\tilde{Y}|\tilde{X}, \tilde{\Theta}) \geq \min \left( \tilde{M} + \frac{\tilde{N}}{2} - \frac{1}{2}, \tilde{N} \right) \log + P + c_1, 
\]

where the inequality comes from the fact that \( h(\tilde{Y}|\tilde{X}, \tilde{\Theta}) \) is the entropy of the noise term which does not depend on \( P \).

Next, we prove the converse by giving an upper bound on information dimension of \( \tilde{W} \). Note that we cannot immediately apply Lemma 2 here as the mapping from \( (\tilde{X}, \tilde{\Theta}) \) to \( \tilde{W} \) is not Lipschitz continuous. To resolve this, we split the magnitude and phase of \( \tilde{W} \) and consider them individually.

Denote \( |\tilde{W}| \) and \( \angle \tilde{W} \) as the magnitudes and phases of the elements of \( \tilde{W} \), respectively, where \( | \cdot | \) and \( \angle \cdot \) are element-wise operations on \( \tilde{W} \). Then we observe that \( |\tilde{W}| \) depends only on \( \tilde{X} \), and the mapping from \( \tilde{X} \) to \( |\tilde{W}| \) is equivalent to the mapping from \( \tilde{X} \) to \( \tilde{G} \tilde{X} \), which is a Lipschitz continuous mapping and we denote this mapping as \( f \).

Then, for any \( \tilde{X} \in \mathbb{C}^\tilde{M} \), denote the phase of the last element of \( \tilde{X} \) as \( e^{j\theta} \). We construct a new \( \tilde{X}' = e^{-j\theta} \tilde{X} \) and have \( D(\tilde{X}') \leq \tilde{M} - \frac{1}{2} \) since the phase of the last element is constant which eliminates one real dimension. With this construction, since the distribution of \( f(\tilde{X}) \) and \( f(\tilde{X}') \) are the same, we have

\[
D(\tilde{f}(\tilde{X})) = D(\tilde{f}(\tilde{X}')), 
\]

where we apply Lemma 2 in the first inequality.

On the other hand, \( D(\angle \tilde{W}) \leq \tilde{N} \frac{N}{2} \) since it is on \( \mathbb{R}^\tilde{N} \). Putting together, we obtain

\[
D(\tilde{W}) \leq D(|\tilde{W}|) + D(\angle \tilde{W}) \leq \min \left( \tilde{M} + \frac{\tilde{N}}{2} - \frac{1}{2}, \tilde{N} \right). 
\]

In view of Lemma 1 this yields the following upper bound on the mutual information \( I(\tilde{X}, \tilde{\Theta}; \tilde{Y}) \),

\[
I(\tilde{X}, \tilde{\Theta}; \tilde{Y}) \leq \min \left( \tilde{M} + \frac{\tilde{N}}{2} - \frac{1}{2}, \tilde{N} \right) \log + P + c_2. 
\]
dimension for $\tilde{W}' = \tilde{\Theta}' \tilde{G} \tilde{X}'$ can be achieved. For this choice of distributions, $\tilde{X}'$ is still a standard complex Gaussian, i.e. $\tilde{X}_M' \sim CN(\mathbf{0}, \tilde{I}_M)$ since multiplying by a phase does not change the distribution of a circularly symmetric complex Gaussian vector. The distribution of the first $N-1$ elements of $\tilde{\Theta}'$ remains unchanged as $\theta_j' \sim \text{Unif}(-\pi, \pi]$, because $e^{j\theta'}$ is a periodic function with period $2\pi$, so the distribution is unchanged after a shift of $2\pi$. Note again that $\tilde{X}'$ and $\tilde{\Theta}'$ remain independent.

As a result, all three distributions achieve the same DoF and the same information dimension.

\section*{D. Proof of Theorem 7}

Now we are ready to prove Theorem 1. First, we establish that $\overline{D}$ is an upper bound for $D(\mathbf{H} \tilde{W})$. From Lemma 6 and Lemma 3, we have that $D(W) \leq \min(M + \frac{N}{2} - \frac{1}{2}, N)$ for any distribution of $\Theta$ and $X$. Then, by Lemma 2, we have $D(\mathbf{H} \tilde{W}) \leq \min(M + \frac{N}{2} - \frac{1}{2}, N, K)$ since linear transformations are Lipschitz continuous.

To establish the lower bound, i.e., $D(\mathbf{H} \tilde{W}) \geq \min(M + \frac{N}{2} - \frac{1}{2}, N, K)$, we divide into two cases and first treat the case of $K \geq \min(M + \frac{N}{2} - \frac{1}{2}, N, K)$. The information dimension of $W$ is $D(W) = \min(M + \frac{N}{2} - \frac{1}{2}, N)$ in view of Lemma 6. The key idea is to recognize that because $X$ and $\Theta$ have $\frac{1}{2}$ dimension overlap, we should choose one of the two distributions for $(X, \Theta)$ given in Lemma 6 that explicitly account for the overlap, i.e., the distributions in either Case 2) or 3). In either case, $(X, \Theta)$ has an absolutely continuous distribution of dimension $M + \frac{N}{2} - \frac{1}{2}$, so $(X, \Theta)$ has a pointwise dimension $d(X, \Theta) = M + \frac{N}{2} - \frac{1}{2}$ for every point. Now, denote the mapping from $(X, \Theta)$ to $W$ as $f$, which is smooth. Using the same technique of decomposing $W$ to $|W|$ and $\angle W$ as in the proof of Lemma 6 and Lemma 2, we have the following upper bound on the point-wise dimension:

$$
\overline{d}(W) = \overline{d}(f(X, \Theta))
$$

$$
\leq \min(\overline{d}(X, \Theta), N) = \min \left( M + \frac{N}{2} - \frac{1}{2}, N \right).
$$

Thus, for all $K \geq \min(M + \frac{N}{2} - \frac{1}{2}, N)$, we can now apply Lemma 3 and Lemma 2 to obtain

$$
D(\mathbf{H} \tilde{W}) = D(W) = \min \left( M + \frac{N}{2} - \frac{1}{2}, N \right).
$$

For the case of $K < \min(M + \frac{N}{2} - \frac{1}{2}, N)$, the idea is to choose $\tilde{M} \leq M$ and $\tilde{N} \leq N$ such that $K = \min(\tilde{M} + \frac{\tilde{N}}{2} - \frac{1}{2}, N)$ and use such $(\tilde{M}, \tilde{N})$ in Lemma 6. In effect, we are choosing a distribution for $(X, \Theta)$ by turning off some of the transmit antennas and set some of the reflecting elements to be deterministic.

First we provide a characterization of the information dimension of $W' = \Theta G X$ where $\Theta = \begin{bmatrix} \Theta' & 0 \\ 0 & I_r \end{bmatrix}$, this corresponds to the scenario where $r$ out of $N$ reflective elements are set to be deterministic. For the case of $r = 1$, we have already established that $D(W') = \min(M + \frac{N-r}{2}, N)$ (see Case 3 in Lemma 6). Now define $Y' = \sqrt{P} \Theta G X + Z = \sqrt{P} W' + Z$. Since

$$
I(\mathbf{X}, \Theta; Y') = I(\mathbf{X}; Y') + I(\Theta; Y'|\mathbf{X}),
$$

and the DoF corresponding to the $I(\Theta; Y'|\mathbf{X})$ term is $N-r$, we have that the DoF corresponding to the $I(\mathbf{X}; Y')$ term is $\min(M, N-r)$.

To generalize the above results to the $r > 1$ case, we proceed to show that the DoF corresponding to $I(\mathbf{X}; Y')$ is $\min(M, N-r)$, which gives us the DoF corresponding to $I(\mathbf{X}; Y'|\mathbf{X})$ term.

We design a precoder $\mathbf{X} = Q \mathbf{X}'$ where $Q$ is an unitary $M \times M$ matrix such that $GQ$ has an upper-triangular structure. This is possible by using an RQ-decomposition [43] on the matrix $G$. Since $Q$ is unitary, the resulting $\mathbf{X}$ has the same distribution as $\mathbf{X}'$.

Further, we partition $\mathbf{X}' = [\mathbf{X}_1' \mathbf{X}_2']$, where $\mathbf{X}_1'$ corresponds to the first $M - r + 1$ entries, and $\mathbf{X}_2'$ corresponds to the rest of $r - 1$ entries. In this way, $\mathbf{X}_1'$ does not interfere with $\mathbf{X}_2'$, so that assuming i.i.d. Gaussian distribution on $\mathbf{X}'$, a DoF of $r$ corresponding to the first term of (96) can be achieved with $I(\mathbf{X}_2'; Y_2)$, because this is a usual MIMO channel in which both input dimension and output dimension are $r-1$.

For the second term in (96), since $\mathbf{X}_2'$ is decoded at the receiver based on $Y_2$, its effect can be subtracted from $Y_1'$; so the second term in (96) is reduced to the case of $r = 1$, where the input is now $\mathbf{X}_1'$ of dimension $M - r + 1$ and output is $\mathbf{Y}_1$ of dimension $N - r + 1$. Using the result from the previous case, we can achieve all DoF of $\min(M - r + 1, N - r + 1)$ can be achieved. Putting the two terms together, we achieve a DoF of $\min(M, N - r)$ for $I(\mathbf{X}; Y')$.

Thus overall, a DoF of $\min(M, \frac{N-r}{2} + r)$ is achievable for $I(\mathbf{X}; Y')$ for all $r \geq 1$. Then, by the chain rule [95], we have that the DoF of $I(\mathbf{X}, \Theta'; Y')$ and also the information dimension $D(W')$ are at least $\min(M, \frac{N-r}{2} + r)$.

On the other hand, because $W'$ is a mapping from $(X, \Theta)$, the information dimension and the point-wise dimension of $W'$ are at most $M + \frac{N-r}{2}$. Additionally, the information dimension is also upper bounded by the dimension of $\Theta$, which is $N$. Therefore, $D(W')$ is at most $\min(M, \frac{N-r}{2} + r)$.

This establishes that by setting $r \geq 1$ reflecting elements to be deterministic, the information dimension of the overall input $W'$ is $D(W') = \min(M, \frac{N-r}{2} + r)$. Therefore we can choose an appropriate $N \geq r \geq 0$ and $\tilde{M} \leq M$ such that $\min(\tilde{M} + \frac{\tilde{N}}{2} - \frac{1}{2}, N) = K$. Then we apply the same argument as in the case of $K \geq \min(M + \frac{N-r}{2}, N)$, which gives

$$
\overline{d}(W) = \overline{d}(f(X, \Theta))
$$

$$
\leq \min(\overline{d}(X, \Theta), \tilde{N}) = \min \left( M + \tilde{N} - \frac{1}{2}, \tilde{N} \right).
$$

Then, the proof follows by applying Lemma 3 and Lemma 4 to obtain that $D(\mathbf{H} \tilde{W}) = D(W) = \min(M + \frac{N-r}{2} - \frac{1}{2}, \tilde{N}) = K$ is achievable.
Combining the two cases gives us the achievability. Together with the converse and by making use of Lemma 1, we obtain that the DoF of \( D(\Theta) \) is given by
\[
\text{DoF}(X, \Theta) = D(HW) = \min \left( M + \frac{N}{2} - 1, N, K \right),
\]
(99)
thus proving Theorem 1.

APPENDIX II
PROOF OF THEOREM 2

The proof follows the same line as the proof of Theorem 1. First, from the fact that \( \Phi \) is constrained to have constant amplitude, its information dimension is upper bounded by
\[
D(\Phi) \leq \frac{N}{2},
\]
(100)
with equality achieved by choosing absolutely continuous distributions for \( \Phi \). From Lemma 2, we obtain an upper bound for the information dimension of \( HH^T \)
\[
D(HH^T) \leq \min \left( \frac{N}{2}, K \right).
\]
(101)
Next we show that this upper bound can be achieved. To do this, choose \( \Phi \) to have an absolutely continuous distribution over each of its elements, e.g., \( \text{Unif}(\pi, \pi) \). With this choice of \( \Phi \), not only the information dimension of \( \Phi \) is \( \frac{N}{2} \), but also the information dimension of \( \Phi^T \) is \( \frac{N}{2} \) for every point.

Consider two cases. If \( K \geq \frac{N}{2} \), we can directly apply Lemma 1 to obtain
\[
D(HH^T) = D(H) = \frac{N}{2}.
\]
(102)
If \( K < \frac{N}{2} \), we choose \( \tilde{N} \leq N \) such that \( K = \frac{\tilde{N}}{2} \) and obtain a new \( \tilde{\Phi} \) with \( d(\tilde{\Phi}) = \frac{N}{2} \). In effect, we set some of the reflecting elements to have deterministic phases. Then we apply the same argument as in the case of \( K \geq \frac{N}{2} \), to get
\[
d(HH^T) = \frac{N}{2} = K.
\]
(103)
Then the proof follows by applying Lemmas 1 to obtain that
\[
D(HH^T) = \frac{N}{2} = K
\]
is achievable.

Combining the two cases gives us the achievability. Together with the converse and by making use of Lemma 1, we complete the proof.

APPENDIX III
PROOF OF THE GENERAL CASE IN THEOREM 4

In this appendix, we prove Theorem 4 for the general case of \( r > 1 \). Recall that the channel model
\[
Y = \sqrt{P}H'\Theta'G'X + Z,
\]
(104)
with \( \Theta' = \begin{bmatrix} \Theta & 0 \\ 0 & I \end{bmatrix} \) is effectively that of a system with RIS of size \( N' = N + r \) with \( r \) elements fixed. The idea is to follow the proof of Theorem 1. We first characterize the information dimension of \( D(W') \), then study its behavior under projection. Throughout the proof, we assume that \( X \) and \( \Theta \) are independent.

For the case of \( r = 1 \), we have already established that the DoF of joint transmission of \((X, \Theta)\) to \( Y \) is \( \min(M + \frac{N}{2}, N + 1) \). This means that \( D(W') = \min(M + \frac{N}{2}, N + 1) \). Define \( \Phi' = \sqrt{P}'G'X + Z = \sqrt{P}W' + Z \). Since
\[
I(X, \Theta'; Y') = I(X, Y') + I(\Theta'; Y'|X),
\]
(105)
and the DoF corresponding to the \( I(\Theta'; Y'|X) \) term is \( \frac{N}{2} \), we have that the DoF corresponding to the \( I(X, Y') \) term is \( \min(M + \frac{N}{2}, N + 1) \).

To generalize the above results to the \( r > 1 \) case, we proceed to show that the DoF corresponding to \( I(X, Y') \) is \( \min(M, \frac{N}{2} + r) \) for \( r > 1 \). Toward this end, we define \( Y' = [Y_1 Y_2] \), where \( Y_1 \) corresponds to the first \( N + 1 \) entries, and \( Y_2 \) corresponds to the last \( r - 1 \) entries, and write
\[
I(X, Y') = I(X; Y_2) + I(X; Y_1 | Y_2).
\]
(106)
We design a precoder \( X = QX' \) where \( Q \) is a unitary \( M \times M \) matrix such that \( G'Q \) has an upper-triangular structure. This is possible by using an RQ-decomposition \([43]\) on the matrix \( G' \). Since \( Q \) is unitary, the resulting \( X \) has the same distribution as \( X' \).

Further, we partition \( X' = [X'_1 X'_2] \), where \( X'_1 \) corresponds to the first \( M + r - 1 \) entries, and \( X'_2 \) corresponds to the rest of \( r - 1 \) entries. In this way, \( X'_1 \) does not interfere with \( X'_2 \), so that assuming i.i.d. Gaussian distribution on \( X'_1 \), a DoF of \( r - 1 \) corresponding to the first term of (106) can be achieved with \( I(X'_2; Y_2) \), because this is a usual MIMO channel in which both input dimension and output dimension are \( r - 1 \).

For the second term in (106), since \( X'_2 \) is decoded at the receiver based on \( Y_2 \), its effect can be subtracted from \( Y_1 \); so the second term in (106) is reduced to the case of \( r = 1 \), where the input is now \( X'_1 \) of dimension \( M + r - 1 \) and output is \( Y_1 \) of dimension \( N + 1 \). Using the result from the previous \( r = 1 \) case, a DoF of \( \min(M + r - 1 + 1, \frac{N}{2} + 1) \) can be achieved. Putting the two terms together, we achieve a DoF of \( \min(M + \frac{N}{2} + r) \) for \( I(X; Y') \).

Thus overall, a DoF of \( \min(M, \frac{N}{2} + r) \) is achievable for \( I(X, Y') \) in the \( r > 1 \) case. Then, by the chain rule (105), we have that the DoF of \( I(X, \Theta'; Y') \) and also the information dimension \( D(W') \) are at least \( \min(M, \frac{N}{2} + N + r) \).

On the other hand, because \( W' \) is a mapping from \((X, \Theta)\), the information dimension and the point-wise dimension of \( W' \) are at most \( M + \frac{N}{2} \). Additionally, the information dimension is also upper bounded by the dimension of \( \Theta' \), which is \( N + r \). Therefore, \( D(W') \) is at most \( \min(M, \frac{N}{2} + N + r) \). This establishes that \( D(W') = \min(M, \frac{N}{2}, N + r) \). Finally, by the same argument as in the proof of Theorem 1, we can show that after projection under \( H' \), the DoF of the overall channel is \( \min(M + \frac{N}{2}, N + r, K) \).

APPENDIX IV
AUGMENTED LAGRANGIAN WITH RIEMANNIAN CONJUGATE GRADIENT METHOD FOR SOLVING (60)

In this appendix, we provide the implementation details of the proposed algorithm for solving (60). For the ease of discussion, we use the vector form of \( \Theta \), i.e., \( \Phi = [e^{i \theta_1}, \ldots, e^{i \theta_N}] \). Then the objective function of (60) can be written as
\[
f(X, \Phi) = \| \hat{Y} - \sqrt{P}(H \text{diag} (\Phi)G + F)X \|_2^2.
\]
(107)
The constraints are the unit modulus constraints on the element of \( \Phi \), and the power constraint on \( X \), i.e., \( \|X\|^2 \leq 1 \).

The main steps of the algorithm follow the augmented Lagrangian approach \([34]\) for accounting for the power constraint, and the Riemannian conjugate gradient method \([35]\) for accounting for the unit modulus constraints.

### A. Augmented Lagrangian Method

We adopt the augmented Lagrangian approach, which has a convergence guarantee, as a method to move the constraint to the objective function. The augmented Lagrangian function is defined as

\[
L(X, \Phi, \lambda, \rho) = f(X, \Phi) + \frac{\rho}{2} \max\left(0, \frac{\lambda}{\rho} + \|X\|^2 - 1\right)^2
\]

(108)

The augmented Lagrangian method alternates between updating the primal variables \((X, \Phi)\) and the dual variable \(\lambda\). For updating of \((X, \Phi)\), we adopt the conjugate gradient method on the Riemannian manifold to minimize (108) for a fixed \(\lambda\), the obtained solution is then used as the initial point for the next update. For updating \(\lambda\), we adopt the clipped gradient type update rule \([44]\). The overall procedure for solving (60) is provided in Algorithm [1].

In Algorithm [1] the clip function is defined as follows

\[
\text{clip}_{[\alpha, \beta]}(x) = \max(\alpha, \min(\beta, x)).
\]

(109)

There are also a number of constants that have to be chosen for the algorithm to run smoothly. The initial accuracy \(\epsilon_0\) and the accuracy tolerance \(\epsilon_{\text{min}}\) control the threshold on the norm of the gradient under which we consider (110) to be solved. The accuracy controlling constant \(\theta_\epsilon \in (0, 1)\) controls the level of penalization for violating the constraints, and it is controlled by the penalty increasing factor \(\theta_\rho \geq 1\). The parameter \(\theta_\sigma \in (0, 1)\) controls when the penalty coefficient \(\rho\) needs to be updated; it ensures that \(\rho\) is updated only when the amount of constraint violation is shrinking fast enough. Finally, the minimum step size \(d_{\text{min}}\) determines the minimum change between two iterates for the algorithm to continue. Here we use the Euclidean norm to measure the amount of change between the iterates, i.e., \(\text{dist}(x, y) = \|x - y\|^2\). The parameters used for implementing Algorithm [1] are: \(\epsilon_0 = 10^{-3}\), \(\epsilon_{\text{min}} = 10^{-6}\), \(\theta_\epsilon = 1000\), \(\rho_0 = 1\), \(\theta_\rho = 10\), \(\theta_\sigma = 0.8\), \(\lambda_0 = 1\), \(\lambda_{\text{max}} = 10000\), and \(d_{\text{min}} = 10^{-6}\).

Algorithm [1] is guaranteed to converge to a stationary problem of the original problem \([60]\) under mild conditions. For the convergence analysis of the augmented Lagrangian method on manifolds, we refer the reader to \([44]\) and \([34]\).

### B. Riemannian Conjugate Gradient

For solving the subproblem \([108]\), the conjugate gradient approach on the manifold is adopted. For the implementation of the Riemannian conjugate gradient, the Matlab package Manopt \([45]\) is used. This appendix describes the basic principles of the algorithm. The constraint on each element of \(\Phi\) can be regarded as the complex unit circle manifold as

\[
M_{cc} = \{\theta_i \in \mathbb{C} : \theta_i^* \theta_i = 1\}.
\]

(111)

For a given point \(\theta_i\) on the manifold \(M_{cc}\), the directions along which it can move are characterized by its tangent space. The tangent space at point \(\theta_i \in M_{cc}\) is represented by

\[
T_{\theta_i}M_{cc} = \{z \in \mathbb{C} : z^* \theta_i + \theta_i^* z = 2(\theta_i, z) = 0\}.
\]

(112)

In \([108]\), the vector \(\Phi\) is constrained to be in a product manifold of \(N\) complex circle manifolds, i.e., \(M_{cc}^N = \{\Phi \in \mathbb{C}^N : |\theta_1| = |\theta_2| = \ldots = |\theta_N| = 1\}\), which is a Riemannian submanifold of \(\mathbb{C}^N\). With this geometry, the tangent space at a given point \(\Phi \in M_{cc}^N\) can be expressed as

\[
T_{\Phi}M_{cc}^N = \{z \in \mathbb{C}^N : \Re\{z \circ \Phi^*\} = \Theta_N\}.
\]

(113)

Similar to the Euclidean space, the tangent vector along the direction of the negative Riemannian gradient represents a direction of steepest descent (under the Riemannian metric defined on the tangent space, which in this case is just the Euclidean norm while the descent direction is constrained
to be within the tangent space). For the objective function \( L(X, \Phi, \lambda, \rho) \) in (108), the Riemannian gradient with respect to \( \Phi \), denoted as \( \nabla \Phi L \), is given by the projection of the Euclidean gradient \( \nabla L \) onto the tangent space \( T_{\Phi}N_{cc} \):

\[
\nabla \Phi L = \text{Proj}_{T_{\Phi}N_{cc}} \nabla L
= \nabla L - \Re \{ \nabla L \circ \Phi^* \} \circ \Phi,
\]

where the Euclidean gradient \( \nabla L \) is

\[
\nabla L = -2\sqrt{P} (H \text{diag}(GX))^H \left( \hat{Y} - \sqrt{P} (FX + H \text{diag}(GX) \Phi) \right).
\]

(114)

On the other hand, the Riemannian gradient of \( L(X, \Phi, \lambda, \rho) \) with respect to \( X \) is just the Euclidean gradient \( \nabla_X L \), because \( X \in \mathbb{C}^N \) does not need to be projected. In this case,

\[
\nabla_X L = -2\sqrt{P} (H \text{diag}(\Phi) G + F)^H \left( \hat{Y} - \sqrt{P} (H \text{diag}(\Phi) G + F) X \right)
+ 2 \max(0, \lambda + \rho(\|X\|_2^2 - 1)) X.
\]

(115)

With the Riemannian gradient defined, the Riemannian conjugate gradient works iteratively as follows. In the \( j \)-th iteration, the updates of the variables are

\[
X^{(j+1)} = X^{(j)} + \alpha_j d^{(j)}_X,
\]

(117)

\[
\Phi^{(j+1)} = \Phi^{(j)} + \alpha_j d^{(j)}_\Phi,
\]

(118)

where \( \alpha_j > 0 \) is the step size found by back-tracking line search on \( (X^{(j)}, \Phi^{(j)}) \), and \( d^{(j)}_X \) and \( d^{(j)}_\Phi \) are the conjugate gradient search directions for \( X \) and \( \Phi \), respectively.

For computing the conjugate gradient search direction for \( \Phi^{(j+1)} \), since \( d^{(j)}_\Phi \) and \( d^{(j+1)}_\Phi \) lie in different tangent spaces, i.e., \( T_{\Phi^{(j)}}N_{cc} \) and \( T_{\Phi^{(j+1)}}N_{cc} \), respectively, in order to perform the conjugate gradient update rule, a transport, defined as the mapping for a vector from one tangent space to another tangent space is needed. The transport mapping \( T_{\Phi^{(j)}}N_{cc} \rightarrow T_{\Phi^{(j+1)}}N_{cc} \) is given by

\[
T_{\Phi^{(j)}}N_{cc} \rightarrow T_{\Phi^{(j+1)}}N_{cc} \left( d^{(j)}_\Phi \right) = d^{(j+1)}_\Phi - \Re \{ d^{(j)}_\Phi \circ \Phi^{(j+1)} \} \circ \Phi^{(j+1)}.
\]

(119)

With the aid of the transport mapping, the update of \( d^{(j)}_\Phi \) is

\[
d^{(j+1)}_\Phi = -\nabla \Phi L + \beta_j d^{(j)}_\Phi - \Re \{ d^{(j)}_\Phi \circ \Phi^{(j+1)} \} \circ \Phi^{(j+1)}.
\]

(120)

For computing the conjugate gradient search direction for \( X^{(j+1)} \), Euclidean gradient can be directly used and no transport mapping is needed. Thus, the conjugate gradient update rule is simply

\[
d^{(j+1)}_X = -\nabla X^{(j+1)} L + \beta_j d^{(j)}_X.
\]

(121)

In (120) and (121), the scalar \( \beta_j \) is the conjugate updating parameter which is computed according to the Hestenes and Stiefel rule [46] on the variables \( (X^{(j)}, \Phi^{(j)}) \) and \( (X^{(j+1)}, \Phi^{(j+1)}) \).

After computing the updates (117) and (118), a final operation called retraction is needed to map the updated vector back onto the manifold. Here, \( X^{(j+1)} \) does not need to be retracted. For \( \Phi^{(j+1)} \), the retraction mapping \( R_{N_{cc}} : \mathbb{C}^N \rightarrow M_{cc}^N \) is given as:

\[
R_{N_{cc}} \left( \Phi^{(j+1)} \right) = \text{vec} \left[ \begin{pmatrix} \Phi^{(j+1)} \end{pmatrix} \right],
\]

(122)

where \( \text{vec}(a_i) \) denotes the operation that takes the elements \( a_i, i = 1, \ldots, N \) to form a column vector.

The overall procedure for solving (100) in Algorithm 1 using the Riemannian conjugate gradient method is summarized as Algorithm 2. The starting point \( (X_k, \Phi_k) \) and the accuracy \( \epsilon_k \) come from Algorithm 1.
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