EFFECT OF THE DYNAMIC REFLECTIVITY ON LASER ENERGY ABSORPTION BY ZINC: NUMERICAL TWO-TEMPERATURE MODELING
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The optical response of metal surfaces to high-power laser excitation (HPLE) is one of important topics of laser-matter interaction, which remains to be poorly understood. It is known that certain metals, which are well reflective at normal conditions, become considerably absorbing during irradiation by ultrashort high-power lasers. Reflectivity of such metals during the irradiation stage is a key parameter of the HPLE process as it determines the absorbed laser energy and, hence, the post-irradiation evolution of the material. In this paper, we present a two-temperature model of femtosecond laser irradiation of zinc, which takes into account the dynamic change of surface reflectivity due to excitation of the conduction electrons. The model involves integration of the reflected part of the laser beam over the irradiation spot to enable comparisons with experimental data. The numerical scheme which combines the description of the reflectivity change with the TTM is discussed in detail.
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1 INTRODUCTION

Ultrafast laser ablation is widely used in industries and scientific research in many applications areas such as synthesis of nanoparticles [Eliezer 2004], nanostructured film deposition [Malis 1999], surface nanostructuring [Dostavlov 2019], modification of optical properties [Vorobyev 2015], surface wetting control [Vorobyev 2009], and others. Absorption of the energy of ultrafast laser pulses is a key process as the dose of irradiation obtained by a material determines its further evolution and strongly influences its modified properties. By the date, it is known that surface reflectivity of metals can be strongly varying, depending on laser fluence applied, [Kirkwood 2009, Vorobyev 2011, Ashitkov 2016] pointing out that the highly-excited electronic subsystem in a metal absorbs laser radiation with much higher efficiency as compared to cold, slightly-excited surface. The physical reasons of this effect are not fully understood yet and even cumbersome ab initio simulations are not able to describe this phenomenon [Chen 2013]. However, even a small variation in laser processing parameters can cause a heavy damage to processed material, incompatible with the goals of a particular application.

Currently, diagnostic methods do not exist, which would provide enough resolution to directly follow the complexity of the processes at temporal scales of ultrashort laser pulse action and, simultaneously at nanometer spatial scales. Measurements of reflectivity usually provide information on the integral reflected energy over the pulse action. In such circumstances, multi-physics computer simulations present an important mean for nanoscopic following of material excitation to gain insight into the spatiotemporal dynamics of optical material response. By the date, the majority of theoretical analysis and numerical simulations to understand the dynamic change of optical response of metals to ultrashort laser irradiation have been performed for gold as for one of the most studied materials [see [Ren 2011, Ashitkov 2016] and references therein]. Although zinc is a corrosion-resistant metal, which is used in various technological applications where its laser processing is demanded [Klini 2008, Fang 2017], only few attempts are known on numerical studies of ultrashort laser action on this material [Shugaev 2010], which do not gain insight into dynamics of its optical properties.

In this work, we describe a model of optical response of zinc which can also be applicable to other metals. The model is based on the two-temperature model (TTM) of laser energy absorption by metal [Anisimov 1974, Wellerhoff 1999, Bulgakova 2002a], which is combined with an advanced model describing the dynamics of reflectivity and absorptivity of metal under investigation. The model is extended to a 2D case with the purpose to integrate the reflected energy from the laser irradiation spot that is important for direct comparison with experimental data. The model allows to follow the electron-lattice relaxation that enables to predict post-irradiation evolution material. The numerical method and the algorithm used for simulations are described in detail. The developed code has been verified in respect of precision of the simulations, showing a high accuracy of the modelling data.

2 MODEL

2.1 Main equations

Heating of metals by femtosecond laser pulses is usually described by the TTM, which implements the temperature of conduction electrons $T_e$ that differs from the lattice temperature $T$. The heat transfer in our simulations is described for one-dimensional, toward the material depth, that is justified by the depth of laser energy penetration (tens-hundreds of nanometers) being much smaller than the size of the irradiation spot (typical diameters of irradiated area in experiments with femtosecond lasers are in the range 10–100 µm). Therefore, the one-dimensional equations of the TTM can be written as

$$ C_e \frac{\partial T_e}{\partial t} = \frac{\partial}{\partial x} \left( K_e \frac{\partial T_e}{\partial x} \right) - g(T_e - T_l) + S(x,t), $$  

(1)

$$ C_l \frac{\partial T_l}{\partial t} = \frac{\partial}{\partial x} \left( K_l \frac{\partial T_l}{\partial x} \right) + g(T_e - T_l). $$  

(2)

Here $S(x,t)$ is the energy source, which describes absorption of laser energy; $x$ is the coordinate toward the target depth (at the surface $x = 0$); $C_e$, $C_l$, $K_e$, $K_l$ are the heat capacities and thermal conductivities for electrons and lattice respectively; $g$ is the so-called coupling factor, which characterizes the rate of energy exchange between the lattice and the electrons. Note that the term of the lattice thermal conduction in Eq. (2) (first term on the right) was neglected due to a small lattice heat transport on
sub-nanosecond time scales. The model applied here does not involve considerations of material ablation, which has to be studied with molecular dynamics of hydrodynamics methods [Zhigilei 2009, Povarnitsyn 2007], but allows to evaluate the levels of material heating based on thermodynamic analysis [Shugaev 2010].

Spatial and temporal shapes of the laser pulse intensity \( I \) on the target surface can be described by the Gaussian functions as:

\[
I(r,t) = \frac{2F(1 - R(r,t))}{\tau} \frac{\ln 2}{\pi} \times \\
\times \exp \left[ -4\ln 2 \left( \frac{r-r_0}{\tau} \right)^2 \right] \exp \left[ -2 \left( \frac{t-t_0}{\tau} \right)^2 \right]
\]  

(3)

where \( F \) is the energy density of laser radiation (usually called fluence); \( R \) the reflection coefficient, which can be strongly dependent on material heating, the topic that is addressed in this study; \( t_0 = 3\tau \) is the time between the start of calculations in our model and the peak of laser pulse; \( \tau \) is the pulse duration (FWHM that is the full width at half maximum), \( r_0 \) is the radius of the irradiated spot. Then the source term in Eq. (1) is written as

\[
S(r,v,t) = \alpha(r,v,t)I(r,v,t)
\]  

(4)

and the attenuation of laser radiation inside the metal can be described according to the Beer–Lambert law as

\[
\frac{dI(r,v,t)}{dx} = -\alpha(r,v,t)I(r,v,t)
\]  

(5)

where \( \alpha \) is the absorption coefficient. Note that this coefficient generally depends on many factors and therefore depends on time and space. Thus, we introduce the laser energy absorption in a more general way (5) than in other studies where an exponential attenuation of the laser light with a constant \( \alpha \) value is used.

The initial temperature of electrons and lattice is set to be 300 K. The boundary condition on the irradiated surfaces of the metal is the absence of the heat flux through the boundary while, deep inside the metal target, the temperature is considered to be constant and equal to the initial one

\[
\left. \frac{\partial T}{\partial x} \right|_{x=0} = 0 \quad T|_{x=m} = 300 \text{ K}
\]  

(6)

For the thermal capacity, the linear temperature dependence is commonly used while the heat exchange rate between the electron and lattice subsystems is considered constant [Wellershoff 1999]. The thermal conductivity depends on the heat capacity [Lin 2008] and we write

\[
K_e = \nu_e^2C_e/3v_e; \quad C_e = A_eT_e; \quad g = \text{const.}
\]  

(7)

Here \( v \) is the Fermi velocity; \( \nu_e = A_{Br}v_e^3 + B_{Br} \) is the total frequency of electron scattering (in collisions among electrons and with lattice ions). The \( A \) and \( B \) coefficients were calculated by matching the dielectric function of zinc at room temperature and the melting point with experimentally reported data by applying the Drude model. The proportionality coefficient between the heat capacity of electrons and their temperature in zinc can be evaluated as \( A_e = \pi^2N_e k_B/2T_F \), where \( N_e \) is the density of free electrons and \( T_F \) is the Fermi temperature [Kittel 1986] (see Table 1).

The Drude model is used to describe the optical properties of zinc with determining the reflection and absorption coefficients via the dielectric function as

\[
\varepsilon = \varepsilon_1 + \varepsilon_2 = \varepsilon_0 - \frac{\omega_p^2}{\omega(\omega+i\gamma)}
\]  

(8)

\[
n = \sqrt{0.5(1 + \varepsilon_1 + \varepsilon_2) + \varepsilon_1^2 + \varepsilon_2^2}
\]  

(9)

\[
k = \sqrt{0.5(-1 + \varepsilon_1 + \varepsilon_2) + \varepsilon_1^2 + \varepsilon_2^2}
\]  

(10)

\[
R = \frac{(n-1)^2+k^2}{(n+1)^2+k^2}
\]  

(11)

\[
\alpha = \frac{2\pi k}{c}
\]  

(12)

Here \( \varepsilon \) is the complex dielectric function, which depends on the radiation wavelength \( \omega; \omega_p \) is the plasma frequency; \( c \) is the speed of light, \( n \) and \( k \) are refractive and absorption indexes in the media. The \( n \) and \( k \) values were evaluated from the experimental data [Yarovaya 1974] as 4.88 and 4.65 respectively for the laser wavelength of 800 nm that corresponds to ~65% of reflectivity.

In practice, the reflectivity of the material samples can differ from the values reported in the handbooks due to different degree of polishing. To address such a possibility in the simulations, we have introduced in the model the effect of surface roughness. We intentionally consider the reflectivity \( R = 0.57 \) for zinc at room temperature, approximately 12% smaller than reported in [Yarovaya 1974], to get insight to the influence of surface roughness.

The rough surfaces can be divided into three groups by the value of the ratio of the mean square surface roughness \( \sigma \) to the wavelength \( \lambda \) [Wen 2006]. For the group with mirror reflection as normally used in experimental studies of laser-matter interaction (small roughness, \( \sigma/\lambda < 0.2 \)), the dependence of the reflection coefficient on the roughness is described by the following expression

\[
R_r = R_0\exp \left(-\frac{(4\pi\sigma)^2}{\lambda} \right).
\]  

(13)

Here \( R_0 \), \( R_p \) are the reflection coefficients of rough and perfectly polished surfaces respectively. Therefore, in our case, reducing the reflectivity by 5.5% corresponds to the surface roughness \( \sigma = 23 \text{ nm} \).

### 2.2 Material properties

The investigated material in this work is zinc whose thermophysical parameters are given in Tab. 1:

| Parameters      | Value  |
|-----------------|--------|
| \( v_F \) [m/s] | \( 1.83 \times 10^6 \) |
| \( B_m \) [J/m^3] | \( 6.9 \times 10^8 \) |
| \( g \) [W/(m^3 K)] | \( 6 \times 10^{16} \) |
| \( C_p \) [J/(m^3 K)] | \( 2.77 \times 10^6 \) |
| \( T_m \) [K] | \( 693 \) |
| \( A_{Br} \) [J/m^3 K^2] | \( 81.9 \) |
| \( A \) [K^{-1} s^{-1}] | \( 1.805 \times 10^6 \) |
| \( B \) [K^{-1} s^{-1}] | \( 5.5 \times 10^{12} \) |
Table 1. Parameters of zinc used in simulations

Crystalline zinc has a hexagonal close-packed structure similar to that of titanium (Fig. 1). Therefore, it was assumed here that the heat capacity of electrons from a certain temperature should be saturated by analogy with titanium [Lin 2008], which has a similar crystal geometry.

Figure 1. Schematics of the hexagonal close-packed structure of zinc

2.3 Numerical scheme

We use an implicit conservative finite-difference scheme with the approximation order O(Δx², Δt) [Godunov 1987]. Such a scheme secures high numerical stability, contrary to the explicit schemes which have a restriction on the time step in order to avoid unstable solutions.

In the conservative scheme, the required quantities are the internal energies of electrons εx = ∫CdTd, and lattice εl = CT, so that the Eqs. (1) and (2) are discretized to the form

\[ \frac{ε_i^{j+1} - ε_i^j}{Δt} = \frac{k_i}{ε_i(ε_i^{j+1} - ε_i^{j-1})} + g(T_e^j)(T_e^j - T_i^j) + S_j^i \] (14)

\[ \frac{ε_l^{j+1} - ε_l^j}{Δt} = \frac{k_l}{ε_l}(ε_l^{j+1} - ε_l^{j-1}) + g(T_e^j)(T_e^j - T_i^j) \] (15)

\[ T_e^{j+1} = T_e^j + \left( ε_e^{j+1} - ε_e^j \right) / \left( \frac{∂ε_e}{∂T_e} \right)_j \] (16)

Here and below the subscript j and superscript i refer to the spatial grid points and time layers respectively.

The function εj(iT) takes into account melting processes in the form

\[ \begin{cases} T_i = T_m, & \text{for } ε_i > C_i T_m \text{ and } ε_i < C_i T_m + H_m \\ T_i = \frac{ε_i}{C_i}, & \text{for } ε_i < C_i T_m \text{ and } ε_i > C_i T_m + H_m \end{cases} \] (17)

For the value of ∂εi/∂T, we use the following expressions depending on the energy stored in the lattice

\[ \begin{cases} \frac{∂ε_i}{∂T_i} = 0, & \text{for } ε_i > C_i T_m \text{ and } ε_i < C_i T_m + H_m \\ \frac{∂ε_i}{∂T_i} = C_e, & \text{for } ε_i < C_i T_m \text{ and } ε_i > C_i T_m + H_m \end{cases} \] (18)

To solve presented system of equations we used the Tomas algorithm [Godunov 1987]. For this purpose, each equation is written as follows

\[ X_j^{i+1} - C_j X_j^{i+1} + B_j X_j^{i+1} = F_i^j \] (19)

The solution is sought in the form

\[ X_j^{i+1} = X_j^{i-1} X_j^{i+1} + v_j^{i-1} \] (20)

The boundary conditions (6) yield χ^n = 1, v^n = 0.

To account for the two-dimensionality of the optical problem (for collection of the reflected light over the laser irradiation spot), a uniform grid was introduced along the radius of the irradiation spot r, with a step dr. For each value of r, a one-dimensional task is solved with energy source given by (3). After calculating the energy E_k absorbed at a distance r from the center of the spot the integral absorbed energy value E_k was calculated as follows:

\[ E_k = \frac{π}{2} \sum\left(E_{k+} + E_{k+1}\right) \times \left(r_{k+1}^2 - r_k^2\right) \] (22)

The laser beam energy integral over the spot was calculated as

\[ E_l = \frac{π}{2} \sum\left(S(r_k) + S(r_{k+1})\right) \times \left(r_{k+1}^2 - r_k^2\right) \] (23)

The final value of the integral reflectivity can be found as

\[ R = 1 - E_k / E_l \] (24)

We chose the irradiation spot radius r, and the numerical grid steps along the sample surface dr so that increasing the radius or decreasing the spatial step does not noticeably affect the results of the energy integrations.

3 RESULTS

All the calculations given below are performed for the following conditions of laser irradiation used in many experiments, in particular in [Vorobyev 2009, Kirkwood 2009, Vorobyev 2011]: wavelength 800 nm, pulse duration 66 fs, average radius of the irradiated spot 50 μm. The laser fluence ranged from 0.01 J/cm² (significantly below the melting thresholds of zinc) to 20 J/cm² (strong ablation regime).

In order to determine the optimal step of the calculated grid, methodological simulations were carried out. The absorption depth in zinc under the normal conditions is app. 13.7 nm for 800 nm wavelength and, hence, the spatial step has to be smaller than the absorption depth. It was found that the spatial step Δx = 1 nm is satisfactory and, with its further decrease, the simulation results for all parameters change negligibly. Thus, all simulations were performed with Δx = 1 nm. The time step was set as follows:

\[ \begin{cases} Δt = 1 \text{ fs, for } t < 1000 \text{ fs} \\ Δt = 10 \text{ fs, for } t > 1000 \text{ fs} \end{cases} \]

Figure 2 shows the dependence of the integral reflection coefficient on the radius of the integration at the radial grid step Δr = 7.5 μm. The calculations used the integration area of the irradiation spot radius r = 100 μm provide a sufficient accuracy. Similarly, for the case of simulations for the radiation spot radius r = 100 μm, the satisfactory accuracy with the radial step Δr = 7.5 μm was confirmed.
Figure 2. Integral reflectivity dependence on the spot radius involved into integration at a fixed radial grid step of 7.5 μm.

The dynamics of the electron and lattice temperatures on the irradiated surface as a function of time is shown in Fig. 3 for the laser fluence $F = 1 \text{ J/cm}^2$. It demonstrates that, during the action of a femtosecond laser pulse, the lattice stays cold while the electrons temperature increases sharply up to about the Fermi temperature even at such a moderate fluence. Due to a relatively low thermal conductivity of electrons in zinc, the electron temperature is decreasing mostly because of energy transfer to the lattice. As a result, the lattice is overheated at a surface layer up to tens of thousands degrees and should be transformed into the state of gas plasma before the completion of the electron-lattice relaxation, as analysed in [Bulgakova 2002b].

Although the simulations do not account for material ablation, the calculated temperature evolution can give a valuable information on a possible scenario of material decomposition. The thermodynamic critical temperature of zinc can be evaluated as 3190 K [Fortov 1985]. In the surface layer, such level of the lattice temperature can be reached already at ~3 ps after the laser pulse action and material can start to swiftly decay via phase explosion into the mixture of atomic phase and droplets [Zhigilei 2009]. At this time moment, the temperature of electrons is still much higher than the lattice temperature. This implies that the electron-lattice thermalization will continue inside the droplets. As a result, the droplets will vaporize and, from the energy balance consideration, one may expect complete atomization of the expanding vapour-droplet phase and plausibly partial ionization. Such scenario can be verified by molecular dynamic simulations [Zhigilei 2009].

The temperature profiles for the electron and lattice subsystems are presented in Figs. 4 and 5 for the time moment immediately after the laser pulse action and for 90 ps when the electron-lattice thermalization has been reached. From these Figures, it is seen that the absorbed energy is not penetrate deep to the sample. Instead, the layer of the order of ~100 nm is strongly overheated (Fig. 5) that must cause a swift ablation of this layer, as described above, in the form of phase explosion followed by evaporation of the droplets and partial ionization.

Since the model predicts that the electron temperature in zinc can reach very high values even in the case of moderate laser fluences, the heat capacity of electrons, being implemented as a linear function of $T_e$, can grow to physically ungrounded values (above the values of an ideal electron gas). Hence, the heat capacity must saturate at some temperature with a maximum inherent for the behavior of an ideal plasma. We note that the electron heat capacities of most metals calculated based of the density of states theory [Lin 2008] show a tendency of saturation at high temperatures and their values do not exceed $1.5k_B$ where $k_B$ is the Boltzmann constant. Here we assume for simplicity that the electron heat capacity increases linearly only to a certain
temperature (5000 K, 15,000 K and 35,000 K) and then it saturates at this maximum level with further temperature increase.

Figure 6 shows the comparison of the integral reflectivity dependences on laser fluence calculated with the infinite linear increase of the electron heat capacity and for the saturation of the heat capacity at the three mentioned levels. It is seen the choice of the heat capacity behaviour with the temperature dramatically influences the optical response of zinc irradiated by ultrashort laser pulses.

![Graph showing the dependence of integral reflectivity on laser fluence](image)

**Figure 6.** The dependences of integral reflectivity on laser fluence predicted numerically with different values of the electron heat capacity saturation.

An important conclusion can be made that the correct determination of the thermophysical parameters of the free electron gas, in particular the heat capacity, is extremely important to describe adequately experimental data on the metal reflectivity. The simulations predict a strong dependence of the optical response of metals on their thermophysical properties, in agreement with the tendencies observed experimentally [Kirkwood 2008, Vorobyev 2011]. We can speculate that, by comparing the numerical results of the present model with measurements of fluence-dependent reflectivity, it could be possible to gain an insight into behaviour of the electron heat capacity as this parameter appears to have a strongest impact on the dynamics of optical properties upon excitation with ultrashort laser pulses.

4 CONCLUSIONS

In this paper, a comprehensive model has been developed targeted on advanced comparisons of the modelling results with experimental data. The model is based on two-temperature simulations of the laser excitation of material and involves a rigorous modelling of optical response of metallic material that includes integration of the reflected energy over the laser irradiation spot. The numerical code was developed using the conservative scheme and its stability and accuracy have been verified. A series of calculations have been performed for zinc as an example. It was shown that zinc can be heated to extremely high temperatures even at moderate laser fluences. Finally, the predictions on reflectivity behaviour of zinc have been made that call for further studies involving reflectivity measurements.
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