A Low-Complexity End-to-End Stereo Matching Pipeline From Raw Bayer Pattern Images to Disparity Maps
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ABSTRACT Conventional computer vision algorithms, including stereo matching algorithms, take finely rendered color images as input. However, existing image signal processing (ISP) pipelines for color image generation are designed for photography with a goal of generating pleasing images for human eyes. This paper describes a new end-to-end pipeline for stereo matching from raw Bayer pattern images to disparity maps with customized ISP. Unlike conventional stereo matching systems which need a complete ISP module to render full-size standard RGB (sRGB) images, a subsampling-based demosaicing-downsampling (SDD) operation is introduced in the proposed pipeline to demosaic and downsample the Bayer pattern images. The resultant half-size color image pairs are processed with simple denoising and tone mapping algorithms to generate the final input images of stereo matching algorithms. It is found that the simple nearest neighbor upsampling method is good enough to generate the final full-size disparity maps. Experimental results show that the proposed pipeline is capable of generating comparable or even better stereo matching results than the conventional pipeline. By skipping most of the unnecessary ISP steps and reducing the size of input images, the computational complexity of the end-to-end stereo matching pipeline is significantly reduced.

INDEX TERMS Stereo matching, Bayer image, image signal processing (ISP), low-complexity.

I. INTRODUCTION Stereo vision has received great attention over the past several decades. It is widely applied in various applications such as autonomous driving, robots and navigation. Stereo matching is one of the fundamental problems in stereo vision. Many sophisticated algorithms have been proposed to solve the matching problem based on rectified images. Generally, all these stereo matching algorithms can be categorized into four types, which are local methods [1]–[3], global methods [4]–[6], semi-global methods [7], [8] and neural network-based methods [9]–[11].

It is well known that stereo matching algorithms are time and power hungry, making it challenging to be deployed in resource-limited embedded devices. For most of the stereo matching algorithms, computational complexity is proportional to the size of the input image pairs, i.e., higher resolution input images consume more computation. While on the other hand, higher resolution inputs do not necessarily result in better matching accuracy. According to the rankings on the Middlebury stereo benchmark, higher resolution may even lead to degraded results for some of the stereo matching algorithms [7], [9], [11]. For example, the semi-global block matching (SGBM) implemented in OpenCV returns bad 2.0 pixel error of 27.9%, 23.8%, 28.4% for quarter-size, half-size and full-size images respectively, on the Middlebury datasets [12]. Therefore, it is proposed in [7] to downsample high resolution image pairs first and calculate disparity on low resolution pairs. The resultant disparity maps are then upsampled to generate the corresponding high resolution ones.

Most modern digital cameras utilize color filter array (CFA) to capture color images. Among the existing CFAs, Bayer array is one of the most popular patterns.
As shown in Fig. 1, there is only one color component for each pixel in a raw Bayer pattern image. To render the final color image, a series of image signal processing (ISP) steps are applied [13]. Note that although the specific design of the ISP pipeline may vary for different vendors, they are almost all optimized to generate pleasing and recognizable images for human consumption. It has been shown that the ISP pipeline may introduce errors and harm the original information from image sensors [14]. Recent studies have found that some stages in the conventional ISP pipelines are redundant for modern computer vision algorithms, such that they can be skipped to simplify the vision system designs [15]–[17]. Moreover, it has been shown in [18] that some stages in the ISP pipeline can be modified or even redesigned to improve the vision performance. It is well known that ISP algorithms are computation intensive and consume a significant amount of processing time and power. Therefore, we believe the ISP pipeline for stereo matching should be designed specifically (instead of using existing ISP for photography) to not only save computation, but also (possibly) improve the stereo matching results.

In this paper, we propose an end-to-end pipeline for stereo matching from Bayer pattern images to disparity maps. Although modern deep learning methods achieve relatively better performance on different stereo matching benchmarks, they are obsessed by the huge computation and domain gap [20]. Huge computation means these methods are not suitable for resource constraint embedded platforms. Domain gap makes deep learning methods lose generalization ability once they overfit the models to specific domains. In this paper, we focus on traditional stereo matching algorithms, which are more possible to be implemented on mobile and embedded devices compared to network-based algorithms. As many of the stereo matching algorithms utilize the color information of images, it is reasonable to convert single-channel raw Bayer images to three-channel RGB images. But it is well-known that modern demosaicing algorithms are computation intensive [15]. In contrast to conventional stereo matching systems as illustrated in Fig. 2(a), the demosaicing and downsampling operations are merged into a single step, denoted by subsampling-based demosaicing-downsampling (SDD) operation, in the proposed pipeline. After the proposed SDD operation, a tone mapping step, which is necessary according to [15] is further applied. The resultant half-size image pairs are processed by stereo matching algorithms to generate a half-size disparity map. The half-size disparity map is then upsampled to generate the final full-resolution disparity. Since the size of matching images are reduced to half and a lot of unnecessary ISP stages are removed, the computational complexity are significantly reduced. Moreover, as will be shown in the experiments, the proposed end-to-end stereo matching pipeline is able to generate comparable or even better matching results than the conventional pipeline, even if it skips many steps in conventional ISP.

The rest of this paper is organized as follows. Section II provides a brief overview of the existing stereo matching pipelines. Section III presents the proposed pipeline from raw Bayer images to full-resolution disparity maps. Section IV analyses the effects of some operations in the proposed pipeline and provides a qualitative and quantitative comparison with existing stereo matching pipelines. Finally, the conclusions are drawn in Section V.

II. RELATED WORK

Stereo matching has been a classic problem in computer vision. Traditional methods usually formulate an energy function about a label \( f \) as

\[
E(f) = E_{\text{smooth}}(f) + E_{\text{data}}(f)
\]

and seek the label \( f \) by solving the energy minimization problem. Algorithms that ignore the smoothness term are called local methods [1]–[3]. Otherwise, they are referred to as global methods [4]–[6] or semi-global methods [7], [8]. Although a lot of efforts have been devoted to speed up the stereo matching algorithms, they are still time-consuming, especially with high-resolution input image pairs. Besides, it is found in [21] that those algorithms surprisingly perform worse on high-resolution images than on low-resolution inputs. This may be caused by more pronounced miscalibration effects at higher resolutions [21].

Moreover, for some resource-limited embedded systems, algorithms can only handle low-resolution image pairs [22] to meet the requirement of real-time performance. As shown in 2(a), for practical applications, it is common to downsample the full-size images and compute low-resolution disparity on that. Then, some upsampling methods [23]–[25] are employed to generate high-resolution disparity maps.

Nowadays, most of computer vision algorithms, including stereo matching, are developed based on sRGB color space. As shown in Fig. 2(a), a series of ISP stages are applied on raw Bayer pattern images to generate sRGB color images to be consumed by stereo matching algorithms.

Recently, researchers have realized that it is possible to utilize raw Bayer images after simple processing as inputs for computer vision algorithms. Liu et al. found it is feasible to only perform demosaicing and gamma correction for face detection [26]. Zhou et al. demonstrated the possibility of generating gradient-based features from raw Bayer pattern images [16]. Buckler et al. found that many traditional ISP stages are not necessary for most of the computer vision analysis of some operations in the proposed pipeline. Finally, the conclusions are drawn in Section V.
algorithms they tested [15]. For stereo matching, they chose SGBM implemented in OpenCV for testing, and found that only denoising, demosaicing and tone mapping have significant impacts on the matching results. Based on that, they propose a minimal pipeline for stereo matching as shown in Fig. 2(b).

III. PROPOSED METHOD

It has been shown that, generally, the performance of stereo matching algorithms drops when working on higher resolution images [21]. Besides, for some resource-constrained embedded systems, it is necessary to downsample the input image pairs to meet the requirement of real-time performance.

In this section, the proposed SDD operation is introduced. On the basis of that, an end-to-end stereo matching processing pipeline from raw Bayer images to full-resolution disparity maps are proposed. Fig. 3 illustrates the concept of the proposed end-to-end pipeline. As shown in Fig. 3, half-size images are generated by the proposed SDD operation. The tone mapped half-size image pairs are then processed by stereo matching algorithms to generate a half-size disparity map. After that, the half-size disparity map is upsampled to produce the final full-resolution disparity.

A. BAYER SUBSAMPLING

In the proposed stereo matching pipeline, the demosaicing step and downsampling step are merged into a single SDD operation, where the color difference constancy [19] is assumed. More specifically, as shown in Fig. 4, we take a super pixel consisting of RGGB pixels from a Bayer pattern image and convert it into a single pixel with RGB three channels. In this process, the resolution in both horizontal and vertical directions are reduced by half. As will be shown later

---

**FIGURE 2.** Existing stereo matching pipelines.

(a) Conventional pipeline

(b) Minimal pipeline [15]

**FIGURE 3.** Proposed pipeline.
in this subsection, the downsampling operation is equivalent to bilinear interpolation as long as the color difference constancy holds, whereas the computation is negligible.

Let us consider downsampling an image by half with bilinear interpolation. For example in Fig. 4, the estimated pixel values, denoted by \( \tilde{R}, \tilde{G} \) and \( \tilde{B} \), can be expressed as

\[
\begin{align*}
\tilde{R} &= \frac{1}{4} (R_{1,1} + R_{1,2} + R_{2,1} + R_{2,2}) \\
\tilde{G} &= \frac{1}{4} (G_{1,1} + G_{1,2} + G_{2,1} + G_{2,2}) \\
\tilde{B} &= \frac{1}{4} (B_{1,1} + B_{1,2} + B_{2,1} + B_{2,2}).
\end{align*}
\]

For demosaicing, one of the main hypothesis is the color difference constancy [19], which assumes that the difference between channels of a pixel is constant within a small pixel neighborhood. According to [19], the color difference constancy assumption holds for most of the natural images. Thus, for a super-pixel, as shown in Fig. 4, we have

\[
R_{i,j} - G_{i,j} = c, \quad [i,j] \in \{1,2\},
\]

where \( c \) is a constant. In this work, we take \( 1/2(G_{1,2}+G_{2,1}) \) as the estimated value for the missing components of the green channel, i.e.,

\[
\begin{align*}
G_{1,1} &\approx \frac{1}{2} (G_{1,2} + G_{2,1}) \\
G_{2,2} &\approx \frac{1}{2} (G_{1,2} + G_{2,1}).
\end{align*}
\]

By combining (2), (3) and (4), we can get the value of the downsampled \( \tilde{R} \) channel as

\[
\begin{align*}
\tilde{R} &= \frac{1}{4} (R_{1,1} + R_{1,2} + R_{2,1} + R_{2,2}) \\
&= \frac{1}{4} \left( R_{1,1} + G_{1,2} + c + G_{2,1} + c + G_{2,2} + c \right) \\
&= \frac{1}{4} \left( R_{1,1} + G_{1,2} + G_{2,1} + G_{2,2} + 3 (R_{1,1} - G_{1,1}) \right) \\
&\approx \frac{1}{4} \left( 4R_{1,1} + G_{1,2} + G_{2,1} + \frac{1}{2} (G_{1,2} + G_{2,1}) \right. \\
&\quad - 3 \times \frac{1}{2} (G_{1,2} + G_{2,1}) \\
&= R_{1,1}.
\end{align*}
\]

This means the value of \( \tilde{R} \) channel of the demosaiced and downsampled image is equal to the value of the \( R \) channel in the original super pixel, as long as the color difference holds. Similarly, the value of the \( \tilde{B} \) channel of the demosaiced and downsampled image is \( \tilde{B} = B_{2,2} \). Therefore, as long as the color difference constancy holds, we can generate a demosaiced half-size color image from the corresponding Bayer pattern image as

\[
\begin{align*}
\tilde{R} &= R_{1,1} \\
\tilde{G} &= \frac{1}{2} (G_{1,2} + G_{2,1}) \\
\tilde{B} &= B_{2,2}.
\end{align*}
\]

Compared with the conventional pipeline, the proposed SDD operation does not need any complex computation. As will be shown in the experiments, the proposed SDD operation leads to comparable or even better results than the conventional ISP approaches.

\section*{B. DISPARITY UPSAMPLING}

There are many upsampling methods in existing literatures. Since there is no full-size intensity image to guide the disparity upsampling, some sophisticated methods such as guided filtering [23], [24], [27] are not applicable in the proposed method to generate the full-size disparity map from the half-size one. To figure out which upsampling method is suitable for the proposed pipeline, we carry out disparity upsampling using different methods and compare their performance.

Three commonly used upsampling methods, which are nearest neighbor interpolation (NEAREST), bilinear interpolation (BILINEAR) and the Self-guided (SG) method [25] are evaluated in this work. To address the absence of high-resolution intensity images, the SG method uses the upsampled images as the guiding image and interpolates the residual to generate the high-resolution disparity map. As shown in the results, the NEAREST method not only achieves the best results but also consumes the least computation.

\section*{C. POST-PROCESSING}

It is common for stereo matching to incorporate post-processing to obtain refined dense disparity maps. In the conventional pipeline, post-processing is applied on full-size disparity maps, which are the direct output of stereo matching algorithms. However, the output of matching algorithms is half-size in the proposed pipeline. Such that there are two choices for the sequence of post-processing and upsampling, i.e., post-processing first on half-size disparity maps followed by upsampling or upsampling first followed by post-processing on full-size disparity maps. These two different configurations are studied in the following section.

In this work, a widely employed post-processing method [7], which uses left-right consistency check, peak filtering, disparity interpolation and median filtering, is applied to improve the disparity map.
TABLE 1. Results of different upsampling methods for 2-Pixel accuracy.

| Method    | GF0        | SGBM0   | LocalExp0 | GF1        | SGBM1   | LocalExp1 |
|-----------|------------|---------|-----------|------------|---------|-----------|
|           | nonocc    | all     | nonocc    | all        | nonocc  | all        |
| NEAREST   | 15.09     | 25.64  | 11.70     | 25.00      | 10.97   | 20.92      |
| LINEAR    | 17.00     | 27.71  | 13.23     | 26.32      | 11.89   | 21.96      |
| SG [25]   | 18.57     | 28.99  | 12.80     | 25.95      | 11.52   | 21.58      |

Average error rate using bad 2.0 metric on non-occluded region (nonocc) and all region. The suffix 0 after the name of the algorithm represents the origin disparity without post-processing and 1 represents the refined disparity by post-processing. E.g., LocalExp0 represents disparity maps generated by LocalExp without post-processing, LocalExp1 represents disparity maps generated by LocalExp with post-processing.

IV. EXPERIMENTS

In the experiments, three well-known stereo matching algorithms, which are a) guided filter (GF) [3] (a local method), b) SGBM that implemented in OpenCV (a semi-global method) and c) LocalExp [9] (a PathMatch-based method, which has the best performance for the Middlebury dataset) are used as benchmark algorithms to demonstrate the effectiveness of the proposed stereo matching pipeline from raw Bayer pattern images to disparity maps.

Since the algorithms selected are designed for early datasets, we use the Middlebury 2003 and 2005 [28], [29] as datasets in our experiments. The complete testing dataset contains eight image pairs, which are Cones, Teddy, Art, Books, Dolls, Laundry, Moebius and Reindeer. The toolbox introduced in [15] is used to convert the Middlebury dataset to its corresponding Bayer version.

For GF, we set \( r_{GF} = 20 \) for half-size images, and \( r_{GF} = 40 \) for full-size images. All other parameters are the same as in [3]. For SGBM, the parameters recommended in Middlebury leaderboard are used. For LocalExp, the default V2 version is used [9].

A. COMPARISON OF DIFFERENT UPSAMPLING METHODS

To study the impact of disparity upsampling methods on the proposed pipeline, three upsampling methods, i.e., NEAREST, BILINEAR and SG [25], are tested. In this experiment, post-processing is applied on half-size disparity maps and full-size disparities are generated by upsampling the refined half-size disparity maps.

Table 1 presents the average error rates over all image pairs using different upsampling methods. It is observed that the simplest NEAREST method achieves the best performance for all stereo matching algorithms. Fig. 5 visualize the comparison of different upsampling methods. As shown in Fig. 5(a) and (b), the NEAREST method outperforms BILINEAR and SG at the edges of disparity maps. From Fig. 5(c)-(f), we can see that LINEAR and SG smooth the edges due to interpolation whereas the NEAREST method keeps the sharp edges. In real world, the discontinuity of disparity exists at the interface of foreground and background, which results in sharp transitions. This property is well preserved by NEAREST, whereas for the other two methods, the edges are smoothed.

Recalling that the proposed SDD operation uses the concept of super-pixel which converts four Bayer pixels to one.
TABLE 2. Results of different post-processing and upsampling sequences for 2-Pixel accuracy.

| Method      | GF nonocc | SGBM nonocc | LocalExp nonocc | GF all | SGBM all | LocalExp all |
|-------------|-----------|-------------|-----------------|--------|----------|--------------|
|             | H0F1      | H1F0        | H0F1            | H1F0   | H0F1     | H1F0         |
| NEAREST     | 14.56     | 14.54       | 10.46           | 10.53  | 10.36    | 10.25        |
| LINEAR      | 16.15     | 15.21       | 11.15           | 11.21  | 11.16    | 10.85        |
| SG [25]     | 15.88     | 17.03       | 10.70           | 11.10  | 10.71    | 10.53        |

Average error rate using bad 2.0 metric on non-occluded (nonocc) region and all region. H0F1 represents upsampling first and then post-processing. H1F0 represents post-processing first and then upsampling.

B. COMPARISON OF POST-PROCESSING SEQUENCES

In this section, we evaluate the impact of the sequence of post-processing and upsampling. Two different configurations of post-processing and upsampling sequences, i.e., a) upsampling first and perform post-processing on full-size disparity maps (denoted by H0F1) and b) post-processing on half-size disparity first and perform upsampling to generate full-size disparity maps (denoted by H1F0) are experimented.

Table 2 shows the error rates of different configurations of sequence of post-processing and upsampling methods. Note that in this experiment, three different upsampling methods in the previous subsection are evaluated. In general, no matter which upsampling method is used, the results of H0F1 and H1F0 are similar for the same stereo matching algorithm. More specifically, for NEAREST, the difference between two configurations is very small, which is less than 0.2%.

Therefore, according to our experiments, the sequence of post-processing has negligible effect on final results. Considering the computation complexity of post-processing, which is $O(W \times H)$, it is beneficial to perform post-processing on half-size disparity maps before upsampling for saving computation.

C. EFFECT OF COLOR ARTIFACTS

In the proposed end-to-end stereo matching pipeline, demosaicing and downsampling are merged into a single step, where artifacts [19] may be introduced, especially at the high frequency regions. As shown in Fig. 6(a)-(d), although the proposed SDD operation is based on the color difference constancy assumption, there are color artifacts around the edges, where the assumption may fail. To evaluate the effect of these color artifacts, we generate half-size images using
two different methods: a) scale the original full-size sRGB images generated by a conventional ISP pipeline to half-size (ordinary demosaicing, denoted by OD) and b) demosaic and downsample the Bayer images by the proposed SDD and perform all other ISP stages (approximate demosaicing, denoted by AD). Stereo matching algorithms are applied on these half-size images and disparity upsampling are perform to generated the full-size disparity maps.

Table 3 shows the comparison results of the OD and AD-based disparity maps. In general, OD performs a little bit better than AD, but the differences are negligible (less than 1%). Fig. 6(e)-(f) illustrate the locations where differences exist between OD and AD-based results. As we can see, at the high frequency regions, OD does sometimes perform better than AD, whereas we also note that the AD also has advantages over OD in the same region. In other words, although AD introduces some color artifacts, it also brings some positive effects, and it is hard to distinguish them clearly. In summary, AD does not have significantly adverse impacts on the final results, whereas tremendous computations can be saved.

### D. COMPARISON OF DIFFERENT PIPELINES

In this section, we evaluate stereo matching performance based on the conventional ISP pipeline, minimal ISP pipeline (proposed in [15]) and the proposed end-to-end pipeline. The conventional pipeline computes the disparity directly on full-size sRGB images. The minimal pipeline only applies denoising, demosaicing and tone mapping on the Bayer pattern images to generate the input images.

Table 5 presents the performance of different pipelines using three different stereo matching algorithms. In general, all the three pipelines have similar stereo matching performance. It is observed that the proposed pipeline outperforms the minimal pipeline in GF and LocalExp. Compared with the conventional pipeline, the proposed pipeline produces slightly worse results with the biggest difference less than 1%. In some cases, such as LocalExp without post-processing, the proposed pipeline even achieves the best performance. That means in this case, better results can be achieved based on low-resolution images for LocalExp. But note that low-resolution is not always a benefit. In some cases, e.g., the resolution is extremely low, images needs to be upsampled for better stereo matching performance [30], [31].

It is interesting to note that the proposed pipeline achieves relatively better results when no post-processing is applied for SGBM and LocalExp. In other words, as illustrated in Fig. 7, although the results of the proposed pipeline are improved by post-processing, the improvement is not as much as that for the conventional pipeline. It is also found that the proposed pipeline has relatively poor results for Laundary, which has a lot of textureless areas with the same color. A possible reason is that the parameters of the stereo matching algorithms are not suitable for that since the proposed pipeline skips white balance and color transformation. But in general, the proposed pipeline achieves comparable results to the conventional pipeline, and even returns the lowest error in some cases.

### E. COMPARISON OF ISP COMPLEXITY

To profile the running time of major ISP steps, we implement different ISP pipelines in Python. For a fair comparison, a 768 × 512 Bayer image is processed by different ISP
FIGURE 7. Results for non-occluded regions. From left to right corresponding to GF, SGBM, LocalExp.

pipelines on the same workstation with Intel Xeon E5-2690 CPU and 64GB memory. The demosaicng method of directionally weighted gradient based interpolation [32] is used in the full pipeline, and the nearest-neighbor (NN) algorithm proposed in [15] is used in minimal ISP. Bilateral filter is applied for denoising in all ISP pipelines. The profiling results are shown in Table 5. It is obvious that the time consumption of ISP in the proposed pipeline is much less than the full ISP in the conventional pipeline, because it skips unnecessary steps compared with full ISP. Moreover, the proposed SDD step can substitute the domosaicing stage in the minimal ISP and downsample the image simultaneously, such that the tone mapping and denoising steps can run on half size images, which saves a lot of computation time compared with the other two pipelines. Therefore, the running time of the proposed ISP pipeline only accounts for 20.4% of the full ISP.

In summary, although the proposed pipeline skips most of the ISP stages and lowers the resolution of the input images to stereo matching algorithms, it achieves almost the same results as that based on the conventional pipeline. From the system perspective, the skipped ISP stages along with the lowered resolution of input images are beneficial for the processing speed and power consumption of the stereo matching systems. Furthermore, if the NEAREST method is used for disparity upsampling, the computation overhead introduced by the proposed pipeline is basically negligible.

V. CONCLUSION
In this paper, we propose an end-to-end pipeline for stereo matching from Bayer images to disparity maps. Unlike conventional pipeline that generate sRGB images using a series of ISP stages, the proposed pipeline skips most unnecessary ISP stages. The Bayer pattern images are converted to half-size sRGB images using a single SDD operation. Since stereo matching are performed on half-size input pairs and most of the ISP steps are skipped, the computational complexity of the proposed stereo matching pipeline is significantly less than that of the conventional pipeline. It is shown in the experiments, the proposed pipeline adapts to existing stereo matching algorithms and achieves almost the same results as conventional approach.

A complete stereo matching system consists of three parts, which are two camera sensors, two ISP processors and a stereo matching processor (either application specific integrated circuits or general purpose processor). Nowadays, a typical mobile camera sensor consume power ranging from 137.1 mW to 338.6 mW [33] and an ISP processor consumes about 250 mW for processing 1080 videos at 60fps [34] and a stereo matching algorithm chip (based on SGM) consumes 836 mW for 1080P video at 30FPS [35]. It can be found that the two ISP processors consume a significant amount of power in a stereo matching system. By adopting simple ISP that skips unnecessary stages and applies Bayer subsampling without complex signal processing, the proposed pipeline can save most of the power in ISP processors. In addition, the stereo matching algorithms and post-processing are performed at half-size, which can save about three-quarter of the computation compared with traditional and minimal pipeline. This is also beneficial for power saving. Although extra disparity upsampling is needed in the proposed pipeline, the computation overhead of it is negligible. Therefore, the proposed pipeline is suitable for embedded applications where power is the main restricting factor.
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