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In the problem of quantum channel discrimination, one distinguishes between a given number of quantum channels, which is done by sending an input state through a channel and measuring the output state. This work studies applications of variational quantum circuits and machine learning techniques for discriminating such channels. In particular, we explore (i) the practical implementation of embedding this task into the framework of variational quantum computing, (ii) training a quantum classifier based on variational quantum circuits, and (iii) applying the quantum kernel estimation technique. For testing these three channel discrimination approaches, we considered a pair of entanglement-breaking channels and the depolarizing channel with two different depolarization factors. For the approach (i), we address solving the quantum channel discrimination problem using widely discussed parallel and sequential strategies. We show the advantage of the latter in terms of better convergence with less quantum resources. Quantum channel discrimination with a variational quantum classifier (ii) allows one to operate even with random and mixed input states and simple variational circuits. The kernel-based classification approach (iii) is also found effective as it allows one to discriminate depolarizing channels associated not with just fixed values of the depolarization factor, but with ranges of it. Additionally, we discovered that a simple modification of one of the commonly used kernels significantly increases the efficiency of this approach. Finally, our numerical findings reveal that the performance of variational methods of channel discrimination depends on the trace of the product of the output states. These findings demonstrate that quantum machine learning can be used to discriminate channels, such as those representing physical noise processes.

I. MOTIVATION

A quantum channel is a linear completely-positive trace-preserving map which transforms quantum states into quantum states. The problem of quantum channel discrimination, i.e. distinguishing between a given finite set of channels, is ubiquitous in quantum information and quantum communication [1–4]. Solving this task forms the core of various applications, including but not limited to photonic sensing [5], target quantum detection via quantum illumination [6, 7], and quantum reading [8]. Within a general approach for implementing quantum channel discrimination one sends an input state as specified by its density operator \( \rho \) through a channel \( \Phi_y \) randomly selected from a collection \( \{ \Phi_j \}_{j=1}^N \). The output state, \( \rho_{\text{out}} = \Phi_y [\rho_{\text{in}}] \), may be equivalently expressed in terms of positive operator-valued measures (POVM) [9]. The POVM is constituted by a set of non-negative Hermitian operators \( \{ \Pi_j \}_{j=1}^N \) that add up to the identity. The probability for the quantum system to be in a particular state \( \Phi_y [\rho] \) is determined by the expectation value of the POVM operator corresponding to this state \( \text{Tr}(\Pi_j \Phi_y [\rho]) \) [10, 11]. Wheres quantum channel discrimination should return the index \( y \) which labels the channel having been applied.

Depending on the available computational resources and the properties of a given channel \( \Phi_y \), one might adopt various strategies for discrimination [12–15]. In particular, it is expected that quantum channels can be discriminated more efficiently if it is allowed to apply a given channel several times. For different channels and discrimination strategies, the efficiency of discrimination as well as the associated quantitative measures have previously been considered [16–23]. Of particular interest and technological relevance [24] are the parallel and sequential strategies [24]. Given the opportunity to apply a channel a fixed number of times, the parallel strategy implies that a channel is applied on distinct quantum subsystems (e.g. qubits) simultaneously, wheres in the sequential strategy a channel acts on the same subsystem step by step.

The problem of quantum channel discrimination can be seen as an optimization task in the space of parameters specified by the input state \( \rho_{\text{in}} \) and the POVM \( \Pi \). This allows one to put this task into the framework of variational quantum computing [25–32] and quantum machine learning [33–37]. In the variational scheme, a quantum processor is used to prepare a family of probe states with a polynomial number of parameters, while minimizing a given loss function within this family of states is achieved by a means of classical optimization algorithms. In this case, one minimizes the use of quantum resources by delegating as much computation as possible to the classical device.
learning as implemented with variational quantum circuits [38,40] allows one to solve classification tasks for quantum-embedded classical data [41], learn phases of quantum matter [42,40], and discriminate quantum states [47,48]. Two latter tasks are peculiar in a sense that they are solved for quantum data by quantum means, which makes them a part of the rapidly advancing quantum-quantum machine learning [49,50], and the problem of channel discrimination can be classified likewise.

In this Paper, we highlight the use of variational quantum circuits and machine learning techniques for quantum channel discrimination. We start our analysis with formulating this task as an optimization problem, followed by a direct application of variational quantum scheme. Then we discuss how one can use variational circuits for binary classification of quantum channels. After that, we demonstrate that such a binary classifier can be also based on a kernel, a specific real-valued function of output states of channels, \( K(\Phi_j[\rho], \Phi_j[\rho]) \) for an input state \( \rho \). We test these three methods of channel discrimination by distinguishing between a pair of entanglement-breaking channels [51,52], and the qubit depolarizing channel [53,54].

## II. QUANTUM CHANNEL DISCRIMINATION

The problem of binary quantum channel discrimination can equivalently be viewed as the game of two parties, Alice and Bob. This game is consisted of the active stage and the training stage. At the beginning of the active stage, Alice prepares the state \( \rho^\text{in} \) and sends it to Bob. Then, Bob, in secret, randomly and with equal probabilities chooses a channel \( \Phi_j \in \{ \Phi_0, \Phi_1 \} \) and applies it to the Alice’s state, so that the output state is \( \rho^\text{out} = \Phi_j[\rho^\text{in}] \). Having received this state from Bob, Alice measures the output state with the POVM elements \( \Pi = \{ \Pi_0, \Pi_1 = 1 - \Pi_0 \} \), and label the outcome ‘0’ for the channel \( \Phi_0 \) and ‘1’ otherwise. The goal of Alice therefore is to find the input state \( \rho^\text{in} \) and the POVM elements \( \Pi = \{ \Pi_0, \Pi_1 \} \) such that they maximize the probability \( p_0 \) of getting the measurement outcome ‘0’ if Bob applied the channel \( \Phi_0 \) and the probability \( p_{11} \) of getting the outcome ‘1’ if the applied channel was \( \Phi_1 \). These probabilities are

\[
p_0 = \frac{1}{2} \text{Tr}(\Pi_0 \Phi_0[\rho^\text{in}]),
\]
\[
p_{11} = \frac{1}{2} \text{Tr}(\Pi_1 \Phi_1[\rho^\text{in}]),
\]

where the factors \( \frac{1}{2} \) are essentially the prior probabilities of application of the channel \( \Phi_0 \) or \( \Phi_1 \) since Bob chooses them randomly and equiprobably. As \( p_0 + p_{11} \) forms the total probability of successful discrimination, then the task of Alice is to maximize it. This can formally described as the following optimization problem:

\[
p_a = \max \{ p_0 + p_{11} \} = \frac{1}{2} \max \left\{ \text{Tr}(\Pi_0 \Phi_0[\rho^\text{in}]) + \text{Tr}(\Pi_1 \Phi_1[\rho^\text{in}]) \right\}.
\]

Alongside with the probability of erroneous discrimination \( p_e = p_{01} + p_{10} \), it obviously sums to unity, \( p_a + p_e = 1 \).

To be able to solve the problem (1) for Alice, there is the training stage in the game. During this stage, we assume that for each pair \( \{ \rho^\text{in}, \Pi \} \) picked by Alice, Bob provides as many copies of the state \( \rho^\text{out} = \Phi_j[\rho^\text{in}] \) as needed, without changing the label \( y \in \{ 0, 1 \} \). Moreover, for each output state, Alice is informed about the channel label \( y \). This is equivalent to the assumption that Alice can measure the output state \( \rho^\text{out} \) arbitrarily many times, i.e. it is possible to compute the probabilities in (1) exactly. This is opposed to the situation at the game’s active stage, when only one measurement is allowed, and the channel label \( y \) is kept in secret. Clearly, the described game scheme is analogous to binary classification task as realized in the context of supervised machine learning.

In this particular setting, the probability of successful quantum channel discrimination that can be achieved is upper bounded by [55]

\[
p_a = \frac{1}{2} - \frac{1}{4} ||\Phi_0 - \Phi_1||_o,
\]

where

\[ ||\Phi||_o = \max_{\rho} ||(\Phi \otimes 1)[\rho]||_1 \]

is the so-called diamond-norm with \( \Phi \) being a channel that maps density operators on a Hilbert space \( \mathcal{H} \), 1 the identity map on \( \mathcal{H}_E \), \( \rho \) a density operator on \( \mathcal{H} \otimes \mathcal{H}_E \), and \( ||A||_1 = \text{Tr} \sqrt{A^\dagger A} \).
A. Discrimination strategies

So far we have described a channel guessing game when a channel $\Phi_y$ is applied only once. If however Alice is allowed to pass a chosen probe state $\rho^{in}$ through the Bob’s channel $\Phi_y$ a finite and fixed number of times $p$, provided that for each time the channel label $y$ remains the same, then Alice can adjust the discrimination strategy by asking Bob to apply the channel $\Phi_y$ in a specific way. One of such ways is applying the channel $p$ times in parallel, so that it acts on a single subsystem of a potentially composite state $\rho^{in}$. Another approach is to apply the channel sequentially such that it acts on a single subsystem of a composite input state $\rho^{in}$. These two discrimination methods are widely discussed in literature and are called the parallel and sequential strategies, respectively. In what follows, we formally describe these strategies assuming that the channels $\Phi_y$ are qubit-to-qubit mappings.

1. Parallel strategy

Consider the previously discussed quantum channel discrimination game and suppose that now Alice can ask Bob to apply the channel $\Phi_y$ a fixed number of times $p$. In general words then, the parallel channel discrimination strategy implies that the input state of Alice $\rho^{in}$ is at least $p$-qubit, and Bob acts by the channels $\Phi_y$ on each of the $p$ qubits separately and simultaneously. Alice is also allowed to have the input state of more than $p$ qubits, i.e. to add $r \geq 0$ auxiliary qubits to it, as it might potentially help in solving quantum channel discrimination task in case of an entangled input state $\rho^{in}$. The resultant $(p+r)$-qubit state is then measured with a POVM $\Pi$. This discrimination strategy is schematically shown in Fig. 1

Let us describe the parallel strategy more formally. Suppose that the channel $\Phi_y$ can be applied $p$ times. Then, first, Alice prepares a $(p+r)$-qubit state $\rho^{in}_{PR}$, with $P$ and $R$ specifying the registers of $p$ and $r$ qubits, respectively. The qubits of $P$ are then sent through the channels of Bob in parallel, while the register $R$ remains unaffected. Formally, the output state is

$$\rho^{out} = (\Phi_y^\otimes p \otimes 1^\otimes r) [\rho^{in}_{PR}],$$

(3)

where $\Phi_y^\otimes p$ acts only on the subsystem $P$ and $1^\otimes r$ is the identity on the subsystem $R$. Alice then measures the output state $\rho^{out}$ with $\Pi = \{\Pi_0, \Pi_1\}$. Therefore, in the parallel strategy, according to Eq. 1 one has to maximize

$$p^\text{par}_s = \frac{1}{2} \max_{\rho^{in}_{PR}, \Pi} \left\{ \Tr(\Pi_0 (\Phi_0^\otimes p \otimes 1^\otimes r) [\rho^{in}_{PR}]) + \Tr(\Pi_1 (\Phi_1^\otimes p \otimes 1^\otimes r) [\rho^{in}_{PR}]) \right\},$$

(4)

where the optimization over $r$, specifying the number of qubits in the register $R$, is implicitly included. As was mentioned earlier, introducing this auxiliary register allows to have the entanglement between the qubits of the registers $P$ and $R$, which may lead to more efficient channel discrimination. For the described strategy, the probability of successful channel discrimination is yielded by

$$p^\text{par}_s (p) = \frac{1}{2} - \frac{1}{4} ||\Phi_0^\otimes p - \Phi_1^\otimes p||_s$$

(5)

for $p$ parallel applications of the Bob’s channel.

FIG. 1. A schematic of the parallel strategy. Provided with the opportunity of $p$ applications of the Bob’s channel $\Phi_y$, Alice prepares a composite state $\rho^{in}_{PR}$ of $p$ qubits of the register $P$ and $r$ qubits of the register $R$. The qubits of $P$ are sent through the channels $\Phi_y$, while the qubits of $R$ remain untouched. In the scheme, the lines coming from $\rho^{in}_{PR}$ indicate the subsystems of the corresponding registers. At the end, all $p+r$ qubits are measured with the POVM $\Pi$. 
2. Sequential strategy

Now suppose that Alice is again allowed to apply the channel $\Phi_y$ a fixed number of times $p$. This time, in the sequential discrimination strategy, the Alice’s input state $\rho^{\text{in}}$ can be single-qubit, and this qubit can be passed through a channel $p$ times in a row. But after each application of the channel $\Phi_y$, Bob sends the corresponding output state back to Alice, who is allowed to modify it before sending back to Bob again. After the $p$th channel application, the resultant state is measured with the POVM $\Pi$. Like in the parallel strategy, Alice can add $r$ auxiliary qubits to have a $(1 + r)$-qubit entangled input state. The sequential channel discrimination strategy is schematically shown in Fig. 2.

Formally, this strategy can be described as follows. First, Alice prepares the input state $\rho^{\text{in}}$ which consists of $(1 + r)$ qubits: the subsystem $P$ of one qubit is acted by the channel $\Phi_y$, whereas the subsystem $R$ of $r$ qubits remains unaffected. Suppose Alice is allowed to apply the channel $p$ times. Alice then sends the input state $\rho^{\text{in}}_{PR}$ to Bob and receives back the state $\tilde{\rho}_{PR} = (\Phi_y \otimes \mathbb{I}^{\otimes r})[\rho^{\text{in}}_{PR}]$. After that, Alice applies a quantum channel $\varepsilon_1$ on the state $\tilde{\rho}_{PR}$ which gives $\rho_1 = \varepsilon_1[\tilde{\rho}_{PR}]$. This procedure is repeated $(p - 1)$ times until Alice has the state $\rho_{p-1} = \varepsilon_{p-1}[\rho_{p-2}]$, and at the end Alice passes the subsystem $P$ through the channel $\Phi_y$ the last, $p$th time, and gets $\rho^{\text{out}} = (\Phi_y \otimes \mathbb{I}^{\otimes r})[\rho_{p-1}]$.

More formally, the whole process can be described as

$$\rho^{\text{out}} = C(\Phi_y, E)[\rho^{\text{in}}_{PR}],$$

where $E = \{\varepsilon_j\}_{j=1}^{p-1}$ and

$$C(\Phi_y, E) = (\Phi_y \otimes \mathbb{I}^{\otimes r}) \circ \varepsilon_{p-1} \circ \cdots \circ (\Phi_y \otimes \mathbb{I}^{\otimes r}) \circ \varepsilon_2 \circ (\Phi_y \otimes \mathbb{I}^{\otimes r}) \circ \varepsilon_1 \circ (\Phi_y \otimes \mathbb{I}^{\otimes r})$$

with the channel composition operation $(B \circ A)[\rho] \equiv B[A[\rho]]$. The output state $\rho^{\text{out}}$ is then measured using the POVM $\Pi = \{\Pi_0, \Pi_1\}$. In this strategy, the optimization problem (1) becomes

$$p_{s}^{\text{seq}} = \frac{1}{2} \max_{\rho^{\text{in}}_{PR}, \varepsilon_{1}, \ldots, \varepsilon_{p-1}} \left\{ \text{Tr}(\Pi_0 C(\Phi_0, E)[\rho^{\text{in}}_{PR}]) + \text{Tr}(\Pi_1 C(\Phi_1, E)[\rho^{\text{in}}_{PR}]) \right\},$$

where in addition to the input state $\rho^{\text{in}}_{PR}$ and measurement $\Pi$, Alice has to optimize over the channels $E$ as well.

![FIG. 2. A schematic of the sequential strategy.](image)

As a rule, the sequential strategy, incarnating the idea of quantum comb [5, 58], provides better discrimination results compared to the parallel strategy [22, 23]. Meanwhile, it is worth mentioning a more general discrimination strategy that is based on the so-called indefinite casual order of channel application [15]. It was shown that for $p^{\text{par}}$, $p^{\text{seq}}$, and $p^{\text{ico}}$ being the upper bounds for successful discrimination probabilities of the parallel, sequential, and indefinite casual order strategies, respectively, there exists a pair of target channels $\Phi_0$ and $\Phi_1$ satisfying

$$p^{\text{par}} < p^{\text{seq}} < p^{\text{ico}}.$$

Although the indefinite casual order strategy gives advantage over the parallel and sequential ones, we focus on the latter two in what follows.

B. Variational circuit formulation

Let us embed the parallel and sequential discrimination strategies into the framework of variational quantum circuits. That is, we replace all transformations of quantum states by parametrized unitary operators. Having done that, we accordingly reformulate the optimization problems for $p^{\text{par}}$ and $p^{\text{seq}}$ defined in (1) and (7), respectively. For the case of a single channel application ($p = 1$), a similar approach of embedding was applied for discriminating various qubit-to-qubit channels [59].
1. Parallel strategy

The parallel channel discrimination strategy [4] embedded into the framework of variational circuits is depicted in Fig. 3. In this circuit, the probe state $\rho_{PR}^{in}$ is prepared as

$$\rho_{PR}^{in} = \mathcal{U}(\theta_0)[\rho_0(p, r)],$$

where $\rho_0(p, r) = |0\rangle\langle 0|^{\otimes p} \otimes |0\rangle\langle 0|^{\otimes r}$, $\mathcal{U}(\theta_0)[\rho] = U(\theta_0)\rho U^\dagger(\theta_0)$, and $U(\theta_0)$ is a unitary operator parametrized by a set of real numbers $\theta_p$. The register $P$ of $p$ qubits for $\rho_{PR}^{in}$ is acted then by the $p$ parallel applications of the channel $\Phi_y$, as it is done in [3]. After that, applied is the unitary $U(\theta_1)$, which can be viewed as a rotation of the measurement basis. The output state then becomes

$$\rho_{PR}^{out}(\theta, \Phi_y, p, r) = \mathcal{U}(\theta_1) \circ \mathcal{F}(\Phi_y, p, r) \circ \mathcal{U}(\theta_0)[\rho_0(p, r)],$$

where $\theta = \theta_0 \cup \theta_1$ and $\mathcal{F}(\Phi_y, p, r) = (\Phi_y^{\otimes p} \otimes 1^{\otimes r})$. Clearly, $d = 2^{p+r}$ states $|j\rangle = \{|i_1 i_2 \ldots i_{p+r}\rangle\}$ with the entries $i_n = \{0, 1\}$ is a span of the Hilbert space of the registers $P$ and $R$. In our numerical simulations, we split the computational basis in two parts of $d/2$ basis vectors each and associate the measurement outcomes with the projectors

$$\Pi_0 = \sum_{j=1}^{d/2} |j\rangle\langle j|, \quad \Pi_1 = \sum_{j=d/2+1}^{d} |j\rangle\langle j|.$$  

As the result, we come up with the optimization problem that can be addressed using a hybrid quantum-classical setup:

$$p_{par} = \frac{1}{2} \max_{\theta, r} \{ \text{Tr}(\Pi_0 \rho_{PR}^{out}(\theta, \Phi_0, p, r)) + \text{Tr}(\Pi_1 \rho_{PR}^{out}(\theta, \Phi_1, p, r)) \}. \quad (10)$$

Thus, (10) together with the circuit in Fig. 3 define the framework for numerically testing the parallel discrimination strategy.

![FIG. 3. A variational quantum circuit implementing the parallel channel discrimination strategy from Fig. 4.](image)

Similarly to the parallel channel discrimination strategy, in Fig. 4 we depict the sequential strategy [7] formulated in the framework of variational circuits. In this variational approach, the Alice’s channels $\mathcal{E}$ can be applied to the input state $\rho_{PR}^{in}$ via the Stinespring representation [60]. Particularly, $\epsilon[\rho_{PR}]$ can be implemented by adding an ancillary register $E$ in the state $\rho_E$ of $e$ qubits and performing a unitary evolution $U$ of the joint state $\rho_{PR} \otimes \rho_E$, followed by tracing out the register $E$. That is, we have

$$\epsilon[\rho_{PR}] = \text{Tr}_E \left[ U(\rho_{PR} \otimes \rho_E)U^\dagger \right]. \quad (11)$$

For this transformation to be general, the register $E$ should contain $e$ qubits twice as the size of the registers $P$ and $R$ together [61]. In our setting, this is equal to $e = 2(1+r)$ with one qubit in $P$ and $r$ qubits in $R$.

However, in the follow up analysis, we reduce the transformation (11) to the one shown in Fig. 3. In this approach, we incorporate the register $E$ into $R$. Furthermore, instead of the channels $\mathcal{E} = \{\varepsilon_j\}_{j=1}^{p-1}$ we use parametrized unitaries...
\( \{ U(\theta_j) \}_{j=1}^{p-1} \), alongside with the operator \( U(\theta_0) \) which prepares the initial state and the operator \( U(\theta_p) \) which rotates the measurement basis, as done in \( \text{[8]} \). Analogous to \( \text{[6]} \), the output state is

\[
\rho_{\text{out}}^{	ext{seq}}(\theta, \Phi_y, p, r) = C(\theta, \Phi_y, p, r)[\rho_0(r)],
\]

(12)

where \( \rho_0(r) = |0\rangle\langle 0|_P \otimes |0\rangle\langle 0|_R^r \) and

\[
C(\theta, \Phi_y, p, r) = U(\theta_0) \circ (\Phi_y \otimes 1^\otimes r) \circ U(\theta_{p-1}) \circ \cdots \circ (\Phi_y \otimes 1^\otimes r) \circ U(\theta_1) \circ (\Phi_y \otimes 1^\otimes r) \circ U(\theta_0),
\]

with \( \theta = \bigcup_{k=0}^{p-1} \theta_k \). The channels \( U \) should be interpreted as in \( \text{[8]} \). Note that there is also \( U(\theta_0) \) which is used to prepare the input state \( \rho_{PR}^{in} = U(\theta_0)[\rho_0(r)] \). Technically, in line with Fig.\( \text{[4]} \) this can be viewed as a channel \( \varepsilon_0 \) which maps the single-qubit state \( |0\rangle\langle 0|_P \) from the Hilbert space \( \mathcal{H}_P \) to a \((1+r)\)-qubit state in \( \mathcal{H}_P \otimes \mathcal{H}_R \) as

\[
\rho_{\text{PR}}^{in} = \varepsilon_0[|0\rangle\langle 0|_P] = E_0|0\rangle\langle 0|_P E_0^\dagger + E_1|0\rangle\langle 0|_P E_1^\dagger,
\]

(13)

where the Kraus operators are \( E_j = U(\theta_0)(|j\rangle_P \otimes |0\rangle_R)(\langle j|_P) \). The rest of the transformations are unitary and performed in the extended Hilbert space \( \mathcal{H}_P \otimes \mathcal{H}_R \).

The output state \( \rho_{\text{out}}^\text{seq} \) is then measured using the POVM elements \( \text{[9]} \) which leads to the optimization problem

\[
\mathbb{P}_x = \frac{1}{2} \max_{\theta, r} \left\{ \text{Tr}(\Pi_0 \rho_{\text{out}}(\theta, \Phi_0, p, r)) + \text{Tr}(\Pi_1 \rho_{\text{out}}(\theta, \Phi_1, p, r)) \right\}.
\]

(14)

As one can notice, the expressions for \( \mathbb{P}_x \) in \( \text{[10]} \) and \( \mathbb{P}_x \) in \( \text{[14]} \) do not differ much except for the structure and the genesis of the output state \( \rho_{\text{out}}^\text{seq} \). In variational quantum computing, one may consider these expressions as objective functions maximization of which leads to training of the corresponding circuits.

\[ \begin{array}{c|c|c|c|c|c|c}
\hline
 & P & U(\theta_0) & \Phi_y & U(\theta_1) & \cdots & U(\theta_{p-1}) & U(\theta_p) \\
\hline
|0\rangle & \Phi_y & \Phi_y & \Phi_y & \Phi_y & \Phi_y & \Phi_y \\
|0\rangle^\otimes r & U(\theta_0) & U(\theta_1) & \cdots & U(\theta_{p-1}) & U(\theta_p) & U(\theta_0) \\
\hline
\end{array} \]

FIG. 4. A variational quantum circuit implementing the sequential channel discrimination strategy from Fig.\( \text{[2]} \). The Alice’s channels \( \mathcal{E} = \{ \varepsilon_j \}_{j=1}^{p-1} \) are replaced by the parametrized unitaries \( \{ U(\theta_j) \}_{j=1}^{p-1} \), where \( p \) is the number of allowed applications of the channel \( \Phi_y \). The input state \( \rho_{PR}^{in} \) is prepared from \( |0\rangle_\mathcal{P} \otimes |0\rangle_\mathcal{R}^r \) via the unitary transformation \( U(\theta_0) \), while \( U(\theta_p) \) is used to rotate the measurement basis. This method necessitates \((1+r)\) qubits, with one qubit in the register \( P \) and \( r \) qubits in the register \( R \). In analogy with the parallel strategy, \( r \) might be set to zero.

C. Numerical experiments

We herein describe the results of our numerical simulations demonstrating the capability of variational quantum channel discrimination. Although the number of repetitions \( p \) and the number of qubits \( r \) in the register \( R \) enter the equations \( \text{[10]} \) and \( \text{[14]} \), we do not optimize with respect to these parameters. Instead, we fix \( p = 1, 2 \) and vary the amount of ancillary qubits \( r \) upon optimizing the ansatz parameters \( \theta \). The parametrized unitary operators \( U(\theta_k) \) are implemented in terms of the hardware-efficient ansatz \( \text{[62]} \) whose four-qubit structure is shown in Fig.\( \text{[5]} \). This circuit is composed of several layers constituted by universal the single-qubit rotations and an entanglement block. In this ansatz, the number of variational parameters \( s \) is polynomial in the total number of qubits \( q = p + r \) and the number of layers \( l, s = 3ql \) for \( q > 2 \). In what follows, we test the variational approach to discriminate the depolarizing channels and entanglement breaking channels, mapping two-qubit states into one-qubit states.

1. Entanglement breaking channel discrimination

We start our numerical analysis with the variational circuit approach to discriminating the entanglement breaking channels

\[
\Phi_0[\rho] = \sum_{j=1}^{5} A_j \rho A_j^\dagger, \quad \Phi_1[\rho] = \sum_{j=1}^{5} B_j \rho B_j^\dagger,
\]

(15)
described by the Kraus operators

\[
\begin{align*}
A_1 &= |0\rangle\langle 0|, \quad A_2 = |0\rangle\langle 1|, \quad A_3 = |1\rangle\langle 0|, \quad A_4 = \frac{1}{\sqrt{2}} |0\rangle\langle 11|, \quad A_5 = \frac{1}{\sqrt{2}} |1\rangle\langle 11|, \\
B_1 &= |+\rangle\langle 00|, \quad B_2 = |+\rangle\langle 01|, \quad B_3 = |1\rangle\langle 1+|, \quad B_4 = \frac{1}{\sqrt{2}} |0\rangle\langle 1-|, \quad B_5 = \frac{1}{\sqrt{2}} |1\rangle\langle 1-|
\end{align*}
\]

(16) (17)

with \(|\pm\rangle = (|0\rangle \pm |1\rangle) / \sqrt{2}\). In this particular scenario, the parallel discrimination strategy was demonstrated to never reach unity of the successful discrimination probability \([5]\), i.e. \(p^\text{par}(p) < 1\) for any finite number of channel applications \(p\) \([12]\). At the same time, the sequential strategy with only \(p = 2\) repetitions allows one to distinguish the channels perfectly, and the input state does not need to be entangled. To estimate \(p^\text{par}\) defined in \([5]\), one needs to calculate the diamond norm which can be done via semi-definite programming \([63]\). Using the CVXPY package \([64, 65]\), we calculated the probability \(p^\text{par}\) for \(p = 1, 2\); our results reveal that \(p^\text{par} \approx 0.9268\) for \(p = 1\) and \(p^\text{par} \approx 0.9771\) for \(p = 2\).

We proceed by training the variational circuits depicted in Figs. \([3, 4]\). Recall that the circuits are trained by maximizing \([10]\) and \([14]\), respectively. For this task, we made use of the L-BFGS-B \([66]\) optimization method. The explicit quantum circuits to be trained to discriminate the entanglement breaking channels with \(p = 2\) repetitions are shown in Fig. 3 for both the parallel and sequential strategies. In the parallel strategy, for \(p = 2\) the success probability \(p^\text{par} \approx p^\text{par} \approx 0.9771\) was achieved with the use of the hardware-efficient ansatz of \(l = 5\) layers representing \(U(\theta_0)\) and \(U(\theta_1)\). Note that to get this probability no ancillary qubits are needed, i.e. \(r = 0\). In the sequential strategy, even a one-layer, \(l = 1\), hardware-efficient ansatz parametrizing the operators \(U(\theta_0), U(\theta_1)\) and \(U(\theta_2)\) provides the success probability \(p^\text{seq} \approx 1\) for \(p = 2\). Note that for \(p = 1\), the circuits for both parallel and sequential discrimination look alike, and using a one-layer hardware-efficient ansatz results in \(p_s \approx p_s \approx 0.9268\).

It however might be excessive to use circuits with that many parameters, especially in the case of the sequential strategy. A successful discrimination, as implemented in the seminal work \([12]\), did not use anything but the channels \(\Phi_y\) and a single measurement at all. Meanwhile, even with these (over)parametrized circuits one is capable of identifying optimal input states and measurement bases such that \(p^\text{seq} \approx 1\). It is thus reasonable to expect that the variational approach could be useful for channels \(\Phi_y\) without any prior knowledge of them.

We proceed by training the variational circuits depicted in Figs. \([3, 4]\). Recall that the circuits are trained by maximizing \([10]\) and \([14]\), respectively. For this task, we made use of the L-BFGS-B \([66]\) optimization method. The explicit quantum circuits to be trained to discriminate the entanglement breaking channels with \(p = 2\) repetitions are shown in Fig. 3 for both the parallel and sequential strategies. In the parallel strategy, for \(p = 2\) the success probability \(p^\text{par} \approx p^\text{par} \approx 0.9771\) was achieved with the use of the hardware-efficient ansatz of \(l = 5\) layers representing \(U(\theta_0)\) and \(U(\theta_1)\). Note that to get this probability no ancillary qubits are needed, i.e. \(r = 0\). In the sequential strategy, even a one-layer, \(l = 1\), hardware-efficient ansatz parametrizing the operators \(U(\theta_0), U(\theta_1)\) and \(U(\theta_2)\) provides the success probability \(p^\text{seq} \approx 1\) for \(p = 2\). Note that for \(p = 1\), the circuits for both parallel and sequential discrimination look alike, and using a one-layer hardware-efficient ansatz results in \(p_s \approx p_s \approx 0.9268\).

It however might be excessive to use circuits with that many parameters, especially in the case of the sequential strategy. A successful discrimination, as implemented in the seminal work \([12]\), did not use anything but the channels \(\Phi_y\) and a single measurement at all. Meanwhile, even with these (over)parametrized circuits one is capable of identifying optimal input states and measurement bases such that \(p^\text{seq} \approx 1\). It is thus reasonable to expect that the variational approach could be useful for channels \(\Phi_y\) without any prior knowledge of them.
2. Depolarizing channel discrimination

Our study is continued with training the variational quantum circuits for discriminating depolarizing channels as given by

$$\Phi(\alpha)[\rho] = (1 - \alpha)\rho + \frac{\alpha}{3}(\sigma_x\rho\sigma_x + \sigma_y\rho\sigma_y + \sigma_z\rho\sigma_z)$$

(18)

where the coefficient $\alpha$ determines the depolarization factor, while $\sigma_i$ with $i = x, y, z$ stands for the Pauli operators. We consider a pair of channels with $0 \leq \alpha_0 \neq \alpha_1 \leq 1$. In our numerical simulations, we fixed the number of channel applications to $p = 2$; the number of qubits in the ancillary register $R$ is set to $r = 3$ for the parallel strategy and $r = 4$ for the sequential strategy, so that the total number of qubits was $q = 5$ for both cases (see Fig. 3 and Fig. 4).

In Fig. 7 shown are the probabilities $p_0$ and $p_1$ for both parallel and sequential strategy, respectively, as evaluated for a pair $(\alpha_0, \alpha_1 = \alpha_0 + 0.1)$ starting from $\alpha_0 = 0$. To speed up the calculations, one might use random ansatz parameters for the initial guess at $(\alpha_0 = 0.0, \alpha_1 = 0.1)$; whereas for each next pair up to $(\alpha_0 = 0.4, \alpha_1 = 0.5)$ the optimal parameters are taken as obtained at an earlier step. The same strategy can be successfully adopted for a set of parameters starting from $(\alpha_0 = 0.9, \alpha_1 = 1.0)$ with random initialization $\theta$ down to $(\alpha_0 = 0.5, \alpha_1 = 0.6)$.

We have also explored how the achieved probabilities $p_0$ depend on $l$, the number of layers of hardware-efficient ansatz in variational circuits. Clearly, the sequential strategy gives better results and smaller variance with fewer number of layers. In this strategy, $l = 14$ layers turns out to be enough for achieving the success probability $p^{\text{par}}_0$ for all pairs $(\alpha_0, \alpha_1)$. In the parallel strategy, this result cannot be reproduced no matter how big the value $l$ is (we tested for up to $l = 30$ layers). One may also notice that despite the same diamond-distances (5), it is harder to achieve higher $p^{\text{par}}_0$ for depolarization factor pairs on the right to $\alpha = 0.5$. As an instance, for the pairs $(\alpha_0 = 0.0, \alpha_1 = 0.1)$ and $(\alpha_0 = 0.9, \alpha_1 = 1.0)$ the theoretical probabilities are $p^{\text{par}}_0 = 0.595$, but the obtained probabilities $p_0$ are lower for the second pair of depolarization factors. We conclude that there might be some dependence on the trace product between the states passed through the channels, $\text{Tr}(\rho_0\rho_1)$ with $\rho_y \equiv \Phi(\alpha_y)[\rho]$ (see Appendix A for details).

![FIG. 7. Probability of successful discrimination $p_{\text{par}}$ between a pair of depolarizing channels with $\alpha_0$ and $\alpha_1$ achieved with the parallel (left panel) and sequential (right panel) strategy. With different colors shown are the results for specific number of ansatz layers $l$. Marks connected by solid lines stand for the average probabilities obtained after ten independent runs, and shaded areas are to show the standard deviation. The black solid line indicates the maximum achievable probability for the parallel strategy $p^{\text{par}}_0$ for $p = 2$ channel evaluations; for the sequential strategy, this line overlaps with the purple curve corresponding to $l = 14$.](image)
in the game we consider. First, Bob sends to Alice not only the output state $\rho_y = \Phi_y[\rho]$, but the original state $\rho$ as well, i.e. from Bob Alice receives the states $\rho_y \otimes \rho$. Second, Alice does not control the original state $\rho$; it is prepared by Bob, and it is random and mixed. Third, the post-processing of measurement results assumes that Alice is allowed to perform arbitrarily many measurements; or, equivalently, Bob is assumed to give an arbitrary number of copies of the channel’s output state and the corresponding original states. This game is schematically shown in Fig. 8.

Let us describe the game more formally. At the beginning, Bob picks two values $0 \leq \alpha_0 \neq \alpha_1 \leq 1$. Bob then selects a label $y \in \{0, 1\}$, creates two copies of a randomly generated (in general, mixed) qubit state $\rho$, and passes one of these states through a quantum channel giving $\rho_y = \Phi(\alpha_y)[\rho]$. The other copy of the state remains unaffected. Bob sends the state $\rho_y \otimes \rho$ to Alice who feeds this as an input for the variational circuit $U(\theta)$, and the resultant state is determined by

$$\rho(\alpha_y, \theta) = U(\theta)(\rho_y \otimes \rho)U(\theta)^+. \quad (19)$$

Alice measures the observable $\sigma_z \otimes \sigma_z$ for calculating

$$p(\theta) = \frac{1}{2} (1 + \text{Tr}[\rho(\alpha_y, \theta)(\sigma_z \otimes \sigma_z)]), \quad (20)$$

that is used to quantify the prediction of the label $y$. The task of Alice is to train the circuit $U(\theta)$ such that given a pair $\rho_y \otimes \rho$ one is able to predict the label $y$ of the depolarizing channel based on (20), i.e. for some $0 < b < 1$ Alice returns $y = 0$ if $p \leq b$, and $y = 1$ otherwise.

$$\begin{array}{c}
\text{Bob} \\
\rho \xrightarrow{\Phi_y} \rho \xrightarrow{U(\theta)} \text{Alice} \\
\end{array} \quad \begin{array}{c}
\text{FIG. 8. A schematic of the variational classifier of quantum channels. Bob prepares the states } \Phi_y[\rho] \otimes \rho \text{ for Alice who then applies the unitary } U(\theta) \text{ and measures the resultant state in the computational basis. The measurement results are further used to compute the prediction value } p \text{ as yielded by Eq. (20). To train the circuit, Alice minimizes the square distances between the predictions } p \text{ and the true labels } y. \\
\end{array}$$

To train the circuit, Bob provides Alice with the training set $\{\rho^i_y \otimes \rho^i, y^i\}_{j=1}^{N_{\text{train}}}$ where $y^i \in \{0, 1\}$ are true labels and the superscript in $\rho^i$ indicates that each state is different since generated randomly. Then Alice feeds each pair into the circuit $U(\theta)$ and calculates the predictions $p_j(\theta)$ as defined by (20). Having obtained $\{p_j(\theta), y^i\}_{j=1}^{N_{\text{train}}}$, Alice makes use of the least squares loss function to determine the optimal circuit parameters $\theta$:

$$f(\theta) = \sum_{j=1}^{N_{\text{train}}} (y^i - p_j(\theta))^2. \quad (21)$$

Knowing the true labels $y^i$ and having sorted predictions $p_j$, Alice can determine the parameter $b$ that separates two classes. Calculating can be based on maximizing the accuracy during training. The search of $b$ is carried out iteratively. At each step $t$, Alice takes the prediction $p_t$ and groups all the elements that are less than or equal to $b$ to belong to the first class ($p_1, p_2, \ldots, p_t) \in \{0\}$ and to the second class ($p_{t+1}, p_{t+2}, \ldots, p_{N_{\text{train}}}) \in \{1\}$ otherwise. As a result, $b$ equals to the prediction value $p_t$, the division by which gives the best accuracy during the training.

Having found the optimal circuit parameters $\theta^{\text{opt}}$ and the border value $b$, Alice must test the obtained classifier. To do that, Alice receives from Bob a set $\{\rho^i_y \otimes \rho^i\}_{j=1}^{N_{\text{test}}}$, which does not contain the true labels $y^i$. As during the training, Alice feeds each state $\rho^i_y \otimes \rho^i$ from the test set to the circuit $U(\theta^{\text{opt}})$, computes the corresponding prediction values $p_j$ in (20) and assigns the label $y^i = 0$ if $p_j \leq b$ or $y^i = 1$ if $p_j \geq b$.

To test the described approach of building a variational channel classifier, we performed numerical experiments of distinguishing the depolarizing channels (18) with different depolarization factors $\alpha_0$ and $\alpha_1$. To represent the variational circuit $U(\theta)$, we considered the three ansätze:

$$U_1(\theta) = CR_y^{12}(\theta_2)[R_x(\theta_3)R_z(\theta_2)R_x(\theta_1)] \otimes [R_x(\theta_6)R_z(\theta_5)R_x(\theta_4)], \quad (22)$$

$$U_2(\theta) = [R_z(\theta_2)R_x(\theta_1)] \otimes [R_x(\theta_4)R_z(\theta_3)], \quad (23)$$

$$U_3(\theta) = R_z(\theta_2)R_x(\theta_1). \quad (24)$$
The first ansatz $U_1(\theta)$, where $CR^\perp_y(\theta)$ represents a controlled $Y$-rotation with the first control and the second target qubit, is up to the two-qubit gate essentially a hardware-efficient ansatz of a single layer shown in Fig. 5. The second ansatz $U_2(\theta)$ is a truncated realization of $U_1(\theta)$ with no entangling gate present. The classifiers built on the ansätze $U_1(\theta)$ and $U_2(\theta)$ are two-qubit, and they are trained on the pairs $\rho_{y_i} \otimes \rho^j$, as described in the beginning of the section. The third ansatz $U_3(\theta)$ is of single-qubit structure, and in this case the classifier is trained on the states $\rho_{y_i}$ that passed through a channel, without feeding in the original states $\rho^j$.

The results of our numerical experiments with the classifiers based on the ansätze (22)-(24) are shown in Fig. 9. These results are obtained after training the classifiers on sets of the size $N_{\text{train}} = 1000$ and tested on sets of the same size, $N_{\text{test}} = 1000$. A close inspection of the plots suggests that even the $U_3$-based classifier that takes only the states $\rho_{y_i}$ for training is capable of discriminating the quantum channels with some accuracy. Among $U_1$ and $U_2$ classifiers which are trained on pairs $\rho_{y_i} \otimes \rho^j$, the better accuracy is achieved by the one that uses a simpler though less expressive ansatz with no two-qubit gates. In our numerical simulations, as shown in Fig. 9 this $U_2$-based classifier unveils excellent accuracy in discriminating the channels with $\alpha_0 \lesssim 0.75 \lesssim \alpha_1$. Interestingly, the $U_3$-based classifier yields the highest degree of discrimination accuracy for the depolarization factors $\alpha = 0.7$ or $0.8$, i.e. near $0.75$. This agrees with the fact that extremum of the function

$$K(\rho_\alpha, \rho_{\alpha+\epsilon}) = \text{Tr}(\rho_\alpha \rho_{\alpha+\epsilon}),$$

is reached at $\alpha = 0.75 - \epsilon/2$ for any $\rho \neq 1/2$, provided $0 \leq (\alpha + \epsilon) \leq 1$. This can be established by solving the equation $\partial_\alpha \text{Tr}(\rho_\alpha \rho_{\alpha+\epsilon}) = 0$ for $\alpha$.

![Fig. 9](image_url). The accuracy of quantum channel discrimination as obtained on the test set for depolarizing channels with $\alpha_0$ and $\alpha_1$. The left, center and right panels show the accuracy of $U_1^+$, $U_2^-$, and $U_3^-$ based classifiers defined in (22), (23) and (24), respectively. The training and test sizes are $N_{\text{train}} = N_{\text{test}} = 1000$.

IV. KERNEL-BASED CLASSIFIER

An alternative way for discriminating quantum channels using a quantum processor can be traced back to the kernel methods which can be formulated as follows. Suppose we have a set of states $\mathcal{X} = \{\rho_i\}$. The kernel is essentially a function $K : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ that guarantees the Gram matrix $K_{ij} = K(\rho_i, \rho_j)$ to be positive semi-definite [37]. In particular, the trace of the product of density operators,

$$K(\rho_i, \rho_j) = \text{Tr}(\rho_i \rho_j),$$

mentioned in previous sections, does possess such properties. The kernel-based classification methods are built on the so-called representer theorem [69]. One can think of supervised machine learning based on the support vector machine where the so-called kernel trick is widely utilized [70, 71]. In this method, given a training set $\{\rho_j, y_j\}_{j=1}^{N_{\text{train}}}$ with labels $y_j \in \{-1, +1\}$, the cost function for maximization is

$$f(\theta) = \sum_{i=1}^{N_{\text{train}}} \theta_i - \frac{1}{2} \sum_{i,j=1}^{N_{\text{train}}} \theta_i \theta_j K(\rho_i, \rho_j) y_i y_j$$

(26)
with respect to $\theta = \{\theta_j\}_{j=1}^{N_{\text{train}}}$, on condition that $\sum_{j=1}^{N_{\text{train}}} \theta_j y_i = 0$ and $\theta_j \geq 0$. Having found the optimal parameters $\theta_{\text{opt}} = \arg\max_{\theta} f(\theta)$, one returns the labels based on the prediction function

$$p(\rho) = \sum_{i=1}^{N_{\text{train}}} \theta_{i,\text{opt}} y_i \mathcal{K}(\rho_i, \rho) + b,$$

where the bias $b$ is defined by

$$b = \sum_{i=1}^{N_{\text{train}}} \theta_{i,\text{opt}} \mathcal{K}(\rho_i, \rho_m) - y_m$$

for any $m$ such that $\theta_{i,\text{opt}} > 0$. In binary classification, the class ones assigns to a given $\rho$ is determined by $y = \text{sgn}[p(\rho)]$.

To formulate the problem of channel discrimination based on quantum kernel estimation, we again consider the game between Alice and Bob. In this game Alice tries to discriminate two depolarizing channels of the form $\rho_{\alpha}$ and $\rho_{\beta}$. The regions $I_i$ with respect to $\alpha$ are expected to be separable. In contrast, we expect a priori low accuracy for $\alpha$ values of the depolarization factor $\alpha$.

Let us formalize the game. First, Alice chooses an input state $\rho_{\text{in}}$ and sends $N_{\text{train}}$ copies of it to Bob. Then Bob selects two intervals $\bar{\alpha}_1$ and $\bar{\alpha}_2$ such that $\bar{\alpha}_j \subset [0, 1]$. After that, Bob tosses a fair coin and attributes heads to $y = -1$ and tails to $y = +1$. Finally, Bob picks up a random $\alpha_y \in \bar{\alpha}_y$ and applies the depolarizing channel to one of the Alice’s states, $\rho_0 = \Phi_0(\alpha_y)$.

As was mentioned, the class labels $y = \pm 1$ are attributed not to the specific values of the depolarization factor $\alpha$, but to the fixed intervals of it. Having done that for all the states, Bob sends the training set $\{\rho_0^j, y_j\}_{j=1}^{N_{\text{train}}}$ to Alice who trains the classifier by maximizing the function (26). Here in $\rho_0^j$, the subscript $y_j \in \{-1, 1\}$ tells the interval the depolarization factor $\alpha$ is taken from, while the superscript $j$ highlights that this factor is in general different for different input states $\rho_{\text{in}}$ (recall that Bob picks $\alpha_y \in \bar{\alpha}_y$ randomly). Note that Bob does not tell Alice the intervals $\bar{\alpha}_y$ or the depolarizing factors $\alpha_y$ that were chosen, Alice knows only their true labels $y \in \{-1, +1\}$. To test the classifier, Alice sends $N_{\text{test}}$ copies of the state $\rho_{\text{in}}$ to Bob, who sends back the test set $\{\rho_{\text{in}}^j, y_j\}_{j=1}^{N_{\text{test}}}$ prepared similarly to the training one. For each state $\rho_j \equiv \rho_{\text{in}}^j$, the test set, Alice calculates the prediction $p(\rho_j)$ as specified by (27) and assigns to this prediction the class label $y_j$. In practice, Alice could estimate the kernel $\mathcal{K}(\rho_i, \rho_j) = \text{Tr}(\rho_i \rho_j)$ via the so-called controlled-SWAP test routine.

To test the kernel-based approach of classification, we performed numerical experiments by training such a classifier on sets of the size $N_{\text{train}} = 100$ and testing it on sets of the size $N_{\text{test}} = 1000$. In what follows, we consider four classifier instances trained for discriminating the channels with the following pairs of intervals of the depolarization factors $\alpha$:

$$I_1 = \{\bar{\alpha}_1 = [0, 0.5), \bar{\alpha}_2 = [0.5, 1.0]\},$$

$$I_2 = \{\bar{\alpha}_1 = [0.1, 0.2], \bar{\alpha}_2 = [0.7, 0.9]\},$$

$$I_3 = \{\bar{\alpha}_1 = [0.0, 0.075], \bar{\alpha}_2 = [0.25, 1.0]\},$$

$$I_4 = \{\bar{\alpha}_1 = [0.0, 0.25] \cup [0.5, 0.75], \bar{\alpha}_2 = [0.25, 0.5] \cap [0.75, 1.0]\}.$$

In $I_1$, the classifier is trained to recognize if a given state $\rho_\alpha$ is taken from $\alpha < 0.5$ or $\alpha \geq 0.5$. In $I_2$, the classes are chosen to comprise subsets of $[0, 1]$ which do not overlap. The intervals $I_3$ are selected to test the performance of the classifier for intersecting regions. $I_4$ divides $[0, 1]$ into four parts such that the first and the third parts belong to the class $y = -1$ and the second and the fourth parts are marked by $y = +1$. The input state was set to $\rho_{\text{in}} = [+]+[+]$, and the cost function (26) was maximized using the SLSQP method which supports bounds and constraints.

The results of our numerical simulations as presented in Fig. 10 reveal that the classifier trained to discriminate the channels from $I_1$ and $I_2$ provides excellent accuracy. Moreover, the higher accuracy is achieved in case the regions $\bar{\alpha}_1$ and $\bar{\alpha}_2$ are separated. In contrast, we expect a priori low accuracy for $I_3$. For example, the states $\rho_\alpha$, from $[0.25, 0.75] = \bar{\alpha}_1 \cap \bar{\alpha}_2$ could happen to have different labels $y$ for the same depolarization factor $\alpha$. In this case, it turns out that the training performance is substantially dependent on the initial assignments of the parameters $\theta$. Remarkably, in case of $I_4$ the regions $\bar{\alpha}_1$ and $\bar{\alpha}_2$ do not intersect which translates to the fact that the states $\rho_j$ are expected to be classifiable, and yet the classifier fails. To remedy this issue, Alice could train the classifier on $n$ copies of the output states, $\rho_j^{\otimes n}$. This allows one to modify the kernel accordingly:

$$\mathcal{K}(\rho_i, \rho_j) = \text{Tr}(\rho_i^{\otimes n} \rho_j^{\otimes n}) = [\text{Tr}(\rho_i \rho_j)]^n.$$

The numerical results with this kernel are elaborated on in Appendix [B].
To summarize, we discuss the approaches we used to solve the quantum channel discrimination problem. First, we did put the task into the framework of variational quantum computing paradigm. Namely, we stated the optimization problem of Eq. (1) in terms of optimizing the parameters of an ansatz circuit, see Eq. (10) and (14). Potentially, this gives an opportunity for discriminating channels using noisy intermediate-scale quantum (NISQ) multi-qubit systems [73]. In the context of variational quantum computing, we stressed out that the sequential strategy [7] is superior to the parallel strategy [4] which is in line with the previous studies. The sequential strategy with \( p = 2 \) channel applications allows one to perfectly discriminate the entanglement-breaking channels [15]. In case of depolarizing channel [18], the sequential strategy still performs better (see Fig. 7), although the the total number of qubits to be used is the same for both methods.

Being reformulated in terms of the variational quantum computing, the parallel strategy with \( p \) channel applications requires a quantum computer of \( p \) primary and \( r \) ancillary qubits, so that the total amount of qubits is \( Q_{par} = p + r \). On the other hand, in the sequential strategy, \( Q_{seq} = 1 + r \) qubits have to be provided, revealing thus no dependence on \( p \). Despite the advantage in the number of qubits, with growing \( p \) and \( r \), the sequential strategy might be worse in terms of the number of optimization parameters \( C = |\Theta| \). Indeed, if every unitary \( U(\Theta_k) \) is a hardware-efficient ansatz of \( l \) layers, it necessitates \( C_{seq} = 3l(1 + r)(p + 1) \sim O(pr) \) parameters to optimize over. In contrary, in the parallel strategy, \( C_{par} = 2 \cdot 3l(p + r) \sim O(p + r) \). That is, by choosing a strategy one trades quantum resources \( Q \) for classical resources \( C \), and vice versa. Recall that for \( p = 2 \) our observation suggests that for the same total amount of qubits the sequential strategy outperforms the parallel strategy.

In this work, we also addressed the quantum channel discrimination problem solved using a variational-circuit-based quantum classifier. It was mentioned that the best performance is achieved when the classifier is trained on the pairs of the original state \( \rho \) and its copy \( \Phi[\rho] \) which passed through a channel. Inspired by the approach to quantum channel discrimination as realized with the use of parallel and sequential strategy, we attempted to train the classifier on the pairs of the state \( \Phi[\rho] \) and the state \( |0\rangle\langle 0|^{\otimes r} \), so that the variational circuit is a \((r + 1)\)-layered hardware-efficient ansatz. Furthermore, we performed the training on the \( r \) copies of the state \( \Phi[\rho]^{\otimes r} \). However, none of these two training ways results in a good performance. Remarkably, training such a quantum classifier with a simpler and less expressive ansatz is advantageous. In principle, the circuit of 7 parameters \( U_1 \) defined in Eq. (23) is capable of preparing any pure two-qubit state, showing yet worse performance compared to the one trained with the ansatz \( U_2 \) in Eq. (23) containing no entangling gates. We tried to add a \( C_X \) gate to this circuit, which increases its expressive power without introducing any optimization parameters. Still the ansatz gives a lower performance, which suggests that this fact cannot be attributed to overparametrization. Despite the assumption that we are given a pair of \( \rho \) and \( \Phi[\rho] \) states, and we may, in principle, perform arbitrary number of measurements, this quantum machine learning approach is
very powerful. First, the original input states may be random and even mixed. Second, one needs a circuit-based quantum computer of two qubits only and no entangling gates.

Kernel-based methods for quantum channel discrimination were also studied in this work. We deliberately considered a more complex task with the channels being specified by the intervals $\pi_n$ of the depolarization factor $\alpha$ and not of its fixed values $\alpha_\varphi$. The reason for this is that with fixed input states $\rho^i$ and the two depolarizing channels with $\alpha\pm 1$, it would be enough to have a training set of only $N_{\text{train}} = 2$ states, $\{\Phi(\alpha_{-1})|\rho^i|, \Phi(\alpha_{+1})|\rho^i|\}$. Special attention should be paid to the case of discriminating the depolarizing channels corresponding to the intervals $I_k$ in $[31]$, which divides the line $[0, 1]$ into four parts with assigning the class $y = -1$ to the 1st and 3d parts and the class $y = +1$ to the 2nd and 4th parts. In principle, these classes are expected to be separable, and yet our classifier fails to do that. In Appendix $B$ we show this issue can be relaxed by modifying the kernel as $K(\rho_i, \rho_j) = \text{Tr}(\rho_i^{\otimes n}\rho_j^{\otimes n}) = [\text{Tr}(\rho_i\rho_j)]^n$ for $n \in \mathbb{N}$, which is similar to the classical kernel $K(x_i, x_j) = (|x_i \cdot x_j|^2)^n$ for $x \in \mathbb{R}^d$ [76]. Moreover, this simple modification of the kernel allows one to use random and mixed input states $\rho^i$ instead of the fixed $\rho^i = |+\rangle\langle+|$. It should be stressed that machine learning tasks based on quantum kernel estimation are classical-quantum. That is, one first maps classical data points $x \in \mathbb{R}^d$ into pure quantum states $|x\rangle$ of a Hilbert space, for which the density operators are $\rho = |x\rangle\langle x|$ and the kernel reduces to $K(x_i, x_j) = |\langle x_i | x_j \rangle|^2$. Such transformation is called a feature map, and in its simplest form it is specified by

$$x = \{x_i\}^{d}_{i=1} \longrightarrow |x\rangle = \bigotimes_{i=1}^{d} \left( \cos(x_i/2) |0\rangle + \sin(x_i/2) |1\rangle \right).$$

In principle, one can suggest more efficient mapping scheme, meanwhile the necessity of encoding $x \rightarrow |x\rangle$ is considered as an important shortcoming of classical-quantum machine learning. However, in the task of quantum channel discrimination, the data points $\rho$ are quantum and do not need to be encoded, although these quantum states are in general mixed.

Interestingly, the function $K(\rho_i, \rho_j) = \text{Tr}(\rho_i\rho_j)$ seems to play an important role in the other considered approaches of channel discrimination. That is, for the approach of variational computing embedding, we found that the less expressive the ansatz is (i.e. the fewer layers $l$ it has) the more it correlates with the trace of the product (see Appendix $A$). In addition, for the variational quantum classifier, we observed that with a proper ansatz the classification is perfect for the depolarization factors $(\alpha_0, \alpha_1)$ such that $\alpha_0 \leq 0.75 \leq \alpha_1$. For the output states of the depolarizing channel $\rho_{\alpha} = \Phi(\alpha)|\rho\rangle$, the point $\alpha = 0.75$ is the extremum of the function $K(\rho_{\alpha}) = \text{Tr}\rho_{\alpha}^2$ with $\forall \rho \neq \frac{1}{2}$ (or more generally, the minimum of $K(\rho_{\alpha}, \rho_{\alpha+\epsilon}) = \text{Tr}(\rho_{\alpha}\rho_{\alpha+\epsilon})$ is at $\alpha = 0.75 - \epsilon/2$, see Appendix $A$ for details). By this we suggest that while solving the quantum channel discrimination problem, one must pay attention not only to the diamond-norm distance between the target channels, but also to the trace of the product of their output states.

All the approaches considered in our study have their pros and cons, as well as different assumptions. The first approach, variational circuit embedding assumes that we are given a number of channel applications $p$ and an arbitrary number of measurements in the training stage, but in the active stage only one measurement is allowed. On the other hand, the second approach, the variational quantum classifier assumes only a single channel application, but requires to be trained on the pairs of the output and original states $\rho_{\alpha} \otimes \rho$, and also needs many measurements for estimating expectation values. But at the same time the states $\rho$ can be random and even mixed. The third approach which is based on quantum kernel estimation also requires many measurements for computing the kernel, but allows to discriminate parameter-dependent channels for different ranges of parameters that belong to different classes. As pointed out in Appendix $B$ this technique of quantum channel discrimination could be improved by training on $n$ copies of input states, which is equivalent to raising the kernel to the power of $n$.
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Appendix A: Dependence on the trace of the product

While solving the quantum channel discrimination problem in the variational quantum computing framework (see \ref{eq:layers} and \ref{eq:layers} in the main text), one may expect that the performance significantly depends on the number of ansatz layers \( l \) and on the diamond-norm distance between the channels which determines \( p^\text{bar} \) as given in \ref{eq:bar}. Considering the depolarizing channels \( \Phi_0 \) and \( \Phi_1 \) in the form of \ref{eq:phi}, with the depolarization factors \( \alpha_0 \) and \( \alpha_1 \), it can be seen that the diamond-distance \( \| \Phi^{\otimes p} - \Phi_0^{\otimes p} \|_\diamond \) for \( p = 2 \) channel applications is symmetric (see Fig. \ref{fig:trace}). At the same time, in our numerical simulations, we observe that it is harder to achieve theoretical success probability \( p^\text{bar} \) for the pairs of factors \( (\alpha_0, \alpha_1) \) which are on the right side to \( \alpha = 0.5 \) (see Fig. \ref{fig:trace}). Interestingly, this seems to correlate with the trace of the product of density operators \( \text{Tr}(\rho_0 \rho_1) \), where \( \rho_0 = \Phi(\alpha_y) |\rho\rangle \), \( \forall |\rho\rangle \neq 1/2 \) (see Fig. \ref{fig:trace}). Moreover, it appears that the more ansatz layers \( l \) one uses to maximize the success probability \( p^\text{bar} \), the less the convergence properties depend on the trace of the product. In Fig. \ref{fig:correlation} this can be observed upon close inspection of the Pearson’s coefficients.
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\caption{Trace of the product (left) and the diamond-distance (right) for the parallel discrimination strategy versus depolarization factors \( (\alpha_0, \alpha_1) \) for \( p = 2 \) channel applications. Herein, \( \Phi_y \equiv \Phi(\alpha_y) \) is the depolarizing channel \ref{eq:phi}, and \( \rho_0 = \Phi(\alpha_y) |\rho\rangle \).}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure12.png}
\caption{The Pearson correlation coefficients between the trace of the product, diamond distance, and the average successful discrimination probabilities. On the left are the results for the parallel strategy, and on the right are for the sequential strategy. Each data point is obtained by averaging out five independent runs. By solid lines, data points are fitted by the functions of \( l \), the number of layers of the hardware-efficient ansatz. We used \( f(l) = l^{-1/\alpha} \) for fitting the trace of the product, and \( g(l) = 1 - e^{-\beta l} \) for the diamond distance.}
\end{figure}

Appendix B: Modified kernel

In machine learning, the kernel is a complex- or real-valued function \( \mathcal{K}(\rho_i, \rho_j) \) that produces a positive semi-definite matrix \( \mathcal{K}_{ij} = \mathcal{K}(\rho_i, \rho_j) \). Among various kernels considered in the domain of classical machine learning, the simplest one is \( \mathcal{K}(\mathbf{x}_i, \mathbf{x}_j) = (\mathbf{x}_i \cdot \mathbf{x}_j)^n \) for some \( n \in \mathbb{N} \) and classical data \( \mathbf{x} \in \mathbb{R}^d \). When the data is quantum, i.e. \( \rho \) is a density operator on \( \mathbb{C}^d \), a similar kernel is \( \mathcal{K}(\rho_i, \rho_j) = \text{Tr}(\rho_i^{\otimes n} \rho_j^{\otimes n}) = [\text{Tr}(\rho_i \rho_j)]^n \) given in \ref{eq:kernel} in the main text.

In our numerical simulations, we can see that the performance of the kernel-based classifier may depend on \( n \), the number of copies of the channel output states used to train the classifier. That is, in Fig. \ref{fig:kernel} one can notice that for
the intervals

\[ I_4 = \{ \pi_{-1} = [0.0, 0.25) \cup [0.5, 0.75), \pi_{+1} = [0.25, 0.5) \cap [0.75, 1.0]\} \]

mentioned in (31), the classifier trained on the single-copy states \( n = 1 \) fails to separate the classes. In Fig. 13 we show the results of classification for \( I_4 \) obtained with different numbers of state copies \( n \). Apparently, for achieving the best classification accuracy in this case one should use \( n = 3 \) copies of the channel output states for training. In this case, one modifies the kernel \( K(\rho_i, \rho_j) = \text{Tr}(\rho_i \rho_j) \) such that it is just raised to the power of \( n = 3 \).

![Classification Accuracy for Different Numbers of State Copies](image)

FIG. 13. The accuracy of the kernel-based classifier obtained on the test set for the intervals \( I_4 \) defined in (31). From left to right given are the accuracy for the classifiers based on the kernel (32) for different \( n \in \{1, 2, 3, 4\} \). The input state is \( \rho^{\text{in}} = \ket{\text{+}}\bra{\text{+}} \), and the sizes of the training and test sets are \( N_{\text{train}} = 100 \) and \( N_{\text{test}} = 1000 \). The vertical axis shows the normalized prediction value defined in (27). The color intensity features the density of data points.

As mentioned in the main text, we also discovered that this modification of the kernel makes the classifier more powerful in terms of the allowed input states. That is, instead of \( \rho^{\text{in}} = \ket{\text{+}}\bra{\text{+}} \), the input state can be random and mixed, as for the variational quantum classifier we tested in our study. In Fig. 14 we show classification accuracy for the intervals

\[ I_1 = \{ \pi_{-1} = [0.0, 0.5), \pi_{+1} = [0.5, 1.0] \} \]

and random mixed input states \( (\rho^{\text{in}})^{\otimes n} \) with \( n \in \{1, 2, 3, 4\} \). As can be seen, with \( n = 1 \) the classifier fails to predict the labels when the input states are random, compared to the case when they are fixed (recall that the intervals \( I_1 \) are discussed in (28) and tested for the classifier with fixed input \( \rho^{\text{in}} = \ket{\text{+}}\bra{\text{+}} \), see Fig. 10).
FIG. 14. The accuracy of the kernel-based classifier obtained on the test set for the intervals $I_1$ defined in (28). From left to right given are the accuracy for the classifiers based on the kernel (32) for different $n \in \{1, 2, 3, 4\}$. The input states $\rho^m$ are random and mixed, and the sizes of the training and test sets are $N_{\text{train}} = 100$ and $N_{\text{test}} = 1000$. The vertical axis shows the normalized prediction value defined in (27). The color intensity features the density of data points.
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