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We discuss a problem of parameter estimation for quantum two-level system, qubit system, in presence of unknown phase parameter. We analyze trade-off relations for mean-square errors when estimating relevant parameters with separable measurements based on known precision bounds; the symmetric logarithmic derivative Cramer-Rao bound and Hayashi-Gill-Massar (HGM) bound. We investigate the optimal measurement which attains the HGM bound and discuss its properties. We show that the HGM bound for relevant parameters can be attained asymptotically by using some fraction of given \( n \) quantum states to estimate the phase parameter. We also discuss the Holevo bound which can be attained asymptotically by a collective measurement.

I. INTRODUCTION

Quantum statistical inference is of fundamental importance not just from foundation of quantum information theory but also in view of practical applications. For example, at a certain stage of any quantum information processing protocol, one has to know the state precisely to proceed the protocol. Typically, the quantum states to be estimated are not completely unknown, but we have partial information about them. This is contrast to quantum tomography where one has to identify a quantum state by informationally complete measurements.

Quantum parameter estimation problem is a subclass of quantum statistical inference problems where a given quantum state is parameterized with a finite number of continuous parameters. One wishes to infer the value of these parameters by performing a measurement and making an estimate from measurement outcomes. Parameter estimation problem in classical statistics is a well-established subject and there are large numbers of literature available ranging from rigorous mathematical formulation to very practical applications. Quantum parameter estimation was initiated by Helstrom in 60s and developed by Holevo, Yuen-Lax, and others [1–3]. The new insight into this problem was triggered by Nagaoka in the late 80s where he developed new language based on information geometry in classical statistics [4] and opened asymptotical analysis of estimation. Some of his contributions are reprinted in Ref. [5]. The field of quantum estimation theory has recently gained great attentions also from physics community. One important motivation is the study of quantum metrology; that is, high precision measurement which go beyond existing classical precision limit [6].

The aim of this paper is to discuss some of unexplored aspect of quantum parameter estimation problem. We analyze an estimation problem in presence of unknown parameter, called a nuisance parameter in statistics, and discuss effects of this nuisance parameter. This problem is well-known in classical statistics [7, 8], yet few results are known in quantum case. For this purpose, we take the simplest quantum system, a qubit system, and we apply known precision bound to our estimation problem. We see that effects of nuisance parameters are important in general. For a very special case, asymptotically achievable bound can be obtained as shown in this paper.

A quantum parametric model studied in this paper is

\[
\rho_\theta = \frac{1}{2} \begin{pmatrix} 1 + \theta_2 & \theta_1 e^{-i\theta_3} \\ \theta_1 e^{i\theta_3} & 1 - \theta_2 \end{pmatrix},
\]

where the parameters \( \theta_1, \theta_2 \) are of interest and the phase parameter in the off-diagonal component is not. This model is physically motivated from wave-particle duality, where one discusses the trade-off between the fringe visibility \( \equiv |\text{tr} (\rho_\theta \sigma_+)| = |\theta_1| \) and the which-way information \( \equiv |\text{tr} (\rho_\theta \sigma_3)| = |\theta_2| \), whereas the value of phase \( \theta_3 \) itself is irrelevant. We should not forget to mention several works related to this model. Similar parameter models for mixed qubit states was discussed by several authors. Among them, Gill and Massar derived a very general trade-off relation known as the Gill-Massar inequality and derived an achievable bound for qubit case [9]. Bagan et al. studied two and three parameter model with different parametrization and different figures of merit [10]. Hayashi and Matsumoto performed a general analysis on asymptotic performance in qubit system and analyzed two and three parameter models.

Our model is different from the previous results in three aspects. Firstly, parametrization is different and we do not use neither cartesian nor spherical coordinates in the Bloch vector representation as were analyzed in literature. Secondly, we shall not assume the value of phase is known. When this value is completely known, the model is reduced to two-parameter model which lies on an equatorial plane of the Bloch sphere. In contrast, we are interested in analyzing errors in estimating two parameters without knowing the value of phase. Lastly, in many studies on quantum metrology, one is interested in estimating the value of phase and the amplitude damping or phase dephasing caused by external noise are not [12, 13]. In recent publications [14, 15], authors point out that we cannot estimate the value of phase in presence of noise in particular noise model. They derive a trade-off relation between error in these parameters together with

\[
\theta_1 = 1 + \theta_2 \theta_1 e^{-i\theta_3} \quad \text{and} \quad \theta_2 = \frac{1}{2} \left( \theta_1 e^{i\theta_3} \right).
\]
experimental demonstration. Instead, this paper aims to shed light on parameter estimation problem in presence of unknown parameter based on quantum parameter estimation perspective.

This paper is organized as follows. Section II provides a brief summary of basic theorems in quantum estimation theory. Section III discusses our parametric model and quantum estimation in presence of unknown phase parameter. Section IV shows the ultimate bound based on the Holevo bound. We also discuss the general structure of quantum estimation with nuisance parameters. We close the paper with conclusion and outlook in Section V.

II. PRELIMINARIES

In this section we summarize definitions for basic terminologies and quantities to analyze quantum parametric models. Previously known results are listed without proofs. For more details, readers are referred to books [2, 4, 5, 17] and the concise summary by Hayashi and Matsumoto [11].

A. Estimation problems and Fisher information in classical and quantum cases

Let $\mathcal{H}$ be a finite dimensional complex Hilbert space and $\mathcal{L}(\mathcal{H})$ denote the set of all linear operator from $\mathcal{H}$ to itself. A quantum state $\rho$ is an element of $\mathcal{L}(\mathcal{H})$, which is non-negative and has a unit trace. The totality of quantum states on $\mathcal{H}$ is written as $\mathcal{S}(\mathcal{H}) := \{\rho \in \mathcal{L}(\mathcal{H}) | \rho \geq 0, \text{tr} (\rho) = 1\}$. A measurement on a given quantum state $\rho$ is described by a positive operator-valued measure (POVM) or probability operator measurement, which is a set of non-negative operators summed up to the identity operator on $\mathcal{H}$. In this paper, we shall only consider discrete POVMs whose elements are countable. We denote the label set by $\mathcal{X}$. The POVM is expressed as $\Pi = \{\Pi_x \in \mathcal{L}(\mathcal{H}) | \Pi_x \geq 0, \sum_{x \in \mathcal{X}} \Pi_x = \mathcal{I}\}_{x \in \mathcal{X}}$. One of the axioms of quantum mechanics (Born’s interpretation) provides a simple rule: the probability distribution for detecting the measurement outcome $x$ when a POVM $\Pi$ is performed for a given quantum state $\rho$ is $p_{\rho}(x) = \text{tr} (\rho \Pi_x)$. This is a conditional probability distribution and the condition $\rho$ is omitted when is clear from the context.

A quantum parametric model is given as a family of quantum states on $\mathcal{H}$, which is parametrized by a $k$-dimensional parameter $\theta \in \mathbb{R}^k$ and is denoted by

$$M_Q = \{\rho_{\theta} | \theta \in \Theta\}.$$  

Here the parameter set $\Theta$ is assumed to be an open subset of $\mathbb{R}^k$ and we also assume that $\rho_{\theta}$ varies smoothly enough so that no singular behaviors for information quantities defined later. Given a quantum model $M_Q$, the aim of quantum statistician is two-fold: First she performs a good measurement (POVM) and then makes a good estimate based on her measurement outcomes. The quality of her estimation is measured according to a given figure of merit such as the mean square error, minimax error, Bayesian criterion, etc. In the following discussion, we choose the figure of merit as the mean square error (MSE) defined by

$$v_{\theta,ij}[\hat{\Pi}] := \sum_{x \in \mathcal{X}} (\hat{\theta}_i(x) - \theta_i)(\hat{\theta}_j(x) - \theta_j)\text{tr} (\rho_{\theta} \Pi_x),$$

where the indices are $i, j = 1, 2, \ldots, k$ and the $k \times k$ real matrix $V_{\theta}[\hat{\Pi}] := [v_{\theta,ij}]_{i,j \in \{1, 2, \ldots, k\}}$ is called a MSE matrix. It is straightforward to see the MSE matrix is symmetric and non-negative matrix. The second process above is the same as (classical) statistics and is described by a function $\theta: \mathcal{X} \to \mathbb{R}^k$. In general, the range satisfies $\hat{\theta}(\Theta) \supset \Theta$. We take $\hat{\theta}(\Theta) = \Theta$ without loss of generality. The set $\{\Pi, \hat{\theta}\}$ is to be called a quantum estimator or simply an estimator and is denoted as $\hat{\Pi}(\Pi, \hat{\theta})$. Throughout our discussion, we restrict ourselves to find the best estimator satisfying the locally unbiased condition, that is for a given true value $\theta \in \Theta$, the estimator $\hat{\Pi}$ needs to satisfy the following condition for all $i, j = 1, 2, \ldots, k$,

$$\sum_{x \in \mathcal{X}} \hat{\theta}_i(x)\text{tr} (\rho_{\theta} \Pi_x) = \theta_i, \quad \sum_{x \in \mathcal{X}} \hat{\theta}_i(x)\text{tr} (\partial_j \rho_{\theta} \Pi_x) = \delta_{ij},$$

where $\partial_i = \partial / \partial \theta_i$ is the partial derivative about $\theta_i$ and $\delta_{ij}$ is the Kronecker delta. We remind that this locally unbiased condition is much weaker than unbiased condition where one demands $\sum_{x \in \mathcal{X}} \hat{\theta}_i(x)\text{tr} (\rho_{\theta} \Pi_x) = \theta_i$ holds for all values of $\theta \in \Theta$.

A problem of finding an optimal (locally unbiased) quantum estimator $\hat{\Pi}$ is to minimize the MSE matrix $V_{\theta}[\hat{\Pi}]$ for a given model. In contrast to a (classical) parameter estimation problem, a quantum problem, however, does not exhibit the general solution as a matrix inequality except for special cases. One tractable formulation of the problem is to minimize a weighted trace of the MSE matrix, which is a scalar quantity: $\text{Tr} \{W V_{\theta}[\hat{\Pi}]^{-1}\}$. Here a $k \times k$ positive matrix $W$ is called a weight matrix and can be chosen arbitrary. To distinguish traces for density matrices and MSE matrices, we use lower case letter for quantum state and upper case letter for the latter. Thus, our problem for a quantum parameter estimation problem is formulated as

$$C_{\theta}[W] = \min_{\hat{\Pi}: \text{l.u. at } \theta} \text{Tr} \{W V_{\theta}[\hat{\Pi}]^{-1}\},$$

where l.u. at $\theta$ indicates the optimization is carried under the locally unbiased condition (3) and the optimal quantum estimator is denoted as $\hat{\Pi}_{opt}[W]$.

As in (classical) estimation problems, we are given an $n$ copy of quantum states and is mathematically represented by a tensor product as $\rho_{\theta}^{\otimes n} = \otimes_{i=1}^n \rho_{\theta}$. This is analogous situation to identically and independently distributed (i.i.d.) scenario in probability theory and the state $\rho_{\theta}^{\otimes n}$ is referred to as an i.i.d. quantum state.
Upon estimating a parameter $\theta$ for a given i.i.d. states, a significant difference arises for the quantum case. A quantum statistician can choose different strategies: One is to perform a POVM written as a tensor product $\Pi^{(n)} = \{\Pi_x^{(1)} \otimes \Pi_x^{(2)} \otimes \ldots \Pi_x^{(n)}\}_{x \in X}$, and the other is a general POVM on the joint Hilbert space $\mathcal{H}^\otimes n$ which cannot be expressed as a tensor product. The former is called a separable measurement, and the latter is collective measurement in literature. It is known that collective measurements are more powerful than separable ones in general. In the following, we consider a separable measurement mainly and collective measurement scheme will be discussed in Section IV.

One way to see why a quantum estimation problem is non-trivial is as follows. For (classical) estimation problems to estimate the probability distribution $p_\theta$, the fundamental precision bound for the MSE is given by the Cramér-Rao (CR) inequality which states that for any linear operators and then define quantum Fisher information based on the inner product. It happens that there is no unique way to define an inner product for quantum cases, meaning that we have many different quantum versions of Fisher information. In the following, we use two kinds of quantum Fisher information based on symmetric logarithmic derivative (SLD) and right logarithmic derivative (RLD) operators. For a given quantum state $\rho_\theta$ and any (bounded) linear operators $X, Y$ on $\mathcal{H}$, we define symmetric and right inner product by

\[
\langle X,Y \rangle^\pm _{\rho_\theta} := \text{tr} \left( \rho_\theta (Y X^\dagger + X Y^\dagger) \right),
\]

respectively. SLD operators $L_i$ and RLD operators $\tilde{L}_i$ are formally defined by the solutions to the operator equations:

\[
\partial_i \rho_\theta = \frac{1}{2} (\rho_\theta L_{\theta,i} + L_{\theta,i} \rho_\theta),
\]

\[
\partial_i \rho_\theta = \rho_\theta \tilde{L}_{\theta,i}.
\]

It is not difficult to see that the SLD operators are hermite, whereas RLD operators are not in general. The SLD Fisher information matrix is defined by

\[
G_\theta := [g_{\theta,i}^j]_{i,j \in \{1,...,k\}}
\]

and the RLD Fisher information is

\[
\tilde{G}_\theta := [\tilde{g}_{\theta,i}^j]_{i,j \in \{1,...,k\}},
\]

\[
\tilde{g}_{\theta,i}^j := \langle \tilde{L}_{\theta,i}, \tilde{L}_{\theta,j} \rangle^+_{\rho_\theta} = \text{tr} \left( \rho_\theta \tilde{L}_{\theta,j}^\dagger \tilde{L}_{\theta,i} \right).
\]

The quantum versions of CR inequality state that for any locally unbiased estimators its MSE matrix satisfies

\[
V_\theta[\hat{\Pi}] \geq G_\theta^{-1},
\]

\[
V_\theta[\hat{\Pi}] \geq \tilde{G}_\theta^{-1}.
\]

These are referred to as the SLD CR inequality and RLD CR inequality, respectively. For notational convenience, the $(i,j)$ component of the inverse of the SLD Fisher information is denoted as $g_{\theta}^{-1} = [g_{\theta}^{-1}]_{i,j \in \{1,...,k\}}$. Unlike the classical CR bound, there is no estimator $\hat{\Pi}$ in general attaining the equalities in the above inequalities. To combine the above considerations, one can show that for any POVMs the following relation holds:

\[
V_\theta[\hat{\Pi}] \geq (J_\theta[\Pi])^{-1} \geq G_\theta^{-1},
\]

and similarly for the RLD Fisher information. This inequality again emphasizes importance of Fisher information since the true bound lies in-between $J_\theta[\Pi]$ and $G_\theta$.

Before closing this subsection, we have several remarks regarding quantum Fisher information. First, quantum Fisher information should be used as a collective noun.
rather than a proper noun since there are many quantum versions of Fisher information in general.

Second, among existing many quantum Fisher information, SLD and RLD Fisher information stand as special ones [17]. The SLD Fisher metric is known as the minimum operator-monotone metric whereas the RLD Fisher metric is the maximum one. This is a well-known result, but this does not imply the matrix inequality \( G_\theta \geq G_\phi \) in general. That is, there is no ordering between \( G_\theta \) and \( G_\phi \) in general. The valid relation holds for real part of the SLD Fisher information and SLD Fisher information:

\[
\text{Re } \hat{G}_\theta \geq G_\theta, \tag{14}
\]

for any quantum parametric models.

Third, the RLD Fisher information always dominates the SLD Fisher information when the number of parameters is equal to one. In this case, the SLD Fisher information is attainable by the projection measurement with respect to the spectral decomposition of the SLD operator, and RLD Fisher information does not provide important information as long as state estimation is concerned.

Fourth, as in classical statistics, we assume some regularity condition for quantum parametric models to define quantum versions of Fisher information. Besides mathematical technical assumptions, the rank of a state is important. When the state is not full-rank, it is known that SLD operators and SLD Fisher information cannot be defined uniquely. However, modification of the inner products by taking an equivalent class provides a well-defined and unique SLD Fisher information [18].

Last, quantum Fisher information is proper information quantity and satisfy important properties. To list a few: i) They are semi-definite positive matrix. ii) They do not increase when a quantum operation (completely positive map) is applied to the state. iii) They are convex with respect to quantum states. iv) They are additive for product states.

**B. SLD CR, RLD CR, and Holevo bounds**

Within our formulation of the problem, there are several bounds for the weighted trace of the MSE matrix (4). The first one is the SLD CR bound defined by

\[
C^{\text{SLD}}_\theta [W] := \text{Tr} \{ W G^{-1}_\theta \}, \tag{15}
\]

and this leads to the bound for any locally unbiased estimators as

\[
\text{Tr} \{ W \hat{V}_\theta [\hat{\Pi}] \} \geq C^{\text{SLD}}_\theta. \tag{16}
\]

The second one utilizes the RLD Fisher information and the matrix inequality,

\[
\text{Tr} \{ W X \} \geq \text{Tr} \{ W \text{Re} X \} + \text{TrAbs} \{ W \text{Im} X \},
\]

for any real symmetric matrix \( W \) and Hermite matrix \( X \). Here, \( \text{TrAbs} X \) denotes the trace of absolute values of eigenvalues of the matrix \( X \), i.e., \( \text{TrAbs} X = \sum_i |\lambda_i| \) with \( X = \sum_i \lambda_i |i\rangle \langle i| \) an eigenvalue decomposition of \( X \). Since the RLD Fisher information is complex-valued in general, the above inequality gives the RLD CR bound:

\[
C^{\text{RLD}}_\theta [W] := \text{Tr} \{ W \text{Re } \hat{G}^{-1}_\theta \} + \text{TrAbs} \{ W \text{Im } \hat{G}^{-1}_\theta \}. \tag{17}
\]

The bound for quantum model which unifies the above bounds is due to Holevo and it is referred to as the Holevo bound [2]. Denote a \( k \) array of Hermite operators on \( \mathcal{H} \) by

\[
\vec{X} := (X^1, X^2, \ldots, X^k), \quad (X^\ell) = X^{\ell} \quad (\ell = 1, 2, \ldots, k),
\]

and define the set of \( \vec{X} \) by

\[
\chi_\theta := \{ \vec{X} \mid \forall i \text{ tr } (\rho_\theta X^i) = 0, \forall i, j \text{ tr } (\partial X^i \rho_\theta X^j) = \delta_{ij} \}. \tag{18}
\]

The holevo function for quantum estimation is defined by

\[
h_\theta[\vec{X} | W] := \text{Tr} \left\{ W \text{Re } Z_\theta[\vec{X}] \right\} + \text{TrAbs} \left\{ W \text{Im } Z_\theta[\vec{X}] \right\}, \tag{19}
\]

where the \( k \times k \) matrix \( Z_\theta[\vec{X}] \) is

\[
Z_\theta[\vec{X}] := [\langle X^i, X^j \rangle_{\rho_\theta}]_{i, j \in \{1, \ldots, k\}}. \tag{20}
\]

The Holevo bound is defined through the following optimization:

\[
C^{\text{H}}_\theta [W] := \min_{\vec{X} \in \chi_\theta} h_\theta[\vec{X} | W]. \tag{21}
\]

Importantly, any locally unbiased estimators is bounded by the Holevo bound as

\[
\text{Tr} \left\{ W V_\theta [\hat{\Pi}] \right\} \geq C^{\text{H}}_\theta [W], \tag{22}
\]

The Holevo bound can be attained asymptotically by an asymptotically unbiased estimator with a collective POVM in the following sense. Consider \( n \) i.i.d. quantum state \( \rho^n_\theta = \rho^{\otimes n}_\theta \) for a given model and let \( \hat{\Pi}^n \) be a sequence of estimators for the model \( \mathcal{M}^{\otimes n}_\Theta = \{ \rho^{\otimes n}_\theta \mid \theta \in \Theta \} \). An estimator is called asymptotically unbiased if the locally unbiased condition (3) hold for all values of \( \theta \) in the \( n \rightarrow \infty \) limit. Let us denote the MSE for the \( n \)th extension model as \( V^n_\theta \), then, the Holevo bound has the operational meaning:

\[
C^{\text{H}}_\theta [W] = \inf \left\{ \limsup_{n \rightarrow \infty} n \text{Tr} \left\{ W V^n_\theta [\hat{\Pi}^n] \right\} \right\}
\]

| \( \hat{\Pi}^n \) is asymptotically unbiased \}. \tag{23}

That is the optimal MSE behaves as \( \text{Tr} \left\{ W V^n_\theta [\hat{\Pi}^n] \right\} \simeq C^{\text{H}}_\theta [W] / n \) for very large \( n \) by performing the optimal sequence of collective POVMs. In this sense, the Holevo bound is considered as the ultimate bound in quantum parameter estimation problem.

Several remarks are listed regarding relations among the SLD CR, RLD CR, and Holevo bounds. First, there
are no ordering in general between the SLD CR bound and the RLD CR bound, despite the fact (14). When the inverse of RLD Fisher information matrix has no imaginary entries, then (14) gives $C_\theta^S[W] \leq C_\theta^R[W]$. This indicates importance of imaginary part of the RLD Fisher information. Second, the Holevo bound is always superior both to SLD CR and RLD CR bounds, i.e.,

$$C_\theta^H[W] \geq C_\theta^S[W] \text{ and } C_\theta^H[W] \geq C_\theta^R[W].$$

(24)

Third, when the number of parameters equal to one, the Holevo bound is identical to the SLD CR bound. This, and the RLD CR bound, despite the fact (14). When the ability of the HGM bound is known as the necessary and sufficient condition for POVMs, which states that the minimum is attained if and only if a POVM satisfies the condition [20]:

$$J_\theta[\Pi_{opt}] = \frac{\sqrt{G_\theta} \sqrt{F_\theta} \sqrt{G_\theta}}{\text{Tr} \{\sqrt{F_\theta}\}}. \quad (27)$$

One way to compute the fidelity between $A$ and $B$ is to calculate the eigenvalues of the hermite operator $\sqrt{AB} \sqrt{A}$, and to compute the sum of square root of all eigenvalues. To proceed further we introduce the following $k \times k$ real symmetric matrix and assume its diagonalized form as

$$F_\theta = \sqrt{G_\theta^{-1}} W \sqrt{G_\theta^{-1}} = U_\theta \Lambda_\theta U_\theta^{-1}, \quad (28)$$

where $U_\theta$ is real orthogonal matrix and $\Lambda_\theta$ is a diagonalized matrix whose elements are the eigenvalues of $F_\theta$ given as $\Lambda_\theta = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_k)$. With these notations, the HGM bound (26) is expressed as

$$C_\theta^{HGM}[W] = \sum_{i=1}^{k} \lambda_i + \sum_{i \neq j} \sqrt{\lambda_i \lambda_j}. \quad (29)$$

Using the fact that the sum of eigenvalues of hermite matrix is equal to its trace, the first term in the right hand side of Eq. (29) is written as $\sum_{i=1}^{k} \lambda_i = \text{Tr} \{W G_\theta^{-1}\}$. This term corresponds to the SLD CR bound and noting the eigenvalues of the matrix $F_\theta$ are positive in general, we see that the HGM bound is strictly larger than the SLD CR bound for any weight matrix $W$, i.e.,

$$C_\theta^{HGM}[W] > \text{Tr} \{W G_\theta^{-1}\}. \quad (30)$$

This shows that the SLD CR bound cannot be attained for a generic qubit problem. Two well-known exceptions are: one-parameter case ($k = 1$) and the case where all SLD operators commute with each other.

An optimal POVM was explicitly constructed by Nagaoka [21, 22], and its general form is given as follows [20]. Let $\hat{L}_{\theta,i}$ ($i = 1, 2, \ldots, k$) be a linear combination of SLD operators defined by

$$\hat{L}_{\theta,i} := \sum_{j=1}^{k} \left[ U_{ij}^{-1} \sqrt{G_{\theta}^{-1}} \right]_{ij} L_{\theta,j}, \quad (31)$$

where $U_\theta$ is the matrix diagonalizing $F_\theta$ in Eq. (28), and $G_\theta$ is the SLD Fisher information matrix. Let $\Pi^{(i)}$ ($i = 1, 2, \ldots, k$) be the projection measurement, or projection valued measure (PVM), about the observable $\hat{L}_{\theta,i}$, then the optimal POVM which attains the HGM bound is to perform the PVMs $\Pi^{(i)}$ with a corresponding probability:

$$p_i = \frac{\sqrt{\lambda_i}}{\sum_{j=1}^{k} \sqrt{\lambda_j}}. \quad (32)$$

Explicitly, writing $\Pi^{(i)} = \{\Pi_{\pm}\}$ for binary outcome PVMs, the optimal POVM consists of $2k$ elements and is given by

$$\Pi_{opt} = \{p_1 \Pi_{1\pm}, \ldots, p_k \Pi_{k\pm}\}. \quad (33)$$
The optimal estimator $\hat{\theta}_i(i = 1, \ldots, k)$ is to assign the following estimate upon the measurement outcomes:

$$\hat{\theta}_i(x) = \theta_i + \sum_{j=1}^{k} \left( J_{\theta}^{-1} \right)_{ij} \partial_j \log p_\theta(x), \quad (34)$$

with $x \in \mathcal{X} = \{1, \ldots, k\}$ and $p_\theta(x) = \text{tr} (\rho_\theta \Pi_x)$. We remark that there are other forms of optimal POVMs known in literature \cite{9, 19}

This optimal estimator $(\Pi, \hat{\theta})$ explicitly depends on the true value of the unknown parameter $\theta$. This might be considered as self-contradiction in the formalism. Indeed, some authors claim that finding unbiased estimator is rather purely of mathematical interest and is of no use. Here we mention that the formalism based on locally unbiased estimators needs an additional ingredient when applying to real problem. It was first proposed by Nagaoka that one should perform the above optimal estimation adaptively, namely, when one starts with unknown value of parameters and then successively update the values according to measurement results \cite{23}. The mathematical rigorous proofs for strong consistency and asymptotic efficiency of adaptive estimation are due to Fujiwara \cite{24}. We take these mathematical justifications for granted to look for locally unbiased estimators.

There is also an alternative way to achieve the bound obtained for the locally unbiased estimators by using two-step estimation strategy \cite{25, 26}. In this method, one take a few fraction of $n$ copies, say $\sqrt{n}$, to estimate the value of $\theta$ and then perform the optimal locally unbiased estimator for the remaining $n - \sqrt{n}$ copies. Finally, we remark that Yamagata shows that the adaptive estimation method works more efficiently than the standard quantum tomographic scheme in qubit system \cite{20}. An adaptive estimation scheme for one-parameter case was experimentally demonstrated in Ref. \cite{27}.

### III. ESTIMATION OF QUBIT STATES IN PRESENCE OF UNKNOWN PHASE

The quantum parametric model under consideration is given by the family of quantum states on the two-dimensional Hilbert space $\mathbb{C}^2$, i.e., qubit states:

$$\rho_\theta = \frac{1}{2} \left( 1 + \theta_2 \theta_1 e^{-i\theta_3} \right) = 1 - \theta_2 \right) \in \mathcal{S}(\mathbb{C}^2), \quad (35)$$

where $\theta = (\theta_1, \theta_2, \theta_3)$ satisfy $\theta_1^2 + \theta_2^2 < 1$ and $\theta_3 \in [0, 2\pi)$ and we exclude the point $\theta_1 = 0$ for the sake of mathematical convenience. This condition guarantees that the state is full-rank for all values of $\theta \in \Theta$. It is useful to go from matrix representation of a state to the three dimensional vector representation, so called the Bloch vector representation. This is given by a one-to-one mapping as $\mathcal{S}(\mathcal{H}) \ni \rho \mapsto s = \text{tr} (\sigma \rho) \in \mathbb{R}^3$, where $\sigma = (\sigma_1, \sigma_2, \sigma_3)^T$ denotes the set of usual Pauli spin operators. Requirement of unit trace and positivity imposes on the vector such that the length of this vector is less or equal to one. The space of all possible Bloch vectors is defined as surface and interior of unit sphere: $\mathcal{B} = \{ b \in \mathbb{R}^3 \mid |b| \leq 1 \}$. The inverse mapping from a given Bloch vector $s$ to matrix representation is $\mathcal{B} \ni s \mapsto \rho = (\sigma_0 + s \cdot \sigma)/2 \in \mathcal{S}(\mathcal{H})$, with $\sigma_0$ the identity $2 \times 2$ matrix and $s \cdot \sigma = \sum_{i=1,2,3} s_i \sigma_i$.

Thus, the Bloch vector representation of our quantum model is

$$s_\theta = (\theta_1 \cos \theta_3, \theta_1 \sin \theta_3, \theta_2)^T. \quad (36)$$

For later convenience, we define the standard inner product and the outer product for three dimensional vectors by

$$\langle a | b \rangle = \sum_{i=1,2,3} a_i b_i, \quad |a \rangle \langle b| = [a_i b_j]_{i,j \in \{1,2,3\}},$$

respectively. The outer product is $3 \times 3$ matrix whose action onto a vector $c \in \mathbb{R}^3$ is $|a \rangle \langle b|c| = \langle b|c|a \rangle$.

In our problem, the phase parameter $\theta_3$ is of no interest, which is called a nuisance parameter, and we wish to discuss how well we can estimate this parametric model in presence of the nuisance parameter $\theta_3$. In the following, we first solve the problem when $\theta_3$ is known (no nuisance parameter) and then to solve the case with unknown phase parameter. In our analysis, we introduce an important concept, mean square error region defined as follows \cite{28}. Given a quantum parametric model $\mathcal{M}_Q$ and the bound for the MSE matrix $\text{Tr} \{ WQ_0[\Pi] \} \geq C_0[W]$, we define the set of all possible MSE matrices allowed by locally unbiased estimators:

$$D_{1,u} = \{ V \in \mathcal{M}_h \mid |V = V_0[\Pi]; \Pi \text{ is locally unbiased at } \theta \}, \quad (37)$$

and the set of positive matrices allowed by the given bound:

$$D_C : = \{ V \in \mathcal{M}_h \mid \text{Tr} \{ WV \} \geq C_0[W], \forall W > 0 \}. \quad (38)$$

Here $\mathcal{M}_h$ denotes the set of all $2 \times 2$ symmetric matrices, i.e., $\mathcal{M}_h = \{ V \in \mathbb{R}^{2 \times 2} \mid V^T = V \}$. It is not difficult to show that two sets are equivalent, i.e., $D_{1,u} = D_C$, if the bound is achievable. We call $D_{1,u}$ a MSE region and we shall analyze $D_C$ in the following based on the Nagaoka and the HGM bound.

#### A. No nuisance parameter case

In this subsection, we assume that the phase parameter $\theta_3$ is known with infinite precision. The number of parameters to be estimated is two and the straightforward calculation shows the inverse of the SLD Fisher information is given by

$$G_0^{-1} = \begin{pmatrix} 1 - \theta_1^2 & -\theta_1 \theta_2 \\ -\theta_1 \theta_2 & 1 - \theta_2^2 \end{pmatrix}. \quad (39)$$
With this simple structure of SLD Fisher information, we have Tr $\left\{ G_{\theta}^{-1} \right\} - 1 = \det G_{\theta}^{-1} = 1 - s_{\theta}^2$ where $s_{\theta} = (\theta_1^2 + \theta_2^2)^{1/2}$ denotes the length of the Bloch vector. Eigenvalues of the $2 \times 2$ matrix defined for the Nagaoka bound (28) are given by

$$\lambda_{1,2} = \frac{1}{2} \left( t_{\theta} \pm \sqrt{\Delta_{\theta}} \right),$$

$$t_{\theta} = \text{Tr} \left\{ W G_{\theta}^{-1} \right\}, \quad \Delta_{\theta} = t_{\theta}^2 - 4 \det(W G_{\theta}^{-1}).$$

The Nagaoka bound $C_{\theta}^N[W]$ is thus written as

$$C_{\theta}^N[W] = \text{Tr} \left\{ W G_{\theta}^{-1} \right\} + 2 \sqrt{\det(W G_{\theta}^{-1})}. \quad (41)$$

An optimal POVM attaining this bound is given as follows. Consider rank-1 projectors:

$$P_{\theta,1(2)} = E_{\theta} \frac{W - \lambda_{2(1)} G_{\theta}}{\text{Tr} \left\{ W G_{\theta}^{-1} \right\} - \lambda_{2(1)} G_{\theta}} E_{\theta}^T,$$  \quad (42)

where $E_{\theta}$ is a $3 \times 2$ real matrix,

$$E_{\theta} := \begin{pmatrix} \cos \theta_3 & 0 \\ \sin \theta_3 & 0 \\ 0 & 1 \end{pmatrix}, \quad (43)$$

and write them as $P_{\theta,i} = |n_i\rangle \langle n_i|$ with $n_i$ unit vectors. We remark that $n_1$ and $n_2$ are not orthogonal in general. An optimal POVM is then written as

$$\Pi_{\text{opt}} = \{ p_1 \Pi_{1+}, p_1 \Pi_{1-}, p_2 \Pi_{2+}, p_2 \Pi_{2-} \}, \quad (44)$$

$$\Pi_{\pm} = \frac{1}{2} (\sigma_0 \pm n \cdot \sigma), \quad p_{1,2} = \frac{1}{2} (1 \pm \cos 2q_{\theta}),$$

where $q_{\theta} = \arctan(1 - \Delta_{\theta}/t_{\theta}^2)^{1/4}$. With this optimal POVM and the estimator (34), the value of MSE matrix is given by

$$V_{\theta}[\hat{\Pi}_{\text{opt}}] = J_{\theta}[\Pi_{\text{opt}}]^{-1} = G_{\theta}^{-1} + \sqrt{\det(W G_{\theta}^{-1})} W^{-1}.$$

As an example, let us consider the case for the identity weight matrix, which corresponds to estimating two parameters with equal footing. In this case, the optimal POVM takes a rather simple form:

$$\Pi_{1\pm} = \frac{1}{2} (\sigma_0 \pm s_{\theta} \cdot \sigma) \text{ with } p_1 = \frac{\sqrt{1 - s_{\theta}^2}}{1 + \sqrt{1 - s_{\theta}^2}},$$

$$\Pi_{2\pm} = \frac{1}{2} (\sigma_0 \pm s_{\theta} \cdot \sigma) \text{ with } p_2 = \frac{1}{1 + \sqrt{1 - s_{\theta}^2}},$$

and the estimator $\hat{\theta}(\pm) = \left( \hat{\theta}_1(\pm), \hat{\theta}_2(\pm) \right)$:

$$\left( \hat{\theta}_1(\pm), \hat{\theta}_2(\pm) \right) = \left[ 1 \pm \frac{1}{p_1} \frac{1}{s_{\theta}} \right] \left( \theta_1, \theta_2 \right) \text{ for } \Pi_1,$$

$$\left( \hat{\theta}_1(\pm), \hat{\theta}_2(\pm) \right) = \left( \theta_1, \theta_2 \right) \pm \frac{1}{p_2 s_{\theta}} (-\theta_2, \theta_1) \text{ for } \Pi_2.$$

Since the state under estimation is given by $\rho_{\theta} = (\sigma_0 + s_{\theta} \cdot \sigma)/2$, the first PVM $\Pi_1$ suggests to measure along the same direction as the unknown state. The second PVM, however, suggests us to measure along the perpendicular direction $s_{\theta}^2 = (\theta_2 \cos \theta_3, \theta_2 \sin \theta_3, -\theta_1)^T$. This seems rather counter intuitive since the probability distribution upon the measurement $\Pi_2$ on $\rho_{\theta}$ is $1/2$, i.e., completely random outcomes, and hence this does not provide us any useful information to estimate the value $\theta$. To understand this optimal estimator, we note that both PVMs and estimators do depend on the true values of parameters $\theta$ and we can only attain this optimal quantum estimator by adaptively in $n \rightarrow \infty$ limit. As emphasized before, this is one formulation of quantum parameter estimation within locally unbiased estimators.

To characterize the MSE region obtained from the Nagaoka bound for this problem, we note the following fundamental lemma:

**Lemma III.1** Let $c$ be a positive constant, the following two sets are equivalent.

$$D_1 = \{ V \in M_h \mid \text{Tr} \{ XV \} \geq 2c \sqrt{\det X}, \forall X > 0 \},$$

$$D_2 = \{ V \in M_h \mid \det V \geq c^2, \quad V > 0 \}.$$

**Proof:** This lemma can be shown as follows. From $\text{Tr} \{ XV \} \geq 2c \sqrt{\det X} > 0$ for all $X > 0$, we have $V > 0$. Change the positive matrix as $X \rightarrow V^{-1/2} X V^{-1/2} > 0$, we have $\text{Tr} \{ X \} \geq 2c \sqrt{\det X} \rightarrow \det V \geq 2c \sqrt{\det X} \text{Tr} \{ X \}$. Note for $2 \times 2$ matrix $X$ a functional $f(X) := \sqrt{\text{det} X} / \text{Tr} \{ X \}$ has the maximum and $\forall X > 0, 1/2 \geq f(X) > 0$ holds. With this we can show $D_1 \subset D_2$. This argument can be reversed to show the converse inclusion. □

With this lemma, we state our first result:

**Proposition III.2** The following sets are all equivalent.

$$D_N = \{ V \in M_h \mid \text{Tr} \{ WV \} \geq C_{\theta}^N[W], \forall W > 0 \},$$

$$D_{GM} = \{ V \in M_h \mid \text{Tr} \{ G_{\theta}^{-1} W V^{-1} \} \leq 1, \quad V > G_{\theta}^{-1} \},$$

$$D = \{ V \in M_h \mid \det(V - G_{\theta}^{-1}) \geq \det G_{\theta}^{-1}, \quad V > G_{\theta}^{-1} \}.$$

**Proof:** Equivalence between $D_N$ and $D$ follows from lemma III.1. The other relation $D = D_{GM}$ follows from a direct calculation which shows $\text{Tr} \{ A V^{-1} \} \leq 1 \iff \det(V - A) \geq \det A$ for all $A \in M_h$ and $V > 0$. □

From the expression of $D$, we see that in general there is trade-off relation between errors in $\theta_1$ and $\theta_2$. We note that a similar trade-off relation was obtained in Ref. [31] for any two observables in any finite dimensional quantum systems. However, their result heavily depends on the choice of parametrization for quantum states, and they only consider diagonal elements of the MSE matrix. We emphasize that all entries in the MSE matrix are important and the most general trade-off is

$$\det(V_{\theta}[\hat{\Pi}] - G_{\theta}^{-1}) \geq \det G_{\theta}^{-1}, \quad (45)$$

whereas SLD CR bound gives $\det(V_{\theta}[\hat{\Pi}] - G_{\theta}^{-1}) > 0$ and $\text{Tr} \{ V_{\theta}[\hat{\Pi}] - G_{\theta}^{-1} \} > 0$. \end{document}
B. Nuisance parameter case

In this section, we treat the phase parameter \( \theta_3 \) as unknown and discuss how well we can estimate the parameter \( \theta_1, \theta_2 \). Let us first briefly recall for classical parameter estimation theory with nuisance parameters [7, 8]. Consider a probability distribution \( p_\theta(x) \) on \( X \), \( \theta = (\theta_1, \theta_2, \ldots, \theta_k) \), where \( \theta_I = (\theta_1, \theta_2, \ldots, \theta_p) \) (parameters of interest) and \( \theta_N = (\theta_{p+1}, \theta_{p+2}, \ldots, \theta_k) \) (parameters of no interest, nuisance parameters). Let \( J_\theta \) be the Fisher information matrix and consider block matrix representations as

\[
J_\theta = \begin{pmatrix} J_{\theta_1} & J_{\theta_1 \theta_N} \\ J_{\theta_N \theta_1} & J_{\theta_N} \end{pmatrix}, \quad J_\theta^{-1} = \begin{pmatrix} J_{\theta_1} & J_{\theta_1 \theta_N} \\ J_{\theta_N \theta_1} & J_{\theta_N} \end{pmatrix},
\]

in terms of the parameter grouping \( \theta = (\theta_1, \theta_N) \). When \( \theta_N \) are completely known, MSE for any unbiased estimators obeys

\[
V_\theta \geq (J_{\theta_1})^{-1},
\]

where all known values for \( \theta_N \) are substituted to \( p \times p \) matrix \( J_{\theta_1} \). When \( \theta_N \) are not known, on the other hand, the MSE satisfies

\[
V_\theta \geq J_{\theta_1 \theta_1}.
\]

It is well-known that the following matrix inequality

\[
J_{\theta_1 \theta_1} = (J_{\theta_1} - J_{\theta_1 \theta_N} J_{\theta_N \theta_1} J_{\theta_N})^{-1} \geq (J_{\theta_1})^{-1},
\]

holds where the equality holds if and only if the off-diagonal block matrix vanishes \( J_{\theta_1 \theta_N} = 0 \). In this case we say that two sets of parameters \( \theta_1 \) and \( \theta_N \) are orthogonal with respect to Fisher information. These two CR inequalities show that when the MSE becomes in general worse in presence of nuisance parameters.

We now consider our problem for quantum case. We can show that the primary parameter \( \theta_1 = (\theta_1, \theta_2) \) are orthogonal to the nuisance parameter \( \theta_3 \) with respect to the SLD Fisher information, and the inverse of SLD Fisher information matrix for three parameter case reads

\[
G_{\theta}(3) = \left( \begin{array}{ccc}
G_{\theta}^{-1} & 0 & 0 \\
0 & 0 & g_{\theta}^{33} \\
0 & g_{\theta}^{33} & 0
\end{array} \right),
\]

where \( G_{\theta}^{-1} \) is same matrix given in (39) and \( g_{\theta}^{33} = 1/\theta_3^2 \). Clearly, \( g_{\theta}^{33} \) diverges when \( \theta_3 = 0 \) simply because we cannot have any information about \( \theta_3 \) at this point. Physically, this singularity is trivial since we cannot have any interference fringe at \( \theta_3 = 0 \). Thus, we justify the reason why we excluded the point \( \theta_3 = 0 \) in our model.

This structure of the SLD Fisher information matrix might suggest that the bound (41) shown in the previous section holds even in presence of the nuisance parameter \( \theta_3 \). It is, however, not clear how to attain this bound without knowing the value of \( \theta_3 \). This is due to the fact that the optimal measurement (44) explicitly depends on the unknown phase \( \theta_3 \), in particular the projectors (42). To treat the effect of nuisance parameter in quantum case, we need to study the problem for estimating three parameters and to discuss trade-off between errors in \( \theta_1 \) and \( \theta_3 \).

The HGM bound for generic three-parameter case can be written down as shown before. For the general 3 \( \times \) 3 weight matrix, we have not gotten a simple expression for the HGM bound \( C_{\theta}^{HGM}[W] \). To proceed our analysis, we write 3 \( \times \) 3 MSE and consider a special class of weight matrix as follows.

\[
V_{\theta}(3) = \begin{pmatrix} V_{\theta} & v_{31} & v_{32} \\
v_{31} & v_{33} & v_{23} \\
v_{32} & v_{23} & v_{33}
\end{pmatrix}, \quad W(3) = \begin{pmatrix} W & 0 & 0 \\
0 & 0 & w_3 \\
0 & w_3 & w_3
\end{pmatrix},
\]

where \( V_{\theta} \) and \( W \) are 2 \( \times \) 2 matrices analyzed before. For this specific choice of the weight matrix, the HGM bound can be expressed in terms of \( C_{\theta}^{N}[W] \) (41) as

\[
\operatorname{Tr} \left\{ V_{\theta}(3) W(3) \right\} = \operatorname{Tr} \left\{ W V_{\theta}[\hat{\Pi}] \right\} + w_3 v_{33} \geq C_{\theta}^{HGM}[W(3)],
\]

\[
C_{\theta}^{HGM}[W(3)] = \left( \sqrt{C_{\theta}^{N}[W]} + \sqrt{w_3 g_{\theta}^{33}} \right)^2.
\]

Let us denote the set of all symmetric 3 \( \times \) 3 matrices by \( M_{\theta}(3) \) and define the sets of positive matrices by

\[
D_{\text{HGM}} = \{ V \in M_{\theta}(3) | \operatorname{Tr} \{ WV \} \geq C_{\theta}^{HGM}[W], \quad \forall W > 0 \},
\]

\[
\hat{D}_{\text{HGM}} = \{ V \in M_{\theta}(3) | \operatorname{Tr} \{ W(3)V \} \geq C_{\theta}^{HGM}[W(3)], \forall W(3) > 0 \},
\]

\[
D(3) = \{ V \in M_{\theta}(3) | \text{det}(V_2 - \gamma_\theta G_{\theta}^{-1}) \geq \text{det}(\gamma_\theta G_{\theta}^{-1}), \quad V_2 > \gamma_\theta G_{\theta}^{-1}, \quad v_{33} > g_{\theta}^{33} \},
\]

where \( \gamma_\theta \) is an important quantity defined by

\[
\gamma_\theta[\hat{\Pi}] = \frac{v_{33}[\hat{\Pi}]}{v_{33}[\hat{\Pi}] - g_{\theta}^{33}},
\]

and \( V_2 = [v_{ij}]_{i,j \in \{1,2\}} \) in \( D(3) \) is a 2 \( \times \) 2 block matrix. The inclusion \( \hat{D}_{\text{HGM}} \subset D_{\text{HGM}} \) is trivial from the definition. With the same line of logic as before, we obtain the following result:

**Proposition III.3** \( D(3) = \hat{D}_{\text{HGM}} \subset D_{\text{HGM}} \) holds.

Consequences of the above result are emphasized here: First, even though the value of \( \theta_3 \) is unknown, the structure of the MSE region \( D(3) \) is the same as the previous region \( D \) for the two-parameter case. The change solely enters as the scaling factor \( \gamma_\theta \) which depends on MSE of \( \theta_3 \), i.e., \( v_{33}[\hat{\Pi}] \), and this factor is strictly larger than 1. This implies the relation

\[
D \subset D(3) := \{ V \in M_{\theta} | \text{det}(V - \gamma_\theta G_{\theta}^{-1}) \geq \text{det}(\gamma_\theta G_{\theta}^{-1}), \quad V > \gamma_\theta G_{\theta}^{-1} \},
\]

for each given value of the error \( v_{33}[\hat{\Pi}] \). Second, the trade-off between errors in \( \theta_1 = (\theta_1, \theta_2) \) and \( \theta_3 \) is understood.

The smaller error in \( \theta_3 \) gives the larger \( \gamma_\theta \) resulting in
large error in $\theta_1$. We then wish to make $v_{33}$ so large that $\gamma_0 \approx 1$. But, this means that we cannot perform the optimal POVM (44) precisely. This kind of trade-off is typical in quantum theory and we think the general formalism to deal with effects of nuisance parameters in quantum estimation theory deserves further studies. If the SLD CR bound is used in stead of the HGM bound, we have the following MSE region obtained form the SLD CR bound:

$$D_{\text{SLD}}(3) = \{ V \in M_h^{(3)} | V_2 \geq G^{-1}_1, \, v_{33} \geq g_3^{33} \}. \quad (51)$$

This is different from the MSE matrix allowed by quantum mechanics. In particular, $D(3) \not\subseteq D_{\text{SLD}}(3)$ holds. This shows that one should analyze achievable bound when considering the effect of nuisance parameters in general.

### C. Achievability of the bound for no nuisance parameter

In this subsection, we discuss achievability of the bound (41) which was derived for the case of no nuisance parameter. In particular, we show that the above bound with the nuisance parameter provides the same bound in the asymptotic limit.

This is a direct consequence of simple structure of MSE region $D(3)$. It is well-known that the additivity of SLD Fisher information gives $G_{\theta}(3) \rightarrow nG_{\theta}(3)$ for the nth i.e. extended model $\mathcal{M}_n = \{ \rho^{\otimes n}, \theta \in \Theta \}$. Let us consider an estimation strategy in which we use a fraction of $n$ states, say $\sqrt{n}$, to estimate $\theta_3$ and use the rest $n-\sqrt{n}$ states to estimate the relevant parameters $\theta_1, \theta_2$. Since the MSE scales as $V_{\theta_1,\theta_2} \propto (n-\sqrt{n})^{-1}$ and $v_{33} \propto n^{-1/2}$, we see that the factor $\gamma_0$ scales as $\gamma_0 \approx 1$ for sufficiently large $n$. Therefore, the MSE region for $V_{\theta_1,\theta_2}$ converges to that of no nuisance parameter in $n \rightarrow \infty$ limit.

To translate the above picture into more formal language, let us consider the nth i.e. extended model and consider an estimator with separable POVMs. Denoting the MSE matrix for this extended model as $V_{\theta}[\Pi_{\text{sep}}^{(n)}]$, the relation (13) and the general bound (7) provide,

$$V_{\theta}[\Pi_{\text{sep}}^{(n)}] \geq \frac{1}{n} (J_{\theta}[\Pi])^{-1} \geq \frac{1}{n} C_{\theta}^{\text{M}} [W]. \quad (52)$$

Let us write the rescaled MSE matrix as $V_{\theta}[\Pi_{\text{sep}}^{(n)}] \simeq \frac{1}{n} V_{\theta}[\Pi_{\text{sep}}^{(n)}]/n$, the above inequality and the HGM bound for three parameters, i.e., with the nuisance parameter, give us, $\det(n^{-1/2} V_{\theta_1}[\Pi_{\text{sep}}^{(n)}] - \gamma^{-1}_0 G^{-1}_1) \geq \det(\gamma^{-1}_0 G^{-1}_1)$, where $V_{\theta_1}$ is the rescaled $2 \times 2$ MSE matrix for $\theta_1 = (\theta_1, \theta_2)$ and $\gamma_0 = \frac{1}{\sqrt{n}} [\Pi]/(\sqrt{n} [\Pi] - g_{33}^{33})$ is the rescaled factor. If we apply the considered estimation strategy, we have

$$\det\left( n^{-1} V_{\theta_1}[\Pi_{\text{sep}}^{(n)}] - \gamma^{-1}_0 G^{-1}_1 \right) \geq \det(\gamma^{-1}_0 G^{-1}_1),$$

$$\gamma_0 = \frac{v_{33}[\Pi]}{v_{33}[\Pi] - n^{-1/2} g_{33}^{33}}. \quad (53)$$

We thus see that the MSE matrix $\overline{V}_{\theta_1}[\Pi_{\text{sep}}^{(n)}]$ for the relevant parameters satisfies

$$\det(\overline{V}_{\theta_1} - G^{-1}_1) \geq \det(G^{-1}_1), \quad (54)$$

in the $n \rightarrow \infty$ limit.

We next discuss more efficient way to achieve the previous bound based on the optimal POVM for the Nagaoka bound (44). Given sufficiently large $n$ copies of quantum states $\rho_\theta$, we split $n$ into $\sqrt{n}$ and the rest $n-\sqrt{n}$. Let us use the first group to estimate the nuisance parameter $\theta_3$ and let the MSE be $v_{33} = c_{33n}^{-1/2}$. With this precision, we use the remaining $n-\sqrt{n}$ states to estimate $\theta_1 = (\theta_1, \theta_2)$ with the optimal estimator described by (44). The limit $n \rightarrow \infty$ then leads to the bound (41).

To see this argument quantitatively, let us assume that the true value for $\theta_3$ is $\theta_3^*$. We first make an estimate as $\theta_3^* + \delta \theta_3$ with $\delta \theta_3$ a standard deviation ($\approx \sqrt{\text{MSE}}$). With this estimate let us perform the POVM of the form (44). We note that error in $\theta_3$ solely enters in the matrix (43) and the straightforward calculation shows the effect of this deviation gives rise to the change of parameters:

$$\theta_1, \theta_2 \rightarrow (\theta_1 \cos \delta \theta_3, \theta_2). \quad (55)$$

Therefore, the classical Fisher information matrix about this sub-optimal measurement outcomes with this error in $\theta_3$ is expressed as

$$\Delta_\theta J_{\theta}[\Pi_{\text{opt}}]^{-1} \Delta_\theta$$

Clearly, for small error $\delta \theta_3 \approx c_{33}/\sqrt{n}$ we can approximate $\cos \delta \theta_3 \approx 1 - c_{33}^2/2n$ and this decreases faster enough to conclude that the Nagaoka bound (41) can be achieved at each $\theta_1 = (\theta_1, \theta_2)$ asymptotically for a given weight matrix $W$.

### IV. ASYMPTOTIC BOUND: HOLEVO BOUND

In this section we shall discuss the Holevo bound for our parametric model. As stated in Section II, the Holevo bound can be achieved by a collective POVM $\Pi^{(n)}$ acting on $\rho^{\otimes n}$ in the asymptotic limit. We will see that the Holevo bounds are different whether the phase parameter is known or not.

We first list the inverse of SLD and RLD Fisher information matrix for the model. When the phase parameter is completely known the model is two-dimensional and we have

$$G_{\theta}^{-1} = \begin{pmatrix} 1 - \theta_1^2 & -\theta_1 \theta_2 \\ -\theta_1 \theta_2 & 1 - \theta_2^2 \end{pmatrix}, \quad \tilde{G}_{\theta}^{-1} = (1 - s_{\theta}^2) \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}. \quad (57)$$

Therefore, the RLD Fisher is real and we easily see that the SLD Fisher is more informative than RLD Fisher information, i.e., $G_{\theta}^{-1} \geq \tilde{G}_{\theta}^{-1}$. When the phase parameter
\( \theta_3 \) is not known precisely and needs to be estimated, the inverse matrices of two quantum Fisher information are
\[
G_{\theta}^{-1}(3) = \begin{pmatrix}
1 - \theta_1^2 & -\theta_1 \theta_2 & 0 \\
-\theta_1 \theta_2 & 1 - \theta_2^2 & 0 \\
0 & 0 & 1/\theta_1^2
\end{pmatrix},
\]
\[
\tilde{G}_{\theta}^{-1}(3) = \begin{pmatrix}
1 - \theta_1^2 & -\theta_1 \theta_2 & -i \theta_2/\theta_1 \\
-\theta_1 \theta_2 & 1 - \theta_2^2 & i \\
i \theta_2/\theta_1 & -i & 1/\theta_1^2
\end{pmatrix}.
\]

It is easy to see that \( \text{Re} \tilde{G}_\theta(3) = G_\theta(3) \) and the difference of two matrices is neither positive nor negative, that is there is no ordering between \( G_\theta(3) \) and \( \tilde{G}_\theta(3) \).

### A. No nuisance parameter case

The Holevo bound can be evaluated by an optimization over the tangent space at \( \theta \): \( T_\theta = \text{span}_\theta \{ L_{\theta,1}, L_{\theta,2}, \ldots, L_{\theta,k} \} \). A straightforward calculation shows that the Holevo bound coincides with the SLD CR bound. Alternate way to see this simple fact is as follows. Consider the cotangent vectors of SLD operators defined by
\[
L_\theta^i = \sum_{i=1}^2 (G_{\theta}^{-1})_{ij} L_{\theta,j} \quad (j = 1, 2).
\]

By inserting \( \vec{X} = (L_\theta^1, L_\theta^2) = : \vec{L}_\theta \) in the Holevo function \( h_\theta[\vec{X} | W] \), we see that the imaginary part of the matrix \( Z_\theta[\vec{X}] \) vanishes. In this case the Holevo function coincides with the SLD CR bound, i.e.,
\[
C_{\theta}^H[W] = h_\theta[L_\theta | W] = \text{Tr} \{ WG_{\theta}^{-1} \} = C_{\theta}^S[W].
\]

Using the simple fact \( \text{Tr} \{ W A \} \ge 0 \) for any \( k \times k \) real symmetric matrix, we arrive at rather remarkable result: For any locally unbiased estimator, its MSE matrix satisfies
\[
V_\theta[\tilde{h}] \ge G_{\theta}^{-1},
\]
where the equality can be attained with a sequence of collective POVMs which are asymptotically unbiased in the \( n \to \infty \) limit, i.e., \( \lim_{n \to \infty} n V_\theta[\tilde{h}^n] = G_{\theta}^{-1} \). Correspondingly, the MSE region allowed by the Holevo bound is
\[
D_H := \{ V \in M_3 : V \ge G_{\theta}^{-1} \}.
\]

This proves the SLD CR bound can be achievable in the asymptotic limit, even though two SLD operators do not commute.

### B. Nuisance parameter case

Any qubit model of estimating three parameters becomes \( D \)-invariant if all SLD operators are linearly independent. This is true for our case as well and the Holevo bound is identical to the RLD CR bound. Thus, we have
\[
C_{\theta}^H[W] = \text{Tr} \{ WG_{\theta}^{-1}(3) \} + \text{TrAbs}[W \text{Im} \tilde{G}_{\theta}^{-1}(3)].
\]

The second term can be simplified as follows. Let \( A = W \text{Im} G_{\theta}^{-1}(3) \) be the \( 3 \times 3 \) real matrix whose eigenvalues are to be calculated. This matrix \( A \) has good symmetry which gives
\[
\text{Tr} \{ A^\ell \} = 0 \quad \text{for odd } \ell,
\]
and \( \det A = 0 \). The Cayley-Hamilton theorem gives that the eigenvalues of \( A \) are \( 0, \pm \sqrt{\text{Tr} \{ A^2 \}/2} \). The second term of the Holevo bound is written as
\[
\text{TrAbs}[W \text{Im} \tilde{G}_{\theta}^{-1}(3)] = \sqrt{2\text{Tr} \{ (W \text{Im} \tilde{G}_{\theta}^{-1}(3))^2 \}}.
\]

If we set the weight matrix \( W \) as the form of the block diagonal one (48), the above term reads
\[
\text{TrAbs}[W(3) \text{Im} \tilde{G}_{\theta}^{-1}(3)] = 2\sqrt{w_3 g_{33}^3} \sqrt{\text{Tr} \{ W(G_{\theta}^{-1} - \tilde{G}_{\theta}^{-1}) \}}.
\]

Here \( W \) is the \( 2 \times 2 \) block matrix and \( G_{\theta}^{-1} \) and \( \tilde{G}_{\theta}^{-1} \) are the inverse of SLD and RLD Fisher information matrix for the known phase case, i.e., Eqs. (57). The final form of the Holevo bound is
\[
C_{\theta}^H[W(3)] = \text{Tr} \{ W G_{\theta}^{-1} \} + w_3 g_{33}^3 + 2\sqrt{w_3 g_{33}^3} \sqrt{\text{Tr} \{ W(G_{\theta}^{-1} - \tilde{G}_{\theta}^{-1}) \}}.
\]

By analyzing \( \text{Tr} \{ W(3) V_\theta \ge C_{\theta}^H[W(3)] \} \) for all \( W(3) > 0 \) as before, we obtain the MSE region allowed by the Holevo bound as
\[
D_H(3) = \{ V \in M_3 : V_2 \ge \gamma_0 G_{\theta}^{-1} - (\gamma_0 - 1) \tilde{G}_{\theta}^{-1}, V_2 > G_{\theta}^{-1}, v_{33} > g_{33}^3 \},
\]

where \( \gamma_0 \) is defined by Eq. (49). From this result, we see that the first term corresponds to the case of no nuisance parameter with the scaling factor \( \gamma_0 \). The second term, which is a negative matrix, represents non-trivial contribution from collective measurements. To see the structure of this Holevo bound, we rewrite the right hand side as \( V_2 \ge G_{\theta}^{-1} + (\gamma_0 - 1)(G_{\theta}^{-1} - \tilde{G}_{\theta}^{-1}) \ge G_{\theta}^{-1} \). Clearly, this shows that the Holevo bound for two-parameter case with no nuisance parameter cannot be attained exactly. However, by the same argument as before, one can find a sequence of POVMs such that \( \gamma_0 \to 1 \) in the asymptotic limit. The MSE matrix for relevant parameters \( \theta_1, \theta_2 \) behaves as \( V_{\theta_1} \simeq G_{\theta_1}^{-1}/n \).

### C. Comparison and discussion

From these above results, we can expect that the ultimate bound can be quite different in general for quantum
estimation problem whether there are nuisance parameters or not. This is because the error in the nuisance parameters enter as the bound of the MSE matrix for the relevant parameters.

The model studied in this paper is a very special one in the sense that quantum Fisher information and all bounds do not depend on the value of the phase parameter (nuisance parameter). When the precision bound depends on the nuisance parameter, one has to substitute a rough estimate or adopt the worst case in order to derive a reliable bound for MSE for the relevant parameters.

We also point out that our model meets the orthogonal condition with respect to the SLD Fisher information. This orthogonality condition plays an important role in classical estimation problem and it guarantees the equality in (46), that is, the bounds become same regardless whether there are nuisance parameters or not. In the quantum case, on the other hand, our result indicates that quantum version orthogonality condition itself does not conclude the same bound for the nuisance parameter case. In the first place, there are many quantum versions of Fisher information and we cannot say \( \theta \) and \( \theta_N \) are orthogonal in general. Indeed, it happens in our model that they are orthogonal with respect to the SLD Fisher information but not for the RLD Fisher information. Although our model is a very simple qubit system, it contains interesting and unique features of quantum Fisher information but not for the RLD Fisher information. More detailed asymptotic behavior of the optimal estimator with nuisance parameter should be studied as future work.

Let us briefly compare the bounds for separable POVMs and collective POVMs. In our model, the case of no nuisance parameter states that the Nagaoka bound (41), which is strictly greater than the SLD CR bound, can be improved significantly up to the SLD CR bound by collective measurements. When the value of phase \( \theta_3 \) is not known with infinite precision, the Holevo bound is strictly greater than the SLD CR bound. Collective POVMs improves the HGM bound, but we cannot reach the SLD CR bound for finite \( n \). The analysis of this problem indicates: i) Importance of imaginary parts of RLD Fisher information and ii) proper treatment of nuisance parameters in quantum estimation problem.

V. SUMMARY AND OUTLOOK

In this paper, we have discussed a simple quantum two-dimensional parametric model with unknown (nuisance) parameter. It is clear that if the nuisance parameter is not orthogonal to the parameters of interest, one cannot ignore the effects of nuisance parameter in general. The case for unknown phase parameter was analyzed, and we have shown that the bound can be achieved asymptotically. More detailed asymptotic behavior of the optimal estimator with nuisance parameter should be studied as future work.

The general structure for quantum parameter estimation theory with nuisance parameters needs to be explored. We do not know if orthogonal nuisance parameters can always be estimated similarly as was done in this paper. It is clear that non-orthogonal parameters cannot be estimated with the same error even in asymptotically. This conclusion directly follows from classical statistics particularly the general inequality (46). However, in the quantum case, orthogonality condition does not guarantee efficient estimation as discussed in the previous subsection. This is also because optimal measurements in general depend on the unknown parameters and more detailed analysis needs to be involved.

There are many important examples where the effects of nuisance parameters are important. An immediate application is quantum metrology in presence of unavoidable noises. The values of noises are not known with infinite precision by definition. Hence, one should take into account the fact that small errors in knowledge of noise parameters might spoil the efficient estimation which go beyond the classical precision scaling. These are largely unexplored territories and we shall make progress in due course.
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APPENDIX. FORMULAS

We list useful formulas for computing SLD and RLD operators and the corresponding Fisher information based on the Bloch vectors. For a given qubit model, we can also regarded it as a model described by three dimensional real vector:

\[
\mathcal{M}_B = \{ s_\theta \in B | \theta \in \Theta \subset \mathbb{R}^k \}.
\] (69)

Given a quantum statistical model (69), SLD and RLD operators are expressed as

\[
L_{\theta, i} = -\frac{\langle \partial_i s_\theta | s_\theta \rangle}{1 - s_\theta^2} \sigma_0 + (\partial_i s_\theta + \langle \partial_i s_\theta | s_\theta \rangle s_\theta) \cdot \sigma
\] (70)

\[
\tilde{L}_{\theta, i} = \frac{1}{1 - s_\theta^2} \left[ -\langle \partial_i s_\theta | s_\theta \rangle \sigma_0 + (\partial_i s_\theta - i s_\theta \times \partial_i s_\theta) \cdot \sigma \right].
\]

SLD and RLD Fisher information matrices read rather simple expressions as

\[
g_{\theta, ij} = \langle \partial_i s_\theta | \partial_j s_\theta \rangle + \frac{\langle \partial_i s_\theta | s_\theta \rangle \langle s_\theta | \partial_j s_\theta \rangle}{1 - s_\theta^2}
\] (71)

\[
= \frac{1}{1 - s_\theta^2} \left( \langle \partial_i s_\theta | \partial_j s_\theta \rangle - \langle \partial_i s_\theta \times \partial_j s_\theta \rangle \right),
\]

\[
g_{\tilde{\theta}, ij} = \frac{1}{1 - s_\theta^2} \left( \langle \partial_i s_\theta | \partial_j s_\theta \rangle + i \langle \partial_i s_\theta \times \partial_j s_\theta | s_\theta \rangle \right).
\] (72)
In the above expressions, \( s_\theta^2 \equiv \langle s_\theta | s_\theta \rangle \) denotes the square of the length of the Bloch vector \( s_\theta \).

The Holevo bound can also be expressed in terms of Bloch vectors as follows. Let \( T_{\theta,i}^{-1} = \{ x \in \mathbb{R}^3 | \langle x | \partial_i | s_\theta \rangle = 0 \} \) be the orthogonal space to the \( i \)th derivative of the Bloch vector. A linear operator which satisfies \( \text{tr}(\rho_0 X) \) and \( \partial_i \text{tr}(\rho_0 X) = 0 \) can be expressed as

\[
X = -\langle s_\theta | x \rangle \sigma_0 + x \cdot \sigma, \quad x \in T_{\theta,i}^{-1},
\]

and an element of the set appeared in the definition (18) takes the form of \( X = (X^1, X^2, \ldots, X^k) \) with

\[
X^i = -\langle s_\theta | x^i \rangle \sigma_0 + x^i \cdot \sigma, \quad x^i \in \bigcup_{j \neq i} T_{\theta,j}^{-1}, \quad \langle x^i | \partial_i | s_\theta \rangle = 1.
\]

Using this form of Bloch vector representation, the \( Z_\theta [X] \) matrix reads

\[
\text{Re} z_{\theta,i}^j [X] = \langle x^i | x^j \rangle - \langle x^i | s_\theta \rangle \langle s_\theta | x^j \rangle, \\
\text{Im} z_{\theta,i}^j [X] = -\langle x^i \times x^j | s_\theta \rangle. \tag{75}
\]

As noted in the text, the Holevo bound coincides with the RLD CR bound when \( k = 3 \) for any qubit system if all SLD operators are linearly independent. Thus, the Holevo bound for \( k = 2 \) is of interest and needs to be analyzed. With straightforward calculations, we have

\[
h_\theta[X|W] = \sum_{i,j=1}^2 w_{ij} (\langle x^i | x^j \rangle - \langle x^i | s_\theta \rangle \langle s_\theta | x^j \rangle) + 2\sqrt{\det W} |\langle x^i \times x^j | s_\theta \rangle|, \tag{76}
\]

for a given weight matrix \( W = [w_{ij}]_{i,j \in (1,2)} \). Note this is a quadratic form with respect to \( x^i \) and the Holevo bound can be obtained by standard optimization procedure.