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ABSTRACT
This paper proposes a new evaluation approach for video summarization algorithms. We start by studying the currently established evaluation protocol; this protocol, defined over the ground-truth annotations of the SumMe and TVSum datasets, quantifies the agreement between the user-defined and the automatically-created summaries with F-Score, and reports the average performance on a few different training/testing splits of the used dataset. We evaluate five publicly-available summarization algorithms under a large-scale experimental setting with 50 randomly-created data splits. We show that the results reported in the papers are not always congruent with their performance on the large-scale experiment, and that the F-Score cannot be used for comparing algorithms evaluated on different splits. We also show that the above shortcomings of the established evaluation protocol are due to the significantly varying levels of difficulty among the utilized splits, that affect the outcomes of the evaluations. Further analysis of these findings indicates a noticeable performance correlation among all algorithms and a random summarizer. To mitigate these shortcomings we propose an evaluation protocol that makes estimates about the difficulty of each used data split and utilizes this information during the evaluation process. Experiments involving different evaluation settings demonstrate the increased representativeness of performance results when using the proposed evaluation approach, and the increased reliability of comparisons when the examined methods have been evaluated on different data splits.
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1 INTRODUCTION
Nowadays, we are experiencing a constantly growing engagement of users with devices (e.g. smart-phones, wearables etc.) that carry powerful video recording sensors and allow instant upload of the captured video on the Web. Huge amounts of video content are uploaded on video sharing platforms (e.g. YouTube, DailyMotion, Vimeo), social networks (e.g. Facebook, Twitter, Instagram) and online repositories of media and news organizations every single hour. This tremendous growth of the available video material has rapidly increased the needs for technologies that allow users to navigate within endless collections of videos in a time-efficient manner, and find the piece of video content that they are looking for. Part of the response to this demand was the development of techniques for automatic video summarization. These methods generate a concise synopsis that conveys the important parts of the full-length video; based on this, viewers can have a quick overview of the whole story without having to watch the entire content.

Several approaches for automatic video summarization have been proposed over the last couple of decades. Early methods targeted the extraction of a set of representative keyframes, forming a static summary of the video content (a.k.a. video storyboard). While keyframes enable quick visual inspection of the entire video content, they are limited in that all motion information is lost. To address this restriction, most recent video summarization algorithms aim to select the key parts/fragments of the video, and create a dynamic summary of the video content (a.k.a. video skin). These summaries improve the viewing experience as they offer a more advanced and narrative way for presenting the story in the video.
With regards to the assessment of the generated video summaries, early works involved visual inspection of the produced summaries and the collection and analysis of human responses about their quality. These laborious procedures have been replaced by the creation of ground-truth data and the definition of more subjective evaluation protocols. The most commonly used datasets are SumMe [17] and TVSum [39]. These datasets provide a set of videos along with multiple human annotations for each video. In SumMe the annotations indicate the selected video fragments that form the video summary, while in TVSum they correspond to values signifying the importance of each frame of the video. The evaluation relies on quantifying the alignment between the user-defined and the automatically-generated summaries with F-Score, and most commonly, it involves the use of a small set of randomly-created training/testing splits of the utilized dataset. Since the introduction of SumMe and TVSum, the above coarsely-described evaluation protocol has been widely adopted in the relevant literature [2, 3, 7, 13, 14, 19, 22, 23, 26, 27, 29, 30, 34, 36–38, 40, 42–47].

In this work we examine the established evaluation approach from a perspective that is aligned with our view regarding the characteristics of an optimal evaluation protocol for video summarization. More specifically, such a protocol should be applicable to a small set of data splits and provide results that are highly representative of the algorithm’s performance. In this way, the evaluation outcomes on a few data splits (e.g. on a set of 5 splits, as is commonly the case in the literature) would be generalizable to any large set of data splits, thus enabling more safe conclusions about a method’s performance. This would allow reliable comparisons among algorithms that have not been assessed on the exact same set of data splits. To our knowledge, whether the established evaluation approach has these properties has not been investigated thus far. Nevertheless, such a study is particularly important for assessing the reliability of the reported performances and comparisons in summarization papers.

In the following we review the relevant literature, focusing on the utilized evaluation approaches (Section 2). Then, we perform a large-scale experiment using the SumMe and TVSum datasets and the publicly-available software implementations of five summarization methods ([2, 3, 14, 41, 46]), to assess the established evaluation protocol according to the aspects discussed above. This study indicates limitations of this protocol w.r.t. the representativeness of evaluation outcomes and the reliability of performance comparisons. Both of these shortcomings are directly associated to the observed varying level of difficulty among the utilized data splits in the evaluation (Section 3). Further experimentation combined with a deeper analysis of the aforementioned findings leads to a new evaluation protocol. This protocol takes under consideration an estimate of the difficulty of each of the utilized data splits and uses this knowledge when assessing the performance of an algorithm (Section 4). Extensive experiments using both datasets and considering different evaluation settings demonstrate the merits of the proposed evaluation protocol (Section 5).

The main contributions of this work are:

- A new evaluation approach, called “Performance over Random” (PoR), that takes under consideration estimates of how challenging each used data split is, and thus, mitigates the observed weaknesses of the established evaluation protocol.
- Experiments using the SumMe and TVSum datasets and considering four different evaluation settings, that document the enhanced representativeness and reliability of the proposed evaluation approach.

2 RELEVANT LITERATURE

2.1 Evaluating video storyboards

Most of the early video summarization techniques created a static summary of the video content with the help of representative keyframes. The latter (known as video storyboard) gives a quick overview of the story and facilitates content indexing, retrieval and navigation tasks. The utilized evaluation protocols in these methods targeted the assessment of the created keyframe-based summaries. A typical approach, applied in [8], involved independent users that assess both the relevance of each individual keyframe (using a [1-5] scale) and the quality of the entire summary w.r.t. redundant or missing information. In the same direction, [11] evaluated video summaries through a user study that aimed to assess the quality of the summary based on criteria that relate to the informativeness, enjoyability and rank of the summary. Differently to the above, [5] estimated the efficiency of the produced summary using the Fidelity measure [20] and the Shot Reconstruction Degree criterion [28]. Fidelity represents the minimum distance of a video frame from the set of selected keyframes and it is computed for all frames. Then, the average value of these computed scores is subtracted from a constant representing the largest possible value that the frame difference measure can assume, to form the average fidelity score for the summary. Shot Reconstruction Degree estimates how efficiently the entire frame sequence can be reconstructed from the keyframe set based on an interpolation algorithm. The work of [9] was the first to introduce an evaluation approach (called “Comparison of User Summaries (CUS)”) that involved the manual generation of user summaries through a keyframe selection process. These summaries are compared with the results of a video summarization approach, to give an estimate about the quality of the automatically-created summaries. Comparison is performed at the keyframe-basis using color histograms, the Manhattan distance and an experimentally defined similarity threshold, while the final outcome relies on the number of matched and mis-matched keyframes. This approach was used in [1, 4, 12, 21]. A similar methodology was adopted in [31]. Each keyframe of the created summary is compared with frames in the ground-truth summary using color features, the Bhattacharya distance and a predefined threshold. Evaluation relies on Precision (P), Recall (R) and F-Score (F). Precision is computed as the ratio of the number of similar (matched) frames to the total number of frames in the automatically-created summary (A). Recall is defined as the ratio of the number of similar (matched) frames to the total number of frames in the user summary (U), and F-Score is
the harmonic mean of Precision and Recall:

\[
F = 2 \frac{P \cdot R}{P + R}, \quad \text{with} \quad P = \frac{\text{#matches}}{\text{#A frames}} \quad \text{and} \quad R = \frac{\text{#matches}}{\text{#U frames}}
\]  

(1)

The above protocol was utilized in the supervised video summarization approach of [15]. For each utilized dataset, 80% of the videos were used for training and the remaining 20% for testing. The created summary for a test video was compared against the available user summaries for this video and evaluated using the aforementioned metrics. The mean value of the computed scores represented the algorithm’s performance on the test video, and the average of these scores for all test videos overall method’s performance. Finally, a variation of this protocol was used in [10, 16, 33]; in addition to their visual similarity, two frames are a match only if they are no more than \( \Delta \) frames apart.

### 2.2 Evaluating video skims

Most recent algorithms tackle video summarization by creating a dynamic video summary (a.k.a. video skims). For this, they select the most representative video fragments and join them in a sequence to form a shorter video. Skims offer a more natural story narration and, compared to storyboards, significantly enhance the expressiveness and informativeness of the summary. The evaluation methodologies of these works assess the quality of video skims (key-fragment-based summaries) according to their alignment with human preferences. A first attempt was made in [17], where an evaluation approach along with a new benchmark dataset for video summarization was introduced. The SumMe dataset contains 25 videos of 1 – 6 mins length, covering holidays, events and sports. Multiple (15 – 18) user-generated summaries exist for each video, with length between 5% and 15% of the original video length. To enable matching between key-fragment-based summaries (i.e. to compare the user-generated with the automatically-defined summary), videos are first segmented into consecutive and non-overlapping fragments. Then, based on the determined scores for the fragments of a given video (through the analysis), an optimal subset of them (key-fragments) is selected and forms the summary. The alignment of this summary with the user summaries for this video is evaluated by computing F-Score in a pairwise manner. In particular, the F-Score for the summary of the \( i \)th video is computed as follows:

\[
F_i = \frac{1}{W_i} \sum_{j=1}^{W_i} 2 \frac{P_{i,j} \cdot R_{i,j}}{P_{i,j} + R_{i,j}}
\]

(2)

where \( W_i \) is the number of available user-generated summaries for the \( i \)th test video, \( P_{i,j} \) and \( R_{i,j} \) are the Precision and Recall against the \( j \)th user summary, and they are both computed on a per-frame basis. This methodology was adopted also in [18, 35] and [39]. The latter work [39] introduces another benchmarking dataset, called TVSum. This dataset contains 50 videos of various genres, including news, how-to’s, documentaries, and user-generated content. As in [17], the shots of the videos were defined through automatic video segmentation. Then, shot- and frame-level importance scores were obtained via crowd-sourcing. Based on the results of a video summarization algorithm, the computed (frame- or fragment-level) scores are used to define the sequence of selected video fragments and produce the summary. Similar to [17], the length of the summary equals to 15% of the original video duration and the agreement of the summaries is quantified by F-Score.

The evaluation approach and benchmarking datasets of [17] and [39] were jointly used to evaluate the performance of the algorithm in [41]. After defining a new segmentation for the videos of both datasets, Zhang et al. evaluated the efficiency of their method on both datasets based on the multiple user-annotated summaries for each video. Moreover, they documented the needed conversions from frame-level importance scores to key-shot-based summaries in the Supplementary Material of [41]. The typical settings about the data split into training and testing (80% for training and 20% for testing) and the summary length (\( \leq 15\% \) of video duration) were used, and the evaluation was based on F-Score. Experiments were conducted 5 times and the authors report the average performance and the standard deviation (STD). The above described evaluation protocol - with slight variations that relate to the number of experiments using different randomly created splits of the data (5-splits; 10-splits; “few”-splits; 5-fold cross validation), the way that the computed F-Scores from the pairwise comparisons with the user summaries are taken under consideration (maximum value is kept for SumMe according to [18]; average value is kept for TVSum) to form the F-Score for a given test video, and the way the average performance of these multiple runs is indicated (mean of highest performance for each run; best mean performance at the same training epoch for all runs) - has been adopted by the vast majority of the state-of-the-art works on video summarization (see [2, 3, 7, 13, 14, 19, 22, 23, 26, 27, 29, 30, 34, 36–38, 40, 42–47]). Hence, it can be seen as the currently established benchmarking approach for assessing the performance of video summarization algorithms. Last but not least, a different evaluation approach was proposed in [32]. This method is independent of any predefined fragmentation of the video. The user-generated frame-level importance scores for the TVSum videos are considered as rankings, and two rank correlation coefficients, namely Kendall \( \tau \) [24] and Spearman \( \rho \) [25] coefficients, are used to evaluate the summary. However, these metrics can be used only on datasets that follow the TVSum annotations and methods that produce the same type of results (i.e. frame-level importance scores). This methodology was used (in addition to the established evaluation protocol) to assess the efficiency of the algorithm in [6].

### 3 A STUDY ON THE ESTABLISHED EVALUATION PROTOCOL

Our study focuses on the key-fragment-based evaluation protocol of [41] that was discussed in Section 2.2 and is used by the majority of SoA video summarization approaches. Our aim is to assess the representativeness of results when the evaluation is based on a small set of randomly-created splits and the reliability of performance comparisons that use different data splits for each algorithm. In this context we evaluate five publicly-available video summarization algorithms (two supervised: dppLSTM [41], VASNet [14]; and three unsupervised: DR-DSN [46], SUM-GAN-s [3], SUM-GAN-AAE [2]) using the established protocol and a fixed set of 5 randomly-generated data splits of the SumMe and TVSum datasets (that simulates the evaluation conditions of most SoA works). These methods are, to our knowledge, the only ones
Figure 1: Visualized performance for the tested summarization methods, the random and the human summarizer in the SumMe (left side) and TVSum (right side) datasets. Many similarities can be observed between the performance curves.

Table 1: Comparison (F-Score (%)) of five publicly-available video summarization approaches in SumMe and TVSum datasets, using 5 and 50 randomly-generated splits. Column “Rep.” reports the score from the relevant paper. Best score shown in bold, second-best is underlined.

| Splits | SumMe | TVSum |
|--------|-------|-------|
|        | 5     | 50    | Rep.  | 5     | 50    | Rep.  |
| dpplSTM [41] | 40.8 | 41.7 | 38.6 | 59.6 | 57.4 | 54.7 |
| VASNet [14] | 44.2 | 43.1 | 49.7 | 63.1 | 59.6 | 61.4 |
| DR-DSN [46] | 38.7 | 41.1 | 41.4 | 57.6 | 56.0 | 57.6 |
| SUM-GAN-sl [3] | 43.9 | 40.9 | 47.3 | 59.2 | 57.2 | 58.0 |
| SUM-GAN-AAE [2] | 41.0 | 41.4 | 48.9 | 58.7 | 56.2 | 58.3 |

4 PERFORMANCE OVER RANDOM: AN APPROACH TO MITIGATE THE OBSERVED DEFICIENCIES

Aiming to reduce the impact of the utilized data splits, we investigate the existence of a potential association between the methods’ performance and a measure of how challenging each split is. For this, we considered the performance of: i) a random summarizer and ii) an average human summarizer. To estimate the performance of a random summarizer for a given video of a test split, frame-level importance scores (ranging in [0, 1]) were randomly assigned based on a uniform distribution of probabilities. The corresponding fragment-level scores were computed by averaging the scores of the frames within each video fragment and were then used to select the key video fragments and form the summary of the random summarizer using the Knapsack algorithm and a predefined summary length budget (≤ 15% of video duration). The generated summary...
Algorithm 1 Evaluating random summarizer on a set of test videos

Notation: \( N \) is the number of test videos; for the \( j \)th test video (with \( j \in [1, N] \)): \( M_j \) is the number of frames, \( C_j \) is the number of video segments, \( \{S_{u,k}\}_{k=1}^{M_j} \) are the frame-level importance scores, \( \{T_{i,u}\}_{u=1}^{C_j} \) are the fragment-level importance scores, \( u_f \) and \( u_l \) are the indices of the first and last frame of the \( u \)th fragment, \( L_B \) is the length budget for the video summary, \( VS_j \) is the generated summary, \( L_j \) is the number of ground-truth user summaries, \( US_{j,q} \) is the \( q \)th user summary, and \( P_{j,q}, R_{j,q}, F_{j,q} \) are Precision, Recall and F-Score values after comparing \( VS_j \) with \( US_{j,q} \).

Input: A set of test videos.

Output: \( F \), the average F-Score (%) representing the performance of the random summarizer on the set of test videos.

1. for \( i = 1 \rightarrow 100 \) do
2. for \( j = 1 \rightarrow N \) do
3. \# generate frame-level importance scores based on the Random Uniform Distribution (RUD)
   \( \{S_{u,k}\}_{k=1}^{M_j} = \text{RUD}(M_j) \)
4. for \( u = 1 \rightarrow C_j \) do
5. \# compute fragment-level importance scores
   \( T_{i,u} = \text{Avg}(\{S_{u,k}\}_{k=u}^{u+L_B-1}) \)
6. \# create the video summary using the Knapsack algorithm
   \( VS_j = \text{Knapsack}(\{T_{i,u}\}_{u=1}^{C_j}, L_B) \)
7. for \( q = 1 \rightarrow L_j \) do
8. \# compute Precision, Recall and F-Score through pairwise comparisons with the user summaries
   \( P_{i,j,q} = \frac{\text{VS}_j \cap \text{US}_{j,q}}{||\text{VS}_j||}, R_{i,j,q} = \frac{\text{VS}_j \cap \text{US}_{j,q}}{||\text{US}_{j,q}||}, F_{i,j,q} = 2 \frac{P_{i,j,q} R_{i,j,q}}{P_{i,j,q} + R_{i,j,q}} \)
9. \# compute F-Score for the \( j \)th video
   \( F_{i,j} = \text{Avg}(\{F_{i,j,q}\}_{q=1}^{L_j}) \) in TVSum
   \( F_{i,j} = \text{Max}(\{F_{i,j,q}\}_{q=1}^{L_j}) \) in SumMe
10. \# compute average F-Score for the set of test videos
    \( F_i = \text{Avg}(\{F_{i,j}\}_{j=1}^{N}) \)
11. \# compute average F-Score for all iterations
    \( F = \text{Avg}(\{F_i\}_{i=1}^{100}) \cdot 100 \)

through the above process was compared with the available user summaries in a pair-wise manner and its alignment with each different user summary was measured by computing Precision, Recall and F-Score values. After the end of these comparisons the final F-Score for the given video was formed by averaging the computed F-Scores in the case of TVSum and keeping the maximum F-Score in the case of SumMe. The F-Score for the entire test split was calculated by averaging the computed F-Scores for each individual video of the split. This procedure was performed 100 times for each test split and the overall average score was kept as a measure of the performance of the random summarizer. This process is presented in Alg. 1.

\(^1\) Python implementation publicly available at: https://github.com/e-apostolidis/PoR-Summarization-Measure

In the second case (i.e. for assessing human performance) we used the existing human-generated summaries for each video; each human annotator’s performance on the videos of a test split was measured through a “leave-one-out” approach where the summaries of the examined annotator were evaluated against the summaries of all the remaining ones. The performance of the random and human summarizer on the set of 50 splits is illustrated in Fig. 1. Once again, there is a noticeable variance in the performance of both summarizers over the used splits, which strengthens our claim regarding different levels of difficulty for these splits. In Fig. 2 we plot the histogram of F-Scores attained on the various data splits, for the random and the human summarizers. This figure shows that there is indeed a noticeable difference with regards to how challenging a data split is.

To quantify the degree of correlation between each method’s ([2, 3, 14, 41, 46]) performance and the performance of the random and the average human summarizer, we report the “Covariance” and the “Pearson correlation coefficient”. The results presented in Table 2 show that, according to both measures and in both datasets, the performance correlation among the tested methods and the random summarizer is stronger than the correlation with the average human summarizer.

Driven by the above observations we design a new evaluation approach that estimates the level of difficulty of each data split, and
exploits this information during the assessment of a video summarization method. This approach aims to: a) reduce the impact of the utilized data splits in the performance evaluation, b) increase the representativeness of evaluation outcomes about the performance of a summarization algorithm, and c) enhance the reliability of comparisons that rely on individual performance evaluations using different data splits.

For a given summarization method and a data split, the proposed evaluation approach contains the following steps: 1) Implement the process in Alg. 1 and compute \( T \), the performance of a random summarizer for the used data split. 2) Measure the performance \( S \) of the summarization method on the data split based on the evaluation protocol of [41] that estimates performance using F-Score (%). 3) For each testing epoch compute “Performance over Random” (PoR) as \( \text{PoR} = \frac{S}{T} \cdot 100 \)

Given the above, a PoR score below 100 indicates performance worse than the baseline (random) and a score above 100 indicates performance higher than the baseline (random).

In the next section we present the results of the conducted experiments on the different evaluation approaches, w.r.t. the representativeness of the evaluation outcomes and the reliability of performance comparisons that do not rely on constant evaluation conditions for all considered methods. In addition to the PoR approach discussed above, we examined also the "Performance over Human" (PoH) evaluation methodology that is defined as \( \text{PoH} = \frac{S}{H} \cdot 100 \), where \( H \) is the estimated average human performance on the used data split.

### 5 EXPERIMENTS

#### 5.1 Representativeness of performance evaluation

First we studied the representativeness of the outcomes of each different evaluation approach after testing the considered summarization algorithms on: i) 50 fixed splits and ii) 20 fixed split-sets (of 5 data splits each) of the utilized datasets, thus repeating, in the latter case, 20 times the evaluation process of most SoA works. For both evaluation settings, we initially examined the extent to which the performance of the random and human summarizers varies, by computing the mean and standard deviation. The results in Table 3 confirm our previous remarks about the varying difficulty of the different data splits and show that a difference in difficulty is observed also in the case where a few data splits are used together (i.e. as a split-set) for evaluation. Hence, performance evaluations made based on the use of a few data splits do not allow for safe comparisons. To be representative, the results of a given evaluation approach need to vary as little as possible across different data splits/split-sets, and for measuring this we compute the Relative Standard Deviation (RSD) of the scores of each summarization approach. RSD is defined as the ratio of the standard deviation \( \sigma \) to the mean value \( \mu \), \( \text{RSD} = \frac{\sigma}{\mu} \) and it was preferred against the typical Mean and Standard Deviation measures, as it is independent of the unit in which the measurement has been taken. The results in Table 4 show similar RSD values for F-Score and PoH in most cases, and remarkably smaller RSD values for PoR. This indicates that PoR is more representative of an algorithm’s performance, compared to the estimates made using the F-Score and PoH evaluation approaches; i.e. the PoR score is less affected by which data split/split-set is used.

#### 5.2 Reliability of performance comparisons

As discussed in Section 3, comparing summarization methods that have not been evaluated on the same data splits is not reliable. However, this comparison methodology is adopted by the majority of the SoA video summarization works; i.e. the comparisons rely on the reported values in the corresponding papers and the data splits used in each paper are completely unknown. In order to assess how robust each evaluation approach is to such comparisons, we manually created 20 mixed groups of split-sets following the procedure depicted in Fig. 3. We then used the results on these mixed split-sets to rank the five compared summarization methods from best to worst. Hence, our estimates on the robustness of each evaluation approach and, consequently, the reliability of performance comparisons, are based on 20 different comparisons that simulate the established comparison methodology in the bibliography.

Specifically, we studied the overall ranking and the variation of each summarization method’s ranking for the different evaluation approaches when the assessment is based on the 20 fixed split-sets of each dataset, and we examined how these values are affected when using the 20 mixed split-sets. The variation was quantified by computing the standard deviation of a method’s ranking (i.e. from 1, for the best among the 5 methods in a given experiment, to 5 for the worst) over the group of split-sets. The results reported in Table 5, show that the three evaluation approaches exhibit the

| Metric | Covariance | Pearson correlation coefficient |
|--------|------------|-------------------------------|
| Dataset | SumMe | TVSum | SumMe | TVSum |
| Reference | Rand. | Hum. | Rand. | Hum. | Rand. | Hum. | Rand. | Hum. |
| dppLSTM [41] | 0.84 | 0.76 | 27.40 | 25.21 | 0.83 | 0.72 | 0.80 |
| VASNet [14] | 21.58 | 5.43 | 10.10 | 3.13 | 0.78 | 2.5 | 0.76 |
| DR-DSN [46] | 27.40 | 7.38 | 4.39 | 3.02 | 0.79 | 0.27 | 0.84 |
| SUM-GAN-sl [3] | 25.21 | 7.33 | 3.74 | 3.13 | 0.76 | 0.28 | 0.87 |
| SUM-GAN-AAE [2] | 28.76 | 6.55 | 3.91 | 3.15 | 0.86 | 0.25 | 0.84 |

Table 2: Estimates on the correlation of the methods’ performance with the efficiency of a random and a human summarizer in the SumMe and TVSum datasets, according to Covariance and Pearson correlation coefficient. Higher values are better. Values in bold indicate which of the two summarizers (random, human) correlates better with the results of a given method for the same dataset and correlation measure.
### Table 3: Mean and standard deviation (STD) of the Random and Human performance on the utilized data splits/split-sets of the SumMe and TVSum datasets. Values denote F-Score.

| Eval. Setting | Using 50 fixed splits | Using 20 fixed split-sets |
|---------------|------------------------|---------------------------|
|               | SumMe | TVSum | SumMe | TVSum |
| Dataset       | Mean ± STD | Mean ± STD | Mean ± STD | Mean ± STD |
| Random        | 40.85 ± 5.38 | 55.07 ± 1.96 | 40.81 ± 2.08 | 55.12 ± 0.95 |
| Human         | 54.84 ± 4.21 | 54.27 ± 1.88 | 54.86 ± 1.92 | 54.31 ± 1.00 |

### Table 4: Relative Standard Deviation of the examined metrics on both datasets and for the considered evaluation settings. F1 denotes F-Score. Lower values are better.

| Dataset | Using 50 fixed splits | TVSum |
|---------|------------------------|-------|
|         | SumMe | TVSum | SumMe | TVSum |
| Metric  | F1 | PoR | PoH | F1 | PoR | PoH | F1 | PoR | PoH |
| dppLSTM [41] | 16.13 | 9.16 | 16.51 | 5.02 | 2.43 | 2.20 | 5.52 | 3.17 | 5.33 |
| VASNet [14] | 10.69 | 8.58 | 11.58 | 3.46 | 2.75 | 3.96 | 6.26 | 3.76 | 5.31 |
| DR-DSN [46] | 15.99 | 9.83 | 15.93 | 4.88 | 3.50 | 4.40 | 3.17 | 2.01 | 1.41 |
| SUM-GAN-sl [3] | 14.08 | 9.78 | 13.73 | 3.84 | 1.87 | 2.55 | 6.30 | 4.51 | 5.11 |
| SUM-GAN-AAE [2] | 14.10 | 7.14 | 14.18 | 4.18 | 2.28 | 3.04 | 5.81 | 2.70 | 2.14 |

### Table 5: Standard deviation of each method’s ranking on the groups of fixed and manually mixed split-sets of the SumMe (left side) and TVSum (right side) datasets. F1 denotes F-Score. Lower values are better. Small differences are due to the PoR and PoH calculation involving estimates about the difficulty of each used data split, and averaging the performance over the entire split-set may lead to a slightly different ranking of the compared methods.

| Dataset | Using 50 fixed splits | TVSum |
|---------|------------------------|-------|
|         | Fixed 20 split-sets | Mixed 20 split-sets | Fixed 20 split-sets | Mixed 20 split-sets |
| Metric  | F1 | PoR | PoH | F1 | PoR | PoH | F1 | PoR | PoH |
| dppLSTM [41] | 1.18 | 1.12 | 1.17 | 1.23 | 1.15 | 1.35 | 0.91 | 1.25 | 0.88 |
| VASNet [14] | 0.73 | 0.73 | 0.73 | 0.81 | 0.52 | 0.83 | 0.00 | 0.52 | 0.22 |
| DR-DSN [46] | 0.88 | 0.70 | 0.85 | 1.33 | 1.05 | 1.20 | 0.00 | 1.15 | 0.22 |
| SUM-GAN-sl [3] | 1.24 | 1.26 | 1.25 | 1.36 | 1.18 | 1.40 | 0.67 | 0.94 | 0.75 |
| SUM-GAN-AAE [2] | 0.89 | 0.68 | 0.89 | 1.23 | 0.88 | 1.14 | 0.50 | 1.04 | 0.76 |
| Average | 0.98 | 0.90 | 0.98 | 1.19 | 0.96 | 1.18 | 0.42 | 0.98 | 0.37 |

Figure 3: The applied mechanism for creating mixed groups of split-sets of the data.

Figure 3: The applied mechanism for creating mixed groups of split-sets of the data.

same (in TVSum) or similar (in SumMe) behavior in the case of fixed split-sets. This means that when PoR and PoH are used to compare methods under a common evaluation setting, they usually lead to the same findings with F-Score. Small differences in the ranking are observed in a few cases when the compared algorithms exhibit highly-similar performance; this is due to the PoR and PoH calculation involving estimates about the difficulty of each used data split (i.e. a small difference in a difficult split can become more pronounced than a larger difference in a less-demanding split), and averaging the performance over the entire split-set may lead to a slightly different ranking of the compared methods. When moving from fixed to mixed split-sets there is a considerable increase in the average ranking deviation of the F-Score (by ≈ 21% in SumMe and ≈ 133% in TVSum) and PoH (by ≈ 21% in SumMe and ≈ 69% in TVSum) approaches. On the contrary, the PoR evaluation protocol exhibits a more robust performance, leading to much smaller increase of the average ranking deviation (by ≈ 7% in SumMe and ≈ 36% in TVSum). The above findings clearly show that the introduced PoR evaluation approach is much more robust compared to the F-Score alone, and therefore more appropriate to compare future works on video summarization.
Figure 4: Average ranking and STD of each summarization approach for the fixed and mixed split-sets of the SumMe (top row) and TVSum (bottom row) datasets, according to the F-Score and PoR metrics.

In Fig. 4, the standard deviation values reported in Table 5 are plotted to visualize the improved reliability of the PoR-based ordering compared to the one based on F-Score. As seen on the left side of Fig. 4, when the assessment is based on the exact same group of split-sets, the average ranking of summarization methods (over the 20 fixed split-sets) is the same for both evaluation protocols. However, when the evaluation relies on different groups of split-sets for each algorithm, the average ranking may differ (as in TVSum). This difference is justified by the different level of difficulty of each split-set that is taken under consideration by the PoR approach, thus affecting the importance of per-split-set differences among the compared summarization methods, and resulting to different rankings. Even more importantly, in the mixed split-sets setting the standard deviation of the average ranking values differs significantly. From the right side of Fig. 4 we observe that the PoR evaluation protocol leads to lower standard deviation values than the F-Score, indicating the ability of the introduced PoR evaluation approach to provide more reliable results about the relative performance (ordering) of the compared summarization techniques.

6 CONCLUSIONS

In this work we examined how video summarization methods are evaluated. The main conclusion of our early experiments was that not all random splits of training/testing data within a standard dataset are equal, in terms of their difficulty; and, as just a handful of (different) random splits are used for evaluation in each paper, this significantly affects the reliability of performance evaluations and comparisons. To mitigate this weakness we introduced a new evaluation protocol, PoR, which takes under consideration estimates about the level of difficulty of each used split, and we experimentally documented its merit. The code for applying this protocol was made publicly-available (see footnote 1), to assist researchers when evaluating their video summarization techniques and to allow for more fair comparisons between video summarization works in the future.
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