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Abstract—Visual Commonsense Reasoning (VCR), deemed as one challenging extension of Visual Question Answering (VQA), endeavors to pursue a higher-level visual comprehension. VCR includes two complementary processes: question answering over a given image and rationale inference for answering explanation. Over the years, a variety of VCR methods have pushed more advancements on this line. Despite significant improvements of these methods, they often treat the two processes in a separate manner and hence decompose VCR into two irrelevant VQA instances. As a result, the pivotal connection between question answering and rationale inference is broken, rendering existing efforts less faithful to visual reasoning. To empirically study this issue, we perform some in-depth empirical explorations in terms of both language shortcuts and generalization capability. Based on our findings, we then propose a plug-and-play knowledge distillation enhanced framework to couple the question answering and rationale inference processes. The key contribution lies in the introduction of a new branch, which serves as a relay to bridge the two processes. Given that our framework is model-agnostic, we apply it to the existing popular baselines and validate its effectiveness on the benchmark dataset. As demonstrated in the experimental results, when equipped with our method, these baselines all achieve consistent and significant performance improvements, evidently verifying the viability of processes coupling.

Index Terms—Visual commonsense reasoning, language shortcut, knowledge distillation.

I. INTRODUCTION

VISUAL Question Answering (VQA) is to answer a natural language question pertaining to a given image [1], [2]. Despite its noticeable progress, existing VQA benchmarks merely address simple recognition questions (e.g., how many or what color), while neglecting the explanation of answering prediction. In light of this, the task of Visual Commonsense Reasoning (VCR) [3] has recently been introduced to bridge this gap. Beyond answering the cognition-level questions (Q→A) as canonical VQA does, VCR further prompts to predict a rationale for the right answer option (QA→R), as shown in Figure 1.

VCR is made more challenging than VQA roughly in terms of the following two aspects: 1) On the data side – The images in the VCR dataset describe more sophisticated scenes (e.g., social interactions or mental states). Therefore, the collected questions are rather difficult and often demand high-level visual reasoning capabilities (e.g., why or how). And 2) on the task side – It is difficult holistically predict both the right answer and rationale. VCR models should first predict the right answer, based on which the acceptable rationale can be further inferred from a few candidates. As question answering about the complex scenes has been proved non-trivial, inferring the right rationale simultaneously in VCR thus leads to more difficulties.

In order to address the above research challenges, several prior efforts have been dedicated to VCR over the past few years. The initial attempts contribute to designing specific architectures to approach VCR, such as R2C [3] and CCN [4]. In addition, recent BERT-based pre-training approaches, such as ViLBERT [5] and ERNIE-ViL [6], are reckoned as a better solution to the first challenge. Specifically, a pretrain-then-finetune learning scheme is adopted to transfer knowledge from large-scale vision-language datasets [7] to VCR. These methods, though keep advancing numbers of the benchmark, all consider Q→A and QA→R as two independent processes. As a result, the question answering and rationale inference processes are far from being resolved. Namely, the second challenge still remains unsettled in literature.

Separately treating Q→A and QA→R brings adverse effects on visual reasoning, considering that these two processes share a consistent goal by nature. On the one hand, Q→A entails the reasoning clues for QA→R to infer the right rationale. On the other hand, QA→R offers essential explanations for Q→A to justify why the predicted answer is correct. Nevertheless, separately treating these two processes makes VCR degenerate into two independent VQA tasks.

Note that for QA→R, the query to a VQA model now becomes the concatenation of the original question and the right answer. And the corresponding answer choices are the set of candidate rationales.
As a result, QA→R has to rely on other unexpected information (e.g., word overlaps between answers and rationales), rendering the explanation less meaningful, due to the absence of guidance from Q→A. To bring this problem explicit to readers, we perform extensive in-depth empirical experiments in this work (ref. Section III).

In addition, by conforming to the task intuition and human cognition, the answering (Q→A) and reasoning (QA→R) should be made cohesive and consistent rather than separate. To achieve this goal, we propose a novel plug-and-play knowledge distillation enhanced framework to perform Answering and Reasoning Coupling (ARC for short). The key to our framework is the introduction of another proxy process i.e., QR→A. It targets answer prediction with the inputs of the given question and the right rationale. The intuition is that QR→A shares the same goal with QA→A yet is more information-abundant, and its reasoning procedure should be similar with QA→R as these two are actually complementary. In our implementation, we devise two novel Knowledge Distillation (KD) modules: KD-A and KD-R. The former aligns the predicted logits between Q→A and QR→A since answering with the right rationale is expected to be more confident. While the latter, which is pivotal to maintaining semantic consistency between QA→R and QR→A, aligns the fused multi-modal features between them. With the aid of the above two KD modules, the models are enabled to couple the answering and reasoning together, making visual reasoning more faithful.

In summary, the contribution of this paper is threefold:

- We revisit VCR from the perspective of coupling the Q→A and QA→R processes. With extensive probing tests, we find that separately treating the two processes, as adopted by existing VCR methods, is detrimental to visual reasoning. To the best of our knowledge, this work is among the first efforts to jointly explore the two processes in VCR.
- We propose a novel plug-and-play knowledge distillation enhanced framework. Our newly introduced QR→A branch serves as a proxy to efficiently couple Q→A and QA→R.
- We apply this framework to five baseline methods and conduct experiments on the VCR benchmark dataset. The results demonstrate both the effectiveness and generalization capability of our proposed framework. As a side product, the code has been released to facilitate other researchers.²

The rest of this paper is structured as follows. We briefly review the related literature in Section II and then discuss the pitfalls of existing methods in Section III, followed by our proposed ARC framework in Section IV. Experimental setup and results analyses are presented in Section V and Section VI, respectively. We finally conclude our work and outline the future work in Section VII.

II. RELATED WORK

A. Explanation in Visual Question Answering

Traditional VQA models often adopt a CNN-RNN learning paradigm, wherein the images are encoded via a pre-trained CNN network, in parallel to an RNN network taking the questions as input [1], [8], [9]. Broad efforts have been devoted to applying the attention [10], [11], modular structure [12], [13], or external knowledge [14], [15] to VQA models. Recently, some researchers have recognized the unfaithfulness of existing approaches. For example, [16], [17], [18] aim to identify and overcome the language prior problem, i.e., the answers are blindly predicted based on textual shortcuts between questions and answers. Other methods endeavor to introduce explanation for VQA models [19], [20]. For instance, visual explanation approaches often harness the heat map to achieve where to look, such as Gram-CAM [21] or U-CAM [22]. VQA-HAT [23] collects human attention data which are utilized to supervise visual attention learning. HINT [16] encourages VQA models to be sensitive to the same input regions as humans. Different from these approaches, VQA-E [19] requires a VQA model to generate a textual explanation for the answer prediction. As a natural extension, both the visual and textual explanations are also well studied [24], [25].

B. Visual Commonsense Reasoning

VCR contributes to an indispensable branch of the explainable VQA [3]. It involves two processes: question answering (Q→A) and rationale inference (QA→R), whereby both are embodied in a multiple-choice fashion. VCR instructs an approach to not only answer the given question but also provide a reasonable explanation to Q→A. Accordingly, the answer prediction is made more transparent and user-friendly to humans.

Existing studies are in fact sparse due to its challenging nature. Some of them resort to designing specific model²https://github.com/SDLZY/ARC
architectures [3], [4], [26], [27]. For instance, R2C [3] adopts a three-step fashion, *grounding* texts with respect to the involved objects; *contextualizing* the answer with the corresponding question and objects; and *reasoning* over the shared representation. Inspired by the neuron connectivity of brains, CCN [4] dynamically models the visual neuron connectivity, which is contextualized by the queries and responses. HGL [26] leverages a vision-to-answer and a dual question-to-answer heterogeneous graphs to seamlessly bridge vision and language. Following approaches explored more fine-grained cues, such as ECMR [27] incorporating the syntactic information into visual reasoning [28], MLCC [29] using counterfactual thinking to generate informative samples.

Thereafter, BERT-based pre-training approaches have been extensively explored in the vision-and-language domain. Most of these methods employ a *pretrain-then-finetune* scheme and achieve significant performance improvement on VQA benchmarks including VCR [5], [30], [31]. The models are often first pre-trained on large-scale vision-and-language datasets (such as Conceptual Captions [7]), and then fine-tuned on the downstream VCR. For instance, some models are pre-trained on image-text datasets to align the visual-linguistic clues through single-stream architectures (e.g., VL-BERT [31], UNITER [30], 12-in-1 [32]). MERLOT RESERVE [33] introduces more modalities, i.e., sound and video, into cross-modal pre-training, and significantly outperforms other methods.

However, one limitation still prevents these methods from further advancement, namely, the Q→A and QA→R processes are tackled independently. Such a strategy makes the answer prediction and rationale inference become two independent VQA tasks. In this work, we propose to address this issue by combining these two processes.

### C. Knowledge Distillation

The past few years have witnessed the noticeable development of KD [34], [35]. As an effective model compression tool, KD transfers knowledge from a cumbersome large network (teacher) to a compacter network (student). Based on its application scope, previous KD methods can be roughly categorized into two groups — logit-based and feature-based. The logit-based methods [34], [36] encourage the student to imitate the output from a teacher model. For example, the vanilla KD utilizes the softened logits from a pre-trained teacher network as extra supervision to instruct the student [34]. In contrast, feature-based methods [35], [37], [38] attempt to transfer knowledge in intermediate features between the two networks. FitNet [39] directly aligns the embeddings of each input. Attention Transfer [40] extends FitNet from embeddings to attention matrices for different levels of feature maps. To close the performance gap between the teacher and student, RCO [41] presents route-constrained hint learning, which is employed to supervise the student by the outputs of hint layers from the teacher. Besides, FSP [42] estimates the Gram matrix across layers to reflect the data flow of how the teacher network learns.

### III. Pitfall of Existing VCR Methods

VCR is challenging due to the fact that the model is required to not only answer a question but also reason about the answer prediction. Accordingly, the answering and reasoning processes are complementary and inseparable from each other. However, existing methods often treat Q→A and QA→R separately, resulting in sub-optimal visual reasoning as revealed in the following two aspects.

#### A. Language Shortcut Recognition

Besides the base Q→A model, representative approaches mostly adopt another independent model for QA→R. Since there is no connection between these two processes, we hereby raise a question: what kinds of clues do these methods employ, excluding the Q→A reasoning information? With this concern, at the first step, we recognize that *the overlapped words between right answers and rationales dominate the rationale inference*. For instance, in Figure 1, the correct rationale largely overlaps with the right answer, e.g., the ‘[person1]’ and ‘[person2]’ tag, and the word ‘speaking’. This may lead the models to predict rationale based on these shortcuts rather than performing visual explanation for Q→A [17], [43]. The evidence is elaborated as follows.

1) **QA→R Performance w/o Q**: We input only the correct answer as the query to predict rationales with other settings untouched and show the results in Table I. One can observe that the three models only degrade slightly when removing the question input. As VCR is a question-driven task, visual reasoning becomes meaningless under such input removal conditions.

2) **Attention Distribution Over Queries**: As attention plays an essential part in current VCR models, we then design experiments to explore the shortcut from this perspective. In this experiment, we consider only the QA→R. Given the attention map \( \mathbf{W} \in \mathbb{R}^{(l_q + l_a) \times l_r} \) for a query-rationale, wherein the query is the original question appended with the right answer. pair, where \( l_q, l_a, \) and \( l_r \) respectively denote the length of the question, answer, and rationale, we calculate the attention contribution from the answer side only and analyze below. Specifically, we find that the median attention value obtained from answers in three methods (HGL, R2C, and CCN) on the validation set is 0.72, 0.78, and 0.86, respectively, indicating that the these models pay more attention to answers rather than the holistic question-answer inputs. In this way, they mainly rely on the answer information to predict the right rationale, while the questions are somewhat ignored. Two examples produced by R2C are illustrated in Figure 2.
B. Generalization on Out-of-Domain Data

In addition to the shortcut problem, thereafter, we also study the generalization capability of existing methods on the out-of-domain data. To implement this, we first rewrite some sentences (including questions, answers, and rationales) while maintaining their semantics. The Paraphrase-Online tool\(^3\) is leveraged to achieve this, whereby we substitute some verbs/nouns with synonyms. We show some examples in Table II. In the next step, we apply the above methods to the rewritten data and evaluate their performance. We also test the model performance with further BERT pre-training on the rewritten textual data. From the results in Table III, we find that all models degrade drastically on these new instances, implying that they largely overfit on the in-domain data while lack generalization ability on the out-of-domain ones.

Based on these two findings, we notice that the current models fail to conduct visual reasoning based on the answering clues. They instead, leverage superficial correlations to infer rationale or simply overfit on the in-domain data. To approach these problems, a VCR model is expected to benefit from the joint training of answering and reasoning.

IV. METHOD

The above probing tests demonstrate that separately treating the two processes in VCR leads to unsatisfactory outcomes. To overcome this, we propose an ARC framework to couple \(Q \rightarrow A\) and \(QA \rightarrow R\) together. In this work, we introduce another new branch, namely \(QR \rightarrow A\), as a bridge to achieve this goal.

A. Preliminary

Before delving into the details of our ARC, we first outline the three processes involved in our framework and their corresponding learning functions.

1) **Process Definition:** Our framework contains three processes: two of them are formally defined by the original VCR [3] (\(i.e., Q \rightarrow A\) and \(QA \rightarrow R\)) and the other is a new process introduced by this work (\(QR \rightarrow A\)). Note that all three processes are formulated in a multiple-choice format. That is, given an image \(I\) and a query related to the image, the model is required to select the right option from several candidate responses.

\(Q \rightarrow A\): The query is embodied with a question \(Q\), and the candidate responses are a set of answer choices \(A\). The objective is to select the right answer \(A^+\),

\[
A_+ = \arg \max_{A_i \in A} f^A(A_i \mid Q, I),
\]

where \(f^A\) denotes the \(Q \rightarrow A\) model.

\(QA \rightarrow R\): The query is the concatenation of the question \(Q\) and the right answer \(A^+\). A set of rationales \(R\) constitutes the candidate responses and the model is expected to choose the right rationale \(R^+\),

\[
R_+ = \arg \max_{R_i \in R} f^R(R_i \mid Q, I, A^+_+),
\]

where \(f^R\) denotes the \(QA \rightarrow R\) model.

One can see that it is difficult to directly connect these two since the involved parameters are not shared and the input to \(QA \rightarrow R\) includes the ground-truth answer rather than the predicted one. In view of this, to bridge these two, we introduce the \(QR \rightarrow A\) as a proxy.

---

\(^3\)https://www.paraphrase-online.com/
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QR→A: The query and responses are respectively the concatenation of the question Q along with the right rationale R+ and answer choices. The objective is,

\[ A_+ = \arg \max_{A_i \in A} f^C(A_i \mid Q, I, R_+) \]  (3)

where \( f^C \) denotes the QR→A model. On the one hand, QR→A shares the consistent objective with Q→A. On the other hand, its reasoning should be similar to that of Q→A→R. These two factors make QR→A a good proxy for connecting Q→A and QA→R.

2) Training Pipeline: In general, for the feature extractors, the VCR model often uses a pre-trained CNN network to obtain the visual features from the input image I, and an RNN-based or Transformer-based model to extract the textual features of the query and response. Thereafter, a multi-modal fusion module is employed to obtain the joint representation, followed by the classifier to predict the logit \( \tilde{y}_i \) for the response \( i \).

To achieve the objectives in Equation 1 and 2, previous methods often separately optimize the following two cross-entropy losses,

\[
\begin{align*}
\mathcal{L}^A &= - \sum_{i}^{\vert A \vert} y_i^A \log \frac{\exp \tilde{y}_i^A}{\sum_{j} \exp \tilde{y}_j^A}, \\
\mathcal{L}^R &= - \sum_{i}^{\vert R \vert} y_i^R \log \frac{\exp \tilde{y}_i^R}{\sum_{j} \exp \tilde{y}_j^R},
\end{align*}
\]  (4)

where \( y_i^A \) and \( y_i^R \) denote the ground truth label of answer \( A_i \) and rationale \( R_i \), respectively.

In existing VCR methods, models \( f^A \) and \( f^R \) often share identical architecture and are trained separately. As a result, the two processes are reduced into two independent VQA tasks, resulting in connection absence between answering and reasoning. In the next, we present our model-agnostic framework to couple the two successive processes, i.e., Q→A and QA→R, together.

B. Proposed Method

In order to effectively integrate the above three processes, we propose a dual-level knowledge distillation framework and illustrate it in Figure 3. Specifically, after extracting the fused multi-modal features with the aforementioned backbones, two parallel KD modules are introduced to bridge the QR→A with the other two processes.

Our first KD module is leveraged to align the predicted scores from QR→A and Q→A. The two processes share the same objective and QR→A offers ample information for picking the right answer. In this way, we take the predictions from QR→A as the teacher and the predictions from Q→A as the student. Our second KD module is required to align the feature learning between QR→A and QA→R. Despite the objectives being different, the reasoning of these two is actually similar. That is, answering with the given right rationale is simply the reverse of reasoning given the right answer, which allows these two processes to share akin features.

1) Knowledge Distillation Between QR→A and Q→A (KD-A): Since the rationale is predicted for explaining the right answer, we thus empirically leverage the other direction, i.e., incorporating the correct rationale with the given question for answer prediction. It is intuitive that when combined with the correct rationale, the answering confidence should be enhanced. In light of this, we simply take the output logits from QR→A as the teacher and use them guide the learning of Q→A.

Specifically, in this KD module, the knowledge is encoded and transferred in the form of softened scores: it aligns the
output probability $p^A$ (from the student $f^A$) with the $p^C$ (from the teacher $f^C$). To avoid the over-confidence problem [36], a relaxation temperature $T > 1$ is introduced to soften the logits $\hat{y}^C$ from $f^C$. The same relaxation is applied to the output logits $\hat{y}^A$ of $f^A$,

$$
\begin{align}
\hat{y}^C &= \frac{\exp(\hat{y}^C / T)}{\sum_{j=1}^{[A]} \exp(\hat{y}^C / T)}, \\
\hat{y}^A &= \frac{\exp(\hat{y}^A / T)}{\sum_{j=1}^{[A]} \exp(\hat{y}^A / T)}.
\end{align}
$$

(5)

We then employ the KL divergence to align the predicted scores as follows,

$$
\mathcal{L}_{KL}^A = D_{KL}(p^C || p^A).
$$

(6)

2) Knowledge Distillation Between QR→$A$ and QA→$R$ (KD-R): We argue that the features learned by QR→$A$ are more reliable than that of QA→$R$. The support for this comes from two aspects: QR→$A$ resembles raising questions with right answers, providing explicit evidence for feature learning; leveraging QA→$R$ to perform reasoning might lead to the textual shortcut problem, as discussed in Section III-A.

To this end, we design another KD module to align the feature learning between QR→$A$ and QA→$R$, which aims to maintain semantic consistency. The intermediate features that are directly inputted to the final classifier are taken as a proxy. Specifically, we obtain one teacher feature $h^C_i$ from the teacher model $f^C$; and several student features $h^R_i$ from the student model $f^R$ wherein only one is deemed as positive – $h^R_+$ according to the ground-truth rationale $R_+$ while others are all negative $h^R_-$. Thereafter, we estimate the similarity score with the following formula,

$$
\hat{y}^i_+ = (h^C_i)^T h^R_+.
$$

(7)

Especially, $s_+$ should be larger than $s_-$ in optimal condition. To enable the training of this module, we adopt the rationale labels as supervision and perform KD-R with,

$$
\mathcal{L}_{KD}^R = -\frac{1}{|R|} \sum_{i} \frac{\exp s_i}{\sum_{j} \exp s_j}.
$$

(8)

C. Training Protocol

With the above two KD modules, we then combine them with the original answering and reasoning losses as follows,

$$
\mathcal{L}_{QR→A} = \alpha L_{KD}^A + (1 - \alpha) L^A,
$$

(9)

$$
\mathcal{L}_{QA→R} = \beta L_{KD}^R + (1 - \beta) L^R,
$$

(10)

where $\alpha$ and $\beta$ serve as hyper-parameters to balance the two KD losses.

Finally, we train the entire framework in an end-to-end fashion,

$$
\mathcal{L} = \mathcal{L}_{QR→A} + \mathcal{L}_{QA→R}.
$$

(11)

Different from previous methods that output answers and rationales separately, in our framework, the answers and rationales are predicted at the same time. In this way, the

Algorithm 1 Training Procedure of ARC

**Input:** Training set $\mathcal{D}_A$, $\mathcal{D}_R$ and $\mathcal{D}_C$ for three processes respectively.

1. **repeat**
   2. Randomly select a mini-batch $\mathcal{B}_C \in \mathcal{D}_C$;
   3. Employ the teacher model $f^C$ on $\mathcal{B}_C$ and compute $\mathcal{L}_C$ by Equation 12;
   4. Update weights in $f^C$
5. **until** $f^C$ converges
6. **repeat**
   7. Randomly select the mini-batches $\mathcal{B}_A \in \mathcal{D}_A$, $\mathcal{B}_R \in \mathcal{D}_R$ and $\mathcal{B}_C \in \mathcal{D}_C$;
   8. Employ $y^A$, $y^R$ and $y^C$ on $\mathcal{B}_A$, $\mathcal{B}_R$ and $\mathcal{B}_C$, respectively;
   9. Compute $\mathcal{L}_Q → A$ by Equation 9 to distil knowledge from $y^C$ to $y^A$;
   10. Compute $\mathcal{L}_{QA→R}$ by Equation 10 to distil knowledge from $y^C$ to $y^R$;
   11. Sum above losses by Equation 11;
   12. Update weights in $f^A$ and $f^R$
13. **until** both $f^A$ and $f^R$ converge

**Output:** The trained student model $f^A$ and $f^R$.

Q→$A$ and QA→$R$ are made more cohesive than these methods.

The optimization procedure of our proposed ARC, as shown in Algorithm 1, contains two stages. In the first stage, we train the teacher network $f^C$ until its cross-entropy loss converges (line 1-4),

$$
\mathcal{L}_C = -\sum_{i} \frac{\exp \hat{y}^C_i}{\sum_{j} \exp \hat{y}^C_j},
$$

(12)

where $\hat{y}^C_i$ denotes the output of $f^C$ corresponding to answer $A_i$. Secondly, $f^A$ and $f^R$ are optimized together, where the cross-entropy losses and KD losses are both considered (line 5-10). During inference, the $f^C$ branch is removed, and only $f^A$ and $f^R$ are responsible to predict answers and rationales, respectively.

V. EXPERIMENTAL SETUP

A. Datasets and Evaluation Protocols

We conducted extensive experiments on the VCR [3] benchmark dataset. Specifically, the images are extracted from the movie clips in LSMDC [45] and MovieClips, wherein the objects in images are detected by a Mask-RCNN model [46]. We utilized the official dataset split, and the number of instances for training, validation, and test sets are 212,923, 26,534, and 25,263, respectively. For Q→$A$ and QA→$R$, four options serve as candidates and only one is correct.

Regarding the evaluation metric, we adopted the popular accuracy metric for Q→$A$, QA→$R$, and Q→AR. For Q→AR, the prediction is right only when both the answer and rationale are selected correctly. Since the test set labels are not available, we reported the performance of our best model
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on the test set once and performed other experiments on the validation set.

The PyTorch toolkit is leveraged to implement our method and all the experiments were conducted on a single GeForce RTX 2080 Ti GPU. We strictly followed the training and inference protocols of every baseline. We employed grid-search to decide the optimal value of the hyper-parameters of $\alpha$ and $\beta$ in Equation 9 and 10, respectively. Both parameters are tuned in the range of $[0.0, 1.0]$ with a step size of 0.2.

B. Baselines

We compared our method with the following two sets of baselines.

1) VQA Baselines: RevisitedVQA [47], BottomUpTop-Down [10], MLB [48] and MUTAN [49]. These methods are originally developed for VQA and adapted for VCR in this paper.

2) Methods Specifically Designed for VCR: We employed our method to the following baselines to validate its effectiveness: Traditional VCR models – R2C [3], CCN [4], and TAB-VCR [44]; and recent VL-Transformers – UNITER [30] and VL-BERT [31].

VI. EXPERIMENTAL RESULTS

A. Overall Performance Comparison

The results of validation and testing sets are reported in Table I, and the key observations are listed below.

- For all five VCR baselines, with our ARC framework, they can all benefit significant gains. For example, compared with CCN, 2.8%, a 2.4% and 3.6% improvement on Q$\rightarrow$A, QA$\rightarrow$R, and Q$\rightarrow$AR on the test set can be observed, respectively. This verifies the necessity to couple the Q$\rightarrow$A and QA$\rightarrow$R as well as the effectiveness of the proposed method.
- Recent VL-Transformers, such as VL-BERT [31] and UNITER [30], drastically outperform traditional models by large margins. With our ARC framework, these two models can be enhanced with further performance improvements.
- Traditional state-of-the-art VQA methods all perform less favorably than the VCR ones. The reasons for this are two-fold: 1) the answers in previous VQA datasets are composed of a few keywords, while the answer length in VCR is relatively longer (7.5 words for answers and 16 words for rationales on average). And 2) VCR demands higher-order reasoning capability, which is far beyond the simple recognition in VQA datasets.

B. Ablation Study

We conducted detailed experiments to validate the effectiveness of each KD module and shown the results in Table V. From this table, we have the following observations:

- When incorporating the knowledge distillation module between QR$\rightarrow$A and QA$\rightarrow$R into the baseline model, a significant performance enhancement can be observed. Take the R2C baseline as an example, our method boosts it by 1.5% (Q$\rightarrow$A), 1.5% (QA$\rightarrow$R) and 2.0% (Q$\rightarrow$AR).
- We then introduced the knowledge distillation module between Q$\rightarrow$A and QR$\rightarrow$A to the baseline model and observed further improvement. These two experiments validate the effectiveness of our knowledge distillation modules.
- All models perform quite well on QR$\rightarrow$A. This result is intuitive since the rationale is introduced as inputs for predicting answers. In addition, it also supports our method implementation to make it as the proxy between Q$\rightarrow$A and QA$\rightarrow$R.

C. Qualitative Results

Besides the above quantitative results, we also illustrate several cases from the R2C baseline and our method in Figure 4. In detail, for the first example, although R2C gives the right answer, it fails to select the correct rationale. It is because the rationale option B contains more overlaps with the
query (e.g., ‘[person1]’, ‘attractive’), and R2C leverages such a shortcut to perform reasoning. While with our method, the right rationale can be more confidently predicted. The second example is even more confusing, as R2C reasons correctly, while the answer is not right. The key reason is that R2C takes answering and reasoning into two independent VQA instances. The last row demonstrates a failure case, where our model chooses the right answer but predicts the wrong rationale. In fact, the rationale predicted by our framework is also an explanation for the right answer although it slightly deviates from the ground-truth.

Thereafter, we further illustrate two instances with attention weight distribution in Figure 5. From this figure, we observe that our framework guides the baseline to focus more on the question input, such as ‘explosion’ and ‘boss’ in the first and second example, respectively, and therefore reduces the language shortcut reliance.

### Table VI

| Methods | w/o language pre-train | w/ language pre-train |
|---------|------------------------|-----------------------|
|         | Q→A | QA→R | Q→AR | Q→A | QA→R | Q→AR |
| R2C     | 52.8 | 54.7 | 29.3 | 55.2 | 59.9 | 33.6 |
| R2C_{ABC} | 56.4 | 57.2 | 32.6 | 59.3 | 62.9 | 37.7 |
| CCN     | 52.6 | 56.5 | 30.4 | 55.3 | 60.3 | 33.8 |
| CCN_{ABC} | 55.5 | 57.2 | 32.6 | 59.5 | 65.5 | 39.5 |
| TAB-VCR | 56.4 | 60.5 | 34.9 | 60.3 | 66.1 | 40.4 |
| TAB-VCR_{ABC} | 57.8 | 61.3 | 36.0 | 62.4 | 67.4 | 42.7 |
D. Model Performance on Out-of-Domain Data

As previously shown in Table III, all existing models perform much less favorably on the out-of-domain data. To examine whether coupling answering and reasoning can improve the generalization of these models, we applied our method to these data and reported the results in Table VI. In addition, we also pre-trained the BERT model on the rewritten textual data to test whether language pre-pretraining will bring further benefits. As can be observed, with our proposed ARC, all the three models obtain some performance improvements. For instance, our method gains a 3.6%, 2.5%, and 3.3% absolute improvement over R2C of the w/o language pre-train setting on the three accuracy metrics, respectively. It is evident that our method demonstrates better generalization capability on these skewed data.

E. Results w.r.t Question Types

Figure 6 illustrates the question types (extracted by the corresponding matching words) in the validation set. We then show the model performance of R2C and our method with respect to question types. In a nutshell, our method achieves consistent improvements on almost all categories. Especially, compared with binary questions like is and do, our method shows more advantage on more challenging where, how, and what questions. However, both methods struggle with how questions, as these questions demand high-level visual understanding and are therefore difficult to address.

VII. CONCLUSION AND FUTURE WORK

Existing VCR models perform the answering and explaining processes in a separate manner, leading to poor generalization and undesirable language shortcuts between answers and rationales. This paper first discusses the disadvantage of the separate training strategy, followed by a novel knowledge distillation framework to couple the two processes. Our framework consists of two KD modules, i.e., KD-A and KD-R, where the former is leveraged to align the predicted logits between Q→A and QR→A, and the latter aims to maintain semantic consistency between QA→R and QR→A with feature-level knowledge distillation. We apply this framework to several state-of-the-art baselines and studied its effectiveness on the VCR benchmark dataset. With the quantitative and qualitative experimental results, the viability of jointly training Q→A and QR→A is explicitly testified.

Regarding the future directions, since this work demonstrates the potential of process coupling for enhancing visual understanding, studying solutions for jointly training from more model components, such as the attention module, is thus promising.
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