Bearing Fault Detection with a Deep Light Weight CNN
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Abstract. Bearings are vital part of rotary machines. A failure of bearing has a negative impact on schedules, production operation and even human casualties. Therefore, in prior achieving fault detection and diagnosis (FDD) of bearing is ensuring the safety and reliable operation of rotating machinery systems. However, there are some challenges of the industrial FDD problems. Since according to a literature review, more than half of the broken machines are caused by bearing fault. Therefore, one of the important thing is time delay should be reduced for FDD. However, due to many learnable parameters in model and data of long sequence, both lead to time delay for FDD. Therefore, this paper proposes a deep Light Convolutional Neural Network (LCNN) using one dimensional convolution neural network for FDD.
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1 1 Introduction

Failures in rotating machinery such as helicopters and wind turbines is the problem of rolling element bearings (REBs). According to a literature review, more than half of the broken machines are caused by bearing faults [1]. Therefore, in prior achieving fault detection and diagnosis (FDD) of bearings is significant tasks as well as it is needed to collect and preprocessing the vibration signals for monitoring bearing condition. Many researchers have studied FDD for collecting, preprocessing and predicting the life of mechanical systems and so these field has become an important research area in industry [2,3]. Machines run almost always reliably, and few defects occur during stable operation of the control process, such as mechanical failures in manufacturing [4,5]. However, the existing traditional data-driven algorithms have a problem in that they are not good at learning the huge number of various and nonlinear data. In addition, due to the nature of the process, if the deformation of the process is slightly different, the data also can be different. This has to be revised each time by experienced experts.
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Instead of traditional machine learning algorithms, data-driven deep learning algorithms have the ability of automatically learning the discriminative feature representation from input data effectively and accurately. As one of the popular models of deep neural network (DNN) is CNN, it has been applied in many fields, such as recognizing image and speech analysis [6–8]. However, many parameters of the model require a lot of time to process complex data generated in the industry and to detect and diagnose faults. Therefore, as mentioned above, this paper proposes a deep light weight CNN model.

The remainder of this paper is structured as follows. In Sect. 2, Overall description of the CNN is introduced briefly. In Sect. 3, the proposed fault diagnosis method based on deep light weight CNN is explained. In Sect. 4, the effectiveness of the proposed method is described. Finally, the conclusions are drawn in Sect. 5.

2 Convolutional Neural Network

Convolutional neural network (CNN) mainly consist of convolutional layer (CL), pooling layer (PL) and fully-connected layer (FL) as well as activation and loss functions. In the CL, a number of filters are used to perform filtering of input time series data and the obtained feature maps are overlapped to form an output feature map of the CL. Convolution operations in CL have translation invariant that means translation invariant makes the CNN invariant to translation. Invariance to translation means that if we translate the inputs the CNN will still be able to detect the class to which the input belongs.

PL extracts the fixed length feature vector from the feature maps for feature dimension reduction. Consequently, CL can extract important features and simplify the complexity of the network computation. PL provide an approach to down sampling feature maps by summarizing the presence of features in patches of the feature map. Two common pooling methods are average pooling and max pooling that summarize the average presence of a feature and the most activated presence of a feature respectively.

FL in a neural networks are those layers where all the inputs from one layer are connected to every activation unit of the next layer. In most popular machine learning models, the last few layers are full connected layers which compiles the data extracted by previous layers to form the final output. It is the second most time consuming layer second to CL.

As per the published literature [9,10], a neural network is referred to as shallow if it has single FL. Whereas, a deep CNN consists of CL, PL, and FC layers. In this paper, we assume a CNN model N1 as deep/shallow compared to another CNN model N2, if the number of trainable layers in N1 is more/less than N2, respectively.

2.1 One Dimensional and Two Dimensional CNN

One dimensional neural network (1D CNN) can be applied to time series analysis of sensor data [11,12]. Compared to one-dimensional processing, two-dimensional
processing has a relatively complex structure and also requires more time and calculation resources. For example, the computational load of $3 \times 1$ convolution is only one-third compared to $3 \times 3$ convolution.

CNNs share the same characteristics regardless of 1D, 2D or 3D and follow the same approach. The main difference is in the dimensions of the input data and the way the feature detector (or filter) slices across the data. The difference can be seen in Fig. 1, while the 1D CNN filter learns the features of stride 1 all the way down, while the 2D CNN slicing horizontally and vertically filters the data with RGB. It can be seen that the difference remains in terms of the amount of computation brought by the difference in learning operations.

![Fig. 1. Difference between 1D CNN and 2D CNN](image)

### 3 The Proposed Methods

In this paper, a deep Light Convolutional Neural Network (CNN) model for rotating machinery fault detection is designed based on 1D CNN.

#### 3.1 Model Structure

The parameters and computational time in a proposed CNN are affected by the number of channels, filters, data length, stride size. As shown in Fig. 2, the proposed model structure have conv-1 to conv-4 convolution layers of the network include convolution operations, rectified linear unit (ReLU) activation functions. The use of a ReLU activation function increase the rate of convergence and prevent a gradient explosion and vanishing problems. Maximum pooling is used in the pool-1 to pool-4 to make model have translation invariant and reduce the dimensionality of the data.

In FL, in dense layer, we use only use 10 nodes. In general, it is demonstrated in [13] that the FL needs a lot of nodes to get better performance, but a model with a large number of CLs and PLs needs fewer neurons in the FC.
3.2 Experimental Model and Its Comparison

As mentioned in Sect. 3.1, depend on the number of filters, filter size, data length, data shape and connection mode, the performance of the model and the amount of space occupied can be vary. To demonstrate the effectiveness of proposed deep light CNN using the 1D-CNN as shown in Fig. 2, we use basic model of 1D CNN, 2D CNN and reference [14] for the performance comparison. The layers of the models were set identically and possibly. The name of models and its layers can be seen in Table 1.

The proposed model is designed to have the lightness and high performance of the model as much as possible. Therefore, in order to numerically confirm that the proposed model has achieved its purpose, the computation of the floating numbers and contain parameters of the convolutional layers and fully connected layers can be calculated by the following equations:

\[
Parameters_{conv} = K_h \times K_w \times C_{in} \times C_{out} + C_{out} \\
Params_{sfc} = I \times O + O \\
FLOP_{conv} = 2 \times H \times W \times K_h \times K_w \times C_{in} \times C_{out} \\
FLOP_{sfc} = 2 \times I \times O
\]
Table 1. Comparison between the proposed model and other models

| Layer   | Proposed Model | 1D-CNN | 2D-CNN | Reference [14] |
|---------|----------------|--------|--------|----------------|
| Input length | 400 x 1        | 400 x 1| 400 x 1| 400 x 1        |
| Layer 1 | Conv1d-16      | Conv1d-32 | Conv2d-32 | Conv1d-32     |
| Layer 2 | maxPool-16     | maxPool-32 | maxPool-32 | maxPool-32    |
| Layer 3 | Conv1d-32      | Conv1d-64 | Conv2d-64 | Conv1d-5, Conv1d-5 |
| Layer 4 | maxPool-32     | maxPool-64 | maxPool-64 | maxPool-5, Conv1d-5 |
| Layer 5 | Conv1d-64      | Conv1d-128 | Conv2d-128 | maxPool-5, maxPool-5 |
| Layer 6 | Conv1d-64      | maxPool-128 | maxPool-128 | Dense-100     |
| Layer 7 | Dense-10       | Dense-64 | Dense-64 | Dense-10       |
| Layer 8 | Dense-10       | Dense-10 | Dense-10 |              |

Where Parameters$_{conv}$ and FLOP$_{conv}$ represent the number of parameters and the computation of floating numbers in the convolutional layers, respectively. Parameters$_{sfc}$ and FLOP$_{sfc}$ represent the number of parameters and the computation of floating numbers in the fully connected layer respectively. H, W and $C_{in}$ are the height, width and number of channels of the input feature map respectively. $K_h$ and $K_w$ represent the size of the convolution filter and $C_{out}$ is the number of convolution filters. I is the dimensionality of the input and O is the dimensionality of the output.

4 Experiments and Analysis

The hardware and software environments are described in Table 2. To evaluate the calculation time, we used CPU for model training.

Table 2. The hardware and software environment.

| Hardware environment                  | Software environment                      |
|---------------------------------------|-------------------------------------------|
| CPU Intel Core i7-8700K, 3.7 GHz,      | Windows TensorFlow 2.0 framework and Python |
| Six-core twelve threads, Programming language | and Python programming language          |
| Six-core twelve threads, Memory 16 GB  |                                           |
4.1 Data Description

In order to evaluate the performance of the proposed model, data from the Case Western Reserve University Bearing Fault Data is used. Signals of four types can be seen in Fig. 4, including normal, inner race fault, ball fault, outer race fault. After the vibration signals are augmented and then datasets are composed of various signals. The dataset A, B, C and D contain four types of bearing health and the datasets are operated under 0, 1, 2 and 3 hp respectively. For each type of fault, there are three type of diameters, that is, 0.007, 0.014, and 0.021. Segment size of signal for 1D CNN is 400, so each segment contains 400 points. The details of vibration datasets are described in Table 3.

| Datasets | Load condition | Training samples | Validation samples | Test samples | Fault types | Fault diameters | Classification |
|----------|----------------|------------------|-------------------|--------------|-------------|----------------|----------------|
| A        | 0 hp           | 1650             | 192               | 240          | Normal      | 0              | 0              |
|          |                | 1650             | 192               | 240          | Ball        | 0.007          | 1              |
|          |                | 1650             | 192               | 240          | Ball        | 0.014          | 2              |
| B        | 1 hp           | 1650             | 192               | 240          | Inner-race  | 0.021          | 3              |
|          |                | 1650             | 192               | 240          | Inner-race  | 0.007          | 4              |
|          |                | 1650             | 192               | 240          | Inner-race  | 0.014          | 5              |
| C        | 2 hp           | 1650             | 192               | 240          | Inner-race  | 0.021          | 6              |
|          |                | 1650             | 192               | 240          | Outer-race  | 0.007          | 7              |
|          |                | 1650             | 192               | 240          | Outer-race  | 0.014          | 8              |
|          |                | 1650             | 192               | 240          | Outer-race  | 0.021          | 9              |

4.2 Experimental Result and Analysis

As mentioned in Sect. 3.2, in order to demonstrate the effectiveness of our proposed method, we used the comparison models. There are x training data used in the experiment, x valid data, and x test data. First, the results of models of training results and valid data are shown in Fig. 3. As you can see in Fig. 3, you can see that models are resistant to overfitting and the performance is similar. Since Case Western Reserve University Bearing dataset is simple and well refined, all of models can have good performance. Also it can be seen in Table 4, all models same Precision, Recall, F1-Score but notice that the proposed model have most low Parameters, FLOPs, Training Time(s).
The classification result of the 10 class of samples is shown in the following confusion matrix in Fig. 5. The identification of each faulty label in each method is represented in the form of a confusion matrix. According to the results from Fig. 5, this represents the accumulated difference between all predictions and actual values in the course of learning. In general, the accuracy of the labels and actual labels predicted by all models has similar performance.
5 Conclusion

The proposed model is expected to be able to suggest a direction to solve the delay time problem in the actual process. In particular, the proposed model can significantly reduce the parameters and FLOPs compared to other models. As mentioned 3.1, we can be able to reduce FL nodes and then reduce a lot of parameters in the proposed model.

As a future study, However, there are a few more problems with FDD. Since in industry, process control always run anomaly, the available labels are limited and at the same time there is a challenge to create a model that is resistant to noise in the process. All models were able to achieve good performance in terms of performance, because the data was simple and well-purified, so additional experiments is to prove the performance of the model when complex data and noise-caught data.
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