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ABSTRACT

The Running-In-Place (RIP) method is implemented in the framework of the Local Ensemble Transform Kalman Filter (LETKF) coupled with the Weather Research and Forecasting (WRF) model. RIP aims at accelerating the spin-up of the regional LETKF system when the WRF ensemble is initialised from a global analysis, which is obtained at a coarser resolution and lacks features related to the underlying mesoscale evolution. The RIP method is further proposed as an outer-loop scheme to improve the nonlinear evolution of the ensemble when the characteristics of the error statistics change rapidly owing to strong nonlinear dynamics.

The impact of using RIP as an outer-loop for the WRF-LETKF system is evaluated for typhoon assimilation and prediction with Typhoon Sinlaku (2008) as a case study. For forecasts beyond one day, the typhoon track prediction is significantly improved after RIP is applied, especially during the spin-up period of the LETKF assimilation when Sinlaku is developing rapidly from a severe tropical storm to a typhoon. The impact of the dropsondes is significantly increased by RIP at early assimilation cycles. Results suggest that these improvements are because of the positive impact on the environmental condition of the typhoon. Results also suggest that using the RIP scheme adaptively allows RIP to be used as an outer-loop for the WRF-LETKF with further improvements.
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1. Introduction

During the past decade, the regional Ensemble Kalman Filter (EnKF) has become an important approach for studying mesoscale instabilities and severe weather prediction. The main advantage of EnKF is the use of the flow-dependent background error covariance, which naturally takes into account the varying dynamical instabilities and topography, in comparison with the static error covariance used in the three-dimensional variational analysis (3DVar) method, another common assimilation method used in many operational centres. In EnKFs, the accuracy of the ensemble mean state is important for determining the dynamical evolution of the ensemble, and the flow-dependent errors carried in the ensemble perturbations are essential in providing effective analysis corrections. Thus, both the accuracy of the mean state and the structure of the ensemble perturbations are key factors in the good performance of EnKFs. An EnKF reaches its asymptotic performance after the ensemble represents a reasonable sample of the background error statistics. For this reason, EnKFs require a spin-up period of sufficient time to accumulate enough observation information (Caya et al., 2005). Also, the way in which the ensemble of an EnKF is initialised has a strong impact on the length of spin-up (Kalnay and Yang, 2010). Furthermore, due to the Gaussian assumption for both the forecast and analysis ensemble distributions, the EnKF’s performance is limited by strong nonlinearity, arising from infrequent or sparse observations, poor initial ensemble members and strong nonlinear dynamics (Lawson and Hansen, 2004). Among these causes, highly nonlinear dynamics modify abruptly the dynamically related (background) errors and may lead to filter divergence.
For regional EnKFs, the initial ensemble is usually “cold-started” when a case of interest, such as tropical cyclones (TCs) or mesoscale convection systems, emerges. The initial ensemble is usually centred on the operational global analysis and the ensemble perturbations are selected randomly (Torn et al., 2006). As neither this initial mean state nor the set of perturbations is optimal for mesoscale features, this introduces an inevitable long spin-up in the process of developing dynamically relevant ensemble perturbations. Therefore, it is usually recommended to have at least a 3-day spin-up period to derive reliable regional EnKF analyses. However, such initialisation introduces serious difficulties if waiting for a long spin-up period is not an option for the forecasters, as in the prediction of a rapidly developing/intensifying tropical storm, or when dealing with a fast moving, short-lived mesoscale weather event. Also, considering that only limited observations are available over open water, the spin-up required for typhoon assimilation and prediction might be even longer in order to accumulate sufficient information about the system. Dirren et al. (2007) suggest that initialising the ensemble from a larger ensemble mean error and spread allows the regional EnKF system to spin-up more quickly, which could alleviate the issue of an under-dispersive spread. Thus, the initial ensemble is centred at a rather long forecast (48-hour NCEP GFS forecast) and the amplitude of the ensemble perturbations need to be further amplified. This setup, also used in Torn (2010), is designed to “inflate” the initial background error covariance in order to emphasise the contribution from observations, but it neglects the fact that the structure of the ensemble-based error covariance could still represent poorly the underlying dynamical uncertainties. For typhoon prediction, the spin-up of regional EnKFs becomes even more critical because during the spin-up period, TCs are developing over open waters, where observations are valuable, but rather limited in number. Observations, such as those obtained by reconnaissance aircraft (Wu et al., 2005) cannot be effectively assimilated with a less optimised background error covariance during the spin-up, and forecasts are only initiated after the completion of the EnKFs spin-up (Torn, 2010; Kunii et al., 2012). Moreover, on average it takes only 4.8 days for a tropical depression formed over the Northwest Pacific to develop into a tropical cyclone (TC), and to approach and even make landfall on the island of Taiwan. Therefore, improving the forecast performance at the early development stage of typhoons becomes an important task for Taiwan in order to gain sufficient time for disaster protection. Moreover, severe weather events could involve very strong nonlinear dynamics and limit the performance of EnKFs. For example, typhoons might undergo rapid intensification through thermodynamical effects or air–sea interaction (Lin et al., 2005). Also, large uncertainties about the track arise when TCs interact with the monsoon trough causing an abrupt northward turn (Lander, 1996), or when they become embedded in a saddle field with strong uncertainties over the steering flow (Wu et al., 2004). The issue of nonlinearity becomes even more complicated with infrequent or sparse distribution of observations. If the ensemble does not capture such abrupt changes in the background dynamics, assimilation of observations cannot be effective with this less-optimal ensemble-based error covariance. Also, if the ensemble space is under-dispersive, filter divergence might occur. In order to address these concerns, it is clear that under such circumstances the ensemble needs to be “spun-up” again to catch up the true dynamics.

The “Running-In-Place (RIP)” method was proposed by Kalnay and Yang (2010; hereafter KY10) in order to deal with the spin-up issues of EnKFs and is implemented within the framework of the Local Ensemble Transform Kalman Filter (LETKF). The RIP method is intended to improve both the accuracy of the mean state and the flow-dependent structure of the error covariance, such that the spin-up could be accelerated. With a simple dynamical quasi-geostrophic (QG) model, the variational assimilation methods (3DVAR/4DVAR) have short spin-up periods because they use of a background error covariance based on the error climatology so that the background errors are represented to some extent. In addition, 4DVAR, acting like a smoother, has the shortest spin-up among 3DVAR, 4DVAR and the standard LETKF methods implemented in this QG model. KY10 demonstrated that the RIP method could successfully shorten the LETKF’s spin-up to a period comparable or shorter than 4DVAR. Most importantly, the accuracy of the EnKF analysis can still be maintained after the spin-up. Furthermore, given that the error statistics could change abruptly when the underlying flow undergoes highly nonlinear dynamics, which could lead to filter divergence, Yang et al. (2012a; hereafter YKH12) proposed that the RIP method could be served as a generalised outer-loop for the EnKF framework, in order to improve the nonlinear evolution of the ensemble. As a proof of concept, this study was carried out with the Lorenz three-variable model under the perfect model assumption. With RIP, filter divergence could successfully be avoided and the analysis accuracy using a longer assimilation window is significantly improved upon the standard LETKF. As RIP uses observations N times, the ensemble spread is reduced by the factor $\sqrt{N}$, and the smaller corrections allow the increments to follow the nonlinear path towards the truth better than with a single increment. By improving the nonlinear evolution of the ensemble, the ensemble space for correction is better represented.

Yang et al. (2012b; hereafter Y12b) further investigated applications with the RIP method using the Weather Research and Forecasting (WRF) model coupled with the
LETKF data assimilation system. This system was applied to typhoon assimilation and prediction under an observation simulation system experiment (OSSE) framework. The OSSEs showed that the RIP method is able to accelerate the dynamical adjustment of the typhoon structure during the LETKF spin-up period (defined as the first 2 days of the assimilation experiment) and improves both the accuracy of the mean state and the flow-dependent structure of the ensemble-based error covariance. The improvements included not only the inner-core of the typhoon structure, but also the environmental conditions for the typhoon movement. As a result, the LETKF-RIP analysis leads to better typhoon prediction, capturing the change of the typhoon track 12 hours earlier than provided by the standard LETKF analyses. Recently, Wang et al. (2013) implemented a similar idea to the RIP method in the WRF-Ensemble Square Root filter system (the iterative EnSRF) to spin-up the radar data assimilation for an idealised supercell storm under an OSSE framework. Their results also confirm that the iterative EnSRF can accelerate EnSRF to reach a steady level of state estimation. Also, better performance of the iterative EnSRF is obtained because of the improved background error covariance and accuracy of the mean state. More importantly, the correlations between the observed and unobserved variables are improved through the iterative EnSRF iterations.

This study further investigated the impact of the RIP method on real observations from the 2008 Typhoon Sinlaku, based on the framework of Y12b. We note that this is the first NWP application where RIP is applied in a real case of typhoon assimilation and prediction. We also note that Miyoshi and Kunii (2012) had used the WRF-LETKF system to investigate the regional assimilation effect on predicting the same typhoon case. In 2008, valuable dropsonde data were obtained in the THORPEX Pacific Asian Regional Campaign (T-PARC; Elsberry and Harr, 2008), and Typhoon Sinlaku is the one that was most thoroughly observed throughout its lifetime. The main motivation of this study is to explore whether these valuable dropsondes could have been used more effectively by the RIP method during the early developing stage of Sinlaku.

We note that many studies were made to highlight the impact of the T-PARC dropsondes for typhoon prediction (Aberson, 2003, 2011; Wu et al., 2007; Harnisch and Weissmann, 2010; Chou et al., 2011; Weissmann et al., 2011; Kunii et al., 2012). Weissmann et al. (2011) compared the results of assimilating the dropsonde data during the T-PARC period with four different models (ECMWF, JMA, NCEP and WRF). Chou et al. (2011) evaluated the improvement on the TC track forecast derived by assimilating the dropsonde data in the DOTSTAR and T-PARC projects with the NCEP global forecast system (GFS). Both studies have shown that after assimilating the dropsonde data, the TC track forecast could be significantly improved. Wu et al. (2012a) investigated the steering flow from the results of Chou et al. (2011). They concluded that the primary benefit from assimilating dropsondes for Sinlaku was to improve the vertical vortex structure that extends further into the troposphere; therefore, the typhoon could be advected by a more representative steering flow in the deep troposphere. As we will demonstrate in Section 4, the dropsonde data during early assimilation cycles could be used significantly more effectively with the RIP method. Thus, through the case study of the well-observed typhoon Sinlaku, we will show that RIP using real observations is able to improve the performance of the WRF-LETKF system during its spin-up time and thus, improve the effectiveness of the observations. Moreover, we explore the possibility of using RIP as a generalised outer-loop in the WRF-LETKF framework, as proposed in YKH12.

This paper is organised as follows. In Section 2, the 2008 Typhoon Sinlaku is described briefly. Section 3 introduces the WRF-LETKF system and discusses the implementation of the RIP method. Results of the assimilation experiments are presented in Section 4 and, finally, Section 5 gives the summary and conclusions.

2. Typhoon Sinlaku (9 September 2008–21 September 2008)

Typhoon Sinlaku formed at 1800 UTC on 8 September 2008 on the east side of the Philippines and it then moved north-northwest. Figure 1 shows the best track and the

![Fig. 1. JTWC best track and intensity of typhoon Sinlaku 2008. Data are plotted every 6-hour.](image-url)
intensity of Sinlaku, which was analyzed by the Joint Typhoon Warning Center (JTWC). During 9–10 September, Sinlaku intensified rapidly with its maximum wind speed increasing from 65 to 110 kts, reaching its highest value of 125 kts at 1800 UTC on 11 September, and reaching its lowest sea-level pressure of 925 hPa at 0600 UTC on 11 September. Sinlaku is characterised by a meandering track. During its intensifying period, Sinlaku continued moving slowly northwards (~1.9 m/s) associated with the saddle field formed between the subtropical and continental high pressure systems. Around the 12 September, due to the westward expansion of the subtropical high, Sinlaku turned to move northwards toward Taiwan. At daybreak on 14 September, Sinlaku landed at Ilan, the northeastern tip of Taiwan and then continued moving northwestwards. After it moved away from Taiwan and entered the Taiwan Strait at 1800 UTC 14 September, the extension of the subtropical high decreased and Sinlaku gradually crossed the ridge of the subtropical high and started to move northeastwards. After that, Sinlaku was influenced by the mid-latitude westerlies and continued moving northeastwards, passing the southern ocean of Japan. At the end of its life-cycle, it underwent a subtropical transition and turned into a subtropical cyclone on 21 September.

Typhoon Sinlaku is the most observed case during the T-PARC period, especially with regard to dropsonde observations. The dropsonde distribution at different times is shown in Fig. 2. The life-cycle of Sinlaku is full of many important and distinctive features of typhoons, including: the rapidly intensifying stage, the mature stage, (double) eyewall reconstruction and the dissipation stage influenced by an ocean cold eddy, and its subsequent transformation into a subtropical cyclone. These valuable observations provide a great opportunity to improve our understanding of typhoons at different stages. As a result, Sinlaku has been widely studied for topics related to typhoon dynamics, as represented by the observations. Below, RIP is described briefly within the LETKF (Hunt et al., 2007) framework and further details are presented in KY10 and YKH12.

Unlike variational analysis methods (3D/4D-Var), the LETKF belongs to the class of sequential data assimilation that minimises the analysis error variance. At each analysis grid point, the LETKF performs data assimilation to update both the mean and perturbations of the ensemble, according to the local information of the background (a short-range forecast) and regional observations. In the LETKF, optimal weights for the background ensemble perturbations are derived, so that this linear combination of the ensemble perturbations minimises the analysis error variance (in the local domain). With K background ensemble members at time $t_n$, the analysis ensemble perturbation (deviations from the ensemble mean) at the analysis time $t_n$ are computed as follows:

$$X_n^a = X_n^b W_n^u$$  \(1\)

Here, $X_n^a = [\delta x_n^1 | \cdots | \delta x_n^K]$ is the matrix of the background perturbations whose columns are the vectors of ensemble perturbations with respect to the ensemble mean, that is, $\delta x_n^k = x_n^k - \bar{x}_n$, where $x_n^k$ is the $k$th background ensemble member and $\bar{x}_n$ is the background ensemble mean. Similar definitions are applied to the analysis ensemble mean ($\bar{x}_n^a$) and perturbations ($\delta x_n^a$). The analysis perturbation weight matrix $W_n^a$ is computed by:

$$W_n^a = [(K - 1)\bar{P}_n^a]^{1/2}.$$

where $\bar{P}_n^a$ is the analysis error covariance matrix in the ensemble space, given by:

$$\bar{P}_n^a = [(K - 1)\bar{P}_n^b]/\rho + Y_n^p R^{-1} Y_n^p$$  \(2\)

Here, $Y_n^p = [\delta y_n^1 | \cdots | \delta y_n^K]$ is the matrix of the background ensemble perturbations in observation space where $\delta y_n^k = h(x_n^k) - h(\bar{x})$, $R$ is the observation error covariance matrix, $h(\cdot)$ is the observation operator that converts a variable from model to observation space and $\rho$ is the multiplicative covariance inflation factor. The superscript $\rho 1/2$. The analysis error covariance matrix in the ensemble space, given by:

$$\bar{P}_n^a = [(K - 1)\bar{P}_n^b]/\rho + Y_n^p R^{-1} Y_n^p$$  \(2\)

Here, $Y_n^p = [\delta y_n^1 | \cdots | \delta y_n^K]$ is the matrix of the background ensemble perturbations in observation space where $\delta y_n^k = h(x_n^k) - h(\bar{x})$, $R$ is the observation error covariance matrix, $h(\cdot)$ is the observation operator that converts a variable from model to observation space and $\rho$ is the multiplicative covariance inflation factor. The superscript $\rho$.
$T$ in eq. (3) stands for matrix transpose, and the inflation coefficient $\rho$ is constant throughout the assimilation experiments. We note that adaptively adjusting the inflation factors might improve the overall performance of the LETKF system further (Miyoshi, 2011; Miyoshi and Kunii, 2012), but a spin-up period is also required with such an adaptive inflation method.

The analysis ensemble mean at time $t_n$ is obtained from

$$x_n^a = X_n^b w_n^b + x_n^f,$$

(4)
where
\[
\mathbf{w}_n = \mathbf{P}_n \mathbf{y}_n \mathbf{R}^{-1} (\mathbf{y}_n - \mathbf{y}_n^b).
\] (5)

In eq. (5), \(\mathbf{y}_n^b\) and \(\mathbf{y}_n = \mathbf{h}(\mathbf{x}_n^b)\) are the column vectors for the observations and the background ensemble mean in observation space, respectively.

Equations (1)–(5) provide the basic formulas of the standard LETKF. Based on the framework of the standard LETKF, the RIP scheme includes a “no-cost” smoother and forward model integrations (KY10). The no-cost smoother is constructed from the weights derived during the LETKF analysis [eqs. (2) and (5)], which linearly combines the background ensemble trajectories in order to minimise the analysis error variance at the analysis time \(t_n\). If perturbations evolve linearly within an assimilation window, the linear combination of the ensemble trajectories approximates a model trajectory; thus, if this trajectory is closest to the truth at the analysis time, and if model errors are small, this trajectory should also be closest to the truth throughout the window. Therefore, the weights obtained at the analysis time should also be valid throughout the assimilation window (KY10). These LETKF weights allow for the construction of a “no-cost” smoother for the LETKF, which improves the model ensemble state at an earlier time using observations that are obtained later within the analysis window, without the need of an adjoint model (Kalnay et al., 2007; Yang et al., 2009, see the footnote 1 in KY10 for detailed explanation for “no-cost”). This is equivalent to an ensemble-based Kalman smoother (Evensen, 2003; Appendix D).

The RIP scheme has two steps: (1) the use of the no-cost smoother to update the ensemble states at a time earlier than the current analysis time; and (2) forward integrate these smoothed (and improved) ensemble states to the current analysis time and assimilate the same set of observations. In KY10 and YKH12, these two steps are repeated iteratively for a window between the previous and current analysis times, \([t_{n-1}, t_n]\). However, with a dynamically complex model such as WRF, the window for applying the no-cost smoother becomes shorter than the analysis interval, given the nonlinearity of the mesoscale dynamics. Therefore, Y12b modified the implementation in order to optimise the use of the RIP method with WRF for a 6-hour analysis cycle and with two loops are adopted (see Fig. 3). In Loop A, the standard LETKF is performed, defined as iteration zero, to compute the weights for the smoother. Loop B is used to perform the iterations after Loop A. In Loop B, the smoother is applied at the chosen lag time \(t_m\) (\(t_{n-6} \leq t_m < t_n\)) to smooth the mean and ensemble anomalies using eqs. (6) and (7), respectively.

\[
\mathbf{x}_{m}^{i+1} = \mathbf{x}_{m}^{i} \mathbf{W}_{n}^{i} + \mathbf{x}_{m}^{i}
\] (6)

\[
\mathbf{X}_{m}^{i+1} = \mathbf{X}_{m}^{i} \mathbf{W}_{n}^{i}
\] (7)

At the \(i\)th iteration, the weights \((\mathbf{W}_n^i)\) and \((\mathbf{W}_m^i)\) obtained during the LETKF analysis computation at \(t_n\) are applied to the mean and the perturbations of the model ensemble at \(t_m\) \((\mathbf{x}_{m}^{i} \mathbf{W}_{n}^{i})\) and \((\mathbf{x}_{m}^{i} \mathbf{X}_{m}^{i})\). Eqs. (6) and (7) start at \(i = 0\), where \((\mathbf{W}_n^0)\) and \((\mathbf{W}_m^0)\) are the weight coefficients from the standard LETKF (with the observation assimilated once) and \((\mathbf{x}_{m}^{0})\) and \((\mathbf{x}_{m}^{0})\) are the mean and the perturbations of the forecast ensemble, which is initialised from the final analysis ensemble, as derived at the previous analysis time \(t_{n-6}\). With eqs. (6) and (7), the updated ensemble at \(t_m\) includes the information at the later time \(t_n\).

Forward integration of the ensemble states from \(t_m\) to \(t_n\) provides the new background ensemble \((\mathbf{x}_{m}^{i+1})\) for the next iteration. The LETKF computation is repeated in order to obtain the new analysis ensemble \((\mathbf{x}_{m}^{i+1})\) and weight coefficients \((\mathbf{W}_n^{i+1})\) and \((\mathbf{W}_m^{i+1})\). As proposed in KY10, this procedure could be repeated until a stopping criterion is fulfilled (Section 4.5), in order to avoid overfitting the observations, but in this study the RIP iteration was applied just once to explore its potential impact in a realistic assimilation setup under computational constraints.

3.2. The Weather and Research Forecasting Model and experimental settings

The Advanced Research WRF (ARW) model (Skamarock et al., 2008) used in this study has been widely used to perform severe weather prediction and to study regional weather predictability (e.g., Zhang et al., 2006, 2010; Torn, 2010; Miyoshi and Kunii, 2012, Yang et al., 2012b, 2013). The LETKF scheme is implemented with this model and the RIP method is then constructed based on the WRF-LETKF system. In this study, the model settings and the strategies for the use of the RIP method follow Y12b, who demonstrated the potential of the RIP method for typhoon assimilation and prediction with OSSE experiments. However, we modify the strategy further, in order to use RIP adaptively as an outer-loop in the LETKF framework.

The ARW (version 3.2) model domain is arranged to cover Taiwan and the area southeast of China and Japan,
using a horizontal grid of $220 \times 200$ grid points with a horizontal spacing of 25 km. There are 28 vertical sigma layers with the top at sigma = 0.0065 (about 50 hPa). The physical parameterisations include the Rapid Radiative Transfer Model (RRTM) based on Mlawer et al. (1997) for longwave radiation, the Dudhia (1989) shortwave radiation scheme, the Yonsei University (YSU) PBL scheme (Hong et al., 2006), the Kain–Fritsch scheme (Kain, 2004) for cumulus parameterization and the single-moment micro-physics scheme by Lin et al. (1983). These settings are used and are the same in all of the experiments.

The experiments focus on a period ranging from 0000 UTC 9 September 2008 to 0600 UTC 12 September 2008; the developing and intensifying stage of Typhoon Sinlaku. The observations for assimilation include upper air soundings from rawinsondes and aircraft reports, surface stations and dropsondes (Fig. 2).

The initial ensemble is cold-started at 0000 UTC 8 September 2008; 36 ensemble members are generated with initial conditions centred at the National Centers for Environmental Prediction (NCEP) Global Forecasting System (GFS) final analysis (FNL $1^\circ \times 1^\circ$ data), and the ensemble perturbations are drawn randomly from the 3D-Var background error covariance (Torn et al., 2006). The same procedure is used to perturb the NCEP FNL data every 6 hours until 0000 UTC 15 September; the tendencies are then computed at the boundaries according to these perturbed states in order to obtain the corresponding perturbed boundary conditions. The initial and boundary conditions of the 36 ensemble members are then used to initialise the assimilation experiments at 0000 UTC 8 September with an analysis interval of 6 hours. The RIP-related experiments start at 0000 UTC 9 September.

We should note that RIP improves the use of observations, but during 8 September, it is not expected to accelerate the spin-up of the WRF-LETKF system yet, because there are no observations (neither upper air soundings nor dropsondes) near the typhoon at that time.

As indicated by Y12b, the temporal de-correlation scale for using observations in such regional assimilations is about 3 hours, such that the window for applying the no-cost smoother is chosen to be 3 hours. Therefore, the smoother is applied at 0300, 0900, 1500, 2100 UTC with weights derived from the LETKF analysis performed at 0600, 1200, 1800 and 0000 UTC. With the adjusted (smoothed) ensemble states at 0300, 0900, 1500 and 2100 UTC, a 3-hour ensemble forecast is then carried out, followed by the second LETKF analysis to assimilate the observations once again. As a brief summary, the first RIP iteration performs the regular LETKF analysis with the 6-hour ensemble forecast as the background ensemble; the second RIP iteration re-assimilates the same observations with the 3-hour ensemble forecast evolved from the smoothed analysis ensemble (see Fig. 3).

In the RIP method, an important factor for improving the ensemble-based error covariance is to use the model to “re-evolve” the ensemble so that the ensemble evolution can “catch up” with the true dynamics. As discussed in Y12b, the ensemble did not have enough time to adjust its dynamical evolution with a window that is too short, and a 3-hour window gives the best performance of RIP. However, when dealing with an abruptly changing dynamical condition with either the inner-core or environment of the typhoon, a 3-hour window may be too long and a shorter window should be adopted, and an adaptive window for using the no-cost smoother may further improve the performance of RIP. During the LETKF’s spin-up, the issues associated with nonlinearity could become more serious because large perturbations are used to represent the inaccurate mean state. As a result, the performance of EnKFs could be significantly limited.

We note that using the observations more than once at the analysis time might violate the assumption that the observations and background information are independent. As discussed in YKH12, using an example with linear dynamics, this is compensated by the reduction of the ensemble spread according to the Kalman Filter theory so that the observations are not over-weighted during RIP iterations. With nonlinear dynamics, things become more complicated. Strategies such as “applying a criterion” to stop the RIP iterations will be helpful for improving the performance of the RIP method as demonstrated in KY10 and YKH12 and will be further discussed in Section 4.5.

4. Results

4.1. Error covariance

The goal of the RIP method is to improve simultaneously the structure of the background error covariance used for providing analysis corrections, and the accuracy of the mean state. With the improved ensemble members, the dynamical evolution can then be further improved, staying closer to the natural trajectory. In addition, the ensemble perturbations are expected to better present the uncertainties related to underlying dynamical instability associated with the development of the tropical cyclone. Therefore, we will first illustrate the structure of the error covariance during the spin-up and discuss the corresponding dynamical adjustments for the typhoon structure.

Figure 4 shows the error covariance between the zonal wind at the location $(126^\circ\text{E}, 19.5^\circ\text{N}$ and near 750 hPa) and the zonal wind on the WRF eta level near 750 hPa. The error covariance is constructed with the background ensemble at 1200 UTC 9 September 2008, when Sinlaku is at the stage of tropical storm. The chosen location (marked with ‘•’ in Fig. 4) is in the strong winds region of
the typhoon (Fig. 5d) and the typhoon centre is denoted by ×. From Fig. 4, both the LETKF and LETKF-RIP covariance structures show a negative covariance (indicated by red contours) south of the typhoon centre. If a zonal wind observation is available at this chosen location and a westward wind correction is derived at this location, such a covariance pattern will introduce an eastward wind correction south of the typhoon centre. Therefore, with this observation, an analysis increment characterised by cyclonic circulation will be obtained and the typhoon circulation

Fig. 4. Error covariance structure (contours) between the zonal wind speed at the location (126°E, 19.5°N and about 750 hPa) marked with a ‘*’ and the zonal wind speed on the WRF eta level near 750 hPa from the LETKF-RIP background ensemble at the first iteration at 1200 UTC 9 September. (b) The same as in (a), except the error covariance is derived from the LETKF background. Black contours denote the positive values and red contours the negative values. The cross marks (×) denote the centre of the typhoon.

Fig. 5. (a) Near-surface wind speed of the LETKF-RIP analysis at 1200 UTC 9 September, (b) the same as (a), except from the LETKF analysis, (c) the difference of the near-surface wind speed between the LETKF-RIP and LETKF analysis and (d) wind speed from the QuikSCAT at 1200 UTC 9 September. The cross marks (×) denote the centre of the typhoon.
can be enhanced. From Fig. 4b, it is evident that the negative pattern is more evident with RIP, suggesting a stronger cyclonic enhancement would be obtained. Also, the covariance structure in Fig. 4a is somewhat asymmetric and exhibits larger values away from the chosen point. As will be discussed later, the resulting corrections from Fig. 4a are not helpful for improving the dynamical structure of typhoon and might result in a less balanced circulation for the typhoon structure, which will affect the following track prediction.

Figure 4b also suggests that at this time, error covariance with RIP is better “spun-up” to reflect the typhoon dynamics in nature. With the improved error covariance, the typhoon structure could be better represented. Figure 5a and 5b shows the near-surface wind speed, Fig. 5c is the difference between Fig. 5a and 5b, and Fig. 5d is the observation from QuikSCAT near the same time. As shown in Fig. 5a, the eyewall structure of the typhoon is better organised and the wind speed is stronger in the RIP analysis than shown in the standard LETKF analysis. Also, the strong vertical velocity (indicated by black contours) agrees with the strong winds in the RIP analysis, indicating a well-established eyewall for a rapidly intensifying typhoon. The difference shown in Fig. 5c indicates that stronger cyclonic circulation is obtained in the LETKF-RIP analysis, such that the typhoon circulation can be further enhanced. We note that such enhancement is not only shown in the horizontal, but extends towards the upper troposphere (figure not shown). In Fig. 5a, strong winds located from the northeast to the south of the typhoon correspond well to the non-assimilated observed wind pattern (Fig. 5d). As with the results from the error covariance derived with the standard LETKF (Fig. 4a), strong winds in the LETKF analysis locate north of the typhoon centre (Fig. 5b), exhibiting a less organised eyewall and an asymmetrical pattern towards the north side of the centre. All these evidences suggest that the error covariance with RIP at this time could provide better analysis corrections for adjusting the typhoon circulation. The track forecast initialised with the LETKF-RIP analysis at 1200 UTC 9 September is also more accurate and the track error is 116 km with the 72-hour forecast, compared to 173 km obtained from the forecast initialised from the standard LETKF analysis. Overall performance of track prediction will be further discussed in sub-section 4.3.

4.2. Results from analysis

The performance of the LETKF and LETKF-RIP systems are first examined with the innovation statistics derived from the first 2 days (eight analysis cycles). Figure 5 shows the bias and root mean square (RMS) of the innovation (observation minus background) of the zonal and meridional winds. The amplitudes of the bias and RMS of the innovations are larger than the results shown in Miyoshi and Kunii (2012) or Jung et al. (2012), because the LETKF system is under spin-up and also because satellite data, such as the AMV cloud winds, are not assimilated in this study. We also note that the “background” of the LETKF-RIP in Fig. 6 is the mean of the 6-hour ensemble forecast, not from the 3-hour ensemble forecast used for the second iteration. This is to ensure that the background states are independent from the observations that they are verified against. From Fig. 6a, both the bias and RMS of the innovation of the zonal wind are reduced with the RIP method (in red lines), especially for levels below 700 hPa. The positive bias suggests that the westward component is too strong in the LETKF background, whereas that component is reduced in the LETKF-RIP background. This might also explain why the typhoon prediction initialised from the LETKF analyses has a stronger but less-realistic westward moving direction (e.g., Fig. 9a). The same improvement with RIP can also be

![Fig. 6](image_url)

Fig. 6. (a) Bias (dashed lines) and RMS (solid lines) of the innovation vectors for the zonal velocity, (b) the same as (a) except with meridional velocity. Results with the LETKF and LETKF-RIP background are denoted in blue and red colours, respectively.
identified in the lower troposphere in the bias of the innovation of the meridional wind. But, there is a slight degradation in the RMS of the innovation of the meridional wind. Such degradation is related to the use of an “unnecessary” RIP iteration on 0600 UTC 10 September. This will be further discussed in Section 4.5.

From Fig. 6, as the difference is most evident below 700 hPa, this reflects the fact that during 9 and 10 September, the most effective adjustment derived from RIP is from the dropsondes employed by the C130 reconnaissance flight.

We also evaluate the analysis quality in terms of typhoon parameters, including: the position error, the 30-kts wind radii error, the central sea-level pressure and the maximum surface wind. On average, the LETKF and LETKF-RIP analyses, indicated by the blue and red solid lines, respectively in Fig. 7, show comparable ability in representing the typhoon location and intensity, both in terms of the central sea-level pressure and the maximum surface wind. Nevertheless, the error of the 30-kts wind radii is significantly reduced when RIP is applied, and the associated adjustments can correct the too-broad typhoon circulation originally shown in the standard LETKF analysis. As discussed further in Section 4.3, the results from Fig. 7b suggest that the advantage of RIP is reflected in improving the environmental conditions for typhoon development, such that the size of the typhoon can be better represented in the LETKF-RIP analysis. The positive impact is particularly evident during the rapid intensification stage of the typhoon before 0600 UTC 11 September. Regarding the typhoon intensity, we should note that with the resolution (25 km) used in the experiments, RIP has limited influence on representing the details of the inner core structure and therefore, has limited impact on modifying the typhoon intensity. From Fig. 7c, a sudden increase of central sea-level pressure appears at 1200 UTC 11 September with the LETKF-RIP analysis. This is because the typhoon in the background at this time is located 20 km north of the observed centre. Such dislocation of the typhoon centre causes weakening of the inner-core winds after the inner-core observations (Fig. 2h) are assimilated. Consequently, the central sea-level pressure rises, even though the location of the typhoon centre is actually improved with assimilation of these observations. Note that currently, the typhoon position is not assimilated; therefore, the RIP procedure would not be useful for correcting the typhoon position and might cause larger positional errors on 9 September, where there is no clear inner-core structure in the typhoon. Assimilating typhoon locations (Chen and Snyder, 2007; Wu et al., 2010) might be helpful in constraining the typhoon position during early development.

**Fig. 7.** Analysis errors of typhoon-related parameters: (a) track, (b) 30-kts wind radii, (c) sea-level pressure at typhoon centre and (d) maximum surface wind.
4.3. Results from forecasts

In the following, we focus on the impact of the RIP method on the forecast performance during the first 2 days of the RIP experiment. As mentioned in Section 2, this period also corresponds to Sinlaku’s rapid intensification from a tropical storm to a typhoon. Figure 8 shows the forecast performance in terms of typhoon parameters and the results are averaged from 0000 UTC 9 September to 1800 UTC 10 September (eight cases). In addition to the absolute error shown in Fig. 8a, Fig. 8b presents the cross track error, which considers only the direction of the typhoon’s movement and ignores the effects of its speed of movement. The typhoon track prediction is important for determining the landfall location and predicting the level of the accompanying precipitation. Results show that the track error of the forecasts initialised from the LETKF-RIP analysis is significantly reduced after the 36-hour forecasts. This improvement reaches 80 km at the 3-day forecasts. In terms of the cross track error, such an improvement from using RIP can be identified even earlier, at the 30-hour forecasts. The cross track error with the LETKF-RIP forecast remains at a level of 50 km or below; whereas that with the LETKF forecast increases linearly.

![Fig. 8. Mean errors associated with typhoon parameters from the LETKF and LETKF-RIP forecasts at different forecast hours: (a) absolute track; (b) cross track error; (c) sea-level pressure at typhoon centre; (d) maximum wind speed; (e) size of the typhoon; and (f) the mean translation speed of the typhoon](image-url)
with time towards a level of 100 km after the 3-day forecast. Such improvement in the track prediction implies that the analysis corrections obtained from the RIP method have a positive impact on adjusting the environmental conditions of the typhoon, and further improve the movement of the typhoon through the steering flow, including its direction and speed of movement (Fig. 8b and 8f). With the improved environmental conditions and the better-established typhoon structure (e.g., Fig. 5a) for rapid intensification, the size of the typhoon is better represented with the LETKF forecast (Fig. 8e). Even though a small improvement has been derived for the maximum wind after the 36-hour forecast (Fig. 8d), we recognise that the LETKF-RIP forecasts over-predict the central sea-level pressure of the typhoon, resulting in a larger error in Fig. 8c. This is particularly evident when the forecasts are initialised at 0600 and 1200 UTC 10 September, between the rapid intensification and mature stage. Despite the too-low central sea-level pressure, such results confirm that the dynamical adjustment for typhoon intensification is addressed through the RIP iterations.

Considering the track prediction initialised at 0600 UTC 9 September as an example, the typhoon in the LETKF forecast (the blue line in Fig. 9a) has a westward moving component that is too strong, because the subtropical high extends too far westward (e.g., the blue contour in Fig. 9b). In comparison, the subtropical high with the LETKF-RIP forecast agrees better with that in the FNL analysis 1. During the forecast hours, the movement of the typhoon is dominated by the steering flow in the mid-high levels, as shown in Fig. 10. However, at these levels, the steering flow in the LETKF-RIP forecast (denoted by red wind bars) exhibits a northward direction, whereas a northwestward steering flow is shown in the LETKF forecast (denoted by blue wind bars). The outcome of the latter scenario, is that the typhoon turns westwards earlier towards central Taiwan. Also, the typhoon in the LETKF-RIP forecast has a stronger vertical development (Fig. 10a), supporting the stage of rapid intensification. In comparison, the typhoon in the LETKF forecast at mid-levels has a much broader structure. Furthermore, when defining the degree of the nonlinearity as the differences between the single forecast initialised from the analysis ensemble mean and the mean of the ensemble forecasts initialised at 0600 UTC 9 September, the results show that such a difference is much reduced in the LETKF-RIP forecasts during the first 48 hours. This suggests that the LETKF-RIP ensemble perturbations evolve more linearly with fewer outliers; whereas the nonlinear evolutions of the outliers of the LETKF ensemble dominate the ensemble forecasts, such that the mean of the ensemble forecast deviates quickly from the deterministic forecast initialised from the analysis ensemble mean. This also supports the findings of YKH12, in that applying the RIP method allows EnKF schemes

---

1The typhoon in the NCEP FNL analysis at this time is too weak and less organised, such that the track prediction is rather poor when initialised directly from the FNL analysis.
better handling of the nonlinear dynamics and avoids the distribution of the ensemble being severely distorted by strong nonlinearity. Figure 11 shows the 25 and 75% quantiles of the ensemble track errors at different forecast hours. The 25% quantile of the ensemble track errors is comparable between the LETKF and LETKF-RIP forecasts at most of the forecast hours, but the 75% quantile of the LETKF ensemble track errors increases faster in time than that derived with the LETKF-RIP ensemble forecasts. At the 72-hour forecast, 15 members out of the 36 LETKF members have simulated a typhoon with a track error larger than 250 km, whereas there are only eight members from the LETKF-RIP ensemble with the same criterion. This implies that one tail grows faster in the LETKF ensemble and that the ensemble distribution is greatly distorted. As a result, the track error of the mean of the ensemble forecast is 205 and 113 km with the LETKF and LETKF-RIP forecast, respectively.

With the improved track prediction, the LETKF-RIP forecast allows better prediction of the landfall location, which positions the area of direct impact on Taiwan. Table 1 lists the errors of the landfall locations. It is clear that Sinlaku’s landfall location is predicted more accurately by the LETKF-RIP forecasts, except when initialised at 0600 UTC 10 September. Even at an early assimilation time like 9 September, applying the RIP method with the same number of observations can better describe the potential of the typhoon hitting the northeastern part of Taiwan. We note that the issue regarding the forecast initialised at 0600 UTC 10 September is related to the overfitting of the same set of observations and this will be further discussed in Section 4.5.

4.4. Observation impact

Given that the track prediction is significantly improved during the LETKF’s spin-up time, we can claim that the observations are used more effectively. To quantify this, we apply the ensemble-based method for estimating the observation impact proposed by Liu and Kalnay (2008).
The formula has recently been updated in Kalnay et al. (2012):

\[
D_{e^2p} = \frac{e_T^T \Sigma_{t} e_T}{e_T^T \Sigma_{0} e_T}.
\]

In eq. (8), \(D_{e^2p}\) measures the impact on the forecast at time \(t\) obtained by assimilating the observation at time 0. \(e_{t0} = \hat{x}_{t0} - \hat{x}_{t}\) defines the forecast error at time \(t\) when initialised at time 0 and \(\hat{x}_{t}\), the analysis state at time \(t\) is used to approximate the true state. The same definition applies on \(e_{t-6}\) for the forecast initialised at time \(-6\). The operator \(P\) defines the forecast verification area. With this method for estimating observation impact, and also using the case of the 2008 typhoon Sinlaku, Kunii et al. (2012) demonstrate that the typhoon track prediction could be improved by removing the dropsonde observations with negative impact on the forecast. In this subsection, we focus on the impact obtained from the dropsonde data at 0600 UTC 9 September obtained by the C130 reconnaissance flight (Fig. 2c). This is also the first set of dropsonde data available for Sinlaku. During the WRF-LETKF’s spin-up period, the information of the observations cannot be extracted effectively with a less-representative background error covariance. As shown in Fig. 9a, the track prediction with the LETKF-RIP is significantly improved, especially at the longer forecast time. In the following, we will focus on the environmental conditions of the typhoon and the impact of the observations is evaluated for the 2-day forecast and targeted for Sinlaku’s environment (500 km away from typhoon eye).

### Table 1. Errors of the typhoon landfall (km) from the forecasts initialised during 9–10 September 2008

| Time     | LETKF | LETKF-RIP |
|----------|-------|-----------|
| 0600 UTC 09 | 130   | 87        |
| 1200 UTC 09 | 87    | 43        |
| 1800 UTC 09 | 77    | 21        |
| 0000 UTC 09 | 13    | 11        |
| 0600 UTC 10 | 47    | 87        |
| 1200 UTC 10 | 47    | 32        |
| 1800 UTC 10 | 60    | 0         |

Fig. 11. The 25% and 75% quantiles of the ensemble track errors from the LETKF and LETKF-RIP ensemble forecasts initialised at 0600 UTC 9 September.
Wu et al. (2012a) also conclude that the dropsondes could provide a positive impact on the environmental conditions of the typhoon with the global assimilation system. Figure 13 compares the averaged impact per dropsonde on the standard LETKF and LETKF-RIP forecasts. Results suggest that the improvement gained with RIP is mainly located below 700 hPa. At 600 hPa, the observation impact from LETKF-RIP is worse than that derived from the standard LETKF. However, such a difference is not statistically significant because there are only eight observations available near 600 hPa, which is much fewer than the number of observations below 700 hPa. We also notice that most of the dropsonde data east of the eye does not pass the quality check procedure, owing to the very strong meridional wind near the typhoon eyewall. Although these data might represent the strong intensity of the typhoon at that time, assimilating them might not be helpful for the “synoptic-scale” pattern.

Overall, the results from Figs. 12 and 13 suggest that the effectiveness of the dropsonde data could be greatly improved by the RIP method, which aims to extract most of the observation information by simultaneously improving the ensemble mean and error covariance.

4.5. RIP with a stopping criterion

KY10 showed that if RIP is always used at each analysis cycle with the same iteration number, the analysis accuracy actually degrades because the ensemble has overfitted observations. With the WRF model, Y12b show that the advantage of using the LETKF-RIP saturated after 2-day assimilation (eight analysis cycles). KY10 and YHK12 suggest that a stopping criterion, based on the statistics of the innovation vector, should be applied to avoid such overfitting. In the following, we test whether a stopping criterion could be applied to turn RIP off or on automatically when needed, rather than assuming a fixed
spin-up period. If the error statistics beyond the spin-up period change abruptly due to strong nonlinear evolution of the underlying flow, it might be desirable to switch RIP on again. For example, the direction of movement of Sinlaku switches from northwards to northwestwards after 1200 UTC 11 September and to northeastwards after 0000 UTC 15 September. These features indicate that there are significant modifications in the environmental conditions of the typhoon. In addition, on 11 September, the typhoon intensity starts to decay; further indication of dynamic changes of state in the typhoon. Therefore, we would like to investigate whether RIP should be switched on again to “spin-up” further the ensemble-based error covariance.

Figure 14 is the track prediction initialised at 0600 UTC 10 September based on the standard LETKF analysis and analyses from the two iterations of LETKF-RIP. The analysis from the first iteration (Loop A) of RIP is regarded as a temporary product and the one from the second RIP iteration (Loop B) is the final LETKF-RIP analysis. At this time, the typhoon track (blue line) has already been well predicted in the LETKF forecast. With RIP, the track prediction initialised from the LETKF-RIP analysis actually degrades (red solid line), compared with the one initialised from the analysis derived at the first iteration (red dashed line). This implies that the second RIP iteration is not necessary at this time. Actually, there is sufficient information near Sinlaku because dropsondes are available at both 0000 UTC and 0600 UTC 10 September (Fig. 2d and 2e).

In order to automatically stop RIP, $\varepsilon$ in (9) is used to determine whether we are able to extract more information from the same set of observations.

$$\varepsilon = \frac{\text{RMS}_\text{Innov}_i - \text{RMS}_\text{Innov}_{i+1}}{\text{RMS}_\text{Innov}_i} \times 100\%$$ (9)

In eq. (9), $i$ is the index of the iteration number and $\text{RMS}_\text{Innov}_i$ is the variance of the innovation normalised by the observation error variance $\frac{(y - H(\tilde{x}_i))^T R^{-1} (y - H(\tilde{x}_i))}{\text{RMS}_\text{Innov}_i}$. We note that in this study, only the wind observations are used for computing eq. (9). The RIP iteration will only continue when $\varepsilon \leq 15\%$ and in the following, the LETKF-RIP experiment with this stopping threshold applied is referred to as LETKF-RIP-TRS.

Figure 15 shows the time series of $\varepsilon$. The results suggest that RIP is particularly desirable for the first day for the purpose of spinning up the LETKF system and should be reactivated at 0000 UTC 10 September and at 1800 UTC 11 September. According to Fig. 15, RIP is not required at 0600 UTC 10 September, as suggested in Fig. 14. As shown in Fig. 16a, the forecast initialised from the LETKF-RIP-TRS analysis (with the stopping criterion and denoted by the red line) could avoid the negative impact from over-fitting observations. We note that this initial time (0600 UTC 10 September) is also the only time that the LETKF-RIP forecast has a larger landfall location error than the standard LETKF forecast (Table 1), but now the landfall location is very well predicted in the LETKF-RIP-TRS forecast. In addition, after stopping the RIP-iteration at 0600 UTC 10 September, the typhoon intensifies even more.

![Fig. 14. Typhoon track prediction initialised at 0600 UTC 10 September with the LETKF (blue) and LETKF-RIP analysis from Loop A (red dashed line, also the first iteration) and from Loop B (red solid line, also the second iteration). Green dots are the locations of the dropsondes.](image)

![Fig. 15. Time series of the ratio $\varepsilon$. The grey line indicates the stopping criterion (15%) to automatically switch the RIP iterations on ($\varepsilon \geq 15\%$) or off.](image)
significantly and the wind becomes strongest among these three analyses. This leads to a strongest maximum wind speed at 0000 UTC 11 September with the LETKF-RIP-TRS analysis, as indicated in Fig. 7d.

When initialised at 1800 UTC 11 September, the typhoon in the LETKF forecast has a sharply southward-deflected track (the blue dashed line in Fig. 16b). As the typhoon approaches Taiwan, the northerly to the west of the typhoon becomes stronger. Such track deflection is related to an enhanced channel wind effect, which results from an intense interaction between the typhoon and the topography (Lin et al., 1999, 2005; Huang et al., 2012). In the LETKF forecast, the typhoon has a stronger westward moving component, such that the typhoon turns more westward than in the LETKF-RIP-TRS forecast. By impinging on the central part of Taiwan, this results in a stronger interaction between the typhoon in the LETKF forecast and the topography of Taiwan. Therefore, the channelling effect is more evident and thus, the northerly to the west of the typhoon is more enhanced in the LETKF forecast, even though the forecasts are not derived at a high resolution, which is suggested as a requirement in simulating the southward deflection of the typhoon (Huang et al., 2012). When initialised from the LETKF-RIP-TRS analysis, the track prediction is improved, as the LETKF-RIP forecast has already demonstrated, and the unrealistic southward track deflection is again corrected as the typhoon approaches Taiwan. This confirms that the dynamical adjustment introduced by the RIP iteration is useful for improving the environmental conditions for typhoon movement prior the landfall. When comparing the maximum wind speed of the typhoon in the analyses from both iterations in LETKF-RIP-TRS, the result shows that the maximum wind speed is significantly reduced in the analysis from the second iteration (57.4 m s\(^{-1}\) vs. 61.5 m s\(^{-1}\)). A similar change is also found in the analyses during the LETKF-RIP iterations at this time, which suggests that the RIP iteration is needed again at this time in order to “catch up” the decaying stage (spin-down) of the typhoon. Although there are no dropsonde data available at this time, the main impact from RIP is from one rawindsonde at (124.17\(^{\circ}\)E and 24.33\(^{\circ}\)N).

When defining the degree of nonlinearity as the difference between the forecast initialised from the ensemble mean state and the mean of the ensemble forecast, such a difference derived from the LETKF forecast is more than twice that derived from the LETKF-RIP forecast during the early forecast hours prior to landfall. Figure 17 shows the 25\%, 50\% and 75\% quantiles of the ensemble track errors from the LETKF, LETKF-RIP and LETKF-RIP-TRS ensemble forecasts. Figure 17a shows that the median of the LETKF ensemble tracks inclines to the 75\% quantile, whereas the median locates more evenly between the 25\% and 75\% quantiles in both the LETKF-RIP and LETKF-RIP-TRS ensemble tracks. Therefore, Fig. 17c suggests that it is indeed helpful to adjust the nonlinearity of the ensemble distribution after switching on RIP, even after the LETKF’s spin-up.

On average, the improvement from applying a stopping criterion is most significant in terms of the cross track
error related to the direction of movement. As shown in Fig. 18, by removing the negative impact from overfitting, the cross track error of the LETKF-RIP-TRS forecast during the first 36-hour forecast is improved. The results suggest that an automatic criterion for using RIP could further enhance the performance of the RIP method, such that overfitting is avoided. Most importantly, the RIP method could serve as a generalised outer-loop procedure, as suggested by YKH12, not only to accelerate the EnKF’s spin-up but also to improve adaptively the nonlinear evolution of the ensemble during strong nonlinear dynamics.

5. Summary and conclusions

In this study, the RIP method proposed by Kalnay and Yang (2010) is implemented in the WRF-LETKF system and applied to the real case of typhoon Sinlaku in 2008. The goal of this study is to explore the feasibility of the RIP method in improving the performance of LETKF during the spin-up (or spin-down) periods and to serve as an outer-loop iteration to deal with strong nonlinear dynamics. For the purpose of typhoon assimilation, the former cases relate to typhoons in developing stages and the latter relate to typhoons undergoing rapid change.

The results suggest that during the LETKF spin-up period, the ensemble-based error covariance could be improved through the RIP iterations so that it better corresponds to the cyclonic circulation of the typhoon. With such covariance structure, the observations could be used effectively and the circulation of the typhoon in the LETKF-RIP analysis is enhanced and more organised than that in the standard LETKF analysis. Compared with the unassimilated QuikSCAT surface winds, the LETKF-RIP analysis represents successfully the strong wind region when Sinlaku is undergoing rapid intensification from the tropical storm stage.

Overall, the results show that the track error beyond the 36-hour forecast, initialised from the LETKF-RIP analysis, is reduced in comparison with the standard LETKF forecast, and that the improvement in the cross track error is even more evident. This implies that the RIP method provides useful dynamical adjustment for the environmental conditions of the typhoon. When initialising from the LETKF-RIP analysis on 9 September, the track prediction is significantly improved from that initialised from the standard LETKF analysis, and such an advantage is attributed to the better representation of the environmental conditions of the typhoon, such as the eastward retreat of the subtropical high at a later time. With an ensemble-based tool (Kalnay et al., 2012) for estimating the observation impact on reducing forecast errors, we also found that the
with a 6-hour interval. initialised at 0000 UTC 9 September to 0600 UTC 12 September to describe the subtropical height in western Pacific and the steering flow of the typhoon, could be included and further emphasised through the RIP method.

6. Acknowledgement

The authors are grateful to Profs. Chu-Chieh Wu and I-I Lin from the National Taiwan University, Prof. Brian Hunt from the University of Maryland for valuable discussions and suggestions and two anonymous reviewers for their insightful comments on this manuscript. The authors also acknowledge the computational resources from Academic Sinaca. This research is sponsored by the National Science Council grant of Taiwan NSC-101-2111-M-008-020. T. Miyoshi is sponsored by the Office of Naval Research (ONR) grant N000141010149 under the National Oceanographic Partnership Program (NOPP). E. Kalnay gratefully acknowledges support from NASA grants NNX11AH39G, NN111AL25G, NN113AG68G and NOAA grants NA100OR4310248 and CICS-PAEK-LETKF11.

Fig. 18. Mean cross track error from the LETKF and LETKF-RIP forecasts at different forecast hours averaged from the cases initialised at 0000 UTC 9 September to 0600 UTC 12 September with a 6-hour interval.

first available dropsondes at 0600 UTC 9 September could be used more efficiently in reducing the forecast errors of the environmental conditions of the typhoon. Such impact is particularly identifiable below 700 hPa in the environmental conditions of the typhoon. Instead of using RIP all the times, we follow YKH12 to further use RIP as an outer-loop. A stopping criterion associated with the innovation statistics, namely that the fit of the forecast to the observations be improved by at least 15%, is defined to use the RIP method automatically and to avoid the overfitting of the observations. Results suggest that the RIP should be used only if it is needed. When there are sufficient observations covering the typhoon, no further advantage can be gained from the RIP iteration, in addition to the standard LETKF procedure. However, when the typhoon undergoes rapid change, the RIP method should be re-activated again, in order to adjust its ensemble evolution. Results using the LETKF-RIP analysis at 1800 UTC 11 September show that the background ensemble carries the tendency of strong intensification of the typhoon, whereas the observation shows a feature of decaying. By reactivating the RIP method, it allows the reduction of the typhoon intensity in the analysis ensemble and the unrealistic track deflection related to the channel wind effect can be corrected. By switching RIP on, the Gaussianity of the ensemble distribution is better maintained. In comparison, outliers dominate the LETKF ensemble.

Results from this study confirm the feasibility of the RIP method and supports the conclusions from Yang et al. (2012b) with OSSE experiments. However, we should note that the results also show limited influence on representing typhoon intensity with the RIP method, and this could be related to the model resolution used in this study. The application of the RIP method will be investigated further with high-resolution grids and a nested domain setup. Also, limited by the model behaviour, the problem of the speed of movement of the typhoon is still evident with the LETKF-RIP analyses. Observations, which are helpful for describing the subtropical height in western Pacific and the steering flow of the typhoon, could be included and further emphasised through the RIP method.
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