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Abstract—Three-dimensional (3D) object recognition is crucial for intelligent autonomous agents such as autonomous vehicles and robots alike to operate effectively in unstructured environments. Most state-of-art approaches rely on relatively dense point clouds and performance drops significantly for sparse point clouds. Unsupervised domain adaption allows to minimise the discrepancy between dense and sparse point clouds with minimal unlabelled sparse point clouds, thereby saving additional sparse data collection, annotation and retraining costs. In this work, we propose a novel method for point cloud based object recognition with competitive performance with state-of-art methods on dense and sparse point clouds while being trained only with dense point clouds.
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I. INTRODUCTION

Point cloud based approaches are becoming popular for various applications in the automotive and robotics domain such as object recognition, scene understanding, pose estimation and so on due to the ubiquity of 3D visual sensors. Typical visual sensors such as RGB-D cameras produce around 10^4 points with a single snapshot. However, LiDAR-based point clouds are very sparse with increasing distance, ranging between 10-100 points [1], [2]. Such sparse point clouds are also produced with commercial tactile sensors [3]–[5] (Figure 1). Most state-of-art methodologies rely on relatively dense point clouds and the performance drops drastically with sparse point clouds [6]. In particular case for tactile sensing, acquiring larger number of point clouds is directly proportional to the number of contact actions performed using the tactile sensor [7]–[12]. Hence, for increased robustness and efficiency of autonomous agents (robots or autonomous vehicles) it is imperative for perception algorithms to perform adequately with limited amount of data availability.

Recently, deep learning approaches have been proposed for working with raw 3D point clouds for various tasks such as semantic segmentation, object pose estimation and object recognition [14]. However, it is challenging due to the unstructured nature of point clouds, small-scale datasets and high dimensionality of the data [14]. PointNet [15] and PointNet++ [16] were the first works in this domain and several derivative networks have been proposed based on the PointNet architecture [14]. According to various studies, the performance of such networks degrades dramatically when sparse point clouds with point numbers ranging from 10 to 100 are used [6], [16]–[18]. The sparse point clouds pose a significant challenge due to inability to extract meaningful features such as surface normals and local curvature. Even for humans, it becomes increasingly difficult to discern the point clouds for identifying objects when the number of points falls below 100 [6]. Using the ModelNet40 dataset [19], Xiao et al. [6] introduced Triangle-Net which is trained on dense and sparse point clouds and demonstrates a classification accuracy of 70% using less than 20 points. However, retraining large networks with sparse point cloud data adds additional overhead costs such as data acquisition, data labelling and training. Domain adaptation techniques can help bridge the gap by using the trained networks on dense point clouds that are relatively easily available with a smaller subset of unlabelled sparse point clouds. This helps reduce data collection and labelling costs by a human annotator while increasing model robustness by allowing the models to work on various types of input data. There are several approaches for unsupervised
domain adaptation available in literature [20], [21] wherein we concentrate on discrepancy based techniques such as Maximum mean discrepancy (MMD) [22] and Correlation Alignment (CORAL) [23]. The discrepancy-based methods works by reducing the distance between the source and target domains using statistic criteria.

**Contributions:**

In this work, we propose a novel unsupervised domain adaptation method from dense to sparse point clouds for object recognition. Our network is trained with dense labelled point clouds and adapted with a small subset of unlabelled sparse point clouds. We use the ModelNet10 [19] dataset for evaluating our proposed method. Furthermore, we benchmark our approach against other state-of-art point cloud classification methods such as Triangle-Net [6], PointNet [15], and DGCNN [24].

**II. METHODOLOGY**

As the target domain has no labelled data, it is not possible to fine-tune the network that is trained on the source domain data to the target domain. Hence, we train our network on the labelled source dataset and use discrepancy methods of domain adaptation to adapt the trained model with the unlabelled target dataset. Our network architecture is shown in Figure 2. The input to the network is \( n \) point clouds with \( x, y, z \) data associated with each point. The PointNet [15] architecture is used for extracting the features from the raw point cloud data. The network provides as output \( k \) classification scores for each of the \( k \) classes. We get a global feature vector of size 1024 from the PointNet output which is used by a series of fully connected layers for the classification task. We use 3 fully connected layers \( f_c \) of sizes \( 512, 256, k \). We trained our network with dense point clouds from ModelNet10 [19] wherein the point clouds of size 1024 points are sampled randomly from the CAD meshes in ModelNet10 [19]. The output size is \( k = 10 \) as there are 10 classes of objects in ModelNet10 [19]. We use the cross-entropy loss for training. This represents the source dataset \( D_s = \{ (x_i', y_i') \}_{i=1}^{n_s} \) with \( n_s \) labelled dense point cloud samples. The target domain is represented as \( D_t = \{ x_i'^t \}_{i=1}^{n_t} \) with \( n_t \) unlabelled samples comprising of sparse point clouds of 50 points sampled from the ModelNet10 dataset. We employ discrepancy-based methods to extract domain-invariant representations for the unsupervised domain adaptation. Maximum Mean Discrepancy (MMD) [22] and Correlation Alignment (CORAL) [23] are well-known methods for domain adaptation that has been extensively applied in the visual domain. Given labelled source domain \( D_s = \{ (x_i', y_i') \}_{i=1}^{n_s} \) and unlabelled target domain \( D_t = \{ x_i'^t \}_{i=1}^{n_t} \) with probability distributions \( p_s \) and \( p_t \) respectively, the MMD between \( p_s \) and \( p_t \) is defined as:

\[
\text{MMD}^2(p_s, p_t) = \sup_{||\phi||_H \leq 1} \left\| \mathbb{E}_{x \sim p_s}[\phi(x)] - \mathbb{E}_{x '\sim p_t}[\phi(x')] \right\|_2^2,
\]

(1)

where \( \mathcal{H} \) is the reproducing kernel Hilbert space (RKHS), \( \phi(.) \) is the feature mapping associated with the kernel map \( k(x',x') = \langle \phi(x'), \phi(x') \rangle \), \( \sup(.) \) is the supremum of the input aggregate and \( ||\phi||_\mathcal{H} \leq 1 \) defines a set of functions in the unit ball of \( \mathcal{H} \). The multi-kernel MMD (MK-MMD) [25] obtains the optimal kernel as a linear combination of individual kernels. The kernel \( k(x',x') \) is defined as the convex combination of \( b \) positive semi-definite kernels \( \{k_u\} \) [25]:

\[
K \triangleq \left\{ \sum_{u=1}^{b} \beta_u k_u : \sum_{u=1}^{b} \beta_u = 1, \beta_u \geq 0, \forall u \right\},
\]

(2)

wherein \( k \) is weighted by the different kernels and the coefficients \( \beta_u \) are the weights to ensure that the generated multi-kernel \( k \) is characteristic. MK-MMD compares all orders of statistics between the source and target domain while in comparison, CORAL [23] compares the \( 2^{nd} \) order statistics of the source and target distributions. Sun et al. [26] proposed Deep-CORAL that uses CORAL for deep neural networks and is defined as follows:

\[
\text{CORAL}(x',x') = \frac{1}{4d^2} \parallel C_s - C_t \parallel_F^2,
\]

(3)

where \( \parallel . \parallel_F^2 \) is the squared matrix Frobenius norm, \( C_s \) and \( C_t \) are the covariance matrices of the source and target domain data. Our loss function is defined as the weighted linear combination of MK-MMD, CORAL and the classification loss for the source dataset. Furthermore, previous research has demonstrated that modifying a single layer alone is insufficient to correct the dataset bias between the source and target domains caused by non-transferable layers [27]. Hence, we also use fully-connected layers \( f_{c1} \) and \( f_{c2} \) for multi-layer domain adaptation. Our proposed loss function \( \mathcal{L}_{ours} \) is:

\[
\mathcal{L}_{ours} = \alpha \mathcal{L}_{crossEnt} + \beta \{ \mathcal{L}_{MK-MMD} \} f_{c1} + \beta \{ \mathcal{L}_{MK-MMD} \} f_{c2} + \lambda \{ \mathcal{L}_{CORAL} \} f_{c1} + \lambda \{ \mathcal{L}_{CORAL} \} f_{c2},
\]

(4)
where \(\alpha, \beta, \lambda\) are hyperparameters that need to be tuned empirically. The model is adapted to the target domain by minimising the loss \(\mathcal{L}_{ours}\).

### III. Experimental Results

We used the ModelNet10 dataset containing 4,899 pre-aligned shapes from 10 categories. The training and domain adaptation of the network was performed using PyTorch framework on a workstation with NVidia Quadro RTX 4000 GPU with 8 GB RAM. The training set consists of two parts: supervised training with labelled dense point clouds and unsupervised domain adaptation with unlabelled sparse point clouds. The labelled dense point clouds are generated by randomly subsampling 3,991 (80%) objects in ModelNet10 to 1024 points. The unlabelled sparse point clouds are generated by randomly subsampling the same samples with random reshuffling to 50 points. The test set is generated by randomly subsampling 908 (20%) objects to 50 points. The dataset is further augmented by randomly rotating each sample around the z axis for rotation invariance. The network is first trained by labeled dense point clouds with 150 epochs. Then, the PointNet layers are frozen and the network is trained based on \(\mathcal{L}_{ours}\) in Equation (4) with unlabelled sparse data. Table I shows the overall results against other state-of-art methods such as Triangle-Net [6], PointNet [15], and DGCNN [24]. The other state-of-art methods in Table I are solely trained with dense point cloud dataset without domain adaptation. Table II shows the accuracy on the test set when using \(\mathcal{L}_{MMD}, \mathcal{L}_{CORAL}\) and the \(\mathcal{L}_{ours}\) loss in training as ablation studies for different number of points. Table III shows test accuracy results over different \(\alpha\), and Table IV shows the results over different \(\beta\) for hyperparameter tuning.

As can be seen from Table I, other point cloud-based classification methods trained on dense point cloud perform poorly with low number of points. Our method with domain adaptation using unlabelled sparse clouds of 50 points helps in increasing classification accuracies even as low as 10 points. This further emphasises the fact that popular 3D classification networks are not robust to point density. Furthermore, we see that our proposed loss \(\mathcal{L}_{ours}\) performs favourably in comparison to \(L_{CORAL}\) and \(L_{MMD}\). The marginal improvement may arise from the fact that the dense and sparse dataset is sampled from the same CAD mesh. We must note that our method involves tuning various hyper-parameters such as \(\alpha, \beta, \lambda\) as in Table III, IV but provides higher flexibility wherein we can provide more importance to source data (in case of noisy target data) or match certain distributional statistics (in case of \(a priori\) known correlation) between the domains by tuning our hyperparameters.

### IV. Conclusion

In this work, we tackled the problem of sparse point cloud based object recognition by using unsupervised domain adaptation with dense labelled point clouds and unlabelled sparse point clouds. We proposed a novel domain adaptation loss by combining MMD loss and CORAL loss in a weighted linear combination. We performed extensive experiments on ModelNet10 [19] with benchmark experiments against state-of-art methods. Our method allows for increased robustness of perceptual pipelines against various types of input data for autonomous agents with minimal overhead costs for data collection and annotation. Future work will focus on extending the proposed methodology to real visuo-tactile data from novel tactile sensors [28]–[30] as well as extend to other contact rich information provided by tactile sensing such as texture, temperature and so on [31]–[34].
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