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Abstract. In this article an anisotropic interaction model avoiding collisions is proposed. Starting point is a general interacting particle system, as used for swarming or follower-leader dynamics. An anisotropy is induced by rotation of the force vector resulting from the interaction of two agents. In this way the anisotropy is leading to a smooth evasion behaviour. The model allows for formal passage to the limit ‘number of particles to infinity’, leading to a mesoscopic description in the mean-field sense. Possible applications are autonomous traffic, swarming or pedestrian motion. Here, we focus on the latter, as the model is validated numerically using two scenarios in pedestrian dynamics. The first one investigates the pattern formation in a channel, where two groups of pedestrians are walking in opposite directions. The second experiment considers a crossing with one group walking from left to right and the other one from bottom to top. The well-known pattern of lanes in the channel and travelling waves at the crossing can be reproduced with the help of this anisotropic model at both, the microscopic and the mesoscopic level.
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1. Introduction

Modelling of pedestrian dynamics is a challenging problem that has gained a lot of attention in the last decades [4, 9, 23, 33, 36, 40, 58]. The applied mathematics community as well as engineers developed a variety of models that focus on different features, e.g. collision avoidance by defining side-stepping procedures [32], by minimizing appropriate cost functionals [3, 51] or by computing collision times to anticipate a future collision and adjust the trajectories of the pedestrians involved accordingly [3, 22, 24].

Other models are more interested in social aspects such as the influence of groups on evacuation dynamics [1, 36]. Moreover, comparisons to real data and statistical model fitting, e.g. in evacuation dynamics, helped in the optimization of sites and obstacles [5, 6, 20, 35, 57, 58, 59, 65, 69]. Especially, in evacuation dynamics it is important to include the structure of the surrounding into the model. This can be done with the help of the Eikonal equation [19, 24, 56]. In addition, the interaction of pedestrians and cars is an important field of study in the interest of security and traffic management [7, 8, 47].

Up to the author’s knowledge the community widely agrees that isotropic interaction models that are used for the modelling of swarms of birds, schools of fish, sheep-dog interactions or opinion dynamics [2, 12, 49, 15, 46] are inappropriate for a detailed and realistic description of pedestrian dynamics [3]. This lack of details is unfortunate since these models allow for formulations on the microscopic, mesoscopic and macroscopic scale and even the limiting procedures are well understood, see [2, 14, 17, 54, 12, 25, 26, 57] for an overview. A starting point for such a hierarchy in pedestrians dynamics is given in
where the relation of kinetic and macroscopic models for pedestrian dynamics is discussed.

Here, we are going to adapt isotropic interaction models for crowd dynamic in two dimensions in order to build an appropriate model for such dynamics including collision avoidance. First, the model is described on the particle level, then a formal limit to a kinetic equation is discussed. The main new key ingredient is the introduction of an anisotropy in form of a rotation applied to the force vector of the interaction. This allows us to model the idea of evasion in an elementary and smooth way. Moreover, it is straightforward to include interaction with obstacles, which can be represented at fixed positions with artificial velocities. The approach is inspired by [10, 16, 29], where the formation of fingerprint patterns is studied with the help of an anisotropic force field.

Beside the application to pedestrian dynamics, the approach is very general and can be used for many other interaction schemes as well. For example applications in swarms of autonomous agents, as discussed in [54], are very interesting and important for traffic and transport in the future.

A driving question in this research is whether the formation of lanes in a channel and travelling waves at a crossing as found in [11, 13, 32, 41], can be reproduced with the help of the rotation anisotropy. The answer is affirmative, which the simulation results at the particle and the mean-field level will show.

Many models for pedestrian dynamics work with view cones or other sensorial perceptions to approximate collision times. Hence, they influence the future trajectories of the pedestrians to make the simulations more realistic and to avoid collision [3, 23, 30, 31]. These approaches lead to anisotropies as well. Note that this kind of anisotropy has a different effect than the anisotropy discussed in the present paper. Indeed, considering view cones leads to an anisotropy in the sense that binary interactions are not symmetric. For example, one agent sees the other, and interacts with him or her, while the other one does not see the first and thus does not react. In contrast, the anisotropy introduced in the following rotates the vectors of the interaction forces for each of the two interacting pedestrians individually. Hence, if one pedestrian interacts with another, the second will also interact with the first and the corresponding force vectors are rotated symmetrically.

An advantage of the anisotropic interaction induced by this rotation is that the dynamic can be written as system of ordinary differential equations (ODE). Further, the pedestrians are interacting with all their neighbours at the same time. In particular, there is no need to estimate times of collision and to choose a specific pedestrian to interact with first. Moreover, a formal mean-field limit leads to a formulation on the mesoscopic scale (PDE). Numerical results on the micro and mean-field level show the influence of the anisotropy for pattern formation.

The article is organized as follows: a detailed motivation and description of pairwise interactions is given in the next section. Based on the pairwise interactions, the microscopic model for the pedestrian dynamic is derived in Section 3. The formal derivation of the mean-field limit is given in Section 4. As we are interested in realistic simulations, we discuss boundary conditions and handling of obstacles in Section 5. Numerical schemes and their implementation are discussed in Section 6, before we discuss numerical results in Section 7. We conclude and give an outlook to future work in Section 8.
2. Collision avoidance by anisotropy

We begin with a description of pairwise interactions before we extend the idea to the microscopic model for \( N \in \mathbb{N} \) agents. From the standard attraction-repulsion-alignment schemes, see e.g. [17, 57, 46], we borough the idea that the interaction of two agents is based on their distance or their velocities. Thinking of collision avoidance, a drawback of these models is that the force is aligned with the vector connecting the positions or velocities of the two agents, respectively. Indeed, it may happen that two approaching agents stop in front of each other and are not able to proceed with their journey. In the following we generalize the well-known ODE based systems for particle interaction in order to derive a reasonable model allowing for collision avoidance. The main ingredient is a rotation matrix which is based on the current state information of each agent, such that no anticipation of states or collisions in the future are necessary. Naturally, each agent is interacting with all other pedestrians. Hence, using this anisotropic model allows for anticipation in a very elementary way. The details of the rotation used for the anisotropy are the following.

We let two agents, represented by positions, \( x, y \in \mathbb{R}^2 \), and velocities, \( v, w \in \mathbb{R}^2 \), adjust their direction of movement if their velocity vectors point towards each other. We recall that the angle between two vectors \( v, w \) is given by
\[
\arccos\left( \frac{v \cdot w}{\|v\| \|w\|} \right)
\]
Hence, for two agents approaching each other, this quantity is \( \arccos(-1) = \pi \). In order to obtain a suitable evasive behaviour, we introduce a parameter \( \lambda \in [-\frac{1}{4}, \frac{1}{4}] \) to obtain the scaled interaction angle
\[
\alpha = \begin{cases} 
\lambda \arccos\left( \frac{v \cdot w}{\|v\| \|w\|} \right), & \text{for } v \neq 0, w \neq 0 \\
0, & \text{else}
\end{cases}
\]
Note that \( \alpha \) is well-defined, since the Cauchy-Schwartz inequality ensures \( |v \cdot w| \leq \|v\| \|w\| \), thus \( \alpha \in [0, \pi/4] \) for \( \lambda \in [-\frac{1}{4}, \frac{1}{4}] \). The resulting angle is now introduced into the rotation matrix that is multiplied to the force vector. In more detail, we have
\[
\mathcal{M}(v, w) = \begin{pmatrix} \cos \alpha & -\sin \alpha \\ \sin \alpha & \cos \alpha \end{pmatrix}.
\]
Note, that for \( \lambda = 0 \) the rotation matrix equals the identity. Hence, the model proposed here is a generalization of standard isotropic interaction models, see e.g. [17, 57]. In particular, approaching agents slightly turn the direction of the velocity vector and backstepping may only happen, if the total force of approaching agents is very strong. Also, for agents walking in the same direction the matrix equals to the identity, leading to an isotropic interaction.

Altogether, the force acting on two agents positioned at \( x \) and \( y \) with velocities \( v \) and \( w \), respectively, is now given by the force coming for the standard interaction models multiplied with the rotation matrix. To incorporate a desired journey for each agent, we add an acceleration term \( u(x, v) \) which may depend on the current position or velocity of the agents. The binary interaction is illustrated in the following example, before we state the microscopic model for arbitrary number of agents in the next section.

Example 1. We consider two pedestrians in a channel and at a crossing. Therfore, let \( u(x, v) = u_r/b - v \). Here, the indices \( r \) and \( b \) refer to a red and a blue pedestrian, and the desired velocities \( u_r \) and \( u_b \) will be fixed for the whole simulation. As interaction
potential we choose the Morse potential as proposed in [28]. The influence of the rotation is illustrated in Figure 1. In the first plot, the blue agent moves from the right to the left with $u_b = (-1, 0)^T$ and the red agent from the left to the right with $u_r = (1, 0)^T$. The parameter $\lambda = -0.25, 0, 0.25$ is varied. In Figure 1 (bottom) the crossing scenario is shown, the red pedestrian walks to the right, the blue one is walking from bottom to top with $u_b = (0, 1)^T$. For $\lambda = -0.25$ the agents turn to the left, which is appropriate for countries with left-hand traffic. Similarly, for $\lambda = 0.25$ we have the case of right-hand traffic. For $\lambda = 0$ we are in the isotropic setting. We see that approaching agents stop in front of each other and are not able to pass. In Figure 1 (bottom) we see the scenario of two pedestrians with trajectories crossing each other. Again we observe the influence of
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\( \lambda \). In the isotropic case the agents are not able to pass each other, in both other cases the pedestrians adjust their route and walk their way after a slight interaction. Note, that the pedestrians are avoiding a collision in all anisotropic cases.

3. Microscopic Model

In this section we introduce a general microscopic model for \( N \in \mathbb{N} \) agents based on the pairwise-interactions discussed above. We introduce the anisotropy by rotating the force vector of the particle system derived from Newton’s Second Law. In particular, we obtain a second order ODE for each agent which reads

\[
\frac{d}{dt} x_i = v_i, \quad i = 1, \ldots, N,
\]

\[
\frac{d}{dt} v_i = u(x_i, v_i) - \frac{1}{N} \sum_{j \neq i} \mathcal{M}(v_i, v_j) K(x_i, x_j, v_i, v_j), \quad i = 1, \ldots, N,
\]

with anisotropy governed by the rotation matrix

\[
\mathcal{M}(v_i, v_j) = \begin{pmatrix}
\cos \alpha_{ij} & -\sin \alpha_{ij} \\
\sin \alpha_{ij} & \cos \alpha_{ij}
\end{pmatrix}, \quad \alpha_{ij} = \begin{cases}
\lambda \arccos(\frac{v_i \cdot v_j}{\|v_i\| \|v_j\|}), & \text{for } v_i \neq 0, v_j \neq 0 \\
0, & \text{else}
\end{cases}
\]

for \( \lambda \in [-0.25, 0.25] \) fixed. The system is supplemented with the initial data \( x(0) = x_0, \quad v(0) = v_0 \). Here and in the following we use the notation \( x = (x_i)_{i=1,\ldots,N} \) with \( x_i(t) \in \mathbb{R}^2 \) and \( v = (v_i)_{i=1,\ldots,N} \) with \( v_i(t) \in \mathbb{R}^2 \) for all times \( t \) and \( i = 1, \ldots, N \).

Additionally, the model contains desired velocities \( u(x_i, v_i) \) of each particle. The strength of interaction is described by \( K \) and \( \mathcal{M} \) rotates the vector in which the force acts on the agent. At this point we do not specify any boundary behaviour as it will strongly depend on the geometry under consideration. In the numerical section, we shall consider a channel and a crossing with periodic and reflecting boundary conditions.

Note that each agent interacts with all other pedestrians. This is in contrast to many other collision avoiding models, where the interaction is considering only the agent \( j \) which will collide with agent \( i \) first. Moreover, the interaction depends on the position and the velocities of the agents, this increases the computational costs. We overcome this issue by limiting the interaction to a finite neighbourhood as is described in the following remark and in the section on the numerical schemes.

Remark 1. Note, that even though every agent is interacting with all other agents in this model. In reality, the interaction range is quite short. The range parameter in the interaction potential accounts for this behaviour. For the numerical simulations, we use the Morse Potential with short range interactions. Of course, the approach also works for models where agents interact only locally in a finite neighbourhood. Since the interaction depends on the positions and velocities of the agents, the model is computationally very costly. This is the reason why we use a finite range of interaction for the numerical simulations later on. See below for more details.

Example 2. For the pedestrian scenarios in the numerics section, the above system can be specified as follows. We consider two groups of pedestrians, red (r) and blue (b), with \( N_r \) and \( N_b \) group members, respectively. We set \( N := N_r + N_b \). Each group has a desired velocity which we denote by \( u_r \) for the red and \( u_b \) for the blue. We use \( u(x_i, v_i) = u_b - v_i \)
for the pedestrians of the blue group and \( u(x_i, v_i) = u_r - v_i \) for the pedestrians of the red group. Note that in this case the desired velocity depends only on the group each pedestrian belongs to and the current velocity of the agent. Moreover, we consider forces arising from Morse potentials that depend only on the distance of two interaction agents. This leads to \( K(x_i, x_j, v_i, v_j) = K(x_i, x_j) \). Altogether, (3b) can be rewritten as

\[
\begin{align*}
\text{(4a)} & \quad \frac{d}{dt} v_i = (u_r - v_i) - \frac{1}{N} \sum_{j \neq i} \mathcal{M}(v_i, v_j) K(x_i, x_j), \quad i = 1, \ldots, N_r, \\
\text{(4b)} & \quad \frac{d}{dt} v_i = (u_b - v_i) - \frac{1}{N} \sum_{j \neq i} \mathcal{M}(v_i, v_j) K(x_i, x_j), \quad i = N_r + 1, \ldots, N.
\end{align*}
\]

Remark 2. For \( N \gg 1 \) there is the well-known mean-field approximation of the interacting particle system in terms of measures which describe the probability of finding particles at a given location \( x \) with velocity \( v \). The mean-field approximation is formally derived in the following section.

Remark 3. We do not need a relaxation parameter in \( u(x, v) \), as we can balance the terms with the help of the strength parameter of the interaction.

4. Formal derivation of mesoscopic model

In many interesting applications, like swarming or evacuation dynamics many agents are involved. This motivates to seek for a mesoscopic description of the model which we derive in the following. Based on the agents’ information given by (3) we define the empirical measure

\[
f^N(t, x, v) = \frac{1}{N} \sum_{i=1}^{N} \delta(x_i(t) - x, v_i(t) - v).
\]

Let \( \varphi \) be an arbitrary test function, we compute for \( i = 1, \ldots, N \)

\[
\frac{d}{dt} \left< f^N(t, x, v), \varphi(x, v) \right> = \left< \partial_t f^N, \varphi \right>
= \frac{1}{N} \left[ \sum_{i=1}^{N} \nabla_x \varphi(x_i(t), v_i(t)) \cdot v_i \\
+ \nabla_v \varphi(x_i(t), v_i(t)) \cdot \left( (u(x_i, v_i) - v_i) - \frac{1}{N} \sum_{j \neq i} \mathcal{M}(v_i, v_j) K(x_i, x_j, v_i, v_j) \right) \right]
= \frac{1}{N} \left[ \sum_{i=1}^{N} \nabla_x \varphi(x_i(t), v_i(t)) \cdot v_i \\
+ \nabla_v \varphi(x_i(t), v_i(t)) \cdot \left( (u(x_i, v_i) - v_i) - \int \mathcal{M}(v, \bar{v}) K(x_i, \bar{x}, v_i, \bar{v}) df^N_t(\bar{x}, \bar{v}) \right) \right]
= \left< \nabla_x \varphi(x, v) \cdot v \\
+ \nabla_v \varphi(x, v) \cdot \left( (u(x, v) - v) - \int \mathcal{M}(v, \bar{v}) K(x, \bar{x}, v, \bar{v}) df^N_t(\bar{x}, \bar{v}) \right), f^N \right>.
\]
Now, assuming the existence of a limiting measure satisfying \( f = \lim_{N \to \infty} f^N \) we formally pass to the limit \( N \to \infty \) and use the variational lemma to obtain the evolution equation

\[
\frac{\partial}{\partial t} f + v \cdot \nabla_x f = \nabla_v \cdot \left[ \left( \int \mathcal{M}(v, \bar{v}) K(x, \bar{x}, v, \bar{v}) \, df(\bar{x}, \bar{v}) - (u(x, v) - v) \right) f \right]
\]

supplemented with initial condition

\[
f(0, x, v) = f_0(x, v).
\]

**Remark 4.** We emphasize that the mean-field equation cannot be derived in the case every particle has its own desired velocity as the particles would no longer be indistinguishable. One approach to prescribe a velocity field \( u(x, v) \) is to use the solution of an appropriate Eikonal equation, see for example [19, 27, 45]. An investigation of a system coupled to an Eikonal equation planned for future work. Here, we adhere with the pedestrian scenarios discussed above. The details of the PDE in this specific case are discussed in the example below.

**Example 3.** Under the assumption, that the crowd splits into two groups \( f_r \) (red) and \( f_b \) (blue) of \( N_i \) and \( N_b \) agents, respectively, we prescribe different desired velocities \( u_r \) and \( u_b \). Without loss of generality we arrange the agents of the red group at the first \( N_r \) positions of \( x \) and \( v \) and the blue group at the indices \( N_R + 1 \) to \( N \). This leads to

\[
u(x_i, v_i) = u_r - v_i, \quad i = 1, \ldots, N_r, \\
u(x_i, v_i) = u_b - v_i, \quad i = N_r + 1, \ldots, N.
\]

Further, it holds

\[
f^N(t, x, v) = f_r^N(t, x, v) + f_b^N(t, x, v)
\]

\[
= \frac{1}{N} \left( \sum_{i=1}^{N_r} \delta(x_i(t) - x, v_i(t) - v) + \sum_{i=N_r+1}^{N} \delta(x_i(t) - x, v_i(t) - v) \right).
\]

We observe that the convolution is linear w.r.t. \( f^N \) to obtain the coupled PDE system given by

\[
\frac{\partial}{\partial t} f_r + v \cdot \nabla_x f_r = \nabla_v \cdot \left[ \left( \int \mathcal{M}(v, \bar{v}) K(x, \bar{x}, v, \bar{v}) \, df(\bar{x}, \bar{v}) - (u_r - v) \right) f_r \right],
\]

\[
\frac{\partial}{\partial t} f_b + v \cdot \nabla_x f_b = \nabla_v \cdot \left[ \left( \int \mathcal{M}(v, \bar{v}) K(x, \bar{x}, v, \bar{v}) \, df(\bar{x}, \bar{v}) - (u_b - v) \right) f_b \right].
\]

Note that the equations are coupled, as \( f = f_r + f_b \) appears in the interaction terms. For the discussion of the numerical schemes later on, we introduce the notation

\[
S_i(f)_{f_i} := \left( \int \mathcal{M}(v, \bar{v}) K(x, \bar{x}, v, \bar{v}) \, df(\bar{x}, \bar{v}) - (u_i - v) \right) f_i, \quad i \in \{r, b\}.
\]

Then the evolution equations reduce to

\[
\frac{\partial}{\partial t} f_r + \nabla_x \cdot (v f_r) = \nabla_v \cdot (S_r(f) f_r), \quad \frac{\partial}{\partial t} f_b + \nabla_x \cdot (v f_b) = \nabla_v \cdot (S_b(f) f_b),
\]

\[
f_r(0, x, v) = f_r(x, v), \quad f_b(0, x, v) = f_b(x, v).
\]

All studies in the numerical section will be based on these equations.
5. Boundary Conditions and Obstacles

The purpose of modelling agent dynamics is to predict their behaviour in events of evacuation or in crowded sites. Therefore, it is reasonable to assume that the domain is bounded, and to be even more realistic, that there are obstacles in the domain. We begin with the discussion of boundary conditions.

5.1. Boundary conditions. To model the fact that agents are in general not scared of walls, but usually keep some distance to a wall, we apply reflective boundary conditions. In fact, if an agent moves towards a boundary, he or she will be reflected. Thus, the velocity component which points towards the boundary will be transformed in a velocity pointing away from the boundary. Besides being realistic, these boundary conditions preserve mass, which is a desired property in this context, especially, in the mean-field limit. A sketch of the reflecting behaviour is given in Figure 2.

![Figure 2. Illustration of the reflective boundary conditions. The black particle with velocity depicted with the dashed vector is about to leave the domain in the next time step. Due to the reflecting boundary conditions, it is projected into the domain and the y-component of its velocity is reflected (black vector).](image)

In order to study pattern formation, we assume to have periodic boundary conditions at the inflow and outflow of the domain.

Example 4. For the simulations we consider a channel and a crossing. The domain and its periodic (yellow, green) and reflecting (black) boundaries are sketched in Figure 3. The plot on the top refers to the channel setting, the one on the bottom to the crossing.

5.2. Obstacles. The pairwise-interaction above can be easily adapted to interaction with obstacles. Indeed, we define obstacles as artificial agents having a fixed position and an artificial velocity pointing outward of the obstacle. Positions and artificial velocity vectors of a circle shaped obstacle are illustrated in Figure 4 (left). The plot on the right shows the influence of this obstacle on trajectories of 20 agents, 10 red ones and 10 blue ones.

6. Numerical schemes and implementation

In the following we discuss the numerical schemes used for the implementation on the microscopic and the mesoscopic scale. We begin with the particle implementation.

6.1. Particle Scheme. In order to solve the ODE system for the particles, we use a leap frog scheme combined with a splitting for the velocity update. In more detail, we compute

\[ x_i^{k+1} = x_i^k + \frac{\tau}{2} v_i^k, \]
\[ v_i^{k+1} = v_i^k + \tau M(v^{k'})K(x^{k'}), \]
\[ x_i^k = x_i^k + \frac{\tau}{2} v_i^{k+1}. \]
Figure 3. Illustration of the boundary setting. The green and yellow parts of the boundary refer to periodic boundary conditions. Walls are indicated by black lines. In case of the crossing the particles that leave the domain through a green boundary are flowing in at the other green boundary and analogous for the yellow boundary parts.

Figure 4. Left: Illustration of artificial agents with fixed position and artificial velocities modelling a circular obstacle. Right: Influence of a circular obstacle on the trajectories of the pedestrians.
Here and in the following \( \tau \) denotes the time step. Note that the part involving the desired velocity is solved implicitly and that the interaction is independent of the group membership of the two interacting particles. This allows for a straightforward vectorized implementation of the scheme.

To include the periodic boundary conditions in the particle scheme, we use copies of the particles of interest. These artificial particles are representing the particles on the other end of the domain in the computation of the interaction forces. Moreover, we restrict the domain of interaction in order to be consistent with the mean-field scheme. See Remark 6 below for more details.

6.2. **Mean-field Scheme.** For the mean-field simulation we employ a Strang splitting scheme. That means, a Semi-Lagrangian solver \[43, 53\] is used in the spatial domain and a Semi-Implicit Finite-Volume scheme is used in the velocity space. The evolution is treated analogously for both groups. Using the short-hand notation introduced in (7) and \( i \in \{ r, b \} \) we get

\[
\begin{align*}
\partial_t f^k_i &= -\frac{1}{2} \nabla_{v_i} \cdot (S_i (f^k_i) f^k_i), & f^k_i &= f_i(t), \\
\partial_t f^{k'}_i &= -v_i \cdot \nabla_{x_i} f^{k'}_i, & f^{k'}_i &= f^k_i(t + \tau), \\
\partial_t f^{k+1}_i &= -\frac{1}{2} \nabla_{v_i} \cdot (S_i (f^{k+1}_i) f^{k+1}_i), & f^{k+1}_i &= f^{k'}_i(t + \tau).
\end{align*}
\]

The transport in (8b) is computed using a Semi-Lagrangian method. In fact, the computations are based on a fixed grid and the mass is transported along characteristics. These characteristics curves are computed with the help of a second order Runge-Kutta scheme in a pre-processing step. In every transport step of the time loop, the initial point is a grid point. It is very unlikely to end again in a grid point, hence we need an interpolation to compute the new values on the grid points. For the interpolation we use a polynomial reconstruction with cubic Bezier curves which is of second order and has the nice property that it never leaves the convex hull of the control points. Additionally, we have to obey periodic or reflective boundary conditions in each step.

For the transport in velocity space, i.e. (8a) and (8c), a second order finite volume scheme is employed. The advection is approximated by a Lax-Wendroff flux \[44, 50\] and oscillations arising from non-smooth solutions are limited using a van-Leer method \[56\]. In the velocity domain we do not need to fix boundary conditions, as we assume to never reach the boundary of the domain. More details on the schemes without boundary conditions can be found in \[18, 12\].

**Remark 5.** Note that in contrast to these references the interaction of the agents in this contribution is not only depending on their pairwise distance, but also on their velocities. This has to be taken care of in the finite volume scheme. Moreover, the dependence on the velocities increases the cost of computing the interaction forces significantly.

In order to avoid cancellation, we make use of the structure \( f = f_r + f_b \) and compute the interaction with each group separately. Hence, we do the procedure explained in (8) first for the interaction with the red group and then for the blue group.

**Remark 6.** Another important observation is the following: the interaction takes place in a very short range, thus to speed up the computation of the interaction force, we consider only points in the neighbourhood. Indeed, the domain of interaction at location \( i, j \) is
given by all the points \((k, l)\) with \(k = i - 2\) to \(i + 2\) and \(l = j - 2\) to \(j + 2\). This speeds up the computation of the interaction forces significantly. In order to make the simulations on the particle and the mean-field level comparable, we restrict the interaction domain in the particle scheme to a finite value as well.

All codes for the particle simulations are written vectorized in Python 3.6, the mean-field simulations are implemented in Fortran 90 and their results are plotted with Matlab R2018a.

### 7. Numerical Results

In this section we discuss numerical results for the two settings sketched in Figure 2 on the microscopic and on the mesoscopic level. We begin with the channel setting which has periodic boundary conditions on the left and the right side and reflective boundary conditions on the top and the bottom, see Figure 3 (top). Then we discuss the crossing with periodic boundary conditions at top and bottom and left and right, respectively.

The following simulation results are computed using interaction forces resulting from the Morse Potential \[P(d) = Re^{-d/r} - Ae^{-d/a}\] with strength parameters \(A = 0\), \(R = 500\) and range parameters \(r = 1.5\), \(a = 1.5\). Further, \(d\) refers to the distance of two interacting pedestrians \(d = |x_i - x_j|\). Moreover, we assume that all pedestrians are having the tendency to go to the right to avoid a collision, i.e., \(\lambda = 0.25\).

**Remark 7.** Here \(A = 0\) corresponds to the modeling assumption that the pedestrians have only repulsive influence on each other. Groups of friends or families are not considered here. A study of the influence of these on the simulations would be interesting as future work.

#### 7.1. Pedestrians in a channel

The random initial positions are distributed uniformly in the domain \(\Omega_x = [-45, 45] \times [-15, 15]\). The initial velocities of the blue and the red particles are distributed in

\[\Omega_{vb} = [-0.3, -0.1] \times [-0.2, 0.2]\]  
and  
\[\Omega_{vr} = [0.1, 0.3] \times [-0.2, 0.2],\]

respectively. Further parameters are \(dt = 0.01\), \(N_b \in \{10, 150\}\), \(N_r \in \{10, 150\}\) at the particle level and \(dt = 0.05\), \(nx = 100\), \(ny = 40\), \(nv_1 = 20\), \(nv_2 = 20\) for the mean-field simulation. Here \(nx, ny, nv_1\) and \(nv_2\) denote the number of discretization points for the spatial and velocity domain in \(x\)- and \(y\)-direction, respectively. Note that this choice implies that the red and the blue group have mass 0.5, as \(f^N\) is by construction a probability measure.

In Figure 5 we see positions of the groups with \(N_r = 10 = N_b\) at time \(t = 600\). Here, four horizontal lanes have formed and the interaction forces are small enough such that this is a stable configuration. For higher particle densities we expect a formation of only two lanes.

**Remark 8.** Numerical results suggest that there is a relation between the number of lanes formed and the parameter \(r\) which scales the interaction radius of the particles. This seems to be in analogy to the investigation of the stationary number of opinions in opinion formation simulations, see [46]. It would be very interesting to quantify the number of lanes for given interaction range \(r\).
Figure 5. Lane formation in a channel - particle simulation. With only a few particles involved, we see a formation of multiple horizontal lanes as stationary state. This is not expected to happen if the number of particles is increased. The parameters are \( N_b = 10 = N_r, t = 600 \).

Next, we investigate the channel setting with \( N_b = 250 = N_r \) and the corresponding mean-field simulation. Figure 6 shows the results of the particle simulation. Initially the particles are uniformly distributed over the whole domain as shown in the plot on the top-left. As time evolves we see the formation of diagonal stripes \( (t = 50, 100) \). The red particles are moving towards the bottom of the domain and the blue group is moving upwards. After some time a stationary distribution of two lanes, the red at the bottom of the domain and the blue at the top of the domain has formed \( (t = 250) \).

The same observations are made for the simulation on the mean-field level. To discuss the results, we introduce

\[
\rho_i(t, x) := \int f_i(t, x, v) \, dv \quad \text{and} \quad \phi_i(t, v) := \int f_i(t, x, v) \, dx, \quad i = \{r, b\}.
\]

Figure 7 shows the quantity \( \rho_r(t, \cdot) - \rho(t, \cdot) \) at several time instances \( t \). Initially the quantity is zero, as both groups are uniformly distributed in the spatial domain. As the groups start to cluster and to form lanes, we see the density of the blue group depicted in blue and the density of the red group in red. As expected from the formal derivation above, the results match the results of the particles level.

The evolution of

\[
\rho_i^y(t, y) = \int f_i(t, x, y, v_1, v_2) \, dv_1 dv_2 \, dx \quad i \in \{r, b\}
\]

is illustrated in Figure 8. Note that the quantities are averaged with respect to the \( x \)-component as well in order to emphasize the evolution in the \( y \)-component. Finally, we study the evolution of the velocity density \( \phi_r(t, \cdot) + \phi_b(t, \cdot) \) in Figure 9. We see the initial distribution at the top-left plot. The relaxation towards the desired velocities is achieved after a very short time. Then only small changes in the \( y \)-component lead to the formation of the lanes.

7.2. **Pedestrians at a crossing.** For the simulation of the crossing the initial positions and velocities are randomly distributed in \( \Omega_x = [-40, 40] \times [-40, 40] \) and \( \Omega_v = [-0.1, 0.1] \times [-0.1, 0.1] \), respectively. The desired velocity for the red group is \( u_r = (0.2, 0)^T \) and for
Figure 6. Lane formation in a channel - particle simulation. The blue pedestrians go from right to left, the red from left to right, i.e. \( u_b = (-0.2, 0)^T \) and \( u_r = (0.2, 0)^T \). The pedestrians prefer to step to the right \( \lambda = 0.25 \). The snapshots are made at the times \( t = 0, 50, 100, 150, 200, 250 \).

The figure shows corresponding simulation results for the particle scheme. Initially the particles are distributed uniformly, after some time we see patterns forming. This process ends in stable travelling waves as shown in the plot at the bottom-right (\( t = 250 \)).

Simulation results for the mean-field setting are depicted in Figure 11 and Figure 12. The plots show the spatial and velocity densities of the red and the blue group, which are defined as in the channel setting, see (9). In Figure 11 we see a plot of the difference \( \rho_r(t, x) - \rho_b(t, x) \) at various time instances \( t \). Hence, in locations where the blue group is clustered, we see blue colour and in locations with a majority of the red group we see red colour. At the beginning both groups are uniformly distributed over the spatial domain, the difference is therefore zero, as shown in the top-left plot. As time evolves we see the formation of groups which ends in a stable configuration of travelling waves as can be seen in the bottom-right plot of Figure 11.

The velocity density \( \phi_r(t, \cdot) + \phi_b(t, \cdot) \) is shown in Figure 12 for difference time instances \( t \). Initially the red and the blue group are uniformly distributed in the velocity domain \( \Omega_v \) as shown in the plot on the top-left. Then the relaxation towards the desired velocities \( u_r = (0.2, 0)^T \) and \( u_b = (0, 0.2)^T \) starts, see plot on the top-right. Only small changes
Figure 7. Lane formation in a channel - mean-field simulation. Initially the red and the blue group are uniformly distributed in the domain. The difference of the densities vanishes as shown in the plot on the top-left. Then we see the formation of diagonal stripes at time $t=50$ and finally a formation of lanes as time proceeds. The plots correspond to time times $t=0, 250, 500, 750, 1000, 1250$.

Figure 8. Density distribution in a channel - mean-field simulation. The densities $\rho^y_i, i \in \{r, b\}$ are integrated w.r.t. $x$ in order to extract the information along the $y$-axis.

in the $x$- and $y$-coordinate lead the crowd to the travelling waves configuration as can be seen when comparing the top-left and the bottom plot of the velocity density.
Fig. 9. Lane formation in a channel - mean-field simulation. Initially, the red and the blue group are uniformly distributed in the velocity domain $\Omega_{vr}$ and $\Omega_{vb}$, respectively, as shown in the plot on the top-left. Then the relaxation towards the desired velocities $u_r = (0.2, 0)^T$ and $u_b = (-0.2, 0)^T$ starts, see plot on the top-right. Only small changes in the $y$-coordinates lead the crowd to the lane configuration as can be seen when comparing the top-left and the bottom plot of the velocity density. The time instances are $t = 0, 250, 1500$.

8. Conclusion and Outlook

We discussed an anisotropic interaction model which allows for collision avoidance. The model is based on general swarm models and uses a rotation matrix to allow for a smooth evasion behaviour. First, we looked at a binary interaction of two agents, then we stated the particle system for $N$ agents and derived formally a mesoscopic formulation. We illustrated how obstacles can be included in the model in a convenient way. The behaviour of the model is studied numerically with the help of two scenarios. The first one considers a channel with two groups of pedestrians, one group walking from right to left and the other group from left to right. We see the typical lane formation observed in many other works and in reality. The second scenario investigates the behaviour of pedestrians at a crossing. Again, we see the typical travelling wave formations on both, the particle and the mean-field level.

In a next step, the model shall be analysed: a study of well-posedness in the ODE and PDE level is planned. Further, a rigorous proof of the relation of the ODE and the PDE system has $N \to \infty$ is to be achieved. Finally, it is interesting to find an analytical way to
Figure 10. Travelling waves at a crossing - particle simulation. The blue go from bottom to top, the red from left to right, i.e. $u_b = (0, 0.2)$ and $u_r = (0.2, 0)$. The pedestrians prefer to step to the right $\lambda = 0.25$. From top-left to bottom-right: $t = 0$, $t = 50$, $t = 100$, $t = 150$, $t = 200$ and $t = 250$. The simulation was done with $N_b = 150 = N_r$.

show the pattern formation as $T \to \infty$. Based on this work, an optimization framework corresponding to an evacuation scenario is planned for further studies.
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