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ABSTRACT

Context. In modern terms problem of constructing of the multiprocessor systems the special value acquires the base of standard popular technologies and components. It is caused by that such systems became popular and cheap vehicle platforms for high-performance calculations. In addition, practice pulls out problems complete decision of which in most cases possibly only due to application of high-performance calculations. Consequently, a theme of constructing of the cluster multiprocessor systems for today is actual, interesting and is on the stage of the active development. At the same time, the new high-quality stage of development of the multiprocessor cluster systems lies in area of the use of new modern network technologies. Presently the problem of choice and analysis of network technologies for the module multiprocessor cluster systems did not get due development, as well as problem of reorganization of structure of network interface aggregating of channels of network interface.

Objective. An aim is in-process put improvement of structure and increase of the productivity of the multiprocessor computer system by the multidimensional aggregating of channels of network interface, adapted to the decision of tasks of the investigated class.

Method. The task of increase of efficiency of the module multiprocessor computer system is decided due to multidimensional aggregating of channels of network interface. Offered approach allowed not only to promote efficiency of parallelization but also substantially to decrease time of calculations. Such results succeeded to be attained due to diminishing to time of border exchange of data between the calculable knots of the cluster system.

Results. A feature offered approach is that he allowed to realize a direct exchange data between main memory of knots of the multiprocessor system, that promotes the fast-acting of calculations and provides high-speed access to memory of her slave –nodes. Thus during an exchange by data between the knots of the system the system CPU gets unloaded and loading of channel which passes between the knots of the computer system goes down, that assists diminishing of time of border exchange of data between the calculable knots of the system.

Conclusions. The results of the conducted experiments showed that the worked out multiprocessor system was used for creation of new technological processes. So, she is used in a fluidizer intensification of the сфероиди зируещего annealing of long-length steelwork. Directly the technological process of heat treatment of metal acquires such advantages, as a high yield, substantial mionectic energy consumption and allows to carry out control of technological parameters in the modes of unisothermal treatment of metal.
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module computer systems, sent to the decision of wide circle of the applied tasks.

Consequently, a theme of constructing of the cluster multiprocessor systems for today is actual, interesting and is on the stage of the active development. Clear and other, by means of the high-performance module systems the effective method of implementation of actual tasks of class was found.

At the same time, the new high-quality stage of development of the multiprocessor cluster systems lies in area of the use of new modern network technologies. Thus efficiency of necessary on this stage parallelization of calculations is predefined by many factors among which decision are a choice and organization of network interface.

A research object are informative computational processes in the multiprocessor computer systems.

The article of research is conception of construction of the new module multiprocessor computer systems on the basis of reorganization of structure of network interface, decision-oriented certain class of tasks.

An aim to perfect a structure and promote the productivity of the multiprocessor system of calculations by aggregating of channels of network interface, adapted to the decision of tasks of the investigated class is in-process put.

1 PROBLEM STATEMENT

Today, production practice raises various problems, the complete solution of which in most cases is possible only through the use of multiprocessor computing complexes. Solving applied problems with the help of well-known standard approaches is a complex problem that can only be overcome by using modern multiprocessor computer technologies. At the same time, one of the main features of the application of such technologies is to increase the speed and productivity of computers. High computer performance allows you to solve multidimensional tasks, as well as tasks that require a large amount of processor time. Speed makes it possible to effectively manage technological processes or, in general, to create prerequisites for the development of new promising technological processes.

When designing new multiprocessor systems, the following must be taken into account. Modern HDR expansion technology allows data exchange between computing nodes at a speed of up to 200 Gbit/s. On the other hand, according to the manufacturer’s data, HDR4 technology has a delay of 0.4–0.5μs. In this case, it is necessary to increase the efficiency and speed of the multiprocessor system by means of multidimensional aggregation of network interface channels. At the same time, data exchange between computing nodes must be transferred to a separate network that works at the channel (second) level using channel bonding technology. Such an approach will be aimed at increasing the speed of data exchange between cluster nodes and reducing the load on the channel that connects the cluster nodes. At the same time, due to the use of HDR4x2 technology, the speed of data exchange will increase from 200 Gbit/s, up to 400 Gbit/s. On the other hand, due to the separation of aggregated channels for the symmetrical use of controllers with aggregated components, the latency will decrease to 0.1μs.

An Intel Core I5 processor was used to design the multiprocessor system (using DDR4 memory type with RDMA support, which allows the combination of RAM ports up to 4 channels), which allows direct access to memory with support for InfiniBand technology. Such an approach will reduce the congestion of the channel that passes between the nodes of the computing system. In addition, the use of RDMA technology in the system will make it possible to eliminate the delay in sending data directly to the InfiniBand adapter.

2 REVIEW OF THE LITERATURE

In the modern terms of the special weight acquires creation of the multiprocessor computer systems on the base of standard popular technologies and components [1–3]. Due to high demand and supply on bladed configuration in scientific practice a “blade”-cluster calculable complex is offered exactly for the decision of tasks with the up-diffused area of calculations [4, 5]. Becomes clear that through high-performance clusters the effective method of decision of wide class of actual tasks is found.

In the process of planning of the module multiprocessor system his construction [has a large value 6]. Exactly on the stage of constructing of the multiprocessor system it is necessary to foresee possibilities of her expansion or modification in the future [7]. We will mark that the most successful decision, placing of the multiprocessor system is considered in a bar [8]. Such arrangement appeared appropriate even for the small computer system. Into a bar there are knots, apparatus for effective connection of components, management facilities by the intranet of the system and under. Every blade works under the management of the copy of the standard operating system. Composition and power of knots of the multiprocessor system can be разнымы. In hired the homogeneous system is examined. The interaction between the nodes of the computing system is established with the help of specialized libraries at the level of the OS kernel and switching hardware.

However at planning and effective use of the multiprocessor system basic attention is spared to the interconnection network of the system and her topology [9, 10]. Topology of cluster and his fast-acting at the decision of calculable tasks, undoubtedly, problems are constrained.

To our opinion, the new high-quality stage of development of the multiprocessor cluster systems lies in area of the use of new modern network technologies [11]. Thus efficiency of parallelization of calculations depends on many factors, however one of qualificatory are a choice and organization of network interface. It is explained as follows. The network of the cluster computer system fundamentally differs from the network of the work stations, although for the construction of cluster ordinary network maps and switchboards which are used during organization of network of the work stations are
needed. However in case of the cluster computer system there is one fundamental feature. The network of cluster, first of all, is intended not for connection of computers, and for connection of calculable processes. In this connection, than higher there will be a carrying capacity of computer network of cluster, the user parallel tasks, executable on a cluster, will be considered quicker. Thus, technical descriptions of computer network acquire a primary value for the multiprocessor cluster systems.

Presently the problem of choice and analysis of network technologies for the module multiprocessor cluster systems did not get due development, as well as problem of reorganization of structure of network interface by aggregating of channels of network interface. In addition, works, sanctified to research of influence of network technologies on efficiency of parallelization in the module multiprocessor cluster systems, are practically absent. In this connection, the researches examined in hired are actual and, primary.

3 MATERIALS AND METHODS

The module of the high-efficiency multiprocessor system consists of master-node (PM001) and slave-nodes (PN001, PN002, PN003, ..., PN00N), calculable operations oriented to implementation; two guided switchboards (Switch IB1, Switch IB2) in the networks of exchange by data between calculable knots; hybrid sluice (SkyWay IB3), oriented to the management by the system, her loading and diagnostics; virtual local networks, intermediate buffers of memory of the guided switchboards; networks of exchange by data in the system of slave-nodes; mechanism of backingup of basic components of the system. Loading of knots of the system is produced through corresponding switched local networks. On a Fig. 1 her flow-chart is presented.

The structural feature of the system consists of the following. In the interconnect network of exchange by data between slave – by the knots of the multiprocessor system for application of technology of InfiniBand [12] copper cables are used. Function of network adapters to execute network maps which support work of the module of the multiprocessor system in the standard of InfiniBand.

For constructing of the multiprocessor system the processor of Intel Core I5 (this processor 10 generations, using type of memory of DDR4 with support of RDMA, allowing the association of ports of main memory to 4 channels with frequency to 4 GHz and by volume of by 128 Gigabyte of RAM) was used.

The computer system foresees vertical, parallel in relation to each other, arrangement of system boards. Just the same approach and answers the idea of constructing of “blade”-servers. After loading of OC access to the multiprocessor system takes place by the use of standard network protocols (telnet, ssh, rsh). At that rate for organization of parallel calculations with participation of working computer and multiprocessor system it is necessary to set network connection between them. Such connection gets organized by means of topology “point-point”.

After the serve of signal of START from a control of master-node (PM001) panel his electric feed is produced by means of the corresponding power (Fig. 1) module.

The process of start and initialising of master-node (PM001) of the module multiprocessor system begins further. The system foresees two modes of loading OS, namely: from a hard disk or from certain external media. According to setting unique dynamic IP-addresses and corresponding local networks by default loading of blades of the system is answered by the special configuration script. He is started right after loading of the operating system. In addition, this script will realize tuning of DHCP server on the whole. Exactly on this stage of work of the system the amount of slave-nodes of the computer system (PN001, PN002, PN003, ..., PN00N) is appointed, and if necessary tuning of access is executed to the external networks or to the environment of the Internet.

The certain parameters of the system and her tuning are thus determined. The start of slave-nodes of the computer system (PN001, PN002, PN003, ..., PN00N) and loading OS is produced by a serve to them corresponding feed from blocks (fig. 1). After implementation of the transferred operations a configuration script completes work, and the computer system will be ready to realization of the functions.

The multiprocessor system includes six virtual local networks of VLAN: Net1 – Net6. Thus a virtual local network of Net1 is a network of the interchannel aggregating of network interface of the multiprocessor system, she is oriented to realization of the interchannel aggregating of network interface through ports of IB3.Ag1 and IB3.Ag2 of hybrid sluice of SkyWay IB3. A virtual local network of Net2 is a network of external and cloudy interfaces, she is oriented to loading of management data by the system, to her configuration, and also cloudy converting of heterogeneous data with the purpose of their further treatment. A virtual local network of Net3 is a system network which will realize the rapid and energyeffective method of storage and exchange information. A system network is oriented to the rapid loading of the multiprocessor system, her configuration. Through this network the process of tuning of files of configuration of OS will be realized, storage of kernel OS, elements of safety of firewall and other the Virtual local networks of Net1 – Net3 is formed on the base of new hybrid sluice of NVIDIA InfiniBand. Family of module switchboards of NVIDIA InfiniBand is provided the very tall productivity and closeness of port with a deblocking high carrying capacity in a demihull. Such switchboards are perspective in tasks high-performance, cloudy calculations and artificial intelligence at less expenses and complication. They differ in the scaleable hierarchical aggregating, possibility of self-healing of networks, assured quality of service. The hybrid sluice of NVIDIA Skyway InfiniBand to Ethernet Gateway is used in this development. Basic descriptions of such sluice are presented in a Table 1.
Figure 1 – Flow-chart of the module of the multiprocessor computer system with the multidimensional aggregating of channels of network interface

Table 1 – General descriptions of hybrid sluice NVIDIA Skyway InfiniBand to Ethernet Gateway

| General carrying capacity | 1.6 Tb/s |
|---------------------------|---------|
| Common amount of ports    | 16      |
| Amount of ports of IB     | 8x InfiniBand, 8x HDR HDR 200Gb/s |
| Amount of ports of Eth    | 8 ports of Ethernet, 8x 200/100Gb/s |
| Editing in a bar          | 2U      |

A virtual local network of Net4 is an interchannel network which will realize connection of the aggregated modules. In this connection she executes the functions of aggregating of channels. A virtual local network of Net5 is a network of technology of virtualization of data, she provides the increase of reliability of storage of data, and also serves for the rev-up of reading/notation of information. A virtual local network of Net6 is a network of the layer aggregating of data of network and interface.

The flow diagram of topology of network interface of the multiprocessor system is presented on a Fig. 2

Maximal efficiency of the module of the multiprocessor system is arrived at by reconfiguration of local network structure in accordance with the specific of the decided tasks (Fig. 2). Reconfiguration foresees the use of six modes of operations of network. Topology of local network of type a “star” answers the first mode, second, is a “line”, third is a “complete count”, fourth – “ring”, fifth is a “grate” and finally sixth is the “reserved grate”. Thus switching of the modes of topology of local network comes true by tuning of routers at hardwarilly-programmatic level. To that end the modes of operations of ports of network maps change from full-duplex in half-duplex, and also in pairs to the symmetric aggregating of network ports of switchboards on a reception and/or communication of data. The concrete features of each of such modes of operations of reconfigurable network of the system in detail are reflected in literature [13, 14], where and the features of exchange open up by data between slave-nodes.

We will consider some fundamental advantages of process of calculations in the offered system. At first, in slave-nodes the process of acceptance/of communication of data is executed by facilities of the guided switch board IB without application of the mode of spooling. Secondly, intermediate and final calculations enter master-knot through switchboard Infiniband. Directly process of management and communication of the noted data from calculable slave-nodes will be realized by means of network adapters of HCA.
Finally, it is necessary to mark the fundamental feature of the use of technology of InfiniBand, in obedience to which all results of capture of data from input units, their treatment and transmission of the managing affecting out devices realized through the processor module with the interface of TCA (Fig. 2). In addition, storage of the indicated data with a management on a local network comes true on the hard disk of SSD with the interface of NVMe. Such approach allows substantially to promote efficiency of calculations.

For configuration of the considered network interfaces the basic operations of tuning of the mode of Link Aggregation are executed. Directly procedure of “fastening of channels” or technology of fastening of channels, allowing to unite a few network adapters in an onspeed channel in full lighted up in-process [15]. It is here shown that exchange by data between the calculable knots of cluster comes true in a separate network, working on the basis of the mentioned technology of fastening of channels. Offered approach provides the rev-up of exchange data between the secondary sites of the multiprocessor system and to reduce loading on a channel, connecting the knots of the multiprocessor system.

For planning of the multiprocessor computer system the vehicle providing of corporation NVIDIA was used. In this connection possibility of the use of software and hardware architecture of parallel calculations appears on the basis of platform of CUDA. Such platform allows to use the resources of video cards for ungraphic calculations. And to date this technology becomes more actual.

The platform of CUDA is supported in all video cards of corporation NVIDIA, since the simplest user and to specialized powerful. An acceleration through the platform of CUDA is used by many user applications, for example, MatLab, TensorFlow, Keras of and other. In this connection programming, with the use of resources of video card is actual and perspective. Thus get the large productivity for a moderate price.

Basic advantages of platform of CUDA are her free of chargeness (software for all basic platforms is freely got from the resource of developer.nvidia.com), simplicity and flexibility. Technology of NVIDIA CUDA is an environment which allows developers to create software for the decision of intricate calculable problems for less time, due to multinuclear calculable power of graphic processors.

Procedure of programming, applied in CUDA differs from traditional that fully hides a graphic conveyer from a programmer, allowing him to write the programs those in more usual for him “terms”. In addition, CUDA gives to the programmer more comfortable model of work with memory. Here is not a necessity to keep data in 128-bit textures, as CUDA allows to read data straight from memory of video card.

For constructing of the multiprocessor computer system the video card of corporation NVIDIA GeForce GTX 1080 was used. Basic descriptions of such video card are presented in a Table 2.

| Table 2 – General descriptions of video card NVIDIA GeForce GTX 1080 |
|---------------------------------|-----------------|
| Amount of kernels               | 2560            |
| Base frequency                  | 1607 Mhz        |
| Videomemory                     | 8 Gbit          |
| Carrying capacity of channel    | 10 Gbps         |
| of memory                       |                 |
| Bit of interface                | 256-bit         |
| Productivity                    | 277.3 Gflops    |
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On the basis of the use of technology CUDA were realized algorithms of calculation of process of heat transfer [16]. The analysis of time of implementation of parallel algorithms showed that application of technology of CUDA in times is abbreviated by time of processing of these experimental data. The practical testing showed, effectiveness of such calculations exceeded on an order statistics on similar calculations on central processing unit, even with the use of technology of OpenMP. In time is obvious also, that does not make sense to use technology of CUDA for work with the small volumes of data. For the small volumes of data means an acceleration practically is not observed.

On the other hand, it should be noted that the NVIDIA GeForce GTX 1080 video card was selected taking into account the compatibility of the scalable SLI communication interface. When creating the latest technological processes [16], this approach is extremely relevant. The proprietary SLI technology allows you to distribute the calculation between two video cards. Quad SLI extends this technology by allowing two dual-GPU graphics cards to use four GPUs simultaneously. In the above development of a multiprocessor system, two NVIDIA GeForce GTX 1080 video cards were “linked”. This approach aimed not only at a significant increase in computing performance, but also at a significant decrease in latency and a significant unloading of the system bus.

Installation of Quad SLI systems differs in sufficient simplicity. Inserting the indicated two video cards in sockets and connecting SLI-moat, after the start of the system new video cards are installed as an ordinary video adapter. Further after setting of drivers and finding out Quad SLI, рендеринг Quad SLI will be included by default. The new, additional tuning is not foreseen thus. We will notice that the variant of disconnecting of technology of Quad SLI is foreseen in a control of the multiprocessor system panel, that will allow two video cards of NVIDIA GeForce GTX 1080 video cards were “linked”. This approach is aimed not only at a significant increase in computing performance, but also at a significant decrease in latency and a significant unloading of the system bus.

The worked out multiprocessor system is used in a fluidizer intensification of the spheroidizing annealing of long-length steelwork [16]. Setting of have for an object substantially to shorten duration of technological process of the spheroidizing annealing of metal due to the use of unisothermal self-control, that allows to improve technological properties of rolled metal with providing of high dispersion and homogeneity of structure of standard on all plane of his section. Directly the technological process of heat treatment of metal acquires such advantages, as a high yield, substantial miologic energy consumption and allows to carry out control of technological parameters in the modes of unisothermal treatment of metal.

The task is achieved due to the fact that the installation for intensifying spheroidizing annealing of a long steel product is equipped with a multiprocessor computer system with specially oriented software installed on it. At the same time, the multiprocessor computing system is connected via an information bidirectional communication interface with a process control unit. The multiprocessor computing system is made as a separate module and allows using special software to set and control the necessary temperature conditions on the entire sectional plane of the sample during heating and holding the metal, as well as control the mode of non-isothermal annealing of steel, while the multiprocessor computing system aims to control the thermal regime processing is constant in the annealing temperature range.

### Table 3 – Descriptions of SLI of bridges

| Bridge                  | Clock rate | Maximal carrying capacity |
|-------------------------|------------|---------------------------|
| Standard bridge         | 400 Mhz    | 1 Gbps                    |
| Bridge with a high carrying capacity | 650 Mhz | 2 Gbps |

In respect of energy consumption, then in the similar systems it is necessary to use the high-quality power modules. In the construction of the multiprocessor system the power of type of Corsair HX 1200 module was used watt which without problems provides the feed of Quad SLI systems. The offered multiprocessor system did not force the power module to work to capacity. The applied video cards work also quietly enough, thus even in Quad SLI configurations with noise for them problems are not present.

In addition, it is necessary to underline that graphic processor, possessing powerful calculable capabilities, however would not be able fully to replace activity of central processing unit absolute advantage of which is universality, but in his forces substantially to unload CPU, undertaking loading, presented by the most labour intensive and difficult tasks.

### 4 EXPERIMENTS

The worked out multiprocessor system is used in a fluidizer intensification of the spheroidizing annealing of long-length steelwork [16]. Setting of have for an object substantially to shorten duration of technological process of the spheroidizing annealing of metal due to the use of unisothermal self-control, that allows to improve technological properties of rolled metal with providing of high dispersion and homogeneity of structure of standard on all plane of his section. Directly the technological process of heat treatment of metal acquires such advantages, as a high yield, substantial miologic energy consumption and allows to carry out control of technological parameters in the modes of unisothermal treatment of metal.

The task is achieved due to the fact that the installation for intensifying spheroidizing annealing of a long steel product is equipped with a multiprocessor computer system with specially oriented software installed on it. At the same time, the multiprocessor computing system is connected via an information bidirectional communication interface with a process control unit. The multiprocessor computing system is made as a separate module and allows using special software to set and control the necessary temperature conditions on the entire sectional plane of the sample during heating and holding the metal, as well as control the mode of non-isothermal annealing of steel, while the multiprocessor computing system aims to control the thermal regime processing is constant in the annealing temperature range.
The use of a multiprocessor computer system with its software makes it possible, on the basis of a mathematical model of the process of heating a sample, already under production conditions to control the heating of the sample to the transition to the austenitic region and the temperature of phase recrystallization on the entire plane of the cut of a long steel product, and then, having solved the inverse problem of heat conductivity, to control the necessary non-isothermal exposure mode in the annealing temperature range over the entire sample cut plane. The use of the installation for the implementation of the intensive mode of spheroidizing annealing predetermines the uniform distribution of cementite globules in the ferrite matrix, which provides the necessary mechanical properties of the metal required for further cold deformation.

5 RESULTS

On results experiments the crooked distributions of temperature of standard are got on the plane of his cut where determined: \( T_1 \) – is a temperature of heating of surface of standard, \( T_2 \) – controlled by facilities of the multiprocessor system temperature of phase transformation of metal. The design of such temperature fields comes true taking into account the change of thermophysical properties of material during his heating. The microstructure of standards after heat treatment purchased values 150–169 HB.

The performed spheroidization of the carbide phase of the metal under the conditions of the corresponding modes of heat treatment of the workpieces provides the material with the structure of granular perlite. Moreover, high-speed spheroidization predetermines a more uniform distribution of cementite globules in a ferrite matrix. After heat treatment, steel samples of almost the same hardness acquired a finely dispersed structure, which ensures a high level of metal ductility. Due to the rapid heating of the sample and incomplete austenitization of steel, certain changes occur in the morphology of the carbide phase from lamellar to finely dispersed globular.

The use of the proposed multiprocessor system can significantly improve the operational and technical characteristics of the technological process as a whole. This is due to the introduction of the following factors. Thus, in comparison with the well-known approach [17], due to the use of a processor module with a new generation TCA interface and an SSD hard disk with an NVMe interface, it was possible to reduce the operating system boot time on the main node by 180%, on the slave nodes by 320%; network interface software reorganization time decreased by 530%; the time for processing, sending and storing intermediate and final calculation results has decreased by 250%; 240% reduction in processing time for system statistics.

Through the use of VLANs and multidimensional network interface link aggregation, it was possible to increase the throughput of the network interface port from 200 Mb/s to 800 Mb/s, which increases the speed of data exchange between the nodes of a multiprocessor system four times.

Compared to the well-known approach [17], due to the use of the software and hardware architecture of parallel computing by NVIDIA Corporation based on the CUDA platform, it was possible to increase the amount of video memory by 16 GB on each computing node of the multiprocessor system, as well as increase the overall performance of the system node by 350 Gflop.

6 DISCUSSION

It was found out on the basis of analysis of methods of decision of the modern applied tasks, that application of the parallel computer systems – one of strategic directions of development of informative technique. It is possible explained by the permanent height of amount of the applied tasks, for the decision of which possibilities of present computing facilities failing. Obviously, that by means of the high-efficiency module systems the successful method of decision of actual tasks of wide class was found. For this reason in hired the problem of constructing of the high-efficiency multiprocessor system was lighted up.

This paper considers a complex formalized approach to designing a modular multiprocessor system with multidimensional network interface aggregation. At the same time, an analysis of approaches to the design of multiprocessor systems showed that recently computer equipment manufacturers have been offering devices based on blade technologies (blade technologies). Under such circumstances, by constructing a multiprocessor system based on blade servers, a turnkey solution is obtained, equipped with the necessary management tools and a network interface. We note some of the main advantages of such design solutions compared to others: blade systems are more compact and easy to maintain, their design features make it convenient to form the required configuration.

The analysis of constructing of the multiprocessor systems showed that the new high-quality stage of development of the multiprocessor computer systems was in the field of the use of new modern network technologies. It can be explained by substantial differences between the network of the cluster computer system and network of the work stations. Yes, the network of the computer system is intended not for connection of computers, and for connection of calculable processes. Then, than higher there will be a carrying capacity of computer network of the system, the set an user parallel tasks will be executed quicker. Consequently, technical descriptions of computer network acquire a primary value, when speech goes about the multiprocessor computer systems. Having regard to marked, it was made decision to apply technology of network interface of InfiniBand. Consequently, exchange between the knots of the multiprocessor system organized data by means of standard of InfiniBand. It is shown that by comparison to other multiprocessor systems, the worked out system has such fundamental differences: network loading of processors, maintenances of the mode of VLAN, mechanism of backingup of key constituents of the module, specially worked out mode of exchange by
To implement multidimensional link aggregation of the network interface, the advantage was given to the adapter from Mellanox. At the same time, network adapters of the MHQH29C – XTR type were chosen, which, supporting switching according to the virtual protocol VPI, provide flexibility in connections in computing systems. Under such conditions, a multiprocessor system provides high-quality computing, high-speed access to data storage resources, guaranteed high throughput, and low data transfer latency.

When designing a multiprocessor system, special attention was paid to its practical aspects of functioning. Thus, due to the use of the hybrid NVIDIA Skyway InfiniBand to Ethernet Gateway, a processor module with a new generation TCA interface, as well as the use of the CUDr platform, it was possible to significantly increase the computing power of a multiprocessor system without wasting time on reorganizing the network interface operating modes to solve the required class of applied tasks.

Computational experiments were carried out under the control of cluster operating systems using VLAN technology and a set of MPI libraries in the object-oriented programming environment of the C# language.

**CONCLUSIONS**

In the article the ways of increase of efficiency of the multiprocessor cluster system are shown due to reorganization of architecture of her network interface. Offered approach allowed not only to promote efficiency of распараллеливания but also substantially to decrease time of calculations. Such results succeeded to be attained due to diminishing to time of border exchange of data between the calculable knots of the cluster system. The transferred signs of the worked out system allowed her to perfect with acquisition of certain differences from present to the system, namely:

– at first, due to realization of technology of InfiniBand were it is attained such advantages: subzero lateness and high fast-acting;

– secondly, possibility to change – interface configuration of local networks of the system through a control or WEB stand, adapting their structures to the decision of tasks of that or other type;

– thirdly, on the basis of principle of RDMA of technology of InfiniBand a direct exchange comes true by data between main memory of knots of the multiprocessor system, which promotes the fast-acting of calculations and provides high-speed access to memory of her slave-nodes systems, and also exchange by data between them, off-loading the system CPU during an exchange by data and reducing loading of channel which passes between the knots of the computer system;

– fourthly, application of multichannel hybrid sluice of NVIDIA Skyway InfiniBand in a copula with the processor module of TCA with the interface of NVMe and hard disk of SSD creates fundamentally new possibilities of “connectivity” of such system with other calculable environments; dirigibility of the system allows substantially to promote; in particular, to unload central process-
The developed multiprocessor system can be used to solve a wide range of applied problems as a highly efficient platform for high performance computing.
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тання нових сучасних мережевих технологій. Нині проблема вибору та аналізу мережевих технологій для модульних ба-
топроцесорних кластерних систем не отримала належного розвитку, а і проблема реорганізації структури мережевого ін-
терфейсу шляхом агрегації каналів мережевого інтерфейсу.

Мета. У роботі поставлена мета удосконалення структури та підвищення продуктивності багатопроцесорної обчислю-
вальної системи шляхом багатовимірної агрегації каналів мережевого інтерфейсу, адаптованого до розв’язку задач дослід-
джуваного класу.

Метод. Розв’язана задача підвищення ефективності модульної багатопроцесорної обчислювальної системи за рахунок
багатовимірної агрегації каналів мережевого інтерфейсу. Запропонований підхід дозволив не лише підвищити ефективність
розділення, але й істотно зменшити час обчислень. Таких результатів вдалося досягти за рахунок зменшення часу
генеральному обміну даними між обчислювальными вузлами кластерної системи.

Результат. Особливістю запропонованого підходу є те, що він дозволив реалізувати пряме обмін даними між опера-
тивною пам’ятю вузлів багатопроцесорної системи, що підвищує швидкість обчислень і забезпечує високонадійний
доступ до пам’яті її slave-вузлів. При цьому під час обміну даними між вузлами системи розганяється система CPU і
виносяться завантаження каналу, який проходить між вузлами обчислювальної системи, що сприяє зменшенню часу
граничного обміну даними між обчислювальними вузлами системи.

Висновки. Результати проведених експериментів показали, що розроблена багатопроцесорна система використовується
для створення нових технологічних процесів. Так, вона застосовується в установці для інтенсифікації сфероїдизуючого від-
пару довгомірного сталевого виробу. Безпосередньо технологічний процес термічної обробки металу придбаває такі перева-
дя для створення нових технологічних процесів. Так, вона застосовується в установці для інтенсифікації сфероїдизуючого від-
пару довгомірного сталевого виробу. Безпосередньо технологічний процес термічної обробки металу придбаває такі перева-
прави в режимах неізотермічної обробки метали.

АКТУАЛЬНОСТЬ. В современных условиях проблема конструирования многопроцессорных систем базе стандартных об-
щедоступных технологий и компонентов приобретает особое значение. Это вызвано тем, что такие системы стали общедос-
тупными и дешевыми аппаратными платформами для высокопроизводительных вычислений. Кроме того, практика выдви-
гает проблемы, полное решение которых в большинстве случаев возможно лишь за счет применения высокопроизводитель-
ных вычислений. Следовательно, тема конструирования кластерных многопроцессорных систем на сегодня является акту-
альной, интересной и находится на этапе своего активного развития. Вместе с тем, новый качественный этап развития мно-
гопроцессорных кластерных систем лежит в области использования новых современных сетевых технологий. В настоящее
время проблема выбора и анализа сетевых технологий для модульных многопроцессорных кластерных систем не получила
dолжного развития, как и проблема реорганизации структуры сетевого интерфейса путем агрегации каналов сетевого ин-
терфейса.

Цель. В работе поставлена цель усовершенствование структуры и повышение производительности многопроцессорной
вычислительной системы путем многомерной агрегации каналов сетевого интерфейса, адаптированного к решению задач
исследуемого класса.

Метод. Решена задача повышения эффективности модульной многопроцессорной вычислительной системы за счет мно-
гомерной агрегации каналов сетевого интерфейса. Предложенный подход позволил не только повысить эффективность
расследования, но и существенно уменьшить время вычислений. Таких результатов удалось достичь за счет уменьшения
времени граничного обмена данных между вычислительными узлами кластерной системы.

Результат. Особенностью предложенного подхода является то, что он позволил реализовать прямой обмен данными
между оперативной памятью узлов многопроцессорной системы, что повышает быстродействие вычислений и обеспечивает
высокоскоростной доступ к памяти ее slave-узлов. При этом во время обмена данными между узлами системы разгружается
система CPU и снижается загрузка канала, который проходит между узлами вычислительной системы, что способствует
уменьшению времени граничного обмена данными между вычислительными узлами системы.

Выводы. Результаты проведенных экспериментов показали, что разработанная многопроцессорная система использует
ся для создания новых технологических процессов. Так, она применяется в установке для интенсификации сфероидизирую-
щего отжига длинномерного стального изделия. Непосредственно технологический процесс термической обработки метал-
ла приобретает такие преимущества, как высокая производительность, существенное снижение энергопотребление и по-
зволяет осуществить контроль технологических параметров в режимах неизотермической обработки металла.
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