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Abstract
In this paper, a new class of Cauchy integral formulae in superspace is obtained, using formal expansions of distributions. This allows us to solve five open problems in the study of harmonic and Clifford analysis in superspace.
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1. Introduction

In a previous set of papers (see a.o. [1–6]) we have developed a theory of harmonic analysis and Clifford analysis in superspace. Superspaces are spaces equipped with both a set of commuting variables and a set of anti-commuting variables (generating a so-called Grassmann algebra). They are usually studied from the point of view of algebraic or differential geometry (see [7–10]). Our approach, on the other hand, was based on a generalization of harmonic and Clifford analysis by introducing a set of differential operators (such as a Dirac and Laplace operator) and on the study of the special functions and orthogonal polynomials related to these operators.

The aim of this paper is to solve several open questions that have arisen during our previous research. It turns out that these problems can be solved by using a distributional approach to integration in superspace.

First of all, let us briefly discuss the problems that will be answered in this paper.

In [4], we introduced an integral over the supersphere of a polynomial \( R \) using an old result of Pizzetti (see [11]) as follows:

\[
\int_{SS} R = \sum_{k=0}^{\infty} (-1)^k \frac{2\pi^{M/2}}{2\Gamma(k + M/2)} (\Delta^k R)(0),
\]

where \( \Delta \) is the super Laplace operator and \( M \) is the associated superdimension. However, with this approach we could only integrate polynomials and not more general superfunctions. In principle, one could use the Hahn–Banach theorem and the density of polynomials in several
types of function spaces to extend the Pizzetti formula, but this would require good estimates of derivatives, which are of course hard to obtain. A second problem is that we could only prove the uniqueness of the integral (1) in the case when the superdimension $M$ is not even and negative (see [3]).

Furthermore, in [12] we obtained a Cauchy integral formula in superspace and several related results, leading to nice generalizations of well-known facts in complex analysis. Again, two problems could not be settled. We did not obtain a generalization of Morera’s theorem, stating that if the integral of a function over every contour in an open set $\Omega$ is zero, then this function is monogenic in $\Omega$. Second, although we did obtain a Cauchy–Pompeiu formula, this formula does not allow us to reconstruct a monogenic function completely. Apart from these two major problems, we would also like to connect the Green formula, connecting integration over the supersphere with integration over the superball (see [4]) with more general Cauchy integral formulae.

Finally, in [6], we introduced a Fourier transform in superspace. As an application we defined a Radon transform in superspace by means of two consecutive Fourier transforms. We were at that time not able to find an interpretation of this transform as an integral over the set of all hyperplanes.

Summarizing, we want to solve the following five problems:

- **P1**: find a closed formula for the Pizzetti integral over the supersphere;
- **P2**: prove uniqueness of the Pizzetti integral in the case $M \in -2\mathbb{N}$;
- **P3**: obtain Morera’s theorem for monogenic functions in superspace;
- **P4**: obtain a suitable Cauchy–Pompeiu formula in superspace;
- **P5**: give an interpretation of the super Radon transform.

All these problems can be solved using a similar technique. Let us briefly sketch the main idea in the case where we are dealing with $\mathbb{R}^m$. Suppose that $M_1$ is a $(m-1)$-dimensional manifold contained in $\mathbb{R}^m$ and is determined by an equation $\nu(x_1, \ldots, x_m) = 0$. Then integration over this manifold can be rewritten as follows:

$$\int_{M_1} \delta(\nu(x_1, \ldots, x_m)) \, dV(x)$$

with $\delta$ being the Dirac distribution and $dV(x)$ the classical Lebesgue measure.

Similarly, integration over an $m$-dimensional manifold $M_2$ in $\mathbb{R}^m$, determined by some inequality $\nu(x_1, \ldots, x_m) > 0$ can be rewritten as

$$\int_{M_2} H(\nu(x_1, \ldots, x_m)) \, dV(x)$$

where $H$ is the Heaviside function.

Problems **P1** and **P5** will be solved by generalizing equations (2) and (3) to superspace, where the distributions $\delta$ and $H$ will be developed in formal Taylor series. Problem **P2** is solved using different means, but we have drawn inspiration from our work on problem **P1**. Problems **P3** and **P4** will be solved by reformulating the Cauchy integral formula in $\mathbb{R}^m$ (a well-known result in Clifford analysis, see e.g. [13, 14]) in terms of distributions, which will allow us to obtain a suitable superspace extension.

The paper is organized as follows. In section 2, we repeat some results on the theory of harmonic and Clifford analysis in superspace, necessary for the following. In section 3, we obtain a new class of Cauchy formulae in superspace. In section 4, we obtain Morera’s theorem and we state a new Cauchy–Pompeiu formula, hence solving **P3** and **P4**. In section 5, we discuss integration over the supersphere and solve problems **P1** and **P2**. Finally, in section 6, we give a new definition for the Radon transform in superspace and connect it with the previous definition, thus solving **P5**.
2. Preliminaries

Superspaces are spaces where one considers not only commuting (bosonic) but also anti-commuting (fermionic) co-ordinates (see a.o. [7, 8]). In our approach to superspace (see [1]), we start with the real algebra $\mathcal{P} \otimes \mathcal{C} = \text{Alg}(x_i, \hat{x}_j) \otimes \text{Alg}(e_i, \hat{e}_j) = \text{Alg}(x_i, e_i; \hat{x}_j, \hat{e}_j), i = 1, \ldots, m, j = 1, \ldots, 2n$ generated by

- $m$ commuting variables $x_i$ and $m$ orthogonal Clifford generators $e_i$;
- $2n$ anti-commuting variables $\hat{x}_i$ and $2n$ symplectic Clifford generators $\hat{e}_i$

subject to the multiplication relations

\[
\begin{aligned}
    x_i x_j &= x_j x_i \\
    \hat{x}_i \hat{x}_j &= -\hat{x}_j \hat{x}_i \\
    x_i \hat{x}_j &= \hat{x}_j x_i
\end{aligned}
\quad \text{and} \quad
\begin{aligned}
    e_j e_k + e_k e_j &= -2\delta_{jk} \\
    \hat{e}_j \hat{e}_k - \hat{e}_k \hat{e}_j &= 0 \\
    \hat{e}_j \hat{e}_{2k-1} - \hat{e}_{2k-1} \hat{e}_{j-1} &= 0
\end{aligned}
\]

and where moreover all elements $e_i, \hat{e}_j$ commute with all elements $x_i, \hat{x}_j$. The algebra generated by all generators $e_i, \hat{e}_j$ is denoted by $\mathcal{C}$. In the case where $n = 0$ we have that $\mathcal{C} \cong \mathbb{R}_{0,m}$, the standard orthogonal Clifford algebra with signature $(-1, \ldots, -1)$. When $m = 0$, we have that $\mathcal{P} \otimes \mathcal{C} = \Lambda_{2n} \otimes \mathbb{R}_{2m}$, with $\Lambda_{2n}$ being the Grassmann algebra generated by $\hat{x}_i$, and $\mathbb{R}_{2m}$ the Weyl algebra generated by $\hat{e}_j$. Unless explicitly mentioned, we will always assume a superspace with bosonic variables $(m \neq 0)$. The most important element of the algebra $\mathcal{P} \otimes \mathcal{C}$ is the vector variable $x = \underline{x} + \underline{\hat{x}}$ with

\[
\underline{x} = \sum_{i=1}^{m} x_i e_i, \quad \underline{\hat{x}} = \sum_{j=1}^{2n} \hat{x}_j \hat{e}_j.
\]

The square of $x$ is scalar valued and equals $x^2 = \sum_{j=1}^{m} \hat{x}_{j-1} \hat{x}_j - \sum_{j=1}^{m} x_j^2 = \underline{x}^2 + \underline{\hat{x}}^2$. We will often write $r = \sqrt{-\underline{x}^2}$. The bosonic part $\underline{x}^2$ is invariant under $SO(m)$ while $\underline{\hat{x}}^2$ is invariant under the symplectic group $Sp(2n)$, so $x^2$ is invariant under $SO(m) \times Sp(2n)$.

On the other hand, the super Dirac operator is defined as

\[
\partial_x = \partial_\underline{x} - \partial_\underline{\hat{x}} = 2 \sum_{j=1}^{n} (\hat{e}_j \partial_{\hat{x}_j} - \hat{e}_{j-1} \partial_{\hat{x}_{j-1}}) - \sum_{j=1}^{m} e_j \partial_{x_j}.
\]

Its square is the super Laplace operator

\[
\Delta = \partial_x^2 = 4 \sum_{j=1}^{n} \partial_{\hat{x}_{j-1}} \partial_{\hat{x}_j} - \sum_{j=1}^{m} \partial_{x_j}^2 = \Delta_f + \Delta_\theta.
\]

Usually the Dirac operator acts from the left, but for Cauchy formulae we will also need the right Dirac operator. This is defined by

\[
\partial_x = - \cdot \partial_\underline{x} - \partial_\underline{\hat{x}}; \quad F \rightarrow -F \partial_\underline{x} - F \partial_\underline{\hat{x}} = F \partial_\theta,
\]

where we have introduced an extra minus sign. The derivatives act from the right in the normal way, $\partial_{\hat{x}} \partial_{x_j} = \delta_{ij} - \partial_{x_j} \partial_{\hat{x}}$. If we let $\partial_x$ act on $x$ we obtain

\[
\partial_x x = m - 2\theta = M = (x \partial_x),
\]

where $M$ is the so-called super-dimension. Note that the anti-commuting variables behave as if their dimension is negative. The numerical parameter $M$ gives a global characterization of our superspace and will be very important in the following.
When we consider a more general bosonic function space $F$ (e.g. $\mathcal{S}(\mathbb{R}^m)$, $C^k(\Omega)$ or $L_2(\mathbb{R}^m)$), we use the notation $F = F \otimes \Lambda^{2n}$.

Furthermore, we introduce the super Euler operator by

$$E = E_b + E_f = \sum_{j=1}^{m} x_j \partial_{x_j} + \sum_{j=1}^{2n} x_j \partial_{x_j},$$

which allows us to decompose $\mathcal{P}$ as

$$\mathcal{P} = \bigoplus_{k=0}^{\infty} \mathcal{P}_k, \quad \mathcal{P}_k = \{ p \in \mathcal{P} | E p = kp \}.$$

Now we define spherical harmonics in superspace.

**Definition 1.** An element $F \in \mathcal{P}$ is a spherical harmonic of degree $k$ if it satisfies

$$\Delta_1 F = 0, \quad EF = kF,$$

i.e. $F \in \mathcal{P}_k$.

Moreover the space of all spherical harmonics of degree $k$ is denoted by $\mathcal{H}_k$.

In the purely bosonic case we denote $\mathcal{H}_k$ by $\mathcal{H}_k^b$, in the purely fermionic case by $\mathcal{H}_k^f$.

We have the following decomposition (see [2]).

**Lemma 1 (Fischer decomposition 1).** If $M \not\in -2\mathbb{N}$, $\mathcal{P}$ decomposes as

$$\mathcal{P} = \bigoplus_{k=0}^{\infty} \mathcal{P}_k = \bigoplus_{j=0}^{\infty} \bigoplus_{k=0}^{\infty} x^{2j} \mathcal{H}_k.$$

If $m = 0$, then the decomposition is given by

$$\Lambda^{2n} = \bigoplus_{k=0}^{n} \left( \bigoplus_{j=0}^{n-k} x^{2j} \mathcal{H}_k^f \right).$$

The following calculation leads to the Fischer decomposition in lemma 1. It will also be needed in the following. For $R_k \in \mathcal{P}_k$ we have that

$$\Delta(x^{2r} R_k) = 2t(2k + M + 2t - 2)x^{2r-2} R_k + x^{2r} \Delta R_k.$$

The notion of a spherical harmonic can be refined to

**Definition 2.** An element $F \in \mathcal{P} \otimes \mathbb{C}$ is a spherical monogenic of degree $k$ if it satisfies

$$\partial_{i} F = 0, \quad EF = kF,$$

i.e. $F \in \mathcal{P}_k$.

Moreover the space of all spherical monogenics of degree $k$ is denoted by $\mathcal{M}_k$.

In the purely bosonic case we denote $\mathcal{M}_k$ by $\mathcal{M}_k^b$, in the purely fermionic case by $\mathcal{M}_k^f$.

It is clear that every spherical monogenic is a spherical harmonic. This allows us to refine the Fischer decomposition, leading to (see [2]).

**Lemma 2 (Fischer decomposition 2).** If $M \not\in -2\mathbb{N}$, $\mathcal{P}_k \otimes \mathbb{C}$ decomposes as

$$\mathcal{P}_k \otimes \mathbb{C} = \bigoplus_{i=0}^{k} x^{i} \mathcal{M}_{k-i}.$$

If $m = 0$, then the decomposition is given by
\[ \mathcal{P}_k \otimes \mathcal{W}_{2n} = \bigoplus_{i=0}^{k} \mathcal{L}_{2}^{i} \mathcal{M}_{k-i}, \quad k \leq n, \tag{7} \]

\[ \mathcal{P}_{2n-k} \otimes \mathcal{W}_{2n} = \bigoplus_{i=0}^{k} 2^{2n-2k+i} \mathcal{M}_{k-i}, \quad k \leq n. \tag{8} \]

For the purely fermionic case we thus obtain the full decomposition
\[ \mathcal{A}_{2n} \otimes \mathcal{W}_{2n} = \bigoplus_{k=0}^{n} \bigoplus_{j=0}^{2n-2k} x^j \mathcal{M}_{k} \tag{9} \]

In general a function \( f \in C^1(\Omega_1)^m |_{2n} \) with \( \Omega_1 \) being an open domain in \( \mathbb{R}^m \) is called left-monogenic in \( \Omega_1 \) if
\[ \partial_x f = 0. \tag{10} \]

By analogy with the purely bosonic (see [14]) case we define the Gamma operator as
\[ \Gamma_1 = x\partial_x - \mathcal{E}. \tag{11} \]

Unlike the Euler operator, the Gamma operator is not the sum of the purely bosonic and fermionic Gamma operator. The super Laplace–Beltrami operator is defined by
\[ \Delta_{LB} = \Gamma(M - 2 + \mathcal{E}), \tag{11} \]
and satisfies
\[ x^2 \Delta = \Delta_{LB} + \mathcal{E}(M - 2 + \mathcal{E}). \tag{12} \]

The integration used on a general superspace is defined by
\[ \int_{\mathbb{R}^m |_{2n}} = \int_{\mathbb{R}^m} dV(x) \int_{B} = \int_{B} \int_{\mathbb{R}^n} dV(\chi), \tag{14} \]
with \( dV(\chi) \) being the usual Lebesgue measure in \( \mathbb{R}^n \). In [4, 5] integration over the supersphere for polynomials was introduced using the following formula:
\[ \int_{SS} R = \sum_{k=0}^{\infty} (-1)^k \frac{2^{M/2}}{2^{2k} k! \Gamma(k + M/2)} (\Delta^k R)(0). \tag{15} \]

This is based on an old result of Pizzetti (see [11]) concerning integration of polynomials over the ordinary unit sphere. The properties of this integral are listed below, and when \( M \not\in -2\mathbb{N} \), this defines the integral uniquely (see [5]).
Theorem 1. If $M \notin -2\mathbb{N}$, the only linear functional $T : \mathcal{P} \to \mathbb{R}$ satisfying the following properties for all $f(x) \in \mathcal{P}$:

- $T(x^2 f(x)) = -T(f(x))$;
- $T(f(g \cdot x)) = T(f(x))$, $\forall g \in SO(m) \times Sp(2n)$;
- $k \neq l \Rightarrow T(H_k H_l) = 0 = T(H_l H_k)$, i.e. $H_k \perp H_l$;
- $T(1) = \frac{2\pi^{m/2}}{\Gamma(M/2)}$ is given by the Pizzetti integral (formula (15)).

is given by the Pizzetti integral (formula (15)).

We will prove that this unicity also holds in case $M \in -2\mathbb{N}$ in section 5.3.

If $R_k \in \mathcal{P}_k$, we have the following connection between integration over the supersphere and integration over the entire superspace

$$\int_{\mathbb{R}^m | x^2 | 2n} R_k \exp(x^2) = \frac{1}{2} \int_{\mathbb{S}^S} R_k = \int_0^\infty v^{k+M-1} \exp(-v^2) \, dv \int_{\mathbb{S}^S} R_k.$$

(16)

The last expression only holds in case the integral is finite ($k + M > 0$). When $M \in -2\mathbb{N}$, the gamma function in equation (16) can become infinite, but this is compensated by the gamma function in equation (15).

We repeat some important facts about spherical harmonics in superspace when $m \neq 0$.

The proofs can be found in [5].

Lemma 4. If $q < n$ and $k < n - q + 1$, there exists a homogeneous polynomial $f_{k,p,q} = f_{k,p,q}(\Delta, \Delta^2)$ of total degree $k$, unique up to a multiplicative constant, such that $f_{k,p,q} H_p^b \otimes H_q^f \neq 0$ and

$$\Delta(f_{k,p,q} H_p^b \otimes H_q^f) = 0.$$

The explicit form of this polynomial is given by

$$f_{k,p,q} = \sum_{s=0}^{k} \binom{k}{s} \frac{(n - q - s)!}{\Gamma\left(\frac{k}{2} + p + k - s\right)} \Delta^{2k-2s} \Delta^s.$$

Using these polynomials we can obtain a full decomposition of $\mathcal{P}$ under the action of $SO(m) \times Sp(2n)$. This follows from lemma 1 and the following theorem.

Theorem 2 (Decomposition of $\mathcal{H}_k$). Under the action of $SO(m) \times Sp(2n)$ the space $\mathcal{H}_k$ decomposes as

$$\mathcal{H}_k = \bigoplus_{i=0}^{\min(n,k)} \mathcal{H}_i^{b,i} \otimes \mathcal{H}_i^f \bigoplus_{j=0}^{\min(n,k-1)-1} \bigoplus_{l=1}^{\min(n-j,\lfloor \frac{m-j}{2} \rfloor)} f_{i,k-2l-j,l} \mathcal{H}_k^{b,2l-j} \otimes \mathcal{H}_j^f,$$

(17)

with $f_{i,k-2l-j,l}$ being the polynomials determined in Lemma 4.

The orthogonality condition for integration over the supersphere can now be made even stronger.

Theorem 3. One has that

$$f_{i,p,q} H_p^b \otimes H_q^f \perp f_{j,r,s} H_r^b \otimes H_s^f$$

with respect to the Pizzetti integral if and only if $(i, p, q) \neq (j, r, s)$. 6
In [15] the fundamental solution for the super Dirac operator was calculated,
\[ v^{|2n}\nu m = \pi^n \sum_{k=0}^{n-1} \frac{4^k k!}{(n-k-1)!} v^{2k+2\Lambda} \nu m | -2n-2k-2, \]
where \( v^{|2n}\nu m \) is a fundamental solution of \( \partial^\nu \). This fundamental solution satisfies
\[ \partial^\nu v^{|2n}\nu m (x - y) = \delta(x - y) + \frac{\pi^n}{n!} (x - y)^{2n}. \]

In [6] the super Fourier transform on \( S(\mathbb{R}^m)\) was introduced as
\[ \mathcal{F}_m^- (f(x))(y) = \int_{\mathbb{R}^m} \exp(i(x, y)) f(x), \]
with
\[ (x, y) = (x_1, y_1) + \frac{1}{2} \sum_{j=1}^{m} (x_{2j-1} y_{2j-1} - x_{2j} y_{2j}), \]
yielding an \( SO(m) \times Sp(2n) \)-invariant generalization of the purely bosonic Fourier transform.

We already know from [15] that monogenic functions in superspace are infinitely differentiable. This follows essentially from the fact that all the bosonic parts are polyharmonic. In [2], the surjectivity of the Dirac operator on the set of super polynomials was proven. Now we generalize this to the set of infinitely differentiable functions defined over an open subset of \( \mathbb{R}^m \). In the proof, we will extensively use the decomposition (9) and that technique will be important for the following.

**Lemma 5.** For every \( h \in C^\infty(\Omega)_{|2n} \otimes \mathcal{C} \), with \( \Omega \) a open subset of \( \mathbb{R}^m \), there exists a \( g \in C^\infty(\Omega)_{|2n} \otimes \mathcal{C} \), such that
\[ \partial g = h \]
holds in \( \Omega \).

**Proof.** This lemma holds in purely bosonic Clifford analysis, see [13, p 161]. Now, using the Fischer decomposition (9), we consider a basis of \( \Lambda_{2n} \otimes \mathcal{V}_n \) given by \{\( x^i M^i_k \)\} with \( M^i_k \) a basis for the fermionic spherical monogenics of degree \( k \) with \( 0 \leq k \leq n \) and \( j + 2k \leq 2n \). We normalize \( M^i_k = C_{i,k} M^i_k \) for convenience, so that \( \partial x^i M^i_k = x^j M^j_k \). This means that we can expand a general \( g \in C^\infty(\Omega)_{|2n} \otimes \mathcal{C} \) as \( g = \sum_{k=0}^{n} \sum_{j=0}^{2n-2k} \sum l \sum_{j=0} g_{j,k,l} x^j M^j_k \), with \( g_{j,k,l} \in C^\infty(\Omega) \otimes \mathbb{R}_{0,m} \). First we calculate \( \partial g \), yielding
\[
\partial g = -\sum_{k=0}^{n} \sum_{j=0}^{2n-2k} \sum_{l=1} \partial g_{j,k,l} x^j M^j_k + \sum_{k=0}^{n} \sum_{j=0}^{2n-2k-1} \sum_{l=1} \sum g_{j+1,k,l} x^j M^j_k
\]
\[
= -\sum_{k=0}^{n} \sum_{j=0}^{2n-2k} \sum_{l=1} \partial g_{2n-2k,k,l} x^j M^j_k + \sum_{k=0}^{n} \sum_{j=0}^{2n-2k-1} \sum_{l=1} \sum (g_{j+1,k,l} - \partial g_{j,k,l}) x^j M^j_k.
\]
Similarly we expand \( h \) as \( h = \sum_{k=0}^{n} \sum_{j=0}^{2n-2k} \sum l h_{j,k,l} x^j M^j_k \), with \( h_{j,k,l} \in C^\infty(\Omega) \otimes \mathbb{R}_{0,m} \). We see that finding \( g \) for which \( \partial g = h \) is equivalent with finding \( \{ g_{j,k,l} \} \) for which
\[ \partial g_{2n-2k,k,l} = -h_{2n-2k,k,l} \]
and
\[ \partial_x g_{j,k,l} = -h_{j,k,l} + g_{j+1,k,l}, \]
for \( j < 2n - 2k \). This can be done by using the purely bosonic theorem in [13] and by induction on \( k \).

3. Bosonic, fermionic and super Cauchy formulas

An interesting feature of Clifford analysis is that it allows for the construction of several Cauchy-type formulae in higher dimensions (see e.g. [16–18]). We start with repeating some well-known facts about bosonic Cauchy formulae. This is necessary to obtain the properties that the fermionic Cauchy formulae will have to satisfy.

3.1. Bosonic Cauchy formulae

Starting from Stokes’ theorem and using \( \sum_{j=1}^{m-1} e_j dx_j = e_1 \cdots e_m \) and the volume-element \( dV(x) = dx_1 \cdots dx_m \), we find the bosonic Cauchy formula (see [13])
\[ \int_{\Sigma} f dx^{m-1} g = \int_{\Sigma} (f \partial_x) g + f dV(x), \]
where \( \Sigma \) is a compact oriented \( m \)-dimensional submanifold of \( \mathbb{R}^m \) and \( \partial \Sigma \) its boundary.

After multiplying with the pseudoscalar \( e_1 \cdots e_m \) we obtain the vector-valued surface element \( d\sigma_x = \sum_{j=1}^{m} (-1)^j e_j dx_1 \cdots \hat{dx}_j \cdots dx_m \) and the volume-element \( dV(x) = dx_1 \cdots dx_m \), yielding
\[ \int_{\Sigma} f d\sigma_x g = \int_{\Sigma} [(f \partial_x) g + f \partial(\Sigma)] dV(x). \] (21)
This formula is what we call a dimensionally correct Cauchy formula, connecting the integral of functions over the boundary of a manifold with the integral of their derivatives over the entire manifold. It is moreover easy to see that this formula is a direct consequence of its one-dimensional analogue
\[ \int_I f' = \int_{\partial I} f, \] (22)
with \( I \) being an interval and \( \partial I \) its boundary consisting of two points.

Suppose that the boundary of \( \Sigma \) is determined by an equation \( \nu(x) = 0 \) and moreover \( \nu(x) > 0 \) if \( x \in \Sigma \) and \( \nu(x) < 0 \) if \( x \in \mathbb{R}^m \setminus \Sigma \). Then we can rewrite the Cauchy formula (21) as
\[ \int_{\Sigma} [(f \partial_x) g + f \partial(\Sigma)] dV(x) = -\int_{\partial \Sigma} f \partial(\Sigma) g dS(x), \] (23)
with \( dS \) being the elementary surface measure.

Even more general, if we consider a distribution \( \alpha \) with compact support and if \( f \) and \( g \) are \( C^\infty \) functions, then
\[ \sum_{j=1}^{m} \int_{\mathbb{R}^m} \partial_{x_j} (f e_j \alpha g) dV(x) = 0. \]
This can be rewritten as
\[ \int_{\mathbb{R}^m} [(f \partial_x) \alpha g + f \alpha (\partial_x g)] dV(x) = -\int_{\mathbb{R}^m} f \partial_x (\alpha) g dV(x), \] (24)
which is the most general form of a Cauchy formula in \( \mathbb{R}^m \).
The case $\alpha = H(\nu)$, with $H$ being the Heaviside function and $\nu(x)$ as above corresponds to the Cauchy formula in equation (23). Equation (24) is more general. For example, $\alpha$ could be a Dirac distribution so we would find derivatives of Dirac distributions in the formulae. Such a formula no longer fulfills the condition that we integrate a function $f$ over the boundary of the domain and integrate $\partial_\Sigma f$ over the entire domain. In the case of the Dirac distribution we would integrate twice over the boundary. For that reason we will call such formulae non-dimensionally correct Cauchy formulae. They will be necessary to obtain Cauchy formulae related to the supersphere.

3.2. Fermionic Cauchy formulae

The Berezin integral (see [7]) of a function $g \in C[1, \chi_1] = \Lambda_1$ of one fermionic variable $\chi_1$ is defined by

$$\pi \int_B f = \partial_{\chi_1} g = (\partial_{\chi_1} g)(0).$$

This can formally be written in a similar form as the bosonic equation (22)

$$\int_0^g g' = \int_{\mathbb{R}^{-1}} g.$$  \hspace{1cm} (25)

The one-dimensional interval $I$ is replaced by the zero-dimensional point $[0]$ and the zero-dimensional boundary $\partial I$ by the minus one-dimensional $\mathbb{R}^{-1}$. In this view $\partial [0] = \mathbb{R}^{-1}$, as was already argued in [19]. So the rewritten definition of Berezin integration (25) is the starting point for obtaining a Cauchy formula, exactly as the one-dimensional bosonic case (22).

To obtain a general Cauchy formula in superspace, we take inspiration from the distributional form in equation (24). Instead of distributions $\alpha$, when we take for $\alpha$ again an element of the Grassmann algebra, because the dual space of the finite-dimensional vector space $\Lambda_2$ is of course $\Lambda_2$.

We then obtain the following fermionic Cauchy formula. Note that with $f \partial_\chi$ we mean the fermionic Dirac operator acting from the left on $f\alpha$ but $\alpha$ is not derived. We cannot switch $\alpha$ and $\partial_{\chi}$ from place because of the anticommuting variables.

**Lemma 6** (Fermionic Cauchy formula). For $f, g \in \Lambda_2 \otimes \mathcal{W}_2$ and $\alpha \in \Lambda_2$, the following holds:

$$-\int_B (f \partial_{\chi}) g + \int_B f \alpha (\partial_{\chi} g) = \int_B f (\alpha \partial_{\chi}) g.$$  

**Proof.** It suffices to prove the lemma for $f$ and $g \in \Lambda_2$. From the fact that $\int_B \partial_{\chi} = 0$ we deduce that

$$-\int_B (f \partial_{\chi}) g + \int_B f \alpha (\partial_{\chi} g) - \int_B f (\alpha \partial_{\chi}) g = 0.$$  

Multiplying with the symplectic Clifford algebra generators and summing yields the desired result. \hfill \Box

**Remark 1.** Like the bosonic Cauchy formula in equation (21), these Cauchy formulae are ‘dimensionally correct’. In equation (21), integration over $\Sigma$ of $\partial_\Sigma f$ and integration over $\partial \Sigma$ of $f$ are connected. In lemma 6, the role of the characteristic function of $\Sigma$ is played by $\alpha$ and $\alpha \partial_{\chi}$ leads to a formal integration with one dimension lower.

With these Cauchy formulae we can prove a Morera’s theorem for the Grassmann algebra. We will repeat the bosonic Morera’s theorem in section 4, but for now the important
consequence of this theorem is that we have ‘enough’ fermionic Cauchy formulae. This was not the case with the formula obtained in [12].

**Lemma 7** (Morera’s theorem in Grassmann algebras). *If for every* \( \alpha \in \Lambda_{2n} \) *it holds that*

\[
\int_B (\alpha \partial_\gamma) f = 0
\]

*for an* \( f \in \Lambda_{2n} \otimes W_n \) *then* \( f \) *is left monogenic.*

**Proof.** Using lemma 6 this leads to \( \int_B \alpha (\partial_\gamma f) = 0 \) for every \( \alpha \). This means that \( \partial_\gamma f = 0 \) by lemma 3. \( \square \)

### 3.3. Cauchy formulae in superspace

Combining the bosonic and fermionic Cauchy formulae we obtain the following Cauchy formula on superspace.

**Theorem 4.** For \( f \) and \( g \) \( \in C^\infty(\Omega_m|2n) \otimes \mathbb{C} \) and \( \alpha \in \mathcal{E}' \otimes \Lambda_{2n} \) a distribution with compact support \( \Sigma \subset \Omega \) one has

\[
\int_{\Sigma} \int_B [(f \alpha \partial_\gamma g + f \alpha (\partial_\gamma g))] \, dV(x) = -\int_{\partial \Sigma} f \beta \, d\sigma x + \int_{\Sigma} f (\beta \partial_\gamma) g \, dV(x).
\]

**Proof.** This follows from equation (24) and lemma 6 for an \( \alpha = \beta \gamma \) with \( \beta \in \mathcal{E}' \) and \( \gamma \in \Lambda_{2n} \). \( \square \)

Using this formula we can create two kinds of Cauchy formulae. There are Cauchy formulae where \( \alpha \) contains only Heaviside distributions corresponding to characteristic functions of subspaces of \( \mathbb{R}^m \). This generalizes the Cauchy formula obtained in [12] and is related to the version of Stokes’ formula in [19]. Indeed, they connect integration of functions over a domain with a certain superdimension with integration of the Dirac operator acting on these functions over a domain with this superdimension plus one. Therefore we call them dimensionally correct Cauchy formulae. In that case, we have the following corollary.

**Corollary 1.** For \( \beta \in \Lambda_{2n} \) and \( f, g \in C^1(\Omega_m|2n) \otimes \mathbb{C} \), with \( \alpha \in \mathcal{E}' \otimes \Lambda_{2n} \) a distribution with compact oriented differentiable \( m \)-dimensional manifold with smooth boundary \( \partial \Sigma \), the following holds:

\[
\int_{\Sigma} \int_B [(f \beta \partial_\gamma g + f \beta (\partial_\gamma g))] \, dV(x) = -\int_{\partial \Sigma} f \beta \, d\sigma x + \int_{\Sigma} f (\beta \partial_\gamma) g \, dV(x).
\]

**Proof.** This is a special case of theorem 4 with \( \alpha = H(v) \beta \) with \( v(x) > 0 \) if \( x \in \Sigma \), \( v < 0 \) if \( x \in \mathbb{R}^m \setminus \Sigma \). It also follows immediately from equation (21) combined with lemma 6. \( \square \)

In this corollary, as in [12, 19], the boundary of the domain consists of two parts. The two parts of the boundary are determined by \( (\partial_\Sigma, \beta) \), which is the classical boundary and \( (\Sigma, \beta \partial_\Sigma) \) where \( \beta \partial_\Sigma \) leads to a dimension which is 1 lower than the domain \( (\Sigma, \beta) \). The Cauchy formula in [12] is a special case of corollary 1, with \( \beta = \exp(\chi^2) - 1 \) and \( \partial_\Sigma \beta = -\beta \partial_\Sigma = 2\chi \exp(\chi^2) \).

To properly generalize certain bosonic Cauchy formulae to superspace, \( \alpha \) will have to contain also more general distributions. These Cauchy formulae will not have the dimensional property of purely bosonic or fermionic Cauchy formulae (equation (21) or lemma 6). This dimensional property is a consequence of the combination of the Heaviside and Dirac
distribution. The non-dimensionally correct Cauchy formulae will generalize the integration over the unit sphere $S^{m-1}$ to the so-called supersphere. This integration was introduced in [4, 5]. In the bosonic case the connection between the unit sphere and unit ball yields of course a real (dimensionally correct) Cauchy formula.

The fact that theorem 4 leads to a unification of the dimensionally correct Cauchy formulae and the formulae for the supersphere and superball shows the power of our approach.

4. Dimensionally correct Cauchy formulae

In this section, we prove that corollary 1 leads to Morera’s theorem in superspace as well as a Cauchy–Pompeiu formula.

4.1. Morera’s theorem

In complex analysis, Morera’s theorem states that if $f$ is a continuous, complex-valued function defined on an open set $\Omega$ in the complex plane, satisfying $\oint_T f(z) \, dz = 0$, for every closed triangle $T$ in $\Omega$, then $f$ is holomorphic in $\Omega$. A generalization of this theorem also exists for monogenic functions in Clifford analysis (see [13], p 60).

**Theorem 5.** A function $f$ is left monogenic in the open set $\Omega \subset \mathbb{R}^m$ if and only if $f$ is continuous in $\Omega$ and

$$\int_{\partial I} \sigma_x f = 0$$

for all intervals $I \subset \Omega$.

Before proving Morera’s theorem in superspace we need the following lemma, which is an extension of theorem 5.

**Lemma 8.** If $f \in C^0(\Omega) \otimes \mathbb{R}_{0,m}$ and $h \in C^\infty(\Omega) \otimes \mathbb{R}_{0,m}$ (with $\Omega$ being an open subset of $\mathbb{R}^m$) and for every interval $I \subset \Omega$

$$\int_{\partial I} \sigma_x f = \int_I h \, dV(x), \tag{26}$$

then $\sigma_x f = h$ in $\Omega$.

**Proof.** Because $h \in C^\infty(\Omega) \otimes \mathbb{R}_{0,m}$ there exists $g \in C^\infty \otimes \mathbb{R}_{0,m}$ such that $h = \sigma_x g$ (using the surjectivity of the bosonic Dirac operator). Using equations (21) and (26) we find

$$\int_{\partial I} \sigma_x[f - g] = 0 \quad \forall I.$$ 

Using theorem 5 yields $\sigma_x f = \sigma_x g = h$. $\square$

The reverse of this lemma is also true because of equation (21). Now we are ready to prove Morera’s theorem in superspace, giving a solution to problem P3.

**Theorem 6 (Morera’s theorem in superspace).** A function $f \in C^0(\Omega)_{m|2n} \otimes C$ (with $\Omega$ being an open subset of $\mathbb{R}^m$) is left monogenic in $\Omega$ if and only if

$$\int_{\partial I} \int_B \alpha \, \sigma_x f - \int_I \int_B (\alpha \sigma_x) f \, dV(x) = 0,$$

for every interval $I \subset \Omega$ and for every $\alpha$ in $\Lambda_{2n}$. 
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Proof. If \( f \) is left monogenic then the integral equality follows immediately from corollary 1. Now suppose \( f \in C^1(\Omega)m|2n \otimes C \). The proposed integral equation can be transformed, using lemma 6, to

\[
\int_{\partial I} \int_B \alpha \, d\sigma_x f = \int_I \int_B \alpha (\partial_x f) \, dV(x).
\]

This equation holds for every \( \alpha \). So by lemma 3, this means that we have

\[
\int_{\partial I} \, d\sigma_x f = \int_I f (\partial_x \alpha) \, dV(x) \quad \forall I.
\]

(27)

Now we take for \( \Lambda_2n \otimes \mathcal{W}_2n \) the same basis \( \{x^j M_l,j\} \) as used in the proof of lemma 5. So we expand \( f \) as \( f = \sum_{k=0}^{n} \sum_{j=0}^{2n-2k} \sum_{l=1}^{1} f_j,k,l x^j M_l,j \). The condition on the integrals (27) splits into (we take \( k \) and \( l \) as fixed but arbitrary now)

\[
\int_{\partial I} \, d\sigma_x f_{j-1,k,l} = \int_I f_{j,k,l} \, dV(x) \quad \forall j = 1, \ldots, 2n - 2k \quad \forall I
\]

(28)

and

\[
\int_{\partial I} \, d\sigma_x f_{2n-2k,k,l} = 0 \quad \forall I.
\]

Using theorem 5 we immediately find that \( f_{2n-2k,k,l} \) is monogenic in \( \Omega \), which also implies that \( f_{2n-2k,k,l} \in C^\infty(\Omega) \). Now we proceed by induction (from \( j = 2n - 2k - 1 \) to \( j = 0 \)), we suppose that \( \partial_x f_{j,k,l} = f_{j+1,k,l} \) and \( f_{j,k,l} \) is polyharmonic (and therefore \( C^\infty \)). This means, by lemma 8 and equation (28), that \( \partial_x f_{j-1,k,l} = f_{j,k,l} \). This also implies that \( f_{j,k-1,l} \) is polyharmonic. So, finally, we have found that \( f \) is differentiable and that

\[
\partial_x f = - \sum_{k=0}^{n} \sum_{j=0}^{2n-2k-1} x^j \sum_{l} M_l,j^j \partial_x f_{j,k,l} + \sum_{k=0}^{n} \sum_{j=1}^{2n-2k} \sum_{l} x^j M_l,j^j-1 f_{j,k,l}
\]

will be zero. \( \square \)

Remark 2. In the light of the link between fermionic and bosonic Cauchy formulae, the different \( \alpha \) taken in theorem 6 correspond to the different intervals \( I \) taken in theorem 5.

In superspace we can also prove the extended version (lemma 8) of Morera’s theorem.

Lemma 9. If \( f \in C^0(\Omega)m|2n \otimes C \) and \( h \in C^\infty(\Omega)m|2n \otimes C \) (with \( \Omega \) being an open subset of \( \mathbb{R}^m \)) and for every interval \( I \subset \Omega \) and for every \( \alpha \in \Lambda_2n \),

\[
-\int_{\partial I} \int_B \alpha \, d\sigma_x f + \int_I \int_B (\alpha \partial_x) f \, dV(x) = \int_I \int_B \alpha h \, dV(x)
\]

then \( \partial_x f = h \) in \( \Omega \).

Proof. The proof is similar to the proof of lemma 8 and follows from lemma 5 and theorem 6. \( \square \)

4.2. Cauchy–Pompeiu formula

Using the Cauchy kernel (18) we can prove the following Cauchy–Pompeiu theorem in superspace. This was previously impossible with the result obtained in [12]. We hence have solved problem \( P4 \).
Theorem 7 (Cauchy–Pompeiu). Let \( \Sigma \subset \Omega \subset \mathbb{R}^m \) be a compact oriented differentiable \( m \)-dimensional manifold with smooth boundary. Let \( g \in C^1(\Omega) \) and let \( \nu_{m|2n} \) be the fundamental solution of the super Dirac operator. Then one has
\[
\int_{\partial \Sigma} \int_B \nu_{m|2n}(x - y) \, d\sigma_x g(x) + \int_{\Sigma} \int_B \nu_{m|2n}(x - y)(\partial_x g(x)) \, dV(x)
= \begin{cases} 
0 & \text{if } y \in \Omega \setminus \Sigma \\
-g(y) & \text{if } y \in \Sigma \setminus \Omega
\end{cases}
\]

Proof. The proof of this theorem is exactly the same as the proof of theorem 4 in [12]. There the result is proven for \( \beta = \exp(x^2/2) - 1 \) in corollary 1, while here we use \( \beta = 1 \). \( \square \)

5. Integration over the supersphere

In this section, we work with general superdimensions \( M \) (but \( m \neq 0 \)). For simplicity of notation we will also omit the measure \( dV(x) \).

5.1. The standard integration over the supersphere

In this section, we define integration over the supersphere using a super-analogue of the bosonic formula
\[
\int_{S_{m-1}} f \big|_{r=1} = 2 \int_{S^m} \delta(x^2 + 1) f.
\]

The integration over the supersphere that we will obtain will be an extension of the already known Pizzetti integration over the supersphere for polynomials (see formula (15)). First, we define the distributions corresponding to the supersphere and superball.

Definition 3. The Heaviside and Dirac distribution corresponding to the supersphere are defined as the Taylor series in \( \theta \) of \( f(x^2 + \theta) \) modulo \( \theta^{n+1} \) with the identification \( \theta = x^2 \).

The Heaviside distribution which can be seen as the characteristic function of the superball is given by
\[
H(x^2 + 1) = H(x^2 + 1) + \sum_{j=1}^{n} \frac{x^2}{j!} \delta^{(j-1)}(x^2 + 1).
\]

The Dirac distribution corresponding to the supersphere is given by
\[
\delta(x^2 + 1) = \sum_{j=0}^{n} \frac{x^2}{j!} \delta^{(j)}(x^2 + 1).
\]

Using these definitions we define integration over the supersphere and superball. We use the same notation as in (15) and will prove in theorem 8 that this is correct.

Definition 4. The integral over the supersphere of a function \( f \in C^n(\Omega_{m|2n}) \) with \( \Omega \) being an open domain, \( S^{m-1} \subset \Omega \subset \mathbb{R}^m \), is given by
\[
\int_{S^n} f = 2 \int_{S^m} \delta(x^2 + 1) f.
\]

The integral over the superball of a function \( f \in C^{n-1}(\Omega_{m|2n}) \) with \( \Omega \) being an open domain, \( B^m \subset \Omega \subset \mathbb{R}^m \), is given by
\[
\int_{S^n} f = \int_{S^m} H(x^2 + 1) f.
\]
We generalize the integrals in definition 4 to superspheres of radius \( R \), by defining
\[
\int_{SS(R)} f = 2R \int_{R^{2n}} \delta(x^2 + R^2) f, \quad \int_{SB(R)} f = \int_{R^{2n}} H(x^2 + R^2) f.
\]
We calculate the integral over the supersphere with radius \( R \) explicitly. We will obtain a closed form without distributions, so this form can be used as a definition for integration over the supersphere without any ambiguity.

**Lemma 10.** For \( f \in C^\infty(\Omega)_{m/2n} \) with \( \Omega \) being an open domain such that \( S^{m-1}(R) \subset \Omega \subset R^m \), one has
\[
\int_{SS(R)} f = \sum_{j=0}^{n} \left[ \int_{S^{m-1}} \left( \frac{\partial}{\partial r} \right)^j \frac{r^{m-1}}{j!} f \right]_{r=R}
= R \sum_{j=0}^{n} \int_{S^{m-1}} \int_{R} \frac{x^{2j}}{j!} \left[ \left( \frac{\partial}{\partial r} \right)^j \frac{r^{m-2}}{j!} f \right]_{r=R}.
\]

**Proof.** Substituting definition 3 into definition 4 yields
\[
\int_{SS(R)} f = 2R \sum_{j=0}^{n} \int_{R^{2n}} \delta(j) (x^2 + R^2) \int_{R} \frac{x^{2j}}{j!} f
= 2R \sum_{j=0}^{n} \int_{S^{m-1}} \int_{R} \left[ \left( \frac{\partial}{\partial r} \right)^j \frac{r^{m-1}}{j!} f \right] \left( \frac{\partial}{\partial r} \frac{r}{2R} \right)^j \frac{r^{m-1}}{j!} f
= 2R \sum_{j=0}^{n} \int_{S^{m-1}} \int_{R} \left[ \frac{\partial}{\partial r} \frac{r}{2R} \right)^j \frac{r^{m-1}}{j!} f.
\]

Now we prove that our integration over the supersphere reduces to the Pizzetti formula (15) when integrating polynomials. This solves problem \( \text{P1} \).

**Theorem 8.** The integration in definition 4
\[
\int_{SS} f = \sum_{j=0}^{n} \int_{S^{m-1}} \int_{R} \frac{x^{2j}}{j!} \left[ \left( \frac{\partial}{\partial r} \right)^j \frac{r^{m-2}}{j!} f \right]_{r=1}
\]
is an extension of the Pizzetti integral over the supersphere for polynomials
\[
\int_{SS} R = \sum_{k=0}^{\infty} (-1)^k \frac{2\pi M/2}{2\pi k! \Gamma(k + M/2)} (\Delta^k R)(0).
\]

**Proof.** We prove the statement for \( P_2 Q_2 \) with \( P_2 \) being a bosonic homogeneous polynomial of degrees \( p \) and \( Q_2 \) a homogeneous element of \( \Lambda_{2n} \) of degree \( q \). For ease of notation we will in general write \( \Gamma(k + 1) / \Gamma(k-l+1) = (\delta_{k})^{l} u^k \), even when \( l > k \), instead of 0. We have that
\[
2 \int_{R^{2n}} P_2 Q_2 \delta(x^2 + 1) = \sum_{j=0}^{l} \int_{S^{m-1}} \left( \frac{\partial}{\partial r^2} \right)^j \frac{r^{m-2+p}}{j!} P_2 \left( \delta^j \right) \frac{r^{m-2+2k}}{j!} Q_2 \left( \delta^j \right)_{r=1}.
\]
Due to symmetry, the integral of a homogeneous polynomial of odd degree over the unit sphere is zero. Similarly, the Berezin integral also vanishes unless \( q \) is even. So we can restrict ourselves to the case \( p = 2k, q = 2l \) and we are reduced to calculating
\[
2 \int_{R^{2n}} P_{2k} Q_{2l} \delta(x^2 + 1) = \int_{R^{2n}} P_{2k} \left( \delta \right) \int_{R} \frac{x^{2(n-l)}}{(n-l)!} Q_{2l} \left( \delta \right) \left[ \left( \frac{\partial}{\partial r^2} \right)^{n-4} r^{m-2+2k} \right]_{r=1}.
\]
Using equation (15) in the purely bosonic case and equation (13) we find
\[ 2 \int_{\mathbb{R}^{2n}} P_{2k} Q_{2l} \delta(x^2 + 1) = (-1)^k \frac{2\pi^{m/2}}{2^{m/2} k! \Gamma(k + m/2)} \Delta_k^l(P_{2k}) \]
\[ \times \frac{(-1)^j \pi^{-n}}{2^{2l} l!} \Delta_j^l(Q_{2l}) \frac{\Gamma\left(\frac{m}{2} + k\right)}{\Gamma\left(\frac{m}{2} + k - n + l\right)} \]
\[ = (-1)^k \frac{2\pi^{M/2}}{2^{2k+l}(k+l)! \Gamma(k+l+M/2)} \Delta^k l(P_{2k} Q_{2l}) \]
which equals \( \int_{\mathbb{R}^2} P_{2k} Q_{2l} \) in equation (15). This completes the proof, as also for the super Pizzetti formula only even degrees of bosonic and fermionic monomials will give a non-zero contribution. □

By exactly the same methods we can prove that the integral with \( H(x^2 + 1) \) is an extension of the integral over the superball from [4], yielding
\[ \int_{SB} f = \int_{\mathbb{R}^n} \sum_{j=0}^{n-1} \int_B \frac{\partial}{\partial \xi} \left( \frac{1}{2R^{m-1}} \right)_{r=R} f \]
\[ = \sum_{k=0}^{\infty} (-1)^k \frac{\pi^{M/2}}{2^{2k+l}(k+l)! \Gamma(k+l+M/2+1)} (\Delta^k f)(0) \]
for \( f \in \mathcal{P} \).

The following equality follows from a straightforward calculation.

**Lemma 11.** For \( f \in C^n(\mathbb{R}^m)_{m|2n} \) and \( R \in \mathbb{R}^+ \)
\[ \int_{SS(R)} f(x) = R^{M-1} \int_{SS} f(Rx). \] (29)

Now we can prove equation (16) for general functions.

**Theorem 9.** For \( f \) a function in \( L_1(\mathbb{R}^m)_{m|2n} \cap C^n(\mathbb{R}^m)_{m|2n} \) and \( M \geq 0 \), the following relation holds:
\[ \int_{\mathbb{R}^{2n}} f = \int_0^\infty dR R^{M-1} \int_{SS,x} f(Rx). \]

**Proof.** We calculate the right-hand side using lemmas 10 and 11 and.
\[ \int_0^\infty dR R^{M-1} \int_{SS,x} f(Rx) = \int_0^\infty dR \int_{SS(R)} f \]
\[ = \int_0^\infty dR \sum_{j=0}^{n-1} \left[ \int_{S^{m-1}} \left( \frac{\partial}{\partial R} \frac{1}{2R} \right)^j R^{m-1} \int_B \frac{\partial}{\partial \xi} \right]_{r=R} f \]
\[ = \int_0^\infty dR \sum_{j=0}^{n-1} \left( \frac{\partial}{\partial R} \frac{1}{2R} \right)^j R^{m-1} \int_{S^{m-1}} \int_B \frac{\partial}{\partial \xi} f(R\xi, \ldots) \]
\[ = \int_0^\infty dR R^{M-1} \int_{S^{m-1}} \int_B f(R\xi, \ldots) \]
\[ = \int_{\mathbb{R}^{2n}} f. \]
The terms for \( j > 0 \) are zero because of partial integration and because \( \lim_{R \to \infty} R^k \left( \frac{\partial}{\partial R} \right)^j f = 0 \) for \( k \leq m-1 \) and \( \lim_{R \to 0} R^k \left( \frac{\partial}{\partial R} \right)^j f = 0 \) for \( 0 < M \leq k \). □
5.2. Green’s theorem on the superball

With the integrations over the supersphere and superball introduced in section 5.1 we can reconstruct the Green’s theorem obtained in [4]. This way, we can generalize this theorem which previously only held for polynomials. We will prove this Green’s theorem using the super Cauchy formula from theorem 4, which moreover makes the proof a lot shorter than in [4]. In this way, we also find a link between the Green’s theorem on the superball and the super Cauchy formulae which was formerly unknown. This connection is clear in the bosonic case. Indeed, when we substitute \( \alpha = H(x^2 + 1) \) in the bosonic Cauchy formula (24), we find

\[
\int_{\mathbb{R}^n} [(f \partial_x) H(x^2 + 1) g + f H(x^2 + 1)(\partial_x g)] dV(x) = 2 \int_{\mathbb{R}^n} f \delta(x^2 + 1) g \, dV(x),
\]

which is equivalent to the Green’s theorem on the unit ball:

\[
\int_{B} [(f \partial_x) g + f(\partial_x g)] dV(x) = \int_{S} f \delta(x^2 + 1) g \, dS(x).
\] (30)

Now we generalize this to superspace. We first prove the following lemma.

**Lemma 12.** The Dirac operator acting on the Heaviside distribution yields

\[
\partial_x H(x^2 + 1) = 2x \delta(x^2 + 1)
\]

in distributional sense.

**Proof.** We calculate that in distributional sense

\[
\partial_x H(x^2 + 1) = -\delta_x \sum_{j=0}^{n} H^{(j)}(x^2 + 1) \frac{x^{2j}}{j!} + \delta_x \sum_{j=0}^{n} H^{(j)}(x^2 + 1) \frac{x^{2j}}{j!}
\]

\[
= 2x \sum_{j=0}^{n} H^{(j+1)}(x^2 + 1) \frac{x^{2j}}{j!} + 2x \sum_{j=0}^{n} H^{(j)}(1 + x^2) \frac{x^{2j-2}}{(j-1)!}
\]

\[
= 2x \sum_{j=0}^{n} H^{(j+1)}(x^2 + 1) \frac{x^{2j}}{j!} + 2x \sum_{j=0}^{n} H^{(j+1)}(1 + x^2) \frac{x^{2j}}{j!}
\]

\[
= 2x H^{(1)}(x^2 + 1) + 2x \delta(x^2 + 1)
\]

\[
= 2x \delta(x^2 + 1).
\]

We then obtain the connection between Cauchy’s formula and Green’s theorem in superspace

**Theorem 10.** For \( f \) and \( g \) in \( C^n(\Omega)_{m|2n} \otimes \mathbb{C} \), with \( \Omega \) open and \( \mathbb{R}^m \subset \Omega \subset \mathbb{R}^m \), the following holds:

\[
\int_{S} [(f \partial_x) g + f(\partial_x g)] = -\int_{S} f \delta \, g.
\]

**Proof.** This theorem is a special case of theorem 4 using \( \alpha = H(x^2 + 1) \), lemma 12 and taking into account that only \( n \) derivatives are necessary.

**Remark 3.** Comparing theorem 10 with equation (30) we see that \( x \) behaves as the outer normal on the supersphere.

Also for the non-dimensionally correct Cauchy formulae it is possible to construct an associated Cauchy–Pompeiu formula. We demonstrate this for the superball.
Theorem 11 (Cauchy–Pompeiu on the supersphere). For \( f \in C^{1}(|\Omega|_{m|2n}) \) with \( m \subset \Omega \) the following holds:
\[
\int_{SS} v^{m|2n}_{1}(x - y)xf(x) + \int_{SB} v^{m|2n}_{1}(x - y)\partial_{x}f(x) = \begin{cases} -f(y) & y \in B^{m} \\ 0 & y \in \Omega \setminus B^{m} \end{cases}
\]

Proof. For this theorem it is useful to split the Cauchy formula in theorem 10 into a dimensionally correct part and the remainder, by putting
\[
H(x^{2} + 1) = H(x^{2} + 1) + C(x).
\]
Using lemma 12 we obtain that
\[
2x\delta(x^{2} + 1) = 2x\delta(x^{2} + 1) + \partial_{x}C(x).
\]
Now the distribution \( C(x) \) has as support \( S^{m-1} \). Because \( \partial_{x}v^{m|2n}_{1}(x - y) = 0 \) everywhere for \( x \in S^{m-1} \), theorem 4 for \( \alpha = C(x) \) implies
\[
\int_{R^{m|2n}} v^{m|2n}_{1}(x - y)C(x)(\partial_{x}g) = -\int_{R^{m|2n}} v^{m|2n}_{1}(x - y)(C(x)\partial_{x})g.
\]
When we rewrite theorem 7 for \( \Sigma = B^{m} \) we find
\[
\int_{R^{m|2n}} v^{m|2n}_{1}(x - y)2x\delta(x^{2} + 1)g(x) + \int_{R^{m|2n}} v^{m|2n}_{1}(x - y)H(x^{2} + 1)(\partial_{x}g(x)) = \begin{cases} -g(y) & y \in B^{m} \\ 0 & y \in \Omega \setminus B^{m} \end{cases}
\]
Putting these two equations together we find the theorem.

With the following proposition we can easily re-derive the fact that spherical harmonics of different degrees are orthogonal with respect to integration over the supersphere (part of theorem 3). This result was obtained in [4] for the case \( M \not\in -2N \) and for polynomial functions.

Proposition 1. For \( f \) and \( g \) in \( C^{n+1}(|\Omega|_{m|2n}) \) and \( B^{m} \subset \Omega \), the following relation holds:
\[
\int_{SS} (f \mathbb{E}g - (\mathbb{E}f)g) = \int_{SB} (f \Delta g - (\Delta f)g).
\]

Proof. Using theorem 10 we find
\[
\int_{SB} (\Delta f)g + (f \partial_{x})(\partial_{x}g) = -\int_{SS} (f \partial_{x})xg
\]
and
\[
\int_{SB} (f \partial_{x})(\partial_{x}g) + f(\Delta g) = -\int_{SS} fx(\partial_{x}g).
\]
If we subtract these two equations we find
\[
\int_{SS} fx(\partial_{x}g) - (f \partial_{x})xg = \int_{SB} (f \Delta g - (\Delta f)g).
\]
The theorem now follows from equation (10) and the fact that \( \mathbb{E} \) and \( \Delta \) are scalar operators, while \( \Gamma \) is not.

Finally, we prove that integration over the supersphere behaves as expected with respect to the action of \( \Gamma \).
Proposition 2. For \( f \in C^{a+2}(\Omega_{m|2n}) \otimes \mathbb{C} \) with \( \Omega \) open and \( S^{a-1} \subset \Omega \subset \mathbb{R}^{m} \) one has
\[
\int_{SS} \Gamma f = 0 \quad \text{and} \quad \int_{SS} \Delta_{LB} f = 0.
\]

Proof. It is sufficient to prove the lemma for \( f \in C^{a+2}(\Omega_{m|2n}) \). Using equation (10) and theorem 10 we find
\[
\int_{SS} \Gamma f + E f = \int_{SS} x \partial_x f = -\int_{SB} \partial_x f = -\int_{SB} \Delta f.
\]
The first part of the proposition now follows from the fact that \( E \) and \( \Delta \) are scalar while \( \Gamma \) is not. The second part follows immediately from equation (11). \( \square \)

5.3. Other integrations over the supersphere

In this section, we show how the integration over the supersphere we introduced in section 5.1 can be uniquely defined as a functional on \( \mathcal{P} \).

Definition 5. The space of integrations over the supersphere \( I_{m|2n} \) is the space of all linear functionals \( \phi : \mathcal{P} \rightarrow \mathbb{R} \), with the property that for every \( f(x) \in \mathcal{P} \)
\[
\begin{cases}
  i. & \phi(x^2 f(x)) = -\phi(f(x)) \\
  ii. & \phi(f(g \cdot x)) = \phi(f(x)), \quad \forall g \in SO(m) \times Sp(2n).
\end{cases}
\]  
(31)

In [5] it was proven that for \( M \notin -2\mathbb{N} \), \( I_{m|2n} \) is \( n + 1 \) dimensional. Theorem 1 states that the property \( \phi(H_k H_l) = 0 \) when \( k \neq l \), then leaves a unique (up to a constant) integration on superspace. This is given by the Pizzetti formula (15). It was also proven in [5] that for \( M \notin -2\mathbb{N} \) there is a unique basis of \( I_{m|2n} \), \( \{ \int_{SS,j} f_i,0,0 = \delta_{ij} \} \) such that \( \int_{SS,0} = \int_{SS} \) and
\[
\int_{SS,j} f_i,0,0 = \delta_{ij} \quad 1 \leq i, j \leq n,
\]
(32)
with \( f_i,0,0 \) from lemma 4 and theorem 2. We can easily see that the functional
\[
\psi_j : \mathcal{P}(x) \rightarrow \int_{SS} f_j,0,0 \mathcal{P}(x)
\]
satisfies conditions (31). Now, \( \int_{SS} f_i,0,0 f_j,00 = 0 \) for \( j \neq i \) (theorem 3) and \( \int_{SS} f_i,0,0 f_i,00 \neq 0 \) because otherwise \( \int_{SS} f_i,0,0 = \int_{SS}, \) see equation (32). So we find \( \psi_j = \int_{SS,j} \) up to a constant.

Now in the case \( M \in -2\mathbb{N} \) we can still define integration over the supersphere by the Pizzetti formula (15). This still has the properties (31) and the spherical harmonics of different degrees are still orthogonal, see [4] (this also follows immediately from proposition 1). It is clear that in that case the first \(-M/2\) terms in the summation (15) are zero. In the following, we will search all the functionals which satisfy (31) and prove that \( \int_{SS} \) is still the only one with the property that spherical harmonics of different degrees are orthogonal. The methods that we will use are also valid in the case \( M \notin -2\mathbb{N} \), so the results hold for every superdimension with \( m \neq 0 \).

Lemma 13. When \( m \neq 0 \), \( I_{m|2n} \) is a finite-dimensional vector space of dimension \( n + 1 \).
Proof. In the case $M \in -2\mathbb{N}$ there is no Fischer decomposition (4). We can, however, still decompose the space $\mathcal{P}$ into irreducible pieces under the action $SO(m) \times Sp(2n)$ using the purely bosonic (special case of (4)) and purely fermionic Fischer decomposition in equation (5). This yields

$$\mathcal{P} = \bigoplus_{k=0}^{\infty} \bigoplus_{i=0}^{n-k} \bigoplus_{j=0}^{n-k} \mathcal{H}_{k}^{b} \mathcal{H}_{l}^{f}.$$ 

By Schur’s lemma and (31ii.) the only summands in the Fischer decompositions that give nonzero contributions to an integration over the supersphere are one-dimensional pieces. So an integration over the supersphere is uniquely determined by its values on the algebra generated by $\{x^2, \ldots, x^{2n}\}$. Now taking into account condition (31i.) we see that an integration over the supersphere is determined entirely by its values on $\{1, x^2, \ldots, x^{2n}\}$. These values can be chosen arbitrarily. □

The proof of lemma 13 shows that for an arbitrary element $\alpha$ of the algebra $\text{Alg}(x^2)$, generated by $x^2$, there exists an integration over the supersphere $\phi$ for which $\phi(\alpha) \neq 0$. We now establish a new basis of $\mathcal{I}_{n}[2\mathbb{N}]$.

Lemma 14. The space $\mathcal{I}_{n}[2\mathbb{N}]$ has a basis $\{\phi_k | k = 0, \ldots, n\}$ such that

$$\phi_k(P) = \int_{SS} x^{2k} P$$

for $P \in \mathcal{P}$.

Proof. Because of lemma 13 we only have to prove that $\phi_k$ are $n + 1$ linearly independent functionals which satisfy the conditions (31). Only the linear independence is non-trivial. So suppose

$$\sum_{k=0}^{n} a_k \phi_k = 0$$

with $a_l \neq 0$. This means that

$$\phi_l \left[ \sum_{k=0}^{n-l} a_k x^{2k} \right] P = 0$$

for all $P \in \mathcal{P}$. Because $\sum_{k=0}^{n-l} a_k x^{2k}$ is invertible in $\Lambda_{2n}$ we obtain $\phi_l = 0$. So we still have to prove that none of the functionals in the proposed basis is zero. First we calculate, using theorem 8,

$$\int_{SS} x^{2n} = \int_{S^{n-1}} \int_{B} x^{2n} = a_m \pi^{-n} n! \neq 0.$$ 

It follows that $\phi_k(x^{2n-2k}) \neq 0$ and hence $\phi_k \neq 0$. □

$\phi_0$ is of course the usual Pizzetti integral over the supersphere. Another interesting case is $\phi_n$. Using definition 4 we find that this integration takes the form

$$\phi_n(P) = \int_{S^{n-1}} \int_{B} x^{2n} P = \frac{n!}{\pi^n} \int_{S^{n-1}} P_0$$

where $P_0$ denotes the purely bosonic part of $P$. So this integration is just the integration of the bosonic part over the bosonic unit sphere. Using theorem 8 we can also define the extension of $\phi_k$ from $\mathcal{P}$ to the space of functions that are $n - k$ times differentiable. It is also possible
to connect the integrations over the supersphere with a Berezin integration over the entire superspace. Using the proof of theorem 9 we immediately find that

$$\int_{2\pi i} x^{2k} f = \int_0^{\infty} \text{d}R R^{M+2k-1} \varphi_t[f(Rx)],$$

for $M + 2k > 0$ and all $f \in L_2(\mathbb{R}^m)_{m|2t} \cap C^1(\mathbb{R}^m)_{m|2t}$.

Now we will prove that also in the case $M \in -2\mathbb{N}$ the orthogonality of spherical harmonics of different degrees uniquely determines $\int_{SS}$ in the space of integrations over the supersphere. First we need some lemmata.

**Lemma 15.** For a superdimension $M = -2t$ with $t \in \mathbb{N}$, one has

$$f_{k,t+1,0} \neq 0 \mod x^2,$$

with $f_{k,t+1,0}$ as defined in lemma 4, for $1 \leq k \leq n$.

**Proof.** If $f_{k,t+1,0} = 0 \mod x^2$, there would exist $g_{2k-2} \in \mathcal{P}_{2k-2}$, $0 \leq i \leq k$ so that

$$f_{k,t+1,0} = x^2 g_{2k-2}$$

with $g_{2k-2} \neq 0 \mod x^2$. Now, because of equation (6) and lemma 4 we find for a $H_{r+1}^b \in \mathcal{P}_{r+1}$,

$$\Delta f_{k,t+1,0} H_{r+1}^b = 0$$

$$= 2i(4k - 4i + 2t + 2 + M + 2i - 2)x^{2i-2} g_{2k-2} H_{r+1}^b + x^{2i} \Delta \left( g_{2k-2} H_{r+1}^b \right)$$

$$= 2i(4k - 2t)x^{2i-2} g_{2k-2} H_{r+1}^b + x^{2i} \Delta \left( g_{2k-2} H_{r+1}^b \right).$$

Now because $4k - 2t \geq 2k > 0$ we find that up to a nonzero constant $g_{2k-2} H_{r+1}^b \sim x^2 \Delta \left( g_{2k-2} H_{r+1}^b \right)$. So $g_{2k-2}$ would have a factor $x^2$ which is contradictory to the assumption that $g_{2k-2} \neq 0 \mod x^2$. \hfill $\Box$

**Remark 4.** It is clear from the proof that the lemma can be made more general, $f_{k,t+1,0} \neq 0 \mod x^2$ as long as $M \geq -2t$. So in particular for $M > 0$, $f_{k,t,0} \neq 0 \mod x^2$ for every $t$. By a similar calculation the same also holds for $M$ odd. The fact that $f_{k,0,0} = 0 \mod x^2$ when $M \in -2\mathbb{N}$ is the reason why in that case (32) is not a basis for $I_{m|2n}$.

Now we establish yet another basis for $I_{m|2n}$, suitable for the case $M \in -2\mathbb{N}$.

**Lemma 16.** The functionals $\int_{SS}$ and

$$\int_{SS} f_{k,t+1,0} \quad 1 \leq k \leq n$$

form a basis of $I_{m|2n}$ if $M = -2t$.

**Proof.** By (31i.), $\int_{SS} f_{k,t+1,0}(-x^2, x^2) = \int_{SS} f_{k,t+1,0}(-1 - x^2, x^2)$, now, suppose

$$f_{k,t+1,0}(-1 - x^2, x^2) = \sum_{s=0}^{k} a_s (-1 - x^2)^{k-s} x^{2s},$$

is of degree $< k$ in $x^2$. This means that

$$\sum_{s=0}^{k} a_s (-1)^{k-s} = 0,$$

so

$$\sum_{s=0}^{k} a_s (-x^2)^{k-s} x^{2s} = 0 = f_{k,t+1,0}(-x^2, x^2).$$

\hfill $20$
This would mean that $f_{k,t+1,0} = 0 \mod x^2$, which leads to a contradiction by lemma 15. So $f_{k,t+1,0}(-1 - \frac{x^2}{2}, \frac{x^2}{2})$ contains a factor $x^{-2k}$. This means that we can easily show that going from the basis in lemma 14 to the proposed basis is an invertible transform.

**Lemma 17.** For $M = -2\tau$, $H_{t+1}^b \in \mathcal{H}_{t+1}^b$ a bosonic spherical harmonic of degree $t + 1$ and $f_{j,t+1,0}$ as defined in lemma 4 the following holds:

$$\int_{SS} f_{j,t+1,0} H_{t+1}^b x, f_{k,t+1,0} H_{t+1}^b = \delta_{jk} C_k,$$

with $C_k \neq 0$ for $1 \leq k \leq n$.

**Proof.** The factor $\delta_{jk}$ follows from theorem 3. Because $f_{k,t+1,0}(-1 - \frac{x^2}{2}, \frac{x^2}{2})(1 + \frac{x^2}{2})^{t+1}$ is an element of $\text{Alg}(x^2)$ there exists an integration over the supersphere $\phi$ for which $\phi(f_{k,t+1,0}(-1 - \frac{x^2}{2}, \frac{x^2}{2})(1 + \frac{x^2}{2})^{t+1}) \neq 0$. This means that at least one of the functionals of lemma 16 will not give zero. So we calculate, using (31):

$$\int_{SS} f_{j,t+1,0} f_{k,t+1,0}(-1 - \frac{x^2}{2}, \frac{x^2}{2})(1 + \frac{x^2}{2})^{t+1} = (1 - \frac{x^2}{2})^{t+1} \int_{SS} f_{j,t+1,0} f_{k,t+1,0}(-1 - \frac{x^2}{2}, \frac{x^2}{2})(1 + \frac{x^2}{2})^{t+1}.$$

Now we normalize the bosonic spherical harmonic such that $\int_{SS} f_{j,t+1,0} H_{t+1}^b = 1$. Because of definition 4 we see that

$$\int_{SS} f_{j,t+1,0} f_{k,t+1,0}(-1 - \frac{x^2}{2}, \frac{x^2}{2})(1 + \frac{x^2}{2})^{t+1} = \delta_{jk} \int_{SS} f_{j,t+1,0} H_{t+1}^b f_{k,t+1,0} H_{t+1}^b.$$

This is zero whenever $j \neq k$ by theorem 3. Because there has to be a functional $\phi$ for which this is not zero we find $\int_{SS} f_{j,t+1,0} H_{t+1}^b f_{j,t+1,0} H_{t+1}^b \neq 0.$

Now we have all tools necessary to solve problem P2.

**Theorem 12.** For a general superdimension $M$, with $m \neq 0$, the integral over the supersphere $\int_{SS}$, defined in definition 4, is the unique element of $I_{n(2n)}$ with the property that

$$\int_{SS} H_k H_l = 0$$

when $k \neq l$, for $H_k \in \mathcal{H}_l$.

**Proof.** We only have to prove the theorem for $M \in -2\mathbb{N}$, although the proof is also valid for every $M$ by remark 4. We know that $\int_{SS} H_k H_l = 0$ from theorem 3. Now, by lemma 16 every integration over the supersphere is of the form

$$\phi = \sum_{j=0}^n a_j \int_{SS} f_{j,t+1,0}.$$  

Because $H_{t+1}^b \in \mathcal{H}_{t+1}^b \subset \mathcal{H}_{t+1}$ and $f_{j,t+1,0} H_{t+1}^b \in \mathcal{H}_{2k+1}$, $\phi(H_{t+1}^b f_{j,t+1,0} H_{t+1}^b) = C_k a_k$ should be zero. As $C_k$ is not zero by lemma 17, we find $a_j = 0$ whenever $j \neq 0$, so $\phi = a_0 \int_{SS}$.

**6. Radon transform**

The bosonic Radon transform integrates elements of $\mathcal{S}(\mathbb{R}^m)$ over hyperplanes. Some properties of this transform can be found e.g. in [20, 21]. The Radon transform of a function $f \in \mathcal{S}(\mathbb{R}^m)$ is given by

$$\mathcal{R}_m(f)(y, p) = \int_{SS} \delta \left( \langle x, y \rangle + p \right) f(x).$$
with \((x, y)\) being the inner product between two vectors as defined in (20). Using the Fourier transform of the Dirac distribution we find that (with \(F^{-m}\mid_0\) as in equation (19))

\[
R_m(f)(y, p) = (2\pi)^{m/2 - 1} \int_{-\infty}^{\infty} dr \exp(i pr) [F^{-m}\mid_0(f)(ry)].
\]

(33)

Because of this property, it was hinted in [6] that the Radon transform on superspace could be introduced using the super Fourier transform (19) on \(S(R^m)_{m\mid 2n}\) developed there. This has a few shortcomings that we will be able to solve using distributions in superspace. To define the Radon transform in superspace we take again the Taylor expansion of the Dirac distribution, yielding

\[
\delta((x, y) + p) = \sum_{j=0}^{2n} \delta^{(j)}((x, y) + p) (\langle \hat{x}, \hat{y} \rangle)^j. \tag{35}
\]

We then have the following definition of the super Radon transform:

**Definition 6.** The Radon transform of a function \(f \in \mathcal{S}(R^m)_{m\mid 2n}\) is given by

\[
R_{m\mid 2n}(f)(y, p) = \int_{R^m\mid 2n} \delta((x, y) + p) f(x).
\]

Now we show that this definition is equivalent with the definition given in [6], hence solving problem P5.

**Theorem 13.** For every \(f \in \mathcal{S}(R^m)_{m\mid 2n}\) the Radon transform is given by

\[
R_{m\mid 2n}(f)(y, p) = (2\pi)^{M/2 - 1} \int_{-\infty}^{\infty} dr \exp(i pr) [F^{-m\mid 2n}(f)(ry)].
\]

for every superdimension \(M\) with \(m \neq 0\).

**Proof.** This theorem is a direct consequence of the following equality of elements of \((\mathcal{S}(R^m)_{m\mid 2n})' \cong \mathcal{S}(R^m)' \otimes \Lambda_{2n}\),

\[
\delta((x, y) + p) = \sum_{j=0}^{2n} \delta^{(j)}((x, y) + p) \frac{\langle \hat{x}, \hat{y} \rangle^j}{j!}
\]

\[
= \frac{1}{2\pi} \sum_{j=0}^{n} \frac{\langle \hat{x}, \hat{y} \rangle^j}{j!} \int_{R} dr (\exp(ir((x, y) + p))
\]

\[
= \frac{1}{2\pi} \int_{R} dr \exp(ir((x, y) + p))
\]

Further properties of the Radon transform in superspace will be obtained in a subsequent paper.
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