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ABSTRACT
This paper presents an algorithmic framework for learning robust policies in asymmetric imperfect-information games (AIIG), which are a subset of Bayesian games. We consider an information-asymmetric adversarial scenario in the context of multi-agent reinforcement learning (MARL), which has not been investigated before. In AIIG, the reward of a protagonist agent depends on the uncertain opponent type, which is a private information known only to the opponent itself. In contrast, the type of the protagonist agent is known to the opponent, which makes the decision-making problem difficult for the protagonist agent. For optimal decision-making, the protagonist agent has to infer the opponent type through agent modeling. We use multi-agent reinforcement learning to learn opponent models through self-play, which captures the full strategy interaction and reasoning between agents. We apply ensemble training to make the learned protagonist policy robust against different opponents. We propose a meta-optimization over the ensemble population, and demonstrated significantly improved robustness compared with baseline ensemble training without this meta-optimization, given the same computational budget.
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1 INTRODUCTION
Recent advances in deep reinforcement learning (DRL) have achieved breakthroughs in solving challenging decision-making problems in both single-agent environments [17], [9], [2] and multiagent games [23], [18], [11], [20], [31]. Multiagent reinforcement learning (MARL) deals with multiple agents concurrently learning in a multi-agent environment such as a multiagent game. One of the difficulties of learning in multiagent environments is that, in general, the state transition and reward depend on the joint action of all the agents. As a result, the best response of each agent depends on the joint policy of all the rest agents. This inter-dependency between agents makes it generally impossible to learn an optimal policy from a single agent prospect. In order to determine one’s optimal policy, each agent has to reason about the likely policies of the other agents, and plans for its action accordingly, which is much more complicated than the single agent case.

Many of the successful MARL applications deal with two-player symmetric zero-sum games such as [23], [18], [10], which was proved to have a Nash Equilibrium strategy profile that is equal to both the maximin strategy and the minimax strategy. This implies that the optimal policies in those games can be solved by using the worst case opponent policy. Since the game is symmetric, self-play is used which assigns one’s own policy to its opponent, essentially reducing the multiagent learning problem to a single agent learning problem.

In more general scenarios, there could be multiple equilibrium profiles. Agents do not necessarily adopt the equilibrium policy from the same equilibrium policy profile. As a result, solving for all the equilibrium profiles does not entail finding the optimal policies. Reasoning about other agents’ policies becomes crucial for optimizing one’s own policy.

1.1 Opponent modeling
Opponent modeling studies the problem of constructing models to reason about and make predictions about various properties (e.g. actions, goals, etc.) of the modelled agents. Classic methods, such as policy reconstruction [4], [5] and plan recognition, [7], [25] etc., develop parametric models to model agent behaviors [1]. One of the limitations of these approaches is the requirement of domain-specific models, which could be difficult to acquire. Moreover, these models tend to decouple the interactions between the modeling agent and the modeled agents to simplify the modeling process, which is likely to be biased where strong coupling exists between agent rewards and interactions. In contrast, a more natural approach of opponent modeling is concurrently training all the agents via MARL in a self-play manner [3], [16], [21]. This approach requires little domain-specific knowledge order than a black-box simulator. The interactions between the modeling agent and the modeled agents are fully captured in the joint observations, state-action pairs, and rewards. Moreover, concurrent learning provides a natural curriculum with the right level of difficulty for each agent [3].

1.2 Ensemble training
MARL in general-sum games, however, is more challenging than that in two-player zero-sum games. A general-sum game may have multiple equilibria, corresponding to a variety of diverse strong policies. During the training, the agents might have only seen a small subset of these policies, which could lead to significant performance degradation when playing against unseen opponent policies. A common approach to mitigate this type of ‘policy over-fitting’ is training policy ensembles such as in [11, 12, 16]. Each policy ensemble consists of several policies for each agent, which would be robust
on average against all the policies within the ensembles of other agents. Ensemble training has also been widely applied to learning classifiers that are robust to adversarial attacks in computer vision [30].

Although ensemble training improves the policy robustness, it also significantly increases the computational complexity, as each policy within an ensemble has to be optimized against ensembles of policies of other agents. In addition, choosing the right size of the ensemble is critical. A large ensemble size would likely result in high robustness but poor scalability, while a small size would scale better but potentially lead to a less robust policy. Therefore, finding a reasonable ensemble size that maintains a good trade-off between robustness and complexity is highly desirable, which has not been addressed in the related works. One fundamental issue with these works is the lack of a quantitative measure of robustness. Without this measure, we cannot optimize the ensemble size and the population selection.

1.3 Imperfect information and belief space planning

Imperfect-information and partial observability is another common difficulty in decision-making problems. Partially observable Markov decision process (POMDP) [13] decentralized-POMDP (Dec-POMDP) [19] and Partially observable stochastic games (POSG) [8] are the decision-making models for single agent, multiagent fully cooperative and multiagent general sum scenarios, respectively. Model-based planning is the most prevalent technique for solving POMDP and Dec-POMDP (e.g., [15], [26], [22]). In POMDP, a value function satisfying Bellmen equation can be defined on the belief space. Piece-wise linear convexity (PWLC) is an important property of finite horizon POMDP value functions [13]. This property implies that belief state of high uncertainty has lower value while that of low uncertainty has higher value. Emergent exploration behavior is a natural result of PWLC.

1.4 Recurrent policy

Belief space policy, where the belief is a sufficient statistics of the action-observation history, is a special case of recurrent policy. One limitation of belief space planning is the requirement of an environment model for belief update, which is typically unavailable or intractable in scenarios with complex environments. In model-free DRL, recurrent neural network (RNN) is a widely used architecture to handle partial observability. Although RNN-based DRL approaches have achieved impressive successes in partially observable domains (e.g., [11], [20], [31]), we identified two limitations of model-free learning with RNN: First, learning exploration behavior could be challenging. To the best of the authors’ knowledge, there is little evidence in literature showing emergent exploration behavior learned by RNN alone. Our conjecture is that RNN has to simultaneously learn an encoding of the action–observation history that has a similar information structure as the belief space, and a mapping from this hidden encoding to an optimal action. This is a more challenging learning task that a single black-box RNN might struggle to accomplish, as compared with model-based planning. Second, since there is no belief state in the RNN approach, RNN policy learns directly from the actual reward instead of the belief space reward. The actual reward could be very noise due to different realizations of the hidden state. This high reward variance poses challenges to reinforcement learning algorithms.

Besides, within the imperfect information and partially observable domains, different problems have different levels of difficulty. Most works deal with domains where the hidden state has a well-modeled probabilistic relationship with the observations, such as partial observability due to sensor noise or failure [24], limited field of view [28], screen flickering [9]. These types of partial observability are relatively simple, in the sense that the hidden information can be inferred without bias via Bayes’ rule. In the rest cases, the hidden state cannot be directly inferred from the observation. For example, in Poker game, the observation is all the hands that have been played, and the hidden state is the hands that have not been revealed. There is no probabilistic relationship between the hidden state and the observation. Nonetheless, inferring the hidden state is still possible given knowledge about the agent types and assumptions about rationality (agent modeling). For example, in Bayesian game theory, a Bayesian-Nash Equilibrium is well-defined given a joint equilibrium policy profile assuming perfect rationality [6]. However, this belief is likely to be biased since it is unlikely that the actual agent adopts the exact model policy. Moreover, in even more complicated imperfect-information scenarios, agent types could also be uncertain. For example, in one-night werewolf game, [29] agents do not know whether the other agents are their ally or enemy. In this case, one has to jointly reason about the (hidden) agent types and their policies, which is more challenging than the aforementioned situations.

2 OVERVIEW AND OUR CONTRIBUTIONS

This paper presents an algorithmic framework for learning robust policies in asymmetric imperfect-information competitive games. We mainly focus on the scenarios where the opponent type is unknown to the protagonist agent but the joint reward is strongly correlated with this hidden type. This setting models a spectrum of real world scenarios, but has seldom been studied in the context of MARL.

We use self-play with policy ensembles to learn a population of opponent models. We adapt the cooperative-evolutionary reinforcement learning (CERL) approach [14] from single agent reinforcement learning to multi-agent settings for learning diverse opponent models. Diversity within the opponent ensemble is crucial for robust learning of protagonist agent policy. We apply policy distillation to synthesize the learned opponent policy ensemble for explicit belief update via Bayesian rule. We empirically show that learning an explicit belief space policy outperforms RNN-based approach in order to obtain a good trade-off between policy robustness and complexity due to ensemble training, we propose to train a separate evaluation policy, which is optimized against the learned protagonist agent policy. The value of the evaluation policy is interpreted as a noisy measure of robustness, which constitutes the objective function of a stochastic discrete optimization over the power set of the policy ensemble. We apply simulated annealing to dynamically optimize the opponent policy set for an optimal trade-off between robustness and complexity. The resulting protagonist policy is empirically
A Bayesian-Nash Equilibrium (BNE) is a joint strategy profile such that none of the agents could increase its expected reward (with respect to its own belief) by unilaterally deviating from such joint strategy, where the belief update is based on this strategy profile. This means that the belief-based strategy and the belief update rule are closely coupled, which makes it much more difficult to solve than games with perfect information. In a reinforcement learning context, this BNE solution concept suggests solving for a belief-space policy with the belief update rule induced from the opponent’s (approximately) optimal policy (opponent modeling).

3.3 Asymmetric imperfect-information game

In this paper, we primarily focus on a special subset of BG, which we refer to as asymmetric imperfect-information game (AIIG). We define AIIG as BG where there is no uncertainty over the type of the protagonist agent, while the opponent’s type is hidden to the protagonist agent. This information-asymmetry adds significant difficulty to the protagonist agent’s decision-making, and it has to reason about the opponent’s type from its own observation.

AIIG models some important real world scenarios. In a buyer-seller game, the seller knows the true value of the goods while the buyer does not, which leads to different initial belief over the value of the goods. In an urban-security scenario, suppose a police officer wants to identify a terrorist among a swarm of people. The officer does not have prior knowledge over the type of each person, so he has to assign the same belief to each of the people. In contrast, the terrorist knows the type of all the other innocent, conditioned on its own type.

3.4 Belief space reward

In single agent partially observable domains, value function is defined as the expected cumulative reward with respect to the state-action distribution under the belief space policy \( \pi \),

\[
V^\pi(b_0) = \sum_{t=0}^{\infty} y^t \sum_{s^t} p(s^t) r(s^t, a^t)
\]

\[
= \sum_{t=0}^{\infty} y^t \mathbb{E}_{s^t \sim \pi(s^t), a^t \sim \pi(b^t)}[R(s^t, a^t)],
\]

where \( p(s^t) \) is the state distribution, and \( b^t \) is the belief over state. If the belief is unbiased, then \( p(s^t) = b(s^t) \), and Eq. 1 degenerate to

\[
V^\pi(b_0) = \sum_{t=0}^{\infty} y^t r(b^t),
\]

where \( r(b, a) = \mathbb{E}_{s \sim b(s)}[r(s, a)] \) is the belief space reward. In reinforcement learning, we sample reward from the environment. The belief space reward sample \( r(b^t, a^t) \) clearly has lower variance than the actual reward sample \( r(s^t, a^t) \), because the uncertainty associated with the state distribution has been analytically marginalized out. As a result, learning in the belief space benefits from the low reward variance, in contrast to RNN-based approaches that learn directly from state space reward which has higher variance.

In general, however, the state distribution \( p^t \) and the belief \( b^t \) could be different, for example, when the environment model \( P \) used for belief update is biased. In this case, the policy maximizing the belief space cumulative reward Eq. 2 does not necessarily maximize the actual cumulative reward Eq. 1. That is, the agent learns an optimal policy in its imagined world, which is actually sub-optimal due to the discrepancy between its world model and the actual world. This makes it challenging to solve asymmetric imperfect-information games with uncertain opponent types. On one hand, we want to exploit belief space reward for stable learning. On the other hand, however, belief update requires an opponent model, which is likely to be biased. Therefore, accurately modeling the opponent is crucial in our problem.
4 APPROACH

We first give an overview of our approach. We use MARL for policy learning, where competitive agents are trained against each other to consistently improve their skills. We use neural network to represent a belief space policy that maps a belief over the hidden state to an action. The belief state is updated via Bayes’ rule using a learned model of the opponent policy. Via this self-play, both the protagonist agent and its opponent improve their policies.

4.1 MARL with ensemble training

In order to improve the policy robustness of the protagonist agent, we formulate its RL objective as the average cumulative reward against an ensemble of opponent policies of size $K$, as in [16],

$$J(\pi_i) = \mathbb{E}_{k \sim \text{unif}(1,K), a_i \sim \pi_i, a_{-i} \sim \pi_{-i}} \left[ \sum_{t=0}^{\infty} y^t r_t(s,a) \right],$$  \hspace{1cm} (3)

where the policy ensemble $\{\pi_i^{(k)} ; k = 1, 2, \ldots, K\}$ is also learned from training RL agent against the protagonist policy. Via this self-play, both the protagonist agent and its opponent improve their policies. Nonetheless, there is no explicit mechanism to enforce distinction among the policies within the ensemble. As a result, there could be redundant policies that are very similar to the others.

To address this redundancy issue, we apply the cooperative evolutionary reinforcement learning (CERL) approach [14]. The key idea is to use different hyper-parameter settings for each opponent policy, while use an off-policy learning algorithm and a shared experience replay buffer to keep the advantage of concurrently training multiple policies. Furthermore, neuro-evolutionary algorithm is applied to create mutated policies from the ensemble, and the trajectory under the mutated policies are also stored in the shared experience replay buffer for better diversity and exploration.

4.2 Belief space policy and belief update

In the asymmetric imperfect-information games, however, the global state is not fully observable. We use the belief space approach for agent policy learning. Agents explicitly maintain a belief over the hidden states (e.g. hidden state includes the actual opponent types), and learns a belief space policy that maps belief to action. We parameterize this mapping using a multi-layer perceptron (MLP).

The learning objective, instead of Eq. 4, now becomes,

$$J(\pi_i) = \mathbb{E}_{k \sim \text{unif}(1,K), a_i \sim \pi_i, a_{-i} \sim \pi_{-i}} \left[ \sum_{t=0}^{\infty} y^t r_t(b_i,a) \right].$$  \hspace{1cm} (4)

A belief update mechanism is required to fully specify the agent policy. The belief is the posterior distribution over the hidden states given action and observation history, $b_i^t = p(s^t, h^t_i | o_i^{0:t-1})$.

Using Bayesian rule, we can write down the following equation,

$$b_i^t \propto p(o_i^t | s^t, h^t_i, o_i^{0:t-1}) p(s^t, h^t_i | o_i^{0:t-1})$$  \hspace{1cm} (5)

We further simply Eq. (5), the first term is

$$p(o_i^t | s^t, h^t, o_i^{0:t-1}) = p(o_i^t | s^t, h^t_i)$$

$$= \int p(o_i^t | a^t, s^t, h^t) p(a^t | s^t, h^t) da^t$$  \hspace{1cm} (6)

where the first term in Eq. (6)$p(o_i^t | a^t, s^t, h^t)$ is the observation probability. It is reasonable to assume $p(o_i^t | a^t, s^t, h^t) = p(o_i^t | a^t, s^t) = p(o_i^t | a^t, s^t)$, whose interpretation is that agents’ observations are only dependent on physical states and actions, and are not affected by their internal type states.
The second term in Eq. (6) $p(a'|s', h')$ is the key connection between opponent type inference and opponent policy modeling. Intuitively, this term is closely related to agent policy, as can be seen by introducing the joint observation immediately before all the agents taking actions, $o^* - p(a'|s', h') = \int_0^1 p(a'|o^*, s', h')p(o^*|s', h')do^*$. 

The second term $p(o^*|s', h')$ again is essentially the observation probability $\mathcal{P}O(o^*|s')$. This is not conditioned on the immediate joint actions, because the joint actions have not been taken yet, which is simply a nuance in differential games. The first term $p(a'|o^*, s', h')$ literally means the probability of joint actions given joint observation, and the world states, which is essentially related to the joint policies. In order to further factorize this term so as to relate it to the joint policies, we make the assumption that each agent $i$ makes its own decision based on its own type variable $h^i$, and its immediate observation $o^i$, i.e., a non-recurrent policy that directly maps immediate observation to action. This is a reasonable assumption in a lot of scenarios where agents have good observability such that they do not need to infer a lot of hidden information. For example, in our AIIG, since the opponents have full observability over the type of the protagonist agent, the opponent does not need to hold a belief if the physical states are also observable to it. Based on this mild assumption, we have the following factorization,

$$p(a'|o^*, s', h') = p(a'|o^*, h') = \prod_{j \neq i} P(a_j|h_j)$$

(7)

To summarize, Eq. (6) can be represented as:

$$p(o^i|s', h', o^i_{j=1}^{t-1}) = \mathbb{E}_{a_i^j-h_j} \mathcal{P}O(a_i^j|s', s^i)$$

(8)

where $\mathcal{P}O(a_i^j|s', s^i)$ is the expected observation by marginalizing out all the probable joint actions over the observation probability $\mathcal{P}O(a_i^j|s', s^i)$, where the probability of the joint actions $\pi(a|h)$ is obtained from the joint policies, by first predicting the expected joint observation of all the agents, and passing it to the joint policies. The second term in Eq. (5), $p(s', h'|o^i_{j=1}^{t-1})$ can be expressed as

$$p(s', h'|o^i_{j=1}^{t-1}) = \int p(s', h'|s^{t-1}, h^t-1)p(s^{t-1}, h^t-1|o^i_{j=1}^{t-1})ds^{t-1}dh^{t-1}$$

$$= \int p(s', h'|s^{t-1}, h^t-1)b^i_{t-1}ds^{t-1}dh^{t-1}$$

(9)

In order to further simplify this expression, we make a reasonable assumption that $p(s', h'|s^{t-1}, h^t-1) = p(s', h^t|s^{t-1}, h^t-1)\delta(h^t|h^{t-1})$, where $\delta(h^t|h^{t-1})$ denotes the Dirac-delta measure. This assumption means the type of the agents does not change with time, which is a fair assumption in real world applications. Based on this assumption, Eq. (9) simplifies to

$$p(s', h'|o^i_{j=1}^{t-1}) = \int p(s', h^t|s^{t-1})b^i_{t-1}ds^{t-1}$$

(10)

The interpretation of Eq. 10 is pretty clear: the probability of the joint state conditioned on all the previous observation can be predicted based on the posterior belief from last step $b^i_{t-1}$, and keep the belief over agent type unchanged (because the current observation has not been received yet) and propagating the physical states according to some environment dynamic model.

Combining Eq. 5, Eq. 8, and Eq. 10, we have the following recursive belief update rule,

$$b^i_t \approx \mathbb{E}_{a_i^j-h_j}[\mathcal{P}O(a_i^j|s^i,s^t)] \int p(s'|s^{t-1}, h^t)\delta_{t-1}ds^{t-1}$$

(11)

where the interpretation is: to infer the state of current step, we can predict it based on the posterior belief of the last step, by propagating the physical state distribution and correcting the belief over the hidden type variable via matching the actual observation with the anticipated observation according to agent policy modeling.

**Remark.** In Eq. 11, the inference over the hidden type variable is implicit inside the expectation term. The observation probability is crucial to the discriminative power of this inference. To illustrate this point, let us consider one extreme case where the observation contains no information about agents’ actions, i.e., $\mathcal{P}O(a_i^j|s^i,s^t)$ is not a function of $a_i^j$. In this case, this expectation term will be independent of the joint policy (will be a constant due to normalization condition of expectation). As a result, no information about the hidden type variable can be extracted from this term. This makes sense, because if the observation tells us nothing about the actions taken by the other agents (dictated by their policies and hidden types), then it is impossible to update our belief over their hidden types. In contrast, suppose the observation contains full information about the joint action (e.g., the protagonist directly observes the joint action), this expectation term would be highly dependent on the joint policies (therefore, on the hidden type variable), and the discriminative power of this inference scheme is maximized.

In order to implement the belief update Eq. 11, it requires us to know the observation probability $\mathcal{P}O(a_i^j|s^i,s^t)$ and model the state transition probability $p(s'|s^{t-1}, h^t)$, and agent policies $\pi$, which is anticipated. Nonetheless, the integral involved in Eq. 11 intractable.

In this work, we focus on a special case where the physical states are fully observable to all the agent, such that agents do not need to maintain a belief over $s'$, which significantly simplifies the computational aspect of the problem. Nonetheless, this does not diminish the difficult of the problem, which lies in inferring the hidden type of opponent.

Next, we discuss how to approximate the policies of agent $j$ of each possible type $\{h_j^{(m)}\}_{m=1}^M$. Recall that in the ensemble training step, we create $K$ different policies $\{\pi_{j,m}^{(k)}\}_{k=1}^K$ for each agent of each type. Here we use shorthand $\pi_{j,m}$ to denote agent $j$ with type $h_j^{(m)}$. Each policy within one ensemble can be interpreted as one of the likely strategies that could be adopted by agent $j$ with type $h_j^{(m)}$. However, in the belief update equation, we need only one single policy for agent $j$ with type $h_j^{(m)}$. As a result, we need to synthesize the policy ensemble into one representative policy that can best represent the average behavior of the policy ensemble. We propose to learn this representative policy by minimizing information theoretic distance between this policy and the policy ensemble. More specifically, we choose the Kullback–Leibler (KL) divergence as the distance measure, and formulate the following minimization
objective function for learning the representative policy $\pi^0_{j,m}$,

$$f(\pi^0_{j,m}) = \sum_{k=1}^{K} KL(\pi^0_{j,m}, \pi^k_{j,m})$$

$$= \sum_{k=1}^{K} \mathbb{E}_{\pi^k_{j,m}} \left[ \log \pi^0_{j,m} - \log \pi^k_{j,m} \right].$$

Eq. 12 is essentially policy distillation [27]. The solution to this minimization is,

$$\pi^0_{j,m} = \frac{1}{K} \sum_{k=1}^{K} \pi^k_{j,m},$$

which happens to be a simple average over the policies within one ensemble. Conceptually, this is straightforward to implement. However, computationally, averaging $K$ policies is undesirable, because $K$ could be large. Instead, we propose to store an additional action probability term into the shared experience replay buffer, and fit a policy network $\pi^0_{j,m,\theta}$ to samples of action probability from the experience replay using mean square error (MSE) loss. This operation approximates Eq. 13, but at almost constant computational complexity, since we do not need any additional computations to obtain the action probability sample.

### 4.3 Policy ensemble optimization

The ensemble training step typically improves the robustness of the protagonist agent’s policy. However, two problems need to be addressed to make this approach more effective and efficient. First, we want a metrics for measuring policy robustness and we want which happens to be a simple average over the policies within one ensemble. The ensemble training step typically improves the robustness of $K$ could be large. Instead, we propose to store an additional action probability term into the shared experience replay buffer, and fit a policy network $\pi^0_{j,m,\theta}$ to samples of action probability from the experience replay using mean square error (MSE) loss. This operation approximates Eq. 13, but at almost constant computational complexity, since we do not need any additional computations to obtain the action probability sample.

We propose to address these two problems through a meta-optimization of the policy ensemble. Instead of using a fixed-size ensemble, we dynamically resize the ensemble through three operations: **pop**, **append**, and **exchange**. **pop** randomly removes one policy from the ensemble and push it into a deactivation-set. **append** randomly selects one policy from the deactivation-set and append it to the ensemble. **exchange** randomly selects one policy from both the ensemble and the deactivation-set and exchanges them with each other.

The objective of modifying the ensemble is to obtain a good trade-off between robustness and computational complexity, which is dominated by the ensemble size. We propose to measure the robustness via Procedure 1, and we define the following metrics,

$$\rho = -r^P + \lambda_1 r^P + \lambda_2 K,$$

where $\lambda_1, \lambda_2$ are weight parameters, and $K$ is the varying size of the policy ensemble.

**Procedure 1 Ensemble evaluation**

1. Fix the protagonist policy
2. Train a single opponent policy against the fixed protagonist policy
3. Obtain the average protagonist agent reward $r^P$ and opponent reward $r^O$ after training

**Procedure 2 Ensemble Optimization**

1. Randomly select an operation $\xi$ from $\{\text{pop}, \text{append}, \text{exchange}\}$ to apply on the policy ensemble
2. Obtain a new metrics $\rho_{\text{new}}$ via Procedure 2
3. Accept the operation $\xi$ with probability $p$, where $p = \exp(\min(0, \rho_{\text{old}} - \rho_{\text{new}})/T)$

The combined reward term $-r^P + \lambda_1 r^P + \lambda_2 K$ is a measure of the robustness of the protagonist policy, which is noisy due to the intrinsic stochasticity of reinforcement learning, while $K$ is a surrogate measure for computation complexity. Therefore, minimizing $\rho$ leads to an optimal trade-off between policy robustness and computation complexity. We interpret this minimization problem as a stochastic optimization over the powerset of the initial policy ensemble. We solve this stochastic optimization via simulated annealing as described in Procedure 2.

### 5 EVALUATION

This section addresses the following questions:

1. Is it necessary to use ensemble training, considering its additional computation overhead?
2. Is it beneficial to explicitly model opponent policy and maintain a belief?
3. How much improvement do we get from ensemble training and ensemble meta-optimization?

#### 5.1 Scenario: two-player asymmetric game

We design a two-player asymmetric-information game to evaluate our algorithm, as illustrated in Fig. 2. There are two agents: the protagonist agent (a grasshopper officer) and the opponent agent with two possible types (either an ally beaver or an enemy turtle). The opponent’s objective is to reach its home base (depending on its type) as soon as possible. The protagonist’s objective is to identify the type of its opponent, and obtain reward by tagging the opponent if it turns out to be an enemy turtle. Mistakenly tagging an ally beaver would incur a large penalty to the protagonist. The grasshopper protagonist does not swim, so once the opponent jumps into the river, the officer cannot tag it anymore. If the opponent is an enemy turtle, it receives large penalty if tagged. The opponent always receives penalty if it has not reached its base, and the penalty increases with its distance from its base.

The detailed description of this game and the hyper-parameters are provided in the supplement materials.

- **5.1.1 Description of evaluation domain.** The game domain is a $8 \times 8$ continuous square area. At the beginning of each game episode, the opponent starts from the bottom middle of the world. The opponent type is randomly sampled with equal probability from the two possible types (ally beaver and enemy turtle).

- **5.1.2 State and action space.** The state of each agent is its 2-d position, i.e., $S_t = [0, 8] \times [0, 8]$. The protagonist agent has a discrete action space $A^{P} = \{\text{move left, move right, move up, move down, tag, probe}\}$, and the opponent agent’s action space is $A^{O} = \{\text{move left, move right, move up, move down}\}$. Each of the ‘move’ action changes the agent position by one unit distance. The
Another strategy is to initially head towards the ally base, such that when and how many times to probe.

The protagonist agent could take this probe action to help with its inference besides simply observing the opponent. Each probe action incurs cost, so the protagonist agent has to wisely decide when and how many times to probe.

5.1.3 Reward. The reward of the opponent agent consists of several parts: (1) \( r_d = -0.25d^{2/3} \), where \( d \) is its distance from its home base; (2) \( r_{\text{tagged}} = -10 \) if being tagged.

The state-action reward of the protagonist agent consists of several parts: (1) \( r_{\text{tag enemy}} = 10 \) if tagging an enemy; (2) \( r_{\text{tag ally}} = -20 \) if tagging an ally; (3) \( r_{d0} = -0.25d_0^{2/3} \), where \( d_0 \) is the distance between the protagonist agent and the opponent. This is a heuristic reward to help the protagonist agent learning sensible behaviors; (4) Tag cost \( r_{\text{tag cost}} = -0.2 \), no matter tagging is successful or not; (5) Probe cost \( r_{\text{probe cost}} = -0.25C \), where \( C \) is the cumulative counts of the probing action so far, i.e., the probe cost per time increases as the total number of probing increases. This effectively prevents the agent from abusing the probe action.

Based on the rule of this game, an enemy turtle might take multiple different strategies. For example, one strategy is to rush towards its home base to minimize the distance penalty. However, the protagonist can quickly identify the enemy and try to tag it. As a result, the enemy might end up getting a huge penalty as being tagged. Another strategy is to initially head towards the ally base, such that the officer would be fooled to believe that the opponent is an ally. Once the enemy is close enough to the river, it can jump into the river and rush to its base. This strategy incurs larger distance penalty, but eventually might get a higher reward by avoiding being tagged.

5.1.4 Learning algorithm and ensemble optimization hyper-parameters. The reinforcement learning algorithm we used to train the opponent is TD3. The hyper-parameter of the algorithm is listed in Table 1.

Table 1: Hyper-parameter of TD3

| Hyper-parameter              | Value   |
|-----------------------------|---------|
| Actor learning rate         | 5e-5    |
| Critic learning rate        | e-3     |
| Target net soft-update rate | 5e-3    |
| Exploration noise std       | 0.2     |
| Noise clip threshold        | 0.5     |

5.2 Ensemble training vs. single model

To answer the first question, we compared the protagonist policy learned from training against an ensemble of opponent policies and that from training against a single opponent policy. We used a similar ensemble as used in [14], which consists of four opponent policies, each policy is learned from training against the protagonist policy. We used four different discount factors for the opponent learning objectives: \( \gamma_1 = 0.9, \gamma_2 = 0.99, \gamma_3 = 0.997, \gamma_4 = 0.9995 \). An interpretation of this setting is a variety of opponent playing styles ranging from myopic to far-sighted strategies.

For comparison, we also trained the protagonist policy individually against each opponent model, so we obtained five protagonist policies in total. For evaluation, we trained five separate opponent evaluation policies, each corresponding to one of the protagonist policies. The evaluation policies all used the same discount factor \( \gamma = 0.99 \).

Fig. 3 shows the training and evaluation rewards. During training, the single model policies generally lead to higher protagonist reward, while the ensemble training results in the lowest protagonist reward. This suggests that the protagonist policy overfits to one of the single opponent models, thus achieving high training reward but low evaluation reward. In contrast, the protagonist policy trained against the ensemble achieves the best evaluation reward. It is worth pointing out that, in the second single model setting, although the hyper-parameter \( \gamma_2 = 0.99 \) is exactly the same as that of the evaluation opponent, the evaluation reward is still significantly worse than the training reward. This is not surprising, as agent could learn different policies even with the same hyper-parameter setting. Therefore, overfitting is almost inevitable when training against single model.

5.3 Belief space policy vs. RNN

To answer the second question, we replaced belief space policy with a recurrent policy parameterized by a LSTM. Fig. 4 and Table 3 show the comparison between these two settings, where the belief space policy consistently outperforms the recurrent policy. This result agrees with our conjecture that learning recurrent policy might be difficult due to lack of prior knowledge on the information structure and the high-variance state-space reward.
Figure 3: Training and Evaluation rewards of the protagonist agent and the opponent agent: Single opponent models ($\gamma = 0.9, \gamma = 0.99, \gamma = 0.997, \gamma = 0.9995$) performs better than ensemble training in the training phase due to overfitting to simple opponent models, while ensemble training outperforms single opponent models in evaluation.
We summarize the key findings of this work as follow:
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5.4 Ablation study

To answer the third question, we compared our algorithm with its ablated versions: (I) without neuro-evolution, (II) without both neuro-evolution and ensemble optimization. For the ablated version II, we randomly sampled subsets of the ensemble from its powerset, and used the fixed subset for training. Fig. 5 and Table 4 show the training and evaluation rewards of the full and ablated versions of our algorithm. The result suggests that both neuro-evolution and ensemble optimization have important contribution to the performance improvement.

Table 4: Mean reward: v.s. LSTM (Training / Evaluation)

| Ablated version | Protagonist | Enemy |
|-----------------|-------------|-------|
| belief space, with EO & CE | -13.2 / -14.4 | -90.8 / -83.0 |
| LSTM, with EO & CE | -16.5 / -17.7 | -80.6 / -66.2 |
| belief space, w/o EO & CE | -11.8 / -16.5 | -73.8 / -58.6 |
| LSTM, w/o EO & CE | -17.2 / -16.8 | -54.2 / -49.4 |

6 SUMMARY

We summarize the key findings of this work as follow:

- We propose algorithms based on MARL and ensemble training for robust opponent modeling and posterior inference over the opponent type from the observed action.
- We propose an explicit metrics for policy robustness evaluation, and formulate a stochastic optimization to maximize robustness and minimize computation complexity.
- We empirically demonstrate that the explicit opponent modeling outperforms a black-box RNN approach, and the stochastic optimization results in better results (in terms of the robustness-complexity trade-off) than standard ensemble training approach.
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