Convergence of solutions to a convective Cahn-Hilliard type equation of the sixth order in case of small deposition rates
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Abstract

We show stabilisation of solutions to the sixth-order convective Cahn-Hilliard equation. The problem has the structure of a gradient flow perturbed by a quadratic destabilising term with coefficient $\delta > 0$. Through application of an abstract result by Carvalho-Langa-Robinson we show that for small $\delta$ the equation has the structure of gradient flow in a weak sense. On the way we prove a kind of Liouville theorem for eternal solutions to parabolic problems. Finally, the desired stabilisation follows from a powerful theorem due to Hale-Raugel.
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1 Introduction

In [22] Savina et al. a surface-diiffusion based process describing the formation of quantum dots (and their faceting) on a growing crystalline hypersurface was considered. By taking a thin-film approximation, the following model was proposed:

$$h_t = \frac{\delta}{2} |\nabla h|^2 + \Delta (\Delta^2 h - \text{div} D F W(\nabla h)) \quad \text{in } \Omega \times \mathbb{R}_+, \\
h(x,0) = h_0(x) \quad \text{for } x \in \Omega.$$  

(1.1)

Here, $\Omega = \mathbb{T}^d$, $d = 1, 2$ is a flat $d$-dimensional torus, i.e. $\mathbb{T}^d = (\mathbb{R}/L\mathbb{Z})^d$ where $L > 0$. Geometrically, this imposes a periodic structure on the hypersurface. We assume that $W$ is a multi-well potential with the explicit form:

$$W(v) = \frac{1}{4}(v^2 - 1)^2 \quad \text{for } d = 1, \quad W(F_1, F_2) = \alpha \frac{1}{12}(F_1^4 + F_2^4) + \beta \frac{1}{2} (F_1^2 F_2^2) - \frac{1}{2}(F_1^2 + F_2^2)^2 \quad \text{for } d = 2,$$

(1.2)

where $\alpha, \beta > 0$ are anisotropy coefficients.

The evolution equation (1.1) for $\delta = 0$ is the $H^{-1}$-gradient flow for an analytic functional, $\int_\Omega \left(\frac{1}{2} |\nabla h|^2 + W(\nabla h)\right) dx$, and as such enjoys automatically a Lyapunov functional, with a number of powerful estimates as consequences.

The presence of the term $\frac{1}{2} |\nabla h|^2$ is known to be responsible for the introduction of spatio-temporal chaos called the Kardar-Parisi-Zhang instability, see [21]. Its presence removes the gradient flow structure of the evolution equation (1.1), and as such, is the primary source of difficulty in the analysis of solutions.
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Theorem 1.1. There is a set $E \subset \mathbb{R}_+$ with zero Lebesgue measure and the following property. If $L \in \mathbb{R}_+ \setminus E$, then there exists a positive $\delta_2$ such that for all $\delta \in (-\delta_2, \delta_2)$ and any $u_0 \in L^2$ the unique solution to (1.4) with initial data $u_0$ converges in $H^k_{per}$, for any $k \in \mathbb{N}$, to a steady state as $t \to \infty$.

Here
\[
L^2 = \left\{ u \in L^2(0,L) : \int_0^L u(s) \, ds = 0 \right\},
\]
and
\[
H^k_{per} = \left\{ u \in H^k(0,L) \cap L^2 : u(0) = u(L) \right\}, \quad \text{where } k \in \mathbb{N}.
\]

The $\delta < 0$ case is stabilising and not physically relevant. However, the method we use yields the result for negative $\delta$ as well as positive $\delta$ with no additional effort, and so we have included both cases in our statement of Theorem 1.1.

For $\delta = 0$, the parabolic PDE (1.4) is a gradient flow and convergence as above is expected (we also prove this in the present paper). Clearly, for $\delta > 0$ this property is lost. However it remains intuitively...
tempting to consider for small $\delta$ the PDE (1.4) as being ‘almost’ a gradient flow. This intuition is behind our proof of Theorem 1.1.

Hale-Raugel’s powerful convergence result is also remarkably general, applying not only to gradient flows, but also to gradient-like systems. To our great advantage here, Hale-Raugel use a very weak notion of “gradient-like system”. Namely, they essentially require only that the $\omega$-limit set consists entirely of equilibria. To show this, we apply a theorem of Carvalho-Langa-Robinson, cf. [3, Theorem 5.26], that is itself a structural-stability type result. Hale-Raugel’s theorem also requires that the kernel of the linearised operator at a steady state is one-dimensional. This rules out immediately the two-dimensional case, because then the kernel of the linearisation is at least two-dimensional. Moreover, when $d = 1$ the periods of the form $L = 2\pi k$, $k \in \mathbb{N}$ are excluded, because for such periods the kernel of the linearised operator is two-dimensional. Apart from this we do not know the structure of $E$, which is a result of an application of Sard’s Theorem.

Now, let us give some more details on our method. As mentioned above, for $\delta = 0$ the evolution equations (1.1) and (1.4) do have a gradient flow structure, which we shall now explain. Let us consider $\mathcal{F} : V \to [0,\infty)$ an analytic functional over $V = H^2_{per}$, defined via

$$\mathcal{F}[u] = \frac{1}{2} \int_T |\Delta u|^2 \, dx + \int_T W(u) \, dx.$$  \hspace{1cm} (1.6)

Let $H = (H^2_{per}(\mathbb{T}))'$ be equipped with the inner product

$$(u,v)_H = \langle (-\Delta)^{-1} u, v \rangle_{L^2(\mathbb{T})}.$$ 

Here we have used $(-\Delta)^{-1}$ to denote the inverse of the negative Laplace operator, after fixing the mean to be zero, see (2.2). We note that $D\mathcal{F} : H^2(\mathbb{T}) \to H^{-3}(\mathbb{T})$.

The system (1.1) for $\delta = 0$, that is

$$\begin{align*}
\dot{u}_t &= \Delta^2 (\Delta u - W'(u)) \quad \text{in } \mathbb{T} \times \mathbb{R}_+ \\
u(\cdot, 0) &= u_0(\cdot) \quad \text{for } x \in \mathbb{T}
\end{align*}$$  \hspace{1cm} (1.7)

is equivalent to the $H$-gradient flow for the functional $\mathcal{F}$. That is, a solution $z : [0,\infty) \to V$ to

$$z(t) + \mathcal{F}'(z(t)) = 0$$  \hspace{1cm} (1.8)

generates a (weak) solution to (1.7) by setting $u(x,t) = z(t)(x)$. We note that the above setup implies that the mean of $u$ is preserved, and that we could deduce (and we will do so in Corollary 4.6) existence of the limit of $u$ as $t \to \infty$.

In Theorem 2.8 and in Corollary 2.9 we prove, via a careful study of the problem and Sard’s theorem, that there exists $L_0 > 0$ such that for $L \in [L_0,\infty) \setminus E$, where the exceptional set $E$ is as postulated in Theorem 1.1, we have finitely many non-trivial steady states of (1.7) for $\delta = 0$. Furthermore, we show that there exists at least one non-trivial steady state. For $L \in (0,L_0)$ the only steady state is the trivial one $v(x) = 0$.

While the trivial steady state is a singular isolated point in state space, the other equilibria are more interesting. For a non-trivial steady state $v$, the shifted function $\tau_s v(x) = v(x + s)$ is in general not the same as $v$, yet remains a steady state. By periodicity in the domain, the action of $\tau$ on a non-trivial steady state generates a loop of steady states in the state space. We define the family $\mathcal{S}$ to be:

$$\mathcal{S} = \{ \mathcal{E}^i : i = 0, 1, \ldots, n \}, \quad \text{where } \mathcal{E}^i = \{ \tau_s v^i \}_{s \in [0,L]}, \quad i = 1, 1, \ldots, n,$$

and $v^i, i = 1, \ldots, n$ are the steady states assembled in Corollary 2.9. In addition, we use $\mathcal{E}^0 = \{ 0 \}$ to represent the trivial steady state.

We show in Theorem 2.13 that the kernel of the linearisation of the right-hand-side of (1.7) at a non-trivial steady state is one-dimensional. The only exception is the trivial steady state $v = 0$. There the kernel of the linearisation may be bigger or smaller depending on $L$. More precisely, if $L$ is not a multiple of $2\pi$, then there are positive and negative eigenvalues; if $L < L_0$ then there are only negative eigenvalues (and we have stability). If $L$ is a multiple of $2\pi$ then the eigenspace is two-dimensional and our approach does not apply. Furthermore, it is worth mentioning that if the dimension of the domain
\(d \geq 2\), the eigenspace is again at least two-dimensional. These facts are the main reasons for our focus here on the one-dimensional flow \((1.7)\).

For the singularly perturbed problem with \(\delta > 0\) we deduce (via Theorem 2.21) a similar picture: that for small \(\delta > 0\) the steady state solutions to \((1.4)\) form the same number of families:

\[ S^{\delta} = \{ \mathcal{E}^{\delta,i} : i = 0, 1, \ldots, n \}, \]

where

\[ \mathcal{E}^{\delta,i} = \{ \tau_x v^{\delta,i} \}_{x \in [0,L)}, \quad i = 1, \ldots, n, \quad \mathcal{E}^{\delta,0} = \{ 0 \}, \]

and \(v^{\delta,i}, i = 1, \ldots, n\) are the steady states. Moreover, we have that \(\|v^{\delta,i} - v^{0,j}\|_{L^p} \leq C\delta\). In proving this, we face a major difficulty here related to the shift invariance of the families \(\mathcal{E}^{\delta,i}\). This makes the linearisation of the RHS of \((1.7)\) singular. Thus, a direct use of the implicit function theorem is impossible. We overcome this issue by freezing the value of the steady states at one point. This approach is made more complicated by the fact that the linearised operator is not self-adjoint. However, it turns out that it is spectrally equivalent to a self-adjoint operator; this last fact is crucial for our method.

Next, we may deduce by using the classical perturbation theory of Kato [8] that for small \(\delta\) the kernel of the linearisation of the RHS of \((1.4)\) is one-dimensional for \(v \neq 0\), when \(L \in [L_0, \infty) \setminus \mathcal{E}\) or trivial in the case of \(v = 0\). This fact enables us to prove that zero is the only steady state of \((1.4)\) which is close to the zero equilibrium of \((1.7)\) (c.f. Lemma 2.23).

As alluded to above, in order to deduce that equation \((1.4)\) for \(\delta > 0\), which is a perturbation of a gradient system \((1.7)\), is a gradient-like system we use [3] Theorem 5.26 of Carvalho-Langa-Robinson. For this purpose we introduce the machinery of analytic semigroup theory [6]. We devote Section 3 to defining the fractional powers \(H^\alpha\) of \(L^2(\mathbb{T})\), \(\alpha \in [0, 1]\). This task is particularly easy for flat tori. We also check there that the nonlinearity conforms to the requirements of the theory in [6] (see Lemma 3.3).

Since the original statement of [3] Theorem 5.26 is extensive, we devote most of Section 5 to checking if [3] Theorem 5.26 is indeed applicable. This task requires the existence of compact attractors \(\mathcal{A}_\delta\) for \(\delta > 0\) and a range of other properties of the semigroups for \(\delta > 0\). Once this task is complete, we may give the proof of Theorem \((1.1)\) which is the content of Section 5.2.

The main technical difficulty we must resolve here may be termed a Liouville-type or rigidity theorem for eternal solutions. It is the content of Theorem 5.7. Roughly speaking, it says that there is a non-existence gap, that is, no eternal solution may be too close to any connected component of \(S\). The proof involves an analysis of the time nearby trajectories take to move within a neighbourhood of an equilibrium, and with this, shows a definite reduction in the velocity of the eternal trajectory. This observation and the method of proof may be of independent interest.

A note on notation. We study a one dimensional spatially periodic problem. The partial derivatives of \(u\) with respect to the variable \(x\) from \(\mathbb{T}\) are denoted by \(\nabla u, u_x, u_{xx}, u_{xxx}\). However, in order to avoid overly complicated notation we write \(\Delta^2 u\) for the fourth derivative and \(\Delta^3 u\) for the sixth derivative. We additionally use the notation \(\Delta_D\) for the operator \(\Delta_D : D(\Delta_D) \to L^2(\mathbb{T})\), where \(D(\Delta_D) = H^2_{per} \cap H^1(0, L)\) and \(\Delta_D u = u_{xx}\).

## 2 Steady state solutions to \((1.4)\) for \(\delta \geq 0\)

In this section our objective is two-fold: (1) to count the families of equilibria and (2) to study the spectral properties of the linearisation about each member of these families. We first achieve this goal for \(\delta = 0\), then we establish similar results for small \(\delta > 0\). The first of the constraints on \(\delta\) comes from the implicit function theorem that we use to show that families of equilibria may be continuously parametrised by \(\delta\). In order to achieve this we need to account for the invariance of solutions with respect to translation in the domain. This is done by fixing one point (see Theorem 2.21).

### 2.1 Analysis of equilibria for \(\delta = 0\)

We defined in \((1.6)\) the functional \(\mathcal{F}\). It is straightforward to check that \(\mathcal{F}\) is lower semicontinuous, coercive and bounded from below. Then, by the direct method of the calculus of variations, we deduce
the existence of at least one minimiser. These are weak solutions to the Euler-Lagrange equation computed with respect to the $H^{-2}$ topology, that is equation (2.1). We will revisit this later, when we discuss the gradient flow structure of (1.7). Here, we will use ODE techniques, because they are more precise than the direct method of the calculus of variations, to study (2.1). In particular, we are interested in counting families of non-trivial solutions to (2.1).

We proceed by reducing our sixth order equation to a more familiar second order problem. Once we succeed we will be able to draw the phase portrait, inferring bounds on solutions. We shall count the number of one-parameter families of solutions and prove that zero is a simple eigenvalue for the linearised operator.

If we set $\delta = 0$, then the steady state equation for (1.4) in the one-dimensional case becomes
\[
\Delta^2 (\Delta u - (W'(u))) = 0, \quad x \in [0,L),
\] (2.1)
where $u$ is periodic and has zero average.

Eq. (2.1) implies that there exist $a,b,c,c_1 \in \mathbb{R}$ such that
\[
\Delta u - (W'(u)) = ax^3 + bx^2 + cx + c_1.
\]
Since the solution is smooth, so is the LHS of the above equation. This implies $a = b = c = 0$, as the only smooth periodic polynomials are constant. We summarise this in the following corollary.

**Corollary 2.1.** Any solution $u$ to (2.1) satisfies the following equation:
\[
\Delta u = W'(u) + c_1, \quad x \in [0,L),
\] (2.2)
for some $c_1 \in \mathbb{R}$. □

Multiplication of (2.2) by $u_x$ and integration yields
\[
\frac{1}{2} u_x^2 = W(u) + c_1 u + c_2, \quad x \in [0,L).
\] (2.3)
We see that $c_2$ is a constant of motion. Any solution to (2.2) is contained in a level set of
\[
F(u,p) = -\frac{1}{2} p^2 + W(u) + c_1 u - \frac{1}{2} W'(u) - \frac{1}{4} (u^2 - 1)^2 + c_1 u.
\] (2.4)
Since we require that our solutions are periodic, we examine only those level sets of $F(u,p)$ which are closed curves. We must determine the set $C$ of parameters $c = (c_1,c_2)$ for which there exists a periodic solution to (2.3). We make first a couple of simple observations.

We are interested in nontrivial, i.e. non-constant, solutions $u(\cdot)$ to (2.3), with zero mean over $[0,L)$. Thus, $u_m := \min u < 0 < \max u =: u_M$. Here is the first observation.

**Proposition 2.2.** Let us suppose that $u$ is a solution to (2.3), considered on $[-\frac{1}{2}, \frac{1}{2}]$ by periodicity and such that $u(0) = u_i$, where $i = m$ or $i = M$. Then $u(-x) = u(x)$.

**Proof.** We will consider only the case $i = m$, the other one is the same. Since $u$ changes sign, there are $x^- < 0 < x^+$ such that $u(x^-) = u(x^+) = 0$.

In order to shorten the notation, for a parameter $c = (c_1,c_2)$ we shall write
\[
P_c(u) = 2(W(u) + c_1 u + c_2).
\] (2.5)
Then, for $x \in (x^-, x^+)$ equation (2.3) takes the form
\[
\frac{du}{dx} = \text{sgn} x \sqrt{P_c(u(x))}, \quad u(0) = u_m.
\] (2.6)
Let us consider $u(-x)$. If we take its derivative, then we have,
\[
\frac{d}{dx} u(-x) = -\frac{du}{dy}(y) = -\text{sgn} x \sqrt{P_c(u(y))} = \text{sgn} (-x) \sqrt{P_c(u(-x))}.
\]
Since $u$ is a unique solution to (2.2) with initial conditions $u(0) = u_m$, $u'(0) = 0$, and $u(-x)$ solves the same equation, we have $u(x) = u(-x)$ as desired. □
to (2.1) remains a solution after composition with the shift operator \( \tau_1 \) principal period \( L \), corresponding to the same values of \( c \).

Proposition 2.4. Let us suppose that \( u \) parameter families of solutions. We shall see that they are defined solely in terms of \( c \) components, one admissible) for \( c_1 = -\frac{1}{3}, c_2 = -\frac{1}{6} \) (green).

Remark 2.3. Proposition 2.2 implies that if we know the values of \( u \) on \( (x_m, x_M) \) where \( u(x_m) = u_m, u(x_M) = u_M \), then we can extend \( u \) by reflection across the endpoints of \( (x_m, x_M) \).

Our goal is to provide an estimate on the number of solutions, more precisely, since each solution to (2.1) remains a solution after composition with the shift operator \( \tau_1 \), corresponding to the same values of \( c_1 \) and \( c_2 \).

Proposition 2.4. Let us suppose that \( u_1 \) and \( u_2 \) are two solutions to (2.3) with zero average and periodic with principal period \( L \), corresponding to the same values of \( c_1 \) and \( c_2 \). Then, there exists an \( s \in [0, L) \) such that \( u_1(x) = \tau_s u_2(x) \) for all \( x \in [0, L) \).

Proof. When values of \( c_1 \) and \( c_2 \) for both solutions are the same, (2.3) implies

\[
\max \{ x \in [0, L) : u_1(x) \} = \max \{ x \in [0, L) : u_2(x) \}, \quad \min \{ x \in [0, L) : u_1(x) \} = \min \{ x \in [0, L) : u_2(x) \}.
\]

We can find points, where \( u_1(x_j) = u_2(y_i), j = 1, \ldots, n \) where \( n \geq 2 \). The values of derivatives \( u_1'(x_j), u_2'(y_i) \) are specified by the phase portrait of (2.3). Due to periodicity, derivatives of \( u_1 \) and \( u_2 \) take on both positive and negative values, thus we can find a point where \( u_1'(x_k) = u_2'(y_k) \).

We take \( s = y_k - x_k \). Since \( u_1(\cdot) \) and \( u_2(\cdot + s) = \tau_s u_2(\cdot) \) satisfy the same equation with the same initial conditions, by uniqueness for ODEs they must coincide. \( \square \)

We wish to deduce some information about the behavior of \( P_c \) on the orbits. We begin with a simple observation, whose easy proof based on the phase portrait is left to the reader.

Lemma 2.5. If parameters \( c = (c_1, c_2) \) are such that \( P_c(u) \geq 0 \) for all \( u \in \mathbb{R} \), then eq. (2.3) has no periodic solutions. \( \square \)

Of course, the derivative of \( u \) vanishes at the extremal points, thus \( P_c(u_m) = 0 = P_c(u_M) \). At the same time Lemma 2.5 asserts that \( P_c \) must attain negative values for \( c \) corresponding to periodic solutions. However, if \( u(\cdot) \) is a periodic solution to (2.3), then \( P_c(u(x)) \) must be non-negative for all \( x \in [0, L) \). In this way we deduce that eq. (2.3) has a periodic solution, provided that the parameter \( c \) is such that the polynomial \( P_c \) has exactly four distinct real roots,

\[
u_1 < u_m < 0 < u_M < u_2.
\]

Moreover, \( P_c(u) > 0 \) for \( u \in (u_1, u_m) \cup (u_M, u_2) \).

We now prove that natural restrictions on the range of \( c_1 \) and \( c_2 \) arise.
Lemma 2.6. There exists a monotone decreasing function \( r : [-\frac{1}{4}, 0] \rightarrow [0, \frac{1}{3} \sqrt{\frac{3}{2}}] \) such that if \( u \) is a nontrivial periodic solution to (2.3) with zero mean, then \((c_1, c_2) \in C = \{(c_1, c_2) : |c_1| < r,c_2) \in (-\frac{1}{2}, 0)\} \). In other words, for each \( c \) from \( C \), the polynomial \( P_c \) has four distinct zeros. If \( c \in \partial C \), then the polynomial \( P_c \) has a double root.

Proof. Let us consider first \( c_1 > 0 \) and take \( u \) to be a nontrivial solution, then \( u_M = \max_{x \in [0, L]} u(x) = u(x_M) > 0 \). Since \( u_M(x_M) = 0 \), we deduce \( c_2 < 0 \) from (2.3). A similar argument applies for \( c_1 < 0 \).

Now, if \( c_2 < -\frac{1}{4} \), then \( W(u) + c_2 < 0 \) on \((-1, 1)\) and for no \( c_1 \in \mathbb{R} \) there is an interval \((a, b)\) containing zero such that \( P_c(u) \) is positive on it. Therefore we have \( c_2 \in [-\frac{1}{4}, 0) \).

In order for solutions of (2.3) to form a closed curve (recall that \( u \) has zero average) \( P_c(u) \) must have one positive and one negative root. We notice that for all \( c_2 \in (-\frac{1}{4}, 0) \) the polynomial \( W(u) + c_2 = P_{0,c_2}(u) \) has exactly four distinct real roots, see (2.4). The roots (2.4) are continuous functions of the coefficients of polynomial \( P_c(u) \). Moreover, we claim that they are monotone functions of \( c_2 \) as long as \( u_1 < u_m < u_M < u_2 \) and \( c_1 \) is fixed. We restrict our attention to the case \( u_m \leq 0 < u_M \) and \( c_1 > 0 \). Let us us pick \( c_2 \) and roots \( u_i(c_2), i = m,N,1,2 \) of

\[
W(u_i) + c_1 u_i + c_2 = 0.
\]  

(2.8)

We take \( c_2 > c_2 \), but close to \( c_2 \). Of course,

\[
W(u_i(c_2)) + c_1 u_i(c_2) + c_2 = c_2 - c_2 > 0, \quad i = m,M,1,2.
\]

In addition,

\[
\frac{dW}{du}(u_i(c_2)) + c_1 \]  

for \( i = m,2 \) \[ \frac{dW}{du}(u_i(c_2)) + c_1 < 0, \quad \text{for } i = M,1.
\]

This implies that

\[
W(u_i(c_2)) + c_1 u_i + c_2 < 0 \quad \text{for} \quad \left\{ \begin{array}{ll}
\quad \quad u \in (u_i(c_2) - \epsilon, u_i(c_2)), \quad i = m,2; \\
\quad \quad u \in (u_i(c_2), u_i(c_2) + \epsilon), \quad i = M,1
\end{array} \right.
\]

for a small \( \epsilon > 0 \). Hence, for \( c_2 > c_2 \) close to \( c_2 \) we have

\[
u_i(c_2) \in (u_i(c_2) - \epsilon, u_i(c_2)), \quad i = m,2, \quad u_i(c_2) \in (u_i(c_2), u_i(c_2) + \epsilon), \quad i = M,1.
\]

Hence, \( u_m, u_2 \) are decreasing and \( u_m, u_1 \) are increasing functions of \( c_2 \).

For a given \( c_2 \in (-\frac{1}{4}, 0) \), there exists \( r(c_2) > 0 \) such that for \( |c_1| > r(c_2) \) equation (2.8) has only two real roots. We define \( r(c_2) \) by

\[
r(c_2) = \sup\{c_1 > 0 : u_M(c_1, c_2) < u_2(c_1, c_2)\}.
\]

Continuity of the roots imply that \( u_M(r(c_2), c_2) = u_2(r(c_2), c_2) \).

Thus, for \( |c_1| < r(c_2) \) the equation (2.8) has exactly four distinct real roots \( u_1 < u_m < u_M < u_2 \) and for \( |c_1| = r(c_2) \) equation (2.8) has four real roots and one of them is a double root, i.e. \( u_1 = u_m \) or \( u_M = u_2 \).

We notice that the function \( r(\cdot) \) is decreasing. Indeed, let us take \( c_2 > c_2 \). Since \( u_M(r(c_2), c_2) = u_2(r(c_2), c_2) \), then we see that for all positive \( u \) we have

\[
W(u) + r(c_2) u + c_2 \geq W(u_2(r(c_2), c_2)) + r(c_2) u_2(r(c_2), c_2) + c_2 + (c_2 - c_2) = c_2 - c_2 > 0.
\]

Hence, \( r(c_2) \) must be smaller than \( r(c_2) \). In particular, this implies that \( r(\cdot) \) is invertible.

We may compute values of \( r(c_2) \) for \( c_2 = 0 \) and \( c_2 = -\frac{1}{4} \). In this way we will obtain an estimate on the set \( C \). It is clear that since \( W \) has two double roots at \( u = -1 \) and \( u = 1 \), for any \( c_1 > 0 \) equation (2.8) will have only negative roots, so \( r(0) = 0 \).

Now, we compute \( r(-\frac{1}{4}) \). We look for a double root of \( P_{c_1,-\frac{1}{4}}(u) \). After straightforward computations, we see that the conditions \( P_0(u_0) = 0 = P_{\frac{1}{3}}(u_0) \) yield \( u_0 = \sqrt{\frac{2}{5}} \) and \( c = r(-\frac{1}{4}) = \frac{1}{2} \sqrt{\frac{2}{5}} \).

The existence of at least one closed orbit is clear for \( c_1 = 0 \). It will be formally proved in Theorem 2.8 below. However, the existence of a closed level curve for \( F \) defined in (2.4) does not immediately imply existence of solutions to (2.3) with zero average and period \( L \).

We note that for any \( x_0 \in [0, L] \) and \( u(x_0) = 0 \) such that \( P_{u}(u_0) \neq 0 \) there is a unique solution to (2.3) in a neighborhood of \( x_0 \) and satisfying \( u(x_0) = u_0 \). As the equation is invariant under the action of the shift
operator, we may without loss of generality assume that \( x_0 = 0 \). Let us suppose now that we are looking for solutions with principal period \( L > 0 \). Such a \( u \) attains each of its values (except for maximum and minimum) exactly twice. In other words if we set \( u_0 = u_m \), then \( u(L) = u_M \). Since we can use reflection to construct the solution on \((\frac{1}{2}L, L)\), we conclude that \( u(L) = u_m \).

As a result equation (2.6) implies that

\[
\int_{u_m}^{u_M} \frac{du}{\sqrt{P_c(u)}} = \frac{L}{2}.
\]

(2.9)

Using equation (2.3) we see that the zero average condition implies

\[
\int_{u_m}^{u_M} \frac{udu}{\sqrt{P_c(u)}} = 0.
\]

(2.10)

The results we presented above may be summarized in the following statement, explaining the restrictions imposed on solutions to (2.3) by equations (2.6) and (2.10).

**Proposition 2.7.** A solution to (2.3), \( u \), corresponding to a parameter \( c = (c_1, c_2) \in C \) is periodic with principal period \( L(c) \) and zero mean if and only if (2.10) holds. Moreover, the period \( L(c) \) is given by (2.9).

We next show that periodic solutions to (2.3) exist, subject to a condition on their period.

**Theorem 2.8.** There exist a positive \( L_0 \) and \( E \subset [L_0, \infty) \) a set of Lebesgue measure zero such that:

(a) if \( 0 < L < L_0 \), then there is no solution to (2.3) satisfying (2.10) with principal period \( L \);

(b) if \( L \in [L_0, \infty) \setminus E \), then the set

\[ P_L = \{(c_1, c_2) \in C : \text{there is a solution to (2.3) with principal period } L, \text{ satisfying (2.10)} \} \]

is non-empty and finite. For \( c \in P_L \), the principal period \( L \) satisfies (2.9).

Before we prove this result we make some remarks. First, we note that for any \( L \) the zero function is a (trivial) solution to (2.1) hence (2.3). But \( L \) is not the (principal) period of any constant function. Second, this theorem implies the existence of multiple families of solutions if \( L = kL_0 \), where \( k \in \{2, 3, \ldots\} \).

**Corollary 2.9.** Let us suppose that \( L \in [L_0, \infty) \setminus E \), where \( L_0 \) and \( E \) are defined in the previous theorem. Set

\[ \mathcal{S} = \{L/k : k \in N, L/k \text{ satisfies Theorem 2.8 and } L/k \geq L_0 \} \].

Then, the number of one-dimensional families of solutions to (2.3) with zero mean is bounded by the finite cardinality of

\[
\bigcup_{L/k \in \mathcal{S}} P_{L/k}.
\]

Proof. If for \( c \in C \) a function \( u \) is a periodic solution to (2.3) with zero mean and period \( L \), then its principal period is of the form \( L/k \) for a natural number \( k \). Hence, \( c \in P_{L/k} \). By Theorem 2.8 the cardinality of the set \( P_{L/k} \) is finite and the number \( L/k \) must be at least \( L_0 > 0 \).

The statement of Theorem 2.8 implies that if \( L \in [L_0, \infty) \setminus E \), then all solutions to (2.2) satisfying (2.10) with period \( L \) form a family \( \mathcal{S} \), where

\[ \mathcal{S} = \{E^{0,i} : i = 0, \ldots, n\} \]

where \( n = n(L) \), \( E^{0,0} = \{0\} \) and

\[ E^{0,i} = \{t u^i \}_{t \in [0,1]}, \quad i = 1, \ldots, n, \]

where \( u^i \equiv u^{c_1} \), and \( c_i \in \bigcup_{L/k \in \mathcal{S}} P_{L/k} \).

We prove our theorem up to a negligible set \( E \) of periods. On the one hand this is a deficiency of our method arising from the application of Sard’s Theorem. On the other hand we explicitly exclude from our considerations the integer multiples of \( 2\pi \), because of the poor behavior of the linearised operator. As a result, we conclude that the negligible set \( E \) is not empty, but at the moment we do not know any good estimate of its size.

The proof of Theorem 2.8 is based on a series of lemmata. The first one establishes the character of dependence of the period on parameters \( c = (c_1, c_2) \in C \).
Lemma 2.10. The functions in formulas (2.9) and (2.10) are analytic in C, i.e. $g_1$ and $g_2$ defined below, are analytic. Moreover, $L_0 = \min_{c \in C} g_1(c) > 0$.

Proof. For all points $(c_1, c_2) \in C$ (recall Lemma 2.6) we set

$$g_1(c_1, c_2) := \int_{u_m}^{u_M} \frac{du}{\sqrt{P_c(u)}}$$

and

$$g_2(c_1, c_2) := \int_{u_m}^{u_M} u du.$$

We will show that both functions $g_1$ and $g_2$ are not only continuous, but also analytic.

We are now going to establish continuity of $g_1$. In order to do this we will simplify the integral defining $g_1$ by a change of variable. For this purpose we factor $P_c$. Namely,

$$P_c(u) = \frac{\sqrt{5}}{4}(u_M - u)(u - u_m)(u_2 - u)(u - u_1),$$

where

$$u_1 < u_m < 0 < u_M < u_2$$

and the products of the first two factors and the last two are positive for $u \in (u_m, u_M)$.

We apply one of the Euler substitutions: let us set

$$y = \sqrt{\frac{u - u_m}{u_M - u}}.$$

Then, $dy = \frac{1}{2y \sqrt{(u_M - u)^3}} du$ and

$$\int_{u_m}^{u_M} \frac{du}{\sqrt{P_c(u)}} = 4 \sqrt{2} \int_0^{\infty} \frac{dy}{(1 + y^2) \sqrt{Q(u(y))}} = g_1(c),$$

and

$$\int_{u_m}^{u_M} u du = 4 \sqrt{2} \int_0^{\infty} \frac{u(y) dy}{(1 + y^2) \sqrt{Q(u(y))}} = g_2(c),$$

where $Q(u) = (u_2 - u)(u - u_1)$ and

$$u(y) = \frac{u_m + u_M y^2}{1 + y^2}.$$  \hspace{1cm} (2.12)

Thus, in order to obtain a lower bound on $g$ it is sufficient to find an upper bound on $Q$. It is easy to see from the form of $Q$ that

$$\max Q = Q\left(\frac{u_1 + u_2}{2}\right) = \frac{1}{4}(u_2^2 - u_1^2) \leq \frac{u_2^2}{4}.$$

We note that $u_2$ is largest if $c_1 = -\frac{3}{2} \sqrt{2}$ and $c_2 = -\frac{1}{2}$. It is easy to see that $u_2 < 2$. Hence,

$$Q(u) \leq \frac{u_2^2}{4} < 1 \quad \text{for all } u \in (u_m, u_M).$$

As a result,

$$g_1(c) > 4 \sqrt{2} \int_0^{\infty} \frac{dy}{(1 + y^2) \sqrt{Q(u(y))}} = 2 \sqrt{2} \pi$$

for all $(c_1, c_2) \in C$.

Thus, $L_0$ is positive.

Due to the definition of $Q$, (2.11) and (2.12) we infer that $Q(u(y)) \in [Q_0, 1]$, where $Q_0 > 0$. Then,

$$\frac{1}{(1 + y^2) \sqrt{Q(u(y))}} \leq \frac{1}{(1 + y^2) \sqrt{Q_0}},$$

and the RHS is integrable.
The roots of the polynomial $P_c$ depend continuously on $(c_1, c_2)$, so if we fix $y$, then the following function
\[(c_1, c_2) = c \mapsto Q(y) \equiv (u_2(c) - u(y))(u(y) - u_1(c))\]
is continuous. As a result, we deduce by the Lebesgue Dominated Convergence Theorem that $g_1$ is continuous.

Essentially the same argument shows continuity of $g_2$. The only difference is that we notice that the factor $u(y)$ in the definition of $g_2$ is bounded for $y \in (0, \infty)$.

Since the roots $u_1, u_2, u_M, u_M$ of the polynomial $P_c$ are not only continuous but also analytic functions of $c$, we conclude that $Q$ and $u$ are analytic. Therefore $g_1$ and $g_2$ are analytic as well. □

Knowing the boundary behavior of $g_1$ and $g_2$ is of great help. Here is our observation.

**Lemma 2.11.** If $c_0 \in \partial C$ and $c_2 > -\frac{1}{4}$, then
\[
\lim_{(c_1, c_2) \to (c_0, 0)} |g_i(c_1, c_2)| = \infty, \quad i = 1, 2.
\]

**Proof.** Keeping in mind the definition of $Q$ we notice that if $c \to c_0$, where $c_0 \in \partial C$, $c_0 = (c_{01}, c_{02})$ and $c_{02} > -\frac{1}{4}$, then either
\[
\lim_{c \to c_0} u_m(c) = \bar{u}_m = \lim_{c \to c_0} u_1(c), \quad \lim_{c \to c_0} u_M(c) = \bar{u}_M < \bar{u}_2 = \lim_{c \to c_0} u_2(c)
\]
or
\[
\lim_{c \to c_0} u_m(c) = \bar{u}_m > \bar{u}_1 = \lim_{c \to c_0} u_1(c), \quad \lim_{c \to c_0} u_M(c) = \bar{u}_M = \lim_{c \to c_0} u_2(c).
\]

The first case corresponds to negative $c_1$ while the second one occurs when $c_1 > 0$. Since the problem is symmetric, it is sufficient to consider one of them, e.g. the first one. In this case
\[
\lim_{c \to c_0} Q(u) = (\bar{u}_M - \bar{u}_m) \frac{y^2}{1 + y^2} \left( \bar{u}_2 - \frac{\bar{u}_m + \bar{u}_My^2}{1 + y^2} \right).
\]

Thus, the Fatou Lemma implies
\[
\lim_{c \to c_0} g_1(c) \geq \int_0^\infty \frac{4 \sqrt{2} \, dy}{\sqrt{4 \sqrt{2}} \sqrt{Q(u(y))}} \geq \int_0^\infty \frac{4 \sqrt{2} \, dy}{\sqrt{(1 + y^2)\sqrt{u_M - u_m} \sqrt{\bar{u}_2 - \bar{u}_m}}} = \infty.
\]

Now, we take care of $g_2$. We notice that function $y \mapsto \bar{u}_m + y^2 \bar{u}_M$ has a zero at $y_0 = \sqrt{-\bar{u}_m/\bar{u}_M}$. We can write $g_2(c)$ as a sum the integral over $(0, y_0/2)$ and $[y_0, \infty)$. We notice that for $c$ sufficiently close to $c_0$ the integrand is negative over $(0, y_0/2)$ and integrable over $[y_0, \infty)$. We notice that again with the help of the Fatou Lemma we deduce that
\[
\lim_{c \to c_0} \int_0^{y_0/2} \frac{|u_m|}{(1 + y^2)Q(u(y))} \, dy \geq \int_0^{y_0/2} \frac{|\bar{u}_m| \, dy}{(1 + y^2)^{3/2} \sqrt{u_M - u_m} \sqrt{\bar{u}_2 - \bar{u}_m}} = \infty.
\]

As a result we find
\[
\lim_{c \to c_0} |g_2(c)| = \infty.
\]

□

Now, we will prove Theorem 2.3. As a restatement of the definition of $P_L$, we know that $c \in P_L$ if and only if the following pair of equations
\[
g_1(c_1, c_2) = \frac{L}{2}, \quad g_2(c_1, c_2) = 0
\]
are satisfied. We must show that there is only a finite number of solutions in $C$.

First of all we show that if $L \geq L_0$, then there is $\bar{c} \in C$ such that (2.9) and (2.10) hold. Indeed, if we take $c_1 = 0$, we deduce from the phase portrait of (2.3) that $u_m = -u_M$. Moreover, by Proposition 2.2 identity
holds, i.e. \((0, c_2) : c_2 \in [-\frac{1}{4}, 0]\) \(\subset g_2^{-1}(0)\). In addition, for all \(c_2 \in (-\frac{1}{4}, 0]\) we have \(g_1(0, c_2) \in [L_0, \infty)\) so there is \(c' \in (-\frac{1}{4}, 0)\) such that \(g_1(0, c') = L/2\). As a result \(\mathcal{P}_L\) contains \(0, c'\).

Now, we will specify the exceptional set \(E\). Let us denote by \(Z\) the set of critical values of \(g_1\). Since \(g_1\) is analytic in \(C\) we may apply the Sard theorem to it. As a result we deduce that \(Z\) has Lebesgue measure zero. We set

\[
E = Z \cup \{2k\pi\}_{k=1}^\infty.
\]

We take any \(L \in [L_0, \infty) \setminus E\). Then \(\mathcal{M} = g_1^{-1}(\frac{1}{2})\) is a compact one-dimensional manifold. We know that any compact component of a one-dimensional manifold is homeomorphic to either a line segment or a circle. Moreover, if \(\mathcal{M}_1\) is a component of \(\mathcal{M}\), which is topologically a line segment, then \(\partial \mathcal{M}_1 \subset \partial C\). However, due to Lemma \([2.11]\) we deduce that \(\partial \mathcal{M}_1 \subset \{c \in \partial C : c_2 = -\frac{1}{4}\}\).

Since \(\mathcal{M}\) is compact it has a finite number of components. Now, we want to count the number of points in the intersection

\[
\mathcal{M} \cap g_2^{-1}(0).
\]

Since \(\mathcal{M}\) is an analytic manifold, then \(g_2\) restricted to \(\mathcal{M}\) is an analytic function of one variable. So it may have only a finite number of zeros or it vanishes identically on a component of \(\mathcal{M}\).

In order to rule out the last possibility, we notice that the functions \(g_1\) and \(g_2\) are linearly independent on \(C\). Indeed, if \(\lambda_1 g_1 + \lambda_2 g_2 \equiv 0\) in \(C\), then we examine this identity at \((0, c_2)\). At this point \(g_2\) vanishes, so we are left with \(\lambda_1 g_1(0, c_2) = 0\). Since \(g_1\) is always non-negative, then \(\lambda_1 = 0\) so our claim follows.

The linear independence of \(g_1, g_2\) implies that level sets of these functions may not coincide. □

We stress that we leave out from our period considerations all the integer multiples of \(2\pi\). We notice that if the period \(L\) grows so does the set of periodic solutions, however it remains finite. We stress that if \(L < L_0\), then the only steady state is the trivial one.

Studying the eigenvalue problem for the linearised operator is of utmost importance for the analysis of the asymptotic behavior of solutions to the evolution problem. Let us suppose that \(u\) is a steady state of \((1.4)\), that is it satisfies

\[
0 = \Delta^2 (\Delta u - (W'(u))), \quad x \in [0, L)
\]

with periodic boundary conditions and zero average. We will also write \(u'\) to make a distinction or \(u^\dagger\) to stress that this equilibrium belongs to family \(E^{\dagger}\).

The linearisation of the right-hand-side (RHS) above is

\[
\mathcal{L}_u \bar{u} = \Delta^2 (\Delta \bar{u} - W''(u) \bar{u})
\]

with period boundary conditions. Occasionally, we will suppress the subscript of \(\mathcal{L}\), when no ambiguity arises or the specific \(u\) is not important.

Of course \((2.15)\) and its solution \(u\) are invariant under the shift operator \(u \mapsto \tau_s u\). Tangential to this action is \(\bar{u} = u_s\), which is therefore an eigenvector of \(\mathcal{L}_u\) with zero eigenvalue. We will prove that this is the only eigenvector. We first treat the case that \(u\) is not trivial. The trivial case is dealt with in Corollary 2.14 below.

Before we give the theorem and its proof, let us note an important fact on the multiplicity of zeros for equilibria.

**Proposition 2.12.** Let us suppose that \(u\) is a non-trivial steady state. The multiplicity of any zero for \(u\) is one; that is, all zeros of \(u\) are simple.

**Proof.** A double zero of \(u\) occurs if the point \((0, 0)\) belongs to the level set of the function \(-p^2 + P_s(u)\). This happens only if \(c_1 = 0\) and \(c_2 = -\frac{1}{4}\). This set of parameters corresponds to the trivial solution \(u \equiv 0\). □

**Theorem 2.13.** Let us suppose that \(W\) is given by \((1.2)\) and \(u\) is a nontrivial solution to \((2.15)\) and \(\mathcal{L}\) is defined in \((2.16)\). Then the only periodic solution, \(w\) with period \(L\) to \(\mathcal{L}_u w = 0\) with zero mean value is a multiple of \(u_s\).
Hence, we reach the conclusion that \( w \) must satisfy the following equation:

\[
\Delta w - W''(u)w = a,
\]

where \( a \) is a constant of integration. Now, we multiply eq. (2.17) by \( u_x \) and we subtract from it the result of differentiation of (2.2) and its multiplication by \( w \). Then, we obtain

\[
u_x \Delta w - \Delta u_x w = au_x \quad \text{or} \quad (u_x w)_x = (w \Delta u)_x + au_x.
\]

(2.18)

Hence, we reach

\[
u_x w_x = w \Delta u + au + b, \quad x \in [0, L),
\]

(2.19)

where \( b \) is another constant of integration. We treat (2.19) as a linear equation for \( w \) with an initial condition at any \( x_0 \in [0, L) \). We require that any solution \( w \) of this equation is periodic with period \( L \) and also that it has zero mean.

By the shift invariance, we may without loss of generality assume that \( u(x_0) = 0 \) and \( x_0 = 0 \). Then, the usual variation of parameters technique yields

\[
w(x) = u_x(x) \int_0^x \frac{au(s) + b}{u^2_x(s)} \, ds + du_x(x),
\]

(2.20)

where \( d \) is a constant of integration. We note that due to (2.3) we have \( u_x(0) \neq 0 \), so the integral is well defined at least near \( x = 0 \). Obviously, the integrand is not integrable near any \( x = x_0 \), where \( u_x \) vanishes.

For the moment we take (2.20) on an interval containing zero. In order to proceed we fix \( u \) by requiring (in addition to \( u(0) = 0 \)) that \( u \) attains its minimum \( u_m \) at \( x_m < 0 \) and maximum \( u_M \) at \( x_M > 0 \). Moreover, on intervals \((x_m, 0)\) and \((0, x_M)\) the function \( u \) is monotone. Using the reflection technique mentioned in Remark 2.3 we extend \( u \) to the real line.

Note that for \( x \in [x_m, x_M] \) the product

\[
u_x(x) \int_0^x \frac{au(s) + b}{u^2_x(s)} \, ds =: w_0(x)
\]

is uniformly bounded. Indeed, if \( x \neq x_m \) or \( x_M \) then \( u_x \) is bounded away from zero. Let \( x^k < x_M \) be a monotone sequence \( x^k \to x_M \). Note that simplicity of the zeros of \( u \) (see Proposition 2.12) implies that \( u_x(x^k)^2/(x_M-x^k)^2 \) converges to a positive constant as \( k \to \infty \). Therefore, for sufficiently large \( k \) and \( x \in (x^k, x_M) \) we have

\[
|w_0(x)| \leq |u_x(x)| \left| \int_0^x \frac{au(s) + b}{u^2_x(s)} \, ds \right| + |u_x(x)| \left| \int_{x^k}^x \frac{C_0}{(s-x^k)^2} \, ds \right| \leq C_1 |u_x(x)| + C_1 \frac{|u_x(x)|}{|x-x^k|} \leq K.
\]

The above estimate shows that \( w_0(x_M) \) is also bounded. The estimate for \( w_0(x_m) \) proceeds similarly.

Our claim will follow once we show that \( w_0 \equiv 0 \). Let us examine \( w_1 \) and \( w_2 \) defined as

\[
w_1(x) = u_x(x) \int_0^x \frac{u(s)}{u^2_x(s)} \, ds, \quad w_2(x) = u_x(x) \int_0^x \frac{1}{u^2_x(s)} \, ds.
\]

Recall that \( u \) has been constructed using the reflection technique. This implies that \( w_1 \) is non-negative for all \( x \in [x_m, x_M] \); but then, it may not be a solution, because \( w_1 \) would then be required to have zero average.

So, we must have \( a = 0 \). Then, we see from (2.19) that

\[
\frac{w_2}{u_x}_x u^2_x = b.
\]

The left-hand-side (LHS) of this formula must vanish somewhere, and is periodic, so it must not have constant sign. But the RHS does have constant sign (or vanishes if \( b = 0 \)). Therefore neither \( w_1 \) nor \( w_2 \) may be present, and so we must have \( w_0 = 0 \) and \( w(x) = du_x(x) \). This completes the proof.\qed
Finally, we deal with the case left out in Theorem 2.13.

Corollary 2.14. (a) If \( L = 2k\pi \), then kernel of the linearisation, \( L_{u^0} \), around a trivial solution \( u^0 \) is two-dimensional.
(b) If \( L < L_0 \), then the kernel of \( L_{u^0} \) is trivial.

Proof. We note that for the trivial steady state we must analyse
\[
\Delta w + w = a.
\]
We see immediately that the condition \( \int_{0}^{L} w \, dx = 0 \) implies that \( a = 0 \). The solution space to this equation is contained in
\[
\{ a \sin(x + \beta) : \alpha, \beta \in \mathbb{R} \}.
\]
If \( L = 2k\pi \) for some \( k \in \mathbb{N} \), the kernel is this entire two-dimensional space and so (a) follows. Otherwise, i.e. if if \( L \neq 2k\pi \), the kernel is trivial, which shows part (b).

We shall now study the spectrum of the linearised operator in more detail. We note that even for \( \delta = 0 \) the linearised operator \( L_{u^*} \), where \( u^* \) is a steady state, is not self-adjoint. However, inspired by the work of Bates and Fife [1, 2], we expect that the eigenvalue problem for \( L_{u^*} \) is equivalent to an eigenvalue problem for a self-adjoint operator. Before doing so, we recall the form of the inverse Laplacian \( \Delta^{-1} : H^2 \rightarrow H^2_{\text{per}} \) as
\[
\Delta^{-1} f(x) = \int_{0}^{L} K(x, y) f(y) \, dy,
\]
where
\[
K(x, y) = (x - y)^2 + \frac{(y - L) x + y (y - 1)}{2L}.
\]
and \( a_* \) denotes \( \max(a, 0) \).

The explicit form of the kernel \( K \) permits us to make the following observation.

Corollary 2.15. If \( f \in H^k_{\text{per}} \), where \( k \geq 0 \), then \( \Delta^{-1} f \in H^{k+2}_{\text{per}} \). Here, \( H^0_{\text{per}} \) denotes \( L^2 \).

We additionally remark that a similar formula for the operator \( \Delta_D : D(\Delta_D) \rightarrow L^2(\mathbb{T}) \), where \( D(\Delta_D) = L^2_{\text{per}} \cap H^1(0, T) \), and \( \Delta_D u = u_{xx} \) also holds. We leave the detail to the interested reader.

We are going to discuss the spectral properties of \( L \), the operator defined in (2.16), at a steady state \( u^* \). We will consider \( L \) with a natural domain \( D(L) = H^1_{\text{per}} \). We denote by \( L_0 \) the operator \( L \) restricted to a smaller domain, namely
\[
L_0 h = \Delta h \quad \text{for} \quad h \in D(L_0) = H^1_{\text{per}} \cap H^2_0(0, L).
\]

In order to state our results we introduce another pair of operators, \( M, M_0 \) with domains
\[
D(M) = H^1_{\text{per}}, \quad \text{and} \quad D(M_0) = \{ h \in H^1_{\text{per}} : \Delta h(0) = 0 = \Delta h(L) \},
\]
and given by
\[
M_0 h = \Delta(\Delta_D \Delta h - \Delta_D (q \Delta h)) \quad \text{and} \quad M h = \Delta(\Delta^2 h - \Delta(q \Delta h)).
\]

We now establish the following result.

Proposition 2.16. (a) Let us suppose that \( \lambda \in \mathbb{C} \). Then, \( f \in L^2 \) and \( w \in H^1_{\text{per}} \) satisfy
\[
L_0 w - \lambda w = f
\]
if and only if
\[
M_0 \Delta^{-1} w - \lambda \Delta^{-1} w = \Delta^{-1} f
\]
holds.
(b) The operator \( M_0 \) is self-adjoint, so \( \sigma(L_0) = \sigma(M_0) \subset \mathbb{R} \) and the spectrum is discrete; moreover, if \( L \) does not belong to the exceptional set defined in Theorem 2.9 then the zero eigenvalue of \( L_0 \) is simple.
(c) Statements (a) and (b) above are valid for \( M \) in place of \( M_0 \).
Proof. In the notation we use here, we have \( L_0 w = \Delta M_0 \Delta^{-1} w \). Therefore

\[
f = L_0 w - \lambda w = \Delta M_0 \Delta^{-1} w - \lambda w,
\]

and so

\[
M_0 \Delta^{-1} w - \lambda \Delta^{-1} w = \Delta^{-1} f.
\]

Part (a) of our claim follows.

We notice that

\[
\mathcal{L}_0 u = \Delta M \Delta^{-1} u
\]

for all \( u \in D(\mathcal{L}_0) \). Importantly, note that for \( u \in D(\mathcal{L}_0) \) we have \( \Delta^{-1} u \in D(M_0) \).

Now, we will show that \( M_0 \) is self-adjoint on \( L^2 \). The domain \( D(M_0) \) is dense in \( L^2 \). Indeed, let \( u_n \to v \) in \( L^2 \), where \( u_n \) are smooth functions. We may modify this sequence, \( \bar{u}_n \), so that \( \bar{u}_n \in D(M_0) \). Namely, we set

\[
v''_n(x) = \eta_n(x) u''_n,
\]

where \( \eta_n \) are smooth cut-off functions converging a.e. to 1. We set

\[
w_n(x) = \int_0^x \int_0^t v''_n(t) dt ds
\]

and

\[
\bar{u}_n(x) = w_n(x) - \frac{1}{L} \int_0^L w_n(s) ds \in D(M_0).
\]

Thus, we conclude that \( \bar{u}_n \to v \) in the \( L^2 \)-norm.

It is straightforward to see that \( M_0 \) is symmetric, because we can easily perform integration by parts (the boundary terms drop out due to the periodicity).

We also notice that \( M_0 \) is closed. Let \( u_n \in D(M_0) \) converge to \( u \) and \( M u_n \to f \) in \( L^2 \). Then, we may apply \( \Delta^{-1} : L^2 \to H^2_{per} \) to the sequence \( M u_n \) to obtain

\[
\Delta \Delta u_n - W''(u) \Delta u_n \to \Delta^{-1} f.
\]

Thus, the limit \( u \) satisfies

\[
\Delta \Delta u = \Delta^{-1} f + W''(u) \Delta u.
\]

The RHS belongs to \( H^{-2} \), because \( W''(u) \Delta u \) is a well-defined functional over \( H^2 \) due to the boundedness and regularity of \( u \). Since \( \Delta \Delta u \in H^{-2} \) we deduce that \( u \in H^2_{per} \). On the way we use the unique solvability of \( \Delta v = g \) with Dirichlet boundary conditions. Such a solution need not have zero average, but we solve one more eq. \( \Delta v = v \) with the restriction of the zero mean. This is done uniquely. The conclusion that \( u \in H^2_{per} \) permits us to apply the bootstrap argument yielding that \( u \in D(M_0) \). Thus, \( M_0 \) is closed.

In order to establish that \( M_0 \) is self-adjoint it suffices to check that the deficiency indices of \( M_0 \) are equal to zero, see [23, Thm. 7.1.10]. This means that we have to show that

\[
\dim (\text{Rg}(M_0 \pm iI))^\perp = 0.
\]

Suppose that \( f \in (\text{Rg}(M_0 \pm iI))^\perp \). Since \( f \in L^2 \) due to density of \( D(M_0) \) there is a sequence \( v_n \in D(M_0) \) converging to \( f \) in \( H \). Then,

\[
0 = \langle M v_n \pm i v_n, v_n \rangle = \int \Delta^2 v_n \bar{v}_n - \Delta(W''(u) \Delta v_n) \bar{v}_n \pm i |v_n|^2.
\]

The real and imaginary parts must be equal to zero, in particular \( \int |v_n|^2 dx = 0 \). Hence \( f = 0 \) and we conclude that \( M_0 \) is self-adjoint.

Now, we see that \( L^2 = \text{Rg}(M_0) \oplus \ker M_0 = \text{Rg} M_0 \), because \( \ker M_0 = \{0\} \). Since \( \text{Rg} M_0 = L^2 \), the equivalence of \( \mathcal{L}_0 \) and \( M_0 \) implies that \( \text{Rg} \mathcal{L}_0 = L^2 \), as desired.

Since \( \mathcal{L}_0 \) is defined everywhere on \( H^2_{per} \cap H^0(0,L) \) with trivial kernel and onto \( L^2 \) we deduce that the inverse of \( \mathcal{L}_0 \) is a continuous operator.

The fact that zero is a simple eigenvalue of \( \mathcal{L}_0 \) follows from Theorem [2.13]

Part (c) follows immediately from (a) and (b). \( \square \)
We showed in Corollary 2.9 that there is a finite number of families of solutions to (2.1). We can identify a specific family with any of its members, since the orbit of the shift operator \( \{ \tau_s u \}_{s \in [0, L)} \) is the entire family. Therefore we can choose \( n \) canonical solutions to \( \{ u^{(i)} \}_{i=1}^n \) such that the entire solution space is generated by the action of the shift operator applied to \( \{ u^{(i)} \}_{i=1}^n \).

2.2 Analysis of equilibria for positive \( \delta \)

We wish to prove that solutions of

\[
\frac{\delta}{2} (u^2)_x + \Delta^2 (\Delta u - W'(u)) = 0 \tag{2.24}
\]

form smooth curves parametrised by \( \delta \). For this purpose we wish to use the Implicit Function Theorem applied to the LHS above. However, we know that \( \mathcal{L}_{u^*} \), i.e. the linearisation of the LHS of (2.24) at a steady state \( u^* \) for \( \delta = 0 \) has a nontrivial kernel. In order to resolve this issue we will restrict the domain of the linearisation. For this purpose we introduce

\[
X = \{ u \in H^6_{\text{per}} : u(0) = u(L) = 0 \}
\]

and we define the mapping

\[
G : (-1, 1) \times X \rightarrow L^2
\]

by the following formula

\[
G(\delta, u) = \delta uu_x + \Delta^2 (\Delta u - W'(u)),
\]

where as noted earlier \( \Delta_D \) denotes the Laplace operator with the domain \( \Delta_D \cap H^2_{0}(0, L) \). We have to study the differentiability properties of \( G \) on the space \( X \) endowed with the norm of \( H^6_{\text{per}} \). Here are our observations.

**Lemma 2.17.** Let us suppose that \( F : \mathbb{R} \rightarrow \mathbb{R} \) is smooth and \( g \in H^k_{\text{per}}(\mathbb{T}) \), \( k \geq 1 \), then \( F(g) \in H^1(\mathbb{T}) \).

**Proof.** The argument is based on the observation that \( H^1(\mathbb{T}) \) is embedded into \( L^2(\mathbb{T}) \). The details are left to the reader. \( \square \)

**Lemma 2.18.** If \( f, g \in H^k_{\text{per}} \), \( k \geq 1 \), then for \( 0 \leq i < k \) we have

\[
\| (fg)_x^{(i)} \| \leq C \| f \|_{H^k_{\text{per}}} \| g \|_{H^k_{\text{per}}}. \tag{2.26}
\]

**Proof.** We proceed by induction with respect to \( i \). If \( i = 0 \) our claim follows from the Poincaré inequality. Let us suppose now that (2.26) holds for \( i \geq 0 \). Then, we notice that

\[
\| (fg)_x^{(i+1)} \| \leq \| (f g)_x^{(i)} \| + \| (f g)_x^{(i)} \|.
\]

Now, we apply the inductive assumption to the RHS above for \( i < k \). Thus,

\[
\| (fg)_x^{(i+1)} \| \leq C \| f \|_{H^{i+1}_{\text{per}}} \| g \|_{H^{i+1}_{\text{per}}} \leq C \| f \|_{H^{i}_{\text{per}}} \| g \|_{H^{i}_{\text{per}}} \leq C \| f \|_{H^{i}_{\text{per}}} \| g \|_{H^{i}_{\text{per}}}.
\]

We need one more observation.

**Lemma 2.19.** Let us suppose that \( F : H^k_{\text{per}} \rightarrow L^2 \) is given by

\[
F(u) = (u^{(i)}_x)_k,
\]

where \( i < k \). Then,

\[
DF(u)h = I(u^{(i-1)}_x h)_k.
\]
Proof. We notice that
\[(u + h)' - u' = h \sum_{j=0}^{l-1} (u + h)'u^{l-1-j} = lh u^{l-1} + h^2 \sum_{j=2}^{l} \binom{l}{j} h^{l-2} u^{l-j}.
\]
Now, Lemmata 2.17 and 2.18 imply that
\[E_{\delta} \text{ corresponds to } E_{\delta} \]
implies that the equilibrium sets
\[E_{\delta} \]
Moreover, this is a continuous linear operator.
\[□\]

We want to show that after fixing \(u^* \in E_{\delta} \) eq. (2.24) for small positive \(\delta\) has a solution not belonging to \(E_{\delta} \). Our subsequent analysis is founded on our results for the case of \(\delta = 0\) obtained in §2.1.

**Lemma 2.20.** Let us suppose \(u^* \) is one of the nontrivial solutions constructed in Theorem 2.8. If \(G\) is defined in (2.25), then:
(a) \(G\) is a \(C^1\) mapping;
(b) \(\ker D_2G(0,u) = \{0\}\);
(c) \(D_2G(0,u) : X \to L^2\) is a linear isomorphism.

**Proof.** By Lemma 2.19 \(D_2G(\delta, u) : X \to L^2\) has the following form:
\[D_2G(\delta, u)h = \delta(uh)_x + \Delta^3 h + \Delta^2(W''(u))h).\]

We recall that \(G\) is linear with respect to \(\delta\) hence \(D_1G\) exists. Moreover, Lemma 2.19 yields continuity of \(D_2G\).

In order to prove part (b) we recall that by Theorem 2.13 any element of the kernel, \(w\), must be of the form \(w = ci u_x\). Since all zeros of the non-trivial steady states of (1.4) are simple, see Proposition 2.12 we infer that \(w\) does not belong to \(X\) unless \(w = 0\).

For a proof of part (c) we notice that \(D_2G(0,u) = L_0\), where \(L_0\) is defined in (2.22), and we have to address the question of solvability of \(L_0h = f\) in \(X\) for any \(f \in L^2\). For this purpose we recall Proposition 2.16 which guarantees that \(L_0\) has a trivial kernel in \(X\) and its image is \(L^2\). Thus, we deduce that the inverse of \(L_0\) is a continuous operator.

After these preparations we may show that for all small \(\delta > 0\) there are \(n\) families of steady states \(\{u^{\delta_i}\}_{i=1}^n\) of (1.4), analogous to the situation for \(\delta = 0\). The theorem below introduces a constraint on \(\delta\) coming from an application of the Implicit Function Theorem. This is notable as it is one of the very few times that we are required to restricted the magnitude of \(\delta\).

**Theorem 2.21.** Let us suppose that \(u^* \) is representative of a non-trivial steady state constructed in Theorem 2.8 belonging to \(X\), when \(L \in [L_0, \infty)\setminus E\). Then, there exists a \(\delta_0 > 0\) such that for \(|\delta| < \delta_0\) there is a \(C^1\) map \(\delta \mapsto u^{\delta} \in X\) such that \(G(\delta, u^{\delta}) = 0\). Moreover, we have the estimate
\[\|u^{\delta_i} - u'|_X \leq C\delta.\] (2.27)

**Proof.** Applying the implicit function theorem from Nirenberg [18, Theorem 2.7.2] (note that we checked in Lemma 2.20 that \(D_2G\) satisfies the assumptions of [18, Theorem 2.7.2]), we find a \(C^1\) function \((-\delta_0, \delta_0) \ni \delta \mapsto u^{\delta} \in X\), such that \(H(\delta, u^{\delta}) = 0\). In particular, (2.27) follows.

We may now introduce families of the steady states of (2.24),
\[E^{\delta,0} = \{0\}, \quad E^{\delta,1} = \{\tau_i u^{\delta_i}\}_{i \in [0,1]}, \ldots, \quad E^{\delta,n} = \{\tau_i u^{\delta_i}\}_{i \in [0,1]},\]
corresponding to \(E^{0,0}, \ldots, E^{0,n}\) introduced earlier.

We record below a fact that will be needed in Section 5. Namely, the estimate (2.27) in Theorem 2.21 implies that the equilibrium sets \(E^{\delta,0}\) converge to \(E^{0,0}\) as \(\delta \to 0\), that is:
Corollary 2.22. Let $E^{0,\delta}$ be an equilibrium set for (1.4) with $\delta = 0$. The symbol $E^{\delta,\delta}$ for $\delta > 0$ denotes the family of steady states constructed in Theorem 2.21. Then,

$$\lim_{\delta \to 0} \text{dist}_H(E^{\delta,\delta}, E^{0,\delta}) = 0,$$

where $\text{dist}_H$ denotes the Hausdorff distance in the metric of the ambient space $H^6_{\text{per}}$.

If $u'$ is a solution to (2.24), then the linearisation of the LHS of this eq. is denoted by $L^0_{u'}$ and the superscript $\delta$ will be never suppressed to distinguish between $L^0_{u'}$ and $L^\delta_{u'} = L^0_{u'}$. Let us also note that $L^0_u h = \delta(u'h)_x + L_u h$ for $h \in H^6_{\text{per}}$. When we want to stress that $u'$ is in the family $E^{\delta,\delta}$, then we write $L^\delta_{u'}$.

By definition of the families $E^{\delta,\delta}$, any two of its members $u^{\delta_1}_1$ and $u^{\delta_2}_2$ are related by a shift, i.e., there exists an $s \in [0, L)$ such that

$$u^{\delta_2}_2(x) = \tau_s u^{\delta_1}_1(x).$$

Therefore, for the operators $L^{\delta_1}_{u^{\delta_1}_1}$, $L^{\delta_2}_{u^{\delta_2}_2}$, we have

$$L^{\delta_2}_{u^{\delta_2}_2} w = L^{\delta_1}_{u^{\delta_1}_1} \tau_{s} w = \left(\tau_{s} L^{\delta_1}_{u^{\delta_1}_1}\right) w.$$

In this way, we may think of the family of linearisations around a given family generated by the action of the shift operator on a given member $u^{\delta_1}$ as being itself also generated by the action of the shift operator on the linearisation $L^{\delta_1}_{u^{\delta_1}}$ of the representative.

In our further analysis we will need information about the kernel of $L^0_i$. We notice that the projections onto the eigenspaces of $L^0_i$ depend continuously on $\delta$. In particular, [8] Ch. IV, Theorem 3.16] implies the following fact, which notably brings a second restriction on the size of $\delta$.

Lemma 2.23. There exists a $\delta_1 \in (0, \delta_0]$ such that for $|\delta| < \delta_1$ and $L \in [L_0, \infty) \setminus E$, the zero-eigenspace for $L^0_i$ corresponding to the steady states $E^{\delta,\delta}$, for all $i = 1, \ldots, n$, has dimension one. The zero-eigenspace for $L^0_i$ has dimension zero.

Proof. First, let us assume that $\delta_1 \leq \delta_0$ where $\delta_0$ is as in Theorem 2.21. Then, using Theorem 2.21, the map $\delta \mapsto u^{\delta,\delta} \in X$ is continuous for each $i$. We analyse only the case $i > 0$. We aim now to prove that the difference $L^0_i - L^0_0 = A$ is a relatively bounded bounded operator (with respect to $L^0_0$). That is:

$$\|Aw\| \leq a\|w\| + b\|L^0_0 w\|, \quad (2.28)$$

where $\|\cdot\|$ is the $L^2$ norm. We find

$$Aw = \Delta^2((W''(u^{i,0}) - W''(u^{i,\delta}))w) + \delta(u^{i,0}w_x + wu^{i,\delta}) = 3\Delta^2((u^{i,0})^2 - (u^{i,\delta})^2)w) + 3\Delta^2(u^{i,0}w_x + wu^{i,\delta}).$$

Of course, we can find $a$ and $b$ depending on $u^{i,0}$, $u^{i,\delta}$, $\delta$ and $L$ such that

$$\|Aw\| \leq a\|w\| + b\|\Delta^2 w\| \leq a\|w\| + b\|L^0_0 w\|.$$

Moreover, due to (2.27) we may can deduce that the dependence of $a$ and $b$ on $\delta$ is linear; that is,

$$\|Aw\| \leq C\delta(\|w\| + \|L^0_0 w\|), \quad (2.29)$$

where now $C$ depends only on $u^{i,0}$, $u^{i,\delta}$, and $L$. We wish to apply [8] Ch. IV, Theorem 3.16, to conclude that there exists a $\delta > 0$ such that for $|\delta| < \delta$ the kernel of $L^0_i$ is one-dimensional for $u^{i,\delta} \neq 0$ and trivial otherwise.

Due to [8] Ch. IV, Theorem 2.23 (c) it is sufficient to show that, if we fix $\lambda_0$ in the resolvent set $\rho(L^0_i)$ of $L^0_i$, then we have $\lambda_0 \in \rho(L^0_i)$ and

$$\|(L^0_i - \lambda_0)^{-1} - (L^0_i - \lambda_0)^{-1}\| \to 0 \quad \text{as} \quad \delta \to 0. \quad (2.30)$$
Before establishing (2.30) we will show that \( \lambda_0 \in \rho(L^0) \). We note that
\[
L^0 - \lambda_0 = L^0_1 - \lambda_0 + (L^0 - L^0_1) = (\text{Id} + (L^0_1 - L^0)(L^0_1 - \lambda_0)^{-1})(L^0 - \lambda_0).
\]
Now, (2.29) implies that \( \| (L^0_1 - L^0)(L^0_1 - \lambda_0)^{-1} \| < 1 \) for small \( \delta \), so \( \lambda_0 \in \rho(L^0) \) follows.

In order to show (2.30) we write,
\[
(L^0 - \lambda_0)^{-1} = (L^0_1 - \lambda_0 + (L^0 - L^0_1)^{-1} - (L^0 - \lambda_0)^{-1} = (\text{Id} + (L^0 - L^0_1)(L^0_1 - \lambda_0)^{-1} - \text{Id})(L^0 - \lambda_0)^{-1}.
\]
Thus, our claim follows again from (2.29). Taking \( \delta_1 = \min(\delta_0, \delta) \) finishes the proof. \( \square \)

With the help of this Lemma we can show that \( u = 0 \) is an isolated steady state of (1.4) for \( \delta > 0 \).

**Proposition 2.24.** Suppose \( |\delta| < \delta_1 \) and \( L \in [0, \infty) \setminus E \). Then \( u = 0 \) is an isolated solution of
\[
0 = \delta u u_x + \Delta^3 u - \Delta^2 W(u)
\]
in \( H^6_{\text{per}} \).

**Proof.** Let us suppose otherwise. Then there exists a \( v \in H^6_{\text{per}} \) solving (2.31), that is close to \( u = 0 \). Of course, \( v \) is shift invariant, i.e., \( \tau_\alpha v \) is another solution to (2.31). Hence, the argument which we used earlier to analyse (2.15) and (2.16) implies that \( v \) is in the kernel of \( L \), i.e., the linearised operator at \( v \). However, by Lemma (2.23) the linearised operator has trivial kernel for \( |\delta| < \delta_1 \). This contradicts the observation above. \( \square \)

## 3 A reformulation of (1.4)

We would like to recast our problem (1.4) in the framework of abstract theory for analytic semigroups and dynamical systems, which facilitates application of the theory exposed in [3]. The key goal of the present section is to define the function spaces required and study the properties of relevant maps on these spaces.

Our equation (1.4) can be viewed from different perspectives. Here, we will write it as an abstract dynamical system:
\[
\dot{z} + Az = F_0(z), \quad z(0) = z_0.
\]

In our presentation we will follow the theory of Henry [6].

We consider this equation in \( Z_0 = L^2 \) or \( Z_2 = H^2_{\text{per}} \), depending upon our needs. The choice of \( Z_0 \) seems more natural, when presenting the results of [11] and [12] in the unifying framework of analytic semigroup theory. On the other hand, the choice \( Z_2 = H^2_{\text{per}} \) is stipulated by the construction of a global attractor in [10] and the use of the theory exposed in [3], especially in Subsection 5.1.4 of the present paper.

Since we are using an abstract framework, we can develop both cases \( Z_0 \) and \( Z_2 \) simultaneously, at least for some time. We define \( A : D(A) \subset Z_k \to Z_k \) by the following formula:
\[
Az = -\Delta^3 z \quad \text{for } z \in D(A) = H^{6+k}_{\text{per}}(\mathbb{T}) \subset Z_k,
\]
where \( k = 0 \) or \( k = 2 \).

Since the domain \( \mathbb{T} \) is a flat torus, an easy argument based on Fourier series implies:

**Corollary 3.1.** The operator \( A : D(A) \subset Z_k \to Z_k \) is sectorial [3]

Then, following [6], we define \( A^\alpha \), the fractional powers of \( A \). Once we have them, we define \( Z^\alpha_k \), the fractional powers of \( L_k \). They are equal to \( D(A^\alpha) \) equipped with the graph norm. Actually, we can identify them with Sobolev spaces on a torus.

\(^1\text{See [6, §1.3] for a definition.}\)
Lemma 3.2. If $\alpha > 0$, then $Z^\alpha_k = H^\alpha_{per}(\mathbb{T})$.

Proof. The operator $A$ is self-adjoint and the Fourier transform makes it diagonal:
\[
\widehat{(Au)}(\xi) = |\xi|^\alpha \hat{u}(x).
\]
Thus,
\[
\widehat{(A^\alpha u)}(\xi) = |\xi|^{\alpha\alpha} \hat{u}(x).
\]
Since the fractional power $Z^\alpha_k$ is $D(A^\alpha)$ equipped with the graph norm, the above formula implies that $Z^\alpha_k = \dot{H}^{\alpha\alpha}_{per}$.

The nonlinearity appearing in (1.4) is here called $F_\delta$ (see (3.1)). We recall its expression here:
\[
F_\delta(u) = \delta uu - \Delta^2 W'(u).
\]  
We must show that $F_\delta : Z^\alpha_k \rightarrow Z_k$ is well-defined. Here is our first observation:

Lemma 3.3. If $W$ is given by (1.2) and $\alpha \in [5/6, 1)$, then $F_\delta$ defined in (3.3) is of class $C^1$.

Proof. For the given range of $\alpha$ we know that $\dot{H}^{\alpha\alpha}_{per} \subset Z^\alpha_k$. Thus, it is sufficient to establish that $F_\delta : \dot{H}^{\alpha\alpha}_{per} \rightarrow Z_k$ is continuously differentiable. This follows from Lemma 2.19.

The information we gathered on $A$ as well as on the nonlinearity $F_\delta$ prompts us to state the existence of solutions to (1.4). We have:

Proposition 3.4. Suppose that $u_0 \in Z_k$. For any $\delta \in \mathbb{R}$ there exists a unique global solution $u$ to (1.4) such that $u \in C([0, \infty); Z^\alpha_k) \cap C((0, \infty); D(A))$, $u_t \in C((0, \infty); Z_k)$ and the parameter variation formula
\[
u(t) = e^{\lambda t} u_0 + \int_0^t e^{\lambda(t-s)} \left[ \delta u(s) u(s) - \Delta^2 W'(u(s)) \right] ds
\]  
holds. Moreover, $S_\delta u_0 := u(t)$, where $u$ is the solution, is a strongly continuous semigroup.

Proof. Since $A$ is sectorial and $F_\delta$ is (better than) locally Lipschitz continuous, we deduce by [6] Theorem 3.3.3] local-in-time existence and the representation formula (3.4). This argument does not depend upon the sign of $\delta$. Moreover, we obtain explicitly the smoothing effect, that is, if $z_0 \in Z^\alpha_k$, then for any $t > 0$ we have $z(t) \in D(A)$.

This statement for $u_0 \in Z_0$ improves the local-in-time existence of weak solutions obtained in [11] for data in $H^2_{per}$. The global-in-time existence of weak solutions was established in [10], again the sign of $\delta$ is unimportant. Strictly speaking, global existence was obtained for initial data in $Z_2$, however, it holds for any data $u_0 \in Z_0$, because of the regularising effect mentioned in the previous paragraph.

Finally, the construction of [6] Theorem 3.3.3] provides us with a strongly continuous semigroup $S_\delta(t)u_0 := u(t)$ in $Z_0$ or $Z_2$. The fact that $S_\delta$ is strongly continuous in $H^2_{per}$ was showed in [10] Proposition 3. We wish to use [5] Theorem 2.4] to deduce convergence of solutions to (1.4). For this purpose we have to check that the hypotheses of this theorem are satisfied. The crucial one, requiring that (1.4) is a gradient-like system, will be established in the next section by invoking a theorem of Carvalho-Langa-Robinson [3]. Here, we deal with all of the others.

Remark 4.1. We know that for $\delta = 0$ the problem (1.4) is already a gradient flow. As a consequence of the work in this section we will be able to apply [5] Theorem 2.4] to conclude the new result that solutions to (1.4) with $\delta = 0$ converge to a steady state.

To begin with, we recall the result we mentioned above.
Theorem 4.2. [5, Theorem 2.4] Let us consider the problem
\[ \dot{z} = C_1 z + H_1(z), \hspace{0.5cm} z(0) = z_1, \] (4.1)
where
\[ (H.1) \quad -C_1 : D(C_1) \subset Z \to Z \text{ is sectorial and there is an } \alpha > 0 \text{ such that } H_1 : Z^\alpha \to Z \text{ is of class } C^1 \text{ and } D(C_1) = D(C_1 + DH_{z_1}). \]

We assume that for any \( z_1 \in Z^\alpha \) its positive orbit of (4.1) is precompact and the \( \omega \)-limit set \( \omega(z_1) \) consists of equilibria of (4.1). Suppose that for any \( z_0 \in \omega(z_1) \), the semigroup \( T(t) = T_{z_0}(t) \) generated by the linear operator \( C = C_1 + DH_{z_1}(z_0) \) satisfies the hypotheses (H2), (H3) and (H4) below:

(H.2) There is a decomposition \( Z = X \oplus Y_1 \oplus Y_2 \) with associated continuous projection operators \( P_0, P_1, P_2 \), each of which commute with \( T(t) \);

(H.3) The ranges \( X \) and \( Y_2 \) of \( P_0 \) and \( P_2 \) are finite dimensional: \( \dim X = m_0, \dim Y_2 = m_2 \);

(H.4) The spectrum \( \sigma(T(1)) \) can be written as \( \sigma(T(1)) = \sigma_- \cup \sigma_0 \cup \sigma_+ \), where \( \sigma_- = \sigma(T(1))P_1, \sigma_0 = \sigma(T(1))P_0, \sigma_+ = \sigma(T(1))P_2 \) lie inside, on, and outside the unit circle centered at \( 0 \in C \) respectively. Moreover the distance of \( \sigma_- \) to this unit circle is positive.

In addition, \( \sigma_0 \) is either empty or it contains the only point 1, which is a simple eigenvalue of \( T(1) \). Then, there is a unique point \( \varphi = \varphi_{z_1} \) such that \( \omega(z_1) = \{ \varphi \} \).

Initially, we check that the hypotheses of Theorem 4.2 hold for \( (1.4) \) written as (4.1) in the cases \( Z = Z_0 = L^2 \) and and \( Z = Z_2 \equiv H^2_{per} \). The space \( Z_0 \) seems more natural, however, some results will require us to take \( Z = Z_2 \).

We note that in both cases of \( Z \) the norm is smooth, \( C_1 = -A \), with \( D(C_1) = H^0_{per}, H_1(z) = F_0(z) \), where \( A \) is defined in (3.2) and \( F_0 \) is given by (3.3). One reason to keep in mind \( Z = Z_2 = H^2_{per} \) is that the results of [10] are stated using the \( Z_2 \)-topology.

Lemma 4.3 (Hypothesis (H.1)). The operator \( A \) is sectorial on \( Z_k \), and \( F_0 \) is a \( C^1 \) map from \( Z_k^{5/6} \) to \( Z_k \) for \( k = 0, 2 \).

Proof. We have already noted in Section 5 that \( A \) is a sectorial operator. In Lemma 2.19 we showed that \( F_0 \) is indeed a \( C^1 \) map defined on \( Z_k^{5/6} \) with values in \( Z_k \) for \( k = 0, 2 \). This establishes the lemma. □

Lemma 4.4 (Hypotheses (H.2) and (H.3)). There is a decomposition \( Z_k = X \oplus Y_1 \oplus Y_2, k = 0, 2, \) with associated continuous projection operators \( P_0, P_1, P_2 \) that commute with the semigroup generated by the linearisation of (3.1). The ranges \( X \) and \( Y_2 \) of \( P_0 \) and \( P_2 \) are finite-dimensional, with dimension \( m_0 \) and \( m_2 \) respectively.

Proof. Let us use \( \mathcal{L}^0 \) to denote the linearisation of (3.1) at a steady state \( u_0 \). This operator is given by
\[ \mathcal{L}^0 = -A + DF_0(u_0). \] (4.2)

Since \( -\mathcal{L}^0 \) is a compact perturbation of a sectorial operator, it is sectorial as well.

We will call by \( T(t) \) the semigroup generated by \( \mathcal{L}^0 \), that is, \( T(t) = e^{t\mathcal{L}^0} \). We wish to show that the underlying Hilbert space \( Z_k \) decomposes as
\[ Z_k = X \oplus Y_1 \oplus Y_2, \hspace{0.5cm} k = 0, 2, \] (4.3)
where the corresponding continuous projection operators \( P_1, P_0, P_2 \) commute with \( T(1) \).

The operator \( \mathcal{L}^0 : D(\mathcal{L}^0) \subset Z_k \to Z_k \) is bounded above, has a discrete spectrum, and so only has a finite number of eigenvalues with positive real part. Let \( \Gamma_0 \) denote a contour in \( C \) contained in the upper half plane \( \{ z : \Re z > 0 \} \). Let \( \Gamma_0 \) be a contour containing only the eigenvalue zero. Then, we define \( P_2 \) (respectively \( P_0 \)) as the integral of the resolvent \( R(\mathcal{L}^0, \zeta) \) over \( \Gamma_2 \) (respectively \( \Gamma_0 \)), see [8, Ch. 1, formula (5.22)]. We set \( P_1 = \Id - P_0 - P_2 \). It is easy to check that \( P_2 \) is a projection. Moreover, these three projections commute with \( T(1) \) because \( T(t) \) is also defined through a contour integration.

Since each eigenvalue of \( \mathcal{L}^0 \) has a finite multiplicity and \( \Gamma_2 \) contains only a finite number of them we conclude that \( P_2 \) has finite dimensional range \( Y_2 \) and set \( \dim Y_2 = m_2 \). The range of \( P_0 \) is the kernel of \( \mathcal{L}^0 \). We showed in Lemma 2.23 that the kernel is one-dimensional or trivial, so \( m_0 = \dim X \) is zero or one. □
Lemma 4.5 (Hypothesis (H.4)). The spectrum $\sigma(T(1))$ of $T(1)$ can be written as

$$\sigma(T(1)) = \sigma(T(1)P_1) \cup \sigma(T(1)P_0) \cup \sigma(T(1)P_2) = \sigma_- \cup \sigma_0 \cup \sigma_+,$$

where $\sigma_-$ is inside the unit circle with center at 0 in $C$, $\sigma_0$ is on it, and $\sigma_+$ is outside it. Moreover, the distance of $\sigma_-$ to the unit circle is positive, and $\sigma_0$ is either empty or it contains the only point 1, which is a simple eigenvalue of $T(1)$.

Proof. Note that, as $T(1) = e^{\mathcal{L}^0}$, if $\lambda$ is an eigenvalue for $\mathcal{L}^0$ then $e^{\lambda t}$ is an eigenvalue for $T(1)$. Now, since $Y_2$ is a direct sum of eigenspaces corresponding to eigenvalues of $L^0$ with positive real part, $Y_2$ is invariant for $T(1)$ defined by contour integration. Then by the functional calculus the absolute values of all eigenvalues in the spectrum of $T(1)P_2$ are greater than one. By the same token the spectrum of $T(1)P_1$ is inside the unit disc. It is at a positive distance from the unit circle, because the only accumulation point of the eigenvalues is zero.

Since zero, if it is an eigenvalue at all, is a simple, isolated eigenvalue of $L^0$, $X$ is invariant for $T(1)$ and 1 is the eigenvalue of $T(1)$ there. 

After fixing a steady state $u^0_\delta$ we have the corresponding linearisation $\mathcal{L}^0$. Then, we introduce

$$C = P_0 \mathcal{L}^0, \quad \mathcal{B} = (I - P_0) \mathcal{L}^0, \quad \mathcal{B}_1 = P_1 \mathcal{L}^0, \quad \mathcal{B}_2 = P_2 \mathcal{L}^0.$$

Hale-Raugel [5 §2.1] gives us that the equation (1.4) can be written in the following coordinate system:

$$\begin{align*}
\dot{x} &= C x + f(x, y_1, y_2), \\
\dot{y}_1 &= \mathcal{B}_1 y_1 + g_1(x, y_1, y_2), \\
\dot{y}_2 &= \mathcal{B}_2 y_2 + g_2(x, y_1, y_2),
\end{align*}
$$

(4.4)

where $f = P_0(F_\delta - F_\delta(u^0_\delta) - DF_\delta(u^0_\delta))$, $g_1 = P_1(F_\delta - F_\delta(u^0_\delta) - DF_\delta(u^0_\delta))$, and $g_2 = P_2(F_\delta - F_\delta(u^0_\delta) - DF_\delta(u^0_\delta))$. We can draw a conclusion about (4.4) which is of independent interest, when $\delta = 0$. Here it is:

**Corollary 4.6.** Consider (1.4), when $\delta = 0$ and $u_0 \in Z^\delta$, $k = 0, 2$. Then $\omega(u_0) = \{\phi\}$, where $\phi$ is a steady state of (1.4). In other words, all solutions converge to a steady state as $t \to \infty$.

**Proof.** Our claim follows from Theorem 4.2. Indeed, assumptions (H.1)–(H.4) have been already checked. Theorem 4.2 stipulates that $u_0 \in Z^\delta$, but the flow of (1.4) is regularising, so even if $u_0 \in Z$, then for any $t > 0$ we have $u(t_0) \in Z^\delta$. Moreover, $\omega(u_0) = \omega(u(t_0))$.

We have to check that $\omega(u(t_0))$ consists of the steady states. However, this follows immediately from the fact that $F$ defined in (1.6) is a Lyapunov functional. 

**Remark 4.7.** We note that a result corresponding to Corollary 4.6 can also be deduced in two dimensions. We cannot apply the Hale-Raugel theory, because the kernel of the linearisation at a steady state is at least two dimensional. We may, however, use the ideas of Lasieczewicz, see [15] §4, [16] §IV.9. This program was completed for the classical Cahn-Hilliard equation in [21]. Here, an adjustment of the argument in [21] is required.

## 5 A convergence result

Here, we prove our main result, Theorem 4.1. This will confirm the numerical observations that were made in [10]. We will prove this in a number of steps delineated below. Our analysis is for $L \in (0, \infty) \setminus E$, where the exceptional set $E$ is as in Theorem 2.8, in particular $E$ has zero Lebesgue measure. We have no tool to address $L \in E$: for $2k\pi \in E$, $k \in N$, $k > 0$, we may say that the argument presented here is not applicable, because the linearised operator $L_0$ at $u = 0$ has a two-dimensional kernel.

The case $L \in (0, L_0)$ is also special, because the zero solution is the only steady state.

We use the stability of gradient flows under small perturbations by [5]. Although the notion of gradient flow in [5] is weak, it is strong enough to allow us to apply the Hale-Raugel convergence result. Below we check that [5] Theorem 5.26 applies. We recall here the notions used in [5]. The first one is that of the global compact attractor.
Definition 5.1. ([3] Definition 1.5)
A set $A \subset Z$ is the global attractor for a semigroup $S(\cdot): Z \to Z$ if
(i) $A$ is compact;
(ii) $A$ is invariant;
(iii) $A$ attracts each bounded subset of $Z$.

We also have to explain what we mean by a gradient flow here.

Definition 5.2. ([3] Definition 5.3, Definition 5.4, Theorem 5.5) We say that a semigroup $S$ with a global attractor $A$ is a gradient flow with respect to the family $S = \{E^0, \ldots, E^k\}$ of invariant sets provided that:
1) For any global (eternal) solution $\xi: \mathbb{R} \to Z$ taking values in $A$, there exist $i, j \in \{0, \ldots, k\}$ such that
$$
\lim_{t \to -\infty} \text{dist}(\xi(t), E^i) = 0 \quad \text{and} \quad \lim_{t \to \infty} \text{dist}(\xi(t), E^j) = 0.
$$
2) The collection $S$ contains no homoclinic structures.

We will see at the end of this section that in the case of problem (1.4) this notion is stronger than that used in [5]. We recall that Hale-Raugel require only that the omega-limit set consists only of steady states. Thus, provided we can prove that (1.4) is a gradient flow in the sense of Definition 5.2, the results of [5] are applicable to (1.4).

5.1 Stability of the gradient flow (1.4) at $\delta = 0$

Let us recall:

Theorem 5.3. ([3] Theorem 5.26]: Stability of gradient semigroups). Let $S_0(\cdot)$ be a semigroup on a Banach space $Z$ that has a global attractor $A_0$ and that is a gradient flow with respect to the finite collection $S^0$ of isolated invariant sets $\{E^{0,0}, E^{0,1}, \ldots, E^{0,k}\}$. Assume that:
(a) for each $\delta \in (0, 1]$, $S_\delta(\cdot)$ is a semigroup on $Z$ with a global attractor $A_\delta$;
(b) $\{S_\delta(\cdot)\}_{\delta \in (0, 1]}$ is collectively asymptotically compact and $\bigcup_{\delta \in (0, 1]} A_\delta$ is bounded;
(c) $S_\delta(\cdot)$ converges to $S_0(\cdot)$, in the sense that
$$
d(S_\delta(t)u, S_0(t)u) \to 0 \quad \text{as} \quad \delta \to 0
$$
uniformly for $u$ in compact subsets of $Z$; and
(d) for $\delta \in (0, 1]$, $A_\delta$ contains a finite collection of isolated invariant sets $S^\delta = \{E^{\delta,0}, E^{\delta,1}, \ldots, E^{\delta,k}\}$ such that
$$
\lim_{\delta \to 0} \text{dist}(E^{\delta,j}, \bigcup_{0 \leq i \leq k} E^{0,i}) = 0
$$
and there exist $\eta > 0$ and $\delta_1 \in (0, 1)$ such that for all $\delta \in (0, \delta_1)$, if $\xi_\delta: \mathbb{R} \to A_\delta$ is a global (or eternal) solution, then
$$
\sup_{t \in \mathbb{R}} \text{dist}(\xi_\delta(t), E^{\delta,j}) \leq \eta \quad \Rightarrow \quad \xi_\delta(t) \in E^{\delta,j} \text{ for all } t \in \mathbb{R}.
$$

Then, there exists a $\delta_2 \in (0, \delta_1)$ such that, for all $\delta \in (0, \delta_2)$, $S_\delta(\cdot)$ is a gradient semigroup with respect to $S^\delta$. In particular
$$
A_\delta = \bigcup_{i=1}^k W^u(E^{\delta,i}).
$$

We now verify each of the parts (a)–(d) of Theorem 5.3. At this point, we are forced to choose $Z = Z_2$ and the family of semigroups $S_\delta(\cdot): Z_2 \to Z_2$ defined in [10]. It turns out that this topology is suitable to prove part (d).

We have to put together results from different sources, while taking care that we are consistently using the metric of the Theorem above.
5.1.1 Part (a) of Theorem 5.3
In [10], the authors proved the existence of a global compact attractor \( \mathcal{A}_0 \) for each \( \delta > 0 \) for the semigroup \( S_\delta(\cdot) \) acting on \( Z = Z_2 \equiv H^2_{\text{per}} \). This is sufficient for our purposes. We remark that with a slight effort one could show that \( \mathcal{A}_0 \) is also an attractor for the semigroup considered on \( Z_0 \). Since we do not use this result, we are omitting the details.

5.1.2 Part (b) of Theorem 5.3
Here, we have to check that the strongly continuous semigroups \( S_\delta(\cdot) \) on \( Z_2 \) associated to (1.4) are collectively asymptotically compact.

**Proposition 5.4.** The family of semigroups \( S_\delta(\cdot) \) is collectively asymptotically compact, that is: Let \( \{ t_n \} \) be a sequence such that \( t_n \to \infty \) and let \( x_n \in Z_2 \) as well as \( S_{\delta_n}(t_n)x_n \) be bounded. Then, \( S_{\delta_n}(t_n)x_n \) contains a convergent subsequence.

**Proof.** We shall see that the assumption of the boundedness of \( S_{\delta_n}(t_n)x_n \) is redundant. In the course of the proof of [10] Theorem 10 it was shown that if \( u_0 \in Z_2 \), then

\[
\frac{d}{dt} E_1 + \epsilon E_1 \leq C_6,
\]

where

\[
E_1(u) = \int_T W(u) \, dx + \frac{1}{2} \| u_t \|^2 + 2C_1 \| (-\Delta)^{-1} u \|^2
\]

and \( C_6 = C_6(L, E_1(0)), C_1 = \delta^2 C_0 \), where \( C_0 \) is a universal constant, and \( \epsilon \) is small.

The estimate (5.1) implies that for \( u_n(t) = S_{\delta_n}(t)x_n \) we have

\[
\int_T W(u_n(t)) \, dx + \frac{1}{2} \| u_n(t) \|^2 \leq E_1(u_n(t)) \leq \frac{C_6}{\epsilon} \quad \text{for all } t \geq 0.
\]

This in turn yields

\[
\| u_n(t) \|_{H^2_{\text{per}}} \leq \frac{C_6}{\epsilon} \quad \text{for all } t \geq 0.
\]

We stress that this estimate is uniform in \( \delta \in (0, 1) \) and in \( n \in \mathbb{N} \) due to the uniform boundedness of \( x_n \) in \( Z_2 \).

We notice that if we set \( \psi_n = \Delta^{-2}\frac{\psi}{2}(\psi_n^2) - W'(u_n) \), then (5.3) implies that

\[
\| \psi_n(t) \|_{L^2} \leq C_1 \quad t \geq 0.
\]

Now, we are going to use repetitively the constant variation formula (5.4). If we combine (5.4) with (3.4), then we see

\[
\| u_n(t) \|_{H^2_{\text{per}}} \leq M e^{-\lambda t} \| x_n \|_{L^2} + \int_0^t M e^{-\lambda(t-s)} \| \psi_n(s) \|_{L^2} \, ds \leq C_2, \quad t \geq 0,
\]

where \( C_2 \) is a universal constant. In other words, we deduced a uniform boundedness of \( S_{\delta_n}(t_n)x_n \) in \( Z_2 \).

We are interested in estimating the integral term in (5.4) in \( H^2_{\text{per}} \). Due to (5.5) we see that

\[
\| u_n(t_n) - e^{\lambda t_n} x_n \|_{H^2_{\text{per}}} \leq \int_0^{t_n} M e^{-\lambda(t-s)} \| \psi_n(s) \|_{L^2} \, ds \leq C_3.
\]

The estimate above shows that we can select a convergent in \( Z_2 \) subsequence of \( u_n(t_n) - e^{\lambda t_n} x_n \). In addition, \( e^{\lambda t_n} x_n \) goes to zero in \( Z_2 \). Our claim follows. \( \square \)

**Remark 5.5.** We notice that (5.5) shows that if the initial condition is in \( Z_2 \) and \( u \) is the corresponding solution, then the norm \( \| u(t) \|_{Z_2} \) is bounded in terms of \( \| u_0 \|_{Z_2} \).
5.1.3 Part (c) of Theorem 5.3

We have to show that $S_\delta(\cdot)$ converges to $S_0(\cdot)$, as $\delta \to 0$ in the sense of Theorem 5.3. We recall that existence of the semigroups $S_\delta(\cdot)$, $\delta \in \mathbb{R}$ is stated in Proposition 5.4. Indeed, we have

\textbf{Lemma 5.6.} Let us suppose that $K \subset Z_2$ is compact. Then for each $t \geq 0$

$$\lim_{\delta \to 0} \text{dist}_{Z_2} (S_\delta(t)u_0, S_0(t)u_0) = 0$$

uniformly for $u_0 \in K$.

\textbf{Proof.} For a fixed $u_0 \in K$, set $u = S_\delta(\cdot)u_0$ and $v = S_0(\cdot)u_0$. We establish it in a few steps.

\textbf{Step 1.} The following estimate is valid for any $t > 0$:

$$\|(-\Delta)^{-1}(u-v)\|_{L_2}^2(t) \leq C\delta. \quad (5.6)$$

Given (5.6), the result will follow because we have already established uniform estimates on $\|\Delta u\|_{L_2}$ and $\|\Delta v\|_{L_2}$, established in the course of proof of Proposition 5.4. Indeed, set $w = u - v$ and we notice

$$\|u - v\|_{L_2}^2(t) = \int_0^t \omega \omega dx = \int_0^t w(-\Delta)(-\Delta)^{-1}w dx = \int_0^t (-\Delta)w(-\Delta)^{-1}w dx$$

$$\leq \|\Delta(u - v)\|_{L_2}(t)(-\Delta)^{-1}(u-v)\|_{L_2(t)}.$$

Hence,

$$\lim_{\delta \to 0} \|u - v\|_{L_2(t)} = 0,$$

provided that (5.6) holds.

We observe that $w$ satisfies

$$w_t = \Delta^3 w - \Delta^2 (w(u^2 + uv + v^2) - w) + \delta(u^2)x. \quad (5.8)$$

Testing this equation with $(\Delta)^{-2}w$ and integrating, we find

$$\frac{1}{2} \frac{d}{dt} \|(-\Delta)^{-1}w\|_{L_2}^2(t) = \langle (\Delta)^{-2}w, \Delta \Delta w - \Delta^2 (w(u^2 + uv + v^2) - w) + \delta(u^2)x \rangle$$

$$= \langle \Delta w, \Delta w \rangle + \|w\|_{L_2}^2 - \langle w, w(u^2 + uv + v^2) \rangle + \delta((-\Delta)^{-2}w, (u^2)x).$$

Note that $u^2 + uv + v^2 \geq \frac{u^2 + v^2}{2} > 0$, so we set $\phi = \sqrt{u^2 + uv + v^2} > 0$. Then

$$\frac{1}{2} \frac{d}{dt} \|(-\Delta)^{-1}w\|_{L_2}^2(t) + \|w\|_{L_2}^2 + \|w\|_{L_2}^2 = \|w\|_{L_2}^2 + \delta((-\Delta)^{-2}w, (u^2)x). \quad (5.9)$$

The first term on the RHS needs to be dealt with.

We obtain another energy estimate by multiplying (5.8) with $(\Delta)^{-3}w$ and integrating:

$$\frac{1}{2} \frac{d}{dt} \|(-\Delta)^{-3}w\|_{L_2}^2(t) = -\langle (\Delta)^{-3}w, \Delta \Delta w - \Delta^2 (w(u^2 + uv + v^2) - w) + \delta(u^2)x \rangle$$

$$= -\|w\|_{L_2}^2 + \langle (-\Delta)^{-1}w, w(u^2 + uv + v^2 - 1) \rangle - \delta((-\Delta)^{-3}w, (u^2)x).$$

Adding this equality to (5.9) cancels out the troublesome $\|w\|_{L_2}^2$ term. Integrating the result (recall that $w$ vanishes at the initial time) yields

$$\frac{1}{2} \|(-\Delta)^{-3}w\|_{L_2}^2(t) + \frac{1}{2} \|(-\Delta)^{-1}w\|_{L_2}^2(t) + \int_0^t (\|w\|_{L_2}^2(s) + \|w\|_{L_2}^2(s))ds$$

$$= \int_0^t \langle (-\Delta)^{-1}w, w(\phi^2 - 1) \rangle(s)ds + \delta N,$$
where we have set
\[ N(u, v) = \int_0^1 \langle ((-\Delta)^{-2}(-\Delta)^{-3})w_t, u^2 \rangle_x(s) ds. \]

Now, using the Poincaré inequality and dropping some good positive terms we find
\[
\frac{1}{2} \left\| ((-\Delta)^{-1}w \right\|_{L^2}^2(t) + \min(1, L^{-2}) \int_0^t \left( \left\| w \right\|_{L^2}^2(s) + \left\| w\phi \right\|_{L^2}^2(s) \right) ds \leq \int_0^t \left\| ((-\Delta)^{-1}w \right\|_{L^2}^2(s) \left\| w(\phi^2 - 1) \right\|_{L^2}^2(s) ds + \delta N. \]

Let us notice that
\[
\int_0^1 \left\| w \right\|_{L^2}^2 + \left\| w\phi \right\|_{L^2}^2 = \left\| w(\phi^2 + 1)^{1/2} \right\|_{L^2}^2.
\]

and
\[
\left\| w(\phi^2 - 1) \right\|_{L^2} \leq \left\| w(\phi^2 + 1)^{1/2} \right\|_{L^2} \left\| \phi^2 + 1 \right\|_{L^\infty}.
\]

Set \( \gamma = \min(1, L^{-2})^{1/2} \) and
\[
a(t) = \gamma \left\| \phi^2 + 1 \right\|_{L^2}^{1/2}(t), \quad b(t) = \frac{1}{2} \left\| ((-\Delta)^{-1}w \right\|_{L^2}^2(t), \quad c(t) = \frac{2}{\gamma} \| \phi^2 + 1 \|^1_{L^\infty} \| \phi^2 + 1 \|^1_{L^\infty}.
\]

Lemma 3.1 in [11] states that an inequality of the form
\[
\int_0^t a^2(s) ds + b^2(t) \leq \int_0^t a(s)b(s)c(s) ds + \delta N(t)
\]
implies
\[
b^2(t) \leq 2\delta N(t) \exp \left( \int_0^t c^2(s) ds \right)
\]
and
\[
\int_0^t a^2(s) ds \leq 2\delta N(t) \int_0^t c^2(s) \exp \left( \int_0^t c^2(s) ds \right) ds + 2\delta N(t).
\]

Note that for any fixed \( t > 0 \) we have uniform boundedness of \( N \). Moreover, the estimate (5.5) and Remark 5.5 imply that
\[
\int_0^t c^2(s) ds \leq \frac{4}{\gamma^2} \int_0^t \left( 2\left( \left\| \phi \right\|_{L^\infty}(s) + \left\| \phi \right\|_{L^\infty}(s) \right)^2 + 1 \right) ds
\]
\[
\leq \frac{4}{\gamma^2} \int_0^t \left( 2L^2 \left( \left\| \phi \right\|_{L^2}(s) + \left\| \phi \right\|_{L^2}(s) \right)^2 \right) + 1 \right) ds
\]
\[
\leq \frac{16L^2}{\gamma^2} \left( 4L^2 + 1 \right) C_2^2 + 1, \]
where \( C_2 \) depends on the radius of \( H^2_{per} \)-ball containing the compact set \( K \). Thus, the estimate (5.6) follows.

**Step 2.** We notice that for any \( t \geq 0 \)
\[
\lim_{\delta \to 0} \left\| u - v \right\|_{H^2} = 0
\]
uniformly with respect to \( u_0 \in K \). Indeed, using the notation from the previous step we see the integration by parts yields
\[
\left\| \nabla w \right\|_{L^2}^2 = \int_I \nabla w \nabla w dx = - \int_I w \Delta w dx.
\]

Now, our claim follows from (5.7) in the first step and the uniform boundedness of \( u, v \) in \( Z_2 \).

**Step 3.** Treating \( u \) and \( v \) as given, we see that (5.8) is a linear eq. for \( w \) with zero initial condition. Then, using the notation of Step 1, the analog of the constant variation formula, cf. (3.4), yields,
\[
\left\| w \right\|_{L^2} \leq C \int_0^t \left\| ((-\Delta)^{-2}(-\Delta)^{-3})w \right\|_{L^2}^2 ds + \delta C \int_0^t \left\| ((-\Delta)^{-2}(-\Delta)^{-3})w \right\|_{L^2}^2 ds =: I_1 + \delta I_2.
\]

By Step 2, the integrand of \( I_1 \) goes to zero uniformly in \( u_0 \in K \) for each \( v \in [0, t] \). The integrand is bounded by an integrable function, so we may pass to the limit with \( \delta \to 0 \). We also notice that \( I_2 \) is bounded uniformly in \( \delta \), so \( \delta I_2 \) goes to zero.
5.1.4 Part (d) of Theorem 5.3

The first part of (d) on convergence of the set of equilibria as \( \delta \to 0 \) is Corollary 2.22. Here, we have to use the topology of \( Z_2 \). We notice that the range of the values of the parameter \( \delta \) has been so far restricted to lie in an interval \((0, \delta_1)\), see Theorem 2.21 and Lemma 2.23. It remains to prove the second part of (d), which is a kind of Liouville theorem for eternal solutions. To this end, we show:

**Theorem 5.7.** Let us suppose that \( \delta_1 \) is fixed as above. There exists \( \eta > 0 \) such that for all \( \delta \in (0, \delta_1) \) if \( \xi_\delta : \mathbb{R} \to \mathbb{R} \) is an eternal solution to \((1.4)\), then

\[
\sup_{t \in \mathbb{R}} \text{dist}_{\mathcal{H}_\delta}(\xi_\delta(t), \mathcal{E}^{\mathcal{H}_\delta}) \leq \eta \Rightarrow \xi_\delta(t) \in \mathcal{E}^{\mathcal{H}_\delta} \quad \text{for all } t \in \mathbb{R}. \tag{5.11}
\]

We will separately treat the cases where \( \mathcal{E}^{\mathcal{H}_\delta} \) (for \( j > 0 \) and \( \mathcal{E}^{\mathcal{H}_\delta} = \mathcal{E}^{\mathcal{H}_0} \)). First, we deal with \( j > 0 \) and consider a uniform tubular neighbourhood of \( \mathcal{E}^{\mathcal{H}_j} \) in \( \mathcal{H}_\delta \) with radius \( r \),

\[
(\mathcal{E}^{\mathcal{H}_j})_r = \{v \in \mathcal{H}_\delta : \text{dist}_{\mathcal{H}_\delta}(v, \mathcal{E}^{\mathcal{H}_j}) < r\}.
\]

The constant \( \eta \) in Theorem 5.7 above (which is universal) gives a ‘nonexistence gap’ for eternal solutions: there can not exist any non-trivial eternal solutions within \( (\mathcal{E}^{\mathcal{H}_\delta})_\eta \).

When working with the equilibrium set and its tubular neighbourhoods, one fundamental fact is that for \( \eta \) small enough, the nearest point projection is well-defined.

**Lemma 5.8.** There exists an \( \eta^* \) such that for all \( \eta < \eta^* \) the nearest point projection \( \pi : (\mathcal{E}^{\mathcal{H}_\delta})_\eta \to \mathcal{E}^{\mathcal{H}_\delta} \) is well-defined.

**Proof.** In this proof we omit \( \delta, j \) superscripts on \( \mathcal{E} \). The proof follows by applying a generalised inverse function theorem (see e.g. [18]) to a suitable map. First, let us recall the notion of normal bundle:

\[
N_E = \{(u, v) \in \mathbb{R}^2 : u \in \mathcal{E}, v \in N_u \mathcal{E} \} \subset \mathcal{H}_{\text{per}}.
\]

Set \( h : N_E \to \mathcal{H}_{\text{per}} \) to be

\[
h(u, v) = u + v.
\]

The curve \( \mathcal{E} \) is a \( C^1 \)-submanifold of \( \mathcal{H}_{\text{per}} \); to see this, we can take as an embedding (the restriction to the principal period of) the shift map centred at \( u_0 \). Then \( \mathcal{E} = \overline{\mathcal{E}(0, T)} \) where \( \mathcal{E} \) is the map \( s \mapsto \tau_s u_0 \).

Then \( dh(u_0,0) \) is non-singular, because it maps \( T_{(u_0,0)}(\mathcal{H}_{\text{per}}^\ast \times \{0\}) \) bijectively onto \( \mathcal{T}_u \mathcal{E} \) (note that \( T_{(u_0,0)}(\mathcal{H}_{\text{per}}^\ast \times \{0\}) \subset T_{(u_0,0)}(N_E) \) and maps \( T_{(u_0,0)}(\mathcal{U}) \times N_u \mathcal{E} \) bijectively onto \( N_u \mathcal{E} \subset T_u \mathcal{H}_{\text{per}} \). Note that \( h \) maps \( \mathcal{E} \times \{0\} \) diffeomorphically onto \( \mathcal{E} \).

The inverse function theorem then implies that \( h \) maps an open neighbourhood \( U \) of \( \mathcal{E} \times \{0\} \) in \( N_E \) diffeomorphically onto a neighbourhood \( V \) of \( \mathcal{E} \) in \( \mathcal{H}_{\text{per}} \). Compactness of \( \mathcal{E} \) implies that there exists an \( \eta^* \) such that \( (\mathcal{E})_{\eta^*} \subset U \).

Define \( \pi : (\mathcal{E})_{\eta^*} \to \mathcal{E} \) by

\[
\pi(y) = (i \circ h^{-1})(y)
\]

where \( i(u, v) = u \). The map \( \pi \) is a submersion because \( i \) is a submersion and \( h^{-1} \) is a diffeomorphism.

To see that \( \pi(y) \) is the closest point in \( \mathcal{E} \) to \( y \), suppose that there is another point \( z \in \mathcal{E} \) such that \( z \) is closest to \( y \). The sphere centred at \( y \) with radius \(|y - z|\) is tangential to \( \mathcal{E} \) at \( z \). Thus \( y - z \perp \mathcal{E} \) at \( z \), so \( y - z \in N_z \mathcal{E} \). This means

\[
y = z + (y - z) = h(z, y - z)
\]

or \( \pi(y) = z \). \( \Box \)

Due to Lemma 5.8 we may write \( \pi(\xi_\delta(t)) = \tau_{s(t)} u^{\mathcal{H}_\delta} / \mathcal{L}_{\text{prin}} \) where \( s \in [0, L_{\text{prin}}] \) is unique and \( L_{\text{prin}} \) is the principal period.

Let us fix \( \xi_0 = \xi_{\delta}(t_0) \) and set \( u_0 = \pi(\xi_0) \). By Hale-Raugel theory, see Section 4 there exists a connected neighbourhood \( V \) containing \( u_0 \) such that the decomposition

\[
\xi_\delta(t) = (x(t), y_1(t), y_2(t))
\]

(5.12)
holds, where each of the coordinates satisfy a uniformly parabolic evolution equation with a specific form (see (5.14)). The coordinates are chosen with the decomposition

\[ Z_2 = X \oplus Y_1 \oplus Y_2 \]

and corresponding projection operators \( P_0, P_1, \) and \( P_2 \) in mind. Let us call \( X \) and \( Y_2 \) finite-dimensional spaces. Let us call \( V \) a Hale-Raugel neighborhood of \( u_0 \).

We work in a Hale-Raugel neighborhood \( U \) centred at \( u_0 \). This means that the origin of the coordinate system \((x, y_1, y_2)\) corresponds to \( u_0 \). We may assume (by shrinking \( U \) and \( \eta \) if needed) that

\[ U = \mathcal{B}_{\rho}^{\delta} (u_0, \rho) \cap (E)_{\eta} =: U_{\rho,\eta}(u_0), \quad (5.13) \]

where \( \eta < \rho \).

Before we restrict our attention on the dynamics in \( U_{\rho,\eta}(u_0) \) we will make a more general comment. At any \( v \in \mathcal{B}_{\rho}^{\delta}(u_0, \rho) \) the dynamics in the corresponding Hale-Raugel neighborhood is in the form (4.4). In order to stress that (4.4) depends upon a specific choice of \( s \) we will write the superscript \( s \). That is:

\[
\begin{align*}
\dot{x}^s &= C^s x^s + f^s(x^s, y_1^s, y_2^s), \\
\dot{y}_1^s &= B_1^s y_1^s + g_1^s(x^s, y_1^s, y_2^s), \\
\dot{y}_2^s &= B_2^s y_2^s + g_2^s(x^s, y_1^s, y_2^s),
\end{align*}
\]

where \( C^s = P_0^s L_{\rho,\eta}^0 = 0, B_1^s = P_1^s L_{\rho,\eta}^0, B_2^s = P_2^s L_{\rho,\eta}^0 \).

We recall that\( \mathcal{R}_{\sigma}(\mathcal{B}_1^s) \leq \lambda_0 < 0, \quad \mathcal{R}_{\sigma}(\mathcal{B}_2^s) \geq \mu_0 > 0. \) (5.15)

Lemma [5.3] implies

\[ \|\xi^s_1(0, y_1^s, y_2^s)\|_{L^2} + \|\xi^s_2(0, y_1^s, y_2^s)\|_{L^2} \leq R(\|y_1^s\|^2_{L^p_{\rho,\eta}}, \|y_2^s\|^2_{L^p_{\rho,\eta}}) \quad R(\|y_1^s\|^2_{L^p_{\rho,\eta}}, \|y_2^s\|^2_{L^p_{\rho,\eta}})/(\|y_1^s\|^2_{L^p_{\rho,\eta}} + \|y_2^s\|^2_{L^p_{\rho,\eta}}) \to 0. \]

However, we will need estimates in different norms.

Now, we study the transition time \( \Delta t \): this is the amount of time taken for our eternal solution \( \xi \) to traverse a Hale-Raugel neighbourhood of this form. It turns out that we can lengthen this time arbitrarily by taking \( \eta \) and \( \rho \) small enough. In the forthcoming analysis we shall suppress the superscript \( s \) that appears in the system (5.14).

**Proposition 5.9.** Let us suppose that \( u_0 \) is a steady state belonging to \( \mathcal{E}^{\delta, j} \), \( j > 0 \). Then, for each \( M > 0 \) there exists a \( \rho > 0 \) with the following property. For all \( \rho \leq \rho \) and \( U_{\rho,\eta}(u_0) \) defined in (5.13) for \( \eta = \rho^* < \eta^* \), where \( \eta^* \) is given in Lemma [5.8] and any \( \beta > 1 \), if \( \xi_{\delta} \) is the eternal solution, then

\[ \Delta t \geq M, \]

where \( \Delta t \) denotes the time taken for the solution \( \xi_{\delta} \) to traverse \( U_{\rho,\eta}(u_0) \).

**Proof.** As before, let us omit the \( \delta, j \) superscripts. We also omit the subscript \( \delta \) on \( \xi \). Let us recall that \( \pi \xi \in \mathcal{E}^{\delta, j} \) and so \( -A \pi \xi + F_{\delta}(\pi \xi) = 0. \) Therefore

\[ \xi_t = -A \xi + F_{\delta}(\xi) = -A \xi + F_{\delta}(\xi) + A \pi \xi - F_{\delta}(\pi \xi) = -A (\xi - \pi \xi) + \int_0^t DF_{\delta}(\xi) ds (\xi - \pi \xi) \]

where \( \mu^s = (1 - s) \xi + \eta_0 \xi. \) If we take into account the form of \( F_{\delta} \), see (3.3) and Lemma [2.18] then we see via the Hölder inequality the estimate

\[ \|\xi_t\|_{H^{\beta-4}_{\rho,\eta}} \leq \|\xi - \pi \xi\|_{H^{\beta}_{\rho,\eta}} + C \|\xi - \pi \xi\|_{L^2} \left(\|\xi\|^2_{H^2_{\rho,\eta}} + \|\pi \xi\|^2_{H^2_{\rho,\eta}} + 1\right). \] (5.16)

Since \( \pi \xi \) is the closest point projection, then our assumptions imply

\[ \|\xi_t\|_{H^{\beta-4}_{\rho,\eta}} \leq c \eta, \]
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where \( c = c(E^{\beta}), \eta \). Let us now choose \( \eta = \rho^\beta \) for any \( \beta > 1 \). This means
\[
\|\xi_i\|_{H^{2\beta-p}} \leq c \rho^\beta.
\]
As the diameter of the Hale-Raugel neighbourhood is \( c \rho \), because this is the size of \( U_{\rho,\eta}(u_0) \cap E \) in any norm, we find that
\[
\Delta t \geq \frac{c \rho}{\|\xi_i\|_{H^{2\beta-p}}} \geq \tilde{\gamma} \rho^{1-\beta}.
\]
We can see that as \( \rho \searrow 0, \Delta t \to \infty \). \hfill \Box

Now, we turn our attention to the study of the norm of the eternal solution. By the construction of the Hale-Raugel coordinate system the \( x \)-axis is tangent to \( E^{\beta_i} \) at \( u_0 \). Moreover, \( E^{\beta_i} \) may be represented as the graph of a smooth function of \( x \) in \( U_{\rho,\eta}(u_0) \),
\[
U_{\rho,\eta}(u_0) \cap E^{\beta_i} = \{(x,h(x)) : \|x\|_{2} < \rho \},
\]
where \( h : X \to Y \oplus Y_2 \) is in \( C^\infty \). In \( U_{\rho,\eta}(u_0) \) we have dynamics given by (5.14), where we dropped the superscript \( s \), which on \( E^{\beta_i} \) takes the form
\[
0 = f(x, h_1(x), h_2(x)), \quad 0 = B_1 h_1(x) + g_1(x, h_1(x), h_2(x)), \quad 0 = B_2 h_2(x) + g_2(x, h_1(x), h_2(x)).
\]
(5.17)

For an eternal solution \( \xi_i(t) = (x(t), y_1(t), y_2(t)) \), we may use (5.17) to recast (5.14) into a more useful form.

For this purpose we set \( y = y - h(x) \). Here, we use the shorthand \( y = (y_1, y_2) \) and \( h(x) = (h_1(x), h_2(x)) \). Hence,
\[
\tilde{y}' = B \tilde{y} + g(x, \tilde{y} + h(x)) - g(x, h(x)) =: B \tilde{y} + G(x, \tilde{y})
\]
where \( B \tilde{y} = (B_1 \tilde{y}_1, B_2 \tilde{y}_2) \) and
\[
G(x, \tilde{y}) = \int_0^1 \frac{d}{ds} g(x, s \tilde{y} + h(x)) \, ds.
\]
(5.19)

We have to estimate \( v := G(x, \tilde{y}) \tilde{y} \) in a suitable norm. In order to do this, we have expose the structure of \( g_1, g_2 \) in (5.17). We have to keep in mind that as \( v \) belongs to a projected space, the image of \( P_1 + P_2 \), we may not use directly the Sobolev norm but one which commutes with projection \( P_1 + P_2 \). In other words we have to work with the fractional powers of \( L^2 - \lambda =: \Lambda \), where \( L^2 \) is defined in (4.2), i.e. it is the linearisation at \( u_0 \) and \( \lambda > 0 \) is big enough to guarantee that \( \Lambda \) has trivial kernel. Since we eventually want to estimate \( \tilde{y} \) in the \( H^2_{per} \)-norm, we shall see that it is sufficient to bound \( \|\Lambda^{-1/2} v\|_{L^2} \).

Lemma 5.10. If \( G \) is defined over \( U_{\rho,\eta}(u_0) \) by (5.19) and \( \eta, \rho, \Lambda \) are as above, then
\[
\|\Lambda^{-1/2} G(x, \tilde{y}) \tilde{y}\|_{L^2} \leq M \|\tilde{y}\|_{H^2_{per}},
\]
where \( M \leq C \rho \).

Note that the \( x \)-dependence in the estimate of Lemma 5.10 is now multiplicative (if we estimate \( g_1 \) and \( g_2 \) in (5.17) the dependence on \( x \) is additive, although the growth in \( y \) is quadratic).

Proof. Let us write \( x + h \) for \( (x, h) \), where \( x \in X, h \in Y_1 \oplus Y_2 \). We recall that
\[
g_i(x, h) = P_i (F_\delta(u_0 + x + h) - F_\delta(u_0) - D F_\delta(u_0)(x + h)) = P_i \int_0^1 \int_0^1 s D^2 F_\delta(u_0 + s a(x + h))(h, h) \, ds \, ds,
\]
\( i = 1, 2 \).

Since the nonlinearity \( F_\delta \) is cubic, \( D^2 F_\delta \) is linear. Thus, \( G(x, \tilde{y}) \tilde{y} \) takes the following form,
\[
G(x, \tilde{y}) \tilde{y} = (P_1 + P_2) \int_0^1 \int_0^1 \int_0^1 \sigma \left( D^3 F_\delta(u_0 + s a(x + h(x) + r \tilde{y}))(x + h(x) + r \tilde{y}, x + h(x) + r \tilde{y}) \right.
+ 2 D^2 F_\delta(u_0 + s a(x + h(x) + r \tilde{y}))(x + h(x) + r \tilde{y}, \tilde{y}, \tilde{y} \right) \, ds \, dr \, ds.
\]
By definition the projections $P_1$ and $P_2$ commute with $\Lambda$. Thus, if we take into account the form of $G(x, \tilde{y})$, then we reach
\[ \|\Lambda^{-1/2}G(x, \tilde{y})\|_{L^2} \leq C\|y\|_{H^2_{\perp}} (\|x\|_{H^2_{\perp}} + \|\tilde{y}\|_{H^2_{\perp}}), \]
where $C$ is a universal constant.

Since $\|x\|_{H^2_{\perp}} \leq \rho$ and $\|\tilde{y}\|_{H^2_{\perp}} \leq \eta$, we reach our claim. Here, however, we use the observation below, see Lemma 5.11. Note that we have already taken $\eta = \rho^\beta$, where $\beta > 1$, and $\rho < \bar{\rho}$ is smaller than one (cf. the hypothesis needed for the waiting time estimate, Proposition 5.9). \qed

A technical difficulty arises from the fact that each connected component of our set of equilibria is not flat. As a direct consequence the Hale-Raugel decomposition at any point $u_0 \in \mathcal{E}^{\delta, V}$ is not expected to be orthogonal. This brings into question the amount of control we have on the orthogonal distance. The following lemma deals with this issue.

**Lemma 5.11.** Let $u_0 \in \mathcal{E}^{\delta, V}$. There exists a Hale-Raugel neighbourhood $V (5.13)$ of $u_0$ corresponding to the $X \oplus Y_1 \oplus Y_2$ decomposition of $Z_2 = H^2_{\perp}$ such that
\[ \text{dist}_{H^2_{\perp}} (\xi, \mathcal{E}^{\delta, V}) \leq \|\tilde{y}\|_{H^2_{\perp}} \leq c \text{dist}_{H^2_{\perp}} (\xi, \mathcal{E}^{\delta, V}), \]
where $(x, y_1, y_2)$ are the Hale-Raugel coordinates in $V$, $\xi = (x, y_1, y_2)$, $\tilde{y} = y - h(x)$, $h(x)$ is such that $(x, h(x)) \in \mathcal{E}^{\delta, V}$ in $V$ and $c > 0$ is a universal constant.

**Proof.** As before, let us omit the $i, j$ superscripts on $\mathcal{E}$ and $\delta$ subscript on $\mathcal{E}$. First, note that the endpoints of the vector $\tilde{y}$ are $\xi$ and $(x, h(x)) \in \mathcal{E}$. Hence, by the definition of $\text{dist}_{H^2_{\perp}} (\xi, \mathcal{E})$ we have
\[ \|\tilde{y}\|_{H^2_{\perp}} \geq \text{dist}_{H^2_{\perp}} (\xi, \mathcal{E}). \]

It remains to show that $\text{dist}_{H^2_{\perp}} (\xi, \mathcal{E})$ is bounded from below by $c\|\tilde{y}\|_{H^2_{\perp}}$.

The space $X$ is spanned by $e$, the normalised (in $Z_2$) derivative of $u_0$. We avoid on purpose naming this variable in order to avoid a clash of notation. Since the decomposition $X \oplus Y$ need not be orthogonal, we introduce the normal space $N = \{e\}^\perp$. We now consider the following dichotomy:
1. $N = Y$, then for $y \in Y$ we have $\|y\| = \text{dist}((0, y) + u_0, \mathcal{E})$; and
2. $N \neq Y$.

Let us first consider case (2). Then we have
\[ \text{dim} ((N \cap Y)^\perp) = 2. \tag{5.20} \]
Indeed, since $N \neq Y$, there is a non-zero vector $w$ perpendicular to $Y$ such that the set $\{w, e\}$ is linearly independent.

We notice that any $z \in N + u_0$ may be represented as follows with the help of the Hale-Raugel coordinates,
\[ xe + y = z - u_0, \]
where we use the above notation and keep in mind that $x$ is a scalar. We may take the inner product in $Z_2$ (denoted by $\cdot$) of both sides with $e$. Taking into account that $z - u_0 \in N$ yields
\[ x + y \cdot e = 0. \tag{5.21} \]

Let us use $d$ to denote the distance from $z$ to $\mathcal{E}$. Then
\[ d^2 = \|z - u_0\|^2 = \|xe + y\|^2 = x^2 + \|y\|^2 + 2xe \cdot y. \]

Using now (5.21) we have
\[ d^2 = \|y\|^2 - x^2. \tag{5.22} \]

We claim that there exists an $a_0 > 0$ such that
\[ \frac{d}{\|y\|} > a_0 \quad \text{on } N. \tag{5.23} \]
This estimate is invariant under scaling, so we may restrict our attention to the unit sphere in $N$, i.e. we have to prove that

$$\frac{1}{\|y\|} > \alpha_0 > 0$$

for $y \in N$ belonging to the unit sphere. As the sphere is a bounded set this claim clearly holds.

Therefore we have (5.23) on $N$. It remains to extend this inequality off $N$, and in doing so it will be essential that we replace $y$ by $\tilde{y} = y - h(x)$. For points $(x, y) \in Y \cap N$, we have $h(x) = 0$, hence $\tilde{y} = y$. Thus, by the definitions of the object involved in the formula below, we have

$$\alpha_0 < \frac{\frac{d}{\|y\|}}{\|\tilde{y}\|} = \frac{\text{dist}_Z((x, y) + u_0, E)}{\|y - h(x)\|}, \quad (x, y) \in Y \cap N. \quad (5.24)$$

Note that the projections $P_0, P_1, P_2$, the map $(x, y) \mapsto \tilde{y}$, the norm and the distance are all continuous. Using this continuity, we may extend inequality (5.24) to the estimate

$$\frac{\text{dist}_Z((x, y) + u_0, E)}{\|y - h(x)\|} > \frac{\alpha_0}{2}, \quad \text{in a neighbourhood of } u_0. \quad (5.25)$$

This estimate is invariant under scaling, so we may restrict our attention to the unit sphere in $N$, i.e. we have to prove that

$$\frac{1}{\|y\|} > \alpha_0 > 0$$

for $y \in N$ belonging to the unit sphere. As the sphere is a bounded set this claim clearly holds.

Therefore we have (5.23) on $N$. It remains to extend this inequality off $N$, and in doing so it will be essential that we replace $y$ by $\tilde{y} = y - h(x)$. For points $(x, y) \in Y \cap N$, we have $h(x) = 0$, hence $\tilde{y} = y$. Thus, by the definitions of the object involved in the formula below, we have

$$\alpha_0 < \frac{\frac{d}{\|y\|}}{\|\tilde{y}\|} = \frac{\text{dist}_Z((x, y) + u_0, E)}{\|y - h(x)\|}, \quad (x, y) \in Y \cap N. \quad (5.24)$$

Note that the projections $P_0, P_1, P_2$, the map $(x, y) \mapsto \tilde{y}$, the norm and the distance are all continuous. Using this continuity, we may extend inequality (5.24) to the estimate

$$\frac{\text{dist}_Z((x, y) + u_0, E)}{\|y - h(x)\|} > \frac{\alpha_0}{2}, \quad \text{in a neighbourhood of } u_0. \quad (5.25)$$

in a neighbourhood of $u_0$. This finishes the proof in case (2).

In the first case where $N = Y$, the estimate (5.23) again holds with any constant $\alpha_0$ less than 1. The argument proceeds from this point exactly as in case (2) above. \qed

Now, we complete the estimate that will give us the control we need on the waiting time $\Delta t$. The constant variation formula applied to (5.18) and each component of $\tilde{y}$ separately yields

$$\tilde{y}_1(t) = e^{B_1(t-t_0)} \tilde{y}_1(t_0) + \int_{t_0}^{t} e^{B_1(t-t_0)} (G(x, \tilde{y}) \tilde{y}_1)(s) \, ds. \quad (5.26)$$

We recall that $\Re(a(B_1) < -\lambda_0 < 0$, then (5.26) and Lemma 5.10 yield,

$$\|\tilde{y}_1(t)\|_{\mu_{\text{per}}} \leq M e^{-\lambda_0(t-t_0)} \|\tilde{y}_1(t_0)\|_{\mu_{\text{per}}} + M \int_{t_0}^{t} e^{-\lambda_0(s-t_0)} \|\tilde{y}_1\|_{\mu_{\text{per}}} + \|x\|_{\mu_{\text{per}}} \, ds. \quad (5.27)$$

Due to the choice of $\eta$ made in Proposition 5.9, we have

$$\|\tilde{y}\|_{\mu_{\text{per}}} + \|x\|_{\mu_{\text{per}}} \leq \rho + \eta \leq 2\rho.$$

We further restrict here $\rho$ by requiring that

$$2M\rho \int_{0}^{\infty} \frac{e^{-\lambda_0 s}}{s^{1/2}} \, ds < \frac{1}{8}. \quad (5.28)$$

Since (due to Lemma 3.11) $\tilde{y}_1$ is comparable with $\eta$, and we can assume that $\|\tilde{y}_1\|_{\mu_{\text{per}}} \leq \rho^\beta$. Thus, (5.28) yields

$$\|\tilde{y}(t)\|_{\mu_{\text{per}}} \leq M e^{-\lambda_0(t-t_0)} \rho^\beta + \frac{1}{8} \rho^\beta \quad (5.29)$$

We notice that for large $t$ inequality (5.29) gives us an improvement of the estimate $o(\|\tilde{y}(t)\|_{\mu_{\text{per}}}$. If we pick $t_c$ such that

$$M e^{-\lambda_0 t_c} = \frac{1}{8},$$

that is

$$t_c = \frac{\ln(8M)}{\ln\lambda_0}; \quad (5.30)$$

then we obtain that

$$\|\tilde{y}(t)\|_{\mu_{\text{per}}} \leq \frac{1}{4} \rho^\beta \quad \text{for } t > t_0 + t_c. \quad (5.31)$$
However, we have to know that the interval \((t_0 + t_c, t_1)\) is not empty. We may compare \(t_c\) and \(\Delta t\) using the following estimate:

\[
\Delta t \geq C\rho^{1-\delta} > t_c = \frac{\ln(8M)}{\ln \lambda_0}.
\]

This is another restriction on the size of \(\rho\).

We will now estimate \(\|\dot{y}_2(t)\|_{\mathcal{H}^2_{\text{per}}}^2\). Using again the constant variation formula, we find

\[
\dot{y}_2(t) = e^{B(t-t_0)}\dot{y}_2(t_1) + \int_{t_1}^t e^{B(t-s)}(G(x, \dot{x})\dot{y}_2(s))\,ds.
\]

This time, however, time will run backward. We may switch the direction of time here because \(Y_2\) is finite dimensional. Moreover, \(\mathcal{N}_0(\mathcal{B}_2) \geq \mu_0 > 0\), hence estimating the norm of both sides gives us

\[
\|\dot{y}_2(t)\|_{\mathcal{H}^2_{\text{per}}} \leq Me^{\mu_0(t-t_1)}\|\dot{y}_1(t_1)\|_{\mathcal{H}^2_{\text{per}}}^2 + M\int_{t_1}^t e^{-\mu_0(t-s)}(\|\dot{y}_1(t_1)\|_{\mathcal{H}^2_{\text{per}}}^2 + \|\dot{y}\|_{\mathcal{H}^2_{\text{per}}}^2 + \|x\|_{\mathcal{H}^1_{\text{per}}}^2)\,ds.
\]

Arguing like before we arrive at

\[
\|\dot{y}_2(t)\|_{\mathcal{H}^2_{\text{per}}} \leq Me^{-\mu_0(t-t_1)} + \frac{1}{8}\rho^\delta
\]

for \(t \in (t_0, t_1)\). In our estimates we may assume that \(\mu_0 = -\lambda_0\), then for \(t < t_1 - t_c\) inequality (5.34) gives us an improvement of the estimate of \(\|\dot{y}_2(t)\|_{\mathcal{H}^2_{\text{per}}}^2\).

Now, for \(t \in (t_0 + t_c, t_1 - t_c)\) we obtain a simultaneous improvement of \(\|\dot{y}_i(t)\|_{\mathcal{H}^2_{\text{per}}}^2, i = 1, 2\),

\[
\|\dot{y}(t)\|_{\mathcal{H}^2_{\text{per}}} \leq \frac{1}{2}\rho^\delta \quad \text{for } t \in (t_0 + t_c, t_1 - t_c).
\]

We notice that due to our choice of \(\Delta t\) and \(t_c\), the interval \((t_0 + t_c, t_1 - t_c)\) is not empty.

Finally, we prove the main result of this section.

**Proof of Theorem 5.2** We shall apply our work above with a certain choice of the endpoints \(t_0\) and \(t_1\).

Let us suppose that there exists \(t_c\) such that

\[
\text{dist}_{\mathcal{H}^2_{\text{per}}} (\xi_0(t_c), \mathcal{E}^{\delta_j}) > \frac{3}{4}\rho^\delta.
\]

If there is no such \(t_c\), then we may further restrict \(\rho\) and \(\eta\) through Proposition 5.9 and perform this argument again.

We position our Hale-Raugel neighborhood \(U_{\rho,\rho^\delta}(u_0)\) in a such a way that \(\xi_0(t_c) \in U_{\rho,\rho^\delta}(u_0)\) and also \(t_c \in (t_0 + t_c, t_1 - t_c)\). However, the improvements on the distance \(\text{dist}(\xi_0, \mathcal{E}^{\delta_j})\) we showed in 5.35 contradict 5.36.

It remains to deal with the left out case of \(j = 0\) corresponding to the isolated equilibrium consisting of the single point \([t_0]\) where \([t_0](\cdot) = 0\). In this situation, we may conduct the same proof just after the choice of a sufficiently small neighborhood of \(u_0\) yielded by Proposition 5.9. Our claim follows.

\[\square\]

### 5.2 Proof of the main result

When we set \(\delta = 0\), then we have already noticed that (1.4) is a gradient flow of the functional \(F\) (defined in 1.6) with respect to the \((\mathcal{H}^2_{\text{per}})^*\) topology. In particular, there are no homoclinic orbits and eternal solution connect critical points of \(F\), which are sets \(\mathcal{E}_i, i = 1, \ldots, k\).

In subsection 5.1, we verified assumptions (a)–(d) of Theorem 5.3 in relation to invariant sets of the semigroup \(S_0\). Thus, there exists \(\delta_2 > 0\) such that for all \(\delta \in (0, \delta_2)\) equation (1.4) is a gradient flow with respect to the family of invariant sets \(S^\delta, \delta \in (0, \delta_2)\). In particular, \(S^0\) does not contain any homoclinic orbits. In other words, \(S_0\) is a gradient semigroup. As a result, we may apply Theorem 4.2 to \(S_0\). We have already checked assumptions (H.1)–(H.4). We need to know that if \(z_0\) is a steady state, then \(\omega(z_0)\)
consists only of the steady states of \([1,4]\). But Theorem \([5,3]\) implies that \(\omega(z_0) \subseteq S^0\). Since \(S^0\) does not contain homoclinic structures, we deduce that \(\omega(z_0)\) contains only equilibria, i.e.

\[
\lim_{t \to \infty} u(t) = \phi \in Z_2 \quad \text{in the } Z_2 \text{ topology.} \tag{5.37}
\]

Now, we pick any \(k \in \mathbb{N}, k > 0\). We see that

\[
\|(-\Delta)^{k/2}(u(t) - \phi)\|_{L^2}^2 = \int_{T} (-\Delta)^{k/2}(u(t) - \phi) \cdot (-\Delta)^{k/2}(u(t) - \phi) \, dx = -\int_{T} (-\Delta)^{k}(u(t) - \phi) \cdot (u(t) - \phi) \, dx,
\]

where we performed one integration by parts. Furthermore,

\[
\|(-\Delta)^{k/2}(u(t) - \phi)\|_{L^2}^2 \leq \|(-\Delta)^{k}(u(t) - \phi)\|_{L^2} \cdot \|u(t) - \phi\|_{L^2}.
\]

If we combine this with \([5,37] \) and \([5,5] \) then we deduce that \(u(t)\) converges to \(\phi\) in the \(H^k_{per}\) topology. Our claim follows.
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