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FPGAs are quickly becoming available in data centres and in the cloud as a one more heterogeneous processing element complementing CPUs and GPUs. There are many reports in the research literature showing the potential for FPGAs to accelerate a wide variety of algorithms, which combined with their growing availability, would seem to also indicate a widespread use in many applications. Unfortunately, there is not much published research exploring what it takes to integrate an FPGA into an existing application in a cost-effective way and keeping the algorithmic performance advantages. Building on recent results exploring how to employ FPGAs to improve the search engines used in the travel industry, this paper analyses the end-to-end performance of the search engine when using FPGAs, as well as the necessary changes to the software and the cost of such deployments. The results provide important insights on current FPGA deployments and what needs to be done to make FPGAs more widely used. For instance, the large potential performance gains provided by an FPGA are greatly diminished in practice if the application cannot submit request in the most optimal way for the FPGA, something that is not always possible and might require significant changes to the application. Similarly, some existing cloud deployments turn out to use a very imbalanced architecture: a powerful FPGA connected to a not so powerful CPU. The result is that the CPU cannot generate enough load for the FPGA, which potentially eliminates all performance gains and might even result in a more expensive system. In this paper, we report on an extensive study and development effort to incorporate FPGAs into a search engine and analyse the issues encountered and their practical impact. We expect that these results will inform the development and deployment of FPGAs in the future by providing important insights on the end-to-end integration of FPGAs within existing systems.

1 INTRODUCTION

FPGAs are becoming pervasive in data centres and cloud platforms and have been made available to cloud users as one more option within an increasingly heterogeneous computing landscape. Yet, in spite of the abundant literature demonstrating the performance advantages, architectural improvements, energy savings, etc., that can be achieved with an FPGA, taking advantage of all possibilities FPGAs have to offer for existing applications is less than straightforward. There are several reasons for this. Among them, the fact that FPGAs are a very novel component in the context of conventional computing and there is not enough experience on what designs work best. A prime example of a very successful deployment of FPGAs in the cloud is Microsoft’s Catapult. The engineers behind the design have been very open and have described the process in several papers [3, 8, 18] that illustrate the substantial changes in the system from version to version and the different use cases considered until one final architectural configuration and a concrete use case was found that justified the investment and the deployment at such scale.
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Unlike what has been done for many other hardware and software systems over the years, there are still very few studies analysing FPGA deployments and what needs to be done to make them cost-efficient in practice. While some works present the hardware efficiency vis-à-vis the cloud infrastructure [2, 4, 7], and the vast FPGA literature emphasises kernel acceleration under a stand-alone context, very few analyse the deployment efficiency of applying FPGAs in real computing systems. In this paper, we present one such study, based on recent research results that demonstrated significant potential gains when implementing part of a search engine on an FPGA [15, 17]. The initial prototype was turned into a Proof-of-Concept deployment tested on the real system and computing infrastructure, as well as evaluated against real data and under the constraints imposed by the existing search engine. The exercise delivered many important insights regarding: (i) the integration of FPGAs into existing software stacks; (ii) the adequate balance between CPU and FPGA; (iii) issues of modularity, interfaces, and request management; (iv) the overheads of making the system feature complete; and (v) overall cost, which turned out to be quite different than originally expected. In what follows, we report on the concrete steps undertaken to turn the research idea into a real component, and provide an extensive evaluation of the resulting performance and estimated costs of the possible deployments. Along the way, details are provided regarding the design decisions and the constraints imposed by the existing search engine.

The starting point for the study is a use case from the airline industry: the flight search engine used by Amadeus to provide search services to travel companies. Like many other search engines, Amadeus’ flight search engine is a large scale distributed system comprising many different components. The Minimum Connection Time (MCT) module is one such component and it is implemented atop a Business Rule Management System (BRMS). It is used in the early stages of the search and plays a key role in terms of the performance and total cost of operating the search engine. When a query looking for flights needs to be processed, a large number of potential routes have to be computed. For all routes that are non-direct flights, the MCT module is invoked to ascertain the minimum connecting time to the next flight. Thus, it needs to fulfil stringent performance requirements on both latency per query and overall query throughput. Because it is used as a module within a larger system, a common architecture for Decision Rule Engines [16], there are additional constraints in terms of the amount of memory used that determine what type of BRMS can be employed in practice. In the current deployment, the MCT module is responsible for 40% of the computing resources used by the Domain Explorer, making it an ideal starting point to optimise the system.

An initial implementation of MCT on top of an FPGA proved to be a significant improvement over the existing system along several dimensions [15]. By using a Non-deterministic Finite State Automaton (NFA) and exploiting the inherent parallelism and pipeline possibilities available on the FPGA, the performance gains over the existing system were impressive. **ERBium**, the hardware engine, processes queries three orders of magnitude faster than the fastest CPU implementation. A single instance delivers a throughput of up to 50 million queries per second, 800 times larger than a single CPU instance. In theory, with such throughput, a single instance would be able to deal with the entire MCT workload of the search engine. In terms of cost, it reaches 60 billion queries per U.S. Dollar when running in the cloud (Amazon AWS), 20 times cheaper than the most cost-efficient CPU deployment. The downtime for updating the rules is only 500 μs, four orders of magnitude faster than in the current system, which can be used to improve the overall availability of the search engine. Moreover, the performance gains indicated that the improvements could be exploited in several ways in addition to increasing throughput and reducing latency: the quality of the search could be improved by considering more options as part of the search; the computing
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1 **ERBium** is open source: github.com/fpgasystems/erbium
capacity needed for the search engine could be reduced; and the architecture became more flexible, offering several ways to integrate the MCT and other components (see [15, 17] for more details and an extensive discussion of the deployment possibilities of FPGAs within the flight search engine).

Based on these results, a decision was made to integrate the FPGA-based MCT module into the actual search engine and evaluate its performance in a real setting. In the following sections, we report on this exercise and discuss the insights gained in the process. First, the initial implementation was based on a now obsolete model of the rules used in MCT. These rules are standardised and a new version of the standard has become recently available requiring quite a few changes to the FPGA design. These changes reflect in many cases the differences between the kind of simplified design often found in the research literature and a feature-complete component, so we discuss the impact that such changes had on the overall system design (Section 3). Second, the MCT module is just one component of a larger engine with the rest of the system remaining in the CPU. When a module is migrated from being a software module to become a component running on the FPGA, there are several options to integrate it in the overall design. These options have a significant impact on performance and need to be carefully evaluated (Section 4). Third, the complete system needs to be tested in an environment where the rest of the components are also active and might potentially result in an infra-utilisation of the FPGA, something we observe in practice and document with experiments (Section 5). Finally, one of the purposes of the original exercise was to explore ways to improve the performance of the search engine when running in the cloud (Amazon AWS). The initial results indicated that the FPGA design could potentially reduce the number of computing nodes needed, thereby resulting in a lower deployment cost. When we analysed the Proof-of-Concept system resulting from all the changes just described and considering the restrictions imposed by both the cloud platforms and the current search engine, a more differentiated picture appeared. Depending on several factors, using an FPGA would go from reducing the cost in a substantial manner to resulting in a much more expensive system with limited overall gains. The reasons for such apparently bewildering behaviour are complex and we explain them in detail in Section 6.

Taken together, these insights provide a very accurate picture of the challenges met when trying to deploy an FPGA in an existing system. By describing in detail the interactions between the software and the FPGA, the use case we explore can help inform further developments regarding FPGA deployments in the cloud as several of the issues we have encountered are structural limitations that will arise in other systems as well. Our results indicate that successful FPGA deployments are likely to require a careful software-hardware co-design of the entire system, with approaches that only consider the FPGA side of the system being limited by many of the same design considerations we discuss in this paper.

2 BACKGROUND

In this section, we cover necessary background information on the Amadeus flight search engine, the Travel Solution concept, and the Minimum Connection Time module. We also introduce the notation that will be used in the rest of the paper.

2.1 A Flight Search Engine

The Flight Availability Search and Pricing Engine (Figure 1) is a search engine that, given a query (here called user query) specifying an origin, a destination airport, and the corresponding dates, responds with a number of potential routes between the departure and arrival points with the corresponding flight information and prices. The engine works as an online interactive service and has strict Service Level Agreements (SLAs) in terms of response time and throughput, as it is used by many companies to provide travel services to end customers. Each component has a corresponding latency bound that must be met, so that the overall query response time remains
under four seconds. Answering queries may require to explore a very large number of options, e.g., when a user is flexible on the departure and/or returning dates and the route involves several legs.

The engine is divided into several components. The Domain Explorer searches the flight domain, exploring all possible connecting airports, carriers and flights combinations; and pre-selects a number of potential routes. These routes are fed into the Route Selection component, which uses heuristics and a decision tree ensemble [17] (module Route Scoring) to reduce further the set of potential routes most likely to be bought. The reduced set is forwarded to the Pricing Engine, which then computes the price for each flight combination. The engine is currently implemented in a data centre architecture, where the different components run on different machines, and many machines are used to run the components in parallel to reach the necessary throughput. The system is large, with each one of the components using several hundred machines. In recent work, we have explored the complex interplay between the number of routes being considered and the overall throughput/latency constraints, and we refer to [17] for more details on that aspect of the system and how we successfully used hardware acceleration to optimise the Route Scoring module.

The MCT module is part of the Domain Explorer and runs on the same machines. This design is necessary to cut on the number of network hops needed to process a query, but imposes restrictions on the rule engine. For instance, Drools [6], the business rule engine commonly used by Amadeus, requires 9.5 GiB of main memory to run the hundreds of thousands of MCT rules involved. Such a high resource consumption makes it impossible to embed it within the Domain Explorer given the existing architecture. Deploying it stand-alone in its own set of servers is not an option either, as it would cause network overhead. As a result, the MCT is a customised implementation in C++ intended to provide the required performance while minimising memory consumption. In addition, being part of an online interactive service as the Domain Explorer, the downtime of the MCT module for rule set updates is restricted to a minimum. Nonetheless, the current MCT module deployment consumes 40% of the computing resources allocated to the Domain Explorer, making it an obvious starting point to make the system more efficient.

2.2 Travel Solutions

In the early stages of the flight search engine, for a given user query, several routes connecting the origin and destination airports are explored. Each combination of such single-direction routes (e.g., from Nice to Paris, from Paris to Boston), carriers (e.g., Air France and Delta), flight numbers (e.g., AF7701 and DL8604), and flight times is called a Travel Solution (TS). If a direct flight exists, it will result in a single TS; alternative indirect routes are captured in an additional TS each. Given the search space of the routes and the response time constraints for the search engine, the current system has been tailored to explore up to 1,500 TS’s per user query, and the number of connecting
Table 1. Example of the rules $r_{0.5}$ determining the Minimum Connection Time (actual rules have 34 criteria), and a possible query $\rho_0$.

| Airport | Time frame | Region   | Terminal | Decision | Precision |
|---------|------------|----------|----------|----------|-----------|
| $r_0$   | ZRH        | *        | International | *        | 90 min    | Low       |
| $r_1$   | ZRH        | *        | Schengen | T1       | 25 min    | Middle    |
| $r_2$   | ZRH        | Summer ’21 | Schengen | T1       | 40 min    | High      |
| $r_3$   | ZRH        | Winter   | Schengen | T1       | 25 min    | High      |
| $r_4$   | CDG        | Winter   | Schengen | T1       | 25 min    | High      |
| $r_5$   | CDG        | Sundays  | International | T2       | 45 min    | High      |
| $\rho_0$| ZRH        | 12th Aug ’21 | Schengen | T1       |           |           |

airports within the same TS is limited to five. Special user queries may trigger the evaluation of more TS’s, but these are a minority workload. The number of TS’s considered per user query plays an important role when integrating the FPGA, as it will be discussed later.

2.3 MCT: Filtering Impossible Connections

The rules determining the minimum connection time are provided by each airline and are standardised by IATA [10–12]. The connection time is affected by a number of variables (e.g., airports, terminals of arrival and departure, whether passport or immigration controls are involved, airplane model, time of day, etc.). The rules defining the MCT change regularly, so airlines can adapt their flight offers to their most recent logistic and commercial constraints (e.g., temporal peaks in flow of flights or passengers, changes in connection preferences between airlines, construction work at airports, etc.). The flight search engine encompasses all airports worldwide and every airline contributes a long list of rules for every airport where they operate. The current version of the MCT module operates on over 160k rules. Table 1 shows a simplified, but syntactically representative example of how the MCT rules look like (the actual rules have thirty-four criteria). We refer to [15] for further information on how the MCT module processes the rules.

3 HARDWARE DESIGN

In what follows, we describe the operational characteristics of the FPGA-based engine, erbium, and the additional modifications made to its previous version to fully support the MCT and accommodate a new standard used to specify the rules.

3.1 ERBIUM engine

Figure 2 depicts ERBIUM [15], the NFA-based Business Rule Engine hardware accelerator. Its different elements can be decomposed into offline and online modules. In the first group, the NFA Optimiser uses statistical heuristics on the rule set to optimise the NFA shape (i.e., the order of the criteria within the NFA) for both memory and latency requirements. The Constraint Generator customises the hardware kernel according to the rule structure (i.e., number of criteria, data-types, operators) and the NFA shape. The NFA Parser builds the NFA memory file based on the current hardware settings and on the rule set. These three modules run in centralised machines of the cluster and are used to generate updated versions of the NFA every time the rules change, or a more optimised version of the hardware engine when needed.
In the second group of components, the Host Executor is responsible for loading the NFA data into the FPGA internal memory, as well as for sending the MCT queries and fetching their results, which is the main processing flow. The FPGA Kernel is the hardware accelerator. These two modules compose the computing nodes of the system, and can be replicated as many times as needed to increase the throughput of MCT queries. We refer to [15] for more details on the interface between Host and Kernel, as well as their communication protocols constraints.

External inputs and outputs to the ERBIUM engine have different time persistence. The Rule structure can be seen as the schema of a table in a classic database, and therefore can be considered as static information per use case. The Rule set is updated once a day with information provided by the airlines. The daily updates do not significantly change the statistics of the data, hence the optimisation results from one day are likely valid for a considerable period. Combined with the static rule structure, the hardware description is rarely changed. As a consequence, the downtime required by the reconfiguration of the FPGA to install a new version of the rules is negligible.

3.2 Adapting from MCT v1 to v2

The rules used in MCT are expressed using a standard formalised by the International Air Transport Association (IATA). The first integration challenge arose from a new version of the standard initiated by IATA [11]. In a nutshell, the rules considered in MCT v1 were a simple conjunction of independent predicates over the attributes of the rules. The rule structure of the new version of the standard introduces inter-dependencies among the criteria, as well as a different priority weight hierarchy. It is worth mentioning that these new features are not yet used by the airlines to describe their current rules, but we wanted the system to be ready for it when the standard is fully adopted.

Such modifications represent, from a software point of view, additional code to check different conditions and additional variables in the rule structure. In contrast, for a hardware engine on an FPGA, the behaviour of the system needs to be adapted, which has further consequences. In what follows, we describe the four main changes required to support MCT v2, as illustrated in Figure 3. These changes are illustrative of the challenges faced when deploying a prototype in a real system.
3.2.1 Criteria merging. MCT v2 expands all numerical range criteria from a pair-of-values to two independent criteria. These changes can be considered as a pure syntactic modification (turning a complex attribute storing a numeric range into two separate criteria with the minimum and the maximum of the range [9]). As such, they just require to change the NFA Parser module, which now encodes range based criterion accordingly. This type of transformation is easy to capture in the NFA structure and is not visible to the outside as it only changes the number of steps in the NFA. The original design used a step for each attribute considered. The new format increases the number of attributes/criteria and, thus, results in a bigger NFA with additional steps. In addition, changing the number of steps results in the cardinality of the corresponding attribute varying significantly. For instance, a criteria merging operation removes one NFA stage, but the cardinality of the new attribute is now the Cartesian product of the values of the original attributes, as illustrated in Figure 3b. The cardinality at each stage has a direct impact on both the memory required to store the NFA transitions and the latency needed to traverse the graph, a metric directly connected to the response time of a query. Thus, while the new rules do not require to change the design on the FPGA, the resulting larger NFA places additional constraints on resources and affects latency results.

3.2.2 Precision weight for ranges. Each rule has a priority weight that models how precise or generic the rule is. This precision weight is used at runtime for choosing the most precise rule among all the ones that have matched the query. The use of priority weights makes it easier not only to answer queries when there is not much information, but also to make the answer more precise if the query contains more information. In MCT v1, every criterion has its intrinsic and unique weight value, and the precision weight of a rule is the sum of the precision weights associated to the different criteria used by the rule. In other words, a rule whose criterion value is a wildcard has a precision weight reduced by the intrinsic weight related to that criterion.

MCT v2 introduces an additional layer of priority management depending on the flight number range size. Larger ranges are less precise, and therefore carry less precision weight than a shorter one. For range criteria, the precision weight is then a combination of the intrinsic weight and a dynamic one coming from the range value used in the rule. Based on this, there are two options to address this new requirement: (i) modifying the hardware engine to support the additional precision layer, and (ii) modelling this layer within the NFA generation [13].

The former option would require a major redesign to introduce the necessary computation of the priority. The latter option does not require a redesign but, as above, results in a larger and more involved NFA. We opt for using the NFA Parser. This module is able to detect rules with overlapping ranges offline. It can then translate the ranges into new, non-overlapping rules, ensuring that a
particular flight number can match only one rule. On the one hand, by doing so, we delegate the computing cost that would be otherwise done online to the offline module. On the other hand, the number of rules increases, resulting in a bigger memory requirement.

As we will see later, increasing the number of rules — and, thus, of the NFA — is not (yet) an issue for two reasons: the inherent performance of the rule engine on the FPGA is currently limited by the PCIe bandwidth and the ability to feed big enough batches (see below); and the daily rule sets do not present substantial overlapping flight number ranges. Currently, the number of additional rules due to conflicting ranges varies between zero to a few hundred among an average of 160k rules, so the resulting increase in size is quite moderate.

3.2.3 Cross-matching criteria. The initial version of the MCT rule structure was composed of independent criteria. Every query criterion value maps to a single rule criterion (e.g., the query value “CDG” would map to “Airport” only). The new version, however, introduces the concept of cross-matching criteria. In certain cases, a single criterion input value can be matched against two criterion rule values, depending on the value of a third criterion. Consider the following example.

In the travel industry, it is necessary to differentiate between a flight commercialised by a carrier (marketing carrier), but operated by a second carrier (operating carrier). This is called a code-share flight. IATA expanded a single criterion Arrival Carrier to three to support this use case: a first that represents the carrier that commercialised the flight, the marketing carrier; a second that represents the operating carrier, and a third that indicates the code-share situation. In the case the code-share indicator is false, the operating carrier value from the query should match the marketing carrier value of the rule, requiring a cross-matching criterion operation.

In order to support this new functional behaviour, important changes need to be done on the hardware kernel side, so we decided to re-model the logic behind it and encapsulate it on the NFA. Two criteria are used: (i) marketing, and (ii) operating carrier. In the case the code-share indicator is present, the rule remains as it is declared. In the case there is no code-share indicator, the marketing and operating carrier are the same, therefore we duplicate the value to both criteria. This feature can be modelled within the NFA generation. Unlike the previous two cases, the change typically does not induce any major changes to the latency, memory requirements nor, more importantly, on the precision weight structure.

3.2.4 Flight number and code-share flight number. Similarly to marketing and operating carrier, the flight number criteria were adapted to support code-share flights. In MCT v2, a single field flight number range is provided by the rule, and its value should be either matched against the operating carrier flight number, or against the marketing carrier flight number, according to the code-share indicator. We support this new constraint by adding a criterion to the rule, uniquely representing the code-share flight number range. Its value is based on the rule context and is populated whenever the code-share flight range is the one that must be matched. Just as for the carrier values, the MCT query provides both (marketing and operating) flight numbers, and they are matched against the correct value according to the logic modelled in the NFA by the NFA Parser.

These optimisations allow the hardware engine to remain intact, as it does not violate the initial constraint requiring that rules are a conjunction of independent criteria. The expressiveness of the rules that do not violate this constraint is limited, and must be taken into account when envisaging long-term deployments. For the MCT use case, however, the expressiveness supported by the NFA model used in ERBIUM is enough to express all the rules.

3.3 Experimental Evaluation

We benchmark a stand-alone deployment of ERBIUM processing MCT v2 rules after the modifications reported above. The experiments were executed in the cloud (Amazon AWS F1 instance), and ERBIUM
was configured using one kernel containing one, two and four NFA Evaluation Engines. We compare those results with the MCT v1 setup using 4 NFA Evaluation Engines on-premises (Alveo U250, QDMA shell) reported previously [15]. Per batch size, we compute one thousand travel solutions. All the numbers presented correspond to the 90th percentile of the experiments per batch, as that matches the SLA of the search engine.

Although the rules in MCT v1 and v2 differ in both semantics and rule set, the input data coming from the Domain Explorer remains relatively similar. Hence, the performance comparison gives us an interesting perspective of how the changes caused by the new standard used in v2 affect performance. The MCT v2 deployment is 56% more resource-intensive due to the larger set of rules and more complex rule structure, but requires 4% less FPGA memory. The reduction in memory consumption is explained by the more homogeneous distribution of NFA transitions throughout the different NFA levels in v2, since it contains a larger number of relevant criteria than v1. In contrast, the NFA depth, and hence the hardware pipeline, is larger; which affects the overall latency. This is a consequence of having 26 consolidated criteria in v2, against only 22 in v1. The main latency drawback for the v2 deployments in the cloud for small batch sizes comes from the FPGA shell difference. The v2 deployment on AWS can only use the XDMA shell, whereas the v1 experiments takes advantage of the streaming interface provided by the QDMA shell [23]. The different interfaces play a big role in the latency of small data transfers up to 1,024 queries per batch. Figure 4 shows that both engine setups respond similarly as long as their pipeline is not fully saturated, which does not happen with loads smaller than 100k queries per batch. Above this threshold, MCT v1 is able to process up to 40 million queries per second, while MCT v2 saturates at 32 million queries per second, by virtue of a 11% lower operating frequency caused by the bigger NFA size.

In summary, when looking only at the performance, we observe a significant performance loss over the original design when all the new requirements are considered. This can be seen as illustrative of the difference between a prototype and a system that needs to consider all corner cases. Some of the loss is caused by the larger NFA which affects latency and results in a lower operating frequency. Another part of the loss arises due to differences in the shells available, with the new deployment having to use a blocking interface rather than a streaming one, which also causes additional costs when passing data and extracting the results [15]. The performance loss
is lower for large batch sizes as the overhead is distributed across more queries. This offers an opportunity to compensate the losses in the new design.

3.4 Discussion
The example illustrates the practical relevance of not only the design on the FPGA, but of the tools related to it, in this case the NFA generator. The search engine will face over time many changes to the rules format, the standards, the criteria considered, etc. This needs to be factored in when moving part of the system to an FPGA. Without a suitable generator, each one of these changes caused by the new standard would have required a complete redesign of the circuit on the FPGA, which would have made the whole approach highly impractical due to the high cost of development and its effects on the life cycle of the search engine. In our experience, the often heard criticism regarding the cost of development on FPGAs refers in reality to the cost of evolving and maintaining the design over the entire lifetime of the system. With the appropriate tools and by adopting flexible designs that can be easily adapted, a significant part of the development cost over time can be reduced to a minimum. In our case, the major changes in the rules standard could be addressed through changes to the NFA Parser, a software component that is much easier to maintain and modify, while keeping the core FPGA design virtually identical from version to version. Of course, the drawback is that the NFA implemented on the FPGA needs to remain a generic one, so that it can accommodate changes without affecting its structure.

The trade-off of generality and easy of maintenance at the cost of designs that do not achieve maximum performance is a common one in software, but one that still need to be considered in many FPGA-based systems where performance often trumps all other considerations [14]. As our use case illustrates, the practical viability of a design hinges not only on its performance, but also on its ability to easily evolve and adapt to changes. This could be determined by tools outside the FPGA, as demonstrated in our project, where the NFA generator has become a key component that has allowed us to absorb much of the additional complexity without having to completely redesign the circuit on the FPGA.

The performance comparison shows the importance of considering the life cycle of a real system of this scale. In practice, the load on all components tends to grow over time, as the new version of the MCT rules demonstrates. Thus, a design whose performance is maximised for a particular problem size might not be the best option on the medium and long term. Instead, a flexible design is preferred as it facilitates maintenance and evolution. The larger number of rules in version 2 result in a larger NFA which, in turn, affects the frequency that can be reached. However, the impact of the frequency can be compensated to a large extent by using larger batch sizes. The difference in interfaces (streaming vs blocking) among the shells is something that we expect will eventually disappear, bringing the curves closer for all batch sizes. Thus, we consider that the FPGA design has proven to be scalable and can be evolved without a high development cost, since the complexity is absorbed by a software component that is easier to develop and maintain, but that also becomes an intrinsic element in the system. As a lesson learned, when considering a design, it is important to consider how it could be scaled and modified over time. Ultra-optimised designs that need to be redesigned from scratch to accommodate changes are unlikely to pay off in real deployments.

4 SYSTEM INTEGRATION
In this section, we discuss the integration of ERBIUM into the complete flight search engine and how assumptions made in software and existing interfaces impact the resulting performance.
4.1 Setup

We have ported the new version of erbium described in Section 3 to a deployment of the Amadeus flight search engine on AWS F1 instances. The MCT queries used to generate load in the system are actual user queries captured from the production environment. The structure of the system is illustrated in Figure 5 and its main components are as follows:

Injector. The injector module generates the workload sent to the system by replaying the user query traces captured from the production environment. It distributes the workload to each one of the Domain Explorer processes, saturating their processing capacity as much as possible.

Domain Explorer. A user query submitted to the search engine is executed by a single Domain Explorer process, similarly to a pool of processes in a data management system; each process issues several Travel Solutions, which then may trigger the evaluation of one to five MCT queries each. The number of processes that an instance of the Domain Explorer deploys in one machine depends on the memory and number of cores available. In the current production environment, there are 48 Domain Explorer processes in each machine.

ZeroMQ. The communication between the Domain Explorer software with the new MCT Wrapper uses the ZeroMQ framework. ZeroMQ is a light-weight networking library that handles concurrent communications using different patterns and protocols. It was already validated and deployed for similar purposes in other Amadeus applications, which facilitated its adoption in this case. We use a Request-Reply pattern combined with synchronous communications between the Domain Explorer processes and the router, and asynchronous communications between the router and the multiple workers (MCT Wrapper threads).

MCT Wrapper. The wrapper is a multi-threaded version of the erbium Host Executor (Figure 2). It distributes the incoming MCT queries in a round-robin manner among the different workers using ZeroMQ dealers to support asynchronous communication and, thus, making sure the wrapper is always ready to process new queries. The wrapper also plays an important role in hiding the details of the FPGA management form the rest of the system. The idea is to leverage a micro-service architecture to allow a fine-grained management of the deployment and the resources. Since the libraries used to communicate via PCIe to the FPGA are vendor-specific, using the wrapper avoids that the engine is tightly coupled to one particular vendor’s set of tools or boards. A change from

Fig. 5. System Integration setup.
Xilinx to Intel FPGA boards would be encapsulated within the MCT Wrapper (i.e., a new docker image), a transparent change vis-à-vis the Domain Explorer software component. Following the same principle, this wrapper is also responsible for handling ERBIUM-specific start up and update transactions, such as programming the FPGA with the generated bitstream and loading the NFA into the FPGA internal memory.

Encoder. The current ERBIUM implementation uses dictionary encoding to reduce both the storage requirement and the online data movement. Therefore, the MCT query must be encoded before being sent to the accelerator. This process is carried out individually at the worker level in a pipeline manner, while the previous query batch is being processed by the erbium FPGA kernel. This module is important in that it adapts data representations used in software to formats more amenable to FPGA processing. Without it, the design on the FPGA would not be competitive since it would be mired in the overhead of dealing with complex data types.

XRT. The communication between the different workers and the FPGA kernels is managed by the Xilinx Runtime Library (XRT). It schedules the data movement and the execution of the requests so that while the kernel is executing a batch of MCT queries, a different thread is being served by transferring its query data into the FPGA internal memory. We leverage this mechanism by having at least two threads per FPGA kernel.

FPGA. There are different possible combinations to fully utilise the FPGA resources. One can have, for instance, a single ERBIUM kernel with four parallel engines; or two kernels with two parallel engines each. While the first setup is tuned to process a batch of queries as fast as possible (hence improving latency), the second prioritises the parallel execution of two batch of queries (thereby improving throughput).

Virtualisation. The individual instances of the Domain Explorer and MCT Wrapper run each on their own Docker container. All combined, they are packed into a Kubernetes pod, which is then associated to one FPGA board. Therefore, when a server provides multiple FPGA boards, there will be as many of these pods as there are boards. By deploying ZeroMQ clients and servers inside the same Kubernetes pod, we take advantage of Inter-process Communication (IPC) to minimise the communication overhead between containers. Depending on future needs, we could also deploy the Docker containers in different pods to better distribute the application across different machines. In that case, ZeroMQ would hide the change of communication protocol without impacting the rest of the system.

There is a 1-to-N relationship between the MCT Wrapper and the FPGA board, so one board cannot be accessed by multiple MCT Wrappers. It is both a technical limitation of the existing software stack provided by the FPGA vendors, where multiple containers (or pods) cannot be dynamically assigned to the same board, as well as a way to maximise the throughput by optimising the communication over PCIe, which is often the main bottleneck.

4.2 System Overhead Characterisation

The setup depicted in Figure 5 sheds light on the new execution elements required before and after the query evaluation by the FPGA kernel. Most of them can be parallised, such as the number of process within the Domain Explorer, the number of workers within the MCT Wrapper, the number of kernels within the FPGA, and the number of engines within the kernel. We first conduct a performance evaluation of the most basic scenario, where each one of those parallel elements is reduced to one: a single process generates the MCT queries, a single worker encodes the data and handles the communication with the FPGA, where a single ERBIUM kernel evaluates them. With
this configuration, we measure the intrinsic response time of each element processing different sizes of batches of MCT queries.

Figure 6 shows the communication and synchronisation overheads of the different layers of the architecture as a function of the batch size. As a consequence of the PCIe bus constraints and FPGA shell protocols, the actual processing time for small batch size up to 4,096 MCT queries is dominated by data movement overheads. For larger batch sizes, the encoder imposes a linear and very high execution time, even bigger than the actual MCT query processing by the FPGA kernel. ZeroMQ communication overheads are also important, representing between 60% to 30% of the total response time for both query and response data movements. Given that the response time of the kernel execution on the FPGA is in the microsecond range, it is not a surprise that data encoding and data movements become equally or more expensive, a known problem in the context of data centre applications [1]. This is an important aspect to consider in view of the previous discussions about performance vs. easy of maintenance. In these ranges, and as the results show, the actual contribution to latency by the FPGA itself might not be the biggest issue in the overall design, removing some of the pressure to come up with the utmost optimised design.

4.3 Parallel Evaluation

The system setup (Figure 5) is very parallelisable. As a result, the deployment choices for each component are many, but may generate workload imbalances within the system. Globally, the correct choice of each parameter is the one that leads to a maximum overall throughput, while respecting the latency threshold and not under-utilising the system. We measure the global MCT throughput of the system as MCT queries per second, as well as the execution time of a user request (a batch of MCT queries) as seen by the Injector. To measure the individual contribution of each parallel component, we conduct four series of experiments.

Varying the number of engines per kernel. The available resources on a given FPGA board is fixed. The number of kernels that can be put into a single FPGA depends on the number of engines each one of them has. In the MCT v2 use case in the cloud, for example, the FPGA board is able to fit a total of 4 engines, so either one kernel of four engines, or two kernels of two engines, or four kernels of one engine each. We therefore measure the individual throughput gain for a single kernel varying the number of engines inside it for a fixed process and worker. In this setup, the execution of a single MCT request (a batch of MCT queries) is prioritised at the cost of a lower global throughput.

Figure 7 presents the global throughput in MCT queries per second of kernels using one, two and four NFA Evaluation Engines. In this setup, a kernel distributes the workload of a single MCT query among its engines for parallel execution.
Varying the number of engines per kernel. Series are labelled according to the number of processes (p), number of workers (w), number of kernels (k) and number of engines (e) per kernel.

(a) Global throughput in MCT queries per second  
(b) Execution time of a single MCT request

Fig. 7. Varying the number of engines per kernel. Series are labelled according to the number of processes (p), number of workers (w), number of kernels (k) and number of engines (e) per kernel.

Varying the number of parallel components uniformly. The second experiment is a complementary analysis of the previous compromise between number of engines per kernels and throughput vs. latency. We fix the number of engines per kernel, and measure the performance of adding new kernels. Each kernel has its own feeding flow (one process and one worker each). The system capacity to process parallel requests increases, as expected, as we add parallel processing elements (Figure 8). On the other hand, the latency of processing a single request increases, as the complexity of the FPGA circuit induces a slower operating frequency. In this setup, the global throughput is prioritised at the cost of a slower execution time per request (compare Figures 7 with lower throughput and lower latency and 8 with higher throughput but also higher latency).
Multiple Process-Worker couple for a single kernel. In this series of experiments, we measure how much workload a single kernel is able to handle as we increase the feeding flow. Given that an FPGA kernel stand-alone outperforms the global throughput (as shown in Figure 4), the stress test of this experiment focuses on how much synchronisation overhead the XRT driver imposes, since it schedules different MCT requests from different workers down to a single kernel. Figure 9 shows that such a configuration maximises the global throughput, reaching up to 40 million MCT queries per second. On the other hand, the synchronisation overhead at the XRT scheduler imposes a linear latency according to the number of feeding threads, but constant as regard to the batch size.

Multiple processes per worker. The final series of experiments focuses on stressing the workers at the MCT Wrapper. We vary the number of processes a single worker is fed from. In this scenario, the worker is responsible for scheduling different MCT requests and batching them into a single erbium call. The worker then partitions the results and distributes them to the respective Domain Explorer processes. We fix the kernel configuration as the best-case scenario from the first experiment (Figure 7), with four engines per kernel. Figure 10 shows that a single worker is not saturated by a single process, and therefore can deliver a bigger throughput when coupled to several processes, for example when connecting from 2 to 8 process per worker. The gain is reduced as we approach
16 process per worker, indicating a saturation at the worker level. In terms of execution time (Figure 10b), the scheduling at the worker level imposes a similar latency than the one imposed at the XRT level, but the former does depend on the batch size.

4.4 Discussion

The choice of how many parallel elements are instantiated at each component of the Search Engine must take into consideration not only the direct gain in throughput that an additional parallel processing element introduces, but also how this element is coupled to the remaining ones [5, 16]. The different configurations stress different components of the system, which present different overhead constraints. Global throughput can be maximised, at the cost of a higher execution time per user request. Contrary, fast response times per query lead to a lower global throughput. Figure 11 presents the compromise between these two dimensions and indicates which would be the best configuration according to the performance priority. For a given minimal throughput, e.g., 20 million queries per second, one can identify that a configuration with 4p 4w 1k 4e would impose the lowest execution time; however if one fix the maximum execution time at, e.g., 500 µs, the configuration with 2p 2w 1k 4e would be the one which yields the best throughput. Having such a flexibility in the configuration of the system and the degrees of parallelism is crucial in a search engine like the one considered here. Additional performance demands, whether higher throughput or lower latency, can be addressed by choosing the right combination of parameters. This flexibility also helps in avoiding over-provisioning by adjusting the size of the system to the target performance and in determining what element to scale out when needed.

From the research and practitioners perspective, an important lesson from these results is that the overall performance depends not only on the FPGA design, but also on the external elements of the system. Figure 11 shows a surprisingly large range of performance options both in latency and throughput, many of them determined by the system around the FPGA rather than by the design on the FPGA itself. Combined with the discussions above, these results confirm that absolute performance on the FPGA is less a factor than flexibility, easy of maintenance and evolution, and its integration within the rest of the system.
5 BUSINESS LOGIC ANALYSIS

In this section we explore the impact that a higher level abstraction (the Travel Solution) used in the search engine has on the MCT acceleration. Because the abstraction is currently tightly integrated in the current software implementation, eliminating it to accommodate the needs of the FPGA design would require a major redesign of the entire engine, something that would make the cost of adopting FPGAs prohibitive.

5.1 From Travel Solutions to MCT queries

The flight search engine manages requests in terms of Travel Solutions (TS). A list of potential TS’s is generated by the Connection builder inside the Domain Explorer just before the MCT call. This list is first sorted following an internal heuristic. Then, the Domain Explorer sequentially reads the list, and calls the MCT module for the TS’s that are not direct flights. Given that a TS would have in general no more than four stop-overs, the MCT request would be composed of at most four MCT queries to be checked. As soon as the Domain Explorer has identified 1,500 valid TS’s, it finishes the execution and returns the list of valid TS’s to the next Search Engine component.

The current implementation of the Domain Explorer is optimised for a CPU architecture, where the notion of batch processing is not required. In fact, the CPU has more flexibility and suffers less communication overhead than any PCIe-based device. On the FPGA, a similar approach of calling the MCT kernel with less than 10 MCT queries would not take advantage of the hardware acceleration (see below), as it can be seen in previous results (Figures 6-10). A better approach is therefore to aggregate a number of MCT queries from different TS’s coming from the same user query. However, the number of TS’s to be evaluated is not known beforehand, and therefore there is another trade-off to resolve: minimise the number of TS’s to be evaluated (since only the first 1,500 are used), but maximising the number of MCT queries packed into the same batch, in such a manner that only a single FPGA call is required. Recall that all experimental results shown above indicate larger batches are needed for the FPGA design to reach the necessary performance.

5.2 A CPU perspective of the acceleration

To measure how efficient the current CPU implementation is regarding the evaluation of independent TS’s, we conduct an experiment using the architecture from Section 4 deploying a single Domain Explorer process, a single MCT Wrapper, and a single Erbium kernel with four NFA Evaluation Engines. In this experiment, instead of imposing the MCT batch size, we rely on the workload of individual TS’s generated by the search engine.

We collected a snapshot of the workload of the search engine from production. This snapshot encompasses 6,301 real user queries that generate together 5.8 million potential TS’s and 4.8 million MCT queries. About 17% of the TS’s of this benchmark correspond to direct flights, and therefore do not generate MCT calls. For the other ones, they spawn an average of 1.24 MCT queries each.

We proceed with a baseline comparison between a pure CPU execution using the current algorithms and the FPGA flow. The CPU baseline is a brand new, refactored and optimised version tailored for the MCT v2 use case. The new CPU version introduces some of the CPU optimisations previously reported [15], as well as some cache mechanisms for selected airports.

To determine the batch size used for the FPGA call, we use the number of required qualified TS’s provided by the user query. If the user query generates less potential TS’s than the required qualified TS’s number, all of the potential ones are batched together. In the other cases, we have multiple batches of the size of the required qualified TS’s. This is not an optimal choice, since it does not minimise the number of FPGA calls whenever there are more potential TS’s than the required number.
Figure 12 shows the execution time of individual user queries being processed by the CPU and FPGA MCT modules as a function of the number of checked MCT queries. We also plot the number of FPGA calls required to execute the user query. For small workloads of up to 400 MCT queries, the CPU implementations presents a smaller execution time, as the PCIe bus imposes an important communication overhead to the FPGA kernel. These small workloads could be packaged together, a solution that does not further penalise the execution time, but highly benefit the global throughput of the system, as shown in Figure 10. For bigger workloads, the FPGA outperforms the CPU, even when called several times in the same request.

5.3 Discussion

FPGAs are fundamentally different from CPUs and GPUs. While in all cases a certain amount of tuning to the underlying hardware makes sense, in the case of the FPGAs it is usually crucial to get the necessary performance. We have already seen this effect when considering the impact of the encoder in the overall overhead, which is necessary to adapt the incoming data types to formats the FPGA can process efficiently. In this section we have seen another aspect that plays a crucial role. All experimental results indicate that the batch size has to be large enough for the FPGA to be competitive. However, the batch size is dictated by the search engine and how it works. We have been able to find a compromise solution, but the overall result is that the performance on the FPGA suffers. At small batch sizes, there is not enough load for the FPGA to be fully exploited and the overhead of sending the requests to the FPGA dominates. The size of the batch that can be processed is determined by how the flight search engine deals with Travel Solutions. We can delay submitting queries to batch several requests, but that has an impact on latency and requires additional logic before the FPGA. Moreover, not all user queries result in requests or enough requests to the MCT, naturally leading to small batch sizes and infra-utilisation of the FPGA. One could argue that the flight search engine could be modified to accommodate the FPGA. This is not a realistic option in the short term as it would be very costly and still does not address the fact that the load is not uniform: often enough there are not enough requests for the MCT module. These effects play no role in the CPU implementation, but turn the FPGA deployment into a rather complex compromise.
in terms of design and performance with the added factor that the FPGA cannot always be fully exploited.

6 SYSTEM DEPLOYMENT ON CURRENT CLOUD PLATFORMS

In this section we present a brief analysis of the cost of deploying the FPGA-based solution using ERBIUM for both on-premises and in the cloud. These numbers are approximate, but they give an accurate picture of the issues involved.

6.1 Domain Explorer and ERBIUM

The more direct implementation of the ideas proposed places the hardware accelerator as a co-processor attached to the CPU through PCIe (Figure 13). This setup is the only one available in both AWS F1 and Azure NP-series, as of February 2021. By running MCT on an FPGA, we could free up to 40% of CPU time in the Domain Explorer, which could then, theoretically, accept 40% more requests. To avoid under-use of the computing resources, an alternative is to reduce the number of CPUs by 40%, since that will still leave enough capacity with the current loads.

The strategies to follow to take advantage of the new design are different whether the targeted deployment is on-premises or in the cloud. For on-premises, the search engine already exists, therefore the computing resources is already accounted for. An eventual re-allocation of resources within the company should also be considered, for instance, allocating the surplus CPUs to a different service or product. Moreover, for on-premises deployments, the choice of computing resources (e.g., FPGA board and CPU configuration) is driven by the cost and the technical maintenance overhead within the company. For deployments in the cloud, it is important to adjust the resources to the demand so under-utilisation should be kept to a minimum. The drawback of deployments in the cloud arises from the currently available configurations of CPU and FPGA models, FPGA shells (and hence, communication interfaces) and how they are attached together. As of February 2021, both Amazon F1 and Azure NP-series instances provide a single option: a big FPGA (UltraScale+ VCU9P and Alveo U250, respectively), PCIe-attached to a small CPU (8 and 10 vCPUs, respectively). This offer is a major handicap in a co-located service architecture, where the CPU has to run the Domain Explorer. To have the same CPU capacity as one CPU-only server used on-premises, we would need about 6 AWS F1 instances, for example. Additionally, there is currently no possibility of multiples CPU instances sharing the same FPGA, or FPGA-to-FPGA communication. The result...
Table 2. Rough cost estimate for different deployments on-premises and in the cloud for the *Domain Explorer* and MCT modules configured as shown in Figure 13. Hourly prices for AWS instances in Europe (Ireland) region, and for Azure instances in United States (Washington), both for a savings plan of one year.

| Element                      | vCPUs | Units | Unit Cost (USD) | Total (USD) |
|------------------------------|-------|-------|-----------------|-------------|
| **On-Premises**              |       |       |                 |             |
| Original *Domain Explorer*   | CPU   | 48    | 400             | 10 k        | 4 M         |
| *Domain Explorer + Erbium*   | CPU + Alveo U200 | 48 | 244             | 20 k        | 4.88 M      |
| *Domain Explorer + Erbium*   | CPU + Alveo U50  | 48 | 244             | 13 k        | 3.17 M      |
| **AWS**                      |       |       |                 |             |
| Original *Domain Explorer*   | c5.12xlarge | 48 | 400             | 1.452/h     | 5.0 M/year  |
| *Domain Explorer + Erbium*   | f1.2xlarge | 8  | 1,464           | 1.2266/h    | 15.7 M/year |
| **Azure**                    |       |       |                 |             |
| Original *Domain Explorer*   | F48s v2| 48 | 400             | 1.2084/h    | 4.2 M/year  |
| *Domain Explorer + Erbium*   | NP10s    | 10 | 1,171           | 1.0411/h    | 10.6 M/year |

is that while the FPGA can process a large amount of MCT requests, the CPU side is simply not powerful enough to generate enough load.

Table 2 summarises a simplified calculation of the costs associated to different deployments based on the current load (for which 400 servers are needed) and the proportion of the load that the FPGAs could take over in the best case. We use 400 large multi-core servers at a purchase price of 10K each as a baseline. The equivalent in the cloud are *c5.12xlarge* and *F48s v2* instances, endowed with 48 vCPUs and 96 GiB of memory each. Assuming the FPGA takes over 40% of the load, we only need then 244 large servers with an FPGA attached. In the cloud, because the CPU side of the available instances is so small, we would need 1,464 *f1.2xlarge* or 1,171 *NP10s* instances to be able to cope with the current load on the rest of the system.

This cost calculation is not intended to provide a full comparison between on-premises vs. cloud deployments, since it does not take into account maintenance, facility, energy and operational costs on-premises. This being said, it does provide a good base of comparison for the different system layouts among each category. Notably, these numbers demonstrate that, on-premises, the new design is only cost-effective when using a smaller FPGA, as the larger ones are too expensive. Especially considering that we cannot fully utilise the FPGA. However, the MCT *Erbium* design would fit on an Alveo U50, which has a list price about a fourth of that of the larger boards. With such a board, the price of the system becomes more competitive. In the cloud, the current configurations are simply inadequate for the proposed design. The increase in cost — 3x for AWS, and 2.5x for Azure — over a CPU-only design is prohibitive.

### 6.2 Domain Explorer and Erbium and Route Scoring

The calculation above only considers the MCT module. As we have seen, several effects make it difficult to keep the FPGA at capacity. An alternative design is to add other modules of the search engine to the FPGA, so that it has enough load in spite of the caveats discussed so far. This could be done by combining the MCT module with the *Route Scoring* module, a different part of the flight search engine successfully accelerated using FPGAs [17].

The *Route Scoring* would move earlier in the flow, directly inside the *Domain Explorer*, to score the routes during the flight domain exploration (Figure 14). By doing so, the *Route Scoring* would
be able to process several tens of thousands of routes in the Domain Explorer, instead of only few hundreds inside the Route Selection, while respecting the same response time constraint. Both MCT and Route Scoring would then be on the same FPGA, and pipelined together to minimise the back and forth with the CPU, notably the PCIe overhead. Such pipeline would require an additional refactoring of the Domain Explorer, since the notions of route for MCT and Route Scoring are not exactly the same, but such deployment would optimise the FPGA occupancy and its usage, while combining the potential business benefits of both modules.

Table 3 contains a similar cost estimate to the previous one, but this time including the Route Scoring module in the equation. To the 400 CPU-only servers needed by the Domain Explorer, we now add 80 servers to run the Route Scoring module. That pushes the on-premises cost of the CPU-only solution to 4.8 millions. Because now the FPGA is used to replace 40% of the Domain Explorer servers plus all of the Route Scoring servers, the cost-effectiveness of an FPGA-based solution improves over the previous scenario. It is still the case that we would be able to run the two FPGA designs, MCT and Route Scoring, on the Alveo U50; so we include the costs for that case as well.
(although we have not performed extensive experiments to find out the best possible configurations and how using both designs at the same time affects the PCIe bottleneck). In the cloud, the cost associated to the additional servers for Route Scoring raise the total cost of the flight search engine, but not enough to bring it anywhere near what the cost would be for the FPGA-based solution given the current prices and configurations. One could argue that, both in this as well as in the previous scenario, there could be ways to use less F1 instances. For instance, in the first scenario, one could direct user queries for direct flights to instances without an FPGA and request requiring the MCT to F1 instances. In practice, this implies major changes to the engine, which take time and also incur a considerable cost. At the end, the difference in price is so large that it is unlikely any straightforward solution will make the FPGA-based deployment cost-effective in the cloud under the current computing resource offer layouts. Only a different configuration with a much more powerful CPU that would significantly lower the number of servers needed would solve the problem, assuming that the cost of the new instance is not much higher than the current ones.

6.3 Discussion
Although these results are undoubtedly rough cost calculations and some of the prices of servers, boards, and cloud instances can vary in the near future, they do provide a sobering perspective on large scale FPGA deployments using today’s systems. The main issue that these results bring to the fore is the large imbalance between the CPU and the FPGA in the cloud instances. We have shown throughout the paper that turning the initial prototype into a real system results in a performance loss over the ideal case, performance that is further reduced by impedance mismatches between the current system and what the FPGA needs to provide maximise performance. Add to that that the instances in the cloud do not provide enough computing capacity for the software part of the engine to put enough load on the FPGA, and the result is a prohibitive cost for FPGA deployments. The obvious solution to this is to have access to instances with a different configuration. On the research side, though, the results point out at the importance of considering how to put enough load on the FPGA and the overhead of getting results back. PCIe-attached boards hit the bandwidth bottleneck very quickly, especially if the shells do not support streaming. In previous work for the Route Scoring module [17] we considered such an overhead and found out that we lost a significant part of the advantage of using an FPGA, even if, in total, the FPGA-based solution was still ahead.

A direct consequence of these ideas is that it might turn out that the better way to use FPGAs as accelerators is not as co-processors attached to the CPU, but as first class citizens that are accessible directly from the network. That could look like the configuration used in Microsoft Azure [8], where the FPGA is available in the network. Alternatively, one could think of having stand-alone FPGAs or FPGA clusters also directly connected to the network, as IBM has proposed on their CloudFPGA [19, 22]. In the case of the Route Scoring module, this is trivial to do, as the module is already a separate component running on a separate server. For the MCT module, things are more complex, as what is currently done with a local call becomes a network invocation, which will add to the latency. Nevertheless, one could think of placing all FPGA accelerated modules on the FPGAs as discussed above and change the search engine to use the module remotely. This is an idea that we intend to explore in the future using both TCP/IP communication [20], as well as RDMA [21].

7 CONCLUSION
Data centres make computing heterogeneity affordable. While academic research has been showing great potential for the use of FPGA to accelerate applications, integrating them into complex and legacy systems is yet a challenge. In this paper we provide an extensive study on the steps necessary to move from a research prototype of an FPGA-based accelerator to a Proof-of-Concept integrated within a realistic system under realistic constraints. The first lesson is that the same trade-offs
between flexibility, optimisation and maintainability met in the context of High Performance Computing software is also valid for FPGA-based accelerators. Although there has been a lot of research effort to maximise performance of FPGA designs at all costs, long-term deployment in systems that evolve over time may make such highly optimised designs too expensive to maintain. Moreover, we show that orders of magnitude better performance vis-à-vis an independent function of the system may be significantly less as a result of mismatches between the software and hardware. In the context of legacy systems, such a co-design effort imposes an important development cost. Finally, the FPGA offerings currently available in the cloud are still too limited, preventing a full utilisation of the FPGA computing power by lack of CPU power. For on-premises deployment, however, the advantage of more freedom of choice on the hardware architecture makes FPGA designs more competitive. We hope that these insights will help and promote more research considering the end-to-end aspects of FPGA deployments and also inform existing deployments to expand the range of options available.
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