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Abstract—Motivated by attitude control and attitude estimation problems for a rigid body, computational methods are proposed to propagate uncertainties in the angular velocity and the attitude. The nonlinear attitude flow is determined by Euler-Poincaré equations that describe the rotational dynamics of the rigid body acting under the influence of an attitude dependent potential and by a reconstruction equation that describes the kinematics expressed in terms of an orthogonal matrix representing the rigid body attitude. Uncertainties in the angular velocity and attitude are described in terms of ellipsoidal sets that are propagated through this highly nonlinear attitude flow. Computational methods are proposed, one method based on a local linearization of the attitude flow and two methods based on propagation of a small (unscented) sample selected from the initial uncertainty ellipsoid. Each of these computational methods is constructed using the Lie group variational integrator algorithm, viewed as a discretization of the attitude flow dynamics. Computational results are obtained that indicate (1) the strongly nonlinear attitude flow characteristics and (2) the limitations of each of these methods, and indeed any method, in providing effective global bounds on the nonlinear attitude flow.

I. INTRODUCTION

As an integrable system, the attitude dynamics of the free rigid body are reasonably well understood. However, if there is an attitude dependent potential that influence the rigid body, then the dynamics can be very complex. In this paper, such attitude dynamics are studied for a rigid body with an inertially fixed pivot acting under the influence of uniform and constant gravity; this model is subsequently referred to as the 3D pendulum [1].

A rigid 3D pendulum is a rigid body supported by a fixed, frictionless pivot, acted on by gravitational forces. The supporting pivot allows three degrees of rotational freedom of the pendulum. Uniform, constant gravity is assumed. The terminology 3D pendulum refers to the fact that the pendulum is a rigid body with three spatial dimensions and the pendulum has three rotational degrees of freedom.

Two reference frames are introduced. An inertial reference frame has its origin at the pivot; the first two axes lie in the horizontal plane and the third axis is vertical in the direction of gravity. A reference frame fixed to the pendulum body is also introduced. The origin of this body-fixed frame is also located at the pivot. In the body fixed frame, the moment of inertia of the pendulum, \( I \in \mathbb{R}^{3 \times 3} \), is constant. This moment of inertia can be computed from the traditional moment of inertia of a translated frame whose origin is located at the center of mass of the pendulum using the parallel axis theorem. Since the origin of the body fixed frame is located at the pivot, principal axes with respect to this frame can be defined for which the moment of inertia is a diagonal matrix. Note that the center of mass of the 3D pendulum may or may not lie on one of the principal axes defined in this way.

The dynamics of the 3D pendulum are given by the Euler equation that includes the moment due to gravity:

\[
J \ddot{\Omega} = J \Omega \times \Omega + mg \rho \times R^T e_3.
\]

The rotational kinematics equations are

\[
\dot{R} = RS(\Omega).
\]

Equations (1) and (2) define the full dynamics of a rigid pendulum on the tangent bundle \( TSO(3) \). The attitude of the pendulum is represented by a rotation matrix \( R \in SO(3) \), and the angular velocity in the body fixed frame is denoted by \( \Omega \in \mathbb{R}^3 \).

In the above equations, the mass of the pendulum and the gravitational acceleration are denoted by \( m \) and \( g \), respectively, and \( \rho \in \mathbb{R}^3 \) is the vector from the pivot to the mass center of the pendulum expressed in the body fixed frame. The vector \( e_3 = [0,0,1]^T \) is the direction of gravity in the inertial frame, so that \( R^T e_3 \) is the direction of gravity in the pendulum-fixed frame. For a given vector \( a \in \mathbb{R}^3 \), the skew-symmetric matrix \( S(a) \) is defined as

\[
S(a) = \begin{bmatrix}
0 & -a_3 & a_2 \\
a_3 & 0 & -a_1 \\
a_2 & a_1 & 0
\end{bmatrix}
\]

so that \( S(a)b = a \times b \) for a \( b \in \mathbb{R}^3 \).

There are two disjoint equilibria when the direction of gravity in the body fixed frame is collinear with the vector \( \rho \). We define

\[
H = \left\{ (R,\Omega) \in TSO(3) \mid R^T e_3 = \frac{\rho}{\|\rho\|}, \Omega = 0 \right\},
\]

\[
I = \left\{ (R,\Omega) \in TSO(3) \mid R^T e_3 = -\frac{\rho}{\|\rho\|}, \Omega = 0 \right\}
\]

as hanging equilibria and inverted equilibria, respectively.

The objective of this paper is to study the nonlinear attitude flow of the 3D pendulum dynamics by characterizing
the propagation of uncertainty in the attitude and angular velocity. Simple analytical bounds can be obtained for small, localized uncertainty over short time periods, but such bounds provide no insight into the global attitude dynamics. Uncertainty propagation can also be studied, within a probabilistic framework, using the Liouville partial differential equation, a special case of the Fokker-Planck equation, but this leads to significant solution difficulties. Our approach in this paper is to make use of computational tools, based on the recently introduced Lie group variational integrator for the 3D pendulum and on a framework for propagating suitably defined uncertainty ellipsoids [2]. We show that these computational tools are useful in some cases, but they have important limitations that arise from the complex attitude dynamics of the 3D pendulum.

This line of research was motivated by our prior work on attitude control and estimation [3], [4]. The results in this paper demonstrate the complex global dynamics that can occur for an uncontrolled 3D pendulum. In this way, the challenges of attitude control and estimation are made clear, at least in the case that global results are desired.

II. PROBLEM FORMULATION

An uncertainty ellipsoid on TSO(3) is defined by
\[ \mathcal{E}(\hat{R}, \hat{\Omega}, P) = \{(R, \Omega) \in TSO(3) \mid x^T P^{-1} x \leq 1\}, \]
where \( x = [\zeta; \delta \Omega] \in \mathbb{R}^6 \) and \( \zeta = \log(\hat{R}^T R), \delta \Omega = \Omega - \hat{\Omega} \in \mathbb{R}^3 \). The center of the ellipsoid is given by the rotation matrix \( \hat{R} \) and the angular velocity \( \hat{\Omega} \); the matrix \( P \in \mathbb{R}^{6 \times 6} \) is the uncertainty matrix that characterizes the size of the ellipsoid. In particular, if the initial attitude and angular velocity are known to lie in an initial uncertainty ellipsoid, we seek computational methods to propagate the uncertainty so that we obtain another uncertainty ellipsoid at a later time in which the resulting attitude and angular velocity of the 3D pendulum are expected to lie.

III. UNCERTAINTY PROPAGATION

We study three methods to propagate the uncertainty set over the time interval \([0, T]\). All three methods make use of the Lie group variational integrator to propagate the angular velocity and the attitude [2]. The Lie group variational integrator is described by the following discrete update equations,
\begin{align*}
hS(J\Omega_k + \frac{h}{2} M_k) &= F_k J_d - J_d F_k^T, \\
R_{k+1} &= R_k F_k, \\
J\Omega_{k+1} &= F_k^T J\Omega_k + \frac{h}{2} F_k^T M_k + \frac{h}{2} M_{k+1},
\end{align*}
where the subscript \( k \) denotes the \( k \)-th discrete variable for a fixed integration step size \( h \in \mathbb{R} \), and \( F_k \in SO(3) \) is the relative attitude between two adjacent integration steps. The nonstandard moment inertia matrix is given by \( J_d = \frac{1}{2} \text{tr}[J] I_{3 \times 3} - J \in \mathbb{R}^{3 \times 3} \), and the moment due to the gravity is denoted by \( M_k = m g \rho \times R_k^T e_3 \in \mathbb{R}^3 \). For a given \((R_k, \Omega_k)\), (4) is solved to find \( F_k \in SO(3) \). Then \((R_{k+1}, \Omega_{k+1})\) is obtained by (5) and (6). This yields a map \((R_k, \Omega_k) \mapsto (R_{k+1}, \Omega_{k+1})\) and this process is repeated.

A. Uncertainty propagation using linearization on \([0, T]\)

In this method, the uncertainty ellipsoid is propagated by updating both the center of the ellipsoid and the uncertainty matrix \( P \). The center of the uncertainty ellipsoid, denoted by \( \hat{R}_k, \hat{\Omega}_k \), is propagated according to the Lie group variational integrator, initialized by the center of the initial uncertainty ellipsoid. We then assume that the uncertainty ellipsoid is sufficiently small that the flow of points within the uncertainty ellipsoid is well-approximated by the linearized flow of the Lie group variational integrator about this center solution, which we denote by
\[ x_{k+1} = A_k x_k, \]
where \( x_k = [\zeta_k; \delta \Omega_k] \in \mathbb{R}^6 \) and the matrix \( A_k \in \mathbb{R}^{6 \times 6} \) depends on \( \hat{R}_k, \hat{\Omega}_k \). The expression for \( A_k \) can be found in [5]. Using this linearization, the uncertainty matrix is propagated according to
\[ P_{k+1} = A_k P_k A_k^T \]
with initial condition given by the initial uncertainty matrix. In this way, the uncertainty ellipsoid is propagated and determined at time \( T \).

B. Uncertainty propagation using unscented method on \([0, T]\)

In this method, we compute the propagated uncertainty ellipsoid by using the Lie group variational integrator to propagate a small sample of points selected from the initial uncertainty ellipsoid. Following the conventional wisdom, we choose the 12 points corresponding to the intersection of the boundary of the initial uncertainty ellipsoid and its principal axes. This choice is informed by the fact that if the initial uncertainty ellipsoid is propagated by a linear flow, it will remain an ellipsoid, and it will coincide with the minimal volume ellipsoid containing the 12 intersection points propagated by the same linear flow.

More explicitly, suppose that the initial uncertainty ellipsoid is given by
\[ \mathcal{E}(R_0, \Omega_0, P_0). \]
Let \( \lambda^i \in \mathbb{R} \) and \( \phi^i = [\phi^i_R; \phi^i_\Omega] \in \mathbb{R}^6 \) be the \( i \)-th eigenvalue and eigenvector, respectively, of the uncertainty matrix \( P_0 \in \mathbb{R}^{6 \times 6} \) for \( i \in \{1, 2, \ldots, 6\} \). The intersection of the corresponding principal axis and the ellipsoid boundary is \( \sqrt{\lambda^i} \phi^i \). Then, the 12 intersection points are given by
\[ \left\{ \left( R_0 \exp(\pm \sqrt{\lambda^i} \phi^i_R), \Omega_0 \pm \sqrt{\lambda^i} \phi^i_\Omega \right) \right\} \quad i \in \{1, 2, \ldots, 6\}. \]
We propagate these 12 initial conditions using the Lie group variational integrator to determine the 12 values of the attitude and angular velocity at time \( T \). We then determine a minimal volume ellipsoid that contains all 12 values of the attitude and angular velocity at time \( T \) [6]. From this computed ellipsoid, the center attitude, the center angular velocity, and the uncertainty matrix at time \( T \) can be computed.
C. Uncertainty propagation using unscented method with re-sampling on [0, T]

The unscented method propagates the same sampled points obtained from the initial uncertainty ellipsoid throughout the entire time period [0, T]. In this modification, we partition the time period [0, T] into subintervals and we use the Lie group variational integrator to propagate the 12 sample points throughout each subinterval. At the end of each subinterval, we determine a minimal volume ellipsoid that contains all 12 values of the attitude and angular velocity at the end of that subinterval. We then select a new set of sample points located on the principal axes of this new uncertainty ellipsoid. On the first subinterval, the 12 initial values of the attitude and angular velocity are obtained from the initial uncertainty ellipsoid. This method differs from the previous method in that resampling of the propagated 12 solutions is carried out at the end of each subinterval.

It is worth remarking that if the flow is linear, the re-sampling technique will yield the same estimates as the usual unscented method. However, if the flow is nonlinear, and the re-sampling is sufficiently frequent, then the re-sampling technique will tend to yield a more conservative estimate. Indeed, the difference between the two estimates gives an indication of how nonlinear the flow is.

IV. NUMERICAL EXAMPLES

We apply these methods to the attitude dynamics of the 3D pendulum. The pendulum body is chosen as an elliptic cylinder, and its properties are given by

\[ J = \text{diag}[0.13, 0.28, 0.17] \text{kg} \cdot \text{m}^2, \; m = 1 \text{kg}, \; \rho = 0.3 \text{e}_3 \text{m}. \]

We consider two initial conditions; the first initial condition results in a near-oscillatory attitude flow while the second initial condition results in a highly irregular attitude flow.

Oscillatory attitude flow: The initial uncertainty ellipsoid is defined by its initial center attitude and angular velocity and the initial uncertainty matrix, which are given by

\[
R_0 = I_{3 \times 3}, \quad \Omega_0 = [3.0, 0.1, 0.1] \text{rad/s},
\]

\[
P_0 = \text{diag} \left[ (0.180)^2 [1, 1, 1], 0.01^2 [1, 1, 1] \right].
\]

It is convenient for graphical purposes to consider the reduced attitude \( R^T e_3 \) on the two-sphere \( S^2 \) and to plot the induced attitude flow on \( S^2 \). This is due to the fact that the 3D pendulum has a symmetry of \( S^1 \) given by a rotation about the vertical axis, and the configuration space can be reduced to a quotient space \( SO(3)/S^1 \approx S^2 \) using this symmetry [7]. The reduced attitude denotes the direction of gravity in the body fixed frame. Plots of the reduced attitude and the angular velocity responses, corresponding to the initial conditions, are shown in Fig. 1 for a time period of 10 seconds.

We apply the three methods to propagate the initial uncertainty through this oscillatory attitude flow for 10 seconds. The integration step size is \( h = 0.005 \), corresponding to 2000 time steps over the length of the simulation. For the unscented method, we find the minimal volume covering ellipsoid every 0.1 seconds. For the unscented method with re-sampling, we find the minimal volume covering ellipsoid every 0.1 seconds, and we choose new set of sample points every 2.0 seconds. To provide a baseline for comparing the performance of each method, we choose sample points in the interior of the initial uncertainty ellipsoid. In particular, we choose 144 points on the level set of \( x^T P_0^{-1} x = 0.8 \), and we numerically integrate each of them.

The magnitudes of the uncertainty matrix and the percentage of sample points (out of 144) contained in the computed uncertainty ellipsoids are shown in Fig. 2. The propagation of uncertainties in the reduced attitude on \( S^2 \) are shown in Fig. 3.

For a short time period, the properties of all methods are similar. The uncertainty ellipsoid computed by the unscented method is larger than for the linearization method, which is a reflection of the nonlinear nature of the dynamics. The re-sampling in the unscented method with re-sampling has the effect of enlarging the uncertainty ellipsoids. Thus, the magnitude of the uncertainty ellipsoid increases rapidly, and the uncertainty ellipsoid for the re-sampling method contains a greater proportion of the sample points after 6 seconds.

The mean percentages of sample points contained in the computed uncertainty ellipsoids are 28.9%, 39.8%, and 59.8%, respectively. This suggests that even for this oscillatory attitude flow, the nonlinear effects are so strong that it is difficult to accurately propagate the uncertainty.

The computation times are 3.24, 45.18, and 45.84 seconds, respectively.
**Irregular attitude flow:** The initial uncertainty ellipsoid is defined by its initial attitude and angular velocity and the initial uncertainty matrix, which are given by

\[
R_0 = I_{3 \times 3}, \quad \Omega_0 = [4.14, 4.14, 4.14] \text{ rad/s},
\]

\[
P_0 = \text{diag} \left[ \frac{\pi}{180} 2^2[1, 1, 1], 0.012^2[1, 1, 1] \right].
\]

The reduced attitude on \(S^2\) and the angular velocity responses for 10 seconds corresponding to the center initial conditions are shown in Fig. 3.

We apply the three methods to propagate the initial uncertainty through this irregular attitude flow for 5 seconds. The integration step size is \(h = 0.002\), corresponding to 2500 time steps over the length of the simulation. For the unscented method, we find the minimal volume covering ellipsoid every 0.1 seconds. For the unscented method with re-sampling, we find the minimal volume covering ellipsoid every 0.1 seconds, and we choose new set of sample points every 0.5 seconds. To compare the properties of each method, we choose 144 initial sample points on the level set of \(x^T P_0^{-1} x = 0.8\), and we numerically integrate them.

The magnitudes of the uncertainty matrix and the percentage of sample points (out of 144) contained in the computed uncertainty ellipsoid are shown in Fig. 4. The propagation of uncertainties in the reduced attitude on \(S^2\) are shown in Fig. 5.

For a short time period, the properties of all methods are similar. The uncertainty ellipsoid computed by the linearization method grows rapidly, but it encloses few points after 1.5 second. The unscented method encloses more points with smaller uncertainty ellipsoids than for the linearization method, but it encloses few points after 3.5 second. The re-sampling in the unscented method with re-sampling has the effect of enlarging the uncertainty ellipsoids. Thus, the size of the uncertainty ellipsoids increase rapidly, and the uncertainty ellipsoid contains more sample points than the other two methods.

The mean numbers of sample points contained in the computed uncertainty ellipsoid are 10.7%, 26.3%, and 73.55%, respectively. The computation times are 4.97, 43.50, and 45.56 seconds, respectively.

**V. Global Features of the Attitude Flow**

The numerical results presented in the previous section demonstrate the difficulty in obtaining accurate global bounds on attitude solutions that are initialized in an uncertainty ellipsoid. It is claimed that the source of this difficulty is the nonlinear attitude flow of the 3D pendulum, especially the fact that the flow can exhibit chaos and extreme sensitivity to initial conditions. A conceptual description of certain global features of the attitude flow that help to explain this effect is now provided.

As described in [7], the global dynamics of the 3D pendulum are complicated. There is a 1D hanging equilibrium submanifold of the 3D configuration manifold, consisting of hanging equilibria that differ by a rotation about the vertical. There is also a 1D inverted equilibrium submanifold consisting of inverted equilibria that differ by a rotation about the vertical. Each hanging equilibrium is stable in the sense of Liapunov. Each inverted equilibrium is unstable, with a 2D stable manifold, a 2D unstable manifold, and a 2D center manifold. Let \(M\) denote the union of all the 2D stable manifolds corresponding to inverted equilibria. This 3D set \(M\) plays an important role in understanding the global dynamics of the attitude flow.

Every trajectory in \(M\) converges to the inverted equilibrium manifold. Although the set \(M\) has zero measure, its existence influences the dynamics of the 3D pendulum attitude flow near \(M\). Since \(M\) is constructed as the union of the stable manifolds of unstable equilibria, trajectories near \(M\) remain near \(M\) for an extended period of time. In particular, the closer a trajectory is to \(M\) the longer it remains near \(M\). In fact, there are trajectories that remain close to \(M\) for arbitrarily long time periods. This property is due to the saddle character of each inverted equilibrium.

It should be mentioned that it is difficult to determine exactly the set \(M\). One can make use of linear attitude equations near an inverted equilibrium to approximate the tangent space to the stable manifold of that equilibrium. However, this provides only local information about \(M\); the non-local properties of the set \(M\) are not understood. In practice, to accurately compute the global structure of a stable manifold, one relies on either (i) extremely high-order Taylor approximations of the nonlinear stable manifold for a neighborhood of the equilibrium, which is used to obtain sample points on the stable manifold that are then propagated.
backwards in time in order to compute the global structure of the stable manifold [8], or (ii) set-oriented techniques based on representing the nonlinear flow map for short times as a Markov process [9].

This argument demonstrates that the set $M$ has a strong influence on the 3D pendulum dynamics near $M$, with high shearing and thus high sensitivity of the attitude flow near $M$. This is one of the mechanisms leading to the complex nonlinear dynamics of the 3D pendulum and makes it impossible to efficiently compute accurate global bounds on attitude solutions that are initialized in an uncertainty ellipsoid.

VI. CONCLUSIONS

The Lie group variational integrator is known to provide accurate long-term solutions of the rigid body equations in the presence of an external potential for a given initial attitude and angular velocity; these computed solutions exactly conserve the theoretical conservation properties, namely the symplectic structure, and the angular momentum component about the vertical axis in the case for the 3D pendulum. In addition, it exhibits very good energy behavior, with only a very small bounded energy oscillation, for exponentially long times. Furthermore, the Lie group variational integrator is also known to exactly conserve orthogonality of the computed attitude as a rotation matrix.

Consequently, inaccuracies in the approximate ellipsoidal bounds computed according to the three computational methods introduced do not arise from computational difficulties with the Lie group variational integrator. Rather, the inaccuracies in the approximate ellipsoidal bounds arise from the fact that the attitude flow dynamics are highly nonlinear, with regions wherein the dynamics cannot be adequately approximated by linear dynamics.

With these qualifications, it is clear that the unscented method with resampling is the most accurate of the three proposed methods in propagating the uncertainty. This method can provide a basis for analysis of control and estimation problems for attitude systems such as the 3D pendulum. For example, digital control operates open loop between sample times; the analysis in this paper demonstrates the importance of the choice of inter-sampling time in obtaining accurate propagation of the attitude flow between sample times. As another example, attitude estimation operates open loop between measurement times; the analysis in this paper demonstrates the importance of the choice of inter-measurement time in obtaining accurate propagation of the attitude flow between measurement times.

The bottom line demonstrated by the development in this paper is that guaranteed global bounds for attitude dynamics defined by the 3D pendulum, or indeed for any attitude dynamics with a nontrivial potential, are not achievable. That is, there is no universal approach to global and uniform approximation of the attitude flow dynamics.
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Fig. 5. Uncertainty projected onto the reduced attitude on $S^2$ for oscillatory attitude flow (The center of the sphere is the hanging equilibrium when $R^2 e_3 = e_3$.)

Fig. 6. Uncertainty projected onto the reduced attitude on $S^2$ for irregular attitude flow (The center of the sphere is the hanging equilibrium when $R^2 e_3 = e_3$.)