On-off intermittency over an extended range of control parameter
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We propose a simple phenomenological model exhibiting on-off intermittency over an extended range of control parameter. We find that the distribution of the ‘off’ periods has as a power-law tail with an exponent varying continuously between $-1$ and $-2$, at odds with standard on-off intermittency which occurs at a specific value of the control parameter, and leads to the exponent $-3/2$. This non-trivial behavior results from the competition between a strong slowing down of the dynamics at small values of the observable, and a systematic drift toward large values.

PACS numbers: 05.40.-a, 02.50.-r

Numerous non-equilibrium systems exhibit an irregular dynamics, in which quiet periods alternate with bursts of activity, giving rise to on-off intermittency. This phenomenon has been characterized experimentally in many different systems, ranging from electronic devices\cite{1,2}, spin-wave instabilities\cite{3}, plasmas\cite{4}, liquid crystals\cite{5,6}, multistable fiber laser\cite{7}, and nanoscopic systems such as nanocrystal quantum-dots\cite{8}, or diffusing nanoparticles\cite{9}. A standard characterization of the intermittency phenomenon is the distribution of time spent in the off-state. In most cases, this distribution exhibits a power-law regime with an exponent close to $-1.5$, with a cut-off at large times\cite{1,8}. From a theoretical viewpoint, on-off intermittency is understood as resulting from the effect of multiplicative noise on a system close to an instability threshold, generating an effective instability threshold that fluctuates over time, and leading to the alternation of stable (off, or inactive) and unstable (on, or active) periods. According to this scenario\cite{3,12}, the distribution of the duration of the off-periods has a power-law tail with a well-defined exponent $-3/2$. This exponent value has a simple interpretation in terms of first-return time statistics: on a logarithm scale, the dynamics can be mapped onto a random walk on a half axis (the one corresponding to small values of the physical variable), so that the duration of off-periods corresponds to the first return time to the origin of a random walk, whose statistics is known to behave with a tail exponent $-3/2$\cite{13}.

In spite of the large body of results corroborating this scenario, some experimental systems have been found to exhibit a different behavior, with exponent values between $-1$ and $-2$\cite{14,15}. In addition, it has also been observed experimentally in some cases that the power-law distributions of the off-periods appear for an extended range of control parameter\cite{16}, and not only close to a given threshold. While a possible explanation of the variations of the exponent might be the presence of correlations in the dynamics\cite{17,18}, no theoretical scenario is, to our knowledge, presently able to account for the existence of on-off intermittency over a finite range of control parameter.

In this note, we study both analytically and numerically a simple stochastic model exhibiting on-off intermittency, with a continuously varying tail exponent, over an extended range of control parameter. We also provide a simple interpretation for the upper and lower bounds of this range, and give an analytical argument, based on random walk properties, to determine the tail exponent as a function of the control parameter. Intermittency results in this case from a competition between a slowing down at small values of the observable, and an average drift toward larger values.

Model and dynamics. – We consider a simple model describing the stochastic dynamics of a continuous positive variable $x$, corresponding to an arbitrary physical observable. The dynamics is defined as follows. Starting from a value $x$, the process can jump to a value in the interval $[x', x' + dx']$ with a probability per unit time $W(x'|x) dx'$, where $W(x'|x)$ is given by

$$W(x'|x) = \nu_0 \rho(x') \psi\left(\frac{x'}{x}\right),$$ (1)

$\nu_0$ being a characteristic frequency. The distribution $\rho(x')$, normalized according to $\int_0^\infty \rho(x') dx' = 1$, characterizes the a priori probability to choose the value $x'$ (it may thus be thought of as a density of states), while $\psi(u)$ describes an acceptance rate of the transition from $x$ to $x'$. This rate is chosen to be a function of the ratio $x'/x$, so that the process can be considered as multiplicative. The density $\rho(x)$ is assumed to behave for small values of $x$ as a power law, namely

$$\rho(x) \sim c x^{-\gamma_0}, \quad x \to 0^+,$$ (2)

where $\gamma_0$ and $c$ are positive constants. For reasons that will appear clear later on, the function $\psi(u)$ is assumed to fulfill the symmetry

$$\psi\left(\frac{1}{u}\right) = u^\gamma \psi(u), \quad u > 0,$$ (3)

with $\gamma > 0$ a parameter of the model. When an explicit form of $\psi(u)$ is required, we use in the following

$$\psi_{\text{ex}}(u) = \begin{cases} u^{\eta}, & 0 < u < 1 \\ u^{-(\gamma+\eta)}, & u > 1 \end{cases}$$ (4)
On-off intermittency: qualitative approach. -- We show on Fig. 1 examples of trajectories corresponding to different values of γ, using the function ψex(u) defined in Eq. (3), with η = 0, and ρ(x) = γ0xγ0−1 (0 < x < 1). We see on Fig. 1(a) that for small values of γ, the process remains in a fluctuating (or active) phase. In contrast, for large enough values of γ, the dynamics quickly converges to x = 0, as seen on Fig. 1(d). For intermediate values of γ, on-off intermittency appears, with a succession of active periods separated by quiet periods of time in which x remains very small [Fig. 1(b)]. On a logarithmic time scale [Fig. 1(c)], one observes that lower and lower values of x are progressively reached, while bursts of activity where x ≈ 1 remain present even at large time.

The fact that the process remains trapped for long periods of time at small values of x can be understood from the transition rates (7). The average sojourn time τs(x) at a given value of x can be evaluated by integrating over all possible escape paths:

$$\tau_s(x) = \int_0^\infty dx' W(x'|x).$$

From the small x expansion of ρ(x) given in Eq. (2), one finds τs(x) ∼ τ1 x−γ0 for x → 0, with τ1 = [ν0c ∫0^∞ dv vγ0−1ψ(v)]−1, leading to a divergence of τs(x) in this limit.

As a first characterization of intermittency, we determine the stationary distribution pst(x). Using the symmetry (5), one finds that a detailed balance relation holds with respect to the distribution

$$p_{st}(x) = \frac{1}{Z} \rho(x) x^{-\gamma},$$

implying that pst(x) is the stationary distribution. We however need to check that the normalization constant Z = ∫0^∞ dx ρ(x) x−γ is finite, otherwise the distribution p_{st}(x) does not exist (it cannot be normalized). The convergence at the upper bound is ensured, but the integral may not converge at its lower bound. Using the small x asymptotic behavior of ρ(x), we find ρ(x) x−γ ∼ c xγ0−1γ−1, so that the integral defining Z converges only if γ0 − γ > 0. Hence the distribution p_{st}(x) is well-defined for γ < γ0 but it becomes non-normalizable for γ ≥ γ0, which indicates that the steady-state distribution should in this case be a Dirac delta function at x = 0 [12]. For γ ≥ γ0, the time spent around x = 0 thus completely dominates the dynamics, which becomes non-stationary since the time needed to reach the asymptotic delta distribution is infinite.

To sum up, the fact that p_{st}(x) becomes non-normalizable accounts for the change of behavior between Fig. 1(a) and (b)-(c). We now need to understand the mechanism responsible for the different behaviors observed in Fig. 1(b)-(c) and (d). In order to identify the value of γ separating these two regimes, we determine the average trend of the process on a logarithmic scale, namely (∆ ln x)x with ∆ ln x ≡ ln x' − ln x. The average is computed over x' for a fixed value of x:

$$\langle\Delta \ln x\rangle_x = \int_0^\infty dx' \phi(x'|x) (\ln x' - \ln x)$$

where ϕ(x'|x) is the probability to jump from x to x', obtained by normalizing the transition rate W(x'|x):

$$\phi(x'|x) = \frac{W(x'|x)}{\int_0^\infty dx'' W(x''|x)}.$$

From the small x behavior (2) of ρ(x), we get for small values of x and x'

$$\phi(x'|x) = \frac{1}{x} \phi\left(\frac{x'}{x}\right)$$

with the scaling function $\tilde{\phi}(u) = \nu0c\tau1 u^{\gamma0-1}\psi(u)$. Using the symmetry of ψ(u) given in Eq. (3), one finds

$$\langle\Delta \ln x\rangle_x = \nu0c\tau1 \int_1^\infty dv \ln v \psi(v) \left(v^{\gamma0} - v^{\gamma-\gamma0}\right).$$

We assume that the integral in Eq. (10) converges, which is true in the example of ψ_{ex}(u) as soon as γ > γ0 − η. We first note that, in the considered small x limit, the expression of ⟨Δ ln x⟩x becomes independent of x. Second, one readily sees from Eq. (10) that ⟨Δ ln x⟩x is positive for γ0 < γ < 2γ0, and negative for γ > 2γ0. Hence, when γ > 2γ0, every step tends, on average, to reduce the value of x, leading to a roughly monotonous convergence of x towards 0 [Fig. 1(d)]. In contrast, for γ0 < γ < 2γ0, every step increases, on average, the value of x, which favors finite values of x instead of small ones. Yet, rare negative steps play an important role due to the strong slowing down of the dynamics for small values of x [Fig. 1(c)]. The competition between positive drift
and trapping at low values leads to the observed on-off intermittency phenomenon, which is thus expected to exist over a finite range of the control parameter $\gamma$, namely $\gamma_0 < \gamma < 2\gamma_0$. Interestingly, the above analysis provides an interpretation of the upper and lower bounds, $\gamma_{\text{min}} = \gamma_0$ and $\gamma_{\text{max}} = 2\gamma_0$, of the range over which on-off intermittency is present: above $\gamma_{\text{min}}$, kinetic trapping effects are strong close to $x = 0$ (the distribution $p_{\text{st}}(x)$ becomes non-normalizable), while below $\gamma_{\text{max}}$, the evolution is biased toward large values of $x$. The existence of an overlap between these two ranges results in the presence of on-off intermittency. Note that $\gamma_{\text{max}}$ plays a role similar to that of the instability threshold in the standard on-off intermittency scenario.

\textbf{Distribution of off-periods.}—In order to characterize more quantitatively the intermittent regime, we have determined numerically the distribution $P(\tau)$ of the durations $\tau$ of the off-periods, by measuring the first return time to a given threshold $x_{\text{th}}$ (we have checked that the results do not significantly depend on the precise threshold value as long as $x_{\text{th}} \approx 1$). Simulations were performed using $p(x) = \gamma_0 x^{\gamma-1}$ and the function $\psi_{\text{ext}}(u)$ defined in Eq. (4), for different values of $\eta$. The distribution $P(\tau)$ is plotted on Fig. 2 for different values of $\gamma$ in the range $\gamma_0 < \gamma < 2\gamma_0$. A power-law behavior is observed in the tail of the distribution, namely

$$P(\tau) \sim \frac{a}{\tau^{1+\alpha}}$$

for large $\tau$. The exponent $\alpha$ is seen to be independent of $\eta$, and varies almost linearly with the control parameter $\gamma$ (see Fig. 3). Small deviations from the power law can be seen for $\gamma$ close to $2\gamma_0$, but the observed variation of the exponent $\alpha$ when varying the measurement window over a reasonable range remains small, at most of the order of the symbol size on Fig. 3.

We now give an analytical prediction of the exponent $\alpha$. As the sojourn time $\tau_0(x)$ at small values of $x$ becomes very large, it is natural to assume (at variance with usual first return problems of random walks) that the return time $\tau$ is dominated by the largest sojourn time in the trajectory, that is, the sojourn time $\tau_0(x_m)$ at the smallest value of $x_m$ reached. Using the small $x$ expansion of $\tau_0(x)$, we thus have the scaling relation $\tau \sim \tau_1 x_m^{-\gamma}$. Here again, it is convenient to work with logarithmic variables. We thus define the variable $z = -\gamma_0 \ln x$, from which the relation $\tau \sim \tau_1 e^{z_m}$ follows, where $z_m$ is the maximal value of $z$ along a trajectory between two crossings of the thresholds $z_{\text{th}} = -\gamma_0 \ln x_{\text{th}}$. The distribution $P(\tau)$ can be deduced from the distribution $\tilde{P}(z_m)$ through $P(\tau) = \tilde{P}(z_m) d z_m / d \tau$. From the scaling relation $\tau \sim \tau_1 e^{z_m}$, one obtains

$$P(\tau) \approx \frac{1}{\tau} \tilde{P} \left( \ln \frac{\tau}{\tau_1} \right).$$

In terms of number of steps (instead of real time), the trajectory of the logarithmic variable $z$ is a random walk with a step statistics $\Phi(y)$ obtained from $\phi(x'|x)$ in the small $x$ limit [see Eq. (3)] through the correspondence $y = -\gamma_0 \ln(x'/x)$:

$$\Phi(y) = \begin{cases} b e^{-\mu y}, & y > 0 \\ b e^{\beta y}, & y < 0 \end{cases}$$

where $\mu = 1+\eta/\gamma_0$, $\beta = (\gamma+\eta)/\gamma_0-1$ and $b = \beta \mu / (\beta + \mu)$. We assume that $\mu > \beta$, or equivalently $\gamma < 2\gamma_0$. The distribution $\tilde{P}(z_m)$ can be determined from the auxiliary problem of the random walk (13) with absorbing boundaries at $z = 0$ and $z = z_m$. We introduce the probability $Q(z_{\text{th}}, z_m)$ that the random walk, starting from a position $z_{\text{th}} (0 < z_{\text{th}} < z_m)$, is absorbed at the boundary $z_m$. The distribution $\tilde{P}(z_m)$ can be determined by noting that the walks having a maximal value between $z_m$ and $z_m + dz_m$ are precisely the walks that are absorbed by a boundary at $z_m$, but not by a boundary at $z_m + dz_m$, in the auxiliary problem. It follows that

$$\tilde{P}(z_m) = \frac{\partial Q}{\partial z_m}(z_{\text{th}}, z_m).$$
The probability $Q(z, z_m)$ satisfies the integral equation
\[ Q(z, z_m) = \int_{-\infty}^{z_m - z} dy \Phi(y) Q(z + y, z_m) + \int_{z_m - z}^{\infty} dy \Phi(y). \] (15)

Looking for the solution of Eq. (15) as a sum of exponentials of $z$, one finds
\[ Q(z, z_m) = \frac{\beta}{\mu^2 e^{(\mu - \beta)z_m} - \beta^2} \left( e^{(\mu - \beta)z} - \beta \right). \] (16)

Using Eq. (14), we get for large $z_m$
\[ \tilde{P}(z_m) \approx K(z_{th}) e^{-(\mu - \beta)z_m} \] (17)
with $K(z_{th}) = \beta e^{(\mu - \beta)z_{th}} - \beta / \mu^2$. From Eq. (12), we obtain for $P(\tau)$ the expression:
\[ P(\tau) \sim \frac{K(z_{th}) \tau^{\mu - \beta}}{\tau^{1 + \mu - \beta}}, \quad \tau \to \infty, \] (18)
yielding $\alpha = \mu - \beta$, or in terms of $\gamma$,
\[ \alpha = 2 - \frac{\gamma}{\gamma_0}. \] (19)

This value, which is independent of $\eta$, is in good agreement with the numerical results shown on Fig. 3.

The range $\gamma_0 < \gamma < 2\gamma_0$ over which intermittency appears corresponds to $0 < \alpha < 1$, that is to a distribution $P(\tau)$ with an infinite mean value $\langle \tau \rangle$, as in standard on-off intermittency for which $\alpha = 1/2$. If $\gamma < \gamma_0$, the average duration of off-periods is finite, while if $\gamma > 2\gamma_0$, the process becomes completely trapped in the off state, without any return to the threshold value, so that the distribution $P(\tau)$ can no longer be defined. We also note that the exponent $\alpha$ is independent of the threshold value $z_{th}$, which only appears in the prefactor $K(z_{th})$, as also observed numerically.

**Discussion.** In this note, we have considered a simple model exhibiting a finite range of control parameter over which on-off intermittency is present, with a continuously varying exponent $\alpha$ characterizing the distribution of the duration of off-periods. The mechanism at the origin of the intermittency phenomenon and of the power-law distribution $P(\tau)$ differs from that found in standard on-off intermittency. In the standard case, the statistics of off-periods is related to the distribution of return times of unbiased homogeneous random walks (whence the exponent $\alpha = 1/2$ follows), while in the present model, on-off intermittency results from the competition of bias and slowing down effects, leading to a non-trivial statistics with a tunable exponent $\alpha$, and to an extended range of intermittency.

Further work is needed to identify more clearly the relation between the present model and the standard scenario of on-off intermittency. For instance, it would be of interest to make contact with dynamical systems theory, for instance by finding models having a behavior similar to the present one, but being defined by a stochastic differential equation or by a chaotic map. Another open question is the physical interpretation of the control parameter $\gamma$, which is a phenomenological parameter at this stage. As a first attempt in this direction, we note that the present model can be mapped, for $\eta = 0$, onto the Barrat-Mézard model [20, 21], a simple model exhibiting aging dynamics. In this mapping, $\gamma$ is found to be proportional to the inverse temperature and thus acquires a simple physical interpretation. It would be interesting to find other examples of physical realizations of the present model.
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