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Abstract

Active matter, responsive ("smart") materials and materials under time-dependent load are systems out of thermal equilibrium. To construct coarse-grained models for such systems, one needs to integrate out a distribution of microstates that evolves in time. This is a challenging task. As a preparation to the topic, we recall equilibrium coarse-graining methods, both theoretical and numerical, such as projection operator formalisms, united atom simulations, numerical reconstruction of memory and Markov State Modelling. Then we review recent developments in theoretical approaches to the non-equilibrium coarse-graining problem, in particular, time-dependent projection operator formalisms, dynamic density functional theory and power functional theory, as well as numerical schemes to construct explicitly time-dependent memory kernels.
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In physics, we hardly ever describe a system in terms of all of its microscopic degrees of freedom (with a notable exception of theoretical elementary particle physics). Physicists rely on effective coarse-grained models. Often the use of such models is justified, because the processes of interest occur on time-, length-, and energy-scales that can be clearly separated from the microscopic scales. However, in principle we should be able to derive each effective model rigorously by integrating out irrelevant degrees of freedom from the underlying microscopic dynamics. To integrate out degrees of freedom systematically in order to derive an effective model is the task of coarse-graining.

In addition to the fundamental desire to derive models rigorously, we frequently encounter phenomena in which scale separation is not given and the practical use of models that work on just one scale is limited. Then we resort to multiscale modelling. The concept of multiscale modelling is applied in many branches of engineering, physics and the life sciences\cite{1,2,3,4,5,6}. Already a brief glance at the range of textbooks which cover the topic reveals that the term multiscale modelling is not uniquely defined and that it is used for a wide range of different numerical methods\cite{3}. Inevitably, we need to focus this review on one specific interpretation, select certain topics and leave out others, although they deserve to be reviewed. This review presents the author's personal selection of topics.

We will discuss modelling and coarse-graining in the context of computational physics with applications in biophysics and materials science. We will presume that a researcher starts out from a microscopic description of a given
system in terms of Hamilton’s equations of motion, and that they attempt to obtain a prediction regarding the system’s evolution in terms of some effective degrees of freedom. If the reader is interested rather in the mathematical perspective on handling data that is sampled at different scales, we refer them to standard texts such as e.g. ref. [7]. Also, we will only briefly touch upon the topics of coarse-graining quantum mechanical systems and of continuum models in mechanical engineering and the geosciences. After a brief reminder of Brownian motion as a typical coarse-graining problem, we will review theoretical approaches to coarse-graining under equilibrium and steady state conditions in sec. 2.1-2.5. Sec. 2.4.2 is more detailed than the other sections, because we have included a derivation of the nonlinear generalized Langevin equation, which we have not seen anywhere in the literature. In sec. 2.6 we give a brief review of numerical methods used mostly in coarse-grained simulations of soft materials and biomolecules. Sec. 3.1 covers theoretical approaches to relaxation into equilibrium, such as dynamic density functional theory and projection operator formalisms. In sec. 3.2 we discuss the full non-equilibrium problem of propagators and observables with explicit time-dependence. We review power functional theory, time-dependent projection operator formalisms, a numerical method to construct non-stationary memory kernels and a non-equilibrium Markov State modelling scheme.

1.1. Brownian Motion

As an introductory example of coarse-grained dynamics, let us recall Brownian motion. Consider a particle of mesoscopic size suspended in a fluid of many particles of molecular size. Our task is to predict the position of the “large” particle as a function of time, i.e. we intend to integrate out the degrees of freedom of the small particles, because we are not interested in the details of their motion. Two well-known answers to this problem were given in the beginning of the 20th century, one by Einstein [8] and Smoluchowski [9] and one by Langevin [10]. Neither of them derived the equation of motion rigorously from the underlying microscopic physics; they introduced stochastic approaches instead. Einstein argued that within a small time interval due to collisions with many of the solvent particles, the position of the large particle changes by a value that is effectively random. We recall his line of arguments and consider the one-dimensional case for simplicity: If we draw the displacement of the large particle, \( \Delta \), from a probability distribution \( \phi(\Delta) \) then the probability \( f(x,t+\tau) \) to find the particle at position \( x \) at a time \( t+\tau \) is given by

\[
 f(x,t+\tau) = \int_{-\infty}^{\infty} d\Delta \, f(x-\Delta,t) \, \phi(\Delta) ,
\]

where \( \tau \) is the duration of the small time-interval, during which the particle was subjected to the collisions that produced the displacement. We expand \( f(x,t) \) to second order in \( x \) and to first order in \( t \), impose the symmetry condition \( \phi(\Delta) = \phi(-\Delta) \), and obtain an equation of motion for the probability distribution

\[
 \frac{\partial f(x,t)}{\partial t} \simeq \frac{1}{\tau} \frac{\partial^2 f(x,t)}{\partial x^2} \int_{-\infty}^{\infty} d\Delta \, \phi(\Delta) \frac{\Delta^2}{2} .
\]
If the integral exists, we can define

\[ D := \int_{-\infty}^{\infty} d\Delta \phi(\Delta) \frac{\Delta^2}{2}. \]

Then we obtain a diffusion equation for \( f(x, t) \)

\[ \frac{\partial f(x, t)}{\partial t} = D \frac{\partial^2 f(x, t)}{\partial x^2}. \]  

(1)

Further, using thermodynamic arguments, Einstein related the diffusion constant \( D \) to macroscopic properties of the fluid

\[ D \gamma = k_B T, \]

where \( \gamma \) is the Stokes friction coefficient of the large particle in the fluid of the small particles, \( k_B \) is Boltzmann’s constant and \( T \) is the temperature.

The fundamental idea of Einstein’s approach, as well as of the approach by Smoluchowski, was to treat the position of the large particle as a stochastic variable. Given that the equations of motion of all microscopic degrees of freedom in the system are deterministic, this idea contained a leap of faith that needed to be justified by a more detailed analysis after their work (we will discuss this justification in sec. 2.2 and sec. 2.3.)

A few years later, Langevin took a route via Newtonian mechanics and introduced a stochastic description of the velocity of the Brownian particle [10]. He started out from Newton’s equation of motion for a particle of mass \( m \) subject to an external force \( \xi(t) \) embedded in a Stokesian fluid with a friction constant \( \gamma \)

\[ m \frac{dv(t)}{dt} = -\gamma v(t) + \xi(t), \]  

(2)

where again, for simplicity we consider the one-dimensional case. Langevin argued that the collisions with the solvent particles produce a stochastic force, i.e. he treated \( \xi(t) \) as a stochastic process – and overlooked the fact that the interpretation of the term \( \frac{dv}{dt} \) as a derivative is then incorrect.

As the forces exerted by the embedding fluid have to be symmetrical, the stochastic force needs to fulfill

\[ \langle \xi(t) \rangle = 0, \]

where the angle brackets indicate the average over the distribution from which \( \xi(t) \) is drawn. Further, Langevin argued that \( \xi(t) \) has a vanishingly short auto-correlation time

\[ \langle \xi(t) \xi(t') \rangle = c \delta(t - t'), \]

because the motion of the fluid molecules is much faster than the motion of the large particle. (\( c \) is a constant, which we will specify below.) If we solve eq. [2] for the velocity \( v(t) \), compute the corresponding position \( x(t) \) and then determine the mean-squared displacement of the particle, we obtain

\[ \langle x(t)^2 \rangle = \frac{c}{\gamma^2} t. \]
The diffusion equation in Einstein’s approach, eq. 1, also produces a mean squared displacement that is linear in time

\[ \langle x(t)^2 \rangle = 2Dt \]

Thus we recognize that the two approaches are equivalent on the level of the ensemble average and we can identify the constant \( c \)

\[ c = 2D\gamma^2 = 2\gamma k_B T \]  \hspace{1cm} (3)

Eq. 3 relates a transport coefficient, a friction coefficient and the thermal energy \( k_B T \). This is an example of a fluctuation-dissipation relation.

Despite its lack of mathematical rigour, the approach by Langevin was picked up rapidly in various disciplines of physics. Today it is widely used to develop coarse-grained models. We will encounter versions of the Langevin equation in several chapters in this review.

2. Equilibrium and Non-Equilibrium Steady State

In the introductory example of Brownian motion we recalled a coarse-grained model that has been brought forward by an educated guess about 100 years ago. At the time, the model was not derived from the equation of motion of the underlying microscopic system. In this chapter we recall methods to derive coarse-grained models, and we show, in particular, how eq. 1 and eq. 2 can be justified. At first, we restrict the discussion to systems under steady state conditions, i.e. to systems in which the microscopic density of states does not depend on time. Coarse-graining over a time-dependent density of states will be discussed in sec. 3. We also focus the discussion on classical systems, but most of the theoretical considerations we present have either been originally developed for quantum mechanical systems or can be applied to them in the same form as shown here (see ref. [12, 13, 14, 15] for projection operator formalisms, ref. [16, 17] for time-dependent projection operators and ref. [18, 19, 20] for density functional theory).

2.1. The Structure of Liquids

To derive a coarse-grained model from the underlying microscopic equation of motion, we start out with Hamiltonian mechanics. Consider a three-dimensional system of \( N \) identical, classical particles of mass \( m \) with positions \( \vec{r}^N = \{\vec{r}_1, \ldots, \vec{r}_N\} \) and momenta \( \vec{p}^N = \{\vec{p}_1, \ldots, \vec{p}_N\} \) which is governed by a Hamiltonian \( \mathcal{H}(\vec{p}^N, \vec{r}^N) \). Let the Hamiltonian consist of a potential for pairwise interactions \( V_{\text{int}}(\vec{r}_i, \vec{r}_j) \), an external potential \( V_{\text{ext}}(\vec{r}_i) \) and the kinetic energy \( \frac{1}{2m} \vec{p}_i \cdot \vec{p}_i \). If we prepare an ensemble of copies of this system with a phase space

\footnote{We use arrows to indicate vectors in \( \mathbb{R}^3 \) and boldface symbols to indicate elements of other linear spaces with the exception of some elements of function spaces.}
probability density \( \rho_N(\vec{p}^N, \vec{r}^N, t = 0) \), the ensemble will evolve according to the Liouville equation

\[
\frac{\partial}{\partial t} \rho_N(\vec{p}^N, \vec{r}^N, t) = \{ \mathcal{H}, \rho_N \} = -i\mathcal{L} \rho_N ,
\]  

(4)

where the curly brackets are Poisson brackets and we have defined the Liouvillian \( i\mathcal{L} \). This equation is formally solved by

\[
\rho_N(\vec{p}^N, \vec{r}^N, t) = e^{-i\mathcal{L}t} \rho_N(\vec{p}^N, \vec{r}^N, 0) .
\]

Now we tackle the coarse-graining problem and formally integrate out the degrees of freedom of all particles except a subset of \( n \) particles

\[
\rho_n(\vec{p}^n, \vec{r}^n, t) = \frac{N!}{(N-n)!} \int d\vec{r}^{N-n} d\vec{p}^{N-n} \rho_N(\vec{p}^N, \vec{r}^N, t) .
\]

We apply the Liouvillian \( i\mathcal{L} \) to \( \rho_n(\vec{p}^n, \vec{r}^n, t) \) in order to propagate the coarse-grained \( n \)-particle system. After a few transformations, which are discussed in detail e.g. in ref. [21], this leads us to the Bogolyubov-Born-Green-Kirkwood-Yvon equation [22, 23, 24, 25]

\[
\left( \frac{\partial}{\partial t} + \sum_{i=1}^n \frac{\vec{p}_i}{m} \frac{\partial}{\partial \vec{r}_i} - \sum_{i=1}^n \left( \frac{\partial V_{\text{ext}}(\vec{r}_i)}{\partial \vec{r}_i} + \sum_{j=1}^n \frac{\partial V_{\text{int}}(\vec{r}_i, \vec{r}_j)}{\partial \vec{r}_i} \right) \right) \rho_n
\]

\[
= \sum_{i=1}^n \int \frac{\partial V_{\text{int}}(\vec{r}_i, \vec{r}_{n+1})}{\partial \vec{r}_i} \frac{\partial \rho_n}{\partial \vec{p}_i} d\vec{r}_{n+1} d\vec{p}_{n+1} .
\]

(5)

Eq. 5 is an exact expression which couples the evolution of the \( n \)-particle density to the \((n + 1)\)-particle density. In principle, it would allow us to systematically coarse-grain the full \( N \)-particle equation of motion into an equation of motion for the \( n \)-particle system. In practice, however, this cannot be done unless the interaction potential is very simple. Instead, eq. 5 is used as a starting point for the construction of approximative models. Typical approximations either preserve the non-equilibrium nature of the equations of motion, but considerably simplify the higher order densities, or they preserve more of the complexity of the interactions, but consider stationary densities. The first type of approximation leads us to the Boltzmann equation and the Vlasov equation for dilute gases, which we discuss in sec. 3.1.1. The second type leads us to density functional theory (DFT) and liquid structure theory.

The basic idea of DFT is to express the condition for the thermal equilibrium structure in terms of a variational principle. The grand potential \( \Omega \) as a functional of the configurational one-particle density \( \rho_1(\vec{r}) \), is minimized by the equilibrium structure \( \rho_1^{\text{EQ}}(\vec{r}) \)

\[
\left. \frac{\delta \Omega[\rho_1]}{\delta \rho_1(\vec{r})} \right|_{\rho_1(\vec{r})=\rho_1^{\text{EQ}}(\vec{r})} = 0 .
\]

(6)
Note that we have removed the dependence on the momenta from $\rho_1(\vec{p}, \vec{r})$, because in thermal equilibrium the momenta produce only a trivial prefactor. In the canonical ensemble $\rho_1(\vec{p}, \vec{r})$ is related to $\rho_1(\vec{r})$ by

$$\rho_1(\vec{p}, \vec{r}) = \left( \frac{\beta}{2\pi m} \right)^{-\frac{3}{2}} \exp \left( -\beta \frac{\vec{p} \cdot \vec{p}}{2m} \right) \rho_1(\vec{r}) ,$$

where $\beta := 1/k_B T$. Throughout this article, we will use the notation $\rho_m(\vec{r}_m)$ for the configurational part of $\rho_m(\vec{p}_m, \vec{r}_m)$, implying that the trivial contribution of the momenta has been factored out. Once we know the one-particle density, for which the condition eq. 6 is fulfilled, the $m$-particle densities $\rho_m(\vec{r}_m)$ can be obtained as functional derivatives of the grand potential with respect to the corresponding intrinsic chemical potential.

The condition on the grand potential, eq. 6, can be written in terms of the excess free energy functional $F_{\text{exc}}[\rho_1]$ (“excess” here means excess over the free energy of the ideal gas), the external potential $V_{\text{ext}}$ and the chemical potential $\mu$ as

$$k_B T \ln \left( \left( \frac{\hbar^2 \beta}{2\pi m} \right)^{\frac{3}{2}} \rho_1(\vec{r}) \right) + V_{\text{ext}}(\vec{r}) - \mu + \frac{\delta F_{\text{exc}}[\rho_1]}{\delta \rho_1(\vec{r})} = 0 \ .$$

The first term is the contribution of the free energy of the ideal gas to the grand potential, the second term is provided by the definition of the microscopic problem, the third term is specified as a thermodynamic parameter, but, in general the last term, the excess free energy functional, is not known. It is the task of DFT to develop suitable, approximative excess free energy functionals to predict the properties of specific classes of materials.

When modeling materials, the two-particle density $\rho_2(\vec{r}_1, \vec{r}_2)$ is of particular interest, because many material properties can be derived from it and it is closely related to the structure factor, which can be measured in scattering experiments. Thus on the level of $\rho_2$, models can be easily validated experimentally. Typical approaches to the liquid structure problem take a route via the Ornstein-Zernike relation [26]. We define the pair correlation function

$$h(\vec{r}_1, \vec{r}_2) := \frac{\rho_2(\vec{r}_1, \vec{r}_2)}{\rho_1(\vec{r}_1) \rho_1(\vec{r}_2)} - 1$$

and the direct correlation function

$$c(\vec{r}_1, \vec{r}_2) := -\beta \frac{\delta^2 F_{\text{exc}}[\rho_1]}{\delta \rho_1(\vec{r}_1) \delta \rho_1(\vec{r}_2)} .$$

The Ornstein-Zernike relation decomposes $h(\vec{r}_1, \vec{r}_2)$ into

$$h(\vec{r}_1, \vec{r}_2) = c(\vec{r}_1, \vec{r}_2) + \int d\vec{r}_3 \rho_1(\vec{r}_3) c(\vec{r}_1, \vec{r}_3) h(\vec{r}_3, \vec{r}_2) . \quad (7)$$

If the system is homogeneous, $\rho_1(\vec{r}_3)$ is a constant. Then eq. 7 is a Fredholm integral equation of the second kind [27], which could be solved by the resolvent
formalism, if we knew \( c(\vec{r}_1, \vec{r}_2) \). However, we do not know \( c(\vec{r}_1, \vec{r}_2) \), unless we know \( \mathcal{F}_{\text{exc}} \). One task of liquid structure theory is to propose approximative closure relations for the Ornstein-Zernike relation, i.e. additional relations between \( h(\vec{r}_1, \vec{r}_2) \) and \( c(\vec{r}_1, \vec{r}_2) \), which allow to solve eq. \( \mathbb{1} \) in order to construct models on the level of \( \rho_2 \).

We do not extend the discussion on DFT and liquid structure theory here, because these are equilibrium theories and our review focuses on theories and models for systems out of equilibrium. This subsection is intended to serve as an introduction to the non-equilibrium extensions of DFT (dynamic DFT and power functional theory) which we discuss in sections \[3.1.3 \text{ and } 3.2.1\]. If the reader is interested in an introduction to classical DFT and liquid structure theory, the book by Hansen and McDonald provides a good basis \[21\].

2.2. Projection Operator Formalism I: Zwanzig’s Projection Operator

The Liouville equation, eq. \( \mathbb{1} \) can also be used as a starting point for a rather different kind of coarse-graining strategy. Assume that we are interested in a more general kind of averaged variable, not just a position or momentum of a particle, but any set of phase space observables \( \{A_1(\vec{p}^N, \vec{r}^N), \ldots, A_k(\vec{p}^N, \vec{r}^N)\} \), which we will write for short as \( \mathbf{A}(\vec{p}^N, \vec{r}^N) \) or \( \mathbf{A}(\Gamma) \) with \( \Gamma := (\vec{p}^N, \vec{r}^N) \). To give a few examples, these quantities could be the order parameters of a phase transition, the centers of mass of certain groups of atoms in a macromolecule, or a set of parameters characterizing the roughness of a moving interface.

In the 1960s, Zwanzig proposed to derive an equation of motion for such a set of observables by means of a projection operator formalism \[28, 15\]. We recall the basic steps of his derivation: Consider an ensemble of copies of the system of interest, initialized such that the observables have the same values \( a_0 \) in each copy of the system. If we propagate each copy for a certain duration of time \( t \), trajectories which start from different phase space points \( \Gamma \) and \( \Gamma' \) will in general produce different values of the observables at time \( t \), even though they were initialized with coinciding values. It is interesting to study the probability \( g(\mathbf{a}, t) \) of finding a given set of values \( \mathbf{a} \) at time \( t \).

Zwanzig proposed to split the equation of motion of any other observable \( f(\Gamma) \) into a contribution that depends on the microscopic degrees of freedom via \( \mathbf{A} \), \( f_1(\mathbf{A}(\Gamma)) \), and a remaining part \( f_2(\Gamma) = f(\Gamma) - f_1(\mathbf{A}(\Gamma)) \). If the set of observables \( \mathbf{A} \) characterizes the macroscopic properties of the system well, then this separation should produce a useful effective description of the dynamics. In Zwanzig’s work the distinction between \( f_1 \) and \( f_2 \) is therefore motivated as a separation between contributions from “relevant” and “irrelevant” degrees of freedom. To associate “relevance” with certain observables obviously requires knowledge or at least intuition about the system. This point seems to have caused some misinterpretations of Zwanzig’s work. Let us stress that Zwanzig’s derivation is exact, irrespective of whether the observables \( \mathbf{A} \) are “relevant” or “irrelevant” to the effective model of a specific problem. (The same holds for the derivation by Mori presented in sec. \[28\].) Only the approximations made after the derivation in order to simplify the equations require this kind of knowledge.
In his work from 1961 [28], Zwanzig focused on an equation of motion for the probability \(g(a, t)\) of finding specific values \(a\) of the observables \(A(\Gamma)\)

\[
g(a, t) := \int d\Gamma \, \delta(A(\Gamma) - a) \rho_N(\Gamma, t)
\]

To obtain the equation of motion, Zwanzig introduced a projection operator

\[
P_Z X(\Gamma) := \int d\Gamma' \, \delta(A(\Gamma') - A(\Gamma)) X(\Gamma')
\]

\(P_Z\) acts on an observable \(X(\Gamma)\) in such a way that it averages \(X\) over all phase space points \(\Gamma'\) for which \(A(\Gamma') = A(\Gamma)\). With this definition we can express \(g(a, t)\) as

\[
g(a, t) = W(a) \left( P_Z \rho_N(\Gamma, t) \right) |_{A(\Gamma)=a}
\]

where

\[
W(a) := \int d\Gamma \, \delta(A(\Gamma) - a)
\]

We define \(Q_Z := (1 - P_Z)\) and apply \(P_Z\) and \(Q_Z\) to the Liouville equation, eq. 4. Thus we obtain equations of motion for \(g(a, t)\) as well as for the dynamics “orthogonal to \(A\)”, i.e. for the evolution of \(Q_Z \rho_N(\Gamma, t)\).

\[
P_Z \frac{\partial}{\partial t} \rho_N(\Gamma, t) = -P_Z i L \rho_N(\Gamma, t) = -P_Z i L (P_Z \rho_N(\Gamma, t) + Q_Z \rho_N(\Gamma, t)) \quad (9)
\]

\[
Q_Z \frac{\partial}{\partial t} \rho_N(\Gamma, t) = -Q_Z i L \rho_N(\Gamma, t) = -Q_Z i L (P_Z \rho_N(\Gamma, t) + Q_Z \rho_N(\Gamma, t)) \quad (10)
\]

Recall that \(P_Z \rho_N(\Gamma, t)\) is proportional to the density \(g(a, t)\), i.e. eq. 9 is the type of equation we are looking for. To shorten the notation, we define a density corresponding to the “orthogonal” dynamics \(\rho_\perp := Q_Z \rho_N(\Gamma, t)\). Then we express eq. 10 in terms of the dynamics of \(P_Z \rho_N(\Gamma, t)\) [13]. An operator equation of the form

\[
\frac{\partial}{\partial t} \mathcal{G}(t) = -Q_Z i L \mathcal{G}(t)
\]

is formally solved by

\[
\mathcal{G}(t) = e^{-Q_Z i L t} \mathcal{G}(0)
\]

We apply this solution iteratively to eq. 10 (depending on context, the names Dyson, Duhamel or Picard are used when referring to this procedure) and obtain

\[
\rho_\perp(t) = e^{-Q_Z i L t} \rho_\perp(0) - \int_0^t d\tau e^{-Q_Z i L \tau} Q_Z i L P_Z \rho_N(\Gamma, t - \tau)
\]

Then we insert this expression into eq. 9. Note that the term \(e^{-Q_Z i L t} \rho_\perp(0)\) vanishes under the projection \(P_Z\), and obtain

\[
\frac{\partial}{\partial t} P_Z \rho_N(\Gamma, t) = -P_Z i L P_Z \rho_N(\Gamma, t) + \int_0^t d\tau P_Z i L e^{-Q_Z i L \tau} Q_Z i L P_Z \rho_N(\Gamma, t - \tau)
\]
From this equation follows the equation of motion for the coarse-grained observables

\[
\frac{\partial g(a,t)}{\partial t} = - \sum_j \frac{\partial}{\partial a_j} \left( v_j(a) g(a,t) \right) + \int_0^t d\tau \int da' \sum_j \frac{\partial}{\partial a_j} \left( W(a) K_{jk}(a,a',\tau) \right) \frac{\partial}{\partial a_k} \left( \frac{g(a',t - \tau)}{W(a')} \right)
\]

with the transport coefficients

\[v_j(a) := \int d\Gamma \delta(A(\Gamma) - a) i\mathcal{L}A_j(\Gamma) := \left\langle \frac{dA_j}{dt} : a \right\rangle\]

and

\[K_{jk}(a,a',t) := \int d\Gamma \left( \int d\Gamma' i\mathcal{L}A_j(\Gamma)e^{-it\mathcal{Q}^2_i\mathcal{L}\mathcal{Q}^2_i\mathcal{L}A_k(\Gamma')}\delta(A(\Gamma') - a') \right) \delta(A(\Gamma) - a)\]

\[= \left\langle \frac{dA_j}{dt} e^{-it\mathcal{Q}^2_i\mathcal{L}\mathcal{Q}^2_i\mathcal{L}A_k}{dA_k}{\frac{dt}{dt}} \delta(A - a') : a \right\rangle .\]

The notation with angular brackets is Zwanzig’s notation for the microcanonical average over all phase space points for which \( A(\Gamma) = a \). In ref. [28], Zwanzig states that this equation is “too complicated to be useful for any but the most formal applications”. Seen from today’s perspective this assessment might be too negative, as equations similar to eq. 11 can be tackled by numerical methods with modern computers (see sec. 2.6.5). In the 1960s, however, Zwanzig proceeded to discuss approximations to eq. 11. The assumptions used in ref. [28] to simplify eq. 11 are

- that \( A \) varies slowly in time compared to the microscopic degrees of freedom and therefore time derivatives \( \frac{d^nA_k}{dt^n} \) can be neglected for orders \( n > 2 \),
- that \( g(a,t) \) remains sharp, i.e. fluctuations around the mean remain small for all times.

We define ensemble averages

\[\alpha_j(t) := \int da \ a_j \ g(a,t) \ ,\]

take their time derivatives, combine them with the equation of motion for \( g(a,t) \), eq. 11 and apply approximations according to the two assumptions given above to obtain an equation of motion for the observables

\[
\frac{d\alpha_j(t)}{dt} = v_j(\alpha_j(t)) + \int_0^t d\tau \sum_k \left[ K_{jk}(\alpha(t - \tau),\tau) F_k(\alpha(t - \tau)) + \frac{\partial}{\partial \alpha_k} K_{jk}(\alpha(t - \tau),\tau) \right]
\]
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with the thermodynamic force \( F_k(a) := \frac{\partial \ln W(a)}{\partial a_k} \).

If we compare eq. 12 to the equations of motion for the Brownian particle, eq. 1 and eq. 2, which we discussed in the introduction, we notice a crucial difference: the non-locality in time. In general, the evolution of a coarse-grained observable depends on the entire history of the process, but the stochastic descriptions of Brownian motion introduced by Langevin, Smoluchowski and Einstein are Markovian (i.e. time-local). Hence these descriptions can only be approximative.

The goal of Zwanzig’s work was to generalize Onsager’s reciprocal relations and to establish criteria for their validity. We recall the central statement of the reciprocal relations \[29, 30\]: for a system that is perturbed only slightly from equilibrium and that obeys a time-reversible microscopic equation of motion, the evolution of the observables is given by

\[
\frac{d\alpha_j(t)}{dt} = \sum_k L_{jk} F_k(\alpha_1, \alpha_2, \ldots, \alpha_n),
\]

(13)

where the quantities \( L_{jk} \) are transport coefficients and \( F_k \) is defined as above. Direct comparison of eq. 12 to eq. 13 shows that the reciprocal relations can be recovered as a limiting case of the equation of motion derived by Zwanzig, if one chooses the observables \( A \) such that all \( v_j = 0 \) and \( \frac{\partial}{\partial \alpha_k} K_{jk} = 0 \). Then the transport coefficients are given by

\[
L_{jk} = \int_0^\tau dt \, K_{jk}(t),
\]

where \( \tau \) is a time “of macroscopic size”\[28\], for which the effects of memory decay. In this sense, Onsager’s result can be seen as the Markovian limit of Zwanzig’s result.

2.3. Projection Operator Formalism II: Mori’s Projection Operator

The relation between the exact equation of motion, eq. 11, and the Langevin Equation, eq. 2, becomes clearer if we use a different projection operator. First, however, it is useful to introduce a notation that allows us to distinguish between the field on phase space \( A(\Gamma) \) defined by the observable and the value of the dynamical variable taken at a specific point in time on a specific trajectory of the system \( A_t := A(\Gamma_t) \). The time-dependence denoted by a subscript indicates the evolution along a specific trajectory (in contrast to the time-dependence on the level of an ensemble as e.g. in the transport coefficients in eq. 12). This notation, which follows ref. \[31\], will become convenient later when we discuss explicitly time-dependent Liouvillians. In Mori’s work \[14\] the distinction between \( A(\Gamma) \) and \( A_t \) is not clearly made, because Mori intended to study steady-state dynamics.

---

To simplify the equations, we consider the case of a single observable in this subsection. However, the entire derivation can be done analogously for a set of observables.
In sec. 2.2 we applied the projection operator $\mathcal{P}$ to the equation of motion of the phase space density $\rho_N$, the Liouville equation. Here we instead apply a projection operator to the equation of motion of the observable

$$\frac{dA_t}{dt} = \frac{dA(\Gamma_t)}{dt} = \dot{\Gamma}_t \cdot \frac{\partial A}{\partial \Gamma}(\Gamma_t) = i\mathcal{L}A(\Gamma_t) \quad ,$$

which is formally solved by $A_t = e^{i\mathcal{L}t}A(\Gamma_0)$. In analogy to quantum mechanics, we can say that we switch from the Schrödinger picture to the Heisenberg picture. We take the time derivative of the solution $e^{i\mathcal{L}t}A(\Gamma_0)$ and insert a projection operator (which we will specify later) to split the equation of motion into two parts

$$\frac{\partial}{\partial t}e^{i\mathcal{L}t}A(\Gamma_0) = e^{i\mathcal{L}t}\mathcal{P}i\mathcal{L}A(\Gamma_0) + e^{i\mathcal{L}t}Q_i\mathcal{L}A(\Gamma_0) \quad ,$$

with $Q = (1 - \mathcal{P})\circ$. Then we make use of the fact that

$$e^{i\mathcal{L}t} = e^{Q_i\mathcal{L}t} + \int_0^t d\tau e^{i\mathcal{L}(t-\tau)}\mathcal{P}i\mathcal{L}e^{Q_\tau\mathcal{L}\tau}Q_i\mathcal{L}$$

and obtain

$$\frac{\partial}{\partial t}e^{i\mathcal{L}t}A(\Gamma_0) = e^{i\mathcal{L}t}\mathcal{P}i\mathcal{L}A(\Gamma_0) + e^{Q_i\mathcal{L}t}Q_i\mathcal{L}A(\Gamma_0)$$

$$+ \int_0^t e^{i\mathcal{L}(t-\tau)}\mathcal{P}i\mathcal{L}e^{Q_\tau\mathcal{L}\tau}Q_i\mathcal{L}A(\Gamma_0)d\tau .$$

In this part of the derivation it becomes obvious that the convention of the physics community to name the time-evolution operator $i\mathcal{L}$ is rather inconvenient. We could now multiply all factors $i$ to simplify the equations, but then the structure of the equations would become unclear. Therefore we opt instead for leaving all factors $i$ in place and treating $i\mathcal{L}$ as one symbol.

Depending on the type of problem one would like to study, one can now define a suitable projection operator and insert it into eq. 16. Mori defined

$$\mathcal{P}^M X(\Gamma) := \left( \frac{\langle X, A \rangle}{\langle A, A \rangle} \right)A(\Gamma) \quad ,$$

where

$$\langle X, Y \rangle := \int d\Gamma X(\Gamma)Y(\Gamma)\rho^E_\Gamma(\Gamma) \quad ,$$

i.e. the correlation between two observables in the equilibrium ensemble is interpreted as an inner product on the space of phase space functions [14, 16]. (This implies that we can only consider observables for which the integral in eq. 18 exists.) Inserting $\mathcal{P}^M$ into eq. 16 we obtain the Generalized Langevin Equation (GLE)\(^4\)

$$\frac{dA_t}{dt} = \omega A_t + \int_0^t d\tau K(t-\tau)A_\tau + f_t .$$

\(^4\)In the engineering literature, eq. 16 is often referred to as the GLE rather than the more specific eq. 19.
The drift $\omega$ is defined as

$$\omega := \frac{(iL, A)}{(A, A)}$$

the fluctuating force $f_t$ is defined as

$$f_t := e^{tQ_M L Q_M L A} \Gamma_0$$

and the memory kernel $K(t)$ is related to the fluctuating force by

$$K(t) := \frac{(iLe^{tQ_M L Q_M L A}, A)}{(A, A)} = -(f_0, f_t).$$

The time-dependence in parentheses indicates that $K(t)$, in contrast to $f_t$, is an ensemble-averaged quantity. Eq. 21 is a generalized version of the fluctuation dissipation relation, eq. [3]. If the evolution of the observable $A_t$ is slow compared to the evolution of the degrees of freedom we have integrated out, then the fluctuating force, $f_t$, which by construction is orthogonal to $A$, evolves fast. Under these conditions, the kernel $K(t-\tau)$ approaches a delta distribution $\delta(t-\tau)$ and the similarity to the Langevin Equation, eq. [2], becomes evident.

We need to recall, however, that $f_t$ is deterministic and that the GLE as derived by Mori is not a stochastic differential equation. Often, in the literature, $f_t$ is replaced by a continuous-time stochastic process $X_t$, which is chosen such that its correlations fulfill eq. 21 (see sec. 2.6.5 for a discussion of methods to generate such processes). The stochastic equation of motion obtained in this way

$$dA_t = \left(\omega A_t + \int_{0}^{t} K(t-\tau)A_\tau d\tau\right) dt + dX_t$$

is also called the Generalized Langevin Equation. We remark that the step from eq. 19 to eq. 22 is non-trivial and needs to be taken with care. Langevin’s mathematical negligence has been straightened out using Itô calculus \[32, 33\].

In principle, the same formalism can be applied to integro-differential equations of the Volterra form to obtain stochastic integro-differential equations such as eq. 22 \[34, 35\]. However, there are conditions on the process $X_t$ and on the function $K(t-\tau)$, which need to be fulfilled for a unique solution to exist and to be stable against perturbation. In the physics literature, these conditions are usually not verified before eq. 22 is used.

In summary, if we assume that the distribution of microstates is stationary, and that there is time-scale separation between the observable of interest and the other degrees of freedom, and if we interpret the fluctuating force as a stochastic process, the projection operator formalism allows us to derive the Langevin equation from Hamiltonian dynamics.

2.4. Nonlinear Versions of the Langevin Equation

In the introduction, sec. 1.1, we recalled Langevin’s arguments and wrote down a stochastic equation of motion for the velocity of a Brownian particle
based on an analogy to Newtonian mechanics. We could, of course, also have used the position of the particle as the coarse-grained variable and could have suggested an equation of the form

\[ m\ddot{x}_t = -\frac{dU(x)}{dx} \bigg|_{x=x_t} - \gamma \dot{x}_t + \sqrt{2\gamma k_B T} \xi_t , \] (23)

where \( \gamma \) is a friction coefficient, \( U(x) \) is an effective potential, \( k_B T \) is the thermal energy and \( \xi_t \) is white Gaussian noise. Note that the effective potential \( U(x) \) takes \( x_t \) as input, hence in contrast to the equations discussed in sec. 2.3 this version of the GLE is nonlinear. We followed the convention of the physics literature and used \( \ddot{x} \) and \( \dot{x} \) to denote the time derivatives. This notation emphasizes the interpretation of eq. 23 as the Newtonian equation of motion of a particle in a potential energy landscape – an interpretation which seems to enjoy great popularity in introductory texts on biomolecular modelling. However, as said above, the terms \( \ddot{x} \) and \( \dot{x} \) need to be understood in the sense of stochastic processes, and the functional form of \( U(x) \) depends on the properties of all other degrees of freedom of the system. Hence the analogy to Newtonian mechanics should not be overstretched.

### 2.4.1. One particle in a harmonic bath

Like the Langevin Equation eq. 2, also nonlinear differential equations of a form similar to eq. 23 can be derived by means of projection operators [36, 37, 38, 39]. Before we discuss a full derivation, we first consider a simple example as discussed in the book on non-equilibrium statistical mechanics by Zwanzig [40, 15]. We consider one particle of mass \( m \), position \( x \) and momentum \( p \), which is coupled to \( N \) independent harmonic oscillators and an external potential \( V_{\text{ext}}(x) \).

The Hamiltonian of the particle is

\[ H_{\text{particle}}(x, p) := \frac{p^2}{2m} + V_{\text{ext}}(x) , \]

and the Hamiltonian of the harmonic bath, including the coupling to the particle, is

\[ H_{\text{bath}} := \sum_{j=1}^{N} \left( \frac{p_j^2}{2} + \frac{1}{2} \omega_j^2 \left( q_j - \frac{\gamma_j}{\omega_j^2} x \right)^2 \right) , \]

where \( q_j \) and \( p_j \) are the positions and momenta of the bath particles, \( \omega_j \) are the frequencies of the oscillators and \( \gamma_j \) are the coupling constants. The equations of motion of the bath can be solved exactly

\[ q_{j,t} - \frac{\gamma_j}{\omega_j^2} q_j = \left( q_{j,0} - \frac{\gamma_j}{\omega_j^2} x_0 \right) \cos \omega_j t + p_{j,0} \frac{\sin \omega_j t}{\omega_j} - \gamma_j \int_0^t d\tau \frac{p_x \cos \omega_j (t - \tau)}{m \omega_j^2} . \]

\[ \text{Footnote: There exist straightforward extensions of this type of analysis to nonlinear coupling [41] and to systems under oscillatory external driving [42].} \]
If we insert the solutions $q_j t$ into the equation of motion of the momentum of the particle, we obtain a GLE which looks similar to eq. 23:

$$\frac{d p_t}{d t} = -\frac{d}{d x} V_{\text{ext}}(x) \bigg|_{x=x_t} - \int_0^t d\tau \ K^{\text{HB}}(\tau) \frac{p_t - \tau}{m} + f^{\text{HB}}_t .$$

(24)

The memory kernel $K^{\text{HB}}$ is given explicitly by

$$K^{\text{HB}}(t) := \sum_j \frac{\gamma_j^2}{\omega_j^2} \cos \omega_j t$$

and the fluctuating force is given by

$$f^{\text{HB}}_t := \sum_j \gamma_j p_{j0} \frac{\sin \omega_j t}{\omega_j} + \sum_j \gamma_j \left( q_{j0} - \frac{\gamma_j}{\omega_j^2} x_0 \right) \cos \omega_j t .$$

We have not yet specified the initial conditions on the bath degrees of freedom. If we use the canonical distribution and set

$$\rho(p_j, q_j, 0) \propto e^{-\beta H_{\text{bath}}(x_0, p_{j0}, q_{j0})} ,$$

we obtain a fluctuation-dissipation relation similar to eq. 21

$$\langle f^{\text{HB}}(t) f^{\text{HB}}(t') \rangle = k_B T K^{\text{HB}}(t-t') .$$

For suitably chosen coupling constants and frequencies, the support of the memory kernel becomes infinitesimally small and $K^{\text{HB}}(t) \to \delta(t)$. Then eq. 24 is reduced to the nonlinear Langevin Equation, eq. 23.

In summary, for the special case of a particle in a harmonic bath, an equilibrium initial distribution of the bath degrees of freedom and the correct choice of the system parameters, the form of eq. 23 is justified.

### 2.4.2. The Generalized Langevin Equation with a Potential of Mean Force

An equation of the same structure as eq. 23 is widely used in materials science and biophysics to model the coarse-grained dynamics of complex systems [43]. The nonlinear term $U(x)$ is then interpreted as a potential of mean force

$$U^{\text{MF}}(x) := -k_B T \ln \left( \rho^{\text{EQ}}_X(x) \right) ,$$

where $\rho^{\text{EQ}}_X(x)$ is the probability of finding a value $x$ of the observable $X(\Gamma)$ in the equilibrium ensemble

$$\rho^{\text{EQ}}_X(x) := \int d\Gamma \ \rho^{\text{EQ}}_N(\Gamma) \ \delta(X(\Gamma) - x) .$$

Instead of the term potential of mean force, one also often encounters the terms effective free energy and free energy landscape denoted by $\Delta G(x)$. In equilibrium, these are identical, $\Delta G(x) := U^{\text{MF}}(x)$.
Also integro-differential equations of a form similar to eq. \[24\] are often used to model coarse-grained variables, such as

\[
\mu \frac{d^2 x_t}{dt^2} = - \frac{dU_{MF}(x)}{dx} \bigg|_{x=x_t} - \int_0^t dt \ K_{NL}(t - \tau) \ \frac{dx_{t'}}{dt'} \bigg|_{t'=\tau} + f_{t}^{NL}, \quad (26)
\]

where \(\mu\) is a generalized mass and we used the superscript NL to indicate that the kernel and the fluctuating force enter a nonlinear GLE. These are versions of the GLE in which the memory term is linear in the time derivative of the coarse-grained variable, but the drift term is replaced by a nonlinear expression. In most cases the systems which are modeled by these equations are much more complex than the example of the single particle in a harmonic bath given above (see ref. \([44, 45, 46, 47, 48, 49, 50, 51]\) for a few examples in which this equation of motion is used.) Let us therefore check whether an equation of motion of the form of eq. \[26\] can be derived for the general case.

We will present this derivation in more detail than the discussions of the previous sections, because we are not aware of a similar analysis in the literature. To skip the details of the derivation, the reader may read the following brief summary and move to sec. 2.5.

- In general, a nonlinear potential of mean force is accompanied by a nonlinear memory term. Equations of the form of eq. \[26\] are, at best, approximate.

- There is no fluctuation-dissipation relation that would relate the memory kernel of the nonlinear GLE to the corresponding fluctuating force.

- Even if there is time-scale separation, the resulting equation of motion in general does not have the form of eq. \[23\].

- Probably, the frequent use of eq. \[26\] in models of complex systems is caused by a misunderstanding regarding the exchangeability of the derivations in ref. \([28, 14]\) and \([15]\).

We start from eq. \[13\] for a set of observables \(A = \{A_1(\Gamma), \ldots, A_k(\Gamma)\}\), which we interpret as the components of a vector \((A_1(\Gamma), \ldots, A_k(\Gamma))^\top\)

\[
\frac{\partial}{\partial \tau} e^{i\mathcal{L}_t} A(\Gamma_0) = e^{i\mathcal{L}_t} P_i \mathcal{L} A(\Gamma_0) + e^{i\mathcal{L}_t} Q_i \mathcal{L} A(\Gamma_0)
+ \int_0^t e^{i\mathcal{L}(t-\tau)} P_i \mathcal{L} e^{Q_i \mathcal{L} \tau} Q_i \mathcal{L} A(\Gamma_0) d\tau. \quad (27)
\]

The equation of motion we aim for, eq. \[26\] is of second order in time and contains only one coarse-grained variable. To produce an equation of this form, we treat the observable \(A(\Gamma)\) and its time derivative as two observables \(A_t := (A(\Gamma_t), \dot{A}(\Gamma_t))^\top\), and then use eq. \[27\].

The next step is to choose a suitable projection operator. As eq. \[25\] defines a so-called \textit{relevant density}, which relates a phase space function (here \(X(\Gamma)\)) to
the “macroscopic value” it takes in equilibrium (here $x$), the projection operator formalism by Zwanzig (sec. 2.2) is a reasonable choice. However, it turns out that the self-evident definition

$$\rho_{\text{EQ}}^A(a) := \int \text{d}x \text{d}\tilde{p}^N \rho_{\text{EQ}}^N (\tilde{r}^N, \tilde{p}^N) \delta (A (\tilde{r}^N, \tilde{p}^N) - a)$$

does not produce an equation of the desired form. Instead, we use a modified density as introduced by Lange and Grubmüller [52]

$$\rho_A(a) := \int d\Gamma \rho_{\text{EQ}}^N (\Gamma) \delta (A(\Gamma) - a) \left\| \nabla_r A(\Gamma) [M]^{-1/2} \right\|^2$$

where $[M]$ is the mass matrix with diagonal elements corresponding to the particle masses and $\nabla_r$ refers to the gradient with respect to all components of $\tilde{r}^N$. This definition is useful for the following reason: Assume the first observable, $A(\tilde{r}^N)$, depends only on the positions and not on the momenta $\tilde{p}^N$. As the second observable is the time derivative of the first one, we obtain

$$A_2(\Gamma) = i \mathcal{L} A_1(\Gamma) = i \mathcal{L} A(\Gamma) = (\nabla_r A(\Gamma)) [M]^{-1} \tilde{p}^N .$$

The factor $\left\| \nabla_r A(\Gamma) [M]^{-1/2} \right\|^2$ in the reduced density will absorb terms related to $(\nabla_r A(\Gamma)) [M]^{-1}$ in the next steps of the derivation.

We define a projection operator

$$\mathcal{P} Y(\Gamma) := \frac{1}{\rho_A(A(\Gamma))} \int d\Gamma' \rho_{\text{EQ}}^N (\Gamma') \delta (A(\Gamma') - A(\Gamma)) \left\| \nabla_r A(\Gamma) [M]^{-1/2} \right\|^2 Y(\Gamma') .$$

(28)

Note that our definition of the projection operator differs from the one given in ref. [52], which is not normalized correctly. To simplify the following steps, we assume that the microscopic dynamics is produced by a Hamiltonian of the form $\mathcal{H}(\Gamma) = \sum_i \tilde{p}_i^2 / (2m_i) + V (\tilde{r}^N)$, i.e. there is no coupling between positions and momenta. The first term in eq. 27 for the second observable (the so-called conservative force term) has the form

$$e^{i \mathcal{L} t} \mathcal{P} i \mathcal{L} A_2(\Gamma) =$$

$$e^{i \mathcal{L} t} \frac{1}{\rho_A(A(\Gamma))} \int d\Gamma' \rho_{\text{EQ}}^N (\Gamma') \delta (A(\Gamma') - A(\Gamma)) \left\| \nabla_r A(\Gamma') [M]^{-1/2} \right\|^2$$

$$\times \left( [M]^{-1} \tilde{p}^N \cdot \nabla_{\Gamma'} \left( \nabla_r A(\Gamma') [M]^{-1} \tilde{p}^N \right) - \nabla_r V (\tilde{r}^N) \cdot \nabla_{\Gamma'} A(\Gamma') [M]^{-1} \right) .$$

(29)

If one intends to relate eq. 29 to the gradient of a potential of mean force (as e.g. the term $\frac{\text{d}}{\text{d}t} U_{\text{MF}} (x)$ in eq. 26), it is constructive to first compute $\partial \rho_A / \partial a_1$. We start by introducing mass-weighted coordinates $\tilde{r}^N = [M]^{1/2} r^N$ and $\tilde{p}^N =$
$[M]^{-1/2}$ $\tilde{p}^N$. Hence, $d\Gamma = d\tilde{\Gamma}$ and we can write

$$
\frac{\partial \rho_A(a)}{\partial a_1} = \int d\tilde{\Gamma} \rho_{\text{eq}}^N \left( \delta \left( \hat{A}_2 - a_2 \right) \right) \left[ \left( \delta \left( \hat{A}_1 - a_1 \right) \right) \frac{\partial}{\partial a_1} \left( \hat{A}_1 \left( \hat{\Gamma} \right) - a_1 \right) \right],
$$

(30)

where all functions with a tilde correspond to the ones defined before, but for mass-weighted coordinates. In order to have a more compact notation we do not write out the dependencies on $\hat{\Gamma}$ from now on. Next, we use

$$
\left\| \nabla_{\tilde{\Gamma}} \hat{A}_1 \right\|^2 \frac{\partial}{\partial a_1} \left( \hat{A}_1 - a_1 \right) = - \left( \nabla_{\tilde{\Gamma}} \hat{A}_1 \right) \cdot \nabla_{\tilde{\Gamma}} \delta \left( \hat{A}_1 - a_1 \right)
$$

to rewrite the last term in eq. (30) and we carry out a partial integration over $\tilde{p}^N$ to obtain

$$
\frac{\partial \rho_A(a)}{\partial a_1} = \int d\tilde{\Gamma} \delta \left( \hat{A}_1 - a_1 \right) \left\{ \delta \left( \hat{A}_2 - a_2 \right) \left( \rho_{\text{eq}}^N \nabla_{\tilde{\Gamma}}^2 \hat{A}_1 + \nabla_{\tilde{\Gamma}} \tilde{\rho}^N \cdot \nabla_{\tilde{\Gamma}} \hat{A}_1 \right) 
+ \rho_{\text{eq}}^N \nabla_{\tilde{\Gamma}} \hat{A}_1 \cdot \nabla_{\tilde{\Gamma}} \delta \left( \hat{A}_2 - a_2 \right) \right\}.
$$

Now we exploit the fact that $\hat{A}_2 = \hat{\kappa} = \left( \nabla_{\tilde{\Gamma}} \hat{\kappa} \left( \tilde{\rho}^N \right) \right) [M]^{-1} \tilde{p}^N$, rewrite the last term using

$$
\nabla_{\tilde{\Gamma}} \hat{A}_1 \cdot \nabla_{\tilde{\Gamma}} \delta \left( \hat{A}_2 - a_2 \right) = \nabla_{\tilde{\Gamma}} \left( \nabla_{\tilde{\Gamma}} \hat{A}_1 \cdot \tilde{\rho}^N \right) \cdot \nabla_{\tilde{\Gamma}} \delta \left( \hat{A}_2 - a_2 \right)
$$

and carry out a partial integration over $\tilde{\rho}^N$ to get

$$
\frac{\partial \rho_A(a)}{\partial a_1} = \int d\tilde{\Gamma} \delta \left( \hat{A}_1 - a_1 \right) \delta \left( \hat{A}_2 - a_2 \right) \left\{ \nabla_{\tilde{\Gamma}} \tilde{\rho}_{\text{eq}}^N \cdot \nabla_{\tilde{\Gamma}} \hat{A}_1 - \nabla_{\tilde{\Gamma}} \tilde{\rho}_{\text{eq}}^N \cdot \nabla_{\tilde{\Gamma}} \left( \nabla_{\tilde{\Gamma}} \hat{A}_1 \right) \right\}.
$$

(31)

If we now use consider a canonical ensemble $\tilde{\rho}_{\text{eq}}^N \propto e^{-\beta\mathcal{H}(\Gamma)}$, i.e.

$$
\nabla_{\tilde{\Gamma}} \tilde{\rho}_{\text{eq}}^N = \left( \nabla_{\tilde{\Gamma}} \hat{\mathcal{H}} \right) \tilde{\rho}_{\text{eq}}^N, \quad \nabla_{\tilde{\Gamma}} \tilde{\rho}_{\text{eq}}^N = \tilde{p} \tilde{\rho}_{\text{eq}}^N
$$

we see that the terms in the curly parentheses in eq. (31) correspond to the second line of eq. (29) multiplied by $\tilde{\rho}_{\text{eq}}^N$.

We define a potential of mean force

$$
U(a) := -k_B T \ln \rho_A(a)
$$

If $A$ is linear in $\tilde{r}^N$, then the term $\left\| \nabla_{\tilde{\Gamma}} A(\Gamma') [M]^{-1/2} \right\|^2$ contributes only a constant prefactor $\frac{1}{\mu}$ to eq. (29) and $\nabla_{\tilde{\Gamma}} \tilde{\rho}_{\text{eq}}^N \cdot \nabla_{\tilde{\Gamma}} \left( \nabla_{\tilde{\Gamma}} \hat{\mathcal{H}} \right) = 0$. Thus $U(a)$ only depends on $a_1$. This is the case, in particular, if the observable is the position of one particle or the center of mass position of a set of particles $\mathcal{X}(\Gamma)$. Then we can simplify eq. (29) to

$$
\exp(i\mathcal{L}t) \mathcal{P}_i \mathcal{L} \mathcal{X}_2(\Gamma_0) = \frac{1}{\mu} \exp(i\mathcal{L}t) \frac{\partial U(x)}{\partial x} \bigg|_{x=\mathcal{X}(\Gamma_0)} = \frac{1}{\mu} \frac{\partial U(x)}{\partial x} \bigg|_{x=x_1},
$$
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We conclude that under these (rather specific) conditions the first term in the equation of motion for \( A_2 \) is, indeed, proportional to a gradient of a potential of mean force and the prefactor \( \frac{1}{\mu} \) is the inverse of a reduced mass.

Next we consider the integrand in eq. 27

\[
e^{iL(t-\tau)}\mathcal{P}\mathcal{L}e^{Q_i\mathcal{L}T}Q_i\mathcal{L}A_2(\Gamma_0)
\]

Following the work by Hijon and co-workers [38], we can write this expression in a form in which the structure becomes slightly more evident if we consider that

\[
P_{ji}L(\tau - \tau_0) = \sum_i \left( -B_{kl}(a, t) \frac{\partial U(a)}{\partial a_i} + k_BT \frac{\partial B_{kl}(a, t)}{\partial a_i} \right)
\]

with the memory matrix

\[
B_{kl}(a, t) := \beta P \left( (iLk)(\tau - \tau_0) \right)
\]

(Note that the \( a \)-dependence in \( B_{kl}(a, t) \) stems from the application of the projection operator.)

Again, we needed to demand that \( A \) is linear in \( \vec{r} \) and to include the inverse mass in order to be able to use the potential of mean force. (The work of Hijon and co-workers is more general than the derivation discussed here. They used a different projection operator, for which \( A \) does not need to be linear in \( \vec{r} \), and eq. [32] still holds. However, the conservative force cannot then be interpreted as a potential of mean force.) Inserting this expression in eq. 27, we obtain the nonlinear GLE for \( \dot{A}_t \)

\[
\mu \frac{dA_t}{dt} = -k_BT \frac{\partial U(a)}{\partial a_1} \bigg|_{a=A_t} + f_{t}^{NL}
\]

\[
- \mu \int_0^t d\tau \left( [B](A_{t-\tau}, t) \cdot \frac{\partial U(a)}{\partial a} \bigg|_{a=A_{t-\tau}} - k_BT \frac{\partial [B](a, t)}{\partial a} \bigg|_{a=A_{t-\tau}} \right)_2
\]

where \( f_{t}^{NL} \) is the second component of \( f_{t}^{NL} = e^{Q_i\mathcal{L}T}Q_i\mathcal{L}A(\Gamma_0) \), square brackets indicate matrices, and the notation \( (\ldots)_2 \) indicates the second component of the vector resulting from the operation in inside the parentheses.

The memory term in this equation remains nonlinear in both components of \( A_t \). Hence we do not obtain an expression of the form \( K^{NL}(t-\tau)\dot{A}_t \) unless we make approximations. We conclude that eq. [29] is not exact. Note also that \( \langle f_{0}^{NL}\rangle \langle f_{t}^{NL} \rangle \) is not proportional to the memory term. For this type of nonlinear GLE, there is no fluctuation-dissipation relation.

Under the approximation \( [B](a, t) \approx [B'](a)\delta(t) \), we obtain a Markovian Langevin equation

\[
\mu \frac{dA_t}{dt} = - \left( \mu[B']_2(A_t, \dot{A}_t) + k_BT \frac{\partial U(a)}{\partial a_1} \bigg|_{a=A_t} + \mu k_BT \frac{\partial [B']_2(a)}{\partial a} \right|_{a=A_t} + f_{t}^{'}
\]
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Note however, that this structure is still more complex than eq. [23]. Thus even in the case of time-scale separation, care is needed when using a coarse-grained model which contains a potential of mean force.

Another common approximation of eq. [33] retains the non-locality in time, but removes the dependence of \([B](\mathbf{a}, t)\) on the value of the observable \(\mathbf{a}\). In particular, if \(\mathbf{A}\) is the center of mass position \(\mathbf{X}\) of a set of particles and \(\dot{\mathbf{A}}\) is the corresponding velocity, it is common to assume that \([B](\mathbf{x}, \dot{\mathbf{x}}, t)\) does not depend on the position, and to average the momentum-contribution to \([B](\dot{\mathbf{x}}, t)\) over the equilibrium distribution. This approximation is used frequently in the work of Voth, Karniadakis, Darve and co-workers [39, 53, 54, 55].

We have now seen that the memory term derived with a Zwanzig-type projection operator does not have the same structure as the one in eq. [24]. To construct a linear memory term, we repeat the procedure with a Mori-type projection onto \(\mathbf{A} = (\dot{\mathbf{A}}, \mathbf{A})\) (see sec. 2.3) as a cross-check. This provides us with an equation of the form

\[
\frac{d\mathbf{A}_t}{dt} = [\omega] \mathbf{A}_t + \int_0^t d\tau [K](t-\tau) \mathbf{A}_\tau + \mathbf{f}_t , \tag{34}
\]

where the definitions of \(\omega\) and \(K\) are the same as in sec. 2.3, but for vectorial quantities. The second component of the observable is the same as \(\mathcal{L}\) applied to the first component, hence the dynamics of the orthogonal degrees of freedom becomes easy to handle. We define

\[
k_{ij}(t) = (\mathcal{L}_i \mathcal{A}_j, e^{t\mathcal{L}} \mathcal{Q} \mathcal{L} \mathcal{A}_j) = ((f_i)_0, (f_j)_t)
\]

such that \([K] = -[k](t)(\mathbf{A}, \mathbf{A})^{-1}\). Then we use the fact that \((1 - \mathcal{P})i\mathcal{L}\mathbf{A} = 0\) by construction and that \((i\mathcal{L}\mathbf{A}, \mathbf{A}) = 0\), because \((i\mathcal{L}\mathbf{A}, B) = -(\mathbf{A}, i\mathcal{L}B)\), to show that

\[
\omega_{11} = \omega_{22} = 0 \, , \, \omega_{12} = 1 \, , \, \omega_{21} = \frac{(\dot{\mathbf{A}}, \dot{\mathbf{A}})}{(\mathbf{A}, \mathbf{A})} \, , \, k_{11}(t) = k_{12}(t) = k_{21}(t) = 0 \, \text{and} \, f_1 \equiv 0 .
\]

From this follows that the first component of eq. [34] is consistent with the trivial relation \(\frac{d\mathbf{A}_t}{dt} = \dot{\mathbf{A}}\), and that the only non-trivial contribution to the memory kernel of the second component is \(K_{22}\). For the second component of eq. [34] we thus obtain

\[
\frac{d\mathbf{A}_t}{dt} = \omega_{21} \mathbf{A}_t - \int_0^t K_{22}(t-\tau) \dot{\mathbf{A}}\, d\tau + (f_2)_t .
\]

The memory term of this equation is equivalent to the one of eq. [26], but the drift term is linear by construction.

In summary, we assume that a misunderstanding regarding the exchangeability of the derivations from ref. [28, 14] and [15] underlies the frequent use of eq. [26] in models for complex coarse-grained systems. The conclusions drawn in ref. [52] regarding the structure of the equation of motion seem to be incorrect. Another piece of work, which is often cited to justify the use of eq. [26], is the derivation by Kinjo and Hyodo [56]. We do not discuss this derivation in detail.
here, but we note that it contains a slip similar to the one in ref. [52]. The operator defined in eq. 26 of ref. [56] is not a projection operator (unfortunately, Kinjo and Hyodo did not write out the time-dependence explicitly in all terms of eq. 26 of ref. [56]. However, to us it seems that the last term in eq. 26 should contain a time \( t \), and not \( t_0 \), while the other terms contain a \( t_0 \).)

For more details on projection operator formalism and in careful theoretical approaches to the coarse-graining problem, we recommend e.g. ref. [15, 57, 37, 38, 39].

2.4.3. Phase Field Models

The idea of using functions \( f(\mathbf{A}) \) as additional observables in order to produce different forms of nonlinear Langevin equations can be extended [57, 58, 59]. One might, for instance, aim for equations of motion in terms of powers of the observable and its spatial derivatives

\[ \mathbf{A} = \{ A, A^2, \ldots A^n, \nabla A, \ldots (\nabla A)^n, \nabla^2 A, \ldots (\nabla^2 A)^n, \ldots \} . \]

Such equations of motion would be similar in structure to phase-field models.

We briefly recall the basic ideas of phase-field modelling [60, 61]: If we intend to model a phase transition process such as e.g. the formation of liquid in a supersaturated vapor or the solidification of a melt after a temperature quench, it is useful to introduce an order parameter field \( \phi(\mathbf{r}) \) which quantifies the amount of stable phase formed at time \( t \). As the driving force of the phase transition dynamics, phase field models use a Landau-type free energy density, i.e. a polynomial in the order parameter and its spatial derivatives. The free energy of the system is then expressed as a functional \( G_{PF}[\phi(\mathbf{r})] \) of the form

\[ G_{PF}[\phi(\mathbf{r})] = \int d\mathbf{r}' \left( a_1 |\nabla \phi(\mathbf{r}')| + a_2 |\nabla^2 \phi(\mathbf{r}')| + \ldots + b_1 \phi(\mathbf{r}') + b_2 \phi^2(\mathbf{r}') + \ldots \right) . \]

In order to obtain a model for a specific material, the parameters \( a_1, a_2, \ldots, b_1, b_2, \ldots \) are either fitted to material properties or extracted from computer simulation. The equation of motion for the order parameter field is assumed to be of the form

\[ \frac{\partial \phi(\mathbf{r})}{\partial t} = -\gamma \frac{\delta G_{PF}[\phi(\mathbf{r})]}{\delta \phi} \bigg|_{\phi(\mathbf{r})=\phi_e(\mathbf{r})} + \eta(\mathbf{r}) \quad , \]

where \( \gamma \) is a friction coefficient and \( \eta(\mathbf{r}) \) is a stochastic force-field. The literature on numerical methods to solve these equations for specific geometries and choices of \( G_{PF} \) is vast. However, to our knowledge, eq. 35 has not yet been derived rigorously from first principles by means of a projection operator formalism. We assume that it should be possible to provide such a derivation following the lines of argument sketched in sec. 2.4.2 possibly in combination with the arguments given by Español and Löwen in their derivation of dynamic DFT [62], sec. 3.1.3. This would, in particular, allow to systematically assess the limits of applicability of phase-field models.
2.5. Projection Operators and Stochastic Processes

Coarse-graining methods are not restricted to microscopic, deterministic dynamics. Often researchers begin with an existing coarse-grained model and intend to coarse-grain it further. A typical example is the simulation of biomolecules with an implicit solvent. Here the degrees of freedom of the biomolecule are treated as atomistic, while the solvent is coarse-grained, and the aim is to produce an effective model for the evolution of structural motifs. Another example is the simulation of colloidal particles in a suspension, in which again, the degrees of freedom of the solvent have already been integrated out to obtain the Brownian dynamics of the (“atomistic”) colloids, and the aim is to obtain an effective description of e.g. a phase transition process. Projection operator techniques can be used to derive the corresponding equations of motion for these additional steps of coarse-graining, too.

Español and Vázquez considered the dynamics of \( m \) coarse-grained degrees of freedom \( z = \{ z_1, \ldots, z_m \} \), governed by the Liouville equation

\[
\frac{\partial}{\partial t} \rho_{\text{CG}}(z, t) = i \mathcal{L}^\text{CG} \rho_{\text{CG}}(z, t)
\]

with a Liouvillian of the form

\[
i \mathcal{L}^\text{CG} := - \sum_i \frac{\partial}{\partial z_i} v_i(z) + \sum_{i,j} \frac{1}{2} k_B \frac{\partial}{\partial z_i} \frac{\partial}{\partial z_j} d_{ij}(z),
\]

where \( d_{ij} = d_{ji} \), i.e. the distribution of the coarse-grained variables \( \rho_{\text{CG}} \) evolves according to a Fokker-Planck equation with a drift vector \( \mathbf{v} \) and a diffusion tensor \( [d] \). Español and Vázquez applied a projection operator of the Zwanzig-type to the Fokker-Planck equation to project the dynamics onto a set of “more coarse-grained” variables \( \mathbf{a}(z) = \{ a_1(z), \ldots, a_k(z) \} \). They obtained an equation of motion, which is similar in structure to eq. 11. Under the assumption of time-scale separation, this equation of motion can again be approximated by a Fokker-Planck equation, i.e. the structure of the equation of motion is invariant under consecutive steps of coarse-graining if there is time-scale separation at each step [63].

Kranz and co-workers started out from a stochastic description of a granular system in terms of a Langevin equation for the velocities of the granular particles. Via the BBGKY hierarchy, eq. 5, they derived mode coupling equations to describe the glass transition [64]. In this work, first the average over the stochastic contributions was taken and then the coarse-grained equations of motion for the averaged quantities \( \langle A \rangle_\xi(t) \) was obtained.

Recently, Glatzel and co-workers showed that the projection operator formalism by Mori can be applied in a straightforward manner to a wide range of stochastic processes on the trajectory level, i.e. without taking the average over the distribution of the stochastic process first [63]. The conditions on the process, for which the arguments given in ref. [63] hold, are rather weak: The values of the stochastic variables need to be bounded and the stochastic process needs to be either time-discrete or, if it is time-continuous, it must be possible
to approximate each realization by an analytic function. The resulting equation of motion for the coarse-grained variables is of the form eq. 19 as in the deterministic case. Therefore, in particular, the dynamics generated by molecular dynamics simulations using a thermostat or barostat can be described on a coarse-grained level by means of the GLE and all numerical methods developed to analyze eq. 19 (see sec. 2.6.5) can be applied to data from molecular dynamics simulations.

2.6. Numerical Methods

2.6.1. Blobs, United Atoms and Interaction Sites

Arguably the most direct way to compute the static values of ensemble averaged observables is to sample the configurational part of the equilibrium distribution, \( \rho_{EQ}^{\vec{r}_N} (\vec{r}_N) \), by means of Monte Carlo (MC) techniques [66, 67]. These techniques are widely used to compute structure factors, order parameters, thermodynamic coefficients, interfacial tensions, etc. If, in addition, we are interested in the dynamics of observables we need to perform Molecular Dynamics (MD) simulations to numerically estimate transport coefficients, effective interactions between groups of particles, and memory functions. In the following we will briefly describe classes of coarse-graining methods that are used in MD simulation.

In soft matter physics and, in particular, in the field of polymer simulation it is a common strategy to group atoms into larger units (which are called blobs, united atoms or interaction sites in the literature), to determine the effective forces between these units, and to propagate an approximative Langevin Equation on the coarse-grained level. In the notation introduced above, the set of observables \( A(\Gamma) \) then consists of the positions

\[
\mathbf{R}(\Gamma) := (\vec{R}_1 (\Gamma), \ldots, \vec{R}_M (\Gamma))
\]

and momenta

\[
\mathbf{P}(\Gamma) := (\vec{P}_1 (\Gamma), \ldots, \vec{P}_M (\Gamma))
\]

of \( M \) coarse-grained units, preferably for \( M \ll N \). If the system is in thermal equilibrium it is clear, in principle, which equation of motion one would need to solve in order to predict the motion of the units; it is eq. 11 for the dynamics of the set of observables \( A = (\vec{X}^M, \vec{P}^M) \). However, this equation is very complex even for simple interaction potentials, because it contains memory and the effective interactions are not just pairwise.

In practical applications it would be convenient if the equation of motion were similar in structure to the Newtonian equation of motion of the microscopic system, i.e. if it were of the form

\[
M_i \frac{d^2 \vec{R}_i}{dt^2} = \frac{d\vec{P}_i}{dt} = \sum_{j} \vec{F}_i \left( |\vec{R}_i - \vec{R}_j| \right)
\]
or at least of the form
\[
M_i \frac{d^2 \vec{R}_i}{dt^2} = \frac{d\vec{p}_i}{dt} = \vec{F}(\vec{R}_1, \ldots, \vec{R}_M) + \vec{F}^{\text{ST}}_i, \tag{36}
\]
where \(M_i\) is the mass associated to unit \(i\), \(\vec{R}_i = \mathbb{R}_i(\Gamma_t), \vec{p}_i = \mathbb{P}_i(\Gamma_t)\), \(\vec{F}(\vec{R}_1, \ldots, \vec{R}_M)\) is a many-body force and \(\vec{F}^{\text{ST}}_i\) is a stochastic force. The central questions in the field of coarse-grained soft matter simulation are therefore:

- Under which conditions can we use coarse-grained forces that contain only two-body (or at most three- or four-body) interactions?
- Under which conditions can the dynamics of the coarse-grained units be considered Markovian?
- If we numerically propagate the coarse-grained equation of motion, errors accumulate. How are these errors related to the microscopic evolution of the system?
- If we wish to switch forward and backward dynamically between the microscopic and the coarse-grained scales, how should we proceed when breaking the coarse-grained units into their constituents?

These questions cannot be addressed in general. They need to be answered in the context of the class of systems and the materials properties that one would like to model. In particular, the practitioner needs to decide which of the thermodynamic properties, the symmetries and the transport coefficients of a system shall be reproduced to which level of accuracy. Good overviews of coarse-grained soft matter simulation methods can be found e.g. in ref. [68, 69, 70, 71] as well as in the introductions of ref. [54, 72, 73, 74]. Here we briefly summarize the key concepts:

In an equilibrium ensemble, the interaction between coarse-grained units is given by the potential of mean force
\[
U^{\text{MF}}(\vec{R}_1, \ldots, \vec{R}_M) = -k_B T \ln \left( \int d\Gamma \delta \left[ \mathbb{R}(\Gamma) - (\vec{R}_1, \ldots, \vec{R}_M) \right] \rho_N^{\text{EQ}}(\Gamma) \right). \]

The Boltzmann inversion or inverse Monte Carlo approach [75, 76, 77] is a method to approximate the full potential of mean force \(U^{\text{MF}}\) by a two-body potential \(U(|\vec{R}_i - \vec{R}_j|)\). The effective potential \(U(|\vec{R}_i - \vec{R}_j|)\) is parameterized and then optimized by matching the two particle densities, i.e. one carries out a numerical search for those values of the parameters which minimize the difference between the two-particle density of the coarse-grained model, \(\rho_2^{\text{CG}}(\vec{R}_i, \vec{R}_j)\), and the corresponding “two-observable density” of the microscopic model
\[
\rho_2^{\text{MIC}}(\vec{R}_i, \vec{R}_j) := \frac{\int d\Gamma \rho_N^{\text{EQ}}(\Gamma) \delta \left( \mathbb{R}_i(\Gamma) - \vec{R}_i \right) \delta \left( \mathbb{R}_j(\Gamma) - \vec{R}_j \right)}{\int d\Gamma \rho_N^{\text{EQ}}(\Gamma)}. \]
As the potential of mean force is a static quantity, both MD and MC can be used to sample it. The method of iterative Boltzmann inversion is a refined version of Boltzmann inversion, in which the steps of matching the pair distribution functions and sampling the potential are iterated to improve the quality of the approximation \[78, 79\].

Instead of working with the potential of mean force, one can parameterize the effective forces \( \vec{F}_{CG}(\vec{R}_i - \vec{R}_j) \) between two coarse-grained units and then minimize

\[
\left| \vec{F}_{MIC}(\vec{R}_i - \vec{R}_j) - \vec{F}_{CG}(\vec{R}_i - \vec{R}_j) \right|
\]

where

\[
\vec{F}_{MIC}(\vec{R}_i - \vec{R}_j) = -\int d\Gamma \sum_{\vec{r}_i \in u_i} \sum_{\vec{r}_j \in u_j} \frac{\partial V_{\text{int}}(\vec{r}_i - \vec{r}_j)}{\partial \vec{r}_i} \delta \left( R_i(\Gamma) - \vec{R}_i \right) \delta \left( R_j(\Gamma) - \vec{R}_j \right) \rho_{\text{EQ}}(\Gamma)
\]

is the sum of the forces that act between the constituents of the two units in the microscopic model averaged over a canonical ensemble \[75, 80\]. When models for polymers are designed, additional three-body and four-body forces are usually included to take into account the bond angles and the torsion angles of the polymer backbone. Also other mesoscopic degrees of freedom as e.g. the size of units in a responsive material can be incorporated in the effective model \[81\], but the methods to optimize the parameters, which we discuss here, remain the same.

Methods in which the forces or the potential of mean force are approximated, such that the coarse-grained two-particle density is reproduced, are called structure optimization methods. Next to the idea of structure optimization, there is also an approach via the optimization of thermodynamic properties. In this case experimental thermodynamic reference data such as the bulk density or the bulk compressibility, the surface tension, the persistence length (in the case of polymers), the free energy of vaporization and hydration (in the case of lipids) and similar thermodynamic properties are used to determine the parameters of the force field \[82, 83, 84, 85, 86, 87\].

In this review, we have opted to show derivations which start out from classical microscopic models. However, the derivations presented in sec. 2.2 and sec. 2.3 can be applied equally well to quantum mechanical systems \[12, 13, 14\] and the resulting equations of motion have the same mathematical structure. Thus, if chemical details need to be taken into account in a coarse-grained model, forces can be fitted to results from ab-initio electronic structure calculations or quantum chemical simulations \[88, 89, 90, 91, 92\].

An interesting variant of structure optimization is to minimize the relative entropy \( S^{\text{REL}} \) between the microscopic model and the coarse-grained model.
Shell suggested to use the following definition for the relative entropy \[ S_{\text{REL}} = \int d\Gamma \, \rho_{\text{EQ}}^N(\Gamma) \ln \left( \frac{\rho_{\text{EQ}}^N(\Gamma)}{\rho_{\text{CG}}^M(\Gamma; U, R^{-1})} \right) + \int d\vec{R}^M \, \rho_{\text{EQ}}^N(\vec{R}^{-1}(\vec{R}^M)) \left( \ln \left\{ a \int d\Gamma \, \delta(\vec{R}(\Gamma) - \vec{R}^M) \right\} \right) \]

\[ = \left\langle \ln \left( \frac{\rho_{\text{EQ}}^N(\Gamma)}{\rho_{\text{CG}}^M(\Gamma; U, R^{-1})} \right) \right\rangle + \langle S_{\text{MAP}} \rangle. \quad (38) \]

Here we used the short notation \( \vec{R}^M := \{\vec{R}_1, \ldots, \vec{R}_M\} \) for the positions of the coarse-grained units. \( \rho_{\text{CG}}^M(\Gamma; U, R^{-1}) \) is the probability of finding a microscopic state \( \Gamma \) if one samples the coarse-grained model according to the equilibrium distribution for a given parameterization of the potential \( U(\vec{R}_1 \ldots \vec{R}_M) \), and one uses a map \( \Gamma = \vec{R}^{-1}(\vec{R}_1 \ldots \vec{R}_M) \) to break the coarse-grained units into their microscopic components. Further, we introduced a normalization factor \( a \), to render the expression in the curly parentheses dimensionless. (This constant seems to be missing in ref. [72].)

The first term of eq. (38) is the Kullback–Leibler divergence between the equilibrium distribution of the microscopic model and \( \rho_{\text{CG}}^M(\Gamma; U, R^{-1}) \). The second integral in the first line runs over the volume accessible to the coarse-grained positions. This term is the ensemble average with respect to the equilibrium distribution of the micropscopic states, \( \rho_{\text{EQ}}^N(\Gamma) \), over the entropy associated to the mapping between the models, \( S_{\text{MAP}} := \ln \left\{ a \int d\Gamma \, \delta(\vec{R}(\Gamma) - \vec{R}^M) \right\} \), which is caused by the degeneracy of \( \vec{R}(\Gamma) \). As Rudzinski and Noid pointed out, it is inconvenient that eq. (38) requires a map \( \vec{R}^{-1} \) to break up the coarse-grained units [54]. Given the degeneracy of \( \vec{R}(\Gamma) \), the choice of such a map is inevitably ambiguous. Therefore a definition of the relative entropy on the level of the coarse-grained variables is preferable

\[ S_{\text{REL}}[U, \mathbf{R}] := k_B \int d\vec{R}^M \, \rho_{\mathbf{R}}(\vec{R}^M) \ln \left( \frac{\rho_{\mathbf{R}}(\vec{R}^M)}{\rho_{\text{CG}}^M(\vec{R}^M)} \right), \]

with the relevant density

\[ \rho_{\mathbf{R}}(\vec{R}^M) := \frac{\int d\Gamma \rho_{\text{EQ}}^N(\Gamma) \delta(\mathbf{R}(\Gamma) - \vec{R}^M)}{\int d\Gamma \delta(\mathbf{R}(\Gamma) - \vec{R}^M)}. \]

Compared to the structure optimization approach on the two-particle level, this approach, which is based in probability theory rather than liquid state theory, has the advantage that it is quite general and applicable to a large range of different observables.

The research field of designing suitable effective forces for coarse-grained MD simulations is large and we have obviously not given an exhaustive overview here.
The intention of this brief summary was rather to show which assumptions and approximations enter the basic equations of motion which are solved by this type of coarse-grained simulation. Most importantly, these equations of motion are derived under the assumption of time-scale separation and equilibrium conditions (or non-equilibrium steady-state conditions). It is not straightforward to generalize any of the methods listed above to systems out of equilibrium.

2.6.2. Dissipative Particle Dynamics

For simulations of polymer mixtures, polyelectrolytes, oil-water-surfactant mixtures as well as lipid-membranes, Dissipative Particle Dynamics (DPD) is a popular method \[95, 96, 97\]. DPD works on the level of coarse-grained units (eq. 36) and uses a specific functional form of the forces:

\[
\vec{F}(\vec{R}_i, \ldots \vec{R}_M) + \vec{F}_{ST} \]

between the units such that the resulting equation of motion has the form

\[
M_i \frac{d^2 \vec{R}_i}{dt^2} = -\frac{\partial U(\vec{R}^M)}{\partial \vec{R}} |_{\vec{R}=\vec{R}_i} - \sum_{j \neq i, j=1}^M \gamma \omega^D(R_{ij})(\vec{v}_{ij} \cdot \vec{e}_{ij})\vec{e}_{ij} + \sum_{j \neq i, j=1}^M \sigma \nu^R(R_{ij})\vec{e}_{ij}\xi_{ij} , \tag{39}
\]

where the sums run over all other other coarse-grained units in the system, \(U(\vec{R}^M)\) is the potential energy of the coarse-grained model, \(R_{ij} := |\vec{R}_i - \vec{R}_j|\) is the distance between two coarse-grained units, \(\vec{v}_{ij} := \vec{\dot{R}}_i - \vec{\dot{R}}_j\) is their relative velocity, \(\vec{e}_{ij} := \frac{\vec{R}_i - \vec{R}_j}{|\vec{R}_i - \vec{R}_j|}\), and \(\xi_{ij}\) is white Gaussian noise, which is independent for different pairs of units. This choice implies that the dynamics of the positions \(\vec{R}_i\) is derived from a potential energy, while the dynamics of the corresponding velocities is dissipative. The functions \(\omega^D(R_{ij})\) and \(\nu^R(R_{ij})\) have a finite support in order to restrict the model to local dissipative interactions. To ensure thermodynamic consistency, the friction coefficient \(\gamma\) is related to \(\sigma\) by \(\sigma^2 = 2\gamma k_B T\) and the weight functions are related by \(\omega^D(R_{ij}) = (\nu^R(R_{ij}))^2\).

Interestingly eq. 39 has been used for two rather distinct purposes: the coarse-grained simulation of macromolecules and colloidal systems by means of DPD on the one hand \[98\] and the numerical solution of the Navier-Stokes equation on the other hand \[99, 100, 101\]. In the latter context, the idea is to exploit the fact that eq. 39 conserves momentum and therefore correctly models hydrodynamic transport through the coarse-grained fluid. In particular, if we choose the weight function \(\omega^D(R_{ij})\) such that it restricts the dissipative interaction to particles within a cuboid cell, and if we replace the dissipative term by a rotation of the relative velocity, we obtain the method called Multi-Particle Collision Dynamics (MPCD) or Stokesian Rotation Dynamics (SRD). The numerical integration of eq. 39 is then split into two parts, a “streaming step” and a “collision step”. In the streaming step the positions of all units are propagated according to

\[
\vec{R}_i(t + \Delta t) = \vec{R}_i(t) + \vec{V}_i(t)\Delta t .
\]
where $\vec{V}_i$ is the velocity of unit $i$. In the collision step the velocities are updated according to

$$\vec{V}_i(t + \Delta t) = \bar{\vec{u}}(t) + [R] \cdot (\vec{V}_i - \bar{\vec{u}}),$$

where $\bar{\vec{u}}$ is the average velocity of the units in the cell that contains unit $i$, and $[R]$ is a rotation matrix. The rotation angle, the duration $\Delta$, the number density of units in the collision cell and the mass of the units are free parameters which can be used to fix the transport coefficients of the fluid such as the shear viscosity and the thermal conductivity. If other particles are embedded in the fluid, e.g. colloidal particles or polymers, the interactions between the coarse-grained units of the solvent and these particles can be used to tune their diffusivity.

The Lattice Boltzmann (LB) method is a closely related approach to model the mesoscopic properties of a fluid. Just as MPCD and SRD, it consists in a ballistic streaming step and a diffusive collision step. However, as the method is based on lattice automata, the continuum fluid is discretized into effective particles which move on a grid rather than in continuous space. The body of literature on the manifold variants of the LB method is quite large. We will therefore not discuss it here, but refer the reader to two very useful review articles, ref. [103, 104], and note that the LB method has been combined with an integral equation solver to take memory effects in the coarse-grained dynamics into account, thus allowing to simulate glass-forming fluids [105, 106].

The specific form of the coarse-grained interaction in the DPD method, eq. 39, has been suggested by means of an educated guess rather than a derivation from first principles [107]. MPCD and LB are based on a more controlled approximation as they have been constructed to solve the Boltzmann equation, eq. 47, but generally, all methods listed in this section are subject to the same limitations as the ones discussed in sec. 2.4.2. Therefore the users of DPD, MPCD, SRD, LB and related simulation methods need to make sure that the Markovian approximation as well as the assumption of pairwise contributions $\omega^O(R_{ij})$ to the dissipative force (resp. of contributions of the form $[R] \cdot (\vec{V}_i(t) - \bar{\vec{u}})$) are reasonable for each system that they simulate.

2.6.3. Backmapping

Often coarse-grained models are used to speed up simulations of certain processes, such as self-assembly, structure formation or conformational changes of large molecules, but once the process has occurred, the microscopic degrees of freedom are of interest again. Then the coarse-grained units need to be broken up in such a way that a realistic microscopic configuration is produced. This procedure is called backmapping. It can be carried out with different intentions: to compare information from the atomistic model with experimental data such as e.g. a structure factor from neutron scattering, to seed a new set of atomistic simulation trajectories or to use atomistic positions as part of an adaptive multi-resolution scheme. Accordingly the requirements for a “good” backmapping scheme differ between applications.

In 1998, Tschöp and co-workers introduced a backmapping procedure to generate atomistic simulation configurations of a polymer melt for a comparison
with neutron scattering data after the melt had been equilibrated in a coarse-grained simulation [108]. The procedure consisted in constructing templates for the groups of atoms, which had been coarse-grained into single units, placing them such that the contour of the atomistic chain matched the one of the coarse-grained chain and then letting the restraints on the atoms go such that the atoms could relax into the nearest local energy minima. A similar strategy had also been employed for a lattice model by Kotelyanskii and co-workers in 1996 [109], who generated self-avoiding random walks on a cubic lattice as templates for polymer backbones and then decorated them with atoms, which they let relax into local minima by MD simulation. With improved methods of placing the atoms, this type of backmapping strategy is still widely used. Atoms can either be placed according to tabulated fragments of molecules [110, 111, 16], using geometrical interpolation [112, 113] or simply randomly [114]. These methods are not restricted to equilibrium configurations. They can also be applied to systems under shear [115].

Recently, Bayesian Inference [116] as well as machine learning methods [117, 118] have been used to determine optimized atomistic positions. In the machine learning approach a network is trained on a set of atomistic simulation snapshots together with the corresponding coarse-grained configurations. When the trained network is then given unknown coarse-grained configurations it produces atomistic snapshots which contain correlations caused by the coarse-grained structure, such as e.g. orientational correlations between different groups of atoms in a polymer which are imposed by the global structure of the backbone. On the one hand, this is an advantage over the methods listed above, in which such correlations either had to be included by hand or they had to form as a result of the relaxation procedure. On the other hand, so far the quality of machine learned backmapping procedures still seems to depend strongly on the system under study [117, 118].

Bayesian Inference makes use of Bayes’ theorem [119], i.e. the probability of a microscopic configuration $\Gamma$ stemming from a coarse-grained configuration $R$ can be expressed as

$$P(\Gamma | R^M) = \frac{P(R^M | \Gamma) P(\Gamma)}{P(R^M)} = \frac{P(R^M | \Gamma) \rho_{EQ}^N(\Gamma)}{\rho_R(R^M)}$$

where $P(R^M | \Gamma)$ is determined by the map $R^M = R(\Gamma)$. Obviously, if we could compute $\rho_R(R)$ and $\rho_{EQ}^N(\Gamma)$ analytically, we would not need the simulation in the first place. Thus the method relies on using suitable approximate expressions for these probabilities.

Adaptive resolution models couple microscopic and coarse-grained degrees of freedom within one simulation, and they coarse-grain and map back on the fly. Such models have been proposed for soft materials [120, 121, 74, 122] as well as solids [123, 124, 125]. They are used, in particular to study interfaces between phases or crack propagation, as the bulk of a material can often be modelled on a rather coarse scale, while interfaces need a more detailed model. The conditions which the protocol of changing scales should fulfill depend on
the system under study. In solids, mostly forces or energies are matched, while schemes for soft materials match potentials of mean force or thermodynamic transport coefficients. In general, however, care needs to be taken when applying coarse-graining and backmapping methods to phase transformation processes, crack propagation and other types of non-equilibrium processes. After all, the derivations of most commonly used coarse-grained models require either the assumption of equilibrium or of Markovianity.

2.6.4. Markov State Models

In the field of biomolecular modelling the systems of interest usually contain components that relax on a large range of different time-scales. If one is interested e.g. in the dynamics of a protein in aqueous solution, the time-scale needed for conformational changes is many orders of magnitude larger than the time-scale needed for the relaxation of the water molecules or the oscillations of the bonds between individual atoms in the protein. For many biomolecules it make sense to assume that most degrees of freedom are equilibrated almost instantenously compared to the motion of the structural motifs, and that this motion can therefore be understood as a stochastic process in a free energy landscape. In addition, in many cases this landscape consists of local minima which are separated by high free energy barriers. Then Kramers theory can be used to simplify the dynamics even further, i.e. the Langevin equation for the motion of the coarse-grained variables in the free energy landscape is replaced by a set of rate equations which describe the transitions between the minima.

To construct a Markov State Model (MSM), we partition the configuration space of the system into cells which contain one minimum and its basin of attraction each (as in the case of liquid structure theory, sec. 2.1, we restrict the partitioning to configurations, because the distribution of the momenta can be factored out). If \( P_i(t) \) is the probability of finding the system in a cell \( i \) at time \( t \) and \( k_{ji} \) is the rate of going from cell \( j \) to cell \( i \), the probability evolves according to

\[
P_i(t + dt) = P_i(t) \left( 1 - \sum_{j \neq i} k_{ij} dt \right) + \sum_{j \neq i} P_j(t) k_{ji} dt .
\]

Here we assumed that the time-scale on which we model the system is sufficiently coarse-grained for the process of barrier crossing to be Markovian. For the entire system we then have a master equation of the form

\[
\frac{dP(t)}{dt} = P(t) \cdot [K] ,
\]

where \( K_{ii} = -\sum_{j \neq i} k_{ij} \) and \( K_{i \neq j} = k_{ji} \). This type of equation can be analyzed by well-established means of the theory of continuous-time Markov processes.

Thus in Markov State Modelling the task of coarse-graining is split into the following steps: discretization of phase space in terms of suitable basins in the
free energy landscape, computation of the transition rates between these basins, and solving the resulting master equations \[129, 130, 131, 132, 133, 134, 135, 136\]. For a biomolecule in water, the microscopic configurational space has a very high dimension. Hence the identification of a set of coarse-grained coordinates, which describe the system well and in terms of which the free energy landscape can be partitioned, is the most difficult step. To start out with, it is usually (but not always) reasonable to exclude the degrees of freedom of the water from the analysis. However, the remaining state-space of a peptide then still contains dozens to hundreds of degrees of freedom, that of a protein a factor ten to a thousand times more. To a certain extent, researchers can rely on empirical knowledge to make educated guesses on structural motifs that might guide the partitioning. More systematically, linear reduction techniques such as principal component analysis can be used to find structure in the simulation data, as well as nonlinear reduction techniques and machine learning (for a review see e.g. \[136\].) The quality of the partitioning can be improved additionally by including information on the dynamics of the molecule \[137, 138, 139\].

Once clusters in configuration space have been identified, the transition rates can be determined. In some cases this is possible by means of “brute-force simulation”, i.e. by running long molecular dynamics trajectories and counting the transitions between pairs of basins. However, often enhanced sampling methods are needed such as e.g. Umbrella Sampling \[140\], Wang Landau Sampling \[141\] or transition path sampling \[142\].

The approach we sketched here, which is practical and guided by empirical knowledge, is used by many researchers in the biomolecular modelling community. However, Markov State Modelling can also be put on a mathematical basis. We briefly summarize the very instructive and readable overview given by Koltai and co-workers in ref. \[143\]. We assume that certain degrees of freedom of the system have already been integrated out, e.g. the degrees of freedom of the water molecules, and that we start out from a stochastic model for the remaining degrees of freedom, e.g. the positions of the atoms in the biomolecule. We consider a continuous-time homogeneous stochastic process \[\{\vec{x}_t\}_{t \geq 0}\] defined on the space of the configurations of \(N\) atoms, \(X \subset \mathbb{R}^{3N}\). The process is described by a probability density \(p : X \times X \rightarrow \mathbb{R}_{\geq 0}\), where \(p(\vec{x}, \vec{y}; t)\) is the conditional probability density of the particles being at positions \(\vec{y}\) at time \(t\) given that they were initialized at \(\vec{x}\) at time \(0\), and we normalized \(p(\vec{x}, \vec{y}; t)\) such that

\[
P(\vec{x}_t \in X | \vec{x}_0 = \vec{x}) = \int_X p(\vec{x}, \vec{y}; t) \, d\vec{y}.
\]

In the following, we only consider ergodic processes for which there is a unique stationary density \(\mu(\vec{x})\) and for which \(p(\vec{x}, \vec{y}; t)\) is continuous in both arguments. If the process is reversible, \(\mu\) fulfills the detailed balance condition

\[
\mu(\vec{x}) \, p(\vec{x}, \vec{y}; t) = \mu(\vec{y}) \, p(\vec{y}, \vec{x}; t) \quad \forall \, \vec{x}, \vec{y} \in X, \, t \geq 0.
\]

Now we would like to study the dynamics of an observable \(A(\vec{x})\). The observable
is propagated by the Koopman operator $K(t)$ for a lag time $t$
\[
K(t)A(\bar{x}) := \int_X p(\bar{x}, \bar{y}; t) A(\bar{y}) \, d\bar{y} .
\]

This equation is the equivalent of eq. [14] for a system with stochastic dynamics. As we imposed detailed balance, the Koopman operator is identical to the Perron-Frobenius transfer operator $T(t)$, which propagates a probability density $u(\bar{x})$ with respect to the stationary density as
\[
T(t)u(\bar{x}) := \frac{1}{\mu(\bar{x})} \int_X u(\bar{y}) \mu(\bar{y}) p(\bar{y}, \bar{x}; t) \, d\bar{y} .
\]

Hence we can move easily between the “Heisenberg picture” and the “Schrödinger picture” and use properties of $T_t$ when we analyze the dynamics of observables. If we consider a system under time-dependent external driving, there is no such simple relation between the Koopman operator and the Perron-Frobenius operator anymore (see sec. 3.2.2 for the deterministic case and 3.3.2 for the stochastic case). In essence, this is why non-equilibrium Markov State Modelling is difficult.

$K(t)$ is self-adjoint, i.e.
\[
(K(t)f, g)_\mu = (f, K(t)g)_\mu ,
\]
where $f$ and $g$ are elements of $L^2_\mu$, the $L^2$-Hilbert space of functions which are integrable with respect to $\mu$, and similar to eq. [18] we defined an inner product
\[
(f, g)_\mu := \int_X f(\bar{x})g(\bar{x}) \mu(\bar{x}) \, d\bar{x} .
\]

Thus the eigenvalues $\lambda^t_i$ of $K(t)$ are real-valued, and the eigenfunctions form an orthogonal basis of $L^2_\mu$. We call the normalized eigenfunctions of $K(t) \phi_i$ and expand functions $f \in L^2_\mu$ as
\[
f = \sum_{i=0}^{\infty} (f, \phi_i)_\mu \phi_i .
\]

With this we obtain an equation for the dynamics of the observable $A(\bar{x})$ in terms of the modes $(A(\bar{x}), \phi_i)$
\[
K(t)A(\bar{x}) = \sum_{i=0}^{\infty} \lambda^t_i (A(\bar{x}), \phi_i)_\mu \phi_i .
\]

As we imposed the condition of ergodicity, the largest eigenvalue of $K(t)$ is 1. We sort the eigenvalues in descending order $1 = \lambda^t_1 > \lambda^t_2 \geq \lambda^t_3 \geq \ldots$. If there is a spectral gap, i.e. if there is a $k$ for which
\[
1 - \lambda^t_k \ll \lambda^t_k - \lambda^t_{k+1} ,
\]
we consider \( \{ \lambda_1^t \ldots \lambda_k^t \} \) the dominant spectrum of \( K(t) \) and truncate the series eq. 40 at order \( k \).

The eigenvalues \( \lambda_i^t \) are associated with decay times \( \tau_i := -t/\ln(\lambda_i^t) \). As \( K(t) \) and \( T(t) \) are identical, the existence of a spectral gap in \( T(t) \) implies that the dynamics of any observable, eq. 40 is dominated by the \( k \) longest decay times \( \tau_1, \ldots, \tau_k \). The eigenfunctions of \( T(t) \), \( \phi_1 \ldots \phi_k \), define a set of reaction coordinates which allow us to partition the state space and to build a model. Expressed in these terms, the task of Markov State Modelling is to estimate the spectrum of the Perron-Frobenius operator, to identify the spectral gap and to suggest a \( k \times k \)-matrix \([K]\), the spectrum of which approximates the true spectrum as closely as possible.

Numerically, the optimal matrix \([K]\) can be found by means of a variational principle \[144, 145, 146\], as e.g. in the VAMP algorithm introduced by Noé and co-workers \[147\]. Even data obtained from systems out of equilibrium (e.g. from non-equilibrium molecular dynamics simulation trajectories) can be used to estimate the transition rates of an equilibrium MSM \[148, 149\].

Most of the work on practical applications of Markov State Modelling that we found in the literature used thermostats when generating the molecular dynamics trajectories, based on which the configuration space was partitioned and the transition rates were determined. Thus an equilibrium assumption already entered the choice of simulation method. In addition, the metastable states were usually interpreted as being located in the minima of a free energy landscape, i.e. the implicit assumption was made that the dynamics is governed by an equation form of eq. 23. Or, at least interchangeability of the Koopman operator and the propagator of the density of states was implicitly assumed when the relevant time-scales were analyzed. However, Markov State Modelling is not necessarily an equilibrium method, as the coarse-grained states can, in principle, be defined on a purely dynamical basis. We will discuss non-equilibrium extensions to Markov State Modelling in sec. 3.3.2.

2.6.5. Steady States with Memory

The methods discussed in the previous subsections require time-scale separation between the microscopic and the coarse-grained model for the Markovian resp. the time-local approximation to hold. If this separation is not given, first the memory kernel \( K(t-\tau) \) of the effective equation of motion needs to be determined in the simulation of the microscopic system. Then an integro-differential equation rather than a differential equation needs to be solved.

Before we discuss numerical methods to solve these two tasks, we consider

\[6\] In the literature one frequently encounters the term Markovian used in the context of deterministic, time-local equations of motion on the coarse-grained scale such as eq. 19 with \( K(t-\tau) \propto \delta(t-\tau) \). Here we follow this convention and imply that both types of dynamics, stochastic and deterministic, are considered, unless specified otherwise.
the autocorrelation function of a coarse-grained observable

\[ C(t) := \langle A(t)A(0) \rangle = \int d\Gamma \rho_{N}^{\text{EQ}}(\Gamma) \mathcal{A}(\Gamma) = \langle e^{i\mathcal{L}_t \mathcal{A}} \rangle. \]  

(41)

Inserting this definition into eq. 19 we obtain an equation of motion for \( C(t) \)

\[ \frac{dC(t)}{dt} = \omega C(t) + \int_0^t K(t-\tau) C(\tau)d\tau. \]  

(42)

Conveniently, the fluctuating force term is averaged to zero. Thus the form of eq. 42 is independent of whether we use the deterministic version of the GLE, eq. 19 or the stochastic version, eq. 22 to derive it. In eq. 42 the drift \( \omega \) is the same constant as in eq. 19 and the memory kernel \( K(t) \) is the same function. Hence we have the choice of determining \( K(t) \) either from correlation data or from individual trajectories.

Note that the relationship between the correlation function \( C(t) \) and the kernel \( K(t) \) is a simple convolution. In principle, it is therefore clear that the memory kernel can be obtained by means of a Laplace transform or a Fourier transform of the observed autocorrelation function of the variable of interest. In practice, however, the number of sampled trajectories, the time-resolution with which \( C(t) \) is sampled and the physics of the specific problem (which determines the functional form of the memory kernel) pose conditions on the type of numerical method that can be used. As this is a typical linear inverse problem, the body of mathematical literature on suitable numerical methods is large and cannot be reviewed here.

Instead we give an overview over the physics literature. There is a wide range of work on specific systems in which memory kernels are extracted either from simulation data or from experimental data. Some authors determine the kernel directly in the time domain from discretized measurements of the autocorrelation function \[ \text{[150, 151, 52, 152, 154, 157, 158, 159, 160]}, \] or of its Fourier transform \[ \text{[157, 158] or of its Laplace/z-transform [159, 160]}. \] Other authors use parameterizations and then perform fits; again this is done in the time domain \[ \text{[47]}, \] on the Fourier transform \[ \text{[161] or on the Laplace transform [46]. \] Recently also machine learning has been used to carry out these fits \[ \text{[49]}. \] Other authors expand the kernel \[ \text{[162, 163, 164, 165, 166] or its Laplace transform [167, 51] and numerically determine the coefficients of the expansion. Often, these procedures are guided by additional information on the functional form of \( K(t) \), e.g. the limiting behavior at \( t = 0 \) and \( t \to \infty \), which is known from theoretical considerations for specific systems and observables \[ \text{[168, 169, 158, 170]}. \] Similar to the iterative Boltzmann inversion method for fitting effective forces, the fit of the memory kernel can also be improved by an iterative procedure \[ \text{[171, 49]}. \] A recent review on the application of these approaches in the context of polymer modelling can be found in ref. \[ \text{[172]}. \]

Once the kernel is known, the corresponding equation of motion needs to be solved. Compared to the fit of the kernel, this is a more difficult problem \[ \text{[36]}. \] In ref. \[ \text{[173]}, \] Parish and Duraisamy give a very instructive overview of
numerical methods used to approximate memory kernels and to propagate the GLE in the context of hydrodynamic simulations. One widely used method, the $t$-model method \cite{57,174}, consists in approximating the dynamics orthogonal to the variable of interest, $e^{Q_iL_t}O$, such that a time-local equation of motion results. To motivate the $t$-model, we first note that the last term in eq. 41 is an inner product of the form that enters the definition of the projection operator $PM$. We recall eq. 16

$$\frac{\partial}{\partial t} e^{iL_t\hat{\mathcal{A}}(\Gamma_0)} = e^{iL_t}\mathcal{P}\mathcal{L}\hat{\mathcal{A}}(\Gamma_0) + e^{Q_iL_t}Q_i\mathcal{L}\hat{\mathcal{A}}(\Gamma_0) + \int_0^t e^{iL(t-\tau)} \mathcal{P}i\mathcal{L}\mathcal{L}Q_i\mathcal{L}\hat{\mathcal{A}}(\Gamma_0) \, d\tau$$

and see that eq. 42 can be obtained from eq. 16 by application of $PM$. Under the approximation of the $t$-model

$$PM\int_0^t e^{iL(t-\tau)} \mathcal{P}i\mathcal{L}\mathcal{L}Q_i\mathcal{L}\hat{\mathcal{A}}_j(\Gamma_0) \, d\tau \approx te^{iL}\mathcal{P}i\mathcal{L}Q_i\mathcal{L}\hat{\mathcal{A}}_j(\Gamma_0)$$

the memory term in eq. 42 is simplified to a term linear in time $t$, i.e. the problem is made Markovian and standard solvers for partial differential equations can be applied. Improvements of the $t$-model consist e.g. in estimating the temporal support and magnitude of the memory kernel in order to produce time-dependent correction factors for the LHS of eq. 43 \cite{176}. Another common approach is not to propagate eq. 42 directly, but to use a GLE of the form of eq. 22 on the level of individual trajectories instead and to enforce that in the ensemble average eq. 42 is fulfilled. To this end, the memory kernel is expanded in a suitable series. By means of an additional set of stochastic processes a fluctuating force is then generated which fulfills the fluctuation dissipation relation for each term in the series \cite{177}. If, for instance, the kernel can be approximated by a series of the form

$$K(t) = \sum_{k=1}^{N} \frac{c_k}{\tau_k} \exp\left(-\frac{t}{\tau_k}\right) ,$$

the corresponding noise $X_t$ can simply be generated by a sum over processes $\xi^k_t$ governed by an autoregressive model (AR) of order 1

$$X_t = \sum_{k=1}^{N} \xi^k_t \, dt ,$$

which are correlated such that $K(t) \propto \langle X_0 X_t \rangle$ is fulfilled. The time-discretized version of the GLE for the observable, eq. 22, can then be integrated in a straightforward manner. We define memory modes

$$k_{i,k} := \int_0^t \frac{c_k}{\tau_k} \exp\left(-\frac{t-t'}{\tau_k}\right) A_{t'} \, dt'$$

\footnote{Ref. \cite{177} contains a similar idea, but seems to have been developed independently.}
evaluate these modes at each time-step and integrate the equation of motion
\[ dA_t = \omega A_t dt + \sum_{k=1}^{N} \kappa_{i,k}^t dt + X_t. \]  
(45)

Eq. 45 can easily be integrated numerically, e.g. by a Runge-Kutta method \[178, 179, 180, 181, 182, 183, 184, 185, 186\]. Bockius and co-workers recently pointed out that the same kind of approach can also be applied directly to a series expansion of the autocorrelation function rather than the kernel \[187\]. For a detailed discussion on how to determine the parameters of the AR process such that the memory is optimally reproduced, see e.g. ref. \[159, 162\].

Similar in spirit is an approach that has been introduced in the context of solid state physics \[188\]. Kantorovich and co-workers considered a system that is coupled to a harmonic bath, where in addition to the case discussed by Zwanzig (see sec. 2.4) the bath degrees of freedom are also coupled to each other by means of harmonic potentials. The kernel then contains cross-terms between all bath degrees of freedom, but the general structure of the kernel, a series of cosine-functions, remains the same. In order to solve the GLE for the system numerically, Kantorovich and co-workers suggested extending the state space by a small number of auxiliary degrees of freedom (small compared to the number of bath degrees of freedom), which are coupled linearly to the degrees of freedom of the system. The auxiliary degrees of freedom evolve according to Langevin equations. The idea of the method is to choose the parameters that enter these Langevin equations such that the effect of the auxiliary degrees of freedom on the dynamics of the system approximates the effect of the original bath as closely as possible. The total system (system and auxiliary degrees of freedom) by construction then obeys a set of Markovian Langevin equations, which can be propagated by standard methods. In principle, the justification via the physics of the harmonic bath is not required. If one replaces eq. 44 by a Fourier series (as done e.g. in ref. \[161\]), the two methods are identical.

In the context of modelling soft matter, the method of extending the state space by auxiliary variables in order to obtain Markovian dynamics is also frequently used \[52, 189, 190, 53, 171, 46, 54, 191\]. In particular, for coarse-grained polymer models, as described in sec. 2.6.1, non-Markovian contributions to the equations of motion for the positions of the units are often taken into account by a memory kernel of the form

\[ K(t) = \sum_j \kappa_j \exp\left(-\frac{1}{\tau_j}\right) \cos(\omega_j t - \phi_j) \]

i.e. a sum of exponentially damped oscillators. Again, the equations of motion for the auxiliary variables are Langevin equations and the parameters are fit to approximate the memory kernel.

Many of these approaches seem to have been developed independently in different parts of the physics community. In essence, however, they can all be deduced from the work of Berkowitz and co-workers \[179\], which we briefly
We aim at constructing a stochastic process \( X_t \), which fulfills the condition
\[
K(t) \propto \langle X_0 X_t \rangle,
\]
to replace the fluctuating force \( f_t \) in the GLE, eq. 19. The spectral density \( S(\omega) \) of \( X_t \) can be expressed in terms of the Fourier transform of the memory kernel as
\[
S(\omega) := \int_{-\infty}^{\infty} dt \langle X_0 X_t \rangle e^{-i\omega t} = 2k_B T \int_{-\infty}^{\infty} dt K(t) e^{-i\omega t}.
\]
The Wiener-Khinchin theorem states that \( S(\omega) \) is related to the power spectrum of \( X_t \), \( \tilde{X}_\omega := \int_{-\infty}^{\infty} dt X_t e^{-i\omega t} \), by
\[
\int_{-\infty}^{\infty} dt \langle X_0 X_t \rangle e^{-i\omega t} = \left| \int_{-\infty}^{\infty} dt X_t e^{-i\omega t} \right|^2 = |\tilde{X}_\omega|^2.
\]
Hence \( K(t) \) determines the amplitude of the Fourier transform of \( X_t \). If we generate stochastic processes \( z_\omega \) according to a zero-mean normal distribution with unit variance and superpose them as
\[
X_t = \frac{2\pi}{\sqrt{2k_BT}} \int_{-\infty}^{\infty} d\omega \sqrt{S(\omega)} z_\omega e^{i\omega t}
\]
we obtain the “auxiliary degrees of freedom” that generate the correct memory kernel.

If we had to take into account infinitely many processes \( z_\omega \) in practice, this approach would not be useful. This class of methods generally relies on the assumption that the expansion of the kernel can be truncated after a few terms. In other words, they rely on the existence of a Markovian embedding for the coarse-grained dynamics, which has a dimension much smaller than the dimension of the original microscopic system. In the case of a system coupled linearly to a harmonic bath, the effect of the relaxation times of the bath modes on the memory kernel can be assessed rather easily. This allows us to approximate the “orthogonal dynamics” \( e^{i\mathcal{L}(t-t') P_i \mathcal{L} e^{i\mathcal{L} \tau Q_i \mathcal{L} A}(\Gamma_0)} \) in a well-controlled way by a small number of additional equations of motion. However, in the case where the degrees of freedom that we integrate out are those of a large set of interacting particles rather than a bath with simple interactions, we cannot, of course, expect to find such an embedding in general. Then the treatment of the additional degrees of freedom will become too complex for this class of method to be useful in practice.

3. Non-Equilibrium

The methods we have discussed in sec. 2 require the microscopic density \( \rho_N(\Gamma, t) \) either to be stationary or to relax into equilibrium. Stationarity is a precondition for the arguments presented in sec. 2.1, sec. 2.3 and sec. 2.6 while the arguments presented in the first part of sec. 2.2 as well as the derivation of eq. 33 in sec. 2.4 still hold in the case of relaxation to equilibrium. This
restriction is not always mentioned explicitly in the references we cited. Often the numerical methods presented in sec. 2.6 are applied to systems out of equilibrium and even to systems under time-dependent external driving or to systems containing active particles. The author has the impression that many users of simulation software are not aware of the restricted applicability of the coarse-grained models they employ. This is unfortunate, because there exist exact methods to coarse-grain systems out of equilibrium as well as methods to construct systematic and well-controlled approximations. In the following we will first discuss methods to coarse-grain systems which relax into equilibrium, then methods to coarse-grain systems with explicitly time-dependent Liouvil-lians, and then numerical methods to construct coarse-grained non-equilibrium dynamics based on simulation data.

3.1. Relaxation to Equilibrium

3.1.1. The Kinetics of Gases

We return to the BBGKY-hierarchy introduced in sec. 2.1, which provides us with a strategy to systematically coarse-grain from the microscopic $N$-particle density $\rho_N(\vec{r}^N, \vec{p}^N, t)$ to the $n$-particle density

$$ \rho_n(\vec{p}^n, \vec{r}^n, t) = \frac{N!}{(N-n)!} \int d\vec{r}^{N-n} d\vec{p}^{N-n} \rho_N(\vec{p}^N, \vec{r}^N, t) .$$

DFT constructs approximate solutions for the stationary, configurational densities $\rho_n(\vec{r}^n)$. Let us now look for approximations, which might allow us to tackle the time-dependent problem. We recall eq. 38

$$ \left( \frac{\partial}{\partial t} + \sum_{i=1}^n \frac{\vec{p}_i}{m} \cdot \frac{\partial}{\partial \vec{r}_i} - \sum_{i=1}^n \left( \frac{\partial V_{\text{ext}}(\vec{r}_i)}{\partial \vec{r}_i} + \sum_{j=1}^n \frac{\partial V_{\text{int}}(\vec{r}_i, \vec{r}_j)}{\partial \vec{r}_i} \right) \right) \rho_n$$

$$ = \sum_{i=1}^n \int \frac{\partial V_{\text{int}}(\vec{r}_i, \vec{r}_{n+1})}{\partial \vec{r}_i} \cdot \frac{\partial \rho_{n+1}}{\partial \vec{p}_i} d\vec{r}_{n+1} d\vec{p}_{n+1} . \quad (46)$$

In the 1870s, when Boltzmann studied the kinetics of gases, he considered an equation similar to eq. 38 for $n = 1$ and approximated the two-body interaction term by interactions due to uncorrelated collisions between pairs of particles

$$ \int \frac{\partial V_{\text{int}}(\vec{r}_1, \vec{r}_2)}{\partial \vec{r}_1} \cdot \frac{\partial \rho_{2}(\vec{r}_1, \vec{p}_1, \vec{r}_2, \vec{p}_2, t)}{\partial \vec{p}_1} d\vec{r}_2 d\vec{p}_2 \approx \left( \frac{\partial \rho_{1}(\vec{r}_1, \vec{p}_1, t)}{\partial t} \right)_{\text{coll}} .$$

In this way he obtained an equation of motion for the single particle density

$$ \left( \frac{\partial}{\partial t} + \frac{\vec{p}_1}{m} \cdot \frac{\partial}{\partial \vec{r}} - \frac{\partial V_{\text{ext}}(\vec{r})}{\partial \vec{r}} \frac{\partial}{\partial \vec{p}_1} \right) \rho_1(\vec{r}, \vec{p}_1, t)$$

$$ = \frac{1}{m} \int d\vec{p}_2 d\Omega \sigma(\Omega, |\vec{p}_2 - \vec{p}_1|) ((\rho_1(\vec{r}, \vec{p}_1', t)\rho_1(\vec{r}, \vec{p}_2', t) - \rho_1(\vec{r}, \vec{p}_1, t)\rho_1(\vec{r}, \vec{p}_2, t)) , \quad (47)$$

38
where $\vec{p}_1$ and $\vec{p}_2$ are the momenta of two particles before they collide at position $\vec{r}$, $\vec{p}'_1$ and $\vec{p}'_2$ are the momenta after the collision, and $\sigma(\Omega, |\vec{p}_2 - \vec{p}_1|)$ is the cross section for scattering into the solid angle $\Omega$. Despite this strong simplification of the interactions, eq. 47 is still a nonlinear integro-differential equation and hence difficult to solve analytically. For a very readable review and discussion of the existence of solutions, although not up to date, see ref. [193]. Numerically, the Boltzmann equation can be solved by the Lattice Boltzmann technique [103, 104], finite element methods [194] or semi-Lagrangian schemes [195].

Eq. 47 is not particularly accurate for systems which are dominated by long-ranged electrostatic forces such as plasmas. Vlasov therefore suggested modelling plasmas by a collision-free interaction that takes into account the electromagnetic field generated by the single particle density instead [196]

$$\left(\frac{\partial}{\partial t} + \frac{\vec{p}}{m} \cdot \frac{\partial}{\partial \vec{r}} - \frac{\partial V_{\text{ext}}(\vec{r})}{\partial \vec{r}} \cdot \frac{\partial}{\partial \vec{p}}\right) \rho_1(\vec{r}, \vec{p}, t) = -\left(\int d\vec{r}' d\vec{p}' \vec{F}_{\text{em}}(\vec{r}', \vec{r}, t) \rho_1(\vec{r}', \vec{p}', t)\right) \cdot \frac{\partial}{\partial \vec{p}} \rho_1(\vec{r}, \vec{p}, t) . \quad (48)$$

Here we replaced the derivative of the potential $V_{\text{ext}}$ by the effective electromagnetic force $\vec{F}_{\text{em}}$. Using Lorentz’s force law for a particle of charge $q$ in an electric field $\vec{E}$ and a magnetic field $\vec{B}$, $\vec{F} = q(\vec{E} + \vec{v} \times \vec{B})$, the electric part of $\vec{F}_{\text{em}}$ can be expressed in terms of the single particle density $\rho_1(\vec{r}, \vec{p}, t)$ via Gauss’s law [197]

$$\nabla \cdot \vec{E}(\vec{r}, t) \approx \frac{1}{\epsilon_0} \int d\vec{p} \rho_1(\vec{r}, \vec{p}, t) ,$$

where $\epsilon_0$ is the vacuum permittivity and we approximated the $N$-particle structure of the gas by $\rho_1(\vec{r}, \vec{p}, t)$. The magnetic part of $\vec{F}_{\text{em}}$ is related to $\rho_1(\vec{r}, \vec{p}, t)$ via the current density and

$$\nabla \times \vec{B}(\vec{r}, t) \approx \mu_0 \int d\vec{p} \frac{\vec{p}}{m} \rho_1(\vec{r}, \vec{p}, t) + \mu_0 \epsilon_0 \frac{\partial \vec{E}(\vec{r}, t)}{\partial t} ,$$

where $\mu_0$ is the vacuum permeability.

Eq. 48 follows from eq. 46 if we approximate $\rho_2(\vec{p}_1, \vec{p}_2, \vec{r}_1, \vec{r}_2, t)$ by $\rho_1(\vec{p}_1, \vec{r}_1, t) \rho_1(\vec{p}_2, \vec{r}_2, t)$. Despite these approximations the Vlasov equation, eq. 48, is not easy to solve. The search for exact solutions as well as the design of numerical methods are topics of active research. Analytical solutions are known for certain classes of problems in plasma physics (see ref. [198, 199] for an overview) as well as for relativistic and quantized versions in the context of nuclear physics and particle physics [200, 201]. If the reader’s interest is drawn to the kinetics of gases, we recommend the instructive series of articles by Chavanis on the kinetics of systems with long-ranged interactions [202, 198, 203, 204, 205].

In the 1960s and 70s, the BBGKY hierarchy has been used to derive transport coefficients and time-dependent correlation functions for systems which are close to equilibrium [206, 207, 208, 209]. In the context of coarse-graining, the question is whether these approaches can be taken further to construct more
complex non-equilibrium models. Eq. 47 and eq. 48 constitute only the first order in the hierarchy and they contain severe approximations. Given that they are nevertheless challenging nonlinear integro-differential equations, the author doubts that much progress can be made on the direct route through eq. 46. Instead, the derivation of variational principles such as the one introduced by Gross [209], the one recently proposed by Sereda and Ortoleva [210], or the extensions of DFT, which we will discuss in sec. 3.1.3 and sec. 3.2.1, are promising routes to non-equilibrium. However, before we discuss these variational approaches, we consider a different route via a projection operator formalism.

3.1.2. Time-dependent projection operators I: Grabert’s extension of Zwanzig’s method

Projection operator formalisms can be extended to systems out of thermal equilibrium if one allows for an explicit time-dependence of the projector [52, 211, 16]. In the 1970s Grabert generalized Zwanzig’s projection operator formalism (sec. 2.2) by using a time-dependent density of microstates to define the relevant density. We recall the basic steps of his derivation. In sec. 2.4 we introduced the relevant density corresponding to a set of observables \( \mathbf{A}(\Gamma) \) as

\[
\rho_{\mathbf{A}}(a) = \int d\Gamma \, \rho_{\mathbf{N}}^0(\Gamma) \, \delta(\mathbf{A}(\Gamma) - a),
\]

i.e. the relevant density is the average of the equilibrium distribution \( \rho_{\mathbf{N}}^0(\Gamma) \) over all points \( \Gamma \) in phase space at which the observables \( \mathbf{A}(\Gamma) = \{A_1(\Gamma), \ldots, A_m(\Gamma)\} \) have the values \( a = \{a_1, \ldots, a_m\} \). Thus \( \rho_{\mathbf{A}}(a) \) defines the relation between the observables and their “macroscopic equilibrium values” \( a \). This concept can be generalized to the case in which \( \rho_{\mathbf{N}}(\Gamma, t) \) evolves in time as it relaxes to equilibrium. (The case of a time-dependent Liouvillian is more difficult and will be discussed in sec. 3.2.2.) We define a relevant density

\[
\rho_{\mathbf{A}}(t) := \frac{1}{Z(t)} \exp\left[\sum_i \lambda_i(t) A_i(\Gamma)\right],
\]

where \( \lambda_i \) is the thermodynamic conjugate to \( A_i \), and \( Z(t) \) is a normalization factor. Note that \( \rho \) is a function of a phase space point \( \Gamma \) via \( \mathbf{A}(\Gamma) \). We follow the notation of Grabert here and do not write this dependence explicitly to avoid cluttering up the equations. \( Z(t) \) and \( \lambda_i \) are set such that

\[
\int d\Gamma \, \rho_{\mathbf{A}}(t) = 1, \quad \int d\Gamma \, \mathcal{A}_i(\Gamma) \, \rho_{\mathbf{N}}(\Gamma, t) = \int d\Gamma \, \mathcal{A}_i(\Gamma) \, \rho_{\mathbf{A}}(t) = a_i(t) \quad \forall t,
\]

i.e. the parameters \( \lambda_i \) fix the “macroscopic values” \( a \), which we will observe when we measure \( \mathbf{A} \) at time \( t \). Then we define a projection operator

\[
\mathcal{P}(t) \mathcal{X}(\Gamma) := \int d\Gamma' \rho_{\mathbf{A}}(t) \mathcal{X}(\Gamma') + \sum_i (\mathcal{A}_i(\Gamma) - a_i(t)) \int d\Gamma' \frac{\partial \rho_{\mathbf{A}}(t)}{\partial a_i(t)} \mathcal{X}(\Gamma').
\]

(50)
We use the definition from ref. [211], which is similar, but not identical to Robertson’s projection operator [212]. The interesting aspect of eq. 50 is that this projection operator allows us to derive separate equations of motion for the averages of the observables and for the fluctuations around the averages, \( \delta A_t := A_t - \mathbf{a}(t) \).

The Dyson-Duhamel identity, which we used to obtain eq. [16], can be generalized to time-dependent projection operators provided we apply \( iL \) and \( P(t) \) in the correct order

\[
e^{iLt} = e^{iLt}P(t) + \int_0^t d\tau e^{i\tau L} \left( P(\tau) iLQ(\tau) - \dot{P} \right) G^+(\tau, t) + Q(0) G^+(0, t)
\]

where \( Q(t) := (1 - P(t)) \) and \( G^+(\tau, t) \) is the positively time order exponential operator

\[
G^+(\tau, t) := \exp \left( \int_{\tau}^t dt' iL Q(t') \right).
\]

We recall that the equation of motion for the components of \( A \),

\[
\frac{d}{dt} A_i(t) = \frac{d}{dt} A_i(\Gamma_t) = iL A_i(\Gamma_t)
\]

is formally solved by \( A_i(t) = e^{iLt} A_i(\Gamma, 0) \). Applying eq. [51] to \( A_i(\Gamma, 0) \) and inserting the definition of the projection operator, eq. [50] we obtain a Generalized Langevin Equation of the form

\[
\frac{d}{dt} (A_i)_t = v_i(t) + \Omega_{ij}(t)(\delta A_j)_t + \int_0^t d\tau (K_{ij}(t, \tau) + \phi_{ij}(t, \tau)(\delta A_j)_\tau) + (f_{ij})_{i, 0}
\]

In analogy to the transport coefficients of eq. [11] we defined the organized drift

\[
v_i(t) := \int d\Gamma \rho_A(t) iL A_i(\Gamma)
\]

the effective frequencies

\[
\Omega_{ij}(t) := \int d\Gamma \frac{\partial \rho_A(t)}{\partial a_j(t)} iL A_i(\Gamma)
\]

the after-effect functions

\[
K(t, \tau) := \int d\Gamma \rho_A(\Gamma) iLQ(\Gamma) G^+(t, \tau) iL A_i(\Gamma)
\]

the memory functions

\[
\phi_{ij}(t, \tau) := \int d\Gamma \frac{\partial \rho_A(\Gamma)}{\partial a_j(\tau)} iLQ(\Gamma) G^+(t, \tau) iL A_i(\Gamma)
\]

and the fluctuating force

\[
(f_{ij})_{i, 0} := Q(0) G^+(0, t) iL A_i(\Gamma_0)
\]
Interestingly, the specific structure of Grabert’s projection operator leads to a nonlinear equation of motion for the averages $a(t)$ and a linear equation of motion for the fluctuations $\delta A_t = A_t - a(t)$.

In a series of articles in the 1990s, Shea and Oppenheimer applied this type of projection operator formalism to a system consisting of a small number of “heavy” particles and a large number of “light” particles \[213, 214, 215\]. They expressed the resulting equations of motion in terms of the ratio of particle masses, which served as a small parameter for a series expansion. This allowed them to analyze deviations from a system of ideal Brownian particles systematically and to derive a nonlinear theory of hydrodynamic interaction between Brownian particles immersed in a fluid. We presume that this approach might be a useful starting point, if one intends to construct a generalized, non-equilibrium version of the DPD method.

3.1.3. Dynamic Density Functional Theory (DDFT)

Another interesting field of application for the type of time-dependent projection operator formalism we discussed in sec. 3.1.2 is density functional theory. The classical version of DFT, which we introduced briefly in sec. 2.1, is a well-established tool to predict the structure and thermodynamic equilibrium properties of liquids. (We use the term “classical” here to distinguish this type of DFT from the one which is used in electronic structure calculation.) Clearly, it would be desirable to use density functionals, which have been developed for the equilibrium case and thoroughly tested, to predict also dynamical properties. There are several routes to a time-dependent version of DFT \[216, 217, 62\]. Here we will summarize an elegant route via a time-dependent projection operator formalism, which Español and Löwen introduced about ten years ago \[62\].

We start out by noting that the definition of the relevant density given in sec. 3.1.2 can be used to construct a route to DFT (the static version) which is slightly different from the route via the BBGKY hierarchy sketched in sec. 2.1. We take an equilibrium, grand canonical version of eq. 49

$$\rho_\text{A}(\Gamma) := \frac{1}{Z(\lambda)} \rho_\text{EQ}(\Gamma) e^{-\beta \sum_i \lambda_i A_i(\Gamma)},$$  \hspace{1cm} (53)

where $\rho_\text{EQ}$ is the grand canonical distribution of microstates. Next, we replace the set of observables $A_i$ by the microscopic density operator

$$n_{\vec{r}}(\Gamma) := \sum_{i=1}^N \delta(\vec{r}_i - \vec{r}).$$

In contrast to the observables of the previous chapters, $n_{\vec{r}}$ is not a countable set, as we replaced the discrete index $i$ by $\vec{r} \in \mathbb{R}^3$ and turned the coarse-grained model into a field theory. However, most steps in the projection operator formalism can be applied analogously. The corresponding relevant density is

$$\rho_n(\Gamma) = \frac{1}{\Xi[\lambda]} \rho_\text{EQ}(\Gamma) \exp \left\{ -\beta \int d\vec{r} \lambda(\vec{r}) n_{\vec{r}}(\Gamma) \right\}.$$
with

\[ \Xi[\lambda] := \sum_{N=0}^{\infty} \frac{\exp(\beta \mu N)}{N! h^N} \int d^3r_1 d^3p_1 \ldots d^3r_N d^3p_N \exp \left( -\beta \mathcal{H}_N - \beta \sum_{i=1}^{N} \lambda(\vec{r}_i) \right) \]

and the \( N \)-particle Hamiltonian \( \mathcal{H}_N \). For \( \lambda = 0 \), \( \Xi[\lambda] \) is the grand partition function.

In analogy to the effective free energy (or potential of mean force), we can define an effective grand potential as a functional of \( \lambda(\vec{r}) \)

\[ \Omega[\lambda] := -k_B T \ln \Xi[\lambda] \]

The one-particle density from sec. 2.1 is given by the grand canonical average over the microscopic density operator, \( \rho_1(\vec{r}) = \langle n_\vec{r} \rangle_\lambda \). Hence we can obtain \( \rho_1(\vec{r}) \) by means of variation of the effective grand potential with respect to \( \lambda(\vec{r}) \)

\[ \frac{\delta \Omega[\lambda]}{\delta \lambda(\vec{r})} = \langle n_\vec{r} \rangle_\lambda = \rho_1(\vec{r}) \]

where the subscript \( \lambda \) indicates the average over \( \rho_n \) for a specific choice of \( \lambda(\vec{r}) \).

Finally, to relate these expressions to an equation of the form of eq. 40, we take the Legendre transform of \( \Omega[\lambda] \) to define the density functional

\[ \bar{\Omega}[\rho_1] := \Omega[\lambda(\rho_1)] - \int d^3r \rho_1(\vec{r}) \lambda(\vec{r}) \rho_1(\vec{r}) \]

such that

\[ \frac{\delta \bar{\Omega}[\rho_1]}{\delta \rho_1(\vec{r})} = -\lambda(\vec{r}) \]

Recall that \( \lambda = 0 \) at equilibrium, thus we have recovered the condition for the equilibrium one-particle density, which DFT imposes.

These notions can now be generalized to describe the dynamics of relaxation of the one-particle density towards its equilibrium value. We allow for time-dependent fields \( \lambda(\vec{r},t) \) and define a relevant density

\[ \rho_n(\Gamma, t) := \frac{1}{\Xi[\lambda(t)]} \rho^{EQ}(\Gamma) \exp \left\{ -\beta \int d^3r \lambda(\vec{r}, t) n_\vec{r}(\Gamma) \right\} \]

such that

\[ \rho_1(\vec{r}, t) = \int d\Gamma \rho_n(\Gamma, t) n_\vec{r}(\Gamma) \]

With this choice of \( \rho_n(\Gamma, t) \) we could now, in principle, define a time-dependent projection operator as in sec. 3.1.2 and insert it in eq. 51 to derive an equation of motion of the form of eq. 52 for the density field. However, this turns out to be rather involved. Therefore Español and Löwen assumed that there was time-scale separation between the observable and all other variables and neglected terms of order \( O((iL_n)^2) \) and higher. This approximation removes
the memory term from eq. [52] If the observables were a countable set \( \mathbf{A} = \{ A_1(\Gamma), \ldots, A_m(\Gamma) \} \), we would obtain an approximate equation of motion of the form

\[
\frac{d(A_i)}{dt} = v_i(t) + \sum_j D_{ij}(t) \lambda_j(t) ,
\]

(55)

with

\[
D_{ij}(t) := \int_0^t dt' \int d\Gamma \rho_{A_i}(t) Q_i \mathcal{L} A_j(\Gamma) e^{i \mathcal{L} t' / \hbar} \mathcal{L} A_k(\Gamma) .
\]

The time \( \tau \) needs to be intermediate between the time scale on which the integrand decays to zero and the time scale on which the observables evolve.

If we now use the density field \( \mathbf{n}_r \) as the observable instead, eq. (55) is replaced by a partial differential equation

\[
\frac{\partial \rho_1(\vec{r},t)}{\partial t} = \int d\vec{r}' \nabla_r \nabla_{r'} [D](\vec{r},\vec{r}',t) \lambda(\vec{r},t) ,
\]

where the organized drift \( v_i(\vec{r},t) \) has vanished because of time-reversal symmetry and, taking into account the continuity equation for the density field

\[
i \mathcal{L} \mathbf{n}_r(\Gamma) = -\nabla_r \sum_i \vec{v}_i(\mathbb{R}_r(\Gamma) - \vec{r}) =: -\nabla_r \dot{\mathbf{J}}_r(\Gamma) ,
\]

we have replaced the dissipative matrix \([D]\) by the diffusion tensor

\[
[D](\vec{r},\vec{r}',t) = \int_0^\tau dt' \int d\Gamma \rho_{n}(t) \dot{J}_r(\Gamma) \otimes e^{i \mathcal{L} t' / \hbar} \mathcal{L} \mathbf{J}_r(\Gamma) .
\]

Using the definition of \( \dot{\Omega} \), eq. [54] and integrating by parts, we obtain an evolution equation for the density field. The driving force for the dynamics is the effective grand potential,

\[
\frac{\partial \rho_1(\vec{r},t)}{\partial t} = \int d\vec{r}' [D](\vec{r},\vec{r}',t) \nabla_{r'} \frac{\delta \dot{\Omega}[\rho_1]}{\delta \rho_1(\vec{r}',t)} .
\]

(56)

This equation is the starting point for DDFT. From here, approximations of the diffusion tensor \([D]\) or the density functional \( \dot{\Omega}[\rho_1] \) can be introduced to obtain models for specific systems.

3.1.4. Time-dependent projection operators II: Mori

Coarse-graining over a time-dependent density of microstates \( \rho_N(\Gamma,t) \) can also be achieved by means of a linear projection operator \([218, 43, 219]\). Again, we start out from the equation of motion of the observable eq. [14] but we combine it with a version of the Dyson-Duhamel identity, which differs from eq. [51] in the time-ordering

\[
e^{i \mathcal{L} t} = e^{i \mathcal{L} t} \mathcal{P}(t) \mathcal{O} + \int_0^t d\tau e^{i \mathcal{L} \tau} \mathcal{P}(\tau) \left( \mathcal{I} - \dot{\mathcal{P}}(\tau) \right) Q_r G^- (\tau,0) Q(0) Q^+(0,t) .
\]
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Here $G^-(\tau, t)$ is the negatively time-ordered exponential operator

$$G^-(\tau, t) := \exp \left( \int_{\tau}^{t} \text{d}t' \ i\mathcal{L} \mathcal{Q}(t') \right).$$

We obtain the equation of motion

$$\frac{dA_t}{dt} = e^{i\mathcal{L}t} \mathcal{P}(t)i\mathcal{L}\mathcal{A}(\Gamma, 0) + \int_{0}^{t} \text{d}\tau e^{i\mathcal{L}\tau} \mathcal{P}(\tau)(i\mathcal{L} - \dot{\mathcal{P}}(\tau)) \mathcal{Q}(\tau)G^-(\tau, t)i\mathcal{L}\mathcal{A}(\Gamma, 0)$$

$$+ \mathcal{Q}(0)G^-(0, t)i\mathcal{L}\mathcal{A}(\Gamma, 0). \tag{57}$$

Here we have again restricted the derivation to a single observable to avoid cluttering the equations, but all statements hold for sets of observables as well.

We define a time-dependent version of Mori’s projection operator

$$\mathcal{P}(t)X(\Gamma) := \left( X_1, A_1 \right)_{\tau}(\Gamma) \tag{58}$$

with the inner product

$$(X, Y)_{\tau} := \int d\Gamma \left( e^{i\mathcal{L}t}X(\Gamma) \right) \left( e^{i\mathcal{L}t}Y(\Gamma) \right) \rho_N(\Gamma, 0). \tag{59}$$

We have used parentheses to indicate which objects the operators act on. In the following we will drop the parentheses and assume that operators act only on the phase space fields right next to them unless stated otherwise.

The definition of the projection operator, eq. 58 is rather natural in the sense that it reflects the way simulation data or experimental data is usually analyzed – we initialize a set of systems with a certain distribution of microstates $\rho_N(\Gamma, 0)$, let them evolve to a time $t$ and measure either ensemble averages of observables

$$\langle X_t \rangle_{\text{NEQ}} := \int d\Gamma e^{i\mathcal{L}t}X(\Gamma)\rho_N(\Gamma, 0)$$

or of correlation functions

$$\langle X_t Y_t \rangle_{\text{NEQ}} := \int d\Gamma e^{i\mathcal{L}t}X(\Gamma) e^{i\mathcal{L}t}Y(\Gamma) \rho_N(\Gamma, 0) = (X, Y)_{\tau}. \tag{60}$$

The angle brackets indicate the average taken over the so-called “bundle” or “swarm” of non-equilibrium trajectories which have evolved from the initial distribution $\rho_N(\Gamma, 0)$. In analogy to Mori’s work, sec. 2.3 we define the generalized drift

$$\omega(t) := \frac{A_1, i\mathcal{L}A_1}{(A_1, A_1)_{\tau}},$$

the memory kernel

$$K(\tau, t) := \frac{\left( A_1, (i\mathcal{L} - \dot{\mathcal{P}}(\tau)) \mathcal{Q}(\tau)G^-(\tau, t)i\mathcal{L}A_1 \right)}{(A_1, A_1)_{\tau}} \tag{60}$$
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and the fluctuating force
\[ f_{t',t} := e^{i\mathcal{L}t'} Q(t')G^{-}(t',t)\mathcal{L}\hat{A}(\Gamma,0) \]  
(61)

Inserting these definitions into eq. 57, we obtain the non-stationary, linear, Generalized Langevin Equation (nsGLE)
\[ \frac{dA_t}{dt} = \omega(t)A_t + \int_0^t K(\tau,t)A_\tau d\tau + f_{0,t} \]  
(62)

This equation resembles the GLE, eq. 19, but similarly to the organized drift $\vec{v}(t)$ of eq. 52, the generalized drift $\omega(t)$ depends explicitly on time. Also similar to the after effect function of eq. 52, the memory kernel $K(\tau,t)$ depends on two times (and not just on the difference $t-\tau$), and the fluctuating force depends on the initial conditions as well as on time. These time-dependences reflect the fact that the distribution of microstates is not stationary.

If the dynamics of $A_t$ is much slower than the dynamics of the other degrees of freedom, $K(\tau,t) \rightarrow \gamma(t)\delta(t-\tau)$, i.e. we obtain the time-local ("Markovian") limit of eq. 62 with a time-dependent friction coefficient $\gamma(t)$ (in contrast to e.g. the time-local limit of eq. 32, where the friction coefficient depends on the value of the observable rather than on time due to the choice of a nonlinear projection operator).

In sec. 2.6.5 we remarked that it can be useful to consider the autocorrelation function of the observable if one intends to reconstruct the memory kernel from measured data. We define the non-stationary equivalent to eq. 41
\[ C(t',t) := \langle A_{t'} A_t \rangle_{\text{NEQ}} = \int d\Gamma \ e^{i\mathcal{L}t'} \hat{A}(\Gamma) \ e^{i\mathcal{L}t} \hat{A}(\Gamma) \ \rho_N(\Gamma,0) \]  
(63)

and insert $C(t',t)$ in eq. 62. Due to the linearity of the projection operator, the fluctuating force term is averaged to zero at all times. We obtain an equation of motion for the autocorrelation function
\[ \frac{dC(t',t)}{dt} = \omega(t)C(t',t) + \int_{t'}^t C(t',\tau) K(\tau,t) d\tau . \]  
(64)

In contrast to eq. 42, the integral in eq. 64 is not a convolution. Hence we cannot determine $K(\tau,t)$ from measured data by means of a numerical inverse Laplace or Fourier transform (as done for the stationary case in the references listed in sec. 2.6.5). In sec. 3.3.1 we will discuss methods to analyze eq. 64 numerically.

Next we check whether $K(\tau,t)$ and $f_{0,t}$ are related by a fluctuation-dissipation relation. If we rearrange the memory kernel, eq. 60 as
\[ K(\tau,t) = \frac{\langle \hat{A},i\mathcal{L}Q(\tau)G^{-}(\tau,t)i\mathcal{L}\hat{A} \rangle_{\Gamma}}{\langle \hat{A},\hat{A} \rangle_{\tau}} - \frac{\langle \hat{A},\hat{P}(\tau)Q(\tau)G^{-}(\tau,t)i\mathcal{L}\hat{A} \rangle_{\Gamma}}{\langle \hat{A},\hat{A} \rangle_{\tau}} \]  
\[ = \frac{\langle i\mathcal{L}\hat{A},Q(\tau)G^{-}(\tau,t)i\mathcal{L}\hat{A} \rangle_{\Gamma}}{\langle \hat{A},\hat{A} \rangle_{\tau}} , \]
insert a $\mathcal{P} \circ + \mathcal{Q} \circ$ in the last term and use the fact that the spaces $\mathcal{P}$ and $\mathcal{Q}$ project onto are orthogonal to each other

\[ K(\tau, t) = -\frac{(\mathcal{P}(\tau) i \mathcal{L} A, Q(\tau) G^-(\tau, t) i \mathcal{L} A)_\tau}{(\mathcal{A}, \mathcal{A})_\tau} - \frac{(Q(\tau) i \mathcal{L} A, \mathcal{Q}(\tau) G^-(\tau, t) i \mathcal{L} A)_\tau}{(\mathcal{A}, \mathcal{A})_\tau}, \]

we see that $K$ can be expressed in terms of the fluctuating force, eq. 61, as

\[ K(\tau, t) = -\frac{\langle f_{\tau}, f_{\tau, t} \rangle}{\langle |A_\tau|^2 \rangle}. \]

This expression is already similar to a fluctuation-dissipation relation. With a few additional transformations, which are listed in detail in ref. [31], it can be brought into the more familiar form

\[ K(\tau, t) = -\frac{\langle f_{0, \tau} f_{0, t} \rangle}{\langle |A_\tau|^2 \rangle}. \]  

(65)

Thus, as a consequence of the linear projection operator, the memory kernel and the fluctuating force of the linear nsGLE, eq. 62, are related by a generalized version of the second fluctuation-dissipation theorem. However, this statement only refers to the mathematical structure of eq. 65. There is no direct interpretation of $K(\tau, t)$ as a friction, i.e. $\int d\tau K(\tau, t)$ is not proportional to the work transferred from $A$ to the other degrees of freedom (the “bath”) during the relaxation process.

### 3.1.5. The Generalized Fokker-Planck Equation

In the previous sections we mostly discussed equations of motion which have structures similar to the Langevin Equation. Eq. 11 is different in that it is an equation of motion for the probability distribution $g(a, t)$ rather than the value of the observable $A_t$, i.e. it is an equation for the probability that the observable $A_\Gamma(t)$ has the value $a$ at time $t$. As the derivation of eq. 11 does not require equilibrium assumptions and also holds for relaxation into equilibrium, let us briefly consider it more closely than in the introductory sec. 2.2. If the dynamics of the coarse-grained variable is Markovian, $g(a, t)$ is governed by the Fokker-Planck equation

\[ \frac{\partial g(a, t)}{\partial t} = \frac{\partial}{\partial a} \left[ a_1(a) g(a, t) \right] + \frac{\partial^2}{\partial a^2} \left[ a_2(a) g(a, t) \right], \]  

(66)

where $a_1$ and $a_2$ are called drift and diffusion coefficient [220]. Similar to the Langevin equation, this equation is also often interpreted in terms of a free

---

8Again, in this subsection we consider one observable instead of a set $A$ to simplify the discussion, but all statements hold equally for sets of observables.
energy landscape or potential of mean force

\[ \frac{\partial g(a,t)}{\partial t} = \frac{\partial}{\partial a} \left[ D(a) \left( \frac{\partial}{\partial a} + \beta \frac{\partial \Delta G(a)}{\partial a} \right) g(a,t) \right], \quad (67) \]

where the diffusion coefficient \( D \) can in general depend on \( a \) and \( \Delta G(a) = U^{\text{MF}}(a) \) is defined as in sec. 2.4 via eq. 25 and the equilibrium distribution \( \rho_{\text{EQ}}(\Gamma) \). In the case of ergodic dynamics without external driving, \( g(a,t) \) reaches the equilibrium distribution \( g^{\text{EQ}}(a) = \int d\Gamma \, \delta(\mathcal{A}(\Gamma) - a) \rho_{\text{EQ}}^{\text{EQ}}(\Gamma) \) in the long-time limit.

As for the case of the Langevin equation, also here the full equation of motion, eq. 11, is considerably more complex than eq. 67. If we intend to compare the two equations, the restriction to the microcanonical ensemble which was used in the derivation of eq. 11 is unfavourable. In order to allow for a more general setting, we again follow a derivation by Grabert [16] and use a projection operator slightly different from eq. 8

\[ P_{\text{X}}(\Gamma) := \int da \, \delta(\mathcal{A}(\Gamma) - a) \frac{1}{\rho_A(a)} \int d\Gamma' \, \rho_{\text{EQ}}^{\text{EQ}}(\Gamma') \delta(\mathcal{A}(\Gamma') - a) \mathcal{X}(\Gamma') \]

with the reduced density

\[ \rho_A(a) := \int d\Gamma \, \rho_{\text{EQ}}^{\text{EQ}}(\Gamma) \, \delta(\mathcal{A}(\Gamma) - a) \]

We insert this projection operator into eq. 11 and obtain

\[ \frac{\partial g(a,t)}{\partial t} = -\frac{\partial}{\partial a} \left( \omega(a) g(a,t) \right) \]

\[ + \int_0^t d\tau \left\{ \frac{\partial}{\partial a} \left[ D(a,a',t-\tau) \rho_A(a') \frac{\partial}{\partial a'} \left( \frac{g(a',\tau)}{\rho_A(a')} \right) \right] \right\} , \quad (68) \]

where

\[ \omega(a) := \frac{1}{\rho_A(a)} \int d\Gamma \, \rho_{\text{EQ}}^{\text{EQ}}(\Gamma) \, \delta(\mathcal{A}(\Gamma) - a) \, i\mathcal{L} \mathcal{A}(\Gamma) \]

\[ D(a,a',t) := \frac{1}{\rho_A(a)} \int d\Gamma \, \rho_{\text{EQ}}^{\text{EQ}}(\Gamma) \, R_a(\Gamma,t) R_{a'}(\Gamma,0) \quad (69) \]

and

\[ R_a(\Gamma,t) := Q e^{i\mathcal{L} \mathcal{A}(\Gamma) - a} i\mathcal{L} \mathcal{A}(\Gamma) \]

Thus \( \omega(a) \) and \( D(a,a',t) \) are equivalent to the transport coefficients \( v(a) \) and \( W(a) K(a,a',t) \) in eq. 11, but we have allowed for a more general choice of stationary distribution \( \rho_{\text{EQ}}^{\text{EQ}}(\Gamma) \).

Now we focus our discussion on the case in which the observable depends only on the positions \( \mathcal{A}(\mathbf{r}^N) \) and not on the momenta, such that \( \omega(a) \) vanishes due to symmetry. Further, we restrict the analysis to the canonical ensemble, \( \rho_{\text{EQ}}^{\text{EQ}}(\Gamma) \propto \exp(-\beta \mathcal{H}(\Gamma)) \) and \( \Delta G(a) := -k_B T \ln(\rho_A(a)) \), noting that other ensembles can
be analyzed using a similar line of arguments. The dependence on $a$ and $a'$ in the transport coefficients $D(a, a', t)$ is inconvenient. It can be removed by means of a Kramers-Moyal expansion, which is carried out in detail in ref. [221]. Here we just note that the functions $R_a$ can be combined into functions $d_k(a, a', t)$ such that

$$D(a, a', t) = \sum_{k=0}^{\infty} \frac{\partial^k}{\partial a^k} (d_k(a, a', t) \delta(a - a')) .$$

We define functions $\tilde{d}_k(a, t) := d_k(a, a, t)$ and note that

$$\rho_A(a) \frac{\partial}{\partial a} \left( \frac{g(a, t)}{\rho_A(a)} \right) = \left( \frac{\partial}{\partial a} + \beta \frac{\partial \Delta G(a)}{\partial a} \right) g(a, t) .$$

Thus we can write the equation of motion of the probability distribution, eq. 68, as

$$\frac{\partial g(a, t)}{\partial t} = \int_0^t d\tau \sum_{k=0}^{\infty} \frac{\partial^{k+1}}{\partial a^{k+1}} \left[ \tilde{d}_k(a, t - \tau) \left( \frac{\partial}{\partial a} + \beta \frac{\partial \Delta G(a)}{\partial a} \right) p(a, \tau) \right] . \quad (70)$$

There are two major differences between eq. 70, which is exact, and the Fokker-Planck equation, eq. 67:

- The functions $\tilde{d}_k(a, t)$ act as memory kernels, which implies that the evolution of $g(a, t)$ is in general non-Markovian.
- Terms with $k \geq 1$ are in general not equal to zero, which implies that the evolution of $g(a, t)$ is not diffusive.

As in the case of the nonlinear Langevin equation, one needs to keep these differences in mind when using a Fokker-Planck equation with a potential of mean force resp. a free energy landscape to model coarse-grained dynamics. In particular, theories for phase transition processes which are based on eq. 67 such as e.g. classical nucleation theory, are by construction approximative.

3.2. Time-dependent Liouvillians

3.2.1. Power Functionals

Eq. 56 provides us with an approximate method to compute the evolution of the one-particle density by means of a variation of an equilibrium thermodynamic potential, the density functional $\bar{\Omega}[\rho_1(\vec{r}, t)]$. In this sense DDFT extends the principle of DFT to systems out of equilibrium. However, the strategy of exploiting a minimization principle in order to obtain an evolution equation for $\rho_1(\vec{r}, t)$ can also be pursued in a different way, which is perhaps even closer to the original spirit of DFT and, most importantly, which is in principle exact. Schmidt and Brader suggested replacing the thermodynamic potential by its non-equilibrium analogue, the power functional $222$, $223$, $224$. They first introduced the concept for Brownian dynamics $222$, i.e. for a type of dynamics, which is already coarse-grained. Recently they formulated a version which
is based on microscopic Hamiltonian dynamics. As we are interested in coarse-graining from deterministic microscopic dynamics, we will review the latter version here.

The idea of power functional theory is to construct a functional \( G_t[\rho_1, \vec{J}, \dot{\vec{J}}] \) such that the time derivative of the non-equilibrium current \( \dot{\vec{J}}_0(\vec{r}, t) \) is determined by the condition

\[
\left. \frac{\delta G_t[\rho_1, \vec{J}, \dot{\vec{J}}]}{\delta \dot{\vec{J}}(\vec{r}, t)} \right|_{\dot{\vec{J}} = \dot{\vec{J}}_0} = 0 .
\]

The functional is non-local in space and it depends on the value of its arguments up to the time at which the variation is performed.

We consider a system of \( N \) identical particles of mass \( m \) subject to the Hamiltonian

\[
\mathcal{H} = \sum_i \frac{\vec{p}_i \cdot \vec{p}_i}{2m} + V_{\text{int}}(\vec{r}^N) + \sum_i V_{\text{ext}}(\vec{r}_i, t) .
\]

We will use the same definitions for the one-particle operators as in the previous section,

\[
n_\vec{r}(\Gamma) := \sum_i \delta(\vec{r} - \vec{r}_i) \quad \text{and} \quad J_\vec{r}(\Gamma) := \sum_i \delta(\vec{r} - \vec{r}_i) \frac{\vec{p}_i}{m} ,
\]

as well as for the averages

\[
\rho_1(\vec{r}, t) := \langle n_\vec{r}(\Gamma, t) \rangle \quad \text{and} \quad \vec{J}(\vec{r}, t) := \langle \vec{J}_\vec{r}(\Gamma, t) \rangle .
\]

The angle brackets indicate the ensemble average with respect to \( \rho_N(\Gamma, t) \), i.e. \( \langle X \rangle = \int d\Gamma \rho_N(\Gamma, t) X(\Gamma) \) is a time-dependent quantity.

Similar to the grand potential, \( G_t[\rho_1, \vec{J}, \dot{\vec{J}}] \) can be split into an intrinsic part and a term that accounts for interactions with an external field

\[
G_t[\rho_1, \vec{J}, \dot{\vec{J}}] =: G_t^{\text{int}}[\rho_1, \vec{J}, \dot{\vec{J}}] - \int d\vec{r} \vec{J} \cdot \nabla V_{\text{ext}} ,
\]

such that we obtain from eq. (71) an Euler-Lagrange equation of the form

\[
-\frac{\delta G_t^{\text{int}}}{\delta \vec{J}} \cdot \nabla V_{\text{ext}} = 0 .
\]

The internal contribution can in turn be split into an ideal gas part and an excess part, \( G_t^{\text{int}} = G_t^{\text{id}} + G_t^{\text{exc}}. \) The ideal gas part is known

\[
G_t^{\text{id}}[\rho_1, \vec{J}, \dot{\vec{J}}] = \int d\vec{r} \frac{\vec{J}}{\rho_1} \cdot \left( \frac{m \dot{\vec{J}}}{2} - \nabla \cdot [\tau]^{\text{id}} \right) ,
\]

\footnote{Note that the subscript 0 in \( \dot{\vec{J}}_0 \) does not refer to an initial condition here but to the solution of the stationarity condition eq. (71). \( \dot{\vec{J}}_0 \) is the non-equilibrium analogue to the equilibrium density distribution \( \rho^{\text{EQ}} \).}
where \( \tau^{\text{id}} := -m \frac{\vec{J} \otimes \vec{J}}{\rho} \) is the factorized contribution to the kinematic stress tensor of the ideal gas. The difficulty is to account for transport effects beyond the factorization and, as in the case of DFT, to construct the excess functional \( G_t^{\text{exc}} \).

In ref. \[223\], Schmidt shows how to obtain the correct functional by means of a constrained minimization. We define the microscopic accelerations \( \vec{a}_i \), which will act as trial variational fields, and the microscopic power rate functional

\[
G_t[\rho_1, \vec{J}, \dot{\vec{J}}] := \int d\Gamma \sum_i \frac{(\vec{f}_i - m \vec{a}_i)^2}{2m} \rho_N(\Gamma, t) - \int d\vec{r} \frac{m}{2\rho_1(\vec{r}, t)} \left< \frac{d\vec{J}_\vec{r}}{dt} \right>^2 ,
\]

(72)

where the force that acts on particle \( i \) is \( \vec{f}_i = -\nabla_{\vec{r}_i} V_{\text{int}}(\vec{r}^N) - \nabla_{\vec{r}_i} V_{\text{ext}}(\vec{r}_i, t) \). Note that memory is introduced here as the one-body fields need to be known at all times prior to \( t \) in order to reconstruct the many-body distribution \( \rho_N(\Gamma, t) \).

The true dynamics of the system is the one for which \( \vec{f}_i = m \vec{a}_i \), and hence

\[
\begin{align*}
\frac{\delta G_t}{\delta \vec{a}_i(t)} &= 0 .
\end{align*}
\]

We introduce the microscopic kinematic stress operator

\[
[\tau]_{\vec{r}}(\Gamma, t) := -\frac{\vec{p}_i \otimes \vec{p}_i}{m} \delta(\vec{r} - \vec{r}_i)
\]

and note that due to Newton’s second law

\[
m \frac{d\vec{J}_\vec{r}}{dt} = \sum_i \delta(\vec{r} - \vec{r}_i) \vec{f}_i + \nabla \cdot \sum_i [\tau]_{\vec{r}} .
\]

To make the transition from the microscopic description on the level of the accelerations to the coarse-grained description on the level of the one-particle acceleration density \( \dot{\vec{J}} \), we now impose the condition

\[
\dot{\vec{J}}(\vec{r}, t) = \left< \sum_i \vec{a}_i \delta(\vec{r} - \vec{r}_i) + \frac{\nabla \cdot [\tau](\vec{r}, t)}{m} \right> .
\]

The functional \( G_t[\rho_1, \vec{J}, \dot{\vec{J}}] \) then follows from a constrained search for the minimum of \( G_t \)

\[
G_t[\rho_1, \vec{J}, \dot{\vec{J}}] = \min_{\vec{a}_i \rightarrow \rho_1, \vec{J}, \dot{\vec{J}}} G_t .
\]

Finally, to identify \( G_t^{\text{exc}} \), we note that on the level of the one-body current \( \dot{\vec{J}}(\vec{r}, t) \), Newton’s second law can be written in terms of the internal force density \( \vec{f}_{\text{int}} \) and the kinematic stress tensor \( [\tau] \) as

\[
m \dot{\vec{J}}(\vec{r}, t) = \vec{f}_{\text{int}}(\vec{r}, t) + \nabla \cdot [\tau](\vec{r}, t) - \nabla V_{\text{ext}} \rho(\vec{r}, t) ,
\]

(51)
where
\[ \mathbf{\hat{f}}_{\text{int}}(\mathbf{r}, t) = -\left\langle \sum_i \delta(\mathbf{r} - \mathbf{r}_i) \nabla_{\mathbf{r}_i} V_{\text{int}}(\mathbf{r}_i^N) \right\rangle \quad \text{and} \quad [\mathbf{r}](\mathbf{r}, t) := \left\langle \sum_i [\mathbf{r}]_i(\Gamma, t) \right\rangle . \]

Hence the non-equilibrium current is determined by the condition
\[
\frac{\delta G_{\text{exc}}[\rho, \mathbf{J}, \mathbf{\dot{J}}]}{\delta \mathbf{\dot{J}}(\mathbf{r}, t)} \bigg|_{\mathbf{\dot{J}} = \mathbf{\dot{J}}_0} = \mathbf{\hat{f}}_{\text{int}}(\mathbf{r}, t) + \nabla \cdot ([\mathbf{r}](\mathbf{r}, t) - [\mathbf{r}]_{\text{id}}(\mathbf{r}, t)) / \rho_1(\mathbf{r}, t) .
\]

3.2.2. Mori’s projection operator for full non-equilibrium

It is rather difficult to extend the approach via Zwanzig’s (resp. Robertson’s) projection operator sketched in sec. 3.1.2 to explicitly time-dependent microscopic dynamics. In contrast, the linear projection operator introduced by Mori (sec. 2.3) turns out to be well-suited to this task. In the next paragraphs we summarize our own work on this extension \[219, 31\], noting that some of the ideas have already been sketched by Nordholm in his PhD thesis \[58\], that a similar approach has been used by McPhie and co-workers for the case of relaxation into a non-equilibrium steady state \[225\], that te Vrugt and Wittkowski have developed a similar approach to driven quantum mechanical systems independently and at the same time as we published our work \[17\], and most notably, that Kawai and Komatsuzaki had already developed a nearly identical approach eight years before us \[226\]. Regrettably, we only discovered their work after ref. \[31\] had been published.

In sec. 3.1.4 we generalized Mori’s projection operator to the case of relaxation starting out from the equation of motion of the observable in the “Heisenberg picture”. The ideas presented there can be applied to systems under time-dependent external driving as well as to active systems and to explicitly time-dependent observables, if we consider that the equation of motion for the observable needs to be modified accordingly.

The following line of reasoning might be unfamiliar if the reader is used to handling Hamiltonian systems. If so, it might help to visualize the dynamics in terms of trajectories in phase space, \( \Gamma_t \). The dynamics of an individual trajectory is given by an evolution equation, which assigns a time derivative \( \dot{\Gamma} \) to each state \( \Gamma \). Thus we can visualize the dynamics by “stream lines”, \( \dot{\Gamma}(\Gamma) \), in analogy to the stream lines of a flowing liquid. If the system contains active particles or is subject to time-dependent driving, the time at which the system reaches a certain state \( \Gamma \) matters explicitly, i.e. the stream lines themselves depend on time, \( \dot{\Gamma}(\Gamma, t) \).

We begin with the equation of motion for the microscopic density, a generalization of the Liouville equation, eq. 4 and take the time-dependence \( \dot{\Gamma}(\Gamma, t) \) into account
\[
\frac{\partial}{\partial t} \rho_N(\Gamma, t) = -\frac{\partial}{\partial \Gamma} \cdot [\dot{\Gamma}(\Gamma, t) \rho_N(\Gamma, t)] =: -i\Delta(t) \rho_N(\Gamma, t) .
\]
We introduced the symbol \( i\Delta(t) \) to indicate the fact that \( \frac{\partial}{\partial \Gamma} \cdot [\dot{\Gamma}(\Gamma) \circ] \) is not the same as the operator

\[
\dot{\Gamma}(\Gamma, t) \cdot \frac{\partial}{\partial \Gamma} \circ := i\mathcal{L}(t) \circ ,
\]

which will enter the equation of motion of the observable below. Eq. 73 is formally solved by

\[
\rho_N(\Gamma, t) = \exp_+ \left( -\int_0^t dt' \ i\Delta(t') \right) \rho_N(\Gamma, 0). 
\]

With this expression we obtain the equation of motion for an ensemble averaged observable \( \mathcal{A}(\Gamma) \) in the Schrödinger picture

\[
\langle \mathcal{A}(t) \rangle = \int d\Gamma \mathcal{A}(\Gamma) \exp_+ \left( -\int_0^t dt' \ i\Delta(t') \right) \rho_N(\Gamma, 0). \tag{74}
\]

As \( i\Delta(t) \neq i\mathcal{L}(t) \), the equation of motion in the Heisenberg picture does not follow from eq. 73 as directly as in the Hamiltonian (conservative) case. We denote by \( \gamma(\Gamma, 0; t) \) the point in phase-space reached at time \( t \) given that system was in state \( \Gamma \) at time 0, i.e.

\[
\frac{d\gamma(\Gamma, 0; t)}{dt} = \dot{\gamma}(\Gamma, 0; t),
\]

and we define the corresponding time-evolution operator

\[
\gamma(\Gamma, 0; t) =: \mathcal{U}(t, t') \gamma(\Gamma, 0; t').
\]

\( \mathcal{U} \) acts on an observable \( \mathcal{A}(\Gamma) \) through \( \Gamma \), i.e.

\[
\mathcal{A}(\gamma(\Gamma, 0; t)) = \mathcal{U}_{0, t} \mathcal{A}(\Gamma). \tag{75}
\]

We take the time derivative

\[
\frac{d}{dt} \mathcal{U}(0, t) \mathcal{A}(\Gamma) = \mathcal{U}(0, t) \left[ \dot{\Gamma}(\Gamma, t) \cdot \frac{\partial}{\partial \Gamma} \mathcal{A}(\Gamma) \right]
\]

and see that

\[
\frac{d}{dt} \mathcal{U}(0, t) \circ = \mathcal{U}(0, t) i\mathcal{L}(t) \circ.
\]

Note that here the operator we are interested in, \( \mathcal{U}(0, t) \), stands left of \( i\mathcal{L}(t) \) – in contrast to the density \( \rho_N(\Gamma, t) \) which stands right of \( i\Delta(t) \) in eq. 73. This equation is formally solved by

\[
\mathcal{U}(0, t) \circ = \exp_- \left( \int_0^t dt' \ i\mathcal{L}(t') \circ \right),
\]

where \( \exp_-(\circ) \) is the negatively time-ordered exponential operator (also called \textit{left-time ordered exponential operator} \cite{37} or \textit{left-hand side time exponential
In the Heisenberg picture, we would like to express the evolution of the ensemble averaged observable \( \langle A(t) \rangle \) as

\[
\langle A(t) \rangle = \int d\Gamma \rho_N(\Gamma,0) \exp\left(\int_s^t i\mathcal{L}(t')dt'\right) \mathcal{A}(\Gamma).
\]

(76)

Using eq. 75, we obtain

\[
\langle A(t) \rangle = \sum_{n=0}^{\infty} \int_0^t dt_1 \ldots \int_0^{t_{n-1}} dt_n \int d\Gamma \rho_N(\Gamma,0) i\mathcal{L}(t_n) \ldots i\mathcal{L}(t_1) \mathcal{A}(\Gamma)
\]

\[
= \sum_{n=0}^{\infty} -\int_0^t dt_1 \ldots \int_0^{t_{n-1}} dt_n \int d\Gamma i\Delta(t_n) \rho_N(\Gamma,0) i\mathcal{L}(t_{n-1}) \ldots i\mathcal{L}(t_1) \mathcal{A}(\Gamma)
\]

\[
= \ldots = \int d\Gamma \mathcal{A}(\Gamma) \exp\left( -\int_0^t dt' i\Delta(t') \right) \rho_N(\Gamma,0),
\]

(77)

where the ellipsis indicates repeated integration by parts, such that the operators \( i\mathcal{L}(t_i) \) are shuffled to the left of \( \rho_N(\Gamma,0) \) and replaced by \( i\mathcal{L}(t_i) \). This is one of various pathways found in the literature to show that

\[
\exp\left( -\int_s^t dt' i\mathcal{L}(t') \right) \mathcal{A}(\Gamma) = \exp\left( -\int_s^t dt' i\Delta(t') \right) \rho_N(\Gamma,0),
\]

(76)

i.e. eq. 76 is valid also in the case of explicitly time-dependent microscopic dynamics [227, 31, 17, 37].

We use eq. 75 and eq. 76 as a starting point for the projection operator formalism

\[
\frac{dA_t}{dt} = \mathcal{U}(0,t) i\mathcal{L}(t) \mathcal{A}(\Gamma,0) = \mathcal{U}(0,t) \left[ \mathcal{P}(t) i\mathcal{L}(t) \mathcal{A}(\Gamma,0) + \mathcal{Q}(t) i\mathcal{L}(t) \mathcal{A}(\Gamma,0) \right] .
\]

(78)

Again, we need a generalized version of the Dyson-Duhamel identity to handle the dynamics in the space orthogonal to the projected dynamics. We define an operator \( \mathcal{Z}(t) := \mathcal{U}(0,t) \mathcal{Q}(t) \) and express its time-evolution as

\[
\dot{\mathcal{Z}}(t) = \mathcal{Z}(t) i\mathcal{L}(t) \mathcal{Q}(t) + \mathcal{U}(0,t) \mathcal{P}(t) \left( i\mathcal{L}(t) - \dot{\mathcal{P}}(t) \right) \mathcal{Q}(t),
\]

i.e.

\[
\mathcal{Z}(t) = \mathcal{Z}(t') \mathcal{G}^{-}(t',t) + \int_{t'}^t d\tau \mathcal{U}(0,\tau) \mathcal{P}(\tau) \left( i\mathcal{L}(\tau) - \dot{\mathcal{P}}(\tau) \right) \mathcal{Q}(\tau) \mathcal{G}^{-}(\tau,t)
\]

with

\[
\mathcal{G}^{-}(t',t) := \exp\left( -\int_{t'}^t d\tau i\mathcal{L}(\tau) \mathcal{Q}(\tau) \right) .
\]

Then, in analogy to eq. 59 we define

\[
(\mathcal{X}, \mathcal{Y})_t := \int d\Gamma \left( \mathcal{U}(0,t) \mathcal{X} \right) \left( \mathcal{U}(0,t) \mathcal{Y} \right) \rho_N(\Gamma,0)
\]

(79)
and with this definition apply eq. 58
\[ \mathcal{P}(t)\mathcal{X}(\Gamma) := \frac{(X, A)}{(\bar{A}, \bar{A})} \Delta(\Gamma) \]
to eq. 78. The resulting equation of motion has exactly the same structure as eq. 62
\[ \frac{dA}{dt} = \omega(t)A + \int_0^t K(\tau, t)A d\tau + f_{0,t} \]
but \( A_t \) equals \( U(0, t)\Delta(\Gamma, 0) \) rather than \( e^{it\Delta(\Gamma, 0)} \), and the definitions of the drift, the memory kernel and the fluctuating force need to be adapted
\[ \omega(t) := \frac{(A, i\mathcal{L}(t)\Delta)}{(\bar{A}, \bar{A})} \]
\[ K(\tau, t) := \frac{(A, (i\mathcal{L}(\tau) - \bar{\mathcal{P}}(\tau))Q(\tau)G^{-}(\tau, t)\bar{\mathcal{L}}\Delta)}{(\bar{A}, \bar{A})} \]
\[ f_{\nu,t} := U(0, t')Q(t')G^{-}(t', t)i\mathcal{L}(t)\Delta(\Gamma, 0) \]
Even the generalized fluctuation-dissipation relation, eq. 65, is still valid.

3.2.3. Zwanzig’s projection operator for full non-equilibrium

As remarked above, the projection operator of the Zwanzig type is not well suited to be applied to a time-dependent Liouvillian. However, we can take a detour via a Mori-type projector. In two resourceful pieces of work, Kawai and Komatsuzaki \cite{226} as well as Izvekov \cite{228} delineate how one can formally relate eq. 62 to a nonlinear equation based on a relevant density by means of a suitable expansion. To illustrate the construction of the expansion, we first consider the equilibrium case. We recall the projection operator formalisms introduced in sec. 2.2 and sec. 2.3. Using the inner product,
\[ (X, Y) = \int d\Gamma \rho(\Gamma) X(\Gamma) Y(\Gamma) \]
we write Zwanzig’s projection operator as
\[ \mathcal{P}Z\mathcal{X}(\Gamma) = \int d\Gamma' \rho(\Gamma') \delta(\Delta(\Gamma') - \Delta(\Gamma)) \mathcal{X}(\Gamma') \mathcal{Y}(\Gamma) \]
\[ = \left. \frac{(\delta(\Delta(\Gamma) - a), \mathcal{X}(\Gamma))}{(\delta(\Delta(\Gamma) - a), 1)} \right|_{a=\Delta(\Gamma)} \]
Zwanzig’s intention was to split the dynamics into a part that depends on \( \Gamma \) solely through the observable and a remaining part. Therefore we focus...
now on functions of the form \( g(\mathbb{A}(\Gamma)) \). Note that eq. 82 defines an inner product on the space of these functions, too. We take an orthonormal basis \( \{ \phi_1(\mathbb{A}(\Gamma)), \phi_2(\mathbb{A}(\Gamma)), \ldots \} \) of this space, which we could construct e.g. by the Gram-Schmidt procedure. Due to completeness, we have

\[
\sum_i \phi_i(\mathbb{A}(\Gamma))\phi_i(\mathbb{A}(\Gamma')) = \frac{\delta(\mathbb{A}(\Gamma) - \mathbb{A}(\Gamma'))}{\delta(\mathbb{A}(\Gamma) - \mathbb{A}(\Gamma'))},
\]

thus we can express Zwanzig’s projection operator as

\[
P^Z = \sum_i (X(\Gamma), \phi_i(\mathbb{A}(\Gamma))) \phi_i(\mathbb{A}(\Gamma)).
\]

However, this is nothing but a Mori projection, eq. 17, on the set of observables \( F := \{ \phi_1(\mathbb{A}(\Gamma)), \phi_2(\mathbb{A}(\Gamma)), \ldots \} \). (Note that the normalization \( (F, F)^{-1} \) which appears in the Mori projector is unity, because \( (\phi_i(\mathbb{A}(\Gamma)), \phi_j(\mathbb{A}(\Gamma))) = \delta_{i,j} \).) We carry out the linear projection in each component and obtain a set of equations of the form of eq. 19

\[
\frac{dF_t}{dt} = \omega F_t + \int_0^t d\tau \ [K](t - \tau)F_\tau + f_t,
\]

where the drift and the memory kernel are square matrices of infinite dimension. So far we have derived an equation for \( F \) rather than \( \mathbb{A} \). To obtain a nonlinear GLE for \( \mathbb{A} \), we use a set of polynomials as basis functions \( \phi_i \) and set \( \phi_1 \propto \mathbb{A} \).

Then the first component of eq. 83 is the equation of motion we have been looking for – we have used a “Mori-type” linear projection operator formalism to derive a “Zwanzig-type” nonlinear equation of motion!

As the projection is linear, there is still a fluctuation-dissipation relation between the kernel and the fluctuating force

\[
\langle f_t \otimes f_0 \rangle = -[K](t) \langle F, F \rangle.
\]

However, this relation does not hold separately for each individual term in the series and thus, in particular, not for the part that is linear in the observable \( \mathbb{A} \). (This is, in essence, why we could not construct a fluctuation-dissipation relation for the nonlinear GLE discussed in sec. 2.4.2.)

Now we extend this approach to non-equilibrium. First we get rid of the explicit time dependence in the Liouvillian and “augment” phase space by one additional dimension, time, i.e. \( \Gamma^a = (\Gamma, t) \), where the superscript \( a \) stands for “augmented phase space”. We denote observable fields on the augmented phase space by \( \mathbb{A}^a(\Gamma^a) \). The equivalent to the Liouville operator is

\[
iL^{a} := \frac{\partial}{\partial \Gamma^a}.
\]

and observables evolve according to the equation

\[
A_t(\Gamma^a) = e^{iL^{a^\ast} t} \mathbb{A}^a(\Gamma^a).
\]
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Next we introduce an inner product on the augmented phase space

\[
(\mathcal{X}^a, \mathcal{Y}^a)_t := \int d\Gamma^a X^a(\Gamma^a) Y^a(\Gamma^a) \rho_N^a(\Gamma^a, t)
\]

\[
= \int d\Gamma^a \rho_N^a(\Gamma^a, 0) \left( e^{i\mathcal{L}^a t} X^a(\Gamma^a) \right) e^{i\mathcal{L}^a t} Y^a(\Gamma^a) ,
\]

where the notation \(\rho_N^a(\Gamma^a, t)\) indicates that we have synchronized the phase space distribution such that \(\rho_N^a(\Gamma^a, t) = \rho_N(\Gamma, t)\delta(\tau - t)\). As above, we define an orthonormal basis \(\{\phi_i^a(\mathbb{A}^a, \tau)\}\) such that

\[
(\phi_i^a(\mathbb{A}^a, \tau), \phi_j^a(\mathbb{A}^a, \tau))_t = \delta_{ij} \quad \forall t .
\]

Note that we will, in general, need a different set of basis functions for each time \(t\). As a generalized version of \(\mathcal{P}^Z\) we define

\[
\mathcal{P}^Z(t) \mathcal{X}(\Gamma) := \frac{\int d\Gamma' \rho_N(\Gamma', t)\delta(\mathbb{A}(\Gamma') - \mathbb{A}(\Gamma))X(\Gamma')}{\int d\Gamma' \rho_N(\Gamma', t)\delta(\mathbb{A}(\Gamma') - \mathbb{A}(\Gamma))} .
\]

Using the basis set and the augmented phase space, this projector can be brought into the form

\[
\mathcal{P}^Z(t) \mathcal{X}^a(\Gamma^a) = \sum_i \left( \int d\Gamma'^{a'} \rho_N^{a'}(\Gamma'^{a'}, t)\phi_i^a(\mathbb{A}^a(\Gamma'^{a'}), \tau)X^a(\Gamma'^{a'}) \right) \phi_i^a(\mathbb{A}^a(\Gamma^a), t)
\]

\[
= \sum_i \left( \int d\Gamma'^{a'} \rho_N^{a'}(\Gamma'^{a'}, 0)\phi_i^a(\mathbb{A}^a(\Gamma'^{a'}), t)X^a(\Gamma'^{a'}) \right) \phi_i^a(\mathbb{A}^a(\Gamma^a), t) .
\]

Note that this expression is not of the form

\[
\frac{(\mathcal{X}^a, \phi^a(\mathbb{A}^a))_t}{(\phi^a(\mathbb{A}^a), \phi^a(\mathbb{A}^a))_t} \phi^a(\mathbb{A}^a) ,
\]

i.e. it is not a Mori projection operator on the augmented space. However, as it is very similar in structure, it can still be inserted straightforwardly into the Dyson-Duhamel identity. We obtain the equation of motion for \(\mathbb{A}\)

\[
\frac{dA_t}{dt} = \sum_i \left( \omega_i(t)\phi_i^a(A_t, t) + \int_s^t d\tau \ K_i(t, \tau)\phi_i^a(A_t, \tau) \right) + f_{s, t} ,
\]

with

\[
\omega_i(t) = \int d\Gamma'^{a'} \rho_N^{a'}(\Gamma'^{a'}, 0)e^{i\mathcal{L}^{a'} t} \left( \phi_i^a(\mathbb{A}^a(\Gamma'^{a'}), t) i\mathcal{L}^a \mathbb{A}^a(\Gamma'^{a'}) \right) ,
\]

\[
K_i(t, \tau) = \int d\Gamma'^{a'} \rho_N^{a'}(\Gamma'^{a'}, 0)e^{i\mathcal{L}^{a'} \tau} \left( \phi_i^a(\mathbb{A}^a(\Gamma'^{a'}), t) i\mathcal{L}^a - \mathcal{P}^Z(\tau) \mathcal{Q}^Z(\tau) \mathcal{G}^{-\tau}(\tau, t) i\mathcal{L}^a \mathbb{A}^a(\Gamma'^{a'}) \right)
\]

and

\[
f_{s, t} = e^{i\mathcal{L}^a s} \mathcal{Q}^Z(s) \mathcal{G}^{-s}(s, t) i\mathcal{L}^a \mathbb{A}^a(\Gamma^a) .
\]
We used the same definitions for $Q$ and $G^-$ as in sec. 3.1.4 but such that the operators act on the augmented phase space.

If we again impose the condition, that $\phi_i^a(A^a) \propto A^a$, we could, in principle, truncate the sum in eq. (86) at $i = 1$ in order to obtain a memory term linear in $A$. However, this sum is not an expansion in a small parameter. We do, in general, not know how large the contributions of the infinitely many other terms are. Thus this kind of truncation does not produce a controlled approximation to the true dynamics.

In ref. [226], Kawai and Komatsuzaki show a derivation which is similar in spirit to the one discussed here. Surprisingly, in the summary of their results, they write that the “extended fluctuation dissipation theorem holds generally for any irreversible system”, although this is not the case for eq. (64) of ref. [226], resp. for eq. (86). We presume that this statement refers to the approximation which they present in the last part of ref. [226]. There, Kawai and Komatsuzaki prove that the irreversible GLE, which had been introduced by Hernandez and Somer based on phenomenological arguments [229, 230, 231, 232], is obtained if one truncates the expansion in $\phi_i(A^a, t)$ at the first order. For this approximation, there is indeed a version of the fluctuation-dissipation relation, but as in the case of the truncation discussed above, the resulting equation of motion does not produce a controlled approximation to the exact dynamics.

In summary, nonlinear versions of the nsGLE can be derived by means of a suitable series expansion. However the relation of the “drift” term $\sum_i \omega_i(t) \phi_i^a(A, t)$ to a time-dependent potential of mean force is not obvious, and the memory term $\sum_i \int_t^s d\tau K_i(t, \tau) \phi_i^a(A, \tau)$ contains polynomials of all orders in the observable.

3.3. Numerical Methods

3.3.1. Non-Equilibrium Memory Kernels

The formalism of sec. 3.2.2 can be used to show that the structure of the equation of motion for the autocorrelation function of an observable, $C(t', t) = \langle A(t') A(t) \rangle_{\text{NEQ}}$, remains invariant even in the case of explicitly time-dependent dynamics

$$\frac{dC(t', t)}{dt} = \omega(t)C(t', t) + \int_{t'}^t C(t', \tau) K(t, \tau) d\tau. \quad (87)$$

Unfortunately, most of the numerical methods presented in sec. 2.6.5 rely on numerical deconvolution schemes thus they require the integral term to be a convolution product of the form $\int_0^t d\tau K(t - \tau)C(\tau)$. However, it is still possible to extract $K(t, \tau)$ numerically from experimental data or simulation data of $C(t', t)$ efficiently. We begin by constructing the memory kernel through a Picard iteration [27]. To this end we define functions
\[ j_0(t', t), S_n(t', t) \] and \( J(t', t) \) as
\[
j_0(t', t) := \frac{1}{C(t', t')} \frac{\partial}{\partial t'} [C(t', t') - C(t', t)]
\]
\[
S_0(t', t) := \frac{1}{C(t', t')} \frac{\partial C(t', t)}{\partial t'}
\]
\[
S_{n+1}(t', t) := \int_{t'}^{t} \mathrm{d} \tau S_n(t', \tau) S_0(\tau, t)
\]
\[
J(t', t) := j_0(t', t) + \sum_{n=0}^{\infty} \int_{t'}^{t} \mathrm{d} \tau S_n(t', \tau) j_0(\tau, t)
\]
(88)

The memory kernel \( K(t', t) \) in eq. 87 is the time derivative of \( J(t', t) \)
\[ K(t', t) = \frac{\partial J(t', t)}{\partial t} \].

Now we split the recursion relation for \( S_n \) in eq. 88 into a “forward part” \((t' > t)\) and a “backward part” \((t' < t)\)
\[
S_{n+1}(t', t) = \begin{cases} 
\int_{t'}^{T} \mathrm{d} \tau \Theta(\tau - t') S_n(t', \tau) \Theta(t - \tau) S_0(\tau, t) & \text{if } t' > t \\
- \int_{0}^{t} \mathrm{d} \tau \Theta(t' - \tau) S_n(t', \tau) \Theta(\tau - t) S_0(\tau, t) & \text{if } t' < t
\end{cases}
\]
(90)

where \( \Theta \) is the Heaviside function, and \( T \) is the total duration for which we have measured the correlation function. We define the functions \( \overline{S}_n \) and \( \underline{S}_n \) (the symbols indicate functions that will later be replaced by upper triangular and lower triangular matrices)
\[
\overline{S}_n(t', t) := S_n(t', t) \Theta(t - t')
\]
\[
\underline{S}_n(t', t) := S_n(t', t) \Theta(t' - t)
\].

With these definitions, we write eq. 90 as
\[
S_{n+1}(t', t) = \begin{cases} 
\int_{t'}^{T} \mathrm{d} \tau \overline{S}_n(t', \tau) \overline{S}_0(\tau, t) & \text{if } t' > t \\
- \int_{0}^{T} \mathrm{d} \tau \overline{S}_n(t', \tau) \overline{S}_0(\tau, t) & \text{if } t' < t
\end{cases}
\]
(91)

When we use data from computer simulations or experiments, it has usually been measured at discrete times. For simplicity, we assume that the measurements were timed evenly with an increment \( \Delta t \). Hence all two-time functions introduced above can be interpreted as matrices, e.g. \( S_n(t', t) = S_n(i \Delta t, j \Delta t) = [S]_{i,j} \). Then eq. 91 can be written as
\[
[S]_{n+1} = [S] [S]_0 \begin{pmatrix} \Delta t \\ \end{pmatrix} \rightarrow \ [S]_n = [S]_0 \begin{pmatrix} \Delta t\end{pmatrix}^{n+1}
\]
\[
[S]_{n+1} = - [S] [S]_0 \begin{pmatrix} \Delta t \\ \end{pmatrix} \rightarrow \ [S]_n = (-1)^n \begin{pmatrix} \Delta t\end{pmatrix}^{n+1}
\]
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If we exclude the diagonal elements from either the lower or the upper triangular matrices, then \([S]_n = [S]_n^\top + [S]_n^\bot\). In summary, we can write eq. (89) as

\[
\begin{align*}
[J]^\top &= \sum_{n=0}^{\infty} \left( [S]^\top \Delta t \right)^n [j]^\top \\
&= (I - [S]^\top \Delta t)^{-1} [j]^\top \quad \text{resp.} \quad [J]^\bot = (I + [S]^\bot \Delta t)^{-1} [j]^\bot,
\end{align*}
\]

where I is the identity matrix. This provides us with a simple recipe to compute the memory kernel:

- Take a numerical time derivative of \(C(t',t)\).
- Compute \([S]^\top, [S]^\bot, [j]^\top\) and \([j]^\bot\).
- Invert \((I + [S]^\bot \Delta t)^{-1}\) resp. \((I - [S]^\top \Delta t)^{-1}\).
- Construct \([J]\) and take the time derivative numerically to obtain \([K]\).

Hence, by means of a numerical derivative, a matrix inversion and another numerical derivative, \(K(t,\tau)\) can be constructed easily from experimental data. Further details regarding this method can be found in ref. [163, 164].

Due to the existence of a fluctuation-dissipation relation, eq. (65), it is straightforward to interpret the linear nsGLE, eq. (62), as a stochastic equation of motion, i.e., we replace the fluctuating force \(f_{0,t}\) by a stochastic process \(\xi_{0,t}\) which fulfills

\[
K(t,t') = -\frac{\langle \xi_{0,t}\xi_{0,t'} \rangle}{\langle |A_t|^2 \rangle}.
\]

(For the nonlinear version, eq. (33), the construction of a stochastic alternative to the fluctuating force is not as obvious, because there is no fluctuation-dissipation relation.) Then we can generate coarse-grained stochastic dynamics by means of the method of additional stochastic variables introduced by Berkowitz [179] (sec. 2.6.5) in combination with the method to reconstruct non-stationary kernels, which we just described. I.e., we interpret \(K(t,t')\) as a family of functions \(K^t(t-t')\) and fit each of them by a series

\[
K^t(t-t') = \sum_j k^t_j \exp \left( -\frac{1}{\tau^t_j} \right) \cos \left( (t-t')\omega^t_j - \phi^t_{j,t} \right)
\]

(Note that the superscript \(t\) is the label of the fit function and coefficients here. It does not indicate a power of \(t\).) Then we generate Markovian stochastic processes which fulfill eq. (65) for each \(K^t\) and use those to construct the coarse-grained dynamics. The trajectories produced in this way are correct on the level of the ensemble average as well as the fluctuations. Note that they will, in general, be different from the ones generated by eq. (26), as eq. (62) is exact, while eq. (26) contains approximations.
3.3.2. Markov State Models

In this section we focus on the construction of coarse-grained Markovian models for non-equilibrium processes. As in sec. 2.6.4 we follow ref. [143] and consider a time-continuous stochastic process \( \{ \vec{x}_t \}_{t \geq 0} \) on the space of particle position \( X \subset \mathbb{R}^{3N} \) with a probability density \( p : X \times X \rightarrow \mathbb{R}_{\geq 0} \), where \( p(\vec{y}, \vec{x}; s, t) \) is the conditional probability density of \( N \) particles being at positions \( \vec{x} \) at time \( t \) given that they were at \( \vec{y} \) at time \( s \). Now we need to distinguish between the propagator of a density of states \( f(\vec{x}) \)

\[
P_{s,t} f(\vec{x}) := \int_X f(\vec{y}) p(\vec{y}, \vec{x}; s, t) \, d\vec{y} ,
\]

the corresponding transfer operator \( T_{s,t} : L^2_{\mu_s} \rightarrow L^2_{\mu_t} \) with respect to an initial density \( \mu_s \) and a final density \( \mu_t = P_{s,t} \mu_s \)

\[
T_{s,t} u(\vec{x}) := \frac{1}{\mu_t(\vec{x})} \int_X u(\vec{y}) \mu_s(\vec{x}) p(\vec{y}, \vec{x}; s, t) \, d\vec{y} = \frac{1}{\mu_t(\vec{x})} P_{s,t}(u \mu_s) \quad (92)
\]

and the Koopman operator which propagates an observable \( A(\vec{x}) \)

\[
K_{s,t} A(\vec{x}) := \int_X p(\vec{x}, \vec{y}; s, t) A(\vec{y}) \, d\vec{y} .
\]

\( T_{s,t} \) is still the adjoint of \( K_{s,t} \), but in contrast to the equilibrium case, they are not identical.

To construct a non-equilibrium Markov State Model (neMSM), we first need to specify what constitutes a good model. The spectrum of \( T_{s,t} \) will not provide us with a useful set of relaxation times, as the dynamics is not stationary, i.e. the eigenvalues depend on the initial time \( s \) as well as the lag time \( t - s \). Hence, in contrast to the equilibrium case, the quality of a neMSM cannot simply be determined by how well it approximates the eigenfunctions to the largest eigenvalues of the propagator. Instead, as we would like to predict the evolution of a system, the minimization of the propagation error is a reasonable objective. In other words, a good neMSM is a rank-\( k \) projection of \( T_{s,t} \) (with \( k \) preferably small), for which the difference between the evolution of a density according to eq. (92) and the corresponding evolution in the neMSM is minimized.

As in the equilibrium case, we obtain the optimal reduced transfer operator \( T^k_{s,t} \) by means of a variation of the projection operator. However, here we need to take into account that \( L^2_{\mu_s} \) is not identical to \( L^2_{\mu_t} \), hence we will need two projection operators \( Q(s) : L^2_{\mu_s} \rightarrow V_s \subset L^2_{\mu_s} \) and \( Q(t) : L^2_{\mu_t} \rightarrow V_t \subset L^2_{\mu_t} \) such that

\[
T^k_{s,t} = Q(t) T_{s,t} Q(s) .
\]

Expressed as a variational problem, the optimal model is the one for which

\[
T^k_{s,t} = \arg\min_{T' = Q'(t) T_{s,t} Q'(s)} \| T_{s,t} - T^k_{s,t} \| , \quad (93)
\]

\[^{10}\text{Note that the symbol } Q \text{ does not imply orthogonality here. In this section, the symbol } P \text{ is already in use for the propagator. Therefore we needed another symbol for the projector.} \]
where the rank of $Q'(t)$ and $Q'(s)$ is $k$ and $\| \circ \|$ indicates the induced operator norm of operators mapping $L^2_{\mu_s}$ to $L^2_{\mu_t}$. Eq. 43 is solved by a singular value decomposition, i.e. we pick the $k$ largest singular values $\sigma_1 \geq \ldots \geq \sigma_k$ of $\mathcal{T}_{s,t}$ and their corresponding right and left singular vectors $\phi_i$ and $\psi_i$ ($\mathcal{T}_{s,t} \phi_i = \sigma_i \psi_i$) and set

$$Q'(s) \circ = \sum_{i=1}^{k} (\phi_i, \circ)_{\mu_s} \phi_i \quad , \quad Q'(t) \circ = \sum_{i=1}^{k} (\psi_i, \circ)_{\mu_t} \psi_i \quad .$$

Note that we did not write out the dependence of $\psi_i, \phi_i$ and $\sigma_i$ on the times $s$ and $t$ to avoid cluttering the equations. Similarly to the equilibrium case, this optimization problem can be tackled numerically [146].

The question is, how to interpret the eigenfunctions of the projectors once we have found them. In ref. [233, 143] Koltai and co-workers argue, if there are sets on which the eigenfunctions are almost constant, then these sets define metastable states. As we need to consider two different types of eigenfunctions, $\psi_i$ and $\phi_i$, in the non-equilibrium case, the initial metastable states will in general be different from the final ones. $\mathcal{T}_{s,t}^k$ then provides us with the transition rates between these states. However, for a general non-equilibrium problem such sets do not necessarily exist.

An interesting special case of non-equilibrium Markov State Modelling considers systems under periodic external driving [234, 235, 236, 237]. As such systems eventually enter a non-equilibrium steady state (NESS), the interpretation and analysis of the coarse-grained dynamics is less involved than in the general case. We briefly review a method to tackle this problem, which Knoch and Speck introduced in a series of articles [235, 236, 237]. Instead of the continuous state space $X$ we consider a discrete and finite space (note that this is the space of the “microscopic” degrees of freedom which we intend to coarse-grain, not the state space of the coarse-grained model). Again, we assume that some degrees of freedom have already been integrated out such that the dynamics is stochastic and governed by a Master equation (see sec. 2.6.4)

$$P_j(t + dt) = P_j(t) \left( 1 - \sum_{j \neq i} k_{ij}(t) dt \right) + \sum_{j \neq i} P_i(t) k_{ij}(t) dt \quad ,$$

where $P_i(t)$ is the probability of finding the system in a state $i$ at time $t$ and $k_{ij}(t)$ is the rate of going from state $i$ to cell $j$, for which we have now allowed a time-dependence. We define the rate matrix $[\mathcal{K}](t)$ such that $\mathcal{K}_{i,i}(t) = -\sum_{j \neq i} k_{ij}(t)$ and $\mathcal{K}_{i \neq j}(t) = k_{ji}(t)$ to obtain

$$\frac{dP(t)}{dt} = P(t) \cdot [\mathcal{K}](t) \quad .$$

Note that $[\mathcal{K}](t)$ is the equivalent of the conditional probability density $p(\vec{y}, \vec{x}; s, t)$ used above, and not to $\mathcal{K}$. For a general rate matrix $[\mathcal{K}](t)$, eq. 94 cannot be solved in closed form. However, if $[\mathcal{K}](t)$ is periodic, i.e. $[\mathcal{K}](t + T) = [\mathcal{K}](t)$,
one can construct a time-independent rate matrix, which produces the same steady-state dynamics. We define averaged occupation probabilities and fluxes

$$\bar{P}_i := \frac{1}{T} \int_{t}^{t+T} d\tau \, P_i(\tau)$$

and

$$\bar{\Phi}_{ij} := \frac{1}{T} \int_{t}^{t+T} d\tau \, P_i(\tau) \, K_{ij}(\tau) \ .$$

Before we coarse-grain the dynamics, we search for a time-independent matrix $[\tilde{K}]$ which produces the same $\bar{P}_i$ and currents $\bar{J}_{ij} := \bar{\Phi}_{ij} - \bar{\Phi}_{ji}$. To solve this task, we make use of the fact that, due to Floquet’s theorem \[238\], the periodicity of the rate matrix is reflected in the solution of eq. \[94\]

$$P(t + nT) = P(t) \cdot (P(T))^n \ , \quad n \in \mathbb{N} \ .$$

The time-independent part $P(T)$ can be interpreted as the stationary solution of a Markov process with a time-independent rate $[\tilde{W}]$, $P(T) = \exp(\tilde{W}T)$. As $P(T)$ is identical to the stationary solution for $\bar{P}$, the first part of the task is easily solved, and $[\tilde{W}]$ could be coarse-grained with the methods we described in sec. 2.6.4. However, the coarse-graining scheme also needs produce the correct fluxes.

To address the condition on the fluxes, we note that due to the periodicity of the driving field the system will reach a NESS. However, in the NESS it will not obey detailed balance but rather contain cycles of states $(i \to j \to \ldots \to i)$ along which currents will flow. These currents are associated to entropy production. On average in a transition from a state $i$ to a state $j$ entropy is produced with a rate

$$\frac{dS}{dt} = \frac{1}{2} \sum_{ij} J_{ij} \ln \left( \frac{\Phi_{ij}}{\Phi_{ji}} \right) ,$$

where $\Phi_{ij} = \bar{P}_i \tilde{W}_{ij}$ and $J_{ij} := \Phi_{ij} - \Phi_{ji}$. The algorithm proposed by Knoch and Speck constructs a coarse-grained model by grouping cycles into clusters. The original system is replaced by a set of representatives for these clusters and the transition rates between the representative cycles are determined under the condition that the entropy production rate $\frac{dS}{dt}$ is preserved. Thus the coarse-grained model is consistent, on average, in the sense of non-equilibrium thermodynamics and it can be used to study e.g. work relations.

4. Summary

To obtain a model of a physical process that can be understood and used by humans, the equations of motion of a large number of microscopic particles need to be reduced to effective equations for a small set of relevant observables. This is the task of coarse-graining. In this review, we discussed systematic coarse-graining methods, both analytical and numerical, for systems in equilibrium and
in non-equilibrium steady-states, systems relaxing into equilibrium and systems fully out of equilibrium, e.g. due to time-dependent external driving.

In the section on systems in equilibrium we recalled the approach via the BBGKY-hierarchy and the projection operator formalisms of Zwanzig and Mori. We devoted a larger part of this section to a detailed analysis of the nonlinear generalized Langevin equation with a potential of mean force, as this equation is used frequently to analyze simulation data in the context of biomolecular modelling and modelling of soft materials. We showed that, in general, a nonlinear potential of mean force is accompanied by a nonlinear memory term and that there is no fluctuation-dissipation theorem that would relate the memory kernel of the nonlinear GLE to the corresponding fluctuating force. Arguments supporting the contrary, which have been brought forward in the literature, seem to be based on a misunderstanding regarding the exchangeability of various projection operators.

After the discussion of analytical equilibrium methods, we presented an overview of numerical methods used in the simulation of soft materials and biological systems such as united-atom models, Dissipative Particle Dynamics, Markov State Models and methods to construct memory kernels. In the case of equilibrium dynamics, many of these methods can be derived systematically from the underlying microscopic dynamics under certain assumptions, such as e.g. time-scale separation or purely pairwise interactions on the coarse-grained level. In principle, the user of such simulation methods should test whether these assumptions hold before choosing a specific method.

We then moved to coarse-graining methods for systems that relax into equilibrium. The approach via the BBGKY hierarchy can, in principle, be applied straightforwardly in this context, however the equations get so involved that one hardly makes progress beyond the level of the Boltzmann equation and the Vlasov equation. Projection operators seem to be better suited to non-equilibrium dynamics. We briefly reviewed some of the work by Grabert on time-dependent projection operators and recalled how this formalism can be used to derive Dynamic Density Functional Theory, the non-stationary Generalized Langevin Equation and the non-stationary Generalized Fokker-Planck Equation. These equations are already considerably more difficult to handle than their equilibrium counterparts. Therefore care is needed if one intends to use the standard methods described in the equilibrium section to simulate relaxing systems, such as e.g. materials undergoing phase transitions or molecules undergoing conformational changes.

Finally we reviewed several approaches that have recently been introduced to coarse-grain systems which are fully out of equilibrium, such as active systems or systems under time-dependent external driving. We recalled the concept of power functionals by Schmidt and Brader, which allows the non-equilibrium current density to be derived by means of a variational principle. Then we showed how a time-dependent projection operator of the Mori-type can be used to derive a linear, non-stationary Generalized Langevin equation. Due to the linear projection operator, the memory kernel and the fluctuating force of this equation fulfill a fluctuation-dissipation relation even for systems under external...
driving. In the last section on analytical methods, we presented a pathway to a nonlinear, non-stationary Generalized Langevin equation via a series expansion of a nonlinear projection operator.

We note that the equations discussed in sec. 3.2 are exact. If one wishes to describe a non-equilibrium system by means of a simpler form of the Langevin equation, this constitutes an approximation which needs to be justified. This observation is relevant to several fields of physics that are currently subject to intensive research activity. In the field of stochastic thermodynamics a Markovian version of the Langevin equation is widely used to describe non-equilibrium systems which are in contact with a heat bath [239, 240]. Fluctuation theorems, which are derived in this context, such as e.g. Jarzynski’s equality [241], are powerful statements regarding non-equilibrium entropy production, but they need to be taken with a grain of salt given that the underlying equation of motion is that of an already simplified, coarse-grained model. In the field of active matter there has recently been a large number of publications, in which the non-equilibrium nature of active systems is discussed, but at the same time the Langevin equation (or the nonlinear Generalized Langevin equation with a linear memory kernel) is used under the assumption that the fluctuation-dissipation theorem holds. Similar observations can be made in the field of biomolecular simulation. It would certainly be interesting to use the equations discussed in sec. 3.2 in these research contexts in order to have a more controlled approach to coarse-grained non-equilibrium dynamics.

In the final section of this review, we addressed numerical methods to handle coarse-grained models out of equilibrium. There are not many. The author is convinced that it is a worthwhile endeavour to develop such methods and to apply them in soft matter physics, biomolecular modelling and fluid dynamics.
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