New invariants of Gromov–Hausdorff limits of Riemannian surfaces with curvature bounded below

Semyon Alesker · Mikhail G. Katz · Roman Prosanov

Abstract
Let \( \{X_i\} \) be a sequence of compact \( n \)-dimensional Alexandrov spaces (e.g. Riemannian manifolds) with curvature uniformly bounded below which converges in the Gromov–Hausdorff sense to a compact Alexandrov space \( X \). The paper (Alesker in Arnold Math J 4(1):1–17, 2018) outlined (without a proof) a construction of an integer-valued function on \( X \); this function carries additional geometric information on the sequence such as the limit of intrinsic volumes of the \( X_i \). In this paper we consider sequences of closed 2-surfaces and (1) prove the existence of such a function in this situation; and (2) classify the functions which may arise from the construction.
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1 Introduction

1.1 Background and general overview of main results

1 Much work has been done on the behavior of Riemannian manifolds and, more generally, Alexandrov spaces with respect to the Gromov–Hausdorff (GH) convergence when the sectional curvature is uniformly bounded below, see e.g. [2, 6, 7] and references therein. The first author formulated in [1] a few conjectures on the behavior of the intrinsic volumes (or, in equivalent terminology, Lipschitz–Killing curvatures) on such spaces. One of the new ingredients in terms of which the conjectures were formulated and which is central for the current paper concerns the so-called constructible functions on the limiting space. Let \( \{X^\alpha_n\} \) be a sequence of such spaces of dimension \( n \) which converges in the GH-sense to a compact Alexandrov space \( X \). Then after choosing a subsequence one can define an integer-valued function \( F : X \to \mathbb{Z} \) (see below). In some sense the function \( F \) is unique up to the natural action of the group of isometries of \( X \), see below for the precise statement. In the no collapse case, i.e. \( \dim X = n \), \( F \) is equal to 1: first Petrunin [26] mentioned that he possessed a proof, then V. Kapovitch supplied us with a proof of this fact, see Theorem 6.13. The function \( F \) is constant on the strata of the Perelman–Petrunin stratification [11]. The latter notion was developed in [24]. The function \( F \) carries extra geometric information for collapsing sequences and was used in the formulation of conjectures in [1]; a very special case of this connection is discussed in Subsection 6.8 below. The construction of \( F \) was motivated by the construction of a nearby cycle known in algebraic geometry (see e.g. [9]; for its version in real analytic geometry see [10], Theorem 3.7) although the current technical set up is very different.

2 The goals of this paper are

(1) to give a rigorous construction of \( F \) in the case of sequences of closed 2-surfaces with

---

1 Before Fujioka’s work [11], Petrunin [26] mentioned to the first author that he has a proof, although did not publish it.
metrics of curvature uniformly bounded below in the sense of Alexandrov (in particular for closed smooth surfaces of Gaussian curvature uniformly bounded from below). Although the general case was very recently treated in [11], our treatment of the 2-dimensional case is independent and more elementary.

(2) we classify the functions $F$ arising on the limit space in the above situation. Actually we do that in a more precise form discussed below.

As a direct consequence, we verify one of the general conjectured properties of $F$ in the above situation of sequences of closed 2-surfaces.

3 Before we state the main results, let us describe a version of the nearby cycle construction. Let $\{X^n_i\}$ be a sequence of compact $n$-dimensional Alexandrov spaces with curvature uniformly bounded from below. Let it GH-converge to a compact Alexandrov space $X$. Let $\{d_i\}$ be any metrics on the disjoint union $X_i \coprod X$ extending the original metrics on $X_i$ and $X$ and such that the Hausdorff distance $d_i, H(X_i, X) \to 0$ as $i \to \infty$.

Let $x \in X$. For $\varepsilon > 0$ denote

$$B_{i,x}(\varepsilon) = \{ y \in X_i | d_i(y, x) < \varepsilon \}. \quad (1.1.1)$$

Then there exists a subsequence, denoted in the same way, with the following properties. There exists $\varepsilon_0 > 0$ such that for all $0 < \delta_1 < \delta_2 < \varepsilon_0$ there exists $i_0 \in \mathbb{N}$ (depending on $x$, $d_i$, $\varepsilon_0$, $\delta_1$, $\delta_2$, and the subsequence) such that for any $i > i_0$, any $a \in \mathbb{Z}_{\geq 0}$, and any field $\mathbb{F}$ the image of the natural map in the $a$th cohomology

$$H^a(B_{i,x}(\delta_2); \mathbb{F}) \to H^a(B_{i,x}(\delta_1); \mathbb{F})$$

has dimension independent of $i$, $\delta_1$, $\delta_2$. Let us denote this dimension by $h^a(x)$. The function $x \mapsto h^a(x)$ is unique up to isometries in the following sense. Let a similar function $\tilde{h}^a$ be constructed using different metrics $\tilde{d}_i$ on $X_i \coprod X$ and using a subsequence of the subsequence leading to $h^a$. Then there exists an isometry $\alpha$ of $X$ such that $\tilde{h}^a = h^a \circ \alpha$.

The function in question $F: X \to \mathbb{Z}$ is defined by $F(x) := \sum_a (-1)^a h^a(x)$. The functions $h^a$ are the main focus of the present paper when $\{X_i\}$ are closed 2-surfaces with Alexandrov metrics of curvature uniformly bounded below. We show, in particular, that the described construction of $h^a$ is well defined in this case of surfaces. Furthermore we classify in all cases the $h^a$ as functions on the limiting space.

4 Before describing the main results, let us recall a few well-known facts on the topology and geometry of 2-surfaces. Any topological closed 2-surface is homeomorphic to exactly one surface from the following list:

(1) the 2-sphere;
(2) the connected sum of $g$ copies of the 2-torus where $g \geq 1$.
(3) the connected sum of $k$ copies of the real projective plane where $k \geq 1$.

Surfaces of types (1) and (2) are orientable, while of type (3) are not orientable. It follows that a surface is defined uniquely up to a homeomorphism by its Euler characteristic and whether it is orientable or not.

5 Consider now surfaces with metrics of curvature bounded below in the sense of Alexandrov (see Definition 2.3 below). Such metrics include smooth Riemannian metrics with a lower bound on the Gaussian curvature. It is well known that given a lower bound $\kappa$ on the curvature (or on the Gaussian curvature in the smooth case) and an upper bound $D$
on the diameter, there exist only finitely many homeomorphism types of surfaces admitting such metrics. Hence if a sequence of closed surfaces \( \{X_i\} \) of curvature uniformly bounded from below GH-converges to a compact space \( X \) then in the sequence there are only finitely many homeomorphism types. Thus after a choice of subsequence one can assume that all \( X_i \) have a fixed homeomorphism type. This will be assumed throughout the rest of text.

### 1.2 The main results

1 Let us state the main results of the paper. Consider a sequence \( \{X_i\} \) of closed 2-surfaces of given homeomorphism type and of curvature uniformly bounded below. Assume it GH-converges to a compact metric space \( X \). By Burago–Gromov–Perelman [7] (see also [6]) \( X \) is an Alexandrov space of (integer) dimension at most 2. If \( \text{dim } X < 2 \) one says that a collapse occurs. It is well known (see e.g. Proposition 6.4 below) that a collapse may happen precisely for sequences of surfaces of non-negative Euler characteristic, i.e. for spheres, real projective planes, tori, and Klein bottles.

Theorem 6.13 below says that in the no collapse case \( h^0 \equiv 1 \) and \( h^a \equiv 0 \) for \( a \neq 0, 1 \), in particular \( F \equiv 1 \); this is not only for surfaces but for any non-collapsing sequences of compact \( n \)-dimensional Alexandrov spaces of curvature uniformly bounded from below. This theorem is an easy consequence of the more general Theorem 6.14 below due to Kapovitch [17].

Let us assume now that \( \text{dim } X = 0 \), i.e. \( X \) is a point. This case is trivial: by the definition of \( h^a \) one has \( h^a = \text{dim } H^a(X_i; \mathbb{F}) \). Note that all four homeomorphism types of closed 2-surfaces admitting a collapse (i.e. sphere, torus, real projective plane, and Klein bottle) may actually collapse to a point while the curvature is uniformly bounded from below.

Let us consider the case \( \text{dim } X = 1 \) which is the main one for this paper. Then it is well known that \( X \) is isometric either to a circle or a closed segment. As we have mentioned, by Proposition 6.4 the \( X_i \) must have non-negative Euler characteristic. Let us consider them case by case.

1. (1) Let \( \{X_i\} \) be homeomorphic to the 2-sphere. Then we show (see Theorem 6.7(2)) that necessarily \( X \) is a segment rather than a circle.\(^3\) Furthermore Theorem 6.5 says that \( h^0 \equiv 1, h^a \equiv 0 \) for \( a \neq 0, 1 \), and

\[
h^1(x) = \begin{cases} 1 & \text{if } x \in \text{int}(X), \\ 0 & \text{if } x \in \partial X. \end{cases}
\]

(2) Let \( \{X_i\} \) be homeomorphic to the real projective plane. By Theorem 6.7(2) \( X \) is a segment but not a circle. By Theorem 6.8 \( h^a \equiv 0 \) for \( a \neq 0, 1, h^0 \equiv 1 \). Furthermore \( h^1(x) = 0 \) if \( x \in \text{int}(X) \), and \( h^1(x) = 0 \) for one of the boundary points of \( X \), and \( h^1(x) = 1 \) for another boundary point.

(3) Let \( \{X_i\} \) be homeomorphic to the torus. Katz [15] and independently Zamora [35] have shown that \( X \) must be a circle but not a segment. Theorem 6.7 says that in this case \( h^a \equiv 0 \) for \( a \neq 0, 1 \), and \( h^0 = h^1 \equiv 1 \).

(4) Let \( \{X_i\} \) be homeomorphic to the Klein bottle. In this case both options of segment and circle for \( X \) are possible. In either case \( h^a \equiv 0 \) for \( a \neq 0, 1 \), and \( h^0 = h^1 \equiv 1 \) by Theorem 6.11.

\(^3\) It is likely that this result is folklore.

\[\text{Springer}\]
As an application of this computation of $h^a$, we verify the general conjectural property of the function $F := \sum a(-1)^a h^a$: its integral over the limiting space $X$ with respect to the Euler characteristic is equal to the Euler characteristic of the $X_i$'s (which are equal to each other after a choice of subsequence), see Proposition 6.16.

**Remark 1.1** This application was proven in a much greater generality in the recent preprint by Fujioka [11].

3 The main tools in this paper are the Yamaguchi fibration theorem [34] and Alexandrov’s realization theorems [3, 4]. While the former works for any dimension of $\{X_i\}$, the latter is specific to dimension 2.

4 The motivation of this paper comes from conjectures [1] on the behavior of the intrinsic volumes (also known as the Lipschitz-Killing curvatures) on Riemannian and Alexandrov spaces under the GH-convergence.

### 1.3 Organization of the paper

The paper is organized as follows. In Sect. 2 we review convexity in the hyperbolic space. Most of the results of this section are either well known or folklore; we provide references whenever possible and provide proofs otherwise. The material of this section will be used in Sect. 6 in the study of the collapse of 2-spheres.

In Sect. 3 we study the functions $h^a$ when the GH-convergence is replaced by the Hausdorff convergence of convex bodies in the hyperbolic space $\mathbb{H}^n$. This will be used in Sect. 6 in the study of the collapse of 2-spheres and real projective planes via Alexandrov’s realization theorem.

In Sect. 4 we discuss mostly known or folklore facts on Riemannian submersions and the Yamaguchi map between smooth Riemannian manifolds. This will be used in Sect. 6 in the study of the collapse of tori and Klein bottles.

In Sect. 5 we introduce the notion of $G$-equivariant GH-convergence when $G$ is a finite group and prove a $G$-equivariant version of Gromov’s compactness theorem. Then a version of $G$-equivariant Yamaguchi map is constructed in a very special situation sufficient for the purposes of this paper; this is done essentially by repeating Yamaguchi’s construction [34]. We will use this material in Sect. 6 in the study of the collapse of real projective planes and Klein bottles; only the group $G = \mathbb{Z}_2$ will be needed.

In Sect. 6 we prove the main results of this paper.

### 1.4 Relation to the work of Shioya and Yamaguchi

Shioya and Yamaguchi [31] studied the properties of the Yamaguchi fibration and collapse in the 3-dimensional case. In particular, they studied the homeomorphism types of the metric balls inside collapsing 3-dimensional manifolds. Their techniques could be applied also in the easier 2-dimensional case, and could be used to give an alternative proof of the results of our paper. Note, however, that the methods of our paper are more elementary. Thus their approach relies on deep (even in dimension 2) facts from the Alexandrov geometry such as the generalized soul theorem and the parameterized stability theorem. The former is not used in our paper, the latter is used only in the no-collapse case. In our study of collapse to the segment we exploit the Alexandrov realization theorem, a totally different tool from those used in [31].
2 Convexity in hyperbolic space

In this section we review a few facts on the geometry of convex subsets of the hyperbolic space, CBB(−1) spaces, and Alexandrov’s results on isometric realization of CBB(−1) metrics on the 2-sphere as boundaries of convex subsets in hyperbolic 3-space. The principal results of this section are Proposition 2.5 and Theorem 2.10, but they seem to be folklore.

2.1 Busemann–Feller lemma

The following result due to Milka [20] is a hyperbolic version of the Busemann–Feller lemma in Euclidean space.

**Theorem 2.1** Let \( K \subset \mathbb{H}^n \) be a closed convex subset of the hyperbolic space. Then

1. for any point \( x \in \mathbb{H}^n \) there exists a unique nearest point from \( K \);
2. the map \( \mathbb{H}^n \rightarrow K \) sending a point from \( \mathbb{H}^n \) to its nearest point from \( K \) is a 1-Lipschitz map.

The following corollary should be well known but we have no reference.

**Corollary 2.2** Let \( K_1 \subset K_2 \subset \mathbb{H}^2 \) be 2-dimensional convex compact subsets of the hyperbolic plane. Then

\[ \text{length}(\partial K_1) \leq \text{length}(\partial K_2). \]

**Proof** Let \( r : \partial K_2 \rightarrow \partial K_1 \) be the restriction to \( \partial K_2 \) of the nearest point map to \( K_1 \). By the Busemann–Feller lemma it is 1-Lipschitz. It is easy to see that \( r \) is onto. The result follows. 

Q.E.D.

2.2 Klein model of hyperbolic space

The Klein model of the \( n \)-dimensional hyperbolic space \( \mathbb{H}^n \) is the open unit Euclidean ball \( \mathbb{B}^n = \{ x_1^2 + \cdots + x_n^2 < 1 \} \) equipped with the Riemannian metric

\[ ds^2 = \frac{\sum_{i=1}^n dx_i^2}{1 - |x|^2} + \left( \frac{\sum_{i=1}^n x_i dx_i}{1 - |x|^2} \right)^2, \]

where \( |x|^2 = \sum_{i=1}^n x_i^2 \) is the square of the Euclidean norm.

The relevant property of this metric to be used later is that its geodesic lines are precisely the intersections of affine lines in \( \mathbb{R}^n \) with the open ball \( \mathbb{B}^n \).

2.3 CBB(−1) metrics

Let us recall a few definitions. Let \( S \) be a topological 2-dimensional manifold, i.e. a surface. Let \( d \) be a complete intrinsic metric on \( S \) inducing the given topology on it. By intrinsic we mean that the distance between each pair of points is equal to the infimum of lengths of all rectifiable paths connecting them. Then this infimum is achieved: there exists a shortest path between any two points. This is a corollary of the Arzela–Ascoli theorem, see [6], Theorem 2.5.23. Let \( \psi, \chi \) be two shortest paths in \( (S, d) \) issuing from a common point \( x \). Let \( y \in \psi \) be the point at distance \( a \) from \( x \) and \( z \in \chi \) be the point at distance \( b \) from \( x \). Consider the hyperbolic triangle with side lengths \( a, b \) and \( d(y, z) \) and let \( \lambda(a, b) \) be the angle opposite
to the side of length $d(y, z)$. The following definition was introduced in [7], Section 2.7, in the multi-dimensional situation.

**Definition 2.3** We say that $d$ is a $CBB(-1)$ metric on $S$ if $d$ is complete, intrinsic and for each $x \in S$ there exists a neighborhood $U \ni x$ such that the function $\lambda(a, b)$ is a nonincreasing function of $a$ and $b$ for every $\psi, \chi$ issuing from $x$, in the range $a \in [0; a_0], b \in [0; b_0]$ where the respective points $y, z$ belong to $U$.

Important examples of $CBB(-1)$ surfaces are convex surfaces in the hyperbolic space $H^3$ endowed with the induced intrinsic metric; in case they are $C^2$-smooth the latter condition is equivalent to have the Gaussian curvature at least $-1$.

Another example of a $CBB(-1)$ surface is the double cover of a planar convex set ([4], Ch. I). Let $K \subset H^2$ be a convex compact set with non-empty interior. Let us consider the surface $DK$ equal to the union of two copies of $K$ such that corresponding points of their respective boundaries are identified. The surface $DK$ is homeomorphic to the 2-sphere $S^2$. It is equipped with the unique intrinsic metric such that the two copies of $K$ inside $DK$ are isometrically embedded. Then $DK$ is $CBB(-1)$.

### 2.4 From the Hausdorff convergence to the Gromov–Hausdorff convergence

We recall

**Definition 2.4** Let $X$ be a set. One says that a sequence of metrics $\{d_i\}$ on $X$ converges to a metric $d$ uniformly if

$$\sup_{x, y \in X} |d_i(x, y) - d(x, y)| \to 0 \text{ as } i \to \infty.$$ 

The following result is well-known to experts, but we did not find an appropriate reference, so we are giving our proof. Some parts of the argument are inspired by the classical treatment of the 3-dimensional Euclidean case by Alexandrov in [4], although Alexandrov does not consider the Gromov–Hausdorff convergence.

**Proposition 2.5** Let $\{K_i\} \subset H^n$ be a sequence of $n$-dimensional convex compact sets converging in the Hausdorff sense to a convex compact set $K$. Consider the sequence of their boundaries $\{\partial K_i\}$ equipped with the induced intrinsic metrics.

1. If $\dim K = n$, then $\partial K_i \overset{GH}{\to} \partial K$ where $\partial K$ is equipped with the intrinsic metric.
2. If $\dim K = n - 1$, then $\partial K_i \overset{GH}{\to}$ the double cover $DK$ of $K$.
3. If $\dim K \leq n - 2$, then $\partial K_i \overset{GH}{\to} K$ where $K$ is equipped with the metric induced from $H^n$ which is automatically intrinsic.
4. Let us denote by $D_i^{in}$ the intrinsic distance on $\partial K_i$, and by $\text{dist}$ the distance in $H^n$. If $\dim K \leq n - 2$, then

$$\lim_{i \to \infty} \sup_{x, y \in \partial K_i} |D_i^{in}(x, y) - \text{dist}(x, y)| = 0.$$ 

First let us prove a lemma.

**Lemma 2.6** Let $\{K_i\} \subset H^n$ be a sequence of $n$-dimensional convex compact sets converging in the Hausdorff sense to a convex compact set $K$. If $\dim K \leq n - 1$ then $\partial K_i \to K$ in the Hausdorff sense when the boundaries $\{\partial K_i\}$ are equipped with the induced extrinsic metrics from $H^n$. 

\[ \text{Springer} \]
Proof Let $\varepsilon > 0$. It suffices to show that for large $i$

$$K_i \subset (\partial K_i)_\varepsilon. \tag{2.4.1}$$

Let $\mathcal{H}$ be a hyperplane containing $K$. For large $i$ one has $K_i \subset \mathcal{H}_{\varepsilon/2}$. Let $x \in K_i$. Let $y \in \mathcal{H}$ be the point from $\mathcal{H}$ nearest to $x$ and $l$ be the geodesic line passing through $x$, $y$ and orthogonal to $\mathcal{H}$ (so $l$ is unique when $x \neq y$). Then the intersection $l \cap K_i$ is non-empty segment or a point, it is contained in $\mathcal{H}_{\varepsilon/2}$, and has length at most $\varepsilon$. The end points of it belong to $\partial K_i$. But each of them is within distance $\varepsilon$ from $x$. Thus (2.4.1) follows. Q.E.D.

Proof (1) For $x, y \in \partial K$ by $d(x, y)$ we denote the intrinsic distance of $\partial K$ between them. Let $o \in \text{int}(K)$. Then for all sufficiently large $i$ we have $o \in \text{int}(K_i)$. Pull back $D_i^{in}$ and $d$ to the unit sphere $S \subset T_o \mathbb{H}^n$ via the radial map, and, abusing the notation, continue to denote the obtained metrics by $D_i^{in}$ and $d$. We show the following claim which implies case (1). Q.E.D.

Claim 2.7 $D_i^{in}$ converge uniformly to $d$.

For $x \in S$ we denote by $h_i(x), h(x)$ the length of the geodesic from $o$ to $\partial K_i$, $\partial K$ respectively in the direction of $x$. As $\partial K_i$ converge to $\partial K$ in the Hausdorff sense, $h_i$ converge uniformly to $h$. We can choose two sequences $t_i'$ and $t_i''$ of positive real numbers, converging to zero, such that for the functions $h_i', h_i''$ on $S$, defined by the equations

$$\tanh h_i'(x) := e^{-t_i'} \tanh h_i(x),$$
$$\tanh h_i''(x) := e^{t_i''} \tanh h_i(x),$$

we have $h_i' \leq h$ and $h \leq h_i''$ everywhere on $S$. Then the surfaces $\partial K_i'$, $\partial K_i''$, defined by these radius functions, converge to $\partial K$ in the Hausdorff sense.

We show that $\partial K_i'$, $\partial K_i''$ are convex surfaces. Fix $t \in \mathbb{R}$ and consider a homeomorphism $H : \mathbb{H}^n \to \mathbb{H}^n$ sending a point $p \in \mathbb{H}^n$ to the point $H(p)$ so that $H(p)$ belongs to the ray $op$ and

$$\tanh(\text{dist}(o, H(p))) = e^{-t} \tanh(\text{dist}(o, p)).$$

Let $L$ be a line in $\mathbb{H}^n$ not passing through $o$ and $p$ be the closest point at $L$ to $o$. From the sine law it is easy to see that the line passing through $H(p)$ orthogonal to the ray $op$, is the image of $L$ via $H$. Hence, $H$ sends lines to lines, and, in particular, preserves convexity. Thus, $\partial K_i'$, $\partial K_i''$ are convex.

Define

$$\zeta_i' := \sup_{x \in S} (h(x) - h_i'(x)),$$
$$\zeta_i'' := \sup_{x \in S} (h_i''(x) - h(x)).$$

By $d_i'$, $d_i''$ denote the intrinsic metric of $\partial K_i'$, $\partial K_i''$ transferred to $S$. Due to the Busemann–Feller lemma and the triangle inequality

$$d_i'' \leq d + 2\zeta_i'', \quad d \leq d_i' + 2\zeta_i'. \tag{2.4.2}$$

Fix some positive real numbers $m < M$. Consider the space $\mathcal{T}$ of triangles (up to isometry) $oxy$ in $\mathbb{H}^2$ such that the distance from the line $xy$ to $o$ is at least $m$ and the lengths $ox$, $oy$ are at most $M$. This space can be parametrized by three numbers: the distance $s_1$ from $o$ to the line $xy$, the length $s_2$ of the largest side among $ox$ and $oy$, and the length $s_3$ of $xy$. The
advantage of this parametrization is that all the angles of \(oxy\) extend continuously to the closure of \(T\) in the parameter space, obtained by adding degenerate triangles with \(s_3 = 0\).

Let \(oxy\) be a triangle from \(T\). Denote by \(a\) the length \(xy\), by \(b\) the length \(oy\), and by \(\beta\) the angle \(oxy\). Fix \(t \in \mathbb{R}\) and let \(ox'y'\) be the triangle with the same angle between the sides \(ox', oy'\), and with

\[
\tanh(ox') = \tanh(ox)e^{-t}, \\
\tanh(oy') = \tanh(oy)e^{-t}.
\]

Denote by \(a', b'\) and \(\beta'\) the respective components of \(ox'y'\). Comparing the sine laws for the triangles \(oxy\) and \(ox'y'\) (note that they have a common angle) we get

\[
\frac{\sinh a}{\sinh a'} = \frac{\sin \beta' \sinh b}{\sin \beta \sinh b'}, \quad \frac{\sin \beta' \cosh b \tanh b}{\sin \beta \cosh b' \tanh b'} = \frac{\sin \beta' \cosh b}{\sin \beta \cosh b' e^t}.
\]

Note that for fixed \(t\) and for \(oxy\) varying in \(T\), the angles \(\beta, \beta'\) belong to a compact set bounded away from 0 and \(\pi\). Also the lengths \(b\) and \(b'\) are bounded from above. Define

\[
\xi_t := \sup_T \left( \frac{a}{a'} - 1 \right),
\]

(hence, \(\xi_t\) also depends on \(m, M\), but we ignore it). Then \(\xi_t \to 0\) as \(t \to 0\).

Take \(m\) such that the ball \(B\) of radius \(m\) centred at \(o\) belongs to the interior of \(K_i\) for all large \(i\), and \(M\) such that all \(h_i < M\). Any rectifiable curve on \(\partial K_i\) can be approximated by an inscribed polygonal curve \(\gamma\) that does not intersect \(B\). Consider all its vertices, and map them to \(\partial K'_i\) via the radial projection from \(o\). Let \(\gamma'\) be the polygonal curve passing through these points, so it is inscribed in \(\partial K'_i\). Then

\[
\text{length}_\mathbb{H}(\gamma) \leq \text{length}_\mathbb{H}(\gamma')(1 + \xi'_t),
\]

where \(\xi'_t\) is defined as above. By passing to the limit, we also get \(D^i_{in} \leq d'_t(1 + \xi'_t)\). From what we have just proved, \(\xi'_t\) tend to zero as \(i\) grows. Similarly, \(d''_t \leq d^i_{in}(1 + \xi''_t)\) and \(\xi''_t\) also tend to zero as \(i\) grows. This and (2.4.2) imply that \(D^i_{in}\) converge uniformly to \(d\). This finishes the proof of case (1).

For the next cases we need the following lemma:

**Lemma 2.8** Let \(\{K_i\} \subset \mathbb{H}^2\) be a sequence of 2-dimensional convex compact sets converging in the Hausdorff sense to a subset \(I\) which is either a compact segment or a point. Let \(x_i, y_i \in \partial K_i\) be sequences of points converging to points \(x, y \in I\). If both \(x, y \in \text{relint}(I)\), we additionally assume that for all sufficiently large \(i\), there are outer normal rays to \(K_i\) at \(x_i, y_i\), which belong to the same half-space with respect to the line containing \(I\). Then \(D^i_{in}(x_i, y_i) \to \text{dist}(x, y)\).

Here by an outer normal ray to \(K_i\) at \(x_i \in \partial K_i\) we mean a ray starting at \(x_i\) and making both angles at least \(\pi/2\) with any chord of \(K_i\) at \(x_i\).

**Proof** From the Busemann–Feller lemma one easily gets

\[
\liminf D^i_{in}(x_i, y_i) \geq \text{dist}(x, y).
\]

Now we need a converse inequality. Let \(\varepsilon_i\) be twice the Hausdorff distance between \(K_i\) and \(I\), so \(K_i \subset I_{\varepsilon_i}\), where \(I_{\varepsilon_i}\) is the \(\varepsilon_i\)-neighborhood of \(I\). Draw outer normal rays to \(K_i\) at \(x_i\) and \(y_i\). If \(x, y \in \text{relint}(I)\), then we assume that \(i\) is sufficiently large and the rays belong
to the same halfspace with respect to the line containing $I$. Let these rays intersect $\partial(I_{\epsilon_i})$ in points $x'_i, y'_i$. By $d'_i(x'_i, y'_i)$ denote the intrinsic distance between $x'_i$ and $y'_i$ at $\partial(I_{\epsilon_i})$. The nearest-point map to $K_i$ sends $x'_i$, $y'_i$ to $x$, $y$ respectively. Hence, $d'_i(x'_i, y'_i) \geq D_i^{in}(x_i, y_i)$, due to the Busemann–Feller lemma. As $\epsilon_i \to 0$, $x'_i$ and $y'_i$ converge to $x$ and $y$ respectively. We divide the boundary of $I_{\epsilon_i}$ into four closed arcs: arcs (i) and (ii) are half-circles centred at endpoints of $I$; arcs (ii) and (iv) are constant curvature arcs connecting arcs (i) and (iii). The length of arcs (i) and (iii) tends to zero as $\epsilon_i \to 0$, and the lengths of arcs (ii) and (iv) tends to the length of $I$. If $x, y \in \text{relint}(I)$, then the condition on inner normals imply that $x'_i, y'_i$ cannot belong to two different arcs among the arcs (ii) and (iv). Then $d'_i(x'_i, y'_i) \to \text{dist}(x, y)$. This implies

$$\lim \sup D_i^{in}(x_i, y_i) \leq \text{dist}(x, y). \quad Q.E.D.$$ 

Now we return to the proof of Proposition 2.5.

(2) Let $\Pi$ be the hyperplane containing $K$. Let $K'_i$ be the orthogonal projection of $K_i$ to $\Pi$. It is evident that $K'_i$ converge to $K$ in the Hausdorff sense and $K'_i$ are convex compact sets.

Let $o \in \text{relint}(K)$. Then for all sufficiently large $i$ we have $o \in \text{relint}(K'_i)$. Let $x' \in K_i'$, $z'$ be the intersection point of the ray $ox'$ with $\partial K'_i$ and $z$ be the intersection point of this ray with $\partial K$. Consider a map $f_i : K'_i \to K$ sending $x'$ to the point $x$ at the ray $ox'$ such that

$$\frac{\text{dist}(o, x)}{\text{dist}(o, x')} = \frac{\text{dist}(o, z)}{\text{dist}(o, z')}.$$ 

The right side converges uniformly (for $z \in \partial K$) to 1, hence also the left side. As $K'_i$ are uniformly bounded, for every $\epsilon > 0$ and sufficiently large $i$ we get that

$$\text{dist}(x, x') = |\text{dist}(o, x) - \text{dist}(o, x')| < \epsilon.$$ 

Take $x', y' \in K_i'$, denote their $f_i$-images by $x$, $y$. Then we have

$$\text{dist}(x, y) \leq \text{dist}(x', y') + \text{dist}(x, x') + \text{dist}(y, y'),$$

$$\text{dist}(x', y') \leq \text{dist}(x, y) + \text{dist}(x', x') + \text{dist}(y, y').$$

Hence,

$$|\text{dist}(x, y) - \text{dist}(x', y')| \leq \text{dist}(x, x') + \text{dist}(y, y').$$

Thus, for every $\epsilon > 0$ and all sufficiently large $i$ we get $|\text{dist}(x, y) - \text{dist}(x', y')| < \epsilon$, so $f_i$ is an $\epsilon$-isometry. Clearly $f_i(\partial K_i') = \partial K$. Then $f_i$ extends to a $2\epsilon$-isometry sending the double cover of $K_i'$ to the double cover of $K$. By [6], Corollary 7.3.28, the Gromov–Hausdorff distance between $DK_i'$ and $DK$ is at most $4\epsilon$.

By $DK_i'$ we denote the double cover of $K_i'$ and by $d_i'$ denote its intrinsic metric. Let $f_i' : \partial K_i \to DK_i'$ be the map coming from the orthogonal projection of $K_i$ to $K_i'$. More exactly, we call one copy of $K_i'$ in $DK_i'$ upper and the second copy lower. Orient $\Pi$ arbitrarily and for $x' \in \text{relint}(K_i')$ consider the line $L$ orthogonal to $\Pi$ oriented positively with respect to the orientation of $\Pi$. Then $L$ intersects $\partial K_i'$ in two points. We map the first point (with respect to the orientation of $L$) to the lower copy of $x'$, and the second point to the upper copy of $x'$. All points of $\partial K_i$ projecting to $\partial K_i'$ are mapped naturally to their images in $DK_i'$.

By $\partial K_i^+$, $\partial K_i^-$ denote the $f_i'$-preimages of the upper and the lower copies of $\text{relint}(K_i')$. Define the distortion of $f_i'$:

$$s_i := \{\sup |D_i^{in}(x, y) - d_i'(x', y')| : x, y \in \partial K_i, x' = f_i'(x), y' = f_i'(y)\}.$$
For every $\varepsilon > 0$ and sufficiently large $i$, the Hausdorff distance between $K_i$ and $K'_i$ is less than $\varepsilon$. Define

$$r^+_i := \sup_{x,y \in \partial K^+_i} \left( D^{in}_i(x, y) - \text{dist}(x, y) \right)$$

$$r^-_i := \sup_{x,y \in \partial K^-_i} \left( D^{in}_i(x, y) - \text{dist}(x, y) \right).$$

Note that the quantities at the right are clearly non-negative for all $x$, $y$. Suppose that $r^+_i$ does not converge to zero. Then, up to passing to a subsequence, there exist sequences of points $x_i, y_i \in \partial K_i$, $x_i \neq y_i$, converging to $x$, $y \in K$ such that $D^{in}_i(x_i, y_i) \geq \text{dist}(x, y) + \varepsilon$ for some $\varepsilon > 0$ (observe that $\text{dist}(x_i, y_i)$ converges to $\text{dist}(x, y)$).

By $P_i$ denote the 2-plane passing through $x_i$ and $y_i$ and orthogonal to $\Pi$, by $x'_i, y'_i$ denote the orthogonal projections of $x_i, y_i$ to $\Pi$. Up to passing to a subsequence, $P_i$ converge to a 2-plane $P$ orthogonal to $\Pi$. The intersection $P_i \cap K_i$ is a convex 2-dimensional set, and $P_i \cap K_i$ converge to a subset $I$ of $P \cap K$ in the Hausdorff sense. We have

$$\dim(I) \leq \dim(P \cap K) \leq 1.$$ 

Map isometrically all $P_i$ to $\mathbb{H}^2$ so that all $x'_i$ are mapped to the same point $\tilde{x}'$ and rays $x'_i y'_i$ are mapped to the same ray $\tilde{\Pi}^+$ originating in $\tilde{x}'$. Denote the images of $P_i \cap K_i, x_i, y_i$ and $y'_i$ by $\tilde{K}_i, \tilde{x}_i, \tilde{y}_i$ and $\tilde{y}'_i$ respectively. By $\tilde{D}^{in}_i(\tilde{x}_i, \tilde{y}_i)$ denote the intrinsic distance of $\partial \tilde{K}_i$ between $\tilde{x}_i$ and $\tilde{y}_i$. Clearly, $\tilde{D}^{in}_i(\tilde{x}_i, \tilde{y}_i) \geq D^{in}_i(x_i, y_i)$.

Since $y'_i$ converge to $y$, points $\tilde{y}'_i$ converge to a point $\tilde{y}$. Since $P_i \cap K_i$ converge in the Hausdorff sense to $I$, $\tilde{K}_i$ converge in the Hausdorff sense to a (possibly degenerate) segment $\tilde{I}$, which is an isometric embedding of $I$, passing through $\tilde{x}$ and $\tilde{y}$. As $x_i, y_i \in \partial K^+_i$, outer normals to $\tilde{K}_i$ at $\tilde{x}_i, \tilde{y}_i$ are in the same halfspace with respect to the line $\tilde{\Pi}$ containing the ray $\tilde{\Pi}^+$. Then they satisfy the conditions of Lemma 2.8 and we get $\tilde{D}^{in}_i(\tilde{x}_i, \tilde{y}_i) \rightarrow \text{dist}(\tilde{x}, \tilde{y}) = \text{dist}(x, y)$, which is a contradiction.

We obtained that for any $\varepsilon > 0$ and all sufficiently large $i$, $r^+_i < \varepsilon$. The same holds for $r^-_i$. Finally, for all sufficiently large $i$ we have $K_i \subset \Pi_{\frac{4}{3} \varepsilon}$, where $\Pi_{\frac{4}{3} \varepsilon}$ is the $\frac{4}{3} \varepsilon$-neighborhood of $\Pi$. This implies that if $x, y \in \partial K_i$ are such that $f'_i(x) = f'_i(y) \in \partial K'_i$, then $D^{in}(x, y) = \text{dist}(x, y) < \varepsilon$. Altogether this gives $s_i < 3\varepsilon$. Then the Gromov–Hausdorff distance between $\partial K_i$ and $DK'_i$ is less than $6\varepsilon$, see [6], Theorem 7.3.25. As $DK'_i$ converges to $DK$ in the Gromov–Hausdorff sense, the same holds for $\partial K_i$.

(3) Let us show that (3) follows from (4). Indeed (4) implies that the uniform distance and hence the GH-distance between $(\partial K_i, D^{in}_i)$ and $(\partial K_i, \text{dist})$ tends to 0. By Lemma 2.6 $(\partial K_i, \text{dist}) \xrightarrow{\text{GH}} (K, \text{dist})$. This implies (4).

It remains to prove (4). We proceed similarly to the second half of the proof of case (2). Define

$$r_i := \sup_{x, y \in \partial K_i} \left( D^{in}_i(x, y) - \text{dist}(x, y) \right).$$

We show that $r_i \rightarrow 0$.

Indeed, otherwise, up to passing to a subsequence, we have two sequences of points $x_i, y_i \in \partial K_i, x_i \neq y_i$, converging to points $x, y \in K$ such that $D^{in}_i(x_i, y_i) \geq \text{dist}(x, y) + \varepsilon$ for some $\varepsilon > 0$. We note that it means that for sufficiently large $i$ the segments $x_i y_i$ do not entirely belong to $\partial K_i$. We first suppose that $x \neq y$. 
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Let \( n_i \) be an outer normal ray to \( K_i \) at \( x_i \). Note that as \( x_iy_i \) does not entirely belong to \( \partial K_i \), \( n_i \) is not orthogonal to \( x_iy_i \). By \( Q_i \subset \mathbb{H}^n \) denote a geodesic subspace of dimension \( n - 2 \) passing through \( x_i \) and orthogonal to the line \( x_iy_i \) and \( n_i \). (Generically it is unique, except the case when \( x_iy_i \) and \( n_i \) are collinear.) Up to passing to a subsequence, \( Q_i \) converge to a geodesic subspace \( Q \) of dimension \( n - 2 \), containing \( x \) and orthogonal to \( xy \). Since \( \dim(K) \leq n - 2 \), \( Q \) contains a direction \( m \) orthogonal to the span of \( K \). Consider a sequence of directions \( m_i \in Q_i \) converging to \( m \). By \( P_i \) denote the 2-plane spanned by \( m_i \) and the line \( x_iy_i \). Up to passing to a subsequence, they converge to the 2-plane \( P \) containing \( m \) and \( xy \).

The intersection \( P_i \cap K_i \) is a convex 2-dimensional set, and \( P_i \cap K_i \) converge to a subset \( I \) of \( P \cap K \) in the Hausdorff sense. We have

\[
1 \leq \dim(I) \leq \dim(P \cap K) \leq 1.
\]

Embed isometrically all \( P_i \cap K_i \) to \( \mathbb{H}^2 \) as convex sets \( \hat{K}_i \) such that all \( x_i \) are mapped the same point \( \hat{x} \) in \( \mathbb{H}^2 \) and rays \( x_iy_i \) are mapped to the same ray originating at \( \hat{x} \). By \( \tilde{y}_i \) we denote the image of \( y_i \) and by \( \tilde{D}^{in}_i(\hat{x}, \tilde{y}_i) \) denote the intrinsic distance between \( \hat{x} \) and \( \tilde{y}_i \) in \( \partial \hat{K}_i \). Clearly, \( \tilde{D}^{in}_i(\hat{x}, \tilde{y}_i) \geq D^{in}_i(x_i, y_i) \).

Since \( y_i \) converge to \( y \), \( \tilde{y}_i \) converge to a limit point \( \tilde{y} \). Since \( P_i \cap K_i \) converge in the Hausdorff sense to \( I \), \( \hat{K}_i \) converge in the Hausdorff sense to a segment \( \hat{I} \), which is the isometric embedding of \( I \), passing through \( \hat{x} \) and \( \tilde{y} \). By the choice of \( P_i \), the orthogonal projection of \( n_i \) to \( P_i \) is nonzero, is collinear to \( x_iy_i \) and is an outer normal ray to \( P_i \cap K_i \). This implies that \( \hat{x} \) is an endpoint of \( \hat{I} \). Hence, \( \hat{x} \) and \( \tilde{y} \) satisfy the conditions of Lemma 2.8. Then \( \tilde{D}^{in}_i(\hat{x}, \tilde{y}_i) \rightarrow dist(\hat{x}, \tilde{y}) = dist(x, y) \), which is a contradiction.

If \( x = y \), then we just choose \( P \) to be a 2-plane orthogonal to the span of \( K \) at \( x \), and as \( P_i \) we choose any sequence of 2-planes containing \( x_iy_i \) and converging to \( P \). Then doing everything as above, we see that \( I \) and \( \hat{I} \) are just points, and Lemma 2.8 shows that \( \tilde{D}^{in}_i(\hat{x}, \tilde{y}_i) \rightarrow 0 = dist(x, y) \), so we get a contradiction again. Q.E.D.

### 2.5 Isometric imbedding of 2-sphere with antipodal involution

The following result is the Alexandrov imbedding theorem.

**Theorem 2.9** (Alexandrov [4], Ch. XII, §2) *Given the 2-sphere \( S^2 \) with \( CBB(-1) \) metric \( d \). Then there exists a compact convex set \( K \subset \mathbb{H}^3 \) of dimension either 3 or 2 such that \( (S^2, d) \) is isometric to \( \partial K \) in the former case, or it is isometric to the double cover \( DK \) in the latter case.*

In this section we are going to prove its following variation:

**Theorem 2.10** Let \( d \) be a \( CBB(-1) \) metric on the 2-sphere \( S^2 \) invariant with respect to the antipodal involution \( \iota : S^2 \to S^2 \). Then there exists a compact convex set \( K \subset \mathbb{H}^3 \) of dimension either 3 or 2 such that \( (S^2, d) \) is isometric to its boundary (in the former case), or it is isometric to the double cover \( DK \) (in the latter case) and \( K \) is symmetric with respect to a point so that this symmetry \( I : \mathbb{H}^3 \to \mathbb{H}^3 \) induces \( \iota \).

This result follows from the combination of Theorem 2.9 and Pogorelov’s rigidity theorem in \( \mathbb{H}^3 \). The latter says that the realization is unique in a strong sense. For 3-dimensional convex bodies in \( \mathbb{H}^3 \) this means that every isometry of the boundaries is induced by an isometry of \( \mathbb{H}^3 \). We do not put further restrictions on the boundaries, so they may be neither smooth, nor polyhedral. One needs to be more careful to include also the 2-dimensional cases, compare with the polyhedral version below, Theorem 2.13. However, proofs of Pogorelov’s rigidity
theorem are notoriously difficult even in the Euclidean space, see [28]. For the hyperbolic case Pogorelov provided in [28] an intricate outline how to reduce it to the Euclidean case, this outline was completed by Milka in [21].

We would like to point out that this seems to be slightly excessive for Theorem 2.10. Its proof can be obtained from the classic approach of Alexandrov to Theorem 2.9, see [4, Chapter VII], combined with the rigidity of convex polyhedra in $\mathbb{H}^3$, which seem to us much more accessible rather than the rigidity of general convex surfaces in $\mathbb{H}^3$ (and the proofs do not differ much between the Euclidean and hyperbolic cases). Hence, here we sketch a proof of Theorem 2.10 using these tools. Some steps of Alexandrov’s approach to the approximation of CBB metrics by cone-metrics were also verified in CBB$(−1)$ case by Richard in [29, Annex A].

Let us have a few preparations.

**Definition 2.11** A hyperbolic cone-metric $d$ on $\mathbb{S}^2$ is locally isometric to the metric of hyperbolic plane except finitely many points called conical points. At a conical point $v$ the metric $d$ is locally isometric to the metric of a hyperbolic cone with angle $\lambda_v \neq 2\pi$. A hyperbolic cone-metric is called convex if for every conical point $v$ we have $\lambda_v < 2\pi$.

We will use the following results.

**Theorem 2.12** (Alexandrov’s realization theorem) Let $d$ be a convex hyperbolic cone-metric on the 2-sphere $\mathbb{S}^2$. Then there exists a closed convex polyhedron $K \subset \mathbb{H}^3$ of dimension either 3 or 2 such that $(\mathbb{S}^2, d)$ is isometric to its boundary (in the former case), or it is isometric to the double cover $D K$ (in the latter case).

In the Euclidean case this is Theorem in [3, Section 4.3]. The proof works just the same in the hyperbolic 3-space, as it is noted in [3, Section 5.3].

**Theorem 2.13** (Alexandrov’s rigidity theorem) 1) Let $K_1, K_2$ be two 3-dimensional compact convex polyhedra in $\mathbb{H}^3$ and $f : \partial K_1 \to \partial K_2$ be an isometry. Then there exists an isometry $F : \mathbb{H}^3 \to \mathbb{H}^3$ inducing $f$.

2) Let $K_1, K_2$ be two 2-dimensional compact convex polyhedra in $\mathbb{H}^3$ and $f : D K_1 \to D K_2$ be an isometry. By $h_1 : D K_1 \to K_1$ and $h_2 : D K_2 \to K_2$ we denote the natural projections of $D K_1$ to $K_1$. Then there exists an isometry $F : K_1 \to K_2$ such that $F \circ h_1 = h_2 \circ f$, hence in particular each copy of $K_1$ in $D K_1$ is mapped isometrically onto a copy $K_2$ in $D K_2$. The isometry $f$ is uniquely determined by $F$ and the image of (for example) the first copy of $K_1$ in $D K_1$.

3) Let $K_1, K_2$ be two compact convex polyhedra in $\mathbb{H}^3$ such that $K_1$ is 3-dimensional and $K_2$ is 2-dimensional. Then there exists no isometry between $\partial K_1$ and $D K_2$.

Again, in the Euclidean case this is the Theorem in [3, Section 3.3.2]. Similarly, the proof holds for the hyperbolic 3-space without changes, see [3, Section 3.6.4].

**Theorem 2.14** Let $d$ be a CBB$(−1)$ metric on $\mathbb{S}^2$ invariant with respect to $\iota$. Then it admits a triangulation that is invariant with respect to $\iota$ and consists of finitely many arbitrarily small convex geodesic triangles.

This follows from [4, Chapter II.6] applied to the induced metric on the projective plane $\iota \setminus \mathbb{S}^2$. Alternatively, one can also use [29, Lemma A.1.2].

**Theorem 2.15** (Blaschke Selection Theorem) A sequence of convex compact sets $K_i$ in $\mathbb{H}^3$ of uniformly bounded diameters passing through the same point contains a subsequence converging to a compact convex set $K$ in the Hausdorff sense.
This version follows easily from [6], Theorem 7.3.8.

**Proof of Theorem 2.10** From Theorem 2.14 we consider a \( \iota \)-invariant triangulation \( T_i \) of \((S^2, d)\) sufficiently fine so that each angle of each triangle is not less than the angle of the respective hyperbolic triangle. One can do this due to the compactness of \( S^2 \). The sum of the angles of all triangles at each vertex is at most \( 2\pi \). See [29, Lemma A.2.1], which adapts the proof of Theorem 2 in [4, Chapter VII.4] from the CBB(0) case. Thus, if we replace each triangle of \( T_i \) by the respective hyperbolic comparison triangle, we obtain a \( \iota \)-invariant convex hyperbolic cone-metric \( d_i \).

The metrics \( d_i \) converge to \( d \) uniformly. In the Euclidean case this is shown in [4, Chapter VII.6]. In the CBB(−1) case this is done in [29, Annex A.2]. In particular, the diameters of \( d_i \) are bounded.

Due to Theorem 2.12, there exists a polyhedron \( K'_i \subset \mathbb{H}^3 \) such that \((S^2, d_i)\) is isometric to its boundary (if the dimension of \( K'_i \) is 3) or to \( DK'_i \) (if the dimension is 2). In the former case, due to Theorem 2.13, the action by \( i \) is induced by an isometry \( I_i : \mathbb{H}^3 \to \mathbb{H}^3 \) of order two fixing \( \partial K'_i \) as a set, but having no fixed points in it. Due to the classification of isometries of \( \mathbb{H}^3 \), \( I_i \) is a symmetry of \( \mathbb{H}^3 \) around a point. In the latter case, Theorem 2.13 implies that \( K'_i \) is a centrally-symmetric polygon. Then by \( I_i \) we consider the central symmetry of \( \mathbb{H}^3 \) around the center of the polygon. We compose each \( K'_i \) with another isometry to obtain compact convex polyhedra \( K_i \) symmetric with respect to the same isometry \( I \), which is the central symmetry around a point \( o \in \mathbb{H}^3 \).

As the diameters of \( d_i \) are uniformly bounded, the diameters of \( K_i \) in \( \mathbb{H}^3 \) are also uniformly bounded. Thus, by Theorem 2.15 there exists a subsequence converging in the Hausdorff metric to a compact convex set \( K \subset \mathbb{H}^3 \), which is \( I \)-invariant.

Due to Proposition 2.5(3), \( K \) is not a segment or a point. It remains to say that Theorem 4 in [5] shows that if \( \dim(K) = 3 \), then the induced metric on \( \partial K \) is \( d \). If \( \dim(K) = 2 \), then it says that the induced metric on \( DK \) is isometric to \( d \). \( \Box \)

### 3 Collapse of \( n \)-dimensional convex bodies in hyperbolic \( n \)-space

The main results of this subsection are Propositions 3.3 and 3.5.

Let a sequence \( \{K_i\} \subset \mathbb{H}^n \) of \( n \)-dimensional convex compact sets converge to a convex compact set \( K \) with \( 1 \leq \dim K \leq n - 2 \). We note that for our applications we need only the case \( n = 3 \) and \( K \) be a non-degenerate segment, but parts of the proof remain the same in a greater generality, so we consider it as an additional support for the validity of our construction. By \( L \) we denote the geodesic subspace of \( \mathbb{H}^n \) spanned by \( K \), i.e., having the same dimension and containing \( K \), by \( q : \mathbb{H}^n \to L \) we denote the nearest-point map to \( L \).

Let us fix a point \( x \in K \). We denote by \( \text{dist} \) the distance on \( \mathbb{H}^n \). Set

\[
B_{i, x}(\delta) = \{ z \in \partial K_i \mid \text{dist}(z, x) < \delta \}.
\]

Denote

\[
A_{i, x}(\delta) = \{ z \in \partial K_i \mid \text{dist}(q(z), x) < \delta \}.
\]

**Lemma 3.1** Let \( 0 < \delta_1 < \delta_2 \). Then there exists \( i_0 \in \mathbb{N} \) such that for any \( i > i_0 \) and for any \( x \in K \) one has

\[
A_{i, x} \left( \frac{\delta_1}{2} \right) \subset B_{i, x}(\delta_1) \subset A_{i, x} \left( \frac{\delta_1 + \delta_2}{2} \right) \subset B_{i, x}(\delta_2) \subset A_{i, x}(2\delta_2).
\]
Proof If the points \( z, q(z) \) and \( x \) are pairwise distinct, the triangle formed by them has right angle at \( q(z) \). Thus, \( \text{dist}(q(z), x) \leq \text{dist}(z, x) \) (this is also clearly true if some of these points coincide) and for any \( 0 < \delta < \delta' \) we have \( B_{i,x}(\delta) \subseteq A_{i,x}(\delta') \). Next, for every \( \varepsilon > 0 \) there exists \( i_0 \in \mathbb{N} \) such that for all \( i > i_0 \) we have \( K_i \subseteq L_\varepsilon \), where \( L_\varepsilon \) is the \( \varepsilon \)-neighborhood of \( L \) in \( \mathbb{H}^n \). For \( \delta > 0 \) by \( B(x, \delta) \) we denote the \( \delta \)-ball in \( \mathbb{H}^n \) centered at \( x \), by \( A(x, \delta) \) we denote the set of points \( z \in \mathbb{H}^n \) such that \( \text{dist}(q(z), x) < \delta \). For every \( 0 < \delta < \delta' \) there exists \( \varepsilon > 0 \) such that

\[
(A(x, \delta) \cap L_\varepsilon) \subseteq B(x, \delta').
\]

Indeed, one can take \( \varepsilon \) to be the distance between \( L \) and any point from \( (\partial A(x, \delta)) \cap (\partial B(x, \delta')) \). Hence, it follows that for any \( 0 < \delta < \delta' \) there exist \( \varepsilon > 0 \) and \( i_0 \in \mathbb{N} \) such that for all \( i > i_0 \) we have

\[
A_{i,x}(\delta) = (A(x, \delta) \cap \partial K_i) = (A(x, \delta) \cap L_\varepsilon \cap \partial K_i) \subseteq (B(x, \delta') \cap \partial K_i) = B_{i,x}(\delta').
\]

Q.E.D.

Lemma 3.2 Let \( K \subset \mathbb{H}^n \) be an \( n \)-dimensional convex compact subset of the hyperbolic \( n \)-space, \( L \subset \mathbb{H}^n \) be a totally geodesic subset of dimension \( k \), \( 1 \leq k \leq n-2 \), \( q : \mathbb{H}^n \to L \) be the nearest-point map, and \( A := \text{int}(q(K)) \). Then the restriction of \( q \) to \( \partial K \) is a topological fibre bundle over \( \partial A \). If a \( (\delta') \subset A \), for any 0 < \( \delta < \delta' \) there exist \( \varepsilon > 0 \) and \( i_0 \in \mathbb{N} \) such that for all \( i > i_0 \) we have

\[
A_{i,x}(\delta) = (A(x, \delta) \cap \partial K_i) = (A(x, \delta) \cap L_\varepsilon \cap \partial K_i) \subseteq (B(x, \delta') \cap \partial K_i) = B_{i,x}(\delta').
\]

Q.E.D.

Proof This could be easier to perceive in the Klein model. We note that if in the Klein model \( L \) passes through the origin, then orthogonality to \( L \) is the same both in hyperbolic and in Euclidean metrics.

Let \( R := \max_{x \in K} \text{dist}(x, L) \) and \( L_R \) be the closed \( R \)-neighborhood of \( L \) in \( \mathbb{H}^n \), hence \( K \subset L_R \). Then \( \partial L_R \) is homeomorphic to \( L \times S^{n-k} \) so that the restriction of \( q \) to \( \partial L_R \) is the projection to the first component. For \( x \in \partial K \cap q^{-1}(A) \) by \( l_x \) denote the line passing through \( x \) orthogonal to \( L \). Note that as \( l_x \cap L = q(x) \in A \), \( l_x \) does not belong to any supporting hyperplane to \( K \), hence \( l_x \) intersects \( \text{int}(K) \), thus it intersects \( \partial K \) exactly in two points contained in the segment \( l_x \cap L_R \). The ray belonging to \( l_x \) starting at \( x \) outwards \( K \) intersects \( \partial L_R \) in a unique point, which we denote \( f(x) \). The map \( f : \partial K \cap q^{-1}(A) \to \partial L_R \) is injective and continuous. Therefore, it is a homeomorphism onto the image, which is \( q^{-1}(A) \equiv A \times S^{n-k} \). By construction, the composition of \( f \) with the projection to the first component equals \( A \). Now the lemma follows.

Q.E.D.

Proposition 3.3 Let \( \{K_i\} \subset \mathbb{H}^n \) be a sequence of \( n \)-dimensional convex compact sets converging in the Hausdorff metric to a convex compact set \( K \) of dimension \( k \), \( 1 \leq k \leq n-2 \). Let \( \kappa > 0 \) be a constant. Let \( 0 < \delta_1 < \delta_2 < \frac{\kappa}{2} \). Then there exists \( i_0 \in \mathbb{N} \) such that for any \( i > i_0 \), for any \( x \in \text{int}(K) \) with \( \text{dist}(x, \partial K) > \kappa \) and for an arbitrary commutative group \( A \) one has

\[
\text{Im}(H^a(B_{i,x}(\delta_2); A) \to H^a(B_{i,x}(\delta_1); A)) \simeq \begin{cases} A & \text{if } a = 0, n-k \\ 0 & \text{otherwise} \end{cases}
\]

Proof Consider the natural maps in cohomology induced by inclusions in Lemma 3.1

\[
H^*(\mathcal{A}_{i,x}(\frac{\delta_1}{2})) \xrightarrow{a_1} H^*(\mathcal{B}_{i,x}(\delta_1)) \xrightarrow{a_2} H^*(\mathcal{B}_{i,x}(\delta_2)) \xrightarrow{a_1} H^*(\mathcal{A}_{i,x}(2\delta_2)).
\]
Step 1. Let us show that the maps \(a_1 \circ a_2\) and \(a_3 \circ a_4\) are isomorphisms. For it suffices to show that for any \(0 < \delta < \kappa\) the natural map
\[
H^*(q^{-1}(x) \cap \partial K_i) \leftarrow H^*(A_{i,x}(\delta))
\]
is an isomorphism for large \(i\). But for large \(i\) the set \(x \in K | dist(x, \partial K) > \kappa\) belongs to the interior of the image \(q(K_i)\). Thus, for large \(i\) the restriction \(q|_{\partial K_i}\) is a topological fiber bundle over this set with fiber homeomorphic to the sphere \(S^{n-k}\) by Lemma 3.2.

Step 2. It follows from Step 1 and the diagram (3.0.1) that the image \(Im(H^a(B_{i,x}(\delta_2)) \rightarrow H^a(B_{i,x}(\delta_1)))\) is isomorphic to \(H^a(A_{i,x}(\delta)) \simeq H^a(q^{-1}(x) \cap \partial K_i) = H^a(S^{n-k})\). The result follows. \(Q.E.D.\)

Now we need to study points at \(\partial K\). Here for simplicity we consider only the case when \(K\) is a non-degenerate segment \(I\). Let \(x \in \partial I\) be a point and \(0 < \delta < length(I)\) be a real number. The boundary of the set \(A_{i,x}(\delta)\) are two totally geodesic hyperplanes at distance \(\delta\) from \(x\) orthogonal to the line \(L\). We denote them by \(\mathcal{H}_\delta\) and \(\mathcal{G}_\delta\) such that \(\mathcal{H}_\delta\) intersects \(I\).

**Lemma 3.4** Let \(x \in \partial I\) and \(0 < \delta < length(I)\). Then for large \(i\) the set \(A_{i,x}(\delta)\) is homeomorphic to a disk. In particular for any commutative group \(A\) one has
\[
H^a(A_{i,x}(\delta); A) \simeq \begin{cases} A \text{ if } a = 0 \\ 0 \text{ otherwise} \end{cases}
\]

**Proof** In the Klein model \(\mathcal{H}_\delta\) is the usual Euclidean hyperplane intersected with the unit Euclidean ball. For large \(i\) the hyperplane \(\mathcal{H}_\delta\) intersects the interior of \(K_i\) since both open halfspaces bounded by \(\mathcal{H}_\delta\) must contain points of \(K_i\). Also for large \(i\) the hyperplane \(\mathcal{G}_\delta\) does not intersect \(K_i\). Let \(\mathcal{H}_\delta^+\) be the open halfspace bounded by \(\mathcal{H}_\delta\) and containing \(x\). Then for large \(i\) we have \(A_{i,x}(\delta) = \mathcal{H}_\delta^+ \cap \partial K_i,\) which is an open cap homeomorphic to a disc. \(Q.E.D.\)

**Proposition 3.5** Let \(\{K_i\} \subset H^n\) be a sequence of \(n\)-dimensional convex bodies converging in the Hausdorff metric to a (non-degenerate) segment \(I\). Let \(0 < \delta_1 < \delta_2 < \frac{length(I)}{2}\). Let \(x \in \partial I\). Then there exists \(i_0\) such that for any \(i > i_0\) and any commutative group \(A\) one has
\[
Im(H^a(B_{i,x}(\delta_2); A) \rightarrow H^a(B_{i,x}(\delta_1); A)) \simeq \begin{cases} A \text{ if } a = 0 \\ 0 \text{ otherwise} \end{cases}
\]

**Proof** By Lemma 3.1 for large \(i\) the inclusions hold
\[
A_{i,a}(\frac{\delta_1}{2}) \subset B_{i,a}(\delta_1) \subset A_{i,a}(\frac{\delta_1 + \delta_2}{2}) \subset B_{i,a}(\delta_2) \subset A_{i,a}(2\delta_2). \tag{3.0.2}
\]

Let us consider the sequence in cohomology induced by inclusions (3.0.2)
\[
H^*(A_{i,x}(\frac{\delta_1}{2})) \xrightarrow{a_1} H^*(B_{i,x}(\delta_1)) \xrightarrow{a_2} H^*(B_{i,x}(\delta_2)) \xrightarrow{a_3} H^*(A_{i,x}(2\delta_2))
\]

It follows from Lemma 3.4 that \(a_1 \circ a_2\) and \(a_3 \circ a_4\) are isomorphisms. Then it follows from the above diagram that
\[
Im(H^*(B_{i,x}(\delta_2)) \rightarrow H^*(B_{i,x}(\delta_1)))
\]
is isomorphic to, say, \(H^*(A_{i,x}(\frac{\delta_1}{2}))\). Then proposition follows. \(Q.E.D.\)
4 Riemannian submersions and the Yamaguchi map

4.1 Riemannian submersions

Let us review a few facts on Riemannian submersions. Let $M, N$ be smooth complete Riemannian manifolds. Let $\pi : M \rightarrow N$ be a Riemannian submersion. At any point of $M$ the tangent space of it splits into the direct sum of the vertical subspace, i.e. the tangent space to the fiber of $\pi$, and the horizontal subspace, i.e. the orthogonal complement to the vertical subspace.

Let $C : [a, b] \rightarrow N$ be a smooth curve. Fix $c \in [a, b]$ and $\tilde{c} \in \pi^{-1}(c)$. Then there exists a unique smooth curve $\tilde{C} : [a, b] \rightarrow M$, called a horizontal lift of $C$, such that $C = \pi \circ \tilde{C}$, $\frac{d}{dt}\tilde{C}(t)$ is horizontal for any $t \in [a, b]$, and $\tilde{C}(c) = \tilde{c}$.

Lemma 4.1 ([8], Proposition 3.31) In the above notation $C$ is a geodesic if and only if its horizontal lift $\tilde{C}$ is.

Lemma 4.2 ([19], Corollary 26.12) Let $\pi : M \rightarrow N$ be a Riemannian submersion. Let $\gamma$ be a geodesic in $M$. Assume $\gamma$ is orthogonal to a fiber of $\pi$ at some point. Then $\gamma$ is orthogonal to each fiber it intersects.

A geodesic in $M$ orthogonal to all fibers it intersects will be called horizontal geodesics. It follows from Lemmas 4.1, 4.2 that a geodesic in $M$ is horizontal if and only if it is a horizontal lift of its image under $\pi$. It is easy to see that the length of any horizontal geodesic and of its image under $\pi$ are equal.

Below $inj(N)$ denotes the injectivity radius of $N$.

Lemma 4.3 Let $\pi : M \rightarrow N$ be a Riemannian submersion. Let $x \in N$. Let $0 < \delta < inj(N)$. Let $N_\delta$ denote the $\delta$-neighborhood of zero section of the normal bundle of the fiber $\pi^{-1}(x)$.

1. For any $x \in N$, $p \in M$ one has
$$dist(p, \pi^{-1}(x)) = dist(\pi(p), x).$$

2. For any point from $\pi^{-1}(B(x, \delta))$ there is exactly one path minimizing the distance from this point to the fiber $\pi^{-1}(x)$. This path is necessarily a horizontal geodesic.

3. For any vector $v \in N_\delta$ one has
$$dist(exp(v), \pi^{-1}(x)) = |v|.$$

4. If $\pi$ is proper then the exponential map $exp : N_\delta \rightarrow M$ is a homeomorphism onto $\pi^{-1}(B(x, \delta))$.

Proof (1) First since $\pi$ is 1-Lipschitz one has
$$dist(p, \pi^{-1}(x)) \geq dist(\pi(p), x).$$

To prove the opposite inequality let $\gamma$ be a geodesic in $N$ minimizing the distance between $\pi(p)$ and $x$. Let $\tilde{\gamma}$ be its horizontal lift started at $p$. $\tilde{\gamma}$ ends necessarily on $\pi^{-1}(x)$. $\gamma$ and $\tilde{\gamma}$ have equal length. Hence the opposite inequality follows.

(2) Let now $p \in \pi^{-1}(B(x, \delta))$. Let us assume that there exist two geodesics $\gamma_1, \gamma_2$ connecting $p$ to $\pi^{-1}(x)$ and having length $dist(p, \pi^{-1}(x))$. By minimality both have to be
orthogonal to the fiber \( \pi^{-1}(x) \). Hence they are horizontal and by Lemma 4.1 their images \( \pi \circ \gamma_1, \pi \circ \gamma_2 \) are geodesics in \( N \); they have the same length \( \text{dist}(p, \pi^{-1}(x)) \) \( \overset{\text{part } (1)}{=} \text{dist}(\pi(p), x) < \delta \). Since \( \delta < \text{inj}(N) \) the two geodesics must coincide \( \pi \circ \gamma_1 = \pi \circ \gamma_2 \). Since \( \gamma_i \) is the horizontal lift of \( \pi \circ \gamma_i, i = 1, 2 \), with the common end point \( p \) it follows that \( \gamma_1 = \gamma_2 \).

(3) Let \( v \in \mathcal{N}_\delta \). Let \( \gamma(t) := \exp(tv), t \in [0, 1] \). Then \( \gamma \) is a horizontal geodesic since it is orthogonal to the fiber \( \pi^{-1}(x) \). When \( t \in [0, 1] \) its length is to the length of \( \pi \circ \gamma \) on the one hand, and equals to \( |v| \) on the other hand. Clearly \( \text{length}(\gamma) = |v| < \delta \). Hence \( \gamma \subset \pi^{-1}(B(x, \delta)) \). There is a path \( \gamma_0 \) minimizing the distance between \( \exp(v) \) and \( \pi^{-1}(x) \); it is necessarily a horizontal geodesic by part (2). Then the images \( \pi \circ \gamma \) and \( \pi \circ \gamma_0 \) are geodesics contained in \( B(x, \delta) \) with equal endpoint \( x \) and \( \pi(\exp(v)) \). Since \( \delta < \text{inj}(N) \) it follows \( \pi \circ \gamma = \pi \circ \gamma_0 \). Hence their horizontal lifts are equal: \( \gamma = \gamma_0 \). Part (3) follows.

(4) Since \( \pi \) is 1-Lipschitz, \( \exp(\mathcal{N}_\delta) \subset \pi^{-1}(B(x, \delta)) \).

Let us show the opposite inclusion. Let \( p \in \pi^{-1}(B(x, \delta)) \). Let \( \gamma \) be a normal geodesic starting at \( p \) and minimizing distance from \( p \) to \( \pi^{-1}(x) \). By part (3) \( \gamma \) is a horizontal geodesic. Let us denote its end point by \( z \in \pi^{-1}(x) \). By part (1)

\[
\ell := \text{length}(\gamma) = \text{dist}(p, z) = \text{dist}(\pi(p), x) = \text{dist}(\pi(p), x) < \delta.
\]

Then \( v := \frac{dy}{dt} \bigg|_{t=0} \) belongs to the unit normal bundle to \( \pi^{-1}(x) \). Then \( \gamma(t) = \exp(tv), t \in [0, \ell] \). In particular \( p = \exp(\ell v) \). Since \( \ell < \delta \) the converse inclusion follows and hence

\[
\exp(\mathcal{N}_\delta) = \pi^{-1}(B(x, \delta)).
\]

Let us prove the injectivity of \( \exp \) on \( \mathcal{N}_\delta \). Otherwise there exist \( p \in \pi^{-1}(B(x, \delta)) \) and two horizontal geodesics \( \gamma_1, \gamma_2 \) starting on \( \pi^{-1}(x) \), ending at \( p \), contained in \( \pi^{-1}(B(x, \delta)) \). Then their images \( \pi \circ \gamma_1 \) and \( \pi \circ \gamma_2 \) are geodesics contained in \( B(x, \delta) \), both start at \( x \) and end at \( \pi(p) \). Since \( \delta < \text{inj}(N) \), \( \pi \circ \gamma_1 = \pi \circ \gamma_2 \). Hence \( \gamma_1 = \gamma_2 \).

Let us show that the inverse map of \( \exp \) is continuous. Let \( p_i \to p \) be a sequence in \( \pi^{-1}(B(x, \delta)) \). Set

\[
(z_i, v_i) := \exp^{-1}(p_i) \in \mathcal{N}_\delta,
\]

\[
(z, v) := \exp^{-1}(p) \in \mathcal{N}_\delta,
\]

where \( z_i, z \in \pi^{-1}(x) \) and \( v_i \in \mathcal{N}_\delta|_{z_i}, v \in \mathcal{N}_\delta|_{z} \). Since \( \pi \) is proper after a choice of subsequence we may assume that \( (z_i, v_i) \to (y, w) \in \mathcal{N}_\delta \). Then by continuity of \( \exp \) one has

\[
\exp_{z_i}(w) = \exp_{z}(v).
\]

Since \( \exp \) is bijective on \( \mathcal{N}_\delta \) it follows that \( (y, w) = (z, v) \). \( Q.E.D. \)

**Corollary 4.4** Let \( \pi : M \to N \) be a proper smooth Riemannian submersion. Let \( \delta < \text{inj}(N) \). For any point \( x \in N \) the natural imbedding

\[
\pi^{-1}(x) \hookrightarrow \pi^{-1}(B(x, \delta))
\]

is a homotopy retraction.

**Proof** The following diagram is commutative

\[
\square[\pi^{-1}(x) \pi^{-1}(x) \mathcal{N}_\delta \pi^{-1}(B(x, \delta)); id^\ast \exp]
\]

\( \square \) Springer
where the horizontal arrow are homeomorphisms by Lemma 4.3(4) and the vertical ones are closed imbeddings. Since the left arrow is a homotopy retraction, so is the right one.

\[ Q.E.D. \]

**Proposition 4.5** Let \((M, g), (N, h)\) be smooth Riemannian manifolds. Let \(\pi : M \rightarrow N\) be a smooth proper submersion. Let \(0 < \delta_1 < \delta_2 < \frac{1}{10} \min\{\text{inj}(N), 1\}\). Let \(0 < \varepsilon < \frac{\min(\delta_1, \delta_2 - \delta_1)}{100(1 + \text{diam}(N))}\). Let us assume that \(\pi\) is \(\varepsilon\)-almost Riemannian submersion, i.e.

\[ e^{-\varepsilon} < \frac{|d\pi(v)|}{|v|} < e^{\varepsilon} \]

for any non-zero tangent to \(M\) vector \(v\) which is horizontal, i.e. orthogonal to the corresponding fiber of \(\pi\).

Let \(d\) be a metric on \(M \sqcup N\) extending the original metrics on \(M\) and \(N\) and such that \(d_H(M, N) < \varepsilon\).

(4.1.1)

Assume finally that

\[ d(p, \pi(p)) < \varepsilon \text{ for any } p \in M. \quad (4.1.2) \]

For \(x \in N\) consider the set \(B_x(\delta) := \{ p \in M \mid d(p, x) < \delta \}\).

Then (evidently)

\(\pi^{-1}(x) \subset B_x(\delta_1) \subset B_x(\delta_2)\)

and the obvious map

\[ \text{Im}[H^*(B_x(\delta_2))] \rightarrow H^*(B_x(\delta_1)) \rightarrow H^*(\pi^{-1}(x)) \]

is an isomorphism, where the cohomology has coefficients in an arbitrary commutative group.

**Proof** Let us define the new Riemannian metric \(\tilde{g}\) on \(M\) which coincides with \(g\) on the vertical subspaces, has the same as \(g\) horizontal subspaces, and on these horizontal subspaces it is the pull-back of the metric \(h\). Thus

\[ \pi : (M, \tilde{g}) \rightarrow (N, h) \]

is a Riemannian submersion. It is easy to see that for any tangent vector \(v\) to \(M\) one has

\[ e^{-\varepsilon} < \frac{|v|_{\tilde{g}}}{|v|_g} < e^{\varepsilon}. \]

Consequently the lengths of any curve \(c\) on \(M\) with respect to the metrics \(g\) and \(\tilde{g}\) satisfy

\[ e^{-\varepsilon} < \frac{\text{length}_{\tilde{g}}(c)}{\text{length}_g(c)} < e^{\varepsilon}. \]

Let us denote by \(d_g\) and \(d_{\tilde{g}}\) the intrinsic metrics on \((M, g)\) and \((M, \tilde{g})\) respectively. Then it follows that

\[ e^{-\varepsilon} < \frac{d_{\tilde{g}}(x, y)}{d_g(x, y)} < e^{\varepsilon} \text{ for any } x, y \in M. \]

By (4.1.1) one has \(\text{diam}(M, g) \leq \text{diam}(N, h) + 2\varepsilon < \text{diam}(N, h) + 1\). Hence

\[ |d_{\tilde{g}}(x, y) - d_g(x, y)| \leq (e^{\varepsilon} - 1)\text{diam}(M, g) \leq 2\varepsilon\text{diam}(M, g) < 2\varepsilon(\text{diam}(N, h) + 1) < \frac{\min(\delta_1, \delta_2 - \delta_1)}{50}. \]
By Lemma 4.3(1) for $0 < \delta < \text{inj}(N, h)$ one has

$$\pi^{-1}(B(x, \delta)) = \{ p \in M | d_{\xi}(p, \pi^{-1}(x)) < \delta \}.$$ 

Then it follows that

$$\pi^{-1}(B(x, \frac{\delta_1}{2})) \subset B_{\varepsilon}(\delta_1) \subset \pi^{-1}(B(x, \frac{\delta_1 + \delta_2}{2})) \subset B_{\varepsilon}(\delta_2) \subset \pi^{-1}(B(x, 2\delta_1)),$$ (4.1.3)

Also all these 5 spaces contain the fiber $\pi^{-1}(x)$. Then we get the maps on cohomology

$$H^{*}(\pi^{-1}(B(x, \frac{\delta_1}{2}))) \leftarrow H^{*}(B_{\varepsilon}(\delta_2)) \leftarrow H^{*}(\pi^{-1}(B(x, \frac{\delta_1 + \delta_2}{2}))) \leftarrow H^{*}(B_{\varepsilon}(\delta_1)) \leftarrow H^{*}(\pi^{-1}(B(x, 2\delta_1)))$$

which all naturally map to $H^{*}(\pi^{-1}(x))$. For the first, third, and the fifth spaces the latter map is an isomorphism by Corollary 4.4. A simple diagram chase implies the proposition. Q.E.D.

### 4.2 The Yamaguchi map

Yamaguchi [34] has proven the following result.

**Theorem 4.6** (Yamaguchi) Fix $m \in \mathbb{N}$ and $\mu > 0$. There exist $\varepsilon_m(\mu) > 0$ depending on $m$, $\mu$ only with the following properties. Let $M$, $N$ be smooth closed Riemannian manifolds, $\dim M = m$. Let $\sec(M) \geq -1$, $|\sec(N)| \leq 1$, and the injectivity radius $\text{inj}(N) > \mu$.

Assume there exists a metric $d$ on $M \sqcup N$ extending the original metrics on $M$ and $N$ and such that $d_H(M, N) < \varepsilon$, where $0 < \varepsilon < \varepsilon_m(\mu)$ is any number. Then there exists a smooth map $f : M \rightarrow N$ such that

1. $f$ is a $\tau(\varepsilon)$-almost Riemannian submersion, i.e.

$$e^{-\tau(\varepsilon)} < \frac{|df(\xi)|}{|\xi|} < e^{\tau(\varepsilon)},$$

where $\xi$ is any non-zero tangent to $M$ vector orthogonal to the fibers of $f$, and $\tau(\varepsilon)$ is a positive number depending on $m$, $\mu$, $\varepsilon$ and such that $\lim_{\varepsilon \rightarrow +0} \tau(\varepsilon) = 0$;

2. $d(z, f(z)) < \tau(\varepsilon)$ for any $z \in M^4$;

3. the fibers of $f$ are connected.

**Corollary 4.7** Let $\{M^m_i\}$ be a sequence of smooth closed $m$-dimensional Riemannian manifolds with uniformly bounded below sectional curvature which GH-converges to a smooth closed Riemannian manifold $N$. Let $d_i$ be a metric on $M_i \sqcup N$ extending the original metrics on $M_i$ and $N$ and such that

$$d_i,H(M_i, N) \rightarrow 0.$$ 

Let $0 < \delta_1 < \delta_2 < \frac{1}{100} \min\{\text{inj}(N), 1\}$. Let $f_i : M_i \rightarrow N$ be the Yamaguchi maps from Theorem 4.6 where for $\varepsilon$ one takes $\varepsilon_i := d_{GH}(M_i, N) + 1/i$. Then there exists $i_0$ such that for all $i > i_0$ the following is satisfied: for any $x \in N$ the natural map

$$\text{Im}[H^{*}(B_{i,x}(\delta_2)) \rightarrow H^{*}(B_{i,x}(\delta_1))] \rightarrow H^{*}(\pi^{-1}_i(x))$$

is an isomorphism. This is equation (2.5) in [34]; see references therein.

Springer
is an isomorphism, where by definition $B_{i,x}(\delta) := \{ p \in M_i \mid d_i(p, x) < \delta \}$, and the cohomology is taken with coefficients in an arbitrary commutative group.

**Proof** This follows from Theorem 4.6 and Proposition 4.5. \( Q.E.D. \)

## 5 GH-convergence of spaces acted on by a finite group

Most probably the results of this section are folklore. The main result of this section is Theorem 5.7 below. Let us state a consequence of it:

Let a sequence $\{X_i\}$ of compact metric spaces GH-converge to a compact metric space $X$. Let each $X_i$ be given an action of a finite group $G$ by isometries. Then there is an action of $G$ on $X$ by isometries such that for a subsequence of $X_i$ one has $G \backslash X_i \longrightarrow G \backslash X$ in the GH-sense.

### 5.1 Equivariant GH-distance

Let us fix throughout this subsection a finite group $G$.

**Definition 5.1** Let $(X, d_X)$ and $(Y, d_Y)$ be semi-metric spaces such that the induced quotient metric spaces are compact. Let us given actions of $G$ on $X$ and $Y$ by isometries. Define the $G$-equivariant GH-distance between them as

$$d_{GH}^G(X, Y) := \inf_d d_H(X, Y),$$

where the infimum is taken over all $G$-invariant semi-metrics on the disjoint union $X \sqcup Y$ extending the original semi-metrics on $X$ and $Y$ and such that $d(x, y) > 0$ for any $x \in X$, $y \in Y$.\(^5\)

**Remark 5.2** If $(X, d)$ is a semi-metric space acted by $G$ by isometries then the canonical quotient metric space $(\tilde{X}, \tilde{d})$ carries the induced action of $G$ by isometries and $d_{GH}^G(X, \tilde{X}) = 0$.

**Lemma 5.3** Let $G$, $(X, d_X)$, and $(Y, d_Y)$ be as in Definition 5.1.

1. Then $d_{GH}(X, Y) \leq d_{GH}^G(X, Y) < \infty$.
2. $d_{GH}^G$ is a semi-metric on the class of semi-metric spaces with an isometric $G$-action as in Definition 5.1.
3. Assume in addition that $(X, d_X)$ and $(Y, d_Y)$ are metric (rather than semi-metric) spaces. Then $d_{GH}^G(X, Y) = 0$ if and only if there exists a $G$-equivariant isometry $X \tilde{\longrightarrow} Y$.

**Proof** (1) The first inequality is obvious. For the second one, fix a constant $L > \max\{diam(X), diam(Y)\}$. Define the semi-metric $d$ on $X \sqcup Y$, extending the original metrics on $X$ and $Y$, by

$$d(x, y) := L \quad \text{for any} \; x \in X, \; y \in Y.$$ 

It is clear that $d$ is $G$-invariant and satisfies all the other conditions from the Definition 5.1.

(2) The symmetry of $d_{GH}^G$ is obvious. Let us prove the triangle inequality:

$$d_{GH}^G(X_1, X_3) \leq d_{GH}^G(X_1, X_2) + d_{GH}^G(X_2, X_3).$$

\(^5\) The only difference between this definition and the original GH-distance is that $d$ has to be $G$-invariant.
Given \( \varepsilon > 0 \) and two semi-metrics \( d_{12} \) and \( d_{23} \) on \( X_1 \sqcup X_2 \) and \( X_2 \sqcup X_3 \) respectively as in Definition 5.1, let us define a new semi-metric \( d_{13} \) on \( X_1 \sqcup X_3 \) using the following well known construction (see e.g. [6]):

\[
d_{13}(x_1, x_3) = \inf_{x_2 \in X_2} \{ d_{12}(x_1, x_2) + d_{23}(x_2, x_3) \} + \varepsilon
\]

for any \( x_1 \in X_1, x_3 \in X_3 \), and define \( d_{13} \) on \( X_1 \) and on \( X_3 \) to coincide with the original metrics on those spaces. It is easy to see that \( d_{13} \) is a semi-metric satisfying all the requirements in Definition 5.1. Moreover it is easy to see that the Hausdorff distance satisfies

\[
d_{H}(X_1, X_3) \leq d_{H}(X_1, X_2) + d_{H}(X_2, X_3) + \varepsilon.
\]

Taking inf over \( d_{12}, d_{23}, \) and \( \varepsilon > 0 \) we get the triangle inequality for \( d_{GH} \).

(3) The ‘if’ part is trivial. For the ‘only if’ part, let \((X, d_X)\) and \((Y, d_Y)\) be compact metric spaces with \( G \)-actions by isometries. Let us assume that \( d_{GH}^G(X, Y) = 0 \). Then there exists a sequence \( \{d_i\} \) of \( G \)-invariant metrics on \( X \sqcup Y \) extending the original metrics on \( X \) and \( Y \) such that the Hausdorff distances with respect to \( d_i \) satisfy \( d_i, H(X, Y) \to 0 \) as \( i \to \infty \). We are going to construct a \( G \)-equivariant isometry \( \sigma : X \to Y \).

Let us fix an ultra-filter \( \lambda \) on \( \mathbb{N} \). Let \( x \in X \). There exist \( y_i \in Y \) such that \( d_i(x, y_i) \to 0 \).

Define

\[
\sigma(x) := \lim_{\lambda} y_i.
\]

Let us check that \( \sigma(x) \) is well defined, i.e. is independent of \( y_i \). Indeed if \( y_i' \in Y \) is another sequence such that \( d_i(x, y_i') \to 0 \) then clearly \( d_Y(y_i, y_i') \to 0 \). Hence \( \lim_{\lambda} y_i' = \lim_{\lambda} y_i \) as required.

Let us show that \( \sigma \) preserves distances:

\[
d_Y(\sigma(x), \sigma(\tilde{x})) = d_X(x, \tilde{x}) \tag{5.1.1}
\]

for any \( x, \tilde{x} \in X \). For let \( y_i, \tilde{y}_i \in Y \) such that

\[
d_i(x, y_i) \to 0, \; d_i(\tilde{x}, \tilde{y}_i) \to 0.
\]

By the triangle inequality

\[
|d_Y(y_i, \tilde{y}_i) - d_X(x, \tilde{x})| \leq d_i(x, y_i) + d_i(\tilde{x}, \tilde{y}_i) \to 0.
\]

This immediately implies (5.1.1).

Let us show that \( \sigma \) is an isometry, i.e. onto. Similarly there exists a distance preserving transformation \( \tau : Y \to X \). Thus \( \sigma \circ \tau : Y \to Y \) preserves distances in \( Y \). By Lemma 1.2 in [25] \( \sigma \circ \tau \) is onto. Hence \( \sigma \) is onto.

Let us show that \( \sigma \) is \( G \)-equivariant. Let \( g \in G, \; x \in X \). Let \( y_i \in Y \) satisfy \( d_i(x, y_i) \to 0 \). Since \( d_i \) are \( G \)-invariant \( d_i(g(x), g(y_i)) \to 0 \). Then we have

\[
\sigma(g(x)) = \lim_{\lambda} g(y_i) = g(\lim_{\lambda} y_i) = g(\sigma(x)).
\]

Q.E.D.

Let \((X, d_{GH})\) be the space of isometry classes of compact metric spaces equipped with the \( \text{GH} \)-distance. Let \((X^G, d_{GH}^G)\) denote the space of equivalence classes of compact metric space equipped with \( G \)-action by isometries with the metric \( d_{GH}^G \) (two such spaces are called equivalent if there exists a \( G \)-equivariant isometry between them).
One has the canonical map
\[ \Theta : \mathcal{X}^G \rightarrow \mathcal{X} \]
forgetting the action of \( G \). By Lemma 5.3(1) \( \Theta \) is 1-Lipschitz.

**Proposition 5.4** Let \( X_i \rightarrow X \) in \( \mathcal{X}^G \). Then \( G\backslash X_i \rightarrow G\backslash X \) in \( \mathcal{X} \).

**Proof** There exist \( G \)-invariant metrics \( d_i \) on \( X \bigsqcup X_i \) extending the original metrics on \( X \) and \( X_i \) such that \( d_{i,H}(X, X_i) \rightarrow 0 \). Let
\[ \pi_i : X \bigsqcup X_i \rightarrow (G\backslash X) \bigsqcup (G\backslash X_i) \]
be the obvious quotient map. \( \pi_i \) is 1-Lipschitz when the source is equipped with \( d_i \) and the target with the quotient metric \( \bar{d}_i \). We claim that for the Hausdorff distances one has
\[ d_{GH}(G\backslash X, G\backslash X_i) \leq \bar{d}_{i,H}(G\backslash X, G\backslash X_i) \leq d_{i,H}(X, X_i) \rightarrow 0. \]
The first inequality is obvious by the definition of \( d_{GH} \). The second inequality follows from the following general simple fact: Let \( F : Z_1 \rightarrow Z_2 \) be a 1-Lipschitz map of metric spaces. Let \( A, B \subset Z_1 \) be compact subsets. Then
\[ d_H(F(A), F(B)) \leq d_H(A, B). \]
A proof is left to the reader. \( Q.E.D. \)

**Proposition 5.5** The canonical map \( \Theta : \mathcal{X}^G \rightarrow \mathcal{X} \) is proper.

**Proof** Let \( \{X_i\} \subset \mathcal{X}^G \) be a sequence such that \( \Theta(X_i) \) has a limit in \( \mathcal{X} \). It follows (see e.g. Proposition 7.4.12 in [6]) that for any \( k \in \mathbb{N} \) there exists \( N(k) \in \mathbb{N} \) and an \( 1/k \)-net\(^6 \) \( S_i^{(k)} \subset X_i \) with at most \( N(k) \) elements. We may and will assume that \( S_i^{(k)} \) is \( G \)-invariant; indeed it suffices to replace it with \( G \cdot S_i^{(k)} \) and replace \( N(k) \) with \( |G| \cdot N(k) \). We may and will assume that for any \( i \)
\[ S_i^{(1)} \subset S_i^{(2)} \subset S_i^{(3)} \subset \cdots \subset X_i. \]
Furthermore after a choice of subsequence one may assume that for any \( k \) the number of elements in \( S_i^{(k)} \) is independent of \( i \). This number will be denoted by \( N(k) \) again. Let \( I := \{x^1, x^2, x^3, \ldots \} \) be either finite or countable set whose cardinality equals the (independent of \( i \)) cardinality of \( S_i := \bigcup_{k=1}^\infty S_i^{(k)}. \) Let \( I^{(k)} := \{x^p\}_{p \leq N(k)}. \) For any \( i \) there is a bijection \( \iota_i : I \rightarrow S_i \) such that
\[ \iota_i(I^{(k)}) = S_i^{(k)}. \]
Since \( S_i^{(k)} \) is acted by \( G \), the bijection \( \iota_i \) induces an action of \( G \) on \( I^{(k)} \) which possibly may depend on \( i \). Since a finite group may have only finitely many actions on a given finite set, after a choice of a subsequence we may and will assume that all these actions of \( G \) on \( I^{(k)} \) are the same for any \( k \). Clearly this action of \( G \) on \( I^{(k+1)} \) restricts to the corresponding action on \( I^{(k)} \). Hence there exists a unique action on \( I = \bigcup_{k=1}^\infty I^{(k)} \) which restricts to the corresponding actions on \( I^{(k)} \) for any \( k \) and such that the bijections \( \iota_i : I \rightarrow S_i \) are \( G \)-equivariant.

Let us define on \( I \) a sequence of metrics \( \{D_i\} \) by
\[ D_i(x^p, x^q) := d_{X_i}(\iota_i(x^p), \iota_i(x^q)). \]

---

\(^6\) Recall that a subset \( S \subset X \) is called \( \varepsilon \)-net if its \( \varepsilon \)-neighborhood equals \( X : X = S_\varepsilon. \)
Since $I$ is at most countable we may choose a subsequence such that for any $p, q \in I$
\[ D_i(x^p, x^q) \longrightarrow D(x^p, x^q), \]
where $D$ is a semi-metric on $I$. Then $G$ preserves $D$ since $G$ preserves $D_i$ for any $i$.

Let us construct a limit of $\{X_i\}$ in $\mathcal{X}^G$. Let $(\tilde{I}, \bar{D})$ be the metric space corresponding to the semi-metric space $(I, D)$. The former is obtained from the latter by quotient moduli the equivalence relation on $I$: $x \sim y$ if and only if $D(x, y) = 0$ (see Proposition 1.1.5 in [6] for details).

Since $G$ preserves $D$, this action of $G$ preserves the above equivalence classes and hence induces an action of $G$ on $(\tilde{I}, \bar{D})$ by isometries.

The metric space $(\tilde{I}, \bar{D})$ is pre-compact. Indeed denote by $\tilde{I}^{(k)}$ the image of $I^{(k)}$ in $\tilde{I}$. It is easy to see that $\tilde{I}^{(k)}$ is $1/k$-net in $(\tilde{I}, \bar{D})$ for any $k$.

Let $(X, d_X)$ be the completion of $(\tilde{I}, \bar{D})$. It is necessarily compact. The action of $G$ on $\tilde{I}$ extends uniquely to an action by isometries on $X$.

It remains to show that $X_i \longrightarrow X$ in $\mathcal{X}^G$. By the triangle inequality for $d^G_{GH}$ we have
\[ d^G_{GH}((X_i, d_{X_i}), (X, d_X)) \leq d^G_S((S_i^{(k)}, d_{X_i}), (S_i^{(k)}, d_{X_i})) + d^G_S((S_i^{(k)}, d_{X_i}), (I^{(k)}, D_i)) + d^G_S((I^{(k)}, D_i), (I^{(k)}, D)) + d^G_S((I^{(k)}, D), (\tilde{I}^{(k)}, \bar{D})) + d^G_S((\tilde{I}^{(k)}, \bar{D}), (X, d_X)). \]

The following estimates are clear
\[ d^G_S((X_i, d_{X_i}), (S_i^{(k)}, d_{X_i})) \leq d_H(S_i^{(k)}, X_i) \leq 1/k, \quad (5.1.2) \]
\[ d^G_S((\tilde{I}^{(k)}, \bar{D}), (X, d_X)) \leq d_H(\tilde{I}^{(k)}, X) \leq 1/k, \quad (5.1.3) \]
\[ d^G_S((I^{(k)}, D), (\tilde{I}^{(k)}, \bar{D})) = 0, \quad (5.1.4) \]
\[ d^G_S((S_i^{(k)}, d_{X_i}), (I^{(k)}, D_i)) = 0. \quad (5.1.5) \]

Substituting these inequalities into the previous one we get for any $k$
\[ d^G_{GH}((X_i, d_{X_i}), (X, d_X)) \leq 2/k + d^G_{GH}((I^{(k)}, D_i), (I^{(k)}, D)). \quad (5.1.6) \]

We claim that $d^G_{GH}((I^{(k)}, D_i), (I^{(k)}, D)) \longrightarrow 0$ as $i \longrightarrow \infty$; that will imply Proposition 5.5. This follows from the following more general lemma (compare Example 7.4.4 in [6]).

**Lemma 5.6** Let $X$ be a set acted by a finite group $G$. Let $\{d_i\}$ be a sequence of $G$-invariant semi-metrics on $X$ which uniformly converges to a semi-metric $d$, i.e. $d_i \longrightarrow d$ uniformly on $X \times X$. Then $d^G_{GH}((X, d_i), (X, d)) \longrightarrow 0$ as $i \longrightarrow \infty$.

To finish the proof of Proposition 5.5 it remains to prove this lemma. Let us define a $G$-invariant semi-metrics $\hat{d}_i$ on the disjoint union of two copies of $X$, $X \sqcup X$, such that $\hat{d}_i$ extends $d$ on the first copy of $X$ and $d_i$ on the second one, and for $x$ and $x'$ from the first and the second copies of $X$ respectively set
\[ \hat{d}_i(x, x') := \inf_{z \in X} \{d(x, z) + \varepsilon_i + d_i(z, x') \}. \]
where $\varepsilon_i := \sup_{a, b \in X} |d(a, b) - d_i(a, b)| + \frac{1}{i}$. It is easy to see that $\hat{d}_i$ is a $G$-invariant semi-metric, and the Hausdorff distance between the two copies of $X$ with respect to it is at most $\varepsilon_i \to 0$. Q.E.D.

Propositions 5.5 and 5.4 imply immediately the main result of this section:

**Theorem 5.7** Let $G$ be a finite group acting by isometries on compact metric spaces $\{X_i\}$. Let $X_i \to X$ in the GH-sense, i.e. in $X$, disregarding the action. Then

1. there exists an action of $G$ on $X$ by isometries and a subsequence of $\{X_i\}$ which converges to $X$ in the $G$-equivariant sense, i.e. in $X^G$;
2. For this subsequence $G \setminus X_i \to G \setminus X$ in GH-sense.

### 5.2 A simple lemma on finite-group quotients

Let a finite group $G$ act on a metric space $(Z, d_Z)$ by isometries. Let $\pi: Z \to G \setminus Z$ be the canonical quotient map; it is a 1-Lipschitz map when the target is equipped with the quotient metric $\bar{d}_Z$.

Let $\bar{z} \in G \setminus Z$ be a subset such that $\alpha := \sup_{\bar{a} \in \bar{A}} \text{dist}(\bar{z}, \bar{a}) < \frac{1}{10} \min_{i \neq j} d_Z(z_i, z_j)$. (5.2.1)

Let

$$A_p := \pi^{-1}(\bar{A}) \cap \{x \in Z | d(z_p, x) \leq \alpha\}.$$

**Lemma 5.8** In the above notation we have

1. $A_p \cap A_q = \emptyset$ for $p \neq q$.
2. For any $1 \leq p \leq k$ and any $g \in G$ there exists $1 \leq q \leq k$ such that $g(A_p) = A_q$.
3. $\pi^{-1}(\bar{A}) = \bigcup_{p=1}^k A_p$.
4. $\pi(A_p) = \bar{A}$ for any $p = 1, \ldots, k$.
5. The natural map

$$\text{Stab}(x_p) \setminus A_p \to \bar{A}$$

is an isometry for any $p = 1, \ldots, k$.

**Proof**

1. Let $z \in A_p \cap A_q$, $p \neq q$. Then $d_Z(z_p, z_q) \leq 2\alpha < \frac{1}{10} \min_{i \neq j} d_Z(z_i, z_j)$; this is a contradiction.
2. Let $q$ be such that $g(z_p) = z_q$. Let $x \in A_p$. Then $d_Z(g(x), z_q) = d_Z(x, z_p) \leq \alpha$. Hence $g(A_p) \subset A_q$. By the symmetry the opposite inclusion also holds.
3. Let $x \in \pi^{-1}(\bar{A})$. By the definition of $\bar{d}_Z$ we have

$$\min_i d_Z(x, z_i) = \bar{d}_Z(\pi(x), \bar{z}) \leq \alpha.$$

Hence there exists $p$ such that $d_Z(x, z_p) \leq \alpha$, i.e. $x \in A_p$. 
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(4) Let \( \tilde{x} \in A \). Let \( \pi(x) = \tilde{x} \). By (2) there exists \( q \) such that \( x \in A_q \). There exists \( g \in G \) such that \( g(z_q) = z_p \). By part (3) \( g(A_q) = A_p \). Hence \( g(x) \in A_p \) and \( \pi(g(x)) = \tilde{x} \). Hence \( \pi(A_p) = \tilde{A} \).

(5) Let \( x, y \in A_p \) and \( \pi(x) = \pi(y) \). Then there exists \( g \in G \) such that \( y = g(x) \). Due to disjointness of different \( A_j \)'s, one has \( g(A_p) = A_p \). Hence \( g \in Stab(z_p) \). Hence the map \( Stab(z_p) \backslash A_p \rightarrow \tilde{A} \) is injective and due to part (4) it is bijective. It remains to show that this map preserves distances.

Let \( x, y \in A_p \) be arbitrary points. Let \( g \in G \). Assume that \( g(A_p) = A_q \) with \( q \neq p \). Then

\[
\begin{align*}
d_Z(x, g(y)) &\geq d_Z(z_p, z_q) - d_Z(x, z_p) - d_Z(g(y), z_q) - d_Z(z_p, z_q) - d_Z(x, z_p) - d_Z(y, z_p) > \\
&> 8\alpha.
\end{align*}
\]

On the other hand if \( g(A_p) = A_p \), or equivalently \( g(z_p) = z_p \),

\[
d_Z(x, g(y)) \leq d_Z(x, z_p) + d_Z(g(y), z_p) \leq 2\alpha.
\]

Consequently

\[
\tilde{d}_Z(\pi(x), \pi(y)) = \min_{g \in G} d_Z(x, g(y)) = \min_{g \in Stab(z_p)} d_Z(x, g(y)).
\]

Part (5) follows. \( Q.E.D. \)

### 5.3 \( G \)-equivariant Yamaguchi map

Let \( G \) be a finite group. We would like to have a \( G \)-equivariant version of the Yamaguchi theorem 4.6 which we prove here only in a very special case needed below, namely when \( G = \mathbb{Z}_2 \) and the target manifold \( N \) is a circle. Let us formulate the general question.

**Question 5.9** Let a sequence \( \{M^m_i\} \) of closed smooth Riemannian manifolds with uniformly bounded below sectional curvature and equipped with a \( G \)-action by isometries, converge in \( X^G \) to a smooth closed Riemannian manifold \( N \) acted by \( G \) by isometries. Let \( d_i \) be \( G \)-invariant metrics on \( M_i \bigsqcup N \) extending the original metrics on \( M_i \) and \( N \) and such that \( d_{i,H}(M_i, N) \rightarrow 0 \).

The question is whether there exist positive numbers \( \varepsilon_i \rightarrow 0 \) and smooth maps \( f_i : M_i \rightarrow N \) such that for large \( i \)

1. \( f_i \) is \( \varepsilon_i \)-almost Riemannian submersions;
2. \( f_i \) is \( G \)-equivariant;
3. \( d_i(x, f_i(x)) < \varepsilon_i \) for any \( x \in M_i \);
4. the fibers of \( f_i \) are connected.

**Remark 5.10** One can show that (4) follows from (1)–(3).

We are going to show that this question has positive answer in a very special situation sufficient for applications in this paper:

**Proposition 5.11** In the notation of Question 5.9 let us assume that \( N \) is a circle (imbedded standardly to a the plane), the group \( G = \mathbb{Z}_2 \) acts on \( N \) by reflection with respect to a line passing through the center of the circle \( N \). Then Question 5.9 has positive answer, i.e. there exist \( \mathbb{Z}_2 \)-equivariant maps \( f_i : M_i \rightarrow N \) satisfying (1)–(4) there.
The proof of this proposition will be reduced to the proof of Yamaguchi’s Theorem 4.6. Let us recall the main construction used in the proof of the latter theorem.

Let $M$, $N$ be, as in Theorem 4.6, smooth closed Riemannian manifolds such that $\dim M = m \geq \dim N$. Let $\sec(M) \geq -1$, $|\sec(N)| \leq 1$, and the injectivity radius $inj(N) > \mu$, where $\mu > 0$ is a fixed number. Let $0 < \varepsilon < \frac{\mu}{2}$. Let $d$ be a metric on $M \cup N$ extending the original metrics on $M$ and $N$ and such that $d_H(M, N) < \varepsilon$.

One can show (see [34] and references therein) that there exists a finite set (of indices) $\mathcal{I}$ and two maps $m: \mathcal{I} \rightarrow M$, $n: \mathcal{I} \rightarrow N$ such that

\[
M \subset (Im(m))_{\varepsilon/\sigma}, \quad N \subset (Im(n))_{\varepsilon/\sigma}
\]

Let

\[
d(m(i), m(j)) > \varepsilon, \quad d(n(i), n(j)) > \varepsilon \quad \text{for all } i \neq j \in \mathcal{I}
\]

\[
d(m(i), n(i)) < \varepsilon.
\]

In addition to these subsets let us fix a $C^\infty$-smooth function $h: \mathbb{R} \rightarrow [0, 1]$ such that

\[
\begin{align*}
&h(0) = 1 \\
&h(t) = 0 \quad \text{if } t \geq \sigma \\
&-\frac{\sigma}{8} < h'(t) < -\frac{3}{\sigma} \quad \text{if } \frac{\sigma}{8} < t < \frac{5\sigma}{8} \\
&-\frac{\sigma}{8} h'(t) < 0 \quad \text{if } \frac{2\sigma}{8} < t < \frac{3\sigma}{8} \quad \text{or } \frac{5\sigma}{8} < t < \frac{6\sigma}{8} \\
&-\sigma < h'(t) < 0 \quad \text{if } 0 < t < \frac{2\sigma}{8} \quad \text{or } \frac{6\sigma}{8} < t < \sigma \\
&|h''(t)| < \frac{\sigma}{8} \quad \text{for all } t.
\end{align*}
\]

Define the map $\Phi_N: N \rightarrow \mathbb{R}^\mathcal{I}$ by

\[\Phi_N(x) = [i \mapsto h(d(x, n(i)))].\]

In was shown in [14] that if $\sigma$ and $\varepsilon/\sigma$ are smaller than a constant depending on $m = \dim M$ and $\mu$ then $\Phi_N$ satisfies the following properties:

(i) $\Phi_N$ is a smooth imbedding;

(ii) Let us denote by $N$ the normal bundle of $\Phi_N(N)$ in $\mathbb{R}^\mathcal{I}$, and put

\[K := \sup_{x \in N} \{\varepsilon |d(x, n(i))| < \sigma\},\]

i.e. $K$ is the maximal number of points of $Im(n)$ in balls of radius $\sigma$ in $N$. Denote by $\mathcal{N}_C(N) \subset N$ the subset of normal vectors of Euclidean norm at most $C$. The claim is that the restriction to $\mathcal{N}_C(N)$ of the normal exponential map is a diffeomorphism onto its image which we denote by $\mathcal{U}$, where $C_1 > 0$ is a number depending on $m$, $\mu$, $\sigma$. We denote by

\[P: \mathcal{U} \rightarrow \Phi_N(N)\]

be the projection along the fibers of the normal bundle.

Let us define a $C^1$-smooth map $\Phi_M: M \rightarrow \mathbb{R}^\mathcal{I}$. For each $i \in \mathcal{I}$ and each $x \in M$ put

\[\phi_i(x) = \frac{1}{vol(B_M(m(i), \varepsilon))} \int_{y \in B_M(m(i), \varepsilon)} d(y, x)dy.\]

Then $\phi_i$ is $C^1$-smooth. Define $\Phi(x) := [i \mapsto h(\phi_i(x))]$.

It is not hard to check that $\Phi_M(M)$ is contained in $\mathcal{U}$. Finally define $f: M \rightarrow N$ by

\[f = \Phi_N^{-1} \circ P \circ \Phi_M.\]
The claim is that this \( f \) satisfies all the conclusions of the Yamaguchi Theorem 4.6 except \( f \) is only \( C^1 \)-smooth rather than \( C^\infty \). It can be smoothened further to get a \( C^\infty \)-map as it is shown below in Lemma 5.13.

Let us now discuss how the construction of the map \( f \) could be generalized into \( G \)-equivariant situation where \( G \) is a finite group. The following Lemma is obvious.

**Lemma 5.12** Let us assume that there exist a finite set \( \mathcal{I} \) with a (left) action of \( G \) and maps \( m: \mathcal{I} \rightarrow M, \, n: \mathcal{I} \rightarrow N \) as above which are in addition \( G \)-equivariant. Then the maps \( \Phi_N, \, P, \, \Phi_M \) and hence \( f = \Phi_N^{-1} \circ P \circ \Phi_M \) are \( G \)-equivariant.

**Proof of Proposition 5.11** Let \( N = C \) be a circle of length \( L \). We consider it as the standard circle of length \( L \) on the plane \((x, y)\) centered at the origin. Let the group \( G = \mathbb{Z}_2 \) act by reflection with respect to the axis \( x \). The injectivity radius of \( C \) is \( L/2 \). By our choice of \( \varepsilon \ll inj(C) \) there exists a natural number \( N \) in the interval

\[
N \in \left( 0.4 \frac{L}{\varepsilon}, 0.45 \frac{L}{\varepsilon} \right).
\]

Let us define \( \mathcal{I} \) to be the set of all points on the circle \( C \) of the form

\[
\mathcal{I} := \left\{ \frac{L}{2\pi} \left( \cos \left( \frac{\pi k}{N} \right), \sin \left( \frac{\pi k}{N} \right) \right) \mid 0 \leq k \leq 2N - 1, \, k \neq 0, \, N \right\}.
\]

Observe that we have omitted the two points on the axis \( x \). \( \mathcal{I} \) is invariant under the reflection with respect to the axis \( x \); that defines an action of \( \mathbb{Z}_2 \) on \( \mathcal{I} \). The identical imbedding \( n: \mathcal{I} \rightarrow N = C \) is the desired one, it is obviously \( \mathbb{Z}_2 \)-equivariant.

It follows that \( n(\mathcal{I}) = I \) is \( 1.1\varepsilon \)-separated and \( 3\varepsilon \)-net, i.e. \( (\mathcal{I})_{3\varepsilon} = C \).

Let us assume that \( d_H(M, C) < 0.01\varepsilon \). We are going to define \( \mathbb{Z}_2 \)-equivariant map \( m: \mathcal{I} \rightarrow M \) satisfying the properties (5.3.1)–(5.3.3). Let us denote by \( \mathcal{I}^+ \) the subset of \( \mathcal{I} \) contained in the upper half plane. Then \( \mathcal{I} = \mathcal{I}^+ \bigcup a(\mathcal{I}^+) \) where \( a \in \mathbb{Z}_2 \) is the non-zero element corresponding to the reflection. For any \( i \in \mathcal{I}^+ \) there exists \( x_i \in M \) such that \( d(x_i, n(i)) < 0.01\varepsilon \). Let us define the map \( m: \mathcal{I} \rightarrow M \) as follows: for any \( i \in \mathcal{I}^+ \) set

\[
m(i) := x_i, \quad m(a(i)) := a(x_i),
\]

where \( a(i) \) means the reflection of \( i \in C \) with respect to the \( x \)-axis, and \( a(x_i) \) means the given action of \( a \in \mathbb{Z}_2 \) on \( M \).

Clearly \( m \) is \( \mathbb{Z}_2 \)-equivariant. It is easy to see that \( d(m(i), m(j)) > \varepsilon \) for \( i \neq j \in \mathcal{I} \) and \((Im(m))_{4\varepsilon} = M \). Then the assumptions of Lemma 5.12 are satisfied, and we obtain a \( C^1 \)-smooth \( \mathbb{Z}_2 \)-equivariant \( \tau(\varepsilon) \)-almost Riemannian submersion \( f: M \rightarrow C \) such that \( d(x, f(x)) < \tau(\varepsilon) \). In order to make \( f \) to be \( C^\infty \)-smooth we will use the following well known lemma which is also proven for the sake of completeness. \( Q.E.D. \)

**Lemma 5.13** Let \( G \) be a compact Lie group (in particular a finite group) acting smoothly on smooth closed Riemannian manifolds \( M, \, N \). Let \( f: M \rightarrow N \) be a \( G \)-equivariant \( C^1 \)-smooth map. The for any \( \delta > 0 \) there exists a \( C^\infty \)-smooth \( G \)-equivariant map \( f_\delta: M \rightarrow N \) such that

\[
\|[f - f_\delta]|C^1 < \delta.
\]

**Proof** By [22] there exists a smooth \( G \)-equivariant imbedding of \( N \) into a finite dimensional Euclidean space equipped with a linear orthogonal action of the group \( G \):

\[
i: N \hookrightarrow V.
\]
Let \( \mathcal{N}_N \) be the normal bundle of \( \iota(N) \). There exists an open neighborhood \( \mathcal{O} \subset \mathcal{N}_N \) of the zero section such that

\[
\exp: \mathcal{O} \rightarrow V
\]

has an open image \( \mathcal{O}' \) and is a diffeomorphism onto it. The composition \( q: \mathcal{O}' \rightarrow N \) of \( \exp^{-1} \) with the natural projection \( \mathcal{N}_N \rightarrow N \) is the nearest point map from \( \mathcal{O}' \) to \( N \). Clearly \( q \) is \( C^\infty \)-smooth and \( G \)-equivariant. By reducing \( \mathcal{O} \) we may assume that there exists a constant \( C \) such that

\[
||q||_{C^1} < C. \tag{5.3.4}
\]

Fix \( \varepsilon > 0 \) such that the \( \varepsilon \)-neighborhood of \( N \) in contained in \( \mathcal{O}' \). There exists a \( C^\infty \)-smooth map \( h_1: M \rightarrow V \) such that

\[
||\iota \circ f - h_1||_{C^1} < \varepsilon.
\]

By averaging it over the group \( G \) define \( h_2: M \rightarrow V \) as

\[
h_2(x) = \int_G g(h_1(g^{-1}(x)))dg,
\]

where \( dg \) in the probability Haar measure on \( G \). It is easy to see that \( h_2 \) is \( C^\infty \)-smooth, \( G \)-equivariant and

\[
||h_2 - \iota \circ f||_{C^1} < \varepsilon. \tag{5.3.5}
\]

Define \( h := q \circ h_2: M \rightarrow N \). Clearly \( h \) is \( C^\infty \)-smooth and \( G \)-equivariant. Let us show that \( h \) is \( C^1 \)-close to \( f \). First we have (below \( || \cdot || \) denotes the Euclidean norm)

\[
||\iota \circ h(x) - (\iota \circ f)(x)|| = ||\iota(q(h_2(x))) - \iota(f(x))|| \leq
\]

\[
||h_2(x) - (\iota(f))(x)|| + ||\iota(q(h_2(x))) - h_2(x)|| \leq 2||h_2 - \iota(f)(x)|| < 2\varepsilon,
\]

where the second inequality is due to the fact that \( q \) is the nearest point map to \( N \).

For the first derivatives we have

\[
||\partial_i[h(x) - f(x)]|| = ||\partial_i[q(h_2(x)) - q((\iota \circ f)(x))]| |
\]

\[
= ||\sum_j \partial_j q(\partial_i(h_2)_j(x) - \partial_i(\iota \circ f)_j(x))|| \leq
\]

\[
C' \sum_j |\partial_i(h_2)_j(x) - \partial_i(\iota \circ f)_j(x)| \tag{5.3.5} \leq C'' \varepsilon.
\]

The result follows. \( \textbf{Q.E.D.} \)

### 6 Convergence of closed surfaces

#### 6.1 Reduction between sequences of metrics

The goal of this subsection is to prove a technical lemma, which allows to reduce the study of the nearby cycle construction from a sequence of metrics to a sequence of metrics with more feasible behavior.
Let us introduce notation. Let \( \{X_i\} \) be a sequence of sets equipped with two sequences of metrics \( \{d_{X_i}\} \) and \( \{d'_{X_i}\} \) each of them making \( X_i \) a compact space. Let us assume that 

\[
\sup_{x, y \in X_i} |d_{X_i}(x, y) - d'_{X_i}(x, y)| \longrightarrow 0. 
\tag{6.1.1}
\]

Further assume that \( \{(X_i, d_{X_i})\} \) GH-converges to a compact metric space \( X \). This and the condition (6.1.1) imply that \( \{(X_i, d'_{X_i})\} \) GH-converges to \( X \). Let \( d_i \) (resp. \( d'_i \)) be a semi-metric on \( X_i \) extending the original metric on \( X \) and the metric \( d_{X_i} \) (resp. \( d'_{X_i} \)) on \( X_i \). Assume that

\[
d_{i, H}(X_i, X) \longrightarrow 0 \quad \text{and} \quad d'_{i, H}(X_i, X) \longrightarrow 0. 
\tag{6.1.2}
\]

Fix a subset \( Z \subset X \), and \( x \in Z \). Denote

\[
\mathcal{B}_{i, x}(\varepsilon) := \{ y \in X_i | d_i(x, y) < \varepsilon \}, 
\tag{6.1.3}
\]

\[
\mathcal{B}'_{i, x}(\varepsilon) := \{ y \in X_i | d'_i(x, y) < \varepsilon \}. 
\tag{6.1.4}
\]

In the next lemma the cohomology is taken with coefficients in a field.

**Lemma 6.1** Assume the properties (6.1.2). Let \( \kappa > 0 \). Let \( a \) be a non-negative integer. Assume that for any \( 0 < \varepsilon_1 < \varepsilon_2 < \kappa \) and any \( x \in Z \) there exists \( i_0 = i_0(\varepsilon_1, \varepsilon_2, x) \) such that for any \( i > i_0 \) the dimension

\[
\dim \text{Im}[H^a(\mathcal{B}'_{i, x}(\varepsilon_2)) \longrightarrow H^a(\mathcal{B}'_{i, x}(\varepsilon_1))] 
\]

is independent of \( i, \varepsilon_1, \varepsilon_2 \) (but may depend on \( x \in Z \)).

Then any \( 0 < \varepsilon_1 < \varepsilon_2 < \kappa \) and any \( x \in Z \) there exists \( i_1 = i_1(\varepsilon_1, \varepsilon_2, x) \geq i_0 \) such that for all \( i > i_1 \) we have

\[
\dim \text{Im}[H^a(\mathcal{B}_{i, x}(\varepsilon_2)) \longrightarrow H^a(\mathcal{B}_{i, x}(\varepsilon_1))] = \dim \text{Im}[H^a(\mathcal{B}'_{i, x}(\varepsilon_2)) \longrightarrow H^a(\mathcal{B}'_{i, x}(\varepsilon_1))].
\]

In particular, the former dimension is independent of \( i, \varepsilon_1, \varepsilon_2 \).

**Proof** Clearly (6.1.1) implies that there exists \( i_0 \geq i'_0 \) such that for all \( i > i_0 \), all \( x \in Z \), and all \( 0 < \varepsilon_1 < \delta_1 < \delta_2 < \varepsilon_2 < \kappa/2 \) one has

\[
\mathcal{B}'_{i, x}(\varepsilon_1/2) \subset \mathcal{B}_{i, x}(\varepsilon_1) \subset \mathcal{B}'_{i, x}(\delta_1) \subset \mathcal{B}'_{i, x}(\delta_2) \subset \mathcal{B}_{i, x}(\varepsilon_2) \subset \mathcal{B}'_{i, x}(2\varepsilon_2).
\]

Then in cohomology we have the linear maps

\[
H^a(\mathcal{B}'_{i, x}(2\varepsilon_2)) \longrightarrow H^a(\mathcal{B}_{i, x}(\varepsilon_2)) \longrightarrow H^a(\mathcal{B}'_{i, x}(\delta_2)) \longrightarrow H^a(\mathcal{B}'_{i, x}(\delta_1)) \longrightarrow H^a(\mathcal{B}_{i, x}(\varepsilon_1)) \longrightarrow H^a \left( \mathcal{B}'_{i, x} \left( \frac{\varepsilon_1}{2} \right) \right).
\]

It is easy to see that for a sequence of linear maps

\[
A \longrightarrow X \longrightarrow Y \longrightarrow B
\]

one has \( \dim \text{Im}[X \longrightarrow Y] \geq \dim \text{Im}[A \longrightarrow B] \). Hence

\[
\dim \text{Im} \left[ H^a(\mathcal{B}'_{i, x}(2\varepsilon_2)) \longrightarrow H^a \left( \mathcal{B}'_{i, x} \left( \frac{\varepsilon_1}{2} \right) \right) \right] \leq \dim \text{Im}[H^a(\mathcal{B}_{i, x}(\varepsilon_2)) \longrightarrow H^a(\mathcal{B}_{i, x}(\varepsilon_1))] \]

\[
\leq \dim \text{Im}[H^a(\mathcal{B}'_{i, x}(\delta_2)) \longrightarrow H^a(\mathcal{B}'_{i, x}(\delta_1))].
\]

But the first and the third dimensions are equal to each other by the initial assumption. Hence the result follows. \( Q.E.D. \)

\( \Box \)
6.2 Which surfaces may collapse

The main result of this subsection is Proposition 6.4 which seems to be well known. For the lack of reference and for the sake of completeness we present a proof. We will need a few preparations which will also play a role later. The following result is a combination of Lemmas 1.13 and 1.14 in [32].

Lemma 6.2 (Slutskiy, [32]) Let \( S \) be a closed 2-dimensional surface with a metric with curvature at least \(-1\) in the sense of Alexandrov. Then there exists a sequence of \( C^\infty \)-smooth metrics on \( S \) with the Gaussian curvature at least \(-1\) which converges uniformly to the given metric.

Lemma 6.3 Given a \( C^\infty \)-smooth metric on the sphere \( S^2 \) with Gaussian curvature at least \(-1\). Then its isometric imbedding into \( \mathbb{H}^3 \) cannot be a double cover of a convex set.

Proof Assume the opposite. Then the Gaussian curvature \( K = -1 \) everywhere: indeed, this is clearly the case outside of the boundary, and since the boundary has measure 0 the same is true on the boundary by the \( C^\infty \)-smoothness. By the Gauss–Bonnet formula we have

\[
4\pi = 2\pi \chi(S^2) = \int_{S^2} K \, dA = -\text{area}(S^2) < 0.
\]

This is a contradiction. Q.E.D.

Proposition 6.4 Let \( \{X_i\} \) be a sequence of closed 2-surfaces of a given homeomorphism type with \( \text{CBB}(-1) \) metrics which \( \text{GH}\)-converges to a compact metric space of dimension less than 2. Then \( X_i \) are homeomorphic to one of the following surfaces: sphere, real projective plane, torus, Klein bottle.

Proof By Lemma 6.2 we may assume that the metrics on \( X_i \) are \( C^\infty \)-smooth. By the Gauss–Bonnet formula

\[
\chi(X_i) = \frac{1}{2\pi} \int_{X_i} K \, dA \geq -\text{area}(X_i).
\]

Since \( \{X_i\} \) collapses, \( \text{area}(X_i) \to 0 \) by [7], Theorem 10.8. Hence \( \chi(X_i) \geq 0 \). In the orientable case that means that \( X_i \) are homeomorphic either to the 2-sphere or 2-torus. In the non-orientable case \( X_i \) is homeomorphic to a connected sum of \( k \) copies of \( \mathbb{R}P^2 \). The Euler characteristic of it is \( 2 - k \geq 0 \). Thus either \( k = 1 \), i.e. \( X_i \) is \( \mathbb{R}P^2 \), or \( k = 2 \), i.e. \( X_i \) is the Klein bottle. Q.E.D.

6.3 Spheres collapsing to a segment

The main result of this subsection is the following theorem. Below the cohomology is taken with coefficients in a field.

Theorem 6.5 Let \( \{X_i\} \) be a sequence of 2-spheres with metrics having the curvature at least \(-1\) in the sense of Alexandrov. Assume it \( \text{GH}\)-converges to a (non-degenerate) segment \( I \). Let \( \{d_i\} \) be a sequence of metrics on \( I \bigcup X_i \) extending the original metrics on \( I \) and \( X_i \) and such that

\[
d_{i,H}(I, X_i) \to 0 \text{ as } i \to \infty.
\]
(1) Let $\kappa > 0$. Let $0 < \varepsilon_1 < \varepsilon_2 < \frac{\kappa}{100}$. Then there exists $i_0$ such that for any $i > i_0$ and any $x \in I$ with $\text{dist}(x, \partial I) > \kappa$ one has (below $B_{i,x}^I(\varepsilon)$ is defined (6.1.3))

$$\dim \text{Im} \left[ H^a(B_{i,x}^I(\varepsilon_2)) \rightarrow H^a(B_{i,x}^I(\varepsilon_1)) \right] \simeq \begin{cases} 1 & \text{if } a = 0, 1 \\ 0 & \text{otherwise} \end{cases}$$

(2) Let $x \in \partial I$. Let $0 < \varepsilon_1 < \varepsilon_2 < \frac{1}{100} \text{length}(I)$. Then for large $i$ one has

$$\dim \text{Im} \left[ H^a(B_{i,x}^I(\varepsilon_2)) \rightarrow H^a(B_{i,x}^I(\varepsilon_1)) \right] \simeq \begin{cases} 1 & \text{if } a = 0 \\ 0 & \text{otherwise} \end{cases}$$

**Proof of Theorem 6.5** Assume first that the metrics $d_{X_i}$ are $C^\infty$-smooth. By the Alexandrov imbedding theorem 2.9 ($X_i, d_{X_i}$) admits an isometric realization in $\mathbb{H}^3$. By Lemma 6.3 the isometric realizations are boundaries of 3-dimensional convex bodies. We may assume that $\{K_i\}$ are contained in a bounded region. By the Blaschke selection theorem 2.15 we may choose a subsequence denoted as the original sequence converging to a convex compact set $K$ in the Hausdorff metric: $K_i \rightarrow K$. Since $X_i \xrightarrow{GH} I$, Proposition 2.5 implies that $K$ is a segment isometric to $I$. Let us consider semi-metrics $d_i'$ on $I \bigsqcup X_i$ induced by the restriction of the metric $\text{dist}$ of $\mathbb{H}^3$ to $\partial K_i$ and $K$. Define

$$B_{i,x}^I(\varepsilon) := \{ y \in X_i | d_i'(x, y) < \varepsilon \}. $$

Then Propositions 3.3 and 3.5 imply that the dimensions stabilize to the claimed ones under two conditions: (1) for $0 < \varepsilon_1 < \varepsilon_2 < \frac{\varepsilon}{2}$ and $d_i'(x, \partial I) > \kappa$; (2) for $0 < \varepsilon_1 < \varepsilon_2 < \frac{\text{length}(I)}{2}$ and $x \in \partial I$. On the other hand, by Proposition 2.5(4) we have

$$\sup_{x,y \in X_i} |d_{X_i}(x, y) - d_i'(x, y)| \rightarrow 0.$$

Hence, we can apply Lemma 6.1 and get the desired result.

Let us consider the general case. By Slutskiy’s lemma 6.2 there exists a $C^\infty$-smooth metric $d_{X_i}'$ on $X_i$ with the Gaussian curvature at least -1 such that

$$\sup_{x,y \in X_i} |d_{X_i}(x, y) - d_i'(x, y)| < 1/i.$$ 

Now the result again follows from Lemma 6.1. \textit{Q.E.D.}

We will also need the following result.

**Proposition 6.6** Let $\{\tilde{X}_i\}$ be a sequence of 2-spheres with $\text{CBB}(-1)$ metrics invariant with respect to the antipodal involution (i.e. $\mathbb{Z}_2$-invariant). Assume it converges to a non-degenerate segment $\tilde{I}$ in $\mathbb{H}^{2\mathbb{Z}}$ when $\mathbb{Z}_2$ acts on $\tilde{I}$ by reflection with respect to the middle point. Let $\{\tilde{d}_i\}$ be a sequence of metrics on $\tilde{I} \bigsqcup \tilde{X}_i$ extending the original metrics on $\tilde{I}$ and $\tilde{X}_i$ and such that

$$\tilde{d}_{i,H}(\tilde{I}, \tilde{X}_i) \rightarrow 0 \text{ as } i \rightarrow \infty.$$ 

Let $0 < \delta_1 < \delta_2 < \frac{1}{100} \text{length}(\tilde{I})$. Let $\tilde{x}_0 \in \tilde{I}$ be the middle point. Set

$$\tilde{B}_{i,\tilde{x}_0}(\delta) = \{ y \in \tilde{X}_i | \tilde{d}_i(\tilde{x}_0, y) < \delta \}. $$

\(\blacksquare\) Springer
Then for large $i$ one has
\[
\dim \text{Im } [H^a(\mathbb{Z}_2 \setminus \tilde{B}_{i,x_0}(\delta_2))] \to H^a(\mathbb{Z}_2 \setminus \tilde{B}_{i,x_0}(\delta_1))] \approx \begin{cases} 1 & \text{if } a = 0, 1, \\ 0 & \text{otherwise} \end{cases}
\]
where the cohomology is taken with coefficients in an arbitrary field.

**Proof** Let us assume first that the metrics on $\tilde{X}_i$ are $C^\infty$-smooth. By Theorem 2.10 and Lemma 6.3 $\tilde{X}_i$ can be realized isometrically as the boundary of a 3-dimensional convex set $K_i \subset \mathbb{H}^3$ such that the antipodal involution is induced by a reflection with respect to a point $o \in \mathbb{H}^3$ which might be assumed independent of $i$. After a choice of a subsequence one may assume that $\{K_i\}$ converges in the Hausdorff metric to a convex compact set $J$ which is necessarily invariant with respect to the reflection $s$. By Proposition 2.5 one has $\dim J = 1$, i.e. $J$ is a segment. By Lemma 2.6 $\{\partial K_i\}$ converges to $J$ in the Hausdorff metric. Hence $(\partial K_i, \text{dist}) \xrightarrow{d_{GH}^2} (J, \text{dist})$. Then Proposition 2.5(4) implies that $(\partial K_i, D_i^{\text{in}}) \xrightarrow{d_{GH}^2} (J, \text{dist})$.

Hence $\bar{I} = J$ in $\mathcal{X}^Z$. Let $q$ be the nearest point map from $\mathbb{H}^3$ to the line passing through $J$. Denote
\[
A_{i,x_0}(\delta) = \{z \in \partial K_i|\text{dist}(q(z), x_0) < \delta\},
\]
\[
B_{i,x_0}(\delta) = \{z \in \partial K_i|\text{dist}(z, x_0) < \delta\}.
\]
For $0 < \delta < \frac{\text{length}(J)}{100}$ Lemma 3.2 implies that $A_{i,x_0}(\delta)$ is $\mathbb{Z}_2$-equivariantly homeomorphic to $(-\delta, \delta) \times S^1$ when the involution acts on the latter space as $(t, x) \mapsto (-t, -x)$.

Then the quotient space $\mathbb{Z}_2 \setminus A_{i,x_0}(\delta)$ is homeomorphic to the Möbius band. Moreover for $0 < \delta < \delta'$ the inclusion
\[
\mathbb{Z}_2 \setminus A_{i,x_0}(\delta) \subset \mathbb{Z}_2 \setminus A_{i,x_0}(\delta')
\]
is a homotopy equivalence.

By Lemma 3.1 for large $i$ one has inclusions
\[
A_{i,x_0}\left(\frac{\delta_1}{2}\right) \subset B'_{i,x_0}(\delta_1) \subset A_{i,x_0}\left(\frac{\delta_1 + \delta_2}{2}\right) \subset B'_{i,x_0}(\delta_2) \subset A_{i,x_0}(2\delta_2).
\]

Then we have the induced maps in cohomology
\[
H^*\left(\mathbb{Z}_2 \setminus A_{i,x_0}\left(\frac{\delta_1}{2}\right)\right) \xrightarrow{a_1} H^*\left(\mathbb{Z}_2 \setminus B'_{i,x_0}(\delta_1)\right) \xrightarrow{a_2} H^*\left(\mathbb{Z}_2 \setminus A_{i,x_0}\left(\frac{\delta_1 + \delta_2}{2}\right)\right) \xrightarrow{a_3} H^*\left(\mathbb{Z}_2 \setminus B'_{i,x_0}(\delta_2)\right) \xrightarrow{a_4} H^*\left(\mathbb{Z}_2 \setminus A_{i,x_0}(2\delta_2)\right).
\]
The maps $a_1 \circ a_2$ and $a_3 \circ a_4$ are isomorphisms. Since the Möbius map is homotopy equivalent to the circle, the dimensions
\[
\dim \text{Im } [H^a(\mathbb{Z}_2 \setminus B'_{i,x}(\epsilon)) \to H^a(\mathbb{Z}_2 \setminus B'_{i,x}(\epsilon))]
\]
stabilize to the claimed ones. Then the combination of Proposition 2.5(4) and Lemma 6.1 imply the result.

Let us consider the case of a general CBB$(-1)$ metric on $\tilde{X}_i$. For any $i$ the convex body $K_i$ can be approximated in the Hausdorff metric arbitrarily close by $C^\infty$-smooth $o$-symmetric
convex body $K'_i$. Claim 2.7 implies that for the given metric $d_{\tilde{X}_i}$ on $\tilde{X}_i$ there exists a $C^\infty$-smooth CBB$(-1)$ metric $d'_{\tilde{X}_i}$ which is invariant under the antipodal involution and

$$\sup_{x,y\in\tilde{X}_i} |d_{\tilde{X}_i}(x,y) - d'_{\tilde{X}_i}(x,y)| < 1/i.$$

Let us denote by $d\tilde{X}_i$ and $d'\tilde{X}_i$ the corresponding quotient metrics on $\mathbb{Z}_2\setminus\tilde{X}_i$. Then clearly

$$\sup_{x,y\in\tilde{X}_i} |d\tilde{X}_i(x,y) - d'\tilde{X}_i(x,y)| < 1/i.$$

Lemma 6.1 implies the proposition. Q.E.D.

### 6.4 Collapse to the circle

**Theorem 6.7** Let $\{X_i\}$ be sequence of closed 2-surfaces with CBB$(-1)$ metrics. Assume that it GH-converges to a circle $C$. Let $\{d_i\}$ be a sequence of metrics on $C \bigsqcup X_i$ extending the original metrics on $C$ and $X_i$ and such that

$$d_i, H(C, X_i) \rightarrow 0 \text{ as } i \rightarrow \infty.$$

Let $0 < \varepsilon_1 < \varepsilon_2 < \frac{1}{100} \text{length}(C)$.

(1) Then there exists $i_0$ such that for any $i > i_0$ one has for any $x \in C$

$$\dim \text{Im} \left[ H^a(B_{i,x}(\varepsilon_2)) \rightarrow H^a(B_{i,x}(\varepsilon_1)) \right] = \begin{cases} 1 & \text{if } a = 0, 1 \\ 0 & \text{otherwise} \end{cases},$$

where the cohomology is taken with coefficients in an arbitrary field, and $B_{i,x}(\varepsilon)$ is defined by (6.1.3).

(2) Let $X_i$ have a fixed homeomorphism type. Then $\chi(X_i) = 0$. In particular sphere and real projective planes cannot collapse to circle.

**Proof** By Slutskiy’s lemma 6.2 and Lemma 6.1 we may assume that the metrics $d_i$ on $X_i$ are $C^\infty$-smooth. In the latter case the result is a special case of Corollary 4.7. Indeed the fibers of the Yamaguchi map $X_i \rightarrow C$ are 1-dimensional and connected, hence circles. By multiplicativity of the Euler characteristic for fibrations we get $\chi(X_i) = 0$. Q.E.D.

### 6.5 Collapse of $\mathbb{R}P^2$

In the next theorem the cohomology is taken with coefficients in an arbitrary field.

**Theorem 6.8** Let $\{X_i\}$ be a sequence of $\mathbb{R}P^2$ with CBB$(-1)$ metrics. Let us assume that is collapses to a 1-dimensional space $I$.

(1) Then $I$ is a segment.

(2) Furthermore let $d_i$ be metrics on $I \bigsqcup X_i$ extending the original metrics on $I$ and $X_i$ and such that

$$d_i, H(I, X_i) \rightarrow 0 \text{ as } i \rightarrow 0.$$
(a) Let $0 < \kappa < \frac{\text{length}(I)}{100}$. Let $0 < \varepsilon_1 < \varepsilon_2 < \kappa$. Then there exists $i_0$ such that for $i > i_0$ and for all $x \in I$ with $\text{dist}(x, \partial I) > \kappa$ one has

$$\dim \text{Im} \left[ H^a(B_{i,x}(\varepsilon_2)) \rightarrow H^a(B_{i,x}(\varepsilon_1)) \right] = \begin{cases} 1 & \text{if } a = 0, 1, \\ 0 & \text{otherwise} \end{cases},$$

where $B_{i,x}(\varepsilon)$ is defined by (6.1.3).

(b) Let $x \in \partial I$. Then for large $i$ one has

$$\dim \text{Im} \left[ H^1(B_{i,x}(\varepsilon_2)) \rightarrow H^1(B_{i,x}(\varepsilon_1)) \right] = \begin{cases} 1 & \text{if } a = 0 \\ 0 & \text{a} \neq 0, 1 \end{cases}$$

while for $a = 1$ for one of the end points of $I$ one has for large $i$ after a choice of a subsequence

$$\dim \text{Im} \left[ H^1(B_{i,x}(\varepsilon_2)) \rightarrow H^1(B_{i,x}(\varepsilon_1)) \right] = 0,$$

and for the other end point one has

$$\dim \text{Im} \left[ H^1(B_{i,x}(\varepsilon_2)) \rightarrow H^1(B_{i,x}(\varepsilon_1)) \right] = 1.$$ 

First we will need two lemmas.

**Lemma 6.9** Let $M$ be a closed Riemannian manifold. Let $\tilde{M}$ be $m$-fold cover with the lifted metric. Then

$$\text{diam}(\tilde{M}) \leq m \cdot \text{diam}(M).$$

This was proved by Sergei Ivanov [13] in his answer on MO to Petrunin’s question: Petrunin himself claimed in that post a weaker estimate $\text{diam}(\tilde{M}) \leq 2(m - 1)\text{diam}(M)$ although he does not present an argument. This would suffice for our purposes.

The next lemma was proved by Petrunin [27] on MO; we reproduce below his argument.

**Lemma 6.10** Let $g$ be a smooth Riemannian metric on 2-sphere $S^2$ invariant under the antipodal involution $x \mapsto -x$. Then there exists point $a$ such that

$$\text{dist}(a, -a) > \frac{\text{diam}(S^2, g)}{100}.$$ 

**Proof** Let $h$ be the induced Riemannian metric on $\mathbb{RP}^2 = \mathbb{Z}_2 \setminus S^2$. Let $D := \text{diam}(S^2, g)$.

By Lemma 6.9

$$\text{diam}(\mathbb{RP}^2, h) \geq \frac{D}{2}. \quad (6.5.1)$$

Let $\gamma$ be the shortest non-contractible geodesic on $(\mathbb{RP}^2, h)$. Denote its length (systole) by $l$. Let $\tilde{\gamma}$ be the preimage of $\gamma$ in $S^2$. $\tilde{\gamma}$ is a connected closed geodesic of length $2l$; it is invariant under the antipodal involution. By the Jordan theorem the complement of $\tilde{\gamma}$ is a union of two disjoint disks whose closures we denote by $\Delta$ and $\Delta'$. Let us show that

$$\text{diam}(\Delta) \geq \frac{D}{2}. \quad (6.5.2)$$

First observe that the antipodal involution is a homeomorphism $\Delta \rightarrow \Delta'$. Indeed otherwise the antipodal involution would be a homeomorphism $\Delta \rightarrow \Delta$ and had no fixed points; this is impossible by the Brouwer fixed point theorem.
By (6.5.1) there exist two points $x, y \in \mathbb{RP}^2$ such that the $h$-distance $dist_h(x, y) \geq \frac{D}{2}$. Let $\tilde{x}, \tilde{y} \in \Delta$ be their respective lifts, and let $\tilde{y}' \in \Delta'$ be the antipodal image of $\tilde{y}$. Then we have

$$diam(\Delta) \geq dist(\tilde{x}, \tilde{y}) \geq \min\{dist(\tilde{x}, \tilde{y}), dist(\tilde{x}, \tilde{y}')\} = dist(x, y) \geq \frac{D}{2}.$$ 

Thus (6.5.2) is proved.

For any $\tilde{z} \in \tilde{\gamma}$

$$dist(\tilde{z}, -\tilde{z}) = \frac{l}{2}$$

since $l$ is a systole. Hence in the case $l \geq \frac{D}{20}$ lemma follows.

Let us assume that $l < \frac{D}{20}$. This and the inequality (6.5.2) imply that there is a point $\tilde{w} \in \Delta$ such that

$$dist(\tilde{w}, \partial \Delta) \geq \frac{D}{5},$$

where $\partial \Delta = \tilde{\gamma}$. Since $-\tilde{w} \in \Delta'$ it follows that

$$dist(\tilde{w}, -\tilde{w}) \geq \frac{D}{5}.$$ 

Q.E.D.

**Proof of Theorem 6.8** By Slutskiy’s lemma 6.2 and Lemma 6.1 we may assume that the metrics $d_i$ on $X_i$ are $C^\infty$-smooth. Let $\tilde{X}_i$ denote the universal 2-sheeted cover of $X_i$ with the lifted metrics. $\tilde{X}_i$ can be considered as a sphere $(\mathbb{S}^2, g_i)$ where $g_i$ is a smooth Riemannian metric invariant under the antipodal involution.

By Lemma 6.9 $diam(\tilde{X}_i) \leq 2diam(X_i)$ although a weaker estimate would be sufficient. The group $\mathbb{Z}_2$ of deck transformations acts by isometries on each $\tilde{X}_i$. Since the Gaussian curvature of $\tilde{X}_i$ is uniformly bounded below, the Gromov compactness theorem and Proposition 5.5 imply that one may choose a subsequence such that $\tilde{X}_i \rightarrow \tilde{X}$ in $\mathcal{L}\mathbb{Z}_2$. By Proposition 5.4

$$X_i \rightarrow \mathbb{Z}_2 \backslash \tilde{X} \text{ in } \mathcal{L}.$$ 

Since in our situation dim $\mathbb{Z}_2 \backslash \tilde{X} = 1$ it follows that dim $\tilde{X} = 1$. Since by Theorem 6.7(2) spheres cannot collapse to a circle it follows that $\tilde{X}$ is a segment.

Any isometry of a segment is either identity or the reflection with respect to the origin. Let us show that the action of $\mathbb{Z}_2$ on $\tilde{X}$ is the latter one. There exist $\mathbb{Z}_2$-invariant metrics $d_i$ on $\tilde{X} \sqcup \tilde{X}_i$ extending the original metrics on $\tilde{X}$ and $\tilde{X}_i$ and such that

$$d_i, H(\tilde{X}, \tilde{X}_i) \rightarrow 0.$$ 

Let us denote by $s \in \mathbb{Z}_2$ the non-zero element; it acts as the antipodal involution on $\tilde{X}_i$. By Lemma 6.10 there exists $\tilde{x}_i \in \tilde{X}_i$ such that for large $i$

$$d_i(\tilde{x}_i, s(\tilde{x}_i)) > \frac{diam(\tilde{X}_i)}{100} > \frac{diam(\tilde{X})}{200}.$$ 

One may choose a subsequence such that

$$d_i(\tilde{x}_i, \tilde{x}) \rightarrow 0 \text{ for some } \tilde{x} \in \tilde{X}.$$ 

Since $s$ preserves $d_i$ it follows that

$$d_{\tilde{x}}(\tilde{x}, s(\tilde{x})) \geq \frac{diam(\tilde{X})}{200} > 0.$$ 
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Hence the action of $s$ on $\tilde{X}$ is non-trivial, so it is the reflection with respect to the middle point.

Let $\pi: \tilde{X} \rightarrow \mathbb{Z}_2 \setminus \tilde{X} = I$ be the canonical map. Let $\tilde{x} \in \tilde{X}$, $x := \pi(\tilde{x}) \in I$. Let $B_i(x, \varepsilon) \subset I \bigsqcup X_i$ be the $\varepsilon$-ball with respect to the metric $d_i$ which is the $\mathbb{Z}_2$-quotient metric of $d_i$. Let $\varepsilon > 0$ be less than $1/10$ times the diameter of the $\mathbb{Z}_2$-orbit of $x$ in case it consists of two distinct elements, and with no other restriction otherwise. Lemma 5.8 implies that $\pi^{-1}(B_i(x, \varepsilon))$ is a disjoint union of $\varepsilon$-balls with respect to the metric $d_i$ centered at all different points of the $\mathbb{Z}_2$-orbit of $x$, and the obvious map

$$\text{Stab}(\tilde{x}) \setminus B_i(\tilde{x}, \varepsilon) \rightarrow B_i(x, \varepsilon)$$

is an isometry, where $B_i(\tilde{x}, \varepsilon)$ is the $\varepsilon$-ball in $\tilde{X} \bigsqcup \tilde{X}_i$ centered at $\tilde{x}$. It follows that the obvious map

$$\text{Stab}(\tilde{x}) \setminus (B_i(\tilde{x}, \varepsilon) \cap \tilde{X}_i) \rightarrow B_i(x, \varepsilon) \cap X_i$$

(6.5.3) is an isometry.

Case 1. Assume that $\tilde{x}$ is not the middle point of the segment $X$. Then $\text{Stab}(x) = \{id\}$. Then the isometry (6.5.3) means that

$$B_i(\tilde{x}, \varepsilon) \cap \tilde{X}_i \rightarrow B_i(x, \varepsilon) \cap X_i$$

is an isometry. Then the theorem follows in this case from Theorem 6.5.

Case 2. Assume that $\tilde{x}$ is the middle point of the segment $X$. Then $\text{Stab}(\tilde{x}) = \mathbb{Z}_2$.

The subset $B_i(\tilde{x}, \varepsilon) \cap \tilde{X}_i$ is an open subset of $\tilde{X}_i \simeq S^2$ invariant under the antipodal involution and the obvious map

$$\mathbb{Z}_2 \setminus (B_i(\tilde{x}, \varepsilon) \cap \tilde{X}_i) \rightarrow B_i(x, \varepsilon) \cap X_i$$

is an isometry. Now the result follows from Proposition 6.6. $Q.E.D.$

### 6.6 Collapse of Klein bottles

**Theorem 6.11** Let $\{X_i\}$ be a sequence of Klein bottles with CBB($-1$) metrics. Let us assume that it GH-converges to a $1$-dimensional limit $C$. Furthermore let $d_i$ be metrics on $C \bigsqcup X$ extending the original metrics on $C$ and $X_i$ and such that

$$d_{i,H}(C, X_i) \rightarrow 0 \text{ as } i \rightarrow 0.$$

Let $z \in C$. Let us choose $0 < \varepsilon_1 < \varepsilon_2 < \frac{1}{100} \text{length}(C)$, and if $C$ is a segment and $z \in \text{int}(C)$ we require in addition that $\varepsilon_2 < \frac{1}{100} \text{dist}(z, \partial C)$.

Then for large $i$ one has

$$\dim \text{Im} \left[ H^a(B_{i,z}(\varepsilon_2)) \rightarrow H^a(B_{i,z}(\varepsilon_1)) \right] = \begin{cases} 1 & \text{if } a = 0, 1, \\ 0 & \text{otherwise} \end{cases}$$

where $B_{i,z}(\varepsilon)$ is defined by (6.1.3).

**Proof** By Slutskiy’s lemma 6.2 and Lemma 6.1 we may assume that the metrics on $X_i$ are $C^\infty$-smooth. $Q.E.D.$

Case 1. Let us assume that $C$ is a circle. Then by Theorem 4.6 there is Yamaguchi smooth $\varepsilon_i$-almost Riemannian submersion $f_i: X_i \rightarrow C$ with connected fibers, where $\varepsilon_i \rightarrow 0$. Its
fibers are connected and 1-dimensional, hence circles. Proposition 4.5 implies the result in the case of circle.

Case 2. Let us assume that \( C \) is a segment. Every \( X_i \) has a 2-sheeted oriented cover \( \tilde{X}_i \); it will be equipped with the pull-back of the metric on \( X_i \). By Lemma 6.9 \( diam(\tilde{X}_i) \leq 2diam(X_i) \) although a weaker estimate would be sufficient. The group \( \mathbb{Z}_2 \) of deck transformations acts by isometries on each \( \tilde{X}_i \). Since the Gaussian curvature of \( \tilde{X}_i \) is uniformly bounded below, the Gromov compactness theorem and Proposition 5.5 imply that one may choose a subsequence such that \( \tilde{X}_i \to \tilde{X} \) in \( \mathcal{X}^{\mathbb{Z}_2} \). By Proposition 5.4

\[
X_i \to \mathbb{Z}_2 \setminus \tilde{X} = C \text{ in } \mathcal{X}.
\]

It follows that \( \tilde{X} \) is 1-dimensional and hence is either a segment or a circle. By [15, 35] tori cannot collapse to a segment. Hence \( \tilde{X} \) is a circle. The group \( \mathbb{Z}_2 \) can act on a circle by isometries only in three possible ways: identical action; symmetry with respect to the center of the circle (i.e. rotation by \( \pi \)); reflection with respect to a line. If the quotient by this action is a segment then the first two options are impossible, and \( \mathbb{Z}_2 \) acts on the circle \( \tilde{X} \) by reflection with respect to a line.

Let \( \pi_2 : \tilde{X} \sqcup \tilde{X} \to C \sqcup X_i \) be the quotient map by \( \mathbb{Z}_2 \). Let us fix \( x \in C \).

Case 2a. Let us assume that \( x \) belongs to the interior of the segment \( C \). Then \( x \) has exactly two different preimages: \( \pi_2^{-1}(x) = \{ \tilde{x}_1, \tilde{x}_2 \} \). Then \( \text{dist}_{\tilde{X}}(\tilde{x}_1, \tilde{x}_2) = 2\text{dist}_X(x, \partial C) \). Let \( 0 < \varepsilon_1 < \varepsilon_2 < \frac{1}{100} \text{dist}_X(x, \partial C) \). Consider the open balls \( B_i(x, \varepsilon_1) \subset B_i(x, \varepsilon_2) \subset C \sqcup X_i \).

By Lemma 5.8

\[
\pi_2^{-1}(B_i(x, \varepsilon_1, 2) \cap X_i) = (\tilde{B}_i(\tilde{x}_1, \varepsilon_1, 2) \cap \tilde{X}_i),
\]

where \( \tilde{B}_i(\tilde{x}_1, \varepsilon_1, 2) \) are open balls in \( \tilde{X} \sqcup \tilde{X}_i \). The natural map

\[
\text{Stab}(\tilde{x}_1) \setminus (\tilde{B}_i(\tilde{x}_1, \varepsilon_1, 2) \cap \tilde{X}_i) \to B_i(x, \varepsilon_1, 2) \cap X_i
\]

is an isometry. Since \( \text{Stab}(\tilde{x}_1) = \{ \text{id} \} \) we get that the natural map

\[
\tilde{B}_i(\tilde{x}_1, \varepsilon_1, 2) \cap \tilde{X}_i \to B_i(x, \varepsilon_1, 2) \cap X_i
\]

(6.6.1)

is an isometry.

For large \( i \) there exist Yamaguchi maps \( \tilde{X}_i \to \tilde{X} \). Its fibers are circles. Hence by Proposition 4.5 one has

\[
\dim \text{Im}
\left[
H^a(\tilde{B}_i(\tilde{x}_1, \varepsilon_2) \cap \tilde{X}_i) \to H^a(\tilde{B}_i(\tilde{x}_1, \varepsilon_1) \cap \tilde{X}_i)
\right]
= \begin{cases} 
1 & \text{if } a = 0, 1 \\
0 & \text{otherwise}
\end{cases}
\]

Since the isometries (6.6.1) commute with the imbeddings of \( \varepsilon_1, 2 \)-balls into each other the result follows in the case \( x \in \text{int}(C) \).

Case 2b. Let us assume that \( x \in \partial C \). Then it has exactly one preimage: \( \pi_2^{-1}(x) = \{ \tilde{x} \} \). Let \( 0 < \varepsilon_1 < \varepsilon_2 < \frac{1}{100} \text{length}(C) \). By Lemma 5.8

\[
\pi_2^{-1}(B_i(x, \varepsilon_1, 2)) = \tilde{B}_i(\tilde{x}, \varepsilon_1, 2),
\]

and the natural map

\[
\mathbb{Z}_2 \setminus (\tilde{B}_i(\tilde{x}, \varepsilon_1, 2) \cap \tilde{X}_i) \to B_i(x, \varepsilon_1, 2) \cap X_i
\]

(6.6.2)

is an isometry. Let

\[
f_i : \tilde{X}_i \to \tilde{X}
\]
be the $\mathbb{Z}_2$-equivariant Yamaguchi maps which exist by Proposition 5.11.

Let us denote by $\tilde{B}(\tilde{x}, \varepsilon) \subset \tilde{X}$ the $\varepsilon$-ball in $\tilde{X}$ centered at $\tilde{x}$. Then by (4.1.3) (with the current notation) we have inclusions for large $i$

$$f_i^{-1}\left(\tilde{B}\left(\tilde{x}, \frac{\varepsilon_1}{2}\right)\right) \subset \tilde{B}_i(\tilde{x}, \varepsilon_1) \cap \tilde{X}_i \subset f_i^{-1}\left(\tilde{B}\left(\tilde{x}, \frac{\varepsilon_1 + \varepsilon_2}{2}\right)\right)$$

$$\subset \tilde{B}_i(\tilde{x}, \varepsilon_2) \cap \tilde{X}_i \subset f_i^{-1}\left(\tilde{B}(\tilde{x}, 2\varepsilon_2)\right).$$

Since all 5 sets in this sequence are $\mathbb{Z}_2$-invariant, similar inclusions hold for their quotients by $\mathbb{Z}_2$ and hence induce the maps in cohomology

$$H^*(\mathbb{Z}_2 \setminus f_i^{-1}\left(\tilde{B}\left(\tilde{x}, \frac{\varepsilon_1}{2}\right)\right)) \xleftarrow{a_1} H^*(\mathbb{Z}_2 \setminus f_i^{-1}\left(\tilde{B}(\tilde{x}, \varepsilon_1)\right)) \xrightarrow{a_2} H^*(\mathbb{Z}_2 \setminus f_i^{-1}\left(\tilde{B}\left(\tilde{x}, \frac{\varepsilon_1 + \varepsilon_2}{2}\right)\right)) \xrightarrow{a_3} H^*(\mathbb{Z}_2 \setminus f_i^{-1}\left(\tilde{B}(\tilde{x}, 2\varepsilon_2)\right)).$$

We claim that the maps $a_1 \circ a_2$ and $a_3 \circ a_4$ are isomorphisms. This follows from the following more precise statement.

**Claim 6.12** Let $0 < \delta_1 < \delta_2 < \frac{1}{100} \text{length}(C)$. Then the natural map

$$H^*(\mathbb{Z}_2 \setminus f_i^{-1}\left(\tilde{B}(\tilde{x}, \delta_1)\right)) \hookrightarrow H^*(\mathbb{Z}_2 \setminus f_i^{-1}\left(\tilde{B}(\tilde{x}, \delta_2)\right))$$

is an isomorphism, and each set $\mathbb{Z}_2 \setminus f_i^{-1}\left(\tilde{B}(\tilde{x}, \delta_2)\right)$ is homeomorphic to the Möbius band.

Let us postpone the proof of this claim. The diagram chase implies that

$$\text{Im}[H^*(\mathbb{Z}_2 \setminus \tilde{B}_i(\tilde{x}, \varepsilon_1) \cap \tilde{X}_i)) \xrightarrow{a_2 \circ a_3} H^*(\mathbb{Z}_2 \setminus \tilde{B}_i(\tilde{x}, \varepsilon_2) \cap \tilde{X}_i)) \xrightarrow{a_4} \cdots]$$

is isomorphic to the cohomology of the Möbius band, and hence that would imply Theorem 6.11.

It remains to prove Claim 6.12. Let us equip $\tilde{X}_i$ with the new metric $\tilde{g}_i$ coinciding with the original metric on $\tilde{X}_i$ on the vertical subspaces, having the same horizontal subspaces as the latter metric, and coinciding on the horizontal subspaces with the pull back via $f_i$ of the metric on $\tilde{X}$. Thus $f_i$ is the Riemannian submersion when $\tilde{X}_i$ is equipped with $\tilde{g}_i$. Let $\mathcal{N}_\delta$ denote the $\delta$ neighborhood of the zero section of the normal bundle $\mathcal{N}$ of $f_i^{-1}(\tilde{x})$ with respect to the metric $\tilde{g}_i$. By Lemma 4.3

$$\exp: \mathcal{N}_{\delta_1} \longrightarrow f_i^{-1}(\tilde{B}(\tilde{x}, \delta_1)), \quad \exp: \mathcal{N}_{\delta_2} \longrightarrow f_i^{-1}(\tilde{B}(\tilde{x}, \delta_2))$$

are homeomorphisms.

The fiber $f_i^{-1}(\tilde{x})$ is $\mathbb{Z}_2$-invariant. Hence $\mathbb{Z}_2$ acts naturally on the total space of the normal bundle $\mathcal{N}$. It is easy to see that $\exp: \mathcal{N} \longrightarrow \tilde{X}_i$ commutes with the action of $\mathbb{Z}_2$. After taking $\mathbb{Z}_2$-quotient we have the diagram:

$$\square < -1 \cdot 1 \cdot 1 < -1; \quad 1300'700 > [H^*(\mathbb{Z}_2 \setminus f_i^{-1}(\tilde{B}(\tilde{x}, \delta_1)))$$

$$'H^*(\mathbb{Z}_2 \setminus f_i^{-1}(\tilde{B}(\tilde{x}, \delta_2)))' \cdot H^*(\mathbb{Z}_2 \setminus \mathcal{N}_{\delta_1}) \cdot H^*(\mathbb{Z}_2 \setminus \mathcal{N}_{\delta_2}); \quad \exp' \cdot \exp' \cdot$$

where the vertical lines are isomorphisms. $\mathcal{N}_{\delta_1} \subset \mathcal{N}_{\delta_2}$ is a $\mathbb{Z}_2$-equivariant retract; the retraction is given by multiplication by $t \in [\frac{\delta_1}{\delta_2}, 1]$. Hence the bottom line is an isomorphism.
Furthermore $N_{\delta_a}, a = 1, 2$, is $\mathbb{Z}_2$-equivariantly homeomorphic to $S^1 \times (-\delta_a, \delta_a)$ when the $\mathbb{Z}_2$-action is given by

$$(\theta, \tau) \mapsto (-\theta, -\tau)$$

for any $\theta \in S^1, \tau \in (-\delta_a, \delta_a)$. 

(Indeed the $\mathbb{Z}_2$-action on $f_i^{-1}(\bar{x}) \simeq S^1$ has no fixed point and hence is equivalent to antipodal involution on $S^1$.) The quotient of $S^1 \times (-\delta_a, \delta_a)$ by this action is homeomorphic to the Möbius band. Q.E.D.

### 6.7 The no collapse case

The main result of this subsection is

**Theorem 6.13** Let $\{X^n_i\}$ be a sequence of compact $n$-dimensional Alexandrov spaces with curvature uniformly bounded from below which $GH$-converges to a compact Alexandrov space $X^n$ of dimension $n$. Let $d_i$ be metrics on $X \coprod X_i$ extending the original metrics on $X$ and $X_i$ and such that the Hausdorff distance $d_{i,H}(X_i, X) \to 0$. For $\varepsilon > 0$ and $x \in X$ denote as in (1.1.1)

$$B_{i,x}(\varepsilon) := \{y \in X_i \mid d_i(y, x) < \varepsilon\}.$$

Then for any $x \in X$ there exist $\varepsilon_0 > 0$, $i_0 \in \mathbb{N}$ (depending on $x$, $d_i$) such that for any $0 < \delta_1 < \delta_2 < \varepsilon_0$, any $i > i_0$, any $a \in \mathbb{Z}$, and any field $\mathbb{F}$ the image of the natural map in the $a$th cohomology satisfies

$$h^a(x) := \dim \text{Im}[H^a(B_{i,x}(\delta_2); \mathbb{F}) \to H^a(B_{i,x}(\delta_1); \mathbb{F})] = \begin{cases} 1 & \text{if } a = 0 \\ 0 & \text{if } a \neq 0. \end{cases}$$

In particular $F := \sum_a (-1)^a h^a \equiv 1$.

The proof will be an easy consequence of the following more general result due to Kapovitch [17] who also supplied us with a proof below.

**Theorem 6.14** Let $(X^n_i, p_i) \to (X, p)$ be a sequence of $n$-dimensional Alexandrov spaces with curvature uniformly bounded from below which $GH$-converges (as pointed spaces) to an $n$-dimensional Alexandrov space $X$.

Then there exists $r_0 = r_0(p) > 0$ such that the following holds

1. For any $0 < r \leq r_0$ we have that sphere $S_r(p) \subset X$ is homeomorphic to the space of directions $\Sigma_p X$ and the closed ball $\bar{B}_r(p) \subset X$ is homeomorphic to the unit closed ball $\bar{B}_1(0)$ in $T_pX$ with the spheres $S_r(p)$ mapping to the unit sphere $S_1(0) \subset T_pX$ which is isometric to $\Sigma_p X$.

2. For any $0 < r \leq r_0$ for all large $i$ the closed ball $\bar{B}_r(p_i) \subset X_i$ is homeomorphic to the closed ball $\bar{B}_r(p) \subset X$ by a homeomorphism sending $S_r(p_i)$ to $S_r(p)$

Let us postpone a proof of this theorem and prove Theorem 6.13.

**Proof of Theorem 6.13** Fix $x \in X$. Let us choose sequence of points $x_i \in X_i$ such that $d_i(x_i, x) \to 0$. Denote

$$B_i(\varepsilon) := \{y \in X_i \mid d_i(y, x_i) < \varepsilon\}$$

to be the open $\varepsilon$-ball in $X_i$ centered at $x_i$. Let $r_0 > 0$ be as in Theorem 6.14. For $0 < \delta_1 < \delta_2 < r_0/2$ and large $i$ one has inclusions

$$B_i\left(\frac{\delta_1}{2}\right) \subset B_{i,x}(\delta_1) \subset B_i\left(\frac{\delta_1 + \delta_2}{2}\right) \subset B_{i,x}(\delta_2) \subset B_i(2\delta_2).$$
and the first, the third, and the fifth spaces are homeomorphic to an open ball $B_1(0) \subset T_x X$ by Theorem 6.14. This ball in contractible and hence has cohomology of a point. In cohomology with coefficients in an arbitrary field we have maps

$$H^*(B_i \left( \frac{\delta_1}{2} \right)) \xrightarrow{a_1} H^*(B_{i,x}(\delta_1)) \xrightarrow{a_2} H^*(B_i \left( \frac{\delta_1 + \delta_2}{2} \right)) \xrightarrow{a_3} H^*(B_{i,x}(\delta_2)) \xrightarrow{a_4} H^*(B_i(2\delta_2)).$$

The maps $a_1 \circ a_2$ and $a_3 \circ a_4$ are isomorphisms since they are maps of cohomology of contractible spaces. Hence by linear algebra it follows that $Im[H^a(B_{i,x}(\delta_2)) \rightarrow H^a(B_{i,x}(\delta_1))]$ is isomorphic to the $a$th cohomology of a point. $Q.E.D.$

**Proof of Theorem 6.14** Since $(\lambda X, p) \rightarrow (T_p x, 0) = (C \Sigma p, 0)$ as $\lambda \rightarrow \infty$ we have that for small $r$ any point $x$ with $d(p, x) = r$ is $o(r)$ close to the midpoint of a geodesic $[p, q]$ of length $2r$. Hence the comparison angle $\angle qxp \geq \pi - o(r)$ and by Toponogov comparison the same holds for the actual angle $\angle qxp$ for any shortest geodesics $[xp]$, $[xq]$. Therefore if $r_0 > 0$ is small enough it holds that $f = d(\cdot, p)$ has no critical points in $B_{2r_0}(p) \setminus \{p\}$.

Moreover, this also shows that for any fixed $0 < r < r_0$ for all large $i$ the function $f_i = d_{p_i}(\cdot)$ has no critical points in the annulus $A(r/2, 2r, p_i) = \{y \in X_i \mid r/2 \leq d(x, p_i) \leq 2r\}$.

By the Perelman’s Parameterized Stability Theorem [16], Theorem 7.8, or [23], Theorem 4.3, for all large $i$ there exists a homeomorphism $\phi_i : B_r(p_i) \rightarrow B_r(p)$ which commutes with the distance to the center outside of the $r/2$ balls.

That is $f \circ \phi_i = f_i$ on $A(r/2, r, p_i)$. In particular it sends metric spheres around $p_i$ of radii between $r/2$ and $r$ to the corresponding metric spheres around $p$. This proves item (2).

Applying the same argument to the convergence $(\lambda X, p) \rightarrow (T_p x, 0) = (C \Sigma p, 0)$ gives part (1). This finished the proof of Theorem 6.14. $Q.E.D.$

### 6.8 An application to integration with respect to the Euler characteristic

As an application of our main results on closed surfaces let us prove Proposition 6.16 below. This is a very special case of what was conjectured in [1]. Let us mention however that after the first version of this paper was uploaded to the arxiv, Fujioka [11] uploaded to the arxiv a much more general result: a generalization of our Proposition 6.16 to sequences of arbitrary (compact finite dimensional) Alexandrov spaces.

First we need to briefly recall the notion of integration of a 'constructible' function with respect to the Euler characteristic. The technical definition of constructibility depends on the context and will not be specified here. However in the application in this subsection this will not lead to misunderstanding due to simplicity of the situation. Let $X$ be a 'nice' topological space, e.g. it might be a real analytic manifold. For the general conjectures in [1] $X$ should be a compact finite dimensional Alexandrov space. In this subsection it suffices to consider the case of closed topological surfaces, segments, and points.

Let $F : X \rightarrow \mathbb{C}$ be a compactly supported function with finitely many values and 'nice' level sets. Under broad assumptions satisfied in the relevant to us case, $F$ can be written as a finite linear combination

$$F = \sum_i c_i \mathbb{I}_{Z_i} \quad (6.8.1)$$

where $c_i \in \mathbb{C}$ and $Z_i$ are compact sets which are 'nice' enough to have a well defined Euler characteristic (thus e.g. the Cantor set is excluded). One defines the integral of $F$ with respect
to the Euler characteristic by
\[ \int F d\chi := \sum_i c_i \chi(Z_i). \]

In a number of technical setups one can show that this integral is well defined, i.e. is independent of the presentation (6.8.1).

**Remark 6.15** (1) The fact that the integral is well defined was proved by Groemer [12] for the class of functions on \( X = \mathbb{R}^n \) such that the level sets are finite unions of convex compact sets. When \( X \) is a complex analytic manifold and the level sets of functions are complex analytic subvarieties this fact is due to Viro [33]. For a real analytic manifold \( X \) and functions with level sets being subanalytic this fact was proven by Schapira [30], while a more special situation was previously considered by Khovanskii and Pukhlikov [18].

(2) For the purposes of general conjectures [1] the relevant class of constructible functions consists of functions on a compact Alexandrov space \( X \) which are constant on the strata of the Perelman-Petrunin stratification. In the present paper a more elementary situation will be sufficient: constant functions on topological surfaces and functions on a closed segment which are constant in its interior. In the former case the integral with respect to the Euler characteristic is trivially well defined once we consider only constant functions. The latter case is a special case either of the Khovanskii-Pukhlikov [18] or the Schapira [30] approaches, although it can be treated directly by elementary methods.

**Proposition 6.16** Let \( \{X_i\} \) be a sequence of closed topological 2-surfaces of a fixed homeomorphism type with CBB\((-1)\) metrics. Let us denote their Euler characteristic by \( \alpha \). Assume that the sequence \( \text{GH-converges to a compact Alexandrov space } X \). Let \( F(x) := \sum a(-1)^a h^a(x) \) be the corresponding function on \( X \) which is necessarily well defined. Then
\[ \int_X F d\chi = \alpha. \]

**Proof** Case 1. Let \( X \) be a point. Then by construction \( h^a(X) = \text{dim } H^a(X;\mathbb{F}) \). Hence \( F = \alpha \), and \( \int_X F d\chi = \alpha \).

Case 2. Let \( \text{dim } X = 2 \). By the Perelman stability theorem [23] (see also [16]) all \( X_i \) are homeomorphic to \( X \). By Theorem 6.13 one has \( F \equiv 1 \). Hence \( \int_X F d\chi = \chi(X) = \alpha \).

Case 3. Let \( \text{dim } X = 1 \).

Subcase 3a. Assume that \( \{X_i\} \) are homeomorphic to the 2-sphere \( \mathbb{S}^2 \). By Theorem 6.7(2) \( X \) is a segment. By Theorem 6.5 one has \( F = 1_{\partial X} \). Clearly
\[ \int_X F d\chi = 2 = \chi(\mathbb{S}^2) \]
as necessary.

Subcase 3b. Assume that \( \{X_i\} \) are homeomorphic to the real projective plane \( \mathbb{RP}^2 \). By Theorem 6.7(2) \( X \) is a segment. By Theorem 6.8 the function \( F \) vanishes everywhere on \( X \) but one point. Hence
\[ \int_X F d\chi = 1 = \chi(\mathbb{RP}^2) \]
as required.

Subcase 3c. Assume that \( \{X_i\} \) are homeomorphic to the 2-torus \( \mathbb{T}^2 \). Since by [15] and [35] torus cannot collapse to a segment, \( X \) is a circle. By Theorem 6.7(1) one has \( F \equiv 0 \).

\( \square \) Springer
Then
\[ \int_X F d\chi = 0 = \chi(T^2). \]

**Subcase 3d.** Assume that \( \{X_i\} \) are homeomorphic to the Klein bottle \( K \). Then \( X \) could be both circle and segment. If \( X \) is a circle then by Theorem 6.7(1) \( F \equiv 0 \), and if \( X \) is a segment then by Theorem 6.11 one has \( F = 0 \) again. Hence in either case
\[ \int_X F d\chi = 0 = \chi(K). \]

**Q.E.D.**
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