High Precision Estimation of Laser FM-Noise Using RF Quadrature Demodulation Techniques
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ABSTRACT We report on a technique that uses RF quadrature demodulation to measure laser FM-noise based on a delayed self-heterodyne setup. The measurement is self-referencing and the FM-noise can be measured with high precision over a sufficiently long duration that allows us to explore the limits imposed by the delay line in the well-known self-heterodyne laser phase noise measurement setup. We perform this measurement for two external cavity lasers with linewidths of tens of kilohertz and a fiber laser with a linewidth of 20 Hz. The scheme is checked and verified by finding good agreement between the FM-noise measured from beating the two external cavity lasers and the sum of the individual FM-noise of each laser.

INDEX TERMS Phase noise, lasers, spectral analysis, noise.

I. INTRODUCTION
Laser phase noise is an important quantity to gauge for applications that depend on the laser phase coherence [1], [2], [3]. For example, optical communications systems operating using coherent detection require lasers to have sub 100 kHz linewidths [4] and coherent LIDAR [5] also requires low phase noise sources, to name just a few. The laser spectrum is ideally a Lorentzian-broadened spectrum [1] and this spectrum can be quantified by a single metric, the width of the spectrum at the full width at half-maximum (FWHM). Ideally a laser with Lorentzian line-broadening has a flat FM-noise spectral density (SD) profile with a value in units of Hz²/Hz and equaling the Lorentzian spectral FWHM value multiplied by 2π [1], [3]. However, electrically driven semiconductor lasers are also affected by low-frequency fluctuations in the central wavelength and hence these lasers have line-broadening beyond the Lorentzian lineshape, and the FM-noise SD is no longer flat [2], [3]. FM-noise SD is a superior method to gauge the laser phase noise characteristics, because the FM-noise SD resolves the dynamics of the FM-noise fluctuations in addition to quantifying the strength of the phase-noise [6]. Traditionally, the Lorentzian laser line-broadening spectrum can be measured using the delayed self-heterodyne (DSH) technique. The DSH technique is outlined in Fig. 1(a); the technique involves splitting the laser light into two paths with the light in one arm undergoing sinusoidal modulation to create a frequency translated copy of the original laser light, and the laser light in other path is delayed in an optical fiber. The light from both paths are then recombined and mixed on a photodiode. The Lorentzian linewidth is extracted by analyzing the spectrum of the mixing product from the photodiode. In the recent decade, improvements in high-resolution digital sampling and phase diverse optical coherent receivers have enabled the direct measurement of FM-noise. We list the FM-noise measurement techniques here: (i) laser FM-noise can be measured by mixing the laser light with an optical local oscillator and phase diversity receiver [6], [7]; (ii) a DSH method using strong phase modulation combined with a single photodetector and a digital storage oscilloscope (DSO) [8], we term that method the DSH-DSO technique; and (iii) a delayed self-homodyne (DSHo) phase diversity coherent receiver [8] which we term DSHo-DSO. These techniques require sampling at rates of the order of gigahertz to recover the optical field and hence extract the FM-noise SD. Moreover, since the FM-noise is based on averaging many fast-Fourier transforms (FFT) to ensure good precision in the FM noise SD calculations [9], the
high sampling rates and limited finite number of obtainable sampling points, implies a low precision of the FM-noise measurement.

One well-known issue associated with measuring the laser lineshape using the DSH method is that the fiber delay line limits the minimum linewidth that can be extracted [2]; the minimum linewidth being

\[ \Delta f_{\text{min}} = \frac{2\pi}{\tau_d} \]

where \( \tau_d \) is the fiber delay duration. A question may arise as to how does the fiber delay impact on the FM-noise SD measurement, and to date there has been no study as to how the fiber delay line impinges on the FM-noise measurement using any DSH technique.

In this paper, we demonstrate two additional methods to measure the FM-noise SD of laser sources that have the highest precision to date. One method uses the internal in-phase (I) and quadrature (Q) sampling functionality commonly appearing in modern ESAs [10] and this method which we term DSH-IQ only requires a sampling rate at least two orders of magnitude smaller than the DSH-DSO method which in turn allows us to achieve two orders of magnitude better accuracy for a given number of samples. The other method makes use of the internal frequency down-conversion stages in the ESA to spectrally down-convert a heterodyne laser beat signal to be centered at 2 GHz for sampling using a DSO with a medium sampling rate of 10 GSa/s, while also achieving reasonable FM-noise accuracy when taking four million samples, as we were limited to in our experiment. The DSH-IQ method allows for much smaller sampling rates, in our case 100 MSa/s was more than sufficient. The lower sampling rate allows for the FM-noise SD to be measured at lower Fourier frequencies (\( f_T \)) for a given number of total acquired samples and/or the precision of the measurement to be much improved because of increased spectral averaging by calculating the FM-noise from many more shorter subset waveforms from the entire sampled waveform.

Moreover, the DSH-IQ method allows us to understand the limit imposed by the fiber delay line when measuring FM-noise SD using a self-referenced technique. We find that the limitation is completely different than that for the traditional swept spectrum technique for which delays shorter than the laser coherence time will result in multiple peaks appearing in the spectrum [2]. We find that while there is no imposed linewidth limit using any DSH-based FM-noise measurement; there is however a limitation to ensure that the duration of the temporal subset waveforms, to calculate each FFT, is less than the fiber delay. We demonstrate this for a fiber laser with a linewidth of 20 Hz.

This paper is organized as follows: in Section II we present linewidth results taken from the DSH method for three different lasers, two tunable laser sources and a fiber laser with 20 Hz linewidth. In Section III we present the DSH-IQ technique and present results confirming the linewidth results in Section II. In Section IV, we use ESA down-conversion to the 2 GHz intermediate frequency (IF) to analyze the heterodyne beat of the two tunable laser sources.

II. DSH METHODS

All of the measurement techniques in this paper are presented in Fig. 1. The DSH technique is outlined in Fig. 1(a), where the laser light is split equally along two paths [2], [3]. One path contains the fiber delay line and the light that travels along the other path undergoes frequency translation via sinusoidal modulation at a defined frequency \( f_T \). The light from both arms is then coupled and mixed on a high speed photodiode with sufficient bandwidth (30 GHz) to capture the beat tone generated at \( f_T \). The detected photocurrent \( I_{pd} \) is given as follows:

\[
I_{pd} = \eta_{pd} |E_L(t)| |E_L(t - \tau_d)| \cos \left( 2\pi f_T t + \phi_L(t) - \phi(t - \tau_d) \right)
\]

where \( \eta_{pd} \) is the efficiency of the photodetector, \( E_L \) is the amplitude of the laser optical field of the laser, \( \tau_d \) is the time delay of the fiber delay line. Since \( |E_L(t)| \approx |E_L(t - \tau_d)| \), the main term of interest in (1) is the phase noise \( \phi(t - \tau_d) \), this is the term we wish to extract from \( I_{pd} \). The photo-detected signal is then amplified by 20 dB using an RF amplifier before the ESA captures the beat signal using two possible methods. The traditional swept spectrum analysis method resolves the lineshape spectrum, by centering the ESA about \( f_T \) and measuring the power spectrum about a span wide enough to resolve the lineshape (ESA functionality for the swept spectrum technique is outlined in Fig. 1(c) (i)). Sufficient averaging is needed to remove random fluctuations about the beat spectrum, leaving a curve that can be fitted to a scaled Lorentzian lineshape function [1], [2], [3].

\[
\frac{L_{DSH}(f)}{\Delta f_L} \propto \left[ 1 + \left( \frac{f - f_T}{\Delta f_L} \right)^2 \right]^{-1}
\]

For the case of the DSH method, the laser linewidth is \( \Delta f_L / 2 \) because mixing the laser with a delayed copy of itself doubles the linewidth measured in the DSH setup. We used three different lasers for our experiments: two tunable laser sources and a fiber laser. TLS1 is an Emcore tunable laser of the type found in modern day coherent communication systems [4]. The second laser, termed TLS2 is a Photonetics tunable laser which is also an external cavity laser source. The fiber laser source (FLS) is a fiber laser from NKT photonics. The fiber delay line is 4.8 km length of dispersion shifted fiber which gives an approximate time delay of 24 \( \mu \)s. For the regular DSH method we take 100 spectral averages and fit the lineshape to a Lorentzian as described in (2). The DSH spectra of the three lasers are shown in Fig. 2. Both TLS lasers have a Lorentzian-like DSH spectrum; for TLS1 we find a linewidth of 13 kHz, and for TLS2 we find a linewidth of 27 kHz. Clear Lorentzian spectra are detected because the laser coherence time \( t_{coh} = (2\pi \Delta f_L)^{-1} \) (maximum 14 \( \mu \)s) is shorter than the fiber delay. Issues arise for the FLS because no clear Lorentzian lineshape is visible (Fig. 2(c)) for the fiber laser whose coherence time (~20 ms) is obviously less than the fiber delay, hence the multiple peaks in the spectrum making any meaningful extraction of a Lorentzian linewidth
impossible, and none was attempted. Even though the swept spectrum approach failed for the FLS, we can still extract meaningful phase-noise metrics by analyzing the temporal waveform of $I_{pd}(t)$ using RF demodulation techniques from the ESA as outlined below.

III. THE DSH-IQ FM-NOISE MEASUREMENT TECHNIQUE

The DSH-IQ method is described as follows and the ESA functionality for this technique is outlined in Fig. 1(c) (ii). Instead of using the ESA to measure the spectrum by sweeping across a sufficiently wide frequency span to capture the spectrum, the ESA is operating as a quadrature demodulator of the envelope about the beat tone centered at $f_T$. The ESA is tuned to a fixed frequency $f_T$ and then the ESA separates the envelope out into in-phase (I) and quadrature (Q) components, and both I and Q parts of the envelope are sampled simultaneously. The bandwidth of the IQ capture is limited to what is termed the analysis bandwidth, this is essentially the bandwidth of the resolution bandwidth filter (RBWF) within the ESA, because the ESA samples the signal at this point within the ESA detection process. Mathematically, the I and Q voltages detected by the ESA are:

$$V_I \propto \left[ I_{pd}(t) \times \cos(2\pi f_T t) \right] \otimes F_{AB}(t)$$

$$V_Q \propto \left[ I_{pd}(t) \times \sin(2\pi f_T t) \right] \otimes F_{AB}(t)$$

(3)

These equations describe the entire process outlined in Fig. 1(c) (ii). $F_{AB}(t)$ is the impulse response of the analysis bandwidth filter, which is a sharp cut-off low pass filter. The operations in (3) move $I_{pd}$ to baseband, and then the analysis bandwidth filters impose a strict bandwidth limit on the detection signal before sampling. Both $V_I$ and $V_Q$ are then sampled at sampling periods $t_S = R_S^{-1}$ with $R_S$ being the sampling rate. The sampling process yields two sampled waveforms $V_{I,k}$ and $V_{Q,k}$ denoting the value of $V_I(k t_S)$ (and similarly for $V_Q(k)$). The phase information $\phi_L(t) - \phi_L(t - \tau_d)$ is now contained within the sampled envelope waveforms $V_{I,k}$ and $V_{Q,k}$.

Letting $\theta(k) = \phi_L(k) - \phi_L(k - \tau_d)$ be the phase at the $k$th sample point, the instantaneous phase at each sample point is given by

$$\theta(k) = \text{detrend} \left( \text{unwrap} \left\{ \tan^{-1} \left[ V_{I,k} \cdot V_{Q,k} \right] \right\} \right)$$

(4)

where the inverse tangent function is the two-argument inverse tangent function, the ‘unwrap’ operator removes phase discontinuities of $2\pi$, and the ‘detrend’ operator removes the linear trend in the temporal phase which is equivalent to removing any remaining constant frequency offset. Once the phase has been extracted, the instantaneous

---

**FIGURE 1.** (a) Schematic of the DSH based linewidth and DSH-IQ FM-noise measurement systems. (b) Schematic of the heterodyne based FM-noise system. (c) Simplified ESA operation for: (i) swept spectrum, a tunable oscillator is tuned from $f_T - \text{Span}/2$ to $f_T + \text{Span}/2$ and the power within the resolution bandwidth (RBW) is measured; (ii) fixed frequency with I-Q envelope sampling and (iii) zero-span intermediate frequency out (IF Out).
frequency at sample instance \( k \) is calculated by:

\[
\Delta f (k) = \frac{R_S}{2\pi} [\theta (k + 1) - \theta (k)] \tag{5}
\]

The FM-noise of the laser is entirely encapsulated in the above equation. For an ideal laser, the laser would have a pure Lorentzian lineshape with spectral width at half maximum equal to \( \Delta f_L \); correspondingly the FM-noise of an ideal laser would be flat with the value equal to \( \Delta f_L / (2\pi) \). The spectral density estimate of the FM-noise can be done using Welch's method, where the averaged spectra of many shorter subsets of consecutive samples are taken from the entire sampled waveform

\[
n_{FM} (m) = \eta_f \frac{2}{R_S N_{FFT}} \left| \hat{\Delta F} (m) \right|^2 \tag{6}
\]

where \( \hat{\Delta F} [\cdot] \) is the FFT operator, \( m \) is the FFT index, \((\cdot)\) denotes ensemble averaging of the number of FFTs calculated. The scaling within (6) converts the averaged FFT to the spectral density. Since the DSH-IQ method is self-referencing the measured FM-noise is double that of the laser, therefore \( \eta_f = 0.5 \) for the DSH-IQ method. For two laser heterodyning, the value of \( \eta_f = 1 \).

For K averages of the FM-noise SD, the precision of the true FM-noise is contained within \([9]\):

\[
n_{FM} (k) = n_{FM, true} (k) \pm O \left[ \sqrt{n_{FM} (k) / K} \right] \tag{7}
\]

where \( O(\cdot) \) is ‘order of’ and is a shorthand for the uncertainty of the calculation of \( n_{FM} (k) \), and as a rule of thumb the uncertainty reduces by the inverse square of the number of averages [8]. We obtain one million IQ samples of the DSH beat tone at a sample rate \( R_S = 100 \text{ MSa/s} \), using the ESA for the two tunable lasers (TLS1 and TLS2). The FM-noise is processed as per Eq. (4)-(6) and using \( N_{FFT} \) of 2,000 (20\( \mu \text{s} \) duration) with 75% overlap. For an immediate comparison with the fitted Lorentzian spectra and linewidth, we multiply all calculated FM-noise SD curves by 2\( \pi \) [6].

Before we present the FM-noise results, we demonstrate the importance of having an ideal optical frequency translation stage to make this scheme work. When modulating the laser light using sinusoidal modulation in Fig. 1 (a), any remnant of the laser carrier or both first-order modulation sidebands (i.e. the sidebands for which the frequency difference between the sideband and the carrier equals the RF modulating frequency) causes the fundamental beat tone at \( f_T \) to comprise multiple beat products in the photo diode and destroys the ability to correctly extract the instantaneous phase. The DSH-DSO [8] method takes advantage of this because the envelope at \( f_T \) is multiplied by \( \cos (\phi (t) - \phi (t - \tau_d)) \) and the first harmonic at \( 2x f_T \) is multiplied by \( \sin (\phi (t) - \phi (t - \tau_d)) \), that is why the DSH-DSO method needs to sample at multiples of \( 2 \times f_T \).

We found that an appropriately driven dual-drive MZM suppresses the carrier and one of the first-order sidebands and hence leaves the fundamental beat tone at \( f_T \) with constant amplitude; the schematic describing this frequency translator is given in Fig. 3(a). The spectrum confirming the absence of the carrier and sideband at \(-f_T\) after the modulator is shown in Fig. 3(b). To present the modulator driving conditions we superimpose spectral results from a dual-drive MZM simulation where the output field from a dual-drive MZM is given by

\[
E_o = E_i \frac{1}{2} \left[ \exp \left[ j \left( \frac{V_{RF}}{V_\pi} \cos (2\pi f_d t + \phi_{PS}) + \frac{V_{bias}}{V_\pi} \right) \right] + \exp \left[ j \left( \frac{V_{RF}}{V_\pi} \cos (2\pi f_d t) \right) \right] \right] \tag{8}
\]
where \( V_\pi \) is the voltage that induces a \( \pi \) phase shift in the travelling optical field. The RF source is sinusoidal with a frequency equal to the desired translation frequency \( f_T \). Suppression of one of the first-order sidebands is achieved by inserting an RF phase shift of \( \pi/2 \) into one of the MZM arms; for low power modulation the carrier will not be suppressed though we find that increasing the RF power suppresses the carrier. The modulator driving conditions required are given in terms of \( V_\pi \): \( V_{RF_1} = 0.85V_\pi \), \( V_{RF_2} = 0.7V_\pi \), \( \phi_{PS} = 0.571\pi \) and \( V_{bias} = 0.551V_\pi \).

The beat signal at the photodetector is generated by combining the light from the frequency translator stage with a delayed copy of the unmodulated carrier and mixing at the photodiode. The frequency translation stage ensures that there is only a single beat term that contributes to the beat signal at \( f_T \). Even though there are multiple higher order modulation sidebands present arising from the modulation, the beat terms they generate with the delayed carrier are completely filtered out by the ESA analysis bandwidth filter and do not affect the FM-noise calculation. We show a 10,000-sample portion of the sampled waveforms and extracted instantaneous frequency in Fig. 4. The extracted instantaneous frequency results for the ideal frequency translation system are shown in Fig. 4(a)-(c); the results for the regular MZM modulation are shown in Fig. 4(d)-(f). With the ideal frequency translation system the I-Q vector in Fig. 4(a) traces out a circle with almost constant amplitude with the phase of each point being the phase noise from the laser, this is the exactly the photocurrent as described in (1). The instantaneous phase and frequency are then easily calculated. We note that the maximum frequency deviation in Fig. 4(c) is \(<1\) MHz. However, the results change drastically for the case with regular MZM modulation when both first-order modulation sidebands are present, where the I-Q vector in Fig. 4(d) shows a random amplitude proportional to \( \cos(\phi(t) - \phi(t - t_d)) \) and phase with detrimental zero-crossings through the origin arising from the multiple contributions to the beat signal at \( f_T \). The extracted phase in Fig. 4(e) shows discontinuities of almost \( 2\pi \), and these discontinuities appear as sharp spikes (when differentiating the phase using (5)) in the instantaneous frequency plot in Fig. 4(f) and these large spikes can be upwards of 20 MHz in magnitude and corrupt the delicate FM-noise calculation.

The resulting FM-noise SD curves are shown in Fig. 5. To avoid confusion regarding definitions of frequency, we define the X-axis of FM-noise SD plots to be ‘Fourier frequency’. Due to the limited ESA analysis bandwidth of 10 MHz, the FM-noise SD curves drop to zero for Fourier frequencies larger than 5 MHz. The FM-noise SD of TLS1 is found not to be constant and has a slight downward trend. The downward trend will be very useful when subsequently verifying this technique via the heterodyne method. The scaled FM-noise SD ranges from 40 kHz at a Fourier frequency of 50 kHz and decreases to below 10 kHz at a Fourier frequency of 5 MHz. For TLS1, we also plot the calculated FM-noise SD curve when regular MZM modulation is applied (i.e. both first-order modulation sidebands remain), this shows at least an order of magnitude error because of the extracted unphysical frequency spikes when estimating the instantaneous frequency. For TLS2 we find that for Fourier frequencies lower than 5 MHz the FM noise is flat with a scaled FM-noise SD equaling 28 kHz, which is very close to the value extracted from the Lorentzian fitting with the swept frequency scan in the previous subsection. The scaled FM-noise SD of the FLS presented in Fig. 5 reaches a minimum of 20 Hz and this is in line with FM-noise measurements taken using the DSH and strong PM scheme in [11] and <100 Hz as per the specifications from the manufacturer [12]. The apparent increase in FM-noise for the fiber laser measurement beyond Fourier frequencies of 1 MHz is due to the noise floor of the system caused by quantization noise in the ESA internal sampling and electrical noise in the amplifier and photodiode. We add a trend line proportional to \( f_T^2 \) to show that calculated FM-noise SD for the fiber laser reaches such a limit for Fourier frequencies >1 MHz. The fact that that portion of the FM-noise SD curve does not arise from laser phase fluctuations is confirmed in the next section when investigating the limits imposed by the fiber delay line on the FM-noise measurement.

We now explore the impact of increasing the number of \( N_{FFT} \) samples when calculating the FM-noise SD and increase the duration of each subset to be longer than the fiber delay line. The use of a longer subset duration and increased number of samples will now be explored. As with increasing the number of samples the size of the sample vector will increase and the FFT size will also increase. The FM-noise SD curves extracted from using both 10,000 and 100,000 samples are shown in Fig. 6. The FM-noise SD is seen to increase for both TLS1 and TLS2. This is expected as increasing the number of samples and FFT size will increase the SNR and hence reduce the FM-noise SD. This is also in line with our previous results where we found for TLS1 that increasing the number of samples and FFT size increased the FM-noise SD.

FIGURE 3. (a) Setup to frequency translate the laser field. A dual-drive Mach Zehnder (DD-MZM) is driven by two sinewaves, ideally one phase shifted by \( \pi/2 \). (b) The measured spectrum after the MZM. The carrier (C) and component at -6 GHz (-\( f_T \)) relative to the carrier are missing. PS denotes RF phase shifter. The simulation is used to extract approximate driving conditions.
FIGURE 4. Plots of: the IQ-vector from quadrature demodulation (a) and (d); instantaneous phase (b) and (e), and instantaneous frequency in (c) and (f). Plots (a) –(c) are the plots for frequency translation, exact instantaneous frequency without spikes is obtained when the I-Q vector, plot (a), makes no transition through the origin. Plots (d)-(f) are for regular MZM modulation, multiple beat terms appear at the detector resulting in IQ transitions, plot (d), through the origin resulting in discontinuities of phase approaching $2\pi$ and hence sharp spikes in the instantaneous frequency giving incorrect values for the FM-noise SD.

FIGURE 5. Measured FM-noise SD of the three lasers using the DSH-IQ method. The flatter portions of both agree with the respective Lorentzian linewidths 13 kHz and 27 kHz respectively. The onset of 1/f FM-noise is clearly visible. Also shown is the incorrect FM-noise SD measured when strict frequency translation is violated using regular MZM modulation. A trendline indicating a noise floor proportional to $f^2$ is included.

FIGURE 6. Measured FM-noise of TLS1 and FLS using subarrays whose duration exceeds the delay of the fiber delay line. Note the resulting comb-like ripple features in the spectra.
The voltage captured by the DSO is then sampled using a digital sampling oscilloscope (DSO) is 2 GHz in this case). The down converted 2 GHz signal is bandpass of 2 GHz (i.e. the equivalent analysis bandwidth down and centered at 2 GHz with a total bandpass signal stage within the ESA, where the beat tone has been mixed and process the signal at an intermediate frequency mixing too low to capture the heterodyne beat tone. To overcome the beat tone outside the analysis bandwidth. The maximum varying frequency drift from the laser technical noise moving ESA. ESA’s with analysis bandwidths exceeding 100 MHz be measured in this way provided that the frequency drift of the heterodyne beat can be measured using quadrature fied beat tone is then detected using the ESA. The FM-noise of the two lasers. The setup is shown in Fig. 1(b) where light from the two lasers is coupled together and the amplified beat tone is then detected using the ESA. The FM-noise of the heterodyne beat can be measured using quadrature I-Q demodulation as was done in [13]. The FM-noise can be measured in this way provided that the frequency drift of the lasers does not exceed the analysis bandwidth of the ESA. ESA’s with analysis bandwidths exceeding 100 MHz are needed to capture the heterodyne beat without the slowly varying frequency drift from the laser technical noise moving the beat tone outside the analysis bandwidth. The maximum analysis bandwidth of our ESA was 10 MHz and this is much too low to capture the heterodyne beat tone. To overcome limitations imposed by the analysis bandwidth when using quadrature detection, we operate the ESA in zero span mode and process the signal at an intermediate frequency mixing stage within the ESA, where the beat tone has been mixed down and centered at 2 GHz with a total bandpass signal bandwidth of 2 GHz (i.e. the equivalent analysis bandwidth is 2 GHz in this case). The down converted 2 GHz signal is then sampled using a digital sampling oscilloscope (DSO) with no synchronization required between ESA and DSO. The voltage captured by the DSO is:

\[ V_{DSO,k} = V_{DSO}(k\Delta f) \propto |E_{TLS1}(k\Delta f)| |E_{TLS2}(k\Delta f)| \]
\[ \times \cos\left[2\pi\left(2 \times 10^9\right)k\Delta f\right] + \phi_{TLS1}(k\Delta f) - \phi_{TLS2}(k\Delta f) \]  

(9)

For this scheme to work, the frequency difference between the lasers must be less than the PD bandwidth and the ESA must be able to tune to the beat frequency to down convert the signal to 2 GHz. Note, there may be a minimum frequency that the ESA can down convert to 2 GHz, and for the ESA that we used the minimum down convertible frequency is 8 GHz. Resuming the analysis, we are interested in extracting the \( \phi_{TLS1}(t) - \phi_{TLS2}(t) \) part of Eq. (9). This is done by converting the sampled signal to a complex-valued analytic signal. By setting \( V_{I,k} = V_{DSO,k} \), the quadrature component is given by [14]

\[ V_{Q,k} = H[V_{I,k}] \]  

(10)

where \( H[.\] is the discrete Hilbert transform operator [15]. The phase and subsequently the FM-noise is then extracted using Eqs (4)-(6). The beat signal was sampled at 10 GSa/s using a Tektronix DSO with analogue bandwidth of 2.5 GHz. The FM-noise is then extracted from the samples and the FM-noise SD is calculated with a value of \( N_{FFT} = 1 \times 10^7 \). The FM noise of the beat signal between TLS1 and TLS2 is shown in Fig. 7. For the case of lasers with uncorrelated phase noise, the FM-noise of the beat equals the summation of the FM-noise of each individual laser. We also plot the summation of the FM-noise curves of each individual laser from Fig. 5, and the results over-lap excellently up to 5 MHz, which is the limit of the technique used to measure the FM noise using the DSH-IQ technique arising from the analysis bandwidth. The system noise creates a noise floor that appears at 100 MHz and then the FM-noise increases due to this system noise.

V. DISCUSSION AND CONCLUSION

We have presented with justifying results, methods to measure the FM-noise using RF quadrature demodulation techniques. The lower sampling rate of the DSH-IQ method presented allows us to calculate FM-noise with high precision and high accuracy down to Fourier frequencies imposed by the fiber delay line. The technique allows us to explore and understand the limitation imposed by the fiber delay line when calculating the FM-noise from DSH set-up, thus confirming the validity of measuring FM-noise of lasers with extremely low linewidth of tens of Hz using a DSH set-up,
even though prohibited by standard swept spectrum techniques. The value of the FM-noise SD calculated via the DSH-IQ method compares well with the traditional swept frequency spectrum and laser heterodyning methods. Although the analysis bandwidth of the ESA used in these measurements is 10 MHz, options are available to increase the analysis bandwidth to a few hundred megahertz and extend the FM-noise measurement to higher frequencies. In addition, other options for frequency translation are available instead of employing a dual-drive MZM, e.g., the method should work equally well if an acousto-optic modulator was used as the frequency translator instead, which may simplify the entire setup considerably. Since we have demonstrated a method that potentially can measure the FM-noise of lasers for Fourier frequencies below 1 kHz; improving the environmental isolation of the fiber reel when increasing the fiber length to measure the FM-noise SD at lower Fourier frequencies would be recommended [16], [17].
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