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Abstract

We investigate the behavior of shear viscosity in the presence of small anisotropy and a finite chemical potential. First, we construct an anisotropic Reissner Nordström blackbrane in 5 dimensions in a simple Einstein-Maxwell theory with a small linear dilaton. This solution is characterized by three mass scales: anisotropy $\rho$, temperature $T$ and chemical potential $\mu$. We find this solution up to second order in the dilaton anisotropy parameter $\rho$. This blackbrane solution corresponds to an anisotropic phase where the anisotropy is small compared to the temperature and chemical potential. We find that in this anisotropic phase, some components of the anisotropic shear viscosity tensor, which are spin one with respect to the residual symmetry after breaking rotational invariance, violate the KSS bound ($\frac{\eta}{s} \geq \frac{1}{4\pi}$) proposed by Kovtun, Son and Starinets. We identify the regions of the parameter space where these violations are significant. We carry out a similar analysis in 4 dimensions and find similar violation of the KSS bound for the spin one components to demonstrate the generality of the result. Our results are particularly relevant in the context of strongly coupled systems found in nature. We also provide an intuitive understanding of the results using dimensional reduction and a Boltzmann calculation in a weakly coupled version of a similar system. The Boltzmann analysis performed in a system of weakly interacting particles in a linear potential also shows that components of the viscosity tensor may be reduced. It is intriguing that the Boltzmann analysis also predicts the corrections to be negative and that too in a manner similar to the anisotropic strongly coupled theories with smooth gravity duals.
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1. INTRODUCTION

The gauge-gravity correspondence has been very useful in the computation of transport coefficients in strongly coupled field theories that admit smooth gravitational duals. Such computations revealed \[1-3\] that for systems having a dual gravity description, the ratio of shear viscosity, $\eta$, to the entropy density, $s$, becomes

$$\frac{\eta}{s} = \frac{1}{4\pi}. \quad (1.1)$$

It was proposed by KSS (Kovtun, Son and Starinets) that this value may be a bound and the ratio cannot be smaller than $\frac{1}{4\pi}$. It is now known that this is not true \[4-7\], see also \[8,9\], but in most of the controlled counter-examples the bound is violated at best by a numerical factor, and not in a parametric manner. Significant violations of the bound lead to unphysical situations, e.g., to causality violations, for example, see \[10,11\]. However, see \[12\] for discussion of a violation of the bound in metastable states and also \[13\] for a discussion of violations in a superfluid phase described by higher derivative gravity.

The above results hold for isotropic situations. Over the last few years, many gravitational backgrounds featuring anisotropy (see \[8,14-23\]) has been studied and using the AdS/CFT correspondence, the shear viscosity has also been computed in some of these anisotropic phases. (see \[24,25\] and \[9,26-30\]). In such anisotropic examples it has been found that different components of the shear viscosity tensor can behave differently and some components in fact parametrically violate the KSS bound.

For example, one can consider a simple setup consisting of Einstein gravity and a massless dilaton with a linear profile in one of the coordinates, (say $\phi = \rho z$) that breaks rotational invariance but the stress tensor remains translation invariant. Such a system was considered in \[28\] with the action

$$S = \frac{1}{16\pi G} \int d^5x \sqrt{g} \left[ R + 12\Lambda - \frac{1}{2} \partial \mu \phi \partial^\mu \phi \right] \quad (1.2)$$

and the dilaton varies linearly along one of the spatial directions ie. $\phi = \rho z$. It was shown in \[28\] that in this system, at a finite temperature $T$, the components of the shear viscosity tensor which are spin 1 with respect to the surviving Lorentz symmetry in the boundary theory \(^1\) (eg.

---

\(^1\) The residual Lorentz symmetry exists at zero temperature, after breaking the rotational symmetry. Fluid mechanics is then governed by the dynamics of the goldstone modes corresponding to the boost symmetries of this
\( \eta_{xzx} \) which we abbreviate as \( \eta_{xz} \) parametrically violate the KSS bound. For example, in the low anisotropy regime \((\rho/T \ll 1)\):

\[
\frac{\eta_{xz}}{s} = \frac{1}{4\pi} - \frac{\rho^2 \log 2}{16\pi^5 T^2} + \frac{(6 - \pi^2 + 54(\log 2)^2)\rho^4}{2304\pi^5 T^4} + O\left[ \left( \frac{\rho}{T} \right)^6 \right]. \quad (1.3)
\]

In the limit of extreme anisotropy \((\rho/T \gg 1)\),

\[
\frac{\eta_{xz}}{s} \rightarrow (1/4\pi)(32\pi^2 T^2/3\rho^2)
\]

and hence becomes parametrically small \[28\] as \( \frac{T}{\rho} \rightarrow 0 \).

However the \( \eta_{xy} \) component which is spin 2 with respect to the residual symmetry remained unchanged from the answer in the isotropic case.

\[
\frac{\eta_{xy}}{s} = \frac{1}{4\pi}.
\]

In \[31\] many examples where anisotropic phases arise were studied and in all of these cases it was found that the spin 1 components of the viscosity can become parametrically small, in units of the entropy density, when the anisotropy becomes sufficiently large compared to the temperature. It was shown in \[31\] that for all situations where the force responsible for breaking rotational symmetry is translation invariant and a residual Lorentz symmetry survives\(^2\) in the boundary theory after breaking of rotational invariance, there exists a general formula for the spin 1 shear viscosity components (in units of entropy density) in terms of metric components evaluated at the horizon. The general formula can be presented as follows: let \( z \) be the field theory direction along which a spatially constant driving force is turned on breaking rotational symmetry and \( x \) be a direction along which the boost symmetry is left unbroken, then the viscosity component \( \eta_{xz} \) is given by

\[
\frac{\eta_{xz}}{s} = \frac{1}{4\pi} \frac{g_{xx} \, g_{zz} \bigg|_{u=u_h}}{g_{zz} \bigg|_{u=u_h}}, \quad (1.6)
\]

where \( g_{xx} \bigg|_{u=u_h}, g_{zz} \bigg|_{u=u_h} \) refer to the components of the background metric evaluated at the horizon.

\(^2\) Lorentz group broken at finite temperature.

\[2\] Our situation is different from \[32\] which considers isotropic backgrounds by turning on massless scalars along all the spatial directions. See also \[33, 34\] for interesting new directions from \[32\].
This result is true for all the anisotropic situations studied in [31]. This result was first derived in an anisotropic axion-dilaton system considered in [24].

In the isotropic situation, the metric components $g_{xx}$ and $g_{zz}$ are the same and we recover the result $\frac{1}{4\pi}$ of KSS. However in anisotropic situations, these metric components can behave very differently and thus leads to the parametric violations of the KSS bound.

All such anisotropic situations involve two scales: one is the anisotropy parameter and the other is the temperature. One may ask whether the violations of the KSS bound in such anisotropic situations exist in the presence of a third scale - a finite chemical potential ($\mu$). Using the general formula Eq.(1.6) one can compute the spin 1 components of shear viscosity in the presence of a chemical potential. One can thus easily check the KSS bound for anisotropic systems in the presence of a finite chemical potential. This is the question we try to address in this paper. The question becomes interesting because the system we consider has many similarities with the strongly coupled systems found in nature, e.g., ultracold atoms at unitarity, which features two scales $T$ and $\mu$, along which we introduce a third scale i.e., anisotropy. This may be implemented easily in ultracold atom setups by considering anisotropic traps. (see [37] for details).

We first consider the well known charged Reissner-Nordström (RN) blackbrane in a simple Einstein-Maxwell theory in 5 dimensions. We turn on a small dilaton breaking the rotational symmetry along one of the field theory directions. We then perturbatively compute the metric corrections up to second order in the dilaton anisotropy parameter, demanding that the geometry asymptotes to $AdS$. This blackbrane solution corresponds to an anisotropic phase where the anisotropy is small compared to the temperature and chemical potential. We then use the general formula Eq.(1.6) to compute the shear viscosity to entropy density ratio for the spin 1 components in this low anisotropy regime in the presence of a finite chemical potential.

We find that in 5 dimensions in the regime $\rho \ll (\mu, T)$,

$$\frac{\eta}{s} = \frac{1}{4\pi} \frac{\rho^2}{\mu^2} \frac{\sqrt{3} f^2 \tanh^{-1} \left( \frac{\sqrt{12f^2 + 9}}{9} \right)}{8\pi \sqrt{4f^2 + 3}} + O(\rho^4),$$

where $f = -3\pi \frac{T}{\mu} + \sqrt{3} \sqrt{2 + 3\pi^2 \frac{T^2}{\mu^2}}$.

We find that the corrections to $\frac{2}{s}$ due to anisotropy is negative even in the presence of a finite chemical potential. We find similar results in 4D as well. This is the main result of this paper. Similar results were also found in [30] where it was shown that these spin 1 components of shear viscosity violated the bound in the Einstein-Maxwell-dilaton-axion theory. Surprisingly, a
Boltzmann calculation in a system of weakly interacting particles in a linear potential also predicts the corrections to go in a manner similar to Eq.(1.7). (see Appendix B of [36] for a detailed calculation). Motivated by these interesting results, an experiment has also been proposed in [37] to measure such spin one components of shear viscosity in the unitary fermi gases.

One can also try to gain an intuitive understanding of these results along the lines of [31] in order to understand the parametric violation of the $\frac{\eta}{s}$ bound in such anisotropic situations. The key idea is that dimensional reduction maps the spin 1 gravitational shear modes under consideration to massive gauge fields in the lower dimensional theory and thus, the shear viscosity gets related to conductivity in the dimensionally reduced theory. It is well known in several AdS/CFT examples that conductivity can become very small. This helps us understand the reduction of spin 1 viscosity components which gets related to conductivity in the dimensionally reduced description. In Appendix A, using the same idea, we show that the formula for electrical conductivity to susceptibility ratio ($\frac{\sigma}{\chi}$) by Kovtun and Ritz in [38] may be looked upon as a consequence of the shear viscosity over entropy density formula in a higher dimensional theory.

The paper is organized as follows: We present the action in 5D and conventions in Sec.2 and the charged blackbrane solution in Sec.2.2.1. We next turn on a small linear dilaton and perturbatively compute the metric corrections up to second order in the dilaton anisotropy parameter in Sec.2.2.2. The spin 1 viscosity to entropy ratio is computed using the general formula Eq.(1.6) in Sec.2.2.3. We carry out a similar procedure in 4 dimensions in Sec.3. We compare these results with that of a system of weakly interacting charged particles in an external field in Sec.4. Appendix A contains details of how these spin one viscosity components are related to conductivity in a lower dimensional theory.

2. ANISOTROPIC SOLUTION IN 5D DILATON GRAVITY SYSTEM IN THE PRESENCE OF A FINITE CHEMICAL POTENTIAL

We consider a 5 dimensional gravity system with a massless scalar field $\phi$, a timelike massless one form $U(1)$ gauge field $A$ and a constant cosmological constant $\Lambda$ with action,

$$S_{bulk} = \frac{1}{16\pi G} \int d^5x \sqrt{-g} \left( R + 12\Lambda - \frac{1}{2} (\partial \phi)^2 - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} \right),$$

(2.1)
where the two form field strength is given by \( F = dA \) and \( G \) is the Newton's constant in 5 dimension.

The equations of motion of this system are given by:

\[
R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R = \frac{1}{2} \partial_{\mu} \phi \partial_{\nu} \phi + \frac{1}{2} F_{\mu\alpha} F^{\alpha}_{\nu} + \frac{1}{2} g_{\mu\nu} \left( 12 \Lambda - \frac{1}{4} F^2 - \frac{1}{2} (\partial \phi)^2 \right),
\]

\( \Box \phi = 0, \) \hspace{1cm} (2.2)

\[
\partial_{\nu} (\sqrt{-g} F^{\mu\nu}) = 0.
\]

(2.3)

In the absence of the gauge field and dilaton, the above action has the \( AdS_5 \) solution given by

\[
ds^2 = L^2 \left[ -r^2 dt^2 + \frac{dr^2}{r^2} + r^2 (dx^2 + dy^2 + dz^2) \right].
\]

(2.5)

where \( L \) the radius of the \( AdS \) space which is related to \( \Lambda \) as

\[
\Lambda = \frac{1}{L^2}.
\]

(2.6)

In generalized Gaussian null coordinates the above \( AdS_5 \) solution takes the form

\[
ds^2 = \frac{L^2}{u^2} \left[ -dv^2 - 2du dv + dx^2 + dy^2 + dz^2 \right].
\]

(2.7)

The following change of coordinates

\[
v = t - u, \quad u = \frac{1}{r}
\]

(2.8)
in the above \( AdS_5 \) solution in Eq. (2.7) gives back the solution in Eq. (2.5).

Another interesting solution is obtained by breaking rotational invariance in the three spacelike directions \( x, y \) and \( z \). One way to achieve this is by turning on a dilaton (with vanishing gauge field) of the form:

\[
\phi = \rho z
\]

(2.9)

where \( \rho \) is an additional scale that breaks rotational invariance. In [28] the authors have argued that the backreaction of the dilaton will preserve rotational invariance in the \( x, y \) direction. Moreover since the dilaton stress tensor is independent of \( t, x, y, z \), the metric will be invariant under translation in these directions. This gives rise to a class of \( AdS \) black brane solutions which are
homogeneous but anisotropic. The details of this solution is discussed in [28].

Our aim is to make this problem even more interesting (and somewhat more closer to situations arising in nature) by turning on a timelike gauge field $A = A_v(u)dv$ in the bulk which corresponds to the chemical potential in the dual field theory residing on the conformal boundary of the asymptotically AdS spacetime. Before we start to analyze out system in details let us first construct a metric ansatz. In generalized Gaussian null coordinates one can propose a static regular homogeneous metric ansatz that preserves rotational invariance only in the $x, y$ directions of the form

$$ds^2 = \frac{L^2}{u^2} \left[ -g(u)dv^2 - 2dvdu + e^{A(u) - B(u)} (dx^2 + dy^2) + e^{A(u) + B(u)} dz^2 \right], \quad (2.10)$$

where $B(u)$ generates the anisotropy of the metric ansatz with $g(u) > 0$ outside the horizon. Setting $g(u) = 1$ and $A(u) = B(u) = 0$ give back the AdS$_5$ solution in Eq.(2.7) as expected.

There are quite a few added advantages in working with Gaussian null coordinates over the Schwarzschild like coordinates used in Eq.(2.5) (see [21] for details). The horizon to this blackbrane is represented as $u =$constant null hypersurface where $g(u)$ goes to zero. The determinant of the metric being non-zero at the horizon implies that the metric is smooth at the horizons with no coordinate singularity. The equations of motion being second order partial differential equations, it is quite natural to assume that the functions $A(u), B(u), g(u)$ are smooth and atleast twice differentiable. On substitution of the metric ansatz Eq.(2.10) in the equations of motion (2.2), (2.3) and (2.4) gives

$$e^{A(u)} \left[u A' (3u A' (u) - u B' (u) - 6) + 2g(u) \left[u \left(3A''(u) - B''(u) + B'(u)^2 \right)\right.\right.$$

$$\left. - A'(u) (2u B'(u) + 9) + 3u A'(u)^2 + 3B'(u) \right) + 12 \right] + u^4 A'_v(u)^2 - 24 \right] + \rho^2 u^2 e^{-B(u)} = 0, \quad (2.11)$$

$$u \left[4 \left(3u A' (u) - 3 \right) g' (u) + u^3 \left(A'_v (u)^2 \right) + 2ug'' (u) \right] + g(u) \left[ u \left(4A''(u) + B'(u)^2 \right)\right.$$

$$\left. + 3u A'(u)^2 - 12A'(u) \right] + 24 = 0, \quad (2.12)$$

$$e^{A(u)} \left[4ug' (u) \left(4u A'(u) - B'(u) \right) - 3 \right] + g(u) \left(4u \left(3A''(u) - B''(u) \right) - 6A'(u) \left(u B'(u) + 2 \right)\right.$$

$$\left. + 3u A'(u)^2 + 3u B'(u)^2 + 12B'(u) \right) + 24 \right] + u^4 \left(-A'_v (u)^2 \right) + 2u^2 g''(u) - 24 \right] - \rho^2 u^2 e^{-B(u)} = 0, \quad (2.13)$$

$$2 \left(3A''(u) - B''(u) \right) - 2A'(u) B'(u) + 3A'(u)^2 + 3B'(u)^2 = 0, \quad (2.14)$$
\[ A_v'(u) (3uA'(u) - uB'(u) - 2) + 2uA''_v(u) = 0. \] (2.15)

One can easily verify that \( A(u) = B(u) = 0 \) and \( g(u) = 1 \) with vanishing dilaton and gauge field indeed satisfy the above equations of motion. This, as stated earlier gives back the \( AdS_5 \) solution of pure gravity in 5 dimension with cosmological constant.

### 2.1. 5D Reissner Nordström blackbrane solution

To recover the RN blackbrane solution we switch off the dilaton field and set \( A(u) = B(u) = 0 \). This gives rise to the following equation of motion;

\[ u^4 A'_v(u)^2 - 2u^2 g''(u) + 12ug'(u) - 24g(u) + 24 = 0, \] (2.16)

\[ u A''_v(u) - A'_v(u) = 0. \] (2.18)

Demanding the gauge field to vanish at the outer horizon \( u_h \), the above list of differential equations can be solved as;

\[ A_v(u) = \frac{\mu}{u_h^2} \left( \frac{u^2}{u_h^2} - u^2 \right), \] (2.19)

\[ g(u) = \frac{1}{3} \left[ \frac{\mu^2}{u_h^2} u^6 - \frac{u^4}{u_h^4} \left( \frac{\mu^2 u_h^2}{u_h^2} + 3 \right) + 3 \right]. \] (2.20)

One can factorize \( g(u) \) as;

\[ g(u) = \frac{(u - u_h)(u + u_h)(\mu^2 u^4 - 3u^2 - 3u_h^2)}{3u_h^4}. \] (2.21)

Hence the temperature associated to the outer horizon is given by

\[ T = \frac{6 - \mu^2 u_h^2}{6\pi u_h} \] (2.22)

In these coordinates, the boundary is at \( u = 0 \) and the inner horizon is at \( \frac{u_h}{\xi} \) where \( 0 < \xi < 1 \). Thus, \( \frac{u_h}{\xi} \) is a root of the horizon function i.e.

\[ \left( \frac{\mu^2 u_h^4}{\xi^4} - 3u_h^2 - 3\frac{u_h^2}{\xi^2} \right) = 0. \] (2.23)
Solving $\xi$ from the above equation gives the expression for the inner horizon ($u_{inner}$) as;

$$u_{inner} = \frac{\sqrt{6}u_h}{\sqrt{-3 + \sqrt{9 + 12u_h^2\mu^2}}}$$  \hspace{1cm} (2.24)

Demanding $0 < \xi < 1$ and $T > 0$ we get $u_h > 0$ and $-\frac{\sqrt{6}}{u_h} < \mu < \frac{\sqrt{6}}{u_h}$.

### 2.2. Dilaton perturbation in Reissner Nordström blackbrane

Now we switch on the dilaton field $\phi(z) = \rho z$ and consider perturbation around the RN blackbrane solution. Let us expand $A(u), B(u)$ and $g(u)$ in power series of $\rho$:

$$A(u) = 0 + \rho^2 a_2(u) + O(\rho^4),$$

$$B(u) = 0 + \rho^2 b_2(u) + O(\rho^4),$$

$$g(u) = \frac{(u - u_h)(u + u_h)(\mu^2u^4 - 3u^2 - 3u_h^2)}{3u_h^4} + \rho^2 g_2(u) + O(\rho^4),$$

$$A_v(u) = \frac{\mu}{u_h^2}(u^2 - u^2) + O(\rho^4).$$

Substituting these in the equations of motion (2.11)-(2.15) we can solve for the functions $a_2(u), b_2(u)$ and $g_2(u)$ as

$$a_2(u) = -\frac{b_2(u)}{3} + c_g,$$  \hspace{1cm} (2.29)

$$b_2(u) = c_2 - \frac{\sqrt{3}u_h^2 \tanh^{-1} \left( \frac{2\mu^2u^2 - 3}{\sqrt{12\mu^2u_h^4 + 9}} \right)}{4\sqrt{4\mu^2u_h^4 + 3}},$$

$$g_2(u) = -\frac{u^2}{12} + u^4c_m,$$  \hspace{1cm} (2.31)

where $c_g, c_2$ and $c_m$ are constants of integration to be determined by appropriate boundary condition.

Let us briefly comment on how we fixed one of the constants in the solution $b_2(u)$. The general solution is

$$b_2(u) = c_2 - \frac{\chi_1(u) - \chi_2(u)}{16(-6 + u_h^2\mu^2)\sqrt{4\mu^2u_h^2 + 3}}$$  \hspace{1cm} (2.32)
where the functions $\chi_1(u)$ and $\chi_2(u)$ are given by

$$\chi_1(u) = -2\sqrt{3}(3u_h^2 + 2u_h^4\mu^2 + 12c_1) \tanh^{-1}
\left(\frac{2\mu^2u^2 - 3}{\sqrt{12\mu^2u_h^2 + 9}}\right)$$

and

$$\chi_2(u) = \sqrt{3 + 4u_h^2\mu^2}(3u_h^2 + 4c_1)(2\log(u^2 - u_h^2) - \log(-3u^2 - 3u_h^2 + u^4\mu^2)).$$

The derivative of this general solution $b_2(u)$ has the form

$$\partial_u b_2(u) = \frac{4c_1u^3 + 3uu_h^4}{4(u - u_h)(u + u_h)(-3u^2 - 3u_h^2 + u^4\mu^2)}$$

Demanding regularity of the solution at the horizon, the numerator must vanish at $u = u_h$. This fixes the value of $c_1$ to be $-\frac{3}{4}u_h^2$ and we get Eq. (2.30).

Substituting Eqs. (2.29), (2.30) and (2.31) in the metric ansatz (2.10) gives

$$g_{vv} = -\frac{1}{u^2} \left[ (u - u_h)(u + u_h)(\mu^2u^4 - 3u^2 - 3u_h^2) \right] + \rho^2 \left( -\frac{u^2}{12} + u^4c_m \right),$$

$$g_{xx} = g_{yy} = \frac{1}{u^2} \exp \left[ \frac{\rho^2}{6} \left( -4c_2 + 6c_g - \frac{\sqrt{3u_h^2} \tanh^{-1} \left( \frac{2\mu^2u^2 - 3}{\sqrt{12\mu^2u_h^2 + 9}} \right)}{\sqrt{4\mu^2u_h^2 + 3}} \right) \right]$$

$$g_{zz} = \frac{1}{u^2} \exp \left[ \frac{\rho^2}{3} \left( 4c_2 + 3c_g + \frac{\sqrt{3u_h^2} \tanh^{-1} \left( \frac{2\mu^2u^2 - 3}{\sqrt{12\mu^2u_h^2 + 9}} \right)}{\sqrt{4\mu^2u_h^2 + 3}} \right) \right]$$

Asymptotically (i.e. $u \to 0$) we expect to get $AdS_5$. Thus expanding $g_{xx}$ and $g_{zz}$ about the asymptotic boundary $u = 0$ and setting $g_{xx} = g_{zz} \sim \frac{1}{u^2}$, one can calculate the constants $c_2$ and $c_g$ as

$$c_2 = \frac{\sqrt{3u_h^2} \tanh^{-1} \left( \frac{3}{\sqrt{12\mu^2u_h^2 + 9}} \right)}{4\sqrt{4\mu^2u_h^2 + 3}},$$

$$c_g = 0.$$
2.3. Spin 1 viscosity component in 5D

It was shown in \[31\] that in all situations where rotational invariance is broken by a spatially constant driving force, there exists a general formula for the spin 1 shear viscosity components in terms of the ratio of appropriate metric components evaluated at the horizon. These components are spin 1 w.r.t the residual symmetry after breaking of rotational invariance. In the dual field theory, the spin 1 viscosity (in units of the entropy density $s$) component is given by;

\[
\frac{\eta}{s} = \frac{1}{4\pi} \frac{g_{xx}}{g_{zz}} \tag{2.40}
\]

evaluated at the horizon. Here $z$ is the direction along which we have the translation invariant driving force and $x$ is the direction along which boost symmetry is left unbroken. Now we evaluate $\eta/s$ at $u_h$ and then expand the result in power series of $\rho$ around $\rho = 0$. This gives;

\[
\frac{\eta}{s} = \frac{1}{4\pi} + \rho^2 \left( -\frac{c_2}{2\pi} - \frac{\sqrt{3}u_h^2 \tanh^{-1}\left( \frac{2\mu^2 u_h^2 - 3}{\sqrt{3}\sqrt{4\mu^2 u_h^2 + 3}} \right)}{8\pi \sqrt{4\mu^2 u_h^2 + 3}} \right) + O(\rho^4) \tag{2.41}
\]

Substituting $c_2$ in the above expression of $\eta/s$ gives\(^3\)

\[
\frac{\eta}{s} = \frac{1}{4\pi} - \frac{\sqrt{3} \rho^2 u_h^2}{8\pi \sqrt{4\mu^2 u_h^2 + 3}} \left( \frac{\tanh^{-1}\left( \frac{3}{\sqrt{12\mu^2 u_h^2 + 9}} \right) + \tanh^{-1}\left( \frac{2\mu^2 u_h^2 - 3}{\sqrt{12\mu^2 u_h^2 + 9}} \right)}{\sqrt{4\mu^2 u_h^2 + 3}} \right) + O(\rho^4), \tag{2.42}
\]

where $T$ and $\mu$ are related to $u_h$ as

\[
T = \frac{6 - \mu^2 u_h^2}{6\pi u_h}. \tag{2.43}
\]

One can also solve for $u_h$ in terms of $\mu$ and $T$ using the relation Eq.(2.43) and plugging it back in Eq.(2.42) to get $\frac{\eta}{s}$ in terms of the parameters $T$ and $\mu$. We get $u_h = \frac{-3\pi T + 3\sqrt{2 + 3\pi^2 T^2}}{\mu}$ and thus in the regime $\rho \ll (\mu, T)$

\[
\frac{\eta}{s} = \frac{1}{4\pi} - \frac{\rho^2 \sqrt{3} f^2}{\mu^2} \left( \frac{\tanh^{-1}\left( \frac{3}{\sqrt{12f^2 + 9}} \right) + \tanh^{-1}\left( \frac{2f^2 - 3}{\sqrt{12f^2 + 9}} \right)}{8\pi \sqrt{4f^2 + 3}} \right) + O(\rho^4), \tag{2.44}
\]

\(^3\) Note that our perturbation theory breaks down in the extremal limit. See \[21\] where a similar issue exists in 4 dimensions and \[22\] in the dilaton-axion system.
FIG. 1: Plot of $\frac{\eta}{s}$ vs temperature $T$ in 5D for $\mu = 1$ and $\rho = 0.5$ from Eq.(2.44).

FIG. 2: Plot of $\frac{\eta}{s}$ vs anisotropy parameter $\rho$ in 5D for $\mu = 1$ and $T = 0.5$ from Eq.(2.44).

where $f = -3\pi\frac{T}{\mu} + \sqrt{3}\sqrt{2 + 3\pi^2 T^2/\mu^2}$.

The inverse tanhyperbolic functions may be combined to give a more compact expression which we presented in the introduction, Eq.1.7

\[
\frac{\eta}{s} = \frac{1}{4\pi} - \frac{\rho^2}{\mu^2} \frac{\sqrt{3}f^2 \tanh^{-1}\left(\frac{\sqrt{12f^2+9}}{9}\right)}{8\pi\sqrt{4f^2+3}} + O(\rho^4).
\] (2.45)

We plot the function $\frac{\eta}{s}$ for varying $\frac{T}{\mu}$ at a fixed anisotropy $\frac{\rho}{\mu} = 0.5$ in Fig.1. We find that the violations of KSS bound increase as we decrease $\frac{T}{\mu}$. Fig.2 shows $\frac{\eta}{s}$ for varying $\frac{\rho}{\mu}$ at a fixed temperature $\frac{T}{\mu} = 0.5$. We see that at $\rho = 0$ the KSS bound is saturated and is violated at non zero $\rho$. Fig.3 combines the above information in a single 3D plot where we find significant violations of the KSS bound at low $\frac{T}{\mu}$ and high $\frac{\rho}{\mu}$. 
FIG. 3: Percentage reduction of spin 1 shear viscosity over entropy density ($\frac{\delta(\eta)}{s}$) for the RN anisotropic blackbrane in 5 dimensions for varying temperature $\frac{T_\mu}{\mu}$ and anisotropy $\frac{\rho_\mu}{\mu}$ (setting $\mu = 1$). The reduction is more in the regions of low $\frac{T_\mu}{\mu}$ and high $\frac{\rho_\mu}{\mu}$.

3. RESULTS IN 4D DILATON GRAVITY SYSTEM WITH FINITE CHEMICAL POTENTIAL

Here we carry out the similar steps for the 4D system consisting of Einstein gravity action in the presence of a massless dilaton and an $U(1)$ gauge field. The blackbrane perturbations we study here has been carried out in details in [21]. Here we wish to be brief and show that the spin 1 components also violate the KSS bound similar to what we found in 5D. The action is given by;

$$S_{bulk} = \int d^4x \sqrt{-g} \left( R + 6\Lambda - \frac{1}{2} (\partial\phi)^2 - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} \right).$$  \hspace{1cm} (3.1)

The 4D metric ansatz that preserves homogeneity but breaks isotropy is given by $^4$;

$$ds^2 = \frac{L^2}{u^2} \left[ -g(u)dv^2 - 2dvdu + e^{A(u)-B(u)} dx^2 + e^{A(u)+B(u)} dz^2 \right].$$  \hspace{1cm} (3.2)

As discussed in the 5D case, $B(u)$ generates the anisotropy of the metric ansatz with $g(u) > 1$ outside the horizon. Setting $g(u) = 1$ and $A(u) = B(u) = 0$ we recover the $AdS_4$ solution. This corresponds to the case of vanishing dilaton field $\phi$ and gauge field $A$.

Similar to the 5D case we consider the dilaton to linear in $z$ and the gauge field to be timelike.

$^4$ We have denoted the spatial directions as $x$ and $z$. 
and is a function of \( u \) i.e.

\[
\phi = \rho z, \quad (3.3)
\]

\[
A = A_v(u)dv. \quad (3.4)
\]

### 3.1. 4D Reissner Nordström blackbrane solution

To recover the 4D RN blackbrane solution we need to turn off the dilaton \( \phi \). In other words we recover the isotropy in direction \( x \) and \( z \). This automatically sets \( A(u) \) and \( B(u) \) to zero. Solving the Einstein’s equation and the gauge field equation one can solve for \( g(u) \) and \( A_v \) as:

\[
A_v = (u_h - u) \frac{\mu}{u_h}, \quad (3.5)
\]

\[
g(u) = c_1 u^3 + u^3 \left( \frac{1}{u^3} + \left( \frac{\mu}{u_h} \right)^2 u \right). \quad (3.6)
\]

We use the boundary condition that \( g(u = u_h) = 0 \) to solve for \( c_1 \) as;

\[
c_1 = -\frac{\mu^2 u_h^2 + 4}{4u_h^3}. \quad (3.7)
\]

This gives

\[
g(u) = \frac{(u - u_h) \left( \mu^2 u_h^3 - 4u^2 - 4uu_h - 4u_h^2 \right)}{4u_h^3}. \quad (3.8)
\]

The temperature associated to the outer horizon is given by;

\[
T = \frac{12 - \mu^2 u_h^2}{16\pi u_h}. \quad (3.9)
\]

One can solve the above equation to express the outer horizon radius \( u_h \) in terms of \( T \) and \( \mu \) as

\[
uh = \frac{2 \left( -4\pi \frac{T}{\mu} + \sqrt{3 + 16\pi^2 \frac{T^2}{\mu^2}} \right)}{\mu}. \quad (3.10)
\]

Without loss of generality we can consider the inner horizon is located at \( u_h/\xi \) where \( \xi \) parameter ranging in between 0 and 1. Setting \( g(u) \) to zero at the inner horizon one can solve for \( \mu \) in terms.
of \( u_h \) and \( \xi \) as

\[
\mu = \pm \frac{2\sqrt{\xi (\xi^2 + \xi + 1)}}{u_h}.
\] (3.11)

Plugging this in Eq. (3.9) we get \( T = \frac{3-\xi-\xi^2-\xi^3}{4\pi u_h} \). Demanding \( T > 0 \) gives (since \( u_h > 0 \)) \( \xi < 1 \) which is consistent with the definition of inner horizon.

### 3.2. Dilaton perturbation to 4D Reissner Nordström blackbrane

Now we switch on the dilaton field \( \phi(z) = \rho z \) and consider perturbation around the RN blackbrane solution. Let us expand \( A(u), B(u) \) and \( g(u) \) in power series of \( \rho \):

\[
A(u) = 0 + \rho^2 a_2(u) + \mathcal{O}(\rho^4),
\] (3.12)

\[
B(u) = 0 + \rho^2 b_2(u) + \mathcal{O}(\rho^4),
\] (3.13)

\[
g(u) = \left( u - u_h \right) \left( \mu^2 u^3 h^2 - 4u^2h - 4u^2h \right) + \rho^2 g_2(u) + \mathcal{O}(\rho^4),
\] (3.14)

\[
A_v(u) = \frac{\mu}{u_h} \left( u_h - u \right) + \mathcal{O}(\rho^4).
\] (3.15)

Substituting these in the Einstein’s equation and the gauge field equation, we get

\[
a_2(u) = c_g,
\] (3.16)

\[
b_2(u) = \frac{1}{4 (3\xi^2 + 2\xi + 1) \sqrt{3\xi^2 + 2\xi + 3}} \left[ -2(3\xi + 1)u_h^2 \tan^{-1} \left( \frac{2(\xi^2 + \xi + 1)u + (\xi + 1)u_h}{\sqrt{3\xi^2 + 2\xi + 3u_h}} \right) \right.

+ \sqrt{3\xi^2 + 2\xi + 3} \left( 4c_2 (3\xi^2 + 2\xi + 1) + u_h^2 \log ((\xi^2 + \xi + 1)u^2 + (\xi + 1)u u_h + u_h^2) \right)

- 2u_h^2 \log (u_h - \xi u) \right],
\] (3.17)

\[
g_2(u) = -\frac{u^2}{4} + u^3 c_m,
\] (3.18)

where \( c_g, c_2 \) and \( c_m \) are constants of integration be be determined by appropriate boundary condition. Substituting these in the metric we get;

\[
g_{xx} = \frac{1}{u^2} \exp \left[ c_g \rho \frac{2}{4(3\xi^2 + 2\xi + 1) \sqrt{3\xi^2 + 2\xi + 3}} \left( 4c_2 (3\xi^2 + 2\xi + 1) \right.ight.

- u_h^2 \log \left( (\xi^2 + \xi + 1)u^2 + (\xi + 1)u u_h + u_h^2 \right) - 2u_h^2 \log (u_h - \xi u) \right]
\]
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Asymptotically (i.e. $u \to 0$) we expect to get $AdS_4$. Thus expanding $g_{xx}$ and $g_{zz}$ about the asymptotic boundary $u = 0$ and setting $g_{xx} = g_{zz} \sim \frac{1}{u^2}$ one can calculate the constants $c_2$ and $c_g$ as

$$
c_2 = -\left[\frac{1}{4 (3 \xi^2 + 2 \xi + 1) (3 \xi^2 + 2 \xi + 3)} \left\{ -2 \sqrt{3 \xi^2 + 2 \xi + 3} u_h^2 \tan^{-1} \left( \frac{\xi + 1}{\sqrt{3 \xi^2 + 2 \xi + 3}} \right) \\
- 6 \xi \sqrt{3 \xi^2 + 2 \xi + 3} u_h^2 \tan^{-1} \left( \frac{\xi + 1}{\sqrt{3 \xi^2 + 2 \xi + 3}} \right) - 6 u_h^2 \log(u_h) - 4 \xi u_h^2 \log(u_h) \\
- 6 \xi^2 u_h^2 \log(u_h) + 3 \xi^2 u_h^2 \log(u_h^2) + 2 \xi u_h^2 \log(u_h^2) + 3 u_h^2 \log(u_h^2) \right\}\right],
$$

$$
c_g = 0.
$$

3.3. Spin 1 viscosity in 4D

Plugging these constants and expanding $\frac{1}{4\pi} \frac{g_{xx}}{g_{zz}} \big|_{u=u_h}$ in $\rho$ about $\rho = 0$ gives the viscosity (in units of $s$) as

$$
\frac{\eta}{s} = \frac{1}{4\pi} \left| \frac{g_{xx}}{g_{zz}} \right|_{u=u_h}
= \frac{1}{4\pi} - \frac{\rho^2}{8 \pi (3 \xi^2 + 2 \xi + 1) \sqrt{3 \xi^2 + 2 \xi + 3}} \left[ 2(3 \xi + 1) u_h^2 \tan^{-1} \left( \frac{\xi + 1}{\sqrt{3 \xi^2 + 2 \xi + 3}} \right) \\
- \sqrt{3 \xi^2 + 2 \xi + 3} \left( -u_h^2 \log(\xi^2 + 2 \xi + 3) + 2 u_h^2 \log(u_h - \xi u_h) - 2 u_h^2 \log u_h \right) \\
- 2(3 \xi + 1) u_h^2 \tan^{-1} \left( \frac{2 \xi + 3 \xi + 3}{\sqrt{3 \xi^2 + 2 \xi + 3}} \right) \right] + O(\rho^4)
$$

in the regime $\rho \ll (\mu, T)$. In this formula, $\xi$ and $u_h$ are related to $T$ and $\mu$ by the relations $\mu = \pm \frac{2}{u_h} \sqrt{(\xi^2 + \xi + 1)}$ and $T = \frac{12 - \mu^2 u_h^2}{16 \pi u_h}$ from which we can solve for $u_h$ and $\xi$ in terms of $T$ and $\mu$.

$$
u_h = \frac{2}{\mu^2} \left( -4\pi T + \sqrt{3 \mu^2 + 16\pi^2 T^2} \right),
$$
FIG. 4: Plot of $\frac{\eta}{s}$ vs temperature $T$ in 4D for $\mu = 1$ and $\rho = 0.5$ from Eq. (3.23).

\[ \xi = -\frac{1}{3} - \frac{2}{3} \left[ \frac{88 + \frac{864\pi^2 T^2}{\mu^2} - \frac{216\pi T \sqrt{3\mu^2 + 16\pi^2 T^2}}{\mu^2}}{3} \right] \]

Plugging these in Eq. (3.23) one can get an expression for $\eta/s$ in terms of the parameters $T$ and $\mu$. We plot $\frac{\eta}{s}$ with respect to $\frac{T}{\mu}$ at a fixed anisotropy $\frac{\rho}{\mu} = 0.5$ in Fig. 4. Similarly Fig. 5 shows $\frac{\eta}{s}$ for varying $\frac{\rho}{\mu}$ at a fixed temperature $\frac{T}{\mu} = 0.5$. Fig. 6 combines the above information in a single 3D plot where we find significant violations of the KSS bound at low $\frac{T}{\mu}$ and high $\frac{\rho}{\mu}$ just like our results in 5D.

4. COMPARISON WITH THE BOLTZMANN RESULTS

In general, it is difficult to calculate these corrections due to anisotropy in such strongly coupled systems from first principles since the mean free path is comparable to the inter-particle separation. The Boltzmann equation is thus inadequate in such regimes. However in the absence of analytical techniques, one can still estimate these corrections by solving the Boltzmann equation for a system of weakly interacting charged particles in the presence a constant field in the relaxation time approximation. The relaxation time $\tau = \lambda/c_s$ where $c_s$ is the speed of sound. $\lambda$ is a parameter
FIG. 5: Plot of $\eta_s$ vs anisotropy parameter $\rho$ in 4D for $\mu = 1$ and $T = 0.5$ from Eq.(3.23).

FIG. 6: Percentage reduction of spin 1 shear viscosity over entropy density ($\delta(\eta_s/\eta_1)\pi$) for the RN anisotropic blackbrane in 4 dimensions for varying temperature $\frac{T}{\mu}$ and anisotropy $\frac{\rho}{\mu}$ (setting $\mu = 1$). The reduction is more in the regions of low $\frac{T}{\mu}$ and high $\frac{\rho}{\mu}$.

which depends on the Fermi energy $E_F = (3\pi^2 n)^{2/3}/(2m)$ and the temperature $T$. The result for a weakly interacting Fermi gas for arbitrary $T/E_F$, is presented in Appendix B of [36]. At low $T/E_F$, the thermal integrals simplify to a great extent and we get

$$\eta_{xz} = \eta_{yz} = \eta[1 + c_2(\lambda k_F)^2(\nabla \phi/\mu k_F)^2 + \mathcal{O}((\lambda \nabla \phi/\mu)^4)]$$

(4.1)

where $k_F = (3\pi^2 n)^{1/3}$,

$$c_2 = -11/28$$

(4.2)
While we will focus on the spin 1 component, we note that the corrections to different components of $\eta$ are different and the shear viscosity tensor is indeed anisotropic [36].

In the absence of potential one obtains the well known result [39]

$$\eta = k_F^4 \lambda/(15\pi^2) \ . \quad (4.3)$$

We see that the corrections due to anisotropy are governed by $\nabla \phi/(\mu k_F)$. In the strongly coupled regime $c_2$ (Eq. 4.1) cannot be computed reliably. But it is intriguing that the weak coupling Boltzmann analysis (Eq. 4.2) gives $c_2 < 0$ like the strongly coupled theories with gravity duals. For example, our calculation in AdS/CFT theories in the presence of a background chemical potential in the low anisotropy regime ($\rho \ll (\mu, T)$) on the gravity side shows that the coefficient $c_2$ is negative even in the presence of a finite chemical potential. The formula Eq. 2.44 gives $c_2 = -0.094$ at $T/\mu = 0.4$.

5. CONCLUSIONS

Let us conclude by summarizing the results and some open questions we will like to address in future. We considered a system which is the standard Einstein Maxwell theory with a negative cosmological constant. This system is known to admit the Reissner Nordström Blackbrane solution. We next introduce a small dilaton that breaks rotational symmetry. We find the blackbrane solution perturbatively in the dilaton anisotropy parameter in 5 dimensions. This blackbrane solution corresponds to an anisotropic phase at finite tempearture and chemical potential where the anisotropy is small compared to the other two mass scales, $\mu$ and $T$. We find that in this simple setup the components of the anisotropic shear viscosity tensor, which are spin one with respect to the surviving symmetry after breaking of rotational invariance, violates the KSS bound $\eta_s \geq 1/4\pi$. Similar violations were also reported in [30] where some components of shear viscosity violated the bound in the Einstein-Maxwell-dilaton-axion theory. In our computation, we used the results of [31] where it was shown that in all situations where the rotational symmetry is broken by a constant driving force, there exists a general formula for the shear viscosity to entropy density for these spin one components in terms of the ratio of the metric components evaluated at the horizon.

We compare our results with that of a system of weakly interacting charged fermions in an external...
field in Sec. It is quite surprising that both the weakly coupled system as well as the strongly coupled theories with smooth gravity duals predict a reduction in $\eta/s$ from the KSS value. Our results also open up an exciting possibility to experimentally measure such violations in ultracold fermi gases at unitarity as explained in detail in \cite{36, 37}. Fig. and Fig. suggest that significant violations of the KSS bound may be found at low $T/\mu$ and strong anisotropy $\rho/\mu$ in such systems.

In this paper, we explored a situation where we have small anisotropy at a finite chemical potential. One can also look at the other limit i.e. adding a small chemical potential to an anisotropic background. It will be interesting to study transport in this regime. Another issue to investigate is the stability of these solutions. This requires a quasinormal mode analysis similar to that performed in \cite{28}. We hope to report on these in future.
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APPENDIX A: CONDUCTIVITY FROM SHEAR VISCOSITY

In this Appendix, we show how the spin 1 viscosity components in (d+1) dimensions can be related to conductivity in d dimensions. Using this relation, we derive the ratio of conductivity over susceptibility found by Kovtun and Ritz in \cite{38}. The basic idea behind the analysis is dimensional reduction which maps the gravitational spin 1 shear modes in the higher dimensional theory to a gauge field in the lower dimensional theory once we compactify along one of the spatial directions. Here we restrict ourselves to the simple case where we have an isotropic background solution in the higher dimensional theory.

1. The Dimensionally Reduced Theory

To be concrete, let us start in 5 dimensions with a gravitational action:

\[ S = \int d^5x \sqrt{-g} \left( \ldots \right) \]
\[ S = \frac{1}{2\hat{\kappa}^2} \int d^5x \sqrt{-\hat{g}} \left( \hat{R} + 12\Lambda \right). \]  

(A.1)

Here \(2\hat{\kappa}^2 = 16\pi\hat{G}\) where \(\hat{G}\) is the Newton’s Constant in 5-dimension and let \(\Lambda = 1\).

Let us parametrise the 5 dimensional metric as follows

\[
(\hat{g}_{AB}) = \begin{pmatrix}
  e^{-\psi(u)}g_{\mu\nu} + e^{2\psi(u)}A_\mu A_\nu & e^{2\psi(u)}A_\mu \\
  e^{2\psi(u)}A_\nu & e^{2\psi(u)}
\end{pmatrix},
\]  

(A.2)

For simplicity, we take assume all metric components to be independent of the \(z\) direction along which we wish to compactify. Hatted metric components belong to the higher dimensional theory.

After straightforward KK reduction, we get

\[
S = \frac{1}{2\kappa^2} \int d^4x \sqrt{-g} \left( R - \frac{3}{2}(\partial\psi)^2 - \frac{e^{3\psi}}{4} F^2 + 12e^{-\psi} \right),
\]  

(A.3)

where we have dropped total derivatives.

In this parametrisation,

\[
\hat{g}_{zz} = e^{2\psi}.
\]  

(A.4)

\(\kappa\) and \(\hat{\kappa}\) are related by

\[
\frac{L}{2\hat{\kappa}^2} = \frac{1}{2\kappa^2},
\]  

(A.5)

where \(L\) is the length of the compact \(z\) direction.

We thus get an effective low dimensional action for the gauge field

\[
S_{\text{Gauge}} = \frac{1}{2\kappa^2} \int d^4x \sqrt{-g} \left( \frac{-1}{4g_{\text{eff}}^2(u)} F^2 + \text{other terms} \right),
\]  

(A.6)

where

\[
\frac{1}{g_{\text{eff}}^2(u)} = e^{3\psi} = (\hat{g}_{zz}(u))^3.
\]  

(A.7)

Such a system was also considered in [40, 41]. To study the conductivity we consider a pertur-
bation for the $x$ component of the gauge field,

$$A_x(x, t, u) = \int \frac{d\omega d^3k}{(2\pi)^4} e^{-i\omega t + k \cdot x} Z(u, \omega). \quad (A.8)$$

This gauge field perturbation decouples from the rest and $Z(u, \omega)$ satisfies the equation

$$\frac{d}{du} \left( N(u) \frac{d}{du} Z(u, \omega) \right) - \omega^2 N(u) g_{uu} Z(u, \omega) = 0, \quad (A.9)$$

with

$$N(u) = \sqrt{-g} \frac{1}{g_{12}^{\text{eff}}} g_{xx}^{uu}. \quad (A.10)$$

Following the steps in [31]

$$\sigma = \frac{1}{2\kappa^2} \frac{\dot{g}_{xx}}{\sqrt{g_{xx}}} \quad (A.11)$$

The next step is to relate the conductivity obtained above to the viscosity. For the spin 1 viscosity components, the connection is straightforward and discussed in detail in Sec.5.2 of [31].

$$\eta_{xz} = \sigma \frac{\dot{g}}{\dot{g}}. \quad (A.12)$$

The entropy density in the 5 dimensional theory is given by

$$s = \frac{2\pi}{\kappa^2} A \left( 2\pi \sqrt{g_{xx} g_{yy} g_{zz}}, \right) \quad (A.13)$$

Let us now briefly review the results of Kovtun and Ritz [38]. We refer to [38] for additional details. We consider field theories with classical gravity duals in Anti-de Sitter space. We consider the RN black hole solution in AdS in a theory given by the following action

$$S = \frac{1}{16\pi G} \int d^{d+1}x \sqrt{-g} \left[ R + \frac{d(d-1)}{L^2} \right] - \frac{1}{4g_{_{d+1}}^2} \int d^{d+1}x \sqrt{-g} F^2, \quad (A.14)$$

where $L^2$ denotes the cosmological constant, and $g_{_{d+1}}^2$ is the gauge coupling.

The susceptibility is found as
\[ \chi = \frac{(d-2)L^{d-3}}{g_{d+1}^2} \left( \frac{4\pi}{d} \right)^{d-2} T^{d-2}. \tag{A.15} \]

where \( T \) denotes the temperature of the RN black hole. The above formula can also be written as \( \chi = \frac{(e^2/g_{d+1}^2)(L/z_0)^{d-3}(d-2)/z_0} \) changing the radial coordinate to \( z = L^2/r \) and the CFT temperature is \( T = d/(4\pi z_0) \) where \( z_0 \) is the outer horizon radius of the RN blackhole.

Now,

\[ \frac{\sigma}{\chi} = \frac{\sigma}{S_{\text{higher}}} \frac{S_{\text{higher}}}{\chi} = \frac{\eta L}{S_{\text{higher}}} \frac{S_{\text{higher}}}{\chi} = \frac{L}{4\pi} \frac{1}{g_{d+1}} \left( \frac{L}{z_0} \right)^{d-3}(d-2) \tag{A.16} \]

where \( S_{\text{higher}} \) denotes the higher dimensional entropy density. Here we used the results of \[31\] ie. eq.A.12 to relate the conductivity to shear viscosity and used the fact the \( \frac{2}{s} = \frac{1}{4\pi} \) for the higher dimensional isotropic background geometry.

Comparing the action eq.(A.14) with the dimensionally reduced action in eq.(A.6)

\[ Le^{3\psi} = \frac{16\pi G}{g_{d+1}^2} \tag{A.17} \]

Using this above, we find

\[ \frac{\sigma}{\chi} = \frac{L}{4\pi} \frac{1}{g_{d+1}} \left( \frac{L^{d-3}}{16\pi G} \right)^{d-3}(d-2) \frac{\sqrt{g}}{g_{d+1}} \left| z = z_0 \right. \]

Assuming isotropy in higher dimension \( e^{\psi} \bigg|_{z = z_0} = \frac{L}{z_0} \) we arrive at the result

\[ \frac{\sigma}{\chi} \left( \frac{L}{z_0} \right)^{d} = \frac{z_0}{d-2} = \frac{1}{4\pi T} \frac{d}{d-2} \tag{A.19} \]

found by Kovtun and Ritz in \[38\]. Thus the spin one viscosity components are related to conductivity in a lower dimensional theory \(^5\).
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