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1 Introduction

The dynamics of surfaces and interfaces describe a wide range of physical systems and physical phenomena. One common example in nature is that of interfaces between different fluids or fluid phases (e.g. soap bubbles). Another example is that of small deformations of thin elastic membranes: at mesoscopic scales, the physical state of lipid membranes is well captured by the geometric degrees of freedom of the membrane \cite{1}, while at microscopic scales one may describe the coupling between quantum field theories and interfaces/defects by approximating the latter as thin surfaces \cite{2–4} or obtain entanglement properties of quantum field theories by extremising surface functionals \cite{5, 6}. Many of these systems can be modelled by effective theories for the dynamics of surfaces, with numerous applications ranging from cosmic strings \cite{7}, black hole physics \cite{8–11} to the dynamics of D-branes \cite{12}, to mention only a few.

The recent interest in some of these topics have prompted us to explore in detail the formal aspects of these functionals within a framework that allows to treat both bulk and surface actions (or vacuum energy functionals) simultaneously, thereby describing this wide range of physical systems. Based on the spacetime approach to submanifold calculus developed by Carter \cite{7, 13, 14}, this paper formulates a novel variational principle for surface actions. This formulation determines the constraints on surface actions and its associated spacetime stress tensor due to general covariance. These constraints had been largely overlooked and, in a purely geometric setting, restrict the type of contributions that can appear in entanglement entropy functionals. In addition, the variational principle developed here allows for a direct derivation of the spacetime stress tensor and displacement operator associated with surface/defect actions. In turn, this leads to a straightforward extraction of Ward identities and can be used to evaluate correlation functions in conformal field theories (CFTs) and constrain CFT data as in \cite{4}. Extensions of this formalism to include background gauge and dilaton fields are only natural.

Although the work that will be presented in this paper is broadly applicable, our original motivation lies in the recent interest in two different research directions. The first one was initiated by the Ryu-Takayanagi proposal \cite{5}, and its covariant counterpart \cite{6}, stating that the extremisation of geometric functionals provides information, via holographic dualities, of the entangling properties of the dual quantum field theory. The nature of these geometric functionals depends on the specifics of the gravitational theory. In particular, in higher derivative gravity theories these geometric functionals may depend on the extrinsic curvature of the surface or the background Riemann tensor \cite{15–17}. The extremisation of these functionals is required in order to extract information about the entanglement entropy of the corresponding dual quantum field theory \cite{18}. The second research direction is the study of the properties of conformal field theories with boundaries (BCFTs) and of CFTs coupled to defects (DCFTs) \cite{2–4, 19–25}.\footnote{In the holographic context, BCFTs and DCFTs have been approached in numerous ways, e.g. \cite{23, 26–34} to mention only a few.} In this context, it is necessary to understand how to correctly couple a quantum field theory living on a boundary/interface...
or defect, regardless of its shape, to a given bulk CFT. This much is required in order to obtain the Ward identities for such theories [2–4].

These considerations and research directions have lead us to perform a thorough analysis of the constraints on surface functionals with non-trivial edge geometry due to diffeomorphism invariance. The naive expectation, and a common misconception, is that, analogous to spacetime actions and spacetime tensors, covariant surface actions can be built by simply appropriately contracting surface tensors (e.g. contractions of extrinsic curvatures). However, this is not the case, as these diffeomorphism constraints impose stronger restrictions, in particular at the edges of the surface. As we shall see, one of these constraints leads to the shape equation itself, describing the surface dynamics, but many other constraints, which have been largely overlooked in the literature, must be satisfied (see eqs. (2.44)–(2.46), eq. (2.48) and eq. (2.62)). In the context of conformal anomalies for submanifolds with boundaries, these constraints restrict the type of anomalies that can be present, while in the context of DCFTs, they play an important role: once implemented in the contact terms in the stress tensor and in the displacement operator they can be used to correctly evaluate correlation functions and to obtain conserved currents and charges.

When dealing with entanglement entropy functionals, the main interest lies in determining the shape equation and evaluating the on-shell value of the entropy functional at the extrema. In this context, barely no attention is given to the physical interpretation of the different couplings that appear in surface actions. However, from the broader point of view that such actions describe a wide range of physical systems such as lipid membranes [35–38], it is important to understand the physical meaning of these couplings. Following the general approach of [10], we interpret the different structures appearing in surface actions in the context of elasticity theory. In section 4, we identify a new purely geometric parity-odd contribution to the surface’s Young modulus, which breaks the classical symmetries associated with an elasticity tensor. Couplings to the background Riemann tensor that appear in the context of entanglement entropy [15–17] can be interpreted as quadrupole moments of stress which introduce new force terms in the shape equation and characterise the response of the surface to changes in background curvature.² This leads to an extension of classical elasticity theory [39] for the deformations of thin membranes.³

**Different approaches to submanifold calculus.** This paper deals with equilibrium surfaces, that is, surfaces whose shape is determined by the extrema of an action or vacuum energy functional. We assume that these actions or vacuum energy functionals are functionals of geometric fields only, namely the background metric $g_{\mu\nu}(x)$, the embedding map of the surface $X^\mu(\sigma)$, and the embedding map of its edges $\tilde{X}^\mu(\tilde{\sigma})$. In order to perform variations of these functionals and obtain the shape equation and remaining diffeomorphism constraints one may either (1) displace the background coordinates by an infinitesimal

²The interpretation of these couplings in terms of elasticity theory had been suggested in [16].
³Elastic membranes are characterised by a thickness scale $\tau$. In order to write effective theories for their deformations, one considers deformations with wavelength much larger than the membrane thickness. In this regime, the membrane geometry can be described by a surface action whose response coefficients are dimensionful. The accompanying membrane stress tensor has a derivative expansion in terms of the membrane thickness.
The action functional can be cast under two different formulations. One of these formulations, which we refer to as **gauge formulation** due its natural analogue in gauge theory, consists in working with natural quantities defined on the surface and using tangential and transverse indices. For example, the induced metric on the surface $\gamma_{ab}$ has only tangential indices $a, b$ while the extrinsic curvature $K_{ab}^i$ has two tangential indices and one transverse index $i$. This is, for instance, the type of approach followed in [10, 41, 44] and in most of the entanglement entropy literature (see [45] and references therein). The other formulation is the one championed by Carter in [7, 13, 14], which we refer to as **spacetime formulation**. Within this formulation, it is only necessary to work with a single type of indices, namely

---

Though it is possible to work with covariant deformations as developed by Guven et al. [40, 41]. Other variational methods using auxiliary variables or constrained variations are also available in the literature and deserve further exploration [42, 43].
spacetime indices $\mu, \nu, \cdots$, such that using the set of tangent and normal vectors to the surface $\{e^\mu a, n^\mu i\}$ one may define the spacetime analogue of the induced metric and extrinsic curvature as $\gamma^{\mu\nu} = e^\mu a e^\nu a \gamma^{ab}$ and $K_{\mu\nu^\rho} = e^\mu a e^\nu b n^\rho i K_{ab^i}$, respectively. Notice that the latter fields have support on the surface and are not fields in spacetime. The necessity of working with two types of indices in a gauge formulation is traded by the necessity of keeping track of the index order in a given geometric structure in a spacetime formulation.

Both formulations introduced above have advantages and disadvantages. In particular, the gauge formulation makes it more accessible to evaluate variations of purely intrinsic quantities, such as the intrinsic Ricci scalar, while the spacetime formulation makes it more accessible to compute variations of background quantities, such as the background Ricci scalar. However, as we will argue and demonstrate, the spacetime formulation of the action functional has several clear advantages. For example, when dealing with composite systems of bulk and surface it is only natural to use spacetime indices since it is senseless to differentiate between tangential and normal indices in the bulk, unless one could introduce a foliation of surfaces or defects in the entire spacetime but this is neither always possible nor necessary. Furthermore, when working with a single set of indices, general covariance needs to be ensured only in that single set.\(^5\) In a gauge formulation, general covariance must be required on two different sets of indices separately, namely, on the tangent and normal bundles. Most approaches to variational calculus within a gauge formulation introduce a specific coordinate system \([41, 46–48]\), leading to non-manifestly spacetime covariant intermediate steps.\(^6\) Finally, as we shall demonstrate, specifically in appendix B, the spacetime formulation allows to extract all diffeomorphism constraints on surface actions and their associated spacetime stress tensor while the gauge formulation does not. For these reasons we adopt this spacetime formulation in the core of this paper and develop it further not only by extending its variational calculus but also by formulating a new variational principle for surface actions.

**Organisation of the material.** In section 2 we first introduce the reader to this spacetime formulation of surface geometry, as not only is this paper’s intent to be introductory to those who would like to pursue submanifold calculus, but also because the majority of works in both entanglement entropy and DCFTs have adopted the gauge formulation of the action principle. We then introduce the new variational principle for surfaces and obtain the diffeomorphism constraints and shape equation for surfaces/interfaces with non-trivial edges or intersections (see eqs. (2.44)–(2.46), eq. (2.48) and eq. (2.62)). This action includes couplings to several geometric structures with at most two-derivatives, though the action itself can contain contributions with an arbitrary number of derivatives.

In section 3 we show how to extract the spacetime stress tensor associated with these surface actions. This stress tensor has a multipole expansion in terms of derivatives of the delta function. We analyse its symmetry properties and equivalent formulations. We

\(^5\)We would like to invite the reader to get acquainted with the non-linear history of index proliferation in submanifold calculus by reading the introductory remarks of [13].

\(^6\)This issue could be bypassed by simply performing variations using method (1) within this formulation as for instance in [4, 49].
identify frame-invariant tensor structures which can be used to count independent couplings to the surface action. We then use this spacetime stress tensor to obtain conserved surface/edge currents and charges.

In section 4, we analyse a generic two-derivative action based on a classification of the different couplings that can appear in both the parity-even and parity-odd sectors and interpret them in the context of elasticity theory. We impose the diffeomorphism constraints in order to eliminate some of these contributions, which in the presence of edges leads to highly non-trivial relations between surface and edge couplings. Using methods analogous to those employed in hydrodynamics, we show in section 4 that these methods can be used to constrain the stress tensor of (entangling) surfaces. We furthermore study the constraints imposed by Weyl invariance and comment on their implications for conformal anomalies of two-dimensional submanifolds.

In section 5 we extend the variational principle within this spacetime formulation to BCFTs and DCFTs. In this context, we obtain Ward identities for defects with edges coupled to bulk CFTs. We furthermore derive explicitly the contact terms in the spacetime stress tensor. We encounter a mismatch with other ad-hoc forms of the stress tensor in previous literature. We also derive a full-fledged displacement operator in curved spacetime for a broad class of actions.

Finally, in section 6 we conclude with a brief summary and future research directions. We also provide appendix A, which contains variational formulae for geometric tensors while appendix B contains further details on the different types of variational principles.

2 Geometric actions for (entangling) surfaces and interfaces

This section introduces a new variational principle for surfaces/interfaces based on the notion of Lagrangian variations (method (1) introduced above) within the spacetime formulation championed by Carter [7, 13, 14, 50]. The advantage of this strategy resides in its potential to capture all diffeomorphism constraints on surface actions and to yield directly the components of the spacetime stress tensor associated to these surfaces. This formalism is applicable to many physical systems and is useful for the study of extremal surfaces that describe, via holographic dualities, the entangling properties of the dual quantum field theory.

The first part of this section introduces the reader to the geometric quantities associated to surfaces in the spacetime formulation as well as the notation that is used throughout the paper. We then proceed and show how the surface/interface dynamics and shape equations emerge from the requirement of diffeomorphism invariance, including the possibility of non-trivial edges and intersections. The latter requires considerable attention due to the several constraints imposed by the well-definiteness of the variational principle.

2.1 Geometry of submanifolds and geometric tensors

We consider a $D$-dimensional spacetime $\mathcal{M}$ endowed with a non-degenerate metric $g_{\mu\nu}(x^\alpha)$, where $x^\alpha$ denotes the background spacetime coordinates and the Greek indices $\mu, \nu, \alpha, \cdots$ denote spacetime indices. In this spacetime we place a $p$-dimensional surface $W$ with edges $\partial W$. The location of this surface of codimension $n = D - p$ is described by the embedding
map $X^\mu(\sigma^a)$, where $\sigma^a (a = 1, \cdots , p)$ denote the coordinates on the surface, collectively denoted by $\sigma$.

Given the mapping functions, the tangent vectors take the form $e^\mu_a = \partial_\mu X^\mu$. In turn, one may introduce the induced metric on the surface

$$\gamma_{ab} = g_{\mu\nu} e^\mu_a e^\nu_b ,$$  

(2.1)

with inverse matrix components $\gamma^{ab}$. We assume that neither $\gamma_{ab}$ nor its inverse are null at any point on the surface. The set of normal vectors $n_i$, where $i$ denotes the transverse $n$ directions is implicitly defined via the relations

$$n^i_n^j = \delta^{ij} , \quad e^\mu_a n^i_n^j = 0 .$$  

(2.2)

These conditions, though sufficient to describe the surface, do not fix entirely the normal vectors, as they allow for the freedom of shifting the normal vectors by a sign or by a rotation $n_i n^j \rightarrow \omega^{ij} n_i n^j$ where $\omega^{ij}$ is an anti-symmetric matrix in $O(n)$.

A spacetime covariant approach can be formulated by appropriately contracting geometric tensors with the tangential and normal vectors. This avoids the use of tangential and orthogonal indices, $a$ and $i$, in favour of spacetime indices $\mu$. In particular, the induced metric and transverse metric can be expressed as

$$\gamma^\mu_\nu = e^\mu_a e^\nu_b \gamma^{ab} , \quad \perp^\mu_\nu = n^i_n^j \gamma^{ij} .$$  

(2.3)

Given the conditions (2.2), these two structures are obviously orthogonal to each other, i.e. $\gamma^\mu_\nu \perp^\lambda_\mu = 0$. This decomposition implies that we have chosen to describe the surface in an adapted frame for which the background metric, restricted to the surface, can be decomposed as

$$g_{\mu\nu} = \gamma^\mu_\nu + \perp^\mu_\nu .$$  

(2.4)

This naturally breaks the diffeomorphism symmetries of the background spacetime into general coordinate transformations on the $p$-dimensional surface and (generalised) rotations in the $n$-dimensional transverse space to the surface. This can only be expected since the presence of the surface in the spacetime will naturally break some of the background symmetries.

### 2.1.1 Covariant differentiation

The tensors $\gamma^\mu_\nu$ and $\perp^\mu_\nu$ in (2.3), as well as the several geometric tensors that we introduce below, have support only on the surface, i.e., they are not well defined anywhere else in spacetime, with the only exceptions of background fields, such as the background metric $g_{\mu\nu}$ and its derivatives, which are well defined everywhere in spacetime. It is possible to extend all geometric tensors to the entirety of spacetime by working with a foliation of

---

We are choosing an orthonormal frame in the transverse space. In the context of entangling surfaces, which are codimension $n = 2$ surfaces, the time-like direction can be Wick rotated so that the transverse space is still purely spatial. One may also work with a time-like transverse space for which $n^i n^j = \eta^{ij}$ and the matrix $\omega^{ij}$ is now an anti-symmetric matrix in $O(1,n-1)$. Our results can be straightforwardly applied to the latter case by replacing $\delta^{ij} \rightarrow \eta^{ij}$.
surfaces [47, 51, 52], however this is beyond the scope of this paper and unnecessary for the calculus of variations of surface actions.

As a result of the necessity to restrict to tensors with support on the surface, covariant differentiation of tensors with support on the surface is not a well defined operation: only its tangential projection is. Therefore we introduce the surface covariant derivative

\[ \nabla_\lambda = \gamma^\mu_\lambda \nabla_\mu, \]

(2.5)

where \( \nabla_\mu \) is the spacetime covariant derivative associated with \( g_{\mu\nu} \) and its corresponding Christoffel connection \( \Gamma^\rho_\mu\nu \). When applied to tensors with support only on the surface the operator \( \nabla_\lambda \) is meaningful, whereas the orthogonal projection of the background covariant derivative, \( \perp^\lambda_\mu \nabla_\mu \), is not. On the other hand, if the covariant derivative acts on a tensor with support on the whole background spacetime both projections are well defined.

### 2.1.2 The extrinsic curvature tensor

Given a well defined notion of covariant differentiation, one may introduce several geometric objects of interest, characterising how the submanifold is embedded in the background spacetime. These can be obtained by acting with the operator \( \nabla_\mu \) on tangent and normal vectors (and contractions thereof).

The first example is the extrinsic curvature of the surface

\[ K_{\mu\nu\rho} = \gamma^\sigma_\nu \nabla_\mu \gamma^\rho_\sigma = -\gamma^\sigma_\nu \nabla_\mu \perp^\rho_\sigma, \]

(2.6)

which describes the rate of change of the normal vectors along surface directions. The extrinsic curvature (2.6) transforms as a tensor in its spacetime indices and is invariant under changes of the tangential and normal vectors that satisfy (2.2). Opting for a spacetime covariant formalism, in which there is no reference to surface and transverse indices, requires keeping fixed the order of the indices in any given geometric structure. In particular, the extrinsic curvature is tangential and symmetric in its first two indices and orthogonal in its last index\(^8\)

\[ K_{\mu\nu\rho} = K_{(\mu\nu)}\rho, \quad \gamma^\lambda_\rho K_{\mu\nu\rho} = \perp^\mu_\lambda K_{\mu\nu\rho} = 0. \]

(2.7)

For many practical purposes it is useful to keep track of the number of derivatives associated with a given tensor. Any tensor built from the operator \( \nabla_\mu \) acting on zero-derivative tensors (tangent vectors, normal vectors and contractions thereof) is a one-derivative tensor. This is the case for (2.6) and also for the contraction

\[ K^\rho = \gamma^{\mu\nu} K_{\mu\nu\rho}, \]

(2.8)

which denotes the mean extrinsic curvature of the submanifold and inherits the orthogonality property in its index from (2.7). If the surface has codimension \( n = 1 \), then there is only one normal direction, \( i = 1 \), and hence only one normal vector, i.e. \( n^\mu_1 = n^{i_1} = n^i \).

In this case, both the extrinsic curvature tensor and the mean extrinsic curvature have only one transverse direction and instead one may work with the symmetric tensor \( K_{\mu\nu}\rho n_\rho \) and the scalar \( K^\rho n_\rho \).

---

\(^8\)Throughout this paper we use symmetrisation with weight 2\( 2K_{(\mu\nu)}\rho = K_{\mu\nu\rho} + K_{\nu\mu\rho} \) and equivalently for the anti-symmetrisation.
2.1.3 The external rotation tensor

Another one-derivative object of interest is obtained from tangential covariant differentiation of the normal vectors. This object is referred to as external rotation tensor and takes the form

\[ \omega_{\mu}^{\nu} \rho = \perp_{\sigma} n_{\mu}^{i} \nabla_{\nu} n_{\rho}^{i}. \]  

(2.9)

One may clearly observe, from (2.9), that the definition of the external rotation tensor necessarily includes the appearance of transverse indices \( i \). In fact, the external rotation tensor is not invariant under rotations of the normal vectors that satisfy (2.2) and, indeed, it transforms as a connection in the indices \( i \), though it is fully tensorial in its spacetime indices. For this reason, it is usually referred to as a pseudo-tensor, and it can be understood as a normal spin connection in the transverse space, characterising how a given pair of normal vectors is being twisted around as one moves along surface directions.

The external rotation tensor is tangential in its first index, and transverse and anti-symmetric in its last two indices

\[ \omega_{\mu}^{\nu \rho} = \omega_{\mu}^{\{\nu \rho\}}, \quad \perp_{\lambda} \omega_{\mu}^{\nu \rho} = \gamma_{\nu}^{\lambda} \omega_{\mu}^{\nu \rho} = 0. \]

(2.10)

When coupling the external rotation tensor to a surface action, the resulting scalars, with a few exceptions, do not in general satisfy the requirements of diffeomorphism invariance. However, one may construct the associated curvature to the external rotation tensor, namely the outer curvature tensor, which is invariant under rotations of the normal vectors and hence fully tensorial in both the spacetime and internal transverse indices (see eq. (2.21) below). The outer curvature tensor is a two-derivative tensor structure which satisfies the following properties

\[ \Omega_{\mu \nu \kappa \lambda} = \Omega_{\mu \nu}^{\{\kappa \lambda\}} = \Omega_{\{\mu \nu\}}^{\kappa \lambda}, \quad \perp_{\sigma} \Omega_{\mu \nu \kappa \lambda} = \gamma_{\sigma}^{\lambda} \Omega_{\mu \nu \kappa \lambda} = 0. \]

(2.12)

Note that the outer curvature tensor only has a subset of the symmetries of a Riemann tensor.

When the codimension of the surface is \( n = 2 \), the transverse rotation group is Abelian and one may use the Levi-Civita tensor in the transverse space \( \epsilon_{\mu \nu}^{\perp} \) in order to construct the normal fundamental 1-form as

\[ \omega_{\mu} = \frac{1}{2} \epsilon_{\mu \rho}^{\perp} \omega_{\rho}^{\nu}, \quad (\text{for } n = 2), \]

(2.13)

which inherits the tangentiality property in its index from the external rotation tensor. In this case the outer curvature tensor (2.11) becomes a field strength for the 1-form \( \omega_{\mu} \), that is

\[ \Omega_{\kappa \lambda} = 4 \gamma_{\lambda}^{\pi} \nabla_{\kappa} \omega_{\pi}, \quad (\text{for } n = 2), \]

(2.14)

\[ \text{We note that there is a minus sign typo in [7] in the second term of (2.11) and (2.18). Furthermore, we have changed the notation slightly for the outer curvature tensor. The first two indices here are transverse to the surface, while the first two indices in [7] are tangential.} \]
and is tangential and anti-symmetric in its two indices. When \( p = n = 2 \) then one may contract the field strength with the surface Levi-Civita tensor \( \epsilon^\lambda_{\|} \) in order to obtain the outer curvature scalar

\[
\Omega = \epsilon^\lambda_{\|} \Omega_{\|\lambda} = \epsilon^{\mu\nu\kappa\lambda} \Omega_{\|\mu\nu\kappa\lambda} = 4 \nabla_\mu \left( \epsilon^{\mu\nu}_{\|} \omega_\nu \right), \quad \text{(for} \ p = n = 2) , \tag{2.15}
\]

where \( \epsilon^{\mu\nu\kappa\lambda} \) is the \( D = 4 \) background Levi-Civita tensor. It is, therefore, clear from the above that \( \Omega \) is purely topological. If the surface dimensionality is \( p = 1 \) (with \( n = 2 \)), then there is only one tangent vector \( e^\mu_a = e^\mu_1 = u^\mu|_\gamma_1 \), with \( \gamma_1 \) being the single metric component in the tangential direction, which can be interpreted as the unnormalised point-particle’s velocity in Lorentzian signature. One may then use it to construct a scalar \( u^\mu \omega_\mu \), which has applications for spinning point-particle actions and the Post-Newtonian approximation in General Relativity (see e.g. \([53]\)).

### 2.1.4 Internal rotation tensor

The external rotation tensor describes how normal vectors twist when one moves along the surface. It is convenient to introduce its internal counterpart, the internal rotation tensor, as

\[
\rho^\mu_\| \nu_\| = \gamma^\nu_\sigma e^\sigma_a \nabla^\mu e^a_\| . \tag{2.16}
\]

The definition of the internal rotation tensor includes the appearance of tangential indices. As in the case of the external rotation tensor, this tensor, though fully tensorial in its spacetime indices, is also a pseudo-tensor, as it is not invariant under changes of the tangent vectors. All its indices are tangential and its last two indices are anti-symmetric, that is

\[
\rho^\mu_\| \nu_\| = \rho^\mu [\nu_\|] , \quad \perp^\mu_\lambda \rho^\nu_\| \nu_\| = \perp^\lambda_\nu \rho^\nu_\| \nu_\| = 0 . \tag{2.17}
\]

Couplings to the internal rotation tensor to surface actions do not generally satisfy the diffeomorphism constraints due to the fact that it transforms as a connection in its tangential indices. However, its associated curvature, namely the intrinsic Riemann tensor

\[
R^\mu_\| \nu_\| \kappa_\| \lambda_\| = 2 \gamma^\mu_\sigma \gamma^\nu_\tau \gamma^\pi_\| \gamma^\kappa_\| \rho^\sigma_\tau \kappa_\| \tau_\| + 2 \rho^{\lambda_\| \kappa_\| \pi_\| \nu_\|} , \tag{2.18}
\]

is fully tensorial and invariant under coordinate transformations in the internal indices (see eq. \((2.20)\) below). All the indices of the intrinsic Riemann tensor are tangential and, in addition, it has the same symmetry properties as the Riemann tensor associated with the background metric, \( R^\mu_\| \nu_\| \kappa_\| \lambda_\| \). The definition \((2.18)\) makes it apparent that the internal rotation tensor may be seen as a connection associated to the intrinsic geometry. In particular the contraction \( e^\mu_\| a e^\nu_\| c e^\rho_\| b \rho^\mu_\| \rho_\| = \) is the Christoffel connection associated with the induced metric \( \gamma_{ab} \).

When the surface dimensionality is \( p = 2 \), it is possible to define the tangential one-form \( 2 \rho^\mu_\| = \epsilon^{\mu\nu}_\| \rho^\nu_\| \). The contraction of the intrinsic Riemann tensor with \( \epsilon^{\mu\nu}_\| \) becomes a field strength for \( \rho^\mu_\| \), while a further contraction yields the intrinsic Ricci scalar \( \mathcal{R} = \gamma^\kappa_\| \gamma^\nu_\| \epsilon^\nu_\| \kappa_\| \mathcal{R}^\mu_\| \nu_\| \kappa_\| \lambda_\| , \) that is

\[
\epsilon^{\mu\nu}_\| \mathcal{R}^\mu_\| \nu_\| \kappa_\| \lambda_\| = 4 \gamma^\pi_\| \kappa_\| \rho^\sigma_\| \pi_\| \epsilon^{\mu\nu}_\| \epsilon^\nu_\| \kappa_\| \lambda_\| \mathcal{R}^\mu_\| \nu_\| \kappa_\| \lambda_\| = 4 \nabla_\mu \left( \epsilon^{\mu\nu}_\| \rho^\nu_\| \right) = 2 \mathcal{R} , \quad \text{(for} \ p = 2) . \tag{2.19}
\]

As it is well known, this makes it clear that the intrinsic Ricci scalar for \( p = 2 \) is topological.
2.1.5 Integrability conditions

Given an extrinsic curvature, an intrinsic Riemann tensor and an outer curvature tensor of the embedding, the fundamental theorem of surfaces states that for these tensors to be supported in an embedded surface there are three equations to be satisfied (see e.g. [54]). These are the Gauss-Codazzi equation

$$R_{\mu \nu \kappa \lambda} = K_{\kappa \mu} K_{\lambda \nu} - K_{\lambda \mu} K_{\kappa \nu} + \gamma_{\kappa \nu} \gamma_{\lambda \mu} - \gamma_{\lambda \mu} \gamma_{\kappa \nu} + R_{\rho \sigma \tau \alpha} \gamma_{\rho \sigma} \gamma_{\tau \alpha},$$  \hspace{1cm} (2.20)

the Ricci-Voss equation

$$\Omega_{\mu \nu \kappa \lambda} = K_{\kappa \rho} K_{\lambda \nu} - K_{\lambda \rho} K_{\kappa \nu} + \gamma_{\kappa \nu} \gamma_{\lambda \rho} + \gamma_{\lambda \rho} \gamma_{\kappa \nu} + R_{\rho \sigma \tau \alpha} \gamma_{\rho \sigma} \gamma_{\tau \alpha},$$  \hspace{1cm} (2.21)

and the Codazzi-Mainardi equation

$$2 \gamma_{\sigma} \gamma_{\mu} K_{\rho \sigma \tau \alpha} = \gamma_{\rho} \gamma_{\sigma} \gamma_{\mu} \gamma_{\tau} R_{\alpha \rho \sigma \tau}.$$  \hspace{1cm} (2.22)

In particular, (2.20) and (2.21) make explicit the fully tensorial character of the intrinsic Riemann tensor and the outer curvature tensor, since they can be expressed in terms of other fully tensorial quantities. These integrability conditions will play a crucial role in proving conservation laws, as well as in the counting of independent terms that can appear in surface actions.

2.1.6 Conformal tensors

In order to address the Weyl-invariant properties of surface actions, it is useful to define the background Weyl tensor for $D \geq 3$ as

$$W_{\mu \nu \lambda \rho} \equiv R_{\mu \nu \lambda \rho} - g_{\mu \lambda} S_{\nu \rho} - g_{\nu \rho} S_{\mu \lambda} + g_{\mu \rho} S_{\nu \lambda} + g_{\nu \lambda} S_{\mu \rho},$$  \hspace{1cm} (2.23)

which is trace-free and has the same symmetry properties as the Riemann tensor. Here we have introduced the background Schouten tensor, defined as

$$S_{\mu \nu} = \frac{1}{D-2} \left( R_{\mu \nu} - \frac{R}{2(D-1)} g_{\mu \nu} \right),$$  \hspace{1cm} (2.24)

which encodes all the information about the curvature scales of the manifold. It is also useful to define the pull-back of the Weyl tensor onto the surface as

$$\tilde{W}_{\mu \nu \rho \sigma} \equiv \gamma_\alpha ^\mu \gamma_\nu ^\beta \gamma_\rho ^\gamma \gamma_\sigma ^\delta W_{\alpha \beta \gamma \delta}.$$  \hspace{1cm} (2.25)

Finally, we introduce the conformation tensor

$$C_{\mu \nu} ^\rho = K_{\mu \nu} ^\rho - \frac{1}{p} \gamma_{\mu \alpha} K_{\rho} ^\alpha,$$  \hspace{1cm} (2.26)

which is a well known Weyl-invariant tensor [13] (see eq. \(A.43\)). As we shall see, explicitly in appendix \(A\), other Weyl-invariant tensors include the outer curvature $\Omega_{\mu \nu \lambda \rho}$ and the external rotation tensor $\omega_{\mu \nu} ^\rho$. 

---
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2.1.7 Edge geometry

The edges \( \partial W \) are the \((p-1)\)-dimensional boundaries of the surface \( W \). The location of these codimension \((n+1)\) edges in the ambient background metric \( g_{\mu \nu} \) is given by the set of mapping functions \( \tilde{X}^\mu(\tilde{\sigma}) \). From the point of view of the surface \( W \), the edges are characterised by a single normal vector \( \tilde{n}_\rho \) to the surface. This normal vector is such that the induced metric on the surface can be written as

\[
\gamma_{\mu \nu} = h_{\mu \nu} + \tilde{n}_\mu \tilde{n}_\nu ,
\]

where \( h_{\mu \nu} \) is the projected metric on \( \partial W \). The spacetime metric, when restricted to the edge, decomposes as

\[
g_{\mu \nu} = h_{\mu \nu} + P_{\mu \nu} , \quad P_{\mu \nu} = \perp_{\mu \nu} + \tilde{n}_\mu \tilde{n}_\nu ,
\]

where \( P_{\mu \nu} \) is the transverse metric to \( \partial W \). Analogously to the surface, covariant differentiation of edge tensors is only well defined via the operator \( \tilde{\nabla}_\mu \). In light of this consideration, one may introduce the edge one-derivative tensors

\[
K_{\mu \nu \rho}^\sigma = h^{\sigma \nu} \tilde{\nabla}_\mu h_{\rho \sigma} , \quad \varpi_{\mu \rho}^\nu \sigma = P^{\nu \sigma} \tilde{n}_\rho \tilde{n}_\sigma , \quad g_{\mu \rho}^\nu = h^{\nu \sigma} \tilde{\nabla}_\mu \tilde{\nabla}_\rho \tilde{\nabla}_\sigma ,
\]

which denote the edge extrinsic curvature tensor, external rotation and internal rotation tensor, respectively. Here, \( \tilde{n}_\rho^i = (\tilde{n}_\rho^i, \tilde{n}_\rho) \) denotes the set of normal vectors to the edge\(^{10}\) while \( \tilde{\varepsilon}_\rho^a \) denotes the set of tangent vectors. We also define the edge mean extrinsic curvature as \( \mathcal{K}^\rho = h^{\mu \nu} K_{\mu \nu \rho} \). The components of the edge extrinsic curvature along the normal direction to the surface can be obtained via the contraction with the normal vector, that is

\[
K_{\mu \nu \rho}^\sigma \tilde{n}_\rho , \quad \mathcal{K}^\rho \tilde{n}_\rho .
\]

From (2.29) one may define their respective curvatures, which satisfy analogous integrability conditions as (2.20)–(2.22). However, we will not need to consider these in this work.

When describing the edge dynamics by means of an action, it is possible to consider couplings beyond the ones to the edge geometry. In the case of the surface action, one can also consider couplings to the background metric and its derivatives besides couplings to surface geometric tensors. In the case of the edge, however, all the tensors characterising the surface geometry are background fields from the edge point of view. In particular, for these surface fields, the covariant derivative \( \tilde{n}^\mu \nabla_\mu \) is well defined. One example of a possible coupling that can appear in this way is \( \tilde{n}^\alpha \nabla_\alpha K_{\mu \nu \rho} \). These considerations hint at the complexity of describing the edge dynamics. In this work, we have only considered couplings to the edge fields and the background metric. While many of these implicitly include couplings to the surface fields, we do not wish to claim that our work is exhaustive in this respect. On the other hand, it is sufficient to exhibit the richness of the edge dynamics.

\(^{10}\)Notice that we have abused slightly our notation, since \( i \) in \( \tilde{n}_\rho^i \) runs from 1 to \( n+1 \) whereas in \( n_r^i \) runs just to \( n \). The reader can immediately identify the range by the symbol it is accompanying. Similar remarks can be made about \( E_a^i \) and \( E_a^r \). Since in this work we always use spacetime indices, this distinction should not cause any confusion.
2.2 Surface dynamics and shape equation

Now we proceed to find the dynamics of surfaces, assuming that such dynamics follow from an action, which we consider to be a functional of the set of geometric fields that we collectively denote by \( \Phi(\sigma) \), that is

\[
\Phi(\sigma) = \{ X^\mu(\sigma), \gamma_{\mu\nu}(\sigma), \perp^\mu_\nu(\sigma), \perp_{\mu\nu}(\sigma), K_{\mu\nu\rho}(\sigma), \omega_{\mu\lambda\rho}(\sigma), R_{\mu\nu\lambda\rho}(\sigma), R_{\mu\nu}(\sigma) \}. 
\]

(2.31)

For \( n = 1 \) we can consider the normal vector \( n^\mu \) and trade it for \( \perp^\mu_\nu = n^\mu n_\nu \), which in this case is obviously not independent of \( \perp_{\mu\nu} \). For \( n > 1 \) the consideration of both \( \perp^\mu_\nu \) and \( \perp_{\mu\nu} \) in (2.31) as independent fields follows from the projective nature of \( \perp_{\mu\nu} \). Indeed, since this tensor has zero eigenvalues there is no strict inverse that can be constructed, and \( \perp^\mu_\nu \neq \delta^\mu_\nu \). Ultimately, this implies that variations with respect to \( \perp^\mu_\nu \) and \( \perp_{\mu\nu} \), when \( n > 1 \) give independent results, as shown explicitly in eq. (2.34) below.

Before proceeding, notice that it is possible to consider more general actions with arbitrary couplings to the one- and two-derivative geometric tensors \( \rho_{\mu\nu}, \tilde{\nabla}_\lambda \rho_{\mu\nu} \) and \( \tilde{\nabla}_\lambda \omega_{\mu\nu}, \) but up to second order in derivatives such couplings do not lead to covariant actions, except for the specific couplings that are considered here.

Consider now a surface geometric action that takes the generic form

\[
S[\Phi(\sigma)] = \int_{\mathcal{W}} d^p \sigma \mathcal{L}[\Phi(\sigma)],
\]

(2.32)

where \( \mathcal{L}[\Phi(\sigma)] \) is a Lagrangian density. As mentioned in section 1, there are two ways of obtaining the resulting dynamics. One way consists of slightly deforming the surface such that \( X^\mu(\sigma) \rightarrow X^\mu(\sigma) + \delta X^\mu(\sigma) \) for some small deformation \( \delta X^\mu(\sigma) \), without displacing the background coordinates. However, this approach, as we shall see in section 5, deals with non-manifestly covariant expressions and non-manifestly covariant intermediate steps.

Here, instead, we follow the approach by Carter [7, 13, 14, 50] and introduce a new type of variational principle that leads to non-trivial constraints on the spacetime stress tensor, does not require extending the surface to a foliation and always provides manifestly covariant expressions. This method employs Lagrangian variations, in which the background coordinates are displaced by a small amount \( x^\mu \rightarrow x^\mu + \xi^\mu(x) \) while the mapping functions \( X^\mu(\sigma) \) are held fixed. Under such infinitesimal displacements, parametrised by the flows of the vector field \( \xi^\mu \), the background metric changes by a Lie derivative,

\[
\delta_\xi g_{\mu\nu} = 2 \nabla_{(\mu} \xi_{\nu)}.
\]

(2.33)

Lagrangian variations are equivalent to infinitesimal diffeomorphism transformations with fixed mapping functions. As explained in appendix A, a complete set of Lagrangian variations of \( g_{\mu\nu} \) in terms of \( \gamma_{\mu\nu} \) and \( \perp_{\mu\nu} \) is given by the three independent projections

\[
\delta_\xi \gamma_{\mu\nu} = -\gamma^{\lambda\rho} \gamma_{\mu\rho} \delta_\xi g_{\lambda\nu}, \quad \delta_\xi \perp_{\mu\nu} = \perp^\lambda_{\mu\nu} \delta_\xi g_{\lambda\nu}, \quad \delta_\xi \perp^\mu_\nu = \perp^\mu_{\lambda\nu} \delta_\xi g_{\lambda\nu}.
\]

(2.34)

\(^{11}\)We have explicitly considered the geometric fields \( R_{\mu\nu\lambda\rho} \) and \( \Omega_{\mu\nu\lambda\rho} \) for practical purposes, as one may find them more convenient to use instead of others. However, these are not independent from the remaining fields due to the integrability conditions (2.20)–(2.21).

\(^{12}\)A similar argument holds for \( \gamma_{\mu\nu} = \theta^\mu_\nu - \perp^\mu_\nu \) but not for \( \gamma^{\mu\nu} \), which is restricted to the surface’s worldvolume and thus has no vanishing eigenvalues in general.
From the three variations in (2.34) we can define the surface’s worldvolume stress tensor $T_{\mu\nu}$, the mixed tangential-transverse stress tensor $P_{\mu\nu}$, the transverse stress tensor $B_{\mu\nu}$ as

\[
T_{\mu\nu} = -\frac{2}{\sqrt{|\gamma|}} \delta \xi \gamma_{\mu\nu}^a, \quad P_{\mu\nu} = -\frac{1}{\sqrt{|\gamma|}} \delta \xi \gamma_{\mu\nu}^a, \quad B_{\mu\nu} = \frac{2}{\sqrt{|\gamma|}} \delta \xi \gamma_{\mu\nu}^a,
\]

where $|\gamma|$ denotes the absolute value of the determinant of the metric $\gamma_{ab}$. Naively, this may appear to be in contradiction with the strategy of the current paper, which consists of considering tensorial objects with spacetime (Greek) indices. However it must be noted that Lagrangian variations are taken with $\delta e_{\mu a} = 0$ (see appendix A), such that the variation of the determinant is given by

\[
\gamma_{ab} \delta \xi \gamma_{ab} = g_{\mu\nu} e_{\mu a} e_{\nu b} \delta \xi g_{ab} = -\gamma_{\alpha\beta} \delta \xi \gamma_{\alpha\beta},
\]

and therefore can be traded by the variation of the projector $\gamma_{\mu\nu}$ with spacetime indices. All the tensor structures introduced in (2.35) inherit their symmetry properties and index structure from their variational counterparts. In particular, $T_{\mu\nu}$ and $B_{\mu\nu}$ are symmetric, with $T_{\mu\nu}$ being tangential and $B_{\mu\nu}$ being transverse in their indices. Furthermore, $P_{\mu\nu}$ is tangential in its first index and transverse in its second index.

The mixed tangential-transverse and transverse stress tensors describe the normal components of the full spacetime stress tensor of the surface, as shown in section 3. These objects are not independent quantities and, as it will be shown, are given in terms of the bending moment, spin current and curvature moments to be defined next. The precise relation between them turns out to be a requirement of diffeomorphism invariance of (2.32).

For codimension $n = 1$ the tangential-transverse stress tensor $P_{\mu\nu}$ is identically zero, since we have eliminated from the action any dependence on $\gamma_{\mu\nu}$ in favour of the orthogonal vector $n^\mu$ and the projector $\gamma_{\mu\nu}$. Although the projector is not independent of the orthogonal vector, since $\gamma_{\mu\nu} = n_{\mu} n_{\nu}$, it is convenient to work with variations of the orthogonal vector with risen indices only and using the projector for the lowered ones. We therefore introduce the tensor $V_{\mu}$ to account for couplings to $n^\mu$ such that

\[
V_{\mu} = \frac{1}{\sqrt{|\gamma|}} \delta \xi \gamma_{\mu}^a.
\]

The variations with respect to objects with one derivative allow us to define the bending moment, $D_{\mu\nu}^\rho$, and the spin current, $S_{\mu}^{\nu\rho}$, as

\[
D_{\mu\nu}^\rho = \frac{1}{\sqrt{|\gamma|}} \delta \xi K_{\mu\nu}^\rho, \quad S_{\mu}^{\nu\rho} = \frac{1}{\sqrt{|\gamma|}} \delta \xi \omega_{\mu}^{\nu\rho}.
\]

\[\text{\cite{14} For } p = 1 \text{ one could consider introducing couplings to the single normalised tangent vector } u^\mu. \text{ However, for variations that keep the embedding map fixed } \delta e_{\mu a} = 0 \text{ this is not necessary.}\]

\[\text{\cite{14} We have introduced here the variation } \delta \xi \text{ associated with certain geometric tensors. As explained in appendix A, this is a Lagrangian variation for which we have stripped off the components that can be incorporated into } P_{\mu\nu} \text{ and } B_{\mu\nu}.\]
It is clear from these definitions that the bending moment encodes responses of the surface due to bending, whereas the spin current encodes surface motion in the transverse space. The bending moment $D^\mu{}_{\nu\rho}$ is symmetric and tangential in its two first indices and transverse in its last index, and the spin current $S^\mu{}_{\lambda\rho}$ is tangential in its first index and transverse and anti-symmetric in the last two.

Furthermore, variations with respect to the curvature tensors define the surface curvature moment, $I^\mu{}_{\nu\lambda\rho}$, the outer curvature moment, $H^\mu{}_{\nu\lambda\rho}$, and the background curvature quadrupole moment, $Q^\mu{}_{\nu\lambda\rho}$, from the expressions

\[
I^\mu{}_{\nu\lambda\rho} = \frac{1}{\sqrt{|\gamma|}} \tilde{\delta}_\xi R^\mu{}_{\nu\lambda\rho}, \quad H^\mu{}_{\nu\lambda\rho} = \frac{1}{\sqrt{|\gamma|}} \tilde{\delta}_\xi R^\mu{}_{\nu\lambda\rho}, \quad Q^\mu{}_{\nu\lambda\rho} = \frac{1}{\sqrt{|\gamma|}} \delta_\xi R^\mu{}_{\nu\lambda\rho}.
\] (2.39)

The curvature moments encode responses due to the intrinsic, outer and background curvature. The curvature moments inherit the symmetries of the Riemann tensor, in particular, $Q^\mu{}_{\nu\lambda\rho} = -Q^\mu{}_{\nu\lambda\rho}$. The surface curvature moment $I^\mu{}_{\nu\lambda\rho}$ is purely tangential while the outer curvature moment $H^\mu{}_{\nu\lambda\rho}$ is transverse in its first and third indices and tangential in its second and fourth indices.

Given the definitions in eq. (2.35)–(2.39) the action (2.32) transforms under a Lagrangian variation as

\[
\delta_\xi S[\Phi(\sigma)] = \int_W \overline{d^p\sigma} \sqrt{|\gamma|} \left( -\frac{1}{2} T^\mu{}_{\nu\lambda\rho} \delta_\xi \psi^\mu{}_{\nu\lambda\rho} - P^\mu{}_{\nu} \delta_\xi \psi^\mu{}_{\nu} + \frac{1}{2} B^\mu{}_{\nu} \delta_\xi \psi^\mu{}_{\nu} + \psi^\mu{}_{\nu} \delta_\xi \psi^\mu{}_{\nu} + Q^\mu{}_{\nu\lambda\rho} \delta_\xi R^\mu{}_{\nu\lambda\rho} + I^\mu{}_{\nu\lambda\rho} \delta_\xi R^\mu{}_{\nu\lambda\rho} + H^\mu{}_{\nu\lambda\rho} \delta_\xi R^\mu{}_{\nu\lambda\rho} + Q^\mu{}_{\nu\lambda\rho} \delta_\xi R^\mu{}_{\nu\lambda\rho} \right) + \int_{\partial W} \overline{d^{p-1}\sigma} \sqrt{|\gamma|} \tilde{n}_\mu \left( \tilde{B}^\mu{}_{\nu\rho} P^\lambda{}_{\nu} \nabla^\rho \psi^\mu{}_{\nu} + \tilde{B}^\mu{}_{\nu\rho} \psi^\mu{}_{\nu} \right),
\] (2.40)

We do not give considerable attention, due to the reasons explained in footnote 11, to couplings to $R^\mu{}_{\nu\lambda\rho}$ and $\Omega^\mu{}_{\nu\lambda\rho}$. For that reason we will not consider the last line in eq. (2.40) in the core of this paper, with exception of a few comments in passing, and refer the reader to appendix B for this generalisation.

The result of the variation in (2.40), after integration by parts and using formulae in appendix A, can be expressed in terms of the vector field $\xi^\mu$ and its normal derivatives. Terms that involve normal derivatives cannot be further integrated by parts and so need to vanish independently for the variational principle to be well defined. This sets constraints on the type of actions that can be constructed. Schematically, in terms of $\xi^\mu$ and its derivatives, we find that

\[
\delta_\xi S[\Phi(\sigma)] = \int_W \overline{d^p\sigma} \sqrt{|\gamma|} \left( B^\mu{}_{\nu\rho} \nabla^\rho \psi^\mu{}_{\nu} + \psi^\mu{}_{\nu} \right)
\]

where we have assumed that the edges of the surface do not have edges themselves. Each of the above terms must vanish independently. The last two terms are boundary terms and we will give them special attention at the end of this section, where we describe edge dynamics.

\footnote{In principle, we should consider terms up to three normal derivatives of $\xi^\mu$. However, for the couplings we consider, such terms automatically vanish.}
2.2.1 Surface equations of motion and diffeomorphism constraints

Equating the first term in \((2.41)\) to zero implies the following relation
\[
\mathcal{P}_\mu \nu \perp \nu^\sigma + \mathcal{B}_\mu \sigma - D^{\mu \lambda \rho} K_{\lambda \rho} + S^{\mu \lambda \alpha} K_{\mu \alpha} - \perp_\lambda \perp_\rho \nabla_\mu S^{\mu \lambda \rho} = -\perp_\lambda \Pi^{\lambda \alpha} + (V_\mu \perp_\mu n^\alpha + V_\mu \gamma_\mu n^\alpha) \delta_{n,1},
\]
where we have defined the tensor
\[
\Pi^{\sigma \lambda} = Q^{\mu \nu \lambda \rho} R^{\sigma \mu \nu \rho} + Q^{\sigma \nu \mu \rho} R^{\lambda \mu \nu \rho} + 2Q^{\mu \lambda \nu \rho} R^{\sigma \nu \rho \mu}.
\]
By projecting \((2.42)\) orthogonally in the index \(\sigma\) and anti-symmetrising the two free indices one finds
\[
D^{\mu \lambda \nu \alpha} K_{\mu \lambda \alpha} + \perp_\lambda \perp_\rho \nabla_\mu S^{\mu \lambda \rho} + \perp_\alpha \Pi^{\alpha \lambda} = 0.
\]  
This equation expresses the violation of spin conservation and is a generalisation of that found in \([10]\) in order to account for possible couplings to background curvature. By projecting \((2.42)\) orthogonally in the index \(\sigma\) and symmetrising both free indices leads to
\[
\mathcal{B}^{\sigma \lambda} = D^{\mu \lambda \sigma} K_{\mu \lambda} + \perp_\nu \perp_\lambda \Pi^{\nu \lambda} + V_\mu \perp_\mu n^\alpha \delta_{n,1}.
\]
As advertised earlier, this equation expresses the fact that the transverse stress tensor \(\mathcal{B}^{\sigma \lambda}\) is not independent but given in terms of the bending moment and the quadrupole moment when \(n > 1\). Finally, projecting \((2.42)\) tangentially along the index \(\sigma\) leads to
\[
\mathcal{P}_\rho \sigma = S^{\mu \lambda \sigma} K_{\mu \lambda} + \gamma_\nu \gamma_\rho \nabla_\rho \delta_{n,1},
\]
which expresses the fact that the mixed worldvolume-transverse stress tensor is not independent but given in terms of the spin current and the quadrupole moment when \(n > 1\). Eqs. \((2.45)-(2.46)\) state that one cannot trade off the bending moment, spin current and quadrupole moment by the stresses \(\mathcal{B}^{\sigma \lambda}\) and \(\mathcal{P}_\rho \sigma\) as the latter do not contain enough information to determine the former. As a reminder, for codimension \(n = 1\) one should write \(\mathcal{P}_\rho \sigma = 0\).

Consider now the vanishing of the second term in \((2.41)\). This leads to the set of equations
\[
\nabla_\lambda \left( T^{\lambda \sigma} + \gamma_\mu \gamma_\lambda \nabla_\mu D^{\nu \sigma} - \gamma_\nu \nabla_\mu D^{\mu \nu} - 2S^{\mu \sigma} K_{\mu \alpha} \right) = \left( S^{\mu \lambda \rho} - D^{\mu \lambda \rho} \right) R^{\sigma \mu \lambda \rho} + 2Q^{\mu \lambda \nu \sigma} \nabla_\nu R^{\sigma \rho \mu \lambda},
\]
where we have made use of the constraint \((2.46)\) in order to eliminate \(\mathcal{P}_\rho \sigma\). The equations obtained in \([10]\) correspond to the case in which the curvature quadrupole moment vanishes and therefore \(Q^{\mu \nu \lambda \rho} = 0\).

The tangential projection of \((2.47)\) along the \(\sigma\) index leads to a conservation equation that must be automatically satisfied for any action that is reparameterisation invariant
\[
\gamma_\rho \nabla_\sigma \left( T^{\lambda \sigma} + \gamma_\mu \nabla_\mu D^{\nu \sigma} - 2S^{\mu \sigma} K_{\mu \alpha} \right) = S^{\lambda \rho \sigma} \Omega^{\rho \sigma \mu \lambda} - D^{\mu \lambda \alpha} \gamma_\rho \sigma R^{\alpha \lambda \rho} + 2Q^{\mu \lambda \nu \sigma} \gamma_\rho \nabla_\nu R^{\sigma \rho \mu \lambda},
\]
where we have used the Ricci-Voss equation \((2.21)\).
The orthogonal projection in turn yields the non-trivial dynamics and the resulting equation is often called the shape equation, which takes the form

\[ T^{\lambda \sigma} K_{\lambda \sigma} = -\Gamma_{\lambda \sigma} \nabla_{\lambda} \left( \gamma_{\mu \lambda} \left( \nabla_{\mu} \gamma_{\lambda \sigma} - \Gamma_{\mu \lambda \sigma} \right) - \gamma_{\lambda \mu} \nabla_{\mu} D^{\mu \nu \sigma} - 2 S^{\mu \sigma \rho}_{\lambda} K_{\lambda \rho} \right) \]

\[ + \gamma_{\nu \lambda} \nabla_{\nu} D^{\mu \nu \sigma} - 2 S^{\mu \sigma \rho}_{\lambda} \]

(2.49)

This equation can be seen as a force balance equation on the surface, where the bending moment, spin current and curvature quadrupole moment introduce sources of stress on the surface.

When both the bending moment and the curvature quadrupole moment vanish, these equations reduce to those obtained by Papapetrou for spinning point-particles [55], while if we restrict to codimension-1, this equation is a generalisation of membrane dynamics in classical elasticity theory [10]. The simplicity of (2.47)–(2.49) is stunning, since the tensor structures involved such as \( Q_{\mu \nu \lambda \rho} \) can contain any contraction of an arbitrary number of copies of all the geometric tensors involved, e.g. \( R_{\sigma \mu \lambda \nu} \). In particular, the equations of motion arising from any type of background Lovelock theory, surface Lovelock theory or transverse Lovelock theory are included.

2.2.2 Edge equations of motion and diffeomorphism constraints

The edge terms in (2.40) deserve special attention. In the variational principle described in (2.40) we have not assumed the existence of extra sources of stress at the edges, for example the effect due to considering an edge tension in the action (2.32). The boundary conditions we describe here apply therefore only to the case of free edges, such as open strings without extra sources of matter attached to its ends. We postpone more general boundaries to section 2.3. The third term in (2.41) leads to the boundary conditions, upon projecting with \( \perp_{\alpha \lambda} \) and \( \tilde{n}_{\lambda} \), respectively

\[ \tilde{n}_{\mu} S^{\mu \lambda \rho}_{\nu} |_{\partial W} = 0, \quad \tilde{n}_{\lambda} \tilde{n}_{\nu} D^{\lambda \nu \sigma} |_{\partial W} = 0, \]

(2.50)

while the last term in (2.41) leads to the equation of motion for the boundary dynamics

\[ \tilde{\nabla}_{\lambda} \left( \tilde{n}_{\mu} h_{\nu} D^{\mu \nu \sigma} \right) - \tilde{n}_{\lambda} \left( T^{\lambda \sigma} + \gamma_{\lambda \mu} \left( \nabla_{\mu} \gamma_{\lambda \sigma} - \Gamma_{\mu \lambda \sigma} \right) - \gamma_{\lambda \nu} \nabla_{\nu} D^{\mu \nu \sigma} - 2 S^{\mu \sigma \rho}_{\lambda} K_{\lambda \rho} \right) \]

\[ = 0, \]

(2.51)

where we have again used (2.46) in order to eliminate \( P_{\mu \nu} \). The first two boundary conditions state that there should not be any flow of spin and bending moment along the normal components to the boundary. Eq. (2.51) can be interpreted as the conservation of the non-symmetric boundary stress tensor \( \tilde{n}_{\nu} D^{\nu \lambda \sigma} \) and can be projected in different ways. The projection onto the transverse \( n \)-dimensional space yields

\[ \perp_{\rho \sigma} \tilde{\nabla}_{\lambda} \left( \tilde{n}_{\mu} h_{\nu} D^{\mu \nu \sigma} \right) + \tilde{n}_{\lambda} \perp_{\rho} \left( \gamma_{\rho \lambda} \left( \nabla_{\mu} \gamma_{\lambda \sigma} - \Gamma_{\mu \lambda \sigma} \right) + \perp_{\rho} \gamma_{\lambda \nu} \nabla_{\nu} D^{\mu \nu \sigma} - 2 S^{\mu \sigma \rho}_{\lambda} K_{\lambda \rho} \right) = 0, \]

(2.52)

while the projection along the normal to the boundary yields

\[ \tilde{n}_{\nu} D^{\nu \lambda \sigma} \tilde{\nabla}_{\lambda} \tilde{n}_{\sigma} = \tilde{n}_{\lambda} \tilde{n}_{\sigma} \left( -T^{\lambda \sigma} + \Pi^{\lambda \sigma} + \nabla_{\mu} D^{\mu \lambda \sigma} \right), \]

(2.53)
which, by subtracting $\tilde{n}_\nu D^\nu [\lambda \sigma] \tilde{\nabla}_\lambda \tilde{n}_\sigma$ from the left hand side, can be interpreted as a Young-Laplace law since $\tilde{\nabla}(\lambda \tilde{n}_\sigma)$ is (minus) the component of the extrinsic curvature normal to the boundary but along the surface. On the other hand, the tangential projection along boundary directions, using $h^{\rho \sigma}$, results in

$$\tilde{n}_\nu D^\nu [\lambda \sigma] K_{\lambda \rho \sigma} = \tilde{n}_\lambda h^{\rho \sigma} \left( -T^{\lambda \sigma} + \Pi^{\sigma \lambda} + \gamma^\lambda_{\nu} \tilde{\nabla}_\mu D^{\mu \nu \sigma} \right). \tag{2.54}$$

This equation appears to be a Young-Laplace equation for the stress $\tilde{n}_\nu D^\nu [\lambda \sigma]$ and with a pressure term equal to the r.h.s. but the free index is tangential. As a final remark, we will show in section 2.3 that introducing new degrees of freedom on the boundary modifies the r.h.s. of (2.50)–(2.51), and therefore their projections.

### 2.2.3 An interpretation for the constraints

The constraints (2.44)–(2.46) can be understood as consequences of the invariance of the action under local coordinate transformations. Choosing Riemann-normal coordinates in the neighbourhood of a point $q$, such that $\Gamma^\lambda_{\mu \nu}|_q = 0$, a linear coordinate transformation can be decomposed as

$$\xi_\mu(x) = (\omega_\mu + \Lambda_\mu) x^\nu, \tag{2.55}$$

where $\Lambda_{\mu \nu}$ is a matrix in the Lorentz group and $\omega_{\mu \nu}$ a symmetric matrix with constant coefficients in the completion of the group of general coordinate transformations. Under this restricted variation, one finds

$$\delta \omega S[\Phi(\sigma)]|_q = \int_W d^p \sigma \sqrt{|\gamma|} B^{\mu \nu} (\omega_{\mu \nu} + \Lambda_{\mu \nu}) + \int_{\partial W} d^{p-1} \sigma \sqrt{|h|} \tilde{n}_\mu \tilde{B}^{\mu \nu \rho} (\omega_{\mu \nu} + \Lambda_{\mu \nu}) \int_{W} d^p \sigma \sqrt{|\gamma|} B^\mu \xi_\mu + \int_{\partial W} d^{p-1} \sigma \sqrt{|h|} \tilde{n}_\mu \tilde{B}^{\mu \nu \rho} \xi_\nu. \tag{2.56}$$

On-shell, when the equations of motion (2.47) and (2.51) are satisfied, one has that $B^\mu = \tilde{n}_\mu \tilde{B}^{\mu \nu} = 0$ and the remaining terms above yield the constraints. In particular, the transverse part in the two indices of the Lorentz matrix leads to

$$\perp^{\mu \lambda} \perp^{\nu \rho} B^{[\lambda \rho]} = 0, \quad \perp^{\mu \lambda} \perp^{\nu \rho} \tilde{n}_\mu \tilde{B}^{[\lambda \rho]}|_{\partial W} = 0, \tag{2.57}$$

which leads to (2.45) and to the first equation in (2.50). Therefore, this constraint can be interpreted as a consequence of invariance under local rotations of the normal coordinates. In turn, the different projections of the symmetric part in (2.56) yield the constraints (2.45), (2.46) and the second constraint in (2.50). This expresses the fact that this formulation incorporates all requirements of general covariance.

When no couplings to the background curvature are present, i.e. $\Pi^{\sigma \lambda} = 0$, (2.50) and (2.45) were also obtained by requiring the action (2.32) to be invariant under infinitesimal rotations of the normal vectors when using a gauge formulation of the variational principle [56].

We have just shown that the constraints (2.45) can be understood as a consequence of invariance of the action under local rotations of the normal coordinates. However, in general, arbitrary tangential diffeomorphisms lead to the constraints (2.45)–(2.46) and (2.50).
For example, in order to get the constraint (2.45), one may consider a tangential diffeomorphism \( \xi_\mu = \xi_\mu^e \) for which \( \perp^\mu \alpha \perp^\nu \sigma \partial_\mu \xi_\nu^e \) is non-vanishing. Alternatively, it suffices to consider a diffeomorphism that vanishes at the surface but whose derivatives do not. This is sufficient for obtaining only the first and third terms in (2.41). This implies that for the action (2.32) to be well-defined, the constraints (2.45)–(2.46), (2.50) and the tangential projection of the equations of motion (2.48) must be off-shell satisfied, i.e. they must be satisfied for all shape configurations whether or not they are solutions to (2.49). In other words, the constraints (2.45)–(2.46) and (2.50) are non-dynamical and only the shape equation (2.49) is non-trivial. As we shall see, the constraint (2.45) can restrict the type of terms that can compose the action (2.32).

2.3 Surfaces with non-trivial edges and intersections

In the previous sections we considered surfaces with trivial edges, i.e. edges with no extra sources of stress. However, the possibility of adding such extra sources of stress deserves to be explored as it can have different physical applications. These include the dynamics of strings with spinning point-particles attached, edge tension or entanglement entropy, among others. The edges of the surface can be seen as codimension \( n = 1 \) surfaces embedded in the \( p \)-dimensional surface. However, the most natural and general viewpoint, given the covariant approach taken here, is to view the boundary of the surface of codimension \( n \) as a surface of codimension \( n + 1 \) localised at the edges of the \( p \)-dimensional surface.

We therefore consider extending the action (2.32) to an action that also depends on the set of edge fields

\[
\Phi_e(\tilde{\sigma}) = \{ \tilde{X}^\mu(\tilde{\sigma}), h^{\mu\nu}(\tilde{\sigma}), P_{\mu\nu}(\tilde{\sigma}), P_{\mu\nu}(\tilde{\sigma}), K_{\mu\nu\rho}(\tilde{\sigma}), \tau_{\mu}(\tilde{\sigma}), R_{\mu\nu\lambda\rho}(\tilde{\sigma}), \tilde{n}^\mu(\tilde{\sigma}) \},
\]

(2.58)

and that takes the general form

\[
S[\Phi(\sigma), \Phi_e(\tilde{\sigma})] = \int_\mathcal{W} d^p\sigma \mathcal{L}[\Phi(\sigma)] + \int_{\partial \mathcal{W}} d^{p-1}\sigma \mathcal{L}_e[\Phi_e(\tilde{\sigma})],
\]

(2.59)

where the first contribution is the surface action \( S_s \) as in (2.32) while the second contribution is the edge action \( S_e \). The variation of \( S_s \) is given in (2.40) while the Lagrangian variation of the edge action, keeping \( \tilde{X}^\mu(\tilde{\sigma}) \) fixed, is organised analogously to (2.40) as

\[
\delta_\xi S_e[\Phi_e(\tilde{\sigma})] = \int_{\partial \mathcal{W}} d^{p-1}\sigma \sqrt{|h|} \left( -\frac{1}{2} \tilde{T}_{\mu\nu} \delta_\xi h^{\mu\nu} - \tilde{P}_\mu \delta_\xi P^{\mu \nu} + \frac{1}{2} \tilde{B}^{\mu\nu} \delta_\xi P_{\mu\nu} + \tilde{\nabla}_\rho \delta_\xi \tilde{n}^\mu + \tilde{\nabla}^{\mu\rho} \delta_\xi K_{\mu\nu\rho} + \tilde{S}_\mu^{\nu\lambda} \delta_\xi \tau_{\mu\nu\lambda} + \tilde{Q}_\mu^{\nu\lambda} \delta_\xi R_{\mu\nu\lambda\rho} \right),
\]

(2.60)

where the different tensor structures characterising the edges are defined as in (2.35)–(2.39) and have the same interpretation but now applied to the edge. In particular, \( \tilde{T}_{\mu\nu} \) is the edge tangential stress tensor. The total variation of (2.59) takes the form

\[
\delta_\xi S[\Phi(\sigma), \Phi_e(\tilde{\sigma})] = \int_\mathcal{W} d^p\sigma \sqrt{|\gamma|} \left( B^{\mu\nu} \perp_\mu \nabla_\rho \xi_\nu + B^{\mu \nu_{\mu}} \right) + \int_{\partial \mathcal{W}} d^{p-1}\sigma \sqrt{|h|} \left( \left( \tilde{B}^{\mu\nu} + \tilde{n}_\mu \tilde{B}^{\mu\nu} \right) P_\lambda \nabla_\rho \xi_\nu + \left( \tilde{E}_\nu^{\mu} + \tilde{n}_\mu \tilde{B}^{\mu\nu} \right) \xi_\nu \right),
\]

(2.61)
where $\tilde{B}_{\nu}^{\rho}$ and $\tilde{B}_\nu$ denote the contributions due to the edge action and we have again assumed that the surface’s edges do not have edges themselves. The first line in eq. (2.61), evaluated on $\mathcal{W}$, leads to the constraints (2.44)–(2.46) and the equation of motion (2.47). The second line in eq. (2.61), evaluated on $\partial \mathcal{W}$, leads to constraints and equations of motion analogous to those of (2.44)–(2.47) but they take into account the sources (2.50)–(2.51). In particular, from the first boundary term, one finds the constraints

$$
\tilde{\mathcal{D}}_{\lambda\mu}[\mathcal{K}_{\mu\lambda}], \quad \tilde{\mathcal{B}}_{\sigma} = \tilde{\mathcal{D}}_{\lambda\mu}[\mathcal{K}_{\mu\lambda}], \quad \tilde{\mathcal{T}}_{\sigma} = \mathcal{S}_{\sigma} - \tilde{\mathcal{D}}_{\lambda\mu}[\mathcal{K}_{\mu\lambda}], \quad \tilde{\mathcal{B}}_{\alpha\beta} = \tilde{\mathcal{D}}_{\lambda\mu}[\mathcal{K}_{\mu\lambda}], \quad \tilde{\mathcal{T}}_{\alpha\beta} = \mathcal{S}_{\alpha\beta} - \tilde{\mathcal{D}}_{\lambda\mu}[\mathcal{K}_{\mu\lambda}], \quad \tilde{\mathcal{T}}_{\alpha\beta} = \mathcal{S}_{\alpha\beta} - \tilde{\mathcal{D}}_{\lambda\mu}[\mathcal{K}_{\mu\lambda}], \quad \tilde{\mathcal{T}}_{\alpha\beta} = \mathcal{S}_{\alpha\beta} - \tilde{\mathcal{D}}_{\lambda\mu}[\mathcal{K}_{\mu\lambda}],
$$

where we have defined $\tilde{\Pi}_{\mu\nu}$ as in (2.43) but with $\mathcal{Q}_{\mu\nu\lambda\rho}$ replaced by $\tilde{\mathcal{Q}}_{\mu\nu\lambda\rho}$. The first equation expresses the violation of the conservation of the spin current on the edges and, besides the usual terms also present in (2.44), extra sources due to the surface appear. The second equation exhibits a new contribution to the transverse stress tensor due to the presence of the surface bending moment while the third equation shows that the mixed tangential-transverse stress tensor remains unchanged.

The equation of motion at the edges takes the form

$$
\tilde{\mathcal{N}}_\lambda \left( \tilde{\Pi}_{\mu\nu} + h_\gamma^{\sigma} \left( \mathcal{P}_{\mu\nu} \tilde{\Pi}_{\sigma\nu} - \tilde{\Pi}_{\sigma\nu} \right) - h_\gamma^{\lambda} \tilde{\mathcal{D}}_{\mu\nu} \mathcal{D}^{\mu\nu} - 2 \tilde{\mathcal{S}}_{\sigma} \mathcal{K}_{\mu\lambda} + \tilde{n}_\mu h_\gamma^{\lambda} \mathcal{D}^{\mu\nu} \right) = \left( \tilde{\mathcal{S}}_{\mu\rho} - \tilde{\mathcal{B}}_{\mu\rho} \right) R^{\sigma}_{\mu\rho} + 2 \tilde{\mathcal{Q}}_{\mu\nu\lambda\rho} \tilde{\mathcal{N}}_{\nu} R^{\sigma}_{\rho\mu\lambda} \tag{2.63}
$$

and one may observe that the effect of the sources (2.50)–(2.51) is to add a contribution $\tilde{n}_\mu \mathcal{D}^{\mu\lambda\sigma}$ to an effective stress tensor on the surface and to add a pressure term on the right hand side of the equation, composed of a linear combination of surface contributions.

### 2.3.1 Intersections

The results presented above for surfaces with edges can be easily generalised to any surface/brane complex and its intersections. An intersection is a $(p-1)$-dimensional surface that acts as the edge/boundary of an arbitrary number of $p$-dimensional surfaces. Slightly abusing the notation, we now consider the set of edge fields $\Phi_{e}(\sigma)$ to be the set of geometric fields living on the intersection, also denoted by $\partial \mathcal{W}$. We consider an $l$ number of surfaces $\mathcal{W}_{(i)}$ and their intersection $\partial \mathcal{W}$. The fields living on each $p$-dimensional surface with coordinates $\mathcal{W}_{(i)}$ are denoted by $\Phi_{(i)}(\sigma_{(i)})$ and they consist of the set (2.31) with the subscript $(i)$. The action takes the following form

$$
S[\Phi_{(i)}(\sigma_{(i)}), \Phi_{e}(\bar{\sigma})] = \sum_{i=1}^{l} \int_{\mathcal{W}_{(i)}} d^{p} \sigma_{(i)} \mathcal{L}[\Phi_{(i)}(\sigma_{(i)})] + \int_{\partial \mathcal{W}} d^{p-1} \bar{\sigma} \mathcal{L}_{e}[\Phi_{e}(\bar{\sigma})]. \tag{2.64}
$$
For each surface $\mathcal{W}_i$ there will be an analogous shape equation to the one derived above for a single surface, while for the intersection, the equations of motion read

$$\nabla_\lambda \left( \tilde{T}^{\lambda \sigma} + h^{\lambda \mu} \left( P^\sigma_{\mu} \Pi^{\mu \nu} - \tilde{P}^{\sigma \mu} \right) - h^{\lambda \mu} \tilde{\nabla}^{\mu \nu} - 2 \tilde{S}^{\mu \nu \rho \lambda} K^\lambda_{\mu \rho} + h^{\lambda \mu} \sum_{i=1}^{l} \gamma_{(i)}^{\lambda} \tilde{D}^{\mu \nu \rho \lambda} \right)$$

$$= \left( \tilde{S}^{\mu \lambda \nu} - \tilde{D}^{\mu \lambda \nu} \right) R^\sigma_{\mu \lambda \rho} + 2 \tilde{Q}^{\mu \nu \rho \lambda} \nabla_\mu R^\sigma_{\rho \mu \lambda}$$

$$+ \sum_{i=1}^{l} \left[ \tilde{h}_{(i)}^{\lambda} \left( T^{\lambda \sigma} + \gamma^{\lambda \mu}_{(i)} \left( \tilde{\nabla}^{\sigma \mu \nu} - \Pi_{(i) \mu \rho \sigma}^{\mu \nu} \right) - \gamma^{\lambda \mu}_{(i)} \tilde{\nabla}^{\mu \nu \rho \lambda} \tilde{D}^{\mu \nu \rho \lambda} - 2 \tilde{S}^{\mu \nu \rho \lambda}_{(i)} K^{\lambda}_{\mu \rho} \right) \right],$$

where we have introduced the normal vectors to each $p$-dimensional surface’s edge $\tilde{n}_{(i)}^{\lambda}$ and the surface covariant derivative $\tilde{\nabla}^{\lambda}_{\mu} = \gamma^{\alpha}_{\mu (i)} \nabla_{\alpha}$ on each $p$-dimensional surface. The effect of each $p$-dimensional surface on the intersection is to contribute with an effective pressure on the right hand side and with an effective stress tensor on the left hand side of the equation of motion. It is straightforward to generalise this to more complicated surface complexes where each of the $p$-dimensional surfaces considered above may also be the edges of other $(p + 1)$-dimensional surfaces.

### 2.4 Interfaces

In this section we analyse in detail the diffeomorphism constraints and shape equations for an interior region $B_{\text{int}}$ in the spacetime $\mathcal{M}$ enclosed by an interface/surface $\mathcal{W}$. This type of actions are of interest, for example, in the context of soap bubbles, fluid membranes and fluid droplets.

Consider actions for an interior spacetime region $B_{\text{int}}$ enclosed by a dynamical interface $\mathcal{W}$ separating another exterior region $B_{\text{ext}}$.\footnote{Note that this analysis is different than that considered in the context of boundary terms for variational principles in General Relativity. In that context, the induced metric $\gamma_{ab}$ on the boundary/interface is held fixed under Lagrangian variations (see e.g. [57]).} We write this general action as the sum of three contributions

$$S[\Phi_{\text{int}}(x), \Phi(\sigma), \Phi_{\text{ext}}(x)] = \int_{B_{\text{int}}} d^Dx L[\Phi_{\text{int}}(x)] + \int_{\mathcal{W}} d^D\sigma L[\Phi(\sigma)] + \int_{B_{\text{ext}}} d^Dx L[\Phi_{\text{ext}}(x)],$$

(2.66)

where the first contribution represents the enclosed internal region and the last contribution the exterior region. The collective set of surface fields $\Phi(\sigma)$ is the same as in (2.31), while for the interior and exterior regions we consider to be functions of the metric and the background Riemann tensor

$$\Phi_{\text{int}}(x) = \{g^{\text{int}}_{\mu \nu}(x), R^{\text{int}}_{\mu \nu \rho \lambda}(x)\}, \quad \Phi_{\text{ext}}(x) = \{g^{\text{ext}}_{\mu \nu}(x), R^{\text{ext}}_{\mu \nu \rho \lambda}(x)\}.$$  

(2.67)

Here $g^{\text{int}}_{\mu \nu}$ and $R^{\text{int}}_{\mu \nu \rho \lambda}$ denote the background metric and background Riemann tensor, respectively, in the enclosed region while $g^{\text{ext}}_{\mu \nu}$ and $R^{\text{ext}}_{\mu \nu \rho \lambda}$ denote the same quantities in the exterior one. From (2.66) it is clear that the stress tensor will have bulk and exterior components besides the surface components that we have dealt with in the previous section.
However, there can be an inflow of energy-momentum from the interior/exterior to the surface. In what follows, we will drop the labels $int/ext$ from the background fields for simplicity and work as if only the enclosed region in (2.66) was present. However, one can at any time easily restore the contribution from the exterior region by simply subtracting equivalent terms to all contributions arising from the interior of the enclosed region.

Focusing on the action for the enclosed region, we organise its variation according to

$$\delta_\xi S[\Phi_{int}(x), \Phi(\sigma)] = \frac{1}{2} \int_{B_{int}} d^Dx \sqrt{|g|} \left( T_{\text{int}}^{\mu\nu} \delta_\xi g_{\mu\nu} + L_\mu^{\nu\lambda\rho} \delta_\xi R_{\lambda\rho\mu\nu} \right) + \delta_\xi S[\Phi(\sigma)], \quad (2.68)$$

while the variation of the interface $\delta_\xi S[\Phi(\sigma)]$ is given by (2.40). Here, $T_{\text{int}}^{\mu\nu}$ encodes responses to variations of $g_{\mu\nu}$, as is the case of a simple volume term, while $L_\mu^{\nu\lambda\rho}$ encodes the response of changes in the background curvature. Formally, the variation (2.68) can be expressed as a single variation with respect to $\delta_\xi g_{\mu\nu}$ but we have chosen to denote by $T_{\text{int}}^{\mu\nu}$ the couplings to $g_{\mu\nu}$ that appear explicitly in the action (2.66). These structures are defined according to

$$T_{\text{int}}^{\mu\nu} = \frac{2}{\sqrt{|g|}} \delta_\xi L \delta_\xi g_{\mu\nu}, \quad L_\mu^{\nu\lambda\rho} = \frac{2}{\sqrt{|g|}} \delta_\xi L R_{\lambda\rho\mu\nu}. \quad (2.69)$$

The bulk curvature moment $L_\mu^{\nu\lambda\rho}$ inherits the symmetries of the Riemann tensor, similarly to the curvature moments introduced in the case of surfaces. The equations of motion that will follow from (2.68) include any type of theory built out from arbitrary contractions of the background Riemann tensor such as Lovelock gravity.

Using that for Lagrangian variations $\delta_\xi g_{\mu\nu} = 2\nabla_{(\mu} \xi_{\nu)}$, together with appendix A, the total variation of the action, including the surface part, can be organised as

$$\delta_\xi S[\Phi_{int}(x), \Phi(\sigma)] = \int_{B_{int}} d^Dx \sqrt{|g|} B^\mu \xi_\mu$$

$$+ \int_{W} d^p\sigma \sqrt{|\gamma|} \left( B^{\mu\nu\rho} \nabla_{(\nu} (\lambda \nabla_{\rho} \xi_\mu) + B^{\mu\nu} \nabla_{\nu} \xi_{\nu} + B^{\mu} \xi_\mu \right), \quad (2.70)$$

for which, besides the appearance of a new term in the first line, there is a new term in the surface variation proportional to $B^{\mu\nu\rho}$ when compared to (2.41).\footnote{This term did not appear in (2.41) simply because all the variations taken there automatically satisfied the constraint that arises from $B^{\mu\nu\rho}$.} All the terms above must vanish individually. From the bulk part we obtain the bulk equation of motion

$$\nabla_\mu \left( T_{\text{int}}^{\mu\nu} - 2\nabla_\lambda \nabla_\rho L^{\lambda\rho\nu} \right) \bigg|_{B_{int}} = 0, \quad (2.71)$$

which not surprisingly is simply the conservation of the bulk components of the spacetime stress tensor, as we will see in the next section. In turn, on the interface, we find the diffeomorphism constraint

$$2n_\sigma L^{\mu\sigma\rho\nu} \nabla_{(\nu} (\lambda \nabla_{\rho} \xi_\mu) \bigg|_{W} = 0, \quad (2.72)$$

which is always trivially satisfied since in this case $\nabla_{\mu\nu} = n_\mu n_\nu$ and $L^{\mu\sigma\rho\nu}$ is anti-symmetric in the indices $\sigma, \nu$. The non-trivial diffeomorphism constraint that arises from the second
term in the second line of (2.70) leads to the same two constraints (2.45) and (2.46). In particular we have that
\[ \gamma^\nu \perp_{\lambda \alpha} \Pi^\mu^\lambda + \nabla^\mu \gamma^\mu \sigma n_\alpha \delta_{n,1} = 0. \]  
(2.73)
We remind the reader that since the interface is codimension \( n = 1 \) then \( P^{\mu \nu} \) is absent and the constraint (2.44) is automatically satisfied. Finally, the equation of motion on the surface takes the form
\[ \nabla^\lambda \left( T^{\lambda \sigma} + \gamma^\lambda \perp_{\nu \sigma} \Pi^{\mu \sigma} - \Pi^{\nu \sigma} \right) - \gamma^\nu \nabla^\lambda T^{\mu \sigma} + \gamma^\lambda \mu \left( \hat{T}^{\mu \sigma} - \nabla^\rho \left( \gamma^\rho \sigma \hat{T}^{\alpha \sigma \mu} \right) \right) \]  
(2.74)
where we have set the spin current \( S^{\mu \nu \rho} = 0 \) since it vanishes for codimension \( n = 1 \). We have also defined
\[ \hat{T}^{\mu \nu} = 2 n_\lambda \nabla \rho L^{\lambda \rho (\mu \nu)} - 2 \nabla^\lambda \left( \gamma^\lambda \rho \n_\sigma L^{(\mu \rho \sigma \nu)} \right), \quad \hat{T}^{\mu \rho \sigma} = 2 n_\sigma L^{(\mu \rho \sigma \nu)} \perp_{\lambda \rho}. \]  
(2.75)
These definitions were introduced due to their frame-invariant properties, as explained in appendix B. The last term in (2.74) is the usual contribution that takes into account the effect of the bulk pressure in the Young-Laplace law. If the bulk action is only composed of the volume term \( \sqrt{|g|} P \) for constant \( P \), then the normal projection of the last term in (2.74) yields the bulk pressure \( P \). The last contribution in the first line and the third term in the second line in (2.74) take into account the inflow of energy-momentum from the bulk to the interface.

3 Spacetime stress tensor

The variational principle cast in (2.40) in terms of Lagrangian variations is in essence a variational principle in terms of variations of the underlying background metric. In particular, the tensorial objects defined in (2.35)–(2.39) are nothing but a convenient packaging with a clear physical meaning from the point of view of the embedded surface, thus aiding in the presentation of the resultant dynamics. In this section we relate explicitly these tensorial objects to the stress tensor obtained from the variation of the surface action with respect to the background metric \( g_{\mu \nu} \). The construction of the spacetime stress tensor allows to define conserved currents and charges associated with a given surface.

3.1 Spacetime stress tensor for surfaces

One can recast the action (2.32) as an integral over the whole manifold \( \mathcal{M} \) of a Lagrangian dependent only on \( \Phi(\sigma) = \{ g_{\mu \nu}(X), X^\mu(\sigma) \} \) with the help of the reparametrisation invariant delta function
\[ \hat{\delta}(x) = \frac{\sqrt{\nabla}}{\sqrt{|g|}} \delta^{(n)}(x^\alpha - X^\alpha), \]  
(3.1)
that is\(^{18}\)

\[ S[\Phi(\sigma)] = \int_M d^D x \delta(x) \mathcal{L} [g_{\mu\nu}(X), X^\mu(\sigma)] . \]  

(3.2)

With this reformulation, a Lagrangian variation where \(\delta_\xi X^\mu(\sigma) = 0\) takes the usual form

\[ \delta_\xi S[\Phi(\sigma)] = \frac{1}{2} \int_M d^D x \sqrt{|g|} \left( T_{\mu\nu} \delta_\xi g_{\mu\nu} \right), \quad T_{\mu\nu} = \frac{2}{\sqrt{|g|}} \delta S / \delta g_{\mu\nu}, \]  

(3.3)

which upon using that \(\delta_\xi g_{\mu\nu} = 2\nabla_{(\mu} \xi_{\nu)}\) leads to the equations of motion

\[ \nabla_\mu T_{\mu\nu} = 0, \quad T_{\mu\nu} \eta_{\mu\nu} \partial_\lambda = 0 , \]  

(3.4)

where we have introduced the unit-normalised normal co-vector \(\eta_\mu\) to the spacetime boundary. We assume that this boundary condition is satisfied or that the spacetime has no boundaries. The simplicity of the reformulation of the dynamics (3.4) in terms of the conservation of a spacetime stress tensor is traded by the necessity of dealing with the singular character of the stress tensor, which is now formulated as a multipole expansion in derivatives of \(\delta(x)\). For the case of the actions that we are dealing with in eq. (2.32), where couplings involve geometric tensors with at most two derivatives, the corresponding stress tensor will at most involve two derivatives of \(\delta(x)\). As such, it can be expressed as

\[ T_{\mu\nu} = T_{\mu\nu} \delta(x) - \nabla_\rho \left( T_{\mu\nu} \rho (x) \right) + \nabla_\lambda \nabla_\rho \left( T_{\mu\nu} \rho \lambda (x) \right), \]  

(3.5)

where the coefficients \(T_{\mu\nu}, T_{\mu\nu} \rho\) and \(T_{\mu\nu} \rho \lambda\) are only functions of the surface coordinates \(\sigma^a\).

As we shall see in section 5, the terms \(T_{\mu\nu}, T_{\mu\nu} \rho\) and \(T_{\mu\nu} \rho \lambda\) are also known as contact terms in the context of DCFTs. In essence, \(T_{\mu\nu} \rho\) and \(T_{\mu\nu} \rho \lambda\) represent the dipole and quadrupole of the stress tensor, respectively, besides the monopole source \(T_{\mu\nu}\).

The stress tensor (3.5) transforms as a tensor and, in its present form, do the components \(T_{\mu\nu}, T_{\mu\nu} \rho\) and \(T_{\mu\nu} \rho \lambda\). This can easily be show by evaluating the scalar functional

\[ T[f] = \int_M d^D x \sqrt{|g|} T_{\mu\nu} f_{\mu\nu} \]  

(3.6)

for an arbitrary tensor field \(f_{\mu\nu}(x^a)\) of compact support \([58]\). The invariance of the scalar functional dictates the transformation properties of each of the components of the stress tensor. An alternative basis for (3.5) is also common in the literature

\[ T_{\mu\nu} = \hat{T}_{\mu\nu} \delta(x) + \hat{T}_{\mu\nu} \nabla_\rho \delta(x) + \hat{T}_{\mu\nu} \rho \lambda \nabla_\lambda \nabla_\rho \delta(x), \]  

(3.7)

where the coefficients in (3.7) are related to those in (3.5) according to

\[ \hat{T}_{\mu\nu} = T_{\mu\nu} - \nabla_\rho T_{\mu\nu} \rho + \nabla_\lambda \nabla_\rho T_{\mu\nu} \rho \lambda, \quad \hat{T}_{\mu\nu} \rho = -T_{\mu\nu} \rho + 2\nabla_\lambda T_{\mu\nu} \rho \lambda, \quad \hat{T}_{\mu\nu} \rho \lambda = T_{\mu\nu} \rho \lambda . \]  

(3.8)

\(^{18}\)The form (3.2) implies that we have chosen to work in the static gauge \(x^1 = \sigma^1, \ldots, x^p = \sigma^p\). However, this is only for convenience and does not affect the analysis carried out here. In full generality one could rewrite (3.2) as

\[ S[\Phi(\sigma)] = \int_M \sqrt{|g|} d^D x \delta(x) \mathcal{L} [g_{\mu\nu}(X), X^\mu(\sigma)] \]  

where \(\mathcal{L} [g_{\mu\nu}(X), X^\mu(\sigma)] = \int_{x^1} d^p \sigma \delta(x_1) \mathcal{L} [g_{\mu\nu}(X), X^\mu(\sigma)] \) with \(\delta(x_1) = \sqrt{|g|} (x^1 - X^1)/\sqrt{|g|} \). We will explicitly write the stress tensor in this general form in (3.15) as derived from here.
The presence of non-trivial edges induces new contributions to the spacetime stress tensor. Since one has assumed that each component is only a function of $\sigma^a$ and hence that $\partial_\nu T^{\mu\nu\rho} = 0$, the derivatives in (3.8) lack their covariant properties. For some practical purposes, as describing fluids living on surfaces or fluid droplets, one may wish to allow the components of stress to be also functions of $X^\mu$ as in [59] or to extend them to a foliation of such surfaces as in [11]. In the latter case, the components in both basis (3.5) and (3.7) transform covariantly. But since most applications do not require such extensions, we opt for the basis (3.5).

By using the variation formulae in appendix A, the stress tensor following from eq. (2.32) takes the form given in (3.5) with components\(^{19}\)

$$T^{\mu\nu} = T^{\mu\nu} + 2 \mathcal{P}_\rho \Perp^{\rho\mu \nu} + \mathcal{B}^{\mu\nu} - \left( \mathcal{V}_\lambda n^\lambda n^\mu n^\nu + 2 \mathcal{V}_\lambda \gamma(\mu n^\nu) \right) \delta_{\nu,1}, \quad T^{\mu\nu\rho} = 2 \mathcal{D}^{(\mu\nu)} - \mathcal{D}^{\mu\rho\nu} + 2 \mathcal{S}^{(\mu\nu)\rho},$$

(3.9)

It is clear from (3.9) that the structures $T^{\mu\nu}$, $\mathcal{P}_\rho$ and $\mathcal{B}^{\mu\nu}$ for $n > 1$ characterise the different components of the monopole part of the stress tensor, $\mathcal{D}^{\mu\rho\nu}$ and $\mathcal{S}^{\mu\rho\nu}$ characterise the dipole part and $Q^{\mu\nu\lambda\rho}$ characterises the quadrupole part. A posteriori, the equations in (3.9) justify the definitions of these quantities in the previous section. In the case $n = 1$ for which $\mathcal{P}_\rho = 0$, the terms involving $\mathcal{V}_\lambda$ contribute to both the mixed tangential-transverse components and to the fully transverse components.

Using the constraints (2.45)–(2.46) we can rewrite the stress tensor in terms of its independent components according to

$$T^{\mu\nu} = \left[ T^{\mu\nu} - 2 \mathcal{S}^{\alpha\beta(\mu \lambda)\nu} + 2 \gamma^{(\mu \lambda)} \Pi^{\rho\nu} + \mathcal{D}^{\alpha\beta(\mu \lambda)\nu} + \Perp^{(\mu \lambda)} \Pi^{\rho\nu} \right] \hat{\delta}(x)$$

$$- \nabla_\rho \left[ \left( 2 \mathcal{D}^{(\mu\nu)} - \mathcal{D}^{\mu\rho\nu} + 2 \mathcal{S}^{(\mu\nu)\rho} \right) \hat{\delta}(x) \right] - 4 \nabla_\lambda \nabla_\rho \left[ Q^{\lambda\rho(\mu\nu)} \hat{\delta}(x) \right].$$

(3.10)

It is worth noting that the constraints (2.45)–(2.46) were derived in [58] with $T^{\mu\nu\rho\lambda} = 0$ by integrating (3.4) over spacetime using an analog of a Gaussian pillbox, that is, considering the integral $\int_{\mathcal{M}} d^D x \sqrt{|g|} \nabla_\mu T^{\mu\nu} f_\nu$ for some arbitrary vector field $f_\mu(x^\nu)$ with compact support. Here we have generalised these constraints to the case where $T^{\mu\nu\rho\lambda}$ is non-trivial and furthermore shown that a Lagrangian variational principle captures all of them. By the same token, the equations of motion that follow from (3.4) must be equivalent to those obtained in (2.47). This has been shown to be the case in [10] when $T^{\mu\nu\rho\lambda} = 0$. It remains to be shown, for the purpose of completeness, that by considering $\int_{\mathcal{M}} d^D x \sqrt{|g|} \nabla_\mu T^{\mu\nu} f_\nu$ one obtains (3.4) with a non-trivial $T^{\mu\nu\rho\lambda}$. But this is not in doubt as consistency of (2.41) with (3.3) requires it.

### 3.1.1 Edge contributions

The presence of non-trivial edges induces new contributions to the spacetime stress tensor

$$T^{\mu\nu} = T_s^{\mu\nu} + T_e^{\mu\nu},$$

(3.11)

\(^{19}\)In writing $T^{\mu\nu\rho\lambda}$ we have assumed that $Q^{\lambda\rho\mu\nu}$ inherits all symmetries of the Riemann tensor while in the writing of the equations of motion we have only assumed the symmetry $Q^{\lambda\rho\mu\nu} = -Q^{\lambda\rho\nu\mu}$. If only the latter symmetry is assumed $T^{\mu\nu\rho\lambda}$ can be written as $T^{\mu\nu\rho\lambda} = 2 \left( Q^{(\mu\rho)(\lambda\nu)} + Q^{(\mu\rho)(\nu)} - Q^{\lambda\rho(\mu\nu)} \right)$. 

---

\((-25\text{--})\)
where $T_{g}^{\mu\nu}$ is the surface contribution evaluated in (3.10) and $T_{e}^{\mu\nu}$ is the contribution due to the non-zero edge action. This latter contribution has also an expansion in derivatives of a delta function as in (3.5) but with $\delta(x)$ replaced by

$$\hat{\delta}_{e}(x) = \frac{\sqrt{|h|}}{\sqrt{|g|}} \delta^{(n)}(x^{a} - \hat{X}^{a})$$  \hspace{1cm} (3.12)$$

such that the total stress tensor has the form

$$T^{\mu\nu} = T^{\mu\nu} \delta(x) - \nabla_{\rho} \left( T^{\mu\nu,\rho} \hat{\delta}(x) \right) + \nabla_{\rho} \nabla_{\sigma} \left( T^{\mu\nu,\rho,\sigma} \hat{\delta}(x) \right)$$

$$+ T^{\mu\nu} \delta_{e}(x) - \nabla_{\rho} \left( T^{\mu\nu,\rho} \delta_{e}(x) \right) + \nabla_{\rho} \nabla_{\sigma} \left( T^{\mu\nu,\rho,\sigma} \delta_{e}(x) \right)$$

\hspace{1cm} (3.13)

where $\tilde{T}^{\mu\nu}$, $\tilde{T}^{\mu\nu,\rho}$ and $\tilde{T}^{\mu\nu,\rho,\sigma}$ are the edge monopole, dipole and quadrupole sources of stress, respectively. For the specific action (2.59), the surface components were given in (3.9) while the edge components read

$$\tilde{T}^{\mu\nu} = \tilde{T}^{\mu\nu} + 2 \tilde{P}^{\lambda}_{\rho} \perp \gamma_{\lambda}^{\nu} + \tilde{E}^{\mu\nu} - \tilde{\gamma}_{\lambda} \tilde{n}_{\mu} D_{\lambda}^{\rho}(\mu \nu_{\rho}) - \tilde{\gamma}_{\lambda} P_{\lambda}^{\rho}(\mu \nu_{\rho}) - 2 \tilde{\gamma}_{\lambda} h_{\lambda}^{\rho}(\mu \nu_{\rho})$$

$$\tilde{T}^{\mu\nu,\rho} = 2 \tilde{D}^{\rho}(\mu \nu_{\rho}) - \tilde{D}^{\mu\nu,\rho} + 2 \tilde{S}^{\mu\nu,\rho}$$

$$\tilde{T}^{\mu\nu,\rho,\sigma} = - 4 \tilde{Q}_{\lambda}^{\rho}(\mu \nu_{\rho})$$

\hspace{1cm} (3.14)

The difference between the edge contribution and its surface counterpart is the appearance of the last three terms in $\tilde{T}^{\mu\nu}$.

### 3.1.2 Frame choices

The expression for the stress tensor given in eq. (3.5) contains redundant components, which in turn leads to many equivalent descriptions of the stress tensor for a given surface, and therefore to a symmetry.\(^{20}\) This redundancy is rooted in the fact that one may make the expression (3.5) manifestly covariant in the embedding functions $X^{\mu}$ by integrating over the p-surface directions\(^{21}\)

$$T^{\mu\nu} = \int_{W} d^{p} \sigma \left( T^{\mu\nu}(\delta(x)) - \nabla_{\rho} \left( T^{\mu\nu,\rho}(\delta(x)) \right) + \nabla_{\rho} \nabla_{\sigma} \left( T^{\mu\nu,\rho,\sigma}(\delta(x)) \right) \right)$$

\hspace{1cm} (3.15)

where now $\delta(x) = \delta^{(p)}(x^{a} - X^{a}) \hat{\delta}(x)$. By adding such integration, it is clear that the tangential components $T^{\mu\nu,\rho,\gamma_{\lambda}^{\rho}}$ and $T^{\mu\nu,\rho,\gamma_{\lambda}^{\sigma}}$ can be removed via an integration by parts with appropriate boundary conditions. In particular, the stress tensor (3.15) is invariant under two independent transformations, $\delta_{e_{1}}$ and $\delta_{e_{2}}$, acting according to

$$\delta_{e_{1}} \left( T^{\mu\nu,\lambda}_{\gamma_{\lambda}^{\rho}} \right) = \varepsilon^{\mu\nu,\rho}$$

$$\delta_{e_{2}} \left( T^{\mu\nu,\sigma}_{\gamma_{\sigma}^{\rho}} \right) = \varepsilon^{\mu\nu,\rho}$$

\hspace{1cm} (3.16)

\(^{20}\)Beyond the symmetry discussed here, in a perturbative setting there is a perturbative symmetry that supervenes on the invariance of the stress tensor under surface displacements $X^{\mu}(\sigma) \rightarrow X^{\mu}(\sigma) + \delta X^{\mu}(\sigma)$. However, since we are not concerned with a perturbative analysis here we let the avid reader see [10, 58, 59] for a discussion of this symmetry.

\(^{21}\)This form of the stress tensor can also be obtained directly from the action (3.2) as explained in footnote 18.
where the coefficients $\varepsilon^{\mu\nu\rho}$ and $\varepsilon^{\mu\nu\rho\lambda}$ are symmetric in their first two indices and tangential in their last index. These transformation properties indicate that not all components of the stress tensor are physical. Performing the transformations (3.16) without imposing the boundary conditions on $\varepsilon^{\mu\nu\rho}$ and $\varepsilon^{\mu\nu\rho\lambda}$ gives rise to different physics on the edges of the surface.

With little effort, it is possible to identify the frame-invariant components. The following two combinations are invariant under $\delta_{\varepsilon_1}$

$$\delta_{\varepsilon_1}\left(T^{\mu\nu} - \nabla_\rho\left(T^{\mu\nu\lambda\gamma_\rho}\right)\right) = 0, \quad \delta_{\varepsilon_1}\left(\perp_\rho T^{\mu\nu\lambda}\right) = 0,$$

(3.17)

while the following combinations are invariant under $\delta_{\varepsilon_2}$

$$\delta_{\varepsilon_2}\left(T^{\mu\nu\rho} - \nabla_\sigma\left(T^{\mu\nu\rho\lambda\gamma_\rho}\right)\right) = 0, \quad \delta_{\varepsilon_2}\left(\perp_\sigma T^{\mu\nu\rho\lambda}\right) = 0.$$

(3.18)

Ref. [58] had in fact identified a subset of (3.17) when $T^{\mu\nu\rho\lambda}$ vanishes. The presence of a non-zero $T^{\mu\nu\rho\lambda}$ implies that only the last combination in (3.18) is invariant under both symmetries by itself. Combining both transformations one arrives at the mutually independent invariant combinations

$$T^{\mu\nu} = T^{\mu\nu} - \nabla_\lambda\left(\gamma^{\lambda}_\rho\left(T^{\mu\nu\rho} + \nabla_\alpha\left(T^{\mu\nu\rho\sigma}\right)\right)\right),$$

$$T^{\mu\nu\rho} = \perp_\rho\left(T^{\mu\nu\rho} - \nabla_\sigma\left(T^{\mu\nu\rho\lambda}\right)\right),$$

$$T^{\mu\nu\rho\lambda} = \perp_\lambda T^{\mu\nu\rho\sigma},$$

(3.19)

The invariants (3.19) can be used as a means for comparison between stress tensors in different frames. It can be observed from (3.19) that there are three components in the first invariant $T^{\mu\nu}$, one purely tangential and the other two with at least one transverse index. The same holds for the invariant $T^{\mu\nu\rho}$, while $T^{\mu\nu\rho\lambda}$ has six independent components. General covariance imposes four relations among these. The remaining independent components can be chosen to be, in the frame explained below, $T^{\mu\nu}$, $D^{\mu\nu\rho}$, $S^{\mu\nu\rho}$ and $Q^{\mu\nu\rho\lambda}$.

In (3.10), we obtained the stress tensor that followed from (3.2) and by inspection it comes in a given frame, dictated by the coefficients $T^{\mu\nu\rho\gamma_\rho\sigma} = 2D^{\rho\mu\nu}$ and $T^{\mu\nu\rho\gamma_\sigma} = -4Q^{\sigma\rho\mu\nu\gamma_\sigma\lambda}$. The fact that the stress tensor is obtained in a given frame from the action (3.2) is not significant. While performing the variation (3.3), further integrations by parts could have been performed in order to remove the tangential components from $T^{\mu\nu\lambda}$ and $T^{\mu\nu\rho\sigma}$, at the expense of finding a non-zero inflow of stress from the surface to its edges. The natural frame (3.9) is defined as the frame with vanishing inflow of stress from the surface to its edges. As a consequence of this ambiguity, the constraints found in (2.45) and (2.46) are not frame-independent but only apply in the frame (3.9). In order to make them applicable to any given frame, one may first move to a frame where $T^{\mu\nu\lambda\gamma_\lambda\rho}$ and $T^{\mu\nu\rho\gamma_\sigma\lambda}$ vanish and then add arbitrary $\delta_{\varepsilon_1}$ and $\delta_{\varepsilon_2}$ transformations.

The stress tensor (3.13) is affected by the same frame choices. In particular, the edge contribution to (3.13) can be written in a different frame using the analogous transformations to (3.16).
### 3.2 Conserved currents and charges

With the covariant formulation presented here one can identify a set of conserved charges associated with symmetries of the background. The existence of an isometry implies the existence of a background Killing vector field $k^\mu(x^\alpha)$ that can be totally transverse. If $k^\mu$ is the Killing vector field associated with an isometry then the action (2.59) must be invariant under variations along those Killing directions. This fact can be used in order to obtain a set of conserved surface currents. Setting $\xi^\mu = \beta k^\mu$ for some constant $\beta$, the variation of the action (2.59) leads to

$$
\delta_k S[\Phi(\sigma), \Phi(\bar{\sigma})] = \beta \int d^p \sigma \left[ B^{\mu
u} \partial_\mu k_\nu + B^{\mu k}_\nu + \nabla_\lambda \left( T^{\lambda \sigma} k_\sigma + \Sigma^{\lambda \sigma} \nabla_\alpha k_\sigma \right) \right]
$$

$$
+ \beta \int d^{p-1} \sigma \sqrt{|h|} \left[ \tilde{B}^{\nu h}_e \partial_\nu \nabla_\lambda k_\rho + \left( \tilde{B}^{\nu}_e - \tilde{\nabla}_\lambda \left( \tilde{n}_\mu h^\lambda_\nu D^{\mu \nu \sigma} \right) \right) k_\nu + \tilde{\nabla}_\lambda \left( \tilde{T}^{\lambda \sigma} k_\sigma + \tilde{\Sigma}^{\lambda \sigma} \nabla_\alpha k_\sigma \right) \right],
$$

(3.20)

where we have defined the effective surface stress tensor $T^{\lambda \sigma}$ and the effective edge stress tensor $\tilde{T}^{\lambda \sigma}$ as

$$
T^{\lambda \sigma} = T^{\lambda \sigma} + P^{\mu \nu} \nabla_\mu \sigma - \gamma^{\lambda}_{\mu \nu} D^{\mu \nu} - S^{\mu \sigma} K^{\lambda \alpha} - \tilde{V}^{\lambda \sigma} \delta_{\lambda \alpha},
$$

$$
\tilde{T}^{\lambda \sigma} = \tilde{T}^{\lambda \sigma} + \tilde{P}^{\mu \nu} h^{\lambda \mu} - h^{\lambda}_{\mu \nu} D^{\mu \nu} - \tilde{S}^{\mu \sigma} K^{\lambda \alpha} + \tilde{\tilde{V}}^{\lambda \sigma} \delta_{\lambda \alpha},
$$

(3.21)

as well as the tensors $\Sigma^{\lambda \sigma \alpha}$ and $\tilde{\Sigma}^{\lambda \sigma \alpha}$ according to

$$
\Sigma^{\lambda \sigma \alpha} = D^{\lambda \sigma \alpha} + S^{\lambda \sigma \alpha}, \quad \tilde{\Sigma}^{\lambda \sigma \alpha} = \tilde{D}^{\lambda \sigma \alpha} + \tilde{S}^{\lambda \sigma \alpha},
$$

(3.22)

which parametrise the non-trivial modification to the surface and edge currents due to the presence of dipole terms in the stress tensor which couple to the background Riemann tensor. The effective surface stress tensor $T^{\lambda \sigma}$ is not symmetric, is tangential in its first index but has orthogonal components in its second index. The same holds for the effective edge stress tensor $\tilde{T}^{\lambda \sigma}$. The structures $\Sigma^{\lambda \sigma \alpha}$ and $\tilde{\Sigma}^{\lambda \sigma \alpha}$ are also tangential in their first index.

Referring to $T^{\lambda \sigma}$ and $\tilde{T}^{\lambda \sigma}$ as effective surface and edge stress tensors, respectively, is justified since the equations of motion (2.47) and (2.63) can be recast as stress conservation equations, such that

$$
\nabla_\lambda T^{\lambda \sigma} = \Sigma^{\mu \lambda \rho} R^{\sigma}_{\mu \lambda \rho} + 2 \tilde{Q}^{\mu \lambda \rho} \nabla_\nu P^{\sigma}_{\rho \mu \lambda},
$$

$$
\nabla_\lambda \tilde{T}^{\lambda \sigma} = \tilde{\Sigma}^{\mu \lambda \rho} R^{\sigma}_{\mu \lambda \rho} + 2 \tilde{\tilde{Q}}^{\mu \lambda \rho} \nabla_\nu P^{\sigma}_{\rho \mu \lambda} + \tilde{\tilde{n}}_\lambda T^{\lambda \sigma},
$$

(3.23)

On-shell, when the equations of motion (3.23) are satisfied, we have that

$$
B^{\mu \nu \partial_\mu} = 0, \quad B^\mu = 0, \quad \tilde{B}^\mu_\nu [\sigma] = -\tilde{n}_\lambda h^\lambda_\nu D^{\mu \nu \sigma} - \tilde{n}_\lambda P^{\mu \rho \sigma} \lambda^{\rho \mu \nu},
$$

$$
\tilde{B}^\sigma_\nu = \tilde{n}_\lambda \left( \tilde{n}_\mu h^\lambda_\nu D^{\mu \nu \sigma} \right) - \tilde{n}_\lambda T^{\lambda \sigma},
$$

(3.24)

where we have used the Killing equation $\nabla_\mu (k^\mu) = 0$. Therefore, requiring the action to be invariant under such isometry, we find the surface and edge current conservation equations

$$
\nabla_\lambda T^\lambda_k = 0, \quad \nabla_\mu T^\mu_k - \tilde{n}_\lambda T^\lambda_k = 0,
$$

(3.25)
for the purely tangential surface current $t_k^\lambda$ and edge current $\tilde{t}_k^\lambda$ defined as
\begin{equation}
t_k^\lambda = T^ {\lambda \sigma} k_\sigma + \Sigma^ {\lambda \sigma \alpha} \nabla_\alpha k_\sigma, \quad  \tilde{t}_k^\lambda = \tilde{T}^{\lambda \sigma} k_\sigma + \tilde{\Sigma}^{\lambda \sigma \alpha} \nabla_\alpha k_\sigma.
\end{equation}

It is straightforward to see that eqs. (3.25) are satisfied for the currents (3.26). In order to do so, one must make use of the equations of motion (3.23), the constraints (2.44)–(2.46) and (2.62), the Killing equation and the fact that for a Killing vector field one has that $\nabla_\nu \nabla_\mu k_\rho = R^ {\rho \mu \nu \lambda} k_\lambda$. Having identified the set of conserved currents, one may define a set of conserved charges. Assuming the topology of the surface to be $\mathbb{R} \times B_{p-1}$ and that of the edge to be $\mathbb{R} \times \tilde{B}_{p-2}$, the conserved charge associated with a given Killing vector $k^\mu$ is
\begin{equation}
Q_k = \int_{B_{p-1}} d^{p-1} \sigma \sqrt{\gamma} t_k^\lambda \ell_\lambda + \int_{\tilde{B}_{p-2}} d^{p-2} \tilde{\sigma} \sqrt{\tilde{h}} \tilde{t}_k^\lambda \ell_\lambda,
\end{equation}
where $\ell_\lambda$ is a unit normalised timelike co-vector normal to $B_{p-1}$ and $\tilde{B}_{p-2}$.

### 3.2.1 Currents from the spacetime stress tensor

The spacetime stress tensor can be used in order to provide an alternative derivation of the currents (3.26). Given the spacetime stress tensor $T^{\mu \nu}$, whose components include the surface (3.9) and the edge contributions (3.13), one may straightforwardly construct a set of conserved currents $T^{\mu}_{(k)}$ given by
\begin{equation}
T^{\mu}_{(k)} = T^{\mu \nu} k_\nu,
\end{equation}
which obviously satisfy $\nabla_\nu T^{\mu}_{(k)} = 0$ due to the conservation equation (3.4) and the Killing equation. An appropriate integration of the currents (3.28) over a fixed time-slice yields a set of conserved charges, one for each $k^\mu$. However, in order to understand how the currents (3.28) can be written in terms of the different components of the stress tensor, i.e. as in (3.26), one needs to use a “Gaussian pillbox” to get rid of the delta functions. By explicit evaluation of the integral
\begin{equation}
\int_{\mathcal{M}} d^D x \sqrt{|g|} \nabla_\mu (T^{\mu \nu} k_\nu) f
\end{equation}
for some arbitrary function $f(x^\alpha)$ of compact support and using the specific form of the stress tensor (3.11), with components (3.9) and (3.13), as well as the constraints (2.44)–(2.46) and (2.62), one obtains the conservation equations (3.25) for the currents (3.26), as expected.

### 3.3 Spacetime stress tensor for interfaces

One may turn the action (2.66) into an action over spacetime using the Theta and Dirac delta functions, such that
\begin{equation}
S[\Phi_{\text{int}}(x), \Phi(\sigma), \Phi_{\text{ext}}(x)] = \int_{\mathcal{M}} d^D x \left( \mathcal{L}[\Phi_{\text{int}}(x)] \Theta(x) + \mathcal{L}[\Phi(\sigma)] \delta(x) + \mathcal{L}[\Phi_{\text{ext}}(x)] \Theta(-x) \right),
\end{equation}

\begin{eqnarray}
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where $\Theta(x) = \Pi_{\alpha} \Theta(x^{\alpha} - X^{\alpha}(\sigma))$ and similarly for $\Theta(-x)$ with the opposite sign. Using this form, under a Lagrangian variation one finds, as in (3.4), that the equations of motion are given by

$$\nabla_{\mu} T^{\mu\nu} = 0,$$

(3.31)

where the full spacetime stress tensor takes the form

$$T^{\mu\nu} = T^{\mu\nu}_{b} + T^{\mu\nu}_{s},$$

(3.32)

where $T^{\mu\nu}_{b}$ is the bulk contribution while $T^{\mu\nu}_{s}$ is the surface contribution. Taking into account the specific couplings (2.68), the bulk stress tensor is given by

$$T^{\mu\nu}_{b} = T^{\mu\nu}_{b} \Theta(x), \quad T^{\mu\nu}_{b} = T^{\mu\nu}_{\text{int}} - 2\nabla_{\lambda} \nabla_{\rho} L^{\lambda\rho(\mu\nu)}. \quad (3.33)$$

Using the form (3.33) into (3.31), one obtains two sets of equations

$$\left(\nabla_{\mu} T^{\mu\nu}_{b}\right) \Theta(x) = 0, \quad \nabla_{\mu} T^{\mu\nu}_{s} = T^{\mu\nu}_{b} n_{\mu} \hat{\delta}(x),$$

(3.34)

where we have used that $\nabla_{\mu} \Theta(x) = -n_{\mu} \hat{\delta}(x)$. The first equation in (3.34) gives rise to (2.71) while the second equation gives rise to the diffeomorphism constraints and (2.74).

The surface spacetime stress tensor now takes the form

$$T^{\mu\nu}_{s} = \left[ T^{\mu\nu} + B^{\mu\nu} - \left( \nabla_{\lambda} n^{\lambda} n^{\mu} n^{\nu} + 2\nabla_{\lambda} \gamma^{(\mu}(n^{\nu)} + 2n_{\lambda} \nabla_{\rho} L^{\lambda\rho(\mu\nu)} \right) \right] \hat{\delta}(x)$$

$$- \nabla_{\rho} \left[ \left( 2D^{\rho(\mu\nu)} - D^{\mu\rho} - 2n_{\lambda} L^{\lambda\rho(\mu\nu)} \right) \hat{\delta}(x) - 4\nabla_{\lambda} \nabla_{\rho} \left[ Q^{\lambda\rho(\mu\nu)} \hat{\delta}(x) \right] \right].$$

(3.35)

It can be observed that the bulk curvature moment $L^{\mu\nu\lambda\rho}$ yields an inflow of energy-momentum into the interface. Considering geometric bulk actions with derivatives of the Riemann tensor will also induce an inflow of surface curvature moments, beyond the inflow of monopole and dipole moments. If one takes the bulk action to be the Einstein-Hilbert action $\sqrt{|g|} R$ then there will not be any inflow of monopole energy-momentum to the interface but there will be a contribution to the dipole surface moment. This contribution is of the form $T^{\mu\nu\rho} = -2\gamma^{\mu\nu}(n^{\rho}) + 2(n^{\mu}\gamma^{\nu})^{\rho}$. The second term can be removed by a frame-choice, while the first contribution is twice that which arises from a surface action of the form $\int_{\Sigma} \sqrt{|\gamma|} d^{D} \sigma K^{\mu\nu} n_{\rho}$. The two dipole moments (the one arising from the Einstein-Hilbert action and the one arising from the mean extrinsic curvature), therefore, differ by frame-choices.

### 3.3.1 Conserved currents and charges

Analogously to the case of surfaces studied above, one may obtain a set of conserved currents associated with symmetries of the background by performing a diffeomorphism along a Killing direction such that $\xi^{\mu} = \beta k^{\mu}$ for a constant $\beta$, leading to

$$\delta_{k} S[\Phi_{\text{int}}(x), \Phi(\sigma)] = \beta \int_{B_{\text{int}}} d^{D} x \sqrt{|g|} \left( \dot{B}^{\mu} k_{\mu} + \nabla_{\mu} \left( T^{\mu\nu}_{b} k_{\nu} \right) \right)$$

$$+ \beta \int_{W} d^{D} \sigma \left[ B^{\mu\nu} \hat{\gamma}_{\mu} \nabla_{\rho} k_{\nu} + B^{\mu\nu} k_{\mu} + \nabla_{\lambda} \left( T^{\lambda\sigma} k_{\sigma} + \Sigma^{\lambda\sigma\alpha} \nabla_{\alpha} k_{\sigma} \right) \right].$$

(3.36)
When the bulk equations of motion are satisfied $\dot{B}_\mu = 0$ and hence for the bulk action to be invariant under the symmetry associated with $k^\mu$ we must have

$$\nabla_\mu \dot{t}_k^\mu = 0, \quad \text{for} \quad \dot{t}_k^\mu = T_{\nu}^{\mu\nu} k_\nu,$$

which indeed follows from the symmetry of the bulk stress tensor and the Killing equation. On the interface, in turn, when the equations of motion are satisfied we have $B^{\mu\nu} \perp \rho = 0$ and

$$B_\mu k_\nu = \left( \gamma_\lambda \mu \left( \hat{T}^{\mu\nu} - \nabla_\rho \left( \gamma_\rho \alpha \hat{T}^{\alpha\mu\nu} \right) \right) \right) k_\nu - \left( \hat{T}^{\mu\rho\alpha} + \frac{1}{2} \hat{T}^{\nu\rho\mu} \right) R^\sigma_{\alpha\rho\mu} k_\sigma - n_\lambda T_{\nu}^{\lambda\alpha} k_\sigma.$$

Therefore, for the interface action to be invariant under this symmetry, we identify the interface conservation equation and current

$$\nabla_\mu t_k^\mu = n_\mu \dot{t}_k^\mu, \quad \text{for} \quad t_k^\mu = \hat{T}^{\mu\nu} k_\nu + \Sigma^{\mu\sigma\alpha} \nabla_\alpha k_\sigma,$$

where, using the definitions of $\hat{T}^{\mu\nu}$ and $\Sigma^{\mu\sigma\alpha}$ in (3.21)–(3.22), we have introduced

$$\hat{T}^{\mu\nu} = \Sigma^{\mu\nu} + \gamma_\mu \lambda \left( \hat{T}^{\lambda\mu} - \nabla_\rho \left( \gamma_\rho \alpha \hat{T}^{\alpha\lambda\mu} \right) \right), \quad \Sigma^{\mu\sigma\alpha} = \Sigma^{\mu\sigma\alpha} + \gamma_\mu \nu \hat{T}^{\mu\sigma\alpha}.$$

One can check that the current conservation equation (3.39) is satisfied given the equations of motion (2.74). The corresponding conserved charges can be constructed as in (3.27) by appropriately integrating the currents

$$Q_k = \int_{B_{\text{int}}} d^{D-1} x \sqrt{|g|} \dot{t}_k^\lambda l_\lambda + \int_{B_{p-1}} d^{D-1} \sigma \sqrt{|\gamma|} \dot{t}_k^\lambda l_\lambda,$$

where we assumed that $B_{\text{int}} = \mathbb{R} \times B_{\text{int}}$ and $B_p = \mathbb{R} \times B_{p-1}$. Here, $l_\lambda$ is a unit normalised timelike co-vector normal to $B_{\text{int}}$ and $B_{p-1}$.

4 Two-derivative surface action with edges

In this section we employ classification methods analogous to those used in the context of hydrodynamics to constrain the main results of section 2 in a derivative expansion, up to second order in derivatives. To this end we first construct the most general surface geometric bulk action of $g_{\mu\nu}$ with at most two derivatives, including a quite general (but not exhaustive) edge contribution. Spacetime covariance implies that the diffeomorphism constraints (2.44)–(2.45), as well as the tangential projection (2.48), must be automatically satisfied off-shell for all shape configurations, as explained at the end of section 2.2.3. This implies that whenever a contribution is added to the action, it must be checked whether or not such contribution satisfies the tangential diffeomorphism constraints.

This construction has applications in many physical systems whose description includes embedded surface in a given spacetime. These include fluid membranes, entangling surfaces, spinning brane systems, membrane elasticity or effective theories of black holes.

---

22We note that we are not assuming this derivative expansion to be a perturbative expansion.
The restriction to a two-derivative action implies that the corresponding stress tensor should include at most two derivative terms, and hence must be of the form (3.13). To count the number of derivatives we use a bookkeeping parameter $\varepsilon$. The components of the stress tensor are at most of order $O(\varepsilon^2)$, and in particular, $T^{\mu\nu} \sim O(\varepsilon^2)$, $T^{\mu\nu\rho} \sim O(\varepsilon)$ and $T^{\mu\nu\lambda\rho} \sim O(1)$. In turn, due to (3.9), this implies that

$$
T^{\mu\nu} \sim P^{\mu\nu} \sim O(\varepsilon^2), \quad D^{\mu\nu\lambda} \sim S^{\mu\nu\lambda} \sim O(\varepsilon), \quad Q^{\mu\nu\lambda\rho} \sim O(1),
$$

and similarly for the edge components (3.14). However, since $P^{\mu\nu}$ and $B^{\mu\nu}$ are related to the dipole and quadrupole terms via eqs. (2.45) and (2.46), it is not necessary to be concerned with them here, as they will be determined by the remaining couplings.

It is convenient to split the action into the sum of parity-even $S_+$, parity-odd $S_-$ and edge $S_e$ contributions according to

$$
S[\Phi(\sigma), \Phi_e(\tilde{\sigma})] = S_+ [\Phi(\sigma), \Phi_e(\tilde{\sigma})] + S_- [\Phi(\sigma), \Phi_e(\tilde{\sigma})] + S_e [\Phi_e(\tilde{\sigma})],
$$

and first consider the parity-even sector, which does not depend on the dimension $p$ nor the codimension $n$ of the surface.

### 4.1 Parity-even sector

The procedure for identifying all the covariant two-derivative scalars consists on classifying the different independent contributions to the surface stress tensor $T^{\mu\nu}$, to the dipole terms $D^{\mu\nu\lambda}$ and $S^{\mu\nu\lambda}$ as well as to the curvature quadrupole moment $Q^{\mu\nu\lambda\rho}$, and similarly for the edge components.

**Surface stress tensor.** All terms in an action which involve contractions with the induced metric will contribute to $T^{\mu\nu}$. Here we are interested in the contributions which do not appear due to contractions with the other geometric tensors $K^{\mu\nu}, \omega^{\nu\rho}, R^{\mu\nu\lambda\rho}$ and $\omega^{\nu\rho}$.  i.e., contributions which are purely intrinsic. This implies that such contributions can only be composed of combinations of the induced metric $\gamma^{\mu\nu}$, the internal rotation tensor and its derivatives.

At order $O(1)$, the only possible contribution to $T^{\mu\nu}$ arises from the surface tension term

$$
\alpha \int_{\mathcal{W}} d^p \sigma \sqrt{|\gamma|},
$$

for some constant $\alpha$.

At first order in derivatives, as in General Relativity, there is no covariant scalar that can be constructed from the induced metric $\gamma^{\mu\nu}$ and internal rotation tensor $\rho^{\nu\rho}$, which should be understood as the intrinsic Christoffel connection. At second order, the only scalar is the induced Ricci scalar but that is included in the coupling to the intrinsic Riemann tensor.

**Bending moment.** Turning our attention to $D^{\mu\nu\rho}$, it is noticeable that the symmetries and index structure implies that at one derivative level one must have

$$
D^{\mu\nu\rho} = \gamma^{\mu\nu\lambda\sigma} K_{\lambda\rho}^{\sigma},
$$

(4.4)
where \( Y^{\mu\nu\lambda\sigma} \) is the Young modulus of the surface, first introduced in the context of perturbations of black branes [60], and has the symmetry \( Y^{(\mu\nu)(\lambda\sigma)} \), as a classical elasticity tensor. The above expression for the bending moment (4.4) takes the from of \textit{stress times strain}, where the extrinsic curvature \( K_{\lambda\rho} \) can be interpreted as strain.\(^{23}\)

From the bending moment (4.4), one concludes that \( Y^{(\mu\nu)(\lambda\sigma)} \sim O(1) \). Therefore, given the symmetries of \( Y^{\mu\nu\lambda\sigma} \), the most general form of the Young modulus is

\[
Y^{\mu\nu\lambda\sigma} = 2\lambda_1 \gamma^{\mu\nu} \gamma^{\lambda\sigma} + 2\lambda_2 \gamma^{\mu(\lambda} \gamma^{\sigma)\nu},
\]

for some constants \( \lambda_1, \lambda_2 \), which turns out to have the symmetry \( Y^{\mu\nu\lambda\sigma} = Y^{\lambda\sigma\mu\nu} \), as a classical elasticity tensor. It should also be noted that the form (4.4) immediately implies that the term \( D^{\mu[\sigma} K_{\mu\nu]} \) in (2.44) vanishes.

**Spin current.** Due to the symmetries of \( S^{\mu\nu\rho} \) and its index structure, one observes that the spin current must be of the general form

\[
S^{\mu\nu\rho} = S^{\mu\lambda} \omega_{\lambda}^{\nu\rho},
\]

for some spin tensor \( S^{\mu\lambda} \) of \( O(1) \). The only possible component of \( S^{\mu\lambda} \) would be, therefore

\[
S^{\mu\lambda} = \partial_0 \gamma^{\mu\lambda},
\]

but the constraints fix \( \partial_0 = 0 \). To see this notice the first term in (2.44) vanishes, as does also the third term in that equation, as we will see below. The spin current conservation equation becomes \( \perp^\sigma \perp^\rho \partial^\mu S^{\mu\lambda\rho} = 0 \). However, it is easy to see that a term of the form given in eq. (4.7) does not satisfy this condition for arbitrary \( \omega^{\nu\rho} \) and therefore must be discarded. This is an example of how diffeomorphism invariance along the surface leads to non-trivial constraints on the action.

**Surface curvature moment.** The intrinsic Riemann tensor is of \( O(\varepsilon^2) \), which in turn implies that \( \mathcal{I}^{\mu\nu\lambda\rho} \sim O(1) \). The only possible choice is therefore

\[
\mathcal{I}^{\mu\nu\lambda\rho} = \alpha_1 \gamma^{[\nu(\rho]} \gamma^{\lambda]} - \mathcal{R}^{\mu\nu\lambda\rho},
\]

where \( \alpha_1 \) is a constant. The contraction \( \mathcal{I}^{\mu\nu\lambda\rho} \mathcal{R}_{\mu\nu\lambda\rho} \) is proportional to the induced Ricci scalar \( \mathcal{R} \). Due to the Gauss-Codazzi equation (2.20), this term can be replaced by a linear combination of terms to the square of the extrinsic curvature and a term proportional to the background Riemann tensor. These two possibilities are equivalent, as it may be checked using the equations of motion and spacetime stress tensor obtained in appendix B. For practical reasons we keep this term explicitly.

\(^{23}\)In fact, when working with a foliation of surfaces, one has that \( 2n^\nu K_{\mu\rho} = -\gamma^\nu \gamma^\rho \mathcal{L}_\mu \gamma_{\lambda\sigma} \), which makes it clear that the extrinsic curvature is a measure of the change in distances on the surface along transverse directions [60].
**Background curvature moment.** Similarly to the surface curvature moment, since the background Riemann tensor is of $O(\varepsilon^2)$, the curvature moment $Q_{\mu\nu\lambda\rho}$ must be of order $O(\varepsilon)$. Hence, its most general form, given its symmetries, is

$$Q_{\mu\nu\lambda\rho} = \alpha_2 \gamma^{[\nu\mu} \gamma^{\rho]\lambda} + \alpha_3 \| [\nu\mu} \gamma^{\rho]\lambda] + \alpha_4 \| [\nu\mu} \| \rho]\lambda].$$

(4.9)

Since $\| [\nu\mu} \gamma^{\rho]\lambda] = 0$, this form of the background curvature moment satisfies the constraint in (2.44) for arbitrary constants $\alpha_2$, $\alpha_3$ and $\alpha_4$. Note also that the first term in (4.9) can be replaced by the term (4.8) when using the Gauss-Codazzi equation (2.20).

For presentation purposes, given (4.9) it is useful to define the three contractions

$$R_\parallel = \gamma^{\lambda}_{\mu} \gamma_{\rho\nu} R_{\mu\nu\lambda\rho}, \quad R_\perp = \| \lambda_{\mu} \gamma_{\rho\nu} R_{\mu\nu\lambda\rho}, \quad R = \perp \| \mu_{\nu} R_{\mu\nu\lambda\rho}. \quad (4.10)$$

4.1.1 Parity-even action at second order in derivatives

Taking these considerations into account, and the fact that there is no parity-even scalar built out of the outer curvature moment, we can now write down the most general parity-even two-derivative geometric action. This is given by

$$S_+ = \int d^Dx \sqrt{\gamma} \left( \alpha_1 K^\rho K_\rho + \alpha_2 K_{\mu\nu} K^{\mu\nu} + \alpha_3 R + \alpha_4 R_\parallel + \alpha_5 R_\perp \right),$$

(4.11)

and, as mentioned above, the term proportional to $\alpha_1$ is redundant. All the terms involved in this action were implicitly classified earlier, in particular in the literature of conformal anomalies of two-dimensional submanifolds (see e.g. [61]). The shape equation that arises from this action was considered recently in [48] and agrees with the general form of (2.49). All the terms in (4.11) may appear in entanglement entropy functionals [16, 17]. This concludes the parity-even sector of the surface action and hence we now turn to the parity-odd sector.

4.2 Parity-odd sector

In the parity-odd sector, the contributions to the action are either dependent on the dimension of the surface or on its codimension.

Codimension $n = 1$. In this case there is only one normal vector, $n^\rho$, to the surface. Since there is only one normal direction, the extrinsic twist potential vanishes and there are no couplings to the spin current. However, the bending moment may have an $O(1)$ term. That is, besides (4.4) one can have a contribution of the form

$$D^{\mu\nu\rho} = \lambda_0 \gamma^{\mu\nu} n^\rho \delta_{n,1},$$

(4.12)

which, in the context of General Relativity, leads to the known Gibbons-Hawking boundary term $n_\rho K^\rho$. This term is parity-odd, in the sense that, in the absence of any bulk (contrary to the case of General Relativity for which there is a preferred orientation of the normal vector) it is not invariant under reflection $n_\rho \rightarrow -n_\rho$.
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Dimension $p = 1$ and codimension $n = 2$. In the case of $p = 1$, there is only one tangent vector $\partial_1 X^\mu = u^\mu \sqrt{|\gamma_{11}|}$, which is interpreted as the unnormalised velocity of the point-particle in the relativistic case. Also, when $n = 2$, one may make use of the Levi-Civita tensor in the transverse space $\epsilon^\mu_\nu$ in order to obtain new contributions. In this case the spin current can have an $\mathcal{O}(1)$ and an $\mathcal{O}(\epsilon)$ contribution, such that

$$S^{\mu \nu \rho} = \partial_1 u^\mu \epsilon^\rho_\nu \delta_{p,1} \delta_{n,2} + \partial_2 u^\lambda \omega_\lambda u^\mu \epsilon^\rho_\nu \delta_{p,1} \delta_{n,2},$$

where we have made use of the definition of the normal fundamental 1-form.

The first of these terms is the usual coupling due to the particle’s intrinsic spin and the second contribution is its square - a sub-leading spin-orbit effect. However, using the identity $\epsilon^\nu_\mu u^\mu_\nu = \epsilon^\nu_\nu$, it is easily verifiable that only the term with coefficient $\vartheta_1$ satisfies $\nabla_\lambda \nabla_\rho \epsilon^\mu_\nu \delta_{p,1} \delta_{n,2} = 0$. The second term can satisfy the conservation equation if we assume that the velocity $u^\mu$ is aligned with a surface Killing vector field. While this possibility is interesting, as it allows to describe embedded fluids \cite{10, 59} or fluids with surfaces \cite{11, 62}, assuming the existence of surface Killing vectors is beyond the scope of this paper.\footnote{If this assumption would be taken seriously, it would lead to many extra couplings besides the ones considered here. See \cite{10, 59} for examples.}

Therefore we set $\vartheta_2 = 0$.

Finally, we note that the equations of motion for a point-particle do not change if the codimension is increased. However, in order to write down such couplings, one must specialise to backgrounds with further rotation symmetries for which the rotation group is Abelian in a given transverse two-plane \cite{56}. Here, we are performing an analysis that holds for any background spacetime, irrespectively of its symmetries.

Dimension $p = 2$ and codimension $n = 2$. In this case, the spacetime Levi-Civita tensor $\epsilon^{\mu \nu \lambda \rho}$ can be used to build new scalars by contracting it with eq. (2.21). In particular, there are three apparent scalars

$$2\epsilon^\mu_\rho_\alpha K^\nu_\lambda K^\alpha_\mu \gamma, \quad \epsilon^{\alpha \sigma \kappa \tau} \gamma^{\mu \rho \gamma \lambda} \epsilon^{\nu \alpha \sigma \kappa \tau} \epsilon^{\rho \lambda \sigma \mu} R^{\mu \nu \lambda \rho}, \quad \Omega.$$  

(4.14)

It can be verified that the first two terms satisfy the constraints (2.44)–(2.46) individually, however, for arbitrary extrinsic curvature and background Riemann tensor they do not satisfy individually the tangentiality condition (2.48), only a linear combination does. Hence, only this combination provides a new contribution, as it will be proven in the next section.\footnote{This implies that we fully disagree with the counting of two independent parity-odd coefficients done in \cite{63} in the context of conformal anomalies for two-dimensional submanifolds, as only one coefficient is allowed by diffeomorphism invariance along the surface.} This is a non-trivial consequence of the diffeomorphism constraints and shows that the naive expectation that any appropriate contraction of surface tensors yields a covariant contribution, is not correct.\footnote{Since $\epsilon^{\lambda \mu \rho \alpha}$ is a pseudo-tensor, one might have expected that none of the terms in (4.14) would be covariant. However, the outer curvature scalar $\Omega$ is.}

Given (4.14), the bending moment and the background curvature moment will receive new contributions. In particular, the bending moment (4.4) admits the following generalisation

$$D^{\mu \nu \rho} = \gamma^{\mu \nu \lambda \rho} K_{\lambda \rho} \alpha K_{\lambda \sigma} \alpha,$$

(4.15)
where now the generalised Young modulus has the most general form

\[ Y_{\mu\nu\lambda\sigma\rho\alpha} = 2 \left( \lambda_1 \gamma^{\mu\nu} + \lambda_2 \gamma^{(\lambda} \gamma^{\sigma)} + 4 \lambda_3 \gamma^{(\lambda} \gamma^{\nu)} (\gamma^{(\rho | \tau | \mu)}}_{\beta} \gamma^{\beta} \beta \lambda \gamma^{\rho \alpha} \right) \downarrow + 4 \lambda_3 \gamma^{(\lambda} \gamma^{\nu)} (\gamma^{\rho | \tau | \mu)}}_{\beta} \gamma^{\beta} \beta \lambda \gamma^{\rho \alpha} \right) \downarrow \rho \alpha \delta_{p,2} \delta_{n,2}. \] (4.16)

The coefficient \( \lambda_3 \) is a new purely geometric parity-odd contribution to the Young modulus of thin elastic surfaces.

This generalised version still has the symmetry \( Y_{\mu\nu\lambda\sigma\rho\alpha} = Y_{(\mu\nu)(\lambda\sigma)} \) but no longer the symmetry \( Y_{\mu\nu\lambda\sigma\rho\alpha} = Y_{\lambda\sigma\mu\nu\rho\alpha} \) due to the parity-odd effects. It should not be surprising that the Young modulus must be generalised compared to its classical counterpart. What is surprising is that the usual classical definition (4.4), first introduced in the context of codimension \( n = 1 \) surfaces, is sufficient for capturing all parity-even effects for arbitrary codimension. In turn, the background curvature will now have the form

\[ Q_{\mu\nu\lambda\rho} = \alpha_2 \gamma^{(\mu | \nu \gamma^{\lambda)} + \alpha_3 \gamma^{(\mu | \nu \gamma^{\lambda)} + \alpha_4 \gamma^{(\mu | \nu \gamma^{\lambda)} + \alpha_5 \gamma^{(\mu | \nu \gamma^{\lambda)} \downarrow \lambda \gamma^{\beta} \beta \lambda \gamma^{\rho \alpha} \right) \downarrow \rho \alpha \delta_{p,2} \delta_{n,2}. \] (4.17)

The linear combination of the first two terms in (4.14) proportional to \( \lambda_3 \) is equivalent to the last term in \( \Omega \) due to the Ricci-Voss equation (2.21). However, similarly to the discussion above for the coefficient \( \alpha_1 \), we keep it explicitly for practical purposes. Therefore, the outer curvature moment can have one parity-odd contribution of the form

\[ H_{\mu\nu\lambda\rho} = \alpha_5 \epsilon^{\beta_1 \beta_2 \beta_3 | \beta_4 \gamma^{\mu \beta_1 \beta_2 \beta_3 \beta_4} \downarrow \gamma^{\nu \beta_2 \beta_3 \beta_4} \gamma^{\rho \alpha} \delta_{p,2} \delta_{n,2}. \] (4.18)

which leads to a contribution proportional to \( \Omega \). As explained in section 2.1, this term is topological. Therefore, it will not affect the surface dynamics, though it will certainly contribute to the on-shell value of the action as well as to the edge dynamics.

### 4.2.1 Parity-odd action at second order in derivatives

Given these considerations, we can write down the parity-odd sector of the two-derivative surface action

\[ S_{\text{\text{-par}}} = \int d^p \sigma \sqrt{\gamma} \left( \lambda_0 n_\rho K^\rho \delta_{n,1} + 2 \partial_1 u^\rho \omega_\rho \delta_{p,1} \delta_{n,2} + \left( \lambda_3 \left( 2 \epsilon^{\alpha \sigma \kappa \tau} \gamma_{\mu \alpha} \gamma^{\nu \beta} \gamma^{\rho \sigma} \gamma^{\lambda \kappa \tau} R^\rho \gamma^{\rho \alpha} \right) \delta_{p,2} \delta_{n,2} \right) + \alpha_5 \Omega \right), \] (4.19)

where we have defined \( R_- = \epsilon^{\alpha \sigma \kappa \tau} \gamma_{\mu \alpha} \gamma^{\nu \beta} \gamma^{\rho \sigma} \gamma^{\lambda \kappa \tau} R^\rho \gamma^{\rho \alpha} \). As mentioned earlier the contributions involving \( \lambda_3 \) and \( \alpha_5 \) are equivalent. All the terms present in (4.19) had been enumerated in [10] but the last two terms, in particular, had not been properly analysed. The second term and the last term also have a role to play in the context of entanglement entropy [64, 65].

### 4.3 Edge action

We now consider an example of a quite thorough, though not exhaustive, edge action up to two derivatives. As explained in section 2.1, there are other possible couplings between the edge and the surface geometry, which were not considered in (2.60). This supervenes on the existence of the unit normal vector to the surface boundary \( \tilde{n}_\rho \), which can be used
to introduce new contributions in the action. Nevertheless, without a full characterisation of all couplings, the possible couplings that appear are sufficient to exhibit the richness of the edge dynamics. We treat the parity-even and the parity-odd sectors of the edge action simultaneously.

**Edge stress tensor.** As in the case of the surface action, there is only one purely intrinsic independent contribution to the surface stress tensor. This is the edge tension term

\[ \chi \int_{\partial \mathcal{W}} d^{p-1} \sigma \sqrt{|h|}. \tag{4.20} \]

**Edge bending moment.** The bending moment exhibits quite a rich structure due to the existence of the normal vector \( \tilde{n}^\rho \) which represents a preferred direction. It is, in essence, a mixture of arbitrary codimension and codimension \( n = 1 \) contributions. The edge bending moment can be written in the same form as in (4.15) but with the additional contribution (4.12), that is

\[ \tilde{D}^\mu{}_{\lambda\sigma} = \tilde{Y}^\rho{}_{\lambda\sigma} K^\lambda{}_{\sigma} + \tilde{\lambda}_0 h^\mu{}_{\nu} \tilde{n}^\rho, \tag{4.21} \]

where the generalised Young modulus takes the form

\[ \tilde{Y}^\rho{}_{\lambda\sigma} = 2 \left( \tilde{\lambda}_1 h^\mu{}_{\nu} h^{\lambda\sigma} + \tilde{\lambda}_2 h^\mu{}_{(\lambda} h^{\sigma)\nu} \right) \epsilon^\rho{}_{\lambda\sigma} \delta_{p,3} \delta_{n,1} + 4 \tilde{\lambda}_3 h^\mu{}_{(\lambda} h^{\sigma)\nu} \tilde{\epsilon}^\rho{}_{\lambda\sigma} \delta_{p,3} \delta_{n,1}. \tag{4.22} \]

The existence of the preferred direction \( \tilde{n}^\rho \) appears to introduce further possible contributions to the Young modulus. However, it is easily seen that the first three terms above satisfy the condition \( \tilde{D}^\mu{}_{\lambda\sigma} = 0 \) but last two do not, except in the case for which the boundary is codimension \( n = 1 \) but we have excluded such possibility by only considering non-space-filling surfaces. Hence, we must set \( \tilde{\lambda}_4 = \tilde{\lambda}_5 = 0 \). Furthermore, the term \( \tilde{\lambda}_0 \) in (4.21) does not satisfy the condition \( \tilde{D}^\mu{}_{\lambda\sigma} K^\lambda{}_{\sigma} = 0 \). However, explicit evaluation of (2.44) leads to

\[ \tilde{D}^\mu{}_{\lambda\sigma} K^\lambda{}_{\sigma} = 0. \tag{4.23} \]

For this condition to be satisfied for arbitrary surface and edge extrinsic curvature one must set \( \tilde{\lambda}_0 = -2 \lambda_1 \) and \( \lambda_2 = -\lambda_1 \).\(^{29}\) The presence of the surface bending moment introduces extra terms that violate the edge spin conservation equation (2.62). Requiring consistency on the edges implies a constraint among the two surface response coefficients besides fixing

\(^{28}\)Note that this term proportional to \( \tilde{\lambda}_0 \), contrary to \( \lambda_0 \), is not parity-odd because the presence of the surface and the natural outward-pointing direction of \( \tilde{n}^\rho \) breaks the reflection symmetry \( \tilde{n}^\rho \to -\tilde{n}^\rho \).

\(^{29}\)Note that in the absence of non-trivial edges, the edge conditions (2.50) implied constraints on the extrinsic curvature and spin current at the edges, in particular, certain components must vanish. Here we are not requiring this though one could insist on such edge conditions. Instead, we allow for the surface extrinsic curvatures to be arbitrary at the edges and, by continuity, do not impose any restrictions on the edge components of the extrinsic curvature.
\( \tilde{\lambda}_0 \) in terms of a surface coefficient. This consistency condition implies that the surface cannot have arbitrary elastic response coefficients, in fact, the condition \( \lambda_2 = -\lambda_1 \) implies that the linear combination involving extrinsic curvatures in (4.11) must be proportional to the linear combination \( (\mathcal{R} - R_{||}) \) due to the Gauss-Codazzi equation (2.20). Furthermore, the presence of a term proportional to \( \mathcal{R} \) requires a non-vanishing edge coefficient \( \tilde{\lambda}_0 \) such that \( \tilde{\lambda}_0 = -2\lambda_1 \).\(^{30}\) This is the equivalent of the Gibbons-Hawking boundary term (with the appropriate coefficient) in General Relativity. In fact, if we keep the term proportional to \( \alpha_1 \) explicitly in (4.11) then one obtains that, using appendix B, \( \tilde{\lambda}_0 = -2\lambda_1 - 2\alpha_1 \).

**Edge spin current.** At the edge there is a similar contribution to the spin current, as for the surface, and an additional contribution, such that

\[
\tilde{S}^{\mu\nu\rho} = \tilde{\gamma}_1 \tilde{u}^{\mu \nu \rho} \delta_{\rho,2} \delta_{n,1} + \tilde{\gamma}_2 e^{\alpha \lambda \rho \mu} \tilde{u}_\alpha \tilde{n}_\lambda \tilde{n}^\rho \delta_{\rho,2} \delta_{n,2}.
\]

The first term satisfies (2.62) individually but the second term does not. However, explicit evaluation of (2.44) leads to

\[
P^\sigma_\lambda \chi_\rho \nabla_\mu \tilde{S}^{\mu \nu \rho} - \tilde{n}_\lambda \tilde{n}_\rho D^{\lambda \rho} [\sigma_\tilde{n}^\alpha] = 0 \Rightarrow 2(2\lambda_3 + \tilde{\gamma}_2) \tilde{n}_\mu \tilde{e}^\mu_\nu \rho K_{\rho \lambda} \tilde{n}^\lambda \tilde{n}^\sigma [\sigma_\tilde{n}^\alpha] = 0,
\]

which is satisfied if we set \( \tilde{\gamma}_2 = -2\lambda_3 \).\(^{31}\) This is expected since the term proportional to \( \Omega \) in (4.19) is a total derivative \( \nabla_\mu (e^\mu_\nu \omega_\nu) \) which leads to the edge contribution \( \tilde{n}_\mu e_\mu^\nu \omega_\nu \). This contribution is proportional to the contribution induced by the term \( \tilde{\gamma}_2 \). In fact, if we keep the term \( \alpha_5 \) explicitly in (4.19) we find, using appendix B, that \( \tilde{\gamma}_3 = -2\lambda_3 - 2\alpha_5 \).

In essence, this means that the topological term \( \Omega \) cannot be added to an action for a surface with non-trivial edges. This is yet another instance where it does not suffice to enumerate terms that can contribute to the action, as it is also necessary to check the constraints imposed by tangential diffeomorphism invariance. Furthermore, note that the term proportional to \( \tilde{\gamma}_1 \) in (4.19) satisfies the constraint \( \tilde{n}_\lambda P^\alpha_\mu \chi_\rho S^{\lambda \nu \rho} = 0 \) automatically.

**Edge background curvature moment.** The background curvature bending moment can have the following contributions

\[
\tilde{Q}^{\nu \lambda_\rho} = \tilde{\alpha}_2 h^\nu_\mu h^\rho_\lambda + \tilde{\alpha}_3 P^\nu_\mu h^\rho_\lambda + \tilde{\alpha}_4 P^{\nu_\mu} P^\rho_\lambda + \tilde{\lambda}_3 e^{\alpha \sigma \kappa \tau} h_\mu \sigma h^\lambda_\tau P^{\nu_\kappa} P^\rho_\sigma \delta_{\rho,3} \delta_{n,1} + \tilde{\alpha}_5 h^\nu_\mu \tilde{n}^\rho_\lambda + \tilde{\alpha}_6 P^{\nu_\mu} \tilde{n}^\rho_\lambda \tilde{n}^\sigma \tilde{n}^\kappa
\]

which are analogous to those in (4.17), except for the last two contributions. In particular, the parity-odd term has the same coefficient as the last parity-odd term in (4.22), as in the surface case since such is necessary for that linear combination to satisfy the tangential projection of (2.63). The last two terms do not satisfy (2.62) and hence we must set \( \tilde{\alpha}_5 = \tilde{\alpha}_6 = 0 \).

\(^{30}\)This can also be derived using the edge constraints involving \( I^{\nu \lambda_\rho} \) in appendix B. We note that if \( p = 2 \), then \( \mathcal{R} \) is topological and the necessary term \( \tilde{n}_\mu K^\nu = \tilde{n}_\mu e_\alpha^\mu \alpha_\nu /2 \) is equal to its boundary contribution (see (2.19)). This means that a term proportional to \( \mathcal{R} \) for \( p = 2 \) is not allowed by diffeomorphism invariance if the surface has edges.

\(^{31}\)Again, we are insisting on arbitrary surface spin current components on the edges. See footnote 29.
4.3.1 Edge action up to second order in derivatives

One may also consider the analogous contributions to the surface and outer curvature moments as in the surface case. However, since they can always be exchanged by linear combinations of the remaining terms, we have not consider them here. Given the above considerations, the total edge action reads

\[ S_c[\Phi_c(\tilde{\sigma})] = \frac{1}{\sqrt{h}} \left( \chi - 2(\lambda_1 + \alpha_1)\tilde{\n}^\rho K^\rho + \tilde{\lambda}_1 K^\rho K_\rho + \tilde{\lambda}_2 K_{\mu\nu} K^{\mu\nu} \rho + \tilde{\alpha}_2 \tilde{R} \| + \tilde{\alpha}_3 \tilde{R}_\perp \right) \]

where we must set \( \lambda_2 = -\lambda_1 \) in (4.11). The scalars \( \tilde{R} \|, \tilde{R}_\perp, \tilde{R}_\perp \) and \( \tilde{R}_- \) are defined analogously to (4.10) and below (4.19).

4.4 Constraints on the stress tensor

In this section we consider the constraints on the stress tensor that arise from requiring that the dynamics are determined by an action of the type (2.32).

We study the parity-even and parity-odd sectors of the action, including the edge contribution. The method employed is analogous to the classification methods, inspired by effective field theories, used in the context of hydrodynamics. In the present context, the results presented below yield the first example of constraining the stress tensor of entangling surfaces using a conservation equation. In particular, invariance of the action (2.32) under tangential diffeomorphisms implies that the constraints (2.44)–(2.45) and the tangential projection of the equation of motion (2.48) must be automatically satisfied. This implies that by classifying the tensor structures that can appear at the two-derivative level in the independent quantities \( T^{\mu\nu}, D^{\mu\nu\rho}, S^{\mu\nu\rho}, Q^{\mu\nu\lambda\rho} \) and imposing invariance under tangential diffeomorphisms must yield the stress tensor as derived directly from (4.11), (4.19) and (4.27). It is shown that this is indeed the case.

4.4.1 Constraints from the parity-even sector

We now classify the contributions to the surface stress tensor \( T^{\mu\nu} \), which must be purely tangential and symmetric in the two indices. The most general form at the two-derivative level is given by

\[
T^{\mu\nu} = \alpha\gamma^{\mu\nu} + \beta_1 \gamma^{\mu\nu} K_\rho K^\rho + 4\beta_2 K^{\mu\rho} K_\rho + \beta_3 \gamma^{\mu\nu} K_\alpha K^\alpha + 4\beta_4 K^{(\mu}_{\alpha p} K^{\nu)\alpha p} + 2\beta_5 \gamma^{\mu\nu} R_\| + 2\beta_6 \gamma^{\mu\nu} \gamma^{\rho\sigma} R_\|^{\rho\sigma} + \beta_7 \gamma^{\mu\nu} R_\perp + 2\beta_8 \gamma^{\mu\rho} \gamma^{\nu\sigma} R^{\|}_{\perp}^{\rho\sigma} + \beta_9 \gamma^{\mu\nu} R_\perp + \kappa_1 \gamma^{\mu\nu} \tilde{R} + 2\kappa_2 \tilde{R}^{\mu\nu} + \kappa_3 \gamma^{\mu\nu} \omega^\alpha_\rho \omega^\lambda_\alpha_{\rho} + 2\kappa_4 \omega^{\mu\nu} \lambda_{\rho} \omega_{\rho} \lambda_{\rho}. \tag{4.28}
\]

Note that we have added a term proportional to \( \tilde{R}^{\mu\nu} \) and another to \( \gamma^{\mu\nu} \tilde{R} \), but these could be replaced by linear combinations of the remaining terms using the Gauss-Codazzi equation (2.20). The reason for keeping them is just to demonstrate that one could also choose to work with \( \kappa_1 \) and \( \kappa_2 \) instead of the terms involving \( \beta_5 \) and \( \beta_6 \).
Given the general form of $\mathcal{T}^{\mu\nu}$, imposing the conservation equation (2.48), and using (4.4), (4.7) and (4.9), a lengthy calculation reveals

\begin{equation}
4(\beta_2 + \lambda_1)\gamma^\rho \nabla_\lambda \left( K^{\lambda\nu\rho} K_\rho \right) + 2(\beta_1 - \lambda_1)K^\rho \nabla^\lambda K_\rho + 2(\beta_3 - \lambda_2)K^{\mu\nu} \nabla^\rho K_{\mu\rho} \\
+ 4(\beta_4 + \lambda_2)\gamma^\sigma \nabla_\lambda \left( K^{\mu\lambda}_\rho K^\rho_{\mu\sigma} \right) + \gamma^{\lambda\nu\rho\sigma} \gamma^{\lambda\rho\sigma\nu} (\beta_5 - \lambda_2)\nabla_\lambda R_{\mu\nu\rho\sigma} + 2(\beta_6 + \alpha_2)\nabla_\sigma R \mu \nu \rho \lambda \\
+ 2(\beta_6 + \alpha_2)\gamma^\rho \nabla_\lambda \left( \gamma^{\mu\nu\rho} K^\rho R_{\mu\nu\rho} - K^{\mu\nu\rho} R_{\mu\nu\rho} \right) + 2(\beta_6 - \alpha_2)\gamma^{\mu\nu\rho} K^{\rho\sigma\alpha} R_{\mu\nu\rho} \\
+ \gamma^{\lambda\nu\rho\sigma} \gamma^{\lambda\rho\sigma\nu} (\beta_7 - \alpha_3)\nabla_\lambda R_{\mu\nu\rho\sigma} + 2(\beta_8 + \alpha_3)\nabla_\alpha R \mu \lambda \nu \rho \\
+ 2(\beta_8 + \alpha_3)\gamma^\rho \nabla_\lambda \left( \gamma^{\mu\nu\rho} K^\rho R_{\mu\nu\rho} + 2K^{\rho\mu\nu} R_{\mu\nu\rho} \right) + 2(\beta_7 + \beta_8)\gamma^{\mu\nu\rho} K^{\rho\sigma\alpha} R_{\mu\nu\rho} \\
+ (\beta_9 - \alpha_4)\left( \nabla_\mu \gamma^{\lambda\nu\rho\sigma} \nabla_\alpha R_{\mu\lambda\nu\rho} - 4\gamma^{\lambda\nu\rho\sigma} K^{\mu\nu\rho} R_{\mu\lambda\nu\rho} \right) + (\kappa_1 + \kappa_2) \nabla^\sigma K \\
+ 2(\kappa_3 - \vartheta_0)\omega^{\nu\rho\sigma\lambda} \nabla_\lambda \omega^{\lambda\nu\rho} + 2(\kappa_4 + \vartheta_0)\omega^{\nu\rho\sigma\lambda} \nabla_\lambda \omega^{\lambda\nu\rho} + 2\kappa_4 \omega^{\nu\rho\sigma\lambda} \nabla_\lambda \omega^{\lambda\nu\rho} = 0. \tag{4.29}
\end{equation}

Note that we have made use of the equation (B.12) to account for the terms appearing in $\mathcal{I}^{\mu\nu\rho}$, however, these yield vanishing contributions to (4.29). The conservation equation must be satisfied for arbitrary geometric tensors, and since each of these terms is independent\footnote{The term involving ($\kappa_1 + \kappa_2$) is not independent but we are treating it as so because one could have chosen to work with $\kappa_1, \kappa_2$ instead of $\beta_5, \beta_6$.} there is the unique solution

\begin{equation}
\beta_1 = \lambda_1, \quad \beta_2 = -\lambda_2, \quad \beta_3 = \lambda_2, \quad \beta_4 = -\lambda_2, \quad \beta_5 = \alpha_2, \quad \beta_6 = -\alpha_2, \\
\beta_7 = \alpha_3, \quad \beta_8 = -\alpha_3, \quad \beta_9 = \alpha_4, \quad \kappa_1 = -\kappa_2, \quad \kappa_3 = \kappa_4 = \vartheta_0 = 0, \tag{4.30}
\end{equation}

with the surface tension $\alpha$ being unconstrained. Indeed, one may check that once introducing this solution into the stress tensor (4.28) one gets precisely what is obtained by direct variation of (4.11). Note that the last term in (4.29) is precisely the conservation equation for the spin current (4.7) and forces $\kappa_3 = \kappa_4 = \vartheta_0 = 0$. As mentioned in the previous section, adding a term of the form (4.7) is not allowed as it violates the off-shell diffeomorphism constraint (2.44). Furthermore, note that the term appearing in $\mathcal{I}^{\mu\nu\rho}$ is unconstrained, but it will be related to $\kappa_1$ via the edge constraints. This analysis shows that, as in hydrodynamics, these methods can successfully constrain the stress tensor of (entangling) surfaces.

### 4.4.2 Constraints from the parity-odd sector

For the parity-odd sector we proceed in a similar manner. First of all, we note that the bending moment, spin current and background curvature moment have non-trivial contributions given by (4.12), (4.15), (4.13) and (4.17). For the present purposes, however, we will not assume that the coefficient $\lambda_3$ appearing in the parity-odd contribution to the Young modulus (4.15) is the same as the one appearing in the background curvature moment (4.17). Therefore, we replace the coefficient $\lambda_3$ appearing in the Young modulus by another coefficient $\theta_3$, though we will at the end derive that we must have $\lambda_3 = \theta_3$. In
this case, the most general surface stress tensor can be written as\footnote{We could have added terms to $\mathcal{T}^{\mu\nu}$ of the form $\gamma_1 \gamma^{\mu\nu} \epsilon_{\rho\sigma \alpha \beta} K^\lambda K^\rho K^\alpha K^\beta$, $\gamma_2 \gamma^{\mu\nu} R_{\alpha\beta}$, and $\gamma_3 \epsilon_{\rho\sigma \alpha \beta} K^\lambda K^\rho K^\alpha K^\beta$. However, ultimately, the conservation equation (4.28) requires $\gamma_1 = \gamma_2 = \gamma_3 = 0$ and therefore we have avoided making this explicit for clarity of presentation.}

$$\mathcal{T}^{\mu\nu} = (\beta_{10})^{\mu\nu} K^\rho n^\rho + 2 \beta_{11} K^{\mu\nu} n^\rho \delta_{n,1}$$

$$+ \left(2 \kappa_5 \gamma^{\mu\nu} u^\lambda \omega_\lambda + \kappa_6 \gamma^{\mu\nu} (u^\alpha \omega_\alpha)^2 + 2 \kappa_7 \gamma^{\mu \lambda \nabla^{\nu} \omega_\lambda}\right) \delta_{p,1} \delta_{n,2} \ (4.31)$$

$$+ \left(4 \beta_{13} \epsilon^{\lambda\rho\sigma\alpha} K^\lambda K^\rho K^\nu \sigma^\alpha + 2 \beta_{14} \gamma^{\alpha\sigma} \kappa_3^{\rho\sigma} \epsilon^{\mu \text{\(\rho\sigma\alpha\)\} \beta} R_{\alpha\beta} \right) \delta_{p,2} \delta_{n,2} \ .$$

A similarly lengthy calculation as in the parity-even case, using (4.12), (4.15), (4.13) and (4.17) leads to

$$(\beta_{10} - \lambda_0) \nabla^\gamma (K^\rho n^\rho) \delta_{n,1} + 2(\beta_{11} + \lambda_0) \gamma^\alpha \nabla_\alpha \left(K^{\lambda\alpha\rho} n^\rho\right) \delta_{n,1}$$

$$+ \left[2 \kappa_5 \nabla^\gamma (u^\mu \omega_\mu) + \kappa_6 \nabla^\gamma (u^\alpha \omega_\alpha)^2\right] \delta_{p,1} \delta_{n,2}$$

$$+ \kappa_7 \left(K^\alpha \nabla^\gamma \omega^\alpha + \nabla^\alpha \nabla^\gamma \omega^\alpha + K^{\alpha\beta\gamma} \omega^\alpha + \gamma^\alpha \nabla_\alpha \nabla_\gamma \omega^\alpha\right) \delta_{p,1} \delta_{n,2}$$

$$+ \left[(\beta_{14} - \lambda_3) \epsilon^{\kappa\beta\rho\gamma} \nabla_\rho R_{\alpha\beta\rho} + 4(\beta_{13} + \theta_3) \epsilon^{\kappa\beta\rho\gamma} \left(K^\lambda \nabla_\beta K^\rho \alpha_\rho + \gamma^\alpha K^\rho \alpha_\rho \nabla_\mu K^\mu \beta_\beta \right) \right.$$  

$$+ (4 \theta_3 - 2(\beta_{14} + \lambda_3)) \epsilon^{\kappa\beta\rho\gamma} \nabla_\rho R_{\alpha\beta\rho} + 2(\theta_3 - \lambda_3) \epsilon^{\kappa\beta\rho\gamma} \nabla_\rho K^\rho \beta_\rho \right.$$  

$$+ (\beta_{14} - \lambda_3) \gamma^\kappa \nabla_\kappa \left(\epsilon^{\kappa\beta\rho\gamma} \nabla_\beta R_{\alpha\beta\rho}\right) \right) \delta_{p,2} \delta_{n,2} = 0 \ , \ (4.32)$$

where we have made use of eq. (B.12) in order to deal with the parity-odd contribution to $\mathcal{H}^{\mu\nu\lambda\rho}$. However, this contribution drops out from the conservation equation and will only be related to the other coefficients via an edge analysis. Since all these terms are independent from each other, satisfying this equation implies that all terms must individually vanish, giving the unique solution

$$\beta_{10} = \lambda_0 \ , \ \beta_{11} = -\lambda_0 \ , \ \kappa_5 = \kappa_6 = \kappa_7 = 0 \ , \ (4.33)$$

$$\beta_{13} = -\theta_3 \ , \ \beta_{14} = \lambda_3 \ , \ \lambda_3 = \theta_3 \ .$$

Note that the terms in the spin current proportional to $\theta_1$, $\theta_2$ do not appear in (4.32) and so are unconstrained by the stress conservation equation. This is a consequence of the surface dimensionality $p = 1$. However, one must still impose the off-shell constraint (2.44) which leads to $\theta_2 = 0$, as in the previous section, and $\theta_1$ is unconstrained, as expected for a spinning point-particle. This shows that the conservation equation (4.28) is not sufficient in order to implement all diffeomorphism constraints. Furthermore, the result (4.33) provides a formal derivation of the fact that only the linear combination of the first two terms in (4.14) satisfies the requirements of tangential diffeomorphism invariance, as advertised in the previous section, since we must have $\lambda_3 = \theta_3$. Finally, we note that the solution (4.33) agrees with the surface stress tensor that is obtained by direct variation of (4.19).

### 4.4.3 Constraints from the edges

We now consider the constraints on the edge stress tensor. The edge stress tensor contains the analogous contributions to (4.28) and (4.31). The tangential projection of (2.63) leads
to the same constraints as (4.29) and (4.33). Here, we will therefore derive the constraints due to contributions that are a feature of the edge dynamics, considering the parity-even and parity-odd sectors simultaneously. We therefore consider the non-trivial contributions to the edge stress tensor
\[ \tilde{T}^{\mu\nu} = \tilde{\beta}_{15} h^{\mu\nu} \tilde{n}_\rho K_\rho + 2\tilde{\beta}_{16} K^{\mu\nu} \rho \tilde{n}_\rho + 2\tilde{\kappa}_{1} h^{\mu\nu} \epsilon^{\alpha\sigma} \lambda_\rho \tilde{u}_\alpha \tilde{n}_\sigma \tilde{n}_\kappa \varepsilon^{\lambda}\delta_{\rho,2} \delta_{\kappa,2}. \] (4.34)

We now use the stress tensors (4.31), (4.31), together with the surface bending moment (4.15), spin current (4.13) and the constraints (4.29), (4.33), as well as the edge bending moment (4.23) and spin current (4.24), and introduce it into (2.63). The tangential projection of (2.63) then yields
\[ (\tilde{\beta}_{15} - \tilde{\lambda}_0) \tilde{\n}^\sigma (\tilde{n}_\rho K^\rho) + 2(\tilde{\beta}_{16} + \tilde{\lambda}_0) h^\sigma \nu \tilde{\n}^\rho (K^\mu^\nu) + (\tilde{\lambda}_0 + 2\lambda_1 + 2\kappa) K^\rho \tilde{\n}^\sigma \tilde{n}_\rho \]
\[ + 2(\alpha_1 - \kappa_1)K^\rho \nu \tilde{\n}^\rho + 2(\kappa_1 - \alpha_1) \tilde{\n}^\rho K^\mu \nu h^\mu \nu R^\lambda \rho \mu \nu \]
\[ + 2(\lambda_1 + \lambda_2) h^\lambda \nu \tilde{n}_\rho \tilde{n}_\alpha K^\mu \nu K^\alpha \rho + 2\tilde{\kappa}_1 \tilde{\n}^\sigma \left( \epsilon^{\alpha\nu\tau} \lambda_\rho \tilde{n}_\nu \tilde{n}_\mu \tilde{n}_\mu \varepsilon^{\lambda}\delta_\rho,2 \delta_{\kappa,2} = 0, \right. \]
which leads to the constraints
\[ \tilde{\beta}_{15} = \tilde{\lambda}_0, \quad \tilde{\beta}_{16} = -\tilde{\lambda}_0, \quad \tilde{\lambda}_0 = -2\lambda_1 - 2\kappa_1, \quad \lambda_1 = -\lambda_2, \quad \tilde{\kappa}_1 = 0, \quad \kappa_1 = \alpha_1. \] (4.36)

Note that these constraints capture the correct conditions found in the previous section for the terms involving the parity-even sector of the bending moment. As advertised, the boundary analysis relates the surface quadrupole moment with the stress tensor coefficient \( \kappa_1 \) and the presence of \( \alpha_1 \) also requires a non-trivial \( \tilde{\lambda}_0 \). Note also that the terms involving \( \lambda_3, \vartheta_1, \vartheta_1, \vartheta_2 \) and \( \alpha_5 \) have dropped out from (4.35). The term proportional to \( \vartheta_1 \) is left unconstrained as in the surface case but in order to constraint the remaining terms we must impose the off-shell constraints
\[ \tilde{D}^{\mu\lambda\sigma} K^{\mu\lambda\sigma} - \tilde{n}_\lambda \tilde{n}_\mu \tilde{D}^{\lambda\mu\sigma} \tilde{n}_\sigma - \tilde{n}_\lambda P^\mu_\alpha P^\sigma_\mu S^\lambda\mu \]
\[ - 2P^\mu_\rho P^\sigma_\mu \tilde{n}_\rho \left( h^\mu \tilde{n}_\kappa \tilde{H}^{\lambda\kappa\tau\lambda} \right) - 2\tilde{n}_\lambda \tilde{D}^{\mu\sigma} \tilde{n}_\tau \tilde{H}^{\kappa\mu\sigma\tau} = 0, \] (4.37)
which leads to \( \tilde{\vartheta}_2 = -2\lambda_3 - 2\alpha_5 \) as in the previous section, where we have used appendix B. The form of (4.34) with the constraints (4.36) can be obtained directly from (4.27). The edge dynamics provide a very non-trivial example of the diffeomorphism constraints imposed by a well-defined variational principle.

### 4.5 Constraints from Weyl invariance

In this section we study the constrains imposed on actions of the form (2.40) and (2.60) if the action is required to be invariant under infinitesimal Weyl rescalings, i.e. under the metric rescaling
\[ \delta_\omega g_{\mu\nu} = 2\omega g_{\mu\nu}, \] (4.38)

\[ \text{We could have added other terms such as those proportional to } \gamma_1 \h^{\mu\nu}(K^\rho \tilde{n}_\rho) \text{ and } \gamma_2 h^{\mu\nu} K^{\alpha\beta} \rho \tilde{n}_\sigma K^{\alpha\beta} \rho \tilde{n}_\sigma \text{ but a similar analysis would ultimately set } \gamma_1 = \gamma_2 = 0 \text{ and therefore we have avoided presenting these for the sake of clarity of presentation.} \]
where $\omega(x)$ is an arbitrary real function. The transformation properties of the various geometric quantities is given in appendix A. The variation of the action still takes the form of (2.40) and (2.60) but with the variations being those associated with Weyl rescalings instead of Lagrangian variations. Under these variations the action varies according to

$$
\delta_\omega S = \int_{\mathcal{W}} d^p \sigma \sqrt{|\gamma|} \left[ (T^\mu_\mu + D^\mu_\rho K_{\mu\rho} + \Omega_{\mu\nu} \Pi^\nu_\rho) \omega + D^\mu_\rho \nabla_\rho \omega + 4 Q^\mu_{(\nu\lambda)\mu} \nabla_\nu \nabla_\lambda \omega \right]
$$

$$
\int_{\partial \mathcal{W}} d^{p-1} \tilde{\sigma} |h| \left[ (\tilde{T}^\mu_\mu + \tilde{D}^{\mu\rho} K_{\mu\rho} + P_{\mu\rho} \tilde{\Pi}^\rho_\mu) \omega + \tilde{D}_\mu \nabla_\frac{\rho}{\omega} + 4 \tilde{Q}^\mu_{(\nu\lambda)\mu} \nabla_\nu \nabla_\lambda \omega \right],
$$

(4.39)

where we have used the diffeomorphism constraints (2.44)–(2.46) and (2.62) and also ignored variations with respect to the intrinsic and outer curvatures, since they are not necessary. For the action to be invariant under Weyl rescalings each of the terms above must vanish independently, therefore a total of six conditions must be satisfied. We will first analyse the case of a two-derivative surface action without edges and then later consider the inclusion of the edges.

4.5.1 Weyl invariance for the edgeless surface

In the case of a surface without edges the first line in (4.39) leads to three independent conditions. The last term in (4.39) implies that

$$
Q^\mu_{(\nu\lambda)\mu} = -\frac{1}{2} \left( \alpha \frac{n}{2} \right) \gamma^\lambda - \frac{1}{2} \left( \alpha \frac{n}{2} \right) \right|^{\nu\mu} = 0
$$

$$
\Rightarrow \alpha = -\frac{n}{2(p-1)}, \quad \alpha = -\frac{n}{2(p-1)}
$$

(4.40)

where we have used (4.17). Note that the term $\lambda_3$ in (4.17) drops out from this equation. In turn, the second condition in (4.39) leads to

$$
D^\mu_\rho = 2(\lambda_1 p + \lambda_2) K^\rho + \lambda_0 \rho^\rho = 0
$$

$$
\Rightarrow \lambda_1 = -\frac{\lambda_2}{p}, \quad \lambda_0 = 0,
$$

(4.41)

for which we have used (4.12) and (4.15) and where again $\lambda_3$ in (4.15) does not play a role. Finally, the requirement that the first term in (4.39) vanishes, using (4.28) and (4.31), leads to

$$
\alpha p + (p-2) \left( \lambda_1 K^\rho K_\rho + \lambda_2 K_{\mu\rho} K_{\mu\rho} + \alpha_2 R_{\parallel} + \alpha_3 R_{\perp} + \alpha_4 R_{\perp} \right) = 0.
$$

(4.42)

This condition, together with (4.40) and (4.41) leads to $p = 2$ and $\alpha = 0$. These results imply that $\lambda_3$ (or equivalently $\alpha_3$) as well as $\lambda_1$ are free coefficients. Using the conformal tensors defined in section 2.1, the two-derivative Weyl-invariant surface action takes the form

$$
S[\Phi(\sigma) = \int_{\mathcal{W}} d^2 \sigma \sqrt{|\gamma|} \left( \lambda_2 C_{\mu\nu\rho} C^{\mu\nu\rho} + \frac{n(n+1)}{2} \alpha_4 W^{\mu\nu}_\mu \right) \delta_{p,2}
$$

$$
+ \int_{\partial \mathcal{W}} d^p \sigma \sqrt{|h|} \left[ \left( 2 \epsilon^{(\nu\lambda)\mu\rho} C_{\lambda\nu\rho} C_{\mu\nu} + \alpha_5 \Omega \right) \delta_{p,2} \delta_{n,2}
$$

$$
+ 2 \partial_1 \omega^{\mu\nu} \delta_{p,1} \delta_{n,2} \right],
$$

with $C_{\mu\nu\rho}$ the conformation tensor defined in eq. (2.26).
4.5.2 Edge contribution

If the surface has edges, the analysis changes considerably due to the non-trivial diffeomorphism constraints obtained in (2.62), which relate surface coefficients to edge coefficients. If the surface has dimensionality $p = 1$ then the only non-trivial contribution to the full Weyl-invariant action is the last term in (4.43), as the edge is point-like. For $p = 2$ there is a non-trivial contribution in (4.43) due to the extrinsic curvatures. As shown in section 4, diffeomorphism invariance at the edges requires $\lambda_1 = -\lambda_2$, which is incompatible with (4.41) for $p = 2$. Therefore we must set $\lambda_2 = 0$. Similarly, in the presence of edges, the contributions due to $\lambda_3$ (or $\alpha_5$) must be balanced by an equivalent edge term as $\lambda_3$ is topological. In other words, we must set $\lambda_3 = \alpha_5 = 0$. For a two-dimensional surface, the edges are one-dimensional lines and, analogously to the surface, the edge Weyl constraints in (4.39) do not impose any restrictions on $\tilde{\vartheta}_1$. In this case, the full Weyl-invariant action is given by

$$S[\Phi(\sigma), \Phi_e(\tilde{\sigma})] = \int_W d^2\sigma \sqrt{|\gamma|} \frac{n(n+1)}{2} \alpha_4 W_{\mu\nu}^{\mu\nu} + 2 \int_{\partial W} d^1\tilde{\sigma} \sqrt{|h|} \tilde{\vartheta}_1 \tilde{u}^{\mu} \tilde{x}_{\mu} \delta_{n,1}. \quad (4.44)$$

This is rather significantly different from the edgeless case. If the dimensionality of the surface is $p = 3$, then there is no contribution from the surface action, however, the last three edge conditions in (4.39) lead to the equivalent results as in the case of surface actions with $p = 2$. In particular, we have that $\chi = \tilde{\alpha}_2 = \tilde{\alpha}_3 = 0$ and the Weyl-invariant action is given by

$$S[\Phi_e(\tilde{\sigma})] = \int_{\partial W} d^2\tilde{\sigma} \sqrt{|h|} \left( \tilde{\lambda}_2 \left( K_{\mu\nu}^{\rho} K^{\mu\nu}_{\rho} - \frac{1}{2} K^\rho K_\rho \right) + \tilde{\alpha}_4 \tilde{R}_1 \right) + \tilde{\lambda}_3 \left( 2 \varepsilon^{\lambda\mu\rho\alpha} K^\lambda_{\nu\rho} K_{\mu\nu}^{\alpha} + \tilde{R}_- \right) \delta_{n,1}. \quad (4.45)$$

The first term above is the square of the edge conformation tensor (defined analogously to (2.26)) while the second term coincides with the trace of the pull-back of the Weyl tensor onto the edge. For $p \geq 4$ there are no non-trivial two-derivative Weyl-invariant contributions.

4.5.3 Weyl anomalies

The above results are pertinent in the context of Weyl anomalies for two-dimensional submanifolds. In particular, certain classes of CFTs with vacuum energy $W[g_{\mu\nu}, X^\mu]$ living on embedding surfaces have conformal anomalies, denoted by $A$, which are defined as

$$\delta_\omega W = \int d^D x \sqrt{|g|} A \omega. \quad (4.46)$$

Using the formulation of the action (3.2) in terms of the spacetime stress tensor (with $S$ replaced by $W$), a Weyl transformation simply yields\(^{35}\)

$$A = T^\mu_{s\mu} + T^\mu_{e\mu}. \quad (4.47)$$

\(^{35}\)Formally, the quantities $T^\mu_{s\mu}$ and $T^\mu_{e\mu}$ are one-point functions since they are obtained via the variation of the vacuum energy $W$ with respect to $g_{\mu\nu}$.
where the trace of the surface spacetime stress tensor is given by
\[
\mathbf{T}_s^{\mu\mu} = \left( T_\mu^{\mu} + D^{\mu\nu} K_{\mu\nu} + \frac{1}{\lambda^a} \Pi^{\lambda a} \right) \delta(x) + \nabla_\rho \left( D^{\mu\rho} \delta(x) \right) - 4 \nabla_\lambda \nabla_\rho \left( Q_\mu^{\mu(\lambda \rho)} \delta(x) \right),
\]
and similarly for the edge contribution. Anomalies can be classified into three different types [66]. In particular, type B anomalies are anomalies composed of local terms which are Weyl invariant. All the terms in (4.43) are locally Weyl invariant and hence are possible conformal anomalies for two-dimensional submanifolds. The first line corresponds to the Graham-Witten anomalies found in [67] but the term corresponding to \( \Omega \), which is present in \( D = 4 \), seems not to have received attention in the literature.

If the submanifold has edges and assuming diffeomorphism invariance, the usual anomaly proportional to the square of the conformal tensor must vanish and we are left with (4.44).

This includes a new possible edge anomaly in \( D = 3 \) which is type B. It is also worth noting that for \( p = 2 \) there is only one type A surface anomaly given by (see e.g. [61])
\[
\int_{\mathcal{W}} d^2 \sigma \sqrt{\gamma} R.
\]
(4.49)
However, as we have seen in section 4 (see footnote 30), in the presence of edges and assuming diffeomorphism invariance, this term must vanish. Therefore, there are no type A anomalies for submanifolds with boundaries. In turn, this implies that the weak c-theorem of [3] for CFTs coupled to defects simply does not apply if the defect has edges.

5 Actions for DCFTs and BCFTs

In previous sections we focused on the consequences of spacetime diffeomorphism invariance on embedded surfaces where the embedding map \( X^\mu(\sigma^a) \) was kept fixed. This gave rise to a rich set of equations of motion and constraints that such a surface must satisfy. In this last section of the paper we relax the requirement that the embedding map is kept fixed, and in particular we will consider the transformation properties
\[
\delta \xi g_{\mu\nu} = 2 \nabla_{(\mu} \xi_{\nu)}, \quad \delta X X^\mu = -\xi^\mu,
\]
i.e. the change in the local coordinates is compensated by the change on the embedding map such that the surface is unmoved.

This new set of variations, (5.1), is of special interest to particular cases of conformal field theories coupled to defects (surfaces) with edges (DCFTs) and boundary conformal field theories (BCFTs). When coupling defects to CFTs one wishes that the defect is consistently coupled regardless of its shape. In turn, this implies that there is no dynamics associated with a shape equation. Instead, the variational principle must render the shape equation trivial, which implies the simultaneously displacement of the embedding map under a diffeomorphism. This is precisely what eq. (5.1) ensures.

36 Here we are insisting that the diffeomorphism constraints are satisfied for arbitrary extrinsic curvature components of both surface and edge geometry instead of imposing ad-hoc boundary conditions on them. See footnote 29.
A further generalisation can be taken into account, by letting actions have more dynamics than those dictated by pure geometry, in particular with the existence of couplings to a scalar field and $q$-form gauge fields. These fields are not background fields to which the defect couples to, as when coupling probes to supergravity actions [49], such that the variation of the action with respect to them produces a source term in the equations of motion. Instead, the fields are dynamic and variation of the defect action with respect to these fields yields the corresponding equation of motion. We use the spacetime formulation of the variational principle to deal with these extra fields and identify new contributions to these Ward identities, which arise due to the spacetime formulation of the variational principle and were previously overlooked (see eqs. (5.22)).

Some of these results were considered in [4]. Here, we provide a different method and interpretation, using a spacetime formulation, and also include further degrees of generality, e.g. the Ward identities are derived for defects in curved space and include the existence of non-trivial defect edges, whose detailed analysis is given in appendix B.4.

5.1 Variational principle

Consider a quantum field theory living on a manifold $\mathcal{M}$ with boundary or defect $\mathcal{W}$ of dimensionality $p$. This quantum field theory is characterised by a vacuum energy functional of the form

$$W[g_{\mu\nu}, X^\mu] = \log \int [D\Psi] \exp (-S[g_{\mu\nu}, X^\mu, \Psi, \partial \Psi, \cdots]) ,$$

(5.2)

where $\Psi$ denotes a collection of fields, while $S$ denotes the action functional which can depend on the fields $\Psi$ and its derivatives. We require the action $S$ to be invariant under diffeomorphisms when all fields are allowed to vary accordingly, namely

$$S[g_{\mu\nu}, X^\mu, \partial \Psi, \cdots] = S[g_{\mu\nu} + \delta_\xi g_{\mu\nu}, X^\mu + \delta_\xi X^\mu, \Psi + \delta_\xi \Psi, \partial \Psi + \delta_\xi \partial \Psi, \cdots] ,$$

(5.3)

where the metric and embedding map have the transformation properties given by eq. (5.1).

The variation of the collection of fields $\Psi$ under diffeomorphisms is not necessary to be given since we assume that diffeomorphism invariance holds on-shell, i.e. when the equations of motion for the fields $\Psi$ are satisfied. The variation of $X^\mu$ is defined differently than in [4], in particular, it is defined as the total variation of $S$ with respect to $X^\mu$, instead of just being the variation restricted to a particular set of fields.

As in section 3, we can recast the action in terms of a spacetime action and define its total variation as the sum of a Lagrangian variation and a variation of the embedding map, such that

$$\delta W[g_{\mu\nu}, X^\mu] = \int_{\mathcal{M}} \sqrt{|g|} d^D x \left( \frac{1}{2} \langle T_{\mu\nu} \rangle \delta_\xi g_{\mu\nu} - \langle D_{\mu} \rangle \delta_\xi X^\mu \right) ,$$

(5.4)

where $\langle D_{\mu} \rangle$ is the one-point function referred to as the displacement operator, as it is the operator dual to an infinitesimal displacement of the surface and defined as

$$\langle D_{\mu} \rangle = -\frac{1}{\sqrt{|g|}} \frac{\delta W}{\delta X^\mu} .$$

(5.5)
Introducing the variations for background diffeomorphisms leads to the conservation equation

$$\nabla_\mu \langle T^{\mu\nu} \rangle = \langle D_\nu \rangle,$$  \hspace{1cm} (5.6)$$
where $$\langle T^{\mu\nu} \rangle$$ is the one-point function defined as in (3.3) but using the vacuum energy, i.e. by trading $$S \to W$$. It takes the general form

$$\langle T^{\mu\nu} \rangle = \langle T^{\mu\nu}_b \rangle + \langle T^{\mu\nu}_s \rangle + \langle T^{\mu\nu}_e \rangle,$$  \hspace{1cm} (5.7)$$
with $$T^{\mu\nu}_b = T^{\mu\nu}_b$$ for DCFTs and $$T^{\mu\nu}_b = T^{\mu\nu}_b \Theta(x)$$ for BCFTs and the remaining two contributions being the surface and edge contributions respectively, which for the case of BCFT’s may contain additional contributions due to an inflow of energy-momentum from the bulk part of the action as in (3.35).

It is clear from (5.6) that the displacement operator has the role of a force term in the stress tensor conservation equation. Its role is to force or to displace the surface in such a way that the orthogonal components of (5.6) are trivially satisfied. The displacement operator has an expansion analogous to the stress tensor, that is

$$\langle D^\mu \rangle = \langle D^\mu_s \rangle + \langle D^\mu_e \rangle,$$  \hspace{1cm} (5.8)$$
where both the surface and edge contributions to the displacement operator can be written as\(^{37}\)

$$D^\mu_s = D^\mu\hat{\delta}(x), \quad D^\mu_e = D^\mu\hat{\delta}_e(x).$$  \hspace{1cm} (5.9)$$
This definition agrees with the definition of displacement operator introduced in [2, 3] and it accounts for the full displacement of the surface as it appears in the conservation equation (5.6).\(^{38}\) We will determine the Ward identities for CFTs with vacuum energy (5.2) and in the process uncover the stress tensor and the displacement operator.

### 5.2 Ward identities for DCFTs and BCFTs

In order to obtain the Ward identities, consider a set of bulk operators $$O_i$$ and define the collection $$\chi$$ of bulk operators as

$$\chi = O_1(x_1, z_1) \cdots O_n(x_n, z_n).$$  \hspace{1cm} (5.10)$$
It follows from (5.6) that for any correlation function the Ward identity for diffeomorphism invariance can be written as

$$\delta \xi \langle \chi \rangle + \int_{\mathcal{M}} \sqrt{|g|} d^D x \left( \langle -\nabla_\mu T^{\mu\nu} \chi \rangle + \langle D_\nu \chi \rangle \right) \xi_\nu = 0.$$  \hspace{1cm} (5.11)$$
\(^{37}\)One could expect that the displacement operator, analogously to the stress tensor, would have an expansion in terms of derivatives of $$\hat{\delta}(x)$$. This is however not the case. Derivatives of the embedding map appearing in all geometric structures are tangential since orthogonal derivatives are not well-defined. Therefore, any variation of the embedding map will at most involve tangential derivatives. These tangential derivatives can be integrated out, as for the case of the stress tensor, by making a frame choice. It turns out that the frame choice that yields the same equations of motion and boundary conditions as for the stress tensor is the one for which all tangential derivatives of the variation are integrated out.

\(^{38}\)In full generality, the surface and edge displacement operators (5.9) should be defined as integrals over the surface and edges, respectively, as for the spacetime stress tensor (see footnote 18).
Hence, in the absence of external operators or when the correlator is invariant under the symmetry, one must have
\[
\langle \nabla_\mu T^{\mu\nu} \chi \rangle = \langle D^\nu \chi \rangle .
\] (5.12)
While (5.12) does capture all constraints from diffeomorphism invariance, we require that the defect action, including its edges, is invariant under tangential diffeomorphisms that do not displace the surface. From (5.12), this implies the stricter results\(^{39}\)
\[
\langle \gamma^\sigma_\mu \nabla_\mu T^{\mu\nu} \gamma^\lambda_\chi \rangle = 0, \quad \langle \gamma^\sigma_\mu D^\nu \chi \rangle = 0 .
\] (5.13)
The first condition above states that the invariance of the action under tangential diffeomorphism while the second condition states that the defect action must be reparametrisation invariant. As we will see below, for specific classes of DCFT actions, these two Ward identities will lead to different constraints. Finally, for a Weyl transformation in which \(\delta_\omega g_{\mu\nu} = 2 \omega g_{\mu\nu}\) and \(\delta_\omega X^\mu = 0\) one obtains the Ward identity
\[
\delta_\omega \langle \chi \rangle + \int_M \sqrt{|g|} d^D x \omega \langle T^\mu_\mu \chi \rangle = 0 .
\] (5.14)
Hence, in the absence of external operators, up to possible conformal anomalies, this leads to \(\langle T^\mu_\mu \chi \rangle = 0\). This concludes the general study of Ward identities which holds for any DCFT or BCFT. However, when written in this abstract manner, its usefulness is questionable. Below, we focus on a large class of DCFTs/BCFTs and write down the Ward identities in a more practical manner. We also give examples in which further local symmetries are imposed, leading to further Ward identities. The inclusion of edges in full generality is considered in appendix B.4.

### 5.3 Ward identities for a class of DCFT actions

We now consider a class of DCFT actions and write down their Ward identities. We focus on the case in which the defect couples to the different geometric tensors introduced in section 2 but we ignore couplings to curvature tensors for simplicity. As we have noted above, the vacuum energy is a functional of \(g_{\mu\nu}\) and \(X^\mu\) but the action can be a function of non-geometric fields. If the fields are background fields such as a scalar field \(\phi(x)\) or some vector field \(\phi^\mu(x)\) then the couplings to the geometric fields introduced in (2.40) are sufficient. However, if the fields are purely surface fields such as a vector field \(\phi^i(X)\) or \(\phi^a(X)\) that only have support on \(\mathcal{W}\), then one may define their respective push-forwards onto the background spacetime as \(\phi^i n^i_\mu\) or \(\phi^a e^a_\mu\). Hence their variations will need to include variations with respect to \(n^i_\mu\) and \(e^a_\mu\) which were not accounted for in (2.40).\(^{40}\)

\(^{39}\)The authors of [3] claim to have derived surface reparametrisation invariance in eq. (B3) of [3]. This however is not something that can be derived but something that must be imposed on abstract actions of the form (5.4). In particular, they seem to have forgotten the change in the argument in \(g_{\mu\nu}(X)\) in (B2) of [3]. If such had been taken into account, a linear combination of the two Ward identities in (5.13) would have been obtained.

\(^{40}\)This means that in practice, we need to work with both spacetime and surface indices though, as we shall see, we can always push-forward the required structures in order to have a purely spacetime description. In the gauge formulation of the variational principle, the problem is reversed and it would be necessary to introduce couplings to \(n^i_\mu\) and \(e^a_\mu\) in order to deal with background fields leading again to the necessity of dealing with both spacetime and surface indices.
Consider a general variation of a correlator such that\footnote{A subclass of this class of DCFTs was studied in [4] but using a gauge formulation of the variational principle and without considering the possibility of non-trivial edges.}
\[
\delta \langle \chi \rangle + \frac{1}{2} \int_M d^p x \sqrt{|g|} \langle T^{\mu \nu}_b \chi \rangle \delta g_{\mu \nu} \\
+ \int_W d^p \sqrt{\gamma} \left( \left( -\frac{1}{2} T_{\mu \nu} \delta \xi \gamma_{\mu \nu} - \mathbb{P} \delta \xi \perp_{\mu \nu} + \frac{1}{2} \mathbb{B}_{\mu \nu} \delta \xi \perp_{\mu \nu} + \mathbb{D}_{\mu \rho} \delta \xi K_{\mu \rho}^{\nu} + S_{\lambda \rho} \delta \xi \omega_{\mu \lambda \rho} + \mathbb{D}_{\mu} \delta X_{\mu} + \mathcal{V}_{\mu \nu} \delta n_{\mu \nu} + C_{\mu \nu} \delta e_{\mu \nu} \right) \chi \right) \\
+ \int_{\partial W} d^{p-1} \sqrt{\hat{h}} \left( \left( -\frac{1}{2} \tilde{T}_{\mu \nu} \delta \xi \hat{h}_{\mu \nu} - \tilde{\mathbb{P}}_{\mu \nu} \delta \xi \perp_{\mu \nu} + \frac{1}{2} \tilde{\mathbb{B}}_{\mu \nu} \delta \xi \perp_{\mu \nu} + \tilde{\mathbb{D}}_{\mu \rho} \delta \xi K_{\mu \rho}^{\nu} + \tilde{S}_{\lambda \rho} \delta \xi \tilde{\omega}_{\mu \lambda \rho} + \tilde{\mathbb{D}}_{\mu} \delta \tilde{X}_{\mu} + \tilde{\mathcal{V}}_{\mu \nu} \delta \tilde{n}_{\mu \nu} + \tilde{C}_{\mu \nu} \delta \tilde{e}_{\mu \nu} \right) \chi \right) = 0 ,
\] where we have defined the variations $\delta e_{\mu \nu} = e_{\mu} \delta e_{\nu a}$ and $\delta n_{\mu \nu} = n_{\mu} \delta n_{\nu i}$ and analogously for the edge variation. These are the required structures to deal with fields with support on $W$ and $\partial W$. We have also introduced the dual operators to these variations in the manner
\[
\mathcal{D}_{\mu} = \frac{1}{\sqrt{|\gamma|}} \left. \frac{\delta L_{\mu \nu}}{\delta X_{\mu} \gamma_{\nu \nu}} \right|_{\gamma \text{ fixed}} , \quad \mathcal{V}^{\mu \nu} = \frac{1}{\sqrt{|\gamma|}} n^{\mu}_{\nu} \frac{\delta L}{\delta n_{\nu i}} , \quad C_{\mu \nu} = \frac{1}{\sqrt{|\gamma|}} e^{\mu}_{a} \frac{\delta L}{\delta e_{\nu a}} ,
\] and similarly for the edge action. Here $\mathcal{V}^{\mu \nu}$ is transverse in its first index while $C_{\mu \nu}$ is tangential in its first index and similarly for the edge terms. These variations and their conjugate operators mark the difference between the analysis presented in this section and that of section 2. These three variations were introduced in order to deal with non-geometric fields such as gauge fields and scalar fields. In particular, $\mathcal{D}_{\mu}$ is defined as the variation of the action with respect to variations of the embedding map keeping the intrinsic and extrinsic geometry fixed. Therefore, it should not be confused with $D_{\mu}$, which takes into account variations of the geometric fields as well. Similarly, the variations with respect to $\delta e_{\mu \nu}$ and $\delta n_{\mu \nu}$ should be understood as couplings between the purely surface non-geometric fields and background non-geometric fields or the surface geometry, except in the case $p = 1$ for which the coupling to $e_{\mu \nu}$ is essentially a coupling to the point particle velocity $u^{\mu}$ or in the case of a BCFT where the coupling to $n_{\mu \nu}$ is essentially a coupling to the normal co-vector $n_{\mu}$. In these particular cases, their variations also include direct couplings between the geometric fields.

**Ward identity for tangential diffeomorphisms.** We now wish to express the Ward identities (5.13) for the class of DCFTs whose action varies according to (5.15). We begin by considering the first of the identities in (5.13) and perform a tangential Lagrangian variation that does not displace the mapping functions, i.e.
\[
\delta_{\xi} g_{\mu \nu} = 2\nabla_{(\mu} \xi_{\nu)} , \quad \delta_{\xi} X_{\mu} = 0 , \quad \xi_{\nu} = \gamma_{\mu} \xi^{\mu} .
\] Under this restricted variation, the variations associated with the operators $\mathcal{D}_{\mu}$ and $C_{\mu \nu}$ vanish, and similarly for the corresponding edge operators, however $\mathcal{V}^{\mu \nu}$ and $\tilde{\mathcal{V}}^{\mu \nu}$ do play
a role. Under the tangential diffeomorphism, one finds
\[
\delta \xi || (x) - \int_{M} \sqrt{|g|} d^{D}x \langle \nabla_{\mu} T_{\mu b}^{\nu} \rangle \xi || + \int_{\partial M} \sqrt{|h|} d^{p-1}\sigma \tilde{\eta}_{\mu} \left( \langle \tilde{B}^{\mu \nu} P_{\mu} \chi \rangle \nabla_{\lambda} \xi || + \langle \tilde{B}^{\mu \nu} \chi \rangle \xi || \right) = 0.
\] (5.18)

The quantities $B^{\mu \nu}, \tilde{B}^{\mu \nu}$ were introduced in section 2.2. However, now there is a
new contribution to $B^{\mu \nu}$ and $\tilde{\eta}_{\mu} \tilde{B}^{\mu \nu}$. In particular,
\[
\mathcal{P}^{\alpha} \sigma \perp \sigma \nu \gamma^{\mu} \alpha + B^{\mu \nu} - D^{\alpha \lambda \nu} K_{\alpha \lambda}^{\mu} + S^{\alpha \lambda \mu} K_{\alpha}^{\nu} - \perp_{\lambda}^{\nu} \perp_{\rho}^{\mu} \nabla_{\sigma} S^{\alpha \lambda \rho} - \perp (\mu \nu \gamma)_{\lambda}^{\lambda} = 0,
\] (5.19)
while $\tilde{\eta}_{\mu} \tilde{B}^{\mu \nu}$ is a linear combination of the three equations (2.62) with the analogous
addition of $\tilde{V}^{\mu \nu}$ as for $B^{\mu \nu}$. Contrary to section 2.2, in the presence of a defect one cannot
conclude that $B^{\mu \nu}, \tilde{B}^{\mu \nu}, \tilde{B}^{\mu \nu}$ must vanish independently. This is because on-shell the
divergence of the bulk stress tensor can be decomposed as
\[
\nabla_{\mu} T_{\mu b}^{\nu} = \mathcal{E}^{\nu} \hat{\delta}(x) - \nabla_{\mu} \left( \mathcal{E}^{\nu \perp \mu} \hat{\delta}(x) \right) + \mathcal{E}^{\nu \perp \mu} \hat{\delta}(x) - \nabla_{\mu} \left( \mathcal{E}^{\nu \perp \mu} \hat{\delta}(x) \right) + \cdots,
\] (5.20)
where the dots correspond to higher order terms that we are neglecting in this analysis.
Introducing this into (5.18), one finds, in the absence of correlators, the constraints
\[
B^{\mu \gamma} \gamma_{\mu} = \mathcal{E}^{\mu} \gamma_{\mu}, \quad \mathcal{E}^{\nu} \gamma^{\perp \lambda}_{\mu} = B^{\nu \perp \lambda}_{\mu}, \quad \tilde{\mathcal{E}}^{\mu} B^{\mu \nu}_{\lambda} = \tilde{\eta}_{\mu} \tilde{B}^{\mu \nu}, \quad \tilde{\mathcal{E}}^{\nu} B^{\nu \mu}_{\lambda} = \tilde{\eta}_{\mu} \tilde{B}^{\mu \nu}.
\] (5.21)

This implies that a priori, without knowing the specific on-shell value of (5.20), one cannot
determine the components of stress $\mathcal{P}^{\alpha} \sigma$ and $B^{\mu \nu}$. As we shall see, this is in contrast with the
case of BCFTs. However, one can write general constraints imposed by the Ward
identity. From the second condition in (5.21), we are led to three conditions
\[
D^{\mu \lambda} [\sigma K_{\mu}^{\nu}] + \perp_{\lambda}^{\sigma} \perp_{\rho}^{\mu} \nabla_{\mu} S^{\lambda \rho} = \mathcal{E}^{\mu \perp \nu}, \quad B^{\nu \lambda} - D^{\lambda \nu} [\sigma K_{\lambda}^{\nu}] - \perp_{\rho}^{\nu} \gamma^{\lambda \rho}_{\nu} = \mathcal{E}^{\nu \perp \nu}, \quad \mathcal{P}^{\alpha \nu} = S^{\mu \alpha \lambda} K_{\mu}^{\lambda} \gamma^{\alpha \nu},
\] (5.22)
which are modifications of (2.44)–(2.46) due to the presence of the bulk stress tensor.\footnote{We note that these constraints are altogether lacking in the analysis of [4].}

Finally, the first condition (5.21) yields
\[
\gamma^{\nu} \nabla_{\sigma} T_{\lambda}^{\lambda \sigma} - \gamma^{\nu} \Sigma^{\mu \lambda \rho} R^{\sigma}_{\mu \rho \lambda} = \mathcal{E}^{\mu} \gamma^{\nu},
\] (5.23)
where $T_{\lambda}^{\lambda \sigma}$ is a modification of the one introduced in (3.21), namely,
\[
T_{\lambda}^{\lambda \sigma} = T_{\lambda}^{\lambda \sigma} + P^{\mu} \perp_{\nu} \gamma^{\lambda}_{\mu} - \gamma^{\lambda}_{\nu} \Pi^{\mu} - \gamma^{\lambda}_{\nu} \nabla_{\mu} D^{\mu \nu} - S^{\sigma}_{\alpha} K_{\mu}^{\lambda \sigma} - \gamma^{\sigma \nu} \gamma^{\mu},
\] (5.24)
while $\Sigma^{\mu \lambda \rho}$ was defined in (3.21), and similarly for the two last edge conditions in (5.21)
as we shall see in appendix B.4.
Ward identity for tangential displacements of $X^\mu$. We now study the second Ward identity in (5.13) obtained by displacing the mapping functions according to

$$\delta_X X^\mu = -\xi^\mu \|. \quad (5.25)$$

This corresponds to a reparametrisation of the surface coordinates. Under this displacement, and contrary to the case of a BCFT, there is no contribution from the bulk action and bulk operators. Using the variation formulae of appendix A we find

$$\left\langle (D^\nu \gamma^\sigma \nu^\gamma + \gamma^\alpha \gamma^\alpha (S^\mu \nu^\nu + B^\mu \nu + N^\mu \nu - \mathcal{E}^\mu \nu - \mathcal{V}^\mu \nu) \Gamma^\mu_{\nu \alpha}) \chi \right\rangle + \left\langle (\nabla_\lambda (N^\lambda \nu^\nu - \mathcal{P}^\lambda \nu - \mathcal{C}^\lambda \nu) \right\rangle \gamma^\sigma \nu \chi \right\rangle$$

$$= \left\langle (\gamma^\sigma \nu^\nu \nabla_\lambda \left( T^{\nu \lambda \rho} - \mathcal{E}^\mu \rho \gamma^\lambda \mu \nabla^{\mu \nu \lambda} - \gamma^\lambda \mu \nabla^{\mu \nu \lambda} - \gamma^\sigma \nu^\nu \nabla^{\mu \nu \lambda} R^{\nu \mu \lambda}) \chi \right) \right\rangle$$

where we have used the last condition in (5.22) and, for convenience, defined

$$N^\mu \nu = T^\mu \nu - \frac{\mathcal{E}^\mu \nu}{\sqrt{|\gamma|}} \gamma^\mu \nu + 2D^{\lambda \mu} \rho K_{\nu \lambda \rho} + S^{\mu \lambda \rho} \mu \rho \lambda, \quad \mathcal{P}^\mu \nu = \mathcal{P}^\mu \nu + S^{\alpha \lambda \rho} K_{\alpha \mu \lambda},$$

$$B^{\lambda \rho} = \left( B^{\lambda \rho} - D^{\mu \nu (\lambda \rho \lambda \rho)} \right), \quad S^{\alpha \beta} = \left( D^{\mu \nu (\lambda \rho \lambda \rho)} + \nabla_\mu S^{\mu \nu \lambda \rho} + \gamma^{(\lambda \rho \lambda \rho)} \right) \mu \alpha \lambda \beta \rho .$$

The l.h.s. of eq. (5.26) is not manifestly covariant though its combination must be as the r.h.s. is. This is a feature of working with variations of the embedding map.

In the absence of couplings to non-geometric fields $D^\mu = C^\mu \nu = \mathcal{V}^\mu \nu = 0$, this Ward identity reduces to the Ward identity for surface reparametrisations in the pure geometric setting of section 2. However, in such case, it does not follow that $S^\mu \nu, B^\mu \nu, \mathcal{P}^\mu \nu$ and $N^\mu \nu$ vanish. In order to recover the correct equations of motion, including the shape equation, from variations of the embedding map in the pure geometric setting, one must implement the diffeomorphism constraints (2.44)–(2.46) or equivalently (5.22) with $\mathcal{E}^\mu \nu = 0$. This sets $S^\mu \nu = B^\mu \nu = \mathcal{P}^\mu \nu = 0$. Once introducing this into (5.26), we note that one of the terms involving $N^\mu \nu$ still contributes with non-covariant terms. Since the action obeys the diffeomorphism constraints and the last two lines in (5.26) are manifestly covariant, it follows that requiring (5.26) to be covariant implies that the first line must vanish, leading to $N^\mu \nu = 0$. This is, however, an extra requirement beyond those obtained in (5.22) and it is satisfied for all pure geometric actions that we consider. It can also be obtained by requiring the spacetime and gauge variational principles to be equivalent (see appendix B).

Ward identity for diffeomorphism invariance. We now turn to the Ward identity for diffeomorphism invariance (5.11). Using appendix A, a diffeomorphism that changes the metric and the embedding map simultaneously as in (5.1) leads to the relation

$$\delta \chi \langle \chi \rangle - \int_{\mathcal{M}} \sqrt{|g|} d^D x \left\langle \nabla_\mu E^{\mu \nu} \chi \right\rangle \nabla \chi + \int_{\mathcal{W}} \sqrt{|\gamma|} d^p \sigma \left\langle \left( B^{\mu \nu \lambda \rho} + \gamma^{\mu \nu \lambda \rho} \right) \chi \right\rangle$$

$$+ \int_{\mathcal{W}} \sqrt{|\gamma|} d^p \sigma \left\langle \left( (N^\mu \nu - \mathcal{P}^\nu \mu - C^\mu \nu) \Gamma^\mu_{\nu \alpha \lambda} \right) \chi \right\rangle$$

$$- \int_{\mathcal{W}} \sqrt{|\gamma|} d^p \sigma \left\langle \nabla_\lambda \left( \mathcal{E}^\mu \nu \gamma^\mu \nu \nabla^{\mu \lambda} - \gamma^{\mu \lambda} \nabla^{\mu \nu} \right) \chi \right\rangle = 0 . \quad (5.28)$$
This Ward identity can be turned into an unintegrated expression as in (5.12) with a specific spacetime stress tensor and displacement operator that will be given below. One may demand the action to be invariant under further local symmetries. For instance, using a gauge variational principle, as in [4], requiring invariance under rotations of the normal vectors sets $S^{\mu\nu} = 0$.

**Ward identity for Weyl transformations.** Lastly, consider the Ward identity obtained from Weyl invariance $\delta_\omega g_{\mu\nu} = 2\omega g_{\mu\nu}$ with $\delta_\omega e_{\mu a} = 0$ and $\delta_\omega n_{\mu i} = \omega n_{\mu i}$. The variation (5.15) becomes

$$
\delta_\omega \langle \chi \rangle + \int_M d^Dx \sqrt{|g|} \langle T_\mu^\mu \chi \rangle \omega \\
+ \int_W d^p \sigma \sqrt{|\gamma|} \left(\left( (T_\mu^\mu + B_\mu^\mu - V_\mu^\mu) \omega - D_\mu^\mu \chi_{\alpha} \chi \right) \right) \\
+ \int_{\partial W} d^{p-1} \sigma \sqrt{|h|} \left( \left( \tilde{T}_\mu^\mu + \tilde{B}_\mu^\mu - \tilde{V}_\mu^\mu \right) \omega - \tilde{D}_\mu^\mu \chi_{\alpha} \chi \right) = 0, 
$$

(5.29)

Notice that the trace $T_\mu^\mu$ only runs over the tangential indices while the traces $V_\mu^\mu$ and $B_\mu^\mu$ only run over the transverse directions. An equivalent statement holds for the edge tensors. This expression can be compared to the analysis performed in [4]. Using the second identity in (5.22) and ignoring edge contributions one finds

$$
\delta_\omega \langle \chi \rangle + \int_M d^Dx \sqrt{|g|} \langle T_\mu^\mu \chi \rangle \omega \\
+ \int_W d^p \sigma \sqrt{|\gamma|} \left(\left( \tilde{T}_\mu^\mu + \tilde{B}_\mu^\mu - \tilde{V}_\mu^\mu \right) \omega - \tilde{D}_\mu^\mu \chi_{\alpha} \chi \right) = 0, 
$$

(5.30)

which agrees with eq. (5.14) of [4] only if $E_\mu^\mu \perp_{\mu\nu} = -V_\mu^\mu$, or alternatively if the constraint (2.45) is satisfied. However, this is not an a priori requirement.

### 5.4 Ward identities for a class of BCFT actions

We now consider a similar class of BCFTs and write explicitly the Ward identities. This case is comparatively different than the case of DCFTs. The class of BCFTs studied here is broader than that in [2], in particular, it includes couplings to arbitrary non-geometric fields. Consider the variation of a correlator under some unspecified symmetry. As previously, this variation can be written as

$$
\delta \langle \chi \rangle + \frac{1}{2} \int_M d^Dx \sqrt{|g|} \Theta(x) \langle T_\mu^\mu \chi \rangle \delta g_{\mu\nu} \\
+ \int_W d^p \sigma \sqrt{|\gamma|} \left( \left( -\frac{1}{2} T_{\mu\nu} \delta_\gamma e_{\mu\nu} + \frac{1}{2} B_{\mu\nu} \delta_\gamma \perp_{\mu\nu} + \tilde{D}_{\mu\nu} \delta_\chi \perp_{\mu\nu} + \tilde{D}_\mu \delta X_\mu \right) \\
+ \tilde{V}_\mu \delta n_\mu + \tilde{C}_\mu \delta e_{\mu a} \right) = 0. 
$$

(5.31)

As there is only one normal vector to the CFT boundary $n_\mu$ there is no spin current, contrary to (5.15). Furthermore, note the appearance of the function $\Theta(x)$ in the bulk contribution. We now consider the Ward identities associated with this class of BCFTs.
Ward identity for tangential diffeomorphisms. Under a tangential diffeomorphism that does not displace the mapping functions, the first Ward identity in (5.13) reads

\[ \delta_{\xi} \langle \chi \rangle - \int_M \sqrt{|g|} d^D x \Theta(x) \langle \nabla_\mu T^\mu_b \chi \rangle \xi_\nu \]
\[ + \int_W \sqrt{|g|} d^D \sigma \left( \langle B^\mu \perp \lambda \mu \chi \rangle \nabla_\lambda \xi_\nu + \langle B^\nu \chi \rangle \xi_\nu \right) = 0. \]

(5.32)

Contrary to the case of a DCFT, \( \nabla_\mu T^\mu_b \) does not have an expansion in terms of derivatives of \( \hat{\delta}(x) \), therefore, in the absence of external operators one is lead to the results obtained for an interface in section 2.4. In particular, from (5.22) we have that

\[ B^\alpha = D^\mu \lambda (\sigma K^\lambda_{\mu \alpha}) + V_{\mu \gamma} n^\mu = 0, \]

(5.33)

and from (2.74) that

\[ \gamma^\nu_\sigma \nabla_\mu T^\mu_b = 0, \quad \gamma^\nu_\sigma \nabla_\lambda T^\lambda_\mu \gamma^\mu_\sigma - \nabla_\lambda (C^\mu_\nu - N^\mu_\nu) \gamma^\mu_\sigma = 0, \]

(5.34)

with \( T^\lambda_\mu \) and \( \Sigma^{\mu \lambda \sigma} \) defined in (3.21). It is worth noting that, as in section 2.4, there may be contributions to the surface operators such as \( T^\mu_\nu \) due to an inflow from the bulk.

Ward identity for tangential displacements of \( X^\mu \). We now consider the second Ward identity in (5.13) by displacing tangentially the mapping functions. One obtains

\[ \left( \left( D^\nu \gamma^\sigma_\nu \nabla_\lambda (C^\mu_\nu - N^\mu_\nu) \Gamma^\nu_\mu \gamma^\lambda_\sigma - \nabla_\lambda (C^\mu_\nu - N^\mu_\nu) \gamma^\mu_\sigma \right) \chi \right) \]
\[ = \left( \left( \gamma^\nu_\sigma \nabla_\lambda T^\lambda_\mu \gamma^\mu_\sigma - \gamma^\nu_\sigma \Sigma^{\mu \lambda \rho} R^\nu_\rho \gamma^\mu_\sigma - n_\lambda T^\lambda_\nu \gamma^\mu_\sigma \right) \chi \right) = 0, \]

(5.35)

where \( N^{\mu \nu} \) was given in (5.27) but now with vanishing spin current and the last equality follows due to (5.34). The quite simpler form of this Ward identity compared to a DCFT is due to the fact that the constraints (5.33) are generally valid. Furthermore note that the l.h.s. is not manifestly covariant but this is just an artefact of working with variations of the embedding map.

Ward identity for diffeomorphism invariance. Turning to the Ward identity for diffeomorphism invariance (5.11) we find

\[ \delta_{\xi} \langle \chi \rangle - \int_M \sqrt{|g|} \Theta(x) d^D x \nabla_\mu T^\mu_b \chi \xi_\nu \]
\[ - \int_M \sqrt{|g|} d^D x \hat{\delta}(x) \left( \left( D^\sigma \gamma^\nu_\sigma - \nabla_\lambda (C^\mu_\nu - N^\mu_\nu) \gamma^\mu_\nu \right) \nabla_\lambda g^\lambda_\sigma \right) \xi_\sigma = 0, \]

(5.36)

which, in the absence of external operators leads to the two separate requirements

\[ (\nabla_\mu T^\mu_b) \Theta(x) = 0, \quad \left( D^\sigma - \nabla_\lambda (C^\mu_\sigma - N^\mu_\sigma) - (C^\mu_\nu - N^\mu_\nu) \Gamma^\nu_\mu \gamma^\lambda_\sigma \right) \hat{\delta}(x) = 0. \]

(5.37)

The last condition, in particular, states that the non-manifestly covariant combination of terms must vanish for arbitrary spacetime directions.
Ward identity for Weyl transformations. The Ward identity for Weyl transformations is just a simple addition of the bulk term to the Weyl transformation for codimension $n = 1$ surfaces studied in section 4.5. It reads

$$\delta_\omega \langle \chi \rangle + \int_M d^Dx \sqrt{|g|} \Theta(x) \langle T_\nu^\mu \omega \chi \rangle + \int_W d^D\sigma \sqrt{|\gamma|} \langle (\langle T^\mu_\mu + D^\mu \rho K^\mu_\rho \rangle \omega - D^\mu_\rho \nabla_\alpha \omega \rangle \chi \rangle = 0,$$

where we have used (5.33).

5.5 Spacetime stress tensor and displacement operator

From the variational principle (5.15), one can easily extract the spacetime stress tensor and the displacement operator by making use of the delta function $\hat{\delta}(x)$. In particular we obtain the stress tensor for the bulk and defect

$$T^\mu_\nu = T^\mu_\nu_b + \left[ T^\mu_\nu + 2 P^\lambda_\rho \perp \rho^\lambda_\nu + B^\mu_\nu - \perp^\mu_\nu - 2 \gamma^\mu_\nu \gamma^\rho_\lambda \right] \hat{\delta}(x)$$

$$- \nabla_\rho \left[ \left( 2 D^\rho_\mu \delta^\rho_\mu + 2 S_\rho (\mu \nu) \right) \hat{\delta}(x) \right].$$

In turn, for a BCFT, the stress tensor on the boundary is (3.35). This provides a formal derivation of the contact terms in the stress tensor for a DCFT that was in general lacking in the literature.

The displacement operator can be derived by making an arbitrary variation of the embedding map. In general, there will be tangential derivatives of the variation of the embedding map but these can always be integrated out. Performing this variation leads to the displacement operator

$$D^\sigma = \left\{ \nabla_\lambda T^\lambda_\sigma - \Sigma^{\lambda \rho} R^\sigma_\mu \rho \lambda \right\} - \nabla_\lambda \left( E_\mu \gamma^\lambda_\nu \perp \rho^\lambda_\mu - \gamma^\lambda_\nu \gamma^\rho_\perp_\mu \right)$$

$$- \left( D^\sigma + g^\alpha_\sigma \left( S^\mu_\nu + B^\mu_\nu + N^\mu_\nu - P^\mu_\nu - C^\mu_\nu - N^\nu_\mu \right) \Gamma^\nu_\alpha \right)$$

$$- \left( \nabla_\lambda \left( N^\lambda_\nu - N^\mu_\nu - \Gamma^\lambda_\mu \gamma^\mu_\nu \right) g^\sigma_\nu \right) \hat{\delta}(x),$$

while for a BCFT, the displacement operator takes a simpler form

$$D^\sigma = \left\{ \nabla_\lambda T^\lambda_\sigma - \Sigma^{\lambda \rho} R^\sigma_\mu \rho \lambda \right\} - \nabla_\lambda \left( C^\mu_\sigma - N^\mu_\sigma \right) \Gamma^\nu_\alpha g^\lambda_\nu \hat{\delta}(x).$$

The form of the stress tensor and displacement operator provided here satisfy the Ward identity (5.12), given the constraints (5.22).

---

43For the special case $B^\mu_\nu = P^\mu_\nu = 0$, this stress tensor is different than the ad-hoc stress tensor introduced in eq. (5.21) of [4]. In particular the authors of [4] missed the dipole contribution $2 S_\rho (\mu \nu)$ in (5.39). In turn, this lead them to postulate a Ward identity in the form of eq. (5.22) of [4] which is not generally valid neither physically meaningful.
6 Discussion

In this paper we have introduced a new type of variational principle for (entangling) surfaces, interfaces and BCFTs/DCFTs. This variational principle is based on Carter’s spacetime formulation of surface actions and the concept of Lagrangian variations \cite{7, 14, 50}, for which the background coordinates are displaced but the embedding map is kept fixed, as in the case of (entangling) surfaces. In the case of actions for BCFTs/DCFTs, it is required to consider both Lagrangian variations and variations of the embedding map simultaneously, since one wishes to couple defects/boundaries to CFTs regardless of their shape. This led us to extend the variational calculus within this spacetime formulation in two different directions: on the one hand, we give explicit variational formulae for Lagrangian variations of many geometric structures of interest while on the other, we provide variational formulae for variations of the embedding map of the same geometric structures.\footnote{As far as we are aware, variations of the embedding map within this spacetime formulation had not been carried out earlier.} In particular, Lagrangian variations are always manifestly spacetime covariant and only require defining geometric tensors on a single surface, rather than working with a foliation of such surfaces, even if just in a local neighbourhood.

The variational principle introduced here encompasses all diffeomorphism constraints on surface/interface actions, as show in section 2.2, in particular eqs. (2.44)–(2.49) and eqs. (2.62)–(2.63). One of these constraints is the shape equation itself, describing the non-trivial dynamics of these surfaces. Others include a component of tangential diffeomorphism invariance (2.48) and invariance under local rotations of the transverse background coordinates (2.44).\footnote{In a gauge formulation of the variational principle these two correspond to surface reparametrisation invariance and invariance under infinitesimal rotations of the normal vectors (see appendix B). However, we have not investigated whether this statement also holds when taking into account non-trivial edges.} An additional set of constraints (eqs. (2.45)–(2.46)) describes the relations between certain components of the spacetime stress tensor associated with a given surface/interface, while others (eq. (B.22)) are related to invariance under local Lorentz transformations on the surface and other local transformations. This last set of constraints is not captured within a gauge formulation of the variational principle, as show in appendix B. A subset of these constraints allows to explicitly relate this spacetime formulation of the action with the multipole expansion of the stress tensor introduced in \cite{58}.

These diffeomorphism constraints impose restrictions on the type of terms that can contribute to surface actions. The naive expectation that, analogous to spacetime actions, contractions of tensor fields yield covariant scalars does not hold in the case of surface actions, as the diffeomorphism constraints impose stronger restrictions. These restrictions become intrinsically more complex when the surface has edges, such as in the case of an open string worldsheet with a point-particle attached to both its ends. Based on an enumeration of response coefficients, we analysed a two-derivative action with non-trivial edges in section 4. It was seen that requiring such action to be diffeomorphism invariant for all shape configurations (i.e. without imposing ad-hoc edge conditions that restrict the edge dynamics) imposed relations between surface and edge response coefficients. In particular, if the surface has edges then an arbitrary combination of extrinsic curvature invariants is
not allowed. Diffeomorphism invariance at the edges requires that a particular combination of extrinsic curvatures to be equal to the intrinsic Ricci scalar plus a tangential contraction with the background Riemann tensor. In turn, these considerations implied that the presence of edges restricts considerably possible conformal anomalies for two-dimensional submanifolds, as seen in section 4.5. It would be interesting to investigate whether these constraints also impose any restrictions on actions in the context of renormalised entanglement entropy \[68\].

Analogous to classification procedures inspired by effective field theory methods employed in the context of hydrodynamics to constraint constitutive relations, it was shown that similar classification procedures can be employed to constraint the stress tensor of (entangling) surfaces at a given order in derivatives. This leads to non-trivial constraints among the response coefficients and the coefficients appearing in the surface/edge stress tensor. It would be interesting to extend this work by including couplings to background Killing vectors and worldvolume Killing vector fields. This direction has been pursued to a certain extent in e.g. \[11, 59, 62\] but in light of this new variational principle it would be interesting to revisit these constructions and to push them to higher levels of generality, such as including arbitrary couplings to derivatives of the Killing vector fields.

In the context of BCFTs/DCFTs, this new variational principle leads to several constraints among the bulk stress tensor and the spacetime surface/edge stress tensor as shown in section 5. Some of these constraints had been previously overlooked in the literature (see eq. (5.22)). A formal derivation of the contact terms in the spacetime stress tensor and a formal derivation of the displacement operator in curved spacetimes was given. Ad-hoc constructions of this spacetime stress tensor were present in earlier literature and turn out not to be fully correct. Partly, the reason for this supervenes on the usage of a gauge formulation of the variational principle. While this form is more suitable to deal with variations of intrinsic quantities, it is less suitable to deal with the variations of background quantities and the existence of a bulk, for which a split between normal and tangential components is meaningless unless a foliation of surfaces is introduced. The correct form of the spacetime stress tensor and displacement operator can now be used to evaluate correlation functions in a broad class of BCFT/DCFT actions and to constrain CFT data as in \[4\].

The main purpose of this work was to develop a spacetime framework to deal with a broad range of systems, however, we have only dealt with actions or vacuum energy functionals that can be treated as functionals of geometric fields only, namely, \(g_{\mu\nu}(x)\), \(X^\mu(\sigma)\) and \(\tilde{X}^\mu(\sigma)\). It would be interesting to apply the same methods to actions that are functionals of other background fields such as vector fields, gauge fields and scalar fields. This extension is pertinent in the context of black holes and the coupling of probe branes to supergravity \[49\] as well as in the context of entangling surfaces in theories with gauge or scalar fields (see e.g. \[69, 70\]). The existence of symmetries, such as gauge symmetries, will impose further restrictions on the type of couplings that can appear on surface actions. Furthermore, we have stream-lined a method for obtaining the surface diffeomorphism constraints in full generality for an arbitrary number of derivatives in terms of frame-invariant tensors in appendix B. It would be interesting to obtain these constraints explicitly at higher orders following this procedure. We plan on addressing some of these problems in future work.
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A Variational calculus for submanifolds

In this appendix we review the variational calculus of submanifolds. We focus on Lagrangian variations that were studied in some detail in [7, 14] and we generalise it to several geometric structures. The variations of the same geometric quantities under changes of the embedding map is also given and, as far as we aware, it is the first time that they are properly addressed in a spacetime formulation. Furthermore, we also present the transformation properties of many geometric structures under Weyl rescalings.

A.1 Lagrangian variations

For a given submanifold for which one has chosen the adapted frame where the background metric evaluated at the submanifold can be written as $g_{\mu\nu} = \gamma_{\mu\nu} + \perp_{\mu\nu}$, the tangent and normal vectors obey the conditions

$$e^{\mu a} e_{\mu}^b = \gamma^{ab}, \quad n^{i i} n_{\mu}^j = \delta^{ij}, \quad e^{\mu a} n_{\mu}^i = 0.$$  \hfill (A.1)

When performing a variation such that the tangent and normal vectors change according to

$$e^{\mu a} \rightarrow \hat{e}^{\mu a} = e^{\mu a} + \delta e^{\mu a}, \quad n^{\mu i} \rightarrow \hat{n}^{\mu i} = n^{\mu i} + \delta n^{\mu i},$$ \hfill (A.2)

the new tangent and normal vectors $\hat{e}^{\mu a}$ and $\hat{n}^{\mu i}$ must continue to obey (A.1). For a general variation where the background metric may also vary, one obtains from (A.1) the relations

$$\delta n^{i i} n_{\mu i} = -\frac{1}{2} n^i e^a_\nu \delta g_{\mu \nu}, \quad \delta n^{i i} e_{\mu a} = -n^{i i} e^a_\nu \delta g_{\mu \nu} = -n^{i i} e^a_\nu \delta g_{\mu \nu} - n^{i i} \delta e^{\mu a},$$ \hfill (A.3)

and hence in general one finds

$$\begin{align*}
\delta n^{i i} &= -\frac{1}{2} n^{i i} \delta g_{\lambda \rho} + \omega^{i j} n_{\mu}^j - \left(n^{i \lambda} e^a_\nu \delta g_{\lambda \nu} + n^{i \lambda} \delta e^\lambda_a\right) e_{\mu a}, \\
\delta n^{i i} &= \frac{1}{2} n^{i i} \delta g_{\lambda \rho} + \omega^{i j} n_{\mu}^j - n^{i \lambda} e^a_\mu \delta e^\lambda_a,
\end{align*} \hfill (A.4)$$

\footnote{One may also work with a time-like transverse space by replacing $\delta^{ij} \rightarrow \eta^{ij}$. See footnote 7.}
for some anti-symmetric matrix \( \omega^{ij} \) in \( O(n) \). The term \( \omega^{ij} n^{\mu j} \) expresses the freedom of rotating the normal vectors and still satisfying (A.1).

We now focus on a specific class of variations, which we refer to as Lagrangian variations and denote by \( \delta \xi \). In this case, \( \delta \xi g_{\mu \nu} = 2 \nabla_\mu \xi_\nu \), \( \omega^{ij} = 0 \) and the embedding functions remain fixed \( \delta \xi X^\mu = 0 \) so that \( \delta \xi e^\mu_a = 0 \). Using the fact that

\[
\delta \xi \gamma_{ab} = e_\mu^a e_\nu^b \delta \xi g_{\mu \nu}, \quad \delta \xi \gamma_{ab} = -\gamma^{\alpha c} \gamma^{\beta d} \delta \xi \gamma_{cd}, \tag{A.5}
\]

one obtains the variational formulae

\[
\delta \xi \gamma^{\mu \nu} = -\gamma^\mu\lambda \gamma_{\lambda \nu} \delta \xi g_{\lambda \rho}, \quad \delta \xi \perp_{\mu \nu} = \perp_\mu \lambda \perp_\nu \delta \xi g_{\lambda \rho}, \quad \delta \xi \perp_{\mu \nu} = -\gamma^\mu\lambda \perp_\nu \delta \xi g_{\lambda \rho}, \tag{A.6}
\]

and also \( \delta \xi \gamma^\mu_{\nu} = -\delta \xi \perp^\mu_{\nu} \). The metric variations (A.6) form a complete set of Lagrangian variations of \( g_{\mu \nu} \) as they account for the different tangential and orthogonal projections of \( \delta \xi g_{\mu \nu} \). For completeness, we also have that

\[
\delta \xi K^\mu_{\nu \rho} = \left[ 2 \perp_\lambda \mu K^\alpha_{\nu \rho} - \gamma^\lambda \rho K^\mu_{\nu \alpha} \right] \delta \xi g_{\lambda \alpha} + \perp_\rho \sigma \gamma^\lambda \mu \gamma^\alpha \nu \delta \xi \Gamma^\sigma_{\lambda \alpha}, \tag{A.8}
\]

where

\[
\delta \xi \Gamma^\sigma_{\mu \alpha} = \frac{1}{2} g^{\sigma \nu} (\nabla_\mu \delta \xi g_{\nu \rho} + \nabla_\rho \delta \xi g_{\mu \nu} - \nabla_\nu \delta \xi g_{\mu \rho} - \nabla_\rho \delta \xi g_{\mu \nu}) = \nabla_{\mu \nu} \xi^\sigma - R^\sigma_{\mu \nu \rho} \xi^\rho. \tag{A.9}
\]

The Lagrangian variation of the normal vectors is also of interest. Using (A.4), we find that

\[
\delta \xi n^\mu = -n^\rho_i \nabla_\rho \xi^\mu - n^\rho_i \gamma^\rho \lambda \nabla_\lambda \xi_\rho - n^\rho_i \perp_\rho \lambda \nabla_\lambda \xi_\rho. \tag{A.10}
\]

In turn, for the external rotation tensor we obtain

\[
\delta \xi \omega^\nu_{\mu \nu} = \left[ 2 \omega^\alpha_{\nu \rho} \gamma^\rho \lambda + \perp_\rho \lambda \omega^\alpha_{\nu \rho} \delta \xi g_{\lambda \rho} - \gamma^\lambda \rho K^\nu_{\nu \rho} \right] \delta \xi \Gamma^\sigma_{\lambda \alpha} + \perp_\rho \gamma^{\rho \alpha} \gamma^\rho \mu \delta \xi \Gamma^\sigma_{\mu \alpha}. \tag{A.11}
\]

It is useful to write down the contractions

\[
D^\mu_{\nu} \delta \xi K^\mu_{\nu \rho} = D^\mu_{\nu} \delta \xi \Gamma^\rho_{\nu \mu}, \quad S^\mu_{\nu \rho} \delta \xi \omega^\nu_{\mu \nu} = S^\mu_{\lambda \sigma} \omega^\nu_{\mu \nu} \delta \xi \perp_{\sigma \alpha} + S^\mu_{\lambda \sigma} K^\mu_{\nu \alpha} \delta \xi \perp_{\alpha \sigma} + S^\mu_{\lambda \rho} \left( R^\sigma_{\mu \lambda \rho} \xi_\sigma + \nabla_\mu \nabla_\rho \xi_\lambda \right), \tag{A.12}
\]

and to define the variation \( \tilde{\xi} \)

\[
S^\mu_{\nu \rho} \tilde{\xi} \omega^\nu_{\mu \nu} = S^\mu_{\nu \rho} \delta \xi \omega^\nu_{\mu \nu} - S^\mu_{\lambda \sigma} \omega^\nu_{\mu \nu} \delta \xi \perp_{\sigma \alpha} - S^\mu_{\lambda \sigma} K^\mu_{\nu \alpha} \delta \xi \perp_{\alpha \sigma} = S^\mu_{\nu \rho} \delta \xi \Gamma^\rho_{\nu \mu}, \tag{A.13}
\]

where we have extracted the transverse components of the metric variations from the variation of the external rotation tensor. The reason for this is that the transverse components of the metric variations are included in the definitions of \( P^{\mu \nu} \) and \( B^{\mu \nu} \) in (2.35). In order
to consider variations of the intrinsic Riemann tensor, it is useful to obtain the variation of the internal rotation tensor, which reads

$$\delta_\xi \rho_{\mu \nu} = \left( \gamma^\alpha_{\mu} \gamma^\sigma_{\nu} K_{\sigma \rho} + \rho_{\mu} \gamma^\alpha_{\nu} \gamma^\beta \rho_{\rho} + \rho_{\rho} \gamma^\alpha_{\nu} \gamma^\beta \rho_{\mu} \right) \delta_\xi g_{\alpha \beta} + \gamma^\nu_{\gamma} \gamma^\lambda_{\rho} \rho_{\rho} \delta_\xi \Gamma_{\alpha \lambda}^\sigma.$$

(\ref{A.14})

As for the variation of the external rotation tensor, we define the variation

$$\tilde{\delta}_\xi \rho_{\mu \nu} = \gamma^\nu_{\gamma} \gamma^\lambda_{\rho} \rho_{\rho} \delta_\xi \Gamma_{\alpha \lambda}^\sigma,$$

(\ref{A.15})

where we have stripped away the transverse components of the metric variations. Since the variation of the intrinsic rotation tensor is purely tangential, the effect on the spacetime stress tensor is to add dipole terms that can be removed by a choice of frame. It is also useful to consider the variation of the background Riemann tensor, Ricci tensor and Ricci scalar

$$\delta_\xi R_{\lambda \mu \nu} = \nabla_\lambda \delta_\xi \Gamma_{\lambda \mu \nu} - \nabla_\mu \delta_\xi \Gamma_{\lambda \mu \nu}, \quad\delta_\xi R_{\mu \nu} = \nabla_\lambda \delta_\xi \Gamma_{\lambda \mu \nu} - \nabla_\nu \delta_\xi \Gamma_{\lambda \mu \nu}, \quad\delta_\xi T_{\mu \nu} = \nabla_\lambda \delta_\xi \Gamma_{\lambda \mu \nu} - R_{\lambda \mu \nu} \delta g_{\lambda \nu}. \quad\quad (\ref{A.16})$$

The Lagrangian variations of the intrinsic Riemann tensor are also of interest. A lengthy calculation reveals that

$$\delta_\xi \mathcal{R}^\mu_{\nu \kappa \lambda} = 2 \gamma^\mu_{\sigma} \gamma^\nu_{\gamma} \gamma^\pi_{\lambda} \delta_\xi \rho^\sigma_{\tau} + (\delta \gamma^\mu_{\nu} \text{ terms}), \quad\quad (\ref{A.17})$$

for which the last terms can be removed, since they are already included in the transverse monopole components of the stress tensor. Using the variation (\ref{A.14}) into (\ref{A.17}) we remove the additional transverse components of the metric variations but keep the tangential components of the metric variations. Therefore, we define the independent variation

$$\tilde{\delta}_\xi \mathcal{R}^\mu_{\nu \kappa \lambda} = 2 \gamma^\mu_{\sigma} K_{\nu \kappa} R^\sigma_{\rho} \delta_\xi g_{\alpha \beta} + 2 \gamma^\mu_{\sigma} K_{\nu \kappa} \nabla_\gamma K_{\gamma \beta} \delta_\xi g_{\alpha \beta}$$

$$+ 2 \gamma^\mu_{\sigma} \gamma^\nu_{\gamma} \gamma^\pi_{\lambda} \left( \nabla_\gamma \delta_\xi \rho^\pi_{\beta} - \rho^\beta_{\pi} \nabla_\gamma \delta_\xi \rho^\pi_{\beta} \right). \quad\quad (\ref{A.18})$$

In the core of this paper we the definition of $T_{\mu \nu}$ as the tangential components of the monopole part of the stress tensor coincided with that which is obtained by direct variation with respect to $\gamma^\mu_{\nu}$. However, the variation of the intrinsic Riemann tensor gives new contributions to these tangential components. It is convenient to keep the definition of $T_{\mu \nu}$ as that which is obtained by direct variation. Therefore, additional tangential components will appear in the spacetime stress tensor, as it will be seen in appendix B.

Similarly, it is also useful to consider Lagrangian variations of the outer curvature, which take the form

$$\delta_\xi \Omega^\mu_{\nu \kappa \lambda} = 2 \left( \delta \gamma^\mu_{\nu} \right) \tau + \gamma^\gamma_{\lambda} \delta_\xi \omega^\sigma_{\sigma} + (\delta \gamma^\mu_{\nu} \text{ terms}) + (\delta \gamma^\mu \text{ terms}). \quad\quad (\ref{A.19})$$

Removing the transverse components of the metric variations and using (\ref{A.11}), the shifted variation takes form

$$\tilde{\delta}_\xi \Omega^\mu_{\nu \kappa \lambda} = 2 \left( \delta \gamma^\mu_{\nu} \right) \tau + \gamma^\gamma_{\lambda} \delta_\xi \omega^\sigma_{\sigma} - 2 \left( \delta \gamma^\mu_{\nu} \right) \tau + \gamma^\gamma_{\lambda} \delta_\xi \omega^\sigma_{\sigma}$$

$$+ 2 \left( \delta \gamma^\mu_{\nu} \right) \tau \gamma^\gamma_{\lambda} \left( \delta_\xi \rho^\rho_{\beta} - \rho^\beta_{\pi} \delta_\xi \rho^\rho_{\beta} \right). \quad\quad (\ref{A.20})$$
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Analogously to variations of the intrinsic Riemann tensor, variations of the outer curvature will also induce new contributions to the tangential components of the monopole part of the stress tensor.

Finally, we note that variations of the edge geometry take the same form as for the surface geometry but with the surface projectors and tensor structures replaced by the edge projectors and tensor structures.

A.2 Variations of the embedding map

In order to obtain the equations of motion for a given surface action, one may perform an infinitesimal variation of the embedding map according to

\[ X^\mu(\sigma) \rightarrow X^\mu(\sigma) - \xi^\mu(\sigma), \]  

(A.21)

though in general it will not lead to manifestly covariant variations. Under this transformation the background metric evaluated at the surface \( g_{\mu\nu}(X) \) and the tangent vectors vary as

\[ \delta_X g_{\mu\nu} = -\xi^\alpha \partial_\alpha g_{\mu\nu}, \quad \delta_X e^\mu_a = -\partial_a \xi^\mu, \]  

(A.22)

and \( \omega_{ij} = 0 \) in (A.4). It is easier to work with a gauge formulation to calculate these variations and then transcribe them into a spacetime formulation. Under an arbitrary variation of the induced metric one finds

\[ \delta \gamma_{ab} = e^\mu_a e^\nu_b \delta g_{\mu\nu} + 2e_\mu(\delta e^\mu_b), \]  

(A.23)

and, hence, specialising to variations of the embedding map (A.22) one gets

\[ \delta_X \gamma_{ab} = -2e^\mu_a e^\nu_b \nabla_b (\mu \xi_\nu), \quad \delta_X \gamma^{\mu\nu} = 2\gamma^{\mu\lambda} \gamma^{\nu\rho} \nabla_{(\lambda} (\rho \xi_{\rho)}) + 2e^a(\mu \delta_X e^\nu_a). \]  

(A.24)

Clearly, for a diffeomorphism for which the mapping functions are allowed to vary one finds, using (A.5), that \( \delta \xi \gamma_{ab} + \delta_X \gamma_{ab} = 0 \). In turn, for variations of the normal vectors we find

\[ \delta_X n^\mu_i = n^\rho_i \nabla_\rho \xi^\mu + n_\lambda \gamma^{\mu\alpha} \nabla_\alpha \xi^\lambda - n^\rho_i \partial_\rho \xi^\mu - \hat{\omega}_{ij} n^{\mu j}, \]  

(A.25)

where \( \hat{\omega}_{ij} \) is the anti-symmetric matrix \( \hat{\omega}_{ij} = n^{\mu j} n_\alpha \partial_\alpha g_{\mu j} \). Using the corresponding Lagrangian variation (A.10), one obtains

\[ \delta \xi n^\mu_i + \delta_X n^\mu_i = -n^\rho_i \partial_\rho \xi^\mu + \hat{\omega}_{ij} n^{\mu j}, \]  

(A.26)

for the anti-symmetric matrix \( \hat{\omega}_{ij} = n^\alpha_j n_{\mu i} \partial_\alpha g_{\mu j} \). Therefore, under diffeomorphisms that also displace the embedding map, the normal vectors \( n^\mu_i \) transform as vectors, up to a transverse rotation.47

For the extrinsic curvature we first introduce its alternative definition

\[ K^{\rho}_{ab} = e^\mu_a e^\nu_b K^{\rho}_{\mu\nu} = D_a e^\rho_b. \]  

(A.27)

\(^{47}\)For completeness, one also has that \( \delta_X n^\mu_i = g_{\mu\nu} \delta_X n^{\nu i} - n^{\nu i} \partial_\nu g_{\mu\nu} \) and that \( \delta_X e^\mu_a = g_{\mu\nu} \delta_X e^\nu_a - e^\nu_a \xi^\mu g_{\mu\nu}. \)
where \( D_a \) is the covariant derivative compatible with both metrics \( g_{\mu\nu} \) and \( \gamma_{ab} \) and acts on all indices \( \mu, a, i \). The action of this covariant derivative is better expressed via the Weingarten decomposition

\[
D_a e^\mu_b = \partial_a e^\mu_b - \gamma_{c b}^\mu e^c_e + \Gamma^\mu_\lambda a \gamma^a_b = n^\mu \delta_{a b}^i , \\
D_a n^\mu_i = \partial_a n^\mu_i + \Gamma^\mu_\lambda a \gamma^a i + \omega_{a i}^j n^\mu_j = -e^{\mu b} K_{a b i} ,
\]

where \( \gamma_{c b}^\mu \) is the Christoffel connection built from \( \gamma_{ab} \). The external rotation tensor has been expressed as \( \omega_{a i}^j = e^{\mu a} n^\mu_i \delta \gamma^a_{\mu \lambda} \). Using this, we find that for a general variation of the extrinsic curvature one gets

\[
\delta K_{ab i} = n^\mu_i D_a (\delta e^\mu_b) + n^\mu_i e^\lambda_a e^\alpha_b \delta \Gamma^\mu_\lambda + n^\mu_i \delta e^\lambda (a \gamma^a_b) \Gamma^\mu_\lambda + n^\mu_j K_{ab j} \delta n^\mu_i . \tag{A.29}
\]

Hence, under a variation of the embedding map one obtains

\[
\delta X K_{ab i} = -n^\mu_i D_a (\partial \delta e^\mu_b) + n^\mu_i \xi^\lambda_a e^\alpha_b R^\mu_\alpha \lambda + K_{ab j} \delta \omega^i_j , \tag{A.30}
\]

where, in deriving this, we have used that \( \delta X \Gamma^\mu_\lambda = -\xi^\lambda \partial_a \Gamma^\mu_\lambda \). One may also evaluate \( \delta X K_{ab i} = \delta X K_{ab i} = K_{ab j} \delta \omega^i_j \). This means that under diffeomorphisms for which the mapping functions are allowed to vary we find that the extrinsic curvature \( K_{ab i} \) is invariant up to a normal rotation. Converting the result (A.30) into a spacetime formulation one obtains

\[
\delta X K_{\mu \rho} = -\gamma^\mu_\rho \gamma^a_\rho \partial_\Sigma \nabla_\alpha \nabla_\sigma \xi^b - \underbrace{\Gamma^\Sigma_\rho \gamma^a_\rho \nabla_\sigma \xi^b + \Gamma^\rho_\beta \gamma^a_\rho \nabla_\sigma \xi^b}_{\Gamma^\rho_\beta \gamma^a_\rho \nabla_\sigma \xi^b} + R^\beta_\rho \gamma^a_\rho \nabla_\sigma \xi^b + K_{\mu \lambda} \lambda \gamma^a_\rho \partial_\Sigma \nabla_\sigma \xi^b , \tag{A.31}
\]

Using the Lagrangian variation in (A.12) one finds that

\[
\delta K_{\mu \rho} + \delta X K_{\mu \rho} = -\Gamma^\rho_\sigma K_{\mu \sigma} \partial_\Sigma \nabla_\alpha \xi^b + K_{\mu \rho} \partial_\Sigma \nabla_\alpha \xi^b + K_{\mu \rho} \partial_\Sigma \nabla_\alpha \xi^b , \tag{A.32}
\]

where we have ignored terms that vanish when contracted with \( D^{\mu \nu} \). The second term in this variation leads to the invariance of the action under rotations of the normal vectors, contributing to (2.44), as in the gauge formulation of the variational principle where \( \delta_\xi K_{ab i} + \delta X K_{ab i} = K_{ab j} \delta \omega^i_j \). The other three terms in the variation mark the departure between the spacetime and the gauge version of the variational principle. In particular, it implies that spacetime variations carry more information than the corresponding gauge variations. The last two terms, in fact, will contribute to new constraints as shown in appendix B.3. The first term is responsible for the diffeomorphism constraints (2.44)–(2.46).

By the same token, we consider a general variation of the external rotation tensor

\[
\delta \omega^i_a = n^i_m [D_a \delta n^m_i] + n^i_m [n^m_i \gamma^a_\rho \Gamma^m_\lambda] \delta \gamma^a_\rho + n^i_m [n^m_i \gamma^a_\rho \delta \Lambda_\rho + \epsilon^a_\rho K_{a b} K_{a b} \delta n^m_i] , \tag{A.33}
\]

which, when specialised to variations of the embedding map leads to

\[
\delta X \omega^i_a = 2 K^a_{b i} [n^m_i \gamma^a_\rho \partial_\Sigma \nabla_\sigma \xi^b + n^i_m [n^m_i \gamma^a_\rho \delta R^\mu_\lambda + \partial_\Sigma \nabla_\sigma \xi^b] . \tag{A.34}
\]
Evaluating the corresponding Lagrangian variation one finds \( \delta_{\xi} \omega_{ij} + \delta_X \omega_{ij} = \mathcal{D}_a \dot{\omega}^{ij} \), while translating the variation into the spacetime formulation and using the shifted variation (A.13) one obtains

\[
\tilde{\delta}_X \omega_{\mu}^\lambda = 2K_{\mu}^\nu \gamma^\rho_{\mu \nu} \gamma^\lambda_{\sigma \rho} \gamma^\nu_{\sigma \rho} \nabla_\sigma \omega^\rho - K_{\mu}^\nu \gamma^\lambda_{\sigma \rho} \gamma^\nu_{\sigma \rho} \gamma^\rho_{\mu \nu} \nabla_\sigma \omega^\lambda + \omega_\nu^\lambda e^\nu_a \delta_X e^a_{\mu} + K_{\mu}^\nu \gamma^\lambda_{\sigma \rho} \gamma^\rho_{\mu \nu} \gamma^\lambda_{\sigma \rho} \gamma^\nu_{\sigma \rho} \delta_X e^a_{\mu}.
\] (A.35)

Given this and (A.12) one can compute the total variation under a diffeomorphism that shifts the embedding map

\[
\tilde{\delta}_X \omega_{\mu}^\lambda + \tilde{\delta}_X \omega_{\mu}^\rho = \gamma_{\mu}^\lambda \nabla_\sigma \omega^\rho + 2K_{\mu}^\nu \gamma^\lambda_{\sigma \rho} \gamma^\nu_{\sigma \rho} \nabla_\sigma \omega^\lambda + \omega_\nu^\lambda e^\nu_a \delta_X e^a_{\mu} + K_{\mu}^\nu \gamma^\lambda_{\sigma \rho} \gamma^\rho_{\mu \nu} \gamma^\lambda_{\sigma \rho} \gamma^\nu_{\sigma \rho} \delta_X e^a_{\mu}.
\] (A.36)

where we have used that \( n_{\mu \nu}^i \delta_X n_{\mu \nu}^{ij} \) is symmetric in the indices \( i, j \) since under a variation of the embedding map \( \omega_{ij} = 0 \) in (A.4). Again, we clearly see that the spacetime version of these variations carries more information than the corresponding gauge variation for which \( \delta_{\xi} \omega_{ij} + \delta_X \omega_{ij} = \mathcal{D}_a \dot{\omega}^{ij} \). The last two terms in (A.36) will contribute to new constraints as shown in appendix B.3. The third term contributes to the invariance of the action under rotations of the normal vectors while the first two contribute to the constraints (2.44)–(2.46).

The same type of variations can be performed for the background Riemann tensor. In particular, for the background Ricci scalar, one simply obtains \( \delta_X R = -\xi^\alpha \nabla_\alpha R \). Also, consider the contraction with the background Ricci tensor \( \perp^\lambda R_{\lambda \alpha} \) so that

\[
\delta_X \left( \perp^\lambda R_{\lambda \alpha} \right) = 2n_{\mu}^\alpha R_{\lambda \alpha} \delta_X n_{\lambda}^\mu - \perp^\lambda \xi^\sigma \partial_\sigma R_{\lambda \alpha} = - \perp^\lambda \xi^\sigma \nabla_\sigma R_{\lambda \alpha} + 2\perp^\alpha \gamma^\lambda R_{\lambda \alpha} \nabla_\sigma \xi^\rho,
\] (A.37)

where we have used (A.25) in the second line. For specific examples, such as these contractions with the background Riemann tensor, one readily obtains, via variations of the embedding map, that there are not contributions to the constraints (2.44)–(2.46). Recasting the variational principle of section 2.2 in terms of variations of the embedding map leads to the same final results but without giving the explicit couplings the abstract results are not manifestly covariant. Nevertheless, the resulting equations of motion are equivalent, as one may explicitly check for all terms in section 4. Equivalent variational formulæ is obtained for the edge geometry.

### A.3 Weyl transformations

In this part of the appendix we provide the Weyl transformations needed in the bulk of the paper. Weyl transformations are defined according to

\[
g_{\mu \nu} \rightarrow e^{2\rho} g_{\mu \nu},
\] (A.38)
and are inherited by \( g_{\mu\nu} \) and \( \perp_{\mu\nu} \). In particular, the surface measure transforms accordingly as \( \sqrt{|\gamma|} \to e^{\phi} \sqrt{|\gamma|} \). The background curvature tensors transform as

\[
R^{\pi}_{\theta\mu\nu} \to R^{\pi}_{\theta\mu\nu} + g_{\nu\rho} \nabla_{\theta} \nabla_{\mu} \omega - g_{\mu\rho} \nabla_{\theta} \nabla_{\nu} \omega + g_{\theta\rho} \nabla_{\mu} \nabla_{\nu} \omega - g_{\theta\nu} \nabla_{\mu} \nabla_{\rho} \omega + g_{\theta\mu} \nabla_{\nu} \nabla_{\rho} \omega - g_{\theta\nu} \nabla_{\rho} \nabla_{\mu} \omega + g_{\theta\mu} \nabla_{\rho} \nabla_{\nu} \omega - g_{\theta\nu} \nabla_{\rho} \nabla_{\mu} \omega
\]

\[
+ (g_{\theta\mu} g_{\nu\rho} - g_{\theta\nu} g_{\mu\rho}) \nabla^{\theta} \omega \nabla_{\rho} \omega ,
\]

\[
R_{\mu\nu} \to R_{\mu\nu} - g_{\mu\nu} \Box \omega -(D-2) (\nabla_{\mu} \nabla_{\nu} \omega - \nabla_{\mu} \omega \nabla_{\nu} \omega + g_{\mu\nu} \nabla^{\pi} \omega \nabla_{\pi} \omega) ,
\]

\[
R \to e^{-2\omega} (R - 2(D-1) \Box \omega -(D-1)(D-2) \nabla^{\pi} \omega \nabla_{\pi} \omega) ,
\]

whereas the background Schouten tensor (2.24) transforms as

\[
S_{\mu\nu} \to S_{\mu\nu} - \nabla_{\mu} \nabla_{\nu} \omega + \nabla_{\mu} \omega \nabla_{\nu} \omega - \frac{1}{2} g_{\mu\nu} \nabla^\pi \omega \nabla_{\pi} \omega .
\]

The former expressions imply the invariance of the Weyl tensor defined in (2.23), that is

\[
W^{\pi}_{\theta\mu\nu} \to W^{\pi}_{\theta\mu\nu} .
\]

In turn, the second fundamental form (2.6) and its trace (2.8) transform as

\[
K_{\mu\nu} \pi \to K_{\mu\nu} \pi - \gamma_{\mu\nu} \perp_{\theta\pi} \nabla_{\theta} \omega ,
\]

\[
K^\pi \to e^{-2\omega} (K^\pi - p \perp_{\theta\pi} \nabla_{\theta} \omega) ,
\]

which imply the invariance of the conformation tensor (2.26), that is

\[
C_{\mu\nu} \pi \to C_{\mu\nu} \pi .
\]

The transformation of the internal curvature tensors can be deduced from the former expressions by means of the Gauss-Codazzi equation (2.20)

\[
R^{\pi}_{\theta\mu\nu} \to R^{\pi}_{\theta\mu\nu} + (\gamma_{\mu\theta} \gamma_{\nu\pi} - \gamma_{\nu\theta} \gamma_{\mu\pi}) \gamma^\rho\sigma \nabla_{\rho} \omega \nabla_{\sigma} \omega
\]

\[
+ (\gamma^\rho_{\mu} \gamma^\rho_{\nu} \gamma^\pi_{\theta} - \gamma^\rho_{\nu} \gamma^\rho_{\theta} \gamma^\pi_{\mu}) \nabla^\rho \omega \nabla^\rho \omega
\]

\[
- (K_{\mu}^{\pi\nu} \gamma_{\nu\theta} - K_{\nu}^{\pi\nu} \gamma_{\mu\theta} + K_{\nu\theta}^{\pi\nu} \gamma_{\mu\pi} - K_{\nu\theta}^{\nu\pi} \gamma_{\mu\nu}) \nabla_{\nu} \omega ,
\]

\[
R_{\mu\nu} \to R_{\mu\nu} - \gamma_{\mu\nu} \gamma^\rho\sigma \nabla_{\rho} \nabla_{\sigma} \omega -(p-2) \gamma_{\mu\nu} \gamma^\rho\sigma (\nabla_{\rho} \nabla_{\sigma} \omega - \nabla_{\rho} \omega \nabla_{\sigma} \omega )
\]

\[
- (p-2) (\gamma_{\mu\nu} \gamma^\rho\sigma \nabla_{\rho} \omega \nabla_{\sigma} \omega + K_{\mu\nu}^{\pi\omega} \gamma^\pi_{\omega} - \gamma_{\mu\nu} K_{\pi\omega} \nabla_{\pi} \omega )
\]

\[
R \to e^{-2\omega} (R - 2(p-1) \gamma^\rho\sigma \nabla_{\rho} \omega \nabla_{\sigma} \omega -(p-1)(p-2) \gamma^\rho\sigma \nabla_{\rho} \omega \nabla_{\sigma} \omega - 2(p-1) K_{\pi\omega}^{\pi\omega} \nabla_{\pi} \omega ) ,
\]

whereas the Ricci-Voss equation (2.21) implies the invariance of the outer curvature tensor (2.11)

\[
\Omega^{\pi}_{\theta\mu\nu} \to \Omega^{\pi}_{\theta\mu\nu} .
\]

This could have also been derived by noticing that the external rotation tensor (2.9) is Weyl invariant

\[
\omega^{\nu}_{\mu} \to \omega^{\nu}_{\mu} .
\]
On the other hand, the internal rotation tensor (2.16) has the transformation property
\[ \rho_{\mu}^{\nu} \rightarrow \rho_{\mu}^{\nu} + 2\gamma^{\nu}_{\langle \mu} \nabla_{\rho \rangle} \omega - \gamma_{\mu \rho} \nabla^{\nu} \omega. \] (A.47)

For the particular Riemann curvature contractions defined in eq. (4.10) and appearing in the parity-even action (4.11) we find the following transformation properties
\[ R_{||} \rightarrow e^{-2\omega} \left[ R_{||} - 2(p - 1) \gamma^{\rho \beta} \left( \nabla_{\rho} \nabla_{\beta} \omega - \nabla_{\beta} \omega \nabla_{\rho} \right) + p(1 - p) \nabla^{\sigma} \omega \nabla_{\sigma} \omega \right], \]
\[ R_{\perp} \rightarrow e^{-2\omega} \left[ R_{\perp} - 2(n - 1) \perp^{\rho \beta} \left( \nabla_{\rho} \nabla_{\beta} \omega - \nabla_{\beta} \omega \nabla_{\rho} \right) + n(1 - n) \nabla^{\sigma} \omega \nabla_{\sigma} \omega \right], \]
\[ R_{\angle} \rightarrow e^{-2\omega} \left[ R_{\angle} - \left( n \gamma^{\rho \beta} + p \perp^{\rho \beta} \right) \left( \nabla_{\rho} \nabla_{\beta} \omega - \nabla_{\beta} \omega \nabla_{\rho} \right) - p n \nabla^{\sigma} \omega \nabla_{\sigma} \omega \right], \] (A.48)

whereas the transformations of the tensors contributing to the parity-odd part of the action given in eq. (4.19) are
\[ \epsilon_{\mu \nu \rho \sigma} \rightarrow e^{4\omega} \epsilon_{\mu \nu \rho \sigma}, \quad \omega_{\mu} \rightarrow \omega_{\mu}, \quad n_{\rho} \rightarrow e^{\omega} n_{\rho}, \quad u^{\mu} \rightarrow e^{-\omega} u^{\mu}, \]
\[ R_{-} \rightarrow e^{-2\omega} R_{-}, \quad \Omega \rightarrow e^{-2\omega} \Omega, \quad \epsilon_{\mu \rho \lambda} K_{\lambda}^{\nu} K_{\mu \rho}^{\rho} \rightarrow e^{-2\omega} \epsilon_{\mu \rho \lambda} K_{\lambda}^{\nu} K_{\mu \rho}^{\rho}. \] (A.49)

B Details on the variational principle for actions

In this section we give further details on the variational principle used in the core of this paper and provide the generalised constraints and equations of motion, which include the couplings to the intrinsic Riemann tensor and the outer curvature. We also provide a brief comparison between the spacetime and gauge variational principles. At the end of this appendix we give further details on the Ward identities and displacement operator for CFTs coupled to defects with edges, along with specific instructive examples.

B.1 Framework for variations at any derivative order

We consider a purely geometric action that takes the form (2.32) for arbitrary geometric fields \( \Phi(\sigma) \). The Lagrangian variation of any explicit term that appears in such action can be organised as
\[ \delta_{\xi} S[\Phi(\sigma)] = \frac{1}{2} \int_{\mathcal{M}} d^{p} \sigma \sqrt{|\gamma|} \left( T^{\mu \nu} \delta_{\xi} g_{\mu \nu} + T^{\mu \nu \rho} \nabla_{\rho} \delta_{\xi} g_{\mu \nu} + T^{\mu \nu \rho \lambda} \nabla_{\rho} \nabla_{\lambda} \delta_{\xi} g_{\mu \nu} + \cdots \right), \] (B.1)

where the dots represent higher multipole terms \( T^{\mu_{1} \mu_{2} \cdots \mu_{l}} \), with \( l \) being the highest order multipole moment, that can appear when terms involving more than two derivatives are taken into account. It is clear that, with the aid of the delta function, the spacetime stress tensor that arises from (B.1) takes the general form
\[ T^{\mu \nu} = T^{\mu \nu} \delta(x) + \sum_{l=1}^{\infty} (-1)^{l} \nabla_{\mu_{1}} \cdots \nabla_{\mu_{l}} \left( T^{\mu \nu_{l} \cdots \nu_{l}} \delta(x) \right), \] (B.2)

and hence is in agreement with that of (3.5). Using that for a Lagrangian variation one has \( \delta_{\xi} g_{\mu \nu} = 2 \nabla_{(\mu} \xi_{\nu)} \), one may obtain the shape equation and diffeomorphism constraints from (B.1). In general, this is quite involved and here we provide a method that can be
applied to higher orders, though we explicit use it only up to $l = 1$. First, we decompose the $\rho$ index in the second term in (B.1) in tangential and transverse parts and integrate the tangential component by parts in order to find

$$
\delta \xi S[\Phi(\sigma)] = \frac{1}{2} \int_W d^p \sigma \sqrt{|\gamma|} \left( (T^{\mu \nu} - \nabla_\lambda (\gamma^{\lambda \rho} T^{\mu \nu \rho})) \delta \xi g_{\mu \nu} + T^{\mu \nu \lambda} \nabla_\rho \delta \xi g_{\mu \nu} \right) + \frac{1}{2} \int_{\partial W} d^{p-1} \sigma \sqrt{|h|} \tilde{n}_\rho T^{\mu \nu \rho} \delta \xi g_{\mu \nu},
$$

(B.3)

It may be observed that now each of the terms in the variation is frame-invariant, as it can be compared with (3.17), except for the boundary term, as earlier advertised. Therefore, the constraints and equations of motion that will be derived from this variation will necessarily be frame-invariant in the surface but not on the edges. We introduce the quantities $\hat{T}^{\mu \nu}$ and $\hat{T}^{\mu \nu \rho}$ to denote these two invariants such that

$$
\hat{T}^{\mu \nu} = T^{\mu \nu} - \nabla_\lambda (\gamma^{\lambda \rho} T^{\mu \nu \rho}), \quad \hat{T}^{\mu \nu \rho} = T^{\mu \nu \lambda} \nabla_\rho.
$$

(B.4)

Making use of $\delta \xi g_{\mu \nu} = 2 \nabla_{(\mu} \xi_{\nu)}$ and the Riemann identity $\nabla_{[\mu} \nabla_{\nu]} \xi_\lambda = R^\alpha_{\lambda \nu \mu} \xi_\alpha$ into (B.1), one finds the two sets of constraints

$$
\nabla_\lambda (\gamma^{\lambda \mu} \left( \hat{T}^{\mu \nu} - \nabla_\rho (\gamma^{\rho \sigma} \hat{T}^{\alpha \nu \sigma}) \right)) = \left( \hat{T}^{\mu \nu \rho} + \frac{1}{2} \nabla_{\alpha} \hat{T}^{\sigma \nu \rho} \right) R^\nu_{\alpha \mu \rho}.
$$

(B.5)

and the equation of motion

$$
\nabla_\lambda \left( \gamma^{\lambda \mu} \left( \hat{T}^{\mu \nu} - \nabla_\rho (\gamma^{\rho \sigma} \hat{T}^{\alpha \nu \sigma}) \right) \right) = 0,
$$

(B.6)

Keeping track of the boundary terms one arrives at the edge constraint

$$
\left( \tilde{n}_\rho T^{\mu \nu \rho} F^\alpha_{\mu} + \tilde{n}_\sigma \hat{T}^{\mu \nu \sigma} \right) \big|_{\partial W} = 0,
$$

(B.7)

and equation of motion on the edge

$$
\nabla_\lambda \left( h^\lambda_{\mu} \tilde{n}_\rho T^{\mu \nu \rho} \right) - \tilde{n}_\mu \left( \hat{T}^{\mu \nu} - \nabla_\lambda (\gamma^{\lambda \rho} \hat{T}^{\alpha \mu \rho}) \right) \big|_{\partial W} = 0.
$$

(B.8)

One finds perfect agreement of this form of the constraints and equations with those obtained in section 2.2 when no quadrupole moments are present. These equations had been derived in [58] via a different method but here we have provided a cleaner, quicker, spacetime covariant and more physical derivation of these equations (i.e. in terms of frame-invariant quantities). We leave the problem of obtaining the higher order equations of motion in full generality to future work. Below, we derive these equations for a specific form of the spacetime stress tensor.

### B.2 Generalised diffeomorphism constraints and shape equation

We now provide the constraints and equations of motion for the action (2.40) including the couplings to the intrinsic Riemann tensor and outer curvature. Using the variations (A.17) and (A.20), we find the spin conservation equation

$$
D^{\mu \lambda [\sigma} K_{\mu \lambda \alpha]} + \nabla_\lambda \nabla_\rho (\gamma^{\lambda \rho} S^{\mu \lambda \rho} + \nabla_\nu S^{\mu \lambda \rho \nu}) + \Pi^{\alpha [\lambda} \nabla_{\rho}] (\nabla^{\mu} \nabla_\rho \nabla_\theta \nabla_\pi H_{\nu \kappa \eta \pi}) = 0.
$$

(B.9)
The coupling to the intrinsic and outer curvatures introduce further modifications of this equation. The orthogonal components of the monopole stress tensor take the form

\[
\mathcal{B}^{\alpha\sigma} = D^{\mu\lambda}(\sigma_{\mu\lambda}^{\alpha} K_{\mu\lambda}^{\alpha}) + \nabla_{\nu}(\sigma_{\nu\lambda}^{\alpha}) D^{\mu\lambda} + 4T^{\mu\nu\lambda\mu}K_{\alpha\nu}^{\lambda}(\sigma_{\mu\lambda}^{\alpha} K_{\mu\lambda}^{\alpha}) - 4\left(\alpha_{\nu} \perp \beta_{\sigma} \right) \nabla_{\kappa} \left( H^{\mu\kappa\nu\lambda} K_{\mu\lambda}^{\beta_{\nu}} \right),
\]

while the mixed tangential-transverse components read

\[
\mathcal{P}^{\mu\nu} \perp \rho \gamma_{\mu}^{\sigma} = S^{\mu\nu\lambda} K_{\mu\lambda}^{\sigma} + \gamma_{\nu}^{\sigma} \perp \lambda D^{\mu\rho} + 2\gamma_{\beta}^{\lambda} \perp \rho \nabla_{\kappa} \left( T^{\beta\kappa\nu\lambda} K_{\beta\nu}^{\lambda} \right) - 2 \left( \alpha_{\mu} \perp \beta_{\nu} \right) \nabla_{\kappa} \left( H^{\mu\kappa\gamma\beta} K_{\mu\gamma}^{\beta} \right) + 2 \nabla_{\nu} \left( \alpha_{\mu} \perp \beta_{\nu} \right) \nabla_{\kappa} \left( H^{\mu\kappa\nu} \right).
\]

In turn, given the mixed tangential-transverse components, the surface equations of motion can be written as

\[
\nabla_{\lambda} \left( T^{\lambda\mu} + \mu_{\lambda} (\nabla_{\nu} \Pi^{\mu\nu} - \Pi^{\mu\nu}) - \gamma_{\nu}^{\lambda} \nabla_{\mu} D^{\mu\nu} - 2S^{\mu}_{\alpha} \gamma_{\nu}^{\alpha\lambda} \right) - 4\nabla_{\nu} \left( \gamma_{\mu}^{\alpha} \nabla_{\beta} \left( \gamma_{\nu}^{\alpha\beta} \lambda \nabla_{\rho} K_{\rho\nu}^{\lambda} \right) - \gamma_{\nu}^{\lambda} \gamma_{\rho}^{\alpha} K_{\rho\nu}^{\lambda} \nabla_{\kappa} T^{\mu\nu\lambda} \right) - 2\nabla_{\nu} \left( \gamma_{\mu}^{\alpha} \nabla_{\beta} \left( \perp \gamma_{\rho}^{\alpha\beta} \lambda \nabla_{\kappa} H_{\alpha\nu}^{\kappa\tau} \right) + \perp \gamma_{\rho}^{\alpha\beta} \lambda \nabla_{\kappa} H_{\mu\nu}^{\kappa\tau} \right) = \left( S^{\mu\nu\rho} - D^{\mu\nu\rho} \right) R^{\sigma}_{\nu\rho\mu} + 2Q^{\mu\lambda\rho\nu} R^{\sigma}_{\mu\rho\lambda} + 4 \perp \rho \gamma_{\nu}^{\alpha\beta} \lambda \nabla_{\mu} H_{\mu\nu}^{\kappa\tau} = 0.
\]

**B.2.1 Edge constraints and equations of motion**

The constraints and equations of motion on the edges are significantly modified by these extra couplings. The edge spin conservation equation now takes the form

\[
\tilde{D}^{\mu\lambda}[\sigma_{\mu\lambda}^{\alpha}] + P^{\sigma}_{\lambda} \tilde{P}^{\rho}_{\nu} \nabla_{\mu} S^{\rho\nu}_{\mu} + P^{\rho}_{\nu} \tilde{P}^{\mu}_{\nu} \tilde{P}^{\sigma}_{\mu} \tilde{P}^{\alpha}_{\nu} \nabla_{\mu} D^{\mu\nu} - \tilde{\nu}_{\lambda} \tilde{n}_{\mu} \nabla_{\nu} D^{\mu\nu} - 2P^{\sigma}_{\lambda} \tilde{P}^{\rho}_{\nu} \left( \tilde{h}_{\mu}^{\lambda} \tilde{n}_{\nu} \tilde{H}_{\beta\kappa\tau}^{\lambda\nu} \right) - 2\tilde{\nu}_{\lambda} \perp \nabla_{\kappa} H_{\mu\nu}^{\kappa\tau} = 0.
\]

The transverse components of the edge monopole stress tensor read

\[
\tilde{\mathcal{B}}^{\alpha\sigma} = \tilde{D}^{\mu\lambda}(\sigma_{\mu\lambda}^{\alpha}) + P^{\sigma}_{\lambda} \tilde{P}^{\rho}_{\nu} \nabla_{\mu} D^{\mu\nu} + 4\nabla_{\nu} \left( \tilde{h}_{\mu}^{\lambda} \tilde{n}_{\nu} \tilde{H}_{\beta\kappa\tau}^{\lambda\nu} \right) P^{\alpha}_{\mu} \tilde{P}^{\sigma}_{\nu} \gamma_{\nu}^{\alpha \beta} \lambda \tilde{H}_{\mu\nu}^{\gamma\beta\rho} \nabla_{\rho} \left( \tilde{h}_{\mu}^{\lambda} \tilde{n}_{\nu} \tilde{H}_{\beta\kappa\tau}^{\lambda\nu} \right) + 4\nabla_{\nu} \left( \tilde{h}_{\mu}^{\lambda} \tilde{n}_{\nu} \tilde{H}_{\beta\kappa\tau}^{\lambda\nu} \right) P^{\alpha}_{\mu} \tilde{P}^{\sigma}_{\nu} \gamma_{\nu}^{\alpha \beta} \lambda \tilde{H}_{\mu\nu}^{\gamma\beta\rho} \nabla_{\rho} \left( \tilde{h}_{\mu}^{\lambda} \tilde{n}_{\nu} \tilde{H}_{\beta\kappa\tau}^{\lambda\nu} \right),
\]

while the mixed components take the form

\[
\tilde{\mathcal{P}}^{\mu\nu} \tilde{P}^{\rho\sigma}_{\nu} \tilde{h}_{\mu}^{\lambda} = \tilde{S}^{\mu\nu\lambda} \tilde{K}_{\mu\nu}^{\lambda} + \tilde{h}_{\mu}^{\lambda} \tilde{P}^{\rho\sigma}_{\nu} \tilde{h}_{\mu}^{\lambda} \tilde{h}_{\nu}^{\lambda} \nabla_{\nu} \left( \tilde{h}_{\mu}^{\lambda} \tilde{n}_{\nu} \tilde{H}_{\beta\kappa\tau}^{\lambda\nu} \right) + 4\nabla_{\nu} \left( \tilde{h}_{\mu}^{\lambda} \tilde{n}_{\nu} \tilde{H}_{\beta\kappa\tau}^{\lambda\nu} \right) P^{\alpha}_{\mu} \tilde{P}^{\sigma}_{\nu} \gamma_{\nu}^{\alpha \beta} \lambda \tilde{H}_{\mu\nu}^{\gamma\beta\rho} \nabla_{\rho} \left( \tilde{h}_{\mu}^{\lambda} \tilde{n}_{\nu} \tilde{H}_{\beta\kappa\tau}^{\lambda\nu} \right) + 4\nabla_{\nu} \left( \tilde{h}_{\mu}^{\lambda} \tilde{n}_{\nu} \tilde{H}_{\beta\kappa\tau}^{\lambda\nu} \right) P^{\alpha}_{\mu} \tilde{P}^{\sigma}_{\nu} \gamma_{\nu}^{\alpha \beta} \lambda \tilde{H}_{\mu\nu}^{\gamma\beta\rho} \nabla_{\rho} \left( \tilde{h}_{\mu}^{\lambda} \tilde{n}_{\nu} \tilde{H}_{\beta\kappa\tau}^{\lambda\nu} \right).
\]
Given this, the equations of motion at the edges take the form

\[ \tilde{\nabla}_\lambda \left( \tilde{T}^{\lambda \sigma} + h^\lambda_\mu (P^\sigma, \Pi^{\mu \nu} - \tilde{\Pi}^{\sigma \mu}) - h^\lambda_\nu \tilde{\nabla}_\nu \tilde{D}^{\mu \nu \sigma} - 2\tilde{S}^{\alpha \sigma}_\mu K^\alpha_\mu + \tilde{\eta}_\mu h^\lambda_\nu D^{\mu \nu \sigma} \right) \\
- 4\tilde{\nabla}_\lambda \left( h^{(\lambda}_\mu h^\sigma_\beta \tilde{\nabla}_\nu \left( h^\alpha_\rho \tilde{\nabla}_\sigma h^{\beta \mu}_\rho \tilde{\Pi}^{\delta \kappa \sigma \mu} - \tilde{\nabla}_\kappa h^{(\sigma}_\gamma h^\beta_\delta \tilde{\Pi}^{\gamma \beta \delta \mu} \right) \right) \\
+ 4\tilde{\nabla}_\lambda \left( P^\sigma_\nu h^\lambda_\mu \tilde{\nabla}_\gamma \left( \tilde{\Pi}^{\delta \kappa \sigma \mu} h^{(\gamma}_\beta h^\mu_\gamma \tilde{\Pi}^{\beta \delta \kappa \sigma \mu} \right) + h^{(\lambda}_\beta h^\gamma_\sigma \tilde{\Pi}^{\gamma \beta}_\mu h^{\delta}_\lambda \tilde{\nabla}_\kappa \tilde{\Pi}^{\delta \kappa \sigma \mu} \right) \\
- \tilde{\nabla}_\lambda \left( 4\tilde{\eta}_\kappa h^{(\lambda}_\alpha h^\sigma_\beta \tilde{\nabla}^{\mu \sigma \alpha}_\mu K^{\beta}_\mu + 2h^{(\lambda}_\alpha h^\beta_\nu \tilde{\nabla}_\sigma \left( h^\mu_\lambda \tilde{\nabla}_\kappa \tilde{H}^{\rho \kappa \alpha \mu} \right) \right) \\
= \left( \tilde{S}^{\mu \rho}_\lambda - \tilde{D}^{\mu \rho}_\lambda \right) R^\sigma_\mu \lambda_\rho + 2\tilde{Q}^{\mu \rho \sigma \lambda} \tilde{\nabla}_\nu R^\sigma_\mu \lambda_\rho + 4\tilde{\eta}_\lambda \tilde{\nabla}_\nu \tilde{\Pi}^{\beta \kappa \sigma \mu} \tilde{H}^{(\gamma}_\beta h^\lambda_\gamma \tilde{H}^{\mu \gamma \sigma \alpha}_\alpha - 2\tilde{S}^{\mu \sigma \gamma}_\lambda K^{\lambda}_\alpha \lambda_\rho \right) \\
- \tilde{\nabla}_\rho \left( K^{(\lambda}_\sigma \tilde{\nabla}^{\sigma}_\lambda \tilde{\Pi}^{\mu \nu \rho \kappa}_\sigma + \gamma^{\mu \rho \gamma}_\sigma \tilde{\nabla}^{\lambda \kappa \sigma \nu}_\kappa \tilde{\Pi}^{\mu \nu \sigma}_\kappa - 4\tilde{\eta}_\lambda \tilde{\Pi}^{\gamma \beta \kappa \sigma \mu \kappa}_\sigma K^{(\lambda}_\gamma h^\kappa_\gamma \tilde{\Pi}^{\gamma \beta \kappa \sigma \mu \kappa}_\sigma - 4\tilde{\eta}_\kappa \tilde{H}^{(\beta \kappa \sigma \mu \alpha \lambda}_\sigma \tilde{H}^{(\gamma}_\beta h^\lambda_\gamma \tilde{H}^{\mu \gamma \sigma \alpha}_\alpha - 2\tilde{\eta}_\beta \tilde{\nabla}_\gamma \left( \gamma^\theta_\pi \gamma^\beta_\gamma h^\lambda_\gamma \tilde{H}^{\mu \gamma \sigma \alpha}_\alpha \right) \right). \tag{B.16} \]

B.2.2 Spacetime stress tensor

The spacetime stress tensor acquires new components due to these couplings. It takes the form of \((3.5)\) but with the components

\[
T^{\mu \nu} = T^{\mu \nu} - 4K^{(\mu}_{\rho \lambda \nu} \tilde{\nabla}^{\sigma \lambda} K_\rho _\sigma + 4H^{\sigma \kappa \nu \lambda} K^{(\mu}_{\sigma K_\nu _\lambda \tau} + 2\tilde{\Pi}^{\rho}_\mu \downarrow (\mu \gamma^\lambda_\nu) + B^{\mu \nu}, \tag{B.17}
\]

\[
T^{\mu \nu \rho} = 2D^{\rho (\mu \nu)} - D^{\mu \rho} + 2\tilde{S}^{(\mu \rho \gamma}_\nu + 4K^{(\mu}_{\sigma \lambda \nu} P^{\rho \sigma \lambda \nu} - 4\tilde{\eta}_\gamma \gamma^{\mu \lambda}_\nu \tilde{\nabla}^{(\mu \lambda \nu \rho}_\rho \left( \gamma^\nu_\pi \downarrow \gamma^\rho_\pi \gamma^\lambda_\nu \tilde{\nabla}^{\mu \nu \rho}_\rho \right), \tag{B.18}
\]

\[
T^{\mu \nu \rho \lambda} = -4\tilde{Q}^{(\mu \lambda \rho \nu)} - 4\tilde{L}^{(\rho \lambda \nu \mu)} - 4\tilde{H}^{(\lambda \rho \mu \nu)}. \tag{B.19}
\]

One observes that there are extra contributions to the tangential components of the monopole part of the stress tensor. One may explicitly check that choosing \(\tilde{T}^{\mu \rho \nu \lambda} = \alpha_1 \gamma^\lambda_{(\rho \gamma \nu \mu)} \) yields the same stress tensor as choosing \(\tilde{D}^{\mu \rho \nu} = \alpha_2 (\gamma^{\mu \nu} K^\rho - K^{\mu \nu \rho})\) and \(\tilde{Q}^{\lambda \rho \mu \nu} = \alpha_3 \gamma^\lambda_{(\rho \gamma \nu \mu)}\). This means that the stress tensor due to the contribution proportional to \(\mathcal{R}\) in the action \((4.11)\) is equivalent to the stress tensor obtained once the Gauss-Codazzi equation \((2.20)\) is used. Consequently, both the surface and edge dynamics are equivalent, as expected. The same holds true for the equations of motion that arise due to the term proportional to \(\lambda_3\) in \((4.19)\) and that proportional to \(\lambda_5\).

B.3 Comparison between spacetime and gauge variational principles

In this section we compare the variational principle of section 2.2 with the gauge variational principle employed previously in the literature (see e.g. \([10, 41, 44]\)). We show that the two principles are equivalent, modulo certain constraints, including the diffeomorphism constraints \((2.45)\) and \((2.46)\). For simplicity, we do not consider couplings to the intrinsic, outer and background curvatures, though these can be straightforwardly included. The variation of the action \((2.40)\) can be recast into gauge formulation language by using the tangent and normal vectors. Consider for example the couplings to \(\gamma^\mu_\nu\) appearing in \((2.40)\).
One may write a general variation as
\[
\delta S[g_{\mu\nu}, X^\mu] = -\frac{1}{2} \int_W \sqrt{\gamma} d^p \sigma \left( \gamma^{ab} \epsilon^\mu_{a} e^\nu_b \right) T_{\mu\nu} \delta (\gamma^{ab} e^\mu_{a} e^\nu_b) \\
= -\frac{1}{2} \int_W \sqrt{\gamma} d^p \sigma \left( T_{ab} \delta \gamma^{ab} + 2 \hat{T}_{an} \epsilon_\mu^b \delta e^\mu_a \right). \tag{B.20}
\]

A few remarks are now in place. Gauge variational principles only consider the first term in the second line above. For Lagrangian variations for which \( \delta_\xi X = 0 \) and \( \delta_\xi e^\mu_a = 0 \) the two variational principles are equivalent but if the mapping functions are allowed to vary as well, they differ. In the second term in the second line above we have defined \( \hat{T}_{ab} = T_{ab} - \gamma^{ab} \hat{\mathcal{L}} \) with \( \hat{\mathcal{L}} = \mathcal{L}/\sqrt{\gamma} \) being the Lagrangian density. The reason for this technical detail of reasonable importance is that the determinant of the induced metric is computed with \( \gamma_{ab} \) and not with \( \gamma_{\mu\nu} \). For any action there will be a contribution to the surface stress tensor of the form \( \gamma_{ab} \hat{\mathcal{L}} \delta \gamma^{ab} \), which by using the tangential vectors, can be turned into the form \( \gamma_{\mu\nu} \hat{\mathcal{L}} \delta \gamma^{\mu\nu} - 2 \hat{\mathcal{L}} \gamma_{\mu\nu} \epsilon^\mu_a \delta e^\mu_a \). If the variation is Lagrangian then we have the equivalence \( \gamma_{ab} \hat{\mathcal{L}} \delta \gamma^{ab} = \gamma_{\mu\nu} \hat{\mathcal{L}} \delta \gamma^{\mu\nu} \) but otherwise this equivalence is not valid and hence we must in general subtract this component from the second term in (B.20). The same type of considerations apply to the other terms in (2.40).

Performing this tedious exercise for all terms, we find the variation
\[
\delta S[g_{\mu\nu}, X^\mu] = \int_W \sqrt{\gamma} d^p \sigma \left( -\frac{1}{2} T_{ab} \delta \gamma^{ab} + D_{\mu}^a i K_{ab}^i + S_a^{ij} \delta \omega_a^{ij} \right) \\
- \int_W \sqrt{\gamma} d^p \sigma \left( \hat{T}_b^a + 2 D_{\mu}^a i K_{ab}^i + S_a^{ij} \delta \omega_a^{ij} \right) \epsilon^a_{\mu} \delta e^\mu_a \\
+ \int_W \sqrt{\gamma} d^p \sigma \left( P_a^i - S_{aj}^b K_{ab}^\mu \right) n_\mu^i \delta e^\mu_a \\
+ \int_W \sqrt{\gamma} d^p \sigma \left( B_{ij}^j - D_{ij}^a K_{ab}^\mu \right) n^\mu \delta n_\mu^i. \tag{B.21}
\]

Here we have allowed for arbitrary variations of the action (2.40) and not only Lagrangian variations, that is, we have also allowed for variations of the embedding map. On the other hand, the variational principle (2.40) does not allow for internal rotations of the normal vectors \( \omega_a^{ij} = 0 \) because the action has been formulated in terms of spacetime indices. This implies, using (A.4), that the last variation in (B.21) is proportional to the variation of the background metric, namely \( n^\mu \delta n_\mu^i = -n^\lambda \delta g_{\lambda\mu} \) and hence symmetric in the indices \( i, j \).

The first line in (B.21) is the gauge formulation of the variational principle as encountered in [10], hence, for the two principles to be equivalent in full generality one must require
\[
T_{ab} = \gamma_{ab} \hat{\mathcal{L}} - 2 D_{\mu}^a i K_{ab}^\mu, \quad 2 D_{\mu}^a i K_{ab}^\mu + S_a^{ij} \delta \omega_a^{ij} = 0, \tag{B.22}
\]
\[
P_a^i = S_{aj}^b K_{ab}^\mu, \quad B_{ij}^j = D_{ij}^a K_{ab}^\mu. \tag{B.23}
\]

These last two conditions are the constraints (2.46) and (2.45) when no curvature moments are present while the two conditions (B.22) are new constraints that are only obtained when performing a variation of the mapping functions and requiring the result to be equivalent to that obtained when Lagrangian variations are performed instead.
If variations of (B.21) would consider the fields $e^{\nu a}$ and $n_{\mu j}$ to be independent of $\gamma^{ab}$, $K_{ab}$ and $\omega_{\nu ij}$, such as in [42], the constraints (B.22)–(B.23) would follow as further requirements on the invariance of $S_1[g_{\mu \nu}, X^\mu]$. In such case, the second constraint in (B.22) would be the consequence of invariance under intrinsic local Lorentz transformations, that is, invariance under the infinitesimal transformation $X^\mu \rightarrow \Lambda^{\mu \nu} g^\nu_\lambda$ where $\Lambda^{\mu \nu}$ is an antisymmetric tangential matrix of constant coefficients.

The two conditions (B.22) and the first condition in (B.23) are obtained by allowing the mapping functions to vary while the last condition in (B.23) is obtained for pure Lagrangian variations. These constraints are left unknown if the gauge variational principle (first line in (B.21)) is used as a starting point. If only the first line in (B.21) is taken into account, then the equations of motion (2.47) can be obtained as well as the spin conservation equation (2.44) when $Q^{\mu \nu \lambda \rho} = 0$ (see e.g. [10, 56]). This implies that tangential diffeomorphism invariance in a spacetime formulation, besides (B.22)–(B.23), implies that the surface, in a gauge formulation, must be reparametrisation invariant and invariant under infinitesimal variations of the normal vectors.

**B.4 Actions for defects with edges and instructive examples**

In this section we provide further details on the actions for CFTs coupled to defects with edges and their corresponding displacement operator, whose surface contribution was analysed in section 5.3. We then give concrete well-known examples of actions, including DCFT actions, with the purpose of illustrating the correctness of these Ward identities.

**B.4.1 Ward identities for defects with non-trivial edges**

We begin with the Ward identity for tangential diffeomorphisms (5.18). According to (5.21), this Ward identity required the identifications

$$
\bar{\mathcal{E}}^{\mu \nu} h^{\nu}_{\mu} = \bar{n}_\mu \bar{B}^{\mu \nu}, \quad \bar{\mathcal{E}}^{\lambda \rho} P^{\mu \lambda} = \bar{n}_\rho \bar{E}^{\alpha \lambda \rho} P^{\mu \lambda} .
$$

(B.24)

From the first condition above we obtain the requirement

$$
h^{\alpha \sigma} \left( \nabla_\lambda \bar{\Sigma}^{\mu \lambda \sigma} - \bar{\Sigma}^{\mu \lambda \rho} R^{\rho}_{\mu \nu \lambda} - \bar{n}_\lambda T^{\lambda \rho} \right) = \bar{\mathcal{E}}^{\mu \nu} g^{\alpha \nu} ,
$$

(B.25)

where $\bar{\Sigma}^{\mu \lambda \rho}$ was defined in (3.22), $T^{\lambda \rho}$ was introduced in (5.24), while $\bar{n}^{\lambda \rho}$ is a modification of (3.21), namely,

$$
\bar{n}^{\lambda \rho} = \bar{T}^{\lambda \rho} + \bar{\mathcal{P}}^{\mu \rho} P^{\sigma \mu \lambda} h^{\mu} - h^{\lambda} \bar{\Sigma}^{\mu \rho} - h^{\nu} \nabla_\nu \bar{D}^{\mu \sigma} - \bar{S}^{\mu \alpha} K^{\lambda \rho}_{\mu} + \bar{n}_\mu \bar{h}^{\lambda \rho} \bar{D}^{\mu \sigma} - \bar{\nu}^{\rho}_{\sigma} h^{\lambda} .
$$

(B.26)

In turn, the second condition in (B.24) implies a modification of the constraints (2.62), in particular we now obtain

$$
\bar{\mathcal{D}}^{\mu \lambda \rho} K_{\rho \lambda}^{\alpha} + P^{\mu \rho} P^{\alpha \rho} \nabla^{\rho} \bar{S}^{\mu \lambda \rho} - \bar{n}_\lambda \bar{n}_\mu D^{\lambda \rho} S^{\mu \nu} = \bar{\mathcal{E}}^{\mu \nu} P^{\sigma \mu \rho} P^{\alpha \rho} ,
$$

$$
\bar{B}^{\rho \lambda} - \bar{D}^{\rho \lambda \rho} K_{\rho \lambda}^{\alpha} + \bar{n}_\lambda \bar{n}_\mu P^{\lambda \rho \mu} \bar{S}^{\mu \nu} = \bar{\mathcal{E}}^{\mu \nu} P^{\sigma \mu \rho} P^{\alpha \rho} ,
$$

(B.27)

$$
\bar{\mathcal{P}}^{\rho \lambda} - \bar{S}^{\rho \lambda} K_{\rho \lambda}^{\alpha} + \bar{\nu}^{\rho \lambda} h^{\mu} h^{\mu} = \bar{\mathcal{E}}^{\mu \nu} P^{\sigma \mu \rho} P^{\alpha \rho} ,
$$

(B.28)
where we have set $\bar{\Pi}^{\mu\nu} = 0$ in (2.62) since we did not consider, for simplicity, couplings to the background curvatures in section 5.3.

We now consider the Ward identity for reparametrisation invariance for which the surface contribution was obtained in (5.26). The edge contribution is similar to its surface counterpart, in particular, it reads

\[
\left\langle \left( \overline{D}^{\nu} h^\sigma_{\nu} + h^\alpha_{\alpha\nu} \left( \overline{S}^\mu_{\nu} + \overline{\Xi}^\mu_{\nu} + \tilde{\Pi}^\mu_{\nu} - \tilde{\Xi}^\mu_{\nu} - \tilde{\Gamma}^\mu_{\nu} \right) \right) \right\rangle \chi 
\]

\[
+ \langle \left( \tilde{\nabla}_\lambda \left( \tilde{\Pi}^\lambda_{\nu} - \overline{\Xi}^\lambda_{\nu} - \tilde{\Gamma}^\lambda_{\nu} \right) h^\sigma_{\nu} \right) \rangle \chi 
\]

\[
= \left\langle \left( h^\sigma_{\nu} \tilde{\nabla}_\lambda \left( \tilde{\Pi}^\lambda_{\nu} - \tilde{\Xi}^\lambda_{\nu} - \tilde{\Gamma}^\lambda_{\nu} \right) - h^\sigma_{\nu} \tilde{\Xi}^\lambda_{\nu} \right) \right\rangle \chi 
\]

where we have defined

\[
\tilde{\Pi}^\mu_{\nu} = \tilde{T}^\mu_{\nu} - \frac{\mathcal{L}_\sigma}{\sqrt{|h|}} h^\sigma_{\nu} + 2\tilde{\Pi}^{\lambda\rho}_{\nu} K_{\lambda\rho} + \tilde{S}^\mu_{\nu} = \overline{\Xi}^\mu_{\nu} + \tilde{\Xi}^\mu_{\nu} + \tilde{S}^\mu_{\nu}, \quad \tilde{\Xi}^\mu_{\nu} = \tilde{\Xi}^\mu_{\nu} + \tilde{\Xi}^\mu_{\nu} + \tilde{S}^\mu_{\nu} 
\]

\[
\tilde{\Xi}^\mu_{\nu} = \tilde{\Xi}^\mu_{\nu} + \tilde{\Xi}^\mu_{\nu} + \tilde{S}^\mu_{\nu} 
\]

\[
\tilde{\Xi}^\mu_{\nu} = \tilde{\Xi}^\mu_{\nu} + \tilde{\Xi}^\mu_{\nu} + \tilde{S}^\mu_{\nu} 
\]

Furthermore, the Ward identity for diffeomorphism invariance in the presence of defects with non-trivial edges reads

\[
\delta \langle \chi \rangle - \int_M \sqrt{|g|} d^D x \left\langle \nabla^\mu T^\mu_{\chi} \right\rangle \xi_\mu + \int_{\partial V} \sqrt{|g|} d^D \sigma \left\langle \left( \overline{B}^{\mu\nu} \gamma^{\lambda}_{\nu} \nabla_{\lambda} \xi_\mu - D_{\lambda} \xi^\lambda \right) \right\rangle \chi 
\]

\[
+ \int_{\partial V} \sqrt{|g|} d^D \sigma \left\langle \left( \Gamma^{\mu\nu}_{\lambda} - \overline{\Xi}^{\mu\nu}_{\lambda} - \overline{\Xi}^{\mu\nu}_{\lambda} \right) \right\rangle \chi 
\]

\[
- \int_{\partial V} \sqrt{|g|} d^D \sigma \left\langle \left( \overline{\Xi}^{\mu\nu}_{\lambda} + \overline{\Xi}^{\mu\nu}_{\lambda} \right) \right\rangle \chi 
\]

\[
+ \int_{\partial V} \sqrt{|g|} d^D \sigma \left\langle \left( \overline{\Xi}^{\mu\nu}_{\lambda} - \overline{\Xi}^{\mu\nu}_{\lambda} \right) \right\rangle \chi 
\]

\[
- \int_{\partial V} \sqrt{|g|} d^D \sigma \left\langle \left( \overline{\Xi}^{\mu\nu}_{\lambda} + \overline{\Xi}^{\mu\nu}_{\lambda} \right) \right\rangle \chi 
\]

\[
= 0. 
\]

Finally, the spacetime stress tensor associated with the edges takes the same form as in (5.39) but with all quantities replaced by their tilde definitions. On the other hand the edge displacement operator takes the form

\[
\mathcal{D}^{\sigma}_\nu = \left[ \tilde{\nabla}_\lambda \tilde{\Pi}^{\lambda\sigma} - \tilde{\Xi}^{\mu\rho}_{\lambda\nu} H^{\mu\rho}_{\lambda\nu} - \tilde{\Pi}^{\lambda\sigma} + \overline{\Xi}^{\lambda\sigma} - \overline{\Xi}^{\lambda\sigma} - \gamma^{\lambda\sigma} \right] \gamma_{\nu} D^{\mu\rho}_{\lambda} \left( \Gamma^{\mu\nu}_{\lambda} \right) 
\]

\[
- \left( \tilde{\nabla}^{\sigma} + \gamma^{\alpha\sigma} \left( \overline{\Xi}^{\mu\nu}_{\lambda} + \overline{\Xi}^{\mu\nu}_{\lambda} + \overline{\Xi}^{\mu\nu}_{\lambda} - \overline{\Xi}^{\mu\nu}_{\lambda} \right) \Gamma^{\mu\nu}_{\lambda} \right) \right\}
\]

This completes the analysis of the Ward identities for defects with non-trivial edges.
B.4.2 Instructive examples

We now provide a few examples of well defined actions and show how to extract the different objects introduced here in order to verify the Ward identities. Most of these examples have been discussed elsewhere. We will focus on classes of actions that obey $S^\mu\nu = \mathbb{B}^{\mu\nu} = \mathbb{P}^{\mu\nu} = 0$ and similarly for the edge counterparts. This class of actions, in the context of DCFTs and in flat space, is the one analysed in [4].

**Free scalar field.** Consider a free bulk scalar field coupled to surface and edge defects in curved space such that

$$S[g_{\mu\nu}, X^\mu, \tilde{X}^\mu, \phi] = \frac{1}{2} \int_{\mathcal{M}} \sqrt{|g|} d^D x \left( \nabla_\mu \phi \nabla^\mu \phi + \tau R \phi^2 \right) + \tau_1 \int_{\partial\mathcal{M}} \sqrt{|\gamma|} d^{D-1} x \phi(X),$$

(B.32)

where $\tau = (D - 2)/(D - 1)$ and $\tau_1, \tau_2$ are arbitrary constants. The surface defect can be made conformal if $p = (D - 2)/2$, in which case the edge defect cannot be made simultaneously conformal. However, it is nevertheless interesting to keep it in order to show the correctness of the Ward identities. We now evaluate the non-zero quantities of interest, in particular the bulk stress tensor reads

$$T_{b}^{\mu\nu} = \nabla^\mu \phi \nabla^\nu \phi - \frac{1}{2} g^{\mu\nu} \nabla_\lambda \phi \nabla^\lambda \phi + \tau \left( R^{\mu\nu} - \frac{1}{2} R g^{\mu\nu} \right) \phi^2 - \tau \left( \nabla^\mu \nabla^\nu - g^{\mu\nu} \Box \right) \phi^2.$$  

(B.33)

The equation of motion for the field $\phi$ takes the form

$$\Box \phi - \tau R \phi = -\tau_1 \delta(x) - \tau_2 \delta_e(x).$$  

(B.34)

Using the equation of motion for $\phi$ in the divergence of the bulk stress tensor one obtains

$$\nabla_\mu T_{b}^{\mu\nu} = -\tau_1 \nabla^\mu \phi \delta(x) - \tau_2 \nabla^\nu \phi \delta_e(x).$$  

(B.35)

From here one readily obtains that

$$\mathcal{E}^{\mu} = -\tau_1 \nabla^\mu \phi, \quad \tilde{\mathcal{E}}^{\mu} = -\tau_2 \nabla^\mu \phi, \quad \mathcal{E}^{\mu\nu} = \tilde{\mathcal{E}}^{\mu\nu} = 0.$$  

(B.36)

The remaining quantities of interest, such as the surface and edge stress tensors, are easily obtained from the action and read

$$\mathcal{T}^{\mu\nu} = \tau_1 \gamma^{\mu\nu} \phi, \quad \tilde{\mathcal{T}}^{\mu\nu} = \tau_2 h^{\mu\nu} \phi, \quad \mathcal{D}^{\mu} = \tau_1 \nabla^\mu \phi, \quad \tilde{\mathcal{D}}^{\mu} = \tau_2 \nabla^\mu \phi.$$  

(B.37)

In this specific case, the Ward identity for diffeomorphism invariance (B.30) implies that

$$\nabla_\mu T_{b}^{\mu\nu} = -D^{\mu} \delta(x) - \tilde{D}^{\mu} \delta_e(x).$$  

(B.38)

Introducing (B.37) into (B.38) leads to (B.35) and hence the Ward identity (B.38) is satisfied, as expected. Furthermore, the Ward identities for reparametrisation invariance (5.26) and (28) imply that

$$\gamma^{\sigma}_{\nu} \left( \nabla_\lambda \mathcal{T}^{\lambda\nu} - \mathcal{D}^{\nu} \right) = 0, \quad h^{\sigma}_{\nu} \left( \tilde{\nabla}_\lambda \tilde{\mathcal{T}}^{\lambda\nu} - \tilde{\mathcal{D}}^{\nu} \right) = 0,$$

(B.38)

which upon using (B.37) are seen to be satisfied since $\tilde{n}_\lambda \mathcal{T}^{\lambda\nu} h^{\sigma}_{\nu} = 0$. Finally, consider the Ward identity for tangential diffeomorphisms which essentially reduces to (5.23) and (25). Upon using (B.36), these are seen to be equivalent to (B.39) and hence satisfied.
Minimally coupled $p$-form. Consider the action of a background $p$-form gauge field coupled to a defect of dimensionality $p$. The action takes the simple form

$$S[g_{\mu\nu}, X^\mu, A_{\mu_1...\mu_p}] = \frac{1}{2(p+1)!} \int_M \sqrt{|g|} d^D x \left( F_{\mu_1...\mu_{p+1}} F^{\mu_1...\mu_{p+1}} \right) - \frac{\tau_1}{p!} \int_W A_{\mu_1...\mu_p} e^{\mu_1 a_1} \ldots e^{\mu_p a_p} d\sigma^{a_1} \wedge \ldots \wedge d\sigma^{a_p},$$

(B.40)

where $F_{\mu_1...\mu_{p+1}} = dA_{\mu_1...\mu_p}$ and $\tau_1$ is an arbitrary constant. For the defect to be conformal one requires that $p = (D - 2)/2$. The coupling to the defect is simply the pull-back of the gauge field onto the surface. The equation of motion for the gauge field reads

$$\nabla_{\mu} F^{\mu_1...\mu_p} = -\frac{\tau_1}{p!} \epsilon^{\mu_1...\mu_p} \tilde{\delta}(x),$$

(B.41)

which can be used to deduce that the r.h.s. of the bulk stress tensor conservation equations leads to a Lorentz force term localised on the defect, that is

$$\nabla_{\mu} T^{\mu\nu} = -\frac{\tau_1}{p!} \epsilon^{\mu_1...\mu_p} F_{\mu_1...\mu_p}^{\nu} \tilde{\delta}(x).$$

(B.42)

Consider now the diffeomorphism constraint for this specific case. From (B.30), we obtain

$$\nabla_{\mu} T^{\mu\nu} = g^{\lambda\nu} \nabla_{\nu} C^{\mu}_{\lambda} + C^{\mu}_{\alpha} \Gamma^{\alpha}_{\mu\lambda} g^{\lambda\nu} - D^{\nu}.$$

(B.43)

Extracting the relevant terms from the action leads to

$$C^{\mu}_{\nu} = -\frac{\tau_1}{(p-1)!} \epsilon^{\mu_2...\mu_p} A_{\nu\mu_2...\mu_p}, \quad D^{\mu} = -\frac{\tau_1}{p!} \epsilon^{\mu_1...\mu_p} \partial_{\nu} A_{\mu_1...\mu_p}. $$$$(B.44)$$

Inserting these quantities into (B.44) leads to (B.42), as expected.

**Coupling between vector fields and extrinsic curvature.** We now consider a case for which a background vector field $\phi^\mu$ couples to the extrinsic curvature of the defect. We assume that there is some well-defined bulk action given in terms of this vector field and that gives rise to a non-trivial equation of motion. Here, for the purposes of exemplifying the different terms in the Ward identities, we do not require the exact form of the bulk action as we just want to test the Ward identity for surface reparametrisations. Therefore, consider the defect action

$$S[g_{\mu\nu}, X^\mu, \phi^\mu] = \int_W \sqrt{|\gamma|} d^p \sigma \left( \alpha + \tau_1 \phi^\mu \phi^\nu K_{\mu^\rho} K_{\nu^\rho} \right),$$

(B.45)

where for simplicity we have assumed that the background vector field when restricted to the surface is purely tangential, that is $\phi^\mu(X) = \gamma^\mu_{\nu} \phi^{\nu}(X)$. From this action we compute the relevant quantities, namely

$$T^{\mu\nu} = \alpha \gamma^{\mu\nu} + \tau_1 \gamma^{\mu_\nu} \phi^\lambda K_{\lambda^\rho} K_{\nu^\rho} - 2 \tau_1 \phi^\lambda K_{\lambda^\rho} K^{\mu^\rho},$$

$$B^{\mu\nu} = 2 \tau_1 \phi^\lambda K_{\lambda^\rho} (\mu \nu^\rho), \quad D^{\mu} = 2 \tau_1 \partial^\mu \phi^\nu K_{\lambda^\rho} K^{\nu^\rho},$$

$$D^{\mu\nu\rho} = \tau_1 \phi_{\nu} K^{\mu^\rho} + \tau_1 \gamma^{\mu\nu} \phi^\lambda K_{\lambda^\rho} K_{\rho^\nu},$$

(B.46)
from which we can derive that $\mathbb{B}^{\mu\nu} = \mathbb{S}^{\mu\nu} = 0$ and
\[
N_{\mu\nu} = 2\tau_1 \phi^\mu \phi^\lambda K_{\nu\lambda}^\rho K_\rho.
\] (B.47)

The Ward identity for reparametrization invariance (5.26) for this specific case takes the form
\[
\mathcal{D}^\nu \gamma^\sigma_{\mu} + N^\mu_\nu \Gamma_{\mu\lambda}^\sigma \gamma^\lambda_{\nu} + \gamma^\sigma_{\mu} \nabla^\nu N_{\mu\nu} = \gamma^\sigma_{\nu} \nabla^\lambda_{\lambda} T_{\nu\lambda}^\mu - \gamma^\sigma_{\nu} \Sigma^\mu_{\lambda\rho} R_{\mu\rho\lambda}^\nu,
\] (B.48)

for which the non-manifestly covariant part can be made manifestly covariant using (B.46)–(B.47) and yields
\[
\mathcal{D}^\nu \gamma^\sigma_{\nu} + N^\mu_\nu \Gamma_{\mu\lambda}^\sigma \gamma^\lambda_{\nu} = 2\tau_1 \phi^\sigma K_{\alpha\lambda}^\rho K_\rho \nabla^\sigma \phi^\lambda.
\] (B.49)

Using this, together with (B.46)–(B.47), one can verify that (B.48) is satisfied.
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