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Abstract. A fundamental issue in the analysis of emergency call centers is to estimate the time needed to return to a congestion-free regime after an unusual event with a massive arrival of calls. Call centers can generally be represented by timed Petri nets with a hierarchical structure, in which several layers describe the successive steps of treatments of calls. We study a continuous approximation of the Petri net dynamics (with infinitesimal tokens). Then, we show that a counter function, measuring the deviation to the stationary regime, coincides with the value function of a semi-Markov decision problem. Then, we establish a finite time convergence result, exploiting the hierarchical structure of the Petri net. We obtain an explicit bound for the transience time, as a function of the initial marking and sojourn times. This is based on methods from the theory of stochastic shortest paths and non-linear Perron–Frobenius theory. We illustrate the bound on a case study of a medical emergency call center.
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1 Introduction

Context The handling of emergency calls in dedicated call centers features various concurrency and synchronization patterns, breaking down in a stepwise process with tasks involving multiple agents, to be performed with as little delay as possible. A fundamental question is to fix the staffing so that calls be swiftly handled, taking into account the customary demand, as well as scenarios allowing sudden bulk of calls, originating for instance from exceptional events. In particular, one needs to compute the time needed to absorb such a bulk of calls, depending on the center characteristics and on the number of agents of various types. The treatment of incoming calls may be delayed during the transient
phase, and so, the duration of this phase appears to be a critical performance measure.

Timed Petri nets have been used in [ABG15,ABG21] to model emergency call centers. Along the lines of [CGQ95,ABG21], timed Petri nets can be modeled by counter variables that give the number of firings of the transitions as a function of time. The discrete dynamics is generally hard to analyze, and so, a continuous approximation, with infinitesimal firings and stationary routings, has been studied there. Then, the evolution of the counter variables is determined by a dynamic programming equation of semi-Markov type. In this way, first order performance measures like the long run throughput, were computed analytically as a function of resources [ABG21]. However, finer key performance evaluation issues, like the understanding of the transient behavior — in particular the estimation of the “catch-up time”, i.e., the time needed to return to a stationary regime — have not been addressed so far in this setting.

Contribution

We consider a class of continuous timed Petri nets with a single input. In a reference scenario, this input is an affine function of time; this represents a regular arrival of calls in our application. Then, we study the behavior of the dynamical system under a deviation from this scenario, induced for instance by a bulk of arrivals.

Our main result shows that when the system is sufficiently staffed, meaning that the intrinsic throughput of the Petri net exceeds the input flow, the Petri net trajectory ultimately catches up a stationary regime driven by the input, see Theorem 4. This result is obtained by showing that the deviation to the stationary regime coincides with the value function of a stochastic shortest path problem (SSP), see Theorem 2. In this way, we are reduced to quantifying the convergence time of SSP problems. In Theorem 6, we characterize the SSP configurations for which the convergence occurs in finite time. This characterization involves the existence of a partial order over states, such that all optimal policies make moves that decrease the order. Then, we consider a hierarchical class of timed Petri nets, for which this partial order is known a priori — in the application to call centers, this corresponds to the natural ordering of tasks in the chain of treatment. In Theorem 7, we obtain an explicit upper bound on the catch-up times (or transience times) to recover from a perturbation. We illustrate our results on the emergency call center application throughout the paper.

Section 3 provides the needed background and tools on semi-Markov decision processes; a novelty here, of a somewhat technical nature, is to handle the case of instantaneous transitions, which arises in our applications.

Related work

The question of convergence of the earliest behavior of timed event graphs to a periodic or stationary regime has received much attention in the discrete event systems literature, see [BCOQ92] (especially Th. 3.109), and also [HOvdW05, Ch. 8 and 9], with an application to the Dutch railway network. For timed event graphs, the duration of the transient behavior, also sometimes called “coupling time”, has been extensively studied, in particular by techniques of max-plus spectral theory, see [BG01,ISS12,MNST14,MNS21]. The same problem
has arisen in the setting of deterministic dynamic programming [HA99], and in the analysis of distributed algorithms [CBFN13].

Here, we extend the bounds given in the above references, passing from timed event graphs to continuous Petri nets with stationary routings, or, equivalently, passing from deterministic (semi-)Markov decision processes to stochastic semi-Markov decision processes. By comparison with the “deterministic” case, our proofs require new tools, coming from non-linear Perron-Frobenius theory and from the theory of stochastic shortest paths. In particular, Theorem 4 on the asymptotic convergence time builds on the work of [BT91] on stochastic shortest path problems, and extends some of these results to the semi-Markov case. Theorem 6 exploits techniques of non-linear Perron–Frobenius theory [AGN11,AGQS19] in order to characterize the property of convergence in finite time. To our knowledge, no characterization of the finite time convergence was known, even in the setting of Markov decisions processes.

Estimating the speed of convergence to the stationary regime for Markov decision processes is indeed a difficult and classical issue. General asymptotic convergence results, like the ones of [SF78b, SF78a, SF79], show that a convergence does occur with a ultimately geometric rate. However, they lead to bounds and speed estimates that are nonconstructive. An explicit bound of the time needed to enter in the geometric convergence regime was given in [Bon07], for shortest path stochastic configurations, supposing that all costs are positive. In contrast, we consider here the property of finite time convergence, leading to different bounds.

We rely on a correspondence between continuous timed Petri nets and semi-Markov decisions processes, developed in a series of works [CGQ98, CGQ95, ABG21]. This allows one to obtain asymptotic theorems and develop computational methods to solve performance evaluation issues by means of Markov decision techniques. Related analytical results were obtained in [GG04] with a different approach. Alternative approaches to the question of “absorption time” may rely on stochastic models, or network calculus. We leave the treatment of such aspects for further work, noting that the continuous Petri net behaviors studied arise as scaling limits of discrete deterministic or stochastic models. Hence, capturing probabilistic or network calculus aspects is expected to add one layer of difficulty – see e.g. [BR19] for a probabilistic treatment of emergency call centers.

Finally, we refer the reader to [Yus82, Fei94, Ros70] for background on semi-Markov decision processes, a.k.a, renewal programs [DF68]. See also [HG11] for a recent reference.

The proofs of our main results are presented in appendix; the essential tools and ideas, however, are in the body of the paper. Additional explanatory or illustrative materials can be found in appendix.
2 Petri net model of a medical emergency call center

A specific motivation in computing transience bounds for timed Petri nets originates from a real-life case study of the medical emergency call centers of the Paris area (SAMU 75, 92, 93 and 94), that is discussed in details in [ABG21].

We consider a medical emergency call center with three types of agents: medical regulation assistants (MRAs) who pick up calls and orient patients through the system, emergency physicians who handle the calls deemed to be the most serious by the MRAs, after which it can be decided to send an ambulance or a mobile intensive care unit, and general practitioners. Once a MRA has detected that a patient should talk with some emergency physician, the former stays on line with the patient and waits for one of the latter to be available; at this point a very short conversation happens between the MRA and the doctor, in which the MRA summarizes the case. Calls not passed to emergency physicians by the MRAs are either transferred to general practitioners if they concern less serious medical matters, and in this case the patient is put on hold in a virtual waiting room, or these calls are hang up if it was not a health-related distress call. In the last two situations, the MRA is able to pick up immediately a new incoming call.

We focus on the next fundamental tasks of the emergency chain of treatment.

Task 0: an emergency inbound call arrives
Task 1: an inbound call is picked up by a medical regulation assistant, who will decide if the call should be passed on to an emergency physician or not
Task 2: the instruction by the MRA of a call not requiring to talk with the emergency physician is completed
Task 3: the instruction by the MRA of a call requiring to talk with the emergency physician is completed and communication with the latter is initiated
Task 4: the short briefing between the MRA and the emergency physician is over, phone consultation between the patient and the physician starts
Task 5: the consultation of the patient with the physician ends

Depending on the need to talk with an emergency physician or not, calls will follow Tasks 0, 1 and 2 or Tasks 0, 1, 3, 4 and 5. For $t \geq 0$, we denote by $z_i(t)$ the number of Tasks $i$ completed up to time $t$, starting with no completed tasks at the instant $t = 0$.

We assume that calls arrive at a rate $\lambda$, and that a fraction $\pi$ of them will require a discussion with an emergency physician. There are a total of $N_A$ MRAs and $N_P$ emergency doctors. The conversation between the patient and the MRA takes a time $t_1$, the synchronization step between an MRA and a physician takes a time $t_2$, and the consultation between the physician and the patient consumes a time $t_3$ (all these durations are assumed constant for sake of simplicity).

In [ABG21], we modeled the previous organization by a continuous timed Petri net [CGQ95], shown on Figure 1. So $z_i(t)$ represents the number of firings of the transition labeled $z_i$, up to time $t$. We use the approximation in [ABG21], allowing “infinitesimal firings”, so that $z_i(t)$ is a real nonnegative number, rather
than an integer. In this setting, the functions $z_i$ are governed by the following dynamics:

$$
\begin{align*}
    z_1(t) &= z_0(t) \land (N_A + z_2(t) + z_4(t)) \\
    z_2(t) &= (1 - \pi)z_1(t - t_1) \\
    z_3(t) &= \pi z_1(t - t_1) \land (N_P + z_5(t)) \quad \text{(EMS)} \\
    z_4(t) &= z_3(t - t_2) \\
    z_5(t) &= z_4(t - t_3)
\end{align*}
$$

where $\land$ stands for the minimum operation. A minimum of several terms arises if a task requires the synchronization of multiple resources (e.g., an inbound call and the availability of a MRA, or availability of both a MRA and a doctor). Delayed terms (of the form $z_i(t - \tau)$) are induced by the completion time of tasks. Weights (e.g., $\pi$ and $1 - \pi$) occur when calls are split in several categories.

### 3 The Equivalence between Semi-Markov Decision Processes and Continuous Time Petri nets

In this section, we recall the correspondence between the dynamics of continuous timed Petri nets with stationary routings and semi-Markov decision processes, developed in [ABG21].

#### 3.1 The SMDP model

In Semi-Markov Decision Processes (SMDPs) [Put14,Yus82], sometimes referred to as Markov renewal programs, the decision epochs are allowed to occur at any
real-valued time. Indeed, between two successive moves, a sojourn time attached to states and actions must elapse.

Here, the finite set of states is denoted by $S$, and for all $i \in S$ the finite set of playable actions from state $i$ is denoted by $A_i$. We denote $A := \bigcup_{i \in S} A_i$ the disjoint union of the $(A_i)_{i \in S}$. As a result of playing action $a$ from state $i$, the player immediately incurs a deterministic cost $c^a_i$, is held in the state $i$ for a nonnegative and deterministic (so possibly null) time $t^a_i$, and finally goes to state $j \in S$ with probability $p^j_{i,a}$. Actions are pulled as soon as a state is reached, and we assume that $\sum_{j \in S} p^j_{i,a} = 1$ for all $i \in S$. We depict in Figure 1 an SMDP with six states and eight actions. We will see that this is precisely the SMDP corresponding to our running example of a medical emergency call center, in the sense that the counter equations of the Petri nets are equivalent to the dynamic programming equations of the SMDP [ABG21].

Recall that a strategy $\sigma$ [Put14] is a mapping that associate choices of actions to play based on histories, i.e. possible realizations of already visited states, pulled actions, incurred costs and sojourn times etc. We denote by $F$ the set of strategies. A strategy $f$ in $F$ and an initial state $i \in S$ induce a probability measure $P^f_i$ on the set of histories of the game. The strategy $f$ and the initial state $i$ also give rise to a random process $(\hat{t}_k, \hat{a}_k)_{k \in \mathbb{N}}$ (with $\hat{t}_0 = i$) of visited states and chosen actions. Denoting by $h = (i_k, a_k)_{k \in \mathbb{N}}$ a general trajectory realized by this process, we denote by $\hat{c}_k$ (resp. $\hat{n}_k$) the random variable such that $\hat{c}_k(h) = c^a_k$ (resp. $\hat{n}_k(h) = t^a_k$) for all $k \in \mathbb{N}$.

The value function $v^* : S \times \mathbb{R} \to \mathbb{R}$ of the game in finite horizon is then defined as follows, so that for $i \in S$ and $t$ in $\mathbb{R}$, $v^*(i, t)$ denotes the minimum (over all strategies) expected cost incurred by the player up to time $t$ by starting in state $i$ at the instant 0:

$$v^*(i, t) := \inf_{f \in F_i} \mathbb{E}_f^i \left( \sum_{k=0}^{\hat{N}_i} \hat{c}_k \right)$$

where $\mathbb{E}_f^i$ denotes the expectation operator relatively to $P^f_i$ and $\hat{N}_i$ is the random variable with values in $\mathbb{N}$ such that $\hat{N}_i(h) = \sup \{ n \in \mathbb{N} \mid \sum_{k=0}^{n-1} \hat{t}_k(h) \leq t \}$. Indeed observe that the cost $\hat{c}_n$ is incurred at time $\sum_{k=0}^{n-1} \hat{t}_k(h)$. We shall mainly focus on cases where $t \geq 0$, since the above definition implies $v^*(i, t) = 0$ for all $i \in S$ and $t < 0$.

Allowing zero sojourn times and yet immediate incurred costs raises the question of the well-posedness of the value function in (1). To prevent Zeno behaviors, i.e. accumulating infinitely many costs over a finite time period, a restriction is in order. We characterize non-Zeno SMDPs using the standard notion of policies: a policy $\sigma$ is a map from $S$ to $A$ such that $\sigma(i)$ lies in $A_i$ for every state $i$ of $S$ (some authors refer to this object as a decision rule). We denote by $\mathfrak{S} := \prod_{i \in S} A_i$ the finite set of all the policies. If $\sigma$ is a policy, $P^\sigma$ denotes the $|S| \times |S|$ matrix with entries $(p^j_{i,\sigma(i)})_{i,j \in S}$, while $c^\sigma$ (resp. $t^\sigma$) is the vector with entries $(c^\sigma(i))_{i \in S}$ (resp. $(t^\sigma(i))_{i \in S}$).
Assumption A  For all policies $\sigma$ in $\mathcal{S}$, for all finite classes $F \subset S$ of the Markov chain induced by $\sigma$, there is at least one state $i$ in $F$ with $t^{\sigma(i)} > 0$, i.e. with positive sojourn time attached to the chosen action $\sigma(i)$ from $i$.

This assumption, milder than imposing an almost surely positive sojourn time for all actions of the game, is the same as the one that Schweitzer and Federgruen considered in their study [SF78b] of an average-cost criterion for SMDPs. Under this assumption, one can check that the value function $v^*$ is well defined. In the rest of the paper, we shall denote by $t_{\text{max}}$ the maximum positive sojourn time $t^a$ attached to an action $a \in A$.

In accordance with the dynamic programming principle, the value function satisfies the following recursive optimality equation:

$$\forall t \geq 0, \ \forall i \in S, \ v(i,t) = \min_{a \in A_i} \left\{ c^a + \sum_{j \in S} p^a_{ij} v(j,t-t^a) \right\}. \quad (\text{DP})$$

The correspondence theorem, established in [ABG21, Th. 6.1], shows that the counter functions of priority-free continuous timed Petri nets with preselection routings are always of this form. When $t^a \equiv 1$, corresponding to holding times equal to 1 in all places, we recover the standard dynamic programming equation of Markov decision processes. However, allowing real sojourn times is natural in the Petri-net applications, leading to a semi-Markov framework.

When $t^a \equiv 1$, an initial condition $v(-1)$ fully determines the value function $v(t)$ for all $t \in \mathbb{N}$. In the case of SMDPs, the knowledge of the value function over the whole interval $[t - t_{\text{max}}, t)$ is needed to compute $v(t)$, where $t_{\text{max}}$ is the maximum positive sojourn time $t^a$ attached to an action $a \in A$, and we get an infinite dimensional dynamics. This motivates the introduction of the space $V$ of bounded $|S|$-dimensional vector functions over $[-t_{\text{max}},0)$ in order to characterize the initial conditions of (DP). The following proposition shows that, under such an initial condition, there is a unique trajectory satisfying the dynamic programming equations (DP). The main difficulty is to handle null sojourn times, then terms of $v(\cdot, t)$ can appear in both sides of (DP). We recall that a function of a real variable is càdlàg if it is right continuous and admits a limit at the left of every point.

**Proposition 1.** Let $v^0 \in V$. Under Assumption A there is a unique function $v$ defined on $[-t_{\text{max}}, \infty)$ satisfying the dynamic programming equation (DP) and for all $t \in [-t_{\text{max}},0)$, $v(t) = v^0(t)$. In addition, if $v^0$ is càdlàg (resp. piecewise-constant, piecewise-affine), then $v$ is càdlàg (resp. piecewise-constant, piecewise-affine).

Building in Proposition 1 we establish that $v^*$ satisfies (DP).

**Theorem 1.** The value function $v^*$ defined by (1) is the unique function null on $[-t_{\text{max}},0)$ that verifies the dynamic programming equations (DP).

The last theorem and Proposition 1 show in particular that $v^*$ is piecewise-constant.
Example In the example of a medical emergency call center, with equations governing the number of tasks complete over the time given by \( \text{EMS} \). On the other hand, we write the dynamic programming equations (DP) verified by the value function of the SMDP depicted in Figure 1, for all \( t \geq 0 \):

\[
\begin{align*}
v^*(0, t) &= v^*(0, t - t_0) + \lambda t_0 \\
v^*(1, t) &= v^*(0, t) + (N_A + (1 - \pi)v^*(2, t) + \pi v^*(4, t)) \\
v^*(2, t) &= v^*(1, t - t_1) \\
v^*(3, t) &= v^*(1, t - t_1) + (N_p / \pi + v^*(5, t)) \\
v^*(4, t) &= v^*(3, t - t_2) \\
v^*(5, t) &= v^*(4, t - t_3)
\end{align*}
\]

(2a) (2b) (2c) (2d) (2e) (2f)

We denote \((e_0 := 1, e_1 := 1, e_2 := 1 - \pi, e_3 := \pi, e_4 := \pi, e_5 := \pi)\). As shown in [ABG21], under steady call arrivals with rate \( \lambda \) so that \( z_i(t) = \lambda t \), it can be seen that \( \lambda_i(t)/e_i = v^*(i, t) \), since initial conditions (nullity before \( t = 0 \)) and dynamics coincide. This is a consequence of the main result of [ABG21] which states that priority free timed Petri nets with stoichiometric invariant are in correspondence with SMDPs and share common dynamics equations (actually the correspondence \( v^*(0, t) = \lambda t \) holds for \( t_0 \to 0 \) but further computations shall not require to take this limit, see Section 4.1).

3.2 Properties of the dynamics governing the value function

To portray the effect of applying equations (DP) to a function of \( V \), it shall come in handy to introduce the following evolution operator.

Definition 1. For \( t \geq 0 \), we define the evolution operator \( \mathcal{S}_t \) as the self-map of the set of functions \( V \), propagating an initial condition \( v^0 \) by \( t \) time units, i.e.,

\[
\mathcal{S}_t : v^0 \mapsto \begin{cases} 
-t_{\text{max}}, 0 & \to \mathbb{R}^{[S]} \\
\text{s} & \mapsto v(t + s),
\end{cases}
\]

(3)

where \( v \) is the function uniquely determined by the initial condition \( v^0 \) and the equations (DP), in accordance with Proposition 1.

The operator \( \mathcal{S}_t \) for SMDPs with \( t \geq 0 \) plays the same role as the \( t \)-fold iterate of the Bellman operator for MDPs (with in that case \( t \in \mathbb{N} \)). It follows from Theorem 1 and (3) that for all \( t \geq 0 \) and sufficiently small \( \varepsilon \), we have \( v^*(t) = \mathcal{S}_{t+\varepsilon} \mathcal{S}_{-\varepsilon} \mathcal{S}_{0} \mathcal{S}_{0} \), where \( \mathcal{S}_{0} \) denotes the null function of \( V \). It readily follows that the family \( \mathcal{S}_{t} \) constitutes a one-parameter semi-group, i.e., \( \mathcal{S}_0 \) is the identity map of \( V \), and for all \( t, t' \geq 0 \), we have \( \mathcal{S}_t \circ \mathcal{S}_{t'} = \mathcal{S}_{t+t'} \).

We list below some important properties of the operators \( \mathcal{S}_{t} \). The space \( V \) is equipped with the usual pointwise partial ordering \( \leq \), and with the sup-norm \( \|v^0\|_\infty := \sup_{s \in [-t_{\text{max}}, 0]} \|v^0(s)\|_\infty \). We denote by \( \mathbf{1} \) the constant function of \( V \) with all coordinates equal to 1.
Proposition 2. Let $t \geq 0$. The operator $\mathcal{A}_t$ is (i) additively homogeneous: $\forall \alpha \in \mathbb{R}$, $\mathcal{A}_t[v^0 + \alpha 1] = \mathcal{A}_t[v^0] + \alpha 1$; (ii) monotone (or order-preserving): $v^0 \leq v^0' \implies \mathcal{A}_t[v^0] \leq \mathcal{A}_t[v^0]'$; (iii) nonexpansive: $\|\mathcal{A}_t[v^0] - \mathcal{A}_t[v^0]\|_\infty \leq \|v^0 - v^0'\|_\infty$; (iv) continuous in both the uniform and pointwise convergence topologies.

The following proposition states the existence of an affine stationary regime, i.e., a particular initial condition function of $\mathcal{V}$ for which evolution under $\text{[DP]}$ amounts to a translation in time.

Proposition 3 ([ABC21]). Suppose that Assumption $A$ holds. Then,

(i) there exists two vectors $\chi(\mathcal{S})$ and $h$ in $\mathbb{R}^{|S|}$ such that the affine function $v^{\text{aff}}$ of $\mathcal{V}$ defined by $v^{\text{aff}}: s \mapsto \chi(\mathcal{S})s + h$ satisfies $\mathcal{A}_t[v^{\text{aff}}](s) = v^{\text{aff}}(t + s)$;

(ii) for all $v^0$ in $\mathcal{V}$, we have for all $s$ in $[-t_{\text{max}}, 0]$, $\mathcal{A}_t[v^0](s) \xrightarrow{t \to \infty} \chi(\mathcal{S})t + O(1)$.

In particular, we have $v^*(t) \xrightarrow{t \to \infty} \chi(\mathcal{S})t + O(1)$.

As it appears in item (ii) above, the growth rate $\lim_{t \to \infty} \mathcal{A}_t[v^0]/t$ is independent of the choice of $v^0$ in $\mathcal{V}$ and relates only to the topology and the parameters of the SMDP (or its evolution semi-group $\mathcal{S}$), hence the notation $\chi(\mathcal{S})$. This vector is none other than the solution of the minimal time-average cost problem associated with our SMDP, and the following proposition provides an explicit formula to compute it in terms of the policies and the associated Markov chains, see also [SF78a]:

Proposition 4. Suppose that Assumption $A$ holds. Then, the vector $\chi(\mathcal{S})$ featured in Proposition 3 is unique and we have for all $i$ in $S$

$$\chi(\mathcal{S})_i = \min_{\sigma \in \mathcal{S}} \sum_{F \in \mathcal{F}(\sigma)} \phi^F_i \left( \frac{\mu^F_\sigma}{\mu^F}, \sigma^F \right),$$

where for a policy $\sigma$ in $\mathcal{S}$, $\mathcal{F}(\sigma)$ denotes the set of final classes of the Markov chain induced by $\sigma$, and for a final class $F$ in $\mathcal{F}(\sigma)$, $\mu^F_\sigma$ (resp. $\phi^F_i$) denotes the invariant nonnegative measure of class $F$ (resp. the probability to reach $F$ starting from $i$ under $\sigma$).

Observe that the conditions of the non-Zeno Assumption $A$ are precisely those which make $\chi(\mathcal{S})$ well-defined in Proposition 4.

Remark 1. It shall turn convenient in Section 5.2 to consider an SMDP induced by a subset of actions. This may also require to restrict ourselves to an adequate subset of states. To that purpose, we say that a pair $(S', A')$ with $S' \subset S$ and $\emptyset \neq A' \subset A_i$ for all $i$ in $S$ is a consistent subset of states and actions if for all $a \in A'$, we have $\sum_{j \in S'} p_j^a = 1$.

If $(S', A')$ is such a pair, the equations [DP] restricted to actions of $A'$ and states of $S'$ induce an evolution semi-group that we may denote by $(\mathcal{A}_t|_{S', A'})_{t \geq 0}$ on the set of “initial condition” functions with suitable dimension, as set out in Proposition 4 and Definition 4. Any restricted semi-group of this form also enjoys the properties listed in Proposition 2.
4 Deviation of the value from the congestion-free regime

4.1 Reducing to a stochastic shortest path problem

We deal with systems that have to meet a known inbound demand. In the framework of SMDP, such an input is conveniently modeled by distinguishing a sink state denoted by 0, for which the value function \( t \mapsto v^*(0, t) \) is prescribed for all \( t \geq 0 \). We will assume that \( v^*(0, t) = \lambda t \) for all \( t \geq 0 \), where \( \lambda > 0 \) is constant rate of tasks to perform per unit of time. This input profile may be realized by our SMDP framework by first supposing that a single action \( a_0 \) is always accessible from state denoted by \( 0 \), initialized with a function of \( \lambda t^{a_0} \), and also that the dynamics is initialized with a function of \( \mathcal{V}_\lambda := \{ v \in \mathcal{V} \mid v(0, s) = \lambda s \text{ for all } s \in [-t_{\text{max}}, 0) \} \). In what follows, we shall refer to this setting as \( \lambda \)-sink SMDPs.

By an abuse of language and notation, we shall still refer to the value function and denote by \( v^* \) the solution of the dynamics of a \( \lambda \)-sink SMDP uniquely determined by the initial condition \( v^0 \) in \( \mathcal{V} \) such that \( v^0 |_{\mathcal{S} \setminus \{0\}} = 0 \). Indeed, this initial condition is not null on state 0 on \([-t_{\text{max}}, 0)\), as required by Theorem 1, but the function it generates coincides on \([0, \infty)\) with the value function obtained by prescribing \( v^*(0, t) = 0 \) for \( t \in [-t_{\text{max}}, 0) \) and \( v^*(0, t) = \lambda t \) for \( t \geq 0 \), provided that the actions giving access to state 0 are equipped with null sojourn time, which involves no loss of generality up to considering intermediary states.

Proposition 3 and Proposition 4 show that the growth rate of the solutions of (DP) is given by the one of an average-cost optimal policy; the final classes of this policy indicate which parts of the system, by staying within them, enable the player to minimize his/her costs in the long run. In our emergency call center application, these final classes correspond to the slowest part of the treatment chain and therefore indicate which resources are bottleneck via the computation of the growth rate. Observe that in a \( \lambda \)-sink SMDP, the singleton \( \{0\} \) is a final class of all policies of \( \mathcal{G} \) and that 0 must always have a growth-rate of \( \lambda \). We want to focus on “congestion-free regimes” of these SMDPs, i.e., for which the evolution under (DP) is driven by the input, resulting in \( \chi(\mathcal{S}) = \lambda 1 \) (where 1 denotes the vector with all components set to 1). According to Proposition 3 and the previous remark, it is relevant to introduce the minimum possible growth-rate in the SMDP except \( \lambda \), denoted by \( \chi \), and defined as

\[
\chi := \min_{\sigma \in \mathcal{G}} \min_{F \in \mathcal{F}(\sigma)} \left\{ \frac{\mu_F^\sigma \cdot c^\sigma}{\lambda \mu_F^\sigma \cdot t^\sigma} \right\}.
\]

It is therefore seen from Proposition 3 that \( \chi(\mathcal{S}) = \lambda 1 \) can occur only if \( \chi \geq \lambda \), i.e., the least growth-rate of the cost is achieved by accessing the sink state 0; and imposing \( \chi > \lambda \) ensures that the least costly final class of all policies is always \( \{0\} \). Conversely, we note that the value function of a state \( i \) can be driven by the input only if this state has access to 0, captured by the term \( \phi_i^{(0)} \) in (4) (recall that for two states \( i \) and \( j \) of the SMDP, we say that \( i \) has access to \( j \) if there are states \( i_0, i_1, \ldots, i_k, i_{k+1} \) of \( S \) with \( i_0 = i \) and \( i_{k+1} = j \), and actions \( a_0, a_1, \ldots, a_k \) of \( A_{i_0} \times A_{i_1} \times \cdots \times A_{i_k} \) such that \( p_{i_{k+1}}^{a_k} > 0 \) for all
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0 ≤ ℓ ≤ k). This motivates the statement of the next assumption to characterize the congestion-free regimes of λ-sink SMDPs.

**Assumption B** Consider a λ-sink SMDP.

(1) All the states of S have access to 0,
(2) χ > λ.

To investigate if a better result than the mere $v^*(t) = \lambda t + O(1)$ can be obtained under Assumption B, we focus on the deviation $\Delta v^*(t) := v^*(t) - \lambda t$. We remark that our setting bears much resemblance with the subclass of problems associated with MDPs known as *Stochastic Shortest Path* (SSP) problems. An *SSP configuration* refers to an MDP in which there is a distinguished sink state denoted by 0 such that any playable action from state 0 has null cost and forces to stay in 0 (for all $a \in A_0$, $c^a = 0$ and $p_0^a = 1$). It is therefore seen that as soon as one reaches state 0, the accumulated cost no longer evolves and the game virtually stops; in this case it is licit to study the limit of the value function in (1) when $t$ tends to $\infty$. We point out that the notion of SSP configuration carries over SMDPs. However, we are not aware of any study of the stochastic shortest path problem in the semi-Markov setting.

We now show that studying the deviation $\Delta v^*$ reduces to a SSP problem.

**Theorem 2.** Let $\mathcal{P}$ be a λ-sink SMDP. The SMDP $\mathcal{P}'$ obtained from $\mathcal{P}$ by changing the costs to the reduced costs $c^a - \lambda t^a$ for all $a \in A$ is in SSP configuration. Moreover, $\Delta v^*$ satisfies the dynamic programming equations of $\mathcal{P}'$, i.e., for all $t \geq 0$ and $i \in S$:

$$\Delta v^*(i, t) = \min_{a \in A_i} \left\{ (c^a - \lambda t^a) + \sum_{j \in S} p_j^a \Delta v^*(j, t - t^a) \right\}. \quad (6)$$

The key elements that make the SSP configuration arise under the cost reduction transformation featured in Theorem 2 are the fact that 0 remains an absorbing sink state but in addition becomes cost-free.

The mere SSP configuration in terms of topology is not sufficient to obtain convergence of $\Delta v^*$. Instead, to ensure that the SSP problem is well-posed and that ultimate reachability of state 0 is guaranteed, the notion of proper policy is often introduced.

**Definition 2.** A policy $\sigma$ in $\mathcal{S}$ is said proper if for all $i$ in $S$, $\lim_{n \to \infty} [(P^\sigma)^n]_{i0} = 1$. A *non-proper* policy is called improper.

The next proposition links our setting of congestion-free regime for λ-sink SMDPs to the most standard assumptions made in the SSP literature, expressed in terms of proper and improper policies.

**Proposition 5.** Let $\mathcal{P}$ be a λ-sink SMDP. The two assumptions of B are equivalent to the following two conditions on the SMDP $\mathcal{P}'$ in SSP configuration constructed in Theorem 2.
(1') There exists a proper policy.
(2') For every improper policy, the expectation of the accumulated reduced cost incurred up to time $t$ converges to $+\infty$ as $t \to \infty$, for at least one initial state.

This entails that the SMDP with reduced costs satisfies precisely the condition $[BT91]$ Assumption 1.

**Theorem 3 (Corollary of $[BT91]$).** Suppose that conditions (1') and (2') of Proposition 5 hold. Then, the equations

$$\forall i \in S \setminus \{0\}, \quad u(i) = \min_{a \in A_i} \left\{ (c^a - \lambda t^a) + \sum_{j \in S} p_{ij} u(j) \right\}, \quad u(0) = 0 \quad (7)$$

admit a unique solution in $\mathbb{R}^{|S|}$.

In what follows, if Assumption [3] is verified, we denote by $u^*$ the unique solution of equations (7). Building on Theorem [3], Bertsekas and Tsitsiklis show that the total cost of the SSP problem specified to the case of MDPs (when all the delays $(t^a)_{a \in A}$ are equal to 1) coincides with the solution of (7), and that it arises as the limit of iterates of the associated Bellman operator applied to any starting vector. We establish in the next theorem that these results carry over the semi-Markov framework, by considering the evolution semigroup $(S\Delta_t^A)_{t \geq 0}$ associated with the reduced dynamic programming equations (6). The latter naturally acts on the set of initial conditions $V_0 := \{ v \in V \mid v_0(s) = 0 \text{ for all } s \in [-t_{\max}, 0) \}$.

**Theorem 4.** Suppose that Assumptions [4] and [5] hold. Then, for all $v^0$ in $V_0$, for all $s$ in $[-t_{\max}, 0)$, we have $\lim_{t \to \infty} S\Delta_t^A [v^0](s) = u^*$.

In other words, Theorem 4 states that the minimum ultimate total expected cost of an SMDP in SSP configuration (such as the decision process $P'$ featured in Theorem 2) is the same than in a corresponding MDP with unit transition times. It is a consequence of the fact we study the infinite-horizon limit of a total reduced cost, which is a time indifferent quantity. In particular, the optimality equality characterizing the limit cost $u^*$ has precisely the same form in the MDP and in the SMDP case, the only change being that the delays $(t^a)_{a \in A}$ can take non unit values in the SMDP case.

We obtain a direct corollary of Theorem 4 for the study of the value function, which indeed improves the result of Proposition 3 in the congestion-free regime. We insist on the importance of the first result for applications: whatever the initial condition, the trajectory of a non-Zeno $\lambda$-sink SMDP in congestion-free regime always ultimately catches up the input $t \mapsto \lambda t$, up to a constant delay $u^*$.

**Corollary 1.** For a $\lambda$-sink SMDP, if Assumptions [4] and [5] hold, we have for all $v^0$ in $V_\lambda$ and all $s$ in $[-t_{\max}, 0)$:

$$\lim_{t \to \infty} S\Delta_t^A [v^0](s) = \lambda (t + s) 1 + u^* + o(1).$$

In particular,

$$v^*(t) = \lambda t 1 + u^* + o(1).$$
Example We come back to our running example of a medical emergency call center, and we first acknowledge that the SMDP depicted in Figure 1 is indeed a $\lambda$-sink SMDP. It is easy to verify in this figure that all the states have access to 0 and thus Assumption B-(1) is satisfied. The computation of the scalar $\chi$, using closed forms of the probabilistic invariants associated with the final classes of the four policies of the SMDP, provides

$$\chi = \lambda_A \land \lambda_P,$$

where

$$\lambda_A := \frac{N_A}{t_1 + \pi t_2} \quad \text{and} \quad \lambda_P := \frac{N_P}{\pi(t_2 + t_3)}.$$

These two quantities are fundamental in the analysis of the SMDP behavior and closely tied to real organization. The first one, $\lambda_A$, can be interpreted by the calls handling speed of MRAs, indeed there are $N_A$ of them and a fraction $1 - \pi$ (resp. $\pi$) of their work is to perform tasks 1 and 2 (resp. 1, 2, 3 and 4) which consumes a time $t_1$ (resp. $t_1 + t_2$), hence accounting for an average cycle time of $t_1 + \pi t_2$. The quantity $\lambda_P$ can similarly be interpreted as the handling speed of the $N_P$ emergency physicians, having a cycle time of $t_2 + t_3$ (to achieve tasks 3, 4 and 5) for a fraction $\pi$ of all the calls. Depending on the choice of $N_A$ and $N_P$ (but also of the other parameters), there may or may not be enough agents (whether MRAs or doctors) to perform without delay all the tasks arriving with flow $\lambda$.

The medical emergency call center that we model by means of this SMDP thus behaves in its congestion-free regime if and only if Assumption B-(2) is met, i.e., if $\lambda_A > \lambda$ and $\lambda_P > \lambda$. In this case, the call center is correctly staffed and there are enough agents to ultimately pick up all the calls with no delay, i.e., all the functions $t \mapsto z_i(t)$ in (EMS) admit their maximum throughput $\lambda e_i$. The policy that selects $(\sigma(1), \sigma(3)) = (a_1, a_3)$ is the one that achieves minimal throughput (only the calls arrival itself is bottleneck). It is associated with the unique final class $\{0\}$ and an affine stationary regime $t \mapsto \lambda t 1 + u^*$, where $u^* = -\lambda(0, 0, t_1, t_1 + t_2, t_1 + t_2 + t_3)$. As shown in Corollary 1 thanks to the sufficient staffing, this congestion-free regime where all calls are handled with no delays is always ultimately reached.

If $\lambda_A < \lambda$ or $\lambda_P < \lambda$, this means that there are either not enough MRAs or not enough emergency physicians to perform all the required tasks, and due to the synchronization step (Task 3), the whole chain of treatment is slowed down. Limit cases ($\lambda_A = \lambda$ or $\lambda_P = \lambda$) would require a more detailed analysis.

4.2 Transience time needed to catch-up the input

In the congestion-free regime, the function $w : t \mapsto \lambda t 1 + u^*$ of $\mathcal{V}_A$ featured in Corollary 1 gives rise to an affine stationary regime in the sense that for all $t \geq 0$ and $s$ in $[-t_{\max}, 0]$, we have $\mathcal{S}_t[w](s) = w(t + s)$ with no error term, like introduced in Proposition 3(i) any such regime actually differs from $w$ by a multiple of 1.

We leverage on the previous framework to study the effect of a perturbation on a steady-flow input in a $\lambda$-sink SMDP. For sake of simplicity, suppose that
the system is initialized in its stationary affine congestion-free regime \( w \) (this entails little loss of generality since this behavior is always ultimately reached according to Corollary 1). We suppose that at \( t = t_0 \), the input incurs a step of cost, so that \( v(0, t) = \lambda t + M \hat{H}(t - t_0) \) for all \( t \geq 0 \), where \( M \geq 0 \) and \( \hat{H} \) denotes the Heaviside function. In our emergency call center application, this can be used to simulate the sudden arrival at time \( t_0 \) of \( M \) new calls to handle on top of the usual demand with rate \( \lambda \). The next result formalizes the fact that these requirements on \( v(0, \cdot) \) actually define a unique trajectory of the \( \lambda \)-sink SMDP.

**Proposition 6.** Under Assumption \( A \), there is a unique function \( v: [-t_{\text{max}}, \infty) \to \mathbb{R}^{|S|} \) such that

- for all \( t \) in \([-t_{\text{max}}, \infty)\), \( v(0, t) = \lambda t + M \hat{H}(t - t_0) \),
- for all \( t \) in \([-t_{\text{max}}, 0)\), \( v|_{S \setminus \{0\}} = 0 \),
- \( v \) satisfies equations \((\text{DP})\) for states in \( S \setminus \{0\} \).

Moreover, if Assumption \( B \) holds, we have \( v(t) \to \infty \lambda t + u^*(i) + M 1 + o(1) \).

Building on the last statement of Proposition 6 which guarantees that in spite of the perturbation, the trajectory of the system still catches up the input (including the step of magnitude \( M \)), we want to study the transience time before this final regime is reached. To this purpose, we define for the state-by-state catch-up times (or transience times) \((\theta_i)_{i \in S}\) by:

\[
\forall i \in S, \quad \theta_i := \inf \left\{ t \geq t_0 \mid v(i, t) = \lambda t + u^*(i) + M \right\}.
\]

In Section 5, we shall study cases where the catching-up is exact and thus occurs in finite time; but we may as well have defined the \((\theta_i)_{i \in S}\) by the time needed for \( v(i, t) \) to approach \( \lambda t + u^*(i) + M \) up to a chosen precision \( \varepsilon \).

The next theorem shows that the problem of characterizing the \((\theta_i)_{i \in S}\) reduces to the study of catch-up times in an SMDP in SSP configuration starting from a particular initial condition.

**Theorem 5.** Suppose that Assumptions \( A \) and \( B \) hold. Let \( v' \) be the function uniquely determined by the initial condition \( s \mapsto u^* - M 1_{S \setminus \{0\}} \) in \( V_0 \) and the dynamics of the reduced-costs SMDP in SSP configuration featured in Theorem 3. Then, for all \( i \) in \( S \), we have \( \theta_i = \xi + \theta'_i \), where \( \theta'_i := \inf \left\{ t \geq 0 \mid v'(i, t) = u^*(i) \right\} \).

## 5 Finite time convergence of the Semi-Markov SSP-value

In this section, we tackle the purified version of our problem brought to light in Theorem 3 letting aside \( \lambda \)-sink SMDP to solely focus on SMDPs in SSP configurations. In particular, the evolution semigroups considered hereafter such as \((\mathcal{S}_t)_{t \geq 0}\) are associated with dynamics of type \((6)\) with null costs on state 0. Furthermore, observing that the definition of \( \chi \) in (5) for \( \lambda \)-sink SMDPs carries over to SSP configurations (that are essentially 0-sink SMDPs). In consequence, we rephrase the two conditions of Assumption \( B \) in the special case of SMDPs in SSP configuration.
### Assumption C

Consider a SMDP in SSP configuration.

1. All the states of $S$ have access to 0,
2. $\chi > 0$.

The following lemma ensures that Assumption C corresponds to Assumption B in the sense of the reduction stated in Theorem 2.

#### Lemma 1

Let $P$ be a $\lambda$-sink SMDP, and $P'$ be the SMDP in SSP configuration built in Theorem 3. Then $P$ satisfies Assumption B if and only if $P'$ satisfies Assumption C.

We point out that this result follows from the application of Proposition 5 to $P$ and $P'$, and the fact that $P'$ is precisely the reduced cost SMDP associated to itself.

The purpose of this section is to provide quantitative and constructive upper bounds on the $(\theta'_i)_{i \in S}$ introduced in Theorem 5. This, in turn, yields upper bounds on the catch-up times of the original $\lambda$-sink SMDP, thanks to Theorem 5.

#### 5.1 The different convergence phases

Recall as stated in Theorem 4 that a function determined by an initial condition $v^0$ in $V_0$ and satisfying the dynamic programming equations of a SMDP in SSP configuration converges towards $u^*$ as considered horizons approach infinity. We first provide a qualitative insight on the speed of convergence associated with this result.

For all $i$ in $S \setminus \{0\}$, we denote by $A_i^*$ the nonempty subset of $A_i$ composed of optimal actions, i.e. those achieving minimality in (7). Similarly, we introduce $\mathcal{S}^* := A_0 \times \prod_{i \in S \setminus \{0\}} A_i^*$ the set of optimal policies, included in $\mathcal{S}$. In accordance with Remark 4, optimal actions induce an evolution semi-group $\mathcal{S}^*$, which corresponds to applying only optimal policies. The following proposition shows that there is always an instant $t^*$ such that: 1. before $t^*$, either optimal or non-optimal actions can be picked, and thus the evolution of the dynamics amounts to applying the semigroup $\mathcal{S}$; 2. after $t^*$, only optimal actions are chosen, so that the finer dynamics associated with the semigroup $\mathcal{S}^*$ are actually used. Moreover, the second phase induces a geometric speed of convergence controlled by the spectral radii of the probability matrices of optimal policies. The geometric convergence result is deduced from [AGQS19, Th. 1 and Th 2], using tools from non-linear Perron–Frobenius theory [AGN11]. In particular, we refer to [AGQS19] for background on weighted sup-norms.

#### Proposition 7

Suppose Assumptions A and C hold. Let $v^0 \in V_0$ and denote by $v$ the solution of (DP) it determines. Then, there exists $t^* > 0$ such that for all $t \geq t^*$ and all $s \in [-t_{\max}, 0)$, we have $v(t + s) = \mathcal{S}^*_{t^*} \left[ \mathcal{S}^*_{t^*} \right] (v^0)(s)$. Moreover, if we define $\nu := \max_{\sigma \in \mathcal{S}} \rho(P_{\sigma} \mid (S \setminus \{0\}) \times (S \setminus \{0\})) < 1$, where $\rho(\cdot)$ denotes the spectral radius of a matrix, then for all $\varepsilon > 0$ small enough, there is a weighted sup norm in which $\mathcal{S}^*_{t^*}$ is a contraction of rate $\nu + \varepsilon$. 
We point out that this proposition is reminiscent of the different phases of convergence established by Schweitzer and Federgruen in their work \cite{sf79} of the deviation \( v(t) - \chi(S)t \) in the case of MDPs when this quantity admits a limit.

We are interested in cases where convergence occurs in finite time, i.e., without geometric residual, which is desirable in our call center application. The next theorem shows that such a finite time convergence cannot be expected unless all probability matrices associated with optimal proper policies and restricted to states of \( S \setminus \{0\} \) are nilpotent, hence making the rate of geometric convergence \( \nu \) featured in Proposition \( \ref{propconv} \) null. The latter is also equivalent to some restrictions on the SMDP topology, that we may interpret as requiring a form of hierarchy within the set of states that is compatible with the moves made by the optimal policies; these should always “descend” in the hierarchy until finally reaching 0, the minimal element.

**Theorem 6.** Suppose Assumptions \( A \) and \( C \) hold. Then, the following are equivalent:

(i) for all \( v^0 \) in \( V_0 \) and associated solution \( v \) of \( \text{(DP)} \), there exists \( t^* \) in \( \mathbb{R} \) such that for all \( t \geq t^* \), \( v(t) = u^* \)

(ii) for all proper optimal policies \( \sigma \) in \( \mathfrak{S}^* \), we have \( \rho(P_\sigma^{\{0\} \times (S \setminus \{0\})}) = 0 \),

(iii) there exists a partial ordering \( \leq \) on \( S \) such that for all \( \sigma \) in \( \mathfrak{S}^* \) and for all \( i \) in \( S \setminus \{0\} \), \( \text{supp}(\sigma(i)) \subset \{ j \in S, j < i \} \).

### 5.2 Hierarchical SSP configurations

The set \( \mathfrak{S}^* \) of optimal policies that control the ultimate rate of convergence according to the previous theorem is in general not known, and depends on the costs and sojourn times attached to the actions of the SMDP. It is desirable to identify conditions of a more topological nature under which finite time convergence occurs regardless of optimal character of some policies. Building on the statement of Theorem \( \ref{thmconv} \)\( \ref{thmconv}(iii) \), we choose to enforce the existence of a partial ordering \( \leq \) on \( S \) such that applying some actions necessarily make the order strictly decrease. This is formalized in the next assumption.

**Assumption D** There is a partial ordering \( \leq \) on \( S \), such that for all state \( i \in S \), there is a partition of the set of playable actions from \( i \) in the form \( A_i = A_i^- \cup A_i^+ \), with the condition that if \( a \in A_i^- \), then \( (p^a_j > 0 \implies j < i) \) and if \( a \in A_i^+ \), then \( (p^a_j > 0 \implies i \leq j) \), in which \( j < i \) means that \( j \leq i \) and \( j \neq i \). In addition, \( A_i^- \neq \emptyset \) for all \( i \in S \setminus \{0\} \).

In other words, Assumption \( D \) requires that actions either strictly “descend” or weakly “ascend” relatively to the states hierarchy, the first case being always possible. In what follows, we shall refer to \( \sigma \in A_i^- \) (resp. \( \sigma \in A_i^+ \)) as a “descending action” (resp. an “ascending action”). Remark that imposing in Assumption \( D \) that \( A_i^- \neq \emptyset \) for all \( i \in S \setminus \{0\} \) implies the condition \( \text{(1')} \) of Proposition \( \ref{propconv} \).
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since any policy which makes use of only descending actions is proper. This implication turns into an equivalence (i.e., any proper policy must make use of only descending actions) if the next condition is also met.

**Assumption E** For all $\sigma \in \mathcal{S}$, if there exists $i \in S$ such that $\sigma(i) \in A^+_i$, then $\sigma$ is improper.

Under Assumptions D and E (stronger than the condition (iii) of Theorem 6), we obtain that $A^+_i \subset A^-_i$ for all $i \in S$ and according to Theorem 6, convergence towards $u^*$ arises in finite time.

**Example** For the medical emergency call center depicted on Figure 1, these two hierarchical assumptions are satisfied, as highlighted on the first picture of Figure 2. The states hierarchy is the one naturally given by the (partial) order in which the different tasks are performed in the call center.

Our goal is to leverage on the hierarchical structure brought by Assumptions D and E to bound the catch-up times $(\theta'_i)_{i \in S}$ defined in Theorem 5. To this purpose, we remark that the state 0 is the bottom element of the order ($\leq$), and that the states that lie in low layers of the hierarchy shall have “quicker” access to state 0 than states located higher in the hierarchy (since the latter may need to pass through the former). From this perspective, if $i$ is a state of $S$, it is natural to study the catch-up time $\theta'_i$ after the states located lower than $i$ in the hierarchy already caught up the input. It amounts to determining the $(\theta'_i)_{i \in S}$ by following an inductive scheme given by the partial ordering ($\leq$).

This reasoning would result in straightforward bounds in the absence of ascending actions, i.e., which make the player move in states located higher in the hierarchy and thus slow down the catching-up of the input at the lowermost state 0. We know under Assumption C and E that these actions are ultimately non optimal because they are necessarily associated with improper policies and it is less costly to end up playing a proper policy. However for short decision horizons, some of these ascending actions may actually be optimal.

We tackle this difficulty by considering the collection of state-accessibility graphs of our SMDP in which particular states cannot use descending actions. More precisely, given $i \in S \setminus \{0\}$ such that $A^+_i \neq \emptyset$, we introduce the graph $G_S^{(i)}$ with nodes set $S$ and with edge set $\{(k, \ell) \in S^2 \mid \exists a \in A_k \setminus A^-_k \text{ s.t. } p^a_{\ell} > 0\}$. We denote by $\mathcal{C}(i)$ the strongly connected component of state $i$ in the graph $G_S^{(i)}$. The Figure 2 represents the two such subgraphs of our running example SMDP introduced in Figure 1. It can be seen on this example that for $i$ in $S$ such that $A^+_i \neq \emptyset$, not selecting actions in $A^-_i$ amounts to staying within states of $\mathcal{C}(i)$ with no way of accessing 0. The next lemma formalizes this fact.

**Lemma 2.** Suppose that Assumptions C, D and E hold. For all $i \in S \setminus \{0\}$ such that $A^+_i \neq \emptyset$, the following properties hold:

(i) 0 is not accessible from $i$ in $G_S^{(i)}$,
(ii) every state accessible from \( i \) in \( G_S^{(i)} \) also has access to \( i \) via descending actions.

Let \( i \in S \setminus \{0\} \) such that \( A_i^+ \neq \emptyset \). To prove that it cannot be more interesting in the long run to stay in the class \( C(i) \) than playing descending actions to reach state 0, we focus on the particular evolution associated with \( (\text{DP}) \) in \( C(i) \). Observe that the pair \( (C(i), A_{C(i)}) \), with \( A_{C(i)} := A_i^+ \cup \bigcup_{j \in C(i)} A_j \), is a consistent subset of states and actions in the sense of Remark 1. We thus introduce the associated evolution semigroup \( (\mathcal{S}_t \mid_{C(i), A_{C(i)}})_{t \geq 0} \) denoted for short by \( (\tilde{\mathcal{S}}_t^{(i)})_{t \geq 0} \).

**Lemma 3.** Suppose Assumptions \( \square \) and \( \square \) hold. Let \( i \) in \( S \) such that \( A_i^+ \neq \emptyset \). Then, the growth rate of \( \tilde{\mathcal{S}}_i^{(i)} \) is uniform on \( C(i) \), i.e., of the form \( \chi(i) \mathbf{1} \), where \( \chi(i) \geq \chi \).

We are now ready to formulate the bounds on the catch-up times \( (\theta_i')_{i \in S} \). Recall that these are defined in Theorem 5 under Assumption \( \square \) for \( \lambda \)-sink SMDPs, or equivalently under Assumption \( \square \) for SMDPs in SSP configuration. In particular we have \( \chi > 0 \).

**Theorem 7.** Suppose that hierarchical Assumptions \( \square \) and \( \square \) hold. Then, we have \( \theta_0' = 0 \) and for all \( i \in S \setminus \{0\} \), \( \theta_i' \) consistently verifies by induction:

\[
\theta_i' \leq \max_{a \in A_i^-} \{ t^a + \max_{j \in \text{supp}(a)} \theta_j' \} + \frac{M}{\chi(i)} A_i^+ \neq \emptyset,
\]

where for all \( i \) in \( S \) such that \( A_i^+ \neq \emptyset \), \( \chi(i) \mathbf{1} \) denotes the growth rate vector of the evolution semigroup \( \tilde{\mathcal{S}}_i^{(i)} \) introduced in Lemma 3.
The proof of Theorem 7 makes an extensive use of the fact that the function $v'$ introduced in Theorem 5 is nondecreasing. As indicated in the statement, a different behavior occurs if $A^+_{i}$ is empty or not. The case $A^+_{i} = \emptyset$ is rather easy to address: it consists in applying the inductive scheme described earlier and waiting for states lower in the hierarchy to catch up the input. In contrast, the case $A^+_{i} \neq \emptyset$, in which an “adverse” behavior may delay the catch-up by using actions of $A^+_{i}$, is harder to analyze. The key ingredient of the proof is to bound below the evolution of $v'$ on the class $C(i)$ by an affine stationary regime of the evolution semigroup $\tilde{S}(i)$. Since the latter has positive growth rate, and $v'$ eventually reaches a constant value on states located lower in the hierarchy, actions of $A^+_{i}$ cannot be selected for a too long duration.

We set $\theta^* := \max_{i \in S} \theta'_i$ the maximum of the catch-up times, so that after time $\theta^*$, all states have caught up the input.

**Example** We suppose that in addition to the usual calls arrival rate $\lambda$, our medical emergency call center undergoes the sudden arrival of $M$ extra calls (for instance, corresponding to an event with many casualties) at time $t = 0$. As proved in Corollary 1, if the call center is well-staffed, this peak of calls will ultimately be absorbed and the system shall return to a “cruise regime”, where the policy $(\sigma(1), \sigma(3)) = (a^-_1, a^-_3)$ is applied (recall that the latter is the only proper policy of the system). As already observed and commented in Figure 2, our SMDP modeling the call center satisfies hierarchical assumptions $D$ and $E$. As a result, the previous peak is overcome in a finite time $\theta^*$ and we can apply Theorem 7 to bound this duration. We obtain

$$\theta^* = \frac{M}{(\lambda_A \wedge \lambda_P) - \lambda} + t_1 + \frac{M}{\lambda_P - \lambda} + t_2 + t_3. \tag{8}$$

In this transience bound, we identify three terms coming from the mere communication delays between states (the times $t_1$, $t_2$ and $t_3$), and two terms originating from the states that could play ascending actions. The term $M/((\lambda_A \wedge \lambda_P) - \lambda)$ corresponds to a maximum time needed for state 1 to choose action $a^-_1$. We check that it is proportional to the amount of extra calls to pick up and is governed by the minimum residual handling speed of agents after they performed all the usual tasks, i.e. the throughput on class $C(1)$ of semigroup $(\tilde{S}(1))_{t \geq 0}$, given by either $\lambda_A - \lambda$ or $\lambda_P - \lambda$ depending on which policy realizes the minimal average-cost between $(\sigma(1), \sigma(3)) = (a^+_1, a^-_3)$ and $(\sigma(1), \sigma(3)) = (a^-_1, a^+_3)$. Similarly, the term $M/(\lambda_P - \lambda)$ bounds the time needed for state 3 to choose action $a^-_3$ after $\theta'_i + t_1$; the denominator corresponds to the throughput on class $C(3) = \{3, 4, 5\}$ of semigroup $(\tilde{S}(3))_{t \geq 0}$ (applying policy $\sigma(1), \sigma(3)$) = $(a^-_1, a^-_3)$).

Building on Theorem 7, we may give a coarser but simple bound on the global catch-up time $\theta^*$ that emphasizes the tree structure of hierarchical SMDPs. We denote by $d$ the maximal length of a descending path in $S$ relatively to the ordering $(\leq)$, and by $d^+$ the maximal number of states with non-empty set of ascending playable actions along a descending path.
Corollary 2. Under conditions of Theorem 7, convergence towards \( u^* \) occurs in a time \( \theta^* \) such that \( \theta^* \leq d \times t_{\text{max}} + d^+ \times (M/\chi) \).

This upper bound on the total time of convergence is governed by the ratio \( M/\chi \), i.e., it is proportional to the magnitude of the bulk that affected the input, and inversely proportional to the growth-rate of the inner part of the system (no taking into account the input). Rephrasing this result in terms of the \( \lambda \)-sink SMDPs, such as done in the example above, we get that \( \chi = \lambda' - \lambda \), where \( \lambda' \) is an intrinsic throughput of the system and \( \lambda \) is the input throughput. In the emergency call center example, \( \lambda' \) represents the maximal admissible input rate of calls. E.g., in \( \text{(8)} \), \( \lambda' = \lambda_A \wedge \lambda_P \) is the maximal input flow that does not exceed the capacities of treatment of the MRA and physicians. Hence, the difference \( \lambda' - \lambda \) has an intuitive interpretation as a security margin, which increases with the staffing.

Although the results of Theorem 7 and Corollary 2 were brought to address the question raised in Theorem 5 of the transience time to catch-up a specific Heaviside-type perturbation in \( \lambda \)-sink SMDPs, the derived bounds bear some generality. Indeed, any perturbation taking the form of an extra positive cost on the input — or equivalently an extra negative cost on states of \( S \setminus \{0\} \) — possibly not instantaneous but spread over a time window of length smaller than \( t_{\text{max}} \) can be bounded by such a template. This addresses the realistic case where the inner part of the system suffers a delay with respect to the input due to the perturbation. Besides, note that our techniques also allow us to bound the transience time of going back to an input-driven regime starting “ahead of it”. This would correspond to a “negative bulk” of arrivals (e.g., a reduced rate of arrivals, or an absence of arrivals, over a short time period), i.e., the opposite situation to the one considered in our motivating application. As an examination of our proofs shows, this case is easier to handle because it is always non-optimal to pick ascending actions, thus resulting in bounds without the \( M/\chi \) terms.

Concluding remarks

We provided an explicit upper bound for the time needed for an emergency call center to absorb a bulk of calls, relying on a continuous time Petri net model. This is based on an analysis of the conditions for convergence in finite time for semi-Markov decision processes. We showed that, under a “hierarchical” assumption on the topology of Petri nets, satisfied by emergency call centers, there is a finite absorption time, bounded by an expression whose essential term is of the form \( d^+ M/(\lambda' - \lambda) \), where \( \lambda \) is the input rate, \( \lambda' \) is an intrinsic throughputs of the system (with an explicit monotone dependence in the staffing), assuming that \( \lambda' > \lambda \), \( M \) is the bulk size, and \( d^+ \) is a constant depending on the topology of the system but not on the staffing. Whereas the order \( M/(\lambda' - \lambda) \) of our bound is optimal, we believe there is still room for improvement for the multiplicative constant \( d^+ \) that we obtained. We plan to address this issue in further work.
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A Illustration of the SMDP dynamics

We depict in Figure 3 for a specific choice of parameters the value function $v^*$ associated to the SMDP of Figure 1 and previous dynamics (2), thus corresponding to our idealized emergency call center. In this SMDP, a total of four policies can be played at any instant (two different actions can indeed be pulled in both states 1 and 3), and we mention on the Figure 3 a strategy to be played at every instant to realize $v^*$ in terms of these policies. For instance, $v^*(400)$ can be achieved by applying policy $(\sigma(1), \sigma(3)) = (a_1^-, a_3^-)$ for 120 seconds, then $(a_1^+, a_3^-)$ until $t \approx 369.33$ s and $(a_1^+, a_3^+)$ until $t = 400$ s.
Fig. 3. The six components of the value function $v^*$ associated with the SMDP depicted in Figure 1 as functions of the time. The values of the parameters have been set to $\lambda = 0.025$, $\pi = 0.3$, $t_0$ is arbitrary small, $t_1 = 150$, $t_2 = 20$, $t_3 = 200$, $N_A = 3$ and $N_P = 1.375$.

B Illustration of the evolution semigroup

The action of the semigroup $\mathcal{S}$ is illustrated in Figure 4.

C Proof of the results of Section 3.1

The aim of this appendix is to provide the somewhat technical proofs of the main results of Section 3. The main difficulty of our SMDP model is that one may perform several moves and incur the corresponding costs in zero time.

We first show that the finite horizon SMDP problem is well posed.

**Theorem 8.** Under Assumption A, the value-function $v^*$ is well-defined.

We can actually show that Assumption A cannot be weakened.

**Lemma 4.** Let $P \in \mathbb{R}^{n \times n}$ be a stochastic matrix (thought as a Markov chain on $\{1, \ldots, n\}$). We denote by $\mathcal{F}$ the set of its final classes. Let $J$ be a subset of $\{1, \ldots, n\}$ and $P|_{J \times J}$ be the square submatrix of $P$ restricted to $J$. Then, this submatrix has spectral radius 1 if and only if it contains a stochastic submatrix, or alternatively

$$\rho(P|_{J \times J}) = 1 \iff \exists F \in \mathcal{F}, \quad F \subset J$$

**Proof.** We take advantage of the decomposition of $P$ adapted to the partition of $\{1, \ldots, n\}$ into the transient states $T$ of $P$ and the final classes $F_1, F_2, \ldots, F_k$.
Fig. 4. The dynamics (DP) of the SMDP of Figure 1 applied on an arbitrary initial condition \( v^0 \) of \( \mathcal{V} \) (given by a linear function on coordinate 0 and by the sum of linear functions with a sine wave for other states), and the action of the semigroup \( \mathcal{S} \) introduced in Definition 1 illustrated for evolution periods of 450, 430 and 880 units of time. Parameter values are identical to Figure 3 except \( N_A = 7 \) and \( N_P = 3.5 \). The finite time convergence to a stationary regime is visible on the figure.

of \( P \):

\[
P = \begin{pmatrix}
Q_0 & Q_1 & Q_2 & \cdots & Q_k \\
0 & P_1 & 0 & \cdots & 0 \\
0 & 0 & P_2 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & 0 \\
0 & 0 & 0 & \cdots & P_k
\end{pmatrix},
\]

where \( P_1, \ldots, P_k \) are stochastic matrices associated with irreducible Markov chains, and \( Q_0 \) is a substochastic matrix. It is clear that if we have \( F_\ell \subset J \) for some \( 1 \leq \ell \leq k \), we can find a right eigenvector associated with eigenvalue 1 for \( P_{]J\times J[} \).

Conversely, since any strict submatrix of \( P_1, \ldots, P_k \) is substochastic and then has spectral radius strictly less than 1, \( P_{]J\times J[} \) cannot admit an eigenvector associated with 1 if \( J \) doesn’t contain the whole support of some \( P_\ell \) for \( 1 \leq \ell \leq k \), i.e. a final class of \( P \).

C.1 Well-posedness of the value function (Theorem 8)

To show that \( \sup_{f \in \mathcal{F}} E_t(f(N_t)) < \infty \), we shall actually study an auxiliary Markov Decision Process (in which the time is therefore not taken into account) with larger state space and equipped with a layered structure.
Let $K$ be a positive integer, and define for all $k$ in $\{1, \ldots, K\}$ the states of the $k$-th layer:

$$S^{(k)} := \{i_1^{(k)}, i_2^{(k)}, \ldots, i_{|S|}^{(k)}\}.$$ 

We may think of all these layers as exact copies of the initial state space $S$ of our SMDP and so we have natural projections $(\pi_k : S^{(k)} \to S)_{1 \leq k \leq K}$ mapping a state of any layer to the state of $S$ from which it is derived (we shall drop the index $k$ and only denote these projections by $\pi$ when nonambiguous). We also introduce a cemetery state denoted by $\perp$, so that the complete state space $\tilde{S}$ of our new MDP writes

$$\tilde{S} := \left( \bigcup_{k=1}^{K} S^{(k)} \right) \cup \{\perp\}.$$ 

The set $S$ of states of the original SMDP can be partitioned into two sets $S_Z$ and $S_{NZ}$, respectively the possibly Zeno states, so that $S_Z := \{i \in S \mid \exists a \in A, \ t^a = 0 \}$ and the necessarily non-Zeno states $S_{NZ} := \{i \in S \mid \forall a \in A, \ t^a > 0 \}$. This decomposition naturally carries over to the layers $(S^{(k)})_{1 \leq k \leq K}$ and we shall later use the partition $S^{(k)} = S_Z^{(k)} \cup S_{NZ}^{(k)}$ for all $k \in \{1, \ldots, K\}$.

As for actions, we convene that from the cemetery state, only one action $a_\perp$ can be pulled (and then $A_\perp = \{a_\perp\}$). From any other state $i^{(k)}$ within the $k$-th layer, the player can pick exactly as many actions as in $A_{\pi(i^{(k)})}$:

$$A_{i^{(k)}} := \{a_1^{(k)}, a_2^{(k)}, \ldots, a_{|A_{\pi(i^{(k)})}|}^{(k)}\}.$$ 

Once again there are natural projections from these newly created sets of playable actions towards those of the original SMDP, and for the sake of simplicity we still denote these maps by $\pi$.

For all $i^{(k)}$ in $S^{(k)}$, the transition probabilities after playing action $a$ in $A_{i^{(k)}}$ are such that

$$\begin{align*}
\text{if } t^{\pi(a)} > 0, \text{ then } \ p^a_j := &\begin{cases} 
p^{\pi(a)}_{\pi(j)} & \text{if } k < K \text{ and } j \in S^{(k+1)} \\
1 & \text{if } k = K \text{ and } j = \perp \\
0 & \text{otherwise}
\end{cases} \\
\text{if } t^{\pi(a)} = 0, \text{ then } \ p^a_j := &\begin{cases} 
p^{\pi(a)}_{\pi(j)} & \text{if } j \in S^{(k)} \\
0 & \text{otherwise}
\end{cases}
\end{align*}$$

and finally $p^a_\perp = 1$ (the cemetery state is absorbing).

In other words, all actions in the new game derived from Zeno actions in the original SMDP make the player stay in the current layer, while picking some new action derived from a non-Zeno initial action forces to dive into the next layer (and to join the cemetery state if already in the $K$-th layer).

Unit rewards $r^a := 1$ are attached to all the actions $a \in A \setminus \{a_\perp\}$ of this new MDP except in the cemetery state $\perp$ where no more rewards can be earned, i.e. $r^{a_\perp} := 0$.
Furthermore, the admissible trajectories \( \tilde{H}_\infty \) associated with the new game correspond to those of the initial SMDP \( H_\infty \), up to potentially hitting \( \perp \) after which a single action can be chosen, so the strategies of the original game precisely induce all the strategies of the new one. Since any \( f \) in \( F \) and initial state \( i \) in \( \tilde{S} \) define a random process \((i, \tilde{a}_0, \tilde{r}_0, i_1, \tilde{a}_1, \tilde{r}_1, \ldots)\), we can introduce the vector \( N^{[K]} \) of \( \mathbb{R}^{\tilde{S}}_{\geq 0} \) where

for all \( i \in \tilde{S} \), \( N^{[K]}(i) := \sup_{f \in F} \mathbb{E}_i^f \left( \sum_{k=0}^{\infty} \tilde{r}_k \right) \). \hfill (9)

**Lemma 5.** Let \( t \geq t_{\min} \) and denote \( K := \lceil t/t_{\min} \rceil \). We have for all \( i \) in \( S \):

\[
N^{[K]}(i) \leq \sup_{f \in F} \mathbb{E}_i^f (\tilde{N}_t) \leq N^{[K]}(i^{(1)}),
\]

where the second inequality actually holds for all \( t \geq 0 \).

**Proof.** From what preceeds, we understand that for all \( i \) in \( S \) and \( k \) in \( \{1, \ldots, K\} \) for the \( K \)-layered MDP, the quantity \( N^{[K]}(i^{(k)}) \) gives the maximum expected number of moves starting from \( i \) and before performing \( K + 1 - k \) non-Zeno moves in the original SMDP.

In particular for any admissible trajectory of the process, the number \( \tilde{N}_t \) of moves performed in this original SMDP before exceeding a total physical elapsed time \( t \) must be less than the number of moves before pulling \( K \) non-Zeno actions (costing a total time of at least \( Kt_{\min} \geq t \) units of time), hence the second inequality. On the other hand if \( t \geq t_{\min} \), it requires to pull at least one non-Zeno action before possibly exceeding a total physical elapsed time of \( t \), hence the first inequality.

We use hereafter the notation \( \mathbf{1} \) to denote the vector with all coordinates equal to 1.

**Lemma 6.** Denote \( \tilde{\mathbb{S}} := \prod_{i \in \tilde{S}} \tilde{A}_i \) the set of policies (or decision rules) in our new MDP. Similarly to the original SMDP, the matrix with components \((p^{\tilde{\sigma}(i)})_{i,j \in \tilde{S}}\) is denoted by \( P^{\tilde{\sigma}} \). We introduce the self-map \( B \) of \( \mathbb{R}^{\tilde{\mathbb{S}} \setminus \{\perp\}} \)

\[
B(x) = 1 + \max_{\tilde{\sigma} \in \tilde{\mathbb{S}}} \{ P^{\tilde{\sigma}} |_{\tilde{S} \setminus \{\perp\} \times (\tilde{S} \setminus \{\perp\})} x \}
\]

Then, the vector \( N^{[K]} \) with its \( \perp \)-coordinate dropped is a fixed-point of \( B : \)

\[
N^{[K]}|_{\tilde{S} \setminus \{\perp\}} = B(N^{[K]}|_{\tilde{S} \setminus \{\perp\}})
\]

**Proof.** We recognize in \( \mathbf{(9)} \) an expected total reward as defined in [Put14, Section 7.1.1]. All the rewards are nonnegative so [Put14, Theorem 7.1.3] applies and we know that \( N^{[K]} \) verifies an optimality equation of the form

\[
N^{[K]} = \max_{\tilde{\sigma} \in \tilde{\mathbb{S}}} \{ \mathbf{1}^{\tilde{\sigma}} + P^{\tilde{\sigma}} N^{[K]} \}, \hfill (10)
\]
Remark that the vector \( \vec{\rho} \) does not actually depend on \( \vec{\sigma} \in \vec{S} \) (it has only unit components except on the last coordinate where it is null), and above all, any \( P^\vec{\sigma} \) has the form

\[
\begin{pmatrix}
    P_{\vec{\sigma}}^{(1)} & P_{\vec{\sigma}}^{(2)} & \cdots & 0 & 0 & 0 & 0 \\
    0 & 0 & P_{\vec{\sigma}}^{(1)} & P_{\vec{\sigma}}^{(2)} & \cdots & 0 & 0 \\
    0 & 0 & P_{\vec{\sigma}}^{(1)} & P_{\vec{\sigma}}^{(2)} & \cdots & 0 & 0 \\
    0 & 0 & 0 & 0 & \cdots & 0 & 0 \\
    \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & 0 & 0 & \cdots & 0 & 0 \\
    s_{1,i} & s_{2,i} & s_{3,i} & s_{4,i} & \cdots & s_{n,i} & s_{n,i} \\
\end{pmatrix}
\]

where all the blocks depend on \( \vec{\sigma} \). Indeed, we already justified that playing actions from necessarily non-Zeno states forces to join the next layer, while playing actions from possibly Zeno states can either result in staying on the current layer (if a Zeno action is chosen) or going to the next one (otherwise).

We know that \( N^{[K]} \) satisfies \([10]\) and that \( N^{[K]}(\perp) = 0 \) by the definition \([9]\). This last fact actually makes the above two blocks \( Q^{[K]}_{Z,\perp} \) and \( P^{[K]}_{Z,\perp} \) in the last column not active and we may just write \( N^{[K]}|_{S^{(K)}_{2}} = 1 + P^{[K]}_{Z,Z} N^{[K]}|_{S^{(K)}_{Z}} + P^{[K]}_{Z,NZ} N^{[K]}|_{S^{(K)}_{NZ}} \) and \( N^{[K]}|_{S^{(K)}_{NZ}} = 0 \). The equation \([10]\) can then be simply refined in the one claimed by the lemma.

The following proposition is a particular case resulting of operator-based techniques from \([10],[14],[19]\], that shall be very useful in several of our proofs.

**Proposition 8.** Let \( n \) in \( \mathbb{N} \) be a positive integer, \( \mathcal{E} \) a finite set. Let \((C^{(k)})_{k \in \mathcal{E}}\) be nonnegative matrices of \( \mathbb{R}^{n \times n} \) and \((d^{(k)})_{k \in \mathcal{E}}\) be vectors of \( \mathbb{R}^{n} \).

We introduce the following two piecewise-affine selfs map of \( \mathbb{R}^{n} \):

\[
\begin{align*}
    C^{\max}(x) := & \max_{k \in \mathcal{E}} \left\{ C^{(k)} x + d^{(k)} \right\}, \\
    C^{\min}(x) := & \min_{k \in \mathcal{E}} \left\{ C^{(k)} x + d^{(k)} \right\},
\end{align*}
\]

where the minimum is taken componentwise. For \((k_{1}, \ldots, k_{n}) \) in \( \mathcal{E}^{n} \), we denote by \( C^{(k_{1}, \ldots, k_{n})} \) the \( n \times n \)-matrix whose \( i \)-th row is given by the \( i \)-th row of \( C^{(k_{i})} \).

If all matrices \( C^{(k_{1}, \ldots, k_{n})} \) have a spectral radius strictly less than one, then there exists \( \lambda \) in \([0,1)\), and \( u \) in \( \mathbb{R}_{+}^{n} \) such that \( C^{\max} \) and \( C^{\min} \) are \( \lambda \)-contracting in weight sup-norm \( \| \cdot \|_{u} \), and thus both \( C^{\max} \) and \( C^{\min} \) admit a fixed-point in \( \mathbb{R}^{n} \).

**Proof.** We suppose that for all \((k_{1}, \ldots, k_{n}) \) in \( \mathcal{E}^{n} \), we have \( \rho(C^{(k_{1}, \ldots, k_{n})}) < 1 \) and we want to show that \( C^{\max} \) and \( C^{\min} \) admit a fixed-point.
We first introduce the homogeneous part \( \hat{C}^{\text{max}} \) (resp. \( \hat{C}^{\text{min}} \)) of operator \( C^{\text{max}} \) (resp. \( C^{\text{min}} \)) defined by \( C^{\text{max}}(x) := \max_{k \in \mathcal{E}} \{ C^{(k)} x \} \) (resp. \( C^{\text{min}}(x) := \min_{k \in \mathcal{E}} \{ C^{(k)} x \} \)) for \( x \in \mathbb{R}^n \). We want to apply [AGQ19] Theorem 1, which claims that for \( \lambda \geq 0 \) and \( u \in \mathbb{R}_{\geq 0}^n \), the order-preserving operator \( C^{\text{max}} \) (resp. \( C^{\text{min}} \)) of \( \mathbb{R}^n \) is \( \lambda \)-contracting in weighted sup-norm \( \| \cdot \|_u \) if and only if \( \hat{C}^{\text{max}}(u) \leq \lambda u \) (resp. \( \hat{C}^{\text{min}}(u) \leq \lambda u \)). Actually, since for all \( x \in \mathbb{R}_{\geq 0}^n \), we have \( 0 \leq \hat{C}^{\text{min}}(x) \leq \hat{C}^{\text{max}}(x) \), we shall just focus on \( \hat{C}^{\text{max}} \) in what follows.

Although it is not linear (as a supremum of linear maps), we may define a notion of spectral radius for \( \hat{C}^{\text{max}} \) by

\[
\rho(\hat{C}^{\text{max}}) := \sup \{ \lambda \geq 0 \mid \exists x \in \mathbb{R}^n \setminus \{0\}, \hat{C}^{\text{max}}(x) = \lambda x \}
\]

Since all the maps \( x \mapsto C^{(k)}x \) are order-preserving on \( \mathbb{R}_{\geq 0}^n \), we obtain according to [AGN11] Proposition 8.1 that

\[
\rho(\hat{C}^{\text{max}}) = \max_{(k_1, \ldots, k_n) \in \mathcal{E}^n} \rho(C^{(k_1, \ldots, k_n)})
\]

(indeed, to satisfy the selection property needed in [AGN11] Proposition 8.1, we here must take into account all the matrices with rows shuffled).

Therefore, our initial assumption entails that \( \rho(\hat{C}^{\text{max}}) < 1 \). However, from the generalized Collatz-Wielandt theorem (see [AGN11] Theorem 1.1), it also holds that

\[
\rho(\hat{C}^{\text{max}}) = \inf \{ \lambda > 0 \mid \exists x \in \mathbb{R}_{\geq 0}^n, \hat{C}^{\text{max}}(x) \leq \lambda x \},
\]

so by taking a specific \( \lambda \) in \( [\rho(\hat{C}^{\text{max}}), 1) \), we know that there exists a positive vector \( u \) such that \( 0 \leq \hat{C}^{\text{min}}(u) \leq \lambda u \). From our previous bound on \( \hat{C}^{\text{min}} \) and by applying [AGQ19] Theorem 1, we conclude that the (no longer homogeneous) operators \( \hat{C}^{\text{max}} \) and \( \hat{C}^{\text{min}} \) are \( \lambda \)-contracting in the weighted sup-norm relative to \( u \) with \( 0 \leq \lambda < 1 \). It immediately follows that both of them admit a (unique) positive fixed-point in \( \mathbb{R}^n \).

**Proposition 9.** The following are equivalent:

1. the operator \( B \) defined in Lemma 8 admits a (unique) finite positive fixed-point,
2. for all \( \vec{\sigma} \) in \( \vec{\mathcal{S}} \), \( \rho(P^\vec{\sigma} |_{\vec{S}(\{\bot\}) \times (\vec{S}(\{\bot\}))}) < 1 \)
3. for all \( \sigma \) in \( \mathcal{S} \), \( \rho(P^\sigma |_{S_\bot \times S_\bot}) < 1 \)
4. the conditions of Assumption 4 are fulfilled.

**Proof.** The implication \((1) \implies (2)\) is an application of Proposition 8 to the particular case of the operator \( B \) defined in Lemma 8 observing that working with policies causes the collection \( \{ P^\vec{\sigma} \}_{\vec{\sigma} \in \vec{\mathcal{S}}} \) to already contain all the matrices that can be constructed by the row-selection procedure. The unique fixed-point of \( B \) must lie in \( \mathbb{R}_{\geq 0}^n \) because the “affine part” of operator \( B \) (the terms \( (d^{(k)})_{k \in \mathcal{E}} \) of Proposition 8) is positive.
We prove \((2) \implies (1)\) by supposing that \(B\) admits a finite positive fixed-point \(x^*\) and assuming by contradiction that there is a particular \(\tilde{\sigma}\) in \(\tilde{\mathcal{S}}\) such that \(\rho(\tilde{P}^\tilde{\sigma}|_{(\tilde{S}(\perp)) \times (\tilde{S}(\perp))}) = 1\). By Lemma 4, the latter matrix contains a stochastic square submatrix, which then admits an invariant measure (i.e. a nonnegative left eigenvector for the eigenvalue 1). Up to completing this invariant measure by with zeroes, we can construct a nonnegative left eigenvector \(\mu \in \mathbb{R}^{|\tilde{S}| - \{|\perp|\}| \geq 0\) for the value 1 for \(\tilde{P}^\tilde{\sigma}|_{(\tilde{S}(\perp)) \times (\tilde{S}(\perp))}\). Moreover, the fixed-point property guarantees that
\[
x^* \geq \tilde{P}^\tilde{\sigma}|_{(\tilde{S}(\perp)) \times (\tilde{S}(\perp))} x^* + 1.
\]
Taking the dot-product with the nonnegative vector \(\mu\) on both sides leads to
\[
0 \geq \mu^T 1, \quad \text{however } \mu^T 1 > 0 \quad \text{(most commonly } \mu\text{ is chosen normalized so that } \mu^T 1 = 1), \quad \text{hence the contradiction.}
\]
To obtain \(\left(2\right) \iff \left(3\right)\), we remark for example by computing the characteristic polynomial of the big triangular matrix written in the proof of Lemma 6 that for \(\tilde{\sigma} \in \tilde{S}\), we have by denoting \((\sigma_1, \ldots, \sigma_K) \in S^K\) the restrictions of \(\tilde{\sigma}\) to layers \((S(k))_{1 \leq k \leq K}\) that
\[
\rho(\tilde{P}^\tilde{\sigma}|_{(\tilde{S}(\perp)) \times (\tilde{S}(\perp))}) = \max_{1 \leq k \leq K} \rho(\tilde{P}^{(k)}|_{S_Z \times S_Z}) = \max_{1 \leq k \leq K} \rho(\tilde{P}^{\sigma_k}|_{S_Z \times S_Z}),
\]
and as a result
\[
\max_{\tilde{\sigma} \in \tilde{\mathcal{S}}} \rho(\tilde{P}^\tilde{\sigma}|_{(\tilde{S}(\perp)) \times (\tilde{S}(\perp))}) = \max_{\sigma \in \mathcal{S}} \rho(\tilde{P}^{\sigma}|_{S_Z \times S_Z}).
\]
The equivalence \(\left(3\right) \iff \left(4\right)\) follows immediately from Lemma 4 since by negation its claim for all policy we have
\[
\forall \sigma \in \mathcal{S}, \quad \rho(P^\sigma|_{S_Z \times S_Z}) < 1 \iff \forall \sigma \in \mathcal{S}, \quad \forall F \in \mathcal{F}(\sigma), \quad F \not\subset S_Z,
\]
the last assertion corresponding exactly to any final class of any policy having at least one positive sojourn time, i.e. Assumption A.

The previous results allow us to quickly demonstrate Theorem 8

**Proof (Proof of Theorem 8).** Suppose that Assumption A holds. Then, by Proposition 9, the operator \(B\) defined in Lemma 6 admits a unique positive fixed-point, which is finite. However, Lemma 6 tells us that this fixed-point coincides with \(N^K|_{\tilde{S}(\perp)}\). It follows that \(N^K\) is finite for all positive \(K\) in \(\mathbb{N}\). The Lemma 5 therefore guarantees that for all \(i\) in \(S\) and \(t \geq 0\) that \(\sup_{f \in \mathcal{F}} E_i^f(\tilde{N}_t) < \infty\).

Conversely, if Assumption A is not verified, we reuse Proposition 9 to conclude that \(N^K\) must have non-finite value on some coordinate \(i\) in \(S\). Lemma 5 entails that for the same \(i\) and some \(t \geq t_{\min}\) we have \(\sup_{f \in \mathcal{F}} E_i^f(\tilde{N}_t) = \infty\).
Layer 1

Layer 2

Layer K
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Remark 2. The layered MDP constructed in this subsection is a Stochastic Shortest Path configuration (or should we say a “Stochastic Longest Path” since we seek to maximize the number of moves before hitting $\downarrow$). The assertion of Proposition 3 essentially requires that all the policies of this SSP are proper, hence providing contraction properties used in the proof as observed in [BT91 Proposition 1].

C.2 Dynamics of the value function

Proof (Proof of Proposition 1). We prove the result by showing correctness of the following inductive scheme: 

Imagine some $t_0 \geq 0$, if $v$ is known on $[-t_{\max}, t_0)$, then $v$ is uniquely determined on $[t_0, t_0 + t_{\min})$, since it suffices to apply this reasoning step by step for $t_0 \in t_{\min} \mathbb{N}$ to prove the proposition.

Suppose then that $t_0 \geq 0$ is fixed and $v$ is known on $[-t_{\max}, t_0)$. Let $t \in [t_0, t_0 + t_{\min})$ be a fixed instant as well. We reuse the partition of the state space $S = S_Z \cup S_{NZ}$ introduced in the previous subsection. We shall also denote $A_{i,Z} := \{a \in A_i \mid t^a = 0\} \neq \emptyset$ if $i$ is in $S_Z$.

If $i \in S_{NZ}$, $v(i, t)$ is explicitly determined by the (DP) equation

$$v(i, t) = \min_{a \in A_i} \left\{ c^a + \sum_{j \in S} p_j^a v(j, t - t^a) \right\}, \quad (11)$$

for by definition, all the $(t^a)_{a \in A_i}$ are positive and therefore the $(t - t^a)_{a \in A_i}$ lie in $[-t_{\max} + t_0, t_0)$. However, the restriction $v_Z(t) := (v(i, t))_{i \in S_Z}$ of $v$ to states of $S_Z$ is solution of the implicit equation

$$v_Z(t) = \varphi_t(v_Z(t)) := \min \left( C_{Z,t}(v_Z(t)), w_t \right),$$

where we have

\[
\text{for all } i \in S_Z, \quad [w_t]_i := \min_{a \in A_i \setminus A_{i,Z}} \left\{ c^a + \sum_{j \in S} p_j^a v(j, t - t^a) \right\},
\]

\[
\text{for all } a \in \bigcup_{i \in S_Z} A_{i,Z}, \quad c^a_t := c^a + \sum_{j \in S_{NZ}} p_j^a v(j, t), \text{ and}
\]

\[
\text{for all } i \in S_Z, \quad [C_{Z,t}(x)]_i := \min_{a \in A_{i,Z}} \left\{ c^a_t + \sum_{j \in S_Z} p_j^a x_j \right\}.
\]

Observe that $w_t$ and the $(c^a_t)$ actually depend on $t$ only via positive time-delays, and they are explicitly determined by the knowledge of $v$ on $[-t_{\max}, t_0)$ as well. We keep the index “$t$” nevertheless to emphasize that we shall determine $v_Z$ pointwise on $[t_0, t_0 + t_{\min})$.

As a self-map of $\mathbb{R}^{[S_Z]}$, observe that $\varphi_t$ is continuous. In addition under Assumption $\Lambda$ we obtain using Proposition 9 and Proposition 8 the existence of $\lambda \in [0, 1)$ and $u \in \mathbb{R}_{\geq 0}$ such that $\varphi_t$ is $\lambda$-contracting in weighted sup-norm
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∥·∥_A (taking the minimum of the operator Ĉ_{\text{min}} defined there with the constant application \(w_t\) doesn’t affect its contraction rate). As a result, \(v_Z(t)\) arises as the unique fixed-point of \(\varphi_t\), not necessarily positive but still finite. This shows that \(v(t)\) is uniquely determined for all \(t\) in \([t_0, t_0 + t_{\text{min}}]\), hence achieving our inductive scheme.

Now that we have proved the uniqueness of \(v(t)\) and in particular \(v_Z(t)\), we can present for the latter a more convenient form. Indeed, we know that \(v_Z(t)\) satisfies the following implicit relation:

\[
v_Z(t) = \min \left\{ \min_{\sigma \in \mathcal{S}_Z} \left\{ c^\sigma_t |_{S_Z} + P^\sigma |_{S_Z \times S_Z} v_Z(t) \right\}, w_t \right\}, \tag{12}\]

where \(\mathcal{S}_Z := \prod_{i \in S} A_i \cdot Z\) and for \(\sigma\) in \(\mathcal{S}_Z\), \(c^\sigma_t |_{S_Z}\) (resp. \(P^\sigma |_{S_Z \times S_Z}\)) denotes the vector \((c^\sigma_{(i)})_{i \in S_Z}\) (resp. the matrix \((p^\sigma_{(i,j)})_{i,j \in S_Z}\)) – the use of the restriction bars is actually not correct but we keep them to help visualize the dimensions of the objects at stake.

Equation (12) holds if and only if for all \(\sigma\) in \(\mathcal{S}_Z\), we have \(v_Z(t) \leq c^\sigma_t |_{S_Z} + P^\sigma |_{S_Z \times S_Z}\) and \(v_Z(t) \leq w_t\), with an equality achieved for each coordinate. Since by Assumption [A] we have \(\rho(P^\sigma |_{S_Z \times S_Z}) < 1\) for all \(\sigma\) of \(\mathcal{S}_Z\), the first set of inequalities can be replaced by \(v_Z(t) \leq (I - P^\sigma |_{S_Z \times S_Z})^{-1} c^\sigma_t |_{S_Z}\) for all \(\sigma\) in \(\mathcal{S}_Z\) (indeed for any stochastic matrix \(P\) with \(\rho(P) < 1\), the matrix \((I - P)^{-1}\) is nonnegative and as a result order-preserving as it can be seen for instance by a series expansion). We therefore obtain the following explicit expression:

\[
v_Z(t) = \min \left\{ \min_{\sigma \in \mathcal{S}_Z} \left\{ (I - P^\sigma |_{S_Z \times S_Z})^{-1} c^\sigma_t |_{S_Z} \right\}, w_t \right\}. \tag{13}\]

If \(v\) is the function determined by \(v^0 \in \mathcal{V}\) and \([\text{DP}]\), we easily show that if \(v^0\) is càdlàg (resp. piecewise-affine, piecewise-constant), then so \(v\), by supposing that \(v\) is indeed càdlàg (resp. piecewise-affine, piecewise-constant) on \([-t_{\text{max}}, t_0]\) for \(t_0 \geq 0\) and extending this property on \([t_0, t_0 + t_{\text{min}}]\) using equations (11) and (13) which preserve the càdlàg character (resp. piecewise-affine, piecewise-constant) and the fact that \(t \mapsto (c^\sigma_t)_{a \in A_Z}\) and \(t \mapsto w_t\) are càdlàg (resp. piecewise-affine, piecewise-constant) mappings of \([t_0, t_0 + t_{\text{min}}]\) as well.

The remark subsequent to the theorem that claims that the discontinuity points of \(v\) must be contained in \(D(v^0) + \sum_{a \in A} t^n \mathbb{N}\), (where \(D(v^0)\) is the countable sets of discontinuities of \(v^0\)) is obtained by a similar induction scheme.

\textbf{Proof (Proof of Theorem 4).} Following Proposition [1] we denote by \(w\) the unique function defined on \([-t_{\text{max}}, \infty)\) such that \(w\) is null over \([-t_{\text{max}}, 0)\) and \(w\) satisfies \([\text{DP}]\). Proposition [1] again guarantees that \(w\) is piecewise constant and càdlàg, in particular we have a piecewise constant and càdlàg “choice of argmin in \([\text{DP}]\)” mapping \(\sigma : [-t_{\text{max}}, \infty) \to \mathcal{S}\), such that for all \(i\) in \(S\) and \(t \geq 0\)

\[
w_i(t) = c^\sigma_i(t) + \sum_{j \in S} p^\sigma_{j,i}(t) w_j(t - t^\sigma_{j,i}),
\]
Indeed, let applied at all epochs. Huang and Guo call these strategies “horizon-relevant stationarity: the choice of actions to play at different epochs varies but does not depend on the history only through the current state and the current total elapsed time since 0, or equivalently the time remaining to live before hitting the planning horizon $t$. Although $f^*$ is also not stationary, observe it still has some form of stationarity: the choice of actions to play at different epochs varies but does not depend on the epoch number itself, the same horizon-dependent rule being applied at all epochs. Huang and Guo call these strategies “horizon-relevant stationary” (see [HGI11]). This fact shall be central to proving that $v^f$ verifies [DP]. Indeed, let $i$ in $S$ and $t \geq 0$. We have

$$v^f(i, t) = \mathbb{E}^f_{(i, t)}(\hat{c}_0 1_{t \leq \hat{t}}) + \mathbb{E}^f_{(i, t)} \left( \sum_{k=1}^{\infty} \hat{c}_k 1_{\hat{t}_k \leq t} \right)$$

where the second equality follows from the law of total expectation and the third one from the fact that $\hat{s}_0, \hat{t}_0, \hat{a}_0, \hat{s}_1, \hat{t}_1$ are deterministic under the choice of $\hat{t}_0 = i$ and $\hat{a}_0$.

Consider an admissible random process $(\hat{s}_0, \hat{t}_0, \hat{a}_0, \hat{s}_1, \hat{t}_1, \hat{a}_1, \ldots)$ (called “process A”) generated by the initial state $i \in S$ and the strategy $f^*_i$ and such that $\hat{t}_1 = j$ for $j \in S$ fixed. Then, the random process $(\hat{s}_1 - t^{\sigma_i(t)}(i), \hat{t}_1, \hat{a}_1, \hat{s}_2 - t^{\sigma_i(t)}(i), \hat{t}_2, \hat{a}_2, \ldots) = (\hat{s}_0, \hat{t}_0, \hat{a}_0, \hat{s}_1, \hat{t}_1, \hat{a}_1, \ldots)$ (that we may call “process B”) has the same law as the random process generated by initial state $j$ and the strategy $f^*_{\hat{a}_1 T^{\sigma_i(t)(i)}}$. Indeed the $k$-th chosen action in process B is given by $\sigma_{\hat{a}_k} (t - t^{\sigma_i(t)}(i) - \hat{t}_k)$, coinciding with $\sigma_{\hat{a}_k} (t - \hat{t}_k)$, the $k$-th chosen action in process A. Hence

$$v^f(i, t) = \mathbb{E}^{\sigma_i(t)} \left( \sum_{j \in S} \mathbb{P}_j^{\sigma_i(t)} \mathbb{E}^f_{(j, t - t^{\sigma_i(t)}(i))} \left( \sum_{k=1}^{\infty} \hat{c}_k 1_{\hat{t}_k \leq t} \right) \right)$$

$$= \mathbb{E}^{\sigma_i(t)} \left( \sum_{j \in S} \mathbb{P}_j^{\sigma_i(t)} \mathbb{E}^f_{(j, t - t^{\sigma_i(t)}(i))} \left( \sum_{k=0}^{\infty} \hat{c}_k 1_{\hat{t}_k \leq t - t^{\sigma_i(t)}(i)} \right) \right)$$

$$= \mathbb{E}^{\sigma_i(t)} \left( \sum_{j \in S} \mathbb{P}_j^{\sigma_i(t)} v^f(j, t - t^{\sigma_i(t)}(i)) \right)$$
This identity allows us to prove by induction (consider intervals of the form \([t_0, t_0 + t_{\text{min}}]\) again) that \(v^{f^*}\) and \(w\) that we already know to coincide on \([-t_{\text{max}}, 0]\) actually coincide on \([-t_{\text{max}}, \infty)\). In particular, \(v^{f^*}\), satisfies equations \([\text{DP}]\), and \(w \geq v^*\).

We now want to conclude that \(w = v^{f^*} \leq v^* = \inf_{f \in \mathcal{F}} v^f\). Using computations similar to those used for showing the recursive equation verified by \(v^{f^*}\), we can demonstrate that if \(f = (f_0, f_1, f_2, \ldots)\) is a randomized and history-dependent strategy, we have for all \(i \in S\) and \(t \geq 0\)

\[
v^f(i, t) = \sum_{a \in A_i} f_0(a) \left( c^a + \sum_{j \in S} p^a_j v^f(j, t - t^n) \right), \tag{14}
\]

where for \(i \in S\) and \(a \in A_i\), \(f^f_a\) denotes the randomized and history-dependent strategy \((f^f_{a,0}, f^f_{a,1}, \ldots)\) with for all \(k \in \mathbb{N}\) and \(h_k\) in \(H_k\), \(f^f_{a,k}(h_k) := f_{k+1}(i, a, h_k)).\) This equation becomes simpler if \(f\) is a Markovian strategy, i.e. when \(f_k(h_k) = f_k(i, k)\), because in this case all the \((f^f_a)_{a \in A}^i\) coincide with the strategy \(f^f := (f_1, f_2, \ldots)\). We then take advantage of the fact that for any randomized history-dependent strategy \(f\) in \(\mathcal{F}\), there is a randomized Markovian strategy \(f_{\text{MR}}\) in \(\mathcal{F}_{\text{MR}}\) so that the random processes generated by \(f\) and \(f_{\text{MR}}\) have the same law (see [Put14, Theorem 5.5.1]), and as a result \(\inf_{f \in \mathcal{F}} v^f = \inf_{f \in \mathcal{F}_{\text{MR}}} v^f\).

We now show that for all \(i \in S\) and \(t \in [t_0, t_0 + t_{\text{min}}]\), we have \(\inf_{f \in \mathcal{F}_{\text{MR}}} v^f(i, t) \geq v^{f^*}(i, t),\) by supposing that this inequality holds for all \(t \in [-t_{\text{max}}, t_0]\). In a similar way of the proof of Proposition [1] we know that this heredity step is trivial on states \(i \in S_{NZ},\) and thus we focus on the restriction \(v^{f^*}_Z(t)\) of \(v^f\) to states of \(S_Z\). We reuse the notation \(C_{Z,i}\) and \(w_{i}\) of Proposition [1] but add the “\(*\)” symbol to indicate that their definition use the particular function \(v^{f^*}\) instead of a general \(v\). The fact that \(f\) is Markovian and \([\text{DP}]\) gives us

\[
v^f_Z(t) \geq \min \left( C_{Z,i}^* (v^f_Z(t)), w^*_{i} \right) := \varphi_{i}^* (v^f_Z(t))
\]

Denoting by \(f^{(n)}\) the strategy \((f_n, f_{n+1}, f_{n+2}, \ldots)\) if \(n\) is in \(\mathbb{N}\), we immediately obtain for \(\varphi_{i}^*\) is order-preserving that for all \(n\)

\[
v^f_Z(t) \geq (\varphi_{i}^*)^n (v^f_Z(t))
\]

Now denote for short \(x_n := v^f_Z(t)\) and \(x^* := v^{f^*}_Z(t)\) and \(\varphi := \varphi_{i}^*\), we claim that \(\lim_{n \to \infty} \varphi^n(x_n) = x^*.\) Indeed as seen in Proposition [1] we have \(u > 0\) such that \(\varphi\) is \(\lambda\)-contracting in weighted sup-norm \(\| \cdot \|_u\) and admits \(x^*\) as a fixed-point (for it verifies \([\text{DP}]\) at \(t\)). Also observe that following Lemma [3] we have \(\| x_n \|_u \leq M := \max(u) \max_{i \in S_Z} \{ N(t/t_{\text{min}}) (t^{(1)}) \} \max_{a \in A} \{ |a^*| \}\). So we have for \(n\) in \(\mathbb{N}\):

\[
\varepsilon_n := \| \varphi^n(x_n) - x^* \|_u
\]

\[
\leq \lambda \| \varphi^{n-1}(x_n) - x^* \|_u
\]

\[
\leq \lambda \| \varphi^{n-1}(x_{n-1}) - x^* \|_u + \lambda \| \varphi^{n-1}(x_n) - \varphi^{n-1}(x_{n-1}) \|_u
\]

\[
\leq \lambda \varepsilon_{n-1} + 2\lambda^{n-1} M
\]

\[
\leq \lambda^{n} \varepsilon_0 + 2n\lambda^{n-1} M \quad \text{by immediate induction}
\]
Since \( \lim_{n \to \infty} \varepsilon_n = 0 \), we deduce that for all \( f \) in \( \mathcal{F}_{\text{MR}} \), \( \varepsilon_f(t) \geq v_f(t) \), which shows correctness of our inductive scheme.

We can finally conclude by the inequalities

\[
v_f(i, t) \leq \inf_{f \in \mathcal{F}_{\text{MR}}} v_f(i, t) = \inf_{f \in \mathcal{F}} v^*(i, t) \leq v_f(i, t)
\]

that the value function \( v^* \) is given by the unique solution of the equations \([\text{DP}]\) with null initial condition.

**Proof (Proof of the fact that \( \mathcal{R}_t \geq 0 \) is a semigroup).** First notice that we naturally have \( \mathcal{R}_0 \) is the identity mapping of \( \mathcal{V} \). Then, take nonnegative numbers \( t_1 \) and \( t_2 \), a test function \( v^0 \) in \( \mathcal{V} \) and \( s \) in \([-t_{\text{max}}, 0)\). The value \( (\mathcal{R}_{t_2} \circ \mathcal{R}_{t_1})(v^0)(s) \) is equal to \( v'(t_2 + s) \), where \( v' \) is the solution of the dynamics equations determined by the initial condition \( \mathcal{R}_{t_1}(v^0) \), but the latter is given by \( r \mapsto v(t_1 + r) \) for \( r \) in \([-t_{\text{max}}, 0)\) where \( v \) is the solution of the dynamics equations determined by \( v^0 \). Since \( v' \) and \( r \mapsto v(t_1 + r) \) coincide on \([-t_{\text{max}}, 0)\), they are also equal on \([-t_{\text{max}}, \infty)\) and we obtain \( v'(t_2 + s) = v(t_1 + t_2 + s) \). As a result, \( \mathcal{R}_{t_2} \circ \mathcal{R}_{t_1} = \mathcal{R}_{t_1 + t_2} \).

**Proof (Proof of Proposition 4).** To show that the evolution semi-group is additively-homogeneous and order-preserving, we reuse the inductive scheme of the proof of Proposition 1 and some of the notation defined there.

We first prove the additively-homogeneous character. Suppose \( v^0 \) and \( v^{0\prime} \) are in \( \mathcal{V} \), denote \( v \) and \( v' \) the functions they uniquely determine on \([-t_{\text{max}}, \infty)\). In the particular case where \( v^{0\prime} = v^0 + \alpha 1 \) with \( \alpha \) in \( \mathbb{R} \), if we suppose that \( v'(t) = v(t) + \alpha 1 \) for all \( t \) in \([-t_{\text{max}}, t_0)\), then we easily see that this property still holds on \([t_0, t_0 + t_{\text{min}})\) for non-Zeno states using explicit expression (11). On Zeno states, we make use of the explicit expression (13). Following from the non-Zeno part, it is clear that \( w^0_i = w_i + \alpha 1 \), and for all \( \sigma \) in \( \mathcal{S} \), we also have \( c_i^\sigma = c_i^\sigma + \alpha P_s^\sigma S_{Z,x}S_{Z}1 \). However for \( P_s^\sigma S_{Z,x}S_{Z}1 + P_s^\sigma S_{Z,x}S_{Z}1 = 1 \) (fundamental property of stochastic matrices), we also have \( c_i^\sigma = c_i^\sigma + \alpha (I - P_s^\sigma S_{Z,x}S_{Z})^{-1} 1 \), and it follows readily from (13) that \( v^{0\prime}(t) = v(t) + \alpha 1 \), which completes the proof of the additively homogenous character.

For the monotonicity, take \( v^{0\prime} \geq v^0 \) and let us suppose that \( v' \geq v \) on \([-t_{\text{max}}, t_0)\). Using explicit expression (11), we still obtain that this carries along on \([t_0, t_0 + t_{\text{min}})\) for non-Zeno states. On states of \( S_Z \), observe that for a fixed \( t \) in \([t_0, t_0 + t_{\text{min}})\) we have \( w^0_i \geq w_i \) and \( c_i^\sigma \geq c_i^\sigma \) for all \( \alpha \), hence explicit expression (13) provides \( v^{0\prime}(t) \geq v(t) \) by order-preserving character of the employed inverses.

The nonexpansiveness itself is a consequence of both the additively homogeneous and order-preserving characters, as it was shown by Crandall in Tartar in [CT80].

It is clear that \( \mathcal{R}_t \) is continuous for the uniform topology for all \( t \geq 0 \) from the nonexpansiveness for the latter amounts to the 1-Lipschitz property. The continuity with respect to the pointwise convergence is a little more subtle. We build on the fact (for instance following from the proof of Proposition 1 by induction once again) that for all \( t \geq 0 \) and \( s \in [-t_{\text{max}}, 0) \), the number \( \mathcal{R}_t[v^0](s) \)
continuously depend on finitely many values taken by \( v^0 \in \mathcal{V} \). Indeed, we can write
\[
\mathcal{A}_t[v^0](s) = \psi_{t+s}\left( \{ v^0(\tau) \mid \tau \in \left( t + s - \sum_{a \in A} t^a \mathbb{N} \right) \cap [-t_{\text{max}},0) \} \right),
\]
the mapping \( \psi_{t+s} \) is continuous because it is obtained by taking minimums and linear combinations (including inversions of Cramer systems, see equations (11) and (13)), and the number of values of \( v^0 \) used is finite as the intersection of a discrete countable set (whose points are all isolated) and a bounded interval. We then use the sequential characterization of the continuity to deduce that if \((v^0_k)_{k \in \mathbb{N}}\) converge pointwise towards \( v^0_\infty \) as functions of \( \mathcal{V} \), then for all \( t \geq 0 \) and for all \( s \) in \([-t_{\text{max}},0)\), the sequence \((\mathcal{A}_t[v^0_k](s))_{k \in \mathbb{N}}\) converges towards \( \mathcal{A}_t[v^0_\infty](s) \).

C.3 Proofs of the results on SSP

Proof (Proof of Theorem 2). The result follows from reusing the \((DP)\) equations and injecting the definition of \( \Delta v^* \):
\[
\Delta v^*(i,t) = \min_{a \in A_i} \left\{ c^a + \sum_{j \in S} p_j^a \left( \Delta v^*(j,t-t^a) + \lambda(t-t^a) \right) \right\} - \lambda t
\]
Since for all \( a \) in \( A_i \), \( \sum_{j \in S} p_j^a = 1 \), the terms \( \lambda t \) cancel out and the reduced cost \( c^a - \lambda t^a \) appears.

Proof (Proof of Proposition 3). We first prove \( (1') \iff (1) \). It is easy to see that the accessibility of \( j \) from \( i \) also amounts to the existence of a particular policy \( \sigma \in \mathcal{S} \) and an integer \( n \in \mathbb{N} \) such that \((P^n)^a_{ij} > 0 \). In this sense, the implication \( (1') \implies (1) \) is direct. Conversely, suppose that \( (1) \) holds, and let \( T \) be a directed spanning tree with root 0 of the graph \( \mathcal{G} \), whose nodes set is \( S \) and whose arcs set contains \((i,j) \in \mathcal{G}^2 \) iff there exists \( a \in A_i \) such that \( p_j^a > 0 \). Such a spanning tree indeed exists since every node has access to 0 and it can be constructed using depth-first search. We now construct a proper policy state-by-state: for any \( i \) in \( S \), there is a path \( i \to i' \to \cdots \to 0 \) in \( T \), we then choose for \( \sigma(i) \) any action in \( A_i \) such that \( p_j^a > 0 \). The accessibility property and the fact that state 0 is absorbing guarantee that \((P^n|\langle S_1(0) \rangle \times \langle S_1(0) \rangle)^{[S]}\) is strictly substochastic, hence \( \rho(P^n|\langle S_1(0) \rangle \times \langle S_1(0) \rangle) < 1 \) and we have \( \lim_{n \to \infty} (P^n|\langle S_1(0) \rangle \times \langle S_1(0) \rangle)^{n} = 0 \), so that \( \sigma \) is proper, hence the implication \( (1) \implies (1') \).

We continue by showing \( (2) \implies (2') \). Assume \( (2) \) holds, so that \( \chi > 0 \), and consider an improper policy \( \sigma \) in \( \mathcal{G} \) or the complete Semi-Markov SSP. For \( \sigma \) is improper, it admits a final class \( F \) different than \( \{0\} \). Denoting by \( v^\sigma(i,t) \) the expected-cost incurred up to time \( t \geq 0 \) starting in state \( i \in S \) by applying the stationary strategy associated with \( \sigma \), we have by Proposition 3 that for all \( i \) in \( F \), \( v^\sigma(i,t) \sim \langle \mu_F^\sigma, c^\sigma \rangle / \langle \mu_F^\sigma, t^\sigma \rangle t \). Since this slope is positive by \( (3) \) and Assumption \( [C] \) we deduce that applying the policy \( \sigma \) yields a positive infinite total cost starting in states of \( F \).
To conclude the proof, we show that $[1'] \land [2] \implies [2']$ since it brings $[1'] \land [2'] \implies [1'] \land [2]$. If $[2]$ does not hold, it means by [2] that there exists a policy $\sigma_i$ in $\mathcal{G}$ and a final class $F$ of $\sigma_i$ such that $\langle \mu_{F}', c^{\sigma_i} \rangle / \langle \mu_{F}, c^{\sigma_i} \rangle \leq 0$. However, if $[1']$ also holds, it means that we have a proper policy $\sigma_\nu$ in $\mathcal{G}$. We can therefore introduce the new policy $\sigma$ in $\mathcal{G}$ such that for all $i$ in $F$, $\sigma(i) := \sigma_i(i)$ and for all $i$ in $S \setminus \{0\}$, $\sigma(i) := \sigma_\nu(i)$. Let us denote $S' := S \setminus (\{0\} \cup F)$, then since $P^\nu|_{S' \times S'}$ is extracted from $P^\nu|_{S \setminus \{0\} \times S \setminus \{0\}}$, it cannot contain any stochastic submatrix, which means that the policy $\sigma$ admits only $\{0\}$ and $F$ as final classes. The fact that $F \neq \{0\}$ is a final class of policy $\sigma$ naturally means that $\sigma$ is improper. Eventually, by Proposition 3 we know that for all $i$ in $S$, $v^\sigma(i, t) = t^{-\infty} \chi_i t + O(1)$, where $\chi_i$ is a nonnegative linear combination of 0 and $\langle \mu_{F}', c^{\sigma_i} \rangle / \langle \mu_{F}, c^{\sigma_i} \rangle$. Hence, we have exhibited an improper policy $\sigma$ which does not yield a total infinite total cost, starting from any state, so $[2']$ is false.

We denote by $v^*$ the constant function of $\mathcal{V}_0$ equal to $u^*$.

**Lemma 7.** If $v^0$ in $\mathcal{V}_0$ is a fixed-point of $\mathcal{J}_i$ for all $t \geq 0$, then $v^0 = v^*$. Conversely, $v^*$ is a fixed-point of $\mathcal{J}_i$ for all $t \geq 0$.

**Proof.** We first prove the first assertion. Suppose we have such a $v^0$, so that

$$\forall t \geq 0, \forall s \in [-t_{\text{max}}, 0), \quad \mathcal{J}_i[v^0](s) = v^0(s).$$

Letting $t = -s$ yields $v^0(s) = v(0)$ for all $s \in [-t_{\text{max}}, 0)$ where $v$ is the function uniquely determined by $v^0$ and $[\text{DP}]$ (by Definition 1). As a result $v^0$ is constant. The same $[\text{DP}]$ relationship provides its value since $v(0)$ verifies that for all $i \in S$,

$$v(i, 0) = \min_{a \in A_i, \alpha} \left\{ c^a + \sum_{j \in S} p_{ij}^a v(j, 0) \right\} \land \min_{a \notin A_i, \alpha} \left\{ c^a + \sum_{j \in S} p_{ij}^a v(0, -t^a) \right\}$$

$$= \min_{a \in A_i} \left\{ c^a + \sum_{j \in S} p_{ij}^a v(j, 0) \right\},$$

where we have reused the fact that $v^0(s) = v(0)$ for $s$ in $[-t_{\text{max}}, 0)$. Thus $v(0) = T(v(0))$, and since $v$ is null on state 0, we have $v(0) = u^*$, hence $v^0 = v^*$.

Conversely, we can reapply the inductive scheme of the proof of Proposition 1 to show that $\mathcal{J}_i[v^*] = v^*$ for all $t \geq 0$. Let us call $v$ the function uniquely determined by $v^*$ and $[\text{DP}]$, we suppose that there is $t_0 \geq 0$ such that $v(s) = u^*$ for all $s$ in $[-t_{\text{max}}, t_0)$. If $t \in [t_0, t_0 + t_{\text{min}})$, we have $v(i, t) = u^*(i)$ for all non-Zeno state $i$ in $S_{NZ}$. By replacing these information in the equations given by $[\text{DP}]$, for the possibly Zeno states, we see that $v_Z(t)$ is solution of the dynamics if and only $u := (u^*|_{NZ}, v_Z(t))$ satisfies $u = T(u)$, hence $v_Z(t) = u^*|_{NZ}$, so the induction is shown.

**Lemma 8.** If there is $v^0 \in \mathcal{V}_0$ such that for all $t \geq 0$, we have $v^* \leq \mathcal{J}_i[v^0] \leq v^0$, then $\mathcal{J}_i[v^0]$ converges pointwise towards $v^*$ (and the result also holds if conversely, we have $v^0 \leq \mathcal{J}_i[v^0] \leq v^*$).
Proof. Indeed, by monotonicity of the semi-group (Proposition 2) and by the fixed-point property of \( v^* \) (Lemma 7), observe that for all \( t, t' \geq 0 \), we have
\[ v^* \leq \mathcal{R}_{t+t'}[v^0] \leq \mathcal{R}_t[v^0]. \]
If follows that for all \( s \in [-t_{\max}, 0] \), \( t \mapsto \mathcal{R}_t[v^0](s) \)
is a non-increasing and bounded from below function. Therefore, \( \mathcal{R}_t[v^0] \) converges pointwise towards a function \( \tilde{v} \in \mathcal{V}_0 \). Taking the limit when \( t' \to \infty \) in
\[ \mathcal{R}_{t+t'}[v^0] = \mathcal{R}_t[\mathcal{R}_{t'}[v^0]] \leq \mathcal{R}_t[v^0] \]
yields by pointwise continuity of the semi-group (Proposition 2) \( \mathcal{R}_t[\tilde{v}] \leq \tilde{v} \) for all \( t \geq 0 \). On the other hand, for \( \tilde{v} \) is a non-increasing limit we have for all \( t, t' \geq 0 \) that \( \tilde{v} \leq \mathcal{R}_{t+t'}[v^0] = \mathcal{R}_t[\mathcal{R}_{t'}[v^0]] \).
Letting \( t' \to \infty \) entails \( \tilde{v} \leq \mathcal{R}_t[\tilde{v}] \) for all \( t \geq 0 \). As a result, \( \tilde{v} \) is a fixed-point of \( \mathcal{R}_t \) in \( \mathcal{V}_0 \) for all \( t \geq 0 \), so we must have \( \tilde{v} = v^* \) by Lemma 7.

Proof (Proof of Theorem 4).
Take \( v^0 \) in \( \mathcal{V}_0 \). We let \( \delta := \|v^0 - v^*\|_{\infty} \) and denote by \( \Delta \in \mathbb{R}^{|\mathcal{S}|} \) the vector such that \( \Delta_0 = 0 \) and \( \Delta_i = \delta \) if \( i \in \mathcal{S} \setminus \{0\} \). We denote by \( \Delta \) the constant function \( s \mapsto \Delta \) of \( \mathcal{V}_0 \). By definition we have \(-\Delta \leq v^0 - v^* \leq \Delta \) (finer than a double inequality with \( \delta \) since \( v^0 \) and \( v^* \) are both null on coordinate 0).

We introduce the two functions \( \underline{\nu} \) and \( \nu \) in \( \mathcal{V}_0 \) defined by \( \underline{\nu} := v^* - \Delta \) and \( \nu := v^* + \Delta \). It is clear that we have
\[ \underline{\nu} \leq v^0 \leq \nu \quad \text{and} \quad \underline{\nu} \leq v^* \leq \nu. \]

The monotonicity of the semi-group for all \( t \) (Proposition 2) and the fixed-point property of \( v^* \) (Lemma 7) lead to
\[ \mathcal{R}_t[\underline{\nu}] \leq \mathcal{R}_t[v^0] \leq \mathcal{R}_t[\nu] \quad \text{and} \quad \mathcal{R}_t[\underline{\nu}] \leq v^* \leq \mathcal{R}_t[\nu]. \]

By non-expansiveness of the evolution semi-group (Proposition 2), we have
\[ \|\mathcal{R}_t[v^*] - \mathcal{R}_t[\underline{\nu}]\|_{\infty} \leq \|v^* - \underline{\nu}\|_{\infty} \]
which we can rewrite as follows using the monotonicity of the semi-group (we recall that \( \mathcal{V}_0 \) is stable under \( \mathcal{R}_t \) for all \( t \)):
\[ 0 \leq \mathcal{R}_t[v^*] - \mathcal{R}_t[\underline{\nu}] \leq \Delta. \]

By the fixed-point property once again, the right inequality above provides \( \underline{\nu} = v^* - \Delta \leq \mathcal{R}_t[\underline{\nu}] \).

Conversely, we also have by similar arguments that
\[ \|\mathcal{R}_t[v^*] - \mathcal{R}_t[\nu]\|_{\infty} \leq \|v^* - \nu\|_{\infty} \]
which leads to the double inequality
\[ -\Delta \leq \mathcal{R}_t[v^*] - \mathcal{R}_t[\nu] \leq 0 \]
where we retain the left inequality to obtain \( \mathcal{R}_t[\nu] \leq v^* + \Delta = \nu. \)

We have satisfactorily shown that for all \( t \geq 0 \), we have
\[ \underline{\nu} \leq \mathcal{R}_t[\underline{\nu}] \leq v^* \leq \mathcal{R}_t[\nu] \leq \nu \]
we can then invoke Lemma 8 for both \( \underline{\nu} \) and \( \nu \), and we obtain that the limits of \( \mathcal{R}_t[\underline{\nu}] \) and \( \mathcal{R}_t[\nu] \) when \( t \) tends to \( \infty \) do exist and are equal to \( v^* \). Using the bounds stated on \( \mathcal{R}_t[v^0] \), we conclude that \( \lim_{t \to \infty} \mathcal{R}_t[v^0] = v^* \).
Proof (Proof of Proposition 6). The first part of the proposition follows the same lines as Proposition 4; the key ingredient that carries over is that the solution $v$ of [DP] at $t$ is uniquely determined by the values of $v$ on $[-t_{\text{max}}, t - t_{\min}]$.

The second part, we denote by $v$ the complete trajectory of the $\lambda$-sink SMDP defined by Proposition 6. Supposing as in the beginning of Section 4.1 that actions giving access to state 0 are equipped with zero sojourn time, we have for $t \leq \bar{t}$ and $s$ in $[-t_{\text{max}}, 0]$ that $v(t + s) = w(t + s)$ (the affine stationary regime pursues along). For $t > \bar{t}$ and $s$ in $[-t_{\text{max}}, 0]$ such that $t + s \geq \bar{t}$ however, we have

$$v(t + s) = \mathcal{S}_{t-\bar{t}}[r \mapsto w(\bar{t} + r) + M1_s(0)](s)$$

$$= \mathcal{S}_{t-\bar{t}}[r \mapsto w(r) + M1_s(0)](s) + \lambda t1,$$

where we have used the property $w(r + \bar{t}) = \lambda (r + \bar{t}) 1 + u^* = w(r) + \lambda 1$ and the additively homogeneous character of the evolution semigroup (see Proposition 2). The latter property can be used to convert the “positive step” arising on state 0 at $t = \bar{t}$ to “negative steps” on states of $S \setminus \{0\}$:

$$v(t + s) = \mathcal{S}_{t-\bar{t}}[r \mapsto w(r) - M1_s(0)](s) + (\lambda t + M)1.$$

The initial condition function in the last equation is in the space $V_\lambda$. We can verify using Corollary 1 that we indeed have

$$v(t + s) \underset{t \to \infty}{\to} \lambda (t - \bar{t}) 1 + u^* + (\lambda t + M)1 + o(1) = \lambda t1 + u^* + M1 + o(1)$$

where we retrieve that the whole trajectory follows the new input up to a delay vector.

Proof (Proof of Theorem 5). The proof of Proposition 6 shows that studying the solutions of the dynamics of a $\lambda$-sink SMDP initialized from the function $s \mapsto w(s) - M1_s(0)$ of $V_\lambda$ allows one to characterize the catch-up of a step on the input; equivalently according to Theorem 2 it also amounts to studying the dynamics of the reduced-costs SMDP in SSP configuration, associated with evolution semigroup $(\mathcal{S}^\Delta)_{t \geq 0}$, initialized from the function $s \mapsto u^* - M1_s(0)$ of $V_0$.

C.4 Proofs of Section 5.2

Proposition 10. Suppose Assumptions A and B hold. Let $r \in \mathbb{R}$ and $v^0$ be the particular function of $V_0$ defined by

$$v^0(s) = u^* + r1_s(0) \quad \text{for all } s \text{ in } [-t_{\text{max}}, 0].$$

We denote by $v$ the unique function of $[-t_{\text{max}}, \infty) \to \mathbb{R}^{|S|}$ determined by $v^0$ and the dynamic programming equations (DP) of the reduced-costs SMDP in SSP configuration. Then:

(i) if $r > 0$, then $v$ is non-increasing and $v(t) \geq u^*$ for all $t \geq 0$,
(ii) if $r < 0$, then $v$ is non-decreasing and $v(t) \leq u^*$ for all $t \geq 0$. 

Proof (Proof of Proposition [10]). This result actually follows from the proof of Theorem 3 and Lemma 8 with $\delta = |r|$ and item (i) (resp. item (ii)) corresponding to the study of $\sigma$ (resp. $\gamma$).

Proof (Proof of Theorem 9). We sketch the proof idea in the MDP case; this entails no loss of generality since in large horizons and thus when taking the sojourn times into account in an SMDP become less and less relevant, it is optimal to play in the SMDP the same actions that in the corresponding unit-time MDP. Let us start by the special case in which $u^* = 0$, $A_i = A_i^*$ and $c^0 = 0$ for all $i$ and $a \in A_i^*$. Then, the implication (i) $\Longrightarrow$ (iii) above becomes a consequence of the following lemma.

Let $T : \mathbb{R}^S \rightarrow \mathbb{R}^S$ be such that $T_i(x) = \min_{a \in A_i^*} p^a x$. If there exists some $k$ such that $T_k(-1) = 0$, then, there exists a partial ordering ($\leq$) of $S$ such that for all $i \in [n]$ and $a \in A_i^*$, $p^a_j > 0 \Rightarrow j < i$.

To see this, consider the matrix $P$ whose $i$th row is given by $P_i = \sum_{a \in A_i^*} p^a$, let $N := \max_{i \in S} |A_i^*|$, and observe that for all $x \leq 0$, $T(x) \leq N^{-1} P x \leq 0$. Then we deduce that $0 = T_k(-1) \leq -N^{-k} P^k 1 = 0$, and since $P$ is nonnegative, this entails that $P^k = 0$. Then, the relation $\leq$ defined by $j \leq i$ if $P_{ij} > 0$ must be acyclic, and so, its transitive closure yields a partial order, satisfying the requirements of the lemma. Next, [AG03 Lemma 6.4] shows that if $v^0$ lies in a sufficiently small neighborhood of $u^*$, then only proper optimal actions are active in the dynamics $P^T$, allowing us to reduce to the special case of the previous lemma. Finally, the equivalence between (ii) and (iii) is deduced from a general property of non-linear spectral radii [AGN11 Prop. 8.1], whereas the implication (iii) $\Rightarrow$ (i) is elementary.

Proof (Proof of Lemma 8). Remember that relatively to the graph $G_S$, the state 0 is accessible from any other state, according to the assumption C and in addition, an accessibility walk can be achieved using only actions in $\bigcup_{i \in S} A_i^-$.

The subgraph $G_S^{(k)}$ represents only improper policies by assumption D. Thus, there is a state $j$ that has not access to 0. This entails that any path connecting $j$ to 0 in the original graph $G_S$ (possibly obtained by only descending actions) had to go through state $k$ (the only state from which actions have been ruled out), otherwise these paths would still be available. It follows that $k$ itself has not access to 0, otherwise $j$ could reach 0 again, which proves (i). Property (ii) follows since if $j$ is a state accessible from $k$ in $G_S^{(k)}$, then $j$ has no longer access to 0 in $G_S^{(k)}$, and the above argument shows that $j$ has access to $k$.

Proof (Proof of Lemma 9).

Let $\sigma$ be a policy of

$$G_i := A_i^+ \times \prod_{j \in C(i) \setminus \{i\}} A_j$$

that realizes the minimal average-cost vector $\chi(\tilde{\mathcal{F}}^{(i)})$ of $\tilde{\mathcal{F}}^{(i)}$, and let $F$ be a final class associated with $\sigma$ included in $\mathcal{C}(i)$ such that $(\mu_F, v^*)/\langle \mu_F, t^* \rangle = \chi(i) := \min_{j \in \mathcal{C}(i)} \chi(\tilde{\mathcal{F}}^{(i)})_j$. 


Observe that $\chi^{(i)} \geq \chi$ by definition of the latter in $\chi$. If for all $j \in \mathcal{C}(i)$, we have $\phi^*_{F,j} = 1$ (so that $\tilde{F}$ is the only final class of $\sigma$ in $\tilde{C}(i)$), we directly obtain $\chi(\tilde{\mathcal{C}}(i)) = \chi^{(i)} \mathbf{1}$. Otherwise, since $\mathcal{C}(i)$ is strongly connected, we may construct a policy $\sigma' \in \mathcal{S}_i$ (identical to $\sigma$ on $F$) such that $\sigma'$ admits $\tilde{F}$ as its unique final class and as a consequence $\chi^{(i)} \mathbf{1}$ as optimal cost vector. By minimality of $\chi(\tilde{\mathcal{C}}(i))$, we obtain $\chi(\tilde{\mathcal{C}}(i)) \leq \chi^{(i)} \mathbf{1}$ and it follows that $\chi(\tilde{\mathcal{C}}(i)) = \chi^{(i)} \mathbf{1}$.

**Lemma 9.** Let $i$ in $\mathcal{S}$ such that $A^+_j \neq \emptyset$. Then, for all $j$ in $\mathcal{C}(i)$, we have $\theta'_j \geq \theta'_i$.

**Proof (Proof of Lemma 9).** Indeed for such a $j$, (DP) implies:

$$\min_{a \in A^+_j} \left\{ c^a + \sum_{k \in S} p^k_a v(k, \theta_j - t^a) \right\} \geq v(j, \theta'_j) = u^*(j)$$

However by monotonicity of $v$ which is non-decreasing and tends towards $u^*$, we have

$$\min_{a \in A^+_j} \left\{ c^a + \sum_{k \in S} p^k_a v(k, \theta'_j - t^a) \right\} \leq \min_{a \in A^+_j} \left\{ c^a + \sum_{k \in S} p^k_a u^*(k) \right\}$$

again using the fixed-point property in (7) verified by $u^*$. As a result we obtain the equality

$$\min_{a \in A^+_j} \left\{ c^a + \sum_{k \in S} p^k_a v(k, \theta'_j - t^a) \right\} = \min_{a \in A^+_j} \left\{ c^a + \sum_{k \in S} p^k_a u^*(k) \right\}$$

Invoking monotonicity still, it is easily seen that there exists a particular $a$ in $A^+_j$ in both argmins above, i.e. such that

$$c^a + \sum_{k \in S} p^k_a v(k, \theta'_j - t^a) = c^a + \sum_{k \in S} p^k_a u^*(k) = u^*(j)$$

(otherwise we could find an action in the right-handside argmin and not in the left-handside argmin, which would contradict non-decreasingness of $v$). The bounds on $v$ are saturated, hence

$$\forall k \in \text{supp}(a), \ v(k, \theta'_j - t^a) = u^*(k)$$

We deduce that for all $k$ in $\text{supp}(a)$, we have $\theta'_k \leq \theta'_j - t^a \leq \theta'_j$. Recall in addition that since $a$ is in $A^+_j$, $\text{supp}(a)$ is included in $\{k \in S \ | \ k < j\}$, and if $j \neq i$, then $\text{supp}(a)$ is also included in $\mathcal{C}(i)$ (indeed according to Lemma 2, going through state $i$ via a descending action is the only manner of leaving $\mathcal{C}(i)$). Therefore, if $i$ is in $\text{supp}(a)$, it is clear that $\theta'_i \leq \theta'_j$, otherwise it suffices to reapply this reasoning (finitely many times) for all $k$ in $\text{supp}(a)$ until eventually hitting $i$.

**Proof (Proof of Theorem 7).** We prove the result by showing by induction that the property $\mathcal{P}(i)$: “the bound on $\theta'_i$ in the theorem is valid” holds for all state $i$ in
S. To this purpose, it suffices to show that $\mathcal{P}(0)$ is true (initialization), and that if $\mathcal{P}(j)$ holds for all $j < i$, then $\mathcal{P}(i)$ holds as well (heredity). Indeed, although not all states are comparable relatively to the partial ordering ($\leq$), the state 0 is a minimal element and any state can reach 0 using only descending actions (following from Assumption D); finally all states are comparable within such a path.

It is immediate to obtain that $\mathcal{P}(0)$ is true, i.e. $\theta'_0 = 0$, since for all $t \geq 0$, we have $v(0, t) = 0$ (recall that $V_0$ is stable under evolution equations associated with SSP configurations).

In what follows, we let $i \in S \setminus \{0\}$ and suppose that $\mathcal{P}(j)$ is true for all $j \in S$ such that $j < i$. Cases are distinguished based on the existence or absence of ascending actions from $i$.

Let $i \in S \setminus \{0\}$ such that $A^+_i = \emptyset$, so that by (DP), for all $t \geq 0$,

$$v(i, t) = \min_{a \in A^-_i} \left\{ c_a + \sum_{j \in S} p^a_j v(j, t - t^a) \right\}.$$

Let us take $t = \max_{a \in A^-_i} \left\{ t^a + \max_{j \in \text{supp}(a)} \theta'_j \right\}$. For all $a$ in $A^-_i$, we have for all $j$ in $\text{supp}(a)$ that $v(j, t - t^a) = u^*(j)$, by monotonicity of $v$. As a result, we have

$$v(i, t) = \min_{a \in A^-_i} \left\{ c_a + \sum_{j \in S} p^a_j u^*(j) \right\}$$

where we recognize the righthand side of (7), which provides $v(i, t) = u^*(i)$. As a result we must have by minimality $\theta'_i \leq \max_{a \in A^-_i} \left\{ t^a + \max_{j \in \text{supp}(a)} \theta'_j \right\}$.

Let us now take $i \in S \setminus \{0\}$ such that $A^+_i \neq \emptyset$. Denote for short

$$\Theta_i := \max_{a \in A^+_i} \left\{ t^a + \max_{j \in \text{supp}(a)} \theta'_j \right\}.$$ (15)

Since the fixed-point in (7) is achieved by some proper policy which by Assumption E makes use of only descending actions, we have (by an argument similar as the previous case) for all $t \geq \Theta_i$:

$$v(i, t) = \min \left( u^*(i), \min_{a \in A^+_i} \left\{ c_a + \sum_{j \in S} p^a_j v(j, t - t^a) \right\} \right).$$

In addition, still by monotonicity of $v$, we know that the minimum in the above equation must be attained by the rightmost term if $t < \theta'_i$. Suppose that $\theta'_i > \Theta_i$ (the opposite leads to the same upper bound $\theta'_i \leq \Theta_i$ as before).

For all $t$ such that $\Theta_i \leq t < \theta'_i$, only actions of $A^+_i$ are exerted from state $i$ to determine $v(t)$ based on the values of $v$ at prior times, and as a result the evolution of $v$ satisfies

$$\forall s \in [-t_{\text{max}}, 0), \quad v(t + s) = \mathcal{F}^{(i)}_{t - \Theta_i} [v(\cdot + \Theta_i)] (s).$$
As shown in Lemma 3, it is necessary and sufficient to focus on states of $C(i)$ to analyze the evolution of $v(i, t)$, since this class is fully autonomous under the action of $(\mathcal{S}_t(i))_{t\geq 0}$. In particular, reusing the notation of this lemma, we have

$$\forall s \in [-t_{\text{max}}, 0), \quad v(t + s)|_{C(i)} = \mathcal{S}_t(i - \Theta_i )_s [v^0](s). \quad (16)$$

where $v^0$ is the function of $[-t_{\text{max}}, 0)$ to $\mathbb{R}^{|C(i)|}$ such that

for all $s$ in $[-t_{\text{max}}, 0)$,

$$v^0(s) := v(s + \Theta_i)|_{C(i)}.$$

Invoking monotonicity of $v$, we can bound $v^0$ by below using our initial condition:

$$\forall s \in [-t_{\text{max}}, 0), \quad v^0(s) \geq -M \mathbf{1} + u^*|_{C(i)}.$$

Using the fact given by Lemma 3 and Assumption A that $\chi^{(i)} > 0$, we can also bound $v^0$ by below by the Kohlberg affine invariant function of $S^{(i)}$, up to shifting it by a constant. We can write for all $s$ in $[-t_{\text{max}}, 0)$:

$$v^0(s) \geq s\chi^{(i)} \mathbf{1} + h^{(i)} - \left( M + \max_{k \in C(i)} \{ h_k^{(i)} - u^*(k) \} \right) \mathbf{1}.$$

Unravelling the dynamics by applying the operator $\mathcal{S}_t(i - \Theta_i )$, as done in (16) has just the effect of a shift in time of magnitude $t - \Theta_i$ for this last affine function, owing to Proposition 3 and to the additively homogeneous character of the evolution semi-group (Proposition 2). Building on the order-preserving character of the latter (Proposition 2 as well), we obtain from (16) that for all $s$ in $[-t_{\text{max}}, 0)$:

$$v(t + s)|_{C(i)} \geq (t + s - \Theta_i)\chi^{(i)} \mathbf{1} + h^{(i)} - \alpha \mathbf{1}. \quad (17)$$

Now suppose by contradiction that $\theta'_i > \Theta_i + M/\chi^{(i)}$ so that for $\varepsilon > 0$ sufficiently small, we can let $t = \Theta_i + M/\chi^{(i)} - \varepsilon$ in (16) and then evaluate the result in $s = -\varepsilon$, to get via (17)

$$v(\Theta_i + M/\chi^{(i)})|_{C(i)} \geq h^{(i)} - \max_{k \in C(i)} \{ h_k^{(i)} - u^*(k) \} \mathbf{1}. \quad (18)$$

But by denoting $j$ a state of $C(i)$ such that $\max_{k \in C(i)} \{ h_k^{(i)} - u^*(k) \} = h_j^{(i)} - u^*(j)$, we are left with

$$v(j, \Theta_i + M/\chi^{(i)}) \geq u^*(j),$$

from which we conclude that $\theta'_j \leq \Theta_i + M/\chi^{(i)}$, however we know from Lemma 9 that $\theta'_j \leq \theta'_j$, which contradicts our hypothesis $\theta'_j > \Theta_i + M/\chi^{(i)}$. We have therefore proved that $\theta'_i \leq \Theta_i + M/\chi^{(i)}$, which is the bound announced by the theorem which achieves to show that $P(i)$ is true and completes the induction.