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Abstract— Network intrusions have become a significant threat in recent years as a result of the increased demand of computer networks for critical systems. Intrusion detection system (IDS) has been widely deployed as a defense measure for computer networks. Features extracted from network traffic can be used as a sign to detect anomalies. However, with the huge amount of network traffic, collected data contains irrelevant and redundant features that affect the detection rate of the IDS, consumes high amount of system resources, and slows down the training and testing process of the IDS. In this paper, a new feature selection model is proposed; this model can effectively select the most relevant features for intrusion detection. Our goal is to build a lightweight intrusion detection system by using a reduced features set. Deleting irrelevant and redundant features helps to build a faster training and testing process, to have less resource consumption as well as to maintain high detection rates. The effectiveness and the feasibility of our feature selection model were verified by several experiments on KDD intrusion detection dataset. The experimental results strongly showed that our model is not only able to yield high detection rates but also to speed up the detection process.
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I. INTRODUCTION

With the increment use of networked computers for critical systems and the widespread use of large and distributed computer networks, computer network security attention increases and network intrusions have become a significant threat in recent years. Intrusion detection system (IDS) has been widely deployed to be a second line of defense for computer network systems along with other network security techniques such as firewall and access control. The main goal of intrusion detection system is to detect unauthorized use, misuse and abuse of computer systems by both system insiders and external intruders. There are various approaches to build intrusion detection systems. Intrusion detection systems can be classified into two categories based on the technique used to detect intrusions: anomaly detection and misuse detection [1], [2], [3]. Anomaly detection approach establishes the profiles of normal activities of users, operating systems, system resources, network traffic and services using the audit trails generated by a host operating system or a network scanning program. This approach detects intrusions by identifying significant deviations from the normal behavior patterns of these profiles. Anomaly detection approach strength is that prior knowledge of the security breaches of the target systems is not required. So, it is able to detect not only known intrusions but also unknown intrusions. In addition, this approach can detect the intrusions that are achieved by the abuse of legitimate users or masquerades without breaking security policy [4], [5]. The disadvantages of this approach were it had high false positive detection error, the difficulty of handling gradual misbehavior, and expensive computation [4], [6], [7]. On the other hand, misuse detection approach defines suspicious misuse signatures based on known system vulnerabilities and a security policy. Misuse approach probes whether signatures of known attacks are present or not in the auditing trails, and any matched activity is considered an attack. Misuse detection approach detects only previously known intrusion signatures. The advantage of this approach is that it rarely fails to detect previously notified intrusions, i.e. lower false positive rate [5], [8]. The disadvantages of this approach are it cannot detect new intrusions that have never previously been detected, i.e. higher false negative rate. Also, this approach has other drawbacks such as the inflexibility of misuse signature rules and the difficulty of creating and updating intrusion signature rules [4], [8], [9]. Intrusion detection system can also be classified based on the source of information collected into two types: host-based and network-based. Host-based systems analyze data collected from the operating system or applications running on the host subject to attack. Network-based systems look for sign of intrusions from network traffic being monitored. Most of commercial IDSs available use only misuse detection because most developed anomaly detectors still cannot overcome the limitations described before. This trend motivates many research efforts to build effective anomaly detectors for the purpose of intrusion detection. Researchers applied many anomaly detection techniques to intrusion detection. Vast majority of these researches concentrated on mining various types of data collected from raw network traffic or system audit data in order to build more accurate IDS [10], [11], [12]; that correctly classify alarms into attack and benign categories [13], [14], [15]. In this paper, anomaly intrusion detection system that detects anomalies by observing network traffic was considered. Features extracted from network traffic can be used to detect such anomalies, with high traffic and large
scale networks there is a large amount of features’ data to be observed for detection. To improve the detection accuracy and optimize the computational time and resources usage, intrusion detection system need to collect and study only the most relevance features that best distinguish between normal and attack traffic. An efficient data mining and machine learning techniques should be implemented on existing intrusion detection dataset to select best relevance features subset which provides the best accuracy and removes distractions [16]–[20].

The rest of the paper is organized as follows: Section II presents some related researches on intrusion detection which cover the feature selection and data mining. Section III briefly describes the KDD dataset used in this research. Section IV explains the details of the dataset pre-processing phase of the proposed model. The proposed model is presented in Section V. Finally, the experimental results and analysis are presented in Section VI followed by some conclusions in the final section.

II. RELATED WORK

Anomaly detection approaches have been extensively developed and researched. Many algorithms and methodologies have been suggested for anomaly detection [21]–[27]. These include machine learning [28]–[30], data mining [31]–[35], statistical [36], [37], neural networks [38], [39], information flow analysis [40], and approaches inspired from human immunology [26], [41], [42]. Recently, Data mining and machine learning have been widely used to solve many IDS classification problems. Many effective classification algorithms and mining techniques have been employed including traditional classification [43], [44], and hybrid classification [45]–[49].

Despite the existence of such different algorithms and approaches, it was found that none of them is able to detect all types of intrusion attacks efficiently in terms of the detection accuracy and classifier performance. As a result, recent researches aim to combine the hybrid classification strategy and features selection approaches using data mining to enhance the detection accuracy of models built for intrusion detection and to make smart decisions in determining intrusions. Siraj et al. [50] presented a hybrid intelligent approach for automated alert clustering and filtering in intrusion alert analysis in terms of classification accuracy and processing time. Panda et al. [48] proposed a hybrid intelligent approach using combination of data filtering along with a classifier to make intelligent decision that enhance the overall IDS performance. The proposed approach used combining classifier strategy in order to make intelligent decisions, in which data filtering is done after adding supervised classification or unsupervised clustering to the training dataset. Then the filtered data is applied to the final classifier methods to obtain the final decision. Agarwal et al. [47] proposed hybrid approach for anomaly intrusion detection system based on combination of both entropy of important network features and support vector machine (SVM). They evaluated the proposed approach using DARPA Intrusion Detection Evaluation dataset. They showed that hybrid approach outperforms entropy based and SVM based techniques. They identified that the fixed threshold range for entropy is the problem with the entropy based model, i.e. this method is not dynamic with the changes in normal conditions causing high false alarm rates. Also, they concluded that SVM based model alone does not give very good results as network features are used for learning without processing. To overcome these problems, they proposed the hybrid approach in which they calculated the normalized entropy of network features and sent it to SVM model for learning the behavior of the network traffic, and then this trained SVM model can be used to classify network traffic to detect anomalies. In their study [51], Mukherjee et al. showed the importance of reducing features in building effective and computationally efficient intrusion detection system. They proposed feature vitality based reduction method (FVBRM) to identify a reduced set of important input features using NSL-KDD dataset. They compared this method with three different feature selection algorithms, involving Gain Ratio (GR), Correlation-based Feature Selection (CFS), and Information Gain (IG). Feature reduction was performed on 41 NSL-KDD features and results obtained showed that (10, 14, 20 and 24) were the best features that are selected by CFS, GR, IG and FVBRM respectively. Their proposed method has improved classification accuracy compared to other feature selection methods but takes more time. Alhaddad, Mohammed J., et al. [32] carried out an experiment to study the applicability of different classification methods and the effect of using ensemble classifiers on the classification performance and accuracy. They compared the use of Naïve Bayes, and decision trees j48 and Random Forest classifiers as a single classifier. Also, they compared the use of AdaBoost.M1, and Bagging as ensemble classifier with both Naïve Bayes and J48 classifiers. Results showed that decision trees ensembles perform better than Naïve Bayes ensembles. Also, they conclude that Random Forest and Bagging perform better compared to AdaBoost.M1. They also observed that the performance of single decision tree is quite comparable with the decision trees ensembles, so it can be used if the performance requirements are not very strict and an optimized solution is needed for balancing between both system requirements and performance. Kumar et al. [53] proposed a new collaborating filtering technique for pre-processing the probe type of attacks and implemented a hybrid classifiers based on binary particle swarm optimization (BPSO) that has a strong global search capability and random forests (RF) a highly accurate classifier algorithm for the classification of PROBE attacks in a network. In their research they used PSO for fine-tuning of the features whereas RF is used for Probe type of attacks classification. Recently, Swarm intelligence was used in many researches to optimize the features selection process, in their study, Elngar, Ahmed A. et al. [54], proposed a hybrid intrusion detection system where particle swarm optimization (PSO) is used as a feature selection algorithm and C4.5 decision tree (DT) as a classifier. They evaluated
their proposed system by several experiments on NSL-KDD benchmark network intrusion detection dataset. Results obtained showed that the proposed approach could effectively increase the detection accuracy and minimize the timing speed. By reducing the number of features from 41 to 11, the detection performance was increased to 99.17% and the time was speeded up to 11.65 sec. They also compared PSO feature selection method with a well-known method Genetic Algorithm (GA), results showed that the proposed PSO-DT intrusion detection system gives better detection performance than GA-DT and also less model building time. In another study, Chung et al. [55] proposed a new hybrid intrusion detection system by using intelligent dynamic swarm based rough set (IDS-RS) for feature selection and simplified swarm optimization for intrusion data classification. IDS-RS is proposed to select the most relevant features that can represent the pattern of the network traffic. In order to improve the performance of SSO classifier, a new weighted local search (WLS) strategy incorporated in SSO is proposed. The purpose of this new local search strategy is to discover the better solution from the neighbourhood of the current solution produced by SSO. The performance of the proposed hybrid system on KDD Cup 99 dataset has been evaluated by comparing it with the standard particle swarm optimization (PSO) and two other most popular benchmark classifiers. The testing results showed that the proposed hybrid system can achieve higher classification accuracy than others with 93.3% and it can be one of the competitive classifier for the intrusion detection system. Suthaharan et al. [56], suggested an approach that analyzed the intrusion datasets to evaluate the most relevant features to a specific attack, and determined the level of contribution of each feature and eliminate it from the dataset automatically. They adopted the Rough Set Theory (RST) base approach and selected relevance features using multidimensional scatter-plot automatically. Gradually feature removal method was proposed by Yinhui Li et al. [57] to choose the critical features that represent various network attacks, 19 features were chosen. With the combination of clustering method, ant colony algorithm and support vector machine (SVM), they developed an efficient and reliable classifier to judge a network visit to be normal or not with an accuracy of 98.6249%. Yang Li et al. [58] proposed a new wrapper-based feature selection algorithm using search strategy based on modified random mutation hill climbing (RMHC) with linear support vector machine (SVM) as evaluation criterion to obtain the optimum features subset from KDD dataset features. Results showed that the proposed approach could be used to build lightweight IDS with high detection rates and low computation cost. Olusola et al. [59] discussed the selection of relevance of each feature in the KDD-99 where rough set degree of dependency and dependency ratio of each attack type were employed to determine the most discriminating features for each attack type. Results showed that two features (20, 21) are not relevant to any attack type, i.e. have no relevance in intrusion detection process. Also, results showed that features (13, 15, 17, 22, 40) are of little significant in the intrusion detection.

Naming significant and important features relevant to specific attack class have been discussed in [60]–[63]. In their study, S. Zargar, and D. Voorhis [64] attempted to explore significant features in intrusion detection in order to be applied in data mining techniques. They examined the effect of samples sizes on the performance of intrusion detection by selecting five random samples with various sizes with the same distribution of the attacks in the samples as the distribution of the attacks in the KDD-dataset. They used a voting system to propose a subset of 4-features (3, 5, 6, 39) based on results summarized from five previously published papers that named the significant features relevant to the four types of attacks in the KDD. This proposed subset was compared with other subset selected using different attribute selection evaluators and methods using Weka. The conclusions drawn from comparing the results showed that the proposed four features improved the detection rates better than the other four features suggested by Weka methods when only a subset of four features are considered in the data mining, and can be used instead of 41 features in the KDD-dataset to reduce the dimensionality of the dataset while the detection rate is not much affected. Also they concluded that a higher rate of detection is achieved if the information gain method with ten features (5, 3, 23, 24 + 33, 35, 36, 34, and 6) is used.

III. DATASET DESCRIPTION

Intrusion detection system software is used to detect network intrusions and protect computer network from unauthorized users, including perhaps insiders. The task of intrusion detector learning is to build a classifier (predictive model) that can distinguish between "bad" connections, called intrusions or attacks, and "good" normal connections. At 1998 MIT Lincoln Labs prepared and managed the 1998 DARPA program, an Intrusion Detection Evaluation Program. The objective of DARPA was to survey and evaluate research in intrusion detection. A data set of a wide variety of intrusions simulated in a military network environment was provided as standard audited set of intrusion data [65]. Nine weeks of raw TCP dump data was acquired from Lincoln Labs setup of an environment for a local-area network (LAN) that simulate a typical U.S. Air Force LAN, Fig. 1. In DARPA program the simulation LAN was operated as if it were a true Air Force environment LAN, but peppered it with multiple attacks. The Knowledge Discovery and Data Mining (KDD’99) intrusion detection contest uses a version of this DARPA dataset. KDD’99 [65] was developed, by the Massachusetts Institute of Technology - MIT, during the international competition on data mining in 1999. KDD’99 is one of the most popular benchmark datasets used to choose proper intrusion detection metrics.
In KDD’99 dataset each TCP Connection is represented by 41 Features. Here, TCP connection refers to a sequence of TCP packets transmitted over a well-defined protocol from a source IP address to a target IP address well-defined starting and ending times. About five million TCP connection records of raw training data (four gigabytes of compressed binary TCP dump) were processed from TCP dump data during seven weeks of network traffic. Similarly, around two million connection records of test data were processed from during two weeks. Each TCP connection was labeled as “normal” or “attack” with a specific attack type; the length of each connection record is 100 bytes. Simulated attack types fall in one of the following four categories [66]:

A. **Denial of Service Attack (DOS):**

Is an attack in which the attacker makes some computing or memory resource too busy or too full to handle legitimate requests, or denies legitimate users access to a machine.

B. **User to Root Attack (U2R):**

Is a class of exploit in which the attacker starts out with access to a normal user account on the system (perhaps gained by sniffing passwords, a dictionary attack, or social engineering) and is able to exploit some vulnerability to gain root access to the system.

C. **Remote to Local Attack (R2L):**

Occurs when an attacker who has the ability to send packets to a machine over a network but who does not have an account on that machine exploits some vulnerability to gain local access as a user of that machine.

D. **PROBE Attack:**

It's any attempt to gather information about a network of computers for the apparent purpose of circumventing its security controls.

Attacks could be classified based on the combination of these 41 features. To understand how each of these features contributes to this classification problem, features were gathered into four groups [67], [66], as follows:

**Basic features:** features that identify packet header properties which represent connection critical metrics.

**Content features:** features represent useful information extracted from the packets that help experts to identify known forms of attacks.

**Time based traffic features:** features that are computed with respect to a 2-seconds time interval window. These could be divided into two groups, same host features and same service features.

**Host based traffic features:** features that are computed with respect to a connection window of 100 connections. Statistics are calculated from a historical data that is estimated with respect to a connection window of 100 connections.

**Remote to Local Attack (R2L):**

Occurs when an attacker who has the ability to send packets to a machine over a network but who does not have an account on that machine exploits some vulnerability to gain local access as a user of that machine.

**Denial of Service Attack (DOS):**

Is an attack in which the attacker makes some computing or memory resource too busy or too full to handle legitimate requests, or denies legitimate users access to a machine.

**User to Root Attack (U2R):**

Is a class of exploit in which the attacker starts out with access to a normal user account on the system (perhaps gained by sniffing passwords, a dictionary attack, or social engineering) and is able to exploit some vulnerability to gain root access to the system.

**Remote to Local Attack (R2L):**

Occurs when an attacker who has the ability to send packets to a machine over a network but who does not have an account on that machine exploits some vulnerability to gain local access as a user of that machine.
NORMAL class records. These four datasets were used along with the ALL classes dataset to find the best relevant features as will be explained later. During our early experiments it was noticed that most of the classification error of the PROBE class happened because of these instances that were misclassified as DOS class type and of course as NORMAL class type. For this another dataset that contains only DOS+PROBE classes was constructed. This will be used to find the best features that can be used to distinguish the two classes.

| Class     | Number of Instances Before Removing Duplicate Instances | After Removing Duplicate Instances | % of Reduction | % To Total # of Instances |
|-----------|--------------------------------------------------------|-----------------------------------|----------------|---------------------------|
| Normal    | 97278                                                  | 87832                             | 9.7%           | 60.33%                    |
| DOS       | 391458                                                 | 54572                             | 86.1%          | 37.48%                    |
| PROBE     | 4107                                                   | 2131                              | 48.1%          | 1.46%                     |
| R2L       | 1124                                                   | 997                               | 11.3%          | 0.68%                     |
| U2R       | 54                                                     | 54                                | 0.0%           | 0.04%                     |
| Total     | 494021                                                 | 145586                            | 70.5%          |                           |

### Table II

**Corrected KDD Test Dataset Class Distribution**

| Class     | Number of Instances Before Removing Duplicate Instances | After Removing Duplicate Instances | % of Reduction | % To Total # of Instances |
|-----------|--------------------------------------------------------|-----------------------------------|----------------|---------------------------|
| Normal    | 60593                                                  | 47913                             | 20.9%          | 61.99%                    |
| DOS       | 229855                                                 | 23570                             | 89.7%          | 30.50%                    |
| PROBE     | 4166                                                   | 2682                              | 35.6%          | 3.95%                     |
| R2L       | 16345                                                  | 3056                              | 81.3%          | 3.47%                     |
| U2R       | 70                                                     | 70                                | 0.0%           | 0.09%                     |
| Total     | 77291                                                  | 311029                            | 75.1%          |                           |

### V. Proposed Model

A model that consists of four stages has been proposed as shown in Fig. 3. The **first stage, Data Pre-Processing**, is the stage in which data was prepared as discussed in the previous section.

The **second stage, Best Classifier Selection**, is the stage in which the classifier that has the best performance and accuracy has been chosen to be our model classifier. Actually, machine learning has been attempted by many researchers to innovate complex learners that optimize detection accuracy over KDD’99 dataset [66]. Out of these machine learning techniques, there are many widely used. For example, Naive Bayes (NB) [70], Random Forest Tree (RFT) [71], Random Tree (RT) [72], J48 decision tree learning [73], NBTree [74], Multilayer Perceptron (MLP) [75], and Support Vector Machine (SVM) [76]. However, researches showed that using meta-classifiers/ensemble selection give better performance [77].

In our experiment, performance and accuracy results of four learning techniques recently mentioned by many researches as best classifiers approaches were compared. Our ensemble classifier consists of a boosting algorithm, Adaboost M1 method [78], with four different learning techniques: Naive Base, Random Forest, SVM and J48. Learning and classification were done using the KDD training dataset resulted from the previous stage with the 41 features exist. The best classifier selected in this stage was used in the next stages to evaluate the selected features set and to measure the detection accuracy and performance using this selected best set.

The **third stage, Feature Reduction**, was implemented to reduce the 41 features set by deleting redundant features that have no importance in the detection process. Two ranked features lists have been deduced, one for features that are mostly selected by different algorithms, as shown in Table 4. And, the other one for features that are most important to all attack classes, as shown in Table 5. Some features that came at the end of these two ranked lists are then excluded one by one. These less important features were deleted one by one and after deleting each feature the rest of features were used to re-evaluate the detection system again to make sure that deleting these features did not affect the overall detection accuracy and performance.

The **fourth stage, Best Features Selection**, consists of two separate phases; **Gradually ADD Feature** and **Gradually DELETE Feature**. The idea here is to use two different techniques to select the best features.

In the first phase, Gradually ADD Feature, the smallest features set that is commonly selected by all attack types and were selected by all algorithms with high rates were chosen to be the start set of this phase. Detection accuracy and performance were calculated using this smallest feature set, after that one feature was added each time to the set and the detection system was re-evaluated. If the detection and accuracy is increased the start features set was updated by adding this feature to the best features set. Since U2R is the attack type with the lowest number of instances in our dataset, features that are important to detect U2R attack type are firstly used. Each feature in the U2R's important features set was added to the smallest common set and the feature that achieves the best detection performance is added to the set. The same process is repeated for the features that are important to detect R2L attack type and the PROBE attack type in order. A feature was added to the best features set if it increases (or at least does not decrease) the detection performance of all attack types not only of detection performance of that attack type this feature is important for.
In the second phase, Gradually DELETE Feature, the reduced features set deduced from third stage was used as the start features set. By ranking this features set, and delete one of the low importance feature each time from the bottom of the ranked list then re-evaluate the detection performance and accuracy, it was decide to keep or to remove that feature from the features set. Dealletion was started by deleting the lowest feature from the MMO most important features set. Same Process is repeated for PROBE, R2L and U2R important feature set in order.

Comparing results from both phases, it was concluded that the best features set that achieved an optimized detection performance and accuracy compared to the full 41 features set was the following 11 features set \{1, 3, 4, 5, 6, 10, 14, 23, 25, 30, 35\}. To implement the last two stages, feature selection process was conducted. Feature selection process involves searching through all possible combinations of features in our dataset to find the best subset of features works best for attack prediction and classification process.

WEKA 3.7.7 machine learning tool [79] was used to calculate the best feature subset. In Weka, it's needed to setup two objects, an attribute evaluator and a search method. The attribute evaluator determines what method is used to assign a worth to each subset of features, while the search method determines what style of search is used to search through the space of feature subsets. In our experiments, seven different search methods were used as shown in Table 4. This gives us a preliminary overview of the most important features out of the 41 features. To find the minimum subset of features that works best for attack detection and the classification process compared to the full 41 feature subset, Correlation-based Feature Subset Selection (CFS) was used as the attribute evaluator with the seven search method algorithms. Results are shown in Table 4. All experiments were performed using Windows® 7- 32 bit operating system platform with core i7 processor 2.4 GHz, 4.0 GB RAM.

VI. EXPERIMENTAL RESULTS AND ANALYSIS

A. Performance Measure

The detection effectiveness of the proposed detection system is measured in terms of Specificity, Sensitivity or True Positive Rate (TPR), FPR (False Positive Rate), Negative Predictive Value (NPV), Precision or Positive Predictive Value (PPV), F-Measure, Matthews correlation coefficient (MMC), and the Classification Accuracy as defined by the following equations and equations shown in Table 3:

\[ \text{F-Measure} = \frac{(2 \times TP)}{(2 \times TP) + FP + FN} \]  
\[ \text{MMC} = \sqrt{\frac{(TP + FN)(TP + FP)(TN + FN)(TN + FP)}}{\text{Correctly classified instances}} \]  
\[ \text{Accuracy} = \frac{\text{Correctly classified instances}}{\text{Total number of Instances}} \]

These measures are calculated based on the confusion matrix that shows the four possible binary classification outcomes as shown in Table 3.

Where:
- TN (True Negatives): Indicates the number of normal events correctly predicted as normal.
- FP (False Positives): Refer to the number of normal events being predicted as attacks.
- FN (False Negatives): The number of attack events incorrectly predicted as normal.
- TP (True Positives): The number of attack events correctly predicted as attack.

Table 3: Confusion Matrix

| Actual Class | Normal | Attack |
|--------------|--------|--------|
| Normal       | TN     | FP     |
| Attack       | FN     | TP     |

\[ \text{Specificity} = \frac{TN}{TN + FP} \]

\[ \text{Sensitivity} = \frac{TP}{TP + FN} \]

\[ \text{PPV} = \frac{TP}{TP + FP} \]

\[ \text{NPV} = \frac{TN}{TN + FN} \]

Table 4: Best Features Selected by All Algorithms for Each Class of Attack

| Rank Search (Gain Ratio) | All | 3,4,5,6,11,12,14,22,26,29,30,38,39,9,33,35 |
|--------------------------|-----|-------------------------------------|
|                          | 5,37,23,34 |  |
| DOS                      | 3,4,5,6,12,25,26,29,30,37,38,39 |  |
| PROBE                    | 25,27,29,37,17,30,4,5,26,38 |  |
| R2L                      | 5,10,11,18,22,26,9,39 |  |
| U2R                      | 14,17,1,18,29,39,9,11,13,32,33 |  |
| Best Features by Algorithm | 3,4,5,6,9,11,12,14,17,18,22,25,26,29,30,3 |  |
|                          | 3,37,38,39 |  |

| Rank Search (Info Gain) | All | 3,4,5,6,11,12,14,22,26,29,30,33,34,35,38 |
|-------------------------|-----|-------------------------------------|
|                          | .39,37,9,32 |  |
| DOS                     | 3,4,5,6,12,25,26,29,30,33,34,35,37,38 |  |
| PROBE                   | 3,4,5,6,12,23,25,27,29,30,33,34,35,37,40 |  |
| R2L                     | 3,5,6,10,22,33,36,9,26,16,37 |  |
| U2R                     | 3,14,17,18,29,39,11 |  |
| Best Features by Algorithm | 3,4,5,6,9,12,14,23,25,26,29,30,33,34,35,39,3 |  |
|                          | 36,37,38,39 |  |

| Rank Search | All | 3,4,8,10,12,25,29,30,37,9,32 |
|-------------|-----|--------------------------------|
| DOS         | 4,5,12,29,30,37,26,6,25 |  |
| PROBE       | 25,27,29,37,5,17,30,38 |  |
| R2L         | 5,10,39,9,26,16 |  |

Best Frst
In the proposed model, firstly our feature selection algorithm to select the best features set for all attack types (DOS, PROBE, R2L, U2R, and NORMAL class) was used. Then, a lightweight intrusion detection system using the selected best features set was built. All performance measures mentioned above are used to compare detection performance of our proposed system using the selected best features set with those using all 41 features set. Also, the performance of the proposed best features set in detecting known and new attacks compared to the all 41 features set were evaluated. The confusion matrix and time taken to build the classification model are also given for comparison.

The classification performance is measured by using ensemble classifier consists of a boosting algorithm, AdaBoost M1 method [78], with Random Forest learning techniques. The classification was performed using a full training set and 10-fold cross-validation for the testing purposes. In 10-fold cross-validation, the available dataset are randomly divided into 10 separate groups of approximately equal size subsets. Nine subsets of these groups are used to build and train the classifier model and the 10th group is used to test the built classifier model and to estimate the classification accuracy. The whole operation is repeated 10 times so that each of the 10 subsets is used as test subsets once. The accuracy estimate of the 10-fold cross-validation method is the mean of the estimates for each of the 10 classification processes. 10-fold Cross-validation method has been used and tested extensively and has been found to work well in general when adequate and sufficient dataset is available [80],[81].

Fig. 2 shows a comparison between the class detection accuracy while using the best 11-features set and 41-features set. Results showed that the best 11-features set out perform the 41-features set in detecting U2R and R2L Attack types, the types with the lowest instances in the dataset. The best 11-features set have the same accuracy in detecting DOS attack type and almost same accuracy while classifying traffic as NORMAL. The most interesting result is the accuracy of detecting PROBE attacks. It seems that the best 11-features set have lower accuracy compared to the 41 features set, however out of the (2131) instances of PROBE attack in the dataset, using the best 11-features
set the classifier could detect (2076) instances correctly, (31) instances was misclassified as DOS attack, (1) instance misclassified as U2R attack, and (23) instances were misclassified as NORMAL. However, using the 41-features set the classifier could detect (2094) instances correctly, (10) instances was misclassified as DOS attack, and (27) instances were misclassified as NORMAL, i.e. an addition of (4) attack instances are classified as NORMAL traffic while using the full 41-features set.

Fig. 2-a Comparison between different performance measures using the best 11-features set and 41-features set

Fig. 2-b Comparison between different performance measures using the best 11-features set and 41-features set
Fig. 3 The proposed model flowchart
In this paper, relevant feature selection model was proposed to select the best features set that could be used to design a lightweight intrusion detection system. Feature relevance analysis is performed on KDD 99 training set, which is widely used by machine learning researchers. Seven different feature evaluation methods were used to select and rank relevant features. The proposed model has four different stages, Data Pre-Processing, Best Classifier Selection, Feature Reduction, and Best Features Selection. Redundant records existed in the train dataset that bias learning algorithm to the classes with large repeated records are deleted. Out of the reduced training dataset four class-based datasets have been constructed: DOS, PROBE, R2L, U2R each of these four datasets contains the attack type records + the NORMAL class records. Important features for each attack type have been determined. Our results indicate that certain features have no relevance or contribution to detect any intrusion attack type. Some features are important to detect all attack types, and certain features are important to detect certain attack types. A set of best 11-features have been proposed and tested against the full 41-features set. This reduced features set can be used to build a faster training and testing process, less resource consumption as well as maintaining high detection rates. The effectiveness and the feasibility of our feature selection model were verified by several experiments on KDD intrusion detection dataset. The experimental results strongly showed that our model is not only able to yield high detection rates but also to speed up the detection process.

REFERENCES

[1] Axelsson, S., “Intrusion Detection Systems: A Taxonomy and Survey,” Technical Report No 99-15, Dept. of Computer Engineering, Chalmers University of Technology, Sweden, March 2000.
[2] Lunt, T. F., “Detecting Intruders in Computer Systems,” in proceeding of 1993 Conference on Auditing and Computer Technology, 1993.
[3] Sundaram, A., “An Introduction to Intrusion Detection,” The ACM Student Magazine, Vol.2, No.4, April 1996. Available at http://www.acm.org/crossroads/xrd2-4/xrd2-4.html
[4] Porras, P. A., “STAT: A State Transition Analysis Tool for Intrusion Detection,” MSc Thesis, Department of Computer Science, University of California Santa Barbara, 1992
[5] Dorothy E. Denning, “An Intrusion Detection Model,” In IEEE Transactions on Software Engineering, Vol.SE-13, Number 2, page 222-232, February 1987.
[6] Lunt, T. F., et al., “A Real-time Intrusion Detection Expert System (IDES),” Technical Report SRI-CSL-92-05, Computer Science Laboratory, SRI International, Menlo Park, CA, April 1992.
[7] Mykerezi, B., Heberlein, T. L. and Levitt, K. N., “Network Intrusion Detection,” IEEE Network, Vol.8, No.3, pp.26-41, 1994.
[8] Ilgun, K., Kemmerer, R. A., and Porras, P. A., “State Transition Analysis: Rule-Based Intrusion Detection Approach,” IEEE Transactions on Software Engineering, Vol. 21, No. 3, pp.181-199, March 1995.
[9] Kumar, S., “Classification and Detection of Computer Intrusions,” PhD Thesis, Department of Computer Science, Purdue University, August 1995.
[10] Ingham, K.L., Somayaji, A., Burge, J., Forrest, S., “Learning DFA Representations of HTTP For Protecting Web Applications,” Computer Networks 51(S), 1239–1255 (2007)
[11] Özyer, T., Alhaji, R., Barker, K., “Intrusion Detection By Integrating Boosting Genetic Fuzzy Classifier and Data Mining Criteria for Rule Pre-screening,” Journal of Network and Computer Applications 30(1), 99–113 (2007)
[12] Wang, W., Guan, X.H., Zhang, X.L., Yang, L.W., “Profiling Program Behavior for Anomaly Intrusion Detection Based on The Transition and Frequency Property of Computer Audit Data,” Computers & Security 25(7), 539–550 (2006)
[13] Julisch, K., “Clustering Intrusion Detection Alarms to Support Root Cause Analysis,” ACM Transactions on Information and System Security 6(4), 443–471 (2003)
[14] Lee, W., Stolfo, S., Kui, M., “A Data Mining Framework for Building Intrusion Detection Models,” In IEEE Symposium on Security and Privacy, Oakland, pp. 120–132 (1999)
[15] Shin, M.S., Jeong, K.J, “An Alert Data Mining Framework for Network-based Intrusion Detection System,” in Song, J., Kwon, T., Yang, M. (eds.) WISA 2005. LNCS, vol. 3786, pp. 38–53. Springer, Heidelberg (2006)
[16] A.H. Sung, S., “Mukamalak, Identifying important features for intrusion detection using support vector machines and neural networks,” in Proc. SAINT, 2003, pp. 209–217.
[17] A.H. Sung, S. Mukamalak, "The feature selection and intrusion detection problems," in Lecture Notes in Computer Science, Springer, 2004.
[18] H. Liu, H. Motoda, “Feature Selection for Knowledge Discovery and Data Mining,” Kluwer Academic, 1998.
[19] D. Miadenic, M. Grobelnik, “Feature selection on hierarchy of web documents,” Decision Support Systems 35 (2003) 45–87.
[20] Z. J. Lee, “An integrated algorithm for gene selection and classification applied to microarray data of ovarian cancer,” International Journal Artificial Intelligence in Medicine 42 (2008) 81–93.
[21] S.X. Wu, W. Banzhaf, “The use of computational intelligence in intrusion detection system: a review,” Applied Soft Computing Journal 10 (January 1(1)) (2010) 1–35.
[22] S.X. Wu, “Sequential anomaly detection based on temporal-difference learning principles, models and case studies,” Applied Soft Computing 10 (2010) 859–867.
[23] Garcia-Teodoro, Pedro, et al. “Anomaly-based network intrusion detection,” “Techniques, systems and challenges,” computers & security 28(1): 18-28.
[24] Wu, Shelly Xiaoran, and Wolfgang Banzhaf. “The use of computational intelligence in intrusion detection systems: A review,” Applied Soft Computing10.1 (2010), 1-35.
[25] Tsai, Chih-Fong, et al., “Intrusion detection by machine learning: A review,” Expert Systems with Applications 36.10 (2009):12000-12000.
[26] Ackelien, Uwe, Julie Greensmith, and Jamie Twycross, “Immune system approaches to intrusion detection–a review,” Artificial Immune Systems. Springer Berlin Heidelberg, 2004. 316-329.
[27] Liao, Hung-Jen, et al., “Intrusion Detection System: A Comprehensive Review,” Journal of Network and Computer Applications (2012).
[28] Y. Li, L. Guo, “An active learning based TCM-KNN algorithm for supervised network intrusion detection,” Computers and Security 8 (December) (2007) 459–467.
[29] Jiang, Z., Luosheng, W., Yong, F., & Xiao, Y. C. Intrusion detection based on density level sets estimation,” In Proceedings of international conference on networking, architecture, and storage, (2008) (pp. 173–174).
[30] Lauria, E. M.J., & Tayi, G. K. (2008), “Statistical machine learning for network intrusion detection: a data quality perspective,” International Journal of Services Sciences, 1(2), 179–195.
[31] H.A. Nguyen, D. Choi, “Application of data mining to network intrusion detection classifier selection model,” in LNCS, vol. 5297, Springer-Verlag, Berlin Heidelberg, 2008, pp. 399–408.
[32] Liu, Y., Cai, J., Huang, Z., Yu, J., & Yin, J., “Fast detection of database system abuse behaviors based on data mining approach,” In ACM international conference proceeding series, Vol. 304. Proceedings of the 2nd international conference on scalable information systems, InfoScale '07 (pp. 1–7).
[33] Prasad, G., Dhanalakshmi, Y., & Kumar, V., “Modeling an intrusion detection system using data mining and genetic algorithms based on fuzzy logic,” IJCNSIS International Journal of Computer Science and Network Security, 8(7), 319–325.
[34] Prashanth, G., Prashanth, V., Jayasheera, P., & Srinivasan, N., “Using
random forests for network-based anomaly detection at active routers.” In Proceedings of international conference on signal processing communications and networking, ICSCN ’08 (pp. 93–96).

[35] Su-Yun Wu, Ester Yen, “Data mining-based intrusion detector,” Expert Systems with Applications, Volume 36, Issue 1, Part 1, April 2009, Pages 5605-5612. ISSN 0957-4174. 10.1016/j.eswa.2008.06.138

[36] M. Asaka, T. Onabura, T. Inoue, S. Okazawa, S. Goto, “A new intrusion detection method based on discriminant analysis,” IEICE Transactions on Information and System 5 (May) (2001) 570–577.

[37] Hs, Cheng-Yuan, et al., “Statistical analysis of false positives and false negatives from real traffic with intrusion detection/prevention systems,” Communications Magazine, IEEE 50.3 (2012), 146–154.

[38] Chen, Rung-Ching, Kai-Fang Cheng, and Cheng-Chia Hsieh, “Using Fuzzy Neural Networks and rule heuristics for anomaly intrusion detection on database connection,” Machine Learning and Cybernetics, 2008 International Conference on, Vol. 6. IEEE, 2008.

[39] Tian, D., Liu, Y., & Li, B., “A distributed hebb neural network for network anomaly detection,” In Lecture notes in computer science: Vol. 4742. Parallel and distributed processing and applications (pp. 314–325). (Including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics).

[40] Masri, Wes, and Andy Podgurski, “Application-based anomaly intrusion detection with dynamic information flow analysis,” Computers & Security 27.5 (2008): 176–187.

[41] Powers, Simon T., and Jun He, “A hybrid artificial immune system and Self-Organized Map for network intrusion detection,” Information Sciences 178.15 (2008): 3024-3042.

[42] Ackelin, U., Bentley, P., Cazay, S., Kim, J., & McLeod, J., “Danger theory: The link between AIS and IDS? In Artificial Immune Systems (pp. 147-155). Springer Berlin Heidelberg.

[43] P. Srinivasulu, D. Nagaraju, P.R. Kumar, K.N. Rao, “Classifying the network intrusion attacks using data mining classification methods and their performance comparison,” International Journal of Computer Science and Network Security 9 (June (6)) (2009) 11–18.

[44] S.Y. Wu, E. Yen, “Data mining-based intrusion detectors,” Expert Systems with Applications 1 (April) (2009) 5605–5612.

[45] S. Srinivasulu, D. Nagaraju, P.R. Kumar, K.N. Rao, “Classifying the network intrusion attacks using data mining classification methods and their performance comparison,” International Journal of Computer Science and Network Security 9 (June (6)) (2009) 11–18.

[46] S.Y. Wu, E. Yen, “Data mining-based intrusion detectors,” Expert Systems with Applications 1 (April) (2009) 5605–5612.

[47] S. Srinivasulu, D. Nagaraju, P.R. Kumar, K.N. Rao, “Classifying the network intrusion attacks using data mining classification methods and their performance comparison,” International Journal of Computer Science and Network Security 9 (June (6)) (2009) 11–18.

[48] S.Y. Wu, E. Yen, “Data mining-based intrusion detectors,” Expert Systems with Applications 1 (April) (2009) 5605–5612.

[49] S. Srinivasulu, D. Nagaraju, P.R. Kumar, K.N. Rao, “Classifying the network intrusion attacks using data mining classification methods and their performance comparison,” International Journal of Computer Science and Network Security 9 (June (6)) (2009) 11–18.

[50] S. Srinivasulu, D. Nagaraju, P.R. Kumar, K.N. Rao, “Classifying the network intrusion attacks using data mining classification methods and their performance comparison,” International Journal of Computer Science and Network Security 9 (June (6)) (2009) 11–18.

[51] S.Y. Wu, E. Yen, “Data mining-based intrusion detectors,” Expert Systems with Applications 1 (April) (2009) 5605–5612.

[52] S. Srinivasulu, D. Nagaraju, P.R. Kumar, K.N. Rao, “Classifying the network intrusion attacks using data mining classification methods and their performance comparison,” International Journal of Computer Science and Network Security 9 (June (6)) (2009) 11–18.

[53] S.Y. Wu, E. Yen, “Data mining-based intrusion detectors,” Expert Systems with Applications 1 (April) (2009) 5605–5612.

[54] S. Srinivasulu, D. Nagaraju, P.R. Kumar, K.N. Rao, “Classifying the network intrusion attacks using data mining classification methods and their performance comparison,” International Journal of Computer Science and Network Security 9 (June (6)) (2009) 11–18.

[55] S.Y. Wu, E. Yen, “Data mining-based intrusion detectors,” Expert Systems with Applications 1 (April) (2009) 5605–5612.

[56] Suthaharan, Shan, and Tejaswi Panchagnula, “Relevance feature selection with data cleaning for intrusion detection system,” Southeastcon, 2012 Proceedings of IEEE. IEEE, 2012.

[57] Li, Yinhu, et al., “An efficient intrusion detection system based on support vector machines and gradually feature removal method,” Expert Systems with Applications 39.1 (2012), 424–430.

[58] Y. Li, J. Wang, Z. Tian, T. Lu and C. Young, “Building lightweight intrusion detection system using wrapper-based feature selection mechanisms,” Computer and Security, vol. 28, pp.466-475, 2009.

[59] A. A. Olusola, A. S. Oladele and D. O. Abosele, “Analysis of KDD 99 Intrusion Detection Dataset for Selection of Relevance Features,” Proceedings of the World Congress on Engineering and Computer Science, vol. 1, Oct-2010.

[60] Chebrolu S., Abraham A., and Thomas J., “Feature deduction and ensemble design of intrusion detection systems,” ELSEVIER Computer and Security, Vol. 24, pp. 295-307, 2005.

[61] Kayacik, H. Günes, A. Nur Zincir-Heywood, and Malcolm I. Heywood, "Selecting features for intrusion detection: a feature relevance analysis on KDD 99 intrusion detection datasets," Proceedings of the third annual conference on privacy, security and trust. 2005.

[62] Amari F., Yousefi M., Lucas C., Shakerly A., and Yazdani N., “Mutual information-based feature selection for intrusion detection systems,” ELSEVIER, Journal of Network and Computer Applications, V. 34, pp. 1184-1199, 2011.

[63] Tang P., Jiao R., and Zhao M., “Feature selection and design of intrusion detection system based on k-neans and triangle area support vector machine,” Second International Conference on Future Networks, IEEE, pp. 144-148, 2010.

[64] Zargari, Shahzad, and Dave Voorhis, “Feature Selection in the Corrected KDD-dataset,” Emerging Intelligent Data and Web Technologies (EIDWT), 2012 Third International Conference on. IEEE, 2012.

[65] Lippmann, Richard, et al., “The 1999 DARPA off-line intrusion detection evaluation,” Computer networks 34.4 (2000): 579-595.

[66] Mahbod Tavallae, Ebrahim Bagheri, Wei Liu and Ali A. Ghorbani, “A Detailed Analysis of the KDD CUP 99 Data Set,” In Proceedings of the 2009 IEEE Symposium Computational Intelligence for Security and Defense Applications, CISDA’09, July 2009.

[67] MIT Lincoln Labs, “1998 DARPA Intrusion Detection Evaluation,” Available at: http://www.ll.mit.edu/mission/communications/ct/corpora/ideal/index.html, February 2008.

[68] L. Portnoy, E. Eskin, and S. Stolfo, “Intrusion detection with unlabeled data using clustering,” Proceedings of ACM CSS Workshop on Data Mining Applied to Security, Philadelphia, PA, November, 2001.

[69] K. Leung and C. Leckie, “Unsupervised anomaly detection in network intrusion detection using clusters,” Proceedings of the Twenty-eighth Australasian conference on Computer Science-Volume 38, pp. 333–342, 2005.

[70] G. John and P. Langley, “Estimating continuous distributions in Bayesian classifiers,” in Proceedings of the Eleventh Conference on Uncertainty in Artificial Intelligence, pp. 338–345, 1995.

[71] L. Breiman, “Random Forests,” Machine Learning, vol. 45, no. 1, pp. 5–32, 2001.

[72] D. Auldous, “The continuum random tree. I,” The Annals of Probability, pp. 1–28, 1991.

[73] J. Quinlan, “C4.5: Programs for Machine Learning,” Morgan Kaufmann, 1993.

[74] R. Kohavi, “Scaling up the accuracy of naive-Bayes classifiers: A decision-tree hybrid,” in Proceedings of the Second International Conference on Knowledge Discovery and Data Mining, vol. 7. 1996.

[75] D. Ruck, S. Rogers, M. Kabrisky, M. Oxley, and B. Suter, “The KDD 99 Intrusion Detection Dataset for Selection of Relevance Features,” Proceedings of the Twenty-eighth Australasian conference on Computer Science-Volume 38, pp. 333–342, 2005.

[76] G. John and P. Langley, “Estimating continuous distributions in Bayesian classifiers,” in Proceedings of the Eleventh Conference on Uncertainty in Artificial Intelligence, pp. 338–345, 1995.

[77] L. Breiman, “Random Forests,” Machine Learning, vol. 45, no. 1, pp. 5–32, 2001.

[78] D. Auldous, “The continuum random tree. I,” The Annals of Probability, pp. 1–28, 1991.

[79] J. Quinlan, “C4.5: Programs for Machine Learning,” Morgan Kaufmann, 1993.

[80] R. Kohavi, “Scaling up the accuracy of naive-Bayes classifiers: A decision-tree hybrid,” in Proceedings of the Second International Conference on Knowledge Discovery and Data Mining, vol. 7. 1996.
Conference on Machine Learning (ICML’04), 2004.

[78] Yoav Freund, Robert E. Schapire, “Experiments with a new boosting algorithm,” In: Thirteenth International Conference on Machine Learning, San Francisco, 148-156, 1996.

[79] Mark Hall, Eibe Frank, Geoffrey Holmes, Bernhard Pfahringer, Peter Reutemann, Ian H. Witten, “The WEKA Data Mining Software: An Update,” SIGKDD Explorations, Volume 11, Issue 1.

[80] Borra S, Ciaccio AD. (2010), “Measuring the prediction error. A comparison of cross-validation, bootstrap and covariance penalty methods,” Computational Statistics and Data Analysis 54, 2976-2989.

[81] Rodriguez, J.D.; Perez, A.; Lozano, J.A., “Sensitivity Analysis of k-Fold Cross Validation in Prediction Error Estimation,” Pattern Analysis and Machine Intelligence, IEEE Transactions on, vol.32, no.3, pp.569,575, March 2010 doi: 10.1109/TPAMI.2009.187.