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Abstract

We consider the problem of selecting confounders for adjustment from a potentially large set of covariates, when estimating a causal effect. Recently, the high-dimensional Propensity Score (hdPS) method was developed for this task; hdPS ranks potential confounders by estimating an importance score for each variable and selects the top few variables. However, this ranking procedure is limited: it requires all variables to be binary. We propose an extension of the hdPS to general types of response and confounder variables. We further develop a group importance score, allowing us to rank groups of potential confounders. The main challenge is that our parameter requires either the propensity score or response model; both vulnerable to model misspecification. We propose a targeted maximum likelihood estimator (TMLE) which allows the use of nonparametric, machine learning tools for fitting these intermediate models. We establish asymptotic normality of our estimator, which consequently allows constructing confidence intervals. We complement our work with numerical studies on simulated and real data.
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1 Introduction

The goal of most epidemiological studies is to determine the relationship between some exposure and an outcome variable. Ideally, a randomized controlled trial (RCT) is used to assess this relationship where subjects are randomized to treatment or placebo. This randomization ensures that, on average, subject characteristics are the same in both treatment arms. However, due to ethical or financial constraints, a RCT is not always feasible and investigators often use observational studies. In this case, analyzing the exposure-response relation must account for the additional factors, namely confounders [Greenland and Morgenstern, 2001]. For decades, it has been known that not adjusting for confounders or presence of unmeasured confounders can lead to data exhibiting an exposure-response association when none exists or even reverse the direction of true effect [Neyman, 1938, Bickel et al., 1975]. Confounding bias is a particular concern for epidemiological studies [see e.g. MacMahon and Collins, 2001, Kenneth J. Rothman and Lash, 2015]. While confounder adjustment is important for bias reduction, adjusting for irrelevant variables can lead to efficiency losses [Greenland, 2008, Schisterman et al., 2009, Rotnitzky et al., 2010, Myers et al., 2011, Patrick et al., 2011]. Thus, it is crucial to correctly identify the set of confounders.

Traditionally, confounders are identified from a collection of variables. Each variable in the collection, is classified as either a confounder or not based on expert knowledge/assumptions of the underlying data generating mechanism [Robins, 2001]. This approach is suitable if the true confounder set is a subset of our collection; this is often not true and rarely verifiable. With the advent of economical data collection and storage technology, high-dimensional data have become increasingly accessible. In high-dimensional data we often have thousands of variables for each subject and, it is reasonable to assume that a subset of these variables is equal to, or a proxy, for the set of confounders. However, manually sifting through thousands of variables is not feasible, and furthermore, the underlying mechanisms for each variable may not be well understood. Thus, we require an automated procedure which can efficiently select a suitable subset of confounders.

The problem of variable selection for building precise prediction models has been extensively studied in the literature for both low and high-dimensional data. However, the literature for confounder selection, particularly for high-dimensional data, is sparse. A recent proposal is the C-TMLE [van der Laan and Gruber, 2010, Gruber and van der Laan, 2015].
2010, van der Laan and Rose, 2011], which performs confounder selection when used for estimating the average treatment effect (ATE); a computationally faster variation, the SC-TMLE was proposed by Ju et al. [2019b]. Another proposal is the outcome adaptive lasso [Shortreed and Ertefaie, 2017], an application of the adaptive lasso [Zou, 2006] with weights informed by the outcome regression model. These methods are designed for confounder selection but not confounder ranking, which might be of interest to investigators.

One proposal for confounder ranking is the variable importance measure (VIM) of Chambaz et al. [2012], while theoretically appealing, it is computationally cumbersome for even moderate-dimensional data. Another approach, popular in pharmacoepidemiology, is the hdPS proposal of Schneeweiss et al. [2009]. It has been used for various data analyses [Brookhart et al., 2010, Paterno et al., 2010, Rassen et al., 2010, Rassen and Schneeweiss, 2012, Schneeweiss et al., 2010a,b, Huybrechts et al., 2011, Toh et al., 2011, He et al., 2014, Pang et al., 2016b], its performance has been studied empirically, and some extensions/modifications have been proposed [Patrick et al., 2011, Rassen et al., 2011, Franklin et al., 2014, 2015, 2017, Guertin et al., 2016, Schneeweiss et al., 2017, Enders et al., 2018, Karim et al., 2018, Ju et al., 2019a]. Despite its popularity in pharmacoepidemiology, hdPS suffers from drawbacks: primarily, it discretizes each variable into three binary variables and ranks the resulting binary variables. Interpreting the ranking of these artificial variables is difficult. Furthermore, hdPS cannot rank groups of variables, which might be of interest to investigators.

In this paper, we propose a novel confounder ranking technique which easily scales to high-dimensional data. We propose a generalization of the Bross score [Bross, 1966] as used by Schneeweiss et al. [2009] for hdPS. With the generalized Bross formula, we propose two ranking schemes which require only a binary exposure, placing no restrictions on other variables. Our framework naturally extends to ranking groups of variables. We establish asymptotic normality of our estimators allowing us to calculate confidence intervals and p-values.

2 A Novel Confounder Scoring Scheme

2.1 Motivation

To motivate our proposal, we discuss desirable properties of a confounder ranking system and, gaps in the existing literature. We then present the statistical intuition behind the Bross formula and consequently our extension of it.

We require, a (semi-)automated confounder ranking scheme which can be extended to groups of variables, handle all variable types and, can be efficiently computed for high-dimensional data. The C-TMLE and its scalable extension, the SC-TMLE, do not rank variables and cannot perform grouped variable selection. While SC-TMLE is substantially faster than C-TMLE, existing software [Ju et al., 2017] is still computationally cumbersome for high-dimensional data. Similarly, the outcome adaptive lasso [Shortreed and Ertefaie, 2017] does not rank variables; additionally, it assumes restrictive generalized linear models for the outcome and propensity score models. The VIM proposal of Chambaz et al. [2012] is theoretically appealing: it measures the marginal impact of a variable on the average treatment effect, however, it is computationally infeasible for even moderate dimensions. Finally, we discuss the widely used method among pharmacoepidemiologists, hdPS [Schneeweiss et al., 2009]. The hdPS is a multi-step algorithm, we will focus on three crucial steps: 1. ranking variables by proportion of non-zero values and selecting the top J, 2. converting each variable into multiple (upto three) binary variables and, 3. ranking variables by the Bross formula and selecting the top K. The first step above lead to excluding important variables and should be omitted [Schuster et al., 2015]. Step two is needed to use the existing Bross formula which requires all variables to be binary. However, this discretization means we can no longer rank the original variables, i.e., hdPS can be used as a ranking system only when all variables are binary.

The intuition behind the Bross formula, and our extension of it, is as follows: if no relationship exists between the exposure and outcome, then any apparent measure of association is due to a third, confounding variable. Thus, the relative risk under the assumption of no exposure-outcome relationship is a measure of confounding effect. To be precise, consider random variables \( (O, E, C) \sim P \) for some measure \( P \) where \( E \in \{0, 1\} \) is the exposure, \( O \in \mathbb{R} \) the outcome and \( C \in \mathbb{R} \) is an additional covariate. We assume the spurious effect hypothesis [Bross, 1966]: \( O \perp E | C \) and expectations under this hypothesis are denoted by a \( \dagger \). The confounding impact can then be measured by:

\[
\psi(P) = \frac{\mathbb{E}_P(O|E = 1)}{\mathbb{E}_P(O|E = 0)}, \quad \phi(P) = \mathbb{E}_P^\dagger(O|E = 1) - \mathbb{E}_P^\dagger(O|E = 0).
\]  

To derive estimable quantities from (1), we first note that the spurious effect hypothesis implies \( \mathbb{E}_P^\dagger(O|E = 1, C = c) = \mathbb{E}_P^\dagger(O|E = 0, C = c) = \mathbb{E}_P^\dagger(O|C = c) = \mathbb{E}_P(O|C = c) \), where the last equality is because we made no assumptions about the distribution of \( O|C \). We then simplify (1): \( \mathbb{E}_P^\dagger(O|E = c) = \frac{\mathbb{E}_P^\dagger(1_{E=c}O)}{P(E = c)} = \frac{\mathbb{E}_P^\dagger[1_{E=c}\mathbb{E}_P^\dagger(O|E,C)]}{P(E = c)} = \frac{\mathbb{E}_P^\dagger(1_{E=c}O)}{P(E = c)} = \frac{\mathbb{E}_P^\dagger(1_{E=c}O)}{P(E = c)} \)

2
\[ \frac{E_P[I_{E = E_P(O|C)}]}{P(E = e)} = E_P \left\{ E_P(O|C)|E = e \right\}. \]

Denoting \( \tau(c) = E_P(O|C = c) \), our parameters of interest are

\[ \psi(P) = \frac{E_P(\tau(C)|E = 1)}{E_P(\tau(C)|E = 0)}; \quad \phi(P) = E_P(\tau(C)|E = 1) - E_P(\tau(C)|E = 0). \] (2)

For brevity, we will drop the subscript \( P \) when it is clear from context. Motivation for \( \psi \) and \( \phi \) becomes clearer by considering their values when \( C \) is not a confounder. If \( C \) is independent of either the exposure \( E \) or the outcome \( O \), then we immediately see that \( \psi(P) = 1 \) and \( \phi(P) = 0 \). Values of \( \psi \) and \( \phi \) away from 1 and 0, respectively, indicate presence of a confounding effect.

### 2.2 High-dimensional Confounder Ranking and Selection

Exploiting the intuition of (2), we apply them to each variable for a set of potential confounders. Consider i.i.d. data \((O_i, E_i, C_{i1}, \ldots, C_{ip}) \sim P \) \( i = 1, \ldots, n \). Our target parameters are the ratio scores, \( \psi_j(P) \), and difference scores, \( \phi_j(P) \):

\[ \psi_j(P) = \frac{E(\tau_j(C_{ji})|E_i = 1)}{E(\tau_j(C_{ji})|E_i = 0)}, \quad \phi_j(P) = E(\tau_j(C_{ji})|E_i = 1) - E(\tau_j(C_{ji})|E_i = 0), \] (3)

where \( \tau_j(c) = E(O|C_{ji} = c) \). Thus we can rank the covariates according to either \( |\psi_j(P) - 1| \) or \( |\phi_j(P)| \). We can also define the parameters \( \psi \) and \( \phi \) in terms of the propensity score, \( \pi_j(c) = P(E_i = 1|C_{ji} = c) \). This is demonstrated in the following lemma (proof in Web Appendix A).

**Lemma 1.** For a random vector \((O_i, E_i, C_{i1}, \ldots, C_{ip}) \sim P \) the parameters (3) can equivalently be written as

\[ \psi_j(P) = \frac{E(O_i, \tau_j(C_{ji})|E_i = 1)}{E(O_i, \tau_j(C_{ji})|E_i = 0)}, \quad \phi_j(P) = E(O_i\tau_j(C_{ji})|E_i = 1) - E(O_i\tau_j(C_{ji})|E_i = 0), \]

As in Lemma 1, we can also define the parameters \( \Psi_j \) and \( \Phi_j \) in terms of the propensity score, \( \pi_j(c) = P(E_i = 1|C_{ji} = c) \).

Note that our measures of confounder importance are in terms of conditional expectations, which can be calculated for any variable type (given existence of first moments). In contrast, the Bross formula of the hdPS method is in terms of relative risk and prevalence of \( C_i \), which can only be calculated for binary \( C_i \). Furthermore, a scoring system for grouped confounder ranking follows from a straightforward extension of our parameters \( \psi_j \) and \( \phi_j \). Consider i.i.d data \((O_i, E_i, C_{i1}, \ldots, C_{ip}) \sim P \) where \( C_{ji} \in \mathbb{R}^p \) is now a group of covariates. The grouped ratio and difference scores are defined as \( \Psi_j(P) = E(\tau_j(C_{ji})|E_i = 1)/E(\tau_j(C_{ji})|E_i = 0) \). \( \Phi_j(P) = E(\tau_j(C_{ji})|E_i = 1) - E(\tau_j(C_{ji})|E_i = 0) \), where \( \tau_j(c) = E(O|C_{ji} = c) \). As in Lemma 1, we can also define the parameters \( \Psi_j \) and \( \Phi_j \) in terms of the propensity score, \( \pi_j(c) = P(E_i = 1|C_{ji} = c) \).

Say we have estimates \( \hat{\psi}_j \) or \( \hat{\phi}_j \) for each variable in our data, we can then rank variables by confounder importance and select the top \( K \). Alternatively, if we can show our estimates to be asymptotically normal we can conduct an \( \alpha \)-level test for \( H_0 : \psi_j = 1 \) vs \( H_1 : \psi_j \neq 1 \) (or \( H_0 : \phi_j = 0 \) vs \( H_1 : \phi_j \neq 0 \)). Thus the user needs to only specify the cut-off \( K \) or level \( \alpha \). Asymptotically normal and efficient estimators for \( \hat{\psi}_j, \hat{\phi}_j \) are presented in a later section.

### 2.3 More on the Bross Formula

Before presenting our estimation framework, we address the main criticisms of using the Bross formula for confounder selection and, we also outline some of its limitations.

The primary issue is that the Bross formula measures the confounding impact of a single variable and does not naturally extend to multiple variables. The original Bross formula was designed under a single potential confounder, sequentially applying this multiple variables ignores the joint confounding effect. This seems akin to fitting multiple univariate regression models as opposed to a single multivariate model. Another well known issue of the Bross formula is how it handles instrumental variables: variables associated with the exposure only will not have a Bross score of zero. We now address these issues, making a case for the utility of the Bross formula and consequently our proposal.

The hdPS proposal (a special case of our framework) has been shown to work in a number of simulation settings, including plasmode studies where investigators aim to replicate real data [Patrick et al., 2011, Franklin et al., 2014, 2015, 2017, Pang et al., 2016a,b, Guertin et al., 2016, Schneweiss et al., 2017, Karim et al., 2018]. To understand this behavior, we explore the theoretical quantity estimated by our parameters \( \hat{\psi}_j \) and \( \hat{\phi}_j \). Consider the following simple data generating mechanism: \( E(O|E, C_1, \ldots, C_p) = \beta_0 + \theta E + \sum_{j=1}^p \beta_j C_j \). \( P(X = 1|C_1, \ldots, C_p) = \sum_{j=1}^p \alpha_j C_j : \sum_{j=1}^p \alpha_j = 1 \) and \( C_j \) i.i.d. \( \text{Unif}[0, 1] \). By straightforward calculation we obtain \( \tau_j(C_j) = \beta_0 + \beta_j C_j + \theta \left( \alpha_j C_j + \sum_{k \neq j} \alpha_k / 2 \right) + \sum_{k \neq j} \beta_k / 2 \), and thus for \( j = 1, \ldots, p \) our parameter is \( \phi_j = (\alpha_j / 3)(\beta_j + \theta \alpha_j) \). We see that \( \phi_j \) in this case depends on the combined association between \( C_j \) and both the exposure and outcome. Variables with a large Bross score will have large \( \alpha_j \) and \( \beta_j \) values. This suggest a valid ranking system for confounder importance; recall that we are only interested in confounder ranking, not the magnitude or range of scores. The example also illustrates what happens with instrumental variables (\( \beta_j = 0 \)) while the score will not be zero, if the confounder-exposure effect...
sizes are relatively small compared to the confounder-outcome effect sizes, instrumental variables will have a lower score compared to true confounders.

The above example illustrates how our proposed confounder scoring framework can be valid even if we ignore the joint confounder effect. Based on existing work on simulation studies of hdPS, we expect to see similar results in more complex data generating mechanisms. Finding a minimum set of assumptions under which our proposed framework is valid is an interesting open problem.

3 Our Estimation Framework

3.1 Naive Plug-in Estimation

Let \( \hat{\tau}_j \) and \( \hat{\pi}_j \) denote some estimates for \( \tau_j \) and \( \pi_j \), respectively. Denote by \( \hat{P}^{\text{nom}} \) a probability measure corresponding to our estimate \( \hat{\tau}_j \), then plug-in estimators for the scores are

\[
\psi_j(\hat{P}^{\text{nom}}) = \frac{\mathbb{E}_{\hat{P}_n}(\hat{\tau}_j(C_{ji}) | E_i = 1)}{\mathbb{E}_{\hat{P}_n}(\hat{\tau}_j(C_{ji}) | E_i = 0)},
\]

\[
\phi_j(\hat{P}^{\text{nom}}) = \frac{\mathbb{E}_{\hat{P}_n}(\hat{\pi}_j(C_{ji}) | E_i = 1) - \mathbb{E}_{\hat{P}_n}(\hat{\pi}_j(C_{ji}) | E_i = 0)}{\mathbb{E}_{\hat{P}_n}(1 - \hat{\pi}_j(C_{ji}) | E_i = 0)},
\]

where \( P_n \) is the empirical distribution of our data. Similarly, let \( \hat{P}^{\text{pos}} \) be the measure associated with \( \hat{\pi}_j \), then alternative plug-in estimators are

\[
\psi_j(\hat{P}^{\text{pos}}) = \frac{\mathbb{E}_{\hat{P}_n}(O_i \hat{\pi}_j(C_{ji}) | E_i)}{\mathbb{E}_{\hat{P}_n}(O_i (1 - \hat{\pi}_j(C_{ji})) | E_i)},
\]

\[
\phi_j(\hat{P}^{\text{pos}}) = \frac{\mathbb{E}_{\hat{P}_n}(O_i \hat{\pi}_j(C_{ji}) | E_i) - \mathbb{E}_{\hat{P}_n}(O_i (1 - \hat{\pi}_j(C_{ji})) | E_i)}{\mathbb{E}_{\hat{P}_n}(1 - E_i)}.
\]

These naive plug-in estimators face a number of limitations. Firstly, they can suffer from model misspecification. Secondly, any asymptotic results might only be tractable for limited parametric model choices for \( \hat{\tau}_j \) and \( \hat{\pi}_j \). Thirdly, there is no guarantee of statistical efficiency, i.e., there might be other consistent estimators with lower variance. In the next section, we present an estimation framework which leads to efficient, asymptotically normal and doubly robust estimators. The double robustness property means that we need only correctly estimate either \( \pi_j \) or \( \tau_j \) (without knowledge of which model is correctly specified). Furthermore, our estimators can use advanced machine learning methods for estimating \( \pi_j \) and \( \tau_j \).

3.2 Efficient Estimation

In this section, we will present two estimators: the first performs a one-step correction to the naive plug-in estimator, and the second is a targeted maximum likelihood estimator (TMLE) following the framework of van der Laan and Rose [2011]. We begin with a reparametrization of our parameters \( \psi_j \) and \( \phi_j \) as follows:

\[
\psi_j(P) = \frac{\theta_j(P) / \mu(E)}{\{\mu_{O}(P) - \theta_j(P)\} / \{1 - \mu(E)\}},
\]

(4)

\[
\phi_j(P) = \theta_j(P) / \mu(E) - \{\mu_{O}(P) - \theta_j(P)\} / \{1 - \mu(E)\},
\]

(5)

where \( \theta_j(P) = \mathbb{E}_{P}\{I(E_i = 1) \tau_j(C_{ji}) \} \), \( \mu_{O}(P) = \mathbb{E}_{P}(O_i) \) and \( \mu(E) = \mathbb{E}_{P}(E_i) \). By using the sample means as estimates for \( \mu_{O} \) and \( \mu_{E} \), and the delta method, it is sufficient to establish asymptotic normality for \( \theta_j \). In the remainder of this section, we will first present estimators for \( \theta_j \) and estimators for (4) and (5) will follow.

3.2.1 One-step correction

Denote by \( \hat{\tau}_{j,n} \) and \( \hat{\pi}_{j,n} \), some estimators for \( \tau_j \) and \( \pi_j \), respectively. We propose a one-step correction to the naive plug-in estimator \( \hat{\theta}_{j,n}^{\text{naive}} = \frac{1}{n} \sum_{i=1}^{n} I(E_i = 1) \hat{\tau}_{j,n}(C_{ji}) \):

\[
\hat{\theta}_{j,n}^{\text{dr}} = \hat{\theta}_{j,n}^{\text{naive}} + \frac{1}{n} \sum_{i=1}^{n} O_i \pi_{j,n}(C_{ji}) - \hat{\tau}_{j,n}(C_{ji}) \pi_{j,n}(C_{ji}).
\]

(6)

This corrected estimator is doubly robust: \( \hat{\theta}_{j,n}^{\text{dr}} \rightarrow \theta_j(P) \) as long as one of our estimators \( \hat{\tau}_{j,n} \) and \( \hat{\pi}_{j,n} \) is consistent. We formalize and prove this result in Web Appendix A.

Furthermore, the simple one step correction makes it easy to implement and computationally efficient. However, its main limitation is that the one step correction can lead to an estimate outside the parameter space. For example, for outcome \( O_i \in [0,1] \) we must have \( \phi_j \in [-1,1] \), but our estimate \( \phi_{j,n}^{\text{dr}} \) may be outside this range. Our second proposed estimator is a plug-in estimator which overcomes this issue whilst maintaining the desirable properties of \( \theta_{j,n} \).
3.2.2 Targeted Maximum Likelihood Estimator

Targeted maximum likelihood estimation (TMLE), is a general framework for obtaining efficient plug-in estimators. A high level summary of this procedure is as follows: we begin with some initial estimate \( \hat{P}_0 \) of \( P^0 \) (the measure of our observed data), we then iteratively update \( \hat{P}_0 \), generating a sequence of estimates \( \{ \hat{P}_k \}_{k=0}^{\infty} \) until some convergence criteria is met, finally we obtain the plug-in estimator \( \psi_j(\hat{P}_K) \) (or \( \phi_j(\hat{P}_K) \)). For a more detailed discussion of the general TMLE framework, see van der Laan and Rose [2011].

We now present the algorithm for obtaining the targeted maximum likelihood estimator (TMLE) for \( \theta_j(P^0) \), details of the derivation of the TMLE are relegated to Web Appendix B. For the algorithm, we require the adjusted exposure-response model defined as \( Q_j(e,c_j;P) = \mathbb{E}_P(\zeta|E = e, C_j = c_j) \). The use of \( Q_j \) is a technical requirement which we detail in Web Appendix B, briefly, our TMLE algorithm exploits the decomposition of the joint density (or Radon-Nikodym derivative): \( p(o,e,c_j) = p(o|e,c_j)p(e|c_j)p(c_j) \). Note that the functions \( \pi_j, \tau_j \) and \( Q_j \) are related by the identity, \( \tau_j(c_j;P) = \pi_j(c_j;P)Q_j(1,c_j;P) + \{1 - \pi_j(c_j;P)\}Q_j(0,c_j;P) \). The TMLE, denoted by \( \hat{\theta}_j^\ell \), is obtained by the following algorithm:

1. Initialize estimators \( \hat{\pi}_j^0, \hat{Q}_j^0 \) for \( \pi_j(\cdot;P^0) \) and \( Q_j(\cdot,\cdot;P^0) \); and \( \epsilon_1^0 = \epsilon_2^0 = 1 \).

2. For \( k = 0,1, \ldots \) until \( \epsilon_1^k = \epsilon_2^k = 0 \):
   
   a. Update the propensity score \( \hat{\pi}_j^{k+1} \leftarrow \hat{\pi}_j^k(\epsilon_1^k) \) where \( \hat{\pi}_j^k(\epsilon) = \exp\{\text{logit}(\hat{\pi}_j^k) + \epsilon H_1^k\} \), \( H_1^k(\cdot) = -2\hat{\pi}_j^k(\cdot)\{\hat{Q}_j^k(1,\cdot) - \hat{Q}_j^k(0,\cdot)\} \) and,
   
   \[ \epsilon_1^k = \text{argmax}_{\epsilon \in \mathbb{R}} \frac{1}{n} \sum_{i=1}^{n} E_i \log(\hat{\pi}_j^k(\epsilon)) + (1 - E_i) \log(1 - \hat{\pi}_j^k(\epsilon)). \]

   b. Update the adjusted exposure-response model \( \hat{Q}_j^{k+1} \leftarrow \hat{Q}_j^k(\epsilon_2^k) \) where \( \hat{Q}_j^k(\epsilon) = \hat{Q}_j^k + \epsilon H_2^k \), \( H_2^k(\cdot) = -\hat{\pi}_j^{k+1}(\cdot) \) and,
   
   \[ \epsilon_2^k = \text{argmin}_{\epsilon \in \mathbb{R}} \frac{1}{2m} \sum_{i=1}^{n} \{ O_i - \hat{Q}_j^k(\epsilon) \}^2. \]

3. Return the parameter estimate
   
   \[ \hat{\theta}_j^\ell_{1,n} = \frac{1}{n} \sum_{i=1}^{n} \{ I(E_i = 1)\hat{\tau}_j^{k+1}(C_{ji}) \}, \quad (7) \]

   where \( \hat{\tau}_j^{k+1}(c) = \hat{\pi}_j^{k+1}(c)\hat{Q}_j^{k+1}(1,c) + \{1 - \hat{\pi}_j^{k+1}(c)\}\hat{Q}_j^{k+1}(0,c) \).

Comment 1. The TMLE is a substitution estimator, which means that as long as the range of \( \hat{\pi}_j^0 \) and \( \hat{Q}_j^0 \) is valid, our TMLE will also be within the parameter space.

Comment 2. The update in Step 2(b) is designed for a continuous outcome variable. By appropriately defining the path \( \hat{Q}_j^k(e) \) and loss function, we can build a TMLE for other types of outcome variables. We detail this in Web Appendix B.

Comment 3. Both estimators, TMLE and doubly robust, rely on initial estimators for \( \pi_j(\cdot;P^0) \) and \( Q_j(\cdot,\cdot;P^0) \). While a semi-parametric or nonparametric approach may seem computationally expensive, recall that \( \phi_j \) and \( \psi_j \) are univariate functions. Thus, we can utilize fast algorithms for nonparametric estimators such as wavelets. Alternatively, we could use polynomial regression which we found to be sufficient for our numerical experiments.

Comment 4. The above algorithm can also be used for grouped confounder ranking, i.e. estimating \( \Psi_j \) and \( \Phi_j \). In this case estimating \( Q_j \) and \( \pi_j \) can become computationally demanding. However, in most cases of high-dimensional data, either each variable group will be small, or for large sized groups the total number of groups will be small. Furthermore, in many data applications (including our analysis of the Boston Housing data), simple parametric models can serve as sufficient estimators.

3.2.3 Asymptotic Normality of Estimators

In this section, we establish asymptotic normality of our estimators. Theorem 1 establishes asymptotic normality for \( \hat{\theta}_1^\ell_{1,n} \) and \( \hat{\theta}_j^{\ell e}_{o,n} \). This leads to Corollary 1, which establishes asymptotic normality for estimates of \( \phi_j \) and \( \psi_j \). Before presenting our main results, we require some technical background and definitions.

Firstly, our results crucially rely on the efficient influence curve (EIC) of a parameter. Roughly, the influence curves of a parameter, \( \psi(P) \), are essentially derivatives of the functional \( \psi \) with respect to \( P \). Alternatively, we can
define an influence curve for \textit{asymptotically linear estimators}, an estimator \( \widehat{\psi} \) is said to be asymptotically linear if it satisfies
\[
\sqrt{n}(\widehat{\psi} - \psi) = -\frac{1}{n} \sum_{i=1}^{n} D_{\psi}(X_i) + o_p(n^{-1/2}).
\] (8)

We then define \( D_{\psi} \) as an influence curve. For non-parametric modeling of \( \tau_j \) and \( Q_j \), there is only one influence curve called the EIC. Bickel et al. [1993] show that if an estimator is asymptotically linear, and its influence curve is the EIC, then it is asymptotically efficient. Form (8), it follows from the CLT that \( \sqrt{n}(\widehat{\psi} - \psi) \) is asymptotically normal with variance \( \text{Var}(D_{\psi}(X_i)) \). The EIC for \( \theta_j \) (derived in Web Appendix B) is
\[
D_{\theta_j}(P)(x) \equiv D_{\theta_j}(\tau_j)(x) = \omega \sigma_j(c; P) + \tau_j(c; P) \{ I(e = 1) - \pi_j(c; P) \} - \theta_j(P),
\] (9)
for a vector \( x = (o, c, c_1, \ldots, c_p) \).

We now present and discuss the main conditions needed for our theoretical results.

\textbf{Condition 1.} For initial estimators \( \hat{\tau}^n_j \) and \( \hat{\pi}^n_j \) of \( \tau_j(P^0) \) and \( \pi_j(P^0) \), respectively, we have \( \|\hat{\tau}^n_j(c) - \tau_j(c; P^0)\|_\infty = o_p(n^{-1/4}) \) and \( \|\hat{\pi}^n_j(c) - \pi_j(c; P^0)\|_\infty = o_p(n^{-1/4}) \).

\textbf{Condition 2.} With initial estimators \( \hat{\tau}^n_j \) and \( \hat{\pi}^n_j \), the function \( x \mapsto D_{\theta_j}(\hat{\tau}^n_j, \hat{\pi}^n_j)(x) \) is \( P^0 \)-Donsker [van der Vaart, 1998].

Condition 1 implies that we only require \( n^{1/4} \)-convergence of our estimates of the nuisance parameters \( \tau_j, \pi_j \), as opposed to usual \( n^{1/2} \)-convergence. Using advanced machine learning tools, this condition can be easily satisfied.

Condition 2 is a standard condition in empirical process theory [van der Vaart and Wellner, 1996, van der Vaart, 1998]. It depends on the underlying complexity of our nonparametric modeling class for functions \( \tau_j \) and \( \pi_j \). With the above conditions, we now establish asymptotic linearity of \( \hat{\theta}_{j,n}^l \) and \( \hat{\theta}_{j,n}^d \) with EIC (9).

\textbf{Theorem 1.} For data \( X_i = (O_i, E_i, C_{1i}, \ldots, C_{pi}) \sim P^0 \), under Conditions 1 and 2,
\[
\hat{\theta}_{j,n}^l - \theta_j(P^0) = \frac{1}{n} \sum_{i=1}^{n} D_{\tau}(\hat{\tau}^n_j)(X_i) + o_p(n^{-1/2}),
\]
where \( D_{\theta_j}(P) \) is the EIC (9). A similar result holds with \( \hat{\theta}_{j,n}^d \) replaced by \( \hat{\theta}_{j,n}^l \).

The above theorem establishes asymptotic linearity, which implies asymptotic normality by the CLT and asymptotic efficiency by use of the EIC. By the delta method, we can then obtain a similar result for our parameters \( \psi_j \) and \( \phi_j \), this is formalized in the following corollary.

\textbf{Corollary 1.} Under the conditions of Theorem 1,
\[
\begin{bmatrix}
\hat{\psi}_{j,n}^l \\
\hat{\phi}_{j,n}^l
\end{bmatrix} - \begin{bmatrix}
\psi_j(P^0) \\
\phi_j(P^0)
\end{bmatrix} = \frac{1}{n} \sum_{i=1}^{n} \begin{bmatrix}
D_{\psi_j}(\hat{\tau}^n_j)(X_i) \\
D_{\phi_j}(\hat{\tau}^n_j)(X_i)
\end{bmatrix} + o_p(n^{-1/2}),
\]
where the influence curves \( D_{\psi_j}(P^0) \) and \( D_{\phi_j}(P^0) \) are defined as
\[
D_{\psi_j}(P^0) = \frac{\psi_j(P^0)}{\mu(P^0) - \theta_j(P^0)} \left\{ \mu(P^0) D_{\phi_j}(P^0) - D_{\mu}(P^0) \right\} - \left\{ \mu(P^0) - 1 \right\} \psi_j(P^0) D_{\mu}(P^0),
\]
\[
D_{\phi_j}(P^0) = \frac{D_{\phi_j}(P^0)}{\mu(P^0) [1 - \mu(P^0)]} - \frac{D_{\mu}(P^0)}{1 - \mu(P^0)} \left\{ \mu(P^0) - \theta_j(P^0) \right\} D_{\mu}(P^0) - \frac{\theta_j(P^0) D_{\mu}(P^0)}{\mu(P^0)},
\]
where \( \mu(P) = E_P X \) is the expectation of \( X \sim P \), and \( D_{\mu}(P)(x) = x - \mu(P) \) is its EIC.

\textbf{4 Numerical Experiments}

In this section, we assess the empirical performance of our estimators via simulations. We implement our doubly robust estimator (6) and targeted maximum likelihood estimator (7), henceforth referred to as hdCS-1 and hdCS-2, respectively. We divide our numerical experiments into three sections, namely experiments for low-dimensional data, high-dimensional data and misspecified modeling. In the low-dimensional setting, we compare our proposed methods to C-TMLE [van der Laan and Gruber, 2010], SC-TMLE [Ju et al., 2019b] and outcome adaptive lasso (OAL) [Shortreed and Ertefaie, 2017]. For the high-dimensional setting we exclude SC-TMLE and C-TMLE. The reason for exclusion is high-computational time as C-TMLE and SC-TMLE do not scale well with increasing dimension \( p \); even in the low-dimensional case we observed SC-TMLE to be 10-25 times slower than hdCS or OAL. Finally, we note that OAL relies heavily on correct specification of the outcome and propensity score model, in the final section we consider deviations from these modeling assumptions.
Figure 1: Results of numerical experiments for low dimensional data. Top: ROC curves for hdCS-1 and hdCS-2, obtained by varying $k$: the number of variables selected based on difference score. We also plot the sensitivity and specificity of the selected set based for hdCS-1, hdCS-2, C-TMLE, SC-TMLE, and OAL. Bottom: Average estimated difference scores, for hdCS-1 and hdCS-2.

4.1 Low-Dimensional Data

For this simulation study, we generated data with sample size, $n = 500$ and dimension $p = 30$. The set of potential confounders are generated as $C_i = (C_{i1}, \ldots, C_{ip}) \sim N_p(0, \Sigma)$ where $\Sigma_{jk} = \rho^{|j-k|}$ with $\rho = 0.3$ or 0 (with the convention $0^0 = 1$). We generate a binary exposure $E_i$, from a Bernoulli distribution with logit $\{Pr(E_i = 1|C_i)\} = \sum_{j=1}^{p} \alpha_j C_{ij}$ and, a continuous response $Y$, such that $Y_i = \theta E_i + \sum_{j=1}^{p} \beta_j C_{ij} + \varepsilon_i$ where $\varepsilon_i \sim N(0,1)$. We consider two choices for the average treatment effect $\theta = 0$ or 2. From the 30 potential confounders, the first 5 are true confounders (i.e., $\beta_j = 0$ and $\alpha_j = 1$ for $j = 1, \ldots, 5$), the next 5 are precision variables (i.e., $\beta_j = 0.6$ and $\alpha_j = 0$ for $j = 6, \ldots, 10$), and the next 5 are instrumental variables (i.e., $\beta_j = 0$ and $\alpha_j = 1$ for $j = 11, \ldots, 15$). The remaining 15 variables were spurious.

For brevity, we implement hdCS-1 and hdCS-2 to estimate the difference scores, $\phi_j$, only. We also generated 90% confidence intervals and selected a variable if the confidence interval contained 0. To speed up computation, for C-TMLE, SC-TMLE and hdCS all initial estimates (e.g. of the outcome model or propensity score) were obtained using (generalized) linear models. All competing methods were implemented with their default setting in R [R Core Team, 2014]. Additionally, for implementing SC-TMLE we use the partial correlation pre-ordering strategy as proposed by Ju et al. [2019b].

In Figure 1, we present the sensitivity and specificity of each method to assess the confounder selection accuracy. We observe little difference between the estimates obtained by hdCS-1 and hdCS-2, both methods exhibit the best performance compared to competing methods. The C-TMLE and SC-TMLE proposals have very poor confounder selection performance. The OAL performs well but has a slightly lower specificity; this is because OAL aims to select true confounders and precision variables in order to obtain estimates for the average treatment effect. In the bottom panel of Figure 1, we show the average values of our estimates of $\phi_j$. When $\theta = 0$ and $\rho = 0$, we clearly see all confounders having a score, $\hat{\phi}_j \approx 0.25$, and all other variables have an estimated score of 0. When $\theta = 3$, we observe one of the drawbacks of the bross formula, instrumental variables do not have a non-zero value for $\phi_j$. Finally, introducing correlation among the covariates leads to variability in values of $\hat{\phi}_j$.

4.2 High-Dimensional Data

For this simulation, we generated data with sample size, $n = 500$ and dimension $p = 1000$. Data is generated as in the previous section, only now we have 985 spurious variables. In Figure 2, we observe very similar performance of
both methods as in the low-dimensional case. With a high number of spurious variables, OAL exhibited a higher specificity compared to the low-dimensional case.

4.3 Misspecified Modeling

For this simulation study, we generated data with $n = 500$ and $p = 30$ and 50. The set of potential confounders were generated as $C_i \sim N_p(0, I)$. We generate a binary exposure $E_i$ and continuous response $Y_i$ where

$$
\logit\{\Pr(E_i = 1|C_i)\} = -15 + \sum_{j=1}^{5} 3 \sin(3C_{ij}) + \sum_{j=11}^{15} (C_{ij}^3 - C_{ij} + 3),
$$

$$
Y_i = \theta E_i + \sum_{j=1}^{5} 1.8 \sin(3C_{ij}) + \sum_{j=6}^{10} 1.8 \cos(4C_{ij}) + \varepsilon_i,
$$

where $\varepsilon_i \sim N(0, 1)$ and $\theta \in \{0, 3\}$. Allowing for modeling flexibility, we implemented hdCS using polynomial regression (with degree 6) for initial estimates of $Q_j$ and $\pi_j$. We implemented C-TMLE and SC-TMLE via a super-learner using generalized linear and generalized additive models as candidates. As OAL is unable to account for modeling non-linear functions, it was implemented using its default R implementation.

We present the confounder selection properties for each method in terms of sensitivity and specificity in Figure 3. In this case, we observe the clear disadvantage of using OAL under a misspecified model. Both hdCS methods seem to do very well exhibiting a high specificity and sensitivity. Looking at the average estimated values for $\phi_j$ in Figure 3, we observe some bias in the estimates for non-confounders, particularly spurious variables. This suggests using a more flexible modeling approach such as nonparametric regression, however, as evident from the average sensitivity and specificity values, 95% confidence intervals for $\phi_j$ contain 0 frequently.

5 Analysis of Boston Housing Data

In this section, we analyze the Boston housing dataset originally analyzed in Harrison Jr and Rubinfeld [1978] and more recently analyzed for variable importance but in the context of prediction modeling [Doksum et al., 1995, Bi et al., 2003, Friedman et al., 2008, Williamson et al., 2017]. The dataset is publicly available in the R package MASS [Venables and Ripley, 2002]. It contains the median value of owner occupied homes in the Boston metropolitan area for $n = 506$ neighborhoods defined by the 1970 census tracts. We study the relationship between home value and proportion of black residents in a neighborhood. Our binary exposure variable is an indicator of proportion of
black residents being less than the median proportion. We expect neighborhoods with a high proportion of black residents to have lower median home value [Perry et al., 2018].

The dataset contains twelve variables which can be potential confounders, we divide them into four groups as identified in Williamson et al. [2017]. The first group consists of neighborhood features: the proportion of the population of lower socio-economic status ($lstat$), referring to adults without any high school education or male workers classified as laborers; the crime rate ($crim$); the proportion of a town’s residential land zoned for lots greater than 25,000 square feet ($zn$); the proportion of non-retail business acres per town ($indus$); the full-value property-tax rate ($tax$); the pupil-teacher ratio by school district ($ptratio$); and an indicator of whether the tract of land borders the Charles River ($chas$). The second group consists of accessibility features: the weighted distance to five employment centers in the Boston region ($dis$); and an index of accessibility to radial highways ($rad$). The third group consists of structural features: the average number of rooms in owner units; and the proportion of owner units built prior to 1940. The final group consists of one variable alone: the nitrogen oxide concentration, a measure of air pollution.

We implement hdCS-1, hdCS-2, C-TMLE, SC-TMLE and OAL to estimate the confounder set. We allow for flexible modeling of $Q_j$ and $\pi_j$ by using polynomial regression of degree three. For C-TMLE and SC-TMLE, we use a super-learner with linear and additive models as potential learning algorithms. For this analysis, we also implement hdCS for groups of variables defined by the four groups above. For each method, we use the selected variable set as adjustment variables for the linear model with response as the median home value and exposure as the indicator of black population (low vs. high proportion of black residents).

The hdCS estimates of variable and group importance scores are presented in Figure 4. A noteworthy aspect of our analysis is that hdCS selected nine variables based on variable importance score but only three variables based on group scores. In Table 1, we show the estimated mean difference in median home value between the two groups (a positive difference corresponds to a low home value in the group with high proportion of black residents). The naive mean difference (corresponding to variables selected by C-TMLE), shows the opposite effect to what we expect, although the result is not statistically significant. Other competing methods show a positive mean difference however the estimate is not statistically significant at the $\alpha = 0.05$ level. Both hdCS and group hdCS lead to statistically significant adjusted mean difference in home value. A striking feature of this analysis is how the effect size is very similar for both hdCS and group hdCS despite having very different adjustment variables.

6 Conclusion

In this manuscript we present hdCS a novel technique for ranking and selection of confounders for high-dimensional data. We presented estimators which are efficient, asymptotically linear and doubly robust to model misspecification.
Table 1: Estimates of adjusted mean difference in median home value based on linear models with adjustment variables selected by hdCS and competing methods.

| Method          | Mean difference (USD) | Adjustment variables |
|-----------------|-----------------------|----------------------|
| C-TMLE/Unadjusted | -556$ \quad (p = 0.497)\)  | -                    |
| SC-TMLE          | 308$ \quad (p = 0.686)  | crim                 |
| OAL              | 827$ \quad (p = 0.069)  | chas nox rm dis ptratio lstat |
| hdCS             | 1882$ \quad (p < 0.001) | crim zn indus nox age dis rad tax lstat |
| Group hdCS       | 1853$ \quad (p = 0.013) | Air Quality (nox) Access (dis rad) |

Figure 4: Top: Estimated values of variable importance score, $\phi_j$, for $j = 1, \ldots, 12$ with 90% confidence intervals for hdCS-1 and hdCS-2. Variables are sorted according to their rank determined by the absolute value of estimated importance score. Bottom: Estimated values of group importance scores, $\Phi_j$, for $j = 1, \ldots, 4$ with 90% confidence intervals. Variable groups are sorted according to the absolute value of estimated group importance score.
Further model misspecification can be mitigated by using flexible, nonparametric modeling techniques and state-of-the-art machine learning tools. Based on results from the theory of influence functions, we can establish asymptotic normality and efficiency for our estimators. We demonstrated the practical advantages of our proposals via numerical studies on simulated and real data.

For future work, we propose to tackle the issues and limitations of the Bross formula. Specifically, we propose a theoretical derivation of the parameters $\psi_j$ and $\phi_j$ under more general data generating schemes. The ultimate goal being, to identify necessary and sufficient conditions under which ranking based on scores $\psi_j$ or $\phi_j$ are valid. Another potential research direction is extending our methodology beyond binary exposure variables. One possible approach is to define a confounding impact curve: $\zeta_j(e) = E\{\tau_j(X_i|E_i = e)\}$. As a special case we recover the parameters of this manuscript by noting $\psi_j = \zeta_j(1)/\zeta_j(0)$ and $\phi_j = \zeta_j(1) - \zeta_j(0)$. For the general case we could define a measure of confounding impact as $\max_e \zeta_j(e) - \min_e \zeta_j(e)$. Other functions of $\zeta_j$ could be considered, and a comparative study of various measures of confounding impact is a promising direction for future research.

All methods presented in this paper, have been implemented in the R package hdCS which will soon be made available on github.
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### A Web Appendix A

In this appendix, we begin with a proof of Lemma 1 followed by a proof of the double robustness property of our estimator $\hat{\theta}_h^J$. For ease of reading we re-state Lemma 1 here:

**Lemma 1.** For a random vector $(O_i, E_i, C_{i1}, \ldots, C_{im}) \sim P$ the parameters

$$\psi_j(P) = \frac{\mathbb{E}\{\tau_j(C_{j1})|E_i = 1\}}{\mathbb{E}\{\tau_j(C_{j1})|E_i = 0\}},$$

$$\phi_j(P) = \mathbb{E}\{\tau_j(C_{j1})|E_i = 1\} - \mathbb{E}\{\tau_j(C_{j1})|E_i = 0\},$$

can equivalently be written as

$$\psi_j(P) = \frac{\mathbb{E}\{O_i \pi_j(C_{j1})\}/P(E_i = 1)}{\mathbb{E}\{O_i(1 - \pi_j(C_{j1}))\}/P(E_i = 0)},$$

and

$$\phi_j(P) = \frac{\mathbb{E}\{O_i \pi_j(C_{j1})\}}{P(E_i = 1)} - \frac{\mathbb{E}\{O_i(1 - \pi_j(C_{j1}))\}}{P(E_i = 0)}.$$

**Proof.** The proof of this follows immediately by definition of conditional expectations. We have

$$\mathbb{E}\{\tau_j(C_{j1})|E_i = 1\} = \mathbb{E}\left\{ \tau_j(C_{j1}) \mathbb{I}(E_i = 1) \right\} / P(E_i = 1)$$

$$= \mathbb{E}\left\{ \tau_j(C_{j1}) \mathbb{I}(E_i = 1) \right\} P(E_i = 1)$$

$$= \mathbb{E}\left\{ \tau_j(C_{j1}) \mathbb{I}(E_i = 1) | C_{j1} \right\}$$

$$= \mathbb{E}\left\{ \tau_j(C_{j1}) \mathbb{I}(E_i = 1) | C_{j1} \right\} P(E_i = 1)$$

$$= \mathbb{E}\left\{ \tau_j(C_{j1}) P(E_i = 1|C_{j1}) \right\}$$

$$= \mathbb{E}\left\{ \mathbb{I}(O_i|C_{j1}) \pi_j(C_{j1}) \right\} P(E_i = 1)$$

$$= \mathbb{E}\left\{ \mathbb{I}(O_i|C_{j1}) \pi_j(C_{j1}) \right\} P(E_i = 1)$$

$$= \mathbb{E}\left\{ \mathbb{I}(O_i|C_{j1}) \pi_j(C_{j1}) \right\} P(E_i = 1).$$
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By an identical argument we can show that
\[ \mathbb{E}\{\tau_j(C_{ji})|E_i = 0\} = \frac{\mathbb{E}[O_i(1 - \pi_j(C_{ji}))]}{P(E_i = 0)}, \]
which completes the proof.

We now prove a main result regarding our one-step correction estimator or the doubly robust estimator $\widehat{\theta}_j^{dr}$. Recall that our one step correction is given by:

\[ \widehat{\theta}_j^{dr} = \widehat{\theta}_j^{naive} + \frac{1}{n} \sum_{i=1}^{n} O_i \widehat{\pi}_{j,n}(C_{ji}) - \widehat{\tau}_{j,n}(C_{ji}) \widehat{\tau}_{j,n}(C_{ji}). \]

(10)

**Lemma 2.** For a sequence of point-wise convergent estimates, i.e. $\widehat{\tau}_{j,n}^{dr} \to \tau_j^*$, and $\widehat{\pi}_{j,n}^{dr} \to \pi_j^*$, the estimator (10) is doubly robust in the following sense: if either $\tau_j^*(\cdot) = \tau_j(\cdot; P^0)$ or $\pi_j^*(\cdot) = \pi_j(\cdot; P^0)$ then $\widehat{\theta}_j^{dr} \to \theta_j(P^0)$.

**Proof.** By the WLLN and our convergence assumption we have

\[ \widehat{\theta}_j^{dr} \to \mathbb{E}_{P^0} \left[ O_i \pi_j^*(C_{ji}) + \tau_j^*(C_{ji}) \{I(E_i = 1) - \pi_j^*(C_{ji})\} \right]. \]

First assume that $\tau_j^*(\cdot) = \tau_j(\cdot; P^0)$. Then

\[
\begin{align*}
\widehat{\theta}_j^{dr} & \to \mathbb{E}_{P^0} \left[ \pi_j^*(C_{ji}) \{O_i - \tau_j(C_{ji}; P^0)\} + I(E_i = 1) \tau_j(C_{ji}; P^0) \right] \\
& = \mathbb{E}_{P^0} \left[ \pi_j^*(C_{ji}) \{O_i - \tau_j(C_{ji}; P^0)\} \right] + \theta_j(P^0) \\
& = \mathbb{E}_{P^0} \left[ \pi_j^*(C_{ji}) \{O_i - \tau_j(C_{ji}; P^0)\} \right] + \theta_j(P^0)
\end{align*}
\]

since by definition $\mathbb{E}_{P^0}(O_i|C_{ji}) = \tau_j(C_{ji}; P^0)$. Assume instead that $\pi_j^*(\cdot) = \pi_j(\cdot; P^0)$, then

\[
\begin{align*}
\widehat{\theta}_j^{dr} & \to \mathbb{E}_{P^0} \left[ O_i \pi_j(C_{ji}; P^0) + \tau_j^*(C_{ji}) \{I(E_i = 1) - \pi_j(C_{ji}; P^0)\} \right] \\
& = \mathbb{E}_{P^0} \left[ O_i \pi_j(C_{ji}; P^0) \right] + \mathbb{E}_{P^0} \left[ \tau_j^*(C_{ji}) \{I(E_i = 1) - \pi_j(C_{ji}; P^0)\} \right] \\
& = \theta_j(P^0),
\end{align*}
\]

where $\mathbb{E}_{P^0} \{O_i \pi_j(C_{ji}; P^0)\} = \theta_j(P^0)$ by the proof of Lemma 1 and $\mathbb{E}_{P^0} \{I(E_i = 1)|C_{ji}\} = P(E_i = 1|C_{ji}) = \pi_j(C_{ji}; P^0)$ by definition. □

## B Web Appendix B

In this appendix, we present details for the targeted maximum likelihood estimator (TMLE), $\hat{\theta}_j^{dr}$ and also theoretical guarantees for our efficient estimators. In the first section, we will prove Theorem 1 after introducing appropriate background and accompanying results. In the second section of this appendix, we will derive the full TMLE algorithm and provide some extensions/variations.

### B.1 Proof of Theorem 1

We begin with some notations and definitions. For i.i.d. data $X_i = (O_i, E_i, C_{1i}, \ldots, C_{pi}) \sim P$ for some probability measure $P$, recall the definitions from the main manuscript:

\[ \theta_j(P) = \mathbb{E}_P \{I(E_i = 1)\tau_j(C_{ji}; P)\}, \quad \mu_O(P) = \mathbb{E}_P(O_i), \quad \mu_E(P) = \mathbb{E}_P(E_i), \]

(11)

where $\tau_j(c; P) = \mathbb{E}_P(O_i|C_{ji} = c)$. Also recall that our variable importance parameters can be written in terms of the parameters (11):

\[
\begin{align*}
\psi_j(P) &= \frac{\theta_j(P)/\mu_E(P)}{[\mu_O(P) - \theta_j(P)]/\{1 - \mu_E(P)\}} \\
\phi_j(P) &= \theta_j(P)/\mu_E(P) - \{\mu_O(P) - \theta_j(P)]/\{1 - \mu_E(P)\}.
\end{align*}
\]
As before, we denote the propensity score by $\pi_j(c; P) = P(E = 1 | C_j = c)$. Recall the adjusted exposure-response model defined as $Q_j(e, c_j; P) = E_P(O | E = e, C_j = c_j)$. Also recall the relationship:

$$\tau_j(c_j; P) = \pi_j(c_j; P) Q_j(1, c_j; P) + \{1 - \pi_j(c_j; P)\} Q_j(0, c_j; P).$$

(12)

For any $P$-measurable function $f$, we define $ Pf = \int f(x) \, dP(x)$ and $ P_n f = n^{-1} \sum_{i=1}^n f(X_i)$. We define a statistical model as a collection of probability measures denoted by $\mathcal{M}$, for our manuscript (and this appendix), we only consider nonparametric models.

We now prove that our estimators are asymptotically linear, this is done using a functional version of the Taylor’s theorem where recall the first derivative is the influence function. We first formally define an influence function.

**Definition 1.** Consider a functional $\psi : \mathcal{M} \rightarrow \mathbb{R}$. Let $p$ denote the Radon-Nikodym derivative with respect to some dominating measure $\nu$, corresponding to the measure $P \in \mathcal{M}$. Let $\{P_\varepsilon : \varepsilon \in \mathbb{R}\}$ be a one dimensional parametric sub-model such that at $\varepsilon = 0$, $P_0 = P$ and the score function is given by $h()$. Then the influence curve, $D_{\psi(P)}$, is a function satisfying $PD_{\psi(P)} = 0$ for any $P \in \mathcal{M}$ and the following relationship:

$$\frac{\partial}{\partial \varepsilon} \psi(P_\varepsilon) \bigg|_{\varepsilon = 0} = P \left( D_{\psi(P)} h \right) = \int D_{\psi(P)}(x) h(x) dP(x).$$

(13)

In the case of nonparametric models $\mathcal{M}$, there is only one derivative and that is called the efficient influence curve (EIC).

**Lemma 3.** For a random vector $X = (O, E, C_1, \ldots, C_p) \sim P$, the efficient influence functions are defined as

$$D_{\theta_j(P)}(x) = o\sigma_j(c_j; P) + \tau_j(c_j; P)\{I(e = 1) - \pi_j(c_j; P)\} - \theta_j(P),$$

$$D_{\mu_O(P)}(x) = o - \mu_O(P),$$

$$D_{\mu_E(P)}(x) = I(e = 1) - \mu_E(P).$$

**Proof.** We will show that the above functions satisfy Definition 1. We begin with

$$\theta_j(P) = \int I(e = 1) \tau_j(c; P) dP(c, e).$$

For convenience we drop the subscript $j$ from $c_j$. Taking the derivative at $\varepsilon = 0$ gives us the following by the chain product rule:

$$\frac{\partial \theta_j(P)}{\partial \varepsilon} \bigg|_{\varepsilon = 0} = \int I(e = 1) \tau_j(c; P) h(c, e) dP(c, e)$$

$$+ \int I(e = 1) \frac{\partial \tau_j(c; P)}{\partial \varepsilon} \bigg|_{\varepsilon = 0} dP(c, e),$$

(14)

(15)

where by definition $h = dP^*/dP$ (i.e. the score function is the first derivative of the log-likelihood).

For the second term we note that

$$\frac{\partial \tau_j(c; P)}{\partial \varepsilon} \bigg|_{\varepsilon = 0} = \frac{\partial}{\partial \varepsilon} \mathbb{E}_{P_\varepsilon}(O | C_j) \bigg|_{\varepsilon = 0}$$

$$= \int \frac{\partial \mathbb{P}_{P_\varepsilon}(O | C_j)}{\partial \varepsilon} \bigg|_{\varepsilon = 0} d\nu(o),$$

$$= \int oh(o | c) p(o | c) d\nu(o)$$

where (with some abuse of notation) $p(o | c)$ is the conditional density (Radon-Nikodym derivative) with respect to some dominating measure $\nu$, and $h(o | c)$ is the corresponding score function.

Now note that (14) is already in the form $\int D_{\psi(P)} h dP$, for (15) we have the following:

$$(15) = \int I(e = 1) \left\{ \int oh(o | c) p(o | c) d\nu(o) \right\} dP(c, e)$$

$$= \int I(e = 1) oh(o | c) \frac{p(o | c)}{p(c)} d\nu(e, c, o)$$

$$= \int \tau_j(c; P) \times o \times h(o | c) p(o | c) d\nu(c, o).$$
Now by the definition of score function, and properties of conditional probabilities, \( h(o, c) = h(o|c) + h(c) \Rightarrow h(o|c) = h(o, c) - h(c) \). Thus, continuing our derivation:

\[
\begin{align*}
(15) &= \int \pi_j(c;P) \times o \times \{h(o, c) - h(c)\}p(o,c)d\nu(c,o) \\
&= \int \pi_j(c;P) \times o \times h(o, c)dP(o,c) - \int \pi_j(c;P) \times o \times h(c)p(o)p(c)d\nu(c,o) \\
&= \int o\pi_j(c;P)h(o, c)dP(o,c) - \int \pi_j(c;P) \left\{ \int o\pi_j(c;P)h(o, c)dP(o,c) \right\}h(c)p(c)d\nu(c) \\
&= \int o\pi_j(c;P)h(o, c)dP(o,c) - \int \pi_j(c;P)\tau_j(c;P)h(c)dP(c).
\end{align*}
\]

By the properties of the score function we have that for any function \( f \),

\[
\int f(c)h(o,c)p(o,c)d\nu(o,c) = \int f(c)h(c)dP(c).
\]

Thus we can collect the three different integrals into one:

\[
\frac{\partial \tau_j(c;P)}{\partial \varepsilon} \bigg|_{\varepsilon=0} = \int \{I(e = 1)\tau_j(c;P) + o\pi_j(c;P) - \pi_j(c;P)\tau_j(c;P)\} h(o,c,e)dP(o,c,e).
\]

Thus we have \( D^0_{\theta_j(P)} = o\pi_j + \tau_j \{I(e = 1) - \pi_j\} \) satisfying (13), for this to be the EIC we just need to recenter, i.e. \( D_{\theta_j(P)} = D^0_{\theta_j(P)} - PD^0_{\theta_j(P)} \). The proof is completed by noting that \( PD^0_{\theta_j(P)} = \theta_j \). EIC for the other parameters is an easy calculation:

\[
\frac{\partial \mu_O(P)}{\partial \varepsilon} \bigg|_{\varepsilon=0} = \frac{\partial \int odP_i(o)}{\partial \varepsilon} \bigg|_{\varepsilon=0} = \int oh(o)dP(o),
\]

and again by centering we achieve \( D_{\mu_O(P)}(x) = o - \mu_O(P) \). The result is identical for \( \mu_E(P) \).

\[ \square \]

**Lemma 4.** For a nonparametric statistical model \( \mathcal{M} \) and i.i.d. data \( X_i = (O_i, E_i, C_{1i}, \ldots, C_{\mu_i}) \sim P^0 \in \mathcal{M} \), we have the following expansions for all \( P \in \mathcal{M} \):

\[
\begin{align*}
\theta_j(P) - \theta_j(P^0) &= P^0_nD_{\theta_j(P^0)} + P^0_nD_{\theta_j(P)} + (P^0_n - P^0) \left\{ D_{\theta_j(P)} - D_{\theta_j(P^0)} \right\} + R_{\theta_j}(P, P^0), \\
\mu_O(P) - \mu_O(P^0) &= P^0_nD_{\mu_O(P^0)} + P^0_nD_{\mu_O(P)} \left\{ P^0_nD_{\mu_O(P)} - P^0_nD_{\mu_O(P^0)} \right\}, \\
\mu_E(P) - \mu_E(P^0) &= P^0_nD_{\mu_E(P^0)} + P^0_nD_{\mu_E(P)} \left\{ P^0_nD_{\mu_E(P)} - P^0_nD_{\mu_E(P^0)} \right\},
\end{align*}
\]

where the remainder term is defined as

\[
R_{\theta_j}(P, P^0) = P^0 \left\{ \{\tau_j(C_j, P^0) - \tau_j(C_j, P)\} \{\pi_j(C_j, P) - \pi_j(C_j, P^0)\} \right\}.
\]

**Proof.** Note that the expansion for \( \mu_O \) and \( \mu_E \) follows immediately by definition. For \( \theta_j \) we begin with the following representation:

\[
\theta_j(P) - \theta_j(P^0) = -P^0_nD_{\theta_j(P^0)} + R_{\theta_j}(P, P^0),
\]

where

\[
R_{\theta_j}(P, P^0) = \theta_j(P) - \theta_j(P^0) + P^0D_{\theta_j}(P)
\]

\[
= \theta_j(P) - P^0 \left\{ I(E_i = 1)\tau_j(C_j; P^0) \right\}
\]

\[
+ P^0 \left\{ O_i\pi_j(C_j; P) + \tau_j(C_j; P) \{I(E_i = 1) - \pi_j(C_j; P)\} \right\} - \theta_j(P)
\]

\[
= E_{P^0} \left\{ \pi_j(C_j; P)\{O_i - \tau_j(C_j; P)\} - I(E_i = 1)\{\tau_j(C_j; P^0) - \tau_j(C_j; P)\} \right\}
\]

\[
= E_{P^0} \left\{ \pi_j(C_j; P) \{\tau_j(C_j; P^0) - \tau_j(C_j; P)\} - \pi_j(C_j; P^0)\{\tau_j(C_j; P^0) - \tau_j(C_j; P)\} \right\}
\]

\[
= E_{P^0} \left\{ \{\tau_j(C_j; P^0) - \tau_j(C_j; P)\} \{\pi_j(C_j; P) - \pi_j(C_j; P^0)\} \right\}.
\]
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With that, the full expansion of \( \theta_j(P) - \theta_j(P^0) \) is straightforward manipulation:

\[
\begin{align*}
\theta_j(P) - \theta_j(P^0) &= -P^0 D_{\theta_j}(P) + R_{\theta_j}(P, P^0) \\
&= (P_n^0 - P^0) D_{\theta_j}(P) - D_{\theta_j}(P^0) + R_{\theta_j}(P, P^0) \\
&= (P_n^0 - P^0) \left( D_{\theta_j}(P) - D_{\theta_j}(P^0) \right) + (P_n^0 - P^0) D_{\theta_j}(P) - D_{\theta_j}(P^0) + R_{\theta_j}(P, P^0) \\
&= P_n^0 D_{\theta_j}(P^0) - P_n^0 D_{\theta_j}(P) + (P_n^0 - P^0) \left( D_{\theta_j}(P) - D_{\theta_j}(P^0) \right) + R_{\theta_j}(P, P^0),
\end{align*}
\]

where the last equality follows from \( PD_{\psi(P)} = 0 \) for any probability measure \( P \). □

The expansion of the previous part can be broken into four parts:

\[
P_n^0 D_{\theta_j}(P^0) - P_n^0 D_{\theta_j}(P) + (P_n^0 - P^0) \left( D_{\theta_j}(P) - D_{\theta_j}(P^0) \right) + R_{\theta_j}(P, P^0).
\]

Now (I) is a sample mean of some function of our data, thus we can apply the CLT on this part. The term (II) can be dealt with in two ways corresponding to our two estimators. The terms (III) and (IV) are called the empirical process term and remainder, respectively. These last two terms are asymptotically negligible under conditions 1 and 2 stated in the main manuscript.

These conditions substantially simplify our functional expansions. We do this in the following lemma. For notational convenience, we write \( R_{\theta_j}(P, P^0) \equiv R_{\theta_j}([\pi_j(;P), \tau_j(P)], P^0) \) and \( \theta_j(P) = \theta_j([\pi_j(;P), \tau_j(P)] \) to clarify dependence on \( \pi_j \) and \( \tau_j \).

**Lemma 5.** Under Conditions 1 and 2,

\[
R_{\theta_j}((\tilde{\pi}_j^n, \tilde{\tau}_j^n), P^0) = o_p(n^{-1/2}), \quad (P_n^0 - P^0) \left( D_{\theta_j}(\tilde{\pi}_j^n, \tilde{\tau}_j^n) - D_{\theta_j}(P^0) \right) = o_p(n^{-1/2}),
\]

and consequently our Taylor expansion reduces to:

\[
\begin{bmatrix}
\tilde{\Theta}_n^T \\
\tilde{E}
\end{bmatrix} = \begin{bmatrix}
\theta_j(P^0) \\
\mu_\theta(P^0) \\
\mu_\psi(P^0)
\end{bmatrix} + P_n^0 D_{\theta_j}(P^0) + o_p(n^{-1/2})
\]

where \( \tilde{\Theta}_n = \theta_j(\tilde{\pi}_j^n, \tilde{\tau}_j^n) + P_n^0 D_{\theta_j}(\tilde{\pi}_j^n, \tilde{\tau}_j^n) \), \( \tilde{O} = n^{-1} \sum_{i=1}^n O_i \) and \( \tilde{E} = n^{-1} \sum_{i=1}^n E_i \).

**Proof.** For the remainder term, it immediately follows that it is \( o_p(n^{-1/2}) \) since it is a product of two terms that are \( o_p(n^{-1/2}) \). For the empirical process term, we use standard results in empirical process theory under Condition 2 (see e.g. Lemma 19.24 of van der Vaart [1998]). These results combined with Lemma 4 prove the expansion (17).

**Proof of Theorem 1.** Proof of Theorem 1 follows simply by considering the first line in the expansion of Lemma 5. Recall that for any initial estimator \( \tilde{\tau}_{j,n}^{i} \) and \( \tilde{\pi}_{j,n}^{i} \), our doubly robust estimator is given by

\[
\hat{\theta}_j^{i+1} = \theta_j(\tilde{\pi}_j^{i,n}, \tilde{\tau}_j^{i,n}) + P_n^0 D_{\theta_j}(\tilde{\pi}_j^{i,n}, \tilde{\tau}_j^{i,n}).
\]

For \( \hat{\theta}_j^{i+1} \) the TMLE algorithm ensures that starting with any initial estimators satisfying Conditions 1 and 2, the final TMLE estimators \( \hat{\tau}_{j,k+1}^{i} \) and \( \hat{\pi}_{j,k+1}^{i} \) (where \( k \) denotes the last TMLE iterate) will also satisfy Conditions 1 and 2 [van der Laan and Rose, 2011]. The TMLE procedure ensures that \( P_n^0 D_{\theta_j}(\hat{\pi}_{j,k+1}^{i}, \hat{\tau}_{j,k+1}^{i}) = 0 \). The remainder of this expansion remains unchanged and that completes the proof. □

**B.2 Details of TMLE algorithm**

Our TMLE algorithm was derived using the construction detailed in Chapter 5 of van der Laan and Rose [2011]. For the sake of completeness we will outline the TMLE algorithm for a general parameter and discuss how this leads to the derivation of our main algorithm. As before, say we have data \( X_i \sim P_0 \{ i = 1, \ldots, n \} \).

1. For a target parameter \( \psi : \mathcal{M} \rightarrow \mathbb{R} \), find the efficient influence curve (EIC) denoted by \( D_{\psi(P)} \). Often times the target parameters depends on \( P \) through functions of \( P \): \( \psi(P) = \psi(Q_1(P), Q_2(P), Q_3(P)) \) where \( (Q_1, Q_2, Q_3) \) are variation-independent. In this case, we can decompose the EIC as

\[
D_{\psi(P)} = D_{\psi(Q_1)} + D_{\psi(Q_2)} + D_{\psi(Q_3)}.
\]

This decomposition can be achieved by projecting \( D_{\psi(P)} \) on appropriate tangent spaces (for details see Chapter 5, van der Laan and Rose [2011]).
2. Define a loss function $L(\cdot)$ such that

$$P^0 \leftarrow \arg\min_{P \in M} \mathbb{E}_{P \in M} L(P).$$

If $\psi(P) = \psi(Q_1(P), Q_2(P), Q_3(P))$ for variation-independent $(Q_1, Q_2, Q_3)$, then define loss functions $L_1, L_2, L_3$ such that:

$$Q_j(P^0) \leftarrow \arg\min_{Q_j} \mathbb{E}_{P \in M} L_j(Q_j).$$

for $j = 1, 2, 3$.

3. Define a parametric working model $\{P_\varepsilon : \varepsilon \in I\}$ for some open interval $I \subset \mathbb{R}$, such that $P_0 = P$ and satisfies

$$\left. \frac{d}{d\varepsilon} L(P_\varepsilon) \right|_{\varepsilon = 0} = D_{\psi(P)}.$$

For the variation-independent decomposition, define a parametric working model for each part: $Q_1, e_1$, $Q_2, e_2$ and $Q_3, e_3$ such that for $j \in \{1, 2, 3\}$, $Q_j, 0 = Q_j$, and

$$\left. \frac{d}{d\varepsilon} L_j(Q_j, \varepsilon) \right|_{\varepsilon = 0} = D_{\psi(Q_j)}.$$

4. Given an initial estimator $\hat{P}_0^{\theta}$ of $P^0$, compute the update

$$\varepsilon^0 \leftarrow \arg\min_{\varepsilon} \frac{1}{n} \sum_{i=1}^{n} L(\hat{P}_\varepsilon)(X_i).$$

In case of the variation-independent decomposition, given initial estimators $\hat{Q}_j^0$ of $Q_j(P^0)$, compute the updates for all $j$

$$\varepsilon^0_j \leftarrow \arg\min_{\varepsilon} \frac{1}{n} \sum_{i=1}^{n} L_j(\hat{Q}_j^0, \varepsilon)(X_i).$$

Update the initial estimator as $\hat{P}_1 \leftarrow \hat{P}_0^{\theta}$, or $\hat{Q}_j^1 \leftarrow \hat{Q}_j^{\varepsilon, 0}$.

5. Iterate this process: at the $k$-th iterate say we have $\hat{P}_k^{\theta}$ (or $\hat{Q}_j^k$). Then compute

$$\varepsilon^k \leftarrow \arg\min_{\varepsilon} \frac{1}{n} \sum_{i=1}^{n} L(\hat{P}_\varepsilon)(X_i),$$

and update $\hat{P}_{k+1}^{\theta} = \hat{P}_k^{\theta}$. Similarly we can update $\hat{Q}_{j+1}^{k, \theta} = \hat{Q}_{j+1}^{k}$ for $j = 1, 2, 3$.

6. Iterate until $\varepsilon^k = 0$ or $\varepsilon_j^k = 0$ for all $j$, resulting in the final estimator $\hat{P}_K^{\theta}$ or $\hat{Q}_j^K$. The TMLE is then the substitution estimator $\psi(\hat{P}_K^{\theta})$ or $\psi(\hat{Q}_1^K, \hat{Q}_2^K, \hat{Q}_3^K)$.

We now discuss the above steps in the context of our specific parameter $\theta_j$.

1. In our case we have $\theta_j(P) = \theta_j(Q_j, \pi_j, P_{Oj})$ where the variation-independence of our constituent parts is given by the decomposition $P = P_{Oj \mid E, C_j} P_{E \mid C_j} P_{C_j}$. We can decompose our EIC for $\theta_j$ as

$$D_{\theta_j}(P)(x) = D_O(x) + D_E(x) + D_C(x),$$

where

$$D_O(x) = \sigma_j(x; P_j) - Q_j(x; P),$$

$$D_E(x) = Q_j(x; P) \pi_j(x; P) + \tau_j(x; P) \{I(x = 1) - \pi_j(x; P)\} - \tau_j(x; P) \pi_j(x; P),$$

$$D_C(x) = \tau_j(x; P) \pi_j(x; P) - \theta_j(P).$$
2. Now for the loss functions we have

\[
L_1(Q_j)(x) = \frac{1}{2} \{y - Q_j(e, c_j)\}^2,
\]

\[
L_2(\pi_j)(x) = -e \log\{\pi_j(c_j)\} - (1 - e) \log\{1 - \pi_j(c_j)\},
\]

\[
L_3(P_{C_j})(x) = -\log P_{C_j}(c_j).
\]

3. We can now define the parametric working models.

\[
Q_{j, \varepsilon_1} = Q_j + \varepsilon_1 H_1,
\]

where \( H_1(e, c_j; P) = -\pi_j(c_j; P) \).

\[
\pi_{j, \varepsilon_2} = \expit\{\logit(\pi_j) + \varepsilon_2 H_2\},
\]

where \( H_2(c_j; P) = -2\pi_j(c_j; P)\{Q_j(1, c_j; P) - Q_j(0, c_j; P)\} - Q_j(0, c_j; P) \).

\[
P_{C_j, \varepsilon_3} = (1 + \varepsilon_3 H_3)P_{C_j},
\]

where \( H_3(c_j; P) = -\pi_j(c_j; P)\pi_j(c_j; P) + \theta_j(P) \).

4. With the above definitions of the loss function and functions \( H_j \), this step immediately leads to Step 2 of the main algorithm in the manuscript. For \( P_{C_j} \), let our initial estimator, \( P_{n, C_j} \), be the empirical distribution. We then have that \( \varepsilon_3^0 = 0 \) which is obvious from the fact that

\[
\frac{d}{d\varepsilon} L_3(P_{C_j, \varepsilon}) = -\frac{H_3 P_{C_j}}{P_{C_j} + \varepsilon H_3 P_{C_j}}.
\]

\[
\frac{d}{d\varepsilon} \sum_{i=1}^{n} L_3(P_{C_j, \varepsilon=0})(C_{ji}) = \sum_{i=1}^{n} -H_3(C_{ji}; P_{n, C_j}),
\]

\[
= P_n \tilde{\pi}_j^0(C_j)\tilde{\pi}_j^0(C_j) - E_{P_{n, C_j}} \{\tilde{\pi}_j^0(C_j)\tilde{\pi}_j^0(C_j)\},
\]

\[
= 0.
\]

Thus through out the iterations \( \varepsilon_3^k = 0 \) for all \( k \).

5. Again, this gives us Step 2 of the main algorithm in the manuscript. The initial estimators for \( P_{C_j} \) do not change if we start with the empirical distribution.

6. This gives us the final step of our TMLE algorithm.

**Comment 5.** The last thing we discuss is possible variations of our original algorithm. The path \( Q_{j, \varepsilon_1} \) and corresponding loss function was made for continuous response variable \( O_i \). We could alternatively consider the scenario where \( O_i \in \{0, 1\} \) or equivalently the case of bounded continuous \( O_i \) as they can be scaled to the unit interval. In this case we can define

\[
L_1(Q_j)(x) = -o \log\{Q_j(e, c_j)\} - (1 - o) \log\{1 - Q_j(e, c_j)\},
\]

\[
\logit(Q_{j, \varepsilon_1}) = \logit(Q_j) + \varepsilon_1 H_1,
\]

for some function \( H_1 \). To find the function \( H_1 \), we need to consider

\[
\frac{d}{d\varepsilon} L_1(Q_{j, \varepsilon_1=0})(x) = -H_1(e, c_j; P)(o - Q_j(e, c_j; P)),
\]

\[
= D_0(x) \quad \text{if} \quad H_1(e, c_j; P) = -\pi_j(c_j; P).
\]

Similarly, estimating \( \theta_1 \) for other data types of \( O_i \) (e.g. count data, continuous positive) is simply a matter of defining the right loss function and working parametric model.