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Abstract

A few years back, when the image processing hardware and software were created, it was limited, and most of the time, object detection would fail. But as with time, the advancement in technology has significantly changed the scenario. A lot of researchers worked in this field to carry out a solution through which they can detect objects in any field, especially in the robotic domain [1]. In today's world, with so much research in the field of deep learning, it is very easy to identify and detect any object using computer vision. This paper focuses on the various deep learning technologies and algorithms through which object detection can be done. A new and advanced deep learning technology known as salient object detection has been discussed. Also, the 3D object detection and the end-to-end approach for object detection are discussed. The existing methods of deep learning through which object detection can be done. The applications in which object detection is being used and the importance of object detection. It also reports; what the predecessors have done, what problems have been solved by them, how they solved these problems, the characteristics of the predecessors' methods and their future work.
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1. Introduction

Object detection is the most important feature of computer vision and has attracted a lot more attention in recent years, especially because of its more attraction towards video analysis and a better understanding of images [2]. Object detection performs many computer vision tasks [3], such as image segmentation, image captioning, object tracking and many more. Object detection has various applications and has recently been used in different areas like weld failure detection or fault detection in pipelines and diagnosis [4], Corrosion Detection in pipelines [5] and license plate detection [6], defect detection of pipelines through robots [7] etc. Deep learning (DL) technologies and methods are mostly used [8], especially in computer vision. CNN (Convolutional Neural Network) is one of the most powerful deep learning technologies that can feature learning and transfer learning. In recent years, CNN has received a lot of interest in the computer vision community, making it an important aspect of success for object detection [9]. Imaging technology has recently advanced and improved greatly. Using image processing and machine learning for object detection or fault detection, an application was recently developed known as HPD, which helps to detect the fault of an object [10]. Some other specific object detection applications include face detection and recognition [11], text detection [12], pose detection [13], people counting [14], and wind tracking algorithms [15]. This paper is organized into 5 sections. Each section's contribution and detail are given below in the following
way; Section I describes the different existing methods and algorithms that are used for any kind of object detection. The Challenges that occur during object detection are described in Section II. Section III explains the work of the different authors for object detection. The results and discussions, along with the table which compares the work of different authors for object detection, are explained in Section IV. While Section V provide the conclusion of the paper and future work that must be done.

**Section I: Existing Methods and Algorithms used for Object Detection**

Convolutional Neural Networks (CNNs) are the most popular algorithms used for object detection. These CNNs include R-CNN (Region-based Convolution Neural Network) [16], Faster R-CNN [17], Mask R-CNN [18], MobileNet [19], SqueezeDet [20] and You Only Look Once (YOLO) [21]. Among the CNNs algorithms, YOLO is an advanced algorithm for object detection, and in some cases, different versions of YOLO algorithms are being used. Different versions of YOLO algorithms used in object detection can be YOLOv2 [22], YOLOv3 [23], YOLOv4 [24] and YOLOR [25]. Every algorithm used for object detection can detect an object in real-time and accurately.

**Section II: CHALLENGES IN OBJECT DETECTION**

Even with so much advanced technology, object detection may face some challenges in recognizing an object. These challenges are [26]:

a. **Change in angle**: This is one of the biggest problems of object detection. Because if an object is viewed from one angle, that same object might look different from another. And sometimes, this gives inaccurate results. Hence this is one of the goals of object detectors, to recognize the object from a different angle. This problem mainly occurs in vehicle license plate detection [27].

b. **Change in shape**: Another difficulty in object detection is a change in shape or pose. For example, if the detector is trained only for a person standing, it may not be able to detect someone lying down or running.

c. **Objects obscured**: At times, objects can be obscured by other objects, which makes it difficult for the object detector to recognize or detect the object easily and sometimes gives wrong information.

d. **Low Light**: Lighting can make a big difference in detecting objects. The same object will look different at night or in bad lighting conditions.

e. **Cluttered Background**: Sometimes, there are many objects in an image, making it confusing for the object detector to recognize the object.

f. **Different Varieties**: Most of the time, the same object can vary in size and shape. Thus, it is up to computer vision to recognize them, no matter what changes are made in that object.

g. **Change in Speed**: This change in speed is one of the most challenging tasks. In today’s world, the object detection algorithm should not only recognize an object accurately but also; it must be quick in the prediction to identify the objects that are in motion.

**Section III: The basic point of a review**

Extending FCN (Fully Convolutional Network) to 3D, author Bo Li 2017, designed a 3D full convolution network, which used the target as a 3D box in a point cloud to detect and locate; also it can be applied to 3D vehicle detection of the autonomous driving system. This paper presents the first 3D FCN (fully convolutional network) framework for end-to-end 3D object detection. This method can be extended to other target detection tasks on point clouds captured from motion by Kinect, stereo or monocular structures. Experiments on the Kitti dataset show that the performance of this method is significantly improved by 20% compared with the previous point cloud-based detection method [28]. The method of 3D object detection and pose estimation from a single image was presented byArsalan Mousavian et al. 2017. This method uses the depth convolution neural network to get the 3D object attributes and combines the 2D object bounding box to get a complete 3D bounding box. Its characteristic is better than L2 consumption, the variance of 3D object dimension is relatively small, and it can predict many object types. Future work will study the advantages of using a single depth channel using stereo computing to enhance RGB image input and effectively use time information to explore 3D box estimation in video and predict the future object position and speed [29]. A depth complete convolution network model for salient object detection, suitable for other pixel vision tasks, was proposed by Pingping Zhang et al. 2017. The author introduces a new r-dropout (Regularized-dropout) after a specific convolution layer to promote probability training and reasoning to construct an uncertain set of internal feature units and proposes an effective hybrid up-sampling method to reduce the artefacts of the deconvolution operator in the decoder network, and explicitly force the network to learn the exact boundary of the significance detection. This method is also applicable in other depth convolution networks. This study aims to learn the uncertain convolutional features (UCF) and produce more accurate significance prediction. The feature of this method is that it can contain more uncertainty when facing the need for more accurate object boundary reasoning [30]. Xinyi Zhou et al. 2017 summarized the data sets and neural networks related to deep learning for target detection. Common data sets include ImageNet, Pascal VOC (Visual Object Classes) and coco. Common neural networks include R-CNN, SPP.
Net (Spatial Pyramid Pooling Network), and Fast R-CNN. Then the author processes the image data of a football match on the new VOC data set by a faster RCNN neural network. Through the recognition effect of the experiment, readers can realize the importance of deep learning technology and data [31]. The end-to-end object detection model based on CNN to predict the location of an Unmanned Aerial Vehicle (UAV) in the video frame was proposed by Cemal Aker et al. 2017. The trained network can distinguish and detect UAVs from birds. And the trained network has good generalization, high accuracy and recall value. Future work can further consider the time domain to improve performance [32]. The possibility of automatic analysis of camera trap images for expensive camera trap image analysis was presented by Stefan Schneider et al. 2018. The author trained two deep learning object detection classifiers, the first was faster R-CNN, and the second was YOLO V2.0 and compared their ability to recognize, quantify and locate animal species. In conclusion, the average accuracy of faster r-CNN is about 16% higher than that of Yolo v2.0. The future work is to make the data analysis of camera trap image automatic based on this data set and help humans understand the earth's ecosystem's population dynamics [33]. A new in-depth learning method known as (AffereceNet), which can detect multiple objects and their afferece from RGB images simultaneously, was proposed by Thanh-Toan Do et al. 2018. The advantage of this method was that its end-to-end architecture is 150 milliseconds per image. It shows that this method is suitable for real-time robot applications. The authors discussed three main components; the first was a sequence of decentralized layers, the second was a robust resizing strategy, and the third was a new loss function. These three play a key role in solving the problem of multiple providers in the detection task and improving the detection accuracy [34]. In another new research, Yin Zhou et al. 2018 proposed a new end-to-end trainable deep architecture based on point cloud 3D detection known as voxel net. The feature of this method is to eliminate the need for artificial feature engineering for 3D point clouds. It combines feature extraction and bounding box prediction into a single, end-to-end trainable depth network, which can directly capture 3D shapes according to sparse 3D points and connect to RPN (Risk Priority Number) to generate inspection. This method is superior to the most advanced 3D detection method based on lidar. Future work will further extend the voxel net to combine lidar and image-based end-to-end 3D detection, improving detection and positioning accuracy [35]. A neural network known as the Attention Salinece Network (ASNet) was proposed by Wenguang Wang et al. 2018. The proposed network uses a fixed prediction to detect the protruding objects and takes the fixed graph as the derivation of the upper network layer. The protruding object detection is segmented by significance, and then under the guidance of the fixed graph, it is gradually optimized from top to bottom, showing a more refined object significance. The significance of this study is to provide an effective recursive mechanism for the sequence refinement of segmentation graphs to prove the importance of fixed graphs to readers, strengthen the relationship between significant target detection and fixed detection, and narrow the gap between them. The future work is to explore the basic principle of SOD (Salient Object Detection) from the perspective of fixed prediction and find a better loss function to improve the performance of the SOD model based on deep learning [36]. The research related to three-dimension authors Charles R.Qi et al. 2018 explored three-dimensional target detection of RGB-d data in indoor and outdoor scenes. The author directly manipulates the original point cloud by pop-up RGB-d scanning and realizes the object location by combining the mature 2D object detector and 3D deep learning, thus obtaining a high recall rate. In addition, because of the direct learning in the original point cloud, this method can also output a very accurate 3D instance segmentation mask and 3D bounding box in the case of strong occlusion or for very sparse points. The feature of this method is that it is superior to the most advanced method and has real-time capability. Future work will improve the accuracy of attitude and size estimation in sparse point clouds and realize the recognition of multiple objects [37]. Detecting objects underwater through robots was proposed by Fengqiang Xu et al. 2018. The authors used novel methods known as Faster R-CNN and Kernalized Correlation Filter (KCF) algorithms. Through these methods, objects underwater can be detected. A total of 28,000 images were tested and trained in three categories. These categories were sea cucumber, sea urchin and scallop. The results obtained were quite good for the authors, achieving higher accuracy of 79.6% [38]. A novel filter framework which can solve any path of problems related to tracking was proposed by Lei Sun et al. 2018. The authors, after conducting experiments, stated that novel filter frameworks could realize and detect objects for control robot systems which are specially designed for motion parameter extraction. The experimental results showed very good and accurate results. But the camera used in their study is not calibrated, which is the authors' future work [39]. To deal with different tasks and challenges in object detection, authors Guoling et al. 2018, proposed a popular deep learning method known as CNN (Convolutional Neural Network), which makes the robot's services easier and easier to detect and identify any object. The authors also discussed the grabbing of objects and used the depth-first algorithm method. Experiments were performed to verify their proposed method, and the results were quite successful and accurate. For the object-grabbing tasks, 3D coordinates were used. The authors’ future work is improving the structure of CNN for higher accuracy and methods for calculating the three-dimensional coordinate of any object to avoid problems and errors in grabbing objects [40]. Based on human bionics and Goodman model equations, author Zhipeng Kuang et al. 2018, designed a robot for daily use that can detect and track
objects in motion or stability. The author conducted experiments based on stereo vision, through which the robot could track the object in a three-dimensional space using vision. From the experimental results, it can be concluded that the robot can detect objects both in motion and static and can have a high accuracy of detection to grab an object under the control of the bionic coordinated motion model algorithm [41]. For real-time object detection through robotic vision, Jiazheng Guo et al. 2021, proposed deep learning techniques and algorithms through which a robot can detect and identify an object. You Only Look Once (YOLO) model was used for quick and faster detection of objects. The main idea of this model was to create a real-time transmission structure between HoloLens and Ubuntu systems using the proposed YOLO model for faster object detection. HoloLens and Ubuntu rosbridge Application Programming Interface (API) were used for data transmission. For the YOLO model, two versions of YOLO were used. One was YOLOv3, and the other was YOLOv4. After conducting experiments, it was concluded that the YOLOv4 had the best speed and significantly higher object detection accuracy than the YOLOv3. In future work, these algorithms can be applied to the robot's arm to hold the objects [42] automatically.

Section IV: Application of image detection in robotics

The survey shows that the object detection task can apply in various missions. These object detectors can be used in embedded systems [43] for various tasks. These tasks can handle virtual power plants' security and transaction mechanisms [44]. Another application where image detection can be helpful is the school, college or university attendance system [45]. This system works on facial recognition [46]. Many Medical equipments, like heart rate monitoring, where the heart rate is monitored, is also an application of object detection and recognition in computer vision tasks. Games known as exergames for activity incrementation have used advanced machine learning technology combined with robotics and embedded systems [47]. The automatic detection of vehicles through their license plates is also an application of image detection. This method uses the modern and advanced deep learning process and algorithms [48], where license plates can be detected and recognized easily.

After so much development, robotic technology has finally made achievements in many fields. Robots can see and make decisions more like humans because of technological advancements like image processing [49], image detection, machine learning, AI and CV. Small robots are made for pipe inspection as well. These small robots go inside the pipelines and capture images of all the internal areas to find if there is any defect inside a pipeline. If any defect is detected, the robot will automatically signal the user to overcome that defect.

RESULTS AND DISCUSSION

Object detection is a vital task but also very challenging as well. It is challenging due to applications such as searching for images, auto-annotation, understanding the scene, and tracking down objects, especially objects in motion. Sometimes these moving objects can be very fast, making them difficult to detect. But this task is no longer difficult, as the advancements in deep learning make it easier for computer vision to detect objects even if they are in motion. Object detection has been applied in many fields, such as smart video surveillance, artificial intelligence (AI), military guidance, safety detection and robot navigation, and many medical and biological applications [50]. This review paper also focuses on 3D object detection. Depth convolution neural network and FCN (Fully Convolutional Network) are the methods used for 3D object detection, which are new and advanced methods in deep learning. CNN, Faster R-CNN, and YOLOv2 deep learning algorithms used for object detection have good accuracy. Faster R-CNN has high accuracy and faster recognition than other deep learning technologies. Object detection through robotics which is an advanced technology was also discussed in this paper. For better and faster detection through robots, the YOLOv4 algorithm can be used, which has a very fast speed of detection and relatively higher recognition accuracy than the rest of the deep learning algorithms. The paper also presented some new deep-learning technologies that can help object detection. Attention Salience Network (RSNet) and Regularized- dropout (R-dropout) are the new modern technologies that help detect the object. Three tables are made to discuss and compare the work of the authors.

Table 1 describes the SOD (Salient Object Detection) work of the authors. Table 2 describes the 3D object detection, while the end-to-end approach to object detection is discussed in Table 3.
Table 1. The object detection salient comparison

| Reference Paper | Year | Result | Methods | Characteristic | Future work |
|-----------------|------|--------|---------|----------------|-------------|
| [25]            | 2017 |        | A new deep convolution network model | A new r-dropout (Regularized dropout) is introduce to promote probability training and reasoning ; the hybrid upsampling method detects the precise boundary | - |
| [31]            | 2018 |        | A new neural network : attention salience network (ASNet) | Using fixed prediction, the fixed graph is used as the derivation of the upper network layer, and the outstanding target detection is segment by significance, and then it is gradually optimized from top to bottom under the guidance of the fixed graph | Using the importance of a fixed graph to strengthen the relationship between significant target detection and fixed detection. This paper discusses the basic principle of SOD from the perspective of fixed prediction and looks for a better loss function to improve the performance of the SOD model based on deep learning |

As Table 1 shows the Salient Object Detection (SOD). ASNet and R-dropout are the methods that can be used for the SOD. The table shows that both ASNet and R-dropout are successful methods used for object detection.

Table 2. The 3D object detection comparison

| Reference Paper | Year | Result | Methods | Characteristic | Future work |
|-----------------|------|--------|---------|----------------|-------------|
| [23]            | 2017 |        | A 3D full convolution network based on FCN can be applied to 3D vehicle detection | Detect and locate the target as a 3D object in the autonomous driving system. Compared with the previous point cloud-based detection method, the performance of this method is improved by 20% | - |
| [24]            | 2017 |        | 3D object detection and pose estimation from a single image | Using the depth convolution neural network to get the 3D object attributes, combined with a 2D object bounding box to get a new 3D bounding box. It is better than L2 consumption, and the variance of 3D object dimension is relatively small | Effective use of time information to explore 3D object estimation in video and predict object position and speed |
| [32]            | 2018 |        | Achieve a high recall rate of RGB-D data 3D target detection in indoor and outdoor scenes | The original point cloud is operated by RGB-D scanning, and the object location is realized by combining the mature 2D object detector and 3D depth learning. Can adapt to strong occlusion or sparse point cloud | Improve recognition accuracy and realize the recognition of multiple objects |

Table 2 shows 3D object detection, a modern-day technology. RGB-D, Depth Convolution Network, and FCN are used for 3D object detection. FCN has good detection accuracy and faster recognition than other neural networks.
Table 3. Shows End-to-End Approach comparison

| Reference | Year | Result | Methods | Characteristic | Future work |
|-----------|------|--------|---------|----------------|-------------|
| [27]      | 2017 | The trained network can distinguish and detect UAVs from birds | The end-to-end object detection model based on CNN | the trained network has good generalization , high accuracy and recall value | Future work can take the time domain into account to further improve performance |
| [28]      | 2018 | the average accuracy of Faster R-CNN is about 16% higher than that of Yolo v2.0 | Faster R-CNN and YOLOv2 | -- | to make the data analysis of camera trap image automatic based on this data set and help humans understand the population dynamics of the earth’s ecosystem |
| [29]      | 2018 | A new in-depth learning method (afforcenet) is proposed to detect multiple objects and their affordances from RGB images simultaneously. Very suitable for real-time robot applications | Three components: a sequence of deconvolutional layers, a robust resizing strategy, and a novel loss function | Its end-to-end architecture is 150 milliseconds per image | |
| [30]      | 2018 | A new end-to-end trainable depth architecture (voxelnet) based on point cloud 3D detection is superior to the most advanced lidar 3D detection method | Capture 3D shape directly from sparse 3D points and connect to RPN to generate detection | Eliminate the need for a 3D point cloud for artificial feature engineering. It combines feature extraction and bounding box prediction into a single, end-to-end trainable depth network | Expand voxelnet to combine lidar and image-based end-to-end 3D detection with improving detection and positioning accuracy further |

Table 3 discuss the end-to-end approach to object detection. CNN, Fast R-CNN and YOLOv2 deep learning methods are used for this approach. Among them, Fast R-CNN achieved higher accuracy and faster recognition results compared to CNN and YOLOv2. Figure 1 shows the deep learning working domain in various subjects. The figure shows the object detection applications and methods used in those applications. Some object detection applications are; Robotics, Image detection and training, 3d object detection, Salient object detection and end-to-end approach. The object detection task almost uses CNN in most applications based on accuracy and has fast recognition speed in Deep Learning (DL) techniques and other neural networks.

Figure 1. Object detection application Vs method
Section V: CONCLUSION

Object detection can help many security agencies, especially law enforcement security agencies, to avoid violations and problems. The main aim of this review was to find which deep learning method can be used for object detection and how it can be helpful to the human world. Some years ago, finding and classifying objects in a picture was hard and almost impossible. But today, with the help of computer vision and deep learning technology, it is quite easy to do these tasks and recognize any image. For object detection, many computer vision-based techniques and algorithms are used. CNN, R-CNN, Faster R-CNN, YOLO (with different versions; V2, V3, V4 and R), MobileNet and SqueezeDet. These algorithms have a very high accuracy of recognition and detection, Especially the CNN, Faster R-CNN and YOLOv2. These Deep Learning methods and algorithms [51] make it easier for computer vision applications to recognize and detect any object, especially for detecting vehicle license plates.

Computer Vision plays a very key role and thus helps a lot of big industries these days. With the help of identifying objects in images or videos, they can improve many problems and difficulties they face. Smart systems equipped with computer vision face several difficulties, paying attention to which it only makes the system more accurate.
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