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Abstract—Holistically understanding an object and its 3D movable parts through visual perception models is essential for enabling an autonomous agent to interact with the world. For autonomous driving, the dynamics and states of vehicle parts such as doors, the trunk, and the bonnet can provide meaningful semantic information and interaction states, which are essential to ensuring the safety of the self-driving vehicle. Existing visual perception models mainly focus on coarse parsing such as object bounding box detection or pose estimation and rarely tackle these situations. In this paper, we address this important autonomous driving problem by solving three critical issues. First, to deal with data scarcity, we propose an effective training data generation process by fitting a 3D car model with dynamic parts to vehicles in real images before reconstructing human-vehicle interaction (VHI) scenarios. Our approach is fully automatic without any human interaction, which can generate a large number of vehicles in uncommon states (VUS) for training deep neural networks (DNNs). Second, to perform fine-grained vehicle perception, we present a multi-task network for VUS parsing and a multi-stream network for VHI parsing. Third, to quantitatively evaluate the effectiveness of our data augmentation approach, we build the first VUS dataset in real traffic scenarios (e.g., getting on/out or placing/removing luggage). Experimental results show that our approach advances other baseline methods in 2D detection and instance segmentation by a big margin (over 8%). In addition, our network yields large improvements in discovering and understanding these uncommon cases. Moreover, we have released the source code, the dataset, and the trained model on Github (https://github.com/zongdai/EditingForDNN).

Index Terms—Fine-Grained Vehicle Perception, 3D Part-Guided Data Augmentation, Vehicles in Uncommon States (VUS), Vehicle-Human Interaction (VHI), Part-Level Object Understanding, VUS Dataset.

I. INTRODUCTION

AUTONOMOUS driving (AD) has long been considered one of the most exciting technologies that artificial intelligence (AI) is expected to deliver. Parsing and analyzing moving objects in particular vehicles is an important problem in the context of AD systems. In contrast to other generic objects, vehicles are composed of articulated and movable 3D parts (e.g., doors, the trunk, and the bonnet). The dynamics and states of these parts can potentially provide meaningful semantic information and interactive vehicle states, which are essential for ensuring the safety of the self-driving vehicle. For example, when a car parked on the shoulder of the road has its door opened, it is likely that someone will step out of the car. As a response, the autonomous vehicle should perform a proper action such as slowing down or changing lanes to avoid hitting the individual. While such cases are not common, they can be dangerous or deadly if there is no understanding of such scenarios in the AD systems. As illustrated in Fig. 1, there are many such cases in real driving scenarios, and these are extremely challenging for existing AD systems to perceive and handle.

In this paper, we mainly deal with the problem of fine-grained vehicle perception from a single image, particularly focusing on vehicles in uncommon states (VUS) in AD scenarios, by providing a 2D perception model that enables detailed 3D part-level parsing and understanding for vehicles and their interaction states with humans. Specifically, the scope of “fine-grained vehicle perception” includes: 1) recognition of vehicles in common and uncommon states, 2) 2D detection, 3) instance-level segmentation, 4) dynamic part segmentation, 5) state description, and 6) interaction semantics between vehicles and humans. Figs. 1, 14, 16, 17 show the results of fine-grained perception. Prior works in this area have studied one or two tasks such as 2D detection (e.g., [1], [2]), semantic/instance-level segmentation (e.g., [3]) and part level segmentation (e.g., [4]). Although these state-of-the-art (SOTA) methods have achieved good results for vehicle perception, there are many challenges with respect to uncommon vehicle identification, dynamic part segmentation, and
“vehicle-human” interaction (VHI) semantics. In summary, the limitations of these prior works include the following: 1) they are unable to recognize the VUS cases; 2) the results of detection and segmentation are not accurate due to the dynamic/movable parts; 3) it is difficult to parse the VHI semantics which can provide more information for planning and decision modules of AD systems; and 4) there is high coupling between the training data and network. In other words, it is difficult to train a network to perform 6 perception tasks using a uniform dataset.

To achieve fine-grained vehicle perception, we evaluate many popular AD datasets, including KITTI [5], CityScapes [6], ApolloScape [7], and ApolloCar3D [8]. As shown in Fig. 1, we first find cases where a piece of car has moved in real driving scenarios. Second, we determine that the number of cases is too scarce to train an effective model for fine-grained 3D part understanding, i.e. only tens within 15,000 images in KITTI. The most common strategy for generating enough training data is manually crowd sourcing large numbers of real images [9], which is labor-intensive. However, other solutions such as obtaining a dataset with a simulated environment and computer graphics [10]-[12] will produce strong domain gaps between vehicle and scene appearances and realistic scenarios.

**Main Contributions**

We present a novel approach for fine-grained vehicle perception from a single image, with particular respect to vehicles in uncommon states (VUS). This includes a new method for data augmentation and two efficient networks for vehicle parsing. The key aspect of our method is the 3D part-guided data augmentation strategy, which first fits a 3D vehicle geometric model with dynamic parts in images and then re-renders the edited vehicle with re-configured parts and a realistic texture. Specifically, our 3D models are from ApolloCar3D [8], which provides the annotations of the CAD model and the 6-DoF pose for each 2D vehicle instance. Then we segment out 4 semantic parts (i.e. two headlights and two taillights) and 6 movable parts (i.e. four doors, the bonnet, and the trunk) for each 3D model. Furthermore, for each movable part, we annotate its motion axis and constrain its range of movement. We use these 3D parts as a guide to directly edit the 2D vehicles from source images, which can automatically generate a large number of VUS samples for the training network.

We further observe that humans always interact with the vehicle parts (e.g., getting out of the car, taking luggage out of the open trunk, etc.). To enhance the fidelity of the synthetic data, we further generate vehicle-human interaction (VHI) data. Specifically, we first reconstruct the human 3D motion sequence by fitting the SMPL [13] model to the captured RGB video using the VIBE approach [14]. Then we generate a large set of texture maps based on the human database. Finally, we render the SMPL model with different texture maps to integrate the vehicle parts, yielding a large number of vehicle-human interaction samples. Experiments show that the generated VHI data can effectively improve the performance of vehicle perception.

Based on the augmented data, we present a new multi-task network to perform fine-grained vehicle perception. Our network can simultaneously output the results of 2D detection, instance segmentation, dynamic part segmentation, and state description. Our deep model is significantly better at understanding vehicles in AD than models without our generated dataset. Moreover, we design a multi-stream fusion network to parse the VHI semantics, including getting on/out, placing/removing luggage, etc.

Finally, to benchmark our perception model, to the best of our knowledge, we have built the first VUS dataset with a large number of described uncommon states of vehicles, which annotates 1850 VUS instances from 1441 real-traffic images. We conduct various quantitative and qualitative experiments to justify the effectiveness of our approach for fine-grained vehicle perception.

In summary, our contributions include:

- We present a 3D part-guided visual data augmentation pipeline for automatic training data generation, including VUS data and VHI data, which helps to learn fine-grained vehicle perception models in AD.
- We propose a multi-task network that outputs both instance-level and part-level vehicle understanding. Moreover, we implement a multi-stream fusion network to parse the vehicle-human interaction semantics. These fine-grained perception results are important to the safety of autonomous vehicles.
- To benchmark our visual data augmentation approach, we have constructed the first VUS dataset with 1441 real images with fine-grained annotation of vehicles and humans in many uncommon states to demonstrate the effectiveness of our approaches.

An earlier version of this work was published in CVPR 2020 [15]. In the current paper, we propose a visual data augmentation pipeline that is a complete and fully automatic solution for fine-grained vehicle perception (shown in Fig. 2). In particular, we further generate the vehicle-human interaction (VHI) data for vehicle parsing. By using both VUS and VHI data, we train a multi-stream fusion network to parse vehicle-human interaction semantics. Experiments demonstrate that our data augmentation pipeline is robust and effective. In addition, the generated VHI data can effectively improve the performance of fine-grained vehicle perception (i.e. the CVPR version) on 2D detection, instance-level segmentation, part-level segmentation, and state description by 3.2, 1.8, 3.1, and 1.9 percentage points, respectively. To facilitate further research and reproduce our work easily, we have released the source code, datasets, and the trained model on Github: https://github.com/zongdai/EditingForDNN.

The remainder of this paper is structured as follows. Sec. [II] reviews related work. Sec. [III] introduces our data augmentation pipeline for fine-grained vehicle perception. We describe the constructed VUS dataset in Sec. [IV] We compare our approach with state-of-the-art methods on VUS datasets and discuss the applications to AD in Sec. [V].
II. RELATED WORK

Fine-grained vehicle perception is important in ensuring the safety of autonomous vehicles, and it can provide useful information for planning and decision modules of AD systems. We review the related works in the following section.

A. Datasets for Autonomous Driving

Several datasets have been constructed and released that focus on perception in AD. These datasets can be divided into two categories: real datasets and synthetic datasets. For real datasets (e.g., CamVid [16], KITTI [5], CityScapes [6], Toronto [17], Mapillary [18], ApolloScape [7], and ApolloCar3D [8]), the source data are captured from real traffic scenarios. For the synthetic datasets (e.g., SYNTHIA [20], P.F.B. [21], and Virtual KITTI [22]), the data are generated by 3D rendering using computer graphics techniques. However, the annotations of these datasets are only focused on common vehicles, which ignore the VUS cases.

B. Data Generation for Deep Network

The effectiveness of the trained deep models largely relies on the network architecture (e.g., AlexNet [23], VGG [24], and ResNet [25]) and the training data. However, it is not easy to build real datasets [7], [26], [27], and the process is laborious, costly, and inefficient. Therefore, researchers use the synthetic data to train deep networks. 3D-based methods directly render 3D models with pre-defined textures and illuminations to generate the 2D images with ground-truth annotations to learn deep networks. However, pre-building complex and diverse 3D scenes is time-consuming. Therefore, 2D-based methods directly cut the foreground objects and paste them to other backgrounds (e.g., [28]). However, these “cut-paste” methods are limited in terms of occlusion and shadow.

Nevertheless, synthetic data improves many computer vision tasks such as optical flow [29], [30], scene flow [31], stereo [32], [33], semantic segmentation [20], [34], 3D keypoint extraction [35], viewpoint [36], object pose [37], 3D reconstruction [38], and object detection [10–12], [39]. The key problem for these works is how to decrease the domain gap between the synthetic data and the real data. For example, researchers use domain adaptation/randomization approaches (e.g., [40]) to get the optimal results for the task of vehicle detection [11], [12]. Alhaija et al. [10] combine the strengths of 3D- and 2D-based approaches to augment the rendering vehicles to the real traffic backgrounds to generate photo-realistic images. Hinterstoisser et al. [41] show that only using synthetic data, they can train an effective detector by freezing a pre-trained feature extractor.

C. Fine-Grained Vehicle Parsing

To ensure the safety of autonomous vehicles, it is essential that they are able to perceive the surroundings, particularly the moving vehicles, with fine granularity. Existing methods can be divided into four main classes: 1) 2D bounding boxes detection (e.g., SSD513 [2], YOLOv3 [42], Faster-RCNN [1]); 2) semantic/instance segmentation (e.g., Mask-RCNN [3]); 3) keypoints regression (e.g., ApolloCar3D [8]); and 4) part segmentation (e.g., [4], [43], [44]). These prior works can get good results in individual tasks. However, they are limited in performing fine-grained vehicle perception, particularly in terms of parsing and understanding the vehicles in uncommon states.

III. VISUAL DATA AUGMENTATION PIPELINE

In this section, we present the visual data augmentation pipeline, which includes a data generation approach and two networks for data learning (shown in Fig. 2). Specifically, we first introduce the 3D part-guided data augmentation approach, which can automatically generate the VUS data and the VHI data for training (Sec. III-A). Then we propose a novel multi-task network for fine-grained vehicle perception (Sec. III-B). To obtain the vehicle-human interaction semantics, we further design a multi-stream network for VHI parsing (Sec. III-C).

A. 3D Part-Guided Data Augmentation

As demonstrated in Fig. 3, we leverage the 3D parts to generate the VUS data and the VHI data. While most components...
Fig. 3. This is an overview of 3D part-guided data augmentation, including VUS and VHI data generation. For the visible region of VUS data, we take the posed 2D car instances (a) and part-level CAD models (b) as input. Then we reconstruct the 3D part (c) to rotate and translate it into a new state (d). The transformed 3D part is projected onto the image space, and then a post-processing method is used to refine the 2D results. For the invisible region, we use the environment map (g) to render the reverse side of the 3D part (h). (f) and (h) are augmented to the source image to generate the results of VUS (i). For VHI data augmentation, we first capture a lot of monocular videos of VHI (j), which are leveraged to estimate the 3D motion sequences (k). Next, we use the motion sequence to set the human body to virtually interact with the vehicle in 3D space (l). In addition, we build a human texture dataset (m). We randomly select the texture map to render the 3D human body of (l) to obtain the final results of VHI (n).

of our data augmentation pipeline are automatic, the manual work is related to the data pre-processing, including: 1) CAD model segmentation and motion axis annotation (Sec. III-A1) and 2) video sequencing of VHI (Sec. III-A2). When these data are ready, our approach is fully automatic without any human interactions from input (source images) to output (the VUS data and the VHI data).

1) Synthesizing VUS Data: We use the 3D vehicle parts to automatically edit the source 2D images to generate various VUS samples (Fig. 3 (a)∼(h)). The input is the 2D/3D aligned vehicle data with annotated CAD models and 6-DoF poses from ApolloCar3D [8]. Then we segment those 3D models to obtain the movable parts (i.e. bonnet, trunk, and four doors) and the semantic parts (i.e. two headlights and two taillights). For the semantic parts, we directly project them to the image space to obtain the corresponding 2D regions, which are further edited to yellow or red flashing effects (the third column in Fig. 4). For the movable parts, we first annotate their motion axis, then transform the 3D parts to guide 2D image editing.

Note that these CAD models provided by ApolloCar3D are low-quality. It is difficult to unfold their texture maps to perform 3D rendering. Instead, we generate the synthesized results using the image editing techniques. Specifically, we first render the 3D movable parts to generate a corresponding depth map $D$, according to the global rotation $R_g$, translation $t_g$, and the camera intrinsic matrix $K$. For each 2D pixel $u = (u, v)^T$ with depth value $D(u)$, we convert it to acquire 3D point $P = (x, y, z)^T$ through

$$P = R_g^{-1} \cdot (D(u) \cdot K^{-1} \cdot \hat{u} - t_g). \tag{1}$$

Here, $\hat{u}$ is a homogeneous vector: $\hat{u} = (u^T|1)^T$.”

Assuming the part is locally transformed with a 3D rotation $R_o$ along with the motion axis, the axis translates $t_o$ in the global coordinate. We compute the pixel’s new position $u'$ in the image domain, which is defined as:

$$u' = \left[ \pi \left( K \cdot (R_g(R_o(P - t_o) + t_o) + t_g) \right) \right]. \tag{2}$$

Here, the function $u = \pi(P)$ performs perspective projection of $P \in \mathbb{R}^3 = (x, y, z)^T$ including dehomogenization, to obtain $u \in \mathbb{R}^2 = (x/z, y/z)^T$.

Note that the transformed pixels are always sparse and noisy in the part region (Fig. 3 (e)). Here, we call the non-valued pixel a “hole.” In order to fill these holes, we perform the linear blending algorithm [45] to obtain the RGB values. In general, pixels that are close to one another will be the most similar. Thus, for consistency and efficiency, we limit the influence of the valued pixels on a particular hole to the $K$-nearest neighbors. The weights $\omega_i$ for each pixel $u_i$ are pre-calculated as

$$\omega_i(h) = \left( 1 - ||h - u_i||^2 / d_{max} \right)^2 \tag{3}$$

and then normalized to sum to one. Here, $d_{max}$ is the distance to the $(k+1)$-nearest pixel. We set $K = 8$ in our experiments.
Fig. 4. The VUS data generated by our approach. The first column and the second column show the editing results of movable parts (i.e., four doors, the trunk, and the bonnet). The third column shows the editing results of the semantic parts (i.e., two headlights and two taillights).

The RGB value of the hole $h$ is calculated according to

$$C(h) = \sum_{i=1}^{K} \omega_i(h) \cdot C(u_i).$$  \hspace{1cm} (4)

After interpolating the non-valued pixels, we apply a bilateral filter \cite{46} on the synthetic images. The smoothed results are shown in Fig. 3 (f) and Fig. 4.

**Generating Invisible Vehicle Region**: For the case of an opening car door, we can generate visually compelling results if the car is facing the camera. When the car is facing in the opposite direction, however, an opening door will introduce some invisible regions in the original image. We can divide these invisible regions into two classes: one is the reverse side of the part and the other is the vehicle interior (e.g., seat and steering wheel). Empirically, the interior regions are always dark due to inadequate illumination. Therefore, we directly fill interior regions in with gray. While we have also attempted to use random colors and patches from real images according to the experimental results, we do not find obvious differences between the options.

Compared with coloring the interior regions, coloring the reverse side of the part is rather complex. It is not appropriate to directly fill the region in with pure color. Thus, we adopt the photo-realistic rendering pipeline to generate high-fidelity results of the reverse side. We first construct a small, expert-designed 3D model database for movable parts. The part materials are manually labeled and the BRDF parameters are pre-defined by a professional artist. Then we compute the environment map \cite{47} of ApolloCar3D to perform photo-realistic rendering (Fig. 3 (i)). More synthetic results of VUS are shown in Fig. 4.

**2) Synthesizing VHI Data**: In the real AD scenarios, vehicles in uncommon states are usually associated with human interactions (e.g., getting in/out of the car, placing/removing luggage, etc.). Perceiving such “vehicle-human” interaction (VHI) cases is essential to the safety of the autonomous vehicle. However, such VHI data is not easy to capture and collect while ensuring its diversity. In this subsection, we introduce a method for automatically generating a large amount of VHI data for network training.

The VHI data augmentation pipeline is shown in Fig. 3. We first use a hand-held camera to capture 100 monocular video sequences of VHI (Fig. 3 (j)), such as getting in/out of the vehicle, placing/removing luggage, and opening the door/bonnet/trunk. Then a 3D parametric human template model (i.e., SMPL-X \cite{13}) is used to fit these videos through the VIBE approach \cite{14}, yielding the 3D human body sequences with motion parameters (Fig. 3 (k)). Next, the geometry mesh of SMPL-X is unfolded to obtain its corresponding UV map using the Unfold3D tool. We synthesize a lot of human texture maps using the SOTA approaches (i.e., DensePose \cite{48} and SURREAL \cite{49}) to construct the texture database.

For each edited vehicle part, we select an appropriate motion sequence to guide the SMPL-X model deformed with a “coarse-to-fine” pipeline. Specifically, we first rotate and translate the global human model to match the vehicle part. Then, we adjust the body pose (e.g., hand) to seamlessly interact with the vehicle parts (Fig. 3 (l)). After obtaining the posed SMPL-X model, we assign a random texture map using the constructed texture database (Fig. 3 (m)). Finally, we render the vehicle-human interaction models to generate the 2D images under the current view point (Fig. 3 (n), Fig. 5). The proposed data augmentation approach for VHI is fully automatic, and is used to generate a large amount of training data for VUS parsing (Sec. III-B) and VHI understanding (Sec. III-C).

**B. Multi-Task Network for VUS Parsing**

Based on the synthetic data, we design a new multi-task network to perform VUS parsing. Our network can simul-
we initialize the main backbone by copying the parameters of the pre-trained network. Simultaneously, we pre-train the auxiliary backbone on the COCO dataset using the same network architecture. Finally, we fix the parameters of these two backbones to train the network on the synthetic data. The multi-task loss is defined as:

$$L = L_{\text{class}}^r + L_{\text{reg}}^r + L_{\text{class}}^p + L_{\text{box}}^r + L_{\text{mask}}^r + L_{\text{state}}^r + L_{\text{part}}^r,$$

where \((\cdot)^p\) and \((\cdot)^r\) indicate RPN and RCNN, respectively. The subscripts \textit{state} and \textit{part} denote the loss of state vector and part mask, respectively. We minimize our loss function using the SGD with a weight decay of 0.0001 and a momentum of 0.9. The learning rate is initially set to 0.002 and reduced by 0.1 for every 5 epochs.

C. Multi-Stream Network for VHI Parsing

The proposed multi-task network with two backbones in Sec. III-B is used to detect, segment, and parse the VUS. However, we notice that some VUS cases contain human interaction. Inevitably, if the vehicle is occluded by humans, it will degrade the network performance. To increase the safety of the AD and improve the perception performance, we present a multi-stream fusion network designed for inferring the vehicle-human interaction semantics, which is shown in Fig. 7. Specifically, we first utilize a human stream and a vehicle stream to extract human and vehicle features, respectively. Meanwhile, spatial maps and human pose maps are also computed. We fuse these four streams to infer the interaction semantics between humans and vehicles.

Human Stream. We extract human appearance ROI pooling features using Mask-RCNN [3]. Then, feed those features into the convolutional layer \((H_h)\) to get the feature \(f_h\). Then we employ pose estimation [3] to estimate its 17 key-points (COCO format [27]). These key-points’ 2D coordinates are reorganized into a 34-dimension vector that is rescaled to [0,1]. We exploit two 256 sized FCs to extract the pose feature \(f_p\).
TABLE I
COMPONENTS AND DETAILS OF THE BUILT VUS DATASET, WHICH ANNOTATES 1850 UVS INSTANCES FROM 1441 STREET-VIEW IMAGES.
“FL-O. (BR-O.)” INDICATES AN OPENED FRONT-LEFT (BACK-RIGHT) PART AND “L-TU. (R-TU.)” INDICATES TURNING LEFT (RIGHT).

| Datasets          | Bonnet | Trunk | Doors | Headlights | Taillights | Total |
|-------------------|--------|-------|-------|------------|------------|-------|
|                   | lifted | lifted| fl-o. | fr-o.      | bl-o.      |       |
| KITTI             | 1      | 9     | 1     | 0          | 0          | 5     |
| CityScapes        | 0      | 0     | 14    | 5          | 8          | 4     |
| ApolloScape       | 0      | 23    | 29    | 0          | 59         | 157   |
| Capt. Images      | 0      | 13    | 19    | 1          | 0          | 11    |
| VUS Dataset       | 16     | 450   | 295   | 72         | 146        | 523   |
|                   | l-tu.  | r-tu. | l-tu. | r-tu.      | stop       |       |
|                   | 1      | 0     | 2     | 1          | 8          | 0     |
|                   | 1      | 0     | 4     | 1          | 0          | 15    |
|                   | 11     | 3     | 5     | 12         | 21         | 0     |
|                   | 19     | 19    | 17    | 25         | 18         | 44    |
|                   | 41     | 42    | 66    | 55         | 121        | 41    |
|                   | 16     | 18    | 12    | 66         | 55         | 121   |

Fig. 8. Samples of our constructed VUS dataset. For each 2D instance of VUS, we manually label its 2D bounding box (in red), instance segmentation (in orange), dynamic part segmentation (in blue), and state description. If there exist human interactions, we add the human bounding box (in pink), the connection between the center points of the human and the vehicle (with a yellow line), as well as the interaction semantics. We capture the majority of the source images (a). Only a few source images are from: (b) KITTI; (c) CityScapes; (d) ApolloCar3D; and (e) ApolloCar3D.

Vehicle Stream. We further use the VUS parsing network (Sec. III-B) to extract the basic vehicle appearance ROI pooling features. In addition, we obtain high-level multi-task branch features. State description branch output is used to infer specific interaction patterns.

Spatial Stream. The spatial stream is used to encode the spatial location of objects and humans. Candidate objects and human bounding boxes are encoded into a binary two-channel tensor, as in previous methods [51], [52]. Intuitively, such a human-object bounding box pair gives important cues for inferring interactive or non-interactive states, e.g., if a person is close to an object, it is very likely that they interact with each other. However, in urban street scenarios, there are many pedestrians around the vehicle, making it difficult to determine the real interactions. Therefore, we encode the vehicle dynamic part into an extra binary channel, which implies many more priors. These three channel tensors are fed into a convolutional layer ($S_c$) to get the feature $f_s$. Then we fuse other stream features to determine interactivity.

IV. VUS DATASET

To the best of our knowledge, none of the existing datasets provide detailed annotations of VUS. As shown in Tab. I, existing datasets annotate more than 1,000,000 vehicle instances. However, very few of them are in uncommon states. In order to build the VUS dataset, we drive a car to capture images in various sites (i.e., parks, schools, hospitals, and urban roads) and in different timeframes (i.e., morning, noon, and afternoon). We capture about 150,000 images in total. After removing the blurred and overexposed images, we finally collect 1273 vehicle instances to label.

In summary, our VUS dataset annotates 1850 VUS instances from 1441 images in real traffic sceneries and covers 10 dynamic parts (i.e. the bonnet, the trunk, four doors, two headlights, and two taillights) and 12 uncommon states (e.g., turning left/right). For each vehicle instance, we manually label its 2D bounding box, instance mask, dynamic part segmentation, and state description. If there exist human interactions, we further annotate the human bounding box, the connection between the center points of the human and the vehicle, and the VHI semantics (e.g., getting on/out, placing/removing luggage, etc.). We believe our VUS benchmark can effectively verify the quality of synthetic data and quantitatively evaluate the network performance.

V. EXPERIMENTS AND DISCUSSION

In this section, we first introduce the experimental settings and computation time. Then we describe the evaluation metric and baseline methods for comparison and present a discussion. Next, we conduct an ablation study to justify the effectiveness of our data augmentation pipeline. Furthermore, we conduct experiments to analyze the system performance, including...
network structure, training data number, and the rendering factors. Finally, we conduct various qualitative experiments to demonstrate the generalizability of our approach.

A. Experimental Settings and Computation Time

As described in Sec. III-A, we use the labeled 2D/3D data of ApolloCar3D to generate the visual data for the training network. To improve the diversity of the vehicles, we further annotate 100 images from other datasets (i.e., KITTI and CityScapes). For VUS data generation, the runtime for each vehicle is about 3.0 seconds: 0.5s for 3D parts transformation and 2D projection, 0.5s for hole filling and filtering, and 2.0s for invisible region generation. For VHI data generation, the runtime is about 3.6 seconds: 3.2s for human pose adjustment and texture assignment, and 0.4s for human model rendering.

We use four commodity graphics cards (i.e., Nvidia TITAN XPs) to train our network. The training time depends on the data number. In general, training 25K synthetic images takes 24 hours. The trained model is used for direct testing on our VUS dataset without any “fine-tuning” strategies. As shown in Figs. [1][4][6][17], our network can perform fine-grained vehicle perception, which is important for safety.

B. Evaluation Metric

In Sec. V-C1 we take Mask-RCNN as a baseline network to compare with our network. Note that the proposed benchmark is only focused on VUS, while Mask-RCNN cannot distinguish between the vehicles in common/uncommon states, which both exist in the testing data. If we use the AP metric to evaluate this experiment, the detected common-state vehicles will decrease the precision, resulting in an inaccurate AP value. Therefore, we compute the maximum number of IoU values between the ground truth and the predictions to evaluate the network performance.

Different from Mask-RCNN, our network can correctly detect vehicles in uncommon states. For the ablation study in Sec. V-D and the performance analysis in Sec. V-E, we choose the mAP metric to evaluate the performance of 2D detection, instance-level segmentation, dynamic part segmentation, and VHI Detection. For state description and VHI description, we compute the match rate at each binary item between prediction state vectors and the ground truth.

C. Comparisons

1) Comparison on the VUS Parsing Task: Empirically, the performance of deep models largely depends on the training data and the network architecture. To verify the quality of our synthetic data, we compare it with the existing data and the rendering data. Specifically, the existing data are from the popular AD-oriented datasets, including KITTI, CityScapes, ApolloScape, and ApolloCar3D, which only provide the annotations of vehicles in common states (Fig. 9 (a)). For the rendering data, we employ the model-based 3D rendering pipeline [11], [12], [36] to generate the training data. Following [10], we first construct 50 high-quality vehicles models with movable parts. Then we render these models with possible uncommon states to the background images. Finally, we construct the rendering dataset for the training network (Fig. 9 (b)).

To justify the effectiveness of our network architecture for VUS parsing, we compare it with Mask-RCNN, which is a strong baseline in 2D detection and instance segmentation. To perform a fair comparison, we set the number of training images as 25K in our experiment. In the testing phase, we directly output the results of 2D detection and instance-level segmentation on the VUS dataset.
The comparison results are shown in Tab. II. For better illustration, we further visualize the parsing results in Fig. 10. The results of Baseline 1 (Mask-RCNN + Existing Data) indicate that they can detect and segment the common-state car body but are limited to the dynamic parts. The results of Baseline 2 (Mask-RCNN + Rendering Data) show that rendering data can improve the network performance compared with Baseline 1. However, the rendering data has a natural domain gap from the real captured images. In addition, 3D rendering costs more than 10x our approach. The results of Baseline 3 (Mask-RCNN + Our Data) prove that Mask-RCNN trained by our synthetic data outperforms existing datasets and rendering data. However, Fig. 10 (c) shows that the parsing results of the visible parts are good while the reverse side of the dynamic part suffers from errors. We then evaluate Baseline 4 (Our Network + Existing Data) and Baseline 5 (Our Network + Rendering Data). The performances of both methods are slightly improved. Here, we emphasize that our two-backbone network is carefully designed to learn our synthetic data, especially the dynamic parts. Directly using our network cannot effectively learn other data, because they are in different domains. Consequently, our two-backbone network trained by synthetic data gets the best performance, which advances other methods by over 8% on both tasks. The main improvement comes from the invisible regions (Fig. 10 (f)).

2) Comparison on the VHI Parsing Task: We use the VUS parsing network (Sec. III-B) as a detector to extract the input of the VHI network. Compared with the Faster-RCNN-based method, it can provide more information about the locations of the movable parts and the detailed state descriptions of VUS, which are important cues for VHI detection and detailed VHI description. In this experiment, our VHI parsing approach is compared with the Faster-RCNN-based method. We quantitatively evaluate these two methods on the VUS dataset by using equal numbers of training data. As shown in Tab. IV with a movable part location and a detailed car state provided by the VUS parsing network, the VHI network achieves 4.4% and 13.0% improvements for interaction reasoning and detailed pattern localization, respectively.

### D. Ablation Study of Our Data Augmentation Pipeline

Our data augmentation pipeline includes four main components: 1) VUS data generation; 2) VHI data generation; 3) multi-task network for VUS parsing; and 4) multi-stream network for VHI parsing. To justify the effectiveness of each component, we conduct an ablation study on the fine-grained vehicle perception tasks. As depicted in Tab. III, we first use the VUS data to train a Mask-RCNN network, which is used as a baseline method (the second row). Then we train the VUS network using the VUS data (the third row). This approach not only performs the tasks of part-level segmentation and state description, but also effectively improves 2D detection and instance-level segmentation tasks by 6.9% and 7.8%, respectively. Next, we use the VHI data and the VUS data to train the VUS network (the fourth row). It is shown that VHI data improves the network performance (i.e., [15]) on 2D detection, instance-level segmentation, part-level segmentation, and state description by 3.2%, 1.8%, 3.1%, and 1.9%, respectively. Based on the VUS data and VHI data, we further train the VHI network to parse the vehicle-human interactions (the fifth row). The results of VHI detection and VHI semantics are 67.8% and 56.2%, respectively. From this ablation study, we can see that our data augmentation pipeline is robust and effective for fine-grained vehicle perception.

### E. Performance Analysis

1) The Impact of Our Network Structure: The key to our network architecture is the pre-trained two backbones. Here,
TABLE V

ABLATION STUDY OF OUR NETWORK ON 2D DETECTION, INSTANCE SEGMENTATION, PART SEGMENTATION, AND STATE DESCRIPTION. “S. B. RETRAINED” INDICATES SINGLE BACKBONE RETAINED, “S. B. FROZEN” INDICATES SINGLE BACKBONE FROZEN, AND “T. B. FROZEN” INDICATES TWO BACKBONES FROZEN. WE SEE THAT THE STRATEGY OF TWO BACKBONES FROZEN GETS THE BEST PERFORMANCE.

| Tasks          | S. B. Retrained | S. B. Frozen | T. B. Frozen |
|----------------|-----------------|--------------|--------------|
| Detection (mAP) | 0.136           | 0.672        | 0.701        |
| Ins. Seg. (mAP) | 0.114           | 0.516        | 0.563        |
| Part Seg. (mAP) | 0.144           | 0.273        | 0.314        |
| State Description | 0.149            | 0.837        | 0.874        |

we conduct an ablation study to justify its effectiveness. As shown in Tab. V we first re-train the single backbone, which is a common strategy in most deep networks (e.g., [3]). The results show that it is barely able to predict the correct class of VUS, leading to bad performance on these tasks (Fig. 11 (a)). We then freeze the single backbone pre-trained on COCO during the synthetic data training. The performance is improved because we have relieved the over-fitting problem. However, the frozen backbone cannot extract adequate features (Fig. 11 (b)). In contrast, our two backbones, which are pre-trained on a car detection task and a general task can not only extract adequate features but also avoid the over-fitting problem. It achieves the best performance (Fig. 11 (c)).

2) The Impact of the Number of Training Data: Empirically, the performance of deep networks largely relies on the number of training data. To study the relationship between them, we train the network with different numbers of data from 5K to 40K with an interval of 5K. As shown in Fig. 12, from 5K to 25K, the network performance is significantly improved. From 25K to 40K, however, the network is not sensitive to the number of training data. There are two main reasons: 1) network capability (we cannot always improve the network performance by adding to the number of training data) and 2) test data (there exist some features or cases in the test data that are not well learned by the network). In practice, we set the number of training data to 25K, which is a good compromise of efficiency and accuracy.

3) The Impact of the Environment Map: As described in Sec. III-A1 the invisible region data are generated by 3D part rendering using the environment map. In the real traffic scenarios, the environment map (or illumination) plays an important role in determining whether the rendered region is compatible with the surroundings. Here, we utilize the same number of reverse side data with/without an environment map (shown in Fig. 13) to train our network and evaluate it on the proposed VUS dataset. As shown in Tab. VI, the data rendered by the environment map significantly improves the network performance. In particular, the dynamic part segmentation gets a 9.3 percent improvement.

F. Qualitative Evaluation

It is essential to conduct quantitative evaluations and comparisons, as in Sec. V-C, Sec. V-D, and Sec. V-E. However, for AD, robustness and generalizability are the most critical issues. In this section, we conduct various qualitative experiments to demonstrate the effectiveness of our approach.

1) Generalizability of Our Approach: Our data augmentation approach is generic and can be transferred to other objects such as the human body and furniture. These objects are constructed out of parts, and each part has a corresponding motion axis. Based on the 2D-3D alignment datasets, ApolloCar3D (vehicle), Unite the People (human body), and Pixel3D (furniture), we can generate diverse results using our approach. In this paper, we focus on vehicle augmentation and perception. Fig. 15 shows the synthetic results of different vehicle types, including truck, bus, and van.

2) Fine-grained Parsing on Video Sequence: Fig. 14 shows the fine-grained perception results produced by our approach in three different sequences of street-view images. The common vehicles are shown in green, which can be obtained
Fig. 14. Fine-grained parsing results of VUS and VHI using our approach in three video sequences of street-view images.

Fig. 15. More synthetic results of vehicles using our approach. The vehicles’ types include truck, bus, and van.

by conventional methods of detection and segmentation. In contrast, our approach can perceive the VUS cases (in red bounding boxes) as well as the VHI cases (in pink bounding boxes). Both are important for the safety of the autonomous vehicle. It is clear that accurate and robust instance segmentation results can be estimated by our network. Note that these images are captured by a moving car, which is different from our training data. The results are generated without network “re-training” or “fine-tuning”, which justifies the advantages of our approach.

3) Parsing Results on Different Sites: In Fig. 16, we demonstrate the fine-grained vehicle perception results on different sites, particularly the side of the road and the crossroads. Usually, vehicles are not allowed to stop at these sites with doors/trunks open for getting in/out or placing/removing luggage. However, we still find a number of dangerous behaviors from drivers and pedestrians. Our approach can perceive these VUS cases and VHI cases in advance, which is very important for the planning and decision modules of AD systems.

4) Parsing Results on Different Cities: To demonstrate the robustness and generalizability of our approach, we conduct experiments in various cities, which have different weather conditions, different buildings, different roads, and different plants. Fig. 17 shows the fine-grained vehicle perception results for different cities, including Beijing, Shanghai, Chengdu, and Guangzhou. Note that these source images are different from the training data and our network is not “re-trained” or “fine-tuned” to fit the test data. From this experiment, we find that VUS cases and VHI cases vary wildly in traffic scenarios. Our approach fills the missing piece by providing detailed vehicle parsing and “vehicle-human” interaction semantics.

VI. CONCLUSION AND LIMITATION

In this paper, we make the first attempt to analyze vehicles in uncommon states (VUS). Instead of annotating a large number of images, we present a visual data augmentation approach that takes advantage of 3D parts. Our data augmentation approach is light-weight but high-efficiency, which can automatically generate a large number of training data. To perform fine-grained vehicle perception, we present a multi-task network for VUS parsing and a multi-stream network for VHI parsing. For benchmarking, we build the first VUS dataset containing 1441 real images (1850 car instances) with fine-grained annotation. The experimental results show that our synthetic data and the proposed deep networks perform well on VUS.

Nevertheless, there are a number of limitations, which we will tackle in future work. First, the uncommon states analyzed in this paper are limited to vehicles. Some other objects, such as buildings and roads, require more attention. Second, the outputs of our network are mostly 2D results. We will extend this work to the 3D space, using 3D detection, 3D localization, and 3D reconstruction. Finally, we will research VUS and VHI on the video sequences and multiple sensors fusion data (e.g., cameras, Lidar, and Radar).
Fig. 16. Fine-grained parsing results of VUS and VHI using our method in different sites: (a) the side of the road; (b) the crossroads.

Fig. 17. Fine-grained parsing results of VUS and VHI using our method in different cities: (a) Beijing; (b) Shanghai; (c) Chengdu; (d) Guangzhou.
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