ON A CUBIC FAMILY OF THUE EQUATIONS INVOLVING FIBONACCI NUMBERS AND POWERS OF TWO
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Abstract. In this paper we completely solve the family of parametrised Thue equations

\[ X(X - F_nY)(X - 2^nY) - Y^3 = \pm 1, \]

where \( F_n \) is the \( n \)-th Fibonacci number. In particular, for any integer \( n \geq 3 \) the
Thue equation has only the trivial solutions \((\pm 1, 0), (0, \mp 1), \mp (F_n, 1), \mp (2^n, 1)\).
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1. Introduction. Thue equations are Diophantine equations of the form

\[ F(X, Y) = m, \]

where \( F \in \mathbb{Z}[X, Y] \) is an irreducible homogeneous polynomial of degree \( d \geq 3 \)
and \( m \) is a fixed non-zero integer. In 1909 A. Thue [17] proved that such an
equation has at most finitely many solutions. Thanks to Baker’s theory of linear
forms in logarithms and many other contributions, it is today possible to (at least
in principle) solve any Thue equation effectively and in many cases also rather
efficiently. For an overview of the methods and references see e.g. [10, Chapter
VII].

Less fully understood are parametrised families of Thue equations, that is Thue
equations where the coefficients in \( F \) depend on one or more parameters. Already
Thue himself [18] considered a family of Thue equations, namely \( aX^d - bY^d = c, \)
and hinted that in particular the family

\[ (n + 1)X^d - nX^d = 1 \]

might be solved for \( d \) prime. In the meantime this family has been solved completely
for arbitrary degree \( d \geq 3 \) by Bennett [2].

E. Thomas investigated other types of parametrised Thue equations. In 1990
he [15] completely solved the cubic family

\[ X^3 - (n - 1)X^2Y - (n + 2)XY^2 - Y^3 = 1. \]
Since then, many families of Thue equations have been studied by various authors, for a detailed list see [7]. In many of the families the coefficients of $F$ are specific polynomials in $n$. There are also more general results: Thomas [16] considered families of the form

$$(1) \quad \prod_{i=1}^{d} (X - p_i(n)Y) - Y^d = \pm 1,$$

where the $p_i(n)$ are polynomials. He conjectured that if the polynomials are monic, $p_1 = 0$ and $\text{deg} p_2 < \cdots < \text{deg} p_d$, then for sufficiently large $n$ the only solutions to (1) are $(x, y) = (\pm 1, 0)$ and $(x, y) = \mp (p_i, 1)$ for $i = 1, \ldots, d$. He proved his conjecture in the case $d = 3$ under some technical hypothesis. The original conjecture, however, is wrong, as Ziegler [19] provided two counterexamples. It is not yet clear if these are the only two counterexamples in the case $d = 3$ and whether there are counterexamples for $d \geq 4$. Heuberger [6] generalised Thomas’ result and proved his conjecture under some technical hypothesis for any $d \geq 3$.

Recently, the authors in [8] replaced the polynomials in (1) by some specific linear recurrence sequences. They solved the family

$$X(X - F_n Y)(X - L_n Y) - Y^3 = \pm 1,$$

where $F_n$ is the $n$-th Fibonacci number and $L_n$ is the $n$-th Lucas number. To the author’s knowledge, this was the first time that an exponentially parametrised family was considered.

In this paper, we solve a similar cubic family of Thue equations, but in our case the two occurring linear recurrence sequences shall have dominant roots of distinct size. This is comparable to the assumption in Thomas’ conjecture that the polynomials should have increasing degrees.

To be precise, we will consider powers of two and the Fibonacci numbers, defined by $F_0 = 0, F_1 = 1$ and $F_{n+1} = F_n + F_{n-1}$ for $n \geq 1$. We will prove

**Theorem 1.** For any integer $n \geq 3$ the Thue equation

$$X(X - F_n Y)(X - 2^n Y) - Y^3 = \pm 1$$

has only the trivial solutions

$$(3) \quad (\pm 1, 0), (0, \mp 1), \mp (F_n, 1), \mp (2^n, 1).$$

For $n = 1$ and $n = 2$ the only non-trivial solutions are $\pm (7, 3)$ and $\mp (1, 2)$ respectively.

We will use Heuberger’s method [6] as well as standard methods for solving Thue equations.

In the next section we will recall some auxiliary results, including a lower bound for linear forms in logarithms and two reduction methods. In Section 3 we first solve Equation (2) for $n \leq 28$ with a computer. Then, assuming $n > 28$, we do the standard preparations for solving such Thue equations, like estimating the
roots of the polynomial $X(X - F_n)(X - 2^n) - 1$. In Section 4 we find an upper bound for $\log |y|$, which is cubic in $n$. Moreover, we solve Equation (2) for all $n \leq 1000$. Assuming $n > 1000$, in Section 5 we find a lower bound for $\log |y|$ which is exponential in $n$. Thus, from the upper and the lower bound for $\log |y|$, we get an absolute upper bound for $n$ in Section 6. We finish the proof by reducing $n$ to less than 1000 with an LLL reduction.

Finally, let us mention that the type $j$ of a solution plays an important role in the proof. If $(x, y)$ is a solution to (2), then by the general theory of Thue equations $x/y$ will be an extremely good approximation to one of the roots of $X(X - F_n)(X - 2^n) - 1 = (X - \alpha^{(1)})(X - \alpha^{(2)})(X - \alpha^{(3)})$. If $x/y$ approximates $\alpha^{(j)}$, then we say that $(x, y)$ is of type $j$. In the proof it will make a difference whether $j = 1, 2$ or $j = 3$ (which is the case when $x/y$ approximates the largest root). In fact, in Section 5 it will be much easier to obtain a good lower bound for $\log |y|$ in the case $j = 3$. Also in [6] the cases $j = 1, 2$ are the particularly difficult ones. Moreover, because we exchange polynomials for recurrence sequences, we need to apply linear forms in logarithms one more time than in [6] in these cases. On the other hand, in Section 4 the case $j = 3$ will require more computations than $j = 1, 2$.

2. Auxiliary results. In this section we recall the Binet formula for the Fibonacci numbers, the notion of heights, lower bounds for linear forms in logarithms, the Baker-Davenport reduction method, the reduction method using the LLL-algorithm, and some elementary inequalities.

For the Fibonacci numbers we have the well known Binet formula

$$F_n = \frac{\phi^n - \psi^n}{\sqrt{5}}, \text{ where } \phi = \frac{1 + \sqrt{5}}{2} \text{ and } \psi = \frac{1 - \sqrt{5}}{2}.$$

Now we recall the notion of heights. Let $\gamma$ be an algebraic number of degree $d \geq 1$ with the minimal polynomial

$$a_d X^d + \cdots + a_1 X + a_0 = a_d \prod_{i=1}^{d} (X - \gamma^{(i)}),$$

where $a_0, \ldots, a_d$ are relatively prime integers and $\gamma^{(1)}, \ldots, \gamma^{(d)}$ are the conjugates of $\gamma$. Then the logarithmic height of $\gamma$ is given by

$$h(\gamma) = \frac{1}{d} \left( \log |a_d| + \sum_{i=1}^{d} \log \left( \max\{1, |\gamma^{(i)}|\} \right) \right).$$

The following well-known properties of the logarithmic height hold for any algebraic numbers $\gamma_1, \ldots, \gamma_t$ and $s \in \mathbb{Z}$:

- $h(\gamma_1 \cdots \gamma_t) \leq h(\gamma_1) + \cdots + h(\gamma_t)$,
- $h(\gamma_1 + \cdots + \gamma_t) \leq h(\gamma_1) + \cdots + h(\gamma_t) + \log t$,
- $h(\gamma^s) = |s|h(\gamma)$. 

Next, we state a lower bound for linear forms in three logarithms, which is a special case of [9, Corollary 2.3].

Lemma 1. (Matveev) Let \( \gamma_1, \gamma_2, \gamma_3 \) be non-zero real algebraic numbers in a number field \( \mathbb{K} \) of degree \( D \), let \( b_1, b_2, b_3 \) be rational integers, and let
\[
\Lambda := b_1 \log \gamma_1 + b_2 \log \gamma_2 + b_3 \log \gamma_3
\]
be non-zero. Then
\[
\log |\Lambda| > -1.4 \cdot 10^{11} D^2 \log(eD) \log(eB) A_1 A_2 A_3,
\]
where
\[
B \geq \max \{|b_1|, |b_2|, |b_3|\}
\]
and
\[
A_i \geq \max \{Dh(\gamma_i), |\log \gamma_i|, 0.16\} \quad (i = 1, 2, 3).
\]

With Lemma 1 we will obtain huge bounds and we will reduce them using the Baker-Davenport reduction method and the LLL-algorithm.

Let us denote the distance to the nearest integer by \( \| \cdot \| \). We phrase the Baker-Davenport reduction method in terms of logarithms because we will apply it in this form. The following lemma is an immediate variation of [5, Lemma 5].

Lemma 2. (Baker-Davenport reduction) Let \( \gamma_0, \gamma_1, \gamma_2, c, k \) be positive real numbers and let \( u_1, u_2 \) be integers bounded in absolute values by a positive number \( M \). Assume that
\[
|\log \gamma_0 + u_1 \log \gamma_1 + u_2 \log \gamma_2| < c \cdot w^{-k}
\]
is satisfied for a positive number \( w \). Let \( \frac{p}{q} \) be a convergent of the continued fraction of \( \frac{\log \gamma_1}{\log \gamma_2} \). If
\[
\varepsilon := \left\| \frac{\log \gamma_0}{\log \gamma_2} q \right\| - M \left\| \frac{\log \gamma_1}{\log \gamma_2} q \right\|
\]
is positive, then it follows that
\[
w < \left( \frac{qc}{\varepsilon \log \gamma_2} \right)^{1/k}.
\]

The next lemma describes the way in which we will apply the LLL-algorithm to find good lower bounds for linear forms in logarithms. It is an immediate variation of [10, Lemma VI.1].

Lemma 3. (LLL reduction) Let \( \gamma_1, \gamma_2, \gamma_3 \) be positive real numbers and \( x_1, x_2, x_3 \) integers and let
\[
0 \neq |\Lambda| := |x_1 \log \gamma_1 + x_2 \log \gamma_2 + x_3 \log \gamma_3|.
\]
Assume that the $x_i$ are bounded in absolute values by some constant $M$ and choose a constant $C > M^3$. Consider the matrix

$$A = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ [C \log \gamma_1] & [C' \log \gamma_2] & [C \log \gamma_3] \end{pmatrix},$$

where $[x]$ denotes the nearest integer to $x$. The columns of $A$ form a basis of a lattice. Let $B$ be the matrix that corresponds to the LLL-reduced basis and let $B^*$ be the matrix corresponding to the Gram-Schmidt basis constructed from $B$. Let $c$ be the Euclidean norm of the smallest column vector of $B^*$ and set $S := 2M^2$ and $T := (1 + 3M)/2$. If $c^2 > T^2 + S$, then

$$|\Lambda| > \frac{1}{C} \left( \sqrt{c^2 - S} - T \right).$$

Finally, let us mention some inequalities that will be helpful. We will frequently use the fact that

$$|\log(1 + x)| < 2|x|$$

for all real $x$ with $|x| < 0.5$. Also, we have

$$\log(a + x) < \log a + \frac{x}{a}$$

for all $a \geq 1$ and $x > 0$. Moreover, we will use the following lemma.

**Lemma 4.** Let $x, c, a$ be positive real numbers with $x \geq 1$, $a \geq 2$ and

$$x < c(a + \log x).$$

Then

$$x < 2c(a + \log c).$$

**Proof.** If (4) is satisfied, then taking the logarithm and using $a \geq 2$ we see that

$$\log x < \log c + \log(a + \log x) < \log c + \log a + \frac{\log x}{2}.$$ 

This implies $\log x < 2(\log c + \log a) < 2 \log c + a$ and plugging into (4) we obtain the desired result. \qed

3. **Set up.** In this section we first check solutions for small $n$ as well as $|y| \leq 1$. Then we consider the polynomial $f_n(X) = X(X - F_n)(X - 2^n) - 1$ and use a result by Thomas [14] to find systems of fundamental units in the corresponding orders. We estimate the roots $\alpha^{(i)}$ of $f_n$, the units $\alpha^{(i)} - F_n$ and $\alpha^{(i)} - 2^n$ and the regulator. Then for a solution $(x, y)$ we estimate the units $\beta^{(i)} = x - \alpha^{(i)}y$. Finally, for a representation $\beta = \pm \eta_1^u \eta_2^v$ we bound the exponents $u_1, u_2$.

For small $n$ we solve Equation (2) using the functions `thueinit` and `thue` of PARI/GP [12]. For $n \leq 28$ this takes only a couple of minutes on a usual PC and we have
Lemma 5. For $n \leq 28$ the only solutions $(x, y) \in \mathbb{Z}^2$ to Equation (2) are those given in Theorem 1.

From now on, we assume that $n > 28$. In the course of the paper we will be doing a lot of estimations. In order to keep track of constants, we use the following $L$-notation: For real functions $f(n), g(n)$ with $g > 0$ we write $f(n) = L(g(n))$ if $|f(n)| \leq g(n)$ for all $n \geq 29$. Note that after finishing Section 4 we will assume $n > 1000$. Then statements involving the $L$-notation will only need to hold for $n > 1000$.

Lemma 6. The solutions $(x, y) \in \mathbb{Z}^2$ to Equation (2) with $|y| \leq 1$ are precisely the trivial solutions given in (3).

Proof. If $y = 0$, then (2) becomes $x^3 = \pm 1$, which yields the solution $(\pm 1, 0)$. If $|y| = 1$, then either $x(x \pm F_n)(x \pm 2^n) = 0$ or $x(x \pm F_n)(x \pm 2^n) = \pm 2$. The first case yields the solutions $(0, \pm 1), \mp(F_n, 1), \pm(2^n, 1)$. In the second case we see that for $n \geq 2$ the difference between the factors $x$ and $x \pm 2^n$ is at least 4 so the product cannot be a divisor of 2. For $n = 1$ there are no non-trivial solutions with $|y| \leq 1$ e.g. by Lemma 5.

From now on, we are only interested in solutions $(x, y)$ with $|y| \geq 2$.

Consider the polynomial corresponding to (2) at $Y = 1$:

$$f_n(X) := X(X - F_n)(X - 2^n) - 1.$$  

Polynomials of this form, and in particular unit structures of related orders, have been studied e.g. in [3], [11] and [14]. The following lemma is due to Thomas [14, Theorem 3.9].

Lemma 7. (Thomas) Let $f(X) = X(X - r)(X - s) - 1$ with integers $2 \leq r \leq s - 2$. Then $f(X)$ is irreducible with three distinct real roots. If $\alpha$ is a zero of $f(X)$, then \{\alpha, \alpha - r\} is a fundamental system of units of the order $\mathbb{Z}[\alpha]$.

Note that since in the lemma we have $\alpha(\alpha - r)(\alpha - s) = 1$, any two of the three units $\alpha, \alpha - r, \alpha - s$ form a fundamental system of units of $\mathbb{Z}[\alpha]$.

Let us denote the roots of $f_n$ by $\alpha^{(i)}$ ($i = 1, 2, 3$) with $\alpha^{(1)} < \alpha^{(2)} < \alpha^{(3)}$. Moreover, let $G_1 := 0, G_2 := F_n$ and $G_3 = 2^n$, so that

$$f_n(X) = (X - G_1)(X - G_2)(X - G_3) - 1.$$  

Now set

$$\eta_i^{(k)} := \alpha^{(k)} - G_i \quad (i, k = 1, 2, 3).$$

Then by Lemma 7, any two of $\eta_1^{(k)}, \eta_2^{(k)}, \eta_3^{(k)}$ form a system of fundamental units of $\mathbb{Z}[\alpha^{(k)}]$. Finally, let us denote the logarithms by

$$l_i^{(k)} := \log |\eta_i^{(k)}|.$$  

Note that all these terms implicitly depend on $n$. We estimate the units $\eta_i^{(k)}$ and in particular the roots of $f_n$:
Lemma 8. The roots of \( f_n \) can be estimated by

\[
\alpha^{(i)} = G_i + L(0.5^n) \quad (i = 1, 2, 3).
\]

Proof. Note that \( f_n(0) = -1 \) and

\[
f_n(0.5^n) = 0.5^n(0.5^n - F_n)(0.5^n - 2^n) - 1 > 0.
\]

Therefore, a zero must lie between 0 and 0.5, i.e. one of the zeros can be estimated by \( G_1 + L(0.5^n) \).

Similarly, \( f_n(F_n) = f_n(2^n) = -1 \) and one can check that \( f_n(F_n - 0.5^n) > 0 \) and \( f_n(2^n + 0.5^n) > 0 \). Thus, the other two roots are given by \( G_2 + L(0.5^n) \) and \( G_3 + L(0.5^n) \).

Lemma 9. We have

\[
l^{(k)}_i = \begin{cases} 
n \log 2 + L(0.81^n) & \text{if } i \neq k \text{ and } \max\{i, k\} = 3, \\
n \log \varphi - \log \sqrt{5} + L(2 \cdot 0.81^n) & \text{if } i \neq k \text{ and } \max\{i, k\} = 2, \\
-n(\log \varphi + \log 2) + \log \sqrt{5} + L(3 \cdot 0.81^n) & \text{if } i = k \in \{1, 2\}, \\
-2n \log 2 + L(2 \cdot 0.81^n) & \text{if } i = k = 3.
\end{cases}
\]

Proof. For \( i \neq k \) we have

\[
l^{(k)}_i = \log |\alpha^{(k)} - G_i| = \log |G_k + L(0.5^n) - G_i| \\
= \log \left| G_{\max\{i, k\}} \left( 1 - \frac{G_{\min\{i, j\}}}{G_{\max\{i, j\}}} + \frac{L(0.5^n)}{G_{\max\{i, j\}}} \right) \right| \\
= \log |G_{\max\{i, k\}}| + L(0.81^n),
\]

where we used that

\[
\frac{G_{\min\{i, j\}}}{G_{\max\{i, j\}}} + \frac{L(0.5^n)}{G_{\max\{i, j\}}} \leq \frac{G_2}{G_3} + \frac{0.5^n}{G_3} \\
= \frac{\varphi^n - \psi^n + \sqrt{5} \cdot 0.5^n}{\sqrt{5} \cdot 2^n} < \frac{1}{2} \cdot 0.81^n,
\]

where the constant 0.81 comes from \( \varphi/2 \approx 0.809 < 0.81 \).

If \( i \neq k \) and \( \max\{i, k\} = 3 \), then by (5)

\[
l^{(k)}_i = \log 2^n + L(0.81^n) = n \log 2 + L(0.81^n).
\]

If \( i \neq k \) and \( \max\{i, j\} = 2 \), then

\[
l^{(k)}_i = \log F_n + L(0.81^n) = \log \frac{\varphi^n - \psi^n}{\sqrt{5}} + L(0.81^n) \\
= \log \varphi^n + \log(1 - (\psi/\varphi)^n) - \log \sqrt{5} + L(0.81^n) \\
= n \log \varphi + L(2 \cdot 0.39^n) - \log \sqrt{5} + L(0.81^n) \\
= n \log \varphi - \log \sqrt{5} + L(2 \cdot 0.81^n).
\]
The estimates for $i = k$ then follow immediately from the fact that $\eta_1^{(k)} \eta_2^{(k)} \eta_3^{(k)} = (\alpha^{(k)} - G_1)(\alpha^{(k)} - G_2)(\alpha^{(k)} - G_3) = 1$ and therefore $l_1^{(k)} + l_2^{(k)} + l_3^{(k)} = 0$. □

Now we can easily estimate the regulator of the unit group of $\mathbb{Z} [\alpha^{(i)}]$: 

**Lemma 10.** Let $i, j, k, l \in \{1, 2, 3\}$ with $i \neq j, k \neq l$ and let

$$R := \left| \det \begin{pmatrix} \log |\eta_1^{(k)}| & \log |\eta_1^{(j)}| \\ \log |\eta_2^{(l)}| & \log |\eta_2^{(l)}| \end{pmatrix} \right| = \left| \det \begin{pmatrix} l_1^{(k)} & l_1^{(j)} \\ l_2^{(l)} & l_2^{(l)} \end{pmatrix} \right| = \left| l_1^{(k)} l_2^{(l)} - l_1^{(l)} l_2^{(k)} \right|.$$ 

Then the value of $R$ is independent of the choice of $i, j, k, l$ and we have

$$n^2 < R < 2n^2.$$ 

**Proof.** The independence of the choice of $i, j, k, l$ follows from the unit group structure: Since $\eta_1^{(k)} \eta_2^{(k)} \eta_3^{(k)} = 1$ and $\eta_1^{(1)} \eta_1^{(2)} \eta_1^{(3)} = \mathcal{N}_{\mathbb{Q}(\alpha^{(1)})/\mathbb{Q}}(\eta_1^{(1)}) = \pm 1$, we have

$$\left( \begin{array}{c} l_{11}^{(k)} \\ l_{21}^{(l)} \end{array} \right) + \left( \begin{array}{c} l_{12}^{(k)} \\ l_{22}^{(l)} \end{array} \right) + \left( \begin{array}{c} l_{13}^{(k)} \\ l_{23}^{(l)} \end{array} \right) = 0 \quad \text{and} \quad \left( \begin{array}{c} l_{11}^{(1)} \\ l_{21}^{(1)} \end{array} \right) + \left( \begin{array}{c} l_{12}^{(2)} \\ l_{22}^{(2)} \end{array} \right) + \left( \begin{array}{c} l_{13}^{(3)} \\ l_{23}^{(3)} \end{array} \right) = 0.$$ 

Thus we may exchange columns and lines in the matrix in the lemma, changing at most the sign of the determinant.

Using Lemma 9 we compute

$$\pm R = \det \begin{pmatrix} l_{11}^{(1)} & l_{12}^{(1)} \\ l_{21}^{(2)} & l_{22}^{(2)} \end{pmatrix} = l_{11}^{(1)} l_{22}^{(2)} - l_{12}^{(1)} l_{21}^{(2)}$$

$$= (-n \log \phi + \log 2 + \log \sqrt{5} + L(3 \cdot 0.81^n))^2$$

$$- (n \log \phi - \log \sqrt{5} + L(2 \cdot 0.81^n))^2$$

$$= n^2 (2 \log \phi \log 2 + (\log 2)^2) - n \cdot 2 \log 2 \log \sqrt{5} + L(10n \cdot 0.81^n)$$

$$= n^2 (2 \log \phi \log 2 + (\log 2)^2) + L(1.2n) \approx 1.15n^2 + L(1.2n)$$

and the inequalities follow. □

Now let $(x, y) \in \mathbb{Z}^2$ be a solution of (2) with $|y| \geq 2$ and let $\alpha = \alpha^{(1)}$. Then we set

$$\beta := x - \alpha y.$$ 

This is a unit in $\mathbb{Z}[\alpha]$, since

$$\mathcal{N}_{\mathbb{Q}(\alpha)/\mathbb{Q}}(x - \alpha y) = (x - \alpha^{(1)} y)(x - \alpha^{(2)} y)(x - \alpha^{(3)} y) = x(x - F_n y)(x - 2^n y) - y^3 = \pm 1.$$ 

We denote the conjugates of $\beta$ as usual by $\beta^{(i)} = x - \alpha^{(i)} y$ ($i = 1, 2, 3$) and we define the **type** $j$ of a solution $(x, y) \in \mathbb{Z}$ of (2) by

$$|\beta^{(j)}| = \min_{i=1,2,3} |\beta^{(i)}|.$$ 

From now on let $j$ be the type of $(x, y)$ and $\{j, k, l\} = \{1, 2, 3\}$. We collect some information on the size of the $\beta^{(i)}$: 
Lemma 11. We have

\begin{equation}
|\beta(j)| \leq \frac{4}{|y|^2 \cdot |\alpha(i) - \alpha(j)| \cdot |\alpha(k) - \alpha(j)|},
\end{equation}

\begin{equation}
|\beta(i)| \geq \frac{|y| \cdot |\alpha(i) - \alpha(j)|}{2} \quad \text{for } i = k, l
\end{equation}

and

\begin{equation}
\log |\beta(i)| = \log |y| + \frac{L(0.4^n)}{2} + L(0.4^n) \quad \text{for } i = k, l.
\end{equation}

Proof. For \( i \neq j \) we have

\[ |y| \cdot |\alpha(i) - \alpha(j)| = |\alpha(i) y - x + x - \alpha(j) y| \leq |\beta(i)| + |\beta(j)| \leq 2|\beta(i)|, \]

which proves Inequality (7). Since \( \beta(1) \beta(2) \beta(3) = \pm 1 \), we get

\begin{equation}
|\beta(j)| = \frac{1}{|\beta(k)||\beta(l)|} \leq \frac{4}{|y|^2 |\alpha(i) - \alpha(j)| |\alpha(k) - \alpha(j)|} \leq \frac{1}{|\alpha(i) - \alpha(j)| |\alpha(k) - \alpha(j)|}
\end{equation}

and we have proven Inequality (6). Moreover, using Lemma 8, it is easy to see that

\[ |\alpha(i) - \alpha(j)||\alpha(k) - \alpha(j)| \geq |\alpha(1) - \alpha(2)||\alpha(3) - \alpha(2)| \]

\[ \geq (F_n - 2 \cdot 0.5^n)(2^n - F_n - 2 \cdot 0.5^n) \]

\[ > 2^n. \]

Thus we get from (9)

\begin{equation}
\beta(j) = L(0.5^n).
\end{equation}

For \( i = k, l \) we have

\[ \left| \frac{\beta(i)}{y} \right| = \left| \frac{x}{y} - \alpha(j) + \alpha(j) - G_j + G_j - \alpha(i) \right| \]

and since \( x/y - \alpha(j) = \beta(j)/y = L(0.5^n) \) by (10), \( \alpha(j) - G_j = L(0.5^n) \) by Lemma 8 and \( G_j - \alpha(i) = \eta_j^{(i)} \), we get

\[ \left| \frac{\beta(i)}{y} \right| = |\eta_j^{(i)}| + L(2 \cdot 0.5^n). \]

Since \( |\eta_j^{(i)}| \geq F_n - 0.5^n > 1.5^n \), this yields

\[ \left| \frac{\beta(i)}{y} \right| = |\eta_j^{(i)}| \left( 1 + L \left( \frac{2 \cdot 0.5^n}{|\eta_j^{(i)}|} \right) \right) = |\eta_j^{(i)}| \left( 1 + L \left( \frac{1}{2} \cdot 0.4^n \right) \right). \]

Taking logarithms we obtain Inequality (8). \[ \square \]
Finally, note that since \( \eta_1 = \eta_1^{(1)} \) and \( \eta_2 = \eta_2^{(1)} \) are fundamental units in \( \mathbb{Z}[\alpha] \), we can write \( \beta = \beta^{(1)} \) as
\[
(11) \quad \beta = \pm \eta_1^{u_1} \eta_2^{u_2}.
\]
We find an upper bound for \( u_1 \) and \( u_2 \):

**Lemma 12.** For \( u_1, u_2 \) from (11) we have
\[
\max\{|u_1|, |u_2|\} < \frac{2\log|y|}{n} + 2.
\]

**Proof.** We take the absolute value and the logarithm of (11) and consider the two conjugates which do not correspond to the type \( j \) of \( (x, y) \). We get
\[
\log|\beta^{(k)}| = u_1 \log|\eta_1^{(k)}| + u_2 \log|\eta_2^{(k)}|,
\]
\[
\log|\beta^{(l)}| = u_1 \log|\eta_1^{(l)}| + u_2 \log|\eta_2^{(l)}|,
\]
which we can rewrite as
\[
\begin{pmatrix}
\log|\beta^{(k)}| \\
\log|\beta^{(l)}|
\end{pmatrix} =
\begin{pmatrix}
\eta_1^{(k)} & \eta_2^{(k)} \\
\eta_1^{(l)} & \eta_2^{(l)}
\end{pmatrix}
\begin{pmatrix}
u_1 \\
u_2
\end{pmatrix}.
\]
We denote the above \((2 \times 2)\)-matrix by \( A \). Then \( A \) has exactly the form of the matrix in Lemma 10. In particular, it has non-zero determinant and we can apply its inverse obtaining
\[
\begin{pmatrix}u_1 \\
u_2\end{pmatrix} = A^{-1} \begin{pmatrix}
\log|\beta^{(k)}| \\
\log|\beta^{(l)}|
\end{pmatrix}.
\]
Taking the maximum absolute row sum norm \( \| \cdot \|_\infty \) on both sides, we see that
\[
\max\{|u_1|, |u_2|\} \leq \|A^{-1}\|_\infty \max\{\log|\beta^{(k)}|, \log|\beta^{(l)}|\}.
\]
The inverse of \( A \) is given by
\[
A^{-1} = \frac{1}{\det A} \begin{pmatrix}l_2^{(l)} & -l_2^{(k)} \\
-l_1^{(l)} & \eta_1^{(k)}\end{pmatrix}.
\]
Since \( |\det A| = R > n^2 \) by Lemma 10, we can use Lemma 9 to estimate the absolute row sum norm of \( A^{-1} \):
\[
\|A^{-1}\|_\infty < \frac{1}{n^2} (n(\log \varphi + \log 2) - \log \sqrt{5} + L(3 \cdot 0.81^n) + n \log 2 + L(0.81)) < 2n^{-1}.
\]
Combining (12), (13), (8) and Lemma 9 we obtain
\[
\max\{|u_1|, |u_2|\} < 2n^{-1}(\log|y| + \max\{|\eta_1^{(k)}|, |\eta_1^{(l)}|\} + L(0.4^n))
\]
\[
< 2n^{-1}(\log|y| + 0.7n) = \frac{2\log|y|}{n} + 2.
\]
4. An upper bound for \( \log |y| \) and solutions for \( n \leq 1000 \). In this section we do the standard procedure for solving Thue equations and bound \( |y| \) in terms of \( n \). Note that such a bound can be obtained immediately from an explicit result by Bugeaud and Győry [4]. However, we want slightly better constants and we also want to completely solve Equation (2) for \( n \leq 1000 \).

**Lemma 13.** For \( n > 28 \) we have
\[
\log |y| < 3.66 \cdot 10^{16} \cdot n^3.
\]

**Proof.** Note that the identity
\[
(\alpha^{(j)} - \alpha^{(k)})\beta^{(l)} + (\alpha^{(l)} - \alpha^{(j)})\beta^{(k)} + (\alpha^{(k)} - \alpha^{(l)})\beta^{(j)} = 0
\]
implies
\[
\frac{\alpha^{(j)} - \alpha^{(k)}}{\alpha^{(j)} - \alpha^{(l)}} \cdot \frac{\beta^{(l)}}{\beta^{(k)}} - 1 = \frac{\alpha^{(l)} - \alpha^{(k)}}{\alpha^{(j)} - \alpha^{(l)}} \cdot \frac{\beta^{(j)}}{\beta^{(k)}}.
\]

We estimate the right hand side of (14) using (6) and (7) from Lemma 11. We also use Lemma 8 to estimate the differences between the roots \( \alpha^{(i)} \):
\[
\left| \frac{\alpha^{(l)} - \alpha^{(k)}}{\alpha^{(j)} - \alpha^{(l)}} \cdot \frac{\beta^{(j)}}{\beta^{(k)}} \right| \leq \frac{|\alpha^{(l)} - \alpha^{(k)}|}{|\alpha^{(j)} - \alpha^{(l)}|} \cdot \frac{4}{|\alpha^{(l)} - \alpha^{(k)}|} \cdot \frac{2}{|\alpha^{(l)} - \alpha^{(k)}|} = \frac{8}{|y|^3} \cdot \frac{|\alpha^{(j)} - \alpha^{(l)}|^2 |\alpha^{(j)} - \alpha^{(k)}|^2}{|\alpha^{(l)} - \alpha^{(k)}|^2 |\alpha^{(k)} - \alpha^{(l)}|^2} \leq \frac{8}{|y|^3} \cdot \frac{|\alpha^{(3)} - \alpha^{(1)}|^2 |\alpha^{(2)} - \alpha^{(1)}|^2}{(2^n - F_n - 2 \cdot 0.5^n)^2 (F_n - 2 \cdot 0.5^n)^2} < 40 \cdot 0.2^n \cdot |y|^{-3}.
\]

Next we use the representation for \( \beta \) from (11) and rewrite the left hand side of (14) as
\[
\frac{\alpha^{(j)} - \alpha^{(k)}}{\alpha^{(j)} - \alpha^{(l)}} \cdot \frac{\beta^{(l)}}{\beta^{(k)}} - 1 = \frac{\alpha^{(j)} - \alpha^{(k)}}{\alpha^{(j)} - \alpha^{(l)}} \cdot \left( \frac{\eta_1^{(l)}}{\eta_1^{(k)}} \right)^{u_1} \left( \frac{\eta_2^{(l)}}{\eta_2^{(k)}} \right)^{u_2} - 1.
\]

Since \( |\log x| < 2|x - 1| \) for \( |x - 1| < 0.5 \), we obtain from (14), (15) and (16)
\[
\Lambda := \left| \log \frac{\alpha^{(j)} - \alpha^{(k)}}{\alpha^{(j)} - \alpha^{(l)}} \right| + u_1 \log \left| \frac{\eta_1^{(l)}}{\eta_1^{(k)}} \right| + u_2 \log \left| \frac{\eta_2^{(l)}}{\eta_2^{(k)}} \right| < 80 \cdot 0.2^n \cdot |y|^{-3}.
\]

Note that \( \Lambda \) is zero if and only if (16) is zero. But (16) is only zero if (14) is zero, which is not the case because the right hand side is clearly non-zero. Thus \( \Lambda \neq 0 \).

In order to apply a lower bound for linear forms in logarithms, we need to estimate the heights of the numbers in the logarithms, let us call these numbers \( \gamma_0, \gamma_1, \gamma_2 \). The height of the roots \( \alpha^{(i)} \) is given by
\[
h(\alpha^{(i)}) = \frac{1}{3} (\log |\alpha^{(2)}| + \log |\alpha^{(3)}|) < 0.4 \cdot n \quad (i = 1, 2, 3),
\]
where we used Lemma 8 for the estimation. By the properties of heights we have
\[ h(\gamma_0) = h \left( \frac{\alpha^{(j)} - \alpha^{(k)}}{\alpha^{(j)} - \alpha^{(l)}} \right) \leq 2h(\alpha^{(j)}) + h(\alpha^{(k)}) + h(\alpha^{(l)}) + 2 \log 2 < 1.7n \]
and
\[ h(\gamma_i) = h \left( \frac{\eta_i^{(l)} - G_i}{\eta_i^{(k)} - G_i} \right) = h \left( \frac{\alpha^{(l)} - G_i}{\alpha^{(k)} - G_i} \right) \leq 2h(G_i) + h(\alpha^{(l)}) + h(\alpha^{(k)}) + 2 \log 2 < 2 \cdot n \log 2 + 2 \cdot 0.4 \cdot n + 2 \log 2 < 2.3n \quad (i = 1, 2). \]

By Lemma 12 we may set
\[ B := \frac{2 \log |y|}{n} + 2. \]
Note that \( D = [\mathbb{Q}(\gamma_0, \gamma_1, \gamma_2) : \mathbb{Q}] \leq 6 \), so an application of Lemma 1 yields
\[ \log |A| > -1.4 \cdot 10^{11} \cdot 6^2 \cdot \log(e \cdot 6) \cdot \log \left( e \cdot \left( \frac{2 \log |y|}{n} + 2 \right) \right) \cdot 6^3 \cdot 1.7n \cdot 2.3n \cdot 2.3n. \]
If \( \log |y|/n < 4 \), then we are already done. Thus we may assume \( \log |y|/n \geq 4 \) and estimate \( \log(e(2 \log |y|/n + 2)) \leq \log \log |y| - \log n + 2 \) and obtain
\[ \log |A| > -C_1(\log \log |y| - n + 2)n^3, \]
with \( C_1 = 2.74 \cdot 10^{16} > 1.4 \cdot 10^{11} \cdot 6^2 \cdot \log(e \cdot 6) \cdot 6^3 \cdot 1.7 \cdot 2.3 \cdot 2.3. \) Thus, combined with (17) we have
\[ -C_1(\log \log |y| - n + 2)n^3 < \log 80 + n \log 0.2 - 3 \log |y|. \]
This implies
\[ \log |y| < \frac{C_1}{3} (2n^3 + \log \log |y|) \]
and with Lemma 4 we get
\[ \log |y| < \frac{2C_1}{3} \left( 2n^3 + \log \frac{C_1}{3} \right) < 3.66 \cdot 10^{16} \cdot n^3. \]

**Lemma 14.** For \( 28 < n \leq 1000 \) the only solutions to (2) are the trivial solutions.

**Proof.** Using Sage [13], we do the following procedure for each \( n = 29, \ldots, 1000 \). First, we use Lemma 13 to compute an upper bound for \( \log |y| \):
\[ L := 3.66 \cdot 10^{16} \cdot n^3. \]

Then we compute the bound for \( |u_1|, |u_2| \) from Lemma 12:
\[ M := \frac{2L}{n} + 2. \]
Next, we recall Inequality (17):

\[ |\log \gamma_0 + u_1 \log \gamma_1 + u_2 \log \gamma_2| < 80 \cdot 0.2^n \cdot |y|^{-3}, \]

where

\[ \gamma_0 = \left| \frac{\alpha^{(j)} - \alpha^{(k)}}{\alpha^{(j)} - \alpha^{(l)}} \right|, \quad \gamma_1 = \left| \frac{\eta_1^{(l)}}{\eta_1^{(k)}} \right|, \quad \gamma_2 = \left| \frac{\eta_2^{(l)}}{\eta_2^{(k)}} \right|, \]

and use the Baker-Davenport reduction method to reduce the bound on \(|y|\). In the following, we distinguish between the three cases \(j = 1, 2, 3\) (note that we can then choose the values for \(k\) and \(l\) freely, and switching the values of \(k, l\) does not change the reduction process anyway). In each case the numbers \(\gamma_0, \gamma_1, \gamma_2\) depend on \(n\) and can be computed to arbitrarily high precision (since the the roots \(\alpha^{(1)}, \alpha^{(2)}, \alpha^{(3)}\) of \(f_n(X)\) can be determined numerically). After finding a suitable convergent \(\frac{p}{q}\) to \(\frac{\log \gamma_1}{\log \gamma_2}\), such that the \(\varepsilon\) in Lemma 2 is positive, we compute the upper bound for \(|y|\):

\[ Y := \left( \frac{q \cdot 80 \cdot 0.2^n}{\varepsilon |\log \gamma_2|} \right)^{1/3}. \]

Indeed, we manage to find such a convergent (and therefore a bound \(Y\)) in each case and for each \(n\). Then we note that by Lemma 11 we have

\[ |x - \alpha^{(j)}y| = |\beta^{(j)}| \leq \frac{4}{|y|^2 |\alpha^{(l)} - \alpha^{(j)}| \cdot |\alpha^{(k)} - \alpha^{(j)}|} < \frac{1}{2|y|}, \]

which implies that \(\frac{p}{q}\) is a convergent to \(\alpha^{(j)}\) (see e.g. [1, p. 47]). Thus we only need to check all the convergents \(\frac{p}{q}\) to \(\alpha^{(j)}\) with \(2 \leq y < Y\). The size of \(Y\) varies with the values of \(j, k, l\) and \(n\) and lies between 4 and \(3.29 \cdot 10^{99}\) in each case. We ran all the computations in Sage for \(n = 29, \ldots, 1000\) and all three cases \(j = 1, 2, 3\). The computations took about one hour on a usual PC and revealed no solutions.

\[ \square \]

**Remark 1.** In the above computations the size of \(Y\) varies considerably. Not only is there a general increase in \(Y\) as \(n\) grows, but also does the case \(j = 3\) yield much larger values than the cases \(j = 1, 2\).

Usually, in the Baker-Davenport reduction it is enough to find a convergent \(p/q\) with \(q > 6M\) for \(\varepsilon\) to be positive, and \(\varepsilon\) is a rather random small positive number. Thus, at first glance, we would expect \(Y\) to get smaller and smaller, because \(q\) and \(\log \gamma_2\) are roughly linear in \(n\) and the factor \(0.2^n\) should make \(Y\) very small.

However, if \(j = 1\) or \(j = 2\), then it turns out that \(\gamma_0 \approx \frac{1}{\gamma_1}\), so \(\frac{\log \gamma_1}{\log \gamma_2}\) and \(\frac{\log \gamma_0}{\log \gamma_2}\) have very similar size (and opposite sign). Thus, \(q\) must be very large if

\[ \varepsilon = \left\| \frac{\log \gamma_0}{\log \gamma_2} q \right\| - M \left\| \frac{\log \gamma_1}{\log \gamma_2} q \right\| \]

should be positive. And even when \(\varepsilon\) is positive, it will be very small (increasing \(q\) further makes \(\varepsilon\) larger, but does not help reduce \(Y\)). This is the reason that \(Y\)
is surprisingly large and the effect gets more significant as \( n \) grows. For \( n = 29 \) we get approximately \( Y = 4.18 \) for \( j = 1 \) and \( Y = 4.74 \) for \( j = 2 \). For \( n = 1000 \) we get \( Y = 1.47 \cdot 10^7 \) and \( Y = 1.30 \cdot 10^7 \).

If \( j = 3 \), then the situation is even worse: \( \gamma_0 \) gets very close to 1 and \( \frac{\log \gamma_0}{\log \gamma_2} \) gets very close to zero as \( n \) increases. Moreover, \( \gamma_1 \approx \frac{1}{\gamma_2} \), so \( \frac{\log \gamma_1}{\log \gamma_2} \) gets very close to \(-1\). It turns out that we need extremely large \( q \) for \( \varepsilon \) to be positive. For \( n = 29 \) we get approximately \( Y = 5670 \), and for \( n = 1000 \) we get \( Y = 3.28 \cdot 10^9 \).

In the next section we will see again that there seems to be a fundamental difference between the cases \( j = 1, 2 \) and the case \( j = 3 \). But there, \( j = 3 \) will be the easier scenario.

5. A lower bound for \( \log |y| \). In this section we find a lower bound for \( \log |y| \) depending on \( n \) and on the type of the solution \((x, y)\).

In view of Lemma 14, we assume from now on that \( n > 1000 \).

**Lemma 15.** If \( n > 1000 \) and the type of \((x, y)\) is \( j = 3 \), then

\[
\log |y| > 1.2^n.
\]

**Proof.** Assume that \( j = 3 \). Since \( \beta \) is a unit in \( \mathbb{Z}[\alpha] \) and \( \eta_2 = \eta_2^{(1)}, \eta_3 = \eta_3^{(1)} \) are a fundamental system of units of \( \mathbb{Z}[\alpha] \), we can write

\[
\beta = \pm \eta_2^{u_2} \eta_3^{u_3}.
\]

Taking absolute values and considering the logarithm and the conjugates, we obtain

\[
\log |\beta^{(1)}| = u_2 l_2^{(1)} + u_3 l_3^{(1)},
\]

\[
\log |\beta^{(2)}| = u_2 l_2^{(2)} + u_3 l_3^{(2)}.
\]

We solve the system of linear equations for \( u_2 \) and get

\[
\pm Ru_2 = u_2(l_2^{(1)} l_3^{(2)} - l_2^{(2)} l_3^{(1)}) = l_3^{(2)} \log |\beta^{(1)}| - l_3^{(1)} \log |\beta^{(2)}|.
\]

Plugging in Equation (8) from Lemma 11 yields

\[
\pm Ru_2 = l_3^{(2)} (\log |y| + l_3^{(1)} + L(0.4^n)) - l_3^{(1)} (\log |y| + l_3^{(2)} + L(0.4^n))
\]

\[
= \log |y|(l_3^{(2)} - l_3^{(1)}) + L(2 \cdot 0.7n \cdot 0.4^n) = \log |y|(l_3^{(2)} - l_3^{(1)}) + L(0.5^n),
\]

where we used Lemma 9 to estimate \(|l_3^{(2)}|, |l_3^{(1)}| \leq 0.7n \) in the \( L \)-term.

In order to show that Equation (18) is not zero, we estimate \(|l_3^{(2)} - l_3^{(1)}| \) from
below using Lemma 8:

\[ l_3^{(1)} - l_3^{(2)} = \log |\alpha^{(1)} - G_3| - \log |\alpha^{(2)} - G_3| \]
\[ = \log |L(0.5^n) - 2^n| - \log |F_n + L(0.5^n) - 2^n| \]
\[ = \log(2^n(1 + L(0.25^n))) - \log \left(2^n \left(1 - \frac{F_n}{2^n} + L(0.25^n)\right)\right) \]
\[ = \log(1 + L(0.25^n)) - \log \left(1 - \frac{F_n}{2^n} + L(0.25^n)\right) \]
\[ = \log(1 + L(0.25^n)) - \log \left(1 - \frac{1}{\sqrt{5}} \left(\frac{\varphi}{2}\right)^n + L(0.31^n)\right) \]
\[ > -2 \cdot 0.25^n - \frac{1}{2} \left(-\frac{1}{\sqrt{5}} \left(\frac{\varphi}{2}\right)^n + 0.31^n\right) > 0.80^n. \]

Note that the constant 0.31 comes from \(|\psi|/2 \approx 0.309 < 0.31\) and 0.80 comes from \(\varphi/2 \approx 0.809 > 0.80\). Now since \(|y| \geq 2\), the right hand side of (18) must be non-zero. Thus the integer \(u_2\) is non-zero and we get from (18)

\[
R \leq |\pm Ru_2| = \log |y| |l_3^{(2)} - l_3^{(1)}| + L(0.5^n).
\]

Now we estimate \(|l_3^{(2)} - l_3^{(1)}|\) from above. As in the above computations we have

\[
|l_3^{(2)} - l_3^{(1)}| = l_3^{(1)} - l_3^{(2)} = \log(1 + L(0.25^n)) - \log \left(1 - \frac{1}{\sqrt{5}} \left(\frac{\varphi}{2}\right)^n + L(0.31^n)\right) \]
\[< 0.25^n - 2 \left(-\frac{1}{\sqrt{5}} \left(\frac{\varphi}{2}\right)^n - 0.31^n\right) < 0.81^n. \]

With this estimate and Lemma 10, Inequality (19) implies

\[
\log |y| \geq \frac{R - 0.5^n}{|l_3^{(2)} - l_3^{(1)}|} > \frac{n^2 - 0.5^n}{0.81^n} > 1.2^n.
\]

**Lemma 16.** If \(n > 1000\) and the type of \((x, y)\) is \(j \in \{1, 2\}\), then

\[
\log |y| > \exp \left(\frac{n}{5.7 \cdot 10^{12}} - \log n - 4\right).
\]

**Proof.** This time we consider the fundamental units \(\eta_1 = \eta_1^{(1)}\) and \(\eta_2 = \eta_2^{(1)}\) and write

\[
\beta = \pm \eta_1^{u_1} \eta_2^{u_2},
\]
as in Equation (11). We distinguish between the two cases \(j = 1\) and \(j = 2\).

**Case 1:** \(j = 1\). We take absolute values, logarithms and consider the second and third conjugate:

\[
\log |\beta^{(2)}| = u_1 l_1^{(2)} + u_2 l_2^{(2)},
\]
\[
\log |\beta^{(3)}| = u_1 l_1^{(3)} + u_2 l_2^{(3)}.\]
Solving the system of linear equations for \( u_1 \) we obtain

\[
(l_1^{(2)} l_2^{(3)} - l_1^{(3)} l_2^{(2)}) u_1 = l_2^{(3)} \log |\beta^{(2)}| - l_2^{(2)} \log |\beta^{(3)}|.
\]

By Equation (8) in Lemma 11 we have

\[
l_2^{(3)} \log |\beta^{(2)}| - l_2^{(2)} \log |\beta^{(3)}| \\
= \log |y| (l_2^{(3)} - l_2^{(2)}) + l_1^{(2)} l_2^{(3)} - l_1^{(3)} l_2^{(2)} + (|l_2^{(3)}| + |l_2^{(2)}|) L(0.4^n) \\
= \log |y| (l_2^{(3)} - l_2^{(2)}) + (l_1^{(2)} l_2^{(3)} - l_1^{(3)} l_2^{(2)}) + L(0.5^n),
\]

where we used Lemma 9 to estimate \(|l_2^{(3)}| + |l_2^{(2)}| \leq 2n\) and \(L(2n \cdot 0.4^n) = L(0.5^n)\). Together with (20) this implies

\[
\pm R(u_1 - 1) = \log |y| (l_2^{(3)} - l_2^{(2)}) + L(0.5^n).
\]

Similarly, solving for \( u_2 \) we obtain

\[
(l_2^{(2)} l_1^{(3)} - l_2^{(3)} l_1^{(2)}) u_2 = l_1^{(3)} \log |\beta^{(2)}| - l_1^{(2)} \log |\beta^{(3)}|
\]

and with Equation (8)

\[
\mp R u_2 = \log |y| (l_1^{(3)} - l_1^{(2)}) + l_1^{(3)} l_1^{(2)} - l_1^{(2)} l_1^{(3)} + (|l_1^{(3)}| + |l_1^{(2)}|) L(0.4^n) \\
= \log |y| (l_1^{(3)} - l_1^{(2)}) + L(0.5^n).
\]

Since neither of the factors \((l_2^{(3)} - l_2^{(2)}), (l_1^{(3)} - l_1^{(2)})\) is small, we cannot directly repeat the argument from the proof of Lemma 15. In order to combine Equations (21) and (22) in a helpful way, we estimate these two factors. Using Lemma 9 we obtain

\[
l_2^{(3)} - l_2^{(2)} = n \log 2 + L(0.81^n) - (-n (\log \varphi + \log 2) + \log \sqrt{5} + L(3 \cdot 0.81^n)) \\
= n (2 \log 2 + \log \varphi) - \log \sqrt{5} + L(4 \cdot 0.81^n),
\]

\[
l_1^{(3)} - l_1^{(2)} = n \log 2 + L(0.81^n) - (n \log \varphi - \log \sqrt{5} + L(2 \cdot 0.81^n)) \\
= n (\log 2 - \log \varphi) + \log \sqrt{5} + L(3 \cdot 0.81^n).
\]

Thus (21) and (22) become

\[
\pm R(u_1 - 1) = \log |y| (n (2 \log 2 + \log \varphi) - \log \sqrt{5} + L(4 \cdot 0.81^n)) + L(0.5^n),
\]

\[
\mp R u_2 = \log |y| (n (\log 2 - \log \varphi) + \log \sqrt{5} + L(3 \cdot 0.81^n)) + L(0.5^n).
\]

Now we subtract (24) multiplied by \((n (2 \log 2 + \log \varphi) - \log \sqrt{5})\) from (23) multiplied by \((n (\log 2 - \log \varphi) + \log \sqrt{5})\) and obtain

\[
\pm R((u_1 - 1)(n (\log 2 - \log \varphi) + \log \sqrt{5}) + u_2 (n (2 \log 2 + \log \varphi) - \log \sqrt{5})) \\
= \log |y| \cdot L(4 \cdot 0.81^n \cdot 0.3n + 3 \cdot 0.81^n \cdot 2n) + L(0.5^n \cdot 3n).
\]
Using the assumption \( n > 1000 \) to estimate the \( L \)-terms, we can rewrite the equation as

\[
\pm R(x_1 \log 2 + x_2 \log \varphi + x_3 \log \sqrt{5}) = \log |y| \cdot L(0.82^n),
\]

where

\[
x_1 = n(u_1 + 2u_2 - 1), \\
x_2 = n(-u_1 + u_2 + 1), \\
x_3 = u_1 - u_2 - 1.
\]

We set

\[
\Lambda := x_1 \log 2 + x_2 \log \varphi + x_3 \log \sqrt{5}.
\]

Since \( 2, \varphi \) and \( \sqrt{5} \) are multiplicatively independent, \( \Lambda \) can only be zero if \( x_1 = x_2 = x_3 = 0 \). For \( n > 0 \) it is easy to see that this is only the case if \( u_1 = 1 \) and \( u_2 = 0 \). But then we have \( x - \alpha y = \beta = \pm \eta_1^{u_1} \eta_2^{u_2} = \pm \eta_1 = \pm \alpha \), which means that we have the trivial solution \( (x, y) = (0, \pm 1) \). Thus we may assume \( \Lambda \neq 0 \) and apply Matveev’s bound (Lemma 1) to \( \Lambda \) with \( \gamma_1 = 2, \gamma_2 = \varphi, \gamma_3 = \sqrt{5} \) and \( b_i = x_i \) \( (i = 1, 2, 3) \). We have \( D = 2 \) and we may set

\[
A_1 := 1.4 > \max\{2h(2), |\log 2|, 0.16\} = 2 \log 2, \\
A_2 := 0.5 > \max\{2h(\varphi), |\log \varphi|, 0.16\} = \log \varphi, \\
A_3 := 1.7 > \max\{2h(\sqrt{5}), |\log \sqrt{5}|, 0.16\} = \log 5.
\]

Moreover, using Lemma 12 we can set

\[
\max\{|x_1|, |x_2|, |x_3|\} \leq n(|u_1| + 2|u_2| + 1) < n \left( \frac{2 \log |y|}{n} + 2 + 2 \left( \frac{2 \log |y|}{n} + 2 \right) + 1 \right) \\
= 6 \log |y| + 7n =: B.
\]

Then Lemma 1 yields

\[
\log |\Lambda| > -C_2 \log(e(6 \log |y| + 7n)),
\]

with \( C_2 = 1.13 \cdot 10^{12} > 1.4 \cdot 10^{11} \cdot 2^2 \cdot \log(e \cdot 2) \cdot 1.4 \cdot 0.5 \cdot 1.7 \).

Recall that by (26) we have

\[
R \cdot |\Lambda| \leq \log |y| \cdot 0.82^n,
\]

which implies

\[
\log |\Lambda| \leq \log \log |y| + n \log 0.82 - \log R.
\]

Combining this with (27) and noting that \( \log R > 0 \) by Lemma 10 we obtain

\[
-C_2 \log(e(6 \log |y| + 7n)) < \log \log |y| + n \log 0.82.
\]

Since \( \log(e(6 \log |y| + 7n)) < \log \log |y| + \log n + 4 \), this yields

\[
(- \log 0.82) \cdot n - C_2 \log n - 4C_2 < (C_2 + 1) \log \log |y|.
\]
This implies
\[
\frac{n}{(C_2 + 1)/(-\log 0.82)} - \log n - 4 < \log \log |y|,
\]
which is the desired lower bound.

**Case 2:** \( j = 2 \). This time we consider the first and third conjugate:

\[
\log |\beta^{(1)}| = u_1 l_1^{(1)} + u_2 l_2^{(1)},
\]
\[
\log |\beta^{(3)}| = u_1 l_1^{(3)} + u_2 l_2^{(3)}.
\]

Solving the system of linear equations for \( u_1 \) and \( u_2 \) and using Equation (8), we obtain analogously to Case 1:

\[
\pm Ru_1 = \log |y| (l_2^{(3)} - l_2^{(1)}) + L(0.5^n),
\]
\[
\mp R(u_2 - 1) = \log |y| (l_1^{(3)} - l_1^{(1)}) + L(0.5^n).
\]

We estimate the factors \((l_2^{(3)} - l_2^{(1)})\) and \((l_1^{(3)} - l_1^{(1)})\) using Lemma 9:

\[
l_2^{(3)} - l_2^{(1)} = n(\log 2 - \log \varphi) + \log \sqrt{5} + L(3 \cdot 0.81^n),
\]
\[
l_1^{(3)} - l_1^{(1)} = n(2 \log 2 + \log \varphi) - \log \sqrt{5} + L(4 \cdot 0.81^n).
\]

Thus (29) and (30) become

\[
\pm Ru_1 = \log |y| (n(\log 2 - \log \varphi) + \log \sqrt{5} + L(3 \cdot 0.81^n)) + L(0.5^n),
\]
\[
\mp R(u_2 - 1) = \log |y| (n(2 \log 2 + \log \varphi) - \log \sqrt{5} + L(4 \cdot 0.81^n)) + L(0.5^n).
\]

But now we are in exactly the same situation as in Case 1, except that \( u_1 \) and \( u_2 \) have switched roles. Thus we can repeat all the arguments from above. The only detail that changes is that \( \Lambda = 0 \) then yields \( u_1 = 0, u_2 = 1 \), which corresponds to the trivial solution \((x, y) = (F_n, 1)\). \( \square \)

**Remark 2.** In [6], the corresponding part to our Lemma 16 is Section 7. In [6, Sec. 7] the computations are more complicated because the Thue equations are of arbitrary degree. However, the computations there do not require another application of lower bounds for linear forms in logarithms: Because the author takes logarithms of polynomials (instead of linear recurrence sequences), he gets coefficients that involve the exponents of the polynomials, i.e. integers. Thus the equation corresponding to (25) has an integer factor on the left hand side instead of some logarithms, and it is enough to check that the equation is non-zero in order to get a good lower bound.

We, on the other hand, had to apply a lower bound for linear forms in logarithms. Note that another way to obtain the linear form in logarithms is to modify the linear form from the proof of Lemma 13. Such a trick has been done in [8].
6. Absolute bound for $n$ and finishing the proof. Comparing the bounds in Lemma 13, Lemma 15 and Lemma 16, we immediately obtain an absolute bound for $n$:

**Lemma 17.** There are no non-trivial solutions with $n > 1000$ and $j = 3$. If $j \in \{1, 2\}$, then

$$n < 1.03 \cdot 10^{15}.$$  

In order to finish the proof of Theorem 1 we only need to deal with the cases $j = 1, 2$ and $1000 < n < 1.03 \cdot 10^{15}$.

**Lemma 18.** There are no non-trivial solutions with $1000 < n < 1.03 \cdot 10^{15}$ and $j \in \{1, 2\}$.

**Proof.** We go back to Inequality (28) from the proof of Lemma 16, which together with Lemma 10 and Lemma 13 implies

$$|\Lambda| = |x_1 \log 2 + x_2 \log \varphi + x_3 \log \sqrt{5}| \leq \log |y| \cdot 0.82^n \cdot R^{-1} < 3.66 \cdot 10^{16} \cdot n^3 \cdot 0.82^n \cdot n^{-2} = 3.66 \cdot 10^{16} \cdot 0.82^n \cdot n,$$

where the $x_i$ are integers bounded in absolute values by

$$6 \log |y| + 7n < 6 \cdot 3.66 \cdot 10^{16} \cdot n^3 + 7n < 2.2 \cdot 10^{17} \cdot n^3 := M(n).$$

Then we apply the LLL-algorithm to find an absolute lower bound for $|\Lambda|$ as described in Lemma 3 with $M = M(1.03 \cdot 10^{15})$. To obtain the matrices $B$ and $B^*$ we use the matrix attributes `LLL()` and `gram_schmidt()` of Sage [13]. Indeed, with $C = 10^{192}$ the procedure works and we obtain

$$6.37 \cdot 10^{-127} < |\Lambda| < 3.66 \cdot 10^{16} \cdot 0.82^n \cdot n,$$

which implies $n < 1694$.

We repeat the whole procedure once more, this time using $M(1694)$ and $C = 10^{83}$. Then we obtain the inequality

$$3.67 \cdot 10^{-56} < |\Lambda| < 3.66 \cdot 10^{16} \cdot 0.82^n \cdot n,$$

which implies $n < 870$ and we are done. \qed

**Remark 3.** In the course of this paper we did a lot of estimations, many of which were not very sharp but also not relevant. For instance, the term $L(0.5^n)$ in Lemma 8 could have been chosen much smaller, but that would have had no effect. The estimate that probably played the most important role was $\varphi/2 \approx 0.81$. This played a role in Lemma 15 (it resulted in the constant 1.2) as well as in the proofs of Lemma 16 and Lemma 18 (where it finally showed up as the constant 0.82). This suggests that in the generalised problem

$$X(X - G_1(n)Y)(X - G_2(n)Y) - Y^3 = \pm 1,$$

where $G_1(n), G_2(n)$ are any linear recurrence sequences, the ratio between the dominant roots of $G_1, G_2$ might be essential for the approach used in this paper.
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