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Abstract
The COVID-19 pandemic has followed a wave pattern, with an increase in new cases followed by a drop. Several factors influence this pattern, including vaccination efficacy over time, human behavior, infection management measures used, emergence of novel variants of SARS-CoV-2, and the size of the vulnerable population, among others. In this study, we used three statistical approaches to analyze COVID-19 dissemination data collected from 15 November 2021 to 09 January 2022 for the prediction of further spread and to determine the behavior of the pandemic in the top 12 countries by infection incidence at that time, namely Distribution Fitting, Time Series Modeling, and Epidemiological Modeling. We fitted various theoretical distributions to data sets from different countries, yielding the best-fit distribution for the most accurate interpretation and prediction of the disease spread. Several time series models were fitted to the data of the studied countries using the expert modeler to obtain the best fitting models. Finally, we estimated the infection rates (β), recovery rates (γ), and Basic Reproduction Numbers (R₀) for the countries using the compartmental model SIR (Susceptible-Infectious-Recovered). Following more research on this, our findings may be validated and interpreted. Therefore, the most refined information may be used to develop the best policies for breaking the disease’s chain of transmission by implementing suppressive measures such as vaccination, which will also aid in the prevention of future waves of infection.

Introduction
So far, the COVID-19 pandemic has followed a wave pattern, with an increase in numbers of new cases followed by a decrease. During the pandemic, several factors have influenced whether new COVID-19 cases are increasing or declining across the countries. The effectiveness of vaccines over time, human behavior, infection control measures, the emergence of new variants, and the size of the population vulnerable due to a lack of immunity, and the size of immunized population, whether through natural infection or by active vaccination programs. For instance, during the winter months of 2020–21 in many countries, a large surge of COVID-19 cases occurred as people traveled and gathered for the holidays [1]. Vaccines began arriving in various countries in December 2020, beginning with the USA, and helped to lower the number of new infections in various countries until the spring of 2021. The fast contagious Delta variant emerged and eventually became widespread in July 2021, resulting in a new wave of COVID-19 cases by July. As of October 2021, infection rates appear to be decreasing, owing in part to increased vaccination rates. In late 2021, a sudden increase in COVID-19 cases was observed, following the emergence of the Omicron variation, which was first spotted in South Africa and went on
to become the most common form worldwide, spreading at least three times faster than the prior variant [2]. The SARS-CoV-2, like all viruses, evolves over time. The majority of changes have little to no effect on its physiological properties. Some changes, however, may affect them and affecting on how easily it spreads the severity of the associated disease, or the performance of vaccines, therapeutic agents, diagnostic tests, or other public health and social measures to be implemented. In collaboration with partners, expert networks, national authorities, institutions, and researchers, the World Health Organization (WHO) has been monitoring and evaluating the evolution of SARS-CoV-2 since January 2020. The emergence of variants posing an increased risk to global public health in late 2020 prompted the identification of specific Variants of Interest (VOIs) and Variants of Concern (VOCs) in order to priorities global monitoring and research, ultimately, informing the ongoing response to the COVID-19 pandemic. The WHO brought together global experts in virology, microbial nomenclature, and communication from various countries and agencies to consider simple, non-stigmatizing nomenclature for VOIs and VOCs. At the moment, this expert group convened by WHO has recommended using Greek Alphabet letters, such as Alpha, Beta, Gamma, Delta, and Omicron, which will be easier and more practical to discuss with non-scientific audiences. The WHO publishes regular updates on SARS-CoV-2 classifications, the geographic distribution of VOCs, and summaries of their phenotypic characteristics (transmissibility, disease severity, risk of re-infection, and impacts on diagnostics and vaccine performance) based on published studies. The Omicron variant of COVID-19 has been called a variant of concern by WHO [3]. Omicron is spreading faster than any previous variant, with a doubling time of 2–3 days. The overall risk related to this variant remains very high. There is no information to suggest that Omicron causes different symptoms from other COVID-19 variants. Omicron does however typically cause less severe disease than previous variants like Delta. The Omicron variant is genetically related to the Gama variant. When compared to the previously emerged variants, the Omicron has more mutations than any other variant ever discovered, with over fifty mutations. This includes 32 different spike protein mutations. Many of these mutations have previously been discovered in other variants, but they have never been discovered together in the same variant. Many of these mutations are found in the spike protein’s receptor-binding domain, which is a critical component of the protein that binds to human receptor proteins to allow the coronavirus into the cells, and may thus play a role in antibody recognition by previous infection or vaccinations [4]. Many spike protein mutations have previously been linked to antibody resistance as well as increased transmission. As a result, patients who have developed immunity to previous viral strains may be more susceptible to infection by this variant. While the behavior of the coronavirus cannot be predicted precisely based on evidence generated by individual mutations, such analysis may provide useful insights and pointers for future research because the effect of a combination of mutations is not equal to the sum of individual mutations. More research into the effects of these mutations on transmissibility and vaccine evasion is needed. Some of the spike protein mutations fail primers used in commercially available RT-PCR kits, rendering them undetectable and producing a false-negative result [5, 6].

In the current study, we have analyzed the data collected in the fresh wave of infections from top 12 countries by incidence of daily new infection incidence. We have used three statistical methods, Distribution Fitting, Time Series Modeling, and the Epidemiological Modeling to analyze the data for obtaining insights on behavior of the pandemic and further forecasting. In epidemiology, statistical modeling and prediction provided a tool for determining the causes of infection transmission as well as treatments for prevention or limitation. We gather, assess, and interpret data when a novel infectious disease emerges or an outbreak of an established infectious disease occurs in order to identify effective strategies to prevent future transmission. Many infectious diseases are unconcerned about country borders, race, creed, caste, or community, and typically affect only one region of the world at a time, before rapidly spreading to other communities and eventually becoming a pandemic [7]. Infectious diseases spread over time, and many factors determine the behavior and kinetics of infection propagation, including the length of the epidemic, the average number of infections per infected person, and the time when patients begin to display symptoms, among others. The infection growth rate, which varies by country due to factors such as health infrastructure and testing processes, determines the total number of illnesses [8]. Some researchers have attempted to fit different theoretical distributions such as the Normal, Negative Binomial, Poisson, Beta, Gamma, Exponential, Lognormal, and many other discrete and continuous parametric and non-parametric distributions to understand the behavior and nature of infectious disease spread. Mayer and Held (2014) analyzed the fitting of power-law distributions of infectious disease spread [9]. Under this category, they fitted power law, student, and Gaussian distributions and tested their sensitivity with the fitting metric AIC (Akaike Information Criteria). They demonstrated that, in contrast to others, the Power law distribution fit well in explaining the spread of infectious diseases. A type of nonparametric distribution called Turnbull and other parametric distributions were fitted by Virlogeux et al. (2015) to estimate the human avian influenza A(H7N9) virus infections incubation durations through the best fitted distribution, similarly, in their another study, Virlogeux et al. (2016) worked on...
the comparing the incubation period distributions of human infections with MERS-CoV for the countries South Korea along with Saudi Arabia by fitting different parametric and non-parametric theoretical distributions [10, 11].

Based on noisy case reporting data, Li et al. (2018) fitted different discrete and continuous theoretical distributions for forecasting and parameter estimation of infectious diseases. They basically fitted the binomial, negative binomial, beta, gamma, and poisson distributions and forecasted disease infection based on the simulated data based on their best fittings [12]. de Souza et al. (2019) investigated the statistical behavior of admissions in hospitals for respiratory diseases by fitting different distributions [13]. They have fitted the distributions Burr, Inverse Gaussian, Lognormal, Pert, Rayleigh, and Weibull and tested their goodness of fit using the Kolmogorov–Smirnov Test, Anderson–Darling Test, and Chi-square Test to determine the best fitted distribution for the same and demonstrated that different distributions are best fitted for different seasons. Valvo et al., (2020) demonstrated that the Bimodal Lognormal Distribution, as a phenomenological epidemiological model, better predicts COVID-19 deaths [14]. Unglaub and Spedner (2021) fitted different sigmoidal distributions, primarily Gompertz, Richards, Logistic, Stannard, and Schnute, to analyze the infectious diseases dissemination with application to COVID-19 data, and found that the Richards model was fitted most suitable for the COVID-19 data because it had the lowest residual sum of squares[15]. Vazquez et al., (2021) worked on finding the best explaining distribution for the spread of the infectious diseases and for the study the author fitted the exponential, gamma and power-law distributions and shown their short-term and long-term behaviors for the infectious dissemination[16]. Mubarak and Almetwally et al., (2021) suggested a three-parameter exponential distribution for the study of the COVID-19 spread and shown that their distribution is best fitted over the distributions given by other researchers for COVID-19 dissemination on the basis of various fitting measures[17].

Furthermore, time series regression modeling and prediction of infectious diseases are critical for understanding disease behavior and developing better policies to combat the problem. Because the epidemic evolves with the time, it is critical to study its trending behavior to learn many things, such as when it will end, when it will peak, and how many people will be affected by it. Because forecasting time series is critical in disease modeling, it is important to note that proper attention should be given to fitting the suitable model for the given time series. The best time series prediction is, of course, based on the best fitted model. AR (Auto Regressive), MA (Moving Average), ARMA (Auto Regressive Moving Average), ARIMA (Auto Regressive Integrated Moving Average), and SARIMA (Seasonal Auto Regressive Integrated Moving Average) are the most commonly used time series models for predicting infectious diseases. These time series models can help predict the occurrence, dangers, and distribution or dilatation trend of diseases like Dengue, Ebola, Influenza, Malaria, and other infectious diseases [18]. Imai et al. (2015) used time series models, mathematical modeling, wavelet analysis, and ARIMA to assess the short-term relation of air pollution and weather with infectious disease mortality or morbidity and shown that time series regression is superior to other methods [19]. Chaurasia and Pal (2020) used a new method, simple average, moving average, single exponential smoothing, Holt linear trend method, Holt-Winters method, and ARIMA to analyze COVID-19 cases, deaths, and recoveries worldwide [20]. Chyon et al. (2022) used machine learning to perform time series analysis and prediction of COVID-19 affected patients using the ARIMA model [21]. They used the ARIMA model to examine the temporal dynamics of COVID-19’s global spread from January 22, 2020 to April 7, 2020. Kabri et al. (2022) fitted five different time series models; AR, MA, ARMA, Rolling Forest Origin, and ARIMA for predicting the spread of the third wave of the COVID-19 pandemic and demonstrated that ARIMA is the best model among them for the purpose under consideration [22].

On the other hand, epidemiological modeling is used to determine the competing risks of infectious disease deaths. Cassels et al. (2008) investigated HIV transmission dynamics mathematical models [23]. Andraud et al. (2012) conducted a systematic review of various structural methods to different epidemiological models for the transmission of dengue [24]. Huppert and Katriel (2013) studied mathematical modeling and forecasting in the field of infectious disease epidemiology [25]. The modeling of Ebola virus infection transmission patterns in Liberia was explored and addressed by Xia et al. (2015) [26]. Some more authors have used SIR and modified SIR models for studying the Ebola virus infection dynamics [27–29]. Driessche et al., (2017) used the next generation matrix approach to calculate the basic reproduction number, , for infectious diseases, as well as other reproduction numbers linked to that are valuable in guiding management measures[30]. Li et al., (2020) developed an infectious disease dynamics model and a time series model to anticipate the trend and short-term prediction of COVID-19 transmission in mainland China [31]. Popov and Nakov (2021) focused on epidemiological models for COVID-19 transmission [32]. For the description and prediction of COVID-19 outbreaks, Moein et al. (2021) used a variety of mathematical tools, including the Susceptible-Infected-Recovered (SIR) model [33]. They simulated a model of the epidemic in Iran’s Isfahan area, coupled with three suppressive methods based on the severity of social distancing. Yang et al., (2020) worked on the short-term forecasts and long-term mitigation evaluation on the COVID-19
epidemic in Hubei Province of China [34]. Alvarez et al., (2021) proposed a simple epidemiological model that could be applied in Excel spreadsheets and could accurately simulate the data from COVID-19 pandemic [35]. Wang et al., (2022) worked on the Modified SIR Model to analyze the time dependence of active and hospitalized COVID-19 cases in China [36].

In this study, we have considered top 12 countries in terms of the number of daily infections for the analysis and prediction of COVID-19 disease infections outbreak having latest variants. For the modeling and prediction of the outbreak of COVID-19, we have considered three methods, distribution fitting, time series modeling and epidemiological modeling as discussed above. We have studied different properties of different methods and on the basis of the analysis, the prediction of infectious disease spread is discussed which may be utilized in making different effective policies for further dissemination of the COVID-19 infectious disease. Ultimately, we have considered three methodologies to model and predict the COVID-19 dissemination and in time series, we used exponential smoothing method along with the ARIMA method. The SIR model has been used as per the availability of the global data after the emergence of the Omicron variant of SARS-CoV-2 and the basic reproduction number has been calculated for the considered countries so that on the basis of the results through the three methods, the most effective and robust policies may be made to prevent the further spread of pandemic in future.

Methodology

Data Description

We obtained the country wise data of infected, recovered, and confirmed cases along with the population data for the all 12 considered countries; Afghanistan, Austria, Belgium, Czech Republic, India, Japan, Mexico, Pakistan, Philippines, South Africa, South Korea, and Thailand using CovsirPhy package (https://github.com/lisphilar/covid19-sir) deployed in Python. The CovsirPhy package retrieves data from ‘COVID-19 Data Hub’ (https://covid19datahub.io/) and ‘COVID-19 dataset in Japan’ (https://github.com/lisphilar/covid19-sir/data/japan) for Japan specific data. For distribution fitting we used the Stats module from Python’s SciPy library (https://scipy.org/) and Python’s Matplotlib (https://matplotlib.org/) for creating visualizations. The time series data analysis using exponential and ARIMA models through expert modeler has been done using SPSS software. For compartmental modeling we deployed deSolve package in R software (https://www.r-project.org/).

Distribution Fitting

The phenomenon which is developing over time may be explained through the best fitted theoretical distribution. In this section for the analysis and forecasting of the COVID-19 infectious disease spread, we have considered 123 theoretical parametric and non-parametric; discrete and continuous distributions. Out of 123 total fitted distributions, the names of 19 discrete distributions are, Bernoulli, Betabinomial, Binomial, Boltzmann, Dlaplace, Geometric, Hypergeometric, Logser, Nbinom, Nchypergeometric-Fisher, Nchypergeometric-Wallenius, Nhypegeometric, Planck, Poisson, Randint, Skellam, Yulesimon, Zipf, Zipfian while the 104 continuous distributions are, Alpha, Anglit, Arcsine, Argus, Beta, Betaprime, Bradford, Burr, Burr12, Cauchy, Chi, Chi-Square, Cosine, Crystalball, Dgamma, Dweibull, Erlang, Expon, Exponenton, Exponpow, Exponweib, F, Fatiguelife, Fisk, Foldcauchy, Foldnorm, Gamma, Gausshypexponential, Genexponential, Genextreme, Gengamma, Genhalflogistic, Genhyperbolic, Geninvgaussian, Genlogistic, Gennorm, Genpareto, Gilbrat, Gompertz, Gumbel_L, Gumbel_R, Halfcauchy, Halfgamma, Halflogistic, Halfnorm, Hypsecant, Invgamma, Invgaussian, Invweibull, Johnsonsb, Johnsonsu, Kappa-3, Kappa-4, Ksone, Kstwo, Kstwobign, Laplace, Laplace_asyymmetric, Levy, Levy_L, Levy_Stable, Loggamma, Logistic, Loglaplace, Lognorm, Logunifrom, Lomax, Maxwell, Mielke, Moyal, Nakagami, Ncf, Nct, Ncx-2, Norm, Normingaussian, Pareto, Pearson-3, Powerlaw, Powerlognorm, Powernorm, Rayleigh, Rdist, Recipinvgaussian, Reciprocal, Rice, Semicircular, Skewcauchy, Skewnormal, Studentized-Range, t, Trapezoid, Trapz, Triang, Truncexpon, Trunchnormal, Tukeylambda, Uniform, Vonmises, Vonmises-Line, Wald, Weibull-Max, Weibull-Min, Wrapcauchy. The probability mass functions of the discrete distributions and the probability density functions of the continuous distributions may be obtained using the Stats package in Python’s SciPy library.

The all above distributions are fitted to the data set of confirmed COVID-19 cases of each of the considered countries and the best fitted distributions on the basis of the goodness of fit are obtained for each of the considered countries. The graphs of the best fitted distributions along with the values of the location and scale parameters for all the twelve considered distributions are also presented in pictorial form.

Time Series Modeling

Since the COVID-19 infectious disease is developing over time that is why it must be analyzed and predicted through the best fitted time series model. To find the best fitted time series models for the considered all twelve countries, we have used two methods. The first method is the well-known Exponential Smoothing Method (ESM), for which different models namely; Simple Linear Trend, Holt’s Linear Trend,
Brown’s Linear Trend, and Damped Linear Trend have been used. The second well established method for time series modeling is the ARIMA method which is a composition of AR Model, Integration (I), and MA Models. We discuss below the ARIMA Model of time series.

### ARMA (Autoregressive Moving Average) and ARIMA (Autoregressive Integrated Moving Average) Models

The autoregressive integrated moving average (ARIMA) model, introduced by Box et al. (1994) is an improvement over ARMA model dealing with the non-stationary time series [37]. Non-stationary means that the mean and variance of a time series are not consistent throughout time. The integrated part refers to a differencing starting step that can be used to remove the time series' non-stationarity. Promprue et al. (2006), Liu et al. (2011), and Coutin et al. (2007), all used this method to analyze epidemiological time series [38–40]. As a result, we start with the ARMA model and then move on to ARIMA.

### ARMA (Autoregressive Moving Average) Model

The autoregressive moving average ARMA of order \((p, q)\) is the combination of the \(AR(p)\) model with order \(p\) and the \(MA(q)\) model with order \(q\). ARMA model, with a few of polynomials, exhibits a weak stationary random process, one for AR and another for MA. The ARMA model forecasts the series’ future values for a time series \(Y_t\). The AR half of the model regresses the variable for its own lagged values, while the MA part accounts for error terms that occur synchronously at various times in the past. Because of the MA and its behavior, ARMA is suited for unobserved shocks, such as a pandemic. The ARMA \((p, q)\) model suggested by Wold (1938) [41] is as follows,

\[
Y_t = (\theta_1 Y_{t-1} + \theta_2 Y_{t-2} + ... + \theta_p Y_{t-p}) + (\phi_0 \varepsilon_t + \phi_1 \varepsilon_{t-1} + ... + \phi_q \varepsilon_{t-q}) + \varepsilon_t,
\]

or

\[
Y_t = \sum_{r=1}^{p} \theta_r Y_{t-r} + \sum_{s=1}^{q} \phi_s \varepsilon_{t-s}
\]

where, \(\theta_1, \theta_2, ..., \theta_p\) and \(\phi_1, \phi_2, ..., \phi_q\) along with \(\phi_0 = 1\) and the error terms \(\varepsilon_t\) is white noise. Now, the well-known Box-Jenkins (1976) approach [42], which employs an estimation of the model’s parameters or constants and delivers the best diagnostics of these parameters, can be used for better forecasting. The ordinary least square approach is used to estimate the parameters of the ARMA model.

Consider the following scenario for a better understanding. Let \(\{X_t\}\) be the sequence of observations that hasn’t been observed and \(\{Y_t\}\) be the sequence that was witnessed and we have,

\[
X_t = \theta X_{t-1} + \varepsilon_t \text{ and } Y_t = X_t + \eta_t
\]

where, \(\varepsilon_t\) and \(\eta_t\) are independent along with the white noise and further \(\{X_t\}\) is AR (1). Thus we have,

\[
\xi_t = Y_t - \theta Y_{t-1}
\]

\[
= (X_t + \eta_t) - \theta(X_{t-1} + \eta_{t-1})
\]

\[
= (X_t - \theta X_{t-1}) + (\eta_t - \theta \eta_{t-1})
\]

\[
= \varepsilon_t - \eta_t - \theta \eta_{t-1}
\]

Now it is evident that \(\xi_t\) is stationary and \(Cov(\xi_t, \xi_{t+h}) = 0, h \geq 2\). Thus \(\xi_t\) is possible to model MA \((1)\) model and \(\{Y_t\}\) as ARMA \((1, 1)\) model. The ACF and PACF (Partial ACF) plots are used to determine how much order of \(p\) and \(q\) should be taken for better forecasting of the time series.

### ARIMA (Autoregressive Integrated Moving Average) Model

The three components of an ARIMA model are:

- **Auto Regression (AR)** model, a model that describes a variable that regresses on its lagged or prior values.
- **Integrated (I)**, the process of differencing essential observations in order for a time series to become stationary.
- **Moving average (MA)** for lag observations, the docility of an observation and a residual from the MA model.

Let \(\{Y_t\}\) be a non-stationary time series. Now we use the differencing approach to make it stationary, and we look at the order of differencing that makes the series stationary. Let the series’ first-order difference be,

\[
X_t = Y_t - Y_{t-1}
\]

The differences in the second order are as follows:

\[
X_t = \nabla^2 Y_t = \nabla(\nabla Y_t) = Y_t - 2Y_{t-1} + Y_{t-2} \text{ and so on.}
\]

We claim the time series is stationary when the differencing process is stationary, and we may use the ARMA model to model this integrated series. Thus \(\{Y_t\}\) is ARIMA model, denoted by ARIMA\((p, d, q)\) if \(X_t = \nabla^d Y_t\) is a ARMA\((p, q)\) model. Where \(p\) is order of AR, \(d\) is order of Integration and \(q\) is order of MA.

### Epidemiological Model SIR

In the current scenario of COVID-19 epidemic, we are having mainly data on Susceptible, Infected, and Recovered
individuals for different counties. In this situation SIR model is the most suitable Epidemiological Model for the analysis and prediction of the disease spread. Kermack and McKendrick created the SIR model in 1927 [43], and it has since been applied to a variety of infectious diseases, including airborne pediatric diseases with lifetime immunity following recovery, such as measles, mumps, rubella, and pertussis. S, I, and R in the SIR model show the number of susceptible, infected, and recovered cases, and \( N = S + I + R \) is the total population or \( N(t) = S(t) + I(t) + R(t) \) represents the aggregate population at time \( t \).

**SIR Model Dynamics**

Vital dynamics may not be evaluated during the infection period with emerging eruption compared to a person’s lifetime if the sickness is non-fatal. The deterministic part of the SIR model in the form of ordinary differential equations used in this case is,

\[
\frac{dS}{dt} = -\frac{\beta IS}{N}
\]

\[
\frac{dI}{dt} = \frac{\beta IS}{N} - \gamma I
\]

\[
\frac{dR}{dt} = \gamma I
\]

where, \( N = S + I + R \) is the whole population or \( N(t) = S(t) + I(t) + R(t) \) is the whole population at the time \( t \). \( \beta \) is the rate of infection and \( \gamma \) is the recovery rate. In a population with births and deaths, an epidemic will eventually fade away since the disease will be carried by the least vulnerable individuals. The ratio \( \beta / \gamma \) is denoted by \( R_0 \), the Basic Reproduction Number is a potential indicator of infectious disease transmission that measures the average number of secondary infections caused by a typical infected individual in a community comprising all susceptible individuals.

**Results and Analyses**

**Distribution Fitting**

From the Fig. 1, it may be observed that different countries are experiencing different best fitted distributions. The best fitted distributions for different countries along with their location parameters (Mean) and the scale parameters (Variance) are presented in Table 1 below.

It may be observed from Table 1 that the confirmed COVID-19 cases follow different distributions for different countries with the respective means and variances. As the best fitted distributions have been identified for each of the considered country, therefore, rest of the properties of the distributions may be obtained and this information may be utilized in making effective policies to check the further spread of the COVID-19 infectious disease.

**Time Series**

Both the methods exponential smoothing and the ARIMA are fitted to the data sets of confirmed COVID-19 cases for all the considered countries and the best fitted time series models for different countries are obtained on the basis of different fitting measures; Coefficient of determination \( (R^2) \), Residual Mean Square Error (RMSE), Mean Squared Percentage Error (MAPE), Mean Absolute Error (MAE) Normalized Bayesian Information Criteria (NBIC) through the expert modeler in SPSS Software. Table 2 is describing the best fitted model for the time series data of confirmed COVID-19 cases for each country along with the fitting measures.

From Table 2 above, it may be observed that there are different best fitted models with their fitting measures for different countries under consideration. The same results are also presented in the graphs of different countries in Fig. 2.

On the basis of the best fitted time series models for different countries, we have forecasted next five days confirmed COVID-19 cases which are presented in Table 3.

The graphs of the best fitted models along with their predicted parts for different countries under consideration are presented in the pictorial form in Fig. 2.

**Epidemiological Model**

There are various methods available in the literature for estimating \( \beta \) and \( \gamma \) for SIR model. We have considered one of the best methods given in the website statsandr.com, where the codes in R are available for estimating these parameters, which has used ‘ode’ function of ‘deSolve’ R package to solve the differential equations of SIR model. Further after giving the initial values of each of the \( \beta \) and \( \gamma \) as 0.05 and then the ‘optim’ function has been used to get the optimum values of \( \beta \) and \( \gamma \) based on the data sets. For the optimum values of \( \beta \) and \( \gamma \) obtained from the data, we have calculated the values of \( R_0 \) for all the considered countries. The estimates of \( \beta \), \( \gamma \) and \( R_0 \) are presented in Table 4.

From Table 4, it is evident that most of the considered countries are having the values of their \( R_0 \) in the interval \( \{1.012, 1.818\} \) that is on average one infectious person is infecting the respective number of persons in the interval \( \{1.012, 1.818\} \) while India is having its \( R_0 \) as 2.333 it means that in India an infectious person is infecting on average 2.333 persons in the whole susceptible population. The same
results are also presented in the graphs of different countries in Fig. 3.

**Discussion**

In the presented work, we have discussed the problem of modeling for the analysis and forecasting of COVID-19 disease dissemination in the top twelve considered countries in terms of the COVID-19 confirmed cases. We concentrated on the period November 2021 to January 2022, which
corresponds to the third wave of infections due to the omicron variant outbreak; a summary of further refinements is as follows. Working on prior and available knowledge and with data sources of varying quality, we have performed our analysis. This article relates the model formulations that were used to understand the dynamics predict cases and advise policies during the first and second waves of COVID-19 infections. As the outbreak progressed, a comparison of model predictions and data revealed an evident decrease in errors, implying that our models and methods used have explained and predicted the phenomenon very well. We have addressed in some depth the choice of data sets used to infer model parameters and the impact of this decision on the major emergent features of the latent parameters and the derived parameters from the considered models. Many of the decisions concerning which data sets to use are value judgments based on an epidemiological understanding of the links between disease dynamics and observed outcomes, as we point out. None of the data sets accessible to epidemiological modelers are flawless; they all contain biases and delays; we believe that by applying various best-fit models to the data set under consideration, we can find models that achieve a natural compromise.

We tried to model the problem in three different methods namely, Distribution Fitting, Time Series Regression modeling, and the Epidemiological Modeling. We fitted 123 different discrete and continuous theoretical distributions to the data sets of all considered countries and we find the best fitted distributions of COVID-19 confirmed cases for all the countries on the basis of goodness of fit. We also fitted different time series regression models for the COVID-19 confirmed cases of all the countries and through the expert modeler, we have found the best fitted time series models for different countries under consideration. Through these best fitted time series models, we have also predicted COVID-19 confirmed cases for next five days for each of the countries. Since COVID-19 is an infectious disease, therefore, we have also fitted the well-established SIR model for all the considered countries. We estimated the transmission rates and the

| S.No | Country      | Best fitted distribution | Location parameter (Mean) | Scale parameter (Variance) |
|------|--------------|--------------------------|---------------------------|---------------------------|
| 1    | Afghanistan  | Gausshyper               | 156,595.90                | 1798.10                   |
| 2    | Austria      | Laplace-Asymmetric       | 1,260,243.00              | 60,750.74                 |
| 3    | Belgium      | Gausshyper               | 1,527,687.70              | 758,844.30                |
| 4    | Czech Republic | Genhalflogistic         | 1,908,572.69             | 661,677.01                |
| 5    | India        | Moyal                    | 34,628,498.35             | 110,399.92                |
| 6    | Japan        | Genextreme               | 1,727,811.59              | 2373.79                   |
| 7    | Mexico       | Genhalflogistic          | 3,845,733.00              | 65,215.36                 |
| 8    | Pakistan     | Nakagami                 | 1,280,042.98              | 12,545.33                 |
| 9    | Philippines  | DGamma                   | 2,837,577.00              | 37,594.88                 |
| 10   | South Africa | Beta                     | 2,926,076.00              | 614,555.19                |
| 11   | South Korea  | Beta                     | 399,520.90                | 270,962.10                |
| 12   | Thailand     | Triangular               | 1,991,962.80              | 305,528.35                |

| S.No | Country      | Best Fitted Model | $R^2$ | RMSE  | MAPE  | MAE   | NBIC  |
|------|--------------|------------------|------|-------|-------|-------|-------|
| 1    | Afghanistan  | Holt             | 0.998| 21.907| 0.011 | 16.778| 6.314 |
| 2    | Austria      | Brown            | 1.000| 2037.355| 0.095 | 1162.543 | 15.309 |
| 3    | Belgium      | ARIMA(0,1,1)     | 0.999| 5859.590| 0.249 | 4795.117 | 17.495 |
| 4    | Czech Republic | ARIMA(1,1,7)   | 0.999| 4296.915| 0.144 | 3194.861 | 16.947 |
| 5    | India        | Brown            | 0.994| 23,985.316| 0.022 | 7761.493 | 20.240 |
| 6    | Japan        | ARIMA(0,2,1)     | 0.999| 317.328 | 0.010 | 180.730 | 11.592 |
| 7    | Mexico       | ARIMA(1,1,0)     | 0.995| 5025.502| 0.094 | 3741.169 | 17.116 |
| 8    | Pakistan     | Brown            | 0.999| 239.115 | 0.009 | 117.787 | 11.024 |
| 9    | Philippines  | Brown            | 0.985| 4656.726| 0.046 | 1361.129 | 16.962 |
| 10   | South Africa | Brown            | 0.999| 5872.753| 0.127 | 4064.590 | 17.426 |
| 11   | South Korea  | ARIMA(0,2,1)     | 1.000| 1511.420| 0.181 | 950.253 | 14.713 |
| 12   | Thailand     | ARIMA(0,2,1)     | 1.000| 548.852 | 0.018 | 392.711 | 12.688 |
Fig. 2  Best fitted time series model and the further predictions of confirmed cases for the respective countries
recovery rates for all the countries and calculated the Basic Reproduction numbers for all the countries.

From the Table 1, we can observe the best fitted theoretical distributions for all the countries under consideration. The Location and the Scale parameters for the best distributions are also presented in Table 1. The graphs of the best fitted distributions for all the countries are also presented in Fig. 1. Out of 123 distributions for the twelve considered countries, Gaussian hyper, Halfcauchy, Laplace-Asymmetric, Genhalflogistic, Moyal, Genextreme, Nakagami, DGamma, Beta, Triangular are the ten best fitted distributions for the considered countries. Many researchers have fitted different theoretical discrete and continuous distributions and find the best fitted distributions to predict the phenomenon [12–17]. Similarly, we have also fitted various distributions and found the best fitted distributions for different countries to study the behavior of the confirmed cases of COVID-19 infectious disease. From the graphs in Fig. 1, we observe that different country is having different best fitted theoretical distributions for the COVID-19 dissemination and on the basis of the fitted distributions; we infer the average number of infections during the considered period along with the variations in the cases. On the basis of these inferences the better polices for the further dissemination of the infections and the work on the requirement of the further health infrastructure may be carried out.

From Table 2, it is observed that Holt is the best fitted time series model for Afghanistan only and Brown is the best fitted model for Austria, India, Pakistan, Philippines, and South Africa while ARIMA is best fitted model for the rest of the countries Belgium, Czech Republic, Japan, Mexico, South Korea, and Thailand. The best fitted times series models along with their predicted graphs are also presented in Fig. 2. The time series models are capable for further predictions of the disease spread. As far as the time series model fitting is concerned for the COVID-19 cases, Imai et al. (2015), Chaurasia and Pal (2020), Chyon et al. (2022), and Kibria et al. (2022) have fitted the ARIMA model for the better explanation and prediction of COVID-19 spread [19–22]. These studies were performed only for single

### Table 3 Five days predicted values of confirmed COVID-19 cases for different countries

| S.No | Country    | Best Fitted Model | Day-1     | Day-2     | Day-3     | Day-4     | Day-5     |
|------|------------|-------------------|-----------|-----------|-----------|-----------|-----------|
| 1    | Afghanistan| Holt              | 158,440   | 158,466   | 158,491   | 158,517   | 158,543   |
| 2    | Austria    | Brown             | 1,359,345 | 1,359,436 | 1,359,527 | 1,359,617 | 1,359,708 |
| 3    | Belgium    | ARIMA(0,1,1)      | 2,293,666 | 2,307,125 | 2,320,584 | 2,334,043 | 2,347,502 |
| 4    | Czech Republic | ARIMA(1,1,7)   | 2,547,309 | 2,556,142 | 2,565,475 | 2,574,252 | 2,582,980 |
| 5    | India      | Brown             | 34,456,401| 34,466,598| 34,478,517| 34,489,623| 34,499,925|
| 6    | Japan      | ARIMA(0,2,1)      | 1,778,520 | 1,784,629 | 1,790,738 | 1,796,847 | 1,802,956 |
| 7    | Mexico     | ARIMA(1,1,0)      | 4,125,388 | 4,125,388 | 4,125,388 | 4,125,388 | 4,125,388 |
| 8    | Pakistan   | Brown             | 1,307,223 | 1,307,271 | 1,307,319 | 1,307,367 | 1,307,415 |
| 9    | Philippines| Brown             | 3,004,140 | 3,009,510 | 3,014,879 | 3,020,249 | 3,025,618 |
| 10   | South Africa| Brown            | 3,538,795 | 3,543,552 | 3,548,309 | 3,553,066 | 3,557,823 |
| 11   | South Korea| ARIMA(0,2,1)      | 672,835   | 675,187   | 677,539   | 679,891   | 682,244   |
| 12   | Thailand   | ARIMA(0,2,1)      | 2,291,523 | 2,298,436 | 2,305,350 | 2,312,264 | 2,319,177 |

### Table 4 Estimates of $\beta$, $\gamma$ and $R_0$ for different countries

| Country      | Population(N) | Start date | End date | Days | $\beta$ | $\gamma$ | $R_0$ |
|--------------|---------------|------------|----------|------|---------|----------|-------|
| Afghanistan  | 37,172,386    | 2021-11-15 | 2022-01-11 | 58   | 0.262   | 0.258    | 1.016 |
| Austria      | 8,840,521     | 2021-11-15 | 2022-01-11 | 58   | 0.457   | 0.421    | 1.086 |
| Belgium      | 11,433,256    | 2021-11-15 | 2022-01-10 | 57   | 0.040   | 0.022    | 1.818 |
| Czech Republic | 10,629,928 | 2021-11-15 | 2022-01-10 | 57   | 0.440   | 0.376    | 1.170 |
| India        | 1,352,617,328 | 2021-11-15 | 2022-01-11 | 58   | 0.007   | 0.003    | 2.333 |
| Japan        | 126,529,100   | 2021-11-15 | 2022-01-11 | 58   | 0.189   | 0.153    | 1.235 |
| Mexico       | 126,190,788   | 2021-11-15 | 2022-01-10 | 57   | 0.023   | 0.021    | 1.095 |
| Pakistan     | 212,215,030   | 2021-11-15 | 2022-01-11 | 58   | 0.247   | 0.244    | 1.012 |
| Philippines  | 106,651,922   | 2021-11-15 | 2022-01-11 | 58   | 0.024   | 0.022    | 1.091 |
| South Africa | 57,779,622    | 2021-11-15 | 2022-01-11 | 58   | 1.000   | 0.917    | 1.091 |
| South Korea  | 51,606,633    | 2021-11-15 | 2022-01-11 | 58   | 0.172   | 0.152    | 1.132 |
| Thailand     | 69,428,524    | 2021-11-15 | 2022-01-11 | 58   | 0.056   | 0.050    | 1.120 |
Fig. 3 Graphs of SIR models of fitted and observed cumulative incidence of infected individuals for the 12 countries of infection studied in this work. The color coding of the plots of SIR model is as follows: Susceptible = “Black”; Infected = “Red”; Recovered = “Green”; and Cumulative infected cases = “Blue” (Color figure online)
countries in contrast to our study, which is being done on top 12 countries by infection incidence across the globe. In our analysis, we have used ARIMA along with the exponential smoothing method and obtained the best fitted time series models for different countries under consideration using expert modeler. In our study, Holt, Brown and ARIMA have been found as the best fitted time series models for different countries. From the best fitted time series regression models, we get the insight to make the best policies for further spread of the infectious disease and we may plan to get it down. Further as the time series regression model has capability to predict the future values of the phenomenon under consideration, thus on the basis of the predicted values of the infectious cases we may prepare ourselves to fight against it with some robust policies.

It’s critical to explain uncertainty in the parameters regulating transmission dynamics, as well as its impact on the expected outcomes. Without it, decision-makers will be missing important information and may mistakenly believe they have a high level of precision. The structure of infectious disease transmission models, the inference technique, and the usage of data streams to underpin these models must all evolve as we get a better understanding of the SARS-CoV-2 virus and the COVID-19 disease it causes. There is a large amount of literature describing mathematical models for various infectious outbreaks and the inference of associated parameters from epidemiological data. However, in most cases, these models are fitted retrospectively, using all of the data collected during an outbreak. In many cases, fitting models with such hindsight is significantly more accurate than making predictions in real time. There are additional issues connected with the quick flow of precise and accurate data when models are applied during active epidemics. Even if reliable models and procedures existed at the outset of an outbreak, there are still considerable delays in receiving, processing, and inferring parameters from incoming data. In conclusion, if epidemiological models are to be utilized in scientific discussions about how to contain a disease epidemic, it is critical that they reflect current biological knowledge and are constantly matched to all available data in real-time. Our research on COVID-19 dissemination, which is presented here, demonstrates some of the insights in anticipating a novel outbreak in a fast-changing environment. From Table 3, it may be inferred that countries Afghanistan, Austria, Czech Republic, Japan, Mexico, Pakistan, Philippines, South Africa, South Korea, and Thailand are having $R_0$ in the interval $[1.0, 1.2]$ while Belgium has 1.8 and India has the highest as 2.3. The graphs of SIR model for all countries are also presented in Fig. 3. The results obtained in Tables 1, 2, and 3 may be utilized in making the best and effective policies for breaking the further dissemination of the COVID-19 infectious disease. Researchers have fitted the SIR epidemiological compartmental model for the analysis of COVID-19 infectious disease as it seems the most suitable compartmental model in case of COVID-19 infectious disease [33, 35, 36]. We have also fitted the SIR model for the analysis of COVID-19 so that the best measures and policies may be made to handle the spread of the pandemic.

The presented study was carried out amid COVID-19 pandemic on the basis of the availability of the global data on the most relevant factors responsible for the disease outbreak on country scale to make some robust policies against the current pandemic. Some of the factors which affect the disease dissemination are not considered in the study due to the unavailability of such specific data for these countries. The asymptomatic persons may be responsible for the high rate of transmission of the disease. Amid the COVID-19 pandemic, it is difficult to identify the asymptomatic persons. This identification is only possible by contact tracing and mandatory testing of every exposed person. However, some authors have considered the asymptomatic cases as well but for smaller geographical areas and/or for small scale data [44–46]. This study was carried out using the available official data released by the top incidence countries. There may be other relevant data, which may be important to analyze, e.g., the possible underestimation of the deaths due to pandemic. Few of the authors have attempted to calculate the possible underestimation of the deaths which may affect the model parameters and hence the outputs as well. However, such studies are dependent upon projected total deaths parameter which includes deaths caused by other causes and diseases as well, which were further subtracted from the total deaths to estimate the genuine number of deaths caused by the COVID-19 exclusively. In such cases the studies report that the projected total deaths by other causes and diseases were found to be lower than the reported data, thereby making the COVID-19 deaths underestimated [47–50]. Although, such data may not be available for all countries, therefore, it is difficult to apply it to all countries.

A COVID-19 diagnostic test may produce a false-negative result. This means that the virus was not detected by the test, even though the person was infected with it. If one person has symptoms and her/his test is false-negative, he/she may unknowingly spread the virus to others if proper precautions are not taken, such as wearing a face mask when appropriate. If the instructions are not followed carefully, a COVID-19 rapid antigen test may produce false-positive results. False-positive results indicate that the test results show an infection when there is none. The possibility of false-negative or false-positive test results is determined by the type and sensitivity of the COVID-19 diagnostic test, the thoroughness of sample collection, and the accuracy of the lab analysis. One should be careful about any offers for at-home COVID-19 tests that have not been approved by the Food & Drug Administration, USA. Such tests frequently
produce inaccurate results. Thus false-negative diagnosis may affect the estimate of the model parameters. In many of the countries with large population such as India and China, 100% testing of the entire population is not possible after community spread due to lack of health infrastructure and trained human resource. However, again, it is difficult to estimate the extent of false-negative/positive cases in such large countries [51–54].

The statistical estimates of infection could be affected by the confounding factors such as pollution, temperature, relative humidity, population dynamics, age groups, comorbidities, restriction policies, and health systems. Many of the other studies where the data is being collected for specific small regions have been studied in these contexts [55–58]. However, our study is an attempt to estimate the infection on global scale after the appearance of Omicron variant. Further the estimates of $R_0$, $\beta$, and $\gamma$ may vary if we do not take into account the confounding factors, but in order to make quick policy decisions in the middle of the pandemic using the overall available data and impose restrictions so that the pandemic can be contained, we have conducted this study using the most influencing factors. It will be interesting to conduct such studies in future, where we may incorporate the confounding factors in our model. If specific data is available for smaller geographical units and populations, these factors may play crucial roles in determining the dynamics of the infection spread [59–63].

**Conclusion**

In this work, from the distribution fitting, we have calculated daily average along with the variance confirmed cases in the respective countries. After knowing the best fitted distribution, we can calculate rest of the important parameters such as mode, median, coefficient of skewness, and coefficient of kurtosis, which may help in simulating the future incidence of infection and dimension of spread of the pandemic. We have also predicted the confirmed cases using time series analysis based best fitted time series models for the different countries. This gave indication of the nature of the spread. In the final part of the work, we have used epidemiological compartmental model, SIR. As this model is showing its very good fitting for all the considered countries, therefore, the estimates of infection rates ($\beta$), recovery rates ($\gamma$) and the Basic Reproduction Numbers ($R_0$) are very close to reality for these countries. Since, the value for $R_0$ for all the countries are greater than one, therefore, after further validation of our findings by more research, it may be suggestive that some suppressive measures should have been applied at this point of time, when the data was collected and these measures should be applicable till the values of $R_0$ would not become less than one. These modeling approaches may be used to design policies for restriction of future waves of the ongoing pandemic and any future pandemics.
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