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Abstract. Any community in which membership is voluntary may eventually break apart, or fork. For example, forks may occur in political parties, business partnerships, social groups, and cryptocurrencies. Forking may be the product of informal social processes or the organized action of an aggrieved minority or an oppressive majority. The aim of this paper is to provide a social choice framework in which agents can report preferences not only over a set of alternatives, but also over the possible forks that may occur in the face of disagreement. We study the resulting social choice setting, concentrating on stability issues, preference elicitation and strategy-proofness.
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1 Introduction

Collective decisions can produce conflict when no outcome is acceptable to all agents involved. Tensions may arise while options are being considered and discussed, but they may also appear or worsen once a decision has been made, particularly if preference strengths have not been accounted for or if some agents are disenfranchised entirely.

In many situations there is an implicit recourse for the frustrated and the downtrodden—they can leave. An agent, or a set of agents, may leave a community if they are sufficiently dissatisfied with the outcome of a decision, or a bundle of decisions. When group cohesiveness is valued, it is sensible for decision makers to consider how each potential decision might effect camaraderie. This is commonly done informally through discussion when group sizes are small.
enough to deliberate, and through polling when communities are large. Here we propose a formal mechanism to take such considerations into account.

In typical voting scenarios, agents express preferences over alternatives and a single alternative is elected, which must then be universally accepted as the outcome by all agents in the community. In our setting, agents do not have to accept a particular alternative, and can fork instead. Consequently, the set of possible outcomes for every decision is not just the set of alternatives; rather, an outcome is a partition of the agents into one or more coalitions, with each coalition selecting an alternative that appeals to its members.

By designing voting rules that account for forking preferences, we empower aggrieved minorities to leverage the threat of leaving in order to pressure the majority into concessions. Importantly, we enable minorities to coordinate with minimal overhead, by eliciting additional information during the voting process. In our model, voters individually indicate conditions under which they prefer to leave, and the mechanism then identifies a group that can benefit from forking, thereby eliminating the need for campaigning or coordination among the disgruntled minority.

The value of stability is inherent in digital and analogue communities alike. In most current blockchain protocols (i.e., proof-of-work and proof-of-stake) a fork can only be initiated by a majority or a powerful minority. When a fork does occur, enacted by only a subset of the agents, all agents must determine what “side” of the fork they want to be on.\(^1\) In this sense, the forks we study are also relevant to version control systems such as Git, where anyone can initiate a fork. In our setting this is an edge case where a voter is willing to split from the group by themselves and others may follow, but we also allow groups of voters to fork together when none of them may be willing to do so on their own.

Since forks can be tumultuous, we wish to design democratic systems that enable communities to efficiently find states that are stable, in the sense that no further forks will occur. To this end, we put forward a formal model that approaches this challenge from the perspective of computational social choice.

**Related Work.** Our paper is positioned at the interface of the research on blockchain technology and computational social choice.

**Blockchain.** A blockchain is a replicated data structure designed to guarantee the integrity of data (e.g., monetary transactions in cryptocurrency applications such as Bitcoin [11]) and computations on them, combined with consensus protocols, which allow peers to agree on their content (e.g., who has been paid) and to ensure that no double spending of currency has occurred (see [12,17] for recent overviews). By now, blockchain is an established technology, and cryptocurrency applications are attracting considerable attention [13,14].

\(^1\) In blockchain forks, currency owners may be able to run both protocols, but miners must choose how to allocate their computing resources, and programmers must choose how to allocate their personal time.
When the community of a specific blockchain protocol—such as the Bitcoin protocol—is not satisfied with it, it may break into several subcommunities. The community typically consists of developers, who build the software, miners, who operate the protocol, and users, e.g., account holders. When some of the developers of the current protocol decide to modify it, they create an alternative branch that obeys their new protocol, and if it attracts a sufficient number of miners and users, the result is a so-called hard fork. Several such hard forks have been documented, including among the most influential cryptocurrencies. Bitcoin (cf. [18]), despite its relatively short history, has already undergone seven hard forks. At the moment, a key feature of these hard forks is that they happen through an informal social process, and, crucially, in ways that are completely exogenous to the protocol underpinning the blockchain. In blockchain terminology, they are said to happen ‘off-chain’. This points to a lack of governance in most current blockchain systems, for better or worse.

Against this backdrop there have been attempts at incorporating protocol amendment procedures within blockchain protocols themselves (so-called ‘on-chain’ governance, cf. [1]); more generally, the issue of governance is attracting increasing attention [2,15]. We are not aware, however, of research that approaches forking as a social choice problem, and aims for an algorithmic solution. We lay the foundations for this approach here.

**Computational Social Choice.** Social choice theory studies preference aggregation methods for various settings [3]. Our social choice setting is closely related to assignment problems, as the result of a fork is that each agent is “assigned” to a community. In this context, we mention works on judgement aggregation [10], [3, ch. 17] (which, formally, can capture assignments as well) and on partition aggregation [4]. To the best of our knowledge, the specific social choice setting we consider is novel. In a broader context, we mention work on stability in coalition formation games [5], [3, ch. 15] as well as the recent paper on deliberative majorities [9], which studies coalition formation in a general voting setting. Our model is also related to the group activity selection problem with (increasing) ordinal preferences (o-GASP) [6] (see also [7,8]), where our notion of stability corresponds to core stability in o-GASP. However, due to our focus on strategy-proofness, and the fact that our setting does not admit a no-choice option (void activity in o-GASP), most of the existing results for o-GASP are not directly relevant to our study, so we chose not to use the o-GASP formalism.

**Version Control.** Forking is not limited to the cryptocurrency setting; in particular, forking is relevant to projects of open-source code, in which a community jointly writes a piece of code and may experience different opinions regarding the code that is being written. Indeed, there is some work on using social choice mechanisms (and, in particular liquid democracy) for revision control systems [16]. Others have been studying the phenomena of forking in open source projects; see, e.g., the work of Zhou et al. [19].
Outline and Contributions. We describe a formal model of social choice for community forking, in which agents report their preferences over alternatives relative to possible forks. Throughout the paper, we focus on the setting where the number of available alternatives is two; towards the end of the paper, we discuss the challenges in extending our approach to three or more alternatives. The paper is structured as follows. Section 2 describes the formal model. Section 3 examines whether stable solutions always exist and whether they can be found efficiently in terms of computation and elicitation. In Sect. 4, we consider strategic agent behavior. In Sect. 5 we discuss the extension of our framework to more than two alternatives. We conclude in Sect. 6. The main contributions of our paper are as follows:

- We devise a polynomial time algorithm (Algorithm 1) for our setting that finds a stable assignment for a very broad and natural domain restriction.
- We propose a modification of Algorithm 1 (Algorithm 2) that allows for efficient iterative preference elicitation.
- We prove an impossibility result (Theorem 3), showing that there is no algorithm that is strategyproof for profiles with more than one stable assignment.
- We establish that Algorithm 1 is strategyproof for profiles that admit a unique stable solution; the impossibility result mentioned above then implies that it is optimal in that sense.

2 Formal Model

Setting. We have a set of agents \( V = \{v_1, \ldots, v_n\} \). This community will vote on a set of two alternatives \( \{A, B\} \) (say, cryptocurrency protocols or locations). However, unlike in most voting scenarios, the agents are not all bound to accept the same winning alternative. Agents have the ability to fork, or forge a new community centered around the “losing” alternative. Ultimately, either all of the agents will remain in a single community or they will split into two communities that have accepted opposite alternatives.

Agent Preferences. Agents care about what alternative their community adopts and how many people are in their community, but not the identities of the other agents in their community. We can represent agent preferences as total orders over the possible tuples \((S, j)\), where \( S \in \{A, B\} \) is the alternative to which they are assigned and \( j \in [1, n] \) is the number of agents in their community (including themselves and \( j - 1 \) other agents). We denote the set of all such tuples by \( S \). The preference relation \((A, j) \succ_i (B, k)\) means that agent \( v_i \) would prefer to be in a community of size \( j \) that accepts alternative \( A \) rather than a community of size \( k \) that accepts alternative \( B \). Agent preferences are monotonic in the size of their community, so given a fixed alternative, they would always prefer to be in a larger community. Formally, for each agent \( v_i \in V \) we have \((S, j) \succ_i (S, k)\) for all \( 1 \leq k < j \leq n \) and \( S \in \{A, B\} \). We denote the set of all monotonic total orders over \( S \) by \( T \). For \( S \in \{A, B\} \), let \( V^*_S \) denote the set
of agents who prefer \((S, n)\) to \((S', n)\). We will overload notation and use \(v_i\) to represent both an agent \(v_i \in V\) and their preference ordering \(v_i \in T\). In a similar fashion, \(V\) is the set of agents and also the preference profile, or collection of the voters’ total orders, \(V \in T^n\). We refer to the pair \((V, \{A, B\})\), with \(V \in T^n\), as a forking problem.

**Example 1.** Suppose we have \(n = 3\) agents, \(V = \{v_1, v_2, v_3\}\). Consider the preferences of a single agent \(v_i\). By monotonicity, \((A, 3) \succ_i (A, 2) \succ_i (A, 1)\) and \((B, 3) \succ_i (B, 2) \succ_i (B, 1)\) must hold for all agents \(v_i \in V\). However, these two orders may be interleaved differently for different agents.

**Assignments.** We refer to the community that accepts alternative \(A\) (resp., \(B\)) as community \(A\) (resp., \(B\)). An assignment \(f : V \rightarrow \{A, B\}\) assigns agents to one of the two communities, and we denote by \(f(v_i) \in \{A, B\}\) the community into which agent \(v_i\) is placed. The set \(F\) is the set of all \(2^n\) possible assignments, or partitions, of the agents. Voters’ preferences over \(S\) induce preferences over assignments in \(F\): a voter \(v_i\) prefers an assignment \(f\) to an assignment \(g\) if \((f(v_i), |f^{-1}(f(v_i))|) \succ_i (g(v_i), |g^{-1}(g(v_i))|)\). Given a forking problem \((V, \{A, B\})\) a voting rule \(R : T^n \rightarrow F\) selects an assignment \(R(V) = f \in F\). We let \(a = |f^{-1}(A)|\) be the size of community \(A\), and similarly for \(b = |f^{-1}(B)|\).

3 Stability

Our primary goal is to construct stable assignments. An assignment is stable if no subset of agents has an incentive to move simultaneously to a new community.

**Definition 1** (\(k\)-Stability). An assignment \(f : V \rightarrow \{A, B\}\) is stable if there is no assignment \(f' : V \rightarrow \{A, B\}\) such that each voter \(v_i\) with \(f'(v_i) \neq f(v_i)\) prefers \(f'\) over \(f\).

A voting rule \(R\) is stable if it returns a stable assignment whenever one exists.

**Example 2.** Consider two agents, \(V = \{v_1, v_2\}\), where \(v_1 : (A, 2) \succ_1 (A, 1) \succ_1 (B, 2) \succ_1 (B, 1)\) and \(v_2 : (B, 2) \succ_2 (B, 1) \succ_2 (A, 2) \succ_2 (A, 1)\). Each agent would prefer to be alone at their preferred alternative to being together with the other agent at their less preferred alternative. Thus, the only stable assignment \(f\) has \(f(v_1) = A\) and \(f(v_2) = B\).

3.1 Finding Stable Solutions

When preferences are monotonic, there must be at least one stable assignment, and it can be computed in polynomial time.

**Theorem 1.** There is a polynomial time assignment rule (Algorithm 1) that finds a stable assignment for any monotonic profile.
Algorithm 1. General Stable Assignment Rule

\[ V_A = V, \ V_B = \emptyset, \ a \leftarrow |V_A|, \ b \leftarrow |V_B| \]

while true do

\[ k \leftarrow \max\{ j : 0 \leq j \leq a, |\{ v_i \in V : (B, b + j) \succ_i (A, a)\}| \geq j \} \]

if \( k = 0 \) then

return \( \{V_A, V_B\} \)

else

let \( X = \{ v_i \in V : (B, b + k) \succ_i (A, a)\} \)

\( V_B \leftarrow V_B \cup X, \ V_A \leftarrow V_A \setminus X \)

\( a \leftarrow |V_A|, \ b \leftarrow |V_B| \)

end while

Algorithm 2. General Stable Assignment Rule with Iterative Elicitation

\[ V_A = V, \ V_B = \emptyset, \ a \leftarrow |V_A|, \ b \leftarrow |V_B| \]

while true do

Ask each agent \( v_i \) in \( V_A \) for the smallest value \( j \in [0, a] \) such that \( (B, b + j) \succ_i (A, a) \)

\( k \leftarrow \min\{ j : j \in [0, a], |\{ v_i \in V : (B, b + j) \succ_i (A, a)\}| \geq j \} \)

if \( k = 0 \) then

return \( \{V_A, V_B\} \)

else

let \( X = \{ v_i \in V : (B, b + k) \succ_i (A, a)\} \)

\( V_B \leftarrow V_B \cup X, \ V_A \leftarrow V_A \setminus X \)

\( a \leftarrow |V_A|, \ b \leftarrow |V_B| \)

end while

Proof. Consider Algorithm 1. Let \( a = |V_A| \) and \( b = |V_B| \). Initially, we place all agents in \( V_A \), so \( a = n \) and \( b = 0 \). If this assignment is not stable, then there exists a subset \( X \) of some \( k > 0 \) agents that all prefer \( (B, k) \) to \( (A, n) \). We move all these agents to \( V_B \). Monotonicity implies that moving additional agents from \( V_A \) to \( V_B \) will never cause agents in \( V_B \) to want to move back to \( V_A \); thus, as long as we are not in a stable state, there must be a subset of agents at \( V_A \) who would prefer to move together to \( V_B \). As long as such a set of agents exists, we continue to move them over together. This procedure halts in at most \( n \) steps, and when it halts, the result must be stable, as there is no subset of agents who will move together. A naive implementation of the algorithm loops at most \( n \) times, and each computation of the set \( X \) of agents to move takes \( O(n^2) \) time. □

3.2 Elicitation

Algorithm 1 does not use all of the information in agents’ preferences. An iterative version of the algorithm can ask only for the information it needs. Instead of assuming that the total orders of all agents are given explicitly in the input, we place all of the agents at \( A \) and at each iteration we ask the \( a \) remaining agents at \( A \) for the minimum value \( j \) such that if \( j \) agents could be moved to \( B \), they would now prefer the new community \( (B, b + j) \) over their current community \( (A, a) \). Once an agent has been moved to \( B \) there is no need to ask them for any
more information. In Algorithm 2 we repeatedly query agents about the conditions under which they are willing to leave their current community. Agents indicate their preferences with a single integer that says how many agents would have to move with them for them to prefer leaving over the status quo.

Ideally, we would like to only have to query each agent a small number of times. If agents’ preferences are structured, it becomes possible to compute stable assignments with little information. To capture this intuition, we introduce the concept of non-critically-interleaving preferences.

**Definition 2 (Non-critically-interleaving).** A preference is non-critically-interleaving if it is monotonic and \((A, j) \succ (B, n)\) \(\succ (B, n - j) \succ (A, j - 1)\) or \((B, j) \succ (A, n) \succ (A, n - j) \succ (B, j - 1)\) for some \(j \in [1, n]\). A profile is non-critically-interleaving if it contains only non-critically-interleaving preferences.

When preferences are non-critically-interleaving, we only need to ask each agent whether they prefer \((A, n)\) or \((B, n)\), and the minimum value of \(j\) such that they would rather be at their preferred alternative in a coalition of size \(j\) than at the other alternative in a coalition of size \(n\). From this information the relevant part of the preference order of each agent can be inferred, and so Algorithm 2 will compute a stable assignment.

### 3.3 Uniqueness

While at least one stable assignment must exist for all monotonic profiles (Theorem 1), it is not necessarily unique.

**Example 3.** Let \(V = \{v_1, v_2, v_3, v_4\}\) be a set of four agents with preferences that contain the following prefixes, respectively:

- \(v_1: (B, 4) \succ_1 (B, 3) \succ_1 (A, 4) \succ_1 (B, 2) \succ_1 (A, 3) \succ_1 \cdots\)
- \(v_2: (B, 4) \succ_2 (B, 3) \succ_2 (B, 2) \succ_2 (A, 4) \succ_2 (B, 1) \succ_2 \cdots\)
- \(v_3: (A, 4) \succ_3 (A, 3) \succ_3 (A, 2) \succ_3 (B, 4) \succ_3 (A, 1) \succ_3 \cdots\)
- \(v_4: (A, 4) \succ_4 (A, 3) \succ_4 (B, 4) \succ_4 (A, 2) \succ_4 (B, 3) \succ_4 \cdots\)

Regardless of how the remainder of the preference profile is filled, as long as monotonicity is maintained, there are at least three stable assignments: (1) all agents at \(A\); (2) all agents at \(B\); or (3) \(v_1\) and \(v_2\) at \(B\) and \(v_3\) and \(v_4\) at \(A\).

We would like to identify conditions under which a profile admits a unique stable assignment. One extreme case is when preferences are non-interleaving.

**Definition 3 (Non-interleaving).** A preference order is non-interleaving if it is monotonic and either \((A, 1) \succ (B, n)\) or \((B, 1) \succ (A, n)\). A profile is non-interleaving if it contains only non-interleaving preference orders.

The profile in Example 2 is an instance of a non-interleaving profile. If an agent’s preference is non-interleaving, then their choice of community is independent of the other agents: they would rather be alone at their preferred alternative than with everyone else at the other alternative. Thus, their preference is
described by a single bit of information: it suffices to know whether they are in \( V_A^* \) or in \( V_B^* \). Non-interleaving preferences can be viewed as a degenerate case of non-critically-interleaving preferences when \( j = 1 \).

**Observation 1.** When preferences are non-interleaving, there is a unique stable assignment.

**Proof.** The only stable assignment assigns to all agents in \( V_A^* \) to \( A \) and all agents in \( V_B^* \) to \( B \). Otherwise, an agent assigned to the opposite community will wish to move, even if on their own. \( \square \)

Non-interleaving preferences can be generalized to domains of preferences that guarantee unique stable assignments. Informally, we say that an agent is \( k \)-loyal to an alternative \( S \) if they prefer to be at \( S \) with \( k \) other agents to being at the other alternative in a coalition of size \( n \).

**Definition 4 (\( k \)-Loyalty).** An agent \( v_i \in V \) is \( k \)-loyal to alternative \( S \), \( k \in [n] \), if \( v_i \in V_S^* \) and \((S,k) \succ_i (S',n)\) for \( S' \neq S \).

When all agents are sufficiently loyal to their preferred alternatives, there is a unique stable assignment.

**Proposition 1.** Suppose there exist some \( k_1, k_2 \) such that \( k_1 \leq |V_A^*|, k_2 \leq |V_B^*| \), every agent in \( V_A^* \) is \( k_1 \)-loyal, and every agent in \( V_B^* \) is \( k_2 \)-loyal. Then there is a unique stable assignment.

**Proof.** By construction, any stable assignment must have all agents in \( V_A^* \) assigned to \( A \), because otherwise those assigned to \( B \) would prefer to move together to \( A \), forming a coalition of size \( |V_A^*| \geq k_1 \) at \( A \). Symmetrically, any stable assignment must have all agents in \( V_B^* \) assigned to \( B \), as otherwise those assigned to \( A \) would prefer to move together to \( B \), forming a coalition of size at least \( |V_B^*| \geq k_2 \) at \( B \). \( \square \)

Proposition 1 holds because all agents must necessarily be assigned to their preferred alternative. We now examine a sub-domain of non-critically-interleaving preferences in which there is always a unique stable assignment, but not all agents are necessarily assigned to their preferred alternative.

**Proposition 2.** Suppose agents’ preferences are non-critically-interleaving. Let

\[
V_A' = \arg \max_{U \subseteq V} |\{v_i \in U : (A, |U|) \succ (B, n)\}| ,\\
V_B' = \arg \max_{U \subseteq V} |\{v_i \in U : (B, |U|) \succ (A, n)\}| .
\]

If none of the agents in \( V_A' \setminus V_A \) are \((n - |V_B'|)\)-loyal and none of the agents in \( V_B' \setminus V_B \) are \((n - |V_A'|)\)-loyal, then there is a unique stable assignment.
Proof. Note first that, by monotonicity, the set $\arg\max$ in the definition of $V_A'$ and $V_B'$ is a singleton, so $V_A'$ and $V_B'$ are well-defined. As with Proposition 1, for any assignment to be stable it must assign all agents in $V_A'$ to $A$ and those in $V_B'$ to $B$. For the remaining agents, they must necessarily be assigned to the opposite alternative, because there cannot be enough agents at their most preferred alternative for them to stay there.

The maximal class of profiles for which there is a unique stable solution is still more general than those we describe above. We can use Algorithm 1 to characterize the set of profiles that admit a unique stable assignment. Let $R_A$ be the assignment rule given by Algorithm 1, and let $R_B$ be the complementary assignment rule that starts with all agents at $B$ and iteratively moves them to $A$ in the same manner.

**Theorem 2.** Algorithm 1 ($R_A$) and the reverse assignment rule ($R_B$) return the same assignment if and only if the profile admits a unique stable assignment.

Proof. If the stable assignment is unique, then both $R_A$ and $R_B$ must return this assignment. We now show that if $R_A$ and $R_B$ return the same stable assignment, then it must be the unique stable assignment. Let $V_A^1$ and $V_B^1$ be the communities in the stable assignment $f_1 = R_A(V)$. Let $V_A^2$ and $V_B^2$ be the communities according to a different stable assignment $f_2$. By monotonicity and the properties of Algorithm 1 we have $V_A^1 \subseteq V_A^2$. Consider the set of agents $V_A^2 \setminus V_A^1$, and in particular, the agent(s) in this set that were the first to be moved to $B$ by $R_A$. At the beginning of the iteration in which they were moved, the number of agents at $A$ had to be at least $|V_A^2|$ (before moving). This contradicts the claim that $f_2$ is stable, as there are agents in $V_A^2$ preferring to move together to $B$. □

### 3.4 Cohesiveness

Not all stable assignments may be equally attractive. In real life, forking comes at a cost, such as the need to replicate infrastructure and to carve out or abandon intellectual property or goodwill, as well as the social and emotional cost of separation. The cost of forking within our framework is implicit in the preferences of the agents. In line with the monotonicity of preferences, it is natural that the community may want to avoid forks when possible. When it is desirable to avoid forking, we prefer stable assignments that place all agents at the same alternative over those that fork. We call these non-forking assignments. A profile is said to be **cohesive** if it admits at least one non-forking stable assignment; otherwise, we say that a profile is **forking**. The profile in Example 3 is cohesive, although it also permits a forked stable assignment.

The assignment in Example 2 is stable, but the input profile is forking, because no stable assignment exists with all agents in one community. For a profile to be cohesive there must be at least one alternative (w.l.o.g, $A$) such that for all $j \leq n$, there are fewer than $j$ agents who prefer $(B, j)$ over $(A, n)$. The following example shows a cohesive profile with no stable forked assignments.
Example 4. Let \( V = \{v_1, v_2\} \), where \((A, 2) \succ_1 (B, 2) \succ_1 (A, 1) \succ_1 (B, 1) \) and \((B, 2) \succ_2 (A, 2) \succ_2 (B, 1) \succ_2 (A, 1) \). Each agent would prefer to be together with the other agent at their less preferred alternative rather than alone at their preferred alternative. This profile is cohesive, and only admits stable assignments that are non-forking.

4 Strategyproofness

So far we have considered the existence and the possibility of efficiently computing stable assignments when agents report their preferences truthfully. Another important question is whether there exist strategyproof stable assignment rules, i.e., rules that output stable assignments and do not incentivize the agents to misreport their true preferences.

Definition 5 (Strategyproofness). A rule \( R \) is strategyproof over domain \( D \subseteq T^n \) if for all profiles \( V \in D \) and assignments \( f = R(V) \), there is no agent \( v_i \in V \) that can unilaterally change her preference order to \( v'_i \), creating a new profile \( V' \) such that she prefers \( f'(v_i) \) over \( f(v_i) \), where \( f' = R(V') \).

Similarly, a rule is \( k \)-strategyproof in our setting if no subset of agents of size \( k \) can simultaneously report false preferences to yield an assignment they all prefer. Naturally, \( k \)-strategyproofness implies \((k - 1)\)-strategyproofness.

Definition 6 (\( k \)-Strategyproofness). A rule \( R \) is \( k \)-strategyproof over domain \( D \subseteq T^n \) if for all profiles \( V \in D \) and assignments \( f = R(V) \), there is no subset of agents \( U \subseteq V \) of size \( |U| \leq k \) that can simultaneously change their preferences, creating a new profile \( V' \) such that each agent \( v_i \in U \) prefers \( f'(v_i) \) over \( f(v_i) \), where \( f' = R(V') \).

For the domain of all monotonic profiles, no strategyproof stable rules exist. This can be seen from Example 4. In this example there are two stable assignments, one creating \((A, 2)\) and the other creating \((B, 2)\). Suppose the agents are both assigned to \( B \). If \( v_1 \) were to change their reported preferences to \((A, 2) \succ_1 (A, 1) \succ_1 (B, 2) \succ_1 (B, 1) \), then \((A, 2)\) would become the only stable assignment for the new profile, which \( v_1 \) clearly prefers over \((B, 2)\). This profile is symmetric, so if the agents were to be assigned to \((A, 2)\) (by some tie-breaking mechanism) then \( v_2 \) has the opportunity to be strategic. In fact, no strategyproof stable assignment rule can exist for any domain containing a profile that admits two or more stable assignments.

Theorem 3. No assignment rule can be strategyproof over a domain that includes a profile that admits more than one stable assignment.

Proof. Suppose profile \( V \) permits at least two stable assignments, and our assignment rule \( R \) picks one of them, \( f_1 = R(V) \). Let \( f_2 \) be the closest stable assignment to \( f_1 \), in the sense that there is no other assignment \( f_3 \) such that \( |f_3^{-1}(A)| \) is between \( |f_1^{-1}(A)| \) and \( |f_2^{-1}(A)| \), and consequently no \( |f_3^{-1}(B)| \)
between $|f_1^{-1}(B)|$ and $|f_2^{-1}(B)|$ (indeed, $f^{-1}(A) + f^{-1}(B) = n$ for any $f$). For brevity, let $V_A^1 = f_1^{-1}(A)$, $V_A^2 = f_2^{-1}(A)$, $V_B^1 = f_1^{-1}(B)$, $V_B^2 = f_2^{-1}(B)$. Assume that $|V_A^1| > |V_A^2|$ and $|V_B^2| > |V_B^1|$; later we will see that this assumption is without loss of generality.

From monotonicity, we know that $V_A^2 \subset V_A^1$ and $V_B^1 \subset V_B^2$. Consider an agent $v_i \in V_A^1$ with $(B, |V_B^2|) \succ_i (A, |V_A^2|)$. At least one such agent must exist because otherwise $f_2$ could not be stable, as all the agents in $V_A^1 \cap V_B^2$ would prefer to move together to $A$ rather than stay in $(B, |V_B^2|)$. If $v_i$ commits to $B$ by falsely reporting that they prefer $(B, 1)$ to $(A, n)$, then they must be assigned to $B$ (as otherwise the assignment would not be stable). By construction, however, no intermediate stable state can exist between $f_1$ and $f_2$, so agents will prefer to move from $V_A^1$ to $B$ until it is of size $|V_B^2|$, which is what $v_i$ preferred. By symmetry, if our rule $R$ had picked assignment $f_2$ instead of $f_1$, then we would have the same result; thus, our assumption that $|V_A^1| > |V_A^2|$ and $|V_B^2| > |V_B^1|$ is indeed without loss of generality.

The above theorem means that the domain consisting of those profiles that admit a unique stable assignment is the maximal domain for which a stable assignment rule can be strategyproof. Next, we show that, whenever a profile admits a unique stable assignment, Algorithm 1 is strategyproof.

**Lemma 1.** Algorithm 1 is strategyproof over the domain of all profiles that admit a unique stable assignment.

**Proof.** Consider a run of Algorithm 1 in which it assigns some agent $v_i$ to $B$ and outputs the assignment $f$. First, observe that $v_i$ cannot misreport their preferences so that they would end up in a larger community at $B$ that they prefer. If the agents assigned to $A$ do not move at any iteration, then $v_i$ moving at an earlier iteration in a community at $B$ that they prefer. Suppose that at the beginning of the iteration when $v_i$ is moved from $A$ to $B$, the size of the community at $A$ is $a$. The agents who were moved from $A$ to $B$ at an iteration before the iteration at which $v_i$ is moved will be assigned to $B$ regardless of what $v_i$ reports. In general, agents moved to $B$ together at one iteration must end up at $B$ regardless of the preferences of those moved to $B$ at later iterations and those who stay at $A$. As a consequence, $v_i$ can never induce an assignment with a community at $A$ of size greater than $a$. Since $v_i$ was moved at the iteration when the size of $A$ was $a$, it must be to a community $B$ that they prefer over $(A, a)$. Therefore no agent $v_i \in B$ can deviate profitably from their true preferences.

It remains to show that no agent assigned to $A$ can benefit from strategic behavior. By symmetry, if there is a unique stable assignment, then if Algorithm 1 starts with all agents at $A$ and moves them in batches to $B$, or starts at $B$ and moves them in batches to $A$, then it must return the same assignment. We can therefore use the same argument as above for agents assigned to $A$ according to the algorithm that initializes $A$ and $B$ in the opposite way. □
The result extends to \(n\)-strategyproofness, or group-strategyproofness, since, if we consider any coalition of agents assigned to \(B\) by Algorithm 1, and look at only those who were moved first (in the same iteration as one another, but before everyone else in the coalition who was moved), then they have no incentive to misreport their preferences for the same reason as the agent in the proof of Lemma 1. By combining this with Theorem 3, we arrive at our main result.

**Theorem 4.** Algorithm 1 is group-strategyproof over the domain of all profiles that admit a unique stable assignment.

Just how common are profiles that admit strategyproof stable assignment rules? One specific domain restriction that implies group-strategyproofness of Algorithm 1 is the domain of non-interleaving profiles (recall that, for this domain restriction, placing all agents at their preferred alternative is stable). Non-interleaving preferences are indeed very extreme, in that agents ignore each other completely. However, if we relax this extreme constraint on preferences even the slightest bit, we can lose strategyproofness.

**Definition 7 (Minimally-interleaving).** A preference order is **minimally-interleaving** if it is monotonic and \((A,2) \succ (B,n) \succ (A,1) \succ (B,n-1)\) or \((B,2) \succ (A,n) \succ (B,1) \succ (A,n-1)\). A profile is a **minimally-interleaving** if it contains only non-interleaving and minimally-interleaving preferences.

Minimally-interleaving preferences can be interpreted as just barely extending non-interleaving preferences to allow that agents may be willing to go with their less preferred alternative if they would otherwise be alone with their more preferred alternative. Note that the minimally-interleaving domain is still a severely restricted domain. In particular, it allows each agent to specify only one of four possible orders. However, it turns out that if we allow just minimal interleaving, then there is no assignment rule that is both stable and strategyproof.

**Observation 2.** There is no assignment rule that is both stable and strategyproof for all minimally-interleaving preference profiles.

**Proof.** Let \(R\) be a stable assignment rule and consider the profile from Example 4: \(v_1 : (A,2) \succ (B,2) \succ (A,1) \succ (B,1); v_2 : (B,2) \succ (A,2) \succ (B,1) \succ (A,1)\). Note that, indeed, this profile is minimally-interleaving. Observe that the only stable assignments are the two that place both agents in the same community. Since there are two stable assignments, Theorem 3 implies that \(R\) cannot be strategyproof for this profile. For illustrative purposes, consider the case in which \(v_1\) votes strategically by reporting \(v'_1 : (A,2) \succ (A,1) \succ (B,2) \succ (B,1)\). The only stable assignment places both agents at \(A\), creating \((A,2)\), which \(v_1\) prefers to \((B,2)\). So if \(R\) placed both agents at \((B,2)\), it cannot be strategyproof. \(\square\)

We say that a profile is **k-interleaving** if it may contain preference orders in which \((S',n) \succ \ldots \succ (S,n) \succ (S',k)\), but not in which \((S',n) \succ \ldots \succ (S,n) \succ \ldots \succ (S',k)\).
consider two agents, Example 5 demonstrates that it is not a necessary condition. Non-interleaving is a sufficient condition for strategyproofness, the next example demonstrates that it is not a necessary condition.

**Example 5.** Consider two agents, \( V = \{v_1, v_2\} \), where \( v_1 : (A, 2) \succ_1 (A, 1) \succ_1 (B, 2) \succ_1 (B, 1) \) and \( v_2 : (B, 2) \succ_2 (A, 2) \succ_2 (B, 1) \succ_2 (A, 1) \). Any stable assignment must have \( v_1 \) at \( A \), independent of the preferences of \( v_2 \). Agent \( v_2 \) would prefer to be at \( A \) with \( v_1 \) to being alone at \( B \), so the only stable assignment has both agents at \( A \), and neither agent has an incentive to be strategic.

Notice that our interleaving conditions apply to the preference order of each agent individually. Example 5 suggests that we should instead consider restrictions on the profile as a whole. While we know that the necessary and sufficient conditions for stable strategyproof assignment rules to exist is that there be a unique stable assignment, characterizing the profiles for which this occurs is an interesting challenge.

## 5 Forking with More Than Two Alternatives

So far, we focused on the case of two alternatives. We conclude the paper with two observations about the general case: (1) stable assignments are no longer guaranteed to exist; (2) deciding whether an assignment is stable is NP-complete.

**Proposition 3.** There exist monotonic profiles with no stable assignment.

**Proof.** Consider the problem with three agents \( V = \{v_1, v_2, v_3\} \), three alternatives \( \{A, B, C\} \), and a following profile:

- \( v_1 : \cdots \succ_1 (B, 2) \succ_1 (A, 2) \succ_1 (A, 1) \succ_1 (B, 1) \succ_1 (C, 3) \succ_1 \cdots \)
- \( v_2 : \cdots \succ_2 (C, 2) \succ_2 (B, 2) \succ_2 (B, 1) \succ_2 (C, 1) \succ_2 (A, 3) \succ_2 \cdots \)
- \( v_3 : \cdots \succ_3 (A, 2) \succ_3 (C, 2) \succ_3 (C, 1) \succ_3 (A, 1) \succ_3 (B, 3) \succ_3 \cdots \)

Assume for contradiction that this profile admits a stable assignment \( f \). As \( v_2 \) prefers \((B, 1)\) to \((A, 3)\), the assignment \( f \) cannot assign \( v_2 \) to \( A \). By considering \( v_1 \) and \( v_3 \), we conclude that \( |f^{-1}(s)| < 3 \) for every \( S \in \{A, B, C\} \). Suppose \( f(v_1) = A, f(v_3) = A \). Then we have \( f(v_2) = B \) because \((B, 1) \succ_2 (C, 1)\). But in this case, \( v_1 \) would prefer to move to \( B \) since \((B, 2) \succ_1 (A, 2)\). By the same reasoning \( |f^{-1}(S)| \neq 2 \) for each \( S \in \{A, B, C\} \). The only remaining option is to have one voter at each alternative. Let \( v \) be the voter at \( A \). If \( v = v_1 \), then \( v_1 \) prefers to move to \( B \) and if \( v = v_3 \) then \( v_3 \) would prefer to move to \( C \). Finally, if \( v = v_2 \) then \( v_1 \) prefers to join \( v_2 \) at \( A \). \( \square \)
From a complexity-theoretic perspective, it is then natural to ask if there are efficient algorithms for (a) checking whether a given assignment is stable, and (b) deciding if a given profile admits a stable assignment. It turns out that, while the answer to the first question is ‘yes’, the answer to the second question is likely to be ‘no’.

**Proposition 4.** We can decide in polynomial time whether a given assignment for a forking problem is stable.

**Proof.** Note first that if an assignment $f$ is not stable, then this can be witnessed by a deviation in which all deviating agents move to the same alternative (say, $A$). Indeed, the agents who deviate from $f$ by moving to $A$ would find this move beneficial even if other agents did not move (in particular, due to monotonicity, they benefit from other agents not moving away from $A$). Thus, to decide if a given assignment $f$ is stable, it suffices to consider deviations that can be described by a pair $(S, n_S)$, where $S$ is an alternative and $n_S > f^{-1}(S)$. For each such pair, we need to check if there are $n_S - f^{-1}(S)$ agents who are currently not assigned to $S$, but prefer $(S, n_S)$ to their current circumstances. ⊓⊔

**Proposition 5.** Deciding whether a forking problem admits a stable assignment is NP-complete.

**Proof (Sketch).** By Proposition 4, our problem is in NP. For hardness we adapt the reduction argument of Darmann [6, Theorem 3], establishing NP-hardness for the core stability problem in o-GASP with increasing preferences. That construction makes use of so-called void activities, which are available in o-GASP, but not in forking problems. In the profile constructed for [6, Theorem 3], the occurrence of void activities in each agent’s preference needs to be replaced by $(S^*, 1)$, where $S^*$ denotes the top alternative in the agent’s preference. ⊓⊔

Our hardness reduction produces an instance where the number of alternatives is linear in the number of voters. The complexity of finding a stable assignment for a fixed number of alternatives (e.g., $m = 3$) remains open.

### 6 Conclusions and Future Work

In the real world, communities sometimes fracture, or fork. This can generally be seen as a consequence of the decisions the community has made. If agents associate freely, with the ever-present option of leaving, then we can account for this possibility within collective decision making procedures. This enables minorities to threaten a fork in protest against the tyranny of the majority while giving the majority an opportunity to concede to prevent a fork. Such a forking process also facilitates the emergence of new communities, as it may be easier to sprout a community from an existing one rather than to build one from scratch.

We have shown that, while it may not be difficult to find stable partitions of a set of agents, constructing strategyproof rules is only possible in restricted
domains. While the necessary and sufficient conditions for strategyproofness remain an interesting open question, we have identified a range of circumstances that are sufficient for strategyproofness. Lastly, we have shown that efficient preference elicitation is possible and desirable.

The social choice setting we considered is, to the best of our knowledge, novel and our work has only made the first steps towards its analysis. Several directions for future research present themselves: (1) first, as mentioned above, settling the question about the domain restrictions that are necessary and sufficient for the existence of stable and strategy-proof assignment rules is a priority; (2) second, natural generalizations of the setting we propose will be worth investigating—e.g., settings with several alternatives (similarly to how, e.g., large miners can be present in several forks), or settings in which the identities of the agents matter (as agents may wish to fork with other specific agents); (3) third, studying mechanisms for the converse problem, in which several communities could merge into a new one; and (4) fourth, enabling a majority to remove troublesome or faulty agents (e.g. Sybils) by forcing a fork.
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