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Abstract: Electrical power systems usually suffer from instabilities because of some disturbances occurring due to environmental conditions, system failures, and loading conditions. The most frequently encountered problem is the loss of synchronization between the rotor angle and the stator magnetic angle for synchronous generators. The contribution of this study is that a nonlinear adaptive control approach called feedback error learning (FEL) is utilized to improve the small-signal stabilities of an electric power system. The power system under study is composed of a synchronous machine connected to infinite bus. Many advantages of FEL control approach makes it capable to robustly adapting with all possible operating conditions rather than using optimization algorithms for tuning the conventional power system stabilizer (CPSS) that is still unsatisfactory especially at some critical operating points. The performances of two controllers, namely the proposed FEL scheme and the conventional controller CPSS, are tested by Matlab simulations. It is found that the FEL controller can be effectively used as an alternative stabilizer for improving small-signal stabilities of the power system.
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1 INTRODUCTION

Electrical power system supplying electricity to facilities, commercial and residential users, is normally a huge and complex system. It may be considered as a system of systems. A power system is composed of drivers or prime movers, generators, transmission systems, sub-transmission systems, and loads. The system has to be reliable and sustainable and to supply electrical energy or power to the users continuously. The system must satisfy a constant frequency and a constant voltage in an uninterruptable fashion. However, electrical power systems usually suffer from instabilities because of some disturbances occurring because of environmental conditions, system failures, and loading conditions. The most frequently encountered problem is the loss of synchronization between the rotor angle and the stator magnetic angle for synchronous generators [1]. We describe this type of problem as small signal instability. The definitions and also the classifications of the terms on power system stability are given by IEEE/CIGRE JTF [2]. The Joint Task Force has published all the terms and definitions on power systems stability such as voltage stability, frequency stability, small-signal stability, transient stability, oscillatory stability, and Lyapunov stability. We use the definition of power system stability given by this Joint Task Force. The contribution of this study is that a very effective control method called feedback error learning (FEL) is utilized to improve the small-signal stabilities of an electric power system that is composed of a synchronous generator and an infinite bus connected to it, as it is well known that power system stabilizers (PSS) are used to damp the oscillations for the small signal stability. However, local signal based controls are the first measure for power system stability, they are the important stage of effectively damping inter area modes [3, 4]. Because of the lack of observability of the system modal characteristics, the use of power system stabilizers (PSSs) has been the first measure to enhance small signal stability by damping oscillations. Stability and control problems of power generating systems have been tackled since the beginning of twenties [5-7] in which R. H. Park also published his invention on some means for maintaining power systems stability under fault conditions [8]. Several scientific, practical engineering books on power system stability have been published as well since 50's [9, 10]. Studies on the important problem of dynamic stability of power systems have been going on for about hundred years. Stability of single synchronous generators connected to infinite bus is widely studied in [11]. Some other researches as in [12] used the power systems sensitivity model such that the infinite bus representation was not needed. The model was first derived for a single machine infinite bus (SMIB) and the performance was then compared with the classical Heffron-Phillips model. Small-signal stability margins for electromechanical modes were studied in [13-15]. In these studies, electromechanical modes were estimated by phasor measurement units (PMUs) under ambient conditions. In [16], a new algorithm was proposed for the estimation of electromechanical modes under forced oscillations. However, finding the location of force oscillations is not an easy task. There are some studies for locating them, described in the literature [17]. Another important area of stability is related to robust stability analysis of power systems [18]. In recent years, genetic algorithms, intelligent methods and learning algorithms have been applied to solve stability problems that cannot be achieved with the use of classical control methods [19-22]. A power system on-line instability monitoring system was proposed using convolutional neural network (CNN) in [23] which is the first study applying CNN in such an application. Prediction of instability for rotor angle was studied by a couple of authors who used post-disturbance voltage trajectories [24]. An adaptive ANN was applied to predict rotor angle stability of generator for dynamic security assessment in [25]. In order to control frequency of loads for stochastic power systems, a deep reinforced learning method is proposed in [26]. Although these studies were done to obtain robust systems and better operating performance, they still have some difficulties for achieving stability in some operating conditions. An effective controller called feedback error learning scheme was first proposed in [27]. Although it was first applied to a robotic
problem, the approach was used for a couple of different applications as well [28]. Discrete-time FEL theory was presented in [29] and its application as a nonlinear adaptive controller in [30]. The contribution of our study is in the use of the artificial intelligent technique within the framework of feedback error learning control scheme in order to improve the small-signal stability of the power system composed of a synchronous machine connected to an infinite Bus. We use the Self-Adaptive Discrete Time MIMO Linear Neural Network (ADALINE) tool for this study [31, 32]. The results obtained by testing the FEL controller are compared with the conventional power system stabilizer. It was seen that the proposed control approach has a better performance than the classical stabilizer. The system model is explained in Section 2. The classical controller is given in Section 3. The proposed control scheme is described in Section 4. Finally, the simulation results are presented in Section 5.

2 SYSTEM MODEL

The power system block diagram is shown in Fig. 1. It consists of a synchronous generator, an external exciter, a driver that is a combination of a turbine and governor, a power system stabilizer (PSS), an automatic voltage regulator (AVR) and an infinite bus to which the synchronous machine is connected. It is a single machine and infinite bus (SMIB) system.

![Figure 1 Schematic block diagram of SMIB with control and excitation components](image)

The automatic voltage regulator (AVR) and the power system stabilizer (PSS) are normally used for small-signal stabilization of the generator. The AVR and the PSS are responsible for two actions. One of them is to damp the low frequency oscillations and the other one is to keep the stabilization of the generator [1]. The dynamical system representation of the synchronous generator is given as a set of linear differential Eq. (1) to Eq. (4) [1] as follows:

\[
\dot{\delta} = \omega - \omega_0 
\]

\[
\dot{\omega} = \frac{1}{2H} \left( -D \omega + T_m - T_v \right) 
\]

\[
\dot{E}_d = \frac{1}{T_qo} \left( -E_d + (X_q - \dot{X}_q) i_q \right) 
\]

where \(\delta\) is the angular position of the rotor in electrical radians, \(\omega\) is the angular velocity of the rotor in electrical rad/s, \(\omega_0\) is the rated angular velocity, \(T_m\) is the input mechanical torque, \(T_v\) is the induced electromagnetic torque, \(H\) is the inertia constant, \(D\) is the damping coefficient. The current \(i_d\) and \(i_q\) are the components of armature currents in direct axis and quadrature axis respectively. \(E_{id}\) is the field voltage. \(E_q\) and \(E_{iq}\) are the components of the terminal voltage in direct and quadrature axes respectively. \(X_q\) and \(X_{dq}\) are the transient reactances in d- and q-axis respectively. To analyse the system described by the authors in Eq. (1) to Eq. (4), the linearized Heffron Phillips model in the following state space representation is used [1].

\[
\Delta \dot{\delta} = \omega_0 \Delta \omega 
\]

\[
\Delta \dot{\omega} = \frac{1}{2H} \left( -K_1 \Delta \delta - D \Delta \omega - K_2 \Delta E_q + \Delta T_m \right) 
\]

\[
\Delta \dot{E}_q = \frac{1}{T_{do}} \left( -K_4 \Delta \delta - \frac{1}{K_3} \Delta E_q + E_{id} \right) 
\]

\[
\Delta \dot{E}_{id} = \frac{1}{T_A} \left( -K_1 K_2 \Delta \delta - K_4 K_6 \Delta E_q - E_{id} + K_A u \right) 
\]

where \(\Delta\) denotes a small deviation in states, and the constants \((K_1, K_3)\) are known as Heffron Phillips constants that describe the internal influence factors within the system as follows [25]. \(K_1\) and \(K_2\) represent the influences of torque angle and internal voltage respectively on electric torque. \(K_3\) represents the influence of field winding. \(K_4\) and \(K_5\) represent the influences of the torque angle on the field voltage and the terminal voltage respectively. \(K_6\) represents the influence of the internal voltage on the terminal voltage. \(K\) constants are basically functions of the real power \(P\) and the reactive power \(Q\) produced by the synchronous machine and they are also affected by the system impedance and terminal voltage as well. The expressions used to determine the values of \(K\) constants can be found in [26].

3 CONVENTIONAL POWER SYSTEM STABILIZER

Because of the simplicity of its design and implementation, the so called classical power system stabilizers have been widely used for many years in order to stabilize power systems. The stabilizer is composed of three parts. The first part is an amplifier with a gain \(K_{pas}\). The second part is a washout filter with a time constant, \(T_v\) which serves as a high pass filter in order to eliminate the undesired effects at steady state conditions. The third part is a phase compensator with time constants \(T_1\) and \(T_2\). It is used as a phase lag compensator between the exciter input and the electrical torque of the synchronous generator [1].
The input signal of the CPSS is the speed deviation of the machine shaft while the output signal is a supplementary stabilizing signal.

4 FEEDBACK ERROR LEARNING CONTROL SCHEME

4.1 Learning Mechanisms in System Control

Artificial intelligence is a very popular subject nowadays. Among several approaches, the well-known and mostly applied technique is the neural network structures. There are a lot of neural network structures studied and used in the literature. Although the neural networks have been used for more than forty years, some deep learning networks have been introduced recently. The feedback error learning scheme is one of the approaches used for control applications. It was introduced by Kawato et al [27] as architecture for robotic application for voluntary motion. It was a computation model to generate motor command similar to animal brain. They propose a learning model implementing inverse model of muscles and skeletal system. The FEL control scheme is a combination of two controllers such that one of them is a feed forward neural network controller and the other is a classical feedback controller with fixed gain. The neural network is trained online by using the output of the classical controller and the plant itself. After a certain learning period, the neural network takes the role as an adaptive controller instead of the conventional one resulting in a system that is more robust against structural uncertainties and external disturbances. Several neural network and feedback error learning schemes were applied to control problems [28-30]. Block diagram of the feedback error learning scheme is depicted in Fig. 2.

4.2 Matlab Adaptive Neural Network Library

The Neural Network Tool Box supports supervised learning with feed-forward and dynamic networks under Matlab environment [36]. However, such product is still not satisfactorily integrated with Simulink hence the neural network subsystems that are developed in Matlab environment are sometimes slow and not effective with real time applications. For the purpose of overcoming these difficulties, "Adaptive Neural Network Library" was developed at the West Virginia University [32]. The library includes different kinds of adaptive neural networks. A "Self-Adaptive Discrete Time MIMO Linear Neural Network" (ADALINE) tool has been used for this study. ADALINE network block has three input channels namely the input vector, $x$, the error, $e$, and the logical enable signal $LE$ enabling the learning as "1" or disabling it as "0". The output channels of the network are both the main output $y$ and the state vector $x$ and its entries are the internal states of the network comprising the weights and the parameters that are adjusted during the learning process.

4.3 Application of FEL Controller on SMIB

The MATLAB/SIMULINK model (Fig. 3) was realized to study the deviation of rotor speed of the power control system described in Section 2.

As shown in Fig. 3, two controllers are joined together to form FEL control scheme. The neural controller is a network learning on-line the inverse dynamics of the system. The other controller is a fixed-gain CPSS.

The nominal parameters of the SMIB power system along with the data of applied conventional power system stabilizer have been taken from the system considered in [33, 34].

In Fig. 3, the ADALINE Neural Network inputs are the deviation of rotor speed and its time derivative while the output signal is a supplementary signal added to the control signal provided by the CPSS. The artificial neural network library provides an interface to set the parameters of ADALINE network. These parameters are set as follows: number of input neurons is 2, number of output neurons is 1, number of hidden layers is 1, number of neurons in hidden layer is 3, Learning rate is 0.7 and Stabilizing Factor is $10^{-5}$, Weight Limiter is $10^4$ and finally the sampling time is $10^{-2}$ s.

5 SIMULATION RESULTS

In this section, the simulation results of the power system under study are presented. All simulations are done in Matlab/Simulink environment. In order to demonstrate the effectiveness of the proposed ANN based on FEL control scheme, the system dynamic performance with the proposed controller has been compared to the system dynamic performance with the conventional PSS that was optimally designed in [33].

Table 1 The Simulation Case Studies

| Case | Load $(P, Q)_t$ | $t$ | $r$ |
|------|----------------|-----|-----|
| 1    | Light (0.5, 0.0), $t < 4$ s | Normal (0.9; 0.3), $t \geq 4$ s | $r < 4$ s |
| 2    | Light (0.5, 0.0), $t < 4$ s | Heavy (1.0; 0.8), $t \geq 4$ s | $r < 4$ s |
| 3    | Light (0.5, 0.0), $t < 4$ s | Heavy lead-pf (1.1; -0.8), $t \geq 4$ s | $r < 4$ s |

The comparison is done by means of considering three cases of system loading listed in Tab. 1. Furthermore, the
change of mechanical torque $\Delta T_m$ provided by the prime mover is considered as an external disturbance and applied during simulation process for all considered cases as follows:

$$
\Delta T_m = \begin{cases} 
0\% , & t < 0.5s \\
100\% , & t \geq 0.5s 
\end{cases}
$$

It is essential to note that, for all considered cases, the parameter values of ADALINE neural network remains fixed as they have been chosen in section 5 as well as the parameter values of the optimally tuned CPSS controller fixed as designed in [33].

The speed deviation of the rotor, in Case 1, is depicted in Fig. 5. In this case, a 100% step change of $\Delta T_m$ is applied to the system at $t = 0.5$ s; while the operating point is changed from light load to normal load at $t = 4$ s. It can be seen that the FEL approach is better than the CPSS. The maximum overshoot at $t = 0.5$ s is much lower when the FEL algorithm is applied as the controller. Although there are some oscillations before settling the steady-state when the FEL controller is in the loop, the amplitudes of the oscillations are relatively small and the settling time is also shorter than the CPSS. When the system is switched from light load to normal load, the change in response is so small that it cannot be realized from the graphics at $t = 4$ s. However, the response of CPSS has a considerable undershoot at that time.

The simulation results presented and discussed in the previous section can be numerically summarized through utilizing the three commonly used performance indices which are Integral Squared Error (ISE) defined as $ISE = \int e^2 \, dt$, Integral Absolute Error (IAE) defined as $IAE = \int |e| \, dt$, and Integral Time-weighted Absolute Error (ITAE) defined as $ITAE = \int t \cdot |e| \, dt$. The numerical values of these indices are calculated for each case study and listed in Tab. 2. $4.41 \times 10^{-6}$

| Case | $ISE$ ANN | $ISE$ CPSS | $IAE$ ANN | $IAE$ CPSS | $ITAE$ ANN | $ITAE$ CPSS |
|------|-----------|------------|-----------|------------|-------------|-------------|
| 1    | $4.41 \times 10^{-6}$ | $5.48 \times 10^{-7}$ | $16.6 \times 10^{-7}$ | $0.007$ | $0.019$ | $0.137$ |
| 2    | $4.41 \times 10^{-6}$ | $0.110$ | $16.2 \times 10^{-3}$ | $0.310$ | $0.017$ | $1.730$ |
| 3    | $4.41 \times 10^{-6}$ | $\text{inf}$ | $10.3 \times 10^{-3}$ | $\text{inf}$ | $0.018$ | $\text{inf}$ |

The numerical results depicted in Tab. 2 show the robustness of the proposed control scheme where the conventional stabilizer had poor performance with changing of operating conditions and even failed at some serious points while the proposed controller kept high performance for all operating conditions.
6 CONCLUSION

The feedback error learning (FEL) scheme is used to improve the small-signal stabilities of an electric power system composed of a synchronous generator connected to an infinite bus. The FEL is implemented by combining two controllers which are feed forward neural network controller and classical feedback controller with fixed gain. The electrical power system is tested in three cases of different load conditions. In general, by comparing the system dynamic responses for both CPSS and FEL, it can be clearly seen that the proposed FEL scheme has much better responses than CPSS from the view point of peak overshoot and undershoot of the generator rotor speed deviation. Furthermore, the simulation results of Case III clearly demonstrate the superiority of the proposed FEL control scheme against system uncertainties where the proposed scheme has maintained system stability at heavy loadings. In contrast, the system became unstable with conventional stabilizer although it was optimally tuned.
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