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ABSTRACT
The complex topology of real networks allows its actors to change their functional behavior. Network models provide better understanding of the evolutionary mechanisms being accountable for the growth of such networks by capturing the dynamics in the ways network agents interact and change their behavior. Considerable amount of research efforts is required for developing novel network modeling techniques to understand the structural properties such networks, reproducing similar properties based on empirical evidence, and designing such networks efficiently. In this study, we first demonstrate how to construct social interaction networks using social media data and then present the key findings obtained from the network analytics. We analyze the characteristics and growth of online social interaction networks, examine the network properties and derive important insights based on the theories of network science literature. We also discuss the application of such networks as a useful tool to effectively disseminate targeted information during planned special events. We observed that the degree-distributions of such networks follow power-law that is indicative of the existence of fewer nodes in the network with higher levels of interactions, and many other nodes with less interactions. While the network elements and average user degree grow linearly each day, densities of such networks tend to become zero. Largest connected components exhibit higher connectivity (density) when compared with the whole graph. Network radius and diameter become stable over time evidencing the small-world property. We also observe increased transitivity and higher stability of the power-law exponents as the networks grow. Since the data is specific to the Purdue University community, we also observe two very big events, namely Purdue Day of Giving and Senator Bernie Sanders’ visit to Purdue University as part of Indiana Primary Election 2016.
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BACKGROUND AND MOTIVATION

Planned Special Events (PSE) include sporting events, concerts, conventions and similar large events at specific venues such as stadiums and convention centers among others. PSEs possess many operational needs that can be anticipated and managed in advance because of specific locations and times of occurrence [1]. Organizing PSEs have several challenges including parking management, crowd management, pedestrian facility design, and special facility for senior citizens and handicapped individuals, providing transit facility for captive riders among others. In addition, police enforcements often need to close several streets for security reasons, manage crowds who walk together to the location and guide motorists to specific routes who are unfamiliar with the area. Individuals attending these events travel by various travel modes, i.e. walk, private car and public transit. Since the traffic patterns of PSEs vary significantly as compared to any given weekday traffic patterns, accidents, or any other incidents, it is of great inconvenience for traffic managers, drivers or freight movers to deal with PSEs [1]. Thus, PSEs are a major concern for traffic planners and local transportation agencies because of increased traffic demand and restricted roadway capacity causing disruptions to the regular traffic conditions [1, 2]. However, this disruption and the associated operational needs can be anticipated and managed in advance [3]. Participation from key stakeholders, development and implementation of effective traffic management plan, and the flexibility to change plans to manage real-time traffic are among the key strategies to efficiently handle PSEs [4].

Network Science is an emerging research field having multifaceted outlook in the study of large-scale real networked systems which considers both the network topology and the behavior of network actors. Complex networks with dynamic and irregular structure along with their statistical properties are the primary focus of such research efforts i.e. the combined knowledge of network structure and behavior which is significantly distinct from the straight-forward analysis of single small graphs [5, 6]. The prevalence of networked systems has resulted in a number of studies with applications in various domains over the last decade. Such domains include social organizations, internet, systems biology, supply chains and logistics, information and communication systems, financial markets, infrastructure systems among others [6-8]. A number of novel structural properties and concepts have been observed and some unifying principles along with relevant statistical distributions have been derived to characterize interdependence between the structure and function of complex real networks. For example, the existence of small-world property in many real networks suggest that most vertices in the network can be reached from every other node by using relatively short paths despite large size of these networks [9-11]. On the other hand, the scale-free property suggests the existence of large hubs i.e. a few nodes which are highly connected to many other nodes in the network and such hubs result in a network degree distributions (power-law) with highly right-skewed long tail referring to nodes with a much higher degree than most other nodes [12]. Other properties include transitivity, network resilience, mixing patterns, network homophily or similarity, degree correlations, preferential attachment, community structure, network navigation, size of largest components among other which provide valuable insights [6].

Information dissemination is the systematic way of distributing information and spreading awareness to every individual and systematic planning, collection, organization, and delivery technique are needed before circulating relevant information to any target audience by using various media and communication means. Information dissemination thus constitutes an important
and critical factor for the success of organizing PSEs. Despite many technical challenges to manage PSEs, the empirical literature does not provide any specific guidelines to local traffic managers and emergency response personnel to disseminate travel specific information as part of traffic management plans for PSEs. Social media platforms (Twitter, Facebook and others) can be considered as appropriate means of disseminating information dynamically. Studies have found that an individual’s real world actions can be inferred based on the connections and activities in social media [13]. Twitter shows both the characteristics of a social network and an informational network [14] and users can share short messages up to 140 characters along with the ability to follow other. While the information network properties of Twitter instigate information contagion globally, the social network properties allows access to geographically and personally relevant information and [15]. Because of specific features, Twitter can be particularly useful for effective information dissemination during PSEs.

The overwhelming usage and activity of Twitter users can be expressed by a 2013 statistic that suggests over 143K tweets per second being generated on Twitter [16]. User activity in social media has shown its prevalence in recent years and the world is more connected now than ever before. The ease in information sharing and the ability to instigate others have primarily contributed to such connectivity all over the world. However, the purpose and context of the online activity on social media platforms, such as Facebook and Twitter, may vary from user to user. For example, users’ check-in activity can be referred as distinct from what users’ post or share to disseminate any specific information. One specific feature of such information sharing activity is the ability of users’ in mentioning (direct mentions, retweets and replies) others that they follow.

In this study, we used Twitter REST API for the keyword ‘purdue’ and obtained 56,159 tweets over a month. Each tweet consisted of several words and user mentions which co-appeared with the keyword ‘purdue’ and resembled higher likelihood of a Twitter subscriber belonging to the Purdue University community. Next, we construct the ‘purdue’ specific online social interaction networks by considering the user mentions. Finally, we analyze such network characteristics, examine the properties and network growth, and derive relevant insights based on the theories of network science literature.

RELATED WORK

The coupling between network structure and behavior of network agents has initiated a number of studies related to the dynamical behavior of network actors communicating through complex network topologies. This interdependence has significant outcomes when the robustness and resilience of a real network is considered and the way networks respond to targeted failure due to external disturbances [17]. Fundamental research questions, as explored in the empirical literature, can be listed as (i) how to model emergence of new innovations or ideas based on agent interactions, (iii) who are the key influential players in the network and how to find them, (iii) how to maximize network influence based on certain mechanism, (iv) when and how networks execute contagious behavior such as disease transmission or information propagation, (v) which agents are more likely to connect and interact with agents of the same profile? A few examples of such studies may include epidemic models of disease transmission [18, 19], email networks and computer virus transmission [20, 21], collapse in power grid networks [22, 23], disruptions of trade markets [24], information propagation in social networks [25], and many others.
The successful spreading of awareness to every individual in a community solely depends on an effectual information dissemination process [26-28]. The prevalence of user activities in social media (Twitter and Facebook for example) has shown its prevalence over the last decade, allowing people to be more connected than ever before worldwide. This has been possible because of the flexibility in information sharing and the way people instigate their online neighbors. Unlike the usual communication media, social media can be used as useful means to disseminate information during any specific event such as PSEs. The benefits to convincingly collect, analyze and use such large-scale and rich information from online information sources have also been addressed [29]. Many empirical studies have explored social media data for emergency response and disaster management [30-35], crisis informatics [36-43] and many others. In fact, one could efficiently analyze and predict real world human actions based on user activity and connectivity on social media platforms [13, 15]. However, the purpose and context of the user activity over social media platforms may vary from one user to another user.

Transportation researchers have started exploiting these large-scale data sources more extensively in recent years. Such examples include problems related to travel survey techniques [44, 45], activity-pattern modeling [46-48], origin-destination demand estimation [49-53] and transit planning [54]. However, a few studies explored people’s ego-centric offline social networks and the effects of ego-centric social ties on joint activity participation [55, 56]. To the best of the authors’ knowledge, the empirical literature does not provide any specific evidence on how to extract networks of user interactions from social media and the applicability of such networks to solve transportation related problems, which is the primary scope of this study.

**NETWORK DATA DESCRIPTION**

We used twitter REST API to collect tweets for using a specific keyword ‘purdue’ which is frequently used in Twitter within the Purdue community. The dataset selection was due to its relevance in the study of information flow patterns of specific topics related to Purdue University. It is equally important to understand how special events affect this behavior over time. By running the twitter REST API between April 16, 2016 and May 16, 2016 for four consecutive weeks, we were able to obtain 56,159 tweets for the query ‘purdue’ after initial data cleaning for non-English tweets and common stop words. 19,532 of these tweets did not include any user mentions, however, the rest of the tweets included at least one user mention in each tweet. The frequency distribution of the top 50 words in these tweets, co-appeared with ‘purdue’, suggests that these top 50 most frequent words contribute up to ~25% of all the words that appeared in the collected data. A word cloud of the most frequent words in the dataset is presented in Figure 1(a). Different combinations of these words constitute specific topics based on which users influence one another by using the user mention feature on Twitter. These frequently appeared words also suggest the emergence of event specific topics such as Purdue Day of Giving, Senator Bernie Sanders’s visit during Indiana Primary among others. Celebrity players of Purdue such as Anthony Brown (football), Spike Albrecht (basketball) and others also contributed to many topics. The differences in the amount of user mentions in the tweets over days are plotted in Figure 1(b). It can be clearly seen that the number of tweets having user mentions is almost twice as the number of tweets without mentions. These tweets primarily contribute to the formation of networks of direct social influence. In Table 1, we present the amount of user mentions as was observed in the tweets.
In Twitter, users can post tweets up to 140 characters and each data point can be stored as a tuple Tweet once collected with the following information:

\[
\text{Tweet (tweet_id)} = \{\text{tweet, tweet_created_at, user_id, user_screen_name, user_location, user_name, user_followers_count, user_friends_count, user_statuses_count, user_favourites_count, user_listed_count, user_mention, tweet_retweeted, tweet_lat, tweet_lon}\}
\]

For this study, we are interested in using a sub-tuple tweet to infer the links of direct influence that finally evolves into a highly connected network of a given context:

\[
\text{tweet (tweet_id)} = \{\text{user_id, tweet, user_mention}\}
\]

Let us consider the following three tuples from the tweets generated on Twitter on 04/28/2016 (02:45:40 +0000), 05/02/2016 (14:45:33 +0000) and 05/03/2016 (13:50:21 +0000), respectively.

\[
tweet(725516302819938305) = \{709920419529281537, ‘at purdue university, we are in this campaign to win and become the democratic nominee. - bernie sanders htt…’, [null]}
\]

\[
tweet(727147016233558016) = \{3239853627, ‘rt @saracohenyny at purdue university, we are in this campaign to win and become the democratic nominee. - bernie sanders htt…’, [709920419529281537]}
\]

\[
tweet(727495513277382656) = \{325069363, ‘rt @bernielovesall: rt @saracohenyny at purdue university, we are in this campaign to win and become the democratic nominee. - bernie sanders htt…’, [3239853627, 709920419529281537]}
\]

Based on the above tweets, there is a directed link from user 709920419529281537 to user 3239853627 and from user 709920419529281537 to 325069363. Please refer to Figure 2 (a) for the details of this network construction. The preliminary analysis of these data waves suggest the existence of 34,363 unique users and 38,442 unique undirected links (39,709 links if direction is considered) of direct influence. The network elements of the graph (constructed based on the data) are presented in Table 1.

Different network visualizations are presented from Figure 2(c)-2(f) to depict the network configurations and how the network structure appears after four weeks. In Figure 2(c), we present the undirected graph having 34,363 users from Twitter and 38,442 links. The network isolates without any connectivity are also shown in the periphery. This graph includes 8,348 connected components and the largest connected component is presented in Figure 2(e)-2(f). While Figure 2(f) better represents the hierarchical structure of the network with the most central node in the center, Figure 2(e) presents weighted edges based on the number of appearance of these links. This weighted graphs help to explain the existence of links having higher strength which also serves as an evidence of higher influence. In Figure 2(d), we present the largest hub i.e. the most central node having the largest degree. It is highly intuitive that the network will be under huge disruption if such node disappears or remain active in cases.
IMPLICATIONS FROM NETWORK ANALYSES

The user mentions, observed in the data for four consecutive weeks, construct a social interaction network that includes 34,363 nodes and 39,709 links for the directed graph and 34,363 nodes and 38,442 links for the undirected graph (Table 1, Figure 2c). 6,096 of these nodes appeared as network isolates (nodes without connectivity) in the periphery along with 8,348 connected components (Figure 2c). 33,020 connections (links) among 21,045 users (nodes) were observed in the largest connected component of this network (Figure 2e-2f). The radius and diameter of the largest connected component were observed as 9 and 17, respectively. These are relevant to the small world property of complex real networks that refers to the existence of relatively short paths between any pair of nodes in most networks despite their large size. The existence of this property has been observed in many real networks as studied in the empirical literature [9-11]. This property has significant implications in the modeling of dynamic processes occurring on real networks. For example, when effective information dissemination is considered, contagion will be faster through the network because of short average path lengths [6]. Three important measures to explain this property are eccentricity, radius and diameter. While the eccentricity of a node in a graph is the maximum distance (number of steps or hops) from that node to all other nodes; radius and diameter are the minimum and maximum eccentricity observed among all nodes, respectively.

Network Density, frequently used in the sociological literature [57], equals to 0 for a graph without any link between nodes and 1 for a completely connected graph. The density of real graphs refer to the proportion of links that exist in the graph and the maximum number of possible links in the graph. For n users, the number of maximum links are n(n-1) for a directed graph and n(n-1)/2 for an undirected graph. The densities that we observe in the social interaction network of 21,045 users are 0.00003, 0.00007 and 0.00015 for the directed, undirected and the largest connected component, respectively. This implies higher connectivity in the largest connected component, more than twice as much as in the whole network. The node Degree is the number of edges adjacent to that node, In-degree is the number of edges pointing in to the node and Out-degree is the number of edges pointing out of the node. The degree of a node (k) is the number of direct edges to other nodes in a graph from that node and the degree distribution P(k) in real networks, (probability that a randomly chosen node has degree k), is significantly different from the Poisson distribution, typically assumed in the modeling of random graphs. Real networks, in fact, exhibit a power law (or scale-free) degree distribution characterized by higher densities of triangles such as cliques in a social network [12]. Such networks also demonstrate significant correlations in terms of node degrees or node-level attributes. Existence of hubs i.e. a few nodes that are highly connected to other nodes, in the network can also be validated by the scale-free phenomenon. The largest hub (or ego), as was observed in our dataset, is visualized in Figure 2(d). The presence of large hubs results in a degree distribution with long tail (highly right-skewed), indicating the presence of nodes with a much higher degree than most other nodes. For an undirected network, the degree distribution P_{degree}(k) can be written as follows:

\[ P_{degree}(k) \propto k^{-\gamma} \]

where, \( \gamma \) is some exponent and \( P_{degree}(k) \) decays slowly as the degree \( k \) increases, increasing the probability of obtaining a node with a very high degree. Networks with power-law distributions are called scale-free networks that holds the same functional form (power laws) at all scales. The
power law $P_{\text{degree}}(k)$ remains unchanged (other than a multiplicative factor) when rescaling the independent variable $k$ by satisfying:

$$
P_{\text{degree}}(xk) = x^{-\gamma} P_{\text{degree}}(k) \quad \ldots (2)
$$

The presence of hubs that are orders of magnitude larger in degree than most other nodes is a characteristic of power law networks. The average degree of all the 34,363 users in the social interaction network is 1.156 (Table 1) and the overall degree distributions are plotted in Figure 3(a). Figure 3(b) presents the degree distributions that were observed each day starting from the data period of data collection. By using Alstott et al.’s python code, we obtained the best fitting to the degree distributions [58] and the empirical data of this study fits close to being a power-law or truncated power-law distributions. The code also returns a value of $x_{\text{min}}$ which refers to the minimal value of $x$ at which the power law begins to become valid. For power-law, we obtain $\gamma = 2.294 \pm 0.046$; $x_{\text{min}} = 11$ and for truncated power-law $\gamma = 2.278$; $x_{\text{min}} = 11$. Here, $\gamma$ is the slope of the distribution. When $\gamma$ is high, the number of nodes with high degree is smaller than the number of nodes with low degree. A low value of $\gamma$ may refer to a more equal distribution, whereas higher values of $\gamma$ may denote more and more unfair degree distributions. It is important to note here that the best fit power law may only cover a portion of the distribution's tail [58]. From Figure 3(d), it appears that the data also fits close to being a log-normal distribution. However, difficulties in distinguishing the power law from the lognormal are common and well-described, and similar issues apply to the stretched exponential and other heavy-tailed distributions [59, 60]. Our analysis on the distributions fitting are based on pairwise comparison between power-law, truncated power-law, log-normal, and exponential distributions. See Figure 3(c)-3(d) for details.

Another network property is Transitivity that implies the higher likelihood of any two given nodes in a network to be connected, given each of these two nodes are connected to some other node. This property refers to the fact that the friend of one’s friend is likely also to be the friend of that person in case of social networks and this is a distinctive deviation from the properties of random graphs. In fact, this is indicative of heightened number of triangles (sets of three nodes each of which is connected to each of the others) that exist in real networks [6] (Newman, 2003a). The existence of triangles can be quantified by Clustering Coefficient, $C$:

$$
C = \frac{3 \times \text{Number of triangles in the network}}{\text{Number of connected triples of nodes}} \quad \ldots (3)
$$

A connected triple refers to a single node with links running to an unordered pair of others. In case of an unweighted graph, the clustering coefficient ($cc_i$) of a node $i$ refers to the fraction of possible triangles that exist through that node:

$$
cc_i = \frac{2T_i}{deg_i[deg_i-1]} \quad \ldots (4)
$$

Here, $T_i$ is the number of triangles that exist through node $i$ and $deg_i$ is the degree of node $i$. The average clustering coefficient in the undirected social interaction network was observed to be 0.149 (Table 1).

Turning to the results obtained from the network growth analysis, we present these results in Figure 4 and Figure 5. The unit of time for the analysis of network growth was set to be 24-hours. We
observe that the growth of network elements [nodes and links in Figure 4(a), isolates and connected components in Figure 4(b)] is almost linear over days except for the date 04/26/2016 for which we could not obtain any data. One key insight here is that the growth rate is higher for days that followed special events such as Purdue Day of Giving and Senator Bernie Sanders’ visit to Purdue University during Indiana Primary 2016. While the network elements grow linearly, the densities tend to go down to zero because of less overall connectivity in the network (Figure 4c). However, the density of the largest connected components remain slight higher over time. In addition, as the social interaction network keeps growing based on difference in user interaction for various topics, the diameter and radius keeps fluctuating initially, however becomes constant later. This is indicative of network stability when the reachability from one node to another node is considered (Figure 5a-5b). The average degree of the nodes shows similar pattern to that of the growth of network elements initially, however becomes flat later (Figure 5c). The network transitivity, based on average clustering coefficient, suggests that the network becomes more transitive over time, however slight fluctuation still remains (Figure 5d). The power-law exponents each day are presented in Figure 5e. After reducing slightly in the initial days, they turn to becoming flat and take a value close to 2.3. This implies that the power-law property holds when social interaction network is observed over a long period of time.

Finally, we present the existence of repetitions in terms of how elements of such networks appear in the network data (Figure 6). This is of great significance within the context of finding highly active nodes (users) in the social interaction networks along with the strength of relationships between node pairs. The relevance of considering the dynamic strength of social ties in information spreading has been duly addressed [61, 62]. The weighted graph, based on the number of times a link has appeared, is presented in Figure 2(e). In order to assess the commonalities of network elements (nodes and links) over time, we compute the fraction of nodes and links every day that appeared at least once in any of the previous days. From Figure 6(a), it can be seen that 65.2% of the total users (or nodes) on May 16, 2016 appeared in the data at least once. Similarly, we observe that 28.3% of the total links of interaction (undirected graph) on May 16, 2016 appeared, in any of the previous days, at least once (Figure 6b).

CONCLUSIONS AND KEY FINDINGS
Real networks having complex topologies demonstrate a unique interdependence between the structure and functional behavior. In this study, we demonstrate such interdependence by exploiting online social interaction networks based on network data obtained from Twitter. The social interaction network was formed by following the user mentions appeared in the tweets during four consecutive weeks which are specific to a university community. The network characteristics and properties have been analyzed and the network growth has been monitored over time. Key insights obtained from the network analyses are listed below:

- The network degree distributions exhibit a power-law which is indicative of the scale-free property of most real networks. This property holds for any given day as evident from the empirical data. This is indicative of the existence of fewer nodes in the network with higher levels of interactions, and many other nodes with less interactions.
- Network visualization is indicative of some nodes (users) being highly active, some links (relations) having higher strength, existence of network isolates, connected components,
and hubs i.e. nodes having reachability to many other nodes. This is also evident when the appearance of the network elements each day is compared to all previous days.

- Network elements and average user degree grow linearly each day, however, network densities tend to become zero. Largest connected components exhibit higher connectivity (density) when compared with the whole graph.
- Network radius and diameter become stable over time which suggests less variations when the reachability from one node to another node is considered. These variables are related to the small-world property.
- Increased transitivity in the growth of such networks is observed following the pattern of mean clustering coefficient. Initial fluctuations of the power-law exponents reduce as the network grows.

The properties of social interaction networks, as observed in this study, have fundamental implications towards effective information dissemination. For example, power-law degree distributions is related to the resiliency of a communication network. The level of resilience, when a random nodes in the network are removed, depends solely on the way the network is formed i.e. network topology. In case of networks having many low-degree nodes would have less disruption and higher resilience since this nodes lie on few paths between others. However, removal of hubs (high degree nodes) would cause major disruption and network agents would fail to communicate since the regular length of path will increase as a result of many disconnected pairs of nodes. For any Planned Special Event (PSE), the assembling of vehicles and pedestrians in a short amount of time cause transportation and transit authorities to often encounter significant challenges in controlling the induced traffic coming from different origins before the event and departing from the event location after the event. There is hardly any specific method in the empirical literature that would allow local emergency managers or agencies to properly disseminate targeted information to any specific audience as part of traffic management procedures for PSEs. A better knowledge of social interaction network growth and properties would be worthwhile to be considered for such events.
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**TABLE 1: Description of the Tweets and Network Elements**

| Description of the Tweets                  |        |
|-------------------------------------------|--------|
| Number of Total Tweets                    | 56,159 |
| Number of Tweets without any User Mentions| 19,532 |
| Number of Tweets with at least one User Mentions | 36,627 |
| Number of Tweets only including Self Mentions | 20,645 |
| Number of Words                           | 3,589,732 |

| Description of Network Elements            |        |
|-------------------------------------------|--------|
| Number of Nodes (directed)                | 34,363 |
| Number of Links (directed)                | 39,709 |
| Network Density (directed)                | 0.00003|
| Number of Nodes (undirected)              | 34,363 |
| Number of Links (undirected)              | 38,442 |
| Network Density (undirected)              | 0.00007|
| Number of Nodes (largest connected component) | 21,045 |
| Number of Links (largest connected component) | 33,020 |
| Network Density (largest connected component) | 0.00015|
| Radius (largest connected component)      | 9      |
| Diameter (largest connected component)    | 17     |
| Number of Connected Components            | 8,348  |
| Number of Isolates                        | 6,096  |
| Average Degree (directed)                 | 1.156  |
| Average Clustering Coefficient (undirected)| 0.149  |
FIGURE 1: Description of the Tweet Database. (a) Snapshot of 100 most frequent words in the dataset, (b) Tweets collected over time (Linked tweets versus Non-linked tweets)
FIGURE 2: Construction and Visualization of Social Interaction Network. (a) Directed graph, (b) Undirected graph, (c) Undirected graph visualization, (d) Largest hub, (e) Weighted edges of the largest connected component, (f) Circular tree visualization of the largest connected component
FIGURE 3: Degree Distributions of Purdue Twitter Mention Network. (a) In-degree, Out-degree and Degree Distributions (b) Degree distributions each day, (c) Comparison of data fitting with different distributions (d) Closer snapshot to power-law, truncated power-law and log-normal fitting comparisons.
FIGURE 4: Growth of Social Interaction Network over Time. (a) Cumulative amount of network elements (nodes and edges), (b) Cumulative network isolates and connected generated each day, (c) Change in network densities each day due to additional elements.
FIGURE 5: Change in Social Interaction Network Properties over Time. (a) Diameter, (b) Radius, (c) Average Degree, (d) Average Clustering Coefficient, (e) Power-law and Truncated Power-law Exponents.
FIGURE 6: Existence of Common Nodes and Links Each Day as compared to All Previous Days. (a) Common users, (b) Common links (undirected)