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Abstract. Voice assistants usually respond to voice commands and provide the user with specific details about his question. Currently, voice assistants can process product orders, answer questions, perform tasks such as playing music, or initiate a quick phone call with a friend. For voice assistants, the long-term goal is to serve as a smart bridge between humans and the immense information and capabilities delivered by the Internet. Taking away the need to use some gadget or screen to communicate in various locations with the internet, technology or other humans. This paper deals with such a voice assistance for schedule maintenance for individuals which starts with the face recognition. Once a person enters the classroom / office, their face is captured and the face identification is done. If the identified person is the authorised one, then the system responds with a greeting message. When the person starts to ask about the schedule to the system, it responds with the schedule of the day of that identified person. In case of emergency schedules like meetings, the intimation is sent to the user as a message to alert him/her.

1. Introduction
A variety of approaches are used for auto-recognition speech systems (ASR), such as GMM-HMM and acoustic models based on the Deep Neural Network [1]. Recently there has been major breaches in the methods of end-to-end speech recognition [2] [3]. While several advancements were made with these ASR methods on clean voice signals, efficiency in the noisy and reverberation environment could be significantly degraded. In realistic settings, different background sounds and reverberations are often interfered with captured speech signals. It is therefore very important to improve the sturdiness of auto-recognition of the speech systems. The goal of this paper is to compare the peer-to-peer speech recognition's noise robustness.

To improve the strength of Automatic Speech Recognition, there are three mainstream methods, including way of enhancing the automatic speech recognition by considering the surrounding noise as well. The first mainstream solution is to introduce the voice improvement portion at ASR's front end.

Methods of speech improvement include spectral subtraction [4], Wiener filtering [5] and speech enhancement [6] [7] based on the DNN. However, improving speech optimizes the models in order to evaluate the end voice that differs from the voice identification portion. The methods used to enhance the speech therefore struggle to maximize the overall target, leading to a sub-optimal solution [8].

Furthermore, the improved speech produced by these methods of speech enhancement produces extra polished speech, which is the explanation for speech misrepresentation after enhancing the speech. The
misrepresentation of speech will reduce the result of ASR [9]. The efficiency of this method is therefore extremely reliant on the routine of the front-end enhancement [10]. In order to recover the noise sturdiness of ASR, the second conventional approach uses multicondition training. To train the models of speech recognition, MCT utilizes various types of statistics (clean and loud speech). The difficulty and computational outlays of MCT have, however, enlarged. In addition, on the unmatched conditions [11], it provides unimpressive performance and the speech distortion [12] also affects the performance.

To discourse the voice alteration issues, the enrichment of front-end improves initially both the training and sample sets and ASR voice model is then trained with the enriched voice data. It can boost the efficiency of the ASR to certain extent, but still, it relies heavily on the routine of the front-end enhancement. The SpecAugment [13] explicitly applies the increase in data to the input features of neural networks, unlike the MCT process. The preparation involves three spectrogram distortions such as time warping, time and frequency masking. Although the SpecAugment can enhance the peer-to-peer ASR performance, the noisy situation needs to be improved.

Joint training methods [14], [15] are the third form of mainstream. Such approaches apply this system to simultaneously optimize the improvement and understanding of voice. The explanation is that speech improvement and recognition of speech are not two different activities and they can benefit obviously from each other. A collaborative adversarial enhancement training method was employed in order to improve the noise sturdiness of peer-to-peer ASR [16].

2. Proposed methodology

Depending on the types of utterances to be understood, various types of speech recognition systems are available. The following are the classifications for these different types of utterances:

**Isolated Words**

Isolated word recognizers usually achieve silence on both sides of the sample window for each utterance. There are typically two states of these schemes. When the speaker must pause between two utterances, he or she is in a Listen/Not-Listen condition. Speech signals are processed during the pauses between utterances.

**Words That Are Connected**

Related words are identical to isolated words, with the exception of a brief pause.

**Continuous Terms**

Continuous speech comprehension necessitates a nearly natural speaking style. Continuous speech recognizers are difficult to design because they require special methods to establish utterance boundaries.

**Words That Come Out of the Blue**

Spontaneous speech conceals mispronounced, unrehearsed non-words with difficult-to-read false claims [17]. This type of ASR framework is designed to manage a variety of features, such as terms that are run together, such as "ums" and "ahs" [18].

Speech recognition methodologies are generally categorised into three categories: acoustic–phonetic approach, pattern recognition approach, and artificial intelligence approach.

2.1. Using Artificial Intelligence

It's a hybrid approach that incorporates the principles of acoustic phonetics and pattern recognition. Dynamic time warping (DTW) and HMM are broadly used in pattern matching [19].

Speech recognition in DTW is focused on grades. One or more models may be used to represent each class [20]. The machine modelling improves as the number of templates rises. Hidden Markov Model (HMM) is favoured over DTW in advanced systems due to better performance and lower memory requirements. This method is used for complex tasks, but it is inefficient when working with large data sets. Artificial neural networks' basic approach is phoneme recognition. This is achieved using an intelligence strategy that includes interpreting and visualising the input expression. A large number of neurons make up the network. Each neuron calculates the nonlinear weight of inputs and sends the result
to the incoming units. This method of acquiring training sets assists in assigning values to input and output neurons.
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**Figure 1.** Speech Recognition.

### 2.2. Algorithm for Mel-frequency cepstral co-efficient

The frequency axis of the MFCC is primarily distorted to the mel scale value, that is approximately less than 3 kHz and logarithmic greater than this point. On the twisted continuum, a triangular filter with similar spacing in the mel-scale is applied. To attain MFCC feature vector for voice data that is the spoken words, the product of the filters is compressed using Log function and cepstral coefficient is calculated by using the DCT. MFCC is a signal acuity model that more closely approaches the human hearing system's reply than the usual spectrum's linearly-spaced frequency bands. The following is the MFCC algorithm's frame:

**Phase 1:** The Discrete Fourier Transform must be used to convert the input signal $y(k)$, that undergoes a difficult sequence of conversions in the beginning stages of auditive processing.

**Phase 2:** Using triangular overlapping windows, map the powers of the spectrum that goes greater than the mel-scale.

**Phase 3:** Measure the logs of powers for each mel-frequency.

**Phase 4:** Take the list of mel log powers and add the discrete cosine transform (DCT) to it.

**Phase 5:** The MFCCs are the resulting spectrum's amplitudes.

Figure 1 shows the steps involved in the speech recognition system with the feature extraction and recognizer phases.

### 3. Results and discussion

The outputs produced by the machine and the humans are always in different pitch because of the change in the pronunciation. The methods such as Mask-Based Enhancement Network (MBE) and Gated Recurrent Fusion Network (GRF) are used for identifying the variations in the voice messages. Figure 2.a, 2.b, 2.c shows the waveform of the voice produced by human to communicate with the machines and the length of the voice is 10, 20 and 30 seconds respectively and contains individual, connected and spontaneous words. Figure 3.a, 3.b, 3.c shows the waveform of the voice produced by machine to communicate with the humans while trying to answer their question and the length of the voice is 10, 20 and 30 seconds respectively with individual, connected and spontaneous words.
Figure 2. Waveform of Human Voice.

a. Waveform of human voice of length 10 seconds
b. Waveform of human voice of length 20 seconds
c. Waveform of human voice of length 30 seconds.

Figure 3. Waveform of system generated voice.

a. Waveform of system generated voice of length 10 seconds
b. Waveform of system generated voice of length 20 seconds
c. Waveform of system generated voice of length 30 seconds.

Figure 4.a, 4.b, and 4.c represents the spectrogram of the voice produced by human to communicate with the machines and the length of the voice is 10, 20 and 30 seconds respectively. Figure 5.a, 5.b, and 5.c represents the spectrogram of the voice produced by system to respond to the humans and the length of the voice is 10, 20 and 30 seconds respectively.
Figure 4. Spectrogram of human voice.

a. Spectrogram of human voice of length 10 seconds
b. Spectrogram of human voice of length 10 seconds voice of length 20 seconds
c. Spectrogram of human voice of length 10 seconds voice of length 30 seconds.

Figure 5. Spectrogram of system generated voice.

a. Spectrogram of system generated voice of length 10 seconds
b. Spectrogram of system generated voice of length 10 seconds voice of length 20 seconds
c. Spectrogram of system generated voice of length 10 seconds voice of length 30 seconds.

Figure 6.a, 6.b, and 6.c represents the log transformation of the voice produced by human to communicate with the machines and the length of the voice is 10, 20 and 30 seconds respectively. Figure 7.a, 7.b, and 7.c represents the log transformation of the voice produced by system to respond to the humans and the length of the voice is 10, 20 and 30 seconds respectively. The blue colour of the log transformation represents the high pitch of the voice and the orange colour represents the normal voice communication without the sudden modification in the voice. From these various representations of the voice, it can be seen that the change in the voice modulation of the human is higher than the machine
voice. The output voice by machine also gets affected by the external noise which complicates the understandability. Hence while developing applications which involves the voice mode of communication instead of tradition texting, it is necessary to concentrate on the voice modulations in machine voice so that the understanding by the human is good.

Figure 6. Log Transformation of Human Voice.

a. Log transformation of human voice of length 10 seconds. b. Log transformation of human voice of length 10 seconds voice of length 20 seconds. c. Log transformation of human voice of length 10 seconds voice of length 30 seconds.

Figure 7. Log Transformation of System Generated Voice.

a. Log transformation of system generated voice of length 10 seconds. b. Log transformation of system generated voice of length 10 seconds voice of length 20 seconds. c. Log transformation of system generated voice of length 10 seconds voice of length 30 seconds.

Various algorithms such as ISE and NSS has been applied and its performance has been monitored. Based on the performance evaluation, it has been observed that ISE provides the better efficiency.
Table 1. Percentage (%) of word / sentence recognition accuracy

| Type of Word | Recognition |
|--------------|-------------|
| Isolated     | 100         |
| Connected    | 98          |
| Continuous   | 96          |
| Spontaneous  | 93          |

Table 1 shows the percentage of accuracy with respect to the different kinds of words. The sentences included the length from 10 seconds to 30 seconds. It includes collection of isolated, connected, continuous and spontaneous words.

4. Conclusion
The voice communication is an effective type of knowledge transfer between the machines and humans. There is always difference between the human and the machine voice. It is a major concern when the transfer of data between the user and bot happens only through voice. So, this paper discuss about the various methods for speech recognition and the complexities arises when the machine talks. This paper deals with the situation when an application depends only with the voice mode of communication, the rate of understandability of the user. The application must deal the factors like external noise, recognition accuracy, speed of recognition which are the major source of misunderstanding. These factors differ from word to word depends on its length, type of pronunciation.
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