Measurement of the $^{232}$Th(n,f) cross section with quasi-monoenergetic neutron beams in the energy range 2–18 MeV
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Abstract The fission cross section of $^{232}$Th has been measured at fast neutron energies, using a setup based on Micromegas detectors. The experiment was performed at the 5.5 MV Van de Graaff Tandem accelerator in the neutron beam facility of the National Centre for Scientific Research “Demokritos”. The quasi-monoenergetic neutron beams were produced via the $^3$H(p,n), $^2$H(d,n) and $^3$H(d,n) reactions, while the $^{238}$U(n,f) and $^{235}$U(n,f) reactions were used as references, in order to acquire cross-section data points in the energy range 2–18 MeV. The characterization of the actinide samples was performed via $\alpha$-spectroscopy with a Silicon Surface Barrier (SSB) detector, while Monte Carlo simulations with the FLUKA code were used to achieve the deconvolution of the $^{232}$Th $\alpha$ peak from the $\alpha$ background of its daughter nuclei present in the spectrum. Special attention was given to the study of the parasitic neutrons present in the experimental area, produced via charged particle reactions induced by the particle beam and from neutron scattering. Details on the data analysis and results are presented.

1 Introduction

Accurate cross-section data of neutron-induced reactions on actinides are of considerable importance for the design of advanced nuclear systems, such as Generation IV reactors and Accelerator-Driven Systems (ADS). In addition, alternative fuel cycles are investigated, such as the thorium cycle, in order to make the production of energy safer, sustainable, economic and proliferation resistant [1].

Thorium is a naturally occurring material containing almost exclusively the fertile $^{232}$Th isotope and it is 3–4 times more abundant than uranium. In the thorium cycle $^{232}$Th captures a neutron and converts to the fissile $^{233}$U after two consecutive $\beta^-$ decays. The main advantages of the thorium cycle, compared with the conventional uranium cycle, are: the absorption cross section in the thermal region of $^{232}$Th is almost three times higher than the corresponding one of $^{238}$U rendering it possible to achieve a better conversion to the fertile material; the fertile $^{233}$U has a higher neutron yield per neutron absorbed than both $^{235}$U and $^{239}$Pu and thorium oxide is chemically more stable, has a high radiation resistance and does not oxidize any further [2]. On the other hand, the main disadvantage of the thorium cycle is the production of $^{232}$U with a half-life of 73.6 years, accompanied by its daughters which include strong $\gamma$-ray emitters with very short half-lives. This results in a buildup of the radiation dose, which becomes a problem when storing the spent fuel.

In addition, fission cross-section data are an important part of the study of the fission process. Specifically, narrow resonances and fine structures have been observed in the threshold region of the fission cross section of thorium isotopes, known as the thorium anomaly. Möller and Nix [3] suggested the existence of a triple-humped barrier in order to explain these structures, which is supported by the recent calculations of Sin et al. [4] for the $^{232}$Th and $^{231}$Pa isotopes.

Various experimental datasets for the fission cross section of $^{232}$Th in the energy range covered by the present work are available in EXFOR [5–21], while only the latest data of Shcherbakov et al. and the older data of Lisowski et al. cover the whole fast neutron energy region. Still discrepancies in the order of 30% are observed between the
existing datasets, while the evaluated libraries also present differences up to 10%. In an attempt to resolve these discrepancies and improve the accuracy of the evaluations, data points in the fast neutron energy region are provided, with the use of quasi-monoenergetic neutron beams, produced via different charged particle reactions, in order to cover a wide energy region (from 2.0 to 17.8 MeV). The experimental setup, analysis procedure and Monte Carlo simulations are presented in this work, leading to the determination of the cross section for the $^{232}$Th(n,f) reaction.

2 Experimental setup

2.1 Neutron sources

The experiment was performed in the neutron beam facility of the National Centre for Scientific Research “Demokritos” using the 5.5 MV Van de Graaff Tandem accelerator. In total twelve irradiations were performed with three different neutron producing reactions, in order to cover the fast neutron energy spectrum.

To cover the energy range from 2.0 to 5.3 MeV the $^3$H(p,n) reaction ($Q = -0.76$ MeV) was used, for neutron energies which correspond to the fission plateau. This reaction was used for the first time for the production of neutrons at “Demokritos”. The solid TiT target was placed in between Mo foils of 10 μm thickness, where the charged particle beam loses part of its initial energy and a Cu plate of 1 mm thickness, which acts as beam stop. The target assembly was air-cooled during the irradiations. Eight irradiations were performed with proton beams in the energy region 3.4–6.5 MeV, in order to acquire the desired neutron energy spectrum.

One irradiation was performed between the first and second chance fission peaks, at 9.9 MeV, while the deuteron beam was 7.0 MeV. The neutrons were produced via the $^2$H(d,n) reaction ($Q = 3.27$ MeV), with the deuteron beam impinging on a deuterium gas target, kept at constant temperature and atmospheric pressure inside the gas cell. The entrance of the gas cell was a 5 μm thin Mo foil and the beam stop a 1 mm thick Pt one. In order to take into account parasitic reactions of the deuteron beam in the beam line and the gas cell, data were taken with and without the deuterium gas. In addition, the contribution of the deuteron break-up in the deuterium gas was estimated via Monte Carlo simulations (Sect. 3.2).

In the region of the second chance fission and before the peak of the third chance fission, three irradiations were performed. The neutrons were produced via the $^3$H(d,n) reaction ($Q = 17.6$ MeV), using the same TiT target of the $^3$H(p,n) irradiations. The deuteron beam energies were 1.8, 2.3 and 2.8 MeV in order to obtain neutron beams of 14.8, 16.5 and 17.8 MeV, respectively. Data were taken with an identical target case to the TiT target, by placing a Cu foil in the position of the target, with the scope of estimating the effect of parasitic reactions of the deuteron beam with the beam line and the target case. The contribution from these parasitic reactions was found to be negligible.

2.2 Actinide samples

Two $^{232}$Th samples were used for the measurements, while two $^{238}$U and one $^{235}$U samples were used as references. In addition, a $^{237}$Np sample was used to monitor the parasitic neutrons which accompany the main neutron beam, but it was not used in the analysis of the data. The samples were produced at IPPE (Obninsk) and JINR (Dubna) via the painting technique. The actinide material was deposited on a thin aluminum backing, while the diameter of the deposited area was 8.0 cm for the $^{232}$Th and $^{237}$Np samples and 5.2 cm for the uranium reference samples. Aluminum masks of 4 and 5 cm were placed in front of all samples to define the angular acceptance of the neutron beam and minimize the uncertainty of the neutron beam energy in the samples.

The characterization of the samples was performed via $\alpha$-spectroscopy, with the use of a Silicon Surface Barrier (SSB) detector having a diameter of 6.2 cm. The samples were measured with the aluminum masks used in the experiments. Each sample was placed in a vacuum chamber on top of the SSB detector, so that the surface of the detector was at a distance of ~0.1 cm from the sample. The solid angle subtended by the detector was estimated via SACALC3 [22], based on the Monte Carlo method, and it was almost equal to $2\pi$. The estimation of the solid angle from the geometric characteristics of the setup introduces a systematic uncertainty of the order of 3% on the calculated mass.

The mass of the samples was estimated via the equation

$$m = \frac{4\pi A_\Omega}{\Omega \alpha},$$

where $m$ is the calculated mass in mg, $A_\Omega$ is the activity in the solid angle $\Omega$ subtended by the detector in Bq and $\alpha$ is the specific activity, which corresponds to the activity per unit mass in Bq/mg and is a physical property of the radionuclide.

In the experimental spectrum the $\alpha$ peak which corresponds to the $^{232}$Th sample lies in the tail of the $\alpha$ peaks from the $\alpha$ decays of its daughter nuclides, which are present in the sample. In order to account for the contribution of the daughter nuclides in the $^{232}$Th peak, simulations were performed with the FLUKA code [23, 24]. The energies and the intensities of the $\alpha$ particles emitted from each isotope were taken into account in the simulations. The energy deposition in the detector from each nuclide was separately simulated. For the deconvolution of the $\alpha$ peaks, a crystal ball function was assumed for the detector response and chi-square minimization with MINUIT [25] was performed in order to achieve
the optimum agreement between the experimental and simulated spectra. The free parameters used in the minimization was the activity of the nuclides present in the sample, without assuming a priori secular equilibrium between them. Although, the final results did not deviate significantly from the equilibrium state. A typical example of an experimental spectrum in comparison to a simulated one is presented in Fig. 1 and as can seen they are in very good agreement. The same methodology was applied for the calculation of the mass of the uranium reference samples and was found to be in very good agreement with previous $\alpha$-spectroscopy measurements on the same samples with a different methodology [26]. The sample characteristics are presented in Table 1.

### 2.3 Micromegas detectors

The experiment was performed with a setup based on Micromegas (Micro-Mesh Gaseous Structure) detectors [28,29]. Each actinide sample was coupled with a Micromegas detector for the detection of the fission fragments. The sample-Micromegas setup was placed in an aluminum chamber filled with Ar:CO$_2$ (90:10) at atmospheric pressure and room temperature. The experimental setup with the aluminum chamber and the end of the beam line, is shown in Fig. 2, while the black and yellow arrows indicate the direction of the charged particle beam and the neutron beam respectively.

The Micromegas is a two region detector, defined by three electrodes: the cathode electrode which is the actinide sample itself, the mesh electrode and the anode electrode. In the cathode electrode a voltage of $\sim$1 kV is applied, while in mesh electrode a lower voltage of $\sim$300 V is usually chosen. The anode electrode is grounded through a 50 $\Omega$ resistor. The distance between the cathode and the mesh electrode was chosen for this work to be 8 mm, while the distance

![Fig. 1](image-url) Experimental $\alpha$-spectroscopy spectrum (black line) for the $^{232}$Th sample, along with the simulated FLUKA spectrum (red line). The daughter nuclei of $^{232}$Th are present in the spectrum.

### Table 1 Main characteristics of the actinide samples

| Sample properties          | $^{232}$Th (side:1) | $^{232}$Th (side:3) | $^{238}$U (label:10) | $^{239}$U (label:209) | $^{236}$U | $^{237}$Np |
|----------------------------|---------------------|---------------------|----------------------|-----------------------|---------|---------|
| Sample diameter (cm)       | 5.2                 | 5.2                 | 5.2                  | 5.2                   | 5.2     | 5.2     |
| Sample mask (cm)           | 5.0                 | 5.0                 | 5.0                  | 5.0                   | 5.2     | 4.0     |
| Mass (mg)                  | $5.60 \pm 0.02$     | $5.60 \pm 0.01$     | $3.47 \pm 0.01$     | $3.47 \pm 0.01$       | $5.25 \pm 0.02$ | $5.25 \pm 0.02$ |
| Areal density ($10^{17}$ nuclei/cm$^2$) | $7.40 \pm 0.02$ | $7.40 \pm 0.02$ | $7.40 \pm 0.02$ | $7.40 \pm 0.02$ | $7.40 \pm 0.02$ | $7.40 \pm 0.02$ |
| Nuclides of the $^{232}$Th decay chain | $^{234}$U | $^{234}$U | $^{234}$U | $^{234}$U | $^{234}$U | $^{234}$U |

*Estimated with the sample mask. **Sample properties taken from [27].
Fig. 2 The experimental setup used for the measurements. The direction of the particle beam is shown with the black arrow. The neutron beam is created in the target and reaches the aluminum chamber, holding the actinide samples and Micromegas detectors.

between the mesh and the anode electrode is fixed at 50 μm. The combination of the voltages applied to the electrodes and their distances define the electric fields created in both regions.

The drift region, between the cathode and the mesh, had an electric field of about 1 kV/cm. The scope of the field is to guide the electrons created from the interaction of the charged particles entering the gas from the drift electrode to pass through the holes present in the mesh electrode. Then a strong field of about 50 kV/cm is present, in order to achieve the multiplication of the electrons through avalanches. The signal is a result of the movement of the charges and is collected from the mesh electrode with a low gain preamplifier, also used for the voltage supply of the electrode. The preamplifier signal was processed using standard spectroscopy amplifiers and passed through ADCs in order to digitally record the signal, in the form of an amplitude spectrum (Fig. 3 [26]).

3 Data analysis

The fission cross section of $^{232}$Th, at each neutron energy, was calculated via the expression

$$
\sigma(E) = \frac{Y_{Th}(E)}{Y_{ref}(E)} \cdot \frac{\Phi_{ref}(E)}{\Phi_{Th}(E)} \cdot \frac{N_{ref}}{N_{Th}} \cdot \sigma_{ref}(E)
$$

where $Y$ are the recorded counts, corrected for the amplitude cut introduced in the analysis in order to discard the $\alpha$ counts, the dead time and the contribution from parasitic neutrons, $\Phi$ is the neutron fluence incident in the position of each sample, $N$ is the areal density of the sample and $\sigma_{ref}$ is the cross section of the reference reaction, while the subscripts “Th” and “ref” refer to the thorium and reference samples, respectively.

3.1 Neutron fluence

Monte Carlo simulations with the MCNP6 code [30] were performed for the determination of the neutron fluence incident on each sample. The simulations were used for the estimation of the ratio $\Phi_{ref}(E)/\Phi_{Th}(E)$ of Eq. (2), which is mainly a geometric correction for the neutron fluence between the thorium and the reference samples, due to the different distances from the neutron source and—in some cases—different diameter mask used in the samples. In addition, the uncertainty of the neutron energy was estimated from the FWHM of the main peak in the simulations.

The description of the neutron source imported in MCNP6 was generated with the NeuSDesc code, coupled with SRIM-2008, taking into account the energy loss of the charged particle beam in the target and the kinematics of each neutron producing reaction. In the case of the $^2$H(d,n) reaction the deuteron break-up in the gas-cell was also considered. The aluminum chamber, containing the Micromegas detectors and the actinide samples, and the neutron producing target were described in the input file. The neutron fluence in the position of each sample was the result of the Monte Carlo simulations for all neutron energies.

The neutron fluence estimated from the Monte Carlo simulations for the first $^{232}$Th sample for the irradiations corresponding to neutron energy of 3 MeV (from the $^3$H(p,n) reaction), 9.9 MeV (from the $^2$H(d,n) reaction) and 17.8 MeV (from the $^3$H(d,n) reaction) is presented in Fig. 4. In the 9.9 MeV irradiation, the break-up peak is present in the fluence at approximately 2.5 MeV.

3.2 Parasitic neutrons

In addition to the main neutron beam, parasitic neutrons are produced from neutron scattering in the experimental area and the experimental setup and via charged particle reactions of the particle beam with nuclei present in the beam line, the neutron producing target and the experimental setup. In order to acquire accurate results from the measurements it is necessary to take these neutrons into account.

Firstly, the neutrons created from the neutron producing reaction and scattered by the experimental setup materials, including the neutron producing target and the chamber containing the Micromegas detectors and actinide samples, are...
Table 2. Correction factors $f_{\text{par}}$ for the scattering of neutrons in the sample and experimental setup, estimated via MCNP6 simulations.

| Neutron energy (MeV) | $^{232}$Th | $^{238}$U | $^{235}$U |
|----------------------|------------|-----------|-----------|
| 2.0                  | 0.99       | 0.98      | 0.82      |
| 2.5                  | 0.97       | 0.97      | 0.84      |
| 3.0                  | 0.97       | 0.96      | 0.84      |
| 3.5                  | 0.96       | 0.96      | 0.84      |
| 4.0                  | 0.95       | 0.95      | 0.84      |
| 4.3                  | 0.95       | 0.95      | 0.83      |
| 4.7                  | 0.95       | 0.94      | 0.83      |
| 5.3                  | 0.94       | 0.93      | 0.83      |
| 9.9                  | 0.90       | 0.88      | 0.79      |
| 14.8                 | 0.94       | 0.93      | 0.86      |
| 16.5                 | 0.95       | 0.94      | 0.86      |
| 17.8                 | 0.95       | 0.94      | 0.86      |

The scattering of the main neutron beam in the experimental area is not included in the simulations. This scattering is expected to slightly increase the low energy part of the simulations [33]. Even a low parasitic flux at low energies can cause a huge effect in the $^{235}$U sample (due to the high cross section at low energies), leaving at the same time the corrections for the $^{232}$Th and $^{238}$U samples unaltered. This can be better understood by comparing the evaluated fission cross sections of $^{232}$Th, $^{238}$U and $^{235}$U from ENDF/B-VII.0 [32], presented in Fig. 5. As seen in the figure, the $^{235}$U(n,f) cross sections show a significant increase at low energies compared to $^{232}$Th and $^{238}$U.
section at low energies has a value of approximately 8 order of magnitudes higher than the $^{238}$U(n,f) cross section, while there is no evaluation for the $^{232}$Th(n,f) cross section, but it is expected to be very low, lower than the corresponding one of the $^{238}$U sample in the low energy region. In addition, it is interesting to note the similar shape of the $^{232}$Th(n,f) and $^{238}$U(n,f) cross sections up to approximately 6 MeV. The similar slope at the two cross-section thresholds, combined with the low cross-section values in the low energy region is expected to yield a similar response to parasitic neutrons that might be present in the region. This was tested, by artificially adding a low energy parasitic flux in various energy regions of the Monte Carlo simulations, which did not affect the cross-section results of the $^{232}$Th(n,f) reaction estimated using the $^{238}$U sample as reference. In addition, the similar fission cross-section shape of the $^{232}$Th and $^{238}$U samples results in very close values of the correction factors estimated by the Monte Carlo simulations at all neutron energies, as seen in Table 2, while the correction for the $^{235}$U sample is higher for all irradiations.

Another group of parasitic neutrons, created via interactions of the particle beam with nuclei present in the beam line (such as $^{12}$C, $^{16}$O) and in the target container (gas cell and $^3$H target holder) was estimated experimentally for the $^2$H(d,n) and $^3$H(d,n) irradiations, by measurements with and without the presence of the neutron producing target. In the case of the $^2$H(d,n) neutron producing reaction, the deuterium gas was removed from the gas cell and the fission counts recorded were attributed to parasitic neutrons from deuteron induced reactions in the beam line and the materials of the gas cell, such as $^{12}$C(d,n), and it was taken into account in the analysis by subtracting the parasitic counts from the total fission counts after normalizing to the incident charge. The contribution from these parasitic neutrons was estimated to be 34%, 33% and 44% for the $^{238}$U, $^{232}$Th and $^{235}$U sample respectively. In the case of the irradiations with the $^3$H(d,n), an identical target holder was placed in the beam, where instead of the entrance Mo foils, the TiT target and the Cu on which the target is deposited, a single Cu foil was placed in the position of the target. However, the contribution from these parasitic neutrons was found to be negligible in all cases (less than 1%).

The last group of parasitic neutrons, is related to reactions of the charged particle beam with the materials of the target itself. The most common nuclei found in the target and the target surrounding materials are $^2$H implanted from previous irradiations in the TiT target or in the surrounding materials of the gas cell, Ti in the case the TiT target is used and $^{12}$C from carbon built up, due to the unavoidable presence of hydrocarbons in the beam line. The interaction of these nuclei with the charged particle beam can result in (p,n) reactions, as well as (d,n) and (d,np) reactions in the case of the deuteron beam. Previous studies with the time-of-flight technique implementing a pulsed neutron source for the characterization of the quasi-monoenergetic neutron beam produced with a TiT target bombarded by proton [34] and deuteron [31,35] beams at various energies, has shown distinct peaks in the neutron spectra, depending on the energy of the deuteron beam and on the number of times the target was previously used.

In order to estimate the effect of these parasitic neutrons in the final cross-section results, calculations were made to approximate the parasitic peaks present in the fluence from various reactions, taking into account an approximate mass for the nuclei, the fluence of the charged particle beam, estimated via the current integrator and the cross section of each reaction (taken either from the Experimental Nuclear Reaction Data Library EXFOR [5], or from TENDL-2019 [36]). While obtaining an accurate quantitative result was not possible, it was observed that the addition of the parasitic fluence does not affect the final cross-section results of the $^{232}$Th(n,f) cross section calculated with the $^{238}$U(n,f) reaction as reference. It is interesting to note that in the case of the $^3$H(p,n) irradiations above 2.5 MeV, the creation of parasitic neutrons from the excited states of the Ti isotopes seems to have an important contribution in the parasitic counts of $^{235}$U and of the $^{237}$Np sample which was used as monitor. However, the cross-section values of the excited states of the Ti isotopes were estimated via EMPIRE calculations [37], so in this case the uncertainty in the parasitic fluence was quite high.

3.3 Amplitude cut correction

Monte Carlo simulations were performed with FLUKA [23,24], using the GEF code [38] as fission event generator, for the description of the energy deposition of the fission fragments in the Micromegas detectors. The characteristics of the fission fragments for each actinide sample,
namely their mass and atomic numbers and kinetic energy, are imported from the GEF code in order to describe the source. The emission of the fission fragments is assumed to be isotropic, as a first order approximation, ignoring angular distribution effects above 10 MeV. The output of the FLUKA simulation for each actinide sample, which corresponds to the energy deposited in the gas of the Micromegas detector, is calibrated and then convoluted with a skewed gaussian response function, in order to be compared with the experimental spectra. The comparison between the experimental spectrum and the calibrated and convoluted FLUKA spectrum for the $^{232}$Th sample, is presented in Fig. 6.

The simulations from the FLUKA code were used for the correction of the fission fragments lost under the $\alpha$ peak from the natural radioactivity of the samples present in the experimental spectra. The correction was in the order of 3–5% for all actinide samples. The correction was also estimated by assuming that the energy deposition of the $\alpha$ particles extends linearly to zero. It was estimated that the difference in the final cross-section results, when the correction for the lost fission fragments was calculated with this simple approach and with the FLUKA simulations, was less than 1% in all cases.

3.4 Dead time

The dead time of the acquisition system was calculated as the ratio the system was busy with processing a signal (live time) to the acquisition time (real time), according to the equation

$$f_{DT} = \frac{\text{Live time}}{\text{Real time}} \quad (4)$$

The dead time of the acquisition system was negligible, since it was estimated to be less than 0.3% for all actinide samples at all neutron energies.

3.5 Uncertainties

The statistical uncertainty of the cross-section results for the $^{232}$Th(n,f) reaction is a result of the fission fragment yields from $^{232}$Th sample and the reference ones. The various contributions of the systematic uncertainties in the cross-section results are presented in Table 3.

The uncertainty in the parasitic neutrons correction factor was estimated by multiplying the parasitic tail estimated by the MCNP simulations and by adding the expected parasitic peaks, as discussed in Sect. 3.2. It was estimated that the effect in the final cross-section results was in the order of 1–2% and within the statistical errors. Regarding the amplitude cut correction, it was estimated via the FLUKA simulations and by assuming that the fission fragment counts extend linearly to the end of the amplitude spectra, as presented in Sect. 3.3. The final cross-section results of the $^{232}$Th(n,f) reaction varied less than 1% with the different methods for the amplitude cut correction. The systematic uncertainty from the dead time was negligible, since this correction was very small in all cases. The uncertainty in the neutron fluence is a result of the geometrical correction, due to the different positions of the samples with respect to the neutron beam. In the case of the irradiations with the $^3$H(p,n) and with the $^3$H(d,n) reactions this correction is negligible, because the $^{232}$Th samples were placed in contact with the reference samples. For the $^2$H(d,n) irradiation the uncertainty was estimated via the comparison of the $^{238}$U samples, placed on both sides of the $^{232}$Th sample, and was found to be less than 1%. The systematic uncertainty in the sample mass was in the order of 3%, while the statistical uncertainty was less than 1% for all actinide samples, as mentioned in Sect. 2.2. Finally, the uncertainty in the evaluated cross sections of the reference samples $^{238}$U and $^{235}$U was 1.3–1.5% [39].

4 Results

The fission cross-section results for $^{232}$Th, obtained by the analysis presented in Sect. 3 are presented in Table 4 along with their statistical uncertainties. The $^{238}$U(n,f) reaction was

Table 3  Systematic uncertainties of the $^{232}$Th(n,f) cross section calculation

| Contribution       | Uncertainty |
|--------------------|-------------|
| Parasitic neutrons | 1–2%        |
| Amplitude cut      | <1%         |
| Dead time          | <0.1%       |
| Neutron fluence    | <1%         |
| Sample mass        | 3%          |
| Reference cross section | 1.3–1.5% |
Table 4 Cross-section results for the \(^{232}\text{Th}(n,f)\) reaction with their statistical uncertainties

| Neutron energy (MeV) | Cross section (b) |
|----------------------|-------------------|
| 2.0 ± 0.1            | 0.117 ± 0.005     |
| 2.5 ± 0.1            | 0.112 ± 0.003     |
| 3.0 ± 0.1            | 0.135 ± 0.004     |
| 3.5 ± 0.1            | 0.137 ± 0.004     |
| 4.0 ± 0.1            | 0.142 ± 0.004     |
| 4.3 ± 0.1            | 0.137 ± 0.004     |
| 4.7 ± 0.1            | 0.147 ± 0.004     |
| 5.3 ± 0.1            | 0.135 ± 0.004     |
| 9.9 ± 0.1            | 0.304 ± 0.005     |
| 14.8 ± 0.5           | 0.383 ± 0.023     |
| 16.5 ± 0.5           | 0.456 ± 0.018     |
| 17.8 ± 0.3           | 0.50 ± 0.04       |

used as reference for the cross section calculation at all neutron energies, while the \(^{235}\text{U}(n,f)\) was used in addition for the 2.0 and 2.5 MeV irradiations (at higher neutron energies there was a significant contribution from parasitic neutrons to the fission counts of the \(^{235}\text{U}\) sample, preventing from using it as a reference). In the latter case the cross-section was estimated as the average cross-section value of the two reference samples, with the difference between them being less than 1% for both neutron energies. The systematic uncertainties are presented in Table 3. The comparison between the data of this work and the experimental data found in EXFOR [5], along with the latest evaluated libraries ENDF/B-VIII.0 [32], JEFF-3.3 [40], JENDL-4.0 [41] and CENDL-3.2 [42] is presented in Fig. 7.

Regarding the results in the energy region 2.0–5.3 MeV, presented in Fig. 7a, a very good agreement is observed between the data of the present work and the data of Blons et al. [10,12] and Muir and Veeser [14], while there is an overall agreement with the data of Lisowski et al. [7], D’hondt et al. [11], Casanova and Vallee [13], Kalinin and Pankratov [20] and Henkel [21]. However, the data of D’hondt and Casanova and Vallee have uncertainties equal to 16.7% and 15.4% respectively, while no uncertainties for the data of Kalinin and Pankratov are given in EXFOR. The most recent data of Shcherbakov et al. [6] are in fair agreement with the data of Meadows [9] and seem to give slightly higher cross-section values than the data of the present work, even though an agreement within errors is observed for the neutron energies at 3.0, 3.5 and 4.5 MeV. Finally, the data of Ermagambetov et al. [16] have systematically lower cross-section values compared to the data of the present work. The cross-section results of our work are in overall good agreement with the ENDF/B-VIII.0 (which agrees with JEFF-3.3) evaluation, while the JENDL-4.0 and CENDL-3.2 evaluations seem to have slightly higher cross-section values.
For the data point at 9.9 MeV, presented in Fig. 7b, an agreement within errors is observed with the point of Lisowski et al. at a slightly higher energy, while the data of Shcherbakov et al. and Meadows have higher cross-section values. One point of Pankratov [17] in this energy region has a lower cross-section value than the one determined in the present work. Regarding the latest evaluations, all overestimate the present cross-section values, with the ENDF/B-VIII.0 (which agrees with JEFF-3.3) being closer to this data point, having a 5% difference in the cross-section value.

In the higher energy region the cross-section results are presented in Fig. 7c. As seen in the figure, they are in agreement within uncertainties with the available data in EXFOR for the energy points at 14.8 MeV and 17.8 MeV. Very good agreement is observed at 14.8 MeV with the points of Pankratov, Manabe et al. [8] and Lisowski et al., while the point from Katase [18], even though in agreement within errors with the present work, has a lower cross-section value and 10% uncertainty. At 17.8 MeV the data point is in excellent agreement with the point from Pankratov et al. [19], the only one in the same energy as the present work. The cross-section point at 16.5 MeV is in between the latest data of Shcherbakov et al. and Lisowski et al. and in agreement within error with the point of Babcock [5] at a lower energy, while the points from Rago and Goldstein [15], Pankratov and Pankratov et al. have higher cross-section values. In this energy region the data points from this work are in better agreement with the CENDL-3.2 library, while agreement within errors is also seen with the ENDF/B-VIII.0 (which agrees with JEFF-3.3) at all data points.

The only data covering the whole fast neutron energy region are the latest datasets of Shcherbakov et al. and the data of Lisowski et al. Overall good agreement is observed with these specific datasets, since agreement within errors is observed for the majority of the data points. The data from Shcherbakov et al. have systematically higher cross-section values than the data of Lisowski et al., while the data of the present work seem to be in the middle of these datasets. For energies higher than 16 MeV, namely the last two cross-section points, the data of this work are in better agreement with the data from Shcherbakov et al. When comparing the latest evaluated libraries, overall best agreement is observed with the latest ENDF/B-VIII.0 evaluation (which agrees with JEFF-3.3).

5 Conclusions

The neutron induced fission of $^{232}$Th was measured at the 5.5 MV Van de Graaff Tandem accelerator in the National Centre for Scientific Research “Demokritos” with Micromegas detectors, using quasi-monoenergetic neutron beams at fast neutron energies, produced via the $^3$H(p,n), $^2$H(d,n) and $^3$H(d,n) reactions.

The cross-section results are in very good agreement with the latest evaluations and certain experimental datasets in literature and demonstrate that quasi-monoenergetic neutron beams can provide accurate results over a broad energy range and resolve existing discrepancies, even in the absence of time-of-flight capabilities, provided that all the experimental details are thoroughly investigated. Special attention was given to the study of the parasitic neutrons produced from neutron scattering in the experimental area and experimental setup and via charged particle reactions of the particle beam with the beam line and the neutron producing target. Due to the similar fission cross section of $^{232}$Th and $^{238}$U it was confirmed that the contribution from these parasitic neutrons to the final cross-section results was negligible.
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