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Abstract. We decompose the $\hat{\mathfrak{sl}}(n)$-module $V(\Lambda_0) \otimes V(\Lambda_1)$ and give generating function identities for the outer multiplicities. In the process we discover some seemingly new partition identities for $n = 3, 4$.

1. Introduction

The affine Lie algebras are the simplest family of infinite dimensional Kac-Moody Lie algebras (cf. [8]). The connection between affine Lie algebra representations and partition identities is well known (for example, see [7], [11], [12], [13]) since 1970’s. The affine Lie algebra $\mathfrak{g} = \hat{\mathfrak{sl}}(n, \mathbb{C})$ is the infinite dimensional analog of the finite dimensional simple Lie algebra $\mathfrak{sl}(n, \mathbb{C})$ of $n \times n$ trace zero matrices.

In fact the affine Lie algebra $\hat{\mathfrak{sl}}(n, \mathbb{C}) = \mathfrak{sl}(n, \mathbb{C}) \otimes \mathbb{C}[t, t^{-1}] \oplus \mathbb{C}c \oplus \mathbb{C}d$ is generated by the degree derivation $d = 1 \otimes t \frac{d}{dt}$, and the Chevalley generators:

$$
e_j = E_{j,j+1} \otimes 1, \quad f_j = E_{j+1,j} \otimes 1, \quad h_j = (E_{j,j} - E_{j+1,j+1}) \otimes 1, \quad j = 1, 2, \ldots, n-1,
$$

$$e_0 = E_{n,1} \otimes t, \quad f_0 = E_{1,n} \otimes t^{-1}, \quad h_0 = (E_{n,n} - E_{1,1}) \otimes 1 + c,$$

where $c = \sum_{j=0}^{n-1} h_j$ spans the one-dimensional center and $E_{i,j}$ denote the $n \times n$ matrix units. With respect to the Cartan subalgebra $\mathfrak{h} := \text{span}_\mathbb{C}\{h_0, h_1, \ldots, h_{n-1}\} \oplus \mathbb{C}d$, let $\Delta = \{\alpha_0, \alpha_1, \ldots, \alpha_{n-1}\}$ be the set of simple roots and $\Phi$ be the set of roots for $\hat{\mathfrak{sl}}(n, \mathbb{C})$. Then $\delta = \alpha_0 + \alpha_1 + \cdots + \alpha_{n-1}$ is the null root and $P = \text{span}_\mathbb{Z}\{\Lambda_0, \Lambda_1, \ldots, \Lambda_{n-1}, \delta\}$, is the weight lattice where $\langle \Lambda_j, h_k \rangle = \delta_{jk}$, and $\langle \Lambda_j, d \rangle = 0$, for $j = 0, 1, \ldots, n - 1$. The dominant weight lattice is defined to be $P_+ = \text{span}_\mathbb{Z}_{\geq 0}\{\Lambda_0, \Lambda_1, \ldots, \Lambda_{n-1}\} \oplus \mathbb{Z}\delta$. By the level of $\lambda \in P_+$ we mean the nonnegative integer $\text{level}(\lambda) = \lambda(c)$. For notational convenience we define $\alpha_j = \alpha_{\overline{j}}$ and $\Lambda_j = \Lambda_{\overline{j}}$ for all $j \in \mathbb{Z}$ where $\overline{j} := j \pmod{n}$.

For $\lambda \in P_+$, let $V(\lambda)$ denote the irreducible integrable $\hat{\mathfrak{sl}}(n)$-module with highest weight $\lambda$. For $\lambda, \mu \in P_+$, it is known that the tensor product module $V(\lambda) \otimes V(\mu)$ is completely reducible (cf. [8] Corollary 10.7 b)), that is:
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\[
\begin{array}{cccc}
  i & i+1 & i+2 & \cdots \\
  i-1 & i & i+1 & \cdots \\
  i-2 & i-1 & i & \cdots \\
  \vdots & \vdots & \vdots & \vdots 
\end{array}
\]

Figure 1. Color pattern for an extended Young diagram of charge \(i\). All labels are reduced modulo \(n\).

\begin{align*}
V(\lambda) \otimes V(\mu) &= \bigoplus_{\nu \in P_+} c_{\lambda,\mu}^\nu V(\nu),
\end{align*}

where \(c_{\lambda,\mu}^\nu\), called the outer multiplicity, denotes the number of times \(V(\nu)\) occurs in this decomposition. In [17] we studied these outer multiplicities using the crystal base theory for the case \(\lambda = \mu = \Lambda_0\) and obtained several identities. In this paper we consider the case \(\lambda = \Lambda_0, \mu = \Lambda_i\), where \(1 \leq i \leq n-1\). Using the approach in [17] we obtain several different identities, some of them seemingly new for the cases \(i = 1, n = 3, 4\).

2. Decomposition of \(V(\Lambda_0) \otimes V(\Lambda_i)\)

In order to decompose the module \(V(\Lambda_0) \otimes V(\Lambda_i)\) we will use the theory of crystals ([9], [10], [14], [5]) associated with integrable representations of quantum affine algebras. Indeed in this paper we will use the explicit realization of the crystal \(B(\Lambda_i)\) for the module \(V(\Lambda_i)\) in terms of extended Young diagrams (or colored Young diagrams) ([16], [6]) which we briefly describe.

Let \(I := \{0, 1, \ldots, n-1\}\) denote the index set for \(\hat{\mathfrak{g}}(n)\). An extended Young diagram is a collection of \(I\)-colored boxes arranged in left-justified rows and top-justified columns, such that the number of boxes in each row is greater than or equal to the number of boxes in the row below. To every extended Young diagram we associate a charge, \(i \in I\). In each box, we put a color \(j \in I\) given by \(j \equiv a - b + i \pmod{n}\) where \(a\) is the number of columns from the right and \(b\) is the number of rows from the top (see figure 1).

For example, \(\begin{array}{ccc}
  1 & 2 & 0 \\
  0 & 1 & 0
\end{array}\) is an extended Young diagram of charge 1 for \(n = 3\). The null diagram with no boxes—denoted by \(\emptyset\)—is also considered an extended Young diagram.

A column in an extended Young diagram is \(j\)-removable if the bottom box contains \(j\) and can be removed leaving another extended Young diagram. A column is \(j\)-admissible if a box containing \(j\) could be added to give another extended Young diagram.

An extended Young diagram is called \(n\)-regular if there are at most \((n - 1)\) rows with the same number of boxes. Let \(\mathcal{Y}(i)\) denote the collection of all \(n\)-regular extended Young diagrams of charge 0. Then \(\mathcal{Y}(i)\) can be given the structure of a crystal with the following actions of \(\tilde{e}_j, \tilde{f}_j, \tilde{\varepsilon}_j, \varphi_j\), and \(\text{wt}(\cdot)\). For each \(j \in I\) and \(b \in \mathcal{Y}(i)\) we define the \(j\)-signature of \(b\) to be the string of \(+\)'s and \(-\)'s in which each \(j\)-admissible column receives a \(+\) and each \(j\)-removable column receives a \(\cdots\), reading from right to left. The reduced \(i\)-signature is the result of recursively canceling all \(\{+,-\}\) pairs in the \(i\)-signature leaving a string of the form \((-,-,\ldots,+\cdots,+)\). The
Kashiwara operator $\tilde{e}_j$ acts on $b$ by removing the box corresponding to the rightmost $-$, or maps $b$ to $0$ if there are no minus signs. Similarly, $\tilde{f}_j$ adds a box to the bottom of the column corresponding to the leftmost $+$, or maps $b$ to $0$ if there are no plus signs. The function $\varphi_j(b)$ is the number of $+$ signs in the reduced $j$-signature of $b$ and $\varepsilon_j(b)$ is the number of $-$ signs. We define $\mathcal{Y}(i) \rightarrow P$ by $b \mapsto \Lambda_i - \sum_{j=0}^{n-1} # \{j\text{-colored boxes in } b\} \alpha_j$. Then $\mathcal{Y}(i) \cong B(\Lambda_i)$.

In order to obtain the decomposition of $V(\Lambda_0) \otimes V(\Lambda_i)$, it suffices to find the set of the maximal elements of the crystal base $B(\Lambda_0) \otimes B(\Lambda_i)$, i.e. the set of all $b_1 \otimes b_2 \in B(\Lambda_0) \otimes B(\Lambda_i)$ for which $\tilde{e}_i(b_1 \otimes b_2) = 0$ for all $i \in I$. Maximal elements are characterized by the following:

**Lemma 2.1** (see [6]). An element $b_1 \otimes b_2 \in B(\Lambda_0) \otimes B(\Lambda_i)$ is maximal if and only if $\tilde{e}_j b_1 = 0$ and $\varepsilon_j \mu_i b_2 = 0$ for all $j \in I$.

**Lemma 2.2** ([17]). An element $b_1 \otimes b_2$ of the $U_q(\widehat{\mathfrak{sl}}(n))$ crystal $B(\Lambda_0) \otimes B(\Lambda_i)$ is maximal if and only if $b_1$ is the null diagram and the following two conditions are satisfied for $b_2$:

1. the first removable column from the right in $b_2$ is $0$-removable,
2. for all $j \in \{0, 1, \ldots, n-1\}$, if the $k$th admissible column in $b_2$ is $j$-admissible then the $k+1$st removable column, if it exists, is $j$-removable.

As an application of Lemma 2.2, all maximal elements of weight $2\Lambda_0 - 3\delta$ for $B(\Lambda_0) \otimes B(\Lambda_2)$ with $n = 3$ are given in Figure 2.

We denote a partition by a finite sequence $(\lambda^1_1, \lambda^2_2, \ldots, \lambda^l_l)$, where $\lambda_k \in \mathbb{Z}_{>0}$, $\lambda_k > \lambda_{k+1}$, and $f_k \in \mathbb{Z}_{>0}$ denotes the multiplicity of $\lambda_k$. Each $b \in \mathcal{Y}(i)$ can be uniquely represented as a partition where $\lambda_k$ is the number of boxes in a given row, and $f_k$ is the number of rows having $\lambda_k$ boxes. For example, the two diagrams in Figure 2 correspond to the partitions $(5, 4, 1^2)$, and $(3^2)$. We can now rephrase Lemma 2.2 in terms of partitions as follows.

**Lemma 2.3.** The highest weight elements of $B(\Lambda_0) \otimes B(\Lambda_i)$ are in a one-to-one correspondence with the set of all partitions $\lambda = (\lambda^1_1, \lambda^2_2, \ldots, \lambda^l_l)$ with $f_k < n$, $k = 1, 2, \ldots, l$, satisfying the conditions:

1. $\lambda_1 - f_1 + i \equiv 0 \pmod{n}$,
2. $f_k + f_{k+1} + \lambda_k - \lambda_{k+1} \equiv 0 \pmod{n}$, for $k < l$.

**Proof.** The condition that each $f_k < n$ is equivalent to the condition that $b \in \mathcal{Y}(i)$ is $n$-regular. The first column from the right is always removable, so by condition (1) of Lemma 2.2 the first column must contain a $0$-colored box in the bottom row. Since $\lambda_1$ is the number of columns in the diagram and $f_1$ is the number of boxes in the rightmost column, we see that $\lambda_1 - f_1 + i \equiv 0 \pmod{n}$.

![Figure 2. Examples of highest weight elements in $B(\Lambda_0) \otimes B(\Lambda_2)$, for $n = 3$.](image)
Now, suppose that the \( k \)th admissible column is \( j \)-admissible, and there exists a removable column to the left of that column. The \( k \)th admissible column is \( \lambda_k + 1 \) columns from the left and contains \( f_1 + f_2 + \cdots + f_{k-1} \) boxes. Therefore:

\[
\begin{align*}
    f_1 + f_2 + \cdots + f_{k-1} - (\lambda_k + 1) + i & \equiv j - 1 \pmod{n} \\
    f_1 + f_2 + \cdots + f_{k-1} - \lambda_k + i & \equiv j \pmod{n}
\end{align*}
\]  

(2.1)

By condition (2) of Lemma 2.2 the \( k + 1 \)st removable column (the \( \lambda_{k+1} \)st from the left) is also \( j \)-removable, and contains \( f_1 + f_2 + \cdots + f_k + f_{k+1} \) boxes. Therefore:

\[
    f_1 + f_2 + \cdots + f_k + f_{k+1} - \lambda_{k+1} + i \equiv j \pmod{n}
\]

(2.2)

Subtracting equation (2.1) from equation (2.2) we obtain condition (2). Furthermore, if the partition satisfies the conditions (1) and (2), then it is in correspondence with an extended Young diagram as in Lemma 2.2 \( \square \)

Let \( \mathcal{C}_n^i \) be the collection of all partitions satisfying conditions (1) and (2) in Lemma 2.2. Then each such partition in \( \mathcal{C}_n^i \) corresponds to a unique maximal element in \( B(\Lambda_0) \otimes B(\Lambda_i) \). Let \( \mathcal{C}_n^{\alpha, \mu} \) denote the set of elements in \( \mathcal{C}_n^i \) of weight \( \mu \). It is known that each connected component of the crystal \( B(\Lambda_0) \otimes B(\Lambda_i) \) is the crystal for the corresponding irreducible summand of the module \( V(\Lambda_0) \otimes V(\Lambda_i) \).

In the following lemma we determine the connected components of the crystal \( B(\Lambda_0) \otimes B(\Lambda_i) \).

**Lemma 2.4.** Each connected component of \( B(\Lambda_0) \otimes B(\Lambda_i) \) is isomorphic to \( B(\Lambda_t + \Lambda_u - k\delta) \) for some \( t, u \in \{0, 1, \ldots, n-1\} \) such that \( t + u \equiv i \pmod{n} \) and \( k \in \mathbb{Z}_{\geq 0} \) such that \( k \geq t \) if \( t \leq i \) and \( k \geq t - i \) if \( t > i \).

**Proof.** Let \( b \otimes b' \in B(\Lambda_0) \otimes B(\Lambda_i) \) be maximal. Then \( \text{wt}(b) = \Lambda_0 \), and \( b' \) corresponds to a partition \((\lambda_1^{j_1}, \lambda_2^{j_2}, \ldots, \lambda_l^{j_l}) \in \mathcal{C}_n^i \). We set \( \alpha = \Lambda_i - \text{wt}(b') \) and use the weight formula in \( B(\Lambda_i) \) to compute \( \alpha \):

\[
\begin{align*}
    \alpha &= \sum_{r=1}^{L} \sum_{j_1=1, j_2=s_{r-1}+1}^{\lambda_r} \alpha_{j_1-j_2+i} \\
    &= \sum_{r=1}^{L} \sum_{j_1=1, j_2=s_{r-1}+1}^{\lambda_r} (2\Lambda_{j_1-j_2+i} - \Lambda_{j_1-j_2+i-1} - \Lambda_{j_1-j_2+1} + \delta_{j_1-j_2+1,0,0})(j_1-j_2+i),
\end{align*}
\]  

(2.3)

where \( s_j := \sum_{m=1}^{j} f_m \). The sums telescope, leaving:

\[
\begin{align*}
    \alpha &= \sum_{r=1}^{L} (\Lambda_{\lambda_r-s_{r-1}+i} - \Lambda_{i-s_{r-1}} + \Lambda_{i-s_{r-1}} - \Lambda_{\lambda_r-s_{r-1}+i}) + k\delta,
\end{align*}
\]  

(2.4)
where $k \in \mathbb{Z}_{\geq 0}$ is the number of $\alpha_0$’s in the sum (2.3). Now consider the sum in (2.4).

\[
\sum_{r=1}^{l} (\Lambda_{t-r+1} - \Lambda_{t-r} + \Lambda_{t-r-1} - \Lambda_{t-r-1+i})
\]

\[
= \Lambda_{t-f_1+i} + \sum_{r=2}^{l} \Lambda_{t-i}+f_{r-1}+f_{r-i}+r_{i} - \sum_{r=1}^{l} \Lambda_{t-r} + \sum_{r=1}^{l} \Lambda_{t-r-1} - \sum_{r=1}^{l} \Lambda_{t-r-1+i}
\]

since $\Lambda_r \equiv \Lambda_{r-1} + f_{r-1} + f_r \pmod{n}$

\[
= \Lambda_0 + \sum_{r=2}^{l} \Lambda_{t-i}+f_{r-1}+f_{r-i}+r_{i} - \sum_{r=1}^{l} \Lambda_{t-r} + \sum_{r=1}^{l} \Lambda_{t-r-1} - \sum_{r=1}^{l} \Lambda_{t-r-1+i}
\]

since $\Lambda_1 - f_1 + i \equiv 0 \pmod{n}$

\[
= \Lambda_0 + \sum_{r=1}^{l-1} \Lambda_{t-i}+f_{r-1}+f_{r-i}+r_{i} - \sum_{r=0}^{l-1} \Lambda_{t-r} + \sum_{r=1}^{l-1} \Lambda_{t-r-1} - \sum_{r=1}^{l-1} \Lambda_{t-r-1+i}
\]

By repeated use of condition (2) of Lemma 2.3, we can see that $\Lambda_{t-i-1}+2i \equiv \Lambda_{1} - f_0 - s_1 + 2i = \Lambda_1 - f_1 + 2i \equiv i \pmod{n}$. Therefore, one of the numbers $\Lambda_{t-i-1}+i, i-1$ is in the interval $I = [i/2, (n+i)/2]$ and the other is outside this interval. Let $t$ be the one in $I$ and $u$ be the one outside $I$.

There are two cases to consider: $[i/2] \leq t \leq i$ and $i < t \leq [(n+i)/2]$. Since $\Lambda_t = \Lambda_0 + \omega_t$ (8, eq. 12.4.3), using well-known formulas for the fundamental dominant weights $\omega_t$ of $\mathfrak{sl}(n)$ (see for example [4]) we have:

\[
\alpha = \Lambda_0 + \Lambda_t - \Lambda_u + k\delta
\]

\[
= \Lambda_0 + \Lambda_0 + \frac{1}{n} \left( \sum_{r=1}^{i} r(n-i)\alpha_r + \sum_{r=i+1}^{n-1} i(n-r)\alpha_r \right)
\]

\[
- \Lambda_0 - \frac{1}{n} \left( \sum_{r=1}^{t} r(n-t)\alpha_r + \sum_{r=t+1}^{n-1} t(n-r)\alpha_r \right)
\]

\[
- \Lambda_0 - \frac{1}{n} \left( \sum_{r=1}^{u} r(n-u)\alpha_r + \sum_{r=u+1}^{n-1} u(n-r)\alpha_r \right)+k\delta.
\]

In the case $t \leq i$ we have $u = i - t$. Therefore:

\[
\alpha = - \sum_{r=1}^{u} r\alpha_r - \sum_{r=u+1}^{t} (i-t)\alpha_r - \sum_{r=t+1}^{i} (i-r)\alpha_r + k\delta
\]

\[
= \sum_{r=0}^{u} (k-r)\alpha_r + \sum_{r=u+1}^{t} (k-i+t)\alpha_r + \sum_{r=t+1}^{i} (k-i+r)\alpha_r + \sum_{r=i+1}^{n-1} k\alpha_r
\]

We must have $k \geq i - t$ in order for the coefficient of $\alpha_{u+1}$ to be $\geq 0$. 

If \( t > i \) then we have \( u = n + i - t \). Therefore:

\[
\alpha = - \sum_{r=1}^{t} (r-i)\alpha_r - \sum_{r=t+1}^{u} (t-i)\alpha_r - \sum_{r=u+1}^{n-1} (n-r)\alpha_r + k\delta
\]

\[
= \sum_{r=0}^{t} k\alpha_r + \sum_{r=t+1}^{u} (k-r+i)\alpha_r + \sum_{r=u+1}^{n-1} (k-t+i)\alpha_r + \sum_{r=u+1}^{n-1} (k-n+r)\alpha_r
\]

In this case \( k \geq t - i \) for the coefficient of \( \alpha_{t+1} \) to be \( \geq 0 \).

Therefore \( \text{wt}(b \otimes b') = \Lambda_0 + \Lambda_i - \alpha = \Lambda_t + \Lambda_u - k\delta \) where \( k \geq t - i \). Hence \( b \otimes b' \) is a maximal element of weight \( \Lambda_t + \Lambda_{n+t-i} - k\delta \), and the component of \( B(\Lambda_0) \otimes B(\Lambda_i) \) containing \( b \otimes b' \) is isomorphic to \( B(\Lambda_t + \Lambda_u - k\delta) \) for some \( k \) satisfying the given conditions.

**Theorem 2.1.** The \( \mathfrak{sl}(n) \)-module \( V(\Lambda_0) \otimes V(\Lambda_i) \) decomposes as the direct sum

\[
\bigoplus_{t=\lceil n/2 \rceil}^{\infty} \bigoplus_{k=i-t}^{\infty} c_{\Lambda_0,\Lambda_i}^{\Lambda_t+\Lambda_{n+t-i}-k\delta} V(\Lambda_t + \Lambda_{n+t-i} - k\delta) \oplus \bigoplus_{t=i+1}^{\infty} \bigoplus_{k=i-t}^{\infty} c_{\Lambda_0,\Lambda_i}^{\Lambda_t+\Lambda_{n+t-i}-k\delta} V(\Lambda_t + \Lambda_{n+t-i} - k\delta)
\]

and the outer multiplicities are given by

\[
c_{\Lambda_0,\Lambda_i}^{\Lambda_t+\Lambda_{n+t-i}-k\delta} = |\mathcal{C}_{n,\Lambda_t+\Lambda_{n+t-i}-k\delta}^i|,
\]

where the absolute value sign denotes the cardinality. Here, if \( c_{\Lambda_0,\Lambda_i}^{\Lambda_t+\Lambda_{n+t-i}-k\delta} = 0 \) then \( V(\Lambda_t + \Lambda_u - k\delta) \) does not occur in the decomposition. Furthermore, if \( t < i \) and \( k = i - t \) (resp. \( t \geq i \) and \( k = t - i \)) then the unique maximal element is an \((i-t) \times (n-t)\) (resp. \((t-i) \times t)\) rectangle.

**Proof.** By Lemma 2.2 \( |\mathcal{C}_{n,\mu}^i| \) are the outer multiplicities in the decomposition of \( V(\Lambda_0) \otimes V(\Lambda_i) \). Lemma 2.4 gives the weights that occur in the decomposition. If two \('0'\)s appeared in the same row or column, then the coefficient of \( \alpha_r \) in \( \alpha \) would be \( > 0 \) for all \( r \in I \), which is ruled out. If \( t \leq i \) then we have

\[
\text{ht}(\alpha) = \frac{(2k-u)(u+1)}{2} + (k-i+t)(t-u) + \frac{(2k-i+t+1)(i-t)}{2} + k(n-i-1).
\]

If \( k = i - t \) this equals \((i-t)(n-t)\). If \( t > i \) we let \( k = t - i \) and compute

\[
\text{ht}(\alpha) = (t-i)(i+1) + \frac{(t-i-1)(t-i)}{2} + \frac{(t-i-1)(t-i)}{2} = t(t-i).
\]

\( \Box \)

### 3. Generating Functions for Outer Multiplicities

In this section we consider the generating functions for the outer multiplicities in Theorem 2.1 and give explicit formulas for these generating functions. First we define the formal series \( f \) in the indeterminates \( u, v \) as follows:

\[
f(u,v) = \sum_{k=-\infty}^{\infty} u^{k(k-1)/2} v^{k(k+1)/2}.
\]

It is easy to verify that the function \( f(u,v) \) satisfies the following properties:

\[
\begin{align*}
(3.1) \quad f(u,v) &= f(v,u), \\
(3.2) \quad f(q^r, q^s) &= q^r f(q^{2r+s}, q^{-r}).
\end{align*}
\]
for integers \( r, s \) not both equal to 0. Recall the Euler \( \varphi \) function \( \varphi(q) := f(-q, -q^2) \).

In what follows we will be using the well known Jacobi triple product identity (cf. [1]):

\[
(3.3) \quad f(u, v) = \prod_{j=1}^{\infty} (1 - u^j v^j)(1 + u^{j-1} v^j)(1 + u^j v^{j-1}).
\]

Recall that the (formal) character of the highest weight irreducible \( g \)-module \( V(\lambda), \lambda \in \mathfrak{h}^* \) is defined by the formal power series \( \text{ch}(V(\Lambda)) = \sum_{\alpha \in \mathfrak{h}^+} \text{dim}(V(\Lambda)_\alpha) e(\alpha) \), where \( e(\mu, \nu) \in \mathfrak{h}^* \) is an element of the group ring of \( \mathfrak{h}^* \) satisfying \( e(\mu) e(\nu) = e(\mu + \nu), \mu, \nu \in \mathfrak{h}^* \). The \( q \)-character (or principally specialized character) \( \text{ch}_q(V(\lambda)) \) is defined by making the substitution \( e(-\alpha_i) \mapsto q, i \in I \) in \( e(-\lambda) \text{ch}(V(\lambda)) \). We have the following \( q \)-character formulas for the \( \mathfrak{s}(n) \)-modules \( V(\Lambda_i), i \in \{0, 1, \ldots, n-1\} \) and \( V(\Lambda_0 + \Lambda_j) \) for \( j \in \{0, 1, \ldots, \lceil n/2 \rceil\} \) (cf. [15]):

\[
(3.4) \quad \text{ch}_q(V(\Lambda_i)) = \prod_{j \geq 0 \mod n} (1 - q_j)^{-1} = \frac{\varphi(q^n)}{\varphi(q)}.
\]

\[
(3.5) \quad \text{ch}_q(V(\Lambda_0 + \Lambda_j)) = \frac{\varphi(q^n) f(-q_{j+1}, -q^{n-j+1})}{\varphi(q)^2}.
\]

Now we define the generating function

\[
(3.6) \quad B_t^i(q) = \sum_{k=r}^{\infty} b_{t,k}^i q^{k-r},
\]

where

\[
b_{t,k}^i = \begin{cases} c_{\Lambda_0, \Lambda_i}^{\Lambda_{t+i-k} - k \delta}, & t \in \{ [i/2], \ldots, i \}, \\
c_{\Lambda_0, \Lambda_i}^{\Lambda_{t+i-k} - k \delta}, & t \in \{ i+1, \ldots, \lceil (n+i)/2 \rceil \},
\end{cases}
\]

and \( r = |i-t| \). By Theorem 2.3 we have:

\[
\text{ch}(V(\Lambda_0)) \text{ch}(V(\Lambda_i)) = \sum_{t=[i/2]}^{i} \sum_{k=0}^{\infty} b_{t,k}^i \text{ch}(V(\Lambda_{t+i-k} - k \delta)) + \sum_{t=i+1}^{\lceil (n+i)/2 \rceil} \sum_{k=0}^{\infty} b_{t,k}^i \text{ch}(V(\Lambda_{t+i-k} - k \delta))
\]

Hence, multiplying both sides by \( e(-\Lambda_0 - \Lambda_i) \):

\[
e(-\Lambda_0 - \Lambda_i) \text{ch}(V(\Lambda_0)) \text{ch}(V(\Lambda_i)) = \sum_{t=[i/2]}^{i} \sum_{k=0}^{\infty} b_{t,k}^i \text{ch}(V(\Lambda_{t+i-k})) e(-\Lambda_0 - \Lambda_i - k \delta) + \sum_{t=i+1}^{\lceil (n+i)/2 \rceil} \sum_{k=0}^{\infty} b_{t,k}^i \text{ch}(V(\Lambda_{t+i-k})) e(-\Lambda_0 - \Lambda_i - k \delta).
\]
Now, specializing $e(-\alpha_i) = q$, we obtain:

\[
\text{ch}_q(V(\Lambda_0))\text{ch}_q(V(\Lambda_i)) = \sum_{t=\lceil i/2 \rceil}^i q^{(t-i)(n-t)} \text{ch}_q(V(\Lambda_i + \Lambda_{n-i-1})) \sum_{k=i-t}^\infty b_{ik}^i q^{nk} + \sum_{t=i+1}^{\lfloor (n+i)/2 \rfloor} q^{t(n-t)} \text{ch}_q(V(\Lambda_i + \Lambda_{n+i-1})) \sum_{k=t-i}^\infty b_{ik}^i q^{nk}
\]

which gives

\[
\frac{\varphi(q^n)^2}{\varphi(q)^2} = \sum_{t=\lceil i/2 \rceil}^i q^{t(n-t)} \varphi(q^n) f(-q^{2t-i+1}, -q^{n-2t+i+1}) B_i^i(q^n) \\
+ \sum_{t=i+1}^{\lfloor (n+i)/2 \rfloor} q^{t(n-t)} \varphi(q^n) f(-q^{2t-i+1}, -q^{n-2t+i+1}) B_i^i(q^n)
\]

and hence:

\[
\varphi(q^n) = \sum_{t=\lceil i/2 \rceil}^i q^{t(n-t)} f(-q^{2t-i+1}, -q^{n-2t+i+1}) B_i^i(q^n) \\
+ \sum_{t=i+1}^{\lfloor (n+i)/2 \rfloor} q^{t(n-t)} f(-q^{n-2t+i+1}, -q^{2t-i+1}) B_i^i(q^n).
\]

Note that the series $\varphi(q^n) = \prod_{j=1}^{\infty}(1 - q^{nj})$ has a zero coefficient in front of $q^j$ whenever $j$ is not a multiple of $n$, and similar is the case for $B_i(q^n)$. However, this is not the case for $q^{t(n-t)} f(-q^{2t-i+1}, -q^{n-2t+i+1})$. So the trick is to rearrange the sum to sort the powers of $q$ carefully as we do below.

In the right-hand side of (3.7) we have:

\[
f(-q^{n-2t+i+1}, -q^{2t-i+1}) = \sum_{j=0}^{n-1} \sum_{k \in \mathbb{Z}} (-1)^k q^{k((n+2)k+4t-2i-n)} \\
= \sum_{j=0}^{n-1} \sum_{m \in \mathbb{Z}} (-1)^{nm+j} q^{\frac{1}{2}(nm+j)((n+2)(nm+j)+4t-2i-n)}.
\]
We separate out terms involving the index $m$ in the exponent of $q$:

\[
(nm + j) \left( \frac{(n+2)(nm + j) + 4t - 2i - n}{2} \right)
\]

\[
= \ (nm + j) \left( \frac{(n+2)nm + (n+2)j + 4t - 2i - n}{2} \right)
\]

\[
= nm \left( \frac{(n+2)nm + (n+2)j + 4t - 2i - n}{2} \right) + j \left( \frac{(n+2)j - n + 4t - 2i}{2} \right)
\]

which gives:

\[
(3.8) \quad f(-q^{n-2t+i+1}, -q^{2t-i+1}) = \sum_{j=0}^{n-1} (-1)^j q^{j(n+2)/2 + t + (n+2)j + 4t - 2i - n} (\sum_{m \in \mathbb{Z}} (-1)^m q^{nm(1/2 + (n+2)j + 4t - 2i - n)}).
\]

Taking $q^{1/n}$ in the inner sum in (3.8) gives a series $\Psi_{tj}^i(q) = f((-1)^n q^r, (-1)^n q^s)$ for $r, s$ satisfying:

\[
s + r = n(n+2)
\]

\[
s - r = 2(n+2)j + 4t - 2i - n.
\]

Explicitly:

\[
\Psi_{tj}^i(q) = f \left( (-1)^n q^{j(n+3)/2 - 2t+i-(n+2)j}, (-1)^n q^{j(n+1)+2t-i+(n+2)j} \right).
\]

We have:

\[
q^{(t-n)(t-i)} f(-q^{2t+i+1}, -q^{n-2t-i+1}) = \sum_{j=0}^{n-1} (-1)^j q^{jn(j-1) - n(t-i) + (t+j-i)(t+j)} \Psi_{tj}^i(q^n)
\]

and

\[
q^{(t-i)} f(-q^{2t+i+1}, -q^{n-2t-i+1}) = \sum_{j=0}^{n-1} (-1)^j q^{jn(j-1) + (t+j-i)(t+j)} \Psi_{tj}^i(q^n).
\]

Thus (3.7) becomes:

\[
(3.9) \quad \varphi(q^n) = \sum_{t=i/2}^{i} B_t^i(q^n) \sum_{j=0}^{n-1} (-1)^j q^{jn(j-1) - n(t-i) + (t+j-i)(t+j)} \Psi_{tj}^i(q^n) + \sum_{t=i+1}^{(n+i)/2} B_t^i(q^n) \sum_{j=0}^{n-1} (-1)^j q^{jn(j-1) + (t+j-i)(t+j)} \Psi_{tj}^i(q^n)
\]

**Example:** If $n = 2$ and $i = 0$ then $[i/2] = 0$, $[(n+i)/2] = 1$, and (3.9) gives:

\[
\varphi(q^2) = B_0^0(q^2)(\Psi_{00}^0(q^2) - q\Psi_{01}^0(q^2)) + B_1^0(q^2)(q^2\Psi_{00}^0(q^2) - q^3\Psi_{11}^0(q^2))
\]
where

\[
\Psi_{00}(q) = f(q^5, q^3), \quad \Psi_{01}(q) = f(q, q^7), \\
\Psi_{10}(q) = f(q^3, q^5), \quad \Psi_{11}(q) = f(q^{-1}, q^9).
\]

One can verify that we have

\[
\Psi_{00}^0(q^2) - q\Psi_{01}^0(q^2) = 1 - q - q^3 + q^9 + q^{10} - \cdots = f(-q, -q^3),
\]

and

\[
q\Psi_{10}^0(q^2) - q^4\Psi_{11}^0(q^2) = q - q^2 - q^4 + q^7 + q^{11} - \cdots = qf(-q, -q^3),
\]

as desired.

On the other hand, if \(i = 1\) then \([i/2] = [(n + i)/2] = 1\), and (3.9) gives:

\[
\varphi(q^2) = B_1^1(q^2)(\Psi_{10}^0(q^2) - q^2\Psi_{11}^0(q^2))
\]

where

\[
\Psi_{10}(q) = f(q^4, q^4), \quad \Psi_{11}(q) = f(1, q^8).
\]

However, this is equivalent to:

\[
\varphi(q^2) = B_1^1(q^2)f(-q^2, -q^2)
\]

from which one easily sees:

\[
(3.10) \quad B_1^1(q) = \frac{\varphi(q)}{f(-q, -q)} = 1 + q + q^2 + 2q^3 + 2q^4 + 3q^5 + 4q^6 + 5q^7 + \cdots.
\]

Example: If \(n = 3, i = 0\) then we have:

\[
\varphi(q^3) = B_0^1(q^3)(\Psi_{00}^0(q^3) - q\Psi_{01}^0(q^3) + q^7\Psi_{02}^0(q^3)) + B_1^1(q^3)(q\Psi_{10}^0(q^3) - q^4\Psi_{11}^0(q^3) + q^{12}\Psi_{12}^0(q^3))
\]

where

\[
\Psi_{00}(q) = f(-q^3, -q^6), \quad \Psi_{01}(q) = f(-q^4, -q^{11}), \quad \Psi_{02}(q) = f(-q^{-1}, -q^{16}),
\]

\[
\Psi_{10}(q) = f(-q^7, -q^8), \quad \Psi_{11}(q) = f(-q^9, -q^{13}), \quad \Psi_{12}(q) = f(-q^{-3}, -q^{18}).
\]

If \(n = 3, i = 1\) then we have:

\[
\varphi(q^3) = B_1^1(q^3)(\Psi_{10}^0(q^3) - q^2\Psi_{11}^0(q^3) + q^6\Psi_{12}^0(q^3)) + B_2^1(q^3)(q^2\Psi_{20}^0(q^3) - q^6\Psi_{21}^0(q^3) + q^{10}\Psi_{22}^0(q^3))
\]

where

\[
(3.11) \quad \Psi_{10}(q) = f(-q^8, -q^7), \quad \Psi_{11}(q) = f(-q^3, -q^{12}), \quad \Psi_{12}(q) = f(-q^{-2}, -q^{17}),
\]

\[
(3.12) \quad \Psi_{20}(q) = f(-q^6, -q^9), \quad \Psi_{21}(q) = f(-q, -q^{14}), \quad \Psi_{22}(q) = f(-q^{-4}, -q^{19}).
\]

The expression \((t + j - i)(t + j)\) appearing in (3.9) is the only contribution to the exponent of \(q\) that possibly has non-zero residue modulo \(n\), so we separate the right hand side of (3.5) into parts having \((t + j - i)(t + j)\) equal. We cyclically permute the variable \(j\) by \(t\) units to \(j - t\), which transforms \((t + j - i)(t + j)\) to \((j - i)t\). In the new expression, if \(j\) is chosen in the interval \((i/2, (n + i)/2)\) then
\[(t + j - t - i)(t + j - t)\) gives the same residue modulo \(n\) as \((t + i - j - t - i)(t + i - j - t)\) for \(j\) in the same interval. Therefore, we have:

\[(3.13) \quad \varphi(q^n) = \sum_{t,j=[i/2]}^{[(n+i)/2]} B_t(q^n)q^{j(t-i)}a_{t,j}(q^n),\]

where

\[a_{t,j}(q) = \begin{cases} 
(-1)^{j-t}q^{\mu(t,i,j-t)-(t-i)}\Psi_{t,j-t}^{i}(q) & \text{if } t \in \left[\frac{i}{2}, i\right] \text{ and } j = \frac{i}{2} \text{ or } \frac{n+i}{2}, \\
(-1)^{j-t}q^{\mu(t,i,j-t)-(t-i)}\Psi_{t,j-t}^{i}(q) + (-1)^{i-j-t}q^{\mu(t,i,i-j-t)-(t-i)}\Psi_{t,i-j-t}^{i}(q) & \text{if } t \in \left[\frac{i}{2}, i\right] \text{ and } j \neq \frac{i}{2}, \frac{n+i}{2}, \\
(-1)^{j-t}q^{\mu(t,i,j-t)}\Psi_{t,j-t}^{i}(q) & \text{if } t \in [i+1, \frac{n+i}{2}] \text{ and } j = \frac{i}{2} \text{ or } \frac{n+i}{2}, \\
(-1)^{j-t}q^{\mu(t,i,j-t)}\Psi_{t,j-t}^{i}(q) + (-1)^{i-j-t}q^{\mu(t,i,i-j-t)}\Psi_{t,i-j-t}^{i}(q) & \text{otherwise,}
\end{cases}\]

and

\[
\mu(t,i,k) = \frac{k(k-1)}{2} + \left\lfloor \frac{(t+k-i)(t+k)}{n} \right\rfloor.
\]

Unfortunately, the numbers \((j-i)j\)–appearing as residues of exponents of \(q\) in (3.13) may not all be distinct for all integers \(j \in [i/2, (n+i)/2]\), depending on \(n\) and \(i\). In fact, they are all distinct if and only if \((j-i)j \equiv (j'-i)j' \pmod{n}\) implies \(j' \equiv i-j, j \pmod{n}\) for all \(j, j'\), i.e. if and only if \((j' - j)(j' + j - i) \equiv 0 \pmod{n}\) has only trivial solutions modulo \(n\). The proof of the following is elementary, but we include it for the convenience of the reader.

**Proposition 3.1.** The congruence \((j' - j)(j' + j - i) \equiv 0 \pmod{n}\) has only the trivial solutions \(j' \equiv j \pmod{n}\) and \(j' \equiv i-j \pmod{n}\) if and only if \(n\) and \(i\) satisfy one of the following conditions:

1. \(i\) is even and \(n\) is prime or twice an odd prime,
2. \(i\) is odd and \(n\) is prime or a power of 2.

**Proof.** Suppose that \(n\) is a composite integer with factorization \(n = rs\). If \(i\) is even then \(j' = r+s+i/2, j = s-r+i/2\) gives a solution that is trivial if and only if \(n = 2p\) for some prime \(p\) (and by examining the cases, we can rule out \(n = 4\)). If \(i\) is odd, and \(n\) is not a power of 2, then we can choose a factorization such that \(r\) is odd. In such case \(j' = s + (r+i)/2, j = s - (r+i)/2\) gives a non-trivial solution.

Conversely, if \(n\) is prime then \(n|(j' - j)(j' + j - i)\) implies \(n|(j' - j)\) or \(n|(j' + j - i)\), i.e. any solution is trivial. If \(n = 2p\) for an odd prime \(p\), and \(i\) is even then \(2p|(j' - j)(j' + j - i)\) implies that 2 is a factor of both \(j' - j\) and \(j' + j - i\), since both have the same parity, and at least one factor is divisible by \(p\). These must be the same factor, since \(p\) is odd. If \(i\) is odd and \(n = 2^s\), then \(2^s|(j' - j)(j' + j - i)\) implies that \(2^s|(j' - j)\) or \(2^s|(j' + j - i)\) since \(j' - j\) and \(j' + j - i\) have different parity, which finishes the proof. \(\square\)
Now assume that \( i, n \) satisfy one of the two conditions in Proposition 3.1. In this case (3.13) is equivalent to the following set of linear equations:

\[
q^{(n+i)/2} \sum_{t=[i/2]}^{(n+i)/2} B^i_t(q^n)a_{ij}(q^n) = \delta_{ij}\varphi(q^n), j = \left[ \frac{i}{2} \right], \left[ \frac{n+i}{2} \right],
\]

or,

\[
\sum_{t=[i/2]}^{(n+i)/2} B^i_t(q)a_{ij}(q) = \delta_{ij}\varphi(q), j = \left[ \frac{i}{2} \right], \left[ \frac{n+i}{2} \right].
\]

which can be written in matrix form as

\[
A^i(q)B^i(q) = \Phi^i(q)
\]

where

\[
A^i(q)^T = (a^i_{tj}(q))_{t,j \in t}, B^i(q) = (B^i_j(q))^T, \Phi^i(q) = (\delta_{ij}\varphi(q))_{t,j \in t}.
\]

\[
I = \left\{ \left[ \frac{i}{2} \right], \left[ \frac{n+i}{2} \right] \right\}.
\]

Therefore, Cramer’s rule yields the following proposition.

**Proposition 3.2.** For \( 0 \leq i \leq n-1, \left[ \frac{i}{2} \right] \leq t \leq \left[ \frac{n+i}{2} \right] \), we have

\[
B^i_t(q) = \frac{(-1)^{i+t}\varphi(q) \det(\widetilde{A^i(q)})_{tt}}{\det(A^i(q))},
\]

where \( \widetilde{A^i(q)}_{tt} \) denotes the matrix \( A^i(q) \) with the \( i \)th row and \( t \)th column deleted.

### 4. Examples and Identities

Comparing the result in Theorem 2.1 and Proposition 3.2 we now have the following theorem which gives generating function identities.

**Theorem 4.1.** Let \( i \) be as in Proposition 3.2 for \( n \geq 2 \). Then, for \( t \in \{ [i/2], \ldots, [(n+i)/2] \} \):

\[
\sum_{k=[i-1]}^{\infty} \varphi_{\Lambda_i + \Lambda_n - k\delta}^n (q^{k-i}) = \frac{(-1)^{i+t}\varphi(q) \det(\widetilde{A^i(q)})_{tt}}{\det(A^i(q))},
\]

where \( u = i - t \) for \( t \leq i \) and \( u = n + i - t \) for \( t > i \).

**Proof.** The left side and the right side of (4.1) both count the outer multiplicity of \( V(\Lambda_i + \Lambda_n + k\delta) \) in the decomposition of \( V(\Lambda_0) \otimes V(\Lambda_i) \) by Theorem 2.1 and Proposition 3.2 respectively.

In [17], we considered the case \( i = 0 \) for \( n = 2, 3 \) and showed that we obtain certain identities in the Slater list [18] and some new identities for \( i = 0 \) and \( n = 3 \). In this paper we consider the case \( i = 1 \) for \( n = 2, 3, 4 \) and obtain some seemingly new identities.

In the case \( n = 2, i = 1 \), as we have seen in (3.10):

\[
B^1_1(q) = \frac{\varphi(q)}{f(-q, -q)} = \frac{\prod_{j=1}^{\infty} (1 - q^j)}{\prod_{j=1}^{\infty} (1 - q^{2j})(1 - q^{2j-1})^2} = \frac{1}{\prod_{j=1}^{\infty} (1 - q^{2j-1})}
\]
However, the set \( C_{A_k}^{1} \) is the set of partitions of \( 2k \) into distinct even parts which is the same as the number of partitions of \( k \) into distinct parts. Thus Theorem 4.4 in this case becomes the Euler’s identity (see [1]). This agrees with the corresponding result given in [2].

We now consider the case \( i = 1, n = 3 \). In this case, \([i/2] = 1, [(n + i)/2] = 2\). Using (3.2), (3.11), and (3.12), the matrix \( A^1(q) \) in Proposition 3.2 is:

\[
A^1(q) = \begin{pmatrix}
Ψ_{10}^1(q) + q^3Ψ_{11}^1(q) & q^5Ψ_{12}^1(q) - q^2Ψ_{21}^1(q) \\
-Ψ_{11}^1(q) & Ψ_{20}^1(q)
\end{pmatrix}
\]

\[
= \begin{pmatrix}
(f(-q^8, -q^7) + q^3f(-q^{-2}, -q^{17}) & q^5f(-q^{-4}, -q^{19}) - q^2f(-q, -q^{14}) \\
-f(-q^3, -q^{12}) & f(-q^6, -q^9)
\end{pmatrix}
\]

Now we consider the case \( \lambda = 3 \) for \( 1 \leq j < l \). Thus Proposition 3.2 gives the following \( q \)-series for the outer multiplicities (using (3.3)):

\[
B^1(q) = \frac{f(-q^6, -q^9)}{q(q)}
\]

\[
= \prod_{j=1}^{\infty} \frac{1 - q^{15j})(1 - q^{15j-6})(1 - q^{15j-9})}{1 - q^j}
\]

\[
B^2(q) = \frac{f(-q^3, -q^{12})}{q(q)}
\]

\[
= \prod_{j=1}^{\infty} \frac{(1 - q^{15j})(1 - q^{15j-3})(1 - q^{15j-12})}{1 - q^j}
\]

Now Theorem 4.4 gives the following identities:

\[
\prod_{j=1}^{\infty} \frac{1 - q^{15j})(1 - q^{15j-6})(1 - q^{15j-9})}{1 - q^j} = \sum_{k=0}^{\infty} a(k)q^k,
\]

\[
\prod_{j=1}^{\infty} \frac{1 - q^{15j})(1 - q^{15j-3})(1 - q^{15j-12})}{1 - q^j} = \sum_{k=0}^{\infty} b(k)q^k,
\]

where \( a(k) \) (respectively \( b(k) \)) is the number of partitions \( (λ_1^{f_1}, λ_2^{f_2}, \ldots, λ_l^{f_l}) \) of \( 3k \) (respectively \( 3k + 2 \)) with \( f_1 - λ_1 + 1 \equiv 0 \pmod{3}, f_j + f_{j+1} + λ_j - λ_{j+1} \equiv 0 \pmod{3}, f_j < 3 \) for \( 1 \leq j < l \).

Now we consider the case \( i = 1 \) and \( n = 4 \) which satisfies the conditions in Proposition 3.1. In this case we have \([i/2] = 1, [(n + i)/2] = 2\). The set \( \mathcal{Q}_{2, A_1 + \lambda_0 - k} \) becomes the Euler’s identity (see [1]). This agrees with the corresponding result given in [2].

\[
Ψ_{10}^1(q) = f(q^{13}, q^{11}), Ψ_{11}^1(q) = f(q^7, q^{17}), Ψ_{12}^1(q) = f(q, q^{23}), Ψ_{13}^1(q) = f(q^{-5}, q^{29})
\]

\[
Ψ_{20}^1(q) = f(q^{11}, q^{13}), Ψ_{21}^1(q) = f(q^5, q^{19}), Ψ_{22}^1(q) = f(q^{-1}, q^{25}), Ψ_{23}^1(q) = f(q^{-7}, q^{31}).
\]
Hence we have:

\[
A^1(q) = \left( \Psi_{10}^1(q) - q^6\Psi_{13}^1(q) - q^8\Psi_{15}^1(q) + q^4\Psi_{22}^1(q) \right) \\
\left(-\Psi_{11}^1(q) + q^2\Psi_{12}^1(q) \Psi_{20}^1(q) - q\Psi_{21}^1(q) \right)
\]

\[
= \left( f(q^{13}, q^{11}) - q^6 f(q^{5}, q^{29}) \right) f(q^{7}, q^{17}) + q^2 f(q, q^{23}) \right) f(q^{11}, q^{13}) - q f(q^{5}, q^{19}) \right)
\]

Using Frank Garvan's q-series package we see that \(\det(A^1(q)) = \varphi(q) f(-q, -q)\).

Therefore:

\[
B_1^1(q) = \frac{f(q^{11}, q^{13}) - q f(q^{5}, q^{19})}{f(-q, -q)}
\]

\[
B_2^1(q) = \frac{f(q^{7}, q^{17}) - q^2 f(q, q^{23})}{f(-q, -q)}
\]

Hence by Theorem 4.1 we have the following identities:

\[
\frac{f(q^{11}, q^{13}) - q f(q^{5}, q^{19})}{f(-q, -q)} = \sum_{k=0}^{\infty} c(k) q^k,
\]

and

\[
\frac{f(q^{7}, q^{17}) - q^2 f(q, q^{23})}{f(-q, -q)} = \sum_{k=0}^{\infty} d(k) q^k,
\]

where \(c(k)\) (respectively \(d(k)\)) is the number of partitions \((\lambda_1^j, \lambda_2^j, \ldots, \lambda_l^j)\) of \(4k\) (respectively \(4k + 2\)) with \(f_1 = \lambda_1 + 1 \equiv 0 \pmod{4}\), \(f_j + f_{j+1} + \lambda_j - \lambda_{j+1} \equiv 0 \pmod{4}\), \(f_j < 4\), for \(1 \leq j < l\).
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