PREDICTION BASED ON COPULA ENTROPY AND GENERAL REGRESSION NEURAL NETWORK
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Abstract. Drought prediction is the premise of effective response to the hazards of drought, a serious water-deficit phenomenon resulting from the complex interaction between climatic factors. Considering the high non-linearity of drought, this paper establishes a drought prediction model based on copula entropy and general regression neural network (GRNN). The climate indices that directly affect the formation of drought were selected as the inputs of the GRNN. The established model was applied to predict droughts for Lanzhou site of the middle reaches of the Yellow River. The results show that our model can effectively predict drought occurrence in the study area. With a strong predictive ability for drought, the proposed model is an ideal tool to forecast meteorological disasters based on climate factors.
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Introduction

Drought as one of the major natural disasters the human race faces directly threatening human life. It is now a serious factor that can restrict the sustainable development of community economy. Intensifying drought monitoring and prediction is significant for the relative authorities, in order to prevent drought and reduce losses caused by drought. However, the route that leads to drought is extremely complex, but it often develops and occurs as the result of a relatively slow process. Impacted by many factors, there has not been a relatively mature, accurate and universal model for drought prediction. The study is still in its infancy (Liu et al., 2019; Mossad and Alazba, 2018).

To predict drought, the regression model in time series is mostly used to construct future drought prediction model (Mokhtarzad et al., 2017) since it has a certain practicability. However, the meteorological forecast features significant nonlinearity. There is a highly complex nonlinear relationship between the predicted object and the predictor, but the regression model in the time series ignores this complex relationship.

By far, the Artificial Neural Network (ANN) model have been widely applied in the field of hydrology (Bello and Mamman, 2018; Garai et al., 2018; Isah et al., 2017; Mostefa et al., 2018; Qi et al., 2019; Sánchez-Escalona and Góngora-Leyva, 2018). When it is used to establish a drought prediction model, there is problem on how to select the predictors and the network models. To select predictive input factors, the practice is to consider the correlation between relevant drought predictors and drought indices, based on which to effectively predict the drought. As there is a highly complex nonlinear relationship between drought indices and prediction factors, it is considered the copula entropy can be used to determine the prediction factors; for the specific
network model, the Generalized Regression Neural Network (GRNN) with strong nonlinear mapping is used (Ladlani et al., 2012; McKee et al., 1993).

Based on all above, GRNN coupled with copula entropy (CE) is used to construct a drought prediction model based on CE-GRNN. The drought prediction correlation factor was selected by CE, and the GRNN was used for prediction to achieve drought prediction results.

This paper includes the following parts: Part 1 is the Introduction; Part 2 discusses the basic method and theory, including: the selection of predictors, the establishment of neural networks and the flow chart of the hybrid model. Part 3 is the Analysis of the results of the relevant sites; Part 4 gives the discussion, and the last part gives the Conclusion.

Materials and methods

Standard precipitation index

Standard Precipitation Index (SPI) (McKee et al., 1995; Shiau and Chiu, 2019) as one of drought indices was proposed by American scholar McKeed in 1993. It represents the standard deviation of the precipitation from the mean, similar to that in mathematical statistics.

SPI is defined as follows (Sharma, 2000):

Assume that the precipitation in an area is \( x \), the probability density function is:

\[
g(x) = \frac{1}{\beta \gamma} x^{\gamma-1} e^{-\frac{x}{\beta \gamma}}
\]

(Eq.1)

where: \( \beta > 0 \) is the scale, but \( \gamma > 0 \) is the shape parameter; \( \beta \) and \( \gamma \) can be obtained by the maximum likelihood estimation method:

\[
\gamma = \frac{1 + \sqrt{1 + \frac{4A}{A^2} - 3}}{4A}
\]

(Eq.2)

\[
\beta = \frac{\bar{x}}{\gamma}
\]

(Eq.3)

where:

\[
A = \lg \bar{x} - \frac{1}{n} \sum_{i=1}^{n} \lg x_i
\]

(Eq.4)

where: \( x_i \) represents the precipitation; \( \bar{x} \) represents the mean of precipitation; \( n \) represents the length of the sequence.

After determining the parameters for the probability density function of the distribution, the cumulative probability function is expressed as...
\[ G(x) = \int_0^x g(x)dx = \int_0^x \frac{1}{\beta^\gamma}x^{\gamma-1}e^{-\frac{x}{\beta}}dx \]  
(Eq.5)

Since the \textit{Gamma} function is undefined when \( x = 0 \), the precipitation value 0 can be transformed by the following formula:

\[ H(x) = q + (1-q)G(x) \]  
(Eq.6)

where: \( q \) is the probability of occurrence of value 0 in the precipitation sequence, and then \( H(X) \) is normalized by a Gaussian function. The normal normalization is performed on \textit{Gamma} distribution probability, so that an approximated solution can be obtained:

\[ SPI = S(t - \frac{2.52 + 0.8t + 0.01t^2}{1+1.43t + 0.19t^2 + 0.001t^3}) \]  
(Eq.7)

where: \( t = \sqrt{-\ln \frac{1}{H(x)^2}} \); \( H(x) \) is the probability obtained by the \textit{Equation 6}, when \( H(x) > 0.5, S = 1 \); when \( H(X) \leq 0.5, S = -1 \).

\textbf{Option of prediction factors based on copula entropy}

Copula Entropy, as a new entropy concept defined by Ma and Sun (Chen et al., 2015; Chen and Guo, 2019; Fernando et al., 2009; Hao and Singh, 2012; Ma and Sun, 2011) in 2008, can be used to measure the full order correlation between random variables. Here, Copula entropy can describe the correlation between the target and the predictive factors. How to use the copula entropy to select predictive factors requires an effective and reliable standard. That is to say, at the time of what the copula entropy value is, relevant prediction factors can be used as the input set of the prediction model. Here, the Hampel test recommended by Fernando and May, et al. is used as the stopping criterion of the algorithm (May et al., 2008).

The Hampel test algorithm is expressed as:

\[ H_j = \frac{d_j}{1.4826d_j^{(50)}} \quad d_j = \left| C_{PMI} - C_{PMI}^{(50)} \right| \]  
(Eq.8)

where: \( H_j \)- Hampel distance; 1.4826 - normalization factor such that \( H_j \) is equal to the standard deviation \( \sigma \) of the data sequence; \( d_j^{(50)} \)- median of \( d_j \); \( C_{PMI}^{(50)} \)- median of the values \( C_{PMI} \) in a set of data; \( C_{PMI}^{(50)} \)- copula entropy.

According to the standard deviation 3\( \sigma \) criterion, when the Hampel distance is greater than 3, the input variable will be included into the set of input variables, that is, determined as the prediction factors of the model.

According to the selection criteria of copula entropy, the prediction factors of the neural network model are determined by the following procedure:

1. Filter out all possible input variables;
2. Construct a joint distribution of individual factors and the predicted target, and select the optimal Copula function.

3. Determine the Copula density function with the selected Copula function, calculate the Copula entropy value of each factor and the predicted target.

4. Calculate the Hampel distance between the predicted target and the factor with the Hampel algorithm.

5. According to the test criteria, the determined factors are included in the input variable set as the last input factor for the neural network.

**Establishment of NN model**

The neural network is a new type of intelligent algorithm that can imitate the animal’s nervous system. It depends on the neurons to link each other. There are three layers: the input layer, the hidden layer, and the output layer, each of which has its own special functions: the input layer performs factor input and processing; since input data must not be linear in real world, and sometimes is multidimensional. It is required to allow data to be trained via the hidden layer to make data visible, in order to obtain data as required. The hidden layer is therefore the core of the neural network; after the training via the hidden layer, data basically is what we want to be. Then it is required to output data via the output layer. These three layers are independent of each other, and the state of neurons in each layer can only affects those in the next layer. In this paper, the input variables are various factors related to drought prediction, and the output variables is drought prediction result. The framework of neural network is shown in Figure 1.

![Figure 1. Framework of neural network](image)

**Hybrid prediction model based on Copula entropy and GRNN**

When the GRNN is used to carry out the correlation prediction algorithm, the correlation between individual factors and drought object is first calculated based on the Copula entropy, and then the last input factor selected is chosen as the input layer of the neural network according to the Hampel distance. The drought prediction is also explored when appropriate. The relevant prediction process is shown in Figure 2.

In the process of establishing the GRNN model, more attention should be paid to the analysis of the physical meaning between prediction objects and the selection of...
predictors. Undoubtedly, precipitation and drought are the most closely related. The SPI drought index is calculated from precipitation. Therefore, when the predictor is considered, the correlation between the nine related factors other than precipitation is studied. Among these related factors, CE method is used to select four factors which are most closely related to drought as prediction factors according to HAMPLE criterion. This coincides with the prediction content of the climate dynamics model proposed by Zeng Qingcun, an academician at the Institute of Atmospheric Physics of Chinese Academy of Sciences (Zeng, 1998).

![Flow chart of prediction of neural network](image)

**Figure 2. Flow chart of prediction of neural network**

**Results**

**Selection of input set**

In order to verify the effectiveness of the algorithm of drought prediction in practice, the Lanzhou site in the middle reaches of the Yellow River basin of China is taken as study sample. The Lanzhou site is located at 34.29° north latitude and 110.05° east longitude. The distribution map of Lanzhou site and nearby sites is shown in Figure 3.
For some reasons, only some relevant data are obtained. Therefore, meteorological data from 1957 to 2010 are used for analysis. In order to eliminate the inconsistency of data, normalization processing for homogenize data is adopted, and at the same time, interpolation method is used to process the abnormal value.

![Figure 3. Distribution map of Lanzhou site](image)

For selecting drought prediction factors, the following nine meteorological drought indices: wind speed, wind direction, air temperature, precipitation anomaly, temperature departure, vapor pressure, relative humidity, percentage of sunshine, sunshine hours, are used as initial factors and labeled as independent variables to calculate the Copula entropy, then n factors closely related to drought index of SPI were screened out based on the Hampel test which value is greater than 3 as the last set C. Finally, the variables of last set $C$ are used as an input variable into the neural network for training. Table 1 lists the copula value and the associated Hampel distance calculated by the above method from meteorological data of Lanzhou site.

| Factor (SPI)          | Mutual entropy | Copula entropy | Hampel distance |
|-----------------------|----------------|----------------|-----------------|
| Precipitation anomaly | 0.29           | -0.29          | 2.82            |
| Wind speed            | 0.16           | -0.16          | 3.05            |
| Air temperature       | 0.39           | -0.39          | 3.47            |
| Temperature anomaly   | 0.09           | -0.09          | 2.89            |
| Vapor pressure        | 0.45           | -0.45          | 3.31            |
| Sunshine hours        | 0.07           | -0.07          | 2.82            |
| Relative humidity     | 0.29           | -0.29          | 3.41            |
| Percentage of sunshine| 0.16           | -0.16          | 2.77            |
| Wind direction        | 0.01           | -0.01          | 1.65            |

According to the Hampel test criteria, when the Hampel distance is greater than 3, the selected factors are used as the last input factors. As shown in Table 1, there are meteorological factors with Hampel distance greater than 3, including four factors: wind speed, air temperature, vapor pressure, and relative humidity. Therefore, these four factors are used as the last input set of variables of GRNN for drought prediction.
Predicted results

The predictive analysis of drought is made with the Lanzhou site SPI as the prediction target, and the selected factors, i.e. wind speed, air temperature, vapor pressure and relative humidity, are input into the input layer of the neural network for correlation prediction. And in his paper, the error of the actual value and the predicted value is used to test the performance of the algorithms. The image of predicted results is shown in Figure 4. The error map for the actual and predicted values of the drought indices is shown in Figure 5, and the violin plot of the predicted results is shown in Figure 6.

Figure 4. Actual and predicted SPI value

The red line in Figure 4 represents the predicted value output, and the blue line represents the actual value. As shown in Figure 4, the fitting effect is better at most points, but the prediction effect at the critical values is relatively poor. In Figure 5, the value of the horizontal coordinate corresponds to the time coordinate in Figure 4, and it describes the error value of the corresponding time. As seen from the error results in Figure 4, the prediction effect is better.

Figure 5. Error of actual drought and predicted values
As shown in Figure 6, the simulated and actual values for the drought indices of Lanzhou site can well fit the nuclear density and box plot. The median of the simulated values is slightly lower than but substantially consistent with the actual value. It lies in half-way down the box, basically to be consistent with the actual situation. The maximum of the simulated values is substantially equal to that of the actual values, and the minimum value is relatively low.

As shown in Figures 4, 5 and 6, the results simulated for the drought prediction in Lanzhou site further show that the hybrid algorithm based on Copula entropy and GRNN has better prediction effect.

Discussion

Traditional prediction method is designed for linear sequences, while predicted results from methods for nonlinear drought sequences are often unsatisfactory. It is extremely important to improve the prediction accuracy of nonlinear time series. Copula entropy can well describe how well the correlation between nonlinear drought sequences and drought predictors, and the neural network is also proven to be effective in predicting nonlinear drought time series.

Conclusion

Since the drought presents a complex nonlinearity, the traditional drought prediction algorithm has a relatively wide error. In contrast, the GRNN has a good nonlinear approximation performance, so that it features high robustness and fault tolerance. With copula entropy, the nonlinear dependence between factors and objects can be depicted. Therefore, this paper predicts the meteorological drought indices by establishing a hybrid model based on Copula entropy and GRNN. The results reveal that the well-established drought prediction model can directly predict the drought time sequence at a high accuracy rate. This model has a favorable generalization performance.

Although GRNN improves the prediction accuracy to some extent, but it is easy to fall into the extreme value, and the mapping ability of the non-stationary sequence is insufficient, which affects the accuracy of prediction to a certain extent. Therefore, some relevant parameter optimization algorithm (for example, the fruit fly optimization algorithm) can be considered to optimize the parameters of the neural network to further improve the prediction accuracy.
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