Manuscript version: Author’s Accepted Manuscript
The version presented in WRAP is the author’s accepted manuscript and may differ from the published version or Version of Record.

Persistent WRAP URL:
http://wrap.warwick.ac.uk/147059

How to cite:
Please refer to published version for the most recent bibliographic citation information. If a published version is known of, the repository item page linked to above, will contain details on accessing it.

Copyright and reuse:
The Warwick Research Archive Portal (WRAP) makes this work by researchers of the University of Warwick available open access under the following conditions.

Copyright © and all moral rights to the version of the paper presented here belong to the individual author(s) and/or other copyright owners. To the extent reasonable and practicable the material made available in WRAP has been checked for eligibility before being made available.

Copies of full items can be used for personal research or study, educational, or not-for-profit purposes without prior permission or charge. Provided that the authors, title and full bibliographic details are credited, a hyperlink and/or URL is given for the original metadata page and the content is not changed in any way.

Publisher’s statement:
Please refer to the repository item page, publisher’s statement section, for further information.

For more information, please contact the WRAP Team at: wrap@warwick.ac.uk.
STARK–HEEGNER CYCLES ATTACHED TO BIANCHI MODULAR FORMS

GUHAN VENKAT AND CHRIS WILLIAMS

Abstract. Let \( f \) be a Bianchi modular form, that is, an automorphic form for \( GL(2) \) over an imaginary quadratic field \( F \), and let \( p \) be a prime of \( F \) at which \( f \) is new. Let \( K \) be a quadratic extension of \( F \), and \( L(f/K, s) \) the \( L \)-function of the base-change of \( f \) to \( K \). Under certain hypotheses on \( f \) and \( K \), the functional equation of \( L(f/K, s) \) ensures that it vanishes at the central point. The Bloch-Kato conjecture predicts that this should force the existence of non-trivial classes in an appropriate global Selmer group attached to \( f \) and \( K \). In this paper, we use the theory of double integrals developed by Barrera Salazar and the second author to construct certain \( p \)-adic Abel-Jacobi maps, which we use to propose a construction of such classes via Stark–Heegner cycles. This builds on ideas of Darmon and in particular generalises an approach of Roeger and Seveso in the setting of classical modular forms.
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1. Introduction

The Birch and Swinnerton-Dyer (BSD) conjecture predicts that if \( E/\mathbb{Q} \) is an elliptic curve, then its analytic rank (the order of vanishing of its \( L \)-function at \( s = 1 \)) and algebraic rank (the \( \mathbb{Z} \)-rank of its group of rational points) coincide, providing a deep relationship between arithmetic and analysis. In cases where the \( L \)-function is known to vanish at \( s = 1 \), it is natural to then try to construct points of infinite order on the curve. When the analytic rank is precisely 1, an example of this is given by the system of Heegner points [GZ86], which were a key input to the celebrated proof of BSD in this case [Kol88]. Extensive efforts have since been made to search for points that could play a similar role in higher-rank settings. A particularly promising avenue of research has been to use \( p \)-adic methods, and in [Dar01] Darmon gave a construction of Stark–Heegner points, \( p \)-adic points on the curve that are conjecturally global and satisfy reciprocity laws under Galois automorphisms.

More generally, we can replace \( E \) with an automorphic Galois representation \( \rho \) of a number field \( K \), and BSD with the Bloch–Kato conjectures, which similarly predict that the order of vanishing of the \( L \)-function of \( \rho \) at critical values should equal the rank of a Selmer group attached to \( \rho \). Any
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proof of this statement is likely to hinge on the construction of explicit classes in this Selmer group in cases where the $L$-function is known to vanish. In this paper, we give a conjectural construction of such classes in the case where $p$ is attached to a modular form over an imaginary quadratic field $F$ (a Bianchi modular form) and $K$ is a quadratic extension of $F$. The construction uses $p$-adic methods in the style of Darmon; in particular, we also conjecture a reciprocity law under Galois automorphisms. This generalises earlier work of Trifković [Tri06] and Rotger–Seveso [RS12], who conjectured such constructions for elliptic curves over $F$ and classical modular forms respectively.

1.1. Set-up. Let $p$ be a rational prime and fix embeddings $\iota_\infty : \mathbb{Q} \to \mathbb{C}$ and $\iota_p : \overline{\mathbb{Q}} \to \overline{\mathbb{Q}}_p$. Let $F$ be an imaginary quadratic field with ring of integers $\mathcal{O}_F$ such that $p$ is unramified in $F$, and let $p$ be the prime above $p$ in $\mathcal{O}_F$ corresponding to $\iota_p$. For simplicity of notation, let $F$ have class number one. Let $f \in S_k(k(U_0(N)))$ be a Bianchi cuspidal eigenform of (parallel) even weight $k$ and square-free level $N = p\mathcal{M} \subseteq \mathcal{O}_F$, where $p \nmid \mathcal{M}$, such that $f$ is new at $p$; see §2 below for more details on our conventions. Throughout we will let $L/\mathbb{Q}_p$ denote a (sufficiently large) coefficient field.

Let $K/F$ be a number field which is unramified at $p$ and let $V_p(f)$ denote the two-dimensional representation of $G_F := \text{Gal}(\overline{\mathbb{Q}}/F)$ attached to $f$, taking values in a finite extension $L$ of $\mathbb{Q}_p$ that contains the Hecke eigenvalues of $f$ under $\iota_p$ (see §4.2 and the references mentioned therein). This representation is conjectured to be semistable, and assuming this we consider the (semistable) Bloch–Kato Selmer group over $K$, denoted $\text{Sel}_{st}(K,V_p(f))$, the definition of which we recall. For every place $\nu$ of $K$, let $H^1_{\text{st}}(K_\nu,V_p(f))$ be the kernel of the map

$$H^1(K_\nu,V_p(f)) \to \begin{cases} H^1(K_{\nu}^\text{ur},V_p(f)), & \text{if } \nu \nmid p \\ H^1(K_\nu,B_{\text{st}} \otimes V_p(f)), & \text{if } \nu | p \end{cases}$$

where $B_{\text{st}}$ is Fontaine’s ring of periods. The (semistable) Bloch–Kato Selmer group is then defined as

$$\text{Sel}_{st}(K,V_p(f)) := \ker \left( H^1(K,V_p(f)) \xrightarrow{\text{res}_\nu} H^1_{\text{st}}(K_\nu,V_p(f)) \right).$$

Let $\mathcal{M}_f$ be the (conjectural) rank 2 Clozel motive defined over $F$ attached to the Bianchi eigenform $f$ (cf. [Clo90]) and let $\text{CH}^{k+2}(\mathcal{M}_f \otimes K)_0$ denote the Chow group of codimension $\frac{k+2}{2}$ null-homologous cycles on $\mathcal{M}_f$ base-changed to $K$. For each finite $\nu$, the $p$-adic Abel–Jacobi map then induces the commutative diagram

$$\begin{array}{ccc}
\text{CH}^{k+2}(\mathcal{M}_f \otimes K)_0 & \xrightarrow{cl_{1,K}^{k+2}} & \text{Sel}_{st}(K,V_p(f)(\frac{k+2}{2})) \\
\downarrow_{\text{res}_\nu} & & \downarrow \\
\text{CH}^{k+2}(\mathcal{M}_f \otimes K_\nu)_0 & \xrightarrow{cl_{1,K_\nu}^{k+2}} & H^1_{\text{st}}(K_\nu,V_p(f)(\frac{k+2}{2})).
\end{array}$$

(1.1)

The Beilinson–Bloch–Kato conjectures then predict that the morphism $cl_{1,K}^{k+2}$ is an isomorphism and that

$$\dim_L \left( \text{Sel}_{st}(K,V_p(f)(\frac{k+2}{2})) \right) = \text{ord}_{k=\frac{2}{k+2}} L(f/K,s),$$

where $L(f/K,s)$ is the $L$-function of the base-change of $f$ to $K$.

For the rest of this article we will fix a quadratic extension $K/F$ of relative discriminant $D_K$ prime to $N$. In this situation, the sign of the functional equation of $L(f/K,s)$ is given by $(-1)^{\frac{1}{2}S(N,K)}$ (see [Vat04, Eqn. (2)]), where

$$S(N,K) := \{\text{finite places } \nu : \nu \text{ is inert in } K\}.$$

We will further assume that $K$ satisfies the Stark–Heegner hypothesis, i.e.

\footnote{We comment more on this assumption in §1.6 below.}
\begin{itemize}
\item $p$ is inert in $K$,
\item all primes $|\mathcal{M}$ split in $K$.
\end{itemize}

In particular, the Stark–Heegner hypothesis forces $S(\mathcal{N}, K) = \{p\}$, hence forces the sign of the functional equation to be $-1$, and hence forces the vanishing of the central critical $L$-value of the base-change $L$-function, i.e. $L(f/K, \frac{k+2}{2}) = 0$.

This allows us to force higher orders of vanishing over ring class extensions. Let $\mathcal{C} \subset \mathcal{O}_F$ be any ideal relatively prime to $\mathcal{N}/\mathcal{D}_K$ and let

$$\mathcal{O}_\mathcal{C} := \mathcal{O}_F + \mathcal{C} \mathcal{O}_K$$

be the $\mathcal{O}_F$-order of conductor $\mathcal{C}$ in $K$. By global class field theory, we know that the Galois group $G_\mathcal{C} := \text{Gal}(H_\mathcal{C}/K)$ is isomorphic to the Picard group $\text{Pic}(\mathcal{O}_\mathcal{C})$, where $H_\mathcal{C}/K$ is the ring class field of conductor $\mathcal{C}$. For any character $\chi : G_\mathcal{C} \to \mathbb{C}^\times$, the sign of the functional equation of the twisted $L$-function $L(f/K, \chi, s)$ is again $-1$. Moreover, the $L$-function admits a factorisation

$$L(f/H_\mathcal{C}, s) = \prod_{\chi \in G_\mathcal{C}} L(f/K, \chi, s)$$

over the characters of $G_\mathcal{C}$, and it follows that

$$\text{ord}_{s = \frac{k+2}{2}} L(f/H_\mathcal{C}, s) \geq h(\mathcal{O}_\mathcal{C}) := |G_\mathcal{C}|.$$

The Bloch–Kato conjecture predicts the existence of a family of non-trivial cohomology classes

$$\left\{ s_\mathcal{C} \in \text{Sel}_{st}(H_\mathcal{C}, V_p(f) \left( \frac{k+2}{2} \right)) \right\}$$

over towers of class fields $H_\mathcal{C}/K$ for $\mathcal{C}$ relatively prime to $\mathcal{N}/\mathcal{D}_K$. The main aim of this paper is a proposal of conjectural candidates for such a family of classes via Stark–Heegner cycles.

\section*{1.2. Stark–Heegner cycles.} To construct our proposed classes, we build a machine that takes as input certain homology classes, the Stark–Heegner cycles, and outputs classes in a local Selmer group. We first describe the input to the machine.

Let $\mathcal{R}$ be the Eichler $\mathcal{O}_F[1/p]$-order in $\mathbb{M}_2(\mathcal{O}_F[1/p])$ of matrices that are upper triangular modulo $\mathcal{M}$ and $\Gamma := \mathcal{R}^*$ be the set of invertible matrices of $\mathcal{R}$ of determinant 1. The starting point for our constructions is the space

$$(\Delta_0 \otimes \text{Div}(\mathcal{H}_p^{\text{ur}}) \otimes V_{k,k})_{\Gamma},$$

where $\Delta_0 := \text{Div}^0(\mathbb{P}^1(F))$, $\text{Div}(\mathcal{H}_p^{\text{ur}})$ denotes the subgroup of divisors supported on $\mathbb{P}^1(\mathbb{Q}_p^{\text{ur}}) \backslash \mathbb{P}^1(F)$ that are fixed by the action of $\text{Gal}(\mathbb{Q}_p^{\text{ur}}/L^0)$ (where $L^0 := L \cap \mathbb{Q}_p^{\text{ur}}$), and $V_{k,k} := V_k \otimes V_k$ where $V_k$ is the ring of homogeneous polynomials of degree $k$ in two variables with coefficients in $L$. This space should be regarded as an explicit substitute for the local Chow group.

The Stark–Heegner (or Darmon) cycles are a family of elements

$$D_\Psi \in (\Delta_0 \otimes \text{Div}(\mathcal{H}_p^{\text{ur}}) \otimes V_{k,k})_\Gamma$$

attached to optimal embeddings $\Psi : \mathcal{O}_\mathcal{C} \hookrightarrow \mathcal{R}$, where $\mathcal{O}_\mathcal{C}$ is an $\mathcal{O}_F[1/p]$-order in $K$ of conductor $\mathcal{C}$ prime to $\mathcal{N}/\mathcal{D}_K$. A precise definition is contained in §6.

\section*{1.3. Monodromy modules and $p$-adic Abel–Jacobi maps.} We describe the machine, which broadly breaks into two pieces: an analytic half, via $p$-adic Abel–Jacobi maps from cycles to monodromy modules; and an algebraic half, where we use $p$-adic Hodge theory and the Bloch–Kato exponential map to pass from monodromy modules to Selmer groups.
1.3.1. p-adic integration. In §3, we develop the analytic half of this machine. We use a theory of p-adic integration inspired by Teitelbaum’s construction in [Tei90]. We remark that our approach, using results of [BSW19a], follows the “modular symbol theoretic” p-adic integration of Seveso (see [Sev12]) rather than the more general, but slightly less explicit, “cohomological theoretic” p-adic integration of Rotger and Seveso pursued in [RS12].

Using the fact that \( f \) is \( p \)-new, the results of [BSW19a] allow us to extend the overconvergent Bianchi modular symbols of [Wil17] over the Bruhat-Tits tree \( T_p \) for \( GL_2/F_p \), giving a space which we denote \( MS_T(L) \). Our integration theory yields pairings

\[
\Phi^{\log}_{\sigma} \Phi^{\ord} : (\Delta_0 \otimes \Div^0(\mathcal{H}_p^{\text{ur}}) \otimes V_{k,k}) \rightarrow MS_T(L) \rightarrow L
\]

associated to each embedding \( \sigma : F_p \hookrightarrow L \). Inspired by this, in §4 we construct a filtered Frobenius monodromy module \( D_f \in \MF(\varphi,N,F_p,L) \), the category of filtered Frobenius monodromy modules over \( F_p \) with coefficients in \( L \). Fixing an embedding \( \sigma : F_p \hookrightarrow L \), our p-adic integration can then be interpreted as a map

\[
\Phi_f := \Phi^{\log}_{\sigma} \oplus \Phi^{\ord} : (\Delta_0 \otimes \Div^0(\mathcal{H}_p^{\text{ur}}) \otimes V_{k,k}) \rightarrow D_{f,L},
\]

where \( D_{f,L} := D_f \otimes_{F_p \otimes L} L \). Following [Sev12] and [Dar01], in Theorem 6.5 we lift the above morphism to the p-adic Abel-Jacobi map

\[
\Phi^A : (\Delta_0 \otimes \Div(H_p^{\text{ur}}) \otimes V_{k,k}) \rightarrow D_{f,L}/\Fil^{k+2} (D_{f,L}),
\]

removing the degree zero condition on \( \Div(H_p^{\text{ur}}) \).

Remark 1.1. Throughout the construction, we work only at a particular prime \( p \) above \( p \). When \( p \) is split, this means we use the “partially overconvergent” coefficients of [Wil17, §6]: that is, we use coefficients that are overconvergent at \( p \), but classical at \( \bar{p} \). This means we do not require any conditions on \( f \) at the conjugate \( \bar{f} \).

1.3.2. Fontaine–Mazur theory and Bloch–Kato exponential maps. The second half of the machine is more algebraic in nature. Recalling the assumption that \( V_p(f) \) is semistable, let \( \mathcal{D}_f := \mathcal{D}_1(V_p(f)) \) be the admissible filtered \( \varphi \)-module over \( F_p \) attached to the local Galois representation \( V_p(f) \mid_{G_{F_p}} \). The bridge between the analytic and algebraic theory is (conjecturally) provided by the trivial zero conjecture (Conjecture 4.2), that predicts an equality of analytic and algebraic \( L \)-invariants, which would give an isomorphism

\[
\frac{\mathcal{D}_{f,L}}{\Fil^{k+2} (\mathcal{D}_{f,L})} \cong \frac{\mathcal{D}_{f,L}}{\Fil^{k+2} (\mathcal{D}_{f,L})}
\]

as explained in Theorem 4.5 and (4.8). Here \( \mathcal{D}_{f,L} := \mathcal{D}_f \otimes_{F_p \otimes L} L \). Further, we have an identification

\[
(\Delta_0 \otimes \Div(\mathcal{H}_p^{\text{ur}}) \otimes V_{k,k}) \rightarrow D_{f,L}/\Fil^{k+2} (D_{f,L}) \cong H^1_{\st}(L, V_p(f)(\frac{k+2}{2}))
\]

afforded by the Bloch–Kato exponential map. In particular, assuming the conjectural equality of \( L \)-invariants, the complete machine is given by the composition

\[
(\Delta_0 \otimes \Div(\mathcal{H}_p^{\text{ur}}) \otimes V_{k,k}) \rightarrow D_{f,L}/\Fil^{k+2} (D_{f,L}) \cong H^1_{\st}(L, V_p(f)(\frac{k+2}{2})).
\]

Remark 1.2. Note that the Galois structure we conjecture on the analytic monodromy module, via the trivial zero conjecture, is a natural one to consider. In particular, the main result of [BSW19a] related the analytic \( L \)-invariant we consider in this paper to the arithmetic of the standard \( L \)-function of the Bianchi form \( f \), that is, the \( L \)-function of its standard Galois representation \( V_p(f) \),
to which the algebraic $L$-invariant should be attached. Moreover the conjecture is true for base-change forms. We comment further on this in §1.5 below.

1.4. **Global conjectures for Stark–Heegner cycles.** Let $s_{\Psi} \in H^1_s(L, V_p(f)(\frac{k+2}{2}))$ be the image of the Stark–Heegner cycle $D_{\Psi}$ under the map (1.3). Assuming $L \supseteq K_p$, we have an inclusion $\iota_p: H_C \hookrightarrow L$ (since $p$ splits completely in $H_C$, the ring class field for $O_C$) that induces

\[ (1.4) \quad \text{res}_p : \text{Sel}_{st}(H_C, V_p(\frac{k+2}{2})) \to H^1_{st}(L, V_p(\frac{k+2}{2})). \]

In §6, we formulate conjectures (see Conjecture 6.8) that predict:

(a) the existence of global classes $S_{\Psi} \in \text{Sel}_{st}(H_C, V_p(\frac{k+2}{2}))$ such that

$$\text{res}_p(S_{\Psi}) = s_{\Psi},$$

(b) and a *Shimura reciprocity law* describing the Galois action of $G_C$ on these global classes.

These are direct analogues of conjectures of Darmon on Stark–Heegner points on elliptic curves over the rationals [Dar01]. Further, we formulate Gross–Zagier type formulae (Conjecture 6.9) relating these classes to the derivative of the base-change $L$-function $L(f/K, s)$ at $s = \frac{k+2}{2}$.

1.5. **Evidence.** Our main conjecture itself relies on the validity of two other conjectures. We briefly comment on theoretical and computational evidence for each of these, which lead us to believe Conjecture 6.8 is a reasonable one to make.

The first conjecture we require is the semistability of the standard Galois representation $V_p(f)$ attached to the Bianchi modular form $f$. This is a standard conjecture that is widely believed and which may be within reach in the near future given recent developments in the study of such Galois representations. Moreover it is true for base-change forms, which can be deduced from the validity of the analogous result for classical modular forms.

The second is the trivial zero conjecture for Bianchi modular forms, or more precisely an equality of analytic and algebraic $L$-invariants attached to $V_p(f)$. In the base-change case, we prove this in Lemma 4.4. In the general case, this conjecture directly generalises a conjecture of Trifković in weight 2, which is backed by extensive computational evidence when $p$ is split [Tri06, GMS15]. Further, we can consider the analogous statements over totally real fields, where semistability is known. Over $\mathbb{Q}$, the various $L$-invariants attached to the usual Galois representation of a modular form are all known to be equal (see, for example, [BDI10]). Similarly, in the case of Hilbert modular forms, the direct analogue of our analytic $L$-invariant was constructed in [Spi14, Ber17], and is known to be equal to the algebraic one [Mok09, BSDJ20].

Finally, we comment on Conjecture 6.8. It would be very interesting to obtain computational evidence towards this conjecture, though it appears difficult to make the machine outlined above, and the Selmer group in which our classes live, completely explicit. Despite this, there are special cases that have been studied previously. If, for example, $E/F$ is a modular elliptic curve corresponding to a weight 2 Bianchi modular form $f$, then the Selmer group can be described much more concretely via the group of rational points on $E$. In this case, our conjecture degenerates to that of Trifković [Tri06], for which again there is significant computational evidence [GMS15].

1.6. **Remarks on higher class number.** The assumption that $F$ has class number 1 is made only to simplify notation. Indeed, the main reason we assume it is that it was present throughout in the results of [BSW19a], which we use crucially in §3. As explained in §11.1 *op. cit.*, this assumption was made because it significantly simplified the notation. The methods of that paper are classical (rather than adelic); thus in the case of class number $h$, one must consider $h$ copies of the Bruhat–Tits tree, and the direct sum of $h$ copies of modular symbols, and the Hecke operators at non-principal primes permute these summands. The higher class number case would be better treated adelically as in Gärtner [Gär12].
2. Preliminaries and Bianchi modular forms

2.1. Notation. For an even integer \( k \geq 0 \), and a ring \( R \), we define \( V_k(R) \) to be the space of polynomials of degree \( \leq k \) over \( R \). This space is naturally a left \( \GL_2(R) \)-module via
\[
\left( \left( \begin{array}{cc} a & b \\
 c & d \end{array} \right), P \right) (x) = \frac{(a+cz)^k}{(ad-bc)^{k/2}} P \left( \frac{b+dz}{a+cz} \right).
\]
The factor of determinant means the centre acts trivially, and the action descends to \( \PGL_2(R) \).

Remark 2.1. Note the factor of the determinant makes sense only when the weight \( k \) is even (such as the Bianchi modular forms considered in this paper). This factor was not considered in [Wil17] which allows all integral weights \( k \). The effect of twisting by the \( k/2 \)-th power of the determinant is seen only on the Hecke operators which are scalar multiples of those considered in [Wil17].

2.2. Bianchi modular forms and their \( L \)-functions. Bianchi modular forms are adelic automorphic forms for \( \GL_2 \) over the imaginary quadratic field \( F \). Their study goes back decades, and we recall only the essentials; for a fuller account in our conventions, see [Wil17, §1]. For any open compact subgroup \( U \) of \( \GL_2(\mathbb{A}_F) \), and any \( k \geq -1 \), there is a finite-dimensional \( \mathbb{C} \)-vector space \( S_{k,\chi}(U) \) of Bianchi cusp forms of weight \( (k, \chi) \) and level \( U \), which are functions
\[
f : \GL_2(F) \backslash \GL_2(\mathbb{A}_F)/U \rightarrow V_{2k+2}(\mathbb{C})
\]
transforming appropriately under the subgroup \( \mathbb{C}^\times \cdot \SU_2(\mathbb{C}) \) and that satisfy suitable harmonicity and growth conditions. We specialise to the case where \( k \geq 0 \) and
\[
U = U_0(\mathcal{N}) = \{ \left( \begin{array}{cc} a & b \\
 c & d \end{array} \right) \in \GL_2(\mathbb{O}_F) : c \equiv 0 \pmod{\mathcal{N}} \},
\]
where \( \mathcal{N} = \mathfrak{p}\mathcal{M} \subset \mathcal{O}_F \) is square-free and \( \mathfrak{p} \nmid \mathcal{M} \).

These forms admit an analogue of \( q \)-expansions (cf. [Wil17, §1.2]), giving rise to a system of Fourier–Whittaker coefficients \( c(I, f) \) indexed by ideals \( I \subset \mathcal{D}^{-1} \) (where \( \mathcal{D} \) is the different of \( F/\mathbb{Q} \)). These can be described as the eigenvalues of Hecke operators; indeed, there is a family of (commuting) Hecke operators indexed by ideals \( \mathfrak{m} \subset \mathcal{O}_F \), defined by double coset operators, and
if $f$ is a Hecke eigenform normalised so that $c(1, f) = 1,$ then the eigenvalue $\lambda_m$ of the $m$-th Hecke operator on $f$ is equal to $c(mD^{-1}, f)$ (see [Hid94, Cor. 6.2]).

If $M$ is a suitable module equipped with an action of the Hecke operators, and $f$ is a cuspidal Bianchi eigenform, we write $M(f)$ for the $f$-isotypic part of $M$, that is, the generalised eigenspace where the Hecke operators act with the same eigenvalues as on $f$.

**Definition 2.2.** Let $\Lambda(f, \varphi)$ denote the (completed) $L$-function of $f$, normalised so that if $\varphi$ is a Hecke character of $F$ of infinity type $(q, r)$, where $q, r \geq 0$, then

$$\Lambda(f, \varphi) = \frac{\Gamma(q + 1)\Gamma(r + 1)}{(2\pi i)^{q + r + 2}} \sum_{m \in \mathcal{O}_F, m \neq 0} c(m, f)\varphi(m)N(m)^{-1}.$$  

This admits an analytic continuation to all such characters.

The ‘critical’ values of this $L$-function can be controlled; in particular, by [Hid94, Thm. 8.1], we see that there exists a period $\Omega_f \in \mathbb{C}^*$ and a number field $E$ such that, if $\varphi$ is a Hecke character of infinity type $0 \leq (q, r) \leq (k, k)$, with $q, r \in \mathbb{Z}$, we have

$$\Lambda(f, \varphi) \in E(\varphi),$$

where $E(\varphi)$ is the number field over $E$ generated by the values of $\varphi$. (Note that $\Omega_f$ is only well-defined up to $E^\times$. We will not be concerned with questions of integrality in this paper).

2.3. **Base-change.** Let $f$ be a Bianchi modular form as above. We will be fundamentally interested in the base-change of $f$ to a quadratic extension $K/F$. This is not strictly an operation on the automorphic form $f$, but rather on the automorphic representation $\pi$ of $GL_2(\mathbb{A}_F)$ that it generates. Let $V_\varphi(f)$ be the $p$-adic Galois representation of $G_F$ attached to $f$.

**Definition 2.3.** For a field $E$, let $W_E$ denote the Weil group of $E$. An automorphic representation $\pi_K$ of $GL_2(\mathbb{A}_F)$ is said to be the base-change of $\pi$ if for each place $v$ of $F$, and each $w/v$ of $K$, the Langlands parameter attached to $\pi_K, w$ is the restriction to $W_{K, w}$ of the Langlands parameter $\sigma_v : W_{F, v} \rightarrow GL_2(\mathbb{C})$ of $\pi_v$. On Galois representations, this corresponds to restriction from $G_F$ to $G_K$ of $V_\varphi(f)$.

**Theorem 2.4** (R. P. Langlands, [Lan80]). *Every cuspidal automorphic representation $\pi$ of $GL_2(\mathbb{A}_F)$ has a unique base-change lift $\pi_K$ to $GL_2(\mathbb{A}_K)$. It is cuspidal unless $\pi$ has CM by $K$, that is, $\pi$ is dihedral, induced from a Hecke character of $K$.*

2.4. **Rankin–Selberg $L$-functions.** Let $\pi$ be the cuspidal automorphic representation of $GL_2(\mathbb{A}_F)$ generated by $f$ and let $\chi$ be a (unitary) Hecke character of $K$ trivial on $\mathbb{A}_F^\times$. Denote by $\pi_\chi$ the automorphic representation $Ind^F_K \chi$ on $GL_2(\mathbb{A}_F)$ induced by $\chi$. Let $L(\pi, \chi, s)$ denote the Rankin-Selberg $L$-function associated to the $\chi$-twist of $\pi$. Then it is known that this $L$-function has a meromorphic continuation to the entire complex plane and satisfies the functional equation

$$L(\pi, \chi, s) = \epsilon(\pi, \chi, s)L(\pi^\vee, \chi^{-1}, 1 - s),$$

where $\pi^\vee$ denotes the contragradient dual of $\pi$ and $\epsilon(\pi, \chi, s)$ is the $\epsilon$-factor. The condition that $\chi|_{\mathbb{A}_F^\times} = 1$ implies that $L(\pi^\vee, \chi^{-1}, 1 - s) = L(\pi, \chi, 1 - s)$ (cf. [CV07, §1.1]) and the functional equation thus yields

$$L(\pi, \chi, s) = \epsilon(\pi, \chi, s)L(\pi, \chi, 1 - s).$$

The parity of the order of vanishing at the central value $s = 1/2$ is thus determined by the value of

$$\epsilon(\pi, \chi) := \epsilon(\pi, \chi, 1/2) \in \{\pm 1\}.$$  

In this paper, we will be primarily interested in collection of ring class characters $\chi$ of varying conductor, the definition of which we recall.
Definition 2.5. Let $C$ be any $O_F$-ideal. A ring class character $\chi$ of conductor $C$ is a (unitary) Hecke character that factors through the finite group

$$K^\times \backslash \mathbb{A}_K^\times / K^\times \hat{O}_C^\times \cong \text{Pic}(O_C)$$

where $K_\infty := K \otimes \mathbb{Q} \mathbb{R}$ are the infinite adeles, $O_C := O_F + CO_K$, and $\hat{O}_C := O_C \otimes \hat{\mathbb{Z}}$.

In this paper, we will only consider ring class characters of conductor $C$ prime to $ND_K$. Note that $\epsilon(\pi, \chi) := \prod \epsilon(\pi_\nu, \chi_\nu)$, where $\nu$ runs through the places of $F$ and $\epsilon(\pi_\nu, \chi_\nu)$ is the local sign attached to the local components of $\pi$ and $\pi_\chi$ at the place $\nu$. We let

$$S(\chi) := \{\nu | \epsilon(\pi_\nu, \chi_\nu) = -1\}.$$ 

Whilst the various formulas for the local $\epsilon$-factors are spread throughout [JL70] and [Jac72], we can provide a much simpler description of the set of places in $S(\chi)$ in our setting, noting that the infinite place is split (see [Vat04] for a detailed exposition). In fact, we have

$$S(\chi) = S(N, K) := \{\nu | \nu \text{ is finite and inert in } K \text{ and } \text{ord}_\nu(N) \text{ is odd}\}.$$ 

In particular, the sign of the Rankin–Selberg $L$-function depends only on $K/F$ and the level $N$ of $f$, and not on the ring class character $\chi$. Further, the Stark–Heegner hypothesis implies that $|S(\chi)| = 1$ is odd so that $\epsilon(\pi, \chi) = -1$.

2.5. Arithmetic subgroups and modular symbols. We now pass to a more algebraic description of the relevant automorphic forms.

Definition 2.6. Let $\Delta_0 := \text{Div}^0(\mathbb{P}^1(F))$ be the space of degree zero divisors on the cusps. This admits an action of $\text{PGL}_2(F)$ by Möbius transformations $x \mapsto (ax + b)/(cx + d)$.

For any ring $R$, let $V_{k,k}(R) := V_k(R) \otimes_R V_k(R)$, which has an action of $\text{PGL}_2(R)^2$ via the action on each component. If $L$ is a field containing the image of both embeddings $F \hookrightarrow \overline{\mathbb{Q}}$, then this gives an action of $\text{PGL}_2(F)$ on $V_{k,k}(L)$, with the action on the first component via one embedding and on the second component via its conjugate.

Now let $\Gamma \subset \text{PGL}_2(F)$ be any subgroup, and $V$ a right $\Gamma$-module. Define

$$\Delta(V) := \text{Hom}(\Delta_0, V),$$

which we equip with an action of $\Gamma$ by

$$(\gamma \cdot \phi)(D) := \phi(\gamma D) |_{\gamma}.$$ 

We define the space of $V$-valued modular symbols for $\Gamma$ to be the $\Gamma$-invariant maps

$$\text{Symb}_V(V) := H^0(\Gamma, \Delta(V)).$$

Remark 2.7. For the congruence subgroup $\Gamma_0(N) := U_0(N) \cap \text{SL}_2(O_F) \subset \text{SL}_2(O_F)$, recalling that $N = \mathfrak{p}M$, the space of Bianchi modular symbols is the space $\text{Symb}_{\Gamma_0(N)}(V_{k,k}^\vee(C_p))$, where we equip $V_{k,k}^\vee$ with the (right) dual action. This space admits an action of the Hecke operators. Moreover, since $F$ has class number one, there is a Hecke-equivariant injection due to the Eichler–Shimura isomorphism of Günter Harder (see [Har87])

$$S_{k,k}(U_0(N)) \hookrightarrow \text{Symb}_{\Gamma_0(N)}(V_{k,k}^\vee(C))$$

and the cokernel consists of Eisenstein eigendecompositions. In particular, to each Bianchi modular eigenform $f$ there exists an attached eigensymbol $\phi_f$. This symbol was crucial to the constructions of [BSW19a]. For more details, see [Will7].
2.6. Overconvergent modular symbols. We recap the overconvergent modular symbols of [Wil17], which are fundamental to our theory of $p$-adic integration. When $p$ is inert, we use the full module of overconvergent modular symbols. When $p$ splits as $\mathfrak{p}\mathfrak{p}$, we instead use the partially overconvergent coefficients defined in §6 op. cit, and hence impose no conditions at $\mathfrak{p}$. Everything in this section is explained in greater detail in [Wil17, §3,§7].

**Definition 2.8.** Let $F$ be the completion of $F$ at $p$ and $\mathcal{O}_p$ its ring of integers. For a complete field extension $L/\mathbb{Q}_p$, let $A_k(\mathcal{O}_p, L)$ (resp. $A_k(\mathcal{O}_p, L)$) denote the ring of locally analytic functions $\mathcal{O}_p \to L$ (resp. $\mathcal{O}_p := \mathcal{O}_F \otimes \mathbb{Z}_p \to L$). Then:

(i) If $p$ is inert in $F$, let $A^p_{k,k}(O_p, L) = A_k(O_p, L)$;

(ii) If $p\mathcal{O}_F = \mathfrak{p}\mathfrak{p}$ splits, let

$$A^p_{k,k}(O_p, L) = A_k(O_p, L) \otimes V_k(O_\mathfrak{p}, L),$$

where $V_k(O_\mathfrak{p}, L)$ is the ring of polynomial functions $O_\mathfrak{p} \to L$ of degree $\leq k$.

Note that $A^p_{k,k}(O_p, L) \subseteq A_k(O_p, L)$. Moreover $A^p_{k,k}(O_p, L)$ carries a natural weight $k$ left action of the semigroup $\Sigma := \{(\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}) \in M_2(\mathcal{O}_p) : v_p(c) > 0, v_p(a) = 0, ad - bc \neq 0\}$
given by

$$(\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}) \cdot f(z) = \frac{(a+cz)^k}{(ad-bc)^k} f\left(\frac{b+dz}{a+cz}\right).$$

(2.3)

**Remark 2.9.** We note that we ask only that $v_p(c) > 0$, and put no restriction on $v_\mathfrak{p}(c)$. If we let $\Sigma_0' \subset \Sigma_0$ be the subgroup where also $v_\mathfrak{p}(c) > 0$, then $\Sigma_0'$ acts on $A_k(O_p, L)$ by (2.3), and this action preserves the subspace $A^p_{k,k}(O_p, L)$.

We define $D^p_{k,k}(O_p, L)$ to be the continuous dual of $A^p_{k,k}(O_p, L)$ with the dual right (weight $k$) action. Note that the inclusion $V_{k,k} \subset A^p_{k,k}$ (compatible under the weight $k$ left actions defined above) induces dually a surjection $D^p_{k,k} \twoheadrightarrow V^\vee_{k,k}$, which in turn induces a Hecke-equivariant map

$$\rho : \text{Sym}_\nu(N) (D^p_{k,k}(O_p, L)) \longrightarrow \text{Sym}_\nu(N) (V^\vee_{k,k}(L)).$$

**Theorem 2.10.** We have

$$\rho|_f : \text{Sym}_\nu(N)(D^p_{k,k})(f) \cong \text{Sym}_\nu(N)(V^\vee_{k,k})(f),$$

that is, the restriction of $\rho$ to the $f$-isotypic subspaces of the Hecke operators is an isomorphism. In particular, there is a unique overconvergent lift $\psi_f$ of $\phi_f$ under $\rho$.

**Proof.** In the inert case, this is [Wil17, Cor. 5.9], noting that as $f$ is new at $p$, we have $v_p(c(p,f)) = k < k + 1$ (see e.g. [BSW19a, Cor. 4.8]). In the split case, this follows more or less immediately from the results of [Wil17, §6] noting that $v_p(c(p,f)) = k/2 < k + 1$; in any case, this locally analytic, partially overconvergent formulation is [BSW19b, Lem. 9.8].

3. $p$-ADIC INTEGRATION AND AN $\mathcal{L}$-IN Variant

In this section we recall some results on the Bruhat–Tits tree and $p$-adic integration from [BSW19a]. One of the key technical results op. cit. was the construction of a canonical family of distributions on the projective line attached to $f$, which were used to define double integrals in the style of Darmon. We use these double integrals in a slightly different context.
3.1. The Bruhat–Tits tree. One of the main themes of [BSW19a] was the ‘spreading out’ of the Bianchi modular symbol $\phi_f$, which is defined using invariance under $\Gamma_0(N)$, to a function that is invariant under the action of a larger group $\Gamma$, where we allow non-integral coefficients at $p$. This was done via the Bruhat–Tits tree.

**Definition 3.1.** Let $p$ be a prime of $F$ above $p$ and let $\pi_p$ be a uniformiser of $O_p$. We denote by $\mathcal{T}_p$ the Bruhat–Tits tree for $\text{GL}_2(F_p)$, that is, the connected tree whose vertices are homothety classes of lattices in a two-dimensional $F_p$-vector space $V$. Two vertices $v$ and $v'$ are joined by an edge if and only if there are representatives $L$ and $L'$ respectively such that

$$\pi_p L' \subset L \subset L'.$$

Each edge comes equipped with an orientation. Denote the set of (oriented) edges of $\mathcal{T}_p$ by $\mathcal{E}(\mathcal{T}_p)$ and the set of vertices by $\mathcal{V}(\mathcal{T}_p)$.

Define the standard vertex $v_\ast$ to be the vertex corresponding to the lattice $O_p \oplus O_p$, and the standard edge $e_\ast$ to be the edge joining $v_\ast$ to the vertex corresponding to $O_p \oplus \pi_p O_p$. There is a natural notion of distance between two vertices $v$ and $v'$, and we say a vertex $v$ is even (resp. odd) if the distance between $v$ and $v_\ast$ is even (resp. odd). Each (oriented) edge has a source and a target vertex, and we say such an edge is even if its source is. Write $\mathcal{V}^+(\mathcal{T}_p)$ and $\mathcal{E}^+(\mathcal{T}_p)$ (resp. $\mathcal{V}^-(\mathcal{T}_p)$ and $\mathcal{E}^-(\mathcal{T}_p)$) for the set of even (resp. odd) vertices and edges resp.

There is a natural transitive action of $\text{PGL}_2(F_p)$ on $\mathcal{T}_p$, which we extend to a larger group.

**Definition 3.2.** Recall $N = pM$ with $p \mid M$.

(i) For $v$ a finite place of $F$, define

$$R_0(M)_v := \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in M_2(O_v) : c \equiv 0 \pmod{M} \right\}.$$ 

(ii) Let $R = R_0(M) := \left\{ \gamma \in M_2(A_f^p) : \gamma \in R_0(M)_v \text{ for } v \neq p, \gamma_p \in M_2(F_p) \right\}$.

(iii) Let $\bar{U}$ denote the image of $R^\times$ in $\text{PGL}_2(A_f^p)$.

(iv) Let $U := \text{PGL}_2^+(A_f^p) \cap \bar{U}$, where

$$\text{PGL}_2^+(A_f^p) := \left\{ \gamma \in \text{PGL}_2(A_f^p) : v_p(\det(\gamma_p)) \equiv 0 \pmod{2} \right\}.$$ 

(v) Finally, let

$$\bar{\Gamma} = \bar{U} \cap \text{PGL}_2(F), \quad \Gamma = U \cap \text{PGL}_2(F).$$

These groups act on $\mathcal{T}_p$ via projection to $\text{PGL}_2(F_p)$.

**Proposition 3.3.**

(i) The group $\bar{U}$ acts transitively on $\mathcal{V}(\mathcal{T}_p)$ and $\mathcal{E}(\mathcal{T}_p)$.

(ii) The group $U$ acts transitively on $\mathcal{E}^+(\mathcal{T}_p)$ and $\mathcal{V}^+(\mathcal{T}_p)$.

**Proof.** See [Ser80], Theorem 2 of Chapter II.1.4. \hfill \square

The edges of $\mathcal{T}_p$ are naturally in bijection with open sets in $\mathbb{P}^1(F_p)$; for an edge $e$, write $e = e_\gamma e_\ast$ using (i) above. The corresponding open set is

$$U(e) := \gamma e^{-1}_\ast(O_p) = \{ x \in \mathbb{P}^1(F_p) : \gamma e x \in O_p \} \subset \mathbb{P}^1(F_p),$$

where we let $\text{PGL}_2(F_p)$ act on $\mathbb{P}^1(F_p)$ by Möbius transformations.
3.2. Bianchi forms on the tree. Let $R$, $\tilde{U}$ and $U$ be as above.

**Definition 3.4.** We say a function $f : \mathcal{E}(\mathcal{T}_p) \rightarrow V_{2k+2}(\mathbb{C})$ is harmonic if

$$f(\mathcal{E}) = -f(e) \quad \forall e \in \mathcal{E}(\mathcal{T}_p)$$

and if for all vertices $v \in \mathcal{V}(\mathcal{T}_p)$, we have

$$\sum_{\mathcal{E}(e)=v} f(e) = \sum_{\mathcal{E}(e)=v} f(e) = 0.$$

Denote by $\text{PGL}_2^f(\mathbb{A}_F) := \text{GL}_2(\mathbb{C}) \times \text{PGL}_2(\mathbb{A}_F^f)$, and note that $U$ acts on $\text{PGL}_2^f(\mathbb{A}_F)$ by right multiplication. We define Bianchi cusp forms on $\mathcal{T}_p$ as follows.

**Definition 3.5.** A cusp form on $\mathcal{T}_p \times \text{PGL}_2^f(\mathbb{A}_F)$ of weight $(k, k)$ for $U$ is a function

$$\mathcal{F} : \mathcal{E}(\mathcal{T}_p) \times \text{PGL}_2^f(\mathbb{A}_F) \rightarrow V_{2k+2}(\mathbb{C})$$

such that:

(i) $\mathcal{F}(\gamma e, \gamma g) = \mathcal{F}(e, g)$ for all $\gamma \in U$.

(ii) $\mathcal{F}$ is harmonic as a function on $\mathcal{E}(\mathcal{T}_p)$.

(iii) For each edge $e \in \mathcal{E}(\mathcal{T}_p)$, the function

$$\mathcal{F}_e(g) := \mathcal{F}(e, g)$$

is a cusp form of weight $(k, k)$ and level $U_e := \text{Stab}_U(e)$.

Denote the space of such forms by $S_{k,k}(U, \mathcal{T}_p)$.

**Theorem 3.6** ([BSW19a], Thm. 2.7). Let $\mathcal{N} = p\mathcal{M}$. The association $\mathcal{F} \mapsto \mathcal{F}_e$, defines an isomorphism

$$S_{k,k}(U, \mathcal{T}_p) \cong S_{k,k}(U_0(\mathcal{N}))(p\text{-new}).$$

3.3. Distributions arising from the tree. The tree allows us to extend distributions from $\mathcal{O}_p$ to be ‘projective in $p$’.

**Definition 3.7.** Let $\mathcal{A}_k(\mathbb{P}^1(F_p), L)$ denote the space of $L$-valued functions on $\mathbb{P}^1(F_p)$ that are locally analytic except for a pole of order at most $k$ at $\infty$. Then:

(i) If $p$ is inert in $F$, define $\mathbb{P}^1_p = \mathbb{P}^1(F_p)$, and $\mathcal{A}_k(\mathbb{P}^1_p, L) = \mathcal{A}_k(\mathbb{P}^1(F_p), L)$.

(ii) If $p\mathcal{O}_F = p\mathbb{P}^1$ in $F$, define $\mathbb{P}^1_p = \mathbb{P}^1(F_p) \times \mathcal{O}_F$, and let

$$\mathcal{A}_k(\mathbb{P}^1_p, L) = \mathcal{A}_k(\mathbb{P}^1(F_p), L) \otimes \mathcal{V}_k(\mathcal{O}_F, L).$$

Let $\mathcal{D}_k^p(\mathbb{P}^1_p, L) := \text{Hom}_{\text{cts}}(\mathcal{A}_k(\mathbb{P}^1_p, L), L)$. This space of distributions is a right $\Gamma$-module, and there is a natural restriction map

$$\mathcal{D}_k^p(\mathbb{P}^1_p, L) \rightarrow \mathcal{D}_{k,k}^p(\mathcal{O}_p, L),$$

inducing

$$\rho_T : \text{Symb}_T(\mathcal{D}_k^p(\mathbb{P}^1_p, L)) \rightarrow \text{Symb}_{T_0(\mathcal{N})}(\mathcal{D}_{k,k}^p(\mathcal{O}_p, L)).$$

The domain of this map should be considered as ‘overconvergent Bianchi modular symbols on $\mathcal{T}_p^*$’, and carries a natural action of the Hecke operators making the map $\rho_T$ Hecke equivariant. The Theorem below is an overconvergent analogue of Theorem 3.6.

**Theorem 3.8.** Let $f \in S_{k,k}(U_0(\mathcal{N}))$ be a cuspidal Bianchi eigenform that is new at $p$. Then

$$\rho_T |_{(f)} : \text{Symb}_T(\mathcal{D}_k^p(\mathbb{P}^1_p, L))(f) \cong \text{Symb}_{T_0(\mathcal{N})}(\mathcal{D}_{k,k}^p(\mathcal{O}_p, L))(f),$$

that is, the restriction of $\rho_T$ to the $f$-isotypic Hecke-eigenspaces is an isomorphism.
In particular, combining with Theorem 2.10, attached to \( f \) we obtain a canonical element 
\[ \mu_f \in \text{Symb}_r(D^p_k(\mathbb{P}^1_\mathbb{F}_p, L)). \]
Explicitly, we recall that this is a system of distributions 
\[ \mu_f \{ r-s \} \in D^p_k(\mathbb{P}^1_\mathbb{F}_p, L), \]
where \( r, s \in \mathbb{P}^1(F) \), with \( \mu_f \{ r-s \} + \mu_f \{ s-t \} = \mu_f \{ r-t \} \) and 
\( \mu_f \{ \gamma r - \gamma s \} | \gamma = \mu_f \{ r-s \} \) for all 
\( \gamma \in \Gamma = U \cap \text{PGL}_2(F) \).

**Proof.** This is a reformulation of §5 of [BSW19a], which we briefly sketch. First we show surjectivity; let \( \psi \in \text{Symb}_{\text{r}(A)}(D^p_k(O_p, L))(f) \). Following Propositions 5.4 (when \( p \) is inert) and 5.8 (\( p \) split) \( \text{op. cit.} \) we again 'propagate' \( \psi \) over the tree to construct a lift of \( \psi \) under \( \rho^p \). This uses the correspondence between the edges of the Bruhat–Tits tree and basic open sets in \( \mathbb{P}^1(F_p) \), which allows the definition of a system of distributions \( \mu \{ r-s \} \) defined on \( \Gamma \)-translates of \( O_p \). To extend to a distribution on all of \( \mathbb{P}^1_\mathbb{F}_p \), we must use the fact that \( f \) is new at \( p \) to glue these together over the whole tree (c.f. the proof of Proposition 5.4 \( \text{op. cit.} \)).

To see injectivity, suppose \( \text{res}(\mu) = 0 \), and \( \mu \neq 0 \). Then there exist \( r, s \in \mathbb{P}^1(F) \) and \( g \in A_k(\mathbb{P}^1_\mathbb{F}_p, L) \) such that \( \mu \{ r-s \}(g) \neq 0 \). Let \( \{ e_i : i \in I \} \) be the set of edges in \( T_p \) with source \( v_\sigma \); then \( \mathbb{P}^1 = \bigsqcup \mathcal{U}(e_i) \), and there exist \( \gamma_i \in \Gamma \) such that \( \mathcal{U}(e_i) = \gamma_i^{-1} \cdot O_p \). Then \( \gamma_i \cdot g \in A(O_p, L) \) has support on \( O_p \). In particular, we have 
\[ \mu \{ r-s \}(g) = \sum_{i \in I} \mu \{ r-s \}(g|_{\mathcal{U}(e_i)}) = \sum_{i \in I} \mu \{ \gamma_i r - \gamma_i s \}(\gamma_i \cdot g) \]
\[ = \sum_{i \in I} \text{res}(\mu) \{ \gamma_i r - \gamma_i s \}(\gamma_i \cdot g) = 0, \]
which is a contradiction; hence the map is injective. \( \square \)

For brevity, we set \( \text{MS}_P(L) := \text{Symb}_r(D^p_k(\mathbb{P}^1_\mathbb{F}_p, L)) \).

**Remark 3.9.** There is an identification of modular symbols with degree one compactly supported cohomology (see [BSW19a, Lemma 8.2]). By multiplicity one for Bianchi forms (see [Hid94, Proposition 3.1]) and the Eichler–Shimura–Harder isomorphism, we know that the \( f \)-isotypic part of this cohomology group is one-dimensional, providing the coefficient field \( L \) contains the Hecke field of \( f \). From Theorems 2.10 and 3.8, it follows that \( \text{MS}_P(L) \) is a one-dimensional \( L \)-vector space.

### 3.4. Double integrals

We now define double integrals in the style of [Dar01]. We fix forever a choice of \( p \)-adic logarithm \( \log_p : \mathbb{C}_p^\infty \rightarrow \mathbb{C}_p \) such that \( \log_p(p) = 0 \). Recall that \( F_p \) is the completion of \( F \) at the prime \( p \) above \( p \) induced by \( t_p \). Let \( \sigma \in \text{Gal}(F_p/\mathbb{Q}_p) \) be an automorphism, corresponding to a choice of embedding of \( F_p \rightarrow L \). We have:

(i) If \( p \) is split, then \( F_p = \mathbb{Q}_p \) and \( \sigma = \sigma_{\text{id}} \) must be the identity;

(ii) If \( p \) is inert, then either \( \sigma = \sigma_{\text{id}} \) or \( \sigma = \sigma_{tr} \), the lift of the Witt vector Frobenius to \( F_p \) (that is, the non-trivial Galois automorphism).

**Definition 3.10.** Let \( x, y \in \mathcal{H}^\text{ur} \), let \( P \in V_{k,k}(\mathbb{C}_p) \) and let \( r, s \in \mathbb{P}^1(F) \).

(i) Define the ‘log’ double integral at \( \sigma \) by
\[ \int_x^y \int_r^s (P) \omega_{\mu, \log, \sigma} := \int_{[t_p]} \log_p \left( \frac{t_p - x}{t_p - y} \right)^\sigma P(t) d\mu \{ r-s \}(t), \]
where \( t_p \) is the projection of \( t \in \mathbb{P}^1_\mathbb{F}_p \) to \( \mathbb{P}^1(F_p) \). (Note that this is well-defined since \( \mathcal{H}^\text{ur} := \mathbb{P}^1(\mathbb{Q}_p^\text{ur}) \setminus \mathbb{P}^1(F_p) \), so that \( t_p - x \) and \( t_p - y \) cannot vanish and their quotient gives an element of \( (\mathbb{Q}_p^\text{ur})^\times \)).
(ii) Define the ‘ord’ double integral by
\[
\int_x^y \int_r^s (P) \omega_\mu^{ord} := \int_{\mathbb{P}^1_k} \text{ord}_p \left( \frac{t_p - x}{t_p - y} \right) P(t) d\mu\{r - s\}(t)
\]
= \sum_{c \in \text{red}_p(x) \rightarrow \text{red}_p(y)} \int_{\mathcal{U}(c)} P(t) d\mu\{r - s\}(t),
\]
where \( \text{red}_p : \mathcal{H}_p \rightarrow \mathcal{T}_p = \mathcal{E}(\mathcal{T}_p) \sqcup \mathcal{V}(\mathcal{T}_p) \) is the reduction map and \( \mathcal{U}(c) \) is the corresponding open set of \( \mathbb{P}^1_{\mathbb{F}_p} \).

Here we normalise so that \( \text{ord}_p(p) = 1 \), noting that \( p \) is a uniformiser in \( \mathbb{F}_p \).

**Remark 3.11.** There is a subtle error in [BSW19a] in the case \( p \) inert: the ‘log’ integral of Def. 6.1 op. cit. would be written \( \int (P) \omega_\mu^{log, \sigma_{\mu}} \) in the notation of Def. 3.10. However, to properly obtain the connection to \( p \)-adic \( L \)-values in §7.3 op. cit, it should instead have been the sum
\[
\int_x^y \int_r^s (P) \omega_\mu^{log, \sigma_{\mu}} + \int_x^y \int_r^s (P) \omega_\mu^{ord} = \int_x^y \log \text{Norm}_{\mathbb{F}_p/\mathbb{Q}_p} \left( \frac{t_p - x}{t_p - y} \right) P(t) d\mu\{r - s\}(t)
\]
(compare [Spi14, §5]). Having made this change, the rest of the results in the paper go through without modification. This is also the conceptual reason why the scalar 2 appears in [BSW19a, Prop. 10.2]: there is one copy of \( \mathcal{L}_p \) for each element of \( \text{Gal}(\mathbb{F}_p/\mathbb{Q}_p) \).

**Remark 3.12.** In [Dar01], Darmon defines multiplicative double integrals attached to classical weight 2 modular forms, and by taking log and ord of the values of this integral, one obtains formula close to the above, justifying the terminology and seemingly disparate definitions. In our setting, the multiplicative double integral itself does not exist, but we can still make sense of its additive counterparts.

**Remark 3.13.** The second equality in Defn. 3.10(ii) follows from [BDG04, Lemma 2.5]. Recall that \( \mathcal{H}_p^{\text{ur}} := \mathbb{P}^1(\mathbb{Q}_p^{\text{ur}}) \setminus \mathbb{P}^1(\mathbb{F}_p) \). The reduction map \( \text{red}_p : \mathcal{H}_p^{\text{ur}} \rightarrow \mathcal{T}_p \) takes values in \( \mathcal{V}(\mathcal{T}_p) \) and not in \( \mathcal{E}(\mathcal{T}_p) \) (see [BDG04, §2] and the remarks after [RS12, Defn. 3.8]).

**Definition 3.14.** For \( \sigma \) either \( (\log_\mu, \sigma) \) or \( (\text{ord}_p) \), define maps
\[
\Phi^+ : [\Delta_0 \otimes \text{Div}^0(\mathcal{H}_p^{\text{ur}}) \otimes V_{k,k}] \otimes \text{Hom}(\Delta_0, \mathcal{D}_k(\mathbb{P}^1_k, L)) \rightarrow L
\]
\[
[(r - s) \otimes (x - y) \otimes P] \otimes \mu \rightarrow \int_x^y \int_r^s (P) \omega_\mu^\sigma.
\]
In light of Remark 3.11, we also define
\[
\Phi^\log_\mu := \Phi^\log_\mu \circ N_{\mathbb{F}_p/\mathbb{Q}_p} := \sum_{\sigma \in \text{Gal}(\mathbb{F}_p/\mathbb{Q}_p)} \Phi^\log_\mu, \sigma.
\]
Since the double integrals \( \Phi^\log_\mu, \sigma \) and \( \Phi^\text{ord}_p \) are \( \Gamma \)-invariant, they induce pairings
\[
\Phi^\log_\mu, \sigma : (\Delta_0 \otimes \text{Div}^0(\mathcal{H}_p^{\text{ur}}) \otimes V_{k,k})\Gamma \otimes \text{MS}_\Gamma(L) \rightarrow L,
\]
or equivalently as morphisms
\[
\Phi^\log_\mu, \sigma, \Phi^\text{ord}_p : (\Delta_0 \otimes \text{Div}^0(\mathcal{H}_p^{\text{ur}}) \otimes V_{k,k})\Gamma \rightarrow \text{MS}_\Gamma(L)^\vee.
\]
Taking the usual short exact sequence \( 0 \rightarrow \text{Div}^0 \rightarrow \text{Div} \rightarrow \mathbb{Z} \rightarrow 0 \) and tensoring with the flat \( \mathbb{Z} \)-module \( \Delta_0 \otimes V_{k,k} \), we obtain an exact sequence
\[
(3.1) \quad 0 \rightarrow \Delta_0 \otimes \text{Div}^0(\mathcal{H}_p^{\text{ur}}) \otimes V_{k,k} \rightarrow \Delta_0 \otimes \text{Div}(\mathcal{H}_p^{\text{ur}}) \otimes V_{k,k} \rightarrow \Delta_0 \otimes V_{k,k} \rightarrow 0,
\]
and on taking \( \Gamma \)-homology, we get a connecting morphism
\[
(3.2) \quad H_1(\Gamma, \Delta_0 \otimes V_{k,k}) \rightarrow (\Delta_0 \otimes \text{Div}^0(\mathcal{H}_p^{\text{ur}}) \otimes V_{k,k})_{\Gamma}.
\]
Note that via the universal coefficient theorem, we have an identification
\[ H_1(\Gamma, \Delta_0 \otimes V_{k,k}) = H^1(\Gamma, \Delta(V_{k,k}^\vee))^\vee, \]
recalling that \( \Delta(V) = \text{Hom}(\Delta_0, V) \). There is a natural action of the Hecke operators on \( H_1(\Gamma, \Delta_0 \otimes V_{k,k}) \) making this identification Hecke-equivariant, so that we have an identification
\[ H_1(\Gamma, \Delta_0 \otimes V_{k,k}) = \text{Hom}(\Delta(V_{k,k}^\vee))^\vee. \]

By [BSW19a, Thm. 8.6], the right-hand side is one-dimensional; hence we deduce that \( H_1(\Gamma, \Delta_0 \otimes V_{k,k}) = \text{MS}_\Gamma(L)^\vee \).

**Theorem 3.15.** The morphism
\[ \text{pr}_f \circ \Phi^{ord}_p \circ \delta : H_1(\Gamma, \Delta_0 \otimes V_{k,k}) \to \text{MS}_\Gamma(L)^\vee \]
is a surjective map of \( L \)-vector spaces, where \( \text{pr}_f \) is the projection onto the \( f \)-isotypic component. In particular, after extending scalars to \( \mathbb{C}_p \), it induces a Hecke-equivariant isomorphism
\[ H_1(\Gamma, \Delta_0 \otimes V_{k,k}(\mathbb{C}_p))_{(f)} \cong \text{MS}_\Gamma(\mathbb{C}_p)^\vee_{(f)}. \]

**Proof.** Since the target is one-dimensional by Remark 3.9, it suffices to prove that the map is non-zero. For this we use the following; see [BSW19a, Corollary 7.4].

**Lemma 3.16.** Let \( \chi \) be a finite order Hecke character of \( F \) of prime-to-\( p \) conductor such that \( \chi(p) = \omega \), where \( c(p, f) = -\omega N(p)^{k/2} \). Then for each \( v \in (\mathcal{O}_F/c)^\times \) there exist \( \gamma_{c,v} \in \Gamma \) and \( P_{c,v} \in \text{MS}_\Gamma(L)^\vee \) such that
\[
\begin{bmatrix}
\sum_{v \in (\mathcal{O}_F/c)^\times} \chi(v)\Phi^{ord}_p \left( v/c - \infty \otimes (\tau - \gamma_{c,v}\tau) \otimes P_{c,v} \right)
\end{bmatrix}(\mu_f) = C(\chi)\Lambda(f, \chi, k/2 + 1),
\]
for some \( \tau \in \mathcal{H}_p \) and where \( C(\chi) \) is an explicit non-zero scalar.

By a theorem of Rohrlich (in the introduction of [Roh91]), this central critical \( L \)-value is non-zero for all but finitely many \( \chi \), and hence it is possible to choose \( \chi \) satisfying the conditions such that the right-hand side is non-zero. The left-hand side is \( \Phi^{ord}_p \) evaluated at the element
\[ S_\chi := \sum_{v \in (\mathcal{O}_F/c)^\times} \chi(v) \left( v/c - \infty \otimes (\tau - \gamma_{c,v}\tau) \otimes P_{c,v} \right). \]
Evaluating \( \mu_f \) factors through the projection to the \( f \)-isotypic part, so \( \text{pr}_f \circ \Phi^{ord}_p \) is non-zero.

To complete the proof of surjectivity, it remains to prove that the element \( S_\chi \) is in the image of \( \delta \). Since this is the connecting map in the long exact sequence of homology, this is equivalent to proving that \( S_\chi \) is in the kernel of
\[ (\Delta_0 \otimes \text{Div}^0(\mathcal{H}_p^{ur}) \otimes V_{k,k})_{\Gamma} \rightarrow (\Delta_0 \otimes \text{Div}(\mathcal{H}_p^{ur}) \otimes V_{k,k})_{\Gamma}. \]
We do this termwise. From the construction of [BSW19a, Defn. 7.1], both \( (v/c - \infty) \) and \( P_{c,v} \) are invariant under the action of \( \gamma_{c,v} \in \Gamma \), and hence
\[
[(v/c - \infty) \otimes \tau \otimes P_{c,v}] = [(v/c - \infty) \otimes \gamma_{c,v}\tau \otimes P_{c,v}]
\]
in the \( \Gamma \)-coinvariants, and each term of the sum is in the kernel, as required.

For the second claim, note that both \( \Phi^{ord}_p \) and the maps in the long exact sequence of homology are Hecke-equivariant, and hence \( \text{pr}_f \circ \Phi^{ord}_p \circ \delta \) is too. Hence it factors through the \( f \)-isotypic quotient of \( H_1 \). We are left with a surjective map
\[ H_1(\Gamma, \Delta_0 \otimes V_{k,k})_{(f)} \rightarrow \text{MS}_\Gamma(L)^\vee \]
of \( 1 \)-dimensional vector spaces, hence the claim. \( \square \)

\(^2\)There is a typo here in [BSW19a, Defn. 7.1], where it incorrectly states that \(-v/c\) is fixed instead of \(-v/c\); but this is written correctly later in the paper.
Theorem 3.15 above allows us to recover the Darmon-Orton style cohomological $L$-invariant defined by Daniel Barrera Salazar and the second author in [BSW19a].

Corollary 3.17. For each embedding $\sigma : F_p \hookrightarrow L$, there exists a unique $L_{\sigma}^{p} \in \mathbb{C}_p$ such that

$$\Phi_{f}^{\log_{p}} \circ \delta = L_{\sigma}^{p} \circ \Phi_{f,\sigma}^{\text{ord}},$$

where $\Phi_{f}^{\log_{p}} := \text{pr}_{f} \circ \Phi^{*}$ for $* \in \{(\log_{p}, \sigma); \text{ord}_{p}\}$. For each prime $p$, we have an equality

$$L_{p}^{\text{BW}} = \sum_{\sigma} L_{\sigma}^{p},$$

where $\sigma$ ranges over all embeddings and $L_{p}^{\text{BW}}$ is the $L$-invariant of [BSW19a].

Proof. From Theorem 3.15, we know these maps factor through the one-dimensional $f$-isotypic quotient of $H_{1}$; and any two such maps must differ by some $L_{\sigma}^{p} \in \mathbb{C}_p$. The uniqueness follows from surjectivity of $\Phi_{f,\sigma}^{\text{ord}} \circ \delta$. To see the second part, note that taking the sum shows that $\Phi_{f}^{\log_{p}} \circ \delta = (\sum_{\sigma} L_{\sigma}^{p}) \Phi_{f,\sigma}^{\text{ord}} \circ \delta$, for $\Phi_{f}^{\log_{p}}$ as in Def. 3.14. To show that this sum is indeed equal to the $L$-invariant of [BSW19a], it suffices to check this on any value; so we choose any element mapping to $S_{\chi}$ (as above) under $\delta$. The results of [BSW19a] (and Remark 3.11) show that $\Phi_{f}^{\log_{p}}(S_{\chi}) = L_{p}^{\text{BW}} \Phi_{f,\sigma}^{\text{ord}}(S_{\chi})$, from which we deduce the result. 

Remark 3.18. For $p$ inert in $F$, we have a vector-valued $L$-invariant $L_{p}^{\sigma} := (L_{p}^{\sigma_{a}}, L_{p}^{\sigma_{r}}) \in (\mathbb{C}_p)^2$.

Remark 3.19. We note that it should be possible to formulate a purely algebraic proof of Theorem 3.15, without appealing to the deep non-vanishing results of Rohrlich, by generalising the approach of [RS12, Thm. 3.11]. This result – which is equivalent to ours – involves instead interpreting the $L$-invariant as a Hecke-equivariant endomorphism on the new subspace of modular forms. This in particular means they do not project to the $f$-isotypical space, but only to the new subspace, denoting this projection $\text{pr}_{c}$. The analogue of their result in our setting would be: there exists a unique endomorphism $L_{p}^{\sigma} \in \text{End}_{T_{\Gamma}}(\text{MS}_{\Gamma}(L_{\text{new}}))$ such that

$$\text{pr}_{c} \circ \Phi_{f,\sigma}^{\log_{p}} \circ \delta = L_{p}^{\sigma} \circ \text{pr}_{c} \circ \Phi_{f,\sigma}^{\text{ord}} \circ \delta.$$

Here $\text{MS}_{\Gamma}(L_{\text{new}})$ is the new subspace of $\text{MS}_{\Gamma}(L)$), $\text{pr}_{c} \circ \Phi$ is projection on to this space, and $T_{\Gamma}$ is an appropriate Hecke algebra acting on this space. If $L$ contains the Hecke field of $f$, then $L_{p}^{\sigma}$ preserves the (1-dimensional) $f$-isotypical subspace, upon which it acts by the scalar $L_{p}^{\sigma}$ of Corollary 3.17. In this case, $L_{p}^{\sigma} \in L$.

4. Filtered $(\varphi, N)$-modules

Definition 4.1. A filtered $(\varphi, N)$ module of rank $r$ over $F_{p}$ with coefficients in $L$ is a rank $r$ $(F_{p} \otimes \mathbb{Q}_{p}, L)$-module $D$ with the following additional structure:

- **(Filtration)** An exhaustive decreasing filtration $(\text{Fil}^{i}D)_{i \in \mathbb{Z}}$ on $D$ by $(F_{p} \otimes \mathbb{Q}_{p}, L)$-submodules;
- **(Frobenius)** A $\sigma_{F_{p}}$ semi-linear isomorphism $\varphi : D \rightarrow D$ (where $\sigma_{F_{p}}$ acts trivially on $L$);
- **(Monodromy)** A $(F_{p} \otimes \mathbb{Q}_{p}, L)$-linear nilpotent operator $N : D \rightarrow D$ such that $N \varphi = p \varphi N$.

Since we take $L/\mathbb{Q}_{p}$ to be large enough to contain the image of all possible embeddings $\sigma : F_{p} \hookrightarrow \overline{\mathbb{Q}}_{p}$, we have

$$F_{p} \otimes \mathbb{Q}_{p}, L \cong \prod_{\sigma : F_{p} \hookrightarrow L} L, \quad (a \otimes b) \mapsto (\sigma(a)b)_{\sigma : F_{p} \hookrightarrow L},$$

which gives the decomposition

$$D \cong \prod_{\sigma : F_{p} \hookrightarrow L} D_{\sigma}, \quad D_{\sigma} := D \otimes_{F_{p} \otimes L, \sigma} L.$$
where each $D_\sigma$ is an $L$-vector space of dimension $r$ and is equipped with an $L$-linear action of $\varphi^d$ (where $d = \lfloor \frac{\deg f}{\deg \varphi} \rfloor$) and $N$. The operator $\varphi$ (on $D$) induces a bijection $D_\sigma \sim D_{\varphi\sigma^{-1}}$. In particular, when $p$ splits in $F$ there is just the identity embedding $\sigma_{\text{Id}} : F_p \hookrightarrow L$. When $p$ is inert in $F$, we have two embeddings viz. the identity $\sigma_{\text{Id}}$ and the lift of the Frobenius $\sigma_{F}$. In this case, $\varphi$ induces a bijection

$$D_{\sigma_{\text{Id}}} \sim D_{\sigma_{F}}.$$  

(4.3)

4.1. Monodromy modules from $p$-adic integration. We first treat the case when $p$ is inert in $F$. The $p$ split case is similar. We set

$$D_{f,L} := \text{MS}_f(L)^\vee \otimes \text{MS}_f(L)^\vee,$$

which is a two dimensional $L$-vector space (See Remark 3.9), and let

$$D_f := D_{f,\sigma_{\text{Id}}} \times D_{f,\sigma_{F}}$$

where $D_{f,\sigma_{\text{Id}}}$ and $D_{f,\sigma_{F}}$ are both $D_f$ as $L$-vector spaces but with the scalar action of $F_p$ (as a subfield of $L$) given by the $\sigma_{\text{Id}}$-embedding and $\sigma_{F}$-embedding respectively, giving $D_f$ the structure of a rank two $(F_p \otimes_{Q_p} L)$-module. We also equip $D_f$ with:

- A Filtration on $D_f$ by $(F_p \otimes_{Q_p} L)$-submodules given by
  $$D_f = \text{Fil}^0 \supseteq \text{Fil}^1 = \ldots = \text{Fil}^{k+1} \supseteq \text{Fil}^{k+2} = 0,$$
  where
  $$\text{Fil}^{k+2} D_f := \{ [x_{\sigma_{\text{Id}}}, x_{\sigma_{F}}] \in D_f, x_{\sigma_{\text{Id}}} \supseteq \text{Fil}^{k+2} \}.$$

- A Frobenius $\varphi$ on $D_f$ defined as follows; writing $D_f$ as
  $$D_f = \{ (x_{\sigma_{\text{Id}}}, y_{\sigma_{F}}, x_{\sigma_{F}}), (x_{\sigma_{\text{Id}}}, x_{\sigma_{F}}) \in D_f \},$$
  we define
  $$\varphi : D_f \rightarrow D_f$$
  by
  $$\varphi : (x_{\sigma_{\text{Id}}}, y_{\sigma_{F}}, x_{\sigma_{F}}) \mapsto (U_p(x_{\sigma_{F}}), pU_p(y_{\sigma_{F}}), U_p(x_{\sigma_{F}}), pU_p(y_{\sigma_{F}})).$$

Note that $\varphi$ interchanges $D_{f,\sigma_{\text{Id}}}$ and $D_{f,\sigma_{F}}$.

- A Monodromy $N$ on $D_f$ defined by $N(x, y) = (y, 0)$.

This gives $D_f$ the structure of a rank two filtered $(\varphi, N)$-module over $F_p$ with coefficients in $L$, which we also write as $D_f \in \text{MF}(\varphi, N, F_p, L)$. Further, $D_{f,L}$ (viewed as $D_{f,\sigma}$) attains the structure of a filtered $L$-vector space of dimension two, with the filtration given by

$$\text{Fil}^j(D_{f,L}) = \text{Fil}^j(D_{f,\sigma}) := \text{Fil}^j(D_f) \otimes_{F_p \otimes L, \sigma} L.$$

for $j \in [0, k+2]$.

When $p$ is split in $F$, we have only the identity $\sigma_{\text{Id}} : F_p \rightarrow L$ to consider and as before, we set

$$D_f := D_{f,\sigma_{\text{Id}}} = \text{MS}_f(L)^\vee \otimes \text{MS}_f(L)^\vee,$$

As above, $D_f$ attains the structure of a filtered $(\varphi, N)$-module over $F_p \cong Q_p$ with coefficients in $L$.

4.2. Fontaine–Mazur theory. Let $G_F := \text{Gal}(\overline{Q}/F)$, and let

$$V_p(f) : G_F \rightarrow \text{GL}_2(L)$$

be the two dimensional $p$-adic Galois representation associated to $f$ by the work of Harris–Soudry–Taylor, Taylor and Berger-Harcos (cf. [HST93], [Tay94] and [BH07]). We may assume that $V_p(f)$ takes values in our base field $L$. Since the Bianchi eigenform $f$ is new at $p$ and $p$ exactly divides the level $N'$, we know that the cuspidal automorphic representation $\pi$ of $\text{GL}_2(\mathbb{A}_F)$ that $f$ generates is Steinberg at $p$. Conjecturally, the local Galois representation

$$V_p(f)|_{G_{F_p}} : \text{Gal}(\overline{Q}_p/F_p) \rightarrow \text{GL}_2(\overline{Q}_p)$$

is Steinberg at $p$. In the next section, we study the case when $p$ is inert in $F$. We specialize to this case when working with $p$-adic Galois representations.
is semi-stable non-crystalline in the sense of $p$-adic Hodge theory. Assuming this, Fontaine’s semi-stable Dieudonné module
\[ D_f := D_{st}(V_p(f)) := (B_{st,F_p} \otimes \mathbb{Q}_p V_p(f)(G_{F_p}))^{\text{Gal}(\mathbb{Q}_p/F_p)} \]
is then an admissible rank two filtered $(\varphi, N)$-module over $(F_p \otimes \mathbb{Q}_p L)$. We choose a pair of $\varphi$-eigenvectors $u_1, u_2 \in D_f$ such that $N(u_1) = u_2$. Then $D_f \cong (F_p \otimes \mathbb{Q}_p L)u_1 \oplus (F_p \otimes \mathbb{Q}_p L)u_2$ as an $(F_p \otimes \mathbb{Q}_p L)$-module, with filtration given by
\[ \text{Fil}_j D_f := \text{Fil}_0 D_f \supseteq \text{Fil}_1 D_f \supseteq \ldots \supseteq \text{Fil}_{k+1} D_f = 0 \]
such that $\{\text{Fil}_j\}_{j=0}^{k+1}$ is a rank one $(F_p \otimes \mathbb{Q}_p L)$-submodule of $D_f$. The vector valued Fontaine–Mazur $L$-invariant, denoted $L_{\text{FM}} = \{L_{\text{FM}}^\sigma\}_{\sigma:F_p \rightarrow L}$, is defined to be the unique element such that
\[ \text{Fil}_{2k+2} D_f = F_p \otimes \mathbb{Q}_p L \cdot (u_1 - L_{\text{FM}} \cdot u_2). \]

For each embedding $\sigma : F_p \rightarrow L$, $D_{f,\sigma} := D_f \otimes_{F_p} \sigma L$ is a filtered $L$-vector space of dimension two with the filtration given by
\[ \text{Fil}_j (D_{f,\sigma}) = \text{Fil}_j D_f \otimes_{F_p} \sigma L \]
for $j \in [0, k + 2]$.

**Conjecture 4.2** (Trivial zero conjecture). For each $\sigma : F_p \rightarrow L$, the cohomological $L$-invariant $L_{\text{FM}}^\sigma$ is the Fontaine–Mazur $L$-invariant $L_{\text{FM}}^\sigma$ attached to $V_p(f)$.

**Remark 4.3.** This is related to Conjectures 11.1 and 11.2 of [BSW19a]. Analogous results are known for classical modular forms (initially [GS93], but intensively studied since; see the introduction to [BD10] or [Col05, §4] for a comprehensive survey of the literature) and Hilbert modular forms (see e.g. [Spi14],[Mok00] and [BSDJ20]).

**Lemma 4.4.** Suppose that $f$ is the base-change to $F$ of a classical modular form $\tilde{f}$. Then Conjecture 4.2 is true.

**Proof.** Let $L_p(\tilde{f})$ be the Darmon–Orton analytic $L$-invariant associated to the classical form $\tilde{f}$. Note we have an equality $L_p(\tilde{f}) = L_{\text{FM}}(\tilde{f})$ (see e.g. [Col05, §4]). When $p$ is inert in $F$, we have the following equality of cohomological $L$-invariants
\[ L_{\text{FM}}^\sigma = L_{p}^\sigma = L_p(\tilde{f}) \]
where the first equality follows by the Galois invariance of [Geh19, Lemma 3.1] and the second equality follows since $L_{\text{FM}}^\sigma + L_{p}^\sigma = 2L_p(\tilde{f})$ by Corollary 3.17 and [BSW19a, Prop. 10.2]. Similarly, we have an analogous equality of the Fontaine–Mazur $L$-invariants
\[ L_{\text{FM}}^\sigma = L_{\text{FM}}^\sigma = L_{\text{FM}}(\tilde{f}) \]
since the Fontaine–Mazur $L$-invariant is stable under base-change (see e.g. [RS12, §4.1]). Putting this together gives the required equality for $p$ inert. The split case is handled similarly. \hspace{1cm} \square

Note that the jumps in filtration for both the monodromy modules $D_f$ and $D_{f}$ occur at $(0, k + 1)$. Further, the Frobenius operators $\varphi_{D_f}$ and $\varphi_{D_{f}}$ also coincide. In particular, if we assume Conjecture 4.2 (in addition to the semi-stability of $\rho_f$) then we have:

**Theorem 4.5.** There is an isomorphism
\[ D_f \cong D_f \]
of filtered $(\varphi, N)$-modules over $F_p$, with coefficients in $L$, which is stable under base-change.

**Proof.** See [RS12, Prop. 4.6], which treats the generic case. \hspace{1cm} \square
Remark 4.6. The definition of both the monodromy modules $D_f$ and $\mathbb{D}_f$ depends on the choice of a branch of the $p$-adic logarithm $\log_p : \mathbb{C}_p^\times \to \mathbb{C}_p$. We shall assume that the same choice of the branch has been made for both the monodromy modules, and that for this branch $\log_p(p) = 0$.

Note that the isomorphism of Theorem 4.5 induces an identification of the tangent spaces

$$(4.7) \quad \frac{D_f}{\text{Fil}^{k+2}(D_f)} \cong \frac{\mathbb{D}_f}{\text{Fil}^{k+2}(\mathbb{D}_f)}.$$ 

Let $\sigma : F_p \hookrightarrow L$ be any embedding. Then $D_{f,\sigma} := D_f \otimes_{\mathbb{D}_f \otimes L,\sigma} L \cong D_{f,L}$ and $D_{f,\sigma} := \mathbb{D}_f \otimes_{F_p \otimes L,\sigma} L$ (which we henceforth will simply denote as $D_{f,L}$) are both two dimensional vector spaces over $L$ with filtrations given by (4.5) and (4.6) respectively. On tensoring both sides of (4.7) over $F_p \otimes_{\mathbb{Q}_p} L$ with $L$ via the projection induced by the embedding $\sigma$, we obtain an identification

$$(4.8) \quad \frac{D_{f,L}}{\text{Fil}^{k+2}(D_{f,L})} \cong \frac{\mathbb{D}_{f,L}}{\text{Fil}^{k+2}(\mathbb{D}_{f,L})}.$$ 

5. $p$-adic Abel–Jacobi maps in the Stark–Heegner setting

For the rest of the paper, we fix an embedding $\sigma : F_p \hookrightarrow \overline{\mathbb{Q}_p}$ and define a map

$$\Phi_f = \Phi_{f,\sigma} := -\Phi_{f,\sigma}^{\log} \otimes \Phi_{f,\sigma}^{\text{ord}} : (\Delta_0 \otimes \text{Div}^0(\mathcal{H}_p^{\text{ur}}) \otimes V_{k,k})_\Gamma \to D_{f,L}.$$ 

By Corollary 3.17, we know that

$$\text{Fil}^{k+2}(D_{f,L}) = \{((-\mathcal{L}_p^x x, x) : x \in \text{MS}_\Gamma(L)^{\text{ur}})\} = \text{Im}(\Phi_f \circ \delta),$$

where $\delta : H_1(\Gamma, \Delta_0 \otimes V_{k,k}) \to (\Delta_0 \otimes \text{Div}^0(\mathcal{H}_p^{\text{ur}}) \otimes V_{k,k})_\Gamma$ is the connecting morphism of (3.2). Recall the $\Gamma$-homology exact sequence

$$(5.1) \quad \cdots \to H_i(\Gamma, \Delta_0 \otimes \text{Div}^0(\mathcal{H}_p^{\text{ur}}) \otimes V_{k,k}) \to H_i(\Gamma, \Delta_0 \otimes \text{Div}(\mathcal{H}_p^{\text{ur}}) \otimes V_{k,k})$$

obtained from the short exact sequence (3.1). In particular, we have

$$(5.2) \quad \frac{(\Delta_0 \otimes \text{Div}^0(\mathcal{H}_p^{\text{ur}}) \otimes V_{k,k})_\Gamma}{\delta(H_1(\Gamma, \Delta_0 \otimes V_{k,k}))} \xrightarrow{\partial_1} (\Delta_0 \otimes \text{Div}(\mathcal{H}_p^{\text{ur}}) \otimes V_{k,k})_\Gamma \xrightarrow{\partial_2} (\Delta_0 \otimes V_{k,k})_\Gamma.$$ 

Definition 5.1. A $p$-adic Abel–Jacobi map is a morphism

$$\Phi_{AJ} : (\Delta_0 \otimes \text{Div}(\mathcal{H}_p^{\text{ur}}) \otimes V_{k,k})_\Gamma \to D_{f,L}/\text{Fil}^{k+2}(D_{f,L})$$

such that the following diagram is commutative:

$$\begin{array}{ccc}
\Delta_0 \otimes \text{Div}(\mathcal{H}_p^{\text{ur}}) \otimes V_{k,k})_\Gamma & \xrightarrow{\Phi_f} & D_{f,L}/\text{Fil}^{k+2}(D_{f,L}) \\
\downarrow \partial_1 & & \downarrow \Phi_{AJ} \\
(\Delta_0 \otimes \text{Div}(\mathcal{H}_p^{\text{ur}}) \otimes V_{k,k})_\Gamma & & \\
\end{array}$$

In other words, a $p$-adic Abel–Jacobi map $\Phi_{AJ}$ is a lift of the morphism $\Phi_f$.

Remark 5.2. Such commutative diagrams always exist, but they might not be unique. The chief obstruction comes from the fact that $(\Delta_0 \otimes V_{k,k})_\Gamma$ is non-trivial. In fact, let

$$\Phi_i^{AJ} : (\Delta_0 \otimes \text{Div}(\mathcal{H}_p^{\text{ur}}) \otimes V_{k,k})_\Gamma \to D_{f,L}/\text{Fil}^{k+2}(D_{f,L}),$$

for $i \in \{1, 2\}$, be any two $p$-adic Abel–Jacobi maps. Then, by Defn. 5.1, we have

$$\Phi_1^{AJ}(\partial_1(-)) = \Phi_f(-) = \Phi_2^{AJ}(\partial_1(-)).$$
In other words,
\[ \ker(\Phi_I^1 - \Phi_I^*1) \supseteq \text{Im}(\partial_1) = \ker(\partial_2), \]
since \( \partial_1 \) and \( \partial_2 \) are connecting maps of the \( \Gamma \)-homology exact sequence (5.2). In the next section, in Theorem 6.5, we will show that the \( p \)-adic Abel-Jacobi image of our Stark-Heegner cycles is independent of the choice of a \( p \)-adic Abel-Jacobi map.

6. Stark-Heegner cycles for Bianchi modular forms

In this section, we define Stark-Heegner cycles, which should be regarded as higher weight analogues of the Stark-Heegner points on elliptic curves over imaginary quadratic fields defined by Trifković in [Tr106].

6.1. Construction of homology classes. As before, let \( K/F \) be the quadratic extension of relative discriminant \( D_K \) prime to \( \mathcal{N} = p\mathcal{M} \) that satisfies the Stark-Heegner hypothesis. In particular, the completion \( K_p \) of \( K \) at the prime \( p \) is a quadratic unramified extension of \( F_p \). Fix \( \delta_K \in O_K \setminus O_F \) such that \( \delta_K^2 \in O_F \) is a generator of the discriminant ideal (recall that \( F \) has class number 1). We may regard \( \delta_K \) as an element of \( K_p \) via the fixed embedding \( \iota \). Let
\[ \mathcal{R} := R \cap M_2(F) = \left\{ \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \in M_2 \left( O_F \left[ \frac{1}{p} \right] \right) \mid c \in \mathcal{M} \right\}. \]
If we let \( \mathcal{R}_+^{\times} \) denote the elements of \( \mathcal{R} \) of determinant 1, then \( \Gamma \) is the image of \( \mathcal{R}_+^{\times} \) under projection to \( \text{PGL}_2(O_F[1/p]) \). Let \( \mathcal{O} \) be an \( O_F[1/p] \)-order of conductor \( C \) prime to \( D_K\mathcal{N} \).

**Definition 6.1.** We say an embedding \( \Psi : K \hookrightarrow M_2(F) \) is optimal if \( \Psi(K) \cap \mathcal{R} = \Psi(\mathcal{O}) \).

Denote the set of \( O_F[1/p] \)-optimal embeddings by \( \text{Emb}(\mathcal{O}, \mathcal{R}) \). To an embedding \( \Psi \in \text{Emb}(\mathcal{O}, \mathcal{R}) \), we associate the following data.

- The two points \( \tau_\psi \) and \( \tau_\psi^* \in H^2_p(K) := H^2_p \cap K \) that are fixed by the action of \( \Psi(K) \).
  Here \( \tau_\psi^* = \theta(\tau_\psi) \) for \( \theta \in \text{Gal}(K/F) \) where \( \theta \neq \text{id} \).
- The fixed vertex \( v_\psi \in V \) in the Bruhat-Tits tree for the action of \( \psi(K) \) on \( V \).
- The polynomial \( P_\psi(X, \overline{X}) := (cX^2 + (a - d)X - b)(\overline{c}\overline{X}^2 + (\overline{a} - \overline{d})\overline{X} - \overline{b}) \in V_{2,2} \), where \( \Psi(\delta_K) = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \).
- Let \( u \) be a fixed generator of \( O_1^{\times}/\text{torsion} \) \( \cong \mathbb{Z} \) (by Dirichlet’s Unit theorem), where \( O_1 := \{ x \in \mathcal{O} \mid N_{K/F}(x) = 1 \} \). Let \( \gamma_\psi := \Psi(u) \) and \( \Gamma_\psi \) be the cyclic subgroup of \( \Gamma \) generated by \( \gamma_\psi \). In particular \( \Gamma_\psi \cong \text{Stab}(\Psi) \subseteq \Gamma \) and \( P_\psi \in (V_{2,2})^{\Gamma_\psi} \).

**Remark 6.2.** Compare to the data used in [BSW19a, §7.1]; there, objects analogous to those above – for the split embeddings \( F \times F \hookrightarrow M_2(F) \) – were defined directly, with no reference to optimal embeddings. The results *op. cit.* demonstrate the close relationship between these invariants, the double integrals defined above, and special values of \( L \)-functions (and \( p \)-adic \( L \)-functions) of Bianchi modular forms. In particular, the invariants attached to split embeddings have already appeared in this paper, giving the classes \( S_\chi \) used in the proof of Theorem 3.15.

We say that \( \Psi \) has positive (resp. negative) orientation if \( v_\psi \in V^+ \) (resp. \( V^- \)). Then
\[ \text{Emb}(\mathcal{O}, \mathcal{R}) = \text{Emb}^+(\mathcal{O}, \mathcal{R}) \sqcup \text{Emb}^-(\mathcal{O}, \mathcal{R}) \]
where \( \text{Emb}^\pm(\mathcal{O}, \mathcal{R}) \) denotes the set of embeddings with positive/negative orientation. The group \( \Gamma \) acts naturally on the set \( \text{Emb}(\mathcal{O}, \mathcal{R}) \) by conjugation, preserving the subsets \( \text{Emb}^\pm(\mathcal{O}, \mathcal{R}) \). In fact it can be shown that the association
\[ \Psi \mapsto (\tau_\psi, P_\psi, \gamma_\psi) \]
under conjugation by \( \gamma \in \Gamma \) satisfies
\[ (\tau_\gamma, P_\gamma, \gamma \gamma_\psi \gamma^{-1}) = (\gamma \cdot \tau_\psi, \gamma^{-1} \cdot P_\psi, \gamma_\psi \gamma^{-1}),(6.1) \]
Similarly, let $\Psi^{\theta} \in \text{Emb}(\mathcal{O}, \mathcal{R})$ be the embedding given by $\Psi^{\theta}(-) := \Psi(\theta(-))$ for $\theta \in \text{Gal}(K/F)$, $\theta \neq \text{id}$. Then, we have

$$(\tau_{\Psi^{\theta}}, P_{\Psi^{\theta}}, \gamma_{\Psi^{\theta}}) = (\tau_{\Psi}, -P_{\Psi}, \gamma_{\Psi}^{-1}).$$

Once we fix a cusp $x \in \mathbb{P}^1(F)$, we define

$$D : \text{Emb}(\mathcal{O}, \mathcal{R}) \longrightarrow \Delta_0 \otimes \text{Div}(\mathcal{H}^{\text{ur}}_p) \otimes V_{k,k},$$

$$D_{\Psi} := D(\Psi) := (\gamma_{\Psi} \cdot x - x) \otimes \tau_{\Psi} \otimes \delta_{K}^{-k/2}P_{\Psi}^{k/2}.$$ 

**Lemma 6.3.** The image of $D_{\Psi}$ in $(\Delta_0 \otimes \text{Div}(\mathcal{H}^{\text{ur}}_p) \otimes V_{k,k})$, which we denote by $[D_{\Psi}]$, remains the same if we replace $x$ with any $y \in \Gamma x$. Further, $[D_{\Psi}]$ is invariant under the conjugation action of $\Gamma$ on $\text{Emb}(\mathcal{O}, \mathcal{R})$.

**Proof.** The first part of the lemma is easy to see. The second part follows from (6.1). \hfill \Box

In particular, we get a well defined map

$$D : \Gamma/\text{Emb}(\mathcal{O}, \mathcal{R}) \longrightarrow (\Delta_0 \otimes \text{Div}(\mathcal{H}^{\text{ur}}_p) \otimes V_{k,k})_{\Gamma}.$$ 

**Definition 6.4.** We call $[D_{\Psi}]$ the Stark–Heegner cycle attached to the conjugacy class $[\Psi]$.

**Theorem 6.5.** The $p$-adic Abel–Jacobi image of the Stark–Heegner cycle $D_{[\Psi]}$ is independent of the choice of a $p$-adic Abel–Jacobi map. That is, if

$$\Phi_{1}^{AJ} : (\Delta_0 \otimes \text{Div}(\mathcal{H}^{\text{ur}}_p) \otimes V_{k,k})_{\Gamma} \longrightarrow D_{f,L}/\text{Fil}^{k+2}(D_{f,L}), \quad i = 1, 2$$

are any two $p$-adic Abel–Jacobi maps lifting $\Phi_f$ in the sense of Defn. 5.1, then

$$\Phi_{1}^{AJ} \left( (\gamma_{\Psi} \cdot x - x) \otimes \tau_{\Psi} \otimes \delta_{K}^{-k/2}P_{\Psi}^{k/2} \right) = \Phi_{2}^{AJ} \left( (\gamma_{\Psi} \cdot x - x) \otimes \tau_{\Psi} \otimes \delta_{K}^{-k/2}P_{\Psi}^{k/2} \right).$$

**Proof.** Note that

$$\partial_2 \left( (\gamma_{\Psi} \cdot x - x) \otimes \tau_{\Psi} \otimes \delta_{K}^{-k/2}P_{\Psi}^{k/2} \right) = (\gamma_{\Psi} \cdot x - x) \otimes \delta_{K}^{-k/2}P_{\Psi}^{k/2} \in (\Delta^0 \otimes V_{k,k})_{\Gamma}.$$ 

Consider the exact sequence

$$0 \rightarrow \Delta^0 \otimes V_{k,k} \rightarrow \Delta \otimes V_{k,k} \xrightarrow{\text{deg}} V_{k,k} \rightarrow 0;$$

on taking $\Gamma$-homology, we get the connecting morphisms

$$\cdots \rightarrow H_1(\Gamma, V_{k,k}) \xrightarrow{d_1} (\Delta^0 \otimes V_{k,k})_{\Gamma} \xrightarrow{d_2} (\Delta \otimes V_{k,k})_{\Gamma} \rightarrow \cdots.$$ 

We show that $[(\gamma_{\Psi} \cdot x - x) \otimes \delta_{K}^{-k/2}P_{\Psi}^{k/2}] \in \ker(d_2)$. By construction, $(\Psi_{\Gamma}^{k/2})$ is fixed by $\gamma_{\Psi}$. Hence

$$[(\gamma_{\Psi} \cdot x) \otimes \delta_{K}^{-k/2}P_{\Psi}^{k/2}] = [(x) \otimes \delta_{K}^{-k/2}P_{\Psi}^{k/2}]$$

as elements in the $\Gamma$-coinvariants $(\Delta \otimes V_{k,k})_{\Gamma}$. In other words,

$$[(\gamma_{\Psi} \cdot x - x) \otimes \delta_{K}^{-k/2}P_{\Psi}^{k/2}] \in \ker(d_2) = \text{Im}(d_1).$$

In Appendix A (see Corollary A.7), we show that $H_1(\Gamma, V_{k,k}) = 0$. This then forces

$$[(\gamma_{\Psi} \cdot x - x) \otimes \delta_{K}^{-k/2}P_{\Psi}^{k/2}] = 0 \in (\Delta^0 \otimes V_{k,k})_{\Gamma}.$$ 

By (6.3), the Stark–Heegner cycle

$$D_{[\Psi]} = [(\gamma_{\Psi} \cdot x - x) \otimes \tau_{\Psi} \otimes \delta_{K}^{-k/2}P_{\Psi}^{k/2}] \in \ker(\partial_2),$$

where $\partial_2 : (\Delta_0 \otimes \text{Div}(\mathcal{H}^{\text{ur}}_p) \otimes V_{k,k})_{\Gamma} \rightarrow (\Delta^0 \otimes V_{k,k})_{\Gamma}$ is the connecting morphism in (5.2). The required equality then follows by Remark 5.2. \hfill \Box
The Stark–Heegner cohomology class associated to a conjugacy class of embeddings $[\Psi] \in \Gamma/\Emb(\mathcal{O}, \mathcal{R})$ is defined as

$$s_{[\Psi]} := \Phi^{AJ}(\mathcal{D}_{[\Psi]}) \in \mathcal{D}_{f,L}/\Fil^{k+2}(\mathcal{D}_{f,L}).$$

As in [Dar01, Prop. 5.8] and [Tri06, Prop. 2], there is a natural action of $\Pic(\mathcal{O})$ on the set $\Gamma/\Emb(\mathcal{O}, \mathcal{R})$. Let $H_C$ be the ring class field of conductor $C$. By the reciprocity isomorphism (6.7),

$$\text{rec} : \Pic(\mathcal{O}) \cong \Gal(H_C/K)$$

of class field theory, we get a transported action of $\Gal(H_C/K)$ on $\Gamma/\Emb(\mathcal{O}, \mathcal{R})$.

**Definition 6.7.** Let $\chi : \Gal(H_C/K) \to \mathbb{C}^\times$ be any character. The $\chi$-twisted Stark–Heegner cycle is then defined as

$$D_{\chi} := \sum_{\tau \in \Gal(H_C/K)} \chi^{-1}(\tau)D_{\text{rec}^{-1}(\tau)\Psi} \in (\Delta_0 \otimes \Div(H_{p}^{\text{ur}}) \otimes V_{k,k})_\Gamma \otimes \chi,$$

where $(-) \otimes \chi$ denotes suitable scalar extension by $\chi$. We denote $s_{\chi} := \Phi^{AJ}(D_{\chi})$.

### 6.2. Conjectures on the global rationality

Let $V_p(f)$ be the continuous two-dimensional representation of $G_F := \Gal(\overline{\mathbb{Q}}/F)$ as before. Recall that we are assuming the conjectural semi-stability of the local Galois representation $V_p(f)|_{G_{F_p}}$ (in the sense of $p$-adic Hodge theory). Under this assumption, we have an isomorphism under the Bloch–Kato exponential [BK07] as in [IS03, Lemma 2.1]

$$\exp_{BK} : \frac{\mathcal{D}_{f,L}}{\Fil^{k+2}(\mathcal{D}_{f,L})} \cong H^1_{\text{st}}(L, V_p(f)(\frac{k+2}{2})).$$

where we now regard $V_p(f)$ as a semi-stable representation of $G_L := \Gal(\overline{\mathbb{Q}}_p/L)$ by restricting to the action of $G_L \subseteq G_{F_p}$ (afforded by the inclusion $F_p \subseteq L$). If we also assume Conjecture 4.2, Theorem 4.5 and (4.8) provides us with an isomorphism

$$\frac{\mathcal{D}_{f,L}}{\Fil^{k+2}(\mathcal{D}_{f,L})} \cong \frac{\mathcal{D}_{f,L}}{\Fil^{k+2}(\mathcal{D}_{f,L})},$$

and hence by means of the Bloch–Kato exponential (6.7), we may regard the Stark–Heegner cohomology classes as elements

$$s_{\Psi} \in H^1_{\text{st}}(L, V_p(f)(\frac{k+2}{2}))$$

where $L(\chi)$ is the field generated over $L$ by the values of $\chi$. Recall our running assumption that $L \supseteq K_p$. Since the prime $p$ splits completely in $H_C$, we have an embedding $H_C \hookrightarrow K_p \subseteq L$ that induces the restriction map

$$\text{res}_p : \text{Sel}_{\text{st}}(H_C, V_p(f)(\frac{k+2}{2})) \to H^1_{\text{st}}(L, V_p(f)(\frac{k+2}{2})) \cong \frac{\mathcal{D}_{f,L}}{\Fil^{k+2}(\mathcal{D}_{f,L})} \cong \frac{\mathcal{D}_{f,L}}{\Fil^{k+2}(\mathcal{D}_{f,L})}.$$

The following is our main conjecture about the global rationality of these Stark–Heegner cycles.

**Conjecture 6.8.**

(i) (Global rationality) For any optimal embedding $\Psi \in \Emb(\mathcal{O}, \mathcal{R})$ of conductor $C$ relatively prime to $ND_K$, there exists a global Selmer class $S_{\Psi} \in \text{Sel}_{\text{st}}(H_C, V_p(\frac{k+2}{2}))$ such that

$$s_{\Psi} = \text{res}_p(S_{\Psi}) \in H^1_{\text{st}}(L, V_p(\frac{k+2}{2})).$$

(ii) (Shimura reciprocity) For any $\Psi \in \Emb(\mathcal{O}, \mathcal{R})$ and $a \in \Pic(\mathcal{O})$,

$$\text{res}_p(S_{\Psi}) = s_{\Psi a}$$

for $\tau = \text{rec}(a)$. 
(iii) (Twisted rationality) Let \( \chi : \text{Gal}(H_C/K) \to \mathbb{C}^\times \) be a character. Then there exists \( S_\chi \in \text{Sel}_a(H_\chi, V_p(\frac{k+2}{2})^\chi) \) such that
\[
\text{res}_p(S_\chi) = s_\chi
\]
where \( H_\chi \) is the abelian sub-extension of \( H_C \) cut out by \( \chi \) and \((-)^\chi\) denotes the \( \chi \)-isotypical subspace.

Finally, we also formulate a Gross–Zagier type criterion for non-vanishing that relates the base-change \( L \)-function to our Stark–Heegner cycles.

**Conjecture 6.9.** Let \( \chi : \text{Gal}(H_C/K) \to \mathbb{C}^\times \) be a character. Then
\[
s_\chi \neq 0 \quad \text{implies} \quad L'(f/K, \chi, \frac{k+2}{2}) := \frac{d}{ds}L(f/K, \chi, s)|_{s=\frac{k+2}{2}} \neq 0.
\]

**Remark 6.10.** The image of the global Selmer group \( \text{Sel}_{st}(H_C, V_p(f)(\frac{k+2}{2})) \) under (6.9) is a Hecke submodule of \( D_{f,L}/\Fil^N(D_{f,L}) \). It can be shown that every automorphism of \( D_{f,L}/\Fil^N(D_{f,L}) \) acts on the quotient space \( D_{f,L}/\Fil^N(D_{f,L}) \) via multiplication by an element in an appropriate Hecke algebra \( \mathbb{T}_f \) (c.f. [RS12, Lemma 4.4]). Whilst the isomorphism of Theorem 4.5 depended on the choice of the branch of the \( p \)-adic logarithm, the image of the global Selmer group in \( D_{f,L}/\Fil^N(D_{f,L}) \) is independent of this choice.

6.3. **Concluding Remarks.**

1. It is possible to formulate Conjecture 6.9 independent of the truth of Conjecture 6.8, but a proof of either seems to be a long way off; even their counterparts for classical modular forms (cf. [RS12] and [Dar01]) are widely open except in a few cases.

2. A particular case where Conjecture 6.8 holds would be when the Bianchi eigenform \( f \) is the base-change of a classical eigenform \( \tilde{f} \) of weight \( k+2 \) and level \( N \) (such that \( NO_F = N \)) which is new at the prime \( p \), and the character \( \chi : \text{Gal}(H_K/K) \to \mathbb{C}^\times \) is an unramified quadratic (genus) character. Note that in this case, Conjecture 4.2 is known to hold by Lemma 4.4. In particular, one can show that the \( p \)-adic Abel–Jacobi image of the Stark–Heegner cycles considered here coincides with that of classical Heegner cycles considered in [Sev14], similar to the strategy pursued, for example, in [BD09] and [Sev12]. This is the subject of an ongoing project of the first author.

**Appendix A. Cohomology of \( \Gamma \)**

The goal of this appendix is to show that \( H_1(\Gamma, V_{k,k}) \) vanishes, as used in Theorem 6.5.

A.1. **Cuspidal and Eisenstein Cohomology.** Let \( \mathcal{H}_3 \) be the hyperbolic 3-space, fix a level group \( U_0 \subseteq \text{GL}_2(O_F) \) and set
\[
\Gamma_0 := \text{SL}_2(F) \cap [\text{GL}_2(O_F)U_0] \subseteq \text{SL}_2(O_F).
\]

The Borel–Serre compactification of \( \Gamma_0 \backslash \mathcal{H}_3 \) is \( \Gamma_0 \backslash \overline{\mathcal{H}_3} \), where
\[
\overline{\mathcal{H}_3} := \mathcal{H}_3 \sqcup \bigsqcup_{x \in \mathbb{P}^1(F)} \mathbb{R}^2.
\]

We let \( V_{k,k}^\nu(C_p) \) denote the local system on \( \Gamma_0 \backslash \mathcal{H}_3 \) associated to \( V_{k,k}^\nu(C_p) = \text{Hom}(V_{k,k}(C_p), C_p) \). By an abuse of notation, we also use \( V_{k,k}^\nu(C_p) \) to denote the associated local system on the compactification \( \Gamma_0 \backslash \overline{\mathcal{H}_3} \) and on the boundary \( \partial(\Gamma_0 \backslash \overline{\mathcal{H}_3}) \). The cohomology of these spaces is related by the excision long exact sequence
\[
\cdots \to H^i(\Gamma_0 \backslash \mathcal{H}_3, V_{k,k}^\nu(C_p)) \to H^i(\Gamma_0 \backslash \overline{\mathcal{H}_3}, V_{k,k}^\nu(C_p)) \xrightarrow{\text{res}} H^i(\partial(\Gamma_0 \backslash \overline{\mathcal{H}_3}), V_{k,k}^\nu(C_p)) \to \cdots.
\]
We recall from [Har87, §IV] that \( \text{res}_g \) admits a section \( i \) on its image; we define the *Eisenstein subspace*
\[
H^i_{\text{Eis}}(\Gamma_0 \setminus \mathcal{H}_3, V_{k,k}^\vee(C_p)) := \text{Im}(i \circ \text{res}_g) \subset H^i(\Gamma_0 \setminus \mathcal{H}_3, V_{k,k}^\vee(C_p)).
\]
We then have a Hecke-stable decomposition into cuspidal and Eisenstein cohomology
\[
H^i(\Gamma_0 \setminus \mathcal{H}_3, V_{k,k}^\vee(C_p)) = H^i_{\text{cusp}}(\Gamma_0 \setminus \mathcal{H}_3, V_{k,k}^\vee(C_p)) \oplus H^i_{\text{Eis}}(\Gamma_0 \setminus \mathcal{H}_3, V_{k,k}^\vee(C_p)).
\]
We can describe \( H^i_{\text{cusp}} \) using the Eichler–Shimura–Harder isomorphism (again, see [Har87]):

**Theorem A.1** (Harder).
(i) \( H^i_{\text{cusp}}(\Gamma_0 \setminus \mathcal{H}_3, V_{k,k}^\vee(C_p)) = 0 \) unless \( i = 1, 2 \).
(ii) \( H^i_{\text{cusp}}(\Gamma_0 \setminus \mathcal{H}_3, V_{k,k}^\vee(C_p)) \cong H^i_{\text{cusp}}(\Gamma_0 \setminus \mathcal{H}_3, V_{k,k}^\vee(C_p)) \cong S_{k}(U_0, C_p) \).
(iii) \( H^0_{\text{Eis}}(\Gamma_0 \setminus \mathcal{H}_3, V_{k,k}^\vee(C_p)) = 0 \) unless \( k = 0 \), in which case it is \( C_p \).

Since \( \Gamma_0 \) is the fundamental group of \( \Gamma_0 \setminus \mathcal{H}_3 \), we have the standard identification of singular and group cohomology
\[
H^i(\Gamma_0 \setminus \mathcal{H}_3, V_{k,k}^\vee(C_p)) \cong H^i(\Gamma_0, V_{k,k}^\vee(C_p)),
\]
and via (A.2), \( H^i(\Gamma_0, V_{k,k}^\vee(C_p)) \) decomposes into cuspidal and Eisenstein parts. We can similarly describe the boundary cohomology in group-theoretic language; let \( \{s_1, \ldots, s_t\} \) be a set of representatives of the cusps of \( \Gamma_0 \). We set
\[
H^i_0(\Gamma_0, V_{k,k}^\vee) := \bigoplus_{i=1}^t H^i(\Gamma_0, s_i, V_{k,k}^\vee),
\]
where \( \Gamma_0, s_i \) is the stabiliser of the cusp \( s_i \) in \( \Gamma_0 \). Then we have an isomorphism
\[
H^i_0(\Gamma_0, V_{k,k}^\vee) \cong H^i(\partial(\Gamma_0 \setminus \mathcal{H}_3), V_{k,k}^\vee),
\]
which fits into a commutative diagram
\[
\begin{array}{ccc}
H^i(\Gamma_0, V_{k,k}^\vee) & \xrightarrow{\oplus_{i=1}^t \text{res}_i} & H^i_0(\Gamma_0, V_{k,k}^\vee) \\
(A.3) \cong & (A.4) \cong \\
H^i(\Gamma_0 \setminus \mathcal{H}_3, V_{k,k}^\vee) & \xrightarrow{\text{res}_g} & H^i(\partial(\Gamma_0 \setminus \mathcal{H}_3), V_{k,k}^\vee),
\end{array}
\]
where the horizontal arrows are the restriction maps.

### A.2 *p*-new and *p*-old

Let \( \alpha \in \tilde{\Gamma}/\Gamma \) be any element normalising \( \Gamma_0(\mathcal{N}) \) and set \( \Gamma'_0(\mathcal{M}) := \alpha \Gamma_0(\mathcal{M}) \alpha^{-1} \). We have the obvious restriction homomorphisms
\[
\text{Res} : H^1(\Gamma_0(\mathcal{M}), V_{k,k}^\vee) \longrightarrow H^1(\Gamma_0(\mathcal{N}), V_{k,k}^\vee) \quad \text{Res}' : H^1(\Gamma'_0(\mathcal{M}), V_{k,k}^\vee) \longrightarrow H^1(\Gamma'_0(\mathcal{N}), V_{k,k}^\vee)
\]
induced by the inclusions \( \Gamma_0(\mathcal{N}) \subset \Gamma_0(\mathcal{M}) \) and \( \Gamma'_0(\mathcal{N}) \subset \Gamma'_0(\mathcal{M}) \). (Note these are different restriction maps from \( \text{res}_g \) above.) In fact, the restriction homomorphisms respect the Eisenstein/cuspidal decomposition, i.e.
\[
(\text{Res} + \text{Res}')(H^1(\Gamma_0(\mathcal{M}), V_{k,k}^\vee) \oplus H^1(\Gamma'_0(\mathcal{M}), V_{k,k}^\vee)) \in H^1(\Gamma_0(\mathcal{N}), V_{k,k}^\vee)
\]
for \( ? \in \{\text{cusp}, \text{Eis}\} \) (compare [Gre09, §4]). On the cuspidal part, by Theorem A.1, we have
\[
H^1_{\text{cusp}}(\Gamma_0(\mathcal{M}), V_{k,k}^\vee) \oplus H^1_{\text{cusp}}(\Gamma'_0(\mathcal{M}), V_{k,k}^\vee) \xrightarrow{(\text{Res} + \text{Res}')} H^1_{\text{cusp}}(\Gamma_0(\mathcal{N}), V_{k,k}^\vee)
\]
\[
S_{k,k}(U_0(\mathcal{M})) \oplus S_{k,k}(U'_0(\mathcal{M})) \xrightarrow{(\text{Res} + \text{Res}')} S_{k,k}(U_0(\mathcal{N}))
\]
where $U'_0(M) := \alpha U_0(N) \alpha^{-1}$ and the bottom maps are the obvious inclusions. Note that conjugation by $\alpha$ induces a canonical isomorphism

$$H^1_{\text{cusp}}(\Gamma_0(M), V_{k,k}^\vee) \cong H^1_{\text{cusp}}(\Gamma'_0(M), V_{k,k}^\vee)$$

and correspondingly under Theorem A.1, translation by $\alpha^{-1}$ induces an isomorphism

(A.7)  
$$S_{k,k}(U_0(M)) \cong S_{k,k}(U'_0(M))$$

which we use to identify these two spaces.

**Definition A.2.** The subspace of $S_{k,k}(U_0(N))$ of $p$-old forms is the image of the map

$$S_{k,k}(U_0(M)) \oplus S_{k,k}(U_0(M)) \xrightarrow{\text{Res} + \text{Res}'} S_{k,k}(U_0(N))$$

$$f_i(g) \mapsto f_i(g) + f_2(g \alpha^{-1}).$$

Let $U_0(M) = \bigcup_{\gamma \in \Gamma \setminus \Gamma_0} U_0(N) \gamma_i$ be a system of coset representatives with $\gamma_i \in U_0(M)$.

**Definition A.3.** [BSW19a, Defn. 2.16] The subspace of $S_{k,k}(U_0(N))$ of $p$-new cusp forms is the kernel of the map

(A.8)  
$$S_{k,k}(U_0(N)) \xrightarrow{\phi_i \oplus \phi_t} S_{k,k}(U_0(M)) \oplus S_{k,k}(U_0(M))$$

where $\phi_i$ and $\phi_t$ are the degeneracy maps

$$\phi_i(f)(g) := \sum_{i \in \mathcal{I}_p} f(g \gamma_i), \quad \phi_t(f)(g) := \sum_{i \in \mathcal{I}_p} f(g \gamma_i \alpha).$$

**Lemma A.4.** The sum of the restriction maps

$$H^1_{\text{cusp}}(\Gamma_0(M), V_{k,k}^\vee) \oplus H^1_{\text{cusp}}(\Gamma'_0(M), V_{k,k}^\vee) \xrightarrow{\text{Res} + \text{Res}'} H^1_{\text{cusp}}(\Gamma_0(N), V_{k,k}^\vee)$$

is injective.

**Proof.** By (A.6) and (A.7), it suffices to show that

$$S_{k,k}(U_0(M)) \oplus S_{k,k}(U_0(M)) \xrightarrow{\text{Res} + \text{Res}'} S_{k,k}(U_0(N))$$

is injective. The endomorphism

$$[S_{k,k}(U_0(M)) \oplus S_{k,k}(U_0(M))] \xrightarrow{\text{Res} + \text{Res}'} S_{k,k}(U_0(N)) \xrightarrow{\phi_i \oplus \phi_t} [S_{k,k}(U_0(M)) \oplus S_{k,k}(U_0(M)))]$$

is given by the matrix

(A.9)  
$$\begin{pmatrix} N(p) + 1 & N(p)^{-k/2}T_p \\ N(p)^{-k/2}T_p & N(p) + 1 \end{pmatrix}$$

(see [CV19, Lemma 3.4.8] for $k = 0$ and [Klo13, §5] for $k > 0$). It is invertible since the determinant is bounded below by $2N(p) + 1 > 0$ using the trivial bound known towards the Generalised Ramanujan–Peterson conjecture, obtained by Jacquet and Shalika in [JS81b, JS81a] (see also [LRS99]). This shows that $(\text{Res} + \text{Res}')$ is injective. \hfill $\Box$

We now look at the maps $\text{Res}$ and $\text{Res}'$ on the Eisenstein parts. Let $\{s_1, \ldots, s_m\}$ be representatives of the cusps of $\Gamma_0(M)$. It can be checked that $\{s'_1, \ldots, s'_m\}$, for $s'_i = \alpha \cdot s_i$, form a set of representatives for the cusps of $\Gamma'_0(M)$, and that moreover the union $\{s_1, \ldots, s_m, s'_1, \ldots, s'_m\}$ is a set of representatives for the cusps of $\Gamma_0(N)$. By definition, we thus see that the map

$$H^1_0(\Gamma_0(M), V_{k,k}^\vee) \oplus H^1_0(\Gamma'_0(M), V_{k,k}^\vee) \xrightarrow{\text{Res} + \text{Res}'} H^1_0(\Gamma_0(N), V_{k,k}^\vee)$$

is an isomorphism; and then from the definition of Eisenstein cohomology, and (A.5), we deduce

$$H^1_{\text{Eis}}(\Gamma_0(M), V_{k,k}^\vee) \oplus H^1_{\text{Eis}}(\Gamma'_0(M), V_{k,k}^\vee) \xrightarrow{\text{Res} + \text{Res}'} H^1_{\text{Eis}}(\Gamma_0(N), V_{k,k}^\vee)$$

is injective (compare [Gre09, Lem. 5]). We summarise as follows.
Corollary A.5. The map
\[ H^1(\Gamma_0(M), V_{k,k}^\vee) \oplus H^1(\overline{\Gamma}_0(M), V_{k,k}^\vee) \xrightarrow{\text{Res}+\text{Res}'} H^1(\Gamma_0(\mathcal{N}), V_{k,k}^\vee) \]
is injective.

Proposition A.6. There is a Mayer–Vietoris exact sequence
\[ (A.10) \quad 0 \to H^0(\Gamma, V_{k,k}^\vee) \to [H^0(\Gamma_0(\mathcal{M}), V_{k,k}^\vee) \oplus H^0(\overline{\Gamma}_0(\mathcal{M}), V_{k,k}^\vee)] \to H^0(\Gamma_0(\mathcal{N}), V_{k,k}^\vee) \xrightarrow{\text{Res}+\text{Res}'} H^1(\Gamma_0(\mathcal{N}), V_{k,k}^\vee) \to \cdots \]

Proof. This is [Ser80, Prop. 13, Chapter II.2.8] applied to the $\Gamma$-module $M = V_{k,k}^\vee$. \qed

Corollary A.7. $H_1(\Gamma, V_{k,k}) = 0$.

Proof. By the universal coefficient theorem, we have an identification
\[ (A.11) \quad H_1(\Gamma, V_{k,k}) \cong H^1(\Gamma, V_{k,k}^\vee), \]
so it suffices to prove $H^1(\Gamma, V_{k,k}^\vee) = 0$. For $k = 0$ we have that $V_{k,k}^\vee = L$ is trivial as a $\Gamma$-module. Thus $H^0(\Gamma, V_{k,k}^\vee) = H^0(\Gamma_0(\mathcal{M}), V_{k,k}^\vee) = H^0(\overline{\Gamma}_0(\mathcal{M}), V_{k,k}^\vee) = H^0(\Gamma_0(\mathcal{N}), V_{k,k}^\vee) = L$. The vanishing of $H^1(\Gamma, V_{k,k}^\vee)$ now follows from the exactness of (A.10). For $k > 0$, by Theorem A.1 above, $H^0(\Gamma_0(\mathcal{N}), V_{k,k}^\vee) = 0$. By the exactness of (A.10) we have $\ker(\epsilon_2) = 0$. By Corollary A.5, we know that $\ker(\text{Res}+\text{Res}') = 0$. But once again by the exactness of (A.10), we have $\text{Im}(\epsilon_2) = 0$ which implies the vanishing of $H^1(\Gamma, V_{k,k}^\vee)$. This completes the proof of Theorem 6.5. \qed
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