A Selection Flowchart for Micromodel Experiments Based on Computational Fluid Dynamic Simulations of Surfactant Flooding in Enhanced Oil Recovery
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Abstract: A selection flowchart that assists, through Computational Fluid Dynamics (CFD) simulations, the design of microfluidic experiments used to distinguish the performance in Chemical Enhanced Oil Recovery (CEOR) of two surfactants with very similar values of interfacial tension (IFT) was proposed and its use demonstrated. The selection flowchart first proposes an experimental design for certain modified variables (X: porosity, grain shape, the presence of preferential flowing channels, and injection velocity). Experiments are then performed through CFD simulations to obtain a set of response variables (Y: recovery factor, breakthrough time, the fractal dimension of flow pattern, pressure drop, and entrapment effect). A sensitivity analysis of Y regarding the differences in the interfacial tension (IFT) can indicate the CFD experiments that could have more success when distinguishing between two surfactants with similar IFTs (0.037 mN/m and 0.045 mN/m). In the range of modifiable variables evaluated in this study (porosity values of 0.5 and 0.7, circular and irregular grain shape, with and without preferential flowing channel, injection velocities of 10 ft/day and 30 ft/day), the entrapment effect is the response variable that is most affected by changes in IFT. The response of the recovery factor and the breakthrough time was also significant, while the fractal dimension of the flow and the pressure drop had the lowest sensitivity to different IFTs. The experimental conditions that rendered the highest sensitivity to changes in IFT were a low porosity (0.5) and a high injection flow (30 ft/day). The response to the presence of preferential channels and the pore shape was negligible. The approach developed in this research facilitates, through CFD simulations, the study of CEOR processes with microfluidic devices. It reduces the number of experiments and increases the probability of their success.
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1. Introduction

Oil extraction is becoming more dependent than ever on enhanced oil recovery (EOR) to improve oil production [1]. One of the best-known EOR methods is the injection of surfactants to reduce the IFT between the oil and the displacement fluid, increase the capillary number, separate the crude oil from the reservoir walls, and increase the recovery factor [2].
Surfactant injection has been a widely used technique to increase the recovery factor in hydrocarbon reservoirs. This technique has been extensively studied to optimize its application. One problem present in the surfactant injection is the interaction that it may have with a porous medium, causing adsorption of the fluid on the rock and decreasing the effective concentration of surfactant that will act at the interface between the displacing fluid and the crude. Another point of interest in the surfactant application is the change in wettability that it can cause in the medium, favoring the recovery process.

Regarding the study of surfactants, research focused on optimizing its effect using other substances that decrease adsorption in a porous medium, increasing its effectiveness in reducing IFT, or increasing the displacing fluid’s viscosity. The use of ionic liquids as surfactant adsorption inhibitors in porous media have been investigated [3]. In addition, novel technologies such as nanotechnology have also been involved by applying nanomaterials of different nature (hydrophilic and hydrophobic) to avoid the adsorption of surfactants in a porous medium [4–10]. On the other hand, surfactants of natural origin that are more effective than synthetic surfactants and are low cost, have high availability, and are biodegradable have been investigated [11–14]. These investigations have demonstrated the great interest of the academy, industry, and the community in general focused on improving EOR processes for evaluating surfactants in search of more efficient processes.

Evaluation of the performance that surfactants may present at reservoir conditions is commonly conducted in core-flooding tests that typically do not allow for flow visualization and are of an extended duration, of the order of 80 h or more [15]. Microfluidic devices can complement, and in some cases even replace, core-flooding tests because they demand shorter evaluation times and allow for the visual characterization of the flow at the pore level [16]. Micromodels of different materials can be fabricated, such as glass [17–21], quartz [22], silicon [19,21], or polymers [23]. The porous media geometry in micromodels can take different forms: perfectly regular [24], partially regular [25–27], fractal [28], and irregular [29]. The geometry of a micromodel device can resemble a reservoir prototype that mimics the texture of scanning electron microscopy (SEM) images from a reservoir rock [30]. The most common fabrication methods for micromodels are optical lithography [31], etching [20,22], stereolithography [31], and soft lithography [32–36]. These fabrication procedures need to guarantee the material’s transparency and aim to replicate the flow conditions. The selection of the best combination of microfluidic materials, fabrication methods, and experimental conditions can be overwhelming. There were no guides on selecting all these variables in the refereed literature for a specific microfluidic device application [28]. One way to assist this process is through a selection flowchart that indicates steps to select and classify elements according to defined criteria. Selection flowcharts are part of the decision-making processes in multiple industries such as management [37], waste treatment [38], transportation [39], equipment selection [40], and mining [41]. Moreover, in the oil and gas industry, these selection flowcharts have been used to evaluate methodology for selection of equipment used for the treatment of gas and oil [42], and to evaluate upstream water treatment [43].

This study proposes a selection flowchart that defines key geometric parameters and experimental conditions of a microfluidic test that could make the detection of differences in the performance of surfactants in the low interfacial tension range faster and more reliable. To this aim, it takes advantage of Computational Fluid Dynamics (CFD) [24–27,29,44,45] to represent the flow in microfluidic devices. In this way, this research shows the application of a selection flowchart together with CFD simulations to evaluate a set of variables considered in the experiments carried out in microfluidics to evaluate the performance of surfactants. Additionally, it provides the ability to choose a set of conditions that allows to better compare the effect of surfactants on variables of interest to the oil industry such as the oil recovery factor and other types of variables that are easy to evaluate through micromodels such as the distribution of fluids.

Although this research focuses on applying a selection flowchart, it can be used for a specific oil reservoir. In this case, the variables must be chosen within a range where
they are found, and a multiphase model in CFD that contemplates all the phenomenology around these variables must be used.

CFD has been widely used to study systems that involve fluid flow and heat transfer, among other phenomena, through computer-solved algorithms [46–54]. CFD simulations of microfluidic experiments can address the effect on the micromodel performance on variables such as pore morphology and size-distribution in terms of pore-throat connectivity [29], heterogeneity [25], shape and tortuosity [24,29], viscosity [30], temperature [27], interfacial tension [24,25], wettability [45], and the addition of nanomaterials [26,27,45]. All this research on the CFD analysis of microfluidic devices has led to an enhanced understanding of the process of oil recovery and a reduction in the duration and cost of experimental tests [35,36,55].

To engineer the selection flowchart, typical microfluidic geometries were meshed in CFD. Their performance was analyzed based on characteristic metrics for EOR processes with surfactant injection such as recovery factor, pressure drop, and breakthrough time, as well as with some that are not that frequently used but give more information on the flow and can be easily calculated in CFD, such as the fractal dimension of the flow pattern and the amount of trapped oil. Two surfactants in the low IFT range were evaluated. Sensitivity analysis was carried out to propose a flowchart that can be followed to determine the micromodel experiment that allows for better differentiation of the performance of various surfactants in the low IFT range.

2. Towards a Micromodel Experiment Selection Flowchart

Different characteristics of oil exploitation can be explored with microfluidic devices; examples are: porosity [29,56], grain shape [24,29], existence and configuration of preferential channels [57–60], pore size distribution [29,61], shape [24,29], tortuosity [29], pore-throat connectivity [29], and injection velocity [62]. These variables can be modified during the construction of the microfluidic device or the experiment and are inputs \( \vec{X} \) to a model—the microfluidic experiment—that yields several outputs \( \vec{Y} \) that characterize the performance of the flow process. Examples of these outputs are: recovery factor [24–27,29,63–65], pressure drop [65–67], fractal dimension of the flow pattern [68,69], breakthrough time [29], viscosity of the fluid that leaves the microfluid device [27,66], displacement micromechanisms [65,67,70], emulsion formation [71], drop shape [63–65,70,72], and fluid distribution [24–27,29,63,64,67,70].

A flowchart for the design of microfluidic experiments for the evaluation of surfactants, such as the one described in this study, should state the values of the inputs \( \vec{X} \) which would have the most significant effect on the outputs \( \vec{Y} \), so that the performance of surfactants in the low interfacial tension range can be evaluated quickly. Figure 1 summarizes this approach. The start of the flowsheet should be a characterization of the surfactants to be analyzed based on their interfacial tension (IFT). In a second step, the user should define the modified variables of the micromodel \( \vec{X} \) that will be selected in the analysis. Knowledge of \( \vec{X} \) allows for an experimental design step where these variables are combined, for instance, by factorial design. In a third step, the CFD simulations of the microfluidic “experiments” proposed in the previous step are conducted. This process involves multiple CFD simulations that yield the output vector \( \vec{Y} \). A sensitivity analysis of the outputs to the IFT then provides the required information to recommend a microfluidic experiment that can best distinguish the performance of the surfactants. An extensive flowchart is shown in the Figure S10 in Supplementary Material information that includes the steps to follow when CFD simulations are not available and when evaluating one or multiple outputs \( \vec{Y} \).
Figure 1. Flowchart to select a microfluidic experiment to evaluate the performance of surfactants during EOR through CFD simulations.

2.1. Surfactants

The first step in Figure 1 involves knowledge of the IFT of the selected surfactants. The IFTs for the surfactants in the low interfacial range in these studies were: 0.037 mN/m and 0.045 mN/m. While 0.037 mN/m represents the actual IFT of a surfactant [62], a value 20% higher (0.045 mN/m) was arbitrarily selected to test the ability of the flowchart to recommend experimental conditions to differentiate the performance of both surfactants.

2.2. Modifiable Variables \( \vec{X} \)

If unlimited resources and time were available, all possible input and output variables could be used in the experimental design and sensitivity analysis, respectively. In fact, with the constant improvement in computational capacity and the advances in machine learning and artificial intelligence, it could be a realistic possibility in the following years. Nevertheless, in a more realistic framework, the number of variables in \( \vec{X} \) and \( \vec{Y} \) should be defined based on the number of available resources. To assist in the process of variable selection, Table 1 proposes a scale that grades the relation between \( \vec{X} \) and \( \vec{Y} \). In this way, the total number of possible combinations of \( \vec{X} \) and \( \vec{Y} \) can be reduced. In Table 1 the intensity of the greyscale is indicative of the relationship between variables. An intense gray indicates a strong relationship, while white implies almost no relation between both. For instance, the presence of a preferential flowing channel, the injection velocity, and the pore-throat connectivity have the highest effect on the oil recovery factor. In contrast, the effect of grain and pore shape is lower. The relationships shown between \( \vec{X} \) and \( \vec{Y} \) are obtained from a literature search on the interaction of different variables in EOR processes with surfactant injection [17,25–27,29,30,45,57–60,73]. Table 1 represents a direct relationship between the modifiable variables and the outputs; for a better interpretation, it should be clarified that the combined effects of different modifiable variables must be considered. For this purpose, it is recommended to carry out tests where combinations can be made.

According to Table 1, when a user wants to address the effect of the surfactant on the recovery factor, the input variables that should be analyzed are the presence of preferential flowing channels, injection velocity, and pore-throat connectivity. These are the modifiable variables that significantly impact the recovery factor (strong influence). A similar approach can be used for other outputs.
Implicit in the above analysis is the a priori knowledge of \((\vec{Y})\), the vector that involves the results that are going to be measured after the microfluidic experiment. \((\vec{Y})\) depends, obviously, on the experimental setup and on the objectives of the research. Measurable variables such as recovery factor, breakthrough time, pressure drop, and fluid distribution are standard in most microfluidic experiments. In contrast, other results such as fractal dimension and displacement micromechanisms are more sophisticated and demand more time and resources from the experimentalists. Variables such as emulsion formation and drop shape respond to a particular interest in emulsification processes. While the variables listed for \((\vec{Y})\) in Table 1 are those of more common use in the microfluidic experiments of the authors, other variables, such as species diffusion, fluid mixing, asphaltene deposition, surfactant adsorption, microemulsion properties, salinity changes, and surfactant solubility, can be readily included in Table 1. However, these have their limitations in the application of CFD models.

From the nine variables in Table 1, five were selected to illustrate the ability of the proposed flowchart to select the microfluidic experiment that distinguishes the effect of the two surfactants. (1) Recovery factor: the amount of crude oil that can be obtained from the displacement of a fluid in a porous medium, usually reported as a percentage of the initial crude oil. The recovery factor is one of the most used variables in microfluidic experiments, given that an increase in the recovery factor is the ultimate goal of any CEOR process. (2) Breakthrough time: the time it takes for the displacement flow to reach the outlet of the porous medium; this variable indicates how easily the displacement fluid can be channeled or can move through the porous medium. It is usually measured as PVI (Pore Volume Injected). (3) Fractal dimension of flow pattern: quantifies the flow pattern of the displacement front within the micromodel. The cases evaluated in this investigation are approximated as occurring in two dimensions, indicating that the fractal dimension takes values between one and two, where two indicates a greater uniformity. (4) Pressure drop: indicates the ease with which a fluid moves within the porous medium. (5) Entrapment effect: quantifies the amount of crude trapped or stuck on the grains of the porous medium due to interfacial forces in areas where the surfactant could enter or contact the crude oil.

2.3. Experimental Design

An experimental design should be used to define a proper combination of the variables in \((\vec{X})\) to assess the applicability of the surfactant. A two-level factorial experimental design with five factors \((2^5)\) factorial designs) was applied [74]. The two limits of each modifiable variable in the CFD simulations were selected from typical values available in the literature. A circular (−) and an irregular (+) grain shape were considered as the former makes the detachment of crude oil easier compared to a quadratic or triangular shape [29], and an irregular pore shape is a better representation of the porous media of the reservoir [30,36]. The minimum and maximum porosities were 0.5 (−) and 0.7 (+), respectively. Although these values are high compared to the typical porosity in the reservoir, much of the research in microfluidics has been conducted within this range [25,28,30,58,59,75–82]. The minimum and maximum injection velocities were 10 ft/day (−) and 30 ft/day (+), respectively. The low-level injection velocity was chosen due to its common use in microfluidics processes [25,62,75,83]. The high level is of interest because it is indicative of the effect of high injection velocities on the flow pattern [75]. The presence (+) or absence (−) of preferential flowing channels assesses the response of other variables, such as pressure drop, recovery factor, and fractal dimension [57,59,60], to disruptions in the grain pattern. Table 2 details the \(2^5\) factorial experimental designs.
Table 1. Relation between modifiable $X$ and response variables $Y$ in a micromodel experiment. White, light gray, and dark gray indicate low, medium, and a strong relationship, respectively.

| Y (variable) | Porosity | Grain Shape | Presence of Preferential Flowing Channel | Preferential Flowing Channel Configuration | Heterogeneity | Tortuosity | Injection Velocity | Pure Shape | Pore-throat Connectivity |
|--------------|----------|-------------|------------------------------------------|--------------------------------------------|--------------|-----------|-------------------|-----------|------------------------|
| Oil recovery factor | | | | | | | | | | |
| Pressure drop | | | | | | | | | | |
| Fractal dimension | | | | | | | | | | |
| Breakthrough time | | | | | | | | | | |
| Viscosity | | | | | | | | | | |
| Displacement micro-mechanisms | | | | | | | | | | |
| Emulsion formation | | | | | | | | | | |
| Drops shape | | | | | | | | | | |
| Fluid distribution | | | | | | | | | | |

Table 2. The $2^5$ factorial experimental design analysis along with the CFD simulation results.

| Grain Shape | Porosity | Injection Velocity (ft/day) | Presence of Preferential Flowing Channel | IFT (mN/m) | Capillary Number | Breakthrough Time (PVI) | Recovery Factor | Fractal Dimension | Pressure Drop (Pa) | Entrapment Effect |
|-------------|----------|-----------------------------|------------------------------------------|------------|------------------|------------------------|----------------|------------------|-------------------|------------------|
| circular    | 0.5      | 10                          | no                                       | 0.037      | 0.013            | 0.4351                 | 0.3882            | 1.5666           | 9.0840            | 0.0326           |
| irregular   | 0.5      | 10                          | no                                       | 0.037      | 0.013            | 0.4069                 | 0.3944            | 1.6281           | 42.1359           | 0.0429           |
| circular    | 0.7      | 10                          | no                                       | 0.037      | 0.013            | 0.4112                 | 0.3979            | 1.6610           | 3.5700            | 0.0411           |
| irregular   | 0.7      | 10                          | no                                       | 0.037      | 0.013            | 0.4407                 | 0.4100            | 1.7155           | 7.1765            | 0.0844           |
| circular    | 0.5      | 30                          | no                                       | 0.037      | 0.039            | 0.4274                 | 0.3800            | 1.5743           | 25.2136           | 0.0367           |
| irregular   | 0.5      | 30                          | no                                       | 0.037      | 0.039            | 0.3829                 | 0.3797            | 1.6428           | 117.325           | 0.0439           |
| circular    | 0.7      | 30                          | no                                       | 0.037      | 0.039            | 0.3954                 | 0.3832            | 1.6394           | 9.5788            | 0.0345           |
| irregular   | 0.7      | 30                          | no                                       | 0.037      | 0.039            | 0.4476                 | 0.4135            | 1.7102           | 19.2405           | 0.0974           |
| circular    | 0.5      | 10                          | yes                                      | 0.037      | 0.013            | 0.4227                 | 0.3855            | 1.5880           | 9.4705            | 0.0579           |
| irregular   | 0.5      | 10                          | yes                                      | 0.037      | 0.013            | 0.3992                 | 0.3785            | 1.6251           | 41.8144           | 0.0517           |
| circular    | 0.7      | 10                          | yes                                      | 0.037      | 0.013            | 0.4127                 | 0.4027            | 1.6871           | 3.1080            | 0.0394           |
| irregular   | 0.7      | 10                          | yes                                      | 0.037      | 0.013            | 0.4426                 | 0.4069            | 1.6933           | 6.7786            | 0.0788           |
| circular    | 0.5      | 30                          | yes                                      | 0.037      | 0.039            | 0.4031                 | 0.3662            | 1.5834           | 26.1504           | 0.0151           |
| irregular   | 0.5      | 30                          | yes                                      | 0.037      | 0.039            | 0.3563                 | 0.3390            | 1.6192           | 127.808           | 0.0708           |
| circular    | 0.7      | 30                          | yes                                      | 0.037      | 0.039            | 0.4245                 | 0.4135            | 1.6763           | 8.6735            | 0.0554           |
| irregular   | 0.7      | 30                          | yes                                      | 0.037      | 0.039            | 0.4484                 | 0.4093            | 1.7125           | 19.1542           | 0.1001           |
| circular    | 0.5      | 10                          | no                                       | 0.045      | 0.011            | 0.4322                 | 0.3861            | 1.5767           | 8.9602            | 0.0368           |
| irregular   | 0.5      | 10                          | no                                       | 0.045      | 0.011            | 0.4392                 | 0.4054            | 1.6229           | 42.6613           | 0.0491           |
| circular    | 0.7      | 10                          | no                                       | 0.045      | 0.011            | 0.4045                 | 0.3927            | 1.6627           | 3.5694            | 0.0408           |
| Grain Shape | Porosity | Injection Velocity (ft/day) | Presence of Preferential Flowing Channel | IFT (mN/m) | Capillary Number | Breakthrough Time (PVI) | Recovery Factor | Fractal Dimension | Pressure Drop (Pa) | Entrainment Effect |
|-------------|----------|-----------------------------|----------------------------------------|------------|-----------------|------------------------|----------------|------------------|------------------|---------------------|
| irregular   | 0.7      | 10                          | no                                     | 0.045      | 0.011           | 0.4470                 | 0.4178         | 1.7228           | 7.2455           | 0.0652              |
| circular    | 0.5      | 30                          | no                                     | 0.045      | 0.032           | 0.4393                 | 0.3906         | 1.5623           | 24.8362          | 0.0355              |
| irregular   | 0.5      | 30                          | no                                     | 0.045      | 0.032           | 0.3705                 | 0.3608         | 1.6484           | 119.187          | 0.0725              |
| circular    | 0.7      | 30                          | no                                     | 0.045      | 0.032           | 0.4501                 | 0.4325         | 1.6664           | 9.5706           | 0.0433              |
| irregular   | 0.7      | 30                          | no                                     | 0.045      | 0.032           | 0.4257                 | 0.3946         | 1.7056           | 20.9500          | 0.0935              |
| circular    | 0.5      | 10                          | yes                                    | 0.045      | 0.011           | 0.4306                 | 0.3938         | 1.5859           | 9.3153           | 0.0640              |
| irregular   | 0.5      | 10                          | yes                                    | 0.045      | 0.011           | 0.3882                 | 0.3702         | 1.6110           | 43.8324          | 0.0621              |
| circular    | 0.7      | 10                          | yes                                    | 0.045      | 0.011           | 0.4183                 | 0.4079         | 1.6742           | 3.1890           | 0.0398              |
| irregular   | 0.7      | 10                          | yes                                    | 0.045      | 0.011           | 0.4468                 | 0.4106         | 1.7297           | 7.0466           | 0.0766              |
| circular    | 0.5      | 30                          | yes                                    | 0.045      | 0.032           | 0.4075                 | 0.3758         | 1.5831           | 26.0617          | 0.0757              |
| irregular   | 0.5      | 30                          | yes                                    | 0.045      | 0.032           | 0.3623                 | 0.3457         | 1.6378           | 124.657          | 0.0558              |
| circular    | 0.7      | 30                          | yes                                    | 0.045      | 0.032           | 0.4303                 | 0.4182         | 1.6680           | 8.7053           | 0.0528              |
| irregular   | 0.7      | 30                          | yes                                    | 0.045      | 0.032           | 0.4386                 | 0.4031         | 1.7209           | 20.4482          | 0.0944              |
2.4. Sensitivity Analysis

The response in an output variable \((Y_i)\) to changes in IFT was used as indicative of the capacity of the micromodel to differentiate the properties of the surfactant. This response was measured as a normalized sensitivity coefficient \((\chi_{i,IFT})\) such as that described in Equation (1):

\[
\chi_{i,IFT} = \left( \frac{1}{Y_{i,\text{max}}} \right) \frac{\partial Y_i}{\partial \text{IFT}} \approx \left( \frac{1}{Y_{i,\text{max}}} \right) \frac{Y_{i1} - Y_{i2}}{\text{IFT}_1 - \text{IFT}_2}
\]

where \(\frac{\partial Y_i}{\partial \text{IFT}}\) is the change of the variable \(Y_i\), \(Y_{i,\text{max}}\) is the maximum value of the output variable in the CFD experiment \(i\), \(Y_{i1}\) is the value of the output variable in the CFD experiment \(i\) when using surfactant one, \(Y_{i2}\) is the response variable in the CFD experiment \(i\) when using surfactant two, and \(\text{IFT}_1\) and \(\text{IFT}_2\) are the interfacial tensions between each surfactant and the crude oil.

3. Numerical Implementation

The center in the selection flowchart in Figure 1 is the experiment based on CFD simulations (CFD experiments). In the case of this research, those CFD experiments are simulations that typically include a geometry or representation of the physical space where simulations take place, i.e., a mesh that discretizes the geometry so that the balance equations can be solved, and the actual CFD solution.

3.1. Geometry

The micromodels were considered in a two-dimensional space given their negligible depth (0.099 mm) when compared to their other dimensions (12.7a × 26.5 mm2). The experimental design in Table 2 results in eight different micromodels, given the possible combinations between grain shape, porosity, and the presence of preferential flowing channels.

The geometries with circular pore shapes were generated using Matlab to randomly distribute non-overlapping circles with a radius between 0.4 mm and 0.6 mm for porosities of 0.7, and a radius between 0.5 mm and 0.7 mm for porosities of 0.5. Micromodels with irregular pore shapes were based on a micromodel template obtained from the literature [62]. A micromodel without the presence of a preferential flowing channel with an irregular pore shape is the same as that used to validate the CFD results below [62]. Preferential flowing channels were placed in the center of the porous medium with an average width of 1.8 mm positioned at an angle of 45° with respect to the direction of the fluid. Figure 2 and Table 3 show the geometries and the main characteristics of all the micromodels used in the simulations.

| Micromodel | Grain Shape | Porosity | Presence of Preferential Flowing Channel |
|------------|-------------|----------|----------------------------------------|
| a          | Circular    | 0.5      | no                                     |
| b          | Circular    | 0.7      | no                                     |
| c          | Irregular   | 0.5      | no                                     |
| d          | Irregular   | 0.7      | no                                     |
| e          | Circular    | 0.5      | yes                                    |
| f          | Circular    | 0.7      | yes                                    |
| g          | Irregular   | 0.5      | yes                                    |
| h          | Irregular   | 0.7      | yes                                    |
Figure 2. Geometries of the micromodels in Table 3. (a) Micromodel with circular grain shape and porosity 0.5. (b) Micromodel with circular grain shape and porosity 0.7. (c) Micromodel with irregular grain shape and porosity 0.5. (d) Micromodel with irregular grain shape and porosity 0.7. (e) Micromodel with circular grain shape, presence of preferential flowing channel, and porosity 0.5. (f) Micromodel with circular grain shape, presence of preferential flowing channel, and porosity 0.7. (g) Micromodel with irregular grain shape, presence of preferential flowing channel, and porosity 0.5. (h) Micromodel with irregular grain shape, presence of preferential flowing channel, and porosity 0.7.

Table 3. Characteristics of the micromodels.

| Micromodel | Grain Shape  | Porosity | Presence of Preferential Flowing Channel |
|------------|--------------|----------|----------------------------------------|
| a | Circular | 0.5 | no |
| b | Circular | 0.7 | no |
| c | Irregular | 0.5 | no |
| d | Irregular | 0.7 | no |
| e | Circular | 0.5 | yes |
| f | Circular | 0.7 | yes |
| g | Irregular | 0.5 | yes |
| h | Irregular | 0.7 | yes |

3.2. Mesh

The geometry was discretized in two-dimensional, unstructured meshes with triangular elements. The evaluation of grid independence was carried out for water injection with a velocity inlet of 10 ft/day. The relative difference (\( \delta_{\text{mesh}} \)) between the pressure drops, expressed as described by Equation (2), within micromodels with a different number of elements was considered when comparing the grids

\[
\delta_{\text{mesh}} = \frac{|\Delta P_{\text{Finer}} - \Delta P_{\text{Coarser}}|}{\Delta P_{\text{Finer}}}
\]  

(2)

where \( \Delta P_{\text{Finer}} \) and \( \Delta P_{\text{Coarser}} \) are the pressure drops between the inlet and outlet of the microfluidic device in the finer and coarser meshes, respectively. Table 4 shows the number of cells and nodes, the pressure drop, and \( \delta_{\text{mesh}} \) for all grids. The ratio between the number
of elements in the mesh \(i\) \((n_i)\) and those in the mesh with the lowest number of elements 
\((n_0)\) varied between 1.6 and 2.4 for an initial refinement and between 3.5 and 6.4 for final 
refinement. Grid independence was carried out for all eight micromodel geometries. When 
\(\delta_{\text{mesh}}\) was lower than 0.060, the grid with the lower number of cells was selected as the 
grid for simulating the surfactant injection process. Figure 3 shows the grid of micromodel 
(d) as an example. Figures S1–S8 in the Supplementary Material information depict the 
mesh for all the geometries. The geometry of the cell was adjusted to guarantee that the 
skewness had average values below 0.28 and maxima below 0.98 for all the micromodels.

**Table 4. Analysis of mesh independence.**

| Micromodel | Number of Grid | Number of Cells | Number of Nodes | \(n_i/n_0\) | \(\Delta P\) (Pa.) | \(\delta_{\text{mesh}}\) |
|------------|----------------|----------------|----------------|-----------|----------------|----------------|
| a          | 1              | 106232         | 82422          | 1.0       | 0.0175         | 0.051         |
|            | 2              | 178656 *       | 118890         | 1.7       | 0.0166         | 0.051         |
|            | 3              | 683801         | 372377         | 6.4       | 0.0161         | 0.034         |
|            | 4              | 83248          | 51722          | 1.0       | 0.0068         | 0.036         |
| b          | 2              | 146637 *       | 83689          | 1.7       | 0.0064         | 0.059         |
|            | 3              | 379198         | 200661         | 4.5       | 0.0063         | 0.022         |
|            | 1              | 253863         | 143892         | 1.0       | 0.0054         | 0.020         |
| c          | 2              | 411068 *       | 227317         | 1.7       | 0.0077         | 0.029         |
|            | 3              | 1163110        | 617919         | 4.5       | 0.0076         | 0.020         |
|            | 1              | 134200         | 74919          | 1.0       | 0.0137         | 0.039         |
| d          | 2              | 324776 *       | 175961         | 2.4       | 0.0125         | 0.073         |
|            | 3              | 701344         | 36823          | 5.2       | 0.0127         | 0.005         |
|            | 1              | 94784          | 76642          | 1.0       | 0.0218         | 0.020         |
| e          | 2              | 155622 *       | 107304         | 1.6       | 0.0186         | 0.171         |
|            | 3              | 335658         | 197753         | 3.5       | 0.0179         | 0.042         |
|            | 1              | 106986         | 63755          | 1.0       | 0.0083         | 0.122         |
| f          | 2              | 218876 *       | 120112         | 2.1       | 0.0074         | 0.058         |
|            | 3              | 378635         | 200444         | 3.6       | 0.0070         | 0.041         |
|            | 1              | 252252         | 143061         | 1.0       | 0.0941         | 0.036         |
| g          | 2              | 408536 *       | 226044         | 1.7       | 0.0807         | 0.166         |
|            | 3              | 1169517        | 620897         | 4.7       | 0.0777         | 0.039         |
|            | 1              | 133312         | 74410          | 1.0       | 0.0150         | 0.039         |
| h          | 2              | 320726 *       | 173874         | 2.4       | 0.0134         | 0.125         |
|            | 3              | 694060         | 364896         | 5.2       | 0.0129         | 0.039         |

* Number of elements selected for the simulations.

Figure 3. Detail of the mesh for the micromodel (d).
3.3. CFD Implementation

The commercial software Ansys Fluent 19.1 was used to model the flow in the micro-models [84].

The characteristics of the machine used for the simulations are as follows:

- Intel® Xeon® CPU E5-1620 v2 3.70 GHz
- 4 Cores
- 8 Logic processors
- 16.0 GB RAM

3.3.1. Governing Equations

CFD solves the continuity (Equation (3)), momentum conservation (Equation (4)), and Volume of Fluid (VOF) (Equations (5) and (6)) to represent the flow in the porous medium. The multiphase VOF approach tracks the interface between the oil and the displacing fluid. VOF calculates the volumetric fraction of each of the phases within each cell in the domain [84], taking into account the IFT between phases and the contact angle of each phase to describe the wettability of the medium:

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{u}) = 0 \]  

where \( \vec{u} = (u, v) \) is the velocity vector and \( \rho \) is the fluid volume-averaged density, which is considered constant due to the low compressibility of the fluids.

\[ \frac{\partial (\rho \vec{u})}{\partial t} + \nabla (\rho \vec{u} \cdot \vec{u}) = -\nabla p + \nabla \left[ \mu \left( \nabla \vec{u} + (\nabla \vec{u})^T \right) \right] + \vec{F} \] 

where \( p \) is the pressure, \( \mu \) the dynamic viscosity coefficient, and \( \vec{F} \) is the vector representing external forces, which for this research is the surface tension force.

\[ \frac{1}{\rho_i} \left[ \frac{\partial (\alpha_i \rho_i)}{\partial t} + \nabla (\alpha_i \rho_i \vec{u}_i) \right] = S_{ai} \] 

where \( S_{ai} \) is the source term of phase \( i \), \( \rho_i \) is the density of phase \( i \), \( \vec{u}_i \) is the velocity vector for phase \( i \), and \( \alpha_i \) is the volume fraction of phase \( i \). The phases within the micromodel are considered immiscible. The volume fraction, \( \alpha_i \), is 0 if the cell is empty, varies between 0 and 1 if the interface is located in the cell, and is 1 if the cell is filled with phase \( i \). The sum of the volumetric fractions of each phase in the domain must be one.

\[ \sum_{i=1}^{n} \alpha_i = 1 \] 

The density (\( \rho \)) and viscosity (\( \mu \)) of the fluid in a cell where the interface is located are calculated as the volume-weighted average of each of the phases (Equations (7) and (8)).

\[ \rho = \alpha_i \rho_i + (1 - \alpha_i) \rho_j \]  

\[ \mu = \alpha_i \mu_i + (1 - \alpha_i) \mu_j \] 

To calculate the surface tension force (\( \vec{F} \)), the continuum surface force model (Equation (9)) is used [85]:

\[ \vec{F} = \sigma_{ij} \frac{\rho \kappa_i \nabla \alpha_i}{2(\rho_i + \rho_j)} \] 

where \( \sigma_{ij} \) is the coefficient of surface tension, which represents the effect of each surfactant through the IFT, and it is considered constant and \( \kappa_i \) is the curvature of the interface taken
from inside phase \( i \). \( \kappa_i \) is defined in terms of the divergence of the unit vector \( \hat{n} \) of the gradient of the volume fraction of phase \( i \) as Equations (10) and (11) describe:

\[
\begin{align*}
n &= \nabla \alpha_i \quad (10) \\
\kappa_i &= \nabla \hat{n} \quad (11)
\end{align*}
\]

where \( n \) is the vector normal to the interface surface, and the phase wettability and the contact angle are used to adjust the interface curvature in areas close to the grains of the micromodel.

\[
\hat{n} = \hat{n}_w \cos \theta_i + \hat{t}_w \sin \theta_i \quad (12)
\]

where \( \hat{n}_w \) and \( \hat{t}_w \) are unit vectors that are normal and tangential to the grains, respectively, and \( \theta_i \) is the contact angle of phase \( i \) with the grains.

From the equations presented in this section, the effect of IFT (Equation (9)), wettability of the medium (Equation (12)), phase distribution (Equation (5)), viscosity, and velocity are related, allowing the analysis of the process through solving equations in different scenarios.

### 3.3.2. Solver and Boundary Conditions

The CFD simulation used the Pressure Implicit with Splitting of Operators (PISO) approach, a convergence criterion of 0.001 for all the parameters (continuity and velocities), under-relaxation factors of 0.7, 1.0, 1.0, and 0.3 for pressure, density, body forces, and momentum, respectively, and a second-order upwind scheme.

The boundary conditions applied to the simulations were a uniform velocity inlet (left side of the geometry in Figure 2) that was varied according to the CFD experiments defined in Table 2 and a constant pressure outlet (right side in Figure 2) that was set equal to the atmospheric pressure. All grain surfaces were considered walls with total wettability to oil \( (\theta_{oil} = 0) \). The gravitational forces were supposed to have a negligible effect on the flow through the porous media. The micromodels were initially saturated with crude oil. A variable time-step approach was used with a global Courant number of two. The Supplementary Material information (Section S2) presents additional parameters of the variable time-step algorithm.

### 3.3.3. CFD Model Limitations

The chemistry of the EOR processes is fundamental because it allows the description of the processes and phenomena to understand the interaction between the phases better. Processes such as adsorption of surfactant in the porous medium, microemulsion properties, surfactant solubility, distribution of surfactant between phases, among other processes, were not considered in the development of this research. However, these are of great importance in EOR processes with surfactants, as can be seen in additional research \[3–7,11–14,86\].

This model was specified with a constant IFT (Equation (9)), and the adsorption process would modify the IFT, making it sensitive to changes in adsorption rate and fluid distribution inside the micromodel. In the model developed in this research, only the IFT effect was considered; for this reason, a constant IFT and a simple relationship with wettability were proposed.

The model developed focuses on the displacement of fluids and their interaction through interfacial tension. Parameters such as retaining surfactants in the walls can be modeled through boundary conditions and dynamic changes in IFT. For this purpose, it is essential to consider the experimental adsorption kinetics and the adsorption isotherms of the different components of the system in the medium and their effect on the effective concentration of surfactant in the displacement front \[87\]. Moreover, asphaltene deposition can be modeled through reaction models, where equilibrium constants are necessary \[88\]. Furthermore, emulsions can be modeled with an Eulerian type multiphase model for each phase present in the system \[89\]. However, these were not considered for
the simplicity of the model and the practicality of micromodel evaluation, as done in other research [26,27,29,45].

Supplementary Material information (Section S4) gives more information about the phase behavior and the modeling carried out in this research.

3.4. Evaluation of Output Variables

The oil recovery factor was obtained through an area-weighted average of the mass of oil inside the micromodel at the end of the CFD experiment. This number was compared with the amount of crude oil at the beginning of the displacement process to compute the recovery factor. The breakthrough time was determined as when the concentration of displacing fluid at the exit of the micromodel changed from 0 to 0.03 and was reported as injected pore volume. The pressure drop was determined as the difference from line averages of the pressure at the exit and the entrance of the simulation domain. The calculation of the fractal dimension of the flow pattern at the breakthrough time involved image analysis and the fractal box-counting method [90]. With the box-counting method, the fractal dimension is obtained as the slope of the line of the logarithm of the number of boxes occupied by the pattern (N) and the logarithm of the inverse of the box size (r). Supplementary Material information (Section S3) gives more details on the procedure to compute the fractal dimension of the flow pattern. High values of the fractal dimension (close to two) indicate a more uniform displacement front, where the flow pattern looks like a square. In contrast, low values (close to one) suggest a line-like displacement front, where the fluid is not distributed throughout the available space in the micromodel. For the entrapment effect, the proportion of area enclosed by the displacing fluid was calculated. As an example, Figure 4 illustrates the entrapment effect as the oil, in red color along with the grains where the crude is stuck, is enclosed by the displacing fluid (black) on the porous media (white). The flow direction is from left to right. The fraction of oil entrapped was calculated by a custom-made subroutine that, through color differentiation, identifies areas of the micromodel where the oil is surrounded by displacing fluid and/or around a pore through which the displacing fluid has passed, the subroutine calculates the area of this section and compares it with the total area available in the micromodel, subtracting the area of the grains only to consider the amount of crude stuck to them. Thus, the areas in red color presented in Figure 4 are subtracted from the grains located in those red zones to calculate the total amount of crude oil stuck in the micromodel. The entrapment effect in Figure 4 is 0.041.

![Figure 4](image-url)
3.5. Fluid Properties

The properties of the displacing fluid (surfactant solution) and the oil used in the analysis were taken from reference [62]. Table 5 presents the values of density and rheological parameters for both fluids. Equation (13) shows the power-law used to estimate the non-Newtonian viscosity:

\[ \eta = k \gamma^{n-1} \]  

(13)

where \( \eta \) is the apparent viscosity of the fluid, \( k \) is the consistency index that is a measure of the average viscosity of the fluid, \( \gamma \) is the shear rate, and \( n \) is a measure of the deviation of the fluid from Newtonian. The properties of the oil phase were the same as those reported in [62].

Table 5. Density and rheological parameters of the fluids used in the simulations.

| Fluid            | Density (kg/m\(^3\)) | k     | n    | Maximum Viscosity (Pa·s) | Minimum Viscosity (Pa·s) |
|------------------|-----------------------|-------|------|--------------------------|--------------------------|
| Surfactant solution | 1084.3                | 0.028 | 0.638 | 0.017                    | 0.005                    |
| Oil              | 926.5                 | 0.103 | 0.977 | 0.099                    | 0.092                    |

The modeling of properties such as viscosity allows for obtaining a better detail of the flow characteristics within the micromodel, considering that the analyzed medium presents geometric characteristics that dispose the fluid at different stresses.

4. Results

4.1. Validation of Numerical Results

The oil recovery factor, the breakthrough time, the fractal dimension of the flow pattern, and the entrapment effect at the breakthrough time were compared with experimental data reported in reference [62], and these variables were also analyzed in different scenarios in order to evaluate the expected trend with the results of the numerical simulation. As the mentioned study [62] does not report the pressure drop, the CFD predictions were compared to Darcy’s law.

The experimental data were carried out in previous research [62] which described the detailed experimental setup that consisted of the following elements: a digital camera, microfluidic device, light source, computer, OEM (Original Equipment Manufacturers) syringe pump, and waste storage.

The fluids used in the experimental test consisted of synthetic brines formulated based on saltwater of a Colombian field. The brine composition consisted of 6.46 g L\(^-1\) of NaCl, 0.136 g L\(^-1\) of CaCl\(_2\)·2H\(_2\)O, and 0.20 g L\(^-1\) of MgCl\(_2\)·2H\(_2\)O. The surfactant used in the experimental test consisted of a mixture of hydrophilic and hydrophobic surfactant in a ratio of 80:20. In preparing the surfactant mixture, the hydrophilic surfactant was first added to the synthetic brine and then the hydrophobic surfactant was added.

Displacement tests were carried out at atmospheric pressure at a temperature of 25 °C in a micromodel made of polydimethylsiloxane (PMDS). Details of the process of fabrication can be found in [91]. The tests were evaluated through image analysis taken in a high-resolution digital camera, where the high contrast between the phases is taken advantage of, and by pixel analysis, it is possible to calculate the recovery factor and the distribution of phases within the micromodel. Other details can be consulted in [62].

To validate the predictions for the recovery factor and breakthrough time, the surfactant injection process was simulated in the oil-saturated micromodel (d) with an injection velocity of 10 ft/day, the interfacial tension between the fluid and crude oil was 0.03 mN/m; these conditions were the same as those in the experimental test in [62], as well as those of the oil and surfactant already reported in Table 5. Figure 5 shows that the numerical results present the same trend as that of the experimental data and that the change in slope
around 0.55 PVI was captured. The relative errors were 10% (experiments: 0.50, simulation: 0.45) for the oil recovery factors at the breakthrough time and 12.7% (experiments: 0.47, simulation: 0.41) for the breakthrough time. These errors are within the uncertainty of the experiments.

![Graph showing oil recovery factor vs. pore volume of injected fluid](image)

**Figure 5.** Comparison of numerical results with experimental data from Betancur et al. [62]. Reproduced with permission from Céspedes-Zuluaga S, Computational fluid dynamics as a tool for the design of micromodels for the evaluation of surfactant injection in enhanced oil recovery processes; published by Universidad Nacional de Colombia, 2020.

Figure 6 shows the distribution of fluids at the breakthrough time in the CFD experiments (Figure 6a) and as predicted by the CFD simulation (Figure 6b). While the pattern is not the same, both images present a certain resemblance. The images in Figure 6 were analyzed to calculate the fractal dimension of the flow pattern as explained above. The fractal dimension for the experimental test was 1.85, while this value for the numerical simulation was 1.83 as in the experimental test, the fluid maintains a more defined front of advance with less interdigitation, while in the numerical simulation, interdigitation is more evident.

![Images of flow distribution](image)

**Figure 6.** Flow distribution within the micromodel at rupture time. Injection velocity: 10 ft/day and IFT 0.03 mN/m. (a) Experimental and (b) simulation.
The simulation response to changes in IFT, an essential part of the selection flowchart given the presence of the derivative in the sensitivity analysis, was validated with experimental data. The predicted recovery factor, breakthrough time, fractal dimension of the flow pattern, and entrapment effect were compared in a surfactant injection process in the oil-saturated micromodel (d) with an injection velocity of 10 ft/day and a value of IFT between the fluid and crude oil of 2.7 mN/m. Figure 7 compares the distribution of fluids at the breakthrough time predicted by CFD with the one reported in the experiments in [62]. Interdigitation is evident, in the upper part of the figure, for both images. The model predicts a second preferential path at the lower part of the image, although this one is more advanced in the simulation.

![Figure 7](image_url)

**Figure 7.** Flow distribution within the micromodel at rupture time. Injection velocity: 10 ft/day and IFT 2.7 mN/m. (a) Experimental and (b) simulation.

The simulation finely predicts the breakthrough time (0.26 PVI both for simulation and experiment) as well as the recovery factor (experiment: 0.375, simulation: 0.362), the fractal dimension of the flow pattern (experiment: 1.72, simulation: 1.76), and entrapment effect (experiment: 0.0397, simulation: 0.0417). These results give confidence in the model’s performance to exhibit the effect of changes in IFT on the characteristics of the porous flow.

A final validation involved comparing the pressure drop predicted by CFD and that predicted by Darcy’s law [92] for the medium’s permeability (5.71 D) and the length of the porous media (26.5 mm). Both values (Darcy’s law: 11.76 Pa, simulation: 11.96 Pa) are in good agreement.

On the other hand, Table 2 shows the capillary number for each system evaluated. This number indicates the relationship between viscous and surface forces and was calculated as shown in Equation (14) [93]:

\[
C_N = \frac{\mu U}{\sigma \cos(\theta)}
\]

where \(C_N\) is the capillary number, \(\mu\) (N/m) and \(U\) (m/s) are the viscosity and velocity of displacement phase, \(\sigma\) (N/m) is the IFT between the phases inside the micromodel, and \(\theta\) is the oil phase contact angle. The numerator involved in Equation (14) refers to viscous forces, while the denominator to surface forces or those related to the interface between the fluids.

Due to the conditions proposed for the simulations, the capillary number takes four values: 0.013, 0.039, 0.011, and 0.032. All these values indicate the superiority of the interfacial forces (\(C_N < 1\)) [65], giving importance to the interfacial tension value between the crude oil and the displacing phase. In this way, in each case evaluated, it is guaranteed that the surfactant solution is of great importance.

Considering that the decrease in IFT between the phases is one of the main mechanisms used in EOR processes with surfactant injection, as shown [2,86], this research considers this effect as the main one for the development of the selection flowchart.
4.2. Application of the Micromodel Experiment Selection Flowchart

Table 2 presents the values of \( \overline{Y} \) for the 32 simulations proposed in the factorial experimental design. The 32 CFD experiments in Table 2 can be grouped in four cases based on the characteristics of the micromodel (grain shape and the presence of a preferential flowing channel): case 1, micromodels without the presence of a preferential flowing channel with circular grain shape; case 2, micromodels without the presence of a preferential flowing channel with irregular grain shape; case 3, micromodels with a preferential flowing channel with circular grain shape; and case 4, micromodels with a preferential flowing channel with irregular grain shape. Table 6 presents the values of the normalized sensitivity coefficient \( \chi_{i,IFT} \) (Equation (1)) obtained from the CFD results in Table 2. The last column in Table 6 presents \( \chi_{Total,IFT} \) that sums up the contribution of all the individual values of \( \chi_{i,IFT} \). A high value for \( \chi_{i,IFT} \) indicates those CFD experiments where the difference in IFT has a higher effect on the output variable or the CFD experiments that would more easily predict a difference in the behavior of both surfactants. For instance, for case 1, the highest \( \chi_{Total,IFT} \) (42.4) was calculated for the CFD experiment with the largest porosity, 0.7, and the highest injection velocity (30 ft/day) as the CFD model indicated a significant effect of changes in IFT in the recovery factor \( \left( \chi_{recovery \ factor,IFT} = 14.2 \right) \) and breakthrough time \( \left( \chi_{breakthrough \ time,IFT} = 15.2 \right) \). As a comparison, for the same case 1, an injection velocity of 10 ft/day decreased \( \chi_{Total,IFT} \) to only 3.88. Table 6 allows for identifying for each displacement condition and micromodel, the output most affected by the difference in interfacial tension presented for each surfactant. In addition, it can be identified in each micromodel which is the output where the IFT change has the most impact. This type of analysis, the result of the application of a selection flowchart, together with CFD simulations and a statistical treatment, allows for having a clearer idea regarding the necessary parameters in a micromodel for the evaluation of surfactants.

Table 6. Normalized sensitivity coefficients \( \chi_{i,IFT} \) obtained from the CFD simulations.

| Case | Grain Shape | Presence of Preferential Flowing Channel | Porosity | Injection Velocity (ft/day) | \( \chi_{RF,IFT} \) \( ^a \) | \( \chi_{BT,IFT} \) \( ^b \) | \( \chi_{FD,IFT} \) \( ^c \) | \( \chi_{P,IFT} \) | \( \chi_{Ent,IFT} \) \( ^d \) | \( \chi_{Total,IFT} \) |
|------|-------------|----------------------------------------|---------|-----------------------------|-----------------|-----------------|-----------------|-------------|-----------------|-----------------|
| 1    | circular    | no                                     | 0.5     | 10                          | 0.59            | 0.80            | 0.73            | 0.12        | 5.17            | 7.41            |
|      | circular    | no                                     | 0.7     | 10                          | 1.49            | 1.85            | 0.12            | 0.00        | 0.42            | 3.88            |
|      | circular    | no                                     | 0.5     | 30                          | 3.05            | 3.31            | 0.87            | 0.37        | 1.51            | 9.12            |
|      | circular    | no                                     | 0.7     | 30                          | 14.24           | 15.18           | 1.95            | 0.01        | 11.01           | 42.38           |
| 2    | irregular   | no                                     | 0.5     | 10                          | 3.18            | 8.97            | 0.38            | 0.51        | 7.72            | 20.75           |
|      | irregular   | no                                     | 0.7     | 10                          | 2.23            | 1.74            | 0.53            | 0.07        | 23.94           | 28.51           |
|      | irregular   | no                                     | 0.5     | 30                          | 5.40            | 3.43            | 0.41            | 1.82        | 35.76           | 46.85           |
|      | irregular   | no                                     | 0.7     | 30                          | 5.48            | 6.10            | 0.33            | 1.67        | 4.83            | 18.42           |
| 3    | circular    | yes                                    | 0.5     | 10                          | 2.40            | 2.19            | 0.15            | 0.15        | 7.67            | 12.56           |
|      | circular    | yes                                    | 0.7     | 10                          | 1.50            | 1.57            | 0.93            | 0.08        | 0.44            | 4.53            |
|      | circular    | yes                                    | 0.5     | 30                          | 2.76            | 1.22            | 0.02            | 0.09        | 75.58           | 79.68           |
|      | circular    | yes                                    | 0.7     | 30                          | 1.36            | 1.62            | 0.60            | 0.03        | 3.23            | 6.84            |
| 4    | irregular   | yes                                    | 0.5     | 10                          | 2.41            | 3.06            | 1.02            | 1.97        | 13.04           | 21.50           |
|      | irregular   | yes                                    | 0.7     | 10                          | 1.07            | 1.16            | 2.63            | 0.26        | 2.75            | 7.87            |
|      | irregular   | yes                                    | 0.5     | 30                          | 1.93            | 1.67            | 1.34            | 3.08        | 18.72           | 26.74           |
|      | irregular   | yes                                    | 0.7     | 30                          | 1.79            | 2.72            | 0.61            | 1.27        | 7.12            | 13.50           |

\( ^a \) RF: Recovery factor; \( ^b \) BT T: Breakthrough time, \( ^c \) FD: Fractal dimension of the flow, \( ^d \) Ent: entrapment factor.
A similar analysis for all the other cases can be conducted to yield Table 7, which summarizes what experimental conditions have the most significant change based on differences in IFT. This table considers the conditions where the performance of the evaluated surfactants can be better differentiated, grouped according to the grain shape and the presence of preferential flow paths. In this way, it is possible to identify parameters that can be used in microfluidic experiments for the evaluation of surfactants, highlighting some of the outputs (recovery factor, breakthrough time, fractal dimension, pressure drop, entrapment effect).

Table 7. Conditions of injection velocity and porosity that yield the highest values of $\chi_{\text{IFT}}$.

| Case | Recovery Factor | Breakthrough Time | Fractal Dimension | Pressure Drop Change | Entrapment Effect |
|------|-----------------|-------------------|-------------------|----------------------|------------------|
|      | Major Change    | Minor Change      | Major Change      | Minor Change         | Major Change     | Minor Change |
| 1: Circular grain shape and non-preferential channel micromodel | High injection velocity—High porosity | Low injection velocity—Low porosity | High injection velocity—High porosity | Low injection velocity—High porosity | High injection velocity—High porosity | Low injection velocity—High porosity |
| 2: Irregular grain shape and non-preferential channel micromodel | High injection velocity | Low injection velocity | Low injection velocity—High porosity | High injection velocity—High porosity | Low injection velocity—High porosity |
| 3: Circular grain shape and preferential channel micromodel | Low injection velocity—Low porosity | High injection velocity—High porosity | Low injection velocity—High porosity | High injection velocity—High porosity |
| 4: Irregular grain shape and preferential channel micromodel | Low injection velocity—Low porosity | Low injection velocity—High porosity |

For case 4 (irregular grain shape with the presence of preferential flowing channel), low injection velocity and low porosity are preferred to distinguish the effect of IFT on the recovery factor. At the same time, changes in the pressure drop become more evident for a high injection velocity and low porosity. The data in Table 7 can readily be used to determine experimental conditions that can favor the evaluation of the effect of IFT on any of the output variables ($Y$) considered in this study.

Table 8 presents a global summary of the results in Table 7 that provide a comprehensive response to the question of what experimental configuration would best differentiate between two IFTs. While Table 7 responds to the question of what conditions are preferred to have a more noticeable effect on an individual output variable ($Y_i$), Table 8 considers the set of experimental conditions that would indicate the largest change in ($Y$) for smallest differences in IFT. Table 8 indicates that for case 3, for instance, a high injection velocity and low porosity, in the range of the simulations used in this paper, should be preferred when evaluating two different surfactants.

Finally, from the values of $X_{\text{TOTAL,IFT}}$ in Table 6, it is possible to choose the micromodel among the eight evaluated in this research. The conditions where a higher value of $X_{\text{TOTAL,IFT}}$ (76.98) was obtained were those of the micromodel with circular grain shape, with the presence of a preferential flowing channel, a porosity of 0.5, and an injection velocity of 30 ft/day. This means that this micromodel with the evaluated conditions is the one that allows the best differentiation of the performance between the surfactants analyzed in this research. This was obtained from the application of the selection flowchart. The example outlined above illustrates how the flowchart proposed in Figure 1, which uses CFD simulations to represent the flow in a microfluidic device, can assist in selecting the
microfluidic experiment that would have more success in distinguishing the performance of two surfactants with very similar IFTs.

Table 8. Conditions of injection velocity and porosity that yield the highest values of $\chi_{\text{TotalIFT}}$.

| Case | Changes Considering the Effect of All Response Variables (Y) |
|------|-----------------------------------------------------------|
| 1: Circular grain shape and non-preferential flowing channel micromodel | Major Change: High injection velocity—High porosity, Minor Change: Low injection velocity—High porosity |
| 2: Irregular grain shape and non-preferential flowing channel micromodel | Major Change: High injection velocity—Low porosity, Minor Change: High injection velocity—High porosity |
| 3: Circular grain shape and preferential flowing channel micromodel | Major Change: High injection velocity—Low porosity, Minor Change: Low injection velocity—High porosity |
| 4: Irregular grain shape and preferential flowing channel micromodel | Major Change: High injection velocity—Low porosity, Minor Change: Low injection velocity—High porosity |

Also, the conditions where the micromodel best differentiates the performance of surfactants is found for the highest capillary numbers, with values of 0.039 and 0.032, corresponding to an IFT of 0.037 mN/m and 0.045 mN/m, respectively. However, this indicates a significant influence of viscous forces, specifically the injection velocity, other parameters must also be considered as will be discussed later depending on the output variables evaluated.

Further information can be obtained from the analysis of Table 6, particularly on the importance of the output variables on the evaluation of surfactants. The sum of all $\chi_{\text{IFT}}$ over all the CFD experiments indicates that the entrapment effect ($\sum \chi_{\text{EntIFT}} = 218.9$) is the variable that can more easily differentiate the performance of both surfactants. The recovery factor and breakthrough time ($\sum \chi_{\text{RFIFT}} = 50.9$, $\sum \chi_{\text{BTIFT}} = 56.6$) can also be used to distinguish the performance of surfactants with very similar IFTs. The fractal dimension ($\sum \chi_{\text{FDIFT}} = 12.6$) and pressure drop ($\sum \chi_{\text{PIFT}} = 11.5$) have the smallest sensitivities to changes in IFT. The strong influence of the surfactant on the entrapment effect, the recovery factor, and the breakthrough time is probably because surfactants have a substantial effect on entrapment as they modify the surface interaction between the oil and the porous media, and increase the amount of crude oil displaced through the micromodel to increase the recovery factor and reduce the breakthrough time. The low effect on the fractal dimension of flow indicates that in the small length scale of a microfluidic device, such as those used in this study, the fractal dimension of flow differences are slight for surfactants of very similar IFTs, such as those used in this study. The same is true for the pressure drop.

A similar attempt at correlating the microfluidic grain shape (circular vs. irregular) or the presence or absence of preferential flowing channel does not allow a definitive conclusion as similar values of $\sum \chi_{\text{IFT}}$ were obtained for these variables:

$$\sum \chi_{\text{TOTALIFT}} = 173.2,$$ $\sum \chi_{\text{TOTALIFT}} = 173.2,$ $\sum \chi_{\text{TOTALIFT}} = 166.4,$ $\sum \chi_{\text{TOTALIFT}} = 184.1$.

A lower porosity ($\sum \chi_{\text{TOTALIFT}} = 224.6$, $\sum \chi_{\text{TOTALIFT}} = 125.9$, porosity = 0.5) and a higher injection flow ($\sum \chi_{\text{TOTALIFT}} = 107.0$, $\sum \chi_{\text{TOTALIFT}} = 243.5$, 30 ft/day) increase the ability of the microfluidic experiment to distinguish between two surfactants. This indicates that more extreme conditions, lower porosity, and a higher velocity make the effect of the surfactant in the oil recovery process more evident.
5. Conclusions

This research proposed and demonstrated a flowchart for selecting microfluidic experiments to evaluate the performance of surfactants in the low interfacial tension range. The flowchart guides the user through comprehensive CFD simulations, experimental design, and sensitivity analysis with the ultimate goal of defining the microfluidic characteristics and the experimental conditions that can make the difference between two surfactants either in one specific output variable, e.g., recovery factor, or in a set of performance variables more evident.

For the output variables that can be measured in microfluidic experiments and that were considered in the analysis, i.e., recovery factor, breakthrough time, fractal dimension, pressure drop, and entrapment effect, the latter is the one that makes the differences between the surfactants used in the study more evident; however, the recovery factor and the breakthrough time can also be used to distinguish between surfactants.

For the microfluidic design characteristics and experimental conditions evaluated in this study, a high injection velocity and a low porosity have the most significant effect on the ability of the CFD experiments to differentiate the performance of the surfactant. The presence of preferential flowing channels on whether circular or irregular grains form the microfluidic does not have a significant effect when the objective is to analyze the performance of a surfactant.

Although this type of process facilitates the evaluation of EOR technologies with surfactant injection, it is recommended to carry out experimental tests to complement the results obtained from this type of research. The objective of this research is not the design of EOR processes, but of micromodels that help to select surfactants and other variables before the application of the technologies in the field.

Phenomena such as adsorption of surfactant in the porous medium, microemulsion properties, surfactant solubility, distribution of surfactant between phases, among other processes, were not considered in the model proposed. However, they are essential for evaluating surfactants and should be included in future studies.

The results obtained in this research facilitate the design of micromodels to evaluate surfactants in EOR processes. The application of surfactants in the field involves different types of phenomena and interactions between surfactant-porous media that were not considered in the modeling present in this investigation. For this reason, the results and conclusions obtained in this investigation are limited to the design of micromodels in the evaluation of surfactants.
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