Physically sound model of a non-Foster negative capacitor
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ABSTRACT
In both engineering and physics communities, it is believed that approximation of a realistic non-Foster negative capacitor (within its operating bandwidth) with an ideal dispersionless negative capacitor is acceptable for practical purposes. However, the ideal negative capacitor is not causal and, therefore, not compatible with basic physics. Its use in the design process is misleading since it often predicts entirely non-physical behaviour. Here, we show that a realistic negative capacitor can always be modelled as a dispersive voltage-controlled source, the internal impedance of which is an ordinary positive capacitor. This equivalent circuit clearly explains the origin of negative conductance that always accompanies negative capacitance, as well as the background physics of previously reported counter-intuitive phenomena in non-Foster metamaterials. Theoretical analysis was verified by simulations and measurements on an experimental low-frequency (100 Hz–25 kHz) negative capacitor demonstrator. Measurement results agreed well with theoretical predictions, showing that the proposed model is indeed physically sound.

INTRODUCTION
An ordinary (positive) capacitor (Figure 1(a)) is a basic circuit-element, the current $i_p(t)$ and voltage $v(t)$ of which are related by a very well-known equation:

$$i_p(t) = C_p \frac{\partial v(t)}{\partial t}. \quad (1)$$

Here, $C_p$ ($C_p > 0$) stands for the capacitance. It is an inherent physical parameter, defined as a ratio of the charge and applied voltage. It is very important to notice that this, indeed very basic, definition assumes that $C_p$ is a constant. The capacitance is entirely independent on the signal time-domain waveform $v(t)$. In other words, $C_p$ is assumed to be a linear device that is dispersionless in the frequency domain. Of course, this assumption is valid only within a framework of a standard circuit-theory (the signal retardation along a physical capacitor modelled by (1) is neglected, i.e. the capacitor dimensions are much smaller than a wavelength). Furthermore, in standard convention, it is assumed that the current $i_p(t)$ flows into the positive terminal of $C_p$ (thus, a positive capacitor behaves as a reactive load).

Formally, it is possible to change the sign of the capacitance and define a negative capacitor $C_n < 0$, $C_n = -C_p$ [1–3] (Figure 1(a)). By rearranging (1), one gets the relation between the voltage at the negative capacitor ($v(t)$) and the associated current flowing through it ($i_n(t)$):

$$i_n(t) = C_n \frac{\partial v(t)}{\partial t} = -|C_n| \frac{\partial v(t)}{\partial t} = -i_p(t). \quad (2)$$

Equation (2) shows that, during the increase of the voltage across a negative capacitor ($\partial v(t)/\partial t > 0$), the current actually flows out of the positive terminal (thus, $i_n(t) < 0$). This behaviour is just opposite to the familiar behaviour of a positive capacitor, in which the current flows into the positive terminal during the charging phase ($\partial v(t)/\partial t > 0$). Clearly, a negative capacitor behaves as a (reactive) source, i.e. it is inevitably an active device.

Due to its active nature, the negative capacitor violates Foster’s reactance theorem [4,5] ($\partial X/\partial \omega > 0$ and $\partial B/\partial \omega > 0$) (Figure 1(b)). Here, $X$ and $B$ stand for the reactance and susceptance ($B = 1/X = \omega C$), $\omega$ being the angular frequency with $e^{\text{out}}$ time dependence assumed.

One may call the negative capacitor (and the negative inductor that can be defined in a way similar to (2)) a “non-Foster” element [1–3]. Practical realization of non-Foster elements that employ active electronic circuits (the so-called “Negative Impedance Converters”, NIC) was proposed for the first time back in the 1950s [6]. These circuits mimic the behaviour of ideal non-Foster elements only within a finite bandwidth.
There are studies that deal with a non-Foster element just as an ideal, dispersionless, positive element with a flipped sign (in the case of a capacitor, they use \( C_n < 0, C_n = -C_p \)), and then apply standard circuit-theory [11–14]. Strictly speaking, this approach, particularly common in theoretical studies, is (as it will be shown later) not correct. Occasionally, it may predict (qualitative) behaviour of a specific network but only in the steady-state conditions and only within some finite bandwidth. However, there are many cases, in which the behaviour predicted using a network that contains ideal non-dispersive negative elements is entirely nonphysical. For instance, a long time ago, it was shown that a transmission line with an inserted ideal NIC should yield superluminal energy transport [15]. The same unphysical effect has been predicted recently [16] for a case of a transmission line terminated with a “negative image” of the characteristic impedance. Both studies [15,16] correctly emphasized that the cause of these obviously unphysical predictions lies in “the missing” link between stability and causality. A similar effect was further elaborated in [2,9], within a context of a transmission line periodically loaded with negative capacitors.

On the other hand, in most practical studies, authors start with the analysis of particular application based on ideal negative capacitance. Of course, all the authors are aware that every practical NIC has finite bandwidth and that generated negative capacitance will inevitably be dispersive. In spite of this, they incorrectly presume that the dispersion cannot affect the basic principles of associated application. Thus, they construct the NIC that should generate a negative capacitance equal to the capacitance in the ideal case. This tactic neglects the counter-intuitive physics of non-Foster elements and, unfortunately, very often leads to instability.

A rather striking example of counter-intuitive effects present in networks with ideal dispersionless negative capacitor is sketched in Figure 2(a). It depicts

**Figure 2.** (a) Circuit with a charged capacitor connected abruptly to a resistor. (b) Voltage across the capacitor according to (3) (positive capacitor – dashed line; negative capacitor – solid line).
the discharging of an (initially charged) capacitor $C$ by connecting it instantaneously to the resistor $R$ [9]. It is well known from standard circuit theory that the voltage across the capacitor has exponential form:

$$v(t) = V_0 \cdot e^{-t/\tau}, \quad \tau = R \cdot C.$$  

(3)

Here, $V_0$ stands for the initial voltage at the (charged) capacitor, $t$ is the time and $\tau$ is the time constant. In the case of an ordinary (positive) capacitor, both $R$ and $C$ are positive numbers. Therefore, the time constant $\tau$ is a positive number, as well. This leads to a familiar exponential decay of the voltage (i.e. discharging of a capacitor) (dashed line in Figure 2(b)). However, in the case of a negative capacitor, the time constant $\tau$ is a negative number (due to $C < 0$) causing an unbounded exponential growth of the voltage (solid curve in Figure 2(b)). Therefore, the energy dissipated at the resistor ($\int [v(t)]^2 dt / R$) will (at some time instant) exceed the initial energy stored in the capacitor ($V_0^2 C / 2$). This effect seems to violate the energy conservation, pointing out a fact that a negative capacitor must be an active device (with an embedded energy source). Looking from a different point of view, the unbounded voltage growth is a signature of instability. Indeed, analysis of the natural response shows that there is a real pole in the right-hand side of the complex plane (located at $s = -1/(RC)$, $s$ being the complex frequency, $s = \sigma + js$). Where does this instability come from? Unfortunately, the clear explanation of physical origin of the instability that could help in practical design has not been reported yet.

The second example deals with a recently introduced ultra-broadband Epsilon-Near-Zero (ENZ) metamaterial [1,2]. It is based on a transmission line periodically loaded with negative capacitors at distances much shorter than the wavelength. It can be thought that a differential shunt branch of a loaded transmission line comprises a parallel combination of the line capacitance $C' \Delta x$, ($C'$ and $\Delta x$ being distributed capacitance and the segment length that is much shorter than a signal wavelength, respectively) and a negative capacitor $C_n$ (Figure 3) [1].

![Figure 3. Equivalent circuit of a differential section of a transmission line periodically loaded with negative capacitors (1D ENZ metamaterial).](image)

Thus, the overall capacitance is given by

$$C' \Delta x |C_n| = C' \Delta x + C_n = C' \Delta x - |C_n|. \quad (4)$$

Providing that $|C_n| < C' \Delta x$, the overall capacitance is lower than the original capacitance and the equivalent relative permittivity is lower than one ($\varepsilon_{\text{eff}} < 1$). According to (4), this ENZ effect is entirely dispersionless, i.e. it does not depend on the frequency at all. This would lead to the existence of superluminal energy propagation, which certainly violates causality. It was noticed [2] that a solution of this paradox lies in the fact that every realistic negative capacitor is always a frequency-limited device. Thus, the negative capacitance effect must cease at some frequency (for example, experimental study [1] reported very broad, but finite, bandwidth of 1:40). So, a simple (mathematical) capacitance “negation” (2) is not physically sound. Furthermore, a formal description of the capacitance decrease in (4) does not explain the background physics. Does the negative capacitor somehow decrease the charge in the shunt branch of a loaded transmission line and, therefore, alter the equivalent capacitance? If so, how does the negative capacitor influence the energy distribution in the system? The answers to these basic questions have not been given so far.

This study attempts to explain the counter-intuitive background physics by the use of a physically sound equivalent circuit of the realistic negative capacitor. This model is able to explain the physical origin of the instability and all other counter-intuitive effects observed so far. The model is verified by measurements on a specially designed laboratory prototype, both in the time domain and the frequency domain.

**Equivalent circuit of negative capacitor – theoretical investigation**

In order to investigate the basic physics of negative capacitor, it is very convenient to construct an equivalent circuit. One way of doing this could be to study the standard NIC designs [3,5] and work out the appropriate equivalent circuits. Obviously, the different designs would yield the different equivalent circuits. In principle, it should be possible to use standard circuit-theory transformations and recast all these circuits into a “generic” equivalent circuit. However, it is difficult to identify the design details that can be neglected in order to keep the equivalent circuit physically sound and, at the same time, as simple as possible.

Therefore, we decided to use physical (bottom-up) approach that starts from the basic equations (1) and (2). Rearranging (2) in a way that uses a positive
capacitor $C_p$, one gets

$$i_n(t) = -|C_n| \frac{\partial v(t)}{\partial t} = -|C_n| \frac{\partial[-v(t)]}{\partial t} = C_p \frac{\partial[-v(t)]}{\partial t}. \tag{5}$$

The rightmost part of (5) clearly shows that the negative capacitor $C_n$ can be thought of as a positive capacitor $C_p$ with a flipped sign of the voltage ($v(t) \rightarrow -v(t)$). Thus, the polarity of the “internal” voltage that excites a capacitor should somehow be reversed. A simple way of achieving this sign reversal is sketched in Figure 4(a).

Here, a positive capacitor $C_p$ is connected in series with a voltage source $v_0(t)$ that is controlled by the input signal $v(t)$. The amplitude of $v_0(t)$ is chosen to be twice the amplitude of the input signal ($v_0(t) = 2v(t)$). Since the voltage drop across the capacitor $C_p$ is negative ($v_c(t) = v(t) - 2v(t) = -v(t)$), the net current $i(t)$ is also negative. Thus, the current $i(t)$ flows outward of the negative capacitor (it is actually the output current of a controlled source). In practice, the controlled voltage source ($v_0(t) = 2v(t)$) can be implemented by an amplifier with (voltage) gain $A = +2$ (Figure 4(a)).

The effect of a capacitance sign flip (assuming simple monochromatic signal) is explained in the phasor diagram in Figure 4(b). The phasor of the current $i$ leads the associated voltage across the capacitor ($V_c$) by 90°, which is a familiar behaviour. At the same time, the phasor of the current $i$ does lag the phasor of the input voltage ($V$) by 90°. This phase lag (looking from the input terminals) clearly explains the existence of a negative capacitance $C_n$.

The simple model in Figure 4(a) can explain the occurrence of instability. Let us go back to the example of an initially charged negative capacitor connected instantaneously to the resistor $R$ (Figure 2). In the equivalent circuit (Figure 4(a)), it means that there is some initial voltage $V_0$ that suddenly occurs at the input of the amplifier. This initial voltage will appear at the output of the amplifier, as well (however, its level will be doubled due to the gain of the amplifier). Output (amplified) voltage will be fed back again to the input, then amplified again, fed back to the input, etc. Thus, the voltage will continually grow causing the instability (of course, in practice, the maximal voltage will be limited by the DC power supply of the amplifier). A very important situation occurs in the case of an “isolated” negative capacitor (a negative capacitor without any other external elements connected to it). Theoretically, if the input of the amplifier in Figure 4(a) is left open, both the input and the output voltages will be zero and the circuit should be stable. However, in reality, there is always some noise present at the input of the amplifier. Thus, the same effect of consequent round-trip amplifications that cause signal grow will occur again (the only difference from the previous example is that the initial signal is now of stochastic nature). Obviously, this process resembles the behaviour of an ordinary oscillator and leads to self-oscillations (one should be aware that any signal waveform is allowed in this idealized case with infinite-bandwidth amplifier). This effect clearly explains the physical origin of the instability of an “isolated” negative capacitor observed in previous experimental studies [1,2,7,8].

Previous studies [7,8] also showed that a parallel combination of a negative capacitor ($C_n$) and some external positive capacitor ($C_{p_{ext}}$) (Figure 5(a)) is stable, providing that $C_{p_{ext}} > |C_n|$. Taking advantage of the equivalent circuit from Figure 4(a), one realizes that a parallel combination of $C_{p_{ext}}$ and $C_n$ actually means that the external capacitor $C_{p_{ext}}$ is connected to the input terminals of the amplifier (Figure 5(b)). Here, the external capacitor $C_{p_{ext}}$ together with a feedback capacitor $C_p$ forms a capacitive voltage divider. This divider determines a level of amplified noise fed back to the input of the amplifier. The oscillations cannot be self-sustained if the noise level at the amplifier input is less than half of the noise level at the output of the amplifier (due to $A = +2$). Therefore, the step-down ratio of a capacitive divider ($C_p/(C_p+C_{p_{ext}})$) should not exceed 1:2, which
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**Figure 4.** (a) Evolution of a model of negative capacitor based on the controlled voltage source (voltage amplifier). (b) Phasor diagram of an ideal negative capacitor.

![Figure 5](image2.png)

**Figure 5.** (a) Connection of a positive ($C_{p_{ext}}$) and a negative ($C_n$) capacitance. $C_{p_{ext}}$ is an external (stabilizing) capacitor. (b) Connection of a positive ($C_{p_{ext}}$) and a negative ($C_n$) capacitance model. $C_{p_{ext}}$ is an external (stabilizing) capacitor.
means that the system will be stable only if $C_{\text{pext}} > |C_n|$. Again, this intuitive conclusion is in perfect agreement with previous studies [7–9]. Equally important, the circuit with the external capacitor $C_{\text{pext}}$ is (in principle) identical to a basic circuit in non-Foster metamaterials based on a transmission line loaded with negative capacitors [1,2] (Figure 3). So, it also explains the background physics of a capacitance decrease effect, formally given by (4). One should be aware that, in this scenario, there are actually two currents flowing simultaneously into the external capacitor ($C_{\text{pext}}$) in Figure 5 (a)). The first current ($i_f(t)$) is caused by an external generator ($v(t)$) while the second current ($i_s(t)$) actually flows from the output of the amplifier (thus, a negative capacitor again acts as an additional source). Therefore, the current that flows into the positive capacitor $C_{\text{pext}}$ is higher than the current which would flow into it if the negative capacitor were not present. This higher current brings more charge per unit of time causing faster charging/discharging. This effect can be interpreted as the decrease of the overall capacitance described by (4).

The above discussion has shown that the initial model in Figure 4(a) clearly explains many of the counter-intuitive physical effects reported in the literature [1–3,7–9]. However, one should be aware that this model employs an unrealistic amplifier with a constant gain across infinite bandwidth. Due to this, the modelled negative capacitance is entirely dispersionless, which is not consistent with the principle of causality [5,17]. Of course, it would be very convenient to overcome this drawback, i.e. to include causality in the model. The improved (causal) model should be able to correctly and accurately predict all physical effects of the negative capacitor.

Towards this end, one starts from a fact that every realistic amplifier used in a negative capacitor always introduces some delay. At one fixed frequency, the delay can be described by a phase shift $\phi$ between the output and the input signal (Figure 6).

Here, the phasor of the current flowing through the capacitor ($I$) lags the phasor of the input voltage ($V$) by an angle that is greater than 90°. So, the input current has both a reactive (capacitive) component ($I_{Cn}$) and a lossy (resistive) component ($I_{Gn}$). Thus, the realistic negative capacitor always behaves as a parallel combination of the negative capacitance ($C_n$) and the negative conductance ($G_n$). This explains why all the experimental results published so far revealed, apart from the negative capacitance, existence of (unwanted) negative conductance [1–3,7,8,18]. The next step is to analytically describe the variation of the phase shift $\phi$ with frequency. The phase variation (and accompanied gain variation) can be modelled by a multi-pole transfer function of the used amplifier (in Laplace $s$-domain):

$$A(s) = \frac{A_0}{\prod_{i=1}^{n} \left(1 + \frac{s}{\omega_i}\right)}.$$  

Here, $A_0$ stands for the zero-frequency gain, $n$ is the number of poles and $\omega_i$ is the angular frequency of $i$-th pole $s_i$. We found that a three-pole model ($n = 3$) is sufficient for an accurate modelling of practical negative capacitors. Equation (6) assures required causality of the modelled negative capacitor. Indeed, when the frequency $\omega$ approaches infinity, the gain $A(s)$ (and, therefore, the voltage of the controlled source as depicted in Figure 4(a)) approaches zero. Consequently, the equivalent capacitance becomes a positive number that approaches $C_p$. Visualization of this dispersive behaviour is possible using the phasor diagram (Figure 6). The phase shift $\phi$ increases with an increase in frequency (since the delay time becomes a larger part of a period of the signal). Hence, the phasor $I$ rotates clockwise and its length becomes shorter (due to gain decrease with the frequency), as indicated by the dashed curve in Figure 6. This effect, in turn, increases $I_{Gn}$ and decreases $I_{Cn}$ (thus, it increases the generated negative conductance and decreases the negative capacitance). At some particular frequency, reactive component of the input current ($I_{Cn}$) will become zero and the negative capacitance effect ceases. Further increase of the frequency moves the phasor $I$ from the third and across the second quadrant of the complex plane. Thus, the equivalent input impedance becomes a parallel combination of a positive capacitance and a negative conductance. Finally (at the frequency of the third pole), the phasor $I$ lies on the positive imaginary axis and the input admittance becomes a pure positive capacitance ($C_p$). Going back to the intriguing broadband superluminal effects in non-Foster ENZ metamaterials [2] (Figure 3), they actually rely on an inevitable dispersion of a negative capacitor. Only the frequency components of the signal that lie within the operating band of the non-Foster negative capacitor travel with the superluminal velocity. However, the spectrum of a signal will never be finite in the transient state (the switching-on phase of the generator). So, there is
always a fraction of energy (however small it is) that lies outside the operating band of a negative capacitor. This fraction of energy travels with the speed of light, preserving the causality. In other words, with the increase of the frequency, the effective permittivity approaches +1 and the velocity approaches the speed of light. Of course, this behaviour is perfectly consistent with causality. Therefore, the proposed equivalent circuit of a negative capacitor, based on a dispersive controlled voltage source (Figure 4(a) and Equation (6)), is indeed physically sound.

One may argue that the proposed model is nothing more than one of the standard variants of NIC. However, this is not true. Figure 4 represents the simplest circuit-theory equivalent circuit, directly inferred from the basic definitions of negative capacitance, with required corrections that assure compatibility with causality. It actually shows that a negative capacitor cannot be thought of as a simple circuit element but rather as an active control system. All practical designs can be reduced to the equivalent circuit from Figure 4.

Finally, the most important property of the proposed equivalent circuit is that it correctly predicts all physical phenomena previously observed in networks with negative capacitor.

**Equivalent circuit of negative capacitor – experimental investigation**

In the experimental part of this study, we prototyped a simple negative capacitor demonstrator (Figure 7). The purpose of this demonstrator was twofold: to verify the explanation of the counter-intuitive physics and to test the correctness of the dispersive multi-pole model.

Although the majority of proposed applications of the negative capacitors are in the radio-frequency (RF) band [1–3,7–9], this regime is inconvenient for direct time-domain measurements (the value of the generated negative capacitance is usually in the same order of magnitude as the input capacitance of the oscilloscope probes (a few pF), which affects the measurements). Thus, the demonstrator (Figure 7(a)) was designed to operate at very low-frequencies (up to 25 kHz). It was based on the integrated audio amplifier LM1875, arranged into the circuit that is a straightforward hardware replica of the basic idea from Figure 4(a) (Figure 7(a)). Due to the use of an integrated amplifier that can supply high output current (up to 3 A), it was possible to generate a very large value of the negative capacitance (−1.2 μF) [18]. This value is several orders of magnitude higher than the input capacitance of an oscilloscope, assuring simple and reliable time-domain measurements. A photograph of the assembled prototype can be seen in Figure 7(b).

In the first experiment, the basic stability constraints of a negative capacitor were checked by time-domain measurements. Several different parallel combinations of a positive capacitor and the negative capacitor (i.e. the LM1875-based demonstrator) were investigated (Figure 5(a)). The voltage and current waveforms were monitored by a digital oscilloscope (Tektronix TDS 2024B) and the current probe (Tektronix TM502A with AM503 amplifier). No voltages or currents were observed in the \( C_{pext}C_n \) mesh if \( C_{pext} > |C_n| \). On the contrary, if \( C_{pext} < |C_n| \), the circuit was unstable (the negative capacitor was oscillating). Furthermore, the stand-alone demonstrator (isolated negative capacitor) was unstable. These results are in perfect agreement with the presented theory. Since the initial testing verified the correctness of stability requirements, all subsequent experiments used parallel combination of a positive and negative capacitors (\( C_{pext} > |C_n| \)).

In the second experiment, the expected existence of a non-Foster negative capacitance was verified by measurements on a simple \( RC_{pext}C_n \) test network (Figure 8(a)).

The network was excited by CFG600 Tektronix function generator (adjusted to 2.4 kHz sinusoidal signal) and the voltage and current waveforms were monitored again. The measured waveforms (Figure 8(b)) revealed a familiar positive phase shift of +90° between current and voltage at the positive capacitor (thus, the
current led the voltage). However, the phase shift between current and voltage at the negative capacitor was found to be negative (−90°), and thus the voltage led the current. The effect of voltage lead was observed for all the frequencies in the 1–25 kHz band. Associated susceptance (a ratio of current and voltage magnitudes) decreased monotonically across the same band. This shows $\partial B/\partial \omega < 0$, which is a direct proof of non-Foster behaviour, i.e. the proof of generated negative capacitance. In addition, it is clearly seen that there is 180° phase difference between the current $i_{pext}$ and the current $i_{cn}$. In other words, the current $i_{cn}$ actually flows out from the negative capacitor, which is consistent with (2) and Figure 1.

The third experiment dealt with a counter-intuitive effect of overall capacitance decrease [1,2] (4). This time, the $RC_{pext}C_n$ test network (Figure 8(a)) was driven by a signal with a square waveform of frequency 105 Hz. In the first step, the negative capacitor was disconnected from the network leaving an ordinary, positive $RC$ circuit (an integrator). Measured waveforms (Figure 8(c)) revealed familiar charging and discharging of the positive capacitor. However, the presence of the negative capacitor fundamentally changed this situation (Figure 8(d)). Here, the output voltage change is faster. Again, it happens due to the fact that the current $i_{cn} < 0$. Thus, this current actually flows out from the negative capacitor (because the negative capacitor behaves like a source; see (2)). On the contrary, the current $i_{pext}$ flows into the positive capacitor. Due to this difference in directions, the current that flows into the positive capacitor ($i_{pext}$) is higher than the current which would flow if there were no negative capacitor (a case shown in Figure 8(c)). Thus, the negative capacitor is indeed a source that "assists" in charging and discharging of a positive capacitor and it decreases the effective capacitance. Again, this effect occurred in the whole 1–25 kHz band.

In the last part of the experimental investigation, the three-pole model was extracted from the LM1875 manufacturer data. Then, equivalent input capacitance and conductance (Figures 9(a,b)) were calculated using presented theory (Figure 6 and (6)). In addition, the input capacitance and conductance were simulated using the Ansoft ADSTM circuit-theory simulator and the manufacturer’s SPICE model of the LM1875 amplifier. These two sets of data are compared in Figure 9(a,b).

It can be seen that the three-pole model matches simulation very closely, both qualitatively and numerically. There is a “flat” region with nearly constant negative capacitance and it extends approximately to the frequency of the first pole. At that frequency, the phase shift is not any more negligible and it causes the occurrence of the negative conductance. At even higher frequencies, negative capacitance effect ceases and (at the frequency of the third pole) the equivalent capacitance is a positive number that approaches $C_{pext}$.

Finally, the equivalent input capacitance and conductance of the demonstrator were measured in the frequency domain using HP4294A impedance analyser and the results are shown in Figure 9(c,d). The measurement used previously developed de-embedding procedure [1]. Briefly, an additional capacitor (2 $\mu$F) was connected in parallel to the input terminals of a demonstrator, ensuring stability. Then, the overall capacitance and conductance of a parallel combination was measured and the (also measured) capacitance of the stabilizing capacitor was subtracted. It can be seen that the obtained results (Figure 9(c,d)) qualitatively match both the three-pole theory and the simulations. Furthermore, the measurements numerically match the theory and simulations extremely well for most of the frequencies. However, measured values appear to be up to three times larger than those from the theory.
and simulations, in the vicinity of the 300 kHz frequency. Additional investigation revealed that this discrepancy occurred due to pure technological problems, i.e. due to the parasitic inductance of 1 $\mu$F capacitor used in the demonstrator (the capacitor $C_p$ in Figure 4(a)). The self-resonant-frequency of the used capacitor was found to be at the frequency of 300 kHz (this is a rather typical value for standard commercial capacitors, capacitance of which lies in $\mu$F range). In the vicinity of this self-resonant frequency, the capacitor actually behaved as a parallel LC circuit, which caused the above apparent inconsistency.

Conclusions

It has been shown that (widely used) approximation of a realistic non-Foster negative capacitor with ideal dispersionless model is fundamentally incorrect. Ideal negative capacitor is not causal and, therefore, not compatible with basic physics. Due to this, a physically sound equivalent circuit of a realistic negative capacitor has been developed and verified, both numerically and experimentally. The model is based on a dispersive controlled voltage source. Presented analysis and experiments show that this model accurately predicts instability and all other previously reported counterintuitive physical phenomena. Therefore, presented model may be very useful in design of future devices based on negative capacitors.
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