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ABSTRACT

Similarity query is the family of queries based on some similarity metrics, like top-k queries where the results are ranked by their similarity to the queried object and similarity join queries where records from two datasets are joined by their similarities between each other instead of by specific keys. Unlike the traditional database queries which are mostly based on value equality, similarity queries aim to find targets "similar enough to" the given data objects, depending on some similarity metric, e.g., Euclidean distance, cosine similarity and so on. Similarity queries are applied widely in data integration (e.g., entity resolution and schema matching), information retrieval, question answering and many other areas of data science. To measure the similarity between data objects, traditional methods normally work on low level or syntax features (e.g., basic visual features on images or bag-of-word features of text), which makes them weak to compute the semantic similarities between objects. So for measuring data similarities semantically, neural embedding is applied. Embedding techniques work by representing the raw data objects as vectors (so called "embeddings" or "neural embeddings" since they are mostly generated by neural network models) that expose the hidden semantics of the raw data, based on which embeddings do show outstanding effectiveness on capturing data similarities, making it one of the most widely used and studied techniques in the state-of-the-art similarity query processing research. But there are still many open challenges on the efficiency of embedding based similarity query processing, which are not so well-studied as the effectiveness.

In this survey, we first provide an overview of the “similarity query” and “similarity query processing” problems. Then we talk about recent approaches on designing the indexes and operators for highly efficient similarity query processing on top of embeddings (or more generally, high dimensional data). Finally, we investigate the specific solutions with and without using embeddings in selected application domains of similarity queries, including entity resolution and information retrieval. By comparing the solutions, we show how neural embeddings benefit those applications.

1 INTRODUCTION

Similarity queries are the queries based on approximate semantics of data instead of exact semantics of data [184]. Or it can be defined as the queries involving similarity operators [166, 184], including similarity selection (e.g., k nearest neighbor search), similarity join, similarity groupby, etc. In short, any query looking for answers based on similarity between records instead of exact value match is a similarity query. Similarity queries are widely used on various types of data, e.g., multimedia data (video, audio, images) [37, 38, 40, 171, 177], text [163, 165, 189, 200], graph/network [126, 190, 221], etc. And accurately measuring the similarities between data objects is the key to processing those similarity queries. Traditional methods normally use low level features to determine whether objects are similar. For instance, in image processing area, visual features (like color, texture and shape) are widely used to measure image similarity [86, 130, 169]; in natural language processing area, bag of words is a commonly used representation of the text document which represents the document as a multiset of its words. These features or representations are considered as “low level” since they do not extract the higher level semantic information from the raw data, which is the biggest problem of them. When humans are talking about “similar data objects”, we want the two objects to have similar semantic content (e.g., images showing “a cat is running”). But such information is hard to learn by using low level features. Therefore as a powerful tool for capturing semantic similarities of data, embeddings are widely used in the state-of-the-art similarity query processing methods. In this survey we explore the exploitation of neural embeddings in three major categories of similarity queries: similarity search, similarity join and similarity group-by/grouping.

In general, an embedding is a multi-dimensional vector representation of the raw data object, where the vector exposes the semantic information of the raw data and the semantic similarity between raw data objects can be measured by computing some similarity/distance metric over the corresponding vectors. In recent years, embedding techniques are rapidly developing and showing significantly high performance on computing semantic similarities in multiple domains, including text [55, 147, 159], image [64, 174], graph [78, 80, 85, 161], etc. With embeddings, many new methods are proposed and outperform the traditional methods for processing similarity queries.

Index is one of the most critical components in database and search systems as it provides fast access to the retrieval targets. Typical indexes include B tree, B+ tree, Log-structured merge-tree (LSM-tree), etc. Different index structures fit in different scenarios, e.g., KD-tree is suitable for low-dimensional spatial data search but performs weakly in high-dimensional spaces. For neural embeddings that are normally high-dimensional vectors, the proper indexes are majorly including four categories: hashing based [34, 121, 134, 138, 180, 203, 206], product quantization based [90, 99, 105, 109, 119, 144, 210, 231], graph based [58, 122, 188], partition/tree based [61, 63, 91, 94], where the state-of-the-art approaches normally belong to the first three categories in related research areas.

The operators involved in similarity query processing on high-dimensional data include but not limited to similarity search/selection, similarity join, similarity group-by, ranking/ordering, aggregation (e.g., sum and max), etc. In this survey we mainly investigate on the first three operators. Similarity search [20, 39, 60, 72, 143, 186, 191, 212] mainly includes K-nearest-neighbor (KNN) search (i.e. search
the top-k most similar neighbors to the query) and threshold search (also called range search, i.e., search all the objects within a given similarity or distance range centered at the query point). Similarity join also includes two categories like the similarity search, KNN join [136, 164, 226] and distance join [125, 140, 160, 228, 234]. The major difference between the two joins are that KNN join is asymmetric while distance join is symmetric. More details about this difference and the consequence due to it are discussed in Section 4.2. The third similarity operator, similarity group-by [173, 182, 183, 185, 193, 194], refers to the process of collecting data into groups where similar data are within the same groups while different data are located in different groups. For high-dimensional data, the group-by operation is equivalent to the clustering operation which is well studied.

In addition to the software-level indexing and similarity operators, the new heterogeneous hardware (e.g., GPU and FPGA) also helps make advance on similarity query processing for high-dimensional data [36, 75, 76, 113, 230]. In some cases the GPU has outperformed CPU by hundreds of times of query processing speedup.

Finally, in this survey we explore some common applications of similarity queries in data science community, and compare their traditional approaches (without embeddings) to their recent embedding-based approaches, showing the advantages of utilizing embeddings in similarity queries.

2 BACKGROUND

2.1 Similarity query processing

Similarity query is a very wide concept. Any query expecting answers based on similarity instead of exact value match is a similarity query, including but not limited to asking for similar text, similar faces, similar medical records, etc. And the corresponding data analytic operators become similarity operators, like similarity search/selection, similarity join, etc. As three of the most commonly used database operators, there have been many studies on similarity selection, join and group-by which we mainly investigate in this survey.

Figure 1 illustrates the workflow of similarity query processing. The pink boxes stand for the user end where the data and similarity queries are from and the answers are sent to. The blue boxes present major components during the processing. Similar to querying in a database system, the similarity queries go through query parser, query plan generator, query optimizer and finally are executed physically, while the data is indexed before querying and the index will be utilized in operators, optimization and execution. In some scenarios the query parsing and optimization can be skipped if the queries are simple, e.g., simply asking for the K nearest neighbors of a given query object. So the parser and optimizer boxes are drawn using dashed-line, and we do not discuss about them in this survey.

2.2 Embeddings in similarity query processing

As an important track of deep learning, neural embedding techniques have been more and more studied and applied in various domains. The applications of neural embeddings can be classified into two major categories: learning/fine-tuning task-specific embeddings and using pre-trained embeddings. The first category aims at learning new embeddings for specific tasks or tuning existing embeddings to better suit the tasks. By using the neural models designed and well tuned for the target tasks, these methods normally achieve the state-of-the-art quality, e.g., [23, 47, 162]. The second category tries to utilize existing neural models/embeddings pre-trained by previous researches (e.g., pre-trained BERT [56] and ResNet [88]) and make slight adaption (like simply aggregating pre-trained word embeddings to get a sentence embedding) to fit their target tasks. These approaches are widely applied by the systems aiming at easing the use of deep learning techniques [5] or studies with the goal of enhancing efficiency [89, 107].

However, no matter how the embeddings are generated, the workflows of using them to process similarity queries are similar: inferring the embeddings of target raw data and computing their distances to determine the similarities between the raw data during the similarity operations. For instance, recommender systems may execute a KNN search for the items whose embeddings have the smallest cosine distances to your favorite products, and recommend them to you as the similar products you may like. This survey will concentrate on efficient execution techniques of the following process after the embedding inference, without detailed discussion on generating the embeddings.

3 INDEXING NEURAL EMBEDDING

Index is one of the most critical tools for fast data access which has been researched for decades. Traditional similarity/distance based indexes like KD-tree work well on low-dimensional data but perform weakly on high-dimensional data due to the curse of dimensionality. Since neural embeddings are normally high-dimensional vectors (like several hundreds of dimensions), they require high-dimensional similarity based indexing methods. And because most of the state-of-the-art embedding based methods [56, 93, 101, 117, 146, 148, 179] rely on cosine similarity or Euclidean distance to accurately measure the embedding similarities, we focus on these two similarity metrics and the corresponding indexing approaches, and skip the discussion on other metrics and indexes.

To make it clearer, we present a summary of all the investigated indexing methods by Table 2 at the end of this section. The meaning of each abbreviation is given in Table 1 which will be used in all the summary tables in the following sections.

3.1 Hashing based

Essentially, hashing based similarity index is built by hashing all the data objects in search space. For answering a query, it hashes the query, then looks up and verifies the candidates within the hash buckets where the hashed query is located. Hashing is widely used for efficient large-scale data retrieval since it maps high-dimensional data to low-dimensional spaces, which significantly reduces the computation. Furthermore, pair-wise comparison between most hash codes can be completed by light-weighted bit operations (e.g., computing Hamming distance of two hash codes by XOR), which further increases the processing speed.

There are two main categories of hashing based high-dimensional similarity indexing methods [203, 206]: locality-sensitive hashing (LSH) and learning to hash.
3.1.1 Locality-sensitive hashing
Locality-sensitive hashing (LSH) is a hashing framework for efficient similarity search on high-dimensional data. Its basic idea is using a batch of specialized hashing functions \( h_1(\cdot), ..., h_m(\cdot) \) to hash the data records such that each record will correspond to one hashing value sequence. Given two records, the more element-wise overlapped (i.e., hashing values generated by the same hashing function \( h_i(\cdot) \) are equal between the two sequences) there are between their hashing sequences, the more similar they are to each other. To increase precision or recall of the search, LSH amplification may be applied. There are two types of amplification, AND-amplification and OR-amplification. AND-amplification means only when all the corresponding hashing values are identical between two sequences (i.e., the two sequences are exactly the same), we think the two records are similar, while OR-amplification we think they are similar as long as at least one pair of corresponding hashing values are identical. The specialized hashing function \( h_i(\cdot) \) is so called LSH function while the sequence of them \( G(\cdot) = (h_1(\cdot), ..., h_m(\cdot)) \) is normally called compound LSH function. LSH function is specially designed to achieve both of randomization and locality-preserving. Its formal definition is:

**Definition 3.1** (LSH function). Given a metric space and its distance metric \( d \), a threshold \( t > 0 \), and any two data points \( \bar{u} \) and \( \bar{v} \) in the metric space, an LSH function \( h(\cdot) \) should satisfy the following two conditions:

1. If \( d(\bar{u}, \bar{v}) \leq t \), then \( h(\bar{u}) = h(\bar{v}) \) with a probability at least \( p_1 \);
2. If \( d(\bar{u}, \bar{v}) \geq ct \), then \( h(\bar{u}) = h(\bar{v}) \) with probability at most \( p_2 \) where \( c > 1 \) is an approximation factor, and the probabilities \( p_1 > p_2 \).

In short, such definition means an LSH function maps similar/close points into the same hash bucket with a higher probability than mapping dissimilar points into the same bucket. As a result, the points within the same bucket are likely to be similar to each other.

LSH functions are metric-dependent, i.e., different LSH function families work with different similarity metrics. Like \( p \)-stable distribution LSH [54] for \( l_p \) distance, random projection LSH [49] for cosine similarity, etc. More types of LSH functions for other distance metrics are well reviewed by [203] and we do not discuss about them here.

For Euclidean distance which is \( l_2 \) distance, the corresponding LSH is \( p \)-stable distribution LSH where \( p = 2 \). The \( p \)-stable LSH function is defined as

\[
h(u) = \left[ \frac{\bar{a} \cdot \bar{u} + b}{w} \right]
\]

where \( \bar{a} \) is a vector (with the same dimension as data point \( \bar{u} \)) whose entries are chosen independently from a \( p \)-stable distribution, \( w \) is a fixed window length set by users, \( b \) is a real number sampled uniformly from the range [0, \( w \)].

For cosine similarity, the random projection LSH function is shown below

\[
h_r(u) = \begin{cases} 1 & \text{if } \bar{r} \cdot \bar{u} \geq 0 \\ 0 & \text{if } \bar{r} \cdot \bar{u} < 0 \end{cases}
\]

where \( \bar{r} \) is a random vector (with the same dimension as the data point \( \bar{u} \)) of which each coordinate is drawn from an one-dimensional Gaussian distribution.

Based on the LSH functions, many index schemes are proposed. [119] proposes multi-probe LSH which is one of the first LSH indexes using the LSH amplification techniques. [237] focuses on the optimization on construction of the hash tables instead of the searching phase. Query adaptive LSH [98] does not use the pre-specific hashing functions set before construction, but selects proper LSH functions from a function pool online according to the given query. [103] optimizes the multi-probe LSH by utilizing some prior knowledge about the queries and the datasets. [35] designs a distributed LSH to fit on the emerging distributed systems. [134] presents SortingKeys-LSH (SK-LSH) which defines a specialized order on the hashing value of each data point such that the similar points will be placed together in the ordered sequence rather than in independent buckets, by which it can efficiently expand the search when the target buckets have no enough points to return. Super-Bit LSH [100] orthogonalizes the random vectors used by random projection LSH to solve the problem that the variance is too large in the estimation of random projection LSH, which leads to large search error. Super-Bit LSH achieves significantly higher search accuracy compared to the original random projection LSH when length of the hash keys is fixed.
3.1.2 Learning to hash.

Different from LSH whose hashing functions are data-independent (i.e., selection of the hashing functions is independent from data distribution), learning to hash is a family of data-dependent methods which learn the hashing functions best fitting the data distribution. A generalized form of hashing functions of learning to hash methods is

\[ h_i(x) = \text{sign}(f(w^T_i x + b_i)) \]  

(3)

where \( f(\cdot) \) is normally a pre-defined function, including linear projection, kernel function, neural network, etc. Given a pre-specific loss function, the goal is to learn the best parameters \( w_i \) and \( b_i \) to minimize the loss. There is a significant number of related works on learning to hash in the past decades [73, 74, 115, 132, 133, 154, 213], including unsupervised and supervised learning approaches. Though most of them were evaluated on low-level feature vectors like image descriptor instead of semantic neural embedding, they can be applied to similarity search of neural embeddings, since by nature they are both high-dimensional numeric vectors. But we do not include their details in this survey as those studies have been well reviewed by several surveys [8, 202, 203, 206]. The interest of this survey on learning to hash is the more recent family of learning to hash methods, deep learning to hash.

CNNH [217] explores to simultaneously learn both of neural embeddings and hash functions in one learning run. It splits the learning process into two stages. In the first stage it learns approximate hash codes for the training samples by decomposing their similarity matrix. Then in the second stage, a convolution neural network (CNN) is used to learn both of the image embeddings and the hashing functions. Input of the CNN is raw images, while training targets/labels are the approximate hash codes for those images learned in stage 1. In the CNN, image embeddings are generated and input to the final output layer in order to train the output layer to approximate the target hash codes bit by bit. Later the trained output layer will act as the hashing functions to predict the hash codes of testing data. [217] also proposes an advanced approach (CNNH+) which uses the class labels of the images together with the approximate hash codes to train the output layer.

NINH [118] also learns neural embeddings and hash functions simultaneously. It uses a similar deep neural network structure to CNNH [217] including a CNN and a following hashing coding module. Its major differences from CNNH is (1) its hash coding module is more complex than a simple fully-connected output layer, in order to reduce the redundancy among the hash bits, and (2) its input are triples including both of positive and negative training samples, and its training objective is to make generated hash code closer to that of the positive sample than to negative sample. Thus it does not need pre-computed target hash codes.

DPSH [123], DSH [128], DHN [240] and HashNet [46] use similar network structures to CNNH, i.e., a CNN with a hash code output layer. But they use pairwise labels instead of the approximate hash codes or the triple labels used by many existing works for training.

[62] proposes Deep Hashing (DH) and Supervised Deep Hashing (SDH) based on multi-layer neural network whose input is raw data and output is hash code. DH trains the network by minimizing a specialized loss to minimize the difference between final output hash code and the real-number embedding right before the quantization, as well as maximize the variance of the bits in the output hash code to make them balanced. Based on DH, SDH further utilizes the labeled positive and negative samples to include supervision during the training.

Due to the difficulty to get large-scale labeled data, some weakly-supervised and unsupervised approaches have been proposed. WDHT [69] is a weakly-supervised approach which applies user-generated tags of online images instead of explicit image labels to learning the hashing. It generates word2vec based embeddings of the tags and uses them to constrain the learning. SADH [176] is an unsupervised method that does not directly input the learned real-number embedding into the hashing layer, but uses it first to update the similarity graph matrix, then the matrix is used to improve the subsequent code optimization. It also proposes a discrete optimization algorithm with a general hashing loss.

In the works mentioned above, deep learning to hash techniques are mostly applied in image retrieval. In addition, they have been explored and exploited in many other domains, including knowledge graph similarity search [207, 208], cross-modal retrieval [44], recommender systems [178, 192], and so on.

3.2 Product quantization based

Vector quantization (VQ) [79] is a powerful tool to reduce the computation in high-dimensional nearest neighbor search. It works by encoding high-dimensional vectors into codewords using a many-to-one mapping, such that the cardinality of the representation space is reduced. Those codewords are named centroids. The set of all the centroids forms the codebook of such VQ. Then in similarity search, the distance between any two original vectors can be approximated by the distance between the corresponding codewords. Since the diversity of data values are reduced, the codewords are represented using much less bits/dimensions than the original vectors, which not only saves memory usage but also accelerates the computation of distances. Such advantages enable VQ to achieve state-of-the-art performance in similarity search.

But when VQ is applied on large-scale data, it still requires huge amount of memory occupation since the codebook size increases exponentially with length of each codeword (i.e., k-bit cordword leads to a codebook with up to \(2^k\) centroids). Many modern similarity retrieval systems, like image retrieval, handle millions to billions of feature vectors, making it impossible to apply VQ. Therefore product quantization (PQ) [70, 79, 99] was proposed to address this issue. PQ partitions each original vector into M sub-vectors of lower dimensions, then quantizes each sub-vector individually, by which PQ actually decomposes the original vector space into the Cartesian product of M subspaces [70]. And each subspace corresponds to a much smaller codebook than that required by VQ. Finally the quantization of the original space is represented by the set of those subspace codebooks, which reduces the memory space requirement of VQ by several orders of magnitude.

Based on to what extent the search space is explored, there are two categories of production quantization indexing approaches: exhaustive and non-exhaustive methods, where the former means inspecting every data vector in the search space (i.e., brute force search) while the latter refers to only checking a fraction of the entire search space. Due to the recently rapid emergence of deep
3.2.1 Non-exhaustive methods.

Non-exhaustive methods are normally facilitated by variant inverted index structures. As one of the earliest studies for applying product quantization to similarity search, [99] proposes an inverted file system with the asymmetric distance computation (IVFADC). [99] first introduces two types of distance computation, the Symmetric Distance Computation (SDC) and Asymmetric Distance Computations (ADC) in quantization based similarity search. Given a query vector and a candidate data vector, SDC approximates the distance between them as that between their codewords, while ADC uses the distance between the original query vector and codeword of the data vector to approximate it. [99] proves SDC and ADC have similar time complexity and SDC only has a minor advantage over ADC that SDC stores the query using less space, while ADC obtains a lower distance distortion (i.e., the approximation error) than SDC, which is the reason for choosing ADC in the IVFADC approach. The inverted file system (IVF) is an inverted index on the codewords and the original data, where the codewords act as keys of the inverted lists. In the case of non-exhaustive search, IVF enables fast access to a small fraction of candidate data records, which further enhances the computing efficiency by avoiding exhaustive comparisons between each data record and the query. Overall, IVFADC constructs an inverted index system with two quantizers, a coarse quantizer to compute the first stage codeword of each original vector, and a locally defined product quantizer to quantize the residues between the original vectors and their first stage codewords, which will be stored in the inverted list instead of directly storing the original vectors there. And the distance estimation during nearest neighbor search using such a system is also based on the quantized residues. This is because residues cost fewer bits to store than the original vectors, and encoding the residue is more precise than encoding the vector itself, resulting increased search accuracy.

Following the idea of “inverted index + quantization” from IVFADC, [119] proposes the inverted multi-index which replaces the coarse vector quantizer with a product quantizer such that it is able to produce much finer subdivisions of the search space without increasing the query time and the preprocessing time compared to the standard inverted index. Therefore the inverted multi-index achieves higher similarity search accuracy in similar time or higher speed under similar accuracy compared to inverted index. Specifically, unlike IVFADC which uses the codebook of the coarse vector quantizer as index keys, the inverted multi-index segments original vectors into equal-length sub-vectors and quantizes the subspaces using multiple quantizers respectively, then it uses the Cartesian product of the multiple codebooks as its index keys. During nearest neighbor search, compared to IVFADC which initially finds the top several nearest codewords (i.e., the index keys) to the query, the multi-index first looks up the top nearest codewords respectively in each codebook, then the Cartesian product of those found codewords refers to the index keys to inspect (in ascending order by the distance between the key and the query until enough data vectors have been inspected and returned).

Some works attempt to improve product quantization based indexing by combining multiple optimization techniques. LOPQ [105] introduces the non-parametric and parametric optimization techniques of [70, 71] into IVFADC and the inverted multi-index approaches, to optimize the product quantizers used by the two index systems. By this, LOPQ optimizes the space and time overhead required by ordinary production quantization, and it is easy to be fit in existing search frameworks for the best performance with little overhead. PQTable [145] does not optimize the quantization itself but replaces the inverted index structure (like those in IVFADC and inverted multi-index) with hashtables, and improves the search efficiency using a similar table division and merging method to the multi-index hashing [155].

3.2.2 Exhaustive methods.

Unlike non-exhaustive methods, exhaustive approaches mostly focus on optimizing the product quantization itself instead of designing a complex index system including several components, as they are required to execute in a brute force manner. The goal of optimizing product quantization is minimizing the quantization distortion (i.e., the error between the original vectors and the corresponding codewords).

[70, 71] formulate the optimization to be the process of finding the optimal codewords and space decomposition, i.e., how to learn the quantization centroids and how to segment the original vectors into sub-vectors such that the overall distortion is minimal. They propose two solutions, a non-parametric and a parametric approach. The non-parametric method is data-independent that works without knowledge about the data distribution. In this method, two sub-processes are iteratively and repeatedly executed until a maximal number of iterations is reached: (1) the decomposition is fixed and codewords are varied to minimize the objective, then (2) the codewords are fixed while decomposition is varied to further minimize it. The parametric solution is data-dependent in which the data distribution is assumed to be a parametric Gaussian distribution. Based on such assumption, a lower bound of the distortion is derived and reached when the decomposed subspaces are mutually independent and the variances of vectors in those subspaces are balanced. Then the Eigenvalue Allocation algorithm using PCA and eigenvalues is designed for the space decomposition to achieve that lower bound.

[90] figures out that the IVFADC [99] and optimized PQ [70, 71] approaches do not achieve a enough accuracy improvement in practice when sizes of the codebooks are increased, which is because they encode the original vectors/sub-vectors located in the same cell to the cell centroids, ignoring the distances between the original vectors and the corresponding centroids. In such a situation, the data vectors far from their cell centroids will face a relatively large distortion. If most of the vectors are located near the cell edges instead of the centers, the overall distortion will be significantly large. In summary, the quantization in IVFADC and the optimized PQ is too coarse. Therefore [90] presents an improved product quantization method, Distance-encoded Product Quantization (DPQ), encoding a data vector/sub-vector using both of its assigned centroid and distance to the centroid. Specifically, DPQ further partitions each cell into several regions around the cell centroid with different distances to it, then concatenates a few extra bits (which are the least significant bits) to each codeword for encoding the region ID. For example, if there are 4 finer regions in each cell, two extra bits
will be added to each quantization codeword. In another word, each codeword generated by DPQ is a concatenation of the cell centroid and the region bits. DPQ also designs two specific distance metrics, statistics and geometry based metrics, which are tailored for such an encoding schema for higher accuracy.

3.2.3 Deep product quantization.

[45] proposes Deep quantization network (DQN), a deep neural network model for learning the optimal product quantizer as well as the data embeddings. The model is similar to those of deep learning to hash approaches. Specifically, it includes a CNN for learning the embeddings and a following full-connected layer for quantizing the embeddings. The model is trained with two losses, a pairwise cosine loss used by the embedding learning, and a product quantization loss to optimize the quantizer layer.

Product quantization network (PQN) [232] is also a CNN based deep model but with a generalized product quantizer layer, so called the soft quantizer. It is a generalized version of the standard product quantization which better fits in a neural network since its derivative is easier to be derived than the standard PQ. In addition, PQN introduces a novel asymmetric triplet loss to train the model for better performance.

Unlike many of the existing works using a fully-connected layer as quantizer, Deep Product Quantization (DPQ) [110] designs a more complex quantizer module following the base CNN network. The quantizer includes several multi-layer perceptions (MLP) for learning on the embeddings from CNN and their sub-vectors, then generating the quantized vectors, so called soft and hard representations of the original embeddings, which will be used for Euclidean distance estimation during the later similarity search. DPQ also proposes a novel Joint Central Loss for training the quantizer module along with the softmax loss.

Deep Progressive Quantization [68] is an end-to-end quantization code learning model that can simultaneously learn and generate quantized codes of different lengths for each input data embedding. It trains and optimizes multiple quantizer blocks at the same time where each quantizer block is a layer of a CNN, corresponding to a output code of a different length. By this it avoids retraining the model when settings change and code with a different length is needed, which is unavoidable in standard product quantization and traditional deep product quantization.

[129] implements a plug-and-play module for deep product quantization that can be easily plugged onto any base deep learning model to quantize their learned embeddings. To solve the problem that quantization code is hardly derivable, it uses straight-through estimator and a modified MSE loss to optimize the hard quantization that assigns sub-vectors to exclusive codewords according to Euclidean distance, which has a lower distortion than the soft quantization (i.e., continuous relaxation).

Due to the difficulty on acquiring enough labeled training data, [97] presents a self-supervised deep product quantization model, Self-supervised Product Quantization (SPQ) network, which is label-free. Its main idea is namely Cross Quantized Contrastive learning, i.e., transforming each input image by rotating, resizing, etc. and considering the transformed results of the same input image as correlated while those from different input images are uncorrelated, based on which the learning is executed to maximize the cross-similarity between the neural embeddings and the quantized codewords of the correlated transformed images. Such a learning strategy enables the model to learn discriminative quantization without any training label.

3.3 Graph based

Graph based indexes are emerging in recent years with the rapid development of GPU which is very suitable for accelerating graph computing. Formally, a graph based similarity index is such a (either directed or undirected) graph \( G(V, E) \) whose vertices \( V \) is the set of all data points in the search space and the edge set \( E \) is determined by distances between the data points. Specifically, if two data points are close enough to be thought as neighbors by some distance metric, there will be an edge connecting their corresponding vertices in \( G \), otherwise that edge will not exist in \( E \). [209] provides a high-quality review on graph based indexes for similarity search. It classifies the indexes into four categories by the type of the base graph in the index: Delaunay Graph, Relative Neighborhood Graph, K-Nearest Neighbor Graph and Minimum Spanning Tree. We borrow those categories from their taxonomy, but do not exhaustively explore all the relevant works. Specifically, we classify the reviewed works in this section into two classes: graph construction which focuses on effectively building the base graphs and graph traversal which studies high-performance search on the existing graph index structures. And the publications in each of the two classes are organized by the categories borrowed from [209].

3.3.1 Graph construction.

K-Nearest Neighbor Graph

K-Nearest Neighbor Graph (KNN Graph) is one of the most commonly used graph for similarity search indexing. It is a direct graph whose vertices are the data points in search space. Given a similarity metric, two arbitrary data points \( p_u, p_v \) and their corresponding graph vertices \( u \) and \( v \), if \( p_u \) is among the k nearest neighbors of \( p_v \) under the similarity metric, there will be an edge from \( u \) to \( v \) in the KNN graph, otherwise the graph will not include such an edge.

[57] proposes NN-Descent, a simple but effective KNN graph construction algorithm. Its idea works under a intuitive principle: neighbor’s neighbor is possibly also neighbor. So NN-Descent starts with a randomly initialized graph where each vertex’s neighbors are randomly selected from the dataset. Then it repeatedly inspects neighbors’ neighbors of each vertex and updates the vertex’s neighbors if any neighbor’s neighbor is closer than the vertex’s current neighbors. The process terminates when the neighbor status stops changing. NN-Descent improves the KNN graph construction efficiency as it does not need to inspect the entire dataset. And it is easy to be implemented as distributed algorithm on MapReduce framework.

[204] constructs the KNN graph by recursive partitioning the search space, similar to the building of a KD-tree. The datasets are partitioned by hyperplanes recursively until each subspace is small enough. Then the data points within the same subspace is considered as neighbors and connected to each other. Such a random division process is repeated multiple times to reduce the cases that neighbors are partitioned into different subspaces. Finally the approach proposes a propagation strategy for spreading the
which achieves balance between precision and diversity. k-DNN vertex satisfy some theoretic similarity bounds. Finally an exact
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problem that it is likely to reach a local optimum rather than the closest vertices are returned as KNN of the query. Since GNNS is a

enough candidate neighbors, during which all the traversed vertices are recorded and sorted by distance to the query. Finally the top-k

of iterations is reached. This repeated process will be restarted

the current vertex by the neighbor that is closest to the query until randomly chosen vertex in the KNN graph, then repeatedly replaces

borhood Graph (MRNG) with high search efficiency on large-scale datasets. To further improve the efficiency, they also construct an approximate version of MRNG, namely Navigating Spreading-out Graph (NSG), by which they achieve the state-of-the-art similarity search performance with relatively small index sizes.

3.3.2 Graph traversal.

Search on K-Nearest Neighbor Graph

GNNS [84] is a greedy search algorithm on KNN graph for the approximate KNN of a given query. The algorithm starts from a randomly chosen vertex in the KNN graph, then repeatedly replaces the current vertex by the nearest vertex that is closest to the query until no neighbor is closer than current vertex or a maximal number of iterations is reached. This repeated process will be restarted from different random starting vertices for several times to traverse enough candidate neighbors, during which all the traversed vertices are recorded and sorted by distance to the query. Finally the top-k closest vertices are returned as KNN of the query. Since GNNS is a greedy search algorithm focusing on local neighborhood, it faces a problem that it is likely to reach a local optimum rather than the globally optimal. To solve it, [201] adapts the greedy neighborhood search of GNNS to the iterated local search strategy which utilizes the search history to make the following restarted search processes more effective and avoid being stuck in local optima.

EFANNA [65] studies on both of efficient KNN graph and search on the graph. To construct the KNN graph, it follows the main idea of [204] to recursively partition the search space, then merge the close data points with a better filtering strategy to filter out the far data points and only inspect the points which are most likely to be neighbors during the merging stage. To search nearest neighbors, it first does a fast and coarse search to get initial KNN candidates in the hierarchical structures generated by the recursive partitioning, and then uses a similar greedy search on the constructed KNN graph as of NN-Descent to refine the initial candidates.

Search on Delaunay Graph or Relative Neighborhood Graph

As an approximation of Delaunay graph, Navigable small world (NSW) graph is a type of undirected graphs with high clustering coefficient and low diameter. A NSW graph for nearest neighbor search is constructed by one-to-one mapping all the data points to the graph vertices, and two vertices are connected by an edge if the corresponding data points are neighbors. Within an ideal NSW graph, any two vertices are connected by some path whose length is proportional to logN where N is the total number of vertices in the graph. Such a property guarantees that given a query point, its nearest neighbors can be found in a small number of traversal starting from any entry point of the NSW graph, as by up to O(logN) “skips” we can reach any vertex in the graph.

[141] proposes one of the first NSW graph based similarity search algorithms. It builds a base NSW graph with two types of edges, short-range and long-range links, where the former is to approximate the Delaunay graph while the latter is to guarantee the NSW graph property mentioned above. The construction process is simple, i.e., inserting the data point one by one and for each newly inserted point, connecting it to its closest neighbors in the current graph and vice versa. During this process some of the early created short-range links will gradually become long-range links. To search nearest neighbors on such a graph,[141] uses a similar greedy algorithm to [57], i.e., repeatedly replacing current vertex with one of its neighbors which is the closest to the query, until no neighbors are closer than the current vertex, meaning that a local optima is reached. During this process the candidates of the k nearest neighbors are collected. Then such a process is repeated several times on the vertices that are never traversed in previous iterations to update the KNN candidates until no more change can be made on them, and they are returned as the final results. [142] improves [141] to the Hierarchical Navigable Small World (HNSW) graph based algorithm. HNSW graph is essentially a multi-layer NSW graph where the links are separated according to their length scale into different layers, such that upper layers include longer range links while lower layers include shorter range links. The search starts at the upper layer where the same greedy algorithm as of [141] is executed to reach the local optimal vertex on the current layer. Then the search goes down and starts at the next lower layer from the local optimal vertex of the previous layer. Since the lower layer includes more shorter range links, the search becomes finer. The algorithm repeats such a process until the lowest layer is searched where the finest search results are acquired. HNSW graph
provides the capability of a finer search than NSW and achieves higher recall. In addition, its hierarchical structure is easy to be implemented in distributed systems for scaling up.

FANNG [87] constructs a specialized approximation of Relative Neighborhood (RN) graph with an occlusion rule to avoid adding unnecessary edges into the graph, by which it reduces the redundant edges. Therefore the neighborhood traversal is reduced to the minimal during the greedy search, making the search more efficient. It also modifies the greedy search itself. Specifically, when no more update can be made on the KNN candidates, it backtracks to the previous closest vertex and traverse its unexplored neighbors as in depth-first-search, instead of just terminating the search.

Table 1: Abbreviations used in the summary tables

| Full name                        | Abbreviation |
|----------------------------------|--------------|
| Locality-sensitive hashing       | LSH          |
| Learning to hash                 | L2H          |
| Euclidean distance               | EUC          |
| Cosine similarity                | COS          |
| Any common similarity metric     | AnySim       |
| Product quantization             | PQ           |
| Deep product quantization        | DeepPQ       |
| Non-exhaustive                   | NE           |
| Exhaustive                       | EX           |
| Graph construction               | GC           |
| Graph traversal                  | GT           |

3.4 Partition / tree based

Tree based (or space-partitioning based) indexes are one of the most commonly used indexes for similarity search, e.g., KD-tree. For low-dimensional data, they are able to achieve logarithmic time complexity. But due to the curse of dimensionality, their performance is diminished to be no better than brute force search on high-dimensional space. However, many studies have been conducted to propose variants of the classic tree based indexes to fit high-dimensional data.

A classic KD-tree partitions the space recursively into two subspaces at each step. The partitioning pivot is the median of the max variance along one of the coordinate axes. [131] suggests to select the median along with a random direction rather than a coordinate axis in each split, in another word, using a randomly rotated orthogonal basis for the space to build a KD-tree. It also suggests to use random projection to reduce the data dimension by projecting the dataset to a lower-dimensional space, which is based on the statements of [127]: a dataset of n points can be embedded in a subspace of dimension O(\log n) with little distortion on the pairwise distances. Following the suggestion of [131] that introduces randomness into the space partitioning of KD-tree, [52] proposes random project tree which introduces another more randomness. In addition to the random direction for the splitting pivot, the random project tree no longer splits on the median but randomly selects a cutting point in an interval around the median. [53, 168, 198] make some further refinement on the random projection tree with the same core idea (i.e., random rotated basis and random cutting point selection on an interval). [52, 198] also provide analysis on the reason why these randomness can make kd-tree fit high-dimensional data: though the data lies in high-dimensional space, its intrinsic dimension is often very low, and the introduced randomness adapts KD-tree to the low intrinsic dimension rather than the high ambient dimension. In short words, random projection tree captures a small number of the most significant dimensions which are deterministic, so it works well no matter how many “redundant” dimensions exist since they have only minor effects on its partitioning and searching.

[167] provides further theoretic analysis on the similarity search performance of commonly used binary space-partitioning trees (BSP-trees), e.g., KD-tree and random projection tree. They conclude that the search performance is proportional to the performance when that tree is used in vector quantization, and margins of the partitions are another important factor affecting the search performance. In summary, they claim and prove that best BSP-tree for search should satisfy two properties: low quantization error and large partition margins.

[152, 153] evaluate many nearest neighbor search algorithm on high-dimensional data and find the two best of them, the priority search k-means tree and the multiple randomized KD-trees, where the former is a novel similarity search index structure proposed by them and the latter is implemented according to the randomized KD-tree [181]. Basically, randomized KD-tree is a variant of KD-tree which selects the partitioning direction randomly among the first several dimensions with the largest variances instead of always cutting on exactly the dimension with the maximal variance. To achieve better search accuracy, the index normally includes multiple randomized KD-trees (which is also called randomized KD-tree forest). The search on the forest is executed parallelly in each tree, and a priority queue is used to maintain the results from all the trees ascendingly ordered by their distances to the corresponding decision boundaries. This guarantees the closest leaves from all the trees will be explored first. Another chosen index in [152, 153], the priority search k-means tree, is built also by partitioning the space recursively. The major difference between it and KD-tree is that it splits data points of each subspace into k finer subspaces by k-means clustering based on the distance computed using all dimensions instead of cutting on only one dimension. When searching in a k-means tree, at each level, the closest cluster center to the query will be chosen and the search moves down to the corresponding subspace. All the research achievements of [152, 153] are integrated and released in a library, namely fast library for approximate nearest neighbors (FLANN), with the capability of automatically selecting and configuring the optimal nearest neighbor algorithm for the given datasets.

Multiple random projection trees (MRPT) [95] and random projection forests (rpForests) [223] are two similar variants of random projection tree [52]. To overcome the shortcoming of random projection tree that it requires heavy computation and large memory occupation for the construction and search, MRPT makes several adaptions: (1) it uses sparse vector instead of dense vector to determine the splitting direction in each subspace, (2) it uses the same direction vector for all subspaces at the same level (while random projection tree selects a different random vector for each new subspace), and (3) it rollbacks to splitting on the median instead of randomly cutting in the interval around the median. MRPT builds
Table 2: Summary of high-dimensional indexes for similarity search

| Category     | Similarity metric | Method                                                                 |
|--------------|-------------------|----------------------------------------------------------------------|
| Hashing(LSH) | COS               | Random projection LSH [49], Super-Bit LSH [100]                      |
| Hashing(LSH) | EUC               | Multi-Probe LSH [139], Posteriori Multi-Probe LSH [103], Data-Oriented LSH [237], Query-adaptive LSH [98], Distributed Layered LSH [35], SortingKeys-LSH (SK-LSH) [134] |
| Hashing(L2H) | EUC               | CNNH/CNNH+ [217], NINH [118], DPSH [123], DSH [128], DHN [240], HashNet [46], DH/SDH [62], WDHT [69], SADH [176] |
| PQ(NE)       | EUC               | IVFADC [99], Inverted multi-index [119], LOPQ [105], PQTable [145] |
| PQ(EX)       | EUC               | [70, 71], DPQ [90]                                                  |
| DeepPQ       | EUC               | DQN [45], PQN [232], DPQ [110], Deep Progressive Quantization [68], [129], SPQ [97] |
| Graph(GC)    | AnySim            | NN-Descent graph [220], [96]                                        |
| Graph(GC)    | COS               | L2Knnng [26], pL2Knnng [27]                                         |
| Graph(GT)    | AnySim            | GNNS [84], Query-driven iterated search [201], EFANNA [65], NSW [141], HNSW [142], FANNG [87] |
| Tree         | EUC               | [131], Randomized KD-tree [181], Random project tree [52], Randomly-oriented KD-tree [198], Randomized partition tree [53], [168], [167], FLANN [152, 153], MRPT [95], [106] |
| Tree         | AnySim            | rpForests [223], Comparison tree [83]                               |

several such modified random projection trees and uses their votes on each candidate data point to filter out the points less likely to be a nearest neighbor, by which the final accuracy and efficiency are further improved. Similarly, rpForests also improves random projection tree by using ensemble of multiple random projection trees to form forests. And it optimizes the forests by detecting the best random direction vector for each split. Specifically, before each split, it randomly generates a partitioning vector and computes the variance of data points projected on the vector’s direction, then repeats such generating-and-computing step several times and selects the vector along which the variance is maximal. This strategy improves the tree construction efficiency and also makes it more balanced, which leads to a higher search quality and speed. Unlike MRPT and rpForests, instead of using multiple trees, [106] studies optimizing the search on single random projection tree. It proposes the method that stores auxiliary information in internal nodes of random projection tree and utilizes the information during search to achieve higher quality and efficiency. It also proposes two priority functions to retrieve data points efficiently under a given computational budget in single tree. 

[83] proposes the comparison tree, which is a generalized comparison based tree index on metric space where the distance metric is unknown and only the triplet comparisons are accessible to the users. triplet comparisons means given a triple of three points \((x, y, z)\), the users know whether \(d(x, y) < d(x, z)\) is true or not, where \(d(x, y)\) stands for the distance between points \(x\) and \(y\) under the unknown distance metric. Such a setting is common in the crowd sourcing literature. The comparison tree is also constructed by splitting space into two subspace recursively like KD-tree, but due to the constraint above, it selects two random pivots in each subspace, and each point in the subspace will be assigned to its closer pivot between the two. By such a strategy the points will be grouped into two finer subspaces without knowing the distance metric. Then the search is straightforward: in each subspace, checking which pivot the query is closer to and searching into the corresponding finer subspace recursively.
4 SIMILARITY OPERATORS

4.1 Similarity search

Similarity search normally includes two categories, k-nearest neighbor search and range search (also called radius search or ε-similarity search). k-nearest neighbor (KNN) search is defined as such: given a query point and some distance metric, searching the top-k closest data points to the query in the whole dataset/search space. And the range search is defined as the search of all data points whose distance to the query is smaller than a given threshold under some distance metric. Formally, we formulate these two types of search below:

Definition 4.1 (k-nearest neighbor search). Given a dataset \( P = \{ p_i | i = 1, 2, ..., n \} \), a distance metric \( d(\cdot, \cdot) \) and a query point \( q \), k-nearest neighbor search tries to find a set of \( k \) data points \( P^* = \{ p_i^* | i = 1, 2, ..., k \} \) such that for any \( p_i \in P - P^* \) and \( p_j^* \in P^* \), \( d(q, p_i^*) \leq d(q, p_j^*) \).

Definition 4.2 (range search). Given a dataset \( P = \{ p_i | i = 1, 2, ..., n \} \), a distance metric \( d(\cdot, \cdot) \), a query point \( q \) and a radius/threshold \( \epsilon \), range search tries to find a set of data points \( P^* \) such that for any \( p_i^* \in P^* \), \( d(q, p_i^*) \leq \epsilon \).

For neural embeddings, range search normally makes no sense since it is hard to determine the distance threshold without a thorough inspection of the target datasets. For example, if using Euclidean distance as the similarity metric, it may varies from 0 to infinity, while if using cosine similarity, even though its range is only from -1 to 1, it is still hard to tell which number can be an accurate boundary between “similar” and “unsimilar”. In addition, tree-based indexes and methods are the mainstream in solving range search problem [41, 42, 108, 214], which are less actively studied in recent years. Though there are some new research works using hashing-based methods on range search [22, 67, 197], the progress is not as significant as the advances on the research of KNN search problem. Again, on high dimensional data like neural embeddings, searching based on similarity threshold is not practical in real-world applications, due to the difficulty on selecting a proper threshold. Therefore, we will not discuss more on range search over embeddings, but focus on the KNN search.

The definition of KNN search mentioned above is about the exact KNN search, which returns exactly the top-k closest neighbors to the query. However, in real-world applications, especially in the scenarios of big data, an accurate exact KNN search usually requires unaffordable computing time. To balance the computing time and accuracy, approximate k-nearest neighbor (ANN) search is more and more studied today. ANN search returns \( k \) points that are not necessarily the 100% accurate top-k closest points and thus the search accuracy of ANN algorithms is normally measured by some ratio between the returned results and the true answers, e.g., the number of correct results over \( k \) or the average distance of the true answers to the query over that of the returned points to the query, and so on.

In most cases, KNN and ANN search are done by simply using some specialized index to retrieve the results efficiently and effectively. And actually we have already explored them in Section 3. So please refer to Section 3 for the existing KNN and ANN methods. In this section, we present a summary of the mainstream real-world KNN/ANN software libraries that are facilitated by those indexing methods in Table 3.

4.2 Similarity join

Similar to the similarity search, similarity join also includes two major categories, KNN join and distance join (a.k.a, similarity range join). KNN join is an asymmetric join where each data point in the left dataset joins with its k nearest neighbors in the right dataset. In contrast, distance join is a symmetric join that returns all pairs of the data points between the left and right datasets where the two points in a pair have a smaller distance than the given threshold. Formally, we define them as such:

Definition 4.3 (KNN join). Given two datasets \( R \) and \( S \), an integer \( k \), the KNN join between \( R \) and \( S \) is denoted by \( R \bowtie_{KNN} S \), abbreviated as \( R \bowtie S \), which combines each data point \( r \in R \) with its \( k \) nearest neighbors from \( S \). Formally

\[
R \bowtie_{KNN} S = \{(r, s) | \forall s \in KNN(r, S, k)\}
\]

where \( KNN(r, S, k) \) stands for the \( k \) nearest neighbors from dataset \( S \) to point \( r \).

Definition 4.4 (Distance join). Given two datasets \( R \) and \( S \), a distance threshold \( t \), and a distance metric \( d(\cdot, \cdot) \), the distance join between \( R \) and \( S \) is denoted by \( R \bowtie d \), which combines each point \( r \in R \) with each point \( s \in S \) that is close/similar enough to \( r \) (i.e., with distance smaller than or equal to \( t \)). Formally

\[
R \bowtie d = \{(r, s) | \forall r \in R, \forall s \in S \text{ where } d(r, s) \leq t\}
\]

4.2.1 KNN join.

There are tons of studies on KNN join for low-dimensional data, especially spatial data, since looking for the 2D or 3D closest locations to some given places is one of the most common scenarios in spatial applications, e.g., recommending a couple of closest restaurants to the users’ current locations on map. But on high-dimensional data those approaches normally degrade due to the curse of dimensionality. So more and more high-dimensional KNN join methods are proposed. We organize them according to whether their target datasets are dynamic or static and present two categories here: static KNN join and dynamic KNN join. Some algorithms or systems are claimed to be for KNN search, but their inputs are a batch of multiple query points instead of single query, which are actually also KNN join if we see the multiple query points as the left dataset. So we also include such approaches in this section.

Static KNN join

High-dimensional KNN join on static datasets (i.e., the datasets do not change with time) is well studied in the past decades. Gorder KNN-join [216] is an efficient and IO optimized KNN join method. It optimizes the disk IO efficiency during KNN join by sorting the two datasets based on the Grid Order and then executing a block nested loop join on top of the ordered data. Specifically, the ordering, namely G-ordering, includes two steps, firstly principal component analysis (PCA) is applied on the high-dimensional data, then the dimension-reduced space is partitioned to be a grid of multiple hyper-rectangle cells and the data vectors are sorted according to their located cells, such that the vectors in the same cell are grouped together in the sorted datasets. After the G-ordering, a block nested loop join is executed where each block contains data from multiple
After the data transformation, the kNN join is transformed to a high-dimensional KNN join (including KNN search methods whose input is a batch of queries, as we mention above). [241] proposes a distributed LSH-Based Inverted Index, namely LBI, where each key is a distinct hash value of data vectors and value is a list of the data vector IDs corresponding to that hash value. Comparing to RankReduce, which stores the data vectors in memory, LBI only maintains their IDs and the vectors are only loaded into memory whenever necessary. By this it reduces the space overhead significantly. [239] parallelizes LSH index based on the dataflow programming paradigm. Specifically, it decomposes the LSH building and KNN search processes into multiple computing stages organized in several conceptual pipelines, which makes indexing and searching using LSH parallel in distributed or multicore processor systems. It successfully applied such a technique to Content-Based Multimedia Retrieval (CBMR).

There are also studies of KNN join on top of other types of indexes, e.g., distributed KNN join based on tree index [21], distributed KNN join on parallel product quantization [29], localized KNN join based on the multi-index with product quantization for word embeddings stored in relational databases [81], distributed pivot-based KNN join which partitions search space into Voronoi cells[48], etc. Since the traditional localized KNN join has been pretty well studied, the mainstream KNN join research has turned to the distributed/parallel scenarios.

### Dynamic KNN Join

In addition to the distributed static KNN join, another most active research direction in KNN join problem is that on dynamic data, i.e., the datasets with frequent updating (e.g., inserting/replacing/deleting data), such as stream data.

KNNJoin+[229] is a KNN join method supporting efficient incremental update. Basically it maintains a KNN join result table and iDistance index for the initial datasets, and updates them as soon as the left or right dataset is updated, by which it does not need to re-compute the KNN join on the whole datasets but only

| Library name | Index category | Index method |
|--------------|----------------|--------------|
| NearPy [11]  | Graph          | KNN graph    |
| FALCONN [4]  | Graph          | KNN graph    |
| PUFFINN [14] | Graph          | KNN graph    |
| FAISS [3]    | Graph          | KNN graph    |
| Scann [17]   | Graph          | KNN graph    |
| KGraph [7]   | Graph          | KNN graph    |
| PyNNDescent [15]| Graph       | NN-Descent   |
| NSG [10]     | Graph          | Hashing      |
| EFANNA [2]   | Graph          | Hashing      |
| NMSLIB [13], Hnswlib [6]| Graph | Hierarchical Navigable Small World graph [142] |
| FLANN [8]    | Tree           | k-means trees + randomized KD-trees [152, 153] |
| MRPT [9], Annoy [1]| Tree    | multiple random projection trees [95] |
| rforest [16]| Tree           | random projection forests [223] |
| NGT [12]     | Graph + Tree   | [96]         |
| SPTAG [18]   | Graph + Tree   | KNN graph [204, 205] + Balanced k-means trees |
incrementally updates the KNN join table and the index for each change in the datasets.

[224] proposes KNN join methods supporting real-time recommendation in the scenario where content is updated frequently. They propose two R-tree based indexes for high-dimensional feature vectors of the users and content, HDR-tree and HDR*-tree, by which they can fast retrieve the users who are affected by the content update, and then re-compute the KNN join results between the affected users and the updated content (which is only a small fraction of the whole user and content datasets). The two methods also utilize PCA and random projection respectively for dimension reduction to reduce the distance computation cost. Later, based on the two methods, [92] proposes another improved version method by using a LSH index to replace the HDR-tree and HDR*-tree. Due to the simple structure of LSH index, such a method further improves the retrieval speed of the affected users and also possesses much less index construction and maintenance cost than the two tree-based indexes.

Other KNN join studies on stream data includes those on sets [25], on spatial data [175], etc. Since we focus on neural embedding data, we will not discuss their details in this section.

4.2.2 Distance join.

Distance join is very commonly used in many domains, including data mining, data integration and cleaning (like near duplicate detection), and so on. But many applications of distance join in those domains are for string, set, or other types of data instead of high-dimensional embeddings. For example, text token based near duplicate detection for Web pages [218], string similarity joins with edit distance [120], or [235] whose “embedding” is used with edit distance and is actually not a neural embedding generated by deep models as we refer to. etc. And similar to the range search, distance join on neural embeddings normally makes no sense due to the vague distance boundary between “similar” and “unsimilar”. Therefore we will not investigate more about distance join in this survey.

4.3 Similarity group-by

Group-by is an important operator in RDBMS that needs specialized designs. But in terms of high-dimensional embeddings, the similarity based group-by operator for them is actually equivalent to the clustering operation. Clustering approaches for high-dimensional data has been well reviewed by many surveys [30, 33, 112, 157, 158, 222, 242]. So we will skip the discussion on them in this section.

5 NEW HARDWARE FOR SIMILARITY QUERY PROCESSING

Modern hardware, especially the heterogeneous hardware acceleration techniques have been widely applied on high-dimensional similarity query processing. In addition to optimizing similarity query processing for CPU, many publications also attempt to utilize other kinds of processors to accelerate the processing of similarity queries. The representatives of them are GPU and FPGA.

5.1 GPU accelerated similarity query processing

GPU is designed for high-performance parallel computing, especially on matrix manipulation. So they are suitable to help construct and speed up parallel algorithms. Unlike CPU, GPU requires that the parallelization degree is high enough (i.e., there should be a large number of parallel subtasks), each parallel subtask should reduce the branches to the best effort, and the shared memory size should be properly assigned to achieve efficient memory access, etc. Such new requirements lead to new designs of algorithms and indexes that are different from the CPU-based versions.

[156] builds a GPU based parallel LSH index for fast KNN search on high-dimensional data. The index includes two levels. The first level is a random projection tree that roughly partition the search space, while the second level includes multiple LSH built on each of the subspaces. Different from the traditional LSH, here each second level LSH index is a hierarchical structure built based on a Morton curve, which can help balance the workload among GPU threads. Specifically, the hierarchical LSH can choose different search strategies depending on the data density of each subspace.

[137] designs a kernel based LSH index and uses it in fast KNN search for high-dimensional satellite image retrieval, with a mixed CPU+GPU settings. It first preprocesses the dataset and generates the kernel matrix for training on CPU to build the index, then the components of index are stored in different parts of the GPU cache/memory separately (for the best access speed), which are used later to parallelly search the KNN of multiple query points on GPU.

FLASH (Fast LSH Algorithm for Similarity search accelerated with HPC) [211] is an improved LSH which well fits GPU computing on ultra-high dimensional data (millions of dimensions) where the traditional indexes like general LSH and product quantization cannot be used. It solves several shortcomings of LSH via multiple state-of-the-art techniques, e.g., by using Densied One Permutation Hashes (DOPH), FLASH can compute hundreds of minwise hashes in one pass rapidly and once the data is indexed completely, only the index needs to be maintained while the raw data is no longer needed (in contrast, LSH must keep both of the hash tables and the raw data for the distance computations), such that the space overhead is significantly reduced; by using fixed sized Reservoir sampling, the data skewes among LSH hash buckets are fixed and the resulting sample arrays of fixed length are easier to be accessed and maintained by GPU, also making the load better balanced among GPU threads; etc.

[215] focuses on GPU accelerated product quantization for similarity search. It designs the product quantization tree (PQT) in which each part of product quantization is not a flat codebook but a hierarchical tree structure. Since tree structure has better access efficiency (i.e., requiring fewer times of distance computation and comparison) than linear scan, the PQT speed up the overall query processing than traditional product quantization. And either the construction or the utilization of such an index structure is easy to be highly parallelized on GPU.

FAISS [102] is one of the most popular and state-of-the-art product quantization based similarity search libraries today. It has been
widely and successfully applied in industry. By utilizing the registers, [102] proposes an extreme fast $k$-selection algorithm on GPU. Then they design a near-optimal computation layout for parallelizing product quantization indexing algorithms on GPU and demonstrate it by improving the original IVFADC [99] to a parallel version on GPU.

[50] presents a hierarchical inverted indexing structure based on Vector and Bilayer Line Quantization (VBLQ). The index includes three levels of different types of quantizers, by which they solve the problem that a single subspace resulted from quantization may include too many points. In addition, by FAISS, the increasing number of subspaces will increase search accuracy but at the same time require a longer search time as the subspaces becomes finer and denser. The hierarchical index of [50] successfully solve this problem. The index is only little memory overhead when increasing the number of subspaces significantly to achieve higher search accuracy.

There are also many approaches based on other types of indexes for high-dimensional similarity queries on GPU, including space-filling curves based index [196], permutation based index [114], inverted index [238], grid based index [77], and so on.

5.2 FPGA accelerated similarity query processing

FPGA is another powerful hardware for high-performance parallel computing. Instead of being installed as a computing unit on computers, FPGA is normally applied in embedded systems and devices. So unlike GPU, it has fewer chances to interact with those commonly used large-scale databases. Therefore the applications and publications of FPGA in traditional similarity query processing are not as many as GPU. But we still explore some related works in this survey since FPGA is being applied in wider and wider range for high-performance computing, including but not limited to IOT (Internet-of-Thing), stock market, smart home, and so on. It may be also widely integrated into personal computers and servers in the future.

[104] uses FPGA with flash memory to speed up large scale high-dimensional KNN search. The flash memory is to hold the large scale datasets that cannot fit in DRAM, while FPGA is used as auxiliary accelerator for parallel distance comparison during the search.

[51] speeds up FAISS by implementing the inverted file index (IVF) part of FAISS on FPGA, since the index creation takes a significant long time, which is therefore worthy to be further accelerated. Finally the integration of FAISS onto FPGA achieves much higher performance than on GPU under the same power limit.

[236] further improves FAISS by implementing and optimizing product quantization based KNN search on FPGA. Specifically, it designs a compression method to reduce the codebook sizes in FAISS, which could be significant large but FAISS never attempts to reduce. By such a compression, it successfully fits the codebooks into the extreme fast but also very small on-chip memory of FPGA. Similar to FAISS, it also proposes an optimized $k$-selection algorithm for FPGA (while the one proposed by FAISS is for GPU) to accelerate KNN search.

[172] focuses on accelerating the multi-index hashing in KNN search. Because multi-index hashing needs to lookup many times among several hash tables for distance computation and sort the initially retrieved candidates of nearest neighbors, it is considered as the most data-intensive part of the whole KNN search algorithm. Therefore, to apply such a KNN search algorithm in embedded devices like IOT, the multi-index hashing has to be accelerated by specialized hardware such as FPGA. [172] carefully designs the distance computation and sorting unit in logical circuit level and implements it in FPGA.

More studies are conducted to improve the usability of FPGA-accelerated KNN search. [149] presents a fully open-source FPGA accelerator for vector similarity searching, in order to make such a hardware acceleration technique available to more users instead of letting it stay in research institutes. [135] implements a configurable FPGA-based KNN accelerator aiming at solving the problem that many of the existing FPGA-accelerated KNN methods only support fixed parameters such as fixed feature dimensions and similarity metrics.

6 APPLICATIONS OF SIMILARITY QUERIES

To better demonstrate the effect of neural embedding in similarity query processing, we select two typical application scenarios of similarity queries, entity solution and information retrieval, then compare the related works with and without applying neural embeddings in those scenarios.

6.1 Entity resolution

In data science, multiple data records may refer to the same real-world entity. The task of recognizing/matching them for deduplication on the raw datasets is called entity resolution (ER) (a.k.a., entity matching (EM), near-duplicate detection, etc.). Obviously, ER applications have to often answer similarity queries, including KNN search, KNN join and so on, to find similar records to the queried records.

Traditional ER approaches normally match the records by some or all of their attributes [24, 111, 219] with some token based similarity metric such as cosine similarity for token sequences or edit distance for strings. Such kind of matching algorithms have a major shortcoming that they are weak to extract the semantic information from the data records. This sometimes significantly affects their matching quality since an entity can be represented using different words in various ways. And their core matching modules often need to be highly task-specific, like [24] utilizes different similarity functions for different attributes in its target data tables, making the methods hard to be generalized.

Because of the advantage of embeddings on semantic encoding, more recent ER studies are conducted with neural embeddings. [151] uses word embeddings to generate attribute embeddings and summarizes the attribute embeddings to form the record embeddings, which are used as representations of the data records for similarity comparison. [59] also starts with word embeddings to get attribute embeddings but it directly computes attribute-wise similarities between two records which results in a similarity vector rather than a scalar similarity value for each two records. Then the similarity vectors are input to a binary classifier to determine
whether the corresponding two records are matched or not. [124] develops the method from [59] by using the state-of-the-art pre-trained embedding, BERT, to generate the record embeddings. It also proposes several optimization approaches on the embedding generation like utilizing domain knowledge to find-tune the pre-trained BERT model. [47] directly learns the embeddings on the data records without using pre-trained deep models, and then uses nearest neighbor search to find the most similar record to each given record, and vice versa. If the two records are most similar to each other, then they are likely to refer to the same entity.

Those embedding based ER approaches show state-of-the-art performance. And utilization of embeddings also makes the methods more generalized, as the embedding is unstructured and schemaless, meaning that it can be used more flexibly than the original record attributes.

6.2 Information retrieval

Information retrieval (IR) includes a very wide range of applications, e.g., image retrieval, text retrieval, video retrieval, etc. Among them there are two special kinds, multimodal information retrieval (MMIR) and cross-modal information retrieval (CMIR). MMIR refers to the process of retrieving information using multiple retrieval models like searching for online posts with a query consisting of both image and text. CMIR refers to the retrieval of information in one modality using query in another modality, like searching images using text query.

For MMIR and CMIR, one major category of the mainstream methods is to map different modalities into an isomorphic latent space and then do similarity search or join in that space. Such methods have been successfully applied before the emergence of embeddings by maximizing inter-modal correlations [19, 43, 116]. Since deep neural models have shown a significantly better capability of capturing the hidden semantic information from data, they gradually replace the traditional linear algebra and statistics based space transformation methods. Most of the recent works on MMIR and CMIR are learning joint embeddings over data from different modalities directly via deep neural networks and transformers [150, 170, 199]. By using deep models and embeddings, they achieve much better retrieval quality than the traditional methods.

7 CONCLUSION

In this survey, we first review the workflow of neural embedding based similarity query processing which includes index, query parser, query plan generator, query optimizer and plan executor. Then we investigate the techniques of the most critical components in the processing workflow, index (including hashing, product quantization, graph and tree based indexing algorithms) and similarity operators (including majorly similarity search, join and group-by), from both software and hardware levels. Finally we select some application domains of similarity queries, and present the differences between the solutions in those domains with and without embeddings, in order to better show the strength of neural embeddings in facilitating similarity query processing.
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