ABSTRACT

Speaker diarisation systems nowadays use embeddings generated from speech segments in a bottleneck layer, which are needed to be discriminative for unseen speakers. It is well-known that large-margin training can improve the generalisation ability to unseen data, and its use in such open-set problems has been widespread. Therefore, this paper introduces a general approach to the large-margin softmax loss without any approximations to improve the quality of speaker embeddings for diarisation. Furthermore, a novel and simple way to stabilise training, when large-margin softmax is used, is proposed. Finally, to combat the effect of overlapping speech, different training margins are used to reduce the negative effect overlapping speech has on creating discriminative embeddings. Experiments on the AMI meeting corpus show that the use of large-margin softmax significantly improves the speaker error rate (SER). By using all hyper parameters of the loss in a unified way, further improvements were achieved which reached a relative SER reduction of 24.6% over the baseline. However, by training overlapping and single speaker speech samples with different margins, the best result was achieved, giving overall a 29.5% SER reduction relative to the baseline.

Index Terms—Speaker diarisation, speaker embeddings, large-margin softmax, overlapping speech

1. INTRODUCTION

The goal of speaker diarisation is to answer the question of “who spoke when” given a multi-speaker audio input. Generally, a speaker diarisation system partitions an audio stream into single speaker segments and identifies segments belonging to the same speakers. This is achieved through multiple stages using several models. The first stage identifies segments consisting of a single speaker, with the use of voice activity and speaker change point detection. The second stage extracts features from these segments, to represent the speakers, from now on referred to as speaker embeddings. In the third and final stage, the embeddings are clustered. [1][2]

Over the past years with the introduction of deep learning, diarisation systems have greatly improved in performance [3][5]. Going from the use of i-vectors to d-vectors, for representing a segment of speech for a single speaker, has been a contributing factor to progress [6][7]. The second factor has been the use of more sophisticated clustering processes, which are more appropriate for diarisation [8][9]. However, more work needs to be done to improve these systems. They need to, for example, be robust to noisy backgrounds, moving speakers and overlapping speech [10]. Additionally, since speaker diarisation systems are used for open-set problems, in environments with unseen speakers, the embeddings need to be discriminative enough for a clustering or supervised process to be able to differentiate between unseen speakers [11][12].

To achieve discriminative features that are good enough to generalise to unseen speakers, the compactness of a class, and distance to other classes should be maximised during training. This was first tackled by the triplet loss in [13][14], which explicitly maximised inter-class separability and intra-class compactness. It took three embeddings, and minimised the distance between the anchor and the positive embedding (belonging to the same class) and at the same time maximised the distance between the anchor and the negative embedding (which belong to different speakers). However, the triplet loss is sensitive to the data mining strategy and requires considerable efforts [15]. Instead work has been done on improving the cross-entropy objective by using different ways of encouraging samples to their class centres (center-loss), or maximising distances between the class centres (minimum-hyperspherical energy) [16][17]. Finally a large-margin softmax loss (L-Softmax) has been introduced, which can be seen as a generalisation of the cross-entropy loss [18][21]. Just as cross-entropy is computed by applying a softmax activation function to the activations of the last layer, the large-margin softmax loss first increases the angle between the embedding and the target class, therefore, reducing the target activation. Thereafter, it applies the softmax function. This can be viewed as the target class being separated from remaining classes allowing for a margin to be created. It can also be seen as the loss enforcing a stricter decision criteria compared to the cross-entropy loss, therefore, requiring the embedding to be closer to the target class centre, resulting in more compact classes.

In this paper, a general version of the large-margin softmax loss is proposed and combined with spectral clustering, since it can make use of the angular nature of the embeddings [8]. The proposed general large-margin softmax loss (GLM-Softmax) builds on L-Softmax by adding flexibility and is needed to allow for a more discriminative model. This is because the loss, compared to cross-entropy, encourages more inter-class separability and intra-class compactness, at the cost of introducing hyper parameters [11][18]. In addition, GLM-Softmax will allow three different types of hyper parameters to be used in a unified way, simultaneously, to make use of the properties of each one. This paper will also combat the negative effects of overlapping speech by making the GLM-Softmax enforce a less strict decision criteria for these samples, instead using the same decision criteria as a cross-entropy loss with normalised weights and zero bias values (referred to as modified softmax loss). This will, in practice, reduce the effect of overlapping speech on the inter-class separability and intra-class compactness thus, leading to embeddings of higher quality. It has also been noted that large-margin softmax can be unstable and, therefore, a simpler way of achieving stability compared to the method used in [11][18][19] is introduced.

The remainder of this paper is structured as follows: Section 2 covers the original large-margin softmax. Section 3 describes the proposed general large-margin softmax. The experimental setup, results and conclusion can be found in Secs. 4, 5 and 6 respectively.
2. PRELIMINARIES

The large-margin softmax approach arose from the demand to create discriminative features when generalising to open-set problems. It can either be motivated from how the loss modifies the target activation of the feature layer or how the decision boundaries (or criteria) of large-margin softmax and cross-entropy differ. The following subsections present both the original definition and a treatment of the decision boundary in order to explain the properties of the loss.

2.1. Definition

The L-Softmax [18] loss was originally defined as:

$$\mathcal{L} = -\ln \left( \frac{e^{\|x\|\|w_c\|\cos(\theta_t)}}{\sum_{c \neq t} e^{\|x\|\|w_c\|\cos(\theta_c)}} \right)$$

where \(x\) is the speaker embedding, \(w_c\) is the weight vector associated with class \(c\) (with \(t\) being the target class) and \(\theta_t\) is the angle between them. Here \(\psi(\theta_t)\) is a monotonically non-increasing function that satisfies \(\cos(\theta_t) \geq \psi(\theta_t)\) for \(\theta_t \in [0, \pi]\). It can be seen as a generalised cosine function and was defined as:

$$\psi(\theta_t) = (-1)^k \cos(m \theta_t) - 2k, \quad \theta_t \in \left[\frac{k \pi}{m}, \frac{(k + 1) \pi}{m}\right]$$

(1)

where the integer \(k \in [0, m - 1]\) and \(m\) is an integer due to the choice of implementation [18,19]. The use of \(k\) ensures that \(\psi(\cdot)\) is non-increasing, however, related work [11, 21] has discarded \(k\) and introduced multiple different parameters resulting in an approximated \(\psi(\theta_t)\):

$$\psi(\theta_t) \approx \cos(m_1 \theta_t + m_2) - m_3$$

(2)

which also allows real values of \(m_1\) [11,21]. This approximation violates the conditions that \(\psi(\cdot)\) needs to satisfy and will therefore have an impact on the models. Larger parameters values of \(m_1\) and \(m_2\) will lead to poorer approximations and ultimately to a limitation of performance. Additionally, it can be noted that large-margin losses utilising only \(m_3\) are unaffected by this approximation, giving these models a possible advantage from an implementation viewpoint.

2.2. Decision Boundary

To offer insight into the properties large-margin softmax, such as why classes are separated and why it could be a harder loss function to optimise, the decision boundary can be studied. The cross-entropy decision boundary in the two class case satisfies:

$$x^T (w_1 - w_2) + b_1 - b_2 = \|x\| (||w_1|| \cos(\theta_1) - ||w_2|| \cos(\theta_2)) + b_1 - b_2 = 0$$

where \(\theta_t\) denotes the angle between feature \(x\) and the weight vector for class \(c \in \{w_c\}\). For modified softmax loss (\(b_2 = 0, ||w_2|| = 1\) the boundary satisfies: \(\cos(\theta_1) - \cos(\theta_2) = 0\). The decision boundary is symmetric and the same irrespective of which class \(c\) belongs to. However, for large-margin softmax losses, if \(x\) belongs to class 1, the boundary is instead \(\psi(\theta_1) - \psi(\theta_2) = 0\), which represents a stricter decision for class 1. This can be shown from the definition of \(\psi(\cdot)\) that if a sample (belonging to class 1) is classified correctly in the strict case, it is correctly classified using cross-entropy since

$$\cos(\theta_1) \geq \psi(\theta_1) > \cos(\theta_2)$$

(3)

Class 2 has its own unique boundary \(\psi(\theta_2) - \cos(\theta_2) = 0\) and due to \(\psi(\cdot)\) satisfying \(\cos(\theta_2) \geq \psi(\theta_2)\) there will be a decision region in between the two boundaries separating the two classes, see Fig. 1. The inequality \(\psi(\cdot)\) above is also an indication of the family of L-Softmax being harder loss functions to optimise, and therefore, could lead to convergence issues, especially for difficult problems like speaker clustering with the presence of overlapping speech.

3. PROPOSED APPROACH

In this section, a unified approach to large-margin softmax using all parameters \(m_1, m_2, m_3\) without any approximation is presented. Furthermore, it has been noted in many works that training can be unstable [11,18,19] and therefore, a new way of achieving stability is introduced. Lastly, since overlapping speech can be present in the data, a novel method to reduce the effect of this factor on the speaker embeddings is suggested.

3.1. Introducing the General Large-Margin Softmax

A definition for \(\psi(\cdot)\) is first provided:

$$\psi(\theta_t) := (-1)^k \cos(m_1 \theta_t + m_2) - m_3 - 2k$$

(4)

Instead of only having a multiplicative margin \(m_1\) as in equation [1], the \(\psi(\cdot)\) in equation [4] combines the strengths of both [1] and [2]. This gives rise to more flexible decision boundaries (see Fig. 1) without any approximation (as in Eqn. [2]), and will therefore, not limit performance in case large values of \(m_1\) and \(m_2\) are needed.
4. EXPERIMENTAL SETUP

4.1. Data Preparation

All of the data preparation and model training was done using an extension of HTK version 3.5.1 and PyHTK. The AMI meeting corpus was used for training with meetings recorded at four different sites. The full training set contains 135 meetings with 149 speakers recorded in total, of which, 10% of the data for each speaker was used for the validation set. Unlike, the full development (dev) and evaluation (eval) sets were used in scoring; the dev, but not the eval set, has a speaker overlap with the training set (see Table 1).

| Set   | # of Meetings | # of Speakers |
|-------|---------------|---------------|
| Training | 135           | 149           |
| Dev    | 18            | 21 (2 in training) |
| Eval   | 16            | 16 (0 in training) |

Table 1. Number of speakers for each set.

The features used are 40-dimensional log-mel filter bank outputs obtained after applying BeamformIT on the Multiple Distance Microphone data. The filter bank outputs for each segment were normalised by the mean of the segment and the variance of the complete training set. The segments had the end silences trimmed, since the duration of the starting and ending silence varied significantly.

4.2. Model Specification and Baseline

A frame level time delay neural network (TDNN), following the model in [29], was used but with an output dimension of 128 (see Figure 2).
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**Fig. 2.** A visual representation of the frame level TDNN used. Each box represents a fully connected layer and multiple input arrows indicate concatenation. All activation functions used were ReLU.

The outputs of the frame level model on 200 consecutive frames were then combined in a self-attentive layer, with five attention heads. The output of the multi-head self-attentive layer, a 128 × 5 = 640 dimensional vector, was then projected back to a 128-dimensional speaker embedding. During training the embedding was then input to a final fully connected layer which classified it into 149 speakers. The self-attentive layer was trained with an additional penalty term to diversify the annotation vectors for each head, in order to capture different aspects of a person’s speech.

The embeddings were extracted from a sliding context window of 2 seconds, with a 1 second shift. All activation functions were
ReLU and the embeddings were extracted after the non-linearity in the last hidden layer. This was to retain as much information as possible about the angular nature of the embeddings, since the clustering process made use of cosine distances.

The baseline used the model above, optimised for the modified softmax loss. Normalised weights, in the final layer, were achieved by renormalising to a magnitude of one after each update. The GLM-Softmax based models all used normalised weights with $\psi(\theta_t)$ from Eqn. 4, whilst models that tested the idea from Section 3.3 had the GLM-Softmax reduced to a modified softmax loss for overlapping speech. Furthermore, to stabilise training the update method proposed in Eqn. 5, with $\eta = 1.25 \times 10^{-4}$ was used for all parameters. This value of $\eta$ was chosen together with a sliding context shift of one second, and a batch size of 200, since it was found that the loss parameters would be within 95% of the desired value around 15 epochs and the models trained for approximately 20 epochs.

All models had the TDNN related parameters initialised by pre-training, while the remaining parameters, including the self-attentive layer, were randomly initialised. The pre-trained weights were generated from training the frame-level TDNN on the cross-entropy loss for 3 epochs with a context shift of 10 milliseconds to let the segment level models have a stable starting point. Afterwards, the self-attentive model was jointly trained with the frame-level TDNN.

### 4.3. Clustering and Diarisation

In order to make better use of the angular nature of the loss function, a modified spectral clustering approach from [8] based on cosine distance was employed. Instead of averaging embeddings from the same segment pre-clustering, the clustering process was first run with all embeddings, and based on the predicted speaker labels, speaker embedding centres were calculated. Then, the average speaker embedding (of each segment) was compared to the speaker centres, with the segment taking the label corresponding to the smallest cosine distance.

The embeddings for clustering were produced from the same sliding context as in training, and the computed affinity matrix was based on cosine similarity. The clustering parameters were tuned on the dev set for each model and then the results for both dev and eval are reported. Each meeting was assumed to have at least two speakers and therefore, the first eigenvalue of the processed affinity matrix was discarded when computing the number of clusters.

Following previous work focused on the quality of speaker embeddings [25][29][20], AMI oracle segmentation was used and hence, only speaker error rates (SERs) are reported. For scoring, the NIST-RT evaluation setup was used with a 0.25 second collar.

### 5. RESULTS

Table 2 gives the SER results for the baseline and for each of the single parameter GLM-Softmax losses. It shows the loss outperforming the baseline with $m_1$ performing best overall.

| Model | Combined v1 | Combined v2 | Overlapping Speech Model |
|-------|-------------|-------------|--------------------------|
|       | $(m_1, m_2, m_3) = (1.05, 0.08, 0.02)$ | $(m_1, m_2, m_3) = (0.94, 0.20, 0.00)$ | $(m_1, m_2, m_3) = (1.045, 0.04, 0.05)$ |
| Dev   | 13.4        | 13.5        | 13.2                     |
| Eval  | 12.4        | 12.6        | 10.9                     |

Table 3 gives the SER results for the baseline and for each of the single parameter GLM-Softmax losses. The Overlapping Speech Model uses the approach of modifying the GLM-Softmax parameters for overlapping speech samples.

| Model | Baseline | Single Parameter |
|-------|----------|------------------|
|       | $m_1 = 1.10$ | $m_2 = 0.20$ | $m_3 = 0.15$ |
| Dev   | 15.9  | 13.8  | 13.5  |
| Eval  | 18.3  | 12.8  | 13.9  | 13.8  |

For each of the parameters $m_1$, $m_2$, $m_3$ taken individually, there was a reduction in SER of 22.2%, 19.0% and 20.1%, respectively. Here, $m_1$ was found to be best, which is in contrast to other works in speaker verification [11][31] or in face verification [20][21] that found $m_2$ or $m_3$ to be performing better. This may be explained by the approximation (see Eqn. 4) that these works have done which affects models using $m_1$ more.

The results for combining the parameters in unified way using GLM-Softmax are shown in Table 2. The combined approach shows further improvements relative to the single parameter models. Combined v1 has a further 3.0% SER relative reduction over $m_1 = 1.10$ (and 24.6% relative over the baseline), with Combined v2 performing competitively. The notable property about v2 is that $m_1$ was found to be performing better. This may be explained by the approximation (see Eqn. 4) that these works have done which affects models using $m_1$ more.

For the Overlapping Speech Model (using the approach of changing parameters to $(m_1, m_2, m_3) = (1, 0, 0)$ for overlapping speech samples), since the AMI dataset includes a significant amount of overlapping speech, the best parameters to use are notably different from the conventional approach (of using just one set of parameters). Optimal parameters were found to be $(m_1, m_2, m_3) = (1.045, 0.04, 0.05)$ for this method, with further improvements of 6.6% SER reduction relative to Combined v1, see Table 2. Overall, the reduction in SER relative to the baseline is 17.0% and 40.4% for dev and eval respectively, giving an overall reduction of 29.5%.

### 6. CONCLUSION

This work has presented a general version of large-margin softmax without any approximations and a simple method of stabilising training. A way to extend the use of the loss to overlapping speech has also been introduced. The proposed GLM-Softmax approach allows for generic use of all parameters in a unified manner without any approximation that could limit performance.

The use of the GLM-Softmax significantly improves the model performance, and combining the parameters in the loss further improves the performance to an overall 24.6% SER reduction relative to the baseline. Moreover by changing the parameters of the loss when overlapping speech is present in training, further improvements can be noted achieving a 29.5% SER reduction relative to baseline. This shows the power of GLM-Softmax, and that differentiating between normal and overlapping speech could lead to further improvements in diarisation if handled properly.
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