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Abstract

In this work we present a spatial-temporal convolutional neural network for predicting future COVID-19 related symptoms severity among a population, per region, given its past reported symptoms. This can help approximate the number of future Covid-19 patients in each region, thus enabling a faster response, e.g., preparing the local hospital or declaring a local lockdown where necessary. Our model is based on a national symptom survey distributed in Israel and can predict symptoms severity for different regions daily. The model includes two main parts - (1) learned region-based survey responders profiles used for aggregating questionnaires data into features (2) Spatial-Temporal 3D convolutional neural network which uses the above features to predict symptoms progression.
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1. Introduction

One major factor contributing to the spread of the COVID-19 is the large number of undiagnosed infected individuals. These individuals increase the spread of the virus and delay the response of public health authorities, resulting in an explosion in the number of cases.

The spread of the disease presents many challenges to policy-makers across the world. However, a fundamental resource for effective decisions is accurate information about the spread of the virus, including the prediction of its future spread levels. The virus tends to spread in regional clusters, and early detection of these clusters is critical for slowing down the virus’ spread.

Recently, the authors of (Rossman et al., 2020) proposed to use daily population-wide surveys that assess the development of symptoms caused by the virus as a tool for identifying such clusters. Here, we present a region-based model for symptom severity prediction based on a national symptoms survey distributed in Israel. Our model has two components: (1) learning region-based survey responders profiles used for aggregating questionnaires data into features and (2) a 3D convolutional neural network for predicting future symptoms severity in each region based on these features. The model considers past symptom levels in a specified time-window and can extrapolate to the future, even for non-reported areas, at a high geographical resolution.

While most related studies are based on clinical characteristics of COVID-19 hospitalized patients Fu et al. (2020), our model uses population-wide daily short surveys. This enables providing daily predictions with a much higher geographical resolution and even extrapolate them for non-reported areas.
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2. Data

The online questionnaire from Rossman et al. (2020) contains daily information of reported symptoms across the entire Israeli population. This survey was posted online on March 14th 2020, and participants were asked to fill it daily. The survey is filled anonymously and was filled out \( \approx 500000 \) times until May 21th 2020.

The survey includes questions on respondents’ age, gender, geographic location, isolation status, smoking habits, prior medical conditions, body temperature measurement, and self-reporting symptoms such as cough, fatigue, myalgia (muscle pain), shortness of breath, rhinorrhea or nasal congestion, diarrhea, headache, chills, and confusion. These symptoms and questions were chosen by medical professionals, based on symptoms described as prevalent in patients with COVID-19 infection and symptoms.

To analyze additional features that may affect the prevalence of symptoms in the population, we also utilized social data from the Israel Central Bureau of Statistics, such as regional demographic characteristics and socio-economic levels.

3. The Proposed Method

Following Rossman et al. (2020), we defined the Symptoms Ratio Average (SRA) for each participant as the number of reported symptoms divided by the number of symptoms in our predefined list. Our task is to predict the future SRA for each location, given the past questionnaires data. To fully utilize the features’ information, we introduce a novel classification framework based on two stages - (i) pre-processing of the data to create ’good’ geographical features and (ii) using these spatial-temporal features to predict the SRA for each location.

For the pre-processing part, we extract new features based on learned clusters of the original features. Then, we build a 3D representation of the new features for prediction. This representation is generated by stacking questionnaires’ values, which preserves geographical information of the questionnaires’ locations. Finally, we use 3D convolutional layers to aggregate both the geographic and the temporal data for predicting the SRA per location.

Using our model, given the input for the last \( n \) days, our goal is to predict the SRA values for all the locations in the \( k - th \) day in the future. Our focus in this work was predicting for the next day (\( k = 1 \)).

3.1. Features extractor by learned profiles

Mapping questionnaires data into a single feature vector can be done naively by averaging questionnaires values per survey question. Since different population profiles (e.g. old vs. young population) express symptoms differently, we want to represent each population profile with its own feature vector. The profiles were defined by a Gaussian mixture model computed by an Expectation-Maximization (EM) algorithm (Moon, 1996) over the questionnaires values vector. Each responder is mapped to the nearest GMM cluster. We then averaged questionnaires mapped to the same cluster, which resulted in a feature vector per cluster/profile. We concatenate the feature vectors of all clusters into a single feature vector.
vector. This operation is done per geographic location and time window (see section 3.2 below).

3.2. 4D Representation of the questionnaires’ values

We next build a 4D representation of the questionnaires’ values. The first step is transforming all the features derived from the pre-processing for each date into a fixed 2D grid, via binning based on the spatial location where the questionnaires were filled. For a point with no data, we interpolate it with values from the closest geographical regions. This step preserves the questionnaires’ spatial information and allows us to use it in the prediction step. Then, we stack different features on top of each other as channels in an image. This multi-channel image is a complete representation of the questionnaires’ values for a specific point in time. In the last step, we stack different dates to create a 4D tensor representation, preserving the temporal information.

3.3. Convolutional Encoder-Decoder model for prediction

To consider both the geographical and temporal information from previous dates, we look at the extracted 4D features above as frames in a video where the goal is to predict only one channel: the SRA of the next frames (future dates). Following the success of 3D CNNs for video recognition (Arunnehru et al., 2018), we employ 3D Spatio-temporal convolutional layers. These layers, stacked together in an encoder network, transfer the input to a latent space. Then, through upsampling by deconvolutional layers Zeiler et al. (2010) we produce the 2D prediction of the SRA for the target date. The last layer of the decoder outputs two values for each pixel. These values take as the SRA mean and standard deviation in the location represented by that pixel, where we train by optimizing the maximum log-likelihood of this Gaussian with the true SRA levels.

Note that since our algorithm considers geographical information, we can make predictions even for an area without data or with very little data. This feature is critical since there are often sub-populations that are under-represented in the survey.

3.4. Features size and resolution

Using a naive approach, we can feed our network with the data of the whole country at once. Our model’s input would be all the locations in our data. However, in the case we do not have enough data for a high-resolution prediction, we can use instead patches of smaller size. Using this approach, our model needs to provide a prediction only for local areas, which may be a much easier task. The cropping operation of the full image to the different patches can either be done arbitrarily or by location (creating a patch around each region of interest).

Another important hyperparameter of the network is the resolution of the input and output. We have the classical bias-variance trade-off (Kohavi et al., 1996)) in learning from finite data. If our resolution is too high, we do not have enough examples to learn each pixel, while for a too low resolution, our prediction is not specific enough.
4. Experiment Results

4.1. Experimental setup

For the encoder, we use two 3D convolutional layers following a dense layer with a size of 128. For the decoder, we use two 3D deconvolution layers following one 2D deconvolution layer for the output. The resolution for both the input and the output is 77 × 29 for the whole image, and the patch size is 10 × 10.

We performed the binning of the data for each day. We split it to windows of size four days each, where the first three days for each window are the input, and the SRA of the fourth day is the label. Finally, we took the last two weeks of the data for the test set and did cross-validation on the rest of the windows. We calculated the $R^2$ for each validation set during the cross-validation and took the mean overall the cross validation’s iterations to optimize the hyperparameters. All results are the mean of the test scores over the different partitions, and the standard error of the mean is reported. The optimizer that we use is Adam with a learning rate of $1e^{-4}$, where the loss function is a Maximum Likelihood on a truncated Gaussian.

For comparison, we use a baseline model, a network with two fully connected layers which operates on the whole image for a specific date. This baseline does not consider neither the temporal nor the spatial correlations in our data.

4.2. Results

4.2.1. The different components

Through the setup above, we compare our model to several models: (1) the baseline model, (2) a model that was trained on the full images, and (3) a model that was trained on the raw features without the learned profiles. In table 4.2.1, we compare the performance for all the models (both $R^2$ and Spearman Correlation (SC)). Our model outperformed all the other models, where the baseline FC model was the worst. Although each component of the final model is necessary for the final results, it seems that the most important one is extracting the features extracted by the learned profiles (the raw features model had bad performance).
4.2.2. The effect of the resolution

As mentioned before, we need to pre-define our input resolution. Each questionnaire in our data has a specific physical location. Originally, the resolution of this location can get to tens of meters. However, because we do not have enough reported questionnaires for each location, we must aggregate data from close locations. There are several options to deal with this problem, and in our model we decided to do binning to pre-defined bins. The size of the bins is a crucial hyper-parameter. Increasing the bin’s size will aggregate more data in each bin but lose the spatial information of their location.

In figure 1, we present the performance of our model ($R^2$ score) as a function of the number of bins in the input (the resolution). We can see that there is a peak around 3000 bins, which represents the best point in the trade-off between enough spatial information and enough data.

![Figure 1: $R^2$ for different resolutions](image)

5. Discussion

We developed a Spatial-Temporal convolutional network for predicting the future geographical spread of COVID-19 related symptoms. This model, based on data obtained by a quick and easy survey, allows us to give a prediction regularly with a much higher geographical resolution. Through the use of 3D convolutions, our model is capable of learning spatiotemporal features, and it outperforms other models. We investigated the different parts of our model, their effect on the performance, and the resolution trade-off.
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