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Abstract: In order to minimize the influence of decorrelation noise on multi-temporal interferometric synthetic aperture radar (MT-InSAR) applications, a series of phase reconstruction methods have been proposed in recent years. Unfortunately, current phase reconstruction methods generally exhibit a low computational efficiency due to their high non-linearity, in particular in the case that the dimension of a SAR stack is high. In this paper, a new approach is proposed to efficiently resolve phase reconstruction problems. This approach is inspired by the theory of probabilistic principle component analysis. A complex valued probability generative model is constructed to portray a phase reconstruction process. Moreover, in order to resolve such a model, a targeted algorithm based on the idea of expectation maximization is designed and implemented. For validation purposes, the proposed approach is compared to the traditional eigenvalue decomposition-based method by using simulated data and 101 real Sentinel-1A SAR images. The experimental results demonstrate that the proposed method can accelerate the phase reconstruction process drastically, in particular when a high-dimensional SAR stack is required to be processed.
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1. Introduction

Multi-temporal interferometric synthetic aperture radar (MT-InSAR) techniques have been widely recognized as potential remote sensing tools for monitoring ground surface movements. Such techniques overcome the drawbacks of the traditional differential radar interferometry and are capable of mapping the time-series of ground displacement within millimeter accuracy [1]. In recent years, they have been increasingly applied in tectonic movements [2,3], land subsidence [4,5], volcanic activities [6,7], landslides [8,9] and underground minings [10,11], railways [12,13], bridges [14–16].

One of the most classic MT-InSAR techniques is the so-called persistent scatterer interferometry (PSI), which was proposed in the early 2000s [17,18]. This technique uses a stack of synthetic aperture radar (SAR) images, thereby isolating ground deformation signals on points with low phase dispersion by taking account into different spatial-temporal characteristics of different interferometric phase components. Such points are commonly referred to as permanent scatterers (PS). It has been repeatedly pointed out that the density of PS can be only well-preserved in urban areas. In the areas with rare human activities, it can be less than 10 PS/km² [19]. Evidently, low PS density will prevent the phenomenon of ground deformation from being comprehensively exhibited, which limits the broad practicability of the MT-InSAR techniques.

Let N be the dimension of a SAR image stack, in the PSI theory, interferograms are generated with respect to a pre-selected master acquisition. That is, the phase observations
of each target will be extracted from \( N - 1 \) interferograms. It is unavoidable that some interferograms are with long spatial and/or temporal spans. Consequently, the corresponding interferometric signals might be severely decorrelated, leading to a decrease in stable points. To mitigate the influence of decorrelation, a series of small baseline style MT-InSAR techniques were successively proposed [20–22]. Such methods assess the decorrelation level of all possible \( N(N-1)/2 \) interferometric pairs based on a pre-defined criterion (commonly using spatial/temporal baseline) and choose highly-correlated pairs for subsequent interferometric analyses. As interferometric decorrelation is induced by various of factors, it is nearly impossible to use a fixed pair selection method for all situations.

In 2008, Guarnieri et al. [23] proposed a so-called phase liking method to minimize the influence of decorrelation noise. For a given point, the method firstly constructs a complex coherence matrix based on the averaged interferometric phase of every pair. Based on the coherence matrix, a maximum likelihood estimator (MLE) is defined, thereby reconstructing interferometric signals. Following the idea of phase linking, Ferretti et al. [19] systematically proposed the SqueeSAR\(^{TM}\) technique. The technique mainly has two distinct features. Firstly, instead of the traditional boxcar processing, a coherence matrix is constructed by averaging statistically homogeneous pixels (SHPs). The signal-to-noise ratio of a coherence matrix is hence improved. Secondly, the phase triangulation algorithm (PTA) is introduced to assure an optimum phase reconstruction result. In 2007, Francesco et al. [24] applied eigenvalue decomposition (EVD) to coherence matrices. The corresponding eigenvector with the largest eigenvalue can be considered to be the reconstructed interferometric signals [25]. In recent years, phase reconstruction techniques have been widely applied to various MT-InSAR applications [26–29].

One of the most attractive advantage of the MT-InSAR techniques is that it is capable of providing accurate deformation time-series measurements. In order to reflect the temporal evolutions of ground displacements more comprehensive, time-series products are expected as dense as possible. Therefore, the newly launched SAR satellites usually have relatively short orbit repeat cycles. Let us take the European Space Agency (ESA)'s Sentinel-1 mission as an example. Its repeat cycle is 12 days, while the repeat cycle of the ESA's previous EnviSAT mission is 35 days. Moreover, the Sentinel-1 mission is designed as a two-satellite constellation [30], which implies that the corresponding repeat cycle can be as low as 6 days. That is to say, when MT-InSAR techniques are applied to such kind of data, the dimension of the corresponding SAR stacks could be very high, in particular in long-term deformation monitoring applications. Ansari et al. [31] pointed out that the MLE based phase reconstruction methods have a super-nonlinear computational complexity and proposed a sequential estimator to accelerate the reconstruction process on high-dimensional SAR stacks. However, as this method achieves high computational efficiency at the expense of losing coherence information, the reliability of reconstruction might not be assured. Ansari et al. [32] further pointed out that the EVD method is superior to the MLE based methods in the aspect of computational efficiency. In addition, they suggested us to use the EVD method to process a high-dimensional SAR stack. Indeed, the computational complexity of the EVD method can be approximately denoted as \( O(N^3) \) [33,34]. It indicates that the required execution time will be considerably increased when the dimension of a SAR stack is getting higher. In other words, the EVD method is still not an ideal method to efficiently reconstruct interferometric signals from a high-dimensional SAR stack. In this paper, a new approach is developed in order to efficiently reconstruct interferometric signals. This method is inspired by the theory of probabilistic principle component analysis (PPCA), which defines a complex valued probability generative model depicting the phase reconstruction process. Further, a targeted expectation maximization process is designed and implemented to resolve the model. On the premise that the accuracy of the proposed method is at the same level as that of the traditional EVD method, the computational complexity can be reduced to \( O(MN) \), where \( M \) is the number of SHPs. The phase reconstruction process can be therefore significantly accelerated, especially in the case of dealing with a high-dimensional SAR stack.
This paper is arranged as follows. Traditional phase reconstruction methods, in particular the EVD method, are reviewed in Section 2. Next, the complex valued probability generative model and the corresponding resolution strategy are discussed in Section 3. In Section 4, the proposed method is applied to test data, and its performance is carefully investigated. This paper is concluded in Section 5. Most of the problems in this paper are discussed from the perspective of probability theory. The readers are referred to [35] for more details.

2. Background

Let $N$ denote the dimension of a SAR stack. Given a pixel $p$, its observation sample vector can be expressed as:

$$y(p) = [y_1(p), y_2(p), ..., y_N(p)]^T$$

where $^T$ stays for matrix transposition. $y_n(p)$ represents the complex reflectivity value associated with the $n$-th SAR image. Let $M$ be the number of samples associated with $p$. Based on the central limit theorem, the observation samples, $y = [y(p_1), y(p_2) ... y(p_M)]$, follow a zero-mean $N$-variate complex circular Gaussian distribution. Therefore, the probability density function (PDF) of the data conditioned on interferometric phase can be expressed as [36]:

$$p(y|\theta) \propto \exp\left(-y^H C^{-1} y\right)$$

where $^H$ denotes the Hermitian conjugation, $C$ is the coherence matrix, and $\theta = [\theta_1, \theta_2, ..., \theta_N]^T$, where $\theta_n$ is $p$’s “true” phase value with respect to the $n$-th SAR image [19]. In real applications, by assuming that the sample vectors are statistically independent, the coherence matrix can be estimated as follows:

$$\hat{C} = \frac{1}{M} \sum_{m=1}^{M} y(p_m)y(p_m)^H$$

Allowing the decomposition of $C$ to its modulus and argument, $C$ can be further expressed as:

$$C = \begin{bmatrix}
1 & \gamma_{1,2}e^{j\phi_{1,2}} & \cdots & \gamma_{1,N}e^{j\phi_{1,N}} \\
\gamma_{2,1}e^{-j\phi_{2,1}} & 1 & \cdots & \gamma_{2,N}e^{-j\phi_{2,N}} \\
\vdots & \vdots & \ddots & \vdots \\
\gamma_{N,1}e^{-j\phi_{N,1}} & \gamma_{N,2}e^{-j\phi_{N,2}} & \cdots & 1
\end{bmatrix}$$

where $\gamma_{m,n}$ indicates an estimate of the coherence value on the interferometric pair with respect to the $m$-th and the $n$-th SAR observations, and $\phi_{m,n} = \theta_m - \theta_n$ stands for the interferometric phase.

MLE based approaches factorize the coherence matrix as:

$$C = \Theta |C| \Theta^H$$

where $\Theta = \text{diag}\{\exp(j\theta)\}$. The maximum likelihood estimation of $\Theta$ is obtained by minimizing the absolute value of its logarithm:

$$\hat{\theta} = \arg \min_{\theta} \left\{ \Theta^H \left( |\hat{C}|^{-1} \circ \hat{C} \right) \Theta \right\}$$

where $\circ$ represents the Hadamard product. Ferretti et al. [19] proposed a Broyden–Fletcher–Goldfarb–Shanno (BFGS) based optimizer to resolve the above problem, which is the most widely used method in the MLE based phase reconstruction.

The EVD approach proposes a factorization of $C$ to two full-rank complex matrices $U = \{u_1, u_2, ..., u_N\}$ and one diagonal real matrix $\Lambda = \{\lambda_1, \lambda_2, ..., \lambda_N\}$:

$$\hat{C} = U \Lambda U^H$$
where $U$ is constructed with the orthogonal signal subspace $\{u_1\}$ and noise subspaces $\{u_2, u_3, ..., u_N\}$ for a set of SAR sample vectors. According to the principle of beamforming method [37] in the SAR tomography, the eigen-decomposition based phase estimator can be expressed by an objective function [25]:

$$u_1 = \arg \max_{u_1} \left\{ u_1^H \hat{C} u_1 \right\}$$

(8)

which is constrained by $u_1 u_1^H = 1$. Comparing Equation (8) to Equation (6), the first eigenvalue-eigenvector pair $(\lambda_1, u_1)$ provides the best approximation of $C$ under a single elementary scattering mechanism. The dominant interferometric signals on a given pixel are hence derived, which can be noted as:

$$v = \lambda_1^{1/2} u_1$$

(9)

3. Methodology

3.1. Probabilistic Principal Component Analysis (PPCA)

The PPCA theory essentially augments the linear projection from the principal space to the observed data space by assuming that the observed data are corrupted by isotropic Gaussian noise. When the observation noise variance is zero, PPCA is equivalent to the standard principal component analysis (PCA) [38]. Indeed, PPCA explains the standard Gaussian noise. When the observation noise variance is zero, PPCA is equivalent to the observed data space by assuming that the observed data are corrupted by isotropic Gaussian noise. When the observation noise variance is zero, PPCA is equivalent to the observed data space by assuming that the observed data are corrupted by isotropic Gaussian noise.

$$\mathbf{y} = \mathbf{Wz} + \mu + \epsilon$$

(10)

where $\mathbf{y} \in \mathbb{R}^{N \times 1}$ represents an observation vector, the matrix $\mathbf{W}$ is a $N \times q$ dimensional loading matrix, $\mathbf{z} \in \mathbb{R}^{q \times 1}$ denotes the vector of latent variables, $\mu$ is the mean vector of the signals, and $\epsilon$ denotes the noise component which is independent of $\mathbf{y}$. Generally, $q < N$ is set in this model so that latent variables can provide a briefer explanation of the dependences between observations. The Gaussian latent variable model assumes that both $\mathbf{z}$ and $\epsilon$ have Gaussian distributions with zero mean, i.e., $\mathbf{z} \sim \mathcal{N}(0, \mathbf{I}_q)$ and $\epsilon \sim (0, \Psi)$, where $\mathbf{I}_q$ is a $q \times q$ identity matrix and $\Psi$ is a diagonal matrix. According to the Gaussian linearity property, $\mathbf{y}$ should also follow the Gaussian distribution: $\mathbf{y} \sim \mathcal{N}(\mu, \mathbf{C})$, where $\mathbf{C} = \mathbf{WW}^T + \Psi$.

Further supposing that $\epsilon$ is isotropic (i.e., $\epsilon \sim (0, \mathbf{I}_N)$), the probability density function of $\mathbf{y}$ can be deduced as follows:

$$f(\mathbf{y}) = \int f(\mathbf{y}|\mathbf{z}) f(\mathbf{z}) d\mathbf{z}$$

$$= (2\pi)^{-N/2} |\mathbf{C}|^{-1/2} \exp \left\{ -\frac{1}{2} (\mathbf{y} - \mu)^T \mathbf{C}^{-1} (\mathbf{y} - \mu) \right\}$$

(11)

where $\mathbf{C} = \mathbf{WW}^T + \sigma^2 \mathbf{I}_N$. It follows a Gaussian distribution as well. According to this, the logarithmic likelihood function for a set of observation vectors $\{\mathbf{y}_m\}_{m=1}^M$ can be expressed as:

$$L(\Theta) = -\frac{M}{2} \left\{ N \ln(2\pi) + \ln|\mathbf{C}| + \text{trace} \left( \mathbf{C}^{-1} \mathbf{S} \right) \right\}$$

(12)

where $\Theta = \{\mu, \mathbf{W}, \sigma^2\}$ represents the unknown parameters, $\mathbf{S}$ is the covariance matrix of $\{\mathbf{y}_m\}_{m=1}^M$, and $\text{tr} (\cdot)$ stands for the trace operator. In [39], it is deduced that the likelihood is maximized when

$$\mathbf{W} = \mathbf{U}_q \left( \Lambda_q - \sigma^2 \mathbf{I} \right)^{1/2} \mathbf{R}$$

(13)

where the $q$ column vectors in the $N \times q$ matrix $\mathbf{U}_q$ are the principal eigenvectors of $\mathbf{S}$, with corresponding eigen values $\text{diag}(\lambda_1, \lambda_2, ..., \lambda_q)$ in the $q \times q$ diagonal matrix $\Lambda_q$, and $\mathbf{R}$ is an arbitrary $q \times q$ orthogonal rotation matrix. Consequently, the global maximum of
the likelihood can be represented by principal eigenvectors. That is to say, the Gaussian latent variable generative model with $\mathbf{Y} = \sigma^2 \mathbf{I}_N$ is actually a probabilistic model of PCA. In addition, due to the introduction of latent variables, the computationally efficient expectation maximization (EM) algorithm can be utilized to estimate the model parameters.

3.2. Probability Generative Model of SAR Observations

Inspired by the principle of PPCA, the generative model of SAR observations is carefully constructed in this section. It must be noted that the form of this model is much more complicated than that of the traditional PPCA, as the SAR observations are complex random variables. In this paper, this model is referred to as the complex probabilistic principal component analysis (CPPCA) model:

$$\mathbf{y} = \mathbf{Wz} + \mathbf{\varepsilon}$$ \hspace{1cm} (14)

where $\mathbf{W}$ denotes the loading matrix, $\mathbf{z}$ is the vector of latent variables and $\mathbf{\varepsilon}$ is the noise component. $\mathbf{z}$ and $\mathbf{\varepsilon}$ obey complex circular Gaussian distribution (i.e., $\mathbf{z} \sim \mathcal{CN}(\mathbf{0}, \mathbf{I}_q)$ and $\mathbf{\varepsilon} \sim \mathcal{CN}(\mathbf{0}, \sigma^2 \mathbf{I}_N)$), respectively. According to the linear property of the complex circular Gaussian distribution, the probabilistic density function of $\mathbf{y}$ can be deduced and written as:

$$f(\mathbf{y}) = \pi^{-N} |\mathbf{C}|^{-1} \exp\left\{ -\mathbf{y}^H \mathbf{C}^{-1} \mathbf{y} \right\}$$ \hspace{1cm} (15)

where $\mathbf{C} = \mathbf{WW}^H + \sigma^2 \mathbf{I}_N$, and the unknown parameter set is $\Theta = \{ \mathbf{W}, \sigma^2 \}$. With the use of Equation (15), the log-likelihood of a given complex-valued observation dataset $\{ \mathbf{y}_m \}_{m=1}^M$ can be expressed as:

$$\mathcal{L}(\Theta) = -M \left\{ N \ln \pi + \ln |\mathbf{C}| + \text{tr}(\mathbf{C}^{-1} \mathbf{S}) \right\}$$ \hspace{1cm} (16)

As previously mentioned, $\Theta$ can be solved through the EM algorithm, which regards the vector of latent variables $\mathbf{z}_m$ and $\{ \mathbf{z}_m, \mathbf{y}_m \}$ as the “missing” data and the “complete” data, respectively. The log-likelihood of the “complete” data can be expressed as:

$$\mathcal{L}_c = \sum_{m=1}^M \ln \{ p(\mathbf{y}_m, \mathbf{z}_m) \}$$ \hspace{1cm} (17)

Hence, the joint probabilistic density function can be deduced:

$$f(\mathbf{y}, \mathbf{z}) = \left( \pi \sigma^2 \right)^{-N} \exp\left( -\frac{1}{\sigma^2} \|\mathbf{y} - \mathbf{Wz}\|^2 \right) (\pi)^{-q} \exp\left( \|\mathbf{z}\|^2 \right)$$ \hspace{1cm} (18)

where $\|\cdot\|$ denotes L1-norm operator. Based on the Bayes’ rule, the conditional distribution of $\mathbf{z}$ can be obtained:

$$\mathbf{z}|\mathbf{y} \sim \mathcal{CN}\left( \mathbf{M}^{-1} \mathbf{W}^H \mathbf{y}, \sigma^2 \mathbf{M}^{-1} \right)$$ \hspace{1cm} (19)

where $\mathbf{M} = \mathbf{W}^H \mathbf{W} + \sigma^2 \mathbf{I}_q$. In general, the EM algorithm contains two processing steps: E-step and M-step. In E-step, the expectation of $\mathcal{L}_c$ with respect to the distribution of $\mathbf{z}|\mathbf{y}$ is calculated based on the following formulation:

$$Q(\Theta) = E\{ \mathcal{L}_c | \mathbf{y} \}$$

$$= -\sum_{m=1}^M \left\{ N \ln (\sigma^2) + \text{trace}[E\{ \mathbf{z}_m \mathbf{z}_m^H | \mathbf{y}_m \}] + \frac{1}{\sigma^2} \mathbf{y}_m^H \mathbf{y}_m ight\}$$ \hspace{1cm} (20)

where $E\{ \cdot \}$ represents expectation operator. Based on the Bayes’ rule, the conditional distribution of the latent variable vector can be obtained and expressed as:

$$\mathbf{z}|\mathbf{y} \sim \mathcal{CN}\left( \mathbf{M}^{-1} \mathbf{W}^H \mathbf{y}, \sigma^2 \mathbf{M}^{-1} \right)$$ \hspace{1cm} (21)
where $M = WH^TW + \sigma^2I_p$. The expectations involved in Equation (20) hence can be deduced:

$$
\begin{align*}
\{ E(z_m|y_m; \Theta) = M^{-1}WHy_m \\
E(z_mz_m^H|y_m; \Theta) = \sigma^2M^{-1} + E(z_my_m; \Theta)E(z_my_m^H|y_m; \Theta) \}
\end{align*}
$$

In the M-Step, the parameter of the $(\tau + 1)$-th iteration can be updated according to the following formulation:

$$
\begin{align*}
\hat{W}(\tau + 1) &= \left[ \sum_{m=1}^{M} y_mE(z_m^H|y_m; \hat{\Theta}(\tau)) \right]^{-1} \left[ \sum_{m=1}^{N} E(z_mz_m^H|y_m; \hat{\Theta}(\tau)) \right]^{-1} \\
\hat{\sigma}^2(\tau + 1) &= \frac{1}{MN} \text{trace} \left[ \sum_{m=1}^{M} ||y_m||^2 - \hat{W}(\tau + 1)E(z_m^H|y_m; \hat{\Theta}(\tau))y_m^H \right]
\end{align*}
$$

where $\hat{\Theta}(\tau) = \left\{ \hat{W}(\tau), \hat{\sigma}^2(\tau) \right\}$ is the estimated parameter obtained during the $\tau$-th iteration. The EM algorithm will be terminated when the convergence condition $|L(\hat{\Theta}(\tau + 1)) - L(\hat{\Theta}(\tau))|/L(\hat{\Theta}(\tau)) < \delta$ ($\delta$ is the iterative accuracy) reaches. Otherwise, the E-step and the M-step will be operated repeatedly. To sum up, the pseudo-codes is given in Figure 1.

\begin{verbatim}
input : d = [d[0]...d[D-1]] initialize : N = number of SAR images D = number of SHP W_new = mean of samples d sigma_new = 0.01 δ = 1e-6
do{
update : W = W_new sigma = sigma_new C = WW^T + σ^2I_{N×N} M = W^TW + σ^2 E-step :
  Expz = M^T • W^T • d
  Expztrz = sigma • M^T • Expz • Expz^T
M-step :
  W_new = d • Expz^T • Expztrz
  one = ||d||
  two = 2 • trace(Expz^T • W_new^T • d)
  three = trace(W_new^T • W_new • Expztrz)
  sigma_new = abs[(one - two + three)]/||W - W_new||
}while(abs(suma - sigma_new) > δ and ||W - W_new|| > δ)
output : W_new
\end{verbatim}

Figure 1. The pseudo-codes of the proposed method.

3.3. Obtain the Reconstructed Phase Vector from a CPPCA Solution

The gradient of the log-likelihood (Equation (16)) with respect to $W^*$ can be deduced as [35]:

$$
\frac{\partial L(\Theta)}{\partial W} = -M \left( C^{-1}SC^{-1}W - C^{-1}W \right) = 0
$$

where the superscript * stands for conjugate operator. There are three possible solutions for Equation (24) when $C^{-1}$ exists. The first one is $W = 0$. It does not make any sense, as it indicates a zero observation vector. The second is $W \neq 0, C = S$. On the ground that there is no chance to obtain an infinite number of samples, it would not take place in practice. The third case is $W \neq 0, C \neq S$, and all potential solutions for $W$ may be written as:

$$
W_{ML} = U_q \left( \Lambda_q - \sigma^2 I \right)^{1/2} R
$$

where $U_q = [u_1, u_2, ..., u_q]$ and $\Lambda_q = \text{diagonal}(\lambda_1, \lambda_2, ..., \lambda_q)$ are composed of the principal eigenvectors and corresponding eigenvalues of $S$, respectively, and $R$ is an arbitrary orthogonal rotation matrix.
As it only requires the eigenvector with the largest eigenvalue to reconstruct interferometric signals, Equation (25) can be rewritten as:

$$w = u_1 \left( \lambda_1 - \sigma^2 \right)^{1/2} r_1$$  \hspace{1cm} (26)

where $r_1$ represents the rotation parameter. Equation (26) and Equation (9) have a similar mathematical form. As a result, $w$ can be considered to be reconstructed signals. Note that only the phase component is concerned in the phase reconstruction. The reconstructed phase based on the CPPCA method consists of three parts: the phases of $u_1$, $\lambda_1$ and $r_1$. The phase of $u_1$ is the expected interferometric phase, and the subsequent two can be eliminated in the differential process.

In the traditional EVD approach, the eigenvalue can be directly used to evaluate the reliability of a phase reconstruction result. In the CPPCA case, the eigenvalue can be obtained by separating $u_1$ from the estimate of $w$. Unfortunately, such a separation operation is time-consuming. In [19], a so-called goodness of fitness (GoF) factor is proposed for the reliability assessment purpose. However, it is defined based on the upper triangular matrix of $\hat{C}$. In this paper, in order to further reduce the computational cost, a pseudo-GoF (PGoF) factor is designed:

$$\gamma_{CPPCA} = \frac{1}{N-1} \sum_{n=1}^{N-1} e^{j(\phi_n - \phi_{n+1})} e^{j(\theta_n - \theta_{n+1})}$$  \hspace{1cm} (27)

where $\phi_n$ stands for the observed phase on the $n$-th SAR image.

4. Results

For validation purposes, the proposed CPPCA method was compared to the EVD method by utilizing both simulated data and real data. To investigate the performance of the proposed method more comprehensively, two programming languages—Python and C++—were used to implement all the algorithms. Moreover, the well known linalg.eig and Eigen libraries were directly adopted to implement the Python and the C++ versions of the EVD method, respectively. The simulated data were processed based on the Python implementations. On the other hand, as the volume of the real data is relatively large, the parallel C++ versions of the both methods were applied for time saving concerns. All calculations were executed on a work station with an Intel i9-9920X processor and 64 GB of memory. It must be noted that the computational capability of the work station is relatively weak. If the proposed method can be applied to a supercomputer, its performance might be exhibited more prominently.

4.1. Simulated Data

When generating simulated data, the dimension of the SAR stack is set to $N = 20, 21, \ldots, 108$. The number of samples was set to $M = 50$. The following steps were adopted to simulate a group of $M$ sample vectors with respect to a certain point. Firstly, $2N$ uniform distributed random numbers between zero and one were generated. They were used to form an $N$-dimensional vector. This vector is denoted as $w$, which is considered to be the “real” interferometric signals. Next, the latent vector $z$, which contains $M$ complex numbers, was generated based on Gaussian distribution. Based on a pre-configured standard deviation $\sigma^2 = 0.01$, a zero-mean vector $\varepsilon$ was simulated. Finally, a set of $M$ observation samples was obtained based on $w$, $z$ and $\sigma^2$ by using Equation (14).

For a given stack dimension $N$, 1000 groups of simulated samples were generated, which were processed by the EVD and the CPPCA method, respectively. In order to evaluate the accuracy of the two methods, the root mean square errors (RMSE) of the results were calculated, as demonstrated in Figure 2a. No apparent differences between the two methods can be observed from this figure, which implies that the proposed method has an equivalent accuracy to the conventional EVD method. The execution times of the two methods are presented in Figure 2b. It can be clearly observed that
the EVD method exhibited a super non-linear computational complexity. On the other hand, the execution time required by the CPPCA method was virtually never influenced by the stack dimension. When \( N = 108 \), the EVD method spent around 19.75 s on the reconstruction process. In contrast, the CPPCA method only required about 1.37 s. Apparently, the proposed CPPCA method was far superior to the EVD method in the aspect of computational efficiency.

Figure 2. The RMSEs (a) and the execution times (b) under different SAR stack dimensions.

4.2. Real Data

101 Sentinel-1A interferometric wide-swath (IW) SAR images were used to further evaluate the proposed CPPCA method. These images were acquired from January 2017 to February 2020 over the Handan City, Hebei Province, China. The image acquired on 27 September 2019 was firstly selected as the master image. As the images were acquired in terrain observation by progressive scans (TOPS) mode, the most widely used enhanced spectral diversity (ESD) [40] method was carefully carried out to register other images to the master. To facilitate the discussion, the registered images were cropped to a relatively small size (approximately 1000 pixels in azimuth direction and 3000 pixels in range direction). The 1-arc seconds digital elevation model (DEM) provided by the shuttle radar topography
mission (SRTM) was used to estimate the topographic phase contributions. It must be noted that the topography induced phase signals were removed from the registered images before phase reconstruction. The average amplitude map with respect to the registered images is presented in Figure 3a. It can be observed that the upper part of the study area is dominated by rugged mountains which cause strong layover/foreshortening effect. On the other hand, the lower part is relatively flat, where a small county is situated. To examine the interferometric coherence of the input data, an overall coherence map is calculated by averaging each off-diagonal element’s magnitude of each pixel’s coherence matrix, which is represented in Figure 3b. Clearly, the interferometric coherence is well preserved over the county region covered by artificial architectures. However, the rest areas, in different degrees, are severely influenced by the decorrelation phenomenon. In these areas, the density of output products could be extremely low if traditional MT-InSAR techniques are applied to the original SAR data.
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**Figure 3.** (a) The average SAR amplitude; (b) the average coherence map overlaid on (a).

For the purpose of deep investigation, the two methods were applied to the SAR stack constructed by the first $N$ images ($N = 21, 31, 41, 51, 61, 71, 81, 91, 101$). Following the idea of [19], a SHP identification process based on Kolmogorov–Smirnov (KS) test was introduced into the phase reconstruction process to improve the signal-to-noise ratio of the observation sample vectors. The corresponding window size was set to $15 \times 45$. The SHP number with respect to each pixel was recorded and the corresponding results are illustrated in Figure 4. As can be seen from the figure, the number of SHPs associated with each pixel decreased gradually as the stack dimension arises. It indicated the improvement of the SHP identification accuracy, as more samples were available for the KS test. In the areas covered by artificial architectures, where the PS points were densely distributed, small SHP numbers (less than 50) were observed.
Figure 4. The number of SHP maps overlaid on the average SAR amplitude under a stack dimension of 21 (a), 31 (b), ..., 101 (i).

In order to evaluate the reliability of the both methods, the PGoF values with respect to each phase reconstruction result were calculated. The PGoF maps from the EVD and the CPPCA methods are demonstrated in the first column and the second column of Figure 5, respectively. It can be observed that each PGoF map was highly correlated to the average coherence map. In addition, the overall magnitude of each PGoF map was greater than that of the coherence map (Figure 3b). Consequently, it can be considered that the interferometric coherence of the input data was improved by the phase reconstruction process. The last column of Figure 5 presents the PGoF differences between the EVD and the CPPCA results. Obviously, the PGoF difference on each pixel was approximately equal to zero. Therefore, it can be concluded that the proposed method was as reliable as the traditional EVD method.

For every case of \( N \), the interferograms with the largest temporal baseline were generated based on the EVD and the CPPCA results, respectively (see Figure 6a,b). Under a certain value of \( N \), an interferogram was affected by the temporal decorrelation to the utmost extent, which was especially suitable for demonstrating the capability of phase reconstruction techniques. It must be noted that the interferometric signals generated based on unreliable phase reconstruction results could be severely deviated from the true values. Therefore, the pixels whose PGoF values less than 0.3 were deleted for the purpose of intuitive representation. As can be seen from Figure 6, the signals contained in each interferogram appear a good consistency and no obvious high frequency noises are presented. The phase difference maps between the EVD and the CPPCA interferograms were generated via conjugated multiplications, as shown in Figure 6c. Since no abrupt signals could be observed, the interferometric signals from the CPPCA method agreed well with those from the EVD method.

The approximate execution times of the two methods are listed in Table 1. When \( N = 21 \), the time required by the proposed CPPCA method was around 53% of that required by the EVD method. As \( N \) rose, such a CPPCA/EVD time cost ratio (TCR) was basically getting lower and lower. When \( N \) reached 101, the corresponding TCR was 10%. Evidently, the excellent computational efficiency of the proposed CPPCA method was further confirmed, in particular in the case of dealing with high dimensional SAR stacks.
Figure 5. The PGoF maps from the EVD method (a) and the CPPCA method (b) under different SAR stack dimensions. The corresponding difference maps are listed in (c).

A PSI style MT-InSAR processing plan was further applied to the full SAR stack ($N = 101$) reconstructed by the proposed CPPCA method. The PGoF was used as the criterion for selecting pixels with low phase dispersion and the corresponding threshold was set to 0.3. Overall, 763,843 pixels were picked out. Next, a reference network with respect to such pixels was constructed based on Delaunay triangulation. In total, the network contained 2,289,832 arcs. The local derivative based searching method [41] was used to inverse the double-differenced annual deformation rates and DEM errors. The ensemble phase coherence (EPC) [17] was used to screen unreliable estimates on each arc. The resulting annual deformation rate and DEM error maps are represented in Figure 7b,e. As can be seen from the deformation rate map, except for a very small portion of regions (e.g., the place indicated by the white arrow), no obvious ground surface displacements took place during the period of image acquisition. To some extent, a nonlinear trend seemed to be presented in the DEM error map. This is believed to be induced by the relevance of ephemeris data. The reconstructed stack from the conventional EVD method was processed as well. The corresponding results are presented in Figure 7a,d.
The corresponding difference maps were generated, which are shown in Figure 7c,f. It can be clearly observed that the results from the both methods were almost identical to each other in the vast majority of regions. Hence the reliability of the proposed CPPCA method was further validated.

![Image of interferograms and difference maps](image)

**Figure 6.** The reconstructed interferograms from the EVD method (a) and the CPPCA method (b) under different SAR stack dimensions. The corresponding difference maps are listed in (c).

**Table 1.** The execution times required by the EVD and the CPPCA methods under different SAR stack dimensions.

| Input-Data Dimension | EVD (min) | CPPCA (min) |
|----------------------|-----------|-------------|
| 21                   | 10.029    | 5.32        |
| 31                   | 24.555    | 8.125       |
| 41                   | 42.646    | 12.861      |
| 51                   | 69.8      | 14.172      |
| 61                   | 96.812    | 16.196      |
| 71                   | 137.523   | 20.621      |
| 81                   | 191.422   | 20.79       |
| 91                   | 214.924   | 23.763      |
| 101                  | 276.427   | 28.431      |
Figure 7. The annual deformation rate/DEM error maps obtained based on the EVD results (a,d) and the CPPCA results (b,e). The corresponding difference maps are presented in (c,f).

5. Discussion

This paper presents a new method, namely CPPCA, for the phase reconstruction problem in MT-InSAR applications. This method models SAR observation sample vectors from the perspective of probability. By resolving the optimization problem defined with respect to this model, the reconstructed interferometric signals can be derived. Theoretically, this method has an equivalent accuracy compared to the EVD method. The most distinct feature of the proposed method is that no coherence matrix is required to be generated during the entire phase reconstruction process. Moreover, this method has an excellent computational efficiency, which makes it especially suitable for high-dimensional SAR stacks.

As can be observed from the previous section, the proposed CPPCA method seems to perform “worse” on the real data than on the simulated data. Let us take \( N = 101 \) as an example. The proposed CPPCA method requires 1.44 s to deal with the simulated data, which is approximately 1/12 of the traditional EVD method’s time expenditure. On the other hand, the execution time required by the CPPCA method for the real data is 1/10 of that of the EVD method. As mentioned previously, a constant \( M = 50 \) is used to generate simulated data. In the case of real data, \( M \) is larger than 300 on average (although the number of SHPs on each pixel decreases as the dimension of the SAR stack rises), as a relatively large window size \( 15 \times 45 \) is used for SHP identification. As mentioned previously, the computational complexity of probabilistic principle component analysis can be denoted as \( O(MN) \). That is to say, the computational complexity of the proposed CPPCA method highly depends on the number of samples. This is the main reason causing the inconsistent performances of the CPPCA method on the simulated and the real data. Therefore, in real applications, the computational performance of the CPPCA phase reconstruction can be effectively improved by decreasing the window size for sample selection. However, if the window size is unreasonably small, a solid statistical analysis cannot be assured, and hence inaccurate phase reconstruction results will be obtained.

It has been repeatedly suggested that phase reconstruction can be considered to be a filter process with respect to SAR observation vectors [31,41]. From the perspective of signal processing, the quality of filter results is highly dependent to the signal-to-noise ratio of the original data. In other words, in the area with low coherence, no phase reconstruction methods are capable of providing reliable interferometric phase estimates. Therefore, to ensure the accuracy of MT-InSAR measurements, such unreliable results have to be deleted before subsequent interferometric analyses. In the last experiment, in order to retrieve the corresponding annual deformation rate and DEM error maps, a commonly used MT-InSAR processing strategy is applied to the phase reconstruction results from the both EVD method and CPPCA method. The proposed PGoF factor is used to mask unreliable phase reconstruction estimates. For the purpose of comprehensive validation, a relatively
low PGoF is used. Therefore, a small portion of phase reconstruction results, either from the proposed CPPCA method or the conventional EVD method, might be severely biased from the “true” interferometric phase values. Where this is the case, biased double-differenced deformation rate and DEM error estimates will be contained in the reference networks. Hence the final maps integrated from such networks will be contaminated in local areas. This is the main reason why the deformation rate/DEM error maps from the two methods are different from each other within a tiny portion of areas. Therefore, a relatively higher PGoF factor (e.g., no less than 0.4) is suggested to be used in real applications to assure the accuracy of MT-InSAR measurements.
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