Smoothing of time-varying graph with the generalized LASSO
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ABSTRACT This paper proposes a joint model based on the generalized LASSO to smooth a time-varying graph. The model generalizes the gLASSO from a purely spatial setting to a spatial-temporal one. In the proposed model, the first term measures the fitting error, while the second term incorporates the structural information of graphs and total variations of time sequence, and hence the model can extract both temporal and spatial information. To illustrate the performance of the proposed model, we analyzed the simulated datasets for epidemic diseases and the real datasets for COVID-19 and mortality rate in mainland China. The results show that the proposed model can capture the trends/regions simultaneously in both temporal and spatial domains, being an effective model to analyze the problems that can be modelled as time-varying graphs.

INDEX TERMS Generalized LASSO, penalized regression, spatiotemporal smooth, time-varying graph.

I. INTRODUCTION

The least absolute shrinkage and selection operator (LASSO) is a linear model which has been widely studied and used in many areas [1]. The LASSO also can be used in denoising and smoothing, which is defined by

\[
\beta(\lambda) = \arg \min_{\beta} \left\{ \frac{1}{2} ||y - X\beta||_2^2 + \lambda ||\beta||_1 \right\} \tag{1}
\]

where \(y\) is the data vector, \(X\) is the dictionary matrix, \(\beta\) is the coefficient vector, \(\lambda\) is a tuning parameter which controls the tradeoff between the fitting goodness and sparsity in LASSO solution. \(\lambda\) ranges from 0 to +\(\infty\) [2], and it can be tuned automatically and efficiently by using model selection criteria [3].

To solve the problems appearing in statistics or informatics likes denoising and smoothing, the model was enhanced by adding the constrain of structure instead of pure sparse on the coefficients in linear regression. The generalized LASSO(gLASSO) was proposed by the formulation [4]:

\[
\beta(\lambda) = \arg \min_{\beta} \left\{ \frac{1}{2} ||y - X\beta||_2^2 + \lambda ||D\beta||_1 \right\} \tag{2}
\]

where \(D\) is a specified penalty matrix. \(D\) contains the structure information of \(\beta\), and it’s the famous total variation [5] that assumes \(\beta\) is piecewise smooth. gLASSO solves the two-dimensional problems with the sparse vector \(D\beta\). For overdetermined case of \(D\), generalized LASSO imposes sparseness on \(\beta\) by mapping with \(D\). A gLASSO can be transformed into a LASSO with an equality constraint, which falls into the constrained LASSO (cLASSO) [6], [7].

Due to the flexibility and generality of the gLASSO, it has attracted much attention. The choice of \(D\) depends on the application. Some well-known applications include the fused LASSO [8], trend filtering [9] and generalized fused LASSO [10]. However, in various fields, such as epidemiology, meteorology, ecology, and economics, it is important to consider the temporal and spatial connections. In the above fields, many problems not only have structural information, but also are time-varying, or in other words, the dataset is a set of time series, and these time series also have a structure.
that can be described with a graph. But gLASSO only contains structural information and lacks temporal information.

In the literature, most of the research on the gLASSO focus on one- or two-dimensional problems. Tibshirani et al. [4] proposed an application method of gLASSO, which analyzed the H1N1 flu cases for each (mainland) US state in 2009 and categorize the infection rates into different trend. But the method only analyzed the infection rates in geospatial trend. Hao Wang et al. [11] analyzed the ZIP Code Tabulation Areas (ZCTAs) of residence of the patient as well as the year of diagnosis and discuss the identification of pediatric cancer clusters in Florida between 2000 and 2010 using Poisson model and gLASSO penalty. Although the data are spatiotemporal in nature, Hao Wang et al. aggregate the data on each ZCTA over time and ignore the temporal component.

M. Ohishi et al. [12] proposed a method which apply a coordinate descent algorithm to solve the optimization problem for gLASSO and estimated regional effects at 852 areas split Tokyo’s 23 wards using the proposed method. The data involved the changes of rents and environmental conditions of studio apartments in 23 wards in Tokyo over time, but M. Ohishi et al. only analyzed the structural information of the data.

To solve the three-dimensional problems of this category, we proposed a spatiotemporal smoothing model that generalizes the gLASSO from a spatial setting to a spatiotemporal one. It will give an interesting and sparse solution when the data imply some structural properties. The function of \( \lambda \) is similar to the generalized LASSO, which contributes to smoothing on structure. In addition, a new parameter \( \mu \) for \( D \) is introduced in our spatiotemporal smoothing model to control the weight between time and graphical information.

The rest of this paper is organized as follows: in section II, we present the proposed spatiotemporal smoothing model; in section III, we designed a simulation experiment to verify the reliability of the model; in section IV, we illustrate the applications of the proposed model on two specific examples; and we conclude the paper in section V.

II. THE PROPOSED MODEL

Here we introduce the spatiotemporal smoothing model. A data matrix \( Y = \{y_1, y_2, \ldots, y_N\} \in \mathbb{R}^{P \times N} \), each \( y_i \in \mathbb{R}^P \) is a data vector, which stores the responses of \( P \) nodes in a graph. The data of nodes in the graph are time-varying. \( N \) denotes the number of the time spots, which equals to the number of graphs. Consequently, \( Y \) follows a two-dimension structure. To fit our model, we transform the \( Y \) to a cascade structure \( y = \{y_1; y_2; \ldots; y_N\} \in \mathbb{R}^{PN} \).

\( X \) is the dictionary matrix of smoothing with full rank. In our proposed model, we adapt the “signal approximation” case in the generalized LASSO, \( X = I \in \mathbb{R}^{NP \times NP} \).

\( D \) implies the temporal and spatial information of \( Y \). \( D \) consists of \( D_S \), \( D_T \) and \( \mu \). \( D = \begin{bmatrix} D_S & 0 & \cdots & 0 \\ 0 & D_S & \ddots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & D_S \end{bmatrix} \in \mathbb{R}^{(NM+(N-1)P) \times NP} \). 

\( D_S \in \mathbb{R}^{NM \times NP} \) contains the spatial information, and \( D_T \in \mathbb{R}^{(N-1)P \times NP} \) contains temporal information. The spatial information and temporal information have different influence on the data, hence we add an extra parameter \( \mu \) to coordinate their effects.

\( D_S \) represents the structure of graph, which consists of \( D_S \). \( D_S \in \mathbb{R}^{M \times NP} \) represents undirected graph structure. \( P \) columns of \( D_S \) represents the nodes in graph and \( M \) rows of \( D_S \) represent the edges in graph. \( D_S \) has 1 and −1 in a row and it represents the relationship between two nodes, where 1 and −1 are located. The number of \( D_S \) is related to the number of graphs.

\[
D_S = \begin{bmatrix} D_S & 0 & \cdots & 0 \\ 0 & D_S & \ddots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & D_S \end{bmatrix}
\]  

(3)

\( D_S \) has \( N \) matrices \( D_S \) in diagonal line and \( D_S \in \mathbb{R}^{NM \times NP} \). \( D_T \) contains the temporal information and \( D_T \) adopts the idea of total variation [5]. \( D_T \) consists of \( I \), which is \( P \times P \) identity matrix. A pair of \( I \) and \( -I \) represent the connection of the two graphs, which are adjacent in time. The number of time spots depends on the number of \( I \). If there has \( N \) graphs, the number of pairs \( I \) is \( N-1 \). \( D_T \) can be described as follows,

\[
D_T = \begin{bmatrix} I & -I & 0 & \cdots & 0 \\ 0 & I & -I & \ddots & \vdots \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & I & -I \end{bmatrix}
\]  

(4)

\( D_T \in \mathbb{R}^{(N-1)P \times NP} \) is a block diagonal matrix.

The function of \( \mu \) is to weight the temporal information and spatial information. \( \mu \) ranges from 0 to \( +\infty \). If \( \mu \) approaches to zero, the spatial structure has a strong effect, the smoothing in space will get a better solution. If \( \mu \) is large, the temporal information is dominating.

FIGURE 1. A toy example graph with four nodes

To illustrate the formation of \( D \), we start with a toy model, whose graph is showed in Fig. 1. As is shown, \( y_1 \) has 4 nodes and 4 edges, hence \( D_S \) is of size 4 \( \times \) 4. The columns and rows represent the nodes and edges in Fig. 1 respectively, and the \( D_S \) reads

\[
\begin{bmatrix}
D_S & 0 & \cdots & 0 \\
0 & D_S & \ddots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & D_S
d\end{bmatrix}
\]
\[ D_S = \begin{bmatrix}
    1 & 0 & -1 & 0 \\
    1 & 0 & 0 & -1 \\
    0 & 1 & -1 & 0 \\
    0 & 0 & 1 & -1
\end{bmatrix} \]

If the nodes in the graph changes once, \( D_S \) will be of size \( 8 \times 8 \), and \( D_T \) of size \( 4 \times 8 \). \( D_S \) and \( D_T \) read as

\[ D_S = \begin{bmatrix}
    1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
    1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
    0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 1 & 0 & -1 & 0 \\
    0 & 0 & 0 & 0 & 1 & 0 & 0 & -1 \\
    0 & 0 & 0 & 0 & 0 & 0 & 1 & -1 \\
    0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix} \]

\[ D_T = \begin{bmatrix}
    1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
    0 & 1 & 0 & 0 & 0 & -1 & 0 & 0 \\
    0 & 0 & 1 & 0 & 0 & 0 & -1 & 0 \\
    0 & 0 & 0 & 1 & 0 & 0 & 0 & -1
\end{bmatrix} \]

Thus \( D \) reads

\[ D = \begin{bmatrix}
    1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
    1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
    0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 1 & 0 & -1 & 0 \\
    0 & 0 & 0 & 0 & 1 & 0 & 0 & -1 \\
    0 & 0 & 0 & 0 & 0 & 1 & -1 & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 & 1 & -1 \\
    \mu & 0 & 0 & 0 & -\mu & 0 & 0 & 0 \\
    0 & \mu & 0 & 0 & 0 & -\mu & 0 & 0 \\
    0 & 0 & \mu & 0 & 0 & 0 & -\mu & 0 \\
    0 & 0 & 0 & \mu & 0 & 0 & 0 & -\mu
\end{bmatrix} \]

III. SIMULATION EXPERIMENT

In order to verify the reliability in space and time of the model, we designed the following simulation experiment. Taking the number of infected subjects in an epidemic disease as an example, the experiment simulated five different trends of increasing in the number of infections in one month (30 days) across 31 provinces on the Chinese mainland. As shown in the Fig. 2.

Each trend encompasses several neighbor provinces, which is ordered according to the alphabet: (i) Exponential growth trend encompasses Fujian, Guangdong, Guangxi, Guizhou, Hainan, and Yunnan. (ii) Linear growth trend encompasses Anhui, Chongqing, Hubei, Hunan, Jiangxi, and Zhejiang. (iii) Logarithmic growth trend encompasses Henan, Jiangsu, Shaanxi, Shandong, Shanghai, and Shanxi. (iv) Increased at first and then decreased trend encompasses Beijing, Hebei, Heilongjiang, Jilin, Liaoning, Inner Mongolia, and Tianjin. (v) Sprinkle trend encompasses Gansu, Qinghai, Ningxia, Sichuan, Xinjiang, and Xizang.

Random noises are added to each province to simulate the spatial differences between provinces. As shown in the Fig. 3. In this experiment, the simulated data are time-varying and have structure information. We believe that through the model, we can cluster provinces under the same growth trend and smooth out the noise.
FIGURE 3. Simulation of the increasing trend of the number of infections in mainland China.

Specifically, we assigned the provinces as nodes, which means \( P = 31 \). If two provinces share a border, there is an edge between two corresponding nodes and \( M = 69 \). The dataset spans 30 days and \( N = 30 \). So \( D_S \) is of size \( 2070 \times 930 \). \( D_T \) is of size \( 899 \times 930 \). The data \( Y \) is the vectorized version of \( y_i (i = 1, 2, \ldots, 30) \), which is in chronological order. \( y_i \) contains the infections data of all the nodes in one day. \( D \) is of size \( 2969 \times 930 \).

To get a satisfying solution, the parameters \( \mu \) and \( \lambda \) must be chosen carefully. After testing different ways to select the parameter, we found the relationship between the two parameters is complicated, and the results of model selection information criteria are not satisfying. As a result, we manually selected \( \mu = 0.8, \lambda = 5 \), and the following results are based on this parameter setting. The detail of parameter selection is discussed in the last section.

To solve the gLASSO problem, the \textit{genlasso} package[13] in R studio was used, and the \textit{ggplot2} package[14] was used to visualize the data. Parameters \textit{maxsteps} and \textit{eps} were set as \( 5000 \) and \( 10^{-6} \) in \textit{genlasso}, and other parameters were left default. The original infections data in the first day is shown in Fig. 4(a), and the smoothed result is shown in Fig. 4(b). Comparing Fig. 4(a) with Fig. 4(b), we can see that after smoothing, the infections are clustered roughly into two regions. The provinces with exponential growth, linear growth, first increased and then decreased, and sprinkles trends are classified as one category, while provinces with logarithmic growth trend are classified as another. This is because the logarithmic growth trend starts at a much faster rate than the other growth trends. Fig. 4(c) and Fig. 4(d) show the original and smoothed infection data on day 28 respectively. We can clearly see that after smoothing, infections in provinces are clustered into 5 groups.
FIGURE 4. The geographical distribution of infections in China in one month (simulated data). (a) and (c) are the original infections data in day 1 and day 28. (b) and (d) are the spatiotemporal smoothing result in day 1 and day 28.

In order to understand the clustering results clearly, we further used `hcluster` package in R to cluster the provinces after smoothing. The principle is to compare each pair of time series. If the two data share similar trend (high correlation), they will be clustered into one category. After clustering, a tree was obtained, with the length of trunk indicating the degree of similarity. We used that package to calculate the infections distance between provinces. This can capture the province clusters which sharing the same trend characteristics. The result is showed in Fig. 5. The clustering result shows that the model successfully distinguished the infections trend in each province and the clustering result is consistent with our hypothesis.

IV. APPLICATION ON TWO SPECIFIC CASES

In the analysis of the real-world datasets, we take the COVID-19 infections outbreak datasets from January 24, 2020, to May 26, 2020, and the mortality rate datasets in China mainland over the last twenty years as two examples.

A. COVID-19 DATASET

The novel coronavirus (COVID-19) caused an epidemic of acute respiratory syndrome in China, which started from late December 2019 in Hubei province. Some researches indicated the virus has the potential for sustained human-to-human transmission [15] [16]. By January 20th, 2020, this epidemic had caused 198 laboratory confirmed infections with 3 death cases. Except Hubei province, Shanghai and Beijing reported 3 COVID-19 cases. On January 23rd, Chinese government adapted unprecedented action of locking down the Wuhan in Hubei to avert a wider epidemic, such as warning citizens not going outdoor, suspending part of public traffic in cities with severe outbreak. When the epidemic outbreak broke out in mainland of China, the government required each one to wear a medical mask in public area. People coming back from other provinces especially high-risk provinces like Hubei need to be quarantined at least for 14 days. These precautions may slow down the epidemic and give government more time to gather the medical resources. Because the virus has been exported to other countries, WHO identified the COVID-19 outbreak as a Public Health Emergency of International Concern (PHEIC) [17].

In this study, we used our model to smooth the COVID-19 data, which will be helpful for the follow-up epidemic research [18]. The analysis of early data of COVID-19 can help us to prevent the fast spread of this epidemic. After spatiotemporal smoothing, we can classify the areas according to the severity of COVID-19, which is conducive in controlling the spread of virus. Furthermore, the results
will provide a plan for the allocation of medical resources, and it also will remind people to avoid going to high-risk areas.

The data we used was retrieved from National Health Commission of the People’s Republic of China (http://www.nhc.gov.cn/), providing the latest epidemiological data of China from January 24, 2020, to May 26, 2020. We found that the infections in Hubei province are much higher than other province. The one of possible reasons is that COVID-19 is a brand-new epidemic. The data we collected started from January 24, 2020, but in fact, China’s first unknown pneumonia patient was found in Wuhan as early as December. This may have led to a large error in the data of Hubei Province. To analyze the transmission of novel coronavirus by our model more informative, the data outside Hubei province were used, and data in Hubei were omit. Since the dataset is much larger than simulated dataset, we used CVX algorithm to reduce the computational resources. After verification testing, we found the error between these two algorithms is exceedingly small on the same simulated data.

Because we have neglected the data of Hubei Province, our model was modified accordingly. The node number \( P \) was changed from 31 to 30. There are six provinces geographically adjacent to Hubei province, hence the edge number \( M \) was reduced to 63. The dataset spans 122 days and \( N = 122 \). \( D_S \) is of size \( 7686 \times 3660 \), \( D_T \) is \( 3630 \times 3660 \) and \( D \) is \( 11316 \times 3660 \). Because of the large amount of data, the running speed of automatic selection program is too slow and needs to be redesigned. After empirical testing, the \( \lambda \) was manually set to 40 and \( \mu \) to 0.8. The results show that the parameter combination can meet our expectations.

As shown in Fig. 6, we selected the original data and smoothed data of national epidemic data on February 2, 2020. Compared with the original data in Fig. 6(a), the smoothed data in Fig. 6(b) have obvious blocking phenomenon in the map, which are affected by geographical and time factors. We also selected the data from April 24, the 60th day after the outbreak, which is showed in Fig. 6(c). As can be seen from the Fig. 6(b), the map is divided into five levels according to the severity of the epidemic. First of all, there is no doubt that the severity of the epidemic in Hubei Province can be divided into the first level. Next, in the Fig. 6(a) and Fig. 6(b), the severity of the epidemic in Guangdong and Zhejiang is second only to Hubei so they can be divided into second level.

**FIGURE 6.** The geographical distribution of COVID-19 in China. (a) is the original infections data on Feb 2nd, (b) is the spatiotemporal smoothing result on Feb 2nd, (c) is the spatiotemporal smoothing result on April 24th.
Then, Anhui, Henan, Hunan, and Jiangxi provinces are divided into the third level after smoothing. The severity of the epidemic in Anhui and Jiangxi, neighboring Hubei Province, has been raised. What’s more, they are raised a level because their neighboring provinces like Zhejiang and Guangdong also are severe. After that, Chongqing, Fujian, Jiangsu, Shandong, and Shanghai are classified into forth level. Although Fujian’s situation is similar with southwest areas in original image, it’s adjacent with Guangdong and Zhejiang. So, Fujian is classified as the fourth level considering the influence of time trend and neighboring provinces. Chongqing is a little higher than these three provinces, although it’s near with Hubei province, geographically, it is inconvenient to transport because of the mountain range. According to the Fig. 6(a), the epidemic situation in Shandong, Jiangsu, and Shanghai are similar, slightly lower than that in other provinces in Southeast China, but higher than that in Northwest and Northeast China. In the other side, considering the time trend, Chongqing has pulled down to the fourth level. Finally, the other provinces in mainland are divided into fifth level. From the original data image, Sichuan and Tianjin have higher epidemic severity than other provinces in the fifth grade. However, due to the influence of geographical factors and time factors, these three provinces have been pulled down to the fifth level after smoothing the data.

Compared Fig. 6(a) with Fig. 6(b), the data smoothed by our model in some provinces has changed. These changes are obvious in the Fig. 6(b). According to the severity of the epidemic, the data of some provinces, such as Fujian, have been raised to a higher level, while those of some provinces, such as Sichuan, have been lowered. We think these changes are understandable. Some might be caused by geography reason and poor transport may have hindered the spread of COVID-19. When smoothing the data, the model not only considers the geographical factors among the provinces, but also the data changing during 122 days. This is why Anhui and Jiangxi province have similar geographical structures, original data and neighboring provinces’ situation, but they are divided into different levels. Compared Fig. 6(a) with Fig. 6(c), we can see with the time goes by, the classification of regions varies according to the outbreak data. Therefore, the data classification on a day will be affected.

Then, we used hcluster method to cluster the provinces. Hubei Province is still omitted in the classification. The result is showed in Fig. 7. After the province is classified by hcluster method, we draw the line charts for each category. The results are shown in Fig. 8.

According to the severity of the epidemic, we can still divide the provinces into five grades. The first level still is Hubei province. But interestingly, For the second level, the result of clustering is a little different from above single day’s analysis. Compared with the classification on February 2nd, the classification based on time analysis is closer to that on April 24th which is showed in Fig. 6(c). The second level includes Anhui, Guangdong, Henan, Hunan, Jiangxi, and Zhejiang province, which is showed in Fig. 8(a). One of the reasons is the Feb 2nd data are early on the COVID-19 outbreak. The provinces which adjacent with Hubei except Chongqing and Shaanxi are all divided into second level. From Fig. 8(a) we can discover that the second level’s affected people all near to a thousand.

The third level contains Beijing, Chongqing, Fujian, Heilongjiang, Jiangsu, Shandong, and Shanghai province. From Fig. 8(b), Beijing, and Heilongjiang within 12 days of a national outbreak are relatively lower than other third level’s provinces. Although the number of people infected in Chongqing and Fujian increased rapidly in the early stage, it was controlled at about 500 people later. As can be seen from the level 3 classification, after the overall time analysis, the provinces in the fourth level of the smoothing classification on February 2nd were upgraded by one level. This may be caused by the increasing number of infected people in Northwest and Southwest China.

In Fig. 8(c), no more than 360 people had been infected on the fourth level. In the fourth level, only more than 300 people were infected in Sichuan. Guangxi, Guizhou, Hainan, Hebei, Shaanxi, Shanxi, Tianjin, and Yunnan province are all in the fourth level. These provinces grew faster in early time than fifth level.

Gansu, Jilin, Liaoning, Neimongo, Ningxia, Qinghai, Xinjiang, and Xizang province are divided into fifth level. Because other provinces have more infections than them, the
most of them have less infections than the smoothing result. In Fig. 8(d), we can know the fifth level has the slowly increasing trend.

The time trend analysis clearly shows the trend of infections in each province. In the previous section, we used \texttt{hcluster} to classify and analyze the total smoothing results and get a good result. But observing the line charts, we can see that there are two different trends. Most provinces are increasing rapidly in early time and reaching a high level around 25 days after January 23rd, and then the number of infections begins to stabilize or slowly increase. Some provinces like Guangdong, Heilongjiang, Shanxi, Shanghai, Tianjin, these provinces showed an increasing trend after 60 days of the outbreak.

March 24, China Railway Wuhan Bureau Group Company issued a notice to resume the arrival and departure business in Hubei Province except for 17 railway passenger stations in Wuhan City from 0:00 on March 25 [19]. So we guess one of the reasons for this large-scale outbreak is the movement of people living with asymptomatic infections. Compared with the growth trend of the first outbreak, this time is relatively slow and the growth rate is not huge. 76 days after the closure of the city, the government lifted the ban on Wuhan, Hubei Province [20], which did not have a rebound effect on the epidemic. Around the beginning of May, the epidemic situation in the whole country was basically under control. On the 35th day or so, the data of some provinces suddenly decreased and increased after smoothing. On the 35th day or so, showed in Fig 8(b) and Fig 8(c), the data of some provinces suddenly decreased or increased and then stabilized again after smoothing. We analyze that this may be due to the geographic factors during smoothing. When we had less data, the analysis in time trend had a lot of bumps after smoothing. As our data volume increases, this protrusion or depression decreases considerably. On the other hand, the results may be over-fitting, which may be because the selection of parameters is not optimal enough.

B. MORTALITY RATE IN CHINA

The mortality is related to the variation of urbanization, geographic dispersion, disease, medical level and so on [21]. By using the proposed model to integrate time trend and geographical distribution information, regional imbalance can be discovered, and which can help administrators to give targeted policies for different provinces. Here we use our model to smooth the mortality of provinces in mainland China.

Because of China’s Hukou (household registration) system, the mortality data can be collected from China statistical yearbook and National Bureau of statistics of China [22]. Similar to the previous one, the node number $P$ and the edge number $M$ are 31 and 69 respectively. The dataset spans 20 years and $N = 20$. So $D_S$ is of size $1380 \times 620$. $D_T$ is of size $589 \times 620$. And $D$ is of size $1969 \times 620$. The parameters $\lambda$ and $\mu$ are manually selected as 0.8 and 0.2.

The results are shown in Fig. 9. The original mortality data of 1999 is showed in Fig. 9(a), and the smoothed result is shown in Fig. 9(b). Comparing Fig. 9(a) with Fig. 9(b), we
can find that after smoothing, the mortality rate is clustered into two regions. There is a gap between west and east region in the year 1999. The west region has a higher mortality rate than that of east. The highest mortality rate is in the northwest border area. The central part of the east has a higher mortality rate than that in the coastal areas. According to the comparison of 1999 (Fig. 9(b)) and 2017 (Fig. 9(c)), it is shown that the imbalance between east and west regions declined as time goes by, and some provinces like Gansu and Xinjiang even lower than others, and the mortality rate in mainland provinces tends to converge to a similar level.

After that, we used *hcluster* method to cluster the smoothed results. The result is shown in Fig. 10.

![Cluster Dendrogram](image)

**FIGURE 10.** The trend cluster result of mortality rate of provinces in China after spatial-temporal smoothing.

According to the clustering result, the time trend of provinces can be clustered into four patterns. As shown in Fig. 11. In Fig. 11(a), the mortality rate declines at beginning and then keeps steady, then continues to decline and finally rebounds. Ningxia and Xinjiang province belong to this pattern. The second pattern is showed in Fig. 11(b), the mortality rate tends to be stable after decreasing. A group of provinces suit this pattern like Anhui and Hebei. We can discover in Fig. 11(c), provinces like Guangdong and Hainan have the third pattern, which first declines and then tends to rise to its original level. The last pattern is in Fig. 11(d), provinces Xinjiang and Xizang are typical examples, and the general trend is downward. The mortality rate in the western provinces of China decreased significantly around 2000. We believe this result is consistent with the policy of western development at that time [23].

![Graph](image)

**FIGURE 9.** The geographical distribution of mortality rate in China over the past twenty years. (a) is the original mortality data in 1999, (b) and (c) are the spatiotemporal smoothing result in 1999 and 2017.
After smoothing, we were able to categorize the data into different trend, e.g., low-risk and high-risk areas. Note that the proposed model is not limited to three-dimensional data, such as the example of the epidemic or mortality data in this paper; it can be applied to other problems that can be modelled as time-varying graphs.

Compared with other research on gLASSO, our proposed model further expands the application scope of gLASSO. Previous researches tend to focus on one-dimensional or two-dimensional problems, but ignore the impact of temporal information on the problems. In our proposed model, we generalized the gLASSO from a purely spatial setting to a spatial-temporal one through a spatial-temporal constraint, which makes the gLASSO more widely used and solves the problem of gLASSO that lacks temporal information.

In the current model, edges in a graph share the same weight $\mu$, i.e., non-weighted graph. For a weighted graph, the extension of the proposed model is straightforward by adopting $\mu$’s in $D$ to edge weights correspondingly.

The selection of parameters is important and is still an open question. Akaike information criterion (AIC) [24] and Bayesian information criterion (BIC) [25] are widely used in weighting the complexity of model and the goodness of fitting data. We tried to use them as an automatic way to tune parameters, but the results are quite different from the parameters we selected manually, and the method is very computationally intensive. In further research, we tried to simplify the problem of parameter selection. To be specific, we took $\mu \in \{0.2, 0.4, 0.6, 0.8, 1.0\}$, indicating the ratio of the strength of the temporal penalty over that of the spatial penalty is in the range of 20% and 100% and tried to select the $\lambda$ based on the AIC or BIC. In general, $\mu$ increases with the number of time spots. In this way, we found that the selected parameters are not very different from those we selected manually. However, the parameters selected by this method are still not precise enough. We still hope to develop some automatic way to select parameters in this model in the future.
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