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Abstract. We establish a correspondence between the $tt^*$ flat connections describing the variation of Hodge structure of the middle dimensional cohomology of families of Calabi–Yau manifolds with one-dimensional moduli spaces and Hitchin’s equations associated to parabolic Higgs bundle associated to the compactified moduli space of the family. We determine the parabolic degrees of the underlying parabolic bundles in terms of the exponents of the Picard–Fuchs equations obtained from the Variation of Hodge structure. We prove in these setups that the flat non-abelian Hodge, or $tt^*$ connection is gauge equivalent to an oper which is determined by the corresponding Picard–Fuchs equations. This gauge equivalence puts forward a new derivation of non-linear differential relations between special functions on the moduli space which generalize Ramanujan’s relations for the differential ring of quasi-modular forms.

1. Introduction

The geometry of gauge theories and string theories has inspired many fruitful interactions between mathematics and physics and has put forward new structures and relations within mathematics. In this work we focus on different families of flat $G$-connections, coming from two entirely different physical setups.

On the one hand we will consider $G$-Higgs bundles which originated in [Hit87a, Hit87b] and were further developed by many people in various directions, see e.g. [Sim92] for the extension to the parabolic setting and [Don95] for the extension to $G$-Higgs bundles\(^1\). The physical origin of $G$-Higgs bundles are the Hermitian Yang–Mills equations for a gauge theory with gauge group $G \subset GL(N, \mathbb{C})$ in four real dimensions. The dimensional reduction of the latter to two real dimensions, so-called Hitchin’s (self-duality) equations, admit a formulation on any Riemann surface $C$. These are equations for a pair $((E, \varphi), h)$ consisting of a $G$-Higgs bundle $(E, \varphi)$ and a Hermitian metric $h$ on $E$. Recall that a $G$-Higgs bundle is a holomorphic vector bundle $E$ with a $G$-structure and a one-form $\varphi \in \Gamma(C, K_{E} \otimes \text{ad}(E))$ with values in the adjoint bundle $\text{ad}(E)$ associated to $E$. The Higgs field $\varphi$ encodes the gauge field data in the two reduced dimensions. The pair $((E, \varphi), h)$ satisfies Hitchin’s equations if

$$F_{D(\bar{\partial}_{E}, h)} + [\varphi, \varphi^{\dagger h}] = 0, \quad \bar{\partial}_{E}\varphi = 0. \quad (1.1)$$

Here $D(\bar{\partial}_{E}, h)$ is the Chern connection associated to the holomorphic structure $\bar{\partial}_{E}$ on $E$ and the Hermitian metric $h$. The equations (1.1) are equivalent to the flatness of the $\mathbb{C}^*$-family

$$\nabla_{\text{Nah}}^\zeta = D(\bar{\partial}_{E}, h) + \zeta^{-1}\varphi + \zeta\varphi^{\dagger h}, \quad \zeta \in \mathbb{C}^* \quad (1.2)$$

\(^1\)See [Dal17] for a survey and [AEFS] for some recent interactions and open problems.
of $G$-connections on $E$. Passing from $(E, \varphi)$ to $\nabla_{N\text{AH}}^\zeta$ and vice versa is the content of the non-abelian Hodge correspondence\(^2\). We therefore refer to the family $\nabla_{N\text{AH}}^\zeta$ as the family of non-abelian Hodge connections associated to the $G$-Higgs bundle $(E, \varphi)$. For our purposes, it is sufficient to consider $G = GL(N, \mathbb{C})$.

On the other hand we consider the geometry emerging from the variation of Hodge structures (VHS) on the middle dimensional cohomology of certain families of Calabi–Yau (CY) manifolds which features prominently in the mirror symmetry of CY threefolds, see e.g. [CK99]. The flat holomorphic Gauß–Manin connection of the VHS plays an important role in identifying the mirror isomorphism of CY threefolds with the help of the associated Picard–Fuchs equations. The flatness conditions constrains the base manifold to be a special Kähler manifold, see [Str90, Fre99] for definitions and [LMVPV10] for a review.

A vast generalization of special Kähler geometry and the flat holomorphic Gauß–Manin connection is given by the notion of topological-anti-topological fusion or $tt^*$-geometry which was put forward by Cecotti and Vafa in [CV91]. The origin of $tt^*$-geometry is the study of families of two dimensional physical field theories with $\mathcal{N} = 2$ supersymmetry. Some of these can be realized as non-linear sigma models into a target manifold $X$ which could be a CY manifold, or a Fano manifold. Others are only realizable as Landau-Ginzburg models, which are non-compact manifolds equipped with a complex valued function called the superpotential.

In every case, the $tt^*$-geometry refers to the data of a bundle $E$, together with a Hermitian metric $h$ on $E$ and a symmetric complex pairing $\eta$ on $E$, over a moduli space $\mathcal{B}$ of theories. Their variation is described by a flat connection $\nabla_{tt^*}$ which is constructed as a combination of a connection $D$ and a one-form $C$ valued in the endomorphisms of the bundle $E$. Here the connection $D$ is compatible with a Hermitian metric $h$ as well as with a complex pairing $\eta$. The endomorphism-valued one-form $C$ is given by an underlying Frobenius manifold structure on $\mathcal{B}$ defined by the operators of the two-dimensional theories parameterized by $\mathcal{B}$. The $tt^*$-geometry on $E$ over $\mathcal{B}$ is then governed by the $tt^*$-equations:

$$[D', D''] + [C', C'] = 0, \quad D'C' - D''C' = 0 = D''C', \quad \text{(1.3)}$$

$$[D', D'] = 0 = [D'', D''], \quad [C', C'] = 0 = [C'', C''], \quad [D', C'] = 0 = [D'', C'']. \quad \text{(1.4)}$$

Here $'$ and $''$ denote the $(1,0)$- and $(0,1)$-part respectively and the commutators are defined such that $[C', C']$ is a $(2,0)$-form etc. Equations (1.3) and (1.4) are equivalent to the flatness of the $\mathbb{C}^\times$-family of $tt^*$-connections

$$\nabla_{tt^*}^\zeta = D + \zeta^{-1}C' + \zeta C'', \quad \zeta \in \mathbb{C}^\times, \quad \text{(1.5)}$$
on $E$. Here (1.3) is equivalent to $\mathcal{F}_{\nabla_{tt^*}^\zeta}^{(1,1)} = 0$, while (1.4) is equivalent to $\mathcal{F}_{\nabla_{tt^*}^\zeta}^{(0,2)} = 0 = \mathcal{F}_{\nabla_{tt^*}^\zeta}^{(2,0)}$.

\(^2\)As is well-known, see [Hit87a, Sim92], this correspondence is an equivalence between stable $G$-Higgs bundles and irreducible flat $G$-connections. Stability/Irreducibility does not play a crucial role in our work so that we suppress it here.
A differential-geometric approach to $t^t$-equations was given in [Dub93]. A complex geometric framework was given for the $t^t$-equations in [Her03] in terms of $DC\tilde C$-structures ([Her03, Definition 2.9]) and TERP-structures (cf. [Her03, Definition 2.12]), see [Her06, HS08] for an overview.

Although Hitchin’s equations and the $t^t$-equations have different physical origins, the resemblance of the mathematical outcome of the two setups is hard to miss, see (1.1) and (1.3). The language of Higgs bundles features prominently in the work of Hertling on $t^t$-geometry. If $B$ is a Riemann surface, solutions of the $t^t$-equations attached to families of Calabi–Yau manifolds are solutions of Hitchin’s equations on $B$ which are invariant (up to gauge transformations) under the $C^*$-action rescaling the Higgs field. On higher-dimensional Kähler manifolds $X$, the $t^t$-equations are $F^\nabla = 0$ while Hitchin’s equations are instead

$$
F^{2,0}_\nabla = 0 \quad F^{0,2}_\nabla = 0 \quad \Lambda F^{1,1}_\nabla = 0,
$$

where $\Lambda$ denotes contraction with the symplectic form of $X$. Thus, on a Kähler manifold, the $t^t$-equations are a special case of Hitchin’s equations.

However, $t^t$-equations are more general in other directions. Firstly, they can be formulated on any complex manifold. Secondly, the physical theories which have a geometric realization in terms of a non-linear sigma model admit more physical deformations than just the geometric ones. All the additional deformations are governed by the $t^t$-equations as well. A rigorous mathematical framework describing this general version of the $t^t$-equations remains challenging.

In this paper, we relate the two setups in the case where the $t^t$-geometry is governed by a VHS $\mathcal{H}$ determined by the middle-dimensional cohomology of a family $\pi: \mathcal{X} \to \mathcal{B}$ of CY $d$-folds with $\dim_{\mathbb{C}}(\mathcal{B}) = 1$. This is, for example, the context of mirror symmetry for CY manifolds where the family $\pi: \mathcal{X} \to \mathcal{B}$ is assumed to be complete, i.e. locally isomorphic around each $u \in \mathcal{B}$ to the moduli space of complex structures on $X_u := \pi^{-1}(u)$. In this context, we explain how various notions that originated on the $t^t$-equation side naturally appear on the Higgs bundle side, and vice versa. This goes far beyond comparing the equations (1.1) and (1.3) (cf. Remark 4.5).

For example, we show that opers, a distinguished family of flat connections which play an important role in the geometric Langlands correspondence (see [BD05] and the discussion of the conformal limit below), are equivalent to variations of Hodge structures with special sections. We call such a section a generic cyclic vector. Its derivatives with respect to the Gauß–Manin connection give a basis of the complex vector bundle $\mathcal{H} \to \mathcal{B}$ on an open and dense subset of $\mathcal{B}$. The existence of a generic cyclic vector is natural from the perspective of mirror symmetry: if the VHS $\mathcal{H}$ is induced by a complete family $\mathcal{X} \to \mathcal{B}$ of CY manifolds, then $\mathcal{H}$ admits a generic cyclic vector. Hence mirror symmetry provides many concrete examples of opers.

\footnote{In the following we adopt the terminology in physics and refer to a ‘moduli space’ as a parameter space with some non-degeneracy assumption like completeness of the parameterized families of CY $d$-folds.}
Parabolic Higgs bundles [Sim90], [Yok93], a generalization of Higgs bundles, naturally arise in the $tt^*$-geometry under consideration. Typically, the base $B$ is a non-compact Riemann surface and the family $\pi: \mathcal{X} \to B$ extends to a family $\hat{\pi}: \tilde{\mathcal{X}} \to \tilde{B}$ over the compactification $\tilde{B}$ of $B$. The fibers over $D := \tilde{B} - B$ are usually singular and each $d \in D$ is a regular singular point of the holomorphic Gauß–Manin connection $\nabla$ of $\mathcal{H}$. Equivalently, the Picard–Fuchs equations, which are locally determined by a (generic) cyclic vector, are regular singular at $d \in D$.

The qualitative behaviour of the (multi-)valued solutions to the Picard–Fuchs equations at $d \in D$ is determined by their so-called exponents associated to $d$. After reviewing how Deligne’s canonical extension of $(\mathcal{H}, \nabla)$ ([Del70], [Sch73]) determines a parabolic Higgs bundle $(\hat{E}, \hat{\varphi})$ on $\tilde{B}$ with divisor $D$ (see [Sim91] for $D = \emptyset$ and [CMSP17, Chapter 13] for an arbitrary reduced divisor $D$), we compute the (parabolic) degrees of $(\hat{E}, \hat{\varphi})$ in terms of the exponents at each $d \in D$. In the typical context of mirror symmetry, where $D = \{0, 1, \infty\} \subset \hat{B} = \mathbb{CP}^1$, this is sufficient to explicitly determine the corresponding parabolic Higgs bundles.

We point out that the first computation of the parabolic degrees in terms of the exponents appeared in [EKZ14, §6] for $D = \{0, 1, \infty\} \subset \hat{B} = \mathbb{CP}^1$ and certain VHS $\mathcal{H}$ of weight 3 with $\text{rk}(\mathcal{H}) = 4$ in the context of Lyapunov exponents. This was taken up by [DHT17] for the same base curve but more general VHS in order to compute Hodge numbers of certain compact Kähler manifolds which are fibered over $\mathbb{CP}^1$. Our approach neither requires a restriction on $\hat{B}$ nor on $\mathcal{H}$. The previous papers focus on the underlying parabolic bundles whereas we focus on the parabolic Higgs bundles.

Another motivation for our work comes from Gaiotto’s conjecture ([Gai14, §4.2]). It relates the family $\nabla^{\text{c缩水}}_{\text{NAH}}$ of non-abelian Hodge connections associated to a Higgs bundle $(E, \varphi)$ on $B$ to a family of opers, associated to the same Higgs bundle, through the so-called conformal limit. This limit is obtained by introducing an additional real parameter $R$ in the family $\nabla^{\text{c缩水}}_{\text{NAH}}$ and taking an appropriate double scaling limit of $\nabla^{\text{c缩水}}_{\text{NAH}}$ as $R, \zeta$ approach 0, while holding their ratio $\hbar = \frac{\zeta}{R}$ fixed. This conjecture was proven if $B$ is a compact Riemann surface in [DFK+16, CW19]. Understanding the precise relation between the two families of flat connections is, in particular, important for understanding the relation between the exact WKB-analysis$^4$ and the works of Gaiotto, Moore and Neitzke [GMN09].

All of the parabolic Higgs bundles $B = \mathbb{CP}^1 - \{0, 1, \infty\}$ coming from the $tt^*$-equations are fixed by the natural $C^*$-action $\varphi \to \zeta \varphi$ (up to isomorphism). It follows that the two-parameter family $\nabla^{\text{R缩水}}_{\text{NAH}}$ is independent of $R$, hence the conformal limit $\lim_{R \to 0} \nabla^{\text{R缩水}}_{\text{NAH}}$ is simply equal to $\nabla^{h}_{\text{NAH}}$. While the conformal limit is a trivial process, the necessary gauge transformation identifying $\nabla^{h}_{\text{NAH}}$ with the Gauß-Manin connection $\nabla^{h}_{\text{GM}}$ contains highly non-trivial information: it gives a new way to derive certain differential rings on the moduli space $B$, see §2.7. In our cases, the Hermitian metric $h$ solving Hitchin’s equations and the $tt^*$-equations is expressed in terms of special functions $g_i$ on $B$. These differential rings are rings with a differential $D$ which are generated by finitely many special functions $g_i$, $i \in I$, on $B$. In fact, they are algebraic: the derivatives $Dg_i$, $i \in I$,

$^4$See [IN14] and references therein.
are polynomials in the $g_j$, $j \in I$, with holomorphic functions on $B$ as coefficients. These relations are called differential ring relations and give nonlinear differential equations for the $g_i$.

If $B$ is a moduli space for elliptic curves, the differential ring relations are directly related to the differential ring of quasi-modular forms developed by Kaneko and Zagier [KZ95] as shown in [Hos10, Mov12]. If $B$ is a moduli space of CY threefolds, then the differential ring relations have strong implications for mirror symmetry: in [YY04], Yamaguchi and Yau discovered differential ring relations for the moduli space of the mirror quintic CY threefold. In these cases, the special functions on the moduli space $B$ are given by the generating functions for higher genus Gromov–Witten invariants on the quintic CY threefold (under mirror symmetry). Hence the differential ring relations show that all higher genus Gromov–Witten invariants are determined by finitely many data. These results were later generalized to arbitrary mirror pairs of CY threefolds in [AL07] and developed for lattice polarized K3 surfaces in [Ali17].

Besides mirror symmetry, such differential rings are interesting in their own right because they provide an analogue for CY threefolds of quasi-modular forms for elliptic curves\(^5\). By providing the explicit link between these developments and Higgs bundles, we hope to further open the door towards new insights and generalizations of these structures.

The plan of our paper is the following. In §2 we start with an explicit example of a VHS which appears in the context of mirror symmetry for lattice polarized K3 surfaces with complex one-dimensional moduli spaces. This example will allow us to elucidate the ingredients and the constructions relevant for our paper. We proceed in §3 to motivate VHS and to show their precise connection to opers. In §4 we first review the relation between Deligne’s canonical extensions of VHS and parabolic Higgs bundles. Afterwards we compute the (parabolic) degrees of the resulting parabolic Higgs bundles in terms of the associated exponents. Finally, in §5 we give further examples motivated from mirror symmetry and review the necessary constructions, we furthermore discuss the general structure of the gauge transformation from the family of non-abelian Hodge flat connections to the family of opers. In the appendices we collect basic definitions and notions concerning quasi-modular forms, differentials rings as well as parabolic Higgs bundles.

In our beginning example in §2 and throughout the paper, we provide a number of explicit and detailed examples in order to facilitate building a bridge between the geometry of Higgs bundles on the one side and $tt^*$-geometry, VHS and mirror symmetry on the other side.

Acknowledgements. This project was initiated at the American Institute of Mathematics (San Jose, CA) workshop titled “Singular geometry and Higgs bundles in String Theory” from October 30 to November 3, 2017. We would like to thank all the workshop participants for stimulating discussions and especially Szilárd Szabó and Rodrigo Barbosa for discussions related to this project. The work of the first and second author is supported through the DFG Emmy Noether grant AL 1407/2-1.

\(^5\)See e.g. [Mov17] and references therein
2. Introductory example

In this section, we walk through the example of Calabi–Yau manifolds of dimension 2, i.e. K3 surfaces. This example is simple enough not to be overwhelming but complex enough to showcase some of our findings. For example, we determine the gauge transformations between the families of opers and of flat non-abelian Hodge connections attached to the corresponding variations of Hodge structures of weight 2 and rank 3.

In the following, we consider families
\[ \pi : \mathcal{X} \rightarrow \mathcal{B}, \quad \dim(\mathcal{B}) = 1 \] of K3 surfaces and mostly \( \mathcal{B} \cong \mathbb{CP}^1 - \{0, 1, \infty\} \). Many such examples are obtained from mirror symmetry of lattice polarized K3 surfaces ([Dol96]). A lattice polarized (or \( \mathcal{M} \)-polarized) K3 surface is a pair \((X, j)\) of a K3 surface and a primitive embedding \(j : \mathcal{M} \hookrightarrow \text{Pic}(X)\) of a lattice \(\mathcal{M}\) into the Picard group of \(X\).

**Example 2.1.** Let \(X\) be any smooth quartic surface in \(\mathbb{CP}^3\). Then \(X\) is an algebraic K3 surface with \(\text{rk}(\text{Pic}(X)) = 1\). More precisely, \(\text{Pic}(X)\) is generated by (the isomorphism class of) a line bundle \(L \in \text{Pic}(X)\) with \(\int_X c_1(L) \wedge c_1(L) = 4\). In particular, \(\hat{\mathcal{M}} := \langle L \rangle\) is isomorphic to the even lattice \(\langle 4 \rangle\) and \(j : \hat{\mathcal{M}} \hookrightarrow \text{Pic}(X)\) is primitive. Hence \((X, j)\) is a \(\langle 4 \rangle\)-polarized K3 surface.

Mirror symmetry of lattice polarized K3 surfaces is a statement about pairs of complete families\(^6\)
\[ \hat{\pi} : \hat{\mathcal{X}} \rightarrow \hat{\mathcal{B}}_M \text{ and } \pi : \mathcal{X} \rightarrow \mathcal{B}_M \] of \(\hat{M}\)- and \(M\)-polarized K3 surfaces respectively which are dual, or “mirror”, to each other in a precise sense (see the introduction of [Dol96]). Here \(\mathcal{B}_\hat{M}\) and \(\mathcal{B}_M\) is the moduli space of \(\hat{M}\)- and \(M\)-polarized K3 surfaces respectively.

The lattice \(\hat{M}\) is obtained from the lattice \(\hat{M}\) as follows. For any algebraic K3 surface \(X\), \(H^2(X, \mathbb{Z})\) with the natural intersection pairing is isomorphic to the orthogonal sum
\[ L_{K3} := U^\perp_{13} \perp E_{8}^{12} \] which has signature \((t_+, t_-) = (3, 19)\). Here \(U\) is the lattice of signature \((1, 1)\) and \(E_8\) is the lattice whose intersection product is determined by the \(E_8\)-root system and hence of signature \((0, 8)\). The orthogonal complement \(\hat{M}^\perp\) of \(\hat{M}\) in \(L_{K3}\) splits (non-canonically) into \(\hat{M}^\perp = U \perp M\). The lattice \(M\) is uniquely determined up to isomorphism and is called the mirror of \(\hat{M}\). It satisfies \(\hat{M} = M\). Moreover, if \(\hat{M}\) is of signature \((1, t)\), then \(M\) is of signature \((1, 18 - t)\).

The completeness condition on the families \(2.2\) implies
\[ T_u\hat{\mathcal{B}} \cong H^{1,1}(\hat{X}_u)/j_u(\hat{M}), \quad T_u\mathcal{B} \cong H^{1,1}(X_u)/j_u(M). \]
This makes sense because \(\text{Pic}(X) \subset (H^{1,1}(X) \cap H^2(X, \mathbb{Z})) \subset H^{1,1}(X)\) for any algebraic K3 surface \(X\). If \(\hat{M}\) is of rank one, which implies that \(\hat{M}\) is isomorphic to one of the

\(^6\)Every tangent space \(T_u\mathcal{B}\) of a complete family \(\mathcal{X} \rightarrow \mathcal{B}\) is naturally isomorphic to the space of infinitesimal deformations of the lattice polarized K3 surface \((X_u, j_u)\). In particular, a complete family varies non-trivially if \(\dim(\mathcal{B}) > 0\).
even one-dimensional lattices \( (2n), n \in \mathbb{Z} \), then
\[
\dim(\mathcal{B}) = \dim H^{1,1}(X) - \text{rk}(M) = 20 - 19 = 1.
\]

Constructions from mirror symmetry (cf. §5.1) therefore produce many families \( \pi : \mathcal{X} \to \mathcal{B} \) with \( \dim_{\mathbb{C}} \mathcal{B} = 1 \) as mirror families of \( (2n) \)-polarized K3 surfaces for \( n \in \mathbb{Z} \).

**Example 2.2.** Let \( \bar{\pi} : \bar{\mathcal{X}} \to \bar{\mathcal{B}} \) be a complete family of quartic K3 surfaces so that \( \bar{\mathcal{M}} = \langle 4 \rangle \), cf. 2.1, and
\[
M := (4)^{\vee} \cong U \perp E_8 \perp E_8 \perp \langle -2n \rangle,
\]
see [Dol96, §7]. Then a mirror family \( \pi : \mathcal{X} \to \mathcal{B}_M \), simply called mirror quartic, is a family of \( M \)-polarized K3 surfaces. In fact, \( \mathcal{B} \cong \mathbb{CP}^1 - \{0, 1, \infty\} \), see [Dol96, §7].

### 2.1. Hodge decomposition and filtration

Let \( X \) be an algebraic K3 surface so that we have the Hodge structure
\[
H^2(X, \mathbb{C}) = H^{2,0}(X) \oplus H^{1,1}(X) \oplus H^{0,2}(X), \quad \overline{H^{2,0}} = H^{0,2}
\]
of weight 2, cf. §3.

Let \( \bar{M} = \langle 2n \rangle \) and \( M := \bar{M} \) be its mirror. If \( X \) is \( M \)-polarized, then the full Hodge structure on \( H^2(X, \mathbb{Z}) \) is too large for our purposes. Instead, we consider
\[
T(X) := M_{\perp} = U \perp \langle 2n \rangle \subset H^2(X, \mathbb{Z}).
\]
This defines a Hodge substructure of \( H^2(X, \mathbb{Z}) \) of weight 2 and rank 3 with Hodge decomposition space \( T^{p,q}(X) \). Since \( T^{2,0}(X) = H^{2,0}(X) \) and \( T^{1,1}(X) \subset H^{1,1}(X) \), we write
\[
T^{p,q}(X) = H^{p,q}(X)
\]
by abuse of notation throughout this section. We write the equivalent data of a Hodge filtration as
\[
F^3T(X) = \{0\} \subset F^2(X) = H^{2,0}(X) \subset F^1(X) \subset F^0(X).
\]
The Hodge structure \( T(X) \) carries a polarization given by the non-degenerate bilinear form
\[
Q : T(X) \times T(X) \to \mathbb{Z}, \quad Q(\alpha, \beta) = -\int_X \alpha \wedge \beta.
\]
which extends to \( T(X, \mathbb{C}) := T(X) \otimes_{\mathbb{Z}} \mathbb{C} \). The Weil operator \( W \in \text{End}(T(X, \mathbb{C})) \) acts on \( T^{p,q} \) by multiplication with a constant:
\[
W|_{T^{p,q}} = e^{-q}.
\]
Together with the polarization, it induces the non-degenerate pairing
\[
\eta : T(X, \mathbb{C}) \times T(X, \mathbb{C}) \to \mathbb{C}, \quad \eta(\omega_i, \omega_j) = Q(W(\omega_i), \omega_j),
\]
as well as the Hermitian (Hodge) metric,
\[
h : T(X, \mathbb{C}) \times T(X, \mathbb{C}) \to \mathbb{C}, \quad h(\omega_i, \omega_j) = Q(W(\omega_i), \overline{\omega_j}),
\]
for \( \omega_i, \omega_j \in T(X, \mathbb{C}) \).
2.2. Variation of Hodge structure. We next consider a complete family
\[ \pi : \mathcal{X} \to \mathcal{B} := \mathbb{CP}^1 - \{0, 1, \infty\} \]
of $M$-polarized $K3$ surfaces with $\text{rk}(M) = 18$. This setup generalizes Example 2.2 is the most common in mirror symmetry for such lattice polarized $K3$ surfaces. The variation of the Hodge filtrations over the base manifold $\mathcal{B}$ is governed by the variation of Hodge structures \((H^\mathbb{Z}, \nabla, Q, F^\bullet H^\mathbb{O})\).

Here $H^\mathbb{O} = H^\mathbb{Z} \otimes \mathcal{O}_B$ for the locally constant sheaf $H^\mathbb{Z}$ with stalks $H^2(X_u, \mathbb{Z})$ and $\nabla$ is the induced Gauß–Manin connection. The decreasing filtration $F^\bullet H^\mathbb{O}$ of holomorphic sub-bundles $F^i H^\mathbb{O}$, $i = 2, 1, 0$, is defined by taking fiberwise the previously defined Hodge filtration. The filtration satisfies Griffiths’ transversality: $\nabla F^p H^\mathbb{O} \subset F^p - 1 H^\mathbb{O} \otimes \Omega^1_B$, see §3 for more details.

Let $L = F^2 H^\mathbb{O}$ be the line bundle over $\mathcal{B}$ whose fibers are the spaces $H^2(X_u, \mathbb{Z})$ and let $\omega_0 \in L$ be a local section. We denote by $L^{-1}$ its dual. Due to the VHS, this form satisfies the following Picard–Fuchs equation in cohomology:
\[ \nabla^3 \omega_0 = -b_2 \nabla_0 \omega_0 - b_1(u) \nabla_{\frac{\partial}{\partial u}} \omega_0 - b_0 \omega_0, \]
with rational functions $b_i(u), i = 0, 1, 2$.

This relation in cohomology becomes a third order ODE, the Picard–Fuchs equation, with regular singular points for the (multi-valued) periods $\pi^i, i = 0, 1, 2$ obtained by integrating $\omega_0$ over a basis of cycles $\gamma^0, \gamma^1, \gamma^2 \in H_2(X_u, \mathbb{Z})$.
\[ \left( \frac{d^3}{du^3} + b_2 \frac{d^2}{du^2} + b_1 \frac{d}{du} + b_0 \right) \pi^i(u) = 0, \quad i = 0, 1, 2. \]

In this example, the rational functions $b_i$ are related to the following Hodge-theoretic pairing:

**Definition 2.3.** The Griffiths–Yukawa coupling $c \in \Gamma(\mathcal{L}^{-2} \otimes (T^*\mathcal{B})^2)$ is defined by
\[ c(\omega, \omega') := \eta(\omega, \nabla^2 \omega') \in \Gamma(T^*\mathcal{B})^2, \quad \omega, \omega' \in \mathcal{L}. \]

If we have fixed a local frame $\omega_0$ and $\frac{\partial}{\partial u}$ of $\mathcal{L}$ and $T\mathcal{B}$ respectively, then we denote by
\[ c_{uu} := \eta(\omega_0, \nabla^2 \omega_0), \quad \nabla_u := \nabla_{\frac{\partial}{\partial u}}, \]
the coordinate expression of $c$.

The next proposition gives the relation to the functions $b_i$ in the Picard–Fuchs equation.

**Proposition 2.4.** The coordinate expression $c_{uu}$ of the Griffiths–Yukawa coupling satisfies the differential equation:
\[ \partial_u c_{uu} = -\frac{2}{3} b_2 c_{uu}, \]
where $b_2$ is the rational function appearing in the Picard–Fuchs equation.
Proof. We have

\[ \partial_u c_{uu} = \int_{X_u} \nabla_u \omega_0 \wedge \nabla_u^2 \omega_0 + \int_{X_u} \omega_0 \wedge \nabla_u^3 \omega_0, \quad (2.16) \]

and furthermore

\[ \int_{X_u} \omega_0 \wedge \nabla_u \omega_0 = 0, \]

by type considerations. By differentiating this last equation it follows that

\[ c_{uu} = -\int_{X_u} \nabla_u \omega_0 \wedge \nabla_u \omega_0 \quad (2.17) \]

and hence

\[ \partial_u c_{uu} = -2 \int_{X_u} \nabla_u \omega_0 \wedge \nabla_u^2 \omega_0, \]

the claim follows by substituting this last expression for the first term on the RHS of (2.16) and the Picard–Fuchs equation for the second term. \( \square \)

2.3. Frame for the bundle and Hermitian metric. We next construct a local frame \( \omega = (\omega_0, \omega_1, \omega_2) \) for the bundle \( H \) with fibers \( H^2(X_u, \mathbb{C}) \) such that \( \omega_i \in H^{2-i,i} \).

We choose a local frame \( \omega_0 \) of \( H^2,0 = L \) and define:

\[ e^{-K} := h_0\bar{h}_0 = h(\omega_0, \omega_0) = \int \omega_0 \wedge \overline{\omega_0}, \quad (2.18) \]

where \( K \) defines a Kähler potential for the projective special Kähler metric \( G \) on \( \mathcal{B} \). We then proceed to construct \( \omega_1 \) and \( \omega_2 \) from \( \omega_0 \) using the Gauß–Manin connection.

By Griffiths transversality we obtain

\[ (\nabla_u \omega_0) du \in F^2H^2(X_u, \mathbb{C}) \otimes T^*\mathcal{B}, \quad \nabla_u := \nabla_{\partial/\partial u} \]

and hence we make the ansatz:

\[ \nabla_u \omega_0 du = A_u du \omega_0 + \omega_1, \]

with \( A_u du \in \Gamma(T^*\mathcal{B}) \) and \( \omega_1 \in H^{1,1}(X_u) \otimes T^*\mathcal{B} \) and obtain \( A_u = -\partial_u K = -K_u \) from

\[ \partial_u e^{-K} = -K_u e^{-K} = \int_{X_u} \nabla_u \omega_0 \wedge \overline{\omega_0} = A_u \int_{X_u} \omega_0 \wedge \overline{\omega_0}, \]

since \( -K_u = (h_{00})^{-1} \partial_u h_{00} \), this is also the coordinate expression for the Chern connection one-form, and we have:

\[ \omega_1 = ((\nabla_u - D_u) \omega_0) du \in H^{1,1}(X_u, \mathbb{C}) \otimes T^*\mathcal{B}, \quad (2.19) \]

We proceed by constructing \( \omega_2 \in H^{0,2}(X_u) \otimes (T^*\mathcal{B})^2 \) similarly:

\[ \omega_2 = ((\nabla_u - D_u) (\omega_1)) du, \quad (2.20) \]

with \( D_u \omega_1 = h_{11}^{-1} \partial_u h_{11} \omega_1 \). We then obtain similarly:

\[ ((\nabla_u - D_u) \omega_2) = 0, \quad (2.21) \]

with

\[ D_u \omega_2 = h_{22}^{-1} \partial_u h_{22} \omega_2. \]

We get the following:
Proposition 2.5. The expression for the Hermitian metric \( h = h_{ab} dt^a \otimes dt^b, a, b = 0, 1, 2 \) in the frame \((\omega_0, \omega_1, \omega_2)\) is given by

\[
(h_{ab}) = \begin{pmatrix}
    e^{-K} & 0 & 0 \\
    0 & e^{-K} G_{u\overline{u}} du d\overline{u} & 0 \\
    0 & 0 & e^{-K} G_{u\overline{u}} du^2 d\overline{u}^2
\end{pmatrix},
\]

(2.22)

where \( G_{u\overline{u}} = \partial_u \partial_{\overline{u}} K \). The Kähler metric \( G_{u\overline{u}} du d\overline{u} \) further satisfies:

\[
e^{-K} G_{u\overline{u}} = c_{uu} e^K G_{u\overline{u}} c_{\overline{u}u},
\]

(2.23)

where \( G^{u\overline{u}} = G_{u\overline{u}}^{-1} \) are the components of the inverse metric. The expression for the complex pairing \( \eta = \eta_{ab} dt^a dt^b, a, b = 0, 1, 2 \) in this frame is:

\[
(\eta_{ab}) = c_{uu} \begin{pmatrix}
    0 & 0 & 1 \\
    0 & 1 & 0 \\
    1 & 0 & 0
\end{pmatrix} du^2.
\]

(2.24)

Proof. The metric is diagonal in the frame \((\omega_0, \omega_1, \omega_2)\) because (1) the basis respects the Hodge decomposition and (2) the polarization of the VHS obeys the Riemann–Hodge bilinear relations (I),(II)) given in §3.1. We have defined \( h(\omega_0, \omega_0) = e^{-K} \) in (2.18), for the other entries we have

\[
h_{11} = h(\omega_1, \omega_1) = - \int_{X_u} \omega_1 \wedge \overline{\omega_1}
\]

\[
= - \int_{X_u} (\nabla_u \omega_0 + K_u \omega_0) \wedge (\nabla_{\overline{u}} \overline{\omega_0} + K_{\overline{u}} \overline{\omega_0}) du d\overline{u}
\]

\[
= (-\partial_u \partial_{\overline{u}} e^{-K} - K_u \partial_u e^{-K} - K_{\overline{u}} \partial_{\overline{u}} e^{-K} - K_u K_{\overline{u}} e^{-K}) du d\overline{u} = e^{-K} G_{u\overline{u}} du d\overline{u}.
\]

To obtain \( h_{22} := h(\omega_2, \omega_2) \) we first note that by construction we have \( \omega_2 \in H^{0,2} \otimes (T^*B)^2 \). Since \( H^{0,2} \) is spanned by \( \overline{\omega_0} \), we make the ansatz

\[
\omega_2 = \overline{\omega_0} D_{uu} du^2,
\]

(2.25)

with \( D_{uu} du^2 \in (T^*B)^2 \). On the one hand, the polarization on \( H^2(X_u, Z) \) together with the Riemann–Hodge bilinear relations give

\[
\int_{X_u} \omega_0 \wedge \omega_2 = \int_{X_u} \omega_0 \wedge (\nabla_u - D_u)^2 \omega_0 du^2
\]

\[
= \int_{X_u} \omega_0 \wedge \nabla_u^2 \omega_0 du^2 = c_{uu} du^2.
\]

On the other hand, using the ansatz (2.25), we obtain

\[
\int_{X_u} \omega_0 \wedge \omega_2 = \int_{X_u} \omega_0 \wedge \overline{\omega_0} D_{uu} du^2
\]

\[
= e^{-K} D_{uu} du^2.
\]

Comparing the previous two equalities gives \( D_{uu} = c_{uu} e^K \) and hence

\[
h_{22} = \int_{X_u} \omega_2 \wedge \overline{\omega_2} = e^{2K} c_{uu} c_{\overline{u}u} \left( \int_{X_u} \overline{\omega_0} \wedge \omega_0 \right) du^2 d\overline{u}^2 = e^K c_{uu} c_{\overline{u}u} du^2 d\overline{u}^2.
\]
To obtain the expression relating $G_{u\bar{u}}, K, c_{uu}$ in (2.23) we note that $\omega_1 \in H^{1,1} \otimes T^*B$; since $H^{1,1}$ is one-dimensional we must have:

$$\omega_1 = \overline{\omega_1} L_u^\alpha du \otimes \frac{\partial}{\partial \bar{u}} \tag{2.26}$$

with $L_u^\alpha du \otimes \frac{\partial}{\partial u} \in T^*B \otimes \overline{T^*B}$. To determine $L_u^\alpha$, we compute $\int_{X} \omega_1 \wedge \omega_1$ in two ways. First,

$$-\int_{X} \omega_1 \wedge \omega_1 = - \left( \int_{X} (\nabla_u - D_u) \omega_0 \wedge (\nabla_u - D_u) \omega_0 \right) du^2$$

$$= - \left( \int_{X} \nabla_u \omega_0 \wedge \nabla_u \omega_0 \right) du^2 \overset{(2.17)}{=} c_{uu} du^2,$$

on the other hand, using the ansatz in (2.26) we obtain:

$$-\int_{X} \omega_1 \wedge \omega_1 = - \left( \int_{X} \omega_1 \wedge \overline{\omega_1} \right) L_u^\alpha du \otimes \frac{\partial}{\partial \bar{u}}$$

$$= e^{-K} G_{u\bar{u}} L_u^\alpha du^2,$$

and hence $L_u^\alpha = e^K G_{u\bar{u}} c_{uu}$. We have:

$$e^{-K} G_{u\bar{u}} dud\bar{u} = - \int_{X} \omega_1 \wedge \overline{\omega_1} = - e^{2K} G_{u\bar{u}} G_{u\bar{u}} c_{uu} c_{uu} \int_{X} \overline{\omega_1} \wedge \omega_1 = e^K G_{u\bar{u}} c_{uu} c_{uu} dud\bar{u},$$

this also gives the form the the entry $h_{22}$ in (2.22). The entries of $\eta$ follow from (2.14),(2.17).

\begin{remark}
In (2.22) we use the fact that $\nabla$ is an oper to identify $\mathcal{H}^{p,q}$ with $\mathcal{H}^{p-1,q+1} \otimes T_B$ via the map $\nabla - D$ (whose $(1,0)$-part is the Higgs field, see Section 4). For example, $e^{-K} G_{u\bar{u}} dud\bar{u}$ is a metric on $\mathcal{H}^{2,0} \otimes T_B \cong \mathcal{H}^{1,1}$. The entry $h_{22} = e^{-K} G_{u\bar{u}} du^2 d\bar{u}^2$ is a metric on $\mathcal{H}^{2,0} \otimes T_{B}^\otimes \cong \mathcal{H}^{0,2}$.
\end{remark}

\subsection{The oper/holomorphic Gauß–Manin connection.}

The variation of Hodge structure provides the data of a holomorphic Gauß-Manin connection which is reflected by the Picard–Fuchs equation describing the variation of Hodge structure in (2.11),(2.12). Assuming that $\omega_0$ is a cyclic vector, i.e.

$$\omega_{GM} = (\omega_0, \nabla_u \omega_0 du, \nabla_u^2 \omega_0 du^2),$$

is a frame of $\mathcal{H}$ (cf. Definition 3.11).

From (2.11) we see that the Gauß–Manin connection $\nabla$ is given by

$$\nabla_{GM} = d + \begin{pmatrix} 0 & 0 & -b_0 \\ 1 & 0 & -b_1 \\ 0 & 1 & -b_2 \end{pmatrix} du. \tag{2.27}$$

in this frame. This connection can be promoted to a one–parameter family of flat connections, labeled by $h \in \mathbb{C}^\ast$, by considering the following changes: we consider

\footnote{In analogy to Remark 2.6 we do not contract with a vector field here.}
\[ \omega_0 \text{ as a function of both } u \in \mathcal{B} \text{ and } \hbar \in \mathbb{C}^\times \text{ which obeys the following } h\text{-deformed Picard–Fuchs equation in cohomology:} \]

\[ h^3 \nabla^3_{\omega} \omega_0(u, \hbar) = -b_2 h^2 \nabla^2_{\omega} \omega_0(u, \hbar) - b_1 h \nabla_{\omega} \omega_0(u, \hbar) - b_0 \omega_0(u, \hbar). \quad (2.28) \]

Changing the frame to

\[ \omega^h_{GM} = \left( \omega_0, h \nabla_u \omega_0 \, du, h^2 \nabla^2_u \omega_0 \, du^2 \right) \]

gives the one–parameter family of connections:

\[ \nabla^h_{GM} = d + \frac{1}{h} \left( \begin{array}{ccc} 0 & 0 & -b_0 \\ 1 & 0 & -b_1 \\ 0 & 1 & -b_2 \end{array} \right) \, du. \quad (2.29) \]

This corresponds to a family of rank three opers. The study of the asymptotics in \( \hbar \) of the periods of the \( h\)-deformed \( \omega_0(u, \hbar) \) is subject of the higher rank WKB method, see e.g. [HN19] and references therein.

We note furthermore that the differential equation (2.15) obeyed by the coordinate expression of the Griffiths–Yukawa coupling becomes:

\[ \partial_u c_{uu} = -\frac{2}{3h} b_2 c_{uu}, \quad (2.30) \]

after using the \( h\)-deformed PF equation (2.28).

### 2.5. The differential ring relations.

We next derive three differential ring relations between functions associated to the Kähler metric \( G_{u \bar{u}} \, du \, d\bar{u} \) and the coefficient functions of the Picard–Fuchs equation in (2.12). Afterwards we comment on how they are related to the ones found in [Ali17].

**Proposition 2.7.** Let \( h \in \mathbb{C} , K := \partial_u K , \Gamma^u_{uu} := G^{u \bar{u}} \partial_u G_{u \bar{u}} , \omega_0 \in H^{2,0}(X_u, \mathbb{C}) \) and \( b_i(u), i = 0, 1, 2 \) the coefficients of the \( h\)-deformed Picard–Fuchs equation describing the variation of Hodge structure (2.28). The following relations hold:

\[(1) \quad \Gamma^u_{uu} - K_u = -\frac{1}{3h} b_2 , \quad (2.31)\]

\[(2) \quad \partial_u K_u = \frac{1}{2} K^2 - \frac{1}{3h} b_2 K_u - \frac{1}{9h^2} b_2^2 - \frac{1}{6h} \partial_u b_2 + \frac{1}{2h^2} b_1 , \quad (2.32)\]

\[(3) \quad h^2 \partial^2_u b_2 + 2b_2 \hbar \partial_u b_2 - 3\hbar \partial_u b_1 + \frac{4}{9} b_2^3 - 2b_1 b_2 + 6b_0 = 0 . \quad (2.33)\]

**Proof.** The first relation follows from the relation (2.23), proven in Proposition 2.5:

\[ e^{-K} G_{u \bar{u}} = c_{uu} e^K G^{u \bar{u}} c_{uu} , \quad (2.34) \]

by taking the derivative with respect to \( u \) and then using the differential equation satisfied by the Griffiths–Yukawa coupling in (2.30). We obtain the second and third relations by considering (2.21):

\[ h^2 (\nabla_u - D_u) \omega_2 = 0 . \quad (2.35) \]
This innocent-looking equation turns out to be very rich once its ingredients are spelled out, using the first relation as well as the explicit coordinate expressions for the Chern connection components we obtain the following equation:

\[ h \frac{3}{3} \left( \nabla u + K_u - 2 \Gamma^u_{uu} \right) \left( \nabla u + K_u - \Gamma^u_{uu} \right) \omega_0 = 0, \quad (2.36) \]

\[ \left( h \nabla u - hK_u + \frac{2}{3} b_2 \right) \left( h \nabla u + \frac{1}{3} b_2 \right) \left( h \nabla u + hK_u \right) \omega_0 = 0, \quad (2.37) \]

in this equation we substitute for \( h \nabla u \omega_0 \) using the \( h \)-deformed Picard–Fuchs equation \( (2.28) \) and obtain three independent equations in cohomology, namely the coefficients of \( h \nabla u \omega_0 \), \( h \nabla u \omega_0 \) and of \( \omega_0 \). The coefficient of \( h \nabla u \omega_0 \) is zero by the algebraic equations, which were shown to hold in the first part of the proposition. The vanishing of the coefficient of \( h \nabla u \omega_0 \) gives the second relation of this proposition. Substituting this relation into the coefficient of \( \omega_0 \) gives the third part of the proposition. □

Remark 2.8.

- Note that first relation can be derived from the second relation by taking \( \partial \bar{\tau} \) of both sides, and then dividing by \( G_u \). Similarly, by taking \( \partial \bar{\tau} \) of the first relation we get \( \partial_u \partial \bar{\tau} \log G_u = G_u \). This means that \( G_u \) is a metric of constant curvature \(-2\). on the Riemann surface \( B = \mathbb{P} - \{0, 1, \infty\} \).

- The function \( K \) is a Kähler potential for the metric \( G \) determined by the choice of \( \omega_0 \) by \( (2.18) \). Given a choice of \( \omega_0 \), the coefficients of the Picard–Fuchs equation are determined and the differential ring gives algebraic relations between \( K, \partial_u K \) and \( \partial^2_u K \) encoded in \( (2.32) \). Different choices of \( \omega_0 \) result in different potentials \( K \), namely rescaling \( \omega_0 \) by \( \omega_0 \mapsto f \omega_0 \) shifts the potential \( K \mapsto K + \log |f|^2 \). The functions \( b_0, b_1, b_2 \) change accordingly. We note that the third relation doesn’t feature the metric \( G_u \) at all.

- We note here that the first and second parts of this proposition were derived in a different manner in [Ali17], namely by using the explicit expressions for the curvature of the Chern connection in terms of the Higgs field. The outcome in [Ali17] are differential ring relations which are determined up to rational functions on the moduli space which are determined case-by-case. This is due to the fact that for obtaining the relations in [Ali17] a successive integration of the \( \partial \bar{u} \) was used, which yields relations up to holomorphic functions. In the current derivation, the holomorphic functions are determined by using the Picard–Fuchs equation. As a qualitative example highlighting the difference of the approach of [Ali17] to our current approach we note that the resulting Hitchin equation of the current setup \( (2.46) \):

\[ \partial_u \partial \bar{\tau} \log G_u = G_u, \]

can be integrated to give:

\[ \Gamma^u_{uu} - K_u = \text{hol}, \]

\footnote{Recall that the curvature of a metric \( G_u \) on a Riemann surface is \( -\frac{2}{G_u} \partial_u \partial \bar{\tau} \log G_u \).}
where hol is an undetermined holomorphic function, which is in the kernel of $\partial_b$. This is in contrast to the relations in cohomology which use the Picard–Fuchs equations and have no undetermined data. In this example $\text{hol}(u) = -\frac{1}{30}b_2$. Moreover the third relation is completely novel to the current work. It is a constraint on the coefficients of the Picard–Fuchs equation which we interpret as the constraint that this Picard–Fuchs equation describes a polarized variation of Hodge structures.

2.6. Non-abelian Hodge/\(tt^*\) flat connection. The $\mathbb{C}^*$-family of flat NAH-connections can be explicitly given in terms of the previously defined entities. We denote the frame, which we have constructed, by

$$\omega_{\text{NAH}} = (\omega_0, \omega_1, \omega_2).$$

Proposition 2.9. The Higgs field $\varphi \in \text{End}(H^2(X_u, \mathbb{C})) \otimes T^*B$ in the holomorphic frame $\omega_{\text{NAH}}$ is

$$\varphi = \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}$$

so that the following relationship is satisfied:

$$\left(\nabla_u - D_u\right) \omega_{\text{NAH}} \, du = \varphi(\omega_{\text{NAH}}).$$

The hermitian metric $h = h_{\bar{a}b} \, dt^a \, d\bar{t}^b$, $a, b = 0, 1, 2$, defined in (2.22), in the frame $\omega_{\text{NAH}}$ is

$$\left(h_{\bar{a}b}\right) = \begin{pmatrix} e^{-K} & 0 & 0 \\ 0 & e^{-K}G_{\bar{a}a}du^a\bar{u}^a & 0 \\ 0 & 0 & e^{-K}G_{\bar{a}a}G_{\bar{a}a}du^2 \bar{u}^2 \end{pmatrix}.$$  

Thus the adjoint of the Higgs field with respect to $h$ is:

$$\varphi^\dagger = \begin{pmatrix} 0 & G_{\bar{a}a}du^a\bar{u}^a \\ 0 & 0 \\ 0 & 0 \end{pmatrix},$$

so that the following relationship holds:

$$\left(\nabla_{\bar{u}} - D_{\bar{a}}\right) \omega_{\text{NAH}} \, d\bar{u} = \varphi^\dagger(\omega_{\text{NAH}}).$$

This gives a solution of Hitchin’s equations (and the $tt^*$-equations)

$$[D_u, D_{\bar{a}}] = -\left[\varphi, \varphi^\dagger\right], \quad D_{\bar{a}} \varphi = 0,$$

hence we get the family of flat non-abelian Hodge ($tt^*$)-connections:

$$\nabla_{\text{NAH}}^\zeta = \frac{1}{\zeta} \varphi + D + \zeta \varphi^\dagger, \quad \zeta \in \mathbb{C}^\times,$$

where

$$D = d + h^{-1} \partial_a h \, du.$$
Proof. The basis elements \( \omega_1 \) and \( \omega_2 \) are defined in (2.19) and (2.20) in such a way that the difference of the Gauß–Manin and the Chern connections is

\[
(\nabla_u - D_u) (\omega_0, \omega_1, \omega_2) du = (\omega_0, \omega_1, \omega_2) \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}.
\] (2.45)

The matrix on the right hand side of this equation is the Higgs field in (2.38). We then compute \( \varphi^\dagger = h^{-1} \varphi^T h \) for \( h \) defined in (2.40). The result matches with the expression in (2.41) The equation \( [D_u, D_u] = -[\varphi, \varphi^\dagger] \) imposes that \( G_u = \partial_u \partial_u K \) and that \( G_u \) satisfies

\[
\partial_u \partial_u \log G_u = G_u.
\] (2.46)

The differential ring relation in (2.31) is \( \partial_u \log G_u = -\frac{1}{3} b_2 \). Taking \( \partial_u \) of both sides in the first differential ring relation (2.31) and using that \( \partial_u b_2 = 0 \), we get (2.46). \( \square \)

2.7. Gauge transformation. We will now study the relation between the one–parameter family of non–abelian Hodge flat connections \( \nabla^\xi_{\text{NAH}} \) and the family of opers \( \nabla^h_{GM} \).

Following [Gai14, DFK+16], we can extend the one–parameter family of \( \nabla^\xi_{\text{NAH}} \) to a two–parameter family

\[
\nabla^\xi_{\text{NAH}}(\zeta, R) = \zeta - 1 R \varphi + D_h(R) + \zeta R \varphi^\dagger h(R),
\] (2.47)

parameterized by \( \zeta \in \mathbb{C}^* \) and \( R \in \mathbb{R}^* \).

The Hermitian metric \( h(R) \) solves the \( R \)-rescaled Hitchin’s equations

\[
F_{D_h(R)} + R^2 [\varphi, \varphi^\dagger h(R)] = 0.
\] (2.48)

The \( \hbar \)-conformal limit of \( \nabla^\xi_{\text{NAH}} \) is defined by taking \( \zeta \to 0 \) and \( R \to 0 \) but fixing the ratio \( \zeta/R \) to be equal to \( \hbar \in \mathbb{C}^* \). Gaiotto conjectured [Gai14] that \( \lim_{R \to 0} \nabla^h_{\text{NAH}} \) is defined and is an oper. In this particular case, we will show that the limit is gauge equivalent to the

\[
\nabla^h_{GM} = d + \frac{1}{\hbar} \begin{pmatrix} 0 & 0 & -b_0 \\ 1 & 0 & -b_1 \\ 0 & 1 & -b_2 \end{pmatrix} du,
\] (2.49)

an oper (cf. Example 3.7) determined from the \( h \)-deformed Picard–Fuchs equation (2.28) written in the basis \( \omega^h_{GM} \). The gauge transformation encodes the differential ring relations obtained before in §2.5.

Proposition 2.10. Consider the two–parameter family of non–abelian Hodge flat connections \( \nabla^\xi_{\text{NAH}} \) constructed above, we have:

\[
\lim_{R \to 0} \nabla^h_{\text{NAH}} = \nabla^h_{\text{NAH}},
\]

where \( \nabla^h_{\text{NAH}} \) is given by:

\[
\nabla^h_{\text{NAH}} = \frac{1}{\hbar} \varphi + D_{h(1)} + h \varphi^{h(1)},
\] (2.50)
where \( h(R) \) denotes the hermitian metric which is obtained by solving the \( R \)-rescaled Hitchin equations (2.48). Assume moreover that \( \omega_0 \) is a cyclic vector, i.e.

\[
\omega^h_{GM} = (\omega_0, h \nabla_u \omega_0 \, du, h^2 \nabla^2_u \omega_0 \, du^2) ,
\]
is a frame of \( \mathcal{H} \) for every \( h \in \mathbb{C}^* \) (cf. Definition 3.11). Then the gauge transformation \( A^h \) satisfying

\[
\omega^h_{GM} = \omega^h_{NAH} A^h ,
\]
where

\[
\omega^h_{NAH} = (\omega_0, h \omega_1, h^2 \omega_2) ,
\]
is given by

\[
(A^h)^{-1} = \begin{pmatrix}
1 & h K_u \, du & h^2 B_{uu} \, du^2 \\
0 & 1 & h K_u + \frac{1}{3} b_2 \\
0 & 0 & 1
\end{pmatrix} ,
\]
with

\[
B_{uu} = \frac{1}{2} K_u^2 - \frac{1}{9h^2} b_2^2 - \frac{1}{6h} \partial_u b_2 + \frac{1}{2h^2} b_1 \left( \partial_u K_u + \frac{1}{3h} b_2 K_u \right).
\]

This gauge transformation \( A^h \) transforms the family of non-abelian Hodge flat connections \( \nabla^h_{NAH} \) into the family of opers \( \nabla^h_{GM} \) (2.29):

\[
\nabla^h_{GM} = (A^h)^{-1} \circ \nabla^h_{NAH} \circ A^h .
\]
where:

\[
\nabla^h_{GM} = d + \frac{1}{h} \begin{pmatrix}
0 & 0 & -b_0 \\
0 & 1 & -b_1 \\
0 & 1 & -b_2
\end{pmatrix} \, du .
\]

Proof. We first compute \( \lim_{R \to 0} \nabla^h_{NAH} \). Since \( R \varphi = g_R^{-1} \varphi g_R \) for

\[
g_R = \begin{pmatrix}
1 & 0 & 0 \\
0 & R^{-1} & 0 \\
0 & 0 & R^{-2}
\end{pmatrix} ,
\]
the hermitian metric solving the \( R \)-rescaled Hitchin’s equations is \( h_R = g_R^1 h_1 g_R \). It follows that \( h_R^2 \varphi^h_{hR} = h \varphi^h_{h1} \). Similarly, it follows that \( D_{h(R)} = D_{h(1)} \). Since \( \nabla^h_{NAH} \) is independent of \( R \), its limit exists and is simply the connection

\[
\nabla^h_{NAH} := \nabla^h_{NAH} = \frac{1}{h} \varphi + D_{h(1)} + h \varphi^h_{h(1)} .
\]

appearing in (2.44).

The proof that \( \nabla^h_{GM} = (A^h)^{-1} \circ \nabla^h_{NAH} \circ A^h \) is a tedious but straightforward computation and follows from Propositions 2.9 and 2.7. We give the details to illustrate how the differential ring relations in (2.31)-(2.33) and the relation \( G_{ut} = \partial_u \partial_t K \) are used. We compute that

\[
((A^h)^{-1} \circ \nabla^h_{NAH} \circ A^h - \nabla^h_{GM})^{(0,1)} = h \begin{pmatrix}
0 & *_{(1,2)} & *_{(1,3)} \\
0 & 0 & *_{(2,3)} \\
0 & 0 & 0
\end{pmatrix} ,
\]
where
\begin{align*}
*(1,2) &= G_{u\tau} - \partial_u \partial_\tau K, \\
*(1,3) &= -\partial_\tau B_{uu} + G_{u\tau} K_u, \\
*(2,3) &= G_{u\tau} - \partial_u \partial_\tau K.
\end{align*}

This vanishes since $G_{u\tau} = \partial_u \partial_\tau K$ by definition, and similarly $\partial_\tau B_{uu} := \partial_\tau (\frac{1}{2} K_u^2)$.

\[
((A^h)^{-1} \circ \nabla^h_{\text{NAH}} \circ A^h - \nabla^h_{\text{GM}})^{(1,0)} = \begin{pmatrix}
0 & *_{(1,2)} & *_{(1,3)} \\
0 & *_{(2,2)} & *_{(2,3)} \\
0 & 0 & *_{(3,3)}
\end{pmatrix},
\]

where
\begin{align*}
*_{(2,2)} &:= \frac{1}{3\hbar} b_2 + \Gamma_{uu}^u - K_u \\
*_{(3,3)} &:= \frac{2}{3\hbar} b_2 + 2\Gamma_{uu}^u - 2K_u \\
*_{(1,2)} &:= \frac{1}{2\hbar} b_1 - \frac{1}{9\hbar} b_2^2 - \frac{1}{6} \partial_u b_2 + \hbar \Gamma_{uu}^u K_u - \hbar \frac{1}{2} K_u^2 - \hbar \partial_u K_u \\
*_{(2,3)} &:= \frac{1}{2\hbar} b_1 - \frac{1}{6} \partial_u b_2 - \frac{1}{3} b_2 K_u - \frac{1}{2} K_u^2 + \frac{1}{3} \Gamma_{uu}^u b_2 + \hbar \Gamma_{uu}^u K_u - \hbar \partial_u K_u \\
*_{(1,3)} &:= \frac{1}{\hbar} b_0 - \frac{1}{6\hbar} b_1 b_2 + \frac{1}{27\hbar} b_2^3 - \frac{1}{2} \partial_u b_1 + \frac{5}{18} b_2 \partial_u b_2 + \frac{1}{6} \partial_\tau b_2 + \frac{1}{3} b_2 \partial_\tau K_u - \frac{2}{9} \partial_\tau b_2^2 K_u - \frac{2}{9} b_2^2 K_u + \frac{2}{9} \partial_\tau b_2^2 K_u - \frac{2}{9} b_2^2 K_u + \frac{2}{9} b_2 \partial_\tau K_u.
\end{align*}

These five non-zero entries vanish because of the three differential ring relations. The (2, 2)-entry and (3, 3)-entry vanish because $\Gamma_{uu}^u - K_u = -\frac{1}{3\hbar} b_2$. Similarly the (1, 2)-entry vanishes because
\[
*_{(1,2)}^{(2.32)} = \hbar (-K_u^2 + \Gamma_{uu}^u K_u) + \frac{1}{3} b_2 K_u^{(2.31)} = 0.
\]

The (2, 3)-entry vanishes because of (2.31) and (2.32). The (1, 3)-vanishes because
\[
*_{(2,3)}^{(2.31)(2.32)} = \frac{b_0}{\hbar} - \frac{1}{3\hbar} b_1 b_2 + \frac{2}{27\hbar} b_2^3 - \frac{1}{2} \partial_u b_1 + \frac{1}{3} b_2 \partial_u b_2 + \frac{\hbar}{6} \partial_\tau b_2^{(2.33)} = 0.
\]

\[\Box\]

2.8. **Quartic example.** 9 In the following we will provide the geometric data of the VHS $\mathcal{H}$ of weight 2 attached to the mirror quartic family as a specific example of the previous discussion. We postpone the definition of the mirror quartic and the discussion of how to obtain the associated Picard–Fuchs equation to 5.3 in §5 because we will need some notions of mirror constructions to do this. The moduli space in this

9Here and in the following concrete computations, we do not consider the $\hbar$- or $\zeta$-dependence of the solutions which is the starting point of their exact WKB analysis (see e.g. [HN19]). This will be discussed elsewhere.
case is $\mathcal{B} = \mathbb{P}^1 \setminus \{0, 1, \infty\}$. The Picard–Fuchs equation is given in terms of a local coordinate $z \in \mathcal{B}$ centered around 0 as\footnote{We will use $z$ throughout this paper as a local coordinate whenever it is centered around a regular singular point or when it is obtained from the toric data of the mirror symmetry constructions of §5. We will denote by $u$ either the local coordinate of generic point in the base manifold or, if the context is clear, some explicit coordinate system.}

$$L_{PF} = \theta^3 - z \prod_{i=1}^{3} (\theta + i/4), \quad \theta = z \frac{d}{dz}, \quad (2.60)$$

the discriminant of this operator is:

$$\Delta = 1 - z. \quad (2.61)$$

And the Griffiths–Yukawa coupling can be computed to be:

$$c_{zz} = \frac{\kappa}{z^2 \Delta}, \quad (2.62)$$

with $\kappa$ an integration constant which we set to 1.

The solutions of the Picard–Fuchs (PF) equation, corresponding to the integrals of the holomorphic form $\omega_0$ over a basis of integral cycles, i.e. periods, are given by [Ali17]:

$$\pi^0 = _3F_2 \left( \frac{1}{4}, \frac{1}{2}, \frac{3}{4}; 1, 1, z \right), \quad (2.63)$$

$$\pi^1 = i \frac{1}{2\pi^{3/2}\Gamma(1/4)\Gamma(3/4)} G_{2,3}^{3,3} \left( \begin{array}{ccc} \frac{1}{4} & \frac{1}{2} & \frac{3}{4} \\ 0 & 0 & 0 \end{array} | z \right), \quad (2.64)$$

$$\pi^2 = \frac{1}{2} (\pi^1)^2 / \pi^0. \quad (2.65)$$

Here $\pi^0, \pi^1$ are given in terms of the hypergeometric functions $_3F_2$ and Meijer G-functions respectively. We define:

$$\tau = \frac{\pi^1}{\pi^0}; \quad q = e^{2\pi i \tau}, \quad (2.66)$$

The integrality and modular properties of the inverse mirror map $z(q)$ have been addressed in [LY96]. The periods $\pi^0, \pi^1$, mirror map and Kähler potential of this example can be expressed in terms of the differential ring of quasi-modular forms associated to the congruence subgroup $\Gamma_0(2)$ of $SL(2, \mathbb{Z})$. A careful study of the PF operator and of the monodromy of its solutions reveals that the monodromy group in this case is $\Gamma_0(2)_+$ [LY96, Hos00]. We will use the quasi-modular forms, reviewed in...
Appendix A:

\begin{align}
A(\tau) &= (\theta_2(\tau) + \theta_3(\tau))^{1/2}, \\
B(\tau) &= \theta_2^2(2\tau) \\
C(\tau) &= \frac{1}{\sqrt{2}}\theta_2^2(\tau) \\
E(\tau) &= \frac{1}{3}(2E_2(2\tau) + E_2(\tau)), \\
\end{align}

which obey the algebraic relation

\[ A^4 = B^4 + C^4. \]

We have moreover the differential ring relations for \( \Gamma_0(2) \), given in Appendix A:

\begin{align}
\partial_\tau A &= \frac{1}{8}A\left(E + \frac{A^4 - 2B^4}{A^2}\right), \\
\partial_\tau B &= \frac{1}{8}B(E - A^2), \\
\partial_\tau E &= \frac{1}{8}(E^2 - A^4). \\
\end{align}

We find an expression for the inverse mirror map

\[ z(\tau) = \frac{4B(\tau)^4(A(\tau)^4 - B(\tau)^4)}{A(\tau)^8}, \]

and moreover

\[ \pi^0(\tau) = A^2(\tau). \]

and we obtain for the Kähler potential and metric

\[ e^{-K} = 2|\pi^0|^2(\text{Im}\tau)^2 = 2A(\tau)^2A(\bar{\tau})^2(\text{Im}\tau)^2, \quad G = \frac{1}{4|\text{Im}\tau|^2}\text{d}\tau\text{d}\bar{\tau}. \]

We note that \( G \) is the Poincaré metric on \( \mathbb{H}/\Gamma_0(2)^+ \) which is isomorphic to \( B \).

For the coefficients of the Picard–Fuchs equation for the holomorphic form \( \omega_0 \):

\[ \nabla^3_{\partial\bar{\partial}} \omega_0 = -b_2(z)\nabla^2_{\partial\bar{\partial}} \omega_0 - b_1(z)\nabla_{\partial\bar{\partial}} \omega_0 - b_0(z)\omega_0, \]

we obtain from (2.60):

\[ b_0(z) = \frac{3}{32(z - 1)^2}, \quad b_1(z) = \frac{51z - 16}{16(z - 1)^2}, \quad b_2(z) = \frac{6 - 9z}{2z - 2z^2}. \]

We can now verify the differential ring equations 2.71 and map these using the modular expressions for \( z, \pi^0 \) and \( e^{-K} \) to the differential ring relations of the quasi–modular forms of \( \Gamma_0(2) \).

Finally, we turn to the parabolic Higgs bundle \((\hat{E}, \hat{\varphi})\) on \( \hat{B} = \mathbb{C}\mathbb{P}^1 \) with divisor \( D = \{0, 1, \infty\} \) defined by the VHS \( \mathcal{H} \) of weight 2. As reviewed in detail in §4, the filtered holomorphic bundle \((\mathcal{H}_\mathcal{O}, F^*\mathcal{H}_\mathcal{O})\) extends to a filtered holomorphic bundle \((\hat{\mathcal{H}}_\mathcal{O}, \hat{F}^*\hat{\mathcal{H}}_\mathcal{O})\). Likewise the holomorphic Gauß–Manin connection \( \nabla \) extends to a logarithmic connection \( \hat{\nabla} \) on \( \hat{\mathcal{H}}_\mathcal{O} \) with logarithmic poles along \( D \).
Define the holomorphic bundle \( \hat{E} := \hat{E}^{2,0} \oplus \hat{E}^{1,1} \oplus \hat{E}^{0,2} \) on \( \hat{B} \) for \( \hat{E}^{p,q} = \hat{F}^p / \hat{F}^{p+1} \). Together with Griffiths’ transversality, \( \hat{\nabla} \) induces the logarithmic Higgs field \( \hat{\varphi} = \oplus_{p=0}^2 \hat{\varphi}^p \) with components
\[
\hat{\varphi}^p : \hat{E}^{2-p,p} \to \hat{E}^{2-p-1,p+1} \otimes \Omega^1(\hat{B}, \log(D)).
\]
As an application of Theorem 4.9, we make the bundle \( \hat{E} \) explicit for this example.

**Example 2.11** (Mirror quartic). The exponents of the Picard–Fuchs equations at the points \( d \in D = \{0, 1, \infty\} \) (see (3.20) below for a definition) are given by

| \( d \) | 0   | 1   | \( \infty \) |
|------|-----|-----|-----------|
| \( \mu_1^1 \) | 0   | 1/2 | 2/3       |
| \( \mu_2^1 \) | 0   | 1   | 1         |
| \( \mu_3^1 \) | 0   | 1/2 | \( 1/2 \) |

Then the induced parabolic Higgs bundle \((\hat{E}, \hat{\varphi})\) satisfies
\[
\hat{E} = \hat{E}^{2,0} \oplus \hat{E}^{1,1} \oplus \hat{E}^{0,2} \cong \mathcal{O}_{\mathbb{P}^1} \oplus \mathcal{O}_{\mathbb{P}^1}(-1) \oplus \mathcal{O}_{\mathbb{P}^1}(-1).
\]
This follows from Theorem 4.9 and the classification of line bundles over \( \mathbb{P}^1 \). Hence the logarithmic Higgs field \( \hat{\varphi} \) has components
\[
\hat{\varphi}^0 \in H^0(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}) \cong \mathbb{C}, \\
\hat{\varphi}^1 \in H^0(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}(1))
\]
since \( \Omega^1(\mathbb{P}^1, \log(D)) = \mathcal{O}_{\mathbb{P}^1}(1) \).

3. **Variations of Hodge structures and their relation to opers**

The aim of this section is twofold. Firstly, we motivate and review variations of Hodge structures. Secondly, we show that variations of Hodge structures over a Riemann surface \( C \) with a so-called generic cyclic vector are equivalent to opers.

### 3.1. Variations of Hodge structures

We begin with a single projective manifold \( X \hookrightarrow \mathbb{C}P^N \) of \( \dim_{\mathbb{C}}(X) = n \) with Kähler class \( \omega \in H^2(X, \mathbb{Z}) \). For every \( 0 \leq k \leq n \), the cohomology groups \( H^k(X, \mathbb{C}) \) admit the Hodge decomposition
\[
H^k(X, \mathbb{C}) = \bigoplus_{p+q=k} H^{p,q}(X), \quad H^{p,q}(X) = \overline{H^{q,p}(X)}. \tag{3.1}
\]
It is equivalent to the Hodge filtration \( F^*H^k(X, \mathbb{C}) \) defined by
\[
F^p H^k(X, \mathbb{C}) = \bigoplus_{l \geq p} H^{l,k-l}(X), \quad F^p \cap F^q = 0 \text{ if } p + q = k + 1,
\]
via \( H^{p,q}(X) = F^p H^k(X, \mathbb{C}) \cap \overline{F^q H^k(X, \mathbb{C})} \). The group \( H^k(X, \mathbb{Z}) \) carries an additional structure, namely the bilinear form \( Q : H^k(X, \mathbb{Z}) \otimes_{\mathbb{Z}} H^k(X, \mathbb{Z}) \to \mathbb{Z}, \)
\[
Q(\alpha, \beta) = (-1)^{\frac{k}{2}(k-1)} \int_X \alpha \wedge \beta \wedge \omega^{n-k}. \tag{3.2}
\]
It is symmetric if \( k \) is even and skew-symmetric if \( k \) is odd. To state the Riemann-Hodge bilinear relations ([Huy05]) satisfied by \( Q \), we introduce the Weil operator \( W \in \text{End}(H^k(X, \mathbb{C})) \) defined by

\[
W|_{H^{p,q}} = i^{p-q}.
\]

The Riemann-Hodge bilinear relations are then given by

1) \( Q(H^p, H^r) = 0 \), \((r, s) \neq (q, p)\), or equivalently \( Q(F^l, F^{k-l+1}) = 0 \),
   
2) for every non-zero primitive cohomology class\(^{11} \alpha \in H^k_{\text{prim}}(X, \mathbb{Q}) \),
   \[
   h(\alpha, \alpha) := Q(W\alpha, \bar{\alpha}) > 0.
   \]

Abstracting these properties yields the following

**Definition 3.1.** An integral Hodge structure (\( \mathbb{Z} \)-Hodge structure) of weight \( k \) is a pair \((H_\mathbb{Z}, F^\bullet H_\mathbb{C})\) consisting of a free abelian group \( H_\mathbb{Z} \) of finite rank and a decreasing filtration \( F^\bullet H_\mathbb{C} \) of \( H_\mathbb{C} = H_\mathbb{Z} \otimes \mathbb{C} \) such that \( F^p H_\mathbb{C} \cap F^q H_\mathbb{C} = 0 \) if \( p + q = k + 1 \).

A polarization on \((H_\mathbb{Z}, F^\bullet H_\mathbb{C})\) is a bilinear map \( Q : H_\mathbb{Z} \otimes H_\mathbb{Z} \rightarrow \mathbb{Z} \) such that I) and II) are satisfied. The Hermitian metric \( h \) on defined by (3.4) is called Hodge metric.

The notions of a rational or real Hodge structure (\( \mathbb{Q} \)-/\( \mathbb{R} \)-Hodge structure) and polarizations are defined analogously by replacing \( \mathbb{Z} \) with \( \mathbb{Q} \) or \( \mathbb{R} \).

**Example 3.2.** Using the Lefschetz decomposition of \( H^k(X, \mathbb{C}) \), it is possible to construct a polarization \( Q \) on all of \( H^k(X, \mathbb{C}) \) and not just on the primitive part \( H^k_{\text{prim}}(X, \mathbb{Z}) \). However, the polarization is no longer defined over \( \mathbb{Z} \) in general because the Lefschetz decomposition is only defined over \( \mathbb{Q} \). Hence \( H^k(X, \mathbb{Q}) \) is a polarizable rational Hodge structure of weight \( k \).

**Example 3.3** (Hodge structures of K3 surfaces). Let \( X \) be an algebraic K3 surface, i.e. a compact connected Kähler surface \( X \) such that \( \Omega^2_X \cong \mathcal{O}_X \), \( H^{0,1}(X) = 0 = H^{1,0}(X) \) and \( X \) admits an integral Kähler class \( \omega \in H^2(X, \mathbb{Z}) \). Then \( H^2(X, \mathbb{Z}) \) together with the intersection form (3.2) is a polarized \( \mathbb{Z} \)-Hodge structure of weight 2. It has the property that

\[
h^{0,0} = h^{2,2} = 1, \quad h^{1,1} = 0, \quad h^{2,0} = h^{0,2} = 1, \quad h^{1,1} = 20
\]

and all other \( h^{p,q} := \dim_{\mathbb{C}} H^{p,q}(X) \) are zero.

The previous discussion works in the family case as well. More precisely, let \( \pi : \mathcal{X} \rightarrow \mathcal{B} \) be a family of projective manifolds of dimension \( n \) over the complex manifold \( \mathcal{B} \). Then the polarized integral Hodge structures \((H^k_{\text{prim}}(X_b, \mathbb{Z}), F^\bullet H^k_{\text{prim}}(X_b, \mathbb{C}), Q_b)\) of weight \( k \) vary nicely over \( \mathcal{B} \) and determine a polarized integral variation of Hodge structures ([Gri68]):

**Definition 3.4.** Let \( \mathcal{B} \) be any complex manifold. An integral variation of Hodge structures (\( \mathbb{Z} \)-VHS) of weight \( k \) is a tuple \( \mathcal{H} = (H_\mathbb{Z}, F^\bullet H_\mathcal{O}) \) consisting of

- a locally constant sheaf \( H_\mathbb{Z} \) of free abelian groups of finite rank,
- a decreasing filtration \( F^\bullet H_\mathcal{O} \) of the associated holomorphic bundle \( H_\mathcal{O} = H_\mathbb{Z} \otimes \mathcal{O}_B \) in holomorphic subbundles.

\(^{11}\)Recall that a cohomology class \( \alpha \in H^k(X, \mathbb{Q}) \) is primitive if \( \alpha \wedge \omega^{n-k+1} = 0 \).
These are subject to the conditions

i) the fibers $\mathcal{H}_b = (\mathcal{H}_{Z,b}, F^*\mathcal{H}_\mathcal{O}, b)$ form an integral Hodge structure of weight $k$; and

ii) the filtration $F^*\mathcal{H}_\mathcal{O}$ satisfies Griffiths transversality with respect to the holomorphic Gauß–Manin connection $\nabla$:

$$\nabla F^p\mathcal{H}_\mathcal{O} \subset F^{p-1}\mathcal{H}_\mathcal{O} \otimes \Omega^1_B.$$ 

A **polarization** of a $\mathbb{Z}$-VHS $\mathcal{H}$ is a morphism $Q : \mathcal{H}_Z \otimes \mathcal{H}_Z \to \mathbb{Z}_B$, for the constant sheaf $\mathbb{Z}_B$, such that its restriction $Q_b$ to the fiber over $b$ is a polarization of the integral Hodge structure $\mathcal{H}_b$. A $\mathbb{Z}$-VHS together with a polarization $Q$ is called a **polarized** $\mathbb{Z}$-VHS. It is called **polarizable** if it admits a polarization.

**Remark 3.5.** By working over $R = \mathbb{Q}, \mathbb{R}$ instead of $\mathbb{Z}$, we obtain the notion of an $R$-VHS. A polarization of an $R$-VHS is defined analogously. In §4 we further review complex VHS. Clearly, every polarized $\mathbb{Z}$-VHS $(\mathcal{H}, Q)$ on $\mathcal{B}$ determines a polarized $R$-VHS by tensoring with the constant sheaf $R_B$ for $R = \mathbb{Q}, \mathbb{R}$.

All of the following result in this section hold true for $R$-VHS for $R = \mathbb{Z}, \mathbb{Q}, \mathbb{R}$. We concentrate on $\mathbb{Z}$-VHS because these arise from our geometric examples.

Given a polarized $\mathbb{Z}$-VHS $(\mathcal{H}, Q)$ of weight $w$ with Hodge filtration $F^*\mathcal{H}_\mathcal{O}$, we define the Hodge bundles

$$\mathcal{H}^{p,q} = F^p\mathcal{H}_\mathcal{O} \cap F^q\mathcal{H}_\mathcal{O} \cong F^p\mathcal{H}_\mathcal{O}/F^{p+1}\mathcal{H}_\mathcal{O}. \quad (3.5)$$

The last isomorphism is only a $C^\infty$-isomorphism. However, the bundles on the right-hand side of (3.5) are holomorphic bundles. Hence each $\mathcal{H}^{p,q}$ is naturally endowed with a holomorphic structure. The smooth splitting

$$\mathcal{H}_\mathcal{O} = \bigoplus_{p+q=w} \mathcal{H}^{p,q} \quad (3.6)$$

therefore endows $\mathcal{H}_\mathcal{O}$ with another holomorphic structure. For better distinction, we denote the resulting holomorphic bundle as

$$E = \bigoplus_{p+q=w} E^{p,q}. \quad (3.7)$$

As for a single polarized Hodge structure, the polarization $Q$ induces the Hodge metric $h(v, w) = Q(W(v), w)$ on $E$ and the decomposition (3.7) is orthogonal with respect to $h$.

Besides the Hodge metric, we further obtain the non-degenerate pairing

$$\eta(v, w) = Q(W(v), w).$$

It is related to the Hodge metric $h$ by $h(v, w) = \eta(v, \tau(w))$ for the complex conjugation $\tau(v) = \bar{v}$ with respect to $\mathcal{H}_Z$. The tuple $(\mathcal{H}, h, \eta)$ is an example of a $tt^*$-geometry of Cecotti–Vafa [CV92] (see [Her03] for a mathematical account).

In the following, we concentrate on any $\mathbb{Z}$-VHS over a not necessarily compact Riemann surface $C$, generalizing the setup of Section 2.2.
3.2. From \(\mathbb{Z}\)-VHS to opers and back. We next explain how VHS on a Riemann surface \(C\) are related to \((GL(r, \mathbb{C}))\)-opers ([BD05]).

**Definition 3.6.** A \((GL(r, \mathbb{C}))\)-oper over the Riemann surface \(C\) is a pair \((F^•V, \nabla)\) consisting of

- a holomorphic bundle \(V\) of rank \(r\) with a decreasing filtration
  \[ V = F^0V \supset \cdots \supset F^{r-1}V \supset F^rV = 0 \]
  such that \(rk(Gr^k_FV) = 1\) for \(Gr^k_FV = F^kV/F^{k+1}V\) and all \(0 \leq k \leq r - 1\),

- a holomorphic connection \(\nabla\) such that \(F^•V\) satisfies Griffiths transversality
  \[ \nabla F^kV \subset F^{k-1}V \otimes \Omega^1_C. \]

Moreover, the \(\mathcal{O}_C\)-linear morphisms \(Gr^k_FV \to Gr^{k-1}_FV \otimes \Omega^1_C\) induced by \(\nabla\) are isomorphisms for all \(0 \leq k \leq r - 1\).

We call such a filtration of \((V, \nabla)\) an oper filtration. An oper \((F^•V, \nabla)\) is an \(SL(r, \mathbb{C})\)-oper if \(\nabla\) induces the trivial connection on \(\text{det} V\).

**Example 3.7.** Locally, for every oper \((V, \nabla)\) there is a frame of \(V\) such that the corresponding connection 1-form of \(\nabla\) has the form

\[
\begin{pmatrix}
* & * & \cdots & \cdots & * \\
+ & * & \cdots & \cdots & * \\
0 & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & + & * 
\end{pmatrix}
\]

Here + are nowhere vanishing entries and * are arbitrary ones.

A global standard example is given as follows: let \(C\) be a compact Riemann surface of genus \(\geq 2\) and \(L\) a spin bundle, i.e. \(L^2 \cong K_C\). Let

\[
0 \longrightarrow L \longrightarrow V \longrightarrow L^* \longrightarrow 0
\]

be the non-trivial extension. Let \(g\) be a Riemannian metric in the conformal class of \(C\). Then the Levi-Civita connection of \(g\) defines a holomorphic connection \(\partial^2\) on \(L\). With respect to the smooth splitting of (3.8), define the holomorphic connection

\[
\nabla = \begin{pmatrix} \partial L & 0 \\ 1 & \partial L^* \end{pmatrix}.
\]

Note that 1 makes sense here because \(K_C \otimes \text{Hom}(L, L^*) \cong \mathcal{O}_C\). Then \((V, \nabla)\) is an oper, in fact an \(SL(2, \mathbb{C})\)-oper.

Opers are closely related to VHS. The only missing datum is a compatible integral (or rational/real) structure, i.e. a locally constant sheaf \(\mathcal{V}_Z \subset V\) of free abelian groups of rank \(r\) such that \(\mathcal{V}_Z \otimes \mathcal{O}_C \cong V\) and \(\nabla\) coincides with the canonical connection on the left-hand side under this isomorphism. Moreover, we require that \(F^•\) is a Hodge filtration on \(\mathcal{V}_Z \otimes \mathcal{O}_C \cong V\). In this case, \((\mathcal{V}_Z, F^•)\) is a \(\mathbb{Z}\)-VHS of weight \(w = r - 1\) and type \((1, \ldots, 1)\), i.e. \(rk(Gr^p_FV) = 1\) for all \(p \in \{0, \ldots, r - 1\}\).
Example 3.8 (Families of elliptic curves). Let $\mathcal{X} \to C$ be a family of elliptic curves over the Riemann surface $C$ and let $(\mathcal{H}_Z, F^* \mathcal{H}_O)$ be the induced polarizable $\mathbb{Z}$-VHS of weight 1 over $C$. It defines the period map $\mathcal{P} : C \to \mathbb{H}/\Gamma$ (see [CMSP17, §4.5]) where $\Gamma \subset \text{Aut}(\mathbb{H})$ is the monodromy group of the family $\mathcal{X}$. Here we have identified the period domain $\mathcal{D}$ for Hodge structure of weight 1 and rank 2, i.e. the space of all Hodge filtrations $F^1 \subset H_C \cong \mathbb{C}^2$, with $\mathbb{H} \subset \mathbb{C}P^1$.

The condition that $(F^* \mathcal{H}_O, \nabla)$ is an oper is rephrased as a condition on $\mathcal{P}$ as follows. The tangent space $T_u \mathbb{H}$ to the period domain $\mathcal{D} = \mathbb{H}$ is canonically identified with $T_u \mathbb{H} \cong \text{Hom}(F_u^0/F_u^1)$. Then the derivative $d\mathcal{P}_u : T_u C \to T_u \mathbb{H}$ of the period map is identified with

$$T_u C \to \text{Hom}(F_u^1, F_u^0/F_u^1), \quad v \mapsto (\alpha \mapsto \nabla_v \alpha \mod F_u^1),$$

(3.9)

see ([CMSP17, Lemma 5.3.2.]). Hence $(F^* \mathcal{H}_O, \nabla)$ is an oper if, and only if, $d\mathcal{P}_u$ is an isomorphism if, and only if, $\mathcal{P}$ is a local isomorphism. If the last condition is satisfied, then the family $\mathcal{X} \to C$ is called complete.

Example 3.9 (Families of K3 surfaces). Let $(\mathcal{H}_Z, F^* \mathcal{H}_O)$ be a $\mathbb{Z}$-VHS of weight 2 which is determined by a family of algebraic K3 surfaces over a Riemann surface $C$. In this case $\mathcal{H}_Z$ is always of rank 22, compare Example 3.3 and

$$\text{rk}(Gr^2_F) = 1, \quad \text{rk}(Gr^1_F) = 20, \quad \text{rk}(Gr^0_F) = 1.$$ 

Therefore $(F^* \mathcal{H}_O, \nabla)$ cannot be an oper for dimension reasons. However, by working with complete families of $M$-polarized K3 surfaces for $M = 2n$, we obtain integral variations of Hodge structures with a generic cyclic vector, cf. Section 2.1.

Remark 3.10. The previous two examples show that complete families $\mathcal{X} \to C$ of elliptic curves and certain lattice polarized K3 surfaces determine an oper over $C$. It seems plausible that an analogous statement is true for all complete families of Calabi–Yau $d$-folds even over higher-dimensional bases.

To explain how to pass from $\mathbb{Z}$-VHS to opers, we need the notion of a (generic) cyclic vector:

Definition 3.11. Let $(\mathcal{V}, \nabla)$ be a holomorphic bundle of rank $r$ on the Riemann surface $C$ with a holomorphic connection $\nabla$. A cyclic vector of $(\mathcal{V}, \nabla)$ is a holomorphic section $\omega \in H^0(C, \mathcal{V})$ such that for each $u \in C$ and every holomorphic vector field $X$ with $X(u) \neq 0$,

$$\nabla^k_X \omega, \quad k = 0, \ldots, r - 1$$

(3.10)

is a local frame of $\mathcal{X}$ around $u$. A generic cyclic vector of $(\mathcal{V}, \nabla)$ is a non-zero meromorphic section $\omega \in \mathcal{M}(C, \mathcal{V})$ such that $\omega|_{C'}$ is a cyclic vector where $C' = C - D_\omega$ is the complement of the divisor $D_\omega$ defined by $\omega$.

Example 3.12. In Example 3.8 we have seen that the filtered holomorphic bundle $(F^* \mathcal{H}_O, \nabla)$ with holomorphic connection determined by the family $\mathcal{X} \to C$ of elliptic curves is an oper if, and only if, the period map $\mathcal{P} : C \to \mathbb{H}/\Gamma$ is a local isomorphism. This is in turn equivalent to the existence of a generic cyclic vector:

Let $\omega \in \mathcal{M}^0(C, F^1)$ be a non-zero meromorphic section and $C' = C - D_\omega \subset C$ the complement of its zeros and poles. Fix $u \in C'$ and identify $F_u^0/F_u^1 \cong H_u^{0,1}$. In the
bases $\omega_u \in F^0_u = H^1_u$ and $\bar{\omega}_u \in H^{0,1}_u$ the homomorphism $d\mathcal{P}_u(v) \in \text{Hom}(H^1_u, H^{0,1}_u)$ for $v \in T_uC$ is represented by

$$\frac{Q(\omega_u, \nabla_v \bar{\omega}_u)}{Q(\omega_u, \bar{\omega}_u)} \in \mathbb{C}. \quad (3.11)$$

This is non-zero for $v \neq 0$ if, and only if, $(\omega, \nabla_V \omega)$ is a local frame of $\mathcal{H}_\mathcal{O}$ around $u$ (for an holomorphic vector field $V$ extending $v$), i.e. if, and only if, $\omega$ is a generic cyclic vector.

A similar discussion holds true for a family $\mathcal{X} \to C$ of compact Calabi-Yau threefolds over a Riemann surface $C$ which is complete, i.e. the Kodaira-Spencer map $\kappa_u : T_uC \to H^1(X_u, T_{X_u})$ is an isomorphism for each $u \in C$. We refer [BG83, (1.4)] for details.

Every generic cyclic vector $\omega \in \mathcal{M}(C, \mathcal{V})$ defines an oper filtration $F^\omega$. Define $F^\omega_{w-l}$, $w = r - 1$, as the smallest subbundle of $\mathcal{V}$ which contains

$$\nabla^k_X \omega, \quad k = 0, \ldots, l$$

for every local holomorphic vector field $X$. Since $\omega$ is a generic cyclic vector, $rk(F^\omega_{w-l}) = l + 1$ and $rk(Gr^k_{F^\omega}) = 1$ for $k \in \{0, \ldots, w\}$.

**Proposition 3.13.** The filtration $F^\omega$ of $(\mathcal{V}, \nabla)$ is an oper filtration. Conversely, if $(\mathcal{H}_\mathcal{O}, \nabla)$ carries an oper filtration $F^\ast \mathcal{H}_\mathcal{O}$, then $(\mathcal{H}_\mathcal{O}, \nabla)$ admits a generic cyclic vector $\omega \in \mathcal{M}(C, \mathcal{V})$ such that $F^\omega = F^\ast$.

In particular, if a $\mathbb{Z}$-VHS $(\mathcal{H}_\mathcal{O}, F^\ast \mathcal{H}_\mathcal{O})$ of rank $r$ and weight $w = r - 1$ admits a generic cyclic vector $\omega \in \mathcal{M}(C, F^w)$, then $(F^\ast \mathcal{H}_\mathcal{O}, \nabla)$ is an oper with $F^\ast = F^\omega$. Hence it is of type $(1, \ldots, 1)$.

**Proof.** Let $C' = C - D$ be the complement of the pole and zero divisor $D$ of $\omega$. By the construction of $F^\omega$ since $\omega$ is a cyclic vector, $(\mathcal{H}^\omega, \nabla)$ is an oper on $C'$.

Now let $d \in D$ and choose a local coordinate $z$ centered at $d$. Then $\omega = z^k \omega'$ for a holomorphic section $\omega'$ with $\omega'(0) \neq 0$. Let $s_i$ be a local flat frame of $\mathcal{V}$ around $d$. Then the section $\omega'$ is given by

$$\omega' = \sum_{j=1}^r f_j s_j,$$

We denote by $\mu^d_j = v_d(f_j)$ the vanishing order of $f_j$ at $d$ and assume without loss of generality that $\mu^d_1 \leq \mu^d_2 \leq \ldots \leq \mu^d_r$. By Remark 3.17 below, we know that

$$\mu^d_j = j - 1, \quad 1 \leq j \leq r. \quad (3.12)$$

This implies that the $k$-th derivatives $f^{(k)}_j$ satisfy

$$f^{(k)}_j(0) \neq 0 \text{ for } k = j - 1, \quad f^{(k)}_j(0) = 0 \text{ for } k \geq j. \quad (3.13)$$

As a consequence,

$$\nabla^k_{d/dz} \omega' = \sum_{j=1}^{k+1} f^{(k)}_j(0) s_j, \quad k = 0, \ldots, l \quad (3.14)$$

is a basis of $F^\omega_{(r-1)-l}$ at $0$. Therefore $\omega'$ is a cyclic vector around $d$ and hence $(\mathcal{H}^\omega, \mathcal{V})$ is an oper.
Conversely, if \((F^*H, \nabla)\) is an oper, then there exists a non-zero meromorphic section \(\omega \in M(C, F^{r-1})\). By the properties of an oper, \(\omega\) is a generic cyclic vector.

The last claim follows from the fact that the generic cyclic vector \(\omega\) is a meromorphic section of \(F^w\) and Griffiths’ transversality. □

Hence opers with a compatible integral structure are equivalent to \(Z\)-VHS with a generic cyclic vector.

3.3. From \(Z\)-VHS to Picard–Fuchs equations. We next recall the relation between polarizable \(Z\)-VHS with a generic cyclic vector and Picard–Fuchs equations.

Let \((H_Z, Q, F^*)\) be a polarized \(Z\)-VHS of weight \(w = r - 1\) on the punctured disk \(\Delta^* \subset \Delta\). Then the monodromy \(T\) around \(0 \in \Delta\) is quasi-unipotent by a result of Borel ([Sch73, Lemma 4.5]) We assume that there exists a cyclic vector \(\omega \in H^0(\Delta^*, F^w)\).

This implies the existence of \(a_j \in \mathcal{O}(\Delta^*)\) satisfying
\[
\nabla_{zd/dz} \omega + a_{r-1}(z)\nabla_{zd/dz}^{r-1} \omega + \cdots + a_0(z)\omega = 0. \tag{3.15}
\]

Definition 3.14. The point \(0 \in \Delta^*\) is...

- ... called a regular point of \(\nabla\) if \(a_j\) extends to holomorphic functions at 0;
- ... a regular singular point of \(\nabla\) if \(b_j := z^j a_j\) extends to a holomorphic function at 0.

The Gauß–Manin connection is known to be regular singular ([Sch73, Theorem 4.13]), i.e. the limiting point \(0 \in \Delta\) is either a regular point or a regular singular point.

Assume that \(0 \in \Delta\) is a regular singular point so that
\[
\nabla_{zd/dz} \omega + b_{r-1}(z)\nabla_{zd/dz}^{r-1} \omega + \cdots + b_0(z)\omega = 0 \tag{3.16}
\]
for \(b_j \in \mathcal{O}(\Delta)\). If \(\gamma \in H^0(\Delta^*, H_Z^\vee)\) is a (multi-valued) section, then the (multi-valued) function \(f := \langle \gamma, \omega \rangle\) satisfies the scalar equation
\[
L_{PF} f := \theta^r f + b_{r-1}(z)\theta^{r-1} f + \cdots + b_0(z) f = 0, \quad \theta = z \frac{d}{dz}. \tag{3.17}
\]
It is called the Picard–Fuchs equation associated with \(\omega\) and is an ordinary differential equation with a regular singularity at 0. Its solutions, the periods, form a local system which is denoted by \(\text{Sol}(L_{PF})\). The next lemma is immediate.

Lemma 3.15. Let \(\omega \in H^0(\Delta^*, F^w)\) be a cyclic vector as before. Then the morphism
\[
H_Z \mapsto \text{Sol}(L_{PF}), \quad \gamma \mapsto Q(\gamma, \omega) \tag{3.18}
\]
is an isomorphism of local systems. In particular, \(\omega = \sum_{i=1}^r f_i s_i\) for a multi-valued frame \(s_i\) of \(H_Z\) on \(\Delta^*\) and \(f_i\) corresponds to the \(\gamma_j\) such that \(Q(\gamma_j, s_i) = \delta_{ij}\) under the isomorphism (3.18).

Remark 3.16. If \(\omega\) is not cyclic but only non-vanishing on \(\Delta^*\), then (3.18) is only a surjection.
In particular, if $T$ is the local quasi-unipotent monodromy of $\mathcal{H}_Z$ around a puncture $d \in D$, then the local monodromy of the periods is the dual $T^\vee$. If we represent $T$ as a matrix $A$ with respect to a basis, then $T^\vee$ corresponds to $(A^{-1})^t$ in the dual basis. Under the isomorphism $\mathcal{H}_Z \cong \mathcal{H}_Z^\vee$ induced by $Q$ we therefore identify $T$ with $T^\vee$. In particular, the eigenvalues $\lambda_i$ of $T$ do not only satisfy $\lambda_i \in U(1) \subset \mathbb{C}^*$ but also $\lambda_1 \ldots \lambda_r = 1$.

These eigenvalues are related to the Gauß–Manin connection: in the frame $\nabla^k_{zd/dz} \omega$, $k = 0, \ldots, r - 1$, the connection 1-form is given by

$$B(z) \frac{dz}{z} := \begin{pmatrix} 0 & 0 & 0 & -b_0(z) \\ 1 & 0 & \ldots & -b_1(z) \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \ldots & 1 & -b_{r-1}(z) \end{pmatrix} \frac{dz}{z},$$

(3.19)

cf. Example 3.7. It is known ([Del70, 1.17.2.]) that $\exp(2\pi i B(0))$ has the same eigenvalues $\lambda_j$ as $T$. The eigenvalues of $\exp(2\pi i B(0))$ are in turn of the form $\lambda_j = \exp(2\pi i \mu_j)$ for the eigenvalues $\mu_j$ of $B(0)$. These are the roots of the polynomial

$$p(X) := X^r + b_{r-1}(0)X^{r-1} + \cdots + b_0(0) \in \mathbb{C}[X]$$

(3.20)

(and $B(0)$ is its companion matrix). Since $\lambda_j = \exp(2\pi i \mu_j) \in U(1)$, we must have $\mu_j \in \mathbb{R}$ and we choose the ordering $\mu_1 \leq \cdots \leq \mu_r$.

On the other hand, $\mu_j$ are called exponents of the Picard–Fuchs equation (3.17). They determine the structure of solutions to (3.17). Let $\mu_{i_1} < \cdots < \mu_{i_s}$ be the pairwise distinct exponents where $\mu_{i_j}$ has multiplicity $m_j$. The Frobenius method ([Fro73], [CL55, §3]) shows that a basis of solutions to (3.17) is given by multi-valued functions of the form

$$\sum_{k=1}^{m_j} z^{\mu_{i_j}} (\log z)^{k-1} g^j_k(z), \quad j = 1, \ldots, s,$$

(3.21)

for holomorphic functions $g^j_k$ on $\Delta$ with $g^j_k(0) \neq 0$.

Remark 3.17. If $0 \in \Delta$ is a regular point of $\nabla$, then the monodromy $T$ is trivial and the $\mathbb{Z}$-VHS canonically extends to 0. In this case the exponents $\mu_j$ are defined as well and are given as follows. If $k = v_0(\omega)$ is the order of $\omega$ at 0, then $\mu_j = k + (j - 1)$.

The previous discussion globalizes: let $C^0 \subset C$ be the complement of a reduced divisor $D_s \subset C$ in a compact Riemann surface $C$. If $(\mathcal{H}_Z, F^\bullet, Q)$ is a polarized $\mathbb{Z}$-VHS of weight $w = r - 1$ on $C^0$ with a generic cyclic vector $\omega \in \mathcal{M}(C^0, F^w)$, then the exponents $\mu^u_1 \leq \cdots \leq \mu^u_s$ are defined for any $u \in C$ by the local discussion above. Note that $\mu^u_j$ are independent of a local chart around each $u \in C$ and only depend on $\omega$. Moreover, if $f \in \mathcal{M}(C)$ is a non-zero meromorphic function, then the exponents $\tilde{\mu}^u_j$ defined by $\tilde{\omega} = f \omega$ are given by $\tilde{\mu}^u_j = \mu^u_j + v_u(f)$ for the order $v_u(f)$ of $f$ at $u$.

Therefore $\mathbb{Z}$-VHS together with a generic cyclic vector determine local Picard–Fuchs equations and their exponents $\mu^u_j$. The later will play a crucial role in the relation between $\mathbb{Z}$-VHS with a generic cyclic vector and (parabolic) Higgs bundles as we explain next.
4. From Z-VHS to (parabolic) Higgs bundles

In the beginning of this section, we review the relationship between (complex) variations of Hodge structures over a compact Riemann surface $C$ and Higgs bundles $(E, \varphi)$ such that $(E, \varphi)$ is isomorphic to $(E, \zeta \varphi)$ for any $\zeta \in \mathbb{C}^\times$. These are called systems of Hodge bundles, cf. \cite{Sim91} (also see \cite[Chapter 13]{CMSP17}). Afterwards we explain how Z-VHS determine parabolic Higgs bundles. Finally, we determine, in the presence of a generic cyclic vector, the degrees of the resulting parabolic Higgs bundles in terms of the exponents introduced in the last section.

4.1. From Z-VHS to Higgs bundles with harmonic metric. Let $\mathcal{H} = (\mathcal{H}_Z, Q, F^\bullet \mathcal{H}_O)$ be a polarized Z-VHS of weight $w$ over the Riemann surface $C$. The local system $\mathcal{H}_Z$ induces the flat smooth Gauß–Manin connection $\nabla_C$ on the smooth bundle $\mathcal{H}_\text{sm}$ underlying $\mathcal{H}_O$. Griffiths’ transversality and the smooth decomposition (3.6) implies that

$$\nabla_C = D + \varphi + \psi$$  \hfill (4.1)

where $D : \Omega^0_{\text{sm}}(\mathcal{H}^{p,q}) \to \Omega^1_{\text{sm}}(\mathcal{H}^{p,q})$ is a connection preserving the $(p, q)$-types and

$$\begin{align*}
\varphi : \Omega^0_{\text{sm}}(\mathcal{H}^{p,q}) &\to \Omega^1_{\text{sm}}(\mathcal{H}^{p-1,q+1}), \\
\psi : \Omega^0_{\text{sm}}(\mathcal{H}^{p,q}) &\to \Omega^0_{\text{sm}}(\mathcal{H}^{p+1,q-1}).
\end{align*}$$

Note that the holomorphic Gauß–Manin connection $\nabla$ is just the $(1, 0)$-part of $\nabla_C$, $\nabla = \nabla_C^{1,0} = D^{1,0} + \varphi$.

In particular, we recover the filtered holomorphic bundle $F^\bullet \mathcal{H}_O$ with holomorphic connection $\nabla$.

**Lemma 4.1.** The connection $D$ is the Chern connection for the Hodge metric $h$ and the direct sum holomorphic bundle $E = \bigoplus_{p+q=w} E^{p,q}$ (with respect to the holomorphic structure $D^{0,1}$). Moreover,

$$h(\varphi(s_0), s_1) = h(s_0, \psi(s_1))$$

for all (local) sections $s_0, s_1$ of $E$ so that $\psi = \varphi^h$.

**Proof.** First of all, the holomorphic structure on $E$ coincides with $D^{0,1}$. We prove that $D$ is compatible with $h$. Let $s_0, s_1$ be local sections of $E^{p,q}$. Then we compute (the sign is determined by (3.3))

$$dh(s_0, s_1) = \pm i \, dQ(s_0, \bar{s}_1)$$

$$= \pm i \, (Q(\nabla_C s_0, \bar{s}_1) + Q(s_0, \nabla_C \bar{s}_1)) \quad \text{(flatness of $Q$)}$$

$$= \pm i \, (Q(Ds_0, \bar{s}_1) + Q(s_0, D\bar{s}_1)) \quad \text{(by (4.1))}$$

$$= h(Ds_0, \bar{s}_1) + h(s_0, D\bar{s}_1),$$

i.e. $D$ is $h$-unitary. Thus, $D$ is the Chern connection.
Now let $s_0$ and $s_1$ be (local) sections of $E^{p,q}$ and $E^{p',q'}$ respectively with $p \neq p'$ (hence $q \neq q'$). A similar computation as before together with $h(s_0, s_1) = 0$ shows
\[ 0 = h(\varphi(s_0), s_1) + h(s_0, \psi(s_1)) \]
which concludes the proof. □

The smooth Gauß-Manin connection and the previous lemma motivates a weaker notion than an $R$-VHS for $R = \mathbb{Z}, \mathbb{Q}, \mathbb{R}$:

**Definition 4.2.** A complex variation of Hodge structure (C-VHS) of weight $w$ is a pair $(V, \nabla_C)$ consisting of a smooth bundle $V$ over $C$ with a decomposition
\[ V = \oplus_{p+q=w} V^{p,q} \]
and a flat connection $\nabla_C$ admitting a decomposition as in (4.1). A polarization is a hermitian metric $h$ on $V$ such that (4.2) is orthogonal with respect to $h$ and $(-1)^p h(s, s) > 0$ for any non-zero (local) section $s$ of $V^{p,q}$.

In particular, every (polarized) $R$-VHS, $R = \mathbb{Z}, \mathbb{Q}, \mathbb{R}$ induces a (polarized) C-VHS. The converse is false in general. There might not be an underlying locally constant sheaf of $R$-modules inducing a Hodge filtration.

Every C-VHS gives rise to a Higgs bundle:

**Lemma 4.3** ([Sim91]). Let $(V, \nabla_C, h)$ be a polarized C-VHS of weight $w$ with decomposition $V = \oplus_{p+q=w} V^{p,q}$ and $\nabla_C = D + \varphi + \varphi^{th}$. Then the pair
\[ (\mathcal{V} := (V, D^{0,1}), \varphi) \]
is a Higgs bundle on $C$. It is the system of Hodge bundles associated to C-VHS. In particular, $(\mathcal{V}, \varphi, h)$ is a harmonic Higgs bundle on $C$. It is $\mathbb{C}^*$-invariant (up to isomorphism), i.e. $(\mathcal{V}, \varphi)$ is isomorphic to $(\mathcal{V}, \lambda \varphi)$ for each $\lambda \in \mathbb{C}^*$. Conversely, every Higgs bundle with this property is of this form.

**Remark 4.4.** If $C$ is compact, then every $\mathbb{C}^*$-fixed Higgs bundle is induced by a complex VHS under the non-abelian Hodge correspondence. We emphasize that such Higgs bundles are often referred to as VHS in the literature. However, in our context it is crucial to distinguish between VHS and systems of Hodge bundles (as originally done by Simpson ([Sim91])).

**Proof.** Type considerations together with the decomposition $\nabla_C = D + \varphi + \varphi^{th}$ in (4.1) imply that the flatness condition $\nabla_C^2 = 0$ decomposes into the following equations
\[ (D^{0,1})^2 = 0 = (D^{1,0})^2, \]
\[ D\varphi = 0 = D\varphi^{th}, \]
\[ F^D + [\varphi, \varphi^{th}] = 0. \]

For example, $D\varphi$ is the only summand in $\nabla_C^2 = 0$ that maps
\[ \mathcal{H}^{p,q} \to \Omega^1_{sm}(\mathcal{H}^{p-1,q+1}), \]
and hence has to be zero. Its $(0,1)$-part gives $D^{0,1} \varphi = 0$ as claimed.
The statement about the $C^*$-invariance follows by a standard argument using a decomposition of $V$ into the generalized eigenspaces of $\varphi$. □

Remark 4.5. The equations (4.4) are clearly equivalent to the $tt^*$-equations (1.3) by setting $D = D$ and $C = \varphi + \varphi^\dagger h$. Note that the equations $[C', C] = [\varphi, \varphi] = 0$, and analogously for $C'' = \varphi^\dagger h$, are here trivially satisfied for type and dimension reasons.

The Higgs field $\varphi$ can be expressed in terms of the holomorphic Gauß–Manin connection: under the isomorphism (3.5), its $(w-q,q)$-components (all other components are zero) correspond to

$$\varphi^q : F^{w-q} / F^{w-q+1} \rightarrow F^{w-q+1} / F^{w-q} \otimes \Omega^1_C, \ s \mod F^{w-q+1} \mapsto \nabla s \mod F^{w-q}. \tag{4.5}$$

4.2. Parabolic Higgs bundles from Deligne’s canonical extension. Let $D \subset C$ be a reduced divisor on the compact Riemann surface $C$ and $C^0 := C - D$ be its complement. Further let $\mathcal{H} = (\mathcal{H}_Z, Q, F^\bullet)$ be a polarized integral VHS on $C^0$.

Example 4.6. Such examples naturally arise from geometry. For example, let $\pi : X \rightarrow C$ be a compact elliptic surface. Then the middle cohomology groups $H^1(X_u, \mathbb{Z})$ of the smooth fibers $X_u, u \in C$, define a polarized $\mathbb{Z}$-VHS of weight 1 over the smooth locus $C^0 \subset C$ of $\pi$ and $D$ is the divisor of singular fibers.

We give one example of an extension of the VHS $\mathcal{H}$ on $C^0$ to $C$ as a filtered holomorphic bundle with logarithmic connection. This is Deligne’s canonical extension $(\hat{\mathcal{H}}, \hat{\nabla})$ ([Del70, §II, Proposition 5.4]) which eventually determines a parabolic Higgs bundle.

Since an extension across $u \in D$ is a local question, it suffices to consider the case $C^0 = \Delta^* \subset C = \Delta$. Let

$$e : \mathbb{H} \rightarrow \Delta^*, \ e(\tau) = \exp(2\pi i \tau)$$

be the universal covering of $\Delta^*$ and $T \in \text{Aut}(\mathcal{H}_{Z,z_0})$ be the monodromy of $\mathcal{H}_Z$ for a fixed $z_0 \in \Delta^*$. Recall that $T$ is necessarily quasi-unipotent. Hence any multi-valued section $s$ of $\mathcal{H}_Z$ on $\Delta^*$ satisfies

$$e^s s(\tau + 1) = T(e^s)(\tau). \tag{4.6}$$

If $T = T_s T_u$ is the Jordan decomposition of $T$ into its semisimple part $T_s$ and unipotent part $T_u$, then we define

$$N = N_u + N_s, \quad N_u = \frac{1}{2\pi i} \log T_u, \quad N_s = \frac{1}{2\pi i} \log T_s.$$ 

Here $\log T_s$ is the logarithm of $T_s$ which is determined by requiring that its eigenvalues $\nu$ satisfy

$$-1 < \nu \leq 0.$$ 

In particular, $\exp(2\pi i \nu) \in S^1 \subset \mathbb{C}^*$ are the eigenvalues of $T_s$. Since $\exp(2\pi i N) = T$, the section

$$\hat{s}(\tau) := \exp(-2\pi i N \tau) e^s(\tau), \ s \in \mathcal{H}_Z(\Delta^*) \tag{4.7}$$

All what follows works for $\mathbb{C}$-VHS if we assume that the monodromy around the punctures is quasi-unipotent. Since we are interested in geometric examples, we phrase everything in terms of $\mathbb{Z}$-VHS.
is invariant under monodromy and descends to $\Delta^*$. Sections of the form $\hat{s}$ define Deligne’s canonical extension $\hat{\mathcal{H}}$ on $\Delta$. Deriving equation (4.7) implies that the holomorphic Gauß–Manin connection $\nabla$ extends to the logarithmic connection $\hat{\nabla}$ with residue

$$\text{res}_0(\hat{\nabla}) = -N.$$  

In particular, the eigenvalues of the residue $-N$ lie in $[0, 1)$ which uniquely determines $\hat{\mathcal{H}}$. Finally, the holomorphic subbundles $F^p \subset \mathcal{H}_0$ extend to holomorphic subbundles $\hat{F}^p \subset \hat{\mathcal{H}}_0$ such that

$$\hat{\nabla} : \hat{F}^p \to \hat{F}^{p-1} \otimes \Omega^1_C(\log D).$$  

(4.8)

This due to [Sch73, Theorem 4.13] for unipotent monodromy and was generalized by [Kol86, §2.5 (iii)] to quasi-unipotent monodromy.

The extension $(\hat{\mathcal{H}}, \hat{\nabla})$ of $(\mathcal{H}, \nabla)$ determines a parabolic Higgs bundle on $C$ as follows. The underlying holomorphic bundle is

$$\hat{E} = \bigoplus_{p+q=w} \hat{E}^{p,q}, \quad \hat{E}^{p,q} := \hat{F}^p / \hat{F}^{p+1}.$$  

(4.9)

on $C$. The logarithmic connection $\hat{\nabla}$ induces the maps

$$\hat{\varphi}^{\nu} : \hat{E}^{w-q,q} \to \hat{E}^{w-a,q} \otimes \Omega^1_C(\log D)$$  

(4.10)

analogously constructed as in (4.5). Hence they define the meromorphic Higgs field

$$\hat{\varphi} := \bigoplus \hat{\varphi}^{\nu} : \hat{E} \to \hat{E} \otimes \Omega^1_C(\log D).$$

To construct the parabolic structure on $\hat{E}_d$ at $d \in D$, we only look at $D = \{0\} \subset C = \Delta$ to simplify notation. Let $14$

$$0 \leq -\nu_1 \leq -\nu_2 \leq \cdots \leq -\nu_r < 1$$

be the eigenvalues of $N_s$. Moreover, we let $1 \leq i_1 < \cdots < i_s \leq r$ be the indices of pairwise distinct eigenvalues with multiplicity $m_j$, $j = 1, \ldots, s$. For any $\nu = \nu_j$ the subspace

$$\mathcal{H}^{\nu}_{\Delta_0} = \{ v \in \mathcal{H}_{\Delta_0} \mid (\exp 2\pi i \nu - T)^N v = 0 \text{ for some } N \in \mathbb{Z} \}$$

is the generalized eigenspaces of $T$ for the eigenvalue $\exp(2\pi i \nu)$. The span of $\hat{s}(0) \in \hat{\mathcal{H}}_0$ for $s \in \mathcal{H}^{\nu}_{\Delta_0}$ defines the subspace $\hat{\mathcal{H}}^{\nu}_0$ for $\nu \in (-1, 0]$ and we set

$$\hat{\mathcal{H}}_0(\nu) = \bigoplus_{\alpha \geq \nu} \hat{\mathcal{H}}^{\alpha}_0.$$  

(4.11)

These subspaces define

$$\hat{E}_0(\nu) = \bigoplus_p \frac{\hat{\mathcal{H}}_0(\nu) \cap \hat{F}^p_0}{\hat{\mathcal{H}}_0(\nu) \cap \hat{F}^{p+1}_0} \subset \hat{E}_0.$$  

\(^{14}\)This convention will become clear in when we consider the exponents of Picard–Fuchs equations, see in particular (4.15) and (4.16).
and hence determine the parabolic structure (see \((B.1))\)
\[
\hat{E}_0 = \hat{E}_0(-\nu_1) \supseteq \hat{E}_0(-\nu_2) \supseteq \cdots \supseteq \hat{E}_0(-\nu_s) \supseteq 0
\]  
with parabolic weights \(0 \leq -\nu_1 < -\nu_2 < \cdots < -\nu_s < 1\).

**Proposition 4.7.** Let \(\mathcal{H}\) be a VHS of weight \(w\) on \(C^0\) and \(\hat{\mathcal{H}}\) Deligne’s canonical extension to \(C\). Then \((\hat{E}, \hat{\varphi})\) with the parabolic structure determined by monodromy at each \(u \in D\) is a parabolic Higgs bundle.

**Proof.** Let \(T\) be the local monodromy around a puncture \(u \in D\) and \(s_i\) be a local multi-valued frame of \(\mathcal{H}\). In the local frame \(\hat{s}_i\) of \(\hat{\mathcal{H}}\), we have \(\text{Res}_u(\hat{\nabla}) = -N\). Since \([T, N] = 0\), it follows that \(\hat{\varphi}(\hat{E}_u(-\nu_j)) \subset \hat{E}_u(-\nu_j)\). \(\square\)

4.3. Parabolic degrees from Picard–Fuchs equations. As before, let \(C\) be a compact Riemann surface and \(C^0 = C - D \subset C\) a Zariski-dense subset which carries a polarizable \(\mathbb{Z}\)-VHS \(\mathcal{H}\) of weight \(w = r - 1\). We assume that \(\mathcal{H}\) admits a generic cyclic vector \(\omega \in H^0(C^0, F^w)\). In this section we express the degree of the extended Hodge bundle \(\hat{F}^w \subset \hat{\mathcal{H}}\) of Deligne’s canonical extension in terms of the previously defined exponents \(\mu^u_1 \leq \cdots \leq \mu^u_s\) for \(u \in C\).

To state the results, it is convenient introduce the divisor \(D_\omega \subset C^0\) defined by \(\omega\). By Remark 3.17 it is given by
\[
D_\omega = \{ u \in C^0 \mid \mu^u_1 \in \mathbb{Z} - \{0\}\}. \tag{4.13}
\]
Note that \(C' = C^0 - D_\omega\) is the largest open subset of \(C^0\) on which \(\omega\) is a cyclic vector.

We further define \(\hat{D} := D_\omega + D \subset D\) the divisor in \(C\) on which the extension \(\hat{\omega}\) of \(\omega\) to \(C\), cf. the next proof, possibly vanishes or has poles.

**Proposition 4.8.** Let \(\mathcal{H}\) be a polarizable \(\mathbb{Z}\)-VHS of weight \(w = r - 1\) on \(C^0\) and \(\omega \in H^0(C^0, F^w)\) be a generic cyclic section. Further let \(\mu^u_1 \leq \cdots \leq \mu^u_s\), \(u \in C\), be the exponents of \(\omega\). Then the degree of the extended Hodge line bundle \(\hat{F}^w\) of Deligne’s canonical extension \(\hat{\mathcal{H}}\) to \(C\) is given by
\[
\deg(\hat{F}^w) = \sum_{u \in C} |\mu^u_1| = \sum_{u \in \hat{D}} |\mu^u_1|. \tag{4.14}
\]

Even though the exponents \(\mu^u_j\) clearly depend on \(\omega\), the sum on the right-hand side of \((4.14)\) is independent of \(\omega\). In particular, rescaling by a non-zero meromorphic function does not change the result.

**Proof.** As before we order the exponents \(\mu^u_1 \leq \cdots \leq \mu^u_s\) for each \(u \in C\). Let \(C' \subset C^0\) be the dense subset such that \(\omega\) is cyclic. In particular, \(\omega(u) \neq 0\) and \(\mu^u_1 = 0\) for all \(u \in C'\), cf. Remark 3.17. If \(u \in C - C'\), we choose \(\nu^u_j \in (-1, 0]\), as in the construction of \(\hat{\mathcal{H}}\), such that
\[
\exp(2\pi i \nu^u_j) = \lambda^u_j = \exp(-2\pi i \mu^u_j). \tag{4.15}
\]

\[\text{Note that } (4.15) \text{ does not imply } \nu^u_i \leq \nu^u_j \text{ for } i \leq j \text{ in general. However, this is not important at the moment because we do not consider the parabolic structures at } u \text{ here.}\]
Here \( \lambda_j^u \) are the eigenvalues of the monodromy \( T(u) \) of \( \mathcal{H}_Z \) around \( u \). Moreover, we denote by \( N(u) \) the logarithm of \( T(u) \) determined by \( \nu_j^u \).

From now on, we drop \( u \) from the notation. Let \((s_1, \ldots, s_r)\) be a multi-valued frame of \( \mathcal{H}_Z \). Then we express

\[
\omega = (s_1, \ldots, s_r) \left( \begin{array}{c} f_1 \\ \vdots \\ f_r \end{array} \right) = (\widehat{s}_1, \ldots, \widehat{s}_r) \exp(2\pi i N\tau) \left( \begin{array}{c} f_1 \\ \vdots \\ f_r \end{array} \right) =: (\widehat{s}_1, \ldots, \widehat{s}_r) \left( \begin{array}{c} g_1 \\ \vdots \\ g_r \end{array} \right).
\]

Note that \( f_1, \ldots, f_r \) form a basis of solutions to (3.17) by Lemma 3.15 and that \( g_1, \ldots, g_r \) are single-valued holomorphic functions. It follows from (3.21) that they are of the form

\[
g_j(z) = z^{\mu_j + \nu_j} g_j'(z)
\]

with holomorphic \( g_j' \) such that \( g_j'(0) \neq 0 \). In order for \( g_j \) to be holomorphic, we must have

\[
k_j := \mu_j + \nu_j \in \mathbb{Z}.
\]

By the choice of \( \nu_j \), this implies \( k_j = \lfloor \mu_j \rfloor \). Thus we can write

\[
\left( \begin{array}{c} g_1 \\ \vdots \\ g_r \end{array} \right) = z^{\lfloor \mu_1 \rfloor} \left( \begin{array}{c} g_1'' \\ \vdots \\ g_r'' \end{array} \right)
\]

with \( g_j'(0) \neq 0 \) so that \( \omega = z^{\lfloor \mu_1 \rfloor} \omega' \) for a nowhere vanishing section \( \omega' \in H^0(\Delta, \widehat{F}^w) \). Therefore we conclude the claim:

\[
\deg(\widehat{F}^w) = \sum_{u \in C} \lfloor \mu_1^u \rfloor = \sum_{u \in \hat{D}} \lfloor \mu_1^u \rfloor.
\]

Proposition 4.8 enables us to compute the degrees of the bundles \( \widehat{E}^{p,q} \) constructed from Deligne's canonical extension, cf. (4.9). To give the formula, we decompose \( \hat{D} = \hat{D}_a + \hat{D}_s \). Here the divisor

\[
\hat{D}_a = \{ u \in \hat{D} \mid \mu_j^u \in \mathbb{Z} \text{ for all } j = 1, \ldots, r \} = D_a + D_\omega
\]

is the union of the divisor of apparent singularities \( D_a \subset D \) of the corresponding Picard–Fuchs equations and the divisor \( D_\omega \subset C^\circ \) defined by \( \omega \). The divisor \( \hat{D}_s \subset D \) is the divisor of regular singularities of \( \widehat{\nabla} \).

**Theorem 4.9.** Consider the line bundle \( \widehat{E}^k := \widehat{E}^{w-k,k} \), \( l = 0, \ldots, w \), where \( w = r - 1 \) is the weight of the \( \mathbb{Z} \)-VHS \((\mathcal{H}_Z, F^\bullet)\) with generic cyclic vector \( \omega \). Then its degree is given by\(^{16}\)

\[
\deg(\widehat{E}^k) = \sum_{u \in \hat{D}} \lfloor \mu_{k+1}^u \rfloor - k \left( |\hat{D}_a| + |D| + (2g_C - 2) \right)
\]

for the genus \( g_C \) of \( C \).

\(^{16}\)We denote by \( |D| \) the number of irreducible components of a divisor \( D \subset C \).
Remark 4.10. Clearly, the formula (4.17) coincides with (4.14) for \( k = 0 \). Moreover, observe that \( \deg(\hat{E}^k) \) for \( \hat{E}^k = \hat{E}^{w-k,k} \) is completely determined by \( \omega \) and the pair \((C, D)\).

Proof. The components

\[
\hat{\varphi}^k : \hat{E}^k \to \hat{E}^{k+1} \otimes \Omega^1_C(\log D),
\]

\( k = 0, \ldots, w - 1 \), of the Higgs field \( \hat{\varphi} \) give the formula

\[
\deg(\hat{E}^{k+1}) = \deg(\text{Div}(\hat{\varphi}^k)) + \deg(\hat{E}^k) - \deg(\Omega^1_C(\log D)) = \deg(\text{Div}(\hat{\varphi}^k)) + \deg(\hat{E}^k) - (|D| + (2g_C - 2)) \tag{4.18}
\]

for the divisor \( \text{Div}(\hat{\varphi}^k) \) defined by \( \hat{\varphi}^k \). The order \( v_u(\hat{\varphi}^k) \) of \( \hat{\varphi}^k \) at \( u \) is given by

\[
v_u(\hat{\varphi}^k) = \begin{cases} 
\lfloor \mu^u_{k+2} \rfloor - \lfloor \mu^u_{k+1} \rfloor, & u \in D_s, \\
\lfloor \mu^u_{k+2} \rfloor - \lfloor \mu^u_{k+1} \rfloor - 1, & u \in \hat{D}_a,
\end{cases} \tag{4.19}
\]

see [EKZ14, Lemma 6.3] and [DHT17, Theorem 2.7]. Note that \( \hat{\varphi}^k \) is an isomorphism for the regular points \( u \in D_\omega \subset \hat{D}_a \) because \( \mu^u_{k+1} = \mu^u_{k+1} + 1 \) in these cases, see Remark 3.17. Summing over \( u \in C \) gives

\[
\deg(\text{Div}(\hat{\varphi}^k)) = \left( \sum_{u \in D} \lfloor \mu^u_{k+2} \rfloor - \lfloor \mu^u_{k+1} \rfloor \right) - |\hat{D}_a|. \tag{4.20}
\]

Now we prove (4.17) inductively: For \( k = 0 \), combining (4.20) with Proposition 4.8 and (4.18) yields

\[
\deg(\hat{E}^0) = \sum_{u \in D} \lfloor \mu^u_2 \rfloor - \left( |\hat{D}_a| + |D| + (2g_C - 2) \right).
\]

The induction step \( k - 1 \to k \) gives:

\[
\deg(\hat{E}^k) = \deg(\text{Div}(\hat{\varphi}^k)) + \deg(\hat{E}^{k-1}) - \deg(\Omega^1_C(\log D)) = \sum_{u \in D} \lfloor \mu^u_{k+1} \rfloor - k \left( |\hat{D}_a| + |D| + (2g_C - 2) \right).
\]

\[\square\]

Corollary 4.11. Assume \( \mu^u_r - \mu^u_1 \in [0, 1) \) for all \( u \in D_s \). Then the parabolic degrees of \( \text{pdeg}(\hat{E}^k) \), \( \hat{E}^k = \hat{E}^{w-k,k} \), with respect to the induced parabolic structure, are

\[
\text{pdeg}(\hat{E}^k) = \deg(\hat{E}^k) - \sum_{u \in D_s} \nu^u_{k+1}.
\]

for \( k = 0, \ldots, w \).

Since \( \mu^u_{k+1} + \nu^u_{k+1} = \lfloor \mu^u_{k+1} \rfloor \) for \( u \in D_s \) the parabolic degrees are given by (4.17) with \( \lfloor \mu^u_{k+1} \rfloor \) replaced by \( \mu^u_{k+1} \). Note that \( \lfloor \mu^u_{k+1} \rfloor = \mu^u_{k+1} \) for \( u \in \hat{D}_a = \hat{D} - D_s \) anyway.
Remark 4.12. A formula for \( \text{pdeg}(\hat{E}^{w-k,k}) \) first appeared in Theorem 6.1 of [EKZ14] in the special case of 14 VHS of Calabi-Yau type over \( C = \mathbb{CP}^1 \), see Example 5.5 for more details. Moreover, [DHT17] give degree formulas in the example of families of elliptic curves \( (n = 2) \) and K3 surfaces \( (n = 3) \) over \( C = \mathbb{CP}^1 \).

Proof. The statement is equivalent to the claim that the induced parabolic weights of \( \hat{E}^k \) at \( u \) are \( -\nu_{k+1}^u \) for every \( u \in D_s \). Elsewhere the parabolic structure of \( \hat{E} \) and hence of \( \hat{E}^k \) is trivial.

Fix \( u \in D_s \). We denote by \( i_j, j = 1, \ldots, s \), the indices such that \( 0 \leq -\nu_i < \cdots < -\nu_s < 1 \) and each \( \nu_i \) has multiplicity \( m_i \). Observe that this implies

\[
\text{rk}(\hat{E}(-\nu_i)) = \sum_{l=1}^j m_l \quad \text{and} \quad \sum_{l=1}^s m_l = r. \tag{4.21}
\]

We claim that

\[
\hat{E}^k \subset \hat{E}(-\nu_{i_1}), \quad \hat{E}^k \cap \hat{E}(-\nu_{i_{l+1}}) = 0 \tag{4.22}
\]

if \( \nu_{k+1} = \nu_{i_j} \). We first show that

\[
\hat{E}^k \subset \hat{E}(-\nu_{i_1}), \quad \hat{E}^k \cap \hat{E}(-\nu_{i_2}) = 0 \tag{4.23}
\]

for \( k = 0, \ldots, m_1 - 1 \). Assume the contrary, i.e. \( \hat{E}^k \subset \hat{E}(-\nu_{i_j}) \) for some \( k < m_1 - 1 \) and \( j \geq 2 \). By assumption on the exponents at \( u \) and (4.19), \( \hat{\varphi}_u^k \) maps \( \hat{E}^k \) isomorphically to \( \hat{E}_u^{k+1} \). Since \( \hat{\varphi} \) preserves the parabolic filtration, \( \hat{E}_u^{k+1} \subset \hat{E}(-\nu_{i_j}) \). Inductively, we see that \( \hat{E}_u^l \subset \hat{E}(-\nu_{i_j}) \) for all \( l \geq k \). But then

\[
\text{rk}(\hat{E}(-\nu_{i_j})) > \sum_{l=1}^j m_l
\]

contradicting (4.21) so that (4.23) follows. Repeating this argument successively we arrive at (4.22). Finally, (4.22) implies that \( \hat{E}^k \) has parabolic weight \( -\nu_{i_j} = -\nu_{k+1} \) as claimed. \( \square \)

5. Examples and oper gauge transformation

We will discuss examples of Calabi–Yau manifolds over complex one-dimensional moduli spaces \( B \) which arise in mirror symmetry. These are obtained as mirror families of Calabi–Yau hypersurfaces \( Y \) in toric varieties with \( \dim_{\mathbb{C}} H^{1,1}(Y) = 1 \). The data of the mirror families is given by dual polyhedra \( \hat{\Delta}, \Delta \) using Batyrev’s construction [Bat94], equivalently using Hori–Vafa’s construction [HV00]. We briefly review the necessary ingredients of these constructions and refer to Refs. [CK99, CR14] and references therein for further background.

We will start with an analogous discussion to §2 of the rank 2 Higgs bundles obtained from VHS of general elliptic curves and then specialize to the Legendre and cubic families. In these cases, Theorem 4.9 together with the classification of line bundles on \( \mathbb{CP}^1 \) allow us to completely determine the parabolic Higgs bundles which we illustrate in concrete examples. Moreover, we will see in Example 5.5 that our formula reproduces the parabolic degrees computed in [EKZ14].
5.1. Mirror construction and Picard–Fuchs equations. To describe the mirror pair of d-dimensional CY hypersurfaces we use Batyrev’s construction \[\text{Bat94}\]. We consider \(\Delta\) a reflexive polyhedron in \(\mathbb{R}^{d+2}\) defined as a convex hull of \(d+3\) integral vertices \(\nu_i \in \mathbb{Z}^{d+2} \subset \mathbb{R}^{d+2}, i = 0, \ldots, d+2\) lying in a hyperplane of distance one from the origin. \(\tilde{W} = P_{\Sigma(\Delta)}\) is the toric variety with fan \(\Sigma(\Delta)\) defined by the set of cones over the faces of \(\Delta\). \(\Delta\) is the dual polyhedron and \(W\) is the toric variety obtained from \(\Sigma(\Delta)\). The mirror pair of CY d-folds given as hypersurfaces in \((\tilde{W}, W)\) is denoted by \((\tilde{X}, X)\).

The hypersurface \(X\) is determined as the vanishing locus of the equation:
\[
P(X) = \prod_{i=0}^{d+2} a_i y_i = \sum_{\nu \in \Sigma} a_i X^{\nu_i},
\]
where \(a_i\) are complex parameters and \(y_i\) certain homogeneous coordinates on \(W\) \[\text{HV00}\]. \(X_k, k = 1, \ldots, d+1\) are inhomogeneous coordinates on an open torus \((\mathbb{C}^*)^{d+1} \subset W\) and \(X^{\nu_i} := \prod_k X_k^{(\nu_i)_k}\) \[\text{Bat94}\], where \((\nu_i)_k\) denotes the \(k\)-th entry of \(\nu_i\).

The integral points \(\nu_i\) and the homogeneous coordinates \(y_i\) fulfill one relation specified in terms of a \(d+3\) dimensional vector \(l\):
\[
\sum_{i=0}^{d+2} l_i \nu_i = 0, \quad \prod_{i=0}^{d+2} y_i^{l_i} = 1. \tag{5.2}
\]

The integral vector \(l\) specifies the charge of the matter fields of the gauged linear sigma model associated with \(X\) \[\text{Wit93}\].

The period integrals of the holomorphic \(d\)-form on \(X\) are given by:
\[
\pi(a_i) = \frac{1}{(2\pi i)^{d+1}} \int_{|X_k|=1} \frac{1}{P(X)} \prod_{k=1}^{d+1} dX_k X_k. \tag{5.3}
\]

These periods are annihilated by a system of differential equations of GKZ hypergeometric type\[^{17}\]:
\[
L = \prod_{l_i > 0} \left( \frac{\partial}{\partial a_i} \right)^{l_i} - \prod_{l_i < 0} \left( \frac{\partial}{\partial a_i} \right)^{-l_i}, \tag{5.4}
\]
\[
Z_k = \sum_{i=0}^{d+2} \nu_{i,k} \theta_i, \quad k = 1, \ldots, d+1, \quad Z_0 = \sum_{i=0}^{d+1} \theta_i + 1, \tag{5.5}
\]

where \(\theta_i := a_i \frac{\partial}{\partial a_i}\). The differential equation \(L \pi(a_i) = 0\) is satisfied by definition. The equations \(Z_k \pi(a_i) = 0\) express the invariance of the period integral under the torus action and imply that the period integrals depend only on special combinations of the parameters \(a_i\). These are given by:
\[
z := (-1)^b \prod_i a_i^{l_i}, \tag{5.6}
\]
and define local coordinates on the moduli space of complex structures \(B\) of \(X\).

\[^{17}\]See \[\text{GKZ08}\] for background and definitions.
5.2. Rank two. For the rank two case we consider families of elliptic curves
\[ \pi : \mathcal{X} \to \mathcal{B} \]
with fibers \( \pi^{-1}(u) = X_u, u \in \mathcal{B} \). Following the notation of §2, we have a line bundle \( \mathcal{L} \to \mathcal{B} \) whose fibers are the cohomology groups \( H^{1,0}(X_u) \). In particular, the associated VHS \( \mathcal{H} \) of weight 1 decomposes smoothly into \( \mathcal{H} = \mathcal{L} \oplus \bar{\mathcal{L}} \). We choose a local trivialization of \( \mathcal{L} \) given by a choice of holomorphic one-form \( \omega_0 \). By working on a local coordinate chart of \( \mathcal{B} \) with coordinate \( u \), we arrive at the second order equation
\[ h^2 \nabla_u^2 \omega_0 = -b_1 h \nabla_u \omega_0 - b_0 \omega_0, \quad \nabla_u := \nabla_{\partial/\partial u} \] (5.7)
where we have considered the one–parameter deformation by \( h \), assuming that \( \omega_0, b_0, b_1 \) depend on both \( u \) and \( h \) as in the introductory example. In particular, it yields the Picard–Fuchs equation for the two periods of \( \omega_0 \). The Griffiths–Yukawa coupling \( c \in \Gamma(\mathcal{L}^{-2} \otimes T^*\mathcal{B}) \) is defined by
\[ c(\omega, \omega') := \eta(\omega, \nabla \omega'), \quad \omega, \omega' \in \mathcal{L}, \] (5.8)
cf. Definition 2.3. Its coordinate expression with respect to \( u \) and \( \omega_0 \) is
\[ c_u := \eta(\omega_0, \nabla_u \omega_0) = i \int_{X_u} \omega_0 \wedge \nabla_u \omega_0. \]
From (5.7) we derive the following equation satisfied by \( c_u \):\(^{18}\)
\[ \partial_u c_u = -\frac{b_1}{h} c_u. \] (5.9)

We proceed to construct a basis for the fibers of the Hodge bundle that respects the Hodge decomposition. We construct \( \omega_1 \in H^{0,1}(X_u) \otimes T^*\mathcal{B} \) as:
\[ \omega_1 = (\nabla_u - D_u)\omega_0 du, \] (5.10)
where \( D_u \) denotes the Chern connection. Moreover, we define
\[ e^{-K} := h(\omega_0, \omega_0) = h_{00} = i \int_{X_u} \omega_0 \wedge \overline{\omega_0}. \] (5.11)
Then the Hodge metric \( h = h_{a\bar{b}}dt^a d\overline{t^b}, a, b = 0, 1 \) in the local holomorphic frame \( \omega_{\text{NAH}} = (\omega_0, \omega_1) \) is given by
\[ h_{a\bar{b}} = \begin{pmatrix} e^{-K} & 0 \\ 0 & e^{-K} \overline{G_{u\bar{u}}} du d\overline{u} \end{pmatrix} \] (5.12)
with \( G_{u\bar{u}} := \partial_u \partial_{\bar{u}} K \) is a Kähler metric on \( \mathbb{P}^1 - \{0, 1, \infty\} \), we have moreover the relation
\[ e^{-K} \overline{G_{u\bar{u}}} = |c_u|^2 e^K. \]

As in Proposition 2.7, we next derive the following differential ring relations: let \( \Gamma^a_{u\bar{u}} := G^{a\bar{u}} \partial_u G_{u\bar{u}} \) be the Levi–Civita connection of the previous Kähler metric and let

\(^{18}\)See also [Ali17].
\( K_u := \partial_u K \). Then we have

\[
\Gamma_{uu}^u - 2K_u = -\frac{b_1}{\hbar}, \tag{5.13}
\]

\[
h^2 \partial_u K_u = h^2 K_u^2 - h b_1 K_u + b_0. \tag{5.14}
\]

Here the \( b_j \) are the coefficient functions of the Picard–Fuchs equation (5.7). The coordinate expressions of the Higgs field \( \varphi \) and its adjoint \( \varphi^\dagger \), as well as the flat non-abelian Hodge/\( tt^\ast \) connections \( \nabla^h_{\text{NAH}} = \lim_{R \to 0} \nabla^h_{\text{NAH}} \) are obtained in complete analogy to Proposition 2.9.

The limit \( \nabla^h_{\text{NAH}} = \lim_{R \to 0} \nabla^h_{\text{NAH}} \) in the basis \( \omega^h_{\text{NAH}} = (\omega_0, h \omega_1) \) is given by

\[
\nabla^h_{\text{NAH}} = d + \frac{1}{\hbar} \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} + \begin{pmatrix} -K_u & 0 \\ 0 & \Gamma_{uu}^u - K_u \end{pmatrix} du + \hbar \begin{pmatrix} 0 & G_{u\bar{u}} du d\bar{u} \\ 0 & 0 \end{pmatrix}. \tag{5.15}
\]

The gauge transformation \( \mathcal{A}^h \) between the frame \( \omega^h_{\text{NAH}} = (\omega_0, h \omega_1) \) and \( \omega^h_{\text{GM}} = (\omega_0, h \nabla_u \omega_0 du) \)

\[
\omega^h_{\text{GM}} = \omega^h_{\text{NAH}} \mathcal{A}^h,
\]

is completely determined by \( K_u \):

\[
(\mathcal{A}^h)^{-1} = \begin{pmatrix} 1 & h K_u du \\ 0 & 1 \end{pmatrix}, \tag{5.16}
\]

as can be easily seen by writing out:

\[
h \omega_1 = h \nabla_u \omega_0 du + h K_u \omega_0 du
\]

In particular, we arrive again at

\[
((\mathcal{A}^h)^{-1} \circ \nabla^h_{\text{NAH}} \circ \mathcal{A}^h)^{0,1} = (\mathcal{A}^h)^{-1} \partial_u \mathcal{A}^h d\bar{u} + (\mathcal{A}^h)^{-1} \varphi^\dagger \mathcal{A}^h
\]

\[
= \begin{pmatrix} 0 & h(-G_{u\bar{u}} + G_{u\bar{u}}) du \\ 0 & 0 \end{pmatrix} d\bar{u},
\]

and

\[
((\mathcal{A}^h)^{-1} \circ \nabla^h_{\text{NAH}} \circ \mathcal{A}^h)^{-1})^{1,0}
\]

\[
= (\mathcal{A}^h)^{-1} \partial_u \mathcal{A}^h du + (\mathcal{A}^h)^{-1} \varphi \mathcal{A}^h + (\mathcal{A}^h)^{-1} \begin{pmatrix} -K_u & 0 \\ 0 & \Gamma_{uu}^u - K_u \end{pmatrix} \mathcal{A}^h du
\]

\[
= \begin{pmatrix} 0 & h(\Gamma_{uu}^u K_u - \partial_u K_u - K_u^2) \\ 0 & \Gamma_{uu}^u - 2K_u \end{pmatrix} du \tag{5.13}(5.14) \frac{1}{\hbar} \begin{pmatrix} 0 & 0 \\ 1 & -b_1 \end{pmatrix} du.
\]

And hence

\[
\nabla^h_{\text{GM}} = (\mathcal{A}^h)^{-1} \circ \nabla^h_{\text{NAH}} \circ \mathcal{A}^h, \tag{5.17}
\]

for the family of opers

\[
\nabla^h_{\text{GM}} = d + \frac{1}{\hbar} \begin{pmatrix} 0 & -b_0 \\ 1 & -b_1 \end{pmatrix} du. \tag{5.18}
\]
Example 5.1 (Legendre family). We continue with the case of families of elliptic curves in Example 3.8, but now in the parabolic case. Concretely, let \( \pi : X \to C = \mathbb{P}^1 \) be the elliptic surface determined by the Legendre family
\[
y^2 = x(x-1)(x-u), \quad u \in \mathbb{C}.
\]
The fibers are non-singular over \( C^\circ = \mathbb{P}^1 - \{0,1,\infty\} \) and \( \omega_0 = dx/y \) is a cyclic vector on all of \( C^\circ \) so that \( |C_{a,pd}| = 0 \). We denote the periods of \( \omega_0 \) over a basis of integral cycles \( A,B \in H_1(X_u,\mathbb{Z}) \) by \( \pi^0, \pi^1 \). These are annihilated by the following Picard–Fuchs operator:
\[
L = \theta_u^2 - u \left( \theta_u + \frac{1}{2} \right)^2,
\]
whose exponents are
\[
\begin{array}{c|ccc}
\text{d} & 0 & 1 & \infty \\
\mu^d_1 & 0 & 0 & \frac{1}{2} \\
\mu^d_2 & 0 & 0 & \frac{1}{2}
\end{array}
\]
Hence the formula for the degrees of \( \hat{E}^{\bullet \bullet} \) in (4.17) implies
\[
\hat{E} = \hat{E}^{1,0} \oplus \hat{E}^{0,1} \cong \mathcal{O}_{\mathbb{P}^1} \oplus \mathcal{O}_{\mathbb{P}^1}(-1).
\]
The parabolic structure is trivial at \( d = 0,1 \) whereas at \( d = \infty \) it is given by
\[
\hat{E}_\infty \supset \hat{E}_\infty(1/2) = \hat{E}_\infty(1/2) \supset 0
\]
The former two cases follow because the local monodromy around \( d \in \{0,1\} \) is maximally unipotent. For \( d = \infty \), the local monodromy has the eigenvalue \( i \) with multiplicity 2. In particular, we directly compute
\[
pdeg(\hat{E}) = -1 + 2 \cdot \frac{1}{2} = 0,
pdeg(\hat{E}^{1,0}) = \frac{1}{2} = -pdeg(\hat{E}^{0,1}).
\]
The solutions of \( L \pi^i = 0, \; i = 0,1 \) are given by:
\[
\pi^0 = {}_2F_1(1/2,1/2,1,u), \quad \pi^1 = \frac{i}{2} {}_2F_1(1/2,1/2,1,1-u),
\]
where we chose the normalization such that the modular coordinate is:
\[
\tau = \frac{\pi^1}{\pi^0}.
\]
Their monodromy group is \( \Gamma_0(4) \). Generators of the corresponding quasi-modular forms (see Appendix A) are given by
\[
A = \theta_3^2(2\tau), \quad \quad \quad \quad B = \theta_4^2(2\tau),
\]
\[
E = \frac{1}{3} (4E_2(4\tau) + E_2(\tau)) - \frac{2}{3} E_2(2\tau).
\]
\[\text{See for example [CMSP17] for the derivation of this operator and for the discussion of the modular properties.}\]
These satisfy the following differential ring relations:

\[
\begin{align*}
\partial_\tau A &= \frac{1}{4} A(E + A^2 - 2B^2), \\
\partial_\tau B &= \frac{1}{4} B(E - A^2), \\
\partial_\tau E &= \frac{1}{4} (E^2 - A^4).
\end{align*}
\] (5.24)

We obtain expressions for the geometric data in terms of quasi-modular forms:

\[
\begin{align*}
\pi^0(\tau) &= A(\tau), \quad \text{and} \quad e^{-K} = 2|A(\tau)|^2 \text{Im } \tau, \\
z(\tau) &= 1 - \frac{B(\tau)^2}{A(\tau)^2}.
\end{align*}
\] (5.25)

From the Picard–Fuchs operator we read off:

\[
\begin{align*}
b_1(u) &= \frac{1 - 2u}{u(1-u)}, \\
b_0(u) &= -\frac{1}{4u(1-u)}.
\end{align*}
\] (5.26)

In this case, the coordinate expression for the Griffiths–Yukawa coupling is given by

\[
c_u = \frac{\kappa}{u(1-u)},
\] (5.27)

where \(\kappa\) is an integration constant which we will set to 1.

One can now easily verify with the Picard–Fuchs coefficients \(b_0, b_1\) in (5.26) as well as the modular expressions in (5.25) the differential ring relations (5.13). These translate into the differential ring relations for the quasi-modular forms for \(\Gamma_0(4)\) (5.24).

Our analysis shows that the data of the oper corresponds to the data of the first order formulation of the Picard–Fuchs equation describing the VHS. The latter does however not correspond to the Higgs field of the non-abelian Hodge flat connection as was assumed in [DM14, Table I]. Rather, the oper data is a combination of the Higgs field and holomorphic remnants of a gauge transformation.

**Example 5.2 (Cubic curve).** We consider the cubic curve \(\mathcal{X}\) given by a section of the anti-canonical bundle over the projective plane \(\mathbb{P}^2\) and its mirror \(\mathcal{X}\). The vertices of \(\Delta\) are given by:

\[
\nu_0 = (1, 0, 0), \quad \nu_1 = (1, 1, 0), \quad \nu_2 = (1, 0, 1), \quad \nu_3 = (1, -1, -1),
\] (5.28)
satisfying the relation \(\sum_{i=0}^3 l_i \nu_i = 0\) where:

\[
l = (-3 \mid 1 \quad 1 \quad 1).
\] (5.29)

\(\mathcal{X}\) is defined as a suitable compactification of

\[
\{(X_1, X_2) \in (\mathbb{C}^*)^2 \mid P(\mathcal{X}) = a_0 + a_1 X_1 + a_2 X_2 + \frac{a_3}{X_1 X_2} = 0\}.
\] (5.30)

We define a local coordinate \(z = -\frac{27a_1 a_2 a_3}{a_0^2}\) on the moduli space \(\mathcal{B}\) of \(\mathcal{X}\) and obtain the Picard–Fuchs operator:

\[
L = \theta^2 - z(\theta + 1/3)(\theta + 2/3), \quad \theta = z \frac{d}{dz},
\] (5.31)

with discriminant \(\Delta = 1 - z\). We determine the exponents to be:
| $d$ | 0 | 1 | $\infty$ |
|-----|---|---|----------|
| $\mu_1^d$ | 0 | 0 | $\frac{1}{3}$ |
| $\mu_2^d$ | 0 | 0 | $\frac{1}{3}$ |

Again Theorem 4.9 implies
\[ \hat{E} \cong O_{\mathbb{P}^1} \oplus O_{\mathbb{P}^1}(-1). \]

But the parabolic structure differs from the one in Example 3.8. It is again trivial at $d = 0, 1$ but at $d = \infty$ it is given by
\[ \hat{E}_\infty = \hat{E}_\infty\left(\frac{1}{3}\right) \supset \hat{E}_\infty\left(\frac{2}{3}\right) \supset 0. \]

It follows that $\text{pdeg}(\hat{E}^{0,0}) = \frac{1}{3} = -\text{pdeg}(\hat{E}^{0,1})$.

The solutions of $L \pi^i = 0$ for $i = 0, 1$ are given by
\[ \pi^0 = 2F_1\left(1/3, 2/3, 1, z\right), \quad \pi^1 = \frac{i}{2\pi \sqrt{3}} F_1\left(1/3, 2/3, 1, 1 - z\right), \quad (5.32) \]

with monodromy group $\Gamma_0(3)$. We chose the normalization such that the modular coordinate is:
\[ \tau = \frac{\pi^1}{\pi^0} = \frac{1}{2\pi i} \log\left(\frac{z}{27}\right) + \frac{5z}{9} + \frac{37z^2}{162} + \ldots \quad (5.33) \]

As generators of the quasi-modular forms of $\Gamma_0(3)$ we choose
\[
\begin{align*}
E &= \frac{1}{4}(E_2(\tau) + 3E_2(3\tau)), \\
A &= \frac{(27\eta(3\tau)^{12} + \eta(\tau)^{12})^{1/3}}{\eta(\tau)\eta(3\tau)}, \\
B &= \frac{\eta(\tau)^3}{\eta(3\tau)}, \\
C &= \frac{3(\eta(\tau))^3}{\eta(\tau)},
\end{align*}
\]

which satisfy the algebraic relation:
\[ A^3 = B^3 + C^3, \quad (5.38) \]

as well as the differential ring relations:
\[
\begin{align*}
\partial_{\tau} A &= \frac{1}{6}(E A + A^3 - 2B^3), \\
\partial_{\tau} B &= \frac{1}{6}B(E - A^2), \\
\partial_{\tau} E &= \frac{1}{6}(E^2 - A^4).
\end{align*}
\]

As before, the quasi-modular forms completely determine the periods, Kähler metric and mirror map
\[
\pi^0(\tau) = A(\tau), \quad \text{and} \quad e^{-K} = 2|A(\tau)|^2 \text{Im} \ \tau, \quad z(\tau) = 1 - \frac{B(\tau)^3}{A(\tau)^3}. \quad (5.40)
\]
From the Picard–Fuchs operator we read off:

\[ b_1(z) = \frac{1 - 2z}{z(1 - z)}, \quad b_0(z) = -\frac{2}{9z(1 - z)}. \]  

(5.41)

The coordinate expression Griffiths–Yukawa coupling in this case is given by

\[ c_z = \frac{\kappa}{z(1 - z)}, \]  

(5.42)

where \( \kappa \) is an integration constant which we will set to 1.

One can now again verify with the Picard–Fuchs data \((5.41)\) as well as the modular expressions \((5.40)\) the differential ring relations \((5.13)\), which in turn translate into the differential ring relations for the quasi–modular forms for \( \Gamma_0(3) \) \((5.39)\).

5.3. Higher rank. For higher rank, we consider (complete) families of Calabi–Yau \( d \)-folds \((d \geq 2)\)

\[ \pi : \mathcal{X} \rightarrow \mathcal{B} \]

with fibers \( \pi^{-1}(u) = X_u, u \in \mathcal{B} \) and again \( \dim_{\mathbb{C}} \mathcal{B} = 1 \). In §2 we have explicitly discussed the rank 3 case attached to the VHS \( \mathcal{H} \) of mirror lattice polarized K3 surfaces. We will therefore only shortly provide the definition of the mirror without repeating the analysis of §2.

Example 5.3 (The mirror quartic). We consider the K3 surface \( \tilde{X} \) given by a quartic hypersurface in \( \mathbb{P}^3 \), and its mirror \( \mathcal{X} \). The vertices of \( \Delta \) are given by:

\[
\begin{align*}
\nu_0 &= (1, 0, 0, 0), \\
\nu_1 &= (1, 1, 0, 0), \\
\nu_2 &= (1, 0, 1, 0), \\
\nu_3 &= (1, 0, 0, 1), \\
\nu_4 &= (1, -1, -1, -1)
\end{align*}
\]

satisfying the relation \( \sum_{i=0}^{4} l_i \nu_i = 0 \) where:

\[ l = \begin{pmatrix} -4 & 1 & 1 & 1 \end{pmatrix}. \]  

(5.43)

\( \mathcal{X} \) is defined by:

\[ \mathcal{X} = \{ P(\mathcal{X}) = a_0 + a_1 X_1 + a_2 X_2 + a_3 X_3 + a_4 (X_1 X_2 X_3)^{-1} = 0 \subset (\mathbb{C}^*)^3 \}. \]  

(5.44)

We define a local coordinate \( z = \frac{\omega_0}{\omega_0} \) on the moduli space \( \mathcal{M} \) of the mirror quartic \( \mathcal{X} \) and obtain the Picard-Fuchs operator:

\[ L_{PF} = \theta^3 - z \prod_{i=1}^{3} \left( \theta + i/4 \right), \quad \theta = z \frac{d}{dz}. \]  

(5.45)

In the following we explain how the gauge transformation, and hence differential ring relations, carry over to higher rank.

Let \( \mathcal{H} \) be the VHS of weight \( d \) attached to \( \pi \) with the line subbundle \( \mathcal{L} := F^d \mathcal{H} \). We choose a local frame \( \omega_0 \) of \( \mathcal{L} \), which we may assume to be a cyclic vector, given by a fiberwise choice of holomorphic \( d \)-form \( \omega_0 \), we moreover assume that it depends further on \( \hbar \in \mathbb{C}^\times \). By working on a local coordinate chart of \( \mathcal{B} \) with coordinate \( u \), we arrive at the \((d+1)^{th}\) order equation

\[ h_0^{d+1} \nabla_u^{d+1} \omega_0 = -\sum_{i=0}^{d} b_i h_0^i \nabla_u^i \omega_0, \quad \nabla_u := \nabla_{\partial/\partial u}. \]  

(5.46)
It yields the Picard–Fuchs equation for the periods of $\omega_0$ (around singular points). The Griffiths–Yukawa coupling $c \in \Gamma(L^{-2} \otimes \text{Sym}^d(T^*B))$ is defined by
\begin{equation}
    c(\omega) := \eta(\omega, \nabla^d \omega), \quad \omega \in L,
\end{equation}
cf. Definition 2.3. Its coordinate expression with respect to $u$ and $\omega_0$ is
\begin{equation}
    c_{u...u}(\omega) := \eta(\omega, \nabla_u^d \omega_0).
\end{equation}

The frame
\begin{equation}
    \omega^h_{\text{NAH}} = (\omega_0, \hbar \omega_1, \ldots, \hbar^d \omega_d)
\end{equation}
of the smooth bundle $H$ is constructed as in §2 or §5.2. In particular, $\omega_i$ is a local frame of $H^{d-i,i}$. Since $\omega_0$ is a cyclic vector,
\begin{equation}
    \omega^h_{\text{GM}} = (\omega_0, \hbar \nabla_u \omega_0 du, \ldots, \hbar^d \nabla_u^d \omega_0 du^d)
\end{equation}
is a frame as well. The gauge transformation $A^h$, which transforms $\omega^h_{\text{GM}}$ into $\omega^h_{\text{NAH}}$,
\begin{equation}
    \omega^h_{\text{GM}} = \omega_{\text{NAH}} A^h,
\end{equation}
can be explicitly determined by writing out $\hbar^k (\nabla_u - D_u)^k \omega_0, k = 1, \ldots, d$ and expressing the result in terms of $\omega^h_{\text{GM}}$. As before it satisfies
\begin{equation}
    \nabla^h_{\text{GM}} = (A^h)^{-1} \circ \nabla^h_{\text{NAH}} \circ A^h.
\end{equation}
Here $\nabla^h_{\text{NAH}}$ is the family of flat $tt^*$-connections and
\begin{equation}
    \nabla^h_{\text{GM}} = d + \frac{1}{\hbar} \begin{pmatrix}
        0 & 0 & 0 & -b_0 \\
        1 & 0 & \ddots & -b_1 \\
        \vdots & \ddots & \ddots & \ddots \\
        0 & \cdots & 1 & -b_d
    \end{pmatrix} \, du
\end{equation}
of the family opers associated to the Gauß–Manin connection as before.

We next determine the parabolic Higgs bundles induced by families of Calabi–Yau threefolds.

**Example 5.4 (Mirror quintic).** We consider the quintic threefold $\tilde{X}$ given by a quintic hypersurface in $\mathbb{P}^4$, and its mirror $X$. This can be described by the toric charge vector:
\begin{equation}
    l = \begin{pmatrix} -5 \end{pmatrix} \begin{pmatrix} 1 & 1 & 1 & 1 & 1 \end{pmatrix}.
\end{equation}
We define a local coordinate $z = -3125 \frac{a_1 a_2 a_3 a_4 a_5}{a_6^5}$ on the moduli space $B$ of the mirror $X$ and obtain the Picard–Fuchs operator:
\begin{equation}
    L = \theta^4 - z \prod_{i=1}^{4}(\theta + i/5), \quad \theta = z \frac{d}{dz}.
\end{equation}
The exponents satisfy
Hence \( \hat{E} \) is given by

\[
\hat{E} = \hat{E}_{\infty}^{3,0} \oplus \hat{E}_{\infty}^{2,1} \oplus \hat{E}_{\infty}^{1,2} \oplus \hat{E}_{\infty}^{0,3} \cong \mathcal{O}_{p^1} \oplus \mathcal{O}_{p^1} \oplus \mathcal{O}_{p^1}(-1) \oplus \mathcal{O}_{p^1}(-1).
\]

The parabolic structure is only non-trivial at \( \infty \) with

\[
\hat{E}_{\infty} = \hat{E}_{\infty}^{1}(\frac{1}{5}) \supset \hat{E}_{\infty}^{2}(\frac{2}{5}) \supset \hat{E}_{\infty}^{3}(\frac{3}{5}) \supset \hat{E}_{\infty}^{1}(\frac{4}{5}) \supset 0.
\]

Moreover, we compute

\[
\text{pdeg}(\hat{E}^{3,0}) = \frac{1}{5} = -\text{pdeg}(\hat{E}^{0,3}),
\]

\[
\text{pdeg}(\hat{E}^{2,1}) = \frac{2}{5} = -\text{pdeg}(\hat{E}^{1,2}).
\]

**Example 5.5** (14 VHS of Calabi-Yau type). The previous example generalizes to all of the 14 variations of Hodge structures of Calabi-Yau type with three regular singular points with a maximally unipotent point at 0 and a conifold point at 1 (see [DM06]). The exponents in these examples satisfy

\[
\begin{array}{c|ccc}
\text{d} & 0 & 1 & \infty \\
\hline
\mu_1^d & 0 & 1 \frac{1}{5} \\
\mu_2^d & 0 & 1 \frac{2}{5} \\
\mu_3^d & 0 & 1 \frac{3}{5} \\
\mu_4^d & 0 & 2 \frac{4}{5} \\
\end{array}
\]

for \( 0 < \mu_1 \leq \mu_2 \leq \frac{1}{2} \) and we immediately obtain

\[
\hat{E} \cong \mathcal{O}_{p^1} \oplus \mathcal{O}_{p^1} \oplus \mathcal{O}_{p^1}(-1) \oplus \mathcal{O}_{p^1}(-1).
\]

The parabolic structure is determined analogously as before. Corollary 4.11 gives

\[
\text{pdeg}(\hat{E}^{3,0}) = \mu_1 = -\text{pdeg}(\hat{E}^{0,3}),
\]

\[
\text{pdeg}(\hat{E}^{2,1}) = \mu_2 = -\text{pdeg}(\hat{E}^{1,2}),
\]

which in particular reproduces Theorem 6.3 in [EKZ14].

6. **Conclusion**

In this work we have linked (parabolic) Higgs bundles and opers to mirror symmetry in non-trivial ways. Along the way, we have shown that opers with a compatible integral structure on any Riemann surface are equivalent to VHS with a generic cyclic vector. In these cases, we computed the parabolic degrees of the induced parabolic Higgs bundles in terms of the exponents of the corresponding Picard–Fuchs equations which we have worked out explicitly in examples from mirror symmetry.

In these examples, the \( tt^* \) or non-abelian Hodge flat connections are gauge equivalent to the opers determined by the Gauß–Manin connections. This is because the
corresponding Higgs bundles are fixed points of the $\mathbb{C}^*$ action $\varphi \to \zeta \varphi$. In all of these cases, the conformal limit $\nabla_{\text{NAH}}^h := \lim_{R \to 0} \nabla_{\text{NAH}}^{h,R}$ of $[\text{GMN09}, \text{DFK}^+16]$ is trivial because $\nabla_{\text{NAH}}^{h,R}$ is independent of $R$. The gauge transformation relating $\nabla_{\text{NAH}}^h$ and the Gauß-Manin connection $\nabla_{\text{GM}}^h$ gives a new derivation of the differential rings on $B$ which generalize the Ramanujan relation between quasi-modular forms.

We expect our analysis of the gauge transformation relating the opers to the non-abelian Hodge flat connection to be useful in the study of exact WKB methods for higher order differential operators as was done e. g. in [HN19]. Moreover, there have been many exciting links between Higgs bundles, opers, exact WKB and the topological recursion, see for example [DM15, DM17]. We expect that the further investigation of the connections to non-abelian Hodge theory, $tt^*$ geometry and mirror symmetry will lead to further exciting insights.

Finally, let us comment on the role of the base curve $B$ and potential generalizations. In our work, $B$ is both the base of the parabolic bundles as well as the base of the $tt^*$-geometry. In the $tt^*$ geometries which we have considered in this work, $B$ is the complex one-dimensional moduli space of a Calabi–Yau $d$-fold. The techniques which we have employed for obtaining the frames for the non-abelian Hodge ($tt^*$) flat connections, as well as the gauge transformation to the oper can be easily generalized to higher dimensional $B$, with higher rank Higgs bundles. The differential rings, which we re-derived using the gauge transformation are also known for the Hodge bundles of CY $d$–folds, with $d = 1, 2, 3$, see [Ali17]. We note that the holomorphic Gauß-Manin connection obtained in these cases would represent a generalization of the notion of oper used in our work.

We would like to further comment on the relation to the works of Gaiotto, Moore and Neitzke (GMN) [GMN09], where Hitchin systems and $tt^*$-like equations feature prominently. In the setup of GMN, the base curve $\mathcal{C}$ of the Higgs bundle is a curve associated to a physical $\mathcal{N} = 2$ gauge theory in four dimensions, called the UV curve. A covering of the base curve $\mathcal{C}$, gives the IR curve $\Sigma$. The UV curve $\mathcal{C}$ of a given physical theory has a moduli space $\mathcal{B}$, which corresponds to the Coulomb branch of the physical theory.

To establish the connection to moduli spaces of Calabi-Yau geometries as we have studied, the GMN setting can be understood as being obtained from a field theory limit of 10 dimensional string theories living on the four dimensional space times a non-compact Calabi-Yau manifold. Mirror symmetry in this context refers to the fact that identical four dimensional theories can be obtained from two different string theories considered on mirror families of non-compact CY manifolds. The Seiberg–Witten curves can be understood as a degeneration locus of the non-compact CY manifold in question on the B-side of mirror symmetry. The relevant data on the curve is naturally obtained from the variation of Hodge structure and special geometry of the underlying threefolds, this was first obtained in [KLM+96].

In this geometric setting, the UV curves are, however, not the complex structure moduli spaces $\mathcal{B}$ of the underlying CY threefolds which were used to obtain them. The curves can nevertheless be understood as moduli spaces of objects living on the geometry. This interpretation was put forward in the work of Aganagic and Vafa.
where the mirror curves are identified with the moduli space of branes ending on points of the curve, giving components of the open string moduli space. Physically the curves are moduli spaces of defects of the theory. The Hitchin systems of GMN thus correspond to $tt^*$-equations on moduli spaces of objects of the underlying geometry as opposed to the $tt^*$-equations attached to the geometry itself.

Appendix A. Quasi modular forms and differential rings

In this appendix we summarize some basic concepts about modular forms and quasi modular forms, following the exposition of [ASYZ14], and we refer to [DS05, BvdGHZ08] and the references therein for more details on the basic theory.

A.1. Modular groups and modular curves. The generator for the group $SL(2,\mathbb{Z})$ are given by:

$$T = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, \quad S = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad S^2 = -I, \quad (ST)^3 = -I. \quad (A.1)$$

We consider the genus zero congruence subgroups called Hecke subgroups of $\Gamma(1) = PSL(2,\mathbb{Z}) = SL(2,\mathbb{Z})/\{\pm I\}$ given by:

$$\Gamma_0(N) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \middle| c \equiv 0 \mod N \right\} < \Gamma(1) \quad (A.2)$$

with $N = 2, 3, 4$. A further subgroup that is considered is the unique normal subgroup in $\Gamma(1)$ of index 2 which is often denoted $\Gamma_0(1)^*$. We write $N = 1^*$ when listing it together with the groups $\Gamma_0(N)$.

The group $SL(2,\mathbb{Z})$ acts on the upper half plane $\mathcal{H} = \{\tau \in \mathbb{C} | \Im \tau > 0\}$ by fractional linear transformations:

$$\tau \mapsto \gamma \tau = \frac{a \tau + b}{c \tau + d} \quad \text{for} \quad \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL(2,\mathbb{Z}).$$

The quotient space $Y_0(N) = \Gamma_0(N) \backslash \mathcal{H}$ is a non-compact orbifold with certain punctures corresponding to the cusps and orbifold points corresponding to the elliptic points of the group $\Gamma_0(N)$. By filling the punctures, one then gets a compact orbifold $X_0(N) = \overline{Y_0(N)} = \Gamma_0(N) \backslash \mathcal{H}^*$ where $\mathcal{H}^* = \mathcal{H} \cup \{i\infty\} \cup \mathbb{Q}$. The orbifold $X_0(N)$ can be equipped with the structure of a Riemann surface. The signature for the group $\Gamma_0(N)$ and the two orbifolds $Y_0(N), X_0(N)$ could be represented by $\{p, \mu; \nu_2, \nu_3, \nu_\infty\}$, where $p$ is the genus of $X_0(N)$, $\mu$ is the index of $\Gamma_0(N)$ in $\Gamma(1)$, and $\nu_i$ are the numbers of $\Gamma_0(N)$-equivalent elliptic fixed points or parabolic fixed points of order $i$. The signatures for the groups $\Gamma_0(N)$, $N = 1^*, 2, 3, 4$ are listed in the following table (see e.g. [Ran77]):

| $N$    | $\nu_2$ | $\nu_3$ | $\nu_\infty$ | $\mu$ | $p$ |
|--------|---------|---------|---------------|-------|-----|
| $1^*$  | 0       | 1       | 2             | 2     | 0   |
| 2      | 1       | 0       | 2             | 3     | 0   |
| 3      | 0       | 1       | 2             | 4     | 0   |
| 4      | 0       | 0       | 3             | 6     | 0   |

(A.3)
The space $X_0(N)$ is called a modular curve and is the moduli space of pairs $(E, C)$, where $E$ is an elliptic curve and $C$ is a cyclic subgroup of order $N$ of the torsion subgroup $E[N] \cong \mathbb{Z}_N^\times$. It classifies each cyclic $N$-isogeny $\phi : E \to E/C$ up to isomorphism, see for example Refs. [DS05, Hus04] for more details.

In the following, we will denote by $\Gamma$ a general subgroup of finite index in $\Gamma(1)$.

A.2. Quasi modular forms.

A.2.1. Modular functions. A (meromorphic) modular function with respect to the subgroup $\Gamma$ of finite index in $\Gamma(1)$ is a meromorphic function $f : X_\Gamma \to \mathbb{P}^1$. Consider the restriction of $f$ to $Y_\Gamma = \Gamma \backslash \mathcal{H}$. Since the restriction is meromorphic, we know $f$ can be lifted to a function $f$ on $\mathcal{H}$. Then one gets a function $f : \mathcal{H} \to \mathbb{P}^1$ such that

(i) $f(\gamma \tau) = f(\tau)$, $\forall \gamma \in \Gamma$.

(ii) $f$ is meromorphic on $\mathcal{H}$.

(iii) $f$ is “meromorphic at the cusps” in the sense that the function

$$f|_\gamma : \tau \mapsto f(\gamma \tau)$$

is meromorphic at $\tau = i\infty$ for any $\gamma \in \Gamma(1)$.

The third condition requires more explanation. For any cusp class $[\sigma] \in \mathcal{H}^*/\Gamma^{20}$ with respect to the modular group $\Gamma$, one chooses a representative $\sigma \in \mathbb{Q} \cup \{i\infty\}$. Then it is easy to see that one can find an element $\gamma \in \Gamma(1)$ so that $\gamma : i\infty \mapsto \sigma$. Then this condition means that the function defined by $\tau \mapsto f \circ \gamma(\tau)$ is meromorphic near $\tau = i\infty$ and that the function $f$ is declared to be “meromorphic at the cusp $\sigma$” if this condition is satisfied.

Therefore, equivalently, a (meromorphic) modular function with respect to the modular group is a meromorphic function $f : \mathcal{H} \to \mathbb{P}^1$ satisfying the above properties on modularity, meromorphicity, and growth condition at the cusps.

A.2.2. Modular forms. Similarly, we can define a (meromorphic) modular form of weight $k$ with respect to the group $\Gamma$ to be a (meromorphic) function $f : \mathcal{H} \to \mathbb{P}^1$ satisfying the following conditions:

(i) $f(\gamma \tau) = j(\gamma(\tau))^k f(\tau)$, $\forall \gamma \in \Gamma$, where $j$ is called the automorphy factor defined by

$$j : \Gamma \times \mathcal{H} \to \mathbb{C}, \quad \left( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \tau \right) \mapsto j(\tau) := (c\tau + d).$$

(ii) $f$ is meromorphic on $\mathcal{H}$.

(iii) $f$ is “meromorphic at the cusps” in the sense that the function

$$f|_\gamma : \tau \mapsto j(\tau)^{-k} f(\gamma \tau)$$

is meromorphic at $\tau = i\infty$ for any $\gamma \in \Gamma(1)$.

\textsuperscript{20}We use the notation $[\tau]$ to denote the equivalence class of $\tau \in \mathcal{H}^*$ under the group action of $\Gamma$ on $\mathcal{H}^*$. 
A.2.3. Quasi modular forms. A (meromorphic) quasi modular form of weight $k$ with respect to the group $\Gamma$ is a (meromorphic) function $f : \mathcal{H} \to \mathbb{P}^1$ satisfying the following conditions:

(i) There exist meromorphic functions $f_i, i = 0, 1, 2, 3, \ldots, k - 1$ such that

$$f(\gamma \tau) = j_\gamma(\tau)^k f(\tau) + \sum_{i=0}^{k-1} c^{k-i} j_\gamma(\tau)^i f_i(\tau), \quad \forall \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma.$$  \hspace{1cm} (A.6)

(ii) $f$ is meromorphic on $\mathcal{H}$.

(iii) $f$ is “meromorphic at the cusps” in the sense that the function

$$f|_\gamma : \tau \mapsto j_\gamma(\tau)^{-k} f(\gamma \tau)$$

is meromorphic at $\tau = i\infty$ for any $\gamma \in \Gamma(1)$.

We proceed by introducing the modular forms which are used in our paper, starting with the Jacobi theta functions with characteristics $(a,b)$ defined by:

$$\vartheta^{[a/b]}(z, \tau) = \sum_{n \in \mathbb{Z}} q^{\frac{1}{2} (n+a)^2} e^{2\pi i (n+a)(z+b)}.$$  \hspace{1cm} (A.8)

for special $(a,b)$ these are denoted by:

$$\theta_1(z, \tau) = \vartheta^{[1/2]}(u, \tau) = \sum_{n \in \mathbb{Z} + \frac{1}{2}} (-1)^n q^{\frac{1}{2} n^2} e^{2\pi i n z},$$  \hspace{1cm} (A.9)

$$\theta_2(z, \tau) = \vartheta^{[1/0]}(u, \tau) = \sum_{n \in \mathbb{Z} + \frac{1}{2}} q^{\frac{1}{2} n^2} e^{2\pi i n z},$$  \hspace{1cm} (A.10)

$$\theta_3(z, \tau) = \vartheta^{[0]}(u, \tau) = \sum_{n \in \mathbb{Z}} q^{\frac{1}{2} n^2} e^{2\pi i n z},$$  \hspace{1cm} (A.11)

$$\theta_4(z, \tau) = \vartheta^{[1/2]}(u, \tau) = \sum_{n \in \mathbb{Z}} (-1)^n q^{\frac{1}{2} n^2} e^{2\pi i n z}.$$  \hspace{1cm} (A.12)

We further define the following $\theta$–constants:

$$\theta_2(\tau) = \theta_2(0, \tau), \quad \theta_3(\tau) = \theta_3(0, \tau), \quad \theta_4(\tau) = \theta_2(0, \tau).$$  \hspace{1cm} (A.13)

The $\eta$–function is defined by

$$\eta(\tau) = q^{\frac{1}{24}} \prod_{n=1}^{\infty} (1 - q^n).$$  \hspace{1cm} (A.14)

It transforms according to

$$\eta(\tau + 1) = e^{\frac{i\pi}{12}} \eta(\tau), \quad \eta \left( -\frac{1}{\tau} \right) = \sqrt{i \tau} \eta(\tau).$$  \hspace{1cm} (A.15)
The Eisenstein series are defined by

\[ E_k(\tau) = 1 - \frac{2k}{B_k} \sum_{n=1}^{\infty} \frac{n^{k-1} q^n}{1 - q^n}, \]  

(A.16)

where \( B_k \) denotes the \( k \)-th Bernoulli number. \( E_k \) is a modular form of weight \( k \) for \( k > 2 \) and even. The discriminant form and the \( j \) invariant are given by

\[ \Delta(\tau) = \frac{1}{1728} (E_4(\tau)^3 - E_6(\tau)^2) = \eta(\tau)^{24}, \]  

(A.17)

\[ j(\tau) = 1728 \frac{E_4(\tau)^3}{E_4(\tau)^3 - E_6(\tau)^2}. \]  

(A.18)

A.3. **Differential ring.** The modular forms obey the following differential equations:

\[ \partial_\tau \log \eta(\tau) = \frac{1}{24} E_2(\tau), \]  

(A.19)

\[ \partial_\tau \log \sqrt{\Im \tau |\eta(\tau)|^2} = \frac{1}{24} \tilde{E}_2(\tau, \bar{\tau}). \]  

(A.20)

where we denote by \( \partial_\tau := \frac{1}{2\pi i} \frac{\partial}{\partial \tau} \). \( \tilde{E}_2 \) is the non-homolorphic modular completion of the quasi-modular form \( E_2 \). \( E_2, E_4 \) and \( E_6 \) satisfy the following differential ring:

\[ \begin{align*}
\partial_\tau E_2 &= \frac{1}{12} (E_2^2 - E_4), \\
\partial_\tau E_4 &= \frac{1}{3} (E_2 E_4 - E_6), \\
\partial_\tau E_6 &= \frac{1}{2} (E_2 E_6 - E_4^2).
\end{align*} \]  

(A.21)

For the subgroups \( \Gamma_0(N) \) we introduce three modular forms \( A, B, C \) of weight 1, which are given by:

\[
\begin{array}{c|ccc}
N & A & B & C \\
\hline
1^* & E_4(\tau)^{\frac{1}{2}} & \left(\frac{E_4(\tau)^{\frac{3}{2}} + E_6(\tau)}{2}\right)^{\frac{1}{2}} & \left(\frac{E_4(\tau)^{\frac{3}{2}} - E_6(\tau)}{2}\right)^{\frac{1}{2}} \\
2 & \frac{(2^6 \eta(2\tau)^{24} + \eta(\tau)^{24})^{\frac{1}{2}}}{\eta(\tau)^{24}(2\tau)^2} & \frac{\eta(\tau)^{10}}{\eta(2\tau)^2} & \frac{2 \eta(2\tau)^4}{\eta(\tau)^2} \\
3 & \frac{(3^2 \eta(3\tau)^{12} + \eta(\tau)^{12})^{\frac{1}{2}}}{\eta(\tau)\eta(3\tau)^2} & \frac{\eta(\tau)^3}{\eta(3\tau)} & \frac{3 \eta(3\tau)^3}{\eta(\tau)} \\
4 & \frac{(2^4 \eta(4\tau)^8 + \eta(\tau)^8)^{\frac{1}{2}}}{\eta(2\tau)^2} & \frac{\eta(2\tau)^{10}}{\eta(\tau)^8(4\tau)^2} & \frac{\eta(\tau)^4}{\eta(2\tau)^2} \\
\end{array}
\]

(A.22)

These satisfy by definition

\[ A^r = B^r + C^r. \]  

(A.23)

with the following values of \( r \):

\[
\begin{array}{c|cccc}
N & 1^* & 2 & 3 & 4 \\
r & 6 & 4 & 3 & 2 \\
\end{array}
\]

We introduce the analog of the Eisenstein series \( E_2 \) as a quasi-modular form as follows:

\[ E = \partial_\tau \log B^r C^r. \]  

(A.24)
The differential ring structure becomes:
\[
\begin{align*}
\partial_r A &= \frac{1}{2r} A(E + \frac{C^r - B^r}{A^{r-2}}), \\
\partial_r B &= \frac{1}{2r} B(E - A^2), \\
\partial_r C &= \frac{1}{2r} C(E + A^2), \\
\partial_r E &= \frac{1}{2r} (E^2 - A^4).
\end{align*}
\]
(A.25)

**Appendix B. Parabolic Higgs bundles**

Let \( D \subset C \) be an effective divisor in a compact Riemann surface. A parabolic Higgs bundle on \((C, D)\) is a pair \((\hat{E}, \hat{\varphi})\) consisting of

- a holomorphic vector bundle \( \hat{E} \) on \( C \). Each fiber \( E_d \) over \( d \in D \) is endowed with a filtration
  \[
  \hat{E}_d = \hat{E}_d(\alpha_1) \supseteq \hat{E}_d(\alpha_2) \supseteq \cdots \supseteq \hat{E}_d(\alpha_s) \supseteq 0
  \]
  of subspaces. The real numbers \( 0 \leq \alpha_1 < \alpha_2 < \cdots < \alpha_s < 1 \) are the corresponding parabolic weights (which, together with \( s \), depend on \( d \) as well).

- A holomorphic section \( \hat{\varphi} \in H^0(C, \Omega^1_C(\log D) \otimes \text{End}(\hat{E})) \) such that \( \hat{\varphi}(\hat{E}_d(\alpha_j)) \subset \hat{E}_d(\alpha_{j+1}) \) for each \( d \in D \) and every \( j \in \{1, \ldots, s = s(d)\} \).

If the Higgs field \( \hat{\varphi} \) satisfies \( \hat{\varphi}(\hat{E}_d(\alpha_j)) \subset \hat{E}_d(\alpha_{j+1}) \) for each \( d \) and \( j \), then a parabolic Higgs bundle is called a strongly parabolic Higgs bundle (see [LM10]). Accordingly, what we defined as a parabolic Higgs bundle is sometimes defined as a weakly parabolic Higgs bundle.
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