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Abstract—This paper investigates a learning solution for robust beamforming optimization in downlink multi-user systems. A base station (BS) identifies efficient multi-antenna transmission strategies only with imperfect channel state information (CSI) and its stochastic features. To this end, we propose a robust training algorithm where a deep neural network (DNN), which only accepts estimates and statistical knowledge of the perfect CSI, is optimized to fit to real-world propagation environment. Consequently, the trained DNN can provide efficient robust beamforming solutions based only on imperfect observations of the actual CSI. Numerical results validate the advantages of the proposed learning approach compared to conventional schemes.

Index Terms—Multi-user MISO downlink, deep learning, robust beamforming, imperfect CSI, unsupervised learning.

I. INTRODUCTION

Multi-antenna beamforming techniques have been regarded as key enablers of wireless communication systems thanks to the capability of mitigating inter-user interference [1]. To find an efficient beamforming solution, a base station (BS) needs to get a perfect access to channel state information (CSI). With the perfect CSI at hand, the BS can determine the beamforming solution based on existing optimization algorithms such as weighted minimum mean squared error (WMMSE) algorithm [2]. However, the practical CSI acquisition steps incur inevitable errors in observable CSI. Due to the model mismatch, beamforming methods developed for an ideal perfect CSI cannot capture the impact of erroneous CSI and degrade the system performance.

Robust beamforming techniques have been investigated for computing the beamforming vectors only with the imperfect CSI knowledge [3], [4]. Existing approaches focus on deriving new performance metrics that can compensate for the mismatch between the observable imperfect CSI and the actual propagation environment. The channel estimation error fundamentally entails intractable formulas in analyzing the system performance, and thus the conventional methods mostly rely on inaccurate approximations and assumptions. For instance, the signals obtained through the CSI error are typically treated as additive noise [3] and interference [4], respectively, although they indeed contain the intended data. Also, reference [4] maximizes the lower bounds of the weighted sum rate, possibly posing the optimality loss.

The drawbacks of the conventional studies are stemmed from model-based optimization approaches that require analytical formulations for the performance metric. To overcome this challenge, this letter presents a data-driven deep learning (DL) solutions for the robust beamforming optimization. The DL techniques have recently made significant progress for handling non-convex optimization problems in wireless communications [5]-[8]. The authors in [6] laid the cornerstone on the DL-based optimization of downlink transmit beamforming. Efficient construction strategies of deep neural networks (DNNs) have been presented in [7]. These studies are, however, confined to the ideal perfect CSI assumption and cannot be viable in practical wireless systems.

This letter proposes a DL approach that determines robust beamforming solutions [3], [4], [9] that compensate for the effect of the channel estimation error by using the imperfect CSI knowledge. We design a DNN to exploit observable information of the channels, i.e., the estimated CSI and its error statistics, so that it can compute the beam solution only using the nominal CSI. To narrow the gap between performance of the perfect and estimated channels, a robust training strategy is proposed which optimizes the DNN both with the actual CSI and artificially generated estimation error. Unlike existing approaches [6], [7] which only use the perfect CSI in the training step, the proposed robust DL method helps the DNN learn the stochastic features of the actual channels via numerous realizations of the estimated CSI. Numerical results verify the robustness of the proposed DL schemes over conventional algorithms.

II. SYSTEM MODEL AND PROBLEM FORMULATION

This section describes a system model for multi-user MISO broadcast channels in which downlink data transmissions of K single-antenna user equipments (UEs) are simultaneously carried out by a BS with M transmit antennas. The received signal $y_k$ for UE $k \in K \triangleq \{1, \ldots , K\}$ is expressed as $y_k = h_k^H v_k s_k + h_k^H \sum_{j \in K \setminus \{k\}} v_j s_j + z_k$, where $h_k \in \mathbb{C}^M$ denotes the channel vector from the BS to UE $k$, $v_k \in \mathbb{C}^M$ stands for the beamforming vector for UE $k$, $s_k \sim \mathcal{CN}(0,1)$ indicates the data signal intended to UE $k$, and $z_k \sim \mathcal{CN}(0,1)$ is the additive noise. The sum power constraint at the BS is imposed as $\sum_{k \in K} \|v_k\|^2 = P$ with the power budget $P$. Defining $h \triangleq \{h_k : \forall k \in K\}$ and $v \triangleq \{v_k : \forall k \in K\}$, the achievable rate of UE $k$ is written by

$$R_k(h_k, v) = \log_2 \left( 1 + \frac{|h_k^H v_k|^2}{\sum_{j \in K \setminus \{k\}} |h_k^H v_j|^2 + 1} \right).$$

(1)

It is revealed from (1) that the optimum choice for the beamforming $v$ is significantly related to the CSI $h$. There have been intensive researches on channel training, estimation, and feedback procedures to obtain the forward channels $h$ at the BS. With the CSI at hand, beamforming solutions can be computed from existing optimization techniques. However, in practical wireless systems, the perfect knowledge of $h$ is not viable due to errors occurred in the channel acquisition steps, and thus the rate (1) cannot be calculated in optimization
processes. It is essential to develop efficient beamforming strategies that are robust to unknown and random CSI errors.

A generic approach to characterize impairments in practical channel acquisition processes is to include a random error \( e_k \in \mathbb{C}^M \) to the actual channel \( h_k \). The corresponding erroneous, or nominal, CSI \( \hat{h}_k \in \mathbb{C}^M \) is written by \([10], [11]\)

\[
\hat{h}_k = h_k + e_k. \tag{2}
\]

Although the exact realization of the random variable \( e_k \) is unavailable, its statistical features, e.g., probability distribution and moments, can be obtained by analytical analysis or measurement processes [4]. We denote \( e \in \mathbb{R}^E \) of length \( E \) as a collection of error statistics, e.g., the covariance of the error vector, that are available at the BS. For instance, in time-division duplex systems, the BS can estimate the CSI using the linear minimum mean square error (MMSE) channel estimation techniques with uplink pilot signal transmission. The estimation error becomes the zero-mean Gaussian vector whose error covariance depends on the uplink signal-to-noise ratio (SNR), pilot designs, and the location of the UEs [12]. These unknown quantities collectively form the error statistic feature \( e \). Also, in frequency-division duplex protocol, the quality of channel feedback, e.g., the number of feedback bits, acts as the error statistics [13].

In the rest of the section, we formulate a generic beamforming optimization task with imperfect CSI knowledge. To this end, we investigate the information available at the BS. First, the stacked erroneous CSI vector \( \hat{h} \triangleq \{\hat{h}_k : \forall k \in K\} \) is obtained through a certain channel acquisition process. The error statistics \( e \) can be also known at the BS. Along with the transmit power constraint \( P \), the robust beamforming optimization can be defined as a mapping from a three-tuple \( (h, e, P) \) to the corresponding beamforming \( v \) denoted by

\[
v = \mathcal{V}(\hat{h}, e, P), \tag{3}
\]

where \( \mathcal{V} : \mathbb{C}^{MK+1} \rightarrow \mathbb{C}^{MK} \) indicates a beamforming strategy to be optimized. Using (3), the rate of UE \( k \) in (1) can be re-expressed as \( R_k(\hat{h}_k, \mathcal{V}(\hat{h}, e, P)) \).

This paper aims at maximizing the sum rate performance by identifying the beamforming optimization policy in (3). We consider the average performance expected over the distribution of the actual CSI \( h \) that includes the randomness of the erroneous CSI \( \hat{h}_k \) and the error \( e_k \). Furthermore, it is required to include the stochastic properties of the error vector \( e \) as well as the power budget \( P \) since they affect the computation of the beamforming solution. In particular, if the MMSE channel estimation is adopted, the resulting error statistic feature \( e \), which collects the error variance, changes as the long-term channel statistics vary, e.g., the location of the UEs. In addition, the transmit power budget \( P \) can be regarded as a stochastic number [7] whose choice depends on the network deployment. Let \( E \) and \( P \) denote the set of all possible values of the error statistic \( e \) and the power budget \( P \), respectively. The corresponding formulation is then written by

\[
\max_{\mathcal{V}(\cdot)} \mathbb{E}_{h, e, P} \left[ R(h, \mathcal{V}(\hat{h}, e, P)) \right] \tag{4a}
\]

s.t. \( \sum_{k \in K} \| J_k \mathcal{V}(\hat{h}, e, P) \|^2 = P \), \( \forall e \in E, \forall P \in P \), \( \tag{4b} \)

where \( \mathbb{E}_X[\cdot] \) indicates the expectation evaluated for a random variable \( X \), \( R(h, \mathcal{V}(\hat{h}, e, P)) \triangleq \sum_{k \in K} R_k(\hat{h}_k, \mathcal{V}(\hat{h}, e, P)) \) denote the sum rate, and \( J_k \in \mathbb{R}^{MK \times MK} \) stands for an all zero matrix whose \( (M(k-1)+1) \)-th to \( (MK) \)-th diagonal elements being replaced with ones. The objective function (4a) evaluates the conditional expectation of the sum rate which can be achieved over the actual channel distribution for a given erroneous observation \( \hat{h} \) at the BS [4]. Therefore, (4) can identify efficient robust operator \( \mathcal{V}(\cdot) \) that can compute beamforming vectors well-matched with the unobservable actual channel \( h \) based on its erroneous observation \( \hat{h} \).

The major obstacle for handling (4) arises from the mismatch between the actual wireless propagation environment and its imperfect observations required for the robust beamforming calculator \( \mathcal{V}(\cdot) \). The mapping \( \mathcal{V}(\hat{h}, e, P) \) should fit to the unavailable perfect CSI \( h \) only with the noisy estimation \( \hat{h} \) and the partial information \( e \). For this reason, the optimization process for \( \mathcal{V}(\cdot) \) generally relies on the unavailable perfect CSI, which is not viable since the rate (1) cannot be computed without \( h \). Furthermore, the objective function has no analytical expressions even with a simple Gaussian CSI error case [4]. To overcome this difficulty, [4] derived an approximate sum rate performance by treating the desired signal conveyed through the CSI error as noise. Such an assumption leads to the mismatch between the approximated objective function and the actual achievable rate. It is necessary to develop a new optimization strategy that directly addresses the intractable objective (4a). To this end, we exploit the data-driven optimization capability of the DL techniques that designs the robust operator \( \mathcal{V}(\cdot) \) with numerous training samples.

III. Deep Learning for Robust Beamforming

The unstructured mapping \( \mathcal{V}(\cdot) \) makes problem (4) intractable since it requires a search process over infinite-dimensional function spaces. To resolve this issue, we propose a DL-based robust beamforming framework in Fig. 1 which replaces the intractable operator \( \mathcal{V}(\cdot) \) in (3) with a carefully-designed DNN. The optimality of such a DNN approximation is verified from the universal approximation theorem [5], [14]. In the following, we first design a DNN architecture that only exploits the imperfect CSI. It is then followed by a robust training procedure.

A. Robust DNN Design

Let \( \psi_{\theta}(\cdot) \) be a DNN with a trainable parameter set \( \theta \) that approximates the beamforming computation rule \( \mathcal{V}(\cdot) \). Unlike existing non-robust DL approaches [6], [7] where DNNs are allowed to accept the perfect CSI \( h \), the proposed DNN only observes the estimated channels for the robust design. To this end, an input feature \( x_k \) is designed as a concatenation of the imperfect CSI \( \hat{h} \) and other observable information \( e \) and
been shown to be more effective than other types of activation functions \[7\].

The output activation function is developed based on the uplink-downlink duality \[11\]. The optimal beamforming structure is characterized by a virtual uplink system specified by uplink power variable \( q_k \geq 0 \) for UE \( k \) under the sum power budget \( \sum_{k \in K} q_k = P \) identical to the actual downlink system. Assuming that the perfect CSI is available, the optimal beamforming is written as \( v_k = \sqrt{p_k} w_k \), where \( w_k \triangleq [q_1, \ldots, q_K]^T \in \mathbb{R}^K \) and \( p_k \geq 0 \) stands for the downlink transmit power of UE \( k \) under the sum power constraint \( \sum_{k \in K} p_k = P \). The function \( w_k(\cdot) \) determines the direction of the beam \( v_k \) and is defined as

\[
w_k(\theta) = \frac{(I_M + \sum_{j \in K} q_j h_{j k} H_{j k}^{-1} h_k) \theta}{\|(I_M + \sum_{j \in K} q_j h_{j k} H_{j k}^{-1} h_k) \|^2}
\]

with \( I_M \) being the identity matrix of size \( M \)-by-\( M \).

The output activation of the proposed robust DNN is designed based on the optimal beamforming structure \[6\]. As illustrated in Fig. 1, it consists of two submodules: softmax module and beam construction module. The output of the DNN \( z \triangleq [z_0^T, z_1^T]^T \) is set to be a \( 2K \)-dimensional real-valued vector. We first split \( z \) into two \( K \)-dimensional vectors \( z_0 \) and \( z_1 \), each of which is fed to distinct softmax functions. These are then multiplied by the sum power budget \( P \) sampled from the training set. The resulting outputs are utilized as the downlink power \( p \triangleq [p_1, \ldots, p_K]^T \) and the dual uplink power \( q \triangleq [q_1, \ldots, q_K]^T \), respectively, where the sum power constraints \( \sum_{k \in K} p_k = \sum_{k \in K} q_k = P \) are always satisfied thanks to the softmax functions. The dual uplink power variables are passed to the operator \( w_k(\cdot) \) in \( \hat{W}_k \) of the beam construction module. Since the perfect CSI is not available, we retrieve the beamforming only with the erroneous channels \( \hat{h} \) as \( v_k = \sqrt{p_k} w_k(\hat{h}, q) \). Stacking each output \( v_k \) for \( k \in K \) forms the final output of the DNN in \( \hat{W}_k \).

### B. Training for Robust Implementation

The beam structure in \( \hat{W}_k \) is developed for the perfect CSI, thereby incurring the mismatch in practical imperfect CSI case. To compensate for this impairment, we present a robust training strategy where the DNN \( V_b(\cdot) \), whose forward pass computations are carried out only by the erroneous CSI \( \hat{h} \), is trained with numerous realizations of the actual channels \( h \). By replacing the unknown operator \( \hat{W}_k(h, \epsilon, p) \) with the DNN \( V_b(x_t) \), problem \( \hat{W}_k \) is recast to an identification task of the DNN parameter \( \theta \) written as

\[
\max_\theta \mathbb{E}_{h, \epsilon, p}[R(h, V_b(x_t))],
\]

where \( R(h, V_b(x_t)) \) indicates the sum rate achieved by the beamforming \( V_b(x_t) \) in \( \hat{W}_k \) computed by the DNN. The power constraint \( \hat{p} \) can be ignored \( \hat{p} \) since the output activation always meets the feasibility of the problem \( \hat{W}_k \). The training formulation \( \hat{W}_k \) can be addressed via the mini-batch stochastic gradient descent (SGD) methods which iteratively updates the DNN parameter \( \theta \) using gradients of the objective function evaluated over a mini-batch set. Let \( \mathcal{H} \) be the mini-batch set containing \( |\mathcal{H}| \) independent realizations of three-tuple \( (h, \epsilon, p) \). The SGD update at the \( t \)-th epoch is expressed as

\[
\theta[t] = \theta[t-1] + \eta \frac{1}{|\mathcal{H}|} \sum_{(h, \epsilon, p) \in \mathcal{H}} \nabla_\theta R(h, V_b(\theta[t-1]; x_t)),
\]

where \( \theta[t] \) is the DNN parameter calculated at the \( t \)-th training epoch, \( \eta > 0 \) stands for the learning rate, and \( \nabla_\theta \) represents the gradient operation with respect to \( \theta \). To implement \( \hat{W}_k \), both the actual and estimated channels are required. This cannot be straightforwardly addressed by the existing DL works \[6, 11\] since they focused on the ideal perfect CSI case. It is thus essential to develop a new training policy for the robust beamforming optimization.

We summarize the proposed robust training process in Algorithm 1 which is carried out in advance before the real-time communication services. We first prepare the training dataset by collecting numerous realizations of the perfect CSI \( h \), error statistics \( \epsilon \in \mathcal{E} \), and power budget \( p \in \mathcal{P} \). This can be achieved via experimental measurement steps or the known distribution of \( h \) with accurate channel models. At each epoch, the mini-batch set \( \mathcal{H} \) is randomly sampled from the training set. To this end, as shown in Fig. 1 the sampling module generates the random error vector \( \epsilon \triangleq \{e_k : \forall k \in K\} \) by using the error statistics \( \epsilon \) sampled from the training set. The error vector is then added to the actual channel \( h \) to obtain the erroneous CSI. The resulting \( h \) is applied to the DNN \( V_b(\cdot) \) together with the error statistics \( \epsilon \) and the power constraint \( p \). The forward pass calculations in \( \hat{W}_k \) produce the beamforming output \( v \). Then, we can evaluate the sum rate \( R(h, V_b(x_t)) \) and its gradient through the backpropagation algorithm. At each training epoch, the generalization capability of the DNN is examined over a validation dataset by computing the validation accuracy.

### Algorithm 1 Proposed robust training algorithm

- Initialize \( \theta[0] \), and set \( t = 0 \) and \( R_{\text{best}} = \infty \).
- **repeat**
  - Sample a mini-batch set \( \mathcal{H} \) and generate \( \hat{h} \) from \( \mathcal{H} \).
  - Update the DNN parameter \( \theta[t] \) from \( \hat{W}_k \).
  - Evaluate the validation sum rate \( R_{\text{val}} \).
  - if \( R_{\text{val}} \geq R_{\text{best}} \) then
    - Set \( R_{\text{best}} = R_{\text{val}} \) and save DNN parameter \( \theta[t] \).
  - end if
- **until** convergence

\[1\] Although \[5\] might lose the optimality in the erroneous CSI case, it has been shown to be more effective than other types of activations \[7\].
sum rate $R_{\text{val}}$. The DNN parameter is saved whenever the current DNN improves $R_{\text{val}}$. As a result, we can obtain the best DNN parameter with the maximum validation performance.

The proposed training algorithm can be performed in an unsupervised manner without requiring any knowledge regarding the ground truth, i.e., the optimal solution to the original problem [3]. The proposed DNN observes numerous samples of the perfect CSI $\mathbf{h}$ as well as the corresponding erroneous measurement $\hat{\mathbf{h}}$. Such a data-driven optimization successfully fits the DNN parameter to the distribution of the actual channels even if they are not available in the real-time inference. Furthermore, the proposed robust DNN adopts the error statistic as the side information so that the resulting beamforming becomes resilient for the random changes occurred in the channel acquisition process. This is not viable in the traditional robust optimization algorithms [3], [4] developed for the fixed error statistics.

Once $\theta$ is determined, the beamforming vector for a new estimated channel $\hat{\mathbf{h}}$ can be obtained from (5). Hence, the online computations of the trained DNN can be implemented without the knowledge of the perfect channels by means of the trained parameter set $\theta$ stored in the BS. The computational complexity of the trained DNN relies on its structure, e.g., the number of layers and the beam recovery process (6). Since the structure of the DNN is fixed as constants, the matrix inversion dominates the overall complexity. Consequently, the computational complexity is given as $O(KM^2 + M^3)$.

IV. Numerical Results

We demonstrate the effectiveness of the proposed robust DL approach via numerical simulations. The UEs are uniformly distributed within a circle area of radius 100m and the BS is located at the center of circle. The Rayleigh fading is considered as $\mathbf{h}_k \sim \mathcal{CN}(0, \sqrt{\rho_k} \mathbf{I}_M)$ where $\rho_k \triangleq 1/(1 + (d_k/d_{\text{ref}})^\alpha)$ is the long-term pathloss, $d_k$ represents distance between the BS and UE $k$, $d_{\text{ref}} = 30m$ indicates the reference distance, and $\alpha = 3$ is the path-loss exponent. The power budget $P$ is uniformly distributed over $P \in \{0 \text{ dB}, 5 \text{ dB}, \ldots, 30 \text{ dB} \}$. Assuming the unit noise variance, the transmit SNR is defined as $P$. Elements of the error vector $\epsilon_k \sim \mathcal{CN}(0, \epsilon_k I)$ follows the Gaussian distribution with zero mean and variance $\epsilon_k$. Unless stated otherwise, the error statistic is defined as $\epsilon \triangleq \{\epsilon_k : \forall k \in K\}$ with the length $E = K$. We set $\epsilon_k = \tau ||\mathbf{h}_k||^2_2$ where $\tau \in (0, 1]$ stands for the error ratio factor indicating the fraction of the CSI error in terms of the channel gain $||\mathbf{h}_k||^2_2$. The error ratio is uniformly generated as $\tau \in \{0.005, 0.01, 0.05, 0.1, 0.3, 1\}$. Five fully-connected hidden layers each with $20MK$ output dimension are examined. The Adam optimizer is applied with learning rate $\eta = 0.001$ and $10^3$ mini-batch samples. The batch normalization is adopted at hidden layers. The performance of the trained DNN is evaluated with $10^3$ test samples.

The convergence behavior of the proposed robust training algorithm is presented in Fig. 2 which evaluates the objective function (7) over the training and validation samples with respect to the training epochs. The objective value gradually increases as the DNN gets trained. This validates the effectiveness of the proposed unsupervised training policy.

Fig. 3 shows the average sum rate versus the SNR for $M = K \in \{4, 8\}$ with $\tau = 0.1$ and $1$. As a benchmark, the conventional non-robust DL [6], [7] is considered which trains a DNN only with the perfect CSI. We also plot the performance of traditional non-robust transmission methods, i.e., the WMMSE [2] and the ZF, as well as robust schemes such as the RRZF [3] and the iterative beamforming optimization [4] developed for the imperfect CSI case. All the baseline schemes need to optimize the beamforming vectors for each realization of $\epsilon$ and $P$. On the other hand, the proposed robust DL approach directly identifies the computation rule for any given $\epsilon$ and $P$. Nevertheless, regardless of the network size, it outperforms the baseline methods for all simulated setups, especially at high $\tau$ and $P$. We see a substantial performance gain over the baseline methods. The proposed robust DL scheme directly tackles intractable objective function (8a) via the data-driven optimization strategy (8). In contrast, the method in [4] maximizes an approximated sum rate function since the traditional algorithm requires closed-form expressions for the objective function. Such a model mismatch leads to the performance degradation of the existing approaches. It is observed that the performance of the baseline schemes saturate at the high SNR regime due to the residual interference power induced by the channel estimation error.
Finally, we present the time complexity of various schemes in Table I for $M = K \in \{4, 8\}$ with $\tau = 1$. Regardless of the network size, the proposed robust DL framework exhibits much lower computation time than the conventional methods. This is because, the computation of the DNN depends on simple forward pass computation $\mathbf{5}$, whereas the conventional schemes operate iteratively for each given channel realizations. Also, we can observe that the CPU execution time of the conventional methods increases with the SNR $P$ as they require a more number of iterations for the convergence. On the contrary, the proposed DL approach guarantees the identical time complexity for all $P$ since the DNN structure remains the same. Thus, we can conclude that the robust DL framework is powerful both in terms of the sum rate performance and the time complexity.

V. CONCLUSION

This work has developed the DL framework for determining robust beamforming solutions for the downlink MISO systems. The DNN is designed to process with the erroneous CSI as well as its error statistics. To narrow the mismatch between the input erroneous CSI and the actual channel, we propose a robust training strategy which optimizes the DNN by using both the perfect and imperfect CSIs. Numerical results verify the superiority of the proposed robust DL approach over conventional beamforming schemes.
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