The Chaplygin sleigh with parametric excitation: chaotic dynamics and nonholonomic acceleration
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Introduction

1. The Chaplygin sleigh on a plane is one of the well-known model systems of nonholonomic mechanics. According to S.A. Chaplygin [9], the sleigh can be made by attaching a knife edge and two absolutely smooth legs to a rigid body. A nonholonomic constraint in this case is generated by the knife edge: the translational velocity at the point of contact of the knife edge is orthogonal to its plane (that is, to the body-fixed direction). A similar constraint can also be realized by using a wheel pair instead of the knife edge [16].

The free dynamics of the Chaplygin sleigh on a horizontal plane was studied by C. Carathéodory [25]. Depending on the position of the center of mass relative to the knife edge, the sleigh moves in a circle or asymptotically tends to straight-line motion. In the latter case, the classical scattering problem arises for which the angle of scattering is indicated in [10]. It is calculated explicitly, since the free motion of the sleigh is integrable and regular [25]. The dynamics of the Chaplygin sleigh on an inclined plane is no longer integrable and exhibits random asymptotic behavior depending on the initial conditions [18].

The recent paper [32] investigates the motion of the Chaplygin sleigh under the action of random forces, which simulate a fluctuating continuum. It turns out that in this case the sleigh exhibits intricate behavior, which, according to the authors, resembles random walks of bacterial cells with some diffusion component. A similar behavior is exhibited by the sleigh under the action of angular momentum depending on its orientation and in the presence of viscous friction [19]. Other generalizations of the problem of the Chaplygin sleigh were considered in [12, 13, 15].

2. This paper addresses various aspects of the dynamics of a nonautonomous Chaplygin sleigh (that is, with time-varying mass distribution). Special attention is given to the case in which the center of mass of the sleigh periodically changes with time. In practice, this can be achieved by means of various mechanisms such as eccentrics and sliders placed inside the body. Such control mechanisms were discussed in the problem of the planar motion of a rigid body in an ideal fluid [8, 4, 6, 7, 3, 48]. The study of the problem at hand, as opposed to the above-mentioned problem, reveals much more new dynamical effects due to the absence of an additional integral of motion (similar to angular momentum).

In this paper, we study the dynamics of the Chaplygin sleigh with parameters periodically depending on time. This study is closely related to the control problem. Since the sleigh can be made in the form of a two-wheeled robot [10], this study is of great practical importance, since the regimes arising at fixed values of angular velocities of the eccentrics can be taken as basic regimes (the so-called gaits), which the body reaches after various maneuvers initiated by the control system. Problems of controlling the Chaplygin sleigh by displacing the center of mass are addressed in [44], in which attention is given to a maneuver necessary for a transition from motion in a circle to straight-line motion. As far as we know, a general study of the control of the Chaplygin sleigh in the spirit of the Rashevsky–Chow theorem has not been carried out so far. We note that periodic changes in control functions were also considered in optimal
3. This paper presents a detailed study of the dynamics of a reduced system (which decouples from the complete system of equations), which describes the evolution of translational and angular velocities of the sleigh. The dynamics of the point of contact is defined by quadratures from known solutions of a reduced system.

A reduced system is a system of two first-order equations with periodic coefficients. However, in contrast to Hamiltonian systems with one and a half degrees of freedom, it has no smooth invariant measure [18] and can have various (including strange) attractors typical of dissipative systems. In this sense, it is similar to oscillators with parametric periodic excitation of Duffing and van der Pol type [45] and to nonlinear Mathieu equations [30] [29]. However, as noted in many papers, “nonholonomic dissipation”, which arises due to sign-alternating divergence, possesses specific features that require an additional study. Starting with [2], strange attractors of different nature [23] [24] [27] have been observed in nonholonomic systems.

As a rule, the presence of a strange attractor in the reduced system leads to chaotic (or even diffusional) behavior of the contact point of the knife edge of the sleigh with no explicit directed drift. From the viewpoint of control, one should either avoid such dynamics or use it based on chaos control methods [37].

4. For the study of the dynamics of a nonautonomous Chaplygin sleigh, its acceleration poses a more interesting problem. From the physical point of view, interest in this problem is motivated by the fact that unbounded increase in energy, and hence unbounded acceleration, is achieved by a mechanism performing small, but regular oscillations.

Such an acceleration cannot be achieved in nonholonomic systems with other control mechanisms [58] (for example, for a ball controlled by rotors [21] [22]) and requires constantly increasing the angular velocities of rotation of rotors in such systems. This often makes them useless in practice. In [36], the motion of the ball is controlled using a pendulum-type mechanism, which can lead to an unbounded acceleration.

5. As noted above, the system dealt with in this paper differs from Hamiltonian systems with one and a half degrees of freedom. This difference becomes particularly apparent in the case of acceleration. The Hamiltonian model of acceleration started to be discussed in physical studies in connection with Fermi acceleration in Ulam’s model [42], which reduces to investigating an area-preserving two-dimensional Poincaré map. As shown numerically and then proved analytically, acceleration in different variations of Ulam’s model is impeded by the existence of an invariant curve at large velocities, which is predicted by KAM theory. In order for acceleration to become characteristic in nonlinear natural Hamiltonian systems, it is necessary to consider systems with two and a half degrees of freedom; in this case, acceleration is closely related to Arnold’s diffusion. There are already a number of such systems, in which acceleration is shown numerically [39] [31] or by analytical methods allowing the presence of trajectories with increasing energy to be proved [14] [35] [28]. An interesting example, which has
been intensively discussed recently, is the two-dimensional periodically pulsating Birkhoff billiard. Depending on the shape of the boundary, which determines the dynamical (stochastic, ergodic or regular) behavior of the “frozen system”, different degrees of increase in the particle’s energy are possible when pulsation is introduced.

In nonholonomic mechanics, since there is no continuous invariant measure, acceleration is already typical for small dimensions and takes place, in particular, in the system under consideration. In this paper, we present explicit solutions possessing acceleration, and analyze numerically conditions on parameters defining the region of acceleration. We note that most problems in this direction still remain open; for example, no analysis has been made of the possibility of acceleration in the entire parameter region. We mention the recent paper [52], in which the acceleration of the Chaplygin sleigh is studied by the averaging method and the asymptotics of the degree of acceleration depending on time is obtained.

6. We discuss a number of related problems, which can be investigated by the methods presented in this paper. A hydrodynamical model of the Chaplygin sleigh was proposed in [26]. Although it requires additional justification from the viewpoint of hydrodynamics, it would be interesting to explore a nonautonomous analog of this model. The same can be said of the problem of a sleigh with a constraint inhomogeneous in velocities, which has been treated recently in [17].

Also of interest is the possibility of acceleration in more complex nonholonomic systems such as the snakeboard [40] (see Fig. 1a) and the roller-racer [33] (see Fig. 1b), which are an immediate generalization of the sleigh problem. In both systems, the maneuvering of motion is achieved by periodically changing the dynamical parameters.

![Fig. 1:](image)

In describing the snakeboard, the human body is usually simulated by a balanced rotor. A special feature of the roller-racer is that a person sitting on it moves forward by oscillating the handle bar in a transverse direction from side to side. These actions can be interpreted as periodic oscillations of the material point in the transverse direction. We also mention the papers [47, 54, 56], in which the nonholonomic Chaplygin sleigh is related to hydrodynamical robotic problems. Nevertheless, such a use of nonholonomic equations for describing the motion of a body in a fluid is not correct [50, 57].
1 Equations of motion

We explore the dynamics of a mechanical multicomponent system with a non-holonomic constraint. The system consists of a platform, which slides on a horizontal plane like the Chaplygin sleigh [9], that is, the body-fixed point $R$ (see Fig. 2) cannot slide in some direction $n$ fixed relative to the platform:

$$(v_R, n) = 0. \quad (1.1)$$

On this platform, $n$ material points $P^{(i)}$, $i = 1, \ldots, n$ move according to a given law.

**Remark 1.** This approach can be generalized in a natural way to the case of motion of an arbitrary rigid body deformable by a given law.
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To describe the motion of the system, we define two coordinate systems:

— a *fixed* (inertial) coordinate system $Oxy$;

— a *moving* coordinate system $Rx_1y_1$ attached to the platform.

The position of each point relative to the platform is defined by the radius vector in the moving coordinate system:

$$\rho^{(i)}(t) = (\rho_1^{(i)}(t), \rho_2^{(i)}(t)), \quad i = 1, \ldots, n.$$  

We specify the position of the platform by the coordinates $(x, y)$ of point $R$ in the fixed coordinate system $Oxy$, and its orientation by the angle of rotation $\varphi$ (see Fig. 2). Thus, the configuration space of the system $Q = \{q = (x, y, \varphi)\}$ coincides with the motion group of the plane $SE(2)$.

Let $v = (v_1, v_2)$ denote the projections of the velocity of point $R$ onto the moving axes $Rx_1x_2$ relative to the fixed coordinate system $Oxy$ and let $\omega$ be the angular velocity of the body. Then

$$\dot{x} = v_1 \cos \varphi - v_2 \sin \varphi, \quad \dot{y} = v_1 \sin \varphi + v_2 \cos \varphi, \quad \dot{\varphi} = \omega. \quad (1.2)$$
The constraint Eq. (1.1) in this case has the form
\[ v_2 = 0. \] (1.3)

The kinetic energy of the platform can be represented as
\[ T_s = \frac{1}{2} m_s ((v_1 - d_2 \omega)^2 + (v_2 + d_1 \omega)^2) + \frac{1}{2} (I_s - m_s (d_1^2 + d_2^2)) \omega^2, \]
where \( m_s \) and \( I_s \) are, respectively, the mass and the moment of inertia of the body relative to the point of contact \( R \), and \( d = (d_1, d_2) \) is the radius vector of the center of mass in the moving coordinate system \( R x_1 y_1 \).

The kinetic energy of the system of material points has the form
\[ T_p = \frac{1}{2} \sum_{i=1}^{n} m_p^{(i)} \left( (v_1 + \rho_1^{(i)} - \rho_2^{(i)} \omega)^2 + (v_2 + \rho_2^{(i)} + \rho_1^{(i)} \omega)^2 \right), \]
where \( m_p^{(i)} \) is the mass of the \( i \)th point.

The kinetic energy of the entire system (platform + material points) can be represented as
\[ T = \frac{1}{2} m v^2 + m \omega (c_1(t)v_2 - c_2(t)v_1) + \frac{1}{2} I(t) \omega^2 + m (v_1 \dot{c}_1(t) + v_2 \dot{c}_2(t)) + k(t) \omega, \]
where \( m = m_s + \sum_{i=1}^{n} m_p^{(i)} \) is the mass of the entire system, \( I(t) \) is its moment of inertia, \( c = (c_1(t), c_2(t)) \) is the position of the center of mass, and \( k(t) \) is the gyrostatic momentum due to the motion of the points. The last four quantities are given functions of time that are expressed in terms of the system parameters as follows:
\[ k = \sum_{i=1}^{n} m_p \left( \rho_1^{(i)} \rho_2^{(i)} - \rho_2^{(i)} \rho_1^{(i)} \right), \quad I = I_s + \sum_{i=1}^{n} m_p^{(i)} \left( (\rho_1^{(i)})^2 + (\rho_2^{(i)})^2 \right), \]
\[ c_j = m_s d_j + \frac{1}{m} \sum_{i=1}^{n} m_p^{(i)} \rho_j^{(i)}, \quad j = 1, 2. \] (1.4)

Now, for the system at hand, we write the Lagrange equations with undefined multipliers [18]:
\[ \frac{d}{dt} \left( \frac{\partial T}{\partial \omega} \right) = v_2 \frac{\partial T}{\partial v_1} - v_1 \frac{\partial T}{\partial v_2}, \quad \frac{d}{dt} \left( \frac{\partial T}{\partial v_1} \right) = \omega \frac{\partial T}{\partial v_2}, \quad \frac{d}{dt} \left( \frac{\partial T}{\partial v_2} \right) = -\omega \frac{\partial T}{\partial v_1} + \lambda, \] (1.5)
where \( \lambda \) is the undefined multiplier corresponding to the constraint (1.3). Now we need to restrict these equations and Eq. (1.2) to the constraint \( v_2 = 0 \) and to eliminate the undetermined multiplier \( \lambda \). (To eliminate \( \lambda \), we have to neglect the last equation in (1.5), since \( \lambda \) does not appear in the other equations.)
We first note that in the case of restriction to the constraint the relation
\[ \frac{\partial T}{\partial v_2} \bigg|_{v_2=0} = m (c_1(t) \omega + \dot{c}_2(t)) \]
is satisfied. Moreover, in the equations of motion it is more convenient to pass
from the variables \( v_1 \) and \( \omega \) to new variables, namely, linear momentum \( P \)
and angular momentum \( M \), which are given by
\[
P = \frac{\partial T}{\partial v_1} \bigg|_{v_2=0} = m (v_1 - c_2(t) \omega + \dot{c}_1(t)),
M = \frac{\partial T}{\partial \omega} \bigg|_{v_2=0} = I(t) \omega - mc_2(t)v_1 + k(t). \tag{1.6}
\]
Finally, we obtain equations of motion in the form
\[
\dot{P} = m\omega (c_1(t) \omega + \dot{c}_2(t)), \quad \dot{M} = -mv_1 (c_1(t) \omega + \dot{c}_2(t)),
\dot{\phi} = \omega, \quad \dot{x} = v_1 \cos \varphi, \quad \dot{y} = v_1 \sin \varphi, \tag{1.7}
\]
where for velocities \( v_1 \) and \( \omega \) we find the following expressions from (1.6):
\[
v_1 = \frac{I(t)P + mc_2(t)M - mI(t)\dot{c}_1(t) - mc_2(t)k(t)}{m(I(t) - mc_2^2(t))},
\omega = \frac{c_2(t)P + M - mc_2(t)\dot{c}_1(t) - k(t)}{I(t) - mc_2^2(t)}. \tag{1.8}
\]
We note that the denominator in (1.8) is a positive definite function.

Thus, regardless of the number of particles, the equations of motion contain
four given functions of time: \( c_1(t), c_2(t), I(t), k(t) \). The resulting system is
similar to the well-known Liouville system \[41\], which describes the dynamics
of a rigid body deformable by a given law.

Equations (1.7) are invariant under the motion group of the plane \( SE(2) \).
As a result, a closed (reduced) system of equations decouples which describes
the evolution of \( P \) and \( M \). It follows from (1.7) that the motion of the sleigh
in the fixed coordinate system \( Oxy \) is defined by quadratures using the known
solutions of the reduced system.

2 Cases of existence of first integrals and invariant relations

As shown in the previous section, an arbitrary motion of \( n \) points reduces to
four given functions of time (1.4) in the equations of motion (1.7). It turns out
that for some restrictions to these functions the system (1.7) can possess a first
integral or an invariant relation, which allows some conclusions on the dynamics
of the sleigh. In this section, we consider these cases in more detail.
2.1 A sleigh balanced relative to the knife edge

Suppose that \( c_1(t) \equiv 0 \), that is, the center of mass of the system lies on the normal to the plane of the knife edge, which passes through the point of contact \( R \). In this case, the reduced system reduces to the linear system

\[
\begin{align*}
\dot{P} &= \frac{mc_2(t)}{I(t) - mc_2^2(t)} (c_2(t)P + M - k(t)), \\
\dot{M} &= -\frac{\dot{c}_2(t)}{I(t) - mc_2^2(t)} (I(t)P + mc_2(t)M - mc_2(t)k(t)).
\end{align*}
\]  

(2.1)

These equations possess an additional integral corresponding to the angular momentum of the system relative to the point of contact:

\[
L = c_2(t)P + M.
\]  

(2.2)

Let us fix the level set of the integral \( L = l \). Then the solution of (2.1) can be represented as

\[
P(t) = \tilde{P}(t) + p_0, \quad M(t) = l - c_2(t)(\tilde{P}(t) + p_0)
\]

\[
\tilde{P}(t) = m \int_0^t \frac{l - k(\tau)}{I(\tau) - mc_2^2(\tau)} \left( \frac{dc_2}{d\tau} \right) d\tau.
\]

Thus, the problem of acceleration or deceleration of the sleigh reduces to investigating the function \( \tilde{P}(t) \). For given periodic functions \( c_2(t), I(t) \) and \( k(t) \) this case is examined in more detail in Section 3.1.

2.2 Motion along the knife edge

Suppose that the material points move on the platform only in the direction of the knife edge:

\[
\rho_2^{(i)} = \text{const}, \quad i = 1, \ldots, n,
\]

then we find from (1.3) that

\[
c_2 = \text{const}, \quad k(t) = -mc_2 \dot{c}_1(t).
\]  

(2.3)

In this case, it is more convenient to write the equations of motion in the variables \( P \) and \( L \), where, according to (2.2) and taking (2.3) into account, we obtain

\[
L = c_2 P + M = (I(t) - mc_2^2)\omega.
\]

The reduced system can be represented as

\[
\dot{P} = \frac{mc_1(t)}{(I(t) - mc_2^2)^2} L^2, \quad \dot{L} = -\frac{c_1(t)}{I(t) - mc_2^2} L(P - mc_1(t)).
\]
This system possesses the invariant relation
\[ L = 0, \]
which corresponds to straight-line motion of the sleigh along the knife edge \((\omega = 0)\).

**Remark 2.** In the general case, the equations of motion (1.7) possess the invariant manifold \(\omega = 0\) if the following relation holds:
\[ m\ddot{c}_1(t)c_2(t) + \dot{k}(t) = 0. \] (2.4)

*Another example for which relation (2.4) holds is considered in Section 3.2.*

### 3 Transverse oscillations — particular cases

Consider in detail the case where one material point (i.e., \(n = 1\)) executes periodic motions on the platform in a direction transverse to the plane of the knife edge
\[ \rho^{(1)} = (a, b \sin(\Omega t)). \]

In addition, we shall assume that the center of mass of the platform itself lies on the axis \(R \xi_1\), that is, \(d_2 = 0\) (see Fig. 3). In this case, from relations (1.4)

\[ I(t) = I_s + m_p^{(1)} \left(a^2 + b^2 \sin^2(\Omega t)\right), \quad k(t) = m_p^{(1)} ab \Omega \cos(\Omega t), \]
\[ c_1 = \frac{m_s}{m} d_1 + \frac{m_p^{(1)}}{m} a, \quad c_2(t) = \frac{m_p^{(1)}}{m} b \sin(\Omega t), \quad m = m_s + m_p^{(1)}. \] (3.1)

Let us define the dimensionless variables \(Z_1, Z_2, \tau, X,\) and \(Y\):\[ Z_1 = \frac{P}{mb\Omega}, \quad Z_2 = \frac{L}{mb^2\Omega}, \quad \tau = \Omega t, \quad X = \frac{x}{b}, \quad Y = \frac{y}{b}, \]
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where the angular momentum $L$ is defined by (2.2). The reduced system of equations in these variables has the form

\[
\frac{dZ_1}{d\tau} = \frac{(Z_2 - \alpha \mu \cos \tau)(\delta(Z_2 - \alpha \mu \cos \tau) + \mu \cos \tau(J + \mu(1 - \mu) \sin^2 \tau))}{(J + \mu(1 - \mu) \sin^2 \tau)^2},
\]

\[
\frac{dZ_2}{d\tau} = -\frac{\delta(Z_2 - \alpha \mu \cos \tau)Z_1}{J + \mu(1 - \mu) \sin^2 \tau},
\]

\[
\alpha = \frac{a}{b}, \quad \delta = \frac{c_1}{b}, \quad \mu = \frac{m_1^{(1)}}{m}, \quad J = \frac{I_s + m_1^{(1)} a^2}{mb^2}.
\]

The equations of motion for configuration variables are represented as

\[
\frac{d\phi}{d\tau} = \tilde{\omega}, \quad \frac{dX}{d\tau} = \tilde{v}_1 \cos \phi, \quad \frac{dY}{d\tau} = \tilde{v}_1 \sin \phi,
\]

\[
\tilde{\omega} = \frac{Z_2 - \alpha \mu \cos \tau}{J + \mu(1 - \mu) \sin^2 \tau}, \quad \tilde{v}_1 = Z_1 + \mu \sin \tau \frac{Z_2 - \alpha \cos \tau}{J + \mu(1 - \mu) \sin^2 \tau}.
\]

(3.2)

We note that, in this case, $0 \leq \mu < 1$ and $J > 0$, hence, the denominator in (3.2) and (3.3) is always positive. In addition, the condition that the moment of inertia of the platform relative to the center of mass $D$ be positive, i.e., $I_s - m_0 d^2 > 0$, implies that the inequality restricting the region of physically possible parameters must be satisfied:

\[
(1 - \mu)(J - \delta^2) - \mu(\alpha - \delta)^2 > 0.
\]

(3.4)

Thus, the problem reduces to investigating the dynamics of the system (3.2), (3.3). Of particular interest is the question of whether the reduced system (3.2) has trajectories unbounded on the plane $(Z_1, Z_2)$ (i.e., trajectories that leave any bounded region on the plane). In this case, we conclude from (3.3) and (3.4) that the velocities of the platform, and hence the kinetic energy, must increase (in absolute values) indefinitely with time.

We note that the system (3.2) has the involution

\[
Z_1 \rightarrow -Z_1, \quad \tau \rightarrow -\tau.
\]

(3.5)

This implies, in particular, that any attractor of the system (3.1) corresponds to a repeller symmetric relative to this involution.

In what follows, to analyze the position and orientation of the system, it is convenient to use a complex representation of (3.2):

\[
\frac{d\phi}{d\tau} = \frac{Z_2 - \alpha \mu \cos \tau}{J + \mu(1 - \mu) \sin^2 \tau}, \quad \frac{dz}{d\tau} = (Z_1 + i\mu \cos \tau)e^{i\phi},
\]

(3.6)

where $z = X + iY + i\mu \sin \tau e^{i\phi}$. 
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3.1 The balanced system \((\delta = 0)\), an additional integral and unbounded acceleration

Suppose that the center of mass of the entire system coincides with the point of contact \(R\) (that is, \(\delta = 0\)). In this case, the system \((3.1)\) admits an additional first integral

\[ Z_2 = \text{const}. \]

That is, motion on the plane occurs along the straight lines \(Z_2 = C_0\) where \(C_0 = \text{const}\). In this case, the evolution of the variable \(Z_1\) is given by

\[ \frac{dZ_1}{d\tau} = g(\tau), \quad g(\tau) = \frac{\mu(C_0 - \alpha \mu \cos \tau)}{J + \mu(1 - \mu) \sin^2 \tau}. \]

Since \(g(\tau)\) is a periodic function, \(g(\tau) = g(\tau + 2\pi)\), the general solution of this equation can, as is well known, be represented as

\[ Z_1(\tau) = \langle g \rangle \tau + f(\tau), \quad (3.7) \]

where \(\langle g \rangle\) is the average over the period of the function \(\langle g \rangle\), and \(f(\tau)\) is the \(2\pi\)-periodic function. In this case,

\[ \langle g \rangle = -\frac{\alpha \mu^2}{J B^2} \left( \sqrt{1 + B^2} - 1 \right), \quad B^2 = \frac{\mu(1 - \mu)}{J}, \quad (3.8) \]

\[ f(\tau) = C_1 + \frac{\mu}{J B^2} \left( C_0 \arctan(B \sin \tau) + \alpha \mu \sqrt{1 + B^2} \left( \tau - \pi n - \arctan \left( \sqrt{1 + B^2} \tan \tau \right) \right) \right), \]

\[ \tau \in \left( -\frac{\pi}{2}, -\frac{\pi}{2} + \pi n \right), \quad n \in \mathbb{Z}. \]

Substituting the resulting solutions into \((3.6)\), we obtain an equation governing the evolution of the orientation and position of the platform in the form

\[ \frac{d\varphi}{d\tau} = \frac{C_0 - \alpha \mu \cos \tau}{J(1 + B^2 \sin^2 \tau)}, \quad \frac{dz}{d\tau} = \left( \langle g \rangle \tau + f(\tau) + i \mu \cos \tau \right) e^{i \varphi}. \quad (3.9) \]

The solution of the first of these equations (as above) can be written as

\[ \varphi(\tau) = \Omega_0 \tau + \Phi(\tau), \]

where \(\Omega_0\) is the angular velocity averaged over a period, and \(\Phi(\tau)\) is the \(2\pi\)-periodic function:

\[ \Omega_0 = \frac{C_0}{J \sqrt{1 + B^2}}, \quad \Phi(\tau) = \frac{C_0}{J \sqrt{1 + B^2}} \left( \arctan \left( \sqrt{1 + B^2} \tan \tau \right) - \tau + \pi n \right), \quad \tau \in \left( -\frac{\pi}{2}, -\frac{\pi}{2} + n \right), \quad n \in \mathbb{Z}. \]

Hence, we conclude that there exist two cases \(\langle g \rangle = 0\) and \(\langle g \rangle \neq 0\), for which the behavior of the system differs qualitatively. Let us consider them in order.
Case $\langle g \rangle = 0$. Since we assume $\mu \neq 0$, it follows that $\alpha = 0$, that is, the material point oscillates along the axis $Rx_2$ and the center of mass of the platform $D$ coincides with the point of contact $R$. From relations (3.7), (3.8) and (3.9) we conclude:

if $\delta = 0$ and $\alpha = 0$, the linear and angular velocities of the platform are bounded 2$\pi$-periodic functions of time $\tau$.

In the second equation in (3.9) we expand the periodic functions as a Fourier series and obtain

$$\frac{dz}{d\tau} = \sum_{m \in \mathbb{Z}} A_m e^{i(\Omega_0 + m)\tau},$$

where $A_m$ are some (complex) numbers. As is well known (see, e.g., [11]), depending on the value of $\Omega_0$ and the coefficients, three types of behavior of $z(\tau)$ and hence of the point of contact $R$ of the platform are possible.

1° Let $\Omega_0$ be irrational, then the trajectory of point $R$ is a nonclosed curve consisting of equal segments traced out over period $2\pi$ (lobes [17, 20]), which for each subsequent period rotate relative to some center by an angle that is incommensurate with angle $2\pi$, see Fig. 4a.

2° If $\Omega_0 = \frac{p}{q}$, $p, q \in \mathbb{Z}$ (but is not an integer), then the trajectory of point $R$ turns out to be $2\pi q$-periodic, see Fig. 4c.

3° Let $\Omega_0 = 2m_0 + 1$, $m_0 \in \mathbb{Z}$ and $A_{m_0} \neq 0$, then

$$z(\tau) = A_{m_0}\tau + \tilde{z}(\tau) = O(\tau),$$

where $\tilde{z}(\tau)$ is the $2\pi$-periodic function. In this case, the trajectory of point $R$ is unbounded, and the displacement for a period is some fixed value, see Fig. 4d. If $\Omega_0 = 2m_0$, then in $A_{m_0} = 0$ (since in the second equation of (3.9) $f(\tau)$ is an odd function of time). As a result, the trajectory of point $R$ turns out to be periodic, see Fig. 4b.

Case $\langle g \rangle \neq 0$. We first note that in this case, according to (3.7), an unbounded acceleration of the platform is observed.

**Proposition 1.** For $\delta = 0$ and $\alpha \neq 0$, the linear velocity of the platform increases indefinitely (linearly in time), whereas the angular velocity remains bounded.

This also implies that the kinetic energy of the system also increases indefinitely (quadratically in time).

To analyze the behavior of the point of contact $R$, we also expand all periodic functions on the right-hand side of the second equation in (3.9) and obtain

$$\frac{dz}{d\tau} = \sum_{m \in \mathbb{Z}} (A_m + B_m\tau)e^{i(\Omega_0 + m)\tau}.$$
As in the previous case, there are two situations in which qualitative differences in the behavior of the platform can be observed.

1° $\Omega_0 \in \mathbb{Z}$, then integrating (3.10), we obtain

$$z(\tau) = \sum_{m \in \mathbb{Z}} \left( \frac{A_m + B_m \tau}{i(\Omega_0 + m)} + \frac{B_m}{(\Omega_0 + m)^2} \right) e^{i(\Omega_0 + m)\tau} = O(\tau).$$

2° For some $m_* \in \mathbb{Z}$, $\Omega_0 = m_*$ and $B_{m_*} \neq 0$, then

$$z(\tau) = \frac{1}{2} B_{m_*} \tau^2 + O(\tau).$$

In both cases, the trajectory of the platform is unbounded, but the velocity of motion from the initial point is different (see Figs. 5, 6).
Fig. 5: Different trajectories of the point of contact of the sleigh for fixed parameters $\alpha = \frac{1}{3}$, $\delta = 0$, $J = \frac{1}{16}$, $\mu = \frac{1}{4}$ and initial conditions $Z_1 = 0$, $\tau = 0$, $\varphi = 0$, $X = 0$, $Y = 0$.

Fig. 6: The dependence of $\sqrt{X^2 + Y^2}$ on $\tau$ for fixed parameters $\alpha = \frac{1}{3}$, $\delta = 0$, $J = \frac{1}{16}$, $\mu = \frac{1}{4}$ and initial conditions $Z_1 = 0$, $\tau = 0$, $\varphi = 0$, $X = 0$, $Y = 0$.

### 3.2 The case of existence of a singular invariant measure

Set

$$\alpha = 0, \quad \delta \neq 0,$$

that is, the oscillating mass moves along the axis $Ry_1$, but the center of mass $D$ does not coincide with the point of contact $R$. In this case, the reduced system can be represented as

$$\frac{dZ_1}{d\tau} = \frac{Z_2(\delta Z_2 + \mu \cos \tau (J + \mu(1 - \mu) \sin^2 \tau))}{(J + \mu(1 - \mu) \sin^2 \tau)^2}, \quad \frac{dZ_2}{d\tau} = -\frac{\delta Z_2 Z_1}{J + \mu(1 - \mu) \sin^2 \tau}. \quad (3.11)$$

We first note that in Eqs. (3.11) by making the change of variables

$$Z_1 \rightarrow \frac{1}{\delta}Z_1, \quad Z_2 \rightarrow \frac{1}{\delta}Z_2$$
we can eliminate the parameter $\delta$. However, by analogy with the other section, we keep $\delta$ in this system, but assume

$$\delta > 0.$$  

The system (3.11) possesses a singular invariant measure with density

$$\rho = \frac{1}{Z_2}.$$  

The density of the invariant measure $\rho$ has a singularity on the submanifold

$$\Sigma_s = \{(Z_1, Z_2), Z_2 = 0\},$$

which coincides with the abscissa axis. As is well known, this submanifold is invariant (for details, see [1, 5]), and, according to (3.11), is filled with fixed points in this case. This implies, in particular, that any trajectory of the system (3.11) cannot cross the straight line $\Sigma_s$. Therefore, we restrict our attention to the trajectories in the upper half-plane

$$Z_2 > 0.$$  

(For $Z_2 < 0$ the trajectories can be obtained by making the change of variables $Z_2 \to -Z_2$ and by rescaling time by $\tau \to \tau + \pi$.)

Let us calculate the divergence of the vector field (3.11):

$$D = -\frac{\delta Z_1}{J + \mu(1 - \mu)\sin^2 \tau}.$$  

We see that when $Z_1 > 0$, the flow (3.11) compresses the phase volume, and when $Z_1 < 0$, the volume is expanded. We now show rigorously that the equilibrium points lying on $\Sigma_s$ are asymptotically stable for $Z_1 > 0$ and asymptotically unstable for $Z_1 < 0$. To do so, we make use of the Lyapunov method for constructing the functions $F(Z_1, Z_2)$ whose derivatives along the trajectories of the system retain their sign. Thus, their level surfaces bound possible trajectories of the system in a natural way.

To find these functions, we consider at each point of the plane $(Z_1, Z_2)$ the tangent of the angle between the axis $OZ_2$ and the vector field (3.11):

$$A(Z_1, Z_2) = \left(\frac{dZ_2}{d\tau}\right)^{-1} \frac{dZ_1}{d\tau} = -\frac{1}{Z_1} \left(\frac{Z_2}{J + \mu(1 - \mu)\sin^2 \tau} + \frac{\mu}{\delta}\cos \tau\right).$$  

We see that the vector field is bounded from above and below as follows:

$$-\frac{1}{Z_1} \left(\frac{Z_2}{J} + k_+ \frac{\mu}{\delta}\right) \leq A(Z_1, Z_2) \leq -\frac{1}{Z_1} \left(\frac{Z_2}{J + \mu(1 - \mu)} - k_- \frac{\mu}{\delta}\right),\text{ for } Z_1 > 0,$$

$$-\frac{1}{Z_1} \left(\frac{Z_2}{J + \mu(1 - \mu)} - k_- \frac{\mu}{\delta}\right) \leq A(Z_1, Z_2) \leq -\frac{1}{Z_1} \left(\frac{Z_2}{J} + k_+ \frac{\mu}{\delta}\right),\text{ for } Z_1 < 0,$$  

We now show that $A(Z_1, Z_2)$ is positive definite. To do so, we make use of the Lyapunov method for constructing the functions $F(Z_1, Z_2)$ whose derivatives along the trajectories of the system retain their sign. Thus, their level surfaces bound possible trajectories of the system in a natural way.

To find these functions, we consider at each point of the plane $(Z_1, Z_2)$ the tangent of the angle between the axis $OZ_2$ and the vector field (3.11):

$$A(Z_1, Z_2) = \left(\frac{dZ_2}{d\tau}\right)^{-1} \frac{dZ_1}{d\tau} = -\frac{1}{Z_1} \left(\frac{Z_2}{J + \mu(1 - \mu)\sin^2 \tau} + \frac{\mu}{\delta}\cos \tau\right).$$  

We see that the vector field is bounded from above and below as follows:

$$-\frac{1}{Z_1} \left(\frac{Z_2}{J} + k_+ \frac{\mu}{\delta}\right) \leq A(Z_1, Z_2) \leq -\frac{1}{Z_1} \left(\frac{Z_2}{J + \mu(1 - \mu)} - k_- \frac{\mu}{\delta}\right),\text{ for } Z_1 > 0,$$

$$-\frac{1}{Z_1} \left(\frac{Z_2}{J + \mu(1 - \mu)} - k_- \frac{\mu}{\delta}\right) \leq A(Z_1, Z_2) \leq -\frac{1}{Z_1} \left(\frac{Z_2}{J} + k_+ \frac{\mu}{\delta}\right),\text{ for } Z_1 < 0,$$
where \(k_+\) and \(k_-\) are some constants satisfying the inequalities \(k_+ > 1\) and \(k_- > 1\). This implies that at each point \((Z_1, Z_2)\) at all instants of time \(\tau\) the vector field of the system (3.11) is contained between the pairs of straight lines given by distributions of the form

\[
Z_1 dZ_1 + \left(\frac{Z_2}{J} + k_+ \frac{\mu}{\delta}\right) dZ_2 = 0, \quad Z_1 dZ_1 + \left(\frac{Z_2}{J + \mu(1 - \mu) - k_- \frac{\mu}{\delta}}\right) dZ_2 = 0.
\]

Their integrals yield the required functions

\[
F_+ = \frac{1}{2} Z_1^2 + \frac{1}{2J} \left(Z_2 + k_+ \frac{\mu J}{\delta}\right)^2, \quad F_- = \frac{1}{2} Z_1^2 + \frac{1}{2(J + \mu(1 - \mu))} \left(Z_2 - k_- \frac{\mu (J + \mu(1 - \mu))}{\delta}\right)^2.
\] (3.12)

Differentiating these functions along the system (3.11), we find

\[
\dot{F}_+ = -\mu Z_1 Z_2 \frac{J (k_+ - \cos \tau) (J + \mu(1 - \mu) \sin^2 \tau) + \delta Z_2 (1 - \mu) \sin^2 \tau}{J (J + \mu(1 - \mu) \sin^2 \tau)^2}, \quad \dot{F}_- = \mu Z_1 Z_2 \frac{\mu (J + \mu(1 - \mu)) (k_- + \cos \tau) (J + \mu(1 - \mu) \sin^2 \tau) + \delta Z_2 (1 - \mu) \cos^2 \tau}{(J + \mu(1 - \mu)) (J + \mu(1 - \mu) \sin^2 \tau)^2}.
\]

We see that the following inequalities are satisfied:

\[
\dot{F}_- > 0, \quad \dot{F}_+ < 0, \quad \text{for } Z_1 > 0,
\]

\[
\dot{F}_- < 0, \quad \dot{F}_+ > 0, \quad \text{for } Z_1 < 0.
\] (3.13)

This implies, in particular, that any nonempty set formed by the intersection lines of the functions \(F_+, F_-, Z_2\) with \(Z_1 > 0\) (see Fig. 7)

\[
U_c = \{(Z_1, Z_2) \mid F_+ \leq c_+, \quad F_- \geq c_-, \quad Z_2 \geq 0\}
\]

where \(c_+\) and \(c_-\) are some constants, decreases until it shrinks to a point. On the other hand, when \(Z_1 < 0\), the trajectory leaves the neighborhood of any point \(Z_-\) (see Fig. 7). Thus, the following statement holds.

**Proposition 2.** Fixed points lying on the straight line \(\Sigma_s\) are unstable for \(Z_1 < 0\) and asymptotically stable for \(Z_1 > 0\).

**Remark 3.** A rigorous proof requires that we consider trajectories for \(Z_2 < 0\), but, as noted above, they are obtained from trajectories for \(Z_2 > 0\) by the transformations \(Z_2 \to -Z_2\) and \(\tau \to \tau + \pi\). Moreover, due to the involution (3.5), for the proof it sufficed to show that when \(Z_1 > 0\), the points on the straight line \(\Sigma_s\) are asymptotically stable.
We note that the equilibrium points $\Sigma_s$ correspond to straight-line motion of the sleigh, since the equation $\tilde{\omega} = 0$ holds.

In addition, it follows from conditions \(3.13\) that for the initial data from the set of points of the form (see Fig. 7)
\[
\mathcal{V}_c = \{(Z_1, Z_2) \mid Z_1 \leq 0, \ F_+ \geq c_+, \ F_- \leq c_- \},
\]
where $c_+$ and $c_-$ are some constants, any trajectory of the system \(3.11\) remains bounded for $Z_1 < 0$.

In view of the fact that the coordinate $Z_2(\tau)$ decreases monotonically for $Z_1 > 0$, we conclude that all trajectories of the system \(3.11\) are also bounded as $t \to +\infty$ ($t \to -\infty$) and tend to fixed points on the straight line $\Sigma_s$ for $Z_1 > 0$ (for $Z_1 < 0$).

Thus, in the system \(3.11\) any trajectory from a neighborhood of the unstable equilibrium point $\Sigma_s$ with fixed $Z_1 = Z^-_1 < 0$ as $t \to +\infty$ asymptotically tends to another equilibrium point corresponding to $Z_1 = Z^+_1 > 0$ (see Fig. 8). Therefore, we consider the following family of one-dimensional maps:
\[
\Pi_{\varepsilon, \tau_0} : Z^-_1 \to Z^+_1,
\]
where $Z_1(\tau_0) = Z^-_1$ and $Z_2(\tau_0) = \varepsilon$ are the initial conditions for the trajectory of the system \(3.11\) and $Z^+_1$ is the value of $Z_1(\tau)$ for this trajectory as $\tau \to \infty$. 

Fig. 7: Level lines of the functions \(3.12\). The arrows show the direction of motion of the level lines of these functions by virtue of the system \(3.11\).
Fig. 8: Trajectories of the system (3.11) for fixed parameters $\delta = 0.3$, $\mu = 0.6$, $J = 0.7$.

Fig. 9: The dependence $Z_1^+ (Z_1^-)$ for fixed parameters $\delta = 0.3$, $\mu = 0.6$, $J = 0.7$, $\varepsilon = 10^{-7}$ and different $a) \tau_0 = 0$, $b) \tau_0 = \frac{\pi}{5}$.

Fig. 10: The dependence $\Delta Z_1(Z_1^-)$ for fixed parameters $\delta = 0.3$, $\mu = 0.6$, $J = 0.7$, $\varepsilon = 10^{-7}$, $\tau_0 = 0$.

It can be seen in Fig. 9 that this map depends considerably on $\tau_0$, and for large absolute values $Z_1^\pm$ the map $\Pi_{\varepsilon, \tau_0}$ is similar to a map of the form

$$Z_1^+ = -Z_1^-.$$  \hspace{1cm} (3.14)

Figure 10 shows the deviation $\Delta Z(Z_1^-) = Z_1^+ + Z_1^-$ of the scattering map $\Pi_{\varepsilon, \tau_0}$ from the symmetry (3.14). It is clearly seen that the frequency of oscillations of the function $\Delta Z$ increases indefinitely as $Z_1^- \to 0$. This suggests that
this function is not analytic at the point $Z_1^\tau = 0$ (by analogy with functions of
the form $x \sin \frac{1}{x}$).

We note that the problem of correctly defining the scattering map for this
system remains open. Apparently, one also needs to consider the phase, and the
map does not reduce to a one-dimensional one. There is an extensive literature
devoted to investigating various scattering maps (see, e.g., [49, 50, 51]).

4 Transverse oscillations — the general case:
acceleration and chaotic dynamics

1. We now turn to considering the general case. In this section, we assume
without loss of generality that

$$\alpha \neq 0, \quad \delta > 0.$$  

We recall that the last condition can be satisfied by simultaneously changing
the signs of the variables $Z_1$ and $Z_2$ and by rescaling time by $\tau \to \tau + \pi$. In
addition, the fact that the system has involution \ref{involution} implies that, as $\tau \to +\infty$
and $\tau \to -\infty$, the behavior of the trajectories is identical, up to sign, to $Z_1$.

In the general case, the system \ref{system} has no additional tensor invariants (first
integral, invariant measure). Therefore, it is natural to start its analysis with
numerical experiments. Since the dependence on time is periodic in this case,
the system \ref{system} generates the Poincaré map of the plane after each period.
In the figures that show the Poincaré map of this system, periodic solutions
 correspond to fixed points, and invariant tori correspond to invariant curves.

Depending on the parameters, the system trajectories exhibit the following
qualitatively different behaviors.

1. Acceleration — all trajectories of the system are noncompact. In this case,
$Z_1 \to +\infty$ as $\tau \to +\infty$ (see Fig. 11c).

2. Stability and multistability — all trajectories tend to one or several peri-
odic solutions as
$\tau \to +\infty$ (see Fig. 13d).

3. Chaotic and quasi-periodic oscillations — the system has a strange attrac-
tor (see Fig. 15a), which can coexist with invariant tori (see Fig. 14a).

We discuss the question as to for what parameters these situations can arise.

2. We first note that the following estimates hold for the derivatives in \ref{system}:

$$\frac{dZ_1}{d\tau} > 0, \quad \text{for } |Z_2| > Z_2^*, \quad Z_2^* = \max \left( \mu|\alpha|, \mu \left| \alpha - \frac{J + \mu(1 - \mu)}{\delta} \right| \right),$$

$$\frac{d}{d\tau}|Z_2| < 0, \quad \text{for } Z_1 > 0, \quad |Z_2| > \mu|\alpha|,$$

$$\frac{d}{d\tau}|Z_2| > 0, \quad \text{for } Z_1 < 0, \quad |Z_2| > \mu|\alpha|. \quad (4.1)$$
Thus, we see that at any parameter values and arbitrary instants of time all trajectories of the system outside the strip $|Z_2| < Z_2^*$ are directed to the right (that is, $Z_1$ increases), and when $Z_1 > 0$, the trajectories approach this strip, while when $Z_1 < 0$, they move away from it.

To analyze possible behavior inside the strip $|Z_2| < Z_2^*$, we use, as in the previous section, the method of Lyapunov functions. In this case, we consider the homogeneous quadratic function

$$F_0 = Z_1^2 + \frac{Z_2^2}{\alpha \delta}.$$  (4.2)

Differentiating it with respect to time using (3.2), we obtain

$$\frac{dF_0}{d\tau} = \frac{-2Z_1(Z_2 - \alpha \mu \cos \tau)^2(J - \alpha \delta + \mu(1 - \mu) \sin^2 \tau)}{\alpha(J + \mu(1 - \mu) \sin^2 \tau)^2}.$$  (4.3)

Fig. 11: Level lines of $F_0$ and the projection of trajectories with fixed parameters $\delta = 0.3$, $\mu = 0.3$, $J = 0.25$ and different $\alpha$:

- $\alpha < 0$, the level lines of $F_0$ are hyperbolas, along the system trajectories the function $F_0$ increases strictly for $Z_1 > 0$, and decreases strictly for $Z_1 < 0$ (see Fig. 11a);
- $0 < \alpha < \frac{J}{\delta}$, the level lines of $F_0$ are ellipses, along the trajectories the function $F_0$ decreases strictly for $Z_1 > 0$ and increases strictly for $Z_1 < 0$, see Fig. 11b);
- $\frac{J}{\delta} < \alpha < \frac{J + \mu(1 - \mu)}{\delta}$, the sign of the derivative of $F_0$ is not defined;
- $\frac{J + \mu(1 - \mu)}{\delta} < \alpha$, the level lines of $F_0$ are ellipses, along the trajectories the function $F_0$ increases strictly for $Z_1 > 0$ and decreases strictly for $Z_1 < 0$, see Fig. 11c).
Assume that $\alpha < 0$ or $\frac{J + \mu(1 - \mu)}{\delta} < \alpha$. Then inside the strip $|Z_2| < Z_2^*$ the flow of the system (3.2) is directed to the right (towards increase of $Z_1$) at almost all instants of time. Consider on the plane $(Z_1, Z_2)$ a set given by the relations (see Fig. 12):

$$U_c = \left\{(Z_1, Z_2) \mid Z_1 > c_1, |Z_2| < Z_2^* + c_2, F_0 > c_1^2 + \frac{(Z_2^*)^2}{\alpha \delta}\right\}, \text{ for } \alpha > 0,$$

$$U_c = \left\{(Z_1, Z_2) \mid Z_1 > c_1, |Z_2| < Z_2^* + c_2, F_0 > c_1^2 - \frac{(Z_2^*)^2}{\alpha \delta}\right\}, \text{ for } \alpha < 0.$$

According to (4.1) and (4.3), the trajectories starting at $\tau = \tau_0$ in $U_c$ remain in this region for all $\tau > \tau_0$.

Hence, we conclude:

acceleration in the system (3.2) is possible if its parameters satisfy one of the following conditions:

$$\alpha < 0, \text{ or } \frac{J + \mu(1 - \mu)}{\delta} < \alpha. \quad (4.4)$$

In this case, the linear velocity of the platform increases indefinitely, and the angular velocity remains bounded.

As computer experiments show, relation (4.4) defines sufficient conditions for acceleration in the system (3.2). However, a rigorous proof of this fact requires more detailed estimates and remains an open problem.

Remark 4. To prove that the trajectories outside the strip $|Z_2| < Z_2^*$ are bounded for $Z_1 < 0$, we need to use a function of the form

$$F_{\pm} = Z_1^2 + \frac{1}{J + \mu(1 - \mu)} \left(Z_2 \pm k \mu \left|\frac{\alpha |\delta + J + \mu(1 - \mu)}{\delta}\right|\right)^2, \quad k > 1.$$

3. If we set $0 < \alpha < \frac{J}{\delta}$, then, according to (4.3) (see Fig. 11), the trajectories inside the strip $|Z_2| < Z_2^*$ are directed to the left (that is, towards decrease...
of $Z_1$). When $\frac{4}{9} < \alpha < \frac{J + \mu(1 - \mu)}{3\delta}$, there is no definite direction of motion inside the strip. It is in these cases that the above-mentioned regimes 2 and 3 arise. We illustrate this by numerical analysis of the system.

To carry out numerical analysis of the qualitative behavior of the system for $0 < \alpha < \frac{J + \mu(1 - \mu)}{5\delta}$, we specify two parameters

$$\delta = 0.3, \quad J = 0.25.$$ 

On the parameter plane $(\mu, \alpha)$, we plot a chart of the largest Lyapunov exponent $\lambda_1$ for one trajectory of the system (3.2) (see Fig. 13). We note that the region with physical parameter values $\delta = 0.3, \quad J = 0.25$ lies on the left of the curve $(1 - \mu)(J - \delta^2) - \mu(\alpha - \delta)^2 = 0$.

![Fig. 13: Chart of the largest Lyapunov exponent $\lambda_1$ for the point with initial conditions $Z_1 = 5, Z_2 = 0, \tau = 0$ and iterations of a point map.](image)

As is well known, the largest Lyapunov exponent $\lambda_1$ characterizes the degree of exponential divergence of close trajectories. If the trajectories are bounded, then the case $\lambda_1 > 0$ corresponds to chaotic motion, and the case $\lambda_1 \leq 0$ corresponds to regular motion. Figures 13a–13d presents the results of iteration of a point map after each period $\tau = 2\pi$ on the plane $(Z_1, Z_2)$ for different points in Fig. 13.

As is seen, for $\alpha < \frac{J}{\delta}$ there are both chaotic and regular regimes of motion. For example, in Fig. 13a one can see, in addition to chaotic trajectories, invariant curves corresponding to quasi-periodic motion. The projection of two trajectories of the system (3.2) onto the plane $(Z_1, Z_2)$ and the motion of the point of contact in this case are shown in Fig. 14.

Figure 13b presents the results of iteration of a chaotic trajectory on a strange attractor for which the Lyapunov exponents have the form

$$\lambda_1 \approx 0.11, \quad \lambda_2 \approx 0, \quad \lambda_3 \approx -0.26.$$
Fig. 14: Trajectories of the system (3.2) and motion of the point of contact for parameters corresponding to Fig. 13a ($\alpha = 0.5$, $\delta = 0.3$, $\mu = 0.25$, $J = 0.25$). One of the trajectories ($\tau = 0$, $Z_1 = 0$, $Z_2 = 0.4$) corresponds to the chaotic motion regime, and the other trajectory ($\tau = 0$, $Z_1 = 0$, $Z_2 = 0.2$) corresponds to quasi-periodic motion. For both trajectories we have chosen $Z_1 = 0$, $\tau = 0$, $\varphi = 0$, $X = 0$, $Y = 0$.

A typical trajectory of the point of contact of the sleigh on a strange attractor is presented in Fig. 15. As shown in [52], chaotic dynamics on the attractor of a reduced system leads in this case to isotropic random motion of the sleigh of diffusion type in the fixed reference system (with loss of the memory of the initial orientation for large time scales). A qualitative estimate of this can be given by a graphic representation of an ensemble of segments of the same trajectory of the sleigh where these segments are displaced on the plane so that the initial points coincide. In terms of quantitative statistics, the distribution of distances from the beginning to the end of each segment of the trajectory, which is achieved at a fixed number of periods of oscillations of the internal mass $N$ (number of iterations of the Poincaré map), must asymptotically tend to the Rayleigh distribution, and the azimuth angles must tend to uniform distribution in an interval from 0 to $2\pi$ [53, 54, 55]. In [52], this is illustrated by cumulative distributions for distances and angles which for $N > 10^2$ are in good agreement with theoretical distributions for isotropic random walks. Using the well-known relation from the theory of two-dimensional random walks, one can estimate the coefficient of diffusion as a ratio of the half-sum of dispersions for displacements of the sleigh along the axes of the coordinates $Ox$ and $Oy$ to the value of the time interval.

As is seen from Fig. 13, in the region $\lambda_1 > 0$ there are areas for which $\lambda_1 < 0$. An iteration of the map for such an area is shown in Fig. 13c, in this case this map has asymptotically stable and unstable high-period fixed points.

After the curve $\lambda_1 = 0$ is crossed in the region $\frac{4}{9} < \alpha < \frac{J+\mu(1-\mu)}{4}$, stable and unstable degenerate fixed points arise on the map (see Fig. 13d). All trajectories (except for fixed points) asymptotically tend to a stable point. A typical motion of the point of contact in this case is presented in Fig. 16. Further,\footnote{In Fig. 13d these points are shown in red and blue, respectively.}
Fig. 15: Trajectories of the system (3.2) and of the point of contact for parameters corresponding to Fig. 13b ($\alpha = 0.5$, $\delta = 0.3$, $\mu = 0.64$, $J = 0.25$). The trajectories are plotted for the initial conditions $\tau = 0$, $Z_1 = 0$, $Z_2 = 0.3$, $\varphi = 0$, $X = 0$, $Y = 0$ and correspond to a strange attractor.

Fig. 16: Motion of the point of contact at parameter values corresponding to Fig. 13d ($\alpha = 0.95$, $\delta = 0.3$, $\mu = 0.1$, $J = 0.25$). The trajectory is plotted for the initial conditions $\tau = 0$, $Z_1 = 0$, $Z_2 = 1$, $\varphi = 0$, $X = 0$, $Y = 0$ and corresponds to a trajectory asymptotically tending to the limit cycle on the map.

as $\alpha$ increases, degenerate fixed points move away from the origin (go to infinity) and, as a result, when $\alpha > \frac{J + \mu(1 - \mu)}{\delta}$, acceleration is observed.

The authors express their gratitude to V. V. Kozlov, S. P. Kuznetsov and D. V. Treschev for fruitful discussions and useful comments.
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