Review Learning: Alleviating Catastrophic Forgetting with Generative Replay without Generator
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Abstract—When a deep learning model is sequentially trained on different datasets, it forgets the knowledge acquired from previous data, a phenomenon known as catastrophic forgetting. It deteriorates performance of the deep learning model on diverse datasets, which is critical in privacy-preserving deep learning (PPDL) applications based on transfer learning (TL). To overcome this, we propose “review learning” (RL), a generative-replay-based continual learning technique that does not require a separate generator. Data samples are generated from the memory stored within the synaptic weights of the deep learning model which are used to review knowledge acquired from previous datasets. The performance of RL was validated through PPDL experiments. Simulations and real-world medical multi-institutional experiments were conducted using three types of binary classification electronic health record data. In the real-world experiments, the global area under the receiver operating curve was 0.710 for RL and 0.655 for TL. Thus, RL was highly effective in retaining previously learned knowledge.

Index Terms—Continual learning, generative replay, feature visualization, knowledge distillation, privacy-preserving deep learning, electronic health record.

I. INTRODUCTION

Deep learning [1] has been achieving outstanding performance in various domains under the conditions of abundant, high-quality data [2-5]. However, such data are often not available owing to their natural scarcity [6] or data privacy issues [7, 8]. In medical machine learning applications [9, 10] and privacy-preserving deep learning (PPDL) [11, 12], transfer learning (TL) [13, 14] is used when data are insufficient, which leverages acute knowledge learned from high-quality data. Despite its popular use [15-20], TL has a major drawback: the catastrophic forgetting problem [21, 22]. Unlike the biological brain [23-26], the deep learning model forgets knowledge derived from previous data when the model is sequentially trained on different types of data. Catastrophic forgetting is a major challenge, particularly in PPDL applications, in which the objective is to train a model to acquire knowledge from distributed privacy-sensitive data without sharing them [17].

To address this issue, there have been studies on continual learning for deep learning [27, 28]. The deep learning model may be continually trained by presenting previous and current data simultaneously, by storing previous data into a memory component and replaying them during training. Although this direct replay method exhibits promising performance [29], saving previous data for future training is not scalable when training data are accumulated [27, 30], and saving data in PPDL applications is often restricted owing to data privacy issues. As an alternative, a generative model is built to allow the main deep learning model to access a simile of the previously trained data, as the main model is transferred to another dataset [31]. This continual learning method, known as generative replay, has an improved continual learning performance compared to the standard TL [32, 33].

Generative replay is an effective continual learning method that prevents catastrophic forgetting but demands additional
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A generative model must be additionally trained for the continual learning of the main deep learning model, which increases computational workload [34, 35]. Furthermore, the generative model must be carried along with the main deep learning model across model transfers, resulting in additional communication burden. Fewer operations and smaller model parameters are beneficial in terms of time, memory, and communication cost. Therefore, such improvements may highly benefit PPDL TL applications.

In this study, we propose “review learning” (RL), a continual learning algorithm based on generative replay that does not require the training of a separate generator. Data samples that represent previously learned information are generated from the synaptic memory of the deep learning model and are used to review knowledge from previous datasets. The continual learning performance of RL was validated via PPDL TL experiments. Its performance was initially verified through simulation PPDL experiments using two types of electronic health record (EHR) data. Next, the performance was further validated through real-world medical multi-institutional PPDL experiments using EHR data stored at Seoul National University Hospital (SNUH), Korea University Medical Center (KUMC), and Ajou Medical Center (AJOUMC). The simulation and the real-world experiments demonstrated that RL allowed the deep learning model to maintain prediction performance on previously trained datasets. The RL algorithm makes a novel contribution to the continual learning literature by demonstrating that continual learning with generative replay could be performed without a generator, by extracting and reviewing learned knowledge from the synaptic weights of the model.

II. MATERIALS AND METHODS

A. Privacy Preserving Deep Learning Research Pipeline

Catastrophic forgetting and continual learning were evaluated via PPDL TL experiments. The datasets from multiple institutions could not be aggregated owing to data privacy, and the deep learning research pipeline needed modification (Fig. 1). The research process was divided into three stages: data preparation, model training, and model evaluation. During the data preparation stage, the data stored in each institution were preprocessed by sharing the privacy-insensitive statistics of the data. After the data were processed for training, the models were trained using training algorithms, including RL and TL. The trained models were evaluated by copying the models to each institution, where the models predicted test data. The evaluation metrics were measured in global and local scores, which demonstrated the prediction performance on data from all and each institution, respectively. The global score was measured by aggregating privacy-insensitive prediction results for the test data.
Summary of cardiovascular disease (CVD) prediction data using EHRs across real medical institutions. Abbreviations: Seoul National University Hospital (SNUH), Korea University Medical Center (KUMC), and Ajou Medical Center (AJOUMC).

| Institution name | Control | Case | N     | Case ratio |
|------------------|---------|------|-------|------------|
| SNUH             | 38,585  | 3,381| 41,966| 8.06%      |
| KUMC             | 33,878  | 3,192| 37,070| 8.61%      |
| AJOUMC           | 25,067  | 2,375| 27,442| 8.65%      |

B. Simulation Experimental Data

Two types of EHR data were used in the simulation experiment. The first type was a 30-day mortality prediction of sepsis-3 patients [36] from the Medical Information Mart for Intensive Care III database (MIMIC-III) [37]. MIMIC-III is a publicly accessible EHR database from Beth Israel Deaconess Medical Center in Boston, Massachusetts, USA. This database consists of 58,976 admissions and 46,520 unique patients admitted to the intensive care unit between 2001 and 2012. Supplementary data provided by Nianzong et al. [36] were refined for analysis. Rows with invalid age values were removed and feature columns were selected. There were 10 binary columns and 67 continuous columns in total. The refined data can be found from [38].

The second type of EHR data was a cardiovascular disease (CVD) prediction for diabetes patients from SNUH. The study population was extracted from a common data model [39] of SNUH. The task definition was to predict CVD occurrence one year after the patients were diagnosed with diabetes. The initial study population consisted of 52,718 patients who had been diagnosed with type 2 diabetes [40] between 2004 to 2020. However, the patients who were diagnosed with CVD within one year or before diabetes diagnosis were removed since CVD could have been caused by other factors. The patients without any features other than age and sex were also removed. In addition, the patients with CVD were defined as the outcome group, and the rest as the control group. The resulting study population consisted of 40,507 patients, with 3,478 and 37,029 patients in the outcome and control groups, respectively. There were two demographic variables (age, sex), 10 condition variables, 25 measurement variables, and 5 medication variables. The categorical variables were converted into binary columns of each category. There were 167 binary columns and 28 continuous columns in total. In the case of multiple records in continuous columns for the same patient, the last record was used as the representative value. This study was approved by the Institutional Review Board (IRB) of SNUH (No. 2210-042-1366).

C. Heterogeneous Institutional Division for Simulation Experiment

To conduct the simulation PPDL experiment, the data must be allocated to hypothetical institutions. Hypothetical institutions with feature heterogeneity were generated to simulate the catastrophic forgetting problem. First, the data were divided into control and outcome groups. Second, the Gaussians were generated using a Gaussian mixture model [41] on the continuous columns of each group resulting in total of Gaussians, where is the number of institutions. Third, the patients from the control and outcome groups were randomly assigned to each institution according to the density of each Gaussian. Fourth, combinations of institutional settings were generated by pairing the number of control and outcome groups. For each setting, local logistic regression models were generated using data from each institution. Fifth, the angles of every pair among the weight vectors of each logistic regression model were measured; the mean angle of the logistic regression model weights demonstrated the data heterogeneity in the current institutional setting. Note that the weight vector was equivalent to the normal vector of the hyperplanes created by the logistic regression model. Finally, the institutional setting with the maximum mean angle between the hyperplanes was selected among the possible settings to maximize feature heterogeneity. Three numbers of hypothetical institutional settings were tested: three, four, and five. The hypothetical institutions were named "local 1," "local 2," ..., and "local n" in descending order of data size. The baseline characteristics in each institutional setting from each simulation data are presented in the Supplementary Materials (Supplementary Fig. 1–6, Supplementary Table 1).

D. Real-World Multi-Institutional Experimental Data

The real-world multi-institutional experiment was performed using the CVD prediction of diabetic patients data from SNUH, KUMC, and AJOUMC. The task definition was identical to that in the simulation experiment, but the variables of the data were modified into common variables across three medical institutions. Patients diagnosed with type 2 diabetes [40] between 2004 to 2020 were included in the data from each institution. The numbers of patients in the outcome and control groups are listed in TABLE I. There were two demographic variables (age, sex), 10 condition variables, 25 measurement variables, and 19 medication variables which were 30 binary variables (age, sex), 10 condition variables, 25 measurement variables, and 5 medication variables. The categorical variables were converted into binary columns of each category. There were 167 binary columns and 28 continuous columns in total. The baseline characteristics of multi-institutional EHR data are presented in the Supplementary Materials (Supplementary Fig. 7). This study was approved by the IRB of SNUH (2210-042-1366), KUMC (2021AN0236), and AJOUMC (AJIRB-MED-MDB-21-193).

E. Review Learning

RL is a new continual learning algorithm based on generative replay. The algorithm is named after its reviewing process that retains previously learned knowledge by generating samples from the synaptic weights of the model. The RL algorithm is presented here.

RL Algorithm

Input
RL is composed of two steps: knowledge extraction and knowledge distillation. In the knowledge extraction step, data samples are extracted from the synaptic weights of the model by applying feature visualization [42] to the main classifier model. Data samples are optimized until the logit value of each class equals $\hat{y}_c^{D'}$, which is the logit value of the previous dataset, to generate data samples that are similarly interpreted by the model to the previously trained data. The new logits $\hat{y}_c^{D}$ are measured after the training on a dataset is complete and before proceeding to the next dataset for further transfers. The number of samples generated is a hyperparameter and does not have to equal the number of samples of the previous dataset because the loss function is weighted-averaged to balance the relative effectiveness of the generated data. The generated data are fed into the main classifier model to calculate the logit value $\hat{y}_c^{*}$ of each class, which will be used for knowledge distillation [32, 43] in the knowledge distillation step. The knowledge extraction step may be performed once or repeated every epoch. When knowledge extraction is performed more than once, the initial model needs to be copied for multiple knowledge extraction steps.

After the data are generated from the synaptic memory of the model, the model is trained by jointly optimizing the generated data with the current dataset to retain previous knowledge; this constitutes the knowledge distillation step. The loss function in the knowledge distillation step is expressed by (1)–(3). The knowledge distillation [32, 43] loss function, $L_{\text{review}}$, is computed using the generated data. The $L_{\text{review}}$ uses soft targets for each class, $\hat{y}_c^{*}$, and the current model’s logits for generated data, $\hat{y}_c^{D}$. $T$ denotes the temperature of the softmax function [32], which is a hyperparameter. The original loss function, $L_{\text{real}}$, for the current task is measured using the current dataset. The generated samples and the current dataset are jointly optimized with loss weights, $\lambda_{\text{review}}$, which represents the relative number of samples. $N_{\text{review}}$ refers to the total number of samples on which the model was previously trained, and $N_{\text{real}}$ refers to the number of samples in the current dataset.

$$L_{\text{review}} = -T^2 \sum_{c=1}^{N_{\text{classes}}} \hat{y}_c^{D} \log \hat{y}_c^{\ast} \tag{1}$$

$$\lambda_{\text{review}} = \frac{N_{\text{real}}}{N_{\text{real}} + N_{\text{review}}} \tag{2}$$

$$L = (1 - \lambda_{\text{review}})L_{\text{real}} + \lambda_{\text{review}}L_{\text{review}} \tag{3}$$

F. Experimental Setup

1) Simulation Experiment

RL, TL, and LL were tested in the simulation experiment. CDS is an upper baseline in performance that could only be tested in a simulation setting, because it trains a model using aggregated dataset and is not privacy-preserving. LL is a lower baseline in performance and refers to training a single model within a local institution. After the hypothetical institutions were generated, data from each institution were divided into training, validation, and test sets with ratios of 0.7, 0.15, and 0.15, respectively. For RL, TL, and LL, the training and validation were performed within each hypothetical institution. For CDS, the local training and validation sets were aggregated to generate merged training and validation sets. A fully connected neural network model with one hidden layer of 32 neurons and a single sigmoid output layer was used. A rectified linear unit (ReLU) followed by a dropout layer with a dropout probability of 50% were applied to the hidden layers. The model parameters were optimized using the Adam [44] optimizer with a learning rate of $1e^{-3}$. The batch size was set to 64 for MIMIC-III data and 256 for CVD prediction data. Binary cross-entropy was used as the loss function, and class weights were applied inverse proportionally to the number of samples for each class to prevent bias in prediction. The number of epochs was 100. Note that in RL, TL, and LL, the model was trained for 100 epochs within each local institution, whereas in CDS, the single server model was trained for 100 epochs. Early stopping was applied by evaluating the area under the receiver operating curve (AUROC) score on the validation set. Validation was performed every 10 updates for MIMIC-III data and 20 steps for CVD prediction data, and the patience was set to 20. Each training algorithm was experimented five times with different model parameter initializations.

The learning rate for the feature visualization in the RL knowledge extraction step was $1e^{-2}$, and 512 samples were generated. The Adam optimizer was used in data generation, and Gaussian noise was used as the initial data sample. A sigmoid function was applied to the binary variables as regularization so that the binary variables of the resulting data sample had values between 0 and 1. The temperature $T$ from RL knowledge distillation was set to 5.

2) Real-World Multi-Institutional Experiment

RL, TL, and LL were tested in the real-world multi-institutional experiment. The CDS method was not implemented because privacy-sensitive data could not be aggregated in the real-world experiment. The experiment was conducted by manually visiting each medical institution for the preprocessing, training, and evaluation steps, because the installation of an automated software was restricted owing to their security policies. Privacy-insensitive parameters were
TABLE I
Minimum and maximum global scores of PPDL models in the AUROC. RL, TL, and LL stand for review learning, transfer learning, and local learning, respectively. The suffixes "asc" and "desc" in RL and TL indicate the ascending and descending order, respectively, of institutional visits according to the data size. CVD stands for cardiovascular disease.

| Simulation setting          | Minimum AUROC | Maximum AUROC |
|-----------------------------|---------------|---------------|
|                             | RL_asc TL_asc RL_desc TL_desc LL | RL_asc TL_asc RL_desc TL_desc LL |
| MIMIC-III, three institutions | 0.650 0.612 0.626 0.587 0.578 | 0.816 0.829 0.792 0.763 0.746 |
| MIMIC-III, four institutions | 0.541 0.528 0.675 0.591 0.531 | 0.773 0.753 0.797 0.783 0.730 |
| MIMIC-III, five institutions | 0.656 0.578 0.675 0.543 0.536 | 0.801 0.794 0.761 0.757 0.736 |
| CVD, three institutions     | 0.706 0.640 0.713 0.625 0.540 | 0.863 0.855 0.849 0.849 0.840 |
| CVD, four institutions      | 0.717 0.648 0.578 0.578 0.563 | 0.846 0.846 0.837 0.848 0.841 |
| CVD, five institutions      | 0.711 0.667 0.570 0.570 0.575 | 0.842 0.833 0.827 0.819 0.828 |

| Setting                      | Preprocessing in Privacy Preserving Deep Learning Setting |
|------------------------------|----------------------------------------------------------|
|                              | Patients from each EHR dataset contained binary, categorical, and continuous variables, and a single feature vector was generated for each patient. Binary variables had a value of 1 if there was a record, and 0 otherwise. Categorical variables were converted into multiple binary columns and encoded in the same way. Continuous variables were standardized using the statistics from the training set. LL models used local statistics to standardize the continuous variables as it assumes no collaboration between institutions, but RL, TL, and CDS used global statistics of training sets from all institutions. Because data could not be aggregated to compute the global statistics, they were derived based on the local statistics using (4)–(6).

\[
N = \sum_i N_i \\
\mu = \frac{\sum_i N_i \mu_i}{\sum_i N_i} \\
\sigma = \frac{\sum_i N_i (\mu_i^2 + \sigma_i^2) - \mu^2}{N} \\
\sigma = \frac{\sum_i N_i \left(\mu_i^2 + \left(\frac{1}{N} \sum_j x_{i,j}^2 - \mu_i^2\right)\right)}{N} - \mu^2 \\
\sigma = \frac{\sum_i N_i \mu_i^2}{N} - \mu^2 \\
= E(X^2) - E(X)^2
\]

where \(k\) is the number of institutions, \(i\) the institution number, \(x_{i,j}\) the \(j\)th data from institution \(i\), \(\mu\) the mean value, \(\sigma\) the standard deviation, and \(N\) the number of samples. Note that \(\mu\), \(\sigma\), and \(N\) refer to the global statistics, whereas \(\mu_i\), \(\sigma_i\), and \(N_i\) refer to the local statistics from institution \(i\).

H. Evaluation

Two types of metrics were measured. First, the AUROC was computed from the target labels \(y\) and model prediction probabilities \(\hat{y}\). Subsequently, the binary model predictions were computed by arbitrarily thresholding the model prediction probabilities at the point where specificity was larger than 0.75. Matthews correlation coefficient (MCC) [45] was measured using the binary model predictions and the target labels. MCC was calculated using (7).

\[
MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}
\]

where TP, TN, FP, and FN stand for true positive, true negative, false positive, and false negative, respectively. Each metric was measured using data from all institutions and data within each institution, which we refer to as global and local score.

Because test data could not be shared outside each institution, the model evaluation was performed in a privacy-preserving manner. As described in Fig. 1(c), a model to be tested was distributed to each institution, and the model made predictions for the test set. Since the target labels \(y\) and the predicted probability values \(\hat{y}\) did not contain information that could identify each patient, they were not privacy sensitive. Thus, \(y\) and \(\hat{y}\) for test data were shared to compute the global scores. The local scores were measured using local \(y\) and \(\hat{y}\).
III. RESULTS

A. Inspecting the Review Process in Simulated Multi-Institutional Setting

The simulation study was first performed during the development of RL. Hypothetical institutions with heterogeneous linear features were generated to simulate the catastrophic forgetting problem under the PPDL setting. An example of heterogeneous data distribution among institutions is presented in Supplementary Fig. 8. RL generated samples from the memory embedded in the synaptic weights of the model and attempted to remember the previously learned knowledge using these samples. To ensure that relevant knowledge was extracted from the model, the generated samples were compared with the original data distribution. An
example of data distribution of real and generated data is presented in Supplementary Fig. 9. The real and generated data were placed in similar directions for each of the control and outcome groups, indicating that relevant knowledge could be extracted through the knowledge extraction process of RL.

**B. Review Learning Performance in Simulated Multi-Institutional Experiment**

RL performance was evaluated through the simulation study of hypothetical institutions before the real-world multi-institutional study. Global and local performance scores were measured to identify the prediction performance of the model on diverse datasets. The RL, TL, CDS, and LL models were evaluated on two types of binary classification data and three numbers of hypothetical institutions, resulting in six simulation settings. The RL and TL models were trained by visiting the institutions in ascending and descending order of data size, referred to as RL_asc, RL_desc, TL_asc, and TL_desc, respectively.

---

**Fig. 3. Local performance scores of simulation experiment for RL and TL. The mean value of Matthews correlation coefficient (MCC) was measured. The three-institutional setting was used to plot the figure. The ascending-size model visits local institutions from local 3 to local 1, and the descending-size model visits local institutions from local 1 to local 3. The performance scores on test data from unvisited institutions are shadowed.**
First, the global scores measured in the AUROC are presented in TABLE II and Fig. 2. The TL models suffered from the catastrophic forgetting problem because the global score did not increase steadily but fluctuated significantly as the models were transferred across institutions. However, the RL models suffered less from the catastrophic forgetting problem because the global score fluctuated less as the models were transferred. RL prevented the global score from decreasing substantially when the models visited institutions with heterogeneous features, e.g. models from local 2 and local 4 in RL_desc and RL_asc, five-institutional setting from the MIMIC-III task (Fig. 2). This can be identified from the minimum global AUROC scores of each simulation experiment, where the minimum scores of RL models were much higher than those of TL models (TABLE II). RL models mostly outperformed TL models in the simulation experiment, but the improvement in the maximum global score across institutions was minimal (TABLE II). Therefore, the continual...
learning effect of RL prevented the models from forgetting previous knowledge but did not improve the maximum global AUROC score substantially. The global scores of CDS model were the highest in the six settings, which should be expected because the CDS model was trained on aggregated data. LL models were always inferior to RL and TL models except for the five-institutional setting from diabetes dataset, where the performance of LL model was similar to those of RL and TL models. Note that the initial models from RL and TL were identical. Also note that the initial models from RL and TL were different from their corresponding LL models because PPDL models used global statistics in preprocessing whereas LL models used local statistics because no collaboration is assumed between institutions.

The local scores measured in MCC are presented in Fig. 3; for conciseness, only the three-institutional setting is presented. The catastrophic forgetting problem from TL is evident from the local scores since the performance of TL models on test data from previous institutions drops drastically, as shown in the off-diagonal entries in Fig. 3. TL models demonstrated high local scores on recently trained data, which are the diagonal entries in Fig. 3. In contrast, RL models had consistently higher local scores on test data from previous institutions than those of TL models, even when their global scores were similar (e.g., local 1 model from RL_asc from both simulation data). Hence, the knowledge for global and local classification were not identical, and RL models retained the knowledge for local classification whereas TL models lost them. Similar local score patterns were identified in other institutional settings as well, and all scores measured from the simulation experiments are described in Supplementary Fig. 10-11.

C. Review Learning Outperforms Transfer Learning in Real Multi-Institutional Experiment

After the potential of RL was revealed through a simulation study, the RL performance was further verified in a real-world PPDL experiment using data from SNUH, KUMC, and AJOUMC. The data size was in decreasing order from SNUH, KUMC, and AJOUMC (TABLE I). The RL, TL, and LL models were evaluated. The CDS model could not be trained because data could not be aggregated in the real-world experiment.

RL had better performance compared to TL models again in the real-world experiment. The feature distribution of the three medical institutions was heterogeneous, which provoked the catastrophic forgetting problem in the TL models. The forgetting problem can be identified from the fluctuating global score of TL models (Fig. 4(a)) and the low off-diagonal values of TL local scores (Fig. 4(b)). However, all models from RL_asc and RL_desc had a higher global score than their corresponding TL models. The most significant performance improvement was identified from the final model in AJOUMC between RL_desc and TL_desc, where the RL and TL models scored global AUROCs of 0.710±0.002 and 0.655±0.003, respectively. A local score improvement was apparent in RL_desc, where the performance of the model from the last institution (AJOUMC) on the test set from the first institution (SNUH) had a local MCC score (0.263±0.013) significantly higher than that of the TL_desc model (0.094±0.014). The off-diagonal entries of RL_desc local scores had higher scores than the TL models (Fig. 4(b)). The RL_asc models had a slightly higher global AUROC than the TL_asc models, but the local scores did not improve drastically. The experimental results are thoroughly described in Supplementary Fig. 12.

IV. DISCUSSION AND CONCLUSION

Catastrophic forgetting prevents the deep learning model from acquiring knowledge sequentially, which restricts the model from learning diverse features across various data. PPDL is one major field of TL application, and catastrophic forgetting damages the model to mispredict test data from previously trained sources. Catastrophic forgetting in PPDL is a major obstacle since the purpose of PPDL is to train a model to learn knowledge from diverse privacy-sensitive data without sharing them. The knowledge within data from diverse sources is likely to be heterogeneous [2, 46], and continual learning needs to be applied to TL to improve performance.

RL, a new continual learning technique based on generative replay, was validated in this study through simulation and real-world PPDL experiments. According to the results, RL outperformed TL in both global and local scores on the test sets from previous institutions, which demonstrates the continual learning effect of RL. Unlike previous works on brain-inspired generative replay, RL did not require a separate generator, which removed the burden of training a generator and the cost of transferring it.

The key to RL is its review process, and the details of reviewing must be thoroughly analyzed so that the model could correctly review previously learned knowledge. One critical aspect of reviewing is the hyperparameters and regularizations. The two steps of the review process, feature visualization [42] and knowledge distillation [43], may vary across data with different modalities, such as image or signals. In the case of generative replay using a generator, the generator learns the relevant data distribution, which includes regularization. However, the data samples extracted from the synaptic memory of the model through feature visualization may be over-optimized because the proper regularizations related to the data are not embedded in the synaptic weights of the main classifier model. Thus, regularizations suitable for certain data modalities, such as random jitter or frequency regularizations, need to be applied to prevent extracting over-optimized samples from the synaptic memory of the model. In PPDL application, this inspection of review process must be completed before transferring to another institution because the generated samples cannot be compared with real data samples, as data from the previous institutions cannot be accessed to preserve privacy.

When generating samples from the synaptic memory of the model, the samples do not have to be realistic as long as the relevant features can be identified. Unlike the objective of generative models, which is to create realistic data, the samples are generated in RL to use them in reviewing knowledge from
previous data. Therefore, rather unrealistic generated samples may be sufficient to retain the knowledge of the model. For instance, the binary columns of generated samples in our study contained continuous values between 0 and 1. Although the binary columns of real data only included the values of 0 or 1, the unrealistic generated samples were sufficient to retain the previous knowledge because the deep learning model interpreted all inputs as continuous variables.

RL could be further investigated from several aspects. First, the continual learning performance of RL needs to be compared with other continual learning methods. This study aimed at introducing a new continual learning algorithm and its validation through real-world medical multi-institutional PPDL experiments. The relative performance of RL compared to previous continual learning studies, such as elastic weight consolidation [47], synaptic intelligence [48], and generative replay using a generator [32], remains unknown and needs to be investigated. Another aspect for further research is the usage of different data modalities. RL was validated using EHR data, and the RL performance needs to be tested using data of different modalities. Finally, the performance score of real multi-institutional experimental data needs improvement. Although the real experimental results were sufficient to demonstrate the continual learning performance, the best global score from RL had an AUROC of 0.710±0.002 and an MCC of 0.182±0.002, which was not significantly large. A higher evaluation score from real experiment could strongly confirm the performance of RL applied in real PPDL settings. With these potential improvements, RL could be a simple but powerful continual learning algorithm that does not require a separate generator.
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