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Abstract—This paper studies inference acceleration using distributed convolutional neural networks (CNNs) in collaborative edge computing. To ensure inference accuracy in inference task partitioning, we consider the receptive-field when performing segment-based partitioning. To maximize the parallelization between the communication and computing processes, thereby minimizing the total inference time of an inference task, we design a novel task collaboration scheme in which the overlapping zone of the sub-tasks on secondary edge servers (ESs) is executed on the host ES, named as HALP. We further extend HALP to the scenario of multiple tasks. Experimental results show that HALP can accelerate CNN inference in VGG-16 by 1.7-2.0x for a single task and 1.7-1.8x for 4 tasks per batch on GTX 1080TI and JETSON AGX Xavier, which outperforms the state-of-the-art work MoDNN. Moreover, we evaluate the service reliability under time-variant channel, which shows that HALP is an effective solution to ensure high service reliability with strict service deadline.
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I. INTRODUCTION

Recently deeper convolutional neural networks (CNNs) based intelligent IoT applications are becoming more and more popular in the emerging applications, such as video surveillance and industrial intelligent control. However, IoT devices are often not able to run computation-intensive tasks locally and meet stringent latency requirements [1]. To address this issue, various light-weight CNN architectures are designed to reduce multiply-accumulate operations; however, these methods inevitably cause loss of inference accuracy [2].

To meet the service latency requirements of time-critical IoT applications, a promising approach is edge computing, which enables IoT devices to offload computation-intensive tasks to edge server (ES) in their proximity [3], [4]. However, the fluctuations in offloading time caused by the stochastic offloading channel state, may result in missing service deadline [5], [6]. Accelerating CNN inference is a feasible approach to address the uncertainties in offloading time, thereby ensuring high service reliability for time-critical IoT applications.

In our proposed collaborative edge computing for distributed CNN inference, the IoT device offloads an inference task to the host ES, which further partitions the task and distributes each sub-task to individual secondary ES. The inference task is partitioned based on the fundamental processing characteristics of CNN. As we know, for a convolutional layer (CL), the input is a tensor with the shape (height, width, channel). For instance, the input of the first CL is the original image with 3 channels (R, G, B). The convolution operation of a CL is basically a dot product between the kernel-sized patch of the input and the kernel, which is then summed to generate one entry of the output tensor. Each kernel will apply this operation across the spatial dimensions (width and height) of the input tensor to generate a 2-dimensional feature map of the output tensor. Theoretically speaking, the computation of a CL can be partitioned and processed by different computation units collaboratively without the loss of inference accuracy. However, how to efficiently partition, distribute and schedule an inference task within a cluster of ESs is a challenging problem that has not been adequately addressed.

To partition an inference task, segment-based spatial partitioning are proposed to partition the output tensor along the largest dimension into 1-dimensional segmentation [7], [8]. However, the above methods ignored the effect of stride and padding for each convolutional layer (CL), which may potentially cause loss of accuracy. To address this issue, we consider the receptive-field [9] when using segment-based partitioning to partition an inference task, which will not compromise any inference accuracy.

To allow multiple ESs to process sub-tasks simultaneously, layer-wise parallelization was used in the previous works [1], [8]. However, in these works, the host ES needs to receive and merge the sub-outputs from all the secondary ESs for every CL, then again partitions the output tensor into multiple sub-tasks and transmits them to each secondary ES as the new sub-input. This will result in substantial communication time [3]. To minimize the communication time, we propose a novel host ES assisted layer-wise parallelization (HALP) method, in which the overlapped part of two sub-tasks (referred to as overlapping zone in this paper) is executed at the host ES. In this way, each secondary ES only needs to receive the needed information to process the next CL from the host ES which is very small, for example, only 4 rows are need in order to proceed with the 2nd CL of VGG-16. The salient benefit of this is that the communication time is so small that it can be done, while the ESs are in the process of computing. In other words, such communication processes do not take up time (or take up very little) of the overall inference time.

This paper studies inference acceleration of distributed CNNs leveraging seamless collaboration in edge computing to minimize the gaps between communication and computation. Our contributions are summarized as follows.
We design a novel task collaboration scheme, HALP, to maximize the parallelization between communication and computing processes, thereby minimizing the total inference time of an inference task. We further extend HALP to the scenario of multiple inference tasks.

To measure the performance of HALP, we conduct experiments on the high-end GPU GTX 1080TI and the embedded GPU JETSON AGX Xavier. The experimental results show that HALP can accelerate CNN inference of VGG-16 by 1.75-2.04x for a single task and 1.67-1.81x for 4 tasks per batch, which outperforms the state-of-the-art layer-wise parallelization MoDNN [1].

We evaluate the service reliability under time-variant channel, which shows that HALP is effective to ensure high service reliability with strict service deadline.

The remainder of this paper is organized as follows. Section II provides a background of CNNs and how to calculate the receptive-field. Section III presents the system model of our proposed distributed CNN inference using collaborative ESs. In Section IV, we design the novel task collaboration scheme HALP. The simulation results are presented and discussed in Section V, and the conclusions are drawn in Section VI. The source code will be made publicly available at https://gitlab.ii.u-tokyo.ac.jp/nets/agi/iot/halp.git.

II. BACKGROUND

In CNNs, every kernel looks at a specific part of the input tensor (named as Receptive-Field [9]), performs multiplication-addition operations to generate an entry of the output tensor, and then moves by a defined number of pixels (stride), as shown in Fig. 2. In this study, the input image of CNNs has equal height and width. We denote the height of the input and output tensor of CL $g_i$ as $I_{g_i}$ and $O_{g_i}$, respectively. Assuming the kernel size, the padding size and the stride size of CL $g_i$ are $k_{gi}$, $p_{gi}$ and $s_{gi}$, respectively, the attributes of the output tensor can be calculated as [10]

$$O_{g_i} = [(I_{g_i} + 2p_{gi} - k_{gi}) / s_{gi}] + 1$$

$$j_{gi} = j_{gi-1} + s_{gi}$$

$$r_{gi} = r_{gi-1} + (k_{gi} - 1)j_{gi-1}$$

$$\sigma_{gi} = \sigma_{gi-1} + [(k_{gi} - 1) / 2 - p_{gi}]j_{gi-1}$$

where $j_{gi}$ is the cumulative stride (referred to as jump) of each output pixel, $r_{gi}$ is the receptive-field size of each output pixel, and $\sigma_{gi}$ is both the row and column index of the center position of the receptive-field of the first element in the output tensor. Note that the input tensor of CL $g_i$ is the output tensor of CL $g_{i-1}$, that means, $I_{g_i} = O_{g_{i-1}}$.

III. SYSTEM MODEL

In this paper we studied inference acceleration using distribute CNNs in collaborative edge computing system. The basic system is composed of one IoT device, a host ES and two secondary ESs. This system can be extended to multiple IoT devices and multiple secondary ESs. In this system, the IoT device can offload CNN inference tasks, e.g., images, to its host ES, which can further partition an inference task and distribute the sub-tasks to multiple secondary ESs and then together complete the task collaboratively. The connection between the host ES and the secondary ESs is high-speed Ethernet. An example of the collaborative inference for a task is shown in Fig. 1, in which the overlapping zone between two sub-tasks is processed on host ES. The inference task is assumed to use a CNN with $N$ CLs and several fully connected layers (FLs), in which the set of CLs is denoted as $G = \{g_1, \ldots, g_N\}$. The set of ESs can be denoted as $E = \{e_0, e_1, e_2\}$, where $e_0$ represents the host ES, $e_1$ and $e_2$ are two secondary ESs.

Fig. 1. An example of the collaborative edge computing for an inference task

Fig. 2. Receptive-field of an output tensor

The host ES partitions an inference task into sub-tasks using segment-based partitioning [8]. As shown in Fig. 2, we define a variable $\eta^e_{g_i}$ to denote the ratio of the sub-output on ES $e_k$ to the entire output tensor of CL $g_i$, which is subject to

$$\sum_{e_k \in E} \eta^e_{g_i} = 1,$$

where $0 \leq \eta^e_{g_i} \leq 1$, and $\eta^e_{g_i}$ is the ratio of the sub-output of the overlapping zone.

Therefore, the start and end row index of the sub-output on ES $e_k$, $OS^e_{g_i}$ and $OE^e_{g_i}$, can be computed as follows,

$$OS^e_{g_i} = \begin{cases} 1, & e_k = e_1, \\ (\eta^e_{g_i} + \eta^e_{g_i}^{g_{i-1}})O_{g_i} + 1, & e_k = e_2, \end{cases}$$

$$OE^e_{g_i} = \begin{cases} \eta^e_{g_i}O_{g_i}, & e_k = e_1, \\ \eta^e_{g_i}^{g_{i-1}}O_{g_{i-1}}, & e_k = e_2. \end{cases}$$

To ensure the inference accuracy, we calculate the start row index and end row index of sub-input on ES $e_k$, $IS^e_{g_i}$ and $IE^e_{g_i}$, based on the receptive field of CL $g_i$ in Section II, as follows,

$$IS^e_{g_i} = \max \{ \sigma_{g_i} + (OS^e_{g_i} - 1)j_{g_i} - (r_{g_i} - 1) / 2 \}$$

$$IE^e_{g_i} = \min \{ \sigma_{g_i} + (OE^e_{g_i} - 1)j_{g_i} - (r_{g_i} - 1) / 2 \}$$
\[ IE_{g_i}^e = \min (\sigma_{g_i} + (O_{E_{g_i}}^c + 1) j_{g_i} - \left\lfloor (r_{g_i} - 1)/2 \right\rfloor, I_{g_i}). \] (9)

IV. HOST ASSISTED LAYER-WISE PARALLELIZATION FOR DISTRIBUTED CNN INFERENCE

In this section, we firstly explain how host assisted layer-wise parallelization (HALP) works for a single inference task. Then we apply HALP to the scenario of multiple inference tasks arriving simultaneously.

A. Host Assisted layer-wise parallelization

The conventional layer-wise parallelization using collaborative edge computing for VGG-16 is shown in Fig. 3. Basically, the host ES and the secondary ESs exchange the needed data after computing each CL, thus, communication and computing are two separate processes in the timeline. Therefore, the inference time of each ES is the sum of the communication time, computation time and waiting time. We denote the communication time of each ES as the sum of communication time, computation time and waiting time. We denote the communication time of each ES is the sum of communication time, computation time and waiting time.

Inference time of a single task on GTX 1080Ti at 40 Gbps

| Secondary ES e_k | Host ES e_0 |
|------------------|-------------|
| \( t_{com}^{g_1 \rightarrow e_k} \) | \( t_{com}^{g_1 \rightarrow e_0} \) |
| \( t_{com}^{g_2 \rightarrow e_k} \) | \( t_{com}^{g_2 \rightarrow e_0} \) |
| \( t_{com}^{g_1 \rightarrow e_k} \) | \( t_{com}^{g_1 \rightarrow e_0} \) |
| \( t_{com}^{g_2 \rightarrow e_k} \) | \( t_{com}^{g_2 \rightarrow e_0} \) |
| \( t_{com}^{g_1 \rightarrow e_k} \) | \( t_{com}^{g_1 \rightarrow e_0} \) |
| \( t_{com}^{g_2 \rightarrow e_k} \) | \( t_{com}^{g_2 \rightarrow e_0} \) |

The third part (overlapping zone) will be processed by host ES itself, which is commonly very small (depending on the attributes of a CL). For example, the overlapping zone is only 4 rows of pixels for VGG-16 [11], because the kernel size used in VGG-16 is 3.

While the host ES \( e_0 \) transmits parts of the original input image to the secondary ESs, it computes the output of the overlapping zone of the first CL. Then host ES sends the corresponding output of \( g_1 \) to the secondary ESs as soon as it is available. For each secondary ES \( e_k \), after receiving the part of the original image, it first computes the part of output of \( g_1 \) needed by the host ES to proceed with computing CL \( g_2 \). The secondary ES transmits this part of the output to the host ES, while it is computing the rest output of \( g_1 \) needed only by itself. Such kind of seamless collaboration between host ES and secondary ESs will repeat for every CL from \( g_1 \) until \( g_N \).

Therefore, the size of data sent from host ES \( e_0 \) to secondary ES \( e_k \in \{ e_1, e_2 \} \) and from secondary ES \( e_k \) to \( e_0 \) of \( g_i \), \( S_{g_i}^{e_0 \rightarrow e_k} \) and \( S_{g_i}^{e_k \rightarrow e_0} \), can be expressed as follows,

\[ S_{g_i}^{e_0 \rightarrow e_1} = 4 \left( IE_{g_i}^{e_1} - OS_{g_i}^{e_0} + 1 \right) I_{g_i}^{g_i} e_i, \quad g_i \neq g_N. \] (11)

\[ S_{g_i}^{e_0 \rightarrow e_2} = 4 \left( IE_{g_i}^{e_2} - OS_{g_i}^{e_0} + 1 \right) I_{g_i}^{g_i} e_i, \quad g_i \neq g_N. \] (12)
Correspondingly, the inference time that host ES (19), below. Therefore, the end time instant of CL 

\[ S_{g_1}^{e_0} = \begin{cases} 1 (B_{g_1} - O_{g_1}) + 1 & g_i \neq g_N, \\ (O_{g_1} - O_{g_1}) + 1 & g_i = g_N. \end{cases} \] (13)

The end time instant of host ES can be denoted as, 

\[ T_{g_1} e_0 = \sum_{k=1}^{K} \max (t_{g_1, g_k, com}^{e_0}, t_{g_1, g_k, cmp}^{e_0}, t_{g_1, g_k, in}^{e_0}). \] (16)

The end time instant of secondary ESs \( e_k \in \{e_1, e_2\} \) for CL \( g_i \) can be denoted as 

\[ T_{g_i} e_i = \begin{cases} t_{g_i} e_i, & g_i = g_1, \\ t_{g_i} e_i + T_{g_{i-1}} e_i, & \text{others}. \end{cases} \] (17)

Correspondingly, the inference time that host ES \( e_0 \) spends on CL \( g_i \) can be denoted as 

\[ t_{g_i} e_0 = \begin{cases} t_{g_i, g_k, cmp}^{e_0} + \max (t_{g_k, g_{k-1}, com}^{e_0}, t_{g_k, g_{k-1}, cmp}^{e_0}), & g_i \neq g_N, \\ t_{g_i, g_k, cmp}^{e_0}, & g_i = g_N. \end{cases} \] (18)

The end time instant of host ES \( e_0 \) for CL \( g_i \) is denoted as (19), below. Therefore, the end time instant of CL \( g_i, T_{g_i} \), can be denoted as, 

\[ T_{g_i} = \max (T_{g_i} e_0, T_{g_i} e_1, T_{g_i} e_2). \] (20)

To evaluate the acceleration performance of the proposed HALP compared with the approach of the pre-trained model running on a standalone ES, we define the speedup ratio \( \rho \) as 

\[ \rho = 1 - (T_{g_N} + t_{FLs}) / t_{pre}. \] (21)

where \( t_{pre} \) is the CNN inference time for an inference task running on a standalone ES.

### B. HALP for multiple inference tasks

In the HALP scheme, a host ES has a much smaller sub-task compared with a secondary ES. The rationale behind this design is that in a practical system there are more than one IoT device. We assume a host ES can provide offloading service to multiple IoT devices and then distribute these tasks to a cluster of secondary ESs and manage the collaborative edge computing of the tasks. In other words, the host ES can process the sub-tasks for multiple tasks and every two secondary ESs form a collaborating group, as shown in Fig. 5. We assume the host ES processes the overlapping zones for multiple tasks sequentially, e.g., the overlapping zone for task 1 is computed first.

Assume the set of ESs for multiple tasks is \( E^* = \{e_0, e_1, e_2, \cdots, e_K\} \), the inference time that host ES \( e_0 \) spends on CL \( g_i \) in (18) can be updated as 

\[ t_{g_i} e_0 = \begin{cases} \max_{g_k \in E^* \setminus e_0} \left( \sum_{k=1}^{K} t_{g_k, g_{k-1}, com}^{e_0} + t_{g_k, g_{k-1}, cmp}^{e_0} \right), & g_i \neq g_N, \\ t_{g_i, g_k, cmp}^{e_0}, & g_i = g_N. \end{cases} \] (22)

Correspondingly, for multiple tasks, the end time instant of host ES \( e_0 \) for CL \( g_i \) in (19) will be updated by using \( E^* \) to replace \( E \). Therefore, the end time instant of CL \( g_i \) for multiple tasks, \( T_{g_i} \), in (20), can be updated as, 

\[ T_{g_i} = \max (T_{g_i} e_0, T_{g_i} e_1, \cdots, T_{g_i} e_K). \] (23)

**Fig. 5. HALP for multiple tasks**

### V. PERFORMANCE EVALUATION

#### A. Simulation Setup and Methodology

We conduct simulations in a collaborative edge computing network consisting of 9 ESs with equal computing capacity. We feed 4 inference tasks into the system at a time. The data transmission between ESs is via Ethernet with transmission rate ranging from 40 Gbps to 100 Gbps [12]. We use the image classification model VGG-16 [11] in the simulation. To evaluate the performance of the proposed HALP, we compare it to a state-of-the-art layer-wise parallelization MoDNN [1]. To provide a realistic evaluation of the performance using different types of ESs, we run the distributed CNN on GTX 1080TI with 11.3 TFLOPS of float32, and JETSON AGX...
Xavier with 1.3 TFLOPS of float32 in our simulation. The input size of images is $224 \times 224 \times 3$, and the performance metric is speedup ratio $\rho$ and throughput (in frame per second).

### B. CNN inference acceleration of single inference task

Fig. 6 shows the speedup ratio of one inference task at variable transmission rate between ESs. It can be seen that HALP can speedup the CNN inference by 2.0x on JETSON AGX Xavier and 1.7x on GTX 1080TI, which is better than MoDNN using the same platform at the given transmission rate. This is mainly due to the fact that HALP can to a large degree parallelize the process of data communication with the process of computation; however, in MoDNN all secondary ESs need to send back the sub-outputs to host ES, then receive the sub-input from host ES for the next CL. Moreover, for the platform of higher computation capacity, i.e., GTX 1080 TI, the speedup ratio difference between HALP and MoDNN is larger. The reason is that a platform with higher computation capacity has smaller computing time, thus, for a given communication time, it takes up more in the overall inference time. In other words, the saved data communication time has a big impact on the overall inference time. Similarly, the difference of speedup ratio between HALP and MoDNN is larger at a lower transmission rate. This is because HALP can save more communication time when transmission rate between ESs is low.

### C. CNN inference acceleration of multiple inference tasks

In this subsection, we study how HALP performs for a scenario that multiple inference tasks arrive simultaneously. We assume a collaborative Edge Computing system consists of a host ES which coordinates 4 pairs of secondary ESs (i.e., 8 ESs) and 4 inference tasks arrive at a time. Assume the inference time of one task using HALP (using one pair of ESs) is $T_H$, the total inference time of 4 tasks is close to $T_H$. Therefore, the average delay of each task in HALP will be $T_H$. This is because multiple tasks are computed in parallel by independent pairs of ESs plus coordinated by the host ES in HALP and will be completed nearly at the same time. In the original design of MoDNN (referred to as Original MoDNN), all computing resources are used to accelerate the inference of one task (i.e., one task is processed by the 9 ESs), thus, if the inference time of one task is $T_M$, the average delay of each task is $2.5T_M$. However, the Original MoDNN cannot utilize the resource in the best way. We made an improvement in MoDNN to better utilize the computation resource (referred to as Enhanced MoDNN). We first let 3 tasks be processed by MoDNN in parallel using the 9 ESs (i.e., 3 ESs working on one task) and the remaining task is processed by the 9 ESs. Assume the inference time of the first 3 tasks and the last task of Enhanced MoDNN are $T_{E1}$ and $T_{E2}$, the average delay of each task is $T_{E1} + 0.25T_{E2}$. We take an example to calculate the speedup ratio under average delay and the average throughput. In our experiment, the inference time $T_H$, $T_M$, $T_{E1}$, $T_{E2}$ and $T_{pre}$ of GTX 1080TI at the transmission rate between ESs of 100 Gbps are 2.81 ms, 1.89 ms, 3.13 ms, 1.89 ms and 4.7 ms respectively. The speedup ratio of Enhanced MoDNN at average delay is $\rho = 1 - (3.13 + 1.89 + 0.25)/4.7 = 0.233$. The average throughput of Enhanced MoDNN is $\frac{1}{T_M + T_{E1} + T_{E2} + T_{pre}} \times 4 = 797$ fps. The rest can be done in the same way.

Fig. 7 shows the speedup ratio of the scenario of 4 tasks under the average delay. It can be seen that the speedup ratio of 4 tasks at average delay is slightly lower than that of the scenario of a single inference task in Fig. 6. The reason is that the host ES needs to process multiple overlapping zones, in this way, the secondary ESs need to wait to receive the needed information from host ES at the last several CLs, because the sub-input of secondary ESs becomes smaller along the computation flow of VGG-16. For MoDNN, multiple tasks processed in parallel can reduce the average delay of each task, therefore, Enhanced MoDNN can achieve better performance than Original MoDNN. However, due to large communication time, Enhanced MoDNN cannot outperform HALP. Table II shows the average throughput of processing 4 inference tasks at a time. It can be seen that the average throughput of HALP is about 2x of Original MoDNN, 1.5x of Enhanced MoDNN and 1.8x of the pre-trained model running...
on a standalone JETSON AGX Xavier. For the case of GTX 1080TI, HALP’s average throughput is approximately 2.7x-4.2x of Original MoDNN, 1.8x-2.7x of Enhanced MoDNN and 1.7x of the pre-trained model running on a standalone ES. The gain of HALP comes from the reduced computing time due to task partitioning and the saved communication time due to parallelization of data communication and computing.

D. Evaluation of service reliability

In this full offloading scheme, the host ES is responsible for making decisions on partitioning the tasks and distributing the sub-tasks to secondary ESs, which can reduce the computation load on the resource-constrained IoT Devices. Assuming the IoT device offloads multiple tasks to host ES simultaneously, the total tasks completion time can be denoted as $T = T_{\text{off}} + T_{\text{inf}}$, where $T_{\text{off}}$ and $T_{\text{inf}}$ are offloading time and inference time of multiple inference tasks.

To ensure real-time inference, we can select the minimal transmission rate between IoT device and the host ES according to TABLE II. For example, to ensure system throughput (e.g., 30 FPS) of the scenario with 4 inference tasks (e.g., each input image of 125 KBytes) processed in parallel, the transmission rate between IoT device and the host ES should not be lower than 31 Mbps. Generally, the channel state is stochastic, which may cause fluctuations in offloading time $T_{\text{off}}$. In mission critical IoT services, the required service reliability (the probability of meeting the deadline) can be in the range of 99% to 99.999%. We assume the offloading time $T_{\text{off}} \sim N(\mu, \sigma^2)$. The fluctuation of transmission rate is denoted as $\sigma$, which can be estimated based on 3-sigma rule of thumb. TABLE III shows the service reliability under different transmission rate. We can see the service reliability will decrease as the fluctuation of channel data rate increases. To address this issue, a higher transmission rate can contribute to improving the service reliability. However, relying solely on improving transmission rate cannot guarantee the service reliability of 99.999% using the pre-trained model running on a standalone ES. For example, the pre-trained model running on a standalone ES can achieve max 99.964% service reliability at average data rate of 100 Mbps and fluctuation $\phi = 57.4$ Mbps. In this case, HALP can still ensure high service reliability of 99.999% and even further. This is because HALP can significantly reduce the inference time as shown in Section V-C, by which it gives the system more time budget to transmit the image and meet the deadline.

TABLE III

| SERVICE RELIABILITY ON JETSON AGX XAVIER UNDER DIFFERENT TIME-VARIANT CHANNELS (OVER 99.999% IN BOLD) |
|--------------------------------------------------|--------------------------------------------------|--------------------------------------------------|--------------------------------------------------|--------------------------------------------------|--------------------------------------------------|
| 40Mbps | 60Mbps | 100Mbps |
| $\sigma = 1$ ms | $\sigma = 3$ ms | $\sigma = 5$ ms | $\sigma = 7$ ms | $\sigma = 10$ ms | $\sigma = 14$ ms |
| ($\phi = 1.2$ Mbps) | ($\phi = 5.3$ Mbps) | ($\phi = 11.0$ Mbps) | ($\phi = 17.3$ ms) | ($\phi = 23.2$ ms) | ($\phi = 31.3$ Mbps) |
| Pre-trained model | 0.815931 | 0.571420 | 1 | 0.999934 | 0.992992 |
| HALP 1 | 0.999104 | 1 | 1 | 0.999774 | 1 |

VI. CONCLUSION

This paper studies inference acceleration of distributed CNNs by leveraging seamless collaboration in edge computing. To ensure the inference accuracy in task partitioning, we use the receptive-field in segment-based partitioning. To minimize the total inference time, we design a novel task collaboration scheme, HALP, to maximize the parallelization between communication and computing processes. We further apply HALP to the scenario of multiple tasks. Experimental results show that HALP can accelerate CNN inference of VGG-16 by 1.7-2.0x for a single task and 1.7-1.8x for 4 tasks per batch on GTX 1080TI and JETSON AGX Xavier, which outperforms the state-of-the-art work MoDNN. Moreover, we evaluate the service reliability under time-variant channel, which shows that HALP is an effective solution to ensure high service reliability with strict service deadline. In our future work, we will study the effect of ESs with diverse performance.
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