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Abstract

The present research exploits the large amount of linguistic resources developed into the Lexicon-grammar paradigm in the domain of the Opinion Mining. Grounded on the Semantic Predicates theory, the proposed system is able to automatically match the syntactic structures selected by special classes of verbs, indicating positive or negative Sentiment, Opinion or Physical acts, with the semantic frames evoked by the same lexical items. This method has been tested on a large dataset composed of short texts, such as tweets and news headings.

1 Introduction

In our research we propose a computational use of the Lexicon-grammar (LG) theories in the domain of the Opinion Mining.

We take advantage of both the huge amount of linguistic facts, accurately formalized and described in the LG paradigm, and from the possibility to apply and test them on big data. The purpose is to build a fine grained Information Extraction tool able to locate meaningful information in raw texts and to characterize them with thorough semantic descriptions.

According with the Semantic Predicates theory (Gross, 1981), it has been possible to perform a matching between the definitional syntactic structures, attributed to each class of verbs, and the semantic information we attached in the database to every lexical entry.

This way we could create a strict connection between the arguments, selected by a given Predicate listed in our tables, and the actants involved into the same verb’s Semantic Frame (Fillmore, 1976; Fillmore and Baker, 2001; Fillmore, 2006). Thanks to our LG-based linguistic rules, anchored on the Semantic Predicates, we started with this research the development of an NLP framework that, on the base of sophisticated syntactic and semantic analyses, extracts real text occurrences and labels them with the semantic roles involved in every matched sentence.

This ambitious work, that in this preliminary stage focused just on the predicates indicating sentiments, opinions and physical acts, intends, in future works, to become a larger development of an LG-based Italian cross-platform open library for various kind of linguistic analyses.

We excluded from this work the Transfer, the Spatial and the also the Psychological Predicates, because they have been already tested on different kinds of raw data with satisfactory results (Vietri, 2014; Elia et al., 2010; Elia and Vietri, 2010; Elia et al., 2013; Maisto and Pelosi, 2014b).

2 Theoretical Background

The Lexicon-grammar (LG), the method and the practice of formal description of the natural language, introduced important changes in the way in which the relationship between lexicon and syntax was conceived. (Gross, 1971; Gross, 1975).

In the LG theoretical framework the minimum discourse units endowed with meaning are the whole nuclear sentences, generally anchored on the verbs, which hold together the relationships between the selected arguments.

That means that the sentence structure is already contained in the operator (Harris, 1971; Harris, 1976).

We chose this paradigm because of its compatibility with the purposes of the computational linguistics, that, in order to reach high performances in results, requires a large amount of linguistic data, as much as possible, exhaustive, reproducible and well organized.

The collection of the linguistic information is constantly registered into LG tables, binary matrices
that cross-check the lexical entries with transformational, distributional and structural properties (see Table 1).

The LG classification and description of the Italian verbs\(^1\) (Elia et al., 1981; Elia, 1984; D’Agostino, 1992) is grounded on the differentiation of three different macro-classes: transitive verbs; intransitive verbs and verbs that select completive clauses as complement. Every LG class has its own definitional structure, that corresponds with the syntactic structure of the nuclear sentence selected by a given number of verbs\(^2\). All the lexical entries are, then, differentiated from one another in each class, by taking into account all the transformational, distributional and structural properties accepted or rejected by every item.

The formal notation used in the LG framework can be summarized in the following way: \(N\), that always indicates a nominal group, is followed by a number, which specifies its nature. (\(N0\) stands for the sentence formal subject, \(N1\) for the first complement and \(N2\) for the second complement); \(V\) stands for the verbs; \(Prep\) for the prepositions and \(Che\ F\) suggests the presence of completive or subjective clauses.

### 2.1 Semantic Predicates

The whole set of syntactical structure of a given language (\(Sy\)) is linkable to the entire collection of the semantic items of the same language (\(Se\)) by means of specific interpretation rules. This is the basic assumption on which has been build the Semantic Predicates theory into the LG framework, that postulates a parallelism between the \(Sy\) actants and the \(Se\) arguments (Gross, 1981). As an example, in [1]

\[\text{[1] Quello slogan}^{[N0/h]} \text{ offende}^{[V/O]} \text{ je donne}^{[N1/a]} \]

“That slogan offends the women”

the verb offendere “to offend”, belonging to the LG class 20UM \((N0 V N1hum)\), will be associated to a Predicate with two variables, described by the function \(O(h,t)\), through the following rules of interpretations (see Section 3 for the other semantic functions for the annotation of Semantic Predicates):

1. the Opinion Holder (\(h\) in the \(Se\)) corresponds to the formal subject (\(N0\) in \(Sy\));
2. the opinion Target (\(t\) in the \(Se\)) is the human complement (\(N1\) in \(Sy\)).

As shown in [2], the syntactic transformations in which the same Predicate is involved do not modify the role played by its arguments, that, in order to be semantically labeled in a correct way, must be always led back to their original form [3].

\[\text{[2] Il fuoriclasse è stato offeso da un politico messicano} \]

“The champion has been offended by a Mexican politician”

\[\text{[3] Un politico messicano}^{[N0/h]} \text{ ha offeso}^{[V/O]} \text{ Il fuoriclasse}^{[N1/i]} \]

“a Mexican politician offended the champion”

Special kinds of Semantic Predicates have been already used in NLP applications into a lexicon-grammar context; we mention (Vietri, 2014; Elia et al., 2010; Elia and Vietri, 2010) that formalized and tested the Transfer Predicates on the Italian Civil Code; (Elia et al., 2013) that focused on the Spatial Predicates and (Maisto and Pelosi, 2014b) that exploited the Psychological Semantic Predicates for Sentiment Analysis purposes.

### 2.2 Frame Semantics

“Some words exist in order to provide access to knowledge of such frames to the participants in the communication process, and simultaneously serve to perform a categorization which takes such framing for granted” (Fillmore, 2006). With these words it has been depicted the Frame Semantics, which describes the sentences on the base of predicators able to bring to mind the semantic frames (inference structures, linked through linguistic convention to the lexical items meaning) and the frame elements (participants and props in the frame) involved in these frames (Fillmore, 1976; Fillmore and Baker, 2001; Fillmore, 2006). A frame semantic description starts from the identification of the lexical items that carry out a given meaning and, then, explores the ways in which the frame elements and their constellations are realized around the structures that have such items as

\(^1\)freely available at the address http://dsc.unisa.it/composti/tavole/ combo/tavole.asp

\(^2\)e.g. \(V\) for piovere “to rain” and all the verbs of the class 1; \(N0 V\) for bruciare “to burn” and the other verbs of the class 3; \(N0 V\) da \(N1\) for provenire “to come from” and the verbs belonging to the class 6; etc...
head (Fillmore et al., 2002).

Based on these principles, the FrameNet research project produced a lexicon of English for both human use and NLP applications (Baker et al., 1998; Fillmore et al., 2002; Ruppenhofer et al., 2006).

Its purpose is to provide a large amount of semantically and syntactically annotated sentences endowed with information about the valences (combinatorial possibilities) of the items derived from annotated contemporary English corpus. Among the semantic domains covered there are also emotion and cognition (Baker et al., 1998).

For the Italian language, it has been developed LexIt, a tool that, following the FrameNet approach, automatically explores syntactic and semantic properties of Italian predicates in terms of distributional profiles. It performs frame semantic analyses using both La Repubblica corpus and the Wikipedia taxonomy (Lenci et al., 2012).

2.3 Case Study: Opinion Mining and Sentiment Analysis

Sentiment Analysis, also called opinion mining, subjectivity analysis, or appraisal extraction, consists in the computational treatment of opinions, and emotions freely expressed in texts. It represents a really active NLP field that includes as specific research challenges the Sentiment and Subjectivity Classification, the Feature-based Sentiment Analysis, Sentiment analysis of comparative sentences, the Opinion search and retrieval, or the Opinion spam detecting and, in the end, the Opinion Holder and Target extraction. This research fields have a large impact on many commercial, Government and Business Intelligence application.

The most used approaches in the Sentiment Analysis include, among others, the lexicon-based methods, that always start from the following assumption: the text sentiment orientation comes from the semantic orientations of words and phrases contained in it.

The most commonly used SO indicators are adjectives or adjective phrases (Hatzivassiloglou and McKeown, 1997; Hu and Liu, 2004; Taboada et al., 2006), but recently became really common the use of adverbs (Benamara et al., 2007)), nouns (Vermeij, 2005; Riloff et al., 2003) and verbs as well (Neviarouskaya et al., 2009).

Among the most popular lexicons for the Sentiment Analysis we account: the General Inquirer (Stone et al., 1966), the Hatzivassiloglou Lexicon (Hatzivassiloglou and McKeown, 1997), WordNet-Affect (Strapparava et al., 2004), the Wilson Lexicon (Wiebe et al., 2004), SentiWordNet (Esuli and Sebastiani, 2006), the Appraisal Lexicon (Argamon et al., 2009), the Maryland dictionary (Mohammad et al., 2009) SentiFul (Neviarouskaya et al., 2011), the SO-CAL dictionary (Taboada et al., 2011), Q-WordNet (Agerri and García-Serrano, 2010), Velikovich Web-generated lexicon (Velikovich et al., 2010), and the SentiSense (de Albornoz et al., 2012).

3 Methodology

The starting point of our research are 66 Lexicon-grammar tables of the Italian verbs, developed at the Department of Communication Science of the University of Salerno. Among the 3000 lexical entries listed in such matrices, we manually extracted about 1000 verbs endowed with a defined semantic orientation. Furthermore, on this base, we manually built a set of electronic dictionaries enriched with both the properties listed in the LG tables (Table 1) and the Semantic details associated with each lexical item (Table 2). In detail, 28 LG classes contained at least one opinionated item.

The examples in Tables 1 and 2 concern a small group of verbs belonging to the Lexicon-grammar class 45. This class includes all the verbs that can enter into a syntactic structure such as \item[+ + +]{proprietary} \item[+ + +]{ridersene} \item[+ + +]{risentirsi} \item[+ + +]{vergognarsi} \item[+ + +]{profittare}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
\text{Verb} & N0=\text{Nhuman} & N0=\text{Il fatto } Ch F & N0=\text{che } Ch F & N0=\text{di } di N1 human & N1=\text{di } di N2 & N1=\text{cong } di N2 & N1=\text{hum} & N2=\text{cong } di N2 & N2=\text{hum} \\
\hline
\text{proprietary} & + & + & + & + & + & + & + & + & + \\
\text{ridersene} & + & + & + & + & + & + & + & + & + \\
\text{risentirsi} & + & + & + & + & + & + & + & + & + \\
\text{vergognarsi} & + & + & + & + & + & + & + & + & + \\
\text{profittare} & + & + & + & + & + & + & + & + & + \\
\hline
\end{tabular}
\caption{Extract of the Lexicon-grammar table of the verb Class 45.}
\end{table}

As shown in Table 2, our databases contain also semantic information concerning the nature, the semantic orientation and the strength of the Predic-
Differently from the most used Italian tagsets (Bosco et al., 2009), in order to avoid high computational costs, our lexical databases are provided with basic semantic description. In detail, the tagset used in this work is the following:

1. Type
   - (a) SENT, sentiment
   - (b) OP, opinion
   - (c) PHY, physical act

2. Orientation
   - (a) POS, positive
   - (b) NEG, negative

3. Intensity
   - (a) STRONG, intense
   - (b) WEAK, feeble

Speaking in terms of Frame Semantics, we identified in the Opinion Mining and in the Emotion Detection field three Frames of interest, recalled by specific Predicates: Sentiment, Opinion and Physical act. The frame elements evoked by such frames are described below.

**Sentiment.** It refers to the expression of any given frame of mind or affective state. The “sentiment” words can be put in connection with some WordNet Affect categories (Strapparava et al., 2004), such as emotion, mood, hedonic signal. Examples are sdegnarsi “to be indignant” (class 10); odiare “to hate” (class 20); affezionarsi “to grow fond” (class 44B); flirtare “to flirt” (class 9); disprezzare “to despise” (class 20); gioire “to rejoice” (class 45).

Predicates of that kind evoke as frame elements an experiencer (e), that feels the emotion or other internal states, and a causer (c), an event or a person that instigates such states (Gildea and Jurafsky, 2002; Swier and Stevenson, 2004; Palmer et al., 2005). This semantic frame summarizes the FrameNet ones connected to emotions, such as Cause_to_experience, Sensation Emotions, Cause_emotion, Emotions_of_mental_activity, Emotion_active, etc...

In this work, they are described by a function of that sort: $S(e,c)$

**Opinion.** The type “Opinion”, instead, is the expression of positive or negative viewpoints, beliefs or judgments, that can be personal or shared by most people. It comprises, among the WN-affect categories, trait, cognitive state, behavior, attitude. OP examples are ignorare “to neglect” (class 20); premiare “to reward” (class 20); difendere “to defend” (class 27); esaltare “to exalt” (class 22); dubitare “to doubt” (class 45); condannare “to condemn” (class 49); deridere “to make fun of” (class 50).

The frame elements they evoke are an opinion holder (h), that states an opinion about an object or an event, and an opinion target (t), that represents the event or the object on which the opinion is expressed about (Kim and Hovy, 2006; Liu, 2012). Into the FrameNet frame Opinion and Judgment, the opinion holder is called Cognizer, but we preferred to use a word which is more common in the Sentiment Analysis and in the Opinion Mining literature.

$O(h,t)$ is the function by which they are semantically described.

**Physical act.** The type “Physical act” comprises verbs like baciare “to kiss” (class 18); suicidarsi “to commit suicide” (class 2); vomitare “to vomit” (class 2A); sparare “to shoot” (class 4); schiaffeggiare “to slap” (class 20); palpeggiare “to grope” (class 18).

For this group of predicates the selected frame elements are a patient (z) that is the victim (for the negative actions) or the beneficiary (for the positive ones) of the physical act carried out by an agent (a) (Carreras and Márquez, 2005; Márquez et al., 2008).

It includes a large number of FrameNet frames, such as Cause_bodily_experience, Cause_harm_Killing, Rape, Sex, Shoot_projectiles, Violence, etc...

The meaning of the sentences in which occur predicates of that kind is summarized in the function $P(z,a)$.

**Semantic Orientation and Intensity.** To perform the Orientation and the Intensity attribution, we manually explored the Italian LG tables of verbs and weighted the Prior Polarity (Osgood, 1952) of the words endowed with a positive or negative SO.

We created two separate scales for the evaluation of the strength (intense/weak) and of the polar-
Verb | LG Class | Type | Orientation | Intensity | Influence
---|---|---|---|---|---
profittare | 45 | op | neg | - | N0
ridersene | 45 | op | neg | weak | N1
risentirsi | 45 | sent | neg | - | N0
strafottersene | 45 | op | neg | strong | N1
vergognarsi | 45 | sent | neg | strong | N0

Table 2: Extract of the semantic description of the opinionated verbs belonging to the LG class 45.

ity (positive/negative) through the combination of four tags: POS, NEG, STRONG and WEAK, creating, this way, an evaluation scale that goes from -3 to +3 and a strength scale that ranges from -1 to +1.

Semantic Role Labeling. Thanks to lexical resources of this kind, it is possible to automatically extract and semantically describe real occurrences of sentences, like [4]

[4] Renzi\textsuperscript{N0(e)} si vergogn\textsuperscript{N1/V/S} di parlare di energia in Europa\textsuperscript{N1/e} “Renzi feels ashamed of talking about energy in Europe”

in which the syntactic structure of the verb, vergognarsi “to feel ashamed”, \textit{N0 V (*di) Ch F}, is matched, by means of interpretation rules to the semantic function \textit{S(e,c)}, that put in relation an experiencer (e) and a causer (c) thanks to a Sentiment Semantic Predicate (S).

Moreover, we provided our LG databases with the specification of the arguments (N0, N1, N2, etc...) that are semantically influenced by the semantic orientation of the verbs. The purpose is to correctly identify them as features of the opinionated sentences and to work on their base also into feature-based sentiment analysis tasks.

4 Experiment

4.1 Datasets

The reliability of the LG method on the Semantic Role Labeling in the Opinion Mining and the Emotion Detection tasks has been tested on three different datasets, two of which have been extracted from social network or web resources.

In detail, the first two datasets came from Twitter, the third was a free web news headings dataset provided by DataMediaHub (www.datamediahub.it) and Human Highway (www.humanhighway.it).

The tweets have been downloaded using the two hashtags #Mattarellapresidente, that groups together the user comments on the election of the Italian President Mattarella and #Masterchefit, that collects the comments on the homonymous Italian TV show.

1. Tweets (46,393 tweets)
   (a) #Mattarellapresidente (10,000 tweets)
   (b) #Masterchefit (36,393 tweets)

2. News Headings (80,651 titles)

4.2 System and Tools

The LG based approach includes the following basic steps:

1. a preprocessing pipeline, that includes two phases:
   (a) a cleaning up phase, carried out with Python routines, that aims to distinguish in the datasets linguistic elements from structural elements (e.g. markup informations, web specific elements);
   (b) an automatic linguistic analysis phase, with the goal to linguistically standardize relevant elements obtained from the cleaned datasets; in this phase texts are tokenized,lemmatized and POS tagged using TreeTagger (Schmid, 1994; Schmid et al., 2007) and, then, parsed using DeSR, a dependency-based parser (Attardi et al., 2009);

2. a Lexicon-grammar based automatic analysis, in which the raw data are semantically labeled according with the syntactic/semantic rules of interpretation connected with each LG verb class;

Figure 1 presents three headlines examples processed both with the dependency syntactic parser and the semantic LG-based semantic analyzer.

Notice that the elements of the traditional grammar automatically identified by DeSR, such as subjects and complements, have been renamed according with the lexico-grammar tradition.
4.3 Results and Open Issues

The corpus described in section 4.1, that counts 127,044 short texts, has been analyzed and semantically and syntactically annotated. The representative sample on which the human evaluation has been performed, instead, has 42,348 texts.

The evaluation of the performances of our tool proved the effectiveness of the Lexicon-grammar approach. The average F-scores achieved in the different datasets are 0.71 in the Twitter and 0.76 in the Heading corpus. Although such results, in this preliminary stage of the research, can be considered satisfactory, they shown that applying a lexicon-grammar method through a dependency parser is not the greatest solution for our purposes. The main goal of this work was, in fact, to demonstrate the validity and the reliability a LG based framework for NLP, but, in order to improve our performances, in future works we aim to build from scratch a syntactic parser completely inspired on the Lexicon-grammar theories, able to take into account not only the definitional syntactic structures of the LG verb classes, but also capable to handle every lemma’s idiosyncrasies and any one of the properties systematically recorded into the LG tables.

In the end, it must be pointed out that this research represents just an aspect of a broader Sentiment Analysis framework, which involves not only the verbs in its lexicon, but also other, simple and compound, parts of speech, including special kinds of opinionated idioms (Maisto and Pelosi, 2014b; Maisto and Pelosi, 2014a). The novel aspect introduced in this work concerns, above all, the lexicon-grammar idea that in the lexicon are already contained syntactic clues.

5 Conclusion

This paper has introduced the possibility to apply and test the Lexicon-grammar theories and lexical resources on large corpora for different kinds of information extraction and content analysis purposes. In detail, this research focused on the automatic extraction from raw data of sentences regarding Sentiments, Opinions and Physical Acts and on the semantic annotation of the roles involved in each one of the mentioned frames. Both the extraction and the analysis are anchored on a lexicon of Semantic Predicates, able to evoke, at the same time, the syntactic structures of their arguments in real text occurrences and the nature of the roles that those arguments play into specific semantic frames.

Furthermore, thanks to the tags which the Predicates are provided with, it has been possible to annotate the same sentences with information regarding their semantic orientation and intensity. The aim of the research was to demonstrate the re-
liability of a Lexicon-grammar based framework for many kinds of NLP purposes. We started the experimentation on a corpus of tweets and news headlines, with satisfactory results.
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