Spectral analysis and long-time asymptotics of complex mKdV equation
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Abstract In this paper, we obtain the long-time asymptotics of complex mKdV equation via Defit-Zhou method (Non- linear steepest descent method). The Cauchy problem of complex mKdV equation is transformed into the corresponding Riemann-Hilbert problem on the basis of the Lax pair and the scattering matrix. After that Riemann-Hilbert problems are converted through a decomposition of the matrix-valued spectral function and factorizations of the jump matrix for Riemann-Hilbert problem. Finally, by solving the last model problem, the long-time asymptotics of complex mKdV equation are derived.
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1. Introduction

The research of nonlinear partial differential equations (NLPDEs) has played an important role in the development of science and technology. Nowadays, NLPDEs can be used to explain some complex physical phenomena, including mathematics, plasma physics, aerodynamics, fluid mechanics, atmospheric oceans, etc [1-8]. Hirota bilinear method[9,10], Darboux transformation[11,12], the inverse scattering transformation[13] and so on are effective method to solve NLPDEs. Especially, the inverse scattering transformation is the first method found to be used to obtain the exact solution of the soliton equation, and it is called an effective method for analyzing the initial value of the integrable evolution equation on a straight line[14-16]. In 1993, Defit and Zhou proposed the famous nonlinear steepest descent method to analyze the long-time asymptotic behavior of integrable evolution equations[17]. And Defit and Zhou analyzed the long-time asymptotic behavior of the solution to the initial value problem of the famous mKdV equation and Schrödinger equation[17,18].

In this paper, we study the equation derived from the Lax pair given by Yishen Li[25]. The Lax pair is

\[
\begin{align*}
\psi_x &= -iz\sigma_3\psi + P\psi, \\
\psi_t &= (\vartheta z^3 + \iota z^2 + \kappa z + \varsigma)\sigma_3\psi + Q\psi,
\end{align*}
\]

(1.1)
where $\psi(z, x, t)$ is a $2 \times 2$ matrix, $\sigma_3 = \text{diag}(1, -1)$, and

$$
P = \begin{pmatrix}
0 & u \\
v & 0
\end{pmatrix},
$$

$$
Q = i\vartheta^2 P - iz \begin{pmatrix}
\frac{i\vartheta}{2} uv & -\frac{i\vartheta}{2} u_x - u \\
\frac{i\vartheta}{2} v_x - tv & -\frac{i\vartheta}{2} uv
\end{pmatrix} - \begin{pmatrix}
\frac{i\vartheta}{4} (uv_x - vu_x) - \frac{i}{2} uv & \frac{i\vartheta}{4} (-u_{xx} + 2u^2v) + \frac{1}{2} u_x - i\kappa u \\
\frac{i}{2} (-v_{xx} + 2u^2v) - \frac{i}{2} uv - i\kappa v & \frac{i\vartheta}{4} (uv_x - vu_x) + \frac{1}{2} uv
\end{pmatrix}.
$$

The Lax pair (1.1) derives the following equation:

$$
\begin{cases}
\frac{\partial u}{\partial t} = -i\vartheta^2(u_{xxx} - 6uvu_x) - \frac{i}{2}(u_{xx} - 2u^2v) + i\kappa u_x + 2\varsigma u, \\
\frac{\partial v}{\partial t} = -i\vartheta^2(v_{xxx} - 6uvv_x) + \frac{i}{2}(v_{xx} - 2v^2u) + i\kappa v_x - 2\varsigma v.
\end{cases}
$$

(I) Take $\vartheta = -4i$, $\kappa = \varsigma = 0$, $v = -1$. Eq.(1.3) reduces to KdV equation

$$
u_t + 6u u_x + u_{xxx} = 0.
$$

(II) Take $\vartheta = -4i$, $\kappa = \varsigma = 0$, $v = -u$. Eq.(1.3) reduces to the mKdV equation

$$
u_t + 6u^2 u_x + u_{xxx} = 0.
$$

(III) Take $\kappa = -2i$, $\theta = \kappa = \varsigma = 0$, $v = \mp i\pi$. Eq.(1.3) reduces to nonlinear Schrödinger equation

$$
iu_t + u_{xx} \pm 2u^2i\pi = 0,
$$

where superscript bar denotes complex conjugate.

(IV) Take $\kappa = -2$, $\vartheta = \kappa = \varsigma = 0$, $q_x = uv = i\pi x$. Eq.(1.3) reduces to Burger equation

$$
q_t = 2qq_x - q_{xx}.
$$

Especially, take $\vartheta = -i\alpha$ ($\alpha > 0$), $\kappa = \varsigma = 0$ and $v = \mp i\pi$. Eq.(1.3) reduces to complex mKdV equation

$$
u_t = \frac{\alpha}{4} (-u_{xxx} + 2(\vert u \vert^2 u)_x),
$$

where $u(x, t)$ is complex-valued function of variate $(x, t)$.

In this paper, we use Defit-Zhou nonlinear steepest descent method to study long-time asymptotics of Eq.(1.8) with Schwartz decaying initial data

$$
u(t = 0, x) = u_0(x) \in S(\mathbb{R}).
$$

We know that long-time asymptotics of Eq.(1.8) has not been researched, the main result is presented in the following theorem.

**Theorem 1.1** $u(x, t)$ be the solution for the Cauchy problem of complex mKdV equation (1.8) with $u_0 \in S(\mathbb{R})$, where $S(\mathbb{R})$ represents Schwartz space: $S(\mathbb{R}) = f \in C^\infty(R)$, $\|f\|_{\alpha, \beta} = \sup \|x^\alpha \partial^\beta f(x)\| < \infty$, $\alpha, \beta \in \mathbb{Z}_+$. For $x < 0$ and $\frac{x}{t} \leq C$, the leading asymptotics of $u(x, t)$ has the form:

$$
u(x, t) = \frac{ue^{\frac{2\pi i}{\alpha}}}{\sqrt{6\alpha i \log \pi}} \left((\delta_0 B)^2 e^{-\frac{2\pi i}{\alpha}} \Gamma(iv) \Gamma(r(z_0)) - (\delta_B^0)^2 e^{\frac{2\pi i}{\alpha}} \Gamma(-iv) \Gamma(r(z_0))\right) + o(c(z_0)t^{-1} \log t)
$$

(1.9)
where $C$ is a constant, $\Gamma$ is the Gamma function, $c$ is a rapidly decreasing function, and
\begin{equation}
\delta^0_B = \frac{(12\alpha t(z_0)^3)^{-\alpha}}{2} e^{2i\alpha t(z_0^3)} e^{x(z_0)},
\end{equation}
\begin{equation}
z_0 = \sqrt{-3\alpha t}, \quad \nu = \frac{1}{2\pi\i} \log \left(1 - |r(z_0)|^2\right),
\end{equation}
\begin{equation}
\chi(z_0) = \frac{1}{2\pi\i} \int_{-z_0}^{z_0} \log \left(1 - |r(z)|^2 \right) \, \frac{dz}{z}.
\end{equation}

The outline of this paper is as follows. In section 2, we analyze eigenfunction and spectral function of Eq.(1.8) to construct a original Riemann-Hilbert problem. In section 3, by deforming the jump matrix of the original Riemann-Hilbert problem and extending region, the original Riemann-Hilbert problem is transformed into a model Riemann-Hilbert problem. Then the solution of the model Riemann-Hilbert problem can be expressed by the solution of Weber equation. Finally, we obtain the long-time asymptotics of the Cauchy problem for complex mKdV equation.

2. The Riemann-Hilbert Problems

In this section, we first make use of the Lax pair of complex mKdV equation to construct the matrix Jost solutions. Then the Cauchy problem of complex mKdV equation turns into Riemann-Hilbert problem.

By the transformation
\begin{equation}
\mu(z; x, t) = \psi(z; x, t)e^{i\sigma_3 z^3 + i\alpha z^3 \sigma_3},
\end{equation}
$\mu$ satisfies the following Lax pair
\begin{equation}
\begin{align*}
\mu_x &= iz[\mu, \sigma_3] + P\mu, \\
\mu_t &= i\alpha z^3[\mu, \sigma_3] + Q\mu,
\end{align*}
\end{equation}
where $e^{\sigma_3} = \text{diag}(e, e^{-1})$, $[\mu, \sigma_3] = \mu \sigma_3 - \sigma_3 \mu$. Lax pair (2.2) can be written as the following full derivative form
\begin{equation}
d \left( e^{i(\sigma_3 z^3 + i\alpha z^3 \sigma_3)\tilde{\sigma}_3} \mu \right) = e^{i(\sigma_3 z^3 + i\alpha z^3 \sigma_3)\tilde{\sigma}_3} [(Pdx + Qdt)\mu],
\end{equation}
where $e^{\tilde{\sigma}_3 u} = e^{\sigma_3 u} e^{-\sigma_3}$. To analyze the eigenfunction $\mu(z; x, t)$, we choose two special integral paths
\begin{equation}
(-\infty, t) \rightarrow (x, t), \quad \text{and} \quad (\infty, t) \rightarrow (x, t),
\end{equation}
and acquire two eigenfunctions of Lax pair (2.2)
\begin{equation}
\begin{align*}
\mu_1(z; x, t) &= I + \int_{-\infty}^{x} e^{-i\sigma_3(z-x)\tilde{\sigma}_3} P(z, \xi, t) \mu_1(z; \xi, t) \, d\xi, \\
\mu_2(z; x, t) &= I - \int_{x}^{\infty} e^{-i\sigma_3(z-x)\tilde{\sigma}_3} P(z, \xi, t) \mu_2(z; \xi, t) \, d\xi.
\end{align*}
\end{equation}
$\mu_1(z; x, t)$ and $\mu_2(z; x, t)$ have the following asymptotics
\begin{equation}
\begin{align*}
\mu_1(z; x, t), \mu_2(z; x, t) &\rightarrow I, \quad x \rightarrow \pm \infty, \\
\mu_1(z; x, t), \mu_2(z; x, t) &\rightarrow I, \quad z \rightarrow \infty.
\end{align*}
\end{equation}
There are two first order linear homogeneous equations in Lax pair (1.1), while $\psi_1(z; x, t) = \mu_1(z; x, t)e^{-i\theta(z)\tilde{\sigma}_3}$ and $\psi_2(z; x, t) = \mu_2(z; x, t)e^{-i\theta(z)\tilde{\sigma}_3}$ are solutions of Lax pair (1.1), then $\psi_1(z; x, t)$ and $\psi_2(z; x, t)$ are linearly
Taking determinants on both sides of Eq.(2.7), yields

\[ \mu_1(z; x, t) = \mu_2(z; x, t)e^{-i\theta(z)\sigma_3}S(z), \]  

(2.7)

where

\[ \theta(z) = zx + \alpha z^3 t, \quad S(z) = \begin{pmatrix} s_{11}(z) & s_{12}(z) \\ s_{21}(z) & s_{22}(z) \end{pmatrix}. \]

\( S(z) \) is irrelevant to \( x \) and \( t \), it is called as the spectral matrix function. Nextly, we study the analyticity of \( \mu_1(z; x, t) \), \( \mu_2(z; x, t) \) and \( S(z) \). For integral equation (2.5), we have

\[ e^{-iz(x-\xi)\sigma_3}P(z; \xi, t) = \begin{pmatrix} \frac{\mu_1^{(11)}}{\mu_1^{(21)}} & i\theta(z) \\ \frac{\mu_2^{(12)}}{\mu_2^{(22)}} & \mu_2 \end{pmatrix}, \quad \text{as} \quad x > \xi, \]

(2.8)

where

\[ e^{2iz(x-\xi)} = e^{2iz(x-\xi)\text{Re}z}e^{-2z(x-\xi)\text{Im}z}, \quad e^{-2iz(x-\xi)} = e^{-2iz(x-\xi)\text{Re}z}e^{2z(x-\xi)\text{Im}z}. \]

After direct calculation, we note that the first column of \( \mu_1(z; x, t) \) is analytical in the upper half plane \( \mathbb{C}_+ \), the second column of \( \mu_1(z; x, t) \) is analytical in the lower half plane \( \mathbb{C}_- \), where \( \mu_1(z; x, t) \) can be written as

\[ \mu_1 = \begin{pmatrix} \mu_1^{(11)} & \mu_1^{(12)} \\ \mu_1^{(21)} & \mu_1^{(22)} \end{pmatrix} = (\mu_1^+, \mu_1^-). \]

(2.9)

Similarly, the first column of \( \mu_2(z; x, t) \) is analytical in the lower half plane \( \mathbb{C}_- \) and the second column of \( \mu_2(z; x, t) \) is analytical in the upper half plane \( \mathbb{C}_+ \), where \( \mu_2(z; x, t) \) can be written as

\[ \mu_2 = \begin{pmatrix} \mu_2^{(11)} & \mu_2^{(12)} \\ \mu_2^{(21)} & \mu_2^{(22)} \end{pmatrix} = (\mu_2^-, \mu_2^+). \]

(2.10)

By using Abel formula, we get

\[ \det(\psi_j)_x = \text{tr}(P - iz\sigma_3)\det \psi_j = 0, \]

(2.11)

\[ \det(\psi_j)_t = \text{tr}(Q - \alpha z^3 \sigma_3)\det \psi_j = 0. \]

Through transformation (2.1),

\[ \det \mu_j = \det \psi_j \det(e^{i\theta(z)\sigma_3}) = \det \psi_j. \]

(2.12)

Therefore, we obtain

\[ \det(\mu_j)_x = (\det \mu_j)_t = 0, \]

(2.13)

which imply that \( \det \mu_j \) is independent of \( x \) and \( t \), and \( \mu_j \to I, \quad |x| \to \infty \). So we have

\[ \det \mu_j = \lim_{|x|\to\infty} \det \mu_j = \det \left( \lim_{|x|\to\infty} \mu_j \right) = 1. \]

(2.14)

Taking determinants on both sides of Eq.(2.7), yields

\[ \det S(z) = 1. \]

(2.15)

From Eq.(2.14), we know that \( \mu_1(z; x, t) \), \( \mu_2(z; x, t) \) are invertible matrices. Based on the analyticity of the column vector for \( \mu_1(z; x, t) \) and \( \mu_2(z; x, t) \), it can be inferred that the first and second row of \( \mu_1^{-1}(z; x, t) \) are...
analytical in the lower half plane $\mathbb{C}_-$ and the upper half plane $\mathbb{C}_+$ respectively. The first and second row of $\mu_2^{-1}(z; x, t)$ are analytical in the upper half plane $\mathbb{C}_+$ and the lower half plane $\mathbb{C}_-$ respectively. That is

$$\mu_1^{-1} = \left( \begin{array}{cc} \mu_1^{(22)} & -\mu_1^{(12)} \\ -\mu_1^{(21)} & \mu_1^{(11)} \end{array} \right) = \left( \begin{array}{c} \hat{\mu}_1^- \\ \hat{\mu}_1^+ \end{array} \right),$$

(2.16)

$$\mu_2^{-1} = \left( \begin{array}{cc} \mu_2^{(22)} & -\mu_2^{(12)} \\ -\mu_2^{(21)} & \mu_2^{(11)} \end{array} \right) = \left( \begin{array}{c} \hat{\mu}_2^- \\ \hat{\mu}_2^+ \end{array} \right).$$

(2.17)

Through Eq.(2.7), Eq.(2.16) and Eq.(2.17), we get

$$e^{-i\theta(z)\hat{s}_1}S(z) = \mu_2^{-1}\mu_1 = \left( \begin{array}{c} \mu_2^+ \\ \mu_2^- \end{array} \right) \left( \begin{array}{c} \mu_1^+ \\ \mu_1^- \end{array} \right) = \left( \begin{array}{c} \hat{\mu}_2^+ \mu_1^+ \\ \hat{\mu}_2^- \mu_1^- \end{array} \right).$$

(2.18)

From Eq.(2.18), we know that $s_{11}(z)$ is analytical in the upper half plane $\mathbb{C}_+$, $s_{22}(z)$ is analytical in the lower half plane $\mathbb{C}_-$, $s_{12}(z)$ and $s_{21}(z)$ are continuous to the real axis, but not analytical in the upper and lower half plane.

**Theorem 2.1** The eigenfunctions $\mu_1(z; x, t)$, $\mu_2(z; x, t)$ and spectral matrix function $S(z)$ have the following symmetry property

$$\mu_j(z; x, t) = \sigma_1 \mu_j(\overline{z}; x, t) \sigma_1, \quad (j = 1, 2)$$

$$S(z) = \sigma_1 S(\overline{z}) \sigma_1,$$

(2.19)

where $\sigma_1 = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right)$.

**Proof.** From Lax pair (2.2), we obtain

$$\mu_{j,x}(z; x, t) + iz[\sigma_3, \mu_j(z; x, t)] = P\mu_j(z; x, t).$$

(2.20)

By replacing $z$ with $\overline{z}$, and taking the conjugate of Eq.(2.20), we get

$$\overline{\mu_{j,x}(\overline{z}; x, t)} - iz[\sigma_3, \mu_j(\overline{z}; x, t)] = P\overline{\mu_j(\overline{z}; x, t)}.$$
that is
\[
\begin{pmatrix}
\mu_{11}(z) & \mu_{12}(z) \\
\mu_{21}(z) & \mu_{22}(z)
\end{pmatrix}
= \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix}
\begin{pmatrix}
\overline{\mu_{11}(z)} & \overline{\mu_{12}(z)} \\
\overline{\mu_{21}(z)} & \overline{\mu_{22}(z)}
\end{pmatrix}
= \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix}
\begin{pmatrix}
\overline{\mu_{22}(z)} & \overline{\mu_{21}(z)} \\
\overline{\mu_{12}(z)} & \overline{\mu_{11}(z)}
\end{pmatrix}.
\tag{2.26}
\]

By comparing the two sides of the above equation, we obtain \( \mu_{11}(z) = \overline{\mu_{22}(z)}, \mu_{12}(z) = \overline{\mu_{21}(z)} \).

Nextly, we analyze the symmetry property of \( S(z) \). By deforming Eq.(2.7), we have
\[
S(z) = e^{(izx + iαz^3)t}\sigma_3 \left( \mu_2^{-1}(z; x, t) \mu_1(z; x, t) \right).
\tag{2.27}
\]

We recall that \( \mu_j(z; x, t) = \sigma_1 \overline{\mu_j(z; x, t)} \sigma_1 \), then
\[
\begin{align*}
\sigma_1 S(z) \sigma_1 &= \sigma_1 e^{-izx - iαz^3 t} \sigma_3 \overline{\mu_2(z)} \mu_1(z) \sigma_1 \\
&= \sigma_1 e^{-izx - iαz^3 t} \sigma_3 \sigma_1 \overline{\mu_2(z)} \mu_1(z) \sigma_1 e^{izx + iαz^3 t} \sigma_3 \\
&= e^{(izx + iαz^3 t)\sigma_3} \mu_2^{-1}(z) \mu_1(z) e^{-izx - iαz^3 t} \sigma_3 \\
&= S(z).
\end{align*}
\tag{2.28}
\]

Therefore, we obtain \( s_{11}(z) = s_{22}(z) \) and \( s_{12}(z) = s_{21}(z) \).

**Theorem 2.2** The eigenfunction \( \mu_1(z; x, t), \mu_2(z; x, t) \) and spectral matrix function \( S(z) \) also have the following symmetry property
\[
\sigma_3 \mu_j^H(z; x, t) \sigma_3 = \mu_j^{-1}(z; x, t),
\sigma_3 S^H(z) \sigma_3 = S^{-1}(z),
\tag{2.29}
\]

where superscript \( H \) denotes conjugate transpose and \( \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \).

**Proof.** By direct calculation,
\[
\sigma_3 \mu_j^H(z; x, t) \sigma_3 \\
= \begin{pmatrix}
1 & 0 \\
0 & -1
\end{pmatrix}
\begin{pmatrix}
\mu_{j,11}(z; x, t) & \mu_{j,12}(z; x, t) \\
\overline{\mu_{j,11}(z; x, t)} & \overline{\mu_{j,12}(z; x, t)}
\end{pmatrix}
= \begin{pmatrix}
1 & 0 \\
0 & -1
\end{pmatrix}
\begin{pmatrix}
\mu_{j,22}(z) & -\mu_{j,12}(z) \\
-\overline{\mu_{j,22}(z)} & \overline{-\mu_{j,12}(z)}
\end{pmatrix}
= \mu_j^{-1}(z; x, t).
\tag{2.30}
\]
Therefore, \( \mu_{11}(z) = \mu_{22}(z) \), \( \mu_{12}(z) = \mu_{21}(z) \). In addition,

\[
\sigma_3 S(z) \sigma_3 = \sigma_3 e^{(i\pi x + i\sigma^2 z^4)} \mu_2^{-1}(z) \mu_1(z) e^{(-i\pi x - i\sigma^2 z^4)} \sigma_3^H \sigma_3
\]

\[
= \sigma_3 e^{(-izx - i\sigma^2 z^4)} \mu_2^{-1}(z) \mu_1(z) e^{(izx + i\sigma^2 z^4)} \sigma_3^T \sigma_3
\]

\[
= \sigma_3 e^{(izx + i\sigma^2 z^4)} \mu_2^{-1}(z) \mu_1(z) e^{(izx - i\sigma^2 z^4)} \sigma_3^T \sigma_3
\]

\[
= \sigma_3 e^{(izx - i\sigma^2 z^4)} \mu_1(z) \mu_2(z) e^{(-izx - i\sigma^2 z^4)} \sigma_3
\]

\[
= S^{-1}(z).
\]

So we get \( s_{11}(z) = s_{22}(z) \) and \( s_{12}(z) = s_{21}(z) \). Otherwise,

\[
S(z) = e^{i(zx + i\sigma^2 z^4)} \mu_2^{-1}(z; x, t) \mu_1(z; x, t),
\]

where \( \mu_2^{-1}(z; x, t) \to I \) as \( t \to 0 \), \( x \to +\infty \). Therefore,

\[
S(z) = \lim_{x \to \infty} e^{izx \sigma_3} \mu_1(z; x, 0)
\]

\[
= \lim_{x \to \infty} e^{izx \sigma_3} (I + \int_{-\infty}^{x} e^{-iz(x - \xi)} \sigma_3 P(z; \xi, 0) \mu_1(z; \xi, 0) d\xi)
\]

\[
= I + \int_{-\infty}^{\infty} e^{iz \xi} \sigma_3 P(z; \xi, 0) \mu_1(z; \xi, 0) d\xi.
\]

By calculation,

\[
S(z) = \begin{pmatrix}
    s_{11}(z) & s_{12}(z) \\
    s_{21}(z) & s_{22}(z)
\end{pmatrix}
\]

\[
= \begin{pmatrix}
    1 & 0 \\
    0 & 1
\end{pmatrix} + \int_{-\infty}^{+\infty} \begin{pmatrix}
    e^{iz \xi} & 0 \\
    0 & e^{-iz \xi}
\end{pmatrix} \begin{pmatrix}
    0 & u \\
    u & 0
\end{pmatrix} \begin{pmatrix}
    \mu_{11}(z, x, t) & \mu_{12}(z, x, t) \\
    \mu_{21}(z, x, t) & \mu_{22}(z, x, t)
\end{pmatrix} \begin{pmatrix}
    e^{-iz \xi} & 0 \\
    0 & e^{iz \xi}
\end{pmatrix} d\xi
\]

\[
= \begin{pmatrix}
    1 & 0 \\
    0 & 1
\end{pmatrix} + \int_{-\infty}^{+\infty} \begin{pmatrix}
    u \mu_{1,21} & u e^{2iz \xi} \mu_{1,22} \\
    \mu e^{-2iz \xi} \mu_{1,11} & \mu \mu_{1,12}
\end{pmatrix} d\xi.
\]

Comparing the left and right sides of the above equation, we obtain \( s_{11}(z) = 1 + \int_{-\infty}^{+\infty} u \mu_{1,21} d\xi \), \( s_{21}(z) = \int_{-\infty}^{+\infty} u e^{-2iz \xi} \mu_{1,11} d\xi \).

Then we introduce a piecewise-analytic function \( m(z; x, t) \) that

\[
m(z; x, t) = \begin{cases}
    \left( \mu_{11}^+, \mu_{22}^- \right), & \text{Im} z > 0, \\
    \left( \mu_{12}^-, \mu_{21}^- \right), & \text{Im} z < 0.
\end{cases}
\]

**Theorem 2.3** The piecewise-analytic function \( m(z; x, t) \) defined by Eq.(2.35) satisfies the Riemann-Hilbert problem

- \( m_+(z; x, t) \) is analytical in \( \mathbb{C}_\pm \),

- \( m_+(z; x, t) = m_-(z; x, t)v(z; x, t) \),

- \( m_+(z; x, t) \to I \) as \( z \to \infty \).
$m_+(z; x, t)$ and $m_-(z; x, t)$ denote the limiting values as $z$ approaches the contour $\mathbb{R}$ from the left and the right along the contour respectively. The oriented contour on $\mathbb{R}$ is depicted in Fig. 1, where

$$v(z; x, t) = \begin{pmatrix} 1 - |r(z)|^2 & -e^{-2it\theta(z)}r(z) \\ e^{2it\theta(z)}r(z) & 1 \end{pmatrix}. \quad (2.37)$$

**Proof.** From Eq.(2.7), we have

$$[\beta^+_{1}, \beta^-_{1}] = [\beta^-_{2}, \beta^+_{2}](e^{-it\theta(z)} 0 \begin{pmatrix} s_{11}(z) & s_{12}(z) \\ s_{21}(z) & s_{22}(z) \end{pmatrix} (e^{it\theta(z)} 0)
= s_{11}(z)\beta^-_{2} + s_{21}e^{2it\theta(z)}\beta^+_{2}, s_{12}e^{-2it\theta(z)}\beta^-_{2} + s_{22}(z)\beta^+_{2}. \quad (2.38)$$

By comparing the left and right sides of Eq.(2.38), we get

$$\beta^+_{1} = s_{11}(z)\beta^-_{2} + s_{21}(z)e^{2it\theta(z)}\beta^+_{2}, \quad \beta^-_{1} = s_{12}(z)e^{-2it\theta(z)}\beta^-_{2} + s_{22}(z)\beta^+_{2}. \quad (2.39)$$

Deforming the above equation, we have

$$\frac{\beta^+_{1}}{s_{11}(z)} = \frac{1}{s_{11}(z)}s_{22}(z)\beta^-_{2} + \frac{1}{s_{11}(z)}s_{21}(z)e^{2it\theta(z)}\beta^-_{2}, \quad \beta^+_{2} = \frac{\beta^-_{1}}{s_{22}(z)} - \frac{s_{12}(z)}{s_{22}(z)}e^{-2it\theta(z)}\beta^-_{2}. \quad (2.40)$$

The above system in matrix form is

$$\begin{pmatrix} \beta^+_{1} \\ \beta^+_{2} \end{pmatrix} = \begin{pmatrix} \frac{\beta^-_{2}}{s_{11}(z)} & \beta^-_{2} \\ \frac{\beta^-_{1}}{s_{22}(z)} & \beta^-_{2} \end{pmatrix} e^{-it\theta(z)}s_{11}(z)s_{22}(z) \begin{pmatrix} 1 \\ -s_{12}(z) \\ \beta^-_{2} \end{pmatrix}. \quad (2.41)$$

Let $r(z) = \frac{s_{21}(z)}{s_{11}(z)}$, when $z \in \mathbb{R}$ we have

$$\frac{s_{11}(z)}{s_{11}(\overline{z})} = s_{22}(z), \frac{s_{12}(z)}{s_{11}(\overline{z})} = s_{21}(z), \quad (2.42)$$

$$\frac{s_{12}(z)}{s_{22}(z)} = -\frac{s_{21}(\overline{z})}{s_{11}(\overline{z})} = -r(\overline{z}), \quad (2.43)$$

$$\frac{1}{s_{11}(z)s_{22}(z)} = \frac{s_{11}(z)s_{22}(z) - s_{21}(z)s_{12}(z)}{s_{11}(z)s_{22}(z)} = 1 - \frac{s_{21}(z)s_{12}(z)}{s_{11}(z)s_{22}(z)} = 1 - r(z)r(\overline{z}). \quad (2.44)$$

From Eq.(2.15), we note that

$$\det(S(z)) = s_{11}(z)s_{22}(z) - s_{21}(z)s_{12}(z) = 1. \quad (2.45)$$

By dividing both sides of Eq.(2.45) by $s_{11}(z)s_{22}(z)$ and using Eq.(2.42), we obtain

$$r(z)r(\overline{z}) + \frac{1}{s_{11}(z)s_{11}(\overline{z})} = 1. \quad (2.46)$$

When $z \in R$, we have

$$|r(z)|^2 + \frac{1}{|s_{11}(z)|^2} = 1, \quad (2.47)$$
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which means $|r(z)| < 1$. By using Eq.(2.42)-(2.44), Eq.(2.41) can be turned into

$$\left[ \frac{\mu_1^+}{s_{11}(z)}, \mu_2^+ \right] = \left[ \frac{\mu_1^-}{s_{22}(z)} \right] e^{-i\theta(z)} \hat{\sigma}_3 \left( \begin{array}{cc} 1 - r(z) \overline{r(z)} & -r(z) \\ r(z) & 1 \end{array} \right).$$  \hspace{1cm} (2.48)$$

The solution of Riemann-Hilbert problem (2.36) exists and is unique, the function

$$u(x,t) = \lim_{x \to \infty} (z \mu(z;x,t))^{12},$$  \hspace{1cm} (2.49)$$
solves complex mKdV equation.

### 3. Long-Time Asymptotic Behavior

#### 3.1. Factorization of the jump matrix

Notice that there are two oscillatory terms $e^{i\theta(z)}$ and $e^{-i\theta(z)}$ in the jump matrix $v(z;x,t)$, we take

$$\varphi(z) = i\theta(z) = i \left( \frac{x}{t} z + \alpha z^3 \right),$$  \hspace{1cm} (3.1)$$
then

$$\varphi'(z) = \frac{x}{t} + 3i\alpha z^2, \varphi''(z) = 6i\alpha z \neq 0.$$  \hspace{1cm} (3.2)$$

By assuming that $\varphi'(z) = \frac{x}{t} + 3i\alpha z^2 = 0$, we get two steady state phase point $\pm z_0 = \pm \sqrt{-\frac{x}{3\alpha t}}$. Substituting the expression of $z_0$ into $\theta(z)$, we have

$$\theta(z) = \frac{x}{t} z + \alpha z^3 = z (-3\alpha z_0^2) + \alpha z^3 = \alpha (z^3 - 3z_0^2 z).$$  \hspace{1cm} (3.3)$$

Via deforming Eq.(3.3), we get

$$\theta(z) = \alpha \left( (z + z_0)^3 - 3z_0 (z + z_0)^2 + 2z_0^3 \right),$$  \hspace{1cm} (3.4)$$
and

$$\theta(z) = \alpha \left( (z - z_0)^3 + 3z_0 (z - z_0)^2 - 2z_0^3 \right).$$  \hspace{1cm} (3.5)$$

The jump matrix $v(z;x,t)$ has the lower/upper triangular factorization

$$v(z;x,t) = \left( \begin{array}{cc} 1 & -r(z) e^{-2i\theta(z)} \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ r(z) e^{2i\theta(z)} & 1 \end{array} \right), \quad (z \to \infty)$$  \hspace{1cm} (3.6)$$
and the upper/diagonal/lower factorization

\[
v(z; x, t) = \left( \begin{array}{cc} e^{2i\theta(z)} & 1 \\ r(z) & 1-r(z)r(z) \end{array} \right) \left( \begin{array}{cc} 1-r(z)r(z) & 0 \\ 1 & 0 \end{array} \right) \left( \begin{array}{cc} 1-e^{-2i\theta(z)} & \frac{r(z)}{1-r(z)r(z)} \\ 0 & 1 \end{array} \right), \quad z \in (-z_0, z_0).
\]

(3.7)

Now we seek a transformation to eliminate the middle diagonal matrix in \( z \in (-z_0, z_0) \) factorization. Making a transformation

\[
m_1 = m\delta^{-\sigma_3},
\]

(3.8)

then

\[
m_1 = m_+\delta_+^{-\sigma_3} = m_-v(z; x, t)\delta_+^{-\sigma_3} = m_-\delta_-^{-\sigma_3}\delta_+^{-\sigma_3}v(z; x, t)\delta_+^{-\sigma_3} = m_1(1)\delta_+^{-\sigma_3}v(z; x, t)\delta_+^{-\sigma_3} = m_1v(1)(z; x, t),
\]

(3.9)

therefore,

\[
v(1)(z; x, t) = \delta_+^{-\sigma_3}v(z; x, t)\delta_+^{-\sigma_3}.
\]

(3.10)

For \( z \in (-z_0, z_0) \),

\[
v(1)(z; x, t) = \begin{pmatrix} 1 & 0 \\ \frac{r(z)}{1-r(z)r(z)} & 1 \end{pmatrix} \begin{pmatrix} 1-r(z)r(z) & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & \frac{r(z)}{1-r(z)r(z)} \\ 0 & 1 \end{pmatrix} \delta_+^{-\sigma_3}
\]

\[
= \begin{pmatrix} \frac{1}{\delta_-^{-2}e^{2i\theta(z)}} & 0 \\ \frac{r(z)}{1-r(z)r(z)} & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ \delta_-^{-1} & 0 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ \frac{1}{1-r(z)r(z)} & 1 \end{pmatrix} \delta_+^{-\sigma_3}.
\]

(3.11)

For \( z \to \infty \),

\[
v(1)(z; x, t) = \begin{pmatrix} 1 & 0 \\ -r(z) & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ r(z)e^{2i\theta(z)} & 1 \end{pmatrix} \delta_+^{-\sigma_3}
\]

\[
= \begin{pmatrix} 1 & 0 \\ \delta_-^{-2}r(z)e^{-2i\theta(z)} & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix}.
\]

(3.12)

Now we introduce a scale Riemann-Hilbert problem

- \( \delta(z) \) is analytical in \( \mathbb{C} \setminus \mathbb{R} \),
- \( \delta_+(z) = \delta_-(z) \left( 1 - r(z)r(z) \right), \quad z \in (-z_0, z_0) \),
- \( \delta_+(z) = \delta_-(z), \quad z \to \infty \),
- \( \delta(z) \to 1, \quad z \to \infty \).

(3.13)

By deforming the second condition of the above Riemann-Hilbert problem, we get

\[
(\log \delta(z))_+ - (\log \delta(z))_- = f(z) = \begin{cases} 
\log \left( 1 - r(z)r(z) \right), & z \in (-z_0, z_0) \\
0, & z \to \infty
\end{cases}.
\]

(3.14)
According to Plemelj formula, Eq.(3.14) has a unique bounded solution

$$\log \delta(z) = \frac{1}{2\pi i} \int_{-\infty}^{+\infty} \frac{f(\xi)}{\xi - z} d\xi = \frac{1}{2\pi i} \int_{-\infty}^{+\infty} \frac{\log(1 - r(\xi)r(z))}{\xi - z} d\xi. \quad (3.15)$$

Then we calculate the right end of Eq.(3.15),

$$\frac{1}{2\pi i} \int_{-z_0}^{z_0} \ln \left( \frac{1 - |r(z)|^2}{1 - |r(\xi)|^2} \right) \frac{d\xi}{\xi - z} = \frac{1}{2\pi i} \int_{-z_0}^{z_0} \ln \left( \frac{1 - |r(\xi)|^2}{1 - |r(z_0)|^2} \right) \frac{d\xi}{\xi - z}$$

$$= \frac{1}{2\pi i} \int_{-z_0}^{z_0} \ln \left( \frac{1 - |r(\xi)|^2}{1 - |r(z_0)|^2} \right) \frac{d\xi}{\xi - z} + \frac{1}{2\pi i} \int_{-z_0}^{z_0} \ln \left( 1 - |r(z_0)|^2 \right) \frac{d\xi}{\xi - z} \quad (3.16)$$

Therefore,

$$\delta(z) = \left( \frac{z - z_0}{z + z_0} \right)^{\frac{1}{2\pi i} \int_{-z_0}^{z_0} \ln \left( 1 - |r(z_0)|^2 \right) \frac{d\xi}{\xi - z}} e^{\frac{1}{2\pi i} \int_{-z_0}^{z_0} \ln \left( 1 - |r(\xi)|^2 \right) \frac{d\xi}{\xi - z}}. \quad (3.17)$$

For convenience, we write $\delta(z)$ in the following form

$$\delta(z) = \left( \frac{z - z_0}{z + z_0} \right)^{i\nu} e^{i\chi(z)}, \quad (3.18)$$

where $\nu = -\frac{1}{2\pi} \ln \left( 1 - |r(z_0)|^2 \right)$ and $\chi(z) = \frac{1}{2\pi i} \int_{-z_0}^{z_0} \ln \left( 1 - |r(\xi)|^2 \right) \frac{d\xi}{\xi - z}.$

Based on uniqueness, we derive that

$$\delta(z) = \left( \delta(\bar{z}) \right)^{-1}. \quad (3.19)$$

Substituting Eq.(3.19) into Eq.(3.13), for $z \in R$ we obtain

$$|\delta_-(z)|^2 = \begin{cases} \frac{1}{1 - |r|^2}, & |z| < z_0, \\ 2, & |z| > z_0, \end{cases} \quad (3.20)$$

and

$$|\delta_+(z)|^2 = \begin{cases} 1 - |r|^2, & |z| < z_0, \\ 2, & |z| > z_0. \end{cases} \quad (3.21)$$

According to the maximum principle,

$$|\delta(z)| \leq c < \infty, \quad (3.22)$$

for $z \in \mathbb{C}$. Similarly, $\delta(z)$ has a similar process in $z \in (-\infty, z_0)$. On the basis of the above analysis, $m^{(1)}$ satisfy a new Riemann-Hilbert problem

- $m^{(1)}(z; x, t)$ is analytical in $\mathbb{C}\setminus\Sigma^{(1)}$,
- $m^{(1)}_-(z; x, t) = m^{(1)}_+(z; x, t)v^{(1)}(z; x, t), \quad z \in \Sigma^{(1)}$, \quad (3.23)
- $m^{(1)}(z; x, t) \to I, \quad \text{as} \quad z \to \infty.$
The jump matrix $v^{(1)}(z; x, t)$ is

$$v^{(1)}(z; x, t) = \begin{cases} 
\begin{pmatrix}
1 & 0 \\
\delta_+^2 e^{-2i\theta(z)} & 1
\end{pmatrix}, & z \in (-z_0, z_0), \\
\begin{pmatrix}
1 - \delta_+^2 e^{-2i\theta(z)} & 0 \\
\frac{r(z)}{1-r(z)x} & 1
\end{pmatrix}, & z \rightarrow \infty,
\end{cases}$$

and we have

$$u(x, t) = 2i \lim_{z \rightarrow \infty} \left( z m^{(1)}(z; x, t) \right)_{12}.$$  \hspace{1cm} (3.25)

For the sake of convenience, we introduce a function

$$\rho(z) = \begin{cases} 
\frac{r(z)}{1-r(z)x}, & z \rightarrow \infty, \\
\frac{-r(z)}{1-r(z)x}, & z \in (-z_0, z_0),
\end{cases}$$

then the jump matrix $v^{(1)}(z; x, t)$ is unified as

$$v^{(1)}(z; x, t) = \begin{pmatrix} 1 & 0 \\
\delta_+^2 e^{-2i\theta(z)} \rho(z) & 1 \end{pmatrix}^{-1} \begin{pmatrix} 1 & \delta_+^2 e^{-2i\theta(z)} \\
0 & 1 \end{pmatrix}.$$  \hspace{1cm} (3.27)

### 3.2. Extend to the augmented contour

Let $L$ denote the contour

$$L : z = z_0 + z_0 \beta e^{ \frac{3\pi i}{2}} : -\infty < \beta \leq \frac{\sqrt{2}}{2}$$

$$\cup z = -z_0 + z_0 \beta e^{ \frac{\pi i}{2}} : -\infty < \beta \leq \frac{\sqrt{2}}{2},$$

and

$$L_e : z = z_0 + z_0 \beta e^{ \frac{\pi i}{2}} : \varepsilon < \beta \leq \frac{\sqrt{2}}{2}$$

$$\cup z = -z_0 + z_0 \beta e^{ \frac{\pi i}{2}} : \varepsilon < \beta \leq \frac{\sqrt{2}}{2},$$

where $0 < \varepsilon < \frac{\sqrt{2}}{2}$.

Through the analysis of $Re(i\theta(z))$, we get the symbol distribution map of $Re(i\theta(z))$, the map is shown in Fig.2.

**Theorem 3.1** The spectral function $\rho(z)$ has a decomposition on the real number axis as follows

$$\rho(z) = R(z) + h_1(z) + h_2(z),$$  \hspace{1cm} (3.30)

$R(z)$, $h_1(z)$ and $h_2(z)$ satisfy

$$|e^{-2i\theta(z)} h_1(z)| \lesssim \frac{1}{|z - i|^{2l}}, \quad z \in \mathbb{R},$$  \hspace{1cm} (3.31)

$$|e^{-2i\theta(z)} h_2(z)| \lesssim \frac{1}{|z - i|^{2l}}, \quad z \in L,$$  \hspace{1cm} (3.32)

$$|e^{-2i\theta(z)} R(z)| \lesssim ce^{-6\alpha x^2}, \quad z \in L_e, \hspace{1cm} (3.33)$$

where $\theta(z) = \alpha (z - z_0)^3 + 3\alpha z_0 (z - z_0)^2 - 2z_0^3$, $R(z)$ is piecewise rational, $h_2(z)$ has an analytic continuation to $L$, $l$ is a arbitrary positive integer.
Figure 2: Symbol distribution map of $Re(i\theta(z))$.

**Proof.** Firstly, we consider spectral function $\rho(z)$ with $z \in (z_0, +\infty)$. Replace the function $\rho(z)$ by a rational function with well-controlled errors, expand $(z - i)^{m+5} \rho(z)$ in a Taylor series around $z_0$

$$(z - i)^{m+5} \rho(z)$$

$$= (z_0 - i)^{m+5} \rho(z_0) + \frac{((z - i)^{m+5} \rho(z))^{(1)}}{1!} |_{z = z_0} (z - z_0) + \ldots + \frac{((z - i)^{m+5} \rho(z))^{(m)}}{m!} |_{z = z_0} (z - z_0)^m$$

$$+ \frac{((\xi - i)^{m+5} \rho(\xi))^{(m+1)}}{(m+1)!} (z - z_0)^{m+1}$$

$$= \mu_0 + \mu_1 (z - z_0) + \ldots + \mu_m (z - z_0)^m + \frac{1}{m!} \int_{z_0}^z ((\xi - i)^{m+5} \rho(\xi))^{m+1} (z - \xi)^m d\xi. \quad (3.34)$$

Take

$$R(z) = \frac{\sum_{j=0}^m \mu_j (z - z_0)^j}{(z - i)^{m+5}} \quad (3.35)$$

and

$$h(z) = \rho(z) - R(z), \quad (3.36)$$

then

$$h(z) = \frac{((\xi - i)^{m+5} \rho(\xi))^{(m+1)}}{(z - i)^{m+5} m!} (z - z_0)^{m+1}. \quad (3.37)$$

We have

$$\frac{d^j h(z)}{dz^j} |_{z = z_0} = 0, \quad 0 \leq j \leq m, \quad (3.38)$$

so

$$\frac{d^j \rho(z)}{dz^j} |_{z = z_0} = \frac{d^j R(z)}{dz^j} |_{z = z_0}, \quad 0 \leq j \leq m. \quad (3.39)$$

From $\theta(z) = \frac{x}{t} x + \alpha z^3$ and $z_0 = \sqrt{-\frac{x}{3\alpha t}}$, we have $-x = 3\alpha tz_0^2$, therefore

$$t\theta(z) = xz + \alpha z^3 t = -x \left( -z + \frac{\alpha tz^3}{-x} \right) = |x| \left( -z + \frac{\alpha tz^3}{3\alpha tz_0^2} \right) = |x| \left( \frac{z^3 - 3\alpha^2 z_0^2 z}{3\alpha^2 z_0^2} \right) = |x| \tilde{\theta}(z). \quad (3.40)$$
Then $\text{Re}(i\theta(z))$ and $\text{Re}(\hat{\theta}(z))$ differ by a constant multiplier. Next we define

$$\gamma(z) = \frac{(z - z_0)^n}{(z - i)^{n+2}}, \quad (3.41)$$

by Fourier inverse transformation,

$$\left(\frac{h}{\gamma}\right)(z) = \int_{-\infty}^{+\infty} e^{is\theta(z)} \left(\frac{h}{\gamma}\right)(s) d\bar{s}, \quad (3.42)$$

where

$$\left(\frac{h}{\gamma}\right)(s) = \int_{-\infty}^{+\infty} e^{-is\theta(z)} \left(\frac{h}{\gamma}\right)(z) d\theta(z) \quad (3.43)$$

and

$$\bar{d}s = \frac{ds}{\sqrt{2\pi}}, \quad \bar{d}\theta(z) = \frac{d\theta(z)}{\sqrt{2\pi}} \quad (3.44)$$

Due to

$$h(z) = \frac{1}{(z - i)^{m+5+m!}} \int_{z_0}^{z} ((\xi - i)^{m+5} \rho(\xi))^{(m+1)} (z - \xi)^{m} d\xi, \quad (3.45)$$

then

$$\left(\frac{h}{\gamma}\right)(z) = \frac{(z - i)^{n+2} (z - z_0)^{-n}}{(z - i)^{m+5+m!}} \int_{z_0}^{z} ((\xi - i)^{m+5} \rho(\xi))^{(m+1)} (z - \xi)^{m} d\xi. \quad (3.46)$$

By taking $\xi = z_0 + \eta(z - z_0)$,

$$\left(\frac{h}{\gamma}\right)(z) = \frac{(z - z_0)^{-n}}{(z - i)^{m+5+m!}} \frac{1}{m!} \int_{0}^{1} [(z_0 + \eta(z - z_0) - i)^{m+5} \rho(z_0 + \eta(z - z_0))]^{(m+1)}$$

$$\cdot (z - z_0 - \eta(z - z_0))^{m} d(z_0 + \eta(z - z_0))$$

$$= \frac{(z - z_0)^{m+1-n}}{(z - i)^{m+3-n}} \frac{1}{m!} \int_{0}^{1} [(z_0 + \eta(z - z_0) - i)^{m+5} \rho(z_0 + \eta(z - z_0))]^{(m+1)}(1 - \eta)^{m} d\eta \quad (3.47)$$

$$= \frac{(z - z_0)^{m+1-n}}{(z - i)^{m+3-n}} \frac{1}{m!} g(z, z_0).$$

Let $m = 4n + 1$, then

$$\left(\frac{h}{\gamma}\right)(z) = \frac{(z - z_0)^{3n+2}}{(z - i)^{3n+4}} g(z, z_0), \quad (3.48)$$

where $g(z, z_0) = \frac{1}{m!} \int_{0}^{1} [(z_0 + \eta(z - z_0) - i)^{m+5} \rho(z_0 + \eta(z - z_0))]^{(m+1)} (1 - \eta)^{m} d\eta$. Due to $\rho(z) \in S(R)$, we have

$$\left|\frac{d^j g(z, z_0)}{dz^j}\right| \leq c, \quad z \geq z_0. \quad (3.49)$$

Otherwise,

$$\frac{|z - z_0|}{z + z_0} \leq 1, \quad z \geq z_0. \quad (3.50)$$

we have

$$\int_{z_0}^{\infty} \left|\left(\frac{d}{d\bar{s}}\right)^{j} \left(\frac{h}{\gamma}\right)(z)\right|^2 d\bar{s}(z)$$

$$= \int_{z_0}^{\infty} \left|\left(\frac{1}{3\alpha(z^2 - z_0^2)}\right)^{j} \left(\frac{h}{\gamma}\right)(z)\right|^2 3\alpha (z^2 - z_0^2) d\bar{z}$$

$$\leq c \int_{z_0}^{\infty} \frac{|z - z_0|^{3n+2-3j}}{(z - i)^{3n+4}} (z^2 - z_0^2)^2 d\bar{z} \leq c, \quad (0 < z_0 < M, \ 0 \leq j \leq \frac{3n+2}{3}). \quad (3.51)$$
By using Plancherel theorem, we have
\[
\int_{-\infty}^{+\infty} (1 + s^2)^\frac{j}{2} \left| \left( \frac{\hat{h}}{\gamma} \right) (s) \right|^2 \leq c \leq \infty, \quad (0 < z_0 < M, \ 0 \leq j \leq \frac{3n + 2}{3}).
\] (3.52)

Next we split \( h(z) \)
\[
h(z) = \gamma(z) \int_{-\infty}^{+\infty} e^{is \theta(z)}(\frac{\hat{h}}{\gamma}) (s) ds
\]
\[
= \gamma(z) \int_{-\infty}^{+\infty} e^{is \theta(z)}(\frac{\hat{h}}{\gamma}) (s) ds + \gamma(z) \int_{-\infty}^{t} e^{is \theta(z)}(\frac{\hat{h}}{\gamma}) (s) ds
\] (3.53)

According to Eq.(3.41), we have
\[
|e^{-2i t \theta(z)} h_1(z)| = |e^{-2i |x| \bar{\theta}(z)} h_1(z)|.
\] (3.54)

When \( z \geq z_0 \in \mathbb{R}, \ Re(i \bar{\theta}(z)) = 0 \), then \(-2i |x| \bar{\theta}(z)\) is pure imaginary, so
\[
|e^{-2i |x| \bar{\theta}(z)} h_1(z)|
\]
\[
\leq |\gamma(z)| \int_{t}^{+\infty} \left| \left( \frac{\hat{h}}{\gamma} \right) (s) \right| ds
\]
\[
= |\gamma(z)| \int_{t}^{+\infty} (1 + s^2)^{-\frac{x}{2}} (1 + s^2)^{\frac{x}{2}} \left| \left( \frac{\hat{h}}{\gamma} \right) (s) \right| ds
\]
\[
\leq |\gamma(z)| \left( \int_{t}^{+\infty} (1 + s^2)^{-p} ds \right)^{\frac{1}{2}} \left( \int_{t}^{+\infty} (1 + s^2)^{p} \left| \left( \frac{\hat{h}}{\gamma} \right) (s) \right|^2 ds \right)^{\frac{1}{2}}
\] (3.55)

For \( |e^{-2i |x| \bar{\theta}(z)} h_2(z)| \), on ray \( z = z_0 + z_0 \eta e^{-\frac{\pi}{4}} \), we have
\[
|e^{-2i |x| \bar{\theta}(z)} h_2(z)|
\]
\[
\leq e^{-2i t \theta(z)} \cdot \left| \frac{(z - z_0)^n}{(z - i)^{n+2}} \right| \left| \int_{-\infty}^{t} e^{i(s \theta(z))} \left( \frac{\hat{h}}{\gamma} \right) (s) ds \right|
\]
\[
\leq c \frac{(z - z_0)^n}{(z - i)^{n+2}} \cdot e^{-t \Re(\theta(z))} \cdot \left| \int_{-\infty}^{t} e^{i(s - t) \theta(z)} \left( \frac{\hat{h}}{\gamma} \right) (s) ds \right|
\]
\[
\leq c \frac{(z - z_0)^n}{(z - i)^{n+2}} \cdot e^{-t \Re(\theta(z))} \cdot \left( \int_{-\infty}^{t} (1 + s^2)^{\frac{1}{2}} ds \right) \cdot \int_{-\infty}^{t} \left| \left( \frac{\hat{h}}{\gamma} \right) (s) \right|^2 ds \right)^{\frac{1}{2}}
\] (3.56)
\[ \left| e^{-2it\theta(z)} \rho(z) \right| \leq ce^{-2t \text{Re}(\theta(z))} \leq ce^{-6atz^2u^2} \leq ce^{-6at\tau}, \]  
where \( \tau = t\zeta_0 = \left( \frac{-t}{3\alpha t^3} \right)^\frac{3}{2} \).

For \( \rho(z) \), by taking Schwartz conjugate to \( \rho(z) \), we have
\[ \rho(z) = R(z) + h_1(z) + h_2(z). \]  
There are similar estimates for \( e^{2it\theta(z)}h_1(z) \), \( e^{2it\theta(z)}h_2(z) \) and \( e^{2it\theta(z)}R(z) \) on \( \mathbb{R} \cup \mathbb{L} \). Based on the result of theorem 3.1 and Beal-Cofiman theorem, \( v^{(1)}(z;x,t) \) has the following decomposition
\[ v^{(1)}(z;x,t) = (b_-)^{-1}b_+ = (b_-)^{-1}(b_-^\circ)^{-1}b_+^\circ, \]  
\( b_\pm \) has decomposition
\[ b_+ = b_+^\circ b_+^\circ = (I + \omega_+^\circ)(I + \omega_+^\circ), \]
\[ b_- = b_-^\circ b_-^\circ = (I - \omega_-^\circ)(I - \omega_-^\circ), \]  
where
\[ \omega_+^\circ = \begin{pmatrix} 0 & \delta_+^2(z)e^{-2it\theta(z)}h_1(z) \\ 0 & 0 \end{pmatrix}, \quad \omega_-^\circ = \begin{pmatrix} 0 & \delta_-^2(z)e^{-2it\theta(z)} \rho(z)h_2(z) \\ 0 & 0 \end{pmatrix}, \]
\[ \omega_+^\circ = \begin{pmatrix} 0 & \delta_-^2(z)e^{2it\theta(z)}h_1(z) \\ 0 & 0 \end{pmatrix}, \quad \omega_-^\circ = \begin{pmatrix} 0 & 0 \delta_-^2(z)e^{2it\theta(z)} \rho(z)h_2(z) \\ 0 & 0 \end{pmatrix}. \]

Then we define the oriented contour \( \Sigma^{(2)} \) as \( \Sigma^{(2)} = \mathbb{R} \cup L \cup \mathbb{L} \), as shown in Fig. 3. By extending the jump matrix to the steep descend line \( L \) and \( \mathbb{L} \), \( (b_-^\circ)^{-1} \) can be analytically extend to \( \mathbb{L} \), \( b_+^\circ \) can be analytically extend to \( L \), \( (b_-^\circ)^{-1}b_+^\circ \) do not have the property of analytic continuation but decays fast about time on \( \mathbb{R} \). We make a transformation
\[ m^{(2)} = m^{(1)} \phi, \]  
where
\[ \phi = \begin{cases} I, & z \in \Omega_1 \cup \Omega_2, \\ (b_-^\circ)^{-1}, & z \in \Omega_3 \cup \Omega_4 \cup \Omega_5, \\ (b_+^\circ)^{-1}, & z \in \Omega_6 \cup \Omega_7 \cup \Omega_8. \end{cases} \]  
Then Riemann-Hilbert problem in \( \Sigma^{(1)} \) turns into a new Riemann-Hilbert problem in \( \Sigma^{(2)} \), and \( m^{(2)} \) satisfies
\[ m^{(2)}(z,t,x) \text{ is analytic in } \mathbb{C}\setminus \Sigma^{(2)}, \]
\[ m^{(2)}(z,t,x) = m^{(2)}(z,t,x)v^{(2)}(z,t,x), \quad z \in \Sigma^{(2)}, \]  
\[ m^{(2)}(z,t,x) \rightarrow I, \quad \text{as } z \rightarrow \infty, \]  
where the jump matrix is
\[ v^{(2)}(x,t,z) = \begin{cases} (b_-^\circ)^{-1}b_+^\circ, & z \in \mathbb{R}, \\ b_+^\circ, & z \in \mathbb{L}, \\ (b_-^\circ), & z \in L. \end{cases} \]
The solution of the Eq.(1.8) can be presented as

\[ u(x,t) = 2i \lim_{z \to \infty} (zm^{(2)}(z;x,t))_{12}. \]  

(3.65)

Firstly, in the case of \( z \in \Omega_6 \), considering the bound of \( \delta(z) \) in Eq.(3.19), the definition of \( h_2(z) \), and \([\rho(z)]\) in (3.32) and (3.33), we have

\[ \left| \delta^2(z)e^{-2it\theta(z)}h_2(z) \right| \leq c |\gamma(z)| \cdot |e^{-itRe(i\theta(z))}| \cdot \left| \int_{-\infty}^{t} e^{i(s-t)\theta(z)} \left( \frac{\hat{h}}{\gamma} \right)(s) ds \right| \]

(3.66)

\[ \leq \frac{|z-z_0|^n}{|z-i|^{n+2}} \cdot \int_{-\infty}^{t} \left| \left( \frac{\hat{h}}{\gamma} \right)(s) \right| ds \leq \frac{c}{|z-i|^5}, \]

(3.67)

Set

\[ v^{(2)}(x,t,z) = \left( b^{(2)} \right)^{-1} b^{(2)}, \]

(3.68)

define

\[ \omega^{(2)}_{\pm} = \pm \left( b^{(2)}_{\pm} - I \right), \quad \omega^{(2)} = \omega^{(2)}_{+} + \omega^{(2)}_{-}, \]

(3.69)

and Cauchy operator

\[ (C_{\pm} f)(z) = \frac{1}{2\pi i} \int_{\Sigma^{(2)}} \frac{f(\xi)}{\xi - z_{\pm}} d\xi, \quad z \in \Sigma^{(2)}, \quad f \in \mathcal{L}^2(\Sigma^{(2)}). \]

(3.70)

We note that Cauchy operator \( C_{\pm} \) is a bounded operator from \( \mathcal{L}^2(\Sigma^{(2)}) \) to \( \mathcal{L}^2(\Sigma^{(2)}) \) and \( C_{+} + C_{-} = 1 \).

Define

\[ C_{\omega^{(2)}} f = C_{+}(f\omega^{(2)}_{+}) + C_{-}(f\omega^{(2)}_{-}), \]

(3.71)

let \( \mu^{(2)}(z;x,t) \in \mathcal{L}^2(\Sigma^{(2)}) + \mathcal{L}^{\infty}(\Sigma^{(2)}) \) be the solution of the following basic inverse equation

\[ \mu^{(2)} = I + C_{\omega^{(2)}} \mu^{(2)}. \]

(3.72)

Then

\[ m^{(2)}(z;x,t) = I + \frac{1}{2\pi i} \int_{\Sigma^{(2)}} \frac{\mu^{(2)}(\xi;x,t)\omega^{(2)}(\xi;x,t)}{\xi - z} d\xi \]

(3.73)
is the solution of the Riemann-Hilbert problem (3.63). So the solution of Eq.(1.8) is

\[ u(x,t) = 2i \lim_{z \to \infty} \left( zm^{(2)}(z; x, t) \right)_{12} \]

\[ = 2i \lim_{z \to \infty} \left( z \left( I + \frac{1}{2\pi i} \int_{\Sigma^{(2)}} \frac{\mu^{(2)}(\xi; x, t)\omega^{(2)}(\xi; x, t)}{\xi - z} d\xi \right) \right)_{12} \]

\[ = \lim_{z \to \infty} z \left( \int_{\Sigma^{(2)}} \frac{\mu^{(2)}(\xi; x, t)\omega^{(2)}(\xi; x, t) d\xi}{\pi} \right)_{12} \]

\[ = - \left( \int_{\Sigma^{(2)}} \left( I - C\omega^{(2)}(\xi; x, t) \right) \omega^{(2)}(\xi; x, t) d\xi \right)_{12} \]

\[ = - \left( \int_{\Sigma^{(2)}} \left( I - C\omega^{(2)}(\xi; x, t) \right) \omega^{(2)}(\xi; x, t) \frac{d\xi}{\pi} \right)_{12}. \]

(3.74)

3.3. The third transformation

In this subsection, the Riemann-Hilbert problem on the contour \( \Sigma^{(2)} \) is converted to Riemann-Hilbert problem on the contour \( \Sigma^{(3)} = \Sigma^{(2)} \setminus (R \cup L_{\varepsilon} \cup \overline{L_{\varepsilon}}) \). We figure out the estimates of the errors between the two Riemann-Hilbert problems. Let \( \omega^c = \omega^a + \omega^b + \omega^c \), \( \omega^a = \omega^{(2)}|_{\mathbb{R}} \) is supported on \( \mathbb{R} \) and composed of terms of type \( h_1(z), \overline{h_1(z)} \). \( \omega^b \) is supported on \( L \cup \overline{L} \) and composed of the contribution to \( \omega^{(2)} \) from terms of type \( h_2(z), \overline{h_2(z)} \). \( \omega^c \) is supported on \( L_{\varepsilon} \cup \overline{L_{\varepsilon}} \) and composed of the contribution to \( \omega^{(2)} \) from terms of type \( R(z), \overline{R(z)} \). That is

\[ \omega^a = \begin{cases} 
\omega^{(2)}, & z \in \mathbb{R}, \\
0, & \text{otherwise},
\end{cases} \]

\[ \omega^b = \begin{cases} 
0 \delta^2 e^{-2i\theta(z)} h_2(z), & z \in L, \\
0, & \text{otherwise},
\end{cases} \]

\[ \omega^c = \begin{cases} 
0 \delta^2 e^{-2i\theta(z)} R(z), & z \in L_{\varepsilon}, \\
0, & \text{otherwise},
\end{cases} \]

(3.75)

By defining \( \omega^{(3)} \) as

\[ \omega^{(2)} = \omega^{(3)} + \omega^{(c)}, \]

we notice that \( \omega^{(3)} = 0 \) on \( \Sigma^{(2)} \setminus \Sigma^{(3)} \), which leads to the following estimates.

**Theorem 3.2** For arbitrary positive integer \( l \), as \( t \to \infty \), we have the estimates

\[ \| \omega^a \|_{L^\infty(\mathbb{R}) \cap L^2(\mathbb{R}) \cap L^1(\mathbb{R})} \leq c t^{-l}, \]

(3.77)
Re-definition of (3.35), we have

$$\|\omega^h\|_{\mathcal{L}^\infty(\mathcal{L} \cup \mathcal{T}) \cap \mathcal{L}^2(\mathcal{L} \cup \mathcal{T}) \cap \mathcal{L}^1(\mathcal{L} \cup \mathcal{T})} \leq c t^{-t},$$

(3.78)

$$\|\omega^{(3)}\|_{\mathcal{L}^2(\Sigma(2))} \leq \tau^{-\frac{1}{2}}, \quad \|\omega^{(3)}\|_{\mathcal{L}^1(\Sigma(2))} \leq \tau^{-\frac{1}{2}}.$$  

(3.79)

**Proof.** Firstly, we consider the case of $\omega^a$. It is necessary to compute $|\omega^a|$ if we want to give the estimates for $\|\omega^a\|_{\mathcal{L}^p(\mathcal{R})}$. Notice that the bound of $\delta(z)$ in (3.19), we have

$$|\omega^a| = \left( \left| e^{-2it\theta(z)} \delta^2(z) h_1(z) \right|^2 + \left| e^{2it\theta(z)} \delta h_1(z) \right|^2 \right)^{\frac{1}{2}} \leq \left| e^{-2it\theta(z)} \delta^2(z) h_1(z) \right| + \left| e^{2it\theta(z)} \delta h_1(z) \right|$$

$$\lesssim \left| e^{-2it\theta(z)} h_1(z) \right| + \left| e^{2it\theta(z)} \delta h_1(z) \right| \lesssim \frac{1}{(|z|^2 - 1)^{\frac{1}{2}}}.$$  

(3.80)

Similarly, we can prove that (3.77) also holds by a simple calculation. Next, we prove estimate (3.78). Note the definition of (3.35), we have

$$R(z) = \frac{\sum_{j=0}^{m} H_j(z - z_0)^j}{(z - i)^{m+5}} \lesssim \frac{1}{1 + |z|^5},$$

(3.81)

Due to $Re(i\theta(z)) \geq 3\alpha z_0 u^2$ on $L : z = z_0 + z_0 \beta e^{\frac{2\pi i}{n}} (-\infty < \beta \leq \infty)$, we find that

$$\left| e^{-2it\theta(z)} \delta^2(z) R(z) \right| \lesssim e^{-6\alpha^2 z_0^3} \frac{1}{1 + |z|^5}.$$  

(3.82)

From Proposition 2.23 and Corollary 2.25 in [17], we note that operator $(1 - C_{\omega^{(3)}})^{-1} : \mathcal{L}^2(\Sigma(2)) \to \mathcal{L}^2(\Sigma(2))$ exists and is uniformly bounded. Moreover,

$$\| (1 - C_{\omega^{(3)}})^{-1} \|_{\mathcal{L}^2(\Sigma(2))} \lesssim 1, \quad \| (1 - C_{\omega^{(3)}})^{-1} \|_{\mathcal{L}^2(\Sigma(2))} \lesssim 1.$$  

(3.83)

**Theorem 3.3.** As $t \to \infty$,

$$\int_{\Sigma(3)} ((1 - C_{\omega^{(3)}})^{-1} I) (\xi) \omega^{(2)}(\xi) d\xi = \int_{\Sigma(3)} ((1 - C_{\omega^{(3)}})^{-1} I) (\xi) \omega^{(3)}(\xi) d\xi + o(t^{-1}).$$

(3.84)

**Proof.** It is easy to see that

$$(1 - C_{\omega^{(3)}})^{-1} - (1 - C_{\omega^{(3)}})^{-1} = (1 - C_{\omega^{(3)}})^{-1} [C_{\omega^{(3)}} - C_{\omega^{(3)}}] (1 - C_{\omega^{(3)}})^{-1},$$

(3.85)
then
\[
(1 - C_{\omega(2)})^{-1} I^{(2)} - (1 - C_{\omega(3)})^{-1} I^{(3)} = [(1 - C_{\omega(2)})^{-1} - (1 - C_{\omega(3)})^{-1}] I^{(2)} + (1 - C_{\omega(3)})^{-1} I^{(2)} - \omega^{(3)}
\]
\[
= (1 - C_{\omega(3)})^{-1} (C_{\omega(2)} - C_{\omega(3)}) (1 - C_{\omega(2)})^{-1} I^{(2)} + (1 - C_{\omega(3)})^{-1} \omega^{e}
\]
\[
= (1 - C_{\omega(3)})^{-1} (C_{\omega(2)} - C_{\omega(3)}) (1 - C_{\omega(2)})^{-1} I^{(2)} + (1 - C_{\omega(3)})^{-1} C_{\omega(2)} I^{(2)} + (I + (1 - C_{\omega(3)})^{-1} C_{\omega(2)}) \omega^{e}
\]
\[
= (1 - C_{\omega(3)})^{-1} C_{\omega} (I + (1 - C_{\omega(3)})^{-1} C_{\omega(2)}) \omega^{e} + (1 - C_{\omega(3)})^{-1} C_{\omega(2)} I \omega^{(2)} + \omega^{e} + (1 - C_{\omega(3)})^{-1} C_{\omega(3)} I \omega^{e}.
\]
From theorem 3.1 and Eq.(3.83), we have
\[
\|\omega^{e}\|_{L^{1}(\Sigma^{2})} \leq \|\omega^{a}\|_{L^{1}(I^{1})} + \|\omega^{b}\|_{L^{1}(L_{0}T_{1})} + \|\omega^{e}\|_{L^{1}(L_{0}T_{1})} \leq c t^{-l} + c \tau^{-l} + c \tau^{-l} \leq c \tau^{-l}, \quad (t \geq \frac{c M}{\tau})
\]
By direct calculation, we get
\[
\|(1 - C_{\omega(3)})^{-1} (C_{\omega} I) \omega^{e}\|_{L^{1}((\Sigma^{2})^{2})} \leq \|(1 - C_{\omega(3)})^{-1} (C_{\omega} I)\|_{L^{2}((\Sigma^{2})^{2})} \|\omega^{e}\|_{L^{2}((\Sigma^{2})^{2})}
\]
\[
\leq \|(1 - C_{\omega(3)})^{-1} \|_{L^{2}((\Sigma^{2})^{2})} \|C_{\omega} I\|_{L^{2}((\Sigma^{2})^{2})} \|\omega^{e}\|_{L^{2}((\Sigma^{2})^{2})}
\]
\[
\leq \|\omega^{(3)}\|_{L^{2}((\Sigma^{2})^{2})} \left(\|\omega^{a}\|_{L^{2}(R)} + \|\omega^{b}\|_{L^{1}(L_{0}T_{1})} + \|\omega^{(3)}\|_{L^{2}((\Sigma^{2})^{2})}\right) \lesssim \|\omega^{(3)}\|_{L^{2}((\Sigma^{2})^{2})} \left(\|\omega^{a}\|_{L^{2}(R)} + \|\omega^{b}\|_{L^{1}(L_{0}T_{1})}\right) \lesssim t^{-l - \frac{t}{4}},
\]
and
\[
\|(1 - C_{\omega(3)})^{-1} (C_{\omega} I) \omega^{e}\|_{L^{1}((\Sigma^{2})^{2})} \leq \|(1 - C_{\omega(3)})^{-1} (C_{\omega} I)\|_{L^{2}((\Sigma^{2})^{2})} \|\omega^{e}\|_{L^{2}((\Sigma^{2})^{2})}
\]
\[
\leq \|(1 - C_{\omega(3)})^{-1} \|_{L^{2}((\Sigma^{2})^{2})} \|C_{\omega} I\|_{L^{2}((\Sigma^{2})^{2})} \|\omega^{e}\|_{L^{2}((\Sigma^{2})^{2})}
\]
\[
\leq \|\omega^{(3)}\|_{L^{2}((\Sigma^{2})^{2})} \left(\|\omega^{a}\|_{L^{2}(R)} + \|\omega^{b}\|_{L^{1}(L_{0}T_{1})}\right) \lesssim t^{-l - \frac{t}{4}},
\]
therefore,
\[
\|(1 - C_{\omega(3)})^{-1} C_{\omega} (1 - C_{\omega(2)})^{-1} C_{\omega(2)} I \omega^{(2)}\|_{L^{1}((\Sigma^{2})^{2})} \leq \|(1 - C_{\omega(3)})^{-1} \|_{L^{2}((\Sigma^{2})^{2})} \|C_{\omega} I\|_{L^{2}((\Sigma^{2})^{2})} \|\omega^{(2)}\|_{L^{2}((\Sigma^{2})^{2})}
\]
\[
\leq \|\omega^{(3)}\|_{L^{2}((\Sigma^{2})^{2})} \|\omega^{(3)}\|_{L^{2}((\Sigma^{2})^{2})} \lesssim t^{-l - \frac{t}{4}}.
\]
For \(z \leq M\), substituting the above estimates into (3.86), we obtain theorem 3.3.

**Notice** As \(z \in \Sigma^{2} \setminus \Sigma^{3}\), \(\omega^{(3)}(z) = 0\), let \(C_{\omega(3)}|_{L^{2}((\Sigma^{3})^{2})}\) denote the restriction of \(C_{\omega(3)}\) to \(L^{2}((\Sigma^{3})^{2})\). For simplicity, we write \(C_{\omega(3)}|_{L^{2}((\Sigma^{3})^{2})}\) as \(C_{\omega(3)}\). Then
\[
\int_{\Sigma^{2}} ((1 - C_{\omega(3)})^{-1} I) (\xi) \omega^{(3)}(\xi) d\xi = \int_{\Sigma^{2}} ((1 - C_{\omega(3)})^{-1} I) (\xi) \omega^{(3)}(\xi) d\xi.
\]

**Theorem 3.4** As \(t \to \infty\), the solution \(u(x,t)\) for the Cauchy problem of Eq.(1.8) has the asymptotic estimate
\[
u(x,t) = \frac{1}{2} \left( \int_{\Sigma^{2}} ((1 - C_{\omega(3)})^{-1}) (\xi) \omega^{(3)}(\xi) d\xi \right)_{12} + o(t^{-1}).
\]
Proof. A direct consequence of (3.74) and (3.84).

Set

\[ m^{(3)} = I + \int_{\Sigma^{(3)}} \frac{\mu^{(3)}(z, x, t)}{\xi - z} \frac{d\xi}{2\pi i} \]  

(3.93)

where \( \mu^{(3)} = (1 - C^{(3)})^{-1}I \), the solution (3.92) is equivalent to

\[ u(x, t) = 2i \lim_{z \to \infty} (zm^{(3)}(z, x, t))_{12} + o(t^{-1}) \].  

(3.94)

Note that \( m^{(2)}(z, x, t) \) is the solution of the Riemann-Hilbert problem (3.62), we can construct the following Riemann-Hilbert problem

\[
\begin{cases}
  m^{(3)}_+(z, x, t) = m^{(3)}_-(z, x, t)v^{(3)}(z, x, t), & z \in \Sigma^{(3)} \\
  m^{(3)}_+(z, x, t) \to I, & z \to \infty,
\end{cases}
\]

(3.95)

where

\[
v^{(3)} = \left( b_-^{(3)} \right)^{-1} = \left( I - \omega_-^{(3)} \right)^{-1} \left( I + \omega_+^{(3)} \right),
\]

\[
\omega^{(3)} = \omega_+^{(3)} + \omega_-^{(3)},
\]

\[
\omega_+^{(3)} = \begin{cases}
  0 & \delta^2 e^{-2i\theta(z)} \rho(z), & z \in L, \\
  0 & 0, & z \in \mathcal{L},
\end{cases}
\]

\[
\omega_-^{(3)} = \begin{cases}
  0 & 0, & z \in L, \\
  \delta^{-2} e^{2i\theta(z)} \overline{\rho(z)} & 0, & z \in \mathcal{L}.
\end{cases}
\]

3.4. Noninteraction of disconnected contour components

Let the contour \( \Sigma^{(3)} = \Sigma_A^{(3)} \cup \Sigma_B^{(3)} \) and \( \omega^{(3)} = \omega_+^{(3)} + \omega_-^{(3)} \), where \( \omega_{A\pm}^{(3)}(z) = 0 \) for \( z \in \Sigma_B^{(3)} \). The operator \( C^{(3)}_{\omega_A} \) and \( C^{(3)}_{\omega_B} : \mathcal{L}^2(\Sigma^{(3)}) + \mathcal{L}^\infty(\Sigma^{(3)}) \to \mathcal{L}^2(\Sigma^{(3)}) \) are defined in definition (3.71).

Lemma 3.5

\[
\| C^{(3)}_{\omega_A} C^{(3)}_{\omega_A} \|_{\mathcal{L}^2(\Sigma^{(3)})} = \| C^{(3)}_{\omega_B} C^{(3)}_{\omega_B} \|_{\mathcal{L}^2(\Sigma^{(3)})} \lesssim c(z_0) \tau^{-\frac{3}{4}},
\]

\[
\| C^{(3)}_{\omega_A} C^{(3)}_{\omega_B} \|_{\mathcal{L}^\infty(\Sigma^{(3)}) \to \mathcal{L}^2(\Sigma^{(3)})} \| C^{(3)}_{\omega_B} C^{(3)}_{\omega_A} \|_{\mathcal{L}^\infty(\Sigma^{(3)}) \to \mathcal{L}^2(\Sigma^{(3)})} \lesssim c(z_0) \tau^{-\frac{3}{4}}.
\]

Proof. See Lemma 3.5 in [17].

Theorem 3.6

As \( \tau \to \infty \), we have

\[
\int_{\Sigma^{(3)}} (1 - C^{(3)})^{-1} I(\xi)\omega^{(3)}(\xi)d\xi + \int_{\Sigma_B^{(3)}} (1 - C^{(3)})^{-1} I(\xi)\omega^{(3)}_B(\xi)d\xi + o\left(\frac{c(z_0)}{\tau}\right).
\]

(3.96)
Proof. From identity

\[(1 - C_{\omega_A}^{(3)} - C_{\omega_B}^{(3)}) \left(1 + C_{\omega_A}^{(3)}(1 - C_{\omega_B}^{(3)})^{-1} + C_{\omega_B}^{(3)}(1 - C_{\omega_B}^{(3)})^{-1}\right)\]

we have

\[= 1 - C_{\omega_B}^{(3)}C_{\omega_A}^{(3)} \left(1 - C_{\omega_B}^{(3)}\right)^{-1} - C_{\omega_A}^{(3)}C_{\omega_B}^{(3)} \left(1 - C_{\omega_B}^{(3)}\right)^{-1},\]  

(3.97)

By using theorem (3.2), Eq.(3.84) and Lemma 3.5, we obtain theorem (3.6). For convenience, we write the restriction \(C_{\omega_A}^{(3)}|_{\mathcal{L}^2(\Sigma_A^{(3)})}\) as \(C_{\omega_A}^{(3)}\). Similar for \(C_{\omega_B}^{(3)}\).

Lemma 3.7 As \(\tau \to \infty\),

\[u(x,t) = -\frac{1}{\pi} \left(\int_{\Sigma_A^{(3)}} ((1 - C_{\omega_A}^{(3)})^{-1}(\xi)\omega_A^{(3)}(\xi)d\xi\right)_{12} - \frac{1}{\pi} \left(\int_{\Sigma_B^{(3)}} ((1 - C_{\omega_B}^{(3)})^{-1}(\xi)\omega_B^{(3)}(\xi)d\xi\right)_{12} + o\left(\frac{\epsilon(z_0)}{\tau}\right)

(3.99)

3.5. Rescaling and further reduction of the RH problems

Then we extend the contours \(\Sigma_A^{(3)}, \Sigma_B^{(3)}\) to the contour

\[\Sigma_A^{(3)} : z = -z_0 + z_0\eta e^{\pm \frac{\pi i}{4}} (\eta \in \mathbb{R}), \Sigma_B^{(3)} : z = z_0 + z_0\eta e^{\pm \frac{3\pi i}{4}} (\eta \in \mathbb{R}),\]

and define \(\hat{\omega}_A^{(3)}, \hat{\omega}_B^{(3)}\) as

\[
\hat{\omega}_A^{(3)} = \begin{cases}
\omega_A^{(3)}(z), & z \in \Sigma_A^{(3)}, \\
0, & z \in \Sigma_A^{(3)} \setminus \Sigma_A^{(3)}
\end{cases}
\]

(3.100)

\[
\hat{\omega}_B^{(3)} = \begin{cases}
\omega_B^{(3)}(z), & z \in \Sigma_B^{(3)}, \\
0, & z \in \Sigma_B^{(3)} \setminus \Sigma_B^{(3)}
\end{cases}
\]

(3.101)

Let \(\Sigma_A\) and \(\Sigma_B\) denote the contour \(z = z_0\eta e^{\pm \frac{\pi i}{4}} (\eta \in \mathbb{R})\).

Define the scaling operator as

\[N_A : \mathcal{L}^2\left(\Sigma_A^{(3)}\right) \to \mathcal{L}^2\left(\Sigma_A\right),\]

\[f(z) \to (N_Af)(z) = f\left(\frac{z}{\sqrt{12\alpha t z_0}} - z_0\right),\]

(3.102)

\[N_B : \mathcal{L}^2\left(\Sigma_B^{(3)}\right) \to \mathcal{L}^2\left(\Sigma_B\right),\]

\[f(z) \to (N_Bf)(z) = f\left(\frac{z}{\sqrt{12\alpha t z_0}} + z_0\right).\]  

(3.103)
Take \( \omega_A = N_A \hat{\omega}_A^{(3)} \), \( \omega_B = N_B \hat{\omega}_B^{(3)} \), and the bounded operator \( C_{\omega_A} : \mathcal{L}^2(\Sigma_A)(\mathcal{L}^2(\Sigma_B)) \rightarrow \mathcal{L}^2(\Sigma_A)(\mathcal{L}^2(\Sigma_B)) \).

For a \( 2 \times 2 \) matrix-valued function \( f \), a direct calculation shows

\[
NC_{\omega_A}^{(3)} f = N \left( C_+ (f \hat{\omega}_A^{(3)}) + C_- (f \hat{\omega}_A^{(3)}) \right) = C_{\omega_A}^{(3)} N f, \tag{3.104}
\]

which means

\[ C_{\omega_A}^{(3)} = N_A^{-1} C_{\omega_A} N_A. \tag{3.105} \]

Similarly, we get

\[ C_{\omega_B}^{(3)} = N_B^{-1} C_{\omega_B} N_B. \tag{3.106} \]

From the definition of \( \omega_A \), it is easy to see that

\[ \omega_A = \omega_A^+ = \left( \begin{array}{cc} 0 & N_A(\delta_+^2(z)e^{-2it\theta(z)}\rho(z)) \\ 0 & 0 \end{array} \right) \tag{3.107} \]

on \( L_A \), and

\[ \omega_A = \omega_A^- = \left( \begin{array}{cc} 0 & 0 \\ 0 & N_A(\delta_-^2(z)e^{2it\theta(z)}\rho(z)) \end{array} \right) \tag{3.108} \]

on \( \overline{L_A} \). By using formulae (3.4) and (3.16), we obtain

\[ N_A \left( \delta_A(z)e^{-it\theta(z)} \right) = \delta_A^0 \delta_A^1(z), \tag{3.109} \]

where

\[ \delta_A^0 = e^{-2i\alpha \tau} (12\alpha \tau)^2 e^{x(z_0)} \]
In addition, through formulae (3.5) and (3.16), we get

\[ N_B \left( \delta_B(z)e^{-i\theta(z)} \right) = \delta_B^0(z)\delta_B^1(z), \]  

where

\[ \delta_B^0 = e^{2i\alpha\tau}(12\alpha)^{-\frac{1}{2}}e^{\chi(z_0)} \]

and

\[ \delta_B^1(z) = z^{i\nu} \left( \frac{z_0}{\sqrt{12\alpha\tau + z_0}} \right)^{i\nu} e^{\frac{i\pi^2}{4} \left(1 + (108\alpha\tau)^{-\frac{1}{2}}\right) e^{\chi\left(\frac{z}{\sqrt{12\alpha\tau + z_0}}\right)} - \chi(z_0)}. \]

Notice that \( \delta_A^0 \) and \( \delta_B^0 \) are independent of \( z \), and

\[ |\delta_A^0| = 1, \quad |\delta_B^0| = 1. \]  

Here we construct \( \omega_0 \) on the contour \( \Sigma_A \) and \( \Sigma_B \) respectively. Set \( \nu^{40} = (I - \omega_{A^0-}^{-1})(I + \omega_{A^0+}), \) where

\[ \omega_{A^0} = \omega_{A^0+} = \begin{cases} \begin{pmatrix} 0 & (\delta_A^0)^2(-z)^{-2i\nu}e^{\frac{i\pi^2}{4}r(-z_0)} \\ 0 & 0 \\ 0 & 0 \end{pmatrix}, & z \in \Sigma_A^3, \\ \begin{pmatrix} 0 & 0 \\ 0 & 0 \\ 0 & 0 \end{pmatrix}, & z \in \Sigma_A^2, \end{cases} \]  

\[ \omega_{A^0} = \omega_{A^0-} = \begin{cases} \begin{pmatrix} 0 & 0 \\ 0 & 0 \\ (\delta_A^0)^{-2}(-z)^{2i\nu}e^{-\frac{i\pi^2}{4}r(-z_0)}0 \end{pmatrix}, & z \in \Sigma_A^3, \\ \begin{pmatrix} 0 & 0 \\ 0 & 0 \\ (\delta_A^0)^{-2}(-z)^{2i\nu}e^{-\frac{i\pi^2}{4}r(z_0)}0 \end{pmatrix}, & z \in \Sigma_A^1. \end{cases} \]

\[ \delta_A^0 = e^{-2i\alpha\tau}(12\alpha)^{\frac{1}{2}}e^{\chi(-z_0)}. \]  

Due to Lemma 3.35 in [17], we have

\[ \|\omega_A - \omega_A^0\|_{L^p(\Sigma_A) \cap L^2(\Sigma_A) \cap L^1(\Sigma_A)} \lesssim t^{-\frac{1}{2}} \log t. \]

As \( t \to \infty \), we have

\[ \int_{\Sigma_A^3} ((1 - C_{\omega_A}^{-1}I)\omega_A^{(3)}(\xi)d\xi = \int_{\Sigma_A^3} ((1 - C_{\omega_A}^{-1}I)\omega_A^{(3)}(\xi)d\xi = \int_{\Sigma_A^3} N_A^{-1}((1 - C_{\omega_A})^{-1}N_AI)(\xi)\omega_A^{(3)}(\xi)d\xi = \int_{\Sigma_A^3} ((1 - C_{\omega_A})^{-1}I)((\xi + z_0)\sqrt{12\alpha t}) N_A\omega_A^{(3)}((\xi + z_0)\sqrt{12\alpha t})d\xi = \frac{1}{\sqrt{12\alpha t}} \int_{\Sigma_A^3} ((1 - C_{\omega_A})^{-1}I)((\xi)\omega_A(\xi)d\xi = \frac{1}{\sqrt{12\alpha t}} \int_{\Sigma_A} ((1 - C_{\omega_A})^{-1}I)((\xi)\omega_A^0(\xi)d\xi + o\left(\frac{\log t}{t}\right)). \]
Similarly,
\[
\int_{\Sigma_B} \left(1 - C_{\omega_B}^{(3)}\right)^{-1} I \omega_B^{(3)}(\xi) d\xi \\
= \frac{1}{\sqrt{12\alpha t}} \int_{\Sigma_B} \left(1 - C_{\omega_B}^{(1)}\right)^{-1} I \omega_B^{(1)}(\xi) d\xi + o\left(\frac{\log t}{t}\right).
\]

On the basis of above analysis, we have
\[
\int_{\Sigma_B} \left(1 - C_{\omega_B}^{(1)}\right)^{-1} I \omega_B^{(1)}(\xi) d\xi + o\left(\frac{\log t}{t}\right).
\]

For \(z \in \Sigma_A\), set
\[
M^{A_0}(z, x, t) = I + \int_{\Sigma_A} \frac{\left(1 - C_{\omega_A}^{(1)}\right)^{-1} I \omega_A^{(1)}(\xi) d\xi}{\xi - z}.
\]

Then \(M^{A_0}(z, x, t)\) is the solution of the following Riemann-Hilbert problem
\[
\begin{cases}
M^{A_0}_+(z, x, t) = M^{A_0}_-(z, x, t)u^{A_0}(z, x, t), & z \in \Sigma_A, \\
M^{A_0}(z, x, t) \to I, & z \to \infty.
\end{cases}
\]

Since \(M^{A_0}(z) = I + \frac{M^{A_0}}{z} + o\left(z^{-2}\right)\), \(z \to \infty\), we have \(M^{A_0} = -\int_{\Sigma_A} \left(1 - C_{\omega_A}^{(1)}\right)^{-1} I \omega_A^{(1)}(\xi) d\xi\).

For \(z \in \Sigma_B\), set
\[
M^{B_0}(z, x, t) = I + \int_{\Sigma_B} \frac{\left(1 - C_{\omega_B}^{(1)}\right)^{-1} I \omega_B^{(1)}(\xi) d\xi}{\xi - z}.
\]

then \(M^{B_0}(z, x, t)\) is the solution of the following Riemann-Hilbert problem
\[
\begin{cases}
M^{B_0}_+(z, x, t) = M^{B_0}_-(z, x, t)u^{B_0}(z, x, t), & z \in \Sigma_B, \\
M^{B_0}(z, x, t) \to I, & z \to \infty.
\end{cases}
\]

Since \(M^{B_0}(z) = I + \frac{M^{B_0}}{z} + o\left(z^{-2}\right)\), \(z \to \infty\), we have \(M^{B_0} = -\int_{\Sigma_B} \left(1 - C_{\omega_B}^{(1)}\right)^{-1} I \omega_B^{(1)}(\xi) d\xi\), \(u^{B_0} = (I - \omega_{B_{0-}})^{-1} (I + \omega_{B_{0+}})\), where
\[
\omega_B^0 = \omega_{B^{0+}} = \begin{pmatrix}
0 & (\delta_B^0)^2 z 2 i \nu e^{-r(z_0)/2} r(z_0) \\
0 & 0 \\
(\delta_B^0)^2 z 2 i \nu e^{-r(z_0)/2} r(z_0)^{-1} & 0 \\
0 & 0
\end{pmatrix}, \quad z \in \Sigma_B^3.
\]

\[
\omega_B^0 = \omega_{B^{0-}} = \begin{pmatrix}
0 & 0 \\
0 & (\delta_B^0)^2 z^{-1} 2 i \nu e^{-r(z_0)/2} r(z_0)^{-1} r(z_0) \\
0 & 0 \\
(\delta_B^0)^2 z^{-1} 2 i \nu e^{-r(z_0)/2} r(z_0)^{-1} r(z_0)^{-1} & 0
\end{pmatrix}, \quad z \in \Sigma_B^4.
\]
\[ \delta_B^0 = e^{2i\alpha \tau} (12\alpha \tau)^{-\frac{1}{2}} e^{\chi(z_0)}. \]  

(3.124)

By using (3.112)-(3.114) and (3.122)-(3.124), we have

\[ v^{A0}(z) = \overline{(v^{B0})(-\overline{z})}. \]  

(3.125)

According to the uniqueness of the solution,

\[ M^{A0}(z) = \overline{(M^{B0})(-\overline{z})}, \]  

(3.126)

and

\[ M_1^{A0} = -\overline{(M_1^{B0})}. \]  

(3.127)

Therefore,

\[ u(x, t) = \frac{i}{\sqrt{3\alpha t z_0}} (M_1^{B0} - \overline{M_1^{B0}})_{12}. \]  

(3.128)

3.6. Solving the model problem

In this subsection, our work is devoted to compute \((M_1^{B0})_{12}\) explicitly. Firstly, we introduce the transformation \(\psi(z) = H(z)z^{i\sigma_3} e^{-\frac{i\sigma_3}{2} z^2} \), \(H(z) = (\delta_B^0)^{-\sigma_3} M_1^{B0}(z)(\delta_B^0)^{\sigma_3} \), then

\[ \psi_+ (z) = (\delta_B^0)^{-\sigma_3} M_1^{B0.1}(z)(\delta_B^0)^{\sigma_3} z^{i\sigma_3} e^{-\frac{i\sigma_3}{2} z^2} \]

\[ = (\delta_B^0)^{-\sigma_3} M_1^{B0.2}(z) v^{B0}(z)(\delta_B^0)^{\sigma_3} z^{i\sigma_3} e^{-\frac{i\sigma_3}{2} z^2} \]

\[ = \psi_-(z) v(z_0), \]  

(3.129)

where \(v(z_0) = z^{-i\sigma_3} e^{\frac{i\sigma_3}{2} z^2} (\delta_B^0)^{-\sigma_3} v^{B0}\). Notice that the jump matrix is irrelevant to \(z\) on each ray, we have

\[ \frac{d\psi_+ (z)}{dz} = \frac{d\psi_- (z)}{dz} v(z_0) \]  

(3.130)

and

\[ \left( \frac{d\psi_+ (z)}{dz} \right) \psi_+^{-1} (z) = \frac{d\psi_- (z)}{dz} v(z_0) v^{-1}(z_0) \psi_-^{-1} (z) = \frac{d\psi_- (z)}{dz} \psi_-^{-1} (z). \]  

(3.131)

Therefore, \(\frac{d\psi}{dz} \psi^{-1}(z)\) has no jump discontinuity along any of the ray. Moreover, from the relation between \(\psi(z)\) and \(H(z)\), we have

\[ \frac{d\psi}{dz} \psi^{-1}(z) = \frac{dH(z)}{dz} H^{-1}(z) - i \frac{1}{2} z H(z) \sigma_3 H^{-1}(z) \]

\[ = -i \frac{1}{2} z \sigma_3 - i \frac{1}{2} (\delta_B^0)^{-\sigma_3} [M_1^{B0}, \sigma_3]. \]  

(3.132)

It follows by the Liouville’s theorem that

\[ \frac{d\psi(z)}{dz} + \frac{i}{2} z \sigma_3 \psi(z) = \beta \psi(z), \]  

(3.133)

where \(\beta = -\frac{i}{2} (\delta_B^0)^{-\sigma_3} [M_1^{B0}, \sigma_3] = \begin{pmatrix} 0 & \beta_{12} \\ \beta_{21} & 0 \end{pmatrix} \). So we have

\[ M_1^{B0}_{12} = -i (\delta_B^0)^2 \beta_{12}. \]  

(3.134)
Set

\[ \psi(z) = \begin{pmatrix} \psi_{11}(z) & \psi_{12}(z) \\ \psi_{21}(z) & \psi_{22}(z) \end{pmatrix}. \]

From Eq. (3.133), we get

\[ \frac{d^2 \psi_{11}(z)}{dz^2} = \left( -i - \frac{z^2}{4} + \beta_{12} \beta_{21} \right) \psi_{11}(z), \]  
(3.135)

\[ \beta_{12} \psi_{21}(z) = \frac{d\psi_{11}(z)}{dz} + \frac{i}{2} z \psi_{11}(z), \]  
(3.136)

\[ \frac{d^2 \psi_{22}(z)}{dz^2} = \left( -i - \frac{z^2}{4} + \beta_{12} \beta_{21} \right) \psi_{22}(z), \]  
(3.137)

\[ \beta_{21} \psi_{12}(z) = \frac{d\psi_{22}(z)}{dz} - \frac{i}{2} z \psi_{22}(z). \]  
(3.138)

We note that Weber’s equation

\[ \frac{d^2 g(\xi)}{d\xi^2} + \left( a + \frac{1}{2} - \frac{\xi^2}{4} \right) g(\xi) = 0 \]  
(3.139)

has the solution

\[ g(\xi) = c_1 D_a(\xi) + c_2 D_a(-\xi), \]  
(3.140)

where \( D_a(\cdot) \) denotes the standard parabolic-cylinder function and satisfies

\[ \frac{dD_a(\xi)}{d\xi} + \frac{\xi}{2} D_a(\xi) - a D_{a-1}(\xi) = 0, \]  
(3.141)

\[ D_a(\pm\xi) = \frac{\Gamma(a+1)e^{\frac{ia\pi}{4}}}{\sqrt{2\pi}} D_{a-1}(\pm i\xi) + \frac{\Gamma(a+1)e^{-\frac{ia\pi}{4}}}{\sqrt{2\pi}} D_{a-1}(\mp i\xi). \]  
(3.142)

According to [26], as \( \xi \to \infty \), we have

\[ D_a(\xi) = \begin{cases} 
\xi^a e^{-\frac{\xi^2}{4}} (1 + o(\xi^{-2})), & |\arg\xi| < \frac{3\pi}{4}, \\
\xi^a e^{-\frac{\xi^2}{4}} (1 + o(\xi^{-2})) - \frac{\sqrt{\pi}}{\Gamma(a)} e^{a\pi i + \frac{\xi^2}{4}} \xi^{-a-1} (1 + o(\xi^{-2})), & \frac{\pi}{4} < \arg\xi < \frac{5\pi}{4}, \\
\xi^a e^{-\frac{\xi^2}{4}} (1 + o(\xi^{-2})) - \frac{\sqrt{\pi}}{\Gamma(a)} e^{-a\pi i + \frac{\xi^2}{4}} \xi^{-a-1} (1 + o(\xi^{-2})), & -\frac{5\pi}{4} < \arg\xi < -\frac{\pi}{4}, 
\end{cases} \]  
(3.143)

where \( \Gamma(\cdot) \) is the Gamma function. Setting \( a = i\beta_{12} \beta_{21} \), we have

\[ \psi_{11}(z) = c_3 D_a \left( e^{-\frac{3i\pi}{4}} z \right) + c_4 D_a \left( e^{\frac{3i\pi}{4}} z \right) \]  
(3.144)

and

\[ \beta_{12} \psi_{22}(z) = c_5 D_{-a} \left( e^{\frac{3i\pi}{4}} z \right) + c_6 D_{-a} \left( e^{-\frac{3i\pi}{4}} z \right). \]  
(3.145)

When \( \arg(z) \in (-\frac{3\pi}{4}, \frac{3\pi}{4}) \) and \( z \to \infty \), we have \( \psi_{11}(z) \to z^{iv} e^{-\frac{i\pi z}{4}}, \psi_{22}(z) \to z^{-iv} e^{\frac{i\pi z}{4}} \). By using Eq. (3.143) and (3.144), we obtain

\[ c_3 = 0, \quad c_4 = e^{\frac{3i\pi}{4}}, \quad a = iv, \quad \psi_{11}(z) = e^{\frac{3i\pi}{4}} D_a \left( e^{\frac{i\pi}{4}} z \right). \]  
(3.146)

Similarly, by using Eq. (3.143) and (3.145), we get

\[ c_5 = 0, \quad c_6 = \beta_{12} e^{\frac{3i\pi}{4}}, \quad a = iv, \quad \beta_{12}(z) \psi_{22}(z) = \beta_{12}(z) e^{\frac{3i\pi}{4}} D_{-a} \left( e^{-\frac{i\pi}{4}} z \right). \]  
(3.147)
Considering Eq.(3.133) and (3.136), we obtain

\[ \beta_{21}\psi_{21}(z) = ae^{\pi i \frac{a}{4}} D_{a-1} \left( e^{\frac{\pi i}{4}} z \right). \]  

(3.148)

When \( \arg(z) \in (-\frac{3\pi}{4}, -\frac{\pi}{4}) \) and \( z \to \infty \), we have \( \psi_{11}(z) \to z^{i\upsilon} e^{-\frac{\pi i}{4} z} \), \( \psi_{22}(z) \to z^{-i\upsilon} e^{\frac{\pi i}{4} z} \), which implies

\[ \psi_{11}(z) = e^{\frac{\pi i}{4}} D_a \left( e^{\frac{\pi i}{4}} z \right) \]  

(3.149)

and

\[ \beta_{12}\psi_{22}(z) = \beta_{12} e^{-\frac{3\pi i}{4}} D_{-a-1} \left( e^{-\frac{\pi i}{4}} z \right). \]  

(3.150)

Consequently,

\[ \psi_{12}(z) = \beta_{12} e^{\frac{\pi i}{4}} e^{-\frac{3\pi i}{4}} D_{-a-1} \left( e^{-\frac{\pi i}{4}} z \right). \]  

(3.151)

Along the ray \( \arg z = -\frac{\pi}{4}, \psi_{11}(z) = \psi_{11}(0) \left( \begin{array}{c} 0 \\ r(z_0) \end{array} \right) \) and \( \beta_{12} e^{\frac{\pi i (a-3)}{4}} D_{-a} \left( e^{-\frac{\pi i}{4}} z \right) = e^{\frac{\pi i}{4}} D_a \left( e^{\frac{\pi i}{4}} r(z_0) \right) + \beta_{12} e^{\frac{\pi i (a-3)}{4}} D_{-a} \left( e^{\frac{3\pi i}{4}} z \right) \). From Eq.(3.142), we have

\[ D_a \left( e^{\frac{\pi i}{4}} z \right) = \frac{\Gamma(a+1) e^{\frac{\pi i}{4}}}{\sqrt{2\pi}} D_{a-1} \left( e^{\frac{\pi i}{4}} z \right) + \frac{\Gamma(a+1) e^{-\frac{\pi i}{4}}}{\sqrt{2\pi}} D_{-a-1} \left( e^{-\frac{\pi i}{4}} z \right). \]  

(3.152)

Therefore, we obtain

\[ \beta_{12} = \frac{e^{\frac{(3\pi i + \pi i)}{4}} \Gamma(1 + a) r(z_0)}{\sqrt{2\pi}} = \frac{e^{\frac{-3\pi i}{4}} \Gamma(1 + a) r(z_0)}{\sqrt{2\pi}}. \]  

(3.153)

Finally, theorem (1.1) gives the long-time asymptotics of Eq.(1.8).

### 4. Conclusion

In this paper, we study long-time asymptotics of complex mKdV equation by Defit-Zhou steepest descent method, in which the Schwartz initial data \( u_0(x) \in \mathcal{S}(\mathbb{R}) \) is inquired. The corresponding result is given in theorem 1.1.

In short order, we plan to consider weaker weighted Sobolev initial data \( u_0(x) \in H^{1.1}(\mathbb{R}) \) and \( u_0(x) \in H^{2.2}(\mathbb{R}) \) of long-time asymptotics to some NLPDEs.
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