Perturbative considerations account for the properties of conventional metals, including the range of temperatures where the transport scattering rate is $1/\tau_{tr} = 2\pi \lambda T$, where $\lambda$ is a dimensionless strength of the electron–phonon coupling. The fact that measured values satisfy $\lambda \lesssim 1$ has been noted in the context of a possible “Planckian” bound on transport. However, since the electron–phonon scattering is quasielastic in this regime, no such Planckian considerations are relevant. We present and analyze Monte Carlo results on the Holstein model which show that a different sort of bound is at play: a “stability” bound on $\lambda$ consistent with metallic transport. We conjecture that a qualitatively similar bound on the strength of residual interactions, which is often stronger than Planckian, may apply to metals more generally.
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The electrical resistivity of conventional metals varies linearly with temperature $T$ in the regime $T \gtrsim \omega_0$, where $\omega_0$ is a characteristic phonon frequency. The corresponding transport scattering rate extracted via Drude analysis is $1/\tau_{tr} = \alpha T$ (in units where $h = k_B = 1$). Ambiguities associated with the Drude fit notwithstanding, it was observed that across a wide range of materials, the values of the dimensionless constant $\alpha$ are bounded by a number of order one (1). In conventional Migdal–Eliashberg–Bloch–Grüneisen (MEBG) theory, $\alpha = 2\pi \lambda$, where $\lambda$ is a suitably defined dimensionless electron–phonon coupling constant which is not a priori bounded. The observed bound is therefore striking and has stimulated considerable theoretical activity, especially insofar as it coincides with a possible bound christened “Planckian” (2) on local equilibration rates in unconventional materials such as the cuprates (3). An attractive feature of this idea is that it might transcend any quasiparticle-based theoretical framework and hence give insight into a set of puzzling phenomena which have been variously identified as “bad metals” (4, 5), “strange metals” (6, 7), “marginal Fermi liquids” (8, 9), etc.

We propose that, in the relevant temperature regime in metals with strong electron–phonon scattering, there is in fact a generic crossover at $\lambda \sim 1$ from metallic to insulating transport, driven by polaron physics. This corresponds to a bound on the slope of the $T$-linear resistivity—if $\lambda$ were any larger, the system would no longer be metallic. Our picture comes from Monte Carlo studies of the paradigmatic Holstein model in the limit of zero phonon frequency, $\omega_0 = 0$, and more limited previous results on the breakdown of MEBG theory for $0 < \omega_0 \ll T$ (10–14) (for a comprehensive review, see ref. 12). The results are summarized through a phase diagram in the $\lambda$-$T$ plane in Fig. 1 and resistivity curves at various $\lambda$ in Fig. 2. While the proposed stability bound on $\lambda$ implies a bound on $1/\tau_{tr}$ that has the same functional form as the conjectured Planckian bound, the physical origin is entirely different. Because scattering here is entirely elastic, the notion of a bound on thermalization of the electron fluid is irrelevant, whatever its meaning in less well-understood highly correlated materials.*

The Holstein model is at best a caricature of any actual metal and has no direct relevance to more complicated problems in which electron–electron interactions play a central role. Nonetheless, we conjecture that the inferred stability bound is broadly relevant in real materials, with the caveat that the precise value of $\alpha$ at the crossover point beyond which metallic behavior ceases depends on microscopic details. This conjecture rationalizes the otherwise surprising observation that when measured values of $\lambda$ are tabulated in conventional metals, no values larger than $\lambda \approx 2$ are found (15, 16). Extending this intuition to more general (and less well-understood) problems, we further conjecture that the coefficient $\alpha$ in any metallic system exhibiting a $T$-linear resistivity can intuitively be associated with the strength of interactions among its low-energy degrees

*Electron-phonon scattering is quasielastic at $T \gg \omega_0$ and entirely elastic in the limit $\omega_0 \to 0$. The fact that the stability bound on $\lambda$ holds even in this (unphysical) limit emphasizes that it is conceptually unrelated to any bound on thermalization.
of freedom, and so, a bound on $\alpha$ reflects a bound on this interaction strength consistent with the existence of the metallic state.

**Results for the Holstein Model**

We consider the Holstein Hamiltonian describing one band of noninteracting electrons coupled to an Einstein phonon,

$$H = \sum_{ij\sigma} t_{ij} \sigma \hat{c}^\dagger_{i\sigma} \hat{c}_{j\sigma} + \sum_i \left( \frac{\hbar^2}{2M} \left( \frac{K_i}{2} \right)^2 + \frac{1}{2} K_i \right) + \gamma \sum_i n_{i\sigma}, \quad [1]$$

where $c_{i\sigma}^\dagger$ creates an electron on site $i$ with spin $\sigma$, $t_{ij}$ is the hopping matrix element between sites $i$ and $j$, $x_i/p_i$ are the phonon displacement/momentum on site $i$, $\omega_0 = \sqrt{K/M}$ is the phonon frequency, and $\gamma$ is the electron–phonon coupling constant, which couples the oscillator displacement to the total electron density on site $i$. The important dimensionless parameters are the coupling strength, conventionally defined as $\lambda_0 = \gamma^2 N_0/K$, and the retardation parameter $\omega_0/\varepsilon F$, where $N_0$ is the bare density of states at the Fermi energy, $\varepsilon F$, It is important to distinguish between the bare coupling, $\lambda_0$, and the renormalized coupling, $\lambda$. The latter is the more physically relevant quantity and is defined in terms of an appropriate average of the inverse of the renormalized stiffness, $\overline{\overline{K}}(q)$, at wavevector $q$. There are in fact different definitions of $\lambda$, corresponding to different averages over $q$. In our studies, we find that the different commonly used averages give essentially the same value. Common definitions of $\lambda$ are summarized in SI Appendix, section 2.

With some important exceptions, the regime of the Holstein model relevant to conventional metals is $\omega_0/\varepsilon F \ll 1$. A representative phase diagram of the model in this limit as a function of $\lambda$ and $T$ is shown in Fig. 1. At low temperatures, there is generically a superconducting phase for weak to moderate coupling when $T < T_{SC} \sim \omega_0 e^{-1/\lambda}$. (The superconductor does not appear in our phase diagram because we will consider the limit $\omega_0 \rightarrow 0$.) There is an insulating charge density wave (CDW) phase for stronger coupling when $T < T_{CDW}$,† where for large $\lambda$ (not shown in the figure) $T_{CDW} \sim t/\lambda$. (11) Qualitatively similar phase diagrams have been derived previously, for instance in refs. 18–20. Here, our principal interest will be in the transport properties in the disordered “high-temperature” regime, where $T > \omega_0$ and hence $T > T_{SC}$ and $T > T_{CDW}$, but still $T \ll \varepsilon F$.

When $T > \omega_0$, the phonons are effectively classical, and so, we will consider a simpler version of Eq. 1 in which we take $M \rightarrow \infty$, implying $\omega_0 \rightarrow 0$, and study the model via Monte Carlo simulation. Calculations with classical phonons are significantly simpler computationally and also allow for evaluation of dynamical observables without the need for analytic continuation. Moreover, we have previously (10, 11) verified that results for various thermodynamic observables in the temperature range of interest are unchanged if calculations are carried out with finite $\omega_0$. Dividing the Hamiltonian into phonon-only and other terms, $H = H_{ph} + H_e$, the thermal average of any electronic observable $O$ is given, in the $M \rightarrow \infty$ limit, by

$$\langle O \rangle \propto \int DX e^{-\beta H_{ph}|X|+\ln Z_e[X]} O[X], \quad [2]$$

where $Z_e[X] = \text{Tr} e^{-\beta H_{ph}[X]}$ is the electronic partition function and $O[X] = \text{Tr}(O e^{-\beta H_{ph}[X]})/Z_e[X]$ the thermal average of the observable for a given static phonon configuration $X = \{ x_i \}$. The integral over $X$ is performed by Monte Carlo sampling. Further details of the algorithm are summarized in ref. 11 and in SI Appendix, section 1.‡

†Our CDW transition temperatures are in agreement with those reported for the 2D and 3D Holstein model with finite $\omega_0$ (17).

‡There is an extensive body of work on the problem of itinerant electrons coupled to classical spin degrees of freedom, related to the problem of magnetoresistance in manganites (21). While the numerical techniques are similar to those used here, the physics is distinct. For instance, the fixed-length constraint on the spins implies drastically different transport at elevated temperatures.
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**Fig. 1.** Transport phase diagram of the 2D (A) and 3D (B) Holstein model with static phonons as a function of bare (renormalized) electron–phonon coupling $\lambda_0$ (i) and temperature $T$. The color scale indicates the $T$ dependence of the resistivity $\rho$, represented as an effective thermal exponent. CDW denotes a $(x, x)$ or $(x, x, x)$ charge density wave insulator. The $T^*$ line is a crossover at which a pseudogap in the single-particle density of states first appears, which also approximately coincides with the crossover from a “metallic” to “insulating” $T$ dependence of the resistivity. The value of the renormalized coupling $\tilde{\lambda}$ (shown on the upper scale of the figure), which is temperature dependent, is computed at $T = 0.25t$ in 2D and $T = 0.4t$ in 3D. Note that in the deep blue region, the dependence on $T$ is stronger than $T^{-3}$. In (A) the chemical potential for each $\lambda_0$ is such that $\mu(T = 0.25t) = 0.8$, while in (B) the density is $n = 1$ throughout the phase diagram. The calculations were done with nonzero next-nearest-neighbor hopping $t'$, with $t' = -0.3t$ in 2D and $t' = -0.2t$ in 3D.
the case in which \( t_{ij} \) contains nearest-neighbor hopping \( t \) and next-nearest-neighbor hopping \( t' = -0.3t \) (2D) or \( t' = -0.2t \) (3D). In 2D, we have fixed the chemical potential such that the average density is \( \bar{n} = 0.25t + 0.8^5 \). In 3D, we have fixed the average density to one electron per site, \( \bar{n} = 1 \), at all \( T \). In the noninteracting limit, \( E_F \approx 1.8t \) (2D) and \( E_F \approx 3.1t \) (3D). We have verified that none of the results are qualitatively sensitive to the particular choice of parameters or model details. In SI Appendix, section 6, we report additional data demonstrating the insensitivity of our results to varying electron density or including explicit phonon anharmonicity.

The main observable of interest is the conductivity, \( \sigma(\omega) \), which refers here just to its real part. For a given static phonon configuration \( X \), this is computed as (here \( h = 1 \)):

\[
\sigma(\omega; X) = \frac{1}{L^2} \sum_{\nu\nu'} \left[ f(E_{\nu}) - f(E_{\nu'}) \right] \times |\langle \nu | \hat{J} | \nu' \rangle|^2 \delta(\omega - E_{\nu} + E_{\nu'}),
\]

where \( E_{\nu} \) and \( |\nu\rangle \) denote single-particle eigenvalues and eigenvectors of \( H_{\nu}[X] \), \( \hat{J} \) is the single-particle current operator, and \( f(E) = [1 + \exp(\beta E)]^{-1} \) is the Fermi function. The factor of two accounts for spin. This quantity is then averaged over equilibrium phonon configurations as in Eq. 2. We denote the average simply as \( \sigma(\omega) \), and the resistivity is \( \rho = 1/\sigma(0) \). There are subtleties concerning the way the dc and thermodynamic limits are taken, which we discuss in detail in SI Appendix, section 3. Our principal findings are summarized in Fig. 1, which shows \( d\ln \rho/d\ln T \) through the phase diagram in the \( (\lambda_0, T) \) plane, and in Fig. 2, which plots \( \rho(T) \) versus \( T \) for various \( \lambda_0 \). The corresponding values of the renormalized coupling \( \lambda \) are also reported in the figures.

Clearly, for \( \lambda_0 \gtrsim 0.5 \), the low-temperature CDW (a true broken-symmetry insulator) melts to a state with finite but insulating resistivity, to wit \( d\rho/dT < 0 \). Above a temperature \( T^* \) which, for large \( \lambda_0 \), is roughly the bipolaron binding energy, \( T^* \approx \gamma^2/K \), we find that \( d\rho/dT > 0 \) again, but with a substantial nonzero extrapolated \( T \) \to 0 \) intercept despite the absence of quenched disorder. Solid lines are the Bloch-Gruneisen (BG) formula using the renormalized \( J_0 \), which is obtained from the phonon Green’s function measured in Monte Carlo. Dashed curves are guides to the eye in those regimes where the BG formula is not a good fit to the data. In (A), solid triangles indicate the resistivity at the pseudogap temperature, \( T^* \). In (B), solid diamonds indicate the same just above the CDW transition temperature.

Relation to Theory

On the metallic side of the phase diagram, we find that the conventional MEBG theory captures remarkably well the behavior of thermodynamic observables (11) as well as the dc resistivity. Comparisons of the resistivity between the MEBG theory and Monte Carlo are shown in Fig. 2. (The agreement with MEBG theory in the metallic regime further validates the use of \( M \to \infty \) in the Monte Carlo simulations.) A different approach is required for the insulator and crossover region. We have found that modeling the phonons in a “local” approximation as disorder with vanishing correlation length—i.e., ignoring correlations between phonon displacements on different sites—produces reasonable quantitative agreement with the Monte Carlo data.
Formally, the Holstein model with $\omega_0 = 0$ constitutes an annealed disorder problem; see Eq. 2. The joint probability distribution for the site potentials $v_i = \gamma x_i$ is $P[V] \propto e^{-\beta H_{\text{hol}}[V]} + \ln Z_H[V]$, where $Z_H[V] = \text{Tr } e^{-\beta H_{\text{hol}}[V]}$ is the electronic partition function computed for the given potential realization $V = [v_i]$. In general, $P[V]$ is a complicated nonlocal $T$-dependent object. We would like to approximately replace it with a local disorder distribution $P_{\text{loc}}[V] = \prod_i p(v_i)$. The on-site distributions $p(v_i)$, in turn, can be extracted from the Monte Carlo data, with representative results shown in Fig. 3.

We can obtain a crude representation of $p(v)$ by considering the statistical properties of a single isolated site (no hopping), for which we can compute the phonon distribution $p_{\text{ss}}(v)$ exactly as a function of the chemical potential $\mu$ and temperature $T$:

$$p_{\text{ss}}(v) = p_0 \left( e^{-\frac{(v-\mu)^2}{2U^2}} + 2ye^{-\frac{\mu^2}{2U^2}} + ty^2 e^{-\frac{(v+\mu)^2}{2U^2}} \right), \quad [4]$$

where $U_0 = U_1 = U \equiv y^2/K$ is the characteristic bipolaron binding energy, $y = e^{\mu/T}$ is the electron fugacity ($y = 1$ when there is on average one electron per site), and $p_0$ is the requisite normalization factor. This approximation becomes better the deeper we are in the insulating phase, i.e., the more localized the electronic states in a typical realization of $V$ are. In the intermediate range of $\lambda$ of primary interest here, $p(v)$ deviates substantially from $p_{\text{ss}}(v)$, but it can be well parameterized by the same functional form with $U_0$ and $U_1$ treated as $T$ and $\lambda$ dependent parameters; we therefore do this when making direct comparisons with the numerical data. One can then calculate electronic observables in realizations of $V$ and perform a quenched average using $P_{\text{loc}}[V]$.

Roughly speaking, $p_{\text{ss}}(v)$ contains peaks at $v = \pm U$, each of width $\sqrt{4U}$. At strong coupling ($\lambda_0 > 0.5$), when $U$ is larger than both the unperturbed bandwidth and $T$, the disorder distribution is bimodal, and the density of states itself splits into two peaks, such that the integrated density of states per spin in the low-energy peak is $n/2$. The chemical potential thus automatically lies in the pseudogap between them—this contrasts with the case of a corresponding problem with quenched disorder where the chemical potential is an independent quantity that is not generically tied to the pseudogap. This band splitting captures the binding of electrons into bipolarons. The states deep in the pseudogap are strongly localized.

However, even at strong coupling, increasing $T$ beyond $U$ makes the disorder distribution single-peaked, and there is no pseudogap. Although the effective disorder is relatively strong here, one can crudely understand the observed $T$ dependence of the resistivity with perturbative reasoning—assuming that the scattering rate (and hence the resistivity itself) is proportional to the mean-square disorder potential, $(v_i - \bar{v})^2 \sim U^2 + UT$. This accounts both for the observed linear-in-$T$ growth and the large extrapolated $T \to 0$ intercept of $\rho$ in Fig. 2 in this range of $T$ and $\lambda_0$.

Ultimately, the observed metal-insulator crossover apparent in the Monte Carlo data occurs for two closely intertwined reasons: the band splitting causes a depression in the density of states (pseudogap) at the Fermi level, and these states become more and more localized. The single-site approximation captures qualitatively the essential physics of the crossover and is quantitatively accurate at sufficiently strong coupling. Over a much broader range of couplings, we are still able to fit the distribution of site energies measured in the Monte Carlo data by treating $U_0$ and $U_1$ in Eq. 4 as adjustable parameters. Observables computed using the resulting $P_{\text{loc}}[V]$ agree reasonably well with their Monte Carlo values throughout the phase diagram (except, of course, in or very near the CDW phase). Representative results are shown in Fig. 3.

In strong coupling and ignoring thermal broadening, the effective disorder distribution is that of a binary alloy—with energy $-U$ on the “bipolaron sites” and energy $+U$ on the remaining sites. Manifestly, the concentration of bipolaron sites is $n/2$. When $2U$ is larger than the bandwidth, by the spectral localization theorem (22), this would give rise to a hard gap and an integrated density of states per spin in the lower band precisely equal to $n/2$. Thermal broadening turns this gap into a pseudogap, which survives even when $2U$ is somewhat less than the bandwidth.
Note that for large $\lambda$, the local approximation is equivalent to previous results obtained using dynamical mean field theory (DMFT) for the same problem (18, 19, 23). Indeed, the DMFT results appear to agree—at least qualitatively—with our Monte Carlo results, even at small $\lambda$ where the naive single-site approximation (with $U_0 = U_1 = U$) fails.

Stability Bounds

While the results obtained concern a simplified model, we expect the qualitative and even the rough quantitative aspects of the results to apply in realistic circumstances in which electron–phonon coupling is strong. There are a number of material systems which, as a function of pressure, strain, doping concentration, or even photoexcitation, can be tuned from a metallic state—one that often is much more restrictive (and hence more significant) than the putative Planckian bound, as we explain in SI Appendix, section 4. Where $1/\tau_{\text{tr}} \approx \alpha T$, even when this is not directly attributable to electron–phonon scattering, it is reasonable to suppose that $\alpha$ is the correct dimensionless measure of the interaction strength and so is bounded by these considerations. Where $1/\tau_{\text{tr}}$ has a more complicated $T$ dependence, it requires further analysis to relate its magnitude to a dimensionless interaction strength. However, in some cases, such a relationship can be established on other grounds. For example, at low $T$, electron scattering from long-wavelength acoustic phonons dominates the resistivity of many metals, such that $1/\tau_{\text{tr}} \sim \lambda_D T^2/\omega_D^2$ where $\omega_D$ is the Debye frequency, which can be independently determined. Thus, a bound on $\lambda_D$ implies a corresponding bound on the resistivity. One can also consider extracting an estimate of the strength of the residual interactions from dimensional analysis, as $\lambda_{\text{eff}} \sim 1/\Omega \tau_{\text{tr}}$, where $\Omega$ is a characteristic energy scale in the problem. In most metals, a lower bound on $\lambda_{\text{eff}}$ can be obtained by taking $\Omega = E_F$ since typically $E_F$ is the largest characteristic scale. This leads to a somewhat different perspective on the familiar Ioffe–Regel limit, usually stated as $E_F \tau_{\text{tr}} \sim \epsilon_F \gtrsim 1$.

In summary, we propose that, while the precise way in which it plays out can vary depending on specifics, there is an approximate stability bound on the maximum magnitude of an appropriate dimensionless measure of the transport scattering rate in all clean metallic systems.\(^6\)
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\(^6\) For example, in ref. 28, the transport properties of the Hubbard model with intermediate $U$ were analyzed using the dynamical mean field theory (DMFT), with particular focus on an intermediate temperature regime $T_D \sim 1 < T_\text{narrow}$, where $T_D$ is a temperature below which Fermi liquid theory applies and $T_{\text{narrow}}$ is the temperature above which the resistivity exceeds the quantum of resistance. In this regime, the resistivity is found to be approximately linear in $T$ with a slightly negative extrapolated value at $T \to 0$. An interpretation of the results in terms of highly dressed “resilient quasiparticles” is shown to account for the behavior qualitatively, where a supposedly defined transport scattering rate depends on hole-doping and $T$ (and, presumably, $U/\hbar$) but is “at most comparable to $T$.”

\(^7\) To avoid misunderstanding, we review the fine print on this proposal: The proposed bound is approximate in the sense that it involves a dimensionless number of order one that can depend on microscopic details. However, it appears to be difficult to find physically reasonable circumstances in which this number is substantially larger than 1. It is simply indirectly related to a resistivity bound, in the sense that $\rho$ is proportional to $1/\tau_{\text{tr}}$. As already discussed, determining the appropriate energy scale to relate the dimensional $1/\tau_{\text{tr}}$ to a dimensionless coupling constant generally involves additional analysis, but in circumstances in which the scattering rate is $1/T$, the correct dimensionless quantity is $1/T^2$.
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