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Abstract—In this paper, we propose a joint dynamic power control and user pairing algorithm for power-efficient and delay-constrained hybrid multiple access systems. In a hybrid multiple access system, user pairing determines whether the transmitter serves as a certain user by orthogonal multiple access (OMA) or non-orthogonal multiple access (NOMA). The proposed optimization framework minimizes the long-term time-average transmit power expenditure while reducing the queuing delay and guaranteeing the minimum time-average data rates. The proposed technique observes both channel and queue state information and adjusts queue backlogs to avoid an excessive queuing delay by appropriate user pairing and power allocation. Furthermore, the flexible use of resources is captured in the proposed algorithm by employing NOMA. The data-intensive simulation results show that the proposed scheme for power allocation and user scheduling achieves a balance among multiple performance goals, i.e., power efficiency, queuing delay, and data rate.
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I. INTRODUCTION

THE fifth-generation (5G) wireless networks are expected to offer high spectral efficiency, improved reliability, massive connectivity, and low end-to-end (E2E) latency [1]. With the proliferation of smart devices, particularly in the Internet of Things (IoT) network, the system should not only provide sufficiently high system throughput and delay-constrained services, but also support machine type communications on a massive scale and/or device-to-device (D2D) networks [2]. Therefore, power-efficiency becomes critical when the battery-powered small IoT device has a role of transmitting information to other devices [3], [4]. Further, flexibility is also important for communications among heterogeneous machine type devices while meeting a variety of quality of service (QoS) requirements [5]. Many researchers have studied a myriad of technical issues related to the trends mentioned above.

The delay-constrained communications have been a major challenge and interest for a long time in various wireless networks. Given a delay constraint, the tradeoff between reliability and delay has been studied [6], and throughput analysis also has been performed [7]. With the respect of this tradeoff, the packet delay can be reduced by adjusting the transmission policy [8]. The E2E delay consists of uplink (UL)/downlink (DL) transmission delays and the queuing delay [9], [10], and a short frame structure reduces UL/DL transmission durations [12]. Meanwhile, the analysis of deterministic queuing delay is very difficult because of the fact that queue dynamics in medium access control (MAC) are influenced by the randomness of time-varying channels and the stochastic geometry in the physical (PHY) layer.

As described in [13], the effective capacity link-layer model can be used to define the statistical delay requirement. Based on the effective capacity model, cross-layer transmission designs for achieving queueing delay requirements have been investigated in [14], [15]. Further, based on Little’s theorem [16], which establishes that the time-average queuing delay is proportional to the average queue backlog, delay-constrained scheduling has been proposed in [17] by pursuing stability of queuing systems of delay-constrained users. In this respect, dynamic resource allocation and scheduling policies which reduce the queuing delay by limiting time-average queue backlogs have been actively researched in [8], [18]–[20].

Since there exists a fundamental power-delay tradeoff as studied in [21], [22], power-efficiency is also critical for delay-constrained communications, especially where a massive number of devices are battery powered [23]. Energy-efficient resource allocations and scheduling policies for delay-constrained communications have been studied in [24]–[26], and a delay-optimal scheduling policy for power-constrained transmission has been proposed in [27]. In addition, system throughput maximization subject to the queuing delay constraint was addressed in [28]. Furthermore, the tradeoff between energy and delay depending on changes in the network state distribution was discussed in [29], [30] based on a stochastic network optimization framework.
Moreover, as a massive number of various devices is deployed in the network, orthogonal multiple access (OMA) is no longer able to maximize resource efficiency and to serve all devices simultaneously. In order to overcome this issue, non-orthogonal multiple access (NOMA) has been actively researched as one of the promising methods for the efficient and flexible use of both energy and the spectrum, as well as for system throughput improvements [31]. Power-multiplexing NOMA provides a better system throughput than OMA with the ideal successive interference cancellation (SIC) [32]. In addition, NOMA has the advantage of allowing massive connectivity for IoT services [33], and NOMA in short packet transmissions for achieving low latency has been discussed in [34], [35]. Cooperative NOMA schemes assisted by D2D communications have been also studied in [36], [37].

Since all users would not be served by NOMA as a result of the high complexity of SIC, hybrid multiple access (MA), which allows for the coexistence of NOMA and OMA, has been considered for next-generation communication systems. Representatively, multi-user superposition transmission (MUST) has been adopted by the 3rd Generation Partnership Project (3GPP) for 5G networks, which employs both power-domain NOMA and orthogonal frequency division multiple access (OFDMA) [38]. For the use of hybrid MA, user scheduling and resource allocation are very critical issues. In [39]–[41], user pairing schemes for NOMA signaling have been studied, and joint resource allocations in NOMA systems have been considered in [42]–[45]. However, power-efficiency and low latency were not considered in [39]–[44]. The authors of [45] and [46] proposed power-efficient resource allocation policies, but they did not consider user pairing and delay problems.

This paper proposes the dynamic policy for user pairing and power control to maximize power efficiency while achieving delay constraints as well as sufficient reliability in hybrid MA. In particular, the long-term average data rate is considered as a user QoS requirement for sufficient reliability. In addition, user scheduling and flexible use of resources are also captured in the proposed technique. The main contributions of the proposed technique can be summarized as follows:

- This paper constructs the stochastic network optimization framework for the transmission scheme of power-efficient and delay-constrained communications, which adaptively operates depending on time-varying channel and queue states. The proposed framework focuses on reducing the queueing delay, which is a main factor in the E2E delay.
- This paper contributes to delay-constrained systems based on NOMA. The proposed transmission scheme utilizes the advantage of NOMA over OMA to increase the data rate for reducing the queueing delay. Further, users enable to utilize resources flexibly by employing NOMA.
- Different from the existing power-efficient resource allocations [45], [46], the proposed resource allocation and user scheduling not only maximize power-efficiency, but also guarantee limited queueing delays and sufficiently large time-average data rates for all users.
- Data-intensive simulation results show that the proposed technology can achieve a balance among multiple performance requirements, i.e., power expenditure, queueing delay and data rate, on the basis of the short packet structure [12].

The rest of the paper is organized as follows. The hybrid MA system and queue model are described in Section II. In Section III, we formulate the joint optimization problem of user pairing and power allocation in hybrid MA. The optimal power allocation rule with fixed user pairing is proposed in Section IV-B, and the matching algorithm for user pairing is presented in Section V. Simulation results are shown in Section VI, and Section VII concludes the paper.

II. SYSTEM MODEL

A. Hybrid Multiple Access Model

This paper considers hybrid MA for power-efficient and delay-constrained IoT networks. Let a transmitter serve \( N \) users by employing either OMA only or NOMA, as shown in Figs. 1 and 2, respectively. The transmitter is deployed with \( N \) queues in which data packets are waiting for transmissions to \( N \) users, respectively. The data packets for user \( n \) are accumulated in queue \( n \). The data transmission is performed in each discrete time slot, i.e., \( t = 1, 2, \cdots \). Suppose that each transmitter queue has a power budget of \( P_0 \), and the transmit power for user \( n \) is \( P_n \); therefore, \( 0 \leq P_n \leq P_0 \). Here, we assume the maximum transmit power constraint for each link or subchannel rather than the sum power constraint. Since the individual power constraint per link is stricter than the sum power constraint, the power allocation satisfying per-link power constraints can also always satisfy the sum power constraint by using an appropriate value of \( P_0 \), even though it yields a loss of power efficiency. Accordingly, if individual power constraints are considered, then there is no need of the sum-power constraint. In addition, the individual power...
constraints are also beneficial to reduce the peak-to-average power ratio which is a critical issue especially in multicarrier systems.

The Rayleigh fading channel is assumed for communication links from the transmitter to users. Denote the channel of user \( n \) with \( h_n \). The path loss model is \( 35.3 + 37.6 \ln(d_n) \), where \( d_n \) is the distance between the transmitter and user \( n \), and the fast fading component has a complex Gaussian distribution, i.e., \( CN(0,1) \). The channel is assumed to be static during each discrete time slot. Let \( R_n \) be the data rate for user \( n \), and denote \( \rho_n \) as a threshold of user \( n \)’s instantaneous data rate.

When \( R_n < \rho_n \), an outage event occurs at user \( n \). In addition, \( \eta_n \) represents the long-term average data rate as a QoS requirement for user \( n \), and the QoS constraint can be written as

\[
\eta_n \leq \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} R_n(t). 
\]  

(1)

B. Transmitter Queue Model

In general, the transmitter queue model has its own arrival and departure processes. When departures are less frequent than arrivals, the queue backlog grows. For each user \( n \in \{1, \cdots, N\} \), the queue dynamics in each discrete time slot \( t \in \{0, 1, \cdots, \} \) can be represented as follows:

\[
Q_n(t+1) = \max\{Q_n(t) - \mu_n(t), 0\} + \lambda_n(t) \tag{2}
\]

\[
Q_n(0) = 0, \tag{3}
\]

where \( Q_n(t) \), \( \lambda_n(t) \), and \( \mu_n(t) \) stand for the queue backlog and the arrival and departure processes of user \( n \) at time \( t \), respectively. The queue states are updated in each time slot \( t \). In this paper, the interval of each slot is assumed to be the channel coherence time, \( \tau_c \).

In this paper, queue backlog \( Q_n(t) \) represents data bits waiting to be transmitted to user \( n \).

\[
\lambda_n(t) \text{ and } \mu_n(t) \text{ semantically mean arrived and transmitted bits at slot } t, \text{ respectively. Simply, suppose that } \lambda_n(t) \text{ is randomly generated for all } n \in \{1, \cdots, N\}. \text{ On the other hand, } \mu_n(t) \text{ obviously depends on the data rate of user } n \text{ as follows:}
\]

\[
\lambda_n(t) = a_n(t) \cdot u \tag{4}
\]

\[
\mu_n(t) = \mathbb{I}\{R_n(P_n, \Psi_n, t) \geq \rho_n\} \cdot R_n(P_n, \Psi_n, t) \cdot \tau_c, \tag{5}
\]

where \( a_n(t) \) is an i.i.d. uniform random variable, i.e., \( a_n(t) \sim \mathcal{U}(\lambda_{\min}, \lambda_{\max}) \), indicating the number of data packets that have arrived in queue \( n \) at time \( t \). Also, \( u \) is the packet size in bits, and \( \Psi_n \) represents the index of the user paired with user \( n \). If OMA is employed for user \( n \), then \( \Psi_n = n \), whereas \( \Psi_n = m \) for \( m \neq n \) means that users \( n \) and \( m \) are paired for NOMA.

\( R_n(P_n, \Psi_n, t) \) is the data rate of user \( n \) when transmit power is \( P_n \) and user \( n \) is paired with user \( \Psi_n \) at time \( t \). \( \mathbb{I}(\cdot) \) is the indicator function, and \( \mathbb{I}\{R_n(P_n, \Psi_n, t) \geq \rho_n\} = 0 \) if the outage event occurs at user \( n \); otherwise, it is 1.

Remark: If \( \tau_c \) is too long, it is better to update the power allocation and user pairing more frequently than channel variations. Consider a transmitter queue that is almost empty so that there is no worry about excessive queueing delays. In this case, the transmitter usually consumes a small amount of power to improve power–efficiency. However, if this situation persists for a long time, as indicated by \( \tau_c \), packets will accumulate in the queue and queueing delays will increase. Therefore, several updates in regard to power allocation and user pairing are required over the time interval of \( \tau_c \), i.e., the interval of each time slot should be smaller than \( \tau_c \).

C. Delay Constraint and Queue Stability

Denote the E2E delay bound with \( D_{\text{max}} \). \( D_{\text{max}} \) mainly consists of UL/DL transmission delays and the queueing delay [11]. For delay-constrained communications, a small packet structure is preferred because UL/DL transmission durations can be reduced. Then, the summation of UL/DL durations becomes identical to the transmit time interval (TTI), denoted by \( T_t \) [12]. Therefore, the margin of the queueing delay is \( D_{\text{Qmax}} = D_{\text{max}} - T_t \), i.e., data transmission is successful only when the queueing delay is smaller than \( D_{\text{Qmax}} \).

However, making the instantaneous queueing delay bounded to a deterministic value is very difficult due to time-varying channel environments and dynamic transmissions.

To this end, this paper focuses on limiting the time-average queueing delay. According to Little’s theorem [16], the time-average queueing delay is proportional to the average queue length. In addition, the Lyapunov optimization theory [47] proved that the time-average queue backlogs can be limited by pursuing strong stability of a queue defined as

\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T} \mathbb{E}[Q(t)] < \infty. 
\]  

(6)

Based on the Lyapunov optimization theory, the upper bound on the time-average queue length is also derived by using the algorithm which minimizes the Lyapunov drift [47] and finally the delay constraint can be satisfied by achieving queue stability in (6). In this respect, many delay-constrained transmission policies which limit the queueing delay by pursuing the queue stability have been proposed in [8], [18]–[20]. In this paper, simulation results in Section VI show that the queueing delay can be reduced by ensuring (6), i.e., strong stability of the queueing system.

D. Problem Scenario

In this subsection, the example scenario of the proposed optimization problem is presented. Fig. 1 shows the system architecture employing OMA only. For example, many packets are accumulated in queue 2 and queue 3; therefore, these links have a risk of excessive queueing delays. The transmitter can reduce queue backlogs by increasing transmission rates of these links. Simply, link 2 can consume more power to increase its transmission rate and to reduce queue backlogs. On the other hand, link 3 experiences the outage event even with the maximum transmit power in Fig. 1; therefore, it cannot avoid the excessive queueing delay. In this case, NOMA can help link 3 to satisfy the delay constraint. By sharing the
frequency resource with another link, link 3 can utilize larger bandwidth than before, but should handle interference from another link. Since NOMA is well-known to improve system throughput compared to OMA with the ideal SIC, NOMA has a potential to increase the data rate of link 3 and finally to satisfy its delay constraint.

The ideal SIC cannot be employed in practice, however, the appropriate user pairing and power allocations are necessary for NOMA. In Fig. 2, user 3 and user 4 are paired for NOMA signaling and link 3 is no longer in outage. In this scenario, the data rate of link 4 could be degraded, but it is fine because queue 4 has enough queue backlogs to endure the excessive queuing delay for a while. Similarly, the link outage occurs at user 1 whose is almost empty so that there is no need to worry about the long queuing delay.

In this case, the transmitter can deactivate link 1 to save power consumption, as shown in Fig. 2. In this way, the system dynamically adjusts transmission rates of all links by controlling transmit power and employing NOMA to achieve both low queuing delay and high power efficiency.

Since this model determines link deactivation by allocating no transmit power, as shown by link 1 in Fig. 2, user scheduling is also performed in the system model. If some links are determined not to active, then their resources would be shared by other links in terms of resource efficiency. The flexible resource use among users can be also realized in the presented system model by pairing two links for NOMA signaling and allocating no power to one of them. It means that the orthogonal resource of the user with no transmit power is occupied by another paired user.

The main issues associated with hybrid MA are summarized in Fig. 2. First, the queuing delay should be reduced to satisfy the delay constraint by limiting the time-average queue backlogs, i.e., achieving stability of the queuing system. Second, when NOMA is utilized, user pairing problem, i.e., which user is better to be paired for NOMA with certain user who needs to raise the data rate, arises. Finally, power allocations for both OMA and NOMA users should be jointly determined with the user pairing problem. In this paper, only a two-user NOMA scenario is considered because small devices in the IoT network are difficult to handle the high computational complexity of SIC processes for the multi-user NOMA scenario. Further, as the number of power-multiplied users increases, the required power budget becomes larger to provide reliable signal-to-interference-plus-noise ratios (SINRs) to all NOMA users. However, a small battery-powered device generally has a limited power budget.

III. Joint Optimization Problem Formulation for User Pairing and Power Allocation in Hybrid Multiple Access

This paper pursues both high power-efficiency and low queuing delay. In addition, the long-term average data rate is considered as user’s the QoS requirement. The data rate of each user depends on its transmit power and MA scheme, i.e., OMA or NOMA. If NOMA is employed for certain user $n$, then its data rate is determined by which user is paired with user $n$. Therefore, we denote the data rate of user $n$ at time $t$ by $R_n(P_n(t), \Psi_n(t), t)$ to describe the dependencies on power allocation and user pairing.

The joint optimization problem to find the optimal power allocation and user pairing can be formulated as follows:

\[
\{ P^*(t), \Psi^*(t) \} = \arg \min_{P, \Psi} \sum_{n \in N} \mathbb{E}[P_n(t)] 
\]

\[
\text{s.t. } \lim_{t \to \infty} \frac{1}{t} \sum_{t'=0}^{t-1} \mathbb{E}[Q_n(t')] < \infty, \forall n \in N \tag{7}
\]

\[
\lim_{t \to \infty} \frac{1}{t} \sum_{t'=0}^{t-1} \mathbb{E}[\tilde{R}_l(P_l(t'), \Psi_l(t'), t')] \geq \eta_l, \forall l \in N_s \subseteq N \tag{8}
\]

\[
0 \leq P_n(t) \leq P_0, \forall n \in N \tag{9}
\]

\[
\Psi_n(t) \in N, \forall n \in N \tag{10}
\]

\[
\Psi_n(t) = m \text{ if and only if } \Psi_m(t) = n, \tag{11}
\]

where $\tilde{R}_n(.) = \mathbb{I}\{R_n(.) \geq \rho_n\} \cdot R_n(.)$. $N = \{1, \ldots, N\}$ is the user index set, and $N_s$ is the subset of $N$. $P^*(t)$ and $\Psi^*(t)$ denote vectors of the optimal power allocations and user pairings, i.e., $P_n(t)$ and $\Psi_n(t)$, for all $n \in N$, respectively. The constraint (8) represents strong stability of the queuing system, which makes queue backlogs upper bounded. In addition, the minimum time-average data rate $\eta_l$ of user $l$ for $l \in N_s$ is guaranteed as one of the QoS requirements stipulated by constraint (9). Again, we assume the individual power constraint for each link in (10) which is stricter than the sum power constraint and beneficial to reducing the peak-to-average power ratio in the multicarrier system.

The problem in (7)–(10) can be solved by the theory of Lyapunov optimization [47]. We first transform the inequality constraint (9) into the form of queue stability. Specifically, first define the virtual queues $Z_l(t)$ for all $l \in N_s$ with the update equation:

\[
Z_l(t+1) = \max\{Z_l(t) + \eta_l - \tilde{R}_l(P_l(t), \Psi_l(t), t), 0\}. \tag{13}
\]

The strong stability of the virtual queue $Z_l(t)$ pushes the average of $\tilde{R}_l(P_l(t), \Psi_l(t), t)$ to be close to the QoS guarantee $\eta_l$.

Let $Q(t)$ and $Z(t)$ denote the column vectors of $Q_n(t)$ and $Z_l(t)$ for $n \in N$ and $l \in N_s$ at time $t$, respectively, and let $\Theta(t) = [Q(t)^T, Z(t)^T]^T$ be a concatenated vector of actual and virtual queue backlogs. Define the quadratic Lyapunov function $L[\Theta(t)]$ as follows:

\[
L[\Theta(t)] = \frac{1}{2} \sum_{n \in N} Q_n(t)^2 + \frac{1}{2} \sum_{l \in N_s} Z_l(t)^2. \tag{14}
\]

Then, let $\Delta(t)$ be a conditional quadratic Lyapunov function that can be formulated as $\mathbb{E}[L[\Theta(t+1)] - L[\Theta(t)]|\Theta(t)]$, i.e., the drift on $t$. The dynamic policy is designed to solve the optimization problem in (7)–(10) by observing the current queue state, $\Theta(t)$, and determining power allocation $P(t)$ and user pairing $\Psi(t)$ in such a way as to minimize the upper
bound on the drift-plus-penalty [47]:
\[
\Delta(\Theta(t)) + V E \left[ \sum_{n \in N} P_n(t) \Theta(t) \right],
\]
where \( V \) is a positive constant of the policy that affects the tradeoff between the power efficiency and queueing delay.

First, find the upper bound on the change in the Lyapunov function.

\[
L[\Theta(t + 1)] - L[\Theta(t)] = \frac{1}{2} \sum_{n \in N} \left[ Q_n(t + 1)^2 - Q_n(t)^2 \right] + \frac{1}{2} \sum_{t \in N_s} \left[ Z_t(t + 1)^2 - Z_t(t)^2 \right]
\]
\[
\leq \frac{1}{2} \sum_{n \in N} [\lambda_n(t) + \mu_n(t)] + \sum_{n \in N} Q_n(t)(\lambda_n(t) - \mu_n(t)) + \frac{1}{2} \sum_{t \in N_s} (\eta_t - \hat{R}_l(P(t), \Psi(t), t))^2 + \sum_{t \in N_s} Z_t(t)(\eta_t - \hat{R}_l(P(t), \Psi(t), t)).
\]

Then, the upper bound on the conditional Lyapunov drift is given by
\[
\Delta(\Theta(t)) \leq C + \sum_{n \in N} E \left[ Q_n(t)(\lambda_n(t) - \mu_n(t)) \right] + \sum_{t \in N_s} E \left[ Z_t(t)(\eta_t - \hat{R}_l(P(t), \Psi(t), t)) \right],
\]
where \( C \) is a constant such that \( \frac{1}{2} \sum_{n \in N} E[\lambda_n(t)^2 + \mu_n(t)^2] + \frac{1}{2} \sum_{t \in N_s} E[(\eta_t - \hat{R}_l(P(t), \Psi(t), t))^2] \leq C \). According to (15), minimizing the upper bound on the drift-plus-penalty is consistent with minimizing
\[
E \left[ \frac{1}{2} \sum_{n \in N} P_n(t) - \sum_{n \in N} Q_n(t)\mu_n(t) - \sum_{t \in N_s} Z_t(t)\hat{R}_l(P(t), \Psi(t), t) \right] \Theta(t),
\]
because \( \lambda_n(t) \) is not controllable and all values of \( \eta_t \) for \( l \in N_s \) are constants.

We now use the concept of opportunistically minimizing the expectations and specifically go after the following drift-plus-penalty problem:
\[
\{P^*, \Psi^*(t)\} = \arg\min_{P, \Psi} \mathcal{M}(P(t), \Psi(t))
\]
s.t. (10), (11), (12)

where
\[
\mathcal{M}(P(t), \Psi(t)) = \sum_{n \in N} \mathcal{M}_n(P_n(t), \Psi_n(t)) = V \sum_{n \in N} P_n(t) - \sum_{n \in N} Q_n(t)\mu_n(t) - \sum_{t \in N_s} Z_t(t)\hat{R}_l(P(t), \Psi(t), t).
\]

Since there are very many possible combinations of user pairing, it is difficult to exhaustively minimize the optimization metric of (23). Therefore, we first find the optimal power allocation depending on the fixed user pairing policy. Then, several pairs of two users are generated for NOMA to minimize the optimization metric of (23) based on the matching theory.

IV. OPTIMAL POWER ALLOCATION FOR HYBRID MULTIPLE ACCESS

For simplicity, notations for the dependency of all parameters on \( t \) are omitted in this section, because the optimal power allocation depends only on channel state information (CSI) and queue state information (QSI) at current time \( t \). Therefore, \( R_n(P_n(t), \Psi_n(t), t) = R_n(P_n, \Psi_n) \) in this section.

A. Optimal Power Allocation for Orthogonal Multiple Access

First, the power allocation rule for OMA users is presented. The data rate of user \( n \), which employs OMA, is given by
\[
R_n(P_n, n) = \frac{d_B N \log_2 (1 + N T_n P_n)}{N_0},
\]
where \( N_0 = \frac{|h_n|^2}{2} \), \( N_0 \) is the single-sided noise spectral density, and \( B \) is the bandwidth. \( \Phi \in (0, 1] \) represents the degradation coefficient of the channel capacity due to the finite blocklength codes appropriate for the short packet structure [11], [48]. Note that the bandwidth is equally allocated to \( N \) users, and \( \Psi_n = n \) for all \( n \in N \) in OMA. The power interval for avoiding the outage, i.e., \( R_n(P_n, n) \geq \rho_n \), can be obtained by
\[
P_n \geq P_{th}^O = \frac{2N \rho_n / \Phi B - 1}{NT_n}.
\]

If \( P_n \leq P_{th}^O \), then \( R_n(P_n, n) = 0 \).

Remark: Since Shannon capacity assumes channel codes of infinite length, it is not appropriate to directly apply Shannon capacity to low-latency communications with the short packet structure. The authors of [48], [49] obtained the channel capacity with finite blocklength codes in a variety of channel models. The definition of the data rate in (24) is the normal approximation of the data rate with the finite blocklength code [48]. When the decoding error probability is \( 10^{-6} \) and SNR is larger than 20 dB in AWGN channel, \( \Phi = 0.9 \) can be used. Therefore, we assume that the channel code is used whose decoding error probability is lower than \( 10^{-6} \). Since the channel is static during each discrete time slot, this fading channel can be viewed as an AWGN channel with channel gain \( |h_n|^2 \) at user \( n \), and all simulation results are obtained with received SNR larger than 20 dB in Section VI.

Since each OMA link is orthogonal to other links, each user’s data rate \( R_n(P_n, n) \) is independent of each other; therefore, the optimization problem in (20)–(21) can be solved by independently minimizing \( \mathcal{M}_n(P_n, \Psi_n) \). When \( \Psi_n = n \), let \( \mathcal{M}_n^O(P_n) = \mathcal{M}_n(P_n, \Psi_n) \). Therefore, the optimization problem in (20)–(21) can be transformed into
\[
P_n^O = \arg\min_{P_n} \mathcal{M}_n^O(P_n)
\]
s.t. \( 0 \leq P_n \leq P_0 \).
where

\[ M_n^O(P_n) = V \cdot P_n - Q_n \cdot \hat{R}_n(P_n, n) \cdot \tau - Z_n \cdot \hat{R}_n(P_n, n) \cdot \mathcal{I}\{n \in N_s\} \quad (28) \]

Theorem 1 provides the solution of the optimization problem in (26)–(27).

**Theorem 1:** The optimal power allocation of the problem in (26)–(27) is given by

\[
P_n^O = \begin{cases} 
P_0, & \text{if } P_0^O \leq P_n \leq P_n^* \& \mathcal{M}_n(P_0) < 0 \\ P_n^*, & \text{if } P_0^O \leq P_n^* < P_0 \\ P_0^O, & \text{if } P_n^* < P_n^O \leq P_0 \& \mathcal{M}_n(P_0^O) < 0 \end{cases} \\
0, & \text{otherwise,} 
\]

where \( P_n^O = \frac{\Phi B(\tau Q_n + Z_n) \cdot \mathcal{I}\{n \in N_s\}}{N \cdot \ln 2} - \frac{1}{N \cdot T_n^2} \).

**Proof:** Assume that \( P_n \geq P_0^O \), i.e., the outage event does not occur. Then, differentiating (28) by \( P_n \),

\[
\frac{dM_n^O}{dP_n} = V - \frac{\Phi B(\tau Q_n + Z_n)}{N \cdot \ln 2} \cdot \frac{\Gamma_n}{N \cdot T_n \cdot P_n + 1} \quad (30)
\]

where \( \bar{Z}_n = Z_n \cdot \mathcal{I}\{n \in N_s\} \), and the local minimizer \( P_n^* \) is obtained from \( \frac{dM_n^O}{dP_n} = 0 \), i.e.,

\[
P_n^* = \frac{\Phi B(\tau Q_n + \bar{Z}_n)}{N \cdot \ln 2} - \frac{1}{N \cdot T_n^2} \quad (31)
\]

Further, \( P_n^* \) is shown to be the global minimizer in the region of \( P_n \geq P_0^O \) by

\[
\frac{d^2M_n^O}{dP_n^2} = \frac{N \cdot \Gamma_n \cdot \Phi B(\tau Q_n + \bar{Z}_n)}{(N \cdot T_n \cdot P_n + 1)^2 \cdot \ln 2} > 0. \quad (32)
\]

However, when \( P_n < P_0^O \), \( M_n^O(P_n) = V \cdot P_n \); therefore, \( P_n = 0 \) is the minimizer and \( M_n^O(P_n) = 0 \). If \( P_n^O > P_0 \), \( P_n^O = 0 \) always. Otherwise, i.e., when \( P_n^O < P_0 \), the relative value of \( P_n^O \) to \( P_0^O \) and \( P_0 \) determines \( P_n \).

When \( P_0^O \leq P_n^* < P_0 \), \( P_n^* \) is still the global minimizer. However, when \( P_0^O \geq P_n^* \), the minimizer in the interval of \( [P_0^O, P_0] \) becomes \( P_0^O \), but \( P_n^* = 0 \) is the minimizer in \([0, P_0] \). Therefore, if \( M_n^O(P_0) < 0 \), \( P_0 \) is the global minimizer in \([0, P_0] \). Otherwise, \( P_n^* = 0 \), i.e., no power is allocated to user \( n \).

**Remark:** When the outage is expected at user \( n \) by observing CSI and QSI, the transmitter can save the power, i.e., \( P_n = 0 \). Further, when queue backlogs of \( Q_n \) and \( Z_n \) are small and that the second and third terms of (28) are small compared to the system parameter \( V \), the link of user \( n \) is not scheduled to save the power, even though the link is not in the outage. Thus, it can be said that link scheduling is also performed by utilizing power allocations.

**B. Optimal Power Allocation for Two-User Non-orthogonal Multiple Access**

In this section, the optimal power allocation in the NOMA system is obtained for a given pair of user \( i \) and user \( j \), i.e., \( \Psi_i = j \) and \( \Psi_j = i \). Assume that \( |h_i|^2 \geq |h_j|^2 \). For employing NOMA, the larger power is generally allocated to the user with a weaker channel condition. Throughout the paper, the user with the weaker channel who is not subjected to SIC and the user with the stronger channel who is necessary to perform SIC will be referred to the non-SIC user and SIC user, respectively. Let user \( i \) and user \( j \) be the non-SIC user and the SIC user, respectively, with the assumption of \( P_i \geq P_j \).

The data rates of the NOMA users are given by

\[
R_i(P_i, \Psi_i = j) = \frac{2B}{N} \log_2 \left( 1 + \frac{N T_i P_i/2}{N \cdot T_i P_j/2 + 1} \right) \quad (33)
\]

\[
R_j(P_j, \Psi_j = i) = \frac{2B}{N} \log_2 (1 + N T_j P_j/2). \quad (34)
\]

Suppose that signals for other users are orthogonally multiplexed with the NOMA signaling of user \( i \) and user \( j \). Then, the power allocation problem for user \( i \) and user \( j \) can be formulated from the power allocation problem of (20)–(21) as follows:

\[
\{ P_{i,(i,j)}, P_{j,(i,j)} \} = \text{arg min} \mathcal{M}_{i,(i,j)}(P_i, P_j) \quad (35)
\]

\[
s.t. 0 \leq P_i, P_j \leq P_0, \quad (36)
\]

where \( \mathcal{M}_{i,(i,j)}(P_i, P_j) = \mathcal{M}_{i,(i,j)}(P_i) + \mathcal{M}_{j,(i,j)}(P_j) \), and \( \mathcal{M}_{j,(i,j)}(P_j) = V \cdot P_j - (\tau Q_j + \bar{Z}_j) \cdot R_j(P_j, \Psi_j = j) \), which is the optimization metric of user \( i \) when user \( i \) is paired with user \( j \) and \( j \neq i \). \( P_{i,(i,j)} \) represents the optimal transmit power for user \( j \) when user \( j \) is paired with user \( i \) for NOMA. However, \( \mathcal{M}_{j,(i,j)}(P_i, P_j) \) is not concave; therefore, the optimization problem of (35)–(36) is not a convex problem.

Therefore, the auxiliary variable \( q = P_i + P_j \) is introduced, and \( q \leq 2P_0 \) should be satisfied. Then, the problem of (35)–(36) can be resolved by solving two sequential subproblems.

The first subproblem is to find the power allocation for NOMA users with the fixed value of \( q \), as formulated by

\[
P_{i,(i,j)}^N = \text{arg min}_{P_i} g(P_i) \quad (37)
\]

\[
s.t. 0 \leq P_j \leq P_i \leq P_0 \quad (38)
\]

\[
P_i + P_j = q, \quad (39)
\]

where

\[
g(P_i) = V \cdot q - (\tau Q_i + \bar{Z}_i) \cdot R_i(P_i) - (\tau Q_j + \bar{Z}_j) \cdot R_j(P_j). \quad (40)
\]

Here, \( \hat{R}_i(.) = \mathcal{I}\{R_i(.) \geq \rho \}, R_i(P_i) = \frac{2B}{N} \log_2 \left( \frac{N T_i \cdot q/2 + 1}{\hat{R}_i(.)} \right) \) and \( R_j(P_j) = R_j(P_j, i) \) in (34).

The power intervals for avoiding the outage event at both NOMA users are considered to represent the solution to the subproblem of (37)–(39). \( R_j(P_j, i) \geq \rho_j \) should be guaranteed for user \( j \) to avoid the outage, in other words, the transmit power should be

\[
P_j \geq P_{j,(i,j)}^N = \frac{2}{N T_j} \left( 2^{N \rho_j/2B} - 1 \right). \quad (41)
\]
Similarly, user $i$ can prevent the outage event when $R^N_i(P_{i,j}) \geq \rho_i$, and it corresponds to

$$P_j \leq P^o_{i,(i,j)} = \left[ q - \frac{2}{N \Gamma^2} \cdot 2^{N \rho_i/2\Phi_B} \cdot \frac{2}{N \Gamma^2} \right] \frac{1}{2} \frac{N \rho_i/2\Phi_B}{2}.$$ (42)

Let $O_j = \{ 0, P^o_{j,(i,j)} \}$ and $O_i = \{ P^o_{i,(i,j)} \}$ denote the outage regions of user $j$ and user $i$, respectively. When $P_j \in O_j$ but $P_j \in O_i \cap [0, P_0]$, the objective function of (40) is given by

$$g_{O_j}(P_j) = V \cdot q - \frac{2}{N \Gamma^2} \log_2 \left( \frac{N \Gamma^i} {2 + 1} \right).$$

(43)

Meanwhile, when $P_j \in O_i$, but $P_j \in O_j \cap [0, P_0]$, the objective function of (40) becomes

$$g_{O_i}(P_j) = V \cdot q - \frac{2}{N \Gamma^2} \log_2 \left( 1 + N \Gamma P_j / 2 + 1 \right).$$

(44)

If both users $i$ and $j$ are in outage, i.e., $P_j \in O_j \cup O_i$, $g(P_j) = 0$.

Since $N \rho_i/2\Phi_B > 0$ always, $0 \leq P^o_{i,(i,j)}$ and $P^o_{j,(i,j)} \leq q$ are guaranteed. Then, Theorem 2 gives the solution to the subproblem of (37)–(39).

**Theorem 2:** Suppose that $1 < \frac{\frac{\tau Q_j + \tilde{Z}_j}{\tau Q_j + Z_j}}{\frac{\Gamma_j}{\Gamma_j}}$. When $P^o_{i,(i,j)} \leq P^o_{j,(i,j)}$, the optimal power allocation of the problem (37)–(39) is given by (46)–(51) if $g(P^N_{j,(i,j)}) < 0$, where $\tilde{q} = \min(0, q - P_0)$ and

$$P^*_{j,(i,j)} = \frac{2}{N \Gamma \Gamma_j}, \frac{\Gamma_j (\tau Q_j + Z_j - \Gamma_j (\tau Q_j + \tilde{Z}_j))}{\tau Q_j + \tilde{Z}_j - \tau Q_i - \tilde{Z}_i}.$$ (45)

When $P^o_{j,(i,j)} > P^o_{i,(i,j)}$, the optimal power allocation is given by (52)–(54) if $g(P^N_{j,(i,j)}) < 0$. In contrast, if $g(P^N_{j,(i,j)}) \geq 0$, NOMA becomes useless for user $i$ and user $j$.

- When $P^o_{j,(i,j)} \leq \frac{q}{2}$ and $q - P_0 \leq P^o_{i,(i,j)}$, let $g_{\min}(x) = \min\{g(x), g_{O_i}(q/2), g_{O_i}(q)\}$, then

$$P^N_{j,(i,j)} = \left\{ \begin{array}{ll} x, & \text{if } g_{\min}(x) = g(x) \\ q/2, & \text{if } g_{\min}(x) = g_{O_i}(q/2) \\ q, & \text{if } g_{\min}(x) = g_{O_i}(q), \end{array} \right.$$ (46)

where

$$x = \left\{ \begin{array}{ll} P^o_{j,(i,j)}, & \text{if } \tilde{q} < P^*_{j,(i,j)} \\ P^o_{i,(i,j)}, & \text{if } P^o_{j,(i,j)} < P^*_{j,(i,j)} < P^o_{i,(i,j)}, \\ P^*_{j,(i,j)}, & \text{if } P^o_{i,(i,j)} < P^*_{j,(i,j)}. \end{array} \right.$$ (47)

- When $P^o_{j,(i,j)} \leq \frac{q}{2} \leq P^o_{i,(i,j)}$ and $q - P_0 \leq P^o_{j,(i,j)}$, let $g_{\min}(x) = \min\{g(x), g_{O_i}(q)\}$; then,

$$P^N_{j,(i,j)} = \left\{ \begin{array}{ll} x, & \text{if } g_{\min}(x) = g(x) \\ \tilde{q}, & \text{if } g_{\min}(x) = g_{O_i}(q), \end{array} \right.$$ (48)

where

$$x = \left\{ \begin{array}{ll} \tilde{q}, & \text{if } \tilde{q} < P^*_{j,(i,j)} < P^o_{i,(i,j)} \\ P^o_{i,(i,j)}, & \text{if } P^o_{j,(i,j)} < P^*_{j,(i,j)} < P^o_{i,(i,j)}, \\ P^*_{j,(i,j)}, & \text{if } P^o_{i,(i,j)} < P^*_{j,(i,j)}. \end{array} \right.$$ (49)

- When $P^o_{i,(i,j)} \leq P^o_{j,(i,j)}$, let $g_{\min}(x) = \min\{g(x), g_{O_i}(q/2), g_{O_i}(q)\}$; then,

$$P^N_{j,(i,j)} = \left\{ \begin{array}{ll} x, & \text{if } g_{\min}(x) = g(x) \quad \text{and } q - P_0 \leq P^o_{i,(i,j)}, \\ q/2, & \text{if } g_{\min}(x) = g_{O_i}(q/2), \end{array} \right.$$ (50)

where

$$x = \left\{ \begin{array}{ll} \tilde{q}, & \text{if } \tilde{q} < P^*_{j,(i,j)} < P^o_{i,(i,j)} \\ P^o_{i,(i,j)}, & \text{if } P^o_{j,(i,j)} < P^*_{j,(i,j)} < P^o_{i,(i,j)}, \\ P^*_{j,(i,j)}, & \text{if } P^o_{i,(i,j)} < P^*_{j,(i,j)}. \end{array} \right.$$ (51)

- When $\frac{q}{2} \leq P^o_{i,(i,j)}$, let $g_{\min}(x) = \min\{g(x), g_{O_i}(q/2), g_{O_i}(q)\}$; then,

$$P^N_{j,(i,j)} = \left\{ \begin{array}{ll} x, & \text{if } g_{\min}(x) = g(x), \quad \text{and } q - P_0 \leq P^o_{i,(i,j)}, \\ q/2, & \text{if } g_{\min}(x) = g_{O_i}(q/2), \end{array} \right.$$ (52)

where

$$x = \left\{ \begin{array}{ll} \tilde{q}, & \text{if } \tilde{q} < P^*_{j,(i,j)} < P^o_{i,(i,j)} \\ P^o_{i,(i,j)}, & \text{if } P^o_{j,(i,j)} < P^*_{j,(i,j)} < P^o_{i,(i,j)}, \\ P^*_{j,(i,j)}, & \text{if } P^o_{i,(i,j)} < P^*_{j,(i,j)}. \end{array} \right.$$ (53)

- When $P^o_{i,(i,j)} < q$ and $P^o_{j,(i,j)} < \frac{q}{2}$, then

$$P^N_{j,(i,j)} = \tilde{q}/\tilde{q}.$$ (54)

**Proof:** The constraints (38) and (39) can be combined together, which is written as

$$\tilde{q} \leq P_j \leq q/2 (\leq P_0).$$ (55)

Differentiating the objective function $g(P_j)$ by $P_j$,

$$\frac{dg}{dP_j} = \frac{\Gamma_j (\tau Q_j + \tilde{Z}_j)}{N \Gamma^2}, \frac{\Gamma_j (\tau Q_j + Z_j)}{N \Gamma^2} = \frac{\Gamma_j (\tau Q_j + \tilde{Z}_j)^2}{\Gamma_j}.$$ (56)

The local minimizer $P^*_{j,i}$ is obtained from $\frac{dg}{dP_j} = 0$, as given by (45). The second derivative of the objective function $g(P_j)$ becomes

$$\frac{d^2 g}{dP^2_j} = \frac{N \Gamma^2 \Gamma_j^2 (\tau Q_j + Z_j - \tau Q_i - \tilde{Z}_i)^2}{(\Gamma_j - \tilde{Z}_i)^2} \times \left( \frac{1}{\tau Q_j + Z_j} - \frac{1}{\tau Q_I + Z_i} \right).$$ (57)

Since we already suppose that $1 < \frac{\tau Q_J + Z_j}{\tau Q_i + Z_j} < \frac{\Gamma_j}{\Gamma_i}$, then $P^*_{j,i} \geq 0$ and $\frac{d^2 g}{dP^2_j} > 0$; consequently, $P^*_{j,i}$ is the local minimizer of $g(P_j)$. 


Consider the case $P^o_{j,i}(j,i) \leq P^o_{i,j}(j,i)$ first. The optimal point should be carefully found depending on the relative positions of (55), $O_i$, and $O_j$. The objective functions in $O_i$ and $O_j$ are $g_{O_i}(P_i)$ and $g_{O_j}(P_j)$, respectively. Therefore, three objective functions of $g(P_j)$, $g_{O_i}(P_j)$, and $g_{O_j}(P_j)$ are compared to determine the optimal power level depending on the value of $P^*_j$. For example, consider the case of $q - P_0 \leq P^o_{j,i}(j,i)$ and $P^o_{i,j}(j,i) \leq \frac{q}{2}$, then $O_j = \{q - P_0, P^o_{j,i}(j,i)\}$ and $O_i = \{P^o_{j,i}(j,i), \frac{q}{2}\}$. In addition, $g_{O_i}(\tilde{q})$ and $g_{O_j}(\tilde{q}/2)$ are minimizers in $O_j$ and $O_i$, respectively.

However, the minimizer in $[P^o_{j,i}(j,i), P^o_{i,j}(j,i)]$ depends on $P^*_j$. If $P^o_{j,i}(j,i) \leq P^*_j \leq P^o_{i,j}(j,i)$, $P^*_j$ minimizes $g(P_j)$ obviously. On the other hand, if $P^o_{j,i}(j,i) < P^*_j < P^o_{i,j}(j,i)$, $P^*_j$ becomes the minimizer of $g(P_j)$ in $[P^o_{j,i}(j,i), P^o_{i,j}(j,i)]$. Similarly, if $P^o_{i,j}(j,i) < P^*_j$, $P^o_{i,j}(j,i)$ is the minimizer of $g(P_j)$ in $[P^o_{j,i}(j,i), P^o_{i,j}(j,i)]$. Therefore, the optimal objective value in $[P^o_{j,i}(j,i), P^o_{i,j}(j,i)]$ is given by $g(x)$, where

$$x = \begin{cases} P^o_{j,i}(j,i), & \text{if } P^*_j < P^o_{j,i}(j,i) \\ P^*_j, & \text{if } P^o_{j,i}(j,i) \leq P^*_j \leq P^o_{i,j}(j,i) \\ P^o_{i,j}(j,i), & \text{if } P^*_j < P^o_{i,j}(j,i) \end{cases}$$

(58)

Finally, the globally optimal objective function can be obtained by taking the minimal one among $g(x)$, $g_{O_i}(\tilde{q})$, and $g_{O_j}(\tilde{q}/2)$, as shown in (46). In a similar way, the solution of (47)–(50) also can be derived depending on the relative positions of (55), $O_i$, and $O_j$.

Next, at least one of the users experiences the link outage in the case of $P^o_{j,i}(j,i) \leq P^o_{j,i}(j,i)$. We can define the interval of $O_{i,j} = [P^o_{j,i}(j,i), P^o_{j,i}(j,i)]$ as the outage region of both users. If $P^o_{j,i}(j,i) \in O_{i,j}$, both links are in outage so NOMA becomes meaningless. Therefore, we just need to compare the objective function values of $g_{O_i}$ and $g_{O_j}$. For example, when $\tilde{q} \leq P^o_{i,j}(j,i)$, the minimal objective function value in $O_j$ is $g_{O_j}(\tilde{q})$. On the other hand, when $P^o_{j,i}(j,i) \leq \frac{q}{2}$, the minimal objective function value in $O_i$ is $g_{O_i}(\frac{q}{2})$. Thus, the solution to (52) is obtained by choosing the minimum of $g_{O_j}(\tilde{q})$ and $g_{O_i}(\frac{q}{2})$. In addition, $P^o_{i,j}(j,i) < \tilde{q}$ and $\frac{q}{2} < P^o_{j,i}(j,i)$ mean that $P^o_{j,i}(j,i)$ cannot be in $O_j$ and $O_i$, respectively, so (53) and (54) can be obtained directly.

Remark: Even though two users are paired for NOMA, no transmit power could be allocated to one of the users. This case indicates that the resource of one of the users is taken by another one. For example, when an outage occurs at a certain link, the resource of this link is preferentially utilized by another link for resource efficiency. Thus, we can see that finding the optimal power in this model enables link scheduling as well as the flexible use of system resources.

The second subproblem for resolving the power allocation problem of (35)–(36) involves finding the optimal auxiliary variable of $q$ to minimize the optimization metric of (35) as follows:

$$q^N = \arg \min_q h(q)$$

s.t. $0 \leq q \leq 2P_0$, (60)

where

$$h(q) = V \cdot q - (\tau Q_i + \tilde{Z}_i)R_i(q) - (\tau Q_j + \tilde{Z}_j)R_j.$$  (61)

Here, $R_i(q) = \frac{2\Phi_i}{N} \log_2 \left(1 + \frac{NT_i q/2 + 1}{NT_i P^o_{j,i}(j,i)/2 + 1}\right)$ and $R_j = \log_2(1 + NT_j P^o_{j,i}(j,i)/2)$.

Differentiating $h(q)$ by $q$,

$$\frac{dh}{dq} = V - \frac{\tau Q_i + Z_i}{\ln 2} \cdot \frac{\Phi_i}{NT_i q/2 + 1}.$$  (62)

and the local minimizer $q^*$ can be obtained from $\frac{dh}{dq} = 0$ by

$$q^* = \frac{2}{\Phi_i} \frac{\Phi_i}{\ln 2} \left(\frac{\tau Q_i + Z_i}{NT_i} - 1\right).$$  (63)

Since

$$\frac{d^2 h}{dq^2} = \frac{\tau Q_i + Z_i}{\ln 2} \cdot \frac{\Phi_i}{(NT_i q/2 + 1)^2} > 0,$$  (64)

$q^*$ is the global minimizer of $h(q)$. Considering the constraint (60), the optimal $q$ is obtained by

$$q^N = \begin{cases} 0, & \text{if } q^* < 0 \\ q^*, & \text{if } 0 \leq q^* \leq 2P_0 \\ 2P_0, & \text{if } 2P_0 < q^* \end{cases}.$$  (65)

Herein, $q^N = 0$ makes NOMA useless, because both users are in outage.

Thus, the non-convex optimization problem of (35)–(36) for finding the optimal power allocation for NOMA users can be solved by dealing with the two convex subproblems of (59)–(60) and (37)–(39) sequentially. The transmitter can first optimize the transmit power consumption for given user pair, i.e., $q^N$, based on the current CSI and QSI. Then, power levels allocated to the NOMA users, i.e., $P^N_{i,j}$ and $P^N_{j,i}$, can be achieved by Theorem 2.

V. MATCHING ALGORITHM FOR NOMA USER PAIRING

Since the optimal power allocation rule is derived when the pair of NOMA users is already determined, there remains the problem of which users are better to be paired for NOMA signaling. User pairing can be interpreted as a matching problem. We now define the matching $\Psi$ which indicates user pairings for NOMA signaling, and we change the notation from $\Psi_m = n$ to $\Psi(m) = n$ in this section for utilizing the matching theory.

Definition 1: A matching $\Psi$ is defined by (66)–(68) as follows:

$$\Psi(u_i) \in U_i, \forall u_i \in U$$  (66)

$$|\Psi(u_i)| = 1$$  (67)

$$\Psi(u_i) = u_j \iff \Psi(u_j) = u_i.$$  (68)

Specifically, $\Psi(u_i)$ indicates the user paired with user $u_i$ and both users are in the same user set $U$ consisting of $N$ users; therefore, (66) is satisfied. $\Psi(u_i) = u_i$ means that OMA is used for $u_i$, and $\Psi(u_i) = u_j$ for $i \neq j$ indicates that $u_i$ and $u_j$ are paired for NOMA. Since we considered the two-user NOMA model, (67) is given and $\Psi$ becomes the one-to-one matching. When $u_i$ and $u_j$ are paired, both $\Psi(u_i) = u_j$ and $\Psi(u_j) = u_i$ are satisfied as shown in (68); therefore, $\Psi = \Psi^{-1}$. In previous sections, user pairing is denoted by $\Psi_n = m$ and $\Psi_m = n$ which means users $m$ and $n$ are paired for NOMA.
The matching $\Psi$ is constructed according to the preference lists of users. Denote the preference list of $u_i$ by $P_i$ for all $u_i \in U$. When $M_{i,(i,j)}^N < M_{i,(i,k)}^N$, $u_i$ prefers $u_j$ to $u_k$ to be paired with. Herein, $M_{i,(i,i)}^N = M_i^O$. In addition, we only allow $u_j$ to be included in $P_i$ when $M_{i,(i,j)}^N \leq 0$. The reason is that the condition $M_{i,(i,j)}^N = 0$ for any $u_j$ is obtained when $P_i = 0$. Before constructing $\Psi$, each optimization metric $M_{i,(i,j)}^N$ for all $u_i, u_j \in U$ can be obtained by solving the problems of (26)–(27) and (35)–(36) for $i = j$ and $i \neq j$, respectively. Given $\Psi$, the optimal power allocation rule can be obtained according to Section IV-B and is denoted by $P^*(\Psi)$. Then, the total optimization metric of (23) can be computed as $M(P^*(\Psi), \Psi) = \sum_{i \in N} M_{i,(i,i)}^N(\Psi(u_i))$.

Since there is too much complexity involved with computing and comparing the optimization metrics for all possible pairing combinations, we simply focus on seeking the stable matching by using the deferred acceptance (DA) procedure [50]. Each user sends the matching request to the most preferred user, and the user who receives the request can accept or reject pairing with the sender. The user pairing algorithm is shown in Algorithm 1, and the details of the matching request and decision for the received request are expressed in Algorithm 2.

---

**Algorithm 1 User Pairing Algorithm for NOMA Transmissions**

1. Initialize $\Psi(u) \leftarrow u$, $\forall u \in U$.
2. for $\forall u_i \in U$ do
3. \hspace{1em} $F \leftarrow \phi$
4. \hspace{1em} while true do
5. \hspace{2em} Find $u_j \leftarrow \arg \min_{u \in P_i \setminus F} M_{i,(i,j)}^N$
6. \hspace{2em} if $j == \Psi(u_i)$ then
7. \hspace{3em} break;
8. \hspace{2em} end if
9. \hspace{2em} $F \leftarrow F \cup \{u_j\}$
10. \hspace{2em} $\Psi' \leftarrow \text{MatchRequest}(u_i, u_j, \Psi, \phi)$
11. \hspace{2em} if $M(P^*(\Psi'), \Psi') > M(P^*(\Psi'), \Psi')$ then
12. \hspace{3em} $\Psi \leftarrow \Psi'$
13. \hspace{3em} break;
14. \hspace{2em} end if
15. \hspace{1em} end while
16. end for

For example, suppose that $u_i$ sends the matching request to $u_j$ in the matching $\Psi$. Let $\Psi'$ be the optimal matching when $u_j$ accepts the request from $u_i$. Then, $u_j$ decides whether to accept or reject the request from $u_i$ by comparing $M(P^*(\Psi'), \Psi)$ and $M(P^*(\Psi'), \Psi')$. $M(P^*(\Psi'), \Psi)$ is already obtained with the current matching $\Psi$, and we need to compute $M(P^*(\Psi'), \Psi')$. When $\Psi(u_i) = u_i$ and $\Psi(u_j) = u_j$, the matching request is simply accepted when

$M_{i,(i,j)}^N(P_{i,j}^N) + M_{i,(i,j)}^N(P_{i,j}^N) < M_i^O(P_i^O) + M_j^O(P_j^O)$.

Then, the optimal matching becomes $\Psi' = \Psi \setminus \{(u_i, u_i), (u_j, u_j)\} \cup \{(u_i, u_j), (u_j, u_i)\}$.

However, when $\Psi(u_i) \neq u_i$ and/or $\Psi(u_j) \neq u_j$, if $u_j$ accepts the matching request from $u_i$, $\Psi(u_i)$ and/or $\Psi(u_j)$ should find another pair to construct the optimal matching $\Psi'$. According to Algorithm 2, $\Psi(u_i)$ and $\Psi(u_j)$ send the matching request to their most preferred users, except for $u_i$ and $u_j$. If the most preferred users of $\Psi(u_i)$ and $\Psi(u_j)$ are themselves respectively, then $\Psi' = \Psi \setminus \{(u_i, \Psi(u_i)), (u_j, \Psi(u_j))\} \cup \{(u_i, u_j), (u_j, u_i), (\Psi(u_i), \Psi(u_j)), (\Psi(u_j), \Psi(u_i))\}$. If not, Algorithm 2 should be recursively performed to construct $\Psi'$ until all users are matched. Finally, compute $M(P^*(\Psi'), \Psi')$ and compare it with $M(P^*(\Psi'), \Psi')$. If $M(P^*(\Psi'), \Psi') > M(P^*(\Psi'), \Psi')$, the match request from $u_i$ to $u_j$ is accepted and $\Psi$ is updated by $\Psi'$, as shown in Algorithm 1.

The optimal user pairing can be obtained by searching over all possible combinations of user pairings to find $\Psi$ that maximizes $M(P^*(\Psi), \Psi)$. Suppose that $L$ pairs are allowed for NOMA. Then, the transmitter needs to exhaustively search $\prod_{L=1}^{N/2} \binom{N-2(l-1)}{l}$ combinations for the optimal user pairing, and the time complexity is approximately $O(N^{2L})$. In the proposed algorithm, the worst case is that no pair is generated for $u_1, \ldots, u_{N-L}$, and then a new pair is matched every time for the last $L$ users. This requires $\sum_{l=1}^{L} N - 2(l-1) + N(N-L)$ comparison steps, and the time complexity is $O(N^2)$. Thus, the complexity of the proposed matching algorithm is much less than that of the optimal user pairing. Note that the complexity gain of the proposed algorithm grows as $N$ and $L$ increase.

---

### VI. Performance Evaluation

Our data-intensive simulations for the performance evaluation are based on the cellular model with a radius $R = 50$. There exist $N = 40$ users, and all users are uniformly placed in the whole cellular region. Assume that $N_s = N$, $\rho = \rho_n$, and
TABLE I
SYSTEM PARAMETERS [11], [12]

| Parameter                        | Value          |
|----------------------------------|----------------|
| E2E delay bound ($D_{max}$)      | 1 ms           |
| Frame duration ($T_f$)           | 0.1 ms         |
| DL phase duration ($T_D$)        | 0.05 ms        |
| Maximal queueing delay ($D_{max}$)| 0.9 ms         |
| Packet size ($\eta$)             | 160 bits       |
| Cell radius ($R$)                | 50 m           |
| Path loss model                  | 35.3+37.6(dB)  |
| Single-sided noise spectral density ($N_0$) | -173 dBm/Hz |
| Power budget for each user ($P_0$) | 3 W          |
| User number ($N$)                | 40             |
| Bandwidth ($BW$)                 | 20 MHz         |
| $\lambda_{min}$                  | $5 \times 10^7$|
| $\lambda_{max}$                  | 10 packets     |
| $\rho$                           | 7 Mb           |
| $\eta$                           | 8.5 Mb         |

\(\eta = \eta_n\) for all \(n \in N\). All parameters are listed in Table I, and these are used unless otherwise noted. A short frame structure designed for low-latency communications in 5G networks [12] is used for simulation. Note that the maximum queueing delay bound is \(D_{max} = 0.9\) ms, and we will show that the proposed algorithm achieves this queueing delay constraint.

To verify the advantages of the proposed algorithm, this paper compares the proposed one with the following other schemes:

- **“pMax”**: The transmitter always consumes the maximum power budget for all of the $N$ users, except when a link outage occurs. NOMA and user pairing are not considered.
- **“pMin”**: The transmitter always consumes the minimum power enough to avoid the link outage. If the required power for avoiding the outage is greater than the power budget, the link remains in outage. NOMA and user pairing are not considered.
- **“opt. OMA”**: The power allocation is based on the proposed optimization framework (7)-(10) but NOMA and user pairing are not considered.

To emphasize the difference from the above comparison schemes, we will call the proposed scheme “opt. hybrid MA”.

Figs. 3 and 4 show plots of the time-average transmit power consumption for $N$ users and the expected maximum queueing delay among $N$ users versus $\rho$, i.e., the outage threshold, respectively. In addition, the time-average data rates and delay-constrained transmission rates with different values of $\rho$ are shown in Figs. 5 and 6, respectively. The delay-constrained transmission rate means the probability that a data packet arriving at the queue can be transmitted within...
the time $D_{\text{max}}^q$. The link outage occurs more frequently as $\rho$ increases. Therefore, increasing $\rho$ basically makes the power consumption and queueing delay grow, and the time-average data rate and the delay-constrained transmission rate decrease.

However, some peculiar trends can be observed in Figs. 3–6. First, some cases show decreasing power consumption as $\rho$ increases, and this results from frequent link deactivations due to link outage occurrences. Second, the performance trends of pMin are not monotonic in Figs. 4–6. The reason for this is that the activated link of pMin always provides the data rate of $\rho$ because pMin consumes the minimum power to avoid the outage. Therefore, the time-average data rate of pMin increases with small $\rho$ values, but it decreases with $\rho$, when $\rho$ is large because of the frequent outage occurrences.

Among comparison techniques, we can notice that the proposed opt. hybrid MA provides high power-efficiency while guaranteeing the low queueing delay and the sufficient time-average data rate. The opt. hybrid MA with $V = 1.0 \times 10^6$ consumes almost the same power as pMin in Fig. 3; moreover, the queueing delay of opt. hybrid MA with $V = 1.0 \times 10^5$ is the shortest among the comparison schemes in Fig. 4. Especially when $\rho$ is large, all of the other schemes require maximum queueing delays larger than $D_{\text{max}}^q$, but opt. hybrid MA does not. Therefore, opt. hybrid MA also shows the best delay-constrained transmission rates given in Fig. 6. In addition, opt. hybrid MA satisfies the QoS constraint as shown in Fig. 5.

We can also see the advantages of NOMA over OMA by comparing opt. hybrid MA with opt. OMA. NOMA is well-known to improve throughput compared to OMA, with the same power consumption. We can see that opt. hybrid MA gives better data rates with smaller power consumption than opt. OMA in Figs. 3 and 5. The proposed opt. hybrid MA guarantees the sufficiently large time-average data rate and flexibly utilizes NOMA advantages over OMA in terms of both data rate and power-efficiency. Further, lower queueing delays and higher delay-constrained transmission rates are achieved by using NOMA with appropriate user pairings and power allocations.

The effects of the system parameter $V$ are also shown in Figs. 3–6. As we explained earlier, $V$ is a weight factor for the term representing the transmit power in (23). As $V$ becomes larger, opt. hybrid MA and opt. OMA further pursue power-efficiency rather than reducing queue backlogs, i.e., $Q_n(t)$ and $Z_n(t)$, for all $n \in {\mathcal{N}}$. Therefore, the time-average transmit power decreases with $V$. On the other hand, $Q_n(t)$ and $Z_n(t)$ grow as $V$ increases; therefore, the queueing delay increases. To that effect, the delay-constrained transmission rate decreases and the time-average data rate decreases in opt. hybrid MA and opt. OMA. Thus, the tradeoff between power consumption and queueing delay can be controlled by adjusting the system parameter $V$, depending on the stochastic networks and QoS requirements.

Figs. 7–10 show plots of power consumption, queueing delay, time-average data rate, and delay-constrained transmission rate versus $\eta$, respectively. The QoS constraint $\eta$ only affects the performances of opt. hybrid MA and opt. OMA because pMax and pMin do not consider the QoS constraint. As $\eta$ grows, transmit powers of opt. hybrid MA and opt. OMA obviously increase to guarantee $\eta$ as much as possible; therefore, the time-average data rates of opt. hybrid MA and opt. OMA increase. Since the larger power causes more departures, their queueing delays decrease as well. However, it becomes
too difficult to satisfy QoS requirements when $\eta$ is large, as shown in Fig. 9. The encouraging point is that opt. hybrid MA can provide higher time-average data rates even with less power consumption than pMax. In addition, by comparing opt. hybrid MA with opt. OMA, we can see that NOMA advantages over OMA still remain for different values of $\eta$. Similar to performance changes with $V$ in Figs. 3–6, the time-average transmit power decreases as $V$ grows, in contrast, the queuing delay increases, as shown in Figs. 7 and 8, respectively.

VII. CONCLUDING REMARKS

This paper presents joint optimization framework for power allocation and user pairing in the hybrid MA system. The optimization framework pursues both power-efficiency and low queuing delay while achieving sufficient time-average data rates. User pairings for NOMA signaling are performed based on the matching theory, and the closed-form optimal power allocations for OMA and NOMA users with a given policy of user pairing are derived. The proposed algorithm dynamically conducts user pairing steps for NOMA with optimal power allocations to adjust backlogs in transmitter queues. Based on the short frame structure, simulation results show that the proposed algorithm enables one to satisfy the delay constraint, while guaranteeing high power efficiency and sufficient time-average data rates. The proposed dynamic power control and user pairing algorithm smooths out the tradeoff between power consumption and queuing delay.
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