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Abstract

Model-free reinforcement learning attempts to find an optimal control action for an unknown dynamical system by directly searching over the parameter space of controllers. The convergence behavior and statistical properties of these approaches are often poorly understood because of the nonconvex nature of the underlying optimization problems as well as the lack of exact gradient computation. In this paper, we take a step towards demystifying the performance and efficiency of such methods by focusing on the standard infinite-horizon linear quadratic regulator problem for continuous-time systems with unknown state-space parameters. We establish exponential stability for the ordinary differential equation (ODE) that governs the gradient-flow dynamics over the set of stabilizing feedback gains and show that a similar result holds for the gradient descent method that arises from the forward Euler discretization of the corresponding ODE. We also provide theoretical bounds on the convergence rate and sample complexity of a random search method. Our results demonstrate that the required simulation time for achieving $\epsilon$-accuracy in a model-free setup and the total number of function evaluations both scale as $\log(1/\epsilon)$.
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I. INTRODUCTION

In many emerging applications, control-oriented models are not readily available and classical approaches from optimal control may not be directly applicable. This challenge has led to the emergence of Reinforcement Learning (RL) approaches that often perform well in practice. Examples include learning complex locomotion tasks via neural network dynamics [1] and playing Atari games based on images using deep-RL [2].

RL approaches can be broadly divided into model-based [3], [4] and model-free [5], [6]. While model-based RL uses data to obtain approximations of the underlying dynamics, its model-free counterpart prescribes control action based on estimated values of a cost function without attempting to identify the model. In spite of the empirical success of RL in a variety of domains, the mathematical understanding of these techniques is still in its infancy. Because of the interactive and nonconvex nature of these algorithms fundamental questions surrounding convergence and sample complexity remain unanswered even for classical control problems, including the linear quadratic...
regulator (LQR). In this paper, we take a step towards addressing such challenges with a focus on the infinite-horizon LQR problem for continuous-time LTI systems.

The LQR problem is the cornerstone of control theory. The globally optimal solution can be obtained by solving the Riccati equation and efficient numerical schemes with provable convergence guarantees have been developed [7]. However, computing the optimal solution becomes challenging for large-scale problems, when prior knowledge is not available, or in the presence of structural constraints on the controller. This motivates the use of direct search methods for controller synthesis. Unfortunately, the nonconvex nature of this formulation complicates the analysis of first- and second-order optimization algorithms. To make matters worse, structural constraints on the feedback gain matrix may result in a disjoint search landscape limiting the utility of conventional descent-based methods [8]. Furthermore, in the model-free setting, the exact model (and hence the gradient of the objective function) is unknown so that only zero-order methods can be used to estimate the gradient.

In this paper, we take a step towards providing model-free gradient-based strategies for solving the continuous-time LQR problem by directly searching for the controller. Even when the state is fully accessible and the dynamics are known, the resulting optimization problem is nonconvex and it is unclear if gradient-based methods can be used to compute the LQR solution. Despite the nonconvex nature of this formulation, we employ control-theoretic techniques to establish exponential stability of the ODE that governs the gradient-flow dynamics over the set of stabilizing feedback gains. We also prove linear convergence for the gradient descent algorithm with a suitable step size. In our analysis, we connect the gradient-flow dynamics of nonconvex formulation to that of a standard convex reparameterization for the LQR problem [9], [10]. This connection facilitates stability analysis for the nonconvex setting by exploiting properties of its convex counterpart.

While computing the exact gradient requires the dynamics to be known, our stability guarantees for gradient-flow dynamics motivate the use of a random search method for the model-free setting. This method represents the simplest model-free approach to RL and it attempts to emulate the behavior of gradient descent by using gradient approximations obtained from function values. Despite its simplicity, random search has been used to solve benchmark control problems such as locomotion tasks, matching state-of-the-art sample efficiency [11]. However, even for the standard LQR problem, many open theoretical questions surround convergence properties and sample complexity of a method based on random sampling.

For the discrete-time LQR problem, global convergence guarantees were recently provided in [12] for gradient decent and the random search method with one-point gradient estimates. The authors established a bound on the sample complexity for reaching the error tolerance $\epsilon$ that requires a number of function evaluations that is at least proportional to $(1/\epsilon^4) \log (1/\epsilon)$. If one has access to the infinite-horizon cost values, the number of function evaluations for the random search method with one-point gradient estimates can be improved to $1/\epsilon^2$ [13]. The authors of [13] also showed that the use of two-point gradient estimates reduces the number of function evaluations to $1/\epsilon$.

In this paper, we focus on the continuous-time LQR problem and establish the linear convergence of gradient descent method. We provide linear convergence guarantees in both the objective function and the optimization variable (i.e., the feedback gain matrix) and prove that the random search method with two-point gradient estimates converges to the optimal solution at a linear rate with high probability. Relative to the existing literature, we also offer a significant improvement both in terms of the required function evaluations and simulation time. Specifically,
the total number of function evaluations required in our results to achieve an accuracy level $\epsilon$ is proportional to $\log (1/\epsilon)$ compared to at least $(1/\epsilon^3) \log (1/\epsilon)$ in [12] and $1/\epsilon$ in [13]. Similarly, the simulation time required in our results to achieve $\epsilon$-accuracy is proportional to $\log (1/\epsilon)$; this is in contrast to [12] that requires poly $(1/\epsilon)$ simulation time and [13] that assumes an infinite simulation time.

Our presentation is structured as follows. In Section II, we revisit the LQR problem and present gradient-flow dynamics, gradient descent, and the random search algorithm. In Section III, we highlight the main results of the paper. In Section IV, we utilize convex reparameterization of the LQR problem and establish exponential stability of the resulting gradient-flow dynamics and gradient descent method. In Section V, we extend our analysis to the nonconvex landscape of feedback gains. In Section VI, we quantify the accuracy of the gradient estimate used in the random search method and, in Section VII, we establish global convergence and quantify sample complexity of the method based on random sampling. In Section VIII, we provide an example to illustrate our theoretical developments and, in Section IX, we offer concluding remarks. Most technical details are relegated to the appendices.

Notation: We use vec$(M) \in \mathbb{R}^{mn}$ to denote the vectorized form of the matrix $M \in \mathbb{R}^{m \times n}$ obtained by concatenating the columns on top of each other. We use $\|M\|_{F} = \langle M, M \rangle$ to denote the Frobenius norm, where $\langle X, Y \rangle := \text{trace} (X^T Y)$ is the standard matricial inner product. We denote the largest singular value of linear operators and matrices by $\| \cdot \|_2$ and the spectral induced norm of linear operators by $\| \cdot \|_S$

$$
\|M\|_2 := \sup_M \frac{\|M(M)\|_F}{\|M\|_F}, \quad \|M\|_S := \sup_M \frac{\|M(M)\|_2}{\|M\|_2}.
$$

We denote $S^n \subset \mathbb{R}^{n \times n}$ the set of symmetric matrices. For $M \in S^n$, $M \succ 0$ means $M$ is positive definite and $\lambda_{\text{min}}(M)$ is the smallest eigenvalue. We use $S^{d-1} \subset \mathbb{R}^d$ to denote the unit sphere of dimension $d - 1$. We denote the expected value by $\mathbb{E} [\cdot]$ and probability by $\mathbb{P}(\cdot)$. To compare the asymptotic behavior of $f(\epsilon)$ and $g(\epsilon)$ as $\epsilon$ goes to 0, we use $f = O(g)$ (or, equivalently, $g = \Omega(f)$) to denote $\limsup_{\epsilon \to 0} f(\epsilon)/g(\epsilon) < \infty$; $f = \tilde{O}(g)$ to denote $f = O(g \log^k g)$ for some integer $k$; and $f = o(\epsilon)$ to signify $\lim_{\epsilon \to 0} f(\epsilon)/\epsilon = 0$.

II. Problem Formulation

The infinite-horizon LQR problem for continuous-time LTI systems is given by

$$
\begin{align}
\text{minimize} \quad & \mathbb{E} \left[ \int_0^\infty (x^T(t)Qx(t) + u^T(t)Ru(t)) \, dt \right] \\
\text{subject to} \quad & \dot{x} = Ax + Bu, \quad x(0) \sim \mathcal{D} \tag{1a}
\end{align}
$$

where $x(t) \in \mathbb{R}^n$ is the state, $u(t) \in \mathbb{R}^m$ is the control input, $A$ and $B$ are constant matrices of appropriate dimensions, $Q$ and $R$ are positive definite matrices, and the expectation is taken over a random initial condition $x(0)$ with distribution $\mathcal{D}$. For a controllable pair $(A, B)$, the solution to (1) is given by

$$
u(t) = -K^* x(t) = -R^{-1}B^T P^* x(t) \tag{2a}
$$

where $P^*$ is the unique positive definite solution to the Algebraic Riccati Equation (ARE)

$$
A^T P^* + P^* A + Q - P^* B R^{-1} B^T P^* = 0. \tag{2b}
$$

When the model is known, the LQR problem and the corresponding ARE can be solved efficiently via a variety
of techniques [14]–[17]. However, these methods are not directly applicable in the model-free setting, i.e., when the matrices $A$ and $B$ are unknown. Exploiting the linearity of the optimal controller, we can alternatively formulate the LQR problem as a direct search for the optimal linear feedback gain, namely

$$\min_K f(K)$$

(3a)

where

$$f(K) := \begin{cases} \text{trace } ((Q + K^TRK)X(K)), & K \in \mathcal{S}_K \\ \infty, & \text{otherwise}. \end{cases}$$

(3b)

Here, the function $f(K)$ determines the LQR cost in (1a) associated with the linear state-feedback law $u = -Kx$,

$$\mathcal{S}_K := \{ K \in \mathbb{R}^{m \times n} | A - BK \text{ is Hurwitz} \}$$

(3c)

is the set of stabilizing feedback gains and, for any $K \in \mathcal{S}_K$,

$$X(K) := \int_0^\infty e^{(A - BK)t} \Omega e^{(A - BK)^T} dt$$

(4a)

is the unique positive definite solution to the Lyapunov equation

$$(A - BK)X + X(A - BK)^T + \Omega = 0$$

(4b)

where $\Omega := \mathbb{E}[x(0)x^T(0)]$ is the covariance matrix of the zero-mean initial condition $x(0)$. We note that $K \in \mathcal{S}_K$ if and only if the solution $X$ to Lyapunov equation (4b) is positive definite. Moreover, since $K^*$ in (2a) does not depend on the initial condition, without loss of generality, we assume $\Omega > 0$.

In problem (3), the matrix $K$ is the optimization variable, and $(A, B, Q > 0, R > 0, \Omega > 0)$ are the problem parameters. This alternative formulation of the LQR problem has been studied for both continuous-time [7] and discrete-time systems [12], [18] and it serves as a building block for several important control problems including optimal static-output feedback design [19], optimal design of sparse feedback gain matrices [20]–[23], and optimal sensor/actuator selection [24]–[26].

For all stabilizing feedback gains $K \in \mathcal{S}_K$, the gradient of the objective function is determined by [19], [20]

$$\nabla f(K) = 2(RK - B^TP(K))X(K).$$

(5)

Here, $X(K)$ is given by (4a) and

$$P(K) = \int_0^\infty e^{(A - BK)^T} (Q + K^TRK) e^{(A - BK)t} dt.$$  

(6a)

is the unique positive definite solution of

$$(A - BK)^TP + P(A - BK) = -Q - K^TRK.$$  

(6b)

To simplify our presentation, for any $K \in \mathbb{R}^{m \times n}$, we define the closed-loop Lyapunov operator $A_K : \mathbb{S}^n \to \mathbb{S}^n$ as

$$A_K(X) := (A - BK)X + X(A - BK)^T.$$  

(7a)
For $K \in S_K$, both $A_K$ and its adjoint

$$A_K^*(P) = (A - BK)^T P + P(A - BK)$$  \hspace{1cm} (7b)

are invertible and $X(K)$, $P(K)$ are determined by

$$X(K) = -A_K^{-1}(\Omega), \quad P(K) = -(A_K^*)^{-1}(Q + K^T R K).$$

In this paper, we first examine the global stability properties of the gradient-flow dynamics

$$\dot{K} = -\nabla f(K), \quad K(0) \in S_K$$  \hspace{1cm} (GF)

associated with problem (3) and its discretized variant,

$$K^{k+1} := K^k - \alpha \nabla f(K^k), \quad K^0 \in S_K$$  \hspace{1cm} (GD)

where $\alpha > 0$ is the stepsize. Next, we use this analysis as a building block to study the convergence of a search method based on random sampling [11], [27] for solving problem (3). As described in Algorithm 1 at each iteration we form an empirical approximation $\hat{\nabla} f(K)$ to the gradient of the objective function via simulation of system (1b) for randomly perturbed feedback gains $K \pm U_i$, $i = 1, \ldots, N$, and update $K$ via,

$$K^{k+1} := K^k - \alpha \nabla f(K^k), \quad K^0 \in S_K.$$  \hspace{1cm} (RS)

We note that the gradient estimation scheme in Algorithm 1 does not require knowledge of system matrices $A$ and $B$ in (1b), but only access to a simulation engine.

**Algorithm 1 Gradient estimation**

**Input:** Feedback gain $K \in \mathbb{R}^{m \times n}$, state and control weight matrices $Q$ and $R$, distribution $D$, smoothing constant $\tau$, simulation time $\tau$, number of random samples $N$.

for $i = 1, \ldots, N$ do
- Define perturbed feedback gains $K_{i,1} := K + r U_i$ and $K_{i,2} := K - r U_i$, where $\text{vec}(U_i)$ is a random vector uniformly distributed on the sphere $\sqrt{mn} S^{mn-1}$.
- Sample an initial condition $x_i$ from distribution $D$.
- For $j \in \{1, 2\}$, simulate system (1b) up to time $\tau$ with the feedback gain $K_{i,j}$ and initial condition $x_i$ to form
  $$\hat{f}_{i,j} = \int_0^\tau (x^T(t)Qx(t) + u^T(t)Ru(t)) \, dt.$$ 
end for

**Output:** The gradient estimate

$$\nabla f(K) = \frac{1}{2 \tau N} \sum_{i=1}^N \left( \hat{f}_{i,1} - \hat{f}_{i,2} \right) U_i.$$
$S_K$. However, this approach does not provide any guarantee on the rate of convergence and additional analysis is necessary to establish exponential stability; see Section V for details.

A. Known model

We first summarize our results for the case when the model is known. In spite of the nonconvex optimization landscape, we establish the exponential stability of gradient-flow dynamics (GF) for any stabilizing initial feedback gain $K(0)$. This result also provides an explicit bound on the rate of convergence to the LQR solution $K^\star$.

**Theorem 1:** For any initial stabilizing feedback gain $K(0) \in S_K$, the solution $K(t)$ to gradient-flow dynamics (GF) satisfies

$$f(K(t)) - f(K^\star) \leq e^{-\rho t}(f(K(0)) - f(K^\star))$$

$$\|K(t) - K^\star\|_F^2 \leq b e^{-\rho t}\|K(0) - K^\star\|_F^2,$$

where the convergence rate $\rho$ and constant $b$ depend on $K(0)$ and the parameters of the LQR problem (3).

The proof of Theorem 1 along with explicit expressions for the convergence rate $\rho$ and constant $b$ are provided in Section V-A. Moreover, for a sufficiently small stepsize $\alpha$, we show that gradient descent method (GD) also converges over $S_K$ at a linear rate.

**Theorem 2:** For any initial stabilizing feedback gain $K^0 \in S_K$, the iterates of gradient descent (GD) satisfy

$$f(K^k) - f(K^\star) \leq \gamma^k (f(K^0) - f(K^\star))$$

$$\|K^k - K^\star\|_F^2 \leq b \gamma^k \|K^0 - K^\star\|_F^2,$$

where the rate of convergence $\gamma$, stepsize $\alpha$, and constant $b$ depend on $K^0$ and the parameters of the LQR problem (3).

B. Unknown model

We now turn our attention to the model-free setting. We use Theorem 2 to carry out the convergence analysis of the random search method (RS) under the following assumption on the distribution of initial condition.

**Assumption 1:** Let the distribution $D$ of the initial conditions have i.i.d. zero-mean unit-variance entries with bounded sub-Gaussian norm, i.e., for a random vector $v \in \mathbb{R}^n$ distributed according to $D$, $\mathbb{E}[v_i] = 0$ and $\|v_i\|_{\psi_2} \leq \kappa$, for some constant $\kappa$ and $i = 1, \ldots, n$.

Our main convergence result holds under Assumption 1. Specifically, for a desired accuracy level $\epsilon > 0$, in Theorem 3 we establish that iterates of (RS) with constant stepsize (that does not depend on $\epsilon$) reach accuracy level $\epsilon$ at a linear rate (i.e., in at most $O(\log (1/\epsilon))$ iterations) with high probability. Furthermore, the total number of function evaluations and the simulation time required to achieve an accuracy level $\epsilon$ are proportional to $\log (1/\epsilon)$. This significantly improves the existing results for discrete-time LQR [12], [13] that require $O(1/\epsilon)$ function evaluations and $\text{poly}(1/\epsilon)$ simulation time.

**Theorem 3 (Informal):** Let the initial condition $x_0 \sim D$ of system (1b) obey Assumption 1. Also let the simulation time $\tau$ and the number of samples $N$ in Algorithm 1 satisfy

$$\tau \geq \theta_1 \log (1/\epsilon) \text{ and } N \geq c (1 + \beta^4 \kappa^4 \theta_1 \log^6 n) n$$

for some $\beta > 0$ and desired accuracy $\epsilon > 0$. Then, we can choose the smoothing parameter $r < \theta_3 \sqrt{\epsilon}$ in Algorithm 1 and the constant stepsize $\alpha$ such that the random search method (RS) that starts from any initial stabilizing feedback
gain $K^0 \in S_K$ achieves

$$f(K^k) - f(K^*) \leq \epsilon$$

in at most

$$k \leq \theta_4 \log \left( \frac{(1-c)k(n^{-\beta} + N^{-\beta} + Ne^{-\frac{N}{2}} + e^{-cN})}{\epsilon} \right)$$

iterations with probability not smaller than $1 - c'k(n^{-\beta} + N^{-\beta} + Ne^{-\frac{N}{2}} + e^{-cN})$. Here, the positive scalars $c$ and $c'$ are absolute constants and $\theta_1, \ldots, \theta_4 > 0$ depend on $K^0$ and the parameters of the LQR problem $[3]$.

The formal version of Theorem $[3]$ along with a discussion of parameters $\theta$ and stepsize $\alpha$ is presented in Section $[VII]$.

**IV. CONVEX REPARAMETERIZATION**

The main challenge in establishing the exponential stability of $(\text{GF})$ arises from nonconvexity of problem $[3]$. Herein, we use a standard change of variables to reparameterize $(\text{GF})$ into a convex problem, for which we can provide exponential stability guarantees for gradient flow dynamics. We then connect the gradient flow on this convex reparameterization to its nonconvex counterpart and establish the exponential stability of $(\text{GF})$.

**A. Change of variables**

The stability of the closed-loop system with the feedback gain $K \in S_K$ in problem $[3]$ is equivalent to the positive definiteness of the matrix $X(K)$ given by $[45]$. This condition allows for a standard change of variables $K = YX^{-1}$, for some $Y \in \mathbb{R}^{m \times n}$, to reformulate the LQR design as a convex optimization problem $[9]$, $[10]$. In particular, for any $K \in S_K$ and the corresponding matrix $X$, we have

$$f(K) = h(X, Y) := \text{trace} \left( QX + Y^T R Y X^{-1} \right)$$

where $h(X, Y)$ is a jointly convex function of $(X, Y)$ for $X > 0$. In the new variables, Lyapunov equation $[45]$ takes the affine form

$$\mathcal{A}(X) - B(Y) + \Omega = 0 \quad (8a)$$

where $\mathcal{A}$ and $B$ are the linear maps

$$\mathcal{A}(X) := AX + XA^T, \quad B(Y) := BY + Y^T B^T. \quad (8b)$$

For an invertible map $\mathcal{A}$, we can express the matrix $X$ as an affine function of $Y$

$$X(Y) = \mathcal{A}^{-1}(B(Y) - \Omega) \quad (8c)$$

and bring the LQR problem into the convex form

$$\min_Y h(Y). \quad (9a)$$

Here, the function $h(Y)$ is given by

$$h(Y) := \begin{cases} h(X(Y), Y), & Y \in S_Y \\ \infty, & \text{otherwise} \end{cases} \quad (9b)$$

where $S_Y := \{ Y \in \mathbb{R}^{m \times n} | X(Y) > 0 \}$ is the set of matrices $Y$ that correspond to stabilizing feedback gains $K = YX^{-1}$. The set $S_Y$ is convex because it is defined via a positive definite condition imposed on the affine map.
This positive definite condition in $S_Y$ is equivalent to the closed-loop matrix $A - BY(X(Y))^{-1}$ being Hurwitz.

**Remark 1:** Although our presentation assumes invertibility of $A$, this assumption comes without loss of generality. As shown in Appendix B, all results carry over to noninvertible $A$ with an alternative change of variables $A = \hat{A} + BK^0$, $K = \tilde{K} + K^0$, and $\tilde{K} = \tilde{Y}X^{-1}$, for some $K^0 \in S_K$.

### B. Smoothness and strong convexity of $h(Y)$

Our convergence analysis of gradient methods for problem (9) relies on the $L$-smoothness and $\mu$-strong convexity of the function $h(Y)$ over its sublevel sets $S_Y(a) := \{Y \in S_Y | h(Y) \leq a\}$. These two properties were recently established in [26] where it was shown that over any sublevel set $S_Y(a)$, the second-order term $\langle \tilde{Y}, \nabla^2 h(Y; \tilde{Y}) \rangle$ in the Taylor series expansion of $h(Y + \tilde{Y})$ around $Y \in S_Y(a)$ can be upper and lower bounded by quadratic forms $L\|\tilde{Y}\|_F^2$ and $\mu\|\tilde{Y}\|_F^2$ for some positive scalars $L$ and $\mu$. While an explicit form for the smoothness parameter $L$ along with an existence proof for the strong convexity modulus $\mu$ were presented in [26], in Proposition 1 we establish an explicit expression for $\mu$ in terms of $a$ and parameters of the LQR problem. This allows us to provide bounds on the convergence rate for gradient methods.

**Proposition 1:** Over any non-empty sublevel set $S_Y(a)$, the function $h(Y)$ is $L$-smooth and $\mu$-strongly convex with

$$L = \frac{2a\|R\|_2^2}{\nu} \left( 1 + \frac{a\|A^{-1}B\|_2^2}{\sqrt{\nu}\lambda_{\min}(R)} \right)^2$$

(10a)

$$\mu = \frac{2\lambda_{\min}(R)\lambda_{\min}(Q)}{a(1 + a^2\eta)^2}$$

(10b)

where the constants

$$\eta := \frac{\|B\|_2^2}{\lambda_{\min}(Q)\lambda_{\min}(\Omega)\sqrt{\nu}\lambda_{\min}(R)}$$

(10c)

$$\nu := \frac{\lambda_{\min}(\Omega)^2}{4} \left( \frac{\|A\|_2}{\sqrt{\lambda_{\min}(Q)}} + \frac{\|B\|_2}{\sqrt{\lambda_{\min}(R)}} \right)^{-2}$$

(10d)

only depend on the problem parameters.

**Proof:** See Appendix C

### C. Gradient methods over $S_Y$

The LQR problem can be solved by minimizing the convex function $h(Y)$ whose gradient is given by [26, Appendix C]

$$\nabla h(Y) = 2RY(X(Y))^{-1} - 2B^TW(Y)$$

(11a)

where $W(Y)$ is the solution to

$$A^TW + WA = (X(Y))^{-1}Y^TRY(X(Y))^{-1} - Q.$$  

(11b)

Using the strong convexity and smoothness properties of $h(Y)$ established in Proposition 1 we next show that the unique minimizer $Y^*$ of the function $h(Y)$ is exponentially stable equilibrium point of the gradient-flow dynamics
over \( S_Y \),
\[
\dot{Y} = -\nabla h(Y), \quad Y(0) \in S_Y. \tag{GFY}
\]

**Proposition 2:** For any \( Y(0) \in S_Y \), the gradient-flow dynamics (GFY) are exponentially stable, i.e.,
\[
\|Y(t) - Y^*\|^2_F \leq \left( \frac{L}{\mu} \right) e^{-2\mu t} \|Y(0) - Y^*\|^2_F
\]
where \( \mu \) and \( L \) are the strong convexity and smoothness parameters of the function \( h(Y) \) over the sublevel set \( S_Y(h(Y(0))) \).

**Proof:** The derivative of the Lyapunov function candidate \( V(Y) := h(Y) - h(Y^*) \) along the flow in (GFY) satisfies
\[
\dot{V} = \left\langle \nabla h(Y), \dot{Y} \right\rangle = -\|\nabla h(Y)\|^2_F \leq -2\mu V. \tag{12}
\]
Inequality (12) is a consequence of the strong convexity of \( h(Y) \) and it yields [31, Lemma 3.4]
\[
V(Y(t)) \leq e^{-2\mu t} V(Y(0)). \tag{13}
\]
Thus, for any \( Y(0) \in S_Y \), \( h(Y(t)) \) converges exponentially to \( h(Y^*) \). Moreover, since \( h(Y) \) is \( \mu \)-strongly convex and \( L \)-smooth, \( V(Y) \) can be upper and lower bounded by quadratic functions and the exponential stability of (GFY) over \( S_Y \) follows from Lyapunov theory [31, Theorem 4.10]. \[\blacksquare\]

In Section \( V \) we use the above result to prove exponential/linear convergence of gradient flow/descent for the nonconvex optimization problem (3). Before we proceed, we note that similar convergence guarantees can be established for the gradient descent method with a sufficiently small stepsize \( \alpha \),
\[
Y^{k+1} := Y^k - \alpha \nabla h(Y^k), \quad Y^0 \in S_Y \tag{GY}
\]
Since the function \( h(Y) \) is \( L \)-smooth over the sublevel set \( S_Y(h(Y^0)) \), for any \( \alpha \in [0, 1/L] \) the iterates \( Y^k \) remain within \( S_Y(h(Y^0)) \). This property in conjunction with the \( \mu \)-strong convexity of \( h(Y) \) imply that \( Y^k \) converges to the optimal solution \( Y^* \) at a linear rate of \( \gamma = 1 - \alpha \mu \).

**V. CONTROL DESIGN WITH A KNOWN MODEL**

The asymptotic stability of (GF) is a consequence of the following properties of the LQR objective function [28], [29]:

1) The function \( f(K) \) is twice continuously differentiable over its open domain \( S_K \) and \( f(K) \to \infty \) as \( K \to \infty \) and/or \( K \to \partial S_K \).

2) The optimal solution \( K^* \) is the unique equilibrium point over \( S_K \), i.e., \( \nabla f(K) = 0 \) if and only if \( K = K^* \).

In particular, the derivative of the maximal Lyapunov function candidate \( V(K) := f(K) - f(K^*) \) along the trajectories of (GF) satisfies
\[
\dot{V} = \left\langle \nabla f(K), \dot{K} \right\rangle = -\|\nabla f(K)\|^2_F \leq 0
\]
where the inequality is strict for all \( K \neq K^* \). Thus, Lyapunov theory [30] implies that, starting from any stabilizing initial condition \( K(0) \), the trajectories of (GF) remain within the sublevel set \( S_K(f(K(0))) \) and asymptotically
converge to $K^\ast$.

Similar arguments were employed for the convergence analysis of the Anderson-Moore algorithm for output-feedback synthesis [28]. While [28] shows global asymptotic stability, it does not provide any information on the rate of convergence. In this section, we first demonstrate exponential stability of (GF) and prove Theorem 1. Then, we establish linear convergence of the gradient descent method (GD) and prove Theorem 2.

A. Gradient-flow dynamics: proof of Theorem 1

We start our proof of Theorem 1 by relating the convex and nonconvex formulations of the LQR objective function. Specifically, in Lemma 1, we establish a relation between the gradients $\nabla f(K)$ and $\nabla h(Y)$ over the sublevel sets of the objective function $S_K(a) := \{K \in S_K \mid f(K) \leq a\}$.

**Lemma 1:** For any stabilizing feedback gain $K \in S_K(a)$ and $Y := KX(K)$, we have

$$\|\nabla f(K)\|_F \geq c \|\nabla h(Y)\|_F$$

(14a)

where $X(K)$ is given by (4a), the constant $c$ is determined by

$$c = \frac{\nu \sqrt{\nu \lambda_{\min}(R)}}{2a^2 \|A^{-1}\|_2 \|B\|_2 + a \sqrt{\nu \lambda_{\min}(R)}}$$

(14b)

and the scalar $\nu$ given by Eq. (10d) depends on the problem parameters.

**Proof:** See Appendix D.

Using Lemma 1 and the exponential stability of gradient-flow dynamics (GY) over $S_Y$, established in Proposition 2, we next show that (GF) is also exponentially stable. In particular, for any stabilizing $K \in S_K(a)$, the derivative of $V(K) := f(K) - f(K^\ast)$ along the gradient flow in (GF) satisfies

$$\dot{V} = -\|\nabla f(K)\|_F^2 \leq -c^2 \|\nabla h(Y)\|_F^2 \leq -2\mu c^2 V$$

(15)

where $Y = KX(K)$ and the constants $c$ and $\mu$ are provided in Lemma 1 and Proposition 1, respectively. The first inequality in (15) follows from (14a) and the second follows from $f(K) = h(Y)$ combined with (12) (which in turn is a consequence of the strong convexity of $h(Y)$ established in Proposition 1).

Now, since the sublevel set $S_K(a)$ is invariant with respect to (GF), following [31, Lemma 3.4], inequality (15) guarantees that system (GF) converges exponentially in the objective value with rate $\rho = 2\mu c^2$. This concludes the proof of part (a) in Theorem 1. In order to prove part (b), we use the following lemma which connects the errors in the objective value and the optimization variable.

**Lemma 2:** For any stabilizing feedback gain $K$, the objective function $f(K)$ in problem (3) satisfies

$$f(K) - f(K^\ast) = \text{trace} \left( (K - K^\ast)^T R(K - K^\ast) X(K) \right)$$

where $K^\ast$ is the optimal solution and $X(K)$ is given by (4a).

**Proof:** See Appendix D.

From Lemma 2 and part (a) of Theorem 1, we have

$$\|K(t) - K^\ast\|_F^2 \leq \frac{f(K(t)) - f(K^\ast)}{\lambda_{\min}(R) \lambda_{\min}(X(K(t)))} \leq e^{-\rho t} \frac{f(K(0)) - f(K^\ast)}{\lambda_{\min}(R) \lambda_{\min}(X(K(t)))} \leq b' e^{-\rho t} \|K(0) - K^\ast\|_F^2$$
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where \( b' := \|R\|_2 \|X(K(0))\|_2 / (\lambda_{\min}(R) \lambda_{\min}(X(K(t)))) \). Here, the first and third inequalities follow form basic properties of the matrix trace combined with Lemma 2 applied with \( K = K(t) \) and \( K = K(0) \), respectively. The second inequality follows from part (a) of Theorem 1.

Finally, to upper bound parameter \( b' \), we use Lemma 23 presented in Appendix L that provides the lower and upper bounds \( \nu/a \leq \lambda_{\min}(X(K)) \) and \( \|X(K)\|_2 \leq a/\lambda_{\min}(Q) \) on the matrix \( X(K) \) for any \( K \in S_K(a) \), where the constant \( \nu \) is given by (10d). Using these bounds and the invariance of \( S_K(a) \) with respect to GF, we obtain

\[
b' \leq b := \frac{a^2 \|R\|_2}{\nu \lambda_{\min}(R) \lambda_{\min}(Q)}
\]

which completes the proof of part (b).

**Remark 2 (Gradient domination):** Expression (15) implies that the objective function \( f(K) \) over any given sublevel set \( S_K(a) \) satisfies the Polyak-Łojasiewicz (PL) condition [32]

\[
\|\nabla f(K)\|_F^2 \geq 2 \mu_f (f(K) - f(K^*))
\]

with parameter \( \mu_f := \mu c^2 \), where \( \mu \) and \( c \) are functions of \( a \) that are given by (10b) and (14b), respectively. This condition is also known as gradient dominance and it was recently used to show convergence of gradient-based methods for discrete-time LQR problem [12].

**B. Geometric interpretation**

The solution \( Y(t) \) to gradient-flow dynamics (GF) over the set \( S_Y \) induces the trajectory

\[
K_{\text{ind}}(t) := Y(t)(X(Y(t)))^{-1}
\]

over the set of stabilizing feedback gains \( S_K \), where the affine function \( X(Y) \) is given by (8c). The induced trajectory \( K_{\text{ind}}(t) \) can be viewed as the solution to the differential equation

\[
\dot{K} = g(K)
\]

where \( g: S_K \to \mathbb{R}^{m \times n} \) is given by

\[
g(K) := (K A^{-1} (B(\nabla h(Y(K)))) - \nabla h(Y(K))) (X(K))^{-1}.
\]

Here, the matrix \( X = X(K) \) is given by (4a) and \( Y(K) = K X(K) \). System (18) is obtained by differentiating both sides of Eq. (18) with respect to time \( t \) and applying the chain rule. Figure 1 illustrates an induced trajectory \( K_{\text{ind}}(t) \) and a trajectory \( K(t) \) resulting from gradient-flow dynamics (GF) that starts from the same initial condition.

Moreover, using the definition of \( h(Y) \), we have

\[
h(Y(t)) = f(K_{\text{ind}}(t)).
\]

Thus, the exponential decay of \( h(Y(t)) \) established in Proposition 2 implies that \( f \) decays exponentially along the vector field \( g \), i.e., for \( K_{\text{ind}}(0) \neq K^* \), we have

\[
\frac{f(K_{\text{ind}}(t)) - f(K^*)}{f(K_{\text{ind}}(0)) - f(K^*)} = \frac{h(Y(t)) - h(Y^*)}{h(Y(0)) - h(Y^*)} \leq e^{-\mu t}.
\]
This inequality follows from inequality \[13\], where \(\mu\) denotes the strong-convexity modulus of the function \(h(Y)\) over the sublevel set \(S_Y(h(Y(0)))\); see Proposition \[1\]. Herein, we provide a geometric interpretation of the exponential decay of \(f\) under the trajectories of (GF) that is based on the relation between the vector fields \(g\) and \(-\nabla f\).

Differentiating both sides of Eq. \((20)\) with respect to \(t\) yields
\[
\|
\nabla h(Y)
\|^2 = \langle -\nabla f(K), g(K) \rangle.
\]
(21)
Thus, for each \(K \in S_K\), the inner product between the vector fields \(-\nabla f(K)\) and \(g(K)\) is nonnegative. However, this is not sufficient to ensure exponential decay of \(f\) along (GF). To address this challenge, our proof utilizes inequality \((14a)\) in Lemma \[1\]. Based on \((21)\), \((14a)\) can be equivalently restated as
\[
\frac{-\nabla f(K)}{\|\Pi_{-\nabla f(K)}(g(K))\|_F} = \frac{\|\nabla f(K)\|^2_F}{\langle -\nabla f(K), g(K) \rangle} \geq c^2
\]
where \(\Pi_b(a)\) denotes the projection of \(a\) onto \(b\). Thus, Lemma \[1\] ensures that the ratio between the norm of the vector field \(-\nabla f(K)\) associated with gradient-flow dynamics (GF) and the norm of the projection of \(g(K)\) onto \(-\nabla f(K)\) is uniformly lower bounded by a positive constant. This lower bound is the key geometric feature that allows us to deduce exponential decay of \(f\) along the vector field \(-\nabla f\) from the exponential decay of the vector field \(g\).

C. Gradient descent: proof of Theorem \[2\]

Given the exponential stability of gradient-flow dynamics (GF) established in Theorem \[1\], the convergence analysis of gradient descent (GD) amounts to finding a suitable stepsize \(\alpha\). Lemma \[3\] provides a Lipschitz continuity parameter for \(\nabla f(K)\), which facilitates finding such a stepsize.

**Lemma 3:** Over any non-empty sublevel set \(S_K(a)\), the gradient \(\nabla f(K)\) is Lipschitz continuous with parameter
\[
L_f := \frac{2a\|R\|_2}{\lambda_{\min}(Q)} + \frac{8a^2\|B\|_2}{\lambda_{\min}(Q)\lambda_{\min}(\Omega)} + \frac{\|B\|_2}{\sqrt{\nu\lambda_{\min}(R)}}
\]
where \(\nu\) given by \((10d)\) depends on the problem parameters.

**Proof:** See Appendix \[D\].

Let \(K_\alpha := K - \alpha \nabla f(K)\), \(\alpha \geq 0\) parameterize the half-line starting from \(K \in S_K(a)\) with \(K \neq K^*\) along \(-\nabla f(K)\) and let us define the scalar \(\beta_m := \max \beta\) such that \(K_\alpha \in S_K(a)\), for all \(\alpha \in [0, \beta]\). The existence of \(\beta_m\) follows from the compactness of \(S_K(a)\). We next show that \(\beta_m \geq 2/L_f\).
For the sake of contradiction, suppose $\beta_m < 2/L_f$. From the continuity of $f(K_\alpha)$ with respect to $\alpha$, it follows that $f(K_{\beta_m}) = a$. Moreover, since $-\nabla f(K)$ is a descent direction of the function $f(K)$, we have $\beta_m > 0$. Thus, for $\alpha \in (0, \beta_m]$,
\[
f(K_\alpha) - f(K) \leq -\frac{\alpha(2 - L_f \alpha)}{2} \|\nabla f(K)\|_F^2 < 0.
\]
Here, the first inequality follows from the $L_f$-smoothness of $f(K)$ over $S_K(a)$ (Descent Lemma [33 Eq. (9.17)]) and the second inequality follows from $\nabla f(K) \neq 0$ in conjunction with $\beta_m \in (0, 2/L_f)$. This implies $f(K_{\beta_m}) < f(K) \leq a$, which contradicts $f(K_{\beta_m}) = a$. Thus, $\beta_m \geq 2/L_f$.

We can now use induction on $k$ to show that, for any stabilizing initial condition $K^0 \in S_K(a)$, the iterates of \textbf{(GD)} with $\alpha \in [0, 2/L_f]$ remain in $S_K(a)$ and satisfy
\[
f(K^{k+1}) - f(K^k) \leq -\frac{\alpha(2 - L_f \alpha)}{2} \|\nabla f(K^k)\|_F^2.
\] (22)
Inequality (22) in conjunction with the PL condition (17) evaluated at $K^k$ guarantee linear convergence for gradient descent \textbf{(GD)} with the rate $\gamma \leq 1 - \alpha \mu_f$ for all $\alpha \in (0, 1/L_f]$, where $\mu_f$ is the PL parameter of the function $f(K)$. This completes the proof of part (a) of Theorem 2.

Using part (a) and Lemma 2, we can make a similar argument to what we used for the proof of Theorem 1 to establish part (b) with constant $b$ in (16). We omit the details for brevity.

VI. BIAS AND CORRELATION IN GRADIENT ESTIMATION

In the model-free setting, we do not have access to the gradient $\nabla f(K)$ and the random search method \textbf{(RS)} relies on the gradient estimate $\hat{\nabla} f(K)$ resulting from Algorithm 1. According to [12], achieving $\|\hat{\nabla} f(K) - \nabla f(K)\|_F \leq \epsilon$ may take $N = \Omega(1/\epsilon^4)$ samples using one-point gradient estimates. Our computational experiments (not included in this paper) also suggest that to achieve $\|\hat{\nabla} f(K) - \nabla f(K)\|_F \leq \epsilon$, $N$ must scale as $\text{poly}(1/\epsilon)$ even when a two-point gradient estimate is used. To avoid this poor sample complexity, in our proof we take an alternative route and give up on the objective of controlling the gradient estimation error. By exploiting the problem structure, we show that with a linear number of samples $N = \tilde{O}(n)$, where $n$ is the number of states, the estimate $\hat{\nabla} f(K)$ concentrates with high probability when projected to the direction of $\nabla f(K)$.

Our proof strategy allows us to significantly improve upon the existing literature both in terms of the required function evaluations and simulation time. Specifically, using the random search method \textbf{(RS)}, the total number of function evaluations required in our results to achieve an accuracy level $\epsilon$ is proportional to $\log(1/\epsilon)$ compared to at least $\log(1/\epsilon^4) \log(1/\epsilon^4)$ in [12] and $1/\epsilon$ in [13]. Similarly, the simulation time that we require to achieve an accuracy level $\epsilon$ is proportional to $\log(1/\epsilon)$; this is in contrast to $\log(1/\epsilon^4)$ simulation times in [12] and infinite simulation time in [13].

Algorithm 1 produces an unbiased estimate $\hat{\nabla} f(K)$ of the gradient $\nabla f(K)$. Herein, we first introduce an unbiased estimate $\hat{\nabla} f(K)$ of $\nabla f(K)$ and establish that the distance $\|\hat{\nabla} f(K) - \nabla f(K)\|_F$ can be readily controlled by choosing a large simulation time $\tau$ and an appropriate smoothing parameter $r$ in Algorithm 1, we call this distance the estimation bias. Next, we show that with $N = \tilde{O}(n)$ samples, the unbiased estimate $\hat{\nabla} f(K)$ becomes highly correlated with $\nabla f(K)$. We exploit this fact in our convergence analysis.
A. Bias in gradient estimation due to finite simulation time

We first introduce an unbiased estimate of the gradient that is used to quantify the bias. For any \( \tau \geq 0 \) and \( x_0 \in \mathbb{R}^n \), let
\[
 f_{x_0,\tau}(K) := \int_0^\tau (x(t)^TQx(t) + u(t)^TRu(t)) \, dt
\]
define the \( \tau \)-truncated version of the LQR objective function associated with system (1b) with the initial condition \( x(0) = x_0 \) and feedback law \( u = -Kx \) for all \( K \in \mathbb{R}^{m \times n} \). Note that for any \( K \in \mathcal{S}_K \) and \( x(0) = x_0 \in \mathbb{R}^n \), the infinite-horizon cost
\[
 f_{x_0}(K) := f_{x_0,\infty}(K)
\]
exists and it satisfies \( f(K) = \mathbb{E}_{x_0}[f_{x_0}(K)] \). Furthermore, the gradient of \( f_{x_0}(K) \) is given by (cf. (5))
\[
 \nabla f_{x_0}(K) = 2(RK - B^TP(K))X_{x_0}(K)
\]
where \( X_{x_0}(K) = -A_{K}^{-1}(x_0x_0^T) \) is determined by the closed-loop Lyapunov operator in (7) and \( P(K) = -(A_{K}^*)^{-1}(Q + K^TRK) \). Note that the gradients \( \nabla f(K) \) and \( \nabla f_{x}(K) \) are linear in \( X(K) = -A_{K}^{-1}(W) \) and \( X_{x}(K) \), respectively. Thus, for any zero-mean random initial condition \( x(0) = x_0 \) with covariance \( \mathbb{E}[x_0x_0^T] = \Omega \), the linearity of the closed-loop Lyapunov operator \( A_K \) implies
\[
 \mathbb{E}[X_{x_0}(K)] = X(K), \quad \mathbb{E}[\nabla f_{x_0}(K)] = \nabla f(K).
\]

Let us define the following three estimates of the gradient
\[
 \nabla f(K) := \frac{1}{2rN} \sum_{i=1}^{N} (f_{x_i,\tau}(K + rU_i) - f_{x_i,\tau}(K - rU_i))U_i
\]
\[
 \nabla f(K) := \frac{1}{2rN} \sum_{i=1}^{N} (f_{x_i}(K + rU_i) - f_{x_i}(K - rU_i))U_i
\]
\[
 \nabla f(K) := \frac{1}{N} \sum_{i=1}^{N} \langle \nabla f_{x_i}(K), U_i \rangle U_i
\]
where \( U_i \in \mathbb{R}^{m \times n} \) are i.i.d. random matrices with \( \text{vec}(U_i) \) uniformly distributed on the sphere \( \sqrt{m}n \mathbb{S}_n^{m-1} \) and \( x_i \in \mathbb{R}^n \) are i.i.d. initial conditions sampled from distribution \( \mathcal{D} \). Here, \( \mathbb{E}[f(K)] \) is the infinite-horizon version of the output \( \mathbb{E}[f(K)] \) of Algorithm and it provides an unbiased estimate of \( \nabla f(K) \). To see this, note that by the independence of \( U_i \) and \( x_i \) we have
\[
 \mathbb{E}_{x_i,U_i}[\text{vec}(\nabla f(K))] = \mathbb{E}_{U_i}[\text{vec}(\nabla f(K))U_i] = \mathbb{E}_{U_i}[\text{vec}(U_i)]\text{vec}(\nabla f(K)) = \text{vec}(\nabla f(K))
\]
and thus \( \mathbb{E}[\nabla f(K)] = \nabla f(K) \). Here, we have utilized the fact that for the uniformly distributed random variable \( \text{vec}(U_i) \) over the sphere \( \sqrt{m}n \mathbb{S}_n^{m-1} \), \( \mathbb{E}_{U_i}[\text{vec}(U_i)]\text{vec}(U_i)^T = I \).

1) Local boundedness of the function \( f(K) \): An important requirement for the gradient estimation scheme in Algorithm is the stability of the perturbed closed-loop systems, i.e., \( K \pm rU_i \in \mathcal{S}_K \); violating this condition leads to an exponential growth of the state and control signals. Moreover, this condition is necessary and sufficient
for \( \hat{\nabla} f(K) \) to be well defined. In Proposition 3, we establish a radius within which any perturbation of \( K \in \mathcal{S}_K \) remains stabilizing.

**Proposition 3:** For any stabilizing feedback gain \( K \in \mathcal{S}_K \), we have \( \{ \hat{K} \in \mathbb{R}^{m \times n} \mid \| \hat{K} - K \|_2 < \zeta \} \subset \mathcal{S}_K \) where

\[
\zeta := \frac{\lambda_{\min}(\Omega)}{(2 \| B \|_2 \| X(K) \|_2)}
\]

and \( X(K) \) is given by (4a).

**Proof:** See Appendix E.

If we choose the parameter \( r \) in Algorithm 1 to be smaller than \( \zeta \), then the sample feedback gains \( K \pm r U_\tau \) are all stabilizing. In this paper, we further require that the parameter \( r \) is small enough so that \( K \pm r U_i \in \mathcal{S}_K(2a) \) for all \( i \). Such upper bound on \( r \) is provided in the next lemma.

**Lemma 4:** For any \( U \in \mathbb{R}^{m \times n} \) with \( \| U \|_F \leq \sqrt{mn} \) and \( K \in \mathcal{S}_K(a) \), \( K + r(a) U \in \mathcal{S}_K(2a) \) where \( r(a) := \bar{c}/a \) for some positive constant \( \bar{c} \) that depends on the problem data.

**Proof:** See Appendix E.

Note that for any \( K \in \mathcal{S}_K(a) \), and \( r \leq r(a) \) in Lemma 4, \( \hat{\nabla} f(K) \) is well defined because \( K + r U_i \in \mathcal{S}_K(2a) \) for all \( i \).

2) **Bounding the bias:** Herein, we establish an upper bound on the difference between the output \( \hat{\nabla} f(K) \) of Algorithm 1 and the unbiased estimate \( \nabla f(K) \) of the gradient \( \nabla f(K) \). This is accomplished by bounding the difference between these two quantities and \( \hat{\nabla} f(K) \) through the use of the triangle inequality

\[
\| \hat{\nabla} f(K) - \nabla f(K) \|_F \leq \| \hat{\nabla} f(K) - \nabla f(K') \|_F + \| \nabla f(K') - \nabla f(K) \|_F.
\]

The first term on the right-hand side of (26) arises from a bias caused by the finite simulation time in Algorithm 1. The next proposition quantifies an upper bound on this term.

**Proposition 4:** For any \( K \in \mathcal{S}_K(a) \), the output of Algorithm 1 with parameter \( r \leq r(a) \) (given by Lemma 4) satisfies

\[
\| \hat{\nabla} f(K) - \nabla f(K) \|_F \leq \frac{\sqrt{mn} \max_i \| x_i \|^2}{r} \kappa_1(2a) e^{-\kappa_2(2a) \tau}
\]

where \( \kappa_1(a) > 0 \) is a degree 5 polynomial and \( \kappa_2(a) > 0 \) is inversely proportional to \( a \) and they are given by (53).

**Proof:** See Appendix E.

Although small values of \( r \) may result in a large error \( \| \hat{\nabla} f(K) - \nabla f(K) \|_F \), the exponential dependence of the upper bound in Proposition 4 on the simulation time \( \tau \) implies that this error can be readily controlled by increasing \( \tau \). In the next proposition, we handle the second term in (26).

**Proposition 5:** For any \( K \in \mathcal{S}_K(a) \) and \( r \leq r(a) \) (given by Lemma 4), we have

\[
\| \hat{\nabla} f(K) - \nabla f(K) \|_F \leq \frac{(r mn)^2}{2} \ell(2a) \max_i \| x_i \|^2
\]

where the function \( \ell(a) > 0 \) is a degree 4 polynomial and it is given by (57).

**Proof:** See Appendix G.

The third-derivatives of the functions \( f_{x_i}(K) \) are utilized in the proof of Proposition 5. It is also worth noting that unlike \( \nabla f(K) \) and \( \hat{\nabla} f(K) \), the unbiased gradient estimate \( \hat{\nabla} f(K) \) is independent of the parameter \( r \). Thus, Proposition 5 provides a quadratic upper bound on the estimation error in terms of \( r \).
B. Correlation between gradient and gradient estimate

As mentioned earlier, one approach to analyzing convergence for the random search method in \( RS \) is to control the gradient estimation error \( \hat{\nabla} f(K) - \nabla f(K) \) by choosing a large number of samples \( N \). This approach was taken in \([12]\) for the discrete-time LQR (and in \([34]\) for the continuous-time LQR) and has led to an upper bound on the required number of samples for reaching \( \epsilon \)-accuracy that grows at least proportionally to \( 1/\epsilon^4 \).

We overcome the poor sample complexity discussed above by giving up on the objective of controlling the gradient estimation error. In what follows, we exploit the problem structure and show that with a linear number of samples \( N \) required for reaching \( \epsilon \)-accuracy, we can be used to decrease the objective error by a geometric factor.

Proposition 6: \([\text{Approximate GD}]\) If the matrix \( G \in \mathbb{R}^{m \times n} \) and the feedback gain \( K \in \mathcal{S}_K(a) \) are such that

\[
\langle G, \nabla f(K) \rangle \geq \mu_1 \| \nabla f(K) \|^2_F
\]

\[
\| G \|^2_F \leq \mu_2 \| \nabla f(K) \|^2_F
\]

for some positive scalars \( \mu_1 \) and \( \mu_2 \), then \( K - \alpha G \in \mathcal{S}_K(a) \) for all \( \alpha \in [0, \mu_1/(\mu_2 L_f)] \), and

\[
f(K - \alpha G) - f(K^*) \leq \gamma (f(K) - f(K^*))
\]

with \( \gamma = 1 - \mu_f \mu_1 \alpha \). Here, \( L_f \) and \( \mu_f \) are the Lipschitz and the PL parameters of the function \( f \) over \( \mathcal{S}_K(a) \).

Proof: See Appendix \([H]\).

Remark 3: The fastest convergence rate guaranteed by Proposition 6, \( \gamma = 1 - \mu_f \mu_1^2/(L_f \mu_2) \), is achieved with the stepsize \( \alpha = \mu_1/(\mu_2 L_f) \). This rate bound is tight in the sense that if \( G = c \nabla f(K) \), for some \( c > 0 \), we recover the standard convergence rate \( \gamma = 1 - \mu_f/L_f \) of gradient descent.

We next quantify the probability of the events \( M_1 \) and \( M_2 \). In our proofs, we exploit modern non-asymptotic statistical analysis of the concentration of random variables around their average. While in Appendix \([K]\) we set notation and provide basic definitions of key concepts, we refer the reader to a recent book \([35]\) for a comprehensive discussion. Herein, we use \( c, c', c'' \), etc. to denote positive absolute constants.

1) Handling \( M_1 \): We first exploit the problem structure to confine the dependence of \( \hat{\nabla} f(K) \) on the random initial conditions \( x_i \) into a zero-mean random vector. In particular, for any \( K \in \mathcal{S}_K \) and \( x_0 \in \mathbb{R}^n \),

\[
\nabla f(K) = EX, \quad \nabla f_{x_0}(K) = EX_{x_0}
\]
where \( E := 2(RK - B^TP(K)) \in \mathbb{R}^{m \times n} \) is a fixed matrix, \( X = -A_K^{-1}(\Omega) \), and \( X_{x_0} = -A_K^{-1}(x_0x_0^T) \). This allows us to represent the unbiased estimate \( \hat{\nabla}f(K) \) of the gradient as

\[
\hat{\nabla}f(K) = \frac{1}{N} \sum_{i=1}^{N} (EX_{x_i}, U_i) U_i = \hat{\nabla}_1 + \hat{\nabla}_2 \tag{29a}
\]

\[
\hat{\nabla}_1 = \frac{1}{N} \sum_{i=1}^{N} (E(X_{x_i} - X), U_i) U_i \tag{29b}
\]

\[
\hat{\nabla}_2 = \frac{1}{N} \sum_{i=1}^{N} (\nabla f(K), U_i) U_i. \tag{29c}
\]

Note that \( \hat{\nabla}_2 \) does not depend on the initial conditions \( x_i \). Moreover, from \( \mathbb{E}[X_{x_i}] = X \) and the independence of \( X_{x_i} \) and \( U_i \), we have \( \mathbb{E}[\hat{\nabla}_1] = 0 \) and \( \mathbb{E}[\hat{\nabla}_2] = \nabla f(K) \).

In Lemma 5, we show that \( \langle \hat{\nabla}_1, \nabla f(K) \rangle \) can be made arbitrary small with a large number of samples \( N \). This allows us to analyze the probability of the event \( M_1 \) in (27).

**Lemma 5:** Let \( U_1, \ldots, U_N \in \mathbb{R}^{m \times n} \) be i.i.d. random matrices with each \( \text{vec}(U_i) \) uniformly distributed on the sphere \( \sqrt{\min} S^{m,n-1} \) and let \( X_1, \ldots, X_N \in \mathbb{R}^{n \times n} \) be i.i.d. random matrices distributed according to \( \mathcal{M}(x_2x^T) \). Here, \( \mathcal{M} \) is a linear operator and \( x \in \mathbb{R}^n \) is a random vector whose entries are i.i.d., zero-mean, unit-variance, sub-Gaussian random variables with sub-Gaussian norm less than \( \kappa \). For any fixed matrix \( E \in \mathbb{R}^{m \times n} \) and positive scalars \( \delta \) and \( \beta \), if

\[
N \geq C (\beta^2 \kappa^2 / \delta^2) (\|\mathcal{M}^*\|_F + \|\mathcal{M}^*_s\|_F)^2 n \log^6 n
\]

then, with probability not smaller than \( 1 - C'N^{-\beta} - 4Ne^{-\frac{n}{8}} \),

\[
\left| \frac{1}{N} \sum_{i=1}^{N} \langle E(X_i - X), U_i \rangle \langle EX, U_i \rangle \right| \leq \delta \|EX\|_F \|E\|_F
\]

where \( X := \mathbb{E}[X_i] = \mathcal{M}(I) \).

**Proof:** See Appendix [I] 

In Lemma 6, we show that \( \langle \hat{\nabla}_2, \nabla f(K) \rangle \) concentrates with high probability around its average \( \|\nabla f(K)\|_F^2 \).

**Lemma 6:** Let \( U_1, \ldots, U_N \in \mathbb{R}^{m \times n} \) be i.i.d. random matrices with each \( \text{vec}(U_i) \) uniformly distributed on the sphere \( \sqrt{\min} S^{m,n-1} \). Then, for any \( W \in \mathbb{R}^{m \times n} \) and \( t \in (0,1] \),

\[
\mathbb{P} \left\{ \left| \frac{1}{N} \sum_{i=1}^{N} \langle W, U_i \rangle^2 \right| < (1 - t)\|W\|_F^2 \right\} \leq 2e^{-cNt^2}.
\]

**Proof:** See Appendix [I] 

In Proposition 7, we use Lemmas 5 and 6 to address \( M_1 \).

**Proposition 7:** Under Assumption 1, for any stabilizing feedback gain \( K \in S_K \) and positive scalar \( \beta \), if

\[
N \geq C_1 \frac{\beta^4 \kappa^4}{\lambda_{\min}(X)} (\|A_K^{-1}\|_2 + \|A_K^{-1}_s\|_s)^2 n \log^6 n
\]

then the event \( M_1 \) in (27) with \( \mu_1 := 1/4 \) satisfies \( \mathbb{P}(M_1) \geq 1 - C_2 N^{-\beta} - 4Ne^{-\frac{n}{8}} - 2e^{-C_3 N} \).
Proof: We use Lemma \[\text{[5]}\] with \(\delta := \lambda_{\min}(X)/4\) to show that
\[
\left| \left\langle \hat{\nabla}_1, \nabla f(K) \right\rangle \right| \leq \delta \|EX\|_F \|E\|_F \leq \frac{1}{4} \|EX\|_F^2 = \frac{1}{4} \|\nabla f(K)\|_F^2. \tag{31a}
\]
holds with probability not smaller than \(1 - C'N^{-\beta} - 4Ne^{-\frac{n}{8}}\). Furthermore, Lemma \[\text{[6]}\] with \(t := 1/2\) implies that
\[
\left| \left\langle \hat{\nabla}_2, \nabla f(K) \right\rangle \right| \geq \frac{1}{2} \|\nabla f(K)\|_F^2. \tag{31b}
\]
holds with probability not smaller than \(1 - 2e^{-Cn}\). Since \(\hat{\nabla} f(K) = \hat{\nabla}_1 + \hat{\nabla}_2\), we can use a union bound to combine \ref{31a} and \ref{31b}. This together with a triangle inequality completes the proof. ■

2) Handling \(M_2\): In Lemma \[\text{[7]}\] we quantify a high probability upper bound on \(\|\hat{\nabla}_1\|_F/\|\nabla f(K)\|\). This lemma is analogous to Lemma \[\text{[5]}\] and it allows us to analyze the probability of the event \(M_2\) in \ref{27}.

Lemma 7: Let \(X\) and \(U_i\) with \(i = 1, \ldots, N\) be random matrices defined in Lemma \[\text{[5]}\] \(X := \mathbb{E}[X_1]\), and let \(N \geq c_0n\). Then, for any \(E \in \mathbb{R}^{m \times n}\) and positive scalar \(\beta\),
\[
\frac{1}{N} \| \sum_{i=1}^{N} \langle E(X_i - X), U_i \rangle U_i \|_F \leq c_1 \beta \kappa^2 (\|M^*\|_2 + \|M^*\|_S) \|E\|_F \sqrt{mn} \log n
\]
with probability not smaller than \(1 - c_2(n^{-\beta} + Ne^{-\frac{n}{8}})\).

Proof: See Appendix \[\text{[J]}\] ■

In Lemma \[\text{[8]}\] we quantify a high probability upper bound on \(\|\hat{\nabla}_2\|_F/\|\nabla f(K)\|\).

Lemma 8: Let \(U_1, \ldots, U_N \in \mathbb{R}^{m \times n}\) be i.i.d. random matrices with \(\text{vec}(U_i)\) uniformly distributed on the sphere \(\sqrt{mn} S^{m-1}\) and let \(N \geq Cn\). Then, for any \(W \in \mathbb{R}^{m \times n}\),
\[
\mathbb{P}\left\{ \frac{1}{N} \| \sum_{j=1}^{N} \langle W, U_j \rangle U_j \|_F > C' \sqrt{mn} \|W\|_F \right\} \leq 2Ne^{-\frac{n}{8}} + 2e^{-\frac{n}{8}N}.
\]

Proof: See Appendix \[\text{[I]}\] ■

In Proposition \[\text{[8]}\] we use Lemmas \[\text{[7]}\] and \[\text{[8]}\] to address \(M_2\).

Proposition 8: Let Assumption \[\text{[1]}\] hold. Then, for any \(K \in S_K\), scalar \(\beta > 0\), and \(N \geq C'n\), the event \(M_2\) in \ref{27} with \(\mu_2 := C_5(\beta \kappa^2 \| (A_K^{-1})^{-1} \|_2 + \| (A_K^{-1})^{-1} \|_S) \sqrt{mn} \log n + \sqrt{m} \|^2\) satisfies
\[
\mathbb{P}(M_2) \geq 1 - C_6(n^{-\beta} + Ne^{-\frac{n}{8}} + e^{-C_7N}).
\]

Proof: We use Lemma \[\text{[B]}\] to show that, with probability at least \(1 - c_2(n^{-\beta} + Ne^{-\frac{n}{8}})\), \(\hat{\nabla}_1\) satisfies
\[
\|\hat{\nabla}_1\|_F \leq c_1 \beta \kappa^2 (\| (A_K^{-1})^{-1} \|_2 + \| (A_K^{-1})^{-1} \|_S) \|E\|_F \sqrt{mn} \log n \leq c_1 \beta \kappa^2 \| (A_K^{-1})^{-1} \|_2 + \| (A_K^{-1})^{-1} \|_S \frac{\|\nabla f(K)\|_F}{\lambda_{\min}(X)} \sqrt{mn} \log n.
\]
Furthermore, we can use Lemma \[\text{[C]}\] to show that, with probability not smaller than \(1 - 2Ne^{-\frac{n}{8}} - 2e^{-\frac{n}{8}N}\), \(\hat{\nabla}_2\) satisfies
\[
\|\hat{\nabla}_2\|_F \leq C' \sqrt{m} \|\nabla f(K)\|_F.
\]
Now, since \(\hat{\nabla} f(K) = \hat{\nabla}_1 + \hat{\nabla}_2\), we can use a union bound to combine the last two inequalities. This together with a triangle inequality completes the proof. ■
VII. MODEL-FREE CONTROL DESIGN

In this section, we prove a more formal version of Theorem 3.

Theorem 4: Let us consider the random search method (RS) that uses the gradient estimates of Algorithm 1 for finding the optimal solution $K^*$ of LQR problem (3). Let the initial condition $x_0 \sim \mathcal{D}$ obey Assumption 1 and let the simulation time $\tau$ and the number of samples $N$ in Algorithm 1 satisfy

$$\tau \geq \theta'(a) \log(1/\epsilon)$$

$$N \geq c_1(1 + \beta^4 \kappa^4 \theta(a) \log^6 n) n$$

for some $\beta > 0$ and a desired accuracy $\epsilon > 0$. Then, we can choose a smoothing parameter $r < \theta''(a)\sqrt{\epsilon}$ in Algorithm 1 such that, for any initial condition $K^0 \in S_K(a)$, random search method (RS) with the constant stepsize $\alpha = 1/(32\mu_2(a)L_f)$ achieves $f(K^k) - f(K^*) \leq \epsilon$ with probability not smaller than $1 - k \rho - 2kNe^{-n}$ in at most

$$k \leq \log \left( f(K^0) - f(K^*) / \epsilon \right) / \log \left( 1/(1 - \mu_f(a)\alpha/8) \right)$$

iterations. Here, $p := c_2(n^{-\beta} + N^{-\beta} + Ne^{-\frac{2}{3}} + e^{-c_2N}), \mu_2 := c_4 \left( \sqrt{m} + \beta \kappa^2 \theta(a) \sqrt{m} n \log n \right)^2$, the positive scalars $c_1, \ldots, c_4$ are absolute constants, $\mu_f$ and $L_f$ are the PL and smoothness parameters of the function $f$ over the sublevel set $S_K(a)$, and $\theta, \theta', \theta''$ are positive polynomials that depend only on the parameters of the LQR problem.

Proof: The proof combines Propositions 4, 5, 6, 7, and 8. Let $\theta(a)$ be a uniform upper bound on

$$\| (\mathcal{A}_K)^{-1} \|_2 + \| (\mathcal{A}_K)^{-1} S \| / \lambda_{\min}(X) \leq \theta(a)$$

for all $K \in S_K(a)$; see Appendix M for a discussion on $\theta(a)$. Since, the number of samples satisfies (32b), for any given $K \in S_K(a)$, we can combine Propositions 7 and 8 with a union bound to show that

$$\left( \langle \nabla f(K), \nabla f(K) \rangle \right) \geq \mu_1 \| \nabla f(K) \|^2_F$$

$$\| \nabla f(K) \|^2_F \leq \mu_2 \| \nabla f(K) \|^2_F$$

holds with probability not smaller than $1 - p$, where $\mu_1 = 1/4$, and $\mu_2$ and $p$ are determined in the statement of theorem. We next establish that for a large-enough simulation time $\tau = O(\log(1/\delta))$ and a small-enough parameter $r = o(\delta)$, the output of Algorithm 1 satisfies

$$\| \nabla f(K) - \hat{\nabla} f(K) \|_F \leq \delta$$

with probability not smaller than $1 - 2Ne^{-n}$.

To this end, note that under Assumption 1 the vector $v \sim \mathcal{D}$ satisfies [35, Eq. (3.3)]

$$\mathbb{P} \left\{ \| v \| \leq c_5(\kappa^2 + 1)\sqrt{n} \right\} \geq 1 - 2e^{-n}.$$
Now, for \( r \leq r(a) \), combining Propositions 4 and 5 yields
\[
\| \nabla f(K) - \hat{\nabla} f(K) \|_F \leq \left( \frac{\sqrt{mn}}{r} \kappa_1(2a)e^{-\kappa_2(2a)\tau} + \frac{r^2m^2n^2}{2} \ell(2a) \right) \max_i \| x_i \|^2 \leq \sigma
\]
where \( \sigma := c_5(k^2+1) \left( \frac{n\sqrt{m}}{r} \kappa_1(2a)e^{-\kappa_2(2a)\tau} + \frac{r^2m^2n^2}{2} \ell(2a) \right) \). Here, \( r(a) \), \( \kappa_1(a) \), and \( \ell(a) \) are positive functions that are given by Lemma 4, Eq. (55), and Eq. (57), respectively. The first inequality is obtained by combining Propositions 4 and 5 through the use of the triangle inequality, and the second inequality follows from (35) and it holds with probability not smaller than \( 1 - 2Ne^{-n} \). It is now straightforward to verify that by choosing \( \tau = O(\log(1/\delta)) \) along with \( r = o(\delta) \), we can make \( \sigma \leq \delta \). This completes the proof of (34).

Without loss of generality, let us assume that the initial error satisfies \( f(K^0) - f(K^*) \geq \epsilon \). Now, since the function \( f \) is gradient dominant over the sublevel set \( S_K(a) \) (see (17)) with parameter \( \mu_f \), it follows that the initial condition \( K^0 \) satisfies
\[
\| \nabla f(K^0) \|_F \geq \sqrt{2\mu_f \epsilon}.
\] (36)
We next show that
\[
\langle \nabla f(K^0), \nabla f(K^0) \rangle \geq \frac{\mu_1}{2} \| \nabla f(K^0) \|^2_F \tag{37a}
\]
\[
\| \nabla f(K^0) \|^2_F \leq 4\mu_2 \| \nabla f(K^0) \|^2_F \tag{37b}
\]
holds with probability not smaller than \( 1 - p - 2Ne^{-n} \). Let us set \( \delta := \sqrt{2\mu_f \epsilon} \min \{ \mu_1/2, \sqrt{\mu_2} \} \) in (34). Clearly, this can be achieved by choosing \( r = o(\sqrt{\epsilon}) \) and \( \tau \geq \theta'(a) \log(1/\epsilon) \), for an appropriate \( \theta'(a) \). Using the union bound, we have
\[
\langle \nabla f(K^0), \nabla f(K^0) \rangle = \langle \hat{\nabla} f(K^0), \nabla f(K^0) \rangle + \langle \nabla f(K^0) - \hat{\nabla} f(K^0), \nabla f(K^0) \rangle \\
\geq (a) \mu_1 \| \nabla f(K^0) \|^2_F - \| \nabla f(K^0) - \hat{\nabla} f(K^0) \|_F \| \nabla f(K^0) \|_F \\
\geq (b) \mu_1 \| \nabla f(K^0) \|^2_F - \delta \| \nabla f(K^0) \|_F \geq (c) \frac{\mu_1}{2} \| \nabla f(K^0) \|^2_F
\]
with probability not smaller than \( 1 - p - 2Ne^{-n} \). Here, (a) follows from combining (33a) and the Cauchy-Schwartz inequality, (b) follows from (34), and (c) follows from (36). Moreover,
\[
\| \nabla f(K^0) \|_F \leq (a) \| \hat{\nabla} f(K^0) \|_F + \| \nabla f(K^0) - \hat{\nabla} f(K^0) \|_F \leq \sqrt{\mu_2} \| \nabla f(K^0) \|_F + \delta \leq 2\sqrt{\mu_2} \| \nabla f(K^0) \|_F
\]
where (a) follows from the triangle inequality, (b) follows from combining (33b) and (34), and (c) follows from (36). This completes the proof of (37).

Inequality (37) allows us to apply Proposition 6 and obtain with probability not smaller than \( 1 - p - 2Ne^{-n} \) that for the stepsize \( \alpha = \mu_1/(8\mu_2 L_f) \), we have \( K^1 \in S_K(a) \) and also
\[
f(K^1) - f(K^*) \leq \gamma \left( f(K^0) - f(K^*) \right)
\]
with \( \gamma = 1 - \mu_f \mu_1^2/(16\mu_2 L_f) \), where \( L_f \) is the Lipschitz parameter of the function \( f \) over \( S_K(a) \). Finally, using
the union bound, we can repeat this procedure via induction to obtain that for
\[ k \geq \frac{1}{\log 1/\gamma} \log \frac{f(K^0) - f(K^*)}{\epsilon} \]
the error satisfies
\[ f(K^k) - f(K^*) \leq \gamma^k \left( f(K^0) - f(K^*) \right) \leq \epsilon \]
with probability not smaller than \(1 - kp - 2kNe^{-n}\).

**Remark 4:** While Theorem 4 only guarantees convergence in the objective value, similar to the proof of Theorem 1, we can use Lemma 2 that relates the error in optimization variable, \(K\), and the error in the objective function, \(f(K)\), to obtain convergence guarantees in the optimization variable as well.

**VIII. Computational Experiments**

We consider a mass-spring-damper system with \(s\) masses, where we set all mass, spring, and damping constants to unity. In state-space representation (1b), the state \(x = [p^T \ v^T]^T\) contains the position and velocity vectors and the dynamic and input matrices are given by

\[
A = \begin{bmatrix}
0 & I \\
-T & -I
\end{bmatrix},
B = \begin{bmatrix}
0 \\
I
\end{bmatrix}
\]

where 0 and \(I\) are \(s \times s\) zero and identity matrices, and \(T\) is a Toeplitz matrix with 2 on the main diagonal and \(-1\) on the first super and sub-diagonals. In this example, the \(A\)-matrix is Hurwitz and the control objective of is to optimize the LQR performance metric.

**A. Known model**

To compare the performance of gradient descent methods (GD) and (GY) on \(K\) and \(Y\), we solve the LQR problem with \(Q = I + 100 e_i e_i^T\), \(R = I + 100 e_i e_i^T\), and \(\Omega = I\) for \(s \in \{10, 50\}\) masses (i.e., \(n = 2s\) states), where \(e_i\) is the \(i\)th unit vector in the standard bases of \(\mathbb{R}^n\).

![Figure 2](image_url)

Figure 2 illustrates the convergence curves of both algorithms with a stepsize selected using a backtracking procedure that guarantees stability of the closed-loop system. Both algorithms were initialized with \(Y^0 = K^0 = 0\).
We observe that the asymptotic convergence rates for gradient descent methods over the sets $S_K$ and $S_Y$ exhibit similar trends.

B. Unknown model

To illustrate our results on the accuracy of the gradient estimation in Algorithm 1 and the efficiency of our random search method, we consider the LQR problem with $Q$ and $R$ equal to identity for $s = 10$ masses (i.e., $n = 20$ states). We also let the initial conditions $x_i$ in Algorithm 1 be standard normal and use $N = n = 2s$ samples.

Figure 3(a) illustrates the dependence of the relative error $\|\hat{\nabla} f(K) - \nabla f(K)\|_F / \|\hat{\nabla} f(K)\|_F$ on the simulation time $\tau$ for $K = 0$ and two values of the smoothing parameter $r = 10^{-4}$ (blue) and $r = 10^{-5}$ (red). We observe an exponential decrease in error for small values of $\tau$. In addition, the error does not pass a saturation level which is determined by $r$. We also see that, as $r$ decreases, this saturation level becomes smaller. These observations are in harmony with our theoretical developments; in particular, combining Propositions 4 and 5 through the use of the triangle inequality yields

$$\|\hat{\nabla} f(K) - \nabla f(K)\|_F \leq \left( \frac{\sqrt{mn}}{r} \kappa_1(2a) e^{-\kappa_2(2a)\tau} + \frac{r^2m^2n^2}{2} \ell(2a) \right) \max_i \|x_i\|^2.$$  

This upper bound clearly captures the exponential dependence of the bias on the simulation time $\tau$ as well as the saturation level that depends quadratically on the smoothing parameter $r$.

In Fig. 3(b), we demonstrate the dependence of the total relative error $\|\nabla f(K) - \nabla f(K)\|_F / \|\nabla f(K)\|_F$ on the simulation time $\tau$ for two values of the smoothing parameter $r = 10^{-4}$ (blue) and $r = 10^{-5}$ (red), resulting from the use of $N = n$ samples. We observe that the distance between the approximate gradient and the true gradient is rather large. This is exactly why prior analysis of sample complexity and simulation time is subpar to our results. In contrast to the existing results which rely on the use of the estimation error shown in Fig. 3(b), our analysis shows that the simulated gradient $\nabla f(K)$ is close to the gradient estimate $\hat{\nabla} f(K)$. While $\nabla f(K)$ is not close to the true gradient $\nabla f(K)$, it is highly correlated with it. This is sufficient for establishing convergence guarantees and it allows us to significantly improve upon existing results [12], [13] in terms of sample complexity and simulation time reducing both to $O(\log (1/\epsilon))$. 

---

Figure 3. (a) Bias in gradient estimation and (b) total error in gradient estimation as functions of the simulation time $\tau$. 
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Finally, Fig. 4 demonstrates linear convergence of the random search method (RS) with stepsize $\alpha = 10^{-4}$, and $(r = 10^{-5}, \tau = 10)$ in Algorithm as established in Theorem 4.

![Fig. 4. Convergence curve of the random search method RS.](image)

**IX. CONCLUDING REMARKS**

We prove exponential/linear convergence of gradient flow/descent algorithms for solving the continuous-time LQR problem based on a nonconvex formulation that directly searches for the controller. A salient feature of our analysis is that we relate the gradient-flow dynamics associated with this nonconvex formulation to that of a convex reparameterization. This allows us to deduce convergence of the nonconvex approach from its convex counterpart. We also establish a bound on the sample complexity of the random search method for solving the continuous-time LQR problem that does not require the knowledge of system parameters. Our ongoing research directions include: (i) providing theoretical guarantees for the convergence of gradient-based methods for sparsity-promoting and structured control synthesis; and (ii) extension to nonlinear systems via successive linearization techniques.

**APPENDIX**

**A. Nonconvexity of $S_K$**

The set of stabilizing feedback gains $S_K$ is nonconvex. For example, let $A$ and $B$ be $2 \times 2$ identity matrices and

$$K_1 = \begin{bmatrix} 2 & 4 \\ 0 & 2 \end{bmatrix}, \quad K_2 = \begin{bmatrix} 2 & 0 \\ 4 & 2 \end{bmatrix}.$$  

Then, even though $K_1$ and $K_2$ are both stabilizing, $A - BK$ with $\tilde{K} := (K_1 + K_2)/2$ has an unstable eigenvalue.

**B. Invertibility of the linear map $A$**

The invertibility of the map $A$ is equivalent to the matrices $A$ and $-A^T$ not having any common eigenvalues. If $A$ is non-invertible, we can use $K^0 \in S_K$ to introduce the change of variables $\tilde{K} := K - K^0$ and $\tilde{Y} := \tilde{K}X$ and obtain $f(K) = \tilde{h}(X, \tilde{Y}) := \text{trace}(Q^0 X + X^{-1}\tilde{Y}^T R \tilde{Y} + 2\tilde{Y}^T R K^0)$ for all $K \in S_K$, where $Q^0 := Q + (K^0)^T R K^0$. Moreover, $X$ and $\tilde{Y}$ satisfy the affine relation $A_0(X) - B(\tilde{Y}) + \Omega = 0$, where $A_0(X) := (A - BK^0)X + X(A - BK^0)^T$. Since the matrix $A - BK^0$ is Hurwitz, the map $A_0$ is invertible. This allows us to write $X$ as an affine function of $\tilde{Y}$, $X(\tilde{Y}) = A_0^{-1}(B(\tilde{Y}) - \Omega)$. Since the function $\tilde{h}(\tilde{Y}) := \tilde{h}(X(\tilde{Y}), \tilde{Y})$ has a similar form to $h(Y)$ except for the linear term $2\text{trace}(\tilde{Y}^T R K^0)$, the smoothness and strong convexity of $h(Y)$ established in Proposition [1] carry over to the function $\tilde{h}(\tilde{Y})$. 
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C. Proof of Proposition 7

The second-order term in the Taylor series expansion of \( h(Y + \hat{Y}) \) around \( Y \) is given by [26] Lemma 2

\[
\langle \hat{Y}, \nabla^2 h(Y; \hat{Y}) \rangle = 2 \| R^{\frac{1}{2}} (\hat{Y} - K\tilde{X}) X^{-\frac{1}{2}} \|^2_F
\]

(38)

where \( \tilde{X} \) is the unique solution to \( A(\tilde{X}) = B(\hat{Y}) \). We show that this term is upper and lower bounded by \( L \| \hat{Y} \|_F \) and \( \mu \| \hat{Y} \|_F^2 \), where \( L \) and \( \mu \) are given by (10a) and (10b), respectively. The proof for the upper bound is borrowed from [26] Lemma 1; we include it for completeness. We repeatedly use the bounds on the variables presented in Lemma 23; see Appendix L.

Smoothness: For any \( Y \in \mathcal{S}_p(\alpha) \) and \( \hat{Y} \) with \( \| \hat{Y} \|_F = 1 \),

\[
\langle \hat{Y}, \nabla^2 h(Y; \hat{Y}) \rangle = 2 \| R^{\frac{1}{2}} (\hat{Y} - K\tilde{X}) X^{-\frac{1}{2}} \|^2_F \leq 2 \| R \|_2 \| X^{-1} \|_2 \| \hat{Y} - K A^{-1} B(\hat{Y}) \|_F^2 \leq \frac{2 \| R \|_2}{\lambda_{\min}(X)} \left( \| \hat{Y} \|_F + \| K \|_2 \| A^{-1} B(\hat{Y}) \|_F \right)^2 \leq \frac{2 a \| R \|_2}{\nu} \left( 1 + \frac{a \| A^{-1} B(\hat{Y}) \|_2}{\sqrt{\nu \lambda_{\min}(R)}} \right)^2 =: L.
\]

Here, the first and second inequalities are obtained from the definition of the 2-norm in conjunction with the triangle inequality, and the third inequality follows from (72b) and (72c). This completes the proof of smoothness.

Strong convexity: Using the positive definiteness of matrices \( R \) and \( X \), the second-order term (38) can be lower bounded by

\[
\langle \hat{Y}, \nabla^2 h(Y; \hat{Y}) \rangle \geq 2 \lambda_{\min}(R) \| H \|_F^2/\| X \|_2
\]

(39)

where \( H := \hat{Y} - K\tilde{X} \). Next, we show that

\[
\| H \|_F/\| \tilde{X} \|_F \geq \lambda_{\min}(\Omega) \lambda_{\min}(\Omega)/(a \| B \|_2).
\]

(40)

We substitute \( H + K\tilde{X} \) for \( \hat{Y} \) in \( A(\tilde{X}) = B(\hat{Y}) \) to obtain

\[
\Gamma = B H + H^T B^T
\]

(41)

where \( \Gamma := A_K(\tilde{X}) \). The closed-loop stability implies \( \tilde{X} = A_K^{-1}(\Gamma) \) and from Eq. (41) we have

\[
\| H \|_F \geq \| \Gamma \|_F/\| B \|_2.
\]

(42)

This allows us to use Lemma 25 presented in Appendix M to write \( a \| \Gamma \|_F \geq \lambda_{\min}(\Omega) \lambda_{\min}(Q) \| \tilde{X} \|_F \). This inequality in conjunction with (42) yield (40).

Next, we derive upper bound on \( \| \hat{Y} \|_F \),

\[
\| \hat{Y} \|_F = \| H + K\tilde{X} \|_F \leq \| H \|_F + \| K \|_F \| \tilde{X} \|_F \leq \| H \|_F (1 + a^2 \eta)
\]

(43)

where \( \eta \) is given by (10a) and the second inequality follows from (72b) and (40). Finally, inequalities (39) and (43) yield

\[
\frac{\langle \hat{Y}, \nabla^2 h(Y; \hat{Y}) \rangle}{\| \hat{Y} \|_F^2} \geq \frac{2 \lambda_{\min}(R) \| H \|_F^2}{\| X \|_2^2 \| \hat{Y} \|_F^2} \geq \frac{2 \lambda_{\min}(R)}{\| X \|_2^2 (1 + a^2 \eta)^2} \geq \frac{2 \lambda_{\min}(R) \lambda_{\min}(Q)}{a (1 + a^2 \eta)^2} =: \mu
\]

(44)

where the last inequality follows from (72a).
D. Proofs for Section V

Proof of Lemma 1. The gradients are given by $\nabla f(K) = EX$ and $\nabla h(Y) = E + 2B^T(P - W)$, where $E := 2(RK - B^TP)$, $P$ is determined by (6a), and $W$ is the solution to (11b). Subtracting (11b) from (6b) yields $A^T(P - W) + (P - W)A = -\frac{1}{2} \left( K^T E + E^T K \right)$, which in turn leads to $\|P - W\|_F \leq \|A^{-1}\|_2 \|K\|_F \|E\|_F \leq a\|A^{-1}\|_2 \|E\|_F / \sqrt{\nu \lambda_{\min}(R)}$, where the second inequality follows from (12a) in Appendix L. Thus, by applying the triangle inequality to $\nabla h(Y)$, we obtain $\|\nabla h(Y)\|_F / \|E\|_F \leq 1 + 2a\|A^{-1}\|_2 \|B\|_2 / \sqrt{\nu \lambda_{\min}(R)}$. Moreover, using the lower bound (72c) on $\lambda_{\min}(X)$, we have $\|\nabla f(K)\|_F = \|EX\|_F \geq (\nu/a)\|E\|_F$. Combining the last two inequalities completes the proof.

Proof of Lemma 2. For any pair of stabilizing feedback gains $K$ and $\hat{K} := K + \hat{K}$, we have [28, Eq. (2.10)], $f(\hat{K}) - f(K) = \text{trace}(\hat{K}^T (R(K + \hat{K}) - 2B^T \hat{P}) X)$, where $X = X(K)$ and $\hat{P} = P(\hat{K})$ are given by (4a) and (6a), respectively. Letting $\hat{K} = K^*$ in this equation and using the optimality condition $B^T \hat{P} = R\hat{K}$ completes the proof.

Proof of Lemma 3. We show that the second-order term $\left\langle \hat{K}, \nabla^2 f(K; \hat{K}) \right\rangle$ in the Taylor series expansion of $f(K + \hat{K})$ around $K$ is upper bounded by $L_f \|\hat{K}\|_F^2$ for all $K \in S_K(a)$. From [36, Eq. (2.3)], it follows

$$\left\langle \hat{K}, \nabla^2 f(K; \hat{K}) \right\rangle = 2 \text{trace}(\hat{K}^T R \hat{K} X - 2\hat{K}^T B^T \hat{P} X)$$

where $\hat{P} = (A_K^*)^{-1}(C)$ and $C := \hat{K}^T (B^T P - RK) + (B^T P - RK)^T \hat{K}$. Here, $X = X(K)$ and $P = P(K)$ are given by (4a) and (6a) respectively. Thus, using basic properties of the matrix trace and the triangle inequality, we have

$$\left\langle \frac{\hat{K}}{\|\hat{K}\|_F^2}, \nabla^2 f(K; \hat{K}) \right\rangle \leq 2 \|X\|_2 \left( \|R\|_2 + \frac{2\|B\|_2 \|\hat{P}\|_F}{\|\hat{K}\|_F} \right). \tag{45}$$

Now, we use Lemma 25 to upper bound the norm of $\hat{P}$, $\|\hat{P}\|_F \leq a\|C\|_F / (\lambda_{\min}(\Omega)\lambda_{\min}(Q))$. Moreover, from the definition of $C$, the triangle inequality, and the submultiplicative property of the 2-norm, we have $\|C\|_F \leq 2\|\hat{K}\|_F (\|B\|_2 \|P\|_2 + \|R\|_2 \|K\|_2)$. Combining the last two inequalities gives

$$\frac{\|\hat{P}\|_F}{\|\hat{K}\|_F} \leq \frac{2a}{\lambda_{\min}(\Omega)\lambda_{\min}(Q)} (\|B\|_2 \|P\|_2 + \|R\|_2 \|K\|_2)$$

which in conjunction with (45) lead to

$$\left\langle \frac{\hat{K}}{\|\hat{K}\|_F^2}, \nabla^2 f(K; \hat{K}) \right\rangle \leq 2 \|X\|_2 \left( \|R\|_2 + \frac{4a}{\lambda_{\min}(\Omega)\lambda_{\min}(Q)} (\|B\|_2 \|P\|_2 + \|B\|_2 \|R\|_2 \|K\|_2) \right).$$

Finally, we use the bounds provided in Appendix L to obtain

$$\left\langle \frac{\hat{K}}{\|\hat{K}\|_F^2}, \nabla^2 f(K; \hat{K}) \right\rangle \leq 2a\|R\|_2 / \lambda_{\min}(Q) + \frac{8a^3}{\lambda_{\min}(\Omega)\lambda_{\min}(Q)} \left( \frac{\|B\|_2^3 \|P\|_2}{\lambda_{\min}(\Omega)} + \frac{\|B\|_2^2 \|R\|_2}{\sqrt{\nu \lambda_{\min}(R)}} \right)$$

which completes the proof.

E. Proofs for Section VI-A1

We first present two technical lemmas.
We next prove (48a). For where

Then the matrix is Hurwitz for all in the unit ball if and only if the induced gain of the map is smaller than one. The KYP Lemma [10, Lemma 7.4] implies that this norm condition is equivalent to (46).

Lemma 10: Let the matrices , and for all .

Then the matrix is Hurwitz for all that satisfy .

Proof: From (47), we obtain that for any feedback gain such that . This bound on the distance between the closed-loop matrices allows us to apply Lemma 10 with to complete the proof.

We next present a technical lemma.

Lemma 11: For any and such that and the feedback gain matrix , and

\[
\begin{align*}
\|X(\hat{K}) - X(K)\|_F & \leq \epsilon_1 \|\hat{K} - K\|_2 \\
\|P(\hat{K}) - P(K)\|_F & \leq \epsilon_2 \|\hat{K} - K\|_2 \\
\|\nabla f(\hat{K}) - \nabla f(K)\|_F & \leq \epsilon_3 \|\hat{K} - K\|_2 \\
|f(\hat{K}) - f(K)| & \leq \epsilon_4 \|\hat{K} - K\|_2
\end{align*}
\]

where and are given by and , respectively. Furthermore, the parameters , which only depend on and problem data are given by , , and , where is given in Proposition 1. Thus, we can use Proposition 1 to show that .

We next prove (48a). For and , we can represent as the positive definite
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solutions to

\[
\begin{align*}
(A - BK)X + X(A - BK)^T + \Omega &= 0 \quad (49a) \\
(A - B\tilde{K})\tilde{X} + \tilde{X}(A - B\tilde{K})^T + \Omega &= 0 \quad (49b)
\end{align*}
\]

Subtracting (49a) from (49b) and rearranging terms yield

\[
(A - BK)\tilde{X} + \tilde{X}(A - BK)^T = B\tilde{K}\tilde{X} + \tilde{X}(B\tilde{K})^T
\]

where \(\tilde{X} := \tilde{X} - X\) and \(\tilde{K} := \tilde{K} - K\). Now, we use Lemma 24 presented in Appendix M with \(F := A - BK\) to upper bound the norm of \(\tilde{X} = \mathcal{F}(B\tilde{K}\tilde{X} - (B\tilde{K})\tilde{X})\), where the linear map \(\mathcal{F}\) is defined in (76), as follows

\[
\|\tilde{X}\|_F \leq \|\mathcal{F}\|_2\|B\tilde{K}\tilde{X} + \tilde{X}(B\tilde{K})^T\|_F \leq \frac{\text{trace}(X)}{\lambda_{\min}(\Omega)}\|B\tilde{K}\tilde{X} + \tilde{X}(B\tilde{K})^T\|_F \leq \frac{2\text{trace}(X)\|B\|_F\|\tilde{K}\|_2\|X\|_2}{\lambda_{\min}(\Omega)} + \frac{1}{2}\|\tilde{X}\|_F. \quad (50)
\]

Here, the second inequality follows from Lemma 24, the third inequality follows from a combination of the sub-multiplicative property of the Frobenius norm and the triangle inequality, and the last inequality follows from \(\|\tilde{K}\| \leq \delta\) and \(\|\tilde{X}\|_2 \leq \|\tilde{X}\|_F\). Rearranging the terms in (50) completes the proof of (48a).

We next prove (48b). Similar to the proof of (48a), subtracting the Lyapunov equation (6b) from that of \(\hat{P} = P(\tilde{K})\) yields \((A - BK)^T\hat{P} + \hat{P}(A - BK) = W\) where \(\hat{P} := \hat{P} - P\) and \(W := (BK)^T\hat{P} + \hat{P}BK - \tilde{K}TR\tilde{K} - \tilde{K}TRK - KTR\hat{K}\). This allows us to use Lemma 24 presented in Appendix M with \(F := (A - BK)^T\) to upper bound the norm of \(\hat{P} = \mathcal{F}(-W)\), where the linear map \(\mathcal{F}\) is defined in (76), as follows

\[
\|\hat{P}\|_F \leq \|\mathcal{F}\|_2\|W\|_F \leq \frac{\text{trace}(\mathcal{F}(Q + K^TRK))}{\lambda_{\min}(Q + K^TRK)}\|W\|_F = \frac{\text{trace}(P)}{\lambda_{\min}(Q + K^TRK)}\|W\|_F \leq \frac{\text{trace}(P)}{\lambda_{\min}(Q)}\|W\|_F. \quad (51)
\]

Here, the second inequality follows from Lemma 24. This inequality in conjunction with applying the triangle inequality to the definition of \(W\) yield

\[
\|\hat{P}\|_F \leq \frac{\text{trace}(P)}{\lambda_{\min}(Q)} \left(\|(BK)^T\hat{P} + \hat{P}BK\|_F + \|(BK)^TP + PBK - \tilde{K}TR\tilde{K} - \tilde{K}TRK - KTR\hat{K}\|_F\right) \leq \frac{\|\hat{P}\|_F}{2} + \frac{\text{trace}(P)}{\lambda_{\min}(Q)} \left(2\|P\|_2\|B\|_F + (\delta + 2\|K\|_2)\|R\|_F\right)\|\tilde{K}\|_2.
\]

The second inequality is obtained by bounding the two terms on the left-hand side using basic properties of norm, where, for the first term, \(\|\tilde{K}\|_2 \leq \delta \leq \lambda_{\min}(Q)/(4\|B\|_F\text{trace}(P(K)))\) and, for the second term, \(\|\tilde{K}\|_2 \leq \delta\). Rearranging the terms in above completes the proof of (48b).

We next prove (48c). It is straightforward to show that the gradient (5) satisfies \(\nabla := \nabla f(\tilde{K}) - \nabla f(K) = 2R(\tilde{K}X + K\tilde{X} + \tilde{K}X) - 2B^T(\tilde{P}X + P\tilde{X} + \tilde{P}X)\), where \(P := P(K)\) and \(\tilde{P} := \hat{P} - P\). The triangle inequality in conjunction with \(\|\tilde{X}\|_F \leq \epsilon_1\|\tilde{K}\|_2\), \(\|\hat{P}\|_F \leq \epsilon_2\|\tilde{K}\|_2\), and \(\|\tilde{K}\|_2 < \delta\), yield \(\|\hat{\nabla}\|_F/\|\tilde{K}\|_2 \leq 2\|R\|_F/\|\tilde{X}\|_2 + \epsilon_1(\|\tilde{K}\|_2 + \delta)) + 2\|B\|_F(\epsilon_2\|X\|_2 + \epsilon_1(\|P\|_2 + \epsilon_2\delta))\). Rearranging terms completes the proof of (48c).

Finally, we prove (48d). Using the definitions of \(f(K)\) in (3b) and \(P(K)\) in (6a), it is easy to verify that \(f(K) = \text{trace}(P(K)\Omega)\). Application of the Cauchy-Schwartz inequality yields \(|f(\tilde{K}) - f(K)| = |\text{trace}(\hat{P}\Omega)| \leq \|\hat{P}\|_F\|\Omega\|_F\), which completes the proof.
where and

\[ f \in \mathcal{S}_K(a), \]

we can use the bounds provided in Appendix \[ \mathcal{L} \] to show that \( c_1/a \leq \delta \) and \( c_4 \leq c_2 a^2 \), where \( \delta \) and \( c_4 \) are given in Lemma \[ \mathcal{L} \] and each \( c_i \) is a positive constant that depends on the problem data. Now, Lemma \[ \mathcal{L} \] implies \( f(K + r(a)U) - f(K) \leq \epsilon r(a)\|U\|_2 \leq a \) where \( r(a) := \min\{c_1, 1/c_2\}/(a\sqrt{\min} \).

This inequality together with \( f(K) \leq a \) complete the proof.

\[ F. \text{ Proof of Proposition} \]

We first present two technical lemmas.

**Lemma 12:** Let the matrices \( F, X > 0 \), and \( \Omega > 0 \) satisfy \( FX + XFT + \Omega = 0 \). Then, for any \( t \geq 0 \),

\[
\|e^{Ft}\|_2^2 \leq \left(\|X\|_2/\lambda_{\min}(X)\right) e^{-\lambda_{\min}(\Omega)/\|X\|_2} t.
\]

**Proof:** The function \( V(x) := x^T X x \) is a Lyapunov function for \( \dot{x} = F^T x\) because \( \dot{V}(x) = -x^T \Omega x \leq -cV(x) \), where \( c := \lambda_{\min}(\Omega)/\|X\|_2 \). For any initial condition \( x_0 \), this inequality together with the comparison lemma [31, Lemma 3.4] yield \( V(x(t)) \leq V(x_0) e^{-ct} \). Noting that \( x(t) = x_0 e^{Ft} \), we let \( x_0 \) be the normalized left singular vector associated with the maximum singular value of \( e^{Ft} \) to obtain

\[
\|e^{Ft}\|_2^2 = \|x(t)\|^2 \leq \frac{V(x(t))}{\lambda_{\min}(X)} \leq \frac{V(x_0)}{\lambda_{\min}(X)} e^{-ct}
\]

which along with \( V(x_0) \leq \|X\|_2 \) complete the proof.

**Lemma 13:** establishes an exponentially decaying upper bound on the difference between \( f_{x_0}(K) \) and \( f_{x_0,\tau}(K) \) over any sublevel set \( S_K(a) \) of the LQR objective function \( f(K) \).

**Lemma 13:** For any \( K \in S_K(a) \) and \( v \in \mathbb{R}^n \), \( |f_v(K) - f_{v,\tau}(K)| \leq \|v\|^2 \kappa_1(a) e^{-\kappa_2(a)\tau} \), where the positive functions \( \kappa_1(a) \) and \( \kappa_2(a) \), given by [53], depend on problem data.

**Proof:** Since \( x(t) = e^{(A-BK)t}v \) is the solution to (1\[b\]) with \( u = -K x \) and the initial condition \( x(0) = v \), it is easy to verify that \( f_{v,\tau}(K) = \text{trace} \left( (Q + KTR K)X_{v,\tau}(K) \right) \) and \( f_v(K) = \text{trace} \left( (Q + KTR K)X_v(K) \right) \), where

\[
X_{v,\tau}(K) := \int_0^\tau e^{(A-BK)t} ev^T e^{(A-BK)^T} dt
\]

and \( X_v := X_{v,\infty} \). Using the triangle inequality, we have

\[
\|X_v(K) - X_{v,\tau}(K)\|_F \leq \|v\|^2 \int_\tau^\infty \|e^{(A-BK)t}\|_2^2 dt.
\]

Equation (4\[b\]) allows us to use Lemma 12 with \( F := A - BK \), \( X := X(K) \) to upper bound \( \|e^{(A-BK)t}\|_2 \).

\[
\lambda_{\min}(X)\|e^{(A-BK)t}\|_2^2 \leq \|X\|_2 e^{-\lambda_{\min}(\Omega)/\|X\|_2} t.
\]

Integrating this inequality over \([\tau, \infty]\) in conjunction with (5\[1\]) yield

\[
\|X_v(K) - X_{v,\tau}(K)\|_F \leq \|v\|^2 \kappa_1 e^{-\kappa_2 \tau}
\]

where \( \kappa_1 := \|X(K)\|^2/(\lambda_{\min}(\Omega)\lambda_{\min}(X(K))) \) and \( \kappa_2 := \lambda_{\min}(\Omega)/\|X(K)\|_2 \). Furthermore,

\[
|f_v(K) - f_{v,\tau}(K)| = \left| \text{trace} \left( (Q + KTR K) (X_v - X_{v,\tau}) \right) \right| \leq (\|Q\|_F + \|R\|_2\|K\|_F^2)\|X_v - X_{v,\tau}\|_F \leq \|v\|^2 (\|Q\|_F + \|R\|_2\|K\|_F^2) \kappa_1 e^{-\kappa_2 \tau}
\]
where we use the Cauchy-Schwartz and triangle inequalities for the first inequality and \((52)\) for the second inequality. Combining this result with the bounds on the variables provided in Lemma 23 completes the proof with

\[
\kappa_1(a) := \left\| Q \right\|_F + \frac{a^2 \| R \|_2}{\nu \lambda_{\min}(R)} \frac{a^3}{\nu \lambda_{\min}(\Omega) \lambda_{\min}(Q)}
\]

\[
\kappa_2(a) := \lambda_{\min}(\Omega) \lambda_{\min}(Q) / a
\]

where the constant \(\nu\) is given by \((10d)\).

**Proof of Proposition 4** Since \(K \in S_K(a)\) and \(r \leq r(a)\), Lemma 4 implies that \(K \pm rU_i \in S_K(2a)\). Thus, \(f_x(K \pm rU_i)\) is well defined for \(i = 1, \ldots, N\), and

\[
\tilde{\nabla} f(K) - \nabla f(K) = \frac{1}{2rN} \left( \sum_i (f_x(K + rU_i) - f_x(K + rU_i))U_i - \sum_i (f_x(K - rU_i) - f_x(K - rU_i))U_i \right).
\]

Furthermore, since \(K \pm rU_i \in S_K(2a)\), we can use triangle inequality and apply Lemma 13 \(2N\) times, to bound each term individually and obtain

\[
\left\| \tilde{\nabla} f(K) - \nabla f(K) \right\|_F \leq \left( \sqrt{mn} / r \right) \max_i \left\{ |x_i|^2 \kappa_1(2a) e^{-\kappa_2(2a)\tau} \right\}
\]

where we used \(\left\| U_i \right\|_F = \sqrt{mn}\). This completes the proof.

**G. Proof of Proposition 5**

We first establish bounds on the smoothness parameter of \(\nabla f(K)\). For \(J \in \mathbb{R}^{m \times n}\), \(v \in \mathbb{R}^n\), and \(f_v(K)\) given by \((5a)\), let \(j_v(K) := \langle J, \nabla^2 f_v(K; J) \rangle\), denote the second-order term in the Taylor series expansion of \(f_v(K + J)\) around \(K\). Following similar arguments as in \([36, Eq. (2.3)]\) leads to

\[
j_v(K) = 2 \text{trace} (J^T (RJ - 2B^T D)X_v),
\]

where \(X_v\) and \(D\) are the solutions to

\[
A_K^*(X_v) = -v v^T
\]

\[
A_K^*(D) = J^T (B^T P - R K) + (B^T P - R K)^T J
\]

and \(P\) is given by \((6a)\). The following lemma provides an analytical expression for the gradient \(\nabla j_v(K)\).

**Lemma 14:** For any \(v \in \mathbb{R}^n\) and \(K \in S_K\), \(\nabla j_v(K) = 4(B^T W_1 X_v + (RJ - B^T D)W_2 + (RK - B^T P)W_3)\), where \(W_i\) are the solutions to the linear equations

\[
A_K^*(W_1) = J^T R J - J^T B^T D - DBJ
\]

\[
A_K^*(W_2) = BJX_v + X_v J^T B^T
\]

\[
A_K^*(W_3) = BJW_2 + W_2 J^T B^T
\]

**Proof:** We expand \(j_v(K + \epsilon \tilde{K})\) around \(K\) and to obtain \(j_v(K + \epsilon \tilde{K}) - j_v(K) = 2\epsilon \text{trace} (J^T (RJ - 2B^T D)\tilde{X}_v) - 4\epsilon \text{trace} (J^T B^T D \tilde{X}_v) + o(\epsilon)\). Here, \(o(\epsilon)\) denotes higher-order terms in \(\epsilon\), whereas \(\tilde{X}_v\), \(\tilde{D}\), and \(\tilde{P}\) are obtained by
Applying the adjoint identity on Eqs. (56a) and (56b) yields
\[ A_K(\tilde{X}_v) = B\tilde{K}X_v + X_v\tilde{K}^TB^T \] (56a)
\[ A_K'(\tilde{D}) = \tilde{K}^TB^TD + DB\tilde{K} + A_K(\tilde{D}) = J^T(B^T\tilde{P} - R\tilde{K}) + (B^T\tilde{P} - R\tilde{K})^TJ \] (56b)
\[ A_K'(_{\tilde{P}}) = \tilde{K}^TB^TP + PB\tilde{K} - K^TR\tilde{K} - K^TR\tilde{K}. \] (56c)

Applying the adjoint identity on Eqs. (56a) and (56b) yields
\[ j_v(K + \epsilon\tilde{K}) - j_v(K) \approx 2\epsilon \text{trace} ((B\tilde{K}X_v + X_v\tilde{K}^TB^T)W_1) - 2\epsilon \text{trace} ((\tilde{K}^TB^TD + DB\tilde{K} + J^T(B^T\tilde{P} - R\tilde{K}) + (B^T\tilde{P} - R\tilde{K})^TJ)W_2) = 4\epsilon \text{trace} (\tilde{K}^TB^TW_1X_v) - 4\epsilon \text{trace} (\tilde{K}^T(B^T(D - RJ)W_2) - 4\epsilon \text{trace} (W_2J^TB^T\tilde{P}), \text{where we have neglected } o(\epsilon) \text{ terms, and } W_1 \text{ and } W_2 \text{ are given by } (55a) \text{ and } (55b), \text{respectively. Moreover, the adjoint identity applied to } (56c) \text{ allows us to simplify the last term as, } 2\epsilon \text{trace} (W_2J^TB^T\tilde{P}) = \text{trace} ((\tilde{K}^TB^TP + PB\tilde{K} - K^TR\tilde{K} - K^TR\tilde{K}W_3), \text{ where } W_3 \text{ is given by } (55c). \text{Finally, this yields } j(K + \epsilon\tilde{K}) - j(K) \approx 4\epsilon \text{trace} (\tilde{K}^T((R\tilde{K} - B^TP)W_3 + B^TW_1X_v + (RJ - B^TD)W_2)). \]

We next establish a bound on \( \|j_v(K)\|_F \).

**Lemma 15**: Let \( K, K' \in \mathbb{R}^{m \times n} \) be such that the line segment \( K + t(K' - K) \) with \( t \in [0, 1] \) belongs to \( S_K(a) \) and let \( J \in \mathbb{R}^{m \times n} \) and \( v \in \mathbb{R}^n \) be fixed. Then, the function \( j_v(K) \) satisfies \( |j_v(K_1) - j_v(K_2)| \leq \ell(a)\|J\|_F^2\|v\|_2^2\|K_1 - K_2\|_F \), where \( \ell(a) \) is a positive function given by
\[ \ell(a) := ca^2 + c'a^4 \]
and \( c, c' \) are positive scalars that depend only on problem data.

**Proof**: We show that the gradient \( \nabla j_v(K) \) given by Lemma [14] is upper bounded by \( \|\nabla j_v(K)\|_F \leq \ell(a)\|J\|_F^2\|v\|_2^2 \). Applying Lemma [25] on (54), the bounds in Lemma [23] and the triangle inequality, we have \( \|X_v\|_F \leq c_1a\|v\|_2^2 \) and \( \|D\|_F \leq c_2a^2\|J\|_F^2 \), where \( c_1 \) and \( c_2 \) are positive constants that depend on problem data. We can use the same technique to bound the norms of \( W_1 \) in Eq. (55). \( \|W_1\|_F \leq (c_3a^3 + c_4a^3)\|J\|_F^2, \|W_2\|_F \leq c_5a^2\|v\|_2^2\|J\|_F^2, \|W_3\|_F \leq c_6a^3\|v\|_2^2\|J\|_F^2 \), where \( c_3, \ldots, c_6 \) are positive constants that depend on problem data. Combining these bounds with the Cauchy-Schwartz and triangle inequalities applied to \( \nabla f_v(K) \) completes the proof.

**Proof of Proposition 5**: Since \( r \leq r(a) \), Lemma [4] implies that \( K \pm sU \in S_K(2a) \) for all \( s \leq r \). Also, the mean-value theorem implies that, for any \( U \in \mathbb{R}^{m \times n} \) and \( v \in \mathbb{R}^n \),
\[ f_v(K \pm rU) = f_v(K) \pm r \langle \nabla f_v(K), U \rangle + \frac{r^2}{2} \langle U, \nabla^2 f_v(K \pm sU; U) \rangle \]
where \( s_{\pm} \in [0, r] \) are constants that depend on \( K \) and \( U \). Now, if \( \|U\|_F = \sqrt{mn} \), the above identity yields
\[
\frac{1}{2r} (f_v(K + rU) - f_v(K - rU)) - \langle \nabla f_v(K), U \rangle = \frac{r}{4} (\langle U, \nabla^2 f_v(K + sU; U) \rangle - \langle U, \nabla^2 f_v(K - sU; U) \rangle)
\]
\[
\leq \frac{r}{4} (s_+ + s_-)\|U\|_F^3 \ell(2a)\|v\|_2^2 \leq \frac{r^2}{2} mn\sqrt{mn} \ell(2a)\|v\|_2^2
\]
where the first inequality follows from Lemma [13]. Combining this inequality with the triangle inequality applied to the definition of \( \tilde{\nabla} f(K) - \tilde{\nabla} f(K) \) completes the proof.
H. Proof of Proposition 6

From inequality (28a), it follows that $G$ is a descent direction of the function $f(K)$. Thus, we can use the descent lemma [33, Eq. (9.17)] to show that $K^+ := K - \alpha G$ satisfies

$$f(K^+) - f(K) \leq (L_f \alpha^2/2) \|G\|_F^2 - \alpha \langle \nabla f(K), G \rangle$$ (58)

for any $\alpha$ for which the line segment between $K^+$ and $K$ lies in $S_K(a)$. Using (28), for any $\alpha \in [0, 2\mu_1/(\mu_2 L_f)]$, we have

$$(L_f \alpha^2/2) \|G\|_F^2 - \alpha \langle \nabla f(K), G \rangle \leq (\alpha (L_f \alpha^2 - 2\mu_1)/2) \|\nabla f(K)\|_F^2 \leq 0$$ (59)

and the right-hand side of inequality (58) is nonpositive for $\alpha \in [0, 2\mu_1/(\mu_2 L_f)]$. Thus, we can use the continuity of the function $f(K)$ along with inequalities (58) and (59) to conclude that $K^+ \in S_K(a)$ for all $\alpha \in [0, 2\mu_1/(\mu_2 L_f)]$, and $f(K^+) - f(K) \leq (\alpha (L_f \alpha^2 - 2\mu_1)/2) \|\nabla f(K)\|_F^2$. Combining this inequality with the PL condition [17], it follows that, for any $\alpha \in [0, c_1/(c_2 L_f)],$

$$f(K^+) - f(K) \leq - (\mu_1 \alpha /2) \|\nabla f(K)\|_F^2 \leq -\mu_f \mu_1 \alpha (f(K) - f(K^+))$$

Subtracting $f(K^+)$ and rearranging terms complete the proof.

1. Proofs of Section VII-B

We first present two technical results. Lemma [16] extends [37, Theorem 3.2] on the norm of Gaussian matrices presented in Appendix K to random matrices with uniform distribution on the sphere $\sqrt{mn} S_{mn-1}$.

**Lemma 16:** Let $E \in \mathbb{R}^{m \times n}$ be a fixed matrix and let $U \in \mathbb{R}^{m \times n}$ be a random matrix with $\text{vec}(U)$ uniformly distributed on the sphere $\sqrt{mn} S_{mn-1}$. Then, for any $s \geq 1$ and $t \geq 1$, we have $\mathbb{P}(B) \leq 2e^{-s - t^2} + e^{-mn/8}$, where $B := \{ \|E^T U\|_2 > c'(s)\|E\|_F + t\sqrt{n}\|E\|_2 \}$, and $q := \|E\|_2^2/\|E\|_F^2$ is the stable rank of $E$.

**Proof:** For a matrix $G$ with i.i.d. standard normal entries, we have $\|E^T U\|_2 \sim \sqrt{mn}\|E^T G\|_2/\|G\|_F$. Let the constant $\kappa$ be the $\psi_2$-norm of the standard normal random variable and let us define two auxiliary events, $C_1 := \{ \sqrt{mn} > 2\|G\|_F \}$ and $C_0 := \{ \sqrt{mn}\|E^T G\|_2 > 2\kappa^2\|G\|_F (s\|E\|_F + t\sqrt{n}\|E\|_2) \}$. For $c' := 2\kappa^2$, we have $\mathbb{P}(B) = \mathbb{P}(C_0) \leq \mathbb{P}(C_1 \cup A) \leq \mathbb{P}(C_1) + \mathbb{P}(A)$, where the event $A$ is given by Lemma [21] Here, the first inequality follows from $C_0 \subseteq C_1 \cup A$ and the second follows from the union bound. Now, since $\| \cdot \|_F$ is Lipschitz continuous with parameter $\kappa$, from the concentration of Lipschitz functions of standard normal Gaussian vectors [35, Theorem 5.2.2], it follows that $\mathbb{P}(C_1) \leq e^{-mn/8}$. This in conjunction with Lemma [21] complete the proof. 

**Lemma 17:** In the setting of Lemma [16], we have $\mathbb{P}\{ \|E^T U\|_F > 2\sqrt{mn}\|E\|_F \} \leq e^{-n/2}.$

**Proof:** We begin by observing that $\|E^T U\|_F = \|\text{vec}(E^T U)\|_F = \| (I \otimes E^T) \text{vec}(U)\|_F$, where $\otimes$ denotes the Kronecker product. Thus, it is easy to verify that $\|E^T U\|_F$ is a Lipschitz continuous function of $U$ with parameter $\|I \otimes E^T\|_2 = \|E\|_2$. Now, from the concentration of Lipschitz functions of uniform random variables on the sphere $\sqrt{mn} S_{mn-1}$ [35, Theorem 5.1.4], for all $t > 0$, we have $\mathbb{P}\{ \|E^T U\|_F > \sqrt{\mathbb{E}[\|E^T U\|_F^2]} + t \} \leq e^{-t^2/(2\|E\|_F^2)}.$

Now, since $\mathbb{E}[(I \otimes E^T)(I \otimes E)] = n\|E\|_F^2$, we can rewrite the last inequality for $t = \sqrt{\mathbb{E}[\|E\|_F^2]}$ to obtain

$$\mathbb{P}\{ \|E^T U\|_F > 2\sqrt{\mathbb{E}[\|E\|_F^2]} \} \leq e^{-n\|E\|_F^2/(2\|E\|_F^2)} \leq e^{-n/2}$$
where the last inequality follows from $\|E\|_F \geq \|E\|_2$. 

**Proof of Lemma 5** We define the auxiliary events 

$$D_i := \{\|\mathcal{M}^*(E^TU_i)\|_2 \leq c\sqrt{n} \|\mathcal{M}^*\|_S \|E\|_F\} \cap \{\|\mathcal{M}^*(E^TU_i)\|_F \leq 2\sqrt{n}\|\mathcal{M}^*\|_2 \|E\|_F\}$$

for $i = 1, \ldots, N$. Since $\|\mathcal{M}^*(E^TU_i)\|_2 \leq \|\mathcal{M}^*\|_S \|E^TU_i\|_2$ and $\|\mathcal{M}^*(E^TU_i)\|_F \leq \|\mathcal{M}^*\|_2 \|E^TU_i\|_F$, we have $P(D_i) \geq \{|E^TU_i\|_2 \leq c\sqrt{n}\|E\|_F\} \cap \{|E^TU_i\|_F \leq 2\sqrt{n}\|E\|_F\}$. Applying Lemmas 16 and 17 to the right-hand side of the above events together with the union bound yield $P(D_i^c) \leq 2e^{-n} + e^{-mn/8} + e^{-n/2} \leq 4e^{-n/8}$, where $D_i^c$ is the complement of $D_i$. This in turn implies 

$$P(D^c) = P\left(\bigcup_{i=1}^N D_i^c\right) \leq \sum_{i=1}^N P(D_i^c) \leq 4Ne^{-n/8} \quad (60)$$

where $D := \cap_i D_i$. We can now use the conditioning identity to bound the failure probability, 

$$P\{|a| > b\} = P\{|a| > b \mid D\} \cdot P(D) + P\{|a| > b \mid D^c\} \cdot P(D^c) \leq P\{|a| > b \mid D\} \cdot P(D) + P(D^c) \leq P\{|a| > b \mid D\} \cdot P(D) + 4Ne^{-n/8} \quad (61)$$

where $a := (1/N) \sum_i \langle E(X_i - X), U_i\rangle \langle EX, U_i\rangle$, $b := \delta\|EX\|_F\|E\|_F$, and $I_D$ is the indicator function of $D$. It is now easy to verify that $P\{|a| > b\} \leq P\{|Y| > b\}$, where $Y := (1/N) \sum_i Y_i$, $Y_i := \langle E(X_i - X), U_i\rangle \langle EX, U_i\rangle I_D$. The rest of the proof uses the $\psi_{1/2}$-norm of $Y$ to establish an upper bound on $P\{|Y| > b\}$. 

Since $Y_i$ are linear in the zero-mean random variables $X_i - X$, we have $E[Y_i|U_i] = 0$. Thus, the law of total expectation yields $E[Y_i] = E[E[Y_i|U_i]] = 0$. 

Therefore, Lemma 22 implies 

$$\|Y\|_{\psi_{1/2}} \leq (c'\sqrt{N})(\log N) \max_i \|Y_i\|_{\psi_{1/2}}. \quad (62)$$

Now, using the standard properties of the $\psi_\alpha$-norm, we have 

$$\|Y_i\|_{\psi_{1/2}} \leq c''\|\langle E(X_i - X), U_i\rangle I_D, \|\langle EX, U_i\rangle \|_{\psi_1} \leq c'''\|\langle E(X_i - X), U_i\rangle I_D, \|\langle EX, U_i\rangle \|_{\psi_1} \leq \|\langle EX, U_i\rangle \|_{\psi_2} \leq c_0\|EX\|_F. \quad (63)$$

where the second inequality follows from [35] Theorem 3.4.6], 

$$\|\langle EX, U_i\rangle \|_{\psi_1} \leq \|\langle EX, U_i\rangle \|_{\psi_2} \leq c_0\|EX\|_F. \quad (64)$$

We can now use $\langle E(X_i - X), U_i\rangle = \langle X_i - X, E^TU_i\rangle = \langle \mathcal{M}(x_i x_i^T), E^TU_i\rangle - \langle \mathcal{M}(I), E^TU_i\rangle = x_i^T \mathcal{M}^*(E^TU_i) x_i - \text{trace}(\mathcal{M}^*(E^TU_i))$ to bound the right-hand side of (63). This identity allows us to use the Hanson-Wright inequality (Lemma 20) to upper bound the conditional probability 

$$P\{|\langle E(X_i - X), U_i\rangle| > t \mid U_i\} \leq 2e^{-t^2(\|\mathcal{M}^*(E^TU_i)\|_F^2 \|E^TU_i\|_F^2 + \|\mathcal{M}^*(E^TU_i)\|_2^2)}.$$
Thus, we have
\[
\mathbb{P}\left\{ |\langle E(X_i - X), U_i \rangle \mathbb{I}_{D_i} | > t \right\} = \mathbb{E}_{U_i} \left[ \mathbb{I}_{D_i} \mathbb{E}_{x_i} \left[ \mathbb{I}_{\{ |\langle E(X_i - X), U_i \rangle \rangle > t \}} \right] \right]
\]
\[
= \mathbb{E}_{U_i} \left[ \mathbb{I}_{D_i} \mathbb{P}\left\{ |\langle E(X_i - X), U_i \rangle | > t \mid U_i \right\} \right]
\]
\[
\leq \mathbb{E}_{U_i} \left[ \mathbb{I}_{D_i} 2e^{-\hat{c}\min\{\kappa^\ast\|\mathcal{M}^\ast(E^\ast U_i)\|_F^2, \kappa^\ast\|\mathcal{M}^\ast(E^\ast U_i)\|_2^2\} \frac{t^2}{4\kappa^\ast\|\mathcal{M}^\ast(E^\ast U_i)\|_F^2}} \right]
\]
\[
\leq 2e^{-\hat{c}\min\{\kappa^\ast\|\mathcal{M}^\ast(E^\ast U_i)\|_F^2, \kappa^\ast\|\mathcal{M}^\ast(E^\ast U_i)\|_2^2\} \frac{t^2}{4\kappa^\ast\|\mathcal{M}^\ast(E^\ast U_i)\|_F^2}} \frac{t}{c\sqrt{n}\kappa^\ast\|\mathcal{M}^\ast\|_S\|E\|_F}\}
\]
where the definition of \( D_i \) was used to obtain the last inequality. The above tail bound implies \([38, \text{Lemma 11}]\)
\[
\|\langle E(X_i - X), U_i \rangle \mathbb{I}_{D_i} \|_{\psi_1} \leq \hat{c}\kappa^\ast\sqrt{n}(\|\mathcal{M}^\ast\|_2 + \|\mathcal{M}^\ast\|_S)^2 n \log^6 N.
\]
Using \((30)\), it is easy to obtain the lower bound on the number of samples, \( N \geq C'(\beta^2\kappa^2/\delta)^2(\|\mathcal{M}^\ast\|_2 + \|\mathcal{M}^\ast\|_S)^2 n \log^6 N \). We can now combine \((62)\), \((65)\) and \((63)\) to obtain
\[
\|Y\|_{\psi_{1/2}} \leq C'\kappa^2 \frac{\sqrt{n} \log N}{\sqrt{N}} (\|\mathcal{M}^\ast\|_2 + \|\mathcal{M}^\ast\|_S)\|E\|_F\|EX\|_F \leq \frac{\delta}{\beta^2 \log^2 N} \|E\|_F\|EX\|_F
\]
where the last inequality follows from the above lower bound on \( N \). Combining this inequality and \((71)\) with \( t := \delta\|E\|_F\|EX\|_F/\|Y\|_{\psi_{1/2}} \) yields \( \mathbb{P}\{Y > \delta\|E\|_F\|EX\|_F \} \leq 1/N^\beta \), which completes the proof.

**Proof of Lemma 9** The marginals of a uniform random variable have bounded sub-Gaussian norm (see inequality \((64)\)). Thus, \([35, \text{Lemma 2.7.6}]\) implies \( \|\langle W, U_i \rangle \|_{\psi_1}^2 = \|\langle W, U_i \rangle \|_2^2 \leq \hat{c}\|W\|_F^2 \), which together with the triangle inequality yield \( \|\langle W, U_i \rangle \|_2^2 - \|W\|_F^2 \|_{\psi_1} \leq c'\|W\|_F^2 \). Now since \( \langle W, U_i \rangle^2 - \|W\|_F^2 \) are zero-mean and independent, we can apply the Bernstein inequality (Lemma \([19]\)) to obtain
\[
\mathbb{P}\left\{ \left| \frac{1}{N} \sum_{i=1}^{N} \langle W, U_i \rangle^2 - \|W\|_F^2 \right| > t\|W\|_F^2 \right\} \leq 2e^{-cN\min\{t^2, t\}}
\]
which together with the triangle inequality complete the proof.

**J. Proofs for Section VI-B2**

We first present a technical lemma.

**Lemma 18**: Let \( v_1, \ldots, v_N \in \mathbb{R}^d \) be i.i.d. random vectors uniformly distributed on the sphere \( \sqrt{d} S^{d-1} \) and let \( a \in \mathbb{R}^d \) be a fixed vector. Then, for any \( t \geq 0 \), we have
\[
\mathbb{P}\left\{ \frac{1}{N} \left| \sum_{j=1}^{N} \langle a, v_j \rangle v_j \right| > (c + c' t + t)\|a\| \right\} \leq 2e^{-t^2} + Ne^{-d/8} + 2e^{-\hat{c}N}.
\]

**Proof**: It is easy to verify that \( \sum_j \langle a, v_j \rangle v_j = Vv \), where \( V := [v_1 \cdots v_n] \in \mathbb{R}^{d \times N} \) is the random matrix with the \( j \)th column given by \( v_j \) and \( v := V^Ta \in \mathbb{R}^N \). Thus, \( \| \sum_j \langle a, v_j \rangle v_j \| = \| Vv \| \leq \| V \|_2 \|v\| \). Now, let \( G \in \mathbb{R}^{d \times N} \) be a random matrix with i.i.d. standard normal Gaussian entries and let \( \hat{G} \in \mathbb{R}^{d \times N} \) be a matrix obtained by normalizing the columns of \( G \) as \( \hat{G}_j := \sqrt{d} G_j/\|G_j\| \), where \( \hat{G}_j \) and \( G_j \) are the \( j \)th columns of \( G \) and \( \hat{G} \), respectively. From the concentration of norm of Gaussian vectors \([35, \text{Theorem 5.2.2}]\), we have \( \|G_j\| \geq \sqrt{d}/2 \) with probability not smaller than \( 1 - e^{-d/8} \). This in conjunction with a union bound yield \( \|\hat{G}\|_2 \leq 2\|G\|_2 \) with probability not smaller than \( 1 - Ne^{-d/8} \). Furthermore, from the concentration of Gaussian matrices \([35, \text{Theorem 4.4.5}]\), we
have \( \|G\|_2 \leq C(\sqrt{N} + \sqrt{d} + t) \) with probability not smaller than \( 1 - 2e^{-t^2} \). By combining this inequality with the above upper bound on \( \|\hat{G}\|_2 \), and using \( V \sim \hat{G} \) in conjunction with a union bound, we obtain
\[
\|V\|_2 \leq 2C(\sqrt{N} + \sqrt{d} + t)
\] (67)
with probability not smaller than \( 1 - 2e^{-t^2} - Ne^{-d/8} \). Moreover, using (66) in the proof of Lemma 6 gives \( \|v\| \leq C\sqrt{N}\|a\| \) with probability not smaller than \( 1 - 2e^{-cN} \). Combining this inequality with (67) and employing a union bound complete the proof.

**Proof of Lemma 7** We begin by noting that
\[
\| \sum_{i=1}^{N} \langle E(X_i - X), U_i \rangle U_i \|_F = \|Uu\| \leq \|U\|_2 \|u\|
\] (68)
where \( U \in \mathbb{R}^{mn \times N} \) is a matrix with the \( i \)th column \( \text{vec}(U_i) \) and \( u \in \mathbb{R}^N \) is a vector with the \( i \)th entry \( \langle E(X_i - X), U_i \rangle \). Using (67) in the proof of Lemma 18 for \( s \geq 0 \), we have
\[
\|U\|_2 \leq c(\sqrt{N} + \sqrt{mn} + s)
\] (69)
with probability not smaller than \( 1 - 2e^{-s^2} - Ne^{-mn/8} \). To bound the norm of \( u \), we use similar arguments as in the proof of Lemma 5. In particular, let \( D_i \) be defined as above and let \( D := \cap_i D_i \). Then for any \( b \geq 0 \),
\[
\mathbb{P}\{\|u\| > b\} \leq \mathbb{P}\{\|u1_D\| > b\} + 4Ne^{-n/8}
\] (70)
where \( 1_D \) is the indicator function of \( D \); cf. (61). Moreover, it is straightforward to verify that \( \|u1_D\| \leq \|z\| \), where the entries of \( z \in \mathbb{R}^N \) are given \( z_i = u_i1_D \). Since \( \|z\|_2^2 = \|z1_{/2}\|_2 = \|\sum_i z_i^2 \|_2 \), we have
\[
\begin{align*}
\| \sum_{i=1}^{N} z_i^2 \|_2^\psi_{1/2} &\leq \| \sum_{i=1}^{N} z_i^2 - \mathbb{E}[z_i^2] \|_2^\psi_{1/2} + N\|\mathbb{E}[z_i^2] \|_2^\psi_{1/2} \\
&\leq \tilde{c}_1 \|z1_{/2}\|_2^\psi_{1/2} \sqrt{N} \log N + \tilde{c}_2 N\|z1_{/2}\|_2^\psi_{1/2} \\
&\leq \tilde{c}_3 N\|z1_{/2}\|_2^\psi_{1/2} \\
&\leq \tilde{c}_4 N\kappa^4((\|M^*\|_2 + \|M^*\|_S)^2 \|E\|_F^2).
\end{align*}
\]
Here, (a) follows from the triangle inequality, (b) follows from combination of Lemma 22 applied to the first term, and \( \mathbb{E}[z_i^2] \leq \tilde{c}_0 \|z1_{/2}\|_2^\psi_{1/2} \) (e.g., see [35 Proposition 2.7.1]) applied to the second term, (c) follows from \( \|z1_{/2}\|_2 \leq \tilde{c}_1 \|z1_{/2}\|_2^\psi_{1/2} \), and (d) follows from (65). This allows us to use (71) with \( \xi = \|z\|_2^2 \) and \( t = r^2 \) to obtain
\[
\mathbb{P}\{\|z\| > r\sqrt{nN}\kappa^2((\|M^*\|_2 + \|M^*\|_S))\|E\|_F \} \leq \tilde{c}_5 e^{-r}, \text{ for all } r > 0.
\]
Combining this inequality with (70) yield
\[
\mathbb{P}\{\|u\| > r\sqrt{nN}\kappa^2((\|M^*\|_2 + \|M^*\|_S))\|E\|_F \} \leq \tilde{c}_5 e^{-r} + 4Ne^{-n/8}.
\]
Finally, substituting \( r = \beta \log n \) in the last inequality and letting \( s = \sqrt{mn} \) in (69) yield

\[
P \left\{ \frac{1}{N} \left\| \sum_i (E(X_i - X), U_i) U_i \right\|_F > c_1 \beta \sqrt{mn} \log n \kappa^2 (\|M^*\|_2 + \|M^*\|_s) E\|_F \right\} \leq c_0 n^{-\beta} + 2e^{-mn} + Ne^{-mn/8} + 4Ne^{-n/8} \leq c_2 (n^{-\beta} + Ne^{-n/8})
\]

where we used inequality (68), \( N \geq c_0 n \), and applied the union bound. This completes the proof.

**Proof of Lemma 8.** This result is obtained by applying Lemma 18 to the vectors \( \text{vec}(U_i) \) and setting \( t = \sqrt{mn} \).

**K. Probabilistic toolbox**

In this section, we summarize known technical results which are useful in establishing bounds on the correlation between the gradient estimate and the true gradient. Herein, we use \( c, c' \), and \( c_i \) to denote positive absolute constants. For any positive scalar \( \alpha \), the \( \psi_\alpha \)-norm of a random variable \( \xi \) is given by \[39\] Section 4.1, \( \|\xi\|_{\psi_\alpha} := \inf \{t > 0 \ | \ E[\xi^\alpha]/t \leq 1 \} \), where \( \psi_\alpha(x) := e^{x\alpha} - 1 \) (linear near the origin when \( 0 < \alpha < 1 \) in order for \( \psi_\alpha \) to be convex) is an Orlicz function. Finiteness of the \( \psi_\alpha \)-norm implies the tail bound

\[
P \{ \|\xi\| > t \|\xi\|_{\psi_\alpha} \} \leq c_\alpha e^{-t^\alpha} \text{ for all } t \geq 0 \tag{71}
\]

where \( c_\alpha \) is an absolute constant that depends on \( \alpha \); e.g., see \[40\] Section 2.3 for a proof. The random variable \( \xi \) is called sub-Gaussian if its distribution is dominated by that of a normal random variable. This condition is equivalent to \( \|\xi\|_{\psi_2} < \infty \). The random variable \( \xi \) is sub-exponential if \( \|\xi\|_{\psi_1} < \infty \). It is also well-known that for any random variables \( \xi \) and \( \xi' \) and any positive scalar \( \alpha \), \( \|\xi\|_{\psi_\alpha} \leq \hat{c}_\alpha \|\xi\|_{\psi_2} \|\xi'\|_{\psi_2} \) and the above inequality becomes equality with \( \hat{c}_\alpha = 1 \) if \( \alpha \geq 1 \).

**Lemma 19 (Bernstein inequality [35 Corollary 2.8.3]):** Let \( \xi_1, \ldots, \xi_N \) be independent, zero-mean, sub-exponential random variables with \( \kappa \geq \|\xi_i\|_{\psi_i} \). Then, for any scalar \( t \geq 0 \), \( P\{((1/N) \sum_i \xi_i > t) \} \leq 2e^{-cN \min(t^2/\kappa^2, t/\kappa)} \).

**Lemma 20 (Hanson-Wright inequality [37 Theorem 1.1]):** Let \( A \in \mathbb{R}^{N \times N} \) be a fixed matrix and let \( x \in \mathbb{R}^N \) be a vector with independent entries that satisfy \( E[x_i] = 0, E[x_i^2] = 1 \), and \( \|x_i\|_{\psi_2} \leq \kappa \). Then, for any nonnegative scalar \( t \), we have \( P\{|x^T Ax - E[x^T Ax]| > t\} \leq 2e^{-c \min(t^2/(\kappa^4 \|A\|_F^2), t/(\kappa^2 \|A\|_2))} \).

**Lemma 21 (Norms of random matrices [37 Theorem 2.2]):** Let \( E \in \mathbb{R}^{m \times n} \) be a fixed matrix and let \( G \in \mathbb{R}^{m \times n} \) be a random matrix with independent entries that satisfy \( E[G_{ij}] = 0, E[G_{ij}^2] = 1 \), and \( \|G_{ij}\|_{\psi_2} \leq \kappa \). Then, for any scalars \( s, t \geq 1 \), \( P(A) \leq 2e^{-s^2 q - t^2 n} \), where \( q := \|E\|_F^2/\|E\|_2^2 \) is the stable rank of \( E \) and \( A := \{\|E^T G\|_2 > c\kappa^2 (s\|E\|_F + t\sqrt{n}\|E\|_2)\} \).

The next lemma provides us with an upper bound on the \( \psi_\alpha \)-norm of sum of random variables that is by Talagrand. It is a straightforward consequence of combining \[39\] Theorem 6.21 and \[41\] Lemma 2.2.2; see e.g. \[42\] Theorem 8.4 for a formal argument.

**Lemma 22:** For any scalar \( \alpha \in (0, 1) \), there exists a constant \( C_\alpha \) such that for any sequence of independent random variables \( \xi_1, \ldots, \xi_N \) we have \( \| \sum_i \xi_i - E \left[ \sum_i \xi_i \right] \|_{\psi_\alpha} \leq C_\alpha (\max_i \|\xi_i\|_{\psi_\alpha}) \sqrt{N \log N} \).

**L. Bounds on optimization variables**

Building on \[28\], in Lemma 23 we provide useful bounds on \( K, X = X(K), P = P(K), \) and \( Y = KX(K) \).
Lemma 23: Over the sublevel set $S_K(a)$ of the LQR objective function $f(K)$, we have

\begin{align}
\text{trace}(X) &\leq a / \lambda_{\min}(Q) \\ \|Y\|_F &\leq a / \sqrt{\lambda_{\min}(R) \lambda_{\min}(Q)} \\ \nu / a &\leq \lambda_{\min}(X) \\ \|K\|_F &\leq a / \sqrt{\nu \lambda_{\min}(R)} \\ \text{trace}(P) &\leq a / \lambda_{\min}(\Omega)
\end{align}

(72a) \hspace{1cm} (72b) \hspace{1cm} (72c) \hspace{1cm} (72d) \hspace{1cm} (72e)

where the constant $\nu$ is given by (10d).

Proof: For $K \in S_K(a)$, we have

\begin{equation}
\text{trace}(QX + Y^T R Y X^{-1}) \leq a
\end{equation}

(73)

which along with $\text{trace}(QX) \geq \lambda_{\min}(Q) \|X^{1/2}\|_F^2$ yield (72a). To establish (72b), we combine (73) with

\begin{equation}
\text{trace}(RYX^{-1}Y^T) \geq \lambda_{\min}(R) \|Y X^{-1/2}\|_F^2
\end{equation}

(74)

to obtain $\|Y X^{-1/2}\|_F^2 \leq a / \lambda_{\min}(R)$. Thus, $\|Y\|_F^2 \leq a \|X\|_2 / \lambda_{\min}(R)$. This inequality along with (72a) give (72b).

To show (72c), let $v$ be the normalized eigenvector corresponding to the smallest eigenvalue of $X$. Multiplication of Eq. (81) from the left and the right by $v^T$ and $v$, respectively, gives $v^T (DX^{1/2} + X^{1/2} D^T) v = \sqrt{\lambda_{\min}(X)} v^T (D + D^T) v = -v^T \Omega v$, where $D := AX^{1/2} - BY X^{-1/2}$. Thus,

\begin{equation}
\lambda_{\min}(X) = \frac{(v^T \Omega v)^2}{(v^T (D + D^T) v)^2} \geq \frac{\lambda_{\min}^2(\Omega)}{4 \|D\|_2^2}
\end{equation}

(75)

where we applied the Cauchy-Schwarz inequality on the denominator. Using the triangle inequality and submultiplicative property of the 2-norm, we can upper bound $\|D\|_2$,

\begin{equation}
\|D\|_2 \leq \|A\|_2 \|X^{1/2}\|_2 + \|B\|_2 \|Y X^{-1/2}\|_2 \leq \sqrt{\alpha} (\|A\|_2 / \sqrt{\lambda_{\min}(Q)} + \|B\|_2 / \sqrt{\lambda_{\min}(R)})
\end{equation}

(76)

where the last inequality follows from (72a) and the upper bound on $\|Y X^{-1/2}\|_F$. Inequality (72c), with $\nu$ given by (10d), follows from combining (74) and (75). To show (72d), we use the upper bound on $\|Y X^{-1/2}\|_F$, which is equivalent to $\|K X^{1/2}\|_F \leq a / \lambda_{\min}(R)$, to obtain $\|K\|_2 \leq a / \lambda_{\min}(R) \lambda_{\min}(X) \leq a^2 / (\nu \lambda_{\min}(R))$. Here, the second inequality follows from (72c). Finally, to prove (72e), note that the definitions of $f(K)$ in (3b) and $P$ in (6a) imply $f(K) = \text{trace}(P \Omega)$. Thus, from $f(K) \leq a$, we have $\text{trace}(P) \leq a / \lambda_{\min}(\Omega)$, which completes the proof.

M. A bound on the norm of the inverse Lyapunov operator

Lemma 24 provides an upper bound on the norm of the inverse Lyapunov operator for stable LTI systems.

Lemma 24: For any Hurwitz matrix $F \in \mathbb{R}^{n \times n}$, the linear map $\mathcal{F}: \mathbb{S}^n \to \mathbb{S}^n$

\begin{equation}
\mathcal{F}(W) := \int_0^\infty e^{Ft} W e^{F^T t} \, dt
\end{equation}

(77)

is well defined and, for any $\Omega \succ 0$,

\begin{equation}
\|\mathcal{F}\|_2 \leq \text{trace}(\mathcal{F}(I)) \leq \text{trace}(\mathcal{F}(\Omega)) / \lambda_{\min}(\Omega).
\end{equation}
Thus,\( \|F\| \)\(^2 \leq \int_0^\infty \|e^{At} W e^{Ft}\|_F dt \leq \|W\|_F \int_0^\infty \|e^{Ft}\|_F^2 dt = \|W\|_F \text{trace}(F(I)) \). (78)

Thus, \( \|F\|_2 = \max_{\|W\|_F = 1} \|F(W)\|_F \leq \text{trace}(F(I)) \), which proves the first inequality in (77). To show the second inequality, we use the monotonicity of the linear map \( F \), i.e., for any symmetric matrices \( W_1 \) and \( W_2 \) with \( W_1 \preceq W_2 \), we have \( F(W_1) \preceq F(W_2) \). In particular, \( \lambda_{\min}(\Omega)I \preceq \Omega \) implies \( \lambda_{\min}(\Omega)F(I) \preceq F(\Omega) \) which yields \( \lambda_{\min}(\Omega) \text{trace}(F(I)) \preceq \text{trace}(F(\Omega)) \) and completes the proof.

We next use Lemma 24 to establish a bound on the norm of the inverse of the closed-loop Lyapunov operator \( A_K \) over the sublevel sets of the LQR objective function \( f(K) \).

Lemma 25: For any \( K \in S_K(a) \), the closed-loop Lyapunov operators \( A_K \) given by (7) satisfies \( \|A_K^{-1}\|_2 = \|(A_K^*)^{-1}\|_2 \leq a/\lambda_{\min}(\Omega)\lambda_{\min}(Q) \).

Proof: Applying Lemma 24 with \( F = BK \) yields \( \|A_K^{-1}\|_2 = \|(A_K^*)^{-1}\|_2 \leq \text{trace}(X)/\lambda_{\min}(\Omega) \). Combining this inequality with (72a) completes the proof.

Parameter \( \theta(a) \) in Theorem 4 As discussed in the proof, over any sublevel set \( S_K(a) \) of the function \( f(K) \), we require the function \( \theta \) in Theorem 4 to satisfy \( \|(A_K^*)^{-1}\|_2 + \|(A_K^*)^{-1}\|_S \leq \theta(a) \) for all \( K \in S_K(a) \). Clearly, Lemma 25 in conjunction with Lemma 23 can be used to obtain \( \|(A_K^*)^{-1}\|_2 \leq a/\lambda_{\min}(Q)\lambda_{\min}(\Omega) \) and \( \lambda_{\min}(X) \leq a/\nu \), where \( \nu \) is given by (10d). The existence of \( \theta(a) \), follows from the fact that there is a scalar \( M(n) > 0 \) such that \( \|A\|_S \leq M\|A\|_2 \) for all linear operators \( A: S^n \to S^n \).
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