Unconditional Bound-Preserving and Energy-Dissipating Finite-Volume Schemes for the Cahn-Hilliard Equation
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Abstract

We propose finite-volume schemes for the Cahn-Hilliard equation which unconditionally and discretely preserve the boundedness of the phase field and the dissipation of the free energy. Our numerical framework is applicable to a variety of free-energy potentials, including Ginzburg-Landau and Flory-Huggins, to general wetting boundary conditions, and to degenerate mobilities. Its central thrust is the upwind methodology, which we combine with a semi-implicit formulation for the free-energy terms based on the classical convex-splitting approach. The extension of the schemes to an arbitrary number of dimensions is straightforward thanks to their dimensionally split nature, which allows to efficiently solve higher-dimensional problems with a simple parallelisation. The numerical schemes are validated and tested through a variety of examples, in different dimensions, and with various contact angles between droplets and substrates.
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1 Introduction

The Cahn-Hilliard (CH) equation is a popular phase-field model initially proposed in [16] to describe the process of phase separation in binary alloys. Since then, it has found innumerable applications, from capillarity–wetting phenomena [3, 48] and diblock copolymer molecules [57] to tumour growth [52, 34], image inpainting [12, 14, 19] and topology optimization [58]; see the review [39].

Like all phase-field models, the CH equation avoids the explicit treatment of sharp interfaces altogether via thin transition regions through which pertinent variables and physical properties vary rapidly but continuously. It has a gradient-flow structure of the form

$$\frac{\partial \phi}{\partial t} = \nabla \cdot \left( M(\phi) \nabla \frac{\delta F[\phi]}{\delta \phi} \right)$$

where $\phi$ is the phase-field, a continuous function of time and space which plays the role of an order parameter describing the phases of the system. In a binary system, the limiting values $\phi = 1$ and $\phi = -1$ represent each of the two phases. The mobility $M(\phi)$, is usually degenerate with zeros at $\phi = \pm 1$,

$$M(\phi) = M_0 (1 - \phi) (1 + \phi),$$

but it can also be taken as a constant, $M(\phi) = M_0$ [3].
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Figure 1: Diagram of a sessile droplet with $\phi \approx 1$ on a solid substrate and surrounded by a fluid with $\phi \approx -1$. The contact angle between the droplet and substrate is defined as $\beta$.

The free energy $F[\phi]$ of the solution to Eq. (1.1) is given by

$$F[\phi] = \int_{\Omega} \left( H(\phi) + \frac{\varepsilon^2}{2} |\nabla \phi|^2 \right) d\Omega + \int_{\partial\Omega} f_w(\phi, \beta) ds,$$

(1.3)

where $H(\phi)$ is a double-well potential with minima at $\phi = \pm 1$ which correspond to the stable phases in the system, $\varepsilon$ is a positive parameter related to the width of the diffuse interface (see, for instance, [21]), and $f_w(\phi, \beta)$ is the wall free energy, a function of the phase field at the boundary parametrised by the equilibrium contact angle $\beta$ [53]; see Fig. 1 for a schematic of a droplet on a solid substrate with contact angle $\beta$. The variation of the free energy with respect to the phase field, $\delta F[\phi] / \delta \phi$, is known as the chemical potential, denoted $\xi$. The boundary conditions for (1.1) are a combination of the natural boundary condition for the wall free energy and the no-flux condition for the chemical potential [41, 3],

$$\varepsilon^2 \nabla \phi \cdot n = -f'_w(\phi, \beta), \quad M(\phi) \nabla \xi \cdot n = 0,$$

(1.4)

where $n$ is an inward-pointing unit vector normal to the wall and $f'_w(\phi, \beta)$ denotes the derivative of $f_w(\phi, \beta)$ with respect to the phase-field.

The form of the term $f_w(\phi, \beta)$ has received considerable attention in the literature. Early contributions considered a linear form, see [44] for instance. Here we shall assume that the function $f_w$ has bounded second derivative on $[-1, 1]$, so that it can be split into a convex part and a concave part satisfying

$$f_w(\phi, \beta) = f_{c,w}(\phi, \beta) - f_{e,w}(\phi, \beta),$$

(1.5)

where $f_{c,w}$ and $f_{e,w}$ are convex functions. A good choice is a cubic polynomial [48, 50, 49, 3]: the lowest-order polynomial which permits the minimization of the wall free energy for the bulk densities while preventing the formation of boundary layers. Our choice here is:

$$f_w(\phi, \beta) = \varepsilon \sqrt{2} \cos \frac{\beta^2}{2} \cos \beta \left( \phi^3 - \phi \right).$$

(1.6)

This cubic form alleviates the discontinuity within the realm of the diffuse-interface formulation without any additional physics. We note that the convex-concave splitting of this cubic function depends on the choice of $\beta$. Here we employ

$$f_{c,w}(\phi, \beta) = \begin{cases} \frac{\varepsilon \sqrt{2}}{2} \cos \beta \left( \phi^3 - \phi + \phi^2 \right) & \text{if } \cos \beta \geq 0, \\ -\frac{\varepsilon \sqrt{2}}{2} \cos \beta \phi^2 & \text{otherwise,} \end{cases}$$

and choose $f_{e,w}(\phi, \beta) = f_{c,w}(\phi, \beta) - f_w(\phi, \beta)$, so that $f_{c,w}(\phi, \beta)$ and $f_{e,w}(\phi, \beta)$ are convex in the range $\phi \in [-1, 1]$. We will often write $f_w(\phi)$, $f_{c,w}(\phi)$, and $f_{e,w}(\phi)$ (omitting the dependency on $\beta$) for brevity.
The variation of the free energy (1.3) with respect to $\phi$ follows from
\[
\frac{d}{d\gamma} F(\phi + \gamma \psi) \bigg|_{\gamma=0} = \int_{\Omega} \left( \psi H'(\phi) + \varepsilon^2 \nabla \phi \cdot \nabla \psi \right) d\Omega + \int_{\partial \Omega} \psi f_w'(\phi) ds
\]
\[
= \int_{\Omega} \left( H'(\phi) - \varepsilon^2 \Delta \phi \right) \psi d\Omega + \int_{\partial \Omega} \left( \varepsilon^2 \nabla \phi \cdot n + f_w'(\phi) \right) \psi ds,
\]
which, together with the boundary conditions (1.4), leads to the expression for the chemical potential:
\[
\xi = \frac{\delta F[\phi]}{\delta \phi} = H'(\phi) - \varepsilon^2 \Delta \phi.
\]
The free energy (1.3) is dissipated in time due to the gradient-flow structure of the CH equation. This is shown (at least formally) by differentiating the free energy $F[\phi]$ with respect to time and applying the boundary conditions in (1.4), arriving to
\[
\frac{d}{dt} F[\phi] = -\int_{\Omega} M(\phi) \left| \frac{\delta F[\phi]}{\delta \phi} \right|^2 d\Omega \leq 0.
\]
Mimicking this free-energy dissipation at the discrete level has been the aim of many numerical works on the CH equation; a scheme endowed with such discrete property is called energy stable. The first unconditionally energy-stable scheme was devised by Eyre [31], who put forward the popular convex-splitting technique by which the potential $H(\phi)$ is separated in implicit contractive (convex) and explicit expansive (concave) terms. In fact, this semi-implicit formulation has proven so far to be the only method of deriving unconditional energy-stable schemes, and one can show that fully implicit schemes for non-linear systems, such as the CH equation, are only conditionally energy-stable, depending on the time-step. This counter-intuitive finding has been recently analysed in [55], where the authors prove that the convex-splitting scheme for the CH model is exactly the same as the fully-implicit scheme for a different model that is a non-trivial perturbation of the original CH equation, and the gain of stability is at the expense of a possible loss of accuracy. In any case, the convex-splitting technique is a mainstream ingredient in the construction of energy-stable schemes for the CH equation, and has been successfully applied in various discretisation strategies such as finite differences [33, 36], finite volumes [27], finite elements [28, 52, 11, 9], spectral methods [37] and discontinuous Galerkin schemes [2] (see [51] for an extensive review of energy-stable schemes for the CH equation). A recent promising strategy to design energy-stable schemes is the so-called scalar auxiliary variable [45, 46].

The convex-splitting technique has been applied for different choices of the potential $H(\phi)$ [51]. In this work, we will consider the Ginzburg-Landau double-well potential,
\[
H_{GL}(\phi) = \frac{1}{4} (\phi^2 - 1)^2; \tag{1.7}
\]
and the logarithmic potential $H_{\log}(\phi)$,
\[
H_{\log}(\phi) = \frac{\theta}{2} \left[ (1 + \phi) \ln \left( \frac{1 + \phi}{2} \right) + (1 - \phi) \ln \left( \frac{1 - \phi}{2} \right) \right] + \frac{\theta_c}{2} (1 - \phi^2) \quad \text{for} \quad \phi \in (-1, 1), \tag{1.8}
\]
where $\theta$ and $\theta_c$ are positive constants, the absolute temperature and absolute critical temperature, respectively, with $\theta < \theta_c$. The logarithmic potential, known as the Flory-Huggins potential in the polymer science community [29], is more physically realistic than (1.7) because it can be mathematically derived from regular or ideal solution theories [29, 40]. It is, however, singular as $\phi$ approaches $-1$ or $1$. The usual convex-splitting for the double-well (1.7) and logarithmic (1.8) forms are given
by

\[ H_{\text{GL}}(\phi) = H_{c,\text{GL}}(\phi) - H_{e,\text{GL}}(\phi) := \frac{\phi^4 + 1}{4} - \frac{\phi^2}{2}, \]

and

\[ H_{\text{log}}(\phi) = H_{c,\text{log}}(\phi) - H_{e,\text{log}}(\phi) := \theta \left[ (1 + \phi) \ln \left( \frac{1 + \phi}{2} \right) + (1 - \phi) \ln \left( \frac{1 - \phi}{2} \right) \right] - \left( -\frac{\theta}{2} (1 - \phi^2) \right), \]

where the functions \( H_{c,\text{GL}}, H_{e,\text{GL}}, H_{c,\text{log}}, \) and \( H_{e,\text{log}} \) are all convex.

Another fundamental property of the CH equation that has received much attention, both in terms of PDE analysis and the construction of numerical schemes, is the maximum principle, or boundedness of the phase-field. On the one hand, the phase-field solution of the CH equation with logarithmic potential satisfies \(|\phi| < 1\) due to the singularities of (1.8), both for degenerate and constant mobilities. This has already been proven at the PDE level in various works [1, 42], including for degenerate mobilities of the type (1.2) in [10, 30]. On the other hand, for the double-well potential (1.7), the phase-field solution might leave the interval \((-1,1)\) in the general case [24, 51]. There are, however, two cases when one can analytically prove a maximum principle for the double-well potential (1.7): first, for degenerate mobilities of the type (1.2) which vanish when \(\phi = \pm 1\), the phase field is bounded in \(|\phi| \leq 1\), as shown in [30]; second, for general mobilities, by truncating the potential (1.7) with quadratic growth at infinities, as shown in [15] and applied in [47, 25].

The construction of numerical schemes with the discrete maximum principle property has attracted considerable attention, especially in recent years. The pioneering work by Copetti and Elliot [26] proposed a fully implicit scheme that verifies a discrete maximum principle under a condition for \(\Delta t\), which depends on \(\varepsilon\) and the critical temperature \(\theta_0\). More recent works have sought to derive schemes that unconditionally satisfy the discrete maximum principle. An important contribution has been by Chen et al. [23], where a finite-difference scheme with unconditional discrete maximum principle for the logarithmic potential case is constructed for both constant and degenerate mobilities. In another recent work [32], the authors propose a flux-limiting technique based on high-order discontinuous Galerkin schemes and which unconditionally preserves global bounds for a family of PDEs including the CH equation. Many other studies apply the truncation of the potential (1.7) with quadratic growth at infinities, with the objective of forcing their simulations to satisfy the discrete maximum principle when no rigorous proof can be derived [22, 47]. In spite of these noteworthy efforts, to this date there is no scheme flexible enough to satisfy the discrete maximum principle for a general family of free-energy potentials including the double-well (1.7) and the logarithmic potentials (1.8), and at the same time allowing for wetting boundary conditions such as (1.4).

The main thrust of this work is precisely the construction of a finite-volume scheme that unconditionally preserves both the discrete maximum principle and dissipation of the free energy, with second-order accuracy in space, and first-order accuracy in time. The scheme preserves these two fundamental properties for general potentials, including the double-well (1.7) and logarithmic (1.8) potentials, wetting conditions such as (1.5) as well as more general wall free energies, and degenerate mobilities of the type (1.2) which vanish when \(\phi = \pm 1\). In contrast to previous works, the scheme is not restricted to only particular choices of the free-energy potential. In the case of the double-well potential (1.7), we do not rely on truncation techniques. Furthermore, the scheme is efficiently extended to higher dimensions while retaining all its properties through dimensional splitting. The computational efficiency can be further improved with a straightforward parallelisation. The present study builds naturally from our previous works aimed at designing structure-preserving finite-volume schemes for gradient flows and hydrodynamic systems, where a general free energy containing non-local interaction potentials drives the temporal evolution towards a steady state dictated by the minimizer of such free energy [18, 4, 20, 43, 8, 5, 17].
In Section 2 we construct the one-dimensional scheme, and prove its properties of conservation of mass, boundedness of the phase field, and dissipation of the free energy. In Section 3 we describe the general dimensional splitting technique, we construct it explicitly in two dimensions, and we prove that the properties of the previous section generalise in higher dimensions. Finally, in Section 4 we validate the order of convergence of the schemes, and we demonstrate their properties across examples in one, two, and three dimensions.

2 One-dimensional scheme

We introduce the one-dimensional version of the numerical scheme. In order to approximate the CH equation (1.1) in one dimension, the computational domain $\Omega = [0, L]$ is divided into $M$ cells $C_i = [x_{i-1/2}, x_{i+1/2}]$, each of uniform size $\Delta x = L/M$, so that the centres of the cells are given by $x_i = (i-1)\Delta x + \Delta x/2$ for $i \in 1, \ldots, M$. We approximate the solution at the discrete times $t^n = n\Delta t$, for $n \in \{1, \cdots, N\}$, and $N$ chosen suitably. At such times, $\phi_i^n$ approximate the solution in the finite-volume sense:

$$\phi_i^n \simeq \frac{1}{\Delta x} \int_{C_i} \phi(t^n, x) \, dx.$$ 

We prescribe a finite-volume approximation of the CH equation (1.1),

$$\frac{\phi_i^{n+1} - \phi_i^n}{\Delta t} + \frac{F_i^{n+1/2} - F_i^{n-1/2}}{\Delta x} = 0.$$  \hspace{1cm} (2.1a)

The boundary fluxes are approximated in an upwind fashion, following the approach of [18, 4]:

$$F_i^{n+1/2} = M(\phi_i^{n+1}, \phi_{i+1}^{n+1})(u_{i+1/2}^{n+1})^+ + M(\phi_i^{n+1}, \phi_i^{n+1})(u_i^{n+1})^-$$  \hspace{1cm} (2.1b)

where the velocity $u_i^{n+1}$ is given by the discrete negative gradient of the chemical potential,

$$u_i^{n+1} = -\frac{\xi_i^{n+1} - \xi_i^n}{\Delta x},$$  \hspace{1cm} (2.1c)

and where the positive and negative parts of $u_i^{n+1}$ are constructed by $(x)^+ = \max\{x, 0\}$, $(x)^- = \min\{x, 0\}$. The discretized mobility in (2.1b) is approximated with the implicit values of the phase-field at either side of the cell boundary. It will be chosen as

$$M(x, y) = M_0(1 + x)^+(1 - y)^+ \quad \text{or} \quad M(x, y) = M_0,$$  \hspace{1cm} (2.1d)

depending on the choice of mobility taken in (1.2). The proof of the unconditional boundedness of our numerical scheme in Section 2.1 relies heavily on this formulation. The numerical scheme developed in [3] was restricted to constant mobility.

The discretized variation of the free energy $\xi_i^{n+1}$ is formulated semi-implicitly: the expansive part of the potential, $H_e(\phi)$, is taken explicitly, whereas the contractive part of the potential, $H_c(\rho)$, and the Laplacian, $\Delta \phi$, are taken implicitly. The approximation of $\xi_i^{n+1}$ is given by

$$\xi_i^{n+1} = H_e'(\phi_i^{n+1}) - H_e'(\phi_i^n) - \varepsilon^2 (\Delta \phi)_i^{n+1} + \frac{1}{\Delta x} W_i^{n+1/2},$$  \hspace{1cm} (2.1c)

where $(\Delta \phi)_i$ is the discrete 1D second-order approximation of the Laplacian, defined as

$$(\Delta \phi)_i^{n+1} = \frac{\phi_{i+1}^{n+1} - 2\phi_i^{n+1} + \phi_{i-1}^{n+1}}{\Delta x^2},$$  \hspace{1cm} (2.1f)
and the wetting term $W_{i}^{n+1/2}$ is only evaluated at the boundaries,

$$W_{i}^{n+1/2} = \begin{cases} f'_{c,w}(\phi_i^{n+1}) - f'_{c,w}(\phi_i^{n}) & \text{if } i = 1 \text{ or } i = M; \\ 0 & \text{otherwise.} \end{cases} \quad (2.1g)$$

The no-flux boundary conditions (1.4) are implemented by letting the numerical flux vanish at the boundaries,

$$F_{i=1/2}^{n+1} = F_{i=M+1/2}^{n+1} = 0, \quad (2.1h)$$

and by computing the Laplacian at the boundary using the ghost values

$$\phi_0^{n+1} := \phi_1^{n+1}, \quad \phi_M^{n+1} := \phi_M. \quad (2.1i)$$

## 2.1 Properties of the scheme

The finite-volume scheme (2.1) possesses the following properties:

1. **conservation of mass**: $\sum_i \phi_i^n = \sum_i \phi_i^{n+1}$;

2. **boundedness of the phase-field $\phi$** for mobilities of the form $M(\phi) = M_0(1 + \phi)(1 - \phi)$: if $|\phi_i^n| \leq 1$ for every $i$, then $|\phi_i^{n+1}| \leq 1$ for all $i$;

3. **dissipation of the discrete free energy**, defined as

$$F_{\Delta}[\phi^n] := \sum_{i=1}^{M} \{ H_c(\phi_i^n) - H_c(\phi_i^n) \} \Delta x + \sum_{i=1}^{M-1} \frac{1}{2} \| \nabla \phi_i^{n+1} \|^2 \Delta x + f_w(\phi_i^n) + f_w(\phi_M^n), \quad (2.2)$$

where $(\nabla \phi_i^{n+1/2})$ is the discrete 1D approximation of the gradient on the cell interfaces, defined by $(\nabla \phi_i^{n+1/2}) := \frac{\phi_i^{n+1} - \phi_i^n}{\Delta x}$; the discrete dissipation rate is

$$\frac{F_{\Delta}[\phi^{n+1}]}{\Delta t} - \frac{F_{\Delta}[\phi^n]}{\Delta t} \leq - \sum_{i=1}^{M-1} \min \{ M(\phi_i^{n+1}, \phi_i^{n+1}), M(\phi_i^{n+1}, \phi_i^{n+1}) \} |u_i^{n+1/2}| \Delta x \leq 0. \quad (2.3)$$

**Proof.** Some of the ideas in these proofs are inspired by the studies in [13, 18, 4, 5]. The conservation of mass follows from integrating (summing) the finite-volume scheme (2.1a) over the computational domain and applying the no-flux conditions:

$$\sum_{i=1}^{M} \frac{\phi_i^{n+1} - \phi_i^n}{\Delta t} \Delta x = - \sum_{i=1}^{M-1} \frac{F_{i+1/2}^{n+1} - F_{i-1/2}^{n+1}}{\Delta x} \Delta x = - F_{M+1/2}^{n+1} + F_{1/2}^{1} = 0.$$

To show the boundedness of our scheme, we follow the general contradiction proof in [5]. Without loss of generality, assume first that there is a group of contiguous cells satisfying $\phi_i^{n+1} > 1$, for some values $i$. The cells belonging to such group are $\{\phi_j^{n+1}, \phi_{j+1}^{n+1}, \ldots, \phi_k^{n+1}\}$. The proof also applies if there are more groups or if the groups have only one cell. The next step is to sum the scheme (2.1a) over the group of cells, resulting in

$$\sum_{i=j}^{k} \frac{\phi_i^{n+1} - \phi_i^n}{\Delta t} \Delta x = - F_{k+1/2}^{n+1} + F_{j-1/2}^{n+1}. \quad (2.4)$$

Since we have assumed that $\phi_i^{n+1} > 1$ over the summed range, it follows that the left-hand side of (2.4) is strictly positive. As a result, the right-hand side of (2.4) also has to be positive,

$$0 < - F_{k+1/2}^{n+1} + F_{j-1/2}^{n+1} = -(u_{k+1/2}^{n+1})^+ M(\phi_k^{n+1}, \phi_{k+1}^{n+1}) - (u_{k+1/2}^{n+1})^- M(\phi_{k+1}^{n+1}, \phi_k^{n+1}) \quad (2.5)$$
We note that the first and fourth terms in the right-hand side of this expression are negative since the mobility function returns a non-negative value. The second and third terms are zero since \( \phi_k^{n+1} > 1 \) and \( \phi_j^{n+1} > 1 \). As a result, the whole of the right-hand side of (2.5) is negative, yielding a contradiction.

Proving the lower bound \( \phi_k^{n+1} > -1 \) is done by following an identical strategy.

To show the energy dissipation, we first multiply the scheme (2.1a) by the chemical potential \( \xi_i^{n+1} \) and sum it over all cells, yielding

\[
\sum_{i=1}^{M} (\phi_i^{n+1} - \phi_i^n) s_i^{n+1} = -\frac{\Delta t}{\Delta x} \sum_{i=1}^{M} (F_{i+1/2}^{n+1} - F_{i-1/2}^{n+1}) s_i^{n+1}.
\]

Then, by substituting the expression for \( \xi_i^{n+1} \) and rearranging, it follows that

\[
\sum_{i=1}^{M} (\phi_i^{n+1} - \phi_i^n) e^2(\Delta \phi)_i^{n+1} = \frac{\Delta t}{\Delta x} \sum_{i=1}^{M} (F_{i+1/2}^{n+1} - F_{i-1/2}^{n+1})] s_i^{n+1} + \sum_{i=1}^{M} (\phi_i^{n+1} - \phi_i^n) (H'_c(\phi_i^{n+1}) - H'_c(\phi_i^n)) + (\phi_1^{n+1} - \phi_1^n) W_1^{n+1/2} + (\phi_M^{n+1} - \phi_M^n) W_M^{n+1/2}.
\]

These terms can be compared to the evolution of the free energy (2.2):

\[
\frac{1}{\Delta x} (F_\Delta[\phi^{n+1}] - F_\Delta[\phi^n]) = \sum_{i=1}^{M} (H_c(\phi_i^{n+1}) - H_c(\phi_i^n)) - \sum_{i=1}^{M} (H_c(\phi_i^{n+1}) - H_c(\phi_i^n)) + \sum_{i=1}^{M} ((\nabla \phi)_i^{n+1/2} - (\nabla \phi)_i^{n+1/2})^2 + \frac{1}{\Delta x} (f_w(\phi_1^{n+1}) - f_w(\phi_1^n) + f_w(\phi_M^{n+1}) - f_w(\phi_M^n)).
\]

The term with the gradients can be estimated. The convexity of \( f(s) = \frac{1}{2}|s|^2 \) leads to

\[
\frac{\varepsilon^2}{2} \sum_{i=1}^{M-1} \left( |(\nabla \phi)_i^{n+1/2} - (\nabla \phi)_i^{n+1/2}|^2 \right) \leq \frac{\varepsilon^2}{2} \sum_{i=1}^{M-1} (\nabla \phi)_i^{n+1/2} \left( (\nabla \phi)_i^{n+1/2} - (\nabla \phi)_i^{n+1/2} \right)
\]

\[
= \varepsilon^2 \sum_{i=1}^{M-1} \frac{\phi_{i+1}^{n+1} - \phi_i^{n+1} - \phi_{i+1}^{n+1} - \phi_i^n}{\Delta x} \left( \frac{\phi_{i+1}^{n+1} - \phi_i^{n+1}}{\Delta x} - \frac{\phi_{i+1}^{n+1} - \phi_i^n}{\Delta x} \right).
\]

We note

\[
\frac{\varepsilon^2}{2} \sum_{i=1}^{M-1} \frac{\phi_{i+1}^{n+1} - \phi_i^{n+1} - \phi_{i+1}^{n+1} - \phi_i^n}{\Delta x} = -\varepsilon^2 \sum_{i=1}^{M-1} \left( \frac{\phi_{i+1}^{n+1} - \phi_i^{n+1} - \phi_{i+1}^{n+1} - \phi_i^n}{\Delta x} \right) \phi_i^{n+1} + \varepsilon^2 \phi_M^{n+1} - \phi_M^n \frac{\phi_{M-1}^{n+1} - \phi_{M-1}^{n+1}}{\Delta x} \phi_1^{n+1},
\]

using summation by parts. Similarly,

\[
-\varepsilon^2 \sum_{i=1}^{M-1} \frac{\phi_{i+1}^{n+1} - \phi_i^{n+1} - \phi_{i+1}^{n+1} - \phi_i^n}{\Delta x} = \varepsilon^2 \sum_{i=1}^{M-1} \left( \frac{\phi_{i+1}^{n+1} - \phi_i^{n+1} - \phi_{i+1}^{n+1} - \phi_i^n}{\Delta x} \right) \phi_i^{n+1} - \varepsilon^2 \phi_M^{n+1} - \phi_M^n + \varepsilon^2 \phi_2^{n+1} - \phi_2^{n+1} - \phi_1^{n+1}.
\]
Therefore, collecting the terms above, we conclude that
\[
\frac{\varepsilon^2}{2} \sum_{i=1}^{M-1} \left( |(\nabla \phi)_{i+1/2}^n|^2 - |(\nabla \phi)_{i+1/2}^{n+1}|^2 \right) \leq -\frac{\varepsilon^2}{2} \sum_{i=1}^{M} (\Delta \phi)_i^{n+1} \left( \phi_i^{n+1} - \phi_i^n \right). \tag{2.8}
\]
The last equality holds because of the ghost values used to achieve the no-flux boundary conditions (2.1i). We can now connect (2.8) and (2.6) to obtain
\[
\frac{\varepsilon^2}{2} \sum_{i=1}^{M-1} \left( |(\nabla \phi)_{i+1/2}^n|^2 - |(\nabla \phi)_{i+1/2}^{n+1}|^2 \right) \leq -\frac{\Delta t}{\Delta x} \sum_{i=1}^{M} \left( F_{i+1/2}^{n+1} - F_{i-1/2}^{n+1} \right) \xi_i^{n+1} - \sum_{i=1}^{M} (\phi_i^{n+1} - \phi_i^n) \left( H_c'(\phi_i^{n+1}) - H_c'(\phi_i^n) \right) - (\phi_1^{n+1} - \phi_1^n) \frac{W_{1}^{n+1/2}}{\Delta x} - (\phi_M^{n+1} - \phi_M^n) \frac{W_{M}^{n+1/2}}{\Delta x}.
\]
Then, (2.7) can be rewritten as
\[
\frac{1}{\Delta x} \left( F_{\Delta} [\phi^{n+1}] - F_{\Delta} [\phi^n] \right) \leq \sum_{i=1}^{M} \left[ H_c(\phi_i^{n+1}) - H_c(\phi_i^n) - (\phi_i^{n+1} - \phi_i^n) H_c'(\phi_i^{n+1}) \right] - \sum_{i=1}^{M} \left[ H_c(\phi_i^{n+1}) - H_c(\phi_i^n) - (\phi_i^{n+1} - \phi_i^n) H_c'(\phi_i^n) \right] + \frac{1}{\Delta x} \left( f_w(\phi_1^{n+1}) - f_w(\phi_1^n) - (\phi_1^{n+1} - \phi_1^n) W_1^{n+1/2} \right) + \frac{1}{\Delta x} \left( f_w(\phi_M^{n+1}) - f_w(\phi_M^n) - (\phi_M^{n+1} - \phi_M^n) W_M^{n+1/2} \right) - \frac{\Delta t}{\Delta x} \sum_{i=1}^{M} \left( F_{i+1/2}^{n+1} - F_{i-1/2}^{n+1} \right) \xi_i^{n+1} =: I + I + III + IV + V.
\]
Each term will be controlled individually. Due to the convexity of both $H_c(\phi)$ and $H_c(\phi)$, it holds
\[
H_c(\phi_i^{n+1}) - H_c(\phi_i^n) \leq (\phi_i^{n+1} - \phi_i^n) H_c'(\phi_i^{n+1}),
H_c(\phi_i^{n+1}) - H_c(\phi_i^n) \geq (\phi_i^{n+1} - \phi_i^n) H_c'(\phi_i^n).
\]
Therefore, $I \leq 0$ and $III \leq 0$.

The convexity of $f_{c,w}$ and $f_{e,w}$ can also be exploited:
\[
f_{c,w}(\phi_i^{n+1}) - f_{c,w}(\phi_i^n) \geq (\phi_i^{n+1} - \phi_i^n) f_{c,w}'(\phi_i^{n+1}),
\]
\[
f_{e,w}(\phi_i^{n+1}) - f_{e,w}(\phi_i^n) \leq (\phi_i^{n+1} - \phi_i^n) f_{e,w}'(\phi_i^n).
\]
As a result, it holds
\[
f_w(\phi_i^{n+1}) - f_w(\phi_i^n) \leq (\phi_i^{n+1} - \phi_i^n) W_i^{n+1/2}.
\]
Therefore, $III \leq 0$ and $IV \leq 0$.

To control $V$, we perform summation by parts and apply no-flux conditions:
\[
V = -\frac{\Delta t}{\Delta x} \sum_{i=1}^{M} \left( F_{i+1/2}^{n+1} - F_{i-1/2}^{n+1} \right) \xi_i^{n+1}
\]
We define \( \phi \) solution along the rows \( x \) where \( \Delta \) formulate the two-dimensional scheme in a dimensionally split form, which nevertheless retains all appropriately (as was done in [4]). However, for the sake of computational efficiency, we will directly can be directly extended to higher dimensions, and the properties described in Section 2.1 generalise appropriately (as was done in [4]). However, for the sake of computational efficiency, we will directly formulate the two-dimensional scheme in a dimensionally split form, which nevertheless retains all structural properties.

To approximate the CH equation (1.1) in two dimensions, the computational domain \( \Omega = [0, L_x] \times [0, L_y] \) is divided into \( M_x \times M_y \) cells \( C_{i,j} = [x_{i-1/2}, x_{i+1/2}] \times [y_{j-1/2}, y_{j+1/2}] \), each of uniform size \( \Delta x \times \Delta y \), where \( \Delta x = L_x/M_x \) and \( \Delta y = L_y/M_y \), so that the centres of the cells are given by \( (x_i, y_j) \), where \( x_i = (i-1)\Delta x + \Delta x/2 \) for \( i = 1, \ldots, M_x \) and \( y_j = (j-1)\Delta y + \Delta y/2 \) for \( j = 1, \ldots, M_y \). We approximate the solution at the discrete times \( t^n = n\Delta t \), for \( n \in \{1, \ldots, N\} \), and \( N \) chosen suitably. At such times, \( \phi_{i,j}^n \) approximates the solution in the finite-volume sense:

\[
\phi_{i,j}^n \approx \frac{1}{\Delta x \Delta y} \iint_{C_{i,j}} \phi(t^n, x, y) \, dx \, dy.
\]

To compute the dimensionally-split update, we first update the solution along the \( x \)-direction (the rows), one value of \( j \) at a time. This yields the \textit{half-update} \( \phi_{i,j}^{n+1/2} \) from \( \phi_{i,j}^n \). Then, we update the solution along the \( y \)-direction (the columns), one value of \( i \) at a time. This yields the complete update \( \phi_{i,j}^{n+1} \).

**Rows update** We define \( \phi_{i,j}^{n,0} := \phi_{i,j}^n \). We compute \( M_y \) row updates, one for each value of \( j \in 1, \ldots, M_y \). The row update \( \phi_{i,j}^{n,r} \) is computed from \( \phi_{i,j}^{n,r-1} \), though we write \( \phi_{i,j}^{r-1} \) and \( \phi_{i,j}^{-1} \) below for clarity. The update is given by

\[
\begin{align*}
\phi_{i,j}^{r+1} &= \phi_{i,j}^{r} - \frac{\Delta t}{\Delta x} \left( F_{i+1/2,j}^{r} - F_{i-1/2,j}^{r} \right), & \text{if } j = r, \\
\phi_{i,j}^{r+1} &= 0, & \text{otherwise},
\end{align*}
\]

\[
F_{i+1/2,j}^{r} = M(\phi_{i,j}^{r}, \phi_{i+1,j}^{r})(u_{i+1/2,j}^{r})^+ + M(\phi_{i,j}^{r}, \phi_{i,j}^{r})(u_{i+1/2,j}^{r})^-, \tag{3.1b}
\]

\[
u_{i+1/2,j}^{r} = -\frac{\xi_{i+1,j}^{r} - \xi_{i,j}^{r}}{\Delta x}, \tag{3.1c}
\]

\[
\xi_{i,j}^{r} = H_{i,j}^{r}(\phi_{i,j}^{r}) - H_{i,j}^{r}(\phi_{i,j}^{-1}) - \epsilon^2(\Delta \phi)_{i,j}^{r} + \frac{1}{\Delta x} W_{i,j}^{x,r-1/2} + \frac{1}{\Delta y} W_{i,j}^{y,r-1/2}, \tag{3.1d}
\]

\[
(\Delta \phi)_{i,j}^{r} = \frac{\phi_{i+1,j}^{r} - 2\phi_{i,j}^{r} + \phi_{i-1,j}^{r}}{\Delta x^2} + \frac{\phi_{i,j+1}^{r} - 2\phi_{i,j}^{r} + \phi_{i,j-1}^{r}}{\Delta y^2}; \tag{3.1e}
\]
with wetting terms given by

\[
W_{i,j}^{x,r-1/2} = \begin{cases} 
    f_{e,u}'(\phi_{i,j}^r) - f_{e,u}'(\phi_{i,j}^{r-1}) & \text{if } i = 1 \text{ or } i = M_x, \\
    0 & \text{otherwise,}
\end{cases}
\]

\[
W_{i,j}^{y,r-1/2} = \begin{cases} 
    f_{e,u}'(\phi_{i,j}^r) - f_{e,u}'(\phi_{i,j}^{r-1}) & \text{if } j = 1 \text{ or } j = M_y, \\
    0 & \text{otherwise;}
\end{cases}
\]

and with no-flux conditions implemented by

\[
F_{i/2,j}^r = F_{M_x+1/2,j}^r = 0, \\
\phi_{0,j}^r := \phi_{1,j}^r, \quad \phi_{M_x+1,j}^r := \phi_{M_x,j}^r, \quad \phi_{i,0}^r := \phi_{i,1}^r, \quad \phi_{i,M_y+1}^r := \phi_{i,M_y}^r.
\]

The half-update is defined as \(\phi_{i,j}^{n+1/2} := \phi_{i,j}^{n,M_x}\).

**Remark 3.1 (Dependency between the updates).** We wish to remark that the implicit problem that is solved to compute each row update is truly a one-dimensional problem. The update of row \(r\) only depends on the adjacent rows through the Laplacian, but this dependency is taken *explicitly* with respect to the update. The component in the \(y\)-direction is taken as

\[
\phi_{i,j+1}^{r-1} - 2\phi_{i,j}^r + \phi_{i,j-1}^{r-1} = \frac{\Delta y^2}{2},
\]

rather than

\[
\phi_{i,j+1}^r - 2\phi_{i,j}^r + \phi_{i,j-1}^r.
\]

This update simply uses the “most up-to-date” information available outside of row \(r\); this is in fact essential to show that the dimensionally split scheme dissipates a discrete version of the free energy, see Section 3.1.

**Columns update** We now define \(\phi_{i,j}^{n+1/2,0} := \phi_{i,j}^{n+1/2,c}\), and compute \(M_x\) column updates, one for each value of \(i \in 1, \ldots, M_x\). The column update \(\phi_{i,j}^{n+1/2,c}\) is computed from \(\phi_{i,j}^{n+1/2,c-1}\), though again we write \(\phi_{i,j}^c\) and \(\phi_{i,j}^{c-1}\) below for clarity. The update is given by

\[
\phi_{i,j}^c = \phi_{i,j}^{c-1} - \left( \Delta x \left( F_{i,j+1/2}^c - F_{i,j-1/2}^c \right) \right) \quad \text{if } i = c,
\]

\[
\text{otherwise,}
\]

\[
F_{i,j+1/2}^c = M(\phi_{i,j}^c, \phi_{i,j+1}^c)(u_{i,j+1/2}^c)^+ + M(\phi_{i,j+1}^c, \phi_{i,j}^c)(u_{i,j+1/2}^c)^-,
\]

\[
u_{i,j+1/2}^c = -\xi_{i+1,j}^c - \xi_{i,j}^c,
\]

\[
\xi_{i,j}^c = H_{i,j}^c(\phi_{i,j}^c) - H_{i,j}^c(\phi_{i,j}^{c-1}) - \varepsilon^2(\Delta \phi_{i,j}^c) + \frac{1}{\Delta x} W_{i,j}^{x,c-1/2} + \frac{1}{\Delta y} W_{i,j}^{y,c-1/2},
\]

\[
(\Delta \phi_{i,j}^c) = \frac{\phi_{i+1,j}^{c-1} - 2\phi_{i,j}^{c-1} + \phi_{i,j}^{c-2}}{\Delta x^2} + \frac{\phi_{i,j+1}^{c-1} - 2\phi_{i,j}^{c-1} + \phi_{i,j-1}^{c-2}}{\Delta y^2}.
\]

with wetting terms given by

\[
W_{i,j}^{x,c-1/2} = \begin{cases} 
    f_{e,u}'(\phi_{i,j}^c) - f_{e,u}'(\phi_{i,j}^{c-1}) & \text{if } i = 1 \text{ or } i = M_x, \\
    0 & \text{otherwise,}
\end{cases}
\]

\[
(3.2f)
\]

\[
(3.2e)
\]

\[
(3.2d)
\]

\[
(3.2c)
\]

\[
(3.2b)
\]

\[
(3.2a)
\]
and with no-flux conditions implemented by Remark 3.2 but still relevant. (Efficiency and parallelisation of the dimensionally split scheme versus the full scheme.)

The final update is defined as

\[ W_{i,j}^{y,c-1/2} = \begin{cases} f_{e,w}^c(\phi_{i,j}^e) - f_{e,w}^c(\phi_{i,j}^{e-1}) & \text{if } j = 1 \text{ or } j = M_y, \\ 0 & \text{otherwise}; \end{cases} \quad (3.2g) \]

and with no-flux conditions implemented by

\[
F_{i,j}^{n+1/2} = F_{i,M_y+1/2}^c, \quad \phi_{0,j}^{n+1,r} := \phi_{1,j}^c, \quad \phi_{M_x+1,j}^{n+1,r} := \phi_{M_x,j}^c, \quad \phi_{1,0}^{n+1,r} := \phi_{1,1}^c, \quad \phi_{M_y+1,1}^{n+1,r} := \phi_{M_y,1}^c. \quad (3.2h) \]

The final update is defined as \( \phi_{i,j}^{n+1} := \phi_{i,j}^{n+1/2,M_y} \).

Throughout, the functions \( M(x,y), (x)_+, \) and \( (x)_- \) are defined as in Section 2.

### 3.1 Properties of the dimensionally split scheme

The finite-volume scheme (3.1–3.2) possesses the following properties:

1. **conservation of mass**: \( \sum_{i,j} \phi_{i,j}^n = \sum_{i,j} \phi_{i,j}^{n+1} \);

2. **boundedness of the phase-field** \( \phi \) for mobilities of the form \( M(\phi) = M_0(1 + \phi)(1 - \phi) \): if \( |\phi_{i,j}^n| \leq 1 \) for every \( i \) and \( j \), then \( |\phi_{i,j}^{n+1}| \leq 1 \) for all \( i \) and \( j \);

3. **dissipation of the discrete free energy**, \( F_\Delta[\phi^{n+1}] - F_\Delta[\phi^n] \leq 0 \), where

\[
F_\Delta[\phi^n] = \sum_{i,j=1}^{M_x,M_y} \left[ H_c(\phi_{i,j}^n) - H_c(\phi_{i,j}^n) \right] \Delta x \Delta y + \sum_{i,j=1}^{M_x,M_y} \frac{\varepsilon^2}{2} \left( \frac{\phi_{i+1,j}^n - \phi_{i,j}^n}{\Delta x} \right)^2 \Delta x \Delta y + \sum_{i,j=1}^{M_x,M_y} \frac{\varepsilon^2}{2} \left( \frac{\phi_{i,j+1}^n - \phi_{i,j}^n}{\Delta y} \right)^2 \Delta x \Delta y
\]

\[
+ \sum_{j=1}^{M_y} \left[ f_w(\phi_{i,j}^n) + f_w(\phi_{M_x,j}^n) \right] \Delta y + \sum_{i=1}^{M_x} \left[ f_w(\phi_{i,1}^n) + f_w(\phi_{i,M_y}^n) \right] \Delta x. \quad (3.3) \]

**Proof.** The proof of these properties is achieved by applying the arguments of the proof in Section 2.1 to each of the row and column updates of scheme (3.1–3.2).

The conservation of mass follows from the fact that summing Eq. (3.2a) yields \( \sum_{i,j=1}^{M_x,M_y} \phi_{i,j}^{n+1,r} = \sum_{i,j=1}^{M_x,M_y} \phi_{i,j}^{n+1/2} \); similarly, summing Eq. (3.1a) yields \( \sum_{i,j=1}^{M_x,M_y} \phi_{i,j}^{n+1/2,c} = \sum_{i,j=1}^{M_x,M_y} \phi_{i,j}^{n+1/2,c-1} \).

The proof of boundedness of the phase-field is accomplished by repeating the contradiction strategy employed in the one-dimensional case, applied to each row and column.

To prove the energy dissipation, we show that the energy is dissipated on each row and column update. I.e., we show \( F_\Delta[\phi_{i,j}^{n+1,r}] \leq F_\Delta[\phi_{i,j}^{n+1/2,c}] \) and \( F_\Delta[\phi_{i,j}^{n+1/2,c-1}] \leq F_\Delta[\phi_{i,j}^{n+1/2,c-1}] \), thereby concluding

\[
F_\Delta[\phi_{i,j}^{n+1}] \leq F_\Delta[\phi_{i,j}^n].
\]

For details of this, we refer the reader to Lemmas A.1 and A.2 in the Appendix.

**Remark 3.2** (Efficiency and parallelisation of the dimensionally split scheme versus the full scheme.). As mentioned at the beginning of the section, it is possible to construct a full implicit scheme in two (and higher) dimensions that fulfills the structural properties described above. However, finding the solution to an implicit problem in high dimension can prove extremely costly, and the dimensionally split approach is likely to be more efficient. The comparison is stark in problems with a full Jacobian matrix (see [4]); in our case, given the banded structure of the Jacobian, the advantage will be smaller, but still relevant.
However, the real advantage of the dimensionally split scheme arises from its parallelisation. We remark that scheme (3.1–3.2) can be reformulated to update the rows in any order, as long as each row is updated precisely once (similarly with the columns). Suppose we set to update first the rows with an odd index; the implicit values at these rows do not depend on each other, so the update can be trivially parallelised. The same is true for the even-indexed rows, and again for the columns. Under this approach, the problem becomes perfectly parallel; the same cannot be said for the full scheme.

4 Numerical experiments

We now demonstrate the accuracy and performance of our schemes in a wealth of test cases involving the one-dimensional scheme and the dimensionally split scheme in two and three dimensions. We begin in Section 4.1 by verifying the order of convergence of the scheme numerically. We then study the effects of wetting boundary conditions in Section 4.2. We continue to explore wetting phenomena in Section 4.3, specifically with regards to the merging of droplets. In Section 4.4, we reproduce spontaneous shrinking and collapse phenomena in isolated droplets. Finally, in Section 4.5, we explore phase separation in two and three dimensions.

Interactive versions of the simulations presented on Sections 4.1 to 4.5 are available online [6]. Videos of the simulations can be found in the permanent repository [7].

4.1 Order of convergence

We begin the numerical experiments by numerically verifying the order of convergence of the schemes. We shall employ a test case first proposed in [10] which has subsequently been used by many authors [54, 38]. The experiment uses the logarithmic potential (1.8) in the deep quench limit (corresponding to \(\theta = 0\) and \(\theta_c = 1\), so that \(H_{\log}(\phi) = (1 - \phi^2)/2\), with the degenerate mobility (1.2). The datum for the original test case, in one dimension, is

\[
\phi_0(x) = \begin{cases} 
\cos\left(\frac{x}{\varepsilon}\right) - 1 & \text{for } |x| \leq \frac{\pi\varepsilon}{2} \\
-1 & \text{otherwise}
\end{cases}
\]

Since the CH equation possesses symmetry and conservation of mass properties, a simple computation shows that

\[
\phi_\infty(x) = \begin{cases} 
\frac{1}{\pi} \left[1 + \cos\left(\frac{x}{\varepsilon}\right)\right] - 1 & \text{for } |x| \leq \pi\varepsilon \\
-1 & \text{otherwise}
\end{cases}
\]  

(4.1)

is the asymptotic steady state corresponding to \(\phi_0\).

We would like to generalise this test case to two dimensions, choosing the analogous datum

\[
\phi_0(x, y) = \begin{cases} 
\cos\left(\frac{x}{\varepsilon}\right) \cos\left(\frac{y}{\varepsilon}\right) - 1 & \text{for } |x|, |y| \leq \frac{\pi\varepsilon}{2} \\
-1 & \text{otherwise}
\end{cases}
\]

Annoyingly, the computation of the steady state now requires solving a two-dimensional Helmholtz equation, which can only be done semi-explicitly. For simplicity, we will perform the validation instead by computing the error between the numerical steady states of the scheme corresponding to different mesh sizes.

Crucially, we perform the validation across a wide range of values of the interface parameter: \(\varepsilon = 1, 0.1, 0.01,\) and \(0.001\); this ensures that the scheme performs well in different scales. In one dimension, we solve the problem on the domain \(\Omega = \left[-\frac{\pi}{2}, \frac{\pi}{2}\right]\), and compute the solution until time \(T = 20\varepsilon^2\). This makes the numerical problems equivalent as \(\varepsilon\) varies, up to a rescaling; in particular, the scaled evolution of the free energies (namely, \(F \varepsilon^{-1}\left[\phi(t\varepsilon^{-2})\right]\)) were in agreement up to an absolute
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Figure 2: Initial data, stationary states, and dissipation of the free energy for the validation test of Section 4.1 in rescaled variables. Logarithmic potential, and degenerate mobility. **One dimension:** $M = 256$ cells. **Two dimensions:** $M_x = M_y = 128$ cells. See [6, 7] for animations.
tolerance of $10^{-12}$. Similarly, we solve the two-dimensional problem on $\Omega = [-\frac{3}{2}\pi \varepsilon, \frac{3}{2}\pi \varepsilon]^2$, and on the same time interval. Again, the problems are identical up to a rescaling, and the scaled free energies ($\mathcal{F}^{-2}[\phi(t\varepsilon^{-2})]$ in this case) agreed. The initial data, stationary states, and evolution of the free energies for each problem can be found in Fig. 2.

In order to verify the second order spatial accuracy of the scheme, we choose $\Delta t = \Delta x^2$ throughout the test. The mesh sizes are given by $\Delta x = 3\pi \varepsilon / M$, where $M = 2^k$; in one dimension, $2 \leq k \leq 8$; in two dimensions, $2 \leq k \leq 7$. In one dimension, the error of the numerical solution is computed with respect to the exact steady state (4.1); in two dimensions, the error is computed between successive numerical solutions as the mesh size is refined. The errors as a function of $M$ are shown in Fig. 3. In one dimension, the scheme clearly exhibits second order accuracy; in two dimensions, the second order convergence appears to degenerate very slightly as the mesh becomes finer, likely a consequence of the dimensional splitting.

4.2 Contact angle in wetting phenomena

We continue our journey of numerical experiments with an exploration of wetting phenomena with sessile droplets on a flat solid substrate. In this application a fluid-fluid interface moves along the solid substrate, while a contact line is formed at the intersection between the interface and the substrate. The contact angle at the three-phase conjunction, determined by the wetting properties of the substrate, is of particular interest.

In this setting, the free energy (1.3) takes into account the wetting effects at the boundary $\partial \Omega$ between the droplet and the substrate through the function $f_w(\phi)$. Our choice of $f_w(\phi)$, Eq. (1.6), is discussed in the introduction.

We compute the stationary state of a droplet on a flat solid substrate, as depicted in Fig. 1. We solve the CH equation on a domain $\Omega = [-0.4, 0.4] \times [0, 0.4]$ with $\varepsilon = 0.01$, the double-well potential (1.7), and the degenerate mobility (1.2). We initialise the droplet as a perfect semicircle,

$$
\phi_0(x,y) = \begin{cases} 
0.99 & \text{for } x^2 + y^2 \leq 0.25^2 \\
-0.99 & \text{otherwise,}
\end{cases}
$$

Figure 3: Order of convergence of the numerical schemes in the validation test of Section 4.1. **One dimension:** error with respect to the exact steady state (4.1). **Two dimensions:** error between successive numerical solutions.
Figure 4: Stationary states of the “droplet on a substrate” tests of Section 4.2 for $\beta = 4\pi/12$, $5\pi/12$, $7\pi/12$, and $8\pi/12$. Double-well potential, degenerate mobility, $\varepsilon = 0.01$. The theoretical contact angles of the droplets are shown by the dashed red lines. $M_x = 512$, $M_y = 256$, $\Delta x = \Delta y = 0.0015625$, $\Delta t = 0.01$. See [6, 7] for animations.
and apply the wetting boundary conditions only along the \( y = 0 \) boundary. The fluid-fluid interface is initially perpendicular to the substrate; the wetting phenomena will drive the droplet towards a configuration where the interface meets the wall at the angle \( \beta \). Similar simulations but with constant mobility have been performed in [3].

We let \( M_x = 512 \) and \( M_y = 256 \); this corresponds to \( \Delta x = \Delta y = 0.0015625 \). We choose \( \Delta t = 0.01 \).

Figure 4 shows the contour plots of the steady states corresponding to \( \beta = 4\pi/12, 5\pi/12, 7\pi/12, \) and \( 8\pi/12 \). The theoretical contact angle of the droplets are shown by the dashed red lines, demonstrating good agreement throughout.

### 4.3 Droplet merging induced by wetting phenomena

We continue the analysis of droplets and wetting phenomena from Section 4.2. Here we consider two droplets instead, both on hydrophilic (\( \beta < \pi/2 \)) and hydrophobic (\( \beta > \pi/2 \)) substrates. The objective is to show that the hydrophilic substrate leads to the merging of droplets, whereas the hydrophobic substrate forces distant droplets to remain isolated.

We solve the CH equation on a domain \( \Omega = [-0.8, 0.8] \times [0, 0.4] \) with \( \epsilon = 0.01 \) and the double-well potential (1.7), using both the constant and degenerate mobilities. We initialise two perfect droplets, \( \phi_0(x, y) = \begin{cases} 
0.99 & \text{for } (x - 0.35)^2 + y^2 \leq 0.3^2 \text{ or } (x + 0.35)^2 + y^2 \leq 0.3^2 \\
-0.99 & \text{otherwise,}
\end{cases} \)

and again apply the wetting boundary conditions only along the \( y = 0 \) boundary. We let \( M_x = 256 \) and \( M_y = 64 \); this corresponds to \( \Delta x = \Delta y = 0.00625 \). We choose \( \Delta t = 0.01 \). We solve the equation in the range \( t \in [0, 20] \).

Figure 5 shows the time evolution of the solution, both for the constant and degenerate mobilities, first on a hydrophilic substrate (\( \beta = 4\pi/12 \)) and then on a hydrophobic setting (\( \beta = 8\pi/12 \)). As expected, the hydrophilic experiment leads to the merging of the droplets, whereas they remain separated on the hydrophobic substrate. In both cases, the experiments with constant or degenerate mobilities exhibit qualitatively similar behaviours; the one with constant mobility leads to faster equilibration, as expected.

Figure 6 shows the corresponding evolution of the free energy. In the hydrophobic setting, the value and dissipation rate of the free energy do not vary significantly between experiments with different mobilities. In the hydrophilic setting, however, the two experiments temporarily diverge, as the merging of the droplets (seen as a sharp kink on the energy curve) happens at different times.

### 4.4 Spontaneous shrinking of droplets and droplet collapse

We conclude our analysis of droplet behaviour by exploring two interesting phenomena described in [56]. This study considers the CH equation with the double-well potential (1.7) and a constant mobility. The authors look at a single droplet centred at the origin of a square domain \( \Omega = (-L, L)^2 \), represented by the datum

\[
\phi_0(x, y) = \tanh \left( \frac{r_0 - \sqrt{x^2 + y^2}}{\varepsilon \sqrt{2}} \right),
\]

for some \( r_0 > 0 \). They prescribe no-flux conditions along the boundary of \( \Omega \).

In the regime where \( \varepsilon \ll r_0 \), the domain can be decomposed into the bulk region (the inside and outside of the droplet), where \( \phi \approx \pm 1 \), and the interfacial region, where the value of \( \phi \) smoothly transitions from 1 to \(-1\). The authors of [56] observe that the free energy in the bulk region is negligible, since in this region the phase-field is essentially constant and takes values which minimise
Figure 5: Evolution of the “two droplets” tests of Section 4.3 for $\beta = 4\pi/12$. Double-well potential, $\epsilon = 0.01$. Left: constant mobility. Right: degenerate mobility. $M_x = 256$, $M_y = 64$, $\Delta x = \Delta y = 0.00625$, $\Delta t = 0.01$, $t \in [0, 20]$. See [6, 7] for animations.
Figure 5 (cont.): Evolution of the “two droplets” tests of Section 4.3 for $\beta = 8\pi/12$. Double-well potential, $\varepsilon = 0.01$. Left: constant mobility. Right: degenerate mobility. $M_x = 256$, $M_y = 64$, $\Delta x = \Delta y = 0.00625$, $\Delta t = 0.01$, $t \in [0, 20]$. See [6, 7] for animations.
Figure 6: Evolution of the free energy in the “two droplets” tests of Section 4.3 (see also Fig. 5). The kinks present only in the $\beta = 4\pi/12$ curves correspond to the merging of droplets.

the potential (1.7); therefore, the free energy of the datum (4.2) reduces to the contribution of the interfacial region, which is proportional to the perimeter of the droplet.

Precisely because the droplet is considered on a finite domain, it is possible to reduce its radius by shifting the value of $\phi$ in the bulk region without violating the conservation of mass. Therefore, droplets of the form (4.2) will spontaneously shrink, until they reach an equilibrium

$$\phi_\infty(x, y) \simeq \tanh \left( \frac{r_0 - \delta r - \sqrt{x^2 + y^2}}{\varepsilon \sqrt{2}} \right) + \delta \phi,$$

for some $\delta r, \delta \phi > 0$, which is more energetically favourable. Furthermore, if $r_0$ is below a critical radius $r_c$, the droplets will collapse altogether, leading to a constant equilibrium:

$$\phi_\infty(x, y) = -1 + \delta \phi.$$

In two dimensions, the formula for the critical radius is:

$$r_c = \left( \frac{\sqrt{6} L^2 \varepsilon}{2\pi} \right)^{\frac{1}{4}}$$

We solve the problem on a domain $\Omega = [-0.4, 0.4]^2$ with no-flux conditions and $\varepsilon = 0.01$, which yields $r_c \simeq 0.086$. We consider both supercritical and subcritical cases with $r_0 = 0.95r_c$ and $r_0 = 1.05r_c$, respectively. We let $M_x = M_y = 256$; this corresponds to $\Delta x = \Delta y = 0.00312$. We also choose $\Delta t = 0.01$. We compute the solution in the range $t \in [0, 100]$, in order to approximate the asymptotic steady state.

Figure 7 displays the time evolution of the solution, for both the supercritical and subcritical cases. As expected, the supercritical droplet shrinks to a stable radius, whereas the subcritical one collapses, leading to a constant steady state. Figure 8 plots the corresponding evolution of the free energy and the value of the phase-field at the origin, $\phi(t, 0)$. In the supercritical case, the free energy decays smoothly and the value of the phase-field inside the droplet tends to a value larger than 1. On the other hand, the subcritical case initially evolves as the supercritical one, before the droplet rapidly collapses, leading to a sharp decay of the free energy before reaching the constant steady state.

### 4.5 Phase separation with well-mixed initial condition

To conclude this section, we explore the spinodal decomposition phenomenon modelled by the CH equation. We will consider a random initial condition biased towards the $\phi = -1$ phase, in order to observe the separation of the two phases, and Ostwald ripening (the formation of isolated droplets)
Figure 7: Evolution of the “spontaneous shrinking” tests of Section 4.4. Double-well potential, constant mobility, $\varepsilon = 0.01$. Left: supercritical radius, $r_0 = 1.05r_c$. Right: subcritical radius, $r_0 = 0.95r_c$. $M_x = M_y = 256$, $\Delta x = \Delta y = 0.00312$, $\Delta t = 0.01$, $t \in [0, 100]$. See [6, 7] for animations.
4 NUMERICAL EXPERIMENTS

Supercritical Radius
\[ r_0 = 1.05r_c \]

Subcritical Radius
\[ r_0 = 0.95r_c \]

Free energy \( F \)

Phase at the origin \( \phi(t, 0) \)

Figure 8: Evolution of the free energy and the phase at the origin in the “spontaneous shrinking” tests of Section 4.4 (see also Fig. 7). The sharp transitions present only in the subcritical case correspond to the collapse of the droplet.

In particular. On each cell of the mesh, the value of the datum \( \phi_0 \) will be chosen as \(-0.4 + 0.25\theta\), where \( \theta \) is a uniform random variable supported on \([-1, 1]\); this models an initial state where both phases are very well mixed. The CH equation will then be solved with \( \varepsilon = 0.01 \) and the double-well potential (1.7).

4.5.1 Two Dimensions

In two dimensions, we consider a domain \( \Omega = [0, 1]^2 \), and consider both the constant and degenerate mobilities. We choose \( M_x = M_y = 128 \), which corresponds to \( \Delta x = \Delta y = 0.0078125 \), and let \( \Delta t = 0.01 \). We solve the equation in the range \( t \in [0, 10] \). Similar simulations can be found in [10, 54, 35].

Figure 9 shows the time evolution of the solution, both for the constant and degenerate mobilities. As expected, small droplets first appear rapidly, and then they proceed to slowly merge into larger phases. As observed previously, the degenerate mobility significantly slows down the equilibration process.

4.5.2 Three Dimensions

In three dimensions, we consider a domain \( \Omega = [0, 1]^3 \), and consider just the constant mobility. We choose \( M_x = M_y = M_z = 128 \), which corresponds to \( \Delta x = \Delta y = \Delta z = 0.0078125 \), and let \( \Delta t = 0.1 \). We solve the equation in the range \( t \in [0, 40] \).

Figure 10 shows the time evolution of the solution. Only the \( \phi = 0 \) level sets of the solution are drawn. The colour of each contour simply indicates the value of the \( z \) coordinate for ease of visualisation, and has no other physical meaning. Just as in the previous case, many small droplets arise, which then slowly merge into larger structures.
Constant Mobility
$M(\phi) = 1$

Degenerate Mobility
$M(\phi) = (1 - \phi)(1 + \phi)$

Figure 9: Evolution of the “mixed initial condition” test of Section 4.5 in two dimensions. Double-well potential, $\varepsilon = 0.01$. Left: constant mobility. Right: degenerate mobility. $M_x = M_y = 128$, $\Delta x = \Delta y = 0.0078125$, $\Delta t = 0.01$, $t \in [0, 10]$. See [6, 7] for animations.
Figure 9 (cont.): Evolution of the “mixed initial condition” test of Section 4.5 in two dimensions. Double-well potential, $\varepsilon = 0.01$. Left: constant mobility. Right: degenerate mobility. $M_x = M_y = 128$, $\Delta x = \Delta y = 0.0078125$, $\Delta t = 0.01$, $t \in [0, 10]$. See [6, 7] for animations.
Figure 10: Evolution of the “mixed initial condition” test of Section 4.5 in three dimensions. Double-well potential, constant mobility, $\varepsilon = 0.01$. $M_x = M_y = M_z = 128$, $\Delta x = \Delta y = \Delta z = 0.0078125$, $\Delta t = 0.1$, $t \in [0, 40]$. See [6, 7] for animations.
Free energy $\mathcal{F}$

Figure 11: Evolution of the free energy in the “mixed initial condition” test of Section 4.5 (see also Figs. 9 and 10). The kinks present on the curves correspond to the merging of droplets.
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Appendix: Dissipation of the free energy in the dimensionally split scheme

We provide the details for the proof of energy dissipation of Section 3.1.

**Lemma A.1** (Dissipation, row updates). The finite-volume scheme (3.1–3.2) dissipates the discrete free energy (3.3) on each row update:

$$\mathcal{F}_\Delta[\phi_{i,j}^n] \leq \mathcal{F}_\Delta[\phi_{i,j}^{n-1}].$$

*Proof.* To show the energy dissipation, we first multiply the scheme (3.1a) by the chemical potential $\xi_{i,j}$ and sum it over all cells, yielding

$$\sum_{i,j=1}^{M_x,M_y} (\phi_{i,j}^r - \phi_{i,j}^{r-1})\xi_{i,j} = -\frac{\Delta t}{\Delta x} \sum_{i=1}^{M_x} (\mathcal{F}_{i,j+1/2}^r - \mathcal{F}_{i-1/2,j}^r)\xi_{i,j}.$$
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Then, by substituting the expression for $\xi_{i,j}$ and rearranging, it follows that

$$
\sum_{i,j=1}^{M_x,M_y} (\phi_{i,j}^r - \phi_{i,j}^{\Gamma-1})^2 v^2(\Delta \phi)_{i,j}^r = \frac{\Delta t}{\Delta x} \sum_{i=1}^{M_x} \left( F_{i+1/2,j}^r - F_{i-1/2,j}^r \right) \xi_{i,j}^r
$$

(A.1)

These terms can be compared to the evolution of the free energy (3.3):

$$
\frac{1}{\Delta x \Delta y} (\mathcal{F}_x[\phi^r] - \mathcal{F}_x[\phi^{\Gamma-1}]) = \sum_{i,j=1}^{M_x,M_y} \left( H_e(\phi_{i,j}^r) - H_e(\phi_{i,j}^{\Gamma-1}) \right) - \sum_{i,j=1}^{M_x,M_y} \left( H_e(\phi_{i,j}^r) - H_e(\phi_{i,j}^{\Gamma-1}) \right)
$$

(A.2)

The term with the gradients can be estimated. We introduce the notation

$$(\nabla_x \phi)_{i+1/2,j}^r := \frac{\phi_{i+1,j}^r - \phi_{i,j}^r}{\Delta x} \quad \text{and} \quad (\nabla_y \phi)_{i,j+1/2}^r := \frac{\phi_{i,j+1}^r - \phi_{i,j}^r}{\Delta x}.$$

We exploit the convexity of $f(s) = \frac{1}{2}|s|^2$ and apply summation by parts, leading to

$$
\frac{\epsilon^2}{2} \sum_{i,j=1}^{M_x-1,M_y} \left( (\nabla_x \phi)_{i+1/2,j}^r - (\nabla_x \phi)_{i+1/2,j}^{\Gamma-1} \right)^2
\leq \epsilon^2 \sum_{i,j=1}^{M_x-1,M_y} \left( (\nabla_x \phi)_{i+1/2,j}^r \right)^2 - \left( (\nabla_x \phi)_{i+1/2,j}^{\Gamma-1} \right)^2
$$

$$
= \epsilon^2 \sum_{i,j=1}^{M_x-1,M_y} \frac{\phi_{i+1,j}^r - \phi_{i,j}^r}{\Delta x} \left( \frac{\phi_{i+1,j}^r - \phi_{i,j}^{\Gamma-1}}{\Delta x} - \frac{\phi_{i+1,j}^{\Gamma-1} - \phi_{i,j}^{\Gamma-1}}{\Delta x} \right)
$$

$$
= -\epsilon^2 \sum_{i,j=1}^{M_x-1,M_y} \left( \frac{\phi_{i+1,j}^r - \phi_{i,j}^r}{\Delta x^2} - \frac{\phi_{i,j}^r - \phi_{i,j}^{\Gamma-1}}{\Delta x^2} \right) \left( \phi_{i,j}^r - \phi_{i,j}^{\Gamma-1} \right)
$$

$$
+ \epsilon^2 \sum_{j=1}^{M_y} \left( \frac{\phi_{M,i,j}^r - \phi_{M-1,i,j}^r}{\Delta x^2} \left( \phi_{M,i,j}^r - \phi_{M,i,j}^{\Gamma-1} \right) \right)
$$

$$
= -\epsilon^2 \sum_{i,j=1}^{M_x,M_y} \frac{\phi_{i+1,j}^r - 2\phi_{i,j}^r + \phi_{i-1,j}^r}{\Delta x^2} \left( \phi_{i,j}^r - \phi_{i,j}^{\Gamma-1} \right)
$$
The last equality holds because of the ghost values used to achieve the no-flux boundary conditions. Similarly, we find
\[
\frac{\varepsilon^2}{2} \sum_{i,j=1}^{M_x, M_y} \left( |(\nabla_y \phi)^r_{i,j+1/2} - |(\nabla_y \phi)^{r-1}_{i,j+1/2}|^2 \right)
\leq -\varepsilon^2 \sum_{i,j=1}^{M_x, M_y} \frac{\phi_r^{i+1,j} - 2\phi_r^{i,j} + \phi_r^{i-1,j}}{\Delta y} (\phi_r^r - \phi_r^{r-1}).
\]

All in all,
\[
\frac{\varepsilon^2}{2} \sum_{i,j=1}^{M_x-1, M_y} \left( |(\nabla_x \phi)^r_{i+1/2,j} - |(\nabla_x \phi)^{r-1}_{i+1/2,j}|^2 \right) + \frac{\varepsilon^2}{2} \sum_{i,j=1}^{M_x, M_y-1} \left( |(\nabla_y \phi)^r_{i,j+1/2} - |(\nabla_y \phi)^{r-1}_{i,j+1/2}|^2 \right)
\leq -\varepsilon^2 \sum_{i,j=1}^{M_x, M_y} (\Delta \phi)^r_{i,j} (\phi_r^r - \phi_r^{r-1}).
\]

We can now connect (A.3) and (A.1) to obtain
\[
\frac{\varepsilon^2}{2} \sum_{i,j=1}^{M_x-1, M_y} \left( |(\nabla_x \phi)^r_{i+1/2,j} - |(\nabla_x \phi)^{r-1}_{i+1/2,j}|^2 \right) + \frac{\varepsilon^2}{2} \sum_{i,j=1}^{M_x, M_y-1} \left( |(\nabla_y \phi)^r_{i,j+1/2} - |(\nabla_y \phi)^{r-1}_{i,j+1/2}|^2 \right)
\leq -\frac{\Delta t}{\Delta x} \sum_{i=1}^{M_x} \left( F_r^{i+1/2,j} - F_r^{i-1/2,j} \right) \xi^r_{i,j}
\]
\[
- \sum_{i,j=1}^{M_x, M_y} (\phi_r^r_{i,j} - \phi_r^{r-1}_{i,j}) \left( H'_c(\phi_r^r_{i,j}) - H'_c(\phi_r^{r-1}_{i,j}) \right)
\]
\[
- \sum_{i,j=1}^{M_x, M_y} (\phi_r^r_{i,j} - \phi_r^{r-1}_{i,j}) \left[ \frac{W_{x,r-1/2}^{i,j}}{\Delta x} + \frac{W_{y,r-1/2}^{i,j}}{\Delta y} \right]
\]

Then, (A.2) can be rewritten as
\[
\frac{\Delta \phi^r - \Delta \phi^{r-1}}{\Delta x \Delta y} \leq \sum_{i,j=1}^{M_x, M_y} \left[ H_c(\phi_r^r_{i,j}) - H_c(\phi_r^{r-1}_{i,j}) - (\phi_r^r_{i,j} - \phi_r^{r-1}_{i,j}) H'_c(\phi_r^r_{i,j}) \right]
\]
\[
- \sum_{i,j=1}^{M_x, M_y} \left[ H_c(\phi_r^r_{i,j}) - H_c(\phi_r^{r-1}_{i,j}) - (\phi_r^r_{i,j} - \phi_r^{r-1}_{i,j}) H'_c(\phi_r^{r-1}_{i,j}) \right]
\]
\[
+ \frac{1}{\Delta x} \sum_{j=1}^{M_y} \left[ f_w(\phi^r_{i,j}) - f_w(\phi^{r-1}_{i,j}) - (\phi_r^r_{i,j} - \phi_r^{r-1}_{i,j}) W_{1,j}^{x,r-1/2} \right]
\]
\[
+ \frac{1}{\Delta x} \sum_{j=1}^{M_y} \left[ f_w(\phi^r_{M,i,j}) - f_w(\phi^{r-1}_{M,i,j}) - (\phi_r^r_{M,i,j} - \phi_r^{r-1}_{M,i,j}) W_{M,j}^{x,r-1/2} \right]
\]
\[
+ \frac{1}{\Delta y} \sum_{i=1}^{M_x} \left[ f_w(\phi^r_{i,1}) - f_w(\phi^{r-1}_{i,1}) - (\phi_r^r_{i,1} - \phi_r^{r-1}_{i,1}) W_{i,1}^{y,r-1/2} \right]
\]
Each of the sums can be controlled individually, as in the proof in Section 2.1. The first six terms are controlled by convexity. The last one, applying summation by parts. This concludes the proof.

**Lemma A.2** (Dissipation, column updates). The finite-volume scheme (3.1–3.2) dissipates the discrete free energy (3.3) on each column update:

\[ F_\Delta[\phi^{n+1/2, c}] \leq F_\Delta[\phi^{n+1/2, c-1}] . \]

**Proof.** The proof is essentially identical to the proof of Lemma A.1.
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