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Abstract

The aim of this work is to study qualitative dynamical properties of a generalized hepatitis B epidemic model and its dynamically consistent discrete model. Positivity, boundedness, the basic reproduction number and asymptotic stability properties of the model are analyzed rigorously. By the Lyapunov stability theory and the Poincare-Bendixson theorem in combination with the Bendixson-Dulac criterion, we show that a disease-free equilibrium point is globally asymptotically stable if the basic reproduction number $R_0 \leq 1$ and a disease-endemic equilibrium point is globally asymptotically stable whenever $R_0 > 1$. Next, we apply the Mickens’ methodology to propose a dynamically consistent nonstandard finite difference (NSFD) scheme for the continuous model. By rigorously mathematical analyses, it is proved that the constructed NSFD scheme preserves essential mathematical features of the continuous model for all finite step sizes. Finally, numerical experiments are conducted to illustrate the theoretical findings and to demonstrate advantages of the NSFD scheme over standard ones. The obtained results in this work not only improve but also generalize some existing recognized works.
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1. Introduction

Mathematical modeling and analysis of infectious diseases has been a central research field in infectious disease epidemiology with many useful applications not only in theory but also in practice [3, 7, 8, 9, 27, 28, 35, 41, 44, 55]. The well-known SIR model, proposed by Kermack and McKendrick in 1927 [35], can be considered as one of the first epidemic models and is usually used to introduce epidemic modeling. Over the past of several decades, for modeling purpose, a great number of mathematical models have been studied to predict and discover transmission mechanisms of infectious diseases. As an important consequence, strategies and measures for controlling and preventing infectious diseases can be provided.

It is well-known that hepatitis B is a dangerous infectious disease that attacks the liver and can cause acute and chronic diseases. Nowadays, hepatitis B has been a major global health problem. Hence, effective strategies and measures for preventing and controlling hepatitis B virus (HBV) are always needed. For this reason, a large
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number of mathematical models have been proposed and studied by many mathematicians and epidemiologists
(see, for instance, [2, 11, 12, 21, 22, 24, 36, 37, 38, 43, 58]). These mathematical models can help us predict
and discover transmission mechanisms and characteristics of the HBV. Based on this, strategies and measures
for projecting public health and for preventing the hepatitis B can be suggested.

In [36], Khan et al. proposed a hepatitis B epidemic model based on HBV transmission characteristics. The
model is described by a system of nonlinear differential equations

\[
\begin{align*}
\frac{dS(t)}{dt} & = \Lambda - \frac{\alpha S(t)I(t)}{1 + \gamma I(t)} - (\mu_0 + \nu)S(t), \\
\frac{dI(t)}{dt} & = \frac{\alpha S(t)I(t)}{1 + \gamma I(t)} - (\mu_0 + \mu_1 + \beta)I(t), \\
\frac{dR(t)}{dt} & = \beta I(t) + \nu S(t) - \mu_0 R(t),
\end{align*}
\]

subject to initial data

\[S(0) > 0, \quad I(0) \geq 0, \quad R(0) > 0.\]

In this model:

- the entire population, denoted by \(N\), is divided into 3 classes: susceptible (\(S\)), infected (\(I\)) and recovered
  or removed (\(R\)) classes;

- \(\Lambda\) is the birth rate;

- \(\lambda\) is the transmission rate;

- \(\mu_0\) and \(\mu_1\) denote the natural and disease induced death rates, respectively;

- \(\beta\) is the recovery rate;

- \(\nu\) and \(\gamma\) stand for the vaccination and saturation rates, respectively;

We refer the readers to [36] for more details of the model (1) and its qualitative dynamical properties. In [32],
A study on the global stability and numerical solutions of the model (1) was performed. Besides, Hoang and
Egbelowo in [29] proposed and analyzed a generalized version of the model (1) using the Caputo fractional
derivative.

In the model (1), let us denote by

\[f(S, I) = \frac{\alpha S(t)I(t)}{1 + \gamma I(t)}.\]

It is easy to verify that this function possesses the following properties:

(H1): \(f : \mathbb{R}_+^2 \rightarrow \mathbb{R}_+\) is a differentiable function, \(f(S, 0) = f(0, I) = 0\) for all \(S, I \geq 0\) and \(f(S, I) > 0\) for all
\(S, I > 0\);

(H2): there exists \(\eta > 0\) such that \(f(S, I) \leq \eta S\) for all \(S, I \geq 0\);

(H3): \(\frac{\partial f(S, I)}{\partial S} > 0\) and bounded for all \(S \geq 0\) and \(I > 0\);

(H4): \(\frac{\partial f(S, I)}{\partial I} \geq 0\) for all \(S, I \geq 0\);
(H5): $I \frac{\partial f(S, I)}{\partial I} - f(S, I) \leq 0$ for all $S, I \geq 0$.

The conditions (H1)-(H5) are biologically motivated and can be found in previous works [34, 46, 60]. In a recent work [34], Karaji and Nyamoradi considered the model [11] in the context of the Caputo fractional-order derivative and general incidence functions. It should be emphasized that functions $f$ satisfying the conditions (H1)-(H5) include many famous incidence functions, for examples

$$f(S, I) = \beta SI,$$

$$f(S, I) = \frac{\beta SI}{1 + bI},$$

$$f(S, I) = \frac{\beta SI}{1 + aS + bI},$$

$$f(S, I) = \frac{\beta SI}{1 + aS + bI + cSI}.$$  

Motivated and inspired by the recognized works [34, 46, 60] as well as the importance of mathematical models of the HBV, in this work we consider a generalized version of the model [11] by replacing the function $f$ defined by (2) by general ones $f$ satisfying the conditions (H1)-(H5). More precisely, we investigate the following model

$$\begin{align*}
\frac{dS(t)}{dt} &= \Lambda - f(S(t), I(t)) - (\mu_0 + \nu)S(t), \\
\frac{dI(t)}{dt} &= f(S(t), I(t)) - (\mu_0 + \mu_1 + \beta)I(t), \\
\frac{dR(t)}{dt} &= \beta I(t) + \nu S(t) - \mu_0 R(t),
\end{align*}$$

(3)

where $f(S, I)$ is any incidence function satisfying the conditions (H1)-(H5). Our main objective is to study qualitative dynamical properties and reliable numerical solutions for the model (3).

In the first part of this work, we analyze positivity, boundedness, the basic reproduction number, equilibria (disease-free and disease-endemic equilibrium points) and asymptotic stability properties of the model [3]. By the Lyapunov stability theory and the Poincare-Bendixson theorem in combination with the Bendixson-Dulac criterion, we prove that the disease-free equilibrium (DFE) point is globally asymptotically stable if the basic reproduction number $R_0 \leq 1$; and the disease-endemic equilibrium (DEE) point exists and is globally asymptotically stable whenever $R_0 > 1$. Consequently, qualitative dynamical properties of the model [3] are fully determined.

In the second part, we apply the Mickens’ methodology [48, 49, 50, 51, 52] to propose a dynamically consistent nonstandard finite difference (NSFD) scheme for the model [3]. By rigorously mathematical analyses, we show that the proposed NSFD scheme preserves essential mathematical features of the continuous model for all finite step sizes. In other words, the NSFD scheme behaves similarly to the continuous model regardless of chosen step sizes. It is worth noting that one of the prominent advantages of NSFD schemes is that they are able to correctly maintain important mathematical features of solutions of differential equations models (positivity, boundedness, monotonicity, stability, periodicity, physical properties, etc.) for any finite step size. Hence, NSFD schemes are effective to simulate dynamics of dynamical differential models over long time periods. Because of this, nowadays NSFD schemes have been recognized as one of the effective approaches to solve differential equation equations arising in theory and practice [1, 5, 10, 13, 23, 25, 26, 39, 53, 56, 57, 62, 63]. In recent works [15, 16, 17, 18, 19, 20, 31, 32], we have successfully developed the Mickens’s methodology to construct NSFD schemes for some mathematical models arising in biology and epidemiology.
In the third part, we conduct numerical experiments to illustrate the theoretical findings and to demonstrate advantages of the NSFD scheme over standard ones. The numerical results show that the Euler and second-order Runge-Kutta (RK2) schemes can generate numerical approximations which destroy not only the positivity but also the asymptotic stability properties of the continuous model for some given step sizes; meanwhile, the NSFD scheme preserve these properties for the same step sizes.

It is worth noting that the mathematical analyses in [36] failed to conclude the global asymptotic stability (GAS) of the DEE point of the model (11). However, we obtain the GAS of the model (11) thanks to the global stability analysis for the model (3) (Section 2). This provides an important improvement for the results in [36].

In a recent work [59], Suryanto and Darti constructed an NSFD scheme for the model (1) but the convergence and error bounds for this NSFD scheme were not established. Hence, our constructed NSFD scheme not only generalizes but also provides the convergence and error estimates for the Suryanto and Darti’s scheme.

The plan of this work is as follows:

Dynamical properties of the model (3) are studied in Section 2. The dynamically consistent NSFD scheme is formulated and analyzed in Section 3. In Section 4, we report some numerical experiments to illustrate the theoretical results. Some discussions and remarks are provided in the last section.

2. Dynamical analysis

In this section, dynamical qualitative properties of the model (3) will be investigated. We first establish the positivity and boundedness of the model.

**Proposition 1** (Positivity and boundedness). The set $\mathbb{R}_+^3$ is a positively invariant set of the model (3), i.e., $S(t), I(t), R(t) \geq 0$ whenever $S(0), I(0), R(0) \geq 0$. Furthermore, we have

$$
\limsup_{t \to \infty} S(t) \leq \frac{\Lambda}{\mu_0 + \nu}, \quad \frac{\Lambda}{p} \leq \limsup_{t \to \infty} (S(t) + I(t)) \leq \frac{\Lambda}{q}, \quad \frac{r_1 \Lambda}{q \mu_0} \leq \limsup_{t \to \infty} R(t) \leq \frac{r_2 \Lambda}{q \mu_0},
$$

where $p := \max\{\mu_0 + \nu, \mu_0 + \mu_1 + \beta\}$, $q := \min\{\mu_0 + \nu, \mu_0 + \mu_1 + \beta\}$, $r_2 := \max\{\beta, \nu\}$, and $r_1 := \min\{\beta, \nu\}$. (4)

**Proof.** First, the system (3) implies that

$$
\frac{dS}{dt} \bigg|_{S=0} = \Lambda > 0, \quad \frac{dI}{dt} \bigg|_{I=0} = 0, \quad \frac{dR}{dt} \bigg|_{R=0} = \beta I + \nu S \geq 0.
$$

Thanks to [33, Lemma 10], the positivity of the solutions of the model (3) is obtained. Hence, the set $\mathbb{R}_+^3$ is a positively invariant set of (3).

Next, it follows from the first equation of (3) that

$$
\frac{dS}{dt} \leq \Lambda - (\mu_0 + \nu)S.
$$

Using the basic comparison theorem for ODEs [44], we obtain

$$
S(t) \leq \left( S(0) - \frac{\Lambda}{\mu_0 + \nu} \right) e^{-(\mu_0 + \nu)t} + \frac{\Lambda}{\mu_0 + \nu}.
$$
which implies the first estimate of (4).

Similarly, it follows from the first and second equation of (3) that

$$\Lambda - p(S + I) \leq \frac{d(S + I)}{dt} = \Lambda - (\mu_0 + \nu)S - (\mu_0 + \mu_1 + \beta)I \leq \Lambda - q(S + I).$$

Hence, the second estimate of (4) is obtained.

Lastly, using the third equation of (3) we have

$$\frac{r_1\Lambda}{p} - \mu_0 R \leq r_1(S + I) - \mu_0 R \leq \frac{dR}{dt} \leq r_2(S + I) - \mu_0 R \leq \frac{r_2\Lambda}{q} - \mu_0 R$$

for \( t \) large enough. Consequently, the third estimate of (4) is proved. This proof is complete. 

**Proposition 2** (Equilibria and the basic reproduction number). (i) The HBV model (3) always possesses a disease-free equilibrium (DFE) point given by

$$E^0 = (S^0, I^0, R^0) = \left( \frac{\Lambda}{\mu_0 + \nu}, 0, \frac{\nu\Lambda}{\mu_0(\mu_0 + \nu)} \right)$$

for all the values of the parameters.

(ii) The basic reproduction number of the model (3) can be computed as

$$R_0 = \frac{1}{\mu_0 + \mu_1 + \beta} \frac{\partial f}{\partial I} \left( \frac{\Lambda}{\mu_0 + \nu}, 0 \right).$$

(iii) The model (3) has a unique disease-endemic equilibrium (DEE) point \( E^* = (S^*, I^*, R^*) \) if and only if \( R_0 > 1 \). Moreover, if \( E^* \) exists it is given by

$$S^* = \frac{\Lambda - (\mu_0 + \mu_1 + \beta)I^*}{\mu_0 + \nu}, \quad R^* = \frac{\beta I^* + \nu S^*}{\mu_0},$$

where \( I^* \) is a unique positive solution of the equation

$$f \left( \frac{\Lambda - (\mu_0 + \mu_1 + \beta)I}{\mu_0 + \nu}, I \right) - (\mu_0 + \mu_1 + \beta)I = 0.$$

**Proof.** Proof of Part (i). To determine equilibria of the model (3), we need to solve the nonlinear system of algebra equations

$$\Lambda - f(S, I) - (\mu_0 + \nu)S = 0, \quad f(S, I) - (\mu_0 + \mu_1 + \beta)I = 0, \quad \beta I + \nu S - \mu_0 R = 0.$$

It follows from the first and second equations of the system (3) that

$$S = \frac{\Lambda - (\mu_0 + \mu_1 + \beta)I}{\mu_0 + \nu}.$$

Combining this with the second equation of (3) we obtain

$$f \left( \frac{\Lambda - (\mu_0 + \mu_1 + \beta)I}{\mu_0 + \nu}, I \right) - (\mu_0 + \mu_1 + \beta)I = 0.$$
Since \( f(S, 0) = 0 \) for all \( S, I \geq 0 \), the equation \([9]\) always has a trivial solution \( I = 0 \). Consequently, the system \([8]\) always possesses a solution \( (\Lambda / (\mu_0 + \nu), 0, \nu \Lambda / [\mu_0 (\mu_0 + \nu)]) \). This solution corresponds to a unique DFE point.

**Proof of Part (ii).** We apply the method proposed in \([61]\) to compute the basic reproduction number of the model \([3]\). Since the first two equations of \([3]\) do not depend on \( R \), it is sufficient to consider the following sub-model

\[
\begin{align*}
\frac{dS(t)}{dt} &= \Lambda - f(S(t), I(t)) - (\mu_0 + \nu)S(t), \\
\frac{dI(t)}{dt} &= f(S(t), I(t)) - (\mu_0 + \mu_1 + \beta)I(t).
\end{align*}
\]

(10)

We reorder the variables in (10) as \((I, S)\). Then, the DFE point is transformed to \( x_0 = (I_0, S_0) \). The model (10) can be written in the matrix form

\[
\frac{dx}{dt} = F(x) - V(x),
\]

where

\[
F(x) = \begin{pmatrix} f(S, I) \\ \Lambda \end{pmatrix}, \quad V(x) = \begin{pmatrix} (\mu_0 + \mu_1 + \beta)I \\ f(S, I) + (\mu_0 + \nu)S \end{pmatrix}
\]

Consequently,

\[
DF(x_0) = \begin{pmatrix} \frac{\partial f}{\partial I}(S_0, 0) & 0 \\ 0 & 0 \end{pmatrix}, \quad DV(x) = \begin{pmatrix} (\mu_0 + \mu_1 + \beta) & 0 \\ \frac{\partial f}{\partial I}(S_0, 0) & \frac{\partial f}{\partial S}(S_0, 0) + (\mu_0 + \nu) \end{pmatrix}
\]

Then, the basic reproduction number can be computed as

\[
R_0 = \rho(FV^{-1}) = \frac{1}{\mu_0 + \mu_1 + \beta} \frac{\partial f}{\partial I} \left( \frac{\Lambda}{\mu_0 + \nu}, 0 \right).
\]

**Proof of Part (iii).** Return to the equation \([9]\). We will prove that it has only a unique positive solution \( I^* > 0 \). Indeed, consider the equation

\[
F(I) := \frac{\Lambda - (\mu_0 + \mu_1 + \beta)I}{\mu_0 + \nu} - (\mu_0 + \mu_1 + \beta) = 0.
\]

(11)

From the condition (H5), it is easy to verify that \( F'(I) < 0 \) for all \( I > 0 \). On the other hand,

\[
\lim_{I \to 0} F(I) = \frac{\partial f}{\partial I} \left( \frac{\Lambda}{\mu_0 + \nu}, 0 \right) - (\mu_0 + \mu_1 + \beta) > 0,
\]

\[
F \left( \frac{\Lambda}{\mu_0 + \mu_1 + \beta} \right) = -(\mu_0 + \mu_1 + \beta) < 0.
\]

Hence, the equation \([11]\) has a positive solution \( I^* \) and we obtain \((S^*, I^*, R^*)\) as in \([7]\). In other words, the existence and uniqueness of the DEE point are proved.
Lemma 1 (Local asymptotic stability). (i) The DFE point $E^0$ is locally asymptotically stable if $R_0 < 1$ and unstable if $R_0 > 1$.

(ii) The DEE point $E^*$ is locally asymptotically stable if $R_0 > 1$ and unstable if $R_0 < 1$.

Proof. Proof of Part (i). The Jacobian matrix of the system at $E^0$ is given by

$$J(E^0) = \begin{pmatrix} -(\mu_0 + \nu) & -\frac{\partial f(E^0)}{\partial I} & 0 \\ 0 & \frac{\partial f(E^0)}{\partial I} - (\mu_0 + \mu_1 + \beta) & 0 \\ \nu & \beta & -\mu_0 \end{pmatrix}.$$ 

Hence, three eigenvalues of $J(E^0)$ are

$$\lambda_1 = -(\mu_0 + \nu), \quad \lambda_2 = \frac{\partial f(E^0)}{\partial I} - (\mu_0 + \mu_1 + \beta), \quad \lambda_3 = -\mu_0.$$ 

It is clear that $\lambda_1 < 0$ and $\lambda_3 < 0$. Moreover, if $R_0 < 1$ then $\lambda_3 < 0$. By the Lyapunov direct method, the DFE point $E^0$ is locally asymptotically stable. Conversely, if $R_0 > 1$ then $\lambda_3 > 0$ and hence, $E^0$ is unstable. The proof is complete.

Proof of Part (ii). Note that $E^*$ exists if and only if $R_0 > 1$. The Jacobian matrix of the system at $E^*$ is given by

$$J(E^*) = \begin{pmatrix} -\frac{\partial f(E^*)}{\partial S} - (\mu_0 + \nu) & -\frac{\partial f(E^*)}{\partial I} & 0 \\ \frac{\partial f(E^*)}{\partial S} & \frac{\partial f(E^*)}{\partial I} - (\mu_0 + \mu_1 + \beta) & 0 \\ \nu & \beta & -\mu_0 \end{pmatrix}.$$ 

Hence, one of three eigenvalues of $J(E^*)$ is $\lambda_1 = -\mu_0 < 0$ and two remaining eigenvalues are the ones of the sub-matrix

$$\tilde{J}(E^*) = \begin{pmatrix} -\frac{\partial f(E^*)}{\partial S} - (\mu_0 + \nu) & -\frac{\partial f(E^*)}{\partial I} \\ \frac{\partial f(E^*)}{\partial S} & \frac{\partial f(E^*)}{\partial I} - (\mu_0 + \mu_1 + \beta) \end{pmatrix}.$$ 

Because $E^*$ is the positive equilibrium point we have

$$\frac{f(S^*, I^*)}{I^*} = (\mu_0 + \mu_1 + \beta).$$

Hence, it follows from the hypothesis (H5) that

$$\frac{\partial f(S^*, I^*)}{\partial I} < \frac{f(S^*, I^*)}{I^*} = (\mu_0 + \mu_1 + \beta). \quad (12)$$

From this estimate, we obtain

$$\text{Trace}(\tilde{J}) < 0, \quad \det(\tilde{J}) > 0.$$
Thanks to the Lyapunov stability theorem [3, 44], the local asymptotic stability of \( E^* \) is proved. This proof is completed.

To end this section, we investigate the GAS of the model (3). As a consequence of Proposition 1, it is sufficient to consider the GAS of the model (3) on its feasible set defined by

\[
\Omega = \{(S, I, R) \mid S, I, R \geq 0, 0 \leq S \leq \frac{\Lambda}{\mu_0 + \nu}, \frac{\Lambda}{p} \leq S + I \leq \frac{r_1 \Lambda}{p \mu_0}, \frac{r_2 \Lambda}{q \mu_0} \leq R \leq \Lambda p, \Lambda q \leq S + I \leq \Lambda q, 1\}.
\]

where \( p, q, r_1 \) and \( r_2 \) are given by (4). Moreover, since the first two equations of the model (3) do not depend on \( R \), we only need to consider the GAS of the sub-model

\[
\begin{align*}
\frac{dS}{dt} &= \Lambda - f(S, I) - (\mu_0 + \nu)S, \\
\frac{dI}{dt} &= f(S, I) - (\mu_0 + \mu_1 + \beta)I
\end{align*}
\]

on its feasible set

\[
\Omega^* = \{(S, I) \mid S, I \geq 0, 0 \leq S \leq \frac{\Lambda}{\mu_0 + \nu}, \frac{\Lambda}{p} \leq S + I \leq \frac{\Lambda}{q}\}.
\]

On the set \( \Omega^* \), the model (13) always has a DFE point \( \hat{E}_0 = (S_0, 0) \) for all the values of the parameters and a DEE point \( \hat{E}^* = (S^*, I^*) \) exists if and only if \( R_0 > 1 \).

**Lemma 2.** Let \( f(S, I) \) be a function satisfying the conditions (H1)-(H5). We define

\[
V(S) := S - S_0 - \int_{S_0}^{S} \frac{f(S_0, I)}{f(t, I)} dt, \quad S \geq 0 (14)
\]

and

\[
g(I) = \frac{f(S_0, I)}{I} - (\mu_0 + \mu_1 + \nu), \quad I > 0.
\]

Then,

(i) \( V(S) \geq 0 \) for all \( S \geq 0 \) and \( V(S) = 0 \) if and only if \( S = S_0 \).

(ii) If \( R_0 \leq 1 \), then \( g(I) < 0 \) for all \( I > 0 \).

**Proof.** **Proof of Part (i).** First, it is clear that \( V(S_0) = 0 \). The derivative of the function \( V \) is given by

\[
V'(S) = 1 - \frac{f(S_0, I)}{f(S, I)}.
\]

From the condition (H3) we deduce that

\[
\begin{align*}
V'(S) &> 0 \quad \text{for all } S > S_0, \\
V'(S) &< 0 \quad \text{for all } S < S_0, \\
V'(S) &= 0 \quad \text{if and only if } S = S_0.
\end{align*}
\]

Hence, \( V(S) > V(S_0) = 0 \) for all \( S \neq S_0 \). The proof of this part is complete.

**Proof of Part (ii).** It follows from the condition (H5) that

\[
g'(I) = \frac{\partial f(S_0, I)}{\partial I} < 0.
\]
On the other hand,
\[ \lim_{I \to 0} g(I) = \frac{\partial f}{\partial I} \left( \frac{\Lambda}{\mu_0 + \nu}, 0 \right) - (\mu_0 + \mu_1 + \nu) = (\mu_0 + \mu_1 + \nu)(R_0 - 1) \leq 0. \]

Therefore, we conclude that \( g(I) < (\mu_0 + \mu_1 + \nu)(R_0 - 1) \leq 0. \) This completes the proof.

**Theorem 1.** The DFE point \( \hat{E}^0 \) of the model (13) is globally asymptotically stable if \( R_0 \leq 1. \)

**Proof.** Consider a Lyapunov function given by
\[ L(S, I) = V(S) + I, \]
where \( V(S) \) is defined by (14). The derivative of the function \( L \) along solutions of (13) is given by
\[
\frac{dL}{dt} = \frac{dL}{dS} \frac{dS}{dt} + \frac{dL}{dI} \frac{dI}{dt} = \left( 1 - \frac{f(S_0, I)}{f(S, I)} \right) \left[ \Lambda - f(S, I) - (\mu_0 + \nu)S \right] + \left[ f(S, I) - (\mu_0 + \mu_1 + \beta)I \right]
\]
\[ = \left( 1 - \frac{f(S_0, I)}{f(S, I)} \right) \left[ \Lambda - (\mu_0 + \nu)S \right] + \left[ f(S_0, I) - (\mu_0 + \mu_1 + \beta)I \right] = \left( 1 - \frac{f(S_0, I)}{f(S, I)} \right) (\mu_0 + \nu) (S_0 - S) + I g(I), \]
where the function \( g(I) \) is defined by (15).

Combining the properties of the function \( f(S, I) \) and Lemma 2, we deduce that the function \( L \) given by (16) satisfies the Lyapunov direct method [40, 42]. So, the GAS of \( \hat{E}^0 \) is obtained. The proof is complete.

**Theorem 2.** Suppose that \( R_0 > 1. \) Then, the DEE point \( \hat{E}^* \) of the model (13) is globally asymptotically stable whenever \( I(0) > 0. \)

**Proof.** Note that if \( I(0) = 0 \) then \((S(t), I(t))\) will converge to the DFE point \( \hat{E}^0 \) as \( t \to \infty. \) We first use the Dulac-Bendixson criterion [44, Theorem 3.6] to show that the system (13) has no periodic orbits or graphics in \( \mathbb{R}^+ \). Indeed, let us denote by \( F(S, I) \) and \( G(S, I) \) be the right-hand side functions of (13). Consider a function
\[ D(S, I) = \frac{1}{I}. \]
We have
\[
\frac{\partial (DF)}{\partial S} + \frac{\partial (DG)}{\partial I} = \frac{\partial}{\partial S} \left[ \frac{\Lambda}{I} - \frac{f(S, I)}{I} - (\mu_0 + \nu)S \right] + \frac{\partial}{\partial I} \left[ \frac{f(S, I)}{I} - (\mu_0 + \mu_1 + \beta) \right]
\]
\[ = -\frac{1}{I} \frac{\partial f(S, I)}{S} - \frac{\mu_0 + \nu}{I} + \frac{\partial}{\partial I} \left( \frac{f(S, I)}{I} \right). \]
It follows from the conditions (H3) and (H5) that
\[ \frac{\partial (DF)}{\partial S} + \frac{\partial (DG)}{\partial I} < 0. \]
Hence, the system (13) has no periodic orbits or graphics in the open first quadrant.

Since all solutions of the model (13) are bounded and the DFE point \( \hat{E}^0 \) is unstable saddle if \( R_0 > 1 \), using Poincaré-Bendixson theorem [44, Theorem 3.5] we obtain the GAS of the DEE point \( \hat{E}^* \). The proof is complete.
From Theorems 1 and 2 we obtain the GAS of the model 3 as follows.

**Theorem 3.** (i) The DFE point $E^0$ of the model 3 is not only locally asymptotically stable but also globally asymptotically stable if $R_0 \leq 1$.

(ii) The DEE point $E^*$ of the model 3 is not only locally asymptotically but also globally asymptotically stable provided that $R_0 > 1$ and $I(0) > 0$.

3. Construction of dynamically consistent NSFD scheme

In this section, we construct and analyze a dynamically consistent NSFD scheme for the model 3. For this purpose, consider the model 3 on a finite time interval $[0, T]$ and discretize this interval by

$$0 = t_0 < t_1 < \ldots < t_{N-1} < t_N = T,$$

where $t_{n+1} - t_n = \Delta t$ for $0 \leq n \leq N - 1$. Let us denote by $(S_n, I_n, R_n)$ the intended approximation for $(S(t_n), I(t_n), R(t_n))$ for $n = 1, 2, \ldots, N$. Applying the Mickens’ methodology [48, 49, 50, 51, 52] we approximate the first derivatives in the model 3 by

$$\frac{dS}{dt} \bigg|_{t=t_n} \approx \frac{S_{n+1} - S_n}{\varphi(\Delta t)}, \quad \frac{dI}{dt} \bigg|_{t=t_n} \approx \frac{I_{n+1} - I_n}{\varphi(\Delta t)}, \quad \frac{dR}{dt} \bigg|_{t=t_n} \approx \frac{R_{n+1} - R_n}{\varphi(\Delta t)},$$

where $\varphi$, called the denominator function, is a positive function satisfying $\varphi(\Delta t) = \Delta t + O(\Delta t^2)$ as $\Delta t \to 0$.

Next, we discretize the right-hand side function of the model 3 as follows. Let us denote

$$f^*(S, I) = \begin{cases} \frac{f(S, I)}{S}, & S > 0, \\ 0, & S = 0. \end{cases}$$

Then, $f(S, I) = Sf^*(S, I)$. Moreover, it follows from the conditions (H1) and (H5) that $f^*(S, I)$ is differentiable for $S, I \geq 0$. In particular,

$$f^*(S^0, I^0) = f^*(S^*, I^*) = 0,$$

$$\frac{\partial f^*}{\partial S}(S_0, 0) = 0, \quad \frac{\partial f^*}{\partial I}(S_0, 0) = \frac{1}{S_0} \frac{\partial f}{\partial I}(S_0, 0),$$

$$\frac{\partial f^*}{\partial S}(S^*, I^*) = \frac{1}{S^*} \frac{\partial f}{\partial S}(S^*, I^*), \quad \frac{\partial f^*}{\partial I}(S^*, I^*) = \frac{1}{S^*} \frac{\partial f}{\partial I}(S^*, I^*).$$

We now discretize the right-hand side function of the model 3 by

\[
\begin{align*}
\Lambda - f(S(t_n), I(t_n)) - (\mu_0 + \nu) S(t_n) & \approx \Lambda - S_{n+1} f^*(S_n, I_n) - (\mu_0 + \nu) S_{n+1} \\
f(S(t_n), I(t_n)) - (\mu_0 + \mu_1 + \beta) I(t_n) & \approx S_{n+1} f^*(S_n, I_n) - (\mu_0 + \mu_1 + \beta) I_{n+1}, \\
\beta I(t_n) + \nu S(t_n) - \mu_0 R(t_n) & \approx \beta I_{n+1} + \nu S_{n+1} - \mu_0 R_{n+1}.
\end{align*}
\]

The systems (17) and (20) lead to the following NSFD model for the model 3

\[
\begin{align*}
\frac{S_{n+1} - S_n}{\varphi(\Delta t)} & = \Lambda - S_{n+1} f^*(S_n, I_n) - (\mu_0 + \nu) S_{n+1}, \\
\frac{I_{n+1} - I_n}{\varphi(\Delta t)} & = S_{n+1} f^*(S_n, I_n) - (\mu_0 + \mu_1 + \beta) I_{n+1}, \\
\frac{R_{n+1} - R_n}{\varphi(\Delta t)} & = \beta I_{n+1} + \nu S_{n+1} - \mu_0 R_{n+1}.
\end{align*}
\]
Theorem 4. The set \( \mathbb{R}^3_+ \) is a positively invariant set of the NSFD model \( 4 \), that is, \( S_n, I_n, R_n \geq 0 \) whenever \( S_0, I_0, R_0 \geq 0 \). Moreover, we have

\[
\limsup_{n \to \infty} S_n \leq \frac{\Lambda}{\mu_0 + \nu}, \quad \frac{\Lambda}{p} \leq \limsup_{n \to \infty} \left( S_n + I_n \right) \leq \frac{\Lambda}{q}, \quad \frac{r_1 \Lambda}{p \mu_0} \leq \limsup_{n \to \infty} R_n \leq \frac{r_2 \Lambda}{q \mu_0}, \tag{22}
\]

where \( p, q, r_1 \) and \( r_2 \) are given by \( 4 \).

**Proof.** First, we rewrite the system \( 21 \) in the explicit form

\[
S_{n+1} = \frac{S_n + \varphi \Lambda}{1 + \varphi (\mu_0 + \nu)} + \frac{\varphi \Lambda}{1 + \varphi (\mu_0 + \nu)}, \\
I_{n+1} = \frac{I_n + \varphi S_{n+1} f^*(S_n, I_n)}{1 + \varphi (\mu_0 + \mu_1 + \beta)}, \\
R_{n+1} = \frac{R_n + \varphi \beta I_{n+1} + \varphi \nu S_{n+1}}{1 + \varphi \mu_0}.
\]

Hence, \( S_{n+1}, I_{n+1}, R_{n+1} \geq 0 \) if \( S_n, I_n, R_n \geq 0 \).

It follows from the first equation of \( 21 \) that

\[
\frac{S_{n+1} - S_n}{\varphi} \leq \Lambda - (\mu_0 + \nu) S_{n+1},
\]

which implies that

\[
S_{n+1} \leq \frac{S_n}{1 + \varphi (\mu_0 + \nu)} + \frac{\varphi \Lambda}{1 + \varphi (\mu_0 + \nu)} \\
\leq \frac{1}{1 + \varphi (\mu_0 + \nu)} \left[ \frac{S_{n-1}}{1 + \varphi (\mu_0 + \nu)} + \frac{\varphi \Lambda}{1 + \varphi (\mu_0 + \nu)} \right] + \frac{\varphi \Lambda}{1 + \varphi (\mu_0 + \nu)} \\
= \left[ \frac{1}{1 + \varphi (\mu_0 + \nu)} \right]^2 S_{n-1} + \frac{\varphi \Lambda}{1 + \varphi (\mu_0 + \nu)} \left[ \frac{1}{1 + \varphi (\mu_0 + \nu)} \right]^2 + \frac{\varphi \Lambda}{1 + \varphi (\mu_0 + \nu)} \sum_{j=0}^{n-1} \left( \frac{1}{1 + \varphi (\mu_0 + \nu)} \right)^j \\
\leq \left[ \frac{1}{1 + \varphi (\mu_0 + \nu)} \right]^n S_0 + \frac{\varphi \Lambda}{1 + \varphi (\mu_0 + \nu)} \left[ 1 - \frac{1}{1 - \frac{1}{1 + \varphi (\mu_0 + \nu)}} \right]^n.
\]

Letting \( n \to \infty \), the first estimate of \( 22 \) is obtained.

Similarly, from the first and second equations of \( 21 \) we have

\[
\Lambda - p(S_{n+1} + I_{n+1}) \leq \frac{(S_{n+1} + I_{n+1}) - (S_n + I_n)}{\varphi} = \Lambda - (\mu_0 + \nu) S_{n+1} - (\mu_0 + \mu_1 + \beta) I_{n+1} \leq \Lambda - q(S_{n+1} + I_{n+1}),
\]

which implies that

\[
\frac{\varphi \Lambda + (S_n + I_n)}{1 + \varphi p} \leq (S_{n+1} + I_{n+1}) \leq \frac{\varphi \Lambda + (S_n + I_n)}{1 + \varphi q}.
\]

From this estimate, we obtain the second estimate of \( 22 \).

Lastly, it follows from the third equation of \( 21 \) that

\[
\frac{r_1 \Lambda}{p} - \mu_0 R_{n+1} \leq r_1(S_{n+1} + I_{n+1}) - \mu_0 R_{n+1} \leq \frac{R_{n+1} - R_n}{\varphi} \leq r_2(S_{n+1} + I_{n+1}) - \mu_0 R_{n+1} \leq \frac{r_2 \Lambda}{q} - \mu_0 R_{n+1}.
\]
for \( n \) large enough. Hence,

\[
\frac{R_n + \varphi r_1 \Lambda/p}{1 + \varphi \mu_0} \leq R_{n+1} \leq \frac{R_n + \varphi r_2 \Lambda/q}{1 + \varphi \mu_0},
\]

which implies the last estimate of (22). The proof is completed.

We now compute the basic reproduction number for the discrete model (21) by the next generation matrix approach [4].

It is easy to verify that the model (21) always has a unique DFE point \( E^0 = (S_0, 0, R_0) \) for all the values of the parameters. Since the first two equations of (21) do not include \( R_n \), it is sufficient to consider the following sub-model

\[
\begin{align*}
\frac{S_{n+1} - S_n}{\varphi(\Delta t)} &= \Lambda - S_{n+1} f^*(S_n, I_n) - (\mu_0 + \nu)S_{n+1}, \\
\frac{I_{n+1} - I_n}{\varphi(\Delta t)} &= S_{n+1} f^*(S_n, I_n) - (\mu_0 + \mu_1 + \beta)I_{n+1}.
\end{align*}
\]

We reorder the variables in (24) as \((I_n, S_n)\). Then, the DFE point is transformed to \((0, S_0)\). By using (19), the corresponding Jacobian matrix of (24) at \((0, S_0)\) is

\[
J_0 = \begin{pmatrix}
1 + \varphi \frac{\partial f}{\partial I}(S_0, 0) & 0 \\
1 + \varphi(\mu_0 + \mu_1 + \beta) & 1 \\
\frac{\varphi \frac{\partial f}{\partial I}(S_0, 0)}{1 + \varphi(\mu_0 + \nu)} & 1 + \varphi(\mu_0 + \nu)
\end{pmatrix}
\]

Following the method in [4], we represent the matrix \( J_0 \) in the form

\[
J_0 = \begin{pmatrix} F + T & 0 \\ A & C \end{pmatrix},
\]

where

\[
F = \frac{\varphi \frac{\partial f}{\partial I}(S_0, 0)}{1 + \varphi(\mu_0 + \mu_1 + \beta)}, \quad T = \frac{1}{1 + \varphi(\mu_0 + \mu_1 + \beta)}, \quad C = \frac{1}{1 + \varphi(\mu_0 + \nu)}, \quad A = -\frac{\varphi \frac{\partial f}{\partial I}(S_0, 0)}{1 + \varphi(\mu_0 + \nu)}.
\]

It is clear that \( F \) and \( T \) are non-negative, \( F + T \) is irreducible, and matrices \( C \) and \( T \) satisfy

\[
\rho(T) < 1, \quad \rho(C) < 1.
\]

Hence, the basic reproduction number of the discrete model (21) can be computed as

\[
R_0 = \rho(F(1 - T)^{-1}) = \frac{1}{\mu_0 + \mu_1 + \beta} \frac{\partial f}{\partial I}(\frac{\Lambda}{\mu_0 + \nu}, 0),
\]

which means that the basic reproduction numbers of the models (21) and (3) are equal.

Similarly to Proposition 2, it is easy to verify that the NSFD model (21) has a unique DEE point \( E^* = (S^*, I^*, R^*) \) if and only if \( R_0 > 1 \).

The following result on the local asymptotic stability of the DFE point of the model (21) is a direct consequence of Theorem 2.1 in [4].
**Theorem 5.** The DFE point \( E^0 \) of the NSFD model (21) is locally asymptotically stable if \( R_0 \leq 1 \) and unstable if \( R_0 > 1 \).

**Proof.** From Theorem 2.1 in [4], we conclude that the DFE point \((S_0, I_0)\) of (24) is locally asymptotically stable if \( R_0 < 1 \) and unstable if \( R_0 > 1 \). Consequently, the local asymptotic stability of \( E^0 \) of (21) is proved.

Hence, one of three eigenvalue of \( J(E^*) \) is \( \lambda_3 = \frac{1}{1 + \varphi \mu_0} \) and two remaining eigenvalues are the ones of the sub-matrix

\[
J^* = \begin{pmatrix}
\frac{1 - \varphi \frac{\partial f}{\partial S}(S^*, I^*)}{1 + \varphi (\mu_0 + \nu)} & -\frac{\varphi \frac{\partial f}{\partial I}(S^*, I^*)}{1 + \varphi (\mu_0 + \nu)} & 0 \\
\varphi \frac{\partial f}{\partial S}(S^*, I^*) & 1 + \varphi (\mu_0 + \mu_1 + \beta) & 0 \\
\varphi \frac{\partial f}{\partial I}(S^*, I^*) & 1 + \varphi (\mu_0 + \mu_1 + \beta) & \frac{1}{1 + \varphi \mu_0} \\
\end{pmatrix}.
\]

It is clear that \( |\lambda_3| < 1 \). Denote by \( \lambda_1 \) and \( \lambda_2 \) the eigenvalues of \( J^* \). We will show that \( |\lambda_1| < 1 \) and \( |\lambda_2| < 1 \). Thanks to Theorem 2.10 in [3], it is sufficient to verify that

\[
|\text{Tr}(J^*)| < 1 + \det(J^*) < 2. \tag{25}
\]

Indeed, we first have

\[
\det(J^*) = \frac{1 + \varphi \frac{\partial f}{\partial I}(S^*, I^*) - \varphi \frac{\partial f}{\partial S}(S^*, I^*)}{[1 + \varphi (\mu_0 + \mu_1 + \beta)][1 + \varphi (\mu_0 + \nu)]}.
\]

So, it follows from (12) that \( \det(J^*) < 1 \). On the other hand,

\[
\text{Tr}(J^*) = \frac{\left(1 - \varphi \frac{\partial f}{\partial S}(S^*, I^*)\right)[1 + \varphi (\mu_0 + \mu_1 + \beta)] + \left(1 + \varphi \frac{\partial f}{\partial I}(S^*, I^*)\right)[1 + \varphi (\mu_0 + \nu)]}{[1 + \varphi (\mu_0 + \mu_1 + \beta)][1 + \varphi (\mu_0 + \nu)]}.
\]

Hence, it is easy to verify that

\[
1 + \det(J^*) - \text{Tr}(J^*) > 0, \quad 1 + \det(J^*) + \text{Tr}(J^*) > 0,
\]

or equivalently,

\[
|\text{Tr}(J^*)| < 1 + \det(J^*).
\]

Therefore, (25) is verified. This completes the proof. □

**Corollary 1.** (Local asymptotic stability of the DFE point.) The DFE point \( E^0 \) of the NSFD model (21) is locally asymptotically stable if \( R_0 \leq 1 \) and unstable if \( R_0 > 1 \).

**Proof.** From Theorem 2.1 in [4], we conclude that the DFE point \((S_0, I_0)\) of (24) is locally asymptotically stable if \( R_0 < 1 \) and unstable if \( R_0 > 1 \). Consequently, the local asymptotic stability of \( E^0 \) of (21) is proved. □
Remark 1. Summing up the results constructed in this section, we conclude that the NSFD model (21) is dynamically consistent to the continuous model (3), with respect to the positivity, boundedness, basic reproduction number and local asymptotic stability. Also, as will be suggested by numerical examples in the next section, the GAS of the model (3) is also preserved by the NSFD model (21).

To end this section, we investigate the convergence and error bounds for the NSFD scheme (21). We recall that a difference scheme is said to be convergent of order $p$ if the global error $e_n$ with $e_0 = 0$ and $e_n := y_n - y(t_n)$, satisfies (see [6, Section 3.2])

$$e_n = O(\Delta t^p), \quad n = 1, 2, 3, \ldots $$

Theorem 6. The NSFD scheme (21) is convergent of order 1.

Proof. Let $(S(0), I(0), R(0)) \in \mathbb{R}^3_+$ be any initial data for initial value problem (3). From the boundedness of (3) and (21) we set

$$C_S := \sup_{t \geq 0} S(t), \quad C_I := \sup_{t \geq 0} I(t), \quad C_R := \sup_{t \geq 0} R(t), \quad D_S := \sup_{n \geq 0} \{S_n\}, \quad D_I := \sup_{n \geq 0} \{I_n\}, \quad D_R := \sup_{n \geq 0} \{R_n\},$$

$$\Omega^{CD} := \{(S, I, R)| 0 \leq S \leq \max\{C_S, D_S\}, 0 \leq I \leq \max\{C_I, D_I\}, 0 \leq R \leq \max\{C_R, D_R\}\}.$$  

For each arbitrary but fixed step size $\Delta t > 0$, we denote

$$\Omega^D := \{(S, I, R)| 0 \leq S \leq D_S, 0 \leq I \leq D_I, 0 \leq R \leq D_R\}.$$  

Next, we denote by $F_1(S, I, R), F_2(S, I, R)$ and $F_3(S, I, R)$ the 1st, 2nd and 3rd equations of the right-side functions of the model (3). By the boundedness of $S(t), I(t), R(t)$ and the continuity of $g_1, g_2, g_3$, it is valid to set

$$L_S := \sup_{t \geq 0} |S'(t)|, \quad L_I := \sup_{t \geq 0} |I'(t)|, \quad L_R := \sup_{t \geq 0} |R(t)|, \quad L := M_S + M_I + M_R $$  

(26) and

$$m_j^S := \max_{(S, I, R) \in \Omega^{CS}} \left| \frac{\partial F_j}{\partial S}(S, I, R) \right|, \quad j = 1, 2, 3,$$

$$m_j^I := \max_{(S, I, R) \in \Omega^{CS}} \left| \frac{\partial F_j}{\partial I}(S, I, R) \right|, \quad j = 1, 2, 3,$$

$$m_j^R := \max_{(S, I, R) \in \Omega^{CS}} \left| \frac{\partial F_j}{\partial R}(S, I, R) \right|, \quad j = 1, 2, 3,$$

$$m := \max \left\{ \sum_{j=1}^{3} m_j^S, \sum_{j=1}^{3} m_j^I, \sum_{j=1}^{3} m_j^R \right\}.$$  

(27)

Let us denote by $G_1(S_n, I_n, R_n, \Delta t), G_2(S_n, I_n, R_n, \Delta t) \text{ and } G_3(S_n, I_n, R_n, \Delta t)$ the 1st, 2nd and 3rd equations of the system (23), respectively. It is easy to verify that

$$G_1(S_n, I_n, R_n, 0) \equiv S_n,$$

$$G_2(S_n, I_n, R_n, 0) \equiv I_n,$$

$$G_3(S_n, I_n, R_n, 0) \equiv R_n,$$

$$\frac{\partial G_j}{\partial \Delta t}(S_n, I_n, R_n) \equiv F_j(S_n, I_n, R_n), \quad j = 1, 2, 3.$$  

(28)
Assume that $\varphi''(\Delta t)$ exists for all $\Delta t \geq 0$. We set

$$
M_1 := \max_{(S_n, I_n, R_n) \in \Omega^D} \left| \frac{\partial^2 G_1}{\partial \Delta t^2}(S_n, I_n, R_n, \Delta t) \right|,
$$

$$
M_2 := \max_{(S_n, I_n, R_n) \in \Omega^D} \left| \frac{\partial^2 G_2}{\partial \Delta t^2}(S_n, I_n, R_n, \Delta t) \right|,
$$

$$
M_3 := \max_{(S_n, I_n, R_n) \in \Omega^D} \left| \frac{\partial^2 G_3}{\partial \Delta t^2}(S_n, I_n, R_n, \Delta t) \right|,
$$

$$
M := M_1 + M_2 + M_3.
$$

Now, using the Taylor’s theorem we obtain

$$
S(t_{n+1}) = S(t_n) + \Delta t F_1(S(t_n), I(t_n), R(t_n)) + \frac{\Delta t^2}{2} S''(\xi), \quad t_n < \xi < t_{n+1},
$$

$$
I(t_{n+1}) = I(t_n) + \Delta t F_2(S(t_n), I(t_n), R(t_n)) + \frac{\Delta t^2}{2} I''(\xi), \quad t_n < \xi < t_{n+1},
$$

$$
R(t_{n+1}) = R(t_n) + \Delta t F_3(S(t_n), I(t_n), R(t_n)) + \frac{\Delta t^2}{2} R''(\xi), \quad t_n < \xi < t_{n+1},
$$

Next, it follows from the Taylor’s theorem and \[(28)\] that

$$
S_{n+1} = S_n + \Delta t F_1(S_n, I_n, R_n) + \frac{\Delta t^2}{2} \frac{\partial^2 G_1}{\partial \Delta t^2}(S_n, I_n, R_n, \Delta t_S), \quad 0 < \Delta t_S < \Delta t,
$$

$$
I_{n+1} = I_n + \Delta t F_2(S_n, I_n, R_n) + \frac{\Delta t^2}{2} \frac{\partial^2 G_2}{\partial \Delta t^2}(S_n, I_n, R_n, \Delta t_I), \quad 0 < \Delta t_I < \Delta t,
$$

$$
R_{n+1} = R_n + \Delta t F_3(S_n, I_n, R_n) + \frac{\Delta t^2}{2} \frac{\partial^2 G_3}{\partial \Delta t^2}(S_n, I_n, R_n, \Delta t_R), \quad 0 < \Delta t_R < \Delta t.
$$

Similarly,

$$
\left| F_j(S(t_n), I(T_n), R(t_n)) - F_j(S_n, I_n, R_n) \right|
\leq \left| \frac{\partial F_j}{\partial S}(\xi_j)(S(t_n) - S_n) + \frac{\partial F_j}{\partial I}(\xi_j)(I(t_n) - I_n) + \frac{\partial F_j}{\partial R}(\xi_j)(R(t_n) - R_n) \right|
\leq \left| \frac{\partial F_j}{\partial S}(\xi_j) \right| |S(t_n) - S_n| + \left| \frac{\partial F_j}{\partial I}(\xi_j) \right| |I(t_n) - I_n| + \left| \frac{\partial F_j}{\partial R}(\xi_j) \right| |R(t_n) - R_n|,
$$

where $\xi_j$ ($j = 1, 2, 3$) are points between $(S(t_n), I(t_n), R(t_n))$ and $(S_n, I_n, R_n)$ and $m_j^S, m_j^I, m_j^R$ ($j = 1, 2, 3$) are given by \[(27)\].

Let us denote

$$
e_n^S = S(t_n) - S_n, \quad e_n^I = I(t_n) - I_n, \quad e_n^R = R(t_n) - R_n, \quad e_n = |e_n^S| + |e_n^I| + |e_n^R|.
$$

Then, from \[(30)\] we obtain

$$
|e_{n+1}^S| \leq |e_n^S| + \Delta t (m_1^S |e_n^S| + m_1^I |e_n^I| + m_1^R |e_n^R|) + \frac{\Delta t^2}{2} (L_1 + M_1),
$$

$$
|e_{n+1}^I| \leq |e_n^I| + \Delta t (m_2^S |e_n^S| + m_2^I |e_n^I| + m_2^R |e_n^R|) + \frac{\Delta t^2}{2} (L_2 + M_2),
$$

$$
|e_{n+1}^R| \leq |e_n^R| + \Delta t (m_3^S |e_n^S| + m_3^I |e_n^I| + m_3^R |e_n^R|) + \frac{\Delta t^2}{2} (L_3 + M_3),
$$

$$
|\Delta t| \leq |\Delta t|.
$$
which implies that
\[ e_{n+1} \leq (1 + m\Delta t)e_n + \frac{\Delta t^2}{2}(L + M), \]  
where \( L, m \) and \( M \) are defined by (26), (27) and (29), respectively.

For convenience, we set \( \tau = L + M \). It follows from (33) that
\[ e_{n+1} \leq (1 + m\Delta t)e_n + \frac{\Delta t^2}{2} \sum_{j=0}^{n}(1 + m\Delta t)^j = \frac{\tau\Delta t^2}{2m}[e^{m(n+1)t_n} - 1]. \]

Combining (34) and the well-known inequality \( e^x \geq x + 1 \) for \( x \geq 0 \) we obtain
\[ e_{n+1} \leq \frac{\tau\Delta t}{2m}[e^{m(n+1)t_n} - 1] = \frac{\tau\Delta t}{2m}[e^{mt_{n+1}} - 1]. \]

This is the desired conclusion. The proof is complete. \( \square \)

By the estimate (35) we obtain the following result.

**Corollary 2.** The following estimate holds for the NSFD scheme (21)
\[ |S(t_n) - S_n| + |I(t_n) - I_n| + |R(t_n) - R_n| \leq \frac{\tau\Delta t}{2m}[e^{mt_n} - 1] \]
for \( n = 0, 1, 2, \ldots \).

4. Numerical experiments

In this section, we report some numerical examples to support the theoretical results. For this purpose, we consider the model (1) with the incidence function
\[ f(S, I) = \frac{\alpha SI}{1 + aS + bI + cSI}, \]
where \( \alpha, a, b, c > 0 \). More precisely, the model under consideration is
\[
\begin{align*}
\frac{dS}{dt} &= \Lambda - \frac{\alpha SI}{1 + aS + bI + cSI} - (\mu_0 + \nu)S, \\
\frac{dI}{dt} &= \frac{\alpha SI}{1 + aS + bI + cSI} - (\mu_0 + \mu_1 + \beta)I, \\
\frac{dR}{dt} &= \beta I + \nu S - \mu_0 R.
\end{align*}
\]

The basic reproduction number of the model (36) is given by
\[ R_0 = \frac{\alpha \Lambda}{(\mu_0 + \mu_1 + \beta)(\mu_0 + \nu + a\Lambda)}. \]
**Example 1** (Dynamics of the NSFD scheme and standard ones). Consider the model \( (36) \) with following parameters. In Table 1, the term "GAS" stands for the globally asymptotically stable equilibrium point.

| Parameter | Value | Source | Parameter | Value | Source |
|-----------|-------|--------|-----------|-------|--------|
| \( \Lambda \) | 0.8 | Assumed | \( \mu_0 \) | 0.000232 | [45] |
| \( \alpha \) | 0.5 | Assumed | \( \nu \) | 0.001 | Assumed |
| \( a \) | 0.8 | Assumed | \( \mu_1 \) | 0.0000547 | [54] |
| \( b \) | 0.9 | Assumed | \( \beta \) | 0.8 | Assumed |
| \( c \) | 0.95 | Assumed | \( R_0 \) | 0.7795 | Computed |

\( E^0 = (649.35, 0, 2798.90) \)

We use the standard Euler scheme, the second-order Runge-Kutta (RK2) scheme and the NSFD scheme with \( \varphi(\Delta t) = \Delta t \) to solve the model with initial data \( (S(0), I(0), R(0)) = (500, 100, 2000) \). The numerical solutions generated by these schemes with various step sizes are depicted in Figures 1-9.

From the obtained results we see that the approximations generated by the Euler and RK2 schemes are negative and unstable. Hence, the positivity, boundedness and stability of the HBV model are destroyed. The similar result can be found in previous works on NSFD schemes for differential equations [15, 16, 17, 18, 19, 20, 31, 32]. Conversely, the approximations generated by the NSFD scheme preserve the essential qualitative properties of the continuous model regardless of the chosen step sizes. In particular, the results in Figures 7-9 indicate that the dynamics of the NSFD scheme does not depend on the step sizes. This can be explained by the theoretical analyses constructed in Section 3.
Figure 1: The S-component generated by the Euler and NSFD schemes with $\Delta t = 2.5$ after 80 iterations.

Figure 2: The I-component generated by the Euler and NSFD schemes with $\Delta t = 2.5$ after 80 iterations.
Figure 3: The R-component generated by the Euler and NSFD schemes with $\Delta t = 2.5$ after 80 iterations.

Figure 4: The S-component generated by the RK2 and NSFD schemes with $\Delta t = 2.5$ after 80 iterations.
Figure 5: The I-component generated by the RK2 and NSFD schemes with $\Delta t = 2.5$ after 80 iterations.

Figure 6: The R-component generated by the RK2 and NSFD schemes with $\Delta t = 2.5$ after 80 iterations.
Figure 7: The S-component generated by the NSFD scheme with $\Delta t = 1.0$, $\Delta t = 2.0$ and $\Delta t = 5.0$.

Figure 8: The I-component generated by the NSFD scheme with $\Delta t = 1.0$, $\Delta t = 2.0$ and $\Delta t = 5.0$. 
Example 2 (Dynamics of the HBV model when $R_0 < 1$). *The aim of this example is to examine the dynamics of the model (3) when $R_0 < 1$. For this purpose, consider the model (3) with following parameters.*

Table 2: The parameters used in Example 2

| Parameter | Value | Source | Parameter | Value | Source | GAS     |
|-----------|-------|--------|-----------|-------|--------|---------|
| $\Lambda$ | 0.232 | [45]   | $\mu_0$   | 0.000232 | [45]   | $E^0 = (126.64, 0, 873.36)$ |
| $\alpha$  | 0.0009 | [45]   | $\nu$     | 0.0016  | Assumed|         |
| $a$       | 0.25   | Assumed| $\mu_1$   | 0.0000547 | [54]  |         |
| $b$       | 0.50   | Assumed| $\beta$   | 0.25   | Assumed|         |
| $c$       | 0.75   | Assumed| $R_0$     | 0.0139 | Computed|         |

In this case, the DFE point $E^0$ is globally asymptotically stable. We use the NSFD scheme (3) with $\varphi(\Delta t) = \Delta t$ and $\Delta t = 10^{-4}$ to simulate the dynamics of the HBV model. The obtained phase spaces are depicted in Figure 10. In this figure, each blue curve represents a phase space corresponding to a specific initial data, the red circle indicates the location of the DFE point and the green arrows describe the evolution of the HBV model. It is clear that the GAS of $E^0$ as well as the dynamical properties of the HBV model are confirmed.
Example 3 (Dynamics of the HBV model when $R_0 > 1$). In this example, we investigate the dynamics of the model (3) when $R_0 > 1$. For this reason, consider the model (3) with following parameters.

| Parameter | Value | Source | Parameter | Value | Source | GAS |
|-----------|-------|--------|-----------|-------|--------|-----|
| $\Lambda$ | 0.2   | Assumed| $\mu_0$   | 0.000232 | [45]   | $E^* = (19.60, 6.95, 1004.80)$ |
| $\alpha$  | 0.005 | Assumed| $\nu$     | 0.0016  | Assumed|     |
| $a$       | 0.5   | Assumed| $\mu_1$   | 0.0000547| [54]   |     |
| $b$       | 0.1   | Assumed| $\beta$   | 0.025   | Assumed|     |
| $c$       | 0.2   | Assumed| $R_0$     | 0.0139  | Computed|     |

In this case, the DEE point $E^*$ is globally asymptotically stable. We use the NSFD scheme (2) with $\varphi(\Delta t) = t$ and $t = 10^{-4}$ to solve the HBV model. The obtained phase spaces are depicted in Figure 11. Similarly to Example 2, the GAS of $E^0$ as well as the dynamical properties of the model are shown.
5. Conclusions and open problems

In this work, we have studied dynamics of a generalized hepatitis B epidemic model and its dynamically consistent NSFD model. The positivity, boundedness, the basic reproduction number and asymptotic stability properties of the model have been analyzed rigorously. It was proved, by the Lyapunov stability theory and the Poincare-Bendixson theorem in combination with the Bendixson-Dulac criterion, that the DFE point is globally asymptotically stable if the basic reproduction number $R_0 \leq 1$ and the DEE point is globally asymptotically stable whenever $R_0 > 1$. Besides, the Mickens’ methodology was applied to formulate a dynamically consistent NSFD model for the continuous model. By rigorously mathematical analyses we have shown that the constructed NSFD scheme preserves essential mathematical features of the continuous model for all finite step sizes. Finally, the numerical experiments are conducted to illustrate the theoretical findings and to demonstrate advantages of the NSFD scheme over standard ones. The obtained results provided important improvements for the ones presented in [36] and [59].

Based on the approach in [36], we can also use the optimal control strategy for the model (3) to eliminate the spreading of the HBV. This is a very interesting and important problem with many useful applications in
real-world applications.

Although the constructed NSFD scheme is only convergent of order 1, its main advantage is that it can preserve the essential properties of the continuous model for all finite step sizes. On the other hand, it can be easily combined with extrapolation techniques or variable step-size strategies to improve the accuracy. The most important thing is that it can be operate well regardless of step sizes.

In the near future, optimal control strategies and high-order NSFD schemes for the model and its extensions will be studied. Additionally, the practice applications of the HBV model will be also considered.
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