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Abstract

Structured pruning is a well-known technique to reduce the storage size and inference cost of neural networks. The usual pruning pipeline consists of ranking the network internal filters and activations with respect to their contributions to the network performance, removing the units with the lowest contribution, and fine-tuning the network to reduce the harm induced by pruning. Recent results showed that random pruning performs on par with other metrics, given enough fine-tuning resources. In this work, we show that this is not true on a low-data regime when fine-tuning is either not possible or not effective. In this case, reducing the harm caused by pruning becomes crucial to retain the performance of the network. First, we analyze the problem of estimating the contribution of hidden units with tools suggested by cooperative game theory and propose Shapley values as a principled ranking metric for this task. We compare with several alternatives proposed in the literature and discuss how Shapley values are theoretically preferable. Finally, we compare all ranking metrics on the challenging scenario of low-data pruning, where we demonstrate how Shapley values outperform other heuristics.

1 Introduction

Pruning, as a method to compress Deep Neural Networks (DNNs) and hence to reduce their memory footprint and inference time, has gained significant interest in the research community as well as in the industry over the last decade. Several works have shown that these models are often highly overparameterized and that it is possible to prune a part of the weights, activations, or layers without degrading the network performance significantly [22][3]. When discussing pruning, the literature distinguishes between unstructured and structured pruning. With unstructured pruning, the network weights can be removed independently from each other [13][9][23][38]. While this is very effective for network compression (as it leaves the pruning algorithm many degrees of freedom to operate on the network connectivity), the pruning does not translate directly into a faster inference on modern hardware, which is not optimized for sparse computations. In this work, we focus instead on structured pruning [17][24][29][27][15]. In this case, the size of the weight tensor is reduced by a slicing operation, thus also immediately reducing the number of floating-point operations (FLOPs) required for the forward and backward passes. For densely connected layers, this translates into removing a neuron, with all its incoming and outgoing edges. For convolutional layers, the most common approach is to remove convolutional filters [17][29][15][24]. In the remainder of the paper, we will refer to structured pruning every time we talk about pruning without further specification.
Typically, pruning is performed by first training a large network and then removing the least important units according to the ranking provided by an attribution metric, sometimes also called “importance score” [24] or “pruning criterion” [29] [28]. This metric essentially estimates the importance of each unit for the end task, thus allowing the identification of the least relevant units as the ones to be pruned, up to a target sparsity ratio. Several previous works proposed attribution metrics based on heuristics or linear approximations of the model [24] [17] [29] [28]. Notably, empirical comparisons on image classification and object detection tasks showed that there is no significant difference between these metrics and that they do not yield significantly better results than random pruning [28]. In this paper, we complement this analysis showing instead theoretical differences as well as significant performance gaps in a low-data regime, when the original training data is not available for fine-tuning, e.g., when the original training data is not public or in a transfer learning setting.

Our contributions are as follows: 1) by analyzing the pruning problem on a simple interpretable model, we suggest a number of desirable properties that an ideal attribution metric should satisfy; we then compare the behavior of four proposed metrics in this setting and show how they are sub-optimal for the task of estimating the importance of prunable units; 2) based on these observations, we propose to estimate the contribution of each unit using Shapley values [30], a classic result from cooperative game theory that is uniquely characterized by a collection of desirable properties; 3) we demonstrate empirically that Shapley values can identify units having a negative impact on the performance of a model and reduce the harm induced by structured pruning.

2 Background

Consider a feed-forward neural network $f$, composed of a chain of $L$ layers, each performing a (non-)linear transformation $f^{(l)}$ on the activation $z^{(l-1)}$ of the previous layer:

$$f(x) = (f^{(1)} \circ f^{(2)} \circ ... \circ f^{(L)})(x)$$

$$z^{(l)} = f^{(l)}(z^{(l-1)}); \quad z^0 = x,$$

where $x$ is an input example fed into the network. In practice, multiple inputs $x_i \in X$ are usually processed in parallel.

When $f^{(l)}$ is a fully-connected layer, the activation $z^l \in \mathbb{R}^n$ is a vector where each element $z^l_1, ..., z^l_n$ represents the output of a neuron after the non-linearity (e.g. the ReLU) is applied. In this case, structured pruning is performed by removing one or more of the units $z^l_i$, which implicates removing the corresponding rows from the 2-dimensional parameter tensor $w^l \in \mathbb{R}^{n \times m}$ as well as all the parameters interacting with $z^l_i$ on the following layer $f^{l+1}$. In the case of convolutional layers, the activation $z^l \in \mathbb{R}^{n \times w \times h}$ is a multi-variate tensor where $n$ is the number of output channels while $w$ and $h$ represent the width and height of these channels respectively. In this case, we are interested in removing one or more channels $z^l_i \in \mathbb{R}^{w \times h}$, which allows us to remove the corresponding filters from the parameters of the layer. As for dense layers, the parameter tensor of the following layers will be also shrunk accordingly. Notice that, for both fully-connected and convolutional layers, the pruning happens along a single dimension of the activation tensor. The elements $z^l_i$ along this dimension, which together constitute the activation $z^l = [z^l_1, ..., z^l_n]$, will be referred to as “prunable units” in the remainder of the paper. Given this notation, pruning can be formulated as the problem of finding the optimal subset $P^l \subseteq \{z^l_1, ..., z^l_n\}$ of units that can be removed from each layer $l$ to either 1) reach a target computational cost while minimizing the loss in performance, or 2) minimize the computational cost within a certain budget of performance loss.

2.1 Typical pruning algorithm

In this work, we consider a typical iterative pruning strategy [17] [24] [27] [29]. This consists of three stages: 1) training a (large) network, 2) pruning one layer (usually starting from the outermost), 3) fine-tuning the network and repeating the steps (2-3) with the previous layer. Once all layers are pruned, the final network is fine-tuned once again. It has been empirically showed that iterating (2-3) by pruning only one layer at each iteration provides better results than pruning all layers at once, which might cause larger damage not recoverable by fine-tuning [24] [27].

In the setting that we analyze, performing step (2) as described above requires that each prunable activation $z^l_i$ is assigned an attribution value $R^l_i$ indicating its contribution to the performance of the
network, i.e. to the maximization of the accuracy or the minimization of the loss. Activations can be ranked based on their attributions and the pruning is performed retaining only those activations that rank among the top-$k$, with $k < n$. The pruning ratio $k/n$ is typically a hyper-parameter provided by the user [17, 24, 27, 29].

2.2 Attribution metrics

The choice of the attribution metric might affect the extent of the performance degradation after pruning as well as the effectiveness of fine-tuning for recovering the original performance. In the following, we describe four attribution metrics proposed in the literature.

**1-Norm of the weights.** The attribution is set equal to the absolute sum of the weights connected to each activation [24]. This metric does not consider the behavior of the model when provided with input data but is rather based on the argument that weights with a very low average magnitude will lead to small activations and that these, in turn, will have little influence on the network output.

**Average Percentage of Zeros (APoZ).** The APoZ metric is computed as the fraction of times a ReLU unit is inactive with respect to the number of times the unit is evaluated when tested over a dataset $D$ [17]. The attribution scores would be then $R_i = 1 - APoZ(z_i)$ as activations with large APoZ are considered not to contribute much to the network performance.

**Sensitivity.** The attribution is set to be the norm of the gradient of the activation with respect to the network loss $L$, averaged over a dataset $D$ [28].

$$R_i^s = \frac{1}{|D|} \sum_{x, y \in D} \left\| \frac{\partial L(x; y)}{\partial z_i} \right\|_1 \quad (2)$$

**Taylor expansion.** Based on the first-order Taylor approximation of the loss function, [29] suggested defining the attribution score as the gradient of the loss with respect to the activation multiplied with the activation itself. When the activation $z_i$ is multi-variate, with $M$ being the length of the vectorized activation, each component is summed up before taking the absolute value:

$$R_i^t = \frac{1}{|D|} \sum_{x, y \in D} \left| \frac{1}{M} \frac{\partial L(x; y)}{\partial z_i}^T z_i \right| \quad (3)$$

3 Axiomatic Comparison of Pruning Metrics

We notice that the metrics described above are based on heuristics or first-order approximations of the model. In this section, we endorse an axiomatic approach to discuss desirable properties that an attribution method should satisfy in order to perform optimal pruning and we show that existing metrics fail at satisfying one or more of these properties in a simple scenario, an observation that will lead us to a possible alternative.

![Figure 1 & Table 1: Implementation of $y = \max(x_1, x_2)$ with 4 ReLU units ($y = 0.5 \cdot \max(0, -x_1 + x_2) + 0.5 \cdot \max(0, x_1 - x_2) + 0.5 \cdot \max(0, x_1 + x_2) + 0$). We assume $x_1, x_2 \sim U[0, 10]$ and a MSE loss. Notice that the loss is zero with all inputs in the domain and (D) is the only unit that can be pruned without affecting the model. In red we highlight attributions that violate the assumptions listed in Sec 3. Shapley values (SV) correctly identifies (D) as having no impact on the output and sum up the expected loss gap if all units were pruned, i.e., $L_{\emptyset} - L = L_D = 50$. For the analytical derivation, see the Supplementary material.](image-url)
Let us consider the model in Figure 1 which illustrates a ReLU network that perfectly implements the function \( y = \max(x_1, x_2) \) for \( x_1, x_2 \geq 0 \), with 4 hidden units and ReLU non-linearity. The configuration is such that pruning unit (D) would cause no harm to the model while removing any of the other units would cause an increment of the average loss, which we assume to be the mean-squared error between the network output and the expected output. Notice also that, while units (A-B-C) are all useful to perform the considered task, (A) and (B) are only active for 50% of the possible \((x_1, x_2)\) input pairs, therefore removing either of them would cause a lower expected harm than removing unit (C). Moreover, (A-B) are symmetric: by construction, they contribute equally to the task in the given domain, as the different weights before and after the ReLU are balanced. Given that the mechanics of this model are well-understood, we formulate four assumptions for an ideal pruning criterion:

1. unit (D) should be identified as prunable, having no impact on the output;
2. units (A-B) should be assigned the same attribution since their perfect symmetry (and the symmetry of the input domain) suggests there should be no preference in pruning either one;
3. units (A-B-C) should have non-zero attributions, as they are all contributing to the task;
4. units (A-B) should be identified as having lower attribution than unit (C) because pruning either one would still allow the network to perfectly solve the task in half of the domain;

Table 1 shows the attributions computed according to the metrics presented above. Notice that both the \( l_1 \)-norm of the weights and the APoZ metrics fail at identifying the only unit (D) as prunable, thus violating (1). In this case, the problem lies in that both metrics ignore the network behavior after the considered layer, thus producing attributions that do not necessarily reflect the real contribution of a unit to the final loss. While in our example this is due to a single weight being zero, a more complex network configuration might cause the same effect. Moreover, the weight norm also violates assumption (2) by not considering different amplification effects that might follow.

On the other hand, the Sensitivity and Taylor metrics address the aforementioned issue by considering the flow of information up to the network loss thanks to the gradient statistics. We notice that both Sensitivity and Taylor expansion have been studied in the literature of Explainable Artificial Intelligence (XAI) as metrics to produce local explanations of a DNN behavior, i.e., to identify which input features to a network are mostly affecting the observed output [33][32][1]. In fact, this connection should come at no surprise given that the problem of quantifying the influence of one input feature is not dissimilar to the one of quantifying the influence of an internal activation (with the only caveat that pruning requires an attribution score averaged over multiple possible inputs while local explanations are generated to explain a specific input-output pair). Several works also demonstrated the limitations of pure gradient-based metrics for the problem of quantifying the importance of features, as the information provided by the gradient is only valid on a local neighborhood of the considered input [47][31].

While the one we considered is a simple toy example, assumptions (1-4) arguably constitute an important guideline towards the development of principled pruning techniques for more complex models. In the next section, we will discuss a provably unique solution in this direction.

### 3.1 Shapley value attributions

Given the activations at one specific layer \( z^l \), the output (and the loss) of the model does not depend on the activations of the previous layers. Therefore, we can write the network loss as a function of \( z^l \):

\[
\hat{L}(z^l; y) := L((f^{(l+1)} \circ ... \circ f^{(L)})(z^l); y) = L(x; y)
\]

This formulation helps underlying the fact that the loss only depends on the units in \( z^l \), therefore it makes sense to quantify the marginal contribution of each of them to the loss gap that exists between the extreme case where all units are removed (random output, large loss value) and the case where all units are left to contribute to the output.

This is a well-study problem in the literature of cooperative game theory. Consider a set of \( N \) players \( P \) and a function \( \hat{f} \) that maps each subset \( S \subseteq P \) of players to a real number, modeling the outcome of a game when players in \( S \) participate in it. Shapley Value [30] is one way to quantify the marginal contribution of each player to the result \( \hat{f}(P) \) of the game when all players participate. For a given
player $i$, its Shapley value can be computed as:

$$R_i = \sum_{S \subseteq \mathcal{P}\setminus\{i\}} \frac{|S|!(|P| - |S| - 1)!}{|P|!} [\hat{f}(S \cup \{i\}) - \hat{f}(S)]$$

(5)

The Shapley value for player $i$ defined above can be interpreted as the average marginal contribution of player $i$ to all possible coalitions $S$ that can be formed without it. Back to our problem, we can now model each prunable unit $z_1', ..., z_n' \in \mathcal{P}$ as one player and the function $\hat{f}(S)$ as the network loss. While $\hat{f}$ is a set function, we can replace $\hat{f}(S)$ in Eq. 5 with $\mathcal{L}(\mathbf{z}_S')$, where $\mathbf{z}_S'$ indicates the original activation vector $\mathbf{z}'$ where all features not in $S$ have been removed. Notably, it can be proved that Shapley value is the only way of assigning attributions to players that satisfies the following four properties [30], which we present formulated in our context:

**Null player.** If the loss does not depend on a particular activation, then its attribution is zero. This property guarantees that our assumption (1) in Section 2 is satisfied, identifying unit (D) as having zero attribution.

**Symmetry.** If the loss function depends on two activations but not on their order (i.e. the values of the two activations could be swapped, never affecting the loss), then the two activations receive the same attribution. This property guarantees that the assumption (2) in Section 2 is satisfied, with units (A) and (B) receiving the same attribution.

**Linearity.** If the loss function $f$ can be seen as a linear combination of the loss functions of two sub-networks (i.e. $f = a \times f_1 + b \times f_2$), then any attribution should also be a linear combination, with the same weights, of the attributions computed on the sub-networks, i.e. $R_i'(\mathbf{z}|f) = a \times R_i'(\mathbf{z}|f_1) + b \times R_i'(\mathbf{z}|f_2)$, where $R_i'(\mathbf{z}|f)$ denotes the attributions for the DNN that implements the loss $f$. This is a natural property to expect, justified by the need of preserving linearities within the function being explained [30][37].

**Efficiency.** Attributions sum up to the difference between the loss evaluated when all activations are enabled and the loss evaluated when all activations are pruned, i.e. $\sum_{i=1}^n R_i' = \Delta \mathcal{L} = \mathcal{L}(\mathbf{z}_0'; y) - \mathcal{L}(\mathbf{z}'; y)$. In our context, this property is particularly interesting because it guarantees that, if $\Delta \mathcal{L} > 0$, then some units will be assigned a non-zero attribution, which is not necessarily true for gradient-based methods, as we have discussed before. Moreover, it allows us not only to produce a ranking based on Shapley value but also to assign a well-defined meaning to the magnitude of the attributions with respect to the loss gap: $R_i'$ is the expected loss increment that would occur when unit $z_i$ is pruned on top of a random subset of other units. This property gives us precise guarantees for the partitioning of the attributions, which is necessary for our assumptions (3) and (4).

The results in Table 1 shows that Shapley value attributions are the only that satisfy the assumptions (1-4) in our toy example, overcoming the limitations of other heuristics.

### 3.2 Computational considerations

It is immediately evident that computing Eq. 5 exactly would require $O(2^{|z'|})$ network evaluations, where $|z'|$ indicates the number of prunable units on layer $l$. Intuitively, this is required to evaluate the contribution of each activation with respect to all possible subsets that can be enumerated with the other ones. Clearly, the exact computation of Shapley values is computationally unfeasible for more than 15-20 activations. On the other hand, several sampling-based approximation methods have been proposed [4][36][2] as well as approximations specifically designed for DNNs [2]. In our experiments, we have chosen to use a sampling algorithm [4] because it is easy to implement and provides an unbiased approximation of the Shapley values in $O(K|\mathbf{z}'|)$, where $K$ is the number of samples taken. The full pruning algorithm in pseudo-code is provided in the Supplementary Material. Our PyTorch implementation is available online [1]. While several loss evaluations are necessary, notice that 1) no back-propagation through the network is needed, thus allowing the processing of larger

---

1. Assuming a binary setting where activations are either enabled or disabled. When players can have different levels of demand, continuous variants of Shapley Value like Aumann-Shapley and Serial Cost methods also satisfy these properties [10].

2. [https://github.com/marcoancona/TorchPruner](https://github.com/marcoancona/TorchPruner)
batches in parallel and 2) when processing the activations of layer \( l \), the forward-pass can be limited to layers \( f^{l+1}, \ldots, f^L \) with a significant saving in computations. As an example, on VGG16 with 15M parameters trained on CIFAR-10, computing approximate Shapley values (\( K = 5 \)) for all activations of a single layer on 100 input images takes between 4 and 22 seconds on a single Titan X GPU. The actual time depends on the number of activations and the position of the layer in the model. While this is significantly more than for other attribution metrics, we argue that this time is still negligible compared to training the original model. Moreover, more sophisticated approximation methods, like DASP [2], might further speed-up the computation.

### 3.3 The role of sign for attributions

The reader might have noticed that all attribution methods described in Section 2 provide positive attributions, i.e., they indicate the magnitude of the contribution of each prunable unit to the output but not the direction of this contribution. On the contrary, Shapley values as described by Eq. 5 can take negative values. In fact, we argue there is no reason to assume that one unit could not have a negative attribution when it degrades the overall performance of the network. In these cases, a signed attribution method would be beneficial to make sure harmful units are pruned first.

In order to verify that Shapley values can indeed identify negatively-contributing units, we considered a randomly initialized fully-connected DNNs with two hidden layers of 2048 units each and equipped with a LeakyReLU non-linearity. We computed the Shapley values for all prunable units using the MNIST [21] and CIFAR-10 [19] datasets on this network targeting the average loss of 10,000 samples taken from the respective training sets. Without performing any training, we then pruned all units with negative average attribution, leaving the remaining parameters at their initialization value. We run this process with five random initializations and the best pruned networks increased its test accuracy to 50.01% on MNIST and to 23.25% on CIFAR-10, a significant improvement over the initial baseline (\( \approx 10\% \)). This is remarkable considering that the weights have not been trained at all. In this case, the pruning acts as optimization for the given task. The phenomenon suggests that 1) given a large number of parameters, even a random initialization might produce sub-graphs that partially solve the given task with random weights, and 2) there might exist units that play a negative role for the given task, such that pruning them would increase the overall performance. Given these observations, we argue that an optimal pruning strategy should rely on signed attributions methods.

In practice, however, using the absolute value of the attributions was found producing better results [29, 23]. Examining the Shapley values of individual units across several inputs, we found that the same units can have a large positive attribution on some of the examples while showing a large negative attribution on others (details in the Supplementary material). In these cases, a naive average aggregation over the samples might assign a low, or even negative, attribution to some units without general consensus. The resulting ranking promotes the pruning of units that might be particularly important to handle a significant part of the input distribution. We argue this is not desirable, as it is important to preserve the network performance on most of the input data. This could be achieved using a more conservative aggregation function. We found that a simple ranking based on mean plus twice the standard deviation of the attributions is more robust and produces significantly better results without sacrificing the ability to detect a negative impact on the output when there is a large consensus among the input samples. We use this ranking for all experiments that follow.

### 4 Empirical evaluation

Having discussed the theoretical properties of Shapley values, we now present two experiments that will aid the comparison with the existing metrics presented in Section 2. Additional results and details on the experimental setup can be found in the Supplementary material.

#### 4.1 Layer-wise pruning robustness

In order to compare the different metrics and factor-out other variables that might affect the result, we test the robustness of a model by pruning each of its layers independently and measuring how the performance decreases. This analysis is similar in spirit to the “initial damage” evaluation by [28], except that we prune one unit at a time and measure its direct effect on the network output, layer by layer. Fig. 2 illustrates the test loss and accuracy while convolutional filters are sequentially removed
at one specific layer of a VGG16 model \cite{simonyan2014very} trained on CIFAR-10 with 93.3\% initial test accuracy. Filters are pruned following the ranking given by different attribution methods. If an attribution method better identifies the least important filters, we expect the loss (accuracy) to increase (decrease) slower while these units are removed. To obtain a quantitative metric across all layers, we compute the Area Under the Curve (AUC) of the loss as follows:

\[
AUC(X, y) = \frac{1}{N} \sum_{l=1}^{L} \sum_{i \in O_l} L_i'(X; y) - L(X; y),
\]

where \(N\) is the number of total prunable units in the network, \(L\) is the number of prunable layers and the inner sum is over the indices \(i\) of the prunable units, sorted at each layer according to the ranking \(O_l\) provided by the attribution metric. \(L_i'\) indicates the loss when all units up to \(i\) have been pruned. The AUC aggregated results in Table 2 show that pruning based on Shapley value produces less performance degradation than other metrics on average.

|     | APoZ | ||w||1 | Sensitivity | Taylor | Random | Shapley values |
|-----|------|------|-------|-------------|--------|---------|----------------|
| FMNIST | 0.30 | 0.19 | 0.24  | 0.20        | 0.29±0.02 | 0.11±0.00 | |
| CIFAR-10 | 0.56 | 0.47 | 0.47  | 0.47        | 0.48±0.01 | 0.31±0.01 | |

Table 2: Test loss AUC, summed over all prunable layers and normalized by the total number of units. A smaller value indicates that the performance degrades slower. Standard deviation over 5 runs is reported when applicable.

4.2 Pruning in low-data regime

A recent work showed that fine-tuning a network after pruning leads to the same recovery in performance regardless of the pruning criterion that had been used \cite{molchanov2016pruning}. The authors found that, given enough training data and fine-tuning time, the network plasticity allows closing the performance gap between different metrics, including random pruning. We observed the same phenomenon in our experiments, as reported in the Supplementary material: as the amount of data available for fine-tuning increases, the performance gap between different metrics becomes smaller.

Here we focus instead on a low-data regime, when either the original training data is not available or when transfer learning is used to adapt a pre-trained network to a smaller dataset. We consider two VGG16 models, the first pre-trained on CIFAR-10 (15M parameters) and the second pre-trained on ImageNet and fine-tuned on the more challenging Caltech-UCSD Birds 200 (CUB-200) dataset \cite{wah2011caltech} (135M parameters). We randomly take aside 100 examples from each test set, since these have not been seen by the network during training, and we use these samples to compute the attribution metrics. We keep the remaining examples in the original test set for the final performance evaluation. Then we prune the network sequentially, one layer at the time, with no fine-tuning as in \cite{molchanov2016pruning}. As recommended by others \cite{molchanov2016pruning}, we do not prune the first four convolutional layers, which have very few filters, because this leads to negligible computational saving with a large drop of accuracy. After pruning each layer, we measure the network accuracy on the large test set we kept aside.

The results are reported in Figure 3 for two levels of pruning. First, we notice that at low pruning ratio the network performance is well-retained by pruning up to layer 7, after which the accuracy
decreases fast as we prune the last four layers. Notably, the ranking of the different attribution metrics varies largely among datasets and pruning ratios. For example, while random pruning is particularly effective when removing a small amount of units on CIFAR-10, second only to Shapley values, it performs poorly on CUB-200. Conversely, Taylor is the second best metric on CUB-200, in agreement with the results of \cite{29}, but it only performs average on the CIFAR-10 dataset. Shapley values shows consistently best results across the four experiments.

5 Other Related Work

To increase the pruning effectiveness, sparsity can be artificially promoted during training with suitable regularization, either in unstructured \cite{35,26} or structured \cite{20,25} settings. While we do not enforce any prior, these could be used with our pruning pipeline encouraging units with low absolute attribution. Other works proposed to find sparse convolutional networks by greedily optimizing for the reconstruction error on the following layer \cite{27} or as a solution of a LASSO regression \cite{15}. A different approach is to tackle sparsity with meta-learning \cite{6} and reinforcement-learning \cite{14}. In contrast, we analyze networks trained in a traditional fashion and focus our attention on the problem of estimating the importance of internal units for the solution of a given task.

A recent work draws the connection between pruning and explainability \cite{40}. The authors propose Layer-wise Relevance Propagation (LRP) as an attribution metric for pruning. While this paper focused on attribution methods that do not require a dedicated layer implementation, we provide an axiomatic comparison with LRP in the Supplementary material.

Recently, \cite{9} showed that most DNNs might contain smaller sub-networks (winning tickets) that, thanks to their fortuitous weights initialization, can achieve the same performance of a full model when trained in isolation. These results have been improved by \cite{23,38}, while \cite{41} showed that pruning on a random-initialized network can improve its performance well-beyond chance with no training. All these works focused on unstructured pruning. In contrast, we show that in a structured pruning setting it is also possible to find harmful units thanks to signed attribution methods.

Besides pruning, distillation \cite{3,16}, quantization \cite{11,5,12} and low-rank approximation \cite{8} are other possible strategies for reducing the network inference cost. Architectures that are specifically engineered to be one order of magnitude smaller than traditional ones are also possible \cite{18}. While we focus on pruning, these strategies can be often combined for better results \cite{12}.

6 Conclusions

In this work, we first compared four popular heuristics to estimate the contribution of the internal units of a DNN with respect to its performance. We discussed the theoretical limitations of these metrics, highlighting failure cases on a simple, interpretable model. Then we proposed the use of Shapley values, a classic solution from cooperative game theory, to provably overcome such limitations. Finally, we discussed the role of the sign for attribution methods and showed empirically that structured pruning based on Shapley values causes less initial harm and better retains the
network performance. As research on this area continues, we hope that this work will encourage the exploration of principled pruning metrics as well as faster approximation techniques for Shapley values tailored to this application.

Acknowledgments and Disclosure of Funding

The authors would like to thank Dr. Tobias Günther for the support and useful discussion.

References

[1] ACONA, Marco; CEOLINI, Enea; ÖZTIRELI, Cengiz; GROSS, Markus: Gradient-based attribution methods. In: Explainable AI: Interpreting, Explaining and Visualizing Deep Learning. Springer, 2019, S. 169–191

[2] ACONA, Marco; ÖZTIRELI, Cengiz; GROSS, Markus: Explaining Deep Neural Networks with a Polynomial Time Algorithm for Shapley Values Approximation. In: Proceedings of the 36th International Conference on Machine Learning (PMLR) Bd. 97. Long Beach, California, 2019

[3] BA, Jimmy; CARUANA, Rich: Do Deep Nets Really Need to be Deep? In: GHAHRA-MANI, Z. (Hrsg.); WELLING, M. (Hrsg.); CORTES, C. (Hrsg.); LAWRENCE, N. D. (Hrsg.); WEINBERGER, K. Q. (Hrsg.): Advances in Neural Information Processing Systems 27. Curran Associates, Inc., 2014, S. 2654–2662. – URL http://papers.nips.cc/paper/5484-do-deep-nets-really-need-to-be-deep.pdf

[4] CASTRO, Javier; GAMEZ, Daniel; TEJADA, Juan: Polynomial calculation of the Shapley value based on sampling. In: Computers and Operations Research 36 (2009), Nr. 5, S. 1726 – 1730. – Selected papers presented at the Tenth International Symposium on Locational Decisions (ISOLDE X). – ISSN 0305-0548

[5] CHEN, Wenlin; WILSON, James; TYREE, Stephen; WEINBERGER, Kilian; CHEN, Yixin: Compressing neural networks with the hashing trick. In: International conference on machine learning, 2015, S. 2285–2294

[6] CHIN, Ting-Wu; ZHANG, Cha; MARCULESCU, Diana: Layer-compensated pruning for resource-constrained convolutional neural networks. In: arXiv preprint arXiv:1810.00518 (2018)

[7] DATTA, Anupam; SEN, Shayak; ZICK, Yair: Algorithmic transparency via quantitative input influence: Theory and experiments with learning systems. In: IEEE Symposium on Security and Privacy (SP) IEEE (Veranst.), 2016, S. 598–617

[8] DENTON, Emily L.; ZAREMBA, Wojciech; BRUNA, Joan; LEcUN, Yann; FERGUS, Rob: Exploiting linear structure within convolutional networks for efficient evaluation. In: Advances in neural information processing systems, 2014, S. 1269–1277

[9] FRANKLE, Jonathan; CARBIN, Michael: The Lottery Ticket Hypothesis: Finding Sparse, Trainable Neural Networks. In: International Conference on Learning Representations, URL https://openreview.net/forum?id=rJl-b3RcF7 2019

[10] FRIEDMAN, Eric J.: Paths and consistency in additive cost sharing. In: International Journal of Game Theory 32 (2004), Aug, Nr. 4, S. 501–518. – URL https://doi.org/10.1007/s001820400173 – ISSN 1432-1270

[11] GONG, Yunchao; LIU, Liu; YANG, Ming; BOURDEV, Lubomir: Compressing deep convolutional networks using vector quantization. In: arXiv preprint arXiv:1412.6115 (2014)

[12] HAN, Song; MAO, Huizi; DALLY, William J.: Deep compression: Compressing deep neural network with pruning, trained quantization and huffman coding. In: CoRR, abs/1510.00149 2 (2015)
[13] HAN, Song ; POOL, Jeff ; TRAN, John ; DALLY, William: Learning both weights and connections for efficient neural network. In: Advances in neural information processing systems (NeurIPS), 2015, S. 1135–1143

[14] HE, Yihui ; LIN, Ji ; LIU, Zhijian ; WANG, Hanrui ; LI, Li-Jia ; HAN, Song: Amc: Autml for model compression and acceleration on mobile devices. In: Proceedings of the European Conference on Computer Vision (ECCV), 2018, S. 784–800

[15] HE, Yihui ; ZHANG, Xiangyu ; SUN, Jian: Channel Pruning for Accelerating Very Deep Neural Networks. In: The IEEE International Conference on Computer Vision (ICCV), Oct 2017

[16] HINTON, Geoffrey ; VINYALS, Oriol ; DEAN, Jeff: Distilling the knowledge in a neural network. In: arXiv preprint arXiv:1503.02531 (2015)

[17] HU, Hengyuan ; PENG, Rui ; TAI, Yu-Wing ; TANG, Chi-Keung: Network trimming: A data-driven neuron pruning approach towards efficient deep architectures. In: arXiv preprint arXiv:1607.03250 (2016)

[18] IANDOLA, Forrest N. ; MOSKEWICZ, Matthew W. ; ASHRAF, Khalid ; HAN, Song ; DALLY, William J. ; KEUTZER, Kurt: SqueezeNet: AlexNet-level accuracy with 50x fewer parameters and< 1MB model size. In: arXiv preprint arXiv:1602.07360 (2016)

[19] KRIZHEVSKY, Alex ; HINTON, Geoffrey: Learning multiple layers of features from tiny images. (2009)

[20] LEBEDEV, Vadim ; LEMPITSKY, Victor: Fast convnets using group-wise brain damage. In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2016, S. 2554–2564

[21] LECUN, Yann ; CORTES, Corinna ; BURGES, Christopher J.: The MNIST database of handwritten digits. 1998

[22] LECUN, Yann ; DENKER, John S. ; SOLL, Sara A.: Optimal brain damage. In: Advances in neural information processing systems, 1990, S. 598–605

[23] LEE, Namhoon ; AJIANTHAN, Thalaiyasingam ; TORR, Philip H.: Snip: Single-shot network pruning based on connection sensitivity. In: International Conference on Learning Representations (ICLR) (2019)

[24] LI, Hao ; KADAV, Asim ; DURDANOVIC, Igor ; SAMET, Hanan ; GRAF, Hans P.: Pruning filters for efficient convnets. In: International Conference on Learning Representations (ICLR) (2017)

[25] LIU, Zhuang ; LI, Jianguo ; SHEN, Zhiqiang ; HUANG, Gao ; YAN, Shoumeng ; ZHANG, Changshui: Learning efficient convolutional networks through network slimming. In: Proceedings of the IEEE International Conference on Computer Vision, 2017, S. 2736–2744

[26] LOUIZOS, Christos ; WELLING, Max ; KINGMA, Diederik P.: Learning Sparse Neural Networks through L0 Regularization. In: International Conference on Learning Representations, URL https://openreview.net/forum?id=H1Y8hhg0b 2018

[27] LOU, Jian-Hao ; WU, Jianxin ; LIN, Weiyao: ThiNet: A Filter Level Pruning Method for Deep Neural Network Compression. In: The IEEE International Conference on Computer Vision (ICCV), Oct 2017

[28] MITTAL, Deepak ; BHARDWAJ, Shweta ; KHPRA, Mitesh M. ; RAVINDRAN, Balaraman: Studying the Plasticity in Deep Convolutional Neural Networks Using Random Pruning. In: Mach. Vision Appl. 30 (2019), März, Nr. 2, S. 203–216. – URL https://doi.org/10.1007/s00138-018-01001-9 – ISSN 0932-8092

[29] MOLCHANOV, Pavlo ; TYREE, Stephen ; KARRAS, Tero ; AILA, Timo ; KAUTZ, Jan: Pruning convolutional neural networks for resource efficient inference. In: International Conference on Learning Representations (ICLR) (2017)
[30] Shapley, Lloyd S.: A value for n-person games. In: Contributions to the Theory of Games 2 (1953), Nr. 28, S. 307–317

[31] Shrikumar, Avanti; Greenside, Peyton; Kundaje, Anshul: Learning Important Features Through Propagating Activation Differences. In: Precup, Doina (Hrsg.); Teh, Yee W. (Hrsg.): Proceedings of the 34th International Conference on Machine Learning Bd. 70. International Convention Centre, Sydney, Australia : PMLR, 06–11 Aug 2017, S. 3145–3153

[32] Shrikumar, Avanti; Greenside, Peyton; Scherbina, Anna; Kundaje, Anshul: Not just a black box: Learning important features through propagating activation differences. In: arXiv preprint arXiv:1605.01713 (2016)

[33] Simonyan, Karen; Vedaldi, Andrea; Zisserman, Andrew: Deep inside convolutional networks: Visualising image classification models and saliency maps. In: ICLR Workshop (2014)

[34] Simonyan, Karen; Zisserman, Andrew: Very deep convolutional networks for large-scale image recognition. In: arXiv preprint arXiv:1409.1556 (2014)

[35] Srinivas, Suraj; Subramanya, Akshayvarun; Venkatesh Babu, R: Training sparse neural networks. In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition Workshops, 2017, S. 138–145

[36] Strumbelj, Erik; Kononenko, Igor: An Efficient Explanation of Individual Classifications using Game Theory. In: The Journal of Machine Learning Research 11 (2010), S. 1–18

[37] Sundararajan, Mukund; Taly, Ankur; Yan, Qiqi: Axiomatic Attribution for Deep Networks. In: Precup, Doina (Hrsg.); Teh, Yee W. (Hrsg.): Proceedings of the 34th International Conference on Machine Learning Bd. 70. International Convention Centre, Sydney, Australia : PMLR, 06–11 Aug 2017, S. 3319–3328

[38] Wang, Chaoqi; Zhang, Guodong; Grosse, Roger: Picking Winning Tickets Before Training by Preserving Gradient Flow. In: International Conference on Learning Representations (ICLR), URL [https://openreview.net/forum?id=SkgsACVKPH], 2020

[39] Welinder, P.; Branson, S.; Mita, T.; Wah, C.; Schroff, F.; Belongie, S.; Perona, P.: Caltech-UCSD Birds 200 / California Institute of Technology. 2010 (CNS-TR-2010-001). – Forschungsbericht

[40] Yeom, Seul-Ki; Seegerer, Philipp; Lapuschkin, Sebastian; Wiedemann, Simon; Müller, Klaus-Robert; Samek, Wojciech: Pruning by Explaining: A Novel Criterion for Deep Neural Network Pruning. In: arXiv preprint arXiv:1912.08881 (2019)

[41] Zhou, Hattie; Lan, Janice; Liu, Rosanne; Yosinski, Jason: Deconstructing lottery tickets: Zeros, signs, and the supermask. In: Advances in Neural Information Processing Systems, 2019, S. 3592–3602