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1. Introduction

During the last decade, growing interest in studying dynamical networks has been witnessed because of its wide range of applications in some crucial areas of multidisciplinary research involving Chemistry, Computer science, Physics, Mathematics, Biology, Social science, and Information science [1, 2, 6, 8, 11, 14, 18, 21, 33, 43, 45]. The study of the dynamical network deals with the evolution of individual dynamical systems taking place on the vertices of the underlying graph and the consequences of the interactions among the dynamical systems in the different vertices of the graph. This study involves many fundamental concepts from non-linear dynamics and spectral graph theory. The conventional graph topology perspective often can not depict many multi-body interplays in the real world and thus emphasize the need for more sophisticated tools [35, 36]. As an example, to model collaborations among three scientists with a graph, where scientists are considered as vertices and two of them are connected by an edge if they are involved in a project, if we consider a complete graph on three vertices it fails to distinguish between the case where we have one single project, pursued by all the three scientists together or whether there are three different projects pursued by two scientists each. A similar problem arises to represent group formation among the people in social networking platforms like Facebook, WhatsApp, etc [34]. A conceivable treatment of this drawback is implementing hypergraph as the underlying topology of the dynamical network. A hypergraph is a generalization of a graph where the edges are nonempty subsets of the vertex set. A hypergraph is called \((m-)\) uniform hypergraph, if each of its edges contains the same \((m)\), number of vertices, otherwise it is known as general hypergraph (or simply hypergraph). In many real-world interacting systems, the interactions are not pair wise but involve a larger number of vertices at a time [7]. These systems are thus better described using hypergraphs as it’s underlying topology. Keeping this type of multi-nary interaction in mind, it is natural to think about the interactions beyond binary. Hyperedges are potential candidates for being a convenient representative of multi-body interactions. We hereby propose a new class of dynamical networks, which is flexible enough to model both the interactions involving two-agents at a time and more than two-agents at a time. In the traditional paradigm, the edges of a graph can incorporate the interactions involving only two agents at a time. Accordingly, in literature, most of the dynamical network models are either represent binary interaction or approximate multi-nary interactions by binary interactions. In contrast, our proposed dynamical network with its hypergraph topology can depict interactions involving any number \((\geq 2)\) of agents.

Synchronization, one of the widely studied phenomena in dynamical systems and networks, was discovered in the year 1665 by Huyghens [15, 44]. According to etymology, the word "Synchronization" has a Greek root "synkhrinizein", that means "to occur at the same time", however, in science "synchronization" indicates the
coherence of the rhythm of more than one processes. Of late, the field received more observance because of its numerous applications ranging from information spreading to neural networks and rigorous study has been done on different aspects of synchronization in both continuous-time and discrete-time dynamical networks [3, 13, 19, 25–27, 31, 37].

Though a large number of studies have been done on synchronizations of the trajectories of a dynamical network with graph topology, only a few significant contributions have been made so far on the same for dynamical systems on hypergraphs. Before further discussing synchronization in dynamical networks with higher-order interactions, we would like to elucidate some terminology-related ambiguity. In [42], authors have studied synchronization on hyper-network, which is a combination of two or more graphs or simply, multi-layer networks. For more details and references on multi-layer and multiplex networks, readers can see [16, 39]. In literature, sometimes, multi-layer networks and multiplex networks are called hyper-network [42]. The underlying structure of multi-layer networks and multiplex networks are graphs or combinations of graphs, and should not be confused with hypergraphs. Throughout this article, we consider hypergraphs, a generalization of graphs, where each hyperedge can be any subset of the vertex set containing at least two elements. In 2014, the first attempt was made to analyze synchronization in dynamical systems on hypergraphs in which the authors have used continuous-time dynamical systems and analyzed local synchronization with 3-uniform hypergraphs [46]. Very recently a study has been made on local stability analysis of un-weighted continuous-time dynamical systems on hypergraphs in [32]. The diffusion matrix used here is different from ours.

Here, we study local and global synchronization in both, discrete-time and continuous-time dynamical systems on general hypergraphs as well as uniform hypergraphs. The required tools and techniques are developed to generalize the underlying structure of dynamical networks from graphs to hypergraphs. The Laplacian matrices associated with graphs are regarded as convenient tools for describing the diffusive action on the graphs. Later after the advent of the concepts of hypergraphs, the past decades have witnessed many attempts to develop Laplacians for hypergraphs. In this article, some linear operators (and corresponding matrices) are developed to represent the diffusive influence of hyperedges of the hypergraphs. In Section 2 we start with some preliminaries. The main results of this article are given in Section 3. Discrete dynamical systems on hypergraphs is discussed in Section 3.1. In this section, the models for discrete dynamical systems on hypergraphs are proposed and some results involving sufficient conditions on local and global synchronization are derived. A model on weighted discrete dynamical systems on hypergraphs involving variable coupling strength is proposed in Section 3.2 and some results related to global analysis and stability analysis have been stated. Few relations between the structural property of a hypergraph and synchronizability have been discussed in Section 3.3. The continuous-time dynamical systems on hypergraphs is discussed in Section 3.4. As graphs are special cases of hypergraphs, many dynamical networks (with underlying graph architectures) are special cases of our proposed model of coupled dynamical systems on hypergraphs. Thus, some of the results on those special cases are also true for our proposed general case.

In Section 4 and Section 5.2, comparative discussions are given to illustrate the acceptability of hypergraph-architecture over graph-architecture to represent diffusive interaction in multibody framework. We also compute some numerical and real-world examples which are shown in Section 5. All the numerical examples are calculated by using MATLAB Online R2020a.

2. Preliminaries

In this section, we introduce and recall some essential and basic definitions and concepts. We start with the notations, that we are going to use throughout this article.

2.1. Notations.

- \( \mathbb{N}_k := \{ x \in \mathbb{N} : x \leq k, k \in \mathbb{N} \} \).
- We denote a hypergraph by \( G = (V, E) \) where \( V \) and \( E \) are the sets of vertices and (hyper)edges respectively of \( G \). As a graph is a special case of a hypergraph we also use the same notation for graphs. Whether \( G \) is a graph or hypergraph that will be cleared from the context. If two distinct vertices, \( v_i \) and \( v_j \) are connected by an (hyper)edge then we write, \( v_i \sim v_j \).
- \( m_{max} = \max\{|e_i| : e_i \in E\} \) is the maximum cardinality of the edges, \( \text{rank}(G) \), of the hypergraph \( G = (V, E) \).
- We use the cursive script to denote the tensors and the general script for the matrices. For example, \( \mathcal{A}_G \) and \( \mathcal{L}_G \) denoted as the adjacency and Laplacian tensors of the hypergraph \( G \), respectively, whereas, \( \mathcal{A}_G \) and \( \mathcal{L}_G \) are the adjacency and Laplacian matrices of the \( G \), respectively.
- Here we have considered that the state space of the dynamical systems on each vertex is \( \mathbb{R}^k \). The state of the coupled dynamical systems on hypergraphs at time \( n \) is a quantity that represents the situation of the dynamical systems on all the vertices on hypergraphs at time \( n \). Therefore, the state of the coupled dynamical systems on the hypergraph, \( u \) is a function \( u : TD \times V \rightarrow \mathbb{R}^k \), where \( TD \) is the domain of time. For any time \( n \in TD \), the state of the coupled dynamical systems on a hypergraph at time \( n \) is a function \( u(n) : V \rightarrow \mathbb{R}^k \). Thus the state space of the coupled dynamical systems on hypergraphs is
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\[ \mathbb{R}^{kV}, \] the set of all function from \( V \) to \( \mathbb{R}^k \). As we consider the cardinality of the vertex set \( V \) to equal \( N \), the state space of the coupled dynamical systems on hypergraphs becomes \( \mathbb{R}^{kV} = \mathbb{R}^{kN} \). The state of the coupled dynamical systems on hypergraphs, with \( N \) vertices, at time \( n \) is denoted by \( u(n) \), a vector in \( \mathbb{R}^{kN} \). In this article, most of the time the state vector \( u(n) \) is represented by an \( N \times k \) matrix, whose \( N \) rows represent the \( k \) dimensional state of the \( N \) vertices. However, \( u(n) \) can be represented as a \( kN \) dimensional vector, we also use the same. Later we will discuss this vector notation. Unless otherwise stated, \( u(n) \) is in matrix notation.

- The time is denoted by \( n \) and \( t \) when we consider the discrete and the continuous cases, respectively.
- \( \{u(n)\}_{n \in \mathbb{N}} \) or \( \{u(n)\} \) (\( \{u(t)\} \) in continuous case) represents the trajectory of a dynamical systems on hypergraphs. In case of matrix notation, \( u(n)(i) \) is the \( i \)-th row of \( u(n) \).
- Synchronized trajectories are of our special interest, thus different notation has been used for this type of trajectories. A synchronized trajectory is denoted by \( \{v(n)\} \) (or \( \{v(t)\} \) in continuous case).
- For any symmetric matrices \( A, B \), throughout this paper the following notations are used. \( A > B \) means \( A - B \) is positive definite. \( A \geq 0 \) means \( A \) is positive semi-definite. \( A < 0 \) means \( A \) is negative definite. \( A \leq 0 \) means \( A \) is negative semi-definite. \( A > B \) means \( A - B \) is positive definite and \( A \geq B \) means \( A - B \) is positive semi-definite.
- We denote \( I_k \) to an identity matrix of order \( k \) where \( k \in \mathbb{N} \).
- \( \text{avg}_x(e) := \left( \sum_{v \in e} x(v) \right) / |e| \) for a hyperedge \( e \) and \( x \in (\mathbb{R}^k)^V \). Here \( |e| \) is the cardinality of \( e \).
- \( 1 \) is the column vector in \( \mathbb{R}^N \) whose all the \( N \) components are equal to \( 1 \).

2.2. Basic definitions. Before going to define a hypergraph, let us recall the definition of a graph. The order pair, \( G = (V,E) \) is called a graph where the set \( V \) is the collection of vertices and \( E \) is a collection of two-element subsets of \( V \), which are called edges. The underlying topology of a conventional dynamical network is a graph. One of the main objectives of this paper to provide a general framework in which hypergraph can be used as the underlying topology of dynamical networks. Replacing graphs by hypergraphs provides the scope of representing multi-nary interactions rather than only binary interactions through the 2-graphs. We refer this generalization of dynamical networks as coupled dynamical systems on hypergraphs. A hypergraph, \( G = (V,E) \), is a generalized notion of a graph, where a (hyper)edge \( e \in E \) can be any nonempty subset (containing at least two elements) of the vertex set \( V \). In this article, our study is based on finite connected hypergraphs, that is, the vertex sets of the respective hypergraphs are finite. A hypergraph \( G(V,E) \) is connected if for any two vertices \( v_1, v_l \in V \), there exists a sequence of vertices \( v_1 v_2 \ldots v_l \) such that, \( v_i \sim v_{i+1} \), \( i = 1, \ldots, l - 1 \). Throughout the paper, it is considered that the cardinality of vertex set, \( |V| = N \) and that of the edge set, \( |E| = M \).

As we can represent a graph by different connectivity matrices, such as adjacency matrix, Laplacian matrix, signless Laplacian matrix, normalized Laplacian matrix, etc., analogously a hypergraph can be represented by adjacency tensor, Laplacian tensor, signless Laplacian tensor, normalized Laplacian tensor, etc. Now we recall some definitions of the tensors as described in [5].

**Definition 2.1.** Let \( G = (V,E) \) be the hypergraph with the vertex set \( V = \{v_1, v_2, \ldots, v_N\} \) and \( E = \{e_1, e_2, \ldots, e_m\} \). Let \( m_{\text{max}} \) be the rank(\( G \)), of \( G \). The adjacency hyper-matrix of \( G \) is defined as the \( m_{\text{max}} \) order \( N \) dimensional tensor \( A_G = \{a_{i_1 i_2 \ldots i_{m_{\text{max}}}}\}_{i_1 i_2 \ldots i_{m_{\text{max}}}} \). For all edges \( e = \{v_1, v_2, \ldots, v_l\} \in E \) of cardinality \( s \leq m_{\text{max}} \), defined by \( a_{p_1 p_2 \ldots p_{m_{\text{max}}}} = \frac{s}{\alpha} \), where \( \alpha = \sum_{k_1 k_2 \ldots k_{m_{\text{max}}}} m_{\text{max}} \quad k_1 k_2 \ldots k_{m_{\text{max}}} \), where \( p_1, p_2, \ldots, p_{m_{\text{max}}} \) are chosen from \( \{1, 2, \ldots, l\} \) in all possible ways with at least once for each element of the set. The other positions of the hyper-matrix are zero.

The degree, \( d(v) \), of a vertex \( v \in V \), is defined by the cardinality of the set \( \{e \in E : v \in e\} \). The hypermatrix \( D_G = \{(d_{i_1 i_2 \ldots i_{m_{\text{max}}}})\}_{i_1 i_2 \ldots i_{m_{\text{max}}}} \) of \( G \) is the \( m_{\text{max}} \) order \( n \) dimensional diagonal hypermatrix with the entries \( d_{i_1 i_2 \ldots i_{m_{\text{max}}}} = d(v) \) and others are zero.

**Definition 2.2.** Laplacian hyper-matrix, \( L_G = \{(l_{i_1 i_2 \ldots i_{m_{\text{max}}}})\}_{i_1 i_2 \ldots i_{m_{\text{max}}}} \) of the hyper graph \( G \) is the \( m_{\text{max}} \) order \( n \) dimensional diagonal hyper-matrix which is defined as, \( L_G = D_G - A_G \). Adjacency, Laplacian, and normalized Laplacian matrices, respectively, for hypergraphs, are introduced in [4]. The operators due to these matrices are linear. Therefore, despite the possibility of losing some information, using these matrices can make our analysis easier because the classical methods of studying synchronization in dynamical networks, which involves linearity of the matrices can be used with some required modification. Now let us recall some definitions of the matrices from [4], to characterize a hypergraph.

**Definition 2.3 (Adjacency matrix of hypergraphs).** The adjacency matrix \( A_G = \left[ (A_G)_{ij} \right] \) of a hypergraph \( G = (V,E) \) is defined as \( (A_G)_{ij} = \sum_{e \in E, i,j \in e} \frac{1}{|e|} \) if \( i \sim j \), and elsewhere it is equal to 0.
Definiton 2.4 (Laplacian matrix for hypergraph). The Laplacian matrix $L_G$ of a hypergraph $G(V,E)$ on $n$ vertices is defined as, $L_G = D_G - A_G$, where $D_G$ is the diagonal matrix where the entries are the degrees $d(i)$ of the $i$-th vertex of $G$. Thus,

$$\begin{align*}
(L_G)_{ij} &= \begin{cases} 
\frac{d(i)}{\sum_{l \in E_{ij}} |e_l|} & \text{if } i = j, \\
\frac{1}{|e_l|} & \text{if } i \sim j, \\
0 & \text{elsewhere.}
\end{cases}
\end{align*}$$

Definition 2.5. (Normalized Laplacian Matrix) The normalized Laplacian matrix $\Delta_G$ is defined as,

$$\begin{align*}
(\Delta_G)_{ij} &= \begin{cases} 
\frac{1}{d(i)} & \text{if } i = j, \\
\frac{1}{|e_l|} & \text{if } i \sim j, \\
0 & \text{elsewhere.}
\end{cases}
\end{align*}$$

A dynamical system is a function that describes the evolution of some characteristics (it may be position, quantity, energy, velocity, etc.) of an object with respect to time.

Definition 2.6. A dynamical system is a function describing the time dependence of the evolution of a variable. If the time is a set of all reals then it is a continuous-time dynamical system (or continuous dynamical system), and if the time is the set of all positive integers, it is called discrete-time dynamical system (or discrete dynamical system).

The examples of dynamical systems include the motion of a particle, swinging of a pendulum, population of a country in each decade, number of citations of a paper in each year, the bank balance of any bank account at the end of each financial year. In the first two examples, the time is continuous and takes values from non-negative real numbers, and in the other examples, it is a non-negative integer. Therefore the first two are examples of continuous-time dynamical systems, and the other examples are discrete-time dynamical systems.

A dynamical network is a graph representing the network with evolving dynamical systems on each of its vertices. The edges of the graph are acting as interconnection or coupling among the dynamical systems in the vertices. If we replace the graph by a hypergraph in the notion of a dynamical network, then we call it coupled dynamical systems on hypergraph (CDSH). A CDSH is continuous-time (discrete-time) CDSH if the corresponding dynamical systems in the vertices are continuous (discrete) dynamical systems. Because of the diffusive nature of the couplings, in some cases, the component dynamical systems in all the vertices of the hypergraph may behave similarly after some time (steps). This phenomenon is called synchronization.

Definition 2.7. [Synchronization] A trajectory $\{u(n)\}_{n \in \mathbb{N}}$ of a CDSH with underlying hypergraph $G$, is said to be synchronized (or synchronous or in sync) if $\lim_{n \to \infty} \|u(n)(i) - u(n)(j)\| = 0$, for all $i, j \in V(G)$, where $u(n) = (u_p(n))_{p \in \mathbb{N}, p \in \mathbb{N}}(\in \mathbb{R}^{N_k})$ is the state of the CDSH at time $n$. $(u_p(n))$ denotes the $p$-th component of the state of the dynamical system on the $i$-th vertex at time $n$ and the $k$-component row vector $u(n)(i)(\in \mathbb{R}^k)$ denotes the state of the dynamics on $i$-th vertex at time $n$. The trajectories of a CDSH are called asynchronous if they are not synchronized.

The manifold, $H = \{(x_{ip})_{p \in \mathbb{N}, p \in \mathbb{N}} \in \mathbb{R}^{N_k} : x_{ip} = \ldots = x_{ip}, \forall p\}$ is called the manifold of synchronization of the CDSH. A CDSH synchronizes if its trajectories either fall into the manifold of synchronization after some time or asymptotically converge to the same as time flows. A synchronization is called global synchronization if the limit given in Definition 2.7 is 0 for any trajectory, that is independent of any initial conditions, of the CDSH. If a synchronization depends on initial conditions and a trajectory of the CDSH synchronizes, only if it starts from sufficiently close to the manifold of the synchronization, then it is called local synchronization.

Now we construct models for CDSH using tensors and matrices associated with hypergraphs and study their synchronizability.

3. Coupled dynamical systems on hypergraphs (CDSH)

In this section, we first look at coupled discrete dynamical systems on hypergraphs. After developing the models, we study local and global synchronizability, respectively, of the trajectories of CDSH represented by the models. After discussing the discrete case on weighted and unweighted multi-body interaction framework we shift to the coupled continuous time dynamical systems on hypergraphs. From now onward unless otherwise stated we consider a CDSH with a hypergraph $G = (V,E)$ as the underlying topology.

3.1. Coupled discrete dynamical systems on hypergraphs. Here we restrict ourselves only in the discrete-time CDSH, and we denote the discrete-time by $n$. One of the most familiar dynamical network model, that has been reported in the literature [22, 24, 28, 40] for the last few decades is as follows.

$$u(n+1)(i) = \bar{g}(u(n)(i)) + \epsilon \sum_j A_{ij} (\bar{f}(u(n)(j)) - \bar{f}(u(n)(i))),$$ (3.1)
where \( A = (A_{ij})_{i,j \in \mathbb{N}} \) is the adjacency matrix associated with the underlying graph. \( g : \mathbb{R}^k \to \mathbb{R}^k \) and \( f : \mathbb{R}^k \to \mathbb{R}^k \) are functions governing the dynamics in each vertex \( i \). To introduce the generalized notion for a dynamical network with a hypergraph as its underlying topology, this binary difference term \( (f(u(n))(j) - f(u(n))(i)) \) needs to be replaced with a multi-nary influence corresponding to a hyperedge. To incorporate the multi-nary influence of the hyperedge-coupling corresponding to a hyperedge \( e = \{i,j_2,j_3, \ldots ,j_m\} \) on the \( i \)-th node we introduce the term \( \left( \sum_{j=2}^{m} f(u(n)(j)) - f(u(n))(i) \right) \). This term ensures that the action of the hyperedge \( e \) influence the dynamics on the \( i \)-th vertex to evolve in synchrony with the dynamics on the other vertices that are incident to \( e \). In the beginning, we consider only uniform hypergraphs. Later we extend it to provide a model for non-uniform (general) hypergraphs.

3.1.1. Model for \( m \)-uniform hypergraphs. Our coupled discrete dynamical systems on hypergraph model for \( m \)-uniform hypergraph is represented as follows.

\[
\begin{align*}
    u(n+1)(i) &= g(u(n)(i)) + \epsilon \sum_{i_2 \cdots i_m} a_{i_2 \cdots i_m} \left( \frac{\sum_{j=2}^{m} f(u(n)(j))}{m-1} - f(u(n))(i) \right), \quad (3.2)
\end{align*}
\]

where \( g : \mathbb{R}^k \to \mathbb{R}^k \) and \( f : \mathbb{R}^k \to \mathbb{R}^k \) are differentiable functions governing the dynamics in each vertex \( i \). \( u(n)(i) (\in \mathbb{R}^k) \) is a \( k \)-component row vector representing the state of the dynamics in \( i \)-th vertex of the systems on hypergraphs at the \( n \)-th time step. The \( p \)-th component of \( u(n)(i) \) is denoted by \( u(n)(i)_p (\in \mathbb{R}) \). \( \mathcal{A}_G = \{(a_{i_1i_2 \cdots i_m})_{i_1, \in \mathbb{N}_m} \}_{a \in \mathbb{N}_m} \) and \( \epsilon \) are the adjacency tensor and the coupling strength, respectively, of the CDSH.

We use the notion of diffusion in this model. Diffusion is the movement of a substance from an area of high concentration to the same area of low concentration to make the density uniform, and on the other hand, the hyper-edge couplings of the CDSH are diffusive in nature. Consequently, the interactions through a hyper-edge always try to make the states of all the vertices incident to that hyper-edges equal.

As we mentioned some traditional dynamical networks with graph architecture are a special case of our model, if we put \( m = 2 \) in Equation (3.2) then it becomes the dynamical network model which has been considered in [22, 24, 28, 40] and moreover, the interaction term that is the second term involving the summation in Equation (3.2) becomes 0 when the synchronization is reached. So, the model represented in Equation (3.2) is a generalization of the dynamical-network models.

For an \( m \)-uniform hypergraph we can write the summation on the right side of Equation (3.2) as

\[
\sum_{i_2 \cdots i_m} a_{i_2 \cdots i_m} \left( \frac{\sum_{j=2}^{m} f(u(n)(j))}{m-1} - f(u(n))(i) \right) = \frac{m}{m-1} \sum_{i_2 \cdots i_m} a_{i_2 \cdots i_m} \left( \frac{\sum_{j=2}^{m} f(u(n)(j))}{m} + f(u(n))(i) \right) - f(u(n))(i) \right)
\]

Thus, if \( \text{avg}_{f(u(n))}(e_r) = \frac{\sum_{j=2}^{m} f(u(n)(j)) + f(u(n))(i)}{m} \) is the average of the states of all the vertices associated with the \( e_r \in E \) at the \( n \)-th time step then the contribution of each \( e_r = \{i,j_2,j_3, \ldots ,j_m\} \in E \) containing the vertex \( i \) to the summation in Equation (3.3) is

\[
\frac{m}{m-1} \left( \text{avg}_{f(u(n))}(e_r) - f(u(n))(i) \right)
\]

Since \( \sum_{i_2 \cdots i_m} a_{i_2 \cdots i_m} = d(i) \), using Equation (3.3) and Equation (3.4), the Equation (3.2) becomes

\[
\begin{align*}
    u(n+1)(i) &= g(u(n)(i)) + \epsilon \frac{m}{m-1} \left[ \left( \sum_{e_r \in E(i)} \text{avg}_{f(u(n))}(e_r) \right) - d(i)f(u(n))(i) \right] \quad (3.5)
\end{align*}
\]

So, \( u(n+1) = \{u(n+1)(i)\}_{i=1}^{N} = \{g(u(n)(i)) + \epsilon \frac{m}{m-1} \left[ \left( \sum_{e_r \in E(i)} \text{avg}_{f(u(n))}(e_r) \right) - d(i)f(u(n))(i) \right] \}_{i=1}^{N} \). Here \( E(i) = \{e_r \in E : i \in e_r\} \) is the set of all the hyper-edges containing \( i \). Therefore, \( |E(i)| = d(i) \) is the degree of the \( i \)-th vertex.

3.1.2. Construction of matrices to incorporate diffusive influence of uniform hypergraphs. We now introduce some matrices associated with the underlying hypergraph topology in order to write Equation (3.5) in a more comprehensible and convenient manner. We define the \( N \times M \) incidence matrix \( \chi_{\mathbb{G}} = (\chi_{e_r})_{e \in \mathbb{N}_m, r \in \mathbb{N}_M} \) as

\[
\chi_{e_r} = \begin{cases} 1 & \text{if } v_i \in e_r \\ 0 & \text{otherwise} \end{cases}
\]

(3.6)
It can be easily verified that

$$\frac{1}{m} \chi_{mG} \chi_{mG}^T f(u(n)) = \left\{ \sum_{e_r \in E(i)} a v f((u(n))(e_r)) \right\}_{i=1}^{N} (\in \mathbb{R}^{N_k})$$

(3.7)

Now suppose that

$$B_m := \left( \frac{1}{m} \chi_{mG} \chi_{mG}^T - D_G \right).$$

(3.8)

Using Equation (3.5) and Equation (3.7) we get

$$u(n+1) = g(u(n)) + \epsilon \frac{m}{m-1} B_m f(u(n)),$$

(3.9)

From now onwards, we consider Equation (3.9) as the model for CDSH with underlying \(m\)-uniform hypergraph-topology, where \(u(n) = \{(u(n))_p\}_{p \in \mathbb{N}_k} (\in \mathbb{R}^{N_k})\) represents the state of the CDSH at time \(n\). Here \((u(n))_p\) is the \(p\)-th component of the \(i\)-th vertex at time \(n\). The state of the \(i\)-th vertex of the CDSH at time \(n\) is a \(k\)-component vector represented by the \(i\)-th row of \(u(n)\). The functions \(g : \mathbb{R}^{N_k} \rightarrow \mathbb{R}^{N_k}\) and \(f : \mathbb{R}^{N_k} \rightarrow \mathbb{R}^{N_k}\) which govern the dynamical systems in all the vertices of the systems on hypergraphs are of special forms, given by \(g(x_1, x_2, x_3, \ldots, x_k) \in \mathbb{R}^{N_k}\) and \(f(x_1, x_2, x_3, \ldots, x_k) \in \mathbb{R}^{N_k}\). Respectively, the functions \(g\) and \(f\) take the above forms as all the vertices are similar, more precisely the dynamics of all the vertices are governed by the same functions \(g\) and \(f\). In matrix notation we write,

$$f(u(n)) = \begin{pmatrix} \bar{f}_1(u(n)(1)) \\ \vdots \\ \bar{f}_k(u(n)(N)) \end{pmatrix} = \begin{pmatrix} \bar{f}_1(u(n)(N)) \\ \vdots \\ \bar{f}_k(u(n)(1)) \end{pmatrix},$$

(3.10)

that is, \(f(u(n)) = \{(\bar{f}_p(u(n))(i))_{i \in \mathbb{N}_k} \}_{p \in \mathbb{N}_k}\). Similarly we write \(g(u(n)) = \{(\bar{g}_p(u(n))(i))_{i \in \mathbb{N}_k} \}_{p \in \mathbb{N}_k}\).

**Remark 3.1.** Note that \(u(n)\) is a vector in \(\mathbb{R}^{N_k}\) and also represented as an \(N \times k\) matrix in above. We usually consider \(u(n)\) as a matrix, but in some places, we take \(u(n)\) as an \(Nk\)-dimensional vector whose \((p-1)N+i\)-th component, which is the state of the \(p\)-th components of the dynamical system in \(i\)-th vertex, is the \((i, p)\)-th element in its matrix notation. As most of the places we use the matrix notation unless otherwise stated, \(u(n)\) is in matrix notation.

**Remark 3.2.** Now we find some properties of the matrix, \(B_m\). The following result depicts the relevance of \(B_m\) as a diffusion operator on an \(m\)-uniform hypergraph.

1. Since

$$x^T B_m x = -\frac{1}{m!} \sum_{i} \frac{1}{m} \sum_{i_1, \ldots, i_m} a_{i_1, \ldots, i_m} \sum_{j=2}^{m} (x(i_j) - x(i))^2,$$

(3.11)

\(B_m\) is negative semi-definite.

2. For any connected \(m\)-uniform hypergraph and any column vector \(x \in \mathbb{R}^N\), \(x = c \mathbf{1}\), for some \(c \in \mathbb{R}\) if and only if \(x^T B_m x = 0\).

3. Note that if the underlying hypergraph is connected then any trajectories of the continuous dynamical system \(\dot{x} = B_m x\) either fall into the subspace spanned by \(\mathbf{1}\) or asymptotically converge to the same. Thus, all the components of the trajectories become equal after some time or their differences become 0 as time flows. The same phenomenon happens with the trajectories of the discrete dynamical system governed by the difference equation \(x(n+1) = x(n) + B_m x(n)\), when the operator norm of \(B_m\) is less than 2. Thus we consider \(B_m\) as a diffusion operator for \(m\)-uniform hypergraphs.

**Example 3.3.** See Example 5.1. All the eigenvalues of \(B_m\) are either negative or 0.

3.1.3. Model for general hypergraphs. Now we consider the dynamical systems on general hypergraphs, that is, the dynamical networks with general hypergraph as its underlying topology. Thus the model incorporates the interactions among the vertices within the groups (which may have different sizes) simultaneously. First let us define an \(N \times M\) matrix \(\chi_{mG} = \{\chi_{m,v}\}_{v \in \mathbb{N}_k} \in \mathbb{N}_k \times \mathbb{N}_m\) as

$$\chi_{m,v} = \begin{cases} 1 & \text{if } v \in e_r, |e_r| = m \\ 0 & \text{otherwise} \end{cases}$$

(3.12)

The model for coupled dynamical systems on general hypergraphs is as follows.

$$u(n+1)(i) = \bar{g}(u(n)(i)) + \epsilon \sum_{m=2}^{m_{max}} \frac{m}{m-1} \sum_{e_r \in E(i), |e_r| = m} \left( av f_{f((u(n))(e_r))} - \bar{f}(u(n)(i)) \right)$$

(3.13)

Note that in a hypergraphs there may not exists any edge of cardinality \(m \in N_{m_{max}} - \{1\}\). For that \(m\), the sum, \(\sum_{e_r \in E(i), |e_r| = m} \left( av f_{f((u(n))(e_r))} - \bar{f}(u(n)(i)) \right)\) over a void set is assumed to be zero. Suppose that \(d^{(m)}(i)\)
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Now we can conclude the following.

u(n + 1) = \{u(n + 1)(i)\}_i=1^N = g(u(n)) + c Cf(u(n)),

(3.15)

Remark 3.4. (1) By Equation (3.14), if the underlying hypergraph is l-uniform then, C = \frac{1}{γ} B_l and thus, Equation (3.15) becomes Equation (3.9). Consequently, Equation (3.9) is a special case of Equation (3.15).

(2) The matrix C is negative semi-definite.

(3) For any connected hypergraph and any column vector x ∈ \mathbb{R}^N, x = c1, for some c ∈ \mathbb{R} if and only if x^T C x = 0.

Example 3.5. The hypergraph in Example 5.1 is a 9-uniform hypergraph. Thus, here C = \frac{9}{8} B.

Example 3.6. All the eigenvalues of C in Example 5.2 are approximately −5.3, −4.7, −4.2, −3.4, −2.4, −8 \times 10^{-16} \approx 0, and which are non-positive. The same can also be observed in the systems on hypergraphs given in Example 5.6, example 5.4, Example 5.3, Example 5.5 and Example 5.1.

The Remark 3.4.(2) and Remark 3.4.(3) show that all the non-trivial eigenvalues of C are negative. Thus we consider C as a diffusion operator on a connected general hypergraph. We can generalize the model described in Equation (3.15) a little more by introducing an inner coupling matrix Γ, which is a k × k matrix defined by Γ = (Γ_{ij})_{i,j \in V_k} where Γ_{ij} = 1 if the i-th component of the state on a vertex is effected by the i-th components of the state on the other vertices, otherwise Γ_{ij} = 0. With Γ, the model becomes

u(n + 1) = g(u(n)) + c Cf(u(n))Γ = g(u(n)) + c CT f(u(n)),

(3.16)

where T_G : \mathbb{R}^{N×k} → \mathbb{R}^{N×k} is a linear operator defined by T_G(x) = xΓ, where x ∈ \mathbb{R}^{N×k}, the set of all real N × K matrices.

Remark 3.7. Note that T_G(Cu(n)) = Cu(n)Γ = CT (f(u(n))) and thus, the operator norm of T_G is ||T_G|| = ||CT||. Therefore, ||Cu(n)|| ≤ ||C|| ||u(n)|| ||Γ|| .

Now we establish a relation between the matrix C and Laplacian matrix L_G, defined in Definition 2.4.

Theorem 3.8. For any hypergraph G, the matrix C = −L_G.

Proof. We know that C = \frac{m_{\max}}{m_{\max}} B_m = \frac{m_{\max}}{m_{\max}} \sum_{m=2}^{m_{\max}} \frac{1}{m-1} (\chi_{mG} \chi_{mG}^T - D_{mG}) - \sum_{m=2}^{m_{\max}} D_{mG}. Therefore, C can be expressed as the following.

C = \left( \sum_{m=2}^{m_{\max}} \frac{1}{m-1} (\chi_{mG} \chi_{mG}^T - D_{mG}) \right) - D_G.

(3.17)

For any k ≤ m_{\max}, each row of the matrix I_{kG} corresponds to a vertex of the hypergraph and each column of I_{kG} corresponds to a hyper-edge of cardinality k. Thus

(\chi_{kG} \chi_{kG}^T)_{ij} = \sum_{e_r \in E| |E|=k} (\chi_{kG})_{ir} (\chi_{kG})_{jr} \tag{3.18}

Thus, the contribution of a hyper-edge e_r of cardinality k to (\chi_{kG} \chi_{kG}^T)_{ij} is 1 if v_i, v_j ∈ e_r and 0, otherwise. Thus the same to (\chi_{kG} \chi_{kG}^T)_{ii} if i, v_i ∈ e_r and 0 otherwise. Thus we can write

(\chi_{kG} \chi_{kG}^T)_{ij} = \begin{cases} \sum_{e_r \in E| |E|=k} 1 & \text{if } i \neq j \text{ and } i, j \in e_r \text{ for some } e_r \in E \text{ and } |e_r| = k, \\ d(k)(i) & \text{if } i = j \text{ and } i \in e_r \text{ for some } e_r \in E \text{ and } |e_r| = k, \\ 0 & \text{otherwise}. \end{cases} \tag{3.19}

By Equation (3.19) we get the (i, j)-th position of the matrix \left( \sum_{m=2}^{m_{\max}} \frac{1}{m-1} (\chi_{mG} \chi_{mG}^T - D_{mG}) \right) is

\left( \sum_{m=2}^{m_{\max}} \frac{1}{m-1} (\chi_{mG} \chi_{mG}^T - D_{mG}) \right)_{ij} = \begin{cases} \sum_{e_r \in E| |E|=k} 1 & \text{if } i, j \neq i \in e, \\ 0 & \text{elsewhere}. \end{cases} \tag{3.20}

Thus by Definition 2.3, \sum_{m=2}^{m_{\max}} \frac{1}{m-1} (\chi_{mG} \chi_{mG}^T - D_{mG}) = A_G. Therefore, from Equation (3.17) we have

C = A_G - D_G = -L_G. \tag{3.21}
Now we find sufficient conditions for global and local synchronization. The role of hypergraph-topology in diffusion on the dynamical network can be perceived in terms of a symmetric, zero-row sum matrix. Since our diffusion operators have similarities with existing graph Laplacians, we apply some classical methods and techniques for both, local and global analysis.

### 3.1.4. Global synchronization analysis

Suppose that
\[
s_1 = \frac{1}{N} \sum_{i=1}^{N} u(1)(i) (\in \mathbb{R}^k)
\]  
(3.22)
and \( v(1) \) is an \( N \times k \) matrix whose all the \( N \) rows are \( N \) copies of \( s_1 \). Consider the trajectory \( \{ v(n) \} \) of the discrete-time CDSH defined by the Equation (3.16) with the initial state \( v(1) \). The iteration rule of \( \{ v(n) \} \) is as follows.

\[
v(n + 1) = g(v(n)) + \epsilon C f(v(n)) \Gamma.
\]  
(3.23)
Clearly, because of the equality of its components and the similarity of the dynamics going on each vertex, the trajectory \( \{ v(n) \} \) is confined in the manifold of synchronization, \( H \). That is all the components of \( v(n) \) are the same. Suppose, \( v(n)(p) = s_n \) for all \( n \in \mathbb{N} \).

Let us define
\[
e(n) := u(n) - v(n).
\]  
(3.24)
Thus, Equation (3.16), Equation (3.24), and Equation (3.23) lead us to
\[
e(n + 1) = g(u(n)) - g(v(n)) + \epsilon C(f(u(n) - f(v(n))) \Gamma).
\]  
(3.25)
Note that \( e(n) \rightarrow 0 \) as \( n \rightarrow \infty \) manifest the convergence of the trajectory \( \{ u(n) \} \) to the manifold of synchronization. With this idea we state the following theorem.

**Theorem 3.9.** If a CDSH given by Equation (3.16) is such that

1. \( f \) and \( g \) are Lipschitz functions with Lipschitz constant \( k_f \) and \( k_g \), respectively,
2. \( k_g + \epsilon \| C \| k_f \| \Gamma^T \| < 1 \), where \( \| C \| \) is the operator norm of the matrix \( C \),

then any trajectory of the CDSH achieves synchronization asymptotically. Moreover, if \( f = g = \Gamma = I \), the identity matrix, then the condition for the synchronization is \( \| I + \epsilon C \| < \frac{1}{k_f} \).

**Proof.** By Equation (3.24) and Equation (3.25), \( \| e(n + 1) \| \leq \| g(u(n)) - g(v(n)) \| + \epsilon \| C \| \| f(u(n) - f(v(n))) \| \| \Gamma^T \| \leq (k_g + \epsilon \| C \| k_f \| \Gamma^T \| ) \| e(n) \| \). Clearly, if \( k_g + \epsilon \| C \| k_f \| \Gamma^T \| < 1 \), then \( e(n) \rightarrow 0 \) as \( n \rightarrow \infty \). This completes the proof of the first part of the theorem. When, \( f = g = \Gamma = I \), the Equation (3.25) becomes \( e(n + 1) = f(u(n)) - f(v(n)) + \epsilon C(f(u(n) - f(v(n))) = (I + \epsilon C)(f(u(n) - f(v(n)))) \). Therefore, the iteration-rule of the norm of error is \( \| e(n + 1) \| \leq \| (I + \epsilon C) \| k_f \| e(n) \| \). Thus for \( f = g \), if \( \| (I + \epsilon C) \| < \frac{1}{k_f} \), then \( e(n) \rightarrow 0 \) as \( n \rightarrow \infty \). This completes the proof.

The operator norm of a symmetric matrix is the maximum of the absolute values of all the eigenvalues of the matrix. Thus we have the following corollary.

**Corollary 3.10.** If the functions \( f \) and \( g \) are Lipschitz functions with Lipschitz constant \( k_f \) and \( k_g \), respectively, and \( k_g + \lambda_{\text{max}} k_f \| \Gamma^T \| < 1 \), where \( \lambda_{\text{max}} \) is the maximum of the absolute values of the eigenvalues of the matrix \( C \), then any trajectory of the CDSH represented by the model in Equation (3.16) achieves synchronization asymptotically. Moreover if \( f = g = \Gamma = I \), the identity matrix, then the condition for the synchronization is \( \mu_{\text{max}} < \frac{1}{k_f} \), where \( \mu_{\text{max}} \) is the maximum of the absolute values of the eigenvalues of \( (I + \epsilon C) \).

**Remark 3.11.** Note that in the proof of Theorem 3.9 the condition given in Equation (3.10) have never been used on the functions \( f \) and \( g \). Thus, this condition is not needed for the theorem to hold. However, if the functions \( f \) and \( g \) are such that the condition in Equation (3.10) holds with \( f, g \) and are Lipschitz functions with Lipschitz constants \( k_f \) and \( k_g \), respectively, then \( f, g \) are also Lipschitz functions with Lipschitz constants \( k_f \), \( k_g \), respectively, such that \( k_f = k_f, k_g = k_g \).

**Remark 3.12.** The conditions for synchronization given in Theorem 3.9 and Corollary 3.10 are sufficient conditions, but are not necessary conditions. Thus, sometimes there may be synchronization in the trajectories despite of not complying with the conditions.

**Remark 3.13.** Note that \( v(1) \) and \( s_1 \) is chosen in such a manner that \( v(1) \) depends on \( u(1) \) and \( v(1) \in H \). This reliance of \( v(1) \) on \( u(1) \) is just to indicate that \( v(1) \) (and therefore, \( \{ v(n) \}_{n \in \mathbb{N}} \)) is not independent from \( \{ u(n) \}_{n \in \mathbb{N}} \). Thus, there are other choices of \( s_1 \) for which \( v(1) \) depends on \( \{ u(n) \}_{n \in \mathbb{N}} \) and \( v(1) \in H \). If we consider the projection \( p \) of the initial state \( u(1) \) on the manifold of synchronization \( H \), then \( p = \{ p(i) \}_{i \in \mathbb{N}} \in H \subset \mathbb{R}^{NK} \), where \( p(i) \in \mathbb{R}^{k} \). As \( p \) is a point on \( H \), all the \( p(i) \) are equal and we can choose \( s_n = p(i) \) for all \( i \in \mathbb{N} \). If \( f = g \), then instead of considering \( s_1 = \frac{1}{N} \sum_{i=1}^{N} u(1)(i) \), we can take \( s_1 \), as the solution of the uncoupled system \( u(n + 1)(i) = \tilde{f}(u(n)(i)) \) (when this solution exists).
We assumed the existence of synchronized trajectories while proving all the above results on global synchronization. Now we derive some results on global synchronization without any presumption on the existence of the synchronized trajectories and the error terms.

The manifold of synchronization $H$, defined above, is a $k$-dimensional subspace of $\mathbb{R}^{kN}$. Suppose that $\theta(n) = \Lambda u(n)$, where $\Lambda$ is such a matrix that $\Lambda u(n) = 0$ implies $u(n) \in H$. Therefore, if $\theta(n) \to 0$ as $n \to \infty$, then the trajectories of the CDSH converge asymptotically to $H$ and the synchronization is achieved. Thus in order to obtain condition for global synchronization it would be enough to find the condition of $\theta(n) \to 0$. In order to get the condition for global synchronization that is $\theta(n) \to 0$ as $n \to \infty$, we need a recursive relation between $\theta(n+1)$ and $\theta(n)$. If we use the model, given in Equation (3.16) then we have

$$\theta(n+1) = \Lambda u(n+1) \implies \theta(n+1) = \Lambda [g(u(n)) + cC f(u(n))]$$

(3.26)

In order to get the recursive relation, on the right side of Equation (3.26) the matrix $\Lambda$ should have some property to go inside the function $f$ and $g$ in some way, so that we get the term $\Lambda u(n)$. Now we construct a matrix with the desired properties. More precisely, we construct a candidate for being $\Lambda$.

**Lemma 3.14.** There exists an orthogonal matrix $\Delta$, which commutes with the matrix $C$. Moreover if the functions $f$ and $g$ are of the form, as described in Equation (3.10) with $\bar{f}$ and $\bar{g}$ are differentiable, and all of their partial derivatives exist and bounded then $\|\Delta f(u(n))\|^2 \leq \|\sup \bar{f}(\cdot)\|\Delta u(n)\|^2$ and $\|\Delta g(u(n))\|^2 \leq \|\sup \bar{g}(\cdot)\|\Delta u(n)\|^2$, where $\|\sup \bar{f}(\cdot)\|^2 = \sum_{p \in \mathbb{N}_k} \|\sup \bar{f}_p(\cdot)\|^2$ and $\|\sup \bar{g}(\cdot)\|^2 = \sum_{p \in \mathbb{N}_k} \|\sup \bar{g}_p(\cdot)\|^2$.

Proof. By Remark 3.4.(2), $-C$ is positive semi-definite. There exists an orthogonal matrix $Q$ such that

$$-C = Q^T D(-C) Q = Q^T (D(-C))^{1/2} Q Q^T (D(-C))^{1/2} = \Delta,$$

(3.27)

where $(D(-C))$ is the diagonalization of $-C$ and $\Delta = Q^T (D(-C))^{1/2} Q$ is an orthogonal matrix with the following property,

$$\Delta(-C) = \Delta^3 = (-C)\Delta.$$

(3.28)

We know $f(u(n)) = \begin{pmatrix} f_1(u(n)(1)) \\ \vdots \\ f_p(u(n)(1)) \\ f_1(u(n)(N)) \\ \vdots \\ f_p(u(n)(N)) \end{pmatrix} \begin{pmatrix} f_1(u(n)(1)) \\ \vdots \\ f_p(u(n)(1)) \\ f_1(u(n)(N)) \\ \vdots \\ f_p(u(n)(N)) \end{pmatrix}$. Thus by using Equation (3.14),

$$\|\phi(n)(p)\|^2 = (\phi(n)(p))^T (\phi(n)(p))$$

$$= \sum_{m=2}^{m_{max}} \sum_{m=2}^{m_{max}} \frac{1}{m!} \sum_{i_1 \ldots i_m} \sum_{j=2}^{m} \sum_{i_1 \ldots i_m} \sum_{j=2}^{m} \sum_{i_1 \ldots i_m} \sum_{j=2}^{m} \|u(n)(i_j) - u(n)(r)\|^2 \leq \sum_{m=2}^{m_{max}} \sum_{m=2}^{m_{max}} \frac{1}{m!} \sum_{i_1 \ldots i_m} \sum_{j=2}^{m} \sum_{i_1 \ldots i_m} \sum_{j=2}^{m} \|u(n)(i_j) - u(n)(r)\|^2.$$  

(3.29)

As the state of each vertex, $u(n)(i)$ is a $k$-component vector, we represent $u(n)(i)$ as $\{(u(n)(i))_q\}_{q \in \mathbb{N}_k}$. Thus, $\|(u(n)(i)) - u(n)(r)\|^2 = \sum_{q=1}^{K} \|(u(n)(i))_q - u(n)(r))_q\|^2$. Using Equation (3.29) we get

$$\|\Delta \begin{pmatrix} f_p(u(n)(1)) \\ f_p(u(n)(N)) \end{pmatrix}\|^2 \leq \sum_{q=1}^{K} \|\sup \bar{f}_p(\cdot)\|^2 \|\Delta \begin{pmatrix} \{(u(n)(1))_q\} \\ \{(u(n)(N))_q\} \end{pmatrix}\|^2.$$  

(3.30)

Now after considering the action of $\Delta$ on the components of $f(u(n))$ we see the action of $\Delta$ on $f(u(n))$. Using Equation (3.30), we get

$$\|\Delta f(u(n))\|^2 \leq \sum_{p \in \mathbb{N}_k} \|\sup \bar{f}(\cdot)\|\Delta u(n)\|^2,$$

(3.31)

where $\|\sup \bar{f}(\cdot)\| = \sum_{p \in \mathbb{N}_k} \|\sup \bar{f}_p(\cdot)\|^2$.

Since the same result also holds for $g$, we have

$$\|\Delta g(u(n))\|^2 \leq \sum_{p \in \mathbb{N}_k} \|\sup \bar{g}(\cdot)\|\Delta u(n)\|^2,$$

(3.32)

Now we can choose $\Lambda = \Delta$, that is, $\theta(n) = \Delta u(n)$.
Lemma 3.15. If \( \theta(n) = \Delta u(n) \), then \( \theta(n) \to 0 \) as \( n \to \infty \) implies that the trajectory \( \{u(n)\}_{n \in \mathbb{N}} \) achieves synchronization asymptotically.

Proof. Expanding the term \( \|\Delta u(n)\|^2 \) we have,

\[
\|\Delta u(n)\|^2 = \sum_{p \in \mathbb{N}_k} \sum_{m=2}^{m_{max}} \sum_{i=1}^{m} \frac{1}{m!} \sum_{i_2 \ldots i_m}^{1} a_{i_2 \ldots i_m} \sum_{j=2}^{m} (u(n)(i_j) - u(n)(i)_p)^2.
\]

Therefore, by Equation (3.33),

\[
\lim_{n \to \infty} \theta(n) = 0 \implies \lim_{n \to \infty} \sum_{p \in \mathbb{N}_k} \sum_{m=2}^{m_{max}} \sum_{i=1}^{m} \frac{1}{m!} \sum_{i_2 \ldots i_m}^{1} a_{i_2 \ldots i_m} \sum_{j=2}^{m} (u(n)(i_j) - u(n)(i)_p)^2 = 0,
\]

that is, \( \lim_{n \to \infty} (u(n)(i_j) - u(n)(i)_p)^2 = 0 \) for all \( i, j \in \mathbb{N}_N, \) and \( p \in \mathbb{N}_k \), as the underlying hypergraph is connected. Therefore, result follows.

Theorem 3.16. If the functions \( f \) and \( g \) are of the form given by Equation (3.10) with \( \tilde{f}, \tilde{g} \) are differentiable functions and \( (\|\sup f\| + \epsilon \|I^T\|\|C\|\|\sup f\|) < 1, \) where \( \|\sup f\|^2 = (\sum_{p \in \mathbb{N}_k} \|\sup f_p\|^2) \) and \( \|\sup \tilde{g}\|^2 = (\sum_{q \in \mathbb{N}_k} \|\sup \tilde{g}_q\|^2), \) any trajectory of the CDSH represented by the model in Equation (3.16) achieves synchronization asymptotically.

Proof. As by Equation (3.28) \( \Delta \) and \( C \) commutes, so to find the sequential trajectory of \( \theta(n) \) we consider the recursive relation

\[
\theta(n+1) = \Delta u(n+1) = \Delta g(u(n)) + \epsilon C\Delta f(u(n)) = \Delta g(u(n)) + \epsilon C\Delta f(u(n)).
\]

Thus, if \( (\|\sup \tilde{g}\| + \epsilon \|I^T\|\|C\|\|\sup f\|) < 1, \) then \( \theta(n) \to 0 \) as \( n \to \infty. \) This completes the proof.

If we consider \( f = g \) and \( \Gamma = I_k, \) then the Equation (3.16) becomes

\[
u(n+1) = (I_N + C\epsilon)\Gamma f(u(n)).
\]

Corollary 3.17. If the function \( f \) is of the form given in Equation (3.10), with \( \tilde{f} \) is differentiable functions and \( (\|I_N + C\|) < \frac{1}{\|\sup f\|^2}, \) where \( \|\sup f\|^2 = (\sum_{p \in \mathbb{N}_k} \|\sup f_p\|^2) \) and \( \|\sup \tilde{g}\|^2 = (\sum_{q \in \mathbb{N}_k} \|\sup \tilde{g}_q\|^2), \) where \( \sup f_p = \sup_{q \in \mathbb{N}_k} \tilde{f}_p(x) \) and \( \sup \tilde{g}_q = \sup_{q \in \mathbb{N}_k} \tilde{g}_q(x), \) then any trajectory of the CDSH represented by Equation (3.35) synchronizes asymptotically.

Proof. The rule of evolution of the quantity, \( \theta(n) = \theta(n+1) = \Delta u(n+1) = \Delta [I_N + C\epsilon]f(u(n)) = [I_N + C\epsilon]\Delta f(u(n)). \) Thus, the norm of this quantity must satisfy the following inequality. \( \|\theta(n+1)\| \leq \|I_N + C\|\|\Delta f(u(n))\| \leq \|I_N + C\|\|\sup f\|\|\theta(n)\|. \) Thus, the result follows.

Remark 3.18. Note that the condition of synchronization in Corollary 3.17 is not the same with the condition stated in Theorem 3.16. As \( \|I_N + C\epsilon\| \leq 1 + \|\epsilon\|\|C\|, \) a little different condition of synchronization can be obtained by considering \( f = g \) in Theorem 3.16.

Theorem 3.19. If \( f \) and \( g \) are such that \( \|f(x)\| \leq k_f \|x\|, \) \( \|g(x)\| \leq k_g \|x\|, \) \( \|\Delta f(x)\| \leq \|\Delta g(x)\| \) \( \leq \|g(\Delta x)\|, \) and \( \|k_g + \epsilon \|C\|\|\Delta f\| < 1 \) then any trajectory of CDSH, given by Equation (3.15) achieves synchronization.

Proof. Using the assumed condition of the theorem we have,

\[
\|\theta(n+1)\| \leq \|g(\Delta u(n))\| + \epsilon \|C\|\|f(\Delta u(n))\| \leq \|k_g \| + \epsilon \|C\|\|\Delta f\||\|\Delta u(n)\| = \|k_g \| + \epsilon \|C\|\|k_f \||\|\theta(n)\|. \]

Therefore, the theorem follows.

Remark 3.20. A natural question is whether such a function \( f \) that satisfies all the conditions in Theorem 3.19 exists or not. We try to find the answer in next two examples.

Example 3.21. Let \( F \) be an \( N \times N \) matrix which commutes with \( \Delta \) (for example \( F \) can be any power of \( \Delta \)) and \( f \) is defined by \( f(u(n)) = Fu(n), \) where \( u(n) = \{(u(n))_{ij}\}_{i \in \mathbb{N}_N, j \in \mathbb{N}_N} \in \mathbb{R}^{N \times N} \) represents the state of the CDSH at time \( n. \) Here \( (u(n))_{ij} \) is the \( j \)-th component of the \( i \)-th vertex at time \( n. \) As \( f \) is linear and \( \Delta f(u(n)) = \Delta F u(n) = F \Delta u(n) = f(\Delta u(n)), \) the function \( f \) satisfies the conditions of Theorem 3.19.

Example 3.22. If we define \( f : \mathbb{R}^{N \times N} \to \mathbb{R}^{N \times N} \) as \( f = (f_1 \ f_2 \ \ldots f_T)^T \) where \( f_i : \mathbb{R}^k \to \mathbb{R}^k \) and \( f = (f_i)_{i \in \mathbb{N}_N}, \) where \( f_i : \mathbb{R}^k \to \mathbb{R} \) and is defined by \( f_i(x) = \sin(\frac{k}{\pi}x). \) Here, \( f \) is Lipschitz and \( \|\Delta f(u)\| = 0 \leq \|f(\Delta u)\| \)

Before stating the next theorem on global synchronization we prove the following lemma.

Lemma 3.23. Let \( R \) be a symmetric \( N \times N \) matrix, whose row sum is \( 0. \) If \( f \) is a function of the form given in Equation (3.10) such that \( f \) is a Lipschitz function with \( \|f(x) - f(y)\| \leq k_f \|x - y\|, \) then \( \|f(x) - f(y)\| \leq k_f x^T R x. \)
Proof. This result follows from the following steps.
\[
(f(x))^T R(f(x)) = (f(x))^T (\sum_j R_{ij}(f(x)(j)))
\]
\[
= (f(x))^T (\sum_{j \neq i} R_{ij}(f(x)(j)) - f(x)(i))) = \sum_{i,j} R_{ij}[(f(x)(j))(f(x)(i)) - (f(x)(i))^2]
\]
\[
\leq k_f^2 \sum_{i,j} R_{ij}[(x(j)) - (x(i))]^2 = k_f^2 x^T Rx.
\]
\[\square\]

Theorem 3.24. Let R be a negative semi-definite N \times N matrix whose row sum is 0. Let f be a function of the form given in Equation (3.10) such that f be a Lipschitz function and \|f(x) - f(y)\| \leq k_f \|x - y\|\). If there exists a positive real b > k_f such that (IN + \epsilon C)^T R(IN + \epsilon C) - \frac{1}{b} R \geq 0 then the trajectories of the dynamical system given by (3.35) synchronize.

Proof. Following Equation (3.27) we claim that there exist a symmetric matrix S such that R = -\frac{S^T S}{2}. If \alpha(n) = Su(n) then \|\alpha(n+1)\|^2 = (\alpha(n+1))^T (\alpha(n+1)) = (u(n+1))^T S^T Su(n+1) = -(u(n+1))^T Ru(n+1). By using Equation (3.35) we get, -\|\alpha(n+1)\|^2 = (f(u(n)))^T [I_N + \epsilon C]^T R[(IN + \epsilon C)f(u(n))] \geq \frac{1}{b} (f(u(n)))^T Rf(u(n))). As R is a symmetric zero-sum matrix, so is -R. Consequently, by Lemma 3.23 we have \|\alpha(n+1)\|^2 \leq k_f^2 \frac{1}{b} (u(n))(-R)(u(n)) = \left(\frac{1}{b}\right)^2 \|\alpha(n)\|^2. As k_f < b, \alpha(n) = Su(n) \rightarrow 0, as n \rightarrow \infty. Thus, if \lim_{n \rightarrow \infty} u(n) = u then Su = 0. Thus, \|Su\|^2 = 0 \implies (Su)^T Su = 0 \implies u^T Ru = 0. As R is a symmetric matrix which have 0 row sum,
\[
u^T Ru = 0 \implies \frac{1}{2} \sum_{i,j} R_{ij} (u(i) - u(j))^2 = 0.\]

As the underlying hypergraph is connected, from the above Equation (3.36) we have u(i) = u(j), for all i, j \in N. This completes the proof. \[\square\]

In the above subsection, we state some results with global sufficient conditions for synchronization. We call these conditions global as they are independent of local parameters such as initial conditions, pivot around some global aspects like Lipschitz constants, and the supremum of all the partial derivatives. In the subsequent subsection, we state results involving local parameters.

3.1.5. Local stability analysis. Here we consider the trajectories of the CDSH, which start from neighboring points of the manifold of synchronization.

Before going into local analysis, let us have a bird’s-eye view on linearization. Let h : \mathbb{R}^n \rightarrow \mathbb{R} be a smooth function, a \in \mathbb{R}^n be a fixed point and x \in \mathbb{R}^n be any arbitrary point. The Taylor series of h(x) about a is given by,
\[
h(x) = h(a) + \frac{1}{i!} \sum_{i \in \mathbb{N}} (\nabla^i f(a))(x - a)^i,
\]
\[\text{(3.37)}\]
where \nabla^i h(a) is a i-th order n-dimensional symmetric tensor (for details see [38, example-1.1 in chapter-1]) given by \nabla^i h(a)_{j_1,j_2,...,j_i} = \frac{\partial^i h(a)}{\partial x_{j_1}\partial x_{j_2}...\partial x_{j_i}}. For any m-order n-dimensional tensor \mathcal{T} = \{t_{j_1,j_2,...,j_m}\}_{j_1,j_2,...,j_m \in \mathbb{N}} \in \mathbb{N} and x \in \mathbb{C}^n, the product \mathcal{T} x^m (as defined in [38, page-4]) is defined as \mathcal{T} x^m = \mathcal{T} \times x1 \times x_2 \times x_3 \times ... \times x_m = \sum_{j_1,j_2,...,j_m \in \mathbb{N}} t_{j_1,j_2,...,j_m} x(j_1)x(j_2) \times ... \times x(j_m). For i = 1, \nabla^i h(a) is called the gradient of h at a and for i = 2 it is the Hessian matrix of h evaluated at a.

Now if x is sufficiently neighboring to a, that is, x is in a sufficiently small neighbourhood of a then (x - a) is very small in modulus. The nonlinear terms in Equation (3.37) involving the powers of (x - a) become very small and thus, the truncated linear part of the right hand side of Equation (3.37) can be treated as a good approximation of h(x) for any x sufficiently adjacent to a. This approximation is called the linearization of h around a. Thus, in a precise form, the linearization of h around a is given by
\[
h(x) = h(a) + (\nabla h(a))(x - a).\]
\[\text{(3.38)}\]
Expanding it we get, h(x) = h(a) + \sum_{i \in \mathbb{N}} (x - a)^i \frac{\partial h(a)}{\partial x^i}. Note that, if we consider x and a as row vectors then we can assume Dh(a) = \{\frac{\partial h(a)}{\partial x^i}\}_i as a column vector. In that case Equation (3.38) can be rewritten as h(x) = h(a) + (x - a) \cdot Dh(a) if we consider x and a as column vectors, respectively and Dh(a) = \{\frac{\partial h(a)}{\partial x^i}\}_i is a row vector, Equation (3.38) becomes h(x) = h(a) + Dh(a).(x - a). Now we are in a position to consider the stability analysis of synchronization.

Lemma 3.25. The stability of synchronization of a synchronized trajectory and the local synchronizability of a trajectory which started very near to the manifold of synchronization of the CDSH, given by Equation (3.16) depends on the local stability of a dynamical system around 0.
Proof. suppose that \( u(1) \in \mathbb{R}^{Nk} \) be a point, very close to the manifold of synchronization, \( H \). That is, there exists a point \( v(1) \in H \subset \mathbb{R}^{Nk} \) such that \( e(1) = u(1) - v(1) \) and \( \|e(1)\| \) are sufficiently small. Let \( \{u(n)\}_{n \in \mathbb{N}} \) and \( \{v(n)\}_{n \in \mathbb{N}} \) be two trajectories of the discrete CDSH represented by Equation (3.16) with initial points \( u(1) \) and \( v(1) \), respectively and \( \{e(n)\}_{n \in \mathbb{N}} \) is the trajectory defined by \( e(n) = u(n) - v(n) \). Using Equation (3.16) we have,

\[
e(n + 1) = (g(u(n)) + eCf(u(n))\Gamma) - (g(v(n)) + eCf(v(n))\Gamma)
\]

\[
= g(u(n)) - g(v(n)) + eC(f(u(n)) - f(v(n)))\Gamma
\]

By Equation (3.16), \( v(1) \in H \Rightarrow v(n) \in H \) for all \( n \in \mathbb{N} \). If \( e(n) \rightarrow 0 \), then the local synchronization is achieved by the trajectory \( \{u(n)\}_{n \in \mathbb{N}} \) and the synchronization of the synchronized trajectory \( \{v(n)\}_{n \in \mathbb{N}} \) is stable under any small perturbation. Our next aim is to find the equation governing the trajectory \( \{e(n)\}_{n \in \mathbb{N}} \) of the error dynamical system using Equation (3.39) and analyse its stability around 0.

Now using Equation (3.10) we have,

\[
f(u(n)) = \begin{pmatrix} \bar{f}_1(v(n)(1)) & \cdots & \bar{f}_k(v(n)(1)) \\ \vdots & \ddots & \vdots \\ \bar{f}_1(v(n)(N)) & \cdots & \bar{f}_k(v(n)(N)) \end{pmatrix} + \begin{pmatrix} (e(n)(1))D\bar{f}_1(v(n)(1)) & \cdots & (e(n)(1))D\bar{f}_k(v(n)(1)) \\ (e(n)(N))D\bar{f}_1(v(n)(N)) & \cdots & (e(n)(N))D\bar{f}_k(v(n)(N)) \end{pmatrix}
\]

As we know \( v(n) \in H \), for all \( n \in \mathbb{N} \), \( v(n)(1) = v(n)(2) = \ldots = v(n)(N) = s_n \in \mathbb{R}^k \) and thus, we rewrite Equation (3.40) as

\[
f(u(n)) = f(v(n)) + e(n).J_f(n),
\]

where \( e(n) = \begin{pmatrix} e(n)(1) & e(n)(2) & \ldots & e(n)(N) \end{pmatrix}^T \) is an \( N \times k \) matrix and \( J_f(n) = \left( D\bar{f}_1(s_n) \ldots D\bar{f}_k(s_n) \right) \) is a \( k \times k \) matrix. Similarly, for the function \( g \), we get

\[
g(u(n)) = g(e(n)) + e(n).J_g(n).
\]

Therefore, by using Equation (3.41) and Equation (3.39) we have,

\[
e(n + 1) = e(n).J_g(n) + eCe(e(n)).J_f(n)\Gamma.
\]

Clearly the condition for the stability of the synchronized trajectory \( \{v(n)\}_{n \in \mathbb{N}} \) and the condition for the local synchronization of \( \{u(n)\}_{n \in \mathbb{N}} \) is the condition for the local stability of the error system represented in Equation (3.43).

As, \( C \) is a symmetric matrix, there exists an orthogonal matrix \( Q \) (the rows of \( Q \) are the eigenvectors of \( C \)) such that \( C = Q^T D_C Q \), where \( D_C \) is the diagonalization of \( C \). Now from Equation (3.43) we get, \( Qe(n + 1) = Qe(n).J_g(n) + eQCQ^T Qe(n).J_f(n)\Gamma \). Thus, it can be concluded that

\[
\eta(n + 1) = (\eta(n).J_g(n) + eD_C\eta(n).J_f(n)\Gamma),
\]

where \( \eta(n) = Qe(n) \) for all \( n \in \mathbb{N} \). Thus, \( \eta(n + 1)(i) = (\eta(n)(i)(J_g(n) + e\lambda_iJ_f(n)\Gamma)) \). Therefore,

\[
\eta(n + 1)(i) = \prod_{k=1}^{n} (J_g(k) + e\lambda_iJ_f(k)\Gamma) \eta(1)(i),
\]

for all \( i \in \mathbb{N}_N \). Here \( \{\lambda_i\}_{i \in \mathbb{N}_N} \) are all the eigenvalues of \( C \). Clearly, as \( n \to \infty \), if \( \eta(n) \to 0 \) then \( e(n) \to 0 \). Thus, the condition for local synchronization of \( \{u(n)\}_{n \in \mathbb{N}} \) and the condition for stability of \( \{v(n)\}_{n \in \mathbb{N}} \) are the conditions for stability of \( \{\eta(n)\}_{i} \) for all \( i \in \mathbb{N}_N \) around the equilibrium point 0.

Now we construct a Lyapunov function for local synchronization. Let \( A \) be a positive definite \( k \times k \) matrix. Let \( V : \mathbb{R}^N \to \mathbb{R} \) be a function defined by

\[
V(x) = xA^T.
\]

Clearly, \( V(x) \geq 0 \) for all row vector \( x \in \mathbb{R}^n \). Now we have

\[
V(\eta(n + 1)) = (\eta(n)(i)(J_g(n) + e\lambda_iJ_f(n)\Gamma))A(\eta(n)(i)(J_g(n) + e\lambda_iJ_f(n)\Gamma))^T
\]

Note that the notion of the stability of synchronization of the synced trajectory \( \{v(n)\} \) and the same of local synchronization of any trajectory \( \{u(n)\} \) are like two peas in a pod. Thus the study on any one of the two notions suffices for the other too. As \( A \) is positive definite, we can write \( V(x) = \|x\|_A \), where \( \| \cdot \|_A \) is a norm on \( \mathbb{R}^N \). Now we are in position to state and prove the following results on local synchronization.

**Lemma 3.26.** The synchronization of the synced trajectory \( \{v(n)\}_{n \in \mathbb{N}} \) of CDSH given by Equation (3.16) is stable under a small perturbation if and only if \( \|(J_g(n) + e\lambda_iJ_f(n)\Gamma))\|_A < 1 \).
Proof. Writing Equation \(3.47\) in the notation of \(\| \cdot \|_A\) we have
\[
\|\eta(n+1)(i)\|_A = \|(\eta(n)(i))_A((J_\theta(n) + \epsilon\lambda_iJ_f(n))\|_A,
\]
which implies \(\eta(n)\) is stable around 0 if and only if \(\|(J_\theta(n) + \epsilon\lambda_iJ_f(n))\|_A < 1\) for all \(i \in \mathbb{N}_N\). Thus, by using Lemma 3.25, we get our desired result.

**Theorem 3.27.** Let the limit, \(\sigma = \lim_{n \to \infty} \frac{1}{n} \sum_{r=1}^{n} \log \|J_f(r)\|_A\) exists and \(f = g\) and \(\Gamma = c\Gamma_k\), for some constant \(c\). The synchronization of the synchronized trajectory \(\{v(n)\}_{n \in \mathbb{N}}\) of CDSH given by Equation \(3.16\) is stable under a small perturbation if all the absolute values of the eigenvalues of \(C\) are contained in the interval \([\frac{1-c\sigma}{c\sigma}, \frac{1+c\sigma}{c\sigma}]\).

**Proof.** As \(f = g\), and \(\Gamma = c\Gamma_k\) Equation \(3.48\) becomes \(\|\eta(n+1)(i)\|_A \leq \|\eta(n)(i)\|_A\|(1 + c\epsilon\lambda_i)\|J_f(n)\|\).
Thus, we have,
\[
\|\eta(n+1)(i)\|_A = \|(\eta(n)(i))_A((1 + c\epsilon\lambda_i))\|^n(\prod_{r=1}^{n} \|J_f(r)\|_A),
\]
which implies \(\eta(n) \to 0\) as \(n \to \infty\), if \(\|(1 + c\epsilon\lambda_i))\|^n(\prod_{r=1}^{n} \|J_f(r)\|_A) < 1\), for all \(i\), that is equivalent to
\[
\|(1 + c\epsilon\lambda_i)\|^n < 1,
\]
for all \(i\), where \(\sigma = \lim_{n \to \infty} \frac{1}{n} \sum_{r=1}^{n} \log \|J_f(r)\|_A\). Therefore, the trajectories of the CDSH represented by Equation \(3.16\), synchronize locally if \(\frac{1-c\sigma}{c\sigma} < -\lambda_i < \frac{1+c\sigma}{c\sigma}\) for all \(i = 1, 2, \ldots, N\). In other words, the synchronization is stable under small perturbation if the above condition satisfied. This completes the proof.

In fact from Lemma 3.26, we can conclude a little more than Theorem 3.27 but before that we need the following remark.

**Remark 3.28.** The rows of \(Q\) are the eigenvectors of \(C\). Thus, the eigenvalues of \(C\) has one to one correspondence with the rows of \(Q\). As the \(r\)-th row \(Qe(1)\) is obtained by right multiplication of \(e(1)\) with the \(r\)-th row of \(Q\) (that is with the transpose of an eigenvector of \(C\)), the \(r\)-th row of \(Qe(1)\) also has an one to one correspondence with the eigenvalues of \(C\). That is if \(\lambda_i\) is the \(r\)-th eigenvalue with eigenvector \(v_r\), then \(r\)-th row of \(Q\) is \(Qv_r\) and the \(r\)-th row of \(Qe(1)\) is \(v^*_r e(1)\). We are going to use this correspondence in the next result.

**Theorem 3.29.** Let the limit, \(\sigma = \lim_{n \to \infty} \frac{1}{n} \sum_{r=1}^{n} \log \|J_f(r)\|_A\) exists and \(f = g\), \(\Gamma = c\Gamma_k\), for some constant \(c > 0\). Let \(e(1)\) be the initial perturbation of synchronized trajectory. The synchronization of the synchronized trajectory \(\{v(n)\}_{n \in \mathbb{N}}\) of CDSH given by Equation \(3.16\) is stable under a small perturbation if and only if either the \(i\)-th row (component) of \(Qe(1)\) \(\eta(1)\) is zero or the absolute value of the corresponding \(i\)-th eigenvalue of \(C\) is contained in the interval \([\frac{1-c\sigma}{c\sigma}, \frac{1+c\sigma}{c\sigma}]\).

**Proof.** From Equation \(3.49\), it can be concluded that \(\lim_{n \to \infty} \eta(n)(i) = 0\) if and only if either \(\eta(1)(i) = 0\) or \(\|(1 + c\epsilon\lambda_i))\|e^\sigma < 1\). Using this fact and proceeding like the proof of Theorem 3.27, this result can be proved easily.

**Remark 3.30.** The rows of \(Q\) are the eigenvectors of \(C\). Let the \(r\)-th row of \(Q\) (say \(Q_r\)) be the eigenvector of \(C\) corresponding to the eigenvalue \(0\). So \(Q_r \in \mathbb{R}^N\) with all its components are equal to 1. If we choose \(s_1\) as defined in Equation \(3.22\) and \(V(1)\) accordingly (that is, if we do not choose the other options for \(s_1\) given in Remark 3.13), then the \(r\)-th component of \(\eta(1)\) \((\text{say} \ Q(1))\) can be written, by using Equation \(3.22\), as \(Q_r x(1) = Q_r(u(1) - v(1)) = \sum_{i \in \mathbb{N}_N} u(1)(i) - \sum_{i \in \mathbb{N}_N} v(1)(i) = 0\). Thus, by Theorem 3.29, we have the following result.

**Corollary 3.31.** Let the limit, \(\sigma = \lim_{n \to \infty} \frac{1}{n} \sum_{r=1}^{n} \log \|J_f(r)\|_A\) exists and \(f = g\), \(\Gamma = c\Gamma_k\), for some constant \(c > 0\). The synchronization of the synchronized trajectory \(\{v(n)\}_{n \in \mathbb{N}}\) of CDSH given by Equation \(3.16\) is stable under a small perturbation if all the absolute values of the nonzero eigenvalues of \(C\) are contained in the interval \([\frac{1-c\sigma}{c\sigma}, \frac{1+c\sigma}{c\sigma}]\).

**Proof.** This result directly follows from Remark 3.30 and Theorem 3.29.

The next corollary easily follows from Theorem 3.27, Remark 3.30.

**Corollary 3.32.** If \(f = g\), \(\Gamma = c\Gamma_k\) for some constant \(c > 0\), the limit \(\sigma = \lim_{n \to \infty} \frac{1}{n} \sum_{r=1}^{n} \log \|J_f(r)\|_A\) exists, and the coupling strength \(c\) is contained in the interval \([\frac{1-c\sigma}{c\sigma}, \frac{1+c\sigma}{c\sigma}]\), where \(\lambda_{\text{max}}\) and \(\lambda_{\text{min}}\) are the maximum and minimum of the absolute values of the nonzero eigenvalues of \(C\) respectively then the synchronization of the synchronized trajectory \(\{v(n)\}_{n \in \mathbb{N}}\) of the CDSH, given by Equation \(3.16\) is stable under small perturbation.
Proof. If \(\epsilon \in \left[ \frac{1-e^{-\sigma}}{\lambda_{\max}}, \frac{1+e^{-\sigma}}{\lambda_{\min}} \right] \) where \(\lambda_{\max}\) and \(\lambda_{\min}\) are the maximum and minimum of the absolute values of the non zero eigenvalues of \(C\) respectively, then \(1-e^{-\sigma} < \lambda_{\min} < \lambda_{\max} < 1+e^{-\sigma}\). Therefore, \(\frac{1-e^{-\sigma}}{\lambda_{\min}} < ||\lambda|| < \frac{1+e^{-\sigma}}{\lambda_{\max}}\) for all nonzero eigenvalues \(\lambda_i\) of \(C\), that is \(\frac{1-e^{-\sigma}}{\lambda_{\min}} < -\lambda_i < \frac{1+e^{-\sigma}}{\lambda_{\max}}\). This can be written as \(-e^{-\sigma} < 1+e\lambda_i < e^{-\sigma}\), or in terms of absolute value, \(||(1 + e\lambda_i)||e^\sigma < 1\). Therefore, the result follows from Equation (3.50) and Remark 3.30.

Note that in the above results the quantity \(\sigma\) depends on the choice of initial perturbation. Consequently, the results involving \(\sigma\) take into account the local synchronization (or more precisely the stability of synchronization) only. Now we recall some results from [9] and [10].

Lemma 3.33. [10, page-7,equation(2.3),(2.4)]\(\|Q(x)\| \geq S(x)\|R(x)\|^{-1}S(x)\|R(x)\|^{-1} > 0\) is equivalent to \(R(x) > 0\), \(Q(x) - S(x)R(x)^{-1}S(x)^{-1}R(x)^{-1} > 0\), where \(Q(x) = Q(x)^{T}\), \(R(x) = R(x)^{T}\), and \(S(x)\) depends affinely on \(x\).

Lemma 3.34. [9, Theorem 1.2 (Existence of a Lyapunov function implies stability), page-2] Let \(x = 0\) be an equilibrium point for the autonomous system \(x(t+1) = f(x(t))\) where \(f: D \rightarrow \mathbb{R}^n\) is locally Lipschitz in \(D \subset \mathbb{R}^n\) and \(0 \in D\). Suppose that there exists a continuous function \(V: D \rightarrow \mathbb{R}\) such that \(V(0) = 0\) and \(V(x) > 0\), for all \(x \in D - \{0\}\) and \(V(f(x)) - V(x) \leq 0\), for all \(x \in D\). Then \(x = 0\) is stable. Moreover if \(V(f(x)) - V(x) < 0\), for all \(x \in D - \{0\}\) then \(x = 0\) is asymptotically stable.

Lemma 3.35. [9, Theorem 1.4 (Existence of a Lyapunov function implies stability), page-2] Let \(x = 0\) be an equilibrium point for the autonomous system \(x(t+1) = f(x(t))\) where \(f: D \rightarrow \mathbb{R}^n\) is locally Lipschitz in \(D \subset \mathbb{R}^n\) and \(0 \in D\). Suppose that there exists a continuous function \(V: D \rightarrow \mathbb{R}\) such that \(V(0) = 0\) and \(V(x) > 0\), for all \(x \in D - \{0\}\) and \(V(x) \rightarrow 0\) as \(||x|| \rightarrow \infty\) and \(V(f(x)) - V(x) < 0\), for all \(x \in D - \{0\}\) then \(x = 0\) is globally asymptotically stable.

Now we have the following theorem.

Theorem 3.36. If there exists a positive definite matrix \(A\) such that \(||(J_g(n) + \epsilon\lambda J_f(n)\Gamma)A((J_g(n) + \epsilon\lambda J_f(n)\Gamma)^T - A\| < 0\) for all \(i\) then local synchronization is achieved by any trajectory \(\{u(n)\}_{n \in \mathbb{N}}\) and the synchronization of the synchronized trajectory \(\{v(n)\}_{n \in \mathbb{N}}\) of the CDSH given by Equation (3.16) is stable under small perturbation.

Proof. We have,

\[
\begin{align*}
V(\eta(n+1)_i) - V(\eta(n)_i) \\
= (\eta(n)_i)(||((J_g(n) + \epsilon\lambda J_f(n)\Gamma)A((J_g(n) + \epsilon\lambda J_f(n)\Gamma)^T - A||)\eta(n)_i)\|T
\end{align*}
\]

Thus, if \(||(J_g(n) + \epsilon\lambda J_f(n)\Gamma)A((J_g(n) + \epsilon\lambda J_f(n)\Gamma)^T - A\| is negative definite, then \(V(\eta(n+1)_i) - V(\eta(n)_i) \leq 0\) and the result follows from Lemma 3.34, Lemma 3.35.

Therefore, by using Lemma 3.33, Lemma 3.35 we have the next corollary.

Corollary 3.37. If there exists a positive definite matrix \(A\) such that

\[
\begin{pmatrix}
A \\
(J_g(n) + \epsilon\lambda J_f(n)\Gamma)^T
\end{pmatrix}
\begin{pmatrix}
J_g(n) + \epsilon\lambda J_f(n)\Gamma
A^{-1}
\end{pmatrix}
> 0
\]

for all \(i\) then local synchronization is achieved by any trajectory \(\{u(n)\}_{n \in \mathbb{N}}\) and the synchronization of the synchronized trajectory \(\{v(n)\}_{n \in \mathbb{N}}\) of the discrete dynamical system given by Equation (3.16) is stable under small perturbation.

Remark 3.38. If we take the maximum edge cardinality, \(m_{\max} = 2\), all the underlying hypergraphs of the models, discussed above, become graphs and the corresponding CDSH become dynamical networks. Thus, some of the above results on CDSH can be considered as generalization of the same on dynamical-networks found in [22, 24, 29].

3.2. Synchronization in discrete coupled dynamical systems on weighted hypergraphs. Two groups of agents, despite being of the same size, may have different impacts on the overall dynamics in some real-world complex systems. To incorporate this discrepancy among the different interactive groups of agents we introduce weights for hyperedges in this section. Let \(G = (V, E, w)\) be a weighted hypergraph with vertex set \(V\), edge set \(E\), and a weight function \(w: E \rightarrow \mathbb{R}^+\). The positive real number \(w(e)\) is called the weight of the hyper-edge \(e\) [41]. One may consider the \(\mathbb{R}\) as the range of the weight function, but in this work, we restrict the same to \(\mathbb{R}^+\).

In a CDSH, the hyper-edges act as the interactive couplings. It is natural to expect a condition of synchronization governed by hyper-edges. Now for each edge \(e = (v_i, v_{i2}, \ldots, v_{i j})\) with cardinality \(j\), we define a function \(h_e: \mathbb{R}^{Nk} \rightarrow \mathbb{R}^{Nk}\) by

\[
h_e(u)(i) = \begin{cases}
\frac{\epsilon^j}{j!} (aw_j(u)(e) - u(i)) & \text{if the i-th vertex } v_i \in e, \\
0 & \text{otherwise},
\end{cases}
\]

(3.52)
where \( \text{av}_j(e) = \frac{\sum_{i \in E} u_{(i,v)}}{\sum_{i \in E} 1} \) and \( u(i) \in \mathbb{R}^{Nk} \). The function \( h_e \) can be considered as action of the edge \( e \) on the state of the vertices (or simply, the action of \( e \)). Note that an edge \( e_r \) has a non-zero action on the vertex \( v_j \) only if \( (v_j, e_r) \) is an edge in the incidence graph of the systems on hypergraphs.

Now we study the linearity in this action of hyper-edges. We define an \( N \times 1 \) matrix \( \chi_e \) and an \( N \times N \) diagonal matrix \( D_e \) corresponding to a hyper-edge \( e \) by \( (\chi_e)_i = 1 \) if \( v_i \in e \), otherwise \( (\chi_e)_i = 0 \) and \( (D_e)_{ii} = 1 \) if \( v_i \in e \), otherwise \( (D_e)_{ii} = 0 \). It can be easily verified that

\[
 h_e(u) = H_e u, \text{ where } H_e := \frac{|e|}{|e| - 1} \left( \frac{1}{|e|} \chi_e \chi_e^T - D_e \right).
\]  

(3.53)

As the action of \( H_e \) always tries to make the state of the dynamics on all the vertices associated with \( e \) evolve in synchrony and the action vanishes when the state of the dynamics of all the vertices incident to \( e \) becomes equal, we call the \( N \times N \) symmetric matrix \( H_e \) the edge-diffusion matrix of the edge \( e \). Now using Equation (3.53) we re-write the general model represented by Equation (3.13) as

\[
 u(n+1)(i) = \tilde{g}(u(n)(i)) + \epsilon \sum_{m=2}^{m_{max}} \frac{m}{m-1} \sum_{e_r \in E(i)} \left( \text{av}_j(f(u(n))) - f(u(n)(i)) \right)
\]  

(3.54)

that leads us to

\[
 u(n+1) = \{u(n+1)(i)\}_{i \in \mathbb{N}^N} = g(u(n)) + \epsilon \sum_{e_r \in E} H_{e_r}(f(u(n)))
\]  

(3.55)

Now Equation (3.55) is our model to study the action of edge and its effect on synchronization in discrete CDSH. This model can be generalized further by introducing a \( k \times k \) inner couple matrix \( \Gamma \) as follows.

\[
 u(n+1) = g(u(n)) + \epsilon \sum_{e_r \in E} H_{e_r}(f(u(n))) \Gamma.
\]  

(3.56)

**Remark 3.39.** The model represented by Equation (3.15) is equivalent to the model given by Equation (3.55) as both of them are equivalent to the model described in Equation (3.13). Similarly the model in Equation (3.16) is equivalent to the model given by Equation (3.56). It is obvious that any theorem, holds for the trajectories of a CDSH model, will also hold for all its equivalent models.

In the previous sections, we have considered the coupling strength \( \epsilon \) as a constant for all couplings. Now we take different coupling strengths for the couplings, i.e., for the hyperedges. So, we consider \( \epsilon \) as a function. In fact, we define the coupling strength of a hyperedge \( e \) as the function of the weight, \( w(e) \) of \( e \). Suppose that \( \alpha_e : \mathbb{R}^+ \to \mathbb{R}^+ \) is a positive real valued function corresponding to a hyperedge \( e \in E \). We define \( \epsilon : E \to \mathbb{R}^+ \) as \( \epsilon(e) = \alpha_e(w(e)) \) for all \( e \in E \) for our dynamical network with weighted hypergraphs architecture model. One may choose the identity map for all \( \alpha_e \) to get the coupling strengths equal to the corresponding edge-weights.

After taking \( \epsilon_e \) in Equation (3.56) we have the following weighted systems on hypergraphs model.

\[
 u(n+1) = g(u(n)) + \sum_{e_r \in E} \left\{ \epsilon_{e_r} H_{e_r}(f(u(n))) \right\} \Gamma.
\]  

(3.57)

3.2.1. **Global analysis of coupled discrete dynamical systems on weighted hypergraphs.** Let

\[
 L_w := \sum_{e_p \in E} \epsilon_{e_p} H_{e_p}.
\]  

(3.58)

Now the Equation (3.57) becomes

\[
 u(n+1) = g(u(n)) + L_w(f(u(n))) \Gamma.
\]  

(3.59)

**Remark 3.40.** We listed below some observations on \( L_w \).

1. \( L_w \) is symmetric and negative semidefinite.
2. If \( G \) be a weighted hypergraph and \( w_e \) be the weight of a hyper-edge \( e \) of \( G \). Then \( L_w = A_w = \sum_{e \in E} \epsilon_e D_e \).

Here \( A_w \) is the adjacency matrix of a weighted hypergraph considered in [41, section-2].

For Dynamical networks with graph as its underlying architecture, the Laplacian matrix of the underlying graph is used as the diffusion operator \((22, 24, 25, 28, 37, 40) \) and many more). For dynamical networks with hypergraph as its underlying structure, it is easy to see that 0 is an eigenvalue of \( L_w \), and for a connected hypergraph, the eigenspace of 0 is the one-dimensional vector space generated by 1. Therefore, \( L_w \) is a reasonable candidate for being a diffusion operator for a weighted non-uniform hypergraph. Evidently, \( L_w \) is symmetric and has zero row sum for weighted hypergraphs. Now we find similar results in our study for weighted hypergraphs as we have for unweighted hypergraphs. Thus in many cases, the proofs are also similar and therefore, being omitted with proper references.
Now we define the matrix $D_w$ as follows

$$D_w := \sum_{e \in E} \epsilon_e D_e.$$  \hspace{1cm} (3.60)

**Theorem 3.41.** If $f$ and $g$ are Lipschitz functions with Lipschitz constant $k_f$ and $k_g$, respectively, and $\left(k_g + \|L_w\|k_f\|I^T\|\right) < 1$, then any trajectory of the CDSH represented by the model of Equation (3.56) achieves synchronization asymptotically. If $f = g$ and $\Gamma = I_k$, then the sufficient condition for synchronization becomes $\|I_N + L_w\| < \frac{1}{k_f}$.

**Proof.** Recall that $s_1 = \frac{1}{N} \sum_{i=1}^{N} u(1)(i)$ and $v(1)$ be an $N \times k$ matrix whose all the $N$ rows be the $N$ copies of $s_1$. The trajectory of $\{v(n)\}$ evolves governed by the CDSH model of Equation (3.59), that is, by the equation

$$v(n + 1) = g(v(n)) + L_w(f(v(n)))\Gamma.$$  \hspace{1cm} (3.61)

As $v(n)$ has equal rows (components) and the same dynamics is going on in each vertex of the systems on hypergraphs, the trajectory $\{v(n)\}$ is confined in the manifold of synchronization, $H$.

If $\{u(n)\}_{n \in \mathbb{N}}$ be any trajectory of the discrete CDSH governed by Equation (3.59) then by Equation (3.24), Equation (3.61) we have $e(n + 1) = (g(u(n)) - g(v(n))) + L_w((f(u(n))) - (f(v(n))))\Gamma$. Therefore, the norm of the error is, $\|e(n + 1)\| = \|(g(u(n)) - g(v(n))) + L_w((f(u(n))) - (f(v(n))))\| \leq \left(k_g + \|L_w\|k_f\|I^T\|\right)\|e(n)\|$. Accordingly, the succession of error $\{e(n)\}_{n \in \mathbb{N}}$ sticks to the following inequality of norms $\|e(n + 1)\| \leq \left(k_g + \|L_w\|k_f\|I^T\|\right)\|e(n)\|$. Moreover, if $f = g$ and $\Gamma = I_k$, then the error inequality becomes $\|e(n + 1)\| \leq \left(\|I_N + L_w\|\right)\|k_f\|\|e(n)\|$. Thus, the theorem follows. \hfill \Box

**Corollary 3.42.** If $f$ and $g$ are Lipschitz functions with Lipschitz constant $k_f$ and $k_g$, respectively, and $\left(k_g + \mu_{\max} k_f\|I^T\|\right) < 1$, where $\mu_{\max}$ is the maximum of the absolute values of the eigenvalues of $L_w$, then any trajectory of the CDSH represented by the model of Equation (3.56) achieves synchronization asymptotically. If $f = g$ and $\Gamma = I_k$, then the sufficient condition for synchronization becomes $\omega < \frac{1}{k_f}$, where $\omega$ is the maximum of the absolute values of the eigenvalues of the matrix $(I_N + L_w)$.

**Proof.** The proof directly follows from Theorem 3.41 and the fact that the operator norm of a symmetric matrix is the maximum of the absolute values of its eigenvalues. \hfill \Box

By the Remark 3.40.(1), $-L_w$ is positive semi-definite and thus, there exists an orthogonal matrix $\Delta_w$, such that, $\Delta_w^2 = -L_w$. Thus, we have the following.

**Lemma 3.43.** There exists a orthogonal matrix $\Delta_w$, which commutes with the matrix $L_w$. Moreover if the functions $\bar{f}$ and $\bar{g}$, described in Equation (3.10), are differentiable with all their partial derivatives exist and bounded then $\|\Delta_w\|f(u(n))\| \leq \|\sup \bar{f}\|\|\Delta_w\|u(n)\|^2$ and $\|\Delta_w\|g(u(n))\| \leq \|\sup \bar{g}\|\|\Delta_w\|u(n)\|^2$, where $\|\sup \bar{f}\|^2 = (\sum_{i \in N_k} \|\sup \bar{f}(i)\|^2)$ and $\|\sup \bar{g}\|^2 = (\sum_{i \in N_k} \|\sup \bar{g}(i)\|^2)$.

**Proof.** The proof is similar to the same of Lemma 3.14. \hfill \Box

Now we define $\theta_w(n) := \Delta_w u(n)$, which acts as a lyapunov function in global analysis of the weighted discrete dynamical system.

**Lemma 3.44.** If $\theta_w(n) = \Delta_w u(n)$, then $\theta_w(n) \rightarrow 0$ as $n \rightarrow \infty$ implies that the trajectory $\{u(n)\}_{n \in \mathbb{N}}$ achieves synchronization asymptotically.

**Proof.** The proof is similar to the same of Lemma 3.15. \hfill \Box

**Theorem 3.45.** If $f$ and $g$ are differentiable functions and $\|\sup \bar{g}\| + \|I^T\|\|L_w\|\|\sup \bar{f}\| < 1$ then any trajectory of the CDSH represented by the model of Equation (3.59) achieves synchronization asymptotically.

**Proof.** Using Equation (3.59), we have $\theta_w(n + 1) = \Delta_w[g(u(n)) + L_w(f(u(n)))\Gamma]$. Consequently, by using Lemma 3.43 and proceeding as the proof of Theorem 3.16, we get $\|\theta_w(n + 1)\| = \|\Delta_w[g(u(n)) + L_w(f(u(n)))\Gamma]\| \leq \left(\|\sup \bar{g}\|^2 + \|I^T\|^2\|L_w\|^2\|\sup \bar{f}\|^2\|\theta_w(n)\|^2\right)$. Therefore, the theorem follows. \hfill \Box

**Corollary 3.46.** If $f = g$, $\Gamma = c I_k$, and $\|\|I_N + cL_w\|| \| < \frac{1}{\|\sup \bar{f}\|}$ then the trajectories of the CDSH, given by Equation (3.59) globally synchronize asymptotically.

**Proof.** As $f = g$ and $\Gamma = c I_k$, then using Equation (3.59), we have $\theta_w(n + 1) = \Delta_w[I_N + cL_w](f(u(n))$. Therefore, by using Lemma 3.43 we have $\|\theta_w(n + 1)\| \leq \|\|I_N + cL_w\||\|\sup \bar{f}\|\|\theta_w(n)\|^2\|$. Thus, the result follows. \hfill \Box
Now we state the analogue of Theorem 3.24 for the weighted case.

**Theorem 3.47.** Let $f$ is a function of the form given by Equation (3.10) with $\|f(x) - f(y)\| \leq k_f \|x - y\|$, where $f$ is a Lipschitz function. Let $f = g$ and $\Gamma = I_k$. If there exists a negative semidefinite matrix $R$ whose row sum is 0, and there exists a positive real $b > k_f$ such that $(I_N + L_w)TR(I_N + L_w) - \frac{1}{b}R \geq 0$ then the trajectories CDSH, described in Equation (3.59) synchronizes.

**Proof.** The proof similar as the same of Theorem 3.24. □

3.2.2. Stability analysis of the coupled discrete dynamical systems on weighted hypergraphs.

**Lemma 3.48.** The stability of synchronization of a synchronized trajectory and the local synchronizability of a trajectory which starts very near to the manifold of synchronization of the CDSH, given in Equation (3.59) depend on the local stability of a dynamical system around 0.

**Proof.** Let $u(1) \in \mathbb{R}^{Nk}$ be a point very close to the manifold of synchronization, $H$. There exists a point $v(1) \in H \subset \mathbb{R}^{Nk}$ such that $c(1) = u(1) - v(1)$ and $\|c(1)\|$ is sufficiently small. Let $\{u(n)\}_{n \in \mathbb{N}}$ and $\{v(n)\}_{n \in \mathbb{N}}$ be two trajectories of the CDSH represented by Equation (3.59) with the initial points $u(1)$ and $v(1)$, respectively, and $\{v(n)\}_{n \in \mathbb{N}}$ be the trajectory of another dynamical system defined by $c(n) = u(n) - v(n)$. Using Equation (3.59) we have,

$$
e(n + 1) = g(u(n)) + L_w f(u(n))\Gamma = g(u(n)) + L_w f(u(n))\Gamma - g(v(n)) + L_w [f(u(n)) - f(v(n))]\Gamma.
$$

As $v(1) \in H$, by Equation (3.59), we get $v(n) \in H$ for all $n \in \mathbb{N}$. Now if $\|c(n)\| \to 0$, as $n \to \infty$, then the local synchronization is achieved by the trajectory $\{u(n)\}_{n \in \mathbb{N}}$ and the synchronization of the synchronized trajectory $\{v(n)\}_{n \in \mathbb{N}}$ is stable under a small perturbation.

Therefore, Equation (3.41) and Equation (3.39) together imply,

$$e(n + 1) = e(n)J_g(n) + L_w e(n)J_f(n)\Gamma.
$$

Thus, Equation (3.63) represents the required dynamical system, whose stability around 0 is equivalent to local stability of synchronization of the synchronized solution of the weighted CDSH, given by Equation (3.59). □

As $L_w$ is a symmetric matrix, there exists an orthogonal matrix $R$ (The rows of $R$ are the eigenvectors of $L_w$) such that $L_w = RT D_{L_w} R$, where $D_{L_w}$ is the diagonalization of $L_w$. Multiplying $R$ on both sides of Equation (3.63) we get,

$$\eta_w(n + 1) = \eta_w(n)J_g(n) + D_{L_w}\eta_w(n)J_f(n)\Gamma,
$$

where $\eta_w(n) = Re(n)$ for all $n \in \mathbb{N}$. Clearly which implies $\eta_w(n + 1)(i) = \eta_w(n)(i)J_g(n) + \mu_i \eta_w(n)(i)J_f(n)\Gamma$. Therefore,

$$\eta_w(n + 1)(i) = \left\{ \prod_{k=1}^{n} (J_g(k) + \mu_i J_f(k)\Gamma) \right\} \eta_w(1)(i)
$$

for all $i \in \mathbb{N}_N$, where $\{\mu_i\}_{i \in \mathbb{N}_N}$ are all the eigenvalues of $L_w$. Clearly $\|c(n)\| \to 0$ as $n \to \infty$ if $\eta_w(n) \to 0$ as $n \to \infty$. Thus, the condition of local synchronization of $\{u(n)\}_{n \in \mathbb{N}}$ and the condition of stability of the synchronization of $\{v(n)\}_{n \in \mathbb{N}}$ are the condition of stability of $\{\eta_w(n)\}_{i}$ for all $i \in \mathbb{N}_N$ around the equilibrium point 0.

**Theorem 3.49.** The synchronization of the synced trajectory $\{v(n)\}_{n \in \mathbb{N}}$ of CDSH given by Equation (3.59) is stable under a small perturbation if and only if $\|J_g(n) + \mu_i J_f(n)\Gamma\|_A < 1$.

**Proof.** The result follows by replacing $c\lambda_i$ by $\mu_i$ in the proof of Lemma 3.26. □

**Corollary 3.50.** Let the limit, $\sigma = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \log \|J_f(r)\|_A$ exists and $f = g$ and $\Gamma = cI_k$, for some constant $c$. The synchronization of the synced trajectory $\{v(n)\}_{n \in \mathbb{N}}$ of CDSH described in Equation (3.59) is stable under a small perturbation if all the absolute values of the eigenvalues of $L_w$ are contained in the interval $\left\{ \frac{(1-e^{-c})}{c}, \frac{(1+e^{-c})}{c} \right\}$.

**Proof.** If $g = f$ and $\Gamma = I_k$, then by Equation (3.65) we have,

$$\eta_w(n + 1)(i) = \left[ \prod_{k=1}^{n} (1 + c\mu_i)J_f(k)\right] \eta_w(1)(i).
$$

Let $\sigma = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \log \|J_f(k)\|$. Now Equation (3.66) implies that,

$$\|\eta_w(n + 1)(i)\| = \|(1 + \mu_i c)e^\sigma^n\|\eta_w(1)(i)|.
$$
Thus, the trajectories synchronize locally if \([(1 + \mu_i)e^\sigma] < 1\) for all \(i\), that is equivalent to \((1 - e^{-\sigma}) < -c\mu_i < (1 + e^{-\sigma})\). Thus, the result follows. \(\square\)

**Remark 3.51.** Recall Remark 3.28, where we have described a correspondence between the rows of \(Qe(1)\) and the eigenvalues of \(C\). Similarly, there is a correspondence between the rows of \(Re(1)\) and the eigenvalues of \(L_w\). We are going to use this correspondence in the next result.

Now we will state a result, which is analogous to Theorem 3.29.

**Theorem 3.52.** Let the limit, \(\sigma = \lim_{n \to \infty} \frac{1}{n} \sum_{r=1}^{n} \log \|J_f(r)\|_A\) exists and \(f = g\), \(\Gamma = c.I_k\), for some constant \(c > 0\). Let \(\epsilon(1)\) be the initial perturbation of synchronized trajectory. The synchronization of the synchronized trajectory \(\{v(n)\}_{n \in \mathbb{N}}\) of CDSH given by Equation (3.59) is stable under a small perturbation if and only if either the \(i\)-th row (component) of the \(Re(1)\) is zero or the absolute value of the corresponding \(i\)-th eigenvalue of \(L_w\) is contained in the interval \([\frac{1 - e^{-\sigma}}{c}, \frac{1 + e^{-\sigma}}{c}]\).

**Proof.** Similar to the proof of Theorem 3.29. \(\square\)

**Corollary 3.53.** Let the limit, \(\sigma = \lim_{n \to \infty} \frac{1}{n} \sum_{r=1}^{n} \log \|J_f(r)\|_A\) exists and \(f = g\), \(\Gamma = c.I_k\), for some constant \(c > 0\). The synchronization of the synchronized trajectory \(\{v(n)\}_{n \in \mathbb{N}}\) of CDSH given by Equation (3.59) is stable under a small perturbation if all the absolute values of the nonzero eigenvalues of \(L_w\) are contained in the interval \([\frac{1 - e^{-\sigma}}{c}, \frac{1 + e^{-\sigma}}{c}]\).

**Proof.** Similar to the proof of Corollary 3.31. \(\square\)

**Theorem 3.54.** If there exists a positive definite matrix \(A\) such that \([(J_g(n) + \mu_iJ_f(n)\Gamma)A(J_g(n) + \mu_iJ_f(n)\Gamma)^T - A] < 0\) for all \(i\) then local synchronization is achieved by any trajectory \(\{u(n)\}_{n \in \mathbb{N}}\) and the synchronization of the synchronized trajectory \(\{v(n)\}_{n \in \mathbb{N}}\) of CDSH, given by Equation (3.59), is stable under small perturbation.

**Proof.** The proof follows by replacing \(\epsilon\lambda_i\) by \(\mu_i\) in the proof of Theorem 3.36. \(\square\)

Thus, by using Lemma 3.33 and Lemma 3.35 we have the following corollary.

**Corollary 3.55.** If there exists a positive definite matrix \(A\) such that
\[
\begin{pmatrix}
A
& (J_g(n) + \mu_iJ_f(n)\Gamma)^T \\
(J_g(n) + \mu_iJ_f(n)\Gamma) & A^{-1}
\end{pmatrix}
> 0
\]
for all \(i\) then local synchronization is achieved by any trajectory \(\{u(n)\}_{n \in \mathbb{N}}\) and the synchronization of the synchronized trajectory \(\{v(n)\}_{n \in \mathbb{N}}\) of CDSH, given by Equation (3.16), is stable under a small perturbation.

### 3.3. Structural property of the hypergraph and synchronizability

In this subsection, we conclude some results on the influence of the structure of the underlying (unweighted) hypergraph topology on local synchronization. We start with two results from [4].

**Theorem 3.56.** [4, Theorem 3.5] For a connected hypergraph \(G\) with \(N\) vertices, \(\text{diam}(G) \geq \frac{4}{N(m_{\max} - 1)\lambda_{\min}}\), where \(\lambda_{\min}\) is the minimum non-zero eigen value of \(L_G\).

**Theorem 3.57.** [4, Theorem 3.8] For a connected \(m\)-uniform hypergraph with \(N\) vertices \(\lambda_{\max} \leq \max\{\frac{2d(i)(m-1)}{2m-1} + \frac{\sqrt{4d(i)^2d(i)m - 2d(i)(m-1)}}{2(m-1)} : v_i \in V\}\), where \(d_i = \frac{\sum_{j \neq i} d(j)}{d(i)}\) and \(D_{\max} = \max\{d_{ij} : \text{number of edge containing both} v_i, v_j : v_i, v_j \in V\}\).

From now, we denote the quantity max \(\{\frac{2d(i)(m-1) + \sqrt{4d(i)^2d(i)m - 2d(i)(m-1)}}{2m-1} : v_i \in V\}\) by \(b_m\). The following result directly follows from Corollary 3.32 and Theorem 3.56.

**Proposition 3.58.** If \(f = g\), \(\Gamma = c.I_k\) for some constant \(c > 0\), the limit \(\sigma = \lim_{n \to \infty} \frac{1}{n} \sum_{r=1}^{n} \log \|J_f(r)\|_A\) exists, and the coupling strength \(\epsilon\) is contained in the interval \([N(m_{\max} - 1)\text{diam}(G) - \frac{e^{-\sigma}}{4\epsilon\lambda_{\max}}, \frac{1 + e^{-\sigma}}{c\lambda_{\max}}]\), where \(\lambda_{\max}\) is the maximum of the absolute values of the nonzero eigenvalues of \(C\) respectively then local synchronization is achieved by any trajectory \(\{u(n)\}_{n \in \mathbb{N}}\) and the synchronization of the synchronized trajectory \(\{v(n)\}_{n \in \mathbb{N}}\) of the CDSH, given by Equation (3.16) is stable under small perturbation.

Corollary 3.32, Theorem 3.56 and Theorem 3.57 lead us to the following result.
Theorem 3.59. If the underlying hypergraph is a connected m-uniform hypergraph and $f = g$, $\Gamma = cI_k$ for some constant $c > 0$, the limit $\sigma = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \log \|J_f(\tau)\|_A$ exists, and the coupling strength $\epsilon$ is contained in the interval $[N(m-1)\text{diam}(G)\frac{1-c}{4c}, \frac{1+c}{cb_{\text{min}}}]$, then local synchronization is achieved by any trajectory $\{u(n)\}_{n \in \mathbb{N}}$ and the synchronization of the synchronized trajectory $\{v(n)\}_{n \in \mathbb{N}}$ of the CDSH, given by Equation (3.16) is stable under small perturbation.

3.4. Coupled continuous dynamical systems on hypergraphs. While developing the models for coupled discrete dynamical systems on hypergraph, we have used some diffusion matrices of hypergraphs, such as $C$ and $L_w$. Now using these matrices and following the existing methods for constructing models for continuous-time dynamical networks, we build the same for continuous-time CDSH. We start with weighted case using the matrix $L_w = \sum_{e \in E} \epsilon_e H_{e_r}$. The same for an unweighted systems on hypergraphs will automatically follow by taking the coupling strengths as constant, i.e., $\epsilon_e = \epsilon$ for all $e_r \in E$. Then $L_w = cC$.

The model of the continuous-time CDSH is given by the equation

$$\dot{u}(t) = f(u(t)) + L_w g(u(t))\Gamma,$$

(3.68)

where $f, g, u$ are as described in Equation (3.9) and Equation (3.10), and $\Gamma$ is described in Equation (3.16). We use $t$ to denote the time instead of $n$, to distinguish between the discrete and continuous-time cases. Now we start with local stability analysis.

3.4.1. Local stability analysis of coupled continuous-time dynamical systems on hypergraphs. Let $s_1 = \frac{1}{N} \sum_{i=1}^{N} u(1)(i) (\in \mathbb{R}^k)$ and $v(1)$ be an $N \times k$ matrix whose all the $N$ rows are $N$ copies of $s_1$. Let $\{v(n)\}$ be a trajectory that evolves by the rules of the CDSH model described in Equation (3.68). Clearly, the trajectory $\{v(n)\}$ starts from the manifold of synchronization and confined in this manifold. Thus, if any trajectory becomes closer to $\{v(n)\}$ with the flow of time then that trajectory synchronizes asymptotically. Now taking $\epsilon(t) = u(t) - v(t)$ we have

$$\dot{\epsilon}(t) = f(u(t)) - f(v(t)) + L_w g(u(t)) - g(v(t)))\Gamma.$$

(3.69)

We recall Equation (3.42). As the trajectories $u(t)$ and $v(t)$ are very close, we use linearized approximation and, thus, we write

$$g(u(t)) - g(v(t)) = e(t).J_g(t) \quad \text{and} \quad f(u(t)) - f(v(t)) = e(t).J_f(t).$$

(3.70)

Therefore, Equation (3.69) becomes

$$\dot{\epsilon}(t) = e(t).J_f(t) + L_w e(t).J_g(t)\Gamma.$$

(3.71)

$L_w$ is a symmetric matrix. Thus, there exists an orthogonal matrix $R$ such that $L_w = R^T D_{L_w} R$, where $D_{L_w}$ is the diagonalization of $L_w$. Multiplying $R$ on the both sides of Equation (3.71) we get, $R\dot{\epsilon}(t) = R(e(t).J_f(t) + bL_w R^T R e(t).J_g(t)\Gamma$, which implies $\eta_w(t) = \eta_w(t).J_f(t) + D_{L_w} \eta_w(t).J_g(t)\Gamma = \eta_w(t)(i).J_f(t) + \mu_i \eta_w(t)(i).J_g(t)\Gamma$. Therefore,

$$\dot{\eta}_w(t)(i) = \eta_w(t)(i).J_f(t) + \mu_i \eta_w(t)(i).J_g(t)\Gamma$$

(3.72)

for all $i \in \mathbb{N}_k$. Now from the above discussion we have the following theorem.

Theorem 3.60. If the system described in Equation (3.72) is asymptotically stable around its zero solution, then the synchronization of a synchronized trajectory of the CDSH described in Equation (3.68) is stable under small perturbation.

Now using the Lyapunov approach, we have some sufficient conditions for ensuring the stability of the synchronization.

Theorem 3.61. If there exists a positive definite $k \times k$ matrix $P$ and a positive real $b$ such that for all $i, t$, $[J_f(t) + J_g(t)\Gamma + bI_{k}]P$ is a negative semidefinite matrix then synchronization in the CDSH given by Equation (3.68) is stable under small perturbation.

Proof. Let us consider the Lyapunov function $W_{P_1}(t) = \frac{1}{2} \eta_w(t)(i) P \eta_w(t)^T(i)$, where $P$ is a $k \times k$ positive definite matrix. Then

$$W_{P_1}(t) = \eta_w(t)(i) P \eta_w(t)^T(i) = \eta_w(t)(i)[J_f(t) + \mu_i J_g(t)\Gamma] P \eta_w(t)^T(i)$$

$$\leq -\eta_w(t)(i) P \eta_w(t)^T(i) = -2b W_{P_1}(t).$$

(3.73)

Therefore, $W_{P_1}(t) \to 0$ as $t \to \infty$ for all $i$, and this completes the proof. \hfill \square

Note that for $k = 1$, the condition in Theorem 3.61 becomes as follows If there exists a $b > 0$ such that $[J_f(s) + \mu_i J_g(s)\Gamma + b]$ $\leq 0$. Thus, we state the following.

Corollary 3.62. If $k = 1$, $\Gamma = 1$, and there exists a positive real $b$ such that for all $i, t$, $[J_f(s) + \mu_i J_g(s)\Gamma + b] \leq 0$ then synchronization in the CDSH, given by Equation (3.68) is stable under small perturbation.
Using the vector notation for \( u(t) \) and \( v(t) \) instead of the matrix notation, we can conclude the following result.

**Theorem 3.63.** The synchronization of a synchronized trajectory of the CDSH given by Equation (3.68) is stable under small perturbation if \( [J_f(t) \otimes I_N + J_g(t) \otimes D_{L_w}] \) is negative definite, where \( \otimes \) is Kronecker product and \( D_{L_w} \) is the diagonalization of \( L_w \).

**Proof.** Let us consider a Lyapunov function \( V_I(t) = \frac{1}{2} \sum_{i \in \mathbb{N}} (\eta_w(t)(i))^2 \). Differentiating \( V_I(t) \) with respect to \( t \) we get

\[
\dot{V}_I(t) = \sum_{i \in \mathbb{N}} \left( \eta_w(t)(i) \right) \left( \eta_w(t)(i) \right) \frac{\partial}{\partial t} \left( \eta_w(t)(i) \right) = \sum_{i \in \mathbb{N}} \eta_w(t)(i) [J_f(t) + \mu J_g(t) \Gamma] (\eta_w(t)(i))^T
\]

where \( [J_f(t) \otimes I_N + J_g(t) \otimes D_{L_w}] \eta_w(t) \) is negative definite, then \( \dot{V}_I(t) < 0 \) and therefore, the result follows.

### 3.4.2. Global synchronization in continuous-time CDSH

Here, we restrict \( g \) as an identity function. Thus, Equation (3.69) becomes

\[
\dot{e}(t) = f(u(t)) - f(v(t)) + L_w(e(t)) \Gamma.
\]

Thus, the evolution of the \( i \)-th vertex is expressed by

\[
\dot{e}(t)(i) = f(u(t)(i)) - f(v(t)(i)) + \sum_{j \in \mathbb{N}} L_{w_{ij}}(e(t)(j)) \Gamma.
\]

**Theorem 3.64.** If \( \Gamma \) is positive semidefinite diagonal matrix and there exists a \( k \times k \) diagonal positive definite matrix \( P \) such that \((f(x) - f(y))P(x-y)\leq (x-y)k(P,f)(x-y)\) where \( K(P,f) \) is negative definite, then any trajectory of the dynamical system given by Equation (3.68) synchronizes asymptotically.

**Proof.** Let us consider a Lyapunov function \( V_P(t) = \frac{1}{2} \sum_{i \in \mathbb{N}} (e(t)(i))^2 P(e(t)(i))^T \). Now differentiating \( V_P(t) \) with respect to \( t \) and by using Equation (3.76), we have

\[
\dot{V}_P(t) = \sum_{i \in \mathbb{N}} \left[ f(u(t)(i)) \right] \left[ f(v(t)(i)) \right] + \sum_{j \in \mathbb{N}} L_{w_{ij}}(e(t)(j)) \Gamma P(e(t)(i))^T
\]

\[
\leq \sum_{i \in \mathbb{N}} (e(t)(i))^2 k(P,f)(e(t)(i))^2 + \sum_{i \in \mathbb{N}} \sum_{j \in \mathbb{N}} L_{w_{ij}}(e(t)(j)) \Gamma P(e(t)(i))^T
\]

\[
= \sum_{i \in \mathbb{N}} (e(t)(i))^2 k(P,f)(e(t)(i))^2 + \sum_{i \in \mathbb{N}} \sum_{j \in \mathbb{N}} L_{w_{ij}} (e(t)(j)) \Gamma \Gamma \Gamma P(e(t)(i))^T
\]

\[
\leq \sum_{i \in \mathbb{N}} (e(t)(i))^2 k(P,f)(e(t)(i))^2 + \sum_{i \in \mathbb{N}} \sum_{j \in \mathbb{N}} L_{w_{ij}} (e(t)(j)) \Gamma \Gamma \Gamma P(e(t)(i))^T
\]

\[
\dot{V}_P(t) < 0, \text{ as } L_w \text{ is negative semidefinite, } \Gamma \text{ is positive semidefinite, } P \text{ is positive definite, and } k(P,f) \text{ is negative definite. Thus, } V_P(t) \to 0 \text{ as } t \to \infty. \text{ Therefore, the result follows.}
\]

**Example 3.65.** Let \( f \) be a differentiable function which has bounded partial derivatives. Let \( \sup(f') = \{ \sup_{t \in \mathbb{N}} (f') \} \) and there exists a positive definite matrix \( P \) such that \( \sup(f') \) is negative definite. Now if we take \( k(P,f) = \sup(f')P \) then the condition given in Theorem 3.64 is satisfied.

**Theorem 3.66.** If \( \Gamma = I_k \) and \((f(x) - f(y))(x-y)\leq (x-y)k(I,\tilde{f})(x-y)\) where \( K(I,\tilde{f}) + L_w \) is negative definite, then the trajectories of the dynamical system given by Equation (3.68) synchronize asymptotically.

**Proof.** Take \( P = \Gamma = I_k \) in Equation (3.77) we get

\[
\dot{V}_I(t) \leq \sum_{i \in \mathbb{N}} (e(t)(i))^2 k(I,\tilde{f})(e(t)(i))^2 + \sum_{i \in \mathbb{N}} \sum_{j \in \mathbb{N}} L_{w_{ij}}(e(t)(j))(e(t)(i))^T.
\]

If we consider \( e(t) \) in vector form then from Equation (3.77) we have

\[
\dot{V}_I(t) \leq e(t)k(I,\tilde{f})e(t) + e(t)L_w \otimes I_k(e(t))^T = e(t)[k(I,\tilde{f}) + L_w \otimes I_k](e(t))^T.
\]

As \((k(I,\tilde{f}) + L_w)\) is negative definite, \( \dot{V}_I(t) \) is negative and \( V_I(t) \to 0, \text{ as } t \to \infty. \) thus, the result follows.

**Remark 3.67.** The results derived from Theorem 3.64 and Theorem 3.66 by taking \( m_{\max} = 2 \) (that is when the underlying hypergraph becomes graph) are similar to what have been reported in [17, 30].

In the next result, we consider \( k = 1. \) Thus, \( \Gamma \) is a scalar. For simplicity we assume \( \Gamma = 1. \) Now Equation (3.68) becomes

\[
\dot{u}(t) = f(u(t)) + L_w g(u(t)).
\]
Thus, Equation (3.69) becomes
\[
\dot{e}(t) = f(u(t)) - f(v(t)) + L_w(g(u(t)) - g(v(t))).
\]

**Theorem 3.68.** For \( k = 1 \), if there exists an \( N \times N \) positive definite matrix \( P \) such that \( (x-y)^T P (f(x) - f(y)) \leq (x-y)^T k_{(P,f)} (x-y) \) and \( (x-y)^T P L_w (g(x) - g(y)) \leq (x-y)^T k_{(P,L_w,g)} (x-y) \), for all \( x, y \in \mathbb{R}^N \), where both \( k_{(P,L_w,g)} \) and \( k_{(P,f)} \) are \( N \times N \) matrix and \([k_{(P,f)} + k_{(P,L_w,g)} + bP]\) is a negative definite matrix, then any trajectory of the CDSH given by Equation (3.80) synchronizes.

**Proof.** Let us consider the quantity \( \dot{V}_w(t) = \frac{1}{2} (e(t))^T P e(t) \), where \( P \) is an \( N \times N \) positive definite matrix. So \( \lim_{t \to 0} \dot{V}_w(t) = 0 \) \( \Rightarrow \lim_{t \to 0} e(t) = 0 \). Now \( \dot{V}_w(t) = (e(t))^T P \dot{e}(t) = (e(t))^T P [f(u(t)) - f(v(t))] \leq (e(t))^T [k_{(P,f)} + k_{(P,L_w,g)}] e(t) \leq \frac{b}{2} (e(t))^T P e(t) = -\frac{b}{2} V_w(t). \) Therefore, \( \lim_{t \to 0} V_w(t) = 0 \) and this completes the proof. \( \square \)

### 3.5. CDSH models using normalized matrices.

The use of normalized Laplacian matrices in a dynamical network model is quite common. We can also construct the same for systems on hypergraphs by using a normalized matrices associated with its underlying hypergraph, for both, discrete-time and continuous-time dynamical systems. It is also common to multiply the Laplacian matrix by the inverse of the degree matrix to obtain the normalized Laplacian matrix. As the hypergraph is connected, the matrices, \( D_C \), and \( D_w \) are positive definite and thus, are invertible. Here \( D_C \) is the degree matrix of \( G \) and \( D_w \) is defined in Equation (3.60).

Similar to Definition 2.5, we define
\[
\hat{C} := D_C^{-1} C \quad \text{and} \quad \hat{L} := D_w^{-1} L_w.
\]

As, the row sums of both the matrices, \( \hat{C} \) and \( \hat{L} \) are zero, so the diffusion process in a systems on hypergraphs and the related synchronization can be described using these matrices. Now if we replace \( C \) and \( L_w \) by \( \hat{C} \) and \( \hat{L} \) respectively, all the models described in the previous sections, become CDSH models involving the normalized matrices.

**Remark 3.69.** In previous sections, we have used the fact that \( C \) and \( L_w \) are symmetric, but, in general, \( \hat{C} \) and \( \hat{L} \) are not. Though, both of them are not symmetric with respect to the usual inner product, but, \( \hat{C} \) and \( \hat{L} \) are symmetric with respect to the inner products \( \langle \cdot, \cdot \rangle_{D_C} \) and \( \langle \cdot, \cdot \rangle_{D_w} \), respectively, where \( \langle x, y \rangle_{D_C} := x^T D_C y \) and \( \langle x, y \rangle_{D_w} := x^T D_w y \) for all \( x, y \in \mathbb{R}^N \). Thus, using these inner products we can derive the similar results by using \( \hat{C} \) and \( \hat{L} \) in places of \( C \) and \( L_w \), respectively, in previous sections.

### 4. Comparison with graph-models

We intend to incorporate multi-body interactions using the underlying topology of the dynamical network in our work. Generally, a graph (or a network) is used as the underlying topology of dynamical networks. We use hypergraph as the underlying topology. A hypergraph is a generalization of a graph and if we take the maximum edge cardinality of a hypergraph, \( m_{\text{max}} = 2 \), it becomes a graph. Thus our model is so adaptable that we can get back to the graph case when it is needed. It is important to note that in many situations, the interactions in a network are multi-nary. Using binary interactions, we approximate those multi-nary synergies. For example, in the synchronized chirping of crickets, in the synchronous flashing of a swarm of male fireflies, the interactions are multi-nary. Diffusion of any substance (for example ink) on a surface (for example on a piece of cloth) can be described conveniently using grids on that surface. The grids are indeed hypergraphs.

The hypergraph representation of a grid is described in Example 5.3. Suppose that we put a drop of ink on one of the cells in the grid. As the ink spreads in all the neighboring cells, the interaction is multi-nary and can be described conveniently by a hyperedge containing the cell and its neighbors. Though sometimes multi-nary interaction can be approximated by multiple binary interactions, the approximation may not work in some situations. To illustrate this we consider an abstract example where a 3-uniform hyperedge, \( e \) (Figure 1a) is approximated by three 2-edges (drawn with the dotted lines in Figure 1a). The corresponding diffusion matrix \( L \) (which is the negative of Laplacian) of the triangle is \( \left( -\frac{2}{1} -\frac{1}{2} \frac{1}{1} \right) \). The matrix \( C = H_e \) corresponding to the edge \( e \) is \( \left( \begin{array}{cc} -1 & -\frac{1}{2} \\ \frac{1}{2} & -\frac{1}{2} \end{array} \right) \). Now the discrete diffusion equation expressed by \( L \) is
\[
x(n+1) = x(n) + L(x(n)),
\]
and the same described by \( C \) is
\[
x(n+1) = x(n) + C(x(n)).
\]

The eigenvalues of \( I_3 + L \) are \(-2, -2, 1\) and the same of \( I_3 + C \) are \(-\frac{1}{2}, -\frac{1}{2}, 1\). The trajectories of the system given by Equation (4.2) synchronize because for the matrix \( I_3 + C \) the eigenspace of 1 is the vector space...
generated by the vector $\mathbf{1}$ and the magnitude of the other eigenvalues is less than 1. The same is not valid for Equation (4.1) because the magnitudes of the eigenvalues (other than 1) of $I_3 + L$ are greater than 1.

The matrix $C$ corresponding to the hypergraph in Figure 1a coincides with the negative normalized Laplacian matrix (defined in [22, Equation-2]) of the triangle graph. In general, the matrix $C$ is different from this notion of normalized Laplacian because $C$ is symmetric for any hypergraph whereas the normalized Laplacian is not symmetric for non-regular graphs. Next, we consider another abstract example where binary interactions fail to approximate multi-nary interactions. We approximate the hypergraph by a graph whose edges are drawn with the dashed lines (see Figure 1b). The diffusion matrix $C$ of the hypergraph and the negative Laplacian matrix $L$ of the underlying graph approximation are as follows.

$$C = \begin{pmatrix} -1 & 1/3 & 1/3 & 0 & 0 & 0 & 0 \\ 1/3 & -2 & 1/3 & 1/3 & 0 & 0 & 0 \\ 1/3 & 1/3 & -2 & 1/3 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & -1/2 \\ 0 & 0 & 0 & 0 & 0 & 0 & -1/2 \\ 0 & 0 & 0 & 0 & 0 & 0 & -1/2 \\ 0 & 0 & 0 & 0 & 0 & 0 & -1/2 \end{pmatrix},$$

$$L = \begin{pmatrix} -3 & 1 & 1 & 1 & 0 & 0 & 0 \\ 1 & -5 & 1 & 1 & 1 & 0 & 0 \\ 1 & -5 & 1 & 1 & 1 & 0 & 0 \\ 1 & 1 & 1 & 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & -2 & 1 & 0 \\ 0 & 1 & 0 & 0 & 1 & -2 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & -2 \\ 0 & 0 & 1 & 0 & 0 & 0 & -2 \end{pmatrix}.$$

Now, we compare the diffusion equations stated using $C$ and $L$, respectively.

$$x(n+1) = x(n) + \frac{3}{4}C(x(n)). \quad (4.3)$$

$$x(n+1) = x(n) + \frac{3}{4}L(x(n)). \quad (4.4)$$

The eigenvalues of the matrix, $I_8 + \frac{3}{4}C$ are $-0.930, -0.678, -0.125, -0.125, 0.867 \times 10^{-17}, 0.553, 0.806, 1$. $\mathbf{1}$ is the eigenvector corresponding to the eigenvalue 1 and the absolute values of the other eigenvalues are less than 1. Therefore, the trajectories of the system given by Equation (4.3) synchronize asymptotically. The eigenvalues of the matrix, $I_8 + \frac{3}{4}L$ are $-3.17, -3.79, -2, -1.25, -1.25, -0.08, 0.53, 1$. So the absolute values of some eigenvalues are greater than 1. Therefore, the trajectories of the system given by Equation (4.4) may not synchronize.

5. Numerical illustrations

In this section we numerically demonstrate the theoretical results obtained in the previous sections.

5.1. Numerical Simulations. In this subsection, we illustrate our results on synthetic models build on high-order structures. We construct hypergraphs from some virtual situations involve multi-body interactions and explore our theoretical results in the context of those hypergraphs.

5.1.1. Few synthetic hypergraphs. First, we construct some hypergraphs which are used as the underlying architecture of the CDSH, described in the examples of the later subsections.
Example 5.1. In sudoku grid (Figure 2a) there are 3 × 3 squares (say, blocks). Each block consists of 3 rows and columns, respectively. So, altogether, a sudoku grid has 81 cells create 9 rows and 9 columns of the grid. We construct a 9-uniform hypergraph $G$ from a sudoku grid, where the 81 cells are considered as the vertices with the following indexing map. The $(i, j)$-th cell of the grid is taken as the vertex $v_{i+9(j−1)}$ of $G$. The hyper-edges are (Figure 2b) all the 9 rows, 9 columns, and 9 blocks having $3 \times 3$ cells each. We denote a block as $B_{p,q}$, where $p, q = 1, \ldots, 3$. Thus, the $(i, j)$-th cell belongs to the block $B_{p,q}$, where $p = [i/3]$ and $q = [j/3]$. So, two vertices (cells), $v_i$ and $v_j$ are adjacent if, either they belong to the same column / row or in the same square block. We index the hyper-edges as follows. For $i = 1, \ldots, 9$, the $i$-th row represents the $i$-th hyper-edge, i.e. $e_i$. For $j = 1, \ldots, 9$, the $(9+j)$-th hyper-edge, $e_{9+j}$, is represented by the $j$-th column of the grid. For $p, q = 1, \ldots, 3$ the $(18 + p + 3 \times (q−1))$-th hyper-edge, $e_{18+p+3(q−1)}$, is represented by $B_{p,q}$. Thus, there are 81 vertices and 27 hyper-edges in $G$. Clearly the incidence matrix $I_G$ is an $81 \times 27$ matrix in which the row corresponding to the vertex $v_{i+9(j−1)}$ (cell $(i, j)$), that is, the $i + 9 \times (j−1)$-th row of $I_G$ has 1 in the $i$-th, $(9+j)$-th, and the $(18 + [i/3] + 3 \times ([j/3]−1))$-th columns, respectively, and has 0 in rest of the columns.

Clearly for this example, the matrix $B_0$ (defined in Equation (3.8)) is an $81 \times 81$ matrix whose eigenvalues are $\frac{27}{8}, \frac{9}{2}, \frac{9}{8}$, and 0 with multiplicity 60, 16, 4, and 1, respectively.

Example 5.2. Consider the graph in Figure 3a. There are 6 vertices. Now we construct a hypergraph (Figure 3b), with same 6 vertices. A hyper-edge of this hypergraph consists of a vertex of the graph (hypergraph) along with its neighbors in the graph. So, two vertices of the graph are adjacent in the hypergraph if either they are adjacent in the graph or they has a common neighbor in the graph.

Thus, the number of edges in the hypergraph is equal to the number vertices in the graph, (i.e., 6 in Figure 3a). Two of the hyper-edges have cardinality 4 and the rest have the cardinality 3. The connectedness of this hypergraph follows from the connectedness of the graph. We denote the hyper-edge corresponding to the neighbours of the vertex $v_i$ by $e_i$.

Example 5.3. Let there be a $3 \times 3$ grid, i.e., with 9 cells (as shown in Figure 4a). Now we construct a hypergraph. Consider all the cells as vertices. A hyper-edge $e_i$ corresponding to a cell (vertex) $v_i$ consists of only all of its neighbouring cells, i.e. the cells which share a common side or a corner point with the cell $v_i$ (see Figure 4b). Note that, here $v_i \notin e_i$. We denote the hyper-edge corresponding to the vertex $v_i$ as $e_i$.

**Figure 2.** Sudoku hypergraph.

**Figure 3.** Hypergraph obtained from the neighbourhoods of a graph.
In a google form, a group of peoples are asked the names of social networking websites or network application. The hypergraph is connected because social networking websites (or applications). Two vertices (persons) are adjacent if they use the same social applications among Whatsapp, Facebook, Instagram, and hike, used by them. Eight responses are received.

\[ \text{Example 5.6.} \quad \text{Hypergraph of social network} \]

Thus, the cardinalities of \( e_1, e_2, e_3, \) and \( e_4 \) are 8, 6, 5, and 2 respectively.

\[ \text{Example 5.6.} \quad \text{For this example we consider the set } S = \{2, 3, 4, 5, 6, 8, 9, 10, 12\} \text{ as the set of vertices of the hypergraph. A hyperedge } e_i \text{ is the maximal subset of } S \text{ consists of the elements whose greatest common divisor is } i + 1, \text{ for } i = 1, \ldots, 5. \text{ So, two vertices are adjacent in this hypergraph if they have a common divisor (≥ 2). Therefore, the hyperedges are, } e_1 = \{2, 4, 6, 8, 10, 12\}, e_2 = \{3, 6, 9, 12\}, e_3 = \{4, 8, 12\}, e_4 = \{5, 10\}, e_5 = \{6, 12\}. \text{ This hypergraph is connected because } e_1, e_2, e_4 \text{ cover all the vertices. The incidence matrix of the hypergraph is in the table below.} \]

\[ \text{5.1.2. Simulations on global synchronizability in coupled discrete-time dynamical systems on hypergraphs (un-weighted case).} \]

\[ \text{Example 5.7.} \quad \text{In Example 5.1, the hypergraph is a uniform hypergraph. So here } C = B. \text{ The maximum modulus of the eigenvalues of } C \text{ is } \frac{27}{2}. \text{ Let us choose } \epsilon = 0.5, k = 1, \Gamma = 1. \]

With this set up, if we choose \( f(x) = 20 + \frac{7}{27}x \) and \( g(x) = 20 + \frac{1}{2}x \), then \( |k_2 + \epsilon||C||k||\Gamma^T|| < 1 \), which is the sufficient condition for synchronization given in Theorem 3.9, Theorem 3.16 and Corollary 3.10 and
Therefore, asymptomatic synchronization of the trajectories of the CDSH is observed (see Figure 7a). If we take \( f(x) = g(x) = 1 + 0.99x \) then the maximum modulus of eigenvalues of \( (I + \epsilon C) = ||I + \epsilon C|| = 1 < \frac{1}{\Gamma} = \frac{1}{0.5} \), which is the sufficient condition of synchronization when \( f = g \), as given in Theorem 3.9 and Corollary 3.10. Thus, the trajectories synchronize with flow of time (Figure 7b).

Example 5.8. Consider a CDSH with the underlying hypergraph mentioned in Example 5.5. Here, \( ||I + \epsilon C|| = 1.515 \), where \( \epsilon = 0.5, k = 1 \), and \( \Gamma = 1 \). If we choose \( f(x) = g(x) = 2 + \frac{100}{172} \sin x \), then we have \( k_f = \frac{100}{172} \) and \( ||I + \epsilon C||k_f > 1 \). The sufficient conditions for synchronization given in Theorem 3.9 and Corollary 3.10 are not satisfied and the trajectories remain asynchronous (Figure 8a). When we take \( f(x) = g(x) = 2 + \frac{100}{172} x \), then we get \( ||I + \epsilon C||k_f < 1 \), and thus, the sufficient conditions for synchronization given in Theorem 3.9 and Corollary 3.10 are satisfied and the trajectories synchronize asymptotically (Figure 8b).

Example 5.9. Consider a CDSH with the underlying hypergraph described in Example 5.4. So here \( ||I + \epsilon C|| = 1 \), where \( \epsilon = 0.5, k = 1 \), and \( \Gamma = 1 \). If we choose \( f(x) = g(x) = 1 + \frac{3}{4} \cos x \), then \( k_f = 1.5 \) and \( ||I + \epsilon C||k_f > 1 \), but, still the trajectories of the system synchronize globally as stated in Remark 3.12 (see Figure 9). Thus, it is also evident that the conditions stated in Theorem 3.9 and Corollary 3.10 are sufficient but not necessary.

Example 5.10. Consider a CDSH with \( k = 2 \), \( \Gamma = \frac{1}{3} I_2 \), \( \epsilon = 0.5 \), the underlying hypergraph is described in Example 5.4. If we take \( \bar{f} : \mathbb{R}^2 \to \mathbb{R}^2 \) is defined by \( \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \mapsto F \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \), and \( \bar{g} : \mathbb{R}^2 \to \mathbb{R}^2 \) is defined as \( \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \mapsto G \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \), where \( F = a \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) and \( G = b \begin{pmatrix} 3 & 2 \\ 1 & 4 \end{pmatrix} \). Recall Theorem 3.9. So, \( k_f = a, k_g = 5b, ||C|| = 2.8333 \), and \( (k_g + \epsilon ||C|| k_f ||F^T||) = (5b + 0.5 \times 2.8333 \times a \times \frac{1}{3}) \)
Now if we consider $a = 1$, and $b = \frac{1}{10}$ then $\|C\| = 2.8333$, and $(k_g + \epsilon\|C\|k_f\|\Gamma^T\|) \approx 0.9722 < 1$. Therefore, the sufficient condition, is satisfied and the trajectories synchronize (Figure 10). Here Figure 10a, and Figure 10b show the evolution of the first and second components, respectively, of the dynamics in all the vertices.

Figure 10. Synchronization with $[k_g + \epsilon\|C\|k_f\|\Gamma^T\|] \approx 0.9722 < 1$.

Now if we interchange the functions $\bar{f}, \bar{g}$ and take the other values same, that is, if $\bar{f} : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ is defined by $\begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \mapsto G \begin{pmatrix} x_1 \\ x_2 \end{pmatrix}$, and $\bar{g} : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ is defined by $\begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \mapsto F \begin{pmatrix} x_1 \\ x_2 \end{pmatrix}$ then we get a new CDSH, where $k_g = a$, $k_f = 5b$, and $(k_g + \epsilon\|C\|k_f\|\Gamma^T\|) = (a + 0.5 \times 2.8333 \times 5b \times \frac{1}{10})$. If $a = 1$, and $b = \frac{1}{10}$ then $(k_g + \epsilon\|C\|k_f\|\Gamma^T\|) \approx 1.2 > 1$ and Therefore, the condition of Theorem 3.9 is not satisfied. So synchronization does not happen (see Figure 11). If we take $a = 0.77$, $b = \frac{1}{10}$ then $(k_g + \epsilon\|C\|k_f\|\Gamma^T\|) \approx 1.006 > 1$. Although, here, the condition of Theorem 3.9 is also not satisfied, but, synchronization is achieved (see Figure 12). Thus, the condition provided by Theorem 3.9 is sufficient but not necessary.

Figure 11. Asynchronous trajectories with $[k_g + \epsilon\|C\|k_f\|\Gamma^T\|] \approx 1.2 > 1$.

Figure 12. Synchronization with $[k_g + \epsilon\|C\|k_f\|\Gamma^T\|] \approx 1.006 > 1$.

5.1.3. Simulations for local stability analysis and local synchronizability with unweighted hypergraph topology.

Example 5.11. Consider a CDSH with $k = 1$, the underlying hypergraph is taken from Example 5.1. If we choose $s_1 = 2$ (defined in Equation (3.22)), and $f(x) = \sin x$ then by Equation (3.41), $J_f(n) = \cos (s_{n-1})$, and therefore, $\alpha \approx -0.0053$.

Now if we consider $c = 1$, and $\epsilon = 0.6$ in the condition given in Theorem 3.27, then $\left[1 - \frac{c}{\epsilon^2}, 1 + \frac{c}{\epsilon^2}\right] = [-0.0088, 3.3422]$. As the underlying hypergraph is taken from Example 5.1, then minimum of absolute values of the nonzero eigenvalue of $C$ is 1.1250 and the maximum of that is 3.3750. As the conditions given in
Corollary 3.31 are satisfied and the required interval is large enough to contain all the absolute values of non-zero eigenvalues of $C$, there is synchronization (Figure 13a) if the initial perturbation is small enough but there may not (Figure 13b) be synchronization if the initial perturbation is not sufficiently small.

Example 5.12. We consider the CDSH with $k = 1, s_1 = 2$, and $\bar{f}(x) = \frac{36}{25}x + 5$. Then by Equation (3.41) we have $J_f(n) = \frac{36}{25}$ and therefore, $\sigma \approx 0.3646$. Now if we take $c = 1$ and $\epsilon = 1$ in the conditions of Theorem 3.27, then $\left[\frac{1-e^{-\epsilon c}}{c}, \frac{1+e^{-\epsilon c}}{c}\right] = [0.3056, 1.6944]$. If the underlying hypergraph is taken from Example 5.1, then minimum absolute values of the nonzero eigenvalues of $C$ is $1.1250$ and the maximum of the same is $3.3750$. Thus, the conditions described in Lemma 3.26, Theorem 3.27, and Corollary 3.32 are not satisfied and the trajectories remain asynchronous (Figure 14a).

If we consider $c = 0.5$, then $\left[\frac{1-e^{-\epsilon c}}{c}, \frac{1+e^{-\epsilon c}}{c}\right] = [0.6111, 3.3889]$, and the absolute values of all the nonzero eigenvalues of $C$ contained in this interval and therefore, the trajectories synchronize (Figure 14b).

Now if we take the coupling strength $\epsilon = 0.15$ in the conditions of Theorem 3.27, then $\left[\frac{1-e^{-\epsilon c}}{c}, \frac{1+e^{-\epsilon c}}{c}\right] = [2.0370, 11.2963]$. This interval becomes larger but not large enough to contain the absolute values of all the nonzero eigenvalues of $C$ and the trajectories remain asynchronous (Figure 14c).

![Figure 13. Local stability analysis.](image)

5.1.4. Examples of coupled dynamical systems on weighted hypergraphs. In this section we discuss some examples related to weighted systems on hypergraphs and some matrices associated with those systems on hypergraphs.

Example 5.13. Now we construct a weighted systems on hypergraphs where we consider the function of coupling strength $\epsilon : V \to \mathbb{R}^+$ and the weight function $w : V \to \mathbb{R}^+$ for edges are the same. The coupling strength of all the edges are $\epsilon_e = w_{e_1} = \frac{1}{2}, \epsilon_{e_2} = w_{e_2} = \frac{4}{5}, \epsilon_{e_3} = w_{e_3} = \frac{3}{5}, \epsilon_{e_4} = w_{e_4} = \frac{3}{5}, \epsilon_{e_5} = w_{e_5} = \frac{1}{2}, \epsilon_{e_6} = w_{e_6} = \frac{3}{5}$. The underlying hypergraph taken from Example 5.2.

Example 5.14. Let us consider the hypergraph given in Example 5.3.

We take the function of coupling strength $\epsilon : V \to \mathbb{R}^+$ is equal to the weight function $w : V \to \mathbb{R}^+$ for edges are the same. The coupling strength of all the edges are $\epsilon_{e_1} = w_{e_1} = \frac{1}{10}, \epsilon_{e_2} = w_{e_2} = \frac{1}{2}, \epsilon_{e_3} = w_{e_3} = \frac{3}{10}, \epsilon_{e_4} = w_{e_4} = \frac{1}{2}, \epsilon_{e_5} = w_{e_5} = \frac{4}{5}, \epsilon_{e_6} = w_{e_6} = \frac{1}{2}, \epsilon_{e_7} = w_{e_7} = \frac{3}{10}, \epsilon_{e_8} = w_{e_8} = \frac{1}{2},$ and $\epsilon_{e_9} = w_{e_9} = \frac{3}{10}$.

Example 5.15. If we consider the hypergraph from Example 5.5.

We fix $w_{e_1} = 0.3, w_{e_2} = 0.5, w_{e_3} = 0.3$, and $w_{e_4} = 0.5$.

5.1.5. Simulations of global synchronization in coupled discrete dynamical systems on hypergraphs.

Example 5.16. If we consider a weighted discrete CDSH whose underlying hypergraph is the weighted hypergraph considered in Example 5.14. We take $k = 1, \Gamma = 1, f(x) = 5 + \frac{1}{2}\sin x$, and $g(x) = 5 + \frac{1}{2}\cos x$. Thus, $\|L_w\| = \mu_{\text{max}} \approx 3.74$ and $(k_g + \|L_w\|\|k_f\|\|I^T\|) = (k_g + \mu_{\text{max}} k_f \|I^T\|) \approx 0.97 < 1$. Thus, as stated in Theorem 3.41, the trajectories synchronize (Figure 15a).
If we take \( \bar{f}(x) = 5 + \sin x \) and \( \bar{g}(x) = 5 + \cos x \), then \((k_g + \|L_w\|k_I\|\Gamma^T\|) \approx 4.74 > 1\) and the trajectories remain asynchronous (see Figure 15b).

The conditions given in Theorem 3.41 and Corollary 3.42 are sufficient conditions of synchronization, but not necessary. Therefore, synchronization may happen without complying with those conditions. As an example, take \( f(x) = \frac{1}{2}\sin x \) and \( g(x) = \cos x \) in the above example (Figure 15c).

With the above set up, we consider \( f = g \) and \( f(x) = g(x) = a\sin x \). Thus, we have \( \|I_N + L_w\|_w = \omega \approx 2.74 \) and \( k_I = a \). Now if we consider \( a = \frac{1}{7} \), which shows \( \|I_N + L_w\|_w = \omega \approx 2.74 < 3 = \frac{1}{k_I} \), then the sufficient condition of Theorem 3.41 and Corollary 3.42 is satisfied and synchronization is observed (see Figure 16a). If we take \( a = \frac{1}{7} \), which implies \( \|I_N + L_w\|_w = \omega \approx 2.74 > 2 = \frac{1}{k_I} \), i.e., there is no synchronization (see Figure 16b).

**Example 5.17.** If we consider the CDSH, with the underlying weighted hypergraph is chosen from Example 5.13. Take \( k = 1, \Gamma = 1 \), \( f(x) = a\frac{x}{\pi + x} \), \( g(x) = b\cos x \), which implies \( \|L_w\| \approx 2.93 \Rightarrow (\|\sup\bar{g}'\| + \|\Gamma^T\||L_w||\sup\bar{f}'\|) \approx (b+2.93a) \). Now if we consider \( a = \frac{1}{7} \) and \( b = \frac{1}{7} \), then we get \( (\|\sup\bar{g}'\| + \|\Gamma^T\||L_w||\sup\bar{f}'\|) \approx 0.92 < 1 \), complying with the sufficient condition of Theorem 3.45 and Therefore, the trajectories synchronize (Figure 17a). If we take \( a = \frac{3}{7}, b = 1 \), then \( (\|\sup\bar{g}'\| + \|\Gamma^T\||L_w||\sup\bar{f}'\|) \approx 5.40 > 1 \), is not complying with the sufficient condition and the trajectories remain asynchronous (Figure 17b). If \( a = \frac{1}{7} \) and \( b = 1 \), then \( (\|\sup\bar{g}'\| + \|\Gamma^T\||L_w||\sup\bar{f}'\|) \approx 2.46 > 1 \). Although, here, it is not complying with the condition, but trajectories synchronize (see Figure 17c). Thus, it indicates that the condition is sufficient but not necessary.

**Figure 15.** Simulations of effects due the conditions stated in Theorem 3.41 and Corollary 3.42, on synchronization.

**Figure 16.** Simulation of effects due the conditions given in Theorem 3.41 and Corollary 3.42, for \( f = g \).

**Figure 17.** Simulations of effects of the conditions given in Theorem 3.41 and Corollary 3.42, on synchronization.
Example 5.18. If we consider an weighted discrete CDSH whose underlying weighted hypergraph is taken from Example 5.15. Choose \( k = 1, \Gamma = 1, g(x) = f(x) = px + q\sin x, \) then we have \( \|I_N + L_w\| \|\sup f\| \approx 2.74 \) and \( \frac{1}{\|\sup f\|} = \frac{1}{p + q}. \) This shows that the condition given in Corollary 3.46 is satisfied when \( 2.74 < \frac{1}{p + q}. \) Now if we take \( p = \frac{5}{27}, q = \frac{4}{27}, \) then \( \|I_N + L_w\| \|\sup f\| \approx 2.74 \times \frac{9}{27} = 0.91 < 1, \) complying with the sufficient condition of Corollary 3.46. Therefore, the trajectories synchronize (Figure 18a). If we choose \( p = \frac{2}{27}, q = \frac{6}{27}, \) then \( \|I_N + L_w\| \|\sup f\| \approx 2.74 \times \frac{12}{27} \approx 1.11 > 1, \) which does not satisfy the sufficient condition of Corollary 3.46, and thus, the trajectories remain asynchronous (Figure 18b).

If we consider \( p = \frac{5}{27}, \) and \( q = \frac{5}{27}, \) which implies \( \|I_N + L_w\| \|\sup f\| \approx 2.74 \times \frac{10}{27} \approx 1.0155 > 1. \) Although, it does not comply with the sufficient condition of Corollary 3.46, the trajectories synchronize (Figure 18c), and which shows that the condition is sufficient, but not necessary.

![Figure 18](image)

(A) \( \|I_N + L_w\| \|\sup f\| \approx 0.91. \) (B) \( \|I_N + L_w\| \|\sup f\| \approx 1.11. \) (C) \( \|I_N + L_w\| \|\sup f\| \approx 1.0155. \)

Figure 18. Simulations of effects of the conditions given in Theorem 3.41 and Corollary 3.42, on synchronization.

5.1.6. Simulations of the results on local synchronization of coupled discrete dynamical systems on weighted hypergraphs.

Example 5.19. If we consider the CDSH, where the underlying weighted hypergraph is taken from Example 5.15. Choose \( k = 1, \Gamma = 1, \) and \( g(x) = f(x) = e^{p\sin x}. \) Then for \( p = 1, q = 1 \) we have \( \sigma \approx -1.0578 \) and \( [(1 - e^{-\sigma}), (1 + e^{-\sigma})] \approx [-1.88, 3.88], \) and thus, the maximum and minimum of the absolute values of the eigenvalues of \( L_w \) are 2.1268 and 0, respectively. So the condition given in Corollary 3.50 is satisfied and the trajectories synchronize (Figure 19a) if the perturbation is sufficiently small.

![Figure 19](image)

(A) Local synchronization. (B) Asynchronous trajectories when the perturbation is not small enough. (C) Asynchronous trajectories when the condition is not satisfied.

Figure 19. Simulations of Corollary 3.50 on local synchronization.

Note that Corollary 3.50 is a result on local synchronization. Thus, if the perturbation is not small enough there may not be synchronization (Figure 19b) in spite of complying with the condition given in Corollary 3.50. In the above example, if we keep all the conditions same, but set the initial condition little far from the synchronization manifold then the trajectories remain asynchronous (Figure 19c). If we take \( p = 1, q = \frac{1}{2}, \) then we have \([(1 - e^{-\sigma}), (1 + e^{-\sigma})] \approx [-0.0547, 2.0547], \) which does not comply with the condition, and thus, in spite of very small perturbation the trajectories remain asynchronous.

5.1.7. Simulations of coupled continuous-time dynamical systems on hypergraphs model.

Example 5.20. Take the hypergraph given in Example 5.15 as the underlying hypergraph. Choose \( k = 1, \Gamma = 1, \) and \( f = -ax + b, g = cx + d. \) Thus, \( \frac{df(x)}{dt} = -a \) and \( \frac{dg(x)}{dt} = b. \) Now if we take \( b = a > 0 \) and \( c > 0 \) then \( \frac{df(x)}{dt} + \mu \frac{dg(x)}{dt} + b \leq 0 \) for all \( t, i, \) and therefore, the trajectories synchronize. For example if we choose \( a = 0.2, c = 0.1 \) then the condition given in Corollary 3.62 is satisfied and the trajectories synchronize (Figure 20a). For \( a = -0.2, c = 0.1 \) the condition of Corollary 3.62 is not satisfied and the trajectories...
remain asynchronous (Figure 20b). When $a = -0.2, c = 3$, despite not satisfying the condition, the trajectories synchronize (Figure 20c), and which shows that the condition is sufficient but not necessary.

5.2. Chemical-gene interaction (biogrid) and protein complex hypergraphs. Now we extend our study on two hypergraphs, (i) biogrid hypergraph and (ii) protein-complex hypergraph, which are created from real data. Biogrid hypergraph is constructed from human chemical-gene(target) interactions which are useful for studying drug-gene(target) interactions (the data is downloaded on 18/02/2019 from the repository, BioGRID [12]). Here the genes are considered as vertices, and chemicals are as hyperedges. A hyperedge corresponding to a chemical is constituted by a group of genes that are targeted by that chemical. Protein complex hypergraph is created from the database, CORUM [20], a resource of mammalian protein complexes (the data is also downloaded on 18/02/2019) and which is also useful for predicting unknown interactions between proteins. Here protein complexes are considered as vertices and subunits are as hyperedges. A hyperedge(subunit) is constructed with the protein complex associated with the corresponding subunit. Initially, the biogrid hypergraph contained 2138 vertices and 4455 hyperedges, whereas the protein complex hypergraph was made of 3638 vertices and 2848 hyperedges. After removing all the hyperedges containing only one vertex, we find 1501 hyperedges in our biogrid hypergraph. Since our theoretical results are on connected hypergraph, we use the largest connected component as the underlying topology of dynamical networks in our study. The largest connected component of the biogrid hypergraph consists of 1808 vertices and 1431 hyperedges. The same of the protein complex hypergraph contains 2770 vertices and 2383 hyperedges.

5.2.1. Comparison with the hypergraph and its underlying graph. Now we consider the diffusion equations,

\[ x(n+1) = x(n) + \frac{1}{110} C(x(n)) \]

(5.1)

involving the diffusion operator $C$, and

\[ x(n+1) = x(n) + \frac{1}{110} L(x(n)) \]

(5.2)

containing the negative Laplacian of the underlying graph of the biogrid hypergraph.

The converging evolution of the trajectories (fig. 21a) given by Equation (5.1) demonstrates the presence of a diffusion process in the dynamical system. In contrast, the evolution of the trajectories given by Equation (5.2) is divergence in nature (fig. 21b). Therefore, for biogrid hypergraph, $C$ is a better diffusion operator than $L$. To have another instance where $C$ is proved to be a better diffusion operator than the negative laplacian $L$ of
the underlying graph of the same hypergraph, we present one more comparison. Consider the following discrete diffusion equations

\[ x(n+1) = x(n) + \frac{1}{200} C(x(n)) \]  

involving the diffusion operator \( C \) of the protein complex hypergraph and

\[ x(n+1) = x(n) + \frac{1}{200} L(x(n)) \]

involving the negative Laplacian of the underlying graph of the protein complex hypergraph. Considering the 10000 iterations in the trajectories of the dynamical system given by Equation (5.3) (Figure 22a) and Equation (5.4) (Figure 22b), it is clear that the trajectories of system given by Equation (5.3) converging faster than that of the system given by Equation (5.4).

\[ x(n+1) = x(n) + \frac{1}{200} C(x(n)) \]

\[ x(n+1) = x(n) + \frac{1}{200} L(x(n)) \]

In this section we will verify our theoretical results on global synchronization with some dynamical networks with the biogrid hypergraph as its underlying architecture.

**Example 5.21.** In this example we consider the dynamical network given by Equation (3.16) with the biogrid hypergraph as its underlying topology. We set \( k = 1, \Gamma = 1 \). If we define \( f : \mathbb{R} \rightarrow \mathbb{R} \) as \( x \mapsto q \sin (-x) \) and \( g : \mathbb{R} \rightarrow \mathbb{R} \) as \( x \mapsto p \cos (-x) \) then the lipschitz constants \( k_g = p, k_f = q \). If we choose \( \epsilon = \frac{1}{45} \) and \( p = 0.4, q = 0.5 \) then \( [k_g + \epsilon ||C||k_f||\Gamma^T||] = (p + \frac{1}{45}(87.6182)q) < 1 \), which is the condition given in Theorem 3.9, Theorem 3.16.

Thus, the trajectories of the dynamical network synchronizes (Figure 23a). If we choose \( p = 1, q = 1.53 \), then the condition given in Theorem 3.9, Theorem 3.16 does not satisfied and the trajectories remain asynchronous (Figure 23c). If \( p = 1, q = 1.52 \) then \( [k_g + \epsilon ||C||k_f||\Gamma^T||] > 1 \) that is the conditions of Theorem 3.9, Theorem 3.16 are not satisfied. In spite of that the trajectories synchronizes (Figure 23b). This shows that the condition is sufficient but not necessary.

**Example 5.22.** In this example we consider the dynamical network given by Equation (3.16) with the biogrid hypergraph as its underlying topology. If the coupling strength \( \epsilon = \frac{1}{45}, k = 1, \Gamma = 1 \) then \( ||[IN + \epsilon C]|| = 1 \). Now...
if we define $\bar{f} = g : \mathbb{R} \to \mathbb{R}$ as $x \mapsto qe^{x}$, then $k_{f} = k_{g} = \sup \| \frac{d}{dx} (f(x)) \| = \sup \| (q \cos (x)e^{\sin (x)}) \| \leq qe$.

Therefore, if we choose $q = \frac{1}{2}$, then $||[I + \epsilon C]|| < \frac{1}{k_{f}}$ and $||[I_{N} + \epsilon C]|| < \frac{1}{\sup \| f \|}$ which are the condition given in Theorem 3.9, Corollary 3.17. Therefore, the trajectories synchronize (Figure 24a). Calculating in Matlab we get $k_{f} = k_{g} = \sup \| \frac{d}{dx} (f(x)) \| = \sup \| (q \cos (x)e^{\sin (x)}) \| \approx q \times 1.46$. Thus, if we choose $q = \frac{1}{15}$, it agrees with the condition given in given in Theorem 3.9, Corollary 3.17. Therefore, the trajectories synchronize (Figure 24b). When $q = \frac{1}{15}$, the condition given in Theorem 3.9, Corollary 3.17 is not satisfied and the trajectories remain asynchronous (Figure 24c). However, if we choose $q = \frac{1}{15}$, then also the condition is not satisfied but synchronization is observed in this case (Figure 24d). This is because the condition is sufficient but not necessary.

![Simulation of Theorem 3.9, Corollary 3.17.](image1)

5.2.3. Local stability analysis of synchronization in discrete time CDSH with the real hypergraphs.

**Example 5.23.** In this example we consider the dynamical network given by Equation (3.16) with the biogrid hypergraph as its underlying topology. We also choose $k = 1$, $\Gamma = 1$ and $f = g : \mathbb{R} \to \mathbb{R}$ defined as $x \mapsto q \sin x$.

Now if we choose $\epsilon = \frac{1}{15}$, then $[\frac{1-e^{-\epsilon}}{e}, \frac{1+e^{-\epsilon}}{e}] = [-16.5, 82.5]$, which is not large enough to contains the absolute values of all the non zero eigenvalues of $C$.

Therefore, the synchronized state is not reached (Figure 25a). However, if we choose $\epsilon = \frac{1}{15}$, then $[\frac{1-e^{-\epsilon}}{e}, \frac{1+e^{-\epsilon}}{e}] = [-18, 90]$, which contains the absolute values of all the eigenvalues of $C$. Thus, synchronized state is reached (Figure 25b).

**Example 5.24.** In this example we consider the dynamical network given by Equation (3.16) with the protein complex hypergraph as its underlying topology. We also choose $k = 1$, $\Gamma = 1$ and $f = g : \mathbb{R} \to \mathbb{R}$ defined as $x \mapsto q \sin x$.

Now if we choose $\epsilon = \frac{1}{15}$, then $[\frac{1-e^{-\epsilon}}{e}, \frac{1+e^{-\epsilon}}{e}] \approx [-151.52, 0.0526]$. Therefore, if we choose $\epsilon = 0.07$ the synchronized state is not reached (Figure 26a).

However, if we choose $\epsilon = 0.05$, then synchronized state is reached (Figure 26b). However, when $q = \frac{1}{15}$ and $\epsilon = 0.05$ the trajectories remain asynchronous because $\epsilon = 0.05 \not\in \left[ \frac{1-e^{-\epsilon}}{\lambda_{\min}}, \frac{1+e^{-\epsilon}}{\lambda_{\max}} \right] \approx [-37.8788, 0.0329]$ (Figure 26c).
(a) Asynchronous trajectories with $\left[\frac{1-e^{-\sigma}}{q}, \frac{1+e^{-\sigma}}{q}\right] = [-16.5, 82.5]$.

(b) Synchronization with $\left[\frac{1-e^{-\sigma}}{q}, \frac{1+e^{-\sigma}}{q}\right] = [-18, 90]$.

**Figure 25.** Local stability analysis of synchronization in discrete time CDSH with biogrid hypargraph.

(\text{A}) \text{ Asynchronous trajectories with } \left[\frac{1-e^{-\sigma}}{q_{\text{min}}}, \frac{1+e^{-\sigma}}{q_{\text{max}}}\right] \approx [-151.52, 0.0526], q = \frac{1}{4}, \epsilon = 0.07.

(\text{B}) \text{ Synchronization with } \left[\frac{1-e^{-\sigma}}{q_{\text{min}}}, \frac{1+e^{-\sigma}}{q_{\text{max}}}\right] \approx [-151.52, 0.0526], q = \frac{1}{4}, \epsilon = 0.05.

(\text{C}) \text{ Asynchronous trajectories with } \left[\frac{1-e^{-\sigma}}{q_{\text{min}}}, \frac{1+e^{-\sigma}}{q_{\text{max}}}\right] \approx [-37.88, 0.033], q = \frac{2}{3}, \epsilon = 0.05.

**Figure 26.** Local stability analysis of synchronization in discrete time CDSH with the protein complex hypergraph.

6. Conclusion

We have introduced a new class of dynamical networks capable of throwing light on multi-body interactions among a group of arbitrary sizes. Naturally, some traditional dynamical network with its binary interaction becomes a subclass of our models. We have presented analytic perspectives of synchronization in a dynamical network with multi-body interactions. We have also proved that some old results on the synchronization in dynamical networks with pairwise interactions are also valid for the same in the multi-body interaction framework. Besides that, some new results on synchronization are also provided. Moreover, our study has found some operators which can incorporate diffusive interactions among arbitrarily large groups of agents. The huge volume of literature involving complex systems and dynamical networks with traditional graph architecture shows that our proposed multi-nary framework has a large scope of applications and further developments. Our study indicates that many well-studied facts of binary interaction framework also hold for the proposed multi-nary framework.

In Section 3.3, we have observed that the lower bounds and upper bounds of the absolute values of the eigenvalues of the diffusion operators associated with the underlying hypergraph yield sufficient conditions for local synchronization. Thus, finding better bounds of the same will lead us to better sufficient conditions for local synchronization. In this study, we have always considered that the underlying hypergraph is undirected and thus, the diffusion matrices are symmetric and which makes our study simple. The diffusion matrices related to a directed dynamical network may not be symmetric. So the study of synchronization in directed systems on hypergraphs will be interesting.
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