WHAT IS THE HEIGHT OF 2 POINTS IN THE PLANE?
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ABSTRACT. Here we describe the distribution of rational points on the Hilbert scheme of two points in the projective plane.

More specifically, we explicitly describe a two-parameter family of height functions $H_{s,t}$, such that the height function associated to any projective embedding is equivalent to some $H_{s,t}$, up to multiplication by a bounded function. For a certain range of the parameters $(s, t)$, we prove an asymptotic formula for the number of rational points of bounded height, and for other $(s, t)$ we obtain an upper bound. The proof establishes an equivalence to a lattice point counting problem, which we solve using the geometry of numbers.

1. INTRODUCTION

In this study we study the distribution of rational points on the Hilbert scheme $\text{Hilb}^2(\mathbb{P}^2)$ of two points in the projective plane. More generally, the Hilbert scheme $\text{Hilb}^d(\mathbb{P}^2)$ parameterizes collections of $d$ points in $\mathbb{P}^2$ together with their degenerations, i.e., the 0-dimensional closed subschemes of degree $d$. Since this scheme is defined over $\mathbb{Q}$, the set of rational points $\text{Hilb}^d(\mathbb{P}^2)(\mathbb{Q})$ is well defined, and in this paper we study the size of this set for $d = 2$. It is infinite, and so we fix a height function $H_i$ associated to a projective embedding $i : \text{Hilb}^2(\mathbb{P}^2) \to \mathbb{P}^N$, and ask for an estimate of

$$(1.1)\quad N_i(B) := \#\{x \in \text{Hilb}^2(\mathbb{P}^2)(\mathbb{Q}) : H_i(x) \leq B\}.$$ 

The formalism of Weil’s height machine yields a natural equivalence relation on height functions. If $i_1$ and $i_2$ are projective embeddings with $i_1^*\mathcal{O}(1) = i_2^*\mathcal{O}(1)$, then the ratio $H_{i_1}/H_{i_2}$ is bounded [Ser97, Theorem, page 22], and we define any two height functions $H, H'$ with $H/H'$ bounded to be equivalent. Up to a bounded constant, as long as the asymptotics in $(1.1)$ take a nice form (e.g., $(6.1)$), they will depend only on the very ample line bundle $i^*\mathcal{O}(1)$ and not the specific embedding $i$.

The set of equivalence classes of height functions is parametrized by the Picard group $\text{Pic}(\text{Hilb}^2(\mathbb{P}^2))$, which in this case is free abelian of rank 2, generated by the line bundles $D_1 := i_1^*\mathcal{O}(1)$ and $D_2 := i_2^*\mathcal{O}(1)$ for morphisms $i_1$ and $i_2$ to be described in Section 2.2. The ample cone consists of those line bundles $(s-t)D_1 + tD_2$ with $s, t > 0$, and we define corresponding height functions $H_{s,t}(Z) = H_{i_1}(Z)^s H_{i_2}(Z)^t$. This is in keeping with Peyre’s ‘all the heights’ philosophy [Pey21, Section 4], in which he proposes studying height functions associated to all equivalence classes of line bundles simultaneously.

We will define these height functions $H_s$ formally in Section 2.2 and we will also see that they have the following concrete interpretation. For each integral point $Z \in \text{Hilb}^2(\mathbb{P}^2)(\mathbb{Z})$ on the Hilbert scheme, write $I_Z(e) \subseteq \mathbb{Z}[X_0, X_1, X_2](e)$ for the lattice of integral degree $e$ polynomials vanishing on $Z$. Defining a volume on $\mathbb{R}[X_0, X_1, X_2](e)$ by choosing the standard monomials for an orthonormal basis, we then have

$$(1.2)\quad H_{s,t}(Z) = \det I_Z(e).$$

The height function $H_{s,t}$ extends to $\text{Pic}(\text{Hilb}^2(\mathbb{P}^2)) \otimes \mathbb{R}$; that is, it is well-defined for arbitrary real numbers $s$ and $t$. If $s$ and $t$ are positive, then there will be only finitely many $\mathbb{Z}$-points of bounded height, so that we may associate a counting function $N_{s,t}$ as in $(1.1)$ to this height function. We prove the following:

Theorem. For $s, t > 0$ we have

$$(1.3)\quad N_{s,t}(B) = c_{s,t} B^{3/4} + O\left(B^{3/2} + B^{3/2} (\log B)\right),$$

where

$$(1.4)\quad c_{s,t} = \frac{\pi}{3\zeta(3)} \sum_{a,b,c} \frac{(a^2 + b^2 + c^2)^{3/4}}{a^6 + 2b^2a^4 + 2c^2a^4 + 2b^4a^2 + 5c^2b^2a^2 + 2c^4a^2 + b^6 + 2c^2b^4 + 2c^4b^2 + c^6}. $$
This is an asymptotic estimate for $\frac{s}{t} > 1$ and an upper bound for $s/t \leq 1$. This complements work of Le Rudulier [LR14], who treated the case $s = 0$ after removing a thin set containing infinitely many points of bounded height, as we will describe shortly.

As discussed earlier, the height function associated to any projective embedding $i$: $\operatorname{Hilb}^2(\mathbb{P}^2) \to \mathbb{P}^N$ will differ from some $H_{s,t}$ by a bounded function. We therefore immediately obtain:

**Corollary 1.** Let $i$ be a projective embedding of $\operatorname{Hilb}^2(\mathbb{P}^2)$ with $i^*O(1)$ equivalent to $(s-t)D_1+tD_2$ in $\operatorname{Pic}(\operatorname{Hilb}^2(\mathbb{P}^2))$ with $\frac{s}{t} > 1$. Then we have

$$N_1(B) \asymp B^{3/4}. \tag{1.5}$$

Recall that the Batyrev-Manin conjecture [BM90] predicts that, after possibly removing a thin set from $\operatorname{Hilb}^2(\mathbb{P}^2)(\mathbb{Q})$ and passing to a finite extension, we have $N_{s,t}(B) \asymp B^\alpha \log(B)^\beta$ for $\alpha$ and $\beta$ constants depending on the birational geometry of $\operatorname{Hilb}^2(\mathbb{P}^2)$ (specifically the structure of the effective cone). In Section 5 we compute these constants and confirm that they agree with our results.

**Summary of the proof.** The idea of our proof can be summarized succinctly. Consider the map sending a degree 2 closed subscheme $Z$ to the line it spans. This is a map $\operatorname{Hilb}^2(\mathbb{P}^2) \to (\mathbb{P}^2)^\vee$ to the dual projective space with fibers that are projective spaces. We count rational points on $\operatorname{Hilb}^2(\mathbb{P}^2)$ by estimating the points on a given fiber and then summing over all possible fibers. Indeed, it will be seen in the proof that each fiber contains a positive proportion of the points.

More specifically, we establish a correspondence (Lemma 3) between rational (equivalently, integral) points on $\operatorname{Hilb}^2(\mathbb{P}^2)$ and appropriate $\mathbb{Q}$-vector spaces ($W_1, W_2$); if $Z \in \operatorname{Hilb}^2(\mathbb{P}^2)(\mathbb{Q})$ describes a pair of points $Z_1, Z_2$ in $\mathbb{P}^2(\mathbb{Q})$, then $W_1$ and $W_2$ are the spaces of linear and quadratic forms vanishing on $Z_1$ and $Z_2$ respectively. We then give this correspondence an integral structure (Lemma 4), allowing us to consider lattices $\Lambda_i$ in place of the vector spaces $W_i$.

Sections 2.2 and 2.3 describe the ample cone of $\operatorname{Hilb}^2(\mathbb{P}^2)$ and define the height functions $H_{s,t}$. With this machinery developed, we can then reformulate our theorem as a lattice point counting problem (see Proposition 19), for which no further algebraic geometry is required. To address this problem we introduce some tools from the geometry of numbers in Section 3, building upon work of Schmidt [Sch95], and we then prove our main theorem in Section 4.

**Comparison to work of Le Rudulier.** The main results of this paper should be compared to results of Le Rudulier [LR14], who estimates the rational points on $\operatorname{Hilb}^2(\mathbb{P}^2)$ with respect to a height function associated to a metrization of the anti-canonical line bundle $-K = 3D_2 - 3D_1$. This is not covered by Corollary 1 as $s/t = 0$, and indeed the anti-canonical bundle is not very ample. Instead, it is the pullback of an ample line bundle on the symmetric product $\operatorname{Sym}^2(\mathbb{P}^2)$ under the Hilbert–Chow morphism $\operatorname{Hilb}^2(\mathbb{P}^2) \to \operatorname{Sym}^2(\mathbb{P}^2)$, which contracts the locus $E$ of nonreduced subschemes. The set $\{x \in \operatorname{Hilb}^2(\mathbb{P}^2)(\mathbb{Q}) : H(x) \leq B\}$ is infinite for $B$ is sufficiently large, but if $E(\mathbb{Q})$ is removed, this set becomes finite, and Le Rudulier proves

$$\#\{x \in \operatorname{Hilb}^2(\mathbb{P}^2)(\mathbb{Q}) - E(\mathbb{Q}) : H(x) \leq B\} \sim \frac{2(24 + \pi^2)}{3\zeta(3)^2} B \log(B) \text{ as } B \to \infty \text{ [LR14 Théorème 4.2].} \tag{1.6}$$

(Le Rudulier also estimates the size of the set obtained by additionally removing the thin set consisting of pairs $(p, q)$ with $p, q \in \mathbb{P}^2(\mathbb{Q})$; this set arises when considering Peyre’s conjecture. To obtain (1.6), add the two estimates in [LR14 Théorème 4.2].)

Le Rudulier’s proof, in contrast to ours, does not use the fiber bundle structure of $\operatorname{Hilb}^2(\mathbb{P}^2)$. (Indeed, in her setup, the number of points on a fixed fiber of $\operatorname{Hilb}^2(\mathbb{P}^2) - E \rightarrow (\mathbb{P}^2)^\vee$ of height at most $B$ is $\asymp B$, so that no single fiber contributes a positive proportion of the points.) Instead, she breaks up the set $\operatorname{Hilb}^2(\mathbb{P}^2)(\mathbb{Q})$ into two subsets: the subset consisting of pairs $(p, q)$ of $\mathbb{Q}$-points and the subset of Galois conjugate pairs of points individually defined over some quadratic extension. For the second subset she estimates the points using work of Schmidt [Sch95]; counting the first subset is equivalent to counting the elements of $\mathbb{P}^2(\mathbb{Q}) \times \mathbb{P}^2(\mathbb{Q})$ with respect to the height function $H([A, B, C], [D, E, F]) = \sqrt{A^2 + B^2 + C^2} \sqrt{D^2 + E^2 + F^2}$, and this counting problem can be analyzed directly.

In Section 2.4 we introduce Le Rudulier’s height function. (See Definition 15.) Then, building on this, in Section 5 we further study the connection between integral points of $\operatorname{Hilb}^2(\mathbb{P}^2)$ and quadratic rings. To
each integral point $Z \in \text{Hilb}^2(\mathbb{P}^2)$ we may associate the quadratic ring $A = H^0(Z, \mathcal{O}_Z)$. We obtain an explicit formula for $\text{Disc}(A)$, and then in Proposition 23 we prove that $|\text{Disc}(A)| \ll H_{-2,2}(Z)$. This is done by directly relating $|\text{Disc}(A)|$ to the explicit form of Le Rudulier’s height function, and then relying on the relationship of this height function to the anti-canonical line bundle.

We conclude by mentioning a couple of additional related works. First, there is work of Mântzăeanu [Măn], obtaining an analogue of Le Rudulier’s results over function fields. There is also work of Sawin [Saw], showing that removing a thin set is indeed necessary, in the more general case of $\text{Hilb}^2(\mathbb{P}^n)$; in particular, a ‘freeness’ condition of Peyre [Pey17] is not enough to characterize the points which must be removed.

2. Background on the Hilbert Scheme

2.1. Definitions; parametrization of rational points. The Hilbert scheme, denoted $\text{Hilb}^2(\mathbb{P}^2)$ or $\text{Hilb}^2$, is a projective scheme that parameterizes equivalently pairs of points in $\mathbb{P}^2$ and their degenerate limits, i.e. degree 2 closed subschemes. More formally, by Yoneda’s lemma, the Hilbert scheme is uniquely characterized by its sets of $\mathbb{A}$-valued points.

The Hilbert scheme $\text{Hilb}^2$ exists as a projective scheme that is $\mathbb{Z}$-smooth of relative dimension 4. Indeed, over a field this result is [Fog68, Theorem 2.4], and over $\mathbb{Z}$, existence as a projective scheme is a very general theorem of Grothendieck [Gro75, Theorem 3.2], and smoothness over $\mathbb{Z}$ follows from [Har10, Corollary 8.10]. We will be primarily interested in the sets $\text{Hilb}^2(Z)$ and $\text{Hilb}^2(Q)$ of integral and rational points respectively, and these sets have more concrete descriptions we now give.

If we consider elements of $\text{Hilb}^2(Q)$ as being degree 2 closed subschemes of $\mathbb{P}_Q^2$, then every such element can be described as the solution set to a system of equations consisting of a linear polynomial and a quadratic polynomial, i.e. a system consisting of the equations

$$\ell := a_0X_0 + a_1X_1 + a_2X_2 \quad \text{and} \quad q := \sum_{i+j+k=2} b_{i,j,k}X_0^iX_1^jX_2^k. \quad (2.1)$$

These equations define a degree 2 closed subscheme of $\mathbb{P}_Q^2$ provided the quadratic equation is not a multiple of the linear equation and the linear equation is nonzero. Indeed, the subscheme is

$$Z := \text{Proj} \frac{\mathbb{Q}[X_0, X_1, X_2]}{\ell(X_0, X_1, X_2), q(X_0, X_1, X_2)}. \quad (2.1)$$

The following definition and lemma make the correspondence between the polynomials in (2.1) and elements of $\text{Hilb}^2(Q)$ precise.

**Definition 2.** Given a ring $R$ and an integer $d$, let $S_R(d)$ denote the $R$-module of homogeneous degree $d$ polynomials in $X_0, X_1, X_2$.

Given an $R$-valued point $Z \in \text{Hilb}^2(R)$ of the Hilbert scheme, define $I_Z(d) \subset S_R(d)$ to be the $R$-module of homogeneous degree $d$ polynomials vanishing on $Z$ and define $I_Z := \bigoplus_{d=0}^\infty I_Z(d)$ to be the homogeneous ideal of polynomials vanishing on $Z$.

We state the lemma below for an arbitrary field $k$ rather than just $\mathbb{Q}$ because we need the more general statement for Lemma 5.
Lemma 3. Let \( k \) be a field. Then the rule
\[
(2.2) \quad Z \mapsto (I_Z(1), I_Z(2))
\]
defines a bijection between the set \( \text{Hilb}^2(k) \) of \( k \)-valued points and the set of pairs of \( k \)-subspaces \( (W_1, W_2) \) with \( W_1 \subset S_k(1) \) of dimension 1 and \( W_2 \subset S_k(2) \) of dimension 4 and containing \( S_k(1) \cdot W_1 \).

The inverse map is defined by
\[
(2.3) \quad (W_1, W_2) \mapsto \text{Proj} k[X_0, X_1, X_2]/I_W
\]
for \( I_W \subset S_k(1) \) the ideal generated by \( W_1 \) and \( W_2 \).

Proof. Recall that the Proj construction defines a bijection between closed subschemes of \( \mathbb{P}^2_k \) and saturated homogeneous ideals of \( S_k \), and under this correspondence, the subschemes of dimension 0 and degree 2 correspond to the ideals \( I \) with the property that \( I(1) \) has codimension 2 in \( S_k(1) \) for all large \( d \). The proof will show that these subschemes in fact correspond to ideals with this property for all \( d \geq 1 \).

To show that (2.3) is well-defined, and hence by the bijection described above injective, write \( \ell \) for a generator of \( W_1 \) and \( q \) for a polynomial such that \( W_2 = \langle X_0 \ell, X_1 \ell, X_2 \ell, q \rangle \). We then see that
\[
(2.4) \quad \dim I_W(1) = \dim \ell \cdot S_k(1) - \dim q \cdot S_k(1) = \left( \frac{d+1}{2} \right) + \left( \frac{d}{2} \right) - \left( \frac{d-1}{2} \right) \quad \text{for } d \geq 1
\]
as needed.

To show that (2.3) is surjective, given a degree 2 closed subscheme, the exact sequence
\[
0 \to I_Z(d) \to S_k(d) \to H^0(Z, O_Z(d))
\]
shows that \( \dim_k I_Z(1) \geq 1 \) and \( \dim_k I_Z(2) \geq 4 \). Thus we can pick a 1-dimensional subspace \( W_1 \subset I_Z(1) \) and a 4-dimensional subspace \( W_2 \subset I_Z(2) \) that contains \( S_k(1) \cdot W_1 \). From what we’ve already proven, the homogeneous ideal generated by \( W_1 + W_2 \) defines a degree 2 closed subscheme \( Z_0 \). By construction \( Z_0 \supset Z \), but this inclusion must be an equality since the subschemes have the same dimension and degree.

We now turn our attention to the integral points \( \text{Hilb}^2(\mathbb{Z}) \). As with rational points, every closed subscheme is defined by a system of equations of the form (2.1), but the constraints on the equations are different. For example, the equations \( X_0 \) and \( 2X_0^2 \) do not define an element of \( \text{Hilb}^2(\mathbb{Z}) \) even though the quadratic equation is not a multiple of the linear equation. Indeed, if these equations defined such an element, then the mod 2 reduction would be a degree 2 closed subscheme of \( \mathbb{P}^2_{\mathbb{F}_2} \), but this reduction is the line \( \{X_0 = 0\} \subset \mathbb{P}^2_{\mathbb{F}_2} \). Observe that \( I_Z(2) \) is not a primitive sublattice of \( S_Z(2) \), and we recover bijectivity by imposing primitivity. (Recall a sublattice \( \Lambda \subset \mathbb{Z}^n \) is said to be primitive if \( \forall v \in \mathbb{Z}^n \) and \( n \in \mathbb{Z} - \{0\} \) and satisfy \( n \cdot v \in \Lambda \) then \( v \in \Lambda \).)

Lemma 4. The rule (2.2) defines a bijection between \( \text{Hilb}^2(\mathbb{Z}) \) and the set of pairs of primitive lattices \( (\Lambda_1, \Lambda_2) \) with \( \Lambda_1 \subset S_Z(1) \) of dimension 1 and \( \Lambda_2 \subset S_Z(2) \) of dimension 4 and containing \( S_Z(1) \cdot \Lambda_1 \).

Proof. We deduce the result by arguing that everything is determined by what happens over \( \mathbb{Q} \) and then citing Lemma 3. Consider the commutative diagram
\[
\begin{array}{ccc}
\text{Hilb}^2(\mathbb{Z}) & \longrightarrow & \{\text{suitable sublattices } (\Lambda_1, \Lambda_2)\} \\
\downarrow & & \downarrow \\
\text{Hilb}^2(\mathbb{Q}) & \longrightarrow & \{\text{suitable subspaces } (W_1, W_2)\}.
\end{array}
\]
Here the horizontal maps are the maps \( Z \mapsto (I_Z(1), I_Z(2)) \), the left-hand vertical map is the tautological injection, and the right-hand vertical map is given by extending scalars to \( \mathbb{Q} \). The top-most horizontal map is well-defined because \( S_Z(i)/\Lambda_1 \) injects into \( H^0(Z, O_Z(i)) \) which is torsion-free since \( Z \) is \( \mathbb{Z} \)-flat by definition.

All maps except for the top map are immediately seen to be bijective. Indeed, the bottom map is bijective by Lemma 3 the left-most map is bijective because \( \text{Hilb}^2 \) is proper, and the right-most map is bijective by...
2.2. A parameterized family of height functions. We now construct a family of maps \( i_e \) \((e = 1, 2, \ldots)\) from \( \text{Hilb}^2 \) to projective space, to which we can associate height functions \( H_e \) which are easily described. We construct \( \text{Hilb}^2 \to \mathbb{P}^N \) by constructing a map of sets \( \text{Hilb}^2(R) \to \mathbb{P}^N(R) \) for every ring \( R \) in a manner that is functorial in \( R \). Yoneda’s lemma implies that such maps define a morphism of schemes, as required to invoke Weil’s height machine.

The maps are constructed by first mapping \( \text{Hilb}^2 \) to a Grassmannian scheme and then taking a standard projective embedding of the Grassmannian, namely the Plücker embedding. Recall that a Grassmannian scheme parameterizes linear subspaces of a fixed vector space. In the present context, we are interested in the Grassmannian parameterizing codimension 2 subspaces of \( S(e) \). Observe that if \( Z \in \text{Hilb}^2(R) \) is a point, then the \( R \)-module \( I_Z(e) \) of degree \( e \) homogeneous polynomials vanishing on \( Z \) is a submodule of the \( R \)-module \( S_R(e) \) of homogeneous degree \( e \) polynomials with coefficients in \( R \). The following lemma shows that this submodule defines an \( R \)-point of the Grassmannian parameterizing corank \( e \) subspaces of \( Z[X_0, X_1, X_2](e) \).

**Lemma 5.** If \( R \) is a ring and \( Z \subset \mathbb{P}_R^2 \) is a \( R \)-flat subscheme with fibers of dimension 0, degree 2, then for \( e = 1, 2, \ldots \), the quotient of \( S_R(e) \) by \( I_Z(e) \) is locally free of rank 2.

**Proof.** We prove the lemma by showing that the quotient module is isomorphic to \( H^0(Z, \mathcal{O}_Z) \) which is locally free of rank 2 by definition. To see that these modules are isomorphic, observe that the restriction map \( H^0(\mathbb{P}_R^2, \mathcal{O}_{\mathbb{P}_R^2}(e)) \to H^0(\mathbb{P}_R^2, \mathcal{O}_Z(e)) \) is one of the maps in the long exact sequence induced by

\[
0 \to I_Z(e) \to \mathcal{O}_{\mathbb{P}_R^2}(e) \to \mathcal{O}_Z(e) \to 0.
\]

From the long exact sequence, we get that the cokernel of \( H^0(\mathbb{P}_R^2, \mathcal{O}_{\mathbb{P}_R^2}(e)) \to H^0(\mathbb{P}_R^2, \mathcal{O}_Z(e)) \) is contained in \( H^1(\mathbb{P}_R^2, I_Z(e)) \), but this last cohomology group is zero. Indeed, by the theory of cohomology and base change, it is enough to show that the group vanishes when \( R = k \) is a field. In this case, Lemma 3 shows that \( I_Z \) is the complete intersection of a line and a quadratic, so it has a resolution of the form

\[
0 \to \mathcal{O}(-3) \to \mathcal{O}(-2) \oplus \mathcal{O}(-1) \to I_Z \to 0.
\]

Vanishing follows by passing to the long exact sequence and using the standard computation of \( H^i(\mathbb{P}_k, \mathcal{O}(d)) \).

We now complete the argument by observing that \( \mathcal{O}_Z \) is isomorphic to \( \mathcal{O}_Z(e) \) because \( Z \) is supported on a finite set.

**Definition 6.** Let \( G \) be the Grassmannian parameterizing rank 2, locally free quotients of \( S_Z(e) = Z[X_0, X_1, X_2](e) \). Define \( \tilde{i}_e : \text{Hilb}^2 \to G \) to be the unique morphism with the property that, for a ring \( R \), the map \( \text{Hilb}^2(R) \to G(R) \) is the map sending \( Z \) to \( I_Z(e) \subset S_R(e) \). This is well-defined by Lemma 5.

Let \( V_e := \bigwedge^{(r+2)/2} S_Z(e) \) be the exterior power of the module of degree \( e \) polynomials in \( X_0, X_1, X_2 \) and \( \mathbb{P}V_e \) be the associated projective space parameterizing 1-dimensional subspaces of \( V_e \). Define \( i_e : \text{Hilb}^2 \to \mathbb{P}V_e \) to be the composition of \( \tilde{i}_e \) with the Plücker embedding of \( G \), so for a ring \( R \), \( \text{Hilb}^2(R) \to \mathbb{P}V_e(R) \) is the map \( Z \to \bigwedge^\text{top} I_Z(e) \).

One can show that \( i_e \) is a projective embedding for \( e \geq 2 \). We only need this result over \( \mathbb{Q} \), and this is [LQZ03, Lemma 3.8]. The morphism \( i_1 \) is not a projective embedding as the fibers are projective spaces \( \mathbb{P}^2 \) [LQZ03, Proposition 3.12].

We are primarily interested in using the morphisms \( i_e \) to describe the height functions on \( \text{Hilb}^2 \). We recall the basic definitions from the introduction.

**Definition 7.** We call the map

\[
H_{\text{fluc}} : \mathbb{P}^N(\mathbb{Q}) \to \mathbb{R}^+
\]

(2.5)

\[
x = [x_0, \ldots, x_N] \mapsto \sqrt{x_0^2 + x_1^2 + \cdots + x_N^2},
\]

the **Euclidean height function** on \( \mathbb{P}^N \), where \( (x_0, \ldots, x_N) \in \mathbb{Z}^N \) is a primitive vector that represents \( x \).
Given a morphism \( f: V \to \mathbb{P}^N \) of a variety \( V/\mathbb{Q} \) to projective space, the **associated Euclidean height function** is \( H_f := H \circ f \).

The Euclidean height function on \( \mathbb{P}V \) is defined by identifying this projective space with \( \mathbb{P}^N \) using the monomial basis of \( V \) (i.e., the basis \( x_0^p x_1^{p-1} x_2, ... \)).

**Remark 8.** We could alternatively define the Euclidean height in terms of a vector \( (x_0, \ldots, x_N) \) that is not necessarily primitive. If \( (x_0, \ldots, x_N) \) is an arbitrary nonzero vector, then the height of the point \( x \) it represents is

\[
H_{\text{Euc}}(x) = \frac{\sqrt{x_0^2 + x_1^2 + \cdots + x_N^2}}{|(x_0, \ldots, x_N)|},
\]

where \( |(x_0, \ldots, x_N)| \subset \mathbb{Z} \) the ideal generated by the coordinates \( x_0, \ldots, x_n \). This idea will appear in our discussion of Le Rudulier’s height function (see Definition 15).

**Remark 9.** The height function \( \max_i |x_i| \) on \( \mathbb{P}^N \) is often seen in place of (2.5). The quotient of these height functions is bounded above and below by a bounded function depending only on \( N \), making them equivalent in the context of Weil’s height machine (see Section 2.3).

When \( f \) is the Plücker embedding of a Grassmannian, Schmidt described the associated Euclidean height function \( H_f \) in [Sch67, Theorem 1]. By projectivity, we can represent a given rational point \( x \in G(\mathbb{Q}) \) by a primitive sublattice \( \Lambda \subset S_\ell(e) \) (i.e., we can represent \( x \) by an integral point). Schmidt shows that

\[
H_f(x) = \text{covolume of } \Lambda.
\]

(Over \( \mathbb{Q} \), this is easily proved; the real content of Schmidt’s result is a generalization to number fields.) Recall the covolume of a lattice is defined to be the volume of a fundamental parallelotope, which can be expressed algebraically as

\[
\text{covolume of } \Lambda = \det((w_i, w_j))^{1/2}
\]

for \( w_1, \ldots, w_k \) a basis for \( \Lambda \) and \( \langle \cdot, \cdot \rangle \) the standard inner product (which makes the monomial basis into an orthonormal basis).

Observe that the submodule \( I_\ell(e) \subset S_\ell(e) \) defined by \( Z \in \text{Hilb}^2(\mathbb{Z}) \) is a primitive sublattice since the quotient is torsion-free by Lemma 5. We therefore conclude from (2.7) that the height function associated to the morphism \( i_e : \text{Hilb}^2 \to \mathbb{P}V \) is

\[
H_e(x) := H_{i_e}(x) = \text{covolume of } I_\ell(e) \subset S_\ell(e)
\]

Up to an ineffective constant, all of the height functions \( H_e \) are determined by \( H_1 \) and \( H_2 \), as we now explain.

### 2.3. Weil’s height machine; height functions associated to the ample cone

Part of Weil’s height machine [HS00, Theorem B.3.2] asserts the following. Given two embeddings \( i \) and \( i' \) of a variety \( V/\mathbb{Q} \) into projective spaces, such that \( i_1^* \mathcal{O} \) is isomorphic to \( i'_1^* \mathcal{O} \), the ratio of the associated height functions \( H_i \) and \( H_{i'} \) is bounded above and below.

This associates a well-defined equivalence class of height functions to any very ample line bundle (i.e., any line bundle of the form \( i^* \mathcal{O}(1) \)). Weil’s height machine then extends this to arbitrary line bundles. The main result is that there is a unique function

\[
\text{Pic}(\text{Hilb}^2) \otimes \mathbb{R} \to \frac{\{ \text{functions } \text{Hilb}^2(\mathbb{Q}) \to \mathbb{R} \}}{\{ \text{bounded functions} \}}
\]

that transforms tensor product into multiplication, satisfies a functoriality property we omit, and is normalized to agree with the definition already given for very ample line bundles.

We now introduce our two-parameter family of height functions:

**Definition 10.** For \( s, t \in \mathbb{R} \) define

\[
H_{s,t}(Z) = (\text{covolume of } I(1))^s \cdot (\text{covolume of } I(2))^t,
\]

and for \( B \in \mathbb{R}^+ \) define

\[
N_{s,t}(B) := \# \{ x \in \text{Hilb}^2(\mathbb{P}^2)(\mathbb{Q}) : H_{s,t}(x) \leq B \}.
\]
Writing $D_e \in \text{Pic}(\text{Hilb}^2) := i_*\mathcal{O}(1)$, the height function $H_{s,t}$ represents the image of $D_1^{\otimes s-1} \otimes D_2^{\otimes t}$ under (2.10), and abusing language, we will say that it is the height function associated to this line bundle.

The definition of $H_{s,t}$ is motivated by the structure of the Picard group of $\text{Hilb}^2$. The vector space $\text{Pic}(\text{Hilb}^2) \otimes \mathbb{R}$ is generated by $D_1$ and $D_2$ by the main result of [Fog73]. In terms of these generators, the nef cone, i.e., the closure of the cone spanned by ample divisors, equals the cone of all $D_1^{\otimes s-1} \otimes D_2^{\otimes t}$ with $s, t \geq 0$ by [LQZ03, Theorem 3.14]. In other words, the height functions $H_{s,t}$ with $s, t \geq 0$ are exactly the height functions associated to ample line bundles and their limits — and hence we take them as our principal object of study.

In the remainder of the paper, we will focus on estimating the counting functions $N_{s,t}(B)$ associated to the height functions $H_{s,t}$. This is a geometry of numbers question, which we will formally restate in Proposition 19 and then address using analytic number theory. No more algebraic geometry will be required in the proof of Theorem 1.

We conclude this section by remarking on the relation between $H_{s,t}$ and some height functions that appear in the literature.

Remark 11. The line bundle $D_e$ is isomorphic to $D_1^{\otimes 2-e} \otimes D_2^{\otimes e-1}$ by [ABCH13 Proposition 3.1(1)], so $H_e$ agrees with $H_{s,t}$ for $(s, t) = (1, e - 1)$ up to multiplication by a bounded function. The formalism of Weil’s height function does not provide explicit information about this bounded function, but it should be possible to study it by other means. For example, numerical computations suggest that for $e = 3$ we have

$$0.68 \cdot \frac{\text{covol} I_z(2)^2}{\text{covol} I_z(1)} \leq \text{covol} I_z(3) \leq \frac{\text{covol} I_z(2)^2}{\text{covol} I_z(1)}.$$

2.4. Le Rudulier’s height function. Here we describe the height function used by Le Rudulier in [LR14] and its relation to $H_{s,t}$. The relationship will be used in Section 6 to bound the discriminant of a quadratic algebra by a height.

Le Rudulier focuses on a height function associated to the anticanonical divisor $-K$. The anticanonical divisor is not ample, but it is the pullback of an ample divisor under a map to a projective variety. Recall that sending a closed subscheme $Z$ to its support defines a morphism $\text{Hilb}^2 \to \text{Sym}^2(\mathbb{P}^2)$ to the symmetric square. Under this morphism, the anticanonical divisor of the symmetric square pulls back to $-K$.

In terms of the generators $D_1$ and $D_2$ that we are using, we have

$$K = D_1^{\otimes 3} \otimes D_2^{\otimes -3}.$$  (2.13)

This is a consequence of [ABCH13 Proposition 3.1(1)] together with the proof of [ABCH13 Theorem 2.5] (the proof shows that $K$ equals $H^{-\otimes 3}$ for a divisor $H$ that is computed to be $H = D_1^{-1} \otimes D_2$ in the proposition).

We have associated to $-K$ the height function $H_{0,3}$. This is different from the height function $H_{s,t}$ Le Rudulier works with. She works with a height function constructed from the symmetric square. The height function is constructed somewhat generally in [LR14 Proposition 1.33]. The product of the Euclidean heights defines a height function on $\mathbb{P}^2 \times \mathbb{P}^2$. This height function is invariant under the involution $(p, q) \mapsto (q, p)$ and thus it induces a height function on the symmetric square $\text{Sym}^2(\mathbb{P}^2)$. The pullback of this last height function under the Hilbert–Chow morphism $\text{Hilb}^2 \to \text{Sym}^2(\mathbb{P}^2)$ is the height function that Le Rudulier works with. We now give a more explicit description of Le Rudulier’s height function that will be used later in bounding the discriminant.

Recall the ideal of a given $[Z] \in \text{Hilb}^2(\mathbb{Z})$ is generated by a linear polynomial $\ell \in S(1)$ and a quadratic polynomial $q \in S(2)$. Le Rudulier’s height is defined in terms of the solutions to

$$\ell(x, y, z) = q(x, y, z) = 0.$$   (2.14)

We record the following fact as we will use it multiple times.

Lemma 12. Up scalar multiplication, there are at most 2 nontrivial solutions (2.14) with $(x, y, z) \in \mathbb{Q}^{\otimes 3}$. There is always a solution over some quadratic extension of $\mathbb{Q}$.

Proof. Find a linear parameterization of the solutions to $\ell(x, y, z) = 0$ and then plug it into $q$ to reduce to the analogous claim for a homogeneous polynomial in 2 variables. Then the claim reduces to the quadratic formula. \(\square\)
Definition 13. Let \([Z] \in \text{Hilb}^2(\mathbb{Z})\). We say that \(Z\) is nonreduced if \((2.14)\) has exactly 1 nontrivial rational solution up to scaling. When the system has exactly 2 nontrivial rational solutions up to scaling, we say that \(Z\) is split. Otherwise we say that \(Z\) is nonsplit.

Remark 14. We will prove in Section 3.2 that the terms “nonreduced”, “split”, and “nonsplit” coincide with their use in algebra. In other words, we will show that, when \(Z\) is nonreduced, the algebra \(A := H^0(Z, \mathcal{O}_Z)\) contains nilpotent elements. Similarly, for \(Z\) split, the algebra \(A\) is a split algebra in the sense that \(A \otimes_\mathbb{Z} \mathbb{Q}\) is isomorphic to \(\mathbb{Q} \times \mathbb{Q}\). When \(Z\) is nonsplit, \(A \otimes_\mathbb{Z} \mathbb{Q}\) is a quadratic field that contains \(A\) as a (possibly nonmaximal) order.

We now give the definition of the height function. The following is (up to equivalence) the height function associated to the anticanonical bundle \(\mathcal{O}_Z(1)\), as described by Le Rudulier in \cite[Proposition 1.33 and Section 3.2]{LR14}.

Definition 15. Given a ring \(R\) and a vector \(v \in \mathbb{R}^n\), write \(I(v) \subset R\) for the ideal generated by the components of \(v\). For \(v \in \mathbb{Q}^{n+1}\) a nonzero vector, write \([v] \in \mathbb{P}^n(\mathbb{Q})\) for the associated rational point of projective space.

The height function \(H_{Le}: \text{Hilb}^2(\mathbb{Z}) \to \mathbb{R}\) is as follows.

If \([Z] \in \text{Hilb}^2(\mathbb{Z})\) is nonreduced, let \(v \in \mathbb{Z}^{n,3}\) be a nontrivial integral solution to \((2.14)\). Set

\[
H_{Le}([Z]) = H_{Euc}(|v|) \cdot H_{Euc}(|v|) = \left(\frac{|v|}{\text{Norm}(I(v))}\right)^2.
\]

If \([Z] \in \text{Hilb}^2(\mathbb{Z})\) is split, let \(v, w \in \mathbb{Z}^{n,3}\) be linearly independent integral solutions to \((2.14)\). Set

\[
H_{Le}([Z]) = H_{Euc}(|v|) \cdot H_{Euc}(|w|) = \left(\frac{|v|}{\text{Norm}(I(v))}\right) \cdot \left(\frac{|w|}{\text{Norm}(I(w))}\right).
\]

If \([Z] \in \text{Hilb}^2(\mathbb{Z})\) is nonsplit, let \(v \in (\mathbb{Z}(\sqrt{D}))^{n,3}\) be a nontrivial solution to \((2.14)\). Let \(i_1, i_2: H^0(Z, \mathcal{O}_Z) \to \mathbb{C}\) be the complex embeddings of the ring of functions on \(Z\). Set

\[
H_{Le}([Z]) = \frac{|i_1(v)| \cdot |i_2(v)|}{\text{Norm}(I(v))}.
\]

Remark 16. Similarly to the cases where \(Z\) is nonreduced or split, the expression for \(H_{Le}([Z])\) when \(Z\) is nonsplit equals the Euclidean height of \([v]\). We do not express the height in this manner because we only defined \(H_{Euc}\) for \(\mathbb{Q}\)-points of projective space, but the definition naturally extends to any number field.

Corollary 17. We have

\[
(2.15) \quad H_{Le}([Z])^3 = (\text{bounded function}) \cdot H_{0,3}([Z])
\]

\[
(2.16) \quad = (\text{bounded function}) \cdot \frac{\text{covol} I_{Z}(2)^3}{\text{covol} I_{Z}(1)^3}.
\]

Proof. Immediate from \((2.13)\) and the formalism of Weil’s height machine. \(\square\)

Remark 18. The bounded function appearing in \((2.15)\) is not constant. Its behavior is nicely illustrated by closed subschemes \(Z_1, Z_2, Z_3, \ldots\) that we now define. Given \(a = 1, 2, 3, \ldots\), let \(Z_a \subset \mathbb{P}_\mathbb{Z}^2\) be defined by \(\ell_a := a(x_0 - 3x_2) - (x_1 - 2x_2)\) and \(q := (x_0 - 3x_2)^2\). The only integral solutions to \(\ell_a(x, y, z) = q(x, y, z) = 0\) are multiples of \((3, 2, 1)\), so \(H_{Le}([Z_a])\) is constant as a function of \(a\):

\[
H_{Le}([Z_a]) = (3^2 + 2^2 + 1^2) = 14.
\]

By contrast, computing \(\text{covol} I_{Z}(2)\) using the formula \((2.8)\) shows that

\[
H_{0,3}([Z_a]) = \left(12526a^2 - 3204a + 12661/(10a^2 - 12a + 5)\right)^{3/2}.
\]

In particular, the height is bounded but nonconstant as a function of \(a\). The bounded function appearing in \((2.15)\) is bounded by 1 and \((13770/1263) \cdot \sqrt{5}/1263 \approx 0.6834\ldots\).
3. LATTICES AND THE GEOMETRY OF NUMBERS

Upon inserting Lemma 4 into the definition (2.12), we now have the following description of $N_{s,t}(B)$, purely in terms of lattice point counting:

**Proposition 19.** We have

$$N_{s,t}(B) = \{(\Lambda_1, \Lambda_2) : S(1) \cdot \Lambda_1 \subseteq \Lambda_2, \text{ colvol}(\Lambda_1)^{k-t} \text{ colvol}(\Lambda_2)^t < B\},$$

subject to the following notations and conventions:

- $S$ is the polynomial ring $\mathbb{Z}[X_0, X_1, X_2]$, and for each $e \geq 1$ we write $S(e)$ for the lattice of polynomials of degree $e$. Note that $S(1)$ and $S(2)$ are of ranks 3 and 6 respectively.
- $\Lambda_1 \subseteq S(1)$ and $\Lambda_2 \subseteq S(2)$ are primitive sublattices of rank 1 and 4 respectively, for which $S(1) \cdot \Lambda_1 \subseteq S(2)$.
- There is a natural inner product on $S(e)$, defined so that the monomials form an orthonormal basis, and we define the covolume of a (not necessarily complete) sublattice of $S(e)$ with respect to the induced volume form. Concretely the covolume is $\sqrt{\det(\langle e_i, e_j \rangle)}$ for $e_1, \ldots, e_n$ a basis for the lattice $I(e)$.

The estimation of $N_{s,t}(B)$ is a purely analytic problem, for which no further algebraic geometry will be required.

For each $\Lambda_1$, write $F(\Lambda_1)$ for the set of lattices $\Lambda_2$ for which $S(1) \cdot \Lambda_1 \subseteq \Lambda_2$. Observe that $S(1) \cdot \Lambda_1$ is a primitive lattice in $S(2)$: by the primitivity of $\Lambda_1$, we can pick a generator $l_1 \in \Lambda_1$ s.t. there is a basis for $S(1)$ of the form $l_1, l_2, l_3$. The collection $\{l_1 \cdot l_1, l_1 \cdot l_2, l_1 \cdot l_3, l_1\}$ generates $S(1) \cdot \Lambda_1$ and extends to the basis $\{l_1 \cdot l_i\}$ of $S(2)$, proving primitivity.

Therefore, the rule that sends $\Lambda_2 \in F(\Lambda_1)$ to $\Lambda_2/S(1) \cdot \Lambda_1$ defines a bijection between $F(\Lambda_1)$ and primitive vectors in the quotient $\overline{S(2)/(\Lambda_1)} := S(2)/(S(1) \cdot \Lambda_1)$.

By primitivity this lattice is a free $\mathbb{Z}$-module and we endow it with an inner product so that the quotient map $(S(1) \cdot \Lambda_1)^\perp \rightarrow \overline{S(2)/(\Lambda_1)}$ is an isometry. We then have the determinant relation

$$\text{colvol}(\Lambda_2) = \text{colvol}(S(1) \cdot \Lambda_1) \text{ colvol}(\overline{\Lambda_2}),$$

so that for each $\Lambda_2$ and each $Y > 0$ we have

$$\#\{\Lambda_2 \in F(\Lambda_1) : \text{colvol}(\Lambda_2) < Y\} = \#\left\{\overline{\Lambda_2} \subset \overline{S(2)/(\Lambda_1)}\right\}, \text{ primitive, rank 1 s.t. } \text{colvol}(\overline{\Lambda_2}) < \frac{Y}{\text{colvol}(S(1) \cdot \Lambda_1)}\right\}.$$

Our strategy for counting $N_{s,t}(B)$ is to estimate the contribution in (3.3) for each $\Lambda_1$ separately, and then sum the results.

We first note the following covolume formulas, easily established by a quick computation:

**Lemma 20.** If $\ell = aX_0 + bX_1 + cX_2$ is a generator for $\Lambda_1$, we have

$$\text{colvol}(\Lambda_1) = (a^2 + b^2 + c^2)^{1/2},$$

$$\text{colvol}(S(1) \cdot \Lambda_1)^2 = a^6 + 2b^2a^4 + 2c^2a^4 + 2b^4a^2 + 5c^2b^2a^2 + 2c^4a^2 + b^6 + 2c^2b^4 + 2c^4b^2 + c^6,$$

$$\frac{2}{3}(a^2 + b^2 + c^2)^3 \leq \text{colvol}(S(1) \cdot \Lambda_1)^2 \leq (a^2 + b^2 + c^2)^3,$$

$$\text{colvol}(\overline{S(2)/(\Lambda_1)}) = \text{colvol}(S(1) \cdot \Lambda_1)^{-1}.$$

To count vectors in $\overline{S(2)/(\Lambda_1)}$, we recall a basic concept from the geometry of numbers. Suppose that $\Lambda \subseteq \mathbb{R}^n$ is a complete (i.e., rank $n$) lattice. Then the successive minima $\lambda_j$ of $\Lambda$ are the minimal real numbers $\lambda_1, \ldots, \lambda_k$ such that $\Lambda$ contains $j$ linearly independent vectors of norm $\leq \lambda_j$. *Minkowski’s second theorem* states that the successive minima satisfy the inequalities

$$2^n \frac{n!}{\pi^{n/2}} \text{colvol}(\Lambda) \leq \lambda_1 \lambda_2 \cdots \lambda_n C(n) \leq 2^n \text{colvol}(\Lambda),$$

where $C(n) = \frac{n^{n/2}}{\Gamma(\frac{n+1}{2})}$ is the volume of the unit $n$-ball.

Our counting theorem, a variation of a lemma of Schmidt [Sch95], illustrates that we can expect the best results when the successive minima are roughly comparable in size:
Lemma 21. For any rank 3 lattice $\Lambda \subseteq \mathbb{R}^3$ we have

\[(3.5)\]

\[
N := \#\{v \in \Lambda - \{0\} : |v| < R, \nu\ \text{primitive}\} = \frac{4\pi}{3\zeta(3)} \frac{R^3}{\text{covol}(\Lambda)} + O \left( \log^*(R/\lambda_1) \cdot \frac{\lambda_2\lambda_3 R}{\text{covol}(\Lambda)} + \frac{\lambda_3 R^2}{\text{covol}(\Lambda)} \right),
\]

where $\log^*(t) := \max\{1, \log(t)\}$.

Proof. This is a variation of [Sch95, Lemma 1] and we partially follow the proof given there. For now let $\Lambda$ be a complete lattice of rank $n$; we specialize to $n = 3$ later.

Let $\lambda_i$ be the successive minima of $\Lambda$. By [Cas97, p. 135, Lemma 8] there is a basis $v_1, \ldots, v_n$ of $\Lambda$ with $v_1 \in i\lambda_i B$, where $B$ is the closed unit ball. We choose the $v_i$ such that $|v_1| \leq |v_2| \leq \cdots \leq |v_n|$ so that $|v_i| \geq \lambda_i$ for each $i$, and we obtain a version of (3.3) for this basis, namely

\[(3.6)\]

\[
\frac{2^n}{n!} \frac{\text{covol}(\Lambda)}{\text{covol}(\Lambda)} \leq |v_1| |v_2| \cdots |v_n| \leq 2^n n! \text{covol}(\Lambda).
\]

If $v = a_1 v_1 + \cdots + a_n v_n$ is any $\mathbb{R}$-linear combination of the $v_i$ with $v \in B$, then we claim that $|a_i v_i| \leq \frac{2^n}{n!} |v|$ for each $i$. This is established by the following computation (for each $i$ with $a_i \neq 0$):

\[
|v_1| |v_2| \cdots |v_n| \cdot \frac{C(n)}{2^n n!} \leq \text{covol}(\Lambda)
\]

\[
= \text{covol}(v_1, \ldots, v_i, \ldots, v_n)
\]

\[
= \frac{1}{|a_i|} \text{covol}(v_1, \ldots, v_i-1, a_1 v_1 + \cdots + a_n v_n, v_{i+1}, \ldots, v_n)
\]

\[
\leq \frac{1}{|a_i|} |v_1| \cdots |v_{i-1}| \cdot |v_{i+1}| \cdots |v_n| \cdot |v|.
\]

Now, let $\tau : \mathbb{R}^n \to \mathbb{R}^n$ be the linear map with $\tau(v_i) = e_i$, where $e_i \in \mathbb{Z}^n$ is the $i$th standard basis vector $(0, \ldots, 1, \ldots, 0)$. Thus $\tau(\Lambda) = \mathbb{Z}^1$ and $\tau(B) = \mathcal{E}$, where $\mathcal{E}$ is an ellipsoid of volume $V(\mathcal{E}) = V(\mathcal{B})/\text{covol}(\Lambda)$. The previous computations establish that

\[(3.7)\]

\[
\mathcal{E} \subseteq \frac{C(n)}{2^n n!} \left( [-\frac{1}{\lambda_1}, \frac{1}{\lambda_1}] \times \cdots \times [-\frac{1}{\lambda_n}, \frac{1}{\lambda_n}] \right).
\]

Let $N'$ be the number of points in $\Lambda \cap R\mathcal{E}$, or equivalently in $\mathbb{Z}^n \cap R\mathcal{E}$, without any primitivity condition. We invoke Davenport’s lemma [Dav51], which states that

\[
|N' - \text{vol}(R\mathcal{E})| \ll \max_{\mathcal{E}'} \text{vol}(R\mathcal{E}'),
\]

where $\mathcal{E}'$ ranges over the projections of $\mathcal{E}$ onto all coordinate planes of dimension $< n$, and where the volume of the 0-dimensional projection is understood to be 1. The equation (3.7) establishes suitable bounds on their volumes. For simplicity specializing now to $n = 3$, we obtain

\[
N' = \frac{C(3)}{\text{covol}(\Lambda)} R^3 + O \left( \max \left( 1, \frac{\lambda_2\lambda_3 R}{\text{covol}(\Lambda)}, \frac{\lambda_3 R^2}{\text{covol}(\Lambda)} \right) \right).
\]

To count *primitive* lattice points, we use Möbius inversion, applied to dilates of the lattices above. We obtain

\[
N = \sum_{d=1}^{R/\lambda_1} \mu(d) \frac{C(3)}{\text{covol}(\Lambda)} \frac{R^3}{d^3} + O \left( \max \left( 1, \frac{\lambda_2\lambda_3 (R/d)}{\text{covol}(\Lambda)}, \frac{\lambda_3 (R/d)^2}{\text{covol}(\Lambda)} \right) \right) \cdot R^3 \frac{R}{\text{covol}(\Lambda)}.
\]

Note that $1 \ll \frac{\lambda_2\lambda_3 (R/d)}{\text{covol}(\Lambda)}$ whenever $d \leq R/\lambda_1$, so we may eliminate the first of the error terms. We make an error $\ll \frac{\lambda_3 (R/d)^2}{\text{covol}(\Lambda)}$ in extending the summation over $d$ in the main term to an infinite sum. We therefore obtain

\[(3.8)\]

\[
N = \frac{C(3)}{\zeta(3) \text{covol}(\Lambda)} R^3 + O \left( \log^*(R/\lambda_1) \cdot \frac{\lambda_2\lambda_3 R}{\text{covol}(\Lambda)} + \frac{\lambda_3 R^2}{\text{covol}(\Lambda)} \right).
\]

$\square$
Remark 22. Using a zeta function approach, the main result of [LDTT22] yields a better error term of $O\left(\frac{\lambda^{1/2}R^{3/2}}{\text{covol}(\Lambda)}\right)$ in (3.5). Although this yields a modest improvement in the error term in Theorem 1 (for some values of $\frac{\lambda}{R}$), we will still obtain asymptotic estimates for $N_{\leq 1}$ precisely when $\frac{\lambda}{R} > 1$. Since the paper [LDTT22] involves complicated analysis with Bessel functions, we chose the above, more self-contained approach.

We will apply the proceeding lemma to the 3-dimensional lattice $\mathbb{Z}^2(\Lambda_1) := \mathbb{Z}^2/(\mathbb{Z} \cdot \Lambda_1)$. Write $\lambda_1$, $\lambda_2$, and $\lambda_3$ for the successive minima of this lattice, where each $\lambda_i$ is the length of a vector $y_i \in \mathbb{Z}^2(\Lambda_1)$. Since the map $(\mathbb{Z} \cdot \Lambda_1)^\perp \rightarrow \mathbb{Z}^2(\Lambda_1)$ is an isometry, these successive minima also equal the distances of lifts $y_i \in \mathbb{Z}^2$ to the subspace $V$ described in the statement of Lemma 24.

As we just saw, we obtain large error terms from $\Lambda_1$ for which $\lambda_1$ is very small, and so we prove the following upper bounds on it:

Lemma 23. For each rank one lattice $\Lambda_1 \subseteq \mathbb{Z}^1$ spanned by a primitive vector $aX_0 + bX_1 + cX_2$, write $\lambda_1 \leq \lambda_2 \leq \lambda_3$ (or $\lambda_1(\Lambda_1)$, etc.) for the successive minima of $\mathbb{Z}^2(\Lambda_1)$, and write $M = \max(|a|, |b|, |c|)$. These quantities satisfy the following:

(a) We have $\lambda_1 \lambda_2 \lambda_3 \approx M^{-3}$.
(b) We have $\lambda_3 \leq 1$.
(c) We have $\lambda_1 \approx \frac{1}{M^2}$, and hence (by (a)) $\lambda_2 \lambda_3 \ll M^{-1}$.

Proof. We have, by construction, that

$$\text{covol}(\mathbb{Z}^2(\Lambda_1)) \cdot \text{covol}(\mathbb{Z} \cdot \Lambda_1) = \text{covol}(\mathbb{Z}^2) = 1,$$

so that $\text{covol}(\mathbb{Z}^2(\Lambda_1)) \approx M^{-3}$ by Lemma 20. Thus (a) follows from Minkowski’s theorem (3.4).

The claim of (b) is the ‘trivial bound’: the monomials $X_0^2$, $X_0X_1$, $X_0X_2$, $X_1X_2$, $X_2^2$ span $\mathbb{Z}^2$, and each monomial is a distance 1 from $0 \in \mathbb{Z}^2$, hence a distance at most 1 from the subspace generated by $\mathbb{Z} \cdot \Lambda_1$. The images of these monomials (mod $\mathbb{Z} \cdot \Lambda_1$) span $\mathbb{Z}^2(\Lambda_1)$, and each has length at most 1. Therefore, the successive minima are all bounded by 1.

It remains to prove (c); choosing the monomial basis above for $\mathbb{Z}^2 \approx \mathbb{Z}^6$, the claim is equivalent to the following lemma.

Lemma 24. For integers $a$, $b$, $c$ not all sharing a common factor, write $M = \max(|a|, |b|, |c|)$ and let $V := V(a, b, c) \subseteq \mathbb{R}^6$ be the subspace spanned by $v_1 := (a, b, c, 0, 0, 0)$, $v_2 := (0, a, 0, b, c, 0)$, and $v_3 := (0, 0, a, 0, b, c)$.

Then, if $x = (x_1, x_2, x_3, x_4, x_5, x_6) \in \mathbb{Z}^6 - V$, we have $\text{dist}(x, V) \geq \frac{1}{7M^2}$.

Proof. Given $(a, b, c)$, we may assume by symmetry that $|a| \geq |b| \geq |c|$. We may also assume that $ab \neq 0$; otherwise the $v_1$ would all be parallel to the coordinate axes. For the moment, we also assume that $c \neq 0$.

Choose vectors

$$x = x(a, b, c) = (x_1, x_2, x_3, x_4, x_5, x_6) \in \mathbb{Z}^6 - V$$

and

$$w' = (w'_1, w'_2, w'_3, w'_4, w'_5, w'_6) = \gamma_1'v_1 + \gamma_2'v_2 + \gamma_3'v_3 \in V$$

so that the (nonzero) distance $\alpha := |w' - x|$ is minimized. We may assume that $\alpha < \frac{1}{7M^2} < \frac{1}{2}$ (if not, we’re done). This implies that the integer nearest to each $w'_i$ is $x_i$.

We have $|w'_i - x_i| \leq \alpha$ for each $i$, and the coefficients $w'_1$, $w'_4$, and $w'_6$ are determined exclusively by $\gamma_1'$, $\gamma_2'$, and $\gamma_3'$ respectively. We now choose $\gamma_1, \gamma_2, \gamma_3$ so that the coefficients $w_1, w_4$, and $w_6$ of the vector

$$w = (w_1, w_2, w_3, w_4, w_5, w_6) = \gamma_1v_1 + \gamma_2v_2 + \gamma_3v_3$$

equal $x_1, x_4$, and $x_6$ respectively, so that we have

$$w = \left(\frac{x_1b}{a} + \frac{x_4a}{b}, \frac{x_1c}{a} + \frac{x_4a}{c}, \frac{x_6a}{c}, \frac{x_4c}{b} + \frac{x_6b}{c}, x_6\right).$$
We have $|\gamma_1 - \gamma_1'| \leq \frac{a}{|a|\, a}$, $|\gamma_2 - \gamma_2'| \leq \frac{b}{|b|\, b}$, and $|\gamma_3 - \gamma_3'| \leq \frac{c}{|c|\, c}$, so that $|\gamma_1 \nu_1 - \gamma_1' \nu_1| < \sqrt{3} \alpha$, $|\gamma_2 \nu_2 - \gamma_2' \nu_2| < \sqrt{3} \alpha \cdot \frac{|a|}{|b|\, b}$, and $|\gamma_3 \nu_3 - \gamma_3' \nu_3| < \sqrt{3} \alpha \cdot \frac{|a|}{|c|\, c}$. Therefore, we obtain the inequalities

\begin{align}
0 < |w - x| & \leq |w' - x| + |w' - w| \leq \alpha + 3\sqrt{3} \alpha \cdot \frac{|a|}{|c|\, c} < 7\alpha \frac{|a|}{|c|\, c}.
\end{align}

If both $w_3$ and $w_5$ are integers, then we have $ac \mid x_1 c^2 + x_6 a^2$ and hence $c \mid x_6 a^2$, and similarly $c \mid x_6 b^2$. Since $a, b, c$ do not all have a common factor, we have $c \mid x_6$. Because $ac \mid x_1 c^2 + x_6 a^2$ and $c \mid x_6$, we get $a \mid x_1 c$, and we similarly see that $b \mid x_4 c$. Since $(a, c) \cdot (b, c) \leq |c|$, we have $(x_1, a) \cdot (x_4, b) \geq \frac{|ab|}{|c|\, c}$. But then the fraction $\frac{x_1 b}{a} + \frac{x_4 a}{b}$ (which is not an integer) has denominator which divides $\frac{|a|}{|c|\, c} \cdot \frac{|b|}{|c|\, c} \leq |c|$, so that $7\alpha \frac{|a|}{|c|\, c} \geq \frac{1}{|c|\, c}$ and we are finished.

Alternatively, if either of $w_3$ and $w_5$ is not an integer, we have $|w - x| \geq \frac{1}{|ac|}$, and hence by (3.13) that $\alpha > \frac{1}{|ac|^2} \geq \frac{1}{|M|\, M}$. If $c = 0$. Finally, if $c = 0$, we vary the above argument as follows. In (3.11), now $w_1', w_4'$, and $w_3'$ respectively determine our choices of $\gamma_1, \gamma_2$, and $\gamma_3$, and we obtain

\begin{align}
\lambda = \left( x_1 + \frac{x_1 b}{a} + \frac{x_4 a}{b}, x_3, x_4, \frac{b}{a}, x_3, 0 \right) \in V
\end{align}

with $0 < |w - x| < 7\alpha \frac{|a|}{|c|\, c}$. Since either $w_2 \not\in \mathbb{Z}$ or $w_3 \not\in \mathbb{Z}$, we therefore have $|w - x| \geq \frac{1}{|ab|}$ and arrive at the same conclusion as before. \qed

A natural question is whether the results of Lemma 23 can be improved. The following proposition shows that the answer is essentially ‘no’. (It might still be possible to obtain improvements that hold for ‘most’ $(a, b, c)$; such a result might yield an improvement to our main result.)

**Proposition 25.** The bounds in Lemma 23 are the best possible in the sense that

\begin{align}
\limsup \lambda_1(\Lambda) & = 1 \\
\liminf \lambda_1(\Lambda) & < M^{-2} < \infty.
\end{align}

**Proof.** To prove (3.14), consider any $\Lambda_1$ generated by a vector of the form $v := aX_0 + bX_1$, with no $X_2$ term. Then the vector $X_2' \in S(2)$ has distance at least $1$ from the subspace generated by $S(1) \cdot \Lambda_1$, so the result follows from Lemma 23(b).

To prove (3.15), consider $\Lambda_1$ and $v$ of the same form. If $\gcd(a, b) = 1$, then the equation $a^2 t - b^2 s = 1$ has an integer solution $(s, t)$. We have

\begin{align}
\frac{1}{ab} X_0 X_1 = (sX_0^2 - tX_1^2) + \frac{t}{b}(aX_0 + bX_1)X_1 - \frac{s}{a}(aX_0 + bX_1)X_0,
\end{align}

so that the vector $-sX_0^2 + tX_1^2$ has distance at most $1/ab$ from the subspace generated by $S(1) \cdot \Lambda_1$. Choosing $a = M$, $b = M - 1$, we get $\lambda_1(\Lambda_1) \leq 1/(M^2 - M)$, proving (3.15), and indeed showing that $1 \geq \limin \lambda_1(\Lambda_1)/M^{-2} \geq 1/7$. \qed

**4. Proof of Theorem 1**

We can now assemble our ingredients into a proof of our main result. By Proposition 19 and (3.3), we have (for each $s, t > 0$)

\begin{align}
N_{s,t}(B) &= \#(\{Z \in \text{Hilb}\,(2) \mid H_{s,t}(\{Z\}) < B\}) \\
&= \sum_{\Lambda_1} \#(\{\Lambda_2 \in F(\Lambda_1) : \text{covol}(\Lambda_1)^{s-t} \text{covol}(\Lambda_2)^{t} < B\}) \\
&= \sum_{\Lambda_1} \#(\{\Lambda_2 \in F(\Lambda_1) : \text{covol}(\Lambda_2) < B^{1/t}(\text{covol}(\Lambda_1))^{1-s/t}\}) \\
&= \sum_{\Lambda_1} \# \left\{ \Lambda_2 \subset S(2)(\Lambda_1), \text{primitive, rank 1 s.t.} \text{covol}(\Lambda_2) < \frac{B^{1/t}(\text{covol}(\Lambda_1))^{1-s/t}}{\text{covol}(S(1) \cdot \Lambda_1)} \right\}.
\end{align}
For each $\Lambda = \Lambda_1$ in the sum, generated by $\pm (aX_0 + bX_1 + cX_2)$ with $M = M(\Lambda) = \max(|a|, |b|, |c|)$, write $\lambda_{1,\Lambda} \leq \lambda_{2,\Lambda} \leq \lambda_{3,\Lambda}$ for the successive minima in the quotient lattice $S[2](\Lambda_1)$. By Lemma 21 we have

$$\# \left\{ \mathcal{A}_2 \subset S[2](\Lambda_1), \text{primitive, rank 1 s.t. } \text{covol}(\mathcal{A}_2) < Y \right\} =$$

$$\begin{cases} \text{covol}(S(1) \cdot \Lambda_1) \cdot \left( \frac{2\pi}{3\zeta(3)} Y^3 + O \left( (\lambda_{3,\Lambda} \lambda_{2,\Lambda} \log(Y/\lambda_1) + \lambda_{3,\Lambda} Y^2 \right) \right) \text{ unconditionally}, \\ 0 \text{ if } \lambda_{1,\Lambda} \geq Y. \end{cases}$$

By Lemma 20 we have

$$\text{covol } \Lambda_1 \cong M_1 \cdot \text{covol}(S(1) \cdot \Lambda_1) \cong M^3,$$

and by Lemma 23 the successive minima satisfy

$$\lambda_{1,\Lambda} \lambda_{2,\Lambda} \lambda_{3,\Lambda} \cong M^{-3}, \quad \lambda_{1,\Lambda} \gg M^{-2}, \quad \lambda_{2,\Lambda} \lambda_{3,\Lambda} \ll M^{-1}, \quad \lambda_{3,\Lambda} \leq 1.$$

Assembling all of this, we conclude that

$$N_{s,t}(B) = \frac{1}{2} \sum_{M(a,b,c) \ll B^{1/s}} \left( \frac{2\pi}{3\zeta(3)} \cdot \frac{B^{3/4} \text{covol } \Lambda}{(\text{covol}(S(1) \cdot \Lambda))^2} \right) + O \left( B^{3/4} M^{-1/2} \log(BM) + B^{3/4} M^{-1/2} \right),$$

so that

$$N_{s,t}(B) \ll E_1 + E_2 + E_3,$$

for error terms $E_1, E_2, E_3$ to be described shortly, and where the sum in (4.4) is over all primitive triples $(a, b, c) \in \mathbb{Z}^3$ and converges absolutely for $\frac{3}{t} > 0$.

The first of our three error terms is the tail of the main term (4.4); we have

$$E_1 := B^{3/t} \sum_{M(a,b,c) \gg B^{1/s}} \frac{(a^2 + b^2 + c^2)^{3-\frac{3}{t}}}{a^6 + 2b^2a^4 + 2c^2a^4 + 2b^4a^2 + 5c^2b^2a^2 + 2c^4a^2 + b^6 + 2c^2b^4 + 2c^4b^2 + c^6} \ll B^{3/t} M^{-3-\frac{3}{t}} + O(1),$$

where the sum over $a, b, c$ can be bounded as follows: for each $T > 1$, there are $O(T^3)$ triples $a, b, c$ with $M = \max(|a|, |b|, |c|) \in [T, 2T]$; we break our sum up into such dyadic intervals, and then sum over $T$.

The error terms $E_2$ and $E_3$ correspond to the two error terms in (4.3), and they can be bounded similarly. We have

$$E_2 \ll B^{1/t} \log(B) \sum_{M(a,b,c) \ll B^{1/s}} M^{-\frac{3}{t}} \ll \begin{cases} B^{1/t} \log(B) & \text{if } \frac{3}{t} > 3, \\ B^{1/t} \log(B)^2 & \text{if } \frac{3}{t} = 3, \\ B^{3/s} \log(B) & \text{if } \frac{3}{t} < 3, \end{cases}$$

and

$$E_3 \ll B^{2/t} \sum_{M(a,b,c) \ll B^{1/s}} M^{-1-2\frac{3}{t}} \ll \begin{cases} B^{\frac{3}{t}} & \text{if } \frac{3}{t} > 1, \\ B^{\frac{3}{t}} \log(B) & \text{if } \frac{3}{t} = 1, \\ B^{\frac{3}{t}} & \text{if } \frac{3}{t} < 1. \end{cases}$$

We thus have

$$E_1 + E_2 + E_3 \ll \begin{cases} B^{\frac{3}{t}} & \text{if } \frac{3}{t} > \frac{3}{2}, \\ B^{\frac{3}{t}} \log(B) & \text{if } \frac{3}{t} = \frac{3}{2}, \end{cases}$$

smaller than the main term whenever $\frac{3}{t} > 1$. 
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5. THE BATYREV–MANIN CONJECTURE

We complete our analysis of \(N_{s,t}(B)\) by verifying the following:

**Corollary 26.** For \(\frac{3}{t} > 1\), the height function \(H_{s,t}\) on \(\text{Hilb}^2\) satisfies the Batyrev–Manin conjecture.

There are several forms of the conjecture, and in Corollary 26 we mean the following form. Given an ample line bundle \(D\), define the Nevanlinna constant \(\alpha(D)\) by \(\alpha(D) = \inf\{t \in \mathbb{R} : D^{\otimes t} \otimes K \text{ is effective}\}\) for \(K\) the canonical line bundle. Then we take the conjecture to be that the rational points on \(\text{Hilb}^2\) satisfy

\[
\text{N}_D(B) \sim c B^\alpha \log(B)^\beta
\]

for some constant \(c \in \mathbb{R}\), \(\alpha = \alpha(D)\), and \(\beta\) the codimension of the unique face of the effective cone containing \(D^{\otimes s} \otimes K\). (In general, one only requires that (5.1) holds after possibly passing to a finite field extension and removing a thin set, but our results show is this is unnecessary for \(\text{Hilb}^2(\mathbb{P}^2)\).)

**Proof of Corollary 26.** We will prove the stronger statement that \(\alpha = \frac{3}{t}\) and \(\beta = 0\) for \(D_{s,t} = D_1^{\otimes s-t} \otimes D_2^{\otimes t}\) with \(s,t > 0\). The effective cone is known to be the cone of the line bundles \(D_{s,t}\) with \(s + t \geq 0\) (by [ABCH13] Theorem 4.5); that description involves a different basis, but use [ABCH13] Proposition 3.1 to rewrite this in terms of \(D_1, D_2\). Recall from Equation (2.13) that the canonical bundle is \(D = D_0,-3\), so

\[
D_{s,t}^{\otimes r} \otimes K = D_{rs,rt-3}.
\]

This is effective when \(rt - 3 \geq 0\). In other words, \(\alpha = \frac{3}{t}\). The class \(D_{s,t}^{\otimes 1} \otimes K = D_{s+t,0}\) lies on the codimension 0 face spanned by \(D_1 = D_{1,0}\), so \(\beta = 0\). \(\Box\)

6. THE ASSOCIATED QUADRATIC ALGEBRA

In the present section, we explore the connection between integral points of \(\text{Hilb}^2\) and quadratic rings. In Section 2, we defined \(\text{Hilb}^2(Z)\) to be the set of families \(Z \subset \mathbb{P}^2\) of degree 2, dimension 0 closed subschemes (i.e. subschemes that are \(Z\)-flat with fibers of degree 2 and dimension 0). Such a closed subscheme determines a quadratic ring, the ring of regular functions \(A = H^0(Z, \mathcal{O}_Z)\). A natural measure of a quadratic ring is its discriminant, and the main result of this section is a comparison of the discriminant of \(A\) with height functions on \(\text{Hilb}^2\). The discriminant is not a height function, but we show in Proposition 32 that it is bounded above by the height function \(H_{-2,2}\).

To study \(A\) in depth, we need to recall some facts about the Proj construction from [Har77, II, Section 2]. Suppose somewhat generally that \(R = R(0) \oplus R(1) \oplus R(2) \ldots\) is a graded ring, and consider \(\text{Proj} R\). This scheme has the property that a homogeneous element \(f \in R\) determines an open affine scheme \(U_f\) that is isomorphic to the spectrum of \((R[1/f])_0\). Here \((R[1/f])_0\) is the subring of \(R[1/f]\) consisting of the homogeneous elements of degree 0. A collection of elements \(\{f_1, \ldots, f_n\}\) has the property that the open subsets \(U_{f_1}, \ldots, U_{f_n}\) cover \(\text{Proj} R\) provided the ideal \(\langle f_1, \ldots, f_n \rangle\) contains a power of the irrelevant ideal \(R(1) \oplus R(2) \oplus R(3) \oplus \ldots\).

The elements \([Z]\) of \(\text{Hilb}^2(Z)\) are all constructed by the Proj construction. Recall that Lemma 4 states that every such \(Z\) can be written as

\[
Z = \text{Proj} \frac{Z[X_0, X_1, X_2]}{Z \cdot \ell + Z \cdot q},
\]

where as before \(\ell \in S(1)\) is a primitive linear polynomial and \(q \in S(2)\) a quadratic polynomial such that \(X_0 \ell, X_1 \ell, X_2 \ell, q\) span a primitive lattice. We use this description to compute \(H^0(Z, \mathcal{O}_Z)\).

**Lemma 27.** Suppose that \([Z] \in \text{Hilb}^2(Z)\) is defined by \(\ell\) and \(q\) as in Equation (6.1) and let \(v, w \in Z^{\otimes 3}\) be a basis for \((v \in Z^{\otimes 3} : \ell(v) = 0)\). Then the ring of functions \(A = H^0(Z, \mathcal{O}_Z)\) on \(Z\) is the unique quadratic order with discriminant equal to the discriminant of \(q(Sv + Tw)\). \(Z(S, T)\).

**Proof.** Write \(D_1\) for the discriminant of \(A\) and \(D_2\) for the discriminant of \(q(Sv + Tw)\). The triple \(Sv + Tw\) defines an isomorphism \(\text{Proj} Z(S, T) = \mathbb{P}^2 \cong \{\ell = 0\} \subset \mathbb{P}^2\), and under this isomorphism, \(Z\) corresponds to \(\text{Proj} q(Sv + Tw)\). For the remainder of the proof, we will work directly with this last scheme. Write

\[
q(Sv + Tw) = aS^2 + bST + cT^2.
\]
By definition, \( D_2 = b^2 - 4ac \), so we need to compute \( D_1 \) to be the same.

Consider the open affine subscheme \( U_{f_1} \subset \mathbb{Z} \) for \( f_1 = a \ell \). The scheme \( U_{f_1} \) is isomorphic to the spectrum of \( \mathbb{Z}[r]/(a^2 + br + c) \) for \( r = S/T \). This ring is free of rank 2 over \( \mathbb{Z}[1/a] \), so it has a well-defined discriminant. By using the basis 1, \( r \), we get that the discriminant is \( (b^2 - 4ac)/a^2 = D_2/a^2 \). This discriminant is, however, only defined up to multiplication by a unit that is a square, so we can only conclude that

\[
D_1 = D_2 \cdot a^{2k} \text{ for some } k.
\]

To complete the argument, we replace the use of \( U_{f_1} \) with

\[
U_{f_2} = \text{Spec} \left( \frac{\mathbb{Z}[r, 1/c]}{\ell A + 2r + c \ell^2} \right) \text{ for } f_2 = cS, r = T/S \text{ and }
\]

\[
U_{f_3} = \text{Spec} \left( \frac{\mathbb{Z}[r, 1/(a + b + c)]}{a + (2a + b)r + (a + b + c)r^2} \right) \text{ for } f_3 = (a + b + c)(S - T), r = T/(S - T).
\]

We conclude that

\[
(6.2) \quad D_1 = D_2 \cdot 2^l \text{ for some } l
\]

\[
(6.3) \quad = D_2 \cdot (a + b + c)^{2m} \text{ for some } m.
\]

The integers \( a, c, a + b + c \) must be relatively prime (because we assumed \( X_0 \ell, X_1 \ell, X_2 \ell, q \) span a primitive lattice). Thus Equations (6.2), (6.2), and (6.3) imply \( D_1 = D_2 \) as desired. \( \square \)

For simplicity we write \( \text{Disc}(\mathbb{Z}) := \text{Disc}(H^0(\mathbb{Z}, O_\mathbb{Z})) \).

In Definition 13 we characterized \( \mathbb{Z} \) as being nonreduced, split, or nonsplit depending on the rationality of the solutions to \( \ell(x, y, z) = q(x, y, z) = 0 \). Lemma 27 connects that definition to usual use of the terms in algebraic number theory.

**Lemma 28.** In the sense of Definition 13 the subscheme \( \mathbb{Z} \) is:

- **nonreduced**, if \( \text{Disc}(\mathbb{Z}) = 0 \), or equivalently if \( H^0(\mathbb{Z}, O_\mathbb{Z}) \otimes_{\mathbb{Z}} \mathbb{Q} \) is isomorphic to \( \mathbb{Q}([\ell])/\ell^2 \);
- **split**, if \( \text{Disc}(\mathbb{Z}) \) is a nonzero perfect square, or equivalently if \( H^0(\mathbb{Z}, O_\mathbb{Z}) \otimes_{\mathbb{Z}} \mathbb{Q} \) is isomorphic to \( \mathbb{Q} \times \mathbb{Q} \);
- **nonsplit**, if \( \text{Disc}(\mathbb{Z}) \) is not a perfect square, or equivalently if \( H^0(\mathbb{Z}, O_\mathbb{Z}) \otimes_{\mathbb{Z}} \mathbb{Q} \) is a quadratic field.

**Proof.** In the notation of Definition 13 \( \mathbb{Z} \) is nonreduced, split, or nonsplit depending on whether \( q(\mathcal{S}v + Tw) \)

has 1, 2, or 0 linear factors over \( \mathbb{Q} \). The conditions on \( \text{Disc}(\mathbb{Z}) \) follow from computing the discriminant in terms of the \( \mathbb{Q} \)-factorization into linear factors, and the last conditions follow as

\[
H^0(\mathbb{Z}, O_\mathbb{Z}) \otimes_{\mathbb{Z}} \mathbb{Q} \cong \mathbb{Q}[r]/(r^2 - \text{Disc}(\mathbb{Z})).
\]

\( \square \)

With a view towards bounding the discriminant by a height function, we proceed to derive explicit expressions for the discriminant starting with the split case.

**Corollary 29.** Suppose that \( [\mathbb{Z}] \in \text{Hilb}^2(\mathbb{Z}) \) is split. Let \( v = (v_0, v_1, v_2) \) and \( w = (w_0, w_1, w_2) \in \mathbb{Z}^3 \) be linearly independent primitive vectors that solve

\[
q(x, y, z) = \ell(x, y, z) = 0.
\]

Then the discriminant of \( H^0(\mathbb{Z}, O_\mathbb{Z}) \) is

\[
(6.4) \quad \text{Disc}(\mathbb{Z}) = \text{GCD}(v_1w_2 - v_2w_1, v_2w_0 - w_0w_2, v_0w_1 - w_1v_0)^2.
\]

**Proof.** The discriminant and the greatest common divisor are invariant under \( \text{GL}_3(\mathbb{Z}) \)-change of coordinates, so we can assume that \( v = (1, 0, 0) \) and \( w = (w_0, w_1, 0) \) with \( w_1 \neq 0 \) and \( \text{GCD}(w_0, w_1) = 1 \) (transform the primitive lattice generated by \( v \) and \( w \) to the lattice spanned by \( (1, 0, 0) \) and \( (0, 1, 0) \); to see that the greatest common divisor is invariant, observe that the integers appearing in (6.4) are the components of the cross product \( v \times w \)).

For \( v = (1, 0, 0) \) and \( w = (w_0, w_1, 0) \), the greatest common divisor appearing in (6.4) is \( w_1 \), so we need to show that \( \text{Disc}(\mathbb{Z}) = (w_1)^2 \).
For our choice of \( v \) and \( w \), we have \( \ell = X_2 \) and \( q = w_1X_0X_1 - w_0X_1^2 \), and a basis for \( \{(x, y, z) \in \mathbb{Z}^3 : \ell(x, y, z) = 0\} \) is \( e = (1, 0, 0) \) and \( f = (0, 1, 0) \). With this basis, we have
\[
q(Se + Tf) = T(w_1S - w_0T),
\]
and this polynomial has the desired discriminant. \qed

We now turn to the nonsplit case.

**Lemma 30.** Suppose that \( |Z| \in \text{Hilb}^2(\mathbb{Z}) \) is nonsplit with discriminant \( D \). Let \( v = (a_1 + a_2\sqrt{D}, b_1 + b_2\sqrt{D}, c_1 + c_2\sqrt{D}) \in (\mathbb{Z}[\sqrt{D}])^\oplus \) be a nontrivial solution to
\[
q(x, y, z) = \ell(x, y, z) = 0.
\]
Then there exists a basis \( e, f \) for the lattice \( \{(x, y, z) \in \mathbb{Z}^3 : \ell(x, y, z) = 0\} \) such that
\[
(a_1, b_1, c_1) = ge \quad \text{and} \quad (a_2, b_2, c_2) = \alpha e + \beta f \quad \text{for} \quad g, \alpha, \beta \in \mathbb{Z}.
\]

**Proof.** Observe that both \((a_1, b_1, c_1)\) and \((a_2, b_2, c_2)\) lie in \( \{(x, y, z) \in \mathbb{Z}^3 : \ell(x, y, z) = 0\} \) as \( \ell \) has integral coefficients. Furthermore, \((a_1, b_1, c_1)\) must be nonzero (since otherwise the system of equations would have a primitive integral solution, contradicting the assumption that \( Z \) is nonsplit). Thus if \( g = \text{GCD}(a_1, b_1, c_1) \), then \( e := (a_1/g, b_1/g, c_1/g) \) is a primitive vector, so it can be extended to a basis \( e, f \) for \( \{(x, y, z) \in \mathbb{Z}^3 : \ell(x, y, z) = 0\} \). This basis has the desired properties. \qed

**Corollary 31.** Suppose that \( |Z| \in \text{Hilb}^2(\mathbb{Z}) \) is nonsplit. In the notation of Lemma 30 we have
\[
\text{Disc}(Z) = 4\beta^2g^2D / \text{GCD}^2(\beta^2D, 2\alpha\beta D, g^2 - \alpha^2D).
\]

**Proof.** By Lemma 27 \( \text{Disc}(Z) \) equals the discriminant of \( q(Se + Tf) \), and we describe this polynomial in terms of \( g, \alpha, \beta, D \). By construction, we have
\[
(a_1 + a_2\sqrt{D}, b_1 + b_2\sqrt{D}, c_1 + c_2\sqrt{D}) = (g + \alpha\sqrt{D})e + \beta\sqrt{D}f \quad \text{and} \quad (a_1 - a_2\sqrt{D}, b_1 - b_2\sqrt{D}, c_1 - c_2\sqrt{D}) = (g - \alpha\sqrt{D})e - \beta\sqrt{D}f.
\]
We conclude that \( q(Se + Tf) \) has the same roots as
\[
(\beta\sqrt{DS} - (g + \alpha\sqrt{D})T) \cdot (\beta\sqrt{DS} - (g - \alpha\sqrt{D})T) = -\beta^2DS^2 + 2\alpha\beta DST + (g^2 - \alpha^2D)T^2.
\]
After dividing through by the GCD of the coefficients, this last polynomial becomes primitive and thus equals \( q(Se + Tf) \) up to sign. Equation (6.7) now follows from computing the discriminant. \qed

**Proposition 32.** If \( |Z| \in \text{Hilb}^2(\mathbb{Z}) \), then
\[
|\text{Disc}(Z)| = \text{Disc} H^0(\mathcal{O}_Z) \ll H_{-2,2}(|Z|).
\]

**Proof.** We will directly prove that
\[
|\text{Disc}(Z)| \ll \frac{H^2_{\text{loc}}(|Z|)}{\text{vol}^2 I_{\mathbb{Z}}(1)}
\]
for \( H_{\text{loc}}(|Z|) \) the height function from Definition 15. Inequality 6.9 is equivalent to the desired inequality since \( H_{\text{loc}} \) is equivalent to \( H_{0,1} \) by Corollary 17. We handle the split and nonsplit cases separately. (There is nothing to show when \( Z \) is nonreduced.)

Suppose first that \( Z \) is split. Let \( v = (v_0, v_1, v_2) \) and \( w = (w_0, w_1, w_2) \) be two linearly independent primitive solutions to \( q(x, y, z) = \ell(x, y, z) = 0 \). Then \( I_{\mathbb{Z}}(1) \) is generated by
\[
\ell = \frac{(v \times w) \cdot (X_0, X_1, X_2)}{g} = \frac{v_1w_2 - v_2w_1}{g}X_0 + \frac{v_2w_0 - v_0w_2}{g}X_1 + \frac{v_0w_1 - v_1w_0}{g}X_2,
\]
where
\[
g := \text{GCD}(v_1w_2 - v_2w_1, v_2w_0 - v_0w_2, v_0w_1 - v_1w_0).
\]
is the greatest common divisor of the coordinates of the cross product \( v \times w \). We thus have that \( \text{covol} I_Z(1) = \|v||w|| \sin(\theta)\|/|I| \) for \( \theta \) the angle between \( v \) and \( w \). Therefore, by Corollary 29 and Definition 15 the claim \((6.9)\) reduces to
\[
g^2 \ll \frac{g^2}{\sin^2(\theta)},
\]
so that \((6.9)\) holds with implied constant 1.

We now turn our attention to the case where \( Z \) is nonsplit. Set \( D := \text{Disc}(Z) \). Let \( v \in (\mathbb{Z}[\sqrt{D}])^{\oplus 3} \) be a nontrivial solution to \( \ell(x, y, z) = q(x, y, z) = 0 \). As in Lemma 30 we can find an integral basis \( e, f \) for the solution space of \( \ell(x, y, z) = 0 \) and integers \( g, \alpha, \beta \) with \( \beta \neq 0 \) such that
\[
v = (g + \alpha \sqrt{D})e + (\beta \sqrt{D})f
\]
Another solution is then the Galois conjugate
\[
\sigma(v) = (g - \alpha \sqrt{D})e - (\beta \sqrt{D})f.
\]
Corollary 31 describes the left-hand side of \((6.9)\), and we compute the right-hand side as follows. Consider the cross product:
\[
v \times \sigma(v) = -2g\beta \sqrt{D} \cdot e \times f.
\]
The cross product \( e \times f \) is a primitive vector. (If \( u \in \mathbb{Z}^{\oplus 3} \) extends \( e, f \) to a basis then \( e \times f = e \times u, f \times u \) is a basis for \( \mathbb{Z}^{\oplus 3} \).) A generator for \( I_Z(1) \) is thus the linear polynomial with coefficients given by the coordinates of \( e \times f \). We conclude that
\[
\text{covol}^2(I_Z(1)) = \frac{||v \times \sigma(v)||^2}{4g^2\beta^2|D|} = \frac{||v||^2 \cdot ||\sigma(v)||^2 - ||(v, \sigma(v))||^2}{4g^2\beta^2|D|} = \frac{||v||^2 \cdot ||\sigma(v)||^2 \cdot \left(1 - \frac{||(v, \sigma(v))||^2}{||v||^2 \cdot ||\sigma(v)||^2}\right)}{4g^2\beta^2|D|}.
\]
The quantity \( 1 - \frac{||(v, \sigma(v))||^2}{||v||^2 \cdot ||\sigma(v)||^2} \) is a nonnegative number bounded by 1 by the Cauchy–Schwarz inequality. (It equals \( \sin^2(\theta) \) when \( v \) and \( \sigma(v) \) lie in \( \mathbb{R}^{\oplus 3} \).)
Since
\[
H_{\text{rat}}(\langle Z \rangle) = ||v|| \cdot ||\sigma(v)||/\text{Norm}(I(v)),
\]
we have
\[
\frac{H_{\text{rat}}(\langle Z \rangle)^2}{\text{covol}^2(I_Z(1))} = \frac{4\beta^2g^2|D|}{\left(1 - \frac{||(v, \sigma(v))||^2}{||v||^2 \cdot ||\sigma(v)||^2}\right) \text{Norm}(I(v))^2}.
\]
Comparing this expression with \((6.7)\) (the expression for the discriminant in the last corollary), it is sufficient to prove
\[
\text{Norm}(I(v)) \ll \text{GCD}(\beta^2D, 2\alpha\beta D, g^2 - \alpha^2 D).
\]
The norm \( \text{Norm}(I(v)) \) equals the cardinality of \( \mathcal{O}/(a_1 + a_2 \sqrt{D}, b_1 + b_2 \sqrt{D}, c_1 + c_2 \sqrt{D}) \). Here \( \mathcal{O} \) is the ring of integers of \( \mathbb{Q}[^D] \). To compute the cardinality, observe first that the ideal generated by the coordinates of \( v \) equals the ideal generated by \( g + \alpha \sqrt{D} \) and \( \beta \sqrt{D} \). The containment \((a_1 + a_2 \sqrt{D}, b_1 + b_2 \sqrt{D}, c_1 + c_2 \sqrt{D}) \subset (g + \alpha \sqrt{D}, \beta \sqrt{D}) \) is immediate. For the reverse inclusion, observe that, by substituting \((6.5)\), we get that
\[
g + \alpha \sqrt{D} = x(a_1 + \sqrt{D}a_2) + y(b_1 + b_2 \sqrt{D}) + z(c_1 + c_2 \sqrt{D}) \text{ with } x, y, z \in \mathbb{Z}
\]
is equivalent to
\[
g + \alpha \sqrt{D} = \langle x, y, z, e \rangle \cdot (g + \alpha \sqrt{D}) + \langle x, y, z, f \rangle \cdot \beta \sqrt{D}.
\]
Since \( e, f \) span a primitive lattice, we can find \((x, y, z) \in \mathbb{Z}^{\oplus 3} \) such that \( \langle x, y, z, e \rangle = 1 \) and \( \langle x, y, z, f \rangle = 0 \). These choices of \( x, y, z \) solve \((6.11)\), showing that \( g + \alpha \sqrt{D} \) lies in the ideal generated by \( a_1 + a_2 \sqrt{D}, b_1 + b_2 \sqrt{D}, c_1 + c_2 \sqrt{D} \). Similarly, this ideal also contains \( \beta \sqrt{D} \).
We compute the cardinality of
\[
\frac{\mathcal{O}}{\langle g + \alpha \sqrt{D}, \beta \sqrt{D} \rangle}
\]
using the theory of Smith normal form. The theory states that, quite generally, the quotient of \( \mathbb{Z}^{\oplus n} \) by the columns of a \( n \)-by-\( m \) matrix of rank \( n \) is the greatest common divisor of the \( n \)-by-\( n \) minors. If we express \( g + \alpha \sqrt{D} \) and \( \beta \sqrt{D} \) and their multiples by \( \sqrt{D} \) as column vectors using the basis \( 1, \sqrt{D} \) for \( \mathbb{Z}[\sqrt{D}] \), then a computation of minors shows

\[
\# \left( \mathbb{Z}[\sqrt{D}]/(g + \alpha \sqrt{D}, \beta \sqrt{D}) \right) = \gcd(\beta^2 D, \alpha \beta D, g^2 - \alpha^2 D, \beta g).
\]

We conclude that

\[
\# \left( \mathcal{O}/(g + \alpha \sqrt{D}, \beta \sqrt{D}) \right) \ll \gcd(\beta^2 D, \alpha \beta D, g^2 - \alpha^2 D, \beta g)
\]

since \( \mathbb{Z}[\sqrt{D}] = \mathcal{O} \) when \( D \equiv 2, 3 \mod 4 \) and otherwise it is an index 2 subgroup, and this completes the proof.

**Remark 33.** In light of Proposition 32, it is natural to examine the quantity

\[
(6.12) \quad \frac{|\text{Disc}(\mathbb{Z})|}{\text{covol}^2 I_2(\mathbb{Z}) / \text{covol}^4 I_2(1)}.
\]

The lemma shows that (6.12) is bounded above. The quantity is trivially bounded below by zero. A more meaningful question is: if we exclude subschemes with discriminant 0, is (6.12) bounded below by a positive constant? Simple examples show that no such bound exists. Consider, for example, the subscheme defined by \( \ell = X_2 \) and \( q = X_0^2 - DX_1^2 \) for \( D \in \mathbb{Z} \) a perfect square. A computation shows

\[
\text{Disc}(\mathbb{Z}) = 4D, \quad \text{covol}^2 I_2(\mathbb{Z}) / \text{covol}^4 I_2(1) = D^2 + 1,
\]

so

\[
\frac{|\text{Disc}(\mathbb{Z})|}{\text{covol}^2 I_2(\mathbb{Z}) / \text{covol}^4 I_2(1)} \ll 1/D.
\]
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