Axially symmetric dissipative fluids in the quasi–static approximation
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I. INTRODUCTION

In the study of self–gravitating fluids we may consider three different possible regimes of evolution, namely: the static, the quasi–static and the dynamic.

In the static case, the spacetime admits a timelike, hypersurface orthogonal, Killing vector. Thus, a coordinate system can always be chosen, such that all metric and physical variables are independent on the time like coordinate. The static case, for axially and reflection symmetric spacetimes, was studied in [1].

Next we have the full dynamic case where the system is considered to be out of equilibrium (thermal and dynamic), the general formalism to analyze this situation, for axially and reflection symmetric spacetimes was developed in [2] using a framework based on the 1 + 3 formalism [3–6].

In between the two regimes described above, we have the quasi–static evolution.

As is well known, in this regime the system is assumed to evolve, although sufficiently slow, so that it can be considered to be in equilibrium at each moment (Eqs. [66, 67] are satisfied, in the corresponding static case).

This means that the system changes slowly, on a time scale that is very long compared to the typical time in which the fluid reacts to a slight perturbation of hydrostatic equilibrium. This typical time scale is called hydrostatic time scale [7]–[9] (sometimes this time scale is also referred to as dynamical time scale, e.g. [9]). Thus, in this regime the system is always very close to hydrostatic equilibrium and its evolution may be regarded as a sequence of equilibrium models.

Briefly speaking, all the relevant characteristic times of the system under consideration, should be much larger than the hydrostatic time.

This assumption is very sensible because the hydrostatic time scale is very small for many phases of the life of the star [8]. It is of the order of 27 minutes for the Sun, 4.5 seconds for a white dwarf and 10^-4 seconds for a neutron star of one solar mass and 10 Km radius. It is well known that any of the stellar configurations mentioned above, generally (but not always), changes on a time scale that is very long compared to their respective hydrostatic time scales.

In the spherically symmetric case there exist several studies on the behaviour of fluid distributions in the quasi–satic regime (see [10–16] and references therein).

It is our purpose here, to make use of the framework developed in [2], to carry out a study of axially and reflection symmetric fluids in the quasi–static regime.

For doing that we shall need to introduce different invariantly defined “velocities”, in terms of which the
quasi–static approximation (QSA) is expressed.

As we shall see, the shear and the vorticity of the fluid, as well as the dissipative fluxes, may affect the (slow) evolution of the configuration, as to produce “splittings” within the fluid distribution.

It will be also shown that in the QSA, the contributions of the gravitational radiation to the components of the super–Poynting vector do not necessarily vanish. However, as we shall show below, it appears that if at any given time, the magnetic part of the Weyl tensor vanishes, then it vanishes at any other time afterwards. Thus we should not expect gravitational radiation from a physically meaningful system, radiating for a finite period of time (in a given time interval) in the QSA.

II. THE METRIC AND THE SOURCE: BASIC DEFINITIONS AND NOTATION

We shall consider, axially (and reflection) symmetric sources. For such a system the most general line element may be written in “Weyl spherical coordinates” as:

$$ds^2 = -A^2dt^2 + B^2 \left( dv^2 + v^2d\theta^2 \right) + C^2d\phi^2 + 2Gdvdt,$$

where \(A, B, C, G\) are positive functions of \(t, r\) and \(\theta\). We number the coordinates \(x^0 = t, x^1 = r, x^2 = \theta, x^3 = \phi\).

We shall assume that our source is filled with an anisotropic and dissipative fluid. We are concerned with either bounded or unbounded configurations. In the former case we should further assume that the fluid is bounded by a timelike surface \(\Sigma\), and junction (Darmois) conditions should be imposed there.

The energy momentum tensor may be written in the “canonical” form, as

$$T_{\alpha\beta} = (\mu + P)V_\alpha V_\beta + P g_{\alpha\beta} + \Pi_{\alpha\beta} + q_\alpha V_\beta + q_\beta V_\alpha.$$  

The above is the canonical, algebraic decomposition of a second order symmetric tensor with respect to unit timelike vector, which has the standard physical meaning when \(T_{\alpha\beta}\) is the energy-momentum tensor describing some energy distribution, and \(V^\mu\) the four-velocity assigned by certain observer.

With the above definitions it is clear that \(\mu\) is the energy density (the eigenvalue of \(T_{\alpha\beta}\) for eigenvector \(V^\alpha\)), \(q_\alpha\) is the heat flux, whereas \(P\) is the isotropic pressure, and \(\Pi_{\alpha\beta}\) is the anisotropic tensor. We emphasize that we are considering an Eckart frame where fluid elements are at rest.

Since we choose the fluid to be comoving in our coordinates, then

$$V^\alpha = \left( \frac{1}{A}, 0, 0, 0 \right); \quad V_\alpha = \left( -A, 0, \frac{G}{A}, 0 \right).$$

Next, let us introduce the unit, spacelike vectors \(K, L, S\), with components

$$K_\alpha = (0, B, 0, 0); \quad L_\alpha = \left( 0, 0, \frac{A^2B^2r^2 + G^2}{A}, 0 \right),$$

$$L^\alpha = \left( -\frac{G}{A\sqrt{A^2B^2r^2 + G^2}}, 0, \frac{A}{\sqrt{A^2B^2r^2 + G^2}} \right),$$

$$S_\alpha = (0, 0, 0, C),$$

satisfying the following relations:

$$V_\alpha V^\alpha = -K^\alpha K_\alpha = -L^\alpha L_\alpha = -S^\alpha S_\alpha = -1,$$

$$V_\alpha K^\alpha = V^\alpha L_\alpha = V^\alpha S_\alpha = 0.$$  

The unitary vectors \(V^\alpha, L^\alpha, S^\alpha, K^\alpha\) form a canonical orthonormal tetrad (say \(e^{(a)}_\alpha\)), such that

$$e^{(0)}_\alpha = V_\alpha, \quad e^{(1)}_\alpha = K_\alpha, \quad e^{(2)}_\alpha = L_\alpha, \quad e^{(3)}_\alpha = S_\alpha,$$

with \(a = 0, 1, 2, 3\) (latin indices labeling different vectors of the tetrad). The dual vector tetrad \(e^{(a)}_\alpha\) is easily computed from the condition

$$\eta_{(a)(b)} = g_{\alpha\beta} e^{(a)}_\alpha e^{(b)}_\beta,$$

where \(\eta_{(a)(b)}\) denotes the Minkowski spacetime metric.

The anisotropic tensor may be expressed through three scalar functions defined as (see [2]):

$$\Pi_{KL} = K^\alpha L^\beta T_{\alpha\beta}, \quad \Pi_I = (2K^\alpha K^\beta - L^\alpha L^\beta - S^\alpha S^\beta)T_{\alpha\beta},$$

$$\Pi_{II} = (2L^\alpha L^\beta - S^\alpha S^\beta - K^\alpha K^\beta)T_{\alpha\beta}.$$  

This specific choice of these scalars is justified by the fact, that the relevant equations used to carry out this study, become more compact and easier to handle, when expressed in terms of them.

Finally, we may write the heat flux vector in terms of two scalar functions:

$$q_\mu = q_I K_\mu + q_{II} L_\mu,$$

or, in coordinate components (see [2])

$$q^\alpha = \left( \frac{q_{II} G}{A\sqrt{A^2B^2r^2 + G^2}}, \frac{q_I}{B\sqrt{A^2B^2r^2 + G^2}} \right).$$
\[ q_\mu = \left( 0, Bq_t, \frac{\sqrt{A^2B^2r^2 + G^2q_{11}}}{A}, 0 \right). \] (14)

Of course, all the above quantities depend, in general, on \( t, r, \theta. \)

The kinematical variables play an important role in the description of a self–gravitating fluid. Here, besides the four acceleration, the expansion scalar and the shear tensor, we have a component of vorticity.

Thus we obtain (see [2]).

For the four acceleration
\[ a_\alpha = V^\beta V_{\alpha;\beta} = a_I K_\alpha + a_{II} L_\alpha, \] (15)

with
\[ a_I = \frac{A'}{AB}; \quad a_{II} = \frac{A}{\sqrt{r^2A^2B^2 + G^2}} \left[ \frac{A_\theta}{A} + \frac{G}{A^2} \left( \frac{\dot{G}}{G} - \frac{\dot{A}}{A} \right) \right]. \] (16)

For the expansion scalar
\[ \Theta = V_\alpha^\alpha \]
\[ = \frac{AB^2}{r^2A^2B^2 + G^2} \left[ r^2 \left( \frac{2\dot{B}}{B} + \frac{\dot{C}}{C} \right) \right. \]
\[ + \left. \frac{G^2}{A^2B^2} \left( \frac{\dot{B}}{B} - \frac{\dot{A}}{A} + \frac{\dot{G}}{G} + \frac{\dot{C}}{C} \right) \right]. \] (17)

Next, the shear tensor
\[ \sigma_{\alpha\beta} = V_{(\alpha;\beta)} + a_{(\alpha} V_{\beta)} - \frac{1}{3} \Theta h_{\alpha\beta}. \] (18)

where
\[ h_{\beta}^\alpha = \delta_{\beta}^\alpha + V^\alpha V_\beta, \] (19)

may be defined through two scalar functions, as:
\[ \sigma_{\alpha\beta} = \frac{1}{3}(2\sigma_I + \sigma_{II})(K_\alpha K_\beta - \frac{1}{3} h_{\alpha\beta}) \]
\[ + \frac{1}{3}(2\sigma_{II} + \sigma_I)(L_\alpha L_\beta - \frac{1}{3} h_{\alpha\beta}). \] (20)

The above scalars may be written in terms of the metric functions and their derivatives as (see [2]):
\[ 2\sigma_I + \sigma_{II} = \frac{3}{A} \left( \frac{\dot{B}}{B} - \frac{\dot{C}}{C} \right), \] (21)
\[ 2\sigma_{II} + \sigma_I = \frac{3}{A} \left[ AB^2r^2 \left( \frac{\dot{B}}{B} - \frac{\dot{C}}{C} \right) \right. \]
\[ + \frac{G^2}{A} \left( \frac{\dot{A}}{A} + \frac{\dot{G}}{G} + \frac{\dot{C}}{C} \right) \right], \] (22)

where the dot and the prime denote derivatives with respect to \( t \) and \( r \) respectively. Once again, this specific choice of scalars, is justified by the very conspicuous way, in which they appear in the relevant equations (see the Appendix in [2]).

Finally, the vorticity may be described, either by the vorticity vector \( \omega^\alpha \), or the vorticity tensor \( \Omega^{\beta\mu} \), defined as:
\[ \omega_\alpha = \frac{1}{2} \eta_{\alpha\beta\mu\nu} V^{\beta\mu} V^\nu = \frac{1}{2} \eta_{\alpha\beta\mu\nu} \Omega^{\beta\mu} V^\nu, \] (23)

where \( \Omega_{\alpha\beta} = V_{(\alpha;\beta)} + a_{(\alpha} V_{\beta)} \), and \( \eta_{\alpha\beta\mu\nu} \) denote the Levi-Civita tensor; we find a single component different from zero, producing:
\[ \Omega_{\alpha\beta} = \Omega(L_\alpha K_\beta - L_\beta K_\alpha), \] (24)
and
\[ \omega_\alpha = -\Omega S_\alpha. \] (25)

with the scalar function \( \Omega \) given by
\[ \Omega = \frac{G \left( \frac{G'}{G} - \frac{2A'}{A} \right)}{2B\sqrt{A^2B^2r^2 + G^2}}. \] (26)

Observe that from [28] and regularity conditions at the centre, it follows that: \( G = 0 \Leftrightarrow } \Omega = 0. \)

Let us now introduce the electric \( (E_{\alpha\beta}) \) and magnetic \( (H_{\alpha\beta}) \) parts of the Weyl tensor \( (C_{\alpha\beta\gamma\delta}) \), defined as usual by
\[ E_{\alpha\beta} = C_{\alpha\beta\gamma\delta} V^\gamma V^\delta, \]
\[ H_{\alpha\beta} = \frac{1}{2} \eta_{\alpha\gamma\rho} C_{\beta\delta} V^\gamma V^\delta. \] (27)

The electric part of the Weyl tensor has only three independent non-vanishing components, whereas only two components define the magnetic part. Thus we may also write
\[ E_{\alpha\beta} = \frac{1}{3}(2E_I + E_{II})(K_\alpha K_\beta - \frac{1}{3} h_{\alpha\beta}) + \frac{1}{3}(2E_{II} + E_I)(L_\alpha L_\beta - \frac{1}{3} h_{\alpha\beta}) + E_{KL}(K_\alpha L_\beta + K_\beta L_\alpha), \] (28)
\[ H_{\alpha\beta} = H_1(S_\alpha K_\beta + S_\beta K_\alpha) + H_2(S_\alpha L_\beta + S_\beta L_\alpha). \] (29)

Also, for the Riemann tensor we may define three tensors \( Y_{\alpha\beta}, X_{\alpha\beta} \) and \( Z_{\alpha\beta} \) as

\[ Y_{\alpha\beta} = R_{\alpha\nu\beta\delta} V^\nu V^\delta, \] (30)

\[ X_{\alpha\beta} = \frac{1}{2} \eta_{\alpha\nu} \epsilon^{\nu\rho} R_{\nu\rho\beta\delta} V^\nu V^\delta, \] (31)

\[ P_l = \frac{2H_2}{3} (2\mathcal{E}_l + \mathcal{E}_l) + 2H_1 \mathcal{E}_{KL} + \frac{32\pi^2 q_l}{3} [3(\mu + P) + \Pi_l] + \frac{32\pi^2 q_l I_1 L}{3} [3(\mu + P) + \Pi_{II}]. \] (35)

purely electric Bondi metrics are static, whereas purely magnetic ones, are just Minkowski.

\section*{III. THE KINEMATICS}

The following discussion heavily relies on the kinematic quantities characterizing the motion of a medium presented in [25], with slight changes in notation.

In Gaussian coordinates, the position of each particle may be given as

\[ x^\alpha = x^\alpha(y^a, s), \] (36)

where \( s \) is the proper time along the world line of the particle, and \( y^a \) (with \( a \) running from 1 to 3) is the position of the particle on a three-dimensional hypersurface (say \( \Sigma \)). Then for the unit vector tangent to the world line (the four-velocity) we have

\[ V^\alpha = \frac{\partial x^\alpha}{\partial s}, \] (37)

and observe that

\[ \frac{\partial}{\partial s} = D_T \equiv \frac{1}{A} \frac{\partial}{\partial t}. \] (38)

Next, for an infinitesimal variation of the world line we have

\[ \delta x^\alpha = \frac{\partial x^\alpha}{\partial y^a} \delta y^a, \] (39)

from which it follows

\[ D_T(\delta x^\alpha) = V_{\alpha\beta} \delta x^\beta. \] (40)
We can define the position vector of the particle \(y^a + \delta y^a\) relative to the particle \(y^a\) on \(\Sigma\), as
\[
\delta x^\alpha = h^\alpha_\beta \delta x^\beta. \tag{41}
\]
Then the relative velocity between these two particles, is
\[
u^\alpha = h^\alpha_\beta D_T(\delta x^\beta), \tag{42}
\]
and considering \((40)\) and \((41)\) it follows that
\[
u^\alpha = V^\alpha_\beta \delta x^\beta. \tag{43}
\]
Now, the infinitesimal distance between two neighboring points on \(\Sigma\) is
\[
\delta l^2 = g_{\alpha\beta} \delta x^\alpha \delta x^\beta, \tag{44}
\]
then
\[
\delta l D_T(\delta l) = g_{\alpha\beta} \delta x^\alpha \delta x^\beta D_T(\delta x^\beta), \tag{45}
\]
or, by using \((40)\) and \((42)\),
\[
\delta l D_T(\delta l) = V_{\alpha\beta} \delta x^\alpha \delta x^\beta. \tag{46}
\]
Then, taking into consideration the expression for the irreducible components of a timelike vector
\[
V_{\alpha\beta} = \sigma_{\alpha\beta} - a_\alpha V_\beta + \frac{1}{3} \Theta h_{\alpha\beta} + \Omega_{\alpha\beta}, \tag{47}
\]
and, introducing the spacelike triad
\[
e_i^\alpha = (K^\alpha, L^\alpha, S^\alpha) = \left(\frac{\delta x^\alpha}{\delta l}\right)_{(i)}, \tag{48}
\]
we obtain
\[
\left(\frac{D_T(\delta l)}{\delta l}\right)_{(i,j)} = e_i^\alpha e_j^\beta (\sigma_{\alpha\beta} + \frac{1}{3} \Theta h_{\alpha\beta} + \Omega_{\alpha\beta}), \tag{49}
\]
where triad indices \(i, j\) run from 1 to 3.
From \((19)\) we can define the following “velocities”:
\[
V_{(1)} = K^\alpha K^\beta (\sigma_{\alpha\beta} + \frac{1}{3} \Theta h_{\alpha\beta} + \Omega_{\alpha\beta}), \tag{50}
\]
\[
V_{(2)} = L^\alpha L^\beta (\sigma_{\alpha\beta} + \frac{1}{3} \Theta h_{\alpha\beta} + \Omega_{\alpha\beta}), \tag{51}
\]
\[
V_{(3)} = S^\alpha S^\beta (\sigma_{\alpha\beta} + \frac{1}{3} \Theta h_{\alpha\beta} + \Omega_{\alpha\beta}), \tag{52}
\]
\[
V_{(1,2)} = K^\alpha L^\beta (\sigma_{\alpha\beta} + \frac{1}{3} \Theta h_{\alpha\beta} + \Omega_{\alpha\beta}), \tag{53}
\]
\[
V_{(1,3)} = K^\alpha S^\beta (\sigma_{\alpha\beta} + \frac{1}{3} \Theta h_{\alpha\beta} + \Omega_{\alpha\beta}), \tag{54}
\]
which become, using \((20)\) and \((24)\)
\[
V_{(1)} = \frac{1}{3} (\sigma_I + \Theta), \quad V_{(2)} = \frac{1}{3} (\sigma_{II} + \Theta), \tag{55}
\]
\[
V_{(3)} = \frac{1}{3} (\Theta - \sigma_I - \sigma_{II}), \quad V_{(1,2)} = -\Omega, \quad V_{(1,3)} = 0, \tag{56}
\]
satisfying
\[
V_{(1)} + V_{(2)} + V_{(3)} = \Theta. \tag{57}
\]
It is worth noticing that the quantities defined above, describe variations of \(\delta l\), with respect to proper time, (projected on different pairs of triad vectors), divided by \(\delta l\). Accordingly, it would be perhaps more appropriate to call these quantities “velocity contrast” or “specific velocities”. However for simplicity we shall refer to them just as “velocities”.

On the other hand, the geometrical and physical meaning of such quantities, becomes evident from \((50) – (54)\).

IV. THE QUASI–STATIC REGIME

Let us now translate the QSA defined in the first section, into conditions to the different definitions of velocities given above, and kinematical variables.

The fact that any characteristic time scale of the problem under consideration must be much smaller than the hydrostatic time, implies that:

- The “velocity” functions \(V_{(1),(2),(3)}\) and \(V_{(1,2)}\) defined in \((50) – (53)\) are small quantities (say of order \(0(\epsilon^2)\), where \(\epsilon << 1\)).
- We shall neglect all quantities of order \(0(\epsilon^2)\) and higher.
- From \((55) – (56)\) it follows that \(\sigma_I, II, \Theta, \Omega\), are of order \(0(\epsilon)\).
- From \((17), (21), (22), (26)\) it follows that \(\dot{B}, \dot{C}\) and \(G\) are of order \(0(\epsilon)\).
- From \((17), (21), (22)\) it follows then, that up to the order \(0(\epsilon)\) we have that \(\sigma_I = \sigma_{II} \equiv \sigma\). And up to the same order,
\[
\Theta + \dot{\sigma} = 3\frac{\dot{B}}{AB} \quad \Theta - 2\dot{\sigma} = 3\frac{\dot{C}}{AC}. \tag{58}
\]

Next, we have also to assume that the relaxation time in the transport equation (Eq.\((57)\) in \([2]\), must be neglected. Indeed, the relaxation time is the time taken by the system to return spontaneously to the steady state (whether of thermodynamic equilibrium or not) after it has been suddenly removed from it. But as it follows from the very nature of the QSA, all processes evolve on time scales which are much larger than the time scale on
which transient phenomena take place, implying that we are assuming the heat flux vector to describe a steady heat flow.

Then, neglecting the relaxation time in the transport equation, we obtain the following two equations (Eqs. (58, 59) in [2], with \( r = 0 \))

\[
q_{II} = -\frac{\kappa}{A} \left( \frac{G T + A^2 T_{\theta}}{ABr} + AT_{aII} \right), \tag{59}
\]

and

\[
q_I = -\frac{\kappa}{B} (T' + B T_{aI}). \tag{60}
\]

Therefore, in the quasistatic regime, we obtain from the above equations, using the fact that \( \dot{T} \) is of order \( 0(\epsilon) \), and the conditions of thermal equilibrium, [26]

\[
(T A)' = (T A)_\theta = 0, \tag{61}
\]

that \( \dot{A} \) is of order \( 0(\epsilon) \), whereas \( \dot{G} \) is of order \( 0(\epsilon^2) \), which in turn implies that up to the order \( O(\epsilon) \):

\[
a_I = \frac{A'}{AB}; \quad a_{II} = \frac{A_{\theta}}{ABr}. \tag{62}
\]

From (B6, B7) in [2], in the QSA, we have respectively

\[
\begin{align*}
\frac{2}{3Br} \Theta' - \frac{\Omega_{\theta}}{Br} - \frac{\Omega}{Br} \left( \frac{2A_{\theta}}{A} + \frac{C_{\theta}}{C} \right) - \frac{\sigma'}{3B} - \frac{\sigma C'}{Br} &= 8\pi q_I, \\
\frac{2}{3Br} \Theta_{\theta} + \frac{\sigma'}{B} + \frac{\sigma'}{B} \left( \frac{2A_{\theta}}{A} + C_{\theta} \right) - \frac{\Theta_{\theta}}{3Br} - \frac{\Theta C_{\theta}}{BCr} &= 8\pi q_{II},
\end{align*}
\]

(63)

from which it follows that dissipative fluxes are also of order \( 0(\epsilon) \).

Thus summarizing all the consequences derived so far from the QSA we have:

\begin{itemize}
  \item \( \dot{\sigma}, \Theta, \dot{B}, \dot{C}, \dot{A}, \dot{q}_I, \dot{q}_{II}, \dot{a}_I, \dot{a}_{II} \) and \( G \) are of order \( 0(\epsilon) \).
  \item \( \dot{\Omega} \) is of order \( 0(\epsilon^2) \).
\end{itemize}

Next, from A6 in [2], in the QSA.

\[
\frac{\dot{\mu}}{A} + (\mu + P) \Theta + \frac{\Pi_I}{9} (2\sigma_I + \sigma_{II}) + \frac{\Pi_{II}}{9} (2\sigma_{II} + \sigma_I) + \frac{q_I'}{Br} + \frac{1}{Br} \left( q_{II,\theta} + \frac{G}{A^2} q_{II} \right) + 2q_I a_I + 2q_{II} a_{II} + q_I \left( \frac{C'}{C} + (Br)' \right) + q_{II} \left( \frac{B_{\theta}}{B} + \frac{C_{\theta}}{C} \right) = 0
\]

(65)

From A7 in [2], we obtain the following two equations (in the QSA)

\[
\begin{align*}
\frac{1}{Br} \left( P + \frac{\Pi_I}{3} \right) + \frac{1}{Br} \left( \Pi_{KL,\theta} + \frac{G}{A^2} \Pi_{KL} \right) + \left( \mu + P + \frac{\Pi_{II}}{3} \right) a_I + \Pi_{KL} a_{II} + \Pi_{KL} \left( \frac{2B_{\theta}}{B} + \frac{C_{\theta}}{C} \right) + \dot{q}_{II} &= 0
\end{align*}
\]

(66)

\[
\begin{align*}
\frac{1}{Br} \left( P + \frac{\Pi_I}{3} \right) + \frac{G}{A^2} \left( \dot{P} + \frac{\Pi_{II}}{3} \right) + \Pi_{KL} \left( \frac{B_{\theta}}{B} + \frac{C_{\theta}}{C} \right) + \Pi_{II} \left( \frac{B_{\theta}}{B} + \frac{2C_{\theta}}{C} \right) + \Pi_{KL} \left( \frac{C'}{C} + 2 \frac{(Br)'}{Br} \right) + \dot{\Pi}_{II} &= 0
\end{align*}
\]

(67)
Since the hydrostatic equilibrium condition holds at any time, the corresponding hydrostatic equilibrium equations (Eqs. (21,22) in [1]) must be satisfied. Then, from the two equations above, we obtain respectively

$$\hat{\Pi}_{KL} \approx 0(\epsilon); \quad \hat{q}I \approx 0(\epsilon^2); \quad \check{B} \approx 0(\epsilon^2) \quad \check{C} \approx 0(\epsilon^2).$$  \hspace{1cm} (68)

and

$$\hat{\Pi}_{II} \approx 0(\epsilon); \quad \hat{q}II \approx 0(\epsilon^2) \quad \check{P} \approx 0(\epsilon),$$  \hspace{1cm} (69)

where the fact has been used that in the QSA, \( P, \Pi_{II}, \Pi_{II} \) contain (besides terms including spatial derivatives of the metric tensor), terms with \( \check{B} \) and \( \check{C} \).

From (68) and (69) it follows at once that

$$\hat{\sigma} \approx 0(\epsilon^2); \quad \Theta \approx 0(\epsilon^2).$$  \hspace{1cm} (70)

Let us now turn to (63), which, using (55) and (56), may be written as:

$$2V' = \check{\sigma} [\ln(\check{\sigma}C)]' + \frac{\Omega}{r} \left[ \ln(\Omega A^2 C) \right]_\theta + 8\pi qI B,$$  \hspace{1cm} (71)

with \( V \equiv V_1 \equiv V_2 \).

After integration we obtain

$$V = V^r - \frac{1}{2} \int_{r}^{\Sigma} \left\{ \check{\sigma} [\ln(\check{\sigma}C)]' + \frac{\Omega}{r} \left[ \ln(\Omega A^2 C) \right]_\theta + 8\pi qI B \right\} dr,$$  \hspace{1cm} (72)

or

$$V = V^\theta - \frac{1}{2} \int_{\theta}^{\Sigma} \left\{ \check{\sigma} [\ln(\check{\sigma}C)]_\theta - \Omega r \left[ \ln(\Omega A^2 C) \right]' + 8\pi qI B r \right\} d\theta,$$  \hspace{1cm} (73)

In a similar way we may write down (63) as

$$2V_{\theta} = \check{\sigma} [\ln(\check{\sigma}C)]_\theta - \Omega r \left[ \ln\left(\frac{A^2 C}{\Omega}\right)' \right] + 8\pi qII Br,$$  \hspace{1cm} (74)

producing

$$V = V^r - \frac{1}{2} \int_{r}^{\Sigma} \left\{ \check{\sigma} [\ln(\check{\sigma}C)]_\theta - \Omega r \left[ \ln(\Omega A^2 C) \right]' + 8\pi qII Br \right\} d\theta,$$  \hspace{1cm} (75)

or

$$V = V^\theta - \frac{1}{2} \int_{\theta}^{\Sigma} \left\{ \check{\sigma} [\ln(\check{\sigma}C)]_\theta - \Omega r \left[ \ln(\Omega A^2 C) \right]' + 8\pi qII Br \right\} d\theta,$$  \hspace{1cm} (76)

where now the boundary surface equation is given by \( \theta = \theta^\Sigma \).

Let us focus on the expressions above (72, 73, 75, 76). If we assume the fluid to be irrotational, shear-free and dissipationless, then the sign of \( V \) and \( V_3 \) is the same as the sign of \( v_5 \) and \( V_3 \), for any fluid element within the distribution. However, the presence of any of the factors above (vorticity, shear, heat flux), may lead to a situation, where either velocity changes of sign within the fluid distribution, with respect to its sign on the boundary surface. In other words, it may happen that some inner regions move in one direction whereas the outer ones move in the opposite direction. Such “splittings” of the configuration, have already been reported for the spherically symmetric case (see [12, 13, 27, 28, 29] and references therein). Here the picture is more involved than in the spherically symmetric case due to the possibility of the splitting to occur, along two orthogonal directions.

Next, Eqs. (B8, B9) in [2], read in the QSA as

$$H_1 = -\Omega a_I - \frac{1}{2Br} \left( \Omega' - \frac{\Omega C'}{C} \right) - \frac{1}{2B} \left( \check{\sigma} + \check{\sigma} C \right),$$  \hspace{1cm} (77)

$$H_2 = -\Omega a_{II} - \frac{1}{2Br} \left( \Omega - \frac{\Omega C}{C} \right) + \frac{1}{2B} \left( \check{\sigma}' + \check{\sigma}' C \right),$$  \hspace{1cm} (78)

implying that the magnetic part of the Weyl tensor is of order \( 0(\epsilon) \).
It is worth noticing that in the vorticity–free case \( G = \Omega = 0 \), it follows from (77) and (78) that

\[
H_1 = \frac{(\partial C)_{,\theta}}{2BrC}, \quad H_2 = \frac{(\partial C)^\prime}{2BC}.
\] (79)

Then, from (63) and (64), using (58), we find (always assuming \( \Omega = 0 \))

\[
2 \left( \frac{\dot{B}_{AB}}{AB} \right) = \frac{(\partial C)^\prime}{C} + 8\pi Bq_I, \quad (80)
\]

and

\[
2 \left( \frac{\dot{B}_{AB}}{AB} \right)_{,\theta} = \frac{(\partial C)_{,\theta}}{C} + 8\pi Brq_{II}. \quad (81)
\]

The combination of the two equations above with (79) produces

\[
H_1 = -\frac{1}{Br} \left( \frac{\dot{B}_{AB}}{AB} \right)_{,\theta} + 4\pi q_{II}, \quad (82)
\]

and

\[
H_2 = \frac{1}{B} \left( \frac{\dot{B}_{AB}}{AB} \right)^\prime - 4\pi q_I. \quad (83)
\]

Thus from (79) it follows at once that, in the QSA, for the vorticity–free case, the vanishing of the shear is a necessary and sufficient condition for the fluid to be purely electric. This result is somehow complementary to the one obtained in the general dynamic case [30], which states that, for a dissipative and anisotropic, shear–free fluid, the vanishing vorticity, is a necessary and sufficient condition for the magnetic part of the Weyl tensor to vanish, this last result in turn provides a generalization of a similar result for perfect fluids, obtained in [31–33].

V. CONCLUSIONS

We have provided a general framework for describing the evolution of axially symmetric dissipative fluids in the QSA.

The role played by the vorticity, the shear and the dissipative flux is clearly brought out, through the expressions (72), (73) and (75), (76). Such expressions show how the fluid distribution may split, under the effects of the factors mentioned above, leading to a variety of very different structures.

Finally it is worth mentioning that in the QSA the magnetic part of the Weyl tensor does not necessarily vanish (though it is of order \( O(\epsilon) \)), thereby implying that the “gravitational” part of the super-Poynting vector does not vanish either, meaning that gravitational radiation is not incompatible with the QSA.

However, from (77) and (78) (alternatively see (A.8) and (A.9)), it follows at once that \( \dot{H}_1 \approx \dot{H}_2 \approx O(\epsilon^2) \) (at least), and therefore are neglectable in the QSA. This in turn implies that if the magnetic part of the Weyl tensor vanishes at any given time, it will do so for any time afterwards. In other words, no state of radiation for a finite period of time is expected in the QSA. This result is in agreement with the one obtained by Bondi [34], for a more restricted case. However besides the “inductive” transfer of energy, mentioned by Bondi, we also have here, the transfer carried on by the dissipative flux.
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Appendix: The remaining equations in the QSA

Below, for the benefit of the reader, we shall write the equations not used explicitly in the text, specialized for the QSA, from the framework developed in [2]. Thus, Eqs. (B10–B18) in [2], read respectively

\[
\frac{1}{3A} (\mathcal{E}_I + 4\pi \Pi_I + 4\pi \mu)^\prime + \frac{1}{3} (\mathcal{E}_I \Theta + \mathcal{E}_{1I} \bar{\sigma}) - \Omega (\mathcal{E}_{KL} + 4\pi \Pi_{KL}) - \frac{1}{B_{r}} \left( H_{1,\theta} + H_1 \frac{C_{,\theta}}{C} \right) - \frac{H_2}{B} \left( \frac{\left( Br \right)^{\prime}}{B r} - \frac{C'}{C} \right) = -\frac{4\pi}{3} \left( \mu + P - \frac{\Pi_I}{3} \right) (\bar{\sigma} + \Theta) + 2\alpha_{1I} H_1 - 8\pi a_I q_I - \frac{4\pi}{B} \left( q'I + q'' B_{,\theta} \right).
\]

(A.1)
\[ \frac{1}{A} (\mathcal{E}_{KL} + 4\pi \Pi_{KL}) + \frac{1}{6} \Omega [\mathcal{E}_I - \mathcal{E}_{II} + 4\pi (\Pi_I - \Pi_{II})] + (\mathcal{E}_{KL} + 4\pi \Pi_{KL}) (\Theta - \Theta) + a_I H_1 - a_{II} H_2 + \frac{1}{2B} \left[ H'_1 - H_1 \left( \frac{(Br)}{Br} - \frac{2C'}{C} \right) \right] + \frac{1}{2B} \left[ -H_{2,\theta} + H_2 \left( \frac{B_{\theta}}{B} - \frac{2C_{\theta}}{C} \right) \right] = \frac{8\pi \Pi_{KL}}{3} (\Theta - 2\theta) - 4\pi (a_{I} q + a_{II} q) - \frac{2\pi}{B} \left( q'_{II} - q_{II} \left( \frac{(Br)}{Br} \right) \right) - 2\pi \left( q_{I,\theta} - q_{II} B_{\theta} \right) \]  

(A.2)

\[ \frac{1}{3A} [4\pi (\mu + \Pi_{II}) + \mathcal{E}_{II}] + \frac{1}{3} (\mathcal{E}_I \Theta + \mathcal{E}_I \Theta) + \Omega (\mathcal{E}_{KL} + 4\pi \Pi_{KL}) + 2a_I H_2 + \frac{1}{B} \left( \frac{H'_1 + H_2 C'}{C} \right) - \frac{H_1}{Br} \left( \frac{B_{\theta}}{B} - \frac{C_{\theta}}{C} \right) = -\frac{4\pi}{3} \left( \mu + \frac{\Pi_{II}}{3} \right) (\Theta - \Theta) - 8\pi a_{II} q - \frac{4\pi q_{I} C'}{B} - \frac{4\pi q_{II} C_{\theta}}{B} \]  

(A.3)

\[ \frac{1}{3B} (\mathcal{E}_I + 4\pi \Pi_I)' + \frac{1}{B} (\mathcal{E}_{KL} + 4\pi \Pi_{KL}, \theta) + \frac{1}{3B} (\mathcal{E}_I + 4\pi \Pi_I) \left( \frac{(Br)}{Br} + \frac{2C'}{C} \right) \]  

(A.4)

\[ \frac{1}{3B} (\mathcal{E}_{II} + 4\pi \Pi_{II}) \left( \frac{(Br)}{Br} - \frac{C'}{C} \right) + \frac{1}{B} (\mathcal{E}_{KL} + 4\pi \Pi_{KL}) \left( \frac{2B_{\theta}}{B} + \frac{C_{\theta}}{C} \right) = \frac{8\pi}{3B} H' \]  

(A.5)

\[ \frac{1}{3B} (\mathcal{E}_{II} + 4\pi \Pi_{II}) \left( \frac{(Br)}{Br} + \frac{2C'}{C} \right) + \frac{1}{B} (\mathcal{E}_{KL} + 4\pi \Pi_{KL}) \left( \frac{2(Br)}{Br} + C' \right) = \frac{8\pi}{3B} \mu, \theta \]  

(A.6)

\[ -\frac{1}{B} \left[ H'_1 + H_1 \left( \frac{(Br)}{Br} + \frac{2C'}{C} \right) \right] - \frac{1}{B} \left[ H_{2,\theta} + H_2 \left( \frac{B_{\theta}}{B} + \frac{2C_{\theta}}{C} \right) \right] = \left[ 8\pi (\mu + P) + \frac{4\pi}{3} (\Pi_I + \Pi_{II}) - (\mathcal{E}_I + \mathcal{E}_{II}) \right] \Omega - \frac{4\pi}{Br} \left( q_{I,\theta} + q_{II} B_{\theta} \right) + \frac{4\pi}{B} \left( q'_{II} + q_{II} \left( \frac{(Br)}{Br} \right) \right) \]  

(A.7)

\[ \frac{1}{3B} (\mathcal{E}_I + \mathcal{E}_{II} - 4\pi \Pi_{II})' + \frac{4\pi}{B} \left( \Pi_{KL}, \theta + \Pi_{KL} \frac{2B_{\theta}}{B} \right) + \frac{\mathcal{E}_I}{3B} \left( \frac{A'}{A} + \frac{2C'}{C} \right) + \frac{\mathcal{E}_{II}}{3B} \left( \frac{2A'}{A} + \frac{C'}{C} \right) - \frac{\mathcal{E}_{KL}}{B} \left( \frac{A_{\theta}}{A} + \frac{C_{\theta}}{C} \right) - \frac{8\pi \Pi_{KL} (Br)}{Br} \]  

(A.8)

\[ \frac{1}{3B} (\mathcal{E}_I + \mathcal{E}_{II} - 4\pi \Pi_{II})' + \frac{4\pi}{B} \left( \Pi_{KL} \theta + \Pi_{KL} \frac{2B_{\theta}}{B} \right) + \frac{\mathcal{E}_I}{3B} \left( \frac{A'}{A} + \frac{2C'}{C} \right) + \frac{\mathcal{E}_{II}}{3B} \left( \frac{2A'}{A} + \frac{C'}{C} \right) - \frac{\mathcal{E}_{KL}}{B} \left( \frac{A_{\theta}}{A} + \frac{C_{\theta}}{C} \right) + \frac{8\pi}{3B} \left( \Pi_I - \Pi_{II} \right) \frac{(Br)}{Br} = \frac{4\pi}{3B} H' \]  

(A.9)
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