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Abstract

Sleep staging plays an important role on the diagnosis of sleep disorders. In general, experts classify sleep stages manually based on polysomnography (PSG), which is quite time-consuming. Meanwhile, the acquisition process of multiple signals is much complex, which can affect the subject’s sleep. Therefore, the use of single-channel electroencephalogram (EEG) for automatic sleep staging has become a popular research topic. In the literature, a large number of sleep staging methods based on single-channel EEG have been proposed with promising results and achieve the preliminary automation of sleep staging. However, the performance for most of these methods in the N1 stage do not satisfy the needs of the diagnosis. In this paper, we propose a deep learning model multi scale dual attention network (MSDAN) based on raw EEG, which utilizes a one-dimensional convolutional neural network (CNN) to automatically extract features from raw EEG. It uses multi-scale convolution to extract features in different waveforms contained in the EEG signal, connects channel attention and spatial attention mechanisms in series to filter and highlight key information, and uses soft thresholding to remove redundant information. In addition, residual connections are introduced to avoid degradation problems caused by network deepening. Experiments were conducted using two datasets with 5-fold cross-validation and hold-out validation method. The final average accuracy, overall accuracy, macro F1 score and Cohen’s Kappa coefficient of the model reach 96.70\%, 91.74\%, 0.8231 and 0.8723 on the Sleep-EDF dataset, 96.14\%, 90.35\%, 0.7945 and 0.8284 on the Sleep-EDFx dataset. Significantly, our model performed superiorly in the N1 stage, with F1 scores of 54.41\% and 52.79\% on the two datasets.
respectively. The results show the superiority of our network over the existing methods, reaching a new state-of-the-art. In particular, the proposed method achieves excellent results in the N1 sleep stage compared to other methods.
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1. Introduction

Sleeping is essential for maintaining and regulating various biological functions at the molecular level [1], which helps humans to restore physical and mental health. According to a study by the World Health Organization (WHO) in 2014, nearly one-third of the world’s population has a sleep disorder and 50 million people experience apnoea during sleep [2]. Chronic sleep disorders have a serious impact on the quality of life and can significantly increase the incidence of cardiovascular disease, diabetes, depression and even cancer, posing a serious threat to human life activities.

As a consensus, the sleep staging is the most crucial step in sleep analysis. Previously, sleep staging was usually performed manually by an expert based on data recorded on a PSG. The recordings of PSG are usually performed by several sleep experts in sleep clinics. The process generally uses four to six EEG electrodes, two electrooculogram (EOG) electrodes, four electromyogram (EMG) electrodes, two electrocardiogram (ECG) electrodes, and other sensors to collect signals [3]. Many existing studies have had relatively satisfying results using multi-channel signals or a combination of signals for sleep staging. However, the acquisition of multiple signals is complex and can affect the subject’s sleep. EEGs record electrical changes in brain activity and contain a wealth of information about the state of the nervous system, which is useful for assessing the health of the brain and diagnosing different sleep and neurological disorders [3]. Therefore, sleep staging based on single-channel EEG becomes the focus of current research on automatic sleep staging methods.

For clinical purposes, experts usually divide sleep into several stages according to PSG. And each stage is characterized by a specific EEG waveform, muscle tension and eye movement [4]. In 1968, the R&K rules [5] suggested to divide sleep stages into wakefulness, rapid eye movement (REM) and non-rapid eye movement (NREM), while the NREM was further divided into S1,
S2, S3 and S4. Later, American Academy of Sleep Medicine (AASM) \cite{6} modified the R&K rules by combining S3, S4 into N3 and using N1, N2, N3 as subdivisions of NREM. The relationship between the different sleep stages is shown in Figure 1.

![Figure 1: Schematic diagram of the sleep stages](image)

2. Related work

As mentioned above, the acquisition of multi-channel signals or multiple signals for sleep staging is definitely complex. Meanwhile, it may cause physical discomfort and mental pressure for the subject. Moreover, the cost to acquire multiple signals is much higher than that of the single signal. Therefore, the current mainstream method focuses on the use of single-channel EEG for automatic sleep staging \cite{7}. In this paper, our proposed dual attention sleep staging model also uses single-channel EEG.

Currently, automatic sleep staging algorithms based on single-channel EEG signals can roughly be categorized into traditional machine learning methods and deep learning-based methods. First of all, traditional learning models usually rely on handcraft features. Therefore, a combination of feature extractors and shallow learning models is usually used to construct models. For example, Memar et al.\cite{8} extracted 13 features from each sub-epoch decomposed from EEG epoch under different frequencies and obtained an accuracy of 98.44%. Tian et al.\cite{9} used multiscale entropy as features and achieved an accuracy of 91.4%. Lajnef et al.\cite{10} extracted various features
such as variance, kurtosis and permutation entropy from the input signal and used a multi-class-based support vector machine (SVM) as the classifier to obtain a 92% accuracy. Hassan et al. [11] applied ensemble empirical mode decomposition (EEMD) to decompose EEG while extracting various features based on statistical moments and achieved an accuracy of 88.07%. In summary, all these methods mainly extract features of various manifestations from the raw signal by a feature extractor and then use a single or a combination of multiple classifiers for staging. And the feature extractors used commonly in EEG processing include short-time Fourier transform (STFT) [12], modal decomposition [13,14], sparse representation [15], etc., all of which are widely used in those industrial applications. However, the performance of these classical shallow learning models depends heavily on the quality of the features extracted from the acquired signal, i.e., the performance of the feature extractor. In general, the construction of feature extractors often requires relevant a priori knowledge and is applicable to specific data. Nevertheless, the inherent non-linearity and non-stationarity of EEG data and the diversity of individuals make the construction of a feature extractor very time-consuming.

In recent years, as an emerging branch of machine learning, deep learning’s application in all aspects is increasing. Meanwhile, because of its ability to learn high-dimensional and hierarchical features directly from large amounts of data, it is becoming significant in sleep staging. For example, in [16], Jadhav et al. used the wave transform (WT) combined with migration learning to automatically exploit the time-frequency spectrum of EEGs without manual feature extraction, which achieves an accuracy of 83.17%; Afterwards, it combined with multiple classifiers to classify the extracted features, reaching an accuracy of 91.31%; In [17], Tsinalis et al. constructed a CNN-based neural network to implement end-to-end learning of raw EEG and finally achieve an average accuracy of 82% and an overall accuracy of 74%; In [18], VGG-16 is used for spectrogramming of EEG and achieves an accuracy of 86%; Yang et al. [19] used one-dimensional CNN to automatically extract features from the raw EEG with HMM for classification which receives an accuracy of 83.98%; In [20], Seo et al. used a deep CNN-based on a modified ResNet-50 to extract sleep-related features and a two-layer BILSTM to learn the transition rules between sleep stages to achieve end-to-end learning. Zhang et al. proposed a new unsupervised CNN in [21] to automatically extract sleep-related features from physiological signals and achieved an accuracy of 83.4%. In one word, deep learning-based methods can greatly
facilitate the process of sleep staging without degrading accuracy. Therefore, this method is gradually becoming the focus of current research in the sleep staging field.

However, the acquisition of EEG can be affected by various background noises and individual differences. Meanwhile, in non-stationary states such as sleep, EEGs can be mixed with more complex body movement signals. Thus, deep learning-based sleep staging methods require much deeper one-dimensional structures to extract features of the EEG signals from these complex signals. For example, Yildirim et al. [22] constructed a one-dimensional CNN-based sleep staging method that exploits the ability of CNN to automatically extract features from the raw PSG, enabling end-to-end learning. Humayun et al. [23] used a 34-layer deep residual network to build an automatic sleep staging model based on single-channel EEGs and obtained a staging accuracy of 91.4% on the Sleep-EDFx dataset. Olesen et al. [24] used a 50-layers deep residual network to build an automatic sleep staging model for multiple single-channel PSGs, achieving an accuracy of 84.1%. However, the undifferentiated feature extraction is difficult to learn the key information of signal features, that is, salient waveform features, such as alpha rhythm, slow eye movement (SEM), spindle wave, low-amplitude mixed frequency (LAMF), etc. At the same time, several salient waveforms used to distinguish sleep stages generally have different scales, and a single-scale CNN cannot fully capture the salient waveforms features.

In terms of overall accuracy, the automatic sleep staging methods are currently around 80% to 90%. In addition, on the one hand, the overall performance is much difficult to be evaluated because the current researchers usually use different datasets or different versions of the same dataset for experiments, different validation methods, and inconsistent calculations for accuracy. On the other hand, the performance of deep learning methods for the N1 stage is generally poor. For example, according to the confusion matrix in [24], the F1 score for the N1 stage is 49.7%. Besides, the calculated F1 scores in [18] and [17] are 47.3% and 43.7% for the N1 stage respectively. For another instance, the method proposed in [20] as the existing state-of-the-art method has an F1 score of only 43.4% in stage N1. Tsinalis et al. [17] noted that the poor performance of the N1 stage may be due to the relatively low sleep time in the N1 stage, i.e., less training data. Moreover, Phan et al. [25] claimed that because stage N1 is the transition period between the waking and sleeping states, it contains both $\alpha$ and $\beta$ waves, making it difficult to determine which state affects N1. Therefore, the performance of
the current mainstream model in the N1 stage needs further improvement. In order to address the above challenges, we propose a multi-scale dual attention network. The main contributions of this paper are as follows:

- A multi-scale dual attention network is proposed to conduct sleep staging based on single-channel EEG. It applies CNN to automatically extract the raw single-channel EEG features, and uses the attention mechanisms to capture salient waveform features in the EEG signal, while using multi-scale convolution to adapt to the different scales of salient waveforms.

- An end-to-end method is put forward where features are extracted directly from the raw single-channel EEG without any extra signal processing techniques for staging.

- A comprehensive evaluation of the performance of the proposed method is carried out. Comparisons are conducted with recent studies based on the same single-channel EEG sleep staging to verify the superiority of this method. In addition, the EEGs before and after processing are visualized in a reduced dimension to demonstrate the effectiveness of the method for single-channel EEG feature extraction.

3. The Proposed Method

3.1. Model Overview

Figure 2 shows an overview of the proposed approach, the new CNN network is combined with a dual attention mechanism, multi-scale convolution, residual connections and other deep learning optimization techniques to build an end-to-end automatic sleep staging model. The proposed network consists of three layers. The first layer is a multi-scale convolutional layer with three different branches. This layer uses one-dimensional convolution kernels of different lengths to extract the features of the raw EEG signal. The second layer is the attention layer, which combines channel attention and spatial attention to generate more distinguishable feature representations, highlighting important features to improve classification accuracy. In the last layer, the features are sent to the fully connected layer, and finally output is obtained by Softmax.

The one-dimensional signal of EEG as the input is more likely to cause the problem of the disappearance of the gradient as the network becomes deepen.
Luckily, He et al. [26] proposed the basic residual block which overcomes the problem that the learning rate becomes lower and the accuracy cannot be effectively improved as the network deepening. Here, we introduce residual connections for the multi-scale layer and the attention layer in the network to overcome the degradation problem in the traditional deep network.

3.2. Multi-scale feature extraction

Multi-scale feature extraction module is composed of three branches with different one-dimensional convolution kernel sizes, which are $1 \times 3$, $1 \times 5$, $1 \times 7$. 

Figure 2: The architecture of the proposed model.
and $1 \times 7$. Each branch includes two convolutional layers, batch normalization, activation function ReLU and residual connection. The outputs of the three branches are combined through a concatenate operation. These concatenated features are then forwarded to the Residual Attention Layers. For the judgment of a certain sleep stage, it is sometimes necessary to combine multiple waveforms. Using multi-scale convolution, it is possible to capture prominent waveforms while focusing on the overall trend. For example, in the N1 period, while focusing on low-amplitude mixing frequencies, details such as slow eye movements can be captured.

### 3.3. Residual Attention Layer

As shown in Figure 2, the residual attention Layer contains three AttentionBlocks in series. The AttentionBlock shown in Figure 3 is mainly composed of two one-dimensional convolutional layers, a channel attention part and a spatial attention part, which are connected in one pipeline.

The attention mechanism in deep learning is essentially similar to the human selective visual attention mechanism, which can select information that is more critical to the task from a large number of information. Donoho et al. [27] proposed a very simple soft threshold method for denoising. It makes the setting of the value intervals for feature more flexible compared to the ReLU function. In [28], Zhao et al. inserted soft thresholding into the deep architectures for fault diagnosis. The EEG signal is a signal with a lot of
noise, so it is of great significance to use the attention mechanism combined with soft threshold to eliminate redundant information. In the Attention-Block proposed in this paper, the channel attention part and the spatial attention part are connected in series for sleep staging, at the same time, the soft threshold is introduced in the channel attention part to eliminate unimportant features in advance. Therefore, the model can more effectively extract channel features and one-dimensional spatial features in EEG signals that are more conducive to identifying different sleep stages.

The channel attention uses the weights in combination with the soft threshold function to optimize the channel features and then obtain the refined channel features. Afterwards, the optimized channel features are then fed into the spatial attention model to extract key information from the one-dimensional signal to obtain improved semantic information. Finally, the improved semantic information is connected to the identical mapping to form a residual attention block.

3.3.1. Channel attention mechanism

A one-dimensional matrix $P \in \mathbb{R}^{C \times 1}$ composed by different weights is learned for each channel through channel attention. Afterwards, the channel attention applies multiplication to focus on the channel containing more meaningful information. For a given multi-channel feature signal $F \in \mathbb{R}^{C \times W}$ (where $C$ and $W$ respectively represent the number and width of the signal channel), a set of weights is formed after the channel attention module, denoted as $F' \in \mathbb{R}^{C \times 1}$.

As shown in Figure 4, the input $a^l$ learns a set of thresholds $\lambda$ with a value interval between 0 and 1 through the constructed sub-network. The obtained thresholds are then used to soft-threshold the features to obtain $a^{l+1}$. In this network, the thresholds are adjustable automatically according to the samples themselves through an attention mechanism. The output of each layer is as follows,

$$a' = w^{l+1}a^l + b^{l+1}$$  \hspace{1cm} (1)

$$a^{l+1} = soft(a', \theta \lambda) = sgn(a')(|a'| - \theta \lambda)_+$$  \hspace{1cm} (2)

where soft refers to the soft thresholding, $\theta$ refers to a set of weights learned through the channel attention mechanism, $\lambda$ refers to the obtained threshold,
and sgn refers to the signum function, $W^{l+1}$ refers to the weight matrix between $a'$ and $a'$, $b^{l+1}$ refers to the bias vector corresponding to $W^{l+1}$.

3.3.2. Spatial attention mechanism

Spatial attention aims to discover the relationships between spatial locations. As shown in Figure 5, for spatial attention, different feature descriptions are first generated for each spatial location using global average pooling and max pooling. Afterwards, the spatial attention features are obtained using one-dimensional convolution and finally scaled to 0 to 1 using the Sigmoid function. The feature $a^{l+1}$ obtained by channel attention becomes $a^{l+2}$ after being refined by the spatial attention mechanism. The output of each layer is as follows,

$$ \beta = \delta(Conv^{1 \times 3}(AvgPool(a^{l+1}); Maxpool(a^{l+1}))) \quad (3) $$

$$ a'' = w^{l+2}a^{l+1} + b^{l+2} \quad (4) $$

$$ a^{l+2} = a'' \ast \beta \quad (5) $$
where Avgpool and MaxPool are average pooling and max pooling respectively, $Conv^{1 \times 3}$ is a convolution operation with a convolution kernel of $1 \times 3$, $\delta$ is Sigmoid activation function, $\beta$ refers to a set of weights learned through the spatial attention mechanism, $W^{l+2}$ refers to the weight matrix between $a^{l+1}$ and $a''$, $b^{l+2}$ refers to the bias vector corresponding to $W^{l+2}$.

In summary, we propose an end-to-end deep CNN for sleep staging, for one-dimensional EEG signals, our model utilizes multi-scale convolution to extract rich information from the original signal, and uses the attention mechanism to filter out redundant information to capture salient waveform features used to distinguish different sleep stages.

3.4. Experimental Configuration

This study uses Softmax to preprocess the input. Softmax is widely used in multi-stage tasks and is defined as follows: Assuming that the input array $x$ contains $j$ elements, $x_i$ representing the $i$-th element in $x$, then the Softmax value $y_i$ of this element is:

$$y_i = softmax(x_i) = \frac{exp(x_i)}{\sum_j exp(x_j)} \tag{6}$$

As can be seen from Table [I] sleep staging is a staging task with an unbalanced number of labels in each category, so the difference in the amount
of data across labels needs to be balanced. The model in this paper uses standard multi-class cross entropy as the loss function, which is defined as follows:

\[
\text{loss}(x, \text{class}) = -\log \left( \frac{\exp(x[\text{class}])}{\sum_j \exp(x[j])} \right) = -x[\text{class}] + \log \left( \sum_j \exp(x[j]) \right) \tag{7}
\]

where \(x\) is the prediction vector output by the model for a certain epoch, \(\text{class}\) represents the index of the actual label corresponding to the epoch, \(j\) is the number of classes, \(x[\text{class}]\) represents the element whose index is \(\text{class}\) in the input tensor. In order to further solve the problem of label imbalance during sleep, we add a weight determined by the proportion of labels to the loss function and limit the value of weight to between 1 and 5:

\[
\text{loss}(x, \text{class}) = \text{weight}[\text{class}] \times (-x[\text{class}] + \log \left( \sum_j \exp(x[j]) \right)) \tag{8}
\]

\[
\text{weight}[\text{class}] = \min(5, \max(1, \ln \left( \frac{1}{p(\text{class})} \right))) \tag{9}
\]

where \(\text{weight}[\text{class}]\) is the weight of the actual label, \(p(\text{target})\) is the proportion of a certain category label to the total label.

For a batch containing \(N\) epochs, take the average value as the final loss:

\[
\text{loss} = \frac{\sum_{i=1}^{N} \text{loss}(i, \text{class}[i])}{\sum_{i=1}^{N} \text{weight}[\text{class}[i]]} \tag{10}
\]

According to the loss function, the Adam optimization method was used for optimization, with the learning rate set to 0.0005 and the batch size to 8.

4. Experiment and analysis

4.1. EEG datasets

We use two public datasets from PhysioBank [29]: Sleep-EDF database and Sleep-EDFx database [expanded][30]. The two datasets were chosen to provide a better comparison with known studies as a large amount of existing research was conducted on these two datasets.

The Sleep-EDF dataset is recorded from eight white men and women aged 21-35 years and contains horizontal EOGs sampled at 100 Hz and EEGs from the Fpz-Cz and Pz-Oz channel. These eight recordings were divided into two
subsets, named sc* and st*: sc* contains sub-chin EMG envelopes, oronasal airflow, rectal temperature and event markers sampled at 1 Hz; st* contains sub-chin EMG sampled at 100 Hz and event markers sampled at 1 Hz. Sleep stages are classified according to the R & K rules [5] and include W, 1, 2, 3, 4, R, M and 'unscored’. In this paper M and 'unscored’, which account for a very small proportion, are removed, while S3 and S4 are combined into N3 according to the latest AASM standards [6].

The Sleep-EDFx dataset contains 197 complete PSG records with EEG, EOG, chin EMG and event markers. All processing cases are the same as the Sleep-EDF dataset.

The sleep stage statistics for the Sleep-EDF and Sleep-EDFx datasets are shown in Table 1.

|        | W     | N1   | N2    | N3    | R     | Total   |
|--------|-------|------|-------|-------|-------|---------|
| Sleep-EDF | 8030(52.8%) | 604(4.0%) | 3621(23.8%) | 1299(8.5%) | 1609(10.6%) | 15199(100%) |
| Sleep-EDFx | 289665(63.3%) | 25174(5.5%) | 88983(19.4%) | 19454(4.3%) | 34184(7.5%) | 238976(100%) |

Figure 6 shows the change in sleep stages throughout the night for a subject in the Sleep-EDFx dataset, which source from ST7142J0-PSG.edf[30]. The subject experienced 249 REM stages, 31 N1 stages, 401 N2 stages, 52 N3 stages and 35 W stages during the night.
4.2. Prerocessing

Traditional data pre-processing methods for EEGs require low-pass filtering at the upper frequency of $\beta$ (e.g., 30Hz) because EEGs contain mostly valid signals smaller than 30Hz. However, for CNNs, it can automatically extract the valid information without performing filtering. In order to accommodate different PSG acquisition devices and individual differences between subjects, the EEGs of each subject were normalized as described in [18], i.e.,

$$x_{\text{norm}} = 2 \frac{x - S_{0.05}(x)}{S_{0.95}(x) - S_{0.05}(x)} - 1$$  \hspace{1cm} (11)$$

where $x_{\text{norm}}$ is the raw signal, $S_{0.95}$ is the signal at the 95th quantile and $S_{0.05}$ is the signal at the 5th quantile, with processed data point values in the range [-1,1]. Each input data is flipped with a probability of 0.5 and added a random noise of 1% is to increase it. Each 30-second segment of the data corresponds to a sleep stage. In order to input the data into the network, the sleep stages were numbered and mapped according to the relationship in equation (2) as follows:

$$N3 \rightarrow 0, N2 \rightarrow 1, N1 \rightarrow 2, R \rightarrow 3, W \rightarrow 4$$  \hspace{1cm} (12)$$

4.3. The methods of evaluation

In this paper, two cross-validation methods are used to evaluate the system performance, named k-fold cross-validation and hold-out validation. For k-fold cross-validation, the whole dataset is randomly divided into k validation sets. Afterwards, the k validation sets are divided into epoch as the smallest unit, while the remaining k-1 subsets are used as the training set. Subsequently, k experiments are conducted and the results of all validation sets are averaged to obtain the final results. In this paper, k = 5 is chosen and the system performance is evaluated using the two datasets. For the hold-out validation, the dataset is divided into a training set and a validation set. The ratio of 8:2 is used to divide the training set and the validation set. The hold-out method can effectively demonstrate the generalization ability of the system to unknown data (subjects), which has high practical application value. In addition, under the fact that the sample size of the Sleep-EDF dataset is too small, it is not used for hold-out validation in this paper.

Hold-out validation: The division of the training set and the validation set in the Sleep-EDFx data set is shown in Table 2.
Moreover, a variety of metrics are used to evaluate the performance of the system. When it comes to a multi-class problem, each stage is evaluated by treating the stage as a positive example and the other stages as negative examples. For each sleep stage, four metrics are used for evaluation, which are accuracy, recall rate, precision, and F1 score respectively. The metrics for each stage will be averaged as an overall metric. The metrics are expressed as follows:

\[
\text{Accuracy} (acc) = \frac{TP + TN}{TP + TN + FP + FN} (%) \tag{13}
\]

\[
\text{Recall} (rec) = \frac{TP}{TP + FN} (%) \tag{14}
\]

\[
\text{Precision} (pr) = \frac{TP}{TP + FP} (%) \tag{15}
\]

\[
F1 \text{ Score} (F1) = \frac{2TP}{2TP + FP + FN} (%) \tag{16}
\]

Meanwhile, to evaluate the overall performance of the system, the overall accuracy and the Cohen’s kappa coefficient will be calculated as follows:

\[
\text{Overall Accuracy} = \frac{\sum (1|Y_i = PY_i)}{\sum (1|Y_i = Y_i)} (%) \tag{17}
\]

\[
\text{Cohen’s kappa} = \frac{p_0 - p_e}{1 - p_e}, p_e = \frac{\sum a_i b_i}{n^2}, p_0 = \text{Overall accuracy} \tag{18}
\]

where \(Y_i\) denotes the true label of the \(i^{th}\) sample, \(PY_i\) denotes the model predicted label of the \(i^{th}\) sample, \(a_i\) is the number of the \(i^{th}\) actual sample, \(b_i\) is the number of the \(i^{th}\) predicted sample, and \(n\) is the total number of samples. Kappa coefficient is used to measure the degree of coincidence between the model staging result and the real result. the closer the value of kappa coefficient is to 1, the milder the two, which illustrates the better the performance of the model.
We use the PyTorch 1.5 framework to implement the model, running on an Ubuntu 16.04 system with TiTan X GPU, Intel Xeon E5 CPU and 54.9G RAM.

4.4. Experimental results of a dual attention network

Table 3: Confusion matrix and performance metrics in the Sleep-EDF dataset validation experiment with the 5-fold method

|   | N3 | N2 | N1 | R | W | Acc(%) | Re(%) | Pr(%) | F1(%) |
|---|----|----|----|---|---|--------|-------|-------|-------|
| W | 9  | 2  | 97 | 58| 7792| 98.44  | 97.91 | 99.12 | 98.51 |
| R | 1  | 111| 153| 1310| 20| 96.28  | 82.13 | 82.70 | 82.42 |
| N1| 6  | 71 | 364| 123| 38| 95.96  | 60.36 | 49.52 | 54.41 |
| N2| 185| 3198| 118| 91| 8 | 95.15  | 88.83 | 90.65 | 89.73 |
| N3| 1134| 144| 2  | 2 | 3 | 97.66  | 88.25 | 84.75 | 86.47 |

Table 4: Confusion matrix and performance metrics in the Sleep-EDFx dataset validation experiment with the hold-out method

|   | N3 | N2 | N1 | R | W | Acc(%) | Re(%) | Pr(%) | F1(%) |
|---|----|----|----|---|---|--------|-------|-------|-------|
| W | 12 | 48 | 1438| 363| 55132| 97.04  | 96.73 | 98.49 | 97.60 |
| R | 9  | 665| 1006| 5343| 104| 96.08  | 74.97 | 74.74 | 74.85 |
| N1| 83 | 1055| 3041| 793| 653| 92.39  | 54.05 | 40.97 | 46.61 |
| N2| 1321| 14299| 1918| 649| 86 | 93.28  | 78.25 | 86.78 | 82.30 |
| N3| 3072| 408| 19 | 1 | 2 | 97.97  | 87.72 | 68.27 | 76.78 |

Experimental results in Table 3 show the confusion matrix results and performance metrics for each sleep stage obtained for Sleep-EDF after using the 5-fold method. Table 4 and 5 show the confusion matrix results and performance metrics results for each sleep stage obtained for Sleep-EDFx after the hold-out and 5-fold validation respectively. Table 6 shows the overall performance metrics of the model on both datasets.

The experimental results of the 5-fold method show that the overall recall rate, average accuracy, overall accuracy, kappa coefficient and macro F1 score
Table 5: Confusion matrix and performance metrics in the Sleep-EDFx dataset validation experiment with the 5-fold method

|       | N3  | N2  | N1  | R    | W    | Acc(%) | Re(%) | Pr(%) | F1(%) |
|-------|-----|-----|-----|------|------|--------|-------|-------|-------|
| W     | 97  | 379 | 7807| 1105 | 280164| 97.51  | 96.76 | 99.29 | 98.01 |
| R     | 25  | 2196| 4078| 27578| 293  | 96.99  | 80.71 | 79.33 | 80.01 |
| N1    | 93  | 4477| 16384| 2802 | 1401 | 93.59  | 65.12 | 44.38 | 52.79 |
| N2    | 4752| 72114| 8543 | 3258 | 284  | 94.25  | 81.07 | 88.43 | 84.59 |
| N3    | 16917| 2385| 104 | 21  | 23  | 98.36  | 86.98 | 77.30 | 81.85 |

Table 6: Overall performance indicators

|       | overall Re(%) | Mean Acc | Overall Acc | Kappa | MF1  |
|-------|---------------|----------|-------------|-------|------|
| Sleep-edf (5-fold) | 83.50 | 96.70 | 91.74 | 0.8723 | 0.8231 |
| Sleep-edfx (hold-out) | 78.35 | 95.35 | 88.38 | 0.7963 | 0.7563 |
| Sleep-edfx (5-fold) | 82.13 | 96.14 | 90.35 | 0.8284 | 0.7945 |

of the staging obtained in the Sleep-EDF dataset are 83.50%, 96.70%, 91.74%, 0.8723 and 0.8231 respectively. For each sleep stage, the F1 score is 98.51% in the W period, and the score in the N1 period is the lowest, which is 54.41%. The staging overall recall rate, average accuracy, overall accuracy, kappa coefficient and macro F1 score obtained in the Sleep-EDFx dataset are 82.13%, 96.14%, 90.35%, 0.8284 and 0.7945 respectively. The F1 score of the N1 stage is 52.79%. Compared with the Sleep-EDF dataset, the overall performance of the system is degraded mainly due to the substantial increase in the amount of data, which makes the network unable to fully learn all the features.

Preliminary results of the experiment show that the network proposed in this paper can provide better staging performance for both datasets. However, it can be found that the network has a higher accuracy for the W stage.
and the worst accuracy for the N1 stage among the stages. Further validation is needed to examine if this method is an improvement towards other methods. In particular, the confusion matrix analysis reveals that the N1 stage can be easily misclassified as the N2 and R stages. Figure 7 represents the visualisation of the confusion matrix in experimental results. The meaning of each square is the proportion of the number of that stage to the actual number of total labels. The darker the colour, the higher the proportion of that stage. Meanwhile, the figure shows that the correct rate of the W stage is high and the correct rate of the N1 stage is generally low.

4.5. Comparison experiments

In order to conduct a further comparison, this paper selects some methods of using Sleep-EDFx and compares their overall performance and performance in the N1 stage. As shown in Table 7, the data division and verification methods used in different literature are not completely the same. Verification methods include hold-out validation [16, 24], k-fold cross-validation [17, 31] and leave-one-out cross-validation (LOO-CV) [25, 32]. In the meantime, the calculation methods of the overall accuracy are inconsistent. For example, in [8, 19], the average accuracy of each sleep stage is taken as the final accuracy; in [33], the weighted average accuracy of each sleep stage is taken as the final accuracy. In order to make a fair comparison, in Table 7, according to the confusion matrix given by the authors and the calculation methods used in this paper, the overall accuracy and F1 score of the methods listed are recalculated. According to Table 7, the overall accuracy of the hold-out validation and the k-fold cross-validation used in this paper reach 88.38%
and 90.35%. The F1 score in the N1 stage even reaches 52.8%, which proves that our model has excellent overall performance, especially in the N1 Stage.

Table 7: Comparison with mainstream methods

| Method             | Channel | Split                                      | Acc(overall)(%) | Kappa | MF1(%) | F1(N1)(%) |
|--------------------|---------|--------------------------------------------|-----------------|-------|--------|-----------|
| CNN [17]           | Fpz-Cz  | 20-fold CV                                 | 74.8            | -     | 81.0   | 43.67     |
| DeepSleepNet [22]  | Fpz-Cz  | 20 subjects LOO-CV                         | 82.0            | 0.76  | 76.9   | 46.6      |
| CWT+ SqueezeNet [13]| Fpz-Cz  | training-validation-testing 70%-10%      | 83.2            | -     | -      | 34.5      |
| Utime [18]         | Fpz-Cz  | 5-fold CV                                  | 81.3            | -     | 76.0   | 51.0      |
| BLSTM-SVM [25]     | Fpz-Cz  | 20 subjects LOO-CV                         | 82.5            | 0.76  | 72.0   | 23.8      |
| ResNet 34 [26]     | Fpz-Cz  | 70%-30% subjects                           | 91.4            | -     | -      | -         |
| ResNet 50 [27]     | Fpz-Cz  | training-validation-testing 80%-10%      | 84.1            | 0.746 | 83.1   | 49.7      |
| FT SeqSleepNet+ [44]| Fpz-Cz  | 20-subjects LOO-CV                         | 85.2            | 0.789 | 79.6   | 56.9      |
| Multitask 1-max CNN[55]| Fpz-Cz  | 20-subjects LOO-CV                         | 81.9            | 0.74  | 73.8   | 48.5      |
| IITNet [56]        | Fpz-Cz  | 20-fold CV                                 | 83.9            | 0.78  | 77.6   | 43.4      |
| CNN-HMM [19]       | Fpz-Cz  | 20-fold CV                                 | 83.98           | 0.78  | 76.9   | 35.1      |
| MRCNN-TCE [21]     | Fpz-Cz  | 20-fold CV                                 | 82.9            | 0.77  | 78.1   | 47.4      |
| Proposed Method    | Fpz-Cz  | training-validation 80%-20%              | 88.38           | 0.7963| 75.63  | 46.6      |
| Proposed Method    | Fpz-Cz  | 5-fold CV                                  | 90.35           | 0.8284| 79.45  | 52.8      |

In the literature, because the training and validation methods used are inconsistent, and most of them do not give confusion matrices for the experimental results, it is one-sided if simply quoting the experimental results from the original literature. Therefore, to more reasonably validate the staging performance of the models, further experiments were conducted with ResNet50 [24], ResNet34 [23], CNN [17], Utime [31] under the same conditions. Experiments with all models should meet the following requirements:

(1) All methods should use the data of 8 subjects in Sleep-EDF, the Fpz-Cz channel and 5-fold cross-validation to validate.

(2) The number of training sessions and batch size should be the same. The batch size here is 64.

(3) All data should be pre-processed as described in the "pre-processing of data" section of this paper.

(4) To accommodate the EEG, the convolution operation should be one-dimensional in all models.

Figure 8 and Figure 9 shows the ROC and PR curves of the comparison experiment, and Table 8 shows the overall performance metrics of each method. ROC curve and PR curve show that the performance of the network model in this paper is better than other network models. Meanwhile, the data in Table 7 shows that our method is better than other methods in terms of overall accuracy, overall recall, overall precision and F1 score. Moreover, our method also shows its superiority in the N1 stage. The F1 score of the method in the N1 stage is improved by nearly 4%, 4%, 2% and
Table 8: Results of the five methods at stage N1 and overall assessment metrics

| Method     | N1/Overall | Re(%)  | Pr(%)  | F1(%)  | Acc(overall) |
|------------|------------|--------|--------|--------|--------------|
| Ours       | Overall    | 84.37  | 80.22  | 81.77  | 91.05        |
|            | N1         | 67.55  | 43.99  | **53.28** |             |
| ResNet50[24] | Overall  | 70.91  | 67.19  | 68.60  | 88.63        |
|            | N1         | 61.87  | 41.20  | **49.47** |             |
| ResNet34[23] | Overall  | 82.12  | 78.43  | 79.64  | 89.97        |
|            | N1         | 65.05  | 39.78  | **49.37** |             |
| CNN[17]    | Overall    | 83.23  | 77.77  | 79.67  | 89.61        |
|            | N1         | 68.73  | 40.69  | **51.12** |             |
| Utime[31]  | Overall    | 76.76  | 75.38  | 76.04  | 88.27        |
|            | N1         | 43.09  | 43.02  | **43.05** |             |

Figure 8: The ROC curves in the comparison experiment
10% compared with Resnet50, Resnet34, CNN and Utime respectively. In summary, the network model and method in this paper can completely improve the overall performance of the model, and it has a good effect in the N1 stage.

5. Discussion and analysis

5.1. Comparison with manual staging

In order to compare with the performance of the manual staging model, the model in this paper trained by the Sleep-EDFx dataset is classified automatically for the experiment. The visualisation results are shown in Figure 10. Silbe et al. [36] gives a standard range of accuracy of manual staging which is W (68-89%), N1 (23-74%), N2 (79-90%), N3 (45-80%) and R (78-94%). Combined with the results in Table 7, it can be seen that the proposed model meets the requirements of each criterion and reaches the level of practical application.
5.2. Visual network for sleep EEG feature extraction

To explore the effectiveness of the proposed model for sleep EEG feature extraction, we used the t-SNE (t-distributed stochastic neighbour embedding) method [37] to visualize the distribution of EEG features before and after the model processing. We selected one subject containing 930 epochs and visualized the feature data obtained by processing the raw sleep EEG data and the fully connected layer of the model separately. According to the Fig. 11, without applying the new model, the sleep stages cannot be well distinguished with each other.

6. Conclusion

In this paper, the sleep staging method based on the dual attention network is proposed to address the problems of complex signal acquisition and poor staging in the current EEG-based automatic sleep staging method. The network can automatically extract valid information from the raw single-channel EEG and classify the sleep stages, realizing end-to-end learning. The network maintains good performance under different datasets and validation methods. The results show that the model satisfies the requirements of the manual sleep staging criteria and the overall performance of the method is better than current mainstream methods at the N1 stage.

Although the overall performance of the model in this paper has improved at stage N1 compared to other models, achieving an F1 score of 52.49, the accuracy is still low at 42.57. For this problem, a method that balances the proportion of sleep stages in the dataset and increases the weight of the loss function at stage N1 might improve the existing results to achieve higher
Figure 11: The left panel shows the experimental results of the raw EEG and the right panel shows the results of the post-processing of the features extracted from the fully connected layer, where the different sleep stages are marked with different colours and labels, containing a total of 5 colours and 5 labels (W, N1, N2, N3, R).
accuracy. However, this deduction needs further validation to examine. In addition, without considering the arithmetic power, deepening the network constructed in this paper further can learn the features more completely, which can theoretically improve the network robustness as well as the overall performance.
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