A deep learning approach for classification of COVID and pneumonia using DenseNet-201
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Abstract
In the present paper, our model consists of deep learning approach: DenseNet201 for detection of COVID and Pneumonia using the Chest X-ray Images. The model is a framework consisting of the modeling software which assists in Health Insurance Portability and Accountability Act Compliance which protects and secures the Protected Health Information. The need of the proposed framework in medical facilities shall give the feedback to the radiologist for detecting COVID and pneumonia though the transfer learning methods. A Graphical User Interface tool allows the technician to upload the chest X-ray Image. The software then uploads chest X-ray radiograph (CXR) to the developed detection model for the detection. Once the radiographs are processed, the radiologist shall receive the Classification of the disease which further aids them to verify the similar CXR Images and draw the conclusion. Our model consists of the dataset from Kaggle and if we observe the results, we get an accuracy of 99.1%, sensitivity of 98.5%, and specificity of 98.95%. The proposed Bio-Medical Innovation is a user-ready framework which assists the medical providers in providing the patients with the best-suited medication regimen by looking into the previous CXR Images and confirming the results. There is a motivation to design more such applications for Medical Image Analysis in the future to serve the community and improve the patient care.
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1 INTRODUCTION
World Health Organization (WHO)1 has confirmed the first official case of Coronavirus which was reported in Wuhan, Hubei in the province in China in December 2019. Since then, millions of patients were diagnosed with COVID infection which is known as SARS-CoV-2 that has caused a cataclysmic effect on health and...
wellbeing of the global population. WHO has characterized COVID-19 as a pandemic because of the increase in reported cases from a large number of countries across the world. Coronaviruses are a family of viruses which causes mild to severe upper respiratory tract illness similar to the common cold in humans. SARS-CoV-2 (SARS-severe acute respiratory syndrome) which belongs to the Coronavirus family can cause severe diseases. Around 180 million people suffered from COVID-19-COVID infection and over 4 million people died due to complications associated with severe COVID-19 infection based on the data provided by WHO by June 2021. The transmission of COVID-19 also occurs through respiratory droplets which are exhaled by afflicted patients. There are various other symptoms that are observed in COVID-19, and the common presenting symptoms of the coronavirus infection include fever (98%), cough (76%), anosmia (12%), and other non-specific symptoms like fatigue (44%), headache (8%), and dyspnea (3%).

Pneumonia is a lung disease that affects either one or both lungs. Pneumonia can be caused by various microbes or by exposure to various chemicals. Microbes that cause pneumonia are bacteria, virus, and fungi. Pneumonia is characterized by inflammation of lung alveoli which leads to filling of alveolar space with fluids and pus. This response decreases the available surface area for O2 and CO2 gas exchange between alveoli and blood. Pneumonia can present with mild symptoms such as fever and cough or severe symptoms such as chest pain, breathlessness, and severe respiratory failure. Certain populations are more prone to suffer from pneumonia and are more likely to present with severe symptoms especially elderly people with comorbidities and immunocompromised adults. There are different methods to diagnose pneumonia which includes computed tomography. Chest X-rays are generally used as a confirmatory tool. Different types of pneumonia present with different symptoms and show different radiological features on chest X-ray and computerized tomography (CT) scan. Depending on the causative organism, radiographs can be used to make initial diagnoses and differentiate various etiological agents. To make the exact diagnosis of causative organism sputum culture, blood culture, thoracentesis, or bronchoscopy is used. Antibiotics are used to treat bacterial pneumonia; antiviral medications are used to treat viral pneumonia and antifungal medications are used to treat fungal pneumonia.

SARS-CoV-2 variant Omicron has been rapidly mutating the spike protein and the first case was reported by WHO from South Africa on November 24, 2021. The samples of the Omicron variant have been collected and the first sample was collected on November 8, 2021, according to the reports of Center for Disease Control and Prevention (CDC). After the reports the variant has been named Omicron (WHO nomenclature) and B.1.1.529 (PANGO lineage). As advised by Technical Advisory Group on SARS-CoV-2, the evolution of the virus and categorization of Omicron as a variant of interest by the WHO has accelerated well-timed epidemiological observation. Omicron has been detected in over 20 countries across six continents.

The first step in comprehending Omicron’s common or unmistakable clinical aggregation, affectability, or protection from existing vaccinations is to fully describe its mutational profile. It does not matter whether future Omicron-like variants are more dangerous. To be sure, SARS-CoV-2 has developed into variants of concern and variations of interest through a mix of missense, deletion, inclusion, and additional mutations. In the Spike (S) protein that connects with the ACE2 receptor on human cells to work with viral passage, missense transformations (for example E484K) have prompted critical changes in the Spike-ACE2 restricting partiality, and omission (for example ΔY144) have adjusted the impact of reducing the effect of Spike antibodies. Insertion mutations have been less common in SARS-CoV-2 evolution. However, one of the most practically important transformations in the developmental history of SARS-CoV-2 till date was the “PRRA” Spike protein inclusion in the S1/S2 cleavage site, which presented the polybasic FURIN cleavage site that mirrors the RRARVAS peptide in human ENAC-alpha. The accessibility of 5.4 million SARS-CoV-2 genomes covering 1523 lineages from more than 200 nations/domains in the GISAID information base from the start of the pandemic offers a chance to describe the mutational profile of the Omicron variation in contrast with other SARS-CoV-2 variations.

There are various types of tests available for viruses such as Zika, Spanish Flu, COVID-19, COVID-19 Delta Variant, COVID-19-Omicron, and Pneumonia. As described by the CDC molecular tests which search for the genetic material of the Zika viruses in the human body or serological test which identifies antibodies which allows the body to fight against infection. As mentioned in the reports, there are various symptoms of Spanish Flu (sudden and high fever, dry cough, headache, sore throat, chills, runny nose, loss of appetite, fatigue) through which it has been diagnosed. Rapid Antigen tests and Reverse Transcription Polymerase Chain Reaction (RT-PCR) tests are the main modalities being used to detect the COVID variants and diagnoses infection in suspected patients. RT-PCR is expensive has long turnaround times and require an advanced laboratory setup with a trained individual to perform the test. These factors make it difficult to conduct in remote or unprivileged areas with limited resources. Rapid tests are economical
but are not as reliable at detecting COVID-19 infection due to lower sensitivity. Chest X-rays and chest CT scan are ordered in patients suffering from severe COVID-19 infection to estimate the lung damage caused by the SARS-CoV-2 virus infection. There is a substantial burden on radiologists as a huge number of patients were admitted into the hospital in very short span of time. Considering all these factors the best technique is radiography scanning in which the radiographs could be automatically analyzed to detect the disease. As mentioned in Reference [15] compared to PCR Tests, the radiographic images (X-rays) can give more accurate results. It has lower turnaround times and are more cost-effective. In early detection of this infectious disease which could prevent community spread. Compared to the CT-Scan images X-ray machines are more readily available in healthcare facilities, even in remote areas.

For the medical diagnosis of COVID-19 variants, the most common challenge in remote areas is trained doctors are not available in healthcare facilities. Due to the increasing number of cases, there is a substantial burden on testing facilities to perform RT-PCR tests. X-rays can be used as a reliable modality to make diagnosis of COVID-19 variants. Due to the widespread availability of X-ray machines in remote areas, chest X-ray can be used as a reliable modality to make initial diagnosis of COVID-19 variants which can be further supported by artificial intelligence (AI) that can provide reliable feedback to radiologists while making the diagnosis.

In recent years, deep learning methods have made remarkable progress in solving these issues due to increasing amount of data and high computational power. There has been a huge increase in deep learning methods and its algorithms.16 Much of the focus on deep learning applications has been in the field of medical image analysis.17,18 Analysis requires experience and proficiency and includes a variety of different algorithms to improve, speed up and provide an accurate diagnosis.19,20 There is a high accuracy reported in analyzing the pneumonia. To effectively treat pneumonia, doctors must differentiate between the many causes of pneumonia which include seasonal flu, bacterial infection, COVID-19 infection, and other viral infection.

There have been many applications of machine learning to analyze chest X-ray Images. Various methods of machine learning such as transfer learning, regression, reinforcement learning clustering, classification, and natural language processing have assisted in treating the virus. Methods such as decision tree have also been used in predicting the symptoms of viruses.21,22

In this paper, we have proposed a model which uses a simple and cost-effective software which runs on approach based on deep learning, which is used to classify the viruses using the Chest X-ray (CXR) Images. The software is framed taking care of the Health Insurance Portability and Accountability Act (HIPAA) Compliance. This system is used to give feedback to the radiologists about the possibilities of viruses by analyzing the CXR Images. In this method, we have used a dataset from Kaggle (https://www.kaggle.com/preetviradiya/covid19-radiography-dataset) through which we have shown the effectiveness of the proposed model in terms of classification, accuracy, and sensitivity. We have compared our results with other methods like VGG, ResNet, SqueezeNet, CoVXNet, Inception, DarkNet used to interpret the CXR Images. The model proposed in this paper is based on the state-of-the-art deep learning model to achieve better accuracy.

The novelty of the work includes the training of the model by quantifying weights and in order to get more accuracy. In the present work, composite learning factor strategy and data augmentation are included in the developed model. The innovation in the work is graphical user interface (GUI) which is developed will assist the radiology centers in computational experience and shall take care of the HIPAA Compliance. The parameters are tuned, and the model complexity is calculated. The present work is validated by the medical community.

The paper is described as follows:

Section 2: Related Works/Literature review, their approaches, and methodology.
Section 3: The Proposed Model along with state-of-the-art models which we have used.
Section 4: Materials and methods which contains Dataset, Preprocessing, Performance Metrics, and Compared Benchmark.
Section 5: Experiments and results which includes the classification accuracy, sensitivity, F1 Score.
Section 6: The prototype tool which we developed. The paper concluded along with a summary of the result of our research.

2 RELATED WORK

It is observed that computer vision has leading usage in the medical image diagnosis. One of the applications of medical image analysis is in dermatology. Computer Vision is being utilized as a tool to diagnose whether a part of skin is unusually a primary potential indicator of skin cancer. To improve the analysis of the viruses in the lungs, CXR Image, CT scans, Magnetic Resonance Imaging (MRI), Positron Emission Tomography scan (PET scan), and Ultrasound scans are some of the methods used. There is a huge application of the deep learning-based methods to identify pneumonia as well as the
different classes of thoracic diseases and skin cancer.\textsuperscript{23,24}
In the literature, it is researched that these medical images have aided in expanding the analysis and detection of viral infection in lungs. To identify pneumonia,\textsuperscript{25,26} various deep learning methods have been designed.

D.Singh et.al, 2020 used convolutional neural network (CNN) to identify the patients who have viral pneumonia, bacterial pneumonia, and COVID-19 using CT Scn Images.\textsuperscript{27} F Shan et al, 2020 and Lin Li, 2020 designed AI Models that have been developed for diagnosing the SARS-CoV-2 infection in human lungs with the aid of CT Scan Images. As discussed in References [28,29] automatic segmentation and quantification of the lungs is done which illustrates fully automatic framework to detect the coronavirus impacted lungs from chest CT Scan Images and segregated from other lung diseases. Albahi S, et.al, 2021 discussed that there were three profound CNN approaches to identify COVID-19 dependent on CXR pictures.\textsuperscript{30}

There are numerous works performed by researchers to identify the group of viruses using CXR Images. In the study,\textsuperscript{31} to categorize viral pneumonia, bacterial pneumonia, COVID-19 and normal CXR Images, transfer learning methods with Inception-v3 have been used. Concentrated Xception and ResNet50V2 are the methods used to detect the viruses from the CXR Images.\textsuperscript{32} A custom architecture (COVIDNet) has been developed for the classification of COVID-19 patients, pneumonia patients, and normal patients.\textsuperscript{33} It is commonly observed that ResNet, DenseNet, Xception, and other deep learning models have been developed to detect the virus from CXR Images.\textsuperscript{23,34} In the study,\textsuperscript{35} similar approaches like ResNet and VGG-19 algorithms were used for detecting the melanoma.

A deep learning model was developed for detecting the viruses from CXR Images to support vector machine for classification through extracting the deep features and transferring them. The accuracy obtained through this method was 95.38% obtained from the proposed model.\textsuperscript{36} Based on this comprehensive review\textsuperscript{37} it has been observed that chest CT images play an important role for the early detection of COVID-19 and other viruses. The comparison of the previous works which classifies pneumonia, COVID and normal chest X-ray Images are described in Table 1.

Table 1 describes different methods used which includes the most common 5-Fold Cross Validation, 10-Fold Cross Validation and others. Looking to the previous studies which have been conducted so far to detect Pneumonia, COVID and normal chest X-ray images it can be said that these studies show us various classifications and authors have worked on increasing the Accuracy as seen in Table 1. Various other factors like number of radiological images in training, testing, and validation affects the result classification such as Sensitivity, Specificity. Table 1 demonstrates the methods which have been used so far, the dataset, accuracy, sensitivity, specificity, proposed approach, and the summary. The simulation study results are as shown in Table 2.

Table 2 represents a comparison of simulation study results with existing CNN methods along with the trained parameters and computational complexity.

3 | METHODOLOGY AND DATASET

The purpose of this research is to use DenseNet-201, a new transfer learning framework, to diagnose COVID-19. The work done thus far with the DenseNet model has produced more accurate findings than any other model. The proposed model includes a composite learning factor technique, data augmentation, and a web console that assists the system's end users in simplifying their tasks. The new method was compared to others that had previously been created, and the proposed model produced more accurate findings. The dataset consists of the chest X-ray Images from Kaggle Open Data source (https://www.kaggle.com/datasets/preetviradiya/covid19-radiography-dataset). The dataset consists of the CXR images of individuals infected with pneumonia, patients with other infectious diseases, and healthy subjects. The dataset has the CXR frontal images, and the lateral images are rejected. This dataset includes a total of 15 153 images that are classified as either tested COVID-19 positive (3616), Viral Pneumonia positive (1345), or Normal (10 192). The images are labeled as Pneumonia, Normal, COVID-19. Figure 1 represents the CXR of the patients with Pneumonia and Figure 2 represents the CXR of the patient without Pneumonia.

4 | PROPOSED MODEL

For the medical tests the patient visits the radiology center for chest radiography. The X-ray technician will take the chest X-ray Image of the patient and the CXR would be further assessed by the Radiologist. The diagram of the proposed model is shown in Figure 3.

Chest X-ray utilizes a small dose of ionizing radiation (0.1 mSv) in order to capture the CXR Images. CXR Imaging produces two-dimensional images of the heart, lungs, airway, and blood vessels, as well as the bones of the spine and chest. The CXR will assist the medical provider in making a diagnosis and can provide additional
| References | Method used | Dataset utilized | Sensitivity | Accuracy | Specificity | Proposed approach | Summary |
|------------|-------------|------------------|-------------|----------|-------------|-------------------|---------|
| Proposed method | Train: Test = 3200:1600 | Total = 16 000, COVID = 3616, Non-COVID = 12 384 | 98.5% | 99.1% | 98.95% | DenseNet-201 | More Accuracy, Sensitivity and Specificity. Includes the GUI Tool |
| [38] | | | 98% | 90.9% | 87.1% | ResNet18, ResNet50, SqueezeNet and DenseNet-121 | Results in very high on sensitivity; compares state-of-the-art CNN models |
| [39] | 5 Fold Cross Validation | Total = 610 Images (COVID-305, Normal - 305) | 97.80% | 97.40% | 94.70% | Multiresolution CovXNet | CovXNet Proposed. Demonstrates high sensitivity, specificity, accuracy. Images used is low |
| [40] | 4 Fold Cross Validation | Total = 594 Images (COVID-264, Normal - 310) | 97.5% | 95.3% | 98.60% | CoroNet (Xception) | Demonstrates high accuracy, sensitivity and specificity |
| [41] | Train: Test = 5467:965 | Total = 6432 Images (COVID-576, Normal - 1583, Pneumonia - 4273) | 92.7% | 95.3% | 98.2% | Inception V3, Xception, ResNeXt | Comparison of state-of-the-art CNN Models High accuracy, sensitivity, specificity |
| [35] | 5 Fold Cross Validation | Total = 6926 Images (Normal-4337, COVID-2589) | 92.35% | 94.43% | 96.33% | COVID X-Net | High accuracy, sensitivity, specificity. Number of images is quite low |
| [42] | 10 Fold Cross Validation | Total = 1428 Images (Normal-504, COVID-224, Pneumonia - 700) | 41% | 90.5% | 99% | VGG19, Inception, Xception, MobileNet v2, ResNetv2 | Comparison of state-of-the-art CNN Models High accuracy, sensitivity, specificity. Some error found in reporting data |
| [23] | 5 Fold Cross Validation | Total = 625 Images (COVID-125, Normal - 500) | 95.13% | 98.08% | 95.30 | DarkNet | High accuracy, sensitivity, specificity. Number of images is low |
| [43] | Train: Test = 50:1 | Total = 13 975 Images (COVID-5338, Normal-8066) | 95% | 93.30% | 95% | COVIDNet | High accuracy, sensitivity, specificity |
| [34] | 5 Fold Cross Validation | Total = 1006 Images (COVID-538, non-COVID-468) | 95.09% | 91.62% | 88.33% | Combining InceptionV3, Resnet50V2 and DenseNet201 | Ensemble based technique. High accuracy, sensitivity, specificity |
| Reference No. | Algorithms used | Trained parameters | Computational complexity |
|--------------|----------------|-------------------|-------------------------|
| 39           | ResNet18 ResNet50 SqueezeNet DenseNet-121 Dataset 5 k images Transfer Learning (Training of 2 k images) | Weights, Layer of neurons | It is possible to reduce the number of channels in a DenseNet Architecture since each layer receives feature mappings from all preceding layers (so, it have higher computational efficiency and memory efficiency) |
| 40           | COVXNET        | Kernels, Dilation Rate, Weights, Fine Tuning Layers | Traditional convolution can also be divided into depth wise and pointwise convolutions, which greatly reduces the amount of time and calculation required to perform the operation |
| 41           | CORONET        | Fine Tuning Layers, Batch Size, Optimizer | There were promising results on the dataset supplied for CoroNet. When more training data is provided, the performance can be further enhanced |
| 35           | Compared 3 models Inception v3 Xception ResNeXt | Layers, Weights, Bias | The XCeption net provides the best performance and is best suited for use. We were able to correctly classify covid-19 images, demonstrating the potential of such systems for automating diagnostic activities in the near future |
| 42           | COVID-XNETS    | Layers, Kernel Size, Optimizer | This unique model was selected by way of an Exhaustive Grid Search over the number of layers and kernel's sizes, prioritizing accuracy, and computational complexity |
| 23           | VGG19 MobileNet V2 Inception Xception Inception ResNet V2 | Layers, Classifier | This technique is widely used to avoid the computational costs of starting from scratch when training a very deep network or to keep the important feature extractors learned during the initial step |
| 43           | DarkNet Model Provides binary classification (Covid vs. non-findings) Multiclass Classification (Covid vs. Non-finding vs. Pneumonia) | Layers | With the filters it applies, a convolution layer captures features from the input, and a pooling layer reduces the size for computational performance, as is typical in CNN structures |
| 34           | Experiment Model usedVGG19 ResNet-50 COVID-Net | Batch Size, Epochs, Learning Rate, Factor, Patience | The VGG-19 and ResNet-50 architectures were far more sophisticated, whereas COVID-Net was significantly simpler. The COVID-Net network architecture outperformed the VGG-19 and ResNet-50 in terms of test accuracy and COVID-19 sensitivity |
information that aids in the treatment of the patient. In this method of diagnosis, the predicted symptom/disease is identified, and treatment is given accordingly. The proposed framework as shown in Figure 3 will aid radiologists by providing better feedback on CXR Images. [Correction added on October 22, 2022, after first online publication: Figure 1 changed to Figure 3]. In the framework, The X-ray technician will take the chest X-ray of the patient and upload it on the software using his login credentials. In the next step, the radiologist will log in to the software using his user credentials and the Radiologist will clean the Digital Imaging and Communication in Medicine (DICOM) Image which will deidentify patient record. After the removal of the information, the image is assigned a patient's identification number by the software which will further assist the medical facilities for the better management of the data. The radiologist will check the image to which the patient's record number is attached and after approval from the radiologist, the software will connect to the internet. The image is then now uploaded on the cloud platform which is the framework for the proposed DenseNet201 Model. The result of the proposed DenseNet-201 would be the classification in terms of chest X-ray Images as Pneumonia, Normal or COVID-19. The classification result would be generated by the software and shown as feedback to the radiologist. The classification report is sent to the doctor by the radiologist. The doctor shall prescribe the necessary medications and treatments to the patient and also recommends for the further medical tests if necessary. As shown below, Figure 4 demonstrates the flowchart of the proposed software model.

The flowchart as shown in Figure 4 begins with the uploading of the DICOM Image by the technician which further goes to the radiologist for removal of the patient's information to protect from data-breach and to comply with HIPAA. Once the patient's information from the DICOM file is removed, the software will check the image again and if the information is still not removed, the process will repeat. If the patient's information is removed, the radiologist shall assign a deidentified record number and will send it to the radiologist for the final check. Once the radiologist approves and assigns the patient's record number, the image shall be uploaded to the AI module and the software shows the output in terms of the classification. Observing the results, the doctor consults the patient and can assist in further medications.

In our day-to-day life, we come up with the medical diagnosis performed by multiple medical expert's views. If we have the feedback from the proposed model, we reach to a more reliable conclusion. In our proposed model, transfer on DenseNet was utilized to train the algorithm to detect the presence of viruses in the chest X-ray images. The proposed model consists of three additional layers which include a flatten layer and two dense layers consisting of three output nodes. The output nodes in our model describes the classifications as Normal, Pneumonia, COVID-19. In the model, the dataset which was utilized was taken from Kaggle. In order to train the model, 16 000 chest X-ray images were used. The images used were resized to (224*224) pixels to match the dimensions of the algorithm.
DenseNet201 is divided into four blocks, each of which includes a connection to prior feature maps, allowing for feature propagation and reuse. DenseNet201 generally allows influence from the previous layers in the model which is sometimes referred to as “Collective Knowledge.” The advantage of Dense Convolutional Network as shown in the Figure 5 is that it requires less parameters as compared to the other models of CNN. The advantages of DenseNet201 are High Computational Efficiency and Memory Efficiency. The diagram of the DenseNet Block is shown in Figure 5. [Correction added on October 22, 2022, after first online publication: removed part of sentence referring to backend computations in the cloud model].

The detailed overview of the working of Dense Blocks in the proposed DenseNet201 model is represented in the Figure 6. In the proposed model there are four dense blocks used which are interconnected to each other. The images are given as an input to the DenseBlock-1 which passes through the convolution block. The convolutional block is generally used for detecting small features of an image and the pooling layer acts as a layer reducing feature map sizes. The output of the pooling layer is given as the input to the Dense Block-2 and the same process is repeated for all the four blocks. In the proposed model, the convolution layers are used for the edge detection and the output obtained is a feature map which generates at each Dense Block which assists to train our model with more accuracy. The four Dense Blocks utilized here results in higher accuracy in classification of the image. The detailed explanation of the image classification is shown in Figure 7.

Figure 7 shows the comprehensive overview of the process of the Backend AI Computations in the proposed model. The initial stage as described in Figure 7 consists of preprocessing steps. In preprocessing the chest X-ray images are first transformed into Grayscale Images and then the Edge Detection is performed. Further, the images are converted from Grayscale and resized to 224*224 pixels. The next stage is considered to the training and validation. In this stage, the images are split into the Validation and Training where 80% of the images are used for validation and 20% images are used for Training Set. The next stage is the filtration stage where the Gaussian filter is being used. In the fourth stage, the images go to the Dense Net-201 module for training and validation. The output of the DenseNet-201 is the classification of the images as Pneumonia, COVID-19 or Normal, which acts as feedback to the Radiologist.

In the proposed model, the transfer learning on DenseNet201 was used by taking the weights saved from training on ImageNet and freezing them during training.
Transfer learning is advantageous in that it prevents overfitting by being previously trained on millions of images and having the outer layers frozen during the actual training. The DenseNet201 model is more efficient in training since it has fewer trainable parameters to ResNet50 while being similarly accurate. DenseNet201 has four dense blocks which all have connection to previous feature maps. By allowing a direct link from any given layer to all previous layers, DenseNet201 allows influence from previous layers sometimes referred to as a “collective knowledge” and epochs and is saved. The DenseNet201 architecture is shown in Figure 8.

Dense Net architecture for ImageNet is as described in Figure 8 with the growth rate for all the corresponding networks \((k) = 32\). Here as shown, each convolution layer as described in Table 2 corresponds to the sequence
BN-ReLU-Conv while the very first convolution layer with the size of the filter 7*7 corresponds to the Conv-BN-ReLU. The full model was frozen, and the three layers were added. The three layers includes a flatten layer followed by two dense layers which has three output nodes. In the array, all the images were stored, and then random splitting of the images was done as training (70%), validation (20%), and testing (10%). On the last three layers, the whole model was trained for 100 epochs and was saved. The nomenclature of the Dense Net -201 is as described in Table 3.

Hyperparameter tuning: The proposed model fine tuning for transfer learning using Dense Net-201 as a source dataset, the base model which was created to compare the success metrics of each model and to develop a common architecture for each model. In the proposed
model, the hyperparameters and design of the fully connected layers remained the same. Table 4 Hyperparameter tuning for proposed DenseNet-201 architecture lists the values for each attribute and architecture that was previously discussed.

### 4.1 Preprocessing

The associated images are normalized and resized to fit the dimensions of the intended algorithm, 224*224. The reason behind using 224*224 images is that it requires less memory and computing power. The image size of the input image is important; the larger the image, the more parameters the neural network will have to handle. More parameters may lead to several problems. One of the major problems is the need for more computing power (memory). CNNs are memory-intensive, especially for training. If the model is running out of memory, memory can be reduced by reducing the batch size, reducing the input image resolution, reducing the number of layers of the network, or doing some down sampling very early on (but reducing layers or down sampling will impact performance). In the proposed model, there are a total of 16,000 images divided into COVID-19 = 3,616, Normal = 10,192, Pneumonia = 1,345.
Furthermore, it is bifurcated as 70% validation, 20% training, 10% testing. The whole process is done three times to make the three subsets. The images are shuffled and split into Validation, Testing and Training sets. If there is a case where the same patients CXR images are in both test, and training data, then there is a chance that the result obtained will be overly optimistic due to the overlap of the patient. The folders of CXR Images have been formed and prepared for training and testing the model. The distribution of the data is as shown in Figure 9.

Figure 9 describes the bifurcation of the total images from the dataset utilized and splitting the data into Validation, Training, and Test. This will allow the model for the optimum utilization of the dataset and the model would be trained.

4.1.1 | Tools used

We have utilized Jupyter Notebook, Python and TensorFlow 2.2.0. For implementing the DenseNet-201, TensorFlow, a deep learning library is used and all the training and testing procedures are experimented in Jupyter Notebook.

4.2 | Performance metrics

4.2.1 | Edge detection

For finding out the boundaries (edge’s) of the objects as well as to pull out useful information from the image, Image Processing techniques are used. Here in the proposed model our objects is the lungs, so lungs would be detected. Generally, for pulling out useful information, edge detection is useful which gives us the detailed information of the object. In the proposed model, Sobel Edge Detection algorithm\(^{46-48}\) is used which is made up of 3*3 convolutional kernels.

Sobel Operator is the Magnitude of the gradient is given by

$$M = \sqrt{s^2_x + s^2_y},$$

equation, and the partial derivatives are defined by

$$s_x = (a_2 + ca_3 + a_4) - (a_0 + ca_7 + a_6), \quad (1)$$
$$s_y = (a_0 + ca_1 + a_2) - (a_6 + ca_5 + a_4). \quad (2)$$

Constant \(c = 2\). Here as compared to other gradient operators \(S_x\) and \(S_y\) can be applied using convolution masks where,
Here the operator portrays an importance on the pixels that are nearer to the center of the masks. The Sobel Operator is one of the most used operators.

### 4.2.2 | Noise reduction

To reduce the noise and the details from the image, Gaussian blur is applied. Image Convolution techniques are applied with Gaussian kernel, which can be of the size (3*3, 5*5 or 7*7). The Gaussian function with 5*5 Gaussian kernel is represented in Equation (4). For the Gaussian filter, the equation is of the size (2 k + 1) (2 k + 1) which is represented by the following equation.

\[
H_{ij} = \frac{1}{2\pi\sigma^2} \exp \left(-\frac{(i-(k+1))^2 + (j-(k+1))^2}{2\sigma^2}\right); \quad 1 \leq i, j \leq (2k+1),
\]

where, \(\sigma = \) standard deviation.

In the computer vision, looking the image through translucent screen is the same as blurring the image. It is generally used to enhance at different scales similar to data augmentation. In gaussian blurring, the process is divided into two parts. In the first part, in a horizontal or a vertical direction, one dimensional kernel is generally used. To blur in the other direction, the same one-dimensional kernel is used in the second part. Finally, the gained effect is similar to convolving with a two-dimensional kernel (2D) in single pass. These are also known as low pass filters.

### 4.3 | Evaluation metrics

To understand the machine learning models evaluation metrics are calculated. For the model presented, four metrics Accuracy, Precision, Recall and F1 score are calculated. Predicted Label shows the classification of results as True Positive, False Positive, False Negative, and True Negative.

### 4.4 | Quantitative analysis

Quantitative analysis is a mathematical calculation of the parameters of the model which defines the feasibility and accuracy of the model. The quantitative analysis for the proposed model is divided into five categories as described below.

#### A. Classification accuracy:

Accuracy is the most important parameter and is a proportion of correctly calculated observations to the total observations. Normally if the higher accuracy is achieved the model tends to be the best but having a symmetric dataset where false positives and false negatives are equal, other parameters are observed to estimate the execution of the proposed model. \(^{(4)}\)

\[
\text{Accuracy} = \frac{\sum \text{True Predicted Values}}{\sum \text{True Values} + \sum \text{False Values}}. \quad (5)
\]

#### B. Precision:

Precision means the proportion of currently predicted positive observations to the total predicted observations. For every single class there is one precision value. \(^{(4)}\) Precision is observed when the predictions given by the proposed model are correct.

\[
\text{Precision} = \frac{\text{True Positive}}{\sum \text{Positive Values}}. \quad (6)
\]

#### C. Recall:

Recall is said to be the ratio of the results of the model to the actual results. For each classification there is one recall value. To maximize the prediction of a particular class, the recall value in the results is observed. \(^{(4)}\)

\[
\text{Recall} = \frac{\text{True Positive}}{\text{Predicted Results}}. \quad (7)
\]

#### D. F1 Score:

F1 score is generally known to be the weighted average of the Precision and Recall. F1 score takes false positives and false negatives into consideration. \(^{(4)}\) F1 is more useful than studying the accuracy. If the false positive and false negatives have similar costs, accuracy is observed to determine the results.

\[
\text{F1 Score} = \frac{2 \times (\text{True Positive})}{(2 \times \text{True Positive}) + \text{False Values}}. \quad (8)
\]
E. Sensitivity and specificity:

The model's capability to predict true positives is known as sensitivity and specificity is defined as models ability to predict true negatives.\(^4\)

\[ f(t) = S_n + S_p \]

Here \( S_n = \text{Sensitivity} \), \( S_p = \text{Specificity} \).

\[ \text{Sensitivity} : S_n = \frac{T_p}{T_p + F_n} \quad (10) \]

\[ \text{Specificity} : S_p = \frac{T_n}{T_n + F_p} \quad (11) \]

The equations are calculated, and the results are shown in Table 5.

Table 5 indicates the classification of the tested parameters. Parameters includes Precision, Recall, F1 scores and its average in three conditions Normal, COVID-19 and Viral Pneumonia.

5.5 | Convergence analysis

Convergence analysis is dependent on the variables such as weights, error, and accuracy. In our proposed methodology, the convergence analysis is shown in Figure 10A. It shows the epoch versus magnitude (Validation Loss and Validation Accuracy) graph and Figure 10B describes epoch versus magnitude (Training Loss and Training Accuracy) graph. The maximum value of error or accuracy can be 100% which means on the scale of 0 to 1. The SI unit is not utilized to specify error or accuracy. Hence, the term magnitude is taken on Y axis.

As shown in Figure 10A,B, the validation loss is lesser than training loss initially, so it depicts this case mentioned below. It is illustrated from the figures that epoch is completed when all of the training data is passed through the network precisely once, and if the data are passed in small batches, each epoch could have multiple backpropagations. Each backpropagation step could improve the model significantly, especially in the first few epochs when the weights are still relatively untrained. As a result, there is lower validation loss in the first few epochs when each backpropagation updates the model significantly.

5 | RESULTS AND DISCUSSION

The proposed model was trained on 100 epochs to minimize the overfitting and increase the trained parameters. The transfer learning on DenseNet201 was used by taking the weights saved from Training on ImageNet and freezing them during training. Transfer learning is advantageous as it prevents overfitting by being previously trained on millions of images and having the outer layers frozen during the actual training. The DenseNet201 model is more efficient in training since it has fewer trainable parameters compared to ResNet50 while being similarly accurate. DenseNet201 has four dense blocks which all have a connection to the previous feature maps. By allowing immediate networks from any layer to connect all the previous layers, DenseNet201 allows influence from previous layers sometimes referred to as "collective knowledge". Python library keras was used to alter the DenseNet. The learning optimizer was used categorical cross entropy optimizer to Adam, the learning rate set to 00.001 and softmax as the activation function. The results of the existing CNN models such as ResNet50, VGG16, and others are compared.

5.1 | Confusion matrix

Figure 11 shows the classification of predicted values through confusion matrix which represents the prediction as Viral Pneumonia, COVID or Normal. Figure 11A
shows the confusion matrix for classification of COVID-19 and non-COVID-19 Cases. As shown in the figure, 2171 cases were correctly predicted as non-COVID-19 by the model and 687 cases were correctly predicted as COVID-19 cases by the model. Figure 11B shows the confusion matrix for the classification of Normal and Not Normal Images (Not Normal may include COVID-19, Viral Pneumonia and Bacterial Pneumonia) 1914 cases
were predicted as Normal cases and 929 as not normal cases by the model. It also shows that there were 78 wrongly predicted Not Normal cases. Similarly, Figure 11C demonstrates the confusion matrix for Viral Pneumonia and Not Viral Pneumonia cases. The 2756 cases were correctly predicted as Not Pneumonia and 224 cases were predicted as Pneumonia cases. Here Figure 11D shows the combined confusion matrix for a specific disease prediction model. Confusion matrix as represented in the Figure 11D shows that out of 2074 Normal patients, 2062 has been diagnosed by our proposed model and only 12 out of 2074 has been wrongly classified. Correspondingly, out of 700 CXR images of COVID patients, 690 has been diagnosed by our model and only 10 out of 700 were not diagnosed correctly. Similarly, for Pneumonia 252 out of 257 CXR Images were predicted as Normal cases and 929 as not normal cases by the model. It also shows that there were 78 wrongly predicted Not Normal cases. Similarly, Figure 11C demonstrates the confusion matrix for Viral Pneumonia and Not Viral Pneumonia cases. The 2756 cases were correctly predicted as Not Pneumonia and 224 cases were predicted as Pneumonia cases. Here Figure 11D shows the combined confusion matrix for a specific disease prediction model. Confusion matrix as represented in the Figure 11D shows that out of 2074 Normal patients, 2062 has been diagnosed by our proposed model and only 12 out of 2074 has been wrongly classified. Correspondingly, out of 700 CXR images of COVID patients, 690 has been diagnosed by our model and only 10 out of 700 were not diagnosed correctly. Similarly, for Pneumonia 252 out of 257 CXR Images were predicted as Normal cases and 929 as not normal cases by the model. It also shows that there were 78 wrongly predicted Not Normal cases. Similarly, Figure 11C demonstrates the confusion matrix for Viral Pneumonia and Not Viral Pneumonia cases. The 2756 cases were correctly predicted as Not Pneumonia and 224 cases were predicted as Pneumonia cases. Here Figure 11D shows the combined confusion matrix for a specific disease prediction model. Confusion matrix as represented in the Figure 11D shows that out of 2074 Normal patients, 2062 has been diagnosed by our proposed model and only 12 out of 2074 has been wrongly classified. Correspondingly, out of 700 CXR images of COVID patients, 690 has been diagnosed by our model and only 10 out of 700 were not diagnosed correctly. Similarly, for Pneumonia 252 out of 257 CXR Images were
detected correctly and only 5 CXR images were classified incorrectly. The overall accuracy based on the confusion matrix shows 99.1% (3004/3031). The computed Cohen’s Kappa coefficient is 98.1%. The detection sensitivity of the proposed model is 98.5% (690/700) and specificity is 98.95%. So, the model produces competitive results compared to VGG16 and ResNet50. Figure 12 shows the accuracy of the prediction by the model and the error incurred in certain predictions. The observations from training and validation analysis are as shown in Figure 12.

As seen in the Figure 12 is classified into four parts: Training and validation analysis over 10 epochs and 100 epochs. In general model accuracy on training data is expected to be more as it is on a small sample dataset where Validation or Testing data are the whole dataset on which accuracy of the model might be lower as there might be certain outliers edge case in the data which cannot be determined by the algorithm. There are two parameters to be studied: the validation data and the training data. Addition of it shows a learning curve that may represent some overfitting. Perhaps using some digital image processing to the images such as removing the thorax or smoothing the images could help prime the data set to a smoother loss and accuracy curve. Even with the slight over fitting the proposed model produced detection sensitivity of 98.5% with an overall accuracy of 99.1%. The Figure 12A: Epoch versus accuracy describes the model accuracy over 10 epochs. When we train the model the accuracy per epoch goes on increasing but for validating the data there is a spike in accuracy as the epoch increases. Figure 12B describes Epoch versus Loss

![Model Accuracy](image1)

(A) Epoch vs Accuracy for 10 epochs

![Model Loss](image2)

(B) Epoch vs Loss for 10 epochs
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(C) Epoch vs Accuracy for 100 epochs

![Model Loss](image4)

(D) Epoch vs Loss for 100 epochs

**FIGURE 12** Training and validation analysis over 10 and 100 epochs. (A) Epoch versus accuracy for 10 epochs. (B) Epoch versus Loss for 10 epochs. (C) Epoch versus accuracy for 100 epochs. (D) Epoch versus Loss for 100 epochs. [Correction added on October 22, 2022, after first online publication: 100 epochs have been corrected to 10 epochs in Figure 12A and 12B]
over 10 epochs. Analyzing Figure 12B shows the model loss over 10 epochs. As we see the learning curve, amount of loss goes on decreasing over the epochs when the model is trained. When examining the training data, as shown in Figure 12C: Model accuracy analysis, the correctness of the data increases with the increase in epoch with a minor variation. As can be seen, validation data increase at first and then dramatically declines as the number of epochs increases. Then there is a big spike, and the variation is much higher than in the training data set. Figure 12D: Model loss analysis shows that model loss decreases with increasing amount of epoch for
the training data set but for the validation set there is a huge-spike, and the loss increases compared to the training data set.

When epoch = 10, the accuracy of the training as well as validation interjects for epochs 2–8 accuracy for both the dataset is consistent at certain iterations which implies that the datapoints at those intervals would be pretty much similar. When epochs = 10, it can be observed from both the graphs that loss and accuracy are inversely proportional so training dataset has higher accuracy and decreasing loss graph while the actual dataset has loss at its peak at iteration 2–4 which indicates that tuning or determining parameters of algorithm defined on training dataset might not be working on actual one. While epoch = 100, values for training and actual dataset does not overlap at all, so even if the datapoints are similar the algorithm behaves differently also it can be observed the values for training dataset are pretty much consistent that is, accuracy between 0.98 to 100 and loss from 0.05 to 0 while the values for the validation datasets are fluctuating.

5.2 | The prototype tool

As discussed in the proposed approach, a straightforward application was created for the recognition of the Pneumonia, Normal, COVID Chest X-ray Images. As shown in Figure 13, the application will allow any medical facilitator to upload a CXR Image and produce feedback. [Correction added on October 22, 2022, after first online publication: Figure 12A-C changed to Figure 13]. The application will execute the proposed model and delivers the label for the CXR Images. Accordingly, it will detect the CXR Image and will show the classification in the form of Text as well as it will show the CXR Image. This application would be utilized by the radiologists for classification of the CXR Images. This application can be utilized on platforms like Windows, MAC and Linux as it is developed on python and it is an open-source platform.

Figure 13A shows the welcome screen of GUI tool. Figure 13B demonstrates the patient details form which is entered by technician and the database is generated in Microsoft Excel to store the patient’s information. Figure 13C is the analysis window of GUI where the analysis is performed on GUI Tool and the classification result is displayed.

6 | CONCLUSION

In this research paper, the proposed software model is framed to assist the radiologists in getting feedback on Chest -X-ray Images (CXR-Images). The feedback allows the radiologists to confirm the prediction of the disease and give the report to the treating physician. The proposed software model is framed keeping the consideration for HIPAA compliance for maintaining the privacy of the patient’s information. The prototype model framed can be utilized in remote places to overcome the shortage of radiologists and to get better feedback. In addition, such models can be utilized to analyze other chest-related illnesses including tuberculosis, and the same model can also be framed for studying skin lesions. The expansion of the proposed model and the prototype would be a medical Web/Mobile based Application which scans the X-ray, CT scans, and MRI for giving feedback by looking at millions of images in the database and showing the related images. The feedback would be the medications given to the patient. This future work shall assist Physicians to get feedback on the treatments given so far and to prescribe treatments to patients for better and faster recovery. This bridge will allow physicians across the world to study the various medical treatments given in the past to the patients and their recovery rate. Applications of AI in healthcare will play a massive role in improving public health and medical facilities. The further developments and modifications in the DenseNet-201 architecture shall also contribute to the recognition of the abnormalities in the hand and spine images and the application developed will recognize the crack in the bones and shall give feedback to the physician or radiologist. These developments will make the novel contribution to the medical community and shall assist the medical facilities.
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