Precision spectroscopy of the $X^1\Sigma_g^+, v = 0 \rightarrow 1 (J = 0 - 2)$ rovibrational splittings in H$_2$, HD and D$_2$
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Abstract

Accurate experimental values for the vibrational ground tone or fundamental vibrational energy splitting of H$_2$, HD, and D$_2$ are presented. Absolute accuracies of $2 \times 10^{-4}$ cm$^{-1}$ are obtained from Doppler-free laser spectroscopy applied in a collisionless environment. The vibrational splitting frequencies are derived from the combination difference between separate electronic excitations from the $X^1\Sigma_g^+, v = 0, J$ and $v = 1, J$ vibrational states to a common $E\Sigma_1^+, v = 0, J$ state. The present work on rotational quantum states $J = 1, 2$ extends the results reported by Dickenson et al. on $J = 0$ [Phys. Rev. Lett. 110 (2013) 193601]. The experimental procedures leading to this high accuracy are discussed in detail. A comparison is made with full ab initio calculations encompassing Born-Oppenheimer energies, adiabatic and non-adiabatic corrections, as well as relativistic corrections and QED-contributions. The present agreement between the experimental results and the calculations provides a stringent test on the application of quantum electrodynamics in molecules. Furthermore, the combined experimental-theoretical uncertainty can be interpreted to provide bounds to new interactions beyond the Standard Model of Physics or fifth forces between hadrons.
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1. Introduction

The first modern explanation of the chemical bond between two neutral hydrogen atoms was put forth in 1927 by Heitler and London [1], and is one of the earliest applications of quantum theory, specifically that of Schrödinger’s wave mechanics formulation in 1926 [2]. Heitler and London showed that by accounting for Pauli’s exclusion principle [3] in combining atomic hydrogen wavefunctions to construct molecular wavefunctions, the existence of a bound molecular state is explained. Despite their calculated binding energy being off by some 30% from the contemporary experimental value, their pioneering quantum mechanical calculation for the stability of molecular hydrogen ushered the era of quantum chemistry. It is interesting to note that the Born-Oppenheimer approximation [4] was also proposed in 1927, and this approach of separating electronic and nuclear motions has largely shaped molecular theory since. The next breakthrough in ab initio potential calculations for H$_2$ was achieved by James and Coolidge in 1933 in their treatment of the ($X^1\Sigma_g^+$) ground state [5]. Using two-electron wave functions with explicitly correlated electrons, an approach introduced by Hylleraas for the helium atom [6], they transcended the concept of electrons being in individual states as used in the Hartree-Fock method. The James-Coolidge solution relied on the variational method to determine the correct nonlinear parameters in combining the wave functions. With a set of only 13 of these wave functions, taken as a truncated basis to represent the total Hilbert space of infinite dimension, they improved the minimum energy in the Born-Oppenheimer potential of the $X^1\Sigma_g^+$ state to 38 300
cm\(^{-1}\). This was a substantial improvement of about 5,500 cm\(^{-1}\) with respect to the best theoretical values available at the time. Over the years improvements on the accuracy has been obtained \([2, 3, 8, 10, 11, 12]\), and important methodical reviews can be found in Refs. \([13, 14, 15, 16, 17]\). The achievement of the initial studies of James and Coolidge \([5]\) can best be appreciated considering that further improvement in the calculated potential has been only 222 cm\(^{-1}\) since then, obtained by Wolniewicz in 1995 with essentially the same method but with a basis of 883 wave functions \([18]\). At present, the Born-Oppenheimer potential energy can be evaluated to accuracies better than 15 digits using more than 22,000 basis functions \([19]\), made possible by developments in numerical procedures and improvements in computing power.

The precision of the calculated Born-Oppenheimer energy may be considered exact for the purpose of comparisons with experiment. Corrections beyond the Born-Oppenheimer approximation need to be evaluated to improve upon the accuracy of the \textit{ab initio} values. In addition to adiabatic and nonadiabatic effects comprising the non-relativistic Born-Oppenheimer corrections, it is also necessary to account for accurate relativistic and radiative or quantum electrodynamic (QED) corrections. Until up to 2010, the work of Wolniewicz \([18]\) that included estimates of radiative corrections, had constituted the state-of-the-art for calculations of level energies in the \(X^1\Sigma^+_g\) ground state of molecular hydrogen. This led to a calculated energy of the actual ground state (or equivalently the dissociation limit) to an accuracy 0.01 cm\(^{-1}\). The recent work of Pachucki, Komasa and co-workers has achieved breakthroughs in the evaluation of nonadiabatic effects \([20, 21]\) as well as relativistic and radiative corrections \([22, 23]\), resulting in accurate level energies of \(X^1\Sigma^+_g\) rovibrational levels \([24, 25, 26]\). In Fig. 1 the different contributions to the level energy of the lowest quantum state \((X^1\Sigma^+_g, v = 0, J = 0)\) with respect to the dissociation energy of molecular hydrogen are represented graphically to give an impression of the scale of the corrections.

Theoretical and experimental efforts on the determination of ground state level energies in molecular hydrogen mutually stimulated improvements on both fronts as soon as more accurate values were obtained. As an illustration, consider the dissociation energy of the \(X^1\Sigma^+_g\) ground state, a benchmark quantity for the comparison of experiment and theory. The experimental determination of the dissociation energy by Witmer \([27]\) in 1926 already gave results within 3\% of the modern value, an order of magnitude better than the Heitler-London calculations as mentioned. The James-Coolidge calculations in 1933 \([5]\) resulted in a dissociation energy that is within 10\(^{-4}\) of the present value, matched later by the experimental determination by Beatl in 1935 \([28]\) that was also accurate to within 10\(^{-4}\). This lively dynamics continued through the 1960s-1970s, between the experimental efforts of Herzberg and co-workers \([29, 30, 31]\) and theoretical efforts by Kolos and co-workers \([9, 11]\). In the middle of the 1990s, the theoretical result of Wolniewicz \([18]\) for the dissociation energy was expressed in 8 significant digits, although the uncertainty was not explicitly
mentioned. Eyler and co-workers determined the dissociation limit to an accuracy of 0.01 cm⁻¹ in 2004, improving upon their previous result using the same method. The most accurate experimental dissociation energy for H₂ was obtained in 2009 by Liu et al., and later extended to D₂ and HD. Remarkably, accurate theoretical values for H₂ and D₂ dissociation energies as well as HD were presented a short time thereafter.

Ab initio theory can also be tested through a comparison with the experimental determinations of level splittings in the rovibrational manifold of the ground state. Herzberg first predicted, in 1938, that it should be possible to record rovibrational transitions in the ground state manifold, and later discovered the quadrupole spectrum in 1949 by photographing a total of eight lines in the (2,0) and (3,0) bands. The quadrupole spectrum including the fundamental (1,0) band was investigated by several other groups, for example by Rank and co-workers. The measurements by Bragg et al. greatly improved the accuracy of the spectroscopy of the quadrupole bands and was until recent years considered as the most accurate work on the direct measurement of the vibrational splittings. Laser-based direct excitation of the weaker (4,0) and (5,0) overtone quadrupole bands was performed in the visible domain. Later investigations using cavity-ring down spectroscopy on the H₂ (3,0) overtone band were carried out by Robie et al. using a pulsed source and Hu et al. using a cw source. Campargue and co-workers have recently performed high-resolution determinations of the (2,0) overtone bands of H₂ and D₂ using quantum cascade lasers. Maddaloni et al. performed precision measurements using cavity-ring down techniques for the fundamental band of D₂.

The quadrupole excitations in the ground electronic state described above have very low transition probabilities. The ground state energy splittings can be determined indirectly from appropriate combinations of dipole-allowed transitions between ground state and excited electronic states. For example, the strongest molecular hydrogen transitions in Lyman (B¹Σ⁺→X) and Werner (CᵢΠₒ→X) bands have been used to derive ground state rovibrational constants. Herzberg first predicted that these bands would be possible to record rovibrational transitions in the ground state manifold, shown to correspond to a double-well potential. The ground state molecular constants derived largely on the experimental data of Dabrowski but also including quadrupolar transitions. The natural linewidths of transitions in the Lyman and Werner bands ultimately limit the accuracy that can be achieved.

In contrast, the rovibrational levels of the lowest-lying excited singlet gerade state EF¹Σ⁺ of molecular hydrogen have longer natural lifetimes, even up to 150 ns, since one-photon transitions to the ground state are forbidden. The gerade states can be accessed from the ground state through two-photon spectroscopies, which also allow for more accurate level energy determinations. This first excited singlet gerade state in molecular hydrogen, the EF¹Σ⁺ state, shown to correspond to a double-well potential, has been investigated thoroughly over the years. Eyler and coworkers performed a number of laser spectroscopic studies of increasing accuracy. A determination of frequencies of Q-branch transitions in the lowest EF¹Σ⁺ state with accuracy was performed with improved accuracy by Hannemann et al. The lowest rotational levels in the EF¹Σ⁺ state derived from the latter study were used as anchor lines, to which a large number of levels in the excited state manifold, obtained from high-resolution Fourier-transform studies, were connected to the ground state. Accurate values for level energies of the high rotational states up to J = 16 in the EF¹Σ⁺ state, v = 0 electronic state were obtained in Ref. using UV two-photon spectroscopy.

In this paper, we present accurate experimental and theoretical values for the fundamental vibrational splitting of H₂, D₂ and HD. This extends a recent report on the rotationless ground state derived from the latter study were used as anchor lines, to which a large number of levels in the excited state manifold, obtained from high-resolution Fourier-transform studies, were connected to the ground state. Accurate values for level energies of the high rotational states up to J = 16 in the EF¹Σ⁺ state, v = 0 electronic state were obtained in Ref. using UV two-photon spectroscopy.

2. Experiment

In this study, high-precision UV two-photon spectroscopy is performed on vibrationally excited molecular hydrogen to determine the transition frequencies of the Q(0), Q(1) and Q(2) lines in the EF¹Σ⁺ – X¹Σ⁺ (0, 1) band for all three isotopomers H₂, HD and D₂. In combination with the previous determination by Hannemann et al. for the three Q-branch lines in the EF¹Σ⁺ – X¹Σ⁺ (0, 0) band, accurate values
Figure 2: (Color online) Potential energy diagram of molecular hydrogen, showing the relevant electronic states accessed in the present spectroscopic investigation. The indirect determination of the fundamental vibrational splitting $E_{01}$ relies on the measurement of Q-line transitions the $E^1 \Sigma_g^+ - X^1 \Sigma_g^+$ (0,1) band obtained in the present study and on the measurement of the Q-lines in the $E^1 \Sigma_g^+ - X^1 \Sigma_g^+$ (0,0) band, obtained in Ref. \[59\]. The excitation channels are indicated by (1) and (0), respectively. An auxiliary laser beam of 355-nm radiation was used in the REMPI detection scheme. The squared moduli of the vibrational wavefunctions are indicated in the inset.

of the fundamental ground tone splittings are obtained for $J = 0, 1$ and 2 rotational levels. The excitation scheme of the present and previous measurements is drawn in Fig. 2, with the potential energy curves of the relevant electronic states depicted, and the probed two-photon transitions indicated. The experimental setup is schematically shown in Fig. 3, with blocks representing the narrowband laser source, the frequency calibration setup and the molecular beam machine in which the Doppler-free spectroscopy is performed.

2.1. Narrowband laser source

A schematic representation of the laser system is shown as part of Figure 3. The Ti:Sa pulsed laser system is based on an injection-seeded oscillator-amplifier scheme. A continuous wave (cw) Ti:Sa laser serves as the injection-seed for the pulse generation, and is also used to lock the length of the oscillator cavity by a Hänsch-Couillaud scheme. The oscillator cavity is pumped with $\sim 8$ mJ of 5-ns pulses of the 532-nm (second-harmonic) output from an injection-seeded Nd:YAG laser operating at 10-Hz repetition rate. The resulting pulse from the oscillator cavity is further amplified in a 9-pass bowtie Ti:Sa amplifier pumped with $\sim 200$ mJ of the same Nd:YAG pump laser. Typical output pulse energies of the amplifier are approximately 45 mJ at the fundamental wavelength of 844 nm. The pulse duration of the fundamental IR pulses is $\sim 20$ ns corresponding to a Fourier-limited bandwidth of $\sim 22$ MHz. An extensive description of the laser system and its operation can be found in Ref. \[64\], while its performance in the measurements on the $E^1 \Sigma_g^+ - X^1 \Sigma_g^+$ (0,0) band were described in Ref. \[59\]. A 1-mm diameter pinhole is used as a spatial filter for the output of the Ti:Sa oscillator-amplifier system before the subsequent harmonic conversion. Spatial filtering selects a smaller portion of the beam thereby reducing frequency chirp effects across the beam profile, which is crucial in subsequent frequency calibrations. The spatially-filtered pulsed output is frequency up-converted in two successive frequency-doubling stages (using $\beta$-Barium Borate (BBO) crystals) to yield fourth-harmonic UV radiation, with approximately 350 $\mu$J pulse energies at 211 nm.
2.2. Two-photon Doppler-free REMPI

Two-photon Doppler-free techniques were combined with resonantly enhanced multi-photon ionization (REMPI) in the spectroscopic experiment. In an isotropic gas sample, two-photon absorption from two counter-propagating laser beams results in the cancellation of first-order Doppler shifts. However, the application in a molecular beam with a defined unidirectional trajectory, results in residual first-order Doppler shifts if there is a misalignment between the counter-propagating laser beams. To improve the laser beam alignment, an interferometric scheme is implemented [65]. The UV probe beam is split in two arms of equal intensity and arranged as part of a Sagnac interferometer, as depicted in Fig. 3, with the interference fringes indicating the degree of alignment. Narrow bandwidth UV radiation at 211 nm was used to probe the two-photon transitions in H$_2$, while HD and D$_2$ measurements required 209 and 207 nm, respectively. A 355-nm laser pulse is used to further ionize the molecules excited in the $EF^1\Sigma_g^+$, with the ionization laser delayed by 30 ns with respect to the probe laser. The H$_2^+$ molecular ions are accelerated by electrostatic lenses and then traverse a field-free time-of-flight (TOF) region. The ions impinge upon a multi-channel plate (MCP) detector attached to a phosphor screen, with the resulting fluorescence collected onto a photomultiplier tube (PMT), for signal registration.

2.3. Discharge excitation

The preparation of vibrationally excited molecules in $X^1\Sigma_g^+$ $v = 1, J$ is achieved through electron bombardment of the molecular beam in a discharge source similar to that employed in Ref. [66]. The discharge source is a ceramic pinhole nozzle with metallic electrodes (depicted in the top left corner of Fig. 3), attached to a pulsed solenoid valve (General Valve Series 9) operated at 10-Hz. The molecular beam pulse is discharget by applying a high voltage pulse to the cathode, with the discharge electrons moving upstream against the molecular beam trajectory. The anode is kept at the same potential as the valve orifice to avoid disturbing the valve operation. Sufficient population of vibrationally excited molecules was achieved at a voltage of approximately -750 V applied to the cathode. To reduce ions produced in the same discharge from reaching the detection zone, a pair of deflection plates was installed near the end of the discharge nozzle. The vibrationally excited molecular hydrogen passes through a skimmer (2-mm diameter) before entering the interaction zone where the UV spectroscopy takes place.

Figure 3: (Color online) A schematic layout of the experimental setup, with the laser system, the frequency calibration setup and the molecular beam apparatus with the counter-propagating laser beams in a Sagnac configuration for Doppler-free two-photon spectroscopy. B.S.: beam splitter; Sk.: skimmer. See text for further details.
2.4. Frequency calibration

The fundamental frequency $f_{IR}$ is calibrated by referencing part of the light from the Ti:Sa cw-seed laser to a (Menlo Systems M-comb femtosecond fiber) frequency comb acting as an optical frequency ruler. The carrier-envelope phase offset frequency $f_0$ and repetition frequency $f_{rep}$ of the frequency comb are locked to a local Rubidium-clock that is referenced to the global positioning system. A heterodyne beat note $f_b$ is made between the cw-Ti:Sa laser and the frequency comb modes on an avalanche photodiode, which is counted electronically. In practice, a number of frequency comb modes participate in the heterodyne process contributing to background noise. Thus, the frequency comb spectrum is dispersed with a grating and subsequent spatial filtering of the unwanted modes is implemented to increase the signal-to-noise ratio in the $f_b$ measurement. The optical frequency of the UV laser system $f_{UV}$ can be expressed as

$$f_{UV} = 4 \times f_{IR} = 4 \times (nf_{rep} + f_0 + f_b + f_{ch}),$$

where the prefactor of 4 accounts for the harmonic order, and $n$ is mode number of the frequency comb component used. The cw-pulse frequency offset $f_{ch}$ of the Ti:Sa system due to frequency chirp will be discussed below. The mode number determination follows from a coarse calibration of the laser using a Burleigh wavemeter accurate to $\sim 30$ MHz, which is sufficient for an unambiguous mode assignment since $f_{rep} \sim 250$ MHz. The sign of the respective frequency contributions to $f_{IR}$ may be positive or negative but can be easily determined in practice.

2.5. Ti:Sa cw-pulse frequency offset

In the frequency calibration procedure, the Ti:Sa cw-seed optical frequency $f_{IR}$ is determined, while the output of the oscillator-amplifier Ti:Sa pulsed laser system is actually used in the spectroscopy, after frequency upconversion to the 4th harmonic. Any frequency offset $f_{ch}$ between the Ti:Sa cw-seed frequency and pulsed output frequency needs to be determined, where it is possible that the optical frequency is time-dependent within the laser pulse. The pulse generated in the Ti:Sa oscillator is subject to cavity-mode pulling effects, as a result of an optically-induced change in refractive index of the Ti:Sa crystal due to the intense 532-nm pump pulse, contributing to a frequency offset. The actual cavity resonance in the presence of the pump pulse is then frequency-shifted with respect to the locking point of the unpumped cavity. The frequency shift can be separated into contributions from a thermal change of the refractive index $\Delta n_{th}$ and an effect from the population inversion $\Delta n_{inv}$ in the Ti:Sa crystal [64]. The total effective frequency offset, typically tens of MHz in the fundamental $f_{IR}$, can be compensated by controlling the lock setpoint of the Ti:Sa oscillator, e.g. locking at the side of the fringe in the H"ansch-Couillaud scheme.

A related phenomenon is spatial frequency chirp where the pulsed optical frequency varies across the transverse beam profile of the laser beam. This effect occurs in the amplification stage, because subsequent passes sample a different area within the pump beam profile that has a Gaussian intensity distribution. The spatial frequency difference from either edges of the beam profile was found to be a few MHz with respect to $f_{IR}$. To minimize such a spatial frequency offset, a 1-mm pinhole after the Ti:Sa amplifier acts as a spatial filter while still providing sufficient energy for the frequency upconversion process.

The cw-pulse offset frequency $f_{ch}$ is measured by heterodyning the amplified pulsed output of the Ti:Sa system with part of the cw-seed that is shifted by 250 MHz using an acousto-optic modulator (AOM). The resulting beat signal from a fast photo-detector is recorded with an oscilloscope for further frequency chirp analysis [67, 68]. A single-shot frequency chirp analysis is performed for every Ti:Sa pulse in order to account for the frequency offset $f_{ch}$ during each measurement point. A more detailed description of the frequency chirp measurements and analysis for the Ti:Sa pulsed laser system is given in Refs. [59, 64].

2.6. Assessment of systematic effects

A spectral recording of the $D_2 \ EF_1^1 \Sigma_g^+ - X_1^1 \Sigma_g^+(0,1)$ two-photon transition is shown in Fig. 4. The full-width half-maximum of the spectral lines is $\sim 60$ MHz and is well-approximated by a Gaussian profile, limited by the instrumental linewidth of the UV laser source, and accounting for the two-photon excitation. As a test of robustness, the obtained line positions were also checked when imposing different
background levels. The uncertainty contribution is then estimated to be better than 500 kHz for most scans of good signal-to-noise ratio. For more noisy spectra, the line fitting uncertainty contribution is difficult to separate from statistical scatter, thus it is subsumed into the statistics entry. Several measurements of a specific transition taken over several days, demonstrate reproducibility of within \( \sim 2 \) MHz in the transition frequency.

### 2.6.1. ac-Stark effect

An important systematic effect is the ac-Stark frequency shift induced by the power density of the probe radiation. The use of a separate ionization laser, delayed with respect to the probe, allows for sufficient detection efficiency even at a reduced probe beam intensity, thereby minimizing the ac-Stark shift. The ac-Stark measurements are performed in two different beam configurations, referred to as (I) and (II). For most of the measurements, the UV beam is collimated with a beam diameter of 0.5 mm, using a combination of concave mirrors, that also serves to reduce beam astigmatism. This configuration (I) is typical for low UV power density. An additional benefit of configuration (I) is that it reduces residual first-order Doppler shifts compared to the case when using counter-propagating beams with curved wavefronts \[58\]. Using (I), a 355-nm laser pulse, delayed by 30 ns relative to the probe beam, was employed in order to ionize molecular hydrogen in the \( EF^1\Sigma_g^+ \rightarrow X^1\Sigma_g^+ (0,1) \) Q(1) two-photon transition in \( \text{D}_2 \). To aid in the ac-Stark shift assessment and to improve the extrapolation to the field-free case, a second configuration is implemented, referred to as (II). In this configuration, a lens with 1-m focal length is placed before the beam splitter in Fig. 3 thus reducing the beam diameter to \(~ 80 \mu \text{m}\) in the interaction region so that the power density is increased by a factor \(~ 40\) with respect to that of (I). The intensity of the spectroscopy UV beam in (II) is sufficient to induce ionization, so that a separate ionization laser is not required.

Measurements are performed for different probe beam intensities in both configurations and the results are illustrated in Fig. 5. The measurements for higher power densities (II) are shown in the full graph, while the measurements at low power density (I) are enlarged in the inset. The field-free transition frequency at zero intensity is obtained from a weighted linear fit of the combined measurement results of (I) and (II). The horizontal axis represents the relative power density and is derived from a measurement of the probe beam intensity and a measurement of the beam diameter at the interaction region. It is worth noting that for the energy range between 30 and 300 \( \mu \text{J}\) in (I), the ac-Stark frequency shifts are within statistical scatter. The estimated error from the ac-Stark effect is deduced from the error of the intercept determined in the extrapolation procedure, with the extrapolated field-free frequency estimated to be accurate to \( \sim 0.4 \) MHz. This extrapolation procedure was performed for every transition measured.
2.6.2. dc-Stark effect

The dc-Stark effect is avoided by pulsing the voltages of the ion extraction plates so that the transitions are probed under dc field-free conditions. However, no measurable change in the transition frequencies was observed when the extraction fields were operated in either pulsed- or dc-mode, and we therefore estimate a contribution of \( \leq 0.1 \) MHz on the systematic uncertainty due to the dc Stark effect.

2.6.3. Laser beam alignment

The residual first-order Doppler shifts estimated from the Sagnac interferometer alignment of the counter-propagating probe beams were experimentally verified by purposely misaligning the probe beams, where the resulting shifts were found to be below statistical scatter. Further tests were also performed by using mixed samples of molecular hydrogen and krypton to reduce the speed of \( \text{H}_2 \). More finely-tuned molecular beam velocities were obtained by varying the delay between the timing of the valve opening and the trigger of the laser pulse, by means of which molecules in the leading, middle and trailing parts of the gas pulse are probed. Fig. 6 shows the frequency measurements of the \( EF^1\Sigma_g^+ - X^1\Sigma_g^- (0,1) \) line for the six different \( \text{H}_2 \) beam velocities thus obtained. No effect above the statistical uncertainty is observed.

2.6.4. Pressure shifts

To assess possible pressure shifts, we use the pressure shift coefficient for Rydberg states from Ref. [31] of \( 5.7(5) \text{ cm}^{-1}\text{amagat} \) as an upper limit, noting that for the pure ground electronic state, quadrupole transition shifts are in the order of \( \sim 3 \times 10^{-3} \text{ cm}^{-1}\text{amagat} \), see e.g. [46]. From local gas densities used in the experiment, an upper limit for the pressure shift of \( 0.06 \) MHz is estimated.

2.7. Uncertainty estimates

Table I summarizes the uncertainty contributions in MHz from different error sources in the determination of the \( EF^1\Sigma_g^+ - X^1\Sigma_g^- (0,1) \) transitions. Systematic corrections were applied separately for each spectral recording, for example for the frequency chirp and ac-Stark shift. The statistics entries denote the statistical 1\( \sigma \) standard deviations of all the measurements after the contributions of various systematic effects have been corrected for. The uncertainties in the determination of the line positions are not indicated as they are already included in the statistical entry, where the averaging is weighted by uncertainty in the line fitting for each recorded spectrum. The data collection for each line covered a period of different days, where the different transitions were remeasured throughout the whole measurement period to confirm the reproducibility of the results.
Figure 6: (Color online) Transition frequency of the H₂ Q(1) line measured at different molecular beam rms speed, obtained from different concentrations of H₂-Kr mixtures, and time delay settings between valve opening and laser trigger.

Table 1: Estimated systematic and statistical uncertainty contributions for the frequency calibrations of the $EF^1Σ^+_g - X^1Σ^+_g$ (0,1) transitions in H₂, HD and D₂. The uncertainty values (Unc.) are given in MHz.

| Contribution                        | Species | Unc.  |
|-------------------------------------|---------|-------|
| (i) ac-Stark$^a$                    |         | < 0.4 |
| (ii) dc-Stark                       |         | < 0.1 |
| (iii) frequency chirp$^a$           |         | 2.0   |
| (iv) frequency calibration          | H₂      | 0.5   |
| (v) residual 1st-order Doppler      | HD      | 0.3   |
|                                     | D₂      | 0.3   |
| (vi) 2nd-order Doppler              |         | < 0.1 |
| (vii) pressure shift                |         | < 0.1 |
| (viii) statistics                   | H₂      | 1.5$^b$|
|                                     | HD      | 1.6$^c$|
|                                     | D₂      | 1.9$^d$|
| Total Uncertainty$^e$               | H₂      | 2.6   |
|                                     | HD      | 2.6   |
|                                     | D₂      | 2.8   |

$^a$ ac-Stark and chirp offsets are corrected for and not indicated in the table.

$^b$ Standard deviation based on 63 measurements.

$^c$ Standard deviation based on 69 measurements.

$^d$ Standard deviation based on 64 measurements.

$^e$ Quadrature sum of errors.
Table 2: Transition frequencies for Q-lines in the $EF^1\Sigma_g^+ - X^1\Sigma_g^+$ (0,1) band in H$_2$, HD and D$_2$. Data for the $EF^1\Sigma_g^+ - X^1\Sigma_g^+$ (0,0) band from Ref. [59]. All values in cm$^{-1}$.

|          | Q(0)    | Q(1)    | Q(2)    |
|----------|---------|---------|---------|
| $EF^1\Sigma_g^+ - X^1\Sigma_g^+$ (0,1) |
| H$_2$    | 95 003.62055 (10) | 94 954.47739 (10) | 94 856.71748 (10) |
| HD       | 95 669.18610 (10) | 95 631.61343 (10) |                     |
| D$_2$    | 96 467.83202 (10) | 96 442.20932 (10) | 96 391.10000 (10)  |
| $EF^1\Sigma_g^+ - X^1\Sigma_g^+$ (0,0) |
| H$_2$    | 99 164.78691 (11) | 99 109.73139 (18) | 99 000.18301 (11)  |
| HD       | 99 301.34662 (20) | 99 259.91793 (20) |                     |
| D$_2$    | 99 461.44908 (11) | 99 433.71638 (11) | 99 378.39352 (11)  |

3. Results

Q-branch transition frequencies in the $EF^1\Sigma_g^+ - X^1\Sigma_g^+$ (0,1) band are listed in Table 2 for H$_2$, HD, D$_2$. The Q(1) and Q(2) transitions for each isotopomer extend the rotationless transitions reported by Dickenson et al. [63]. Also listed in Table 2 are the corresponding transition frequencies in the $EF^1\Sigma_g^+ - X^1\Sigma_g^+$ (0,0) band taken from Hannemann et al. [59]. The improved uncertainties for the present $EF^1\Sigma_g^+ - X^1\Sigma_g^+$ (0,1) transitions are primarily due to the reduction in the spatial frequency chirp of the Ti:Sa laser system output by spatial filtering. The data on the $EF^1\Sigma_g^+ - X^1\Sigma_g^+$ (0,1) band presented here are in agreement with results of Eyler et al. [55], with the present results representing a 100-fold improvement over the previous measurement.

Ab initio values for the vibrational energy splittings in the $X^1\Sigma_g^+$ electronic ground state were presented in Refs. [24, 26] for H$_2$ and D$_2$ while the rovibrational level energies of the HD ground state were given in Ref. [25]. These state-of-art calculations are based on Nonadiabatic Perturbation Theory (NAPT) [20, 21] to obtain the nonrelativistic energy contributions, while the nonrelativistic quantum electrodynamics (NRQED) formalism [22, 69, 70] is used to pertubatively obtain the relativistic and QED energy terms. More accurate theoretical values for the rotationless transitions of H$_2$, HD and D$_2$ were presented in Ref. [63]. The theoretical vibrational energy splittings are summarized in Table 3 where the various energy contributions are separately listed, including the estimated uncertainties where available. The most accurate values are for the rotationless transitions from Ref. [63] with accuracies of better than $1 \times 10^{-4}$ cm$^{-1}$. For the $J = 1, 2$ transitions of H$_2$ and D$_2$, accurate values were obtained from the supplementary material of Komasa et al. [26], however, only the accuracy of the total level energies was indicated. The obtained fundamental vibrational transition energies are estimated to be accurate to $1 \times 10^{-3}$ cm$^{-1}$. For the $J = 1 \rightarrow 1$ HD transition, level energies from Pachucki and Komasa [26] were used, however, the energy contributions were not separately indicated. The estimated theoretical uncertainty for the more accurate rotationless transition energies stems from the better uncertainty of the nonadiabatic corrections. This estimate is aided by available theoretical results for the rotationless vibrational splittings from Adamowic and co-workers [49, 71, 72], using an independent theoretical methodology based on a variational procedure to obtain the nonadiabatic wave functions. Similar calculations for transitions involving $J \neq 0$, however, are not available. Since Komasa, Pachucki and co-workers obtain transition energies using the same method for the rotationless case as for all $J$ quantum numbers, the original uncertainty estimates indicated in Refs. [24, 25, 26] are likely to be overestimated.

Ground state $X^1\Sigma_g^+$ energy splittings are obtained from the combination differences of the $EF^1\Sigma_g^+ - X^1\Sigma_g^+$ transition energies and are listed in Table 4. The indicated uncertainty of the fundamental vibrational
Table 3: Ab initio values for the fundamental vibrational energy splittings \( (v = 0 \rightarrow 1) \) of the \( X^1 \Sigma_g^+ \) ground state for the three isotopomers \( \text{H}_2 \), HD and \( \text{D}_2 \). The different columns indicate the transitions labeled by the rotational quantum numbers of the states involved. All values are in cm\(^{-1}\) with 1\(\sigma\) uncertainties given in between parentheses (\(\alpha\)). For the rotationless transitions, values without indicated uncertainties have negligible contributions, limited by numerical precision. For the relativistic and QED effects, \( \mathcal{R} \) denotes the Rydberg constant and the order in \( \alpha \) is indicated for each correction. The higher-order term HQED also includes estimates of the next order corrections. For the \( J = 1 \rightarrow 1 \) and \( J = 2 \rightarrow 2 \) values the combinations are taken from Refs. 24, 25, 26 where binding energies are listed separately for each \( (v, J) \) level; here the uncertainties are taken in quadrature from both independent values. For the \( J = 0 \rightarrow 0 \) values a cancellation of uncertainties is assumed as discussed in Ref. 63.

| \( \text{H}_2 \) | \( J = 0 \rightarrow 0 \) | \( J = 1 \rightarrow 1 \) | \( J = 2 \rightarrow 2 \) |
|----------------|----------------|----------------|----------------|
| Born-Oppenheimer | 4 163.403 50 | 4 157.483 7 | 4 145.680 5 |
| Adiabatic | -1.402 84 | -1.396 3 | -1.383 2 |
| Nonadiabatic | -0.836 49 | -0.835 4 | -0.835 5 |
| Nonrel subtotal \( (\alpha^0 \mathcal{R}) \) | 4 161.164 16(1) | 4 155.252 0 | 4 143.463 8 |
| Relativistic \( (\alpha^2 \mathcal{R}) \) | 0.023 41(3) | 0.023 2 | 0.027 |
| QED \( (\alpha^3 \mathcal{R}) \) | -0.021 29(2) | -0.021 2 | -0.021 1 |
| HQED \( (\alpha^4 \mathcal{R}) \) | -0.000 16(8) | -0.000 2 | -0.000 2 |
| Rel + QED subtotal | 0.001 96(9) | 0.001 8 | 0.001 4 |
| Theory total | 4 161.166 12(9) | 4 155.253 8(9) | 4 143.465 3(9) |

| \( \text{HD} \) | \( J = 0 \rightarrow 0 \) | \( J = 1 \rightarrow 1 \) |
|----------------|----------------|----------------|
| Born-Oppenheimer | 3 633.719 56 | – |
| Adiabatic | -0.932 59 | – |
| Nonadiabatic | -0.628 72 | – |
| Nonrel subtotal \( (\alpha^0 \mathcal{R}) \) | 3 632.158 26(1) | – |
| Relativistic \( (\alpha^2 \mathcal{R}) \) | 0.020 93(2) | – |
| QED \( (\alpha^3 \mathcal{R}) \) | -0.018 63(2) | – |
| HQED \( (\alpha^4 \mathcal{R}) \) | -0.000 14(7) | – |
| Rel + QED subtotal | 0.002 16(8) | – |
| Theory total | 3 632.160 41(8) | 3 628.304 4(10) |

| \( \text{D}_2 \) | \( J = 0 \rightarrow 0 \) | \( J = 1 \rightarrow 1 \) | \( J = 2 \rightarrow 2 \) |
|----------------|----------------|----------------|----------------|
| Born-Oppenheimer | 2 994.440 84 | 2 992.329 5 | 2 988.113 3 |
| Adiabatic | -0.521 50 | -0.520 4 | -0.518 0 |
| Nonadiabatic | -0.304 47 | -0.304 3 | -0.304 0 |
| Nonrel subtotal \( (\alpha^0 \mathcal{R}) \) | 2 993.614 87(1) | 2 991.504 8 | 2 987.291 3 |
| Relativistic \( (\alpha^2 \mathcal{R}) \) | 0.017 71(2) | 0.017 6 | 0.017 5 |
| QED \( (\alpha^3 \mathcal{R}) \) | -0.015 39(2) | -0.015 4 | -0.015 3 |
| HQED \( (\alpha^4 \mathcal{R}) \) | -0.000 12(6) | -0.000 1 | -0.000 1 |
| Rel + QED subtotal | 0.002 20(7) | 0.002 1 | 0.002 1 |
| Theory total | 2 993.617 08(7) | 2 991.507 0(2) | 2 987.293 4(2) |
Table 4: Fundamental vibrational energy splittings ($v = 0 \rightarrow 1$) in H$_2$, HD and D$_2$. The third column is the difference between the experimental and theoretical values, $\Delta E = E_{\text{exp}} - E_{\text{the}}$, while $\delta E$ represents the combined experimental and theoretical uncertainty. All values in cm$^{-1}$.

|       | Experiment | Theory     | $\Delta E$ | $\delta E$ |
|-------|------------|------------|------------|------------|
| $J = 0 \rightarrow 0$ |            |            |            |            |
| H$_2$ | 4161.16636 (15) | 4161.16612 (9) | 0.00024 | 0.00017 |
| HD   | 3632.16052 (22) | 3632.16041 (8)  | 0.00011 | 0.00023 |
| D$_2$ | 2993.61706 (15) | 2993.61708 (7)  | -0.00002 | 0.00017 |
| $J = 1 \rightarrow 1$ |            |            |            |            |
| H$_2$ | 4155.25400 (21) | 4155.2538 (9)  | 0.0002  | 0.0009 |
| HD   | 3628.30450 (22) | 3628.3044 (10) | 0.0001  | 0.0010 |
| D$_2$ | 2991.50706 (15) | 2991.5070 (2)  | 0.0001  | 0.0003 |
| $J = 2 \rightarrow 2$ |            |            |            |            |
| H$_2$ | 4143.46553 (15) | 4143.4653 (9)  | 0.0002  | 0.0009 |
| D$_2$ | 2987.29352 (15) | 2987.2934 (2)  | 0.0001  | 0.0003 |

energy splittings is the quadrature sum of the uncertainties in the particular $EF^1\Sigma_g^+ - X^1\Sigma_g^+$ transition energies used. The difference between the experimental and theoretical results $\Delta E$ is also listed in Table 4 along with the combined uncertainty $\delta E = \sqrt{\delta E_{\text{exp}}^2 + \delta E_{\text{the}}^2}$, from the experimental $\delta E_{\text{exp}}$ and theoretical $\delta E_{\text{the}}$ uncertainties. The accuracy of present experimental values for the vibrational transitions is predominantly limited by the $EF^1\Sigma_g^+ - X^1\Sigma_g^+$ (0,0) results from Hannemann et al. [59]. For the rotationless transitions the theoretical values are more accurate than the experimental ones. However, for transitions involving $J = 1, 2$ the experimental results are 5 times more accurate. For the transitions listed, the difference $\Delta E$ is statistically consistent with null within the combined uncertainty $\delta E$. (The 1.5$\sigma$ deviation for the H$_2$ $J = 0 \rightarrow 1$ comparison is compatible with expectations from statistics.) The overall comparison demonstrates excellent agreement between the present experimental and theoretical values.

4. Comparison to previous studies

Various methods have been employed in direct excitations of ground state rovibrational transitions that include among others quadrupole absorption studies, Raman spectroscopy and electric-field induced dipole spectroscopy. Since the first measurements of the quadrupole spectra of H$_2$ overtone bands by Herzberg [38] using long-path classical absorption techniques, refinements have been applied through the years, e.g. by using more accurate echelle spectrometers by Rank and co-workers [39, 40, 73]. The improvements continued in the study of Bragg et al. [41] who employed Fourier-Transform (FT) spectroscopy techniques. Since the first measurements of Rasetti [74] and the early investigations of Stoicheff [75], the Raman spectrum has also been measured with ever increasing accuracies. From the first demonstrations by Crawford and Dagg [76] of the electric field induced dipole excitation, parallel improvements in accuracy have also been achieved by later investigators. The weak transitions probed necessitated high pressures that led to collisional shifts and broadening effects first investigated by May et al. [77, 78]. Numerous other investigations on the H$_2$ fundamental band at varying accuracies for the transition energies include Refs. [79, 80, 81, 82].

The comparison of the present experimental results to selected previous determinations is shown graphically in Fig. 7 for H$_2$. Only those investigations with the highest claimed accuracy for a particular method
are included in the figure. The results of Bragg and co-workers \cite{41} stood as the most accurate for decades, making use of Fourier Transform spectroscopy with long-path absorption samples. For the Q(1) transition, however, the result from Bragg \textit{et al.} differs from the present result by several standard deviations. In that study, the collision-induced dipole spectrum adds a broad background signal for the (1,0) band (e.g. Fig. 2 in Ref. \cite{41}) that could affect the determination of the line positions. The most accurate electric field induced spectrum was recorded by Buijs \cite{83} who also employed Fourier Transform spectroscopy. For Raman spectroscopy, the most accurate measurements were performed by Rahn and Rosasco \cite{82}, using a pulsed laser source based on difference-frequency mixing. The results of Rahn and Rosasco \cite{82} and that of Buijs \cite{83} are in fair agreement with the present results. The latter comparison suggests that electric-field induced frequency shifts are less severe than pressure-induced systematic shifts, even after pressure-shift corrections.

Fig. 8 is a graphical representation of the comparison of the present experimental results for the HD fundamental band to selected previous determinations. Rich \textit{et al.} \cite{88} reported the most accurate results with Fourier Transform spectroscopy on long-path absorption samples. The most accurate electric field induced spectrum was that of Brannon \textit{et al.} \cite{85} while Raman spectra for HD were obtained by Veirs and Rosenblatt \cite{80}. The fundamental band of D$_2$ was also included in the Raman spectroscopic investigations of Stoicheff \cite{75}. Later, Looi \textit{et al.} \cite{79} improved upon the Raman spectroscopy, and in addition investigated pressure dependent energy shifts. Electric field induced transitions of D$_2$ were also measured by Brannon \textit{et al.} \cite{85} with pressure shift corrections. McKellar and Oka \cite{90} used a difference-frequency laser system to investigate the fundamental vibrational band of D$_2$ in a long-path cell. Jennings \textit{et al.} \cite{91} performed accurate long-path
absorption measurements using FT spectroscopy. A comparison of the D2 fundamental band transitions is plotted in Fig. 9. The older results from long-path absorption and electric-field induced spectra coincide with the present results. The results from the Raman investigations deviate considerably from the other studies including the present, suggesting systematic errors in Ref. [79].

An indirect approach through empirical fitting of Dunham coefficients have been carried out by Stanke et al. [49] for H2. Experimental data included in the fit came from Dabrowski [50] for Lyman and Werner band transitions, but also most ground state studies mentioned above [40, 75, 80, 83, 85, 91]. Similar global fitting analyses based on the Dunham relation was also performed by the same group for HD [71] and D2 [72] resulting in similar uncertainties as in the case of H2. Remarkable accuracy was achieved for these global fits, despite considerable deviations of results from individual experiments used.

The excitation of molecular hydrogen in a collisionless environment in the present study is distinct from previous studies, where the low excitation probability required the use of dense gas samples with pressures of a few bars for detection. The recorded lines had Doppler-widths on the order of GHz and the collisional perturbation gives rise to pressure shifts amounting to 100 MHz [47]. These issues are effectively absent in the present study using molecular beam conditions. As a case in point, it is interesting to look at the claimed uncertainty of Maddaloni et al. [48], who deployed a high-resolution laser source based on difference-frequency-generation referenced to the Cs-clock primary standard using an optical frequency comb synthesizer. Nevertheless, a comparison with theory gives differences of 0.0015(3) and −0.0010(3) cm⁻¹ for S(0) and S(1) in Ref. [48], respectively, as pointed out in Ref. [26]. The excellent agreement of the present experimental results with the same ab initio calculations suggests that the systematic uncertainties in Ref. [48] might be underestimated.

5. Testing QED and fifth forces

As can be seen in Table 4 the ab initio values of the rotationless ground tone energies are the most accurate for all isotopomers. For these energy splittings, the relativistic and QED terms exhibit the dominant uncertainty contribution to the theoretical value while the nonrelativistic energy hardly contributes to the uncertainty. By subtracting the theoretical nonrelativistic energy term from the experimental value, one obtains a hybrid experimental-theoretical determination of the relativistic and QED contribution of
0.002 20(17) cm\(^{-1}\) for H\(_2\). Comparing the latter value to the \textit{ab initio} values represents a test of relativistic and QED calculations in molecules on the order of \(\sim 1\%\). Applying similar arguments for the dissociation limit of the ground electronic state of molecular hydrogen, and using the experimental results of Ref. \[34\] and theoretical values from Ref. \[24\], relativistic and QED calculations in molecules are verified on the order of \(\sim 0.1\%\).

The excellent agreement between theory and experiment discussed above, can be exploited to constrain effects beyond the Standard Model of Physics. Since molecular (and atomic) structure is dominated by the electromagnetic interaction, with the effects of the strong-, weak- and gravitational forces many orders of magnitudes weaker (at least for light systems as hydrogen, where weak force effects are not yet detectable), any discrepancy between measurements and theory points to new physics.

New interactions or modifications beyond the Standard Model are expected as it does not provide explanations for several phenomena, e.g. Dark Matter \[92\] and Dark Energy \[93\]. The possibility that these hypothetical new interactions or fifth forces have subtle effects in atomic or molecular structure is a complementary approach to the searches and tests in particle physics or astronomy.

Energy resonances in calculable few-body systems provide an ideal search ground. Simple systems to search for extra interactions between lepton and hadrons would be atomic hydrogen or the helium ion \[94, 95\], while extra hadron-hadron interactions can be probed in molecular hydrogen and molecular hydrogen ions. We express a general fifth force in terms of a Yukawa potential \(V_5(R)\) as a function of the distance \(R\) between hadrons, or the internuclear distance in molecular hydrogen:

\[
V_5(R) = \alpha_5 N_1 N_2 \frac{\exp\left(-R/\lambda\right)}{R} \hbar c = \alpha_5 N_1 N_2 Y_\lambda(R),
\]

where \(\alpha_5\) is an interaction strength, and \(\lambda\) is the characteristic range of the interaction. We assume that the long-range effect (as opposed to the short range of the strong force) scales with the number of nucleons of each nucleus, \(N_1\) and \(N_2\) respectively, and we treat protons and neutrons equally. The potential \(V_5(R)\) can be considered as a perturbation on the energies of quantum states, leading to a differential energy shift.
rovibrational transitions in HD on spectroscopic determinations on the dissociation energy $D^0$. Fundamental vibrational transitions in H have a larger $\Delta V_{5,\lambda}$ energy shift. The largest inherent sensitivity is expected for the dissociation energy $D_0$ since the shift is $\langle \Delta V_{5,\lambda} \rangle = -\alpha_5 N_1 N_2 \langle \Psi_{v=0}(R) | Y(r, \lambda) | \Psi_{v=0}(R) \rangle$. For a particular transition, $\Delta Y_\lambda$ is greatest for H$_2$ and least for D$_2$ since the spatial extent of the wavefunctions between any two levels, with corresponding set of quantum numbers, are more similar for D$_2$ than in H$_2$. However, the effect of nucleon numbers, $N_1$ and $N_2$, more than compensates for the lower $\Delta Y_\lambda$ in the heavier isotopomers, so that the expected energy shift $\langle \Delta V_{5,\lambda} \rangle$ is actually greatest for D$_2$ and least for H$_2$ for a particular transition.

An upper bound for the interaction strength $\alpha_5$ can be be obtained from the combined experimental-theoretical uncertainty $\delta E$ for a particular transition by the relation $\alpha_5 < \delta E/(N_1 N_2 \Delta Y_\lambda)$. Fig. 10 shows the constraint for the interaction strength $\alpha_5$, for certain range $\lambda$ of the interaction, obtained from the rotationless fundamental vibrational transitions in H$_2$, HD and D$_2$, with the shaded area indicating the excluded region. The fifth-force interaction strength is given in terms of the strengths of the electromagnetic force, $\alpha$, and the gravitational force, $\alpha_G$. More stringent bounds in the same length scale are discussed in Ref. 96 based on spectroscopic determinations on the dissociation energy $D_0$ of molecular hydrogen as well as rovibrational transitions in HD$^+$. Similar constraints have been extended to shorter interaction length at sub-Angstrom scales in Ref. 100 based on level splittings in exotic molecules. The interaction length scale $\lambda$ can be associated with the mass $m_5$ of a fifth-force carrier particle as indicated in the upper horizontal axis in Fig. 10. This boson mass range is complementary to the mass sensitivity range in particle.
accelerators on the high end, and the low-mass sensitivity in gravitational test experiments on the other extreme.

From the present measurements on level splittings of the fundamental ground tones in the hydrogen molecule and its isotopomers, a constraint on the strength of a possible fifth force between hadrons is determined to be $|\alpha_5/\alpha| < 2 \times 10^{-8}$ for a force range of 1 Å.

6. Conclusion

The fundamental vibrational energy splitting of H$_2$, HD, and D$_2$ were determined to absolute accuracies of $2 \times 10^{-4}$ cm$^{-1}$, or a relative accuracy of a few parts in $10^{-8}$. The vibrational splitting frequencies are derived from the combination difference between separate electronic excitations from the $X^1\Sigma_g^+, v = 0, J$ and $v = 1, J$ vibrational states to a common $E^1\Sigma_u^+, v = 0, J$ state. Doppler-free laser spectroscopic investigation applied in a collisionless molecular beam environment leads to high accuracy, where pressure effects are negligible in contrast to studies based on gas cells. The excellent agreement between the experimental results and the calculations provides a stringent test on the application of quantum electrodynamics in molecules, and can be used to provide bounds to new interactions. Upper bounds derived from molecular hydrogen indicate that the interaction strength of possible fifth forces must be at least 8 orders of magnitude weaker than the electromagnetic strength, for a fifth-force interaction range in the order of typical internuclear distances of $\sim$ 1 Å. This brings molecular spectroscopy studies again to the forefront of physics, reminiscent of the early days of quantum mechanics.
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