High-resolution Spatial and Temporal Microscopy with Intense-laser-induced Rescattering Electrons
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Abstract. Following the recent developments in intense laser techniques, ultrafast phenomena of the order of a few femtoseconds to attoseconds have been discussed. We are developing new methods for ultrafast imaging for transient atomic and molecular systems. We apply the recently developed quantitative rescattering theory together with a fitting procedure to extract effective potentials as well as elastic differential cross sections of the target ions with free electrons within the single active electron model. Using experimental photoelectron spectra for rare gas atoms of Ne, Ar, Kr, and Xe, we show that the extracted atomic potentials are in good agreement with those obtained theoretically. The current method of retrieval does not require precise knowledge of the peak laser intensities. The results show that accurate charge distribution of target ions indeed can be retrieved from experimental photoelectron spectra generated by lasers, thus paving the way for using infrared laser pulses for dynamic chemical imaging of transient states of molecules with temporal resolution of few femtoseconds.

1. Introduction

X-ray diffraction and electron diffraction are the conventional methods for imaging matters to achieve spatial resolution of better than sub-Angstroms, but they are incapable of achieving temporal resolutions of femto to tens of femtoseconds, required for following chemical and biological transformations. To image such transient events, unique facilities like ultrafast electron diffraction method [1] or large facilities such as x-ray free-electron lasers (XFELs) are being developed. Instead of pursuing these evolving technologies, here we provide the needed quantitative analysis to show that existing few-cycle infrared lasers may be implemented for ultrafast imaging of transient molecules.

When an atom is exposed to an infrared laser, the atom is first tunnel ionized with the release of an electron. This electron is placed in the oscillating electric field of the laser and may be driven back to revisit its parent ion. This reencounter incurs various elastic and inelastic electron-ion collision phenomena where the structural information of the target is embedded[2]. The possibility of using such laser-induced returning electrons for self-imaging molecules has been frequently discussed[3, 4, 5, 6, 7]. It is reported that the outermost molecular orbital of the N\textsubscript{2} molecule can be extracted from the high-order harmonic generation (HHG) spectra using the tomographic procedure[8]. This interesting result has generated a lot of excitement, but the reported results are based on a number of assumptions[9, 10, 11]. To make dynamic chemical
imaging with infrared lasers as a practical tool, general theoretical considerations, especially on the validity of the extraction procedure, should be given carefully.

Recently we have developed a quantitative rescattering (QRS) theory for laser induced high-energy photoelectron spectra and HHG spectra[12, 13, 14]. We demonstrated that the elastic differential cross sections (DCS) of free electrons by the target ions can be accurately extracted from the photoelectron spectra[15, 16, 17, 18]. We also showed that the accurate photo-recombination cross sections can be extracted from HHG spectra[19]. Our conclusions are based on accurate theoretical solutions of the time dependent Schrödinger equation [20, 21] as well as experimental results by different groups [16, 17, 18]. Further, it is shown that using numerically obtained DCS for rare gas atoms with intrinsic random errors, the effective potentials between free electron and the target ions, or the charge densities of the target ions, can be accurately retrieved by a fitting procedure using a Genetic algorithm[22]. These results indicates the possibility of re-constructing the structural information of a transient molecule using laser induced photoelectron spectra and HHG spectra.

In the present work, we outline our recent progress on the ultrafast imaging, based on the QRS theory. We also present a new result of retrieving the effective potentials for rare gas atoms directly from existing experimental photoelectron spectra generated by intense laser pulses.

2. Outline of the quantitative rescattering theory

The detailed explanation of the QRS theory for photoelectron spectra [13] and HHG spectra[14] has been given previously, thus only the essential points are given here.

In the QRS theory, we establish that experimental high-energy photoelectron momentum distributions, \( S(p) \), can be expressed simply by using the returning electron momentum \( p_r \),

\[
S(p) = W(p_r)\sigma_{\text{exp}}(p_r, \theta_r),
\]

where \( \sigma_{\text{exp}}(p_r, \theta_r) \) is the elastic DCS of free electrons with momentum \( p_r \), by the target ion. Here \( \theta_r \) is the scattering angle with respect to the direction of the returning electron along the polarization. \( W(p_r) \) is interpreted as the momentum distribution of the returning electrons, to be called the returning wave packet in this work. A detailed expression of the returning wave packet has been derived analytically based on a fully quantum mechanical adiabatic theory[15]. We use the fact that the electron spectra exhibit cylindrical symmetry along the laser polarization for atomic targets. It is shown that the relation between the returning electron momentum \((p_r, \theta_r)\) and the photoelectron momentum \((p, \theta)\) in the laboratory frame can be written as

\[
\begin{align*}
p_z &= p \cos \theta = \pm (p_r/1.26 - p_r \cos \theta_r), \\
p_y &= p \sin \theta = p_r \sin \theta_r,
\end{align*}
\]

where along the \( z \)- and \( y \)-axes are parallel and perpendicular to the polarization direction, respectively, and the “+” and “−” signs in Eq. (2) refer to cases where the electrons collides with the ion from the “right” and the “left”, respectively, and this relation is shown in Fig. 1(a). Note that \( p_r/1.26 = A_r \), where \( A_r = A(t_r) \) is the vector potential at the time, \( t = t_r \), when the electron returns to the core. Similarly \( p_r = p_r(t_r) \) is the electron momentum at the time of the return. The relation \( p_r/1.26 = A_r \) states that the returning electron momentum is determined by the vector potential at the returning time only. This relation with the coefficient of 1.26 would give the maximum collision energy of about 3 \( U_p \), when the electrons return at the time when the vector potential is near the maximum. According to this relation, the peak laser intensity does not enter Eqs. (2) and (3), thus we are able to decouple the two terms on the right-hand side of Eq. (1). Note that the term \( p_r/1.26 = A_r \) in Eq. (2) means that an additional momentum \( \pm A_r \) will be added to the momenta of the photoelectron along the polarization direction as it exits the laser field. (See Fig. 1(a).)
Since $\sigma_{\text{exp}}(p_r, \theta_r)$ as well as the relation between $(p_r, \theta_r)$ and $(p, \theta)$ is independent of laser intensity, we can integrate Eq. (1) over focus volume to obtain

$$S_{\text{ho}}(p) = \hat{W}_{\text{ho}}(p_0) \sigma_{\text{exp}}(p_r, \theta_r), \quad (4)$$

where $S_{\text{ho}}(p)$ is the volume-integrated photoelectron momentum distributions from a laser beam which has a peak intensity of $I_0$ at the laser focus, and $\hat{W}_{\text{ho}}(p_r)$ is the volume-integrated wave packet, namely,

$$\hat{W}_{\text{ho}}(p_r) = \rho \int_0^{I_0} W_I(p_r) \left( -\frac{\partial V}{\partial I} \right) dI \quad (5)$$

with $W_I(p_r)$ being the wave packet for the laser pulse at a single intensity $I$ and $\rho$ being the density of the target gas. Here, $-\left(\partial V/\partial I\right)dI$ represents the volume element for having the intensity between $I$ and $I + dI$. Since $S_{\text{ho}}(p)$ describes the 2D electron momentum distributions measured experimentally, we can use Eq. (4) to extract the DCSs and the effective potentials.

3. Extracting elastic electron-ion scattering cross sections and charge densities from experimental high-energy photoelectron momentum spectra

Eq. (4) shows that the experimental 2D electron momentum distributions, $S_{\text{ho}}(p)$, for photoelectrons can be expressed as the product of a volume-integrated wave packet, $\hat{W}_{\text{ho}}(p_r)$, and elastic DCS, $\sigma_{\text{exp}}(p_r, \theta_r)$, of the target ion with electrons. If one can calculate $\hat{W}_{\text{ho}}(p_r)$ or obtain it in some other ways, then the DCS can be extracted from Eq. (4). In our previous work[18, 19, 13, 14], we showed that the wave packet can be conveniently calculated and the obtained cross sections were compared with experimental results. Then, the extracted DCS can be used to find the effective potentials by a fitting procedure as in Ref. [22]. In the present work, the effective potentials are searched directly, without knowing the laser parameters, from the photoelectron distribution by the least square fitting, minimizing the sum

$$\chi^2(\Xi) = \sum_{ij} \left[ \frac{\sigma(p_i, \theta_j; \Xi)}{\sigma(p_i, \theta_0; \Xi)} - \frac{\sigma_{\text{exp}}(p_i, \theta_j)}{\sigma_{\text{exp}}(p_i, \theta_0)} \right]^2, \quad (6)$$

where $\sigma(p, \theta; \Xi)$ is the DCS calculated using the effective potential described by a set of fitting parameters, $\Xi$, and the angle $\theta_0$ is fixed to normalize the DCS. Since the wave packet, $\hat{W}_{\text{ho}}(p_r)$, is independent of the scattering angle $\theta_r$, the ratio of the experimental DCSs can be evaluated by the relation $\frac{\sigma_{\text{exp}}(p_r, \theta_0)}{\sigma_{\text{exp}}(p_r, \theta_0)} = \frac{S(p)|_{p_r=p_r, \theta_r=\theta_0}}{S(p)|_{p_r=p_r, \theta_r=\theta_0}}$ using Eq. (4). On the other hand, the theoretical DCS, $\sigma(p, \theta; \Xi)$, is obtained from the solution to the time-independent Schrödinger equation in the single active electron approximation using the effective potential used in ref. [23, 24], which is parametrized in the form

$$V(r; \Xi = \{Z, \xi, \eta\}) = -Z_{\text{eff}}(r)/r, \quad (7)$$

where the effective charge $Z_{\text{eff}}(r)$ reads

$$Z_{\text{eff}}(r) = (Z - 1) \left[ 1 - \left\{ \frac{\eta}{\xi} (e^{\xi r} - 1) + 1 \right\}^{-1} \right] - Z. \quad (8)$$

Note that the effective charge $Z_{\text{eff}}(r)$ goes to 1 for large $r$, and to the nuclear charge of the target atom, $Z$, at $r = 0$. It is also empirically found that $\xi \sim 1$ and $\eta \sim Z^{0.4}$ for all elements[24]. Thus we search the fitting parameters in the ranges of $Z = [1, 100]$, $\xi = [0.5, 6.5]$, and $\eta = [Z^{0.4} - 1, Z^{0.4} + 1]$ to find the minimum of $\chi^2(\Xi)$ n Eq. (6). To find the parameters
for each target efficiently, we use the Genetic Algorithm[25] used in Ref. [22] as well as Powell’s method[26]. We note that the shape of the model potentials as well as the calculated DCSs are almost the same as those used in ref. [22].

We apply the QRS theory together with the fitting procedure described above to analyze the experimental photoelectron spectra of rare gas atoms generated by 800 nm, 100 fs, $\sim 10^{14}$ W/cm$^2$ intense laser pulses, which are reported in refs. [16, 18]. In Fig. 1(a), we show the 2D experimental photoelectron spectrum of Ne at the laser intensity of $I_0 = 3.5 \times 10^{14}$ W/cm$^2$ (The precise intensity of the experiment is not important). In Fig. 1(b), we replot the high-energy part of the spectra between the two dashed circles in Fig. 1(a) as a function of the rescattering electron momentum, $(p_r, \theta_r)$. To smooth out the above threshold ionization (ATI) peaks, the electron spectra in Fig. 1(b) are obtained by integrating over a bin of $\Delta p_r = 0.05$ a.u. and $\Delta \theta_r = 10^\circ$. In Fig. 1(c), we show the effective charge, $Z_{\text{eff}}(r)$, extracted from the experimental data by the fitting procedure, normalizing the DCSs at $\theta_0 = 170^\circ$. Note that the calculated DCSs for fitting are also convoluted using the same size of the bin as the experimental one. In Fig. 1(d) we also show the experimental DCS obtained from the relation $\sigma_{\text{exp}}(p_i, \theta_0) = \sigma(p_i, \theta_0; \Xi)$ with the best fit.

**Figure 1.** (a) Two-dimensional photoelectron distribution of Ne in a 100 fs laser pulse at the peak intensity of $3.5 \times 10^{14}$ W/cm$^2$. The image is plotted in logarithmic scale. (b) High-energy part of the photoelectron distributions between the dotted circles in Fig. 1(a) for large angles as a function of the rescattering electron momentum, $(p_r, \theta_r)$ in linear scale. (c) Effective charge extracted from experimental data using a fitting procedure. (d) Elastic differential cross sections extracted from experimental data using a fitting procedure.

We applied the same method to extract the effective charge and the DCS from the experimental data for Ar, Kr, and Xe. The extracted DCS are shown in the left column of Fig. 2.
Figure 2. Elastic differential cross sections extracted from experimental data (left) and calculated in the single active electron approximation (right). The dark triangles in the lower left corners on the left column indicate the regions where no photoelectron data are available. Together with the one from Ne. On the right-hand column, the DCS calculated theoretically in the single active electron approximation using the effective potentials with the parameters
tabulated in ref. [24] are shown. We can see a large degree of agreement between each pair of the DCSs in a broad range of angles and energies.

We also compare the reconstructed effective charges from experimental data with those from the model potential in [24]. We can see good agreements between them. Indeed, the nuclear charges of $Z =$ 10.6, 15.1, 38.8, and 50.1 for Ne, Ar, Kr, and Xe obtained from the fitting procedure are close to those for the real atoms within 20%.

Looking into more details, the discrepancy between the effective potentials extracted from experimental data and from theory is larger for Ne, although the agreement between the cross sections is fairly good. We looked at the shape of $\chi^2(\Xi)$ around the minimum for Ne graphically, and found that the minimum is very shallow in $(Z, \eta, \xi)$ space. Indeed, the DCSs calculated using the two effective potentials in Fig. 3 for Ne almost coincide with each other, indicating that wider region of photoelectron momentum distributions are needed to determine more accurate potential.

This result indicates that the QRS model in the form of Eq. (4) together with the fitting procedure in Eq. (6) works very well, and one can use laser-induced high-energy photoelectron spectra to probe the target atom structure.

![Effective charge comparison graphs](image)

**Figure 3.** Comparison of theoretical and experimental effective charges extracted from photoelectron momentum spectra.

### 4. Summary and Outlook

In this work we have successfully extracted the elastic scattering differential cross sections (DCS) as well as the effective potential between the singly charged ions of rare gas atoms and free
electrons from the momentum distributions of high-energy photoelectrons generated by infrared laser pulses. The essential idea is based on the recently developed quantitative rescattering (QRS) theory [12, 13, 14] together with the fitting procedure [22]. In the QRS theory, we have shown that high-energy photoelectron momentum distributions can be expressed as the product of a returning electron wave packet with the DCS for the collision between free electrons and target ions at large angles. In particular, the theory has been shown to apply to experimental electron spectra where photoelectrons are collected from spatially distributed laser intensities. It is possible to apply the present method to extract effective charge and DCS for more complex molecular targets. High-energy photoelectron momentum distributions has become available for isotropically distributed [27] and partially aligned [28] molecules. Since probe pulses with duration of a few femtoseconds are readily available these days, this method can be used for dynamic chemical imaging with temporal resolution of a few femtoseconds. Our results presented in this work show that the effect of collecting electrons from the whole laser focus volume and the lack of precise knowledge of lasers do not limit this versatile method by using appropriate fitting procedure. The present results thus serve to illustrate that dynamic chemical imaging of atomic and molecular targets with infrared lasers indeed is possible [29].
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