KUPERBERG INVARIANTS FOR BALANCED SUTURED 3-MANIFOLDS
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ABSTRACT. We construct quantum invariants of balanced sutured 3-manifolds with a Spin\(^c\) structure out of an involutive (possibly non-unimodular) Hopf superalgebra \(H\). If \(H\) is the Borel subalgebra of \(U_q(\mathfrak{gl}(1|1))\), we show that our invariant is computed via Fox calculus and it is a normalization of Reidemeister torsion. The invariant is defined via a modification of a construction of G. Kuperberg, where we use the Spin\(^c\) structure to take care of the non-unimodularity of \(H\) or \(H^*\).
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1. INTRODUCTION

Let \(H = (H, m, \eta, \Delta, \epsilon, S)\) be a finite dimensional Hopf algebra over a field \(K\) of characteristic zero. When \(H\) is involutive (i.e. \(S \circ S = \text{id}_H\)), G. Kuperberg constructed in [10] a topological invariant \(Z_H(Y) \in K\) for closed oriented 3-manifolds \(Y\). This invariant is constructed directly from a Heegaard diagram of \(Y\) using the structure morphisms of \(H\) and the Hopf algebra integral and cointegral. Recall that a right cointegral is an element \(c \in H\) such that

\[ cx = c\epsilon(x) \]

for all \(x \in H\) (here \(\epsilon : H \to K\) is the counit) and a right integral is an element \(\mu \in H^*\) satisfying the dual property. Left cointegrals and integrals are defined in a similar way. The definition of the invariant \(Z_H(Y)\) is quite simple as a consequence of the following fact [12]: if \(H\) is an involutive finite dimensional Hopf algebra over a field \(K\) of characteristic zero, then both \(H\) and \(H^*\) are semisimple and so they are unimodular, meaning that a right cointegral is also a left cointegral and similarly for integrals. However, there are not too many examples of involutive Hopf algebras apart from the group-algebra of a finite group \(G\), in which case the invariant \(Z_H(Y)\) becomes the number of homomorphisms from \(\pi_1(Y)\) into \(G\). In particular, the Hopf algebra \(U_q(\mathfrak{sl}_2)\) involved in the construction of the Witten-Reshetikhin-Turaev (WRT) 3-manifold invariants [19] is non-involutive. More interesting
involutive examples exist if we consider Hopf superalgebras instead, such as the quantum group $U_q(\mathfrak{gl}(1|1))$, but an involutive Hopf superalgebra needs not be unimodular, so the construction of [10] does not applies. An extension of the invariant $Z_H(Y)$ that is defined for any finite dimensional Hopf (super)algebra was given by Kuperberg himself in [11], but it produces an invariant of 3-manifolds endowed with a framing, which is quite difficult to represent on a Heegaard diagram. Moreover, though it has been recently established that this extension coincides with the so called Hennings invariant of the Drinfeld double [3], the relation with WRT invariants is less understood (except for [4]) and it is not clear how any of these constructions is related to classical invariants such as Reidemeister torsion.

In this paper, we propose a modification of Kuperberg’s invariant in the case of a (possibly non-unimodular) involutive Hopf superalgebra $H$ and we generalize it to balanced sutured 3-manifolds $(M, \gamma)$. To take care of the non-unimodularity of $H$ or $H^*$ we use Spin$^c$ structures, which we represent in a very simple way using multipoints as in [7,16]. When $H$ is the Borel subalgebra of $U_q(\mathfrak{gl}(1|1))$, we show that our invariant is computed via Fox calculus and is a normalization of the Reidemeister torsion of the pair $(M, R_-(\gamma))$, where $R_-(\gamma)$ is half of $\partial M$.

1.1. Main results. Let $H$ be an involutive Hopf superalgebra over a field $\mathbb{K}$, not necessarily of finite dimension. We define a right relative cointegral as a tuple $(A, \pi_A, i_A, \iota)$ where $A$ is a Hopf subalgebra of $H$, $i_A : A \to H$ is the inclusion, $\pi_A : H \to A$ is a (cocentral) Hopf morphism such that $\pi_A i_A = \text{id}_A$ and $\iota : A \to H$ is an $A$-colinear map satisfying an equation analogue to (1) (see Section 2.4). A relative right integral is a tuple $(B, i_B, \pi_B, \mu)$ defined in a dual way. The failure of $\iota$ (resp. $\mu$) being a two-sided cointegral is measured by a group-like $a^* \in G(A^*)$ (resp. $b \in G(B)$), we require these to satisfy the compatibility condition of Definition 2.13. Note that when $A$ is of infinite dimension, we define $G(A^*)$ as the group of algebra morphisms $A \to \mathbb{K}$ (and similarly for $B$). Our first theorem is the following.

**Theorem 1.** Let $H$ be an involutive Hopf superalgebra over $\mathbb{K}$ endowed with a compatible right relative cointegral and right relative integral. Then there is a topological invariant

$$I_H^\rho(M, \gamma, s, \omega) \in \mathbb{K}$$

where $(M, \gamma)$ is a balanced sutured manifold, $s \in \text{Spin}^c(M, \gamma)$, $\omega$ is an orientation of $H^*_\rho(M, R_-(\gamma); \mathbb{R})$ and $\rho : H_1(M) \to G(A \otimes B^*)$ is a group homomorphism.

We briefly explain the ingredients of this theorem. Sutured manifolds were introduced by Gabai in [6] in order to study foliations of 3-manifolds, and they provide a common generalization of closed 3-manifolds, link complements and Seifert surface complements. A sutured manifold is a pair $(M, \gamma)$ where $M$ is a compact oriented 3-manifold with non-empty boundary and $\gamma$ is a collection of pairwise disjoint annuli in $\partial M$ that divides the boundary into two subsurfaces $R_-(\gamma)$ and $R_+(\gamma)$. The balanced condition amounts to $\chi(R_-(\gamma)) = \chi(R_+(\gamma))$ and holds in most interesting examples. A Spin$^c$ structure on a sutured manifold $(M, \gamma)$ is an homology class of non-vanishing vector fields on $M$ with prescribed behavior over $\partial M$. The set of Spin$^c$ structures over $(M, \gamma)$ forms an affine space over $H^2(M, \partial M)$. In the closed case, Spin$^c$ structures are in bijection with Turaev’s combinatorial Euler structures [22,23] and they are used, along with homology orientations, to remove the indeterminacies of Reidemeister torsion. In [7], Juhász proves that sutured manifolds are described by Heegaard diagrams $\mathcal{H} = (\Sigma, \alpha, \beta)$ in which $\Sigma$ has non-empty
boundary (a sutured Heegaard diagram) and that Spin\(^c\) structures on them can be easily understood in terms of \(H\): if \(T_\alpha \cap T_\beta\) denotes the set of multipoints of \(H\) then there is a map

\[s : T_\alpha \cap T_\beta \rightarrow \text{Spin}^c(M, \gamma)\]

with nice properties (this map was first defined by Ozsváth and Szabó [16] in the closed case).

The main steps in the construction of the invariant \(I_H^p(M, \gamma, s, \omega)\) (at least when \(R_-(\gamma)\) is connected) are the following. First, we take an extended Heegaard diagram of \((M, \gamma)\): this is a tuple \(H = (\Sigma, \alpha, \alpha, \beta, b)\) consisting of a sutured Heegaard diagram \((\Sigma, \alpha, \beta)\) of \((M, \gamma)\) together with two collections \(a, b\) of properly embedded pairwise disjoint arcs on \(\Sigma\) that give handlebody decompositions of \(R_-, R_+\) respectively. If all the curves and arcs are oriented and each curve in \(\alpha \cup \beta\) has a basepoint, then the construction of Kuperberg [10] can be generalized to this setting and produces a scalar \(Z_H^p(H) \in \mathbb{K}\). More precisely, one assigns a tensor to each \(\alpha \in \alpha \cup a\) and to each \(\beta \in \beta \cup b\), and \(Z_H^p(H)\) is obtained by contracting all these tensors using the combinatorics of the Heegaard diagram. The tensors corresponding to the closed \(\alpha\)-curves (resp. \(\beta\)-curves) involve the cointegral \(\iota\) (resp. \(\mu\)), while the tensors corresponding to the arcs in \(a\) (resp. \(b\)) involve the Hopf morphism \(i_A\) (resp. \(\pi_B\)), this is justified by Proposition 2.10. However, the scalar \(Z_H^p(H)\) is not a topological invariant if \(\iota, \mu\) are not both two-sided (unless \(p\) is trivial), due to some indeterminacies coming from the basepoints and orientations chosen on \(\alpha \cup \beta\). To correct this, we devise in Subsection 4.2 a special rule to put basepoints once a multipoint \(x \in T_\alpha \cap T_\beta\) is given. If \(Z_H^p(H, x, \omega)\) denotes the scalar above with the basepoints coming from \(x\) (and with a correction sign involving \(\omega\)), then this depends on \(x\) in the same way as the Spin\(^c\) structure \(s(x)\) does. Hence, if we fix \(s \in \text{Spin}^c(M, \gamma)\) and set

\[\zeta_{s,x} := \langle \rho(PD[s - s(x)]), (a^*)^{-1} \otimes b \rangle\]

where \(a^* \in G(A^*)\) and \(b \in G(B)\) are the group-likes associated to \(\iota\) and \(\mu\), then

\[I_H^p(M, \gamma, s, \omega) := \zeta_{s,x}Z_H^p(H, x, \omega)\]

is independent of all the choices made in its construction, see Theorem 4.10. The case when \(R_-(\gamma)\) is disconnected is reduced to the connected case in Subsection 4.4.

To state our second theorem, let \(H_0\) be the Borel subalgebra of \(U_q(\mathfrak{gl}(1|1))\) at generic \(q\). Thus, \(H_0\) is the superalgebra generated by two commuting elements \(K, X\) with \(|K| = 0, |X| = 1\) and \(X^2 = 0\). The coproduct is given by

\[\Delta(X) = K \otimes X + X \otimes 1\]

and we let \(K\) be group-like. This (involutive) Hopf superalgebra does not quite satisfies the hypothesis needed in Theorem 1, but each finite dimensional quotient \(H_n := H_0/(K^n - 1), n \geq 1\) does. This is enough to define an invariant \(I_{H_0}(M, \gamma, s, \omega)\) (where \((M, \gamma), s, \omega\) are as above) which is a well-defined element of \(Z[H_1(M)]\) and which specializes to all the invariants \(I_H^p\). On the other hand, there is a relative Reidemeister torsion \(\tau(M, R_-)\) which is an element of \(Z[H_1(M)]\) defined up to multiplication by an element of \(\pm H_1(M)\) (see e.g. [23] or [5]).

**Theorem 2.** Let \((M, \gamma)\) be a balanced sutured manifold, \(s \in \text{Spin}^c(M, \gamma)\) and \(\omega\) an orientation of \(H_*(M, R_-; \mathbb{R})\). If \(H_0\) is the Borel subalgebra of \(U_q(\mathfrak{gl}(1|1))\) then

\[I_{H_0}(M, \gamma, s, \omega) = \tau(M, R_-)\]
where \( = \) means equality up to multiplication by an element of \( \pm H_1(M) \).

This theorem follows from a Fox calculus expression of \( I_{H_0} \), stated in Theorem 6.1 for the \( Z_{H_0}^\rho \) case. The reason such an expression exists is the following. Recall that if \( F \) is a free group on generators \( x_1, \ldots, x_d \) and \( u, v \in F \) then the Fox derivatives \( \partial/\partial x_i : Z[F] \to Z[F] \) satisfy

\[
\frac{\partial (uv)}{\partial x_i} = u \frac{\partial v}{\partial x_i} + \frac{\partial u}{\partial x_i}.
\]

Theorem 6.1 follows from the observation that formula (3) is very similar to formula (2) for the coproduct of \( X \in H_n \), which is the cointegral of \( H_n \) modulo group-likes. One has to think that \( X \) corresponds to derivating, \( K \) corresponds to “leaving the variable untouched” and 1 corresponds to “erasing the variable”. Theorem 2 follows from Theorem 6.1 since \( \tau(M, R_-) \) is also computed via Fox calculus.

As a consequence of Theorem 2 it follows that our extension of Kuperberg’s invariant contains interesting topological information. For example, if \( M \) denotes the complement of a link \( L \subset S^3 \) and \( \gamma \) consists of two sutures on each boundary component of \( M \), then \( \tau(M, R_-(\gamma)) \) recovers the multivariable Alexander polynomial \( \Delta L \) [5], and so also does \( I_{H_0}^\rho \) (see Corollary 6.5). The torsion \( \tau(M, R_-(\gamma)) \) has also been used to detect non-isotopic minimal genus Seifert surfaces of some knots [1]. However, if \( M \) is the sutured manifold associated to a closed 3-manifold \( Y \) (i.e. \( M = Y \setminus B \) where \( B \) is a 3-ball with a single suture in \( \partial B \)), then the invariant \( I_{H}^\rho \) is essentially trivial (see Corollary 6.4). It is an interesting question whether there exist other Hopf superalgebras for which the invariant \( I_{H}^\rho \) contains non-trivial topological information not detected by Reidemeister torsion, though we do not consider this in the present paper.

1.2. Comparison to previous works. Another generalization of Kuperberg’s invariant was considered by Virelizier [24] using an involutive Hopf group-coalgebra \( \{H_g\}_{g \in G} \). This gives a scalar invariant of the form \( \tau^\rho(Y) \) where \( Y \) is a closed 3-manifold and \( \rho : \pi_1(Y) \to G \) is an arbitrary group homomorphism. This is similar to our invariant in the closed case, but no Spin\(^c\) structures are involved since it is an unimodular (even semisimple) approach.

Theorem 2 has to be seen as a direct Hopf algebra approach to Reidemeister torsion, in the sense that we use no \( R \)-matrices or representation theory. It is well-known that torsion invariants of links and 3-manifolds can be obtained via the representation theory of some Hopf algebra. It was first shown by Reshetikhin [18] and Rozansky-Saleur [20] that the Alexander polynomial could be obtained from the representation theory of \( U_q(gl(1|1)) \). A similar result was obtained by Jun Murakami [13, 14] using the representation theory of \( U_q(sl_2) \) at \( q = i \), see [25] for more references. More recently, Blanchet, Costantino, Geer and Patureau-Mirand showed in [2] that the (absolute) Reidemeister torsion of a closed 3-manifold can be obtained via the representation theory of an “unrolled” version of \( U_q(sl_2) \) at \( q = i \). Our approach has the advantage that it is defined for more general manifolds (e.g. complements of Seifert surfaces), nevertheless, we do not get invariants of links colored by a representation of the Hopf algebra as in the works mentioned above, neither we obtain the absolute Reidemeister torsion of a closed 3-manifold as in [2]. Note also that our approach makes clear the connection of the Borel of \( U_q(gl(1|1)) \) to Fox calculus (Theorem 6.1), while the above papers are more related to the skein relation.
Finally, note that Friedl, Juhász and Rasmussen have shown in [5] that another Spin\textsuperscript{c} normalization of the Reidemeister torsion $\tau(M, R^-)$ equals the Euler characteristic of Juhász sutured Floer homology $SFH(M, \gamma, s)$ [7], a powerful homological invariant defined for balanced sutured manifolds. It is an interesting question whether there is a deeper connection between Floer homology and the Borel subalgebra of $U_q(\mathfrak{gl}(1|1))$ or even whether Floer homology could be extended to categorify other Hopf algebra invariants.

1.3. Structure of the paper. Section 2 contains the necessary material on Hopf algebra theory. This is mostly standard, except for Subsection 2.4 where we introduce relative integrals and cointegrals. In Section 3 we define sutured manifolds, their Heegaard diagrams, Spin\textsuperscript{c} structures and homology orientations. This is also standard, except for Subsection 3.3 where we introduce extended Heegaard diagrams and extend the Reidemeister-Singer theorem to this context. In Section 4 we construct in detail the invariant $I^\rho_H(M, \gamma, s, \omega)$. We begin in Subsection 4.1 by generalizing the construction of [10] to the sutured context using extended Heegaard diagrams, assuming $R_-(\gamma)$ connected. In Subsection 4.2 we explain how to put basepoints on the Heegaard diagram once a multipoint is chosen. The invariant $I^\rho_H(M, \gamma, s, \omega)$ is defined in Subsection 4.3. In Subsection 4.4 we generalize $I^\rho_H$ to the case when $R_-(\gamma)$ is disconnected. Proof of invariance is devoted to Section 5. Finally, we investigate the relation to Reidemeister torsion in Section 6 in which we prove Theorem 2.
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2. Algebraic preliminaries

This section contains the necessary material on Hopf superalgebras. We begin by recalling some basic definitions and conventions, such as super-vector spaces, tensor networks, and Hopf superalgebras. In Subsection 2.4 we introduce relative versions of the Hopf algebra integrals and cointegrals. Then in Subsection 2.5 we discuss a compatibility condition for such structures, which generalizes the properties of the distinguished group-likes for the standard Hopf algebra (co)integrals. An excellent reference for the theory of Hopf algebras is [17].

2.1. Super vector spaces. Let $\mathbb{K}$ be a field. In what follows, all vector spaces are defined over $\mathbb{K}$. A super vector space $V$ endowed with a direct sum decomposition $V = V_0 \oplus V_1$. An element $v \in V_i$ is said to be homogeneous of degree $i$ and we denote its degree by $|v| = i \pmod{2}$. If $V, W$ are super vector spaces, a linear map $f : V \to W$ has degree $k \pmod{2}$ if $f(V_i) \subset W_{i-k}$ for $i = 0, 1$ and we denote $|f| = k \pmod{2}$. The class of super vector spaces
and linear maps of degree zero forms a category, which we denote by SVect$_K$. This is a monoidal category if for each $i = 0, 1$ we let

$$(V \otimes W)_i := \bigoplus_{j=0,1} V_j \otimes W_{i-j}$$

for super vector spaces $V, W$, and the unit object is the base field $K$ concentrated in degree zero. The tensor product of two morphisms $f, g$ of SVect$_K$ is defined by

$$(f \otimes g)(v \otimes w) := f(v) \otimes g(w).$$

The category SVect$_K$ is a symmetric monoidal category with symmetry isomorphism given by

$$\tau_{V,W} : V \otimes W \rightarrow W \otimes V$$

$$v \otimes w \mapsto (-1)^{|v||w|} w \otimes v$$

where $v \in V, w \in W$ are homogeneous elements. If $V$ is a super vector space, then the dual vector space $V^*$ is naturally a super vector space with $V^*_i := (V_i)^*$ for $i = 0, 1$. This way SVect$_K$ is a rigid symmetric monoidal category.

2.2. Graphical notation. We will adopt the tensor network notation of [10,11]. This notation is valid over any (symmetric) monoidal category, but we will work only over SVect$_K$. In this notation, the inputs of a tensor are denoted as incoming arrows in counterclockwise direction, while the outputs are denoted as outgoing arrows in clockwise direction. For example, a linear map $T : V \otimes W \rightarrow V \otimes W$ is denoted by

$$\begin{array}{ccc}
V & \rightarrow & T \\
W & \leftarrow & W
\end{array}$$

Usually, the domain and target of a linear map will be clear from the context so they will be dropped from the notation. Thus, we denote $T$ simply by

$$\begin{array}{ccc}
\rightarrow & T & \rightarrow
\end{array}$$

A vector $v \in V$, a functional $v^* \in V^*$ and the identity id$_V$ are denoted respectively by:

$$v \rightarrow, \quad v^* \rightarrow.$$ 

Composition of tensors is denoted by joining the corresponding outgoing and incoming legs of the tensor networks while the tensor product of two tensors is denoted by stacking the corresponding tensor networks one over another. For example, if $T_1 : V \otimes V \rightarrow V \otimes V$ and $T_2 : V \otimes V \rightarrow V$ are two tensors, then the composition $(T_2 \otimes \text{id}_V) \circ (\text{id}_V \otimes T_1)$ and the tensor product $T_1 \otimes T_2$ are respectively denoted by

$$\begin{array}{ccc}
\rightarrow & T_1 & \rightarrow \\
\rightarrow & T_2 & \rightarrow
\end{array}$$

$$\begin{array}{ccc}
\rightarrow & T_1 & \leftarrow \\
\rightarrow & T_2 & \rightarrow
\end{array}$$

$$\begin{array}{ccc}
\rightarrow & T_1 & \rightarrow \\
\rightarrow & T_2 & \leftarrow
\end{array}$$
If $V,W$ are super vector spaces, the symmetry isomorphism $\tau_{V,W}$ is denoted by a crossing pair of arrows. For example, if $T : V \to V \otimes V$ is a tensor, then $\tau_{V,V} \circ T$ is denoted by $T \triangleright$.

2.3. Hopf superalgebras. Recall that a superalgebra is a tuple $(A,m,\eta)$ consisting of a super-vector space together with tensors $m : A \otimes A \to A$ and $\eta : \mathbb{K} \to A$ satisfying the usual associativity and unitality conditions. Dually, a supercoalgebra is a tuple $(C,\Delta,\epsilon)$ satisfying coassociativity and counitality conditions. In tensor network notation, the supercoalgebra axioms are:

\[ - \Delta \triangleleft \Delta \triangleleft = - \Delta \triangleleft \Delta \triangleleft, \quad - \Delta \triangleleft \epsilon \triangleleft = - = - \Delta \triangleleft \epsilon \triangleleft. \]

**Definition 2.1.** A Hopf superalgebra over $\mathbb{K}$ is a super-vector space $H$ (over $\mathbb{K}$) endowed with degree zero linear maps $\Delta$, $m$, $\eta$, $\epsilon$, $S$ called multiplication, unit, comultiplication, counit and antipode respectively and subject to the following axioms. First, we require that $(H,m,\eta)$ is a superalgebra and that $(H,\Delta,\epsilon)$ is a supercoalgebra. Second, $m,\Delta$ satisfy

\[ - \Delta \triangleright m \triangleright = \Delta \cdot m \cdot. \]

The crossing arrows in the above formula represent the symmetry $\tau_{H,H}$ of SVect$_{\mathbb{K}}$. Finally, we require the following axiom for the antipode:

\[ - \Delta \underbrace{\triangleright S \cdot m \cdot = \epsilon \cdot = \Delta \triangleright S \cdot m \cdot}. \]

A Hopf superalgebra is said to be involutive if $S^2 = \text{id}_H$.

We will use the following abbreviation for iterated multiplication and comultiplication:

\[ m \cdot = m \cdot \ldots m \cdot, \quad - \Delta \triangleright = - \Delta \triangleright \ldots \Delta \triangleright. \]

We will also use the following shorthand for the opposite multiplication and comultiplication:

\[ m^{\text{op}} \cdot = m \cdot \quad \Delta^{\text{op}} \triangleright = \Delta \triangleright. \]
Example 2.2. Let $\Lambda K$ be an exterior algebra on one generator, that is $\Lambda K := K[X]/(X^2)$. This is a superalgebra if we let $|X| = 1$. It is an involutive Hopf superalgebra if we define
\[
\Delta(X) = 1 \otimes X + X \otimes 1, \quad \epsilon(X) = 0, \quad S(X) = -X
\]
as one can readily check.

Our main example of an involutive Hopf superalgebra is the following.

Definition 2.3. Let $n \in \mathbb{N}_0$. We denote by $H_n$ the superalgebra over $K$ generated by elements $X,K,K^{-1}$ subject to the relations
\[
KK^{-1} = 1 = K^{-1}K, \quad XK = KX, \quad X^2 = 0, \quad K^n = 1
\]
and graded (mod 2) by letting $|K| = 0$ and $|X| = 1$. This is an involutive Hopf superalgebra with
\[
\Delta(X) = K \otimes X + X \otimes 1, \quad \Delta(K^{\pm 1}) = K^{\pm 1} \otimes K^{\mp 1}
\]
\[
\epsilon(X) = 0, \quad \epsilon(K^{\pm 1}) = 1
\]
\[
S(X) = -K^{-1}X, \quad S(K^{\pm 1}) = K^{\mp 1}.
\]

Equivalently, $H_n$ is the Borel subalgebra of $U_q(gl(1|1))$ at a root of unity $q$ of order $n$. We will not use the quantum group $U_q(gl(1|1))$ in this paper though, so we refer to [21] for its definition.

Definition 2.4. Let $(H,m,\eta,\Delta,\epsilon,S)$ be a finite-dimensional Hopf superalgebra. Then its dual $H^*$ (consisting of all linear maps $H \to K$) is a Hopf superalgebra with grading $(H^*)_i := (H_i)^*$ and structure maps $\Delta^*, \epsilon^*, m^*, \eta^*, S^*$. Thus, the multiplication and comultiplication are respectively given by
\[
\Delta^*(f) = \Delta(f), \quad \Delta^*(f) = \Delta(f).
\]

Definition 2.5. Let $H$ be a Hopf superalgebra over a field $K$. An element $g \in H$ is said to be group-like if it satisfies
\[
g \to \Delta g = g, \quad g \to \epsilon = id_K.
\]

We denote the set of group-likes of $H$ by $G(H)$. This is a group with the multiplication induced from $H$. Note that if $H$ is finite dimensional, then $G(H^*)$ consists of the algebra morphisms $H \to K$. If $H$ is infinite dimensional, we define $G(H^*)$ as $\text{Hom}_{\text{alg}}(H,K)$.

2.4. Relative integrals and cointegrals. We now define relative versions of the Hopf algebra integrals and cointegrals (see [17, Chapter 10] for a detailed treatment of the usual non-relative case). However, we do not explore the question of existence and uniqueness of these structures. In what follows we let $H$ be an involutive Hopf superalgebra over a field $K$. Since we consider various Hopf superalgebras, we denote the structure tensors of $H$ by $m_H, \eta_H, \Delta_H, \epsilon_H, S_H$. We do not suppose $H$ is finite dimensional.

Definition 2.6. A relative right integral in $H$ is a tuple $(B,i_B,\pi_B,\mu)$ where $B$ is a Hopf superalgebra, $i_B : B \to H$ and $\pi_B : H \to B$ are degree zero Hopf morphisms and $\mu : H \to B$ is a degree preserving linear map with the following properties:
(1) $\pi_B i_B = \text{id}_B$ and $i_B(B)$ is a central subalgebra of $H$, that is,
\[
\begin{array}{c}
\downarrow \pi_B i_B \\
m_H \\
\downarrow \end{array}
\rightarrow
\begin{array}{c}
\downarrow \\
m_{H^{op}} \\
\downarrow \end{array}
\]

(2) $\mu$ is $B$-linear, that is
\[
\begin{array}{c}
\downarrow i_B \\
m_H \\
\downarrow \mu \\
\downarrow m_B \\
\end{array}
\rightarrow
\begin{array}{c}
\downarrow \mu \\
m_{H^{op}} \\
\downarrow \end{array}
\]

(3) The map $\mu$ satisfies
\[
\begin{array}{c}
\downarrow \Delta_H \\
\downarrow \mu \\
\downarrow \end{array}
\rightarrow
\begin{array}{c}
\downarrow \Delta_B \\
\downarrow i_B \\
\downarrow \end{array}
\]

Note that for $B = \mathbb{K}$ and $i_B = \eta_H$, $\pi_B = \epsilon_H$ this definition reduces to the usual definition of Hopf algebra (right) integral. Since $\pi_B i_B = \text{id}_B$ we may as well consider $B$ as a central Hopf subalgebra of $H$.

**Definition 2.7.** A relative right cointegral in $H$ is a tuple $(A, \pi_A, i_A, \iota)$ where $A$ is a Hopf superalgebra, $\pi_A : H \rightarrow A$ and $i_A : A \rightarrow H$ are degree zero Hopf morphisms and $\iota : A \rightarrow H$ is a degree preserving linear map with the following properties:

1. $\pi_A i_A = \text{id}_A$ and $\pi_A$ is cocentral, that is
\[
\begin{array}{c}
\downarrow \Delta_H \\
\downarrow \pi_A \\
\downarrow \end{array}
\rightarrow
\begin{array}{c}
\downarrow \Delta_{H^{op}} \\
\downarrow \pi_A \\
\downarrow \end{array}
\]

2. $\iota$ is $A$-colinear, that is
\[
\begin{array}{c}
\downarrow \pi_A \\
\downarrow \iota \\
\downarrow \Delta_H \\
\downarrow \end{array}
\rightarrow
\begin{array}{c}
\downarrow \Delta_A \\
\downarrow \iota \\
\downarrow \end{array}
\]

3. The map $\iota$ satisfies
\[
\begin{array}{c}
\downarrow \iota \\
m_H \\
\downarrow \\
\downarrow \end{array}
\rightarrow
\begin{array}{c}
\downarrow m_A \\
\downarrow \iota \\
\downarrow \pi_A \\
\downarrow 1 \\
\end{array}
\]

Since $\pi_A i_A = \text{id}_A$ we also think of $A$ as a Hopf subalgebra of $H$. The above definition also reduces to the usual one when $A = \mathbb{K}$ and $\pi_A = \epsilon_H$, $i_A = \eta_H$. This is precisely the dual notion of relative right integral when $H$ is finite dimensional: if $(B, i_B, \pi_B, \mu)$ is a relative right integral in $H$ then $(B^*, i_B^*, \pi_B^*, \mu^*)$ is a relative right cointegral in $H^*$. 
Example 2.8. Let \( n \in \mathbb{N}_{\geq 1} \). Consider the Hopf superalgebra \( H_n \) of Definition 2.3 and let \( B \) be the subalgebra generated by \( K, K^{-1} \). Then \( H_n = \Lambda_K \otimes B \) as superalgebras. Define \( i_B, \pi_B \) and \( \mu \) by
\[
i_B = \eta_{\Lambda_K} \otimes \text{id}_B, \quad \pi_B = \epsilon_{\Lambda_K} \otimes \text{id}_B, \quad \mu = \mu_{\Lambda_K} \otimes \text{id}_B.
\]
Here we denote by \( \eta_{\Lambda_K}, \epsilon_{\Lambda_K} \) and \( \mu_{\Lambda_K} \) respectively the unit, counit and integral of the Hopf superalgebra \( \Lambda_K \) (see Example 2.2), so \( \mu_{\Lambda_K} \) is given by \( \mu_{\Lambda_K}(1) = 0 \) and \( \mu_{\Lambda_K}(X) = 1 \). It is straightforward to check that these maps define a relative integral over \( H_n \). As a relative cointegral we take the usual (two-sided) cointegral of \( H_n \), that is, we let
\[
\iota = \frac{1}{n}(1 + K + \cdots + K^{n-1})X
\]
where we identify \( \iota \) with its image \( \iota(1) \) since \( \Lambda_K = K \).

Remark 2.9. Though the above finite dimensional example will be the only one treated in the present paper, our definition of relative cointegral allows \( H \) to be infinite dimensional. A general class of (possibly) infinite dimensional examples can be found via semidirect products, that is, \( H = K \langle \text{Aut}(J) \rangle \rtimes J \) for some Hopf algebra \( J \), with a relative right cointegral built over the subalgebra \( A = K \langle \text{Aut}(J) \rangle \) and given by \( \iota(\alpha) := c_\alpha \alpha \) where \( c_\alpha \in J \) is a right cointegral and \( \alpha \in \text{Aut}(J) \). This example will be studied at length in a future paper. When \( J = \Lambda_K \), this is dual to the case of \( H_n \) at \( n = 0 \).

We now derive a simple but fundamental consequence of our definition. We state it for the relative cointegral, a dual statement holds for relative integrals.

Proposition 2.10. Let \((A, \pi_A, i_A, \iota)\) be a relative right cointegral in \( H \). If \((f_1, f_2) = (\iota, \iota), (\iota, i_A)\) or \((i_A, i_A)\) then one has
\[
- f_1 - m_H \xrightarrow{1} - m_A \xrightarrow{1} - f_2 \xrightarrow{\Delta_H} - \Delta_A \xrightarrow{1} - f_2 \xrightarrow{1} - m_A \xrightarrow{1} - f_1 \xrightarrow{\iota}.
\]

Proof. Consider the case when \((f_1, f_2) = (\iota, i_A)\). We have
\[
- \iota \xrightarrow{\iota} - m_H \xrightarrow{1} - m_A \xrightarrow{1} - \iota \xrightarrow{\pi_A} - i_A \xrightarrow{\iota} - \Delta_H \xrightarrow{1} - \Delta_A \xrightarrow{1} - i_A \xrightarrow{\iota}.
\]
Here the first equality follows from condition (3) for \( \iota \), the second follows from \( i_A \) being a coalgebra morphism and the last follows from \( \pi_A i_A = \text{id}_A \). The case \((f_1, f_2) = (i_A, i_A)\) is proved in a similar way, using that \( i_A \) is both an algebra and a coalgebra morphism. The case \((f_1, f_2) = (\iota, \iota)\) follows by combining conditions (2) and (3) in Definition 2.7.

Remark 2.11. The three equalities of the above proposition correspond to the three handlesliding moves of Proposition 3.22. More precisely, the cases \((\iota, \iota), (\iota, i_A), (i_A, i_A)\) of the above proposition will respectively imply invariance of \( I_H^\rho(M, \gamma, s, \omega) \) under curve-curve, arc-curve and arc-arc handlesliding. This justifies our use of the Hopf morphisms \( \pi_B \) and \( i_A \) in the definitions of relative integral and cointegral.
2.5. The compatibility condition. Let $H$ be an involutive Hopf superalgebra over $\mathbb{K}$ together with a relative right integral $(B, i_B, \pi_B, \mu)$ and relative right cointegral $(A, \pi_A, i_A, \iota)$.

**Notation 2.12.** For any $b \in G(B)$ we denote by $m_b : H \to H$ left multiplication by $b$, that is,

$$- m_b = b - i_B \to m_H .$$

Similarly, if $a^* \in G(A^*) (= \text{Hom}_{alg}(A, \mathbb{K}))$, we denote by $\Delta_{a^*} : H \to H$ the map defined by

$$- \Delta_{a^*} = - \Delta_H \left\langle \pi_A \to a^* \right\rangle .$$

Note that by centrality of $B$ in $H$, it doesn’t matter whether we use left or right multiplication to define $m_b$ (and similarly for $\Delta_{a^*}$ by co centrality of $\pi_A$).

**Definition 2.13.** We say $\mu$ and $\iota$ are compatible if there exist group-likes $b \in G(B)$ and $a^* \in G(A^*)$ satisfying the following properties:

1. $- m_b \to \mu = (-1)^{|\mu|} \to S_H \to \mu \to S_B \to$,

2. $- \iota \to \Delta_{a^*} = (-1)^{|\iota|} \to S_A \to \iota \to S_H \to$,

3. $\left\langle m_H^\text{op} \to \mu \to \right\rangle = - \Delta_{a^*} \left\langle m_H \to \mu \to \right\rangle$,

4. $- \iota \to \Delta_H^\text{op} \left\langle \right\rangle = - \iota \to \Delta_H \left\langle m_b \to \right\rangle$.

We will further require the following conditions:

5. $- i_A \to \pi_B = = \epsilon_A \quad \eta_B \to$,

6. $\eta_A \to \iota \to \mu \to \epsilon_B = \text{id}_K$.

We pause a bit to explain this definition. Recall that if $H$ is any finite-dimensional (ungraded) Hopf algebra and $\mu \in H^*, c \in H$ are respectively the right integral and right cointegral, then there is a group-like $b \in G(H)$ satisfying

$$\mu(bx) = \mu S_H(x)$$
for all $x \in H$ and

$$c(2) \otimes c(1) = c(1) \otimes bS^{-2}(c(2))$$

where $\Delta_H(c) = \sum c(1) \otimes c(2)$ in Sweedler’s notation, see for example [17, Thm. 10.5.4]. This is very similar to conditions (1) and (4) above ($S^2$ does not appear there since we assumed involutivity). However, it will be essential in our construction that “$b$ goes out of $\mu$”, that is $\mu(bx) = b\mu(x)$, see Lemma 5.1 and Proposition 5.2. Thus, we really need $b$ to belong to the subalgebra $B$ of $H$ over which $\mu$ takes its values. Hence if $A = B = \mathbb{K}$ and $\mu, \iota$ are the usual Hopf algebra integral and cointegral, then they will be compatible in our sense only if $b = 1_H$ and $a^* = \epsilon_A$, i.e., when both $H$ and $H^*$ are unimodular.

**Example 2.14.** Consider the relative integral and cointegral of $H_n$ defined in Example 2.8. These satisfy the compatibility condition of Definition 2.13 where the group-likes $b \in G(B)$ and $a^* \in G(A^*)$ are given by $b = K$ and $a^* = \epsilon_A$. For example, we have

$$t(2) \otimes t(1) = \left( \sum_{i=0}^{n-1} K^i \otimes K^i \right) (X \otimes K + 1 \otimes X)$$

$$= \left( \sum_{i=0}^{n-1} K^i \otimes K^i \right) (1 \otimes K)(X \otimes 1 + (K^{-1} \otimes K^{-1})K \otimes X)$$

$$= (1 \otimes K)t(1) \otimes t(2)$$

so condition (4) holds.

### 3. Sutured manifolds and Heegaard diagrams

In this section we recall some notions of sutured manifold theory. We start by defining sutured manifolds and give some examples. In Subsection 3.2 we explain how these manifolds are represented using Heegaard diagrams, following [7] and [9]. In Subsection 3.3 we introduce extended Heegaard diagrams and we prove a version of the Reidemeister-Singer theorem for such diagrams. In Subsection 3.4 we define some canonical homology classes associated to a Heegaard diagram, under the additional assumption that $R_-(\gamma)$ is connected. In Subsection 3.5 we define Spin$^c$ structures and recall the construction of the map $s$ of [7,16]. Finally, we discuss homology orientations following [5] in Subsection 3.6. In what follows, all 3-manifolds will be assumed to be compact and oriented unless explicitly stated. We use the letter $Y$ to denote a closed 3-manifold, and $M$ for manifolds with non-empty boundary.

#### 3.1. Sutured manifolds

Sutured manifolds were introduced by Gabai in [6]. We use a slightly less general definition, as in [7,9].

**Definition 3.1.** A sutured manifold is a pair $(M, \gamma)$ where $M$ is a 3-manifold with boundary and $\gamma$ is a collection of pairwise disjoint annuli contained in $\partial M$. Each annuli $A$ in $\gamma$ is supposed to be the tubular neighborhood of a single oriented simple closed curve called a suture, and the set of such sutures is denoted by $s(\gamma)$. We further suppose that each component of $R(\gamma) \coloneqq \partial M \setminus \text{int} (\gamma)$ is oriented and we require that each (oriented) component of $\partial R(\gamma)$ represents the same homology class in $H_1(\gamma)$ as some suture. We denote by $R_+(\gamma)$ (resp. $R_-(\gamma)$) the union of the components of $R(\gamma)$ whose orientation coincides (resp. is opposite) with the induced orientation of $\partial M$. We say that $(M, \gamma)$ is balanced if $M$ has no
closed components, \( \chi(R_-(\gamma)) = \chi(R_+(\gamma)) \) and every component of \( \partial M \) has at least one suture.

If \( M \) has no closed components and every component of \( \partial M \) contains a suture (a proper sutured manifold as in [9]), then \( s(\gamma) \) determines \( R_{\pm}(\gamma) \). Thus, we only need to specify \( s(\gamma) \) in order to define a balanced sutured manifold.

**Example 3.2.** Pointed closed 3-manifolds: consider a closed 3-manifold \( Y \) together with a basepoint \( p \in Y \). Then if \( B \) is an open ball neighborhood of \( p \) in \( Y \), the complement \( Y \setminus B \) becomes a balanced sutured 3-manifold if we let \( s(\gamma) \) be a single oriented simple closed curve on \( \partial B \). Both surfaces \( R_- \) and \( R_+ \) are disks in this case. We denote this sutured manifold by \( Y(1) \). Note that a pointed diffeomorphism between pointed closed 3-manifolds is equivalent to a diffeomorphism between the associated sutured 3-manifolds.

**Example 3.3.** Link complements: let \( L \) be a link in a closed 3-manifold \( Y \) and let \( N(L) \) be a closed tubular neighborhood of \( L \). Then \( Y \setminus \text{int}(N(L)) \) is a balanced sutured manifold if we put two oppositely oriented meridians on each component of \( \partial N(L) \). We denote this sutured 3-manifold by \( Y(L) \). Here \( R_+ \) consist of one annulus component for each component of \( L \) and similarly for \( R_- \).

**3.2. Heegaard diagrams.** We now describe how to represent sutured manifolds via sutured Heegaard diagrams as in [7], [9]. We denote by \( I \) the interval \([-1, 1]\).

**Definition 3.4.** Let \((M, \gamma)\) be a sutured manifold. An (embedded) sutured Heegaard diagram of \((M, \gamma)\) is a tuple \( \mathcal{H} = (\Sigma, \alpha, \beta) \) consisting of the following data:

1. An embedded oriented surface-with-boundary \( \Sigma \subset M \) such that \( \partial \Sigma = s(\gamma) \) as oriented 1-manifolds,
2. A set \( \alpha = \{\alpha_1, \ldots, \alpha_n\} \) of pairwise disjoint embedded circles in \( \text{int}(\Sigma) \) bounding disjoint disks to the negative side of \( \Sigma \),
3. A set \( \beta = \{\beta_1, \ldots, \beta_m\} \) of pairwise disjoint embedded circles in \( \text{int}(\Sigma) \) bounding disjoint disks to the positive side of \( \Sigma \).

We further require that if \( \Sigma \) is compressed along \( \alpha \) (resp. \( \beta \)), inside \( M \), we get a surface isotopic to \( R_- \) (resp. \( R_+ \)) relative to \( \gamma \). Thus, \( M \) can be written as \( M = U_\alpha \cup U_\beta \) with \( U_\alpha \cap U_\beta = \Sigma \) where \( U_\alpha \) (resp. \( U_\beta \)) is homeomorphic to the sutured manifold obtained from \( R_- \times I \) (resp. \( R_+ \times I \)) by gluing 1-handles to \( R_- \times \{1\} \) (resp. \( R_+ \times \{0\} \)) with belt circles the \( \alpha \) curves (resp. \( \beta \) curves). We say that \( U_\alpha \) (resp. \( U_\beta \)) is the lower (resp. upper) compression body corresponding to the Heegaard diagram. We say that \((\Sigma, \alpha, \beta)\) is balanced if \( |\alpha| = |\beta| \) and every component of \( \Sigma \setminus \alpha \) contains a component of \( \partial \Sigma \) (and similarly for \( \Sigma \setminus \beta \)).

It can be shown that any sutured 3-manifold admits an embedded Heegaard diagram [7, Prop. 2.14]. Moreover, a sutured manifold is balanced if and only if any Heegaard diagram of it is balanced [7, Prop. 2.9].

**Remark 3.5.** Suppose that \((\Sigma, \alpha, \beta)\) is an embedded Heegaard diagram of \((M, \gamma)\). Then \((M, \gamma)\) is diffeomorphic to the sutured manifold constructed in the following way: take \( R_- \times I \) and attach \( n \) 3-dimensional 1-handles to \( R_- \times I \) along \( R_- \times \{1\} \) so that the \( \alpha_i \) become the belt circles of these 1-handles. The upper boundary of the manifold thus obtained can be identified with \( \Sigma \). Then, attach \( m \) 3-dimensional 2-handles along the curves \( \beta_i \subset \Sigma \). This defines a sutured 3-manifold with sutures \( \partial \Sigma \times I \) and is clearly diffeomorphic to \((M, \gamma)\).
For the following two examples, see [7, Section 9].

**Example 3.6.** Let \((\Sigma, \alpha, \beta)\) be a Heegaard diagram of a closed 3-manifold \(Y\) in the usual sense (so \(\Sigma\) is a closed oriented surface). If \(z \in \Sigma \setminus (\alpha \cup \beta)\) is a basepoint then let \(\Sigma' = \Sigma \setminus D\) where \(D\) is a small open disk centered at \(z\). Then \((\Sigma', \alpha, \beta)\) is a Heegaard diagram of the sutured manifold \(Y(1)\).

**Example 3.7.** Let \((\Sigma, \alpha, \beta, z, w)\) be a doubly pointed Heegaard diagram of a knot \(K\) in a closed 3-manifold \(Y\), that is, \((\Sigma, \alpha, \beta)\) is an embedded Heegaard diagram of \(Y\), \(K\) is disjoint from the disks bounded by the \(\alpha\) and \(\beta\) curves and \(K \cap \Sigma\) consists of two points \(z, w \in \Sigma \setminus (\alpha \cup \beta)\) (see [15]). An example of a doubly pointed Heegaard diagram for the left-handed trefoil is given in Figure 1. Let \(\Sigma' = \Sigma \setminus (D_z \cup D_w)\) where \(D_z, D_w\) are small disks centered at \(z, w\) respectively. Then \((\Sigma', \alpha, \beta)\) is a Heegaard diagram for the sutured manifold \(Y(K)\).

![Figure 1. A doubly pointed Heegaard diagram of a left-handed trefoil. Removing two small disks centered at \(z, w\) (represented by black dots) produces a sutured Heegaard diagram of the associated sutured manifold](image)

We will use an embedded version of the Reidemeister-Singer theorem. For this, we make a few definitions. If \(\mathcal{H}_1 = (\Sigma_1, \alpha_1, \beta_1), \mathcal{H}_2 = (\Sigma_2, \alpha_2, \beta_2)\) are two Heegaard diagrams, a diffeomorphism \(d : \mathcal{H}_1 \to \mathcal{H}_2\) consists of an orientation-preserving diffeomorphism \(d : \Sigma_1 \to \Sigma_2\) such that \(d(\alpha_1) = \alpha_2\) and \(d(\beta_1) = \beta_2\).

**Definition 3.8 (9, Definition 2.34).** Let \(\mathcal{H}_1 = (\Sigma_1, \alpha_1, \beta_1), \mathcal{H}_2 = (\Sigma_2, \alpha_2, \beta_2)\) be two Heegaard diagrams of \((M, \gamma)\) and denote by \(j_i : \Sigma_i \to M\) the inclusion map, for \(i = 1, 2\). A diffeomorphism \(d : \mathcal{H}_1 \to \mathcal{H}_2\) is isotopic to the identity in \(M\) if \(j_2 \circ d : \Sigma_1 \to M\) is isotopic to \(j_1 : \Sigma_1 \to M\) relative to \(s(\gamma)\).

**Definition 3.9.** Let \(\mathcal{H} = (\Sigma, \alpha, \beta)\) be a Heegaard diagram. Let \(\delta\) be an arc embedded in \(\text{int}(\Sigma)\) connecting a point of a curve \(\alpha_j\) to a point of a curve \(\alpha_i\) and such that \(\text{int}(\delta) \cap \alpha = \emptyset\). There is a neighborhood of \(\alpha_j \cup \delta \cup \alpha_i\) which is a pair of pants embedded in \(\Sigma\) and whose boundary consists of the curves \(\alpha_j, \alpha_i\) and a curve \(\alpha'_j\). We say that \(\alpha'_j\) is obtained by handlesliding the curve \(\alpha_j\) over \(\alpha_i\) along the arc \(\delta\). Similarly, we can handleslide a \(\beta\) curve over another along an arc \(\delta \subset \text{int}(\Sigma)\) such that \(\text{int}(\delta) \cap \beta = \emptyset\).

**Definition 3.10.** Let \(\mathcal{H} = (\Sigma, \alpha, \beta)\) be a Heegaard diagram of a sutured manifold \((M, \gamma)\). Let \(D \subset \text{int}(\Sigma) \setminus (\alpha \cup \beta)\) be a disk. Let \(\Sigma'\) be a connected sum \(\Sigma' = \Sigma \# T\) along \(D\), where \(T\) is a torus. Let \(\alpha', \beta'\) be two curves in \(T\) intersecting transversely in one point and let...
\[ \alpha' = \alpha \cup \{ \alpha' \}, \beta' = \beta \cup \{ \beta' \}. \] Then \( \mathcal{H}' = (\Sigma', \alpha', \beta') \) is a Heegaard diagram of \((M, \gamma)\) which we say is obtained by a stabilization of the diagram \( \mathcal{H} \). We also say that \( \mathcal{H} \) is obtained by destabilization of \( \mathcal{H}' \).

**Theorem 3.11** ([9, Prop. 2.36]). Any two embedded Heegaard diagrams of a sutured 3-manifold \((M, \gamma)\) are related by a finite sequence of the following moves:

1. Isotopy of \( \alpha \) (or \( \beta \)) in \( \text{int}(\Sigma) \).
2. Diffeomorphisms isotopic to the identity in \( M \).
3. Handlesliding an \( \alpha \) curve (resp. \( \beta \) curve) over another \( \alpha \) curve (resp. \( \beta \) curve).
4. Stabilization.

Note that this theorem is stronger than the usual Reidemeister-Singer theorem [7, Prop. 2.15] which states that a diffeomorphism class of sutured manifolds is specified by a Heegaard diagram up to isotopy, handlesliding, stabilization and diagram diffeomorphism.

### 3.3. Extended Heegaard diagrams

In what follows, we let \( R \) be a compact orientable surface with boundary. We suppose \( R \) has no closed components.

**Definition 3.12.** A cut system of \( R \) is a collection \( a = \{a_1, \ldots, a_l\} \) of pairwise disjoint arcs properly embedded in \( R \) such that for each component \( R' \) of \( R \), the complement \( R' \setminus R' \cap N(a) \) is homeomorphic to a closed disk, where \( N(a) \) is an open tubular neighborhood of \( a \).

**Remark 3.13.** If \( a = \{a_1, \ldots, a_l\} \) is a collection of pairwise disjoint properly embedded arcs in \( R \), then \( a \) is a cut system if and only if \( [a] = \{[a_1], \ldots, [a_l]\} \) is a basis of \( H_1(R, \partial R) \). We don’t prove this here as we don’t need it, but see Lemma 3.24 for a similar statement.

A cut system on \( R \) always exists: take a handlebody decomposition of \( R \) with a single 0-handle on each component of \( R \). Then the cocores of the 1-handles define a cut system. Of course, a cut system is not unique: we can isotope the arcs (we allow their endpoints to be isotoped along \( \partial R \)) and handleslide them.

**Definition 3.14.** Let \( a = \{a_1, \ldots, a_l\} \) be a cut system of \( R \) and suppose that an arc \( a_j \) has an endpoint on the same component \( C \) of \( \partial R \) as another arc \( a_i \). Suppose there is an arc \( \delta \) in \( C \) connecting these two endpoints such that no other endpoint of any arc of \( a \) lies on \( \delta \). Then there is a neighborhood of \( a_j \cup \delta \cup a_i \) which is a disk \( D \) embedded in \( R \) and whose boundary \( \partial D \in H_1(R, \partial R) \), consists of the arcs \( a_j, a_i \) and a new arc \( a'_j \). We say that \( a'_j \) is obtained by handlesliding \( a_j \) over \( a_i \). It is clear that \( (a \setminus \{a_j\}) \cup \{a'_j\} \) also defines a cut system of \( R \). See Figure 2.

We now prove that these moves suffice to relate any two cut systems over \( R \). In the following lemma, we assume all arcs are properly embedded (see [16, Prop. 2.4] for a similar statement).

**Lemma 3.15.** Let \( a = \{a_1, \ldots, a_l\} \) be a cut system of \( R \).

1. If \( a' \) is an arc in \( R \) disjoint from \( a \) and \([a'] \neq 0 \) in \( H_1(R, \partial R) \), then there is an \( i \) such that \( a' \) is isotopic to an arc obtained by handlesliding \( a_i \) over some of the \( a_j \) with \( j \neq i \).
2. If \( a'' \) is another cut system of \( R \), then one can make \( a \cap a' = \emptyset \) after sufficiently many handleslides and isotopies inside \( a \).
Proof. It suffices to suppose $R$ is connected. For both proofs we think of $R$ as obtained from a disk $D$ by attaching $l$ one-handles, where each handle is attached along two points $p_i, q_i \in \partial D$ and has cocore $a_i$ for $i = 1, \ldots, l$. We isotope each $a_i$ to a small arc contained in $D$ around $p_i$. Then, handlesliding $a_i$ over the other arcs of $a$ corresponds to moving the endpoints of $a_i$ through $\partial D \setminus \{q_i\}$. So let $a'$ be an arc as in (1). Since $a'$ is disjoint from $a$, we can suppose it is contained in $D$, so it separates the points of $F = \bigcup_{i=1}^l \{p_i, q_i\}$ into two disjoint sets, call them $X, Y$. Now since $[a'] \neq 0$ in $H_1(R, \partial R)$, there must exist an $i$ such that $p_i \in X$ and $q_i \in Y$. Then one obtains a curve isotopic to $a'$ by handlesliding $a_i$ along all arcs $a_j$ for which $p_j \in X$ or $q_j \in X$ (if both $p_j, q_j \in X$ then we need to handleslide $a_i$ over $a_j$ twice). Now let $a''$ be another cut system. We suppose that all the endpoints of the arcs of $a''$ lie over $\partial D \setminus F$. We prove (2) by induction on $N = \sum_{i,j} |a_i \cap a_j'|$. If $N = 0$, then we are done. If $N > 0$, then there is an arc, say $a''_1$, that intersects an arc of $a$, say $a_1$. Let $x_0 \in \partial D \setminus F$ be one of the endpoints of $a''_1$ and let $x_1 \in a''_1 \cap a_1$ so that $a''_1 |_{[x_0, x_1]} \cap a = a''_1 |_{[x_0, x_1]} \cap a_1 = \{x_1\}$ (here $a''_1 |_{[x_0, x_1]}$ denotes the subarc of $a''_1$ with endpoints $x_0, x_1$). As in the proof of (1), we can handleslide $a_1$ across $a \setminus \{a_1\}$ to place its endpoint right next to $x_0$ in such a way that the intersection $a''_1 |_{[x_0, x_1]} \cap a_1$ is removed. This decreases $N$ at least by one, and we are done by the induction hypothesis. \qed

Proposition 3.16. Any two cut systems of a compact orientable surface-with-boundary $R$ (without closed components) are related by isotopy and handlesliding.

Proof. It suffices to suppose $R$ connected. Let $a, a'$ be two cut systems over $R$. By Lemma 3.15 (2) we may suppose $a \cap a' = \emptyset$ and by (1) of the same lemma we may suppose $a_1 = a'_1$. Then we can cut $R$ along $a_1$ to get two cut systems on a surface $R'$ with $\text{rk} \ H_1(R') = \text{rk} \ H_1(R) - 1$. The proof then follows by induction. \qed

Definition 3.17. Let $\mathcal{H} = (\Sigma, \alpha, \beta)$ be a balanced sutured Heegaard diagram. A cut system of $(\Sigma, \alpha)$ is a collection $a = \{a_1, \ldots, a_l\}$ of properly embedded arcs in $\Sigma$ where:

1) The sets $\alpha$ and $a$ are disjoint in $\Sigma$.

2) The collection $a$ is a cut system in $\Sigma[\alpha]$, the surface obtained from $\Sigma$ by doing surgery along $\alpha$.

Cut systems of $(\Sigma, \beta)$ are defined in a similar way. If $a, a'$ are two cut systems of $(\Sigma, \alpha)$, then they are related by isotopy and handlesliding in $\Sigma[\alpha]$ by Proposition 3.16. Note that isotopies may pass through the traces of the surgery, this corresponds to handlesliding an arc in $a$ over a curve of $\alpha$. 

![Figure 2. An arc $a_j$ is handleslided over an arc $a_i$.](image)
Corollary 3.18. Let \((\Sigma, \alpha, \beta)\) be a balanced sutured Heegaard diagram. Any two cut systems of \((\Sigma, \alpha)\) are related by isotopy, arc-arc handlesliding and arc-curve handlesliding.

Definition 3.19. An extended sutured Heegaard diagram is a tuple \(H = (\Sigma, \alpha, a, \beta, b)\) where \(H = (\Sigma, \alpha, \beta)\) is a Heegaard diagram and \(a\) (resp. \(b\)) is a cut system of \((\Sigma, \alpha)\) (resp. \((\Sigma, \beta)\)). If \(d = |\alpha|\) and \(l = |a|\), we will usually note \(\alpha^e = \{\alpha_1, \ldots, \alpha_{d+l}\}\) where \(\alpha = \{\alpha_1, \ldots, \alpha_d\}\) and \(a = \{\alpha_{d+1}, \ldots, \alpha_{d+l}\}\). We use similar notation for \(\beta^e = \beta \cup b\). Thus, we note a general extended Heegaard diagram as \(H = (\Sigma, \alpha^e, \beta^e)\).

Example 3.20. The Heegaard diagram of the left trefoil given in Example 3.7 can be extended by letting \(a = \{a\}\), \(b = \{b\}\) as in Figure 3.

Definition 3.21. Let \(H = (\Sigma, \alpha^e, \beta^e)\) be an extended Heegaard diagram of \((M, \gamma)\). An extended Heegaard move consist of the Heegaard moves of \((\Sigma, \alpha, \beta)\) and the moves between cut systems of \((\Sigma, \alpha)\) and \((\Sigma, \beta)\) (i.e. arc-arc and arc-curve handlesliding) in which all isotopies and handleslidings of \(\alpha^e\) are performed in the complement of \(\alpha^e\) in \(\Sigma\) (and similarly for \(\beta^e\)).

Proposition 3.22. Any two extended Heegaard diagrams of a sutured 3-manifold \((M, \gamma)\) are related by extended Heegaard moves.

Proof. Let \(H = (\Sigma, \alpha^e, \beta^e)\) and \(H' = (\Sigma, \alpha'^e, \beta'^e)\) be two extended Heegaard diagrams of \((M, \gamma)\). By Proposition 3.16 it suffices to prove that whenever the diagrams are related by one of the moves of Theorem 3.11, then the latter move can be performed in the complement of the cut systems. This is obvious for all moves except when handlesliding closed curves. So suppose \(H'\) is obtained from \(H\) by handlesliding a curve \(\alpha_j\) over a curve \(\alpha_i\) along an arc \(\delta\). Suppose the arc \(\delta\) intersects some arcs in \(a\). Then we can successively handleslide these arcs along \(\alpha_i\) to get a new cut system \(a''\) for \(H\) which is disjoint of \(\delta\). Hence, \(a''\) is also a cut system for \(H'\) and so is related to \(a'\) by the moves of Corollary 3.18. Thus we can pass from \(H\) to \(H'\) using extended Heegaard moves, as desired.

3.4. Dual curves. Let \((M, \gamma)\) be a balanced sutured 3-manifold. We will now require \(R = R_- (\gamma)\) to be connected.

Definition 3.23. An extended Heegaard diagram \(H = (\Sigma, \alpha^e, \beta^e)\) of \((M, \gamma)\) is said to be oriented if each curve or arc in \(\alpha^e \cup \beta^e\) is oriented.
Let $\mathcal{H} = (\Sigma, \alpha^c, \beta^e)$ be an extended oriented diagram of $(M, \gamma)$. Let $\alpha = \{\alpha_1, \ldots, \alpha_d\}$ and $a = \{\alpha_{d+1}, \ldots, \alpha_{d+l}\}$. We will denote by $U_\alpha$ and $U_\beta$ the (oriented) compression bodies corresponding to $(\Sigma, \alpha, \beta)$. Thus, for each $i = 1, \ldots, d$ there is a disk $D_i$ embedded in $U_\alpha$ so that $\partial D_i = \alpha_i$ and the given orientation of $\alpha_i$ determines an orientation of $D_i$. Now think of $U_\alpha$ as built from $R_- \times I$ by attaching one-handles to $R_- \times \{1\}$ (with belt circles the $\alpha$ curves), see Remark 3.25. For each $i = 1, \ldots, l$ let $D_{d+i} = \alpha_{d+i} \times I \subset R_- \times I$ and give $D_{d+i}$ the opposite of the product orientation (this choice of orientation is explained in Remark 3.26 below). This way, the oriented disks $D_1, \ldots, D_{d+l}$ define homology classes in $H_2(U_\alpha, \partial U_\alpha)$.

**Lemma 3.24.** Let $U_\alpha$ be the lower compression body of $(M, \gamma)$ corresponding to $(\Sigma, \alpha, \beta)$. Then, the homology classes $[D_1], \ldots, [D_{d+l}]$ defined above constitute a basis of $H_2(U_\alpha, \partial U_\alpha)$.

**Proof.** Let $V = D_1 \cup \cdots \cup D_{d+l}$. By excision, we have

$$H_*(U_\alpha, V \cup \partial U_\alpha) \cong H_*(B, \partial B)$$

where $B = U_\alpha \setminus N(V)$ and $N(V)$ is an open tubular neighborhood of $V$. Similarly, by excising $\partial U_\alpha \setminus N(V) \cap \partial U_\alpha$ we get

$$H_*(V \cup \partial U_\alpha, \partial U_\alpha) \cong H_*(V, \partial V).$$

Thus, the long exact sequence of the triple $(U_\alpha, V \cup \partial U_\alpha, \partial U_\alpha)$ becomes

$$0 \to H_3(U_\alpha, \partial U_\alpha) \to H_3(B, \partial B) \to H_2(V, \partial V) \to H_2(U_\alpha, \partial U_\alpha) \to H_2(B, \partial B).$$

Now, since $R_-$ is connected, $B$ is homeomorphic to a 3-ball. This implies that the fourth arrow above is an isomorphism, which is equivalent to the statement of the lemma. \hfill \square

Now consider the Poincaré duality pairing

$$H_2(U_\alpha, \partial U_\alpha) \times H_1(U_\alpha) \to \mathbb{Z}$$

$$(x, y) \mapsto x \cdot y.$$ 

Since this pairing is non-degenerate, there is a basis $\gamma_1, \ldots, \gamma_{d+l}$ of $H_1(U_\alpha)$ characterized by

$$[D_l] : \gamma_j = \delta_{ij}$$

for all $i, j = 1, \ldots, d + l$.

**Definition 3.25.** Let $(\Sigma, \alpha^c, \beta^e)$ be an oriented extended Heegaard diagram of a sutured 3-manifold $(M, \gamma)$ with connected $R_-$. Let $j : U_\alpha \to M$ be the inclusion. We will denote $\alpha^*_i = j(\gamma_i) \in H_1(M)$ for each $i = 1, \ldots, d + l$ where $\gamma_1, \ldots, \gamma_{d+l}$ is the Poincaré dual basis of $[D_1], \ldots, [D_{d+l}]$ as above.

For each $i = 1, \ldots, d$, the class $\alpha^*_i$ can be represented by an oriented simple closed curve that goes through the one-handle corresponding to $\alpha_i$ once and disjoint from the disks $D_j$ for $j = 1, \ldots, d + l$, $j \neq i$. It can even be represented as an oriented simple closed curve in $\Sigma$ satisfying $\alpha_i \cdot \alpha^*_i = +1$ (where the intersection is taken with respect to the orientation of $\Sigma$) and $\alpha^*_i \cap (\alpha^c \setminus \{\alpha_i\}) = \emptyset$. Similarly, for each $i = 1, \ldots, l$, the class $\alpha^*_{d+i}$ can be represented as an oriented simple closed curve in $\Sigma$ intersecting $\alpha_{d+i}$ positively in one point and disjoint from all curves or arcs in $\alpha^c$. The orientation of $D_{d+i}$ chosen above guarantees that $\alpha_{d+i} \cdot \alpha^*_{d+i} = +1$ over $\Sigma$ for each $i = 1, \ldots, l$.

Of course, one can also take the Poincaré dual basis of the disks corresponding to $\beta^e$ and then take their image in $H_1(M)$. This gives homology classes $\beta^*_1, \ldots, \beta^*_{d+l}$ in $H_1(M)$. 
where $\beta^e = \{\beta_1, \ldots, \beta_{d+l}\}$. If these classes are represented in the surface $\Sigma$, then they are oriented so that $\beta_i^* = \beta_j^*$ for $i, j = 1, \ldots, d + l$.

**Remark 3.26.** Suppose a closed curve $\alpha'$ is obtained by handlesliding a curve $\alpha_j$ over a curve $\alpha_i$. Let $\mathcal{H}' = (\Sigma, \alpha^e, \beta^e)$ be the Heegaard diagram thus obtained. We denote by $\alpha'_i$ the curve $\alpha_i$ seen as a curve in $\mathcal{H}'$. Suppose the curves $\alpha_i, \alpha_j, \alpha'_j$ are oriented so that

$$\partial P = \alpha_i \cup \alpha_j \cup (-\alpha'_j)$$

as oriented 1-manifolds, where $P$ is the handlesliding region. Let $D_i, D_j, D'_j$ be the disks corresponding to $\alpha_i, \alpha_j, \alpha'_j$. Then one has

$$\partial B = -D_i \cup -D_j \cup D'_j$$

as oriented surfaces, where $B$ is the three-ball where the handlesliding occurs. This implies $[D'_j] = [D_j] + [D_i]$ in $H_2(U_\alpha, \partial U_\alpha)$ and so

$$(\alpha'_i)^* = \alpha_i^* (\alpha'_j)^{-1}$$

while $(\alpha'_j)^* = \alpha_j^*$, where we use multiplicative notation for $H_1(M)$. By our orientation conventions for the disks $D_{d+i}$ for $i = 1, \ldots, l$, a similar assertion holds if we handleslide an arc over a curve or an arc over an arc. Of course, similar statements hold for $\beta^e$.

We introduce a last piece of notation which we will use repeatedly.

**Definition 3.27.** Let $l$ be an oriented immersed circle or arc in $\Sigma$, transversal to $\alpha^e$. If $l$ is a circle, we assume it has a basepoint. We construct an element $\overline{l}$ in $H_1(M)$ as follows:

1. At each intersection point $x \in \alpha \cap l$ where $\alpha \in \alpha^e$, write $(\alpha^*)^{m(x)}$ where $m(x) \in \{\pm 1\}$ denotes the sign of intersection at $x$.
2. Multiply all the elements encountered from left to right, following the orientation of $l$ and starting from the basepoint of $l$ (if $l$ is an arc we take its starting point as basepoint).

If $l$ is transversal to $\beta^e$ then there is an element in $H_1(M)$ defined in a similar way (but the signs are taken at $x \in l \cap \beta$ and not $\beta \cap l$). We also denote this by $\overline{l}$, whenever there is no confusion.

**Remark 3.28.** If $l$ is a 1-cycle in $\Sigma$ transversal to $\alpha^e$, then its homology class $[l]$ in $H_1(M)$ coincides with $\overline{l}$. Note that if $l$ is an arc in $\Sigma$ which is not properly embedded (e.g. a subarc of an $\alpha$ curve), then $\overline{l}$ is by no means an isotopy invariant of $l$.

### 3.5. Spin$^c$ structures

**Definition 3.29.** Let $(M, \gamma)$ be a connected sutured manifold. Fix a nowhere vanishing vector field $v_0$ on $\partial M$ with the following properties:

1. It points into $M$ along $\text{int} R_-$,
2. It points out of $M$ along $\text{int} R_+$,
3. It is given by the gradient of the height function $\gamma = s(\gamma) \times [-1, 1] \to [-1, 1]$ on $\gamma$.

Let $v$ and $w$ be two non-vanishing vector fields on $M$ such that $v|_{\partial M} = v_0 = w|_{\partial M}$. We say that $v$ and $w$ are *homologous* if they are homotopic rel $\partial M$ in the complement of an open 3-ball embedded in int $(M)$ where the homotopy is through non-vanishing vector fields. A *Spin$^c$ structure* is an homology class of such non-vanishing vector fields on $M$. We denote the set of Spin$^c$ structures on $M$ by $\text{Spin}^c(M, \gamma)$. 
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The space of boundary vector fields $v_0$ with the above properties is contractible. This implies that there is a canonical identification between the set of $\text{Spin}^c$ structures coming from different boundary vector fields. Thus, we make no further reference to $v_0$.

**Proposition 3.30** ([8, Prop. 3.6]). *Let $M$ be a connected sutured manifold. Then $\text{Spin}^c(M, \gamma)$ is non-empty if and only if $M$ is balanced. In such a case, the group $H^2(M, \partial M)$ acts freely and transitively over $\text{Spin}^c(M, \gamma)$.*

We denote the action of $H^2(M, \partial M)$ over $\text{Spin}^c(M, \gamma)$ by $(h, s) \mapsto s + h$. If $s_1, s_2$ denote two $\text{Spin}^c$ structures on $M$, we denote by $s_1 - s_2$ the element $h \in H^2(M, \partial M)$ such that $s_1 = s_2 + h$.

We now study how $\text{Spin}^c$ structures of $(M, \gamma)$ can be understood directly from a Heegaard diagram. For this, we need the following definition.

**Definition 3.31.** Let $\mathcal{H} = (\Sigma, \alpha, \beta)$ be a balanced Heegaard diagram, where $\alpha = \{\alpha_1, \ldots, \alpha_d\}$ and $\beta = \{\beta_1, \ldots, \beta_d\}$. A multipoint in $\mathcal{H}$ is an unordered set $x = \{x_1, \ldots, x_d\}$ where $x_i \in \alpha_i \cap \beta_{\sigma(i)}$ for each $i = 1, \ldots, d$ and $\sigma$ is some permutation in $S_d$. The set of multipoints of $\mathcal{H}$ is denoted by $T_{\alpha} \cap T_{\beta}$.

We use the notation $T_{\alpha} \cap T_{\beta}$ for the set of multipoints by the following reason. If we let $\text{Sym}^d(\Sigma) := \Sigma^d/S_d$ where the symmetric group $S_d$ acts on $\Sigma^d = \Sigma \times \ldots \times \Sigma$ by permuting the factors, then the Heegaard diagram induces two tori $T_{\alpha} := \alpha_1 \times \ldots \times \alpha_d$ and $T_{\beta} := \beta_1 \times \ldots \times \beta_d$ contained in $\text{Sym}^d(\Sigma)$. A multipoint $x = \{x_1, \ldots, x_d\}$ corresponds to an intersection point $x \in T_{\alpha} \cap T_{\beta}$.

Given a balanced Heegaard diagram $\mathcal{H} = (\Sigma, \alpha, \beta)$ of $(M, \gamma)$ with $d = |\alpha| = |\beta|$, one can construct a map

$$s : T_{\alpha} \cap T_{\beta} \to \text{Spin}^c(M, \gamma)$$

(see [16, Section 2.6] for the closed case and [7, Section 4] for the sutured extension). To do this, we first fix a Riemannian metric on $M$. Now, take a Morse function $f : M \to [-1, 4]$ satisfying the following conditions:

1. $f(R_-) = -1, f(R_+) = 4$ and $f|_\gamma$ is the height function $\gamma = s(\gamma) \times [-1, 4] \to [-1, 4]$.

   Here we choose a diffeomorphism $\gamma = s(\gamma) \times [-1, 4]$ such that $s(\gamma)$ corresponds to $s(\gamma) \times \{3/2\}$.

2. For $i = 1, 2$, $f$ has $d$ index $i$ critical points and has value $i$ on these points. These lie in $\text{int}(M)$ and there are no other critical points.

3. One has $\Sigma = f^{-1}(3/2)$, the $\alpha$ curves coincide with the intersection of the unstable manifolds of the index one critical points with $\Sigma$ and the $\beta$ curves coincide with the intersection of the stable manifolds of the index two critical points with $\Sigma$.

   Such a Morse function always exists (see e.g. [9, Prop. 6.17]). By the first condition, $\nabla f|_{\partial M}$ satisfies the properties of the vector field $v_0$ in Definition 3.29. Note that the only singularities of $\nabla f$ are the index one and index two critical points of $f$, denote them by $P_1, \ldots, P_d$ and $Q_1, \ldots, Q_d$ respectively. Then the last condition above means

   $$W^u(P_i) \cap \Sigma = \alpha_i \quad \text{and} \quad W^s(Q_i) \cap \Sigma = \beta_i$$

   for each $i$. Here $W^u$ and $W^s$ denote respectively the unstable and stable submanifolds of $\nabla f$ at the corresponding critical point. Thus, an intersection point $x \in \alpha_i \cap \beta_j$ corresponds to a trajectory of $\nabla f$ starting at $P_i$ and ending at $Q_j$. In particular, a multipoint $x \in T_{\alpha} \cap T_{\beta}$
corresponds to a $d$-tuple $\gamma_x$ of trajectories of $\nabla f$ connecting all the index one critical points to all the index two critical points.

**Definition 3.32.** Let $(\Sigma, \alpha, \beta)$ be a balanced Heegaard diagram of $(M, \gamma)$ and $x \in \mathbb{T}_\alpha \cap \mathbb{T}_\beta$. Let $f$ be a Morse function adapted to the Heegaard diagram as above. We define a Spin$^c$ structure $s(x)$ as follows: let $N$ be a tubular neighborhood of $\gamma_x$ in $M$ homeomorphic to a disjoint union of $d$ 3-balls. Then $\nabla f$ is a non-vanishing vector field over $M \setminus N$. Since the critical points of $f$ have complementary indices on each component of $N$, one can extend $\nabla f|_{M \setminus N}$ to a non-vanishing vector field over all of $M$. We let $s(x)$ be the homology class of this vector field.

**Definition 3.33.** Let $x, y \in \mathbb{T}_\alpha \cap \mathbb{T}_\beta$ be two multipoints say $x_i \in \alpha_i \cap \beta_i$ and $y_i \in \alpha_i \cap \beta_{\sigma(i)}$ for each $i$. Let $c_i$ be an arc joining $x_i$ to $y_i$ along $\alpha_i$ and $d_i$ be an arc joining $y_{\sigma^{-1}(i)}$ to $x_i$ along $\beta_i$. Then

$$\sum_{i=1}^d c_i + \sum_{i=1}^d d_i$$

is a cycle in $\Sigma$. We denote by $\epsilon(x, y)$ the element of $H_1(M)$ induced by the cycle above.

Note that for each $i$ there are two choices for an arc $c_i$ joining $x_i$ and $y_i$ along $\alpha_i$ (similarly for $d_i$) but the class $\epsilon(x, y) \in H_1(M)$ is independent of which arc is chosen.

**Lemma 3.34 ([7, Lemma 4.7]).** For any $x, y \in \mathbb{T}_\alpha \cap \mathbb{T}_\beta$ we have

$$PD[s(x) - s(y)] = \epsilon(x, y)$$

where $PD : H^2(M, \partial M) \rightarrow H_1(M)$ is Poincaré duality.

Now let’s study what happens with the map $s$ when doing Heegaard moves. Let $\mathcal{H} = (\Sigma, \alpha, \beta), \mathcal{H}' = (\Sigma', \alpha', \beta')$ be two balanced Heegaard diagrams of $(M, \gamma)$. Then we have two maps

$$s : \mathbb{T}_\alpha \cap \mathbb{T}_\beta \rightarrow \text{Spin}^c(M, \gamma) \quad \text{and} \quad s' : \mathbb{T}_{\alpha'} \cap \mathbb{T}_{\beta'} \rightarrow \text{Spin}^c(M, \gamma).$$

Suppose $\mathcal{H}'$ is obtained from $\mathcal{H}$ by one of the moves of Theorem 3.11. In the case of isotopy, we suppose that $\mathcal{H}'$ is obtained by an isotopy of an $\alpha$ or $\beta$ curve that adds just two new intersection points. For all such moves there is an obvious map

$$j : \mathbb{T}_\alpha \cap \mathbb{T}_\beta \rightarrow \mathbb{T}_{\alpha'} \cap \mathbb{T}_{\beta'}.$$ 

In the case of isotopies (that increase the number of intersection points) or handlesliding, it is clear that $\mathbb{T}_\alpha \cap \mathbb{T}_\beta \subset \mathbb{T}_{\alpha'} \cap \mathbb{T}_{\beta'}$ so we let $j$ be the inclusion. For diffeomorphisms isotopic to the identity in $M$ we just let $j$ be the bijection between multipoints induced by the diffeomorphism. For stabilization, if $\alpha_{d+1}, \beta_{d+1}$ are the stabilized curves intersecting in a point $x_{d+1} \in \Sigma'$ then we let $j$ be the bijection $x \mapsto x \cup \{x_{d+1}\}$.

**Proposition 3.35.** If $\mathcal{H}'$ is obtained from $\mathcal{H}$ by a Heegaard move and if the map $j$ is defined as above, then

$$s'(j(x)) = s(x)$$

for all $x \in \mathbb{T}_\alpha \cap \mathbb{T}_\beta$. 
Proof. This is obvious for isotopies and diffeomorphisms isotopic to the identity in \( M \). Suppose \( \mathcal{H}' \) is obtained from \( \mathcal{H} \) by stabilization. The union of the newly attached one-handle/two-handle pair is a 3-ball and it is clear that in the complement of this ball, the vector fields representing \( s(x) \) and \( s'(j(x)) \) coincide so \( s(x) = s'(j(x)) \) by definition. Now suppose \( \mathcal{H}' \) is obtained from \( \mathcal{H} \) by handle-sliding a curve \( \alpha_1 \) over \( \alpha_2 \) and let \( \alpha'_1 = \alpha_1 \# \alpha_2 \). Let \( U_\alpha \) be the lower handlebody and let \( D_1, D_2, D'_1 \subset U_\alpha \) be the compressing disks corresponding to \( \alpha_1, \alpha_2, \alpha'_1 \) respectively. The complement of these three disks in \( U_\alpha \) has two components: one contains the index zero critical point and the other is homeomorphic to a 3-ball \( B \). Note that the boundary of \( B \) is the union of \( D_1, D_2, D'_1 \) and the pair of pants bounded by \( \alpha_1, \alpha_2, \alpha'_1 \). One can pick Morse functions \( f, f' \) adapted to \( \mathcal{H}, \mathcal{H}' \) respectively such that in the complement of \( B \) in \( M \), the vector fields \(-\nabla f \) and \(-\nabla f' \) coincide. Moreover, the trajectories of \( f \) associated to \( x \) coincide with the trajectories of \( f' \) associated to \( j(x) \), so the vector fields representing \( s(x) \) and \( s'(j(x)) \) coincide in the complement of \( d + 1 \) 3-balls, which implies that \( s(x) = s'(j(x)) \).

\[ \square \]

3.6. Homology orientations. Let \( (\Sigma, \alpha, \beta) \) be a balanced Heegaard diagram of \( (M, \gamma) \) and \( d = |\alpha| = |\beta| \). Denote \( R_- = R_-(\gamma) \). Let \( A \subset H_1(\Sigma; \mathbb{R}) \) (resp. \( B \)) be the subspace spanned by \( \alpha \) (resp. \( \beta \)). These subspaces have dimension \( d \) by [7, Lemma 2.10]. There is a bijection \( o \) between orientations of the vector space \( H_*(M, R_-; \mathbb{R}) \) and orientations of the vector space \( \Lambda^d(A) \otimes \Lambda^d(B) \) \([5, Sect. 2.4]\). This is seen as follows. The Heegaard diagram specifies a handle decomposition of \( (M, \gamma) \) relative to \( R_- \times I \) with no handles of index zero or three. There are \( d \) handles of index one and two, so the handlebody complex \( C_* = C_*(M, R_- \times I; \mathbb{R}) \) is just \( C_1 \oplus C_2 \) where both \( C_1, C_2 \) have dimension \( d \). Now let \( \omega \) be an orientation of \( H_*(M, R_-; \mathbb{R}) \) and let \( h_1^1, \ldots, h_1^m, h_2^1, \ldots, h_2^m \) be an ordered basis of \( H_*(M, R_-; \mathbb{R}) \) compatible with \( \omega \), where \( h_j^i \in H_i(M, R_-; \mathbb{R}) \). Let \( c_1^1, \ldots, c_m^1, c_1^2, \ldots, c_m^2, b_1, \ldots, b_{d-m} \in C_* \) be chains representing this basis, where \( c_j^i \in C_i \). Then, for any \( b_1, \ldots, b_{d-m} \in C_2 \) such that \( c_1^1, \ldots, c_m^1, b_1, \ldots, b_{d-m} \) is a basis of \( C_2 \) the collection

\[
c_1^1, \ldots, c_m^1, \partial b_1, \ldots, \partial b_{d-m}, c_1^2, \ldots, c_m^2, b_1, \ldots, b_{d-m}
\]

is a basis of \( C_* \) whose orientation \( \omega' \) depends only on \( \omega \). Now, an orientation of \( C_* \) is specified by an ordering and orientation of the handles of index one and two. This is the same as an ordering and orientation of the curves in \( \alpha \cup \beta \) or equivalently, an orientation of \( \Lambda^d(A) \otimes \Lambda^d(B) \). This way, the orientation \( \omega \) induces an orientation of \( \Lambda^d(A) \otimes \Lambda^d(B) \) via \( \omega' \). We denote this orientation of \( \Lambda^d(A) \otimes \Lambda^d(B) \) by \( o(\omega) \).

Remark 3.36. When \( H_*(M, R_-; \mathbb{R}) = 0 \), the orientation \( \omega' \) of \( C_*(M, R_-; \mathbb{R}) \) constructed above is canonical. In this case, an ordering and orientation of the curves of \( \alpha \cup \beta \) corresponds to the canonical orientation if and only if

\[ \det(\alpha_i \cdot \beta_j) > 0. \]

4. THE INVARIANT

In this section we define the sutured 3-manifold invariant \( I^\rho_H(M, \gamma, s, \omega) \). We begin by extending Kuperberg’s construction \([10]\) to extended Heegaard diagrams, at least provided \( R_-(\gamma) \) is connected. This leads to a scalar \( Z_H^\rho(\mathcal{H}, \omega) \) which is a topological invariant only when both the relative integral and co-integral are two-sided. In Subsection 4.2 we devise a way to put basepoints on a Heegaard diagram, once a multipoint is chosen. The actual invariant is then defined in Subsection 4.3, using the previous rule to put basepoints and the
relation between multipoints and Spin\textsuperscript{c} structures. The case when $R_-(\gamma)$ is disconnected can be reduced to the connected case, this is explained in Subsection 4.4. The most general definition of the invariant $I_H$ is given in Definition 4.14.

During the whole section we let $H = (H, m_H, \eta_H, \Delta_H, \epsilon_H, S_H)$ be an involutive Hopf superalgebra over a field $\mathbb{K}$ endowed with a relative right integral $(B, i_B, \pi_B, \mu)$ and a compatible relative right cointegral $(A, \pi_A, i_A, \nu)$. We let $b \in G(B)$ and $a^* \in G(A^*)$ be the associated group-likes (see Definition 2.13).

We also let $(M, \gamma)$ be a connected, oriented, balanced sutured 3-manifold with connected $R_-(\gamma)$, let $\omega$ be an orientation of $H_4(M, R_-; \mathbb{R})$ and $\rho : H_1(M) \to G(A \otimes B^*)$ be a group homomorphism. All homology groups will be taken with integral coefficients unless explicitly stated.

4.1. Tensors associated to Heegaard diagrams. Let $\mathcal{H} = (\Sigma, \alpha^e, \beta^e)$ be an extended Heegaard diagram of $(M, \gamma)$. Recall that $\alpha^e = \alpha \cup a$ where $\alpha$ consists of closed curves and $a$ consists of properly embedded arcs in $\Sigma$ (and similarly for $\beta^e = \beta \cup b$). We let $d = |\alpha| = |\beta|$ and $l = |a| = |b|$ and note $\alpha = \{\alpha_1, \ldots, \alpha_d\}, a = \{a_{d+1}, \ldots, a_{d+l}\}$. Similarly, we note $\beta = \{\beta_1, \ldots, \beta_d\}, b = \{\beta_{d+1}, \ldots, \beta_{d+l}\}$. We will endow our diagrams with some additional structure.

**Definition 4.1.** We say that $\mathcal{H}$ is ordered if each of the sets $\alpha, a, \beta, b$ is linearly ordered. We extend the linear orders to $\alpha^e$ (resp. $\beta^e$) by declaring each curve of $\alpha$ (resp. $\beta$) to come before each arc of $a$ (resp. $b$). We say that $\mathcal{H}$ is based if for each $i = 1, \ldots, d$ there is a basepoint $p_i \in \alpha_i$ disjoint from $\beta^e$ and a basepoint $q_i \in \beta_i$ disjoint from $\alpha^e$. Whenever the arcs of $\mathcal{H}$ are oriented, we will take the beginning point of each arc as its basepoint.

**Definition 4.2.** Let $\mathcal{H}$ be an oriented extended Heegaard diagram, that is, each curve or arc is oriented. We call an intersection point $x \in \alpha^e \cap \beta^e$ a crossing of $\mathcal{H}$ and we say it is positive if the tangent vectors of $\alpha^e$ and $\beta^e$ at $x$ define an oriented basis of $T_x \Sigma$ and negative otherwise. At each crossing $x$ we define a number $\epsilon_x \in \{0, 1\}$ by $\epsilon_x = 0$ if the crossing is positive and $\epsilon_x = 1$ if it is negative. In other words, $(-1)^{\epsilon_x} = m_x$ where $m_x$ is the intersection sign at $x$.

Let $\mathcal{H} = (\Sigma, \alpha^e, \beta^e)$ be an ordered, oriented, based extended Heegaard diagram of a sutured manifold $(M, \gamma)$ as above. We define a scalar

$$Z^\rho_H(\mathcal{H}) \in \mathbb{K}$$

as follows. First, write $\rho = (\varphi, \psi)$ under the isomorphism $G(A \otimes B^*) \cong G(A) \otimes G(B^*)$. Since we suppose $R_-(\gamma)$ is connected and $\mathcal{H}$ is oriented, there is an element $\alpha^* \in H_1(M)$ associated to each $\alpha \in \alpha^e$ (Definition 3.25), and thus also an element $\varphi(\alpha^*) \in G(A)$. We associate to each $\alpha \in \alpha^e$ the tensor

$$\varphi(\alpha^*) \to l \to \Delta_H \quad \text{or} \quad \varphi(\alpha^*) \to i_A \to \Delta_H$$

depending on whether $\alpha$ is a closed curve (left) or $\alpha$ is an arc (right). The iterated coproduct has as many legs as crossings through $\alpha$, and from top to bottom the legs correspond to the crossings through $\alpha$ when starting from the basepoint and following its orientation. Note that changing the basepoint of $\alpha$ changes the cyclic order of the iterated coproduct, and
this produces a different tensor when \( \alpha \) is closed and \( b \neq 1 \) (see condition (4) of Definition 2.13). Similarly, for each \( \beta \in \mathcal{B}^e \) there is an element \( \beta^* \in H_1(M) \) and hence \( \psi(\beta^*) \in G(B^*) \). To each \( \beta \) we assign the following tensor:

\[
\begin{array}{c}
m_H \rightarrow \mu \rightarrow \psi(\beta^*) \\
m_H \rightarrow \pi_B \rightarrow \psi(\beta^*)
\end{array}
\]

depending on whether \( \beta \) is closed (left) or \( \beta \) is an arc (right). As before, the legs from top to bottom of the product correspond to the crossings of \( \beta \) starting from its basepoint and following its orientation.

Now let \( x \) be a crossing of \( \mathcal{H} \). Then \( x \) corresponds to a unique outcoming leg (resp. incoming leg) of a tensor associated to some \( \alpha \in \mathcal{A}^e \) (resp. \( \beta \in \mathcal{B}^e \)). If \( \epsilon_x \in \{0, 1\} \) is defined as above, then we associate to \( x \) the tensor

\[
S_{\mathcal{H}}^{\epsilon_x}
\]

We now take the tensor product of the tensors corresponding to the \( \alpha \)'s for all \( \alpha \in \mathcal{A}^e \). We assume the tensor product is ordered according to the order of \( \mathcal{A}^e \). Similarly, we take the tensor product of the tensors corresponding to the \( \beta \)'s for each \( \beta \in \mathcal{B}^e \), following the order of \( \mathcal{B}^e \). These two tensor products are then contracted using the tensors associated to the crossings as above. The result of this contraction is a scalar in the base field of \( H \).

**Definition 4.3.** Let \( \mathcal{H} \) be an ordered, oriented, based, extended Heegaard diagram. We denote by \( Z_H^\rho(\mathcal{H}) \) the scalar obtained by contracting all the tensors above. Given an orientation \( \omega \) of \( H_*(M, R; \mathbb{R}) \) we also define

\[
Z_H^\rho(\mathcal{H}, \omega) := \delta_\omega(\mathcal{H}) Z_H^\rho(\mathcal{H})
\]

where \( \delta_\omega(\mathcal{H}) \) is a sign defined by

\[
\delta_\omega(\mathcal{H}) := (\pm 1)^{\deg(\mu)} = (\pm 1)^{\deg(\iota)}
\]

where the \( \pm 1 \) sign is determined by \( o(\mathcal{H}) = \pm \omega \) and \( o \) is the map of Subsection 3.6.

**Example 4.4.** Let \( H = H_n \) \((n \geq 1)\) be the Hopf algebra over \( K = \mathbb{C} \) of Example 2.8 with the relative integral and cointegral given there, so \( A = \mathbb{C} \) and \( B \cong \mathbb{C}[\mathbb{Z}/n\mathbb{Z}] \). We compute \( Z_H^\rho(\mathcal{H}) \) where \( \mathcal{H} \) is the extended Heegaard diagram of the left trefoil complement on the right of Figure 3, with orientations and basepoints as in Figure 4 below. We let \( \rho : H_1(M) \rightarrow G(B^*) \) be given by \( \rho(\beta^*_2)(K) = q \) where \( q = e^{\frac{2\pi i}{n}} \) (note that \( \beta^*_2 \) is a meridian of the knot). Note that with the notation above, \( \varphi = 1 \) and \( \rho = \psi \) since \( G(A) = \{1\} \). Moreover, since \( i_A \) is the unit of \( H \), the tensors corresponding to the \( \alpha \)-arcs do not contribute to \( Z_H \), hence we do not consider them. The tensor corresponding to \( \mathcal{H} = (\Sigma, \{\alpha\}, \{\beta_1, \beta_2\}) \) is thus given as follows:

\[
\begin{array}{c}
\iota \rightarrow \Delta_H \overset{S_H}{\rightarrow} m_H \rightarrow \mu \rightarrow \psi(\beta_1^*) \\
m_H \rightarrow \pi_B \rightarrow \psi(\beta_2^*)
\end{array}
\]
Recall that $\iota = \frac{1}{n} (\sum_{i=0}^{n} K^i X)$. To compute the above tensor, we rely on Lemma 5.1 below: each $K^i$ accompanying $X$ is group-like and central in $H$, hence it has the effect of multiplying the whole tensor by $\langle \psi(\alpha), K \rangle^i$. Since $\alpha = 1$ in $H_1(M)$, it follows that each $K^i$ does nothing, hence it suffices to compute the above tensor with $X$ in place of the cointegral $\iota$. Now, we have

$$\Delta^{(5)}_H(X) = X \otimes 1 \otimes \ldots \otimes 1 + K \otimes X \otimes 1 \otimes \ldots \otimes 1 + \ldots + K \otimes \ldots \otimes K \otimes X,$$

where there are five terms in the sum. Since $\mu$ vanishes on $B \subset H$, the only terms of this coproduct that contribute to $Z$ are those for which $X$ lies over $\beta$ and there are three of them (the first, third and fifth in the above expansion of $\Delta^{(5)}_H(X)$). Hence, one computes

$$Z^n_H(\mathcal{H}) = \psi(\beta_1^*) \otimes \psi(\beta_2^*)(\mu(X) \otimes 1 + \mu(KS(X)) \otimes K + \mu(KK^{-1}X) \otimes K^2)$$

$$= 1 - \psi(\beta_2^*)(K) + \psi(\beta_2^*)(K^2)$$

$$= 1 - q + q^2.$$

Note that varying $n$ this defines a polynomial in a variable $q$, namely, $1 - q + q^2$ which is the Alexander polynomial of the knot up to a unit. See Corollary 6.5 below.

**Remark 4.5.** The above example anticipates the proof of Theorem 2 (or rather, the Fox calculus formula of Theorem 6.1). Indeed, with the orientations and basepoint as above, one has

$$\alpha = \beta_1^* \beta_2^* (\beta_1^*)^{-1} \beta_2^* \beta_1^*.$$

The Fox derivative (see Subsection 6.1) is

$$\frac{\partial \alpha}{\partial \beta_1} = 1 - \beta_1^* \beta_2^* (\beta_1^*)^{-1} + \beta_1^* \beta_2^* (\beta_1^*)^{-1} \beta_2^* = 1 - \beta_2^* + (\beta_2^*)^2$$

when considered as an element of $\mathbb{Z}[H_1(M)]$. Evaluating this on the character $\rho : H_1(M) \to \mathbb{C}^\times$ defined by $\rho(\beta_2^*) = q$ gives $Z^n_H(\mathcal{H})$ as computed above therefore satisfying the conclusion of Theorem 6.1.
4.2. Basepoints. Whenever \( b \neq 1_H \) or \( a^* \neq \epsilon_A \), the scalar \( Z_H^\rho(H) \) defined above depends on the basepoints on \( H \) (see Proposition 5.2 for a precise statement), thus, it is not necessarily a topological invariant of \( (M, \gamma) \). To correct this, we explain now how to put basepoints on the curves in \( \alpha \cup \beta \) in a coherent way.

**Definition 4.6.** Let \( H \) be an oriented extended Heegaard diagram. Let \( x \in T_\alpha \cap T_\beta \) be a multipoint, say, \( x = \{x_1, \ldots, x_d\} \) with \( x_i \in \alpha_i \cap \beta_i \) for each \( i \) (where \( d = |\alpha| = |\beta| \)). We define basepoints \( p_i = p_i(x) \) on each \( \alpha_i \) and \( q_i = q_i(x) \) on each \( \beta_i \) as follows: if the crossing \( x_i \) is positive (resp. negative), then we put \( p_i \) and \( q_i \) right before \( x_i \) (resp. after) when following the orientation of \( \alpha_i \) and \( \beta_i \), see Figure 5.

![Figure 5. Basepoints on \( \alpha \cup \beta \) coming from \( x \in T_\alpha \cap T_\beta \). The point \( x_i \in \alpha_i \cap \beta_i \) is represented by a white dot, and the basepoints \( p_i, q_i \) by black dots. We have depicted both types of crossings, a positive one on the left and a negative one on the right. The surface is oriented as \( \Sigma = \partial U_\alpha \) (i.e. the normal vector points to the reader)](image)

**Remark 4.7.** This rule for the basepoints is set to mimic the condition

\[
\mu(bx) = \pm S_B \circ \mu \circ S_H(x)
\]

of Definition 2.13. Indeed, moving the basepoints affects the Kuperberg tensors by multiplication by \( b \) while reversing the orientation of a curve involves the antipode. This will be essential for the proof of Lemma 5.4.

Now let \( x, y \in T_\alpha \cap T_\beta \) be two multipoints, say, \( x_i \in \alpha_i \cap \beta_i \) and \( y_i \in \alpha_i \cap \beta_{a(i)} \) for \( i = 1, \ldots, d \). There are two sets of basepoints \( \{p_1(x), \ldots, p_d(x)\} \) and \( \{p_1(y), \ldots, p_d(y)\} \) on the \( \alpha \) curves, where \( p_i(x), p_i(y) \in \alpha_i \) for each \( i \). Consider the oriented arc \( c'_i \) from \( p_i(x) \) to \( p_i(y) \) along \( \alpha_i \) in the direction of its orientation. As in Definition 3.27 we get an element \( \overline{c'_i} \in H_1(M) \) for each \( i = 1, \ldots, d \), that is, \( \overline{c'_i} \) is the product of the dual homology classes of the curves and arcs in \( \beta^e \) encountered as one follows \( c'_i \), with appropriate signs. Similarly, there are basepoints \( q_i(x), q_i(y) \in \beta_i \) for each \( i = 1, \ldots, d \), let \( d'_i \) be the oriented arc from \( q_i(x) \) to \( q_i(y) \) along \( \beta_i \). There is an element \( \overline{d'_i} \in H_1(M) \) which is a product of dual homology classes of \( \alpha^e \).

**Lemma 4.8.** For any \( x, y \in T_\alpha \cap T_\beta \) one has

\[
\epsilon(x, y) = \prod_{i=1}^d \overline{c'_i} = \prod_{i=1}^d \overline{d'_i}^{-1}
\]

in \( H_1(M) \), where \( \epsilon(x, y) \) is the homology class of Definition 3.33.
Proof. For each $i$ let $c_i$ be the oriented subarc of $\alpha_i$ starting at $x_i$ and ending at $y_i$ and let $d_i$ be the oriented subarc of $\beta_i$ from $y_{\sigma^{-1}(i)}$ to $x_i$, so that $\bigcup_{i=1}^{d}(c_i \cup d_i)$ represents $\epsilon(x,y)$ (see Definition 3.33). Let $e_i$ be an arc parallel to $d_i$ on the left side of $\beta_i$ from $p_{\sigma^{-1}(i)}(y)$ to $p_i(x)$. It is clear that $\bigcup_{i=1}^{d}(c_i \cup d_i)$ is isotopic to $\bigcup_{i=1}^{d}(c'_i \cup e_i)$ (as oriented 1-submanifolds of $\Sigma$): each $c_i \cup d_i \cup c_{\sigma^{-1}(i)}$ can be pushed off to the left side of $\beta_i$ to match $c'_i \cup e_i \cup c'_{\sigma^{-1}(i)}$. Thus $\epsilon(x,y)$ is represented by the 1-submanifold $\bigcup_{i=1}^{d}(c'_i \cup e_i)$, which is transversal to $\beta^e$. By Remark 3.28

$$
\epsilon(x,y) = \frac{\bigcup_{i=1}^{d}(c'_i \cup e_i)}{\bigcup_{i=1}^{d}(c'_i)} = \prod_{i=1}^{d}c'_i
$$

where we used $\overline{e_i} = 1$ since the $e_i$’s are disjoint from $\beta^e$. The expression using the dual homology classes in $\alpha^e$ is proved similarly noting that $d'_i$ and $d_i$ have opposite orientations.

4.3. Construction of $I_H$. Let $(M, \gamma)$, $\omega$ and $\rho$ be as before and let $\mathcal{H}$ be an ordered, oriented, extended Heegaard diagram of $(M, \gamma)$. Pick a multipoint $x$ of $\mathcal{H}$. Whenever $\mathcal{H}$ is based according to $x$, we denote the tensor of Definition 4.3 by $Z^p_H(\mathcal{H}, x)$ (resp. $Z^p_H(\mathcal{H}, x, \omega)$ if the orientation $\omega$ is taken into account).

Now let $s \in \text{Spin}^c(M, \gamma)$. Recall that $\text{Spin}^c(M, \gamma)$ is an affine space over $H^2(M, \partial M)$ (Proposition 3.30) so there is an homology class $s - s(x) \in H^2(M, \partial M)$ where $s$ is the map of Definition 3.32. Let $h_{s,x}$ be the class in $H_1(M)$ defined by

$$
h_{s,x} := PD[s - s(x)]
$$

where $PD : H^2(M, \partial M) \to H_1(M)$ is Poincaré duality.

Definition 4.9. We let

$$
\zeta_{s,x} := \langle \rho(h_{s,x}), (a^*)^{-1} \otimes b \rangle = \langle (a^*)^{-1}, \varphi(h_{s,x}) \rangle \langle \psi(h_{s,x}), b \rangle \in K^x
$$

where $\rho = (\varphi, \psi)$ under the isomorphism $G(A \otimes B^*) \cong G(A) \otimes G(B^*)$. Here $\langle \, , \rangle$ denotes the corresponding evaluation pairings.

Theorem 4.10. Let $(M, \gamma)$ be a balanced sutured manifold with connected $R_-(\gamma)$ endowed with $s \in \text{Spin}^c(M, \gamma)$, an orientation $\omega$ of $H_1(M, R_-(\gamma); \mathbb{R})$ and a group homomorphism $\rho : H_1(M) \to G(A \otimes B^*)$. Then the scalar

$$
\zeta_{s,x}Z^p_H(\mathcal{H}, x, \omega)
$$

is independent of all the choices made in its definition and defines a topological invariant of the tuple $(M, \gamma, s, \omega, \rho)$.

We will prove this theorem in Section 5. The case when $R_-$ is disconnected is treated in Subsection 4.4 below. Theorem 1 is the combination of Theorem 4.10 together with Proposition 4.13.
**Definition 4.11.** Using the above notation and assuming $R_-$ connected, we define

$$I^g_H(M, \gamma, s, \omega) := \zeta_{s,x} Z^g_H(\mathcal{H}, x, \omega)$$

where $\mathcal{H}$ is any ordered, oriented, extended Heegaard diagram of $(M, \gamma)$ (based according to $x$). This is well-defined by the above theorem.

### 4.4. The disconnected case.

Assuming Theorem 4.10, we show how to extend the definition of $I^g_H$ to arbitrary balanced sutured manifolds (i.e. with possibly disconnected $R_-$).

Let $(M, \gamma)$ be a balanced sutured manifold. Then we can construct a balanced sutured manifold $(M', \gamma')$ containing $M$ and with connected $R' = R_-(\gamma')$ as follows (see [5, Section 3.6]). First, attach a 2-dimensional 1-handle $h$ along $s(\gamma)$. This handle can be thickened to a 3-dimensional 1-handle $h \times I$ attached to $\gamma = s(\gamma) \times I$. This produces a new balanced sutured manifold, and after sufficiently many handle attachments, we get $(M', \gamma')$.

**Lemma 4.12.** If $R = R_-(\gamma)$ is connected, then

$$I^g_H(M, \gamma, s, \omega) = I^g_H(M', \gamma', i(s), \omega')$$

where $(M', \gamma')$ is any balanced sutured manifold constructed from $(M, \gamma)$ as above.

**Proof.** It suffices to suppose $(M', \gamma')$ is obtained by adding a single 3-dimensional 1-handle to $R_\times I$. Then, an extended Heegaard diagram of $M'$ is obtained from an extended diagram $\mathcal{H} = (\Sigma, \alpha^e, \beta^e)$ of $M$ by attaching a 2-dimensional 1-handle $h$ to $\Sigma$ along $\partial \Sigma$ and letting $\alpha' = \alpha \cup \{a\}$ and $\beta' = \beta \cup \{b\}$, where both $a$ and $b$ are arcs parallel to the cocore of the 1-handle attached (as usual we note $\alpha^e = \alpha \cup a$ and $\beta^e = \beta \cup b$). If $\Sigma'$ denotes the surface $\Sigma$ with $h$ attached, then $(\Sigma', \alpha, \beta, \alpha', \beta')$ is an extended diagram of $(M', \gamma')$. Note that with such Heegaard diagrams, one has an identification $T_\alpha \cap T_\beta = T_{\alpha'} \cap T_{\beta'}$ and we note $x'$ the multipoint in $T_\alpha' \cap T_{\beta'}$ corresponding to $x \in T_\alpha \cap T_\beta$. Since the cocore of $h$ does not intersects any curve or arc of $\mathcal{H}$ it follows from the definition that

$$Z^g(H, x, \omega) = Z^g(H', x', \omega').$$

Moreover, since the map $i: \text{Spin}^c(M, \gamma) \to \text{Spin}^c(M', \gamma')$ defined above is an affine map and satisfies $i(s(x)) = s'(x')$ (see [5, Section 3.6]), one has

$$PD[h_{i(s)}, x'] = i(s) - s'(x')$$

$$= i(s) - i(s(x))$$

$$= i_*(PD[h_s, x]).$$
which implies $\zeta_{S,X} = \zeta_{I(S),X'}$ since $\rho' \circ I_s = \rho$. Thus

$$I_H^\rho(M, \gamma, s, \omega) = I_H^{\rho'}(M', \gamma', i(s), \omega')$$

as desired. \hfill \Box

**Proposition 4.13.** Let $(M, \gamma)$ be a balanced sutured manifold with possibly disconnected $R = R_-(\gamma)$. Let $(M', \gamma')$ be any sutured manifold with connected $R' = R_-(\gamma')$ constructed as above. The scalar $I_H^{\rho'}(M', \gamma', i(s), \omega')$ is independent of how the one-handles are attached to $R$, provided $R'$ is connected.

**Proof.** Suppose $(M', \gamma')$ and $(M'', \gamma'')$ are obtained from $(M, \gamma)$ by attaching 1-handles to $R$ as above and that $R', R''$ are connected. One can keep attaching 1-handles to find a sutured manifold $(M_0, \gamma_0)$ containing both $M'$ and $M''$. By the lemma above, it follows that $I(M') = I(M_0) = I(H')$ as desired. \hfill \Box

**Definition 4.14.** Let $(M, \gamma)$ be a connected balanced sutured manifold with possibly disconnected $R = R_-(\gamma)$. We define

$$I_H^\rho(M, \gamma, s, \omega) := I_H^{\rho'}(M', \gamma', i(s), \omega')$$

where $(M', \gamma')$ is any balanced sutured manifold obtained by adding 1-handles to $M$ as above, $\rho'$ is an arbitrary extension of $\rho$ to $H_1(M')$ and $\omega'$ is the orientation of $H_+(M', R'; \mathbb{R})$ corresponding to $\omega$ under the isomorphism induced by inclusion. If $M$ is disconnected with connected components $M_1, \ldots, M_m$ then we let

$$I_H^\rho(M, \gamma, s, \omega) := \prod_{i=1}^m I_H^\rho(M_i, \gamma_i, s_i, \omega_i)$$

where $\gamma_i = \gamma \cap M_i, \rho_i = \rho|_{H_1(M_i)}, s_i = s|_{M_i}, \omega_i = \omega|_{H_+(M_i, R_-(\gamma_i); \mathbb{R})}$ for each $i = 1, \ldots, m$.

5. **Proof of invariance**

In this section we prove Theorem 4.10. The main difference between our proof and that of Kuperberg [10] is that the tensors we associate to the closed curves of a Heegaard diagram are not necessarily cyclic. Thus, $Z_H^\rho(H)$ depends on the basepoints of $H$, but we find a nice basepoint-changing formula as in Proposition 5.2 below. We will use the same notation as in the previous section. Thus, $H$ is an involutive Hopf superalgebra endowed with a compatible relative integral and cointegral with distinguished group-likets $b \in G(B)$ and $a^* \in G(A^*)$. We also let $H = (\Sigma, \alpha^c, \beta^c)$ be an ordered, oriented, based extended Heegaard diagram of a balanced sutured 3-manifold $(M, \gamma)$ (with connected $R_-(\gamma)$) and let $\rho = (\varphi, \psi) : H_1(M) \to G(A \otimes B^*)$ be a group homomorphism.

**Lemma 5.1.** For any $\beta \in \beta^c$, composing an incoming leg of a $\beta$-tensor with $m_{b^{\pm 1}}$ has the effect of multiplying that tensor by $\langle \psi((\beta^*)^{\pm 1}), b \rangle$. Graphically, this is

$$\xymatrix{ \cdots \ar@{.>}[r] & m_{b^{\pm 1}} \ar[r]_{\beta} & m_H \ar[r]_{\mu} & \psi(\beta^*) \ar[r]_{\psi((\beta^*)^{\pm 1})} & \cdots \langle b \rangle }$$

as well as with $\pi_B$ in place of $\mu$. Similarly, for any $\alpha \in \alpha^c$, composing an outgoing leg of an $\alpha$-tensor with $\Delta(\alpha^{\pm 1})$ has the effect of multiplying that tensor by $\langle a^*, \varphi(\alpha^{\pm 1}) \rangle$. 


Proof. We think of $B$ as a central subalgebra of $H$ via $i_B$. Then, this is an immediate consequence of the fact that $b^\pm 1 \in H$ is central, $\mu$ (or $\pi_B$) is $B$-linear and $\psi(\beta^*)$ is group-like. The second assertion follows similarly. \hfill \Box

Proposition 5.2. Let $\mathcal{H}$ be an ordered, oriented, based, extended Heegaard diagram. Let $\alpha \in \alpha$ be a closed curve and $p \in \alpha$ be its basepoint. Then changing the basepoint $p$ to another basepoint $p' \in \alpha$ has the effect of multiplying $Z^p_H(\mathcal{H})$ by $\langle \psi(\tau), b \rangle$ where $c$ is the arc from $p'$ to $p$ along $\alpha$ (following its orientation). Similarly, if $\beta \in \beta$ is closed and $q \in \beta$ is its basepoint, moving $q$ to another basepoint $q'$ multiplies $Z^q_H(\mathcal{H})$ by $\langle a^*, \varphi(\tau) \rangle$ where $c$ is the arc from $q'$ to $q$ along $\beta$.

Proof. We prove only the first assertion, the second is analogous. First we claim that, after moving the basepoint to $p'$, the tensor corresponding to $\alpha$ is obtained from the original one by applying $m_b$ to all the crossings along $c$. If $k$ is the number of crossings along $\alpha$ from $p$ to $p'$ and $l$ is the number of crossings along $c$, then this is shown as follows (we denote $\Delta = \Delta_H$):

$$
\begin{align*}
\varphi(\alpha^*) &\rightarrow \tau \rightarrow \Delta > \Delta \\
&\rightarrow \varphi(\alpha^*) \rightarrow \tau \rightarrow \Delta^\alpha > \Delta \leq \{k \}
\end{align*}
$$

Here in the second equality we used property (4) of Definition 2.13 and we used that $b$ is group-like in the third equality. The leftmost tensor is the tensor corresponding to $\alpha$ after moving the basepoint, proving our claim. Now, let $x$ be a crossing through $c$ and denote by $\beta_x$ the $\beta$ curve or arc passing through $x$. We have

$$
\begin{align*}
\Delta \leq \{k \} &\rightarrow \Delta \leq \{l \}
\end{align*}
$$

where the $\pm 1$ on the right hand side is the sign of the crossing $x$. Thus, moving the basepoint $p \in \alpha$ to $p'$ has the effect of composing by $m_{b^\pm 1}$ every incoming leg of a $\beta$-tensor that corresponds to a crossing of $c$. By Lemma 5.1, this has the effect of multiplying the scalar $Z^p_H(\mathcal{H})$ by

$$
\prod_{x \in c} \langle \psi(\beta_x^*)^\pm 1, b \rangle
$$

where $\pm 1$ is the sign at $x$. This is exactly $\langle \psi(\tau), b \rangle$ as was to be shown. \hfill \Box

Now suppose $\mathcal{H}$ is ordered, oriented and based according to a multipoint $\mathbf{x} \in T_\alpha \cap T_\beta$. As before, we denote by $Z^p_H(\mathcal{H}, \mathbf{x})$ the corresponding tensor (or $Z^p_H(\mathcal{H}, \mathbf{x}, \omega)$ if we take $\omega$ into account). Given $s \in \text{Spin}^c(M, \gamma)$, recall that we defined $\zeta_{s, \mathbf{x}} \in \mathbb{K}^\times$ by

$$
\zeta_{s, \mathbf{x}} := \langle (a^*)^{-1}, \varphi(h_{s, \mathbf{x}}) \rangle \langle \psi(h_{s, \mathbf{x}}), b \rangle
$$
Lemma 5.3. Let $s \in \text{Spin}^c(M, \gamma)$ be fixed. Then the scalar
\[
\zeta_s(x)Z_H^0(\mathcal{H}, x)
\]
is independent of the multipoint $x \in T_\alpha \cap T_\beta$.

Proof. Let $x, y \in T_\alpha \cap T_\beta$, say $x_i \in \alpha_i \cap \beta_i$ and $y_i \in \alpha_i \cap \beta_{\sigma(i)}$ for each $i = 1, \ldots, d$, where $\sigma \in S_d$. We thus have basepoints $p_i(x), p_i(y) \in \alpha_i$ and $q_i(x), q_i(y) \in \beta_i$ for each $i = 1, \ldots, d$. We let $c_i'$ be the arc from $p_i(x)$ to $p_i(y)$ along $\alpha_i$ and let $d_i'$ be the arc from $q_i(x)$ to $q_i(y)$ along $\beta_i$. Let $\overline{\mathcal{H}}$ be the based diagram with basepoints the $p_i(y)$'s on the $\alpha$ curves and the $q_i(x)$'s on the $\beta$ curves (and let $\overline{\mathcal{H}}$ have the same ordering and orientations of $\mathcal{H}$). Using Proposition 5.2 over each alpha curve we get
\[
Z_H^0(\mathcal{H}, x) = \left( \prod_{i=1}^d \psi(c_i'), b \right) Z_H^0(\overline{\mathcal{H}}) = \left( \psi(e(x, y)), b \right) Z_H^0(\overline{\mathcal{H}})
\]
where we use Lemma 4.8 in the second equality. Similarly, we have
\[
Z_H^0(\overline{\mathcal{H}}) = \left( a^*, \prod_{i=1}^d \phi(d_i') \right) Z_H^0(\mathcal{H}, y) = \left( a^*, \phi(e(y, x)) \right) Z_H^0(\mathcal{H}, y).
\]
Combining these, we get
\[
Z_H^0(\mathcal{H}, y) = \left( a^*, \phi(e(x, y)) \right) \left( \psi(e(x, y)), b^{-1} \right) Z_H^0(\mathcal{H}, x) = \left( \rho(e(x, y)), a^* \otimes b^{-1} \right) Z_H^0(\mathcal{H}, x).
\]
Noting that $h_{s,x}, h_{s,y} \in H_1(M)$ are related by $h_{s,y} = h_{s,x} + \epsilon(x, y)$, we find
\[
\zeta_{s,y} = \zeta_{s,x} \langle \rho(e(x, y)), (a^*)^{-1} \otimes b \rangle
\]
and we deduce
\[
\zeta_{s,y}Z_H^0(\mathcal{H}, y) = \zeta_{s,x}Z_H^0(\mathcal{H}, x)
\]
as was to be shown. \hfill \Box

Lemma 5.4. For any $x \in T_\alpha \cap T_\beta$, the scalar $Z_H^0(\mathcal{H}, x, \omega)$ is independent of the orientations of $\alpha^c, \beta^c$ chosen.

Proof. We will only prove this for $\alpha^c$. Suppose first we reverse the orientation of an arc $\alpha$. Then $\alpha^*$ gets inversed, the crossings through $\alpha$ reverse order and change sign. Since $H$ is involutive, the tensor corresponding to a crossing $x$ of $\alpha$ becomes $S_H \circ S_H^\omega$, where $\epsilon_x$ is the intersection sign before the orientation reversal. The following computation then shows that $Z_H^0$ is independent of the orientation of $\alpha$ (we denote $\Delta = \Delta_H$ for simplicity):
\[
\varphi((a^*)^{-1}) - i_A - \Delta_{op} \lesssim S_H \lesssim \varphi(a^*) - S_A - i_A - S_H - \Delta \lesssim
\]
\[
= \varphi(a^*) - i_A - \Delta \lesssim.
\]
Here the first equality uses that $S_H$ is a coalgebra anti-automorphism and the second uses that $i_A$ preserves antipodes. Now, suppose we reverse the orientation of a closed curve, say $\alpha_1$. Let $x = \{x_1, \ldots, x_d\}$ with $x_i \in \alpha_i \cap \beta_i$ for $i = 1, \ldots, d$. As before $\alpha_1^*$ gets inversed
and the crossings through $\alpha_1$ get reversed and change sign, but also the basepoint of $\beta_1$ is crossed through $\alpha_1$. Let’s see first how does the tensor corresponding to $\alpha_1$ changes:

$$
\varphi((\alpha_1^*)^{-1}) \to \iota \to \Delta^{op} \lesssim_{SH} S_{H} \lesssim_{SH} \varphi(\alpha_1^*) \to S_A \to \iota \to S_H \to \Delta \lesssim
$$

$$
= (-1)^{|l|}\varphi(\alpha_1^*) \to \Delta^{op} \to \iota \to \Delta \lesssim
$$

$$
= (-1)^{|l|}(a^*, \varphi(\alpha_1^*))\varphi(\alpha_1^*) \to \iota \to \Delta \lesssim.
$$

The leftmost tensor is that corresponding to $\alpha_1$ after the orientation reversal. Here the first equality follows as in the previous case, the second uses condition (2) of Definition 2.13 and the third is by definition of $\Delta^{op}$. The last tensor is that corresponding to $\alpha_1$ before reversing the orientation (multiplied by a factor). However, since the basepoint of $\beta_1$ traverses $\alpha_1$, the whole tensor $Z'_H(\mathcal{H}, x)$ is further multiplied by $\langle a^*, \varphi(\alpha_1^*)^{-1} \rangle$ by Proposition 5.2. This cancels the factor appearing in the above computation, and shows that $Z'_H(\mathcal{H}, x)$ is only multiplied by the sign $(-1)^{|l|}$. But $\delta_\omega(\mathcal{H})$ is multiplied by the same sign when the orientation of a closed curve is reversed, hence $Z'_H(\mathcal{H}, x, \omega)$ is unchanged.

Finally, we have the following easy lemma.

**Lemma 5.5.** The scalar $Z'_H(\mathcal{H}, x, \omega)$ is independent of the ordering of $\mathcal{H}$ chosen.

**Proof.** Indeed, whenever the relative integral has degree one, the tensor $Z'_H(\mathcal{H})$ changes sign when two closed curves in $\alpha^e$ (or $\beta^e$) are interchanged (thus changing the ordering of $\mathcal{H}$). The factor $\delta_\omega(\mathcal{H})$ changes sign in the same way, and therefore the product $Z'_H(\mathcal{H}, \omega) := \delta_\omega(\mathcal{H})Z'_H(\mathcal{H})$ is unchanged. \qed

In the following proof, we will denote the tensors of $H$ simply by $m, \Delta, S$, only the tensors of $A$ or $B$ will have subscripts, such as $i_A, m_A, \Delta_A$, etc.

**Proof of theorem 4.10.** We have to show that $\zeta_{s, x}Z'_H(\mathcal{H}, x, \omega)$ only depends on the underlying $(M, \gamma, s, \omega, \rho)$ and that

$$
I'_H(M, \gamma, s, \omega) = I'_H(M', \gamma', s', \omega')
$$

whenever $d : (M, \gamma) \to (M', \gamma')$ is a sutured manifold diffeomorphism and $\rho' \circ d_s = \rho, s' = d_s(s), \omega' = d_s(\omega)$. The latter follows from the former since $d(\mathcal{H}) = (d(\Sigma), d(\alpha^e), d(\beta^e))$ is an extended diagram of $(M', \gamma')$ for any extended diagram $\mathcal{H} = (\Sigma, \alpha^e, \beta^e)$ of $(M, \gamma)$ and it is obvious that

$$
\zeta_{s, x}Z'_H(\mathcal{H}, x, \omega) = \zeta_{s', d(x)}Z'_H(d(\mathcal{H}), d(x), \omega').
$$

By Lemmas 5.3, 5.4, 5.5, in order to show that $\zeta_{s, x}Z'_H(\mathcal{H}, x, \omega)$ depends only on $(M, \gamma, s, \omega, \rho)$, it suffices to show invariance under the extended Heegaard moves of Proposition 3.22. Note that since all the properties of the integral are dual to that of the cointegral, it suffices to prove isotopy and handlesliding invariance for the attaching curves of just one handlebody, say, the lower one. Each time we change a curve or arc $\alpha \in \alpha^e$ by one of such moves, we will denote by $\alpha'$ or $a'$ the new set of ordered oriented curves or arcs thus obtained and by $\mathcal{H}' = (\Sigma', \alpha'^e, \beta'^e)$ the new Heegaard diagram. We suppose $\mathcal{H}$ is based according to

$$
x \in T_\alpha \cap T_\beta,
$$

with $x = \{x_1, \ldots, x_d\}$ and $x_i \in \alpha_i \cap \beta_i$ for $i = 1, \ldots, d$, while $\mathcal{H}'$ is based according to $j(x) \in T_{\alpha'} \cap T_{\beta'}$ as in Proposition 3.35 (so in the case of isotopy, we suppose $\mathcal{H}'$
is obtained from \( \mathcal{H} \) by adding two new intersection points). Note that since \( s'(j(x)) = s(x) \), we get \( h'_{s,j(x)} = h_{s,x} \) in \( H_1(M) \) and so \( \zeta'_{s,j(x)} = \zeta_{s,x} \) in \( \mathbb{K}^x \). Hence, it suffices to show that

\[
Z^p_H(\mathcal{H}', j(x), \omega) = Z^p_H(\mathcal{H}, x, \omega)
\]

for each extended Heegaard move.

1. **Isotopy**: suppose first that the isotopy of a curve or arc takes place inside \( \text{int}(\Sigma) \). Then the isotopy adds two new consecutive crossings, and after an orientation reversal if necessary, we can suppose the first is negative and the second is positive. The tensor corresponding to the isotopy region is the following:

   \[
   \begin{array}{c}
   \alpha \\
   \circlearrowleft \\
   \beta \\
   \end{array}
   \quad \rightarrow \Delta \\
   \quad m
   \]

   That this equals the tensor before the isotopy follows immediately from the antipode axiom. Now suppose we isotope an arc \( \alpha \in a \) past an arc \( \beta \in b \) along \( \partial \Sigma \), thus adding a unique new crossing. Such a crossing adds the following tensor to the picture:

   \[
   \begin{array}{c}
   \alpha \beta \\
   \circlearrowleft \\
   \partial \Sigma \\
   \end{array}
   \quad \varphi(\alpha^*) \rightarrow i_A \rightarrow \pi_B \rightarrow \psi(\beta^*)
   \]

   That the scalar on the right hand side is trivial follows from condition (5) of Definition 2.13. This proves what we want.

2. **Diffeomorphisms isotopic to the identity**: let \( d : \mathcal{H}_1 \rightarrow \mathcal{H}_2 \) be a diffeomorphism as in Definition 3.8. By the isotopy condition, the dual homology classes \( \alpha^* \) and \( \beta^* \) of both diagrams are the same in \( H_1(M) \). Since both diagrams are diffeomorphic, this immediately implies that \( Z(\mathcal{H}_1) = Z(\mathcal{H}_2) \).

3. **Handlesliding**: suppose we handleslide \( \alpha_j \) over \( \alpha_i \) over an arc \( \delta \), where \( \alpha_j, \alpha_i \in \alpha^e \) and \( (\alpha_j, \alpha_i) \notin \alpha \times a \). We denote by \( \alpha_j' \) the curve obtained after handlesliding. Since we already proved invariance of ordering and orientation (and isotopy), we make the following assumptions:

   - (a) \( \alpha_i < \alpha_j \) in the order of \( \alpha^e \).
   - (b) \( \alpha_i, \alpha_j, \alpha_j' \) are oriented so that \( \partial P = \alpha_i \cup \alpha_j \cup -\alpha_j' \) as oriented 1-manifolds, where \( P \) is the handlesliding region (see Remark 3.26).
   - (c) If \( \alpha_i \in \alpha \) we orient \( \beta_i \) so that the crossing \( x_i \) is positive. If \( \alpha_j \in \alpha \) we orient \( \beta_j \) so that \( x_j \) is negative.
   - (d) When both \( \alpha_i, \alpha_j \in \alpha \) we suppose the handlesliding arc \( \delta \) connects \( p_i(x) \) to \( p_j(x) \).

   Thus, the handlesliding region looks as follows:
Note that by (b), one has \( o(\mathcal{H}) = o(\mathcal{H}') \) so also \( \delta_\omega(\mathcal{H}) = \delta_\omega(\mathcal{H}') \). Let \( I_\delta := \delta \cap \beta^e \).

For the moment, we further suppose that \( I_\delta = \emptyset \). Thus, we can write

\[
\alpha'_i \cap \beta^e = I'_i \cup I'_j
\]

where \( I'_n \) is the set of crossings through \( \alpha'_j \) that sit next to the crossings of \( \alpha_n \) for \( n = i, j \). By the conventions above (including (c) in the case \( \alpha_j, \alpha_i \in \alpha \)) we see that when following \( \alpha'_i \) starting from its basepoint, the crossings in \( I'_i \) appear first and then come those of \( I'_j \), as in the above figure. Thus, \( I'_i, I'_j \) inherit the order coming from \( \alpha_i, \alpha_j \) and \( x < y \) for all \( x \in I'_i, y \in I'_j \). We can suppose the same in the case that \( \alpha'_j \) is an arc, since \( i\varphi((\alpha'_i)^*) \) is group-like in \( H \). Denoting \( g_i = \varphi(\alpha'_i) \) and \( g_j = \varphi(\alpha'_j) \), it follows that the tensor corresponding to \( \alpha_i \cup \alpha'_j \) has the following form:

\[
g_i g_j^{-1} - f_i - \Delta \quad \Delta \quad m - \quad g_i g_j^{-1} - f_i - m - \Delta \quad \Delta \quad 1
\]

Here we denote \( (f_i, f_j) = (\iota, \iota), (\iota, i_A) \) or \( (i_A, i_A) \) depending on whether \( (\alpha_i, \alpha_j) \in \alpha \times \alpha, \alpha \times a, a \times a \). On the right hand side we used that \( \Delta \) is an algebra morphism. That this tensor equals the tensor before handlesliding is shown in the following computation:

\[
g_i g_j^{-1} - f_i - m \quad g_i g_j^{-1} - m_A - f_i \quad g_i g_j^{-1} - m_A - f_i \quad g_i g_j^{-1} - f_i - m \quad g_i g_j^{-1} - m_A - f_i \quad g_i g_j^{-1} - f_i - m
\]

In the first equality we have used Proposition 2.10, in the second that \( g_j \) is group-like and in the third we multiplied the corresponding group-likes. The last tensor is that corresponding to \( \mathcal{H} \), that is, before handlesliding, proving what we want. Now suppose that \( I_\delta = \emptyset \), that is, \( \delta' \cap \beta^e \neq \emptyset \). Isotope \( \alpha_j \) through \( \delta \) pass through all the points of \( I_\delta \), denote by \( \tilde{\alpha}_j \) the curve thus obtained and let \( \delta' \) the portion of \( \delta \) left, so that \( \delta' \cap \beta^e = \emptyset \). Then \( \alpha'_j \) is obtained by handlesliding \( \tilde{\alpha}_j \) over \( \alpha_i \) through \( \delta' \) with \( \delta' \cap \beta^e = \emptyset \) so the general case follows follows from the case \( I_\delta = \emptyset \) above in the case that \( \alpha_j \) is an arc. When \( \alpha_j \in \alpha \) we further need to take care of basepoints. In this case, we first move \( p_j(\mathbf{x}') \in \alpha'_j \) to \( p_0 = \tilde{\alpha}_j \cap \delta' \), this multiplies \( Z \) by some factor \( \lambda \) as in Proposition 5.2. Then one can apply the argument above for \( I_\delta = \emptyset \) and finally move the basepoint back to \( p_j(\mathbf{x}') \), which has the effect of cancelling the initial \( \lambda \). This shows that \( Z^p_H(\mathcal{H}) = Z^p_H(\mathcal{H}', j(\mathbf{x})) \) in all situations.
(4) Stabilization: this follows from the axiom $\epsilon_B \circ \mu \circ \iota \circ \eta_A = 1$ from the compatibility condition.

\[
\]

6. The torsion for sutured manifolds

In this section we prove Theorem 2. The main ingredient is Theorem 6.1 of Subsection 6.2 in which we give a Fox calculus expression for $Z^p_{H_n}$ (hence also for $I^p_{H_n}$). In Subsection 6.3 we explain how to define $Z^p_{H_0}$ and $I^p_{H_0}$ even if $H_0$ has no cointegral. The complete proof of Theorem 2 is devoted to Subsection 6.4. Finally, in Subsection 6.5 we deduce some immediate corollaries from this theorem.

6.1. Fox calculus. We begin by recalling the Fox calculus (see e.g. [23, Sect. 16.2]). Let $F$ be a finitely generated free group, say, with free generators $x_1, \ldots, x_{d+l}$. Let $\mathbb{Z}[F]$ denote the group ring of $F$. There is an augmentation map $\text{aug} : \mathbb{Z}[F] \to \mathbb{Z}$ defined by $\text{aug}(x_i) = 1$ for all $i = 1, \ldots, d + l$ and extended linearly to $\mathbb{Z}[F]$. Fox calculus says that there are abelian group homomorphisms $\partial / \partial x_i : \mathbb{Z}[F] \to \mathbb{Z}[F]$ satisfying

$$
\frac{\partial(uv)}{\partial x_i} = \frac{\partial u}{\partial x_i}\text{aug}(v) + u \frac{\partial v}{\partial x_i}
$$

for all $u, v \in \mathbb{Z}[F]$ and

$$
\frac{\partial x_j}{\partial x_i} = \delta_{ij}
$$

for all $i, j = 1, \ldots, d + l$. As a consequence of these properties, one has

$$
\frac{\partial x_i^{-1}}{\partial x_i} = -x_i^{-1}.
$$

If $w \in F$ is a word in the generators $x_1, \ldots, x_{d+l}$, the Fox derivative $\partial w / \partial x_i$ is computed as follows: suppose there are $n$ appearances of $x_i^{\pm 1}$ in $w$, say

$$
w = w_1x_i^{m_1}w_2 \cdots w_nx_i^{m_n}w_{n+1}
$$

where each word $w_k$ contains no $x_i^{\pm 1}$ and $m_j = \pm 1$ for each $j$. Then

$$
\frac{\partial w}{\partial x_i} = \sum_{j=1}^{n} m_j (A_j x_i^{-\epsilon_j})
$$

where $A_j$ is the subword of $w$ given by $A_j = w_1x_i^{m_1}w_2 \cdots x_i^{m_j-1}w_j$ and $\epsilon_j$ is defined by $\epsilon_j = 0$ if $m_j = 1$ and $\epsilon_j = 1$ if $m_j = -1$.

6.2. Computation of $Z^p_{H_n}$. Consider the algebra $H_n$ of Definition 2.3 at $n \geq 1$ and $K = \mathbb{C}$, and take the relative integral and cointegral defined in Example 2.8. Since $A = \mathbb{C}$ and $B = \mathbb{C}(K^{\pm 1} | K^n = 1)$ we can think of $G(A \otimes B^*) = G(B^*)$ as the group of $n$-th roots of unity. Note that an homomorphism $\rho : G \to G(B^*)$ is uniquely determined by the homomorphism $G \to \mathbb{C}^\times, g \mapsto \rho(g)(K)$. We will denote the latter by $\rho_K$.

Now let $(M, \gamma)$ be a balanced sutured 3-manifold with connected $R_-(\gamma)$ and let $\mathcal{H} = (\Sigma, \alpha^{\pm}, \beta^\pm)$ be an ordered, oriented, based, extended Heegaard diagram of $(M, \gamma)$. Since the relative cointegral of $H_n$ has $A = \mathbb{C}$, the $\alpha$-arcs do not play any role in $Z^p_{H_n}$, hence we do not consider them. As usual, we note $d = |\alpha| = |\beta|$, $l = |b|$ and $\beta = \{\beta_1, \ldots, \beta_d\}$.
and $b = \{\beta_{d+1}, \ldots, \beta_{d+t}\}$. Since all curves and arcs are oriented and the $\alpha$ curves have basepoints, we can write a presentation

$$\pi_1(M, \ast) = \langle \beta_1^*, \ldots, \beta_{d+t}^* | \overline{\alpha_1}, \ldots, \overline{\alpha_d} \rangle$$

where $\ast$ is some basepoint. Here the $\overline{\alpha_1}, \ldots, \overline{\alpha_d}$ are words in the $\beta_1^*, \ldots, \beta_{d+t}^*$ constructed as in Definition 3.27, but without taking homology. Note that to define the $\beta_i^*$’s as elements of the fundamental group one needs to be more precise on the basepoint $\ast$, but it doesn’t matter for our purposes, since we will evaluate on an abelian representation $\rho$. Since we only treat abelian representations, and for simplicity of notation, we will consider the Fox derivative $\partial \overline{\alpha}/\partial \beta^*$ as an element of $\mathbb{Z}[H_1(M)]$ (strictly speaking, it belongs to $\mathbb{Z}[F]$ where $F$ is the free group generated by $\beta_1^*, \ldots, \beta_{d+t}^*$).

**Theorem 6.1.** Let $H_n$ be the Borel subalgebra of $U_q(\mathfrak{gl}(1|1))$ at a root of unity of order $n \geq 1$. Let $(M, \gamma)$ be a balanced sutured manifold with connected $R_\gamma(\gamma)$ and let $\mathcal{H} = (\Sigma, \alpha, \beta^e)$ be an ordered, oriented, based extended Heegaard diagram of $(M, \gamma)$. If $\rho : H_1(M) \to G(B^*)$ is a group homomorphism, then

$$Z^*_{H_n}(\mathcal{H}) = \det \left( \rho_K \left( \frac{\partial \overline{\alpha}_i}{\partial \beta^*_j} \right) \right)_{i,j=1,\ldots,d}$$

where the right hand side is computed with the same ordering, orientation and basepoints as $\mathcal{H}$ and $\rho_K$ (given by $\rho_K(h) = \rho(h)(K)$ for all $h \in H_1(M)$) has been extended to $\mathbb{Z}[H_1(M)]$.

We will prove first a preliminary lemma. For any $x \in \alpha \cap \beta$, let $p(x) \in \alpha$ be a basepoint defined as in Subsection 4.2, so if the intersection at $x$ is positive (resp. negative), $p(x)$ lies just before $x$ (resp. after $x$) along the orientation of $\alpha$. If $p$ is the basepoint of $\alpha$ we denote

$$\overline{\alpha}_x = \prod_{y \in [p, p(x)] \cap \beta^e} \beta_y^* \in H_1(M)$$

where $\beta_y$ is the $\beta$-curve through the crossing $y$ and $[p, p(x)]$ is the subarc of $\alpha$ that goes from $p$ to $p(x)$. Thus, these elements satisfy

$$\frac{\partial \overline{\alpha}}{\partial \beta^*} = \sum_{x \in \alpha \cap \beta} m_x \overline{\alpha}_x \in \mathbb{Z}[H_1(M)]$$

for any $\alpha \in \alpha$ and $\beta \in \beta^e$, where $m_x$ is the intersection sign at $x$. If $x = \{x_1, \ldots, x_d\}$ is a multipoint of $\mathcal{H}$, say $x_i \in \alpha_i \cap \beta_{\sigma(i)}$ for each $i = 1, \ldots, d$, we further denote

$$\overline{\alpha}(x) = \prod_{i=1}^d \overline{\alpha}_{x_i} \in H_1(M)$$

and

$$m(x) = \text{sgn}(\sigma) \prod_{i=1}^d m_{x_i}.$$  

**Lemma 6.2.** Let $\mathcal{H}$ be an ordered, oriented, based, extended Heegaard diagram. Then

$$\det \left( \frac{\partial \overline{\alpha}_i}{\partial \beta^*_j} \right)_{i,j=1,\ldots,d} = \sum_{x \in \mathbb{T}_\alpha \cap \mathbb{T}_\beta} m(x) \overline{\alpha}(x) \in \mathbb{Z}[H_1(M)].$$
Proof. This is essentially [5, Proposition 4.2]. We give a proof here for completeness. Let $Z$ be the Fox calculus matrix of the left hand side. Expand the determinant of $Z$ using the formula

$$\det(Z) = \sum_{\sigma \in S_d} \text{sign}(\sigma) Z_{1\sigma(1)} \cdots Z_{d\sigma(d)}$$

without ever cancelling terms. Now, by Equation (5) each $Z_{i\sigma(i)}$ is a sum of terms indexed by the points in $\alpha_i \cap \beta_{\sigma(i)}$. If we put this expression into the above formula for $\det(Z)$, we get an expansion of $\det(Z)$ as a sum indexed by multipoints $x \in T_\alpha \cap T_\beta$. More precisely, if $x = \{x_1, \ldots, x_d\}$ with $x_i \in \alpha_i \cap \beta_{\sigma(i)}$ for each $i$, then the term corresponding to this multipoint is

$$\text{sign}(\sigma) \prod_{i=1}^d m_{x_i} x_i.$$

This is exactly $m(x)\overline{\pi}(x)$, as desired. □

Proof of Theorem 6.1. Recall that the cointegral of $H_n$ is $\iota = \frac{1}{n} (\sum_{i=0}^{n-1} K^i X)$. Thus, the tensor corresponding to each $\alpha \in \alpha$ is

$$\iota - \Delta \left[ X - \Delta \left[ X - \Delta \left[ m_{K^i} \right] \right] \right].$$

In the last equation we used that $K^i$ is group-like. Now, since $K^i \in B$, by Lemma 5.1, each $K^i$ has the effect of multiplying the whole tensor by $\langle \rho(\overline{\pi}), K^i \rangle$ and since $\overline{\pi} = 1$ in $H_1(M)$, it follows that each $K^i$ does nothing. Hence, we can equally compute $Z_{\overline{H}_n}(\mathcal{H})$ by associating the tensor

$$X - \Delta \left[ X - \Delta \left[ m_{K^i} \right] \right]$$

to each $\alpha \in \alpha$ and contracting with the same $\beta$-tensors as before (and antipodes on negative crossings). Let $\alpha \in \alpha$ and $p \in \alpha$ be its basepoint. By definition of $\Delta(X)$, the above $\alpha$-tensor is a sum of as many terms as crossings through $\alpha$. More precisely, for each $x \in \alpha \cap \beta$, this tensor has a term with an $X$ over $x$, a $K$ over each crossing from $p$ to $x$ and the unit 1 over each crossing from $x$ to $p$ as in the following figure:

Now, since $\pi_B(X) = 0$, each term having an $X$ over an arc of $b$ vanishes after contracting with the $\beta$-tensors, hence it does not contributes to $Z_{\overline{H}_n}^\rho$. Similarly, if two $X$’s corresponding to different $\alpha$’s lie over a same $\beta \in \beta$, then they will vanish after multiplying along $\beta$, since $X^2 = 0$. Thus, the only contributions to $Z_{\overline{H}_n}^\rho$ come from those tensors having an $X$ over a crossing $x_i \in \alpha_i \cap \beta_{\sigma(i)}$ for each $i = 1, \ldots, d$ where $\sigma$ is some permutation of $S_d$. In other words, $Z_{\overline{H}_n}^\rho$ is a sum over multipoints:

$$Z_{\overline{H}_n}^\rho(\mathcal{H}) = \sum_{x \in T_\alpha \cap T_\beta} A'(x)$$

(6)
Here $A'(x)$ is obtained by putting, for each $i = 1, \ldots, d$, an $X$ over $x_i$, a $K$ over each crossing from $p$ to $x_i$ along $\alpha_i$ and the unit 1 over each crossing from $x_i$ to $p$ along $\alpha_i$, and then contracting with antipodes (whenever a crossing is negative) and the $\beta$-tensors for $\beta \in \beta^\circ$. In view of Lemma 6.2, the theorem is a consequence of the following:

**Claim.** We have $A'(x) = m(x)\rho_K(\overline{\tau}(x)) \in \mathbb{C}$.

Indeed, by Lemma 5.1 again, the $K$’s before an $x_i$ along $\alpha_i$ can be turned into 1’s at the cost of multiplication by some scalars. More precisely, if $K$ lies over $x \in \alpha \cap \beta_x$, then it multiplies the tensor by $\langle \rho((\beta_x^*)^{m_x}), K \rangle$. Note that if a crossing $x_i$ is negative, then one has to apply an antipode which is $S(X) = -K^{-1}X$. Thus, there is an extra $K^{-1}$ lying over each negative $x_i$. Thus, the $K$’s lying over $\alpha_i$ can be turned into 1’s at the cost of multiplying the new tensor by $\langle \rho(\beta^*_x), K \rangle$ for all crossings $x$ from the basepoint of $\alpha_i$ to $x_i$, including $x_i$ itself whenever it is negative. This is exactly $\langle \rho(\overline{\tau}(x)), K \rangle$ and multiplying these for $i = 1, \ldots, d$ gives $\langle \rho(\overline{\tau}(x)), K \rangle = \rho_K(\overline{\tau}(x))$. Thus, we have

$$A'(x) = \delta \rho_K(\overline{\tau}(x))$$

for some scalar $\delta$, which is obtained by turning all the $K$’s of $A'(x)$ into 1’s and contracting. We show now that $\delta = m(x)$. Indeed, $\delta$ is computed by putting an $X$ over each $x_i$, but if $x_i$ is negative, a sign appears from $S(X) = -K^{-1}X$ (and only a sign, since we already took care of the $K^{-1}$). Some extra signs appear when permuting $X$’s, since they have degree one. If $x_i \in \alpha_i \cap \beta_{\sigma(i)}$ for each $i$, then the $X$’s are permuted according to $\sigma$, so the sign $\text{sign}(\sigma)$ appears. Thus, $\delta$ is the product of the sign

$$\text{sign}(\sigma) \prod_{i=1}^{d} m_{x_i} = m(x)$$

together with the contraction of the $\beta$-tensors. But since each $\beta$-curve has a single $X$ and $\mu(X) = 1$ it follows that $\delta$ coincides with the above sign. This proves the claim and hence the theorem.

\[\square\]

6.3. **The case** $n = 0$. When $n = 0$, $H_0$ is infinite dimensional hence it has no cointegral. However, in the proof above we showed that for each $n \geq 1$, $Z_{H_n}^p(\mathcal{H})$ can be computed with the element $X \in H_n$ in place of the cointegral $\iota = \frac{1}{n}(\sum_{i=0}^{n-1} K^i X)$ involved in the $\alpha$-tensors. Hence we can define $Z_{H_0}^p(\mathcal{H})$ (and $I_{H_0}^p(M, \gamma, \mathfrak{s}, \omega)$) for an arbitrary $\rho : H_1(M) \to \mathbb{C}^*$ by comultiplying $X$ along the $\alpha$’s and contracting with the $\beta$-tensors. Equivalently, we can consider the expression

$$F(\mathcal{H}, \mathfrak{s}, x_0, \omega) := \delta_\omega(\mathcal{H}) h_{\mathfrak{s}, x_0} \det \left( \frac{\partial \alpha_x}{\partial \beta^*_x} \right)_{i,j=1,\ldots,d} \in \mathbb{Z}[H_1(M)]$$

where $\mathcal{H}$ is an ordered, oriented, extended Heegaard diagram of $(M, \gamma)$, based according to a multipoint $x_0 \in T_\alpha \cap T_\beta$, $\mathfrak{s} \in \text{Spin}^c(M, \gamma)$, $\omega$ is an orientation of $H_1(M, R_-(\gamma); \mathbb{R})$ and $h_{\mathfrak{s}, x_0} = PD[\mathfrak{s} - s(x_0)]$. Note that the basepoints of $\mathcal{H}$ are necessary to write down the words $\overline{\tau}_i$. Theorem 6.1 implies that

$$\rho(F(\mathcal{H}, \mathfrak{s}, x_0, \omega)) = I_{H_0}^p(M, \gamma, \mathfrak{s}, \omega)$$

for any $\rho : H_1(M) \to \mathbb{C}$ having values in the subgroup of $n$-th roots of unity. Since this is true for any such $\rho$ and any $n \geq 1$, it follows that $F(\mathcal{H}, \mathfrak{s}, x_0, \omega)$ is an invariant of $(M, \gamma, \mathfrak{s}, \omega)$. 
Definition 6.3. We denote $I_{H_0}(M, \gamma, s, \omega) := F(H, s, x_0, \omega) \in \mathbb{Z}[H_1(M)]$. If $R_-(\gamma)$ is disconnected, then we set $I_{H_0}(M, \gamma, s, \omega) := I_{H_0}(M', \gamma', i(s), \omega')$ where $(M', \gamma')$ is constructed from $(M, \gamma)$ by adding 1-handles to $R_- \times I$ so that $R(\gamma')$ is connected. For an arbitrary $\rho : H_1(M) \to \mathbb{C}^\times$ we set $I_{H_0}^\rho(M, \gamma, s, \omega) = \rho(I_{H_0}(M, \gamma, s, \omega)) \in \mathbb{C}.

Note that whenever $R_-$ is disconnected, $I_{H_0}(M', \gamma', s, \omega)$ a priori belongs to $\mathbb{Z}[H_1(M')]$, but Theorem 2 implies that indeed $I_{H_0} \in \mathbb{Z}[H_1(M)]$.

6.4. Recovering Reidemeister torsion. We now relate the invariant $I_{H_0}$ of Definition 6.3 to the relative Reidemeister torsion $\tau(M, R_-)$. The torsion $\tau(M, R_-)$ is an element of $\mathbb{Z}[H_1(M)]$ defined up to multiplication by an element of $\pm H_1(M)$ (see [23, Section 6.2]). The indeterminacy can be removed, but we will not need this. We denote by $\equiv$ equality up to multiplication by an element of $\pm H_1(M)$. Since we will mostly consider equalities up to multiplication by $\pm H_1(M)$, we will drop the Spin$^c$ structure and homology orientation from the notation. Thus, we note

$$I_{H_0}(M, \gamma) \in \mathbb{Z}[H_1(M)]/\pm H_1(M).$$

Theorem 2 follows from the following facts (which in turn are the sutured versions of some standard properties of Reidemeister torsion, cf. [23, Theorem 16.5]).

1) [5, Prop. 4.1]: When $R_-$ is connected, then

$$\tau(M, R_-) \equiv \det(\partial \beta_i^*/\partial \beta_j^*)$$

where we consider the Fox derivatives as elements of $\mathbb{Z}[H_1(M)]$.

2) [5, Lemma 3.20]: If $(M', \gamma')$ is constructed by adding 1-handles to $(M, \gamma)$ as in Subsection 4.4, then $i_*(\tau(M, R_-)) = \tau(M', R'_-) \in \mathbb{Z}[H_1(M')]$, where $i_* : H_1(M) \to H_1(M')$ is induced by the inclusion.

Note that in [5] the above properties are stated for the sutured torsion $\tau(M, \gamma, s, \omega)$, which is a normalization of $\tau(M, R_-)$ and belongs to $\mathbb{Z}[H_1(M)]$ if $(M, \gamma)$ is balanced. Since we consider equalities up to multiplication by $\pm H_1(M)$, we can (and do) state these properties for $\tau(M, R_-)$ instead.

Proof of Theorem 2. If $(M', \gamma')$ is obtained by adding a (possibly empty) collection of 1-handles to $R_-$ in such a way that $R'_-$ is connected, then

$$I_{H_0}(M, \gamma) := I_{H_0}(M', \gamma') \equiv \det(\partial \beta_i^*/\partial \beta_j^*)$$

$$\equiv \tau(M', R'_-) = i_*(\tau(M, R_-)).$$

The second equality is by definition of $I_{H_0}$ (which in turn relies on Theorem 6.1). In the third and fourth equalities we used properties (1) and (2) above respectively. This proves the theorem.

6.5. Corollaries. We now compute $I_{H_0}(M, \gamma)$ for the sutured manifolds associated to closed 3-manifolds and link complements. Let $Y(1)$ be the sutured manifold associated to a (pointed) closed 3-manifold $Y$, that is, $Y(1)$ is the complement of an open 3-ball $B$ in $Y$ with a single suture in $\partial B$ (see Example 3.2).

Corollary 6.4. Let $\rho : H_1(M) \to \mathbb{C}^\times$ be a group homomorphism. Then $I_{H_0}^\rho(Y(1), s, \omega)$ is zero if $\rho \not\equiv 1$ and equals $\pm |H_1(Y; \mathbb{Z})|$ if $\rho \equiv 1$ (which is defined to be zero if $b_1(Y) > 0$).
Proof. Denote $M = Y \setminus B$, the underlying manifold of $Y(1)$ and let $\mathcal{H} = (\Sigma, \alpha, \beta)$ be a Heegaard diagram of $M$. This specifies a cell decomposition $X$ of $M$ with one 0-cell and an equal number $g$ of 1-cells and 2-cells (see Remark 3.5). Let $\partial^0_\rho : C^0_\rho(X) \to C^0_{\rho - 1}(X)$ be the boundary operator of the complex $C^0_\rho(X) := C_\rho(\tilde{X}) \otimes_{\mathbb{Z}[H_1(M)]} \mathbb{C}$ where $\tilde{X}$ is the maximal abelian cover of $X$ and $\mathbb{C}$ is considered as a $\mathbb{Z}[H_1(M)]$-module via $\rho$. For an appropriate choice of basis in $C^0_\rho(X)$, $\partial^0_\rho$ is represented by the matrix $(\rho(\partial_1/\partial_2))$ (see e.g. [23]) while $\partial^0_\rho$ is given by $(\rho(\beta^*_1 - 1), \ldots, \rho(\beta^*_g - 1))$. Note that $\rho \equiv 1$ if and only if $\partial^0_1 = 0$. By Theorem 6.1 it follows that

$$I^0_{H_0}(M, \gamma, s, \omega) = \pm \delta_{s,x_0} \det(\partial^0_2).$$

But if $\rho \neq 1$, then $\partial^0_1 \neq 0$ and so $\partial^0_2$ is non-surjective. Hence $I^0_{H_0} = 0$ whenever $\rho \neq 1$. If $\rho \equiv 1$ then $C^0_\rho(M) = C_\rho(M)$ and since $\partial_1 = 0$ we get

$$I^0_{H_0}(M, \gamma, s, \omega) = \det(\partial_2) = \pm |H_1(M)| = \pm |H_1(Y)|$$

as desired. \hfill \Box

Now let $S^3(L)$ be the sutured manifold complementary to an $m$-component link $L \subset S^3$, that is, $S^3(L) = S^3 \setminus N(L)$ with two oppositely oriented meridians as sutures over each boundary component of a tubular neighborhood $N(L)$ of $L$. The sutured torsion of $S^3(L)$ is given as follows [5, Lemma 6.3]:

$$\tau(S^3(L), R_-) = \begin{cases} \Delta_K & \text{if } m = 1, \\ \prod_{i=1}^{\alpha}(t_i - 1)\Delta_L & \text{if } m > 1 \end{cases}$$

where $\Delta_L$ denotes the multivariable Alexander polynomial of a link. Note that $\Delta_L$ is an element of $\mathbb{Z}[t_1^{\pm 1}, \ldots, t_m^{\pm 1}]$ and requires $L$ to be ordered and oriented to be defined (see [23, Definition 15.2]). The ordering and orientation of $L$ defines a canonical isomorphism $\mathbb{Z}[H_1(S^3(L))] = \mathbb{Z}[t_1^{\pm 1}, \ldots, t_m^{\pm 1}]$ and the above equality has to be understood under this isomorphism.

Corollary 6.5. If $(S^3(L), \gamma)$ is the sutured complement of an $m$-component link $L \subset S^3$, then

$$I_{H_0}(S^3(L), \gamma) = \begin{cases} \Delta_K & \text{if } m = 1, \\ \prod_{i=1}^{\alpha}(t_i - 1)\Delta_L & \text{if } m > 1. \end{cases}$$

Proof. This follows from Theorem 2 together with the above computation of $\tau(S^3(L), R_-)$. \hfill \Box
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