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Abstract: Sound source localization has been increasingly used recently. Among the existing techniques of sound source localization, the steered response power–phase transform (SRP-PHAT) exhibits considerable advantages regarding anti-noise and anti-reverberation. When applied in real-time situations, however, the heavy computational load makes it impossible to localize the sound source in a reasonable time since SRP-PHAT employs a grid search scheme. To solve the problem, an improved procedure called ODB-SRP-PHAT, i.e., steered response power and phase transformation with an offline database (ODB), was proposed by the authors. The basic idea of ODB-SRP-PHAT is to determine the possible sound source positions using SRP-PHAT and density peak clustering before real-time localization and store the identified positions in an ODB. Then, at the online positioning stage, only the power values of the positions in the ODB will be calculated. When used in real-time monitoring, e.g., locating the speaker in a video conference, the computational load of ODB-SRP-PHAT is significantly smaller than that of SRP-PHAT. Simulations and experiments under a real environment verified the high localization accuracy with a small computational load of ODB-SRP-PHAT. In addition, the advantages of anti-noise and anti-reverberation remained. The suggested procedure displayed good applicability in a real environment.
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1. Introduction

Sound source localization is a technology to determine the position of the objective sound source by analyzing sound signals and has been applied in many areas, such as speaker localization in teleconferencing, the noise testing of wind turbines, sound discrimination of robots, car whistle identification, etc. [1–6].

The existing sound source localization methods can be divided into three categories [7–11]: Time delay estimation (TDE)-based two-step localization methods, methods based on high-resolution spectral estimation, and beamforming methods based on the maximum steered response power. The TDE based two-step location methods first evaluate the time difference of the sound arrival at different elements of the microphone array and then identify the sound source according to the geometry configuration of the microphone array. These methods have simple principles and high efficiency; however, the TDE performance drops markedly under relatively heavy noise or reverberation. Therefore, these methods are not applicable in scenarios with a low signal-to-noise ratio (SNR) or high reverberation. In the methods based on high-resolution spectral estimation, a covariance matrix derived from the received signals is needed, which is estimated under the assumption that the signal and noise are stationary. However, such a condition can be hardly satisfied for non-stationary sound signals.

In 2000, Dibiase proposed a new approach of sound source localization, i.e., steered response power-phase transform (SRP-PHAT) [12]. The new approach combines the robustness and short-time analysis characteristics of the steered response power method.
with the advantage of the phase transformation method in time delay estimation. Hence, SRP-PHAT features robustness against noise and reverberation.

However, SRP-PHAT has heavy computation due to the grid search scheme, which limits its application in real-time situations. Since the SRP-PHAT algorithm was proposed, various improved algorithms have been published to reduce the computational load. Based on the fact that the time difference of arrival (TDOA) of two close candidates in space may be the same in the discrete-time domain, Cho et al. [13] proposed the classification of points with the same TDOA into one class, to store them in an offline table, and then to search only the representative points of all classes to determine the global maximum value. Yook et al. [14] proposed a two-level search space clustering sound source localization method (TL-SSC) based on the characteristic that the output powers at the searched grid points are close when the phase difference is within $2\pi/5$. Zhao et al. [15] took advantage of the similarity of the TDOA vectors in adjacent regions and developed a fast SRP-PHAT sound source localization algorithm based on a cluster search. Cai et al. [16], Wan et al. [17,18], Zhao et al. [19], Badia et al. [20], and Nunes et al. [21] did similar work.

Although these suggested methods do improve SRP-PHAT for specific situations, they ask for either strict conditions or complicated computation. Evidently, it is still a problem for SRP-PHAT to simplify the computation while maintaining the robustness.

An improved procedure called ODB-SRP-PHAT was put forward by the authors to reduce the heavy computational load of SRP-PHAT. Considering the different probability of each candidate sound source in the space to be searched, all positions of possible sound sources were located to build an ODB in advance. Based on the ODB, a real-time search scheme was laid down for the search space.

This paper is divided into seven sections. In the second and third sections, the preprocessing of sound signal and the principle of SRP-PHAT were introduced respectively. The fourth section proposed the improved procedure, i.e., ODB-SRP-PHAT. Simulations were implemented to verify the efficiency of ODB-SRP-PHAT as shown in the fifth section. In the sixth section, we elaborated the experiments that were carried out under a real environment to validate the applicability of ODB-SRP-PHAT. The conclusions were drawn in the last section.

2. Sound Signal Preprocessing

For an array of $M$ microphones, the sound signal $x_m(t)$ collected by the $m$-th microphone can be expressed as

$$x_m(t) = h_m(t) * s(t) + b_m(t), \quad m = 1, 2, \ldots, M$$

(1)

where $s(t)$ is the sound source signal, $h_m(t)$ is the impulse response of the $m$-th microphone to the sound source, $"\ast"$ indicates convolution, and $b_m(t)$ is the noise recorded by the $m$-th microphone. It is assumed that $b_m(t)$ is independent of each other, and is independent with $s(t)$. The discrete form of Equation (1) is as follows:

$$x_m(l) = h_m(l) * s(l) + b_m(l), \quad m = 1, 2, \ldots, M, \quad l = 1, 2 \ldots$$

(2)

where $l$ is the sequence number of the discrete form of $x$.

Although sound signals are nonlinear and time dependent, they exhibit short-time stationary characteristics. Thus, they can be divided into short segments (frames) for processing.

The $i$-th frame of $x_m(l)$ can be expressed as follows:

$$x_{m,i}(l) = w(l) * x_m((i - 1) * inc + l), \quad l = 0, 1 \ldots, L - 1$$

(3)
where \( w(l) \) is a window function, \( L \) is the frame length, \( inc \) is the frame shift. Discrete Fourier Transform is then performed on each frame, so we can get:

\[
X_{m,i}(k) = \sum_{l=0}^{L-1} x_{m,i}(l)e^{-j\frac{2\pi kl}{L}}, \quad k = 0, 1, \ldots, L-1
\]

where \( k \) is the sequence number.

### 3. SRP-PHAT Algorithm

SRP-PHAT calculates firstly the steered response power (SRP) value for all positions in the search space. Then the maximum SRP value can be used to estimate the sound source position. SRP-PHAT has characteristics of short-time analysis. A short signal, such as a frame of a sound signal, can also be used to compute the SRP value.

The SRP value, which is the sum of the generalized cross-correlation phase transform (GCC-PHAT) function with the signals collected by all microphone pairs, can be expressed as follows:

\[
\hat{P}_i(q) = \sum_{m=1}^{M} \sum_{n=m+1}^{M} \hat{R}_{mn}[\tau_{m,n}(q)]
\]

\( \hat{P}_i(q) \) represents the SRP value at candidate location \( q \) calculated using the \( i \)-th frame of the signal, \( \hat{R}_{mn}[\tau_{m,n}(q)] \) is the GCC-PHAT function of the \( i \)-th frame of the signals collected by the \( m \)-th and \( n \)-th microphones, and its expression is:

\[
\hat{R}_{mn}(\tau) = \frac{1}{L} \sum_{k=0}^{L-1} X_{m,i}(k)X_{n,i}^*(k)e^{j\omega\tau}
\]

where, \( X_{m,i}(k) \) is the discrete Fourier transform (DFT) of \( x_{m,i}(l) \). \( x_{m,i}(l) \) is the \( i \)-th frame of the signal collected by the \( m \)-th microphone, and “∗” means conjugate. \( L \) is the number of DFT points, \( \omega \) is the analog angular frequency. \( \tau \) is the abbreviation of \( \tau_{m,n}(q) \), which represents the TDOA from the imaginary sound source to the \( m \)-th and \( n \)-th microphones. \( r_m \) and \( r_n \) represent the rectangular coordinate vector of the \( m \)-th and the \( n \)-th microphones respectively. If \( c \) denotes the speed of sound in the air (about 340 m/s), the expression of \( \tau_{m,n}(q) \) is:

\[
\tau_{m,n}(q) = \frac{\|q - r_m\| - \|q - r_n\|}{c}
\]

After calculating the SRP for each candidate locations, the candidate location with the largest SRP is designated as the location estimate, and can be expressed as follows:

\[
\hat{q} = \arg\max_q \hat{P}_i(q).
\]

Due to the effect of noise and reverberation, the location estimate obtained by different frame of a sound signal usually varies. This can be dealt with by clustering, which will be addressed in Section 4.1.

### 4. ODB-SRP-PHAT

SRP-PHAT searches all candidate points in the objective space, since the probability of each point being sound source is regarded as the same. Such an algorithm can guarantee a global optimal solution, however, the resulting huge computation makes its application impossible in a real-time situation. In practice, the sound source is typically located at a specific position, instead of an equal probability of showing up at every point of the space. For example, in a video conference room, the voice of a speaker can only be emitted from the area above the seats, while it is almost impossible to be given from other places. If all the possible sound source positions are localized to construct an ODB in advance, only the positions in the database need to be searched in real-time sound source localization.
Thereby, the shortcoming of the heavy computational load due to searching points one by one in a large space can be overcome, and real-time localization becomes practical.

Based on this, the authors put forward an improved procedure called ODB-SRP-PHAT to decrease the computational load and maintain the robustness. The new procedure consists of two steps, i.e., offline database construction and online sound source localization, as shown in Figure 1.

![Figure 1. ODB-SRP-PHAT flowchart.](image)

We assumed that the sound source is in the far field, and the localization algorithm only estimates the direction of arrival (DOA) of the sound source. In a spherical coordinate system, the search ranges of the azimuth ($\theta$) and elevation ($\phi$) are 0–359° and 0–90° respectively, where the search space mesh has increments of 1°, and each mesh point is a candidate orientation ($\theta, \phi$). Figure 2a shows an eight-element uniform ring microphone array with a diameter of 20 cm. Figure 2b illustrates the SRP-PHAT energy map, i.e., SRP values, obtained by analyzing a certain frame of the signal collected by the microphone array. In Figure 2b, the darker the color is, the greater the SRP value becomes. The position of the darkest color (47°, 33°) is estimated as the sound source location. For the convenience of further analysis, we use ($\hat{\theta}_i, \hat{\phi}_i$) to represent the estimated location of the $i$-th sound source by analyzing the $j$-th frame of the signal, and use ($\theta_i, \phi_i$) to represent the actual location of the $i$-th sound source.

![Figure 2. Microphone array model and SRP-PHAT energy map.](image)

(a) An eight-element ring microphone array model  (b) SRP-PHAT energy map of a typical frame
4.1. Offline Database Construction

The key for ODB-SRP-PHAT is to construct an offline database (ODB), which influences the accuracy of the subsequent localization. The data in the ODB are composed of a series of actual locations of the possible sound sources relative to a microphone array located at a place.

The basic steps constructing an ODB are as follows:

Step 1: The possible sound source locations are numbered, i.e., from 1 to \( m \), and the \( i \)-th location is indicated by \( q_i \).

Step 2: The microphone array device is installed at a place and debugged, and the sound source is put in sequence at each location, i.e., from \( q_1 \) to \( q_m \).

Step 3: The microphone array is used to collect the sound signal emitted from each location, and the sound signal is framed. Then SRP-PHAT is used to analyze each frame in turn to obtain the estimated location \((\hat{\theta}_i, \hat{\phi}_i)\).

Step 4: According to the estimated locations by all frames, the actual location \((\theta_i, \phi_i)\) is further determined by a method, which will be discussed later. The determined actual location is stored into the ODB.

\[
\text{ODB} = \begin{bmatrix}
q_1 & \theta_1 & \phi_1 \\
\vdots & \vdots & \vdots \\
q_i & \theta_i & \phi_i \\
\vdots & \vdots & \vdots \\
q_m & \theta_m & \phi_m
\end{bmatrix}
\]  

(9)

It was found that by simulation analysis without noise and reverberation, the estimated location \((\hat{\theta}_i, \hat{\phi}_i)\) obtained by analyzing each frame was the same and so completely consistent with the actual location \((\theta_i, \phi_i)\). However, in the real environment, the noise and reverberation are unavoidable. So the estimated location obtained with a signal polluted by noise and reverberation always deviates from the actual location to some degree. How to determine the actual location with the estimated location analyzed by each frame considering noise and reverberation is a problem to be solved.

If the estimated locations of all frames for a sound source are plotted as dots in a coordinate system with \( \theta \) as the abscissa and \( \phi \) as the ordinate, the dots can be regarded as sample points. It was found that the sample points distributed in a different range due to the change of the noise and reverberation. The lower the signal noise ratio (SNR) is and the longer the reverberation time is, the more dispersive the distribution of sample points is, and vice versa. The closer to the actual location \((\theta_i, \phi_i)\) the place is, the larger the density of the sample points is, and vice versa. For each sound source location, the sample points distributed in a cluster, and the densest position of the cluster was typically the actual location of the sound source.

In this paper, a clustering algorithm was used to identify the actual location, which should be at the densest position of the sample points. For the classical clustering algorithm K-means, the number and centers of clusters are specified artificially, and the center is updated by iteration. As each point is assigned to the closest center, this method is prone to the effect of the initial selection of the center and poor self-adjusting ability. It is not applicable for analyzing data of non-spherical clusters [22].

Density-based spatial clustering of applications with noise (DBSCAN) can deal with clusters with an arbitrary shape. One chooses a density threshold, discards the points in regions with densities lower than this threshold as noise, and assigns disconnected regions of high density to different clusters. However, choosing an appropriate threshold can be nontrivial [23]. Rodriguez et al. [24] suggested a new efficient density peaks clustering algorithm, i.e., clustering by fast search and finding density peaks (DPC). More effective than the traditional algorithms, such as K-means and DBSCAN, DPC can determine the centers automatically according to the density of sample points, and can handle data with any distribution. The computational load is also small. DPC is based on two assumptions:
the local density of the center is bigger than that of the neighboring sample points; the
distance between any two centers of different clusters is far away.

To find the centers satisfying the two assumptions simultaneously, DPC introduces the
local density. We assume that the local density of \( x_i \) is \( \rho_i \). \( \rho_i \) is a Gaussian kernel function as:

\[
\rho_i = \sum_{j \in I_S \setminus \{i\}} \exp\left(-\left(\frac{d_{ij}}{d_c}\right)^2\right)
\]

(10)

where \( d_{ij} \) is the distance between \( x_i \) and \( x_j \), and \( d_c \) is the cutoff distance.

We designate \( \delta_j \) as the distance from \( x_i \) to the closest sample point \( x_j \) with a bigger
density than \( x_i \),

\[
\delta_j = \min_{j: \rho_j > \rho_i} (d_{ij})
\]

(11)

For the sample point with the biggest local density, its \( \delta_j \) is as follows

\[
\delta_i = \max_j (d_{ij}).
\]

(12)

By constructing the decision graph of \( \delta_j \) versus \( \rho_i \), allocating the sample points, and
deleting noise points, the clustering results can be obtained. The algorithm flow of DPC is
shown in Algorithm 1.

**Algorithm 1 The Flow of DPC.**

- **Step 1.** Calculating the distance between any two sample points
- **Step 2.** Calculating the local density \( \rho_i \) of any sample point \( x_i \) according to the cutoff distance
- **Step 3.** Computing \( \delta_i \) for any sample point \( x_i \)
- **Step 4.** Plotting the decision graph of \( \delta_j \) versus \( \rho_i \)
- **Step 5.** In the decision graph, designating the points with big values of both \( \rho_i \) and \( \delta_j \) as the
  centers of clusters, and the points with big \( \delta_j \) and small \( \rho_i \) as noise
- **Step 6.** Allocating the remaining points, with each of them being assigned to the closest cluster in
  which the points have a larger local density

According to the above steps, the cluster center, i.e., the actual location \((\theta_i, \phi_i)\) of each
sound source position, is finally obtained and stored in the ODB.

### 4.2. Online Sound Source Localization

During online localization, SRP-PHAT carries out a grid search scheme. Assuming
that the azimuth range is \( 1 - N_\theta \), the elevation range is \( 1 - N_\phi \), and the search step is 1,
SRP-PHAT will calculate the SRP values of \( N_\theta \times N_\phi \) grid points. As for the suggested ODB-
SRP-PHAT, the SRP values only at the positions stored in the ODB need to be calculated
using Equation (5). By comparing the calculated SRP values, the position corresponding to
the maximum value is considered as the sound source position.

The search workload of ODB-SRP-PHAT in the online localization stage is determined
by the number of possible sound source positions, i.e., \( m \), in the ODB. Thus, compared
with the SRP-PHAT algorithm, the online computational cost of ODB-SRP-PHAT is \( m \). The
corresponding computational load ratio is \( R \):

\[
R = \frac{m}{N_\theta N_\phi} \times 100\%.
\]

(13)

### 5. Simulations

In the simulations, there were 24 seats in a round conference room with the dimensions
8 m × 8 m × 3 m (length × width × height). A circular microphone array consisted of eight
omnidirectional microphones with a radius of 0.1 m, which was located at the center of the room, i.e., the co-ordinates being 4 m, 4 m, and 0.6 m, as shown in Figure 3. Voice signals
were selected randomly from the TIMIT database [25], with the length of 3 s and a sampling rate of 16 kHz. The sound source was sequentially placed at eight different seats marked in red in the upper left area of the room, and the height was set as 1.7 m. The impulse responses of the room were generated by the image method [26], which were convoluted with the voice signals to simulate reverberation. Various reverberation durations were considered, i.e., 20, 300, 500, 700, and 900 milliseconds. Gaussian noises were also added into the signals to consider different SNRs, i.e., 5, 10, 15, 20, 25, and 30 dB.

5. Simulations

In the simulations, there were 24 seats in a round conference room with the dimensions 8 m × 8 m × 3 m (length × width × height). A circular microphone array consisted of eight omnidirectional microphones with a radius of 0.1 m, which was located at the center of the room, i.e., the coordinates being 4 m, 4 m, and 0.6 m, as shown in Figure 3. Voice signals were selected randomly from the TIMIT database [25], with the length of 3 s and a sampling rate of 16 kHz. The sound source was sequentially placed at eight different seats marked in red in the upper left area of the room, and the height was set as 1.7 m. The impulse responses of the room were generated by the image method [26], which were convoluted with the voice signals to simulate reverberation. Various reverberation durations were considered, i.e., 20, 300, 500, 700, and 900 milliseconds. Gaussian noises were also added into the signals to consider different SNRs, i.e., 5, 10, 15, 20, 25, and 30 dB.

5.1. Offline Database Construction

Voice signals with different reverberation time and SNR were divided into frames. The frame length was 512 points (i.e., 32 ms), and the frame shift was 256 points (i.e., 16 ms). There were 181 frames. Each frame was convoluted with Hanning window, and its short-time energy was calculated, as shown in Figure 4. Corresponding to each sound source position, the first 100 frames with larger short-time energy were chosen to localize the sound source. The sample points with the reverberation time as 300 ms and the SNR as 10 and 30 dB are drawn respectively in Figure 5. The dispersion of sample points was small as the SNR being 30 dB, which indicates that the localization by each frame was acceptably accurate. When the SNR was 10 dB, the large dispersion of sample points indicated that it was unreliable to localize the sound source by a single frame.

DPC was used for analyzing the sample points to accurately localize the sound source. In Figure 6, the identified cluster centers (sound sources) are marked as a with the reverberation time being 300 ms and the SNR being 10 dB and 30 dB respectively. Tables 1 and 2 give out the identified coordinates of cluster centers with the reverberation time as 300 ms corresponding to different SNRs and the SNR as 30 dB under different reverberation durations respectively. It can be seen that the coordinates were completely consistent with the actual location of sound sources when the reverberation time was relatively short, e.g., 20 ms or 300 ms, and the SNR was high, e.g., 25 dB or 30 dB. Even under strong reverberation or heavy noise, e.g., 900 ms or 5 dB, the error did not exceed 2 degrees (see the bold figures). This proved that DPC could efficiently remove the effects of reverberation and noise and locate the sound source accurately.
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5. Simulations
In the simulations, there were 24 seats in a round conference room with the dimensions 8 m × 8 m × 3 m (length × width × height). A circular microphone array consisted of eight omnidirectional microphones with a radius of 0.1 m, which was located at the center of the room, i.e., the co-ordinates being 4 m, 4 m, and 0.6 m, as shown in Figure 3. Voice signals with different reverberation time and SNR were divided into frames. The locations of the microphone array and the seats in the simulations. The frame length was 512 points (i.e., 32 ms), and the frame shift was 256 points (i.e., 16 ms). There were 181 frames. Each frame was convoluted with Hanning window, and its short-time energy was calculated. Sample points obtained by the first 100 frames with different SNR. The dispersion of sample points was small as the SNR being 30 dB, which indicates that the localization by each frame was acceptably accurate. When the SNR was 10 dB, the large dispersion of sample points indicated that it was unreliable to localize the sound source by a single frame. The frame 181 gave the best localization. Table 3 lists the identified coordinates of cluster centers using different number of frames. The co-ordinates of the centers, i.e., the stable clustering results, were stored in the ODB.

The influence of the used number of frames on the clustering results was also analyzed. Table 3 lists the identified coordinates of cluster centers using different number of frames with large short-term energy when the reverberation time was 300 ms and the SNR was 30 dB. It can be seen that when the number of frames was 30 or more, the recognition results were stable. While the number of frames was less than 30, the results had certain deviation. So in order to get reliable identification results in practice, the number of frames should be taken as 30 at least and depends on whether the results are stable.

The co-ordinates of the centers, i.e., the stable clustering results, were stored in the ODB.

Figure 4. Voice signal with SNR as 30 dB and reverberation as 300 ms.

Figure 5. Sample points obtained by the first 100 frames with different SNR.
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Figure 5. Sample points obtained by the first 100 frames with different SNR.

DPC was used for analyzing the sample points to accurately localize the sound source. In Figure 6, the identified cluster centers (sound sources) are marked as (a) with the reverberation time being 300 ms and the SNR being 10 dB and 30 dB respectively. Tables 1 and 2 give out the identified coordinates of cluster centers with the reverberation time as 300 ms corresponding to different SNRs and the SNR as 30 dB under different reverberation durations respectively. It can be seen that the coordinates were completely consistent with the actual location of sound sources when the reverberation time was relatively short, e.g., 20 ms or 300 ms, and the SNR was high, e.g., 25 dB or 30 dB. Even under strong reverberation or heavy noise, e.g., 900 ms or 5 dB, the error did not exceed 2 degrees (see the bold figures). This proved that DPC could efficiently remove the effects of reverberation and noise and locate the sound source accurately.

(a) The decision graph with SNR as 30 dB.

(b) Sample points and cluster centers with SNR as 30 dB.

(c) The decision graph with SNR as 10 dB.

(d) Sample points and cluster centers with SNR as 10 dB.

Figure 6. Clustering results with different SNR.

Table 1. Identified sound source (cluster center) coordinates with different SNR.

| Node | 5 db | 10 db | 15 db | 20 db | 25 db | 30 db |
|------|------|-------|-------|-------|-------|-------|
|      | $\theta$ | $\phi$ | $\theta$ | $\phi$ | $\theta$ | $\phi$ | $\theta$ | $\phi$ | $\theta$ | $\phi$ | $\theta$ | $\phi$ |
| $q_1$ | 45 | 37 | 45 | 37 | 45 | 38 | 45 | 38 | 45 | 38 | 45 | 38 |
| $q_2$ | 45 | 57 | 45 | 57 | 45 | 56 | 45 | 57 | 45 | 57 | 45 | 57 |
| $q_3$ | 75 | 38 | 75 | 38 | 75 | 38 | 75 | 38 | 75 | 38 | 75 | 38 |
| $q_4$ | 75 | 56 | 75 | 57 | 75 | 57 | 75 | 57 | 75 | 56 | 75 | 56 |
| $q_5$ | 105 | 38 | 105 | 38 | 105 | 38 | 105 | 38 | 105 | 38 | 105 | 38 |
| $q_6$ | 105 | 55 | 105 | 56 | 105 | 56 | 105 | 56 | 105 | 56 | 105 | 56 |
| $q_7$ | 134 | 37 | 135 | 37 | 135 | 37 | 135 | 37 | 135 | 38 | 135 | 38 |
| $q_8$ | 135 | 57 | 135 | 57 | 135 | 58 | 135 | 57 | 135 | 57 | 135 | 57 |
A series of tests in a real environment were conducted to verify the efficiency of ODB-SRP-PHAT. 

Table 2. Identified sound source (cluster center) coordinates with different reverberation time.

| Node | 20 ms | 300 ms | 500 ms | 700 ms | 900 ms |
|------|-------|--------|--------|--------|--------|
|      | \(\theta\) | \(\phi\) | \(\theta\) | \(\phi\) | \(\theta\) | \(\phi\) | \(\theta\) | \(\phi\) | \(\theta\) | \(\phi\) |
| \(q_1\) | 45 | 38 | 45 | 38 | 45 | 38 | 45 | 37 | 45 | 37 |
| \(q_2\) | 45 | 57 | 45 | 57 | 45 | 57 | 45 | 56 | 45 | 59 |
| \(q_3\) | 75 | 38 | 75 | 38 | 75 | 38 | 74 | 38 | 74 | 38 |
| \(q_4\) | 75 | 56 | 75 | 56 | 75 | 56 | 75 | 56 | 75 | 56 |
| \(q_5\) | 105 | 38 | 105 | 38 | 105 | 38 | 105 | 38 | 105 | 38 |
| \(q_6\) | 105 | 56 | 105 | 56 | 105 | 56 | 105 | 57 | 105 | 57 |
| \(q_7\) | 135 | 38 | 135 | 38 | 135 | 38 | 135 | 37 | 135 | 37 |
| \(q_8\) | 135 | 57 | 135 | 57 | 135 | 57 | 135 | 57 | 135 | 57 |

Table 3. Identified sound source (cluster center) coordinates with different number of frames.

| Node | 10 Frames | 20 Frames | 30 Frames | 50 Frames | 100 Frames | 150 Frames |
|------|-----------|-----------|-----------|-----------|------------|------------|
|      | \(\theta\) | \(\phi\) | \(\theta\) | \(\phi\) | \(\theta\) | \(\phi\) | \(\theta\) | \(\phi\) | \(\theta\) | \(\phi\) |
| \(q_1\) | 45 | 39 | 45 | 38 | 45 | 38 | 45 | 38 | 45 | 38 |
| \(q_2\) | 45 | 55 | 45 | 53 | 45 | 57 | 45 | 57 | 45 | 57 |
| \(q_3\) | 75 | 39 | 75 | 39 | 75 | 38 | 75 | 38 | 75 | 38 |
| \(q_4\) | 76 | 55 | 74 | 54 | 75 | 56 | 75 | 56 | 75 | 56 |
| \(q_5\) | 105 | 39 | 105 | 39 | 105 | 38 | 105 | 38 | 105 | 38 |
| \(q_6\) | 105 | 56 | 105 | 54 | 105 | 56 | 105 | 56 | 105 | 56 |
| \(q_7\) | 135 | 39 | 135 | 38 | 135 | 38 | 135 | 38 | 135 | 38 |
| \(q_8\) | 135 | 55 | 135 | 55 | 135 | 57 | 135 | 57 | 135 | 57 |

5.2. Comparison of Sound Source Localization

A parameter \(V\) called the localization success rate was used to compare the SRP-PHAT and ODB-SRP-PHAT.

\[
V = \frac{N_{\text{succ}}}{N_{\text{total}}} \tag{14}
\]

where \(N_{\text{total}}\) is the total localization times, which was taken as 100 in this section. \(N_{\text{succ}}\) is the successful localization time. The tolerance for both the azimuth and elevation was set as 10° when SRP-PHAT was used.

When the reverberation time was 300 ms, the results of localization under situations of six different SNRs are shown in Figure 7a. When the SNR was 5 dB, \(V\) was only about 80% for SRP-PHAT, which was much smaller than that for ODB-SRP-PHAT. ODB-SRP-PHAT exhibited good performance of localization even under extremely low SNRs. The higher the SNR, the bigger the value of \(V\) for both methods. When the SNR was 30 dB, \(V\) approached 100%.

![Figure 7. Comparison of the localization results under different noise and reverberation conditions.](image-url)
Simulations were also carried out for five situations of reverberation time under an SNR of 30 dB. As shown in Figure 7b, when the reverberation time was 20 ms, both methods achieved ideal results. As the reverberation became stronger, the values of $V$ for both methods went down. However, even when the reverberation time was as long as 900 ms, the value of $V$ for the proposed method could be above 90%, better than SRP-PHAT. This indicates that ODB-SRP-PHAT had good anti-reverberation ability.

5.3. Computational Load Analysis

As shown in Section 4.2, when SRP-PHAT was used for analysis, assuming that the search space was the sectoral area in Figure 3, the azimuth angle range was $75^\circ$~$195^\circ$, the elevation angle was $20^\circ$~$70^\circ$, and the search step was $1^\circ$, so $N_\theta$ was 121, $N_\phi$ was 51, the power values of $121 \times 51 = 6171$ grid nodes had to be calculated for each frame. In contrast, ODB-SRP-PHAT only needed to calculate the power values at eight nodes in the ODB. Its online computational load was only 0.1% of SRP-PHAT.

6. Real Environment Test

Video-conferencing has been widely used in various fields. In a long-distance video-conference a speaker needs to be localized in real time for the convenience of capturing his/her face by camera. At present, this often relies on labor or half-linkages to control the camera, which has unsatisfactory efficiency and is labor consuming. Therefore, an automatic control system is necessary to be developed, in which sound source localization is the key.

A series of tests in a real environment were conducted to verify the efficiency of ODB-SRP-PHAT. A conference room with the dimensions of $8.7 \times 7.5 \times 2.8$ m in a university was chosen as the test field, in which a round table had 18 seats as shown in Figure 8. A circular microphone array consisting of eight omnidirectional microphones (MPA416) with a radius of 10 cm was placed at the center of the round table, at the height of 2.2 m as shown in Figure 8. The reverberation time and the averaged SNR were approximately 0.4 s and 16 dB, respectively, by estimation.

At the stage of offline database construction, a sound source was, in turn, set at the center of each seat and at the height of 1.2 m. The sound signals, i.e., a piece of music generated by a blue-tooth speaker controlled by a mobile phone, emitted from each sound source were recorded by the microphone array three times with the sampling rate of 20 KHz. A Hanning window was used to convolute the sound signals and the windowed signals were divided into frames, with a frame length of 512 points and a frame shift of 256 points. There were 1080 frames for each signal, in which 200 frames with a larger short-time energy were selected for sound source localization using SRP-PHAT. The obtained 3600 sample points are shown in Figure 9.

Then, DPC was used to deal with the sample points and, finally, 18 clusters were formed. The centers of the clusters were stored in the ODB. As shown in Figure 10 and Table 4, the azimuth space between any two adjacent sound sources was approximately $20^\circ$, which was essentially consistent with the actual situation. There were deviations for sound source elevation and the dispersion was relatively big. This was partly due to the relatively low elevation resolution of the circular microphone array placed horizontally. In addition, the plate mounted with the microphone array tilted to some degree and was difficult to align. However, since the plate of the microphone array was kept at the same location and tilting status for both the offline database construction and the subsequent online localization, the results were not greatly affected.

At the online localization stage, a person of 1.7 m high sat on the 18 seats in turn and counted from 1 to 10, repeated three times at each seat. With the sampling rate at 20 kHz, the sound signals collected by the microphone array were divided into frames and convoluted with a Hanning window. The frame length was 512, and the frame shift was 256. Among the frames collected at each seat, the first 100 frames with a larger short-time energy were used with SRP-PHAT and ODB-SRP-PHAT. For SRP-PHAT, the position with
the largest value of SRP was judged as the sound source position. The tolerance was set as 10° and 20° for both the azimuth and elevation. If the deviation was smaller than the tolerance, the localization was considered successful. ODB-SRP-PHAT only calculated the SRP values at the 18 points stored in the ODB. If the largest value of the SRP was consistent at the point with the sound source position, it was a successful localization. The results of the localization success rate $V$ are plotted in Figure 11.

![Diagram of microphone array setup](image1)

**Figure 8.** Layout and actual view of the meeting room.

![Sample points of the localization results](image2)

**Figure 9.** Sample points of the localization results (18 positions).
In real-time localization, the SRP values of only the points in the ODB would be calculated. For SRP-PHAT, the position with the largest value of SRP was judged as the sound source position. The tolerance was set as 10°, however, the success rates from SRP-PHAT were close to those from ODB-SRP-PHAT. When the tolerance was set as 20°, the success rates were lower especially from seats 3, 4, and 6, which resulted in a stronger reverberation. When the tolerance was set as 20°, the success rates from SRP-PHAT were 83%, 78%, and 83%, respectively, whereas those from ODB-SRP-PHAT were 90%, 84%, and 90%, respectively.

Table 4. ODB of the meeting room.

| Number | $\theta$ | $\varphi$ | Number | $\theta$ | $\varphi$ |
|--------|----------|-----------|--------|----------|-----------|
| $q_1$  | 319      | 52        | $q_{10}$ | 126      | 54        |
| $q_2$  | 301      | 50        | $q_{11}$ | 111      | 63        |
| $q_3$  | 281      | 41        | $q_{12}$ | 93       | 66        |
| $q_4$  | 256      | 44        | $q_{13}$ | 73       | 64        |
| $q_5$  | 235      | 41        | $q_{14}$ | 53       | 62        |
| $q_6$  | 209      | 47        | $q_{15}$ | 32       | 67        |
| $q_7$  | 191      | 48        | $q_{16}$ | 17       | 59        |
| $q_8$  | 168      | 50        | $q_{17}$ | 357      | 56        |
| $q_9$  | 147      | 54        | $q_{18}$ | 339      | 55        |

Figure 10. Clustering analysis results (18 positions).

Figure 11. Comparison of the analysis results between SRP-PHAT and ODB-SRP-PHAT.
In Figure 11, the success rate of the localization for ODB-SRP-PHAT is generally high. Except for seats 3, 4, and 6, the $V$ values of the other seats are all greater than 90%. In particular, from seat 12 to seat 18 near the open door, the $V$ values approach 100%. The lower $V$ values for seat 3, 4, and 6 were due to a close wall having a smooth surface behind these seats, which resulted in a stronger reverberation. When the tolerance was set as 20°, the success rates from SRP-PHAT were close to those from ODB-SRP-PHAT. When the tolerance was 10°, however, the $V$ values from ODB-SRP-PHAT were much larger than those from SRP-PHAT. ODB-SRP-PHAT demonstrated clear superiority in the sound source localization.

Regarding the computational load, when using SRP-PHAT for analysis, the search range of the azimuth angle was 1°~360°, the elevation angle was 30°~80°, and the search step was 1°. Therefore, there were 18,360 (360 × 51) grid points at which the SRP value needed to be calculated. ODB-SRP-PHAT only needed to compute the SRP values at the 18 points in the ODB. The online computational load was less than 0.1% of that by SRP-PHAT.

In general, ODB-SRP-PHAT was validated by the tests in the real environment. ODB-SRP-PHAT could localize the sound source accurately with the least computational load. In addition, it had a good ability to resist noise and reverberation. ODB-SRP-PHAT is applicable for online sound source localization.

7. Conclusions

Among the existing sound source localization algorithms, SRP-PHAT has the advantages of anti-noise and robustness against reverberation. However, the heavy computational load prevents it from applying in real-time situations. To solve the problem, an improved procedure called ODB-SRP-PHAT was proposed by the authors. The basic idea of ODB-SRP-PHAT is constructing an ODB prior to real-time sound source localization.

Sound signals were emitted from all the possible sound source positions in turn artificially, and were collected by a microphone array. These signals were then evaluated with SRP-PHAT to localize each sound source position. To improve the localization accuracy, DPC was used. The center of each cluster, i.e., the sound source locations, was stored in an ODB. In real-time localization, the SRP values of only the points in the ODB would be computed and the maximum value indicated the sound source. Hence the heavy computational load of searching the whole space was considerably reduced.

Simulations and tests in a real environment verified the localization accuracy, the anti-noise ability, and the robustness against reverberation of the proposed method. Compared with SRP-PHAT, ODB-SRP-PHAT exhibited better performance and higher efficiency and, therefore, is applicable for real-time localization. However, ODB-SRP-PHAT is designed to be suitable for the situation of fixed sound sources. In future work, a study using a microphone array with better elevation resolution in more complicated circumstances will be performed to further validate the performance of ODB-SRP-PHAT.
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