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Abstract: Face recognition using a single sample per person is a challenging problem in computer vision. In this scenario, due to the lack of training samples, it is difficult to distinguish between inter-class variations caused by identity and intra-class variations caused by external factors such as illumination, pose, etc. To address this problem, we propose a scheme to improve the recognition rate by both generating additional samples to enrich the intra-variation and eliminating external factors to extract invariant features. Firstly, a 3D face modeling module is proposed to recover the intrinsic properties of the input image, i.e., 3D face shape and albedo. To obtain the complete albedo, we come up with an end-to-end network to estimate the full albedo UV map from incomplete textures. The obtained albedo UV map not only eliminates the influence of the illumination, pose, and expression, but also retains the identity information. With the help of the recovered intrinsic properties, we then generate images under various illuminations, expressions, and poses. Finally, the albedo and the generated images are used to assist single sample per person face recognition. The experimental results on Face Recognition Technology (FERET), Labeled Faces in the Wild (LFW), Celebrities in Frontal-Profile (CFP) and other face databases demonstrate the effectiveness of the proposed method.
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1. Introduction

Face recognition has been an active topic and attracted extensive attention due to its wide potential applications in many areas [1–3]. There are multiple modalities of face data that can be used in face recognition, such as near infrared images, depth images, Red Green Blue (RGB) images, etc. Compared with near infrared and depth images [4], RGB images include more information and have broader application scenarios. In the past decades, many RGB-based face recognition methods have been proposed and great progress has been made, especially with the development of deep learning [5–8]. However, there are still many problems to be solved. Face recognition with single sample per person, i.e., SSPP FR, proposed in 1995 by Beymer and Poggio [9], is one of the most important issues. In SSPP FR, there is only one training sample per person but various testing samples with appearance different from training samples. This situation could appear in many actual scenarios such as criminal tracing, ID card identification, video surveillance, etc. In SSPP FR, the limited training samples provide insufficient information of intra-class variations, which significantly decreases the performance of most existing face recognition methods. Tan et al. [10] showed that the performance of face recognition drops with the decreasing number of training samples per person and a 30% drop of recognition rate happens when only one training sample per person is available. In recent years, many
methods have been suggested to solve the SSPP FR problem. These methods can be roughly divided into three categories: robust feature extraction, generic learning, and synthetic face generation.

Algorithms in the first category extract features that are robust to various variations. Some of them extract more discriminative features from single samples based on variants of improved principal component analysis (PCA) [11–13]. Others focus on capturing multiple face representations [14–16], mostly by dividing face image into a set of patches and applying various feature extraction techniques to get face representations. For instance, Lu et al. [14] proposed a novel discriminative multi-manifold analysis (DMMA) method to learn features from patches. They constructed a manifold from patches for every individual and formulated face recognition as a manifold–manifold matching problem to identify the unlabeled subjects. Dadi et al. [17] proposed to represent human faces by Histogram of Oriented Gradients (HOG), which captures edge or gradient structure and is invariant to local geometric and photometric transformations [18]. Local Binary Pattern (LBP) texture features extractor proposed by Ahonen et al. [19] has also been explored for face recognition thanks to its computational efficiency and invariance to monotonic gray-level changes. With the development of deep learning, there are many other methods that utilize the deep learning ability to extract more robust features, such as VGGNet [20], GoogleNet [21], FaceNet [22], ResNet [23], and SENet [24].

Generic learning attempts to utilize a generic set, in which each person has more than one training samples, to enhance the generalization ability of model. An implicit assumption of this kind of algorithms is that the intra-class variations for different datasets are similar and can be employed to share useful information to learn more robust model. The idea of sharing information has been widely used in [25–29] and achieved promising results. Sparse-representation-based classification (SRC) [30] is often used for face recognition, but its performance depends on adequate samples for each subject. Deng et al. [25] extended SRC framework by constructing an intra-class variation dictionary from generic training set together with gallery dictionary to recognize query samples. A sparse variation dictionary learning (SVDL) technique was introduced by Yang et al. [27], which learns a projection from both gallery and generic set and rebuilds a sparse dictionary to perform SSPP FR.

For the last category, some researchers synthesize some samples for each individual from the single sample to compensate the limited intra-class variations [31–37]. Mohammadzade and Hatzinakos [32] constructed expression subspaces and used them to synthesize new expression images. Cuculo et al. [36] extracted features from images that are augmented by standard augmentation techniques, such as cropping, translation, and filtering, and then applied sparsity-driven sub-dictionary learning and k-LIMAPS for face identification. To solve the lighting effect, Choi et al. [37] proposed a coupled bilinear model that generates virtual images under various illuminations using a single input image, and learned feature space based on these synthesized images to recognize a face image. Zeng et al. [33] proposed an expanding sample method based on traditional approach and used the expanded training samples to fine-tune a well-trained deep convolutional neural network model. 3D face morphable model (3DMM) is widely applied to face modeling and face image synthesis [35,38–40]. Zhu et al. [38] fitted 3DMM to face images via cascaded convolutional neural networks (CNN) and generated new images across large poses, which compose a new augmented database, namely 300W-LP. Feng et al. [39] presented a supervised cascaded collaborative regression (CCR) algorithm that exploits 3DMM-based synthesized faces for robust 2D facial landmark detection. SSPP-DAN introduced in [35] combines face synthesis and domain-adversarial network. It first generates synthetic images with varying poses using 3DMM and then eliminates the gap between source domain (synthetic data) and target domain (real data) by domain-adversarial network. Song et al. [40] explored the use of 3DMM in generating virtual training samples for pose-invariant CRC-based face classification.

The core idea of all the aforementioned methods is to train a model that can extract the identity features of face images, and ensure that the features are discriminative enough to find a suitable classification hyperplane that can accurately divide the features of different individuals. Unfortunately, many external factors, such as pose, facial expression, illumination, resolution, etc., heavily affect the appearance of facial images, and the lack of samples with different external factors leads to insufficient
learning of feature space and inaccurate classification hyperplane. Being aware of these problems with existing methods, we propose a method to improve SSPP FR from two perspectives: **Normalization** and **Diversification**. **Normalization** is to eliminate the external factors so as to extract robust and invariant features, which are helpful for defining more accurate classification hyperplane. **Diversification** means to enrich intra-variation through generating additional samples with various external factors. More diverse samples also enable the model to learn more discriminative features for distinguishing different individuals. To achieve this goal, a 3D face modeling module including 3D shape recovery and albedo recovery is presented at first. For the albedo recovery particularly, we make full use of the physical imaging principle and face symmetry to complete the invisible areas caused by self-occlusion while preserving the identity information. Since we represent albedo in the form of UV map, which is theoretically invariant to pose, illumination and expression (PIE) variations, we can alleviate the influence of these external factors. Based on the recovered shape and albedo, additional face images with varying pose, illumination, and expression are generated to increase intra-variation. Finally, we are able to improve the SSPP face recognition accuracy thanks to the enriched intra-variation and invariant features.

The remaining parts of this paper are organized as follows. Section 2 reviews face recognition with single sample per person and inverse rendering. Section 3 presents the detail of the proposed method. Section 4 reports our experiments and results. Section 5 provides the conclusion of this paper.

2. Related Work

2.1. Face Recognition with Single Sample Per Person

With the unremitting efforts of scholars, face recognition has made great progress. However, the task becomes much more challenging when only one sample per person is available for training the face recognition model. Dadi et al. [17] extracted histogram of oriented gradients (HOG) features and employ support vector machine (SVM) for classification. Li et al. [41] combined Gabor wavelets and feature space transformation (FST) based on fusion feature matrix. They projected the combined features to a low-dimensional subspace and used nearest neighbor classifier (NNc) to complete classification. Pan et al. [42] proposed a locality preserving projection (LPP) feature transfer based algorithm to learn a feature transfer matrix to map source faces and target faces into a common subspace.

In addition to the traditional methods introduced above, there are many other methods that utilize the learning ability of deep learning to extract features. To make up for the lack of data in SSPP FP, some algorithms combine deep learning and sample expanding. In [34], a generalized deep autoencoder (GDA) is firstly trained to generate intra-class variations, and is then separately fine-tuned by the single sample of each subject to learn class-specific DA (CDA). The new samples to be recognized are reconstructed by corresponding CDA so as to complete classification task. Similarly, Zeng et al. [33] used a traditional approach to learn an intra-class variation set and added the variation to single sample to expand the dataset. Then, they fine-tuned a well-trained network using the extended samples. Sample expanding can be done not only in the image space but also in the feature space. Min et al. [43] proposed a sample expansion algorithm in feature space called k class feature transfer (KCFT). Inspired by the fact that similar faces have similar intra-class variations, they trained a deep convolutional neural network on a common multi-sample face dataset at first and extracted features for the training set and a generic set. Then, k classes with similar features in the generic set are selected for each training sample, and the intra-variation of the selected generic data is transferred to the training sample in the feature space. Finally, the expanded features are used to train the last layer of SoftMax classifier.
Unlike these existing methods, this paper simultaneously recovers intrinsic attributes and generates diversified samples. Compared with sample expanding methods mentioned above, our method uses face modeling to decompose intrinsic property and generates images with richer intra-variation via simulating the face image formation process rather than following the idea of intra-variation migration. Our method also takes full advantage of intrinsic properties that can more robustly represent identity information. Deep learning is used as a feature extractor in our method due to its superiority demonstrated in many existing studies.

2.2. Inverse Rendering

The formation of face images is mainly affected by intrinsic face properties and external factors. Intrinsic properties consist of shape (geometry) and albedo (skin properties), while external factors include pose, illumination, expression, camera setting, etc. Inverse rendering refers to reversely decomposing internal and external properties in facial images. Many inverse rendering methods have been proposed. CNN3DMM [44] represents shape and albedo, respectively, as a linear combination of PCA bases and uses a CNN to regress the combination coefficients. SfSNet [45] mimics the process of imaging faces based on physical models and estimates the albedo, light coefficients, and normal of the input face image.

As one of the intrinsic properties, albedo has natural advantage for face recognition owning to its robustness to variations in view angle and illumination. However, most inverse rendering algorithms pay more attention to recovering a more accurate and detailed 3D face shape, and treat the albedo as an ancillary result. As one of the few algorithms using albedo to assist face recognition, Blanz and Vetter [46] captured the personal specific shape and albedo properties by fitting a morphable model of 3D faces to 2D images. The obtained model coefficients that are supposed to be independent of external factors can be used for face recognition. However, due to the limited representation ability of the statistical model, the recovered albedo would lose its discrimination to some extent. To solve this problem, Tu et al. [47] proposed to generate albedo images with frontal pose and neutral expression from face images of arbitrary view, expression, and illumination, and extract robust identity features from the obtained albedo images. They experimentally showed that albedo is beneficial to improving face recognition. However, they only realize the synthesis of normalized albedo images in two-dimensional image space, lacking the exploration on the principle of physical imaging, which leads to a poor performance on a cross-database.

3. Proposed Method

3.1. Overview

3.1.1. Preliminary

In this paper, densely aligned 3D face shapes are used, each containing $n$ vertices. Generally, we denote an $n$-vertex 3D face shape as point cloud $S \in \mathbb{R}^{3 \times n}$, where each column represents the coordinates of a point. The face normal, represented as $N \in \mathbb{R}^{3 \times n}$, is calculated from the 3D face shape. The texture and albedo are denoted as $T, A \in \mathbb{R}^{3 \times n}$, where each column represents the color and reflectivity of a point on the face.

However, using only a collection of attributes of each point to represent $S, N, T,$ and $A$ misses information about the spatial adjacency between points. Inspired by position maps in [48], we denote albedo as a UV map: $UV_A \in \mathbb{R}^{256 \times 256 \times 3}$ (see Figure 1). Each point in $A$ can find a unique corresponding pixel on $UV_A$. Different from the traditional UV unwrapping method, each pixel in our UV map will not correspond to multiple points in $A$. In addition, we also use $UV_T$ and $UV_N$ to represent facial texture and facial normal as UV maps.
3.1.2. Pipeline

Figure 1 shows the framework of the proposed method for single sample per person face recognition. The method consists of three modules: 3D face modeling, 2D image generation, and improved SSPP FR. Given a face image of a person, we detect 68 landmarks, $U$, and generate the incomplete UV map of texture (Incomplete $UV_T$) using PRNet algorithm in [48] at first. We then recover its 3D face shape and complete UV map of albedo (Complete $UV_A$), respectively, from landmarks and Incomplete $UV_T$. With the recovered properties, images under varying pose, illumination, and expression are generated in the 2D image generation module. Finally, in the improved SSPP FR module, the reconstructed Complete $UV_A$ and generated images are used to assist SSPP face recognition. Next, we detail: (i) albedo recovery; (ii) shape recovery; (iii) data enrichment; and (iv) SSPP FR.

3.2. Albedo Recovery

3.2.1. Network Structure

We assume that the face is Lambertian and illuminated from the distant. Under the Lambertian assumption, we represent the lighting and reflectance model as second-order Spherical Harmonics (SH) [49,50], which is a natural extension of the Fourier representation to spherical function. In SH, the irradiance at a surface point with normal $(n_x, n_y, n_z)$ is given by

$$B(n_x, n_y, n_z|\Theta_{sh}^k) = \sum_{k=1}^{b^2} \Theta_{sh}^k H_k(n_x, n_y, n_z),$$

where $H_k$ are the $b^2 = 3^2 = 9$ SH basis functions, and $\Theta_{sh}^k$ is the corresponding $k$th illumination coefficient. Since we consider colored illumination, there are totally $3 \times 9 = 27$ illumination coefficients with nine coefficients for each of the R, G, and B channels. The texture of a surface point can be calculated by multiplying the irradiance and albedo of the point. To sum up, the texture under certain illumination is a function of normal, albedo, and illumination, and can be expressed as

$$T(p) = f_{sh}(A(p), N(p), SHL),$$
$$UV_T(p) = f_{sh}(UV_A(p), UV_N(p), SHL),$$

where $p$ represents a pixel (2D) or point (3D), and $SHL$ denotes the SH illumination coefficients.

Inspired by Sengupta et al. [45], we propose an end-to-end network that can recover the missing part in the incomplete $UV_T$ and generate its complete version $UV_A$. As can be seen in Figure 2, we concatenate the incomplete $UV_T$ with its horizontally flipped image as input of the network. The proposed network follows an encoder–decoder structure, in which the encoder module extracts a common feature from input image, and the albedo decoder and the normal decoder decode the complete albedo $UV_A$ and the complete normal $UV_N$ from the common feature, respectively, and the light decoder computes the spherical harmonics illumination coefficients $SHL$ from the concatenation.
of common feature, albedo feature, and normal feature. At last, following Equation (2), a rendering layer is used to recover the texture based on the above decoded attributes.

![Figure 2. Pipeline of albedo recovery.](image)

### 3.2.2. Loss Functions

To train the albedo recovery model, we minimize the error between the reconstructed value and the ground truth. However, the ground truth of unseen regions in real face is unavailable. To address the issue, we flip the reconstructed texture horizontally and make it as similar as possible to the input texture image. The loss function for reconstructed texture is defined as

\[
L_{\text{recon}} = \frac{1}{t} \sum_{p} \left( |UV_{M}[p] \left( UV^{*}_{T}[p] - \hat{UV}_{T}[p] \right) \right) + \lambda_f \sum_{p} \left( |UV_{M}[p] \left( UV^{*}_{T}[p] - \hat{UV}^{\text{flip}}_{T}[p] \right) \right),
\]

where \( UV_{M} \) is the visibility mask, \( |p| \) denotes the pixel spatial location, \( t \) is the number of visible pixels, \( UV^{\text{flip}}_{T} \) means horizontally flipping the reconstructed texture \( UV_{T} \), \( \lambda_f \) denotes the weight of the reconstruction loss component associated with the horizontally-flipped reconstructed texture with respect to that associated with the original reconstructed texture, and the symbols “*” and “~” indicate the ground truth and reconstructed values, respectively.

The loss functions for SH illumination coefficients, albedo, and normal are formulated, respectively, as

\[
L_I = \| SH^{*}L - \hat{SH}L \|_2^2, \quad (4)
\]

\[
L_a = |UV^{*}_a - \hat{UV}_a|, \quad (5)
\]

\[
L_n = |UV^{*}_n - \hat{UV}_n|. \quad (6)
\]

The total loss is defined as

\[
L_{\text{total}} = \lambda_{\text{recon}} L_{\text{recon}} + \lambda_I L_I + \lambda_a L_a + \lambda_n L_n, \quad (7)
\]

where \( \lambda_{\text{recon}}, \lambda_I, \lambda_a, \) and \( \lambda_n \) are the weights to balance different losses.
3.2.3. Implementation Details

Since the ground truth of albedo, normal, and light coefficients of real facial images is not available, synthetic data are firstly used in this paper. Following the definition of 3DMM [46], the shape and the albedo of a face can be represented as

\[
S = \bar{S} + \alpha_{id} b_{id} + \alpha_{exp} b_{exp}, \quad (8)
\]

\[
A = \bar{A} + \beta_{id} b_{id}, \quad (9)
\]

where \(S\) and \(A\) are 3D face shape and albedo; \(\bar{S}\) is the mean shape; \(\bar{A}\) is the mean albedo; \(b_{id}\) and \(b_{a}\) are, respectively, the identity-related shape bases and albedo bases; \(b_{s}\) is the expression-related shape bases; and \(\alpha_{id}\), \(\alpha_{exp}\), and \(\beta_{id}\) are corresponding shape parameters, expression parameters, and albedo parameters.

Bar et al. [51] provided a method to flatten a 3D shape into 2D embedding and re-sample a 3DMM (including \(\bar{S}\), \(\bar{A}\), \(b_{id}\), \(b_{exp}\), and \(b_{a}\)) from the initial 3DMM over a uniform grid of size \(H \times W\) in this flattened space. The re-sampled 3DMM has \(n = HW\) vertices and each vertex has an associated UV coordinate. In our work, \(b_{id}\) and \(b_{a}\) of initial 3DMM come from BFM 2009 [52] and \(b_{exp}\) comes from FaceWarehouse [53]. Using the method in [51], we obtain a re-sampled 3DMM with \(n = 256^2 = 65,536\) vertices. Then, we remove the vertices in the neck area resulting in a 3D face of 43,867 vertices and UV map of \(256 \times 256\) with 43,867 valid pixels. We use the re-sampled 3DMM to synthesize 2330 subjects with a total of 150,704 facial images.

In view of the difference in data distribution between synthetic images and real images, real training data are necessary. We used real data from the CelebA database [54], including a total of 202,599 facial images of 10,177 subjects, and adopted a two-step training strategy to solve the problem of unavailability of real data labels. (i) We first trained the network on synthetic data. The pre-trained network was applied to real data from CelebA to obtain their albedo, normal, and SH illumination coefficients, which were taken as “pseudo ground truth” of the real data. (ii) We then fine-tuned the network with the combined set of synthetic data with “golden ground truth” and real data with “pseudo ground truth”. For both steps, we applied Equation (7) to supervise the learning process and set \(\lambda_{recon}, \lambda_{l}, \lambda_{a}\), and \(\lambda_{f}\) as 1.0 and 0.5. Optimization was done by Adaptive Moment Estimation (Adam) with mini-batch of 32 samples, and the exponential decay rate for the first-moment estimates and second-moment estimates were set as 0.5 and 0.999, respectively. When we trained the network with only synthetic data, the learning rate was initialized as \(10^{-3}\) and then decreased by factor of 10 after every four epochs. When training the network with combination of synthetic and real data, we set the learning rate to \(10^{-4}\).

3.3. Shape Recovery

To recover the 3D face shape, motivated by the method in [55], we train a cascade coupled-regressor \(\{R_{id}^k\}_{k=1}^K, \{R_{exp}^k\}_{k=1}^K\) to reconstruct the 3D shape based on the detected 2D landmarks \(U^*\) on the input image. Here, 3D face shape is disentangled as

\[
S = \overline{S} + \Delta S_{id} + \Delta S_{exp}, \quad (10)
\]

where \(\overline{S}\) is the mean 3D shape of frontal pose and neutral expression, termed pose-and-express-normalized (PEN) 3D face shape, \(\Delta S_{id}\) is the difference between the subject’s PEN 3D shape, and \(\overline{S}, \Delta S_{exp}\) is the deformation in \(S\) caused by expression.

Given a 3D face shape and the corresponding 3D landmark vertices \(D\), its 2D landmarks \(U\) at the same pose as the input face is obtained through weak perspective projection \(M\). Note that the 3D-to-2D projection matrix is computed via least squares such that the projection of the \(D\) is as close as possible to the ground truth landmarks \(U^*\), i.e.,...
\[ M = ((D^T D)^{-1}D^T U^*). \]  \hspace{1cm} (11)

The core idea of this method is to assume that there is a "relationship" between the difference on two 3D face shapes and the difference on their corresponding 2D landmarks, which can be learned from training samples. Thus, the reconstruction can be described as:

\[ S^k = S^{k-1} + R^k_{Id}(U^* - U^{k-1}) + R^k_{Exp}(U^* - U^{k-1}), \]  \hspace{1cm} (12)

where \( S^k \) is the reconstructed 3D face shape after \( k \) iteration, \( S^0 = \overline{S} \).

To train the coupled-regressors, we synthesized 1000 face images under various poses and expressions based on the resampled 3DMM. The ground truth \( \Delta S_{Id} \) and \( \Delta S_{Exp} \) of these images were recorded during the synthesis. In this study, we cascaded five pairs of identity and expression shape regressors, i.e., \( K = 5 \).

3.4. Data Enrichment

With the obtained identity shape \( \overline{S} + \Delta S_{Id} \), in short \( S_{Id} \), and albedo \( UV_A \) of a subject, face images of the subject with arbitrary poses, illuminations, and expressions could be generated. Firstly, we obtain shape \( S \) with the arbitrary expression via Equation (10), in which random \( \Delta S_{Exp} \) is generated through the resampled 3DMM. Secondly, we add pose to \( S \) and obtained \( S_{pose} \). The process of adding a pose can be expressed as:

\[ S_{pose} = f \ast R \ast S + t_{3d}, \]  \hspace{1cm} (13)

where \( R \) is the \( 3 \times 3 \) rotation matrix calculated from the pitch, yaw, and roll angles; \( f \) is the scale factor; and \( t_{3d} \) is the \( 3 \times 1 \) translation vector. Thirdly, we generate texture \( T \) with random illumination through Equation (2), where \( N \) is calculated by the obtained \( S_{pose} \), \( A \) is constructed from \( UV_A \), and \( SHL \) is randomly generated. Finally, \( S_{pose} \) and \( T \) are used to render the final image by orthographic projection matrix and z-buffer.

3.5. SSPP FR

In this section, we utilize the decomposed intrinsic facial properties (i.e., albedo) and the generated arbitrary face images to solve SSPP FR problem. This is done from two perspectives: (i) enriching the intra-variation of training samples with the generated arbitrary face images; and (ii) exploring additional invariant features extracted from albedo maps and fusing the match scores of different features.

3.5.1. Face Recognition via Enriching Intra-Variation

In SSPP FR, performance of face matcher drops due to the deficiency of intra-variation. One implementation to improve SSPP face recognition is to enrich intra-variation in training set via 3D-modeling-based image generation. As shown in Figure 3a, 3D face modeling module is used to recover shapes and albedos of SSPP training set, based on which additional face images with varying pose, illumination, and expression are generated. Finally, the enlarged dataset of original and generated images is utilized to train a more discriminative face matcher.

3.5.2. Face Recognition via Enriching both Intra-Variation and Invariant Features

The 3D face modeling proposed in this paper not only makes it possible to enrich intra-variation, but also provides invariant features from its decomposed intrinsic attribute (i.e., albedo). Thus, we come up with another implementation of SSPP face recognition, which is to enrich both intra-variation and invariant features during test. Figure 3b shows the details. As can be seen, this implementation includes three matchers: original face matcher based on features of original input
images in gallery and probe, albedo matcher based on invariant features extracted from decomposed albedo of gallery and probe, and enriched face matcher based on features of enriched gallery and the recovered probe. Note that the recovered probe refers to synthetic images with the same PIE and background. The purpose of the enriched face matcher is to exploit the gallery of enriched intra-variation to suppress false rejections. Each matcher computes match scores by calculating cosine similarity of features. The match scores of the three matchers are fused together by a weighted sum rule to obtain the final match score. The identity of a probe image is finally decided as the subject whose gallery sample has the highest final match score with the probe.

Figure 3. (a) Pipeline of SSPP face recognition via enriching intra-variation. (b) Pipeline of SSPP face recognition via enriching both intra-variation and invariant features.

3.5.3. Implementation Details

SE-Inception network [24] was employed in all the aforementioned matchers, and Stochastic Gradient Descent (SGD) with momentum coefficient of 0.9 and batch size of 64 was used to train the networks. The learning rate was initialized as 0.1, and gradually decreased by factor of 10 every 25 epochs. All face images were first aligned to the predefined template based on the five landmarks (i.e., left eye, right eye, tip of nose, left corner of mouth, and right corner of mouth) on them, and then cropped and resized to 112 × 112.

4. Experiments

We evaluated the effectiveness of the proposed method from two aspects: (i) visual inspection of the reconstructed albedo and shape, and the generated facial images accuracy as well; and (ii) single sample per person face recognition based on enriching intra-variation and invariant features.

4.1. Datasets and Protocols

Seven datasets were used in our experiments. Below are the details and evaluation protocols of the datasets.
FERET-b: FERET-b database [56], collected in a laboratory environment, contains 1400 images of 200 subjects with different pose, expression, and illumination. The SSPP FR experiments on this database were conducted in both verification and identification modes. In identification, we used the neutral and frontal image of each person as gallery and the remaining images as probe. In verification, we divided the database into 10 non-overlapping subsets. Each subset contained 120 positive pairs (i.e., pairs of images from the same person) and 120 negative pairs (i.e., pairs of images from different people).

LFW: Labeled Faces in the Wild (LFW) database [57] includes more than 13,000 images of 5749 different individuals taken under an unconstrained environment. The evaluation protocol suggests dividing the database into 10 non-overlapping subsets. Each subset contains 300 positive pairs and 300 negative pairs. LFW-a is a version of LFW after alignment using commercial software. For the sake of fair comparison, we selected the first 50 people who have more than 10 samples for evaluation according to the experimental setup described in [43]. We randomly selected one sample of each of the 50 subjects as gallery, and the remaining images were used as probe.

CPLFW: CPLFW [58], a renovation of LFW, constructs a cross-pose LFW database to evaluate the influence of pose variation in face recognition. It provides 10 disjoint subsets of image pairs for face verification. Each subset contains 300 positive pairs and 300 negative pairs.

CALFW: Cross-Age LFW (CALFW) database [59], similar to the CPLFW database, is a renovation of LFW. It emphasizes aging effect in addition to other variations (pose, illumination, etc.) in face recognition. The dataset is separated into 10 non-repeating subsets of image pairs for face verification, each subset containing 300 positive pairs and 300 negative pairs.

AgeDB: AgeDB [60] contains 16,488 images of various famous people, such as actors/actresses, writers, scientists, politicians, etc. There are 568 distinct subjects in AgeDB. AgeDB provides 10 folds of image pairs, with each fold consisting of 300 positive pairs and 300 negative pairs.

CFP: CFP database [61], a challenging dataset to examine the problem of frontal to profile face verification, collects 7000 images of 500 subjects with each subject having 10 frontal and 4 profile face images. Its evaluation protocol defines two separate experiments of Frontal–Profile (CFP_FP) and Frontal–Frontal (CFP_FF) face verification, and divides in each experiment the whole dataset into 10 folds each containing 350 positive pairs and 350 negative pairs.

VGGFace2-FP: The VGGFace2 database [62] contains 3.31 million images of 9131 subjects. The dataset is divided into training set and evaluation set, in which the training set contains 8631 subjects and the evaluation set contains 500 subjects. Evaluation scenarios can be divided into two categories by pose and age. We considered the scenario of face matching across different poses, i.e., VGGFace2-FP. The evaluation data are divided into 10 folds of image pairs, with each fold consisting of 250 positive pairs and 250 negative pairs.

4.2. Visualization of Reconstructed Image Components and Generated Images

Figure 4a shows recovered 3D face shapes and complete UV_A for four input face images in LFW. It can be found that our method can not only reconstruct the albedo of the visible area but also recover the albedo of missing part. We also compared our 3D face modeling method with two existing methods [44,45]. Figure 4b shows the comparison results for two input images. As can be seen, the 3D face shape and albedo map reconstructed by Sengupta et al. [45] are incomplete and cannot be used for data augmentation, and the results recovered by Tran et al. [44] are poor in reserving identity-related appearance feature due to the limited representation capacity of PCA bases. Figure 4c shows some generated face images of varying illumination (Columns 3 and 8), pose (Columns 4 and 9), and expression (Columns 5 and 10) of four different subjects.

We also show the ability of the 3D modeling approach to address illumination and pose factors in Figure 5. As can be seen, although expressions, illuminations, and poses have influence on the appearance of input images, our method can effectively eliminate the external influence due to the
robustness of the albedo image to lighting as well as to the rigorous alignment of the face in the UV diagram representation.

Figure 4. (a) Recovered 3D face shapes and albedo UV maps for two input face images by our 3D face modeling module. (b) Comparison between the face images reconstructed by our method and two existing methods. (c) Example enriched face images of varying illumination (Columns 3 and 8), pose (Columns 4 and 9), and expression (Columns 5 and 10) of four different subjects by our method.

Figure 5. Albedo UV maps recovered by our 3D face modeling module for two subjects in the database constructed by ourselves with different expressions, illuminations, and poses.
4.3. Effectiveness of Enriching Intra-Variation

To validate the effectiveness of our proposed method of enriching intra-variation via 3D-modeling-based image generation, we constructed twelve groups of training data as follows.

- We randomly chose one sample per person in CelebA dataset [54] to form the original SSPP training data (denoted as Original). Note that face images in CelebA are in the wild images with varying PIE as well. However, their pose angles are relatively small (mostly within 30 degrees).
- The 3D modeling module was used to recover the intrinsic properties (albedo and shape) and external factors (i.e., PIE) of the face images in Original. We then synthesized images with the same PIE and background as the images in Original to form another training set, named Synthetic.
- With the recovered properties of the images in Original, we further generated another seven face images for each person with varying poses, varying illuminations, varying expressions, varying poses and illuminations, or varying poses, illuminations, and expressions. We call the respective databases of generated images as AugP, AugI, AugE, AugPI, and AugPIE, respectively.
- By combining the above-generated images with the original images, we obtained another five training sets, denoted as Ori + AugP, Ori + AugI, Ori + AugE, Ori + AugPI, and Ori + AugPIE, respectively.

We trained the implementation of our proposed method with enriching intra-variation (see Figure 3a) by using the above training sets and evaluated its face verification performance on seven of the benchmark datasets, i.e., LFW [57], CPLFW [58], CALFW [59], AgeDB [60], CFP [61], VGGFace2-FP [62], and FERET-b [56]. During the test, the features extracted from the images by the network were used to judge whether two images are from same persons based on the cosine similarity between their features. Here, ten-fold cross validation was employed. Specifically, we divided the dataset into ten subsets, nine of which were used as the training set and the remaining one used as the test set.

The results are reported in Table 1. By comparing the recognition rate obtained by training the network on Original and that obtained by training the network on Synthetic, it can be found that they are comparable. This indicates that the shape and albedo obtained by using our proposed 3D modeling method can effectively capture the identity information. When the network was trained with the generated data only, the recognition accuracies on most of the datasets were improved. Moreover, the face recognition accuracy was consistently improved when training the network with the combined set of original and generated images. It is worth mentioning that our proposed method of enriching intra-variation improved the recognition accuracy by 8.07% (= 58.82% − 50.72%) and 13.02% (= 82.69% − 69.67%) on the challenging AgeDB and CFP-FF test sets, respectively. It can be found that pose factor is an important factor that affects the verification rate by comparing the results of AugP, AugI, and AugE or the results of Ori+AugP, Ori+AugI, and Ori+AugE. While the results of using merely the augmented data (i.e., AugP, AugI, AugE, AugPI, and AugPIE) show consistent improvement when more variations are taken into consideration, combining the original and augmented data of expression variations, however, obtained only marginal improvement in some of the test datasets. This is probably because the original data from the CelebA database already have some expression variations and play a major role in the training, and consequently the contribution of augmented expression data becomes marginal.
Table 1. Face verification rates (%) of the first implementation of our proposed method on different benchmark datasets when different enriched face images from the CelebA database were used for training. The best result on each dataset is shown in bold.

| TrainData | TestData | AgeDB | LFW | CALFW | CPLFW | CFP_FF | CFP_FP | VGGFACE2_FP | FERET-b |
|-----------|----------|-------|------|-------|-------|--------|--------|-------------|---------|
| Original  |          | 50.75 | 77.33| 63.03 | 58.7  | 69.67  | 60.77  | 61.46       | 84.33   |
| Synthetic |          | 53.35 | 73.77| 59.05 | 57.52 | 69.09  | 59.74  | 60.28       | 79.96   |
| AugP      |          | 52.12 | 75.95| 58.82 | 60.08 | 71.46  | 61.89  | 61.66       | 87.54   |
| AugI      |          | 50.28 | 75.45| 59.27 | 57.58 | 71.7   | 60.87  | 61.46       | 80.17   |
| AugE      |          | 50.43 | 75.05| 57.47 | 58.10 | 71.09  | 62.49  | 61.44       | 80.04   |
| AugPI     |          | 52.47 | 78.17| 60.67 | 60.83 | 73.57  | 62.70  | 62.80       | 90.46   |
| AugPIE    |          | 55.18 | 80.08| 62.78 | 61.90 | 76.59  | 64.37  | 62.94       | 92.08   |
| Ori+AugP  |          | 56.62 | 82.73| 69.05 | 65.68 | 78.13  | 66.64  | 68.54       | 90.71   |
| Ori+AugI  |          | 52.63 | 77.48| 60.93 | 58.63 | 70.83  | 62.07  | 62.84       | 81.17   |
| Ori+AugE  |          | 50.93 | 74.85| 59.02 | 57.53 | 68.36  | 60.51  | 60.54       | 80.20   |
| Ori+AugPI |          | 58.82 | 86.08| 72.03 | 67.97 | 81.96  | 70.44  | 71.02       | 94.54   |
| Ori+AugPIE|          | 58.65 | 85.98| 71.02 | 67.15 | 82.69  | 70.23  | 70.22       | 95.54   |

4.4. Effectiveness of Enriching Both Intra-Variation and Invariant Features

In this experiment, we compared another implementation of our proposed method with both enriched intra-variation and enriched invariant features (see Figure 3b) with the following methods: (i) traditional methods, namely HOG+SVM [17], G-FST [41], and FT-LPP [42]; and (ii) deep learning methods, namely FaceNet [22], CDA [34], TDL [33], and KCFT [43]. For fair comparison, we used multiple samples per person database, CelebA, as the generic data to pretrain three of the matchers. To train albedo matcher and enriched face matcher, we generated the albedo image and the recovered image (synthetic image with same PIE) of CelebA by the proposed 3D face modeling module and 2D face generation module. For our proposed method, the scores from three face matchers were fused by a weighted sum rule. We set the weights for different matchers with respect to their respective recognition accuracy. Specifically, the weights were 0.45, 0.45, and 0.1 for the original matcher (O), albedo matcher (A), and enriched matcher (E), respectively, when fusing the three matchers. In the ablation study, the weights for O and A were both 0.5 when they were fused, while the weights were 0.8 and 0.2 for O and E when O and E were fused.

4.4.1. Results on FERET-b Dataset

We generated six additional images with varying pose, illumination, and expression for each subject in the gallery. Table 2 shows the recognition rates of the proposed method and the counterpart methods. Obviously, our method achieved the best recognition rates.

Table 2. Rank-1 identification rates (%) of different methods on FERET-b and LFW-a. The best result on each database is shown in bold.

| Database \ Method | HOG+SVM | CDA | G-FST | FT-LPP | TDL | FaceNet | KCFT | Proposed |
|------------------|--------|-----|-------|--------|-----|---------|------|----------|
| FERET-b          | 50.17  | 77.25| 82.08 | 86.08  | 89.33| 91.42   | 93.17| 96.41    |
| LFW-a            | 40.98  | 51.12| 57.95 | 62.49  | 74.01| 89.04   | 98.83| 97.25    |

4.4.2. Results on LFW-a Dataset

We generated 20 facial images for each person in the galley of LFW-a. The recognition rates of different methods are shown in Table 2. As can be seen, our method overwhelmed most of the counterpart methods, and was among the top two methods.
4.4.3. Ablation Study

We further evaluated the contribution of the enriched invariant features and the enriched images on improving SSPP face recognition performance. The comparison results on FERET-b and LFW-a are shown in Table 3. It can be found that the recognition accuracy improved after we fused the match scores of the original images (denoted by \(O\)) with the match scores of enriched invariant features extracted from albedo (denoted by \(A\)) or the match scores of features extracted from the enriched images (denoted by \(E\)), even though the original images already set up relatively high baselines. Figure 6 shows the false rejection rates at different thresholds when fusing different match scores on the FERET-b and LFW-a databases. As can be seen, our proposed matchers \(A\) and \(E\) significantly reduced the FRR of the original matcher \(O\). It is worth mentioning that both \(A\) and \(E\) helped in reducing FRR. However, according to the experimental results, \(A\) (using albedo-based features) was more effective than \(E\) (using augmented images).

Table 3. Rank-1 identification rates (%) of the proposed method when fusing the match scores of the original images (denoted by \(O\)) and the match scores of the enriched invariant features (denoted by \(A\)) or the match scores of the enriched images (denoted by \(E\)) on the FERET-b and LFW-a databases.

|   | \(O\) | \(A\) | \(E\) | FERET-b | LFW-a |
|---|------|------|------|--------|-------|
| ✓ | 92.25 |      |      | 92.46  |       |
| ✓ | 96.33 |      |      | 97.15  |       |
| ✓ | 93.17 |      |      | 93.53  |       |
| ✓ | 96.41 |      |      | 97.25  |       |

Figure 6. False rejection rates at different thresholds when fusing different match scores on the FERET-b and LFW-a databases.

5. Conclusions

A novel single sample per person face recognition algorithm based on enriching data intra-variation and invariant features is proposed in this paper. The method consists of three modules: 3D face modeling, 2D image generating, and improved SSPP FR. A novel end-to-end network is employed to recover complete albedo from the input image, which not only provides additional invariant identity features, but also can be used with the restored 3D shape to generate images containing richer intra-class variations. While existing SSPP FR methods focus either on generating synthetic images (CDA, KCFT, etc.) or on learning robust features (HOG+SVM, FaceNet, etc.), we improve the SSPP FR accuracy from the perspective of enriching both intra-variation and invariant features. Experiments were performed on multiple databases. The results show that, by using the
synthetic images generated by our proposed method to augment the train data, the SSPP FR accuracy is improved significantly by up to 13%. Moreover, using our proposed enriched invariant features boosts the rank 1 identification rate from 92.25% to 96.33% on FERET-b and from 92.46% to 97.15% on LFW-a. In the future, we are going to further improve the modeling and synthesis procedures, for example, by considering more elaborate losses and by integrating the modeling, synthesis, and identification modules in a more unified manner.
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