Localizing Small Apples in Complex Apple Orchard Environments
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Abstract. The localization of fruits is an essential first step in automated agricultural pipelines for yield estimation or fruit picking. One example of this is the localization of apples in images of entire apple trees. Since the apples are very small objects in such scenarios, we tackle this problem by adapting the object proposal generation system AttentionMask that focuses on small objects. We adapt AttentionMask by either adding a new module for very small apples or integrating it into a tiling framework. Both approaches clearly outperform standard object proposal generation systems on the MinneApple dataset covering complex apple orchard environments. Our evaluation further analyses the improvement w.r.t. the apple sizes and shows the different characteristics of our two approaches.

1 Introduction

Pre-harvest yield estimation is an integral part of agriculture for efficiently planning harvest, transportation, or storing fruits [2,5,12,22]. Yield estimation usually relies on tedious manual counting in sample areas [2,12,22]. Such estimations are inaccurate despite additional weather information or historical data [12]. To support manual yield estimation, computer vision approaches were proposed to automatically localize fruits [11]. This improves yield estimation [22] or automated fruit picking [27], among other applications.

Fruit localization is an object detection, instance segmentation, or object proposal generation task. The exact formulation depends on the annotation type and the need for classification. Since the advent of deep learning, CNN-based systems have led to strong improvements on all three tasks [7,18,19,23]. Therefore, some of these systems were also applied to fruit localization [3,12,15,20,21].

We focus on the subarea of apple localization in orchard environments. Apples are a common object class in computer vision datasets as well [13]. However, unlike apples in the agricultural context, in datasets like COCO [13], apples are primarily presented in simple environments and unobstructed views (see Fig. [14]). In contrast, the MinneApple dataset [6] for agricultural applications, covers apples in their complex natural orchard environment. Apples in apple orchards are harder to localize due to occlusions and clutter. Moreover, the apples are very small when covering an entire apple tree in one image, as the
Fig. 1: Example image containing apples from the COCO dataset [13] (a) and the MinneApple dataset [6] (b). While the COCO images depict simple scenes, the MinneApple images include challenges like occlusions, clutter, and small apples.

examples in Fig. 1b demonstrate. This makes the localization of apples or objects in general difficult [12,14,23].

In this paper, we adapt the object proposal generation system Attention-Mask [23] to apple localization. Applying an object proposal generation system to this task is reasonable since no classification is required. With its strong performance on localizing small objects, AttentionMask is well-suited for apple localization in orchard environments. From AttentionMask, we derive two variations to improve the localization of very small apples based on a new module for such apples and a tiling approach. Our evaluation reveals an improved performance for both variations compared to object proposal generation methods. Furthermore, a characterization of differences between the variations allows a task-specific choice.

2 Related Work

This section briefly reviews important work in the related fields of fruit localization and object proposal generation.

2.1 Fruit Localization

For the localization of fruits, several approaches were proposed. An overview of recent CNN-based methods is given by [11], while [4] present older hand-crafted methods. Generally, CNN-based methods mostly adapt standard object detection systems [3,12,15,20,21] like Faster R-CNN [19] or standard instance segmentation systems [27] like Mask R-CNN [7]. For instance, [20] adapt Faster R-CNN to handle RGB and near-infrared images for localizing sweet peppers, while [15] augment Faster R-CNN with additional branches for generating smaller object proposals in almond localization. Similarly, [12] adapt YOLO [18] by reducing the
model size and aggregating features for mango localization. Finally, [27] utilize Mask R-CNN to locate strawberries and add a module to estimate the picking point.

In contrast to those methods, we adapt an object proposal generation system without unnecessary classification modules. Unlike object detection-based systems, we locate fruits based on pixel-precise masks.

2.2 Object Proposal Generation

The aim of object proposal generation is to propose a ranked set of object candidates as boxes or pixel-precise masks. Since the seminal work of [1], systems based on hand-crafted features [9] and CNNs [10,16,17,23,24,25] have been proposed. [16] introduce one of the first CNN-based approaches. It extracts crops of an image pyramid and generates an objectness score for ranking and a segmentation mask per crop. This is achieved by two heads on top of a backbone network. Since applying the backbone on overlapping crops of the input image is time-consuming, [10] propose FastMask and move the pyramid inside the network. Hence, a feature pyramid inside the CNN is created. Subsequently, windows are extracted from the pyramid for segmentation and objectness scoring. Improving the efficiency and the results on small objects, AttentionMask [23] utilizes the concept of visual attention and extracts only relevant windows from the feature pyramid. Further improving the adherence of AttentionMask proposals to the object boundaries, [24,25] introduce a superpixel-based refinement.

Different from the discussed approaches, we propose a system that focuses on small and very small apples as objects. We discuss AttentionMask in more detail in Sec. 3, since it serves as the baseline system for our proposed apple localization systems.

3 Baseline System: AttentionMask

As outlined above, we use the object proposal generation system AttentionMask [23] as the baseline system for our apple localization approaches. AttentionMask follows FastMask [10] and generates a feature pyramid inside the CNN based on a ResNet [8] backbone. The pyramid is partially visualized in the center of Fig. 2. Note that only the first two pyramid levels are depicted for simplicity. The base level of the pyramid is the output of the backbone’s first part. It is a feature map downscaled by a factor of 8 w.r.t. the input image. Hence, we coin this pyramid level $S_8$. Further pyramid levels up to $S_{128}$ are created using the remainder of the backbone and residual neck modules [10]. From this pyramid, $10 \times 10$ windows are extracted. The extraction of fixed size windows across the different levels allows AttentionMask to locate objects of different sizes. Small objects are localized at $S_8$, while large objects are localized at $S_{128}$. However, unlike FastMask, a scale-specific objectness attention map (see heat maps in Fig. 2) is created per pyramid level using Scale-specific Objectness Attention Modules (SOAMs). The SOAMs utilize the concept of visual attention
Fig. 2: Abstract system figure of AttentionMask. The first part of the split backbone (yellow) processes the input image, yielding the base pyramid level $S_8$. Further pyramid levels are created using the second part of the backbone or residual necks (orange). Per pyramid level, an attention map focuses the extraction of windows on relevant areas (red areas in heat maps). A segmentation and an objectness score are generated for each extracted window (green windows). Note that the input image is cropped for clarity. The figure is based on [23].

and highlight parts of each pyramid levels' feature map that contain objects of the relevant size. Thus, only a few windows (indicated by green windows in Fig. 2) are extracted from the feature pyramid. This selective extraction allows the addition of the base feature map $S_8$ and makes AttentionMask more efficient.

For each extracted window, a segmentation is created to separate the object from the background (top right in Fig. 2). Additionally, an objectness score is generated per window as a confidence score (bottom right in Fig. 2). Note that the entire system is learned end-to-end.

4 Method

Our two proposed apple localization systems that focus on locating small and very small apples in complex orchard environments are based on the previously introduced AttentionMask [23]. As discussed earlier, AttentionMask achieves state-of-the-art results on object proposal generation and already focuses on small objects. Additionally, AttentionMask shows a strong performance in complex real-world environments [26]. Hence, AttentionMask is a reasonable baseline system to localize small and very small apples in complex orchard environments. The subsequent sections present our extensions to AttentionMask. First, in Sec. 4.1 we propose the AttentionMask variation AttentionMask* with a pyramid level for localizing very small apples. In contrast, Sec. 4.2 integrates AttentionMask in a tiling framework to increase the relative size of the apples in the input image.

4.1 Extended Feature Pyramid

Our first apple localization method adapts the original AttentionMask in two ways. First, we split the first part of the backbone network as visible in Fig. 3.
Fig. 3: Abstract system figure of our proposed AttentionMask$^{16}$. Compared to Fig. 2, the first part of the backbone is split again, leading to three backbone parts (yellow) and a new pyramid level $S_4$. No residual necks and no further pyramid levels after $S_{16}$ exist. Note that the input image is cropped for clarity. The figure is based on [23].

to extract the final features of the ResNet’s conv2 stage. These features are only downsampled by a factor of 4 w.r.t. the input images. Thus, more details are preserved compared to the features from the conv3 stage used for $S_8$. The new feature map is the new base level ($S_4$) of the feature pyramid for very small apples (see Fig. 3). Compared to standard AttentionMask, the minimal side length of a localizable apple is reduced by a factor of $\frac{1}{2}$. A drawback of using conv2 features is the reduced semantic richness compared to conv3 or conv4 features. However, since very small apples are simple objects without a visible texture (see Fig. 1b), it is reasonable to assume that conv2 features are sufficient for localizing very small apples.

The second modification of AttentionMask is removing all pyramid levels above $S_{16}$. In its standard formulation, AttentionMask consists of eight pyramid levels: $S_8$ - $S_{128}$. Since the later pyramid levels locate large objects, the later layers are unnecessary for the localization of the small and very small apples. Hence, we can remove these pyramid levels as they increase the runtime and induce false positives. The rest of AttentionMask, including the training regime, is unchanged and generates pixel-precise apple proposals as visualized in Fig. 3. Since we only use the pyramid levels $S_4$ - $S_{16}$, we follow the naming conventions in [23] and coin this approach AttentionMask$^{16}$.

4.2 Tiled Processing

Our second approach for localizing small and very small apples, coined Tiled AttentionMask, embeds AttentionMask into a tiling framework. We extract 26 overlapping tiles from the input image, reducing the input image size from 1280 × 720 (MinneApple dataset) to 320 × 240. Since an input image is rescaled to a predefined size in AttentionMask, the relative size of the apples is essential. Thus, effectively each tile will be upsampled before being processed by the system leading to a larger representation of small apples. Consequentially, after subsampling in the backbone, small apples are still visible in the feature pyramid’s base level. We use this tiling approach during training and testing similar to [312].
The architecture of AttentionMask is unchanged, while the learning rate is lowered to 0.00007, adapting to the new data. For combining the results of the 26 tiles in testing, we merge all proposals resulting from one original image. On this set of proposals we apply non-maximum suppression (NMS) and rank the proposals based on the objectness scores. Finally, we keep the first 100 proposals.

5 Evaluation

For evaluating the effect of our proposed approaches for apple localization, we use a standard object proposal evaluation pipeline \cite{10,16,23,24,25} with the MinneApple dataset \cite{6}. Thus, we use Average Recall (AR) \cite{9} as the evaluation measure. AR takes a predefined amount of proposals per image and determines how many annotated objects are localized and how well they are localized. We report AR for the first 10 (AR@10) and the first 100 (AR@100) proposals. Additionally, we follow \cite{13} and report AR for different absolute sizes of objects. We use two standard size categories M as well as S, and add a third category (XS) to account for the large number of very small objects (51\% in the MinneApple dataset). An annotated object fits category M if its area is larger than $32^2$ pixels, Category S covers objects between $32^2$ pixels and $22.5^2$ pixels, while XS covers all objects smaller than $22.5^2$ pixels.

We use the MinneApple dataset \cite{6} for training and testing. The MinneApple dataset contains 41325 manually annotated apples on apple trees in complex orchard environments across 1000 images. We use the 670 images that feature publicly available annotations. Thus, we split these images into 600 training images, 40 validation images, and 30 test images. All systems are trained on the 600 training images, while all reported results were generated on our test images.

We compare our proposed approaches AttentionMask$^{16}$ and Tiled AttentionMask to standard AttentionMask \cite{23} and standard FastMask \cite{10}, which achieves competitive results in object proposal generation. Additionally, we apply our tiling framework to FastMask and also evaluate Tiled FastMask. A comparison to the systems in Sec. 2.1 is impossible as no code is publicly available.

5.1 Quantitative Results

The quantitative results are presented in Tab. \ref{tab:results}. Across all apple sizes (AR@100), our proposed Tiled AttentionMask outperforms all other systems, including AttentionMask$^{16}$. The improvement w.r.t. standard AttentionMask is 70.8\%, while AttentionMask$_{4}^{16}$ is still outperformed by 33.4\%. Yet, AttentionMask$_{8}^{16}$ shows a substantial improvement compared to standard AttentionMask (+28.0\%). On AR@10, AttentionMask$_{4}^{16}$ outperforms Tiled AttentionMask. Standard FastMask is unable to locate any apple, since FastMask’s feature pyramid lacks a pyramid level $S_8$. After applying our tiling, FastMask generates competitive results. However, Tiled AttentionMask still outperforms Tiled FastMask by 17.2\% (AR@100) due to the pyramid level $S_8$ that allows locating smaller apples.
Table 1: Quantitative results of standard AttentionMask [23], standard FastMask [10] as well as the proposed AttentionMask\textsuperscript{16}, Tiled FastMask, and Tiled AttentionMask in terms of various Average Recall (AR) measures on our MinneApple test dataset. AR\textsuperscript{XS}, AR\textsuperscript{S}, and AR\textsuperscript{M} denote Average Recall results on very small, small, and medium apples.

| System                  | AR@10↑ | AR@100↑ | AR\textsuperscript{XS}@100↑ | AR\textsuperscript{S}@100↑ | AR\textsuperscript{M}@100↑ |
|-------------------------|--------|---------|-----------------------------|-----------------------------|-----------------------------|
| AttentionMask [23]      | 0.071  | 0.243   | 0.126                       | 0.336                       | 0.337                       |
| FastMask [10]           | 0.000  | 0.000   | 0.000                       | 0.000                       | 0.000                       |
| AttentionMask\textsuperscript{16} | 0.099  | 0.311   | 0.153                       | 0.386                       | 0.570                       |
| Tiled FastMask          | 0.061  | 0.354   | 0.284                       | 0.423                       | 0.374                       |
| Tiled AttentionMask     | 0.073  | 0.415   | 0.294                       | 0.500                       | 0.549                       |

The size-specific results show a clear difference between standard AttentionMask and the two proposed approaches. While the results for small and medium apples (AR\textsuperscript{S}@100 and AR\textsuperscript{M}@100) are better by at least 14.9%, compared to standard AttentionMask, the improvement for very small apples is substantially bigger. AttentionMask\textsuperscript{16} outperforms standard AttentionMask by 21.4% on very small apples (AR\textsuperscript{XS}@100). Tiled AttentionMask even reaches an improvement of 133% w.r.t. standard AttentionMask. This clearly shows the substantial advantage of the proposed changes to AttentionMask for locating very small apples. Despite the improved results utilizing the tiling framework, it is worth emphasizing that the GPU runtime is increased by a factor of 15 compared to AttentionMask\textsuperscript{16}. Hence, AttentionMask\textsuperscript{16} is preferable for efficient performance, while Tiled AttentionMask generates the best overall localization results.

5.2 Qualitative Results

The qualitative results in Fig. 4 show two examples from the MinneApple dataset. Comparing the results indicates that the proposed AttentionMask\textsuperscript{16} and Tiled AttentionMask locate more apples than standard AttentionMask (see green arrows). Other apples or leaves partially occlude many apples missed by standard AttentionMask. As a result, the apples are very small, making localization more difficult for standard AttentionMask. Examples of such settings are found around the central arrow in the upper image in Fig. 4 or around the lower arrow in the lower images in Fig. 4. The proposed approaches mitigate the problem of the small apple size by utilizing the additional pyramid level or the tiling framework. Similar to AttentionMask\textsuperscript{16}, Tiled FastMask locates more apples than standard AttentionMask. Still, Tiled FastMask misses several small or occluded apples that Tiled AttentionMask locates on the pyramid level S\textsubscript{8}. These qualitative results are in line with the quantitative results.

In general, it is well visible that several apples are difficult to localize, even for humans. This is due to the high complexity of the scenes with occlusions and many leaves. Additionally, some leaves have similar colors and shapes compared
to the apples, making localization even more complex. Overall, the qualitative results underline the strength of the proposed approaches in finding small apples and the high complexity of the data.

6 Conclusion

In this paper, we tackled the problem of localizing apples in complex apple orchard environments for agricultural applications. We specifically focused on small apples, as they usually dominate images depicting entire apple trees. For improved results on localizing such apples, we proposed two approaches based on the object proposal generation system AttentionMask. The first approach adds a new module for very small apples, while the second approach utilizes a tiling strategy. Both approaches clearly outperform standard AttentionMask and FastMask on the MinneApple dataset. The improvements are driven by the success in localizing very small apples due to the architectural changes. We also showed that both proposed approaches have specific advantages, focusing on efficient processing or overall localization quality. However, more research towards a better localization is necessary, as the quantitative results showed several missed apples.
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