Optimization of Probability Distributions for Residual Coding of Screen Content
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Abstract—Probability distribution modeling is the basis for most competitive methods for lossless coding of screen content. One such state-of-the-art method is known as soft context formation (SCF). For each pixel to be encoded, a probability distribution is estimated based on the neighboring pattern and the occurrence of that pattern in the already encoded image. Using an arithmetic coder, the pixel color can thus be encoded very efficiently, provided that the current color has been observed before in association with a similar pattern. If this is not the case, the color is instead encoded using a color palette or, if it is still unknown, via residual coding. Both palette-based coding and residual coding have significantly worse compression efficiency than coding based on soft context formation. In this paper, the residual coding stage is improved by adaptively trimming the occurrence of new colors in the neighborhood is proposed. These modifications result in a bitrate reduction of up to 2.9\% on average. Compared to HEVC (HM-16.21 + SCM-8.8) and FLIF, the improved SCF method saves on average about 11\% and 18\% rate, respectively.

Index Terms—distribution modelling, lossless coding, screen content coding, color image compression, soft context formation

I. INTRODUCTION

Images and videos as they can typically be seen on computer screens during office work or the like are called screen content. Such data usually consists of text, computer-generated graphics and animations, but often also camera-captured or highly natural seeming computer-animated content. Generally, screen content consists of repeating patterns and contains a significantly smaller amount of different colors than camera-captured content.

Coding of screen content is gaining importance with the increasing use of remote desktop applications, online learning, and video conferencing. Unfortunately, conventional compression schemes which are optimized for camera-captured or highly natural seeming computer-animated content. Generally, screen content consists of repeating patterns and contains a significantly smaller amount of different colors than camera-captured content.

Coding of screen content is gaining importance with the increasing use of remote desktop applications, online learning, and video conferencing. Unfortunately, conventional compression schemes which are optimized for camera-captured or highly natural seeming computer-animated content. Generally, screen content consists of repeating patterns and contains a significantly smaller amount of different colors than camera-captured content.

C. Output Format

There are, however, few publications pertaining lossless screen content coding. For the HEVC lossless mode, a DPCM-based edge prediction for screen content is proposed in [7]. [8] presents pixel-wise blending of sub-predictors for the improvement of lossless intra-prediction. A hybrid adaptive discrete wavelet transform and prediction scheme for JPEG 2000 [9] is introduced by [10]. Other competitive methods are based on ideal entropy coding and probability distribution modeling. FLIF (free lossless image format) estimates probabilities on a bitwise level and is designed for both camera-captured and screen content [11]. [12] proposes a parallelized scheme for lossless compression of medical data using pixel-wise prediction and arithmetic coding. An autoregressive pixel-prediction scheme implementing histogram sparsification for the case of non-natural images is presented in [13].

Soft Context Formation (SCF) [14] is a lossless image coding method for screen content that has superior results for images with few colors (< 8000) with bitrate savings of up to 33\% compared to HEVC including its SCC extension. It is a pixel-wise method based on arithmetic coding, where probability distributions for colors are estimated based on contexts. However, if the color of a new pixel at a given context is not in the modeled distribution, first palette-based coding is attempted, and if even that is not possible since the color to be encoded is not yet known, residual encoding is performed. Both palette-based coding and residual coding are by far not as efficient as coding based on the context model. As a result, the efficiency of the soft context formation method decreases when images with more colors and more camera captured regions need to be encoded.

In this paper, two modifications to the method of soft context formation are proposed, which aim to improve the coding efficiency of the SCF method for those pixels which cannot be coded using the context model coding. In Section II, a short overview of the soft context formation is given, followed by the proposed adaptations in Sections III-A and III-B. Section IV presents evaluation results, amongst others a comparison to state-of-the-art codecs, such as the HEVC.

II. REVIEW OF SOFT CONTEXT FORMATION

The SCF method is based on the principal of ideal entropy coding. The general processing order is visualized in Figure II.

The pixels are scanned in raster-scan order and for each pixel...
a probability distribution is estimated based on knowledge gained from the already encoded pixels of the image. To this end, for each processed pixel the neighboring pixels in pattern \( P = \{ A, B, C, D, E, F \} \) are regarded as the context, as illustrated in Figure 2. For each unique context, the occurrences of the colors that occur in conjunction with that context are counted. When encoding a color pixel (an entire color triple at once), the first step is to search for similar colors in the already encoded parts of the image. A pixel-wise similarity measure is used that results in a maximum similarity \( s \) for each search. The value of \( s \) corresponds to a number from 0 to 6 and is equal to the number of pixels in the pattern that were found to be similar. For more information about the similarity criterion, please refer to [15]. Using the associated color histograms of all similar patterns that have maximum \( s \), a probability distribution for the current pixel is estimated. Let \( n(c|P) \) be the number of occurrences of color \( c \) associated with a particular pattern \( P \) and the total number of occurrences of pattern \( P \) be given as \( N_P \). Then the probability of color \( c \) given pattern \( P \) is estimated as

\[
p(c|P) \approx \frac{n(c|P)}{N_P}. \tag{1}
\]

If the color of the current pixel is part of the estimated distribution, it can be directly coded using a multi-symbol arithmetic coder, which outputs roughly the corresponding information

\[
I(c|P) = - \log_2 p(c|P) \text{ [bit].} \tag{2}
\]

Coding using this soft context is from now on called Stage 1 coding. Has the color not happened before in combination with a similar pattern, it is not part of the distribution and thus cannot be encoded this way. Instead, an escape symbol is encoded to signal the transition to Stage 2. Here, a probability distribution is generated based on a color palette. To this end, the occurrences of each color are counted during the encoding process. If the current color has already appeared in the image, it can be encoded in Stage 2. However, in case the current pixel has a completely new color, it is not yet part of the palette. An escape symbol signals switching to Stage 3. In Stage 3 (residual coding), the current color is predicted using the extended median adaptive predictor (MAP, [16], [17]), for each color component separately. The predictor is enhanced by a component-wise adaptation (MAPc, [15]), where the assumption is utilized that directional structures are similar in all components. Depending on the best fit from a set of predictors in the last coded component, the predictor for the next one is chosen. One histogram per component, counting the occurrences of prediction errors, is used to generate a probability distribution for the entropy coding.

In general, SCF compresses screen content very efficiently as long as the number of distinct colors is not too high. Stage 1 can encode pixels at low bitrates of typically \( < 0.342 \) bits per pixel. Stages 2 and 3, however, are less efficient. This means that especially images with mixed content, e.g. screenshots containing large pictorial regions, are less efficient to compress with the SCF method, since they usually contain more patterns and colors and their pixels have to be encoded more often with Stage 2 and 3. Therefore, improving Stage 2 and 3 coding is very important to facilitate the efficiency of the SCF method even for images with mixed content.

III. PROPOSED IMPROVEMENTS TO SOFT CONTEXT FORMATION

A. Optimization of Residual Error Coding

The residual coding stage is the least efficient stage in the SCF method. Thus, this is a good target for enhancement. The basic idea of the proposed modification is a pruning of the residual error distribution based on the values of the direct neighbors of the current pixel. In [18], the intensity differences between the pixel above and to the left of the current position are established as a prediction context. A range is identified from the smaller to the larger values of these two pixels. One bit is used to encode whether the current value is within or outside the computed range, and when out of range, one further bit has to be transmitted to signify whether the value is above or below the range.

The proposed scheme is based on a similar approach. It chooses and trims the probability distributions for the prediction error based on an automatically determined range. Algorithm I describes the coding process. Let \( i \) be the number
### Algorithm 1: Stage 3 Residual Coding

```plaintext
for pixel $x(i, j)$ in Stage 3 do
    for k in color components do
        $t_k \leftarrow e_{k, \text{MAX}}/30$ // threshold
        $e_k(i, j) \leftarrow x_k(i, j) - \hat{x}_{k, \text{MAP}}(i, j)$ // prediction error
        $r_k(i, j) \leftarrow \max\{r_k(i - 1, j), |e_k(i - 1, j)|, |e_k(i - 1, j - 1)|, |e_k(i - 1, j - 1)|\} + 1 // range
        if $r_k(i, j) \leq t_k$, then
            Encode in-range histogram
            Increment in-range count
        else if $|e_k(i, j)| \leq r_k(i, j)$ then
            Encode in-range prediction error
            Encode $e_k(i, j)$ based on 'in-range' histogram
            Increment 'in-range' count
        else
            Encode out-range prediction error
            Encode $e_k(i, j)$ based on 'out-of-range' histogram
            Increment 'out-of-range' count
        else
            Encode out-range prediction error
            Encode $e_k(i, j)$ based on 'out-of-range' histogram
            Increment 'out-of-range' count
        end if
    end for
end for
```

Figure 3: Example section of screen content image from test set 3: (a) the original RGB image; (b) the positions where the decision for exception handling in Stage 2 is needed. Yellow indicates a known color, while blue indicates the color is new. Pixels marked white are encoded in Stage 1.

The addition of 1 accounts for the case that all included prediction errors are zero and additionally loosens the conditions for the decision explained below.

This adaptive range $r_k(i, j)$ is compared to a threshold $t_k$ which is empirically chosen as $1/36$ of the maximum possible absolute prediction error per component $e_{k, \text{MAX}}$. This thresholding ensures that the following scheme is applied only for regions with a reasonably good prediction quality, where it is more likely that the current prediction error is also relatively small. Furthermore, the thresholding excludes large prediction errors from the distribution of in-range errors to prevent a dilution of said distribution. As such, if $r_k(i, j) \leq t_k$ holds, it is likely that the current prediction error is limited and a special treatment is initialized. The encoder sends a binary decision whether the current absolute error is within the range of the errors in the causal neighborhood ($|e_k(i, j)| \leq r_k(i, j)$). The probabilities of this decision depend on the relation of true and false decisions at former occurrences which are counted during the encoding process. If the current absolute error fulfills the condition, a distribution based on all ‘in-range’ errors is generated. This distribution can obviously be limited to

$$r_k(i, j) = \max\{|e_k(i - 1, j)|, |e_k(i - 1, j - 1)|, |e_k(i - 1, j - 1)|\} + 1,$$

The probabilities of this decision depend on the relation of true and false decisions at former occurrences which are counted during the encoding process. If the current absolute error fulfills the condition, a distribution based on all ‘in-range’ errors is generated. This distribution can obviously be limited to

of the current column, $j$ be the number of the current row. Then, the residual errors of component $k$ at position $(i, j)$ using the MAP and MAPc predicted values $\hat{x}_{k, \text{MAP}}(i, j)$ and $\hat{x}_{k, \text{MAPc}}(i, j)$ are given as $e_k(i, j) = x_k(i, j) - \hat{x}_{k, \text{MAP}}(i, j)$ and $e_k(i, j) = x_k(i, j) - \hat{x}_{k, \text{MAPc}}(i, j)$, respectively. From the errors at adjacent pixel positions, an adaptive range $r_k(i, j)$ is derived:

$$r_k(i, j) = \max\{|e_k(i - 1, j)|, |e_k(i - 1, j - 1)|, |e_k(i - 1, j - 1)|\} + 1.$$

The addition of 1 accounts for the case that all included prediction errors are zero and additionally loosens the conditions for the decision explained below.

This adaptive range $r_k(i, j)$ is compared to a threshold $t_k$ which is empirically chosen as $1/36$ of the maximum possible absolute prediction error per component $e_{k, \text{MAX}}$. This thresholding ensures that the following scheme is applied only for regions with a reasonably good prediction quality, where it is more likely that the current prediction error is also relatively small. Furthermore, the thresholding excludes large prediction errors from the distribution of in-range errors to prevent a dilution of said distribution. As such, if $r_k(i, j) \leq t_k$ holds, it is likely that the current prediction error is limited and a special treatment is initialized. The encoder sends a binary decision whether the current absolute error is within the range of the errors in the causal neighborhood ($|e_k(i, j)| \leq r_k(i, j)$). The probabilities of this decision depend on the relation of true and false decisions at former occurrences which are counted during the encoding process. If the current absolute error fulfills the condition, a distribution based on all ‘in-range’ errors is generated. This distribution can obviously be limited to

- $[-r_k(i, j), r_k(i, j)]$. Otherwise, if $|e_k(i, j)| > r_k(i, j)$, a distribution is chosen for probability modeling that results from all ‘out-of-range’ errors. Since no absolute values smaller than or equal to $r_k(i, j)$ can occur, the prediction error in this case is adjusted by removing the unnecessary offset and the histogram is trimmed to $[-e_{k, \text{MAX}} + r_k(i, j), e_{k, \text{MAX}} - r_k(i, j) - 1]$. Here, MAP is used instead of MAPc, since the more natural image regions with usually smaller and smoother prediction errors, which often fall in the range, are generally better predicted without component-wise adaptation.

The third case applies, if the range $r_k(i, j)$ is bigger than the threshold $t_k$. Then, the whole histogram of prediction errors occurring in this third case is used for probability modelling with the prediction error computed using MAPc. Thus, three different prediction error histograms are maintained per component for the three possible cases, and each time a prediction error is coded, the respective histogram is updated by incrementing the corresponding bin.

### B. Enhanced Estimation of the Escape-Symbol Probability

A second novel improvement addresses the probability modeling of the escape symbol, which signals a switch from Stage 2 to the residual coding stage. Each time a pixel cannot be encoded in Stage 1, the information is sent whether the current color is already an element of the color palette or not. It has been reported in [13], that a conditional estimation of the probability of the escape symbol based on the maximum similarity ($s$, see Section II) of the patterns found in Stage 1 is a better model than using the global occurrence. The assumption is, that a low similarity count (i.e., the current pattern is not at all similar to other patterns previously found in the image) implies a high probability of a new color. However, it is still relatively likely that a pattern is new, yet the color already known, resulting in a moderate probability estimate for small similarity scores. Instead, it can be seen that the occurrence of new colors is locally dependent. An example image and the positions where the decision has to be sent whether a color is new or not can be seen in Figure 3.

Therefore, it is proposed to model the probability of the escape symbol in Stage 2 based on the occurrence of novel colors in the neighborhood, utilizing the positions $A, B, C, D, E$
and F, similar to [19]. In total, 64 different contexts ctx are taken into account, for each possible variation of the binary decisions, whether positions A, B, C, D, E and F contained previously unseen colors or not. By counting the occurrence of a new color at position X given a certain context ctx for each pixel not encoded in Stage 1 as \( n(\text{ESC} = \text{true}|\text{ctx}) \), the probability of the escape symbol is estimated as

\[
p(\text{ESC} = \text{true}) \approx \frac{n(\text{ESC} = \text{true}|\text{ctx})}{N_{\text{ctx}}}
\]

with \( N_{\text{ctx}} \) the total count of the occurrence of ctx. Regular downscaling of these counts enables adaptation to changing image content. Using these contexts to model the likelihood takes into account two aspects simultaneously: First, the local frequency of new colors, i.e., the information whether this is a region with many new colors, and second, the position of new colors with respect to the current pixel, by considering whether, for example, only the pixels at more distant positions \( E \) or \( F \) contain new colors, or the immediate neighbors \( A \) and \( B \).

IV. EVALUATION

For evaluation, SCF with the proposed modifications is compared to the SCF version from [19] as well as other state-of-the-art methods. To this end, six different RGB test sets are utilized. Test sets 1 to 4 correspond to those used in the HEVC test sequences. A mixture of images with varying image properties composes test set 3. Test set 4 consists of images from the SIQAD database [20], [21]. 36 images from the SCID database [23]–[24] form test set 5. Finally, test set 6 contains further 86 diverse screen content images, leading to a total amount of 306 test images.

In Table I the absolute file sizes after lossless compression using FLIF [11], HEVC [25] (HM 16.21 + SCM 8.8) and SCF with and without the proposed modifications are listed for each dataset. Additionally, the relative performance is shown underneath. As one can see, the original SCF coding scheme from [19] already surpasses the other compression methods for each dataset in sum. The proposed modifications gain further 0.5% bit savings for set 1, around 2% for sets 2, 3 and 6, 4.9% for data set 4, and 3.3% for test set 5.

To shed some more light on the savings for each proposed modification separately, Table II contains the file size savings for the SCF method only with the modification for the escape symbol in Stage 2, as well as with both proposed modifications implemented. The results are separated into sets depending on the amount of unique colors per image, such, that each class has roughly the same amount of bytes when compressed. It is evident, that the more different colors an image contains the stronger the influence of the proposed enhancements. For images with a percentage of unique colors less than 3%, the modification of the residual coding stage saves 0.6% while for images where more than 17% of the colors are unique 3.7% file size can be saved. Additionally, it can be seen, that the proportion of the overall savings gained by the residual coding modification with respect to the total savings rises with the percentage of different colors per image. This can easily be explained, since the proposed modification to Stage 3 only effects the bitrate when a completely new color is encoded, whereas the escape symbol modification takes effect whenever a pixel could simply not be encoded in Stage 1. The increase in coding time introduced by the modifications is negligible in comparison to the total computation time.

V. SUMMARY

SCF is an efficient compression scheme for screen content images with few colors, but less so for images containing many colors and different patterns, where fewer pixels can be encoded based on the soft context model. Instead, palette-based coding or residual encoding is performed in these cases. When estimating the probability of a new color, it could be shown that taking the local frequencies and the relative positioning into account improves the results compared to conditioning based on the similarity of the best similar context found. Furthermore, adaptive pruning of the prediction error histograms significantly improved the residual coding stage, which has a greater effect the more colors an image contains.
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