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Abstract

This paper aims to study the relationship between the timelike extremal hypersurfaces and the classical minimal surfaces. This target also gives the long time dynamics of timelike extremal hypersurfaces in Minkowski spacetime $\mathbb{R}^{1+M}$ with the dimension $2 \leq M \leq 7$. In this dimension, the stationary solution of timelike extremal hypersurface equation is the solution of classical minimal surface equation

$$\frac{\nabla u}{\sqrt{1 + |\nabla u|^2}} = 0, \quad \forall x \in \mathbb{R}^M,$$

which only admits the hyperplane solution by Bernstein theorem. We prove that this hyperplane solution as the stationary solution of timelike extremal hypersurface equation is asymptotically stable by finding the hidden dissipative structure of linearized equation. Here we overcome that the vector field method (based on the energy estimate and bootstrap argument) is lose effectiveness due to the lack of time-decay of solution for the linear perturbation equation. Meanwhile, a global well-posed result of linear damped wave with variable time-space coefficients is established. Hence, our result construct a unique global timelike non-small solution near the hyperplane.
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1 Introduction and main results

1.1 Introduction

Let $\mathcal{M}$ be a timelike $(M + 1)$-dimensional hypersurface, and $(\mathbb{R}^D, g)$ be a $D$-dimensional Minkowski space, and $g$ be the Minkowski metric with $g(\partial_t, \partial_t) = 1$. At any time $t$, the spacetime volume in $\mathbb{R}^D$ of timelike hypersurface $\mathcal{M}$ can be described as a graph over $\mathbb{R}^M$, which satisfies

$$S(u) = \int_{\mathbb{R}} \int_{\mathbb{R}^M} \sqrt{1 - |\partial_t u|^2 + |\nabla u|^2}d^Mxdt.$$  \hfill (1.1)

Critical points of action integral (1.1) give rise to submanifolds $\mathcal{M} \subset \mathbb{R}^D$ with vanishing mean curvature, i.e. timelike extremal hypersurfaces. The Euler-Lagrange equation of (1.1) is

$$\partial_t \left( \frac{\partial_t u}{\sqrt{1 - |\partial_t u|^2 + |\nabla u|^2}} \right) - \text{div} \left( \frac{\nabla u}{\sqrt{1 - |\partial_t u|^2 + |\nabla u|^2}} \right) = 0,$$ \hfill (1.2)

which admits an exact scaling invariance

$$u(t, x) \mapsto u_\lambda(t, x) = \lambda u(\lambda^{-1}t, \lambda^{-1}x), \quad \text{for any constant } \lambda > 0,$$
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and it is a mass conservation dynamics, i.e.
\[
\int_{\mathbb{R}} \left( \frac{\partial_t u}{\sqrt{1 - |\partial_t u|^2 + |\nabla u|^2}} \right) \, dx_i \text{ is conserved along the dynamics,}
\]
and one can see that the stationary equation of it is the minimal surface equation
\[
\text{div} \left( \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}} \right) = 0, \quad \forall x \in \mathbb{R}^M. \tag{1.3}
\]
Bernstein conjecture that the solution of (1.3) is a linear function in its variables. Simons [20] proved it is true the for dimension $M \leq 7$. The famous Bombieri-De Giorgi-Giusti minimal graph [5] gives a counter-example for the dimension $M = 8$, which also disproves the Bernstein conjecture for all dimension $M \geq 8$. Thus three nature questions are arisen in the timelike extremal hypersurfaces theory:

(i) Is the hyperplane as the solution of the minimal surface equation (1.3) stable for the timelike extremal hypersurfaces equation (1.2) in the dimension $2 \leq M \leq 7$?

(ii) If the dimension $M \geq 8$, are there solutions of the timelike extremal hypersurfaces equation (1.2) convergence to non-planar solutions of the minimal surface equation (1.3) as the time $t$ goes to $+\infty$?

(iii) Is the stationary solution of the timelike extremal hypersurfaces equation (1.2) stable in some function spaces under stochastic perturbations?

The timelike minimal surface equation arises in string theory and geometric minimal surfaces theory in Minkowski space. The global regularity of this equation with the small initial data has been widely studied, one can see the related results in [3, 13, 14, 16, 24] for the related nonlinear wave equations. For the large initial data, there has been discovered that the behavior of string theory in spacetimes that develop singularities [22]. Meanwhile, the study of singularity is one of most important topics in physics and mathematics theory, which corresponds to a physical event. It can also imply that some essential physics is missing from the equation in question, which should thus be supplemented with additional terms. For the classification of solutions in physics, there are the timelike solution, the spacelike solution and the lightlike (null) solution. To the equation (1.3), if the solution $u(t, x)$ of it satisfies $1 + |\nabla u|^2 - u_t^2 > 0$, then it is called the timelike solution; if the solution $u(t, x)$ of it satisfies $1 + |\nabla u|^2 - u_t^2 < 0$, then it is called the spacelike solution; if it holds $1 + |\nabla u|^2 - u_t^2 = 0$, then it is called the lightlike solution. Eggers & Hoppes [8, 9] gave a detailed discussion on the existence of lightlike singularity for the Born-Infeld equation (or called relavisitive string equation)
\[
u_{tt}(1 + u_x^2) - u_{xx}(1 - u_x^2) = 2u_t u_x u_{tx}, \quad (t, x) \in \mathbb{R}^+ \times \mathbb{R},
\]
which is one dimensional case of timelike minimal surface equation (1.2). They showed that it admits lightlike self-similar blowup solutions
\[
u(t, x) = u_0 - \hat{t} + \hat{t}^a h\left(\frac{x}{p}\right) + \ldots,
\]
where $\hat{t} = t_0 - t$ and $h(x) \propto A_{\pm} x^{\frac{2a}{a+1}}$ for $x \to \pm\infty$. In higher dimension case, they showed that the radially symmetric membranes equation admits self-similar solutions
\[
u(t, x) = -\hat{t} + \hat{t}^a h\left(\frac{x - x_0}{p}\right) + \ldots,
\]
by analyzing the eikonal equation
\[ 1 - u_t^2 + u_x^2 = 0. \]
Meanwhile, the swallowtail singularity was also given by parametric string solution in [7].
Yan [24] found that both the Born-Infeld equation and the linear wave equation admit the same family of explicit self-similar solutions
\[ u_k(t, x) = k \ln\left(\frac{T - t + x}{T - t - x}\right), \quad |x| < T - t, \quad t \in [0, T), \quad \forall k \in \mathbb{R}/\{0\}, \]
where \( T \) denotes the maximal existence time. Moreover, those explicit solutions of the Born-Infeld equation are the timelike singularities. In the two dimension case, Nguyen & Tian [18] proved the existence of blowup solution when the string moving in Einstein vacuum spacetime. After that, Yan [25] considered the radially symmetric case:
\[ u_{tt} - u_{rr} - \frac{u_r}{r} + u_{tt}u_r^2 + u_{rr}u_t^2 - 2u_{tt}u_ru_t + \frac{1}{r} u_r u_t^2 - \frac{1}{r} u_r^2 = 0, \]
where \( r = |x| \), it admits two stable explicit lightlike self-similar solutions
\[ u^\pm_T(t, r) = \pm(T - t)\sqrt{1 - \left(\frac{r}{T - t}\right)^2}, \quad (t, r) \in (0, T) \times [0, T - t], \]
where the positive constant \( T \) denotes the maximal existence time. In the radially symmetric case, one can check that the timelike minimal surface equation (1.3) admits two explicit lightlike blowup solutions:
\[ u^\pm_T(t, x) = \pm(T - t)\left(1 - \sum_{i=1}^{M} \frac{x_i^2}{(T - t)^2}\right)^{\frac{1}{2}}, \quad (1.4) \]
which are two self-similar spheres in geometry. Those two functions exhibit the smooth for all \( 0 < t < T \), but which break down at \( t = T \) in the sense that
\[ \partial_{x_1 x_1} u^\pm_T(t, x)|_{x_1=0} \to +\infty, \quad \text{as} \quad t \to T^- , \]
and the dynamical behavior of them are as attractors. At the initial time \( t = 0 \), the form of it is a sphere:
\[ x_1^2 + x_2^2 + \ldots + x_n^2 + (u^\pm_T(0, x))^2 = T^2, \]
then as the time \( t \) approach the blowup time \( T \), it begins to expand until it starts to shrink and eventually collapses to a point at the time \( T \). In 4-dimensional radial case, Bahouri & Perelman & Marachi constructed a blowup solution of the hyperbolic vanishing mean curvature flow surfaces asymptotic to Simons cone. Recently, Yan [27] showed that (1.2) admits the stable self-similar shrinkers (the shape of them are spheres) without the radial assumption in higher dimension \( M \geq 9 \). It is still open question for the dimension \( 2 \leq M \leq 8 \).

### 1.2 Main result
In the present paper, we aim to investigate the dynamical behavior around the stationary solution of equation (1.2) (i.e. answer the problem (i)). We supplement equation (1.2) with an initial data
\[ u(0, x) = u_0(x), \quad u_t(0, x) = u_1(x). \quad (1.5) \]
Since the minimal surface equation (1.3) only admits the hyperplane solution, we can denote it by
\[ u_\flat(x) = A \cdot x + B, \quad \forall x \in \mathbb{R}^M, \quad 2 \leq M \leq 7, \quad (1.6) \]
where $A$ and $B$ denote two constant vectors in $\mathbb{R}^M$, and we require that $A$ is non-zero vector. According to the classification of solution, $(1.6)$ is the spacelike solution of the timelike minimal surface equation $(1.2)$.

We state the main result.

**Theorem 1.1.** Let the dimension $2 \leq M \leq 7$. The hyperplane solution $(1.6)$ of the timelike extremal hypersurfaces equation $(1.2)$ is asymptotic stable in Sobolev space $H^s(\mathbb{R}^M)$ for any $s \geq 1$, that is, there exist a small positive constant $\varepsilon$, if the initial data $(1.7)$ satisfies

$$u_0(x) = u_s(x) + w_0(x), \quad u_1(x) = w_1(x),$$

where smooth functions $w_0(x)$ and $w_1(x)$ are supported in $\left\{ x \in \mathbb{R}^M \left| |x| \leq 1 \right. \right\}$, and

$$\|w_0(x)\|_{H^{s+1}(\mathbb{R}^M)} + \|w_1(x)\|_{H^s(\mathbb{R}^M)} < \varepsilon,$$

then the timelike extremal hypersurfaces equation $(1.2)$ admits a unique global solution $u(t, x) \in H^s(\mathbb{R}^M)$ such that

$$\lim_{t \to +\infty} \|u(t, x) - u_s(x)\|_{H^s(\mathbb{R}^M)} = 0.$$

**Remark 1.1.** We remark that our result also build up a global well-posedness result for the timelike extremal hypersurfaces equation $(1.2)$. The uniqueness global solution takes the form

$$u(t, x) = u_s(x) + w(t, x),$$

with

$$\sup_{t \in (0, \infty)} \|w(t, x)\|_{H^s(\mathbb{R}^M)} \lesssim \varepsilon.$$

Meanwhile, $w(t, x)$ decays in time with polynomial form.

Furthermore, it holds

$$1 + |\nabla u|^2 - u_t^2 = 1 + |\nabla u_s(x) + \nabla w|^2 - |w_t|^2 \sim 1 + |\nabla u_s(x)|^2 + O(\varepsilon) > 0.$$

Therefore, we construct a unique global timelike non-small solution near the hyperplane.

**Remark 1.2.** For the dimension $M \geq 8$, theorem 1.1 also holds. But we are more interested in the stability of non-hyperplane solution of minimal surface equation for the dimension $M \geq 8$, for example, the stability of Simons cone.

### 1.3 Sketch of the proof

Equation $(1.2)$ can be rewritten as

$$(1 + |\nabla u|^2 - u_t^2)^{-\frac{3}{2}} \mathcal{F}(u) = 0, \quad \forall (t, x) \in \mathbb{R}^+ \times \mathbb{R}^M,$$

where

$$\mathcal{F}(u) := u_{tt} - \Delta u + u_{tt} |\nabla u|^2 - \frac{1}{2} u_{tt} \partial_t |\nabla u|^2$$

$$- \sum_{k=1}^M \left( \partial_{x_k} u(|\nabla u|^2 - u_t^2) - \frac{1}{2} \partial_{x_k} u(\partial_{x_k} |\nabla u|^2 - \partial_{x_k} u_t^2) \right).$$

(1.7)

Thus finding the solution of $(1.2)$ is equivalent to solve the equation

$$(1 + |\nabla u|^2)u_{tt} - (1 + |\nabla u|^2 - u_t^2)\Delta u - \frac{1}{2} u_{tt} \partial_t |\nabla u|^2 + \frac{1}{2} \sum_{k=1}^M \partial_{x_k} u \partial_{x_k} (|\nabla u|^2 - u_t^2) = 0,$$

(1.8)
where $\forall (t, x) \in \mathbb{R}^+ \times \mathbb{R}^M$, and the operator $\Delta = \sum_{k=1}^{M} \partial_{x_k}^2$ is the Laplace-Beltrami operator.

From (1.8), the stationary equation of it is

$$-(1 + |\nabla u|^2)\Delta u + \frac{1}{2} \sum_{k=1}^{M} \partial_{x_k} u \partial_{x_k} |\nabla u|^2 = 0,$$

(1.9)

which is equivalent to the minimal surface equation (1.3). Thus to prove theorem 1.1, we only need to consider the perturbation equation from (1.8)-(1.9). More precisely, we set the solution which is equivalent to the minimal surface equation (1.3). Thus to prove theorem 1.1, we only need to consider the perturbation equation from (1.8)-(1.9). More precisely, we set the solution of (1.8) having the form

$$u(t, x) = u_s(t, x) + w(t, x), \quad \forall x \in \mathbb{R}^M, \quad t > 0,$$

where $u_s(t, x)$ given in (1.6) is the solution of (1.9), then we substitute it into (1.8) to get the perturbation equation:

$$Lw := \Big(1 + |A + \nabla w|^2\Big)w_{tt} - \Big(1 + |A + \nabla w|^2 - w_t^2\Big)\Delta w - \frac{1}{2} w_t \partial_t \Big((\nabla w + 2A) \cdot \nabla w\Big)$$

$$+ \frac{1}{2} \sum_{k=1}^{M} \Big(\partial_{x_k} w + A_k\Big) \partial_{x_k} \Big((\nabla w + 2A) \cdot \nabla w - w_t^2\Big) = 0,$$

(1.10)

which is a quasilinear wave equation, and the linear equation of it is

$$w_{tt} - \Delta w + (1 + |A|^2)^{-1} \sum_{k=1}^{M} \sum_{k' = 1}^{M} A_k A_{k'} \partial_{x_k} \partial_{x_{k'}} w = 0.$$

(1.11)

We supplement it with an initial data

$$w(t, x)|_{t=0} = w_0(x), \quad w_t(t, x)|_{t=0} = w_1(x),$$

then utilizing the energy inequality given in Proposition 6.3.2 of the book of Hörmander [11], it holds

$$\|w_t\|_{L^2(\mathbb{R}^M)} + \sum_{k=1}^{M} \|\partial_{x_k} w\|_{L^2(\mathbb{R}^M)} \leq 2 \left(\|w_1(x)\|_{L^2(\mathbb{R}^M)} + \sum_{k=1}^{M} \|\partial_{x_k} w(t, x)|_{t=0}\|_{L^2(\mathbb{R}^M)}\right),$$

from which, the bootstrap argument (based on the energy estimate) loses efficacy due to the absence of time-decay of solution for the linear wave equation (1.11). But if we choose a function $w^{(0)}(t, x)$ to be satisfies

$$-(A + \nabla w^{(0)}) \cdot \nabla w_t^{(0)} + w_t^{(0)} \Delta w^{(0)} > 0, \quad \forall t > T^* > 0,$$

then we linearize nonlinear equation (1.10) at it to get the following linear damped wave equation

$$L_{w^{(0)}}^{(0)} h := \Big(1 + |A + \nabla w^{(0)}|^2\Big)h_{tt} - \Big(1 + |A + \nabla w^{(0)}|^2 - (w_t^{(0)})^2\Big)\Delta h$$

$$+ \sum_{k=1}^{M} \Big(\partial_{x_k} w^{(0)} + A_k\Big) \Big(\nabla w^{(0)} + A\Big) \cdot \nabla \partial_{x_k} h + 2 \Big(- (A + \nabla w^{(0)}) \cdot \nabla w_t^{(0)} + w_t^{(0)} \Delta w^{(0)}\Big) h_t$$

$$+ \frac{1}{2} \nabla \Big(|\nabla w^{(0)}|^2 - 2(w_t^{(0)})^2 + 2A \cdot \nabla w^{(0)}\Big) + \sum_{k=1}^{M} \Big(\partial_{x_k} w^{(0)} + A_k\Big) \nabla \partial_{x_k} w^{(0)}$$

$$+ 2 \Big(\nabla w^{(0)} + A\Big) \Big(w_t^{(0)} - \Delta w^{(0)}\Big) \cdot \nabla h - 2w_t^{(0)} \Big(\nabla w^{(0)} + A\Big) \cdot \nabla h_t = 0, \quad t > T^* > 0,$$
where the positive constant $T^*$ is the local existence time of solution for above linear wave equation. It is not a damped linear wave equation for $t \in [0, T^*]$. The proof of local existence of it can be followed from the book of Sogge [21].

It gives a possible way to get a time-decay solution of linear wave equation. But the function $w^{(0)}(t, x)$ is not a solution of equation (1.10), there must be an error term denoted by

$$E^{(0)} := \mathcal{L}(w^{(0)}),$$

where $E^{(0)}$ is called as the initial error term. In order to construct the solution of nonlinear equation (1.10), we should approximate it step by step. So the first approximation solution has the form

$$w^{(1)}(t, x) := w^{(0)}(t, x) + h^{(1)}(t, x),$$

where $h^{(1)}(t, x)$ is the solution of linear damped wave equation

$$\mathcal{L}_{w^{(0)}} h^{(1)} = E^{(0)}.$$

Forward this idea, we get the $m$th approximation step $h^{(m)}(t, x)$ by solving the linear equation

$$\mathcal{L}_{w^{(m-1)}} h^{(m)} = E^{(m-1)}, \quad \forall m \in \mathbb{N},$$

where the error term $E^{(m-1)} := \mathcal{L}(w^{(m-1)})$. Then the $m$th approximation solution is obtained as the form

$$w^{(m)}(t, x) = w^{(0)}(t, x) + \sum_{i=1}^{m} h^{(i)}(t, x).$$

At last, the most important thing is to prove

$$\lim_{m \to +\infty} w^{(m)}(t, x) = w^{(\infty)}(t, x) < +\infty,$$

and the error term

$$\lim_{m \to +\infty} E^{(m)}(t, x) = \lim_{m \to +\infty} \mathcal{L}(w^{(\infty)}) = 0.$$

We mention that the paper of Yang [28] proved the global well-posedness for a class of nonlinear wave equation with variable coefficients when the nonlinear term satisfies the null condition. Here we should notice that there is loss of derivatives in each iteration step due to the quasilinear terms in (1.10), so we have to use the smooth operator (see [2] for more details on this operator) to smooth the linearized equation at each iteration step. Therefore, we construct the solution $w^{(\infty)}(t, x)$ of nonlinear equation (1.10). Above method is called as Nash-Moser iteration scheme. It has been used in [23] [24] [25] [26]. We refer the readers to [10] [11] [15] [17] [19] for more details of this method.

**Notation.** Throughout this paper, we denote $\mathbb{N}$ by the natural numbers $\{1, 2, 3, \ldots\}$. $\mathbf{0}$ is the vector of zero. The symbol $a \lesssim b$ means that there exists a positive constant $C$ such that $a \leq Cb$. $C^\infty_0(\mathbb{R}^+ \times \mathbb{R}^M)$ is the space of $u : \mathbb{R}^+ \times \mathbb{R}^M \to \mathbb{R}$, and $u$ is infinitely differentiable with compact support. Furthermore, we denote the usual norm of Sobolev space $H^1(\mathbb{R}^M)$ by $\| \cdot \|_{H^1}$ for convenience. The space $L^2((0, \infty); H^1(\mathbb{R}^M))$ is equipped with the norm

$$\|v\|^2_{L^2((0, \infty); H^1)} := \int_0^{\infty} \|v(t, \cdot)\|^2_{H^1} dt.$$
2 The linear damped wave equation with variable coefficients

In this section, we give the general existence of result for a class of linear damped wave equation with smooth variable coefficients. We consider the following initial value problem:

\[
A(t, x)h_{tt} - B(t, x)\Delta h + C(t, x)h_t + \sum_{k=1}^{M} D_k(t, x)\partial_{x_k} h + \sum_{k=1}^{M} E_k(t, x)\partial_{x_k} h_t \\
+ \sum_{k=1}^{M} \sum_{i=1}^{M} H_{ki}(t, x)\partial_{x_k} \partial_{x_i} h = f(t, x), \quad \forall (t, x) \in \mathbb{R}^{+} \times \mathbb{R}^{M},
\]

(2.1)

with an initial data

\[
h(0, x) = h_0(x), \quad h_t(0, x) = h_1(x), \quad \forall x \in \mathbb{R}^{M}.
\]

We assume that coefficients of (2.1) satisfy the following condition:

\[
A(t, x), B(t, x), C(t, x), D_k(t, x), E_k(t, x), H_{ki}(t, x) \in C^{\infty}(\mathbb{R}^{M}), \quad \forall k, i = 1, \ldots, M,
\]

and

\[
\sigma_0 > A(t, x) > \sigma > 1, \quad B(t, x) > \sigma > 1, \quad C(t, x) > 0, \quad \forall (t, x) \in \mathbb{R}^{+} \times \mathbb{R}^{M},
\]

(2.2)

and \(H_{ki} = H_{ik}\),

\[
|H| := \sum_{k,i=1}^{M} |H_{ki}| \leq \sigma \quad \text{and} \quad H_{ki} > 0,
\]

(2.3)

and

\[
|D| := \sum_{k=1}^{M} |D_k| \sim \varepsilon, \quad |E| := \sum_{k=1}^{M} |E_k| \sim \varepsilon,
\]

(2.4)

and

\[
\|\partial^s A\|_{L^{\infty}} \sim \varepsilon, \quad \|\partial^s B\|_{L^{\infty}} \sim \varepsilon, \quad \|\partial^s C\|_{L^{\infty}} \sim \varepsilon, \quad \|\partial^s D_k\|_{L^{\infty}} \sim \varepsilon,
\]

\[
\|\partial^s E_k\|_{L^{\infty}} \sim \varepsilon, \quad \|\partial^s H_{ik}\|_{L^{\infty}} \sim \varepsilon, \quad \forall s \in \{1, 2, 3, \ldots\},
\]

(2.5)

for a positive small constant \(\varepsilon\). Here we use \(\partial\) to denote the derivative of time or spacial variable.

We choose two weighted positive smooth functions \(\varphi(t, x)\) and \(\overline{\varphi}(t, x)\) in \(C_{0}^{\infty}(\mathbb{R}^{+} \times \mathbb{R}^{M})\), and satisfying

\[
\varphi_t + c\varphi \leq 0, \quad \partial^s \varphi \sim \varepsilon, \quad \overline{\varphi}_t + c\overline{\varphi} \leq 0, \quad \overline{\varphi}_t \geq c^2 \varphi, \quad \partial^s \varphi \sim \varepsilon
\]

\[
c\overline{\varphi} \leq \overline{\varphi},
\]

(2.6) \hspace{1cm} (2.7) \hspace{1cm} (2.8)

with positive constant \(c\). Moreover, there exists a positive constant \(C_{c,\sigma,\varepsilon}\) depending on parameters \(\sigma\) and \(c\) such that

\[
\overline{\varphi}^{-1} e^{-C_{c,\sigma,\varepsilon} t} \leq e^{-\varepsilon t}, \quad \forall t > 0.
\]

(2.9)

Here the value of \(\sigma\) is crucial for above assumption.

We now derive a weighted \(L^2\)-estimate of solution for the linear equation (2.1).

**Lemma 2.1.** Let \(f \in C((0, \infty); L^2(\mathbb{R}^{M}))\). Assume that (2.2)-(2.4) hold. Then the solution of linear wave equation (2.1) satisfies

\[
\int_{\mathbb{R}^{M}} \overline{\varphi} \left( h_t^2 + |\nabla h|^2 + h^2 \right) dx \leq e^{-C_{c,\sigma,\varepsilon} t} \left[ \int_{\mathbb{R}^{M}} \overline{\varphi}(0, x) \left( h_1^2 + |\nabla h_0|^2 + h_0^2 \right) dx + \int_{0}^{\infty} \int_{\mathbb{R}^{M}} \overline{\varphi} f^2 dx dt \right].
\]
Proof. On one hand, we multiply equation (2.1) with \( \varphi(t, x) \), then integrating it over \( \mathbb{R}^M \) on \( x \), it holds

\[
\int_{\mathbb{R}^M} A \varphi h_{tt} \, dx - \int_{\mathbb{R}^M} B \varphi \Delta h_t \, dx + \int_{\mathbb{R}^M} C \varphi(h_t)^2 \, dx + \sum_{k=1}^{M} \int_{\mathbb{R}^M} \varphi D_k \partial_{x_k} h_t \, dx
\]

\[
+ \sum_{k=1}^{M} \int_{\mathbb{R}^M} \varphi E_k \partial_{x_k} h_t \, dx + \sum_{k,i=1}^{M} \int_{\mathbb{R}^M} \varphi H_{ki} \partial_{x_k} \partial_{x_i} h_t \, dx = \int_{\mathbb{R}^M} f h_t \, dx. \tag{2.10}
\]

Direct computation gives that

\[
\int_{\mathbb{R}^M} A \varphi h_{tt} \, dx = \frac{1}{2} d \int_{\mathbb{R}^M} A \varphi(h_t)^2 \, dx - \frac{1}{2} \int_{\mathbb{R}^M} \partial_t(A \varphi)(h_t)^2 \, dx, \tag{2.11}
\]

and

\[
- \int_{\mathbb{R}^M} B \varphi \Delta h_t \, dx = \sum_{k=1}^{M} \int_{\mathbb{R}^M} \partial_{x_k}(B \varphi) \partial_{x_k} h_t \, dx + \sum_{k=1}^{M} \int_{\mathbb{R}^M} B \varphi \partial_{x_k} h \partial_{x_k} h_t \, dx
\]

\[
= \sum_{k=1}^{M} \int_{\mathbb{R}^M} \partial_{x_k}(B \varphi) \partial_{x_k} h_t \, dx + \frac{1}{2} d \int_{\mathbb{R}^M} B \varphi(h_t)^2 \, dx
\]

\[
- \frac{1}{2} \sum_{k=1}^{M} \int_{\mathbb{R}^M} \partial_t(B \varphi)(\partial_{x_k} h)^2, \tag{2.12}
\]

and

\[
\sum_{k=1}^{M} \int_{\mathbb{R}^M} \varphi E_k \partial_{x_k} h_t h_t \, dx = - \frac{1}{2} \sum_{k=1}^{M} \int_{\mathbb{R}^M} \partial_{x_k}(E_k \varphi)(h_t)^2 \, dx, \tag{2.13}
\]

and

\[
\sum_{k,i=1}^{M} \int_{\mathbb{R}^M} \varphi H_{ki} \partial_{x_k} \partial_{x_i} h h_t \, dx = - \frac{1}{2} d \int_{\mathbb{R}^M} \sum_{i,l=1}^{n} H_{il} \partial_{x_i} h \partial_{x_l} h \, dx, \tag{2.14}
\]

where equality (2.14) is derived by utilizing the following formula

\[
2 \sum_{i=0}^{n} K^i \partial_i u \sum_{j,k=0}^{n} g^{jk} \partial_j \partial_k u = \sum_{i,j=0}^{n} \partial_j (T^i_j(u) K^i),
\]

with

\[
T^i_j(u) = 2 \sum_{k=0}^{n} g^{jk} \partial_k u \partial_i u - \delta_i^j \sum_{k,l=0}^{n} g^{kl} \partial_k u \partial_l u,
\]

by setting \( H_{00} = H_{k0} = H_{0i} = 0 \). \( \delta_i^j = 1 \) for \( i = j \), otherwise, it is zero. One can see page 97 in the book of Hörmander [11] for more details of above formula.

Thus, by (2.11)–(2.14), we reduce (2.10) into

\[
\frac{1}{2} d \int_{\mathbb{R}^M} \left[ A \varphi(h_t)^2 + B \varphi \sum_{k=1}^{M}(\partial_{x_k} h)^2 \varphi \sum_{i,l=1}^{M} H_{il} \partial_{x_i} h \partial_{x_l} h \right] \, dx
\]
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\[ + \frac{1}{2} \int_{\mathbb{R}^M} \left[ - \partial_t(A\varphi) + 2C\varphi - \sum_{k=1}^{M} \partial_{x_k}(E_k\varphi) \right] (h_t)^2 \, dx \]

\[-\frac{1}{2} \sum_{k=1}^{M} \int_{\mathbb{R}^M} \partial_t(B\varphi)(\partial_{x_k} h)^2 \, dx + \sum_{k=1}^{M} \int_{\mathbb{R}^M} \varphi D_k \partial_{x_k} h h_t \, dx + \sum_{k=1}^{M} \int_{\mathbb{R}^M} \partial_{x_k}(B\varphi) \partial_{x_k} h h_t \, dx \]

\[= \int_{\mathbb{R}^M} f\varphi h_t \, dx. \quad (2.15) \]

On the other hand, we multiply equation \((2.1)\) with \(\varphi(t, x)h\), then integrating it over \(\mathbb{R}^M\) on \(x\), it holds

\[ \int_{\mathbb{R}^M} A\varphi h_{tt} \, dx - \int_{\mathbb{R}^M} B\varphi \Delta h \, dx + \int_{\mathbb{R}^M} C\varphi h_t \, dx + \sum_{k=1}^{M} \int_{\mathbb{R}^M} \varphi D_k \partial_{x_k} h h_t \, dx \]

\[+ \sum_{k=1}^{M} \int_{\mathbb{R}^M} \varphi E_k \partial_{x_k} h_t \, dx + \sum_{k, i=1}^{M} \int_{\mathbb{R}^M} \varphi H_{ki} \partial_{x_k} \partial_{x_i} h h_t \, dx \]

\[= \int_{\mathbb{R}^M} f\varphi h \, dx. \quad (2.16) \]

We notice that

\[ \int_{\mathbb{R}^M} A\varphi h_{tt} \, dx = \frac{d}{dt} \int_{\mathbb{R}^M} A\varphi h_t \, dx - \int_{\mathbb{R}^M} \partial_t(A\varphi) h_t \, dx - \int_{\mathbb{R}^M} A\varphi (h_t)^2 \, dx \]

\[= \frac{d}{dt} \int_{\mathbb{R}^M} \left( A\varphi h_t \, dx - \frac{1}{2} \partial_t(A\varphi) h^2 \right) \, dx + \frac{1}{2} \int_{\mathbb{R}^M} \partial_t^2 A\varphi) h^2 \, dx \]

\[-\int_{\mathbb{R}^M} A\varphi (h_t)^2 \, dx, \quad (2.17) \]

and

\[ -\int_{\mathbb{R}^M} B\varphi \Delta h \, dx = \sum_{k=1}^{M} \int_{\mathbb{R}^M} \partial_{x_k}(B\varphi) \partial_{x_k} h h_t \, dx + \sum_{k=1}^{M} \int_{\mathbb{R}^M} B\varphi (\partial_{x_k} h)^2 \, dx \]

\[= -\frac{1}{2} \sum_{k=1}^{M} \int_{\mathbb{R}^M} \partial_{x_k}^2 (B\varphi) h^2 \, dx + \sum_{k=1}^{M} \int_{\mathbb{R}^M} B\varphi (\partial_{x_k} h)^2 \, dx, \quad (2.18) \]

and

\[ \int_{\mathbb{R}^M} C\varphi h_t \, dx = \frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^M} C\varphi h^2 \, dx - \frac{1}{2} \int_{\mathbb{R}^M} \partial_t(C\varphi) h^2 \, dx, \quad (2.19) \]

\[\sum_{k=1}^{M} \int_{\mathbb{R}^M} D_k \varphi \partial_{x_k} h h_t \, dx = -\frac{1}{2} \sum_{k=1}^{M} \int_{\mathbb{R}^M} \partial_{x_k}(D_k\varphi) h^2 \, dx, \quad (2.20) \]

and

\[\sum_{k=1}^{M} \int_{\mathbb{R}^M} E_k \varphi \partial_{x_k} h_t \, dx = -\sum_{k=1}^{M} \int_{\mathbb{R}^M} \partial_{x_k}(E_k\varphi) h_t \, dx - \sum_{k=1}^{M} \int_{\mathbb{R}^M} E_k \varphi h_t \partial_{x_k} h \, dx \]

\[= -\frac{1}{2} \frac{d}{dt} \sum_{k=1}^{M} \int_{\mathbb{R}^M} \partial_{x_k}(E_k\varphi) h^2 \, dx + \frac{1}{2} \sum_{k=1}^{M} \int_{\mathbb{R}^M} \partial_t(\partial_{x_k}(E_k\varphi)) h^2 \, dx \]

\[= -\frac{1}{2} \frac{d}{dt} \sum_{k=1}^{M} \int_{\mathbb{R}^M} \partial_{x_k}(E_k\varphi) h^2 \, dx + \frac{1}{2} \sum_{k=1}^{M} \int_{\mathbb{R}^M} \partial_t(\partial_{x_k}(E_k\varphi)) h^2 \, dx \]
and
\[ \sum_{k,i} \int_{\mathbb{R}^M} H_{ki} \partial_{x_k} \partial_{x_i} h dx = - \sum_{k,i} \int_{\mathbb{R}^M} \partial_{x_k} (H_{ki} \overline{\varphi}) \partial_{x_i} h dx - \sum_{k,i} \int_{\mathbb{R}^M} H_{ki} \partial_{x_k} h \partial_{x_i} h dx \]
\[ = \frac{1}{2} \sum_{k,i} \int_{\mathbb{R}^M} \partial_{x_i} \partial_{x_k} (H_{ki} \overline{\varphi}) h^2 dx - \sum_{k,i} \int_{\mathbb{R}^M} H_{ki} \partial_{x_k} h \partial_{x_i} h dx. \tag{2.22} \]

So we combine (2.17)-(2.22) with (2.16) to get
\[ \frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^M} \left[ ( - \partial_t (A \overline{\varphi}) + C \overline{\varphi} - \sum_{k=1}^M \partial_{x_k} (E_k \overline{\varphi}) \right) h^2 + 2A \overline{\varphi} h_t \right] dx \]
\[ + \frac{1}{2} \int_{\mathbb{R}^M} \left[ \partial_t^2 (A \overline{\varphi}) - \sum_{k=1}^M \partial_{x_k}^2 (B \overline{\varphi}) - \partial_t C \overline{\varphi} + \sum_{k=1}^M \partial_{x_k} \partial_{x_k} (H_{ki} \overline{\varphi}) \right] h^2 dx \]
\[ + \sum_{k=1}^M \int_{\mathbb{R}^M} B \overline{\varphi} (\partial_{x_k} h)^2 dx - \int_{\mathbb{R}^M} A \overline{\varphi} (h_t)^2 dx - \sum_{k,i=1}^M \int_{\mathbb{R}^M} H_{ki} \partial_{x_k} h \partial_{x_i} h dx \]
\[ - \sum_{k=1}^M \int_{\mathbb{R}^M} E_k \overline{\varphi} h_t \partial_{x_k} h dx \]
\[ = \int_{\mathbb{R}^M} f \overline{\varphi} h dx. \tag{2.23} \]

Furthermore, we use Cauchy inequality to derive
\[ \sum_{i,t=1}^M \int_{\mathbb{R}^M} \varphi H_{it} \partial_{x_i} h \partial_{x_t} h dx \leq C_M \sum_{k=1}^M \int_{\mathbb{R}^M} \varphi |H| (\partial_{x_k} h)^2 dx, \tag{2.24} \]
\[ \sum_{k=1}^M \int_{\mathbb{R}^M} \varphi D_{kt} \partial_{x_k} h h_t dx \leq \frac{1}{2} \int_{\mathbb{R}^M} \varphi |D| \left( \sum_{k=1}^M (\partial_{x_k} h)^2 + (h_t)^2 \right) dx, \tag{2.25} \]
\[ \sum_{k=1}^M \int_{\mathbb{R}^M} \partial_{x_k} (B \varphi) \partial_{x_k} h h_t dx \leq \frac{1}{2} \sum_{k=1}^M \int_{\mathbb{R}^M} |\partial_{x_k} (B \varphi)| \left( (\partial_{x_k} h)^2 + (h_t)^2 \right) dx, \tag{2.26} \]
\[ \int_{\mathbb{R}^M} f \varphi h_t dx \leq \frac{1}{2} \int_{\mathbb{R}^M} \varphi f^2 dx + \frac{1}{2} \int_{\mathbb{R}^M} \varphi (h_t)^2 dx, \tag{2.27} \]

and
\[ 2 \int_{\mathbb{R}^M} A \overline{\varphi} h_t dx \leq \int_{\mathbb{R}^M} A \overline{\varphi} ((h_t)^2 + h^2) dx, \text{ for } A > 0, \tag{2.28} \]
\[ - \sum_{k,i=1}^M \int_{\mathbb{R}^M} H_{ki} \overline{\varphi} \partial_{x_k} h \partial_{x_i} h dx \leq C_M \sum_{k=1}^M \int_{\mathbb{R}^M} |H| \overline{\varphi} (\partial_{x_k} h)^2 dx, \tag{2.29} \]
\[
- \sum_{k=1}^{M} \int_{\mathbb{R}^M} E_k \partial_x h \partial_x \phi dx \leq \frac{1}{2} \int_{\mathbb{R}^M} |E \partial_x (h_t)|^2 dx + \frac{1}{2} \sum_{k=1}^{M} \int_{\mathbb{R}^M} |E \partial_x (\partial_x h)|^2 dx, \quad (2.30)
\]

\[
\int_{\mathbb{R}^M} f \phi h dx \leq \frac{1}{2} \int_{\mathbb{R}^M} \phi f^2 dx + \frac{1}{2} \int_{\mathbb{R}^M} \phi h^2 dx. \quad (2.31)
\]

Hence, by noticing (2.24)-(2.27) and (2.28)-(2.31), it follows from (2.15) and (2.23) that

\[
\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^M} \left[ A(\phi - \overline{\phi})(h_t)^2 + \phi(B - |H|)|\nabla h|^2 \right] dx
\]

\[
+ \left( - \partial_t (A\overline{\phi}) + (C - A)\overline{\phi} - \sum_{k=1}^{M} \partial_x (E_k \overline{\phi}) \right) h^2 \right] dx
\]

\[
+ \frac{1}{2} \int_{\mathbb{R}^M} \left[ \partial_t^2 (A\overline{\phi}) - \Delta (B\overline{\phi}) - \partial_t (C\overline{\phi}) + \sum_{k,t=1}^{M} \partial_x \partial_x (H_{kt} \overline{\phi}) \right] h^2 dx
\]

\[
+ \frac{1}{2} \int_{\mathbb{R}^M} \left[ - \partial_t (A\phi) - \sum_{k=1}^{M} \partial_x (E_k \phi) + (2C - |D| - 1)\phi - (2A + |E|)\overline{\phi} \right.
\]

\[
- \sum_{k=1}^{M} |\partial_x (B \phi)| \right] (h_t)^2 dx
\]

\[
+ \frac{1}{2} \int_{\mathbb{R}^M} \left[ (2B - 2|H| - |E|)\overline{\phi} - \partial_t (B \phi) - \phi \partial_t D - \sum_{k=1}^{M} |\partial_x (B \phi)| \right] |\nabla h|^2 dx
\]

\[
\lesssim \frac{1}{2} \int_{\mathbb{R}^M} (\phi + \overline{\phi}) f^2 dx. \quad (2.32)
\]

Now we analyse coefficients of inequality (2.32). By the assumption given in (2.2)-(2.3) and (2.8), it holds

\[
A(\phi - \overline{\phi}) > c\overline{\phi}A > c\sigma \overline{\phi},
\]

\[
\phi(B - |H|) > \phi(\sigma - \frac{1}{2}),
\]

and by (2.5) and (2.7), we have

\[
- \partial_t (A\overline{\phi}) + (C - A)\overline{\phi} - \sum_{k=1}^{M} \partial_x (E_k \overline{\phi})
\]

\[
\geq \left( A(c - 1) - A_t + C \right) \overline{\phi} - \sum_{k=1}^{M} \partial_x (E_k \overline{\phi})
\]

\[
\geq \left( \sigma(c - 1) - 3\varepsilon \right) \overline{\phi} > 0,
\]

thus it holds

\[
\int_{\mathbb{R}^M} \left[ A(\phi - \overline{\phi})(h_t)^2 + \phi(B - |H|)|\nabla h|^2 + \left( - \partial_t (A\overline{\phi}) + (C - A)\overline{\phi} - \sum_{k=1}^{M} \partial_x (E_k \overline{\phi}) \right) h^2 \right] dx
\]

\[
\lesssim \frac{1}{2} \int_{\mathbb{R}^M} (\phi + \overline{\phi}) f^2 dx. \quad (2.32)
\]
\[
\begin{align*}
&\gtrsim \int_{\mathbb{R}^M} \left[ c\sigma \bar{\varphi}(h_t)^2 + \varphi(\sigma - \frac{1}{2})|\nabla h|^2 + \bar{\varphi}(\sigma(c - 1) - 3\varepsilon)h^2 \right] dx. 
\end{align*}
\] (2.33)

Similarly, using (2.2)-(2.8), there exists a positive constant \(c_0\) such that
\[
\begin{align*}
\partial_t^2 (A\bar{\varphi}) &= \Delta(B\varphi) - \partial_t(C\varphi) + \sum_{k=1}^{M} \partial_{x_i} \partial_{x_k}(H_{k,i}\varphi) + \sum_{k=1}^{M} \partial_{x_k} \partial_t(E_k\varphi) - \sum_{k=1}^{M} \partial_{x_k} (D_k\varphi) - \bar{\varphi} \\
&\geq A\bar{\varphi}_{tt} - B\Delta\varphi - C\varphi_t - c_0 \varepsilon \bar{\varphi} \\
&\geq c^2 \sigma - c_0 (\sigma + 1) \varepsilon \bar{\varphi} > 0,
\end{align*}
\]
and
\[
\begin{align*}
-\partial_t(A\varphi) &= -\sum_{k=1}^{M} \partial_{x_k}(E_k\varphi) + (2C - |D| - 1)\varphi - (2A + |E|)\bar{\varphi} + \sum_{k=1}^{M} \partial_{x_k}(B\varphi) \\
&\geq A(-\varphi_t - 2\bar{\varphi}) + (2C - 1 - 5\varepsilon)\varphi \\
&\geq c(\sigma + 2C - 1 - 5\varepsilon)\bar{\varphi} \\
&\geq c(\sigma - 1 - 5\varepsilon)\bar{\varphi} > 0, \quad \text{for } \sigma > 1 + 5\varepsilon,
\end{align*}
\]
thus it holds
\[
\begin{align*}
\frac{1}{2} \int_{\mathbb{R}^M} \left[ \partial_t^2 (A\varphi) - \Delta(B\varphi) + \sum_{k=1}^{M} \partial_{x_k} \partial_{x_k}(H_{k,i}\varphi) + \sum_{k=1}^{M} \partial_{x_k} \partial_t(E_k\varphi) - \sum_{k=1}^{M} \partial_{x_k} (D_k\varphi) - \bar{\varphi} \right] h^2 dx \\
&\quad \geq \frac{1}{2} \int_{\mathbb{R}^M} \left( c^2 \sigma - c_0 (\sigma + 1) \varepsilon \right)\bar{\varphi} h^2 dx, \quad (2.34)
\end{align*}
\]
and
\[
\begin{align*}
\frac{1}{2} \int_{\mathbb{R}^M} \left[ -\partial_t(A\varphi) + \sum_{k=1}^{M} \partial_{x_k}(E_k\varphi) + (2C - |D| - 1)\varphi - (2A + |E|)\bar{\varphi} + \sum_{k=1}^{M} \partial_{x_k}(B\varphi) \right] h_t^2 dx \\
&\quad \geq \frac{1}{2} \int_{\mathbb{R}^M} c(\sigma - 1 - 5\varepsilon)\bar{\varphi} h_t^2 dx, \quad (2.35)
\end{align*}
\]
and
\[
\begin{align*}
\frac{1}{2} \int_{\mathbb{R}^M} \left[ (2B - 2|H| - |E|)\bar{\varphi} - \partial_t(B\varphi) - \varphi|D| - \sum_{k=1}^{M} \partial_{x_k}(B\varphi) \right] |\nabla h|^2 dx \\
&\quad \geq \frac{1}{2} \int_{\mathbb{R}^M} \left( 2\sigma + c^2 \sigma - 1 - c_0 \varepsilon \right)\bar{\varphi} |\nabla h|^2 dx. \quad (2.36)
\end{align*}
\]
For a given $c_0$, we define
\[ C_{c,\sigma,\varepsilon} := \min\{c^2\sigma - c_0(\sigma + 1)\varepsilon, \, c(\sigma - 1 - 5\varepsilon), \, 2\sigma + c^2\sigma - 1 - c_0\varepsilon\}, \]
then, by (2.33)-(2.36), we can deduce (2.32) into
\[
\frac{d}{dt} \int_{\mathbb{R}^M} \varphi((h_t)^2 + |\nabla h|^2 + h^2) \, dx + C_{c,\sigma,\varepsilon} \int_{\mathbb{R}^M} \varphi((h_t)^2 + |\nabla h|^2 + h^2) \, dx 
\lesssim \int_{\mathbb{R}^M} (\varphi + \varphi') f^2 \, dx.
\]
(2.37)
Hence we can apply Gronwall’s inequality to (2.37) to obtain
\[
\int_{\mathbb{R}^M} \varphi((h_t)^2 + |\nabla h|^2 + h^2) \, dx 
\lesssim e^{-C_{c,\sigma,\varepsilon}t} \left[ \int_{\mathbb{R}^M} (h_0^2 + |\nabla h_0|^2 + h_0^2) \, dx + \int_0^\infty \int_{\mathbb{R}^M} (\varphi + \varphi') f^2 \, dx \, dt \right].
\]

\[ \square \]

A direct application of lemma 2.1 is to derive the $L^2$ estimate of solution for the linear equation (2.1).

**Lemma 2.2.** Let $f \in \mathcal{C}((0,\infty);L^2(\mathbb{R}^M))$. Assume that (2.2)-(2.4) hold. Then the solution of linear wave equation (2.1) satisfies
\[
\int_{\mathbb{R}^M} (h_t)^2 + |\nabla h|^2 + h^2) \, dx \lesssim e^{-ct} \left[ \int_{\mathbb{R}^M} (h_0^2 + |\nabla h_0|^2 + h_0^2) \, dx + \int_0^\infty \int_{\mathbb{R}^M} f^2 \, dx \, dt \right].
\]

**Proof.** For simple, we can take weighted functions
\[ \varphi(t, x) := 2e^{-ct}, \quad \varphi'(t, x) := e^{-ct}, \]
with the positive constant $c > 1$. One can see that assumptions (2.6)-(2.9) holds. Then the proof can be shown by following from the proof of lemma 2.1. \[ \square \]

Next, we derive $H^s$-estimates for any $s \geq 1$ and $s \in \mathbb{N}$. In order to keep a similar structure with (2.1), we rewrite it as
\[
h_{tt} - A^{-1}(t, x)B(t, x)\Delta h + A^{-1}(t, x)C(t, x)h_t + \sum_{k=1}^M A^{-1}(t, x)D_k(t, x)\partial_{x_k} h \\
+ \sum_{k=1}^M A^{-1}(t, x)E_k(t, x)\partial_{x_k} h_t + \sum_{i,k=1}^M A^{-1}(t, x)H_{ki}(t, x)\partial_{x_k} \partial_{x_i} h = A^{-1}(t, x)f(t, x),
\]
(2.38)
then we apply $\partial^s_{x_j}$ ($\forall j = 1, 2, \ldots, M$) to both sides of (2.38), then we get the linear equation as follows
\[
\partial_{tt}\partial^s_{x_j} h - A^{-1}(t, x)B(t, x)\Delta \partial^s_{x_j} h + A^{-1}(t, x)C(t, x)\partial_t \partial^s_{x_j} h + \sum_{k=1}^M A^{-1}(t, x)D_k(t, x)\partial_{x_k} \partial^s_{x_j} h \\
+ \sum_{k=1}^M A^{-1}(t, x)E_k(t, x)\partial_{x_k} \partial_t \partial^s_{x_j} h + \sum_{i,k=1}^M A^{-1}(t, x)H_{ki}(t, x)\partial_{x_k} \partial_{x_i} \partial^s_{x_j} h = g_s(t, x),
\]
(2.39)
where
\[
g_s(t, x) := \partial^s_{x_j}(A^{-1} f) + \sum_{s_1 + s_2 = s} \left( \sum_{1 \leq s_1 \leq s} \sum_{0 \leq s_2 \leq s-1} \frac{s_2}{s} \partial^{s_1}_{x_j}(A^{-1} B) \Delta \partial^{s_2}_{x_j} h \right) - \sum_{s_1 + s_2 = s} \left( \sum_{1 \leq s_1 \leq s} \sum_{0 \leq s_2 \leq s-1} \frac{s_2}{s} \partial^{s_1}_{x_j}(A^{-1} C) \partial_t \partial^{s_2}_{x_j} h \right) - \sum_{i, k=1}^{M} \frac{s_2}{s} \partial^{s_1}_{x_j}(A^{-1} H_{ki}) \partial_t \partial^{s_2}_{x_j} h,
\]
\[(2.40)\]

with the symbol
\[
\left( \frac{s_2}{s} \right) = \frac{s!}{s_1! s_2!}.
\]

Then we have the following priori estimate.

**Lemma 2.3.** Let \( f \in \mathcal{C}^1((0, \infty); H^s(\mathbb{R}^M)) \). Then the solution of linear wave equation (2.1) satisfies
\[
\begin{align*}
\sum_{j=1}^{M} \int_{\mathbb{R}^M} \varphi (\partial_t \partial^s_{x_j} h)^2 + |\nabla \partial^s_{x_j} h|^2 + (\partial^s_{x_j} h)^2 \, dx \\
\lesssim e^{-C_{c,s,\epsilon,t}} \sum_{j=1}^{M} \sum_{\theta=0}^{s} \left[ \int_{\mathbb{R}^M} \left( (\partial^s_{x_j} h(0, x))^2 + |\nabla \partial^s_{x_j} h(0, x)|^2 + (\partial^s_{x_j} h(0, x))^2 \right) \, dx \\
+ \int_{0}^{\infty} \int_{\mathbb{R}^M} (\varphi + \varphi^2) (\partial^s_{x_j} f)^2 \, dx \, dt \right].
\end{align*}
\]

**Proof.** This proof is based on the induction. Let \( s = 1 \) in equation (2.39). Then
\[
g_1(t, x) := \partial^s_{x_j}(A^{-1} f) + \partial^s_{x_j}(A^{-1} B) \Delta h - \partial^s_{x_j}(A^{-1} C) \partial_t h - \sum_{k=1}^{M} \partial^s_{x_j}(A^{-1} D_k) \partial_t \partial^s_{x_k} h
\]
\[(2.41)\]

We notice that linear equation (2.39) admits the same structure with the linear equation (2.1). So we can multiply both sides of equation (2.39) with \( \varphi \partial_x \theta \) and \( \varphi \partial_t \partial_x \theta \), respectively, then utilizing the same process of getting (2.32), we derive
\[
\begin{align*}
\frac{1}{2} \int_{\mathbb{R}^M} \left[ (\varphi - \varphi^2) (\partial_x \partial_t h)^2 + \varphi A^{-1} (B - |H|) |\nabla \partial_x h|^2 \\
+ \left( - \varphi_t + A^{-1} (C - \xi) \varphi - \sum_{k=1}^{M} \partial_{x_k} (A^{-1} E_k \varphi) \right) (\partial_x h)^2 \right] \, dx \\
+ \frac{1}{2} \int_{\mathbb{R}^M} \left[ \varphi_{tt} - \Delta (A^{-1} B \varphi) - \partial_t (A^{-1} C \varphi) + \sum_{k,i=1}^{M} \partial_{x_i} \partial_{x_k} (A^{-1} H_{ki} \varphi) \right]
\end{align*}
\]
We now estimate the right hand side term of (2.42). Note that (2.41). Upon Cauchy inequality, it holds

\[
\int_{\mathbb{R}^M} \varphi \partial_{x_j} (A^{-1} f) \partial_t \partial_{x_j} h dx \leq \frac{1}{2} \int_{\mathbb{R}^M} \varphi \left( (\partial_{x_j} (A^{-1} f))^2 + (\partial_t \partial_{x_j} h)^2 \right) dx,
\]

\[
\int_{\mathbb{R}^M} \varphi \partial_{x_j} (A^{-1} E_k) \partial_{x_k} h \partial_{x_j} h dx \leq \frac{1}{2} \int_{\mathbb{R}^M} \varphi \left( (\partial_{x_k} (A^{-1} E_k))^2 + (\partial_t \partial_{x_k} h)^2 \right) dx,
\]

\[
\int_{\mathbb{R}^M} \bar{\varphi} \partial_{x_j} (A^{-1} f) \partial_{x_j} h dx \leq \frac{1}{2} \int_{\mathbb{R}^M} \bar{\varphi} \left( (\partial_{x_j} (A^{-1} f))^2 + (\partial_{x_j} h)^2 \right) dx,
\]

\[
\int_{\mathbb{R}^M} \bar{\varphi} \partial_{x_j} (A^{-1} E_k) \partial_{x_k} h \partial_{x_j} h dx \leq \frac{1}{2} \int_{\mathbb{R}^M} \bar{\varphi} \left( (\partial_{x_k} (A^{-1} E_k))^2 + (\partial_t \partial_{x_k} h)^2 \right) dx,
\]

\[
- \sum_{k=1}^M \int_{\mathbb{R}^M} \bar{\varphi} \partial_{x_j} (A^{-1} E_k) \partial_{x_k} h \partial_{x_j} h dx \leq \frac{1}{2} \sum_{k=1}^M \int_{\mathbb{R}^M} \bar{\varphi} \left( (\partial_{x_k} (A^{-1} E_k))^2 + (\partial_{x_j} h)^2 \right) dx,
\]

and

\[
- \sum_{k=1}^M \int_{\mathbb{R}^M} \bar{\varphi} \partial_{x_j} (A^{-1} E_k) \partial_{x_k} h \partial_{x_j} h dx \leq \frac{1}{2} \sum_{k=1}^M \int_{\mathbb{R}^M} \bar{\varphi} \left( (\partial_{x_k} (A^{-1} E_k))^2 + (\partial_{x_j} h)^2 \right) dx,
\]

\[
- \sum_{k=1}^M \int_{\mathbb{R}^M} \bar{\varphi} \partial_{x_j} (A^{-1} E_k) \partial_{x_k} h \partial_{x_j} h dx \leq \frac{1}{2} \sum_{k=1}^M \int_{\mathbb{R}^M} \bar{\varphi} \left( (\partial_{x_k} (A^{-1} E_k))^2 + (\partial_{x_j} h)^2 \right) dx,
\]

\[
+ \frac{1}{2} \int_{\mathbb{R}^M} \left[ - \varphi - \sum_{k=1}^M \partial_{x_k} (A^{-1} E_k) + A^{-1}(2C - |D|)\varphi - A^{-1}(2A + |E|)\varphi \right]
\]

\[
- \sum_{k=1}^M |\partial_{x_k} (A^{-1} B \varphi)| (\partial_t \partial_{x_j} h)^2 dx
\]

\[
+ \frac{1}{2} \int_{\mathbb{R}^M} \left[ - \varphi + A^{-1}(2A - 2|H| - |E|)\varphi - \partial_t (A^{-1} B \varphi) - \varphi A^{-1} |D| - \sum_{k=1}^M |\partial_{x_k} (A^{-1} B \varphi)| \right] \nabla \partial_{x_j} h^2 dx
\]

\[
\leq \int_{\mathbb{R}^M} (\varphi \partial_{x_j} h_t + \bar{\varphi} \partial_{x_j} h) g_1 dx.
\]

(2.42)
\[
\begin{align*}
&\leq \frac{1}{2} \sum_{k,i=1}^{M} \int_{\mathbb{R}^M} \varphi |\partial_{x_j}(A^{-1}H_{ki})| \left( (\partial_{x_k} \partial_{x_i} h)^2 + (\partial_{x_j} h)^2 \right) dx, \\
&\quad - \sum_{k,i=1}^{M} \int_{\mathbb{R}^M} \varphi \partial_{x_j}(A^{-1}H_{ki}) \partial_{x_k} \partial_{x_i} h \partial_{t} \partial_{x_j} h dx \\
&\quad \leq \frac{1}{2} \sum_{k,i=1}^{M} \int_{\mathbb{R}^M} \varphi |\partial_{x_j}(A^{-1}H_{ki})| \left( (\partial_{x_k} \partial_{x_i} h)^2 + (\partial_{t} \partial_{x_j} h)^2 \right) dx,
\end{align*}
\]

thus, based on above estimates, we sum up (2.42) from \( j = 1 \) to \( j = M \), then it reduces into

\[
\frac{1}{2} \frac{d}{dt} \sum_{j=1}^{M} \int_{\mathbb{R}^M} \left[ \varphi - \varphi_t + A^{-1}(C - A)\varphi \right. \left. - \sum_{k=1}^{M} \partial_{x_k}(A^{-1}E_k\varphi) \right] (\partial_{x_j} h)^2 dx + \frac{1}{2} \sum_{j=1}^{M} \int_{\mathbb{R}^M} \bar{A}_1(t,x)(\partial_{x_j} h)^2 dx
\]

\[
\quad + \left( - \varphi_t + A^{-1}(C - A)\varphi \right. - \sum_{k=1}^{M} \partial_{x_k}(A^{-1}E_k\varphi) \left. \right) (\partial_{x_j} h)^2 dx + \frac{1}{2} \sum_{j=1}^{M} \int_{\mathbb{R}^M} \bar{A}_2(t,x)(\partial_{t} \partial_{x_j} h)^2 dx + \frac{1}{2} \sum_{j=1}^{M} \int_{\mathbb{R}^M} \bar{A}_3(t,x) |\nabla \partial_{x_j} h|^2 dx
\]

\[
\leq \frac{1}{2} \sum_{j=1}^{M} \int_{\mathbb{R}^M} \left[ \partial_{x_j}(\varphi \partial_{x_j}(A^{-1}C)) + \varphi \partial_{x_j}(A^{-1}C) \right] (h_t)^2 dx, \quad \text{(2.43)}
\]

where

\[
\bar{A}_1(t,x) := \varphi_{tt} - \Delta(A^{-1}D\varphi) - \partial_t(A^{-1}C\varphi) + \sum_{k,i=1}^{M} \partial_{x_i} \partial_{x_k}(A^{-1}H_{ki}\varphi) + \sum_{k=1}^{M} \partial_{x_k} \partial_{t}(A^{-1}E_k\varphi)
\]

\[
- \sum_{k=1}^{M} \partial_{x_k}(A^{-1}D_k\varphi) - \bar{\varphi} \left( 1 + |\partial_{x_j}(A^{-1}B)| + |\partial_{x_j}(A^{-1}C)| \right)
\]

\[
+ \sum_{k=1}^{M} |\partial_{x_j}(A^{-1}D_k)| + \sum_{k=1}^{M} |\partial_{x_j}(A^{-1}E_k)| + \sum_{k,i=1}^{M} |\partial_{x_j}(A^{-1}H_{ki})|, \]

\[
\bar{A}_2(t,x) := -\varphi_t - \sum_{k=1}^{M} \partial_{x_k}(A^{-1}E_k\varphi) + \varphi A^{-1}(2C - |D|) - A^{-1}(2A + |E|)\varphi - \sum_{k=1}^{M} \partial_{x_k}(A^{-1}B\varphi)
\]

\[
- (\varphi + \bar{\varphi}) \sum_{k=1}^{M} |\partial_{x_k}(A^{-1}E_j)| + \varphi \left( 1 - |\partial_{x_j}(A^{-1}B)| - \sum_{k=1}^{M} |\partial_{x_j}(A^{-1}D_k)| \right)
\]

\[
- \sum_{k=1}^{M} |\partial_{x_j}(A^{-1}E_k)| - \sum_{k,i=1}^{M} |\partial_{x_j}(A^{-1}H_{ki})|, \]

\[
\bar{A}_3(t,x) := A^{-1}(2B - 2|H| - |E|)\varphi - \partial_t(A^{-1}B\varphi) - \varphi A^{-1}|D| - \sum_{k=1}^{M} |\partial_{x_k}(A^{-1}B\varphi)|
\]
\[-(\varphi + \overline{\varphi}) \left( |\partial_{x_j}(A^{-1}B)| + \sum_{k,i=1}^{M} |\partial_{x_i}(A^{-1}H_{kj})| \right).\]

We now analyze all of coefficients for inequality (2.43). By the assumption given in (2.2) - (2.3) and (2.8), it holds
\[\varphi - \varphi > c\varphi,\]
\[\varphi A^{-1}(B - |H|) > \varphi(\sigma - \frac{1}{2}),\]
and by (2.3) and (2.7), we have
\[-\varphi_t + A^{-1}(C - A)\varphi - \sum_{k=1}^{M} \partial_{x_k}(A^{-1}E_k\varphi)\]
\[= A^{-1} \left( - \partial_t(A\varphi) + (C - A)\varphi - \sum_{k=1}^{M} \partial_{x_k}(E_k\varphi) \right) + (A^{-1}A_t\varphi + \sum_{k=1}^{M} \partial_{x_k}A^{-1}E_k\varphi)\]
\[\geq A^{-1} \left( \left( A(c - 1) - A_t + C \right)\varphi - \sum_{k=1}^{M} \partial_{x_k}(E_k\varphi) \right) + o(\varepsilon)\]
\[\geq A^{-1} \left( \sigma(c - 1) - 3\varepsilon \right)\varphi + o(\varepsilon) > 0,\]
thus it holds
\[\int_{\mathbb{R}^M} \left[ (\varphi - \overline{\varphi})(\partial_t \partial_{x_j} h)^2 + \varphi A^{-1}(B - |H|)|\nabla \partial_{x_j} h|^2 \right.\]
\[+ \left. \left(-\varphi_t + A^{-1}(C - A)\varphi - \sum_{k=1}^{M} \partial_{x_k}(A^{-1}E_k\varphi) \right)(\partial_{x_j} h)^2 \right] dx\]
\[\geq \int_{\mathbb{R}^M} \left[ c\varphi(\partial_t \partial_{x_j} h)^2 + \varphi(\sigma - \frac{1}{2})|\nabla \partial_{x_j} h|^2 + \left( \varphi \left( \sigma(c - 1) - 3\varepsilon \right) + o(\varepsilon) \right)(\partial_{x_j} h)^2 \right] dx. \quad (2.44)\]

Similarly, using (2.2) - (2.8), there exists a positive constant \(c_0\) such that
\[\overline{A}_1(t, x) := A^{-1} \left( \partial_t^2(A\overline{\varphi}) - \Delta(B\overline{\varphi}) - \partial_t(C\overline{\varphi}) + \sum_{k,i=1}^{M} \partial_{x_i} \partial_{x_k} (H_{ki}\overline{\varphi}) + \sum_{k=1}^{M} \partial_t \partial_{x_k}(E_k\overline{\varphi}) \right.\]
\[- \sum_{k=1}^{M} \partial_{x_k}(D_k\overline{\varphi}) - \overline{\varphi} \right) - A^{-1} \partial_t^2 A\overline{\varphi} - A^{-1} A_t\overline{\varphi} - \sum_{k=1}^{M} \partial_{x_k}^2(A^{-1})B\overline{\varphi} \]
\[- \sum_{k=1}^{M} \partial_{x_k}A^{-1}\partial_{x_k}(B\overline{\varphi}) - A_t^{-1}C\overline{\varphi} + \sum_{k,i=1}^{M} \partial_{x_i} \partial_{x_k} A^{-1}H_{ki}\overline{\varphi} + \sum_{k,i=1}^{M} \partial_{x_i} A^{-1} \partial_{x_k}(H_{ki}\overline{\varphi}) \]
\[+ \sum_{k=1}^{M} \partial_{x_k} A^{-1}\partial_{x_i}(H_{ki}\overline{\varphi}) + \sum_{k=1}^{M} \partial_t \partial_{x_k} A^{-1}E_k\overline{\varphi} + \sum_{k=1}^{M} \partial_{x_k} A^{-1} \partial_t(E_k\overline{\varphi}) \]
\[+ \sum_{k=1}^{M} \partial_t A^{-1} \partial_{x_k}(E_k\overline{\varphi}) - \sum_{k=1}^{M} \partial_{x_k} A^{-1}D_k\overline{\varphi} + A^{-1}\overline{\varphi} - \varphi \sum_{k=1}^{M} |\partial_{x_j}(A^{-1}D_k)| \]
\[= -\overline{\varphi} \left( 1 + |\partial_{x_j}(A^{-1}B)| + |\partial_{x_j}(A^{-1}C)| + \sum_{k=1}^{M} |\partial_{x_j}(A^{-1}D_k)| \right)\]
\[ + \sum_{k=1}^{M} |\partial_{x_j}(A^{-1}E_k)| + \sum_{k,i=1}^{M} |\partial_{x_j}(A^{-1}H_{ki})| \]

\[ \geq A^{-1} \left((c^2 - 1)\sigma - c_0(\sigma + 1)e^1 + 1\right)\varphi + o(\varepsilon) > 0, \]

and

\[ A_2(t, x) := A^{-1} \left(- \partial_t(A\varphi) - \sum_{k=1}^{M} \partial_{x_k}(E_k\varphi) + (2C - |D| - 1)\varphi - (2A + |E|)\varphi - \sum_{k=1}^{M} |\partial_{x_k}(B\varphi)| \right) \]

\[ + A^{-1} A_t \varphi - \sum_{k=1}^{M} \partial_{x_k}A^{-1}E_k\varphi + A^{-1} \varphi - \sum_{k=1}^{M} |\partial_{x_k}A^{-1}B\varphi| - (\varphi + \varphi) \sum_{k=1}^{M} |\partial_{x_k}(A^{-1}E_j)| \]

\[ + \varphi \left(- 1 - |\partial_{x_j}(A^{-1}B)| - \sum_{k=1}^{M} |\partial_{x_j}(A^{-1}D_k)| - \sum_{k=1}^{M} |\partial_{x_j}(A^{-1}E_k)| - \sum_{k,i=1}^{M} |\partial_{x_j}(A^{-1}H_{ki})| \right) \]

\[ \geq A^{-1} \left((c^2 - 1)\sigma - c_0(\sigma + 1)e\right)\varphi + o(\varepsilon) > 0, \]

and

\[ A_3(t, x) := A^{-1} \left(2B - 2|H| - |E|)\varphi - \partial_t(B\varphi) - \varphi|D| - \sum_{k=1}^{M} |\partial_{x_k}(B\varphi)| \right) - A^{-1}B\varphi \]

\[ - \sum_{k=1}^{M} |\partial_{x_k}A^{-1}B\varphi| - (\varphi + \varphi) \left(|\partial_{x_j}(A^{-1}B)| + \sum_{k=1}^{M} |\partial_{x_j}(A^{-1}H_{ki})| \right) \]

\[ \geq A^{-1} \left(2\sigma + c^2\sigma - 1 - c_0\varepsilon\right)\varphi + o(\varepsilon) > 0, \]

thus it holds

\[ \frac{1}{2} \int_{\mathbb{R}^M} A_1(t, x)(\partial_{x_j}h)^2 dx \geq \int_{\mathbb{R}^M} \left((c^2\sigma - c_0(\sigma + 1)e)\varphi + o(\varepsilon) \right)(\partial_{x_j}h)^2 dx, \]

\[ \frac{1}{2} \int_{\mathbb{R}^M} A_2(t, x)(\partial_t\partial_{x_j}h)^2 dx \geq \frac{1}{2} \int_{\mathbb{R}^M} \left[c(c\sigma - 1 - 5\varepsilon)\varphi + o(\varepsilon) \right](\partial_t\partial_{x_j}h)^2 dx, \]

\[ \frac{1}{2} \int_{\mathbb{R}^M} A_3(t, x)|\nabla \partial_{x_j}h|^2 dx \geq \frac{1}{2} \int_{\mathbb{R}^M} \left[(2\sigma + c^2\sigma - 1 - c_0\varepsilon)\varphi + o(\varepsilon) \right]|\nabla \partial_{x_j}h|^2 dx. \]

Upon above estimates, there exists a positive constants \( C_{c,\sigma,\varepsilon} \) depending on \( c, \sigma \) and \( \varepsilon \) such that

\[ A_1(t, x) \geq C_{c,\sigma,\varepsilon}, \quad A_2(t, x) \geq C_{c,\sigma,\varepsilon}, \quad A_3(t, x) \geq C_{c,\sigma,\varepsilon}, \]

thus \([2.43]\) is reduced into

\[ \int_{\mathbb{R}^M} \varphi(\partial_{x_j}\partial_t h)^2 + |\nabla \partial_{x_j}h|^2 + (\partial_{x_j}h)^2 dx \]

\[ + C_{c,\sigma,\varepsilon} \int_{\mathbb{R}^M} \varphi(\partial_{x_j}\partial_t h)^2 + |\nabla \partial_{x_j}h|^2 + (\partial_{x_j}h)^2 dx ds \]

\[ \leq \int_{\mathbb{R}^M} (\varphi + \varphi) (f^2 + (\partial_{x_j}f)^2 + (h_t)^2) dx ds, \]
from which, upon Grownwall’s inequality, it holds
\[
\sum_{j=1}^{M} \int_{\mathbb{R}^M} \varphi \left( (\partial_t \partial_{x_j} h)^2 + |\nabla \partial_{x_j} h|^2 + (\partial_{x_j} h)^2 \right) dx \\
\leq e^{-C_{c,s,t}} \sum_{\theta=0}^{1} \sum_{j=1}^{M} \int_{\mathbb{R}^M} \varphi(0, x) \left( (\partial_{x_j}^\theta \partial_t h(0, x))^2 + |\nabla \partial_{x_j}^\theta h(0, x)|^2 + (\partial_{x_j}^\theta h(0, x))^2 \right) dx \\
+ \int_0^\infty \int_{\mathbb{R}^M} \varphi \left( f^2 + (\partial_{x_j} f)^2 \right) dx dt,
\]
where we use the result of lemma 2.1 to estimate the term of $(h_t)^2$ and $|\nabla h|^2$.
Let $1 \leq \theta \leq s - 1$. We assume that
\[
\sum_{j=1}^{M} \int_{\mathbb{R}^M} \varphi \left( (\partial_t \partial_{x_j}^\theta h)^2 + |\nabla \partial_{x_j}^\theta h|^2 + (\partial_{x_j}^\theta h)^2 \right) dx \\
\leq e^{-C_{c,s,t}} \sum_{\theta=0}^{s-1} \sum_{j=1}^{M} \int_{\mathbb{R}^M} \varphi(0, x) \left( (\partial_{x_j}^\theta \partial_t h(0, x))^2 + |\nabla \partial_{x_j}^\theta h(0, x)|^2 + (\partial_{x_j}^\theta h(0, x))^2 \right) dx \\
+ \int_0^\infty \int_{\mathbb{R}^M} \varphi(\partial_{x_j}^\theta f)^2 dx dt
\]
(2.45) holds. Then we prove the case $\theta = s$ also holds.
We multiply both sides of (2.39) with $\varphi(t, x) \partial_t \partial_{x_j}^s h$ and $\varphi(t, x) \partial_{x_j}^s h$, respectively, then similar to get (2.42), it holds
\[
\frac{1}{2} \int_{\mathbb{R}^M} \left[ (\varphi - \varphi_t)(\partial_{x_j}^s \partial_t h)^2 + \varphi A^{-1}(B - |H|)|\nabla \partial_{x_j}^s h|^2 \right. \\
\left. + \left( - \varphi_t + A^{-1}(C - A)\varphi - \sum_{k=1}^{M} \partial_{x_k} (A^{-1} E_k \varphi) \right)(\partial_{x_j}^s h)^2 \right] dx \\
+ \frac{1}{2} \int_{\mathbb{R}^M} \left[ \varphi_{tt} - \Delta(A^{-1} B \varphi) - \partial_t (A^{-1} C \varphi) + \sum_{k,i=1}^{M} \partial_{x_i} \partial_{x_k} (A^{-1} H_{ki} \varphi) \right. \\
\left. + \sum_{k=1}^{M} \partial_{x_k} (A^{-1} E_k \varphi) - \sum_{k=1}^{M} \partial_{x_k} (A^{-1} D_k \varphi) \right] (\partial_{x_j}^s h)^2 dx \\
+ \frac{1}{2} \int_{\mathbb{R}^M} \left[ - \varphi_t - \sum_{k=1}^{M} \partial_{x_k} (A^{-1} E_k \varphi) + A^{-1}(2C - |D|)\varphi - A^{-1}(2A + |E|)\varphi \right. \\
\left. - \sum_{k=1}^{M} \partial_{x_k} (A^{-1} B \varphi) \right] (\partial_t \partial_{x_j}^s h)^2 dx \\
+ \frac{1}{2} \int_{\mathbb{R}^M} \left[ A^{-1}(2B - 2|H| - |E|)\varphi - \partial_t (A^{-1} B \varphi) - \varphi A^{-1}|D| - \sum_{k=1}^{M} \partial_{x_k} (A^{-1} B \varphi) \right] |\nabla \partial_{x_j}^s h|^2 dx \\
\leq \int_{\mathbb{R}^M} (\varphi \partial_{x_j}^s h_t + \varphi \partial_{x_j}^s h) g_s dx.
\]
(2.46) Firstly, we estimate the right hand side of (2.46). Upon (2.40) and Cauchy’s inequality, it
holds
\[
\int_{\mathbb{R}^M} \varphi \partial_x^s (A^{-1} f) \partial_t \partial_x h \, dx \leq \frac{1}{2} \int_{\mathbb{R}^M} \varphi \left( (\partial_x^s (A^{-1} f))^2 + (\partial_t \partial_x h)^2 \right) \, dx,
\]
and
\[
\sum \int_{\mathbb{R}^M} \left( \frac{s_2}{s} \right) \varphi \partial_x^{s_1} (A^{-1} B) \Delta \partial_x^{s_2} h \partial_t \partial_x^s \, dx
\]

$$\lesssim \sum \int_{\mathbb{R}^M} \varphi |\partial_x^{s_1} (A^{-1} B)| \left( (\Delta \partial_x^{s_2} h)^2 + (\partial_t \partial_x^s h)^2 \right) \, dx,$$

$$\sum \int_{\mathbb{R}^M} \left( \frac{s_2}{s} \right) \varphi \partial_x^{s_1} (A^{-1} C) \partial_t \partial_x^{s_2} h \partial_t \partial_x^s \, dx
\]

$$\lesssim \sum \int_{\mathbb{R}^M} \varphi |\partial_x^{s_1} (A^{-1} C)| \left( (\partial_t \partial_x^{s_2} h)^2 + (\partial_t \partial_x^s h)^2 \right) \, dx,$$

$$\sum_{k=1}^M \sum \int_{\mathbb{R}^M} \left( \frac{s_2}{s} \right) \varphi \partial_x^{s_1} (A^{-1} D_k) \partial_{x_k} \partial_x^{s_2} h \partial_t \partial_x^s \, dx
\]

$$\lesssim \sum_{k=1}^M \sum \int_{\mathbb{R}^M} \varphi |\partial_x^{s_1} (A^{-1} D_k)| \left( (\partial_{x_k} \partial_x^{s_2} h)^2 + (\partial_t \partial_x^s h)^2 \right) \, dx,$$

$$\sum_{k=1}^M \sum \int_{\mathbb{R}^M} \left( \frac{s_2}{s} \right) \varphi \partial_x^{s_1} (A^{-1} E_k) \partial_{x_k} \partial_t \partial_x^{s_2} h \partial_t \partial_x^s \, dx
\]

$$\lesssim \sum_{k=1}^M \sum \int_{\mathbb{R}^M} \varphi |\partial_x^{s_1} (A^{-1} E_k)| \left( (\partial_{x_k} \partial_t \partial_x^{s_2} h)^2 + (\partial_t \partial_x^s h)^2 \right) \, dx,$$

$$\sum_{k,i=1}^M \sum \int_{\mathbb{R}^M} \left( \frac{s_2}{s} \right) \varphi \partial_x^{s_1} (A^{-1} H_{ki}) \partial_{x_k} \partial_{x_i} \partial_x^{s_2} h \partial_t \partial_x^s \, dx
\]

$$\lesssim \sum_{k,i=1}^M \sum \int_{\mathbb{R}^M} \varphi |\partial_x^{s_1} (A^{-1} H_{ki})| \left( (\partial_{x_k} \partial_{x_i} \partial_x^{s_2} h)^2 + (\partial_t \partial_x^s h)^2 \right) \, dx,$$

and
\[
\int_{\mathbb{R}^M} \varphi \partial_x^s (A^{-1} f) \partial_x h \, dx \leq \frac{1}{2} \int_{\mathbb{R}^M} \varphi \left( (\partial_x^s (A^{-1} f))^2 + (\partial_x^s h)^2 \right),
\]
\[
\sum_{s_1+s_2=s, \atop 1 \leq s_1 \leq s, \atop 0 \leq s_2 \leq s-1} \int_{\mathbb{R}^M} \left( \frac{s_2}{s} \right) \varphi \partial_{x_j}^{s_1} (A^{-1}B) \Delta \partial_{x_j}^{s_2} h \partial_{x_j}^{s} h dx
\]
\[
\lesssim \sum_{s_1+s_2=s, \atop 1 \leq s_1 \leq s, \atop 0 \leq s_2 \leq s-1} \int_{\mathbb{R}^M} \varphi \partial_{x_j}^{s_1} (A^{-1}C) \partial_t \partial_{x_j}^{s_2} h \partial_{x_j}^{s} h dx
\]
\[
\lesssim \sum_{s_1+s_2=s, \atop 1 \leq s_1 \leq s, \atop 0 \leq s_2 \leq s-1} \int_{\mathbb{R}^M} \varphi \partial_{x_j}^{s_1} (A^{-1}C) \left( (\partial_t \partial_{x_j}^{s_2} h)^2 + (\partial_{x_j}^{s} h)^2 \right) dx,
\]
\[
\sum_{k=1}^{M} \sum_{s_1+s_2=s, \atop 1 \leq s_1 \leq s, \atop 0 \leq s_2 \leq s-1} \int_{\mathbb{R}^M} \left( \frac{s_2}{s} \right) \varphi \partial_{x_j}^{s_1} (A^{-1}D_k) \partial_{x_k} \partial_{x_j}^{s_2} h \partial_{x_j}^{s} h dx
\]
\[
\lesssim \sum_{k=1}^{M} \sum_{s_1+s_2=s, \atop 1 \leq s_1 \leq s, \atop 0 \leq s_2 \leq s-1} \int_{\mathbb{R}^M} \varphi \partial_{x_j}^{s_1} (A^{-1}D_k) \left( (\partial_{x_k} \partial_{x_j}^{s_2} h)^2 + (\partial_{x_j}^{s} h)^2 \right) dx,
\]
\[
\sum_{k=1}^{M} \sum_{i=1}^{M} \sum_{s_1+s_2=s, \atop 1 \leq s_1 \leq s, \atop 0 \leq s_2 \leq s-1} \int_{\mathbb{R}^M} \left( \frac{s_2}{s} \right) \varphi \partial_{x_j}^{s_1} (A^{-1}H_{ki}) \partial_{x_k} \partial_{x_i} \partial_{x_j}^{s_2} h \partial_{x_j}^{s} h dx
\]
\[
\lesssim \sum_{k=1}^{M} \sum_{i=1}^{M} \sum_{s_1+s_2=s, \atop 1 \leq s_1 \leq s, \atop 0 \leq s_2 \leq s-1} \int_{\mathbb{R}^M} \varphi \partial_{x_j}^{s_1} (A^{-1}H_{ki}) \left( (\partial_{x_k} \partial_{x_i} \partial_{x_j}^{s_2} h)^2 + (\partial_{x_j}^{s} h)^2 \right) dx,
\]
upon above estimates, we sum up (2.46) from \( j = 1 \) to \( j = M \), then we can reduce it into
\[
\frac{1}{2} \frac{d}{dt} \sum_{j=1}^{M} \int_{\mathbb{R}^M} \left[ \left( - \varphi_t + A^{-1}(C - A) \varphi - \sum_{k=1}^{M} \partial_{x_k} (A^{-1}E_k \varphi) \right) (\partial_{x_j}^{s} h)^2 + \varphi A^{-1}(B - |H|) |\nabla \partial_{x_j}^{s} h|^2 \right. \\
\left. + (\varphi - \varphi_t) (\partial_{x_j}^{s} \partial_t h)^2 \right] dx + \frac{1}{2} \sum_{j=1}^{M} \int_{\mathbb{R}^M} \tilde{A}_1(t, x)(\partial_{x_j}^{s} h)^2 dx + \frac{1}{2} \sum_{j=1}^{M} \int_{\mathbb{R}^M} \tilde{A}_2(t, x)(\partial_t \partial_{x_j}^{s} h)^2 dx
\]
\[ + \frac{1}{2} \sum_{j=1}^{M} \int_{\mathbb{R}^M} A_3(t, x)|\nabla \partial_{x_j}^s h|^2 \, dx \leq \frac{1}{2} \sum_{j=1}^{M} \int_{\mathbb{R}^M} \left( \varphi + \bar{\varphi} \right) \left( \partial_{x_j}^s (A^{-1} f) \right)^2 \, dx + \sum_{j=1}^{M} R_j, \quad (2.47) \]

where

\[ \tilde{A}_1(t, x) := \varphi_t - \Delta (A^{-1} B \varphi) - \partial_t (A^{-1} C \varphi) + \sum_{k, i=1}^{M} \partial_x \partial_{x_k} (A^{-1} H_{ki} \varphi) + \sum_{k=1}^{M} \partial_x \partial_{x_k} (A^{-1} E_k \varphi) \]

\[ - \sum_{k=1}^{M} \partial_{x_k} (A^{-1} D_k \varphi) - 2\varphi \left( \frac{1}{2} + \sum_{s_1 + s_2 = s, 1 \leq s_1 \leq s, 0 \leq s_2 \leq s-1} |\partial_{x_j}^s (A^{-1} B)| + \sum_{s_1 + s_2 = s, 1 \leq s_1 \leq s, 0 \leq s_2 \leq s-1} |\partial_{x_j}^s (A^{-1} C)| \right) \]

\[ + \sum_{k=1}^{M} \sum_{s_1 + s_2 = s, 1 \leq s_1 \leq s, 0 \leq s_2 \leq s-1} \left| \partial_{x_j}^s (A^{-1} D_k) \right| + \sum_{k=1}^{M} \sum_{s_1 + s_2 = s, 1 \leq s_1 \leq s, 0 \leq s_2 \leq s-1} \left| \partial_{x_j}^s (A^{-1} E_k) \right| \]

\[ + \sum_{k, i=1}^{M} \sum_{s_1 + s_2 = s, 1 \leq s_1 \leq s, 0 \leq s_2 \leq s-1} \left| \partial_{x_j}^s (A^{-1} H_{ki}) \right| \]

\[ \tilde{A}_2(t, x) := -\varphi_t - \sum_{k=1}^{M} \partial_{x_k} (A^{-1} E_k \varphi) + A^{-1} (2C - |D|) \varphi - A^{-1} (2A + |E|) \varphi - \sum_{k=1}^{M} \left| \partial_{x_k} (A^{-1} B \varphi) \right| \]

\[ -2\varphi \left( \frac{1}{2} + \sum_{s_1 + s_2 = s, 1 \leq s_1 \leq s, 0 \leq s_2 \leq s-1} |\partial_{x_j}^s (A^{-1} B)| + \sum_{s_1 + s_2 = s, 1 \leq s_1 \leq s, 0 \leq s_2 \leq s-1} |\partial_{x_j}^s (A^{-1} C)| + \sum_{k=1}^{M} \sum_{s_1 + s_2 = s, 1 \leq s_1 \leq s, 0 \leq s_2 \leq s-1} |\partial_{x_j}^s (A^{-1} D_k)| \right) \]

\[ + \sum_{k=1}^{M} \sum_{s_1 + s_2 = s, 1 \leq s_1 \leq s, 0 \leq s_2 \leq s-1} \left| \partial_{x_j}^s (A^{-1} E_k) \right| + \sum_{k, i=1}^{M} \sum_{s_1 + s_2 = s, 1 \leq s_1 \leq s, 0 \leq s_2 \leq s-1} \left| \partial_{x_j}^s (A^{-1} H_{ki}) \right| \]

\[ \tilde{A}_3(t, x) := A^{-1} (2B - 2|H| - |E|) \varphi - \partial_t (A^{-1} B \varphi) - \varphi A^{-1} |D| - \sum_{k=1}^{M} |\partial_{x_k} (A^{-1} B \varphi)|, \]

\[ R_j(t, x) := \sum_{s_1 + s_2 = s, 1 \leq s_1 \leq s, 0 \leq s_2 \leq s-1} \int_{\mathbb{R}^M} \left( \varphi + \bar{\varphi} \right) |\partial_{x_j}^s (A^{-1} B)| \left( \Delta \partial_{x_j}^s h \right)^2 \, dx \]

\[ + \sum_{s_1 + s_2 = s, 1 \leq s_1 \leq s, 0 \leq s_2 \leq s-1} \int_{\mathbb{R}^M} \left( \varphi + \bar{\varphi} \right) |\partial_{x_j}^s (A^{-1} C)| \left( \partial_t \partial_{x_j}^s h \right)^2 \, dx \]

\[ + \sum_{k=1}^{M} \sum_{s_1 + s_2 = s, 1 \leq s_1 \leq s, 0 \leq s_2 \leq s-1} \int_{\mathbb{R}^M} \left( \varphi + \bar{\varphi} \right) |\partial_{x_j}^s (A^{-1} D_k)| \left( \partial_{x_k} \partial_{x_j}^s h \right)^2 \, dx \]
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Similarly, using (2.2)-(2.8), there exists a positive constant $(\varepsilon, x) \in \mathbb{R} \geq R \geq A \geq 1$ such that

$$\begin{align*}
&\sum_{k=1}^{M} \sum_{s_1+s_2=s, 1 \leq s_1 \leq s} \int_{\mathbb{R}^n} \left( \varphi + \varphi \right) |\partial_{x_j}^{s_1}(A^{-1}E_k)\left(\partial_{x_k} \partial_{t} \partial_{x_j}^{s_2} h\right)^2| dx \\
&+ \sum_{k,i=1}^{M} \sum_{s_1+s_2=s, 1 \leq s_1 \leq s} \int_{\mathbb{R}^n} \left( \varphi + \varphi \right) |\partial_{x_j}^{s_1}(A^{-1}H_k)\left(\partial_{x_k} \partial_{x} \partial_{x_j}^{s_2} h\right)^2| dx.
\end{align*}$$

Furthermore, by (2.5) and (2.7), it holds

$$A^{-1}\left( - \partial_t (A \varphi) + (C - A) \varphi - \sum_{k=1}^{M} \partial_{x_k}(E_k \varphi) \right) + (A^{-1}A_t \varphi + \sum_{k=1}^{M} \partial_{x_k} A^{-1}E_k \varphi) \geq A^{-1}\left( (A(c-1) - A_t + C) \varphi - \sum_{k=1}^{M} \partial_{x_k}(E_k \varphi) \right) + o(\varepsilon) \geq A^{-1}\left( \sigma(c-1) - 3\varepsilon \right) \varphi + o(\varepsilon) > 0,$$

thus it holds

$$\begin{align*}
\int_{\mathbb{R}^n} \left[ (\varphi - \varphi)(\partial_{t} \partial_{x_j}^{s} h)^2 + \varphi A^{-1}(B - |H|)||\nabla \partial_{x_j}^{s} h||^2 \\
+ \left( - \varphi_t + A^{-1}(C - A) \varphi - \sum_{k=1}^{M} \partial_{x_k}(A^{-1}E_k \varphi) \right) (\partial_{x_j}^{s} h)^2 \right] dx \\
\geq \int_{\mathbb{R}^n} \left[ c \varphi(\partial_{t} \partial_{x_j}^{s} h)^2 + \varphi(\sigma - \frac{1}{2})||\nabla \partial_{x_j}^{s} h||^2 + \left( \varphi \left( \sigma(c-1) - 3\varepsilon \right) + o(\varepsilon) \right) (\partial_{x_j}^{s} h)^2 \right] dx.
\end{align*}$$

Similarly, using (2.22)-(2.33), there exists a positive constant $c_0$ such that

$$\widetilde{A}_1(t, x) := A^{-1}\left( \partial_t^2 (A \varphi) - \Delta (B \varphi) - \partial_t (C \varphi) + \sum_{k=1}^{M} \partial_{x_k} \partial_{x_k}(H_k \varphi) + \sum_{k=1}^{M} \partial_{t} \partial_{x_k}(E_k \varphi) \right) - \sum_{k=1}^{M} \partial_{x_k}(D_k \varphi) - \varphi - A^{-1} \partial_t^2 B \varphi - A^{-1} A_t \varphi_t - \sum_{k=1}^{M} \partial_{x_k}^2(A^{-1})B \varphi - \sum_{k=1}^{M} \partial_{x_k} A^{-1} \partial_{x_k}(B \varphi) - A_t^{-1} C \varphi + \sum_{k,i=1}^{M} \partial_{x_i} \partial_{x_k} A^{-1}H_{ki} \varphi + \sum_{k,i=1}^{M} \partial_{x_k} A^{-1} \partial_{x_k}(H_{ki} \varphi) + \sum_{k,i=1}^{M} \partial_{x_k} A^{-1} \partial_{x_i}(H_{ki} \varphi) + \sum_{k=1}^{M} \partial_{t} A^{-1} \partial_{x_k}(E_k \varphi) - \sum_{k=1}^{M} \partial_{x_k} A^{-1} D_k \varphi + A^{-1} \varphi - 2 \varphi \left( \frac{1}{2} \right) + \sum_{s_1+s_2=s, 1 \leq s_1 \leq s} \left| \partial_{x_j}^{s_1}(A^{-1}B) \right| + \sum_{s_1+s_2=s, 1 \leq s_1 \leq s} \left| \partial_{x_j}^{s_1}(A^{-1}C) \right| \geq c_0(\varepsilon, x) \geq 0.$$
\[
\begin{align*}
+ \sum_{k=1}^{M} \sum_{\substack{s_1 + s_2 = s \; \; \; \; \; 0 \leq s_1 \leq s \; \; \; \; \; 0 \leq s_2 \leq s-1}} |\partial_{x_j}^s (A^{-1} D_k)| + \sum_{k=1}^{M} \sum_{\substack{s_1 + s_2 = s \; \; \; \; \; 0 \leq s_1 \leq s \; \; \; \; \; 0 \leq s_2 \leq s-1}} |\partial_{x_j}^s (A^{-1} E_k)| \\
+ \sum_{k,i=1}^{M} \sum_{\substack{s_1 + s_2 = s \; \; \; \; \; 0 \leq s_1 \leq s \; \; \; \; \; 0 \leq s_2 \leq s-1}} |\partial_{x_j}^s (A^{-1} H_{k,i})|)
\end{align*}
\]
\[
\geq A^{-1}\left(A_{\varphi_{tt}} - B A_{\Delta \varphi} - C A_{\varphi_t} - c_0 \varphi \right) + o(\varepsilon)
\geq \left(c^2 \sigma - c_0 (\sigma + 1) \varepsilon \right) \varphi + o(\varepsilon) > 0,
\]

and
\[
\tilde{\mathcal{A}}_2(t, x) \quad := \quad A^{-1}\left( - \partial_t (A \varphi) - \sum_{k=1}^{M} \partial_{x_k} (E_k \varphi) + (2C - |D| - 1) \varphi - (2A + |E|) \varphi - \sum_{k=1}^{M} |\partial_{x_k} (B \varphi)| \right)
\quad + A^{-1} A_t \varphi - \sum_{k=1}^{M} \partial_{x_k} A^{-1} E_k \varphi + A^{-1} \varphi - \sum_{k=1}^{M} |\partial_{x_k} A^{-1} B \varphi| - 2 \varphi \left( \frac{1}{2} + \sum_{\substack{s_1 + s_2 = s \; \; \; \; \; 0 \leq s_1 \leq s \; \; \; \; \; 0 \leq s_2 \leq s-1}} |\partial_{x_j}^s (A^{-1} B)| \right)
\quad + \sum_{s_1 + s_2 = s \; \; \; \; \; 0 \leq s_1 \leq s \; \; \; \; \; 0 \leq s_2 \leq s-1} |\partial_{x_j}^s (A^{-1} C)| + \sum_{k=1}^{M} \sum_{\substack{s_1 + s_2 = s \; \; \; \; \; 0 \leq s_1 \leq s \; \; \; \; \; 0 \leq s_2 \leq s-1}} |\partial_{x_j}^s (A^{-1} D_k)| \\
\quad + \sum_{k=1}^{M} \sum_{\substack{s_1 + s_2 = s \; \; \; \; \; 0 \leq s_1 \leq s \; \; \; \; \; 0 \leq s_2 \leq s-1}} |\partial_{x_j}^s (A^{-1} E_k)| + \sum_{k,i=1}^{M} \sum_{\substack{s_1 + s_2 = s \; \; \; \; \; 0 \leq s_1 \leq s \; \; \; \; \; 0 \leq s_2 \leq s-1}} |\partial_{x_j}^s (A^{-1} H_{k,i})|)
\geq c(c \sigma - 1 - 5 \varepsilon) \varphi + o(\varepsilon) > 0, \quad \text{for } c \sigma > 1 + 5 \varepsilon,
\]

and
\[
\tilde{\mathcal{A}}_3(t, x) \quad := \quad A^{-1}\left((2B - 2 |H| - |E|) \varphi - \partial_t (B \varphi) - \varphi |D| - \sum_{k=1}^{M} |\partial_{x_k} (B \varphi)| \right)
\quad - A_t^{-1} B \varphi - \sum_{k=1}^{M} |\partial_{x_k} A^{-1} B \varphi|
\geq (2 \sigma + c^2 \sigma - 1 - c_0 \varepsilon) \varphi + o(\varepsilon) > 0,
\]

thus it holds
\[
\frac{1}{2} \int_{\mathbb{R}^M} \tilde{\mathcal{A}}_1(t, x)(\partial_{x_j}^s h)^2 dx \geq \frac{1}{2} \int_{\mathbb{R}^M} \left[ \left( c^2 \sigma - c_0 (\sigma + 1) \varepsilon \right) \varphi + o(\varepsilon) \right] (\partial_{x_j}^s h)^2 dx,
\]
\[
\frac{1}{2} \int_{\mathbb{R}^M} \tilde{\mathcal{A}}_2(t, x)(\partial_t \partial_{x_j}^s h)^2 dx \geq \frac{1}{2} \int_{\mathbb{R}^M} \left[ c(c \sigma - 1 - 5 \varepsilon) \varphi + o(\varepsilon) \right] (\partial_t \partial_{x_j}^s h)^2 dx,
\]
\[
\frac{1}{2} \int_{\mathbb{R}^M} \tilde{\mathcal{A}}_3(t, x)|\nabla \partial_{x_j}^s h|^2 dx \geq \frac{1}{2} \int_{\mathbb{R}^M} \left[ (2 \sigma + c^2 \sigma - 1 - c_0 \varepsilon) \varphi + o(\varepsilon) \right] |\nabla \partial_{x_j}^s h|^2 dx.
\]
Hence, upon above estimates of coefficients, we deduce (2.47) into
\[
\frac{d}{dt} \sum_{j=1}^{M} \int_{\mathbb{R}^M} \nabla \left( (\partial_t \partial^s_{x_j} h)^2 + |\nabla \partial^s_{x_j} h|^2 + (\partial^s_{x_j} h)^2 \right) dx
\]
\[
+ C_{c, \sigma, \varepsilon} \int_{\mathbb{R}^M} \nabla \left( (\partial_t \partial^s_{x_j} h)^2 + |\nabla \partial^s_{x_j} h|^2 + (\partial^s_{x_j} h)^2 \right) dx
\]
\[
\lesssim \frac{1}{2} \sum_{j=1}^{M} \int_{\mathbb{R}^M} \left( \varphi + C \right) (\partial^s_{x_j} (A^{-1} f))^2 dx + \sum_{j=1}^{M} R_j. \tag{2.48}
\]

We notice that the term \( R_j \) can be controlled by (2.45), thus we can apply Gronwall’s inequality to (2.48) to obtain
\[
\sum_{j=1}^{M} \int_{\mathbb{R}^M} \nabla \left( (\partial_t \partial^s_{x_j} h)^2 + |\nabla \partial^s_{x_j} h|^2 + (\partial^s_{x_j} h)^2 \right) dx
\]
\[
\lesssim e^{-c_{c, \sigma, \varepsilon} t} \sum_{j=1}^{M} \sum_{s=0}^{s} \left[ \int_{\mathbb{R}^M} \left( (\partial^s_{x_j} h(0, x))^2 + |\nabla \partial^s_{x_j} h(0, x)|^2 + (\partial^s_{x_j} h(0, x))^2 \right) dx
\]
\[
+ \int_0^\infty \int_{\mathbb{R}^M} \left( \varphi + C \right) (\partial^s_{x_j} f)^2 dx dt \right].
\]

Directly derived from lemma 2.3, we have the following result.

**Lemma 2.4.** Let \( f \in C^1((0, \infty); H^s(\mathbb{R}^M)) \). Then the solution of linear wave equation (2.1) satisfies
\[
\sum_{j=1}^{M} \int_{\mathbb{R}^M} \left( (\partial_t \partial^s_{x_j} h)^2 + |\nabla \partial^s_{x_j} h|^2 + (\partial^s_{x_j} h)^2 \right) dx
\]
\[
\lesssim e^{-c_{c, \sigma, \varepsilon} t} \sum_{j=1}^{M} \sum_{s=0}^{s} \left[ \int_{\mathbb{R}^M} \left( (\partial^s_{x_j} \partial_t h(0, x))^2 + |\nabla \partial^s_{x_j} h(0, x)|^2 + (\partial^s_{x_j} h(0, x))^2 \right) dx
\]
\[
+ \int_0^\infty \int_{\mathbb{R}^M} (\partial^s_{x_j} f)^2 dx dt \right].
\]

Based on above results, the global existence of Sobolev regularity solution for the damped wave equation with variable coefficients (2.1) can be given.

**Proposition 2.1.** Let \( f \in C^1((0, \infty); H^s(\mathbb{R}^M)) \). Assume that (2.2)-(2.4) hold. The linear problem (2.1) admits a unique global solution
\[
h(t, x) \in C^1((0, \infty); H^s(\mathbb{R}^M)) \cap C((0, \infty); H^{s+1}(\mathbb{R}^M)).
\]

Moreover, it satisfies
\[
\|h\|_{H^s}^2 \lesssim e^{-c_{c, \sigma, \varepsilon} t} \left( \|h_0\|_{H^s}^2 + \|h_1\|_{H^{s+1}}^2 + \|f\|_{H^s}^2 \right). \tag{2.49}
\]

**Proof.** The proof is based on the standard fixed point iteration by following the proof process of theorem 3.2 given in page 18 of [21]. We sketch the proof. Let \( \phi = (h, w)^T \) and \( w = h_t \). Then the linear equation (2.1) is equivalent to
\[
\frac{d}{dt} \phi(t) + A\phi(t) = G(t, x), \quad t > 0, \tag{2.50}
\]
with the initial data
\[ \phi_0 := \phi(0, x) = (h_0(x), h_1(x))^T, \]
the operators \( \mathcal{A} \) is independent of \( t \), it takes the form
\[ \mathcal{A} = \left( \begin{array}{cc} 0 & 1 \\ \overline{\Delta}_1 & \overline{\Delta}_2 \end{array} \right), \]
where
\[ \overline{\Delta}_1 := -A^{-1}B\Delta + A^{-1} \sum_{k=1}^{M} D_k(t, x)\partial_{x_k} + A^{-1} \sum_{k=1}^{M} \sum_{i=1}^{M} H_{ki}(t, x)\partial_{x_k}\partial_{x_i}, \]
\[ \overline{\Delta}_2 := A^{-1}C + \sum_{k=1}^{M} E_k(t, x)\partial_{x_k}, \]
and
\[ G(t, x) = \left( \begin{array}{c} 0 \\ A^{-1}f \end{array} \right). \]

We now consider the approximation problem
\[ \phi(t, x) = \phi_0 - \int_0^t \left( \mathcal{A}\phi(s, x) + G(s, x) \right) ds \]
has a Cauchy sequence \( \{\phi_j\} \in \mathbb{Z}^+ \) in \( H^s(\mathbb{R}^M) \), whose limit is \( \phi(t, x) \) and it solves the linearized system (2.50) in \( (0, T] \), where \( T \) denotes a positive constant. Furthermore, by means of the results of Lemma 2.1-2.4, it holds
\[ \|h\|_{H^s}^2 \lesssim e^{-\varepsilon \tau} \left( \|h_0\|_{H^s}^2 + \|h_0\|_{H^{s-1}}^2 + \|f\|_{H^s}^2 \right), \]
thus the constructed local solution \( \phi(t, x) \) can be extended to the global solution in time.

To see the uniqueness, let \( \phi_1 \) and \( \phi_2 \) are two solutions of (2.50) with the same data, then \( \phi := \phi_1 - \phi_2 \) admits zero Cauchy data, and
\[ \frac{d}{d\tau} \phi(t) + \mathcal{A}\phi(t) = 0, \quad \text{with} \quad \phi = (h, h_t)^T. \]
Therefore, we can apply (2.49) to derive \( \phi \equiv 0 \). This completes the proof. \( \square \)

3 The linearized problem

The timelike minimal surface equation (1.8) is equivalent to
\[ \mathcal{F}(u) = 0, \quad (3.1) \]
where \( \mathcal{F}(u) \) is given in (1.7). Let \( w(t, x) \) be the perturbation, we set
\[ u(t, x) = u_s(x) + w(t, x), \]
where \( u_s(x) \) is given in (1.6). Inserting it into (3.1), it leads to the nonlinear perturbation equation
\[ \mathcal{L}w := \left( 1 + |A + \nabla w|^2 \right) w_{tt} - \left( 1 + |A + \nabla w|^2 - w_t^2 \right) \Delta w - \frac{1}{2} w_t \partial_t \left( (\nabla w + 2A) \cdot \nabla w \right) \]
\begin{align}
+ \frac{1}{2} \sum_{k=1}^{M} \left( \partial_{x_k} w + A_k \right) \partial_{x_k} \left( (\nabla w + 2A) \cdot \nabla w - w^2 \right) &= 0, \quad (3.2)
\end{align}

with the small initial data
\begin{align}
w(0, x) := w_0(x) &= u_0(x) - u_0(x), \\
w_1(t, x) := w_1(x) &= u_1(x), \quad (3.3)
\end{align}

and the vanishing boundary condition
\begin{align}
\lim_{|x| \to +\infty} w(t, x) = 0. \quad (3.4)
\end{align}

Let constant \( p > \frac{1}{2} \) and the parameter \( \varepsilon \) be a small positive constant. We linearize nonlinear equation (1.10) at the initial approximation function \( w^{(0)}(t, x) \), where we assume
\begin{align}
w^{(0)}(t, x) := t^2(t^4 + 1)^{-p}w^{(0)}(x), \quad \text{with} \quad A \cdot \nabla w^{(0)}(x) > 0, \quad A \neq 0, \quad \forall x \in \mathbb{R}^M, \quad (3.5)
w^{(0)}(0, x) = \partial_t w^{(0)}(t, x)|_{t=0} = 0, \quad \text{and} \quad w^{(0)}(x) \in C^\infty(\mathbb{R}^M), \quad (3.6)
\| \partial^s w^{(0)} \|_{L^\infty} \lesssim \varepsilon, \quad \forall s \in \{0, 1, 2, 3, \ldots \} \quad (3.7)
\end{align}
to get a nonhomogeneous linear damped wave equation with variable coefficients
\begin{align}
L^{(0)}_{w^{(0)}} h^{(1)} := A_1(t, x) h^{(1)}_{tt} - A_2(t, x) \Delta h^{(1)} + \sum_{k=1}^{M} \sum_{i=1}^{M} A_{3ki}(t, x) \partial_{x_i} \partial_{x_k} h^{(1)} + A_4(t, x) h^{(1)}_t + A_5(t, x) \cdot \nabla h^{(1)} + A_6(t, x) \cdot \nabla h^{(1)}_t &= E^{(0)}(t, x), \quad (3.8)
\end{align}

where coefficients of it are
\begin{align}
A_1(t, x) &= 1 + |A + t^2(t^4 + 1)^{-p} \nabla w^{(0)} |^2, \\
A_2(t, x) &= 1 + |A + t^2(t^4 + 1)^{-p} \nabla w^{(0)} |^2 - 4t^2(1 + (1 - 2p)t^4 + 1)^{-2(p+1)}(w^{(0)})^2, \\
A_{3ki}(t, x) &= \left( t^2(t^4 + 1)^{-p} \partial_{x_k} w^{(0)} + A_k \right) \left( t^2(t^4 + 1)^{-p} \nabla w^{(0)} + A_i \right), \\
A_4(t, x) &= 4t(t^4 + 1)^{-p-1} \left( (2p - 1)t^4 - 1 \right) \left( A + t^2(t^4 + 1)^{-p} \nabla w^{(0)} \right) \cdot \nabla w^{(0)} \\
&\quad - t^2(t^4 + 1)^{-p} w^{(0)} \Delta w^{(0)}, \\
A_5(t, x) &= t^2(t^4 + 1)^{-p} \left[ \frac{1}{2} \nabla \left( t^2(t^4 + 1)^{-p} |\nabla w^{(0)}|^2 - 4(t^4 + 1)^{-p-2}(1 + (1 - 2p)t^4)^2(w^{(0)})^2 \right) \\
&\quad + 2A \cdot \nabla w^{(0)} \right] + \sum_{k=1}^{M} \left( t^2(t^4 + 1)^{-p} \partial_{x_k} w^{(0)} + A_k \right) \nabla \partial_{x_k} w^{(0)} \\
&\quad + 2 \left( t^2(t^4 + 1)^{-p} \nabla w^{(0)} + A \right) \left( t^{-2(t^4 + 1)^p} \nabla w^{(0)} - \Delta w^{(0)} \right), \\
A_6(t, x) &= 4t((2p - 1)t^4 - 1)(t^4 + 1)^{-p-1}w^{(0)} \left( t^2(t^4 + 1)^{-p} \nabla w^{(0)} + A \right).
\end{align}

By the assumption of (3.7), it holds
\begin{align}
\| A_1 \|_{L^\infty} \sim 1 + |A|^2 + O(\varepsilon), \quad \| A_2 \|_{L^\infty} \sim 1 + |A|^2 + O(\varepsilon), \quad \| A_3 \|_{L^\infty} \sim |A|^2 + O(\varepsilon), \quad (3.9)
\| A_4 \|_{L^\infty} \sim O(\varepsilon) \quad \| A_5 \|_{L^\infty} \sim O(\varepsilon), \quad \| A_6 \|_{L^\infty} \sim O(\varepsilon), \quad (3.10)
\end{align}
and the leading term in \( A_4(t, x) \) is
\begin{align}
2t(t^4 + 1)^{-p-1} \left( (2p - 1)t^4 - 1 \right) A \cdot \nabla w^{(0)} > 0, \quad \text{for} \quad t > T_p := (2p - 1)^{-\frac{1}{2}}, \quad (3.11)
\end{align}
from it, one can see the coefficient $A_4(t, x) > 0$, and the linear equation \( (3.8) \) is dissipative for the time $t > T_p := (2p - 1)^{-\frac{1}{2}}$.

### 3.1 The first approximation step

We introduce a family of smooth operators in the smooth bounded domain. We refer to \([1, 2]\) for more details. Let $\chi \in C_c^\infty(\mathbb{R}^M)$ such that $\chi = 1$ in $\left\{ x \in \mathbb{R}^+ \left| \left| x \right| \leq \frac{1}{2} \right. \right\}$, otherwise, $\chi \equiv 0$. We follow Proposition 1.6 of \([2, \text{p. 83}]\) or page 72 of \([12]\) to define the smooth operator $\Pi^{(1)}_{\theta_m}$ by

$$
\Pi^{(1)}_{\theta_m} U = \sum_m \chi\left(\frac{|x|}{\theta_m}\right)U(t, x),
$$

and the smooth operator $\Pi^{(2)}_{\theta_m}$ by

$$
\Pi^{(2)}_{\theta_m} U = \sum_m \chi\left(\frac{t}{\theta_m}\right)U(t, x),
$$

we define

$$
\Pi_{\theta_m, \theta'_m} \equiv \Pi^{(1)}_{\theta_m} \Pi^{(2)}_{\theta'_m},
$$

then one can verify

$$
\begin{align*}
\| \Pi_{\theta_m, \theta'_m} \partial_t U \|_{H^{s_1}} &\leq C\theta_m^{(s_1-s_2)^+}(\theta'_m)^{(j-j')^+}\| \partial_t^j U \|_{H^{s_2}}, \quad \forall s_1, s_2 \geq 0, \quad (3.12) \\
\| \Pi_{\theta_m, \theta'_m} \partial_t^j U - \partial_t^j U \|_{H^{s_1}} &\leq C\theta_m^{s_1-s_2}(\theta'_m)^{j-j'}\| \partial_t^j U \|_{H^{s_2}}, \quad 0 \leq s_1 \leq s_2,
\end{align*}
$$

where $C$ is a positive constant and $(s_1 - s_2)_+ \equiv \max(0, s_1 - s_2)$. The proof follows from the proof given in \([1, \text{p. 192}]\) or \([2]\).

In our iteration scheme, we set

$$
\theta_m = \theta'_m = N_m = N_0^m, \quad \forall m = 0, 1, 2, \ldots,
$$

where $N_0$ is a fixed positive constant, we denote it by $\Pi_{N_m}$ for convenience, then by \((3.12)\), it holds

$$
\| \Pi_{N_m} \partial_t U \|_{H^{s_1}} \lesssim N_0^{2(s_1-s_2)}\| \partial_t^j U \|_{H^{s_2}}, \quad \forall s_1 \geq s_2. \quad (3.13)
$$

Let us consider the linear damped wave equation with variable coefficient derive by an external force as follows

$$
\begin{align*}
\Pi_{N_1} \mathcal{L}_{u(0)}^{(0)} h^{(1)} &= \Pi_{N_1} E^{(0)}(t, x), \quad \forall (t, x) \in \mathbb{R}^+ \times \mathbb{R}^M, \\
h^{(1)}(0, x) &= h_0^{(1)}, \quad h^{(1)}_t(0, x) = h_1^{(1)},
\end{align*}
$$

where the external force $E^{(0)}(t, x)$ is related to the error term at the initial approximation function.

Furthermore, let $\sigma \in (1, 1 + |A|^2)$, then by the form of $A_i(t, x)$ with $i = 1, 2, \ldots, 6$, it follows from \((3.9)-(3.11)\) that

$$
\sigma_0 > A_1(t, x) > \sigma > 1, \quad A_2(t, x) > \sigma > 1, \quad A_4(t, x) > 0, \quad \forall (t, x) \in \mathbb{R}^M \times \mathbb{R}^+, \quad (3.15)
$$

and

$$
|A_3| \equiv \sum_{k, i=1}^M |A_{3k}| \leq \sigma \text{ and } A_{3k} > 0, \quad (3.16)
$$
and
\[ |A_5| := \sum_{k=1}^{M} |A_{5k}| \sim \varepsilon, \quad |A_6| := \sum_{k=1}^{M} |A_{6k}| \sim \varepsilon, \] (3.17)
and
\[ \| \partial^s A_1 \|_{L^\infty} \sim \varepsilon, \quad \| \partial^s A_2 \|_{L^\infty} \sim \varepsilon, \quad \| \partial^s A_4 \|_{L^\infty} \sim \varepsilon, \quad \| \partial^s A_{3k} \|_{L^\infty} \sim \varepsilon, \]
\[ \| \partial^s A_{5k} \|_{L^\infty} \sim \varepsilon, \quad \| \partial^s A_{6k} \|_{L^\infty} \sim \varepsilon, \quad \forall s \in \{1, 2, 3, \ldots\}, \] (3.18)
which means that assumptions (2.2)-(2.4) hold. Thus we can use proposition 2.1 to obtain the global existence of solution for the linear equation (3.14).

**Proposition 3.1.** Let \( E^{(0)} \in C^1((0, \infty); H^s(\mathbb{R}^M)) \). The linear problem (2.1) admits a unique global solution
\[ h^{(1)}(t, x) \in C^1((0, +\infty); H^s(\Omega)). \]
Moreover, it satisfies
\[ \| h^{(1)} \|_{H^s}^2 \lesssim e^{-\varepsilon t} \left( \| h_0^{(1)} \|_{H^s}^2 + \| h_1^{(1)} \|_{H^{s-1}}^2 + \| E^{(0)} \|_{H^s}^2 \right). \] (3.19)

### 3.2 The general approximation step

Let constant \( 0 < \varepsilon \ll 1 \), we define
\[ \mathcal{B}_\varepsilon := \{ w^{(i)} \in H^s(\mathbb{R}^M) : \| w^{(i)} \|_{H^s} \leq \varepsilon \}, \]
with the integer \( 2 \leq i \leq m - 1 \).

Assume that the \( m \)-th approximation step of (3.2) is denoted by \( h^{(m)}(t, x) \) with \( m = 2, 3, \ldots \), where we set
\[ h^{(m)}(t, x) := w^{(m)}(t, x) - w^{(m-1)}(t, x), \]
then it holds
\[ w^{(m)}(t, x) = w^{(0)}(t, x) + h^{(1)}(t, x) + \sum_{i=2}^{m} h^{(i)}(t, x). \]

We linearize the nonlinear equations (3.2) around \( w^{(m-1)}(t, x) \) to get the following initial value problem
\[ \begin{cases} \Pi_N \mathcal{L}_{w^{(m-1)}} h^{(m)} = \Pi_N E^{(m-1)}(\tau, x), & \forall (t, x) \in \mathbb{R}^+ \times \mathbb{R}^M, \\
 h^{(m)}(0, x) = h_0^{(m)}, \quad h^{(m)}(0, x) = h_1^{(m)}, \end{cases} \]
where the error term is
\[ E^{(m-1)} := \mathcal{L}[w^{m-1}(t, x)] = \mathcal{R}(h^{(m)}), \] (3.21)
and
\[ \mathcal{R}(h^{(m)}) := \mathcal{L}(w^{(m-1)} + h^{(m)}) - \mathcal{L}(u^{(m-1)}) - \mathcal{L}_{w^{(m-1)}}^{(m)} h^{(m)}, \] (3.22)
which is also the nonlinear term in the approximation problem (3.2) at \( u^{(m-1)}(t, x) \).

Similar to the process of getting proposition 3.1, we can construct the \( m \)-th approximation solution.

**Proposition 3.2.** Let \( E^{(m-1)} \in C^1((0, \infty); H^s(\mathbb{R}^M)) \). Assume \( w^{(m-1)} \in \mathcal{B}_\varepsilon \). Then the linearized problem (3.22) admits a unique global solution
\[ h^{(m)}(t, x) \in C^1((0, +\infty); H^s(\mathbb{R}^M)), \]
which satisfies
\[ \| h^{(m)} \|_{H^s}^2 \lesssim e^{-\varepsilon t} \left( \| h_0^{(m)} \|_{H^s}^2 + \| h_1^{(m)} \|_{H^{s-1}}^2 + \| E^{(m-1)} \|_{H^s}^2 \right). \] (3.23)
Proof. On one hand, we find the \( m \)-th \((m \geq 2)\) approximation solution \( w^{(m)}(t,x) \), which is equivalent to find \( h^{(m)}(t,x) \) such that

\[
w^{(m)}(t,x) = w^{(m-1)}(t,x) + h^{(m)}(t,x).
\]

Substituting (3.24) into (3.2), it holds

\[
\mathcal{L}(w^{(m)}) = \mathcal{L}(w^{(m-1)}) + \mathcal{L}_{w^{(m-1)}} h^{(m)} + \mathcal{R}(h^{(m)}),
\]

then let

\[
\mathcal{L}_{w^{(m-1)}} h^{(m)} = -\mathcal{L}(w^{(m-1)}) = -E^{(m-1)},
\]

which is a linear damped wave equation taking the form of (3.8) by replacing \( w^{(0)} \) with \( w^{(m-1)} \), and the error term

\[
E^{(m-1)} := \mathcal{L}(w^{(m-1)}) = \mathcal{R}(h^{(m)}).
\]

On the other hand, by direct computation we find

\[
\partial^s w^{(m-1)}(t,x) = \partial^s w^{(0)}(t,x) + \partial^s h^{(1)}(t,x) + \sum_{i=2}^{m-1} \partial^s h^{(i)}(t,x), \quad \forall s \in \mathbb{N},
\]

where we use the symbol \( \partial^s \) to denote the \( s \)-th derivatives of time or spacial variables, and for a sufficient small positive parameter \( \varepsilon \), it holds

\[
\|h^{(i)}\|_{H^s} \lesssim \varepsilon,
\]

thus we can see that

\[
\partial^s w^{(m-1)}(t,x) \sim \partial^s w^{(0)}(t,x) + O(\varepsilon),
\]

it means that the leading term of the \( m \)th approximation solution is the initial approximation function \( w^{(0)}(t,x) \). Thus there is the same structure between the linear system (3.14) and the linear system of \( m \)th approximation solutions, and a similar assumption given in (3.15)-(3.17) can be satisfied. By means of the same arguments as in the proof of Proposition 3.1, we can show that the linear problem (3.20) admits a global solution \( h^{(m)}(t,x) \in C^1((0, +\infty); H^s(\mathbb{R}^M)) \). Meanwhile, (3.23) can be obtained. The proof is now complete. \( \square \)

4 The nonlinear problem

In this section, our target is to prove that \( w^{(\infty)}(t,x) \) is a global solution of the nonlinear equations (3.2). This is equivalent to show that the series \( \sum_{i=1}^m h^{(i)}(t,x) \) is convergent. We now give the tame estimate of error term in each iteration scheme.

Lemma 4.1. The error term verifies

\[
\|\Pi_{N_m} E^{(m-1)}\|_{H^s} = \|\Pi_{N_m} \mathcal{R}(h^{(m)})\|_{H^s} \lesssim N_m^{1s} \|h^{(m)}\|_{H^s}^2, \quad \text{for} \ s \geq 1.
\]

Proof. We notice that the error term is

\[
\mathcal{R}(h^{(m)}) := \left(2A \cdot \nabla h^{(m)} + |\nabla h^{(m)}|^2\right) h_t^{(m)} - \left(2A \cdot \nabla h^{(m)} + |\nabla h^{(m)}|^2 - (h_t^{(m)})^2\right) \Delta h^{(m)}
- \frac{1}{2} h_t^{(m)} \partial_t \left((\nabla h^{(m)} + 2A) \cdot \nabla h^{(m)}\right) + \frac{1}{2} \sum_{k=1}^M \left(\partial_x h^{(m)} + A_k\right) \partial_x \left(|\nabla h^{(m)}|^2 - (h_t^{(m)})^2\right)
\]
\[ + \sum_{k=1}^{M} \partial_{x_k} h^{(m)}(A \cdot \nabla \partial_{x_k} h^{(m)}), \tag{4.2} \]

and the highest order of derivatives on \( x \) and \( t \) of it is 4 and 2, respectively. Since the solution of \((3.20)\) should be constructed in \( \mathcal{B}_\varepsilon \), it holds

\[ \|h^{(m)}\|_{H^s}^p \leq \|h^{(m)}\|_{H^s}^2, \quad \text{for} \quad p \geq 2. \]

Thus we apply Cauchy’s inequality and \((4.2)\) to estimate each term in \( \mathcal{R}(h^{(m)}) \), it holds

\[ \|\Pi_{N_m} \mathcal{R}(h^{(m)})\|_{H^s} \lesssim N_m^4 \|h^{(m)}\|_{H^s}^2, \quad \text{for} \quad s \geq 1. \]

We now show the convergence of iteration scheme. For any \( s > 1 \), let \( 1 \leq \bar{k} < k_0 \leq k \leq s \) and

\[ k_m := \bar{k} + \frac{k - \bar{k}}{2^m}, \]

\[ \alpha_{m+1} := k_m - k_{m+1} = \frac{k - \bar{k}}{2^{m+1}}, \]

which gives that

\[ k_0 > k_1 > \ldots > k_m > k_{m+1} > \ldots. \tag{4.3} \]

**Proposition 4.1.** The nonlinear problem \((3.2)\) with the initial data \((3.3)\) and the boundary condition \((3.4)\) admits a unique global Sobolev regularity solution

\[ w^{(\infty)}(t, x) = w^{(0)}(t, x) + \sum_{m=1}^{\infty} h^{(m)}(t, x) + e^{-t^2} w_0(x) + te^{-t} w_1(x). \]

**Proof.** The proof is based on the induction. For convenience, we first deal with the case of zero initial data, that is, \( w_0(x) = 0 \) and \( w_1(x) = 0 \). After that, we discuss the case \( w_0(x) \not\equiv 0 \) and \( w_1(x) \not\equiv 0 \). Note that \( N_m = N_0^m \) with \( N_0 > 1 \). For all \( m = 1, 2, \ldots \), we claim that there exists a sufficient small positive constant \( \varepsilon \) such that

\[
\begin{align*}
\|\Pi_{N_m} h^{(m)}\|_{H^{k_{m-1}}} &\lesssim \varepsilon^{2^{m-1}}, \\
\|\Pi_{N_m} E^{(m)}\|_{H^{k_{m-1}}} &\lesssim \varepsilon^{2^m}, \\
w^{(m)} &\in \mathcal{B}_\varepsilon.
\end{align*}
\tag{4.4}
\]

For the case of \( m = 1 \), by \((3.23)\), letting \( 0 < \varepsilon_0 < N_0^{-4+1-\bar{k}} \varepsilon^2 \ll 1 \), it holds

\[ \|\Pi_{N_1} h^{(1)}\|_{H^{k_0}} \lesssim N_0^{k_{0}-1} \|h^{(1)}\|_{H^1} \]

\[ \lesssim N_0^{k_{0}-1} \|\Pi_{N_1} E^{(0)}\|_{H^1} \]

\[ \lesssim N_1^{2(k_{0}-1)} \|\Pi_{N_1} E^{(0)}\|_{H^{k_0}} \]

\[ < \varepsilon_0 < \varepsilon^2. \]

Moreover, by \((4.1)\) and the above estimate,

\[ \|\Pi_{N_1} E^{(1)}\|_{H^{k_0}} \lesssim \|\Pi_{N_1} \mathcal{R}(h^{(1)})\|_{H^1} \lesssim N_1^{4k_0} \|h^{(1)}\|_{H^1}^2 < \varepsilon^2, \]

and

\[ \|w^{(1)}\|_{H^1} \lesssim \|w^{(1)}\|_{H^{k_0}} \lesssim \|w^{(0)}\|_{H^{k_0}} + \|h^{(1)}\|_{H^{k_0}} \lesssim \varepsilon, \]

and the solution of \((3.20)\) should be constructed in \( \mathcal{B}_\varepsilon \), it holds

\[ \|h^{(m)}\|_{H^s}^p \leq \|h^{(m)}\|_{H^s}^2, \quad \text{for} \quad p \geq 2. \]
which means that \( w^{(1)} \in \mathcal{B}_\varepsilon \).

Assume that the case of \( m - 1 \) holds, that is,

\[
\begin{align*}
\| \Pi_{N_m - 1} h^{(m-1)} \|_{H^{k_m - 2}} &< \varepsilon^{2m-2}, \\
\| \Pi_{N_m - 1} E^{(m-1)} \|_{H^{k_m - 2}} &< \varepsilon^{2m-1},
\end{align*}
\]

\( w^{(m-1)} \in \mathcal{B}_\varepsilon \).

Then we prove that the case of \( m \) holds. Upon (3.23) and the second inequality of (4.5), we derive

\[
\begin{align*}
\| \Pi_{N_m} h^{(m)} \|_{H^{k_m - 1}} &\lesssim N_m^{k_m - 1} \| h^{(m)} \|_{H^1} \\
&\lesssim N_m^{k_m - 1} \| \Pi_{N_m} E^{(m-1)} \|_{H^1} \\
&\lesssim N_m^{k_m - 1} \| \Pi_{N_m} E^{(m-1)} \|_{H^{k_m - 1}} \\
&< \varepsilon^{2m-2},
\end{align*}
\]

which combined with (4.1)-(4.3) yields

\[
\begin{align*}
\| \Pi_{N_m} E^{(m)} \|_{H^{k_m}} &\lesssim N_m^4 \| h^{(m)} \|_{H^1}^2 \\
&\lesssim N_m^4 \left( \| \Pi_{N_m} E^{(m-1)} \|_{H^1} \right)^2 \\
&\lesssim N_m^4 \left( \| \Pi_{N_m - 1} E^{(m-1)} \|_{H^{k_m - 1}} \right)^2 \\
&\lesssim N_0^{(4+\alpha_{m+1})m+2(4+\alpha_{m+2})} \left( \| \Pi_{N_m - 2} E^{(m-2)} \|_{H^{k_m - 2}} \right)^2 \\
&\lesssim \ldots, \\
&\lesssim N_0^{64+k-\bar{k}} \| \Pi_{N_1} E^{(0)} \|_{H^{k_2m}}^{2m}.
\end{align*}
\]

We choose a sufficiently small positive constant \( \varepsilon_0 \) such that

\[
0 < N_0^{64+k-\bar{k}} \| \Pi_{N_1} E^{(0)} \|_{H^k} < \varepsilon^2.
\]

Thus, by (4.7) we have

\[
\| \Pi_{N_m} E^{(m)} \|_{H^{k_m}} < \varepsilon^{2m},
\]

so, the error term goes to 0 as \( m \to \infty \), that is,

\[
\lim_{m \to +\infty} \| \Pi_{N_m} E^{(m)} \|_{H^{k_m}} = 0.
\]

On the other hand, note that \( N_m = N_0^m \), by (4.5)-(4.6). It follows that

\[
\| w^{(m)} \|_{H^{k_m}} \lesssim \left\| w^{(m-1)} \right\|_{H^{k_m}} + \| h^{(m)} \|_{H^{k_m}} \lesssim \varepsilon.
\]

This means that \( w^{(m)} \in \mathcal{B}_\varepsilon \). Hence we conclude that (1.4) holds.

Therefore, the nonlinear equation (3.2) with the zero initial data and the boundary condition (3.4) admits a global Sobolev solution

\[
w^{(\infty)}(t, x) = w^{(0)}(t, x) + \sum_{m=1}^{\infty} h^{(m)}(t, x),
\]

and we use (3.6) to get

\[
w^{(0)}(0, x) = \partial_t w^{(0)}(t, x) \big|_{t=0} = 0.
\]
Next, we discuss the case of small non-zero initial data. We introduce the auxiliary function

$$\bar{w}(t, x) = w(t, x) - e^{-t^2}w_0(x) - te^{-t}w_1(x), \quad \forall x \in \mathbb{R}^M.$$ 

Thus, the initial data reduces to

$$\bar{w}(0, x) = 0, \quad \partial_t \bar{w}(0, x) = 0,$$

and equations (1.8) are transformed into equations of $\bar{w}$.

Thus, we can follow the above iteration scheme to construct a global Sobolev solution $\bar{w}$. Furthermore, the global Sobolev solution of equations (1.8) with a small non-zero initial data takes the form $\bar{w}(t, x) + e^{-t^2}w_0(x) + te^{-t}w_1(x)$, and this solution is uniqueness due to the uniqueness of each iteration step $h^{(m)}(t, x)$. This completes the proof. 
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