Abstract—This paper presents a novel method for transferring motion planning and control policies between a teacher and a learner robot. With this work, we propose to reduce the sim-to-real gap, transfer knowledge designed for a specific system into a different robot, and compensate for system aging and failures. To solve this problem we introduce a Schwarz–Christoffel mapping-based method to geometrically stretch and fit the control inputs from the teacher into the learner command space. We also propose a method based on primitive motion generation to create motion plans and control inputs compatible with the learner’s capabilities. Our approach is validated with simulations and experiments with different robotic systems navigating occluding environments.

I. INTRODUCTION

Robotic applications are typically built considering specific systems in mind. For example, popular motion planning methods (e.g., artificial potential field [1], A* [2], probabilistic techniques [3]) and control methods (e.g., MPC, PID [4]) require fine tuning and knowledge about system model dynamics in order to be fully leveraged and obtain a desired performance on a selected platform. We also note that most technologies are developed through simulations which offer a practical and inexpensive mean to create and test the limits and performance of designed algorithms. Researchers usually spend considerable time and resources to create techniques for specific robotic systems and to adapt them on new systems, as well as to compensate for the simulation-reality gap during deployments on actual vehicles. Finally, even when a new technique is developed and deployed on a specific robot, it can still need to be adjusted or adapted over time due to mechanical aging, disturbances, and even failures that deprecate and modify the system’s original model. In this paper we seek a general framework to transfer and adapt system’s performance. As mentioned above the goal of the proposed work is to:

• Reduce the sim-to-real gap allowing a developer to quickly transfer motion planning and control methods onto a real platform.
• Transfer knowledge designed for a specific robot onto a different robot.
• Compensate for system deterioration/failures by learning quickly the limits and the proper input mapping to continue an operation.

All of the aforementioned problems can be simplified and cast as a teacher transferring knowledge to a learner.

Specifically, to address these problems, in this work we propose a novel method that leverages a variant of
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Fig. 1. Pictorial representation of the proposed work in which motion planning and control policies are transferred from a teacher simulated vehicle to two vehicles to create the same behavior designed in simulation.

Schwarz–Christoffel mapping (SCM) [5] – a conformal transformation of a simple poly area onto the interior of a rectangle – to transfer a teacher vehicle’s control input sequence to a learner vehicle, as depicted in Fig. 1. Our proposed method allows the teacher to understand the learner limitations, so that the transferred control input is compatible with the learner capabilities. Finally, once these limitations are extracted, we propose a mechanism to adapt also the teacher motion planning scheme to create paths compatible with the learner constraints. To deal with this problem, our scheme leverages an optimized finite horizon primitive motion generation.

The main contributions of this work are twofold: 1) a light-weight transfer framework that leverages SCM theory to directly transfers the control input from teacher to learner so that the learner can leverage the teacher’s control policy while its own dynamics remain unknown; and 2) a method for adapting the source system’s control and path planning policy to the learner. The method constrains the output of the source system’s controller and of the path planner so that the transferred motion plan and control input is guaranteed to be compatible with the target system’s dynamics.

The rest of the paper is organized as follows: in Section II we summarize the state-of-the-art approaches for solving sim-to-real problems in the current literature. We formally define the problem in Section III while the details of our SCM-based transfer learning framework are presented in Section IV. The proposed framework is validated with extensive simulations in Section V and experiments on real robots in Section VI. At last, we draw conclusions in Section VII.

II. RELATED WORK

Transfer learning has been one of the most popular topics in robotics, especially since machine learning techniques have become widely exploited. The idea behind transfer
learning is to migrate the knowledge between similar problems to boost the training process [6], take advantage of existing knowledge [7], and reduce the risk of training [8], [9]. Although machine learning approaches have been massively explored, we cannot ignore that they typically require a large amount of data and a lot of effort in training the model.

The problem of transferring from the simulation to the real world, also known as sim-to-real problem, has gained rising attention recently. The gap between the simulation and the real system exists mainly because either the model is not accurate or the environment factors do not appear in the simulation. The modeling gap can be closed by retraining the pre-trained model in real world [10]. Dynamics randomization is another popular solution which aims to cover reality with augmented simulation scenarios [10] [11]. Other approaches include reducing the costly errors by predicting the blind spots in real environments [12] and inflating safety critical regions to reduce the chance of collision [13]. Learning from demonstration is another sub-field of transfer learning in which reinforcement learning is usually getting involved. These types of works typically learn the policy from teacher’s examples by approximating the state-action mapping [14], or by learning the system model [15]. Most of these problems turn into an optimization problem on tuning parameters. Although fewer training demos are desired, it can still take a large amount of data to address the problem. Thus, both the acquisition of data and the tuning process can be challenging when dealing with these types of problems.

To the best of our knowledge, the SCM method proposed in this paper is rarely used in the robotics field. In [16], the SCM is leveraged to map the planar motion to the continuous linear motion to solve a coverage control problem for wire-traversing robots. Comparing to the existing works, this paper proposes a light-weight transfer learning framework which does not rely on massive data collection. It is also the first work that exploits the conformal mapping method to directly transferring control inputs between two systems.

III. PROBLEM FORMULATION

The problem behind this work can be cast as a teacher transferring knowledge to a learner vehicle. We assume that the teacher has more capabilities than the learner, meaning that it can achieve all the learner’s maneuver but not vice versa. This assumption is suitable for our problem since we are primarily interested in transferring knowledge into a vehicle with degraded capabilities, and as it is easier to create a virtual simulated vehicle with more capabilities than a real vehicle in sim-to-real problems. The learner’s dynamics are assumed a black-box model with only access to the inputs and output. The goal is to transition the behavior and control knowledge of the teacher into the learner including adapting the teacher motion planning framework to consider the limitations of the learner. Formally we can define two problems:

Problem 1. Teacher-Learner Control Transfer: Given a teacher robot with dynamics \( x_T(t+1)=f_T(x_T(t), u_T(t)) \) and control law \( u_T=g(x) \), where \( x \) is the state vector and \( u \) is the control input, find a policy to map \( u_T \) to a learner input \( u_L \) such that \( x_L(t+1)=f_L(x_L(t), u_L(t))=x_T(t+1) \), with \( f_L \) unknown.

Problem 2. Teacher-Learner Motion Planning Adaptation: Consider a task to navigate from an initial location to a final goal \( G \). Assume that the learner’s input space \( u_L \in [u_{Lmin}, u_{Lmax}] \subset [u_{Tmin}, u_{Tmax}] \). Design a motion planning policy \( \pi^*_T \) for the teacher that considers the limitations of the learner and such that the computed desired trajectory \( \tau \) can be tracked by the learner, i.e., such that \( |x_L-x_r| \leq \epsilon \) where \( \epsilon \) is a maximum allowable deviation threshold.

IV. METHODOLOGY

Problem 1 is solved by leveraging SCM to conformally map between the teacher’s and the learner’s command domains. Problem 2 is addressed by constraining the teacher’s control and planning policy in accordance with the learner’s limitation. The block diagram in Fig. 2 shows the architecture of the whole process. The remainder of this section describes the details of the components of the proposed approach.

A. SCM-based Command Transferring

As we treat the dynamics of the learner as a black box, it is impossible to build a one-to-one command mapping without running inputs on the learner. In our work, we propose to use a limited number of teacher commands to characterize the learner’s dynamics and then use SCM to find the mapping function between the region on the teacher’s command domain and the corresponding region on the learner’s side. We use command pairs to characterize the learner’s dynamics. The command pair \( u_p=(u_T, u_L) \) is a pair of commands which makes the two vehicles produce the same motion (i.e., reach the same pose, speed). Since the dynamics of the teacher are known, by observing the states of the learner before and after executing \( u_L \), the equivalent teacher’s command \( u_T \) can be retrieved. A group of these command pairs can capture the dynamics of the learner on the teacher command domain. At each control step, the learner uses the teacher’s control policy to generate a control input which is the teacher’s desired command as if the learner was the teacher. Given a desired teacher’s command and several command pairs around it, the region whose vertices are from the command pairs and contains the desired command can be chosen on the teacher side. The corresponding region on the learner command domain is decided automatically by the learner’s commands that come from the same command pairs as the teacher’s vertices. An example is shown in Fig. 3.

Once the regions of interest are determined on both teacher’s and learner’s command space, the transfer problem becomes a problem of finding the mapping function that transfers from an irregular polygon on the teacher’s domain to the other polygon on the learner’s domain. To solve this
problem, first we use SCM to map the two polygons on each side of the command domain onto two rectangles with unique aspect ratios, which are decided by the shape of the mapping area. The reason why we map the two regions onto two different rectangles will appear as we walk through the mapping procedure. Then, we use a unit square to bridge the two rectangles so a teacher command can be mapped to the learner’s domain. Fig. 4 shows the mapping flow.

Based on the user’s preference, multiple command pairs can be selected to build the mapping areas $\Gamma$. For any of these irregular polygons, we can specify four of the vertices in the counterclockwise order to map to the rectangle’s corners. These four vertices make $\Gamma$ a generalized quadrilateral. Fig. 5 shows an example of this process, where we put the polygon from the teacher command domain onto the extended complex plane.

As shown in Fig. 5, the vertices of the polygon $w_1, \ldots, w_N$, $(N \geq 4)$ are ordered in counterclockwise and the interior angles $\alpha_1 \pi, \ldots, \alpha_N \pi$ at each of the vertex $w_N$ is defined as the angle that sweeps from the outgoing edge to the incoming edge. The conformal mapping from the polygon $\Gamma$ to the rectangle $Q$ needs to borrow a bi-infinite strip $S$ as an intermediate plane. The SCM function that maps the points on the boundary of the strip $S$ to the vertices of the polygon is given by:

$$ w = f_S^o(z) = A \int_0^z \prod_{j=0}^N f_j(z) \, dz + C \quad (1) $$

where $A$ and $C$ are complex constants that rotate, translate and scale the polygon and are determined by its shape and location. Each factor $f_j$ sends a point on the boundary of the strip to a corner of the polygon while preserving its interior angles. The factor $f_j$ is a piecewise function which is defined by:

$$ f_j(z) = \begin{cases} 
  e^{\frac{1}{2}(\theta_+ - \theta_-)} z & j = 0, \\
  \{ - i \cdot \sinh(\frac{\alpha_i}{2}(z-z_j)) \}^{\alpha_i} & 1 \leq j \leq M, \\
  \{ - i \cdot \sinh(\frac{\alpha_i}{2}(z-z_j)) \}^{\alpha_i} & M + 1 \leq j \leq N, 
\end{cases} \quad (2) $$

where $M$ is the number points on the bottom side of the strip. $\theta_+$ and $\theta_-$ denote the desired divergence angles at $+\infty$ and $-\infty$, which are $\theta_+ = \theta_- = \pi$ in our case.

By leveraging the Jacobi elliptic of the first kind [17], the SCM mapping $f_S^o$ from the rectangle $Q$ to the bi-infinite strip $S$ can be defined by:

$$ z = f_S^o(q) = \frac{1}{\pi} \cdot \ln(\sin(q|m)) \quad (3) $$

where $q$ is the point on regular rectangle and $m$ is the modulus of the Jacobi elliptic that is decided by $q$. The details of this conformal mapping can be found in [5]. With Eqs. (1) and (3), a mapping function from the generalized quadrilateral can be obtained. In order to explicitly solve (1), there are three parameters $z_k$ that must be specified. For ease of computation, for example, we can fix $z_1 = 0$, $z_2 = L$, $z_{N-1} = i$, and $z_{N-2} = L+i$. The parameter $L$ here is linked to the conformal modulus $m$.

While the angles of the polygon are computed with $l$ and $t$, we need to find where the pre-vertices lie on the boundary of the strip to keep the length for each edge of polygon. This problem is known as the parameter problem in SCM [5]. Since we already fix $z_1 = 0$, in (1) the translation parameter is set to be $C = 0$. Hence, solving (1) is equal to solving:

$$ w_k = A \int_{z_k}^{z_{k+1}} \prod_{j=0}^N f_j(z) \, dz, \quad k = 1, 2, 3, \ldots, N \quad (4) $$

In (4), the scalar $A$ can be eliminated by the ratio of the adjacent sides length of the polygon:

$$ \frac{w_{k+1} - w_k}{w_2 - w_1} = \frac{\int_{z_k}^{z_{k+1}} \prod_{j=0}^N f_j(z) \, dz}{\int_{z_1}^{z_2} \prod_{j=0}^N f_j(z) \, dz}, \quad k = 2, 3, \ldots, N - 2 \quad (5) $$

Let

$$ I_k = \left| \int_{z_k}^{z_{k+1}} \prod_{j=0}^N f_j(z) \, dz \right|, \quad k = 1, 2, \ldots, N - 2 \quad (6) $$

Then (5) can be rewritten as:

$$ I_k = I_1 \cdot \frac{w_{k+1} - w_k}{w_2 - w_1}, \quad k = 2, 3, \ldots, N - 1 \quad (7) $$

To this end, (7) leaves us $N - 3$ conditions and the unknown parameters of (4) are $z_k (k = 1, 2, \ldots, N - 3)$ which is exactly the number of the side length conditions given by (1). We can get the complex constant $A$ by:
As we get the conformal mapping function $f_{S}^{z}$ from the strip to the generalized quadrilateral, we can compute $L = z_{2} - z_{1} = f_{S}^{z-1}(w_{2}) - 0$. Considering (3) which maps the rectangle to the strip, the SCM function that maps the interior and the boundary of the generalized quadrilateral to the rectangle with an unique aspect ratio can be obtained by:

$$q = f_{SCM}(w) = f_{S}^{z-1}(f_{z}^{-1}(w)).$$  

As the shape of the rectangle $Q$ depends on the parameter $L$, the aspect ratio of the rectangle is determined after $L$ is computed. This explains why we map the two polygons from teacher and the learner command domains to two different rectangles. Since the dynamics of the teacher and learner are different, the shape of the polygons from the teacher and the learner cannot be identical, and neither are the mapped rectangles. A unit square is borrowed to bridge between the two mapped rectangles resulting in a complete mapping process from teacher to the learner, such that any teacher command that falls in the teacher’s mapping area is connected to an image on the learner side.

There are a few points that are worth mentioning: 1) Although we use rectangle SCM and the number of the vertices for a polygon is at least 4 ($N \geq 4$), this mapping-based transferring framework still works for the triangle areas ($N = 3$) by leveraging a disk SCM function or an upper half-plane SCM function. 2) If the distance between the desired command and the existed closest command pair is smaller than a threshold $\psi$, it means that the desired motion is very similar to the motion produced by the closest pair. In this case, it is reasonable to skip the mapping procedure and directly use the learner’s command from the closest pair. 3) If the command pairs that are used for constructing the mapping polygon are too far from the desired command, some local geometric features between the two domains may not be well captured during mapping. Thus, the number as well as the distribution of the command pairs can affect the mapping performance. More command pairs that cover the learner’s command domain well are preferred.

### B. Primitive Path Planning

As the vehicle learns the mapping function, it is also important to know the limitations of the learner so that the teacher’s policy can generate the command to plan the motions that are compatible with the learner. This means that we want to find where the command boundary of the learner lies within the teacher command domain. This can be achieved by getting the command pair $u_p=(u_{T}(t),u_{L}(t))$ when $u_{L}(t)=u_{L_{max}}$. As shown in Fig. 3 the teacher’s control inputs from these command pairs can build a multi-dimensional convex hull that separates the interior of the convex hull from the rest of the command area. From the teacher’s perspective, the boundary of the convex hull indicates the limitations of the learner. Any of teacher’s commands from the interior of the convex hull can be matched with the learner’s command, enabling the two vehicles to produce the similar motion with their own commands.

However, as it is pointed out at the end of Section IV-A to obtain better mapping performance, it is recommended to consider additional command pairs inside of the polygon.

We use a trajectory tracking case study to validate our approach. The teacher uses a search-based path planning method to compose a sequence of motion primitives that allows it to drive along the desired path $P$ within a certain bounds. The teacher’s input sequence associated to these primitives will be the desired commands for mapping.

A motion primitive results from feeding a known sequence of control inputs to the vehicle. To build one primitive $p=[x_{T1},x_{T2},...,x_{Tk}]$, we feed the teacher a sequence of the same control input for a certain amount of time and record its state sequence. Following the same procedure, a library of primitives can be built with different teacher’s command. In Fig. 6 we show 5 different motion primitives that resulted from 5 different teacher’s commands. The one-to-one primitives and the corresponding commands are color coded. The command pairs are shown as the gray points and the white region indicates the capability of the learner.

![Fig. 6. The teacher commands and the corresponding motion primitives are shown on the left while a path planning scenario is shown on the right.](image)

We want to point out that: 1) To better adapt to the capability of the learner, only the command which falls inside of the convex hull should be considered. 2) The learner can leverage the teacher’s motion planner as soon as the convex hull is built. 3) The convex hull does not need to capture the entire command domain of the learner, it just provides a boundary that make sure the learner is operating within the known capability.

As the path planner searches primitives from the library to use, it evaluates the difference between each of the primitive and the corresponding segment on the desired path. As shown in (10) and in Fig. 6 the difference is measured by considering both the dynamic time warping (DTW) distance $e_{d}$ and the heading difference $e_{h}$ at the end of the primitive:

$$\delta_{i} = k_{d} \cdot e_{d} + k_{\theta} \cdot e_{\theta} = k_{d} \cdot DTW(p_{i},p_{i}^{\dagger}) + k_{\theta} \cdot |\theta_{p} - \theta_{p_{i}}|,$$

$$p_{i}^{\dagger} = \min_{p_{1},...,p_{n}} \delta_{i}.$$  

The two types of differences are weighted by two user-defined gains ($k_{d} \geq 0$, $k_{\theta} \geq 0$). A large $k_{d}$ will force the vehicle to remain close to the trajectory while a large $k_{\theta}$ will give the primitives that are parallel to the trajectory a better chance to be chosen. Using this metrics, the planner searches through all the primitives in the library and selects the one with the least difference as the optimal local path plan $p_{i}^{\dagger}$. The teacher’s control input $u_{T_{i}}$, which is associated to $p_{i}^{\dagger}$, is the command that will be mapped to the learner.
After a command sequence is executed, the learner will evaluate the situation and use the planner to generate a new local path and corresponding command sequence. The learner will continue to repeat this planning procedure until it arrives to the destination.

Since the learner has differing dynamics from the teacher, as the learner executes the command sequence to follow the composed path, it may deviate from it. When the learner is in an open area, such deviation is not critical because the command sequence only lasts a short period of time and it can always be corrected by the planner at the next planning step. However, such deviation can compromise the safety of the learner when it maneuvers in a cluttered environment. To provide safety guarantees to the system, we introduce an event triggered mechanism to monitor the learner at runtime. The runtime monitor measures the distance between the learner and the planned path \( d_\epsilon \). The re-planning procedure is triggered when \( d_\epsilon > \epsilon \). The smaller that the threshold \( \epsilon \) is, the more conservative the learner behaves. As we discussed, the learner does not need to constantly re-plan if the deviation happens in an open area. Thus, the threshold \( \epsilon \) should be dynamically changed to reflect how crowded the surroundings are. In our work, the threshold is defined as:

\[
\epsilon = \left\{ \begin{array}{ll}
\eta \cdot \min(||p - o_i||) & i = 1, 2, \ldots, N_o, \\
\infty & i = \emptyset,
\end{array} \right.
\]

where \( N_o \) is the number of obstacles in the learner’s field of view, \( o_i \) is the position of obstacle \( i \), and \( \eta \) is a constant.

\[ \text{V. SIMULATIONS} \]

For the simulations, we created a general case study which, we believe, is rich enough to represent the problems we are dealing with. With the following case studies we demonstrate how, thanks to our approach, a robot can quickly adapt to downgraded dynamics due for example to a failure or system’s aging. In this case, the teacher is a vehicle with full capabilities while the learner is the same vehicle whose dynamics are compromised. For ease of implementation, we consider that both the teacher and the learner have small inertia thus the acceleration period can be neglected (e.g., an electric vehicle). The kinematics for both the teacher and the learner are given by the following bicycle model:

\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\theta}
\end{bmatrix} = \begin{bmatrix}
(v \cdot v_{\text{max}} \cdot \cos \theta) \\
(v \cdot v_{\text{max}} \cdot \sin \theta) \\
\gamma \cdot \gamma_{\text{max}}
\end{bmatrix}, \quad u = \begin{bmatrix}
v \\
\gamma
\end{bmatrix},
\]

where \( v_{\text{max}} \) and \( \gamma_{\text{max}} \) denote the maximum capability on velocity and steering angle of the vehicle. The learner’s model is treated as a black box which takes in a control input and produces the updated state of the learner. A Gaussian noise of \( G \sim \mathcal{N}(0, 0.1) \) is added to the learner’s position to simulate measurement errors. Since the teacher and the learner are the same vehicle, the range of the control inputs for both of the vehicles are same which are \( u = \{v, \gamma \mid v \in [0, 1], \gamma \in [-1, 1]\} \). However, the learner is downgraded so that it can not achieve the same level of performance as the teacher when it is given the same command. In this case study, the maximum velocity \( v_{\text{max}} \) of the learner is downgraded from 3 m/s to 1 m/s while the maximum steering angle \( \gamma_{\text{max}} \) is downgraded from \( \pi/3 \text{ rad/s} \) to \( \pi/6 \text{ rad/s} \). For example, the same control input \( u = 1 \) drives the teacher at 3 m/s while the learner can only drive at 1 m/s. The learner is asked to follow a “S”-shaped trajectory while navigating through a cluttered environment.

Fig. 7 shows two snapshots within the time frame of the entire simulation. As the result shows, the learner is able to closely follow the desired trajectory. The learner behaves more conservatively when the obstacles are within the field of view (FOV). In order to obtain the results in Fig. 7, a sequence of \( 5 \times 5 \) grid commands were fed to the learner. Based on the change of the states before and after executing the command, an equivalent teacher command is retrieved and paired with learner’s input. All the command pairs are shown in Fig. 8. The boundary of the commands on teacher’s command space marks the limitation of the learner. The learner can map the teacher’s command which falls in the boundary to get the learner’s control input, and the mapped control input will produce a similar maneuver as the teacher.

![Fig. 7](image_url)

The path following result of the entire simulation is depicted in (a). The local path planning of the SCM mapping results for the robot at position ‘A’ are shown in (b), (c), (d), and the results at position ‘B’ are shown in (e), (f), and (g).
Fig. 8. The command pairs are one-to-one color coded across the two command domains.

Fig. 9 shows all the teacher’s motion primitives and the corresponding commands. Each of the primitives are constructed by driving the teacher with a certain control input for 1 second. The command pairs on the boundary of the convex hull are used to identify if the command for building the motion primitive is within the learner’s capability. Among all the 121 motion primitives, 35 of them are preserved after the motion degradation and used for path planning.

For the path planner, we set the planning horizon to \( s = 2 \) and the threshold to trigger re-planning as \( \eta = 0.5 \). In Fig. 10, we show the result of the learner driving directly with the teacher’s commands without using our proposed approach. As expected, the learner failed because it used commands not adapted to its new dynamics.

Our proposed transfer learning approach was validated by a set of experiments in which we transferred the planning and control knowledge of a simulated teacher into two real learner vehicles. The video of all experiments are available in the provided supplemental material. In each of the experiments, we used the same simulated teacher vehicle. The vehicle dynamic model can be approximated to the one showed in the simulation experiments. The maximum velocity \( v_{\text{max}} \) and the maximum steering angle \( \gamma_{\text{max}} \) of the teacher were set to be 1.6 m/s and \( \pm 1.2 \) rad/s respectively. The proposed method was implemented in MATLAB and we used the MATLAB ROS Toolbox together with Robot Operating System (ROS) to control the vehicles. We used MATLAB Schwarz-Christoffel toolbox [18] for computing the mapping function. The experiments were conducted in the indoor environment and the state of the vehicles are captured by a VICON motion capture system.

For the first experiment, we asked the learner vehicle to follow an S-shaped path with the initial heading of \( \frac{\pi}{4} \) from the desired orientation. As shown in Fig. 11, a narrow gate and an obstacle was set along the path. Using a Clearpath Jackal UGV as the learner vehicle, we tested its capability by sending certain commands over a period of 1 second, and based on the change to the state, we retrieved the equivalent teacher commands. The command pairs and the teacher’s primitives that were used to plan the learner’s path are demonstrated in Fig. 12. During the tracking mission, the maximum distance between the desired path and the actual trajectory was recorded as 0.1905 m and the maximum deviation between the actual trajectory and the local motion

VI. EXPERIMENTS
plan was 0.0293 m. Considering the vehicle’s initial heading is not aligned with the desired path and the size of the vehicle is approximately 0.5 m × 0.43 m × 0.25 m, the maximum deviation was negligible. For comparison, the same experiment without the SCM component was performed. As expected and as shown in Fig. 13 the learner vehicle collided with the gate and could not continue its task. Additionally, it can be clearly seen that there was a mismatch between the learner’s trajectory and the primitive which was given by the path planner. This is also due to the fact that the teacher’s control input was not mapped to the learner.

To show the generalizability of our proposed framework, similar to the experiment with the Jackal UGV, we performed another experiment with the same settings but this time using a Turtlebot2 as learner. The command pairs and the primitives which were used for learner path planning are shown in Fig. 14. The result shows that with our proposed approach, the Turtlebot2 could adapt the teacher controller and path planner to track the desired path with the maximum deviation of 0.1381 m. The tracking error between the vehicle’s trajectory and the local planned primitive was small within 0.0978 m as can be noted in the figure in which the blue and the red segments are nearly overlapping throughout the whole process.

In our future work, we are looking into leveraging multi-dimensional conformal mapping to transfer from a higher-order system to a lower-order system, such as from an aerial vehicle to a ground vehicle. We plan also to extend our framework to deal with learners that have more capabilities than the teacher.
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