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**ABSTRACT**
A geometric model of an autostereoscopic 3D display is described herein. This model is based on the geometry of typical display devices and on the projective transformations that provide periodicity in the projective space. The formulas for the transformations between regions and spaces are provided. The model can be applied to the study of an operation of the multiview, integral, plenoptic, and light-field displays. A practical application considered in this paper is the multiview wavelet transform.
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1. Introduction

There are several types of the autostereoscopic three-dimensional (3D) devices known: multiview displays, plenoptic displays, and integral imaging displays (sensors) (see [1–5] and the references therein). In these devices, the content of the image plane can be treated as a two-dimensional (2D) representation of a photographed/computer-generated 3D scene. Depending on the device type, this image is called differently: a multiview image [6], an integral image [7,8], a light-field image [9], or a plenoptic image [10]. Some plenoptic cameras are already available in the market [11,12].

Despite the taxonomic difference between the mentioned autostereoscopic devices and methods, the structure of the image in the image plane of all the mentioned devices is the same or very similar [13]; basically, it consists of repeated image cells spread across the whole image. The similarity between the multiview images and the integral images [13–15] (confirmed in [14] in numerical experiments) allows the description of an integral image in terms of the multiview image, and vice versa. The structure of the plenoptic image is similar to that of the integral image [16]. Therefore, the image in the image plane of all the three types will be called ‘composite multiview image,’ without paying particular attention to the difference. A cell of a composite image has some small patches from different parallaxes [17].

The multiview image can be composed from separate view images [18], as well as decomposed into a set of images [19]. In the case of a digital screen, the number of view images (parallaxes) is equal to the number of pixels in the image cell [19]. For instance, in multiview displays, the number of pixels in a cell is usually about 10, but in super-multiview displays, this number can reach and even exceed a hundred.

The above similarity makes it possible to consider various 3D displays from a common point of view. Today, however, there are only a few models of autostereoscopic devices that are known [20,21], each depicting a particular feature of a 3D display. Useful geometric relationships are given in [22] and [23]. The model in [24] describes a recording system using a hexagonal array of microlenses, including many useful formulas and expressions for the disparity and the spread function. The paper [21] provides a model based on a homogeneous matrix describing the range of perceived distances, including the limitation due to stereopsis (fusion). Stern and Javidi [25] classify the integral displays and analyze an ideal display. [22] is based on the lens model. In [26] and [27], the viewing angle, range, and angular resolution are analyzed.
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Plenoptic imaging is analyzed in [28] and [29]. None of the above-mentioned works on 3D imaging, however, presents a systematic model of a whole multiview display.

From the authors’ point of view, geometry is one of the most fundamental system properties, whose influence on the quality cannot be neglected. The equivalence of the light sources, pinholes, and lenses is explained in [23]. Therefore, the term ‘point source’ is used in the model even if a device actually uses lenses or pinholes.

Although the analytical formulation was made relatively recently in [30] and [31], some important properties of multiview images were already used in the multiview stereograms [32] in 1999, and some aspects of the model have been occasionally mentioned and have already been used, particularly in [14], [33], and [34].

The proposed analytical model is based on the most typical structure and on most of the general geometric properties of autostereoscopic displays, and therefore covers a wide range of autostereoscopic displays and sensors. The model allows finding various geometric parameters of the autostereoscopic 3D display analytically, in a convenient closed form. An essential part of the model is the projection transformation. The discrete planes in the projected regions are equidistant (an essential feature of the projection model). A particular advantage of the projective form is in the uniform layout of regions; therefore, wider areas of regions can be observed at once. This makes the model a useful and flexible tool for various practical applications, including for the measurements of the optimal viewing distance (OVD) [35] and wavelet transform [36].

The paper is organized as follows. First, in Section 2, the autostereoscopic 3D display device in the regular Cartesian space is described, and the layout of the image and object regions as well as the screen cells, quasi-horizontal cross-sections, converging/diverging geometry, sites, depth planes, and multiple regions are presented. Second, in Section 3, the projections, plane-to-plane transform, multiple projected regions, and spatial structure are discussed. Third, in Section 4, the multi-view wavelets are introduced as a logical consequence of Section 3. Finally, the Discussions and Conclusions sections end the paper.

2. Basic definitions and objects of the model

2.1. Light sources and observer

A plain 2D array (matrix) of point light sources is installed orthogonally to the line of sight. All the light sources in matrix $a$ are identical, have identical brightness, and emit light within a certain cone around their axes. The array consists of horizontal lines, $a_i$ being one of them. The currently visible light source for each eye is selected by the modulation screen $s$ (see Figure 1).

The best image is seen from within horizontal line segment $b$ (the observer base), which is parallel to $a$. Observer base $b$ is sometimes called a ‘sweet spot.’ Screen $s$ is located between the array of light sources and the base. The physical meanings of $a$, $b$, and $s$, however, are different: whereas $a$ and $s$ represent physical bodies (the light source array and the screen), $b$ is just a pre-defined location in front of the screen.

The parallel lines $a_i$ and $b$ lie in a certain plane $P_i$ (see Figure 1). Distance $d$ between observer base $b$ and the array of light sources $a$ is called the ‘OVD.’ The origin is located at the intersection of the diagonals of the isosceles trapezoid with the bases $a_i$ and $b$. Distances $d_a$ and $d_b$ are the distances from the origin to lines $a_i$ and $b$.

Although lines $a_i$ and $b$ are horizontal, plane $P_i$ may not be horizontal. Therefore, it will be more accurate to call plane $P_i$ ‘almost horizontal’ or ‘quasi-horizontal.’

2.2. Screen

A multiview autostereoscopic 3D display device, as a rule, consists of two parallel layers: the first layer is the array of light sources, and the second layer is the modulation screen (see Figure 1). The screen $s$ displays a specially prepared composite multiview image.

Instead of the light sources formally considered in the model, their optical equivalents within the framework of the linear geometric optics can be used in practice. For example, lenses or pinholes can be used with a few differences, in almost the same manner. Correspondingly, a transparent screen is combined with the array of physical light sources, and a light-emitting screen is combined with the array of lenses (or pinholes).
The screen of an autostereoscopic 3D display can be regarded as consisting of logical cells, with one cell per light source. The cell is a part of the screen. The corresponding cell is defined as the cell through which the light ray from the light source passes to the center of base \( b \).

The layout of the cells directly corresponds to the layout of the light sources [30,37]. The shape of the screen is geometrically similar to the shape of the array. With a uniform array of light sources, all the cells are identical and thus could be either squares (rectangles, parallelograms, or rhombi) or hexagons.

### 2.3. Regions

In the space around a 3D autostereoscopic 3D display device, two fundamental spatial volumes can be brought out: where the images are displayed and where the images are observed. These volumes are referred to as the image region and the observer region.

The observer region is located in front of the display screen, around the base. From the base, the image is perceived without visual crosstalk. From the central (main) observer region, all the light sources (each and every light source, without any exception) are seen through the corresponding cells.

The image region is a volume for locations potentially seen by an observer at base \( b \). It is a functional analogue of the viewing frustum in 3D computer graphics. The image region occupies the array of light sources: the screen together with the adjacent space in front and behind them.

The cross-section of regions lying in a quasi-horizontal plane \( P_i \) is shown in Figure 2. The region is shaped like a deltoid (kite), a symmetric quadrilateral consisting of two adjacent isosceles triangles. Base \( b \) and array \( a_i \) are the main diagonals of the corresponding regions.

The ratio of the horizontal size (width) of the array of light sources to the width of the observer’s base determines the principal characteristic of the geometry of the multiview display device.

\[
c = \frac{b}{a}, \quad (1)
\]

where \( a \) and \( b \) are defined above, in Section 2.1.

When \( c > 1 \), the geometry is converging; otherwise, it is diverging. As the sides of the regions are extensions of the same two rays, only one region is closed (finite); the other is open (infinite), as can be seen in Figure 2.

### 2.4. Sites

Observer base \( b \) is divided into \( n \) segments, often called ‘viewing zones’; \( n \) is equal to the number of parallaxes \( N_v \) (view images) corresponding to the specific position and direction of the camera when the image was photographed or synthesized. In displaying, each of the segments receives an image of one parallax. In multiview displays, there are typically a few segments per interocular distance (approx. 6.5 cm). In super-multiview displays [38], the segments are short as their length is essentially smaller than the interocular distance and can be even less than the diameter of the pupil of the human eye.

Similarly, the main diagonal \( a \) of the image region is divided into \( m \) segments \((m = N^* − 1)\), where \( N^* \) is the number of light sources along one row of the matrix.

The geometric structure and other properties of regions [39] are basically defined by the rays from the light sources to the segments of the base. By these rays, the regions are divided into a number of subregions [40,41] (see Figure 3). The rays of two minimal layouts (in the first, \( N^* \) light sources are combined with one parallax, while in the second, two light sources are combined with \( n \) parallaxes) define quadrilateral subregions called ‘sites’ herein (see Figure 3). Due to their special meaning, the intersections of the rays of the minimal layouts are sometimes called ‘nodes.’ In the case of the first minimal layout (one parallax), there are \( m^2 \) sites in the image region; in the case of the second minimal layout (two light sources), there are \( n^2 \) sites in the observer region (Figure 3).

### 2.5. Discrete depth planes

The main diagonals of the sites (which are parallel to the array of light sources) can be merged together and form a set of discrete lines \( l_i \), where \( i = 0, 1, \ldots, 2n \) for the image region, and \( i = 0, 1, \ldots, 2m \) for the observer region.
region (see Figure 3). They will be called ‘depth lines’ because they are cross-sections of the depth planes. These lines are sometimes called ‘nodal lines’ [30]. The depth planes were considered in [17] and [42].

The 0th depth line of both regions coincides with the x-axis. The nth depth line of the observer region is observer base b, while the mth depth line of the image region is the array of light sources. The 2nth and 2mth lines are at the farthest apexes of the regions.

2.6. Analytical formulas

A formula for the location of the depth line can be obtained from geometric considerations, as follows. The similar triangles of two kinds (with sides a and b and an intermediate i-th depth line; see Figure 3(a)) imply that

\[
\frac{mw_i}{a} = \frac{d_b + l_i}{d},
\]

and

\[
\frac{iw_i}{b} = \frac{l_i}{d_b},
\]

where \(d_b\) is the distance between the observer base and the origin.

\[
d_b = \frac{1}{1+c^{-1}}d = \frac{c}{1+c}d.
\]

Excluding \(w_i\) from Equations (2) and (3),

\[
\frac{b \ l_i}{i \ d_b} = \frac{a \ d_b + l_i}{m \ d},
\]

and substituting the definitions of \(c\) and \(d_b\) from Equations (1) and (4), the equation below is obtained.

\[
ml_i = i\frac{1}{1+c}(d_b + l_i)
\]

Isolating the terms with \(l_i\) in Equation (6), the formula for the location of the depth line \(l_a\) is obtained.

\[
l_a(i) = \frac{i}{f_a(i)}d_b = \frac{i}{f_a(i)} \cdot \frac{c}{1+c}d,
\]

where

\[
f_a(i) = mc(i) - i.
\]

The formulas for other important geometric characteristics of the image region, such as the distance between the successive depth lines \(\Delta l_a\) and the width of the sites \(w_a\), are derived from Equation (7), as shown below (these quantities are graphically shown in Figure 3).

\[
\Delta l_a(i) = l_a(i+1) - l_a(i) = \frac{mc}{f_a(i)(f_a(i) - 1)}d,
\]

\[
w_a(i) = \frac{1}{f_a(i)}b.
\]

Equation (4) represents the location of the base (the distance to the origin) shown in Figure 1, while Equation (8)
defines a function that is common for many expressions, such as Equations (7), (9), and (10). This function characterizes the region.

Note that the subscript $b$ means the observer region while the subscript $a$ relates to the image region.

2.7. Location of the screen

Although the screen can generally be located anywhere between the array of light sources and the base, it is typically located at the discrete plane adjacent to the main diagonal of the image region: either the $(m-1)$-th or the $(m+1)$-th discrete plane. At these planes, the screen area is used most efficiently, without gaps and overlaps. The formulas for the screen are available in [30] and [42]. The screen at the $(m-1)$-th line is a transparent screen combined with the physical light sources at $a$, while the screen at the $(m+1)$-th line is a light-emitting screen combined with the lens array or pinhole array at $a$ (see Figure 4). The images of these cases can be easily transformed into each other [43].

In the case of the lens array, as a rule, the distance between the lens array and the array of light sources coincides with the focal length of the lenses, although this is not a requirement. This condition is not satisfied in the modified integral photograph [44].

2.8. Correspondence between two regions

The formulas for the observer region were obtained in [45]. The picture of the regions, sites, and discrete planes (Figure 3) suggests a similarity between the regions; as such, the analytical descriptions of the regions should be similar. Therefore, in principle, it is sufficient to consider only one region; the description of another region can be based on the similarity (i.e. the changes in the variables),

\[ a \leftrightarrow b, \]
\[ m \leftrightarrow n, \]

and consequently,

\[ c \leftrightarrow c^{-1}; \] (12)

this converts the formulas for one region to the formulas for another.

The above correspondence creates an interchangeability of the analytical descriptions of the regions. The formulas for the observer region are obtained by applying the rules in Equations (11) and (12) to Equations (7)–(10). The result is as follows:

\[ l_b(i) = \frac{i}{f_b(i)} d_a = -\frac{i}{f_b(i)} \frac{1}{1 + c} d, \] (13)

\[ \Delta l_b(i) = l_b(i+1) - l_b(i) = n c^{-1} \frac{a}{f_b(i) f_b(i) - 1} d, \] (14)

\[ w_b(i) = \frac{1}{f_b(i)} a, \] (15)

where $d_a$ and $f_b$ are defined similarly as their counterparts in the image region in Equations (4) and (8).

\[ d_a = -\frac{1}{1 + c} d, \] (16)

\[ f_b(i) = n(c^{-1} + 1) - i \] (17)

2.9. Multiple lateral regions

Technically, some rays from a light source may propagate outside the observer region even if they pass through the corresponding cell. Also, there are rays that pass through the neighboring (not the corresponding) cells [20]. These rays may potentially create some extra regions to the left and to the right of the main region defined in Section 2.3. For example, two additional lateral object regions with bases $b_{-1}$ and $b_1$ are shown in Figure 5. A ray to main base $b$ passes the corresponding cell whereas a ray to the lateral bases $b_{-1}$ and $b_1$ passes through the left and right neighbors of such cell.

Multiple regions were considered in [31] and [45]. The first necessary condition for multiple regions to exist [46] is that the angular luminosity of the light source should cover the next lateral base:

\[ \tan \left( \frac{\alpha_{\max}}{2} \right) > \frac{a + M b}{2d}, \] (18)

where $M$ is the number of lateral regions.

Another necessary condition is the presence of extra screen cells beyond the edges of the screen, which is
Figure 5. Neighboring cells and multiple observer regions \((N_v = 1, N^* = 4, N_{reg} = 3)\).

Figure 6. Main observer region in space: (a) horizontal-parallax-only case; and (b) full-parallax case.

typically designed only for the central region. Also, the transparency of the screen cells should not essentially drop at the low incident angles.

The regions are spatial shapes. For different rows \(a_i\) of the array of light sources and the same \(b\), potentially visible objects are arranged within a wedge (the case of the horizontal parallax only (HPO) with vertical lenticulars or barrier slits) (see Figure 6(a)). In this case, the cross-section for all the rows of the screen have exactly the same shape and are stacked consisting of a compound of two prisms (wedges).

The same shape can be built in the full-parallax case in the direction orthogonal to \(b\). Therefore, the observer area of the latter case is an intersection of two wedges (i.e. an octahedron) (see Figure 6(b)). In this case, the cross-sections for different rows of the screen are geometrically similar but have different sizes; thus, the resulting spatial shape is a compound of two prisms.

3. Projective model

Both regions have a repetitive but non-periodic structure \([47]\). To obtain uniform and periodic regions, a projective transformation is applied. The projective transformation is characterized by its center and its projection plane (screen), for which reason it is also called ‘central projection.’ The projective transform of regions was proposed in \([33]\).

The contents of this section are as follows. The centers and planes of projections are defined, and they are used to derive the transformation matrices. Thereafter, the projected regions are described, and the formulas for the main geometric characteristics of the projected regions are obtained based on the above matrices.

3.1. Centers and planes of projections

A convenient layout of the centers and projection planes of the central projection (which ensures a periodic structure of the projected regions and sites) was found in \([31]\). This layout is shown in Figure 7 for two regions, separately. Such layouts were also proposed in \([45]\).

Shown in Figure 7 are the central projections of the quasi-horizontal cross-sections of the regions (xz-plane) lying in the half-planes of the xz-plane onto the half-planes of the xy-plane; the screen is the xy-plane, and the projection centers (cameras) are:

\[
P_a = \begin{pmatrix} 0 & -f_a & 0 \end{pmatrix}^T, \\
P_b = \begin{pmatrix} 0 & -f_b & 0 \end{pmatrix}^T,
\]

where \(g\) is the distance from the projection center to the xz-plane, and \(f\) is the distance from the camera to the screen. These projections are independent of each other. Therefore, the variables \(f\) and \(g\) of each region generally do not relate to each other.

3.2. Projection matrices

A projective transformation can be conveniently written in the homogeneous coordinates \([48]\) and \([49]\), as follows:

\[
(x' \ y' \ z' \ W')^T = M(x \ y \ z \ W)^T,
\]

where \(x, y, z,\) and \(W\) are four-dimensional homogeneous coordinates, and \(M\) is the homogeneous transformation matrix \(4 \times 4\):

\[
M = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & -g/F & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & -1/F & 1
\end{pmatrix},
\]

where \(F\) is an effective focal distance of the camera.
Figure 7. Layout of the centers and projection planes ($c < 1$). $a$ and $b$ are the diagonals of the regions; $a'$ and $b'$ are the projected diagonals.

Although its own projective transformation is used in each region, the expressions for the transformations are similar (see Section 2.8) and can be mutually interchanged by applying Equations (11) and (12). The particular matrices can be found in [14], [31], and [45].

In a 3D display device, certain physical relationships should be fulfilled, and therefore, some parameters of projection are interconnected. That is, in the image region, $F_a$ must be equal to the modulus of distance $d_b$ between the base and the origin:

$$F_a = |d_b| = \frac{1}{1 + c - 1} d. \tag{22}$$

Therefore,

$$M_a = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & \frac{1 + cg_a}{c} & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & \frac{1 + c}{c} \frac{d}{d} & 1 \end{pmatrix}. \tag{23}$$

Note that $g$ is an arbitrary constant, which is involved only in the transformation of the affected $y$-coordinate; therefore, the scale is only along the $y$-axis, without reference to the other parameters.

3.3. Reduced matrix

For practical purposes, what is most important is the transformation of the planes, and all three coordinates are not required. Therefore, it is sufficient to use a submatrix of reduced dimensions, which describes a plane-to-plane transformation (mapping) [31].

The reduced matrix describes the transformation with $y \equiv 0$. The matrix for a 3D display and the corresponding transformation of the planes are as follows:

$$H_a = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \frac{1 + cg}{c} \frac{d}{d} & 0 \\ 0 & -\frac{1 + c}{c} \frac{d}{d} & 1 \end{pmatrix}, \tag{24}$$

$$x' = \frac{1}{1 - \frac{1 + cg}{c} \frac{d}{d}} x, \quad y' = \frac{1 + cg}{c} \frac{d}{d} y. \tag{25}$$

N.B. When the reduced matrix is used, the 3D coordinates $(x, y, z)$ are implicitly renamed into the plain 2D coordinates $(x, y)$, as follows: $z \rightarrow y$.

3.4. Projected main region

In the projective form, the projected discrete planes are equidistant. In general, the shape of the projected region is a rhombus. The projective transformation Equation (23) ensures the periodicity of the transformed elements (regions and sites). Then all the sites (originally general quadrilaterals of various sizes) are transformed into identical rhombi. Moreover, through the proper selection of an arbitrary constant $g$, the rhombus can be transformed into a $45^\circ$-rotated square (‘diamond’).

$$g_a = d_b. \tag{26}$$

A projected cross-section of the image region satisfying Equation (26) is shown in Figure 8, as in [50]. In a projective space, the general octahedron in Figure 6(b) becomes the regular one. Due to the symmetry, the projected observer region looks similar; its structure is confirmed experimentally [31].
The parallaxes are represented by partitioning base $b$ (and projected base $b'$) into $n$ segments in both forms (Cartesian and projective).

The light sources, however, look different. In the Cartesian form, they are represented by families of rays from the common point, whereas in the projective form, they become families of parallel lines. In either case, however, they intersect the base in a few pre-defined points.

### 3.5. Multiple projected regions

In the projected form, all the projected sites (rhombi or squares) are identical and can be formally extended in two directions [30,31]. The regularity makes it possible to extend the observer region into multiple regions [45] (Figure 9) by applying the matrix Equation (24). The extended indices are higher than $2n$, and each next extended region takes $2n$ depth planes. Note that here, a distinction has to be made between the regions and the transition volumes.

In the space in front of the screen, multiple octahedral object regions can be seen [51]. It is principally impossible, however, to fill the 3D space using only the octahedra [52]. Some additional volumetric shapes (tetrahedra) are needed to fill the gaps between the octahedra. These tetrahedra represent the transition volumes between multiple regions (see Figure 10). A spatial structure built this way, the tetrahedral-octahedral honeycomb, is composed of alternating octahedra and tetrahedra at a 1:2 ratio (refer to [52]).

From within the central octahedron, all the $N^*$ light sources are visible (in a row), while from each next lateral octahedron, the number of visible light sources is lower. To overcome this, some extra light sources beyond the edges of the regular (main) screen can be added. From the tetrahedra, both the corresponding and neighboring cells are visible.

### 3.6. Projective formulas

The formulas for the three main characteristics of the projected image region (the same as in Section 2.6) are as follows:

$$ l'_a(i) = \frac{i}{f_d g}, \quad \Delta l'_a(i) = \frac{1}{f_d g}, \quad w'_a(i) = \frac{c}{f_d a}, $$

where

$$ f'_a(i, m, c) = m(c + 1). $$

The expressions for the observer region can be obtained by applying the rules in Equations (11) and (12). The function $f()$ is involved in most formulas and can thus be used as a characteristic of the region (compare Equations (8) and (30)). Note that the formulas became simpler, and that the function in Equation (30) is not defined at certain points.
dependent of the running index (see also [53] (Cartesian vs. projective) and [45] (for the observer region)).

4. Wavelets

The uniform and periodic structure of the image region inspires the wavelets. Wavelet analysis is a flexible tool. In this paper, [36] is basically followed, but instead of the B-splines, the circularly symmetric 2D wavelets are used; the wavelet packet is a linear combination of the 2D Marr wavelets [54]. This wavelet corresponds to the symmetry of the problem; particularly, it does not have such artifacts as positive flash-ups/spikes at the ±45° diagonals. Therefore, the angular sensitivity would not have peaks in the ±45° directions. Formally speaking, the multiview wavelets are based on Equations (27)–(30).

In wavelet analysis, there is no need to process the redundant areas between the cells, and as such, wavelet analysis is performed on a cell-by-cell basis. This means that at each next step starting from the upper left corner of the composite image, the convolution is made with the lateral step equal to the size of the cell. As a result, the wavelet coefficient maxima, which show the locations of the visible points in the space, can be obtained. This way, the spatial structure of the object photographed using a multiview/integral/plenoptic camera can be restored.

Examples of the symmetrized 2D wavelets are shown in Figure 11. For better appearance in the printed journal, the colors are as follows: white = low value (min) and black = high value (max). Compared to [36], the definition of the planes is modified; that is, the number

![Figure 11. Wavelet packets based on circularly symmetric wavelets (planes −3 and +3).](image)

![Figure 12. Wavelet analysis of the test object 'diagonals' in the planes −3, 0, and +3.](image)
of elementary waves in the packet is equal to the incremented absolute value of the distance.

In all the testing images, the recognized locations are numerically determined by the maximal wavelet coefficients. In the examples below, the colors are the same as in Figure 12. Shown are the layout of the test object, the composite image, and wavelet analysis. The first example is the computer-generated composite image of the spatial diagonals of the cube with two additional spots on the opposite sides, as in [36].

The planes ±3 are taken because the side spots lie at those heights, and the diagonals are not in the corners of the cube. In the output of the wavelet transform in the corresponding depth planes, the cross-sections of the diagonals are clearly recognizable, together with the side spots. Across all the depth planes, the recognized features describe the testing shape exactly.

Compared to the full-parallax case in [36], the recognized points are identified more sharply and thus more accurately.

The next example is an image taken with a plenoptic camera. This image is provided ‘free to use’ at the website of T. Georgiev. This image consists of approx. 100 cells. The recognized objects are as follows (see Figure 13). In the −4th plane, two branches of the tree are recognizable; in plane 0, the wheel and the front of the car are recognizable; and in the 2nd plane, the door and the window of the house are recognizable. The depth of these locations qualitatively corresponds to the layout of the scene.

5. Discussions

The model has already been applied to the multiview wavelets [36], to the estimation of the image quality [45,55], to the estimation of the probability of the pseudoscopic effect [31], and to the measurements of the geometric characteristics of displays [35] (i.e. the OVD). The first application relates to the depth planes in the image region; the three others (quality, pseudoscopic effect, and OVD) relate to the fragmentation of the observer region and the layout of the sites. In both cases, the regularity and periodicity of the sites are essential.

The model can also be a useful and flexible tool for many other applications. Among the possible applications are analyzing regions, image cells, and image mixing; designing autostereoscopic displays (full-parallax and HPO displays with rectangular, hexagonal, and slanted image cells); measurement, analysis, simulation, and control of the geometric characteristics of 3D displays [35,56]; and analyzing the depth and resolution [26]. There can be many other applications (e.g.
controlling the viewing zones [57], 3D cursors, etc.) in the multiview, integral, plenoptic, and light-field displays.

The main concept of the analytical estimation of the quality is counting mixed-view images. Generally, each site contains its individual set of view images, but there are some common properties in the fragmentation of regions, such as a parameter independent of the lateral displacement. The fragmentation pattern is analyzed in the projective space, and a geometric invariant is found.

The optimal observer distance is one of the most important geometric parameters of a 3D display. It is proposed that the fundamental geometric parameters of the autostereoscopic 3D display devices be measured based on the fragmentation of the observer region and the correspondingly designed test patterns. The following geometric parameters can be measured using a monocular measuring camera and the signed distinction function: the OVD, the width of the sweet spot, and the width of the individual viewing zone. The visual appearance of the special test patterns allows automated measurements. An advantage of the projective form is that the width can be measured at an arbitrary distance to the screen.

Generally speaking, the corresponding cell is not necessarily the closest cell to the current light source.

The screen locations in front of the array of light sources or behind it correspond to the real and virtual modes of integral imaging. Efforts were made, however, not to draw much attention to this, especially because the composite image in the screen plane can be transformed between the two cases (the physical light source and the lens) by means of the inversion of the local coordinates within each cell [43]. Strictly speaking, in the current implementation of the wavelets, the restored location is not a point but is an octahedral volume between the depth lines in the projective space. The accuracy of the depth analysis can be improved, however, by redefining the width of the individual pulses of the packet. The highest depth accuracy (the shortest resolvable distance) will be equal to the double-interline distance in Equation (28) divided by the number of pixels in the cell (note that in the Cartesian space, the result will depend on the distance).

6. Conclusions

An analytical description of multiview images based on the typical structure of autostereoscopic displays is proposed. The main results of this research are the clear analytical description of the space around a 3D display in the projective coordinates. It is based on projections and is therefore periodic and extendable. One application is discussed: the wavelet analysis of multiview images. Based on these results, it may be assumed that the synthesis of 3D images can also be based on these multiview wavelets. In that case, other applications, such as the 3D cursor, will be possible.
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