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Abstract

Recent experiments on disordered superconductors find that the superfluid density $n_s(T)$ (or stiffness) decreases dramatically and characteristically with disorder. We describe here an approach which includes the effect of electron pair phase in a gauge invariant manner, and use it to explicitly obtain $n_s(T)$ in the presence of (static) disorder. We compare our results successfully with experiment.
I. INTRODUCTION

Superconductivity is identified with a nonzero complex gap function \( \psi(x) = \Delta(x) \exp[i\phi(x)] \) where \( x \) is a shorthand for spatial coordinate \( r \) and imaginary time \( \tau \), \( \Delta(x) \) is the amplitude of the gap and \( \phi(x) \) its phase. The microscopic theory of superconductivity\(^\text{1,2} \) identifies it with the statistical average of a Cooper pair of electrons. If the system has static nonmagnetic disorder which preserves time reversal invariance, the condition for pairing of electrons in time reversed states does not change provided the effective pairing attraction does not. This is Anderson’s theorem\(^\text{3} \), and consequently, in the BCS mean field theory the superconducting transition temperature \( T_c \) does not change, as broadly confirmed by experiment. Recent work on disordered superconductors shows however that both \( T_c \) and superfluid density \( n_s(T) \) decrease with disorder in a characteristic way\(^\text{4,5} \). The single particle density of states exhibits a pseudogap above \( T_c \), somewhat like what is seen in cuprate superconductors\(^\text{6–8} \). Moreover, there seems to be a new state of quantum matter, the failed superconductor state which occurs for relatively weak disorder or no disorder\(^\text{9} \). This state is most likely characterized by Cooper pairs whose phases are not mutually coherent. In all these systems, disorder is not large enough for effects of Anderson localization to be significant so that issues such as the superconductor-insulator transition due to disorder or the ‘superinsulator’ phase are not relevant. It seems quite likely that all these phenomena are connected with the effect of the phase \( \phi(x) \), affected by disorder or interactions.

While there is a theory of the electromagnetic properties of superconducting alloys\(^\text{10} \) this rather complex approach is restricted to \( T = 0 \). We outline here a simple general approach which directly expresses the Hamiltonian of the superconductor in terms of the electron pair phase (which may also depend on time in general). The Hamiltonian is obtained here as a function of the gauge invariant superfluid velocity \( v_s(x) = (1/2m)(\hbar \nabla \phi - (2e/c)A) \). The coefficient of the term quadratic in \( v_s \) is by definition \((1/2)\rho_s\), where \( \rho_s \) is the superfluid stiffness (Section II and see also Ref.\(^\text{11} \)) which is proportional to \( n_s \).

Using this result, we obtain in the subsequent section (Section III) results for \( n_s(T = 0) \) and \( n_s(T/T_c) \) as a function of static nonmagnetic disorder (characterized by a relaxation time \( \tau \)), using standard many body methods (for a many electron system with random impurities leading to a nonzero \( \tau^{-1} \), and with a zero range BCS pairing attraction). The disorder
dependence of $n_s(T = 0)$ is explicitly calculated in the relaxation time approximation; the London value of $n_s$ in the ground state ($T = 0$) is recovered in the clean limit ($\tau^{-1} \to 0$). We also obtain the dependence of $n_s(T/T_c)$ and show that the other limiting behaviour near $T_c$ (namely its going to zero) is also correctly obtained. In section III, we compare our results broadly with experiment on disordered superconductors, and obtain agreement both as to the trend of $n_s(T)$ as a function of disorder (it decreases) and the size. We show analytically that it decreases linearly with disorder for small disorder as is seen in experiment, and as predicted in Ref. 10. We obtain closed form expressions for all $T$ and for $\Delta \tau < 1$ as well as for $\Delta \tau > 1$ (but $\epsilon_F \tau << 1$). Some possible future directions including application to the failed superconductor situation (where $n_s(T = 0)$ vanishes at $T = 0$) are suggested in the concluding discussion section (Section IV).

II. FORMAL PRELIMINARIES

We consider electrons in a random potential $V(r)$ interacting via a zero range BCS attractive potential of strength $g$. The system Hamiltonian is

$$H = \int dr \sum_\sigma \left[ \frac{1}{2m} \left( \frac{\hbar}{i} \nabla - \frac{e}{c} A(r) \right)^2 + V(r) - \mu \right] \psi_\sigma(r) - g \int dr \psi_\uparrow^\dagger(r) \psi_\downarrow^\dagger(r) \psi_\downarrow(r) \psi_\uparrow(r).$$

In the standard manner, its partition function can be written as a functional integral over Grassmannian fields $\bar{\psi}_\sigma(x)$ and $\psi_\sigma(x)$ where $x \equiv (r, \tau)$ represents both the coordinate vector $r$ and imaginary time $\tau$. These formally substitute for the Fermi field creation and destruction operators $\psi_\sigma^\dagger(x)$ and $\psi_\sigma(x)$ respectively. The usual Hubbard Stratonovich transformation of the quartic self interaction term in (1) leads to a pair potential term $\Delta^*(x) \psi_\downarrow(x) \psi_\uparrow(x) + \Delta(x) \bar{\psi}_\uparrow \bar{\psi}_\downarrow$ with a Gaussian probability distribution $\exp[-|\Delta(x)|^2/g]$ acting on the electrons. If the Grassmannian fields are integrated out, one has the free energy as a functional of the complex field $\Delta(x)$. The latter is the pair field; the microscopically obtained free energy is a functional of the (Cooper) pair field only, namely we now have $F\{\Delta(x)\}$.

In practice, the above is not explicitly achievable in general. We describe here an approach which was proposed in Ref. 11. This approach uses a gauge transformation of the
Grassmannian field; the physically measured quantities do not depend on the gauge, and the transformed Hamiltonian is explicitly gauge invariant. For simplicity, we consider here the case where the order parameter does not depend on time. The approximation goes beyond the BCS mean field theory in which one essentially assumes that $\psi(x) = \Delta_0$, a real number whose equilibrium value (for a uniform superconductor) is determined selfconsistently. (In our language, this is done by the extremization (actually minimization) of $F_{BCS}(\Delta_0)$, namely by requiring that $(\partial F_{BCS}/\partial \Delta_0) = 0$). It is also valid at all temperatures below $T_c$ and thus goes beyond the Ginzburg Landau theory which proposes a phenomenological functional $F_{GL}(\psi)$ valid for small $\psi$ (i.e. near $T_c$) which varies smoothly. (As is well known, this was microscopically justified by Gor’kov who identified $\psi$ with the (Cooper) pair function $\Delta(x)$).

The complex pair function $\Delta(x)$ can always be written as

$$\Delta(x) = \Delta_0(x) \exp[i\phi(x)]$$

(2)

where $\Delta_0(x)$ is its real amplitude and $\phi(x)$ is its phase. The pair potential $\Delta(x)$ can be made real by absorbing the phase term $\phi(x)$ in a redefinition of the electron pair fields. This is not unique, and the mechanisms of how $\phi(x)$ can be connected in different ways with the members of the electron pair have been discussed by several authors. Here we use a symmetric gauge, namely transform the Grassmannian fields as $\psi_\sigma(x) = \tilde{\psi}_\sigma(x) \exp[i\phi(x)/2]$. This simplifies the free energy considerably. It can be described now as a functional of the real quantity $\Delta_0(x)$ and of the gauge invariant superfluid velocity $v_s(x) = (1/2m)(\hbar \nabla \phi - 2eA/c)$. For simplicity, we consider here the case where the pair phase $\phi$ as well as the amplitude depend only on $r$ and not on imaginary time $\tau$. On using the symmetric transformation, one can write the free energy $F$ as a sum of two terms, namely

$$F = F_0 + F_\phi$$

(3)

where $F_0$ corresponds to the partition function with $H_0$ given by

$$H_0 = \int dr \sum_\sigma \tilde{\psi}_\sigma(x) \left[ \frac{\partial}{\partial \tau} + \frac{p^2}{2m} + V(r) - \mu \right] \tilde{\psi}_\sigma(x)$$

$$+ \int dr \left[ \Delta_0(r) (\psi_\downarrow(x) \psi_\uparrow(x) + h.c.) - \frac{\Delta_0^2(x)}{g} \right]$$

(4)

and $F_\phi$ is the corresponding integral over $H_\phi$ which is given by

$$H_\phi = \frac{1}{4} \int dr \sum_\sigma \tilde{\psi}_\sigma(x) \left[ (p \cdot v_s + v_s \cdot p) + \frac{m}{2} v_s^2 \right] \tilde{\psi}_\sigma(x).$$

(5)
Equation (4) describes electrons moving in a random static potential $V(\mathbf{r})$ and a static pair potential $\Delta_0(\mathbf{r})$. We further assume that there are no spatial variations in $\Delta_0(\mathbf{r})$, i.e., take $\Delta_0(\mathbf{r})$ to be a uniform potential. In that case, $H_0$ is an exactly solvable quadratic Hamiltonian in the absence of the random potential, it is the BCS mean field Hamiltonian. The effect of the pair phase $\phi$ is determined via the Hamiltonian $H_\phi$. To second order in it, the free energy of the superconductor can be written as

$$F(\Delta_0, \nu_s) = F_0(\Delta_0) + \frac{1}{2} \rho_s(\Delta_0) \nu_s^2$$  \hspace{1cm} (6)

where the minimum of the first term gives the self consistent mean field BCS value of the gap in the presence of disorder. The superfluid stiffness $\rho_s$ is like the mass of the superfluid; $(1/2)\rho_s\nu_s^2$ is its kinetic energy. This approach gives us a direct route for obtaining the superfluid density in terms of the properties of the BCS superconducting state.

In Ref.[11] the above formulation, the first to describe the free energy of the electron system microscopically in terms of the pair phase degree of freedom, was used along with the exact eigenstates method of de Gennes.[17] It describes $\rho_s$, the coefficient of the second order terms above, in terms of measured conductivity of the system in the presence of the same disorder $V(\mathbf{r})$ but in the absence of pair interaction. The focus there was to investigate the effect of Anderson localization of electronic states on $\rho_s$.

Here we discuss the effect of $H_\phi$ explicitly using conventional perturbative many body theory methods and describe the effect of the random potential $V(\mathbf{r})$ in terms of an electron relaxation time $\tau$.

III. SUPERFLUID DENSITY

Since the Hamiltonian $H_0$ contains quadratic Grassmannian fields, it can be diagonalized to obtain a Green’s function $G(x, x’) = -\langle T \Psi(x) \bar{\Psi}(x’) \rangle$ where the Nambu spinor $\bar{\Psi}(x) = (\bar{\psi}_t, \bar{\psi}_l)$ and $\langle \cdots \rangle$ represents thermal average of the appropriate quantity with respect to $H_0$ in the absence of the disorder potential and $T$ represents time ordering operator. Within the Born approximation for the scattering caused by the disorder potential $V(\mathbf{r})$, one finds the Green’s function in Fourier space with the configuration average $\langle V(\mathbf{r})V(\mathbf{r’})\rangle_{\text{dis}} = \frac{1}{2\pi\nu\tau} \delta(\mathbf{r} - \mathbf{r’})$ for the disorder potential; $\tau$ is the relaxation time and $\nu$ is the density of states for
electrons of each spin at the Fermi energy. One has
\[
G(k, \omega_n) = \frac{i \tilde{\omega}_n \sigma_0 + \xi_k \sigma_3 + \tilde{\Delta}_0 \sigma_1}{(i \tilde{\omega}_n)^2 - \xi_k^2 - \Delta_0^2} \tag{7}
\]
with the following relation\footnote{10} between renormalized Matsubara frequency \( \tilde{\omega}_n \) and the BCS pair amplitude \( \tilde{\Delta}_0 \) and their respective counterparts in the absence of disorder:
\[
\frac{\tilde{\omega}_n}{\omega_n} = \frac{\tilde{\Delta}_0}{\Delta_0} = 1 + \frac{1}{2 \tau \sqrt{\omega_n^2 + \Delta_0^2}}. \tag{8}
\]
Here \( \sigma \)'s are the Pauli matrices and \( \xi_k = \frac{\hbar^2 k^2}{2m} - \mu \) is the kinetic energy of the electrons with respect to the chemical potential.

Up to the second order in \( v_s^2 \) for the free energy, one finds using \( H_\phi \),
\[
F_\phi = \frac{m}{2} \int d\tau v_s^2 \left[ -\text{Tr} G(x - x') \right]_{r'' = r'' = \tau = 0^+} + \frac{1}{m} \text{Tr} \langle p_\alpha G(x, x') p_\alpha G(x', x) \rangle_{\text{con}}. \tag{9}
\]
The first term in the above equation is the diamagnetic contribution (Fig 1a) which is the London term, the sole nonzero contribution at \( T = 0 \). The second or paramagnetic term describes the current-current correlation due to two particles of the same initial momentum and frequency moving in the uniform pair potential and the zero range random, ‘white noise’ potential. Because the random potential is of zero range, as is well known, vertex corrections (a possible process is shown in Fig. 1c), vanish and one can write the configuration averaged two particle Green’s function as the product of two configuration averaged one particle Green’s functions (Fig. 1b). We thus find an expression for the superfluid density as
\[
n_s(T) = n + \frac{\hbar^2}{3m} \beta \sum_{\omega_n} \frac{d^3 k}{(2\pi)^3} k^2 \text{Tr} [G(k, \omega_n)G(k, \omega_n)] \tag{10}
\]
where \( p = \hbar k \), the angular average of \( k_\alpha k_\alpha = k^2/3 \), and \( n \) is the electron density.

By explicit evaluation of \( n_s(T) \) in Eq. (10) with the use of Eqs. (7), we find
\[
n_s(T) = n \left[ 1 + \frac{1}{\beta} \sum_{\omega_n} \int d\xi_k \frac{\xi_k^2 + \Delta_0^2 - \tilde{\omega}_n^2}{(\xi_k^2 + \Delta_0^2 + \tilde{\omega}_n^2)^2} \right] \tag{11}
\]
whose zero temperature value can be expressed as
\[
n_s(T = 0) = n \left( 1 + \int \frac{d\omega}{2\pi} \int d\xi_k \frac{1}{(\xi_k^2 + \Delta_0^2 + \tilde{\omega})} - \frac{2\tilde{\omega}^2}{(\xi_k^2 + \Delta_0^2 + \tilde{\omega})^2} \right). \tag{12}
\]
Performing integration by parts for the first term in the above integral, the formal divergence factor can be removed\(^2\) to obtain

\[ n_s(T = 0) = n \left[ 1 + \int \frac{d\omega}{2\pi} \int d\xi_k \frac{2\bar{\omega}(\omega - \tilde{\omega})}{(\xi_k^2 + \Delta_0^2 + \tilde{\omega}^2)^2} \right] \]  

(13)

which further simplifies to

\[ n_s(T = 0) = n \left[ 1 - \frac{1}{4\tau} \int d\omega \frac{\omega^2}{(\Delta_0^2 + \omega^2)^2} \left( \sqrt{\Delta_0^2 + \omega^2 + 1/2\tau} \right)^2 \right] \]  

(14)

by performing the integration over \(\xi_k\) and using the relations in Eq.(8). The integration in Eq.(14) yields

\[
\begin{align*}
    n_s(T = 0) &= \begin{cases} 
    n(\pi \Delta_0 \tau) \left[ 1 - \left(8/\pi\right) \frac{\Delta_0 \tau}{\sqrt{1 - (2\Delta_0 \tau)^2}} \tanh^{-1} \left( \frac{\sqrt{1 - 2\Delta_0 \tau}}{1 + 2\Delta_0 \tau} \right) \right], & \text{for } 2\Delta_0 \tau < 1 \\
    n(\pi \Delta_0 \tau) \left[ 1 - \left(8/\pi\right) \frac{\Delta_0 \tau}{\sqrt{(2\Delta_0 \tau)^2 - 1}} \tan^{-1} \left( \frac{\sqrt{2\Delta_0 \tau - 1}}{2\Delta_0 \tau + 1} \right) \right], & \text{for } 2\Delta_0 \tau > 1
    \end{cases}
\end{align*}
\]  

(15)

In the pure limit (\(\Delta_0 \tau \gg 1\)), we recover the London limit for the superfluid density, i.e., \(n_s(T = 0) = n\) and in the extreme impure limit (\(\Delta_0 \tau \ll 1\)), superfluid density is linear in \(\tau\), i.e., \(n_s(T = 0) = n\pi \Delta_0 \tau\), as well known in this (dirty superconductor) limit. Figure 2 shows the variation of \(n_s(T = 0)\) with \(\Delta_0 \tau\) obtained using Eq.(15). We see that its rate of increase with \(\Delta_0 \tau\) gradually slows down from linear at small \(\Delta_0 \tau\) to exponentially small at large \(\Delta_0 \tau\), reaching the asymptotic London limit.

Since the experimental data of \(n_s(T = 0)\) are usually available as a function of conductivity, \(\sigma\), which is associated with Fermi energy, \(\epsilon_F\), rather than \(\Delta_0\), we show its variation in Fig. 3(a) with \(k_F \ell = (2\epsilon_F/\Delta_0)\Delta_0 \tau\) for two specific values of \(\Delta_0/\epsilon_F\) in the ball park of the experimental regime, where \(k_F\) and \(\ell\) are Fermi wave number and mean free path respectively for electrons. We note that the value of \(n_s\) is approximately within 1–10% of its London limit in the usual experimental range of \(k_F \ell\). The linear behavior at small \(k_F \ell\) satisfactorily agrees with the experimental data\(^3\) (Fig. 3(b)) which has been shown as the variation with \(\sigma\) which is proportional to \(k_F \ell\).
A. Superfluid density at nonzero temperature

The superfluid density at a nonzero temperature has a generalized form derivable using Eq. (14) as

\[
n_s(T) = n \left[ 1 + \frac{\pi}{2\tau} \int \frac{dz}{2\pi i} \frac{z^2}{(\Delta_0^2 - z^2) \left( \sqrt{\Delta_0^2 - z^2 + 1/2\tau} \right)^2 e^{\beta z} + 1} \right]
\]

where the integration is in the complex plane and \(1/(\exp[\beta z] + 1)\) is the Fermi function and the temperature dependent BCS gap \(\Delta_0(T)\). The associated integrand has poles at \(z = \pm \Delta\) and branch cuts for \(\Delta_0 < z\) and \(z < -\Delta_0\) along the appropriate contour. Calculating the residues at the poles and subtracting the contributions along above and below the branch cuts we find in terms of real integral,

\[
n_s(T) = n \left[ 1 + \pi \Delta_0 \tau \tanh \left( \frac{\Delta_0}{2T} \right) - \frac{\pi}{\tau^2} \int_{\Delta_0}^{\infty} \frac{d\epsilon}{2\pi} \frac{\epsilon^2}{\sqrt{\epsilon^2 - \Delta_0^2}} \left( \epsilon^2 - \Delta_0^2 + 1/(2\tau)^2 \right)^2 \tanh \left( \frac{\epsilon}{2T} \right) \right].
\]

As expected, the zero-temperature limit \((T \to 0)\) of Eq. (17) reproduces \(n_s\) as shown in Fig. 2. At the BCS critical temperature \(T_c\), \(n_s(T_c) = 0\).

It is convenient to expand Eq. (11) in the power series of \(\Delta_0^2(T)\) for the purpose of obtaining \(n_s(T)\) near \(T_c\) as \(\Delta_0^2(T) \sim (8\pi^2/\tau\zeta(3))(T_c - T)T_c\) is very small, where \(\zeta(3)\) is a Riemann zeta function. We thus find

\[
n_s(T \sim T_c) \approx n \Delta_0^2 \pi \sum_{\omega_n} \frac{1}{\omega_n(|\omega_n| + 1/(2\tau))}
\]

By employing the standard algebra for the series sum with Matsubara frequency, we find

\[
n_s(T \sim T_c) = n \left( \frac{\Delta_0}{2T_c} \right)^2 \left[ \frac{1}{(1/\pi)(4T_c \tau)} \Psi' \left( \frac{1}{2} \right) - (4T_c \tau)^2 \left\{ \Psi \left( \frac{1}{2} + \frac{1}{4\pi T_c \tau} \right) - \Psi \left( \frac{1}{2} \right) \right\} \right]
\]

where \(\Psi(x)\) is the digamma function and \(\Psi'(x)\) is its derivative. It is easy to check that for a clean superconductor \((T_c \tau \to \infty)\), \(n_s(T \sim T_c) = 2n(T_c - T)/T_c\) as known. The superfluid density is proportional to \(\Delta_0^2(T)\) near \(T_c\) and the proportionality constant decreases with the increase of disorder.
IV. DISCUSSION

We have described above a general approach to the superfluid density or stiffness $\rho_s$ of disordered superconductors as a function of disorder characterized by an electron relaxation time $\tau$. The approach is based on describing the energy as a function of the superfluid velocity, a gauge invariant quantity. The stiffness is the (half of the) coefficient of the square of the superfluid velocity. The superfluid stiffness is directly measured through the penetration depth. We have calculated $n_s$ both at $T = 0$ and $T \neq 0$. They have the expected pure (London) limit at $T = 0$ and vanish appropriately as $T$ approaches $T_c$. We have exhibited closed form expressions for $n_s(T)$ as a function for a wide range of $\tau$, from the very clean limit ($\Delta \tau > > 1$) to the normal disordered metal regime $\epsilon_F \tau > 1$, but $\Delta \tau > 1$ or $< 1$ (these results are available for the first time). We have compared our results with experiment.

The approach has the potential to explore many related questions, e.g. the effect of disorder on $T_c$; on the existence of a regime with nonzero mean pair field but vanishing pair stiffness (a non superconducting pseudogap(?)) regime); the nature of single particle states in this regime, in particular the single particle density of states (DOS). There are strong zero point fluctuation effects seen for example in vortex lattice melting at low temperatures\textsuperscript{18,19}. This is also related most likely with the failed superconductivity phenomenon reviewed in Ref.\textsuperscript{9}. We believe that including quantum (time dependent) phase fluctuation and going beyond the quadratic approximation in using the Hamiltonian Eq.5, are promising possibilities.
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FIG. 3: (a) The superfluid density at zero temperature versus $k_F\ell$ for $\Delta_0/\epsilon_F = 0.001$ and 0.0005. (b) Experimental data of inverse square of penetration depth $\lambda^{-2}$ and the corresponding conductivity $\sigma$ extracted from Ref. [4]. The solid line is a guide to the eye.