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Abstract

Accurately forecasting extreme rainfall is notoriously difficult, but is also ever more crucial for society as climate change increases the frequency of such extremes. Global numerical weather prediction models often fail to capture extremes, and are produced at too low a resolution to be actionable, while regional, high-resolution models are hugely expensive both in computation and labour. In this paper we explore the use of deep generative models to simultaneously correct and downscale (super-resolve) global ensemble forecasts over the Continental US. Specifically, using fine-grained radar observations as our ground truth, we train a conditional Generative Adversarial Network—coined CorrectorGAN—via a custom training procedure and augmented loss function, to produce ensembles of high-resolution, bias-corrected forecasts based on coarse, global precipitation forecasts in addition to other relevant meteorological fields. Our model outperforms an interpolation baseline, as well as super-resolution-only and CNN-based univariate methods, and approaches the performance of an operational regional high-resolution model across an array of established probabilistic metrics. Crucially, CorrectorGAN, once trained, produces predictions in seconds on a single machine. These results raise exciting questions about the necessity of regional models, and whether data-driven downscaling and correction methods can be transferred to data-poor regions that so far have had no access to high-resolution forecasts.

1 INTRODUCTION

Heavy rainfall is one of the most impactful weather extremes, causing substantial economic losses and physical harm each year across the globe (Field and Barros, 2014). As climate change progresses, projections show that precipitation extremes will become more frequent and intense (Masson-Delmotte et al., 2021). Early and accurate warnings for extreme precipitation are crucial for limiting the resulting damages.

Most heavy precipitation is the result of small-scale (≈1km) air motions, for example in thunderstorms. However, weather forecasts in large parts of the globe are based on global numerical weather models that have grid spacings of 10 km or larger (Bauer et al., 2015). Consequently, these models do a poor job of resolving extreme precipitation, leading to washed-out forecasts. To avoid this, individual countries are running regional, high-resolution weather models that are better able to represent the phenomena leading to extreme rainfall (Mesinger, 2001). This regional modeling approach provides more accurate forecasts than its global counterpart, but has several drawbacks. First, regional models are very labor intensive to develop and run. National weather centers typically employ dozens of scientists for this task. Second, they are computationally expensive, taking hours on large super-computing clusters. Third, these models still exhibit errors, and they are not directly informed by observations, such as weather radars (Saltikoff et al., 2019). Lastly, because of the difficulty of running such a model, only wealthy nations are able to maintain such services, leaving a large part of the globe without high-resolution weather forecasts. This is especially problematic because extreme precipitation strongly affects poorer nations (Field and Barros, 2014).
In this paper we explore a data-driven approach to correcting and downscaling (i.e., increasing the resolution of) global model predictions using deep generative modeling. The idea is for the generative model to map directly from the global model’s coarse-resolution multi-variable fields to distributions over high-resolution precipitation fields from which the ground truth precipitation observations are a sample. This is a difficult task, as it requires simultaneously 1) correcting biases and errors in low-resolution global model forecasts, 2) super-resolving the global model forecasts into plausible high-resolution fields, and 3) learning the variability in the underlying true distribution so that the generated conditional distributions constitute reliable probabilistic forecasts.

We design a conditional generative adversarial network (cGAN), coined CorrectorGAN, and an associated training regime specifically for this purpose (Section 4), yielding a model which generates an ensemble of plausible predictions. We compare our method to a simple baseline and a state-of-the-art high-resolution regional forecasting system over the Continental United States, using a range of well-established metrics (see Section 5). Our model significantly outperforms the simple baseline and approaches the performance of the high-resolution regional model at a tiny fraction of the cost and effort (Section 6 and Figure 1).

This is the first study to tackle this problem directly and evaluate against relevant baselines in a setup that closely resembles an operational environment. The results also have several interesting implications. First, they raise questions about the future necessity of expensive regional weather models. If it turns out all such models do is a dynamical downscaling of coarser models, can this be replaced by purely statistical downscaling (Palmer, 2020)? Our results represent preliminary evidence to suggest this may be the case. Second, success of this approach in an area like the United States, which has established radar-observation networks for training and validation, raises a further natural (open) question as to whether such models can be transferred to data-poor regions. If this holds true, it could enable a large jump in forecast quality for some of the regions most affected by heavy precipitation.

2 RELATED WORK

Post-processing of probabilistic weather forecasts. Broadly, methods for probabilistic post-processing of weather forecasts can be divided into those which produce an independent, univariate distribution for each individual pixel (known as univariate methods), and those which include conditional dependencies between pixels (known as multivariate methods).

When using univariate methods, predictions are made by independently sampling from the distributions of each pixel. Popular such methods include parametric methods, where the parameters of a predetermined distribution are estimated (Scheuerer, 2014), quantile regressions or random forests (Taillardat et al., 2016), or binned/categorical forecasts. Sanderby et al. (2020), for example, parameterized their forecast distribution by binning the possible range of rainfall and estimating per-pixel categorical distributions. A recent deep learning based univariate method developed by Baño-Medina et al. (2020) uses a CNN-based downscaling architecture to learn a map to a per-pixel Bernoulli-Gamma distribution.

If one is interested in the prediction for a single location, the above-mentioned methods are suitable. However, there are several use cases for which this is not sufficient. One important example is when there are
substantial risks associated with large and contiguous regions of rainfall, e.g. a catchment area with the potential for heavy flooding (Ben Bouallègue et al., 2016). In such cases, statistical dependencies between forecasts in different pixels are important to model. This motivates multivariate methods.

One method to convert a univariate into a multivariate forecast is using a global ensemble post hoc to sample the post-processed forecast. The Shaake Shuffle (Clark et al., 2004) and Ensemble Copula Coupling (Schefzik et al., 2013) are examples of this approach. These methods rely on the spatial information of the coarse input being reliable, however—something that cannot always be assumed, especially for precipitation.

Other studies use a generative modeling approach. Gaussian Random fields have been proposed as a method to generate samples from a spatially coherent distribution (Prudden et al., 2021). Groenke et al. (2020) proposes downscaling of climate data using normalizing flows. Similarly, latent neural processes have been used to learn a spatial downscaling of temperature and precipitation (Vaughan et al., 2021).

GANs in precipitation forecasting. Leinonen et al. (2020) train a GAN to produce stochastic super-resolved precipitation fields. Their model takes as input a low-resolution time-series sequence of the precipitation in a given area, and outputs time-consistent, high resolution, stochastic samples of the precipitation field over that time. The crucial difference between that work and ours is that their model was trained and evaluated on the downsampled precipitation observations. In practice, models do not have access to a low resolution version of the ground truth, and thus the problem of forecast downscaling is not simply one of super-resolution. In this work, the inputs are low resolution forecasts, meaning that the model must learn a more general relationship between the inputs and plausible ground truth observations, including both bias correction and resolution refinement.

Ravuri et al. (2021) use a GAN for “nowcasting” (very short-term forecasting). Their model generates multiple samples of high-resolution precipitation fields for the upcoming 90 minutes at 5 minute intervals, based on high-resolution radar observations from the the previous 20 minutes. Our work differs in three key ways: 1) the inputs to our model are forecasts, not observations, 2) our outputs are of a finer resolution than the inputs, and 3) ours is not a forecasting model itself, and the forecasts to which it is applied are those with lead times on the order of a few days (at which low resolution forecasts are themselves the most accurate at predicting low-resolution weather situations), rather than a few minutes.

3 PROBLEM FORMULATION

Our goal is to approximate the true underlying distribution of precipitation fields at a given time in a given 512 km × 512 km geographical area (geopatch), using information from the ensemble of low-resolution global model forecasts for that area and its surroundings. Our starting assumption is that this can be modelled as a conditional distribution. To be precise, denote pairs of (low-res forecast, high-res observation) as \((x_i, y_i)\), where \(i\) indexes geopatch-time pairs, and \(y_i \sim D_i\), where \(D_i\) is the true distribution over precipitation fields at geopatch-time \(i\). We assume that it is possible to model \(D_i\) as the conditional distribution \(P(y|x_i)\). Our approach will be to train a conditional GAN in which the generator learns to approximate this conditional distribution, enabling us to sample any number \(k\) of high resolution forecasts \(\{y^{(j)}_i\}_{j=1}^k\).

3.1 Data

We use weather-radar estimates of precipitation obtained by the Multi-Radar/Multi-Sensor (MRMS) system at 4km resolution as the ground truth precipitation values (Zhang et al., 2016) (see supplemental material (SM) for details). We aim to generate samples from the ground truth distribution based on global ensemble forecasts. Here we use the best global ensemble forecast system run by the European Center for Medium-Range Weather Forecasting (ECMWF), available through the open-source THORPEX Interactive Grand Global Ensemble archive (Bougeault et al., 2010), henceforth called TIGGE. As input for our model we use precipitation, 2m temperature, convective available potential energy, and convective inhibition TIGGE fields, at 32km resolution. Precipitation is accumulated over the 6–12h window. We chose this period because it is when TIGGE is most accurate (the first few forecast hours being contaminated by spin-up effects).

We train and validate our model on 16 × 16 patches of the TIGGE forecast ensemble, and their corresponding patches of MRMS data (128 × 128), for the whole of 2018 and 2019, and reserve the whole of 2020 for evaluation. To ensure informative evaluation scores, we restrict the evaluation to patches in which at least 90% of pixels have a radar data quality of > 0.5 (see SM for details).

Each input patch has 24 channels: the first 10 are TIGGE precipitation forecast ensemble members; the next 10 are TIGGE total column water forecast ensemble members; the next 3 are TIGGE 2m temperature, convective available potential energy, and convective inhibition forecasts taken from the deterministic
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forecast. These additional variables and their ensembles are included to provide additional information on the basis of which the GAN can correct model errors. The final channel is a downsampled version of a larger patch of size $46 \times 46$ of a TIGGE precipitation forecast ensemble member—that is, the central $16 \times 16$ patch, extended on each side by 15 pixels. This last channel is included to provide the model with some context on the wider precipitation field outside of the prediction target area.

For training purposes, we pre-process all $(x_i, y_i)$ by first taking a zero-preserving log transform, and then shifting and scaling the data to lie in $[0,1]$. However, all evaluation is performed on the raw data absent normalisation and transformation.

4 MODEL

We train a GAN with generator and discriminator architectures described below. For diagrams summarizing these architectures, see the SM.

4.1 Network Architecture

**Generator.** The task of the generator ($G$) can be thought of two distinct sub-tasks: 1) to correct errors in the low-resolution precipitation forecasts, generating a more accurate distribution over low-resolution representations of the precipitation field, and 2) to refine the resolution of those corrected low-resolution forecasts. We thus design our generator with these tasks in mind. Broadly speaking, the goal of the early stages of the network is to produce corrected, stochastic, low-resolution representations of the precipitation field, given an ensemble of forecasts of precipitation and other weather variables, and some surrounding spatial context. The goal of the second stage of the network, is to refine the resolution of these corrected representations into physically and visually plausible high-resolution forecasts.

1. The **Corrector** consists of convolutional layer followed by two residual blocks, with output channels numbering 64, 128, 255, respectively, and with ReLU activations. A noise sample $z \sim \mathcal{N}(0, I_{16 \times 16})$ for each input is concatenated to the output of the second residual block as the $256^{th}$ channel. The forward pass continues with three more residual blocks, all with 256 output channels and ReLU activations. The output of the final of these residual blocks is then fed into the ‘super-resolver’ (see below), but is also fed into a convolutional layer with a single output channel, whose output we denote as $g(x, z)$, which will be used as a proxy corrected low-resolution forecast, the error of which will be jointly minimised during optimisation along with the GAN loss and other regularisers.

2. The **Super-resolver** consists of 4 residual blocks with output channels numbering 256, 128, 64, and 32 respectively and leaky-ReLU activations, interspersed by 3 bi-linear upsampling activations, increasing the resolution from $16 \times 16$ to $128 \times 128$. The output is then passed through a convolutional layer with 1 output channel, and finally through a sigmoid activation, producing the high-res prediction.

**Discriminator.** Our discriminator is modelled after that used by Leinonen et al. (2020). The general idea is to evaluate both whether a given high-resolution precipitation field appears plausible in its own right, and, additionally, whether it represents the ground truth, given the supplied low-resolution forecasts and context.

The high resolution observation $y$ (or generated prediction $G(x,z)$), and model-forecasts $x$, are first processed independently, each through a convolutional layer followed by three residual blocks, with 32, 64, 128, and 256 output channels respectively, producing intermediate representations $h_1$ and $h_2$. A stride of 2 is used in residual blocks processing the high-resolution input, so that $h_1, h_2 \in \mathbb{R}^{256 \times 16 \times 16}$. Next, $h_1$ and $h_2$ are concatenated along the channel dimension, and processed by a further residual block with 256 output channels, the output of which undergoes average pooling, resulting in a vector $h_3 \in \mathbb{R}^{256}$. $h_1$ is also processed independently by another residual block with 256 output channels, and average-pooled, producing $\hat{h}_1 \in \mathbb{R}^{256}$. $\hat{h}_2$ and $\hat{h}_1$ are then concatenated, and passed through a linear layer of width 256, a leaky-ReLU activation, and a final linear layer with a scalar output.

4.2 Loss functions and training

We design a 3-stage training procedure for the generator informed by the the dual objectives of stochastic forecast correction and super-resolution.

**Stage 1 (Low-res correction):** We begin by training the **Corrector** block of $G$ to improve the accuracy and skill of low-resolution forecasts. Specifically, we train with noise $z = 0$ to minimise the following loss function,

$$L_{\text{Stage1}} = \|(g(x, 0) - y_{\text{coarse}}) \odot (y_{\text{coarse}} + 1)\|_1 - \gamma_0 FSS(g(x, 0), y_{\text{coarse}}) \tag{1}$$

where $y_{\text{coarse}}$ is a downsampled version of $y$ to $16 \times 16$ resolution, and $FSS$ is an approximation of the Frac-
tional Skill Score, a well-established metric for precipitation forecasts, where the binary grid is replaced by a continuous, sigmoid approximation (Ebert-Uphoff et al., 2021) (see SM for details). In the first term we use a weighting scheme to focus more on areas with higher precipitation, a technique used by Ravuri et al. (2021), and we use a threshold value of 0.5 (pre-processed data lies in [0,1]) in the FSS term, and set $\gamma_0 = 0.1$. Minimising this loss trains the Corrector to correct for errors in spatial distribution based on the patterns identified across its multiple ensemble forecast inputs together with the additional contextual variables.

Stage 2 (High-res pre-training): Next, we continue training the generator, adding an $L1$ loss on the high-resolution output of $G$, as pre-training for the super-resolver block. This is again done with noise $z = 0$, and we maintain the low-resolution $L1$ error term, but drop the FSS term, resulting in

$$L_{stage2} = \| (g(x,0) - y_{coarse}) \odot (y_{coarse} + 1) \|_1 \tag{3}$$

$$+ \| (G(x,0) - y) \odot (y + 1) \|_1 \tag{4}$$

Stage 3 (GAN training): Finally, we train the full GAN, to solve

$$\min_{\theta_D} \mathbb{E}_{x,y,z}[L_D(x,y,z,\theta_D)], \tag{5}$$

$$\min_{\theta_G} \mathbb{E}_{x,z}[L_G(x,z,\theta_G)], \tag{6}$$

where $L_D$ and $L_G$ are the loss functions defined for the discriminator and generator respectively, and $\theta_{(\cdot)}$ are the respective network parameters. We use the standard Wasserstein loss with gradient penalty (Gulrajani et al., 2017) for $D$,

$$L_D = D(x,G(x,z)) - D(x,y) + \lambda \| \nabla_y D(x,\hat{y}) \|_2^2 - 1)^2, \tag{8}$$

where

$$\hat{y} = \epsilon y + (1-\epsilon) G(x,z), \quad \epsilon \sim U(0,1).$$

For our generator, we use a Wasserstein loss, with two additional loss terms,

$$L_G = \mathbb{E}_{x,y}[\mathbb{E}_{z}[-D(x,G(x,z))] + \gamma_1 L_{LR} + \gamma_2 L_{HR}]. \tag{7}$$

The additional loss terms are defined as follows,

$$L_{LR} = \| (\mathbb{E}_{z}[g(x,z)] - y_{coarse}) \odot (y_{coarse} + 1) \|_1, \tag{8}$$

$$L_{HR} = \| (\mathbb{E}_{z}[G(x,z)] - y) \odot (y + 1) \|_1. \tag{9}$$

These additional loss terms are similar to those used in the pre-training stage, and similarly encourage spatial overlap and intensity similarity of the corrected proxy low-resolution prediction and the high-resolution output with their corresponding ground truths. However, since we aim to model a distribution of possible precipitation fields, we follow Ravuri et al. (2021) and compare the mean of an ensemble of generated predictions with the ground truth, rather than looking at the error of each ensemble member.

For full training details and hyperparameters, see SM.

5 EVALUATION

5.1 Metrics

Evaluating probabilistic precipitation forecasts is non-trivial. This is primarily for two reasons: first, forecast distributions tend to be highly non-Gaussian and intermittent, and second, different end users might be interested in only a certain aspect of a forecast, e.g. only extreme precipitation. As a result, no single metric can capture the full spectrum of skill. Here we choose a set of metrics based on the proposition that a good probabilistic forecast should be reliable and sharp (Gneiting et al., 2007). Reliability is a key property requiring the forecast distribution to be, in a statistical average, a true representation of the actual forecast uncertainty. For example, considering all cases in which rain was forecast with 30% probability, rain should have actually occurred in 30% of these cases (see Reliability Diagram below).

However, reliability alone is not sufficient for a useful forecast. For example, simply predicting the climatological average is a very reliable but not very useful forecast. A useful forecast also has to be sharp, that is, its distribution should be as narrow as possible while still being reliable. We test jointly for reliability and sharpness using the Brier Score and the Continuous Ranked Probability Score (CRPS).

Reliability Diagram: Reliability diagrams (Wilks, 2011) plot the conditional distribution of the observations, given the forecast probability, against the forecast probability of binarized precipitation events. Specifically, we choose a precipitation threshold, in our case 1 mm (“light rain”), 5 mm (“moderate rain”), or 10 mm (“heavy rain”), and binarize the forecasts. We estimate the forecast probability from the 10 ensemble members. Next, we bin the range [0,1] into bins of width 0.2, and check: out of all instances where the event probability fell in a given bin, in what proportion of those instances did the event actually occur? A perfectly reliable forecast lies on the $y = x$ line.

Brier Score: The Brier Score (Wilks, 2011) also
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Table 1: Probabilistic metrics described in Section 5.1

| Model          | CRPS  | Brier Score |
|----------------|-------|-------------|
|                | 1mm   | 5mm | 10mm | 30mm |
| CorrectorGAN   | 0.574 | 0.06 | 0.034 | 0.02 | 0.0024 |
| HREF           | 0.562 | 0.059 | 0.032 | 0.019 | 0.0026 |
| TIGGE Interp.  | 0.605 | 0.064 | 0.035 | 0.021 | 0.0025 |
| Pure-SR GAN    | 0.61  | 0.063 | 0.036 | 0.021 | 0.0024 |
| BG-CNN         | 0.62  | 0.06  | 0.035 | 0.021 | 0.0032 |

works on thresholded forecast fields. It is defined as

\[ \text{BS} = \frac{1}{n} \sum_{k=1}^{n} (y_k - o_k)^2 \]

where \(y_k\) is the event probability, \(o_k\) is the corresponding observation, either 0 or 1, and \(n\) is the number of samples, in our case all pixels for all forecast times in the test set. Lower scores are better.

**Continuous Ranked Probability Score (CRPS):**

The CRPS (Wilks, 2011) is equivalent to an integral of the Brier Score over all thresholds and is defined, for a single point, as

\[ \text{CRPS} = \int_{-\infty}^{\infty} [F(y) - F_o(y)]^2 dy, \]

where \(F(y)\) is the prediction/forecast CDF of the predictand \(y\), and,

\[ F_o(y) = \begin{cases} 0 & y < \text{observed value} \\ 1 & y \geq \text{observed value} \end{cases} \]

\(F(y)\) is approximated using the ensemble of forecasts generated by a given model.

**5.2 Baselines**

As important as choosing good metrics is choosing meaningful baselines. Here we choose four baselines in particular. First, as a ‘lower bound’ we bi-linearly interpolate 10 ensemble members of the coarse-resolution global forecast TIGGE to 4 km. Second, we compare against the top performing CNN-based downscaling architecture (denoted BG-CNN) from (Baño-Medina et al., 2020). Though this is a univariate method, and thus suffers the drawbacks thereof discussed in Section 2, in particular the lack of spatial covariances, it was nonetheless shown by Groenke et al. (2020) to be superior to their proposed normalising flows method on precipitation. Third, to assess the importance of bias-correction, we train a version of our GAN to perform pure super-resolution (trained with 0 noise and low-resolution ground-truth inputs) which we denote Pure-SR GAN. We created an ensemble for evaluation by super-resolving each member of the TIGGE ensemble independently. Finally and most importantly, we evaluate against the High-Resolution Ensemble Forecast (HREF) system (Roberts et al., 2019), an ensemble of storm-resolving regional forecast models run for the Continental US. HREF combines 5 distinct forecast models, each with additional lagged member, i.e. using the forecast initialized 12 hours previously, making it a 10 member ensemble. For further details of the baselines refer to the SM.

Regional models like HREF are run at high computation and labor costs, only possible for small (wealthy) regions of the world, whereas our forecasts are, once trained, essentially free and can potentially be applied globally. Thus if we can achieve results which are close to HREF (and significantly better than the interpolated TIGGE baseline), this will be a significant step forward.

To ensure fair comparison, we also evaluate CorrectorGAN using an ensemble of only 10 predictions. Note, however, that it is possible to create as large an ensemble as one wants with our model.

**6 RESULTS**

Table 1 shows the key probabilistic metrics described above. CorrectorGAN matches or outperforms the interpolated TIGGE baseline, Pure-SR GAN, and BG-CNN, on both CRPS as well as Brier Scores at all chosen thresholds (1mm, 5mm, 10mm, and 30mm – the latter constituting approx. the 99.7th percentile). HREF tends to be slightly better than CorrectorGAN. For CRPS, CorrectorGAN is substantially closer to HREF than any of the other methods, and much closer to HREF than Pure-SR GAN and the TIGGE interpolation on the 1mm Brier Score. For larger thresholds the differences in the Brier Score between the models
Figure 2: Reliability diagrams comparing the different models, for 1mm, 5mm, 10mm, and 30mm precipitation thresholds. The insets show the number of predictions in each bin for each method (on a log scale).

Figure 2 shows the reliability diagram for all three models, for 1mm, 5mm, 10mm, and 30mm thresholds. For the 1mm and 5mm diagrams, and much of the 10mm diagram, HREF is much closer to the diagonal than TIGGE, indicating a more reliable forecast. TIGGE shows a slightly flatter slope which is a sign of an overconfident forecast (Wilks, 2011), i.e. a forecast that does not have enough variance given its average forecast error. This is confirmed by other metrics such as the rank histogram shown in the SM. BG-CNN proves in general to be the least reliable, except for the 1mm case for events forecast with high probability, in which case it is more reliable than TIGGE and Pure-SR GAN. CorrectorGAN manages to correct the TIGGE forecasts to be much more reliable, achieving very similar results to HREF, and even providing a generally more reliable forecast given a 10mm or 30mm threshold, i.e. for extreme precipitation. Pure-SR GAN achieves very similar reliability results to CorrectorGAN at 5mm and 10mm thresholds, but substantially worse reliability at 1mm and 30mm thresholds.

Finally, consider the sample forecasts shown in Figure 3, where the ground truth (MRMS) is shown alongside a randomly selected TIGGE Interpolation ensemble member, one ensemble member of HREF called HRRR, and 4 sample forecasts generated by CorrectorGAN. The examples included in the figure were selected to illustrate strengths and weaknesses of the CorrectorGAN model and its typical behaviour in regions with substantial rainfall. We have not included examples of patches with little to no rainfall observed, since they are the least visually informative. However, the generated forecasts in those instances behave as desired, predicting little-to-no rain.

It is apparent that CorrectorGAN does two things. First, it is able, in certain instances, to correct for large-scale biases of TIGGE. This is evident, for example, in row 1, where we see that the selected interpolated TIGGE ensemble member (and all other ensemble members too; see the SM) predicts little rain everywhere except along the left most edge. In contrast, all of the CorrectorGAN realizations predict precipitation more closely resembling the MRMS field. Other examples of this bias correction can be seen in rows 0, 2, and 8. This provides some evidence that through the inclusion of total column water, 2m temperature, convective available potential energy and convective inhibition, the GAN is able to extract information about the probability of rainfall beyond just super-resolving the coarse-resolution inputs.

Second, CorrectorGAN adds detail and small-scale extremes. In many cases, the GAN predictions have are quite small.
Figure 3: Sample forecasts by different methods alongside the ground truth (MRMS): a randomly selected TIGGE Interpolation ensemble member, one ensemble member of HREF called HRRR, and 4 sample forecasts generated by CorrectorGAN.
significantly higher extreme values than the global TIGGE model, corresponding to those present in the MRMS and HREF fields—see for example rows 0, 2, 5, and 8. This, in combination with the improvements in the metrics, confirms that our model achieves its goal of improving extreme precipitation forecasts of global models, approaching the skill of regional high-resolution models but at much reduced cost and effort.

7 CONCLUSION AND FUTURE WORK

In this work we trained a conditional GAN — coined CorrectorGAN — to correct and downscale the precipitation forecasts of a global numerical weather model. In contrast to a traditional super-resolution task, for the problem at hand the GAN is required to also correct errors in the coarse forecast. To accomplish this we developed a novel two-stage architecture, in which the coarse precipitation forecast is first mapped to a corrected distribution based on information about the weather situation, and this distribution is then mapped to a distribution of high-resolution, plausible predictions.

We compared our method against an interpolation baseline, a super-resolution GAN, a CNN-based downscaling method, and an operational high-resolution regional weather model. CorrectorGAN matches or outperforms the interpolation baseline, super-resolution GAN, and the CNN across all of the probabilistic evaluation metrics. CorrectorGAN’s performance is close to that of the high-resolution model, even outperforming it in terms of reliability for extreme rainfall. In contrast to regional weather models, which are expensive to run, CorrectorGAN is fast and cheap.

There still is room for improvement for generative downscaling and correction methods. While our predictions mostly show realistic small-scale features, some of the forecasts still look “wavy” — see e.g. row 5 in Figure 3. We expect that longer training and/or an improved GAN architecture could avoid these artifacts. Furthermore, the GAN is not always able to correct the large scale errors in the TIGGE forecast, resulting in poorer predictions (e.g. row 6, Figure 3). To minimize the amount this happens, one could investigate incorporating further weather variables as inputs, or finding further ways of feeding in information about the local and surrounding weather situation.

In future work, one could include recent radar observations in the input to the GAN, giving the model more temporal high-resolution context. Additionally, we would like to evaluate our model for more forecast times, i.e. beyond 12 hours, to see whether the improvement in skill persists. One could also include a temporal component in the model using recurrent neural network blocks to create temporally coherent realizations.

Finally, one of the most enticing, thought tentative, conclusions from this study is that it seems possible to predict extreme precipitation with a similar skill to a regional weather model, using only data (without expensive physics simulations). An important open question is whether it is possible to use such a model trained over data-rich regions like the US and apply it to other parts of the world that do not have access to high-resolution models or observations. To test this, one could verify our model against radar-observations elsewhere, e.g. over Europe, or against station observations in high-risk regions like West Africa.
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Supplementary Material: 
Increasing the accuracy and resolution of precipitation forecasts 
using deep generative models

A CODE

Code can be found at https://github.com/raspstephan/nwp-downscale.

B ARCHITECTURES

Figure 4 shows diagrams illustrating the CorrectorGAN architectures.

![Generator and Discriminator Diagrams](image)

Figure 4: Summary diagrams of the Generator and Discriminator in CorrectorGAN. Layers show the number of output channels (or rows in the linear layer case), and their respective internal non-linearities if applicable.

C TRAINING HYPERPARAMETERS

Stage 1. We use Adam with learning rate 5e-05, $\beta_1 = 0$ and $\beta_2 = 0.9$, and train for 5 epochs, with batch size 128.

Stage 2. We use Adam with learning rate 5e-05, $\beta_1 = 0$ and $\beta_2 = 0.9$, and train for 7 epochs, with batch size 128.

Stage 3. We use Adam with learning rate 5e-05, $\beta_1 = 0$ and $\beta_2 = 0.9$, for both generator and discriminator, and train for 35 epochs, with batch size 256 and select the final model based on validation CRPS. We set $\gamma_1 = 20$ and $\gamma_2 = 20$, $\lambda = 10$, and use 6 ensemble members when computing the expectation in the $L_{LR}$ and $L_{HR}$ loss terms. We train the discriminator for 5 steps for every 1 training step of the generator.
Increasing the accuracy and resolution of precipitation forecasts using deep generative models

We train on 4 Tesla T4 GPUs using mixed precision.

D DATA

One general note is that we use km throughout the paper, even though all the data is in fact in degrees, since most readers are more familiar with km measurements. For this we use the approximate conversion $0.01^\circ = 1$ km.

D.1 Weighted sampling during training

Since a large part of the patches have no or very little precipitation, we balance the dataset by preferentially sampling patches with more precipitation. Specifically, we compute, for each patch, the fraction of grid point with precipitation larger than 0.025 mm, denoted by $frac$. To compute the sample weight $w$ we compute:

$$w = w_{\text{min}} + (1 - (frac - 1)^a) \times (w_{\text{max}} - w_{\text{min}})$$

where $w_{\text{min}} = 0.02$ and $w_{\text{max}} = 0.4$ are the enforced minimum and maximum weights and the exponent $a = 4$.

D.2 Input patch

Figure 5 illustrates the channel breakdown of the inputs supplied to the generator.

D.3 TIGGE Ensemble

TIGGE provides ensemble forecasts from different forecasting centers. We only use the ECMWF Integrated Forecast System operational ensemble and download data from https://apps.ecmwf.int/datasets/data/tigge. The raw data comes at $\sim 0.13^\circ$ resolution, which we regrid bi-linearly to $0.32^\circ$ resolution. Forecasts are initialized at 00 and 12UTC each day.
D.4 Multi-Radar/Multi-Sensor (MRMS) Observations

MRMS data is downloaded from an archive provided by Iowa State University, at https://mtarchive.geol.iastate.edu/. In particular we download the radar-only 6h quantitative precipitation estimates of MRMS. For details, see Zhang et al. (2016). Data originally is provided at 0.01° resolution, which we regrid bi-linearly to 0.04° resolution.

Radar Quality. In addition, MRMS data comes with a radar quality index, ranging from 0 to 1. We restrict our evaluation to only those patches with a radar quality of > 0.5 in > 90% of their pixels. Figure 6 shows the coverage resulting from a > 0.5 quality mask.

![Figure 6: Radar quality mask > 0.5](image)

D.5 HREF High-resolution Ensemble

HREF data is downloaded from the server of the National Severe Storms Laboratory at https://data.nssl.noaa.gov/thredds/catalog/FRDD/HREF.html. Here the data is provided for each of the 5 models separately. For each we download the 00 and 12UTC initialization times. We then create a 10 member ensemble by stacking the 5 original models in addition to a lagged forecast (i.e. the forecast initialized 12h earlier) for each model. Note that this is slightly different from the operational HREF version which uses a 6h lag for one of the models, the High-Resolution Rapid Refresh model (HRRR).

Great care has to be taken in combining the different models because they report precipitation in different formats. Some models report total precipitation accumulation, i.e. the file for 12h forecast lead time contains the precipitation amount from 0 to 12h. To get the 6-12h accumulation, one simply subtracts the 6h values from the 12h values. Other models, however, report only the one hour accumulation in each file. For these models one has to download all files from 7 to 12h and sum the values. Unfortunately, there is no clear documentation on which model has which style of reporting. Further, some models switch styles at random times throughout the year. For this reason, we implement a check when downloading the models that tests which style of precipitation reporting is used. In particular, we test whether the difference from one hour to the next is always positive, which would be true if the total precipitation accumulation style was used. To further complicate things, as noted in the limited online documentation at https://data.nssl.noaa.gov/thredds/fileServer/FRDD/HREF/2020/spc_href_data_guide.pdf, some models sometimes use a two hour accumulation instead of a one hour accumulation. To detect the time windows for which this is the case, we check whether a given model’s domain-averaged values are significantly (>1.5 or more) greater than that of a reference model in which we have confidence, “nam_conusnest”. To check whether we did all the data transformations correctly, we compared numerous samples of our final HREF ensemble against the HREF Ensemble Viewer (https://www.spc.noaa.gov/exper/href/) to confirm that they matched.
E  SUPPLEMENTARY DEFINITIONS

Fractional Skill Score (FSS): FSS (Roberts, 2008) is a deterministic metric for forecast accuracy which, unlike pixel-wise metrics like RMSE and MAE, avoids over-penalising small spatial shifts. For a given threshold, and a given window size, let $M_i$ be the fraction of pixels in window $i$ forecast to exceed the threshold, and let $O_i$ be the fraction of observations in window $i$ exceeding the threshold, then

$$
FSS = 1 - \frac{\sum_i (O_i - M_i)^2}{\sum_i O_i^2 + \sum_i M_i^2}.
$$

We use an approximation of this metric in our initial training of the (deterministic) correction $g(0, x)$ (Stage 1) as a learning signal to encourage skillful low-res corrected forecasts. Specifically, instead of calculating $M_i$ and $O_i$ as the averages of binary masks $1_{y_i > c}$ over a given window for a threshold $c$, we $M_i$ and $O_i$ are the averages of $\phi(10(y_i - c))$ for predictions and observations respectively, where $\phi$ is the sigmoid function.

F  ADDITIONAL EVALUATION

F.1 Rank Histogram

One of the most common approaches for evaluating whether an ensemble forecast fulfills the consistency desideratum (that is, whether observations $y_i$ behave like random draws from the generated forecast distribution) is to construct a rank histogram (Daniel and Wilks, 2006). For each pixel in the entire test set, we record the rank (index) of the observed value when inserted into a sorted list of forecast ensemble members, and we then plot a histogram of these ranks. A perfectly consistent forecast would result in a uniform (flat) histogram.

Figure 7 shows the rank histogram of CorrectorGAN, BG-CNN, Pure-SR GAN, HREF, and the TIGGE interpolation. Again we see similar results when comparing CorrectorGAN and HREF, both of which exhibit much flatter rank histograms than the TIGGE interpolation, which exhibits a well known problem of global, coarse forecasts sometimes known as a ‘drizzle bias’: too often it predicts rain when there is none. The slightly larger peak by CorrectorGAN over HREF on the far right indicates that there are still some instances of heavy rainfall which are not predicted in the right pixels by the GAN, which are better localised by HREF. Pure-SR GAN exhibits some of the drizzle-bias seen in the TIGGE interpolation, which is to be expected given that it was not trained to correct such biases. BG-CNN presents a fairly flat rank-histogram but with a slight over-forecasting bias (Wilks, 2011).

F.2 Full TIGGE Ensembles

Figure 8 shows the full TIGGE ensembles corresponding to the geo-patches shown in Figure 3 in the paper. Comparing with the full TIGGE ensemble confirms that CorrectorGAN does indeed achieve large scale correction in certain instances.
Figure 8: Full TIGGE ensembles for the geo-patches shown in Figure 3 in the paper.
### Table 2: Deterministic metrics

| Model                        | RMSE 1mm | FSS 1mm | Precision 1mm | RMSE 5mm | FSS 5mm | Precision 5mm | RMSE 10mm | FSS 10mm | Precision 10mm | RMSE 30mm | FSS 30mm | Precision 30mm |
|------------------------------|----------|---------|---------------|----------|---------|---------------|----------|---------|---------------|----------|---------|---------------|
| CorrectorGAN                 | 1.557    | 0.61    | 0.65          | 0.57     | 0.44    | 0.43          | 0.41     | 0.24    | 0.02          | 0.16     | 0.44    | 0.14          |
| BG-CNN                       | 1.81     | 0.74    | 0.54          | 0.42     | 0.30    | 0.46          | 0.65     | 0.53    | 0.41          | 0.30     | 0.47    | 0.36          |
| Pure-SR GAN                  | 1.59     | 0.59    | 0.59          | 0.55     | 0.44    | 0.37          | 0.67     | 0.36    | 0.18          | 0.14     | 0.67    | 0.02          |
| TIGGE interpolation          | 1.557    | 0.62    | 0.63          | 0.56     | 0.46    | 0.20          | 0.68     | 0.46    | 0.29          | 0.20     | 0.68    | 0.06          |
| HREF                         | 1.6      | 0.63    | 0.63          | 0.51     | 0.37    | 0.11          | 0.57     | 0.45    | 0.35          | 0.11     | 0.57    | 0.17          |

#### F.3 Deterministic metrics

Table F.3 compares the 5 methods according to 4 deterministic metrics. We include these results for completeness, despite the fact that they are not the most appropriate for evaluating probabilistic forecasts. We compute the root-mean-squared error, and fractional skill score given a precipitation threshold of 4mm, for each ensemble member, for each test patch, and report the average for each method. We see that both CorrectorGAN and the TIGGE interpolation baseline perform very similarly in both metrics, outperforming all other methods on RMSE, and underperforming HREF on FSS. The significantly higher FSS achieved by BG-CNN represents a notable outlier given its ranking according to all other metrics.

We also report precision and recall for binarised rainfall events at different thresholds. However, we emphasise that these metrics are not the most appropriate method of comparison. This is because in cases where the ground truth probability of extreme rainfall is low, as it often is, one would actually expect only a small fraction of realizations to have extreme rain (i.e. in these cases we would expect few ‘true positives’ among the ensemble). Instead, we would like probability assigned to such events to reflect the underlying probability - but without access to ground truth probabilities, the best we can do is evaluate how well the assigned probabilities calibrate with observed frequency of those events across the test dataset. This motivates the reliability diagrams as more informative for evaluation.

#### G ABLATION STUDY

We study the importance both of the additional TIGGE variables (beyond precipitation) as well as the proposed staged training procedure with the following ablations. We compare CorrectorGAN trained as described above, with (1) CorrectorGAN (NPT): standard, end-to-end GAN training (i.e. no pre-training stages) of the CorrectorGAN architecture, with the full loss function specified in Stage 3 (Section 4), with the full 24-channel input, and (2) LeinGAN: standard, end-to-end GAN training for a GAN model with 1-channel inputs comprising individual precipitation forecasts (i.e. removing all other TIGGE variables). This GAN model is essentially the same as the one proposed by Leinonen et al. (2020), but without the time-series consistency components, and is trained with their proposed loss.

The CRPS and Brier Scores are shown in Table G. The results across both metrics (and all thresholds) indicate that the Corrector + Super-resolver design of our the CorrectorGAN generator, along with the addition of other TIGGE variables and ensemble members as inputs, brings improvements over and above LeinGAN. The addition of the staged training procedure induces further gains.

The importance of these elements of CorrectorGAN is further corroborated by comparing their reliability diagrams, shown in Figure 9. Except for the 1mm threshold, CorrectorGAN matches or exceeds the reliability of the other methods. However, unlike in Table G, LeinGAN mostly outperforms CorrectorGAN (NPT) on reliability.

For completeness the deterministic metric results of the ablation study are shown in Table G.
Table 3: Ablation study probabilistic metrics.

| Model                  | CRPS  | Brier Score |
|------------------------|-------|-------------|
|                        | 1mm   | 5mm | 10mm | 30mm | 1mm   | 5mm | 10mm | 30mm |
| 0 LeinGAN              | 0.628 | 0.067 | 0.038 | 0.022 | 0.0025 |     |      |      |
| 1 CorrectorGAN (NPT)   | 0.593 | 0.060 | 0.035 | 0.021 | 0.0025 |     |      |      |
| 2 CorrectorGAN         | 0.574 | 0.060 | 0.034 | 0.020 | 0.0024 |     |      |      |

Figure 9: Ablation study reliability diagrams for 1mm, 5mm, 10mm, and 30mm precipitation thresholds. The insets show the number of predictions in each bin for each method (on a log scale).

Table 4: Ablation study deterministic metrics

| Model                  | RMSE  | FSS  | Precision | Recall |
|------------------------|-------|------|-----------|--------|
|                        | 1mm   | 5mm | 10mm | 30mm | 1mm   | 5mm | 10mm | 30mm |
| 0 LeinGAN              | 1.66  | 0.50 | 0.62 | 0.51 | 0.40  | 0.10 | 0.48 | 0.32 | 0.19 | 0.02 |
| 1 CorrectorGAN (NPT)   | 1.56  | 0.63 | 0.65 | 0.56 | 0.46  | 0.05 | 0.63 | 0.44 | 0.21 | 0.00 |
| 2 CorrectorGAN         | 1.56  | 0.61 | 0.65 | 0.57 | 0.44  | 0.16 | 0.59 | 0.41 | 0.24 | 0.02 |
1 Code

Code is included as additional supplementary material.

2 Architectures

Figure 1 shows diagrams illustrating the CorrectorGAN architectures.

Figure 1: Summary diagrams of the Generator and Discriminator in CorrectorGAN. Layers show the number of output channels (or rows in the linear layer case), and their respective internal non-linearities if applicable.
3 Training Hyperparameters

Stage 1. We use Adam with learning rate 5e-05, \(\beta_1 = 0\) and \(\beta_2 = 0.9\), and train for 5 epochs, with batch size 128.

Stage 2. We use Adam with learning rate 5e-05, \(\beta_1 = 0\) and \(\beta_2 = 0.9\), and train for 7 epochs, with batch size 128.

Stage 3. We use Adam with learning rate 5e-05, \(\beta_1 = 0\) and \(\beta_2 = 0.9\), for both generator and discriminator, and train for 35 epochs, with batch size 256 and select the final model based on validation CRPS. We set \(\gamma_1 = 20\) and \(\gamma_2 = 20\), \(\lambda = 10\), and use 6 ensemble members when computing the expectation in the \(L_{LR}\) and \(L_{HR}\) loss terms. We train the discriminator for 5 steps for every 1 training step of the generator.

We train on 4 Tesla T4 GPUs using mixed precision.

4 Data

One general note is that we use km throughout the paper, even though all the data is in fact in degrees, since most readers are more familiar with km measurements. For this we use the approximate conversion 0.01° = 1km.

4.1 Weighted sampling during training

Since a large part of the patches have no or very little precipitation, we balance the dataset by preferentially sampling patches with more precipitation. Specifically, we compute, for each patch, the fraction of grid point with precipitation larger than 0.025 mm, denoted by \(fr\). To compute the sample weight \(w\) we compute:

\[
w = w_{\text{min}} + (1 - (fr - 1)^a) \times (w_{\text{max}} - w_{\text{min}})
\]

where \(w_{\text{min}} = 0.02\) and \(w_{\text{max}} = 0.4\) are the enforced minimum and maximum weights and the exponent \(a = 4\).

4.2 Input patch

Figure 2 illustrates the channel breakdown of the inputs supplied to the generator.

4.3 TIGGE Ensemble

TIGGE provides ensemble forecasts from different forecasting centers. We only use the ECMWF Integrated Forecast System operational ensemble and download data from https://apps.ecmwf.int/datasets/data/tigge. The raw data comes at \(\sim 0.13^\circ\) resolution, which we regrid bi-linearly to \(0.32^\circ\) resolution. Forecasts are initialized at 00 and 12UTC each day.

4.4 Multi-Radar/Multi-Sensor (MRMS) Observations

MRMS data is downloaded from an archive provided by Iowa State University, at https://mtarchive.geol.iastate.edu/. In particular we download the radar-only 6h quantitative precipitation estimates of MRMS. For details, see ?. Data originally is provided at \(0.01^\circ\) resolution, which we regrid bi-linearly to \(0.04^\circ\) resolution. Radar Quality. In addition, MRMS data comes with a radar quality index, ranging from 0 to 1. We restrict our evaluation to only those patches with a radar quality of \(>0.5\) in \(>90\%\) of their pixels. Figure 3 shows the coverage resulting from a \(>0.5\) quality mask.

4.5 HREF High-resolution Ensemble

HREF data is downloaded from the server of the National Severe Storms Laboratory at https://data.nssl.noaa.gov/thredds/catalog/FRDD/HREF.html. Here the data is provided for each of the 5 models separately. For each we download the 00 and 12UTC initialization times. We then create a 10 member ensemble by stacking the 5 original models in addition to a lagged forecast (i.e. the forecast initialized 12h earlier) for each model.
Note that this is slightly different from the operational HREF version which uses a 6h lag for one of the models, the High-Resolution Rapid Refresh model (HRRR).

Great care has to be taken in combining the different models because they report precipitation in different formats. Some models report total precipitation accumulation, i.e. the file for 12h forecast lead time contains the precipitation amount from 0 to 12h. To get the 6-12h accumulation, one simply subtracts the 6h values from the 12h values. Other models, however, report only the one hour accumulation in each file. For these models one has to download all files from 7 to 12h and sum the values. Unfortunately, there is no clear documentation on which model has which style of reporting. Further, some models switch styles at random times throughout the
For this reason, we implement a check when downloading the models that tests which style of precipitation reporting is used. In particular, we test whether the difference from one hour to the next is always positive, which would be true if the total precipitation accumulation style was used. To further complicate things, as noted in the limited online documentation at https://data.nssl.noaa.gov/thredds/fileServer/FRDD/HREF/2020/spc_href_data_guide.pdf, some models sometimes use a two hour accumulation instead of a one hour accumulation. To detect the time windows for which this is the case, we check whether a given model’s domain-averaged values are significantly (×1.5 or more) greater than that of a reference model in which we have confidence, “nam_conusnest”. To check whether we did all the data transformations correctly, we compared numerous samples of our final HREF ensemble against the HREF Ensemble Viewer (https://www.spc.noaa.gov/exper/href/) to confirm that they matched.

5 Supplementary definitions

Fractional Skill Score (FSS): FSS (?) is a deterministic metric for forecast accuracy which, unlike pixel-wise metrics like RMSE and MAE, avoids over-penalising small spatial shifts. For a given threshold, and a given window size, let $M_i$ be the fraction of pixels in window $i$ forecast to exceed the threshold, and let $O_i$ be the fraction of observations in window $i$ exceeding the threshold, then

$$FSS = 1 - \frac{\sum_i(O_i - M_i)^2}{\sum_i O_i^2 + \sum_i M_i^2}. \tag{2}$$

We use an approximation of this metric in our initial training of the (deterministic) correction $g(0,x)$ (Stage 1) as a learning signal to encourage skillful low-res corrected forecasts. Specifically, instead of calculating $M_i$ and $O_i$ as the averages of binary masks $1_{y_i > c}$ over a given window for a threshold $c$, we $M_i$ and $O_i$ are the averages of $\phi(10(y_i - c))$ for predictions and observations respectively, where $\phi$ is the sigmoid function.

6 Additional Evaluation

6.1 Rank Histogram

One of the most common approaches for evaluating whether an ensemble forecast fulfills the consistency desideratum (that is, whether observations $y_i$ behave like random draws from the generated forecast distribution) is to construct a rank histogram (?). For each pixel in the entire test set, we record the rank (index) of the observed value when inserted into a sorted list of forecast ensemble members, and we then plot a histogram of these ranks. A perfectly consistent forecast would result in a uniform (flat) histogram.

Figure 4 shows the rank histogram of CorrectorGAN, HREF and the TIGGE interpolation. Again we see similar results when comparing CorrectorGAN and HREF, both of which exhibit much flatter rank histograms than the TIGGE interpolation, which exhibits a well known problem of global, coarse forecasts sometimes known as a ‘drizzle bias’: too often it predicts rain when there is none. The slightly larger peak by CorrectorGAN over
HREF on the far right indicates that there are still some instances of heavy rainfall which are not predicted in the right pixels by the GAN, which are better localised by HREF.

### 6.2 Full TIGGE Ensembles

Figure 5 shows the full TIGGE ensembles corresponding to the geo-patches shown in Figure 3 in the paper. Comparing with the full TIGGE ensemble confirms that CorrectorGAN does indeed achieve large scale correction in certain instances.

### 6.3 Deterministic metrics

Table 6.3 compares the 3 methods according to 2 deterministic metrics. We include these results for completeness, despite the fact that they are not the most appropriate for evaluating probabilistic forecasts. We compute the root-mean-squared error, and fractional skill score given a precipitation threshold of 4mm, for each ensemble member, for each test patch, and report the average for each method. We see that both CorrectorGAN and the TIGGE interpolation baseline perform very similarly in both metrics, outperforming HREF on RMSE and under-performing HREF on FSS.
Figure 5: Full TIGGE ensembles for the geo-patches shown in Figure 3 in the paper.