Magnetic Impurities on Superconducting Surfaces: Phase Transitions and the Role of Impurity-Substrate Hybridization
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Spin-dependent scattering from magnetic impurities inside a superconductor gives rise to Yu-Shiba-Rusinov (YSR) states within the superconducting gap. As such, YSR states have been very successfully modeled with an effective scattering potential (Kondo impurity model). Using a scanning tunneling microscope, we exploit the proximity of the tip to a surface impurity and its influence on the YSR state to make a quantitative connection between the YSR state energy and the impurity-substrate hybridization. We corroborate the coupling between impurity and substrate as a key energy scale for surface derived YSR states using the Anderson impurity model in the mean field approximation, which accurately explains our observations. The model allows to decide on which side of the quantum phase transition the system resides based on additional conductance measurements. We propose that the Anderson impurity model is much more appropriate to describe YSR states from impurities on a superconducting surface than the Kondo impurity model, which is more appropriate for impurities inside a superconductor. We thus provide a first step towards a more quantitative comparison of experimental data with fully correlated calculations based on the Anderson impurity model.

INTRODUCTION

The impurity problem is one of the most extensively studied phenomena in condensed matter physics because it not only caters to fundamental interest in the local perturbation of a host material, but also has technological relevance in the design of specific properties through doping. The impact of impurities on the host material is broad ranging from having no effect for weak non-magnetic impurities in an s-wave superconductor (Anderson theorem) [12] to creating complex many-body interactions between a magnetic impurity in a normal conducting host (Kondo effect) [3]. Somewhere in between, we find the so-called Yu-Shiba-Rusinov (YSR) states [4–6], which arise from magnetic impurities in a superconducting host. YSR states have been quite successfully modelled as a combination of spin-dependent and spin-independent scattering potentials within the Kondo impurity model (see Fig. [1a]) [7–9]. As such, this YSR model provides a simple and straightforward framework that has gone quite far in explaining numerous observations.

It is obvious that surface adsorbed impurities have more spatial degrees of freedom to relax when hybridizing with the host than bulk impurities. Impurity-substrate hybridization, however, is only implicitly contained in the Kondo impurity model [10]. A more detailed description is offered by the largely equivalent, albeit more general, Anderson impurity model (see Fig. 1(b)). It explicitly introduces an impurity-substrate hybridization parameter $\Gamma_s$, which plays a key role for the adsorption of impurities at surfaces. The Anderson impurity model also has the added benefit that it encompasses the Kondo effect as well as Andreev bound states, into which YSR states are embedded in a more general context [11–14]. In fact, this model provides a benchmark for the analysis of Josephson and Andreev transport through quantum dots (for a review see [15]). Also, as tunneling is often understood as going through the impurity (i.e. the YSR state), the impurity-substrate coupling will influence the conductance as well, which can be modeled much better within the Anderson impurity model [16]. In order to ascertain these relations, a quantitative connection between the impurity-substrate hybridization and the behavior of the YSR state is needed.

Here, we show that the binding energy of YSR states for surface adsorbed impurities does not just depend on the magnetic and non-magnetic properties of the impurity, but also largely depends on the coupling between the impurity and the substrate. We use ultralow temperature scanning tunneling microscopy (at 10 mK) to probe YSR states in intrinsic surface impurities on a superconducting V(100) substrate with a superconducting vanadium tip. Approaching the tip to an impurity with YSR state induces an interaction between the tip and the impurity (e.g. attractive force [17–18]), which manifests itself as a change in the binding energy of the YSR state. This has been observed in a number of systems giving the phenomenon a more general character [19–23]. However, both a decrease [21] as well as an increase [22] in impurity-substrate coupling has been found. Using the Anderson impurity model in the mean field approximation, we are able to quantify the relation between the change in the YSR state binding energy and the impurity-substrate coupling. We independently confirm the change in the impurity-substrate coupling through the distance dependence of the normal state conductance.

Further, we use this connection between impurity-
substrate coupling and normal state conductance to determine, whether the YSR state is in the weak or strong scattering regime. For weak impurity-substrate coupling, the spin-dependent scattering potential will be weak and the impurity spin will be unscreened. As the impurity-substrate coupling increases, the system undergoes a quantum phase transition to a screened impurity spin in a strong scattering potential. We demonstrate how to apply this model to determine on which side of the quantum phase transition the system is, which is a priori impossible to judge from the tunneling spectrum alone due to the symmetry of the YSR state energies in the spectral function.

**EXPERIMENT**

We prepare single crystal V(100) surfaces through cycles of sputtering and annealing (700°C). Due to the intrinsic presence of oxygen in the bulk (99.8% purity) and aggregation to the surface during annealing, the surface features a (5×1) reconstructed oxygen layer. The most abundant impurities visible in STM topography image are the atomic oxygen vacancies, while carbon is also expected to have a non-negligible concentration which, however, is not directly visible. Some of the oxygen vacancies in a certain chemical environment, feature single and well defined intrinsic YSR states. Due to the complexity of the surface and various possibilities of the internal structure of the impurity, the YSR states show widespread energy distribution and different response to tip approach. The experiments have been performed in ultrahigh vacuum and at a base temperature of 10 mK. The gap parameter of vanadium in the sample as well as in the tip is $\Delta_v = \Delta_t = 760$ µeV unless otherwise noted.

**RESULTS**

**Distance dependence of YSR States**

Some of the YSR states originating from the intrinsic impurities at the V(100) surface change their energy as a function of tip-sample distance. One example is shown in Fig. 2. In panel (a), a series of differential conductance spectra is shown as a function of tip-sample distance (z-position). A single pair of YSR states can be identified inside the gap (marked by YSR arrows), which changes its energy position as a function of z-position. The observation of coherence peaks (marked by BCS arrows) at $\Delta_t + \Delta_v$ is an indication that there is a second transport channel not featuring a YSR state inside the gap, which will be discussed in more detail below. The energies at which the YSR states are observed have been extracted and plotted as a function of tip sample distance in Fig. 2(b).

The YSR state at positive (negative) bias voltage has been plotted in red (blue). As we will show below, the YSR states are in the strong spin-dependent scattering limit beyond the quantum phase transition. In that regime, that branch of YSR states with positive values in the weak scattering limit ($\epsilon_+ > 0$, called positive branch in the following) has moved to negative energies, $\epsilon_- < 0$, as shown in Fig. 2(b). A priori, however, it is not possible to say on which side of the quantum phase transition the YSR state is in each case. A more detailed analysis of the YSR state properties as function of tip-sample distance is necessary. For this, we have acquired different spectra along the z-axis (tip-sample distance) and over a distance of about 470 µm, which corresponds to a change in tunneling current of about four orders of magnitude. Yet, we have stayed mostly in the tunneling regime (see below). Only in the last part, we find total transmissions $\tau > 0.1$, where higher order processes are observed and the opening of new transport channels becomes more likely.

**Distance Dependence of the Conductance**

The normal state conductance is extracted from the differential conductance measured at a bias voltage much larger than $\Delta_t + \Delta_v$. The normalized normal state conductance (transmission) $\tau = G_N/G_0$ ($G_N$: normal state conductance; $G_0 = 2e^2/h$: quantum of conductance; $e$: elementary charge; $h$: Planck constant) corresponding to the data set in Fig. 2(a) is shown in Fig. 3(a) as a function of tip-sample distance (z-position). Its behavior is dominated by the exponential increase in the tunnel coupling between tip and impurity. How-
ever, we will show below that there are deviations from the exponential behavior, which are related to the changes in the impurity-substrate coupling. The transport current through the impurity does not only depend on the tunnel coupling between the tip and the impurity, but also on the coupling between the impurity and the substrate \([16]\). These deviations nicely explain the changes in the YSR state energies. The Anderson model in the mean field approximation is ideally suited to provide a unified description of these observations. Since the impurity-substrate coupling is an explicit parameter, we can establish a direct relation between the YSR state energy and the changes in the normal state conductance. This is not easy to do within the Kondo impurity model.

**Anderson Impurity Model**

The Anderson impurity model has been successfully applied to a number of impurity problems involving magnetic as well as non-magnetic impurities \([27]\). It allows correlation effects to be taken into account to different degrees of complexity \([12, 28]\). For the case that we consider here, where the Kondo temperature is typically smaller than the superconducting gap, a mean field approximation becomes appropriate, as shown in Refs. \([29, 30]\).

A schematic energy diagram is shown in Fig. 1(c). The system is described by the superconducting substrate (left) and the impurity having one occupied level at \(-E_i + E_U\) and one unoccupied energy level at \(E_j + E_U\) (right), which are coupled to the substrate by a hopping parameter \(\Gamma_s\). The energy \(E_j\) describes an effective Zeeman splitting and \(E_U\) is an energy shift accounting for particle-hole asymmetry (\(E_U = 0\) implies particle-hole symmetry). Here, we restrict ourselves to using the energies \(E_j\) and \(E_U\) as fit parameters, keeping in mind that a selfconsistent treatment of the spin density of states may provide more insight on the origin of the magnetic properties as well as spin fluctuations in the impurity on the substrate.

The Green’s function of the impurity in the mean field Anderson impurity model can be straightforwardly written in \(2 \times 2\) Nambu space as

\[
G(\omega) = \left[\omega \sigma_0 - E_j \sigma_0 + E_U \sigma_3 - \Gamma_s \sigma_3 g_{sc}(\omega) \sigma_3\right]^{-1},
\]

with \(\sigma_i\) the Pauli matrices. We assume that the coupling between tip and impurity is much smaller than the coupling between impurity and sample, i.e. \(\tau \ll 1\), such that we can ignore it in this calculation. Further, \(g_{sc}(\omega)\) is the dimensionless Green’s function of the superconducting substrate (normalized to the density of states) with

\[
g_{sc}(\omega) = \frac{\langle \omega + iy \rangle \sigma_0 - \Delta_s \sigma_3}{\sqrt{\Delta_s^2 - (\omega + iy)^2}},
\]

where \(\Delta_s\) is the order parameter of the substrate and \(y\) is a phenomenological broadening parameter (cf. Dynes *et al.* \([31]\)). For more details, refer to the Supporting Information \([26]\).

The spectral function \(A(\omega) = -\text{Im} \text{Tr}'G(\omega)\) of Eq. (1) features two impurity states at \(-E_j + E_U\) and \(E_j + E_U\) each having a width \(2\Gamma_s\) (cf. Fig. 1(d) for the normal conducting state) along with a superconducting gap having an order parameter \(\Delta_s\) and possibly extremely sharp pairs of subgap states depending on the relation between the parameters \(E_j, E_U, \Gamma_s\), and \(\Delta_s\) (cf. Fig. 1(e) for typical YSR states inside the superconducting gap). Here, \(\text{Tr}'\) denotes the trace with a change in sign for the energy axis in the hole part of the Green’s function.

For the purpose of analyzing the above data, we reduce the generality of Eq. (1) by assuming strong impurity-substrate coupling, i.e. \(\Gamma_s \gg \Delta_s\). This assumption generally holds for surface adsorbed impurities and reflects the conditions, in which the YSR states within the Kondo impurity model are described. The resulting Green’s function is

\[
G(\omega) = \frac{\Gamma_s \omega \sigma_0 + (E_j \sigma_0 + E_U \sigma_3) \sqrt{\Delta_s^2 - \omega^2 + \Gamma_s \Delta_s \sigma_3}}{2E_j \Gamma_s \omega - (\Gamma_s^2 - E_j^2 + E_U^2) \sqrt{\Delta_s^2 - \omega^2}},
\]

without broadening parameter, which can be included by \(\omega \to \omega + iy\). The energies \(\varepsilon_s\) of the YSR states are located, where \(G(\omega)\) becomes singular:

\[
\varepsilon_s = \pm \Delta_s \frac{E_j^2 - \Gamma_s^2 - E_U^2}{\sqrt{(\Gamma_s^2 + (E_j - E_U)^2) (\Gamma_s^2 + (E_j + E_U)^2)}}.
\]

![Fig. 2: (a) Series of normalized differential conductance spectra through an impurity with YSR states measured with a superconducting tip as function of tip-sample distance (z-position). The YSR states move, while the coherence peaks (BCS) do not. At closer distances (bottom), higher order phenomena (Josephson effect at zero voltage and multiple Andreev processes near the YSR states) are visible. (b) Extracted YSR state energies as function of tip-sample distance. (c) Scaled coupling parameter \(\Gamma_s\) calculated from (b). The values for \(\Gamma_s\) have been calculated by exchanging \(\varepsilon_+ \leftrightarrow \varepsilon_\text{sc}\) (for details see text). (d) Fit of a differential conductance spectrum at low conductance, where higher order processes are suppressed. We fit two channels, one of which probes the YSR state and the other probes an empty gap. (e) Density of states of the YSR state and the empty BCS gap as used in the fit in (d).](image-url)
which has a very similar structure as the result from the Kondo impurity model. The similarity becomes even more obvious when simplifying Eq. (4) by assuming particle-hole symmetry, i.e. $E_U = 0$,

$$\varepsilon = \pm \Delta / \sqrt{E_j^2 + E_s^2} = \pm \Delta / \sqrt{1 + J^2}.$$  

The parameter $J$ is the spin-dependent scattering potential in the Kondo impurity model with $J = \frac{1}{2} n_0 s$ in the classical limit, where $n_0$ is the density of states in the substrate, $j$ is the exchange coupling, and $s$ is the impurity spin [7]-[9]. The parameters describing the YSR states in the Anderson impurity model and the Kondo impurity model are related through the Schrieffer-Wolff-like transformation in the strong coupling limit (cf. [10] [12]).

$$J = \frac{\Gamma_s}{E_j}.$$  

For the following data analysis, we assume that the parameters which are more related to the intrinsic properties of the impurity $E_j$ and $E_s$ are constant as function of tip-sample distance, while the impurity-substrate coupling $\Gamma_s$ can vary. This is a sensible assumption of some generality, which has been used before in a somewhat different context for YSR states in molecules adsorbed on a superconducting surface [23] [32]. However, we have to keep in mind that in a self-consistent treatment $E_j$ becomes a function of $\Gamma_s$, which may lead to small corrections. We also assume particle-hole symmetry (i.e. $E_U = 0$), which is justified because we can show that $E_U$ is small compared to $\Gamma_s$ [24]. Using the branch $\varepsilon_+$, we find for the impurity-substrate coupling

$$\Gamma_s = E_j \frac{1 - \varepsilon_+ / \Delta_s}{1 + \varepsilon_+ / \Delta_s}.$$  

The symmetry of the YSR state energies makes it a priori impossible to decide, on which side of the quantum phase transition the system is, i.e. if $\Gamma_s < E_j$ or $\Gamma_s > E_j$. Therefore, aside from the coupling $\Gamma_s$, we calculate an alternative coupling $\Gamma_s^{alt}$ by exchanging the values $\varepsilon_+ \leftrightarrow \varepsilon_-$, which changes effectively from one side to the other side of the quantum phase transition.

Using Eq. (7), we calculate the distance dependent coupling $\Gamma_s$ and $\Gamma_s^{alt}$. The results are shown in Fig. 2(c) in units of $E_j$, for which we define the scaled coupling $\Gamma_s^{\text{exp}} = \Gamma_s / E_j$ and $\Gamma_s^{alt} = \Gamma_s^{alt} / E_j$. We can see directly, that for the $\Gamma_s$ branch the coupling reduces as the tip-sample distance reduces. Such a behavior can be expected, if attractive forces from the tip pull the impurity away from the substrate in the tunneling regime [18] [21]. However, concomitant circumstances, e.g. changes in the local density of states, may just as well result in an increase in coupling, yielding the behavior described by the $\Gamma_s^{alt}$ data [22] [33]. We will directly address this point below by implementing a model to link the extracted impurity-substrate coupling to the measured normal state conductance.

In the following, we will show that analyzing the evolution of both the impurity-substrate coupling $\Gamma_s$ and the normal state conductance $G_N$ as function of tip-sample distance $z$, we are able to determine, on which side of the quantum phase transition the system is.

**Distance dependence of the Impurity-Substrate Coupling**

The normal state conductance $G_N$ of the junction not only depends on the tunneling between tip and impurity but also on the coupling between impurity and substrate. The latter may change when the distance $z$ between tip and impurity is tuned due to attractive or repulsive forces between tip and impurity. In addition, an understanding of the distance dependence $G_N(z)$ requires an analysis of possible transport channels involved, which we discuss in the following.

As can be seen in Fig. 3(e), YSR states alone give rise to two distinct peaks in the density of states completely quenching the coherence peaks. This is in contrast to our experimental observations depicted in Fig. 2(d), where two additional peaks appear at $\pm (\Delta_I + \Delta_s)$ as coherence peaks in the spectrum. We conclude that we have to assume two transport channels, which we assume to be independent. Microscopically, we envision these two channels as coming from two different orbitals, one of which features a YSR state due to the interaction with the substrate and the other does not (cf. Fig 3(c)).

![Image](317x556 to 562x740)
Accordingly, we calculate the total normal state conductance $G_N$ as the sum of the two contributions (assuming that $E_U = 0$)

$$G_N = G_{YSR} + G_{BCS} = p \frac{4\Gamma_s \Gamma_t}{(\Gamma_s + \Gamma_t)^2 + \frac{E^2}{2}} G_0 + (1 - p) \frac{4\Gamma_s \Gamma_t}{(\Gamma_s + \Gamma_t)^2} G_0,$$

where $p$ is the relative signal contributions and $\Gamma_t = \Gamma_0 \exp\{-|z - z_0|/z_1\}$ is the exponentially varying tunnel coupling between the tip and the impurity (for details see [26]). The parameters $\Gamma_0$ and $z_1$ are the only fit parameters to model the normal state conductance, while $z_0$ just represents the arbitrary position of the origin of the $z$-axis. The two fit parameters can be determined in the regime, where the tip is far away from the sample, such that the influence on the impurity-substrate coupling is smallest. We further assume that the two different channels use the same impurity-substrate channel(s), which is illustrated in Fig. 3(c). Note the explicit dependence of the $G_{YSR}$ on $E_I$, which is absent in $G_{BCS}$, indicating the quite different nature of these two transport channels.

The red line in Fig. 2(d) shows a fit to the spectrum involving a transport channel through the YSR state along with a channel through an empty Bardeen-Cooper-Schrieffer (BCS) gap. The individual densities of states for the YSR state (red) and the BCS gap (blue) are shown in Fig. 2(e). In the following, we will assume that these two orbitals have the same decay constant into the vacuum in order to keep the model simple. The fit (red line in Fig. 2(d)) reveals that 22% of the signal (referenced to the normal state conductance $G_N$ at high bias voltage) is contributed from the YSR state channel and 78% of the signal comes from the empty BCS gap channel. We are now in a position to compare the experimental data for $G_N(z)$ with predictions obtained from the above model (Eq. 7 and 8).

The measured normal state conductance is shown in Fig. 3(a) over about four orders of magnitude. Changes in the exponential behavior are difficult to detect in this graph. A zoom-in to the closer tip-sample distance is shown in Fig. 3(b), where changes in the exponential behavior are most pronounced. Assuming no change in the impurity-substrate coupling, i.e. $\Gamma_s = \text{const}$, we calculate the transmission $\tau_0$ from Eq. 8, which is shown as a yellow line in Fig. 3(b). For the decay constant $z_1$, we fit a value of 51.6 pm. The experimental transmission $\tau_{exp}$ clearly increases more than for a constant impurity-substrate coupling. From Eq. 8, we conclude that this can only be explained by a decreasing impurity-substrate coupling, since $G_N$ is roughly inversely proportional to $\Gamma_s$. Using the values for $\Gamma_s$ (cf. Fig. 2(c)) in Eq. 8, we plot the resulting transmission $\tau_s$ as a red line in Fig. 3(b). We find much better agreement with the experimental data $\tau_{exp}$ than for the constant impurity-substrate coupling.

Still, the exponential increase of the conductance due to the tunnel coupling masks the agreement. We, therefore, divide all conductance curves by the normalized tunnel coupling $\tilde{\Gamma}_t = \Gamma_t/E_{\tilde{J}}$ in order to accentuate changes in the exponential dependence. The resulting curves are shown in Fig. 3(d). The deviations from the constant impurity-substrate coupling $\tau_0$ become more obvious now. The experimental data $\tau_{exp}$ shows a steady increase as the tip-sample distance decreases significantly deviating from the constant coupling model. The transmission $\tau_s$ based on the $\Gamma_s$ data values extracted from the YSR energies clearly follows the experimental data. We find generally very good agreement, from which we conclude that assigning the negative YSR energy branch to the model with constant coupling $\tau_0$. We find good agreement with the branch $\tau_s$, where the impurity-substrate coupling decreases during the tip approach.

Moving across the Quantum Phase Transition

As another example, we have chosen an intrinsic impurity, for which the YSR state moves across the quantum phase transition, i.e. the energies cross the zero energy line, when decreasing the tip-sample distance. A differential conductance spectrum with a high point density along the voltage axis (blue) is shown in Fig. 4(a). The YSR states (inner peaks) can be very well seen along with the BCS peaks (outer peaks). The fit (red) again consists of two channels, where 39% of the signal is contributed from the YSR state channel and 61% of the signal comes from the empty BCS gap channel.

The extracted YSR state energies are plotted in Fig. 4(b),
where the crossing of the energy branches at zero energy is clearly visible. Again, it is a priori not possible to decide from which side the system moves across the quantum phase transition. Therefore, we calculate both possibilities for the scaled coupling parameters $\Gamma_s$ and $\Gamma_s^{\text{alt}}$, which are plotted in Fig. 6(c), where one branch increases, while the other branch decreases as function of tip-sample distance.

The excellent agreement between the experiment and the calculation is again accentuated by plotting the transmission curves divided by the normalized exponential tunnel coupling $\tilde{\Gamma}_1$, which is shown in Fig. 6(d). Comparing $\tau_{\exp}$ to the transmission $\tau_0$ with constant impurity-substrate coupling $\Gamma_s = \text{const}$, we find poor agreement. The transmission $\tau_s$ based on the $\Gamma_s$ values follows the experimental data very well indicating that the YSR state moves across the quantum phase transition from the strong coupling regime to the weak scattering regime, as we move closer with the tip to the sample. For the tunnel coupling $\Gamma_s$, we find a decay constant $z_1 = 49.15 \text{ pm}$. The full conductance dependence can be found in the Supporting Information [26].

**FIG. 5:** (a) Series of differential conductance spectra (normalized) through an impurity with YSR state measured with a superconducting tip as function of tip-sample distance ($z$-position). The YSR states move (inner peaks), while the coherence peaks (BCS) do not (outer peaks). At closer distances, higher order phenomena (Josephson effect at zero voltage and multiple Andreev processes near the YSR states) are visible. (b) YSR state energy positions as function of tip-sample distance extracted from the data set in (a). (c) Scaled impurity-substrate coupling calculated from the energies in (b). (d) The reduced transmission $\tau_{\exp}/\tau_1$ emphasizes the deviation of the experimental data $\tau_{\exp}$ compared to the model with constant coupling $\tau_0$. We find good agreement with the branch $\tau_s$, where the impurity-substrate coupling increases during the tip approach.

**Increasing Impurity-Substrate Coupling**

As a third example, we found that some of the intrinsic impurities show an increasing impurity-substrate coupling as the tip-sample distance decreases. The image showing the differential conductance spectra as function of applied bias voltage and tip-sample distance ($z$-position) is plotted in Fig. 5(a). Again the inner peaks are the YSR state and the outer peaks are the BCS coherence peaks. The YSR peaks move towards zero energy as the tip approaches the impurity, while the BCS coherence peaks do not move. The extracted YSR state energies are shown in Fig. 5(b) with both energy branches shown. Using Eq. (7), we calculate the scaled hopping for both situations $\Gamma_s$ and $\Gamma_s^{\text{alt}}$. Fig. 5(d) shows the transmission curves divided by the normalized exponential tunnel coupling $\tilde{\Gamma}_1$. Comparing $\tau_{\exp}$ to the transmission $\tau_0$ with constant impurity-substrate coupling $\Gamma_s = \text{const}$, we find again poor agreement. We note that the experimental transmission $\tau_{\exp}$ evolves below the calculated transmission $\tau_0$ (yellow line). This indicates that the impurity-substrate coupling actually increases when approaching the tip to the sample. The transmission $\tau_s$ based on $\Gamma_s$ follows the experimental data very well. Here, $\Gamma_s$ actually increases with decreasing tip-sample distance. For the tunnel coupling $\tilde{\Gamma}_1$, we find a decay constant $z_1 = 52.3 \text{ pm}$. The trend clearly indicates that the impurity-substrate coupling increases as we approach with the tip to the sample. This means that the YSR state is in the weak scattering regime. The full conductance dependence can be found in the Supporting Information [26].

**DISCUSSION**

Measuring the normal state conductance along with the YSR state energy as a function of tip-sample distance allows us to extract very valuable information, such as an increase or decrease in the impurity-substrate interaction, experimen-
The details of the interaction mechanism with the tip and the corresponding change in the impurity-substrate interaction need not be known for an assessment of the coupling regime. We were able to identify on which side of the quantum phase transition the system is for all three examples. In addition, this method can easily be extended to other scenarios presented in the literature [19–23].

The three examples present different (non-exhaustive) scenarios that can be found when YSR states move in energy as the tip is approaching the impurity. The results are summarized in Fig. 6 where the energies of the YSR states are plotted as function of the scaled coupling \( \Gamma_s/E_0 \). With the analysis presented above, we can now indicate the coupling range for each example as a black bar labeled by the figure number, where the data set is discussed. Note that the evolution of the YSR state energies and their crossing at the transition point \( (\Gamma_s = E_0) \) nicely illustrates the ambiguity in determining the scattering regime, if the analysis were solely based on the energy position of the YSR state.

The excellent agreement between the measured and calculated normal state transmission \( \tau \) clearly identifies the impurity-substrate coupling \( \Gamma_s \) as the dominant energy scale responsible for changing the energy of surface derived YSR states as function of tip-sample distance. This is further corroborated by the conduction channel analysis, showing that the dominant part of the current goes through the empty gap channel, which is unaffected by the magnetic properties of the YSR channel. The intrinsic magnetic properties of the adsorbate remain unchanged at the surface to lowest approximation. This also validates the delicate interplay between the intrinsic magnetic properties of the adsorbate and its interaction with the superconducting host as the responsible mechanism for placing the YSR states inside the gap and even driving them through the quantum phase transition depending on their adsorption site [32, 34, 35] as well as the tip-sample distance [19–23].

We find very similar decay constants \( z_1 \) for the tunnel coupling for all three examples between 49.15 pm and 52.3 pm lying within a few percent, which shows that the different examples feature very similar impurities. Interestingly, we have made no explicit assumption about the distance dependence of the impurity-substrate coupling. The impurity-substrate coupling is calculated from the YSR energies and matches well with the conductance change as function of tip-sample distance. This provides a pathway for learning more about the impurity-substrate coupling and the bond strength in particular as function of bond length (i.e., impurity-substrate distance). Force-distance measurements in a combination of STM with atomic force microscopy (AFM) could provide further insight on the tip-sample interaction as well as the impurity-substrate coupling [13].

The Anderson impurity model naturally takes into account the impurity-substrate hybridization through an explicit parameter, which is only implicitly contained in the Kondo impurity model. This is important as the surface provides much less constrained boundary conditions for adsorption and relaxation than the much higher coordination requirements in the three-dimensional bulk. Furthermore, the Anderson model enables a more detailed description of the tunneling process through the impurity which is largely assumed in the tunneling through YSR states. It provides a direct connection between the impurity-substrate coupling and the normal state conductance, which allows for a direct comparison with experimental data and thus adds deeper understanding of YSR states at surfaces. Although largely equivalent, we, therefore, promote the Anderson impurity model as the preferred model for surface adsorbed impurities.

Putting the mean field approximation of the Anderson impurity model into the context of other existing models for YSR states, in the strong impurity-substrate coupling limit it connects well with the Kondo impurity model [4–9, 36] and in the weak impurity-substrate coupling limit it connects to the more general Andreev bound states [37]. Further, it allows us to including correlations (Kondo effect) by going beyond the mean field approximation [12–15, 23, 27, 28, 32], and it extends to a regime, where the impurity-substrate coupling plays a decisive role, i.e., for impurities at surfaces.

**CONCLUSION**

We have presented direct experimental evidence that the impurity-substrate coupling for adsorbates at surfaces presents an important energy scale largely responsible for the detailed behavior of surface derived YSR states. The behavior of the impurity-substrate coupling (decrease or increase) can be extracted experimentally through the normal state conductance without knowing the details of the actual mechanism and the tip-impurity interaction. It can be used to diagnose, on which side of the quantum phase transition the system is (see Supporting Information [26]). Using the mean field approximation of the Anderson impurity model, we were able to make a direct connection between the accompanying change in the YSR state energy and the change in the impurity-substrate coupling for which it provides an explicit parameter. This connection was evidenced through the explicit calculation of the normal state conductance, which is nicely implemented with the Anderson impurity model because it provides a description of tunneling through the impurity directly.

Our results provide a new point of view on the surface induced YSR states and their interactions with the underlying substrate with many possibilities for a deeper understanding provided by the complementary, but more detailed mean field approximation of the Anderson impurity model. The Anderson impurity model provides the basis for moving away from the classical spin model in YSR states and establishing a better link between the experimental observations and the theoretical models, in particular for surface induced YSR states as well as in the presence of the various manifestations of the Kondo effect.
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TIP AND SAMPLE PREPARATION

The experiments were carried out in a scanning tunneling microscope (STM) operating at a base temperature of 10 mK \[1\]. The sample was a V(100) single crystal. To obtain a clean surface, the sample was prepared by multiple cycles of Ar sputtering and subsequent annealing to 700°C. The tip material was a polycrystalline V wire, which was cut in air and prepared in ultrahigh vacuum by field emission. The cleaned V(100) always features a (5 × 1) oxygen reconstruction due to migration of oxygen to the surface during annealing procedure [2]. Additional impurities include oxygen vacancies, which are most abundant and visible in STM topography image and some carbon atoms [3]. Carbon atoms migrate to the surface during slow cool down procedure after annealing, and is invisible in STM topography measurements [4]. Impurities with YSR states can be found on the surface, whose origin is not exactly known. However, from the much smaller abundance compared to oxygen vacancies and the still much higher concentration than remnant transition metal impurities, we conclude that the YSR impurities may originate from combination of the most abundant impurities, such as a carbon-oxygen vacancy complex. The fact that most YSR impurities only show one pair of YSR state in-gap indicates a simple spin structure and supports the simple elements component rather than conventional magnetic transition metal elements.

MEAN FIELD DESCRIPTION OF THE ANDERSON IMPURITY MODEL

In the Anderson impurity model, the Hamiltonian \( H \) describes the coupling of an impurity \( H_i \) to a substrate \( H_s \) by means of an interaction term \( H_{si} \) acting like a hopping between impurity and substrate

\[
H = H_s + H_i + H_{si},
\]

\[
H_s = \sum_{k\sigma} \epsilon_k c_{k\sigma}^\dagger c_{k\sigma} - \Delta_s \sum_k \left( c_{k\uparrow}^\dagger c_{k\downarrow}^\dagger + h.c. \right),
\]

\[
H_i = \sum_{\sigma} \epsilon_d n_{d\sigma} + U_d n_{d\uparrow} n_{d\downarrow},
\]

\[
H_{si} = \sum_{k\sigma} t_{kd} \left( c_{k\sigma}^\dagger c_{d\sigma} + h.c. \right).
\]

Here, \( \sigma \) denotes the spin states up (\( \uparrow \)) and down (\( \downarrow \)) and \( n_{d\sigma} = c_{d\sigma}^\dagger c_{d\sigma} \) is the number operator. The substrate Hamiltonian \( H_s \) describes a Bardeen-Cooper-Schrieffer (BCS) superconductor, which is readily solved within mean field theory. The energy-momentum relation is given by \( \epsilon_k \) and the superconducting gap is given by \( \Delta_s \). Integrating over momentum, we find the Green’s function of the substrate in 2 × 2 Nambu space

\[
G_s(\omega) = n_s \left( \frac{\omega + i\gamma}{\omega + i\gamma + \Delta_s \sigma_3} \right),
\]

with \( n_s \) being the density of states of the substrate at the Fermi level in the normal conducting state and \( \gamma \) being a phenomenological broadening parameter [5]. In the impurity Hamiltonian \( H_i \), the four component operator describing the Coulomb repulsion \( U_d \) can be reduced to a two component operator by means of a mean field approximation

\[
U_d n_{d\uparrow} n_{d\downarrow} = U_d \langle n_{d\uparrow} \rangle \langle n_{d\downarrow} \rangle + U_d \langle n_{d\uparrow} \rangle \langle n_{d\downarrow} \rangle,
\]

where \( \langle n_{d\sigma} \rangle \) denotes the spin down density in the spin up level and vice versa. The spin densities of states \( \langle n_{d\sigma} \rangle \) depend on each other, but they can be calculated selfconsistently using the equation

\[
\langle n_{d\sigma} \rangle = \int_{-\infty}^{\infty} A_{i\sigma}(\omega) f(\omega) d\omega,
\]

where \( A_{i\sigma}(\omega) = \text{Im} G_{i\sigma}(\omega) \) is the spin-resolved spectral function of the impurity Green’s function and \( f(\omega) \) is the Fermi-Dirac distribution. Within this mean field approximation, we can rewrite the energy levels of the impurity as

\[
H_i = (\epsilon_d + U_d \langle n_{d\uparrow} \rangle) n_{d\uparrow} + (\epsilon_d + U_d \langle n_{d\downarrow} \rangle) n_{d\downarrow} - (E_j + E_U) n_{d\uparrow} - (E_j + E_U) n_{d\downarrow}.
\]

The second line in Eq. [16] defines the energy levels in terms of a splitting parameter \( E_j \) and an offset parameter \( E_U \), which are used in the main text. The relation to the first line illustrates the connection to the mean field description of the Anderson impurity model. We should point out that the relation of \( E_j \) and \( E_U \) to \( \epsilon_d \) and \( U_d \) is likely more complex, when taking into account correlation effects. The impurity Hamiltonian \( H_i \) describes an effective Zeeman splitting without introducing a quantization axis as in a magnetic field. The impurity spin is quantized with \( s = \frac{1}{2} \) and rotates freely.

With this mean field approximation in mind, we can write down the full Hamiltonian in matrix form

\[
H = \begin{pmatrix} H_s & H_{si} \\ H_{si}^\dagger & H_i \end{pmatrix} = \begin{pmatrix} H_s & i \sigma_3 \\ i\sigma_3 & H_i \end{pmatrix}.
\]

We assume a 2 × 2 Nambu space for each entry, such that the interaction term becomes \( H_{si} = i t \sigma_3 \), where \( t = t_{kd} \) is a momentum independent hopping term and \( \sigma_3 \) is a Pauli matrix. The corresponding Green’s function can be written as

\[
G(\omega) = \left( \omega - H_s - i \sigma_3 \omega - H_i \right)^{-1}.
\]
Focusing on the impurity Green’s function $G_i(\omega) = G_{22}(\omega)$, we find the expression

$$G_i(\omega) = (\omega \sigma_0 - E_i \sigma_0 + E_0 \sigma_3 - \Gamma_i \sigma_3 g_{sc}(\omega) \sigma_3)^{-1},$$  \hspace{1cm} (19)

where $\sigma_j$ are the Pauli matrices, $\Gamma_i = |t|^2 n_s$ is the impurity-substrate coupling parameter, and $g_{sc}$ is the normalized Green’s function of the superconducting substrate with $G_i(\omega) = n_0 g_{sc}(\omega)$. Equation (19) represents the Green’s function of the impurity as used in the main text.

**TRANSPORT THROUGH AN IMPURITY**

Tunneling involving a YSR state is typically thought of as transport through the YSR state, i.e. transport through the impurity at the surface. The tunneling current through an impurity not only involves the tunnel coupling between tip and impurity, but also between the impurity and the substrate. This is best modeled within the Anderson impurity model as it naturally involves the impurity-substrate coupling and has been discussed extensively in the literature. The normal state conductance is typically measured at bias voltages $V$ much larger than the superconducting gaps, i.e. $eV \gg \Delta_i + \Delta_s$, where the influence of the superconducting gaps on the normal state conductance can be neglected. In this approximation, the transmission through the YSR state can be written as

$$\tau = \frac{4 t_s^2 n_i n_t}{|1 - t_s^2 g_t g_i|^2},$$  \hspace{1cm} (20)

where $n_i$ is the density of states at the impurity, $n_t$ is the density of states in the tip, $g_i$ is the Green’s function of the impurity in the normal conducting state, $g_t$ is the density of states in the tip in the normal conducting state, and $t_s^2$ describes the tunnel hopping between the tip and the impurity. Assuming particle-hole symmetry, i.e. $E_U = 0$, the Green’s functions are

$$g_i = \frac{E_i + i \Gamma_s}{\Gamma_s^2 + E_i^2} \quad \text{and} \quad g_t = i n_t$$  \hspace{1cm} (21)

and the density of states $n_i$ in the impurity is

$$n_i = \text{Im}(g_i) = \frac{\Gamma_s}{\Gamma_s^2 + E_i^2}.$$  \hspace{1cm} (22)

Further defining $\Gamma_i = t_s^2 n_i$, we can calculate the transmission through the YSR state of the impurity

$$\tau_{\text{YSR}} = \frac{4 \tilde{\Gamma}_s \tilde{\Gamma}_t}{(\Gamma_s + \tilde{\Gamma}_i)^2 + E_i^2} = \frac{4 \tilde{\Gamma}_s \tilde{\Gamma}_t}{(\Gamma_s + \tilde{\Gamma}_i)^2 + 1}$$  \hspace{1cm} (23)

In the last expression of Eq. (23), we relate the impurity-substrate coupling $\Gamma_s$ to the level splitting $E_i$, which we assume to be constant, through $\tilde{\Gamma}_i = \frac{E_i}{\Gamma_s}$. Furthermore, we define $\tilde{\Gamma}_i = \frac{\Gamma_s}{E_i}$. This allows us to directly relate the experimentally extracted impurity-substrate coupling in the expression for the YSR state energy with the impurity-substrate coupling in the expression for the channel transmission.

The experimental spectra show pronounced coherence peaks, which are not part of the density of states on the YSR state. We, therefore, assume that a second transport channel going through the impurity, but not through the YSR state, is involved. This means that both transport channels share the same impurity-substrate transport channel. Assuming a conventional BCS-type superconducting gap based on a constant Green’s function $g_i = i/\Gamma_i$ and density of states $n_t = 1/\Gamma_i$, we find for the normal state transmission

$$\tau_{\text{BCS}} = \frac{4 \tilde{\Gamma}_s \tilde{\Gamma}_t}{(\Gamma_s + \tilde{\Gamma}_i)^2} = \frac{4 \tilde{\Gamma}_s \tilde{\Gamma}_t}{(\Gamma_s + \tilde{\Gamma}_i)^2}. \hspace{1cm} (24)$$

Further assuming that the two channels are independent, we can add them to find the total normal state conductance $G_N$ weighted by the ratio $\rho$ with which they have been measured

$$G_N = G_{\text{YSR}} + G_{\text{BCS}} = \frac{4 \tilde{\Gamma}_s \tilde{\Gamma}_t}{(\Gamma_s + \tilde{\Gamma}_i)^2 + 1} G_0 + (1 - \rho) \frac{4 \tilde{\Gamma}_s \tilde{\Gamma}_t}{(\Gamma_s + \tilde{\Gamma}_i)^2} G_0,$$  \hspace{1cm} (25)

Here, $G_0$ is the quantum of conductance. As can be seen, the conductance does not only carry information about the coupling between the tip and the impurity, but also between the impurity and the substrate. As such, it provides excellent means to confirm the connection between the YSR state energy as well as the impurity-substrate coupling.

**CONDUCTANCE MEASUREMENTS AS FUNCTION OF TIP-SAMPLE DISTANCE**

For completeness, we show the normal state conductance curves as function of tip-sample distance in Fig. S1 for the data sets in Figs. 4 and 5 of the main text. The exponential dependence of the tunnel coupling dominates the overall behavior, which does not illustrate the comparatively small, but important changes in the impurity-substrate coupling. Therefore, we only show the reduced transmission $\tau/\Gamma_i$ in the main text.

**EXPERIMENTALLY DECIDING THE SCATTERING REGIME**

If the YSR states are changing their energy $\varepsilon_s$, when the tip approaches, the scattering regime can be determined. Both $\varepsilon_s$ and the normal state conductance $G_N$ have to be measured as function of tip-sample distance $z$. If the conductance $G_N$ increases more than exponentially as the tip approaches, the impurity-substrate coupling $\Gamma_s$ decreases. If $G_N$ increases less than exponentially, $\Gamma_s$ decreases. Whether the scattering regime is weak or strong can be found in Table S1.
TABLE SI: Table to decide, if the system is in the weak or strong scattering regime. Both the YSR state energy $\varepsilon_{\pm}$ and the normal state conductance $G_N$ have to be evaluated as function of tip-sample distance $z$.

| tip-sample distance decreases | $\Gamma_s$ increases | $\Gamma_s$ decreases |
|------------------------------|---------------------|---------------------|
| $\varepsilon_{\pm}$ moves towards 0 | weak | strong |
| $\varepsilon_{\pm}$ moves away from 0 | strong | weak |

FITTING THE DIFFERENTIAL CONDUCTANCE

The differential conductance $dI/dV$ was calculated from the tunneling current

$$I(V) = e \left( \bar{T}(V) - \bar{T}(V) \right),$$

with the tunneling probability from tip to sample

$$\bar{T}(V) = \frac{G_N}{2e^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dE dE' (n^s_{\uparrow}(E-eV)n^s_{\uparrow}(E')f(E-eV)[1-f(E')]-n^h_{\uparrow}(E+eV)n^h_{\uparrow}(E')f(E+eV)[1-f(E')])P(E-E').$$

Here, $G_N$ is the normal state conductance, $f(E) = 1/(1 + \exp(E/k_BT))$ is the Fermi function, and $n^e_{\uparrow}, n^e_{\downarrow}$ are the electron (e) and the hole (h) contributions to the DOS in tip and sample, respectively. For the corresponding Green’s functions we use the $2 \times 2$ Nambu space as in the main text. The $P(E)$-function describes the exchange of energy with the environment during the tunneling process and is interpreted as the energy resolution function of the STM [7]. The other tunneling direction $\bar{T}(V)$ from sample to tip can be obtained by exchanging the Fermi functions in Eq. (27), i.e. $f \leftrightarrow (1-f)$.

The DOS in the sample $n_s$ is modeled by the sum of the DOS of the YSR state $n_{\text{YSR}}$ and the DOS of the empty BCS gap $n_{\text{BCS}}$:

$$n^e_{\uparrow,s} = p n^e_{\text{YSR}} + (1-p) n^e_{\text{BCS}},$$

where $p$ is the relative contributions of the two transport channels to the tunneling current.

The DOS of the YSR state is calculated from the Green’s function $G_1(\omega)$ given in Eq. (32)

$$n^e_{\text{YSR}}(\omega) = \text{Im}G_{11}(\omega) \quad \text{and} \quad n^h_{\text{YSR}}(\omega) = \text{Im}G_{22}(\omega).$$

The DOS of the empty BCS gap $n_{\text{BCS}}$ as well as the DOS of the tip $n_t$ were modeled by the BCS density of states:

$$n_{\text{BCS}}(\omega) = \text{Re} \left[ \frac{\omega + i \gamma_s}{\sqrt{\omega^2 + (i \gamma_s)^2 - \Delta^2_{\text{BCS}}}} \right].$$

Here, $\gamma_s$ is a phenomenological broadening parameter in sample (s) and tip (t). For the vanadium tip, we find $\Delta_s = 760 \mu$eV, $\gamma_s = \gamma_t = 3 \mu$eV. In order to account for a slight non-BCS shaped tip gap, we use the Maki model for the tip, which introduces a depairing parameter $\zeta_t$ that leads to an energy dependent tip gap parameter $\Delta_t$:

$$\Delta_t = \Delta^\text{BCS}_t - \zeta_t \frac{\Delta_t}{\sqrt{\Delta^2_t - \omega^2}}.$$

TABLE II: Fit parameters for the data sets presented in the main text. The parameters $x$ and $y$ are defined in Eq. (33). $p$ is the contribution of the YSR state to the total normal state conductance, and $\tau$ is the total normal state conductance in units of the quantum of conductance $G_0$.

| Set | Figure | $x$    | $y$    | $p$    | $\tau$    |
|-----|--------|--------|--------|--------|-----------|
| 1   | 2.3    | 0.42 ± 0.01 | 1.36 ± 0.01 | 22%    | 1.6 × 10^{-4} |
| 2   | 4      | 0.03 ± 0.006 | 0.86 ± 0.005 | 39%    | 2.5 × 10^{-2} |
| 3   | 5      | 0.029 ± 0.005 | 0.39 ± 0.005 | 35%    | 1.6 × 10^{-4} |

with $\Delta^\text{BCS}_t = 780 \mu$eV and $\zeta_t = 0.008$. The sharp YSR state in the sample is a direct probe of the coherence peaks in the tip, which can be directly seen in the tunneling current. The asymmetric shape of the coherence peaks and the falling slope away from the gap result in the typical YSR peak shape in the differential conductance with the characteristic negative differential conductance. Hence, a better fit of the YSR state in the sample can be achieved with a modified coherence peak in the tip. Therefore, we phenomenologically adapt the tip gap by employing the Maki model, which can be rationalized by previously observed differences in the vanadium tip gaps compared to the vanadium bulk gap [8][15][16].

Differential conductance spectra were recorded with a lock-in amplifier having a modulation amplitude of 20 $\mu$V and a modulation frequency of 793 Hz. The additional broadening in the differential conductance spectra due to the lock-in amplitude is accounted for in the data analysis by means of an additional convolution with a semi-circle shaped resolution function.

FITTING YSR STATES WITHIN THE ANDERSON IMPURITY MODEL

In the strong impurity-substrate coupling limit ($\Gamma_s \gg \Delta$), we find the following Green’s function for the YSR states
FIG. S1: (a) Experimental normal state conductance $G_N$ as function of tip-sample distance $z$ showing the exponential dependence for the data set presented in Fig. 4 of the main text. (b) Zoom-in to the high conductance regime, where the strongest deviations are expected between the experimental data and the theoretical model with a constant impurity-substrate coupling. The calculated transmission based on the extracted impurity-substrate coupling provides a much better agreement even in the logarithmic plot. (c) and (d) is the same as (a) and (b) for the data in Fig. 5 of the main text.

within the Anderson impurity model:

$$G(\omega) = \frac{\Gamma_x^0 + (E_J^0 + E_U^0)\sqrt{\Delta^2 - \omega^2} \Gamma_x \Delta \sigma_1}{2E_J\Gamma_x - (\Gamma_x^2 + E_J^2)\sqrt{\Delta^2 - \omega^2}}.$$  \hspace{1cm} (32)

It can be easily seen that there are more variables to be determined than independent fit parameters. Therefore, it is not possible to find an unambiguous value for every variable from the fit. We have to reduce the effective number of variables by introducing the following dimensionless parameters:

$$x = \frac{E_U}{E_J}, \quad y = \frac{\Gamma_x}{E_J}, \quad u = \frac{\omega}{\Delta} \hspace{1cm} (33)$$

The resulting Green’s function in terms of the parameters $x$, $y$, and $u$ is:

$$G(u) = \frac{1}{E_J} \left( \sigma_0 + x\sigma_3 \right) \sqrt{1 - u^2} + uy\sigma_0 + y\sigma_1$$

The energy position of the YSR state in this notation is

$$u_{\pm} = \frac{\epsilon_{\pm}}{\Lambda} \pm \frac{1 - x^2 - y^2}{\sqrt{(y^2 + (1 - x)^2)(y^2 + (1 + x)^2)}}$$  \hspace{1cm} (35)

The extracted fit parameters for the data sets presented in the main text are summarized in Table SII. We can see that neglecting the particle-hole asymmetry parameter $E_U$ will not cause a significant error in the analysis of the main text as $x$ is smaller than one.
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