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Abstract—Photons are a natural resource in quantum information, and the last decade showed significant progress in high-quality single photon generation and detection. Furthermore, photonic qubits are easy to manipulate and do not require particularly strongly sealed environments, making them an appealing platform for quantum computing. With the one-way model, the vision of a universal and large-scale quantum computer based on photons becomes feasible. In one-way computing, the input state is not an initial product state $|0\rangle^\otimes n$, but a so-called cluster state. A series of measurements on the cluster state's individual qubits and their temporal order, together with a feed-forward procedure, determine the quantum circuit to be executed. We propose a pipeline to convert a QASM circuit into a graph representation named measurement-graph ($m$-graph), that can be directly translated to hardware instructions on an optical one-way quantum computer. In addition, we optimize the graph using ZX-Calculus before evaluating the execution on an experimental discrete variable photonic platform.

Index Terms—Quantum Computing, Photonic QC, Measurement Based QC, One-way QC, ZX-Calculus

I. INTRODUCTION

Photons are a natural candidate for quantum computing, yet such systems are not very prevalent in Cloud or High-Performance Computing (HPC) platforms. However, photonic systems should be considered a valid competitor to other platforms; recent findings show setups with up to 14 entangled photons [1].

HPC is in an era of specialization, where an increasing number of accelerator devices are integrated in general-purpose computing machines [2]. Quantum computers represent an especially powerful type of accelerator, promising speed-ups for unstructured search and combinatorial optimization problems [3]–[5]. As quantum technology matures, it is important to enable integration of quantum processing units (QPUs) in the HPC ecosystem and to support heterogeneous programming that integrates classical and quantum aspects, for example by means of offloading [6]–[11]. Here, quantum algorithms are usually expressed as offloaded computational kernels in a domain-specific language for...
the quantum circuit model (e.g., QASM) [8], [12]. Although photons are an attractive platform for QPUs, a direct translation of the quantum circuit model into photonic components is impractical. Photonic two-qubit gates are intrinsically probabilistic; hence, an increasing number of gates comes with an exponential decrease in the circuit’s success probability. That is why measurement-based schemes [13]–[15] are an appealing alternative, in particular the one-way model of quantum computing [15]–[18]. Here, computation is carried out solely by single-qubit measurements on highly-entangled multipartite states – so-called cluster states [19]. The model is equivalent to the circuit model [20], but efficient methods for translation are still rare [21], [22].

Contribution: This paper describes our efforts to develop a compiler for QASM kernels that targets discrete variable photonic platforms. We propose a pipeline to translate from QASM to a graph representation, named measurement-graph, or m-graph. The m-graph is optimized with ZX-Calculus [23] and mapped to hardware instructions for a photonic one-way processor. This marks a first step towards accessing photonic QPUs with HPC systems.

II. BACKGROUND

The quantum circuit model performs computations by sequentially applying unitary gates to qubits in a quantum register. Typically, one initializes a register of \( n \) qubits in the product state \( |0\rangle^{\otimes n} \) [4]. In contrast to the circuit model, the paradigm of quantum annealing [24] bases on the unitary evolution of the underlying system Hamiltonian.

A. The measurement-based one-way model

The one-way model, however, bases entirely on adaptive single-qubit measurements that drive the computation [14], [15], [25]. Here, the initial state of individual qubits is the \( |+\rangle \) state, and they are pairwise coupled via CZ operations to form a graph state, which serves as the computational resource. Then, single-qubit measurements on this resource state achieve universal quantum computation.

A cluster state is a type of graph state in which the underlying graph structure has the form of a two-dimensional orthogonal grid. Graph states are highly-entangled multipartite states, and we represent them mathematically as a graph \( G(V,E) \), with vertices \( V \) representing physical qubits and edges \( E \) indicating entanglement between qubits. An arbitrary graph state \( |G\rangle \) of \( V \) qubits and \( E \) edges is [26]

\[
|G\rangle = \left( \prod_{(a,b) \in E} CZ_{a,b} \right) \bigotimes_{v \in V} |+\rangle_v \tag{1}
\]

Fig. 1 shows a collection of 4-qubit cluster states, arranged as a two-dimensional lattice. The states are locally complementary (l.c.) if one can be transformed into the other with single-qubit transformations and SWAP operations only.

To carry out computation, we subsequentially measure on connected physical qubits \( j \) in the equatorial basis \( B_j(\alpha) = \{ |\alpha\rangle_j, |-\alpha\rangle_j \} \), where

\[
\begin{align*}
\text{Linear graph states:} & \quad H_{1,4} |\psi\rangle = |\psi\rangle \\
\text{GHZ graph states:} & \quad H_{1,3,4} |\text{GHZ}\rangle
\end{align*}
\]

![Diagram of graph states](image-url)
The difference between the circuit model with unitary transformation and the one-way model. Upper circuit: shows the transformation of a qubit in state $|\psi\rangle$ with the unitary $HR_z(-\alpha)$ to state $|\psi'\rangle$. Lower circuit: shows the same transformation with the one-way model, where the new state $|\psi'\rangle$ is then teleported to the bottom qubit by measuring the upper one (up to a Pauli-X correction, that is based on the measurements output $m$).

$$|\pm\rangle = \frac{1}{\sqrt{2}}(|0\rangle \pm e^{i\alpha} |1\rangle)$$ Measurements of physical qubits in the basis $B_j(\alpha)$ induce the rotation $HR_z(-\alpha)|\psi\rangle$ on encoded logical qubits up to a Pauli-X correction (cf. Fig. 2). $CZ$ gates are inherently built into the computational resource state as links between two qubits.

Thus, the native gate set in the one-way model may be defined as $\mathcal{G} = \{HR_z(-\alpha), CZ\}$, which is indeed universal.

Unlike the unitary evolution in the gate-based model, the non-unitary action of measurement is irreversible. As each measurement’s outcome is random, the desired result only occurs in some cases. Hence, a feed-forward protocol [18] compensates undesired results by adapting future measurement bases according to earlier outcomes.

As an example, refer to the single-qubit computation in Fig. 2. The result $m$ of the upper wire measurement (red cross mark) influences the Pauli-X correction on the lower output wire. If the outcome is $m = 0$, the algorithm works as expected; however, if $m = 1$, a Pauli error is introduced and corrected before the final measurement. The cascaded execution of this procedure allows for the implementation of arbitrary single-qubit rotations. In fact, feed-forward control makes one-way quantum computation deterministic.

Furthermore, any quantum circuit can be converted to a measurement pattern on a sufficiently large cluster state [14], [15], [25].

**B. Implementation with a photonic processor**

Photons are excellent candidates for building quantum computers; they are easy to generate and detect, robust against decoherence, and optical experiments can realize accurate single-qubit gates easily. However, deterministic interactions of two photons are experimentally impossible, and photonic two-qubit gates are of probabilistic nature [15], [16].

In the one-way model, these nondeterministic operations prepare the cluster state, just before any logical computation takes place [15], [16]. Post-selection techniques ensure successful generation of cluster states, such that it ignores certain detection events from the results where the cluster state generation failed [17], [18]. High-precision measurements in an arbitrary basis are achieved, for example, with phase retarders (wave plates) for qubits encoded in photon polarization. After successfully generating the multi-photon cluster, the computation proceeds deterministically by sequential execution of such single-qubit measurements.

Despite its limitations for implementing a pure circuitual model, photonic qubits are well-suited to...
the one-way model. Hence, the challenge to realizing universal photonic quantum computing lies in the efficient creation of sufficiently large cluster states. Various such protocols have been proposed and implemented [1], [27]–[29]. In fact, smaller clusters can already implement interestingly large circuits such as the Grover search in Fig. 5.

Fig. 3 shows how a photonic QPU can run a quantum circuit on a cluster state created from four photons. The input state generation step may be viewed independently from the computing and measurement steps that executes the necessary measurements for the post-selection and information processing.

C. ZX-Calculus

The ZX-Calculus is a diagrammatic language for quantum computation. A ZX-diagram consists of spiders and wires, which represent linear maps. Like the known quantum circuit notation, wires entering the diagram from the left are called input wires, and wires exiting to the right are called output wires. Spiders are distinguished into Z (green) and X (red) spiders and can have any number of input and output wires. In Dirac notation, their linear maps are:

\[
\begin{align*}
\text{Z} :&= |0\rangle^\otimes m \otimes |0\rangle^\otimes n \\
\text{Z-Phase} :&= (-1)^m |0\rangle^\otimes m \otimes |1\rangle^\otimes n \\
\text{X} :&= |1\rangle^\otimes m \otimes |0\rangle^\otimes n \\
\text{X-Phase} :&= (\cos(\alpha) - i \sin(\alpha)) |1\rangle^\otimes m \otimes |1\rangle^\otimes n
\end{align*}
\]

Apart from the normal wire corresponding to \(I_2\), it is convenient to introduce another wire type for representing the Hadamard matrix:

\[
\begin{align*}
\text{Hadamard} :&= \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}
\end{align*}
\] (3)

Two diagrams can be composed horizontally by joining the output wires of one diagram to the input wires of the other, or vertically by placing them side by side. In this way, any quantum circuit can be represented as a ZX-diagram, moreover, most elementary quantum gates can be directly translated, as shown in Table I.

ZX-calculus is equipped with a set of sound and complete rules, allowing the transformation of ZX-diagrams into equivalent ones wrt. their linear map. Using those rules, we can transform any ZX-diagram into an equivalent graph-like diagram, where we allow only Z spiders connected via Hadamard wires [30] (cf. Fig. 4a).

These are especially useful for the one-way model. They can be directly interpreted as measurement patterns where the graph spanned by spiders and Hadamard wires corresponds to a graph state. The spider’s angles correspond to measurements in the equatorial basis of the Bloch sphere [31].

Recent research has shown promising results in reducing the complexity of graph-like diagrams in terms of spiders and wires [30], [32]. This is mainly done by using two graph theoretic rewrite rules named Local complementation and Pivoting which we can use to eliminate most of the “Clifford” part.
in diagrams, i.e., spiders with an angle of \( k\pi/2, k \in \mathbb{Z} \). Local complementation applied on a spider with an odd multiple of \( \pi/2 \) removes the spider and flips the Hadamard connections between the neighboring spiders, whereas Pivoting applied on a pair of spiders with an even multiple of \( \pi/2 \) removes the pair and flips the connections between different sets of neighboring spiders (cf. Fig. 4b and 4c). Since every spider in a graph-like diagram corresponds to a qubit in the one-way model, we can use these rules to reduce the number of qubits needed for the computation.

### III. Related Work

Several compiler frameworks and tools are currently available for executing algorithms on gate-based QPUs or annealing devices [8], [12], [33]. Most high-level programming tools use sequential execution of basic quantum gates [6], [9], [12], [33], [34].

The one-way quantum computing paradigm is fundamentally different from the standard quantum circuit model (see Section II). To allow integrating photonic one-way hardware into current programming frameworks and the HPC ecosystem, we require translation from the circuit model.

The framework by Zhang Hezi et al. [21] aims particularly at mapping a quantum circuit to a specific photonic hardware architecture. This hardware abstraction model relies on a 2D lattice arrangement of resource state generators (RSGs) that create a 3-qubit graph state in each clock cycle.

For translation, the scheme takes an input circuit and transpiles it to the universal gate set \( \{J(\alpha), CZ\} \) where \( J(\alpha) \equiv H R_z(\alpha) \) and construct an (in general) non-planar graph out of it. They separate this graph into multiple planar subgraphs, each of which may contain high-degree nodes, i.e., nodes with a large number of edges. Further decomposition results in numerous appropriate low-degree (in their case, the 3-qubit GHZ-states) graph states and additional fusion operations. A clock cycle marks the execution of one planar graph state mapped to the physical layer on the considered hardware.

Vijayan Madhav Krishnan et al. [22] propose a framework using the stabilizer formalism. It converts a high-level description of a quantum circuit into a set of instructions for graph state preparation together with local operations and non-Pauli measurements. The approach is a modification of the Initialization-CNOT-Measurement (ICM) model, together with the single-qubit teleportation technique.

First, they decompose the quantum circuit into Clifford and \( T \) gate operations, the latter of which are performed via measurement-induced \( T \) and \( T^\dagger \) gate teleportation. The resulting intermediate circuit – called inverse ICM decomposition – consists of a block of Clifford operations, Pauli corrections, and measurements in bases \( B_j(\pm \frac{\pi}{4}) \). Since Clifford operations can be efficiently simulated, a classical computer calculates the output state of the Clifford block. The resulting stabilizer state translates to a
Fig. 5. The “Box” Cluster for four physical qubits (centrally located) translates into full Grover search for two qubits. Our pipeline takes the circuit description of this Grover algorithm as an input and translates it to the m-graph which is then optimized and corresponds to a “Box” Cluster. The measurement angles $\gamma', \delta'$ are adapted according to the hardware.

graph state. With that at hand, the hardware instructions include the resulting graph state together with single-qubit unitaries (due to conversion) and non-Pauli measurements.

IV. Compiler

A. Compiler pipeline

To execute an arbitrary QASM file on a photonic one-way processor, we perform the following translation and optimization steps (see also Fig. 5):

1. We transpile an arbitrary QASM file as an input in the universal gate set $\{R_x(\theta), R_z(\theta), H, CX, CZ\}$. Various tools for this were proposed in the past [34]–[37].

2. We rewrite the circuit as a sequence of $HR_z(\theta)$ and $CZ$ operations as follows:

$$HR_z(\theta) = [HR_z(0)] [HR_z(\theta)]$$
$$H = HR_z(0)$$
$$R_x(\theta) = [HR_z(\theta)] [HR_z(0)]$$
$$CNOT = [I \otimes H] CZ [I \otimes H]$$

3. The $m$-graph is defined by the sequence of $HR_z(\theta)$ and $CZ$: The number of qubits in the circuit defines the number of rows of the $m$-graph. A horizontal edge between two vertices in the $m$-graph corresponds to a logical $HR_z(-\alpha)$ operation and a physical measurement in the basis $B_j(\alpha)$ on the next physical qubit to the right. Similarly, a $CZ$ corresponds to a vertical connection between two qubits [38].

4. We interpret this $m$-graph as a graph-like (4.a) diagram in ZX-calculus and optimize it (4.b).

5. The resulting $m$-graph defines the required input graph state. Each vertex shows the angle $\alpha$ and its position in the graph defines its order of execution.

B. Optimization

We optimize the graph-like diagram of ZX-Calculus with phase teleportation from [39] to eliminate redundant non-Clifford spiders, followed by the algorithm from [30] to eliminate Clifford spiders. Since both optimization strategies preserve the graph-like property, we can still interpret the diagram as $m$-graph.

V. Hardware Instructions

A. Cluster state generation

For universal computation, we need an arbitrary connected graph state as an input. In particular, the photonic setup in Fig. 3 generates $|GHZ\rangle = \frac{1}{\sqrt{2}}(|0000\rangle + |1111\rangle)$ and $|\psi\rangle = \frac{1}{2}(|0000\rangle + |0011\rangle + |1100\rangle - |1111\rangle)$ as input states [28]. By activating1 or deactivating the half-wave plate (HWP) between the two bottom polarizing beam splitters (PBS), we produce the $|GHZ\rangle$ or $|\psi\rangle$ states, respectively. With that, we

1In an actual hardware setup, activating corresponds to an angle of 22.5°, while deactivating corresponds to 0°. For simulation, we can certainly just remove the HWP from the optical circuit.
can realize arbitrary 4-photon graph states of Fig. 1 as such:

**Linear:** The 4-qubit linear cluster is equivalent to $|\psi\rangle$ up to a local operation $H_1 H_4$ (see row 1, column 1 in Fig. 1). Up to additional local (1-qubit + SWAP) operations, it is also equivalent to arbitrary connected 4-qubit clusters (e.g., the “Box”, see row 1 in Fig. 1). The only exceptions are the GHZ graph and the fully connected graph (see row 2 in Fig. 1).

**GHZ:** In the 4-qubit GHZ cluster, all nodes connect towards a single node (see row 2, column 1 in Fig. 6). Up to local (1-qubit) operations, it is equivalent to the $|\text{GHZ}\rangle$ state and to a fully connected 4-qubit graph (see row 2 in Fig. 1). In theory, the setup allows extension for producing $|\text{GHZ}\rangle$ and $|\psi\rangle$ states for an arbitrary number of qubits, however, for larger graphs, other setups are more suitable [1]. Please note that for three qubits, the GHZ and linear cluster states are identical and GHZ with $> 4$ qubits does not fit the definition of a cluster state.

**B. Graph state generation with fusion**

After the optimization in Step 4, we are left with a $m$-graph that is not locally complementary to the GHZ or linear graph state. Hence, we decompose the $m$-graph to a set of GHZ- and linear graph states, respectively. The extraction works as follows:

1) Find all nodes that have $> 2$ edges and order them with respect to number of their direct neighbors. Those are the nodes which will become “roots” of a GHZ graph state.

2) Extract all GHZ graph states and remove them from the ZX-graph until no node with $> 2$ neighbors is left.

3) All other spiders that have $\leq 2$ neighbors are considered to be part of linear graph states and are extracted until the graph is empty.

Fig. 6 shows the decomposition of a ZX-graph that was extracted from the “bell-n4” circuit from QASMBench [40] with four logical qubits and 22 gates (of which 7 are two-qubit gates). After optimization, we are left with a ZX-graph of 10 spiders, which is decomposed into 4 graph states that can be implemented on hardware such as the one in Fig. 3.

Intersecting nodes between two graph states are connected using fusion gates [41], [42]. Fig. 6 shows that the photons labeled with “0”, “5”, “7” and “9” occur in multiple graph states. These labels identify the fusion gates that must be performed on hardware after the GHZ and linear graph states are generated. To perform fusion, one (in case of Type-1) or two (in case of Type-2) photons are measured, and we are left with one photon that connects two clusters. That way, we can construct arbitrary input states with any hardware setup that is able to produce GHZ and linear graph states.

**C. Measurements basis**

The measurement basis of each photon (1-4) on the right of Fig. 3 is defined by the angle of the corresponding vertex in the $m$-graph. As an example, node “a” in the “Box Cluster” in Fig. 5 configures the angles of the QWP/HWP “a” in Fig. 3.

**VI. IMPLEMENTATION AND EVALUATION**

We implement the presented pipeline with the following libraries:

- **Qiskit** [37] to transform an arbitrary circuit to the desired gate set (Step 1),
- **PyZX** [43] to translate the circuit to a graph-like diagram and optimize (Step 2-4), and
- **Perceval** [44] to create a photonic circuit as in Fig. 3, that simulates the graph states and fusion operations.
Our software is accessible on GitHub\(^2\) and includes a simulation of the execution of the hardware instructions with Perceval. We also include a parser from QASM files into the basic gate set \{HRz(\(\alpha\)), CZ\}.

We show the differences between our resulting optical circuits and those provided by the converter package from Perceval. The latter translates Qiskit quantum circuits into standard optical circuits with probabilistic photonic gates. However, it should be noted that this evaluation has only limited expressiveness, as the one-way model and circuital model are conceptually very different. The strength of the one-way model is not necessarily the reduction of the number of photons, but the fact that the overall computation can be performed deterministically.

\(^2\)https://github.com/CDL-Uni-Vienna/photonq-compiler

### A. Simulation

We simulate the photonic architecture depicted in Fig. 3 with Perceval using standard optical components and extend the setup for \(>4\) photons. To connect two graph states as in Fig. 6, we implement fusion gates using single polarizing beam splitters and half-wave plates. We choose to work with Type-1 fusion gates, for which one of the fused photons is measured; the fusion is successful if the detector registers a single photon.

### B. Evaluation

We apply our compiler to extract \(m\)-graphs from circuits given by the QASMBench [40] project to demonstrate the validity of our pipeline and implementation. We execute these \(m\)-graphs on a simulation of our photonic setups, such as that shown in Fig. 3 in the case of four photons. Table II shows the number of required GHZ and linear graph states, together with the number of photons and optical elements – the latter are counted with Perceval.

### TABLE II

| QASM-circuit | Ours GHZ | Linear | PHOTONS | Comp. | Perceval PHOTONS | Comp. |
|--------------|---------|--------|---------|-------|-----------------|-------|
| adder-n4     | 6       | 2      | 37      | 167   | 46              | 182   |
| bell-n4      | 2       | 1      | 18      | 76    | 34              | 135   |
| cat-state-n4 | 0       | 0      | 6       | 17    | 18              | 42    |
| deutsch-n2   | 0       | 1      | 3       | 8     | 6               | 11    |
| fredkin-n3   | 4       | 3      | 29      | 126   | 36              | 144   |
| grover-n2    | 0       | 1      | 4       | 11    | 10              | 35    |
| hs4-n4       | 1       | 2      | 9       | 31    | 22              | 74    |
| iswap-n2     | 0       | 1      | 3       | 8     | 10              | 32    |
| linearsolver-n3 | 2   | 1      | 11      | 44    | 20              | 72    |
| qft-n4       | 3       | 3      | 34      | 147   | 54              | 236   |
| teleportation-n3 | 0 | 1      | 4       | 11    | 12              | 29    |
| toffoli-n3   | 2       | 1      | 23      | 91    | 28              | 112   |
| wstate-n3    | 3       | 3      | 29      | 122   | 40              | 176   |
| adder-n10    | 25      | 10     | 218     | 1210  | –               | –     |
| bv-n14       | 1       | 0      | 15      | 43    | 54              | 119   |
| multiply-n13 | 17      | 9      | 157     | 754   | 106             | 380   |
| multiplier-n15 | 51  | 19     | 767     | 4706  | 247             | 2096  |
| qft21-n15    | 18      | 14     | 299     | 1467  | 260             | 1148  |
| qpe-n9       | 14      | 14     | 462     | 2234  | 450             | 2097  |
| sat-n11      | 68      | 34     | 834     | 4836  | –               | –     |
| simon-n6     | 2       | 2      | 15      | 65    | 40              | 140   |

---

64
First and foremost, it shows that we were able to decompose all circuits from this project and translate them to a photonic setup – which is not true for the converter provided by Perceval [45].

Second, we compare the number of required photons and optical elements against the quantum circuit conversion provided by Perceval. For some cases (e.g. grover-n2, hs4-n4 or bv-n14), Table II shows the full strength of the one-way model, where a single input graph state can perform rather complex calculations. However, especially larger circuits with complex calculation show the excessive use of photons in the one-way model.

VII. CONCLUSION

Photons are well-known candidates for quantum computing, but they are currently underrepresented in publicly available environments, such as HPC centers. The well-established quantum circuit model, however, is impracticable for photonic hardware. Hence, measurement-based quantum computing (MBQC) is the only feasible alternative for large-scale photonic quantum computing. The quantum circuit model and the measurement-based one-way model of quantum computation are known to be computationally equivalent. Still, compilers that translate circuits into the one-way model are not established yet [21], [22].

In this paper, we describe a pipeline for a compiler that converts an arbitrary quantum circuit to an optimized instruction set for a one-way QPU. We demonstrate the translation to a discrete variable photonic platform, but the concept should be applicable to other quantum computing technologies that implement the one-way model, e.g., superconducting qubits or trapped ion qubits [46], [47].

Our implementation constructs a measurement graph from the QASM input by using simple transformation rules and optimizes it with the built-in methods of ZX-Calculus. We find that ZX-Calculus is ideally suited to extract specific hardware instructions from graph-like diagrams.

This work is only a first demonstration of the power of a ZX-Calculus-based compiler for photonic QPUs. We plan to further investigate the optimization for specific hardware architectures and other platforms, such as the recent proposal where 14-photon GHZ and 12-photon linear states were experimentally realized [1].
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