RESEARCH ON THE NETWORK MAP SERVICE TECHNOLOGY OF REMOTE SENSING IMAGE INTELLIGENT CONVERSION BASED ON GAN MODEL
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ABSTRACT:

Based on an improved generative adversarial networks algorithm (CGAN), this paper explores a technical way to realize map transformation through autonomous learning and training of remote sensing images. Just skip the trial process vector data update and cumbersome process of mapping the basic map elements can be automatically transform, the image on the main streets and typical rules of construction material, can achieve automatic identification and transformation, greatly shorten the tile map production and update cycle, improve the efficiency of the network map service quality. The results of the test platform have proved that it can be applied to a certain extent and can basically meet the requirements of network map production.

1. INTRODUCTION

1.1 General Instructions

Providing map service based on network has become a mainstream way of geospatial data application. From a strategic point of view, government agencies are also actively promoting national network mapping services. At present, tiled map production and update methods is mainly based on remote sensing image. In this way, image recognition and extraction are used to update vector data to complete mapping, and tile maps are generated to provide services. This method has the advantages of long production cycle, high cost, large amount of engineering and complex technology, especially for the generation of multi-scale and multi-resolution tile map. Generative adversarial networks (GAN) are one of the most promising methods for unsupervised learning in complex distribution of deep learning in recent years. GAN generate excellent output through game learning between generators and discriminators, and have achieved good applications in image generation, enhancement and style transformation, etc. The intelligent transformation tile map model of remote sensing image based on generative adversarial network will directly skip the vector data extraction and tedious mapping process, greatly shorten the tile map production and update cycle, improve the timeliness and service quality of network map service, and meet the timeliness requirements of network map service application. This paper explores a technical way to realize map transformation through autonomous learning and training of remote sensing images. Just skip the trial process vector data update and cumbersome process of mapping the basic map elements can be automatically transform, the image on the main streets and typical rules of construction material, can achieve automatic identification and transformation, greatly shorten the tile map production and update cycle, improve the efficiency of the network map service quality. The results of the test platform have proved that it can be applied to a certain extent and can basically meet the requirements of network map production.

2. MAIN TECHNOLOGIES OF THE NETWORK MAP SERVICE PLATFORM

At present, remote sensing images and network map services have become important supports for daily work. How to transform remote sensing image into network map quickly and accurately has important practical significance and application value. In recent years, the research of remote sensing intelligent network map conversion using generative adversarial networks (GAN) has been carried out abroad. Generative adversarial networks (GAN) are one of the most promising methods for unsupervised learning in complex distribution in deep learning in recent years. GAN generate excellent output through game learning between generators and discriminators, and have achieved good applications in image generation, enhancement and style transformation, etc. The remote sensing image can be directly transformed into tile map based on generative adversarial network, and the production and update cycle of tile map can be greatly shortened by skipping vector data extraction, update and tedious mapping directly.

Based on samples of network map service platform on-line automatic remote sensing image building technology and the network map samples to libraries, to train the map of remote sensing image intelligent switching network model based on GAN, used to build the model of remote sensing image to Internet map service fast intelligent transformation, combined with the actual demand, the special elements such as text notes, point symbol generation technique, in order to form for users to use the elements of a complete network map, at the same time in order to satisfy different users demand for different levels of the network map, network at different levels to map processing, consistency and network map fidelity of the remote sensing.

* Corresponding author
image similarity calculation and evaluation. To ensure the accuracy and availability of conversion results, the overall research idea is shown in the figure below:

3. DESIGN OF NETWORK MAP MODEL FOR INTELLIGENT CONVERSION OF REMOTE SENSING IMAGES

3.1 GAN-based remote sensing intelligent conversion network map research

Generative Adversarial Networks (GAN) are one of the most promising methods for unsupervised learning in complex distribution in deep learning in recent years. GANs generate excellent output through game learning between generators and discriminators, and have achieved good applications in image generation, enhancement and style transformation, etc.

Generative Adversarial Networks (GAN) proposed by Goodfellow et al is a Generative model, whose main idea is: inspired by the two-person zero-sum game in game theory in structure (namely, the sum of the interests of two people is zero, and what one party gains is what the other party loses), it is composed of a generator G and a discriminator D. G Capture the mathematical distribution model of real data samples, and generate new data samples from the learned distribution model; D is a binary classifier used to determine whether the input is real data or generated samples. The two methods continue to learn, improve their respective generating ability and discriminant ability, and have significant improvement in enhancing the diversity of generated samples compared with the traditional methods.

At present, there are many autoencoders and Variational autoencoders combining GAN, aiming to improve the authenticity and diversity of GAN generated images.

3.2 Improved network map transformation technology of GAN model

Traditional GAN models can only learn one class of data at a time. For data sample sets containing multiple classes, it is necessary to learn and generate enhanced sample sets of corresponding classes by class. Therefore, inefficiency is the main drawback of the model. Mirza et al. proposed the Conditional Generative Adversarial Network (CGAN) model, which is a conditionally controlled GAN. By adding the same Conditional Y(such as the label of data) to the generator and discriminator, Thus, the control condition of GAN model is realized. Compared with the traditional GAN, the total loss function of the former is modified in the CGAN model. The new total loss function is shown in Equation (4):

\[
\min G \max D \text{V(D,G)} = \min G \max D(Ex \sim pdata(ln D(x)) + Ez \sim pz(ln (1 - D(z))))
\]  

To sum up, the overall loss functions of G and D can be described as shown in Equation (3):

\[
\min G \max D \text{V(D,G)} = \min G \max D(Ex \sim pdata(ln D(x)) + Ez \sim pz(ln (1 - D(z))))
\]  

Figure 2. GAN structure.

The structure of GAN is shown in the figure above. D and G represent discriminator and generator respectively, and their structures are both CNN. The input of D is real data X, and the output is 1 or 0; The input of G is a one-dimensional random noise vector z, and the output is G(z). The goal of training is to make the distribution of G(Z) as close as possible to the distribution of real data pdata. The goal of D is to realize the binary classification of the input data. If the input comes from the real sample, the output of D is 1. If the input is G(z), then the output of D is 0. The goal of G is to make the performance D(G(z)) of the data G(z) generated by G and the performance D(x) of the real data X on D as consistent as possible. The loss function of G is calculated according to Equation (1):

\[
\min V(D,G) = \min (Ez \sim pz(ln (1 - D(G(z))))))
\]  

In the process of constant antagonistic learning of G, the generated data G(z) is more and more close to the real sample, and the discrimination of D on G(z) is more and more fuzzy. The loss function of D is calculated according to Equation (2):

\[
\max V(D,G) = \max (Ex \sim pdata(ln D(x)) + Ez \sim pz(ln (1 - D(z))))
\]  

Figure 3. CGAN loss function
The network map model of remote sensing image transformation is a typical CGAN structure, but G only accepts a fixed input X, which can be understood as a condition C, that is, no random noise is required, and then outputs the transformed image Y. D accepts an X (C in CGAN) and a Y (true or false sample), and determines whether X and Y are matched. In the process of training, G produces images that D cannot distinguish between true and false, and D tries its best to detect the "forged" images of G.

The online automatic sample construction technology based on network map service platform mainly studies the methods of obtaining training samples of remote sensing images and sage-grid maps at different levels based on different open network map service platforms, mainly including sample selection rules, sample automatic acquisition, sample database construction management, etc. The process is shown in the figure below:

The data structure of the network Map service platform is layered tile structure. Taking Google Map as an example, Google satellite Map divides images of different resolutions into 20 layers to display. Each level is divided into 256×256-pixel images in JPG compression format. When the user requests to browse, the server only transmits some images needed in a certain layer of computer display area, generally in 16 to 20 256×256 pixel images, thus greatly reducing the data needed to transmit.
4.1 Formulate sample selection rules

In order to meet the requirements of generating training samples of countermeasures network, the sample selection should be analyzed and determined in accordance with the following principles:

• Sample size and shape (256×256; 512×512); It needs to be determined according to model research test;
• Different online map service platforms;
• Different levels and resolutions (different levels represent different resolutions for remote sensing images and different scales for network maps);
• Different seasons (different latitudes, lush vegetation, fallen leaves, snow and ice cover);
• Different landforms and landforms (high mountain, mountain, hill, plain, desert, snow mountain, grassland, forest, farmland, water area, city, country);

4.2 Planning and design of regional sample collection

For the selected area, coordinate sequence files of sample slices are automatically obtained according to different levels, sample sizes and interval distances.

According to the overall task planning of the construction of the sample slice database in the selected area, the overall planning and design of the collected sample slice area are completed, and the design results can be visually browsed, edited and modified. At the same time, the planning and design results can be saved and loaded. Specific functions include:

• Management and visualization of global underlying data
• Planning and design of sample pieces
• The sample area has been collected for loading display
• Visual display of design results
• Edit and modify the design results
• Division of sample sample collection area
• Preservation of design results

4.3 Online automatic acquisition of samples

The sample collection/monitoring adopts the technical implementation scheme of multi-user simulation and user browsing behavior simulation, in order to meet the service rules of Google server and take the purpose of continuous collection/monitoring. The technical implementation of parallel multipoint Internet access is composed of a number of broadband Internet access lines with independent IP addresses. Its function is to provide a large enough Internet access bandwidth to meet the requirements of collecting large amounts of Google satellite image data. Each acquisition line and module can independently collect the specified data range ergodically, and continuously receive the system's new acquisition range instructions from the acquisition management server for uninterrupted operation. The data collected by each independent acquisition server is summarized into a complete image database in a large area under the control of the acquisition management server.

4.4 Sample storage and database building management

To establish a mature and reliable sample database of multi-type remote sensing images and network map data resources is the basis of realizing the map service of intelligent conversion of space reconnaissance remote sensing images. In order to improve the reliability of remote sensing image conversion into network map, it is necessary to establish a large number of correct sample databases of remote sensing image and network map data resources to train the neural network and improve the accuracy of the model.

The training sample is a fixed pixel size raster picture, and the image and the vector grid map sample exist in pairs. It has the general description characteristics of raster files, as well as the spatial attribute information and the use information. Including number, description information, coordinate information, precision information, length and width information, band information, etc.

| field name       | description                      | type     | Whether is empty | restriction | default value |
|------------------|----------------------------------|----------|------------------|-------------|--------------|
| GCPID            | Sample number                    | Long     | no               | sole        | no           |
| GCPINFO          | Describes sample slice information| CString  | no               | no          |              |
| L_WGS84          | The WGS 84 longitude             | double   | no               | 0           |              |
| B_WGS84          | The WGS 84 latitude              | double   | no               | 0           |              |
| H_WGS84          | Ellipsoid height of WGS 84       | double   | no               | 0           |              |
| COORDSYSID       | The WKT structure of the original coordinate system | Long | no | 0 |
| COORDSYSNAME     | Raw coordinate system name string| Cstring  | no               | no          |              |
| HEIGHTSYSID      | EPSG coding of the original elevation system | long | no | 0 |
| HEIGHTSYSNAME    | The original elevation system name string | Cstring | no | 0 |
| X                | East (longitude) coordinates     | double   | no               | 0           |              |
| Y                | Northward (latitude) coordinates| double   | no               | 0           |              |
| Z                | Elevation                        | double   | no               | 0           |              |
| MXY              | Plane accuracy of sample slice   | double   | no               | 0           |              |
| MZ               | Elevation accuracy of sample slice| double | no | 0 |
| IMAGESOURCE      | Sample source                    | CString  | no               | no          |              |
5. TEST VERIFICATION

The above technological achievements are utilized to develop an experimental verification platform. High-resolution (1M resolution) remote sensing images are adopted in combination with CGAN model learning technology to complete the automatic transformation of maps and realize network platform services. The results are shown in the figure below.

![Remote sensing image conversion network map.](image)

As can be seen from the above figure, the technical route in this paper can realize the automatic conversion of basic map elements, and can automatically identify and transform the main streets and typical regular buildings in the image map, which has a certain value of popularization and application.

6. SUMMARIZES

Based on an improved generative adversarial network algorithm (CGAN), this paper explores a technical way to realize map transformation through autonomous learning and training of remote sensing images. The test process directly skipped the vector data extraction and update and the tedious mapping process, greatly shortened the tile map production and update cycle, and improved the timeliness and service quality of network map service. The test platform results have proved that it has a certain application and can basically meet the requirements of network map production.
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