Generation of a maximally entangled state using collective optical pumping
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We propose and implement a novel scheme for dissipatively pumping two qubits into a singlet Bell state. The method relies on a process of collective optical pumping to an excited level, to which all states apart from the singlet are coupled. We apply the method to deterministically entangle two trapped 40Ca+ ions with a fidelity of 93(1)%. We theoretically analyze the performance and error susceptibility of the scheme and find it to be insensitive to a large class of experimentally relevant noise sources.

Quantum entanglement is a resource for quantum computation 1, communication 2, cryptography 3 and metrology 4. Entangled states of bipartite systems are typically prepared using a two-step process, the first involving initialization of a separable state by optical pumping, followed by a unitary transformation which generates entanglement 5. In such an open-loop process the final state is sensitive to the pulse parameters used to create it and is not protected from future errors. An alternative mode of operation is to use a closed-loop process, where feedback from a low-entropy reference system drives the system continuously towards the desired state or subspace. This can be done using measurement-conditioned classical control (e.g. quantum error correction or outcome heralding) or through dissipative engineering, for which the reference is provided by a zero-occupation reservoir 6–10. Dissipation engineering allows useful quantum states to be created in the steady-state, making the process self-correcting with regard to transient errors 11, 12, and resulting in a resource state or subspace which is continuously available. Entanglement of qubits using dissipative engineering has previously been demonstrated using trapped ions 13–16, atomic ensembles 15, and superconducting circuits 16–18. Beyond qubit-based approaches, reservoir engineering has been used to create and stabilize non-classical states of bosonic systems 6–10, 20 as well as to perform quantum error-correction 20, 21.

A widely used strategy for dissipation engineering is to rely on engineered resonances, whereby pumping into the desired entangled state is achieved by resonant drives, while leakage processes out of the desired state are off-resonant 11, 14, 22, 23. This approach has proven to be versatile, and has been theoretically extended to the generation of multi-qubit states 23–26, quantum error correction 27, 28, and quantum simulation 29. However, dissipative protocols based on resonance engineering can be slow to converge. This is due to the fact that, in order to suppress leakage processes, the drives need to be weak compared to the splittings of the resonances.

The resulting competition with additional uncontrolled dissipation channels thus limits the achievable fidelities. It has been proposed that this issue could be overcome by dissipative schemes based on symmetry 30–33.

In this Letter, we present a method for dissipatively generating two-body entanglement using a deterministic collective optical pumping process which does not couple to the target entangled state: the singlet Bell state $|\Psi^-\rangle = (|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle)/\sqrt{2}$. Unlike previous demonstrations, our method relies on symmetry, involving only global fields which couple equally to each system. We thereby overcome the speed limitations of previous schemes, achieving a faster convergence. Our scheme is robust to global error processes. We implement the protocol using two trapped ions in a surface-electrode trap with integrated optical control fields 34, achieving a 93(1)% fidelity with the desired singlet state. Compared to earlier trapped-ion approaches, our method has the advantage of not requiring ground-state cooling.

The scheme is illustrated using the relevant states of two multi-level systems in Fig. 1. We consider a spin...
ground state manifold consisting of the collective spin states \( |↓↓\rangle, |↑↑\rangle \), \( |Ψ^+\rangle \equiv (|↑↓\rangle + |↓↑\rangle) / \sqrt{2} \) (spin triplet) and \( |Ψ^-\rangle \) (spin singlet), as well as excited states of which the most important for our purposes consists of both systems in a particular excited state \( |e\rangle \). Three elements define the pumping process. The first is a collective excitation (A) from the state \( |↓↓\rangle \) to the doubly excited state \( |ee\rangle \). Its collective nature means that it does not couple to the other states in the ground-state manifold. The state \( |ee\rangle \) is quenched through a decay channel (B) that acts independently on the qubits, thus redistributing population from \( |ee\rangle \) into all four spin states. The combination of (A) and (B) provides a collective pumping that moves the ground state population from \( |↓↓\rangle \) to the other ground states. To prepare only the singlet, this is supplemented by a symmetric drive (C) which resonantly drives both qubits with equal amplitude and phase. Due to its symmetry, this drive cycles population within the triplet subspace, while leaving the singlet untouched. Thus the triplet states have a chance of being repumped through the collective pumping, while population in the singlet is dark to all drives. \( |Ψ^-\rangle \) then becomes the steady-state of the system. The protocol can be implemented in a continuous manner or by sequentially applying each component. For our implementation, we expect the latter to be more robust to experimental imperfections and proceed to analyze this case below. The continuous implementation is analyzed in detail in Supp. Mat. VI.

To identify optimal settings, we optimize a superoperator which combines the three drives. For the collective excitation this is derived from a unitary

\[
U_A(\Phi) = e^{-i\Phi S_{x,e}}, \tag{1}
\]

with \( S_{x,e} = \sigma_x \otimes 1 + 1 \otimes \sigma_x \) and \( 1 \) is a 3 \times 3 identity operator. This provides a full transfer from \( |↓↓\rangle \) to \( |ee\rangle \) for \( \Phi = \pi/4 \). Drive (B) repumps the population from \( |e\rangle \) to the qubit states with branching ratios which we parameterize by \( p_{e \rightarrow 1} / p_{e \rightarrow 3} = \tan^2(\gamma) \). Drive (C) is described by a unitary \( U_C(\theta) = \exp(i\frac{\theta}{2} \sigma_x) \otimes \exp(i\frac{\theta}{2} \sigma_x) \), where \( \sigma_x = |↑⟩⟨↓| + |↓⟩⟨↑| \). After \( N \) cycles of the protocol, the singlet error, defined as \( e = 1 - F(|Ψ^-\rangle) \) with \( F(|Ψ^-\rangle) = (|Ψ^-\rangle \langle Ψ^-|) \) decays as \( e \propto \exp(-N/N_0) \). Through eigenvalue analysis we find the most rapid convergence for \( \Phi = \pi/4, \theta \approx 0.72\pi \) and \( \gamma \approx 0.22\pi \) where \( N_0 = 7.62 \) cycles (Supp. Mat. [IV]). The steady state is insensitive to the values of \( \Phi, \gamma \) and \( \theta \), hence indicating that these parameters do not require precise calibration.

We implement the protocol on a pair of \(^{40}\text{Ca}^+\) ions confined in the surface-electrode radio-frequency trap described in [34]. The qubit is encoded into ground-state Zeeman sub-levels \( |↓⟩ \) = \( |S_{1/2}, m_j = -1/2⟩ \) and \( |↑⟩ \) = \( |S_{1/2}, m_j = +1/2⟩ \) which have a frequency splitting of 2π × 16.5 MHz in the applied magnetic field of 0.59 mT. We use an ancillary state \( |e⟩ = |D_{3/2}, m_j = -1/2⟩ \). Narrow-linewidth laser light at 729 nm is delivered through trap-integrated photonics, and coherently drives transitions between the \( S_{1/2} \) and \( D_{3/2} \) levels. Free-space laser beams are used for cooling, repumping, and readout operations. The \( |↓⟩ ↔ |↑⟩ \) transition is driven by resonant radio-frequency magnetic fields.

The collective excitation step (A) is implemented using a bichromatic 729 nm laser field with Rabi frequency \( \Omega \) and two frequency components detuned by \( \delta = \pm 2\pi \times 14.7 \) kHz from the red and blue motional sidebands of the \( |↓⟩ ↔ |↑⟩ \) transition, using the axial stretch mode at \( \omega_{m} \approx 2 \pi \times 2.4 \) MHz for which the Lamb-Dicke parameter \( \eta = 0.026 \). This results in a Hamiltonian \( H_A = \frac{1}{2} \hbar \eta \Omega S_{x,e} (\hat{a} e^{i\delta t} + \hat{a}^\dagger e^{-i\delta t}) \) which implements a force on the oscillator whose phase depends on the eigensate of \( S_{x,e} \). This is commonly referred to as a Mølmer - Sørensen drive, and is one of the primary methods for performing two–qubit gates with trapped ions [35, 36]. A pulse of duration \( t \) then results in the unitary

\[
U_A = e^{\left(\alpha(t) i - \alpha^*(t) a\right) S_{x,e} e^{i\Phi(t) S_{z,e}^x}}, \tag{2}
\]

with \( \alpha(t) = -i\frac{\Omega}{2} e^{-i\delta t/2} \sin(\delta t/2) \) is an oscillator phase-space displacement amplitude and \( \Phi(t) = \frac{\pi\Omega^2}{\delta} (\delta t - \sin(\delta t)) \) is a collective phase factor. Eq. (2) reduces to a pure \( S_{z,e} \) coupling of the form of Eq. (1) in two cases. The first, appropriate to a continuous implementation (Supp. Mat. [VI]), is when \( |δ| \gg \Omega \) and so the oscillator excitation can be neglected [38]. The second, which is the main focus of this work, is when \( t = 2n\pi/\delta \) with \( n \in \mathbb{Z} \), for which \( \Omega = n\pi^2 \Omega^2 / (2\delta^2) \) [39]. Repump (B) is implemented using a laser at 854 nm, which couples all \( D_{3/2} \) sub-levels to the short-lived \( P_{3/2} \) states, which primarily decay into the ground state manifold. A second decay channel to the \( D_{3/2} \) states is repumped using a second laser at 866 nm. After 5 \( \mu \)s, we measure a probability of leaving \( D_{3/2} \) of \( > 0.9999 \), and no detectable loss outside the \{\( S_{1/2}, D_{3/2}\)\} subspace. The primary repump channel \( |e⟩ \rightarrow |P_{3/2}, m_j = -1/2⟩ \) results in branching ratios of \( p_{e \rightarrow 1} \approx 2/3 \) and \( p_{e \rightarrow 3} \approx 1/3 \) (\( \gamma \approx 0.3\pi \)). The symmetric drive (C) is implemented by passing a current through a track on a circuit board at around 1 mm distance from the ions, which is well in excess of the 5 \( \mu \)m ion spacing. This results in a negligible difference between the single-ion Rabi frequencies.

The protocol is robust to many global errors but amplifies local error channels (this is discussed later). To mitigate these, a number of coherent control techniques are used. We implement the collective excitation step as a sequence of two pulses (\( t = 2n\pi/\delta \) with \( n = 2 \)) with \( \eta\Omega = \delta/2 \), resulting in \( \Phi = \pi/4 \) and a drive time of \( t = 150 \) ps. The phase of the force acting on the oscillator is shifted by \( \pi \) for the second pulse, thus cancelling any residual displacement produced by a single pulse [40]. We were surprised to find that the differential AC Stark shift of the \( |↓⟩ ↔ |↑⟩ \) transition produced by the collective drive (A) is different by \( \approx 2\pi \times 2.5 \) kHz on the two ions, causing a near-complete failure of the protocol (see Supp. Mat. [IV]). To mitigate this, we replace the optimal value of \( \delta \) applied in each cycle with two values, \( \theta_1 = \pi \) applied in odd cycles (drive time \( t_\text{C} = 6.4 \) ps).
and $\theta = \pi/2$ ($t_c = 3.2\,\mu$s) applied in even cycles. This has the effect of a spin-echo, mitigating the error, but at the cost that high-fidelity singlet states are produced only after even cycles. One cycle of the protocol takes $\approx 165\,\mu$s on average. In the absence of other errors, the protocol produces $|\Psi^+\rangle$ regardless of the ions’ temperature. However, finite temperature amplifies existing local errors associated with residual oscillator excitation (i.e. when $|\alpha(t)| > 0$) and spectator mode excitation. For this reason, it is practically beneficial to cool the ion close to the motional ground state.

We measure the $P(\downarrow\downarrow), P(\downarrow\uparrow) + P(\uparrow\downarrow)$, and $P(\uparrow\uparrow)$ populations by shelving $|\downarrow\rangle$ (for both ions) into ancillary $D_{3/2}$ sub-levels, followed by state-dependent fluorescence [11]. This allows us to extract the ground state parity $\langle \sigma_z \sigma_z \rangle$, while $\langle \sigma_z \sigma_x \rangle$ and $\langle \sigma_y \sigma_y \rangle$ are obtained by measuring the parity following radio-frequency spin rotations $\exp(i\frac{\sigma_z}{2}\pi) \otimes \exp(i\frac{\sigma_z}{2}\pi)$ and $\exp(i\frac{\sigma_y}{2}\pi) \otimes \exp(i\frac{\sigma_y}{2}\pi)$ respectively. These are combined to estimate the singlet state fidelity, using $F(|\Psi^+\rangle) = \frac{1}{4}(1 - \langle \sigma_z \sigma_z \rangle - \langle \sigma_y \sigma_y \rangle - \langle \sigma_x \sigma_x \rangle)$.

**FIG. 2.** (a) The effect of applying up to 16 cycles of the protocol to various initial states. All cases converge towards $|\Psi^+\rangle$. Fidelity differences between different initial states decay exponentially with the number of cycles, but remain resolvable after 16 cycles. (b) Comparison of the singlet fidelity before and after the protocol is applied. Different initial states are generated by changing the phase of the $|\Psi^+\rangle$ preparation pulse (Supp. Mat. [V]), which also simulates the effect of a laser frequency error. After 16 cycles, states with initial fidelities $\geq 0.75$ converge onto the same steady state. Error bars, corresponding to $\pm 1\sigma$ confidence intervals, are smaller than data points.

Figure 2(a) shows the measured fidelity as a function of the number of cycles of the protocol, applied to a range of initial states, showing the expected convergence towards the singlet. Different starting states were created by initializing the qubit to $|\downarrow\downarrow\rangle$ and mapping it to a mixture of singlet and triplet states (Supp. Mat. [V]), with the motional mode used for the collective excitation cooled close to the ground state. Figure 2(b) illustrates how, after 16 cycles of the protocol, states with initial fidelities $\geq 0.75$ are mapped onto output states with the same final fidelity. Averaged over all the data, we find a fidelity of $93(1)\%$ at 16 cycles.

We analyze the noise robustness of the protocol by considering the bichromatic drive (A) as the dominant source of errors. Assuming $|\uparrow\rangle$ is spectroscopically decoupled from (A), we can describe all errors through 16 elementary error channels $\{L_x, L_y, Y_x, Z_x, Z_y\}^{\otimes 2}$ acting on the $\{|\downarrow\rangle, |\uparrow\rangle\}^{\otimes 2}$ subspace. The effect of those errors acting with probability $p$ per cycle in a depolarising model is shown in Fig 3(a) (see Supp. Mat. [II] for precise definitions).

We find that the final fidelity is independent of all global errors (such as $X_x X_x$ or $Z_x Z_x$). On the other hand, all local errors (such as $X_x I_z$ or $I_z Z_x$) become amplified. A particularly experimentally relevant class of errors is correlated local errors. These include correlated bit-flip errors (corresponding to an application of the operator $L_x X_x + X_x L_x$) which arise due to residual spin-motion entanglement at the end of the collective excitation step (i.e. when $\alpha(t) \neq 0$) or off-resonant excitation of spectator transitions. Magnetic-field fluctuations common to both ions would produce a correlated phase-flip error ($L_z Z_x + Z_x L_z$). We find that such correlations increase the fidelity of the collective optical pumping compared with uncorrelated errors with similar constituent operators. Results of simulations showing this are displayed in Fig 3(b). For example, a bit-flip error with probability $p$ per cycle reduces the singlet fidelity by $\approx 5.2p$ when uncorrelated and $\approx 3.2p$ when correlated (Supp. Mat. [II]). Correlated phase-flip errors leave the fidelity unaffected since $|\Psi^+\rangle$ resides in a decoherence-free subspace.

These insights are matched by simulations of the dynamics of the collective optical pumping in the presence of experimentally relevant error sources. These reveal that, compared to either a single entangling gate or a two-loop phase-modulated entangling gate [42] based on the Hamiltonian $H_A$, our protocol reduces the effect of qubit frequency errors and Rabi frequency errors. For motional frequency errors and fast (Markovian) optical qubit dephasing, our protocol does not provide benefits. Details and discussion of these results are presented in Supp. Mat. [III].

It is challenging to exactly account for the measured error from first principles due to a number of setup-specific imperfections. We experience kHz-level drifts in motional mode frequencies due to charging of the trap surface caused by shining light through the integrated waveguides [43]. Following the initial transients, these fluctuations alone are too slow to significantly affect the collective excitation modelled as in Eq. (2). However, the drifts in spectator mode frequencies occasionally lead to a mode spectrum where the collective excitation drive (A) off-resonantly excites spectator optical transitions.
Once large, this error can be corrected by tuning mode frequencies, but it is challenging to estimate its magnitude between calibrations. These drifts were the primary reason we worked with a fixed number of protocol cycles \((N = 16, \text{corresponding to} \approx 3 \text{ms of 729 nm light per shot})\). High heating rates mean that each cycle of the protocol starts with a higher occupancy of the spectator modes \((\approx 0.5 \text{ quanta per cycle on a 1 MHz center-of-mass mode})\), leading to an increase in a correlated bit-flip error during the drive (A) as the protocol progresses. We measure that a bit-flip error probability of \(p \approx 0.01\) per cycle increases to \(p \approx 0.02\) after 16 cycles. The measured 16-cycle error of 0.07(1) is consistent with the value of 3.2\(p\) predicted by the correlated bit-flip error model. The obtained fidelity is significantly reduced compared to the unitary gate based on the same Hamiltonian \(H_A\), which produces \((|↓↓\rangle - i|ee\rangle)/\sqrt{2}\) with fidelity of \(\gtrsim 99\%\ [34]\), though it does improve our ability to prepare \(|\Psi^+\rangle\), which is currently limited by errors in single-ion addressing in our coherent implementation.

Instead of comparing the measured error with \textit{a priori} simulations, we measure the 16-cycle fidelity, as well as the bit-flip probability in the collective excitation step, for a range of experimental miscalibrations. We mitigate motional mode drifts by keeping the average applied power of the 729 nm laser constant during the data acquisition period. For each parameter, we experimentally approximate the steady-state fidelity \(F(|\Psi^-\rangle)\) by first preparing \(|\Psi^-\rangle\) with fidelity around 0.75 using unitary methods, and then applying 16 cycles of the protocol. The bit-flip probability \(p\) for the last cycle is independently estimated by applying 16 cycles of the protocol, followed by optical pumping and a single round of drive (A) (Supp. Mat. \[\text{V}\]). The comparison between \(F(|\Psi^-\rangle)\) and the bit-flip model prediction is shown in Figure 3 c). We find qualitative agreement, suggesting that the bit-flip model accurately captures the errors of the protocol. Figure 3 d) illustrates the challenge associated with spectral crowding. We modify the spectator mode spectrum by adding an additional quadrupole potential with eigenaxes at ±45 deg to the trap surface in the radial plane. This changes the radial spectator mode orientations, frequencies and temperatures, while keeping the (axial) gate mode frequency approximately constant. We find that the spectator spectrum is clear only for a narrow range of curvatures (here between 5.7 × 10^7 V/m^2 and 6.1 × 10^7 V/m^2), which needs re-calibrating every few hours. Further qualitative discrepancies between the results in Fig. 3 c) and the simulations in Supp. Mat. \[\text{III}\] can be accounted for by the ≈ 2\(\pi\) × 17 kHz dipole AC Stark shift of the drive (A), combined with a gap time between the two segments of the drive (A) (Supp. Mat. \[\text{V}\]).

All of the limitations listed above are setup specific and do not pose a fundamental limitation to the protocol. Coupling to spectator transitions could be suppressed by increasing the magnetic field or improving the spectrum of the laser. The heating rate observed in this trap is particularly high, exceeding levels observed in cryogenic traps with comparable ion-electrode distances by a factor of ≈ 100 [14,15]. Reducing it to more typical levels, combined with better shielding of nearby dielectrics [16,17], would suppress drifts within each collective pumping sequence and hence allow the protocol to reach its true steady state. Alternatively, motional mode temperature could be stabilized throughout the protocol by sympa-
thetic cooling \cite{48}. Finally, by compensating the dipole AC Stark shift with an additional tone of the 729 nm laser \cite{49}, one could reduce the sensitivity to Rabi frequency and optical qubit frequency errors.

We have presented and implemented a novel protocol for collective optical pumping into a maximally entangled two-qubit state. We measure a singlet fidelity of 93(1)\% after 16 cycles of the protocol (at which point a quasi steady-state has been achieved), to our knowledge higher than any dissipative method to date. The observed infidelity is consistent with measured bit-flip errors of the effective $S^z$ drive which for our implementation is mediated by a motional mode. The protocol can be practically beneficial in experiments limited by global errors of the effective $S^z$.

While the analysis in this paper focused on a specific implementation in $^{40}$Ca$^+$ ions, the protocol is general, and we anticipate it might be applied in a wide range of platforms where suitable couplings are available. In nitrogen-vacancy centers, collective excitation may be achieved by direct spin-spin interactions \cite{51}. In neutral atom platforms, Rydberg dressing provides a mechanism suitable for implementing the collective excitation \cite{54}. Furthermore, parametrically-driven superconductors allow for the realization of two-qubit interactions for dissipation engineering \cite{52}.
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Supplementary Material

I. CONVERGENCE RATES

For the calculations and convergence rate simulations, we write a single cycle of the protocol as a superoperator

\[
S(\Phi, \gamma, \theta) = S_C(\theta)S_B(\gamma)S_A(\Phi),
\]

where \(S_A(\Phi), S_B(\gamma)\) and \(S_C(\theta)\) are the superoperators for drives (A), (B), and (C) respectively. \(S_A\) and \(S_C\) are obtained by converting unitary operators \(U_A\) and \(U_C\) in the main text to superoperators. Drive (B) is a composition of two independent decay channels. We describe the single-ion decay with a set of three Kraus operators \(E_0 = |↓⟩⟨↓| + |↑⟩⟨↑|, E_1 = \sqrt{p_{ee}} |↓⟩⟨↓| (e)\) and \(E_2 = \sqrt{p_{ee}} |↑⟩⟨↑| (e)\). The total decay channel is then modelled as nine two-ion maps \(E_i \otimes E_j\), with \(i, j \in \{1, 2, 3\}\).

The state of the system after \(N\) cycles of the protocol is then given by

\[
\tilde{\rho}_N = \left[S(\Phi, \gamma, \theta)\right]^N \tilde{\rho}_0,
\]

where \(\tilde{\rho}_N\) and \(\tilde{\rho}_0\) are the vector representation of the final and initial density matrices, respectively. Similarly to the spectral decomposition of Liouvilleans [53], we perform an eigenanalysis of \(S(\Phi, \gamma, \theta)\). The steady state of the system is the \(+1\) eigenvecotor of the superoperator, which corresponds to \(\rho_{ss} = |Ψ^+⟩⟨Ψ^+|\) \(\rho_{ss}\). In order to assess the convergence rate of the fidelity, we must determine the second largest eigenvalue of the the superoperator \(\lambda_{\text{max}}\). The fidelity will then take the following form

\[
F(N) \approx 1 - C_0 \lambda_{\text{max}}^N = 1 - C_0 e^{-N/N_0},
\]

where \(C_0\) is the initial population out of singlet state and \(1/N_0\) the convergence rate in unit of inverse cycles.

To simplify the analysis, we make the approximation of a full transfer during the step (A) \((i.e. \Phi = \pi/4)\) and a complete repump during (B) \((i.e. S_B(\gamma)|ee⟩)\) lies in the ground "spin" state manifold. This allows us to combine drives (A) and (B) into one superoperator \(S_B(\gamma)\), which acts on states within the \(|↑↑⟩, |↑↓⟩, |Ψ^+⟩, |Ψ^-⟩\}) manifold only.

The eigenanalysis of the remaining two-parameter superoperator shows only six non-zero eigenvalues, among which \(\lambda_{ss} = +1\) and \(\lambda_{1,2,3,4,5}\). The latter five values are solutions of a polynomial of degree five which has, for most values of \(\theta\) and \(\gamma\), two complex, one negative and two positive roots. The desired \(\lambda_{\text{max}}\) is the maximum of the latter two. We find that \(\lambda_{\text{max}}\) strictly dominates all the other eigenvalues over the entire parameter space. Fig. 4 shows its value as a function of \((\theta, \gamma)\). The optimal convergence is attained when \(\lambda_{\text{max}}\) is minimal. Numerically, we determine that the optimal parameters are then \(\theta^{\text{opt}} \approx 0.72\pi\) and \(\gamma^{\text{opt}} \approx 0.22\pi\). In this configuration, the protocol converges at a rate of \((1/N_0)^{\text{opt}} = -\log(\lambda_{\text{max}}^{\text{opt}}) \approx 1/7.62\) per cycle.

To appreciate the general convergence behavior of our method, we simulate an ideal process for an initial state \(|↑↓⟩\), and calculate the final overlap with \(|Ψ^+⟩\). Fig. 5 a) shows how the singlet error after 50 cycles depends on the protocol parameters. The convergence slow-down around \(\Phi = m\pi/2\) corresponds to a very low \(|↑↓⟩ \rightleftharpoons |ee⟩\) state transfer probability per cycle. The slow convergence around \(\gamma = m\pi/2\) corresponds to very uneven branching ratios, resulting in \(|ee⟩\) predominantly decaying to either \(|↑↓⟩\) or \(|↑↑⟩\). Finally, \(\theta = m\pi\) results in population trapping in \(|Ψ^+⟩\) for odd \(m\), while for even \(m\), the population is trapped in \(|↑↑⟩\) as well. Fig. 5 b) illustrates how much a large error in \(\theta\) slows down the convergence.

As mentioned in the main text, due to the difference in the differential AC Stark shift we must switch to sequential \(\theta_1 = \pi\) and \(\theta_2 = \frac{\pi}{2}\) drives (C) such that the superoperator that we must spectrally decompose is now \(S(\pi/4, \gamma, \theta_3)S(\pi/4, \gamma, \theta_1)\). This particular choice of even and odd drives drastically simplifies the system, reducing the number of non-zero eigenvalues to three. These are \(\lambda_{ss} = +1\) and \(\lambda_{\pm} = \frac{1}{4} \left(1 \pm 3 \sqrt{1 - \frac{2}{9} \left[2 + \cos^4(\gamma)\right] \sin^2(2\gamma)}\right)\). The convergence rate is then set by \(\lambda_{ss}\). However, to compare it to \(\lambda_{\text{max}}\) calculated for a sequence of constant drives (C), we must recall that \(\lambda_{ss}\) is now the eigenvalue of a composition of two cycles, an odd and an even one.

Since the slowest process in the protocol is the drive (A), we can assume that \(S(\pi/4, \gamma, \theta_1)\) and \(S(\pi/4, \gamma, \theta_2)\) have approximately the same duration and thus \(\lambda_{\text{max}}\) is fairly comparable to \(\lambda_{ss}^{1/2}\). Fig. 6 depicts this comparison as a function of the branching ratio angle \(\gamma\).
In the scheme with alternating drives (C), the protocol converges optimally when $\gamma^\text{opt} \approx 0.23\pi$ and it does it with a rate of $1/N_0^\text{opt} = -\frac{1}{2} \log(\lambda^\text{opt}) \approx 1/7.92$ per cycle. For the experimentally measured $\gamma \approx 0.31\pi$, the convergence rate equals 1/10.35 per cycle.

II. DISCRETE ERROR CHANNELS

The errors which act on the levels $\{|\downarrow\rangle, |e\rangle\}$ (involved in the collective excitation), and not on $|\uparrow\rangle$, correspond to evolution under a tensor product of two Pauli operators acting on the $\{|\downarrow\rangle, |e\rangle\}$ subspace. The resulting 16 error operators can be defined as:

$$M_{i,j} = e^{-i(\pi/2)\sigma_{i,\downarrow} \otimes \sigma_{j,e}}$$

acting once per cycle after drive (A). The resulting error probabilities in Fig. 3 are obtained by fitting the numerical results for $p < 0.01$, and are rounded to the nearest integer. For larger error probabilities, the error is nonlinear is $p$.

We address correlated errors with two methods. Correlated errors can arise due to undesired coherent processes, such as coupling to spectator modes. We can model such correlated bit-flips and phase-flips as undesired rotations of the optical qubit. To that end, we introduce in the simulation two-qubit rotation operators

$$U_i(\epsilon) = e^{i(\epsilon/2)\sigma_{i,z} \otimes \sigma_j}$$

where $\sigma_{i,z}$ is a Pauli matrix on the $\{|\downarrow\rangle, |e\rangle\}$ subspace, $i,j \in \{0,x,y,z\}$, using $\sigma_0 = I$. This operator definition extends the usual notion of single-qubit errors onto a three-level system. We define an error operator $M_{i,j}$ as local when $i = 0$ or $j = 0$, and as global otherwise. To study the influence of each of these operators individually, we simulate the effect of introducing a map

$$\rho \rightarrow (1-p)\rho + p M_{i,j} \rho M_{i,j}^\dagger$$

acting once per cycle after drive (A).

FIG. 6. Comparison of the second dominant eigenvalue $\lambda_{\text{max}}$ which determines the converge of the singlet state fidelity (cf. Eq. 7) for scenarios with constant drives (C) for all cycles and with alternating drives for odd and even cycles. In the latter case, we have chosen $\lambda_{\text{max}} = \lambda_{\downarrow}^{1/2}$ where $\lambda_{\downarrow}$ defined in Eq. 6 is the second dominant eigenvalue of $S(\pi/4,\gamma,\theta)S(\pi/4,\gamma,\theta_1)$ which is approximately twice as long as one simple cycle.

FIG. 5. a) Error after 50 cycles of the protocol for different values MS angle $\Psi$, branching angle $\gamma$ and the ground-state drive angle $\theta$. In each line, one parameter is varied, and the others are kept at $(\Psi, \gamma, \theta) = (\pi/\gamma, \pi, \pi)$. b) Error variation vs $\theta$ for increasing number of cycles.
by 1 quantum. The Kraus operator corresponding to a correlated bit-flip is then \( I_x X_e + X_e I_x \). In simulations, we find that the steady-state error caused by this residual spin-motion entanglement is almost identical to the steady-state error introduced by \( U_p(\sqrt{2}p) \). Thus, we simulations presented in the main text apply identically to both of these errors sources.

Thanks to these definitions, the value of \( p \) can be estimated for both the correlated and uncorrelated bit-flip error by preparing the system in \( |↓↓\rangle \) and applying a single cycle of the drive \( A \). Then, \( p \) is equal to the probability to find exactly one ion in \( |↓\rangle \). With this parametrization, the correlated bit-flip error produces a lower steady-state singlet error than an uncorrelated bit-flip error. However, it does not mean that the same conclusion holds in the Markovian limit for correlated and uncorrelated bit-flip occurring at the same rate (Supp. Mat. VI), as the difference may be an artefact of the parametrisation.

### III. SIMULATIONS OF ERROR SENSITIVITY

We estimate the error sensitivity of the protocol in the trapped-ion implementation using a simulation that includes the full Hamiltonian for the drive (A). When multiple pulses are applied in a sequence, it is essential to control the phases of the sideband drives. Consider drive (A) with blue and red sidebands phases \( \phi_b = (\phi_s + \phi_m)/2 \) and \( \phi_r = (\phi_s - \phi_m)/2 \) respectively. In a presence of a qubit frequency error \( \epsilon_q \) and a motional frequency error \( \epsilon_m \), the interaction Hamiltonian for drive (A) becomes:

\[
H_A = \frac{\eta \Omega}{2} S_{s,\phi} (\hat{a} e^{i(\delta + \epsilon_m + \epsilon_q)} \hat{a}^\dagger \hat{a}^\dagger \hat{b}^\dagger + \hat{a}^\dagger e^{-i(\delta + \epsilon_m - \epsilon_q)} \hat{a} \hat{b}^\dagger),
\]

where \( \eta \) is the Lamb-Dicke parameter, \( \Omega \) is the carrier Rabi frequency, \( \hat{a} \) is the oscillator annihilation operator, and the total spin operator is a sum of two single-ion operators \( S_{s,\phi} = S_{s,\phi}^{(1)} + S_{s,\phi}^{(2)} \), where

\[
S_{s,\phi} = |e\rangle \langle \downarrow| e^{i\phi_s} + \langle \downarrow| e^{-i\phi_s}.
\]

In writing Eq. \((10)\), we took a rotating-wave approximation to remove components oscillating faster than \( \delta \), and thus implicitly assumed that the \(|\downarrow\rangle \rightarrow |e\rangle \) transition and its sidebands are spectroscopically decoupled from the MS interaction. Eq. \((10)\) reduces to \( H_A \) in the main text for \( \phi_b = \phi_m = 0 \) and \( \epsilon_m = \epsilon_q = 0 \).

We simulate each cycle as a sequence of two pulses of length \( t \). We set \( \phi_s1 = \phi_m1 = 0 \) for the first pulse while the second has \( \phi_s2 = 0, \phi_n2 = \pi - \delta t \). The simulation parameters are: \( \delta = 2\pi \times 15 \) kHz, \( t = 2\pi \delta = 66.6 \) ms, \( \eta = 0.028 \), \( \Omega = \delta/(2\eta) = 2\pi \times 265 \) kHz. For comparison, we also simulate a single-loop MS gate (total length \( t \)) and a two-loop MS gate (total length \( t \times \sqrt{2} \)) which are based on the same Hamiltonian \( H_A \). For all the simulations, the state is initialized in \( |↓↓\rangle \) and in the motional ground state. For our protocol, we extract the fidelity with \( |\Psi^+\rangle \) after 80 cycles, while for the MS gates, we calculate the fidelity between the final state and \((|↓↓\rangle - |ee\rangle)/\sqrt{2}\).

Fig. 7 shows the simulations of the sensitivity to experimental errors. The reduced sensitivity to optical qubit frequency offsets can be understood as follows. The first-order effect of a qubit frequency error on an MS gate is that it affects the phase of the final entangled state (i.e. the final state is close to \((|↓↓\rangle + e^{i\phi}|ee\rangle)/\sqrt{2}\), but \( \phi \) varies). Our protocol is insensitive to correlated phase errors and therefore achieves error suppression. Experimentally, the optical qubit frequency errors can be caused by drifts in magnetic fields or the qubit laser frequency (since the optical qubit frequency is specified in the frame of the laser).

The protocol is also beneficial for Rabi frequency errors which correspond to unwanted \( X_e X_e \) processes. The simulated error increase for 80 cycles is solely a result of a slowdown in convergence – the steady-state error is completely unaffected.

Our method is not particularly beneficial in the presence of gate mode frequency errors, which can be caused by drifting trap potentials. Such an error causes two effects of comparable magnitude on a single MS gate. First, the gate area is modified, corresponding to an undesired \( X_e X_e \) process. Second, the loop does not close, resulting in residual spin-motion entanglement and hence a correlated bit-flip. Our protocol removes the first error but amplifies the second, and thus the overall error stays comparable. While the simulations presented in Fig. 7 indicate an error suppression for small frequency errors, we note that this could be achieved equally well (but in a much shorter time) by using higher-order phase modulation.

Likewise, we find no benefit of using our protocol if an experiment is limited by fast (Markovian) optical qubit dephasing, which could be caused by fast laser or magnetic field noise. This is because dephasing during the MS gate causes a bit-flip error with probability \( p \) proportional to the gate time \( t \).

An important effect not included in the simulation is the spontaneous emission from state \(|e\rangle \). The optical qubit lifetime \( T_1 \) limits the Bell state error of an MS gate of length \( t \) to \( \approx 0.5t/T_1 \). The resulting bit-flip error becomes amplified by the protocol, resulting in a lower-bound on the steady-state infidelity of \( \approx 3t/T_1 \).

Finally, the entangling drive (A) may not be the only source of errors in the protocol. The dissipative step (B) needs to be sufficiently spectroscopically decoupled to avoid exciting the ground state qubit. Besides this, it is only necessary to ensure the population does not get trapped outside of the protocol subspace. Ultimately, every dissipation event can cause heating due to photon recoil, but the average number of photon recoil events will be significantly lower than the number of cycles. For a branching ratio parametrized by \( \gamma \), the average number of photons scattered during the full protocol \( n_\gamma = 4 \csc(2\gamma)^2 \). For \( \gamma = 0.31\pi \) this gives \( n_\gamma \approx 4.5 \) photons. Thus, photon scattering during the protocol
produces negligible heating, comparable to this caused by optical pumping.

The most important assumption about the drive (C) is that it drives both ground-state qubits with equal Rabi frequencies. For a small imbalance of $\Delta \Omega_C^2 = \Omega_C^2 (1 + \epsilon)$, $\epsilon \ll 1$ and $\theta = 3\pi/4$, the singlet state gets repumped with probability $p \approx 1.4\epsilon^2$ per cycle. This increases the steady-state error similarly to a correlated bit-flip during $\epsilon^2$ (2), that it drives both ground-state qubits with equal Rabi by optical pumping. Produces negligible heating, comparable to that caused appropriate for correlated phase noise. \hfill\rlap{\quad}

| Bell-state error | Optical qubit frequency error (kHz) | Motional frequency error (kHz) |
|------------------|-----------------------------------|-------------------------------|
| Steady-state (singlet) MS gate (triplet) | 0.00 0.25 0.50 0.75 1.00 1.25 1.50 | 0.00 0.25 0.50 0.75 1.00 1.25 1.50 |
| MS gate (triplet) | 0.00 0.25 0.50 0.75 1.00 1.25 1.50 | 0.00 0.25 0.50 0.75 1.00 1.25 1.50 |
| MS gate, 2 loops (triplet) | 0.00 0.25 0.50 0.75 1.00 1.25 1.50 | 0.00 0.25 0.50 0.75 1.00 1.25 1.50 |

**FIG. 7.** Comparison of the Bell-state error of an MS gate (green, solid), phase-modulated two-loop MS gate (green, dashed) and 80 cycles of our protocol (blue) applied to an initial state $|\downarrow\rangle$. Note that the ideal Bell state is a spin triplet for the MS gates, and a spin singlet for our protocol. Optical qubit frequency error (top left) is simulated by setting $\epsilon_q > 0$ in Eq. (10). Motional frequency error (top right) is simulated by setting $\epsilon_m > 0$ in Eq. (10). Fractional Rabi frequency error $\epsilon_\Omega$ (bottom left) is simulated by setting $\Omega = (1 + \epsilon_\Omega)\delta/(2\pi)$ in Eq. (10). Error caused by optical qubit dephasing rate $\Gamma$ (bottom right) is simulated by solving the Lindblad master equation with Hamiltonian in Eq. (10) and a jump operator $L = \sqrt{\Gamma}(\sigma_z^{(1)} + \sigma_z^{(2)})$ appropriate for correlated phase noise.

In the process of performing the experiments, we discovered that drive (A) causes a coupling between $|\Psi^-\rangle$ and $|\Psi^+\rangle$. Further investigation revealed the following explanation. For the protocol, we position the ions such that their carrier Rabi frequencies on the $|\downarrow\rangle \rightarrow |e\rangle$ transition are equal (< 1% difference). However, to our surprise, when we drive different carrier transition between $S_{1/2}$ and $D_{5/2}$ states at the same position, we observe significant Rabi frequency gradients. Most importantly, we find a Rabi frequency difference of $\epsilon \approx 5\%$ on a carrier transition $|\uparrow\rangle \rightarrow |D_{5/2}, m_j = +3/2\rangle$ which is detuned by $\approx 2\pi \times 0.9$ kHz from the blue sideband of the axial stretch mode. When drive (A) is applied, the blue sideband tone causes an AC Stark shift of $\Delta \approx 2\pi \times 25$ kHz to be applied on $|\downarrow\rangle$. Because of the Rabi frequency difference, the states $|\downarrow\uparrow\rangle$ and $|\uparrow\downarrow\rangle$ acquire a relative phase of $\phi = 2\epsilon\Delta t$ after time $t$. For a system initially in $|\Psi^-\rangle$, the probability to find it in $|\Psi^+\rangle$ after time $t = 2\pi / 2\Delta (a$ single cycle of drive (A)) is given by $p = \sin^2(\phi/2) \approx 0.5$. Such a large error probability per cycle completely destroys the protocol.

Fortunately, this coupling is coherent and can be fully reversed by flipping the ground state spins mid-way through the evolution. In order not to affect the performance of the drive (A), we do not insert the spin-echo pulse in-between its two segments. Instead, we turn every odd Zeeman drive (C) into a $\pi$-pulse. This way, if the population is in $|\uparrow\uparrow\rangle$ it gets transferred to $|\downarrow\downarrow\rangle$, while if it is in the $|\Psi^\mp\rangle$ manifold, the subsequent application of the drive (A) reverses the previously acquired phase error $\phi$. This way, at the end of each even cycle, the population returns to $|\Psi^-\rangle$. In the even cycles, we apply a Zeeman $(\pi/2)$-pulse to move the population from $|\Psi^+\rangle$ to $|\downarrow\downarrow\rangle$.
The origin of $\epsilon > 0$ is still being investigated. A portion of the effect could be accounted for by the non-Gaussian components in the laser mode, but we have not yet managed to construct a realistic model that fully explains the Rabi frequency differences between different carrier transitions.

V. EXPERIMENT DETAILS

The experiment begins by calibrating a single MS gate with detuning $\delta = 2\pi \times 14.7$ kHz. In order to avoid undesired off-resonant excitation, we slowly ramp the laser pulse on- and off, resulting in a total gate time of $t = 75$ µs, which is longer than $2\pi/\delta = 68$ µs. Drive (A) is implemented by repeating the MS pulse twice with a motional phase shift of $\pi$ in between. Initially, we aimed to instantaneously update the phase difference between the blue and red-sideband tones in the middle of the pulse, but this produced strong off-resonant excitations, which were also confirmed in the simulation. We therefore decided instead to use two separate slowly shaped pulses, with an additional gap time of 3.2 µs. We calibrate the phases of the second MS drive to compensate for the phase offsets accumulated during the ramp- and gap time.

The drive (C) is implemented by putting approximately 18 mA of current oscillating at the frequency of $2\pi \times 16.5$ MHz through a loop embedded in the trap holder. The signal is generated by mixing, filtering, and amplifying two DDS sources. The signal is then sent to the cryogenic chamber, where it is band-pass filtered before entering the loop. On the trap holder, two symmetrically positioned tracks at a distance of 1.1 mm from the ion create an oscillating B-field of 5.4 µT perpendicular to the trap surface and the quantization axis. This drives a magnetic dipole transition between $|\downarrow\rangle$ and $|\uparrow\rangle$ with a Rabi frequency $\Omega = 2\pi \times 78$ kHz ($\pi$-time of 6.4 µs). A ground plane embedded in the trap chip protects the ion from any electric field noise from the track.

To measure the ground-state populations, we shelve $|\downarrow\rangle$ into ancillary states $|D_{5/2}, m_J = +3/2\rangle$ and $|D_{5/2}, m_J = +1/2\rangle$ with two 729 nm carrier pulses. During some data acquisition periods, we found that the latter pulse can off-resonantly drive a spectator sideband, and thus excite $|\uparrow\rangle$ (this effect varies from day to day due to changes in trap potentials). In those cases, we disabled the second shelving pulse, and instead kept track of the magnitude of shelving errors to correct them in post-processing. The measured steady-state fidelity of 93(1)% is consistent between the datasets with and without the shelving error correction. After shelving, the ion state is measured by state-dependent fluorescence. The emitted photons are collected on a photo-multiplier tube (PMT), without the ability to discriminate the ions. We typically record 62 photons per bright ion in a 250 µs. The error in distinguishing 0 bright ions from 1 bright ion is negligible, while the overlap of the 1- and 2-bright ion results in $\approx 10^{-3}$ probability of $P(\uparrow\uparrow)$ to be mislabeled as $P(\uparrow\downarrow) + P(\downarrow\uparrow)$ upon thresholding. We correct for this error in real-time by periodically measuring the histogram overlap and calculating the results as

$$P(\uparrow\uparrow) = \frac{(1 - p)P(2) - pP(1)}{1 - p - q}$$

$$P(\uparrow\downarrow) + P(\downarrow\uparrow) = \frac{(1 - q)P(2) - qP(1)}{1 - p - q}$$

where $P(1)$ and $P(2)$ correspond to 1 and 2 ions recorded as bright respectively, $q$ is the probability that 2 bright ions are recorded as 1 bright, and $p$ is the probability that 1 bright ion is recorded as 2 bright.

The ground-state fidelity measurement is performed by repeating the experiment in three different settings. To extract the parity operators $\{\sigma_x, \sigma_y\}$ and $\{\sigma_x, \sigma_y\}$, we prepare the parity measurement by a Zeeman ($\pi/2$)-pulse. Since the states $|\Psi^+\rangle$ are degenerate, the ($\pi/2$)-pulse need not have an exactly specified phase. We use the fact that as long as the two ($\pi/2$)-pulses have their phases offset by $\pi/2$, the sum of the two parity measurements add up to the same value $\{\sigma_x, \sigma_y\} + \{\sigma_x, \sigma_y\}$.

To verify that the protocol indeed purifies singlet preparation errors (Fig. 2), we prepare a range of two-ion input states as follows. After ground-state-cooling the gate mode, we optically pump the system to $|\downarrow\downarrow\rangle$. We then run an MS gate followed by a of ground state mapping pulse with phase $\phi_{\text{prep}}$, which ideally prepares $|\Psi^+\rangle$ when $\phi_{\text{prep}} = \pi/4$. We then apply a single-ion addressing pulse of length $t_{\text{prep}}$, based on the differential AC Stark shift (Supp. Mat. IV) which couples $|\Psi^+\rangle$ to $|\Psi^-\rangle$, and then run our pumping protocol. The state preparation error in is introduced either as an offset in $t_{\text{prep}}$ (Fig. 2a) or an an offset in $\phi_{\text{prep}}$ (Fig. 2b).

To obtain the bit-flip probability $p$ for the phenomenological model in Fig. 3, we perform the following measurements. First, we apply 16 cycles of the singlet preparation protocol. This ensures the motional state of the ions during the trial application of the drive (A) matches that of the last actual application of that drive during the sequence. Then, we reset the spin state to $|\downarrow\downarrow\rangle$ by optical pumping. Afterward, we apply a single round of the drive (A) and measure the probability to find exactly one ion in the $D_{5/2}$ state. This probability equals the bit-flip probability $p$. A second method we use is to, following optical pumping to $|\downarrow\downarrow\rangle$, apply an MS gate and ground state mapping pulses to prepare $|\Psi^+\rangle$. Applying a single round of drive (A) to $|\Psi^+\rangle$ excites one ion to $D_{5/2}$ with probability $p/2$. Whenever possible, we use both of these methods, check their consistency, and average the results to produce a final estimate of $p$. In general, applying the drive (A) on two ions prepared in $|\uparrow\downarrow\rangle$ does not lead to observable repumping. The only exception is Fig. 3d), where a changing radial mode tilt causes an off-resonant excitation from $|\uparrow\rangle$ to the $D_{5/2}$ manifold. This means that $p/2$ underestimates the total excitation probability of the drive (A) out of $|\Psi^-\rangle$. To correct for
We model the repump (B) as a Markovian process with frequency of drive (C) and $\beta$ the collective excitation from where

$$\ket{\downarrow\downarrow}$$

letters make reference to the drives used in the discrete scenario (cf. Fig 1). (Right) The diagram represents the effective system $H$ described by the Hamiltonian $\mathcal{L}$ which introduces new couplings (purple arrows) and effective jump operators (orange arrows). The latter ones are expressed in Eq. (21). Colors and lengths of the arrows are uncorrelated with the strength of the couplings.

that error, we measure separately the probability $p_{\downarrow\downarrow}$ of the drive (A) to cause a single-ion excitation out of $\ket{\downarrow\downarrow}$, and the probability $p_{\uparrow\uparrow}$ of a single-ion excitation of out $\ket{\uparrow\uparrow}$. The total bit-flip probability $p$ in Fig. 3 d) is then set to $p = p_{\downarrow\downarrow} + p_{\uparrow\uparrow}$.

VI. CONTINUOUS PROTOCOL

As mentioned in the main text, this state preparation scheme has also a continuous counterpart. In this scenario, all the three drives (A), (B), and (C) are turned on simultaneously and for a specific choice of parameters the system will dynamically converge towards $\ket{\Psi^-}$. In this section, we explain this continuous framework and derive an empirical formula for the convergence rate of the protocol using the effective operator formalism [23].

Similarly to the sequential application of the drives, a continuous generation of the singlet state requires a collective excitation $S_{x,e}^2$. The interaction Hamiltonian (A) reduces to such a coupling in the weak-field regime $\delta \gg \eta \Omega$, i.e. when the population transfer to the intermediate levels with another vibrational quantum number is negligible. In this limit, the system’s Hamiltonian is given by

$$H_s = \hbar J S_{x,e}^2 + \hbar \frac{\Omega_C}{2} \left( \sigma_x \otimes 1 + 1 \otimes \sigma_x \right) + \hbar \beta \left( \ket{\uparrow\uparrow} \bra{\uparrow\uparrow} \otimes 1 + 1 \otimes \ket{\uparrow\uparrow} \bra{\uparrow\uparrow} \right)$$

where $J = (1/2 \sqrt{\eta})^2$ represents the effective frequency of the collective excitation from $\ket{\downarrow\downarrow}$ to $\ket{ee}$; $\Omega_C$ the frequency of drive (C) and $\beta$ the detuning of the spin qubit. We model the repump (B) as a Markovian process with jump operators

$$L_{e \rightarrow \downarrow\downarrow}^{(1)} = \sqrt{p_{\downarrow\downarrow}} \ket{\downarrow\downarrow} \bra{e} \otimes 1,$$

$$L_{e \rightarrow \uparrow\uparrow}^{(1)} = \sqrt{p_{\uparrow\uparrow}} \ket{\uparrow\uparrow} \bra{e} \otimes 1,$$

for the first ion and similarly for the second. Here, $p_{\downarrow\downarrow}, p_{\uparrow\uparrow}$ represent the probability that an ion decays from $\ket{e}$ to $\ket{\downarrow\downarrow} (\ket{\uparrow\uparrow})$ and can be, as in the discrete scenario, parametrized by $p_{\downarrow\downarrow}/p_{\uparrow\uparrow} = \tan^2(\gamma)$. We must, however, introduce an additional parameter $\kappa$ representing the repump rate. Finally, we assume that the evolution of the system is governed by the Lindblad master equation:

$$\frac{d}{dt} \rho(t) = -\frac{i}{\hbar}[H_s, \rho(t)] + \sum_{j=1}^{4} \mathcal{D}[L_j](\rho(t)),$$

where

$$\mathcal{D}[L_j](\rho(t)) = L_j \rho(t) L_j^\dagger - \frac{1}{2} \left\{ L_j^\dagger L_k, \rho(t) \right\},$$

is the dissipator for a given jump operator $L_j$. The energy levels of the system in the two-ion basis are depicted in Fig. 8. On top of the usual collective spin, $\{\ket{\downarrow\downarrow}, \ket{\uparrow\uparrow}, \ket{\Psi^+}, \ket{\Psi^-}\}$, and excited, $\ket{ee}$, states, the figure also shows the intermediate, single-excitation states which, in this continuous framework, play a non-negligible role. The objective is now to determine the right balance of the parameters ($J, \Omega_C, \gamma, \kappa$) which would lead to the desired steady state. The quantity of interest is then the fidelity of $\ket{\Psi^-}$ given by

$$F(t) \approx 1 - C_0 e^{-R_t}$$

with $R_t$ being the convergence rate in unit of time and ultimately representing the Liouvillian gap of the system given in Eq. (16).
To begin with, we can argue that the strength of the drives (B) and (C) should be larger or at least comparable to \( J \), since in an optimally converging protocol immediately after the excited state \( |ee\rangle \) gets populated, it must be directly repumped to lower-excitation states. Similarly for the common rotation \( \Omega_C \), the ground “spin” state manifold is expected to be shuffled more frequently than collectively excited with \( S^2 \), such that \( |↓↓\rangle \) is never depleted. Finally, the additional freedom given by the detuning \( \beta \) allows us to compensate for the AC Stark shift (and thus having all the drives on resonance) by setting it to \( \beta = J \). This value of the detuning has been numerically verified to optimize \( R_t \) and has been thus kept constant in our following derivations.

With that in mind, we can identify \( |ee\rangle \) as the excited subspace and thus apply the effective operator formalism to reduce the evolution to the ground-state dynamics only [23]. In order to remain as general as possible, we move to the dressed basis of the drive (C),

\[
\begin{align*}
|\chi_0\rangle &= \frac{1}{\sqrt{2}} (|↓↓\rangle - |↑↑\rangle), \\
|\chi_±\rangle &= \frac{1}{2} (|↓↓\rangle + |↑↑\rangle) ± \sqrt{2} |\Psi^+\rangle.
\end{align*}
\]

(19)

Fig. 9 illustrates the energy levels and couplings of the new effective system. With the absence of the excited level, the dressed states have now some modified couplings (purple arrows)

\[
\begin{align*}
H^\text{eff}_c &= \hbar \Omega_C \left( 1 + \frac{J^2}{\kappa^2 + i\Omega_C^2} \right) (|\chi_+\rangle \langle \chi_+| - |\chi_-\rangle \langle \chi_-|) + \\
&\quad + \hbar \frac{\Omega_C}{\kappa^2 - i\kappa \Omega_C} \sqrt{\frac{J^2}{\kappa^2 - i\kappa \Omega_C}} (|\chi_0\rangle \langle \chi_+| + \text{H.c.}) + \\
&\quad - \hbar \frac{\Omega_C}{\kappa^2 + i\kappa \Omega_C} \frac{\sqrt{J^2}}{\kappa^2 + i\kappa \Omega_C} (|\chi_0\rangle \langle \chi_-| + \text{H.c.})
\end{align*}
\]

(20)

and decay directly into the single-excited states with effective jump operators (orange arrows)

\[
\begin{align*}
L^\text{eff}_1 &= \sqrt{\cos^2(\gamma)} \kappa |↑+\rangle \langle C_+ + C_0 |\chi_0\rangle + C_+ \langle \chi_-|)
\end{align*}
\]

(21)

with constants

\[
C_0 = \frac{\sqrt{2} J}{-i\kappa} \quad C_± = \frac{J}{\Omega_C - i\kappa}.
\]

(22)

The reader can notice that the effective evolution introduces some modified detunings and some new effective Rabi frequencies between \( |\chi_0\rangle \) and \( |\chi_±\rangle \) which in the original collective spin basis results in couplings between all the triplet states.

Even though we eliminated one state out of nine, the problem remains convoluted and the eigenanalysis of the effective Liouvillian is analytically difficult to perform. However, an empirical approach can help us to estimate the convergence rate of the protocol. Numerical observations of the behavior of the Liouvillian gap for different values of \((\Omega_C, \kappa, \gamma)\) allows us to derive the following expression

\[
R_t \propto \left( \cos^4(\gamma) + \sin^4(\gamma) \right) \kappa \left( \frac{\Omega_C}{\kappa^2 - i\kappa \Omega_C} \right)^2
\]

\[
+ \sin^2(\gamma) \cos^2(\gamma) \kappa \frac{J^2}{\kappa^2 + \Omega_C^2}. \tag{23}
\]

This formula has been obtained by considering the slowest process given by the decay channels \( |ξ-\rangle \rightarrow |\Psi-\rangle \) and \( |ξ+\rangle \rightarrow |\Psi-\rangle \) and distinguishing two regimes of the system’s dynamics: with a highly uneven branching ratio, \( |γ - π/4| \approx π/4 \), and with a comparable decay, \( |γ - π/4| \approx 0 \). In the first limit, the preparation of the singlet state is slow, because the dynamics is dominated by “second-order processes”. This means that the system must undergo a collective rotation before decaying into the singlet state. This corresponds to the first term in the parenthesis of Eq. (23). The second limit coincides with a fast, first-order preparation of \( |\Psi-\rangle \). It is given by the second term of \( R_t \) and can be rewritten as \( p_π \rightarrow p_π \rightarrow \) times the decay rate \( \kappa |C^2| \). The probabilities intuitively represent the process \( |ee\rangle \rightarrow |\Psi^+\rangle \): one of the excited ions should decay into a down state and the other into an up state. This regime is also valid for highly uneven branching ratio when \( \kappa \) becomes comparable to \( \sin^2(\gamma) \). Finally, the proportionality coefficient for \( R_t \) is equal to 2.4 and has been determined numerically using the simulated Liouvillian gap. Fig. 9 shows the comparison between the empirical convergence rate

FIG. 9. Protocol’s convergence rate \( R_t \) as a function of the repump rate for two different branching ratio \( \gamma \). The empirical curve is calculated using Eq. (23) (with a proportionality factor of 2.4) and the Liouvillian gap was obtained numerically from the Lindblad master equation [10]. The frequency of the drive (C) as been kept constant and equal to \( \Omega_C = 6J \).
FIG. 10. Liouvillian gap of the system given in Eq. (16) for different frequencies $\Omega_C$ of drive (C) and repump rates. To reduce the dimensionality of the parameter space of the continuous scenario, we first optimized the Liouvillian gap for various $p_{e\rightarrow i} = \sin^2(\gamma) \in (0,1)$ with respect to $(\Omega_C, \kappa)$. The vertical axis of the figure has then been obtained by the product of $p_{e\rightarrow i}$ with the corresponding optimal repump rate $\kappa^{opt}$, given by Eq. (23) and the numerical value of the Liouvillian gap for different repump rates $\kappa$ and branching ratios $\gamma$.

We must mention that the empirical formula presented above is valid as long as the sum of the frequency of the drive (C) and the repump rate is larger than the frequency of the collective excitation $J$. Conversely, the population in the state $|ee\rangle$ could not be discarded anymore using the effective operator formalism.

We are now interested in the optimal value of this convergence rate and the parameters which lead to it. Fig. 10 shows the Liouvillian gap as a function of $\Omega_C$ and $\sin^2(\gamma) \kappa^{opt}$ where the optimal repump rate has been obtained from a multivariate minimization with respect to $(\Omega_C, \kappa)$ for different branching ratio such that $0 < \sin^2(\gamma) < 1$. We thus obtain that $R^{opt} = 6.1 \times 10^{-2} J$ when $\Omega_C$, $\kappa$ and $\gamma$ are equal to $1.95 J$, $2.58 J$ and $0.29\pi$ respectively. For a collective excitation of frequency $J = 0.58 \text{kHz}$ (i.e. $\delta = 20\eta \Omega$), this would correspond to a convergence rate of $72 \text{Hz}$. 