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Abstract
Model-based optimization approaches for monitoring and control, such as model predictive control and optimal state and parameter estimation, have been used successfully for decades in many engineering applications. Models describing the dynamics, constraints, and desired performance criteria are fundamental to model-based approaches. Thanks to recent technological advancements in digitalization, machine learning methods such as deep learning, and computing power, there has been an increasing interest in using machine learning methods alongside model-based approaches for control and estimation. The number of new methods and theoretical findings using machine learning for model-based control and optimization is increasing rapidly. However, there are no easy-to-use, flexible, and freely available open-source tools that support the development and straightforward solution to these problems. This paper outlines the basic ideas and principles behind an easy-to-use Python toolbox that allows to quickly and efficiently solve machine-learning-supported optimization, model predictive control, and estimation problems. The toolbox leverages state-of-the-art machine learning libraries to train components used to define the problem. It allows to efficiently solve the resulting optimization problems. Machine learning can be used for a broad spectrum of problems, ranging from model predictive control for stabilization, setpoint tracking, path following, and trajectory tracking to moving horizon estimation and Kalman filtering. For linear systems it enables quick generation of code for embedded MPC applications. HILO-MPC is flexible and adaptable, making it especially suitable for research and fundamental development tasks. Due to its simplicity and numerous already implemented examples, it is also a powerful teaching tool. The usability is underlined, presenting a series of application examples.
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Advanced optimal control and estimation problems such as model predictive control, moving horizon estimation, and Kalman filters require models representing, e.g., the system dynamics, constraints, reference values, and objective functions. Based on these models, the inputs, the estimates of the states, or parameters are found based on the minimization of an objective function. Often obtaining accurate models is challenging. For example, dynamical models can be constructed with first principles, such as conservation of energy, matter, and thermodynamics laws. However, underlying unknown nonlinearities, parameters, or coupling effects, often results in complex dynamics, which is challenging to model, thus rendering it difficult to employ such model-based methods for process control or numerical simulations.

Alternatively, if only data is used to derive a model, one generally talks about data-driven or machine learning models. Machine learning has recently obtained much attention since it allows to model and to simulate complex, not well-understood phenomena or efficiently simulate complex, large-scale systems, provided that a sufficiently large amount of data is available. For many decades the scarcity of data, features selection, and computational power have been the main bottlenecks to the widespread use of machine learning for modeling and control. The situation is rapidly changing due to the rapid digitization and interconnection (e.g., Internet of Things and Industry 4.0 initiatives), advances in machine learning, and cloud computing. Hence, machine learning is finding more and more applications, not only in research but in everyday life. In recent years, the number of machine learning applications, publications, new methods, and theoretical findings has increased rapidly. Furthermore, open-source libraries for machine learning such as TensorFlow and PyTorch offer a low entry barrier to this technology and allow fast development of machine learning solutions. The combination of these factors boosted the quality and quantity of results in many fields such as medicine, autonomous driving, transportation, Internet of Things, image recognition and many others. The control and optimization community also recognized the usefulness of machine learning for control, e.g., for efficient and safe optimal control and model predictive control (MPC), motivating many contributions.

While machine learning libraries are powerful tools to build machine learning models, using these models in a control strategy requires typically ad-hoc solutions, which are complicated, prone to bugs, and not easily transferable to other applications. In the frame of this work, we outline an approach to interconnect machine learning methods and tools with methods from optimization-based control and estimation using Python. The resulting open-source Python library, named HILO-MPC aims at providing a way to easily implement machine learning models into a wide variety of control, optimization and estimation problems, tailored towards fundamental research and basic development tasks (see Fig. 1). It interfaces with PyTorch and TensorFlow to train neural networks and uses in-house code to train Gaussian processes. The trained models can be used in a large variety of control or estimation problems for example, in the system’s dynamics, the constraints, the cost functions, or even the controller itself (see Figure 2).

To speed up the development time, HILO-MPC provides a way to define and solve a broad spectrum of optimal control and estimation problems quickly and with minimum effort. Table 1 summarizes the different problems that can be solved. The philosophy followed is the ease of use and modularity. Ease of use is achieved by providing an intuitive high-level interface for the problem definition. At the same time, modularity is obtained by ensuring effortless interfaces between the different tools (see Figure 2). This allows using the toolbox both for research and for teaching. Table 1 summarizes the main tools and methods available.

The main contribution of this paper is the presentation of a modular way to fuse modeling, simulation, estimation, control, machine learning approaches, and optimization, resulting in a flexible yet easy-to-use open-source toolbox. The usability is underlined, presenting a series of application examples, spanning from the problem to learn the dynamic model of a car for racing, learning references to be tracked, learning the solution of an MPC controller, and the embedded implementation of a MPC controller. Note that, while we focus on the integration of machine learning into control and estimation problems, most of the parts can also be used without any machine learning component.

The remainder of this paper is structured as follows. Section 3 provides a brief overview of toolboxes available for optimal and predictive control, with a specific focus on open-source toolboxes.
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In Section 3 the different modules of the toolbox are described. Furthermore, we show example code snippets to illustrate the required syntax. In Section 4 we apply the toolbox in four examples. Finally, in Section 5 we conclude and give an outlook on current and future developments.

Note that this paper only provides a glimpse of the principles and main ideas and the usability via some example applications. It is not a manual, as providing a comprehensive description of the toolbox is outside the scope of this work. For this, the reader is referred to the documentation.

2 A GLIMPSE REVIEW OF OPEN-SOURCE MPC TOOLS

By now a wide variety of toolboxes for MPC exist. We focus on freely available, open-source toolboxes. The software ACADO\textsuperscript{17} and ACADOS\textsuperscript{18} aim at efficiency and fast solution keeping embedded applications in mind. Note that, although interfaces to embedded MPC libraries are offered, embedded MPC is not the main focus of the toolbox. MPT3 focuses on computational geometry, which is particularly useful for some classes of robust MPC approaches.\textsuperscript{23} YALMIP instead offers a broad spectrum of optimization problems, such as bilevel optimization and mixed-integer programming, and some MPC schemes.\textsuperscript{24} The toolbox do-mpc implements robust multi-stage MPC and moving horizon estimation (MHE).\textsuperscript{20} MPCTools offers some interfaces that help build MPC and MHE control problems in CasADi.\textsuperscript{21,22} Table 2 summarizes some of the main differences between existing open-source toolboxes.

Using machine learning models in the previously mentioned toolboxes is often not straightforward. We tackle this challenge by providing wrappers for machine learning libraries and some in-house learning libraries. Furthermore, compared to the other toolboxes, it focuses on a simple and intuitive interface that makes it easy to use also for beginners.

| Models                      | Controllers                          | Machine Learning                              | Estimators                                      | Embedded           |
|-----------------------------|--------------------------------------|-----------------------------------------------|------------------------------------------------|--------------------|
| Linear/nonlinear            | Nonlinear MPC                        | Neural networks                               | Moving horizon estimation                      | µAO-MPC\textsuperscript{16} |
| Time-invariant/variant      | Trajectory tracking MPC              |                                               | Kalman filter                                   |                    |
| Continuous/discrete         | Path-following MPC                   |                                               | Extended Kalman filter                          |                    |
| ODEs, DAEs                  | PID                                  |                                               | Unscented Kalman filter                         |                    |

\textsuperscript{2} The full documentation and toolbox are available under \url{http://www.ccps.tu-darmstadt.de/hilo_mpc}.  
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\textbf{FIGURE 1} Core elements of HILO-MPC.
FIGURE 2 Schematic diagram of the interactions between the components of the toolbox. The machine learning component can be used to learn model parts (see Section 4.1), cost functions, constraints, or references/disturbances (see Section 4.2) from real or simulation data, that can then be used in the controller or estimator. It can also be used to learn an approximated solution of an optimal controller/MPC controller (see Section 4.3). It is also possible to generate embedded code for the controller (see Section 4.4). In principle, similarly, the same holds for learning components of the estimator.

TABLE 2 Comparison of different freely accessible MPC tools. ML: machine learning, MHE: moving horizon estimator, LMPC: linear MPC, PFMPC: path-following MPC, KF: Kalman filters, PF: particle filters

| Problems   | ML | Interface                    | Focus       | Article                        |
|------------|----|------------------------------|-------------|-------------------------------|
| ACADO      | MPC| No C++, MATLAB               | Embedded    | Houska et al [17]             |
| ACADOS     | MPC, MHE| No C, MATLAB, Octave, Python, Simulink | Embedded    | Verschueren et al [18]        |
| do-mpc     | MPC, MHE, Multi-stage MPC | No Python   | Multi-stage MPC               | Lucia et al. [19]             |
| HILO-MPC   | MPC, PFMPC, LMPC MHE, KF, PF| Yes Python  | Machine Learning              |                               |
| MPCTools   | MPC, MHE| No Python, Octave (MATLAB)   | MPC, MHE    | Risbeck and Rawlings [20]     |
| MPT3 Toolbox| LMPC| No MATLAB                    | Comp. Geometry| Herceg et al [21]             |
| YALMIP     | MPC, MHE| No MATLAB                    | Optimization| Löfberg [22]                  |

3 | BASIC CONCEPTS AND COMPONENTS

To provide flexibility five main components are tightly integrated — in the following denoted as modules named dynamic model, control, estimator, machine learning, and embedded (see Figure 1). The dynamic model module is used to generate dynamic models which are used in all other modules. The control module allows to setup and formulate controllers, solve and apply them. It focuses, but is not limited to predictive and optimal controllers. The estimator module focuses on state and parameter estimation using the dynamic models. The machine learning module is responsible for defining and training machine learning models that can be used in any of the previous modules. Finally, the embedded module currently interfaces with embedded
linear MPC software (μAO-MPC\textsuperscript{16}) that allows to easily deploy the code for embedded applications. In the next sections, we will briefly describe the different modules in more detail\textsuperscript{[1]}

The backbone of HILO-MPC is CasADi\textsuperscript{25} CasADi is a flexible and widely used tool for algorithmic differentiation and optimization. It has interfaces with a wide range of solvers for linear and quadratic programming (CLP\textsuperscript{26}, qpOASES\textsuperscript{27}), nonlinear programming such as IPOPT\textsuperscript{28} quadratic mixed-integer programming (CPLEX\textsuperscript{29}, GUROBI\textsuperscript{30}), for non quadratic nonlinear mixed-integer problems (BONMIN\textsuperscript{31}, KNITRO\textsuperscript{32}) and large nonlinear problems WORHP\textsuperscript{33}

CasADi is used to build the models, optimization, and estimation problems. TensorFlow or PyTorch are interfaced by automatically translating the models into CasADi-compatible structures. Hence, a CasADi problem is defined and solved.

In the following, we briefly outline the core modules and provide insights in the formulations and solution approaches.

### 3.1 Dynamic Model Module

The dynamic model module forms the foundation for all other components. It is a high-level interface to generate representations of dynamical systems that can be used for model-based controllers and estimators, like MPC or MHE, or inside simulations to reproduce the behavior of a plant (or a controller) in a control loop. The module currently supports linear and nonlinear, time-invariant and time-variant, discrete-time systems described in discrete time by difference equations, continuous-time systems described by ordinary differential equations (ODEs), and differential algebraic equations (DAEs).

For example, the module allows to describe a general time-variant continuous-time nonlinear model given by a DAE of the form

\[
\begin{align*}
\dot{x}(t) &= f(t, x(t), z(t), u(t), p), \\
0 &= q(t, x(t), z(t), u(t), p), \\
y(t) &= h(t, x(t), z(t), u(t), p).
\end{align*}
\]

Here \(x(t) \in \mathbb{R}^n\) is the differential state vector, \(z(t) \in \mathbb{R}^p\) the vector of algebraic states, \(u(t) \in \mathbb{R}^r\) is the input vector and \(p \in \mathbb{R}^m\) is a vector of parameters. The function \(f : \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^p \times \mathbb{R}^r \to \mathbb{R}^n\) represents the ODEs of the model, and the function \(q : \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^p \times \mathbb{R}^r \to \mathbb{R}^p\) describes the algebraic equations forming a semi-explicit DAE system overall\textsuperscript{[2]}

The function \(h : \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^p \times \mathbb{R}^r \times \mathbb{R}^p \to \mathbb{R}^q\) describes the measurement equations mapping to some measurable quantity of the system. If these measurement equations are not defined during the setup of the model, the controllers and estimators using the model assume that all states are measured.

When necessary, continuous-time models can be easily discretized using the `model.discretize(...)` method. Available discretization methods are explicit Runge-Kutta methods up to the 4th order and implicit collocation schemes.\textsuperscript{[3]} For the explicit Runge-Kutta methods, a series of Butcher tableaus is available, while the implicit collocation schemes only support Gauss-Legendre polynomials and Gauss-Radau polynomials for the calculation of the collocation points.

For some applications and control and estimation methods a linear model might be necessary. The direct creation of linear models is also possible by supplying the required matrices during model setup. If only a nonlinear model is available, this can be easily linearized with respect to an equilibrium point using `model.linearize(...)`.\textsuperscript{[4]}

To underline the simplicity of defining a model, we consider a simple single-track car/bicycle (see Fig.\textsuperscript{3}) model which will be used as an example model in the following sections

\[
\begin{align*}
\dot{p}_x &= v \cos(\phi(t) + \beta), \\
\dot{p}_y &= v \sin(\phi(t) + \beta), \\
\dot{v} &= a, \\
\dot{\phi} &= \frac{v}{l_1} \sin(\beta), \\
\beta &= \arctan \left( \frac{l_c}{l_1 + l_t} \tan(\delta) \right) \).
\end{align*}
\]

Here, \(p_x\) and \(p_y\) are the \(x\)- and \(y\)-coordinates of the vehicle center of mass, \(v\) is the norm of the velocity of the center of mass, and \(\phi\) is the orientation angle of the vehicle with respect to the \(x\)-coordinate. The inputs are the acceleration of the center of
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\textsuperscript{3}New tools will be added, and current tools might be modified, please refer always to the current documentation for the newest features.

\textsuperscript{4}Note that HILO-MPC only supports semi-explicit index 1 DAE systems.\textsuperscript{[2]} Index 1 indicates DAE systems that can be transformed into a pure ODE system by differentiating the algebraic equations once.
mass $a$ and the steering angle $\delta$. The parameter $l_r$ is the distance between the center of mass and the rear wheel, and $l_f$ is the distance between the center of mass and front wheel. The corresponding model can be set up as follows:

```python
from hilo_mpc import Model

# Initialize empty model
model = Model(name='Bike')

# Define model equations
equations = ""

# ODEs
dpx/dt = v(t)*cos(\phi(t) + \beta)
dpy/dt = v(t)*sin(\phi(t) + \beta)
dv/dt = a(k)
dphi/dt = v(t)/l_r*sin(\beta)

# Algebraic equations
beta = arctan(l_r/(l_r + l_f)*tan(delta(k)))

model.set_equations(equations=equations)

# Sampling time in seconds
dt = 0.01
model.setup(dt=dt)
model.set_initial_conditions(x0=[0, 0, 0, 0])
```

Note that the model equations are supplied in the form of a string. HILO-MPC is able to parse the most common functions and operations in this format, while it also provides the flexibility to use other input formats, e.g., by explicitly defining the inputs and states of the system.

Units, labels and descriptions of all variables can also be set for convenience and for use in the plotting functionality. For a more in-depth description of available functionalities, refer to the documentation. Once the initial conditions are set, the model can be used for simulation by running `model.simulate(u=u, p=p)`. Note that, for every integration interval given by the sampling time $dt$ the input for the continuous times system is kept constant, as it is commonly done.
One can easily store, access, and plot solutions generated by simulations. Every time the method `model.simulate(...)` is executed, the solution is saved in the `model.solution` object. This can be accessed similarly to a Python dictionary. To plot the solution, i.e., the evolution of states, inputs, and parameters with time, the user can use the method `model.solution.plot()`.

### 3.2 Machine Learning Module

The machine learning module is responsible for defining and training machine learning models. Machine learning models are data-driven models that are used to map selected inputs \( v \in \mathbb{R}^n_v \), also called features, to outputs \( l \in \mathbb{R}^n_l \), also called labels. The machine learning models can be used to describe dynamical systems, unknown functions, constraints, cost functions, or a controller (see Fig. 2).

Two machine learning approaches/models are currently integrated: artificial feedforward fully connected neural networks and Gaussian processes. Further approaches are under development.

#### 3.2.1 Artificial Neural Networks

We briefly review artificial neural networks (ANNs) to introduce the required notation and concepts. Inspired by the neural circuits in brains, ANNs can be represented as a collection of interconnected nodes, the so-called neurons, that are usually organized into layers. We focus on feedforward fully connected ANNs (Figure 4). Each layer of the ANN is mathematically represented by

\[
\mathbf{z}_i = \mathbf{\sigma}_i \left( \mathbf{W}_i \mathbf{z}_{i-1} + \mathbf{b}_i \right),
\]

where \( \mathbf{z}_i \in \mathbb{R}^{n_i} \) is the output vector of layer \( i \) with the features \( v \) being the input to the first layer (i.e., \( v = z_0 \)) and the labels \( l \) being the output of the last layer. The function \( \mathbf{\sigma}_i : \mathbb{R}^{n_i} \rightarrow \mathbb{R}^{n_i} \) is the activation function. Common nonlinear activation functions are the sigmoid function, hyperbolic tangent, or the ReLU function. The training of the ANN is achieved by iteratively adapting the weight matrices \( \mathbf{W}_i \in \mathbb{R}^{n_i \times n_{i-1}} \) and the bias vectors \( \mathbf{b}_i \in \mathbb{R}^{n_i} \), so that a user-defined loss function is minimized. For regression problems, one of the most commonly used loss functions is the mean squared error (MSE)

\[
\text{MSE} = \frac{1}{n_l} \sum_{i=1}^{n_l} (l_i - \hat{l}_i)^2,
\]

where \( \hat{l}_i \) are the values of the labels predicted by the ANN. Other loss functions supported by HILO-MPC include the mean absolute error (MAE) or the Huber loss. Optimization algorithms like gradient descent or stochastic gradient descent are used to minimize the loss. A number of minimization algorithms can be interfaced in HILO-MPC, e.g., the Adam algorithm, a modification of stochastic gradient descent. These minimization algorithms return a gradient vector of the loss with respect to the output \( l \) of the ANN. By applying the backpropagation algorithm, this gradient vector can then be used to update the weight matrices \( \mathbf{W}_i \) and the bias vectors \( \mathbf{b}_i \) throughout the ANN. The training is stopped when there is no significant change in the loss over a defined number of iterations or if the number of maximum iterations is reached.
In HILO-MPC, the training of the ANNs itself is performed by the respective machine learning libraries, i.e., currently TensorFlow or PyTorch. The specific parameters and characteristics for the training of the ANN (e.g., epochs, batch size, loss function, etc.) as well as the training data are automatically processed and forwarded to the chosen machine learning library. After the training of the ANN is completed, all relevant information is extracted, and an equivalent CasADi graph is created for later use in the model or model-based controllers and estimators.

The following example shows how to define an ANN consisting of two layers with 10 neurons each, using a sigmoid function as activation function, and how to train the resulting model

```python
from hilo_mpc import ANN, Dense

# Initialize NN
ann = ANN(features, labels)
ann.add_layers(Dense(10, activation='sigmoid'))
ann.add_layers(Dense(10, activation='sigmoid'))

# Add training data set
ann.add_data_set(df)

# Set up NN
ann.setup()

# Train the NN
batch_size = 64
epochs = 1000
ann.train(batch_size, epochs, validation_split=.2, patience=100, scale_data=True)
```

where `Dense(...)` creates a fully connected layer. One can simply replace specific variables of a model with the predictions of the ANN by the command `model.substitute_from(ann)`. The variables to be replaced will be automatically detected and exchanged with the corresponding predictions of the ANN. Alternatively, it is also possible to directly add the ANN to the model via summation or subtraction.

### 3.2.2 Gaussian Processes

A Gaussian process (GP) is a probability distribution over a function in which any finite subset of random variables has a joint Gaussian distribution.\(^{39}\) Besides being less prone to overfitting, one key advantage of using a GP is that it naturally measures the output uncertainty by estimating the variance of the predictions. GPs can be used to approximate input-output mappings

\[
l = f(v) + \epsilon,
\]

where the output \(l \in \mathbb{R}\) is affected by some zero-mean normally distributed measurement noise \(\epsilon \sim \mathcal{N}(0, \sigma^2_n)\) with variance \(\sigma^2_n\).

Starting from a given prior distribution, described by a mean function and a covariance function, the GP is trained on observed data (see Figure 5).

In general, both the prior mean function and the prior covariance function depend on so-called hyperparameters. During the training, the hyperparameters are obtained via optimization, i.e., the hyperparameters are chosen such that the resulting GP can be used to infer the input-output mapping given available training data. Typically, the prior mean function is assumed to be zero,\(^{40}\) but HILO-MPC also supports other prior mean functions. The covariance function, or kernel, is often assumed to be a smooth function that is infinitely differentiable. A number of covariance functions that meet this criterion are provided, e.g., the stationary squared exponential and rational quadratic kernels. The prior means, as well as the kernels, can be combined with each other through summation or multiplication.

The objective of the optimization problem that underlies the training step is usually to maximize the log marginal likelihood\(^{39}\)

\[
\log(p(l|V)) = -\frac{1}{2} l^T (K + \sigma^2_n I)^{-1} l - \frac{1}{2} \log \left( |K + \sigma^2_n I| \right) - \frac{n}{2} \log(2\pi),
\]

where \(V \in \mathbb{R}^{n_d \times n_d}\) describes the matrix containing the \(n_d\) training inputs, \(K \in \mathbb{R}^{n_d \times n_d}\) is the covariance matrix resulting from the used kernel and the supplied training data, and \(I\) is the identity matrix of corresponding size. The element \((i, j)\) of \(K\) is \(k(v_i, v_j)\), where \(k : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}\) is the kernel. The predictive mean \(\bar{f}\) and variance \(\sigma^2\) of the trained GP can be obtained for
FIGURE 5 Simple example of a GP fitting to a sinusoidal function. The left figure shows a non-zero prior mean with 1σ standard deviation. The right figure shows the posterior of the GP conditioned on the measurements with optimal hyperparameters. The measurements are affected by a zero-mean white noise.

test data \( w \) as follows

\[
\hat{f}(w) = \tilde{k}'(K + \sigma_n^2 I)^{-1} l, \\
\sigma^2(w) = k(w, w) - \tilde{k}'(K + \sigma_n^2 I)^{-1} \tilde{k},
\]

where the \( i \)-th element of \( \tilde{k} \in \mathbb{R}^n \) is \( k(v_i, w) \). The following example outlines how GPs can be setup

```python
from hilo_mpc import GP, SquaredExponentialKernel

# Initialize kernel
kernel = SquaredExponentialKernel(variance=0.002)

# Initialize GP
gp = GP(features, labels, kernel=kernel)

# Add training data set
gp.set_training_data(train_in, train_out)

# Set up GP
gp.setup()

# Fit the GP
gp.fit_model()
```

Similarly to ANNs, the GPs can be integrated in models.

### 3.3 Control Module

The control module realizes feedback controllers of proportional–integral–derivative (PID) type, linear quadratic regulators (LQR), as well as optimal and MPC controllers. The latter are outlined in the following.

#### 3.3.1 Model Predictive Control

Model predictive control repeatedly solves a finite-horizon optimal control problem (OCP). Optimal control problems and MPC problems for continuous-time systems are realized in sampled-data fashion in HILO-MPC as outlined in the following. Equivalent formulations for discrete-time nonlinear system are also possible. At a sampling time \( t_0 \) the optimal control problem...
to solve reads

\[
\begin{align*}
\min_{u(\cdot)} & \quad \int_{t_0}^{t_0+T} \left( l(t, x(t), z(t), u(t), p)dt + e(t_0 + T, x(t_0 + T), z(t_0 + T), p) \right), \\
\text{s.t.} & \quad \dot{x}(t) = f(t, x(t), z(t), u(t), p), \quad x(t_0) = \hat{x}(t_0), \\
& \quad 0 = q(t, x(t), z(t), u(t), p), \\
& \quad 0 \geq g(t, x(t), z(t), u(t), p), \\
& \quad 0 \geq g_T(t_0 + T, x(t_0 + T), z(t_0 + T), p), \\
& \quad y(t) = h(t, x(t), z(t), u(t), p), \\
& \quad u(t) = u(t_0 + T_c) \quad \text{for} \quad t \geq t_0 + T_c, \\
& \quad \text{for} \quad t \in [t_0, t_0 + T] \subset \mathbb{R}.
\end{align*}
\]

Here, \( u(\cdot) \) is the optimal input function, \( l : \mathbb{R} \times \mathbb{R}^{n_x} \times \mathbb{R}^{n_z} \times \mathbb{R}^{n_u} \times \mathbb{R}^{n_p} \to \mathbb{R} \) is the stage cost, \( e : \mathbb{R} \times \mathbb{R}^{n_x} \times \mathbb{R}^{n_z} \times \mathbb{R}^{n_u} \times \mathbb{R}^{n_p} \to \mathbb{R} \) the terminal cost, \( T \) is the prediction horizon, and \( T_c \) the control horizon. The vector \( \hat{x}(t_0) \) contains the measured or estimated states at the current sampling time \( t_0 \) and \( t \) is the time variable. The equation \( g : \mathbb{R} \times \mathbb{R}^{n_x} \times \mathbb{R}^{n_z} \times \mathbb{R}^{n_u} \times \mathbb{R}^{n_p} \to \mathbb{R}^{n_g} \) represents path constraints and \( g_T : \mathbb{R} \times \mathbb{R}^{n_x} \times \mathbb{R}^{n_z} \times \mathbb{R}^{n_u} \to \mathbb{R}^{n_g,T} \) are terminal constraints.

Remark 1. In principle any of the equations in (3) could be completely or partially learned from data (see Figure 2), using the learning approaches outlined in Section 3.2. Table 3 gives an overview of other works where different components are learned. These cases can be handled using the machine learning module.

| What is learned? | Related work |
|------------------|---------------|
| reference/desired output function | Matschek et al. [45], Carron et al. [46], ... |
| terminal constraints | Rosolia et al. [47], Rosolia and Borrelli [48], Brunner et al. [49], ... |
| path constraints | Bujarbaruah et al. [50], Armesto et al. [51], Holzmann et al. [52], ... |
| objective function | Tamar et al. [53], Beckenbach et al. [54], Bradford and Imsland [55], ... |

Solving Problem (3) directly is challenging, since \( u(\cdot) \) and the constraints are infinite-dimensional. HILO-MPC uses direct approaches to transform the problem into an equivalent finite-dimensional optimization problem. These approaches parameterize the input with a finite number of parameters, for example, using piece-wise constant inputs, and enforce the constraints only
on a finite number of points. The resulting problem becomes

\[
\begin{align*}
\min_u & \quad \sum_{i=1}^{N} \int_{t_i}^{t_i+\Delta t} \left[ l(t, x(t), z(t), u_i, p) \right. \\
\text{s.t.} & \quad x(t_{i+1}) = x(t_i) + \int_{t_i}^{t_i+\Delta t} f(t, x(t), z(t), u_i, p) dt,
\end{align*}
\tag{4a}
\]

where \( \Delta t \) is the sampling time, \( N_c = \text{ceil}(T_c/\Delta t) \) is the control horizon and \( u = [u_k \ldots u_N] \) is the sequence of piece-wise constant inputs applied to the plant, i.e., \( u(t) = u_i, \forall t \in [t_i, t_i+\Delta t] \subset \mathbb{R} \). The function ceil : \( \mathbb{R} \rightarrow \mathbb{Z} \) is the ceiling function, i.e., a function that returns the smallest integer that is larger than a given real number. HILO-MPC also implements the multiple shooting approach.\(^{59}\) The integration of the system model in between the shooting points can be done with Runge-Kutta methods of various order, orthogonal collocation,\(^{52}\) or the dynamics can be integrated with CVODES or IDAS solvers.\(^{55}\) The default method is orthogonal collocation, while any other method can be selected if needed. Note that for simplicity piece-wise, constant inputs are assumed at every control interval, which can be generalized to introducing virtual inputs. Hence, the real formulation of Problem 3 depends on which method is used for the discretization. Here, no further details of the formulation of the approximated problem are provided. See the cited papers for more information.

**Remark 2.** Note that it is also possible to optimize the sampling intervals. This will add to Problem 4 the vector \( [\Delta t_k \ldots \Delta t_N] \) as optimization variable. This allows the solution of minimum time problems, and optimal sampling time problems. This frequently appears for example in network controlled systems.\(^{59}\)

The stage cost \( l(\cdot) \) and arrival cost \( e(\cdot) \) depend on the type of optimal control formulation/MPC formulation implemented. In the following we sketch different MPC formulations contained in the toolbox. For simplicity of explanation, we focus on quadratic cost functions; however, HILO-MPC is not limited to those.

**MPC for set point tracking**

In set point tracking MPC\(^{22}\) the variables \( x, u \) and \( y \) are desired to track a known reference, which can be formulated in terms of the cost function and terminal cost, for example, as

\[
\begin{align*}
l(x(t), u(t), y(t)) &= \| x(t) - x_r \|_Q^2 + \| u(t) - u_r \|_R^2 + \| y(t) - y_r \|_P^2, \\
e(x(t_0 + T), y(t_0 + T)) &= \| x(t_0 + T) - x_r \|_Q^2 + \| y(t_0 + T) - y_r \|_P^2.
\end{align*}
\]

Here \( x_r, u_r, \) and \( y_r \) are fixed references and \( Q \in \mathbb{R}^{n \times n}, R \in \mathbb{R}^{n \times n}, P \in \mathbb{R}^{n \times n}, P_T \in \mathbb{R}^{n \times n}, \) and \( Q_T \in \mathbb{R}^{n \times n} \) are weighting matrices. To outline the simplicity to formulate MPC problems, consider the one-track car model as discussed in section 3.1. The goal is that the car should track a set point reference speed \( v_i = 2 \text{ m/s}. \) We consider a prediction horizon of 20 steps. The corresponding MPC controller can be formulated as

```python
from hilo_mpc import NMPC

nmpc = NMPC(model)
nmpc.horizon = 20
nmpc.quad_stage_cost.add_states(names=['v'], ref=2, weights=10)
nmpc.quad_term_cost.add_states(names=['v'], ref=2, weights=10)
nmpc.setup()
```
The resulting MPC controller can be easily used in a control loop

```python
# Choose number of steps
n_steps = 100

# Begin simulation loop
for step in range(n_steps):
    # find optimal input
    u = nmpc.optimize(x0)
    # Simulate the plant
    model.simulate(u=u)
    # Get the current states
    x0 = sol['xf']
```

The solution of the MPC (e.g., input and state sequences) are stored in the `mpc.solution()` object.

**MPC for trajectory-tracking**

For trajectory tracking problems the variables need to track a time-varying reference. Considering a quadratic cost function, this can be formulated as

\[
I(x(t), u(t), y(t)) = \|x(t) - x_r(t)\|^2_Q + \|u(t) - u_r(t)\|^2_R + \|y(t) - y_r(t)\|^2_P,
\]

\[
e(x(t_0 + T), y(t_0 + T)) = \|x(t_0 + T) - x_r(t_0 + T)\|^2_{Q_T} + \|y(t_0 + T) - y_r(t_0 + T)\|^2_{P_T}.
\]

Here \(x_r: \mathbb{R} \rightarrow \mathbb{R}^n\), \(u_r: \mathbb{R} \rightarrow \mathbb{R}^m\), and \(y_r: \mathbb{R} \rightarrow \mathbb{R}^p\) are time-varying references. For example, a trajectory tracking problem for a single-track car model can be defined by

```python
from hilo_mpc import NMPC

nmpc = NMPC(model)
nmpc.horizon = 20

t = nmpc.create_time_variable()
traj_x = 30 - 14 * cos(t)
traj_y = 30 - 16 * sin(t)

nmpc.quad_stage_cost.add_states(names=['px', 'py'], ref=[traj_x, traj_y], weights=[10, 10], trajectory_tracking=True)
nmpc.quad_term_cost.add_states(names=['px', 'py'], ref=[traj_x, traj_y], weights=[10, 10], trajectory_tracking=True)
nmpc.setup()
```

**MPC for path following**

While in the MPC for trajectory tracking both the value of the reference and time are fixed simultaneously, MPC for path following exploits additional degrees of freedom by choosing when to be where on the path. Do so, we augment the
model with a **virtual path state**

\[
\begin{align*}
\min_{u(\cdot), u_{pf}(\cdot)} & \int_{t_0}^{t_0+T} l(t, x(t), z(t), u(t), p)dt + e(t_0 + T, x(t_0 + T), z(t_0 + T), p), \\
\text{s.t.} & \dot{x}(t) = f(t, x(t), z(t), u(t), p), \quad x(t_0) = \hat{x}(t_0), \\
& 0 = g(t, x(t), z(t), u(t), p), \\
& \dot{\theta} = u_{pf}, \quad \theta(t_0) = 0, \\
& 0 \geq g_T(t_0 + T, x(t_0 + T), z(t_0 + T), p), \\
& y(t) = h(t, x(t), z(t), u(t), p), \\
& \text{for } t \in [t_0, t_0 + T] \subset \mathbb{R}.
\end{align*}
\]

(5a)

Here \( \theta \in \mathbb{R}^{n_\theta} \) is a virtual path state vector and \( u_{pf} \in \mathbb{R}^{n_{u_{pf}}} \) is the virtual input that the controller can choose. Hence, the objective function becomes

\[
\begin{align*}
\min_{u(\cdot), u_{pf}(\cdot)} & \int_{t_0}^{t_0+T} (l(x(t), u(t), y(t)) = \|x(t) - x_r(\theta(t))\|^2_Q + \|u(t) - u_r(\theta(t))\|^2_R + \|y(t) - y_r(\theta(t))\|^2_P, \\
& e(x(t_0 + T), y(t_0 + T)) = \|x(t_0 + T) - x_r(\theta(t_0 + T))\|^2_Q + \|y(t_0 + T) - y_r(\theta(t_0 + T))\|^2_P.
\end{align*}
\]

To force the controller to move only in the direction of the path usually a lower bound on \( u_{pf} \) is added, i.e., \( u_{pf} > u_{pf,\min} \) with \( u_{pf,\min} \in \mathbb{R}^{n_{u_{pf}}} \).

It is also possible to track a constant \( u_{pf} \), so that the MPC tries to maintain a constant speed of the virtual state

\[
\begin{align*}
\min_{u(\cdot), u_{pf}(\cdot)} & \int_{t_0}^{t_0+T} l(x(t), u(t), y(t)) = \|x(t) - x_r(\theta(t))\|^2_Q + \|u(t) - u_r(\theta(t))\|^2_R + \|y(t) - y_r(\theta(t))\|^2_P + \|u_{pf} - u_{pf,ref}\|^2_{R_{u_{pf}}}, \\
& e(x(t_0 + T), y(t_0 + T)) = \|x(t_0 + T) - x_r(\theta(t_0 + T))\|^2_Q + \|y(t_0 + T) - y_r(\theta(t_0 + T))\|^2_P.
\end{align*}
\]

In comparison to other toolboxes, path following MPC/optimal control problems can be easily formulated. The user needs to activate the path following mode for the desired variables, as shown in the following

```python
from hilo_mpc import NMPC

nmec = NMPC(model)
nmpc.horizon = 20

theta = nmpc.create_path_variable()
traj_x = 30 - 14 * \cos(theta)
traj_y = 30 - 16 * \sin(theta)

nmec.add_stage_cost(names=['px', 'py'], ref=[traj_x, traj_y], weights=[10, 10], path_following=True)
nmec.add_term_cost(names=['px', 'py'], ref=[traj_x, traj_y], weights=[10, 10], path_following=True)
nmec.setup()
```

Note that the toolbox allows to mix the previous problem formulations with minimum effort, e.g., the user can track some constant references for some of the variables, while performing path tracking for the other variables.

**Soft constraints**

Soft constraints are typically used in optimal control/MPC to avoid infeasibility, conservative solutions due to active constraints, or to speed up computations. When soft constraints are selected, slack variables \( \epsilon_p \in \mathbb{R}^{n_p} \) and \( \epsilon_t \in \mathbb{R}^{n_t,T} \) are automatically
added to the path and terminal constraints, respectively, as follows

$$\min_{u(\cdot), e_T, e_p} \int_{t_0}^{t_0+T} l(\cdot) dt + e(\cdot) + \|e_s\|_{E_p}^2 + \|e_T\|_{E_T}^2, \quad (6a)$$

s.t. \begin{align*}
\dot{x}(t) &= f(t, x(t), z(t), u(t), p), \quad x(0) = \hat{x}_0, \quad (6b) \\
0 &= g(t, x(t), z(t), u(t), p), \quad (6c) \\
e_p &\geq g(t, x(t), z(t), u(t), p), \quad (6d) \\
e_T &\geq g_T(t_0 + T, x(t_0 + T), z(t_0 + T), p), \quad (6e) \\
y(t) &= h(t, x(t), z(t), u(t), p), \quad (6f) \\
0 &\leq e_p \leq e_{p,\text{max}}, \quad 0 \leq e_T \leq e_{T,\text{max}}, \quad (6g) \\
&\text{for } t \in [t_0, t_0 + T] \subset \mathbb{R}, \quad (6h)
\end{align*}

where and $E_p \in \mathbb{R}^{n_x \times n_x}$ and $E_T \in \mathbb{R}^{n_y \times n_y}$ are weighting matrices that limit the increase of the slack variables and can be chosen by the user, and $e_{p,\text{max}}$ and $e_{T,\text{max}}$ are the maximum constraint violations of path and terminal constraints, respectively.

### 3.4 Estimator Module

Estimating states and parameters from measurements is indispensable in control if not all variables can be accessed directly. The estimator module provides access to a moving horizon estimator, Kalman filters, and particle filters.

#### 3.4.1 Moving Horizon Estimation

Moving horizon estimators (MHE) obtain state estimates based on the solution of an optimization problem similar to the MPC problem. We focus on moving horizon estimators operating on equidistant sampling times. At these sampling times measurements are taken. Due to the discrete measurements, the objective function in an MHE is usually given in discrete form. For simplicity we indicate with $(\cdot)_{i|k}$ the variable at time $t_i$, i.e., for the MHE problem solved at time $t_k$ we obtain

$$\min_{x_{k-N|k}, p_k, u_{i|k}, \hat{z}_{i|k}} \left\| \begin{bmatrix} x_{k-N|k} - \hat{x}_{k-N|k} \\ p_k - \hat{p}_k \end{bmatrix} \right\|_2^2 + \sum_{i=k-N}^{k} \|\hat{y}_i - y_{i|k}\|_2^2 + \|w_{i|k}\|_2^2, \quad (7a)$$

s.t. \begin{align*}
x_{i+1|k} &= x_{i|k} + \int_{t_i}^{t_{i+\Delta t}} \left( f(t, x(t), z(t), \hat{u}(t), p_k) \right) dt + w_{i|k}, \quad (7b) \\
y_{i|k} &= h(t, x_{i|k}, z_{i|k}, \hat{u}_i, p_k), \quad (7c) \\
0 &\geq g(t, x_{i|k}, u_i), \quad (7d) \\
&\text{for } i \in [k - N, k], \quad k, N \in \mathbb{N}, \quad (7e)
\end{align*}

where $N$ is the horizon length, $\hat{y}_i$ the output measurements, and $\hat{u}_i$ the input measurements at time $t_i$. The first term of the objective function is the arrival cost, while the second and third weigh the measurement and state noise, respectively. The matrices $R \in \mathbb{R}^{n_x \times n_y}$, $W \in \mathbb{R}^{n_y \times n_y}$ and $P_k \in \mathbb{R}^{n_y \times n_y \times n_y}$ are the weighting matrices for the outputs, state noise, and arrival cost. The optimization variables are: the state $x_{k-N|k}$, i.e., the state at the beginning of the horizon, the state noise $w_{i|k}$, the algebraic states (for DAE systems) $\hat{z}_{i|k}$, and the system parameters $p_k$. Note that the parameters are considered constant in the horizon, but can be updated every time the optimization is run, to adapt to the new measurements. For the single-track car model, an MHE with $R = W = P_k = 10I$ (where $I$ is the identity matrix of appropriate dimensions) can be easily defined as follows

```python
from hilo_mpc import MHE

mhe = MHE(model)
mhe.horizon = 20
mhe.quad_arrival_cost.add_states(weights=[10, 10, 10, 10], guess=x0_est)
```
After this setup, it can be deployed for estimation simply by

```python
# Set number of steps
n_steps = 100

# Simulation/estimation loop
for step in range(n_steps):
    # Simulate plant with input
    model.simulate(u=u)
    # Get measurements
    y_meas = model.solution['y'][:, -2]
    # Pass the measurements to the MHE
    mhe.add_measurements(y_meas, u_meas=u)
    # Estimate states
    x0 = mhe.estimate()
```

Similar to other objects, the solution of the MHE is stored in `mhe.solution()`.

### 3.4.2 Kalman Filters and Particle Filters

Besides an MHE, Kalman filters (KFs) and particle filters (PFs) are provided for estimation. KFs allow for the estimation of observable states via available measurement data. Generally, a KF consists of two steps: the prediction step and the update step. In the prediction step, the estimated states from the previous iteration are propagated through the model dynamics to obtain preliminary values for the states at the current time step, the so-called a priori estimates. These a priori estimates are then updated in the update step using the measurement data to obtain a posteriori estimates.

HILO-MPC contains KFs in various formulations. An unscented KF can simply be integrated by

```python
from hilo_mpc import UKF

ukf = UKF(model)
ukf.setup()
```

In a similar fashion particle filters can be formulated and used.

### 3.5 Embedded Module

Implementing optimization-based controllers/MPC controllers on embedded systems requires a tailored implementation. By now, a series of tailored automatic code generation tools for MPC exist [17,19,16,68].

HILO-MPC provides an interface for the code generation of MPC for linear time-invariant discrete-time model predictive control, tailored for small embedded systems, like microcontrollers [19].

The code generation is limited to discrete-time linear time-invariant systems of the form

\[
x^+ = Ax + Bu
\]

subject to input and state constraints \( u \leq u \leq \bar{u}, x \leq \bar{x} \leq x \), where \( x \) and \( u \) denote the state and input at the current sampling time, and \( x^+ \) denotes the state at the next sampling time.
The considered linear MPC problem formulation is

$$\min_{\mathbf{u}} \frac{1}{2} \sum_{j=0}^{N-1} (\|x_j\|_Q^2 + \|u_j\|_R^2) + \frac{1}{2} \|x_N\|_P^2,$$

s.t. 
$$x_{j+1} = Ax_j + Bu_j, \quad j = 0, \ldots, N - 1,$$
$$u \leq u_j \leq \bar{u}, \quad j = 0, \ldots, N - 1,$$
$$x \leq x_j \leq \bar{x}, \quad j = 0, \ldots, N - 1,$$
$$x_0 = x,$$

where the integer $N \geq 2$ is the prediction horizon, the matrices $Q \in \mathbb{R}^{n_x \times n_x}$, $R \in \mathbb{R}^{n_u \times n_u}$ and $P \in \mathbb{R}^{n_x \times n_x}$ are the state, input, and terminal weighting matrix, respectively. The input sequence $\mathbf{u} = [u_0 \ldots u_{N-1}]$ is the optimization variable. For automatic code generation of the problem \(P\) tailored towards microcontrollers, we rely on \(\mu\text{AO-MPC}\) a code generation tool that uses an augmented Lagrangian and Nesterov’s fast gradient method. By design, the algorithm’s implementation is simple and relies only on matrix-vector operations (i.e., no divisions), it can easily be warm started and computes good MPC inputs in very few iterations of the algorithm. For well-behaved problems, the computations can be made more efficient by using fixed-point arithmetic (instead of floating-point).

The code generation reformulates the MPC optimization problem \(P\) as a condensed parametric QP $\mathcal{P}(x)$

$$\min_{\mathbf{u} \in \mathcal{U}} \frac{1}{2} \mathbf{u}^T H \mathbf{u} + \mathbf{u}^T g(x),$$

s.t. 
$$z(x) \leq E \mathbf{u} \leq \bar{z}(x),$$

where the constant Hessian matrix $H = H > 0 \in \mathbb{R}^{n_u \times n_u}$ and the gradient vector $g(x)$ depend on the system \(S\) and the objective function in \(P\). Additionally, $g(x)$ depends on the current state $x$ (i.e., the parameter). The set $\mathcal{U} = \{\mathbf{u} \mid u \leq u_j \leq \bar{u}, \; j = 0, \ldots, N - 1\}$ defines the input constraints. The constant matrix $E$ and the constraint vectors $z(x)$ and $\bar{z}(x)$ depend on the constraints in \(P\).

The generated code is highly portable C-code. It is split into the data for the QP $\mathcal{P}(x)$ (e.g., the constant matrix $H$ and the parametric vector $g(x)$) and the implementation of the optimization algorithm to solve the QP.

Figure 6 depicts an overview of the embedded module. Similarly to other modules, the LMPC class is initialized using a Model object. In this case, a linear time-invariant discrete-time model is used. Calling the LMPC::setup() method, specifying the solver ‘muaompc’, will trigger the code generation procedure. The code generation automatically creates C-code which can be compiled to run on an embedded target. Additionally, a Python interface to the generated C-code is also created. This Python interface is used by the LMPC::optimize() method to obtain the input that minimizes the basic use of the Embedded Module is exemplified in the following Python code.
from hilo_mpc import LMPC, Model

# The Model class uses the linear system matrices A, B, and
# the MPC class uses the weighting matrices Q, R, P, constraints, etc.,
# to create the mpc object. Using the solver muaompc triggers the code generation
mpc.setup(nlp_solver='muaompc')
# the generated MPC code can be used directly on an embedded target using C,
# or via the Python interface as HILO-MPC does on the next line
u = mpc.optimize(x0=x)

4 | EXAMPLES

We underline the flexibility of the toolbox considering a series of examples, which can be also found in the repository, as Python files or Jupyter notebooks. Thus, we do not provide implementation details, just a high-level description of the problems and outline some of the results.

4.1 | Learning the System Dynamics - Racing a Minicar

We consider autonomous racing of a minicar, based on the results and models presented in Liniger et al.\cite{Liniger:2019}. The goal is to use model predictive control to follow a complex track using a path following formulation in presence of disturbances (see Figure 7a). An extended single-track model of the car, see 7a and section 3.1, including nonlinear tire models and drivetrain models as identified and validated in experiments in Liniger et al.\cite{Liniger:2019} is used. We extend the model adding a component describing the effect of lateral drag forces due to, for example, a strong wind. The overall model is represented by the following system of nonlinear differential equations

\[
\begin{align*}
\dot{p}_x &= v_x \cos(\psi) - v_y \sin(\psi), \\
\dot{p}_y &= v_x \sin(\psi) + v_y \cos(\psi), \\
\dot{v}_x &= \frac{1}{m} \left(F_{r,x} - F_{a,x} - (F_{f,y} - F_{a,y}) \sin(\delta) + m v_x \omega \right), \\
\dot{v}_y &= \frac{1}{m} \left(F_{r,y} - F_{a,y} - (F_{f,y} - F_{a,y}) \cos(\delta) - m v_y \omega \right), \\
\dot{\omega} &= \frac{1}{I_z} \left(F_{f,y} l_f \cos(\delta) - F_{r,y} l_r \right),
\end{align*}
\]

where \(p_x\) and \(p_y\) are the coordinates of the center of gravity, \(v_x\) and \(v_y\) are longitudinal and lateral velocities of the center of gravity. The orientation is denoted by \(\psi\) and the yaw rate by \(\omega\). The control inputs are the motor duty cycle \(d\) and steering angle \(\delta\). The two parameters \(l_f\) and \(l_r\) are the distances from the center of gravity to the front axle and rear axle, respectively, \(m\) is the mass of the car, and \(I_z\) is the inertia. Figure 7a shows the single-track car model. The path is the center of a racing track that has been interpolated using splines. The tire forces are modeled with a simplified Pacejka Tire Model\cite{Pacejka:1974}

\[
\begin{align*}
F_{f,y} &= D_f \sin(C_f \arctan(B_f \alpha_f)), \\
F_{r,y} &= D_r \sin(C_r \arctan(B_r \alpha_r)), \\
F_{r,x} &= (C_{m1} - C_{m2} v_x) d - C_r - C_d v_x^2, \\
\alpha_f &= - \arctan \left( \frac{u l_f + v_x}{v_x} \right) + \delta, \\
\alpha_r &= \arctan \left( \frac{u l_r - v_y}{v_x} \right)
\end{align*}
\]

where \(D_f, D_r, B_f, B_r, C_{m1}, C_{m2}, C_r, C_d\) are parameters. The longitudinal and lateral drag forces are defined, respectively, as

\[
F_{a,x} = 0.5 \ c_w \rho A v_x, \quad F_{a,y} = 0.5 \ c_w \rho A v_{y,wind},
\]

where \(c_w\) is the drag coefficient, \(\rho\) is the air density, \(A\) is the effective flow surface, and \(v_{y,wind}\) is the lateral wind velocity. The model used by the MPC does not have the drag effect. The goal is to learn this effect from data using a neural network and then augment the first principles model with a machine learning component that models the drag effect. After discretization, the hybrid model can be written as

\[
x_{k+1} = f(x_k, u_k) + B' m(x_k, u_k), \quad (11)
\]

where \(m(x_k, u_k)\) is an NN model. The features of the NN are \(v_{y,wind}\) and \(v_y\), the labels are correction terms for \(\phi, v_x, v_y,\) and \(\omega\) via the weighting matrix \(B'\). To show the effectiveness of the learning, we compare the results of MPC using the perfect model (i.e., with known drag force effects), the hybrid model (using the NN), and the model without drag forces. Furthermore, the
measurements of position, velocity, and directions are affected by Gaussian noise and estimated using an unscented KF. Figure 7b shows the results of the simulation. While the hybrid model has similar results as the perfectly-known model, the model without drag exits the race area after the fifth curve.

(a) Complex single-track/bicycle car model.  
(b) Race track and results.

**FIGURE 7** Example of a racing car driving on a racetrack following a given path.

4.2 Learning a Reference - Cooperative Robots

Inspired by [23], we consider that a follower robot has to track the position of a leader robot, where the leader moves along a periodic but unknown trajectory (see Figure 8).

**FIGURE 8** Cooperative robot example. The follower should track the leader, who follows a periodic, yet unknown trajectory. The trajectory is learned from data using a GP.
The objective is to learn the trajectory of the leader with GPs, which are used in the follower. Hence, in this case the machine learning model enters the cost function. The nonlinear dynamics of the robots are described with the following simple dynamics ODE

\[ \begin{align*}
\dot{x}_1 &= u_1 \sin(x_3), \\
\dot{x}_2 &= u_1 \cos(x_3), \\
\dot{x}_3 &= u_2,
\end{align*} \]

Here \( x_1 \) and \( x_2 \) are the horizontal and vertical position of the root, \( x_3 \) its heading angle, \( u_1 \) is the speed, and \( u_2 \) the turning rate. The resulting tracking problem takes the form \( 3 \) with the objective function \( 5a \), where \( x, (\cdot) \) \( \) is the mean function of a GP trained on the data set collected from the position of the leader. The trajectory generated by the leader results from applying the time-varying forces \( u_1(t) = 2 + 0.1 \sin(t) \) and \( u_2(t) = 0.5 + \sin(t) \). Figure 9 shows the results of the reference learning and closed-loop simulations.

### 4.3 Learning the Controller - Spring Damper System

Solving an MPC requires the solution of a (nonlinear) optimization problem online. For embedded applications with low computational power or applications that can use only a limited amount of energy (for example battery powered systems) this is often not possible. Hence, methods that provide at least a close-to-optimal solution without solving the optimization problem at every time step are necessary. This can be done using explicit MPC approaches. One way to avoid the explicit solution is to learn the solution of an MPC offline, i.e., to learn the map \( x \mapsto \rho_p(x) \) that (approximates) the implicit MPC control law, and then using the learned controller online (see Figure 2). By this way, the control action can be found with a simple and fast function evaluation. We consider the control of a mass-spring-damper system using a learned controller. The models is given by

\[ \begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= \frac{1}{m}(u - k x_1 - d x_2),
\end{align*} \]

where \( x_1 \) is the vertical position, \( x_2 \) the vertical velocity, \( u \) the vertical force, and \( k, d \) the system parameters. The equilibrium point is \( x = (0, 0) \), \( u = 0 \). The objective is to maintain the reference \( x_{\text{ref}} = [1, 0] \) using a learned MPC. In total 667 data points, obtained by simulations, are collected. We use the data to train an NN via HILO-MPC with three fully-connected layers, with 10 neurons each. The features of the NN are \( x_1 \) and \( x_2 \), and the label is the input \( u \). We test the learned controller starting from a different initial condition \( x(0) = (10, 0) \). In Figure 10 the simulation results are shown. The learned controller is able to bring the system to the reference like the original controller.

### 4.4 Embedded MPC - HIL Simulation using an Arduino

We conclude by presenting a hardware-in-the-loop (HIL) simulation based on the code generated by the embedded module (see Subsection 3.5).

Figure 4 depicts the code generation and HIL simulation setup. The generated C-code is cross compiled to run on an Arduino microcontroller. The system dynamics are simulated on a laptop computer using the nominal linear model \( x^+ = Ax + Bu \). Using a serial interface (i.e. USB to UART), the state \( x^+ \) is transferred to the Arduino, to compute a new sequence \( u \) by solving the parametric QP \( P(x) \). Only the first part \( u_0 \) of this sequence is transferred by the Arduino to the computer via the serial interface.

The system to be controlled is the linearized lateral dynamics of the race car. The input is the steering angle \( u = \delta \). The state is defined as \( x = [p_x, \psi, \omega]^T \), where \( p_x \) is the lateral position of the center of mass of the car, and \( \psi \) is the orientation of the car with respect to the \( X \)-axis and \( \omega = \dot{\psi} \) (refer to Figure 2). The input is constrained to \(-0.1 \leq u \leq 0.1 \), and the state \( x_1 = \psi \) must satisfy \(-0.1 \leq x_1 \leq 0.1 \).

For the HIL simulation, we used an Arduino Nano 33 BLE. We use a discretization time of 15 ms, and a horizon length of 20 steps. The Arduino requires around 10 ms to find (an approximate) solution to the MPC problem on each iteration. The compiled C-code takes about 20 kB of flash memory.

Figure 11 shows the compared trajectories of states and input for the HIL simulation (approximate solution on Arduino using single precision float) and the exact solution computed by a laptop using HILO-MPC’s interface to CPLEX. Note that neither

---

\(^5\text{It has a 32-bit Cortex-M4F microcontroller core (with single precision floating-point unit) running at 64 MHz.}\)
FIGURE 9 Left column: learned GP. Right column: states of thefollower robot following the learned references.

the input nor the state constraints are violated. The main differences are due to the early termination of the embedded algorithm, and the use of single precision float.

5 | CONCLUSIONS AND OUTLOOK

While the use of machine learning approaches for model-based optimal control, such as predictive control and estimation are becoming increasingly important, currently there is no easy-to-use open-source tool available to support the researcher and developer. We outlined the concept and ideas behind HILO-MPC, a toolbox for fast development of optimal and predictive control and estimation methods that facilitates the use of machine learning models trained using PyTorch and TensorFlow.
FIGURE 10 Comparison of the learned and exact MPC.

FIGURE 11 Comparison of HIL simulation and exact simulation for simulations and embedded applications. The concept is easily expandable and we underlined the simple use considering four examples. The toolbox allows to consider different methods, spanning from model predictive and optimal control, moving horizon estimation, and Kalman filters to particle filters. We believe that it is a flexible, yet easy-to-use tool for research and teaching. Future developments will allow using extended machine learning models such as recurrent neural networks, Bayesian neural networks and reinforcement learning, as well as extended control formulations, such as tube-based MPC, stochastic MPC, and multi-mode MPC. Furthermore, we are expanding the toolbox towards code generation for embedded nonlinear MPC using the Al’brekht’s method.
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