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Abstract—Prediction interval (PI) is an effective tool to quantify uncertainty and usually serves as an input to downstream robust optimization. Traditional approaches focus on improving the quality of PI in the view of statistical scores and assume the improvement in quality will lead to a higher value in the power systems operation. However, such an assumption cannot always hold in practice. In this paper, we propose a value-oriented PI forecasting approach, which aims at reducing operational costs in downstream operations. For that, it is required to issue PIs with the guidance of operational costs in robust optimization, which is addressed within the contextual bandit framework here. Concretely, the agent is used to select the optimal quantile proportion, while the environment reveals the costs in operations as rewards to the agent. As such, the agent can learn the policy of quantile proportion selection for minimizing the operational cost. The numerical study regarding the day-ahead and real-time operation of a virtual power plant verifies the superiority of the proposed approach in terms of operational value. And it is especially evident in the context of extensive penetration of wind power.

Index Terms—Prediction interval, forecast value, decision-making, uncertainty.

I. INTRODUCTION

THE ONGOING decarbonization effort in the energy sector places a particular emphasis on renewable energy sources (RESs). Albeit enjoying the merits of clean and non-emission, the stochastic nature of RESs poses a great challenge to power systems operation and electricity markets, as the power generation of RESs cannot be scheduled at will. This drives the need of forecasting RES generation at future times to support power system operation [1], such as power dispatch, trading [2], and reserve procurement.

Forecasts can be communicated in various forms [3], including single-valued points [4], densities [5], [6], and prediction regions [7], [8]. Among them, prediction regions provide a summary of the probability distribution of random variables. For univariate forecasting, a prediction region is communicated as a prediction interval (PI), which is specified by two bounds and the nominal coverage probability (NCP) $(1 - \beta) \times 100\%$ that specifies the probability that the realization falls in. PI has a wide range of applications in nowadays power industry. For instance, PI serves as an input to robust optimization for quantifying the wind uncertainty, determining the reserve quantities [9] and wind power offering in the day-ahead market [10], where the NCP is commonly chosen between 90% and 95%. Also, based on the estimated PI, the concept of uncertainty budget is leveraged to reduce the conserveness of robust optimization in storage control [11], unit commitment [12], and microgrid dispatch [13], which is beneficial to reducing the operational cost in the robust optimization.

PI is always desired to have good reliability and sharpness, which means that the interval width needs to be minimized in the constraint of some NCP. In recent decades, non-parametric approaches have been preferred by the forecasting community, which mainly develops quantile regression (QR) models to issue a pair of quantiles as a PI. Machine learning models, such as recurrent neural network [14], ridge regression [15], and neural basis expansion model [16] have been combined with QR, with the loss function of the pinball loss, which shows superiority thanks to the strong learning ability of machine learning models. Usually, the quantiles in a PI are statistically symmetric with respect to the median, i.e., $q^{\beta/2}$, $q^{1-\beta/2}$, which is therefore referred to as the central PI (CPI) in literature.

However, the probability distribution of the RESs power output is generally skewed [10], [17], thereby the width of CPIs is often unnecessarily wide [18]. For this reason, optimal PI (OPI) forecasting approaches arise, which optimize over the bounds with the objective of improving statistical quality, such as minimizing the Winkler score. A thread of studies select the probability proportion according to the contextual information, instead of setting it as a predetermined constant like in the CPI approaches. Reference [19] learned the policy of proportion selection seeking to minimize the Winkler score. In another thread of studies, the forecast model outputs the two bounds directly without specifying a probability proportion to it. As the quality metrics such as Winkler score are generally non-differentiable, the main difficulty lies in how to design a surrogate loss function [20] or a proper optimization technique to estimate the forecast model parameters. Reference [21] formulated a multi-objective problem and optimized the parameters of the extreme learning
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machine (ELM) by the particle swarm optimization. In [18], the parameters estimation for the ELM was formulated as a mixed-integer linear programming (MILP) problem, which was solved by off-the-shelf solvers.

Although the aforementioned PI forecasting approaches have contributed to improving forecasting quality in the view of statistics, they have overlooked the value of forecasts in the downstream power system operation. The idea of using value for evaluating the goodness of forecasting can be dated back to [22], where value is defined as the economic/operational gain from leveraging forecasts at decision-making stages. Take a robust optimization problem as an example (such as robust power dispatch); the input PI will definitely impact the operational cost. Indeed, it has been shown that the improvement in forecast quality does not necessarily lead to a higher value in operation. For example, the biased prediction of wind power offering quantity is more preferred than the accurate single-point forecasts with small mean squared errors [23], [24], [25], as the operational cost of up-regulation (the case that the wind power offer determined in the day-ahead market is larger than the wind realization) for settling the energy deficit is more expensive than that of down-regulation (the case that the wind power offer determined in the day-ahead market is smaller than the wind realization) for settling the energy excess. Similar results can be found in the context of unit commitment (UC) [26].

Therefore, value-oriented forecasting has been advocated in recent years [27], [28]. The key challenge lies in how to link forecasting with decision-making. Attempts have been made by designing decision-aware loss functions. For instance, to fill the gap between the point forecast and decision-making, the loss function called smart “Predict, then Optimize” (SPO) loss was proposed in [29]. Reference [30] approximated the objective function based on the historical data. However, the approximation may result in errors which may compromise the value of forecasting. In [10], a cost-oriented machine learning (COML) framework was established, which performed value-oriented PI forecasting by optimizing the probability proportion of QR models under the decision-making objective. However, the COML framework restricts the QR model to be linear so that the estimation of the parameters is allowed to be reduced to a single-level optimization problem through the KKT condition. Besides, the wind power offering is the decision problem considered in [10], which only involves one decision variable, regarding wind power offering, with capacity limits. In this regard, the relationship between the optimal objective and the forecast can be clearly modeled. However, for more complex decision problems such as the one with multiple decision variables and constraints, there is no explicit relationship between the forecast and the optimal decision objective. Therefore, it is difficult to perform the value-oriented forecast and demonstrate its effectiveness. Here, special focus is placed on day-ahead and real-time operation problems in power systems, such as the two-settlement market clearing or centralized operation of virtual power plants (VPPs). As the compensation cost for the decision regarding up- and down-regulation differs, it calls for more strategic forecasting to reduce the cost.

In this paper, without loss of generality, we design a PI forecasting approach for a VPP operation task with wind power, where the day-ahead problem is based on robust optimization with recourse, while the real-time problem settles the wind power deviation. Concretely, the proposed value-oriented PI forecasting approach contains a policy learning module, which optimally selects the probability proportion to reduce the operational cost. For that, the training stage of the value-oriented PI forecasting, which involves the estimation of model parameters, is solved by a contextual bandit in a closed-loop manner. Specifically, the policy learning task is modeled by an agent, whereas the optimization over QR models parameters is solved in the environment. The agent and the environment are linked by the reward, which is the negative objective value of the decision-making problem. As such, the agent can learn the selection policy guided by the optimal objective of the decision-making problem. And, the nature of the contextual bandit avoids the tedious work of labelling in supervised learning [31]. Compared with the existing studies, the main contributions of the paper are summarized as follows:

1) A new solution strategy for the value-oriented PI forecasting approach, which uses the contextual bandit framework to link the proportion selection with the operational value of the downstream decision-making problem.

2) A demonstration of the proposed value-oriented PI forecasting approach to the complex decision-making problem, which has no explicit relationship between the optimal objective of decision-making and the forecast.

The remaining parts of this paper are organized as follows. The illustrative examples to show the necessity of value-oriented forecast are presented in Section II. The preliminaries regarding PI and the day-ahead and real-time operation problems are given in Section III. Section IV formulates the problem, whereas Section V presents the contextual bandit-based solution strategy. Results are discussed and evaluated in Section VI, followed by the conclusions.

Notation: The variables in the day-ahead problem have the subscript $D$, while the look-ahead variables in the day-ahead problem have the subscript $\xi, D$. And the variables in the real-time problem have the subscript $R$.

II. MOTIVATING EXAMPLES

Under the current operation framework of power systems, forecasts often serve as parameters in the subsequent decision-making problems. Thus, forecasting is not just related to how well the stochastic process of random variables is described. Instead, forecasting acquires its own value through the ability to influence the decisions made by the users of the forecast.

In this section, we present the point forecast for the UC problem and PI forecast for the wind power offering in the day-ahead market to show the necessity of value-oriented forecast.

Example 1 (The point forecast of net load for UC problem): Here, we consider a one-bus system with two generators (G1 and G2) serving the net load. Let $x_1, x_2$ and $c_1, c_2$ denote the power generation and cost coefficients of the two generators, respectively. And let $u_1, u_2$ be the binary variables regarding the on/off status of the two generators and $d_1, d_2$ be the...
startup costs. Given the point forecast of the net load \( \hat{l} \), the UC problem is formulated as,

\[
\min_{x_1, x_2, u_1, u_2} \quad c_1 \cdot x_1 + c_2 \cdot x_2 + d_1 \cdot u_1 + d_2 \cdot u_2
\]

s.t.
\[
\begin{align*}
0 & \leq x_1 \leq \bar{x}_1 \cdot u_1 \\
0 & \leq x_2 \leq \bar{x}_2 \cdot u_2 \\
x_1 + x_2 & = \hat{l}
\end{align*}
\]

where \( \bar{x}_1, \bar{x}_2 \) are the generation limits of the two generators. Here we assume \( G_1 \) is cheaper than \( G_2 \). And we assign the cost coefficients \( c_1, c_2, d_1, d_2 \) with the values 0.1 $/kW, 0.2 $/kW, 10 $, 20 $, and the generation limits \( x_1, x_2 \) with the values 50 kW, 40 kW.

Let the realization of net load \( l \) be 49 kW. If the forecast of load \( \hat{l} \) is 47 kW, the optimal solution of the UC problem is \( x_1^* = 47, x_2^* = 0, u_1^* = 1, u_2^* = 0 \). And once the realization of the net load \( l \) is available, \( G_1 \) generates an additional 2 kW of electricity to satisfy the demand. Therefore, the total cost under the forecast \( \hat{l} = 47 \) kW is 14.9 $. If the forecast of load \( \hat{l} \) is 51 kW, the optimal solution of the UC problem is \( x_1^* = 50, x_2^* = 1, u_1^* = 1, u_2^* = 1 \). And once the realization of the net load \( l \) is available, \( G_1 \) and \( G_2 \) respectively reduce 1 kW of electricity generation to satisfy the demand. And the total cost under the forecast \( \hat{l} = 51 \) kW is 34.9 $. It can be observed that although the two forecasts have the same deviation from the realization and therefore they have the same quality evaluated by the statistical quality metric such as mean squared error, the costs incurred by them are different. Therefore, this case shows the value-oriented forecast is important to the UC problem and the similar opinion can be found in [26].

Example 2 (PI forecast for wind power offering in day-ahead market): Let \( \hat{E} \) denote the quantity the wind power producer offers in the day-ahead market and \( E \) denote the wind power realization. Under the day-ahead electricity price \( \lambda^D \), the profit obtained in the day-ahead market is \( \lambda^D \cdot \hat{E} \). In the two-price balance market where \( \lambda^{UP}, \lambda^{DW} \) are the prices for up- and down-regulation, the wind power producer has to buy up-regulation power when its actual realization \( E \) is smaller than the offer \( \hat{E} \), while down-regulation is to be sold when \( E \) is larger than \( \hat{E} \). The total profit of the wind power producer in the day-ahead and balance markets is therefore formulated as,

\[
\rho = \lambda^D \cdot \hat{E} + \lambda^{UP} \cdot [E - \hat{E}]^- + \lambda^{DW} \cdot [E - \hat{E}]^+, \tag{2}
\]

where \([ \cdot ]^- = \min(\cdot, 0)\) and \([ \cdot ]^+ = \max(\cdot, 0)\). Eq. (2) can be equivalently formulated as,

\[
\rho = \lambda^D \cdot E - \left( \lambda^D - \lambda^{UP} \right) \cdot [E - \hat{E}]^- + \left( \lambda^D - \lambda^{DW} \right) \cdot [E - \hat{E}]^+, \tag{3}
\]

Pricing rules entail that \( \lambda^D \leq \lambda^{UP}, \lambda^D \geq \lambda^{DW} \). Given \([E - \hat{E}]^- \leq 0 \) and \([E - \hat{E}]^+ \geq 0 \), both terms inside the brackets are nonnegative. \( \lambda^{UP} - \lambda^D \) and \( \lambda^D - \lambda^{DW} \) are the costs of opportunity loss per unit energy under up-regulation and down-regulation, respectively. The wind power producer aims to offer the wind power \( \hat{E} \) for maximizing the profit \( \rho \).

Let us assume the values of the day-ahead electricity price \( \lambda^D \), the prices of up- and down-regulation \( \lambda^{UP}, \lambda^{DW} \), and the wind power realization are 60 $/MW, 300 $/MW, 10 $/MW, and 20 MW respectively. Denote the lower and upper bounds of PI for quantifying the wind power \( E \) in day-ahead market as \( q, \bar{q} \). The following PI-based robust optimization problem to determine the wind power offer in the worst case is formulated as,

\[
\max_{E \in [q, \bar{q}]} \min \lambda^D \cdot E - \left[ (\lambda^D - \lambda^{UP}) \cdot [E - \hat{E}]^- + (\lambda^D - \lambda^{DW}) \cdot [E - \hat{E}]^+ \right]. \tag{4}
\]

Here, we consider the two day-ahead PI forecasts for the wind power \( E \), namely [16, 18] and [21, 22]. Obviously, the statistical quality of the latter is better than the former. For the first PI forecast [16, 18], in the worst scenario, the wind power offer equals 16 MW, and the optimal objective of (3) equals 960 $. Then, when the wind power production is revealed in the real-time market, the profit incurred by down-regulation is 40 $. Therefore, the total profit of the wind power producer in the day-ahead and real-time markets is 1000 $.

For the second PI forecast [21,22], in the worst scenario, the wind power offer equals 21 MW, and the optimal objective of (4) equals 1260 $. Then, when the wind power production is revealed in the real-time market, the profit incurred by down-regulation is $300. Therefore, the total profit of the wind producer in the day-ahead and real-time markets is 960 $, which is lower than the profit obtained under the first PI forecast.

Therefore, the example shows that the good statistical quality cannot ensure the good value for the decision-making. As such, the value-oriented PI forecasting is needed to bridge the gap between the forecast and the decision.

III. Preliminaries

In this section, we first introduce the formulation of PI and discuss the need of value-oriented PI in Section III-A. In Section III-B, we introduce the day-ahead and real-time VPP operation problems, which are the downstream decision-making problems of the PI forecasting task.

A. Preliminary of Prediction Interval

Let \( Y_{t+k} \) denote a random variable for the target wind power output at future time \( t + k \), \( F_{Y_{t+k}} \) be the corresponding cumulative distribution function, and \( y_{t+k} \) be the realization. Specifically, a PI with NCP \((1 - \beta) \times 100%\) provides a summary of the cumulative distribution function \( F_{Y_{t+k}} \), and can be developed as,

\[
\gamma_{t+k} = \left[ \frac{\alpha_{t+k}}{\bar{q}_{t+k}} - \frac{\bar{q}_{t+k}}{\bar{q}_{t+k}} \right], \quad \alpha_{t+k} = \alpha_{t+k} + 1 - \beta, \tag{5}
\]

where \( \bar{q}_{t+k} \) is in the range of \((0, \beta)\), and \( \alpha_{t+k}, \bar{q}_{t+k}, \bar{q}_{t+k} \) are the predictions of the quantiles \( F_{Y_{t+k}}^{-1}(\alpha_{t+k}), F_{Y_{t+k}}^{-1}(\bar{q}_{t+k}) \). Given the probability proportion \( \alpha \in [\alpha_{t+k}, \bar{q}_{t+k}] \) and contextual information \( s_t \) up to time \( t \), the quantile prediction can be
achieved by training a QR model \( f^\alpha(s_t; \Theta^\alpha) \) minimizing the pinball loss function, where QR models can be chosen as many off-the-shelf ones. It is described as, 

\[
\hat{\Theta}^\alpha = \arg\min_{\Theta^\alpha} \mathbb{E}_{F_{Y_{t+k}}} [\ell^\alpha(f^\alpha(s_t; \Theta^\alpha), Y_{t+k})],
\]

where \( \ell^\alpha \) is the pinball loss function, defined as,

\[
\ell^\alpha(x, y) = \max\{(\alpha(y - x), (\alpha - 1)(y - x)\}.
\]

After the model training process illustrated in (6), with the estimated model parameters \( \hat{\Theta}^\omega_{t+k} \) and \( \hat{\Theta}^\gamma_{t+k} \), the predicted quantiles are given by \( \hat{q}^\omega_{t+k} = f^{\hat{\omega}_{t+k}}(s_t; \hat{\Theta}^\omega_{t+k}) \) and \( \hat{q}^\gamma_{t+k} = f^{\hat{\gamma}_{t+k}}(s_t; \hat{\Theta}^\gamma_{t+k}) \).

The probability proportion \( \zeta_{t+k} \) is often chosen as \( \beta/2 \) if the distribution function \( F_{Y_{t+k}} \) is symmetric, or chosen optimally and adaptively to the skewed distribution. Indeed, PI serves as an input to the subsequent decision-making. The optimality to the probability distribution cannot always ensure the optimality to the value of the downstream decision task. To tackle this challenge, we seek to find the optimal probability proportion for PI prediction, such that the value of the downstream decision task is maximized. Before we show how to achieve this in the context of VPP operation, we firstly introduce the general model of its operation framework under the uncertainty of wind power output in the next subsection.

### B. VPP Operation Under Wind Power Uncertainty

In this work, we focus on issuing value-oriented PI for a VPP operation task, which has day-ahead and real-time problems. The illustration of the day-ahead and real-time decision-making processes is shown Fig. 1, where the day-ahead and real-time decisions are made at different time. The day-ahead decision \( x_D \) is made to determine the generation levels and market bidding quantity under the uncertain wind power output \( Y_{t+k} \) to satisfy the load demand \( l_{t+k} \). Likewise, the decision \( p_D \) regarding the day-ahead schedule of wind power is also made in the day-ahead problem. Here, we assume the load forecast is rather accurate and the future wind power output is the only source of uncertainty. The real-time stage decision \( z_R \) is made after knowing the wind power realization \( Y_{t+k} \), which settles the forecast deviation. As the decision \( p_D \) is related with the forecast deviation, the day-ahead decision has impact on the decision of the real-time problem. To make the day-ahead decision optimal, the relationship among the day-ahead and real-time decision variables should be properly accounted for by solving a single optimization problem at a day-ahead time. In this sense, the real-time stage in the single optimization problem is a look-ahead one, which is referred to as a recourse problem in the literature [23]. By describing the random variable \( Y_{t+k} \) using an uncertainty set which is the prediction interval \( Y_{t+k} \) in this work, the day-ahead problem is a robust optimization with recourse. The general form is given by,

\[
\min_{x_D, p_D} f_0^D(x_D) + Q_\xi^D
\]

s.t. \( f_1^D(x_D) \leq 0, \forall i \in I^D \) \hspace{1cm} (8a)

\( g^D(p_D) \leq 0 \) \hspace{1cm} (8b)

\( h^R(z_R) + p_D = l_{t+k} \) \hspace{1cm} (8d)

where \( p_D \) is the set of day-ahead inequality constraints regarding \( x_D \) and \( p_D \) is the day-ahead variable of scheduled wind power. Eqs. (8b) and (8c) are the equality constraints of capacity limits, and (8d) is the equality constraint ensuring power balance. \( Q_\xi^D \) is the recourse problem for future time. Let \( \xi \) denote the uncertain parameter, whose realization is within the uncertainty set \( Y_{t+k} \). The problem is described as,

\[
Q_\xi^D := \min_{\xi \in \mathcal{Y}_{t+k} \in D} f_0^R(z_{\xi,D})
\]

s.t. \( f_1^R(z_{\xi,D}) \leq 0, \forall i \in I^R \) \hspace{1cm} (9b)

\( h^R(z_{\xi,D}) + \xi - p_D = 0 \). \hspace{1cm} (9c)

where \( z_{\xi,D} \) is the recourse decision to be made, which is related with \( \xi \). The objective of the day-ahead problem in (8a) is to make the best decisions represented by variables \( x_D, p_D \) for the worst realization of parameters \( \xi \) in the PI \( Y_{t+k} \) and considering the recourse decision \( z_{\xi,D} \). Solving (8) produces the optimal day-ahead solution \( x_D^*, p_D^* \), with which the day-ahead operational cost is \( f_0^D(x_D^*) \). Parameterized by the optimal day-ahead wind power schedule \( p_D^* \) and the wind power realization \( Y_{t+k} \), the real-time problem is,

\[
\min_{z_R} f_0^R(z_R)
\]

s.t. \( f_1^R(z_R) \leq 0, \forall i \in I^R \) \hspace{1cm} (10b)

\( h^R(z_R) + Y_{t+k} - p_D^* = 0 \) \hspace{1cm} (10c)

With the optimal real-time solution \( z_R^* \), the optimal objective of the real-time problem is \( f_0^R(z_R^*) \). Intuitively, the monetary score \( s(y_{t+k}, \mathcal{Y}_{t+k}) \), which is the sum of day-ahead and real-time objective values, can measure the value of PI \( Y_{t+k} \) to the VPP operation.

\[
s(y_{t+k}, \mathcal{Y}_{t+k}) = f_0^D(x_D^*) + f_0^R(z_R^*)
\]

which is a negatively oriented score, i.e., the lower the score, the better the value to the VPP operation. Directly using the score in (11) as the loss function to train the model for issuing PI is difficult. Firstly, it is non-differentiable with respect to the PI \( Y_{t+k} \), and therefore the commonly used neural network-based forecasting models cannot be applied. Furthermore, besides the model parameters \( \Theta^\alpha \), \( \forall \alpha \in \{\hat{\omega}_{t+k}, \hat{\gamma}_{t+k}\} \), it involves other decision variables regarding the system operation. As the models with parameters \( \Theta^\alpha \) are commonly non-convex, simultaneously optimizing those variables is challenging.

Certainly, the decision-making problem is not limited to the one needing wind power forecast. Indeed, the decision problem involving other random variables such as the solar power or the net load can be applied as well, where the parameter to
be predicted lies in the right-hand side of the constraint and needs a recourse, i.e., remedial actions once the values of the random variables become known and the different types of remedial actions result in different costs.

Remark 1: Although the adopted QR model has single output, it is also suitable for the task of multi-horizon forecasting. For instance, for the day-ahead forecasting of wind power where one wishes to obtain the forecasts of 24 hours, each forecast can be obtained point by point, once the contextual information for each target is available. In this line, the model, such as recurrent neural networks or Transformers, can also be applied and has the network structure of multiple inputs and a single output. Furthermore, as the decision-making problem in our study does not involve temporally correlated constraints, the QR model with a single output is suitable for the application. For the decision-making problem with temporally correlated constraints, the forecast model with multiple outputs may be needed for taking the temporal correlation into account.

IV. METHODOLOGICAL FRAMEWORK

In this work, we propose to use the contextual bandit-based approach to cope with the aforementioned challenges. Specifically, the negative value of the score in (11) is used as the reward for guiding the proportion selection, rather than acting as the loss function directly. Therefore, there is no need to differentiate over the score. Also, in the contextual bandit framework, the model parameters $\Theta^\alpha$ and the variables regarding the system operation are solved in two separate but related models, which tackles the second challenge.

Let us focus on the training stage and formulate the model learning problem of value-oriented PI. Concretely, it involves a policy learning model with the parameters $W$ and QR models with the parameters $\Theta^\alpha$, $\forall \alpha \in \{\alpha_{te+k}, \alpha_{te+k}\}$. With the samples on the training set $\{s_t, y_{t+k}\} \in \mathcal{T}^n$, the policy learning model maps the contextual information $s_t$ to an optimal proportion $\alpha_{te+k}$. With the selected proportion probability, the corresponding QR models are specified and output the predicted quantiles to form the LUB of PI $\hat{Y}_{t+k}$. The parameters of the QR models are learned by minimizing the pinball loss defined in (6). And the parameters $W$ of the policy learning model are optimized to minimize the sum of the score $s(y_{t+k}, \hat{Y}_{t+k})$ in the training set. The calculation of the score relies on the predicted PI $\hat{Y}_{t+k}$ and the ground-truth label $y_{t+k}$ as inputs. To achieve this goal, we propose to estimate those parameters in an iterative manner by leveraging a value-oriented contextual bandit. And we detail the solution strategy in the next section.

Once the parameters of the policy learning model and QR models are obtained, i.e., $W, \hat{\Theta}^\alpha, \forall \alpha \in \{\alpha_{te+k}, \alpha_{te+k}\}$, in the operational forecasting stage, the policy learning function with the estimated parameters $W$ firstly maps the contextual information $s_t$ to the selected proportion $\alpha_{te+k}$ for any sample on the test set $t \in \mathcal{T}^e$. Then, the quantities forming the LUB of PI are issued by $\hat{\Sigma}_{te+k} = f\bar{\Sigma}_{te+k}(s_t; \hat{\Theta}^{ar{\Theta}_{te+k}})$ and $\hat{\Sigma}_{te+k} = f\Sigma_{te+k}(s_t; \hat{\Theta}\Sigma_{te+k})$. With the predicted PI, the VPP operator then solves the day-ahead problem in (8) and the subsequent real-time problem in (10).

V. SOLUTION STRATEGY

In this section, we develop the estimation approach based on the value-based contextual bandit. The overall solution framework is presented in Section V-A. And the proposed algorithm is given in Section V-B.

A. The Solution Framework

Indeed, the parameters estimation problem formulated in Section IV has three interrelated tasks, namely the task of learning the proportion selection policy, the determination of optimal solutions of the day-ahead and real-time operation problems, and the QR model estimation task. In this sense, we specify the three tasks to the corresponding elements of the contextual bandit framework and link them by the closed-loop feedback. Concretely, an agent, modelled by NN, is responsible for learning the proportion selection policy. With the selected proportion $\alpha_{te+k}$ of the lower bound quantile, the corresponding QR models $f\Sigma_{te+k}, f\bar{\Sigma}_{te+k}$ in the environment output the quantiles $\hat{\Sigma}_{te+k} = f\Sigma_{te+k}(s_t; \Theta\Sigma_{te+k})$ and $\hat{\Sigma}_{te+k} = f\bar{\Sigma}_{te+k}(s_t; \Theta\bar{\Sigma}_{te+k})$ which form the LUB of PI $\hat{Y}_{t+k}$, and then the models are updated with gradient descent by minimizing the pinball loss. With the PI $\hat{Y}_{t+k}$ and the label $y_{t+k}$, the value of the PI is calculated by solving the score $s(y_{t+k}, \hat{Y}_{t+k})$ defined in (11) based on the optimal solutions of the day-ahead and real-time operation problems. Then, the value of PI is used as the feedback reward to link the agent and the environment. The whole framework is illustrated in Fig. 2, and the key elements are defined as follows:

State/Context: The agent’s input state $s_t$ is a 4-dimensional vector, which is also the input feature of the QR model and is composed of the wind speed and direction at 10m and 100m altitude.

Action: The continuous range of $(0, \beta)$ is discretized into several probability proportions, which form the action space $A$ with the size $|A|$. Given the certain NCP, the action space is $|A|$. 

$$i = \left\lfloor \frac{1}{\beta} \cdot \left| A \right| \right\rfloor + 1,$$

![Fig. 2. Illustration of contextual bandit-based value-oriented PI framework.](image-url)
where $|\mathcal{A}| = 2^n - 1, n = 1, 2, \ldots$, is the number of actions. The optimal proportion $\alpha_{t+k}, \forall t \in T^r$ of the lower bound quantile is chosen from the set defined in (12) for each sample in the training set. And we denote $\mathfrak{a}$ to be the vector whose elements are the actions in the set $\mathcal{A}$.

**Reward:** The monetary score defined in (11) is an evaluation metric of the value of PI to the day-ahead and real-time operation problems. As it is a negatively oriented score, the operation problem is solved. As it is a negatively oriented score, the operation problem is solved.

**Environment:** Each probability proportion in the set $\mathcal{A}$ has a corresponding QR model. Therefore, there are $|\mathcal{A}|$ QR models with its own parameters and buffer (which is a space to store the samples) for estimating the quantiles of LUB. And the task of model parameters estimation of the selected QR models is performed in the environment. Since QR models for different proportions are trained separately, the quantile crossing effect may happen. However, the quantile crossing effect can be avoided under the proposed framework, by replacing the QR models in the environment with a model for the forecasting of continuous probability density, and the density model returns the quantile given the proportion determined by the agent.

**Agent:** The optimal proportion selection policy is learned by an agent, which learns a mapping from the state $s_t$ to the optimal proportion $\alpha_{t+k}$ of the lower bound quantile.

### B. Value-Oriented PI Forecast With Value-Based Contextual Bandit

In this subsection, we first detail the value-based contextual bandit used in this work, and then propose the algorithm of value-oriented PI estimation based on it.

The goal of value-based contextual bandit is to find the best policy under the contextual information that maximizes the total rewards in the training set, which corresponds to minimizing the sum of the score defined in (11). And the agent learns a state-action approximation function $Q(s_t, \alpha_{t+k}; \hat{W})$ to approximate the value of the reward $r_t$. In this sense, the agent performs the minimization of the estimation error,

$$
L = \min_{\hat{W}} \sum_{t \in T^r} \frac{1}{2} (Q(s_t, \alpha_{t+k}; \hat{W}) - r_t)^2,
$$

where the model $Q(s_t, \alpha_{t+k}; \hat{W})$ is a NN. With the loss function defined in (14), the batch optimization is used and the estimated parameters $\hat{W}$ are updated by gradient descent based on a batch of data with size $B$ denoted by the set $B^q = \{s_t, r_t\}_{t=1}^B$, which is randomly sampled from the agent’s buffer $D^q$.

$$
\hat{W} \leftarrow \hat{W} - \eta_{q} \sum_{t \in B^q} \left( Q(s_t, \alpha_{t+k}; \hat{W}) - r_t \right) \frac{\partial Q(s_t, \alpha_{t+k}; \hat{W})}{\partial \hat{W}}, \tag{15}
$$

where $\eta_{q}$ is the learning rate. With the estimated parameters $\hat{W}$, the agent chooses the action for the sample $t \in T^r$ in an $\epsilon$-greedy manner [32]. That is, to balance the exploration and exploitation, there is $1 - \epsilon$ probability to choose the optimal action $\alpha_{t+k} = \arg \max Q(s_t, \alpha; \hat{W})$ and there is $\epsilon$ probability to choose $\alpha_{t+k}$ as a random one from the set $\mathcal{A}$. We note that with the estimated parameters $\hat{W}$, the value of the actions in the set $\mathcal{A}$ under the state $s_t$ can be estimated, and the selection policy is here implicit and can be derived directly from the value function in the $\epsilon$-greedy manner.

Once passing the action to the environment, the corresponding QR models output the predicted quantiles $\hat{q}_{t+k}^{\alpha} = f_{t+k}(s_t; \hat{\Theta}_{t+k}^{\alpha})$, $\hat{q}_{t+k}^{\alpha} = \hat{q}_{t+k}^{\alpha}(s_t; \hat{\Theta}_{t+k}^{\alpha})$ to form PI $\gamma_{t+k}$. Then, the feature and label pair $(s_t, y_{t+k})$ is stored in the buffer $D^q$ of the QR models $f_{t+k}, f_{t+k}^{\alpha}$, $\forall \alpha \in \{\alpha_{t+k}, \alpha_{t+k}\}$, a batch of data $B^q = \{s_t, y_{t+k}\}_{t=1}^B$, is randomly sampled from the buffer $D^q$ to update the selected QR model parameters by gradient descent, i.e.,

$$
\hat{\Theta}^{\alpha} \leftarrow \hat{\Theta}^{\alpha} - \eta_{\theta} \sum_{t \in B^q} \frac{\partial f^{\alpha}(s_t; \hat{\Theta}^{\alpha}), y_{t+k}}{\partial \Theta^{\alpha}}, \tag{16}
$$

where $\eta_{\theta}$ is the learning rate. Using (16), the parameters of the selected models are updated, while the parameters of the unselected ones in the environment remain the same. With the PI $\gamma_{t+k}$ and the label $y_{t+k}$, the reward $r_t$ is calculated and stored with the state and action pair $(s_t, \alpha_{t+k}, r_t)$ into the agent’s buffer $D^q$. The above process repeats until the algorithm converges. The pseudocode of the algorithm is summarized in Algorithm 1.

---

**Algorithm 1** Value-Oriented PI Estimation

**Require:** Batch size $B$, learning rates $\eta_{\alpha}, \eta_{Q}$, NCP $1 - \beta$, The number of epochs $E$

1: Initialize $2 \cdot |\mathcal{A}|$ QR models’ and agent’s parameters with random weights
2: for $e = 1: E$ do
3:     for $t = 1 : |T^r|$ do
4:         Given the input state $s_t$, with the probability $\epsilon$, the agent selects a random action; otherwise the agent selects $\alpha_{t+k} = \arg \max Q(s_t, \mathfrak{a})$
5:             // Update parameters for the selected QR models
6:             Execute the action in the environment: Select the QR models for LUB’s quantiles with probability proportions $\alpha_{t+k}$ and $\alpha_{t+k}$, and predict the corresponding quantiles: $\hat{q}_{t+k}^{\alpha} = f_{t+k}(s_t; \hat{\Theta}_{t+k}^{\alpha}), \hat{q}_{t+k}^{\alpha} = \hat{q}_{t+k}^{\alpha}(s_t; \hat{\Theta}_{t+k}^{\alpha})$
7:             Respectively store the tuple $(s_t, y_{t+k})$ in the selected predictors’ buffers $D^q, D^\alpha$
8:         Calculate the reward in (13) and store the tuple $(s_t, \alpha_{t+k}, r_t)$ in the agents buffer $D^q$
9:     Sample random batch of data $B^q$ from the buffer $D^q$, and update the agent’s network using (15)
10: end for
11: end for
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VI. CASE STUDY

This section testifies the effectiveness of the proposed approach based on real-world datasets. The aim is to show the proposed approach (1) compared with quality-oriented PI methods, has larger value to the downstream operation task, (2) by integrating decision with forecasting, can achieve the lowest average monetary score under different NCP levels, and (3) has obvious operational advantage with large penetration of wind power.

A. Experimental Setups

Before reporting results, we discuss the data, model details, benchmarks, and evaluation metrics in this subsection. Publicly available hourly wind data in the year of 2012 from GEFCom 2014 is utilized. In the day-ahead problem, the demand is satisfied by the wind power, the power output of two distributed generators (DGs), and the electricity bought from the day-ahead market. The yearly energy price data derived from a real electricity market is used here. The detailed day-ahead and real-time decision models and the corresponding parameters are given in Appendix A.

Since the specific model of agent and quantile predictor is not the main focus of the work, quantile multi-layer perception (QMLP) is used as the prediction model for the QR task, and the agent structure in dueling deep Q-network [33] is applied here for the network structure of the agent in the value approximation task. Note that there is no restriction to the type of the NN-based model in the proposed framework, and many others can be applied here. The quantile predictors’ parameters are summarized in Appendix B, along with the parameters of the agent, where the number of neurons in the output layer is equal to the number of actions. Here, we follow the common practice and set the hyperparameters to the default ones according to the past experiences of training QR models for the pinball loss minimization.

Five quality-oriented PI forecasting comparison candidates belonging to the categories of CPI and quality-oriented OPI are investigated. Concretely, the light quantile gradient boosting regression tree (Light QGBRT), QMLP guided by the pinball loss, and a naïve benchmark [16] that is an extension of the persistence model in probabilistic setting are the CPI comparison candidates. The quality-oriented OPI methods include the mixed integer programming model (MLMIP) [18] and the offline-trained reinforcement learning-based optimal and adaptive PI forecasting method (OAPI), whose distribution is generally positively skewed. Among the CPI methods such as Light QGBRT, the results show the inferior model learning ability of the QMLP model. Since the CPI methods cannot adapt to the skewed statistical distribution, the CPI method based on Light QGBRT has larger Winkler score compared with the OAPI approach, although OAPI uses the QMLP model as its quantile predictor. The results show the importance of the adaptiveness to the skewness of the probability distribution, especially for the PI forecasting of wind power, whose distribution is generally positively skewed. Among the quality-oriented comparison candidates, the OAPI approach produces the best quality PI and the lowest monetary score. However, the relationship between the quality and value is complex, and merely improving the quality cannot ensure the improvement of value. Although the proposed value-oriented PI forecasting approach has the largest Winkler score and the negative ACD value, which indicates the poor quality, it has the lowest average monetary score among five comparison candidates. Therefore, the results display the operational advantage of value-oriented PI and call for the need to transit from quality-oriented PI forecast to value-oriented PI forecast.

The training time of different PI forecasting models is shown in Table II. As the naïve method is a model-free one, the time is not listed here. The Light QGBRT method has the shortest training time, since it is a light model designed to be computationally efficient. Unsurprisingly, the proposed approach has the longest training time, as the training process

B. Operational Advantage of Value-Oriented PI

The PIs of wind power under 95% NCP are generated by the proposed approach and the five comparison candidates. Table I lists the quality and value metrics of PI, where the number of actions of the proposed approach and OAPI is set as three, and the capacity of wind power $P$ is scaled up to 30 MW. It is observed from Table I that evaluated from the perspective of overall quality, the QMLP approach produces the low-quality PI with the largest Winkler score, and the produced PIs have the largest average width. Compared with other CPI methods such as Light QGBRT, the results show inferior model learning ability of the QMLP model. Since the CPI methods cannot adapt to the skewed statistical distribution, the CPI method based on Light QGBRT has larger Winkler score compared with the OAPI approach, although OAPI uses the QMLP model as its quantile predictor. The results show the importance of the adaptiveness to the skewness of the probability distribution, especially for the PI forecasting of wind power, whose distribution is generally positively skewed. Among the quality-oriented comparison candidates, the OAPI approach produces the best quality PI and the lowest monetary score. However, the relationship between the quality and value is complex, and merely improving the quality cannot ensure the improvement of value. Although the proposed value-oriented PI forecasting approach has the largest Winkler score and the negative ACD value, which indicates the poor quality, it has the lowest average monetary score among five comparison candidates. Therefore, the results display the operational advantage of value-oriented PI and call for the need to transit from quality-oriented PI forecast to value-oriented PI forecast.

The training time of different PI forecasting models is shown in Table II. As the naïve method is a model-free one, the time is not listed here. The Light QGBRT method has the shortest training time, since it is a light model designed to be computationally efficient. Unsurprisingly, the proposed approach has the longest training time, as the training process

The program is implemented on the laptop with IntelCoreTM i5-10210U 1.6 GHz CPU, and 8.00 GM RAM.\(^1\)
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\(^1\)Codes will be available after publication.
involves estimating the model parameters and solving the decision problem in an iterative manner. However, the training time is acceptable for offline training and online operational forecasting, and can be further shortened by using GPU.

Furthermore, the average monetary score of the proposed approach under different number of actions is shown in Fig. 3, where the red horizontal line displays the average monetary score of the best comparison candidate, which is the OAPI approach as shown in Table I. The average monetary scores of the proposed approach under different action space sizes are lower than the comparison candidate. Although there are some fluctuations, which is brought by the randomness of the \(\epsilon\)-greedy mechanism of the contextual bandit algorithm, the results under different action numbers are relatively stable. The results show that the number of actions is not a relevant hyperparameter impacting the performance. If the computational issue is a main concern, one may choose the number of QR models as three, which is the smallest number of actions.

The average monetary score can be decomposed into two parts, namely, the average of day-ahead monetary score \(f^D_t(x^*_t)\) and the average of real-time monetary score \(f^R_t(x^*_t+k)\). We show the decomposed average monetary score in Table III, where the negative real-time monetary score means that in real-time operation, the revenue brought by down-regulation is larger than the cost brought by up-regulation. We also show the result under deterministic wind power forecast in the last row, which has the largest average monetary score among all the methods.

The results show the necessity of PI forecasting to capture the wind uncertainty, such that the uncertainty can be properly accounted for when making the day-ahead decision. Among the PI forecasting methods, due to the forecasting process fully considering decision-making outcome, the proposed approach achieves the best operation value with the lowest average day-ahead monetary score among the PI-based methods.

Fig. 4 shows the 168 hours PIs on test set predicted by the proposed approach, superimposed with the PIs predicted by Light QGBRT. The LUB of the Light QGBRT generated PIs shows insufficient adaptation to the change of wind power. As a result, the width of the PIs is relatively larger. In contrast, the proposed approach exhibits the time-varying PIs which track the change of the ground-truth, and therefore results in the smaller width.

To sum up, the proposed value-oriented PI has larger operational value to the VPP operation, and meanwhile ensures the excellent width performance of PIs.

C. Investigation on Different Nominal Coverage Probability

NCP has direct impact on the quality of PI. It is meaningful to investigate the value and quality of PIs under different NCP levels. Fig. 5 shows the value and quality evaluation metrics of PIs under NCPs ranging from 90% to 95%. Those NCPs are frequently used in practice [10]. In terms of the quality-oriented metrics, the average width of value-oriented PIs under large NCP is generally larger than the PIs under small NCP, as
the larger NCP requires the higher probability that the realization falls into the range of PIs. For the metrics such as Winkler score and ACD whose calculation involves using NCP as a parameter, the value-oriented PIs have negative ACD score under different NCP levels, and the Winkler score increases with the increase of NCP.

The good quality of PIs cannot always be translated to better operational value, as the quality along with decision-making structure interactively influence the value of PIs to the operation. For instance, although the value-oriented PI forecasting have unsatisfying Winkler score under varying NCP levels, it always has the smallest average monetary score compared with other quality-oriented methods. Furthermore, there isn’t a definite pattern between the operational value and NCP level. Therefore, it is necessary to reexamine the relationship between NCP and the value of PI, and design new value-oriented PI forecasting method based on it.

D. Investigation on Different Wind Power Capacity

The wind power capacity is important to the VPP operation and operational value evaluation. In this subsection, we investigate the operational value improvement of the proposed approach compared with quality-oriented candidates under different wind power capacity. Concretely, the wind power capacity is scaled up to 8MW and 30 MW respectively. And wind power PIs under 90% and 95% NCP are respectively employed in decision-making. The accumulative monetary score reduction on test set, which is the monetary score difference between the quality-oriented PI methods and the proposed approach, is shown in Tables IV and V. The proposed approach shows the obvious accumulative monetary score reduction under wind power PIs with 90% and 95% NCP. In fact, due to considering the decision-making outcome into the forecast process, the proposed approach can capture the impact of the wind power capacity on the operational value. And the results show that the operational advantage of the proposed approach is more obvious under large wind power capacity. Therefore, with the increasing penetration of wind power, there is an urgent need to perform value-oriented PI forecast.

E. Comparison With Other Contextual Bandit-Based Approaches

The contextual bandit algorithm used in this work is a special case of reinforcement learning (RL) without considering the look-ahead consequences. Therefore, the algorithm and network structure in RL can be applied here. In this subsection, we compare the current approach based on the dueling deep Q-network with the counterpart based on other RL algorithms. The traditional deep Q-network (DQN) and deep policy gradient (DPG) -based approaches are investigated here. Also, the result based on deep deterministic policy gradient (DDPG) with continuous action is obtained. The results on the averaged monetary score of PI with 95% NCP are listed in Table VI.

It is shown that the proposed approach has a lower monetary score compared with the other approaches, which indicates the superior performance in terms of the value. We observe that the DDPG-based approach has the largest score, and we infer that as the agent of the DDPG algorithm outputs continuous action in a range, it is more difficult for the agent to learn the policy compared with the policy learning of the agent outputting discrete action. The experiment also demonstrates that the agent outputting continuous action is compatible with the proposed framework, and more advanced RL algorithms are needed for improving the performance.

VII. CONCLUSION

It is natural to consider the value of PI in the subsequent decision-making procedure, as good statistical scores cannot guarantee high value in the view of operation. In this paper, a value-oriented PI forecasting approach is proposed to fill the gap between forecasting and decision-making. It provides PIs with the aim of minimizing the operational cost. Particularly, the contextual bandit algorithm is leveraged to seek the best quantile proportions, where the agent learns the policy for probability proportion selection, and the corresponding QR is performed in environment. The two elements are linked by the negative value of the optimal decision-making objectives.

Case study on a VPP operation problem with wind power reveals the occurrence of the quality/value “reversal.” That is, although the issued forecasts have the largest Winkler score, the operational cost of the subsequent decision-making is the smallest. Also, its good operational performance is demonstrated under different NCP levels. And the operational advantage of the proposed value-oriented PI approach is especially evident under larger penetration of wind power.

The goal of this paper is to call for an emphasis on linking forecasting and decision-making. It is necessary to develop other value-oriented forecasting products, such as point forecast, probability density forecast, to name a few, in the future work. Furthermore, the actions for selecting proper probability

---

**TABLE IV**

| Wind capacity | Light QGBT | QMLP | Naive | MLMIP |
|---------------|------------|------|-------|-------|
| 8 MW          | 7008 $     | 12264 $ | 12264 $ | 12264 $ |
| 30 MW         | 21024 $    | 42048 $ | 42048 $ | 40296 $ |

**TABLE V**

| Wind capacity | Light QGBT | QMLP | Naive | MLMIP |
|---------------|------------|------|-------|-------|
| 8 MW          | 7008 $     | 15765 $ | 15765 $ | 15765 $ |
| 30 MW         | 14016 $    | 49056 $ | 49056 $ | 43800 $ |

---

**TABLE VI**

| Approaches  | The proposed | DQN | DPG | DDPG |
|-------------|--------------|-----|-----|------|
| 8 MW        | 1578 $       | 1582 $ | 1584 $ | 1590 $ |
| 30 MW       | 1578 $       | 1582 $ | 1584 $ | 1590 $ |
proportion in a range are discrete. Therefore, it is still required to explore the continuous action in the future. Besides, how to generate value-oriented PI for multi-step decision-making problems is also worth studying. And, although the main focus of this work is providing a value-oriented univariate PI forecasting, the value-oriented multivariate PI forecasting is a challenging topic and deserves more investigation.

APPENDIX A

DESCRIPTIONS OF DAY-AHEAD AND REAL-TIME VPP OPERATION PROBLEMS

The detailed form of the day-ahead robust optimization with recourse is given in (17). Let \( x_{1,D}, x_{2,D} \) denote the power generation of DG1 and DG2 and \( x_{3,D} \) denote the power purchased from the market under the price \( \pi_{t+k} \), where \( x_D = [x_{1,D}, x_{2,D}, x_{3,D}] \). The output capacity is denoted by \( \tilde{x}_i, \forall i \in \{1, 2\} \). The quadratic generation cost form part of the objective function in (17a).

\[
\begin{align*}
\min_{x_D, p_D} & \quad \frac{1}{2} \sum_{i=1}^{2} a_i \cdot x_{i,D}^2 + b_i \cdot x_{i,D} + c_i + x_{3,D} \cdot \pi_{t+k} + Q_D^2 \\
\text{s.t.} \quad & \quad 0 \leq x_{i,D} \leq \tilde{x}_i, \forall i \in \{1, 2\} \\
& \quad 0 \leq p_D \leq P \\
& \quad x_{1,D} + x_{2,D} + x_{3,D} + p_D = l_{t+k},
\end{align*}
\]

(17a)

where (17b) gives the constraint of maximum output power of DG, and (17c) limits that the scheduled day-ahead wind power should be less than the wind capacity \( P \). And (17d) gives the power balance constraint. For the recourse problem, let \( z_{i,D}, \forall i \in 1, 2 \) denote the block of up-regulation power, and \( z_{i,D}, \forall i \in 1, 2 \) denote the block of down-regulation power, where \( z_{i,D} = [z_{1,i,D}, z_{2,i,D}, z_{3,i,D}, z_{1,i,D}, z_{2,i,D}] \). Let \( c_{D,i}, c_{U,i} \) denote the down- and up-unit regulation costs. With the objective of minimizing the operation cost, the look-ahead recourse problem \( Q_D^2 \) is defined as,

\[
\begin{align*}
\max & \quad \min_{\xi, \eta} \sum_{i=1}^{2} c_{D,i} \cdot z_{i,D}^2 + \sum_{i=1}^{2} c_{U,i} \cdot z_{i,D}^2 \\
\text{s.t.} \quad & \quad 0 \leq z_{i,D}^2 \leq \tilde{z}_i, \forall i \in \{1, 2\} \\
& \quad 0 \leq z_{i,D}^2 \leq \tilde{z}_i, \forall i \in \{1, 2\} \\
& \quad \sum_{i=1}^{2} z_{i,D}^2 + \sum_{i=1}^{2} z_{i,D}^2 \\
& \quad \tilde{\xi} - p_D = 0,
\end{align*}
\]

(18a)

(18b)

(18c)

(18d)

where (18b) and (18c) are the constraints regarding the output limits of regulation blocks. Eq. (18d) ensures that the deviation is settled by the outputs of regulation blocks.

The formulation of the real-time problem in (10) is similar to the inner minimization problem of (18) by replacing \( z_{i,D} \) with \( z_R \). And the values of parameters in (17) and (18) are shown in Table VII, Table VIII, and Table IX.

APPENDIX B

THE SUMMARY OF QUANTILE PREDICTOR AND AGENT’S PARAMETERS

See Tables X and XI.
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