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ABSTRACT
We present an adaptation of the pixel-reassignment technique from confocal fluorescent microscopy to coherent ultrasound imaging. The method, ultrasound pixel-reassignment (UPR), provides a resolution and signal to noise (SNR) improvement in ultrasound imaging by computationally reassigning off-focus signals acquired using traditional plane wave compounding ultrasonography. We theoretically analyze the analogy between the optical and ultrasound implementations of pixel reassignment and experimentally evaluate the imaging quality on tissue-mimicking acoustic phantoms. We demonstrate that UPR provides a 25% resolution improvement and a 3 dB SNR improvement in in vitro scans without any change in hardware or acquisition schemes.

Published under an exclusive license by AIP Publishing.

Deep tissue high-resolution imaging is an indispensable tool for early detection and diagnosis of various medical conditions, as well as for basic biomedical research. One of the leading noninvasive approaches for imaging tissues is ultrasound echographic imaging, as ultrasound waves can noninvasively penetrate to large depths. However, the resolution of ultrasound imaging is fundamentally limited by the diffraction-limit, which is set by the ultrasound frequency and the imaging geometry. While the highest imaging resolution would be obtained for the highest ultrasound frequency, increasing the ultrasound center frequency results in a lower penetration depth, since the ultrasound attenuation coefficient in biological tissue grows with the ultrasound center frequency.1 As a result, imaging at large depths suffers from a lower signal-to-noise ratio (SNR) and resolution.2 Various approaches for improving the resolution of ultrasound imaging have been put forward over the years. These include computational approaches such as deconvolution3 and alternative reconstruction algorithms,4–7 which usually improve resolution at the price of a reduction in SNR, structured illumination,8–10 which requires a specific sonication pattern for each target depth; and recent approaches that correct for variations in speed-of-sound.11–16 However, most of these approaches effectively utilize confocal-detection, which, as in optical microscopy,17,18 improves resolution and background rejection, at the price of reduced signal collection efficiency.

A recently introduced method termed image-scanning microscopy19,20 (ISM) or pixel-reassignment21 allows full use of all signal photons without sacrificing transverse imaging resolution. Moreover, depending on the imaging point spread function (PSF), ISM can also provide an improvement in imaging resolution.22,23 Here, we adapt ISM to ultrasound imaging (Fig. 1) and demonstrate that it allows simultaneous improvements in both SNR and resolution. Importantly, while the optical implementation of ISM requires additional detectors compared to confocal microscopy, the ultrasound implementation of ISM does not require any change in hardware or acquisition schemes. The improvement in resolution and SNR is obtained by processing conventional plane wave compounding24 ultrasound imaging data. We term this technique ultrasound pixel-reassignment (UPR).

In conventional confocal imaging, a focused illumination beam scans the field-of-view (FOV) point-by-point. The signal emerging from the illuminated focal-spot is collected by a single detector through a confocal pinhole, whose small size improves the resolution but reduces the collection-efficiency.1 Mathematically, confocal imaging, thus, results in a \( \sqrt{2} \) times narrower effective PSF compared to each of these PSFs.

\[
h_{\text{eff}}(r) = h_{\text{ill}}(r) \times h_{\text{det}}(r),
\]

where \( r \) is the spatial coordinate, \( h_{\text{ill}} \) is the illumination PSF, and \( h_{\text{det}} \) is the detection PSF. The detection PSF size is determined by the detection pinhole size and the diffraction-limit. For simplicity, isoplanatism is assumed in Eq. (1). For identical detection and illumination PSFs having Gaussian profiles, confocal imaging, thus, results in a \( \sqrt{2} \) times narrower effective PSF compared to each of these PSFs.
In contrast to confocal microscopy, in ISM, an array of detectors is placed at the image plane instead of the confocal pinhole. The center detector collects the same signal as a conventional confocal detector. However, the neighboring detectors collect the off-focus signals that are usually rejected in confocal detection. To construct the ISM image, at each illumination point, \( r_{\text{ill}} \), the off-focus signals from each detector position, \( r_{\text{det}} \), are reassigned to the midpoint between illumination and detection positions, \( r_{\text{ISM}} = \frac{1}{2}(r_{\text{ill}} + r_{\text{det}}) \). The reassigned signals are summed over all scan positions, resulting in an effective PSF that is the convolution of the illumination and detection PSFs, scaled by a factor of half:

\[
h_{\text{ISM}}(r) = h_{\text{ill}}(2r) \otimes h_{\text{det}}(2r),
\]

where \( \otimes \) denotes convolution.

The main advantage of ISM over confocal imaging is its higher SNR since the photons outside the confocal pinhole are detected and used for imaging instead of being rejected. Additionally, the resolution of ISM is usually better than that of conventional confocal microscopy performed with a pinhole size of one Airy unit. The price for the improved resolution and SNR in the optical implementation of ISM is the use of an array of detectors in lieu of a single detector. Since conventional ultrasound imaging is, in fact, a confocal imaging technique performed with an array of detectors, it is natural to apply ISM to ultrasound imaging.

In ultrasound imaging, an array of transducers serves as both the transmitters and the detectors. A reflection image of the medium is formed by transmitting a focused ultrasound wave to each position in the FOV, \( r_{\text{tx}} \). The reflected waves from each point in the FOV, \( r_{\text{tx}} \), are recorded by the entire array of transducers. The recorded waveforms from each sonicated position, \( r_{\text{tx}} \), are digitally delayed and summed to reconstruct the time-gated reflected field from each point in the FOV, \( r_{\text{tx}} \). The entire dataset in such a pulse-echo acquisition is given by the reflection-matrix:

\[
R(r_{\text{tx}}, r_{\text{rx}}).
\]

The confocal image is formed by detecting the signals that emerge from the sonication point (\( r_{\text{tx}} = r_{\text{rx}} \)), i.e., the diagonal elements of the reflection matrix provide the confocal image. In state-of-the-art ultrafast ultrasound systems, the reflection-matrix is built from plane-wave transmissions that are digitally coherently compounded.

When the sonication field is focused to each point, \( r_{\text{tx}} \), the spread of the focused field around the point is given by the sonication amplitude point-spread-function (APSF): \( E(r, r_{\text{rx}}) \). Equivalently, in detection, the APSF around the detection point, \( r_{\text{rx}} \), is given by the detection APSF: \( U(r, r_{\text{tx}}) \). Thus, the reflection-matrix, \( R(r_{\text{tx}}, r_{\text{rx}}) \), for a medium with spatial reflectivity, \( \sigma(r) \), is given by

\[
R(r_{\text{tx}}, r_{\text{rx}}) = \int o(r') E(r', r_{\text{rx}}) U(r', r_{\text{tx}}) \, dr'.
\]

A UPR image can be formed by assigning to each imaged point, \( r \), all the collected signals that have a sonication point, \( r_{\text{tx}} \), and a detection point, \( r_{\text{rx}} \), that \( r \) is the midpoint between them, i.e., all the elements of the matrix that fulfill \( r = \frac{1}{2}(r_{\text{tx}} + r_{\text{rx}}) \). Thus, the UPR image is given by

\[
I_{\text{UPR}}(r) = \int dr_{\text{tx}} R(r_{\text{tx}}, 2r - r_{\text{rx}}).
\]

Interestingly, the pixel-reassignment image formation [Eq. (4)] at a given depth, \( z \), is a sum over the antidiagonal elements of the reflection matrix, \( R(x_{\text{tx}}, x_{\text{rx}}; z) \).

Considering imaging with a linear transducer-array over a small FOV, at a sufficiently large depth, the APSF of both the sonication, \( E(r, r_{\text{rx}}) \), and detection, \( U(r, r_{\text{tx}}) \), that form the reflection matrix [Eq. (3)], can be considered to be the product of a shift-invariant envelope \( E_{\text{env}} \) and a nonshift-invariant phase term, \( \bar{E} \) (see theoretical derivation in the supplementary material, Sec. B). Under this approximation, similar to ISM, the UPR image is given by the convolution of the spatial reflectivity, \( o(r) \), with an effective APSF that is the scaled convolution: \( \bar{E}(2r) \otimes U_{\text{env}}(2r) \), where \( \bar{E}(r) = E_{\text{env}} \times \exp(-ik_{0}r^{2}/z) \) is the sonication APSF envelope multiplied by a parabolic phase term and \( U_{\text{env}} \) is the detection APSF envelope (see theoretical derivation in the supplementary material, Sec. C).

\[
I_{\text{UPR}}(r) = o(r) \otimes (\bar{E}(2r) \otimes U_{\text{env}}(2r)).
\]

This result is identical to the conventional ISM image in fluorescence microscopy up to the additional phase terms. It can be compared to the conventional confocal ultrasound image, which is the convolution of the spatial reflectivity multiplied by a parabolic phase term, \( o(r) = o(r) \times \exp(ik_{0}r^{2}/z) \), with the (unscaled) product of the sonication and detection APSF’s envelope

\[
I_{\text{conf}}(r) = R(r = r_{\text{tx}} = r_{\text{rx}}) \times o(r) \otimes (E_{\text{env}}(r) \times U_{\text{env}}(r)).
\]

Considering diffraction-limited APSFs that have a lateral sinc profile, the UPR APSF lateral profile [Eq. (5)] would be the sinc profile scaled by a factor of half, while the confocal APSF lateral profile [Eq. (6)] would be a sinc function squared. Thus, the UPR APSF for
this diffraction-limited case is expected to have a smaller FWHM, as we demonstrate experimentally below (Fig. 2). In addition to the gain in resolution, the pixel-reassignment processing is expected to increase the SNR compared to conventional confocal imaging since it utilizes off-focus signals. We experimentally demonstrate the simultaneous SNR increase below [Fig. 3(c)].

To experimentally study the potential of UPR, we have performed a set of imaging experiments on tissue-mimicking acoustic phantoms (GAMMEX SONO404 and SONO403). Data were acquired using a Verasonics P4–2v probe at a center frequency of $f_0 = 2.7$ MHz, having 64 elements with a total aperture size of $D = 19.2$ mm, connected to a Verasonics Vantage 256 multi-channel system. Sonication was performed by sequential transmission of 65 plane-waves, spanning an angular range of $\theta \in [-18^\circ, 18^\circ]$ with even angular spacing.

Sample results of imaging point reflectors (pins with a diameter of 0.1 mm) at different depths comparing conventional plane wave compounding (confocal ultrasound imaging) to UPR are presented in Fig. 2, along with a comparison to the theoretically expected APSFs [Fig. 2(e)]. In Fig. 2, the UPR image was calculated by summing only the detected waves that originate from a maximum distance of $\sim 10$ mm from the sonication point since the signal to noise at farther away points is low (see analysis of SNR and filter size below).

As expected, UPR shrinks the APSF mainlobe transverse width by a factor of approximately 25% at depths larger than 20 mm [Figs. 2(a)–2(c)]. This comes at the price of increased sidelobes [Figs. 2(d) and 2(e)], as expected from the theoretical analysis assuming a sinc-shaped APSF. At shallower depths, the improvement is less significant since the APSF lateral profile differs from a sinc function (see the supplementary material, Sec. B).

As mentioned above, the UPR resolution and SNR are affected by the maximum distance from the sonication point that is used for the pixel-reassignment calculation. We define this maximum distance as the UPR filter size. The filter size is analogous to the size of the focal-plane array used in conventional optical ISM. To analyze the effect of UPR filter size on the resolution and SNR, we have plotted the $-10$ dB lateral width of the imaged point reflectors and the SNR as a function of the filter size. The results of this investigation are displayed in Fig. 3. The filter size is measured by the maximum distance between sonication and detection points (the filter diameter, $\sigma_{\text{filter}}$). In Fig. 3, we plot the resolution and SNR as a function of $\sigma_{\text{filter}}$, normalized by the lateral width of a diffraction-limited APSF ($\sigma_x$)

$$\sigma_x = \frac{2 c_0 z}{f_0 D}, \quad (7)$$

where $c_0$ is the speed of sound in the medium, $f_0$ is the center frequency of transmission, $D$ is the probe’s width, and $z$ is the examined depth.

As can be seen in Fig. 3(a), the maximal improvement in lateral resolution is obtained for filter sizes larger than $\sim 3$ times the diffraction-limited APSF width, providing a $\sim 25\%$ improvement in the $-10$ dB lateral width. The axial resolution shows a small improvement, which is not obtained in optical ISM and is a result of the time-gated ultrasound detection.

To investigate the improvement in SNR as a function of the filter size, we acquired 20 consecutive frames (at 6 fps) of the tissue-mimicking phantom. SNR was calculated as the ratio between the temporal average of the reconstructed signal (square of the envelope absolute value) divided by the temporal standard-deviation of the signal, for each pixel in an imaged patch that does not contain point reflectors. Figure 3(c) presents the average SNR over such $15 \times 15$ mm$^2$ patch at depths of 83 and 140 mm. The optimal improvement in SNR is obtained for a filter size of $\sim 1 - 1.5$ times the diffraction-limited APSF width, providing a $\sim 1.5$ dB and a $\sim 3$ dB improvement, respectively. As expected, for too small filter size, the

![FIG. 2. Experimental comparison of conventional confocal imaging and UPR imaging of a tissue-mimicking acoustic phantom: (a) confocal image. (b) UPR image. (c) Lateral $-10$ dB width (resolution) of the imaged point reflectors at different depths, for confocal imaging (red), and UPR imaging (blue). (d) A cross section of the point-reflector at a depth of $z = 83$ mm. (e) Theoretical cross section of a point-reflector at a depth of $z = 83$ mm in conventional confocal imaging and UPR imaging, respectively. The region-of-interest is marked in (a) and (b) by red and green rectangles, respectively. Data were acquired using a probe with a center frequency $f_0 = 2.7$ MHz and an aperture size of $D = 19.2$ mm. UPR included signals detected at a maximum distance of $\sim 10$ mm from the sonication point.]
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SNR improvement is lower since less signal is accumulated, whereas for too large filter size the SNR is also lowered, as lower signal energy is collected at points that are far from the sonication point. We attribute the differences between the SNR improvement at different depths and the anisotropy of the APSFs, which grows at larger depths [Fig. 2(a)], whereas the UPR filter used is isotropic.

To experimentally demonstrate UPR imaging in different imaging scenarios, we have performed an additional set of imaging experiments on tissue-mimicking acoustic phantoms. Data were acquired as detailed above using a Verasonics P4–2v probe at a center frequency of $f_0 = 2.77$ MHz, having 64 elements with a total aperture size of $D = 19.2$ mm. This probe was used to image a large gray-scale target at a depth of 60 mm (Fig. 4), whose reflectivity is larger than the speckle background by $\sim 6$ dB. The second imaging scenario was of a resolution target group of five pins with a diameter of 0.1 mm (Fig. 5). The imaged FOV was at a depth of 60 mm, laterally centered 3.5 mm right from the middle of the probe. The ground truth position of the pins is presented by red "X"s. These results demonstrate an improvement in resolution in more complex scenarios, as can be seen from the decrease in the speckle grain size (Fig. 4) and the improved imaging of the point-reflectors (Fig. 5). However, in high clutter scenes such as Fig. 4, the increased side-lobes may reduce the contrast-to-background ratio. This may not be a significant disadvantage in low-clutter scenarios such as in ultrasound localization microscopy (e.g., as discussed below).

In conclusion, performing pixel-reassignment on the coherent fields detected in ultrasound imaging allows a resolution and SNR increase using the conventionally acquired signals. However, achieving optimal resolution improvement without sacrificing SNR requires a careful choice of the UPR filter width (Fig. 3). In our proof-of-principle demonstrations, we have used an isotropic UPR filter; however, an anisotropic UPR filter that is matched to the anisotropic APSF at each depth may result in a further improvement of the SNR. Our proof-of-principle demonstrations were obtained on simple tissue-mimicking acoustic phantoms, where the gain in using UPR is most notable when imaging bright point-like reflectors, and the increased sidelobes of UPR have a small effect on the imaging quality (e.g., Fig. 5). This may be especially attractive for ultrasound localization microscopy (ULM), where relatively sparse point-like reflectors are localized. In such scenarios, the width of the APSF mainlobe, which is reduced in UPR, may be more significant for the localization accuracy than the spread of the energy in the APSF sidelobes. UPR may, thus, hold a potential improvement for ULM, assuming a sufficient number of plane-waves sonications is possible. The potential impact on in vivo imaging is left for future work.

Similar to other matrix-based approaches [e.g., spatiotemporal matrix image formation (SMIF)] UPR provides improved resolution and SNR by off-line data processing, at the price of increased computation time. However, unlike SMIF, UPR does not require or uses any prior knowledge of the imaging APSF or object features. The SNR and resolution improvement in UPR do not originate from a more accurate physical model but due to the use of the nonconfocal signals. Techniques,
such as SMIF, may have a potential advantage over UPR if the imaging system impulse response can be accurately simulated and priors on the imaged scene are known, at the price of an additional computational burden. The increased computation time compared to confocal image reconstruction is the result of calculating the off diagonal elements in the reflection matrix, which are not required for confocal imaging. The required improvement in computation time is left for future work.

See the supplementary material for the theoretical derivations of the coherent sonication and reconstruction APSFs and of the image formation in UPR.
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