A Comparison of Traditional Machine Learning and Deep Learning in Image Recognition
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Abstract. The growth of the mobile Internet, smartphones and social networks has brought in huge amounts of picture information, and traditional manual identification is not able to meet the demand well enough. Therefore, the automatical image recognition [1] has been proposed which can help us recognize the image efficiently and get the corresponding information. Although traditional machine learning methods [2] have already been widely used in the field of image recognition, most of these methods are designed to handle one-dimensional vector information. Thus, we should first stretch image matrix to one-dimensional vector or extract features from images to employ traditional image recognition methods, which would lose the adjacent information in images and miss some important features. With the development of computer technology, deep learning [3] is gradually applied to the field of image recognition. It can deal with two-dimensional image data naturally and extract features automatically. Compared with the traditional machine learning methods, deep learning is popular for its good learning ability and low generalization error. In this paper, we compare the differences between SVM [4] and deep learning on image recognition, with an application to handwritten digital images recognition. The results show that the deep learning method is more accurate and more stable in image recognition.

1. Introduction
Image recognition technology has been widely used in our life. For example: The scene recognition through deep learning algorithm which can automatically recognize some common scenes in images, such as sky, grass, people, and so on. Based on that function, the client’s application can easily realize the automatic management, grouping and search images, complete the intelligent management of large image library, and save a lot of time. The significance of image recognition technology is that it frees people from heavy and mechanical repetitive work and gives them more time to deal with other more meaningful things, thus greatly increasing the efficiency of working.

The traditional machine learning algorithmic system has been very mature, and a lot of them (such as SVM) can be applied to image recognition. For the present computer processing and computing ability, it is easy to use traditional machine learning method to solve some problems. However, when these methods are applied in the field of image recognition, there are some obstacles to overcome. Traditional machine learning method can only apply to deal with one-dimensional data while the images showed up as a matrix form.

There are mainly two methods proposed to handle this problem. One is to stretch a matrix line by line or column by column into one-dimensional vectors. This method is relatively easy to implement, but by doing so, the position relation of rows and rows in the original matrix will be lost, which will
cause some problems that the important information can’t embody. For example, the color features among several neighboring pixels in the image are similar, but they are no longer adjacent after being stretched into vectors, which makes it difficult for the machine to recognize the image with the similar features lost. The second method is to extract the feature information of the image step by step, such as using histogram form to count the area of a specific color in the picture, or the number of lines with certain shape in the picture to identify the image content. This method is similar to the human image recognition method. But the disadvantage of this approach is also clear: after a picture is entered, the machine has no way of knowing which features are useful and which are redundant. Then in order to recognize the image better, the machine needs to count and calculate a large number of features, consuming a lot of unnecessary time and computing resources. Generally speaking, although traditional machine learning algorithms have their own advantages, they are not suitable for the task of image recognition.

Recently, deep learning is widely used for image recognition. In deep learning, the image can be directly used as the input of image recognition network. Different from the traditional algorithm, where the original image is processed by splicing or extracting features, the depth learning algorithm automatically extracts the feature from the image by convolution of the images. After convolution is completed, the algorithm processes the convolution image data at different resolution scales by pooling or upsampling. This method can extract the feature information in different resolutions and make the image information more complete. Such a method of information extraction makes the deep learning have strong learning ability that the traditional machine learning method does not have, which makes it more accurate when dealing with the problem of image recognition. But the strong learning ability also brings some problems. In the training concentration, the deep learning mode will exist the problem of over-fitting, which makes the actual recognition effect worse and limits its ability. In order to make the depth learning achieve higher recognition accuracy, weight sharing of convolution kernel can be used to reduce the overall computation, so as to avoid over-fitting in the algorithm. In conclusion, the deep learning method has stronger learning ability and it is more suitable to solve the problem of image recognition.

In this paper, we test and compare the advantages and disadvantages between traditional ML methods (we choose SVM as the representative) and deep learning. After the preparatory work, we use SVM to build a recognition model. Since the image data we use are linear and inseparable, we use radial basis function to make the data linear separable. Then we stretch the image data into a vector and transfer the transformed vector data to the SVM model in parts. The accuracy of the model in training sets is between [90.7, 98.0], and the accuracy in testing sets is between [90.4, 98.8].

Then we reconstructed a deep learning network, which has two convolution layers and two full-connection layers, to categorize numbers written by hand. Finally, the accuracy rate of the model on the training set can reach 99%, while the accuracy rate on the test set was stable above 99.5%.

The rest part of this article will be organized as follows. In section 2, there will have a brief introduction about the background of the data samples that were used in this article. In section 3, some details about the SVM model will be contained. In section 4, the passage will write about the deep learning network that used in our experiment. Finally, we compared the traditional method with the deep learning, and summarize the article.

2. Data description
The image data used in this experiment is Mnist dataset, which is an open handwritten digital dataset. The digit images in Mnist dataset were naturally selected and experimented with by Chris. Burges and Corinna Cortes. The digits have been size-normalized and centered in a fixed-size image (28 X 28).

This data set can be found at http://yann.lecun.com/exdb/mnist.com, where the original image data downloaded are saved as idx3-ubyte format and we transformed them into Jpeg format. Three sample images are shown in Figure 1.
Figure 1: Three sample images of Mnist dataset

Of the 70,000 images in the entire training set, 60,000 images were used as a training set, and the remaining 10,000 images were used as test sets. To explore the effectiveness of both models in identifying all handwritten digits, the containing status of numbers in training streets and test sets are summarized in Table 1.

Table 1: The Containing Status of Numbers in Training Set and Test Set

| Number | Train | Test |
|--------|-------|------|
| 0      | 6000  | 1000 |
| 1      | 6000  | 1000 |
| 2      | 6000  | 1000 |
| 3      | 6000  | 1000 |
| 4      | 6000  | 1000 |
| 5      | 6000  | 1000 |
| 6      | 6000  | 1000 |
| 7      | 6000  | 1000 |
| 8      | 6000  | 1000 |
| 9      | 6000  | 1000 |

In the above table, we can see that the number of each number in the training set and the testing set is the same, and each number in the training set is 6:1 compared with the number in the testing set. This will ensure the model can be fully trained in different data before testing.

3. SVM Algorithm for Mnist Data Recognition

SVM Algorithm (Support vector machine) as a classical algorithm, it was proposed by Vladimir N. Vapnik\[10\] and Alexey Ya. Chervonenkis\[11\] in 1963, but it can only deal with linear classification problems. later on, Bernhard E. Boser\[12\], Isabelle M. Guyon\[13\] and Vladimir N. Vapnik\[14\] improved it with a method called ‘kernel trick’\[15\], which they proposed in 1993. After that, SVM algorithm can solve the problem of nonlinear classification. The principle of the SVM algorithm is similar to the linear regression problem in mathematics. It can distribute the learning samples into two different classes in the high-dimensional space by linear classification and make use of these data to create a non-probabilistic binary linear classifier. Once a new sample is analyzed, the SVM model will compare the new model with the data from the learning sample and judge the new model category by the position of the new sample in the original space.\[16\] (Basic principle of SVM is showed in Figure 2)

![Figure 2: The Principle of SVM Algorithm](image)

The quality of the model depends on whether the linear classifier correctly classifies points in the high dimensional space. The idea of SVM is to find a hyperplane to separate the sample data, so that the total distance from the hyperplane to the two nearest sample point in each side can be maximized.

In practical applications, we are faced with nonlinear separable problems in many cases. In order to deal with these nonlinear problems, James Mercer\[17\] proved the Mercer theorem\[18\] in the early 20th century and laid the foundation for the emergence of the kernal method. In brief, the kernal method maps the linear inseparability problem in the low-dimensional space into the high-dimensional space,
which makes the problem linear separable in high-dimensional space. Kernel can be combined with many arithmetic operations, and the SVM used in this experiment is one of them. Kernel has many branches, and in this experiment, we used \( \text{RBF (radial basis function kernel)} \)\(^{[19]} \) as the basic method.

The SVM model is designed for binary classification, but we have 10 numbers here which is a multi-classification problem. There are two kinds of methods to solve this problem in SVM: OvO scheme\(^{[20]} \) and OvR scheme\(^{[21]} \). OvO (one vs one) scheme is that we compare all the categories in pairs. For this experiment, the scheme will generate \( 10^* (10-1)/2 \) binary tasks based on data. The final predictions are decided according to the votes of these binary tasks. The OvR (one vs rest) scheme takes one category as positive sample and other categories as negative samples. In this experiment, the model automatically generates 10 classifiers after receiving new images. Similarly, the final prediction is made by voting method. In this experiment, in order to increase the efficiency of identification, we adopt the OvR method.

To make the calculation more convenient, we first resize the resulting image to a 32*32 image format. Then we reshape the image matrix to a vector of 1024 length, and use the data in this form as input to the SVM model. We take the advantage of RBF and use OvR multi-classification to train our SVM model. In our experiment, the SVM model totally spend 11.63min running on the training set and the confusion matrix of training set is presented in Table 1.

**Table 2: Confusion Matrix of Training Set**

|         | 0   | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   |
|---------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Predict |     |     |     |     |     |     |     |     |     |     |
| True    |     |     |     |     |     |     |     |     |     |     |
| 0       | 5803| 13  | 11  | 13  | 24  | 22  | 7   | 26  | 3   |     |
| 1       | 2   | 6603| 41  | 19  | 11  | 15  | 5   | 7   | 29  | 10  |
| 2       | 38  | 25  | 5554| 45  | 73  | 22  | 55  | 50  | 83  | 13  |
| 3       | 19  | 29  | 100 | 5604| 9   | 173 | 21  | 58  | 86  | 32  |
| 4       | 11  | 20  | 26  | 0   | 5557| 4   | 25  | 16  | 7   | 176 |
| 5       | 31  | 51  | 29  | 134 | 48  | 4981| 79  | 5   | 42  | 21  |
| 6       | 37  | 13  | 31  | 0   | 33  | 71  | 5719| 0   | 14  | 0   |
| 7       | 11  | 36  | 55  | 14  | 70  | 12  | 2   | 5922| 12  | 131 |
| 8       | 21  | 105 | 52  | 84  | 37  | 136 | 32  | 16  | 5319| 49  |
| 9       | 26  | 21  | 24  | 86  | 184 | 28  | 1   | 147 | 39  | 5393|

Generally speaking, the performance of SVM is pretty well in training set for it owns 94.09% total accuracy rate, and the accuracy of model is stable between 90.6% and 98% for each class. However, due to the data in the obfuscation matrix, we found that the SVM model is not satisfactory for some special numbers, which have been coarsely identified in Table 1. For example, the distinction between the number 4 and the number 9 is deficient in SVM, where 184 examples of 9 are projected to be 4 and 176 examples of 4 are predicted to be 9. Through the analysis, we find that numbers 4 and 9 have similar writing characteristics and contain similar circular structure, which is easy to confuse the SVM model. The same thing happens between 3 and 5, 7 and 9. This also shows that the SVM model is not suitable to handle image recognition tasks with similar features in the pictures.
The confusion matrix of SVM on the testing set is listed in Table 3. Similarly, SVM performs well in digital number recognition and get 93.92% total accuracy. The accuracy rate of model is stable between 90.6% and 98.8% for each class. The accuracy of our SVM model is comparable, which implies that it does not over-fit the training set. The confusion matrix shows a similar pattern for training set and testing set. It is more difficult to distinguish between 4 and 9, 3 and 5, 7 and 9 for SVM.

4. Deep Learning for MNIST Data Recognition
Deep learning is a kind of machine learning method based on neural network. It refers to the thinking mode of the animals’ brain, and can recognize the features automatically without any supervision. It can process big data accurately, thus saving a lot of human resources. The term deep learning was first introduced in 1986 by Rina Dechter[22] in the field of machine learning while the first complete in-depth learning network algorithm was published by Alexey Ivakhnenko[23] and Lapa[24] in 1965. Because of its high accuracy and efficiency, deep learning algorithms are now widely used in various areas of life, including medicine, unmanned, machine translation, image restoration and even armament research and development.

Neural network is a machine learning framework that processes data by connecting point to point between different layers. It can extract features accurately. Deep learning adds convolution, pooling and other means to this framework, which can effectively extract the features of the pictures.

First, to make computing and processing easier, we resize the images to 20*20 and convert the images into 0-1 images. Then, we construct a three-layer convolution neural network, and the network structure is shown in Figure 3.

![Figure 3: The Diagram of Neural Network](image-url)
In the Layer 1 network, we deploy 32 3*3 convolution kernels to collect the feature information of the image. In order to keep the size of the image invariably before and after convolution, we use the method called padding to add 0 to the image after convolution to get 32 20*20 pixels images after convolution. To reduce the possibility of over-fitting and reduce the size of the output data, we employ max pooling with kernel size 2*2 on these images and finally we get 32 10*10 images. In the second-level convolution network, we set up two convolution layers that convert the first-layer output image data into 64 10 x 10 images. Then the max pooling with size 2*2 converts these images to 5*5 images.

We then processed the data on the former floor, in the Flatten layer, we integrate the 64 5*5 images from the second layer into a 5*5*64 vector and reshape it into a 1600-length vector. Then we use a full connected layer to convert this vector into a vector of 1024 length. In the full connected layer, we convert the vector length to a vector length of 10, and finally we use Softmax function activation as the final output. To ensure the correct rate, we performed 5000 iterations on the data. During this experiment, the deep learning model ran a total of 11h50m41.2s on the training set, and the confusion matrix on the training set was displayed in the Table 4.

Table 4: The Confusion Matrix of Deep Learning on Training Set

| Predict | 0  | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  |
|---------|----|----|----|----|----|----|----|----|----|----|
| True    | 0  | 5923 | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
|         | 1  | 0  | 6742 | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
|         | 2  | 0  | 0  | 5958 | 0  | 0  | 0  | 0  | 0  | 0  |
|         | 3  | 0  | 0  | 0  | 6131 | 0  | 0  | 0  | 0  | 0  |
|         | 4  | 0  | 0  | 0  | 0  | 5842 | 0  | 0  | 0  | 0  |
|         | 5  | 0  | 0  | 0  | 0  | 0  | 5421 | 0  | 0  | 0  |
|         | 6  | 0  | 0  | 0  | 0  | 0  | 0  | 5918 | 0  | 0  |
|         | 7  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 6265 | 0  |
|         | 8  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 5851 |
|         | 9  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 5949 |

It can be seen that the accuracy rate of the deep learning model on the training set reaches 100%, which is far higher than the result of the SVM model. That result means that all the handwritten image data are correctly classified by the model, which shows that the learning and fitting ability of the deep learning algorithm is very strong. Compared with the SVM model, in the training set, the deep learning model does not classify the image in the wrong selection because of the similarity of the image features, which indicates that the depth learning is better than the traditional machine learning method in doing image recognition work.

Table 5: The Confusion Matrix of Deep Learning on Testing Set

| Predict | 0  | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  |
|---------|----|----|----|----|----|----|----|----|----|----|
| True    | 0  | 974 | 1  | 1  | 0  | 0  | 0  | 2  | 1  | 1  |
|         | 1  | 0  | 1133 | 0  | 0  | 0  | 0  | 1  | 1  | 0  |
|         | 2  | 0  | 1  | 1021 | 0  | 1  | 0  | 0  | 4  | 4  |
|         | 3  | 0  | 0  | 1  | 999 | 0  | 7  | 0  | 0  | 3  |
|         | 4  | 0  | 1  | 0  | 0  | 970 | 0  | 1  | 1  | 0  |
|         | 5  | 0  | 1  | 0  | 0  | 7  | 0  | 883 | 1  | 0  |
|         | 6  | 3  | 3  | 0  | 0  | 2  | 1  | 945 | 0  | 4  |
|         | 7  | 0  | 4  | 5  | 1  | 2  | 0  | 0  | 1012 | 0  |
|         | 8  | 3  | 0  | 1  | 3  | 0  | 0  | 0  | 2  | 962 |
|         | 9  | 0  | 3  | 0  | 0  | 10 | 2  | 0  | 6  | 2  |

986
The confusion matrix of the deep learning algorithm on the test set is shown in Table 5. On the test set, we see that the accuracy for each number is between 97.7% and 99.4% the overall correct rate was 98.85%. In Table 5, compared with SVM, the error rate of the deep learning model is relatively low. Besides, the digital patterns of 9-4,3-5 that SVM has some difficulties to distinguish seems have not troubled the deep learning method. Although there still exist some mistakes, the error rate is very low. This shows that deep learning in the recognition of handwritten numerals is better than SVM algorithm, and can learn the characteristics that are not easy to be distinguished in the picture. At the same time, the high accuracy on the test set also shows that the depth learning model has strong generalization ability.

5. Conclusion
Image recognition has become an indispensable technology in people’s life, from the input of handwritten text to the application of military, it can be said to be ubiquitous. Therefore, the research on image recognition technology is very promising and meaningful. This technique can be implemented either by traditional machine learning methods or by deep learning algorithms. In this paper, we first used a classical machine learning algorithm, SVM, as a representative of traditional machine learning methods to analyze MNIST handwritten digital image data. We also built a three-layer CNN to recognize these handwritten digits, and compared the results of CNN to that of SVM. The details for these comparisons are summarized in Table 6.

| Comparison                      | SVM                          | Deep Learning               |
|---------------------------------|------------------------------|------------------------------|
| Operating Time                  | 46m54s                       | 11h50m41.2s                  |
| Accuracy in Training Set        | 94.09%                       | 100%                         |
| Accuracy in Testing Set         | 93.92%                       | 98.85%                       |
| Means for Extracting Features   | Manually and Subjective      | Automatically and Objective  |
| Means for Processing Data       | Turn Images into Vector      | Directly Using Images        |

Although deep learning needs more training time and more computing resources, it can achieve better prediction accuracy and generalization ability, which indicates that deep learning has better learning ability. Compared with the traditional machine learning, deep learning can extract features from the image automatically and efficiently. The deep learning method can clearly distinguish the image with the similar characteristics which is difficult for traditional machine learning methods to recognize. What’s more, deep learning can extract features objectively by itself and can directly process two-dimensional image data, unlike traditional machine learning methods, which need subjective feature extraction to convert binary vectors into one-dimensional vectors. In a word, deep learning is more suitable for the modeling of image data. Its strong feature extraction ability and learning ability are not acquired by traditional machine learning methods.
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