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Abstract
Background: most methods of uncertainty quantification for digital image correlation are orientated towards the research environment and it remains difficult to quantify all of the uncertainty introduced along the measurement chain in an industrial environment. This gap in capability can become critical when physical tests are required for certification purposes. Objective: To develop and demonstrate an uncertainty quantification method that was independent of a specific DIC system, easily integrated with the measurement workflow, applicable at the measurement location and capable of capturing the contributions from all sources of uncertainty. Methods: an elegant new method utilises the calibration target, commonly used with DIC systems to evaluate their intrinsic and extrinsic parameters, through reference measurements before and after relative motion between the measurement system and the object of interest. The method is described and demonstrated for quantifying the field of uncertainty associated with maps of displacement and deformation in a large-scale industrial component. Results: The fields of uncertainty associated with measurements, using stereoscopic DIC, of x-, y- and z- displacement components during a compression buckling test on an aircraft fuselage panel are presented. The derived uncertainty has independently been corroborated along one axis by moving a calibrated translation stage. Conclusions: A new method has been proposed that allows the quantification of the fields of uncertainty arising from all sources when DIC measurements are performed on a large-scale object of interest in an industrial environment. The method requires no additional equipment and can be readily included in the workflow of a measurement campaign.
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Introduction

In recent years, full-field optical methods for measuring shape, displacement and strain in components have gained in popularity in both research and industry as tools for design and development. Digital image correlation (DIC) has become ubiquitous because it requires only grey-scale images that can be acquired using relatively simple and low-cost equipment and it provides global distributions of the three-dimensional components of shape, displacements and deformation [1, 2]. DIC can be used to identify the location and amplitude of the maximum surface strain, to characterise crack growth behaviour and, via inverse analysis, to evaluate material properties for both elastic and plastic deformation as well as to understand the global behaviour of large structures.

However, the quantification of the uncertainty in DIC measurements is less advanced and less widely practised than the measurement technique. There is a considerable and evolving literature on the uncertainty in DIC measurements, including by Reu and his collaborators [e.g. 3, 4], Lavatelli et al. [5] and Thai et al. [6]. A number of different approaches have been investigated including noise floor determination, measurement of rigid body movements, error propagation and using physical reference materials [3]. However, most of these approaches are orientated towards the use of DIC in a research environment and it remains difficult to quantify all of the...
uncertainties introduced along the entire measurement chain, particularly when measurements in industrial environments are required. However, the need to quantify measurement uncertainty becomes greater in the industrial environment where physical tests are often conducted for certification purposes, or to provide data for the validation of computational models that are used to support decisions with socio-economic consequences. In these circumstances, a knowledge of the measurement uncertainties is required to assess the significance of differences between predictions and measurements [7, 8].

Outside of the controlled environment of a laboratory, the influence of conditions in an industrial environment, including the scale of the object of interest, the ambient lighting conditions and the difficulties associated with creating a suitable speckle pattern, poses a significant challenge to the quantification of the uncertainties in measurements of a real test object. In practice, these obstacles often lead to quantification of the uncertainties associated with a DIC system in the laboratory, for instance using a reference material to provide a continuous chain of comparison to a national standard [9, 10], which is assumed to be the minimum uncertainty achievable in measurements made in the industrial environment. This assumption leads to conservative judgments on the extent to which predictions represent a physical test and might result in additional costs when reliable predictions are unnecessarily rejected. Hence, a need was identified for a straightforward but reliable assessment of the uncertainty associated with measurements acquired using stereoscopic digital image correlation in an industrial environment. Based on advice from practitioners in industry, the aim was to develop a method with the following features: independence from specific DIC system or manufacturer; ease of integration with workflow in any measurement process; applicable at the measurement location; and capability to capture the contributions from all sources of uncertainty [11].

The method was developed in an international collaboration involving a DIC vendor, a major industrial user, two national laboratories and two university research groups. And, it is based on a series of measurements of the object of interest and the calibration target of the DIC system both before and after a relative rigid body motion between the measurement system and the object of interest. The method and its application to a 1 m² panel from the fuselage of an aircraft are described in the following sections. The output from the method are fields of uncertainty for the x-, y- and z-components of the coordinates. However, an uncertainty quantification should be performed in industrial environments with the DIC system located in front of the object of interest and set-up to acquire the desired measurements.

The objective of the uncertainty quantification is to capture the effects of error sources associated with the object of interest and the environmental conditions. In addition, some DIC systems may use a different correlation algorithm for determining the positions of the features in the target compared to the one used for correlation of the speckle pattern on an object surface; and this is also accounted for in the uncertainty quantification. The uncertainty quantification is performed by introducing a rigid body motion between the measurement system and the object of interest. This motion is the same for the entire region of interest and is compared to the motion evaluated by the measurement system to yield a field of deviations which are a direct measure of the deformation uncertainty. This could be achieved by acquiring images of the region of interest on the test object before and after introducing the relative rigid body motion between the measurement system and the object; and then, by correlating the images to obtain a field of values that can be compared to the applied relative motion, to obtain the field of deviations. However, this requires detailed information about the applied motion; and, since it is difficult to introduce a known rigid-body motion of the required accuracy, it is preferable to measure the applied rigid-body motion. This is done by fixing the reference target, Fig. 1, in the field of view of the measurement system in front of the object and acquiring images of it before and after applying the motion. Consequently, the uncertainty quantification consists of four measurement steps sandwiching a physical movement and followed by a correlation step, Fig. 2, namely:

A. Acquire images of the object of interest and use them to calculate the shape and position of the object;
B. Place the reference target in the field of view in front of the object of interest and acquire images;
C. Apply a rigid body motion to the measurement system. The amount and direction should be in the range of the expected deformation during the test;
D. Acquire images of the reference target in the field of view in front of the object;
E. Remove the reference target and acquire images of the object of interest and use them to calculate the shape and position of the object again;
F. Correlate images from B and D to determine the rigid-body motion relative to the reference target;
G. Transform the object coordinates from step A using the rigid-body motion from step F and compare with the object coordinates from step E.

Measurement Uncertainty Quantification

The calibration of a stereoscopic DIC system provides the projection parameters of the DIC system together with an estimate of the uncertainty associated with the reconstructed...
Steps A and E both generate fields of measurements with \(x\)-, \(y\)- and \(z\)- coordinates of the object of interest and the difference between them can be compared quantitatively with the measured value of the rigid body motion from step F to yield fields of deviation for each component of displacement that are a direct measure of the corresponding uncertainties. In order to avoid introducing errors, it is important no changes are made to the DIC system between steps A and B, that the location of the calibration target relative to the object of interest must not change between steps B and D, and that the DIC system and its location relative to the object of interest are not changed during steps D and E.

Application of Measurement Uncertainty Quantification

Set-up of Experiment

The use of the proposed method for quantifying the measurement uncertainty associated with using a stereoscopic DIC system was demonstrated during a measurement campaign conducted on a 1 m² piece of an Airbus A-340 fuselage shown in Fig. 3. The piece of fuselage consisted of the aircraft skin riveted to a framework of stringers and frames. The skin had transverse and longitudinal joints that were also riveted. The edges of the panel parallel to the frames (top and bottom in Fig. 3) were bonded into U-shaped channels, or potting boxes, in order to allow it to be loaded in compression in an Instron 1346 testing machine, as shown in Fig. 4. The two printed speckle patterns provided by Airbus and Dantec Dynamics were respectively pasted to the left and right halves of the outside face of the fuselage panel. The size of speckle in the two areas was 2–3 pixels and 3–5 pixels approximately for the Airbus and Dantec Dynamics patterns, respectively, and the morphology of the patterns was different as shown in Fig. 4.

A commercially available stereoscopic DIC system (Q-400, Dantec Dynamics GmbH) consisting of two cameras (Baumer VCXG-51 M) with 12 mm lenses (Schneider Kreuznach) and a LED light system was set up to view the outer surface of the panel as shown in Fig. 4. The stand-off distance of the DIC system from the panel was approximately 1.9 m with a distance of 0.64 m between the cameras giving a stereoscopic angle of about 18 degrees. The stereoscopic angle was smaller than the recommended value of 27 degrees [11] due to the constraints imposed by the pillars of the test machine which would otherwise obstruct the field of view.
Once the DIC system was set up to view the entire fuselage panel, a calibration was performed following the procedure described by the manufacturer and using a 50 × 50 cm calibration target with a chessboard pattern that had been engraved by a laser. The values of the calibration parameters are given in Table 1. The corners of the squares in the chessboard pattern formed the features used in the new method of uncertainty quantification. Their positions had been measured by an accredited laboratory with an uncertainty of 2.5 µm for the x- and y- directions, which defined the plane of the chessboard, and 5 µm for the z-direction, which was normal to the chessboard [12]. The size of these uncertainties is sufficiently small that they will not introduce a significant error into the method.

Image correlation of the speckle pattern was performed using a facet size of 23 × 23 pixels and a pitch of 17 pixels. No filters or smoothing were used in the calculations of shape and displacements. The results were presented in a Cartesian coordinate system with the x-axis along the front horizontal edge of the lower potting box, the xy-plane defined by a point on the front edge of the upper potting box, and the z-axis pointing from the lower potting box towards the DIC system.

**Determination of Measurement Uncertainty**

After performing the calibration process following the instructions provided by the vendor of the DIC system, a pair of stereoscopic images (image pair A) was captured of the object of interest in its unloaded state with the speckle pattern applied. Then, the reference target, which in this case was the vendor supplied calibration target, was introduced again directly in front of the fuselage panel, and fixed in position. A pair of stereoscopic images of the reference target (image pair B) were captured without adjusting the DIC system.

Subsequently, the DIC system was moved by a small amount to introduce a rigid body motion between the measurement system and the object of interest (step C) by moving its tripod perpendicular to and away from the fuselage panel. The rigid-body motion was perpendicular to the panel because the principal direction of deformation of the panel in the compression test was expected to be out-of-plane.

After moving the DIC system, a second pair of stereoscopic images (image pair D) were acquired of the reference target in its fixed position without adjusting the optical arrangement of the system. Finally, the reference target was removed from the field of view without disturbing anything else, a second pair of stereoscopic images of the fuselage panel (image pair E) were captured.
The applied rigid-body motion of the DIC system was calculated using the two sets of image pairs (B & D) of the reference target captured before and after the motion. Although the intention had been to move the DIC system in a direction perpendicular to the fuselage panel, the correlation of these image pairs revealed a translation of 4.53 mm in the x-direction (horizontal in-plane), 1.69 mm in the y-direction (vertical in-plane) and −2.71 mm in the z-direction (positive away from the panel) with a small rotation of 0.23 degrees around the z-axis. These movements are of approximately the same order of magnitude as the expected displacements and hence the in-plane translations should not influence the results because the principal contributions to the uncertainty are independent of the displacements.

The calculated rigid-body motion, based on image pairs B & D, was applied to the coordinates of the object of interest which defined its shape as calculated from image pair A. These translated coordinates of the panel were compared to its measured coordinates obtained from image pair E following the rigid-body motion of the DIC system. The deviation between the translated and measured coordinates are shown in Fig. 5 and describe the uncertainty of the measurement system set-up to perform the measurement campaign, including errors arising from the DIC system, speckle pattern on the panel and environmental influences, such as ambient lighting conditions. The same data is combined in Fig. 6 to show the magnitude of the deviations as a distance from the three-dimensional shape of the fuselage panel and also shown in Fig. 7 as a ‘box and whisker’ plot.

The three-dimensional presentation of the data in Figs. 5 and 6 allow an assessment to be made about whether any systematic error is present, which does not appear to be the case in this example. It should be noted that the elevated lines of data running parallel to the x-axis in these figures represent the potting boxes at the top and bottom of the fuselage panel. It is clear from Fig. 5 that the fields of deviations for the y- and z-displacements are larger (absolute means of 0.015 and 0.018 mm, respectively) than those for the x-displacement (absolute mean of 0.007 mm). This is likely due to the small stereo angle in the DIC system which was set up with the cameras on a common line approximately parallel to the x-axis. However, the distributions of deviations are clearer in the box and whisker plot where it can be seen that mean and median values for the x-, y- and z-directions are approximately the same in absolute terms although the x-values are the closest to zero. However, the scatter in the values for the z-displacement is substantially larger with an expanded uncertainty [13] (2{\sigma} = 42\mu m) four times larger than the corresponding intervals for the x- (2{\sigma} = 8\mu m) and y-displacements (2{\sigma} = 12\mu m). It is worth noting that the form of the fields of deviations in Fig. 5 is similar to effects caused by heat waves as observed by previous investigators, e.g. [14]; however, there is no evidence available from our experiment to corroborate this observation.

The measurement campaign on the fuselage panel was then conducted as part of the Horizon 2020 Clean Sky 2 project, MOTIVATE [15] and a video is available of the process of capturing the data as described above [16].

### Verification of Measurement Uncertainty

In order to verify the outcomes of the procedure described above, an alternative method was used to evaluate the measurement uncertainty using a speckled plate mounted on a single-axis motorised stage whose uncertainty of movement had been previously verified using an interferometer and found to be 8 \mu m over a travel of 50 mm with a systematic error of 0.2 \mu m/mm [12]. The motorised stage (PI 405. DGI, Physik Instrumente GmbH & Co. KG) was mounted in front of the fuselage panel with its direction of travel in the negative x-direction. The speckled plate of dimensions 115 × 115 mm was attached to the motorized stage with its plane parallel to the xy-plane and its speckled surface facing the DIC system, as shown in Fig. 8. The stage was moved in steps of 10 mm up to 40 mm in one direction followed by an additional 5 mm step in the same direction, before reversing the direction of motion applying 10 mm steps so that

### Table 1 Details of calibration

|              | Camera 1          | Camera 2          |
|--------------|-------------------|-------------------|
| Focal length | 3670.58           | 3675.94           |
| Principal Point (x, y) [px] | (1263.2, 1034.4) | (1219.9, 1019.0) |
| Radial Distortion k1 | 0.1031 | 0.1198 |
| Radial Distortion k2 | 0.0820 | 0.2370 |
| Tangential Distortion p1 | -0.00013 | -0.00021 |
| Tangential Distortion p2 | 0.00015 | -0.00004 |
| Rotation (x, y, z) [rad] | (1.9579, 1.9528, 0.3230) | (2.1210, 2.1468, -0.0023) |
| Translation (x, y, z) [mm] | (-191.22, 43.98, 1990.34) | (-168.29, 43.62, 2029.98) |
| Calibration residuum [px] | 0.05 |
| Calibration Target ID | 9923577541668913977-125993040-102-1171-verified | 102–1171 |
the steps in the two directions were interlaced, as shown in Fig. 9. At each step, three pairs of images were captured and the whole process was repeated four times so that a total of 12 image pairs were acquired at each position of the stage. In Fig. 9, an image is shown, collected at the farthest position, i.e. -45 mm from the starting position, together with the displacement measured from the starting position based on correlation of the images. The mean value of displacement for the plate obtained from the image correlation was subtracted from the known position of the stage to obtain a deviation based on each of the 12 image pairs for each position, i.e. 108 (= 12 repeats for 9 positions) values of deviation in total and these values are plotted in Fig. 10.

The standard deviation is about 4µm for each stage position in Fig. 10 which is of the same order as the standard deviation from the DIC measurements of the object. The data in Fig. 10 imply that the uncertainty for a 10 mm movement is about 0.18 µm/mm based on fitting a regression line to all of the data.

**Discussion**

A new method has been described for quantifying the uncertainty in measurements made with a digital image correlation system in an industrial environment. The main features of the method are that: it can be easily integrated in the workflow of a measurement campaign; no additional equipment is required; the uncertainties associated with the whole measurement process are captured, including those arising from the object of interest and environmental conditions; and it provides values for the uncertainty in the x-, y- and z-displacements independently and for the entire measured surface of the object. The new method is based on the known
geometric features in the calibration target used in the usual calibration of a DIC system to establish its projection parameters. A chain of traceability to the national standard for length can be established by measuring the position of the features in the calibration target using certified instrumentation; this is an essential feature when the intention is to establish the uncertainty in a set of measurements. The use of the calibration target also provides results that are independent of the object of the measurement campaign which provides a stronger basis for comparisons between datasets. In addition, the approach allows the full field of view to be considered rather than only the domain occupied by the test object. These factors will be important when more than one test object is to be measured and might not be positioned in precisely the same location in the field of view. Further, Reu [17] identified the importance of using a high-quality calibration target in order to reduce uncertainty in the projection parameters determined through the calibration process, and, hence, this approach will complement his recommendations.

Many investigations of errors in DIC measurements have used rigid-body motions [e.g. 18–21]; however, most of these investigations were laboratory-based and orientated towards enhancing knowledge of uncertainties and their sources. Whereas the method proposed here is designed to be implemented in an industrial environment and on a large scale, for example on full scale tests of aircraft structures [22], and to yield fields of uncertainties for the x-, y- and z-components of displacement measurements. Hence, the new method provides uncertainty values across the field of view of the DIC system rather than a single value for the whole field as in previous work based on reference materials [9, 10] or based on evaluating standard deviations or root mean square errors (RMSE) in measurements [e.g. 23, 24]. It incorporates error sources from the instrumentation, the environmental conditions and from the object of interest and its

Fig. 7  Box and whisker plot for the deviations in x-, y- and z-direction in millimetres including all of the measurement points of Fig. 5, showing the median (red line), mean (red cross), and intervals of 16–84 % (blue box) and 2–98 % (black error bars) of the distribution of deviations.

Fig. 8  Motorised stage and speckled plate set up for verification of the measurement uncertainty, placed in front of the aircraft panel.
The effect of the former has been investigated extensively [e.g. 3, 4] and the latter was modelled analytically and numerically by Lavatelli et al. [5], Su et al. [25] and experimentally by Badadani et al. [26] and Jee et al. [27]. While recently, Matthews et al. [28] have considered the influence of external or environmental factors on digital image correlation. However, the method presented above represents an attempt to capture the effect of all sources of uncertainty in measurements made in industrial environments using digital image correlation.

Developing an approach for use in industrial environments also motivated the choice of the calibration target rather than a ‘perfect’ speckled reference plate with a known minimum uncertainty that was substantially less than other sources of uncertainty. The design of such a speckled plate would be system dependent and necessitate its preparation for each test setup thus rendering it substantially less practical than a readily available calibration target. While in the demonstration a calibration target was employed which had been supplied with the DIC system by the vendor, any calibration target would suffice providing that the DIC software can determine the position of the features in the target. As this is a pre-requisite for every calibration target, it renders the approach independent of a particular calibration target. It is important that any errors in the feature positions of the calibration target are sufficiently small as to have an insignificant influence on the method; and, this was ensured in the demonstration by measuring the calibration target in an accredited laboratory which also provided traceability to the international standard for length. It is good practice to provide traceability and it will be a requirement for many measurement campaigns in industry, especially when the measurements are required to support regulatory cases.

The results from the application of the new method to a measurement campaign focussed on a 1 m² panel cut from an A-340 fuselage have been verified by comparison to those obtained using a single-axis motorised stage with a flat, speckled plate placed in the field of view of the DIC system. The results were found to be in good agreement. However, there are some restrictions associated with the new method, including that there is no relative movement between the measurement system and the object of interest other than the applied rigid body motion, and that the optical set-up of the measurement system is not altered throughout the process. If these restrictions are not fulfilled then an offset might be introduced into the measured uncertainties.
Conclusions

A new method has been proposed that allows the quantification of the uncertainty arising from all sources when DIC measurements are to be performed on a large-scale object of interest in an industrial environment. The method requires no additional equipment and can be readily included in the workflow of a measurement campaign. The method uses the calibration target employed in the usual calibration of a DIC system which provides traceability to the national standard for length, independence from the object of interest and uncertainty for the full field of view. The method has been demonstrated as part of the measurement campaign on a 1 m² panel from an aircraft fuselage set up for a compression buckling test and yielded fields of deviations that characterised the uncertainties in the x-, y- and z-components of displacement measured over the entire surface of the panel.
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