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Abstract

In the domain of computer vision, human pose estimation is becoming increasingly significant. It's one of the most compelling areas of research, and it's gaining a lot of interest due to its usefulness and flexibility in a variety of fields, including healthcare, gaming, augmented reality, virtual trainings and sports. Human pose estimation has opened a door of opportunities. This paper proposes a model for estimation and classification of karate poses which can be used in virtual karate posture correction and trainings. A pretrained model, PoseNet has been used for pose estimation using the results of which the angles between specific joints are calculated and fed into a K-Nearest Neighbors Classifier to classify the poses. The results obtained show that the model achieves an accuracy of 98.75%.
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1. Introduction

Karate is a martial art that requires persistent practice to master. To carry out proper and successful training on a regular basis, one must have a thorough understanding of the training. Beginner training is especially important and without proper guidance and practice, perfection would be difficult to achieve. It is possible to train by referring to video tutorials and other materials, but it is challenging for them to assess the correctness of a particular pose. Getting each posture and movement correct is necessary as precision is the key in karate. It is critical to have a skilled trainer and a karate school, also called dojo to develop karate skills. However, once a karateka is familiarized with the fundamentals, it's just as crucial to continue practicing the techniques outside of the dojo. With the advancement in technology especially in the field of artificial intelligence, training without a trainer has
become a reality. Today there are models that can detect human poses without the use of specialized cameras or gadgets. These models can detect human poses that are captured through a webcam. PoseNet, BlazePose and OpenPose are few of the existing pretrained human pose estimation models.

Human Pose Estimation is a method of recognizing and classifying the joints of a human body. It allows us to capture a set of coordinates for each joint of the human body, known as keypoints, which can be used to define a person's pose. These points are then used to create a skeleton-like depiction of a human body, which can further be processed for task-specific applications. Unlike Microsoft Kinect, they do not require the users to wear body markers. Instead, anybody with an ordinary webcam and an internet connection can use them. Most of the existing algorithms for human pose estimation are designed for two dimensional images. This, along with variable lighting and camera configurations, is one of the challenges of these models. Human pose estimation can be used in karate as well to build models that can judge if a posture of a karateka is correct or not. In this paper, our aim is to introduce a model that karatekas can easily use to practice karate stances right at the comfort of their homes. PoseNet is used for real-time karate pose estimation in a browser. The user needs to stand in front of their webcam and imitate a karate stance. The webcam captures 17 keypoints of the user’s body and classifies the pose, following which the accuracy of the user’s pose as compared to the correct pose is displayed.

The remainder of this paper is split into four sections. Section II contains the literature review. Section III elaborates the proposed model and Section IV contains the analysis of the results obtained. The conclusion and future scope are discussed in Section V.

2. Literature Review

Although many works based on human pose estimation have been carried out, there are no published works in the field of karate. Most of them are designed for yoga, healthcare and fitness.

Elmoogy et al. [1] used ResNet50 and ridge regression to create single image indoor localization systems and for outdoor scenes, three fully connected layers were used on top of pretrained ResNet50 features. Down-sampling these features using principal component analysis saved storage space and training time. Chua et al. [2] proposed a model for in-home rehabilitation telehealth service using a PoseNet-based system. The angles and the Euclidean
distances between different body parts were calculated to analyse the correctness of a pose. The same approach was used in another work based on the OpenPose model [3]. These models are said to perform well and detect all movements of a subject. In another work for fitness training[4], COCO model and MPII model were used for pose estimation and training was performed using Deep learning and Convolutional Neural Network. The angles between keypoints were calculated for better accuracy. Graphs were plotted on the basis of the angles of different joints and their movements to make comparisons between the ideal athlete’s graph and the user’s graph. Yamao et al. [5] implemented a model on Raspberry Pi using the PoseNet model for pose estimation in the field of sports. The keypoints of a user are compared with the ideal keypoints registered beforehand to get the accuracy of the user’s pose. Experiments conducted to validate the proposed system shows that the model is effective. OpenPose was used in another work [6] in the field of telerehabilitation for detecting body vertices in key frames and in order to judge the correctness of a pose, a novel vertex tracking algorithm was used. A precision camera system was employed, comprising of two cameras precisely positioned in the frontal and lateral directions with the help of a laser cross. They synchronized and aligned the two camera frames in order to independently apply the OpenPose algorithm to each of the two channels and measure movement from two varying body projections. In another work for self-practice yoga [7], the OpenPose model was used to extract the skeleton structure of a pose. The angles between selected keypoints and the difference between the user’s vector and the ideal instructor’ vector was calculated based on the centre points. The experimental results show that the model was able to detect posture differences between the instructor and the user effectively.

Chaudhari et al. [8] used convolutional neural networks and a human joints localization model for yoga pose identification. It was followed by a process for identifying faults in the pose. This model was found to be 95% accurate. Using OpenPose and FCN, Yan et al. [9] presented an effective method for real-time continuous human rehabilitative action recognition. To monitor human targets and generate 2D poses action sequences from RGB videos, the proposed method first blends OpenPose with a Kalman filter. Then, by sliding the window, the segmented action sequence is extracted from each frame of the human skeleton and the rectangular coordinates are transformed to relative coordinates. To extract spatial-temporal properties and identify activities, a 1D fully convolutional network was created. The experimental results indicate that the model achieved an accuracy rate of 85.6% and can identify continuous rehabilitation actions.
Flores et al. [10] proposed a model for fitness training that skeletonizes the user’s video recorded through a smartphone camera and further extracts the angle between specific joints which are then fed to a Fuzzy Inference System to classify workout performance and to identify whether it is likely to cause harm and how to improve. The model gave a training and testing accuracy of 80.42% and 71.67% respectively. Agrawal et al. [11] created a dataset of 5500 images of ten different yoga poses and used TensorFlow pose estimation algorithm to draw the skeletons. Further 12 different angles were calculated and fed into different machine learning algorithms namely Logistic Regression, KNN, Naïve Bayes, SVM, Random Forest and Decision Tree. The results show that the Random Forest Classifier achieved the highest accuracy of 99.04%. In another work for yoga pose classification [12], OpenPose model was used for pose estimation. Pose classification was done using a deep learning model that comprised of time-distributed Convolutional Neural Network, Long Short-Term Memory, and SoftMax regression. This model can classify 6 different yoga poses and achieved an accuracy of 99.91%.

3. Proposed System

The main focus of this paper is to make karate practicing easy for beginners. The objective is to capture the pose of a user through an easily accessible device and judge the correctness of the pose.

![Figure 1. Keypoints of PoseNet model](image)

PoseNet is a deep learning TensorFlow model that can detect various human body parts such as eyes, shoulders, wrist, knees, ankles, elbows, etc. It supports real-time pose estimation in the browser for both single person as well as multiple persons. PoseNet is a
two-dimensional pose estimation model which returns a set of coordinates as well as a confidence score for each of the joints of a human body. These coordinates are called keypoints and it forms a skeleton structure of a pose by joining these points, depicted in Fig. 1. A confidence score defines the overall degree of confidence in estimating a pose and keypoints have x and y coordinate values as well as an associated keypoint confidence score. PoseNet can detect 17 keypoints in total for various body parts as shown in Table 1. Because the model was trained using full-size human images, it works well when the user provides full-size human input.

In this model, PoseNet is used to detect the keypoints of a human pose, calculated eight different angles between body joints and further used KNN classifier to classify these poses. Transfer learning is used to re-train the PoseNet model and make it effective for karate poses. Transfer learning allows us to use the output of a pretrained model as inputs to another model and is trained to recognize new features or poses, as in our case.
To create the dataset, karate poses demonstrated by authorized karate trainers were captured using an ordinary webcam. The keypoints of each pose returned by the PoseNet model was stored in a JSON file. The dataset contains 100 samples each of four different karate stances namely Heiko Dachi, Zenkutsu Dachi, Shiko Dachi and Neko-Ashi Dachi. The total number of samples in the dataset is 400 out of which 80% data was used for training and the rest 20% was used for testing. The keypoints detected by the PoseNet model are used to compute angles between different joints. Based on these angles, a karate pose will be classified.

In order to classify the poses, K Nearest Neighbors classifier was used. It is one of the most basic and widely used classification algorithms, in which a new data is classified based on the similarity measure of the earlier stored data points and is effective on small datasets. KNN works by calculating the Euclidean distances between a given data point and all the other examples in the data, then selecting k number of examples closest to the that data point and voting for the most recurring label.

The calculated angles were fed as input to the KNN Classifier. Fig. 2 shows the architecture of the proposed model. The model was trained and deployed using ml5 library for JavaScript which is built on top of tensorflow.js.

![Figure 2. Block Diagram of Proposed Model](image)

**Figure 2.** Block Diagram of Proposed Model

### 4. Results

For KNN classification, setting the value of k as 17 gave the highest accuracy of 98.75% on the testing data. Fig. 3 shows the confusion matrix obtained after classification on the testing dataset. Out of 80 samples, only 1 sample was incorrectly predicted. This indicates that our transfer learning model performs well.
**Figure 3.** Confusion Matrix for KNN classification (k=17)

**Figure 4.** GUI where the correct karate stance is displayed

**Figure 5.** Trainee’s stance where accuracy is 100%
Figure 6. Trainee’s stance where accuracy is 94%

Figure 7. Incorrect stance of a trainee

A graphical user interface (GUI) was developed to make it easier for the user to interact with the model. The user needs to choose one out of the four karate stances of the trainer to practice (Fig. 4) and once the PoseNet model is loaded, the user will imitate that stance. The keypoints of the user’s pose are captured via the webcam using PoseNet model. The angles between specific body parts are calculated and these angles are fed as input to the KNN classifier to classify the pose. The label of the stance selected by the user to practice is compared with the predicted label returned by the classifier. The results are then displayed to the user. The percentage of accuracy is displayed if the pose accuracy is above 90% (Fig. 5 and Fig. 6), otherwise the pose is judged as incorrect (Fig. 7).
5. Conclusion and Future Scope

This paper presents a PoseNet based karate pose estimation and classification model. It is useful for karate practitioners, especially for beginners to learn and practice karate poses outside their dojos. The model will help them to correct their postures which is very significant in karate. The proposed system is able to effectively detect four different karate stances with an accuracy of 98.75%.

In the future, the model can be trained better with more data and will be more accurate if three-dimensional pose estimation models are used. Audio comments can be added so that the user does not have to look at the screen each time to check if the pose imitated is correct or not.
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