Soliton resolution for the complex short pulse equation with weighted Sobolev initial data
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Abstract

We employ the $\bar{\partial}$-steepest descent method in order to investigate the Cauchy problem of the complex short pulse (CSP) equation with initial conditions in weighted Sobolev space $H^{1,1}(\mathbb{R}) = \{ f \in L^2(\mathbb{R}) : f', xf \in L^2(\mathbb{R}) \}$. The long time asymptotic behavior of the solution $u(x, t)$ is derived in a fixed space-time cone $S(x_1, x_2, v_1, v_2) = \{(x, t) \in \mathbb{R}^2 : y = y_0 + vt, y_0 \in [y_1, y_2], v \in [v_1, v_2]\}$. Based on the resulting asymptotic behavior, we prove the solution resolution conjecture of the CSP equation which includes the soliton term confirmed by $N(I)$-soliton on discrete spectrum and the $t^{-\frac{1}{2}}$ order term on continuous spectrum with residual error up to $O(t^{-1})$.
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1. Introduction

In nonlinear optics, the well-known nonlinear Schrödinger (NLS) equation can be used to model the pulse propagation in optical fibers\cite{1}. It is effective that the NLS equation is used to approximate the Maxwell’s equations \cite{2} as the amplitude changes slowly. Therefore, more attention is paid to the research of NLS-type equations \cite{3}-\cite{6}. However, when the pulse becomes shorter, i.e., the width of optical pulse in the order of femtosecond($10^{-15}$s), it is not suitable to use the NLS equation continuously for describing the optical pulse propagation \cite{7}. In 2004, Schäfer and Wayne proposed the short pulse (SP) equation \cite{8}

\[ q_{xt}(x, t) = q(x, t) + \frac{1}{6}(q^3(x, t))_{xx}, \tag{1.1} \]

which can be used to describe the ultra-short optical pulse and approximate the corresponding solution of the Maxwell’s equations more effectively. More importantly, the SP equation \eqref{1.1} can be viewed as the short-wave limit of the modified Camassa-Holm (CH) equation \cite{9}-\cite{10}

\[ m_t + \left( (u^2 - u_x^2) m \right)_x + 2u_x = 0, \tag{1.2} \]

That means the SP equation can be transformed into mCH equation via applying a transformation. Since the CH equation and modified CH equation have rich mathematical structure and properties \cite{11}-\cite{15}, it is meaningful to study the SP equation \eqref{1.1}. Regrettably, it is noted that $q(x, t)$ is a real-valued function in Eq.\eqref{1.1} which implies that the one-soliton solution of the SP equation \eqref{1.1} possesses no physical interpretation although the SP equation \eqref{1.1} is derived from the physical background \cite{16, 17}. In order to study the solution of SP equation in the actual physical context, Feng proposed the so-called complex short pulse equation (CSP) equation \cite{18}

\[ u_{xt} + u + \frac{1}{2}(|u|^2u)_x = 0, \tag{1.3} \]

where $u(x, t)$ is a complex-valued function in 2015. It is worth noting that amplitude and phase can be described by using the complex-valued function. Thus, it is more effective to use CSP equation to describe the ultra-short optical pulse propagation in optical fibers. Moreover, like SP equation \cite{19}, the CSP equation \eqref{1.3} also admits a Wadati-Konno-Ichikawa (WKI)-type Lax pair \cite{18, 20}. Then, lots of work for the CSP equation \eqref{1.3} have been done. For example, via applying Hirota method and Darboux transformation method, the soliton solution, multi-breather and higher-order rogue wave solution of the CSP equation \eqref{1.3} are reported \cite{18, 21}. Moreover, the
conservation laws of the CSP equation (1.3) have been studied in [22]. From Lax pair representation (2.1), the following formula can be obtained by employing the transformation \( \Gamma = \psi_2 \psi_1^{-1} \), i.e.,

\[
2zu_x \Gamma = zu_x^e - u_x (u_x^{-1} \cdot u_x \Gamma)_x - z(u_x \Gamma)^2.
\]

Expanding \( u_x \Gamma \) as follows

\[
u_x \Gamma = \sum_{n=1}^{\infty} F_n z^{-n},
\]

and substituting it into Eq. (1.4), it is easy to derive that \( F_n \) satisfies the following recurrence relation

\[
2F_n = u_x u_x^e \delta_{n,0} - u_x (u_x^{-1} F_{n-1})_x - \sum_{\ell=0}^{n} F_\ell F_{n-\ell}.
\]

The conserved density turns out to be

\[
F_0 = -1 + \sqrt{1 + |u_x|^2}, \quad F_1 = -\frac{u_x u_x^{-1} (-1 + \sqrt{1 + |u_x|^2})}{2 \sqrt{1 + |u_x|^2}} - \frac{u_x^e u_{xx} + u_x u_{xx}^e}{4(1 + |u_x|^2)},
\]

\[
F_2 = -\frac{u_x u_x^{-1} F_1 - F_{1,x} - F_1^2}{2 \sqrt{1 + |u_x|^2}}, \ldots.
\]

Then the conserved quantities can be expressed as

\[
I_0 = \int_{-\infty}^{+\infty} \left( -1 + \sqrt{1 + |u_x(x,t)|^2} \right) dx,
\]

\[
I_1 = \int_{-\infty}^{+\infty} \left( -\frac{u_x u_x^{-1} (-1 + \sqrt{1 + |u_x|^2})}{2 \sqrt{1 + |u_x|^2}} - \frac{u_x^e u_{xx} + u_x u_{xx}^e}{4(1 + |u_x|^2)} \right) dx,
\]

\[
I_2 = \int_{-\infty}^{+\infty} \left( -\frac{u_x u_x^{-1} F_1 - F_{1,x} - F_1^2}{2 \sqrt{1 + |u_x|^2}} \right) dx, \ldots.
\]

In addition, applying the nonlinear steepest descent method of Defit and Zhou, Xu and Fan [23] shows the long time asymptotic behavior of the CSP equation (1.3) with residual error up to \( O\left( \log t \right) \).

In this work, we employ \( \bar{\phi} \)-steepest descent method to investigate the soliton resolution for the CSP equation with the initial value condition

\[
u(x, 0) = u_0(x) \in H^{1,1}(\mathbb{R}), \quad (1.5)
\]

where

\[
H^{1,1}(\mathbb{R}) = \{ f \in L^2(\mathbb{R}) : f', xf \in L^2(\mathbb{R}) \}. \quad (1.6)
\]
It is interesting that compared with the result reported in \[23\], our work has a more obvious advantage in the research of long time asymptotic behavior for the CSP equation \(1.3\). The accuracy of our asymptotic result can reach \(O(t^{-1})\), which cannot be achieved in the previous work \[23\].

Since Manakov first paid attention to the long time asymptotic behavior of nonlinear evolution equations \[24\], the research of it has been widely concerned. In 1976, Zakharov and Manakov derived the long time asymptotic solutions of NLS equation with decaying initial value \[25\]. In 1993, Deift and Zhou developed a nonlinear steepest descent method which can be used to systematically study the long time asymptotic behavior of nonlinear evolution equations \[26\]. After years of unremitting research by scholars, the nonlinear steepest descent method has been improved. An example is that when the initial value is smooth and decay fast enough, the error term is \(O(\log t)\) which is shown in \[27, 28\]. And the work \[29\] shows that the error term is \(O(t^{-1/2 + \eta})\) for any \(0 < \eta < \frac{1}{4}\) when the initial value belongs to the weighted Sobolev space \(1.6\).

In recent years, combining steepest descent with \(\bar{\partial}\)-problem, McLaughlin and Miller \[30, 31\], developed a \(\bar{\partial}\)-steepest descent method to study the asymptotic of orthogonal polynomials. Then, this method was successfully used to investigate defocusing NLS equation with finite mass initial data \[32\] and with finite density initial data \[33\]. It should be pointed out that different from the nonlinear steepest descent method, the delicate estimates involving \(L^p\) estimates of Cauchy projection operators can be avoided by using \(\bar{\partial}\)-steepest descent method. Also, the work in \[32\] shows that the error term is \(O(t^{-3/4})\) when the initial value belongs to the weighted Sobolev space \(1.6\). Therefore, a series of great work has been done by applying \(\bar{\partial}\)-steepest descent method \[34\]-\[39\].

In \[37\], Yang and Fan give the long time asymptotic behavior of the solution \(q(x,t)\) of the SP equation \(1.1\) via applying the \(\bar{\partial}\)-steepest descent method. In this work, we extend above results to derive the long time asymptotic behavior of the solution \(u(x,t)\) of the CSP equation \(1.3\). It is worth noting that there are some differences from that on SP equation \(1.1\) which is shown in the following four aspects.

(I) When we construct the Riemann-Hilbert problem (RHP) corresponding to the initial value problem for the CSP equation \(1.3\), an improved transformation need to be introduced to guarantee that the eigenfunctions tend to the identity matrix as the spectral parameter \(z \to \infty\). An obvious result is that there exists an exponential term in the solution \(u(x,t)\) which is shown in \(3.8\).

(II) Compared with the case in SP equation, the symmetry condition, i.e.,

\[ M(x,t,-z) = \sigma_2 M(x,t,z)\sigma_2, \]

\[\text{where } \sigma_2 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.\]
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does not exist when we construct the RHP corresponding to the CSP equation (1.3).

(III) Since the symmetry condition (1.7) does not exist, it is necessary to analyze the local model problem around the phase points $z = \pm z_0$ respectively, see subsection 7.2. Also due to this reason, the final results we have obtained in this work is essentially different from the case for the SP equation.

(IV) Due to the difference between the Lax pair of the CSP equation and SP equation, $\theta(z)$, which is defined in section 4, is different from the case for the SP equation which will have influence on the analysis of the $\tilde{\partial}$-RH problem for $M^3(z)$ which is defined in (6.1). We need to take some different scaling techniques to investigate the estimates of $M^3$, see section 8.

**Our main result and remark of the soliton resolution conjecture for the CSP equation (1.3) are given as follows.**

**Theorem 1.1.** Suppose that the initial values $u_0(x)$ satisfy the Assumption (3.1) and $u_0(x) \in H^{1,1}(\mathbb{R})$. Let $u(x, t)$ be the solution of CSP equation (1.3). The scattering data is denoted as \{r, [z_1, c_1]_{i=1}^N\} which generated from the initial values $u_0(x)$. For fixed $y_1, y_2, v_1, v_2 \in \mathbb{R}$ with $x_1 < x_2, v_1 < v_2 \in \mathbb{R}_+,$ and $I = \{z : -\frac{1}{4\pi} < |z| < -\frac{1}{4\pi^2}, z_0^2 = \frac{1}{2}\}$, then as $t \to \infty$ and $(y, t) \in S(y_1, y_2, v_1, v_2)$ which is defined in (7.13), the solution $u(x, t)$ can be expressed as

$$u(x, t)e^{-2i} = u(y(x, t), t)e^{-2i} = u_{so}(y(x, t), t; \sigma_0(I))T^2(0)(1 + T_1) - it^{-\frac{1}{2}}f_{12}^+ + O(t^{-1}),$$

$$y(x, t) = x - c_+(x, t, \sigma_0(I)) - iT_1^{-1} - it^{-\frac{1}{2}}f_{11}^+ + O(t^{-1}).$$

Here, $u_{so}(x, t; \sigma_0(I))$ is the NI soliton solution, $T(z)$ is defined in (4.6), and

$$f_{12}^+ = \frac{1}{i \sqrt{\sigma_0}}[M^{out}(0)^{-1}(M^{out}(z_0)^{-1}M^{pc, \pm}(z_0)M^{out}(z_0)$$

$$+ M^{out}(-z_0)^{-1}M^{pc, \pm}(-z_0)M^{out}(-z_0))M^{out}(0)]_{12},$$

$$f_{11}^+ = \frac{1}{i \sqrt{\sigma_0}}[M^{out}(0)^{-1}(M^{out}(z_0)^{-1}M^{pc, \pm}(z_0)M^{out}(z_0)$$

$$+ M^{out}(-z_0)^{-1}M^{pc, \pm}(-z_0)M^{out}(-z_0))M^{out}(0)]_{11}.$$ 

**Remark 1.2.** Theorem (1.1) need the condition $u_0(x) \in H^{1,1}(\mathbb{R})$ so that the inverse scattering transform possess well mapping properties. Also the condition $u_0(x) \in H^{1,1}(\mathbb{R})$ guarantees that there exists no discrete spectrum on the real axis. It is noted
that the asymptotic results only depend on the $H^1(\mathbb{R})$ norm of $r$, therefore, for any $u_0(x) \in H^{1,1}(\mathbb{R})$ admitting the Assumption (3.1), the process of the large-time analysis and calculations shown in this work is unchanged.

**Organization of the rest of the work**

In section 2, based on the Lax pair of the CSP equation, we introduce two kinds of eigenfunctions to deal with the spectral singularity. Also, the analytical, symmetries and asymptotic properties are analyzed. In section 3, using similar ideas to [23], the RHP for $M(z)$ is constructed for the CSP equation with initial problem. In section 4, in order to obtain a new RHP for $M^{(1)}(z)$ that its jump matrix can be decomposed into two triangle matrices near the phase point $z = \pm z_0$, we introduce the matrix function $T(z)$ to define the new RHP. In section 5, we make the continuous extension of the jump matrix off the real axis by introducing a matrix function $R(z)$ and get a mixed $\bar{\partial}$-Riemann-Hilbert(RH) problem. In section 6, we decompose the mixed $\bar{\partial}$-RH problem into two parts which are a model RH problem with $\bar{\partial}R^{(2)} = 0$ and a pure $\bar{\partial}$-RH problem with $\bar{\partial}R^{(2)} \neq 0$, respectively, i.e., $M^{(2)}_{\text{RHP}}$ and $M^{(3)}$. In section 7, we solve the model RH problem $M^{(2)}_{\text{RHP}}$ via an outer model $M^{(out)}(z)$ for the soliton part and inner model $M^{(z_0)}(z)$ near the phase point $\pm z_0$ which can be solved by matching parabolic cylinder model problem respectively. Also, the error function $E(z)$ with a small-norm RH problem is obtained. In section 8, the pure $\bar{\partial}$-RH problem for $M^{(3)}$ is studied. Finally, in section 9, we obtain the soliton resolution and long time asymptotic behavior of the CSP equation.

2. The spectral analysis of CSP equation

In order to study the soliton resolution of the initial value problem (IVP) for the CSP equation via applying $\bar{\partial}$-steepest descent method, we first construct a RHP based on the Lax pair of the CSP equation. The WKI-type Lax pair of the CSP equation reads

$$\psi_x(x,t,z) = U(x,t,z)\psi(x,t,z), \quad \psi_t(x,t,z) = V(x,t,z)\psi(x,t,z), \quad (2.1)$$

where

$$U(x,t,z) = izU_1 = iz(\sigma_3 + U_0),$$

$$V(x,t,z) = -\frac{iz}{2} |u|^2 U_1 - \frac{1}{4iz} \sigma_3 + \frac{1}{2} V_0,$$

with

$$U_0 = \begin{pmatrix} 0 & u \\ u^* & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad V_0 = \begin{pmatrix} 0 & u \\ -u^* & 0 \end{pmatrix}.$$
The $u^*$ refers to the conjugate of the complex potential function $u$.

Generally, when we deal with the IVP of integrable equations, we just employ the $x$-part of the Lax pair base on the inverse scattering transform method. The $t$-part of Lax pair is used to control the time evolution of the scattering data. However, the Lax pair (2.1) of the CSP equation possesses two singularities, i.e., $z = 0$ and $z = \infty$. Consequently, in order to recover the potential function $u(x, t)$, the $t$-part of Lax pair and the expansion of the eigenfunction as spectral parameter $z \to 0$. Therefore, we deal with the two singularities at $z = 0$ and $z = \infty$ applying two different transformations in the following analysis.

2.1. The case of singularity at $z=0$

We first introduce a transformation
\[
\psi(x, t; z) = \mu^0(x, t; z)e^{i(\chi x + \frac{t}{2}\phi z)},
\]
then, an equivalent Lax pair can be derived as
\[
\begin{align*}
\mu^0_x - iz[\sigma_3, \mu^0] &= U_2 \mu^0, \\
\mu^0_t - \frac{i}{4z}[\sigma_3, \mu^0] &= V_2 \mu^0,
\end{align*}
\]
where
\[
U_2 = izU_{0x}, \quad V_2 = -\frac{iz}{2}[\mu^0]_2 U_1 + \frac{1}{2} V_0,
\]
and $\mu^0 = \mu^0(x, t; z)$. Additionally, $[A, B]$ means $AB - BA$ where $A$ and $B$ are $2 \times 2$ matrices. The Lax pair (2.3) can be written in full derivative form
\[
d(e^{-t[x(t)\phi z]} \mu^0) = e^{-t[x(t)\phi z]} (U_2 dx + V_2 dt) \mu^0,
\]
where $e^{\psi A} = e^{\sigma_3 A} e^{-\psi_3}$. By selecting two special integration paths i.e., $(-\infty, t) \to (x, t)$ and $(+\infty, t) \to (x, t)$, on Eq. (2.4), we define two eigenfunction $\mu^0_\pm(x, t; z)$ which can be derived as the following Volterra type integrals
\[
\begin{align*}
\mu^0_-(x, t; z) &= I + \int_{-\infty}^{x} e^{i(x-y)\phi z} U_2(y, t; z) \mu^0(y, t; z) dy, \\
\mu^0_+(x, t; z) &= I - \int_{+\infty}^{x} e^{i(x-y)\phi z} U_2(y, t; z) \mu^0(y, t; z) dy.
\end{align*}
\]
Then we can derive the analytic property and asymptotic property of $\mu^0_\pm(x, t; z)$.

**Proposition 2.1.** The properties of $\mu^0_\pm(x, t; z)$:

- (Analytic property) It is assumed that $u(x) - u_0 \in H^{1,1}(\mathbb{R})$. Then, $\mu^0_{-1, \pm}, \mu^0_{+1, \pm}$ are analytic in $C_-$ and $\mu^0_{-2, \pm}, \mu^0_{+2, \pm}$ are analytic in $C_+$. The $\mu^0_{\pm,j}(j = 1, 2)$ mean the $j$-th column of $\mu^0_{\pm}$.
• (Asymptotic property) The function $\mu_0^0(x, t; z)$ admit the following asymptotic expansions as $z \to 0,$

$$
\mu_0^0(x, t; z) = 1 + \begin{pmatrix} 0 & it(x, t) \\ it(x, t) & 0 \end{pmatrix} z + O(z^2),
$$

(2.6)

2.2. The case of singularity at $z = \infty$

Considering the singularity at $z = \infty$, we need to control the asymptotic behavior of eigenfunctions as $z \to \infty$. Thus, following the idea in [23], we introduce the transformation

$$
\psi(x, t; z) = G(x, t)\phi e^{izp(x, t, z)}\sigma_3,
$$

(2.7)

where

$$
G(x, t) = \frac{\sqrt{m(x, t) + 1}}{2\sqrt{m(x, t)}}, \quad m(x, t) = 1 + |u_1|^2,
$$

and the derivative of function $p(x, t; z)$ with respect to $x$ and $t$ can be derived as

$$
p_x(x, t; z) = \sqrt{m(x, t)}, \quad p_t(x, t; z) = -\frac{1}{2} |u(x, t)|^2 \sqrt{m(x, t)} + \frac{1}{4z^2}.
$$

(2.8)

Also the equivalent Lax pair of $\psi(x, t; z)$ (2.1) is transformed into

$$
\phi_x - izp_x[\sigma_3, \phi] = U_3\phi,
$$

$$
\phi_t - izp_t[\sigma_3, \phi] = V_3\phi,
$$

(2.9)

where

$$
U_3 = \begin{pmatrix}
\frac{u_1u_2^* - u_1^*u_2}{4\sqrt{m(m+1)}} & \frac{\sqrt{m-1}u_1^*u_2^* - (\sqrt{m+1})u_1u_2'}{4\sqrt{m}\sqrt{m+1}} \\
\frac{\sqrt{m+1}u_1u_2' - (\sqrt{m-1})u_1^*u_2^*}{4\sqrt{m}\sqrt{m+1}} & \frac{u_1^*u_2' - u_1u_2}{4\sqrt{m}}
\end{pmatrix},
$$

$$
V_3 = \begin{pmatrix}
0 & u_1 \\
u_1 & 0
\end{pmatrix} + \frac{1}{4iz} \sigma_3
$$

$$
- \frac{1}{4iz} \begin{pmatrix}
u_1^*u_2 - uu_2' \\
u_1u_2' - uu_2^*
\end{pmatrix} + \frac{1}{4iz} \sigma_3
$$

- \frac{1}{4iz} \begin{pmatrix}
u_1^*u_2 - uu_2' \\
u_1u_2' - uu_2^*
\end{pmatrix} - \frac{1}{4iz} \begin{pmatrix}
u_1^*u_2 - uu_2' \\
u_1u_2' - uu_2^*
\end{pmatrix}.
$$
Based on the Lax pair \((2.9)\), it is not hard to verify that the solutions of spectral problem do not approximate the identity matrix as \(z \to \infty\) which will cause difficulties in constructing RHP. Therefore, we need to introduce an improved transformation

\[
\psi(x, t; z) = G(x, t) e^{d \cdot \dot{x}} \mu(x, t; z) e^{-d \cdot \sigma} e^{izp(x, t; z)\sigma},
\]

where

\[
d_+ = \int_{-\infty}^{x} \frac{u_x u_x^* - u_x^* u_x}{4 \sqrt{m} (\sqrt{m} + 1)} (s, t) ds,
\]

\[
d_- = \int_{x}^{\infty} \frac{u_x u_x^* - u_x^* u_x}{4 \sqrt{m} (\sqrt{m} + 1)} (s, t) ds,
\]

\[
d = d_+ + d_- = \int_{-\infty}^{\infty} \frac{u_x u_x^* - u_x^* u_x}{4 \sqrt{m} (\sqrt{m} + 1)} (s, t) ds.
\]

Then, the equivalent Lax pair of \(\psi(x, t; z)\) \((2.1)\) can be written as

\[
\mu_x - izp_x \{\sigma_3, \mu\} = e^{-d \cdot \dot{x}} U_4 \mu,
\]

\[
\mu_t - izp_t \{\sigma_3, \mu\} = e^{-d \cdot \dot{x}} V_4 \mu,
\]

where

\[
U_4 = - \begin{pmatrix} 0 & (\sqrt{m} - 1)u_x u_x^* - (\sqrt{m} + 1)u_x^* u_x \\ (\sqrt{m} + 1)u_x u_x^* - (\sqrt{m} - 1)u_x^* u_x & 0 \end{pmatrix},
\]

\[
V_4 = - \frac{1}{4iz} \begin{pmatrix} 1 & 0 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} u_x & 0 \\ 0 & -u_x \end{pmatrix} + \frac{1}{4iz} \begin{pmatrix} 0 & u_x^* \\ -u_x & 0 \end{pmatrix}.
\]

Furthermore, Eq\((2.11)\) can be written in full derivative form

\[
d(e^{-izp(x, t; z)\dot{x}} \mu) = e^{-izp(x, t; z)\dot{x}} (U_4 d x + V_4 d t) \mu,
\]

from which we can derive two Volterra type integrals

\[
\mu_-(x, t; z) = I + \int_{-\infty}^{x} e^{izp(x, t; z)\sigma} e^{-d \cdot \dot{x}} U_4 (s, t; z) \mu_-(s, t; z) ds,
\]

\[
\mu_+(x, t; z) = I - \int_{x}^{\infty} e^{izp(x, t; z)\sigma} e^{-d \cdot \dot{x}} U_4 (y, t; z) \mu_+(y, t; z) ds.
\]

Based on the definition of \(\mu(x, t; z)\) and the above integrals \((2.13)\), we can derive the properties of \(\mu(x, t; z)\) including analytic, symmetry and asymptotic behavior properties.

**Proposition 2.2.** The properties of \(\mu(x, t; z)\):
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• (Analytic property) It is assumed that $u(x) - u_0 \in H^{1,1}(\mathbb{R})$. Then, $\mu_{-1}, \mu_{+2}$ are analytic in $\mathbb{C}^{-}$ and $\mu_{-2}, \mu_{+1}$ are analytic in $\mathbb{C}^{+}$. The $\mu_{\pm j}(j = 1, 2)$ mean the $j$-th column of $\mu_{\pm}$.

• (Symmetry property) The symmetry of the eigenfunctions $\mu_{\pm}(x, t; z)$ can be shown as

$$
\mu_{\pm}^*(x, t; z^*) = \sigma_2 \mu_{\pm}(x, t; z) \sigma_2,
$$

where

$$
\sigma_2 = \begin{pmatrix}
0 & -i \\
 i & 0
\end{pmatrix}
$$

• (Asymptotic property for $z \to \infty$) The function $\mu_{\pm}(x, t; z)$ admit the following asymptotic expansions as $z \to \infty$,

$$
\mu_{\pm}(x, t; z) = I + O(z^{-1}).
$$

2.3. The scattering matrix

Considering the fact that the eigenfunctions $\mu_{\pm}(x, t; z)$ are two fundamental matrix solutions of Eq. (2.11) for $z \in \mathbb{R}$, there exists a matrix $S(z)$ that leads to

$$
\mu_{-}(x, t; z) = \mu_{+}(x, t; z) e^{iz \epsilon_p(x, t; z)} S(z),
$$

where $S(z) = (s_{ij}(z))$ $(i, j = 1, 2)$ is independent of the variable $x$ and $t$. Based on the Abel’s theorem and the properties of $\mu_{\pm}(x, t; z)$ that shown in Proposition 2.2, the properties of $S(z)$ can be derived.

**Proposition 2.3.** The properties of $S(z)$:

• (Analytic property) $s_{11}$ is analytic in $\mathbb{C}^{-}$, and $s_{22}$ is analytic in $\mathbb{C}^{+}$.

• (Symmetry property) The symmetry of the elements of the scattering matrix $S(z)$ can be shown as

$$
s_{11}(z) = s_{22}^*(z^*), \quad s_{12}(z) = -s_{21}^*(z^*).
$$

• (Asymptotic property for $z \to \infty$) The element $s_{11}(z)$ admit the following asymptotic expansions as $z \to 0$,

$$
s_{22}(z) = e^{d} \left( 1 + izc - \frac{c^2}{2} z^2 + O(z^3) \right).
$$
2.4. The connection between $\mu_\pm(x, t; z)$ and $\mu^0_\pm(x, t; z)$

In the following analysis, we will use the eigenfunctions $\mu_\pm(x, t; z)$ to construct the matrix $M(x, t; z)$ and further formulate a RHP. It is worth noting that the asymptotic behavior of $\mu_\pm(x, t; z)$ as $z \to 0$ plays an important role in constructing the solution $u(x, t)$. Thus, the connection between $\mu_\pm(x, t; z)$ and $\mu^0_\pm(x, t; z)$ is necessary.

From Eq. (2.2) and Eq. (2.10), we can derive that

$$
\mu_\pm(x, t; z) = e^{-d \cdot \sigma z} G^{-1}(x, t) \mu^0_\pm(x, t; z) e^{i \sigma z \cdot \sigma z} e^{d \sigma z},
$$

(2.19)

where $C_\pm(z)$ are independent of $x$ and $t$. Let $x \to \infty$, from Eq. (2.19), $C_\pm(z)$ can be solved as

$$
C_+(z) = I, \quad C_-(z) = e^{-\sigma z} e^{-i \sigma z},
$$

where $c = \int_{-\infty}^{\infty} (\sqrt{m(x, t)} - 1) dx$ is a quantity conserved under the dynamics governed by Eq. (1.3). Then, the connection between $\mu_\pm(x, t; z)$ and $\mu^0_\pm(x, t; z)$ can be obtained as

$$
\mu_-(x, t; z) = e^{-d \cdot \sigma z} G^{-1}(x, t) \mu^0_+(x, t; z) e^{-i \sigma z \cdot \sigma z} e^{d \sigma z},
$$

$$
\mu_+(x, t; z) = e^{-d \cdot \sigma z} G^{-1}(x, t) \mu^0_-(x, t; z) e^{i \sigma z \cdot \sigma z} e^{d \sigma z}.
$$

(2.20)

3. The formulation of a RHP

Assumption 3.1. In the following analysis, we make the assumption to avoid the many pathologies possible, i.e.,

- For $z \in \mathbb{R}$, no spectral singularities exist, i.e., $s_{22}(z) \neq 0$;
- Suppose that $s_{22}(z)$ possesses $N$ zero points, denoted as $Z = \{(z_j, \text{Im} z_j > 0)_{j=1}^{N}\}$.
- The discrete spectrum is simple, i.e., if $z_0$ is the zero of $s_{22}(z)$, then $s'_{22}(z_0) \neq 0$.

Now, we introduce a sectionally meromorphic matrices

$$
\tilde{M}(x, t; z) = \begin{cases}
\tilde{M}^+(x, t; z) = \left( \frac{\mu_+(x, t; z)}{s_{22}(z)} \right), & z \in \mathbb{C}^+,
\tilde{M}^-(x, t; z) = \left( \frac{\mu_-(x, t; z)}{s_{11}(z)} \right), & z \in \mathbb{C}^-,
\end{cases}
$$

(3.1)

where $\tilde{M}^\pm(x, t; z) = \lim_{\epsilon \to 0^+} \tilde{M}(x, t; z \pm i\epsilon)$, $\epsilon \in \mathbb{R}$, and reflection coefficients

$$
r(z) = \frac{s_{12}(z)}{s_{22}(z)}, \quad s_{21}(z) = \frac{s_{12}(z^*)}{s_{22}(z^*)} = -r(z^*) = -r^*(z), \quad z \in \mathbb{R}.
$$

(3.2)

Based on the above analysis, the matrix function $\tilde{M}(x, t; z)$ admits the following matrix RHP.
Riemann-Hilbert Problem 3.2. Find an analysis function \( \tilde{M}(x, t; z) \) with the following properties:

- \( \tilde{M}(x, t; z) \) is meromorphic in \( \mathbb{C} \setminus \mathbb{R} \);
- \( \tilde{M}^*(x, t; z^*) = \sigma_2 \tilde{M}(x, t; z) \sigma_2 \);
- \( \tilde{M}^*(x, t; z) = \tilde{M}^-(x, t; z)V(x, t; z), \ z \in \mathbb{R}, \) where
  \[
  V(x, t; z) = \begin{pmatrix}
  1 & r(z)e^{2izp} \\
  r^*(z)e^{-2izp} & 1 + |r(z)|^2
  \end{pmatrix}; \quad (3.3)
  \]
- \( \tilde{M}(x, t; z) = \mathbb{I} + O(z^{-1}) \) as \( z \to \infty; \)

Remark 3.3. By referring to the Zhou’s vanishing lemma, the existence of the solutions of RHP 3.2 for \( (x, t) \in \mathbb{R}^2 \) is guaranteed. According to a consequence of Liouville’s theorem, we know that if a solution exists, it is unique.

Next, in order to reconstruct the solution \( u(x, t) \), the asymptotic behavior of \( \tilde{M}(x, t; z) \) as \( z \to 0 \) need to be taken into account, i.e.,

\[
\tilde{M}(x, t; z) = e^{-d \cdot c_+} G^{-1}(x, t) \left[ \mathbb{I} + z \begin{pmatrix} 0 & u \\ u^* & 0 \end{pmatrix} \right] + O(z^2) e^{d \cdot c_+}, \quad z \to 0, \quad (3.4)
\]

where \( c_+(x, t) = \int_x^{+\infty} (\sqrt{m(s, t)} - 1) ds \). Since \( p(x, t; z) \) that appears in jump matrix (3.6) is not clear, it is still hard to obtain the solution \( u(x, t) \). Thus, introducing a transformation

\[
y(x, t) = x - \int_x^{+\infty} (\sqrt{m(s, t)} - 1) ds = x - c_+(x, t), \quad (3.5)
\]

the jump matrix can be expressed explicitly. However, we can just obtain the solution \( u(x, t) \) only in implicit form: it will be given in terms of functions in the new scale, whereas the original scale will also be given in terms of functions in the new scale. We further define that

\[
\tilde{M}(x, t; z) = M(y(x, t), t; z),
\]

then, the \( M(y(x, t), t; z) \) admits the following matrix RHP.

Riemann-Hilbert Problem 3.4. Find an analysis function \( M(y, t; z) \) with the following properties:

- \( M(y, t; z) \) is meromorphic in \( \mathbb{C} \setminus \mathbb{R} \);
• $M'(y, t; z') = \sigma_2 M(x, t;z) \sigma_2$;

• $M^*(y, t; z) = M^*(y, t; z)V(x, t; z)$, $z \in \mathbb{R}$, where

\[
V(x, t; z) = e^{i(\xi y + \frac{1}{2}f^2)} \begin{pmatrix} 1 & r(z) \\ r^*(z) & 1 + |r(z)|^2 \end{pmatrix};
\]  

(3.6)

• $M(y, t; z) = \mathbb{I} + O(z^{-1})$ as $z \to \infty$;

Based on the Assumption 3.1, Eq. (2.19) and Proposition 2.2, there exists norming constants $b_j$ such that

\[
\mu_{-2}(z_j) = b_j e^{2i(\xi y + \frac{1}{2}f^2)} \mu_{+1}(z_j); \quad \mu_{-1}(z_j) = -b^*_j e^{-2i(\xi y + \frac{1}{2}f^2)} \mu_{+2}(z_j),
\]

Then, the residue condition of $M(y, t; z)$ can be shown as

\[
\text{Res} M = \lim_{z \to z_j} M \begin{pmatrix} 0 & c_j e^{i(\xi y + \frac{1}{2}f^2)} \\ 0 & 0 \end{pmatrix}, \quad \text{Res} M = \lim_{z \to z_j} M \begin{pmatrix} 0 & 0 \\ -c^*_j e^{-i(\xi y + \frac{1}{2}f^2)} & 0 \end{pmatrix}. \tag{3.7}
\]

where $c_j = \frac{b_j}{\sqrt{2}f(z_j)}$.

In terms of the solution of the RHP 3.4, Proposition 2.2 and Eq. (3.4), the solution $u(x, t)$ can be derived as $u(x, t) = u(y(x, t), t)$, where

\[
e^{-2i\theta} u(y, t) = \lim_{z \to 0} \frac{M^{-1}(y, t; 0)M(y, t; z)}{iz} \big|_{12},
\]

\[
x(y, t) = y + \lim_{z \to 0} \frac{M^{-1}(y, t; 0)M(y, t; z)}{iz} \big|_{11} - 1. \tag{3.8}
\]

4. Conjugation

In this section, our main purpose is to re-normalize the Riemann-Hilbert problem[3.4]. Therefore, we will establish a transformation $M \mapsto M^{(1)}$ by introducing a function.

In jump matrix (3.6), the oscillation term is $e^{2i(\xi y + \frac{1}{2}f^2)}$ which can be denoted as

\[
e^{2i(\xi y + \frac{1}{2}f^2)} = e^{2i\theta(z)}, \quad \theta(z) = \frac{\xi y}{t} + \frac{1}{4z}. \tag{4.1}
\]

Next, the phase points of $\theta(z)$ can be derived which can be denoted as $\pm z_0$ where $z_0 = \sqrt{\frac{1}{4y}}$. For the case that $\frac{1}{4y} < 0$, the solution $u(x, t)$ of the initial problem (1.3) and (1.5) tends to 0 fast decay as $t \to \infty$. Thus, we mainly pay attention to the case that $\frac{1}{4y} > 0$. Furthermore, $\theta(z)$ can be written as

\[
\theta(z) = \frac{z}{4} \left( \frac{1}{z_0} + \frac{1}{z} \right), \tag{4.2}
\]
from which we can derive that

\[ \text{Re}(2it\theta(z)) = -2t\text{Im} \frac{|z|^2 - z_0^2}{4z_0^2|z|^2}. \]  

(4.3)

Then, we derive the decaying domains of the oscillation term.

\[ \text{t} \to -\infty \quad \text{and} \quad \text{t} \to +\infty \]

\[ |e^{2it\theta(z)}| \to \infty \quad \text{and} \quad |e^{2it\theta(z)}| \to 0 \]

\[ |e^{2it\theta(z)}| \to \infty \quad \text{and} \quad |e^{2it\theta(z)}| \to 0 \]

\[ \text{Re}z \]

\[ \text{Re}z \]

Figure 1. Exponential decaying domains.

To make the following analysis more convenient, we introduce some notations.

\[ \Delta^+_{\eta,1} = \Delta^-_{\eta,1} = \{ k \in \{1, \cdots, N\}|z_k| < z_0 \}, \]

\[ \Delta^-_{\eta,1} = \Delta^+_{\eta,1} = \{ k \in \{1, \cdots, N\}|z_k| > z_0 \}, \]  

(4.4)

where the subscript \( \eta = \pm 1 \) is defined by \( \eta = \text{sgn}(t) \).

\[ I_+ = (-\infty, -z_0) \cup (z_0, +\infty), \quad I_- = [-z_0, z_0]. \]  

(4.5)

In the following analysis, we mainly pay attention to the case that \( t \to +\infty \), and the case \( t \to -\infty \) can be analyzed in a similarly way.

In order to re-normalize the Riemann-Hilbert problem(3.4), we first introduce the following function

\[ \delta(z) = \exp \left[ i \int_{-z_0}^{z_0} \frac{\nu(s)}{s - z} \, ds \right], \quad \nu(s) = -\frac{1}{2\pi i} \log(1 + |r(s)|^2). \]

and

\[ T(z) = \prod_{k \in \Delta^-_{\eta,1}} \frac{z - z_k^*}{z - z_k} \delta(z), \]  

(4.6)

which has the following properties.

**Proposition 4.1.** \( T(z) \) admits that

(a) \( T \) is meromorphic in \( C \setminus I_- \);
(b) For \( z \in C \setminus I \), \( T^* (z^*) = \frac{1}{T(z)} \).

(c) For \( z \in I \), \( t \to +\infty \), the boundary values \( T_\pm \) satisfy
\[
T_+ (z) / T_- (z) = 1 + |r(z)|^2, \quad z \in I; \tag{4.7}
\]

(d) As \( |z| \to \infty \) with \( |\arg(z)| \leq c < \pi \),
\[
T(z) = 1 + \frac{i}{z} \left( 2 \sum_{k \in \triangle_{\alpha+1}} \text{Im} \ z_k - \int_{z_0}^{z_0} \nu(s) ds \right) + O(z^{-2}); \tag{4.8}
\]

(e) As \( z \to z_0 \) along any ray \( z_0 + e^{i\phi} R_+ \) with \( |\phi| \leq c < \pi \)
\[
|T(z, z_0) - T_0 (\pm z_0) (z \mp z_0)^{\nu (\pm z_0)}| \leq c \| r \|_{H^1 (R)} |z \mp z_0|^2, \tag{4.9}
\]

where \( T_0 (z_0) \) is the complex unit
\[
T_0 (\pm z_0) = \prod_{k \in \triangle_{\alpha+1}} \frac{\pm z_0 - z_k^*}{\pm z_0 - z_k} e^{i\beta(z, \pm z_0)}, \tag{4.10}
\]
\[
\beta^\pm (z, \pm z_0) = -\nu(\pm z_0) \log (z \mp z_0) + 1 + \int_{z_0}^{z_0} \frac{\nu(s) - \chi_+(s) \nu(\pm z_0)}{s - z} ds.
\]

Here \( \chi_+ (s) = 1 \) are the characteristic functions of the interval \( s \in (z_0 - 1, z_0) \) and \( s \in (-z_0, -z_0 + 1) \) respectively.

(f) As \( z \to 0 \), \( T(z) \) can be expressed as
\[
T(z) = T(0) (1 + z T_1) + O(z^2), \tag{4.11}
\]
where \( T_1 = 2 \sum_{k \in \triangle_{\alpha+1}} \frac{\text{Im} \ z_k}{z_k} - \int_{z_0}^{z_0} \frac{x \chi_+(s) ds}{s - z} \).

Proof. The properties of \( T(z) \) can be proved by a direct calculation, for details, see [37], [40]. \[ \Box \]

Then, by applying the function \( T(z) \), we introduce a transformation
\[
M^{(1)} (y, t; z) = M (y, t; z) T(z)^{\sigma_2}, \tag{4.12}
\]
which admits the following matrix RHP.

Riemann-Hilbert Problem 4.2. Find an analysis function \( M^{(1)} \) with the following properties:

- \( M^{(1)} \) is meromorphic on \( C \setminus R \);
- \( [M^{(1)} (y, t; z^*)]^* = \sigma_2 M^{(1)} (x, t; z) \sigma_2 \);
• $M^{(1)}(z) = I + O(z^{-1})$ as $z \to \infty$;

• $M_±^{(1)}(z)$ satisfy the jump relationship $M_+^{(1)}(z) = M_-^{(1)}(z)V^{(1)}(z)$, where

\[
V^{(1)} = \begin{cases} 
1 & \text{if } z \to \infty, \\
1 & \text{if } z \to 0, \\
0 & \text{if } z \to \infty, \\
0 & \text{if } z \to 0,
\end{cases}
\]

\[
\begin{pmatrix} 1 & 0 \\ r(z)T(z) & 1 \\ 0 & 1 \end{pmatrix}, z \in \mathbb{R} \setminus I_-
\]

\[
\begin{pmatrix} 1 & 0 \\ r(z)T(z) - 2e^{2i\theta} & 1 \\ 0 & 1 \end{pmatrix}, z \in I_- \setminus \{\pm z_0\}
\]

• $M^{(1)}(z)$ has simple poles at each $z_k \in \mathbb{Z}$ and $z^*_k \in \mathbb{Z}^*$ at which

\[
\text{Res } M^{(1)}(z) = \begin{cases} 
\lim_{z \to z_k} M^{(1)}(z) & k \in \Delta_{z_0}^+, \\
\lim_{z \to z_k} M^{(1)}(z) & k \in \Delta_{z_0}^-, \\
\lim_{z \to z^*_k} M^{(1)}(z) & k \in \Delta_{z_0}^-, \\
\lim_{z \to z^*_k} M^{(1)}(z) & k \in \Delta_{z_0}^+. 
\end{cases}
\]

\[
\begin{pmatrix} c_k^{-1} & 0 \\ (T'(z_k))^{-1} & 1 \\ 0 & 1 \end{pmatrix}, k \in \Delta_{z_0}^+
\]

\[
\begin{pmatrix} c_k & 0 \\ (T'(z_k)) & 1 \\ 0 & 1 \end{pmatrix}, k \in \Delta_{z_0}^-
\]

\[
\begin{pmatrix} -c_k^{-1} & 0 \\ (-T'(z^*_k))^{-1} & 1 \\ 0 & 1 \end{pmatrix}, k \in \Delta_{z_0}^-
\]

\[
\begin{pmatrix} -c_k & 0 \\ (-T'(z^*_k)) & 1 \\ 0 & 1 \end{pmatrix}, k \in \Delta_{z_0}^+
\]

Proof. Based on the above analysis, it is easy to prove the analyticity, jump conditions, asymptotic behaviors and residue condition, for detail, see [37], [40].

5. Continuous extension to a mixed $\bar{\partial}$-RH problem

In this section, our purpose is to extend the jump matrix off the real axis. Here we just need the extension is continuous, and the oscillation term along the new contours are decaying. Firstly, we introduce some the contours

\[
\Sigma_j = z_0 + e^{i(2j-1)\pi/4}R_+, \quad j = 1, 4;
\]

\[
\Sigma_j = z_0 + e^{i(2j-1)\pi/4}h, \quad j = 2, 3;
\]

\[
\Sigma_j = -z_0 + e^{i(2j-1)\pi/4}h, \quad j = 5, 8;
\]

\[
\Sigma_j = -z_0 + e^{i(2j-1)\pi/4}R_+, \quad j = 6, 7;
\]

\[
\Sigma_j = e^{i(2j-1)\pi/4}h, \quad h = 0, \frac{\sqrt{2}}{2}z_0, j = 9, 10, 11, 12;
\]

\[
\Sigma^2 = \bigcup_{j=1}^{12} \Sigma_j
\]
Then, the complex plane \( \mathbb{C} \) is separated into ten sectors which are denoted by \( \Omega_j (j = 1, 2, \ldots, 10) \) respectively, and shown in Figure 2.

Moreover, define

\[
\rho = \frac{1}{2} \min_{(z \neq z') \in \mathbb{Z} \cup \mathbb{Z}^*} \{|z_a - z_b|\},
\]

and \( \chi_{\mathbb{Z}} \in C_0^\infty (C, [0, 1]) \) which is supported near the discrete spectrum \( \mathbb{Z} \cup \mathbb{Z}^* \) such that

\[
\chi_{\mathbb{Z}}(z) = \begin{cases} 
1, & \text{dist}(z, \mathbb{Z} \cup \mathbb{Z}^*) < \rho/3, \\
0, & \text{dist}(z, \mathbb{Z} \cup \mathbb{Z}^*) > 2\rho/3.
\end{cases}
\]

Also we can verify that \( \text{dist}(\mathbb{Z} \cup \mathbb{Z}^*, R) > \rho, k = 1, 2, \ldots, N \).

Next, in order to achieve the purpose of extending the jump matrix onto the new contours along which oscillation term are decaying, we introduce a transformation

\[
M^{(2)} = M^{(1)} R^{(2)},
\]

where \( R^{(2)} \) possesses some restrictions.

- The aim of the transformation is to extend the jump matrix onto the new contours \( \Sigma^{(2)} \). So on the real axis, \( M^{(2)} \) must have no jump.
- To guarantee that the \( \bar{\partial} \)-contribution has little impact on the large-time asymptotic solution of \( u(x, t) \), the norm of \( R^{(2)} \) need to be controlled.
- The introduced transformation need to have no impact on the residue condition.
Then, we define $R^{(2)}$ as

$$R^{(2)} = \begin{cases} 
\begin{pmatrix} 1 & (-1)^{m_j}re^{2it} \\ 0 & 1 \end{pmatrix}, & z \in \Omega_j, \ j = 1, 4, 7, 9, \\
\begin{pmatrix} 1 & 0 \\ (-1)^{m_j}re^{-2it} & 1 \end{pmatrix}, & z \in \Omega_j, \ j = 3, 6, 8, 10, \\
\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, & z \in \Omega_2 \cup \Omega_5,
\end{cases} \tag{5.5}$$

where $m_j = 1(j = 1, 3, 7, 8)$ and $m_j = 0(j = 4, 6, 9, 10)$ and $R_j(z)$ are defined in the following proposition.

**Proposition 5.1.** There exists functions $R_j : \Omega_j \to C, j = 1, 3, 4, 6, 7, 8, 9, 10$ such that

$$R_1(z) = \begin{cases} 
\begin{array}{ll}
\theta z z_0, & z \in (z_0, \infty), \\
r_1 = r(z_0)^{-2}(z_0)(z - z_0)^{-2r(z)(1 - \chi z(z))}, & z \in \Sigma_1,
\end{array}
\end{cases}$$

$$R_3(z) = \begin{cases} 
\begin{array}{ll}
r_3 = r(z_0)^{-2}(z_0)(z - z_0)^{-2r(z)(1 - \chi z(z))}, & z \in (0, z_0), \\
f_3 = -\frac{r(z_0)^{-2}(z_0)(z - z_0)^{-2r(z)(1 - \chi z(z))}}{1 + |r(z_0)|^2}T_2(z_0)(z - z_0)^{-2r(z)(1 - \chi z(z))}, & z \in \Sigma_2,
\end{array}
\end{cases}$$

$$R_4(z) = \begin{cases} 
\begin{array}{ll}
r_4 = r(z_0)^{-2}(z_0)(z - z_0)^{-2r(z)(1 - \chi z(z))}, & z \in (0, z_0), \\
f_4 = -\frac{r(z_0)^{-2}(z_0)(z - z_0)^{-2r(z)(1 - \chi z(z))}}{1 + |r(z_0)|^2}T_2(z_0)(z - z_0)^{-2r(z)(1 - \chi z(z))}, & z \in \Sigma_3,
\end{array}
\end{cases}$$

$$R_6(z) = \begin{cases} 
\begin{array}{ll}
r_6 = r(z_0)^{-2}(z_0)(z - z_0)^{-2r(z)(1 - \chi z(z))}, & z \in (z_0, \infty), \\
f_6 = r(z_0)^{-2}(z_0)(z - z_0)^{-2r(z)(1 - \chi z(z))}, & z \in \Sigma_4.
\end{array}
\end{cases}$$
Riemann-Hilbert Problem 5.2. Find a matrix value function $M^{(2)}(x, t, z)$, admitting

- $M^{(2)}(x, t, z)$ is continuous in $\mathbb{C} \setminus (\Sigma^{(2)} \cup \mathbb{Z} \cup \mathbb{Z}^*)$.
- $[M^{(2)}(y, t; z^*)]^* = \sigma_2 M^{(2)}(x, t; z) \sigma_2$.
- $M^{(2)}_-(x, t, z) = M^{(2)}_-(x, t, z) V^{(2)}(x, t, z), \ z \in \Sigma^{(2)}$, where the jump matrix $V^{(2)}(x, t, z)$

And $R_j$ admit that

$$\begin{align*}
\text{for } j = 1, 3, 4, 6 & \quad |R_j(z)| \leq c_1 \sin^2(\arg(z - z_0)) + c_2 \langle \text{Re} z \rangle^{-1/2}, \\
& \quad |\bar{\partial} R_j(z)| \leq c_1 \bar{\partial} \chi z(z) + c_2 |z - z_0|^{-1/2} + c_3 |p_j'(\text{Re} z)|, \quad (5.6) \\
\text{for } j = 7, 8, 9, 10 & \quad |R_j(z)| \leq c_1 \sin^2(\arg(z + z_0)) + c_2 \langle \text{Re} z \rangle^{-1/2}, \\
& \quad |\bar{\partial} R_j(z)| \leq c_1 \bar{\partial} \chi z(z) + c_2 |z + z_0|^{-1/2} + c_3 |p_j'(\text{Re} z)|, \quad (5.7) \\
& \quad \bar{\partial} R_j(z) = 0, z \in \Omega_2 \cup \Omega_5, or \text{ dist}(z, \mathbb{Z} \cup \mathbb{Z}^*) \leq \rho/3, \quad (5.8)
\end{align*}$$

where

$$\langle \text{Re} z \rangle = \sqrt{1 + (\text{Re} z)^2},$$

$$p_1 = p_7 = r(z), \quad p_3 = p_8 = \frac{r(z)}{1 + |r(z)|^2},$$

$$p_6 = p_{10} = r'(z), \quad p_4 = p_9 = \frac{r'(z)}{1 + |r(z)|^2}.$$
...satisfies

\[ V^{(2)} = \begin{cases} 
1 & R_1 e^{2i\theta} \\
0 & 1 
\end{cases}, \quad z \in \Sigma_1; \]

\[ \begin{cases} 
1 & R_2 e^{2i\theta} \\
0 & 1 
\end{cases}, \quad z \in \Sigma_2 \cup \Sigma_9; \]

\[ \begin{cases} 
1 & R_4 e^{2i\theta} \\
0 & 1 
\end{cases}, \quad z \in \Sigma_3 \cup \Sigma_{12}; \]

\[ \begin{cases} 
1 & R_6 e^{2i\theta} \\
0 & 1 
\end{cases}, \quad z \in \Sigma_4; \]

\[ \begin{cases} 
1 & R_8 e^{2i\theta} \\
0 & 1 
\end{cases}, \quad z \in \Sigma_5 \cup \Sigma_{10}; \]

\[ \begin{cases} 
1 & R_7 e^{2i\theta} \\
0 & 1 
\end{cases}, \quad z \in \Sigma_6; \]

\[ \begin{cases} 
1 & R_8 e^{-2i\theta} \\
0 & 1 
\end{cases}, \quad z \in \Sigma_7; \]

\[ \begin{cases} 
1 & R_9 e^{2i\theta} \\
0 & 1 
\end{cases}, \quad z \in \Sigma_8 \cup \Sigma_{11}; \]

- \( M^{(2)}(x,t,z) \to \mathbb{I}, \quad z \to \infty. \)

- For \( C \setminus (\Sigma^{(2)} \cup \mathbb{Z} \cup \mathbb{Z}^*), \partial M^{(2)} = M^{(2)} \partial R^{(2)}(z), \) where

\[ \partial R^{(2)} = \begin{cases} 
1 & (-1)^{m} \partial R_{j} e^{2i\theta} \\
0 & 1 
\end{cases}, \quad z \in \Omega_{j}, \quad j = 1, 4, 7, 9; \]

\[ \begin{cases} 
1 & 0 \\
(-1)^{m} \partial R_{j} e^{-2i\theta} & 1 
\end{cases}, \quad z \in \Omega_{j}, \quad j = 3, 6, 8, 10; \]
Riemann-Hilbert Problem 6.1. Find a matrix value function $M^{(2)}$ which includes a model RH problem with $\bar{\partial}R^{(2)} = 0$ and a pure $\bar{\partial}$-RH problem with $\bar{\partial}R^{(2)} \neq 0$. We denote $M^{(2)}_{\text{RHP}}$ as the solution of the model RH problem, and first construct a RH problem for $M^{(2)}_{\text{RHP}}$.

The purpose of this section is to decompose the mixed $\bar{\partial}$-RH problem into two parts which include a model RH problem with $\bar{\partial}R^{(2)} = 0$ and a pure $\bar{\partial}$-RH problem with $\bar{\partial}R^{(2)} \neq 0$. We denote $M^{(2)}_{\text{RHP}}$ as the solution of the model RH problem, and first construct a RH problem for $M^{(2)}_{\text{RHP}}$.

6. Decomposition of the mixed $\bar{\partial}$-RH problem

The purpose of this section is to decompose the mixed $\bar{\partial}$-RH problem into two parts which include a model RH problem with $\bar{\partial}R^{(2)} = 0$ and a pure $\bar{\partial}$-RH problem with $\bar{\partial}R^{(2)} \neq 0$. We denote $M^{(2)}_{\text{RHP}}$ as the solution of the model RH problem, and first construct a RH problem for $M^{(2)}_{\text{RHP}}$.

Riemann-Hilbert Problem 6.1. Find a matrix value function $M^{(2)}_{\text{RHP}}$, admitting

- $M^{(2)}_{\text{RHP}}$ is analytical in $\mathbb{C} \setminus (\Sigma^2 \cup \mathbb{Z} \cup \mathbb{Z}^*)$;
- $[M^{(2)}_{\text{RHP}}(y, t, z^*)]^* = \sigma_2 M^{(2)}_{\text{RHP}}(x, t, z) \sigma_2$;
- $M^{(2)}_{\text{RHP}, x}(x, t, z) = M^{(2)}_{\text{RHP}, x}(x, t, z^*) V^{(2)}(x, t, z)$, where $V^{(2)}(x, t, z)$ is the same with the jump matrix appears in RHP 4.2;
- As $z \to \infty$, $M^{(2)}_{\text{RHP}}(x, t, z) = I + o(z^{-1})$;
- $M^{(2)}_{\text{RHP}}$ possesses the same residue condition with $M^{(2)}$.

Then, if we can prove the existence of the solution of $M^{(2)}_{\text{RHP}}$, the RHP 5.2 can be reduced to a pure $\bar{\partial}$-RH problem. The existence of the solution of $M^{(2)}_{\text{RHP}}$ will be proved in section 7. Now, supposing that the solution $M^{(2)}_{\text{RHP}}$ exists, and constructing a transformation

$$M^{(2)}(z) = M^{(2)}(z) M^{(2)}_{\text{RHP}}(z)^{-1},$$

we obtain the following pure $\bar{\partial}$-RH problem.

Riemann-Hilbert Problem 6.2. Find a matrix value function $M^{(3)}$, admitting
• $M^{(3)}$ is continuous with sectionally continuous first partial derivatives in $\mathbb{C}\setminus(\Sigma^{(2)} \cup \mathbb{Z} \cup \mathbb{Z}')$;

• $[M^{(3)}(y, t; z^*)]' = \sigma_2 M^{(3)}(x, t; z)\sigma_2$;

• For $z \in \mathbb{C}$, we obtain $\partial M^{(3)}(z) = M^{(3)}(z)W^{(3)}(z)$, where

$$W^{(3)} = M^{(2)}_{RHP}(z)\partial R^{(2)}_{RHP}(z)^{-1};$$  \hspace{1cm} (6.2)

• As $z \to \infty$, $M^{(3)}(z) = I + o(z^{-1})$.

**Proof.** According to the properties of the $M^{(2)}_{RHP}$ and $M^{(2)}$ for RHP 6.1 and RHP 5.2, the analyticity and asymptotic properties of $M^{(3)}$ can be derived easily. Noting the fact that $M^{(2)}_{RHP}$ possesses the same jump matrix with $M^{(2)}$, we obtain that

$$M^{(3)}(z) - M^{(3)}(z) - 1 M^{(3)} + M^{(3)}(z)M^{(2)}_{RHP}(z) - V^2(z)(M^{(2)}_{RHP}(z)V^2(z))^{-1} = I,$$

which implies that $M^{(3)}$ has no jump. Also, it is easy to prove that there exists no pole in $M^{(3)}$ by a simple analysis, for details, see [34, 37, 40]. \hspace{1cm} □

7. The pure RH problem

In this section, we construct the solution $M^{(2)}_{RHP}$ of RHP 6.1. Define that

$$\mathcal{U}_{\pm z_0} = \{z : |z \mp z_0| < \min\{\frac{z_0}{2}, \rho/3\}\}.$$

Then, we can decompose $M^{(2)}_{RHP}$ into two parts

$$M^{(2)}_{RHP}(z) = \begin{cases} E(z)M^{(out)}(z), & z \in \mathbb{C} \setminus \mathcal{U}_{\pm z_0}, \\ E(z)M^{(\pm z_0)}(z), & z \in \mathcal{U}_{z_0}, \end{cases}$$  \hspace{1cm} (7.1)

from which we obtain that $M^{(\pm z_0)}(z)$ possesses no poles in $\mathcal{U}_{z_0}$. Besides, $M^{(out)}$ solves a model RHP, the solution of $M^{(\pm z_0)}$ can be approximated with a known parabolic cylinder model in $\mathcal{U}_{z_0}$, and $E(z)$ is an error function which is a solution of a small-norm Riemann-Hilbert problem.

Additionally, for the jump matrix $V^{(2)}$, we evaluate its estimate.

$$||V^{(2)} - I||_{L^\infty(\Sigma^{(2)}\setminus\mathcal{U}_{z_0})} = O(e^{-\frac{\pi}{4}|z_0|}),$$  \hspace{1cm} (7.2)

$$||V^{(2)} - I||_{L^\infty(\Sigma^{(2)})} = O(e^{-\frac{\pi}{2}|z_0|}),$$  \hspace{1cm} (7.3)
where $\Sigma_{k}^{(2)}$ and $\Sigma_{0}^{(2)}$ are defined as
\[
\Sigma_{+}^{(2)} = \bigcup_{j=1}^{4} \Sigma_{j}, \quad \Sigma_{-}^{(2)} = \bigcup_{j=5}^{8} \Sigma_{j}, \quad \Sigma_{0}^{(2)} = \bigcup_{j=9}^{12} \Sigma_{j}.
\]

According to the above estimate of the jump matrix $V^{(2)}$, we know that if we omit the jump condition of $M_{RH}^{(2)}(z)$, there only exists exponentially small error with respect to $t$ outside the $U_{\epsilon_{0}} \cup U_{-\epsilon_{0}}$. In addition, noting the fact that $V^{(2)} \to I$ as $z \to 0$, it is not necessary to study the neighborhood of $z = 0$ alone.

### 7.1. Outer model RH problem: $M^{(out)}$

In this section, we establish a model RH problem and prove that its solution can be approximated by finite sum of soliton solutions.

**Riemann-Hilbert Problem 7.1.** Find a matrix value function $M^{(out)}(y, t; z)$, admitting

- $M^{(out)}(y, t; z)$ is analytical in $\mathbb{C} \setminus (\Sigma_{+}^{(2)} \cup \mathbb{Z} \cup \mathbb{Z}^{*})$;
- $[M^{(out)}(y, t; z)]^{*} = \sigma_{2}M^{(out)}(y, t; z)\sigma_{2}$;
- As $z \to \infty$,
  \[
  M^{(out)}(y, t; z) = I + o(z^{-1});
  \]
- $M^{(out)}(y, t; z)$ has simple poles at each point in $\mathbb{Z} \cup \mathbb{Z}^{*}$ admitting the same residue condition in RHP 5.2 with $M^{(out)}(y, t; z)$ replacing $M^{(2)}(y, t; z)$.

Before we investigate the solution of $M^{(out)}(x, t; z)$ for RHP 7.1, we first study RHP 3.4 for the case of reflectionless. Under this condition, $M(y, t; z)$ has no jump, and we obtain the following Riemann-Hilbert problem from RHP 3.4.

**Riemann-Hilbert Problem 7.2.** Find a matrix value function $M(x, t; z|\sigma_{d})$, admitting

- $M(y, t; z|\sigma_{d})$ is analytical in $\mathbb{C} \setminus (\mathbb{Z} \cup \mathbb{Z}^{*})$;
- $M^{*}(y, t; z^{*}|\sigma_{d}) = \sigma_{2}M(y, t; z|\sigma_{d})\sigma_{2}$;
- $M(y, t; z|\sigma_{d}) = I + O(z^{-1})$, $z \to \infty$;
- $M(y, t; z|\sigma_{d})$ satisfies the following residue conditions at simple poles $z_{k} \in \mathbb{Z}$ and $z^{*}_{k} \in \mathbb{Z}^{*}$

\[
\begin{align*}
\text{Res } M(x, t; z|\sigma_{d}) &= \lim_{z \to z_{k}} M(x, t; z|\sigma_{d})N_{k}, \\
\text{Res } M(x, t; z|\sigma_{d}) &= \lim_{z \to z_{k}^{*}} M(x, t; z|\sigma_{d})\sigma_{2}N_{k}^{*}\sigma_{2}.
\end{align*}
\]
where \( \sigma_d = \{(z_k, c_k), z_k \in \mathbb{Z}\}_{k=1}^{N} \), which satisfy \( z_k \neq z_j \) for \( k \neq j \), are scattering data, and

\[
N_k = \begin{pmatrix}
0 & \gamma_k(x, t) \\
0 & 0
\end{pmatrix}, \quad \gamma_k(x, t) = c_k e^{2i\theta(z_k)}, \\
\theta(z_k) = \frac{z_k}{4} \left( \frac{1}{z_0^2} + \frac{1}{z_k^2} \right).
\]

Proposition 7.3. The RHP \([7.2]\) exists unique solution. Additionally, the solution admits

\[
\|M(x, t; z|\sigma_d)\|_{L^\infty(C\setminus(\mathbb{Z} \cup \mathbb{Z}^*))} \lesssim 1. \tag{7.6}
\]

Proof. According to the Liouville’s theorem, the uniqueness of the solution is obvious. The existence of RHP \([7.2]\) and Eq.\((7.6)\) can be proved by simple calculation which is similar to the literature \([37, 34]\). \(\square\)

7.1.1. Renormalization of the RHP for reflectionless case

Under the reflectionless condition, recall that

\[
s_{22}(z) = \prod_{k=1}^{N} \left( \frac{z - z_k}{z - z_k^*} \right). \tag{7.7}
\]

Taking \( \Delta \subseteq \{1, 2, \cdots, N\}, \forall \nu \subseteq \{1, 2, \cdots, N\} \setminus \Delta \), and defining

\[
s_{22}^\Delta = \prod_{k \in \Delta} \frac{z - z_k}{z - z_k^*}, \quad s_{22}^\nu = \frac{s_{22}}{s_{22}^\Delta}; \tag{7.8}
\]

Then, we introduce the normalization transformation

\[
M^\Delta(y, t; z|\sigma_d^\Delta) = M(y, t; z|\sigma_d) s_{22}^\Delta(z)^{-i\nu}, \tag{7.9}
\]

which splits the poles between the columns of \( M(x, t; z|\sigma_d) \) by selecting different \( \Delta \). The scattering data \( \sigma_d^\Delta \) are defined by \( \sigma_d^\Delta = \{(z_k, c_k s_{22}^\Delta(z^2)), z_k \in \mathbb{Z}\}_{k=1}^{N} \). Then, we can get the modified Riemann-Hilbert problem.

Riemann-Hilbert Problem 7.4. Given scattering data \( \sigma_d^\Delta \) and \( \Delta \subseteq \{1, 2, \cdots, N\} \). Find a matrix value function \( M^\Delta \), admitting

- \( M^\Delta(y, t; z|\sigma_d^\Delta) \) is analytical in \( \mathbb{C} \setminus (\mathbb{Z} \cup \mathbb{Z}^*) \);
- \([M^\Delta(y, t; z^*|\sigma_d^\Delta)]^* = \sigma_2 M^\Delta(y, t; z|\sigma_d^\Delta) \sigma_2 \);
- \( M^\Delta(y, t; z|\sigma_d^\Delta) = I + O(z^{-1}), \quad z \to \infty \).
• \( M^\alpha(y, t; z|\sigma_d^\alpha) \) satisfies the following residue conditions at simple poles \( z_k \in \mathcal{Z} \) and \( z_k^* \in \mathcal{Z}^* \)

\[
\text{Res} M^\alpha(x, t; z|\sigma_d^\alpha) = \lim_{z \to z_k^*} M^\alpha(x, t; z|\sigma_d^\alpha) N_k^\alpha \quad \text{and} \quad \text{Res} M^\alpha(x, t; z|\sigma_d^\alpha) = \lim_{z \to z_k} M^\alpha(x, t; z|\sigma_d^\alpha) \sigma_2(N_k^\alpha)^* \sigma_2, \tag{7.10}
\]

where

\[
N_k^\alpha = \begin{cases} 
0 & \gamma_k^\alpha \\
0 & 0 \\
0 & 0 \\
\gamma_k^\alpha & 0 
\end{cases}, \quad k \notin \Delta, \quad \begin{cases} 
\gamma_k^\alpha = c_k (x_{2}^\alpha(z_k))^2 e^{2i\theta(z_k)} & k \notin \Delta, \\
\gamma_k^\alpha = c_k^{-1} (x_{2}^\alpha(z_k))^{-2} e^{-2i\theta(z_k)} & k \in \Delta. 
\end{cases} \tag{7.11}
\]

Then, taking \( \Delta = \Delta_{-1}^+ \) and using \( \sigma_d^{out} = \{(z_k, c_k \delta(z_k)^2), z_k \in \mathcal{Z}\} \), instead of the scattering data \( \sigma_d^\alpha \), we obtain that

\[
M^{(out)}(z) = M^{\Delta_{-1}^+} \delta(z) = M^{\Delta_{-1}^+} \sigma_d^{out}. \tag{7.12}
\]

From the above analysis, we note that \( M^\alpha(y, t; z|\sigma_d^{out}) \) is directly transformed from \( M(y, t; z|\sigma_d) \) which leads to that RHP 7.2 has unique solution.

For given scattering data \( \sigma_d^\alpha \), the unique \( N \)-soliton solution of RHP 7.2 can be expressed as

\[
u_{sol}(y, t; \sigma_d^\alpha) = \lim_{z \to 0} \frac{M(0; y, t|\sigma_d^\alpha)^{-1} M(z; y, t|\sigma_d^\alpha)}{iz}. \tag{7.13}
\]

This indicates that each normalization encodes \( \nu_{sol}(y, t) \) in the same way. By selecting appropriate \( \Delta \), the asymptotic limits in which \( t \to \infty \) with \( \frac{1}{t} \) bounded are under better asymptotic control. Next, we study the asymptotic behavior of the soliton solutions.

### 7.1.2. Long-time behavior of soliton solutions

We first define some notations

\[
I = \left\{ z : -\frac{1}{4v_1} < |z|^2 < -\frac{1}{4v_2} \right\}, \quad Z(I) = \{ z_k \in \mathcal{Z} : z_k \in I \}, \quad N(I) = |Z(I)|,
\]

\[
Z'(I) = \left\{ z_k \in \mathcal{Z} : |z|^2 > -\frac{1}{4v_2} \right\} = \left\{ z_k \in \mathcal{Z} : |z|^2 < -\frac{1}{4v_1} \right\}, \quad Z^*(I) = \left\{ z_k \in \mathcal{Z} : |z|^2 < -\frac{1}{4v_1} \right\},
\]

\[
c_k(I) = c_k \prod_{z_j \in Z^* \setminus I} \left( \frac{z_k - z_j}{z_k - z_j^*} \right)^2.
\]
where \( v_1 \leq v_2 \in \mathbb{R}^- \) are given velocities. Then we define a distance

\[
\mu(I) = \min_{z \in \mathbb{Z}, \mathbb{Z}(I)} \left\{ \text{Im}(z) \frac{-v_2}{|z|^2} \left( |z| + \frac{1}{2 \sqrt{-v_1}} \right) \text{dist}(z, I) \right\},
\]

and a space-time cone with given points \( y_1 \leq y_2 \in \mathbb{R} \)

\[
S(y_1, y_2, v_1, v_2) = \{(y, t) \in \mathbb{R}^2, y = y_0 + vt \text{ with } y_0 \in [y_1, y_2], v \in [v_1, v_2]\}.
\]

Figure 3. (a) For example, the original data has nine pairs zero points of discrete spectrum, but insider the cone \( S \) only four pairs points with \( \mathbb{Z}(I) = z_1, z_2, z_5, z_7 \); (b) Space-time cone \( S(y_1, y_2, v_1, v_2) \).

Proposition 7.5. For given scattering data \( \sigma_d^\triangle = \{(z_k, \hat{c}_k)\}, t \to \infty \text{ and } (y, t) \in S(y_1, y_2, v_1, v_2) \), we have

\[
M^{\triangle \sigma_0 \dagger}(z|\sigma_d^\triangle) = (I + O(e^{-2\phi(t)\phi})) M^{\triangle \hat{c}_0 \dagger}(z|\sigma_d(I)),
\]

where

\[
\sigma_d(I) = \{(z_k, c_k(I) s_{22}^\triangle(z)^2), z_k \in \mathbb{Z}(I)\}.
\]

**Proof.** Via employing a similar method to the literature [37, 34], the results of this Proposition can be given easily. \( \square \)

Now, we can derive the asymptotic unique solution \( M^{(\text{out})} \) of RHP 7.1.
Corollary 7.6. There exist unique solution $M^{\text{out}}(z)$ of RHP [7.1]. Particularly,

$$
M^{\text{out}}(z) = M^{\Delta^{+}_{0,1}}(z)\delta(z)^{-\sigma_d} = M^{\Delta^{+}_{0,1}}(z|\sigma_d^{\text{out}})
$$

(7.18)

where $M^{\Delta^{+}_{0,1}}(z)$ is the solution of RHP [7.2] with $\Delta = \Delta^{+}_{0,1}$ and $\sigma^{\text{out}}_d = \{(z_k, \tilde{c}_k(z_0))\}_{k=1}^N$ with

$$
\tilde{c}_k(z_0) = c_k e^{\frac{\int_{z_0}^{z_k} \log(1 + |r(s)|^2) s - z_k}{2}}.
$$

(7.20)

Substituting Eq. (7.18) into Eq. (7.6), we obtain

$$
\| M^{\text{out}}(z) \|_{L^\infty(C \cup (\mathbb{Z} \cup \mathbb{Z}^*))} \lesssim 1.
$$

(7.21)

In addition,

$$
u_{\text{sol}}(y, t; \sigma^{\text{out}}_d) = \lim_{z \to 0} \left( M^{\text{out}}(0)^{-1} M^{\text{out}}(z) \right)_{12},
$$

(7.22)

where $u_{\text{sol}}(y, t; \sigma^{\text{out}}_d)$ is the $N$-soliton solution of Eq. (1.3) corresponding the scattering data $\sigma^{\text{out}}_d$.

7.2. Local solvable model near phase point $z = \pm z_0$

Based on (7.2) and (7.3), it is easily to find that $V^{(2)} - I$ does not have a uniform estimate for large time near the phase point $z = \pm z_0$. Therefore, we construct a local solvable model for error function $E(z)$ with a uniformly small jump.

Recall that $\rho = \frac{1}{2} \min_{\{z_a, z_b\} \in \mathbb{Z} \cup \mathbb{Z}^*} |z_a - z_b|$ and $\text{dist}(\mathbb{Z} \cup \mathbb{Z}^*, R) > \rho, k = 1, 2, \ldots, N$, we find that there are no discrete spectrum in $\mathcal{U}_{z_0}$. Consequently, we have $T(z) = \delta(z)$ and RHP[6.1] can be reduced to the following model for the CSP equation [23].

Riemann-Hilbert Problem 7.7. Find a matrix value function $M^{\nu^{+}, v}$, admitting

- $M^{\nu^{+}, v}(y, t; z)$ is continuous in $\mathbb{C} \setminus \Sigma^{(2)}$.

- $M^{\nu^{+}, v}(y, t; z) = M^{\nu^{-}, v}(y, t; z) V^{(v)}(y, t; z), \quad z \in \Sigma^{(2)}$, where the jump matrix $V^{(v)}(y, t; z)$
satisfies

\[
V^{sp} = \begin{cases}
1 & r(z_0)\delta^2(z_0)(z - z_0)^{2\nu(z_0)}e^{2in\theta}, \\
0 & 1
\end{cases}, \quad z \in \Sigma_1,
\]
\[
\begin{cases}
1 & r'(z_0)\delta^2(z_0)(z - z_0)^{2\nu(z_0)}e^{2in\theta}, \\
0 & 1
\end{cases}, \quad z \in \Sigma_2 \cup \Sigma_9,
\]
\[
\begin{cases}
1 & r'(z_0)\delta^2(z_0)(z - z_0)^{2\nu(z_0)}e^{2in\theta}, \\
0 & 1
\end{cases}, \quad z \in \Sigma_3 \cup \Sigma_{12},
\]
\[
\begin{cases}
1 & r^*(z_0)\delta^2(z_0)(z - z_0)^{2\nu(z_0)}e^{2in\theta}, \\
0 & 1
\end{cases}, \quad z \in \Sigma_4,
\]
\[
\begin{cases}
1 & r'(z_0)\delta^2(-z_0)(z + z_0)^{2\nu(-z_0)}e^{2in\theta}, \\
0 & 1
\end{cases}, \quad z \in \Sigma_5 \cup \Sigma_{10},
\]
\[
\begin{cases}
1 & r(-z_0)\delta^2(-z_0)(z + z_0)^{2\nu(-z_0)}e^{2in\theta}, \\
0 & 1
\end{cases}, \quad z \in \Sigma_6,
\]
\[
\begin{cases}
1 & r(-z_0)\delta^2(-z_0)(z + z_0)^{2\nu(-z_0)}e^{2in\theta}, \\
0 & 1
\end{cases}, \quad z \in \Sigma_7,
\]
\[
\begin{cases}
1 & r'(z_0)\delta^2(-z_0)(z + z_0)^{2\nu(-z_0)}e^{2in\theta}, \\
0 & 1
\end{cases}, \quad z \in \Sigma_8 \cup \Sigma_{11}.
\]

\[\bullet \quad M^{sp}(y, r; z) \to \mathbb{I}, \quad z \to \infty.\]

Next, we apply the parabolic cylinder(PC) model to solve this problem near the phase point \(z = \pm z_0\). Unlike the process of solving short pulse equation near the phase point, \(M^{sp}(y, r; z)\) does not possess the symmetry that \(M^{sp}(z; \eta = 1) = \sigma_2 M^{sp}(-z; \eta = -1)\sigma_2\). Therefore, we have to use PC model to solve the problem near the phase point \(z = \pm z_0\) separately.
Figure 4. The jump contour for the local model near the phase point $z = \pm z_0$. We first study this model problem near the phase points $z_0$. Recall that

$$\delta(z) = \exp \left[ i \int_{z_0}^{z} \frac{\nu(s) \, ds}{s - z} \right] = \frac{(z - z_0)^{\nu(z_0)}}{(z + z_0)^{\nu(-z_0)}} e^{i\phi(z)}, \quad (7.24)$$

where $\omega(z) = -\frac{1}{2\pi i} \int_{z_0}^{z} \log(z - s) d(\log(1 + |r(s)|^2))$. As $z \to z_0$,

$$\theta(z) = \frac{1}{2z_0} + \frac{1}{4z_0^3} (z - z_0)^2 - \frac{1}{4z_0^2} (z - z_0)^3, \quad (7.25)$$

where $\xi$ is a number between $z$ and $z_0$. We evaluate the following scaling transformation

$$(N_{z_0} f)(z) = f \left( z_0 + \sqrt{z_0^3} i z \right), \quad (7.26)$$

then, we can derive that

$$(N_{z_0} \delta e^{-i\theta(z)}) (z) = \delta(0) \delta^{(1)}(z), \quad (7.27)$$

where

$$\delta^{(0)}(z_0) = (z_0^3 i^{-1})^{\nu(0)} (2z_0)^{-i\nu(-z_0)} e^{i\phi(0)} e^{-i\theta(0)},$$

$$\delta^{(1)}(z_0) = z^{i\nu(z_0)} \left( \frac{2z_0 + \sqrt{z_0^3} i^{-1} z}{2z_0} \right)^{-i\nu(-z_0)} e^{i\left( \theta(0) + \sqrt{z_0^3} i^{-1} \right) - i\phi(z_0)} e^{i\theta(z_0)} e^{-i\theta(z)}.$$  

From the expression of $\delta^{(1)}(z)$, we can get the conclusion easily that for $\zeta \in \{\zeta = uz_0 e^{i\theta}; -\frac{\pi}{2} < u < \frac{\pi}{2}\}$,

$$\delta^{(1)}(\zeta) \sim \zeta^{i\nu(z_0)} e^{-i\theta(z)}, \quad \text{as} \quad t \to +\infty, \quad (7.28)$$

from which the influence of the third power can be omitted. Thus, for large $t$, the solution of the Riemann-Hilbert problem for $M^{np}(y, t; z)$, which is formulated on crosse centered at $z = z_0$, can be approximated based on the PC model see Appendix A.

We introduce the transformation

$$\lambda = \lambda(z_0) = \sqrt{\frac{t}{z_0^3}} (z - z_0), \quad (7.29)$$

$$r_0 = r_0^{(0)} = r(z_0) \delta(z_0)^{-2} e^{2 \left( \nu(z_0) \log \left( \frac{t}{z_0^3} \right) \right) e^{i\theta}},$$

then, the solution $M^{np+}(y, t; z)$ formulated on crosse centered at $z = z_0$ can be obtained via applying the solution $M^{np+}(\lambda) = \sigma M^{np+}(\lambda) \sigma$, shown in Appendix A, where $\sigma =$
By using (7.29), we obtain

\[ M^{pc,+}(r_0^\circ, \lambda) = \mathbb{I} + \frac{M_1^{pc,+}(z_0)}{i\lambda} + O(\lambda^{-2}), \]

where

\[ M_1^{pc,+} = \begin{pmatrix} 0 & -\beta_{21}^0(r_0^\circ) \\ \beta_{12}^0(r_0^\circ) & 0 \end{pmatrix}, \]

with

\[ \beta_{12}^0 = \beta_{12}(r_0^\circ) = \frac{\sqrt{2\pi}e^{i\pi/4}e^{-\pi i/2}}{r_0^\circ \Gamma(-i\nu)}, \quad \beta_{21}^0 = \beta_{21}(r_0^\circ) = -\frac{\sqrt{2\pi}e^{-i\pi/4}e^{-\pi i/2}}{(r_0^\circ)^2 \Gamma(i\nu)} = \frac{\nu}{\beta_{12}^0}. \]

By using (7.29), we obtain

\[ \beta_{12}^0 = \arg \tau(z_0, +) e^{-4\nu - \nu(z_0) log(\frac{r_0^\circ}{z_0})}, \]

where \(|\tau(z_0, +)|^2 = |\nu(z_0)|^2\) and

\[ \arg \tau(z_0, +) = \frac{\pi}{4} + \arg \Gamma(i\nu(z_0)) - \arg r(z_0) - 2 \int_{-z_0}^{\infty} \log |s - z_0| d\nu(s). \]

Furthermore, we consider the model problem near the phase points \(-z_0\). For \(z \to -z_0\), we consider the scaling transformation

\[ (N_{-z_0} f)(z) = f\left(-z_0 + \sqrt{z_0} r^{-1} z\right), \]

then, we obtain

\[ (N_{-z_0}\delta e^{-i\theta(z)})(z) = \delta_{(-z_0)}^{(0)} \delta_{(-z_0)}^{(1)}(z), \]

where

\[ \delta_{(-z_0)}^{(0)} = (z_0^{-1} - 1)^{-1} (2z_0)^{\nu(z_0)} e^{\frac{z}{z_0}}, \]

\[ \delta_{(-z_0)}^{(1)}(z) = (-z)^{-\nu(z_0)} \left( \frac{2z_0 - \sqrt{z_0} r^{-1} z}{2z_0} \right)^{\nu(z_0)} e^{\omega(z) - z_0 + \sqrt{z_0} r^{-1} z}, \]

with

\[ \omega(z) = \frac{1}{2\pi i} \int_{-z_0}^{\infty} \log(s - z) d(\log(1 + |r(s)|^2)). \]
From the expression of $\delta^{(1)}_{(z_0)}(z)$, we can get the conclusion easily that for $\zeta \in \{\zeta = -u z_0 e^{\mp \pi i}, -\frac{\pi}{4} < u < \frac{\pi}{4}\}$,

$$
\delta^{(1)}_{(z_0)}(\zeta) \sim (\zeta)^{-i\nu(\zeta)} e^{\mp \pi i}, \quad \text{as} \quad t \to +\infty, \quad (7.34)
$$

from which the impact of the third power can be omitted. Thus, for large $t$, the solution of the Riemann-Hilbert problem for $M^{sp}(y, r, z)$, which is formulated on crosse centered at $z = -z_0$, can be approximated based on the PC model.

We introduce the transformation

$$
\lambda = \lambda(-z_0) = \sqrt{\frac{t}{z_0}}(z + z_0),
$$

$$
r_0 = r_0^{-z_0} = \frac{r^*(z_0)}{1 + |r(z_0)|^2} \delta(z_0)^{2} e^{2\left(i(\nu(z_0) \log \frac{r(z_0)}{z_0})\right)} e^{\frac{t}{2}}, \quad (7.35)
$$

then, the solution $M^{pc,+}(y, r, z)$ formulated on crosse centered at $z = -z_0$ can be obtained via applying the solution $M^{pc,+}(\lambda)$ shown in Appendix A, i.e.,

$$
M^{pc,+}(r_0^{-z_0}, \lambda) = I + \frac{M^{pc,+}_{1}(r_0^{-z_0})}{i\lambda} + O(\lambda^{-2}), \quad (7.36)
$$

where

$$
M^{pc,+}_{1}(r_0^{-z_0}) = \begin{pmatrix}
0 & \beta_{12}^{z_0}(r_0^{-z_0}) \\
-\beta_{21}^{z_0}(r_0^{-z_0}) & 0
\end{pmatrix},
$$

with

$$
\beta_{12}^{z_0} = \beta_{12}(r_0^{-z_0}) = \frac{\sqrt{2} \pi e^{i\pi/4} e^{-\pi i/2}}{r_0^{-z_0} \Gamma(-i\nu)}, \quad \beta_{21}^{z_0} = \beta_{21}(r_0^{-z_0}) = \frac{-\sqrt{2} \pi e^{-i\pi/4} e^{-\pi i/2}}{(r_0^{-z_0}) \Gamma(i\nu)} = \frac{\nu}{\beta_{12}^{z_0}}.
$$

By using (7.35), we obtain

$$
\beta_{12}^{z_0} = \arg \tau(-z_0, +) e^{-4i\nu(z_0) \log \frac{r_0^{-z_0}}{z_0^{1/2}}}, \quad (7.37)
$$

where $|\tau(-z_0, +)|^2 = |\nu(-z_0)|^2$ and

$$
\arg \tau(-z_0, +) = \frac{\pi}{4} + \arg \Gamma(i\nu(z_0)) - \arg \left(\frac{r^*(z_0)}{1 + |r(z_0)|^2}\right) - 2 \int_{z_0}^{\infty} \log |s + z_0| \nu(s).
$$

Noting that the origin is the reference point from which the rays emanate in model problem, we still use the notation $\lambda$ in the following analysis. Considering that $M^{sp,+}$ admits the asymptotic property

$$
M^{sp,+} = I + \frac{M^{pc,+}_{1}(z_0)}{i\lambda} + \frac{M^{pc,+}_{1}(z_0)}{i\lambda} + O(\lambda^{-2}), \quad (7.38)
$$
we then substitute the first formula of (7.29) and (7.35) into (7.38), and obtain
\[
M^{p,+} = I + \sqrt{\frac{z}{z_0}} M^{p,+}_{1}(z_0) + \sqrt{\frac{-z}{z_0}} M^{p,+}_{1}(-z_0) + O(t^{-2}).
\] (7.39)
In the local domain \( \mathcal{U}_{\pm z_0} \), we can obtain the result that
\[
|M^{p,+} - I| \lesssim O(t^{-\frac{1}{2}}), \quad \text{as} \quad t \to +\infty,
\] (7.40)
which implies that
\[
||M^{p,+}(z)||_{\infty} \lesssim 1.
\] (7.41)
Since RHP 7.7 and 5.2 possess the same jump conditions in \( \mathcal{U}_{\pm z_0} \), we apply \( M_{out}^{p,+}(z) \) to define a local model in two circles \( z \in \mathcal{U}_{\pm z_0} \)
\[
M^{(\pm z_0)} = M^{(out)}(z)M^{p,+}(z),
\] (7.42)
which is a bounded function in \( \mathcal{U}_{\pm z_0} \) and has the same jump matrix as \( M_{RHP}^{(2)}(z) \).

7.3. The small-norm RHP for \( E(z) \)

According to the transformation (7.1), we have
\[
E(z) = \begin{cases} 
M_{RHP}^{(2)}(z)M^{(out)}(z)^{-1}, & z \in \mathbb{C} \setminus \mathcal{U}_{\pm z_0}, \\
M_{RHP}^{(2)}(z)M^{p,+}(z)^{-1}M^{(out)}(z)^{-1}, & z \in \mathcal{U}_{\pm z_0},
\end{cases}
\] (7.43)
which is analytic in \( \mathbb{C} \setminus \Sigma^{(E)} \) where \( \Sigma^{(E)} = \partial \mathcal{U}_{\pm z_0} \cup (\Sigma^{(2)} \setminus \mathcal{U}_{\pm z_0}) \).

![Figure 5](image-url)  
*Figure 5.* The jump contour \( \Sigma^{(E)} = \partial \mathcal{U}_{\pm z_0} \cup (\Sigma^{(2)} \setminus \mathcal{U}_{\pm z_0}) \) for the error function \( E(z) \).

Then it is easy to verify that \( E(z) \) admits the Riemann-Hilbert problem.

**Riemann-Hilbert Problem 7.8.** Find a matrix-valued function \( E(z) \) such that
• $E$ is analytical in $\mathbb{C} \setminus \Sigma^{(E)}$;

• $E^*(z^*) = \sigma_2 E(z) \sigma_2$;

• $E(z) = I + O(z^{-1})$, $z \to \infty$;

• $E_+(z) = E_-(z) V^{(E)}(z)$, $z \in \Sigma^{(E)}$, where

\[
V^{(E)}(z) = \begin{cases} 
M^{(\text{out})}(z) V^{(2)}(z) M^{(\text{out})}(z) \bigg|_{\mathbb{C} \setminus \mathcal{U}_{\pm 0}}, & z \in \Sigma^{(E)} \setminus \mathcal{U}_{\pm 0}, \\
M^{(\text{out})}(z) M^{(p^+)}(z) M^{(\text{out})}(z) \bigg|_{\mathbb{C} \setminus \mathcal{U}_{\pm 0}}, & z \in \partial \mathcal{U}_{\pm 0}.
\end{cases} 
\]  

(7.44)

By applying Eq. (7.2), Eq. (7.3) and Eq. (7.21), it is easy to obtain that as $t \to +\infty$,

\[
|V^{(E)}(z) - I| = \begin{cases} 
O \left( e^{-\frac{\pi |z|}{|\log z|}} \right) , & z \in \Sigma^{(E)} \setminus \mathcal{U}_{\pm 0}, \\
O \left( e^{-\frac{\pi |z|}{|\log z|}} \right) , & z \in \Sigma^{(E)}.
\end{cases} 
\]  

(7.45)

While, for $z \in \partial \mathcal{U}_{\pm 0}$, using Eq. (7.21) and (7.40), we obtain that

\[
|V^{(E)}(z) - I| = |M^{(\text{out})}(z) M^{(p^+)}(z) - I| M^{(\text{out})}(z)^{-1}| = O(r^{-1/2}), \text{ as } t \to +\infty. 
\]  

(7.46)

Then, the existence and uniqueness of RHP 7.8 can be guaranteed by using a small-norm Riemann-Hilbert problem. Meanwhile, we obtain that

\[
E(z) = I + \frac{1}{2\pi i} \int_{\Sigma^{(E)}} \frac{(I + \mu_E(s))(V^{(E)}(s) - I)}{s - z} ds 
\]  

(7.47)

where $\mu_E \in L^2(\Sigma^{(E)})$ and admits

\[
(1 - C_{\omega E}) \mu_E = I, 
\]  

(7.48)

where $C_{\omega E}$ is an integral operator which is defined by

\[
C_{\omega E} f = C_- \left( f(V^{(E)} - I) \right), \\
C_- f(z) = \lim_{z \to \Sigma^{(E)} \pm} \frac{1}{2\pi i} \int_{\Sigma^{(E)}} \frac{f(s)}{s - z} ds,
\]

where $C_-$ is the Cauchy projection operator. Then, based on the properties of the Cauchy projection operator $C_-$, and the estimate (7.46), we obtain that

\[
\|C_{\omega E}\|_{L^2(\Sigma^{(E)})} \leq \|C_-\|_{L^2(\Sigma^{(E)})} \|V^{(E)} - I\|_{L^2(\Sigma^{(E)})} \leq O(t^{-1/2}),
\]  

(7.49)

which infers to that $1 - C_{\omega E}$ is invertible which guarantees the existence and uniqueness of $\mu_E$. Then the existence and uniqueness of $E(z)$ are guaranteed. Now, it can be explained that the definition of $M_{RHP}^{(E)}$ is reasonable.
Furthermore, to reconstruct the solutions of $u(y, t)$, the asymptotic behavior of $E(z)$ as $z \to 0$ and large time asymptotic behavior of $E(0)$ is needed. By comparing the estimate (7.45) with (7.46), we find that for $t \to +\infty$, we only need to consider the calculation on $\partial \mathcal{U}_{z_0}$ because it approaches to zero exponentially on other boundary. Then, as $z \to 0$, we can obtain that

$$E(z) = E(0) + E_1 z + O(z^2), \quad (7.50)$$

where

$$E(0) = \mathbb{I} + \frac{1}{2\pi i} \int_{\Sigma(s)} \frac{(I + \mu_E(s))(V(s) - I)}{s} ds, \quad (7.51)$$

$$E_1 = -\frac{1}{2\pi i} \int_{\Sigma(s)} \frac{(I + \mu_E(s))(V(s) - I)}{s^2} ds. \quad (7.52)$$

Then, as $t \to +\infty$, asymptotic behavior of $E(0)$ and $E_1$ can be derived as

$$E(0) = \mathbb{I} + \frac{1}{2\pi i} \int_{\partial \mathcal{U}_{z_0}} (V(s) - I) ds + o(t^{-1})$$

$$E_1 = \frac{\sqrt{z_0}}{i\sqrt{t}} M^{(\text{out})}(z_0)^{-1} M^{(\text{in})}_{1}(z_0) M^{(\text{out})}(z_0)$$

$$- \frac{\sqrt{z_0}}{i\sqrt{t}} M^{(\text{out})}(-z_0)^{-1} M^{(\text{in})}_{1}(-z_0) M^{(\text{out})}(-z_0) + O(t^{-1}). \quad (7.53)$$

From (7.53), we can derive that

$$E(0)^{-1} = \mathbb{I} + O(t^{-1/2}). \quad (7.55)$$

8. Pure $\partial$-RH problem

In this section, we study the remaining $\partial$-RH problem. The $\partial$-RH problem for $M^{(3)}(z)$ is equivalent to the following integral equation

$$M^{(3)}(z) = \mathbb{I} - \frac{1}{\pi} \int_{C} \frac{M^{(3)} W^{(3)}}{s - z} dA(s), \quad (8.1)$$

where $dA(s)$ is Lebesgue measure. Further, the equation (7.24) can be written in operator form

$$(I - S)M^{(3)}(z) = \mathbb{I}, \quad (8.2)$$
where $S$ is Cauchy operator

$$S[f](z) = -\frac{1}{\pi} \int_{\mathbb{C}} \frac{f(s)W(3)(s)}{s - z} \, dA(s). \quad (8.3)$$

We need to prove that the inverse operator $(I - S)^{-1}$ is invertible, so that the solution $M^{(3)}(z)$ exists.

**Lemma 8.1.** For $t \to +\infty$, the operator (8.3) admits that

$$\|S\|_{L^\infty \to L^\infty} \leq ct^{-1/6}, \quad (8.4)$$

where $c$ is a constant.

**Proof.** We mainly prove the case that the matrix function supported in the region $\Omega_1$, the other case can be proved similarly. Denoted that $f \in L^\infty(\Omega_1)$, $s = u + iv$ and $z = x + iy$. Then based on (5.10) and (6.2), we can derive that

$$|S[f](z)| \leq \frac{1}{\pi} \left| \int_{\Omega_1} \frac{|M^{(2)}(s)\overline{\partial R_1(s)}M^{(2)}(s)^{-1}|}{|s - z|} \, df(s) \right| \leq c \int_{\Omega_1} |\overline{\partial R_1(s)}| e^{-\frac{\theta^2 + \gamma^2 - \bar{z}_0^2}{2\lambda^2 v^2 + \gamma^2}} \, dudv, \quad (8.5)$$

where $c$ is a constant.

Based on (5.6) and the estimates shown in Appendix B, from (8.5), we obtain that

$$\|S\|_{L^\infty \to L^\infty} \leq c(I_1 + I_2 + I_3) \leq ct^{-1/6}, \quad (8.6)$$

where

$$I_1 = \int_{\Omega_1} |\overline{\partial R_1(s)}| e^{-\frac{\theta^2 + \gamma^2 - \bar{z}_0^2}{2\lambda^2 v^2 + \gamma^2}} \, df(s), \quad I_2 = \int_{\Omega_1} |\partial'(p)| e^{-\frac{\theta^2 + \gamma^2 - \bar{z}_0^2}{2\lambda^2 v^2 + \gamma^2}} \, df(s), \quad (8.7)$$

and

$$I_3 = \int_{\Omega_1} |s - z_0| e^{-\frac{\theta^2 + \gamma^2 - \bar{z}_0^2}{2\lambda^2 v^2 + \gamma^2}} \, df(s). \quad (8.8)$$

\[ \Box \]

Next, our purpose is to reconstruct the large time asymptotic behaviors of $u(x,t)$. According to (3.8), we need the large time asymptotic behaviors of $M^{(3)}(z)$ and $M^{(3)}_1(y,t)$ which are defined as

$$M^{(3)}(z) = M^{(3)}(0) + M^{(3)}_1(y,t)z + O(z^2), \quad z \to 0,$$
where

\[
M^{(3)}(0) = \mathbb{1} - \frac{1}{\pi} \int_{\mathbb{C}} \frac{M^{(3)}(s)W^{(3)}(s)}{s} \, dA(s),
\]

\[
M^{(3)}_1(y, t) = \frac{1}{\pi} \int_{\mathbb{C}} \frac{M^{(3)}(s)W^{(3)}(s)}{s^2} \, dA(s).
\]

The \(M^{(3)}(0)\) and \(M^{(3)}_1(y, t)\) satisfy the following lemma.

**Lemma 8.2.** For \(t \to +\infty\), \(M^{(3)}(0)\) and \(M^{(3)}_1(y, t)\) admit the following inequality

\[
\|M^{(3)}(0) - I\|_{L^\infty} \leq t^{-1},
\]

\[
M^{(3)}_1(y, t) \leq t^{-1}.
\]

The proof of this Lemma is similar to the process that shown in Appendix B.

9. Soliton resolution for the CSP equation

Now, we are going to construct the long time asymptotic of the CSP equation (1.3).
Recall a series of transformation including (4.12), (5.4), (6.1) and (7.1), i.e.,

\[
M(z) \leftrightarrow M^{(1)}(z) \leftrightarrow M^{(2)}(z) \leftrightarrow M^{(3)}(z) \leftrightarrow E(z),
\]

we then obtain

\[
M(z) = M^{(3)}(z)E(z)M^{(out)}(z)R^{(2)}(z)T^{-\sigma_3}(z), \quad z \in \mathbb{C} \setminus \mathcal{U}_{\pm z_0}.
\]

In order to recover the solution \(u(x, t)\), we take \(z \to 0\) along the imaginary axis which implies \(z \in \Omega_2\) or \(z \in \Omega_5\), thus \(R^{(2)}(z) = I\). Then, we obtain

\[
M(0) = M^{(3)}(0)E(0)M^{(out)}(0)T^{-\sigma_3}(0),
\]

\[
M = \left(M^{(3)}(0) + M^{(3)}_1(z + \cdots)(E(0) + E_1(z + \cdots)M^{(out)}(z))T^{-\sigma_3}(0) + T^{-\sigma_3}z + \cdots \right).
\]

Based on the above analysis, we can derive that

\[
M(0)^{-1}M(z) = T^{\sigma_3}(0)M^{(out)}(0)^{-1}M^{(out)}(z)T^{-\sigma_3}(0)z
\]

\[
+ T^{\sigma_3}(0)M^{(out)}(0)^{-1}E_1M^{(out)}(z)T^{-\sigma_3}(0)z
\]

\[
+ T^{\sigma_3}(0)M^{(out)}(0)^{-1}M^{(out)}(z)T^{-\sigma_3}(0)z + O(t^{-1}).
\]

Then, according to the reconstruction formula (3.8), (7.22) and (7.54), as \(t \to +\infty\), we obtain that

\[
u(x, t)e^{-2d} = u(y(x, t), t)e^{-2d}
\]

\[
= u_{sol}(y(x, t), t; \sigma_d(I))T^{-2}(0)(1 + T_1) - it^{- \frac{1}{2}}f_{12}^{-} + O(t^{-1}).
\]
where
\[
y(x,t) = x - c_+ (x, t, \sigma_d (I)) - iT_1^{-1} - it^{-\frac{1}{4}} f_{12}^+ + O(t^{-1}),
\]
\[
f_{12}^+ = \frac{1}{t^{\frac{1}{4}}} \left[ M^{(\text{out})}(0)^{-1} M^{(\text{out})}(z_0)^{-1} M_{1}^{pc,+} (-z_0) M^{(\text{out})} (z_0) M^{(\text{out})} (0) \right]_{12},
\]
\[
f_{11}^+ = \frac{1}{i t^{\frac{1}{4}}} \left[ M^{(\text{out})}(0)^{-1} M^{(\text{out})}(z_0)^{-1} M_{1}^{pc,+} (-z_0) M^{(\text{out})} (z_0) M^{(\text{out})} (0) \right]_{11}.
\]

The long time asymptotic behavior \((9.1)\) gives the solution resolution for the initial value problem of the CSP equation which contains the soliton term confirmed by \(N(I)\)-soliton on discrete spectrum and the \(t^{-\frac{1}{4}}\) order term on continuous spectrum with residual error up to \(O(t^{-1})\).

**Remark 9.1.** The steps in the steepest descent analysis of RHP \(3.4\) for \(t \to -\infty\) is similar to the case \(t \to +\infty\) which has been presented in section 4-8. When we consider \(t \to -\infty\), the main difference can be traced back to the fact that the regions of growth and decay of the exponential factors \(e^{2i\arg t}\) are reversed, see Fig. 1. Here, we leave the detailed calculations to the interested reader.

Finally, we can give the results shown in Theorem\(1.1\).

**Acknowledgements**

This work was supported by the National Natural Science Foundation of China under Grant No. 11975306, the Natural Science Foundation of Jiangsu Province under Grant No. BK20181351, the Six Talent Peaks Project in Jiangsu Province under Grant No. JY-059, and the Fundamental Research Fund for the Central Universities under the Grant Nos. 2019ZDPY07 and 2019QNA35.

**10. Appendix A: The parabolic cylinder model problem**

Here, we describe the solution of parabolic cylinder model problem\([41, 42]\). Define the contour \(\Sigma_{pc} = \bigcup_{j=1}^{\infty} \Sigma_{pc}^j\) where
\[
\Sigma_{pc}^j = \{ \lambda \in \mathbb{C} | \arg \lambda = \frac{2j-1}{4} - \pi \}.
\]

For \(r_0 \in \mathbb{C}\), let \(v(r) = -\frac{1}{2} \log(1 + |r_0|^2)\), we consider the following parabolic cylinder model Riemann-Hilbert problem.
Riemann-Hilbert Problem 10.1. Find a matrix-valued function $M^{(pc)}(\lambda)$ such that

- $M^{(pc)}(\lambda)$ is analytic in $\mathbb{C} \setminus \Sigma^{pc}$, \hspace{1cm} (A.2)
- $M^{(pc)}(\lambda) = M_{\lambda}^{(pc)}(\lambda)V^{(pc)}(\lambda), \quad \lambda \in \Sigma^{pc}$, \hspace{1cm} (A.3)
- $M^{(pc)}(\lambda) = \mathbb{1} + \frac{M_1}{\lambda} + O(\lambda^2), \quad \lambda \to \infty$, \hspace{1cm} (A.4)

where

$$V^{(pc)}(\lambda) = \begin{cases} \lambda^{i\varphi_3} e^{-\frac{\mu}{\lambda} i \varphi_3} \begin{pmatrix} 1 & 0 \\ r_0 & 1 \end{pmatrix}, & \lambda \in \Sigma_1^{pc}, \\ \lambda^{i\varphi_3} e^{-\frac{\mu}{\lambda} i \varphi_3} \begin{pmatrix} 1 & \frac{r_0}{1+|r_0|} \\ 0 & 1 \end{pmatrix}, & \lambda \in \Sigma_2^{pc}, \\ \lambda^{i\varphi_3} e^{-\frac{\mu}{\lambda} i \varphi_3} \begin{pmatrix} 1 & 0 \\ \frac{r_0}{1+|r_0|} & 1 \end{pmatrix}, & \lambda \in \Sigma_3^{pc}, \\ \lambda^{i\varphi_3} e^{-\frac{\mu}{\lambda} i \varphi_3} \begin{pmatrix} 1 & r_0^* \\ 0 & 1 \end{pmatrix}, & \lambda \in \Sigma_4^{pc}, \end{cases}$$

![Figure 6. Jump matrix $V^{(pc)}$.](image)

We know that the parabolic cylinder equation can be expressed as \cite{43}

$$\left( \frac{\partial^2}{\partial z^2} + \left( 1 - \frac{z^2}{2} + a \right) \right) D_z = 0.$$

As shown in the literature \cite{26, 44}, we obtain the explicit solution $M^{(pc)}(\lambda, r_0)$:

$$M^{(pc)}(\lambda, r_0) = \Phi(\lambda, r_0)P(\lambda, r_0)e^{\frac{r_0}{\lambda} i \varphi_3} \lambda^{-i\varphi_3}.$$
and

\[ \Phi(\lambda, r_0) = \begin{cases} 
    \begin{pmatrix} 
        e^{\frac{\lambda}{r_0} D_{iv}(e^{-\frac{\lambda}{r_0}})} & -i\beta_{12} e^{\frac{\lambda}{r_0} D_{iv}(e^{-\frac{\lambda}{r_0}})} \\
        i\beta_{21} e^{\frac{\lambda}{r_0} D_{iv}(e^{-\frac{\lambda}{r_0}})} & e^{\frac{\lambda}{r_0} D_{iv}(e^{-\frac{\lambda}{r_0}})} 
    \end{pmatrix}, & \lambda \in \mathbb{C}^+, \\
    \begin{pmatrix} 
        e^{\frac{\lambda}{r_0^*} D_{iv}(e^{-\frac{\lambda}{r_0}})} & -i\beta_{12} e^{\frac{\lambda}{r_0^*} D_{iv}(e^{-\frac{\lambda}{r_0}})} \\
        i\beta_{21} e^{\frac{\lambda}{r_0^*} D_{iv}(e^{-\frac{\lambda}{r_0}})} & e^{\frac{\lambda}{r_0^*} D_{iv}(e^{-\frac{\lambda}{r_0}})} 
    \end{pmatrix}, & \lambda \in \mathbb{C}^-, 
\end{cases} \]

with

\[ \beta_{12} = \frac{\sqrt{2\pi i^{n/2} e^{-\pi/2}}}{r_0 \Gamma(-iv)}, \quad \beta_{21} = \frac{-\sqrt{2\pi i^{n/2} e^{-\pi/2}}}{r_0^* \Gamma(iv)} = \frac{\nu}{\beta_{12}}. \]

Then, it is not hard to obtain the asymptotic behavior of the solution by using the well known asymptotic behavior of \( D_{ii}(z) \),

\[ M^{(pc)}(r_0, \lambda) = \frac{1}{\lambda} + \frac{M_1^{(pc)}}{\lambda} + O(\lambda^{-2}), \quad \lambda \in \mathbb{C} \cup \mathbb{C}^+, \quad \lambda \in \mathbb{C}^-, \quad (A.6) \]

where

\[ M_1^{(pc)} = \begin{pmatrix} 
    0 & \beta_{12} \\
    -\beta_{21} & 0 
\end{pmatrix}. \]

11. Appendix B: Detailed calculations for the pure \( \bar{\partial} \)-Problem

**Proposition 11.1.** For \( t > 0 \) and \( z \in \Omega_1 \), there exists constants \( c_j(j = 1, 2, 3) \) such that \( I_j(j = 1, 2, 3) \) which defined in (8.7) and (8.8) possess the following estimate

\[ I_j \leq c_j r^{\frac{\nu}{2}}, \quad j = 1, 2, 3. \]
Proof. Let $s = u + iv$ and $z = x + iy$. For $s \in \Omega_1$, we know that \(\frac{s^2 + x^2 - z^2}{(s^2 + z^2)^{3/2}} > \frac{1}{(u^2 + v^2)^{3/2}} > 0\). Therefore, we assume that there exists an arbitrarily small constant $\varepsilon > 0$. Then, using the fact that

\[
\int_{-\infty}^{\infty} \int_{0}^{\infty} \frac{\partial \chi}{\partial s} Z(s) e^{\frac{s^2 + x^2 - z^2}{(s^2 + z^2)^{3/2}}} ds \, dv = \int_{0}^{\infty} \frac{1}{s - z} \chi(s) \frac{e^{-\varepsilon}}{(s(z - 0))^{3/2}} \, ds \, dv
\]

we can derive that

\[
|I_1| \leq \int_{0}^{\infty} \int_{0}^{\infty} \frac{\partial \chi}{\partial s} Z(s) e^{\frac{s^2 + x^2 - z^2}{(s^2 + z^2)^{3/2}}} \, ds \, dv
\]

Then, using the fact that $e^{-\varepsilon} \leq z^{-1/6}$, a direct calculation shows that

\[
\int_{0}^{\infty} e^{-\varepsilon} \frac{1}{\sqrt{y - v}} \, dv \leq t^{-\frac{7}{6}}
\]

Then, we have $I_1 \leq t^{-\frac{7}{6}}$. Similarly, considering that $r \in H^{1,1}(\mathbb{R})$, we obtain the estimate

\[
|I_2| \leq \int_{0}^{\infty} \int_{0}^{\infty} \frac{|r'(u)| e^{-\varepsilon} \frac{1}{s - z}}{|s - z|} \, ds \, dv \leq t^{-\frac{7}{6}}.
\]

To obtain the estimate of $I_3$, we consider the following $L^2(k > 2)$ norm

\[
\left\| \frac{1}{\sqrt{|s - z_0|}} \right\|_{L^2} \leq \left( \int_{v + z_0}^{\infty} \frac{1}{|u - z_0 + iv|^2} \, du \right)^{1/2} \leq c v^{\frac{1}{2} - \frac{k}{2}}.
\]

Similarly, we can derive that

\[
\left\| \frac{1}{|s - z|} \right\|_{L^2} \leq c |v - y|^{\frac{k}{2} - 1}.
\]

By applying (B.4) and (B.5), it is not hard to check that

\[
|I_3| \leq \int_{0}^{\infty} \int_{0}^{\infty} \frac{|z - z_0| \frac{1}{s - z} e^{-\varepsilon} \frac{1}{s - z}}{|s - z|} \, ds \, dv
\]

Now, we obtain that $I_1 + I_2 + I_3 \leq t^{-\frac{7}{6}}$ as $t \to +\infty$. □
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