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Abstract. Edge computing becomes a strategic concept of IoT. The edge computing market reaches several billion USD and grows intensively. In edge computing paradigm, the data can be processed close to, or at the edge of the network. This way greatly reduces the computation and communication load of the network core. Moreover, processing data near the sources of data also provides better support for the user privacy. However, an increase in the number of data processing locations will proportionately increase the attack surface. Due to limited capacities and resources, an edge node cannot perform too many complex operations. Especially for the applications with high real-time requirements, efficiency becomes a crucial issue in secure data analytics. Therefore, it is important to get a tradeoff between security and efficiency. We focus on this problem in this paper.
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1 Introduction

According to the estimation by Cisco Global Cloud Index, the data produced by IoT devices will exceed 500 Zettabytes in this year. For efficient treatment of such huge volumes of data the edge computing paradigm has been offered. In this paradigm, the data can be processed close to, or at the edge of the network. Some functions of network core is delegated to edges of the network, where the connected entities directly produce the data. These facilities can be fortified by corresponding computing platforms and system resources. Edge computing technologies greatly offload the computation and communication load of the network core. Moreover, processing data near the sources of data provides better QoS [1] for the delay sensitive services and efficient structure support for the user privacy, as well as prevent and mitigate some types of DDoS attacks.

It is expected that a ratio of enterprise-generated data, which is processed outside a conventional centralized data center or cloud, will rich 75%. The total edge computing market size is expected to grow from USD 2.8 billion in 2019 to USD 9.0 billion by 2024, at a Compound Annual Growth Rate (CAGR) of 26.5% during the forecast...
period, estimates ResearchAndMarkets.com. According to another forecast provided by Gartner, this market will reach USD 13 billion by 2022. Financial and banking industry is one of the largest beneficiaries of edge computing worldwide. Increasing the adoption of digital and mobile banking initiatives, advanced platforms, such as blockchain and payment through mobile terminals, are fuelling the demand for modern edge computing solutions in the financial and banking industry sector. Asia-Pacific is destined to be the major market for edge computing. Businesses and governments in this region have shown more inclination toward storing and processing data locally.

However, an increase in the number of data processing locations will proportionately increase the attack surface [2]. Also, it needs to remark that we generally use edge devices with limited resources [3]. Therefore, it is not reasonable to store a large amount of data and execute a high complexity algorithm for intrusion detection. The conventional security mechanisms of cloud computing are no longer suitable for supporting security in edge computing. Taking into account security challenges, leading academia researchers and profit companies experts conclude that current situation with edge computing security is far from satisfied and essential efforts is required to overcome the existing vulnerabilities and weaknesses. Thus, edge computing security is highlighted as an important future research direction [4–6].

A lightweight and secure data analytics technique allows to increase the potential of edge computing. Due to limited capacities and resources, an edge node cannot perform too many complex operations, which could incur high latency and battery depletion. Efficiency becomes a crucial issue in secure data analytics, especially for the applications with high real-time requirements.

There are a few recent papers on the theme of Intrusion Detection System (IDS) for Edge Computing. Some authors offer a hybrid IDS mechanism, but they ignore quantitative analysis [7]. Other researchers focus on quality of detection scheme only [8]. Thus, in the present literature there is a lack of quantitative methods, which allow to form a proper holistic view on a system. This paper is intended to partially fill this gap. We describe the offered approach in general and provide a closed-form solution in an important practical case.

2 System Model

A set of IoT edge nodes serve a user-generated workload. It includes a traffic which has to be treated and retransmitted. Let us use the designations as follows.

- $\lambda$: the traffic intensity;
- $\mu$: the intensity of request treatment;
- $\alpha$: a percentage of workload of legal users, in practice, this can be estimated using an observable sample or an auxiliary model;
- $B$: the probability of request rejection, i.e. the blocking probability.

Here we consider a situation with two types of users. Legitimate users generate traffic with the intensity $\lambda \alpha$, and malicious users generate traffic with the intensity $\lambda (1 - \alpha)$. Due to limited resources of edge nodes, a part of traffic ($B$) does not receive a service and rejected (see Fig. 1).
Generally, the blocking probability is a function of $\lambda$ and $\mu$, i.e. the losses rate equals

$$\lambda B(\lambda, \mu),$$

and the served workload rate is

$$\lambda(1 - B(\lambda, \mu)).$$

Note, that not all traffic is useful. The actual losses rate of legal users is as follows:

$$l_1 = z\lambda B(\lambda, \mu).$$

Next, let us consider edge nodes equipped by IDS. It is reasonable to assume that a part of malicious requests will be rejected and novel workload intensity $\tilde{\lambda}$ will be reduced, i.e. $\tilde{\lambda} < \lambda$. However, it does not guarantee that the system throughput becomes better. Now IoT devices have to perform additional operation for intrusion detection maintaining and malicious requests filtering. Therefore, performance of request treatment has to be reduced, i.e. the novel intensity of request treatment becomes $\tilde{\mu}$, and $\tilde{\mu} < \mu$.

If the security system is designed to counteract a limited set of known attacks, then signature based IDS can be used. In this case IDS utilizes a set of rules (signatures) that can be used to detect an attacks pattern. This approach provides a high level of accuracy for well-known intrusions. A signature based IDS is characterized by low computational cost, i.e. $\tilde{\mu} \approx \mu$. The same effect can be reached by the use of small number of secret bits for requests verification. However, this situation is not typical for IoT environment. Intruders constantly change tactics and create new destructive tools. Signature-based detection does not detect slightly modified attacks, much less it does not detect unknown attacks. Hence, advanced intrusion detection methods are required.

Also, the situation when $\tilde{\mu} \gg \mu$ is not typical for IoT keeping in mind the edge devices level [9]. Low resources make ineffective heavy computation algorithms like deep learning. So, it is reasonable to assume that performance of request treatment has not been increased drastically.

Moreover, some legitimate requests are mistakenly recognized as illegal and filtered by IDS (Fig. 2).

---

**Fig. 1.** IDS has not been used.

![Diagram of traffic flow](https://via.placeholder.com/150)
Let us investigate the situation, where IDS deployment makes a sense.

3 Analysis

3.1 IDS Applications

For our purposes it is enough to consider IDS parameters as follows:

- \( p_I \) is a false positive, i.e. the probability of the event, when a legitimate request is rejected by IDS;
- \( p_{II} \) is a false negative, i.e. the probability of the event, when an illegal request is accepted.

Therefore, IDS rightly rejects

\[
\lambda(1 - \alpha)(1 - p_{II})
\]

spoofed request per time unit. And the forced losses of legal workload are as follows:

\[
\lambda \alpha p_I.
\]

Hence, edge nodes have to treat an offered load of intensity:

\[
\tilde{\lambda} = \lambda \alpha(1 - p_I) + \lambda(1 - \alpha) p_{II}
\]

Let us remark, that the ratio of legitimate requests has been changed. Now, this one is

\[
\tilde{\alpha} = \frac{\lambda \alpha(1 - p_I)}{\lambda} = \frac{\alpha(1 - p_I)}{\alpha(1 - p_I) + (1 - \alpha) p_{II}}.
\]

In the case of IDS application, the actual losses rate of legal users becomes as follows:
\[ l_2 = \lambda p_I + \tilde{\lambda} B(\tilde{\lambda}, \tilde{\mu}). \]

The IDS (with given quality parameters \( p_I, p_{II} \)) is justified if and only if
\[ l_2 < l_1. \]

Hence, the novel intensity of request treatment has to satisfy the inequality as follows:
\[ B(\tilde{\lambda}, \tilde{\mu}) < \frac{2\tilde{\lambda}}{\tilde{\lambda} + \lambda} (B(\lambda, \mu) - p_I) \] (1)

In view of the above considerations, inequality (1) can be given an alternative formulation as follows:
\[ B(\tilde{\lambda}, \tilde{\mu}) < \frac{B(\lambda, \mu) - p_I}{1 - p_I}. \]

Using an appropriate queuing model we can calculate the blocking probability and its inverse.

### 3.2 Erlang-B Function

Let us specify the model. Taking into account requirements of delay sensitive services, it is reasonable to use M/M/n/n queuing system to model functioning of cluster containing \( n \) edge nodes. Thus, our assumptions are as follows:

- Incoming Poisson flow (with intensity \( \tilde{\lambda} \) or \( \lambda \))
- Exponential service time (with intensity \( \tilde{\mu} \) or \( \mu \)).
- No buffer (waiting room)

In this case the blocking probability is described by Erlang-B formula (see, for example [10]),
\[ B(\rho, n) = \frac{\rho^n}{n!} \sum_{i=0}^{n} \frac{\rho^i}{i!}, \]

where
\[ \rho = \frac{\lambda}{\mu}. \]

The inequality (1) can be numerically solved. Note, the assumption of exponential CDF for service time is not necessary. The formula is true for M/G/n/n queuing system as well.
Let us consider the case, when
\[ \rho \gg n. \]
It generally takes place under attack. We use the following theorem [11].

**Theorem.**

\[ \forall \varepsilon > 0, \text{ if } \rho \geq n + \frac{1}{\varepsilon}, \]

then
\[ 1 - \frac{n}{\rho} < B(n, \rho) < 1 - \frac{n}{\rho} + \varepsilon. \]

**Corollary.** If \( \varepsilon \) is small enough, then we get an approximation for Erlang-B function:
\[ B(n, \rho) \approx 1 - \frac{n}{\rho}, \]
the inverse functions approximations can be easily calculated as well
\[ \rho = \frac{n}{1 - B}, \]
\[ n = \rho(1 - B). \]

Thus, M/M/n/n system under heavy load provides the outgoing rate (served requests) as follows:
\[ \lambda(1 - B(n, \rho)) = \frac{\lambda n}{\rho} = n\mu, \]
and the losses rate is as follows:
\[ \lambda B(n, \rho) = \lambda - n\mu. \]

### 3.3 Service Differentiation

Let us consider the problem of service differentiation. It can be a problem of security differentiation for different classes of customers as well as a traffic management problem, cluster head selection process etc. In the case of jamming attacks, this technique can be used to assign non-attacked channels in order to support the survivability of the most important applications.
The problem statement is as follows
\[
N \rightarrow \text{min}
\]
\[
N = \sum_{j=1}^{C} n_j
\]
\[
B(n_j, p_j) \leq b_j, j \in \{1, 2, ..., C\},
\]
where
- \(N\) is a total number of computational resources (channels, servers, service centres, IDS agents etc.)
- \(C\) is a number of user classes.
- \(n_j\) is a number of resources assigned to the class \(j\)
- \(b_j\) is QoS required by class \(j\) (i.e. the losses rate).

In the case of limited resources (the most critical case) the approximation above helps to solve the problem. The solution is as follows
\[
n_j = \rho_j(1 - b_j), j \in \{1, 2, ..., C\},
\]
\[
N_{opt} = \sum_{j=1}^{C} \rho_j(1 - b_j).
\]

4 Criterion

Now we can get a closed-form solution for the inequality (1) in the case of heavy workload. It is as follows.

**Proposition.** IDS is justified if the following inequality is true:
\[
\bar{\mu}(1 - p_I) > \mu(\alpha(1 - p_I) + (1 - \alpha)p_H)
\]
\[
(2)
\]
This inequality can be used for estimation and selection intrusion detection algorithms. For convenience, the inequality (2) can be rewritten as a ratio of requests processing intensities:
\[
\frac{\bar{\mu}}{\mu} > \alpha + \frac{p_H}{1 - p_I} (1 - \alpha).
\]

We can often (but not always) expect that a way to improve the false positive parameter entails the consequences of the proportional degradation of the false negative parameter, and vice versa. This is a specific of IDS design. However, if the IDS quality is good enough, both \(p_I\) and \(p_H\) are small enough.
Let us define the following ratio:

$$\frac{P_{II}}{1 - P_I},$$

as the IDS throughput. Generally, packets are processed individually by IDS, hence this value does not depend on the legal users’ packets proportion.

Let us remark, if the efficiency of used intrusion detection algorithms is very high, i.e.

$$P_I \to 0,$$

$$P_{II} \to 0,$$

then the criterion for the appropriateness of IDS takes a simple form:

$$\alpha < \frac{\tilde{\mu}}{\mu} < 1.$$

The decision to deploy IDS (or provide requirements for IDS) can be based on a profitability analysis. Therefore, a criterion can take a set of various forms. For example, the criterion can be as follows: IDS should improve the loss rate by $k$ times, i.e.

$$\frac{l_2}{l_1} > k,$$

where $k$ is a desired constant. An alternative statement can be as follows: the IDS profitability has to be higher than the desired threshold $k$, i.e.

$$l_2 > k.$$

Next, it needs to maximize the system profitability under limited cost or energy consumption, i.e.

$$\max(l_1, l_2)$$

$$\tilde{\mu} \leq k,$$

and so on. The approximation above allows to obtain a closed form solution in these cases as well.

5 Performance Evaluation

In our consideration we can assume that the IDS throughput value varies in the range $[0 \ldots 1]$. The following equation can be useful to determine a tradeoff between computational overhead and intrusion detection efficiency.
\[
\frac{\tilde{\mu}}{\mu} = \alpha + (1 - \alpha) \frac{p_H}{1 - p_I}
\]

Figure 3 presents the increase in IDS overhead change according to IDS throughput efficiency for \(\alpha \in \{0.1; 0.5; 0.9\}\).

![Figure 3. The increase in IDS overhead change according to IDS throughput.](image)

As we can see, if the portion of legitimate requests is about 10\%, and IDS leads to a decrease in node performance by 50\%, then the throughput of IDS can confidently be in the range from 0.2 to 0.3. This is a very mediocre IDS. And next example, if the portion of legitimate requests is about 90\%, then no reasons to use even an ideal IDS with no any mistakes (zero false positive and false negative) and only 15\% degradation of node throughput.

Let us consider the value as follows:

\[
\frac{\tilde{\mu} - \mu}{\mu} \times 100\%.
\]

Assume, the false positive and false negative values are small enough. Here, without loss of generality we can take \(p_I = p_H \in \{1\%, 5\%, 10\%\}\).
If the quality of the used intrusion detection algorithm is very high (about percent or less), then $\alpha$ can be taken as a threshold for reducing node performance due to IDS operation. This is not true if the values $p_I$ and $p_{II}$ exceed 5%, although this is still a good enough intrusion detection algorithm. Figure 4 illustrates this point.

6 Conclusion

In this paper we offer a criterion for IDS deployment on IoT edge nodes. The offered results are based on queuing theory. In particular we use M/M/n/n (M/G/n/n) systems. In general the provided approach can be applied to any kind of IDS. However, the detailed results are provided for the low-resources IoT devices (Edge nodes). Using the Erlang losses function approximation we received a quantitative condition when IDS deployment makes a sense. The offered approach can be mostly applied for situations of flooding-type intrusions. Note, that the result can be used in other application domains such as enterprises management, hospital operation and others.
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