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Abstract—Radio access network (RAN) slicing is an important part of network slicing in 5G. The evolving network architecture requires the orchestration of multiple network resources such as radio and cache resources. In recent years, machine learning (ML) techniques have been widely applied for network slicing. However, most existing works do not take advantage of the knowledge transfer capability in ML. In this paper, we propose a transfer reinforcement learning (TRL) scheme for joint radio and cache resources allocation to serve 5G RAN slicing. We first define a hierarchical architecture for the joint resources allocation. Then we propose two TRL algorithms: Q-value transfer reinforcement learning (QTRL) and action selection transfer reinforcement learning (ASTRL). In the proposed schemes, learner agents utilize the expert agents’ knowledge to improve their performance on target tasks. The proposed algorithms are compared with both the model-free Q-learning and the model-based priority proportional fairness and time-to-live (PPF-TTL) algorithms. Compared with Q-learning, QTRL and ASTRL present 23.9% lower delay for Ultra Reliable Low Latency Communications slice and 41.6% higher throughput for enhanced Mobile Broad Band slice, while achieving significantly faster convergence than Q-learning. Moreover, 40.3% lower URLLC delay and almost twice eMBB throughput are observed with respect to PPF-TTL.
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I. INTRODUCTION

Driven by the increasing traffic demand of diverse mobile applications, the 5G is expected to satisfy various quality of service (QoS) requirements of a wide variety of services as well as service level agreements of different user types [1]. Considering the diverse QoS demands of user types such as enhanced Mobile Broad Band (eMBB) and Ultra Reliable Low Latency Communications (URLLC), network slicing has been proposed to enable flexibility and customization of 5G networks. Based on software defined network and network function virtualization techniques, physical network devices are split into multiple logical network slices [2]. Each slice may include its own controller to manage available resources.

As an important part of network slicing, radio access network (RAN) slicing is more complicated than core and transport network slicing due to limited bandwidth resources and fluctuating radio channels. For instance, an earliest-deadline-first scheduling method is proposed in [3] to support 5G RAN slicing, and it shows an improved customization and resource utilization performance. A two-layer slicing approach is introduced in [4] for efficient and low complexity RAN slicing, which aims to find a suitable trade-off between slice isolation and efficiency in dynamic radio resource allocation. Whereas [5] defines a novel online convex optimization framework for inter-slice radio resource allocation, and the proposed method learns resource allocation from previously observed data.

The aforementioned works mainly concentrate on the RAN slicing. While the bandwidth of a base station (BS) is indisputably the most critical resource of RAN network, other resources are equally important to guarantee the network performance, especially cache resource [6]. Incorporating caching into the RAN has attracted interest from both academia and industry, and some novel network architectures have been proposed to harvest the potential advantages of edge caching [7], [8]. Indeed, edge caching allows storing data closer to the users, by utilizing the storage capacity available at the network devices, and reduces the traffic to the core network. Moreover, caching can save the backhaul capacity without affecting the network delay. Cache placement and caching strategies have been extensively studied in numerous works, but the problem is usually addressed disjointly, without considering the RAN. For example, a location customized caching method is presented in [9] to maximize the caching hit rate, and a linear model is deployed to estimate the future content hit rate. The content caching locations are optimized in [10], where both cloud-centric and edge-centric caching are considered for optimization.

Integrating RAN with caching will bring significant improvements for 5G networks. However, it leads to great complexity for network management. Network slicing is expected to allocate limited resources such as bandwidth or caching capacity between slices, and fulfill the QoS requirements of slices. The complex network dynamics, especially the stochastic arrival requests of slices, make the underlying network optimization challenging. Fortunately, machine learning (ML) techniques offer promising solutions [11]. For instance, by applying a reinforcement learning (RL) scheme, the potential...
complexity of defining a dedicated optimization model is avoided. Combined with a low-complexity heuristic algorithm, RL is applied in [12], [13] to service eMBB and vehicle-to-everything slices. Communication and computation resources are jointly considered in [13] for 5G RAN slicing, and Q-learning is deployed to maximize the network utility. Moreover, deep Q-learning is used in [14] for end-to-end network slicing, and double deep Q-learning is deployed in [15] for computation offloading within sliced RANs.

Although learning-based methods such as RL and deep reinforcement learning (DRL), have been generally applied for network resource allocation, most existing works do not consider the possibility of knowledge transfer [12]–[15]. Specifically, an agent is designed for a specific task in these works, and it interacts with its environment from scratch, which usually leads to a lower exploration efficiency and longer convergence time. Whenever a new task is assigned, the agent needs to be retrained, even though similar tasks have been completed before. The poor generalization capability of straightforward RL methods motivate us to find a learning method with better generalization and knowledge transfer capability.

In this work, we propose two transfer reinforcement learning (TRL) based solutions for joint allocation of radio and cache resources. The first method is Q-value transfer reinforcement learning (QTRL) and the second technique is called action selection transfer reinforcement learning (ASTRL). Using these schemes, agents can utilize the knowledge of experts to improve their performance on current tasks. Furthermore, the current network optimization schemes are usually defined in a centralized way [12]–[14]. This leads to excessive control overhead where processing the specific requests of all devices can be a heavy burden for the central controller. To this end, we propose a hierarchical architecture for the joint resource allocation. The global resource manager (GRM) is responsible for inter-slice radio and caching capacity allocation. Then the slice resource managers (SRMs) will distribute radio resources among the attached user equipment (UEs) and replace the cached contents based on its own need.

The main contributions of this work are: (1) We define a hierarchical architecture for joint radio and cache resources allocation of cellular networks. The GRM will intelligently allocate resources between slices, then SRMs will distribute radio and cache resources within each slice based on specific rules. The proposed hierarchical architecture can reduce the control overhead and achieves a higher flexibility.

(2) We propose two TRL-based solutions for the inter-slice resource allocation, namely QTRL and ASTRL. QTRL can utilize the Q-values of experts as prior knowledge for an improved learning process, while ASTRL focuses on action selection knowledge. Compared with RL or DRL, the proposed TRL solutions have a better knowledge transfer capability.

(3) Finally, the TRL solutions are compared with the model-free Q-learning, the model-based priority proportional fairness and time-to-live (PPF-TTL) algorithms via simulations. The results demonstrate that TRL-based algorithms achieve better performance in both network and ML metrics. In particular, QTRL and ASTRL have 23.9% lower URLLC delay and 41.6% higher eMBB throughput than Q-learning. The simulations also show 40.3% lower URLLC delay and almost doubled eMBB throughput than the PPF-TTL method. QTRL and ASTRL also outperform Q-learning with a significantly faster convergence.

The rest of this work is organized as follows. Section II presents related work, and Section IV shows the system model and problem formulation. Section V defines the TRL-based resource allocation scheme. The simulations are shown in Section VI and Section VII conclude this work.

II. RELATED WORK

Recently there have been numerous studies to apply artificial intelligence (AI) techniques for the resource allocation of 5G networks. Content caching and mode selection are jointly considered in [16] to minimize the system power consumption, and two RL algorithms are developed to solve the high complexity optimization problem. [17] also jointly considers the content caching and mode selection problem, which applies DRL for decision making of the cloud server to satisfy the requirements of slices. The multi-tenant radio resource allocation problem is investigated in [18], and DRL is leveraged to optimize the computation offloading and packet scheduling. A multi-agent DRL algorithm is proposed in [19] for the cooperative content caching of small base stations, and each agent can intelligently cache contents under time-varying popularity. The radio, caching and computation resources are jointly considered in [20], and an actor-critic DRL algorithm is used to minimize the end-to-end delay.

The aforementioned works show that various ML methods have been applied for the resource management of wireless networks, including RL [12], [13], [16], [17], DRL [14], double deep Q-learning [15], multi-agent RL [18], multi-agent DRL [19], actor-critic DRL [20], and so on. In our former work [21], we proposed a correlated Q-learning based method for the radio resource allocation of 5G RAN, but the knowledge transfer was still not considered. In these works, the main motivations of deploying ML algorithms are the increasing complexity of wireless networks and the difficulties to build dedicated optimization models. Indeed, the evolving network architecture, emerging new network performance requirements and increasing device numbers make the traditional methods such as convex optimization more and more complicated. ML, especially RL, offers a good opportunity to reduce the optimization complexity and make data-driven decisions. However, a large number of samples are needed for the learning process, which means long training time and low system efficiency. Furthermore, after the long learning process, the agent can only handle one specific task without any generalization. This learning process has to be repeated when a new task is assigned. DRL can be considered as a solution to reduce the number of samples and improve convergence. However, it is still limited in a
TABLE I
COMPARISON OF RL, TL, DRL AND TRL

| Algorithms | Features | Difficulties | Applications |
|------------|----------|--------------|--------------|
| RL         | Agent has no prior knowledge about tasks. It explores new tasks from scratch. | Long convergence time, low exploration efficiency. | Tasks with limited state-action space and no prior knowledge. |
| TL         | Improving generalization across different distributions between source and target tasks. | Negative transfer, automation of task mapping. | It is mainly designed for the supervised learning domain, e.g., classification, regression. |
| DRL        | Combining artificial neural networks with RL architecture. Applying neural networks to estimate state-action values. | Time-consuming network training and tuning; Low sample and exploration efficiency; Training stability. | Large state-action space or continuous-action problem. |
| TRL        | Utilizing prior knowledge from experts to improve performance of learners such as higher average reward or faster convergence. | Transfer function needs to be defined to digest prior knowledge. | Optimization of tasks with existing prior knowledge. |

localized domain, and the neural network training can be time-consuming because of the hyperparameter tuning. To this end, we propose TRL-based solutions for the joint radio and cache resources allocation of 5G RAN. The TRL has been applied in [22] for intra-beam interference management of 5G mm-Wave, but here, the resource allocation problem is more complicated due to a much bigger state-action space. The proposed scheme has a satisfying knowledge transfer capability by utilizing the knowledge of expert agents, and it outperforms RL by faster convergence.

III. BACKGROUND

Fig. 1. Comparison of TRL and RL.

In this section, we introduce the background of TRL to distinguish it from RL. As shown in Fig. 1, given a task pool, the interactions between tasks and agents can be described by the Markov decision process (MDP) \( < S, A, R, T > \), where \( S \) is the state space, \( A \) is the action space, \( R \) is the reward function, and \( T \) is the transition probability. In RL, each agent works independently to try different actions, then it arrives new states and receives rewards. The learning phase of RL can be defined as:

\[
\mathcal{L}_{RL} : s \times \mathcal{H} \rightarrow a, r \ (a \in A),
\]

where the \( \mathcal{H} \) is the knowledge of this agent, \( s \) is the current state, \( a \) is the selected action, and \( r \) is the reward. Equation (1) indicates that RL agent utilizes the collected knowledge to select action \( a \) and receive reward \( r \) under state \( s \).

On the contrary, TRL includes two phases: knowledge transfer phase and learning phase. In the knowledge transfer phase, as shown in Fig. 1 considering task differences, a mapping function is defined to make the knowledge of expert agents digestible for the learner agent. Then the learner agent explores target tasks on its own and forms its own knowledge. The whole process of TRL can be defined as:

\[
\mathcal{L}_{TRL} : s \times \mathcal{M}(\mathcal{H}_{expert}) \times \mathcal{H}_{learner} \rightarrow a, r \ (a \in A),
\]

where the \( \mathcal{M} \) is the mapping function, \( \mathcal{H}_{expert} \) is the knowledge from experts, \( \mathcal{H}_{learner} \) is the knowledge of learner agent. In equation (2), knowledge from experts are utilized in the action selection of learner agent, and it is expected to accelerate the learning process \( \mathcal{L}_{TRL} \). In TRL, new tasks can be better handled based on knowledge of experts.

The RL, transfer learning (TL), DRL and TRL techniques are compared in Table I. Compared with RL, TRL has higher exploration efficiency and better generalization capability [23]. On the other hand, although DRL is a breakthrough approach by combining neural networks with RL scheme, the time-consuming network training is a well known issue, and the training stability as well as generalization capability of DRL can cause problems [24]. Finally, although TL has been extensively studied in the ML literatures, it mainly focuses on the supervised learning domain such as classification and regression [25]. Compared with TL, TRL can be more complicated because the knowledge needs to be transferred in the context of MDP scheme. Moreover, due to the dedicated components of MDP, the knowledge may exist in different forms, which needs to be transferred in different ways [26].

IV. SYSTEM MODEL AND PROBLEM FORMULATION

A. Overall Architecture

Fig. 2 presents the proposed radio and cache resources allocation scheme, and a hierarchical architecture is defined for the resource allocation of cache-enabled macro cellular networks. We assume the BS has the caching capability to store contents. Firstly, the SRMs collect the QoS requirements of attached UEs, and the collected information is sent to GRM. Then the GRM will intelligently implement the inter-slice allocation to divide the radio and cache resources between eMBB and URLLC SRMs. Finally, SRMs distribute resource blocks (RBs) to attached UEs, and update cached contents.
within the allocated caching capacity. We apply learning-based methods to realize an intelligent GRM, while rule-based methods are deployed for SRMs. This hierarchical architecture can alleviate the burden of GRM, since the GRM only accounts for slice-level allocation, instead of handling all the UEs directly.

B. Communication Model

In this section, we introduce the communication model. Firstly, the total delay consists of:

\[ d_{j,m,g} = d_{j,m,g}^t + d_{j,m,g}^\text{tx} + d_{j,m,g}^\text{rx} + (1 - \beta_{j,g})d_{j,m,g}^\text{back}, \]

where \( d_{j,m,g}^t \) is the transmission delay of content \( g \) from the \( j^{th} \) BS to the \( m^{th} \) UE, \( d_{j,m,g}^\text{tx} \) and \( d_{j,m,g}^\text{rx} \) are the queuing delay and the re-transmission delay, respectively, \( d_{j,m,g}^\text{back} \) is the backhaul delay of fetching contents from the core network. \( \beta_{j,g} \) is a binary variable, \( \beta_{j,g} = 1 \) when the content \( g \) is cached at the \( j^{th} \) BS, and \( \beta_{j,g} = 0 \) otherwise. Equation (3) shows that the total delay is affected by both communication and cache resources. The transmission delay depends on radio resource allocation, and edge caching can prevent the backhaul delay. The scheduling efficiency will affect the queuing delay.

The transmission delay depends on the link capacity between the BS and UE:

\[ d^x = \frac{L_m}{C_{j,m}}, \]

where \( L_m \) is the content size required by the \( m^{th} \) UE. \( C_{j,m} \) is the link capacity between the \( j^{th} \) BS and the \( m^{th} \) UE, which is calculated as follows:

\[ C_{m,j} = \sum_{r \in N^R_m} b_r \log(1 + \frac{p_j x_{j,r,m} g_{j,r,m}}{b_r N_0 + \sum_{j' \in J - j} p_{j',r'} x_{j',r',m} g_{j',r',m}}), \]

where \( N^R_m \) is the set of RBs that are allocated to the \( m^{th} \) UE, \( b_r \) is the bandwidth of the \( r^{th} \) RB, \( N_0 \) is the noise power density, \( p_j, r \) is the transmission power of the \( r^{th} \) RB of \( j^{th} \) BS, \( x_{j,r,m} \) is a binary indicator to denote whether the \( r^{th} \) RB is allocated to the \( m^{th} \) UE in the \( j^{th} \) BS. \( g_{j,m,r} \) is the channel gain between the BS and UE, and \( j' \in J - j \) is the BS set except \( j^{th} \) BS.

C. Slicing-based Caching Model

We will introduce the slicing-based caching model in this section, in which the time-to-live (TTL) method is used as the content replacement strategy. The TTL indicates the time that a content is stored in a caching system before it is deleted or replaced. TTL will be reset if this content is required again, and thus popular contents will live longer. Although there have been many content replacement strategies, TTL is selected because: i) this work mainly focus on the inter-slice level resource allocation, and it is reasonable to apply a well-known caching method for intra-slice caching; ii) TTL requires no prior knowledge for content popularity, which is more realistic. Nevertheless, our proposed architecture is compatible with any other caching methods without loss of generality.

The complexity of slicing-based caching model lies in how to effectively divide the limited caching capacity between slices, which is far more complicated than original TTL model. We use \( N \) to represent the slice set, and each slice \( n \) contains \(|M_n|\) UEs with each UE is denoted by \( m (m \in M_n) \). We assume each slice has its own content library \( G_n \), and \( g \) represent the content (\( g \in G_n \)). The content requiring rate of UE \( m \) in slice \( n \) is \( \phi_{n,m} \), and \( \phi_{n,m,g} \) is the content requiring rate for content \( g \). Then we have \( \phi_{n,m,g} = p_{n,m,g} \phi_{n,m} \), in which \( p_{n,m,g} \) is content requirement distribution of UE \( m \) in slice \( n \) for content \( g \) (\( \sum_{g \in G} p_{n,m,g} = 1 \)). The caching hit probability of content \( g \) in slice \( n \) is \([27]\):

\[ h_{n,g} = 1 - e^{\sum_{m \in M_n} \phi_{n,m} T_{n,m,g}}, \]

where the TTL of content \( g \) will be reset to \( T_{n,m,g} \) when this content is demanded. Note that the number of contents is large and the requiring rate of each content is relatively small. Based on \( \lim_{x \to 0} e^x = x + 1 \), we approximately have:

\[ h_{n,g} = \sum_{m \in M_n} \phi_{n,m} T_{n,m,g}, \]

Meanwhile, the total caching hit probability is related with the allocated storing capacity of slice \( n \):

\[ \sum_{g \in G_n} \sum_{m \in M_n} h_{n,m,g} = \frac{C_n}{C_T}, \]

where \( C_n \) is the allocated storing capacity for slice \( n \), \( C_T \) is the total storing capacity of this BS, \( h_{n,m,g} \) is the hit probability of UE \( m \) for content \( g \). We assume the content \( g \) has the same popularity for different UEs and thus \( T_{n,m,g} = T_{n,g} \). Given equation (7) and (8), we have:

\[ h_{n,g} = \frac{C_n}{C_T} \sum_{m \in M_n} \phi_{n,m,g}, \]

Equation (9) indicates that a higher storing capacity \( C_n \) will lead to a higher caching hit probability \( h_{n,g} \). The popular contents, which is indicated by a higher required rate \( \phi_{n,m,g} \).
and the cache miss rate is: \( \phi_{n,m} = \phi_{m,n} - \phi_{hit} \).

Finally, the backhaul delay is only applied when a content is not cached at the BS. The backhaul service is assumed to obey the M/M/1 queue, the average delay is \([32]\):

\[
d^{\text{back}} = \frac{B}{L_s} - \sum_{n\in N} \sum_{m\in M_n} (\phi_{n,m}^{\text{miss}}),
\]

where \( B \) is the backhaul capacity, \( B/L_s \) denotes the service rate, and \( \sum_{n\in N} \sum_{m\in M_n} (\phi_{n,m}^{\text{miss}}) \) is the total miss rate. Note that \( d^{\text{back}} \) will be infinite if miss rate is higher than service rate.

### D. Global Resource Manager

In this work, we consider two typical slices, namely eMBB slice and URLLC slice. It is assumed that the contents required by two slices are not overlapping. For the eMBB slice, the objective is to maximize the total throughput, while the URLLC slice aims to minimize the delay. To balance the requirements of two slices, the GRM needs to allocate the radio and cache resources between two slices by:

\[
\begin{align*}
\max & \quad \sum_{m\in \mathcal{M}^\text{embb}_j} b_j,m \quad \text{and} \quad \min \sum_{u\in \mathcal{M}^\text{urllc}_j} d_{j,u} \quad \quad \quad \quad \text{(12)} \\
s.t. & \quad \text{(3) to (11)}
\end{align*}
\]

where \( b_{j,m} \) is the throughput of UE \( m \) in the eMBB slice of \( j^{th} \) BS, and \( b_{j,u} \) is the delay of UE \( u \) in the URLLC slice. \( \mathcal{M}^\text{embb}_j \) and \( \mathcal{M}^\text{urllc}_j \) are the set of UEs in eMBB and URLLC slices, respectively. \( N_j^\text{embb} \) and \( N_j^\text{urllc} \) are the number of RBs that GRM allocated to eMBB and URLLC slices, respectively. \( N_j^\text{T} \) is the total number of RBs of \( j^{th} \) BS. \( C_j^\text{embb} \) and \( C_j^\text{urllc} \) are the content caching capacity of eMBB and URLLC slices, respectively, and \( C_j^\text{T} \) is the total caching capacity in \( j^{th} \) BS. \( \phi_{hit}^\text{embb} \) and \( \phi_{hit}^\text{urllc} \) are the cache hit rate of eMBB and URLLC slices, respectively.

Equation (12) shows that GRM will jointly consider the objectives of eMBB and URLLC slices; (12a) is the radio resources constraint; (12b) ensures the allocated caching capacity cannot exceed the capacity limit; (12c) denotes that the total miss rate should not exceed the backhaul service rate. In the GRM, control variables are \( N_j^\text{embb}, N_j^\text{urllc}, C_j^\text{embb} \) and \( C_j^\text{urllc} \) which means GRM only accounts for the inter-slice radio and cache resources allocation. Note that no specific UE is involved, which will reduce the control overhead and computation burden of GRM.

### E. Slice Resource Manager

The problem formulations of SRMs are defined in this section. Specifically, SRMs distribute radio resources to UEs, and replaces cached contents within the slice. Considering all UEs in the same slice are equally important, we apply a proportional fairness algorithm for the radio resource allocation \([32]\). Meanwhile, the TTL method is still used for content replacement. The rule-based intra-slice resource allocation of eMBB slice can be described by:

\[
\begin{align*}
\arg \max_{m\in \mathcal{H}} & \quad \frac{o_m}{(\sum_{t=\Delta t} \Delta t b_{m,t})/\Delta t} \quad \quad \quad \quad \quad \quad \text{(13)} \\
s.t. & \quad \sum_{m\in \mathcal{M}^\text{embb}} x_{j,r,m} \leq 1 \quad \quad \quad \text{(13a)} \\
& \quad \sum_{r\in N_j} \sum_{m\in \mathcal{M}^\text{embb}} x_{j,r,m} \leq N_j^\text{embb} \quad \quad \text{(13b)} \\
& \quad \sum_{g\in \mathcal{G}^\text{embb}} \beta_{j,g} \leq C_j^\text{embb} \quad \quad \text{(13c)} \\
& \quad \sum_{m\in \mathcal{M}^\text{embb}} \phi_{m}^{\text{miss}} = \phi_{embb} \quad \quad \text{(13d)}
\end{align*}
\]

where \( \mathcal{H} \) is the transmission queue and \( o_m \) is the estimated transmission rate of UE \( m \), and \( (\sum_{t=\Delta t} \Delta t b_{m,t})/\Delta t \) is the average throughput in the past \( \Delta t \) time interval. \( N_j \) is the set of the total RBs in the \( j^{th} \) BS. \( \mathcal{G}^\text{embb} \) is the content library of the eMBB slice, \( \phi_{m}^{\text{miss}} \) is the miss rate of the UE \( m \).
In the SRMs, we combine the proportional fairness algorithm with TTL method for the intra-slice resource allocation, and SRMs are only responsible for intra-slice allocation by these rules.

V. TRANSFER REINFORCEMENT LEARNING BASED RESOURCE ALLOCATION

In this section, we will introduce the TRL based inter-slice resource allocation, which is designed for the intelligent GRM. Fig.3 shows the proposed TRL architecture for joint radio and cache resources allocation. We assume there are two single-task experts, and each expert has specific knowledge for a single task only, e.g., radio or cache resource allocation. The learners can utilize the experts’ knowledge of single task to improve their multi-task performance. For example, the learner 1 in Fig.3 can utilize the Q-tables knowledge of expert 1 and 2 to improve its own learning performance on joint resources allocation, while learner 2 prefers the action selection knowledge of experts. However, due to different state and action definitions, the knowledge cannot be applied directly, and mapping functions are necessary to make the original knowledge digestible for learners.

As shown in Table II, five different strategies are deployed for the radio and cache resources allocation. Experts are only good at one of radio or cache resource allocation. The learners are presumed to utilize various knowledge from experts to improve their own performance on joint radio and cache resources allocation. The classic Q-learning is implemented as a baseline without any prior knowledge. In the following, we will introduce the experts, learners and baselines.

| Indices   | Strategies                                      | States                                                                 | Actions                                                                 | Instant Reward                                                                 |
|-----------|-------------------------------------------------|------------------------------------------------------------------------|-------------------------------------------------------------------------|--------------------------------------------------------------------------------|
| Expert 1  | Q-learning based radio resource allocation; No caching capability. | \((s_{\text{embb}}, s_{\text{urllc}})\) where \(s_{\text{embb}}\) denotes the number of eMBB contents in the queue, and \(s_{\text{urllc}}\) is defined similarly. | \((n_{\text{embb}}, n_{\text{urllc}})\)                           | \(r = w_{\text{embb}} + (1 - w_{\text{urllc}})\) where \(r_{\text{embb}} = \begin{cases} \frac{2}{\pi}tan^{-1}(\sum_{m \in \mathcal{M}^{\text{embb}}} b_m), & |\mathcal{H}_{\text{embb}}| \neq 0 \\ 0, & |\mathcal{H}_{\text{embb}}| = 0 \end{cases}\) \(r_{\text{urllc}} = \begin{cases} 1 - \sum_{u \in \mathcal{M}^{\text{urllc}}} d_u, & |\mathcal{H}_{\text{urllc}}| \neq 0 \\ 0, & |\mathcal{H}_{\text{urllc}}| = 0 \end{cases}\) where \(w\) is the weighting factor, \(\mathcal{H}_{\text{embb}}\) and \(\mathcal{H}_{\text{urllc}}\) are the queues of eMBB and URLLC slices, respectively. |
| Expert 2  | Fixed radio resource allocation; Q-learning based cache resource allocation. | \((c_{\text{embb}}, c_{\text{urllc}})\)                                      | \((n_{\text{embb}}, n_{\text{urllc}})\)                           | \(r = w_{\text{embb}} + (1 - w_{\text{urllc}})\) where \(r_{\text{embb}} = \begin{cases} \frac{2}{\pi}tan^{-1}(\sum_{m \in \mathcal{M}^{\text{embb}}} b_m), & |\mathcal{H}_{\text{embb}}| \neq 0 \\ 0, & |\mathcal{H}_{\text{embb}}| = 0 \end{cases}\) \(r_{\text{urllc}} = \begin{cases} 1 - \sum_{u \in \mathcal{M}^{\text{urllc}}} d_u, & |\mathcal{H}_{\text{urllc}}| \neq 0 \\ 0, & |\mathcal{H}_{\text{urllc}}| = 0 \end{cases}\) where \(w\) is the weighting factor, \(\mathcal{H}_{\text{embb}}\) and \(\mathcal{H}_{\text{urllc}}\) are the queues of eMBB and URLLC slices, respectively. |
| Learner 1 | TRL-based joint radio and cache resources allocation with the prior knowledge of Q-tables of experts. | \((n_{\text{embb}}, n_{\text{urllc}}, c_{\text{embb}}, c_{\text{urllc}})\) where \(n_{\text{embb}}\) and \(c_{\text{embb}}\) denote the number of RBs and caching capacity allocated to the eMBB slice, respectively, \(n_{\text{urllc}}\) and \(c_{\text{urllc}}\) are defined similarly for the URLLC slice. | \((n_{\text{embb}}, n_{\text{urllc}})\)                           | \(r = w_{\text{embb}} + (1 - w_{\text{urllc}})\) where \(r_{\text{embb}} = \begin{cases} \frac{2}{\pi}tan^{-1}(\sum_{m \in \mathcal{M}^{\text{embb}}} b_m), & |\mathcal{H}_{\text{embb}}| \neq 0 \\ 0, & |\mathcal{H}_{\text{embb}}| = 0 \end{cases}\) \(r_{\text{urllc}} = \begin{cases} 1 - \sum_{u \in \mathcal{M}^{\text{urllc}}} d_u, & |\mathcal{H}_{\text{urllc}}| \neq 0 \\ 0, & |\mathcal{H}_{\text{urllc}}| = 0 \end{cases}\) where \(w\) is the weighting factor, \(\mathcal{H}_{\text{embb}}\) and \(\mathcal{H}_{\text{urllc}}\) are the queues of eMBB and URLLC slices, respectively. |
| Learner 2 | TRL-based joint radio and cache resources allocation with prior knowledge of action selections of experts. | \((n_{\text{embb}}, n_{\text{urllc}}, c_{\text{embb}}, c_{\text{urllc}})\) where \(n_{\text{embb}}\) and \(c_{\text{embb}}\) denote the number of RBs and caching capacity allocated to the eMBB slice, respectively, \(n_{\text{urllc}}\) and \(c_{\text{urllc}}\) are defined similarly for the URLLC slice. | \((n_{\text{embb}}, n_{\text{urllc}})\)                           | \(r = w_{\text{embb}} + (1 - w_{\text{urllc}})\) where \(r_{\text{embb}} = \begin{cases} \frac{2}{\pi}tan^{-1}(\sum_{m \in \mathcal{M}^{\text{embb}}} b_m), & |\mathcal{H}_{\text{embb}}| \neq 0 \\ 0, & |\mathcal{H}_{\text{embb}}| = 0 \end{cases}\) \(r_{\text{urllc}} = \begin{cases} 1 - \sum_{u \in \mathcal{M}^{\text{urllc}}} d_u, & |\mathcal{H}_{\text{urllc}}| \neq 0 \\ 0, & |\mathcal{H}_{\text{urllc}}| = 0 \end{cases}\) where \(w\) is the weighting factor, \(\mathcal{H}_{\text{embb}}\) and \(\mathcal{H}_{\text{urllc}}\) are the queues of eMBB and URLLC slices, respectively. |
| Baseline  | Q-learning for joint radio and cache resources allocation without any prior knowledge. | \((n_{\text{embb}}, n_{\text{urllc}})\)         | \((n_{\text{embb}}, n_{\text{urllc}})\)         | \(r = w_{\text{embb}} + (1 - w_{\text{urllc}})\) where \(r_{\text{embb}} = \begin{cases} \frac{2}{\pi}tan^{-1}(\sum_{m \in \mathcal{M}^{\text{embb}}} b_m), & |\mathcal{H}_{\text{embb}}| \neq 0 \\ 0, & |\mathcal{H}_{\text{embb}}| = 0 \end{cases}\) \(r_{\text{urllc}} = \begin{cases} 1 - \sum_{u \in \mathcal{M}^{\text{urllc}}} d_u, & |\mathcal{H}_{\text{urllc}}| \neq 0 \\ 0, & |\mathcal{H}_{\text{urllc}}| = 0 \end{cases}\) where \(w\) is the weighting factor, \(\mathcal{H}_{\text{embb}}\) and \(\mathcal{H}_{\text{urllc}}\) are the queues of eMBB and URLLC slices, respectively. |
the eMBB and URLLC slices. Meanwhile, the action of expert 2 is \((e^{embb}, e^{urllc})\), which indicates the caching capacity allocation.

- **Reward**: The reward is defined by the objectives of slices. For eMBB slice, obtaining higher throughput leads to a higher reward. For URLLC slice, lower delay means a higher reward. A weighting factor is used to balance two rewards and form an overall reward. We also apply a penalty when packets are dropped to guarantee the packet drop rate (PDR).

With Q-learning, the agent aims to maximize the long-term expected reward:

\[
V(s) = \mathbb{E}_\pi \left( \sum_{n=0}^{\infty} \gamma^n r(s_n, a_n) | s = s_0 \right),
\]

where \(V(s)\) is the long-term expected accumulated reward at state \(s\), \(s_0\) is the initial state, \(r(s_n, a_n)\) denotes the reward of selecting action \(a_n\) at state \(s_n\), and \(\gamma\) is the discount factor (0 < \(\gamma\) < 1).

Then state-action value is updated by:

\[
Q^{new}(s, a) = (1 - \alpha)Q^{old}(s, a) + \alpha (r + \gamma \max_{a'} Q(s', a')), \quad (16)
\]

where \(Q^{old}(s, a)\) and \(Q^{new}(s, a)\) are old and new Q-values, \(s\) and \(s'\) are current and next states of experts, \(a\) is the action, \(r\) is the reward, and \(\alpha\) is the learning rate (0 < \(\alpha\) < 1). By updating the Q-values iteratively, the experts will learn the optimal action selections to achieve the best accumulated reward.

**B. Learner: Transfer Reinforcement Learning**

Based on the prior knowledge, learners are expected to solve more complicated cross domain problems with higher state-action space. Compared with allocating one single resource, the joint resources allocation problem is much more complicated, especially when multiple slices are involved. Considering the Q-tables of learners are much bigger than experts, it will unavoidably lead to a longer convergence time, even sub-optimal results. To this end, we introduce QTRL and ASTRL. The MDP definitions of two algorithms are presented in Table II.

1) **Learner 1: Q-value Transfer Reinforcement Learning**

In QTRL, the experts’ Q-values are presumed to be the prior knowledge of learner 1, which can guide the exploration of learner agent and improve the exploration efficiency \([30]\). Q-values in QTRL are updated by:

\[
Q^{new}(s, a) = \sigma Q^T(F(s), F'(a)) + (1 - \sigma)Q^{old}(s, a) + \alpha (r + \max_{a'} Q(s', a')), \quad (17)
\]

where \(s, a\) is current and next states of learner agent, respectively, and \(a\) is the action. Compared with equation \((16)\), the main difference is that \(\sigma Q^T(F(s), F'(a))\) is involved as an extra reward of selecting action \(a_{1,1}\) under state \(s_{1,1}\). \(F\) and \(F'\) are state and action mapping functions, respectively. \(\sigma\) is the transfer factor, which describes the importance of prior knowledge (0 < \(\sigma\) < 1). A higher transfer factor means the prior knowledge utilization is more important than its own learning, while a lower value indicates the reverse.

In equation \((17)\), we apply \(\sigma Q^T(F(s), F'(a))\) to guide the action selection of learner. The main idea is that learner agent is designed to prefer actions that have higher Q-values in experts, which is indicated by a higher extra reward in equation \((17)\). Considering the similarities of tasks, these actions are expected to bring satisfying rewards in learner agent. However, due to different state-action space, the Q-values of experts cannot be directly utilized by the learner, thus a function is needed to map the experts’ Q-values to the learner’s Q-table. \(Q^T\) term in equation \((17)\) is generated by:

\[
Q^T(F(s), F'(a)) = Q_{e,1}(s_{e,1}, a_{e,1}) + Q_{e,2}(s_{e,2}, a_{e,2}), \quad (18)
\]

where \(Q_{e,1}\), \(s_{e,1}\) and \(a_{e,1}\) are Q-value, state and action of expert 1, respectively. \(Q_{e,2}\), \(s_{e,2}\) and \(a_{e,2}\) are defined similarly for expert 2. The idea behind the mapping functions \(F\) and \(F'\) is to find the states and actions of the experts that is similar with \(s_{1,1}\) and \(a_{1,1}\), then we can get the corresponding Q-values of experts. \(F\) and \(F'\) are defined by:

- **State mapping \(F\)**: For a given state \(s_{1,1}\), considering both experts and learners have the same state definition, we can always find \(s_{1,1} \approx s_{e,1} \approx s_{e,2}\). Thus \(F\) can be easily defined.

- **Action mapping \(F'\)**: The goal of \(F'\) is to find \((a_{e,1}, a_{e,2}) = F'(a_{1,1})\). For any action \(a_{1,1}\), which is defined as \(a_{1,1} = (n_{embb}, n_{urllc}, e^{embb}, e^{urllc})\), it can be decomposed into the combination of \(a_{e,1} = (n_{embb}, n_{urllc})\) and \(a_{e,2} = (e^{embb}, e^{urllc})\). Then \(F'\) can be defined accordingly.

Based on the state and action mapping relationships, if given \(s_{1,1}\) and \(a_{1,1}\), we can always find specific \(Q_{e,1}(s_{e,1}, a_{e,1})\) and \(Q_{e,2}(s_{e,2}, a_{e,2})\). Then \(Q^T(F(s_{1,1}), F'(a_{1,1}))\) can be directly used by the learner 1.

2) **Learner 2: Action Selection Transfer Reinforcement Learning**

Learner 2 has the same MDP definition with learner 1, but the prior knowledge is different. Learners have bigger state-action space than experts because more actions are involved for joint allocation. Indeed, huge action space will lower the exploration efficiency and result in longer convergence time. We propose an ASTRL method to extract the action selection knowledge of experts, which will reduce the action space of learner 2 to speed up the learning process.

The original action space of learner 2 is described by:

\[
A_{l,2} = \{ (n_{embb}, n_{urllc}, e^{embb}, e^{urllc}) \mid 0 \leq n_{embb}, n_{urllc} \leq N^T, 0 \leq e^{embb}, e^{urllc} \leq C^T \}, \quad (19)
\]

where \(N^T\) and \(C^T\) are the total number of RBs and caching capacity, respectively.

When reducing the action space in ASTRL, we need to assure that the potential optimal actions are preserved. To this end, we only select the actions that lead to a higher
accumulated reward in the experts [31]. For a given state $(s_{\text{embb}}, s_{\text{urllc}})$, the reduced action space of learner 2 is:

$$A_{1,2} = \left\{ (n_{\text{embb}}, n_{\text{urllc}}, c_{\text{embb}}, c_{\text{urllc}}) \right\}$$

(20)

where $A_{e,1}$ and $A_{e,2}$ are defined as:

$$A_{e,1} = \left\{ (n_{\text{embb}}, n_{\text{urllc}}) \right\} Q_{e,1}(s_{\text{embb}}, s_{\text{urllc}}, n_{\text{embb}}, n_{\text{urllc}}) \geq \lambda \left( 0 \leq n_{\text{embb}}, n_{\text{urllc}} \leq NT \right)$$

(21)

$$A_{e,2} = \left\{ (c_{\text{embb}}, c_{\text{urllc}}) \right\} Q_{e,2}(s_{\text{embb}}, s_{\text{urllc}}, c_{\text{embb}}, c_{\text{urllc}}) \geq \lambda \left( 0 \leq c_{\text{embb}}, c_{\text{urllc}} \leq CT \right)$$

(22)

Equation (21) and (22) indicate that only actions with higher Q-values in experts will be included in the action space of learner 2. $\lambda$ is the transfer factor for ASTRL ($0 < \lambda < 1$). A higher $\lambda$ value means the learner mainly focuses on the prior knowledge utilization, which is indicated by a smaller action space. On the contrary, a lower transfer factor means the learner intends to explore the tasks by itself. Similarly, the Q-value is updated by equation (16). QTRL and ASTRL are summarized in Algorithm 1.

C. Baseline: Q-learning and PPF-TTL Algorithm

The basic Q-learning scheme is implemented as a baseline algorithm for the joint radio and cache resources allocation. The MDP definition is shown in Table II. Q-learning is similar with QTRL, but no prior knowledge is involved. Q-learning based resource allocation is given in Algorithm 2.

On the other hand, to evaluate the performance of the learning-based methods, we apply a model-based PPF-TTL algorithm. The well-known priority proportional fairness (PPF) algorithm is applied for radio resource allocation, in which URLLC packets has a higher priority than eMBB packets [32]. The RBs will first serve URLLC traffic, then eMBB traffic will be processed. We still apply the TTL method for caching, but no slicing and learning are included. The PPF-TTL method is shown in Algorithm 3.

VI. PERFORMANCE EVALUATION

A. Parameter Settings

In this section, we consider six different cases: expert 1, expert 2, QTRL, ASTRL, Q-learning and the PPF-TTL. The experience of experts is presumed to be the prior knowledge of learners. Each cases contains 5 gNBs shown as Fig 4 and each gNB contains an eMBB slice and a URLLC slice. The eMBB slice has 5 UEs, and URLLC slice has 10 UEs. A specific resource allocation strategy is implemented in each case. For example, in QTRL case, every gNB works as an independent agent to implement QTRL with the prior knowledge of experts’ Q-tables. There are inter-cell interference in each scenario, but no intra-cell interference.

For each gNB, there are 100 RBs in total, which is divided into 13 resource block groups (RBGs) [33]. The first 12

---

**Algorithm 1** TRL-based joint resources allocation

1: Initialize: Wireless network parameters
2: Initialize Q-table to zero;
3: for $TTI = 1$ to $T$ do
4: for every BS do
5: With probability $\epsilon$, choosing actions randomly, otherwise selecting actions by $\arg \max_a Q(s, a)$;
6: GRM implements inter-slice resource allocation.
7: SRMs distribute radio resources to UEs by proportional fairness, and replace cached contents.
8: GRM calculates reward based on received QoS.
9: Updating system state.
10: For QTRL, updating Q-values by:
11: $Q_{\text{new}}(s_{1,1}, a_{1,1}) = \sigma Q^T(s_{1,1}, F'(a_{1,1}))+ (1 - \alpha)Q_{\text{old}}(s_{1,1}, a_{1,1}) + \alpha(r + \gamma \max_a Q(s'_{1,1}, a_{1,1}))$.
12: For ASTRL, updating Q-values by:
13: $Q_{\text{new}}(s_{1,2}, a_{1,2}) = (1 - \alpha)Q_{\text{old}}(s_{1,2}, a_{1,2}) + \alpha(r + \gamma \max_a Q(s'_{1,2}, a_{1,2}))$.
14: end for
15: end for

**Algorithm 2** Q-learning based joint resources allocation

1: Initialize: Wireless network parameters
2: Initialize Q-table to zero;
3: for $TTI = 1$ to $T$ do
4: for every BS do
5: With probability $\epsilon$, choosing actions randomly, otherwise selecting actions by $\arg \max_a Q(s, a)$;
6: GRM implements inter-slice resource allocation.
7: SRMs distribute radio resources to UEs by proportional fairness, and replace cached contents.
8: GRM calculates reward based on received QoS.
9: Updating system state, and updating Q-values by:
10: $Q_{\text{new}}(s, a) = (1 - \alpha)Q_{\text{old}}(s, a) + \alpha(r + \gamma \max_a Q(s', a))$.
11: end for
12: end for

**Algorithm 3** PPF-TTL based joint resources allocation

1: Initialize: Wireless network parameters
2: for $TTI = 1$ to $T$ do
3: for every RB do
4: Calculating the estimated transmission rate of UEs in the queue.
5: Calculating proportional fairness metric by equation (13).
6: Transmitting URLLC packets with the highest proportional fairness. If no URLLC packet, then transmitting eMBB packets.
7: BS replaces cached contents by time-to-live rule.
8: end for
9: end for
10: end for
RBGs contain 8 RBs each, and the last RBG has 4 RBs. We assume the caching capacity is reallocated every 50 TTIs because it takes time to replace the cached contents. The simulations include 3000 TTIs, where the first 1500 TTIs are exploration period, and the rest TTIs are exploitation period. The simulations are implemented in Matlab 5G library with 10 runs and 95% confidence interval. Other 5G and learning parameters are shown in Table III.

### B. Comparison under Different Traffic Load

In this section, we compare the network performance of different algorithms under various traffic loads. The eMBB traffic is fixed to 1 Mbps per cell, and the URLLC traffic ranges from 1 to 6 Mbps. We first present the results, then explain the performance of each algorithm.

Fig. 5 (a) shows the empirical cumulative distribution function (ECDF) of URLLC latency with 2 Mbps URLLC traffic, which presents the empirical distributions of packet delay. We zoom the area that the ECDF value is higher than 0.1 and the URLLC delay is lower than 1 ms to better show the results. The highest delay distribution is observed for expert 1, which is indicated by the high delay distribution in 0.1-1 interval of ECDF axis. On the contrary, expert 2 has the best delay distribution. The delay of Q-learning and PPF-TTL methods are relatively higher. Some packets in expert 1 and Q-learning method suffer more than 3 ms delay. The QTRL and ASTRL take advantage of the TRL methods, and they achieve comparable latency performance. Fig. 5 (b) and (c) present the average URLLC delay and eMBB throughput against traffic load. It shows that QTRL and ASTRL maintain lower delay and higher throughput than expert 1, Q-learning, and PPF-TTL under various traffic loads. Expert 2 shows a comparable URLLC delay, but its eMBB throughput performance is much lower than QTRL and ASTRL. In Fig. 5 (d), all algorithms have a comparable latency performance. Following we will explain the results of each algorithm.

We first analyze the experts’ performance. The expert 1 shows high delay and low throughput because it has no caching capability. All packets required by UEs in expert 1 has to be processed by the core network, and the constant backhaul delay leads to high URLLC delay and low eMBB throughput. On the contrary, expert 2 has lower delay because we apply a fixed RB allocation strategy. In particular, RBs are distributed according to UE numbers, thus the URLLC slice always has more RBs, which leads to low URLLC delay. But the eMBB slice is affected, and a low eMBB throughput is observed.

For the baseline algorithms, Q-learning outperforms PPF-TTL method and experts because it jointly learns the radio and cache resources allocation. The eMBB throughput of the PPF-TTL method decreases significantly, which results from the priority settings in this method. In the PPF method, whenever a new URLLC packet arrives, it is directly scheduled over the eMBB packet. The ECDF value is higher than 0.1, and the URLLC delay is lower than 1 ms to better show the results. The highest delay distribution is observed for expert 1, which is indicated by the high delay distribution in 0.1-1 interval of ECDF axis. On the contrary, expert 2 has the best delay distribution. The delay of Q-learning and PPF-TTL methods are relatively higher. Some packets in expert 1 and Q-learning method suffer more than 3 ms delay. The QTRL and ASTRL take advantage of the TRL methods, and they achieve comparable latency performance. Fig. 5 (b) and (c) present the average URLLC delay and eMBB throughput against traffic load. It shows that QTRL and ASTRL maintain lower delay and higher throughput than expert 1, Q-learning, and PPF-TTL under various traffic loads. Expert 2 shows a comparable URLLC delay, but its eMBB throughput performance is much lower than QTRL and ASTRL. In Fig. 5 (d), all algorithms have a comparable latency performance. Following we will explain the results of each algorithm.

Finally, the proposed QTRL and ASTRL have the best overall performance. Due to the novel TRL-based scheme, they can leverage the knowledge of experts and further improve their own performance on new tasks. When the URLLC traffic is 6 Mbps, QTRL and ASTRL present 23.9% lower URLLC delay and 41.6% higher eMBB throughput than Q-learning. 40.3% lower URLLC delay and almost doubled eMBB throughput are also observed compared with PPF-TTL method. The simulations show that the proposed TRL-based solutions achieve promising results than the baseline algorithms.

### C. Comparison under Different Backhaul Capacity

Backhaul capacity is one of the main bottlenecks of 5G RAN. Here we investigate the network performance under various backhaul capacities, and the results are shown in Fig. 6 (a) and (b). Considering the basic performance of experts have been shown in former results, we mainly compare the TRL-based solutions with baseline algorithms.

As expected, all algorithms have lower delay and higher throughput with increasing backhaul capacity, because higher capacity means lower backhaul delay. The improvements are less obvious when backhaul capacity is higher than 15 Mbps, which means the backhaul service rate is already huge enough for current traffic load. Meanwhile, QTRL and ASTRL achieve lower delay for URLLC slice and higher throughput for eMBB slice. When the backhaul capacity is 30 Mbps, QTRL and ASTRL present 37.8% lower URLLC delay and 13.6% higher...
D. Comparison under Different Content Caching Capacity

In this section, we compare the network performance of different algorithms under various content caching capacities, which is indicated by the maximum number of contents can be stored. As shown in Fig. 7 (a) and (b), a higher caching capacity will reduce the URLLC latency and increase the eMBB throughput. It is because a higher caching capacity means that more contents can be cached in the BS, and the average backhaul delay will be reduced. The Q-learning and PPF-TTL methods show comparable URLLC delay, but the eMBB throughput of the PPF-TTL method is 32.3% lower than Q-learning under the maximum caching capacity. QTRL and ASTRIL still maintain lower URLLC delay and higher eMBB throughput than Q-learning. Compared with the PPF-TTL method, 32.3% lower URLLC delay and 32.4% higher eMBB throughput are observed.

(a) URLLC latency [ms] against backhaul capacity [Mbps]

(b) eMBB throughput [Mbps] against backhaul capacity [Mbps]

Fig. 6. Performance comparison under various backhaul capacities.
eMBB throughput than other algorithms.

Furthermore, we present the cache hit ratio of eMBB and URLLC slices in Fig. 7(c). Cache hit ratio represents the proportion of packets that can be found in the cache server when they are demanded. A higher cache hit ratio indicates a better network performance, which is affected by both caching capacity and content replacement strategy. With the increasing caching capacity, cache hit ratios naturally increase for all algorithms. Here the cache hit ratio of the eMBB and URLLC slices are well maintained in QTRL and ASTRL, while the ratios in Q-learning and PPF-TTL method are 9.7% and 16.5% lower. Note that PPF-TTL method only has one curve because we assume no slicing in this method.

E. Convergence Performance Comparison

Here we will compare the convergence performance of QTRL, ASTRL and Q-learning, which is a critical metric for learning algorithms. In Fig. 8(a), ASTRL has the fastest convergence, which can be explained by the reduced action space. By extracting the action selection experiences of experts, ASTRL only selects actions that have higher Q-values in experts, which represents actions with higher potential
rewards. It proves that ASTRL applies a more efficient exploration strategy and achieves a better performance. QTRL also presents a better convergence performance than Q-learning. In QTRL, the Q-values of experts are extracted as extra rewards for action selections. It assumes that actions with higher Q-values in experts can also bring higher rewards to learners, and the exploration period is accelerated. However, other actions can still be selected with some probability, which will lower the exploration efficiency. On the contrary, in Q-learning, the agent has no prior knowledge about target tasks. The Q-learning agent starts from scratch to explore its tasks, which leads to longer convergence time and lower average reward.

Finally, note that we define transfer factors when introducing QTRL and ASTRL, which represents the importance of transferred knowledge. The convergence performance of QTRL and ASTRL under different transfer factors are investigated here. In QTRL, the transfer factor is indicated by the variable $\sigma$ in equation (19). Fig. 8(b) shows that a higher $\sigma$ value leads to faster convergence and higher average reward for QTRL. Because a higher $\sigma$ indicates higher extra reward, and consequently a faster convergence is observed. A similar trend can be observed in Fig. 8(c) for ASTRL, in which the transfer factor is indicated by variable $\lambda$ in equation (21) and (22). It is obvious that a higher $\phi$ value will lead to a smaller action space, and the exploration complexity is greatly reduced. In summary, both QTRL and ASTRL benefit from a higher transfer factor to shorten the exploration period.

VII. CONCLUSION

Evolving 5G networks require more efficient network management methods where the new ML techniques offer promising solutions. Although widely used reinforcement learning techniques have yielded improved performance, they suffer from long convergence time and lack of generalization. In that sense, knowledge transfer emerges as an important approach to improve the learning performance. Yet, transfer learning in wireless has been explored only very recently and in very few studies. In this work, we have presented two novel transfer reinforcement learning-based solutions for the joint radio and cache resources allocation. The proposed algorithms have been compared with Q-learning and the PPF-TTL algorithms via simulations. These results have shown that the proposed methods achieve better network metrics and faster convergence speeds than these other benchmarks. In the future, we plan to consider the knowledge transfer between tasks with different state definitions.
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