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Abstract—A general representation of the quaternion gradients presented in the literature is proposed, and an universal update equation for QLMS-like algorithms is obtained. The general update law is used to study the convergence of widely linear (WL) algorithms. It is proved that techniques obtained with a gradient similar to the i-gradient are the fastest-converging in two situations: 1) When the correlation matrix contains elements only in 2 axis (1 and $j$, for instance), and 2) When the algorithms use a real data vector, obtained staking up the real and imaginary parts of the original quaternion input vector. The general update law is also used to study the convergence of WL-QLMS-based algorithms, and an accurate second-order model is developed for quaternion algorithms using real-data input. Based on the proposed analysis, we obtain the fastest-converging WL-QLMS algorithm with real-regressor vector, which is also less costly than the reduced-complexity WL-QLMS (RC-WL-QLMS) algorithm proposed in our previous work. It is shown that the new method corresponds to the four-channel LMS algorithm written in the quaternion domain, and that they have the same computational complexity. Simulations illustrate the performance of the new technique and the accuracy of the analysis.

Index Terms—Quaternion processing, quaternion adaptive filtering, widely linear adaptive filtering

I. INTRODUCTION

Quaternion numbers [1] were invented by Hamilton in the 19th century, as a generalization of complex numbers to a higher-dimensional domain. They consist of one real part and three imaginary elements, usually identified by $i$, $j$ and $k$, where $i^2 = j^2 = k^2 = -1$. Quaternions appear in many fields, and their applications have been spreading recently, since they can be used to concisely describe multi-variable data.

Quaternion algebra is traditionally employed to represent rotations in coordinate systems and to image processing. In the first application, quaternion algebra provides mathematical robustness to represent rotations. It avoids the gimbal lock in Euler angle representations [2], which is exploited by attitude control systems [3], [4]. In color image processing, for instance [5], [6], many techniques employ a quaternion-based model to describe color images, allowing a concise representation of the color attributes in a single entity. In recent applications, quaternions have been applied to study DNA structures [7], neural networks [8], beamforming [9] and adaptive filtering [10–15], among many others. The last field has experimented a large development lately, and a variety of algorithms have been proposed for multi-variable estimation.

There are different forms to define quaternion differentiation (see [16], [17] and [18]), which gave rise to different quaternion adaptive algorithms. The first to be proposed was QLMS [15], whose update equation contains an extra term (when compared to the complex LMS update law [19]) to take into account the non-commutative nature of quaternion multiplication. Later, after a new definition of the differentiation to account for quaternion involutions [16], iQLMS [17] was proposed and a lower-cost and faster-converging technique emerged. However, both QLMS and iQLMS are designed for $Q$-circular data [20], for which the correlation matrix is sufficient to assess full second-order statistics [20]. When the inputs are non $Q$-circular, these algorithms—which are generally called strictly linear (SL)—are not able to account for full second-order statistics. In this case, widely linear (WL) algorithms [13] can be applied to improve the performance.

Widely linear adaptive filters were initially proposed for complex signal processing [21]. In the quaternion case, the definition of WL processes has led to the augmented QLMS [15] (which uses the original SL regressor vector and its conjugate as the WL input data) and to WL-QLMS [14], where the SL data vector and three quaternion involutions are the inputs. Later, WL-iQLMS [22] was also proposed as an improved WL-QLMS algorithm. For all these methods, the WL vector is four times the length of the original SL input vector, and thus the computational cost is significantly higher.

In order to reduce the computational complexity of WL-QLMS, we proposed in [10] the reduced-complexity (RC) WL-QLMS algorithm. The technique was designed to use a real-regressor vector, obtained from the concatenation of the real and imaginary parts of the original quaternion SL data vector. With this approach, the algorithm avoids many quaternion-quaternion computations, which are replaced by real-quaternion operations, less costly to compute.

In this paper, we generalize our previous work from [10] and [23]. We develop an universal description for the quaternion gradients proposed in the literature, and we use it to derive the update law of any QLMS-like algorithm. The update equation is applied to study the convergence of WL algorithms obtained with different gradients. We prove that a class of gradients which includes the i-gradient of [16] leads to the fastest-converging WL-QLMS algorithm, under some conditions on the correlation of the input data. We further show that the fastest-converging real-regressor vector WL-QLMS which is based on the approach of [23] corresponds to the four-channel LMS algorithm (4-Ch-LMS) written in the quaternion domain.

The specific contributions of this paper are as follows.

1) We propose a general approach to describe the different quaternion gradients proposed in the literature, and we show that different derivatives can generate the same quaternion gradient.

2) We obtain a general update law, which describes all the QLMS algorithms proposed in the literature. We use it to study the convergence of WL algorithms and we...
prove that different derivatives can be used to obtain the same algorithm. We show that gradients similar to the i-gradient of [16] and to the gradient proposed in [18] lead to the fastest-converging WL-QLMS algorithms in two situations: i) When at most two of the quaternion elements in the input vector are correlated; and ii) When the regressor vector is real and obtained with the concatenation of the real and the imaginary parts of the original SL quaternion input.

3) We develop the fastest-converging WL-QLMS algorithm with real-regressor vector, and we prove that this algorithm corresponds to the 4-Ch-LMS written in the quaternion domain. It is also shown that the new technique is a reduced-complexity version of WL-iQLMS.

4) We show that the proposed algorithm and the 4-Ch-LMS have the same computational complexity, while WL-iQLMS is four times more costly to compute.

5) We extend the second-order analysis of [23] to any WL-QLMS algorithm with a real-regressor vector obtained with the concatenation of the real and the imaginary parts of the original SL quaternion data vector. The analysis is suitable for correlated and uncorrelated inputs. Concise equations to compute the EMSE (excess mean-square-error) and the MSD (mean square deviation) [19] are also derived.

6) We present simulations comparing the performance of the proposed algorithm and other algorithms from the literature. The second-order model is compared to the algorithms’ performance, when compared to their SL counterparts.

The paper is organized as follows. We present a brief review on quaternion algebra and Kronecker products [25] in Section II, which are applied in our analysis. In Section III we review basic concepts of quaternion estimation and Q-properness, while Section IV introduces our general approach to write quaternion gradients. We propose our new reduced-complexity algorithm in Section V, and we develop the analysis of WL quaternion algorithms using real regressor data in Sections VI-A and VI-B. Simulations are presented in Section VII and in Section VIII we conclude the paper.

### Notation:

- We use lower case to describe scalar quantities (e.g.: a) and bold lower case to describe column vectors (e.g.: b).
- Bold capital letters represent matrices (e.g.: A).
- The conjugation of a quaternion is denoted by \( \bar{q} \), while \( q^* \) stands for transposition. \( q^T \) indicates the transposition and conjugation of a matrix or vector. We define the operator \( \text{diag}(\cdot) \) for two situations: when the argument is a matrix A, \( \text{diag}(A) \) denotes a column vector with the diagonal elements of A. When the argument is a vector b, \( \text{diag}(b) \) denotes a diagonal matrix where the non-zero elements are given by b.
- The operations \( \text{Im}(\cdot) \) and \( \text{Re}(\cdot) \) take only the imaginary and the real parts of a complex number or a quaternion, respectively, and we use the subscripts R, I, J and K to identify the real and the imaginary parts of a quaternion.

\( E(\cdot) \) is the expectation operator and \( I_N \) is the \( N \times N \) identity matrix. We use \( \text{col}(\cdot) \) to define a column vector.

## II. Preliminaries

In this section, we briefly summarize some properties of quaternion algebra and Kronecker products. These concepts simplify the analysis and the equations derived in this paper.

### A. Review on quaternion algebra

A quaternion \( q \) is defined as

\[
q = q_r + iq_I + jq_J + kq_K,
\]

where \( q_r, q_I, q_J \) and \( q_K \) are real numbers and \( i, j \) and \( k \) are the imaginary parts, which satisfy \( i^2 = j^2 = k^2 = -1 \). The main difference between a quaternion and a complex number is that the multiplication in \( \mathbb{Q} \) is not commutative, since

\[
j i = -j i = k, \quad j k = -k j = i, \quad k i = -i k = j,
\]

such that for two quaternions \( q_1 \) and \( q_2 \), in general, \( q_1q_2 \neq q_2q_1 \). Similar to complex algebra, the conjugate and the absolute value of a quaternion \( q \) are given by

\[
q^* = q_r - iq_I - jq_J - kq_K
\]

and \( |q| = \sqrt{qq^*} \), respectively. We can also define the following involutions of \( q \), which correspond to

\[
q^i \triangleq -iq_I = q_r + iq_I - jq_J - kq_K
\]

\[
q^j \triangleq -jq_J = q_r - iq_I + jq_J - kq_K
\]

\[
q^k \triangleq -kq_K = q_r - iq_I - jq_J + kq_K.
\]

The involutions appear in the definition of WL algorithms (e.g. [10], [14], [13]). They are used to improve the algorithms’ performance, when compared to their SL counterparts.

These are the main definitions of quaternion algebra used in this paper. See reference [1] for a more detailed explanation.

### B. Properties of Kronecker products

The Kronecker product [25] is an efficient manner to compactly represent some large matrices which have a block-structure. For the purpose of the analyses performed in this paper, the most relevant properties of Kronecker products – which are represented by the operator \( \otimes \) – are

1) \( A \otimes (B + C) = A \otimes B + A \otimes C \).

2) \( \lambda (A \otimes B) = (\lambda A) \otimes B = A \otimes (\lambda B) \).

3) \( (A \otimes B)(C \otimes D) = A C \otimes B D \), where the number of rows of \( C \) (B) and the number of columns of \( A \) (D) are equal.

4) \( (A \otimes B)^{-1} = A^{-1} \otimes B^{-1} \).

5) \( (A \otimes B)^T = A^T \otimes B^T \).

6) \( \text{Tr}(A \otimes B) = \text{Tr}(A)\text{Tr}(B) \).

7) The eigenvalues of \( (A \otimes B) \), where \( A \) is \( N \times N \) and \( B \) is \( M \times M \), are given by \( \lambda_i \eta_j \), for \( i = 1, 2, \ldots, N \) and \( j = 1, 2, \ldots, M \), where \( \lambda_i \) and \( \eta_j \) are the eigenvalues of \( A \) and \( B \), respectively.

These properties appear implicitly or explicitly in the analyses that follow. They make the equations easier to manipulate and simplify the interpretation of the resulting expressions.

\(^1\)Note that the conjugate of a quaternion \( q \) is also an involution of \( q \).
III. STRICTLY-LINEAR AND WIDELY-LINEAR QUATERNION ESTIMATION

In the context of complex WL estimation, the concept of complex circularity is required to define when WL algorithms outperform SL ones [26]. In this section, we summarize how circularity is extended to the quaternion domain, using the comparison between SL and WL quaternion estimation.

Define the $N \times 1$ quaternion data vector

$$q(n) = q_R(n) + iq_I(n) + jq(n) + kq_K(n).$$

Given a desired quaternion sequence $d(n)$, the problem solved by a strictly linear estimator is the computation of $w_{SL}(n)$ in

$$\hat{\delta}_{SL}(n) = w_{SL}^H(n)q(n)$$

which minimizes the mean-square error (MSE) $E\{|e_{SL}(n)|^2\}$, where

$$e_{SL}(n) = d(n) - \hat{\delta}_{SL}(n).$$

From the orthogonality principle [19], it must be true that

$$e_{SL}(n) \perp q(n),$$

where $\perp$ stands for being orthogonal. Eq. (3) can also be expressed as the expectation

$$E\{q(n)e_{SL}^*(n)\} = 0,$$

and substituting eq. (2) in (4), we get

$$E\{q(n)d^*(n)\} = E\{q(n)d_{SL}^*(n)\}. \quad (5)$$

Using eq. (1) in (5), we can write the system of equations

$$C_qw_{SL}(n) = p_q,$$

where $C_q = E\{q(n)q_i^*(n)\}$ is the correlation matrix and $p_q = E\{q(n)d^*(n)\}$ is the cross-correlation vector [26].

For a quaternion WL estimator, the data vector is modified to account for the inversions, and it is given by

$$q_{WL}(n) = \text{col}(q(n), q^*(-n), q_i^*(n), q_j^*(n)), $$

which is four times the length of the original vector $q(n)$. For this approach, one must find the vector $w_{WL}(n)$ which minimizes the MSE condition $E\{|e_{WL}(n)|^2\}$, where

$$e_{WL}(n) = d(n) - \hat{\delta}_{WL}(n), \quad (7)$$

$$\hat{\delta}_{WL}(n) = w_{WL}^H(n)q_{WL}(n). \quad (8)$$

Again, the orthogonality condition implies that $e_{WL}(n)$ must be orthogonal to all inversions, i.e.,

$$E\{q_{WL}(n)e_{WL}^*(n)\} = 0. \quad (9)$$

Using eqs. (7), (8) and (9), we obtain

$$C_{WL}w_{WL}(n) = p_{WL}, \quad (10)$$

and

$$C_{WL} = E\{q_{WL}(n)q_{WL}^H(n)\}, \quad (11)$$

where

$$C_\alpha = E\{\alpha\alpha^H\}, \quad \tilde{C}_\alpha = E\{\alpha^\star\alpha^T\}, \quad \bar{C}_\alpha = E\{\alpha^\star\beta^T\},$$

$$P_\alpha = E\{\alpha\alpha^T\}, \quad P_\alpha^* = E\{\alpha^\star\beta^T\}, \quad \tilde{P}_\alpha^* = E\{\alpha\alpha^T\},$$

for $\alpha, \beta \in \{q(n), q_i^*(n), q_j^*(n)\}$.

$p_{WL}$ is given by

$$p_{WL} = \text{col}(p_q, \ p_q^*, \ p_{q^i}, \ p_{q^j}).$$

and $p_\alpha = E\{\alpha d^{\star}(n)\}, \alpha \in \{q(n), q_i^*(n), q_j^*(n)\}$.

$C_{WL}$ and $p_{WL}$ have four times the dimension of their SL counterparts, which are also included in (10). Using (10), we are able to exploit full second-order statistics of the input data, which may not be fully available in (6). Based on statistics provided by $C_{WL}$ and $p_{WL}$ – and similarly to the complex case [21], [26] – quaternion second-order circularity (also called $Q$-properness or $Q$-circularity [20]) and the joint quaternion properness can be defined as follows.

1) $Q$-properness: According to [20], $q(n)$ is $Q$-proper if

$$\tilde{C}_{qq_i} = \tilde{C}_{qq_j} = \tilde{C}_{q_iq_j} = 0.$$

Noting that

$$q_{WL}(n) = \mathbf{R} \text{col}(q(n), q_i^*(n), q_j^*(n), q_k^*(n)), \quad (12)$$

where

$$\mathbf{R} = \frac{1}{2} \begin{bmatrix} 2 & 0 & 0 & 0 \\ -1 & 1 & 1 & 0 \\ 1 & -1 & 1 & 0 \\ 1 & -1 & 1 & 0 \end{bmatrix} \otimes \mathbf{I}_N, \quad (13)$$

eq. (11) can be expressed as

$$C_{WL} = \mathbf{Υ} \begin{bmatrix} C_q & 0 & 0 & 0 \\ 0 & C_{q}^i & 0 & 0 \\ 0 & 0 & C_{q}^j & 0 \\ 0 & 0 & 0 & C_{q}^k \end{bmatrix} \mathbf{Υ}^T. \quad (14)$$

Recalling that

$$C_\alpha = E\{\alpha\alpha^H\} = \{-\alpha C_\alpha (-\alpha)q^H\alpha\} = -\alpha E\{q_i^*(n)\} = -\alpha C_\alpha q^H\alpha,$$

for $\alpha \in \{i, j, k\}$, eq. (14) reduces to

$$C_{WL} = \tilde{\mathbf{Υ}}(\mathbf{I}_4 \otimes C_q)\tilde{\mathbf{Υ}}^H,$$

where $\tilde{\mathbf{Υ}} = \mathbf{Υ} \text{diag}(1, -i, -j, -k) \otimes \mathbf{I}_N$.

From eq. (16), we notice that for a $Q$-proper input, only the SL correlation matrix $C_q$ is required to access the second-order statistics of $q(n)$, similarly to the complex-proper case reported in [20].

2) Joint $Q$-properness: $Q$-properness is related only to the input signal $q(n)$. However, $d(n)$ and $q(n)$ can also be jointly $Q$-proper [20], which implies the additional restrictions

$$E\{q(n)d^{\alpha\star}(n)\} = 0, \ \forall \alpha \in \{i, j, k\}. \quad (17)$$

In this case, SL and WL estimation provide the same result. To show this equivalence, use (12) to write $p_{WL}$ as given by

$$p_{WL} = \mathbf{Υ} \begin{bmatrix} p_q \\ -iE\{q_i^*(n)d^{\star}(n)\} \\ -jE\{q_j^*(n)d^{\star}(n)\} \\ -kE\{q_k^*(n)d^{\star}(n)\} \end{bmatrix}. \quad (18)$$
Using eq. (17) in (18), we obtain
\[ p_{\text{WL}} = \mathbf{Y} \col(p_q, 0, 0, 0). \]
Finally, use the joint \( \mathbb{Q} \)-properness restrictions to express (10) as
\[ \mathbf{Y} \begin{bmatrix} C_q & 0 & 0 & 0 \\ 0 & C_q & 0 & 0 \\ 0 & 0 & C_q & 0 \\ 0 & 0 & 0 & C_q \end{bmatrix} \mathbf{Y}^T w_{\text{WL}}(n) = \mathbf{Y} \col(p_q, 0, 0, 0). \quad (19) \]
To solve (19), define
\[ w_{\text{WL}} = \col(w_{\text{WL1}}, w_{\text{WL2}}, w_{\text{WL3}}, w_{\text{WL4}}), \]
where we drop the drop the indices to simplify notation. Noting that \( \mathbf{Y} \) is invertible, and left-multiplying (19) by \( \mathbf{Y}^{-1} \), we obtain the following systems of equations
\[ \begin{align*}
C_q (2w_{\text{WL1}} - w_{\text{WL2}} + w_{\text{WL3}} + w_{\text{WL4}}) &= 2p_q, \\
C_q (w_{\text{WL2}} - w_{\text{WL3}} + w_{\text{WL4}}) &= 0, \\
C_q (w_{\text{WL2}} + w_{\text{WL3}} - w_{\text{WL4}}) &= 0, \\
C_q (w_{\text{WL2}} + w_{\text{WL3}} + w_{\text{WL4}}) &= 0.
\end{align*} \]
The only solution to (21), (22) and (23) is trivial, which is easy to verify. For this purpose, consider eq. (21) and define
\[ b = w_{\text{WL2}} - w_{\text{WL3}} + w_{\text{WL4}}. \]
Recall eq. (15), and assume that \( C_q \) is full-rank (which is normally the case). The null-space (27) of \( C_q \) has only the trivial solution \( b = 0 \). Applying the same argument to (22) and (23), the trivial solution is straightforward. Using these results, we obtain a system of equations to compute \( w_{\text{WL2}}, w_{\text{WL3}} \) and \( w_{\text{WL4}}, \) i.e.,
\[ \left( \begin{bmatrix} 1 & -1 & 1 \\ 1 & 1 & -1 \end{bmatrix} \otimes I_N \right) \begin{bmatrix} w_{\text{WL2}} \\ w_{\text{WL3}} \\ w_{\text{WL4}} \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}, \]
whose only solution is the null vector. Substituting \( w_{\text{WL2}} = w_{\text{WL3}} = w_{\text{WL4}} = 0 \) in (20), only the system of equations of (6) must be computed. This result shows that the SL and WL approaches are equivalent in terms of MSE performance when the input and the desired signal are jointly \( \mathbb{Q} \)-proper.

In summary, when \( q(n) \) and \( d(n) \) are joint \( \mathbb{Q} \)-proper, a WL estimator is in general not advantageous, since the MSE performance is the same of a SL approach, but the number of computations required to obtain the solution is higher. On the other hand, when joint \( \mathbb{Q} \)-properness does not hold, a WL-based technique can exploit full second-order statistics of the input data to solve (10), improving the MSE performance.

IV. QUATERNION GRADIENTS

In this section, we propose a general definition for the quaternion derivatives, which is used to study the convergence of WL-QLMS-based algorithms and to obtain the fastest-converging WL-QLMS-like algorithm in two situations: 1) When at most two of the quaternion elements in the regressor are correlated; and 2) When the WL algorithms use a real regressor vector, as proposed in (10). We also use the general description for the gradient to develop mean and mean-square analyses of real-regressor vector WL-QLMS algorithms, providing accurate tools to design and evaluate the performance.

To obtain a general quaternion gradient, start with the definition of the cost function
\[ f(w) = e(n)e^*(n), \]
where \( e(n) \) corresponds to the error between a desired quantity \( d(n) \) and the estimated value \( \hat{d}(n) = w^H(n)q(n) \), and \( w = w_R + iw_1 + jw_2 + kw_3 \). Regardless the method to compute the gradient, and based on the isomorphism between \( \mathbb{Q} \) and \( \mathbb{R}^4 \), the quaternion gradients proposed in the literature have the general form
\[ \nabla_w f = \alpha \frac{\partial f}{\partial w_R} + ib \frac{\partial f}{\partial w_1} + jc \frac{\partial f}{\partial w_2} + kd \frac{\partial f}{\partial w_3}. \quad (24) \]
for real \( \{a, b, c, d\} \), where
\[ \frac{\partial f}{\partial w_\alpha} = \frac{\partial e(n)}{\partial w_\alpha} e^*(n) + e(n) \frac{\partial e^*(n)}{\partial w_\alpha}. \quad (25) \]
for \( \alpha \in \{R, I, J, K\} \). Using eq. (25) in (24), and defining
\[ g = (a + b + c + d) \]
\[ h = (a - b - c - d) \]
eq (26)
\[ \text{eq. (24)} \text{ becomes} \]
\[ \nabla_w f = -gq(n)e^*(n) - he(n)q^*(n). \quad (27) \]
From (27), one can check that the quaternion gradient of (16) is obtained when \( h = 1/2 \) ad \( g = -1/4 \), and that the i-gradient of (17) appears when \( h = 3/4 \) ad \( g = 0 \). We also note that the reviewed quaternion gradient, presented in (18), is obtained when \( h = 2 \) and \( g = 0 \). Considering eq. (26), it is easy to note that the same \( h \) and \( g \) can be obtained for different values of \( a, b, c \) and \( d \). Moreover, note that gradient-based algorithms have a general update law given by (19)
\[ w(n + 1) = w(n) - \mu \nabla_w f, \quad (28) \]
where \( \mu \) is the step-size. In this case, from the point of view of the algorithm, it is not important if the gradient uses \( h \) and \( g \) or scaled versions of them – as long as they are both scaled by the same value – since the scale factor can be absorbed by \( \mu \). This fact emphasizes that different gradients and quaternion derivatives can be applied to define the same QLMS-like algorithm.

Using eq. (27) in (28), we define the general form of a QLMS-like algorithm, that is
\[ w(n + 1) = w(n) + \mu \{gq(n)e^*(n) + he(n)q^*(n)\}. \quad (29) \]
Noting that
\[ gq(n)e^*(n) + he(n)q^*(n) = (g + h)q(n)e^*(n) - 2h\text{Im}\{q(n)e^*(n)\}, \quad (30) \]
and using eq. (30) in (29), one gets
\[ w(n + 1) = w(n) + \mu [(g + h)q(n)e^*(n) - 2h\text{Im}\{q(n)e^*(n)\}]. \quad (31) \]
In order to study the mean behavior of (31), define the optimum set of coefficients \( w_o \), and assume that \( d(n) \) can be modeled as given by

\[
d(n) = w_o^H q(n) + v(n),
\]

where the elements of \( v(n) \) are i.i.d. Gaussian noise, independent of \( q(n) \), \( E\{v(n)\} = 0 \), and \( E\{|v(n)|^2\} = \sigma_v^2 \).

Subtracting (31) from \( w_o \) and taking the expectation, one gets

\[
\dot{w}(n + 1) = \dot{w}(n) - \mu E\{(g + h)q(n) e^*(n) \} + 2h\Im \{q(n) e^*(n)\}, \tag{33}
\]

where \( \dot{w}(n) = E\{\dot{w}(n)\} \) and

\[
\dot{w}(n) = w_o - w(n). \tag{34}
\]

Use (32) in (31), and assume the independence approximation usually applied to study LMS-like algorithms [19]

\[
E\{q(n)q^H(n)\dot{w}(n)\} \approx E\{q(n)q^H(n)\} \dot{w}(n).
\]

After some algebra manipulation, eq. (33) becomes

\[
\dot{w}(n + 1) = \dot{w}(n) - \mu (g + h) E\{q(n)q^H(n)\} \dot{w}(n) + E\{q(n)q^H(n)\} \dot{w}(n) + E\{q(n)q^H(n)\} \dot{w}(n).
\]

Considering the assumptions for \( v(n) \), eq. (35) reduces to

\[
\dot{w}(n + 1) = \dot{w}(n) - \mu (g + h) E\{q(n)q^H(n)\} \dot{w}(n) + 2h\Im E\{q(n)q^H(n)\} \dot{w}(n).
\]

With no loss of generality, consider from this point on that we are performing the analysis of a WL algorithm. In this case, we add a subscript WL to the variables to write

\[
\dot{w}_{WL}(n + 1) = \dot{w}_{WL}(n) - \mu_{WL}(g + h) E\{q_{WL}(n)q_{WL}^H(n)\} \dot{w}_{WL}(n) + 2h_{WL}\Im E\{q_{WL}(n)q_{WL}^H(n)\} \dot{w}_{WL}(n).
\]

In terms of \( \dot{w}_{WL}(n) \), this is a nonlinear recursion (due to the \( \Im \{\cdot\} \) operator). In order to obtain a linear recursion, we resort to the extended variables. Using the extended entities (as proposed in [10]), define the extended \( \dot{w}_{WL}(n) \), i.e.,

\[
\dot{w}_{ext}(n) = \text{col}\{\dot{w}_{WL}(n), \dot{w}_{WL}(n), \dot{w}_{WL}(n), \dot{w}_{WL}(n)\}
\]

and the extended version of \( E\{q_{WL}(n)q_{WL}^H(n)\} \dot{w}_{WL}(n) \), which is given by \( C_{ext} \dot{w}_{ext}(n) \), with these matrices are given by

\[
\mathbf{R} = C_R + C_I + C_J + C_K
\]
\[
\mathbf{J} = -C_R + C_J - C_K + C_K
\]
\[
\mathbf{K} = -C_R + C_K - C_J + C_J
\]

where

\[
\text{C}_{ext} = \text{diag}(0, 1, 1, 1) \otimes \mathbf{I}_4 \mathbf{I}_N \text{C}_{ext}, \tag{40}
\]

Applying eqs. (38) and (40), the extended version of (37) is given by

\[
\mathbf{w}_{ext}(n + 1) = \mathbf{w}_{ext}(n) - \mu_{WL}(g + h) C_{ext} \mathbf{w}_{ext}(n) + 2h_{WL} \mathbf{I} \mathbf{C}_{ext} \mathbf{w}_{ext}(n).
\]

Considering the structure of \( C_{ext} \) and \( C_{ext} \), one can write

\[
\mathbf{w}_{ext}(n + 1) = (\mathbf{I}_4 \mathbf{I}_N - \mu_{WL} G_{ext} C_{ext}) \mathbf{w}_{ext}(n), \tag{41}
\]

and

\[
G = \text{diag}(g + h, g + h, g + h, g + h).
\]

The product \( G_{ext} C_{ext} \) is the extended quaternion correlation matrix, which is obtained when the quaternion entries of (37) are mapped to the real field. \( G_{ext} C_{ext} \) can be used to study the convergence of the algorithms, which is assessed through its eigenvalue spread. In Appendix A we show that \( C_{ext} \) is a positive semi-definite matrix [23], and that \( G_{ext} \) must be at least positive semi-definite to avoid divergence in (41). In the next section, the convergence of (41) is studied in two situations, where we prove that a gradient with \( g = 0 \) provides the faster-converging algorithms. We start with the case when at most two quaternion elements are correlated, and then we study quaternion algorithms using a real regressor vector, as proposed in [10].

\[\text{A. Case one: signals with correlation between at most two quaternion elements}\]

Define \( \alpha = (g + h)/(g - h) \) and assume that \( J = K = 0 \), such that \( G_{ext} C_{ext} \) is written as

\[
(g - h) \begin{bmatrix} \mathbf{A}(\alpha) & 0 \\ 0 & \mathbf{B} \end{bmatrix} = (g - h) \mathbf{C}(\alpha), \tag{43}
\]

where

\[
\mathbf{A}(\alpha) = \begin{bmatrix} \alpha \mathbf{R} & \alpha \mathbf{I} \\ \alpha \mathbf{J} & \alpha \mathbf{K} \end{bmatrix}
\]
and \( B = A(1) \). In addition, define the spreading factor of \( A(\alpha) \), \( B \) and \( C(\alpha) \) as \( SF_A \), \( SF_B \) and \( SF_C \), respectively. We want to show that the smallest condition number of \( 43 \) is obtained when \( \alpha = 1 \). For this purpose, we first consider \( A(\alpha) \) to show that it has the minimum condition number when \( \alpha = 1 \). Then, we show that the smallest condition number of \( C(\alpha) \) is also obtained when \( \alpha = 1 \).

First, consider \( A(\alpha) \). One can show that \( A(\alpha) \) corresponds to a row scaling of \( B \), since it can be written as

\[
A(\alpha) = D(\alpha)B,
\]

where \( D(\alpha) \) is the scaling matrix, given by \( D(\alpha) = \text{diag}(\alpha, 1) \otimes I_{SN} \). In \([23]\), the problem of determining the row scaling of a matrix which minimizes the Euclidean condition number is addressed. It is shown that this problem is convex, and can be solved by convex optimization. With this information, we know that there is a value of \( \alpha \) which minimizes the condition number, which we now find out.

Studying matrix \( A(\alpha) \), one can show that the condition number of \( A(\alpha) \) is equal to that of \( A(1/\alpha) \). For this purpose, we use an unitary transformation \([27]\) – which does not change the eigenvalues of a matrix – to show that the spreading factors of \( A(\alpha) \) and \( A(1/\alpha) \) have the same value, since

\[
\begin{bmatrix}
0 & I_{SN} \\
-I_{SN} & 0
\end{bmatrix} A(\alpha) \begin{bmatrix}
0 & -I_{SN} \\
I_{SN} & 0
\end{bmatrix} = \alpha A(1/\alpha),
\]

where we also have used the fact that \( \mathcal{I} = -\mathcal{I}^T \). Notice that when \( \alpha \to \infty \) or when \( \alpha \to 0 \), the condition numbers of \( A(\alpha) \) and \( A(1/\alpha) \) both go to \( \infty \). Since \( SF_A(\alpha) = SF_A(1/\alpha) \), and \( SF_A(\alpha) \) is a convex function \([23]\), the minimum condition number must be at the point which defines the axis of symmetry of the problem. This point corresponds to \( \alpha = 1 \), where \( SF_A = SF_B \). For different values of \( \alpha \), \( SF_A > SF_B \).

Using the result for \( A(\alpha) \), we can evaluate the condition number of matrix \( C \) in eq. \((43)\). \( SF_C \) is given by

\[
SF_C = \max \left \{ \frac{\lambda_{\max}(A(\alpha))}{\lambda_{\min}(A(\alpha))}, \frac{\lambda_{\max}(B)}{\lambda_{\min}(B)} \right \},
\]

where \( \lambda_{\max}(A(\alpha)) \) and \( \lambda_{\max}(B) \) are the maximum eigenvalues of \( A(\alpha) \) and \( B \), respectively, and \( \lambda_{\max}(A(\alpha)) \) and \( \lambda_{\min}(B) \) are the minimum eigenvalues. Using \((44)\), it is possible to list the cases which can appear in the computation of \( SF_C \), i.e.,

1. \( \lambda_{\max}(A(\alpha)) > \lambda_{\max}(B) \) and \( \lambda_{\min}(A(\alpha)) \leq \lambda_{\min}(B) \). In this case, \( SF_C = \lambda_{\max}(A(\alpha))/\lambda_{\min}(B) \).
2. \( \lambda_{\max}(A(\alpha)) > \lambda_{\max}(B) \) and \( \lambda_{\min}(A(\alpha)) \geq \lambda_{\min}(B) \). In this case, \( SF_C = \lambda_{\max}(A(\alpha))/\lambda_{\min}(B) \).
3. \( \lambda_{\max}(A(\alpha)) \leq \lambda_{\max}(B) \) and \( \lambda_{\min}(A(\alpha)) < \lambda_{\min}(B) \). In this case, \( SF_C = \min(\lambda_{\max}(B), \lambda_{\min}(A(\alpha))) \).
4. \( \lambda_{\max}(A(\alpha)) = \lambda_{\max}(B) \) and \( \lambda_{\min}(A(\alpha)) = \lambda_{\min}(B) \). In this case, \( SF_C = SF_B \).

Notice that the condition \( \lambda_{\max}(A(\alpha)) < \lambda_{\max}(B) \) and \( \lambda_{\min}(A(\alpha)) > \lambda_{\min}(B) \) is not possible, since we have shown that \( SF_A \geq SF_B \) always.

For the first three conditions, the eigenvalue spread is always increased, while the last possibility reveals that the minimum value of \( SF_C \) occurs when \( A(\alpha) = B \), for \( \alpha = 1 \). Recalling that \( \alpha = (g + h)/(g - h) \), we conclude that \( h \) must be zero, showing that the minimum eigenvalue spread is obtained with a gradient similar to that of \([17]\) or \([18]\).

Note that a similar approach can be used when only \( \mathcal{R} \) and \( \mathcal{J} \) or \( \mathcal{R} \) and \( \mathcal{K} \) are different from a zero matrix, showing that the minimum eigenvalue spread is also obtained with \( \alpha = 1 \).

1) Particular case: all the quaternion elements are uncorrelated among them: Consider now the particular case when all the quaternion elements are uncorrelated, which means that \( \mathcal{I} = \mathcal{J} = \mathcal{K} = 0 \). In this situation, \( C_{\text{ext}} = I_4 \otimes \mathcal{R} \), and one can easily show that \( A(\alpha) = \text{diag}(\alpha, 1) \otimes \mathcal{R} \) and \( B = A(1) \), such that the result of Section \([IV-A]\) still holds.

B. Case two: Widely-linear algorithms using real data vector

Consider now a WL quaternion algorithm implemented with a real-regressor vector

\[
x(n) = \text{col}(q_h(n), q_I(n), q_J(n), q_K(n)),
\]

as proposed for RC-WL-QLMS in \([10]\). For this approach, the correlation matrix \( C_x \) is real and given by

\[
C_x = E\{x(n)x^T(n)\},
\]

and \((41)\) changes to

\[
\mathbf{w}_{\text{ext}}(n + 1) = (I_{4N} - \mu W LG_{\text{ext}}C_{x_{\text{ext}}}) \overline{\mathbf{w}}_{\text{ext}}(n),
\]

where

\[
C_{x_{\text{ext}}} = I_4 \otimes C_x.
\]

The convergence is studied through the product

\[
C_{x_{\text{ext}}}G_{\text{ext}} = (I_4 \otimes C_x)(G \otimes I_{4N}) = G \otimes C_x.
\]

Using an approach similar to that of Section \([IV-A]\) we compute

\[
SF_{{G_{\text{ext}}}}C_{x_{\text{ext}}} = \max \left \{ \frac{(g + h)}{(g - h)}, \frac{(g - h)}{(g + h)} \right \} \times \frac{\lambda_{\max}(C_x)}{\lambda_{\min}(C_x)},
\]

where \( \lambda_{\max}(C_x) \) and \( \lambda_{\min}(C_x) \) are the largest and the smallest eigenvalues of \( C_x \), respectively. The best choice for \( g \) and \( h \) is again obtained when \( (g + h)/(g - h) = 1 \), which results in \( h = 0 \) and \( a = b + c + d \).

Notice that the family of gradients which uses \( g = -1/2 \) and \( h = 1/4 \) (or scaled versions of \( g \) and \( h \)) leads to the definition of the RC-WL-QLMS algorithm of \([10]\). However, these choices for \( g \) and \( h \) do not lead to the minimum condition number of \( G_{\text{ext}}C_{x_{\text{ext}}} \). When \( h = 0 \), eq. \((49)\) is reduced to its minimum value, such that the condition number depends only on the eigenvalue spread of \( C_x \). In this case, any gradient such that \( h = 0 \) will result in an algorithm which achieves the fastest-converging algorithm using \( x(n) \). In addition, as presented in \([10]\), the use of real-regressor vectors leads to lower-complexity quaternion algorithms, since many operations can be avoided. Based on these ideas, in Section \([V]\) we propose the fastest-converging WL-QLMS algorithm with a regressor vector given by \((43)\), which uses even less computations than RC-WL-QLMS \([10]\).

We must emphasize an important aspect of the analysis presented here. This approach is valid for both correlated and

\[
\text{Note that the constant } (g - h) \text{ does not affect the eigenvalue spread of eq. } 43, \text{ since it multiplies all the eigenvalues.}
\]
uncorrelated input, since no initial restriction to the correlation matrix is necessary to the study of the eigenvalues of $\mathbf{C}_{xx}$. Moreover, it can be used to any WL quaternion algorithm with a real-regressor vector obtained with the concatenation of the elements of $\mathbf{q}(n)$.

In the following sections, we use the general equation proposed to describe the quaternion gradients to obtain a new reduced-complexity algorithm with real regressor vector. This general description also allows us to develop an analysis for WL-QLMS algorithms with real data vector.

V. PROPOSED NEW REDUCED-COMPLEXITY WL-QLMS ALGORITHM WITH REAL-REGRESSOR VECTOR

In reference [10], the RC-WL-QLMS algorithm was proposed as a lower-complexity alternative to WL-QLMS. In that paper, the algorithm was not formally defined in terms of a gradient, but using the general approach of eq. (29), one can show that RC-WL-QLMS corresponds to a real-regressor WL-QLMS algorithm where $h = -1/4$ and $g = 1/2$ (or where $h$ and $g$ are multiples of these values). The algorithm is presented in Table I where $\hat{d}_{RC}(n)$ is the estimate of $d(n)$, $e_{RC}(n)$ is the error, $w_{RC}(n)$ are the weights, and $\mu_{RC}$ is the step-size.

**TABLE I**

| RC-WL-QLMS algorithm |
|-----------------------|
| $d_{RC}(n) = w_{RC}^H(n)x(n)$ |
| $e_{RC}(n) = d(n) - \hat{d}_{RC}(n)$ |
| $w_{RC}(n + 1) = w_{RC}(n) + \mu_{RC} \left[ \frac{e_{RC}(n)}{2} - \frac{e_{RC}(n)}{4} \right] x(n)$ |

It is shown in [10] and [23] that the RC-WL-QLMS algorithm converges faster than WL-QLMS, and that it is also less costly to compute. Yet, our general approach to the gradient indicates that RC-WL-QLMS is not the fastest-converging WL-QLMS algorithm with real-regressor vector, since the gradient used to define it uses $h \neq 0$. We exploit this fact to propose a new reduced-complexity algorithm, which outperforms RC-WL-QLMS both in the computational cost and in the convergence rate. For this purpose, assume that the real and imaginary parts of the original SL data vector are stacked up in the vector $x(n)$, as expressed in eq. (45). Define the estimate $\hat{d}_{RC}(n)$ of the desired signal $d(n)$, i.e.,

$$\hat{d}_{RC}(n) = w_{RC}^H(n)x(n),$$

(50)

where $w_{RC}(n)$ is the vector of weights. The error is given by

$$e_{RC}(n) = d(n) - \hat{d}_{RC}(n).$$

(51)

Using our general definition to quaternion gradients, substitute $h = 0$ and $g = 3/4$ to compute the gradient of $f(w_{RC}(n)) = e_{RC}(n)e_{RC}^*(n)$ and to obtain the update law

$$w_{RC}(n + 1) = w_{RC}(n) + \frac{3}{4} \mu_{RC} e_{RC}(n)x(n).$$

(52)

Note that other values of $g$ could have been used, since the constant that appears in the second term of the right-hand side of (52) can be absorbed by the step-size $\mu_{RC}$. We choose this value to make easier the comparison with other algorithms in the literature. The algorithm is summarized in Table II. Since the additional term which appears in the RC-WL-QLMS algorithm due to the non-commutative quaternion multiplication vanishes in this new method, we expect it to be less costly to compute.

**TABLE II**

| Proposed WL-QLMS algorithm with lower complexity |
|--------------------------------------------------|
| $\hat{d}_{RC}(n) = w_{RC}^H(n)x(n)$ |
| $e_{RC}(n) = d(n) - \hat{d}_{RC}(n)$ |
| $w_{RC}(n + 1) = w_{RC}(n) + \frac{3}{4} \mu_{RC} e_{RC}(n)x(n)$ |

In the next section, we show that the proposed algorithm corresponds to the 4-Ch-LMS algorithm written in the quaternion domain, and that they have the same computational complexity.

A. Comparison with the 4-Ch-LMS algorithm

In order to prove the equivalence between the proposed algorithm and 4-Ch-LMS, we must rewrite the equations (50), (51) and (52) to separate the imaginary numbers $i, j$ and $k$ from the real terms.

Define the extended vectors

$$d_{ext}(n) = \text{col}(d_R(n), d_I(n), d_J(n), d_K(n)),$$

$$v_{ext}(n) = \text{col}(e_R(n), e_I(n), e_J(n), e_K(n))$$

and note that $d(n) = t^T d_{ext}(n)$ and $v(n) = t^T v_{ext}(n)$, where

$$t = \text{col}(1, \ i, \ j, \ k).$$

(53)

Assume that the $d(n)$ is modeled as given by

$$d(n) = w_{o,RC}^H x(n) + v(n),$$

which can be expressed as

$$t^T d_{ext}(n) = t^T \left( W_{o,RC}^T x(n) + v_{ext}(n) \right).$$

$W_{o,RC}$ is the $4N \times 4$ real matrix, given by

$$W_{o,RC} = [w_{o,RC} - w_{o,RC} - w_{o,RC} - w_{o,RC}].$$

Define the extended vectors

$$e_{RC}(n) = \text{col}(e_R(n), e_I(n), e_J(n), e_K(n)),$$

$$\hat{d}_{RC}(n) = \text{col}(\hat{d}_R(n), \hat{d}_I(n), \hat{d}_J(n), \hat{d}_K(n))$$

(54)

(55)

Using (53), (54) and (55) in eqs. (50), (51) and (52), one gets

$$W(n + 1) = \begin{pmatrix} W(n) + \frac{3}{4} \mu_{RC} x(n) e_{RC}^*(n) \\ t^* \\ t^* e_{RC}(n) = t^T (d_{ext}(n) - \hat{d}_{RC}(n))$$

(56)

and

$$t^T d_{RC}(n) = t^T (W(n)x(n)),$$

(57)

where

$$W(n) = [w_{RC} - w_{RC} - w_{RC} - w_{RC}].$$

Removing the multiplication by $t$ in (56), (57) and (58), we obtain the 4-Ch-LMS algorithm. Thus the proposed algorithm is a rewriting (in the quaternion domain) of the 4-Ch-QLMS algorithm, just as the RC-WL-QLMS of [24] is a rewriting of the 2-Ch-LMS algorithm [29].
B. Comparing the new algorithm to WL-iQLMS

In this section, we show that the new approach and WL-iQLMS are related by a linear transformation, but the latter is more costly to compute.

The WL-iQLMS algorithm is presented in Table III

| TABLE III | WL-iQLMS algorithm |
|-----------|-------------------|
| \[ d_{iQ}(n) = w_{iQ}^H(n)q_{WL}(n) \] |
| \[ e_{iQ}(n) = d(n) - d_{iQ}(n) \] |
| \[ w_{iQ}(n + 1) = w_{iQ}(n) + \frac{3}{4} \mu_{iQ} e_{iQ}^*(n) q_{WL}(n) \] |

To show the relation between the algorithms, define \( F \) as

\[
F = \begin{bmatrix}
1 & i & j & k \\
1 & -i & -j & -k \\
1 & -i & j & -k \\
1 & i & -j & k \\
\end{bmatrix} \otimes I_N,
\]

and note that \( FF^H/4 = F^H/4 = I_{4N} \). One can show that

\[
q_{WL}(n) = Fx(n).
\]

The system of equations from which the optimum solution \( w_{o,iQ} \) is obtained is given by

\[
E\{q_{WL}(n)q_{WL}^H(n)\}w_{o,iQ} = E\{q_{WL}(n)d^*(n)\}.
\]

Left-multiplying both sides by \( F^H/4 \) and using (59), one gets

\[
\frac{F^H}{4} E\{x(n)x^T(n)\} F w_{o,iQ} = \frac{F^H}{4} E\{x(n)d^*(n)\}.
\]

Recognizing \( E\{x(n)x^T(n)\} \) and \( E\{x(n)d^*(n)\} \) as the correlation matrix and cross-correlation vector of the algorithm proposed in Table II then

\[
w_{o,RC} = F^H w_{o,iQ} \text{ or } w_{o,iQ} = Fw_{o,RC}/4.
\]

Based on (60), define

\[
w_{iQ}(n) = Fw_{RC}(n)/4
\]

to show that

\[
\hat{d}_{iQ}(n) = w_{iQ}^H(n)q_{WL}(n) = w_{iQ}^H(n)x(n) = \hat{d}_{RC}(n),
\]

and notice that \( e_{iQ}(n) = e_{RC}(n) \). Finally, left multiplying the update equation of WL-iQLMS by \( F^H \), we obtain

\[
\frac{F^H}{4} w_{iQ}(n + 1) = \frac{F^H}{4} w_{iQ}(n) + \frac{3}{4} \mu_{iQ} \frac{F^H}{4} q_{WL}(n) e_{iQ}^*(n) Fx(n).
\]

Defining \( \mu_{RC} = 4\mu_{iQ} \), we show that the technique presented in Table II and WL-iQLMS are expected to have the same performance. Since the proposed algorithm uses \( x(n) \) as a real data vector, many quaternion-quaternion operations are replaced by real-quaternion operations (see Table IV), reducing the computational cost. For this reason, the new approach is named as the RC-WL-iQLMS algorithm.

In Table IV we present the computational complexity of some quaternion LMS algorithms proposed in the literature. Notice that the WL algorithms are about 4 times more costly to implement than their SL counterparts, and that the complexity of the RC techniques are similar to that of QLMS and iQLMS. Since RC-WL-iQLMS and iQLMS require the same number of computations, RC-WL-QLMS can be used as a low-cost alternative for both SL and WL scenarios. Finally, note that 4-Ch-LMS and the RC-WL-iQLMS have the same computational complexity.

VI. Analysis of Quaternion Algorithms Using Real Regressor Vector

In this section, we study the convergence of quaternion WL algorithms which use the real regressor vector \( x(n) \) (see eq. (45)). Using our general description to the quaternion gradient, we obtain some results that can be applied to design the algorithms. We also obtain simple equations to compute the EMSE and the MSD.

A. Designing \( \mu \) to guarantee the convergence in the mean

Similar to the analysis applied to study the LMS algorithm [19], one can use the maximum eigenvalue of \( G_{ext}C_{ext} \) (see eq. (47)) to define bounds for the step-size which guarantee the convergence in the mean. From this approach, we obtain

\[
0 < \mu < 2/(\max\{(g + h), (g - h)\}) \lambda_{\text{Max}}(C_x),
\]

which is particularized to

\[
0 < \mu_{RC}, \mu_{RC} < 8/3 \lambda_{\text{Max}}(C_x),
\]

for RC-WL-QLMS and for RC-WL-iQLMS.

Both algorithms present the same bounds for the step-size, but they have different spreading factors, given by

\[
SF_{RC} = 3\lambda_{\text{Max}}(C_x)/\lambda_{\text{Min}}(C_x)
\]

and

\[
SF_{RC} = \lambda_{\text{Max}}(C_x)/\lambda_{\text{Min}}(C_x).
\]

Since the analysis was proposed for both correlated and uncorrelated input, one must expect RC-WL-iQLMS to converge faster than the RC-WL-QLMS. Our simulations in Section VII confirm this.

| TABLE IV | Computational complexity in terms of real operations per iteration (\( N \) is the length of the SL data vector) |
|-----------|---------------------------------------------------------------|
| Algorithm | \( + \) | \( \times \) |
| QLMS | 48N | 48N + 9 |
| WL-QLMS | 120N | 152N + 9 |
| RC-WL-QLMS | 32N + 4 | 32N + 8 |
| iQLMS | 32N | 32N + 4 |
| WL-iQLMS | 128N | 128N + 4 |
| RC-WL-iQLMS | 32N | 32N + 4 |
| 4-Ch-LMS | 32N | 32N + 4 |

B. Mean-square analysis of real regressor quaternion algorithms

In order to perform a general second-order analysis for real-regressor-vector quaternion algorithms, we drop all subscripts and use matrix \( G \) to account for any possible gradient results.
Finally, using (62), (63) and (65), we use its extended version to perform the analysis. We begin by calculating \( \eta(x) \), which we divide in two parts, i.e.,

\[
\eta(x(n)) = \eta_1(n) + \eta_2(n).
\]

\( \eta_1(n) \) is the extended version of \((g + h)x(n)v(n)\), that can be expressed as

\[
\eta_1(n) = (g + h)v(n) \otimes x(n),
\]

where we define

\[
v(n) = \text{col}(v_1(n), v_2(n), v_3(n), v_4(n)).
\]

\( \eta_2(n) \) is the extended version of \(-2h x(n)I \otimes \{v(n)\} \), i.e.,

\[
\eta_2(n) = 2h \text{col}(0, v_1(n), v_2(n), v_3(n)) \otimes x(n).
\]

Define

\[
H = \text{diag}(g + h, -(g - h), -(g - h), -(g - h))
\]

and

\[
H_\text{ext} = H \otimes I_{4N}.
\]

Finally, using (62), (63) and (65), \( \eta(x) \) is given by

\[
\eta_\text{ext}(n) = H v_\text{ext}(n) \otimes x(n) = H_\text{ext}(v_\text{ext}(n) \otimes x(n))
\]

Similarly to \( \eta(x) \), \( u_\text{ext}(n) \) is written as the sum of two terms, \( u_1(n) \) and \( u_2(n) \), which are the extended versions of \((g + h)x(n)x^T(n)\) \( \dot{w}(n) \) and \(-2h x(n)x^T(n)I \otimes \{\dot{w}(n)\} \). Using the extended version of \( \dot{w}(n) \), the first term is given by

\[
u_1(n) = (g + h) \left( I_4 \otimes x(n)x^T(n) \right) \dot{w}_\text{ext}(n),
\]

while \( u_2(n) \) is written as

\[
u_2(n) = -2h \left( \text{diag}(0, 1, 1, 1) \otimes x(n)x^T(n) {} \right) \dot{w}_\text{ext}(n)
\]

Adding up equations (66) and (67), we obtain

\[
u_\text{ext}(n) = G_\text{ext} \left( I_4 \otimes x(n)x^T(n) \right) \dot{w}_\text{ext}(n).
\]

Considering the extended matrices, eq. (61) can be replaced in the analysis by

\[
\ddot{w}_\text{ext}(n + 1) = \dot{w}_\text{ext}(n) - \mu [\eta_\text{ext}(n) + u_\text{ext}(n)].
\]

Note that eq. (68) deals only with real entities, which is fundamental in the following analysis.

Similarly to the traditional analysis of the LMS algorithm, multiply eq. (68) by its transpose and take the expectation, to obtain

\[
E \{ \dot{w}_\text{ext}(n) \dot{w}_\text{ext}(n)^T \} = E \{ \dot{w}_\text{ext}(n) \dot{w}_\text{ext}(n)^T \} - \mu E \{ \eta_\text{ext}(n) \eta_\text{ext}(n)^T \} - \mu E \{ u_\text{ext}(n) u_\text{ext}(n)^T \} - \mu E \{ u_\text{ext}(n) \eta_\text{ext}(n)^T \} - \mu E \{ \eta_\text{ext}(n) u_\text{ext}(n)^T \} + \mu^2 E \{ u_\text{ext}(n) u_\text{ext}(n)^T \} + \mu^2 E \{ \eta_\text{ext}(n) \eta_\text{ext}(n)^T \} + \mu^2 E \{ u_\text{ext}(n) \eta_\text{ext}(n)^T \} + \mu^2 E \{ \eta_\text{ext}(n) u_\text{ext}(n)^T \} + \mu^2 E \{ u_\text{ext}(n) \eta_\text{ext}(n)^T \},
\]

where we define

\[
S(n) = E \{ \dot{w}_\text{ext}(n) \dot{w}_\text{ext}(n)^T \}
\]

and

\[
G_\text{ext} = E \{ \dot{w}_\text{ext}(n) \dot{w}_\text{ext}(n)^T \}.
\]

Adding up equations (66) and (67), we obtain

\[
u_\text{ext}(n) = G_\text{ext} \left( I_4 \otimes x(n)x^T(n) \right) \dot{w}_\text{ext}(n).
\]

Considering the extended matrices, eq. (61) can be replaced in the analysis by

\[
\ddot{w}_\text{ext}(n + 1) = \dot{w}_\text{ext}(n) - \mu [\eta_\text{ext}(n) + u_\text{ext}(n)].
\]

Note that eq. (68) deals only with real entities, which is fundamental in the following analysis.

Similarly to the traditional analysis of the LMS algorithm, multiply eq. (68) by its transpose and take the expectation, to obtain

\[
E \{ \dot{w}_\text{ext}(n) \dot{w}_\text{ext}(n)^T \} = E \{ \dot{w}_\text{ext}(n) \dot{w}_\text{ext}(n)^T \} - \mu E \{ \eta_\text{ext}(n) \eta_\text{ext}(n)^T \} - \mu E \{ u_\text{ext}(n) u_\text{ext}(n)^T \} - \mu E \{ u_\text{ext}(n) \eta_\text{ext}(n)^T \} - \mu E \{ \eta_\text{ext}(n) u_\text{ext}(n)^T \} + \mu^2 E \{ u_\text{ext}(n) u_\text{ext}(n)^T \} + \mu^2 E \{ \eta_\text{ext}(n) \eta_\text{ext}(n)^T \} + \mu^2 E \{ u_\text{ext}(n) \eta_\text{ext}(n)^T \} + \mu^2 E \{ \eta_\text{ext}(n) u_\text{ext}(n)^T \} + \mu^2 E \{ u_\text{ext}(n) \eta_\text{ext}(n)^T \} + \mu^2 E \{ \eta_\text{ext}(n) u_\text{ext}(n)^T \} + \mu^2 E \{ u_\text{ext}(n) \eta_\text{ext}(n)^T \},
\]

where we define

\[
S(n) = E \{ \dot{w}_\text{ext}(n) \dot{w}_\text{ext}(n)^T \}
\]

and

\[
G_\text{ext} = E \{ \dot{w}_\text{ext}(n) \dot{w}_\text{ext}(n)^T \}.
\]

Adding up equations (66) and (67), we obtain

\[
u_\text{ext}(n) = G_\text{ext} \left( I_4 \otimes x(n)x^T(n) \right) \dot{w}_\text{ext}(n).
\]
In eq. (76), use equations (42), (48) and (64) to express neglect the term and MSD stead-state values. Assume that for Using the trace property Tr

After calculating all the terms of eq. (69), we can substitute which results in a null matrices. Assuming the small step-size condition [19], we can show one can show

Applying the trace property of the Kronecker product in eq. (77) and substituting the result in (76), one gets

Analogously, we compute the MSD by right multiplying both sides of eq. (75) by $G^{-1} \text{ext}$ and taking the trace, i.e.,

Note that using this approach we obtain simple equations to calculate the EMSE and the MSD for small step-size, which depend only on $N$ and on the matrix $C_x$, similarly to the LMS steady-state equations.

C. Choosing the step-size

Recalling eq. (73) and assuming that all variables are Gaussian, we can use properties of fourth-order Gaussian vectors [19] to obtain an approximation for $C$ (see eq.(71)) and improve the accuracy of the proposed model. For this purpose, assume that $x(n)$ is a correlated Gaussian vector, and recall that the auto-correlation matrix $C_x = E\{x(n)x^H(n)\}$ is symmetric and non-negative definite. This fact implies that there must exist an unitary matrix $Z$, such that

which diagonalizes $C_x$, as given by

where $A$ is a diagonal matrix such that $\text{diag}(A) = \{\lambda_1, \lambda_2, \ldots, \lambda_N\}$, and $\lambda_i \geq 0$, $i = 1, 2, \ldots, 4N$ are the eigenvalues of $C_x$. Defining $x'(n) = Z^T x(n)$, one can show

Using a linear transformation of a Gaussian vector is also Gaussian, $x'(n)$ is a Gaussian vector whose elements are independent from each other. Define the extended matrix $Z_{\text{ext}} = I_4 \otimes Z$. Multiplying $C$ by $Z_{\text{ext}}^T$ on the left and by $Z_{\text{ext}}$ on the right, we obtain

where $S'(n) = Z^T S(n) Z$ and noting that

Defining $S'(n) = Z^T S(n) Z$ and noting that

and

we rewrite (79) as given by

$C' = G_{\text{ext}} G_{\text{ext}}^T \{ (I_4 \otimes x'x'^T) S'(n) (I_4 \otimes x'x'^T) \} G_{\text{ext}}$. (80)
Each element of the matrix in the argument of (80) can be expressed as sums of terms
\[ E\{x_k'(n) x_k(n) x_{k+1}'(n) x_{k+1}(n) \} s_j'(n), \]
where the \( x_k'(n) \) represent the elements of \( x'(n), s_j'(n) \) are the entries of \( S'(n) \). Since the elements of \( x'(n) \) are independent and zero-mean, eq. (81) is different from zero if \( k_1 = k_2 = k_3 = k_4, \) or \( k_1 = k_2 \) and \( k_3 = k_4, \) or \( k_1 = k_3 \) and \( k_2 = k_4, \) or \( k_1 = k_4 \) and \( k_2 = k_3. \) Using this result and eq. (78), after some algebra manipulation, eq. (80) reduces to
\[ C' = G_{\text{ext}} \left[ \mu \Lambda_{\text{ext}} \text{Tr} \left( S'(n) \Lambda_{\text{ext}} \right) + 2 \Lambda_{\text{ext}} S'(n) \Lambda_{\text{ext}} \right] G_{\text{ext}}, \]
where \( \Lambda_{\text{ext}} = I_4 \otimes \Lambda. \) Recall eq. (75) and multiply it by \( Z_{\text{ext}}' \) on the right and by \( Z_{\text{ext}} \) on the left. Noting that
\[ Z_{\text{ext}}' H_{\text{ext}} Z_{\text{ext}} = (I_4 \otimes Z)(H \otimes I_4)(I_4 \otimes Z) = H_{\text{ext}}, \]
we can write eq. (72) as
\[ S'(n + 1) \approx S'(n) - \mu [S'(n) \Lambda_{\text{ext}} G_{\text{ext}} + G_{\text{ext}} \Lambda_{\text{ext}} S'(n)] + \mu^2 G_{\text{ext}} [\Lambda_{\text{ext}} \text{Tr} \left( S'(n) \Lambda_{\text{ext}} \right) + 2 \Lambda_{\text{ext}} S'(n) \Lambda_{\text{ext}}] G_{\text{ext}} + \mu^2 \sigma^2 H_{\text{ext}} \Lambda_{\text{ext}} H_{\text{ext}}, \]
with initialization
\[ S'(0) = Z_{\text{ext}}' w_{\text{ext}}(0) w_{\text{ext}}(0) Z_{\text{ext}}. \]
Taking only the diagonal \( s'(n) = \text{diag}(S'(n)) \) in eq. (82), we obtain a simplified recursion
\[ s'(n + 1) = I_{16N} - 2 \mu \Lambda_{\text{ext}} G_{\text{ext}} + \mu^2 G_{\text{ext}} \Sigma_{\text{ext}} G_{\text{ext}} + 2 \mu^2 G_{\text{ext}} A_{\text{ext}}^2 \]
where \( \Sigma_{\text{ext}} = \text{col}(1, 1, 1, 1) \otimes \text{diag}(\Lambda) \)
and \( s'(0) = \text{diag}(S'(0)). \)

We can study the system matrix of eq. (83), i.e.,
\[ \Gamma = I_{16N} - 2 \mu \Lambda_{\text{ext}} G_{\text{ext}} + \mu^2 G_{\text{ext}} \Sigma_{\text{ext}} G_{\text{ext}} + 2 \mu^2 G_{\text{ext}} A_{\text{ext}}^2 = (I_{16N} - \mu \Lambda_{\text{ext}} G_{\text{ext}})^2 + \mu^2 G_{\text{ext}} \Sigma_{\text{ext}} G_{\text{ext}} + \mu^2 G_{\text{ext}} A_{\text{ext}}^2 \]
to define a bound for the step-size which guarantees the stability in the variance. Using the \( \ell_1 \)-norm (22), we can find an upper bound for the largest eigenvalue \( \nu \) of \( \Gamma \), i.e.,
\[ \max_{1 \leq l \leq 16N} |\nu_l| \leq \| \Gamma \|_1 = \max_{1 \leq l \leq 16N} \sum_{m=1}^{16N} \gamma_{lm}, \]
where \( \gamma_{lm} \) are the elements of \( \Gamma \). A conservative range of values for \( \mu \), which guarantee the stability, requires that \( \| \Gamma \|_1 \leq 1 \). Observe that the \( l \)-th column of \( \Gamma \) has entries
\[ \mu^2 g_{\text{ext},l}^2 \lambda_{\text{ext},l} \lambda_{\text{ext},l}, \]
if \( l \neq m \), and \( 1 - \mu g_{\text{ext},l} \lambda_{\text{ext},l} \lambda_{\text{ext},l} + \mu^2 g_{\text{ext},l}^2 \lambda_{\text{ext},l}^2 + \mu^2 g_{\text{ext},l}^2 \lambda_{\text{ext},l}^2 \sum_{m=1}^{16N} \lambda_{\text{ext},m}, \)
if \( l = m \), where \( g_{\text{ext},l} \) are the diagonal elements of \( G_{\text{ext}}. \)

Note that
\[ \sum_{m=1}^{16N} \gamma_{lm} = (1 - \mu g_{\text{ext},l} \lambda_{\text{ext},l}^2 + \mu^2 g_{\text{ext},l}^2 \lambda_{\text{ext},l}^2 + \mu^2 g_{\text{ext},l}^2 \lambda_{\text{ext},l}^2 \sum_{m=1}^{16N} \lambda_{\text{ext},m}) \]

Thus, the recursion in eq. (83) is stable if
\[ (1 - \mu g_{\text{ext},l} \lambda_{\text{ext},l}^2 + \mu^2 g_{\text{ext},l}^2 \lambda_{\text{ext},l}^2 \lambda_{\text{ext},l} \text{Tr}(\Lambda_{\text{ext},l})) \leq 1, \]
for \( 1 \leq l \leq 16N. \) Recalling that
\[ \text{Tr}(C_{\text{ext}}) = \text{Tr}(\Lambda_{\text{ext}}) = \text{Tr}(I_4 \otimes \Sigma_{\text{ext}}) = 4 \text{Tr}(C_x), \]
and after some manipulation, the condition simplifies to
\[ \mu \leq 1 / g_{\text{ext},l} \lambda_{\text{ext},l} \lambda_{\text{ext},l} \lambda_{\text{ext},l} \text{Tr}(\Lambda_{\text{ext},l}), \]
where
\[ \lambda_{\text{ext},l} = \lambda_{\text{ext}}. \]

Replacing \( \lambda_{\text{ext}} \) by \( \text{Tr}(C_x) \) we obtain a simpler but more conservative condition for stability:
\[ 0 < \mu < 1 / (3\max \{(g + h)^2, (g - h)^2\} \text{Tr}(C_x)), \]
which guarantees stability in the variance. For RC-WL-QLMS and RC-WL-iQLMS, the step-size selection must respect
\[ 0 < \mu < 4 / (9 \text{Tr}(C_x)), \]
which is the same as the condition for the quaternion elements of \( q(n) \) for both algorithms.

Note that analysis proposed in this section is valid for uncorrelated and correlated input. The results presented here can be extended to other real-regressor quaternion algorithms.

VII. Simulations

In order to compare the algorithms and show the accuracy of the proposed model, we performed some simulations using Q-improper processes. For this purpose, we conveniently define the elements of \( q(n) \) as given by
\[ q_l(n) = \rho_1(n) + 0.1 \rho_2(n) + 0.2 \rho_3(n) + 0.3 \rho_4(n), \]
where \( \rho_1(n) = 0.1 \rho_1(n) + \rho_2(n) + 0.1 \rho_3(n) + 0.1 \rho_4(n) \)
\[ q_l(n) = 0.2 \rho_1(n) + 0.1 \rho_2(n) + \rho_3(n) + 0.1 \rho_4(n), \]
\[ q_l(n) = 0.3 \rho_1(n) + 0.1 \rho_2(n) + 0.1 \rho_3(n) + \rho_4(n), \]
where \( \rho_l(n) \) are 4 \( \times 4 \) vectors. We assume that the elements of each \( \rho_l(n) \) are zero-mean, Gaussian, i.i.d. and with unitary variance, and that \( \rho_l(n) \) and \( \rho_m(n) \) are independent from each other \( \forall l \neq m \). That means that the components of each quaternion in \( q_l(n) \) are correlated, but different quaternions are uncorrelated. The desired sequence \( d(n) \) and \( q_l(n) \) are jointly-Q-improper processes, since \( d(n) \) is obtained with
\[ d(n) = w_n^o q_{\text{WL}}(n) + v(n). \]
where \( w_n \) is a 16 \( \times 1 \) quaternion vector, where the elements of the first four quaternions are obtained from a Uniform(0, 1) distribution, and the elements of the other quaternions are obtained from Uniform(0, \( 10^{-2} \)) distribution. Note that with this approach, we guarantee a WL \( d(n) \) sequence, but we give more emphasis to the SL contribution.

The quaternion elements of \( v(n) \) are zero-mean, Gaussian and i.i.d., with equal variance \( \sigma^2_v = 0.001 / 4. \) We perform 200 simulations to observe the EMSE and the MSD. We compare
QLMS, WL-QLMS, WL-iQLMS, RC-WL-QLMS, RC-WL-iQLMS and 4-Ch-LMS, and we plot our model for RC-WL-iQLMS and RC-WL-QLMS. We adjust the WL-iQLMS and the QLMS algorithms to have the same convergence rate, and adjust the other WL-algorithms (and the 4-Ch-LMS) to achieve the same steady-state EMSE. Table VII shows the step-sizes used in our simulations.
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**Figure 1.** EMSE performance comparing QLMS, WL-QLMS, RC-WL-QLMS, RC-WL-iQLMS, WL-iQLMS, 4-Ch-LMS and the proposed second-order model –Average of 200 simulations.
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**Figure 2.** MSD performance comparing QLMS, WL-QLMS, RC-WL-QLMS, RC-WL-iQLMS, WL-iQLMS, 4-Ch-LMS and the proposed second-order model –Average of 200 simulations.

Note that the WL algorithms achieve lower EMSE and MSD performances than QLMS, and that WL-iQLMS, 4-Ch-LMS and RC-WL-iQLMS have the same convergence rate, which is faster than WL-QLMS and RC-WL-QLMS. In addition, the proposed model (presented in the figures as a black dashed line) is accurate to describe the performance behavior of both the RC-WL-QLMS and the RC-WL-iQLMS algorithms.

**VIII. CONCLUSIONS**

In this paper, we developed a general representation to the quaternion gradients proposed in the literature. Using this approach, we proved that different gradients can be used to obtain the same algorithm.

We showed that the class of gradients from which the i-gradient takes part provides the fastest-converging WL algorithms when the correlation matrix has entries with only the real and one imaginary part, and when the WL regressor vector is real and obtained by the concatenation of the real and imaginary elements of the original SL data vector. The general gradient was applied to devised the fastest-converging WL-QLMS algorithm with real-regressor vector – the RC-WL-iQLMS algorithm – and we showed that the proposed method corresponds to the 4-Ch-LMS written in the quaternion field. It was also shown that new algorithm corresponds to a lower-complexity version of WL-iQLMS, 4 times less costly to implement, and with the same complexity of the 4-Ch-LMS algorithm. In Section VII-B we extended the second-order analysis of (23) to any WL-QLMS algorithm using real data vector. This approach led to simple equations to compute largely applied figures of merit used in adaptive filtering, such as the EMSE and the MSD. The comparison between the model and the performance of the algorithms proved that the model is accurate.

**APPENDIX A**

**CONDITIONS TO GUARANTEE THE POSITIVE SEMI-DEFINITE NESS OF \( \mathbf{G}_{\text{ext}} \mathbf{C}_{\text{ext}} \)**

When we use the real extended entities to obtain eq. (41) from (36), our goal is the application of mathematical tools from the real field to access the eigenvalue spread of \( \mathbf{G}_{\text{ext}} \mathbf{C}_{\text{ext}} \), such that we can study the convergence of quaternion algorithms. For this purpose, in this appendix we show that \( \mathbf{C}_{\text{ext}} \) is a positive semi-definite matrix. Then, we use this to prove that the diagonal entries of \( \mathbf{G}_{\text{ext}} \) must be non-negative to make \( \mathbf{G}_{\text{ext}} \mathbf{C}_{\text{ext}} \) positive semi-definite always.

Initially, recall that the original quaternion correlation matrix is given by \( E\{q_{\text{WL}}(n)q_{\text{WL}}(n)^H\} \). It is easy to notice that for any quaternion vector \( \chi \) with the proper dimension,

\[
\chi^H E\{q_{\text{WL}}(n)q_{\text{WL}}(n)^H\} \chi = E\{|q_{\text{WL}}(n)|\chi|^2\} \geq 0, \quad \forall \chi,
\]

such that the correlation matrix is positive semi-definite.

From eq. (86), one would expect \( \mathbf{C}_{\text{ext}} \) also positive semi-definite, since it is the extended version of the correlation matrix. However, when we check the block structure of \( \mathbf{C}_{\text{ext}} \), it is not trivial to show that this property holds, since the extended matrix is not easily expressed as the product of a real vector by its transpose. To show that \( \mathbf{C}_{\text{ext}} \) is also positive semi-definite, one can exploit the terms which appear in the computation of (86), and then reorganize them to reveal

\[
\chi_{\text{ext}}^T \mathbf{C}_{\text{ext}} \chi_{\text{ext}} = \chi^H E\{q_{\text{WL}}(n)q_{\text{WL}}(n)^H\} \chi \geq 0,
\]
where $\chi_{\text{ext}} = \text{col}(\chi_1, \chi_2, \chi_3, \chi_4)$. Since $\forall \chi_{\text{ext}}$ can be obtained from the mapping of $\chi$ to the real field, $C_{\text{ext}}$ is also positive semi-definite.

To define the cases on which $G_{\text{ext}}C_{\text{ext}}$ leads to stable (41), we must find values for which the diagonal entries of $G_{\text{ext}}$ make the product of matrices positive semi-definite. First, recall that using an unitary transformation, one can show that $G_{\text{ext}}C_{\text{ext}}$ has the same eigenvalues of

$$G_{\text{ext}}^{1/2}C_{\text{ext}}G_{\text{ext}}^{1/2}.$$  

(87)

In this case, we just need to define the conditions on which (87) is positive semi-definite to show that the elements of $G_{\text{ext}}$ should be non-negative. For this purpose, we use vector $\chi_{\text{ext}}$ to check on which cases

$$\chi_{\text{ext}} H G_{\text{ext}}^{1/2} C_{\text{ext}} G_{\text{ext}}^{1/2} H \chi_{\text{ext}} \geq 0.$$  

We start showing that if $G_{\text{ext}}$ has at least one negative diagonal entry, it is possible to find one vector for which $G_{\text{ext}}^{1/2} C_{\text{ext}} G_{\text{ext}}^{1/2}$ is not positive semi-definite. Assume that only the $k$-th entry $G_{\text{ext}}$ is $g_{\text{ext}k,k} < 0$, such that

$$G_{\text{ext}}^{1/2} = \text{diag}(\sqrt{|g_{\text{ext}1,1}|}, \ldots, j \sqrt{|g_{\text{ext}j,j}|}, \ldots, \sqrt{|g_{\text{ext}16N,16N}|}),$$  

where $j = \sqrt{-1}$. Using $\chi_{\text{ext}} = e_k$, where $e_k$ is 1 and the other entries are set to zero, one can easily show

$$e_k^T G_{\text{ext}}^{1/2} C_{\text{ext}} G_{\text{ext}}^{1/2} e_k = g_{\text{ext}k,k} e_k e_{\text{ext}k,k} < 0$$  

so that (87) is not positive semi-definite. When $G_{\text{ext}}$ has more negative diagonal entries, the proof that (87) is non-positive is straightforward. In this case, all $g_{\text{ext}k,k}$ must be non negative, $1 \leq k \leq 16N$, to guarantee the stability of eq. (41). The condition for this is $(g+h) \geq 0$ and $(g-h) \geq 0$.
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