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ABSTRACT
Selecting the most suitable algorithm and determining its hyperparameters for a given optimization problem is a challenging task. Accurately predicting how well a certain algorithm could solve the problem is hence desirable. Recent studies in single-objective numerical optimization show that supervised machine learning methods can predict algorithm performance using landscape features extracted from the problem instances.

Existing approaches typically treat the algorithms as black-boxes, without consideration of their characteristics. To investigate in this work if a selection of landscape features that depends on algorithms’ properties could further improve regression accuracy, we regard the modular CMA-ES framework and estimate how much each landscape feature contributes to the best algorithm performance regression models. Exploratory data analysis performed on this data indicate that the set of most relevant features does not depend on the configuration of individual modules, but the influence that these features have on regression accuracy does. In addition, we have shown that by using classifiers that take the features’ relevance on the model accuracy, we are able to predict the status of individual modules in the CMA-ES configurations.

CCS CONCEPTS
• Computing methodologies → Machine learning: Learning latent representations; Supervised learning. • Theory of computation → Design and analysis of algorithms.
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1 INTRODUCTION
With the growth of the field of optimization, many algorithms have been built upon again and again, leading to vast families of algorithms that share a core design aspect. While often-times, these variants are introduced on their own, combining their contributions can allow for the creation of many more novel algorithm configurations. In particular, this can be achieved by modularizing these contributions and allowing these modules to be swapped out at will, essentially creating a configurable algorithm design space based upon a specific core algorithm, such as Genetic Algorithms [3, 38], Simulated Annealing [10], Particle Swarm Optimization (PSO) [7], and hybrids between Differential Evolution and PSO [6].

In this work, we focus on the family of Covariance Matrix Adaptation Evolution Strategies (CMA-ES) [15]. We make use of the ModCMA [8, 33], which implements 11 modules that can be combined arbitrarily to create thousands of variants of CMA-ES. The modules available range from elitism in the selection procedure, mirrored and orthogonal sampling mechanisms [1, 37] to local restart strategies with changing population sizes [2, 11]. Even though all of these methods have been proposed in isolation, it has been shown that combinations of these modules can lead to configurations of the modular CMA-ES which significantly outperform all of the base variants [34].

Several studies explored the family of modular CMA-ES in different learning settings including exploratory analysis of CMA-ES [9], automated algorithm performance prediction [31], automated algorithm selection [16], and automated algorithm configuration [5, 29].

De Nobel et al. [9] analyzed the CMA-ES behavior by using time-series features extracted from its dynamic strategy parameters. Their results showed that these features can be used to classify isolated CMA-ES modules and have the potential to be used in the prediction of their performance.

Trajnov et al. [31] learned an explainable automated performance prediction model by using the landscape features of the problem instances [24] to predict the quality of the solution after some fixed budget (i.e., number of function evaluations). Independent models were trained for different modular CMA-ES configurations and each
configuration was further represented using the Shapley values that provide explanations on global (i.e., all problem instances that were involved) and local level (i.e., for each problem instance separately). Such representations allow them to distinguish between different modular CMA-ES configurations.

Jankovic and Doerr [16] used the modular CMA-ES to perform automated algorithm selection in a fixed-budget setting. By using the landscape features of the problem instances they learned performance regression models that were further used to select the appropriate modular CMA-ES configuration.

All aforementioned studies are only a part of a wide range of studies that contribute to understanding the behavior of modular CMA-ES [12, 32, 35, 36]. Even though great effort has been put in this research direction, most of the studies in automated algorithm performance prediction and selection are treating the CMA-ES configuration as a black-box system. That is, they do not aim at exploring the impact that each module has on the final performance of the CMA-ES configuration. In [9], the time-series features have been used to classify only the isolated CMA-ES modules, but there is no information on how these features are linked when those modules are combined to create a new CMA-ES configuration. Prager et al. [29] investigated a problem instance-based configuration model that selects the optimal CMA-ES modules to create a configuration specific to a given problem instance. For this purpose, they trained random forest classifiers into a classifier chain scenario that uses the landscape features of the problem instance. The model is trained in a supervised learning setting and can predict if some modules should be activated or not. This study allows a selection of CMA-ES modules utilizing the landscape features of the problem instances, however without explanation of which landscape features are important for each module separately.

Our contribution: In this paper, we propose an approach for exploring which landscape features calculated for the problem instances are contributing to the performance prediction of the CMA-ES modules. Compared with the work done in [29], where the activation of a module is predicted from the landscape features, in our approach we take the opposite direction, i.e., we measure how much each feature contributes to the accuracy of the best regression models. We then perform an exploratory data analysis to investigate whether different features are needed to accurately predict the performance of the modular CMA-ES variants, and if these features can be linked to individual modules. Interestingly, we find that the set of features that are most relevant for an accurate regression does not depend on the configuration of the modules, indicating that feature selection does not necessarily need to be personalized to the specific configuration. The relevance of each feature, in contrast, can indeed be shown to depend on the characteristics of the algorithms. We show this by training a classifier that takes as input the vector that represents features’ influence on the model accuracy (measured by approximated Shapley values in our analysis) and that outputs the status of individual modules of the CMA-ES configuration. For example, it is possible to predict whether or not a feature relevance vector stems from a configuration with elitism turned on or off. Interestingly, this can be predicted with good accuracy even when aggregating the feature relevance vectors across different budgets that the regression models were trained for, indicating that the impact of the landscape features is relatively stable for different stages of the optimization process.

Outline: Sec. 2 provides relevant background for our work. Sec. 3 presents the pipeline for our exploratory analysis. Key results are presented in Sec. 4, followed by a discussion of our main findings and relevant steps for future work in Sec. 5.

Reproducibility: For our analysis, we trained a total number of 324 regression models for each of the 40 selected modular CMA-ES variants. We investigated fixed-budget performance for five different budgets and we considered two dimensions, \( D = 5 \) and \( D = 30 \). All performance data is available at [21]. Landscape data, code, and our results are available at [22].

2 BACKGROUND

In this section, we present the background of the two components that are parts of our proposed pipeline. We start by explaining exploratory landscape analysis (ELA), which is an approach for calculating numerical representations of the problem instances via features that describe their characteristics. In Sec. 2.2, we will then explain the process of learning a supervised machine learning model (i.e., an ELA-based performance regression model) that can be used to predict the quality of a solution achieved by the algorithm in a fixed-budget scenario.

2.1 ELA

The problem space covers optimization problems that can belong to the same or to different problem classes [4]. A problem class can have many different problem instances. The differences are a result of transformation processes such as translation, shifting, and/or scaling of the problem instance in the given problem space. These transformations can be stochastic in nature, defined as random variables, where input vectors are rotated, shifted, and/or scaled by predefined matrices and vectors. As a result, different problem instances of the same problem class can have different characteristics. To describe these properties of the problem instances, landscape analysis is applied. It calculates features by applying mathematical and statistical methods, which include different sampling methods and sample sizes. For example, exploratory landscape analysis (ELA), first introduced in [25], was designed to support the design of black-box optimization algorithms through a set of ML-based recommendations to obtain algorithms that best fit the problem at hand. The main objective of ELA is to capture the characteristics of optimization problems with a set of features, referred to as ELA features. These features are then used as input to the ML pipelines that produce the recommendations that guide the process of algorithm design. As we are dealing with black-box optimization, these features have to be calculated from an (ideally small) set of samples of the problem instance. The ELA features can be computed using the R-package flacco [19]. It contains 343 different ELA features grouped into 17 feature sets [18].

2.2 ELA-based performance regression model

The core motivation of creating ELA-based performance regression models lies in their ability to link the landscape features of the problem instance with the performance achieved by the algorithm on that problem instance. To collect the necessary training data
for these models, we need to make use of a set of benchmark problem instances for which we have gathered performance data of our algorithms. This performance data can be viewed from two main perspectives: fixed-target (i.e., returns the budget required to achieve a certain target) and fixed-budget (i.e., estimates the quality of the solution achieved with a given computational budget). This performance data can then be linked to the ELA features collected on the specified benchmark function instances to train the regression models.

In this paper, we focus on the fixed-budget approach, where we predict the mean function value of the best solution that is reached by the algorithms after $X$ function evaluations.

### 3 EXPLORATORY ANALYSIS PIPELINE

The proposed exploratory analysis pipeline consists of three main parts, i.e., learning a model for automated prediction of the algorithm’s performance, feature importance calculation and ranking, which are further used to perform exploratory analysis and training classifiers to predict the status of a given CMA-ES module. The flowchart of the pipeline is presented in Fig. 1.

**Regression model and its hyperparameters:** To learn an algorithm performance prediction model, we took a supervised approach where each problem instance is described with a vector of $n$ ELA features $(x_1, x_2, ..., x_n)$. These vectors are associated with one real value $y$ indicating the performance of the algorithm on a specific problem instance after a fixed budget. Since the target that is being predicted is a real value, we are dealing with a regression task. Many studies have already tried to investigate this task in the context of automated algorithm performance prediction [27]. Here, we are learning Random Forest (RF) regression models where we also considered tuning part of the hyperparameters. Previous studies have already shown that RF can provide promising results dealing with automated performance prediction [27]. For hyperparameter tuning, we employed the grid search methodology, which performs an exhaustive search over a manually selected finite subset of candidate solutions of the hyperparameter space of the algorithm.

**Leave-One-Group-Out validation and selection of the best model:** For validation of the induced models, we use the Leave-One-Group-Out strategy. Let us assume that for each problem, $m$ instances are involved. In our case, groups are denoted by the problem instances, which means that we ended up with $m$ groups. The evaluation metric of choice is the $r^2$ score. The same evaluation metric is used for evaluating the individual model candidates and as a heuristic in the grid search step, where based on the $r^2$ score we identify the best performing model (the model with the highest $r^2$ score).

**Calculating the explanations of ML regression model:** Once the predictive regression model is learned, we then proceed with the calculation of the Shapley values, i.e. the ELA feature importance scores. The Shapely values are quantification of the marginal contribution of each input feature on the predictions made by the predictive model [26]. The computation of the Shapley values is computationally expensive as it considers each possible combination of features (a power-set of features) to determine their importance on the prediction. We therefore apply the SHAP (SHaply Additive exPlanations) algorithm [23]. The SHAP algorithm was first introduced in 2017 as a game-theoretic approach to explaining the output of ML models. Since then, it has successfully been applied to reverse-engineer the output of predictive algorithms (including the so-called black-box algorithms).

**Exploratory analysis:** The pipeline for learning a regression model and obtaining the SHAP values to explain its predictions is repeated for each algorithm configuration considered in the study (explained in Sec. 4.1.2). The algorithm configurations are then grouped with respect to a given module to observe whether there are some differences in the performance when there are some specific structural changes to the algorithm. For simplicity of the analysis, the groups of algorithm configurations are set to always differ in one module of the CMA-ES algorithm. For example, in the modular implementation of the CMA-ES algorithm, the elitism module can be either turned on or off, while the step-size-adaptation module, if active, can take 2 different values, i.e., csa and psr. Such an approach facilitates the exploratory analysis of the effect each of these models has on the final performance of the algorithm. Furthermore, trends in the landscape space can be observed. More specifically, some ELA features can be found to hold more predictive value than the rest by observing the SHAP values across the different problems in multiple dimensions and different thresholds for the maximum number of function evaluation runs.

**Classifiers for predicting the status of a CMA-ES module:** Using the calculated Shapley values aggregated across all benchmark problem instances, we can generate a vector representation for each configuration. This representation is a vector of Shapley values, one per each ELA feature, which convey the information of how the ELA feature contributes to the prediction of the performance of the configuration. Further, these representations can be labeled with regard to the activation status of a module in modular CMA-ES (e.g., taking into account the elitism, the labels will be "ON" and "OFF"). Using the annotated data, we can learn classifiers that can predict from this representation the status of a given CMA-ES module.

### 4 RESULTS & DISCUSSION

This section describes the experimental setup, which includes the description of landscape and performance data, as well as the details of hyperparameter tuning used in the grid search for the RF models. Following that, we will present the analysis in which we examine the effect of elitism and step-size modules on modular CMA-ES performance.

#### 4.1 Experimental setup

**4.1.1 Landscape data.** The problem portfolio consists of the first five instances of the 24 noiseless BBOB functions [14] of the COCO benchmark environment [13] in both $D = 5$ and $D = 30$ dimensions. Thus, we obtain two problem sets (one for each dimension) containing 120 problem instances each. The problem landscape data are represented using 46 of the so-called "cheap" ELA features implemented in the R package flacco [19]. Here, however, we do not calculate the ELA features but instead, make use of a publicly available dataset that contains the necessary landscape data [30]. The ELA features utilized in the study can be divided into 6 groups, i.e., dispersion, y-distribution, meta model, information content, nearest better clustering, and principal component analysis.
selected ELA features have been calculated using the Sobol sampling strategy with 100D sample size on a total of 100 independent repetitions. For a more robust analysis, we use the median of the 100 calculated feature values. This data is also made easily accessible via the OPTION ontology [20] and we used their API to extract it.

4.1.2 Performance data. Since collecting data based on a complete enumeration of all combinations of modular CMA-ES modules is computationally infeasible, we make use of a set of 40 configurations. The details of which ones were selected and used can be found in our Zenodo repository [21]. For each of these configurations, we collect 10 independent runs on each of the first 5 instances of the BBOB functions, in both 5 and 30 dimensions. For each of these runs, we then extract the best precision reached after \(B = \{500, 2,000, 5,000, 10,000, 50,000\}\) function evaluations.

4.1.3 RF hyperparameter tuning. For learning the RF models for automated performance prediction, we used the Python package scikit-learn [28]. The hyperparameters of the RF model are estimated with the Grid Search strategy. We considered tuning 5 different RF parameters: (1) \(n_{\text{estimators}}\) - the number of trees (estimators) in the forest; (2) \(\text{max\_features}\) - the number of features considered when making the best split; (3) \(\text{max\_depth}\) - the maximum depth of the tree; (4) \(\text{min\_samples\_split}\) - the minimum number of samples required for splitting a node in the tree; and (5) \(\text{criterion}\) - the function that measures the quality of a split. The values for the aforementioned hyperparameter used in the grid search are presented in Tab. 1. This resulted in training 324 model candidates for each modular CMA-ES algorithm configuration involved in the study. Note that we have 40 different algorithm configurations. However, since we consider problem instances in 2 different dimensions (5D and 30D) and we generate performance data for 5 budgets, we essentially end up learning 400 \((40 \times 2 \times 5)\) predictive models. Hence a total of 129 600 \((324 \times 400)\) RF models have been trained for the purpose of this study. The best model for each of the 400 configuration was selected using the \(r^2\) evaluation metric.

| hyperparameter    | search space       |
|-------------------|--------------------|
| \(n_{\text{estimators}}\) | \([100, 500, 1000]\) |
| \(\text{max\_features}\) | \(['\text{auto}', 'sq\text{rt}', 'log\text{2}']\) |
| \(\text{max\_depth}\) | \([4, 8, 15, \text{None}]\) |
| \(\text{min\_samples\_split}\) | \([2, 5, 10]\) |
| \(\text{criterion}\) | \(['\text{squared\_error}', '\text{absolute\_error}', '\text{poisson}']\) |

4.2 Impact of the elitism module

To estimate the impact of the elitism module on the modular CMA-ES performance, we used the proposed exploratory analysis pipeline. For this purpose, from the 40 algorithm configurations, we identified 11 pairs of configurations in which all the modules are set the same, but the elitism module is either activated or not. An example of such a pair is depicted in Tab. 2.

As mentioned previously in the exploratory analysis pipeline, for each algorithm configuration from the 11 pairs (total of 22 configurations) a separate RF with the optimal hyperparameters is learned. Following that, the SHAP algorithm was used to determine the feature importance for each of the 46 ELA features. To provide global explanations about the impact of elitism on algorithm performance, we jointly analyze the 11 pairs.

We are using the leave-one-group-out validation with 5 groups (four for training and one for testing). However, we are interested in looking at the Shapley values for the training folds only as this is the data that is used for learning the predictive models and can provide explanations on how the model works. Hence, the validation involves calculating the Shapley values four times for each benchmark problem instance (each problem instance is represented four times in the training data and once in the testing data). To
Table 2: An example pair of algorithm configurations that differ only in one of the modules of the CMA-ES algorithm, i.e., in the elitism module (active and non-active).

| elitist | mirrored | base_sampler | weights_option | local_restart | bound_correction | step_size_adaptation |
|---------|----------|--------------|----------------|---------------|------------------|----------------------|
| True    | mirrored | gaussian     | default         | OFF           | OFF              | csa                  |
| False   | mirrored | gaussian     | default         | OFF           | OFF              | csa                  |

Figure 2: Frequency of appearance of the ELA features as one of the top 10 most important features in the 11 pairs of configurations of modular CMA-ES with elitism turned on and off. The results are calculated on the 24 BBOB functions in both 5 and 30 dimensions and where the best precision is reached after \( B = \{500, 2000, 5000, 10000, 50000\} \) function evaluations.

obtain a single Shapley value for each ELA feature and problem instance, the mean of the four values is calculated. Additionally, to select the most important ELA features across all benchmark problem instances, we calculate the mean of the Shapley values across all problem instances. Finally, we select the top \( k \) most important features to perform the exploratory analysis.

First, we have conducted an analysis using the top 10 most important ELA features. Then, we count the number of times a given feature appears in the top 10 across all pairs of problem instances in 5 and 30 dimensions and with 5 different budgets. In other words, we calculate the frequency with which a given ELA feature appears in the top 10 most important as indicated by their Shapley values. This value ranges between 0 and the total number of configuration pairs considered (in our case 11). A value of zero indicates that an ELA feature was not ranked in the top 10 in any of the 11 configuration pairs, whereas a value of 1 indicates that the feature was ranked in the top 10 in all 11 configurations. The results are shown in Fig. 2. Note that due to page limitation, in Fig. 2 we only list the features that appear in the top 10 at least once.

Focusing on Fig. 2 and \( D = 5 \), we can see that several ELA features are unaffected by the status of the elitism module (whether the elitism module is active or not), and even appear in the top 10 most important features regardless of the budget in which the algorithm performance is predicted. These features include “eps.max”, “lin_simple.coef.max_by_min”, and “lin_simple.coef.min”. There are several features, such as “eps.s”, “h.max”, “lin_simple.coef.max”, and “quad_simple.cond” that seem to be important when predicting the performance for small budgets (500 function evaluations) both when elitism is active and not, but are not important for larger budgets. The results indicate that these features help predict the performance when the algorithm is still in the exploration phase, looking for areas in search space with a high probability of finding good solutions. The opposite is true for another group of features (“expl_var.cor_x”, “expl_var.cor_y”, “expl_var_PC1.cov_x”, and “m0”). They are not important for small budgets, however, when the budget increases (≥1000 function evaluations), they become important regardless of whether the elitism module is on or off. The most interesting ELA feature from this analysis is “quad_w_interact.adj_r2”. At the beginning of the optimization process (when the budget is set to 500 function evaluations), it is not important whether elitism is on or off, however as the budget increases, it is visible that this feature is more important in the cases when elitism is on. We can conclude that the majority of the ELA features are behaving similarly regardless of the elitism module activation state. From the results, it follows that there is...
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no special group of features that are related to the elitism module. On the other hand, this provides promising results that the same
ELA feature portfolio can be enough to predict the performance of
different modular CMA-ES no matter the status of the elitism in
the algorithm's configuration.
After summarizing the importance of the ELA features globally,
we can use the proposed exploratory analysis pipeline to provide
local explanations for a pair of configurations that differ only in
the elitism module. Here, we will discuss the local explanations for
the pair presented in Tab. 2. Fig. 3 presents the summary Shapley
plots for both configurations in the pair separately. These summary
plots illustrate the positive and negative relationships with the
quality of solution reached after some fixed budget. Each dot in the
plots represents a problem instance. The ELA features are listed
in descending order of importance. The colors used indicate the
magnitude of the ELA feature value (red representing higher values
and blue representing lower values). Finally, the position on the
horizontal axis presents the impact of the ELA feature value on the
prediction of the target. We observe that regardless of whether the
elitism module is activated, the top 10 most important ELA features
are mostly the same, and their contributions of the prediction to
the algorithm performance follow similar patterns.

Focusiing on $D = 30$ (Fig. 2), similar patterns as in $D = 5$ can be
observed. However, we will not compare them across different
dimensions since for the simplicity of analysis the selected
budgets are the same and a larger budget is likely required to
solve the problem instances in high dimension. Here, “eps.max”,
“eps.ratio”, “eps.s”, “lin_simple.coef.max”, “lin_simple.coef.min”, and
“lin_simple.coef.intercept”, are important for various budgets re-
gardless of the elitism activation status. The “expl_var.cov_init”,
“expl_var.cov_x”, “expl_var_pc1.cov_init”, “expl_var_pc1.cov_x”,
m0” are important only for large budgets (50 000), again, re-
gardless of the elitism activation status. The statistical features
“diff_median_02”, “kurtosis”, and “skewness” are important only for
small budgets when the dimension is 30.
To determine whether these findings hold true as the number of the most important ELA features considered increases, Fig. 4
presents the same analysis performed for $5D$ and $30D$ for all 5
budgets when the top 20 features are selected instead of the top 10.
Without going into detail, we can conclude that similar patterns
exist for the majority of the previously described features. The
difference is that more features appear, which is logical given the
selection of 20 features. Certain patterns observed in the top 10
selection do change. For instance, when focusing on $5D$, “eps.s”
and “lin_simple.coef.max” appear to be important also for larger
budgets, which was not the case in top 10 features analysis, where
they appeared only for really small budgets. It is also interesting
that the feature, “quad_w_interact.adj_r2”, that was more important
when the elitism was on, now with the top 20 analysis seems to be
equally important regardless of the activation of the elitism module.

The exploratory analysis provides us with some descriptive analy-
using a counting procedure. To see if we can detect differences
between the configurations when the elitism module is switched on
or off, we represented each configuration as a vector of 46 Shapley
values for each budget separately and then we labeled the vector
with “ON” or “OFF” with regard to the elitism activation status. Here,
we ended up with 110 (11 pairs $\times$ 2 configurations $\times$ 5 budgets)
configurations (i.e., data instances) represented with 46 Shapley
values that provide representations of how the ELA features are
utilized to predict each configuration performance. The distribution
of the labels within the 110 configurations is 50:50, so the baseline
performance prediction model built using the explanations of training
contains useful information that can be used to predict whether a
configuration has the elitism module activated or not. Although the importance of the ELA features is largely the same regardless of the activation status of the module, these findings show that their contribution (aggregated Shapley values across all problem instances) is different, allowing us to determine whether a module is active or not.

### 4.3 Impact of the step-size module

In our second use case, we used the exploratory analysis pipeline to investigate the impact of the step-size-adaptation module that can be switched between two values: csa and psr. Here, 18 pairs of configurations that differ only in the step-size-adaptation module have been identified and selected for further analysis. Fig. 5 presents the results of the exploratory analysis performed with the selection of the top 10 most important ELA features. As a result, there appears to be no clear difference between the two possible values of this module, and the same features appear to contribute the same in both cases. Again, there are features that are equally important for all budgets, features that are important at the beginning of the optimization process but are less important for larger budgets, and features that are not important at the beginning of the optimization process but are important for larger budgets, regardless of the value of the step-size-adaptation module.

To go beyond the descriptive analysis, we have again trained classifiers for predicting the step-size adaptation (csa or psr) by using the Shapley representations of the configuration. Here, we ended up with 180 (18 pairs × 5 configurations × 5 budgets) configurations

### Table 3: Binary classification results.

| Problem dimension | 5D | 30D |
|-------------------|----|-----|
| Accuracy | 0.76111 | 0.68533 | 0.68149 |
| F1 score | 0.75523 | 0.68149 | 0.68149 |
We used the same experimental setting as in the classification analysis for the elitism module (RF with default parameters and 5-fold cross-validation). The results are presented in Tab. 3b. For both dimensions, the accuracy is above the baseline, 76%, and 68% for 5D and 30D, respectively. These results point out that the Shapley representations of the configurations that consist of the information learned an RF model for predicting the step-size-adaptation value. Is 50%, the same as for the elitism module. For each dimension, we run the pipeline and train an explainable regression model, whose explanations will further be used as their Shapley representations.

5 CONCLUSIONS AND FUTURE WORK

In this study, we have investigated the impact of the landscape features on the performance of two modules involved in modular CMA-ES, elitism, and step-size-adaptation. The same pipeline can be applied to the other modules as well. The explanations (Shapley values for each ELA feature) from automated algorithm performance prediction are used as vector representations for each modular CMA-ES. For both investigated modules (elitism and step-size adaptation), it seems that the same ELA features are within the top 10, 15, and 20 most important features that contribute to their performance prediction (using their ranking) regardless of the possible values of each module. Hence, the main take away message is that we can do feature selection for all algorithms at once, no matter the configuration of the algorithm. However, it is advisable to train separate regression models for each configuration.

The study has been conducted on a limited number of modular CMA-ES configurations. With more training data we would expect the classifiers’ performance to improve even more. The presented pipeline can directly be used to analyze other CMA-ES modules not considered in this work.

Such supervised classifiers can further be used to predict the modules for which a random modular CMA-ES is composed. Moreover, having performance data from some other algorithms such as DE or PSO obtained on the same problem instances will allow us to run the pipeline and train an explainable regression model, whose explanations will further be used as their Shapley representations. Finally by using classifiers that can predict the status of each module in the modular CMA-ES, we can use the learned representations for DE or PSO with each classifier, to be able to find which modules should be activated and with which values in order to find similar modular CMA-ES configuration (to mimic the behavior of the other algorithms through the modular CMA-ES). This is a direction we plan to explore in our future work.
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