ON THE TREE STRUCTURE OF ORDERINGS AND VALUATIONS ON RINGS
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Abstract. Let $R$ be a not necessarily commutative ring with 1. In the present paper we first introduce a notion of quasi-orderings, which axiomatically subsumes all the orderings and valuations on $R$. We proceed by uniformly defining a coarsening relation $\leq$ on the set $Q(R)$ of all quasi-orderings on $R$. One of our main results states that $(Q(R), \leq')$ is a rooted tree for some slight modification $\leq'$ of $\leq$, i.e. a partially ordered set admitting a maximum such that for any element there is a unique chain to that maximum. As an application of this theorem we obtain that $(Q(R), \leq')$ is a spectral set, i.e. order-isomorphic to the spectrum of some commutative ring with 1. We conclude this paper by studying $Q(R)$ as a topological space.

1. Introduction

Let $K$ be a field. In [3], Efrat defines localities on $K$ as the union of all orderings and valuations on $K$. Any locality $\lambda$ induces a subgroup $G_\lambda$ of $K^\times$, namely

$$G_\lambda = \begin{cases} P\backslash\{0\}, & \text{if } \lambda = P \text{ is an ordering} \\ 1 + I_v, & \text{if } \lambda = v \text{ is a valuation} \end{cases}$$

where $I_v := \{x \in K : v(x) > 0\}$. This observation yields a coarsening relation $\leq$ on the set $\Lambda$ of all localities on $K$, given by $\lambda_1 \leq \lambda_2 :\iff G_{\lambda_2} \leq G_{\lambda_1}$. Efrat proves that $(\Lambda, \leq)$ forms a rooted tree (cf. [3, Corollary 7.3.6]), i.e. a partially ordered set admitting a minimum such that for any locality $\lambda \in \Lambda$ there is a unique chain to that minimum.

The main goal of the present paper is to improve this result on two levels. First of all, we generalise it from fields to not necessarily commutative rings (in this paper ring always means ring with unity). Secondly, we provide a uniform definition of $\leq$ and a uniform proof of the said tree structure. For this purpose we work with quasi-orderings. Essentially, quasi-orderings and localities are the same objects, except that the former class is defined axiomatically. Quasi-orderings were introduced in [5] for fields and in [21] for commutative rings.

This paper is organised as follows: in section 2 we introduce quasi-orderings on rings and prove the dichotomy that they are either orderings or valuations. Section 3 deals with specific classes of quasi-orderings, namely special and Manis quasi-orderings. They provide a generalisation of the respective notions of ring valuations. In the fourth section, we uniformly define a coarsening relation $\leq$ on the set of all quasi-orderings on a ring $R$, which generalises Efrat’s one. The main goal of section 5 is to prove that, given a two-sided completely prime ideal $q$ of $R$, the set of all quasi-orderings on $R$ with support $q$ forms a rooted tree. This investigation is continued in section 6, where we study the behaviour of special and Manis quasi-orderings with respect to $\leq$. In the seventh section, we give applications of our tree structure theorem. We prove that the set $Q(R)$ of all orderings and valuations on a ring $R$ can be realised by the spectrum of a commutative ring. Finally, in section 8, we establish that the coarsening relation $\leq$ yields a topology on $Q(R)$. We conclude the paper by generalising the Harrison topology from the real spectrum to the quasi-real spectrum $Q(R)$.
2. The Notion of Quasi-Ordered Rings

In his note [5], Fakhruddin axiomatically introduced quasi-ordered fields \((K, \preceq)\). He established the dichotomy that any such field is either an ordered field or a valued field \((K, v)\) such that \(x \preceq y \iff v(y) \leq v(x)\) for all \(x, y \in K\) ([5, Theorem 2.1]). This theorem was generalised to commutative rings in [21] by first showing that any quasi-ordering on a commutative ring extends to its quotient field \(K\) (modulo some canonical prime ideal), and then applying Fakhruddin’s dichotomy to \(K\). The aim of the present section is to provide a proof of the said result that also applies to possibly non-commutative rings (Theorem 2.19).

**Definition 2.1.** A quasi-ordering on a set \(S\) is a binary, reflexive, transitive and total relation \(\preceq \) on \(S\). Any quasi-ordering induces an equivalence relation \(\sim := \preceq \), given by

\[
\forall x, y \in S: x \sim y :\iff x \preceq y \text{ and } y \preceq x.
\]

We write \(x \prec y\) if \(x \preceq y\) but \(y \not\preceq x\), and we write \(x \asymp y\) if \(x \prec y\) or \(y \prec x\).

**Definition 2.2.** Let \(R\) be a ring, and \(\preceq\) and \(\sim\) as in Definition 2.1. The tuple \((R, \preceq)\) is called a quasi-ordered ring if for all \(a, b, x, y, z \in R\):

\(\text{(QR1)}\) \(0 \prec 1\),

\(\text{(QR2)}\) If \(0 \preceq a, b\) and \(x \preceq y\), then \(axb \preceq ayb\),

\(\text{(QR3)}\) If \(0 \prec a, b\) and \(axb \preceq ayb\), then \(x \preceq y\),

\(\text{(QR4)}\) If \(z \asymp y\) and \(x \preceq y\), then \(x + z \preceq y + z\).

The equivalence class of \(0\) (w.r.t. \(\sim\)), denoted by \(q_\preceq\), is called the support of \(\preceq\).

For the rest of this section, if not mentioned otherwise, \((R, \preceq)\) always denotes a quasi-ordered ring.

**Lemma 2.3.** Let \(x, y \in R\) such that \(x \asymp 0\) and \(y \asymp 0\). Then \(x + y \asymp x\) and \(x \asymp 0\). In particular, \(z \asymp 0\) if and only if \(-z \asymp 0\) for any \(z \in R\).

**Proof.** Since \(x \asymp 0\) and \(y \asymp 0\), we obtain \(x \asymp y\). So from \(y \preceq 0\) we deduce that \(x + y \preceq x\), and from \(0 \preceq y\) we deduce that \(x \preceq x + y\). Thus, \(x + y \asymp x\).

If \(z \asymp 0\), then \(-z \asymp 0\) implies \(0 = (-z) + z \asymp -z \asymp 0\), a contradiction. Therefore, \(-z \asymp 0\). The converse is obviously also true due to symmetry reasons. \(\square\)

**Lemma 2.4.** If \(x \preceq 0\), then \(0 \preceq -x\).

**Proof.** Let \(x \preceq 0\). If \(-x \prec 0\), then \(x \preceq 0\) implies via (QR4) that \(0 \preceq -x\), a contradiction. Hence, \(0 \preceq -x\). \(\square\)

**Proposition 2.5.** The support \(q_\preceq\) is a two-sided completely prime ideal of \(R\).

**Proof.** Clearly, \(0 \in q_\preceq\). Now let \(x, y \in q_\preceq\), and assume that \(x + y \not\in q_\preceq\). So we have \(x + y \asymp 0\), but \(-y \preceq 0\) by Lemma 2.3. The same lemma yields the contradiction

\[
0 \asymp x = (x + y) - y \asymp x + y \asymp 0.
\]

Next, suppose that \(x \in q_\preceq\) and \(r \in R\). If \(0 \asymp r\), then evidently \(xr \in q_\preceq\) by (QR2).

If \(r \preceq 0\), then Lemma 2.3 and Lemma 2.4 imply \(0 \preceq -r\) and \(-x \asymp 0\). Therefore, \(xr = (-x)(-r) \asymp 0\), so again \(xr \in q_\preceq\). Analogously, it follows that \(rx \in q_\preceq\). Thus, \(q_\preceq\) is a two-sided ideal of \(R\).

It remains to show that \(q_\preceq\) is completely prime. Axiom (QR1) states that \(1 \not\in q_\preceq\), i.e. \(q_\preceq \neq R\). Finally, assume that \(xy \in q_\preceq\), but \(x, y \not\in q_\preceq\). By Lemma 2.3 also \(-xy \in q_\preceq\). So we may w.l.o.g. assume that \(0 \preceq x\), as if \(x \preceq 0\), then \(0 \preceq -x\) (Lemma 2.4). But if \(0 \preceq x\), then (QR3) yields the contradiction \(y \in q_\preceq\). Hence, \(q_\preceq\) is completely prime. \(\square\)
We first show that the quasi-orderings \( \preceq \) on \( R \) such that \(-1 \prec 0\) are precisely the orderings on \( R \).

**Lemma 2.6.** Let \( x \in R \) and suppose that \(-1 \prec 0\). Then \( 0 \preceq x \) if and only if \(-x \preceq 0\). Moreover, either \( x \prec -x \) or \(-x \prec x\) for any \( x \in R \setminus q_\infty \).

**Proof.** If \( x \preceq 0\), then \( 0 \preceq -x \) by Lemma 2.3. On the other hand, if \( 0 \preceq x\), then \(-x \preceq 0\) by the assumption \(-1 \prec 0\) and axiom (QR2). The second assertion follows immediately from the first one and the fact that \( x, -x \preceq 0\). □

**Definition 2.7.** Let \( \preceq \) be a binary, reflexive, transitive and total relation on \( R\). Then \((R, \preceq)\) is called an ordered ring if for all \( a, b, x, y, z \in R\):

1. \((O1)\) \(0 < 1\),
2. \((O2)\) If \( 0 \leq a, b \) and \( x \leq y\), then \( axb \leq ayb\),
3. \((O3)\) If \( xy \leq 0\), then \( x \leq 0 \) or \( y \leq 0\),
4. \((O4)\) If \( x \leq y\), then \( x + z \leq y + z\).

**Remark 2.8.** The corresponding positive cone \( P := \{ x \in R : 0 \leq x \} \) fulfils the axioms \( P + P \subseteq P, PP \subseteq P, P \cup -P = R \) and that \( P \cap P =: q_P \) is a completely prime ideal of \( R \).

**Proposition 2.9.** Any ordered ring is a quasi-ordered ring.

**Proof.** We only have to verify (QR3). So suppose that \( 0 < a, b \) and \( axb \leq ayb\). The latter implies \( a(x - y)b \leq 0\). Hence, from (O3) and the assumption on \( a \) and \( b\), it follows that \( x - y \leq 0\), i.e. \( x \leq y\). □

**Proposition 2.10.** Any quasi-ordered ring \((R, \preceq)\) with \(-1 \prec 0\) is an ordered ring.

**Proof.** It suffices to verify axiom (O4). So suppose that \( x \preceq y\). This implies that \( x - y \leq 0\). Indeed, either \(-y \sim 0\) and then \( x - y \sim y \sim y \) by Lemma 2.3 or \(-y \not\sim y\) by Lemma 2.4 so \( x - y \preceq 0\) follows from \( x \preceq y\) via axiom (QR4). The same reasoning shows that \( x - y \preceq 0\) implies \( x + z \preceq y + z\). □

It remains to show that the quasi-orderings with \( 0 \prec -1\) correspond to valuations.

**Definition 2.11.** Let \((\Gamma, +, \preceq)\) be a totally ordered, cancellative monoid, and \( \infty \) a symbol such that \( \infty > \Gamma \) and \( \infty = + = \gamma + = \infty = + = \gamma \) for all \( \gamma \in \Gamma\). A surjective map \( v : R \to \Gamma \cup \{\infty\} \) is called a valuation on \( R\) if for all \( x, y \in R\):

1. \((V1)\) \( v(0) = \infty\),
2. \((V2)\) \( v(1) = 0\),
3. \((V3)\) \( v(xy) = v(x) + v(y)\),
4. \((V4)\) \( v(x + y) \geq \min\{v(x), v(y)\}\).

We call \( \Gamma_v := \Gamma \) the value group of \( v\), and \( q_v := v^{-1}(\infty) \) the support of \( v\).

**Remark 2.12.** Valuations on commutative rings are usually defined by demanding that \( v\) maps into the group generated by \( v(R \setminus q_v)\). In fact, these two definitions of a valuation are equivalent. If \( R\) is commutative and if \( v\) is a valuation on \( R\) in the sense of Definition 2.11, then \( \Gamma_v \) embeds in an ordered group \([10], \text{ Corollary 1}\)\). Conversely, \( v(R \setminus q_v)\) is a monoid for any map \( v\) on \( R\) that satisfies the axioms (VR1)-(VR4).

However, as was proven by Mal’cev, Chihata and Vinogradov, there are ordered cancellative monoids which cannot be embedded in any ordered group (cf. \([15]\) Theorem 9.8). Consequently, whenever we consider possibly non-commutative valued rings, we stick to Definition 2.11. For valuations on commutative rings, we occasionally suppose that \( v\) maps into the group \( \Gamma_v\) for the sake of convenience.
Proposition 2.13. Let \((R, v)\) be a valued ring. Then \((R, \preceq)\) is a quasi-ordered ring with support \(q_v\), where \(x \preceq y \iff v(y) \leq v(x)\) for all \(x, y \in R\).

Proof. Clearly, \(\preceq\) is reflexive, transitive and total, since the ordering \(\preceq\) on \(\Gamma\) has these properties. Further note that \(v(1) = 0 < \infty = v(0)\), thus \(0 < 1\). This shows that (QR1) is fulfilled. Next, we establish (QR2). From \(x \preceq y\) it follows that \(v(y) \leq v(x)\). Hence,

\[
v(ayb) = v(a) + v(y) + v(b) \leq v(a) + v(x) + v(b) = v(axb),
\]

and therefore \(axb \preceq ayb\). For the verification of (QR3), let \(0 \prec a, b\) and suppose that \(y \prec x\), i.e. \(v(a), v(b) < \infty\) and \(v(x) < v(y)\). Then \(v(axb) \leq v(ayb)\). Note that equality cannot hold, because then it follows via (V3) and cancellation in \(\Gamma\) that \(v(x) = v(y)\), a contradiction. Hence, \(v(axb) < v(ayb)\), and therefore \(ayb \prec axb\). For the proof of (QR4) we refer to the commutative case, cf. [21, Lemma 3.7].

Finally, \(x \in q_v\) if and only if \(v(x) = v(0) = \infty\), i.e. if and only if \(x \in q_v\). \(\square\)

It remains to prove that any quasi-ordering \(\preceq\) on \(R\) with \(0 < -1\) is induced by a valuation \(v\) on \(R\). So suppose for the rest of this section that \(0 < -1\).

Lemma 2.14. We have \(0 \preceq x\) for all \(x \in R\).

Proof. Suppose that \(x \prec 0\) for some \(x\). Then \(0 \prec -x\) by Lemma 2.14, so from the assumption \(0 \prec -1\) and axiom (QR2) it follows \(0 \preceq x\), a contradiction. \(\square\)

Corollary 2.15.

(1) If \(x \preceq y\), then \(ax \preceq ay\) for all \(a, b, x, y \in R\).

(2) \(x \sim -x\) for all \(x \in R\).

Proof. (1) is trivial by Lemma 2.14 and (QR2). For (2), note that \(-1 \leq 1\) or \(1 \leq -1\) by the totality of \(\preceq\). Applying (QR2) with \(0 \prec -1\) yields that the converse also holds, whence \(-1 \sim 1\). Since \(\sim\) is preserved under multiplication according to (1), this implies \(-x \sim x\) for all \(x \in R\). \(\square\)

Let \(H := (R \setminus q_v) / \sim\). We equip \(H\) with the addition \([x] + [y] := [xy]\) and the ordering \([x] \preceq [y] \iff y \preceq x\).

Lemma 2.16. \((H, +, \preceq)\) is a totally ordered, cancellative monoid.

Proof. We first show that \(+\) is well-defined. So suppose that \([x] = [x']\) and \([y] = [y']\), i.e. \(x \sim x'\) and \(y \sim y'\). From \(x \sim x'\) it follows \(xy' \sim x'y'\), and from \(y \sim y'\) it follows \(xy \sim xy'\) by Corollary 2.15(1). Hence, \(xy \sim xy' \sim x'y'\), and therefore

\[
[x] + [y] = [xy] = [x'y'] = [x'] + [y'].
\]

By axiom (QR1), \(1 \in R \setminus q_v\), and \([1] \in H\) is easily seen to be the neutral element of \(H\). It is also clear that \(+\) is associative, whence \((H, +)\) is a monoid.

Next, we show that \(H\) is totally ordered by \(\preceq\). We first prove that \(\preceq\) is well-defined. So let \([x] \preceq [y]\), and let \(a \in [x]\) and \(b \in [y]\), i.e. \(a \sim x\) and \(b \sim y\). Then

\[
[x] \preceq [y] \iff y \preceq x \iff b \preceq a \iff [a] \preceq [b].
\]

It is clear that \(\preceq\) is reflexive, transitive and total. Moreover, \(\preceq\) is anti-symmetric because if \([x] \preceq [y]\) and \([y] \preceq [x]\), then \(x \sim y\), i.e. \([x] = [y]\). Now suppose that \([x] \preceq [y]\). Then \(y \preceq x\), whence \(ayb \preceq axb\) by Corollary 2.15(1). Consequently,

\[
[a] + [x] + [b] = [axb] \preceq [ayb] = [a] + [y] + [b].
\]

Finally, suppose that \([axb] \preceq [ayb]\). Then \(ayb \preceq axb\), so Corollary 2.15(1) and (QR3) yield \(x \sim y\), i.e. \([x] = [y]\). Hence, \((H, \preceq)\) is cancellative. \(\square\)
We will verify in Proposition 2.18 that the map
\[ v: R \to H \cup \{\infty\}, x \mapsto \begin{cases} [x], & x \in R \setminus q \preceq \\
\infty, & x \in q \preceq \end{cases} \]
is a valuation on \( R \) that induces \( \preceq \).

Lemma 2.17. Let \((R, \preceq)\) be a quasi-ordered ring. Then \(x + y \preceq \max\{x, y\}\) for all \(x, y \in R\).

Proof. As in the field case, see [5, Lemma 4.1]. □

Proposition 2.18. If \((R, \preceq)\) is a quasi-ordered ring with \(0 \prec -1\), then there is a unique valuation \(v\) on \(R\) (up to equivalence) such that \(x \preceq y \iff v(y) \leq v(x)\).

Moreover, \(q \preceq = q_v\).

Proof. We have already proven that \(\Gamma_v = H\) is an ordered, cancellative monoid (Lemma 2.16). By construction, \(v\) is obviously surjective and satisfies \(v(0) = \infty\) and \(v(1) = [1] = 0_H\). Thus, (V1) and (V2) are fulfilled. For (V3) note that \(xy \in q \preceq\) if and only if \(x \in q \preceq\) or \(y \in q \preceq\) (Proposition 2.5), so we w.l.o.g. assume that \(x, y \notin q \preceq\). So \(v(xy) = [xy] = [x] + [y] = v(x) + v(y)\), as desired. The axiom (V4) is immediately implied by the previous lemma. Hence, \(v\) is a valuation.

Moreover (again w.l.o.g. \(x, y \in R \setminus q \preceq\)),
\[ x \preceq y \iff [y] \leq [x] \iff v(y) \leq v(x), \]
and if \(w\) is another such valuation, then \(w(y) \leq w(x)\) if and only if \(v(y) \leq v(x)\), i.e. \(v\) and \(w\) are equivalent. Finally,
\[ x \in q_v \iff v(x) = v(0) \iff x \sim 0 \iff x \in q \preceq, \]
i.e. \(q_v = q \preceq\). This finishes the proof. □

The Propositions 2.9, 2.10, 2.13 and 2.18 imply:

Theorem 2.19. Let \(R\) be a ring and let \(\preceq\) be a binary relation on \(R\). Then \((R, \preceq)\) is a quasi-ordered ring if and only if it is either an ordered ring or there is a unique valuation \(v\) on \(R\) (up to equivalence) such that \(x \preceq y \iff v(y) \leq v(x)\).

Moreover, the support of the quasi-ordering coincides with the support of the ordering, respectively with the support of the valuation.

3. Special and Manis Quasi-Orderings

We continue our investigation by introducing special and Manis quasi-orderings (Definition 3.10 respectively Definition 3.16). These quasi-orderings subsume certain kinds of orderings and valuations. Special quasi-orderings yield a uniform approach to special valuations on the one hand, and orderings that are maximal elements in the real spectrum of the given ring on the other hand. Manis quasi-orderings provide a unification of Manis valuations and orderings with maximal support, if the ring is commutative. In general, they subsume Manis valuations with support \(\{0\}\) and skew-field orderings (Theorem 3.17).

Manis valuations were introduced in [19] by Manis himself on commutative rings. These are valuations such that \(v(R \setminus q_v)\) is a group, like for example any valuation on a field. Amongst other things, Manis used them to establish an approximation theorem for valuations on rings. Manis valuations play a prominent role in the theory of valued rings (cf. e.g. [10] and [11]).

Definition 3.1. (cf. [10]) Let \(R\) be a ring. A valuation \(v\) on \(R\) is called a Manis valuation, if its value monoid \(\Gamma_v\) is a group.
Remark 3.6. Let $v$ be a valuation on $R$ with value group $\Gamma$ (see Remark 2.12).

(1) The characteristic subgroup $c_v(\Gamma)$ of $\Gamma$ is the smallest convex subgroup of $\Gamma$ containing all elements $v(x)$ such that $x \in R$ and $v(x) \leq 0$, i.e.
$$c_v(\Gamma) = \{ \gamma \in \Gamma : v(x) \leq \gamma \leq -v(x) \text{ for some } x \in R \text{ with } v(x) \leq 0 \}.$$ 

(2) $v$ is called special, if $c_v(\Gamma) = \Gamma$.

In order to deduce a notion of special valuations on possibly non-commutative rings we make use of a different characterisation.

Lemma 3.3. (cf. [10] Proposition 1.2.2) Let $R$ be a commutative ring and let $v$ be a valuation on $R$. Then

(1) $q_v \subseteq \{ r \in R : v(xr) > 0 \text{ for all } x \in R \}$

(2) The following are equivalent:

(i) $v$ is special,

(ii) $q_v = \{ r \in R : v(xr) > 0 \text{ for all } x \in R \}$.

Proof. The proof of (1) is trivial. For (2) first suppose that $v$ is special, and let $r \in R$ such that $v(xr) = v(x) + v(r) > 0$ for all $x \in R$. This implies $v(r) > -v(x)$ for all $x \in R$. Thus, $v(r) \notin c_v(\Gamma)$. Since $v$ is special, it follows $r \notin q_v$.

For the converse, suppose that (ii) holds and assume that $v$ is not special. Then we find some $\gamma \in \Gamma \setminus c_v(\Gamma)$, w.l.o.g. $\gamma \in v^{-1}(R\setminus q_v)$. Let $r \in R$ such that $v(r) = \gamma$. Since $\gamma \notin c_v(\Gamma)$, we know that $v(r) > 0$. We claim that $v(xr) > 0$ for all $x \in R$. By (ii), this yields $r \notin q_v$, the desired contradiction. So let $x \in R$, w.l.o.g. $v(x) < 0 < v(r)$. From $v(r) \notin c_v(\Gamma)$, it follows $-v(x) < v(r)$. Hence, $0 < v(xr)$.

We further show that we do not have to distinguish between left and right special valuations.

Lemma 3.4. Let $R$ be a ring, $v$ a valuation on $R$ and $x, y \in R$. Then $v(xy) > 0$ if and only if $v(yx) > 0$.

Proof. We prove the lemma by contraposition. So let $x, y \in R$, w.l.o.g. $x, y \notin q_v$.

By cancellation in $\Gamma$, we obtain
$$v(x) + v(y) \leq 0 \iff v(y) + v(x) + v(y) \leq v(y) \iff v(y) + v(x) \leq 0.$$

Definition 3.5. Let $R$ be a ring and let $v$ be a valuation on $R$. We call $v$ special, if $q_v = \{ r \in R : v(xr) > 0 \text{ for all } x \in R \}$.

Remark 3.6. Let $R$ be a ring.

(1) By definition and Lemma 3.4, a valuation $v$ on $R$ is

(a) special, if and only if for any $x \in R \setminus q_v$ we find some $y \in R$ such that $v(xy) \leq 0$, or equivalently, $v(yx) \leq 0$.

(b) Manis, if and only if for any $x \in R \setminus q_v$ we find some $y \in R$ such that $v(xy) = 0$, or equivalently, $v(yx) = 0$.

(2) Evidently, any Manis valuation is a special valuation.

Special valuations implicitly first appeared in the work of Huber and Knébusch on valuation spectra. These are precisely the valuations that admit no proper primary specialisation in the valuation spectrum of a commutative ring (cf. [21]). They were formally introduced later on by Knébusch and Zhang in [10].

Definition 3.2. ([10] Chapter I) Let $R$ be a commutative ring and $v$ a valuation on $R$. Then $v$ is called special, if and only if for any $x \in R$ and $v(x) \leq 0$, i.e.
$$c_v(\Gamma) = \{ \gamma \in \Gamma : v(x) \leq \gamma \leq -v(x) \text{ for some } x \in R \text{ with } v(x) \leq 0 \}.$$ 

Proof. By (ii), we obtain
$$v(x) + v(y) \leq 0 \iff v(y) + v(x) + v(y) \leq v(y) \iff v(y) + v(x) \leq 0.$$ 

□

(1) The following are equivalent:

(i) $v$ is special,

(ii) $q_v = \{ r \in R : v(xr) > 0 \text{ for all } x \in R \}$.

Proof. The proof of (1) is trivial. For (2) first suppose that $v$ is special, and let $r \in R$ such that $v(xr) = v(x) + v(r) > 0$ for all $x \in R$. This implies $v(r) > -v(x)$ for all $x \in R$. Thus, $v(r) \notin c_v(\Gamma)$. Since $v$ is special, it follows $r \notin q_v$.

For the converse, suppose that (ii) holds and assume that $v$ is not special. Then we find some $\gamma \in \Gamma \setminus c_v(\Gamma)$, w.l.o.g. $\gamma \in v^{-1}(R\setminus q_v)$. Let $r \in R$ such that $v(r) = \gamma$. Since $\gamma \notin c_v(\Gamma)$, we know that $v(r) > 0$. We claim that $v(xr) > 0$ for all $x \in R$. By (ii), this yields $r \notin q_v$, the desired contradiction. So let $x \in R$, w.l.o.g. $v(x) < 0 < v(r)$. From $v(r) \notin c_v(\Gamma)$, it follows $-v(x) < v(r)$. Hence, $0 < v(xr)$.

□

For the converse, suppose that (ii) holds and assume that $v$ is not special. Then we find some $\gamma \in \Gamma \setminus c_v(\Gamma)$, w.l.o.g. $\gamma \in v^{-1}(R\setminus q_v)$. Let $r \in R$ such that $v(r) = \gamma$. Since $\gamma \notin c_v(\Gamma)$, we know that $v(r) > 0$. We claim that $v(xr) > 0$ for all $x \in R$. By (ii), this yields $r \notin q_v$, the desired contradiction. So let $x \in R$, w.l.o.g. $v(x) < 0 < v(r)$. From $v(r) \notin c_v(\Gamma)$, it follows $-v(x) < v(r)$. Hence, $0 < v(xr)$.

□

We further show that we do not have to distinguish between left and right special valuations.

Lemma 3.4. Let $R$ be a ring, $v$ a valuation on $R$ and $x, y \in R$. Then $v(xy) > 0$ if and only if $v(yx) > 0$.

Proof. We prove the lemma by contraposition. So let $x, y \in R$, w.l.o.g. $x, y \notin q_v$.

By cancellation in $\Gamma$, we obtain
$$v(x) + v(y) \leq 0 \iff v(y) + v(x) + v(y) \leq v(y) \iff v(y) + v(x) \leq 0.$$

□

Definition 3.5. Let $R$ be a ring and let $v$ be a valuation on $R$. We call $v$ special, if $q_v = \{ r \in R : v(xr) > 0 \text{ for all } x \in R \}$.

Remark 3.6. Let $R$ be a ring.

(1) By definition and Lemma 3.4, a valuation $v$ on $R$ is

(a) special, if and only if for any $x \in R \setminus q_v$ we find some $y \in R$ such that $v(xy) \leq 0$, or equivalently, $v(yx) \leq 0$.

(b) Manis, if and only if for any $x \in R \setminus q_v$ we find some $y \in R$ such that $v(xy) = 0$, or equivalently, $v(yx) = 0$.

(2) Evidently, any Manis valuation is a special valuation.
We first deduce a notion of special quasi-orderings. By Remark 3.6(1), a quasi-ordering shall be called special if and only if for any \( x \in R \setminus q_0 \), there is some \( y \in R \) such that \( 1 \preceq xy \), respectively \( 1 \preceq yx \). As in the case of special valuations, left and right special quasi-orderings coincide (see Proposition 3.9).

**Lemma 3.7.** Let \((R, \preceq)\) be a quasi-ordered ring and let \( x, y, z \in R \). If \( x \preceq y \) and \( z \preceq 0 \), then \( yz \preceq xz \) and \( zy \preceq zx \).

*Proof.* For symmetry reasons, it suffices to show that \( yz \preceq xz \). We may assume that \( z \notin q_\preceq \). Moreover, if \( y \in q_\preceq \), then \( x, z \preceq 0 \), whence \( 0 \preceq \neg x, \neg z \) by Lemma 2.4. Thus, by (QR2), \( yz \sim 0 \preceq xz \). So we may further assume that \( y \notin q_\preceq \). Now \( x \preceq y \) and \( 0 \preceq \neg z \) implies \( \neg xz \preceq \neg yz \). We claim that \( yz \sim \neg yz \). Once this is shown, it follows from \( \neg xz \preceq \neg yz \) that \( yz - xz \preceq 0 \). The latter implies \( yz \preceq xz \). Indeed, either \( x \sim 0 \) and therefore \( xz \sim 0 \) (Proposition 2.5), so that we can apply (QR4); or \( x \sim 0 \), and therefore \( yz - xz \sim yz \preceq 0 \sim xz \) (Lemma 2.3).

Assume for the sake of a contradiction that \( yz \sim \neg yz \). This yields \( 0 \preceq yz, \neg yz \) (Lemma 2.4). As \( y \notin q_\preceq \), either \( 0 \prec y \) or \( 0 \prec \neg y \). So via (QR3) we deduce from either \( 0 \preceq yz \) (if \( 0 \prec y \)) or \( 0 \preceq \neg yz \) (if \( 0 \prec \neg y \)) that \( 0 \preceq z \). Hence \( z \sim 0 \), the desired contradiction. □

**Lemma 3.8.** Let \((R, \preceq)\) be a quasi-ordered ring and let \( x, y, z \in R \). If \( xz \preceq yz \) (respectively \( zx \preceq zy \)) and \( z \prec 0 \), then \( y \preceq x \).

*Proof.* Suppose that \( xz \preceq yz \) and \( z \prec 0 \). Assume that \( x \prec y \). Then Lemma 3.7 yields \( yz \preceq xz \), whence \( xz \sim yz \). Since \( 0 \prec \neg z \) (Lemma 2.4), we obtain via (QR3) that \( \neg xz \sim \neg yz \). By (QR2) (if \( 0 \prec \neg 1 \)), respectively Lemma 3.7 (if \( 1 \prec 0 \)), it follows that \( x \sim y \), a contradiction. Thus, \( y \preceq x \). □

**Proposition 3.9.** (see Lemma 3.4) Let \((R, \preceq)\) be a quasi-ordered ring and let \( x, y \in R \). Then \( 1 \preceq xy \) if and only if \( 1 \preceq yx \).

*Proof.* Let \( 1 \preceq xy \). If \( x \prec 0 \), then Lemma 3.7 implies \( xy \sim x \). Consequently, Lemma 3.8 yields \( 1 \preceq yx \). If \( 0 \prec x \), then we just apply axiom (QR2) instead of Lemma 3.7 and axiom (QR3) instead of Lemma 3.8. □

**Definition 3.10.** Let \( R \) be a ring. We call a quasi-ordering \( \preceq \) on \( R \) special, if for any \( x \in R \setminus q_0 \) there is some \( y \in R \) such that \( 1 \preceq xy \) (or equivalently, \( 1 \preceq yx \)).

Definition 3.10 automatically yields a notion of special orderings. Remarkably, it coincides with Krivine’s notion of pseudo-fields ([12], see also [2, Definition 13.2.6]). Krivine showed that a preorderign \( T \) on a real ring \( R \) is a maximal preorderign if and only if \( R/T \) is a pseudo-field ([12, Theorem 6]). Special orderings are precisely the maximal elements in the real spectrum of a given commutative ring (cf. [2, Theorem 13.2.8]).

**Example 3.11.**
(1) (cf. [14, Ex. 17.3]) Consider the Weyl algebra
\[
R := \mathbb{R}[X, Y]/(XY - YX - 1).
\]
We write \( x \) and \( y \) for the residue classes of \( X \) and \( Y \), respectively. Since \( yx = xy - 1 \), any \( r \in R \) can be written in the canonical form
\[
r = r_0(x) + r_1(x)y + \ldots + r_n(x)y^n
\]
for some \( n \in \mathbb{N}_0 \), where \( r_i \in \mathbb{R}[X] \) for all \( 0 \leq i \leq n \). The chain
\[
\mathbb{R} < x < x^2 < \ldots < y < xy < x^2y < \ldots < y^2 < xy^2 < x^2y^2 < \ldots
\]
defines a special ordering on \( R \).
(2) The unique ordering on $R = \mathbb{R}[X]$ such that $0 < X < \mathbb{R}^\geq 0$ is not special, since $|Xr| < 1$ for any $r \in R$.

Likewise, we may introduce Manis quasi-orderings. By Remark 3.6(1), a quasi-ordering shall be called Manis if and only if for any $x \in R \setminus q$, there is some $y \in R$ such that $1 \sim xy$, respectively $1 \sim yx$. As for special quasi-orderings, the notions of left and right Manis quasi-orderings coincide (see Corollary 3.15).

**Lemma 3.12.** Let $(R, \leq)$ be a quasi-ordered ring and let $x, y \in R$. If $x \sim y$, then $x \sim -y$ or $0 \sim x - y$.

*Proof.* If $x, y \sim 0$, then $x \sim -y$, as $q_{\geq}$ is an ideal. So suppose that $x, y \sim 0$, and assume that $x \sim -y$. We show that $0 \sim x - y$. Note that $y \nleq x \sim -y$. Thus, $0 \sim x - y$ by (QR4). Likewise, $x \sim y \sim x \sim -y$, so $y \sim -y$, and therewith $x \sim y \leq 0$. Hence, $0 \sim x - y$. □

**Corollary 3.13.** Let $(R, \leq)$ be a quasi-ordered ring. Then $\sim$ is preserved under multiplication, i.e. if $x \sim y$, then also $axb \sim ayb$ for all $x, y, a, b \in R$.

*Proof.* We show that $x \sim y$ implies $ax \sim ay$, the proof of right multiplication being analogue. The cases $0 \leq a$ (axiom (QR2)) and $x, y$ in $q_{\leq}$ ($q_{\leq}$ is an ideal) are both trivial. So suppose that $0 \neq a$ and $x, y \sim 0$. Then $0 \leq -a$. Lemma 3.12 gives rise to a proof by cases.

First suppose $0 \sim x - y$. Since $-x \sim 0$, we have $-x \sim x - y$. Hence, $0 \sim x - y$ yields $-x \sim -y$ by (QR4). Because of $0 \leq -a$, axiom (QR2) implies $ax \sim ay$.

Now suppose $0 \sim x - y$. Then also $0 \sim y - x$. Thus, Lemma 3.12 implies $x \sim -y$ and $y \sim -x$. Therefore, $-x \sim y \sim x \sim -y$. So we have $-x \sim -y$ and $0 \leq -a$, whence the claim follows by applying (QR2). □

**Corollary 3.14.** Let $(R, \leq)$ be a quasi-ordered ring. Then $\sim$ is preserved under cancellation, i.e. if $axb \sim ayb$ and $0 \neq a, b$, then also $x \sim y$ for all $x, y, a, b \in R$.

*Proof.* Due to symmetry, we may w.l.o.g. assume that $b = 1$. If $0 \sim a$, the claim follows immediately by (QR3). If $a \sim 0$, then $0 \sim -a$ (Lemma 2.4), so $ax \sim ay$ implies $-x \sim -y$. By Corollary 3.13 we get $x \sim y$. □

**Corollary 3.15.** Let $(R, \leq)$ be a quasi-ordered ring and let $x, y \in R$. Then $xy \sim 1$ if and only if $yx \sim 1$.

*Proof.* Due to symmetry, it suffices to show that $xy \sim 1$ implies $yx \sim 1$. So let $xy \sim 1$. Then Corollary 3.13 yields $xyx \sim y$. Since $xy \sim 1$, we know that $y \sim 0$. Therefore, $xyy \sim y$ implies $yx \sim 1$ (Corollary 3.14). □

**Definition 3.16.** Let $R$ be a ring. A quasi-ordering $\leq$ on $R$ is called **Manis**, if for any $x \in R \setminus 0_{\leq}$ there is some $y \in R$ such that $1 \sim xy$ (or equivalently, $1 \sim yx$).

Obviously, any Manis quasi-ordering is special. Manis quasi-orderings give rise to the following dichotomy:

**Theorem 3.17.** Let $(R, \leq)$ be a quasi-ordered ring. Then $\leq$ is Manis if and only if either $(R/q_{\leq}, \leq)$ is an ordered division ring or there is a unique Manis valuation $v$ on $R$ (up to equivalence) such that $x \leq y \Leftrightarrow v(y) \leq v(x)$ for all $x, y \in R$.

*Proof.* By Theorem 2.19 $\leq$ is either an ordering or induced by a unique valuation $v$ on $R$. In the latter case, $v$ is obviously a Manis valuation by Remark 3.6(1) and Definition 3.16. So suppose from now on that $\leq$ is an ordering on $R$. Hence, for all $x, y \in R$ we have $x \sim y$ if and only if $x = y + c$ for some $c \in q_{\leq}$. 


First suppose that $\leq$ satisfies the Manis property, and let $\overline{\mathfrak{u}} \neq \mathfrak{v} \in R/q_\leq$. Then we find some $y \in R$ such that $xy \sim 1$, i.e. $xy = 1 + e$ for some $e \in q_\leq$. Hence, $\overline{xy} = \mathfrak{v}$. Analogously, we obtain $\overline{y} = \mathfrak{v}$. Therefore, $(R/q_\leq, \preceq)$ is an ordered division ring.

Conversely, let $R/q_\leq$ be a division ring and let $\overline{\mathfrak{u}} \neq \mathfrak{v} \in R/q_\leq$. Then we find some $y \in R/q_\leq$ such that $\overline{xy} = \mathfrak{v}$, whence $xy \sim 1$ by Lemma 2.3. Thus, $\preceq$ has the Manis property.

Consequently, if $R$ is a commutative ring, a Manis quasi-ordering on $R$ is either a Manis valuation or an ordering whose support is a maximal ideal of $R$.

Example 3.18.

(1) Consider the commutative ring $R = C([0, 1], \mathbb{R})$ of all continuous maps $f : [0, 1] \to \mathbb{R}$ with pointwise addition and multiplication, and let $x \in [0, 1]$. Then $f \leq g :\Leftrightarrow f(x) \leq g(x)$ defines a Manis ordering on $R$. Indeed, if $f \in R$ such that $f(x) = r \neq 0$, then the constant map $g(x) = 1/r$ is also in $R$ and $fg \sim 1$.

(2) The ordering on the Weyl algebra $R$ from Example 3.11(1) is not Manis, since for any $r \in R\setminus\{0\}$ either $ry < 0$ or $ry > 1$.

4. A Coarsening Relation on the Quasi-Orderings of a Ring

Quasi-orderings serve the purpose of treating orderings and valuations on rings simultaneously and uniformly. This is demonstrated in the present section, where we uniformly define a coarsening relation on the set of all quasi-orderings on a ring (Definition 1.2), that way subsuming three different notions at once: inclusions of orderings, coarsenings of valuations, and compatibility of orderings and valuations. This coarsening relation coincides with the one that Efrat introduced in [3, Ch. 7] for localities on fields and plays a key role in all of the following sections. Here, we prove that it is a partial ordering (Proposition 1.3).

Notation 4.1. If $R$ is a ring, we denote by $Q(\mathcal{R})$ the set of all its quasi-orderings.

The perhaps most natural approach for a coarsening relation $\preceq$ on $Q(\mathcal{R})$ would be to declare that $\preceq_2$ is coarser than $\preceq_1$ if and only if $x \preceq_2 y$ implies $x \preceq_1 y$, i.e. if and only if $\preceq_1 \subseteq \preceq_2$. Note, however, that in this case $\preceq_1$ is an ordering if and only if $\preceq_2$ is an ordering, since the sign of $-1$ would be the same for both quasi-orderings. A slight modification yields:

Definition 4.2. Let $R$ be a ring, and let $\preceq_1$ and $\preceq_2$ be quasi-orderings on $R$. We say that $\preceq_2$ is coarser than $\preceq_1$ (or $\preceq_1$ finer than $\preceq_2$), written $\preceq_1 \preceq_2$, if

$$\forall x, y \in R : 0 \preceq_1 x \preceq_1 y \Rightarrow x \preceq_2 y.$$  

Two quasi-orderings $\preceq_1$, $\preceq_2$ are said to be comparable, if $\preceq_1 \preceq_2$ or $\preceq_2 \preceq_1$, and otherwise incomparable.

Let us consider the four possible cases of the previous definition.

(1) If both quasi-orderings are orderings, we obtain that $\preceq_1 \preceq_2$, i.e. that the finer ordering $\preceq_1$ is contained in the coarser ordering $\preceq_2$.

(2) If both quasi-orders are induced by valuations, say $v_1$ and $v_2$, we obtain that $v_1(y) \leq v_1(x)$ implies $v_2(y) \leq v_2(x)$. This coincides with the usual coarsening relation on ring valuations.

(3) The case where $\preceq_1$ is a valuation and $\preceq_2$ is an ordering cannot occur; $0 \preceq_1 0 \preceq_1 -1$ would imply $0 \preceq_2 -1$, a contradiction. Hence, an ordering cannot be coarser than a valuation.
(4) If $\preceq_1$ is an ordering and $\preceq_2$ a valuation, we obtain that they are compatible with each other in the usual sense.

In particular, Definition 4.2 yields the same cases as Efrat’s coarsening relation (cf. [3 Ch. 7]). We conclude this section by proving that $\preceq$ defines a partial ordering on $Q(R)$.

Lemma 4.3. Let $R$ be a ring and $\preceq_1, \preceq_2 \in Q(R)$. Then the following are equivalent:

1. $\preceq_1 \preceq \preceq_2$,
2. $\forall x, y \in R: 0 \preceq_1 x \preceq_1 y \Rightarrow 0 \preceq_2 x \preceq_2 y$.

Proof. Obviously, (2) implies (1). For the converse let $\preceq_1 \preceq \preceq_2$ and $0 \preceq_1 x \preceq_1 y$. Then $x \preceq_2 y$. Moreover, $0 \preceq_1 x$ yields $0 \preceq_2 x$. Thus, $0 \preceq_2 x \preceq_2 y$.

Lemma 4.4. Let $(R, \preceq)$ be a quasi-ordered ring and $x, y \in R$. If $x \preceq y \prec 0$, then $0 \prec -y \preceq -x$.

Proof. Clearly $0 \prec -x, -y$ by Lemma 2.3. It remains to show that $-y \preceq -x$. Assume that $-x \prec -y$. We know that $y \prec 0 \prec -x, -y$, and therefore $-x \not\preceq y$ and $y \not\prec -y$. By (QR4) it follows from $x \preceq y$ that $0 \preceq y - x$, and from $-x \preceq -y$ that $y - x \preceq 0$. Thus, $y - x \preceq q_\bot$. This implies $-y \not\sim -x$ (see Lemma 2.3), a contradiction. Hence, $-y \preceq -x$.

Proposition 4.5. Let $R$ be a ring. Then $(Q(R), \preceq)$ is a partially ordered set.

Proof. Obviously, $\preceq$ is reflexive. Next, suppose that $\preceq_1 \preceq \preceq_2 \preceq \preceq_3$, and let $x, y \in R$ such that $0 \preceq_1 x \preceq_1 y$. From $\preceq_1 \preceq \preceq_2$ and Lemma 4.3 it follows $0 \preceq_2 x \preceq_2 y$. Thus, $\preceq_2 \preceq \preceq_3$ yields $x \preceq_3 y$. This shows $\preceq_1 \preceq \preceq_3$, whence $\preceq$ is transitive.

Last but not least, we prove that $\preceq$ is anti-symmetric. So suppose that $\preceq_1 \preceq \preceq_2$ and $\preceq_2 \preceq \preceq_1$. Then Lemma 4.3 implies that $0 \preceq_1 x \preceq_1 y \Leftrightarrow 0 \preceq_2 x \preceq_2 y$ for all $x, y \in R$, in particular $0 \preceq_1 x \Leftrightarrow 0 \preceq_2 x$. So if $\preceq_1 \not\preceq \preceq_2$, there exist some $x, y \in R$ such that (w.l.o.g.) $x \preceq_1 y \prec_1 0$, but $y \prec_2 x \prec_2 0$. Lemma 4.4 tells us that $0 \prec_1 y \preceq_1 -x$, and $0 \prec_2 -x \preceq_2 -y$. Now if $-x \not\sim -y$, then [13] Corollary 3.10 implies $x \prec_2 y$, a contradiction. Hence, $0 \prec_1 y \preceq_1 -x$ but $-x \not\sim -y$, a contradiction to the assumption $\preceq_1 \preceq \preceq_2$. Therefore, $\preceq_1 = \preceq_2$.

5. A Tree Structure Theorem for Quasi-Ordered Rings

In the present section we establish the main theorem of this paper, stating that for any ring $R$ and any two-sided completely prime ideal $q$ of $R$, the set $(Q_q(R), \preceq)$ of all quasi-orderings on $R$ with support $q$, equipped with the coarsening relation $\preceq$, is a rooted tree (Theorem 5.20). From this we deduce a partial ordering $\preceq$, which canonically partitions $Q(R)$ into the trees $Q_q(R)$ (Corollary 5.10). Next, we show that a quasi-ordering $\preceq$ on $R$ is comparable with a quasi-ordering of support $q$ if and only if $q$ is $\preceq$-convex (Proposition 5.16). This gives rise to the result that the set of all valuations with support $q$ and all orderings for which $q$ is convex, partially ordered by $\preceq$, is a rooted tree (Proposition 5.20).

In this section, let $R$ always be a ring and $q$ a two-sided completely prime ideal of $R$. Moreover, we denote by $Q_q(R)$ the set of all quasi-orderings on $R$ with support $q$. Finally, $\preceq$ always denotes the coarsening relation introduced in Definition 1.2.

Definition 5.1.

1. A partially ordered set $(S, \preceq)$ is called a tree if for all $s, s_1, s_2 \in S$ with $s \preceq s_1, s_2$, the elements $s_1$ and $s_2$ are comparable, i.e. $s_1 \preceq s_2$ or $s_2 \preceq s_1$.

2. A rooted tree is a tree that admits a maximum.

3. A branch $S_i$ of a tree $S$ is a maximal chain in $S$. 

Moreover, from Using (QR2) and (QR3), we obtain from

\[ \text{Lemma 5.4.} \]

\[ \text{Lemma 2.3 (if} y \text{ contradiction to the assumption that} - \text{coincide, we obtain} 0 \preceq - 1, \text{a contradiction to the assumption that} - 1 \preceq 0. \text{Thus,} 0 \preceq 1. \]

\[ \text{□} \]

\[ \text{Lemma 5.4. Let} 0 \prec x \preceq y \text{ and} 0 \preceq a \prec b. \text{Then} ax \prec by \text{ and} xa \prec yb. \]

\[ \text{□} \]

\[ \text{Proposition 5.5. Let} \preceq, \preceq_1, \preceq_2 \in Q_q(R) \text{ such that} \preceq \preceq_1 \preceq_2. \text{Then} \preceq_1 \text{ and} \preceq_2 \text{ are comparable.} \]

\[ \text{□} \]

\[ \text{Definition 5.6. A quasi-ordering} \preceq \text{ on} R \text{ is called} \text{trivial} \text{ if} R/\sim \preceq \text{ has exactly two elements.} \]

\[ \text{Remark 5.7. By} (QR1), \text{a trivial quasi-orderings admits the equivalence classes} [0] = q_\preceq \text{ and} [1] = R/\sim q_\preceq. \text{There is a unique trivial quasi-ordering with support} q, \text{namely the one induced by the trivial valuation with support} q. \text{We denote it by} \preceq_q. \]

\[ \text{Proposition 5.8. The trivial quasi-ordering} \preceq_q \text{ is the maximum of} (Q_q(R), \preceq). \]

\[ \text{Proof. Let} \preceq \in Q_q(R), \text{and let} x, y \in R \text{ such that} 0 \preceq x \preceq y. \text{If} x \in \mathfrak{q}, \text{then} x \preceq_q y \text{ by Remark 5.7. If} x \notin \mathfrak{q}, \text{then also} y \notin \mathfrak{q} \text{ since} 0 \preceq x \preceq y. \text{Consequently,} x \sim_q 1 \sim_q y. \text{Therefore,} \preceq \preceq_q, \text{so} \preceq_q \text{ is the maximum of} Q_q(R). \]

\[ \text{□} \]

\[ \text{Theorem 5.9. (the tree structure theorem)} \]

\[ \text{Let} R \text{ be a ring and} \mathfrak{q} \text{ a two-sided completely prime ideal of} R. \text{Then} (Q_q(R), \preceq) \text{ is a rooted tree.} \]
Proof. By Proposition 4.5, \((Q_q(R), \leq)\) is a partially ordered set. Proposition 5.5 implies that, given a quasi-ordering \(\preceq \in Q_q(R)\), its coarsenings in \(Q_q(R)\) are linearly ordered. Moreover, \(Q_q(R)\) admits a maximum, namely the trivial quasi-ordering with support \(q\) (Proposition 5.8). Thus, \((Q_q(R), \leq)\) is a rooted tree. \(\square\)

Corollary 5.10. Let \(R\) be a ring. Then the partial ordering \(\preceq' \leq \preceq \preceq_2\) if and only if \(\preceq_1 \preceq \preceq_2\) and \(q_1 = q_2\). Therefore, both claims easily follow from Theorem 5.9. \(\square\)

Example 5.11. We give two examples of the tree structure theorem.

1. The integers \(\mathbb{Z}\) admit as support \(\{0\}\) quasi-orderings the unique ordering \(\preceq\), the trivial valuation \(v_0\), and the \(p\)-adic valuation \(v_p\) for any prime number \(p \in \mathbb{N}\). Therefore, the rooted tree \((Q_0(\mathbb{Z}), \leq)\) is completely described by the following diagram, where a connecting line between two quasi-orderings means that the upper quasi-ordering is coarser than the lower one:

\[
\begin{align*}
v_0 & \leq v_2 \quad v_3 \quad \ldots \\
& \quad \downarrow \\
v_p &
\end{align*}
\]

2. Consider the following quasi-orderings on \((Q_0(\mathbb{Q}[X]), \preceq)\):

   - (i) the Archimedean ordering \(P_a\) defined by \(0 \preceq f \iff 0 \preceq f(\pi)\) in \(\mathbb{R}\),
   - (ii) the non-Archimedean ordering \(P_{na}\) defined by \(Q < X\),
   - (iii) the non-Archimedean ordering \(P_{na}'\) defined by \(X < Q\),
   - (iv) the degree valuation \(v_{deg}: \mathbb{Q}[X] \to \mathbb{Z} \cup \{\infty\}, f \mapsto -\deg(f)\),
   - (v) the valuation \(w: \mathbb{Q}[X] \to \mathbb{Z}, 0 \neq \sum a_iX^i \mapsto \min\{v_p(a_i): a_i \neq 0\}\) for some \(p\)-adic valuation \(v_p\) on \(Q\) (cf. [4, Theorem 2.2.1]).

Then the respective part of \((Q_0(\mathbb{Q}[X]), \preceq)\) looks as follows:

\[
\begin{align*}
v_0 & \\
& \quad \downarrow \\
v_{deg} & \quad w \\
P_{na} & \quad P_{na}' \quad \ldots
\end{align*}
\]

Next, we discuss the failure of the tree structure theorem for \((Q(R), \leq)\).

The following proposition and Theorem 5.9 particularly imply that \((Q(R), \leq)\) is a rooted tree if and only if \(R\) has exactly one two-sided completely prime ideal.

Proposition 5.12. Let \(R\) be a ring. Then \((Q(R), \leq)\) admits a maximum if and only if \(R\) has exactly one two-sided completely prime ideal.

Proof. The if-implication was already shown in Proposition 5.8.

Conversely, suppose that \(R\) has at least two different such ideals, and assume that \((Q(R), \leq)\) admits a maximum, say \(\preceq\). Then Proposition 5.8 tells us that \(\preceq\) must
be trivial, say $\preceq = \preceq_q$. Let $q \neq p$ be another two-sided completely prime ideal of $R$. From $\preceq_p \subseteq \preceq_q$, it follows that $p \subseteq q$. Let $y \in q \setminus p$. Then we have $0 \preceq_p 1 \preceq_p y$, but $y \preceq_q 1$, a contradiction to $\preceq_p \subseteq \preceq_q$. Thus, $(\mathcal{Q}(R), \preceq)$ admits no maximum. □

**Remark 5.13.** A commutative ring $R$ has exactly one prime ideal if and only if every $x \in R$ is either nilpotent or a unit.

The previous discussion raises the question whether the subset $\{\preceq \in \mathcal{Q}(R) : \preceq \leq \preceq_q\}$ of $\mathcal{Q}(R)$ is a rooted tree. The notion of convexity yields a precise characterisation of the quasi-orderings in $\mathcal{Q}(R)$ that are finer than $\preceq_q$ (see Proposition 5.16).

**Definition 5.14.** Let $(R, \preceq)$ be a quasi-ordered ring and $M \subseteq R$ an additive subgroup of $R$. Then $M$ is convex, if $0 \preceq x \preceq y \in M$ implies $x \in M$ for all $x, y \in R$.

**Example 5.15.**

1. If $(R, \preceq)$ is a quasi-ordered ring, then $q_{\preceq}$ is the smallest convex subgroup of $R$.
2. Let $R = \mathbb{R}[X]$, let $P$ be the unique ordering on $R$ with $0 <_P X <_P \mathbb{R}_{>0}$, and let $M = (X)$. Then $M$ is convex, and $q_P = \{0\} \subseteq M$.
3. Replace $M$ in (2) with $M' = (X + 1)$. Then $0 <_P X <_P X + 1 \in M'$, but $X \notin M'$. Thus, $M'$ is not convex.

**Proposition 5.16.** Let $R$ be a ring, $\preceq$ a quasi-ordering on $R$ and $q$ a two-sided completely prime ideal of $R$. The following are equivalent:

1. $q$ is $\preceq$-convex,
2. $\preceq \leq \preceq_{1}$ for some quasi-ordering $\preceq_{1}$ with support $q$,
3. $\preceq \leq \preceq_{q}$.

**Proof.** We first show that (1) implies (2) and (3). Let $0 \preceq x \preceq y$. We have to show that $x \preceq_q y$. For $x \in q$ this is trivial. If $x \notin q$, then $y \notin q$ by (1), and therefore $x \sim_{q} 1 \sim_{q} y$.

If $\preceq$ is finer than some quasi-ordering $\preceq_{1}$ with support $q$, then $\preceq \leq \preceq_{1} \leq \preceq_{q}$, whence $\preceq \leq \preceq_{q}$. Thus, (2) implies (3).

Finally, we show that (3) implies (1). So suppose that $0 \preceq x \preceq y \in q$. Then also $0 \preceq_{q} x \preceq_{q} y$ by (3) and Lemma 4.13. Therefore, $x \in q$.

**Corollary 5.17.** Let $R$ be a ring and $q$ a two-sided completely prime ideal of $R$. Then

$$\mathcal{Q}_{q}(R)' := \{\preceq \in \mathcal{Q}(R) : q \text{ is } \preceq\text{-convex}\},$$

equipped with $\leq$, is a partially ordered set admitting a maximum, namely $\preceq_q$.

**Proof.** This follows immediately from Proposition 5.15 and Proposition 5.16

However, $(\mathcal{Q}_{q}(R)', \leq)$, and therefore a fortiori $(\mathcal{Q}(R), \leq)$, is in general not a tree. We may for instance consider the following valuations (cf. [3, Theorem 2.2.1]):

- $v : \mathbb{R}[X, Y] \rightarrow \mathbb{Z} \times \mathbb{Z}, 0 \neq \sum_{i,j} a_{ij} X^i Y^j \mapsto \min\{i(1, 0) + j(0, 1) : a_{ij} \neq 0\}$,
- $w : \mathbb{R}[X, Y] \rightarrow \mathbb{Z}, 0 \neq \sum_{i,j} a_{ij} X^i Y^j \mapsto \min\{i + j : a_{ij} \neq 0\}$,
- $u : \mathbb{R}[X, Y] \rightarrow \mathbb{Z}, 0 \neq \sum_{i,j} a_{ij} X^i Y^j \mapsto \min\{j : a_{ij} \neq 0 \text{ for some } i\}$,

where $\mathbb{Z} \times \mathbb{Z}$ is equipped with the inverse lexicographic ordering.

**Lemma 5.18.** Consider the valuations $v, w$ and $u$ on $\mathbb{R}[X, Y]$.

1. $(Y)$ is convex w.r.t. $v, w$ and $u$.
2. $v \leq u, w$, but neither $w \leq u$, nor $u \leq w$. 
Proof. In this proof, when we consider polynomials in \( \mathbb{R}[X,Y] \), we may w.l.o.g. assume that they are monomials. This is due to the definition of \( v, w \) and \( u \).

1. We have to show that if \( f \in (Y) \) and \( v(f) \leq v(g) \), then also \( g \in (Y) \) for any \( g \in \mathbb{R}[X,Y] \), and analogously for \( w \) and \( u \). For either of these valuations, this is obviously true by the way they are defined.

2. We first show \( v \leq u, w \). Suppose that \( u(g) < u(f) \). Then the power of \( Y \) in \( f \) is bigger than the one in \( g \). Thus, also \( v(g) < v(f) \). Hence, \( v \leq u \).

Likewise, suppose that \( w(g) < w(f) \). Then \( Y \) does not appear in \( g \), and \( Y \) appears in \( f \) or the power of \( X \) in \( f \) is strictly bigger than the power of \( X \) in \( g \). Hence, \( v(g) < v(f) \). Therefore, also \( v \leq w \).

Clearly \( w \not\leq u \), since \( w \leq u \) would imply that \( (Y) = q_w \subseteq q_u = (0) \), a contradiction. Now let \( f = X^2 \) and \( g = X \). Then \( w(g) = 1 < 2 = w(f) \), but \( u(g) = u(f) = 0 \), i.e. \( u(g) \not< u(f) \). Thus, \( u \not\leq w \).

\( \Box \)

The failure of both properties of a rooted tree over \( (\mathbb{R}[X,Y], \leq) \) can be visualised by the following diagram, where \( v_0 \) and \( v(Y) \) denote the trivial valuations with support \( \{0\} \), respectively \( (Y) \).

\[
\begin{array}{c}
  v_0 \\
  \downarrow \text{u} \\
  v \\
  \downarrow \text{w} \\
  v(Y)
\end{array}
\]

We conclude this section by showing that the statement of Theorem 5.9 can nevertheless be improved, however, at the cost of uniformity. More precisely, we will show that the set \( Q_\mathfrak{q}(R)^\prime \) consisting of all valuations with support \( \mathfrak{q} \) and all \( \mathfrak{q} \)-convex orderings is a rooted tree.

By Proposition 5.15 and Proposition 5.19, it remains to verify that \( P \leq \preceq_1, \preceq_2 \) implies \( \preceq_1 \leq \preceq_2 \) or \( \preceq_2 \leq \preceq_1 \) for all \( P, \preceq_1, \preceq_2 \in Q(R)^\prime_\mathfrak{q} \). Note that we wrote \( P \) for an ordering, because for a valuation \( v \) we would have \( q_w \equiv q_u = q_{\preceq_1} = q_{\preceq_2} \) by definition of \( Q_\mathfrak{q}(R)^\prime \), whence the claim follows from Theorem 5.9. We distinguish whether \( \preceq_1 \) and \( \preceq_2 \) are orderings or valuations.

If \( \preceq_1 \) and \( \preceq_2 \) are orderings, this is a standard result from real algebra. The result is also known if both, \( \preceq_1 \) and \( \preceq_2 \), are valuations (cf. [20, Lemma 4.2]). Therefore, we are left to deal with the case where \( P \leq v, Q \) for some valuation \( v \) with support \( \mathfrak{q} \) and some orderings \( P, Q \) such that \( \mathfrak{q} \) is convex with respect to the two of them.

Lemma 5.19. Let \( R \) be a ring, \( v \) a valuation, and \( P, Q \) orderings on \( R \) such that \( P \leq v, Q \). Then \( Q \leq v \) if and only if \( q_Q \subseteq q_v \).

Proof. The only-if-impliedation is trivial. For the converse we have to show that \( 0 \leq_Q x \leq_Q y \) implies \( v(y) \leq v(x) \). If \( x \in q_Q \subseteq q_v \), this is clear. If \( x \not\in q_Q \), then also \( y \not\in q_Q \). Since \( P \subseteq Q \), we have \( Q = P \cup q_Q \), whence \( x, y \in P \). Thus, \( 0 \leq_P x \leq_P y \), so \( P \leq v \) implies \( v(y) \leq v(x) \).

By definition of \( Q_\mathfrak{q}(R)^\prime \), we know that \( q_Q \subseteq q_v \) applies. Thus, we have proven:

Proposition 5.20. Let \( R \) be a ring and \( \mathfrak{q} \) a two-sided completely prime ideal of \( R \). Then the set \( (Q_\mathfrak{q}(R)^\prime, \leq) \) is a rooted tree.
Corollary 5.21. Let \( R \) be a ring and \( q \) a two-sided completely prime ideal of \( R \). Then \( (Q_q(R)^{m''}, \leq) \) is a tree, where \( Q_q(R)^{m''} \) denotes the set of all valuations with support \( q \) and all orderings with support contained in \( q \).

Proof. This applies, because for the proof of the previous proposition we only used convexity of \( q \) to ensure that \( (Q_q(R)^{m''}, \leq) \) has a maximum \( \square \)

Summary 5.22. We briefly summarise our results. Let \( R \) be a ring, \( q \) a two-sided completely prime ideal of \( R \), and \( \leq \) the coarsening relation from Definition 4.2.

1. \( (Q(R), \leq) \) is a partially ordered set, where \( Q(R) \) denotes the set of all quasi-orderings on \( R \) (Proposition 4.5).
2. \( (Q_q(R), \leq) \) is a tree, where \( Q_q(R) \) denotes the set of all quasi-orderings on \( R \) with support \( q \) (Theorem 5.10).
3. The set \( (Q_q(R)'\leq) \) of all \( q \)-convex quasi-orderings is a partially ordered set admitting \( \leq_q \) as a maximum (Corollary 5.17).
4. The set \( (Q_q(R)^{m'}, \leq) \) of all valuations on \( R \) with support \( q \) and all \( q \)-convex orderings on \( R \) is a rooted tree (Proposition 5.20).
5. The set \( (Q_q(R)^{m''}, \leq) \) of all valuations on \( R \) with support \( q \) and all orderings on \( R \) with support contained in \( q \) is a tree. (Corollary 5.21).

We have
\[
Q(R) \supseteq Q_q(R)', Q_q(R)^{m'} \supseteq Q_q(R)^{m''} \supseteq Q_q(R).
\]

6. On the Tree Structure of Special and Manis Quasi-Orderings

In Section 3 we introduced special quasi-orderings (Definition 3.10) and Manis quasi-orderings (Definition 3.16). Here, we establish the result that the set \( Q_q^{S}(R) \) of all special quasi-orderings with support \( q \) on a ring \( R \) is a rooted subtree of \( Q_q(R) \), and that the set \( Q_q^{M}(R) \) of all special quasi-orderings on \( R \) is the ordered disjoint union of the rooted trees \( Q_q^{S}(R) \) (Theorem 6.6). We conclude this section by proving that the same applies to Manis quasi-orderings (Theorem 6.7).

Notation 6.1. Let \( R \) be a ring and \( q \) a two-sided completely prime ideal of \( R \). We denote by \( Q^{S}(R) \) the set of all special quasi-orderings on \( R \), and by \( Q^{M}_q(R) \) the set of all special quasi-orderings on \( R \) with support \( q \).

The sets \( Q^{M}(R) \) and \( Q^{M}_q(R) \) are defined analogously for Manis quasi-orderings.

Definition 6.2. A (rooted) subtree of a tree \((S, \leq_S)\) is a (rooted) tree \((T, \leq_T)\) such that

1. \( T \subseteq S \) and \( \leq_T = \leq_S \cap T^2 \),
2. \( T \) is upward closed under \( \leq_S \), i.e. if \( s, t \in S \) and \( T \ni s < t \), then also \( t \in T \).

Condition (1) of the previous Definition is obviously satisfied by the subsets \( Q^{S}_q(R) \) and \( Q^{M}_q(R) \) of \( Q_q(R) \). The following Lemma shows that (2) also applies.

Lemma 6.3. Let \( R \) be a ring, and let \( \leq_1 \leq \leq_2 \) be quasi-orderings on \( R \).

1. If \( \leq_1 \) is special, then \( \leq_2 \) is special.
2. If \( \leq_1 \) is Manis, then \( \leq_2 \) is Manis.

Proof. We show (1), the proof of (2) being analogue. From \( \leq_1 \leq \leq_2 \) it immediately follows that \( q_{\leq_1} \leq q_{\leq_2} \). Now let \( x \in R\backslash q_2 \). Then also \( x \in R\backslash q_1 \). So we find some \( y \in R \) such that \( 0 \prec_1 1 \leq_1 xy \). Thus, \( \leq_1 \leq \leq_2 \) implies that \( 1 \leq_2 xy \), i.e. that \( \leq_2 \) is special. \( \square \)
Definition 6.4. If a partially ordered set \((X, \leq_X)\) is the disjoint union of partially ordered sets \((X_i, \leq_{X_i})_{i \in I}\), we say that \(X\) is the ordered disjoint union of the sets \(X_i\), if for all \(x, y \in X\):
\[x \leq_X y \iff \exists i \in I: x, y \in X_i \text{ and } x \leq_{X_i} y.\]

Lemma 6.5. Let \(R\) be a ring and let \(\preceq_1, \preceq_2\) be quasi-orderings on \(R\) such that \(\preceq_1\) is a special quasi-ordering. If \(\preceq_1 \leq \preceq_2\), then \(q_{\preceq_1} = q_{\preceq_2}\).

Proof. Assume not. Then \(q_{\preceq_1} \subsetneq q_{\preceq_2}\). So we find some \(x \in q_{\preceq_2} \setminus q_{\preceq_1}\). Since \(\preceq_1\) is special, there is some \(y \in R\) such that \(0 <_1 1 \preceq_1 xy\). Hence, \(\preceq_1 \leq \preceq_2\), implies \(1 \preceq_2 xy\). On the other hand, \(xy \sim \preceq_2 0\), since \(x \in q_{\preceq_2}\), a contradiction. Therefore, \(q_{\preceq_1} = q_{\preceq_2}\). \(\square\)

Theorem 6.6. Let \(R\) be a ring, and let \(q\) be a two-sided completely prime ideal of \(R\). Then
\[1. \ (Q^S_q(R), \leq) \text{ is a rooted subtree of } (Q_q(R), \leq).\]
\[2. \ (Q^S(R), \leq) \text{ is the ordered disjoint union of the rooted trees } (Q^S_q(R), \leq).\]

Proof. The set \(Q^S_q(R) = Q^S(R) \cap Q_q(R)\) is clearly a rooted tree, since \(Q_q(R)\) is a rooted tree (Theorem 5.9), and since the trivial quasi-ordering \(\preceq_q\) is special. Moreover, by Lemma 6.3(1), \(Q^S_q(R)\) is upward closed under \(\leq\). Hence, \((Q^S_q(R), \leq)\) is a rooted subtree of \((Q_q(R), \leq)\).

Obviously, \(Q^S(R)\) is the disjoint union of the trees \(Q^S_q(R)\). Moreover, if \(\preceq_1 \leq \preceq_2\) are in \(Q^S(R)\), then Lemma 6.3 yields \(q_{\preceq_1} = q_{\preceq_2}\). Hence, \(\preceq_1, \preceq_2 \in Q^S_q(R)\) for some two-sided completely prime ideal \(q\) of \(R\). Therefore, \(Q^S(R)\) is the ordered disjoint union of the rooted subtrees \(Q^S_q(R)\) of \(Q_q(R)\). \(\square\)

With the very same methods as in the proof of Theorem 6.6 we also get:

Theorem 6.7. Let \(R\) be a ring and let \(q\) be a two-sided completely prime ideal of \(R\). Then
\[1. \ (Q^M_q(R), \leq) \text{ is a rooted subtree of } (Q^S_q(R), \leq), \text{ respectively } (Q_q(R), \leq).\]
\[2. \ (Q^M(R), \leq) \text{ is the ordered disjoint union of the rooted trees } (Q^M_q(R), \leq).\]

The Theorems 6.6 and 6.7 are an improvement over Corollary 5.10 in the sense that for special and Manis quasi-orderings the partition into the rooted trees \(Q^M_q(R)\), respectively \(Q^S_q(R)\), comes naturally. Recall that in the said corollary, the partial ordering \(\preceq'\) artificially enforced the supports to be equal.

7. Applications of the Tree Structure Theorem

As the main application of the tree structure theorem (Theorem 5.9) we obtain that the trees \((Q_q(R), \leq), (Q(R), \leq'), (Q^S(R), \leq), \text{ and } (Q^M(R), \leq)\) are all spectral sets (Corollary 7.3, Corollary 7.5, Theorem 7.6), i.e. isomorphic to the spectrum of a commutative ring, partially ordered by inclusion. Hence, even if we start off with a non-commutative ring \(R\), its quasi-orderings, respectively its special and Manis quasi-orderings, can be realised by the prime ideals of some commutative ring.

Another, very immediate, application of Theorem 5.9 is that dependency is an equivalence relation on each of the sets \(Q_q(R), Q^S(R)\) and \(Q^M(R)\) (Proposition 7.8 and Corollary 7.9), where two quasi-orderings are called dependent if they admit a non-trivial common coarsening.

Definition 7.1. A partially ordered set \((X, \preceq)\) is called spectral, if it is order-isomorphic to \((\text{Spec}(S), \subseteq)\) for some commutative ring \(S\).
It is a known result that any finite partially ordered set is spectral (cf. [6], [18] Theorem 2.10). In [17] Corollary 3.3], Lewis and Ohm even showed that a partially ordered set \((X, \leq)\) is spectral, if for any \(x \in X\) there are only finitely many \(y \in X\) such that \(y \leq x\), respectively \(x \leq y\). This immediately implies:

**Proposition 7.2.** Let \(R\) be a ring and \(X \subset \mathbb{Q}(R)\) such that any quasi-ordering \(\leq \in X\) has only finitely many coarsenings and refinements. Then \((X, \leq)\) is spectral.

In the general case, our work relies on a further result by these authors. They also showed that a partially ordered set \((X, \leq)\) is a tree satisfying Kaplansky’s properties (cf. [8], [18] Ch. 3], or (K1) and (K2) from Proposition 7.3 below) if and only if \((X, \leq)\) is isomorphic to the spectrum of a Bézout domain ([17], Theorem 4.2]), i.e. a commutative domain in which the sum of two principal ideals is again a principal ideal.

**Proposition 7.3.** Let \(R\) be a ring and let \(q\) be a two-sided completely prime ideal of \(R\). The tree \(\mathbb{Q}_q(R)\) has the following properties:

(K1) Every chain in \(\mathbb{Q}_q(R)\) has the supremum and an infimum.
(K2) If \(\leq_1, \leq_2 \in \mathbb{Q}_q(R)\), then we find elements \(\leq_3, \leq_4 \in \mathbb{Q}_q(R)\) such that

(i) \(\leq_1 \leq \leq_3 \leq \leq_4 \leq \leq_2\),

(ii) there is no element in \(\mathbb{Q}_q(R)\) lying strictly in-between \(\leq_3\) and \(\leq_4\).

**Proof.** We first prove (K1). Let \((\leq_i)_{i \in I}\) be a chain in \(\mathbb{Q}_q(R)\), w.l.o.g. \(#I \geq 2\). It is easy to see that the supremum is given by the union of all quasi-orderings such that \(0 < \leq_i -1\) (i.e. such that \(\leq_i\) is a valuation), and the infimum either by the only ordering (if \((\leq_i)_{i \in I}\) contains an ordering) or else by the intersection of all \(\leq_i\).

For (K2) let \(\leq_1 \leq \leq_2 \in \mathbb{Q}_q(R)\). Define

\[ A := \{ \leq \in \mathbb{Q}_q(R) : \leq_1 \leq \leq \leq_2 \}. \]

Then \((A, \leq)\) is a non-empty partially ordered set. Moreover, for any chain in \(A\), its union is an upper bound in \(A\). Thus, by Zorn’s lemma, there is a maximal element \(\leq \in A\). Hence, the choice \(\leq_3 = \leq_1\) and \(\leq_4 = \leq\) fulfills condition (K2).

**Corollary 7.4.** Let \(R\) be a ring and \(q\) a two-sided completely prime ideal of \(R\). Then \((\mathbb{Q}_q(R), \leq)\) is a spectral set and anti-isomorphic to the spectrum of a Bézout domain.

**Proof.** The second statement follows from Theorem [5,9] Proposition [7,3] and [17] Theorem 4.2]. Recall that in our definition of a tree we reversed the ordering (see Remark [7,2], which is why we obtain an anti-isomorphism.

Now [6, Proposition 8] states that a partially ordered set \((X, \leq)\) is spectral if and only if \((X, \leq^0)\) is spectral, where \(x \leq^0 y \Leftrightarrow y \leq x\). Therefore, the first claim immediately follows from the second one.

**Corollary 7.5.** Let \(R\) be a ring Then \((\mathbb{Q}(R), \leq^\prime)\) is a spectral set, where \(\leq^\prime\) denotes the partial ordering introduced in Corollary 5.10. Moreover, \((\mathbb{Q}(R), \leq^1)\) is anti-isomorphic to the spectrum of a Bézout domain.

**Proof.** This is proven exactly like Corollary [7,4] since Proposition [7,3] obviously also applies to the tree \((\mathbb{Q}(R), \leq^\prime)\).

**Proposition 7.6.** is easily seen to apply to the trees \((\mathbb{Q}^\mathbb{S}(R), \leq)\) and \((\mathbb{Q}^\mathbb{M}(R), \leq)\) as well. Therefore, we further obtain:

**Theorem 7.6.** Let \(R\) be a ring. Then the trees \((\mathbb{Q}^\mathbb{S}(R), \leq)\) and \((\mathbb{Q}^\mathbb{M}(R), \leq)\) are spectral sets and anti-isomorphic to the spectrum of a Bézout domain.
Definition 7.7. Let $Q$ be an equivalence relation on $Q(R)$. As an easy consequence of the tree structure theorem (Theorem 5.9) we obtain that it defines a dependency relation on the sets $Q(R)$ for any two-sided completely prime ideal $q$ of $R$ (Proposition 7.8). The same applies to the sets $Q(R)$ and $Q(M)(R)$ (Corollary 7.9).

Proposition 7.8. Let $R$ be a ring and $q$ a two-sided completely prime ideal of $R$. Then dependency is an equivalence relation on $Q(R)$.

Proof. Reflexivity and symmetry are both trivial. For transitivity suppose that $\leq_1 \sim_2 \leq_2$, w.l.o.g. all non-trivial. Then there are non-trivial quasi-orderings $\leq_1, \leq_2 \in Q(R)$ such that $\leq_1, \leq_2 \leq_2$ and $\leq_2, \leq_3 \leq_2'$. Hence, $\leq_2, \leq_3 \leq_2'$. Theorem 5.9 implies that (w.l.o.g.) $\leq \leq \leq_2'$. Thus, $\leq_1, \leq_3 \leq_2', i.e. \leq_1 \sim_2 \leq_3$. \hfill \Box

Corollary 7.9. Let $R$ be a ring. Then dependency is an equivalence relation on $Q(S)(R)$ and $Q(M)(R)$.

Proof. This follows immediately from Lemma 6.5 and Proposition 7.8. \hfill \Box

8. The Quasi-Real Spectrum of a Ring

Let $R$ be a ring. In this final section of the present paper we first discuss the topology $\tau_T$ on $Q(R)$, which is induced by the coarsening relation $\leq$ (Definition 8.2 and Proposition 8.3). This topology coincides with canonical topologies on the real spectrum, respectively on the valuation spectrum (Remark 8.4). We show that $(Q(R), \tau_T)$ is a $T_0$ space (Corollary 8.6). Afterwards, we naturally extend the Harrison topology $H$ from the real spectrum to the quasi-real spectrum $Q(R)$ (Definition 8.3). We prove that $(Q(R), H)$ is a spectral space for any ring $R$, i.e. homeomorphic to the spectrum of a commutative ring equipped with the Zariski topology (Theorem 8.14). This provides a uniform proof of the fact that the set of all orderings on $R$ and the set of all valuations on $R$ are both spectral spaces with respect to this topology (Corollary 8.15). Moreover, we deduce that $(Q(R), \subseteq)$ is a spectral set (Corollary 8.16).

Notation 8.1. For a ring $R$ we denote by

(i) $O(R)$ the set of all orderings on $R$.

(ii) $V(R)$ the set of all valuations on $R$.

Let $R$ be a commutative ring. The notion of real spectrum is due to Coste and Roy (111), and refers to the set $O(R)$ equipped with the so-called Harrison topology (or spectral topology), i.e. the topology generated by the open subbasis consisting of all the sets

$U(a, b) := \{\leq \in O(R) : a < b\}$ \quad $(a, b \in R)$

This notion was later generalised to non-commutative rings by Leung, Marshall and Zhang (115). Likewise, the term valuation spectrum refers to the set $V(R)$ equipped with certain topologies. Of our interest is the topology $\tau'$ as introduced by Huber
and Knebusch in [7], i.e. the one generated by the open subbasis consisting of all the sets
\[ U'(a,b) := \{ v \in \mathcal{V}(R) : v(a) > v(b) \} = \{ v \in \mathcal{V}(R) : a \prec_v b \}. \]

**Definition 8.2.** Let \( R \) be a ring.
1. We call \( Q(R) \) the quasi-real spectrum of \( R \).
2. For \( a, b \in R \) we define the set 
\[ W(a,b) := \{ v \in Q(R) : b \prec_v a \} \]
3. We call the topology \( \tau_T \) on \( Q(R) \) generated by the closed subbasis 
\[ \{ W(a,b) \subseteq Q(R) : a, b \in R \} \]
the tree topology.

The corresponding open subbasis of \( \tau_T \) is given by the sets 
\[ W(a,b)^C = \{ v \in Q(R) : b \prec_v a \text{ or } a \prec_v 0 \}. \]

**Example 8.3.** Let \( R \) be a ring.
1. The set \( O(R) = W(-1,0)^C \) is open with respect to \( \tau_T \).
2. The set \( V(R) = W(0,-1) \) is closed with respect to \( \tau_T \).

**Remark 8.4.**
1. If we restrict \( Q(R) \) to valuations we obtain 
\[ W(a,b)^C \cap V(R) = \{ v \in V(R) : b \prec_v a \} = U'(b,a). \]
2. If we restrict \( Q(R) \) to orderings we obtain 
\[ W(a,b)^C \cap O(R) = U(b,a) \cup U(a,0), \]
and conversely 
\[ U(a,b) = \{ \leq \in O(R) : a - b < 0 \text{ or } 0 < 0 \} \]
\[ = W(0,a-b)^C \cap O(R). \]

Thus, the tree topology and the Harrison topology coincide on \( O(R) \).

The following result describes the relationship between \( \leq \) and the tree topology \( \tau_T \).

**Proposition 8.5.** Let \( R \) be a ring, let \( \preceq_1, \preceq_2 \in Q(R) \), and let \( \leq \) denote the coarsening relation on \( Q(R) \). Then
\[ \preceq_2 \in \{ \preceq_1 \} \iff \preceq_1 \leq \preceq_2, \]

w.r.t. \( \tau_T \).

*Proof.* Let \( N_{\preceq_2} \) denote the set of all open neighbourhoods of \( \preceq_2 \) w.r.t. \( \tau_T \). Then 
\[ \preceq_1 \leq \preceq_2 \iff \forall x, y \in R : (0 \preceq_1 x \preceq_1 y \Rightarrow 0 \preceq_2 x \preceq_2 y) \]
\[ \iff \forall x, y \in R : (x \prec_2 y \text{ or } x \prec_2 0 \Rightarrow y \prec_1 x \text{ or } x \prec_1 0) \]
\[ \iff \forall N \in N_{\preceq_2} : N \cap \{ \preceq_1 \} \neq \emptyset \]
\[ \iff \preceq_2 \in \{ \preceq_1 \}. \]

**Corollary 8.6.** Let \( R \) be a ring. Then \((Q(R),\tau_T)\) is a \( T_0 \) space.
Proof. Two quasi-orderings \( \preceq_1, \preceq_2 \in Q(R) \) are topologically indistinguishable if and only if \( \preceq_1 \in \\{ \preceq_2 \} \) and \( \preceq_2 \in \\{ \preceq_1 \} \), i.e. if and only if \( \preceq_1 \leq \preceq_2 \leq \preceq_1 \) with respect to the coarsening relation \( \leq \). Anti-symmetry of \( \leq \) yields \( \preceq_1 = \preceq_2 \). Thus, \( (Q(R), \tau_T) \) is \( T_0 \). \( \square \)

Remark 8.7. A singleton \( \{ \preceq \} \) is \( \tau_T \)-closed if and only if \( \preceq \) is a trivial quasi-ordering. This is an immediate consequence of Proposition 8.5 and the fact that the \( \preceq \)-maximal elements are precisely the trivial quasi-orderings.

We conclude this paper by unifying the Harrison topology and the topology \( \tau' \) (see above) in a more canonical way.

Definition 8.8. Let \( R \) be a ring.

1. For \( a, b \in R \) we define the set
   \[
   U(a, b) := \{ \preceq \in Q(R): a \prec b \}.
   \]

2. The topology \( H \) on \( Q(R) \) generated by the open subbasis
   \[
   \{ U(a, b) \subseteq Q(R): a, b \in R \}
   \]
   is called the Harrison topology (or spectral topology).

Example 8.9.

1. The set \( O(R) \) is open and closed with respect to \( H \). Using Theorem 2.14 we obtain \( O(R) = U(-1, 0) \) and \( (O(R))^c = V(R) = U(0, -1) \).

2. The set \( V(R) \) is also open and closed. This follows immediately from (1).

Obviously, by definition, \( H \) coincides with the usual Harrison topology on the real spectrum, and the restriction of \( H \) to \( V(R) \) with the topology \( \tau' \) of Huber and Knebusch. In fact, the Harrison topology on \( Q(R) \) shares many properties with the Harrison topology on the real spectrum of a ring. In the following we show that \( (Q(R), H) \) is a spectral space (Theorem 8.14). Our proof of this theorem is (essentially) identical with the one in the real case.

Lemma 8.10. Let \( R \) be a ring and \( \preceq_1, \preceq_2 \in Q(R) \). Then

\[
\preceq_2 \in \\{ \preceq_1 \} \iff \preceq_1 \preceq \preceq_2,
\]

w.r.t. \( H \).

Proof. Completely analogue to the proof of Proposition 8.5. \( \square \)

Corollary 8.11. Let \( R \) be a ring. Then \( (Q(R), H) \) is a \( T_0 \) space.

Proof. Completely analogue to the proof of Corollary 8.6. \( \square \)

For a further study of the Harrison topology we also generalise the Tychonoff topology (or constructible topology) from the real spectrum to \( Q(R) \).

Definition 8.12. Let \( R \) be a ring.

1. For \( a, b \in R \) we define the set
   \[
   V(a, b) := \{ \preceq \in Q(R): a \preceq b \}.
   \]

2. The topology \( T \) on \( Q(R) \) generated by the open subbasis
   \[
   \{ U(a, b) \subseteq Q(R): a, b \in R \} \cup \{ V(a, b) \subseteq Q(R): a, b \in R \}
   \]
   is called the Tychonoff topology (or constructible topology, respectively patch topology).

Proposition 8.13. Let \( R \) be a ring. Then \( (Q(R), T) \) is a compact space.
Proof. We first show that this space is quasi-compact. Any quasi-ordering \( \preceq \) on \( R \) is uniquely determined by the map

\[
f_{\preceq} : R^2 \to \{0, 1\}, \quad (a, b) \mapsto \begin{cases} 
1, & a \preceq b \\
-1, & b \prec a
\end{cases}
\]

Hence, we may consider \( Q(R) \) as a subset of \( \mathcal{F} := \{0, 1\}^{R^2} \). We equip \( \{0, 1\} \) with the discrete topology, which makes it a quasi-compact space. So by the Tychonoff theorem, \( \mathcal{F} \) is also quasi-compact with respect to the product topology. An open subbasis is given by the sets

\[
H_{\epsilon}(a, b) := \{ f : R^2 \to \{0, 1\}, \quad (a, b) \mapsto \epsilon \} \quad (a, b \in R, \epsilon \in \{0, 1\}).
\]

Therefore, we may identify \( Q(R) \) as a subspace of \( \mathcal{F} \). We show that it is a closed subspace, which implies that \( (Q(R), T) \) is quasi-compact. So let \( f \in \mathcal{F} \) be not induced by some quasi-ordering on \( R \), i.e. the induced binary relation on \( R \) does not satisfy one of the axioms of a quasi-ordering. If for instance axiom (QR4) fails, then we find some \( x, y, z \in R \) such that \( f(x, y) = 1 \) and \( f(y, z) = 0 = f(y, x, z) \), respectively \( f(z, y) = 0 = f(y, x, z) \). Thus, \( f \) is separated from \( Q(R) \) by the open set

\[
H_1(x, y) \cap (H_0(y, z) \cup H_0(y, z)) \cap H_0(y, x, z),
\]

whence \( s \notin Q(R) \). The same arguing applies to all the other axioms. Therefore, \( Q(R) \) is a closed subspace of \( \mathcal{F} \), implying that \( (Q(R), T) \) is quasi-compact.

It remains to show that \( (Q(R), T) \) is Hausdorff. So let \( \preceq_1, \preceq_2 \in Q(R) \) with \( \preceq_1 \neq \preceq_2 \). Then there exist (w.l.o.g.) some \( a, b \in R \) such that \( a \preceq_1 b \) and \( b \preceq_2 a \). Consequently, \( \preceq_1 \in V(a, b) \setminus U(b, a) \) and \( \preceq_2 \in U(b, a) \setminus V(a, b) \).

\( \Box \)

**Theorem 8.14.** Let \( R \) be a ring. Then \( (Q(R), \mathcal{H}) \) is a spectral space, i.e. homeomorphic to the Zariski spectrum of a commutative ring.

**Proof.** We have already proven that \( (Q(R), \mathcal{H}) \) is a \( T_0 \) space (Corollary 8.11), and that \( (Q(R), T) \) is a compact space (Proposition 8.13). Moreover, the sets \( U(a, b) \) are both open and closed with respect to \( T \), and an open subbasis of \( \mathcal{H} \). Therefore, [6, Proposition 7] tells us that \( (Q(R), \mathcal{H}) \) is a spectral space.

\( \Box \)

**Corollary 8.15.** Let \( R \) be a ring. Then \( (O(R), \mathcal{H}) \) and \( (V(R), \mathcal{H}) \) are both spectral spaces.

**Proof.** This is an easy consequence of Theorem 8.14 and Example 8.9, since closed subsets of spectral spaces are again spectral spaces (cf. [2, Theorem 2.1.3]).

\( \Box \)

**Corollary 8.16.** Let \( R \) be a ring. Then \( (Q(R), \subseteq) \) is a spectral set.

**Proof.** By Theorem 8.14 there is a commutative ring \( S \) such that \( (Q(R), \mathcal{H}) \) is homeomorphic to \( (\text{Spec}(S), \mathcal{Z}) \), where \( \mathcal{Z} \) denotes the Zariski topology. According to [17], this implies that \( Q(R) \) and \( \text{Spec}(S) \) are order-isomorphic with respect to the induced partial orderings (see Lemma 8.10). Hence, \( (Q(R), \subseteq) \cong (\text{Spec}(S), \subseteq) \), i.e. \( (Q(R), \subseteq) \) is spectral.

\( \Box \)
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