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Abstract—Classic image-restoration algorithms use a variety of priors, either implicitly or explicitly. Their priors are hand-designed and their corresponding weights are heuristically assigned. Hence, deep learning methods often produce superior image restoration quality. Deep networks are, however, capable of inducing strong and hardly predictable hallucinations. Networks implicitly learn to be jointly faithful to the observed data while learning an image prior; and the separation of original data and hallucinated data downstream is then not possible. This limits their wide-spread adoption in image restoration. Furthermore, it is often the hallucinated part that is victim to degradation-model hallucination.

We present an approach with decoupled network-prior based hallucination and data fidelity terms. We refer to our framework as the Bayesian Integration of a Generative Prior (BIGPrior). Our method is rooted in a Bayesian framework and tightly connected to classic restoration methods. In fact, it can be viewed as a generalization of a large family of classic restoration algorithms. We use network inversion to extract image prior information from a generative network. We show that, on image colorization, inpainting and denoising, our framework consistently improves the inversion results. Our method, though partly reliant on the quality of the generative network inversion, is competitive with state-of-the-art supervised and task-specific restoration methods. It also provides an additional metric that sets forth the degree of prior reliance per pixel relative to data fidelity.

Index Terms—Deep image restoration, data fidelity, network hallucination, learned prior.

I. INTRODUCTION

Image restoration recovers original images from degraded observations. It is based on two fundamental aspects, specifically, the relation to the observed data and the additional assumptions or image statistics that can be considered for the restoration. The relation to the observed data is referred to as data fidelity. The remaining information, brought in by the restoration method based on prior assumptions, is referred to as prior hallucination. It is termed hallucination because the added information is derived from a general model or assumption and might not faithfully match the sample image.

The data fidelity and prior terms emerge theoretically in the Maximum A Posteriori (MAP) formulation, but can also be implicitly induced by the restoration algorithms. For instance, non-local means [1] and Block-Matching 3D filtering (BM3D) [2] utilize the prior assumption that there exists different similar patches within an image. Diffusion [3] methods build on local smoothness assumptions. Data fidelity is typically enforced through the squared norm [4] that is equivalent to a MAP-based Gaussian noise model.

Classic image-restoration algorithms often rely on optimizations over explicit priors. An advantage of explicitly defined priors is the ability to easily control the relative relation between the weight of the data fidelity term and the weight (β) of the prior term. The general approach consists of an optimization

$$\arg\min_x \psi_d(f'(x), y) + \beta \cdot \psi_p(f''(x)),$$  (1)

where y is the observation, f’ and f” are various manipulation functions to match the degradation model (for f’) and for instance to extract specific components such as frequency bands (for f’’), ψd enforces the data fidelity, and ψp enforces the prior information. The optimal point is the estimate of the original image x. By making the prior term explicit, it is possible to have control over its contribution hence often better intuition and understanding of the reliability of the final restoration result. However, we note two shortcomings of these methods and we expand upon them in the following: (1) β is not adapted based on the confidence in the fitness of the prior, and (2) the priors are hand-designed heuristics.

(1) The parameter β should be inversely related to the quality of the observed degraded signal, but it should also be directly related to how well the assumed prior corresponds to the input image distribution or statistics. Although some methods, discussed in the section on related work, adjust their priors to the input data, they do not control β based on the confidence in the fitness of the prior to the current sample. (2) Recent methods with implicit data-learned priors, notably relying on deep Convolutional Neural Networks (CNNs), outperform the classic methods with hand-designed priors on various image restoration tasks. This is due to the rich prior learned by discriminative networks or generative networks that, with adversarial training, can even learn image distributions to synthesize new realistic photos [5]–[7]. It is worth noting, however, that domain-specific prior information can still be explicitly enforced to improve the performance of the networks [8], [9].

One shortcoming of the deep learning methods is the loss of interpretability and control between data fidelity and prior-based hallucination. Given an image restored by a network, it
is not possible to know how faithful it is to the observed signal versus how much prior-based hallucination was integrated in the image. We call prior-based hallucination the information coming from the learned prior rather than being derived from the observed data. These prior-based hallucinations are not always reliable and can be prone to overfitting [10]. Hence, it is important to have a grasp of the prior hallucination taking place in the restoration process.

To obtain decoupled prior-based hallucination and data fidelity terms, we propose a novel framework that we call the Bayesian Integration of a Generative Prior (BIGPrior framework). We replace the implicit data prior learned in feed-forward restoration networks with an explicit generative-network prior. This prior is then integrated following a MAP setting, where the data fidelity and prior terms are combined with a fusion weight that is adaptive to both. The BIGPrior framework is a generalization of a large family of classic restoration methods where the prior and its contribution weight are both learned, and the weight can adapt to both the signal quality and the fitness of the prior to the observed data.

Our framework structurally provides a reliable metric for per-pixel data fidelity in the final output to answer the question, “How much hallucination is there - at worst - in the output?”. We present and analyze this metric by using blind denoising experiments. We also apply our method to various image restoration tasks and show consistent improvements, notably over the direct use of the generative prior, while additionally providing our faithfulness, a.k.a. data fidelity, metric.

II. RELATED WORK

A. Classic Image Restoration

A variety of classic restoration methods, such as Non-Local Means (NLM) [1], BM3D [2], their variants [12], [13] or combinations with sparse coding [14], [15], and diffusion-based methods [3], [16], make use of various prior assumptions on self-similarity or frequency-content distribution. Other algorithms formulate the prior explicitly. For instance, dictionary-based methods [17] that assume images can be well represented by a fixed set of elements, which we discuss in the next section. Other examples are shrinkage methods [18], [19]. They can be directly connected with the family of MAP estimators, by deriving from the foundational work of Bayes and Laplace [20]. Considering an example with a hyper-Laplacian prior on image gradients, originally used in the context of deblurring in [4], optimizing the MAP negative log-likelihood

$$\arg\min_x -\log(P_{Y|X}(y|x)P_X(x)),$$

where $P_{Y|X}(\cdot,\cdot)$ is the conditional probability distribution of the random variable $Y$ given $X$ and $P_X(\cdot)$ is the probability distribution of $X$, yields the estimator

$$\hat{x} = \arg\min_x ||x - y||_2 + \beta \cdot \sum_{j=1}^{J} |x \otimes f_j|^\gamma,$$

where $y$ is the signal we observe, $\hat{x}$ is the estimate of the target $x$, $\{f_j\}$ are $J$ first-order derivative filters and $\beta$ is a weight parameter. Setting $\gamma$ to one, with the corresponding filters, gives the special case of total-variation methods [21]. Generally these approaches are an optimization of the form

$$\hat{x} = \arg\min_x \psi_d(x,y) + \beta \cdot \psi_p(T(x)),$$

where $\psi_d$ is the data-fidelity loss term, and $\psi_p$ incorporates the prior information on a transformation $T$ of $x$ that could be the identity. $T$ can also be based on derivatives [4], or wavelet [22] and other sparsifying transformations. For instance, Weighted Nuclear Norm Minimization (WNNM) [23] assumes that subsets of similar image patches are low-rank and uses a weighted nuclear norm for the low-rank minimization problem on similar patch groups. As with many classic image denoising methods, WNNM adapts $\beta$ based on the noise level and controls the data fidelity weight as such. However, as we noted in our introduction, these methods face two shortcomings. First, $\beta$ is not adapted based on the confidence in the prior given the degraded observation, but only on the quality of the latter. Hence, it is adapted based on the signal quality, such as the noise level, but also only following certain heuristics. Second, the prior itself is fixed based on hand-designed heuristics. We preserve an interpretable control over the contribution of the prior and decouple it from data fidelity, and we exploit learned network priors and increasing the flexibility in the fusion weight. Therefore, this weight is learned in our framework and can adapt both to the quality of the observed data, as well as the fitness of the prior, given the test observation.

B. Deep Neural Networks

Convolutional neural networks are able to learn rich image priors. These learned priors have improved image restoration results for various applications [24]–[27]. These methods use sample-based learning and can extract prior information from large image datasets. Further improvements are achieved with discriminative learning, notably discriminators that take into account the image degradation model [28]. This has enabled these deep learning methods to improve the state of the art on many restoration tasks [29]. However, the learned priors are implicit, meaning neither the prior nor its contribution can be disentangled from the data fidelity component in the final restored output. In a concurrent paper, Dong et al. propose to learn the data fidelity term and the prior term with separate neural network components [30]. The learning, and the final restoration output, are however carried out within a unified optimization. This makes the disentanglement of the two components and their relative contribution weights not possible downstream in the spatial domain. As recently shown for super-resolution and denoising tasks [10], neural networks can learn a frequency-conditional hallucination that is prone to overfitting to the training degradation models. Another recent example is in 3D reconstruction [31], where networks learn to recognize observations and to use memorized data samples, rather than to perform the reconstruction. In other words, the prior contribution can dominate over the data fidelity. Despite its importance, controlling this trade-off is, however, not attainable within the neural-network-based solutions. Our
proposed framework enables us to exploit the strength of learned network priors and keep both control and insight over the data fidelity and prior trade-offs.

Extracting prior information from neural networks is possible through an inversion process [32], [33]. By searching the network-learned space of image distributions, it is possible to project on it in a fashion similar to dictionary-based methods. Generative networks are sufficiently powerful to be trained to learn different distributions, such as image or noise distributions [34]. A network inversion is carried out in [35], where it is used for different image processing tasks. We discuss this in more detail in the following section. A generative network inversion is also conducted in [36]. However, the method performs a fine-tuning of the pre-trained generator that goes against our objective to project on a fixed learned space. We also emphasize that our goal is not to improve such priors, rather to use them in our framework as image-projection spaces.

C. Signal Adaptation of Priors

As described in our discussion on classic methods, some of them [23] adapt the weight assigned to their prior term according to the quality of the observed signal. However, the fitness of the chosen prior can itself be image dependent. In other words, the prior can be accurate on certain images, but not as fit to be applied to others. Yet this is rarely accounted for in the literature. In the content-aware image prior presented in [37], although the weight of the prior itself is not adaptive, the hyper-Laplacian prior used is tweaked to adjust to the texture in the observed signal. Similarly, the method in [38] carefully selects its filters upon processing of the observed signal, hence altering its implicit priors. Also in the same spirit, some recent deep learning methods have tried to adapt the observed inputs, through self-supervised weight modification [39], or novel learning [40]. This approach has even appeared in recent classification work to adjust to distribution shifts [41]. Such methods address the issue of the fitness of the prior to the given input by modifying the former on the fly. However, once a prior is selected, its fitness relative to the observed signal’s quality is dismissed. The weight of the prior term is therefore not adaptive, and the prior’s contribution cannot be decoupled from data fidelity.

III. Method

In designing our method, we address the shortcomings discussed in the introduction. We present a framework where the prior and the data-fidelity terms are explicit. This enables us to exploit the modeling strength of deep neural networks for the prior and enables us to learn a weight between the prior and the data fidelity that is doubly adaptive to the quality of the observation and to the fitness of the prior to the input’s distribution. Rather than combining the contribution of the prior and the data-fidelity terms through an optimization, we explicitly enforce their fusion in the final output. This explicit decoupling of the two terms enables us, as well as downstream applications, to gain in restoration interpretability. In this
section, we present the mathematical details of our proposed method and its relation to classic families of restoration algorithms. We also present a network-based prior that relies on generative-network projection and introduce our approach for learning the adaptive weight without guided supervision.

A. Mathematical Formulation

Given an observed signal \( y \) that is a degraded version of the image \( x \), our restoration estimate \( \hat{x} \) is formulated as

\[
\hat{x} = (1 - \phi(y; \theta_1)) \odot g^{-1}(y) + \phi(y; \theta_1) \odot G(z^*; \theta_2),
\]

where \( g^{-1}(\cdot) \) is a bijective function that we discuss in what follows, \( \phi(y; \theta_1) \) is an estimator for the fusion factor, parameterized by \( \theta_1 \), and that assigns adaptive weights to the prior-based hallucination and the data fidelity. It is a generalization of \( \beta \) that we learn internally from sample-based training. \( G(z^*; \theta_2) \) is the prior-based hallucination, parameterized by \( \theta_2 \), described in detail in the following, and \( \odot \) is the pixel-wise multiplication operator. To ensure a very strict lossless data-fidelity term, we restrict \( g^{-1}(\cdot) \) to the set of bijective functions. We can choose it such that \( g(\cdot) \) is close to the degradation model \( f(\cdot) \) of the restoration task, as described in our experimental setup. We note that this formulation is closely related to the classic restoration methods based on explicit prior optimizations discussed in our related work. The difference is that our prior is based on a trainable neural network \( G \), and that our fusion factor is also learned to be adaptive, per sample, both to the quality of the observed data and to the fitness of the prior.

We present the relation to MAP estimation in connection with the work in [8]. The authors derive a MAP estimate for Additive White Gaussian Noise (AWGN) removal. This MAP estimate is the mode of the posterior probability distribution. The solution is derived where the additive noise \( (y_i = x_i + n_i) \) follows the normal distribution \( \mathcal{N}(0, \sigma_n) \), and an explicit image prior is enforced. More precisely, the solution is derived with the assumption of a Gaussian prior [42] on the pixel distribution. With this model, the prior distribution for a pixel value \( x_i \) follows \( \mathcal{N}(\bar{x}_i, \sigma_{x_i}) \) with mean \( \bar{x}_i \) and standard deviation \( \sigma_{x_i} \), and this yields a MAP estimate

\[
\hat{x}_i = \arg \max_{x_i} P_{X_i|Y_i}(x_i|y_i) = \frac{y_i}{1 + 1/S_i} + \frac{\bar{x}_i}{1 + S_i},
\]

with \( S_i \) being the signal-to-noise ratio defined as

\[
S_i \triangleq \frac{\sigma_{x_i}^2}{\sigma_n^2}.
\]

Note how \( S_i \) is, in fact, dependent on signal quality (through the noise standard deviation \( \sigma_n \)), as well as the confidence in the prior (through the pixel standard deviation \( \sigma_{x_i} \)). Indeed, intuitively the larger \( \sigma_{x_i} \) is, the less reliable the prior term \( \bar{x}_i \) is; and the smaller it is, the more reliable the prior term is. In this special case of our general formulation,

\[
\phi(y_i) = \frac{1}{1 + S_i},
\]

\( g(\cdot) \) is the identity mapping, and the prior is the expected value over the distribution of the input \( \mathbb{E}_{X_i}[x_i] \). Our formulation in Equation (5) generalizes this solution to non-Gaussian, as well as image-wise prior distributions, while taking into account signal quality and prior confidence.

We also describe the relation to dictionary-based methods. Dictionary-based methods [17], [43] generally follow the formulation

\[
\hat{x} = \arg \min_{x,d(x,Dv) < \epsilon} \psi_d(x,y) + \beta \cdot \psi_p(v),
\]

where \( D \) is the dictionary, specifically, a vector set that spans the dictionary space, \( v \) holds the coordinates of a point in that space, \( d(\cdot, \cdot) \) is a distance function, and \( \epsilon \) is a small value in \( \mathbb{R}_+ \). It is typical to use a \( \psi_p \) that encourages sparsity, thus to assume that the dictionary captures the main directions of variation in an image. This sparsity of \( v \) parallels restrictions on the generative latent space. Effectively, enforcing

\[
d(x,Dv) < \epsilon
\]

is a subtle relaxation of the constraint \( x \in \text{span}(D) \), which enforces the prior assumption that the image must belong to the dictionary space. This would correspond in our formulation of Equation (5) to \( x \in \text{span}(G) \), where in our case the dictionary space is instead the learned space of a generative network. In our formulation, the restriction is enforced only on our decoupled prior element, rather than having to enforce it on \( x \) itself and then relaxing it through a tweaking of \( \epsilon \).

In summary, our formulation can be viewed as a general framework of MAP estimation and as a generalization of dictionary-based methods. We choose a strict data-fidelity term that preserves a bijective relation to the observed signal, and a fusion factor that takes into account both signal quality and prior confidence. The following two sections discuss in more detail the prior term and the \( \phi \) fusion factor learning.

B. Generative-Space Projection Prior

Theoretically, an inference method can be used to replace the prior term. For instance, a feed-forward network’s output can replace \( G(z^*) \) in Equation (5). However, such a network trained with supervision takes into account both the data-fidelity and prior terms, albeit without any insight as to how much prior-based hallucination occurs or any control over the different contributions. Therefore, in order to best

| \( \phi \) explicitly known | \( \phi \) relation to data fidelity |
|--------------------------|----------------------------------|
| Colorization             | \( \times \)                      |
| Inpainting              | \( \checkmark \)                   |
| Denoising               | \( \times \)                      |

|        | Luminance and edge related |
|--------|----------------------------|
| Table 1 |

The \( \phi \) \( MAP \) values are only explicitly known for inpainting, but are always related to the data-fidelity and prior-confidence terms discussed in our mathematical formulation. Indeed, in colorization there exist strong relations between luminance and the fidelity of the observed data, in inpainting this directly matches the applied mask, and in denoising the noise level determines the fidelity of the observation. The \( \phi \) MAP also, across all tasks, depends on the confidence in the prior.
decouple data fidelity from prior hallucination, we opt for a pre-trained generative network inversion to act as the learned prior. Effectively, this is a better strategy for decreasing the upper bound on a worst-case hallucination contribution. The inversion produces a sampling from the generative space, or a projection on that space as in dictionary-based projections discussed earlier. The latent code $z^*$ for the generative-space projection is obtained as

$$z^* = \arg \min_z L_G(f(G(z)), y), \quad (11)$$

where $L_G$ can be a weighted average of $\ell_1$, $\ell_2$, and perceptual losses, and $f(\cdot)$ is the degradation model of a restoration task. When using a single latent code, very limited information can be encoded, which yields a coarse prior, notably for high-resolution images. To avoid this loss of expressiveness, we use the recent multi-code Generative Adversarial Network (GAN) inversion method that splits the generative network $G$ into two stages, at layer $l$ [35]. The first stage $G_1^{(l)}$ generates multiple feature space representations, each corresponding to one of $N$ latent codes $\{z_n^*\}_{n=1}^N$, where every $\alpha$ is a vector of length equal to the number of feature-space channels. The second stage $G_2^{(l)}$ generates the output image based on a fused feature representation by using adaptive channel weights $\{\alpha_n^*\}_{n=1}^N$.

The latent codes and adaptive weights are obtained, as in Equation (11), by an inversion optimization

$$\{z_n^*\}_{n=1}^N, \{\alpha_n^*\}_{n=1}^N = \arg \min_{\{z_n\}_{n=1}^N, \{\alpha_n\}_{n=1}^N} \mathcal{L}(f(x_{\text{inv}}), x), \quad (12)$$

where the inverted image $x_{\text{inv}}$ is given by

$$G(z; \alpha, \theta_2) \triangleq x_{\text{inv}} = G_2^{(l)} \left( \sum_{n=1}^N G_1^{(l)}(z_n) \cdot \alpha_n \right). \quad (13)$$

Our image prior term in Equation (11) is then given by $G(z^*; \alpha^*, \theta_2)$, where $\theta_2$ are the frozen weights of the generative sub-networks $G_1$ and $G_2$. We also note that randomly traversing the latent space of a generative network can potentially produce hallucinated images that lie outside the natural image manifold [44]. This is averted by the guided inversion loss that maps the generative output, through the degradation model, to the observed image. The case of the generative projection being outside the natural-image manifold, which can occur when the degradation is extreme, still does not pose an issue in our framework. Indeed, this projection is already treated in our approach as a prior hallucination that might not be faithful to the original image.

### C. Guide-Free $\phi$ Learning

A guided learning of the parameters $\theta_1$ to predict $\phi$ is possible for a task such as inpainting but impossible for other tasks. This is simply because inpainting is the extreme case where signal quality is binary, specifically zero at the masked areas. For other tasks, a target $\phi$ cannot be readily obtained. We thus train a network with weights $\theta_1$ to predict $\phi$ in an end-to-end manner, with $\phi$ effectively being an intermediate feature space having no explicit learning loss. Our mini-batch training loss $\mathcal{L}(x, y; \theta_1)$ for learning $\theta_1$ is given by (we use $\phi$ to also denote the network outputting it, for better readability)

$$\begin{align*}
\mathcal{L}(x, y; \theta_1, \theta_2) &= ||(1 - \phi(y, \theta_1)) \odot g^{-1}(y) \\
&\quad + \phi(y, \theta_1) \odot G(z^*; \alpha^*, \theta_2) - x||_2^2 + \rho \cdot ||\phi(y, \theta_1)||_1, \quad (14)
\end{align*}$$
as edges and extreme luminance areas. Inpainting induces an explicitly known solution for $\phi$. Whereas, AWGN does not have an explicit solution for $\phi$, as the image prior is not explicitly formulated. However, the AWGN experimental setup enables us to analyze the guide-free learning of $\phi$, which would intuitively fluctuate mainly with the noise level (direct relation), but also marginally with the uncertainty in the prior (opposite relation), as described in our discussion section. This is summarized in Table I and analyzed in the following sections.

where $\rho$ is a scalar weight that we discuss next, and the parameters $b_2$ of the generative network are the frozen weights of a pre-trained generative network. This end-to-end training enables the network predicting $\phi$ to learn to assess, based on the observation $y$, the quality of that observed image, as well as the fitness of the prior to this observation.

**Fidelity-Bias Balance.** For certain image test cases, the quality of the data-fidelity term can be very similar to that of the learned prior, at least over some subsets of pixels. This would induce no change in the loss term for varying values of our fusion factor $\phi$, as all would result in similar final outputs. However, for these cases, it is not necessary to hallucinate information as the data fidelity is also just as accurate. By hallucinated information, we mean that which is not in direct relation with the observed data, but rather comes from previously learned priors. Therefore, we address these edge cases by adding an auxiliary loss on the $l_1$ norm of $\phi$ in Equation (14), which can additionally regularize the feature learning process [46]. This term enforces that the training favors smaller values of $\phi$ such that the overall contribution of the data fidelity term is maximized when this is not detrimental to the quality of the final output. This fidelity-bias term is weighted by the scalar $\rho$ in Equation (14).

**IV. EXPERIMENTS**

We conduct experiments on image colorization, inpainting, and blind AWGN removal. When comparing to other methods in our experiments, we use the setups recommended by the authors in their original papers and public codes. For Colorization does not induce an explicit solution for $\phi$, aside for certain exceptions that we discuss in the next section, such as edges and extreme luminance areas.

**TABLE III**

| Method         | PSNR ↑  | SSIM ↑ | LPIPS ↓ |
|---------------|---------|--------|---------|
| DeepFill v2 [27], [45] | 26.56   | 0.9555 | 0.0191  |
| Feature map opt. [40] | 14.75   | 0.4563 | -       |
| Deep image prior [11] | 17.92   | 0.4327 | -       |
| mGAN prior [35] | 20.55   | 0.5823 | 0.2070  |
| Ours           | 25.32   | 0.9240 | 0.0376  |

**TABLE IV**

| Test | Method         | PSNR ↑  | SSIM ↑ | LPIPS ↓ |
|------|---------------|---------|--------|---------|
| Conf. | mGAN prior [35] | 20.34   | 0.5902 | 0.2134  |
| Chu.  | Ours          | 23.22   | 0.8598 | 0.0775  |
| Red.  | mGAN prior [35] | 19.53   | 0.6359 | 0.2235  |
|       | Ours          | 21.94   | 0.8509 | 0.0855  |
| Con.  | mGAN prior [35] | 19.53   | 0.6364 | 0.2082  |
| Chu.  | Ours          | 22.20   | 0.8318 | 0.0785  |

**A. Experimental Setup**

As described in Section III, we use the multi-code GAN inversion approach for our generative-space projection prior. The pre-trained GAN models, which correspond to each dataset used, are all different versions of the Progressive Growing of GANs (PGGAN) [5] network. They are pre-trained on the Bedroom, Church (Outdoor), and Conference test sets taken from the LSUN database [47]. The details for each experiment follow the settings given by the authors of [35] and are given in the following sections. We note that any generative network, such as DCGAN [48], LR-GAN [49], CVAE-GAN [50], StyleGAN [6], StyleGAN2 [7], or even any future method allowing projections or sampling from a learned image distribution, can be used for the projection prior of our method. To enable direct comparisons with with mGAN [35], we use the PGGAN in our experiments. We use AuC [26], [51], PSNR, SSIM [52], and the perceptual metric LPIPS [53] in our quantitative evaluations.

For our fusion factor learning, we train the same backbone network with the same settings for all of our experiments. The architecture is inspired by [25] and is a residual learning made up of a sequence of convolutional, batch normalization, and ReLU blocks. We omit further architecture details that can be found in our code. We use a batch size of 8 except for the real denoising experiment where the batch size is 4, a starting learning rate of 0.01, and a fidelity-bias balancing weight $\rho = 1 e − 5$. A very small balancing weight is sufficient ($1e − 5$), because our objective is to favor fidelity over hallucination only when they are deemed to have the same accuracy. We train for 25 epochs with random shuffling and update the learning rate following a cosine annealing with warm restarts scheduler [54]. The restart period is adaptive to the batch size such that it is always 4 epochs. We also note for reproducibility that training with images that are normalized to $[0, 1]$ and then zero-centered is empirically observed to improve the final results. The same normalization is then performed before inference and inverted once the output is obtained. We train our model with the loss of Equation (14) on a subset of the LSUN validation set that corresponds to each of the large training sets used for pre-training the PGGAN models, and we test on the remaining subset.

**mGAN [35]:** https://github.com/genforce/mganprior
**PGGAN [5]:** https://github.com/tkarras/progressive_growing_of_gans
Fig. 3. From left to right are the ground-truth image (GT), the masked input, the results of DeepFill v2 [27], [45], mGAN [35], and ours, with the PSNR in dB, and our channel-averaged $\phi$ map (with global average between parentheses). The first three rows show example images from the standard central-inpainting benchmark, and the last row is an example from our randomized-inpainting experiment.

| Test    | Method          | PSNR ↑ | SSIM ↑ | LPIPS ↓ |
|---------|-----------------|--------|--------|---------|
| Bed.    | DnCNN† [25]     | 24.96  | 0.5804 | 0.1859  |
|         | mGAN prior [35] | 22.72  | 0.6257 | 0.1978  |
|         | Ours            | 26.80  | 0.7279 | 0.0998  |
| Church  | DnCNN† [25]     | 22.40  | 0.5166 | 0.2046  |
|         | mGAN prior [35] | 21.12  | 0.5643 | 0.2065  |
|         | Ours            | 23.38  | 0.5959 | 0.1435  |
| Conf.   | DnCNN† [25]     | 22.81  | 0.5310 | 0.2167  |
|         | mGAN prior [35] | 21.49  | 0.5962 | 0.1968  |
|         | Ours            | 24.70  | 0.6578 | 0.1192  |

TABLE V
PSNR (dB), SSIM, AND LPIPS RESULTS FOR AWGN REMOVAL ON THE BEDROOM, CHURCH, AND CONFERENCE SETS. THE NOISE FOLLOWS A GAUSSIAN DISTRIBUTION WITH STANDARD DEVIATION SAMPLED UNIFORMLY AT RANDOM FROM [5, 50] PER IMAGE. †WE RETRAIN AND TEST DnCNN WITH THE SAME DATA AND SETUP AS OURS.

B. Colorization

For the colorization of a grayscale input image, unlike inpainting for example, it is much less predictable what an ideal $\phi$ map would be. We conduct colorization experiments, where the grayscale input is the luminance channel, and we evaluate the error on the $ab$ color space. The AuC metric [26], [51] computes the area under the cumulative percentage $\ell_2$ error distribution curve in the $ab$ space. The percentage is that of pixels lying within an error threshold that is swept over $[0, 150]$ in steps of one. For generative network inversion, we use the sixth layer of the PGGAN for the feature composition, with 20 latent codes, and $\ell_2$ and VGG-16 perceptual loss [55], optimized with gradient descent for 1500 iterations, following [35]. Our $g^{-1}(y)$ function duplicates the grayscale channel over each of the color channels. The remaining details follow the experimental setup of Section IV-A.

We present our quantitative image colorization results in Table II, along with those of the deep image prior [11], the feature map optimization [40], the colorful image colorization [26], which is a feed-forward method supervised specifically for colorization, and the mGAN prior [35]. We note the considerable improvement of our method, despite the restriction of enforcing a strict data fidelity. Relative to the mGAN results, we improve by +0.75AuC on the Bedroom set reaching 89.27AuC, and by +0.95AuC on the Church set reaching 90.64AuC. These results even exceed the performance of the task-specific colorful image colorization method [26] on the two test sets, by +0.72AuC and +1.51AuC.
respectively.

Visual results are shown in Figure 2 for the different image colorization methods. We can observe that $\phi$ is lower on image edges, which indeed generally constitute information that is not lost by the grayscale degradation. We observe as well that $\phi$ tends to be low when the luminance is around extreme values, as in such cases the grayscale images are faithful to the original color images. In both of these cases, it is the confidence in the data fidelity that is adapted to the observation. We also note, for instance in the sample of the second row in Figure 2, that $\phi$ can be very insightful. It indicates that the color of the sky was heavily hallucinated, whereas the bottom half and the church dome use almost no prior hallucination. This is advantageous for downstream tasks as the dome was, in fact, incorrectly hallucinated by the generative-network projection prior. This is similar for the grass part of that same image in the second row. The generative prior incorrectly adds a green color for the grass as can often be expected. This hallucination is however deemed incorrect by our $\phi$ map, i.e., the added fake color is not correct. Therefore, our final output relies more heavily on its data fidelity term and achieves a more accurate colorization. In parallel, this weighting is illustrated by our $\phi$ map and can be beneficial for users or downstream tasks such as computer vision ones.

Visual results are shown in Figure 3 for the different methods. For our method, there is little flexibility in terms of the fusion factor $\phi$ for the inpainting tasks, which are tasks with binary degradation, i.e., the signal is either perfectly available or not at all. The $\phi$ map effectively predicts the inpainting mask, a mask that is taken as input in the DeepFill method, and the quality of our results is tied mostly to those of the generative-network inversion, as can be visually observed.

C. Inpainting

We present results on the standard central-crop inpainting task in Table III. A $64 \times 64$ patch is masked from the test image, and the task is to recover the hidden crop. For generative-network inversion, we use the fourth layer of the PGGAN for the feature composition, with 30 latent codes, and $\ell_2$ and VGG-16 perceptual loss [55], optimized with gradient descent for 3000 iterations, following [35]. We use an identity function $g^{-1}(y) = y$ for the data fidelity, and the remaining setup follows that of Section IV-A. The PSNR, SSIM and LPIPS results show a significant improvement of our approach, due to the use of the data fidelity, over the mGAN
prior results (+4.77dB in terms of PSNR). The inpainting results are averaged across the Bedroom, Church (Outdoor), and Conference datasets. We compare them with the deep-image prior method [11] and with the recent feature map optimization approach [40] that is a method using GAN priors with test-image specific adaptation. For reference, we compare the results with a task-specific supervised inpainting method, namely, the most recent version [27] of DeepFill [45], trained on the Places2 dataset. DeepFill takes the mask as input and uses gated convolutions to account for invalid pixel locations, and contextual attention [45] to exploit similar patches across the image. The output is refined by using an adversarial GAN loss on every neuron in the feature space [27]. For inpainting, our approach cannot use anything out of the signal over the masked area hence is dependent on the quality of the prior hallucination.

The aforementioned benchmarking setup, however, makes the task simpler for our method in terms of predicting $\phi$. Therefore, we design a randomized-masking inpainting setup and present experimental results on it in Table IV. Our randomized-masking algorithm selects uniformly at random a number of patches to be masked, in $[2, 4]$. Then, per patch, a random pixel location for the corner of that patch is selected. The algorithm samples from a normal distribution $N(64, 32)$, truncated to $[9, +\infty)$, a width and a height for each patch, with re-sampling in case the patch extends beyond the image coordinates. We compare the mGAN prior results with ours in Table IV. We omit the other methods because the purpose of this randomized-masking experiment is specifically to analyze the effect of randomizing the mask on our $\phi$ prediction, and to analyze how the incurred errors in $\phi$ affect the performance relative to the prior. We can first note that the mGAN performance decreases, by almost 0.02 SSIM on average. With the randomization of the mask, our performance decreases even more, by almost 0.1 SSIM. However, we still significantly improve over the mGAN results, by +2.88, +2.62, and +2.82 PSNR on the Bedroom, Church, and Conference test sets, respectively, and +0.270, +0.315, and +0.268 in terms of SSIM on those same datasets. This comparison highlights the increased difficulty of our internal $\phi$ prediction when the mask is randomized relative to the central inpainting task where the mask location is immutable.

D. Denoising

Blind AWGN Removal. We conduct experiments on blind denoising, specifically on AWGN removal. For blind denoising, we follow the standard setup [8], [10], [25] of sampling a noise level, uniformly at random over the range $[5, 50]$. This level is the standard deviation of the AWGN. For generative network inversion, we use the fourth layer of the PGGAN for the feature composition, with 30 latent codes, and $\ell_2$ and VGG-16 perceptual loss [55], optimized with gradient descent for 3000 iterations, following [35]. We set $f(\cdot)$ (Equation (11)) to the identity. Our $g^{-1}(y)$ function is also the identity function as the noise is zero-mean. Generally, $g^{-1}(\cdot)$ can be the subtraction of the noise mean value. For the remaining setup details, we follow the experimental setup of Section IV-A.
We present the AWGN removal results in Table V, along with those of DnCNN [25], which we retrain on the same data as ours. Our approach achieves the best performance, consistently across the different datasets and evaluation metrics. For instance, our smallest improvement in terms of PSNR is +2.26 dB relative to the mGAN outputs on the Church dataset, and of +0.98 dB relative to DnCNN on that same test set. Similarly we also improve the perceptual metrics SSIM and LPIPS on the different test sets.

Visual results are shown in Figure 4 for the different methods. We observe that DnCNN preserves details well, but at the cost of poorer denoising on low-frequency regions (e.g., walls). The mGAN results are worse than DnCNN, but with our framework the final results become more visually pleasing and accurate. The $\phi$ map illustrates, per pixel, the contribution of hallucination relative to data fidelity and is again lower around edges, as with colorization. We analyze $\phi$ in more detail, in the context of AWGN removal, in the next section.

**Real Denoising on SIDD.** We extend our denoising experiments to the Smartphone Image Denoising Dataset (SIDD) benchmark [56]. We present in Table VI the results of standard classic and learning-based denoising methods, namely, Trainable Nonlinear Reaction Diffusion (TNRD) [57], BM3D [2], WNNM [23], KSVD [58], Expected Patch Log Likelihood (EPLL) [59], DnCNN [25], and CBDNet [60]. We also report the results of HI-GAN [61] and the Variational Denoising Network (VDN) [62]. These methods are designed specifically to address the problem of handling real image data, adapting to the distribution of the noise in the SIDD data. For mGAN [35] and Ours, we present the results with the different PGGAN generators pre-trained on the Church, Conference, and Bedroom datasets and following the same experimental procedure as for blind AWGN removal. We begin by noting that these two approaches use the small version of the SIDD dataset (SIDD-Small) because of the high computational power required to carry out the generative network inversion and the high resolution of SIDD images. Our denoising performance is competitive with standard denoising methods, but it does not reach that of the state-of-the-art task-specific methods HI-GAN and VDN. However, our method additionally provides the $\phi$ map that determines the degree of contribution of prior-based hallucination relative to data fidelity. We can observe that our final PSNR results improve when our method can rely more on its prior (larger $\phi$ in Table VI). This indicates that with better priors, either improved methods or richer pretraining datasets, our method can provide increasingly better denoising results.

**V. DISCUSSION**
analysis of the correlation between the mean and the standard deviation of the Gaussian noise. We analyze the fitness thereof. With AWGN, the quality of the signal is inversely related to the noise level, in this case, to the standard deviation of the Gaussian noise. We analyze the correlation between the mean of the noise in this test image. Results are shown in Figure 7(a), with the Pearson correlation factor, for three datasets. We can clearly observe the positive correlation between the two variables, with a factor of 0.83 and 0.81 for the bedroom and conference sets, respectively. The correlation is lower, at 0.6, for the church dataset. The remaining factor of variability in $\phi$ is the fitness of the prior, which we analyze in Figure 7(b). The correlation between the average $\phi$ value and the generative PSNR is the highest for the church set, reaching 0.56, and supporting our claims with regard to $\phi$. Indeed, we observe that $\phi$ is well-correlated with the signal’s quality, and when that correlation is somewhat lower it is matched with a higher correlation between $\phi$ and the fitness of the prior, exactly as expected from the MAP framework’s perspective.

To summarize, we make two supporting observations from our aforementioned analysis. First, the $\phi$ estimation, which is learned with no guide in our framework, strongly correlates with the signal quality. Second, a lower correlation with signal quality, as in the church set, is directly justified by a higher correlation between $\phi$ and the fitness of the prior to the test data. These two observations align exactly with the intuitions derived from the MAP estimation framework, as presented in Section III-A.

The framework we present can be a novel basis for image restoration as it can counter the obstacle of degradation-model overfitting, common in image-restoration tasks. This is because hallucination is the key part prone to overfitting to the chosen model. Our framework can guard against this type of overfitting by relying on decoupled data fidelity and prior hallucination, and by using a pre-trained and frozen generative network, independent of the degradation model, for the hallucination part. Our fusion factor could also be used to increase the robustness and reliability of down-stream computer vision tasks, by making the latter aware of the extent of per-pixel hallucination in the restoration result. For instance, when a computer-vision algorithm deals with degraded images, rather than training the downstream network only on the restoration output, further information regarding the degree of hallucination can be used to increase robustness, notably against adversarial attacks. Our fusion map $\phi$ conveys such hallucination information, which can also be used for better interpretability of the results by human users.

### C. Limitations

As mentioned earlier in this section, one of the limitations of our current implementation of the BIGPrior framework is the computational overhead required by the prior extraction. However, our framework can be used with any future extraction technique, one option being the learning of the prior projection step to replace it by an efficient feed-forward solution.

Another limitation, also related to the current implementation of the prior projection part, is due to the generative network itself. The training of such networks in an adversarial setup is expensive and requires significant amounts of data to achieve good image distribution learning and in turn good image quality. However, future generative solutions can be integrated into our framework in a straightforward manner, simply by replacing the pre-trained generator.

| Dataset          | Mean PSNR [↑] | Mean $\phi$ |
|------------------|---------------|-------------|
| TNRD [57]        | 24.73         | –           |
| BM3D [2]         | 25.65         | –           |
| WNNM [23]        | 25.78         | –           |
| KSVD [58]        | 26.88         | –           |
| EPLL [59]        | 27.11         | –           |
| DnCNN [25]       | 32.59         | –           |
| CBDNet [60]      | 33.28         | –           |
| T(Church PGGAN) mGAN [35] | 32.66 | – |
| (Church PGGAN) Ours | 34.01 | 0.6703 |
| (Conference PGGAN) mGAN [35] | 33.26 | – |
| (Conference PGGAN) Ours | 34.30 | 0.6924 |
| (Bedroom PGGAN) mGAN [35] | 33.14 | – |
| (Bedroom PGGAN) Ours | 34.46 | 0.7318 |
| T(Bedroom PGGAN) mGAN [35] | 38.58 | – |
| VDN [62]         | 39.26         | –           |

### TABLE VI

Quantitative image denoising results on the Real Image SIDD benchmark [56]. The best results are obtained by HI-GAN [61] and VDN [62] that are specifically designed for real image denoising and capable of learning the noise distribution for each dataset (VDN). We note that mGAN and Ours use central crops of the small version of the SIDD dataset (SIDD-Small) due to the computational complexity of the underlying generative network inversion, as we discuss in Section V.

### A. Computation Times

**Prior extraction.** We choose to exploit in our experimental design a generative network inversion for our prior extraction. The mGAN [35] inversion on the PGGAN generator takes on average $\approx 0.15$ sec per inverse iteration on one Titan X GPU. That is $\approx 3.75$ min for the experiments with 1,500 iterations, and $\approx 7.5$ min for the 3,000 iteration experiments.

**BIGPrior fusion.** Our fusion pipeline with BIGPrior involves efficient operations for applying the bijective $g^{-1}(\cdot)$ function to reverse the degradation, and for applying the $\phi$ map weight to both the data fidelity term and the prior-based term. BIGPrior also requires the prediction of the $\phi$ map, which is carried out using a deep network. The architecture we use is similar to DnCNN [25] and requires $\approx 0.1$ sec on a Titan X GPU for inference.

We can therefore note that although our $\phi$ prediction requires similar computation times as standard feed-forward CNN solutions, the computational bottleneck is due to the network inversion for extracting the prior. Improving the computational efficiency of our presented solution requires more efficient network inversions that are outside the scope of this manuscript, or the use of other prior extraction techniques, for instance, using dictionary-based methods.

### B. Analysis of $\phi$

The AWGN experiments provide the ideal setup for an analysis of $\phi$ that we carry out in this section. We know that $\phi$ should be inversely related to the signal quality, the poorer the signal is, the higher the $\phi$ values are. And $\phi$ is then also directly related to the confidence in the prior, or the fitness thereof. With AWGN, the quality of the signal is also inversely related to the noise level, in this case, to the standard deviation of the Gaussian noise. We analyze the correlation between the mean $\phi$ value for a test image, and the standard deviation of the noise in this test image. Results are shown in Figure 7(a), with the Pearson correlation factor, for three datasets. We can clearly observe the positive correlation between the two variables, with a factor of 0.83 and 0.81 for the bedroom and conference sets, respectively. The correlation is lower, at 0.6, for the church dataset. The remaining factor of variability in $\phi$ is the fitness of the prior, which we analyze in Figure 7(b). The correlation between the average $\phi$ value and the generative PSNR is the highest for the church set, reaching 0.56, and supporting our claims with regard to $\phi$. Indeed, we observe that $\phi$ is well-correlated with the signal’s quality, and when that correlation is somewhat lower it is matched with a higher correlation between $\phi$ and the fitness of the prior, exactly as expected from the MAP framework’s perspective.

To summarize, we make two supporting observations from our aforementioned analysis. First, the $\phi$ estimation, which is learned with no guide in our framework, strongly correlates with the signal quality. Second, a lower correlation with signal quality, as in the church set, is directly justified by a higher correlation between $\phi$ and the fitness of the prior to the test data. These two observations align exactly with the intuitions derived from the MAP estimation framework, as presented in Section III-A.

The framework we present can be a novel basis for image restoration as it can counter the obstacle of degradation-model overfitting, common in image-restoration tasks. This is because hallucination is the key part prone to overfitting to the chosen model. Our framework can guard against this type of overfitting by relying on decoupled data fidelity and prior hallucination, and by using a pre-trained and frozen generative network, independent of the degradation model, for the hallucination part. Our fusion factor could also be used to increase the robustness and reliability of down-stream computer vision tasks, by making the latter aware of the extent of per-pixel hallucination in the restoration result. For instance, when a computer-vision algorithm deals with degraded images, rather than training the downstream network only on the restoration output, further information regarding the degree of hallucination can be used to increase robustness, notably against adversarial attacks. Our fusion map $\phi$ conveys such hallucination information, which can also be used for better interpretability of the results by human users.

### C. Limitations

As mentioned earlier in this section, one of the limitations of our current implementation of the BIGPrior framework is the computational overhead required by the prior extraction. However, our framework can be used with any future extraction technique, one option being the learning of the prior projection step to replace it by an efficient feed-forward solution.

Another limitation, also related to the current implementation of the prior projection part, is due to the generative network itself. The training of such networks in an adversarial setup is expensive and requires significant amounts of data to achieve good image distribution learning and in turn good image quality. However, future generative solutions can be integrated into our framework in a straightforward manner, simply by replacing the pre-trained generator.
VI. CONCLUSION

We have presented a framework for image restoration that enables the use of deep networks for extracting an image prior while decoupling prior-based hallucination and data fidelity. We have shown how our framework is a generalization of a large family of classic restoration methods, notably of Bayesian MAP estimation setups, and of dictionary-based restoration methods.

We have conducted experiments on image colorization, inpainting, and Gaussian and real denoising. Our results, which structurally come with a pixel-wise map indicating data fidelity versus prior hallucination contributions, outperform prior-based methods and are even competitive with state-of-the-art task-specific supervised methods. We have also presented an analysis of our fusion factor Φ map estimation that supports the claims we make.
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