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In this paper we consider the phononic problem within the context of the spectral theorem. In doing so we present a unified understanding of the properties of the eigenvalues and eigenvectors which would emerge from any numerical method employed to compute such quantities. We show that the phononic problem can be cast into linear eigenvalue forms from which such quantities as frequencies ($\omega(\beta)$), wavenumbers ($\beta(\omega, n)$), and desired components of wavevectors ($\beta_3(\omega, \beta_\alpha)$) can be directly ascertained without resorting to searches or quadratic eigenvalue problems and that the relevant properties of such quantities can be determined apriori through the analysis of the associated operators. We further show how the Plane Wave Expansion (PWE) method may be extended to solve each of these eigenvalue forms, thus extending the applicability of the PWE method to cases beyond what have been considered till now. For the cases considered, we discuss relevant and important properties of the eigenvalue forms. This includes the space in which the eigenvalues are to be found, the relevant orthogonality conditions, the completeness (or non-completeness) of the basis and the need to form generalized eigenvectors for those phononic eigenvalue forms which are not normal. The techniques and results presented here are expected to apply to wave propagation in other periodic systems such as photonics.

Keywords: Spectral theorem, Phononics, Orthogonality, Scattering
I. INTRODUCTION

There has been considerable recent research interest in the field of wave propagation in periodic structures under the fields of photonics, phononics, and even metamaterials. Much of the progress in these fields depends upon the determination of wave propagation characteristics in such periodic systems. Historically, numerical efforts in this direction have been driven towards the calculation of the so-called bandstructure of the periodic system which is a graphical representation of the frequency-wavevector pairs which satisfy a certain kind of dispersion relationship for the system. Traditionally, such dispersion relations have been calculated through what we would call the conventional form of the eigenvalue problem – determining acceptable frequencies given a wavevector – termed \( \omega(k) \) systems. A host of numerical techniques have been devised to solve this particular form of the eigenvalue problem. This includes the Plane Wave Expansion (PWE) method, the multiple scattering method, variational techniques, FEM, and Finite Difference techniques.

Of late, there has been growing interest in the solution of the eigenvalue problem of periodic systems when the problem is not in a traditional form. The simplest of these cases is the solution of the \( \omega(\beta) \) eigenvalue form in the presence of dissipation. In this case, it turns out that the resulting frequencies for real assumed wavevectors are complex. A further complication which has been considered in literature is the determination of the wavenumber when frequency is given (termed \( \beta(\omega, n) \) form). The corresponding eigenvalue problem is most naturally quadratic in nature and, therefore, naturally more difficult to solve. In an algorithm for 1D systems was developed that provided dispersion curves for damped free wave motion based on frequencies and wavenumbers that are permitted to be simultaneously complex. The algorithm was applied to a viscously damped mass-in-mass metamaterial exhibiting local resonance. In their study, two eigenvalue problems were solved: Frequency solutions from linear eigenvalue problem, and wavenumber solutions from quadratic eigenvalue problem. As the latter problem is quadratic, a search algorithm was presented to find the wavenumber solutions for a given frequency. The problem can alternatively be converted into a linear eigenvalue form by using a state space representation. The resulting mixed-form of the elastodynamics problem has been considered in detail in the Finite Element literature (Least-Squares FEM) but its appearance in the phononics/photonic area is rare. Computational techniques used to solve such a problem in the area of phononics/photonic are, therefore, limited as well to what is called the Extended PWE method.

A further complication, rarely studied till now, which could be considered is the determination of one components of the wavevector when the other components and the frequency are given - termed \( \beta(\omega, n) \) problems. Such problems naturally emerge in cases where scattering in an interface are being studied. This is due to the fact that Snell’s law ensures that the components of the wavevector tangential to the interface are preserved and, therefore, there is a natural requirement to determine the remaining component when the preserved component is specified. Currently, there appears to exist no study in phononics which could directly solve this problem.

In this paper, we ask some basic questions pertaining to the phononic eigenvalue problems and propose some solutions. Foremost, is our attempt to analyze the phononic eigenvalue problems in the three different forms mentioned above through the lens of linear operators. This exercise reveals to us the basic properties of the eigenvalues and eigenvectors which can be expected from numerical calculations without actually doing any calculations. In all the eigenvalue forms, we are interested in determining the appropriate orthogonality conditions and whether the eigenvector basis is complete. In addition to the theoretical considerations, we also present extensions to the PWE method and give representative solutions for the eigenvalue forms considered.

This paper is organized as follows: in section II a brief introduction of the spectral theorem and properties of normal and self-adjoint operators are presented. We then investigate the properties of \( \omega(\beta) \) problem for different cases of material properties and also different types of wave number (real and complex) in section III. In section IV, the general problem of \( \beta(\omega) \) and the corresponding properties of its eigenvalues and eigenvectors are studied. One special case of this problem is the \( \beta_3(\omega, \beta_n) \) problem which is formulated in section IV.

II. EIGENVALUE PROPERTIES OF LINEAR OPERATORS

Here we are concerned with eigenvalue problems of the following form:

\[
Av = \lambda Bv
\]

where \( A, B \) are linear operators which act on an infinite-dimensional Hilbert space \( H \) of complex functions over which an inner product has been defined:

\[
\langle u, v \rangle = \int uv^\ast \, dx
\]
where \( u, v \in H \). The adjoint operator to \( A \), denoted by \( A^* \), is defined by:

\[
\langle Au, v \rangle = \langle u, A^* v \rangle
\]

The spectral theorem states some properties of the eigenvalues \( \lambda \) and the associated eigenvectors based upon the properties of the operators \( A, B \). Consider the case where \( A, B \) are normal operators:

\[
AA^* = A^* A; \quad |Av| = |A^* v|
\]

with similar relations for \( B \). If \( \lambda \) is an eigenvalue of \( A \) with associated eigenvector \( v \) \((Av = \lambda Bv)\) then

\[
|(A - \lambda B)v| = |(A - \lambda B)^* v| = 0,
\]

showing that \( \lambda^* \) is an eigenvalue of \( A^* \) with the same eigenvector \((A^*v = \lambda^* B^* v)\). If \( \lambda_1, \lambda_2 \) are two distinct eigenvalues with associated eigenvectors \( v, w \) then

\[
\lambda_1 \langle Bv, w \rangle = \langle Av, w \rangle = \langle v, A^* w \rangle = \langle v, \lambda_2^* B^* w \rangle = \lambda_2 \langle Bv, w \rangle
\]

showing that the eigenvectors are orthogonal \((\langle Bv, w \rangle = 0)\). Self-adjoint operators \((A = A^*)\) form a subset of normal operators and if \( A, B \) are self-adjoint and \( B \) is positive definite then the associated eigenvalues are real. In both cases the eigenvectors form a complete basis. A further result of importance to us can be proven by considering the finite dimensional matrix representations of the operators \( A, B \). Representing the matrix representations of \( A, B \) by \([A], [B]\), it is straightforward to show that if \( A \) is self-adjoint then \([A]\) is hermitian. Furthermore, if \( A \) is positive definite \((\langle Av, v \rangle > 0)\) then \([A]\) is also positive definite \((\langle x \rangle^1 [A] [x] > 0)\) where \(^\dagger\) represents conjugate transpose. Similar consideration holds for negative-definiteness as well. Now representing the generalized eigenvalue problem in matrix form:

\[
[A]\{v\} = \lambda [B]\{v\}
\]

Now if \([B]\) is positive definite then all its eigenvalues are positive. Since the eigenvalues of \([B]^{-1}\) are the inverse of the eigenvalues of \([B]\), its eigenvalues are also positive. Therefore, positive-definiteness of \([B]\) implies the positive-definiteness of \([B]^{-1}\). Now converting the generalized eigenvalue problem above into a standard eigenvalue problem:

\[
[C]\{v\} = \lambda\{v\}; \quad [C] = [B]^{-1}[A]
\]

Denoting \([B]^{-1} = [H]\) we have \((\{v\} [A])^\dagger [H][A]\{v\} = \{v\}^\dagger [A][H][A]\{v\} > 0\) since \([H]\) is positive definite and \([A]\) is hermitian. Now we have the generalized eigenvalue problem

\[
[H][A]\{v\} = \lambda\{v\}
\]

\[
{v}^\dagger [A][H][A]\{v\} = \lambda {v}^\dagger [A]\{v\}
\]

\[
\lambda = \frac{{v}^\dagger [A][H][A]\{v\}}{{v}^\dagger [A]\{v\}}
\]

showing that all eigenvalues \( \lambda \) of the generalized eigenvalue problem are negative since the numerator is positive and the denominator is negative. Therefore, in a eigenvalue problem \(Av = \lambda Bv\) where \( A \) is negative definite and self-adjoint and \( B \) is positive definite, all \( \lambda \) are real and negative.

### III. \( \omega(\beta) \) SOLUTIONS FOR A WAVE WITH A GIVEN WAVEVECTOR

Consider Bloch waves propagating in a phononic crystal in direction \( n \). The displacement and stress fields due to the wave will have the general form:

\[
u = \tilde{u} \exp[i(\omega t - \beta n \cdot x)]
\]

\[
\sigma = \tilde{\sigma} \exp[i(\omega t - \beta n \cdot x)]
\]

where \( \tilde{u}, \tilde{\sigma} \) are \( \Omega \)-periodic. \( \omega \) and \( \beta \) can both potentially assume real, imaginary, or complex values, however, only certain combinations are physically meaningful. First consider the usual form of the eigenvalue problem:

\[
(C_{ijkl} \tilde{u}_k,\ell - i\beta n_l C_{ijkl} \tilde{u}_k,\ell) - i\beta n_j C_{ijkl} \tilde{u}_k,\ell - \beta^2 n_i C_{ijkl} n_l \tilde{u}_k = \lambda \rho \tilde{u}_i
\]

where \( \lambda = -\omega^2 \), which is in the form

\[
A\tilde{v} = \lambda B\tilde{v}
\]
when one identifies \( \bar{v} \equiv \{ \bar{u} \} \). Now consider two \( \Omega \) periodic fields \( \bar{v}, \bar{w} \). The relevant inner product for the operator \( A \) is:

\[
\langle A\bar{v}, \bar{w} \rangle = \int \left[ (C_{ijkl}\bar{v}_{k,l} - i\beta n_l C_{ijkl}\bar{v}_{k,l} ) - i\beta n_j C_{ijkl}\bar{v}_{k,l} - \beta^2 n_j C_{ijkl}n_l \bar{v}_{k,l} \right] \bar{w}_i^* d\Omega
\]

Since \( C_{ijkl}, \bar{v}, \bar{w} \) are all \( \Omega \) periodic terms, the above can be transformed using Gauss theorem into:

\[
\langle A\bar{v}, \bar{w} \rangle = \int \bar{v}_k \left[ (C_{ijkl}\bar{w}_{i,j}^* + i\beta n_j C_{ijkl}\bar{w}_{i,j}^* ) + i\beta n_l C_{ijkl}\bar{w}_{i,l}^* - \beta^2 n_j C_{ijkl}n_l \bar{w}_i^* \right] d\Omega \equiv \langle \bar{v}, A^* \bar{w} \rangle
\]

showing that the adjoint operator \( A^* \) is:

\[
A^* \bar{w} = (C_{ijkl}^* \bar{w}_{i,j} - i\beta^* n_j C_{ijkl}^* \bar{w}_{i,j} ) + i\beta^* n_l C_{ijkl}^* \bar{w}_{i,l} - \beta^2 n_j C_{ijkl}^* n_l \bar{w}_i
\]

In what follows we will use \( C \) for the tensor \( C_{ijkl} \), \( n \) for the vector \( n_k \), and \( \bar{v} \) for the vector \( \bar{v}_k \). Tensor contraction to the right of \( C \) will represent contraction with respect to the last two indices and to the left will represent contraction with the the first two indices. Appropriate contractions are assumed without making them explicit. With this we have:

\[
|A\bar{v}|^2 = \langle A\bar{v}, A\bar{v} \rangle
\]

\[
|A^* \bar{w}|^2 = \langle A^* \bar{w}, A^* \bar{w} \rangle
\]

where \( \mathbf{a} = (\nabla \cdot C \nabla \bar{v} - \beta^2 n C \nabla \bar{v}) \) and \( \mathbf{b} = (\nabla \cdot C \nabla \bar{v} + n C \nabla \bar{v}) \). On the other hand we have:

\[
|A^* \bar{v}|^2 = \langle A^* \bar{v}, A^* \bar{v} \rangle
\]

\[
|A \bar{w}|^2 = \langle A \bar{w}, A \bar{w} \rangle
\]

where \( \mathbf{c} = (\nabla \cdot \nabla C^* - \beta^2 n \nabla C^* \bar{w}) \) and \( \mathbf{d} = (\nabla \cdot n \nabla C^* + \nabla \nabla C^* n) \). Therefore, in general, \( |A\bar{v}| \neq |A^* \bar{w}| \), or \( A \) is not a normal operator. However, for certain special cases \( A \) becomes a normal operator and the spectral theorem applies to it. The stiffness tensor \( C \) can always be separated into its hermitian and skew-hermitian parts \( C = H + N \) where \( H_{ijkl} = H_{ijkl} \) and \( N_{ijkl} = -N_{ijkl} \).

### A. Real \( \beta \)

a. \( C = H \): Consider the case when the skew-hermitian part is zero \( (N = 0) \). In this case, \( C_{ijkl}^* = C_{ijkl} \), and we have \( \mathbf{c} = (\nabla \cdot C \nabla C^* - \beta^2 n \nabla C^* \bar{w}) \) and \( \mathbf{d} = (\nabla \cdot n \nabla C^* + \nabla \nabla C^* n) \). If we further insist that \( \beta \) is real \( (\beta^* = \beta) \) then \( \mathbf{c} = \mathbf{a}, \mathbf{d} = \mathbf{b} \) and, in fact, \( |A\bar{v}| = |A^* \bar{w}| \) and \( A \) is a normal operator. Moreover, in this case the adjoint operator is

\[
A^* \bar{w} = (C_{ijkl} \bar{w}_{i,j} - i\beta n_j C_{ijkl} \bar{w}_{i,j} ) + i\beta n_l C_{ijkl} \bar{w}_{i,l} - \beta^2 n_j C_{ijkl} n_l \bar{w}_i
\]

showing that \( A^* = A \), or that \( A \) is a self-adjoint operator. Since the operator \( B \) is clearly self-adjoint (and, therefore, normal), the eigenvalue problem which emerges from assuming a real wavenumber in an elastodynamic system characterized by a stiffness tensor which respects the symmetry \( C_{ijkl}^* = C_{ijkl} \) is self adjoint. The eigenvalues, \( \lambda \), are, therefore, real and the corresponding frequencies \( \omega = \pm \sqrt{-\lambda} \) can be either real or imaginary (but not complex with
simultaneously nonzero real and imaginary parts). We further have:

\[ \langle A\bar{v}, \bar{v} \rangle = \int \left[ (C_{ijkl} \bar{v}_{k,l} - i\beta n_{ij} C_{ijkl} \bar{v}_{k,l} - \beta^2 n_{ij} C_{ijkl} n_{k,l} \bar{v}_{k,l} - \beta^2 n_{ij} C_{ijkl} n_{k,l} \bar{v}_{k,l}) \bar{v}^* d\Omega \right. \]

\[ = \int \left[ -\bar{v}^*_{i,j} C_{ijkl} \bar{v}_{k,l} - \beta^2 n_{ij} \bar{v}^*_i C_{ijkl} n_l \bar{v}_k + i\beta \bar{v}^*_{i,j} C_{ijkl} n_l \bar{v}_k - i\beta n_{ij} \bar{v}^*_i C_{ijkl} n_l \bar{v}_k \right] d\Omega \]

\[ = -\int \left[ \bar{v}^*_{i,j} - i\beta \bar{v}^*_{i,j} n_{ij} \right] C_{ijkl} \left[ \bar{v}_{k,l} + i\beta \bar{v}_k n_l \right] d\Omega \]

which is of the form \(-\int s_{ij} C_{ijkl} s_{kl}^* d\Omega\) when one identifies \(s_{ij} = \bar{v}^*_{i,j} - i\beta \bar{v}^*_{i,j} n_{ij}\). If we assume that the stiffness tensor is positive-definite (a normal assumption for conservative systems) then the integral is always less than zero showing that the operator \(A\) is negative definite as well \((\langle A\bar{v}, \bar{v} \rangle \leq 0)\). Since the operator \(B\) is clearly positive definite, this means that all the eigenvalues \(\lambda\) of the generalized eigenproblem under real \(\beta\) and a self-adjoint and positive definite \(C\) tensor will be negative. All the frequencies \(\omega = \sqrt{-\lambda}\) will, therefore, be purely real. As an academic point which is a corollary of this analysis, if \(C\) is negative definite then all frequencies will be imaginary since all \(\lambda\) will be positive and real.

\(\textbf{b. } \textbf{C} = \textbf{N}\): If the hermitian part of the stiffness tensor is zero \((H = 0)\) then \(C_{kl}^* = -C_{kl}\). In this case, \(c = (−\nabla \cdot C\nabla \bar{v} + \beta^2 \nabla C \nabla \bar{v})\) and \(d = (−\nabla \cdot C\nabla - nC \nabla \bar{v})\). If \(\beta\) is such that \(\beta^2 = \beta^2\) then we will have \(c = -a\) and \(d = -b\). Of course, in this situation we will have \(c \cdot c^* = a \cdot a^*\) and \(d \cdot d^* = b \cdot b^*\). Even in this case if \(\beta\) is real then it is clear that \(|A\bar{v}| = |A^*\bar{v}|\) and that \(A\) is a normal operator. In this case, we have:

\[ A^* \bar{w} = (-C_{klij} \bar{v}_{i,j} + i\beta n_{ij} C_{klij} \bar{w}_{i,j})_{,l} + i\beta n_{ij} C_{klij}^* \bar{w}_{i,j} + \beta^2 n_{ij} C_{klij} n_{k,l} \bar{w}_{i,l} \]

(18)

showing that \(A^* = A\). Therefore, unlike in the case where \(N = 0\), \(H = 0\) (for real \(\beta\)) leads to an eigenvalue problem which is not self-adjoint. It is, however, normal which means that the eigenvectors will be orthogonal and will form a complete basis. The eigenvalues, in this case, have no requirement of being real. Instead we have \(A^* = -A\) and, therefore,

\[ \lambda(Bv, v) = \langle Av, v \rangle = \langle v, A^* v \rangle = \langle v, -Av \rangle = -\lambda \langle v, Bv \rangle = -\lambda^* \langle Bv, v \rangle \]

(19)

showing that \(\lambda^* = -\lambda\). This, in turn, means that all eigenvalues of the problem will be strictly imaginary. Since \(\omega = \sqrt{-\lambda}\), the corresponding frequencies will be complex with equal nonzero real and imaginary parts.

\(\textbf{c. } \textbf{C} = \textbf{N} + \textbf{H}\): In this case, the tensors \(a, b\) can be divided into two parts: one resulting from \(H\) and the other resulting from \(N\). We can write \(a = a^b + a^\alpha\) and similarly for \(b\). Carrying out the same decomposition for \(c, d\), we can show that \(c = a^\alpha - a^\beta\) and \(d = b^\beta - b^\alpha\). As \(c \cdot c^* = a^\alpha a^\alpha^*\) and \(d \cdot d^* = b^\beta b^\beta^*\) then \(|A\bar{v}|^2 \neq |A^*\bar{v}|^2\) and the operator \(A\) is not normal and consequently not self-adjoint. In this case, the eigenvalues \(\lambda\) are complex which result in complex frequencies.

\section*{B. Imaginary and complex \(\beta\)}

Assuming \(\beta = i\beta_3\), we have \(c = (\nabla \cdot C\nabla \bar{v} + \beta_3^2 \nabla C \nabla \bar{v})\) and \(d = (\nabla \cdot C\nabla + nC \nabla \bar{v})\) and \(a = (\nabla \cdot C\nabla + \beta_3^2 \nabla C \nabla \bar{v})\) and \(b = (\nabla \cdot C\nabla + nC \nabla \bar{v})\). Then \(c = a, d = b\), however as \(\beta^* \neq i\beta\), then from Eqs. (13)-(16), we have \(|A\bar{v}|^2 \neq |A^*\bar{v}|^2\). When \(\beta = \beta_R + i\beta_3\), then \(c \neq a, d \neq b\) and consequently the operator is not normal when \(\beta\) is not real. In these cases, the eigenvalues are complex form and eigenvectors are not orthogonal with respect to the operator \(B\).

\section*{C. \(\omega(\beta)\) solutions using PWE}

Consider a periodic structure with the reciprocal-lattice vectors \(G = (G_1, G_2, G_3)\). The material properties and field variables can be expanded using Fourier series as follows:

\[ \alpha(r) = \sum_G \alpha^G e^{iG \cdot r} \]

(20)

\[ f(r) = e^{-i\omega t} \sum_G f^G e^{i(G+K) \cdot r} \]

(21)
where $\alpha$ can be any of $\{\rho, C, \mu, \lambda\}$ and $f$ can be $\{u, \sigma\}$. Also, $r = (x_1, x_2, x_3)$ is the position vector and $K = \beta(n_1, n_2, n_3)$ is the wave vector. Substituting the material properties and displacement field in the elastodynamics equation of motion we have:

$$
\nabla \left[ \sum_G C^G : \nabla \left( \sum_G u^G e^{i(G + \tilde{G} + K) \cdot r} \right) \right] = -\omega^2 \sum_G \rho^G \sum_G u^G e^{i(G + \tilde{G} + K) \cdot r} \tag{22}
$$

The bandstructure for an in-plane wave propagation in a square unit cell with a circular hole for different cases of $C = H, C = N$ and $C = N + H$ are shown in Fig. (1). In Fig. (1-b) $C = N$ and as we can see, the real and imaginary parts of the frequency are equal. In Figs. (1-c,d) the real and imaginary parts of the frequency are plotted when 10% loss is added to the Young modulus. We can see that the real part of the frequency is equal to the case of $C = H$ and the imaginary part of the frequency also has the same general shape but with a different amplitude.

**FIG. 1.** $\omega(\beta)$ plot for the 2D in-plane wave propagation for: (a) $C = H$ (b) $C = N$ (c) real and (d) imaginary parts of frequency for $C = N + H$

**IV. $\beta(\omega)$ SOLUTIONS FOR A WAVE AT A GIVEN FREQUENCY**

As a slight modification of the problem, we can seek $\beta$ solutions given frequency $\omega$ and a direction $n$. To derive the appropriate eigenvalue form we write the elastodynamic equations as:

$$
\sigma_{ij,j} = -\omega^2 \rho u_i
\quad \sigma_{ij} = C_{ijkl} u_{k,l} \tag{23}
$$
Now considering $\mathbf{u} = \hat{\mathbf{u}} \exp(-i\beta n, x_i)$ and $\mathbf{\sigma} = \hat{\mathbf{s}} \exp(-i\beta n, x_i)$:

\[
\begin{align*}
\bar{s}_{ij,j} - i\beta n_j s_{ij} &= -\omega^2 \rho \bar{u}_i \\
\bar{s}_{ij} &= C_{ijkl}(\bar{u}_{k,l} - i\beta \bar{u}_k n_l)
\end{align*}
\] (24)

which after some rearrangement can be written as:

\[
A\phi = \beta B\phi
\]

where $\phi \equiv \{\hat{\mathbf{u}} \ \hat{\mathbf{s}}\}^T$ and the linear operators are given by:

\[
A = \begin{bmatrix}
\omega^2 \rho(\cdot) & \nabla \cdot (\cdot) \\
-C : \nabla(\cdot) & I
\end{bmatrix}; \quad B = i \begin{bmatrix} 0 & (\cdot) \cdot n \\
-C : (\cdot) \otimes n & 0 \end{bmatrix}
\] (25)

If $\mathbf{u}$ is vector valued $\mathbf{u}$ then the inner product is defined by:

\[
\langle \mathbf{u}, \mathbf{v} \rangle = \int u_i v_i^* dx
\] (26)

and the adjoint operator to a linear operator $M$, denoted by $M^\dagger$, is defined by:

\[
\langle M(\mathbf{u}), \mathbf{v} \rangle = \langle \mathbf{u}, M^\dagger(\mathbf{v}) \rangle
\] (27)

Operator $A$ is self adjoint if $A = A^\dagger$. Identifying $\psi \equiv \{\hat{\mathbf{u}} \ \hat{\mathbf{s}}\}^T$ we have:

\[
\langle B(\phi), \psi \rangle = \int -iC_{ijkl}\bar{u}_k n_l \bar{s}_{ij}^* + in_j\bar{s}_{ij}\bar{u}_i^* dx = \langle \phi, B^\dagger(\psi) \rangle
\] (28)

so the adjoint of operator $B$ is:

\[
B^\dagger = \begin{bmatrix} 0 & i[(\cdot) : \mathbf{C}^*] \cdot n \\
-i(\cdot) \otimes n & 0 \end{bmatrix}
\] (29)

Since $B \neq B^\dagger$, operator $B$ is not self-adjoint. For operator $A$ we have:

\[
\langle A\phi, \psi \rangle = \int \left[ \bar{s}_{ij,j}\bar{u}_i^* + \omega^2 \rho \bar{u}_i \bar{s}_{ij}^* + \bar{s}_{ij}\bar{s}_{ij}^* - C_{ijkl}\bar{u}_{k,l}\bar{s}_{ij}^* \right] dx
\]

\[
= \int \left[ -\bar{s}_{ij}\bar{u}_{i,j}^* + \omega^2 \rho \bar{u}_i \bar{s}_{ij}^* + \bar{s}_{ij}\bar{s}_{ij}^* + C_{ijkl}\bar{u}_i \bar{s}_{ij,l}^* \right] dx
\]

\[
= \int \left[ ((C_{ijkl}\bar{s}_{kl})^* + \omega^2 \rho \bar{u}_i^*)\bar{u}_i - (\bar{u}_{i,j}^* - \bar{s}_{ij}^*)\bar{u}_{i,j} \right] dx = \langle \phi, A^\dagger(\psi) \rangle
\] (30)

Thus we have:

\[
A^\dagger = \begin{bmatrix} \omega^2 \rho(\cdot) & \nabla \cdot [\mathbf{C}^* : (\cdot)] \\
-\nabla \cdot (\cdot) & I \end{bmatrix}
\] (31)

In the above, it should be noted that the surface integral terms disappear since $\phi, \psi$ are $\Omega-$periodic. Since $A \neq A^\dagger$, operator $A$ is also not self-adjoint. It follows that the eigenvalues are complex and the associated eigenvectors are not orthogonal. To check whether the operator $A$ is normal or not, we have:

\[
|A\hat{\mathbf{v}}|^2 = \langle A\hat{\mathbf{v}}, A\hat{\mathbf{v}} \rangle = \int \left[ \omega^2 \rho \bar{u} + \nabla \cdot \bar{s}, -C : \nabla \bar{u} + \bar{s} \right] \cdot \left[ \omega^2 \rho \bar{u}^* + \nabla \cdot \bar{s}^*, -C^* : \nabla \bar{u}^* + \bar{s}^* \right] dx = \int \left[ (\omega^2 \rho)(\omega^2 \rho^*)\bar{u} \cdot \bar{u}^* + (\omega^2 \rho^*)\bar{u} \cdot \bar{s}^* + (\omega^2 \rho^*)\bar{s} \cdot \bar{u}^* + \bar{u} \cdot \bar{s} \cdot \nabla \cdot \bar{s}^* \right] dx + \int \left[ C : \nabla \bar{u} \cdot C^* : \nabla \bar{u}^* - C : \nabla \bar{u} \cdot \bar{s}^* - \bar{s} \cdot C^* : \nabla \bar{u}^* + \bar{s} \cdot \bar{s}^* \right] dx
\] (32)

\[
(33)
\]
two of the three components of the wavevector $\beta$.

By substituting the Fourier expansion of stress and displacement in to the above equation we have:

$$|A^\dagger \bar{v}|^2 = \langle A^\dagger \bar{v}, A^\dagger \bar{v} \rangle =$$

$$\int [\omega^2 \rho \bar{u} + \nabla \cdot [C^* : \bar{s}], \nabla \bar{u} + \bar{s} \cdot [\omega^2 \rho \bar{u}^* + \nabla \cdot [C^* : \bar{s}^*], \nabla \bar{u}^* + \bar{s}^*] dx$$

$$= \int [(\omega^2 \rho)(\omega^2 \rho^*) \bar{u} \cdot \bar{u}^* + (\omega^2 \rho^*) \bar{u} \cdot \nabla [C^* : \bar{s}] + (\omega^2 \rho) \nabla \cdot [C^* : \bar{s}^*] \cdot \bar{u}^* + \nabla \cdot [C^* : \bar{s}^*] \cdot \nabla \bar{u}^* + \bar{s} \cdot \bar{s}^*] dx$$

$$+ \int [\nabla \bar{u} \cdot \nabla \bar{u}^* + \nabla \bar{u} \cdot \bar{s}^* + \bar{s} \cdot \nabla \bar{u}^* + \bar{s}^*] dx$$  \hspace{1cm} (34)

As $|A\bar{u}|^2 \neq |A^\dagger \bar{v}|^2$ thus the operator $A$ is not normal and consequently its eigenvectors don’t form a complete basis.

### A. $\beta(\omega)$ solutions using PWE

This problem is generally a quadratic eigenvalue problem, but we can re-write it as mixed linear eigenvalue problem:

$$\nabla \cdot \sigma = \rho \bar{u}$$  \hspace{1cm} (35)

$$\sigma = C : \nabla \bar{u}$$  \hspace{1cm} (36)

By substituting the Fourier expansion of stress and displacement into the above equation we have:

$$\sum_i \hat{G}_i + \beta n_j \sigma_{ij} G^{G+K}_i \cdot r = -\omega^2 \sum_i \rho G^{G} \sum_j u_j \hat{G} \cdot e^{(G+G+K)_i \cdot r}$$

$$\sum_i \sigma_{ij} G^{G+K}_i \cdot r = \sum_i C_{ijkl} G^{G+K} \cdot u_k \hat{G} \cdot e^{(G+G+K)_i \cdot r}$$  \hspace{1cm} (37)

$$\sum_i \sigma_{ij} G^{G+K}_i \cdot r$$  \hspace{1cm} (38)

Multiplying both sides of the equations by $e^{-i(G+K)_i \cdot r}$ and integrating over the unit cell, and also by separating the terms which contain $\beta$, we have the following:

$$\sum_i \hat{G}_i \sigma_{ij} G^{G} = -i \beta n_j \sigma \hat{G}$$  \hspace{1cm} (39)

$$\sigma_{ij} G^{G} - i \sum_i C_{ijkl} G^{G} \cdot u_k \hat{G} \cdot e^{i(G+G+K)_i \cdot r} = \sum_i \beta C_{ijkl} n_i \hat{G} \cdot e^{-i(G+G+K)_i \cdot r}$$  \hspace{1cm} (40)

To use this formulation in an example, the complex bandsructure for an out-of-plane wave in a square unit cell of length 1 with a circular inclusion of radius 0.3 is plotted in Fig. (2). The complex bandstructer in Fig. (2a) is for a linear elastic material case, in which only two branches for the evanescent waves with pure imaginary wavemumber are plotted (among infinite number of evanescent waves). The first complex branch has the imaginary value of zero in the pass bands and a non zero value when in the band gap (where the real part is equal to $\pi$). The second complex branch corresponds to the largest eigenvalue with zero real part at each frequency. The bandstructure in Fig. (2b) is for the same unit cell but the viscoelastic matrix with the following complex modulus:

$$\mu(\omega) = \frac{\mu_\infty + \mu_0 \tau^2 \omega^2}{1 + \tau^2 \omega^2} - i \frac{(\mu_\infty - \mu_0) \tau \omega}{1 + \tau^2 \omega^2}$$  \hspace{1cm} (41)

where $\mu_\infty = \alpha \mu_0$ and $\mu_0 = 1.33e9$ $\alpha = 0.7$, $\tau = 0.0001$. As the stiffness tensor is frequency dependent in the viscoelastic materials, the $\omega(\beta)$ formulation cannot solve this problem directly, however, it is easy to solve it using the linear eigenvalue formualtion of $\beta(\omega)$. In some studies only the real part of the shear modulus is used to compare the bandgap behavior, however in Fig. (2b) both storage and loss modules are used. As one can see, for the viscoelastic case, pure real solutions cannot be predicted and the eigenvalues are complex. Also, the bandgap region is not apparent.

### B. $\beta_3(\omega, \beta_\omega)$ solutions

Now we consider another kind of the phononic eigenvalue problem. In this case we are given the frequency $\omega$ and two of the three components of the wavevector $\beta = \{\beta_1, \beta_2, \beta_3\}$. Without any loss of generality we assume that $\beta_1, \beta_2$
are known. The fields are of the form $u = \bar{u} \exp(-i\beta x_i)$ and $\sigma = \bar{s} \exp(-i\beta x_i)$. Denoting by greek letters the indices 1, 2 and by roman the indices 1, 2, 3 we can separate the equations of motion into the following:

$$\bar{s}_{ij,j} - i\beta_\alpha \bar{s}_{ij,\alpha} + \omega^2 \bar{\rho}_{ij} \bar{u}_i = i\beta_3 \bar{s}_{ij,3}$$

$$\bar{s}_{ij} - C_{ijkl}\bar{u}_{k,l} + iC_{ijkl}\beta_\alpha \bar{u}_k = -iC_{ijkl}\beta_3 \bar{u}_k$$

(42)

These equations can be cast in the generalized eigenvalue form by identifying two new vectors. Specifically we consider

$$\phi = \beta_3 B \phi$$

where $\phi \equiv \{\bar{u} \bar{s}\}^T$ and $A$, $B$ are defined as:

$$A = \begin{bmatrix} \omega^2 \rho(\gamma) & \nabla \cdot (\gamma) - i(\gamma) \cdot n \\ -C : \nabla (\gamma) + iC : (\gamma) \otimes n \end{bmatrix} \quad B = \begin{bmatrix} 0 & i(\gamma) \cdot n \\ -iC : (\gamma) \otimes n & 0 \end{bmatrix}$$

(43)

Now we have:

$$\langle B(\phi), \psi \rangle = \int \{\bar{u}_i \bar{s}_{ij}\} \left[ \frac{in\bar{s}_{ij}}{-iC_{ijkl}\bar{u}_{k,l}} \right] dx = \int \left[ -i\bar{s}_{ij}^* C_{ijkl} \bar{u}_{k,l} n_i + i\bar{u}_i n_j \bar{s}_{ij} \right] dx = \langle \phi, B^\dagger(\psi) \rangle$$

(44)

The adjoint of operator $B$ is then:

$$B^\dagger = \begin{bmatrix} 0 & i(\gamma) : C^* \cdot n \\ -i(\gamma) \otimes n & 0 \end{bmatrix}$$

(45)

Since $B \neq B^*$, operator $B$ is not self-adjoint. For operator $A$ we have:

$$\langle A(\phi), \psi \rangle = \int \left[ \bar{u}_i^* \bar{s}_{ij,j} - i\bar{u}_i^* \gamma_j \bar{s}_{ij,\alpha} + \omega^2 \bar{\rho}_{ij} \bar{u}_i + \bar{s}_{ij}^* \bar{s}_{ij,\gamma} - \bar{s}_{ij}^* C_{ijkl} \bar{u}_{k,l} + i\bar{s}_{ij}^* C_{ijkl} \gamma \bar{u}_k \right] dx$$

$$= \int \left[ -\bar{u}_i^* \gamma_j \bar{s}_{ij,\alpha} + \omega^2 \bar{\rho}_{ij} \bar{u}_i + \bar{s}_{ij} \bar{s}_{ij,\gamma} + (\bar{s}_{ij}^* C_{ijkl}) \bar{u}_{k,l} + i\bar{s}_{ij}^* C_{ijkl} \gamma \bar{u}_k \right] dx$$

$$= \int \left[ (\omega^2 \bar{\rho}_{ij} + (\bar{s}_{kl}^* C_{klij}) \gamma) \bar{u}_i + (\bar{s}_{ij}^* \gamma_j + \bar{s}_{ij}^*) \bar{s}_{ij} \right] dx = \langle \phi, A^\dagger(\psi) \rangle$$

(46)

(47)

Its adjoint satisfies:

$$A^\dagger = \begin{bmatrix} \omega^2 \rho(\gamma) \nabla \cdot (\gamma) - i(\gamma) : C^* \cdot n \\ -\nabla(\gamma) + i(\gamma) \otimes n \end{bmatrix}$$

(48)

Since $A \neq A^*$, operator $A$ is also not self-adjoint. It follows that the eigenvalues $\beta_3$ are complex. Among these complex eigenvalues, there are a limited real eigenvalues which refer to the propagating waves in the structure. Also infinite
number of eigenvalues are pure imaginary which are evanescent waves. One should note that with formulation in Eq. 12, the matrix $B$ associated with the discretized version of the operator $B$ (using PWE, FEM, etc.) is generally singular and thus there are eigenvalues with the value of infinity. There are numerical methods in computational algebra\cite{30} which can remove these eigenvalues if one is interested. However, the eigenvalues with finite value can still be obtained as shown in Fig. 3.

C. PWE solution

By substituting Eqs. (20,21) into Eq. (12) we have the following:

$$i \sum_G (\hat{G}_j + \beta_j) \sigma_{ij} e^{i(\hat{G}+K) \cdot r} = -\omega^2 \sum_G \rho^G \sum_G u_i^G e^{i(\hat{G}+\hat{G}+K) \cdot r}$$

$$\sum_G \sigma_{ij} G^G e^{i(\hat{G}+K) \cdot r} = i \sum_G \frac{C_{ijkl}}{G} \sum_G (\hat{G}_l + \beta_l) u_k^G e^{i(\hat{G}+\hat{G}+K) \cdot r}$$

Assuming that $\beta_1$ and $\beta_2$ are given, we can re-write the above equation in the following way to form a generalized eigenvalue with $\beta_3$ as the eigenvalues and $\{u, \sigma\}$ as the eigenvectors:

$$i \sum_G [(\hat{G}_\alpha + \beta_\alpha) \sigma^{G\alpha} + \hat{G}_{3\sigma} \sigma^{G\alpha}] e^{i(\hat{G}+K) \cdot r} + \omega^2 \sum_G \rho^G \sum_G u_i^G e^{i(\hat{G}+\hat{G}+K) \cdot r} = -i \sum_G \beta_3 \sigma^{G\alpha} e^{i(\hat{G}+K) \cdot r}$$

$$\sum_G \sigma^{G\alpha} e^{i(\hat{G}+K) \cdot r} - i \sum_G \frac{C_{ijkl}}{G} (\hat{G}_\alpha + \beta_\alpha) u_k^G e^{i(\hat{G}+\hat{G}+K) \cdot r} - i \sum_G \frac{C_{ijkl}}{G} \sum_G (\hat{G}_{3\beta} + \beta_{3\beta}) u_k^G e^{i(\hat{G}+\hat{G}+K) \cdot r} =$$

$$i \sum_G \frac{C_{ijkl}}{G} \sum_G \beta_3 u_k^G e^{i(\hat{G}+\hat{G}+K) \cdot r}$$

Multiplying both sides of the equations by $e^{-i(\hat{G}+K) \cdot r}$ and integrating over the unit cell, Eqs. (51,52) are written as follows:

$$i [ (\hat{G}_\alpha + \beta_\alpha) \sigma^{G\alpha} + \hat{G}_{3\beta} \sigma^{G\alpha} ] + \omega^2 \sum_G \rho^G u_i^G e^{i(\hat{G}+K) \cdot r} = -i \beta_3 \sigma^{G\alpha}$$

$$\sigma^{G\alpha} - i \sum_G \frac{C_{ijkl}}{G} (\hat{G}_\alpha - \beta_\alpha) u_k^G e^{i(\hat{G}+K) \cdot r} - i \sum_G \frac{C_{ijkl}}{G} (\hat{G}_{3\beta} - \beta_{3\beta}) u_k^G e^{i(\hat{G}+K) \cdot r} = i \beta_3 \sum_G \frac{C_{ijkl}}{G} u_k^G e^{i(\hat{G}+K) \cdot r}$$

![FIG. 3. (a) $\beta_1 - \beta_2$ plot for propagating waves at $\omega = 3000$ (rad/s) (b) $\beta_1 - \beta_2$ plot for the evanescent waves with pure imaginary $\beta_2$ values](image)

In Fig. 3 the $\beta_2(\beta_1, \omega)$ problem for a layered composite and an in-plane wave propagation is solved. In Fig (a) two branches corresponding to the two propagating waves in the composite at $\omega = 3000$ (rad/s) are shown, and also four branches of the evanescent waves (pure imaginary $\beta_2$ values) are shown in Fig. (b). The application of this
problem is when a metamaterial is interfaced with a homogeneous medium. In this problem, the $\beta_1$ component of the wavenumber is known when a plane wave is incident at the interface from the homogeneous part. Thus the $\beta_2$ values should be calculated in order to find the propagating waves in the metamaterial part.

V. CONCLUSION

Different categories of phononic eigenvalue problems were studied in this paper. For each problem, the properties of its eigenvalues and eigenvectors were revealed by the means of spectral theorem. It was shown that for the $\omega(\beta)$ problem, when $\beta$ is real and also the stiffness tensor has a Hermitian form, the eigenvalues are real and negative and the corresponding eigenvectors are orthogonal. Also, when the stiffness tensor is skew-Hermitian, the eigenvalues are real but positive which leads to pure imaginary frequency values. In these cases, the eigenvectors form a complete basis for the displacement field. For other cases of complex wavenumber or non-Hermitian stiffness tensor, the operator is not normal (and, therefore, not self-adjoint.) The $\beta(\omega, n)$ problem was studied using a mixed formulation in which the eigenvectors are made of both displacement and stress components and which results in the conversion of the quadratic eigenvalue problem to a linear one. It was shown that using the mixed formulation, the resulted operators are not normal. Consequently, even in the absence of damping, the eigenvalues are complex. The wavenumbers, therefore, correspond to both propagating and evanescent modes. Another important case considered is the $\beta_3(\omega, \beta_\alpha)$ problem which is especially useful for analyzing scattering problems. A mixed formulation was presented for this case which enables the direct determination of all the components of the wavenumber which would be required in a Snell’s law setting.
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