Bound for Gaussian-state Quantum illumination using direct photon measurement
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It is important to find feasible measurement bounds for quantum information protocols. We present analytic bounds for quantum illumination with Gaussian states when using an on-off detection or a photon number resolving (PNR) detection, where its performance is evaluated with signal-to-noise ratio. First, for coincidence counting measurement, the best performance is given by the two-mode squeezed vacuum (TMSV) state which outperforms the coherent state and the classically correlated thermal (CCT) state. However, the coherent state can beat the TMSV state with increasing signal mean photon number in the case of the on-off detection. Second, the performance is enhanced by taking Fisher information approach of all counting probabilities including non-detection events. In the Fisher information approach, the TMSV state still presents the best performance but the CCT state can beat the TMSV state with increasing signal mean photon number in the case of the on-off detection. Furthermore, we show that it is useful to take the PNR detection on the signal mode and the on-off detection on the idler mode, which reaches similar performance of using PNR detections on both modes.

I. INTRODUCTION

Entanglement is indispensable for quantum teleportation, quantum sensing, and quantum illumination (QI). Contrary to the other protocols, QI loses entanglement but takes quantum advantage by survival of quantum correlation. The objective of QI is to discriminate the presence or absence of a low-reflectivity target [12]. According to the frequency range of the probe signal used for QI, photon loss is the dominant limiting factor for the performance in optical wave range or thermal noise is the dominant one in microwave range. In a laboratory, a low-reflectivity beam splitter plays the role of the target and thermal noise is intentionally injected into the low-reflectivity beam splitter. Thermal noise is replaced by thermal state which is produced by scattering coherent state light with a rotating glass disk or blocking one mode of a two-mode squeezed vacuum (TMSV) state.

We consider a scenario where the signal mode of an input state interacts with a target having a low reflectivity in a strong thermal-noise environment, and then the reflected signal mode is measured in a receiver. Given an idler mode of the input state, it is best to measure the idler mode with the reflected signal mode.

The performance of QI can be evaluated by quantum Chernoff bound (QCB) [3-5], which is the upper limit of the lower bound on a target-detection error probability. Under a weak thermal-noise environment, in the beginning, an entangled state takes quantum advantage over a separable state under single-photon level [1]. The idea was extended to Gaussian states under a strong thermal-noise environment [2, 6], where a TMSV state outperforms a coherent state. As an input state, it is feasible to prepare Gaussian states, such as coherent, thermal, squeezed, and TMSV states. Based on QCB, coherent state presents the best performance in single-mode Gaussian states. In two-mode Gaussian states, TMSV state is a nearly optimal state [7, 8] for symmetric discrimination and an optimal state [9] for asymmetric one. A classically correlated thermal (CCT) state, which is produced by impinging a thermal state into a beam splitter, cannot outperform the TMSV state and the coherent state in QCB.

Although QCB is not directly related to any physical observable, it can be achieved with signal-to-noise ratio (SNR) with specific measurement schemes. QCB and SNR are independently derived from the detection error probability. The QCB is represented by the exponential of the decay constant [3-10], \( \exp[-M\gamma] \), as the upper limit of the lower bound, and the SNR is represented by the exponent of the detection error probability, \( \exp[-\text{SNR}^{(M)}] \), where \( M \) is the number of modes. As examples, coherent state asymptotically approaches its QCB with homodyne detection [2, 11], and CCT state can do that with photon number difference measurement [12]. However, TMSV state asymptotically can attain its QCB not by the SNR that only considers joint local measurement but by collective measurement, e.g., sum frequency generation with feedforward [13], which requires a quantum memory. Except the homodyne detection, the two other measurement schemes were not implemented in a laboratory.

Since the first QI experiment [14], there were several experiments implemented in optical range [15, 19] and microwave range [20, 23]. Theoretically, there are feasible proposals with optical parametric amplifier (OPA) and phase-conjugate (PC) receivers [24], photon number difference measurement [12, 25, 26], homodyne (or heterodyne) detection [27, 28], and on-off detection scheme [30, 31] that is conditionally to prepare a signal mode by detecting the idler mode with an on-off detector (or on-off detector arrays). Note that the OPA and PC receivers
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can asymptotically approach a half of the exponent of the QCB for TMSV state. However, all the measurements schemes require nonlinear interactions or interference with additional modes, except the on-off detection and the photon number difference measurement. Thus, it is worthwhile to find the detection error probability bound using direct photon measurement, without any other additional modes.

In this paper, we consider the most feasible measurements for Gaussian-state quantum-illumination, using on-off detection and photon number resolving (PNR) detection. Note that we have already considered homodyne (or heterodyne) detection in our previous work [12]. Physically, the on-off detection can be implemented by an ideal avalanche photodiode (APD) as well as an ideal superconducting nanowire single-photon detector (SNSPD), where both detectors are commercially available. The PNR detection can be implemented by an ideal transition-edge-sensor (TES) that is extensively investigated [32] as well as SNSPD arrays [33]. CCD or EM-CCD is also implemented to discriminate photon numbers, even with low efficiency. Theoretically, it is valuable to find the best theoretical bounds using the on-off and PNR detection, without additional modes or combining the signal-and-idler mode. By directly measuring the idler and the reflected signal, we evaluate the performance bound with signal-to-noise ratio (SNR). The performance is shown by coincidence counting events, and then it is enhanced by Fisher information approach including all possible counting events.

II. SINGLE- AND TWO-MODE GAUSSIAN STATES

A Gaussian state is described with covariance matrix and first-order moments [34]. The covariance matrix is described with \( \sigma_{jk} = \langle \hat{R}_j \hat{R}_k + \hat{R}_k \hat{R}_j \rangle - 2 \langle \hat{R}_j \hat{R}_k \rangle \), where \( \hat{R}_k = \hat{X}_k (\hat{P}_k) \) and \( \hat{a}_k = \frac{1}{\sqrt{2}} (\hat{X}_k + i \hat{P}_k) \). The first-order moments are described with displacement, \( \mu^T = \sqrt{2} (\text{Re}(\alpha), \text{Im}(\alpha)) \). \( \hat{a}_k \) is the annihilation operator in mode \( k \) that can be described with the position and momentum operators, \( \hat{X}_k \) and \( \hat{P}_k \). According to the relation among the annihilation operator, the position and momentum operators, the coefficients in the covariance matrix and the first-order moment are determined, such as 2 in \( \sigma_{jk} \) and \( \sqrt{2} \) in \( \mu^T \). After interacting a signal mode with a target in thermal noise environment, the covariance matrix is transformed into \( \sigma(\kappa) = X \sigma_{in} X^T + Y \), where \( X = \text{diag}(\sqrt{2}, \sqrt{2}, 1, 1) \), \( Y = \text{diag}(1 - \kappa + 2 N_B, 1 - \kappa + 2 N_B, 0, 0) \), and \( \sigma_{in} \) is the input covariance matrix. The first-order moment is transformed into \( \mu(\kappa) = X \mu_{in} \), where \( \mu_{in} \) is the input first-order moment. \( \kappa \) is a target reflectivity while \( 1 - \kappa \) is the target transmittivity.

Previously, most of the QI works compared the performances of TMSV state and coherent state, while there are few works that compared the performances of TMSV state and CCT state [14, 20, 21]. Recently one compared the performances of coherent state, CCT state, and TMSV state [12, 22]. Here we consider coherent state, CCT state, TMSV state, and displaced squeezed (DS) state.

A single-mode pure Gaussian state is represented by a DS state \( D(\alpha)|\xi\rangle \), where \( \alpha = |\alpha|e^{i\phi} \) and \( \xi = re^{i\xi} \). \( \alpha \) is a displacement parameter, \( \xi \) is a squeezing parameter, and \( r \) is the amplitude of the squeezing parameter. After interacting the input signal with a target having reflectivity \( \kappa \) in thermal noise environment, the reflected output state is given by

\[
\sigma_{DS}(\kappa) = \begin{pmatrix}
A_1 - A_2 \cos \varphi & -A_2 \sin \varphi \\
-A_2 \sin \varphi & A_1 + A_2 \cos \varphi
\end{pmatrix},
\]

where \( A_1 = 1 + 2 N_B + 2 \kappa N_{sq}, \ A_2 = 2 \kappa \sqrt{N_{sq}(N_{sq} + 1)}, \ N_{sq} = \sinh^2 r \), and \( N_B \) is the mean photon number of thermal noise observed at a detector. When the target is absent, the covariance matrix is \( \sigma_{DS}(0) \) and the first-order moment is \( \mu = 0 \).

We also consider two-mode squeezed vacuum (TMSV) states and classically correlated thermal (CCT) states as representatives of two-mode Gaussian states with no first-order moment. The former is a representative of continuous variable entangled states, and the latter is a kind of classically correlated states. After the signal mode of the TMSV state interacts with a target, the output is given by

\[
\sigma_{TMSV}(\kappa) = \begin{pmatrix}
B & 0 & C & 0 \\
0 & B & 0 & -C \\
C & 0 & 1 + 2 N_S & 0 \\
0 & -C & 0 & 1 + 2 N_S
\end{pmatrix},
\]

where \( B = 1 + 2 N_B + 2 \kappa N_S, \ C = 2 \sqrt{\kappa N_S(N_S + 1)}, \ N_S \) is the mean photon number of the signal mode. When the target is absent, the covariance matrix is \( \sigma_{TMSV}(0) \). After the signal mode of the CCT state interacts with the target, the output state is given by

\[
\sigma_{CCT}(\kappa) = \begin{pmatrix}
B & 0 & D & 0 \\
0 & B & 0 & D \\
D & 0 & 1 + 2 N_I & 0 \\
0 & D & 0 & 1 + 2 N_I
\end{pmatrix},
\]

where \( D = 2 \sqrt{\kappa N_S N_I} \) and \( N_I \) is the mean photon number of the idler mode. When the target is absent, the covariance matrix is \( \sigma_{CCT}(0) \). The pre-interaction covariance matrices of the TMSV and CCT states are obtained by writing down Eqs. (2) and (3) at \( \kappa = 1 \) and \( N_B = 0 \).
III. SIGNAL-TO-NOISE RATIO WITH COINCIDENCE COUNTING

The performance of discriminating the presence or absence of a target can be evaluated with a detection error probability that is represented by a sum of miss-detection probability \( P(\text{off}|\text{on}) \) and false-alarm probability \( P(\text{on}|\text{off}) \), which is minimized under the decision threshold. Assuming unbiasedness for two hypotheses, such as the presence and absence of false-alarm probabilities. Then, the detection error probability is given by \( P(\text{err}|\text{on}) = \frac{1}{2}[P(\text{off}|\text{on}) + P(\text{on}|\text{off})] \) whose minimum is approximately upper bounded as \( P(\text{err}|\text{on}) \approx \exp[-SNR(M)] \) when the two states of target present or absent are close to each other \([12, 24, 35]\) at \( M \gg 1 \).

Under mode-by-mode measurements, the signal-to-noise ratio (SNR) is explicitly derived with

\[
\text{SNR}(M) = \frac{M(\langle \hat{O} \rangle_{\text{on}} - \langle \hat{O} \rangle_{\text{off}})^2}{2[\Delta^2 O_{\text{on}} + \Delta^2 O_{\text{off}}]^2}, \tag{4}
\]

where \( M \) is the number of modes, \( \langle \hat{O} \rangle_{\text{on}} \) is the mean value of an observable \( \hat{O} \), and \( \Delta^2 O_{\text{on}} \) is its variance. Increasing the SNR corresponds to decreasing the detection error probability.

A. On-off detection

An observable that describes coincident on-off detection is given by \( O_{\text{on}} \equiv \bigotimes_{i=S,I} \langle I_i | - | 0 \rangle \) for signal and idler modes, where \( I_i \) is the identity operator of mode \( i \). Without an idler mode, it only takes the signal-mode observable. Since the variance of the observable is given as \( \Delta^2 O_{\text{on}} = \langle O_{\text{on}} \rangle (1 - \langle O_{\text{on}} \rangle) \), the SNR of Eq. (4) is represented only with \( \langle O_{\text{on}} \rangle \).

For a single-mode Gaussian state, the mean value of the observable is obtained as \( \langle O_{\text{on}} \rangle = 1 - tr(\rho_{\text{out}}|0\rangle_S|0\rangle) \). Given a DS state, the vacuum probability from the Eq. (1) is derived as

\[
\langle 0|\rho_{\text{out}}|0 \rangle = \frac{\exp[-\frac{\kappa|\alpha|^2}{2L} (A_1 + 1 + A_2 \cos(\varphi - 2\phi))] \sqrt{L}}{\sqrt{2}}, \tag{5}
\]

where \( L = (N_B + 1)^2 + \kappa N_B (2 + 2N_B - \kappa) \). Then, the SNR is maximized at \( \cos(\varphi - 2\phi) = 1 \). At \( \kappa = 0.01 \) and \( N_B = 600 \), the SNR is maximized with \( |\alpha|^2 \approx 0.918 \) in the constraint of \( N_S \equiv |\alpha|^2 + N_{Sq} = 1 \), where the DS state presents sub-Poissonian statistics. Since there is a very small difference between the SNRs of the coherent state and the DS state, we choose the coherent state as the representative of the single-mode Gaussian state in the on-off detection scheme. In the limit of \( N_S, \kappa \ll 1 \ll N_B \), the SNR is approximated as \( \frac{M\kappa^2 N_S^2}{SNR_B} \).

For a two-mode Gaussian state, the mean value of the observable is obtained as \( \langle O_{\text{on}} \rangle = 1 - tr(\rho_{\text{out}}|0\rangle_S|0\rangle) - tr(\rho_{\text{out}}|0\rangle_I|0\rangle) + tr(\rho_{\text{out}}|0\rangle_S|0\rangle) \).

Given a TMSV state, the mean value of the observable is derived as

\[
\langle \hat{O}_{\text{on}} \rangle = \frac{N_S (1 + N_B) + 1}{(1 + N_S)(1 + N_B)} - \frac{1}{1 + N_B + \kappa N_S}. \tag{6}
\]

In the limit of \( N_S, \kappa \ll 1 \ll N_B \), the SNR is approximated as \( \frac{M\kappa^2 N_S^2}{SNR_B} \). Given a CCT state, the mean value of the observable is derived as

\[
\langle \hat{O}_{\text{on}} \rangle = 1 - \frac{1}{1 + N_B + \kappa N_S} - \frac{1}{1 + N_I} + \frac{1}{(1 + N_I)(1 + N_B) + \kappa N_S}. \tag{7}
\]

In the limit of \( N_S, N_I, \kappa \ll 1 \ll N_B \), the SNR is approximated as \( \frac{M\kappa^2 N_S^2 N_I}{2SNR_B} \).

![Fig.1(a)](image)

(a) Signal-to-noise ratio as a function of \( N_S \) under coincidence counting measurements using on-off detection: TMSV state (red, dashed), coherent state (blue, solid), and CCT state (black, dot-dashed). According to the mean photon number of the idler mode \( N_I \) in the CCT state, the CCT state can beat the TMSV state and approach the performance of the coherent state at \( N_I = 10^6 \). (b) SNR ratios for TMSV/Coherent (blue, solid), TMSV/CCT (red, dashed), and Coherent/CCT (black, dot-dashed) states at \( N_I = 10^6 \). Blue and red curves are overlapped. Green dotted line indicates \( 1 \). In all cases, \( \kappa = 0.01, N_B = 600, \) and \( M = 10^6 \).
0.0016, but the coherent state presents the best performance at $N_S > 0.0016$. The TMSV state cannot take advantage of quantum correlation over coherent state in a high mean photon number of the signal mode when using on-off detection. The CCT state can beat the TMSV state with increasing the mean photon number of the idler mode $N_I$, and then it can approach the coherent state performance around $N_I = 10^6$. Increasing the mean photon number of the idler mode of the CCT state corresponds to increasing the classical correlation of the CCT state. Under the on-off detections, increasing the classical correlation of the CCT state can beat the performance of the TMSV state for a fixed signal mean photon number. In Fig. 2(b), we show the SNR ratios between the states. The TMSV state can take advantage over the coherent state more than five times at low $N_S$. The SNR ratio between the coherent state and the CCT state with $N_I = 10^6$ is equal to one, regardless of $N_S$.

### B. Photon Number Resolving detection

Replacing the on-off detector by the PNR detector, it is expected to extract more information encoded in different photon number states. An observable of coincident PNR detection is given by $\hat{n}_S \equiv \otimes_{i=S,I} \hat{a}_i^\dagger \hat{a}_i$. It only takes the signal mode observable for a single-mode state.

For a two-mode Gaussian state, the mean value of the observable is obtained as $\langle \hat{n}_S \rangle = \kappa \langle \hat{n}_S \rangle_{in} + N_B$, where subscript 'in' represents the input mode. $\hat{n}_S$ represents the number operator of the signal mode. Its variance is given by $\Delta^2 n_s = \kappa \langle \hat{n}_S \rangle_{in}^2 + 2N_B + \kappa Q_M + N_B(1 + N_B)$, where $Q_M \equiv \frac{\langle \hat{n}_S \rangle_{in}^2 - \langle \hat{n}_S \rangle_{in}^2}{\langle \hat{n}_S \rangle_{in}^2 - 1}$ is the Mandel $Q$-factor. The SNR of Eq. (4) increases with decreasing $Q_M$. Thus, it is best to send a single-mode Gaussian state having sub-Poissonian statistics, i.e., DS state, toward the target. In the range of $\kappa \ll 1$, however, it is negligible to consider the sub-Poissonian contribution from the $\kappa^2$ factor, such that it is more feasible to prepare the coherent state than the DS state. In the limit of $N_S$, $\kappa \ll 1 \ll N_B$, the SNR is approximated as $\frac{M \kappa^2 N_S^2}{SNR}$.

For a two-mode Gaussian state, the mean value of the observable is obtained as $\langle \hat{n}_S \rangle = \kappa \langle \hat{n}_S \hat{n}_I \rangle_{in} + N_B \langle \hat{n}_I \rangle_{in}$. $\hat{n}_I$ represents the number operator of the idler mode. Its variance is given by

$$\Delta^2 n_{SI} = \kappa^2 \langle (\hat{n}_S \hat{n}_I \rangle_{in}^2 - \langle \hat{n}_S \hat{n}_I \rangle_{in}^2 \rangle_{in} + 2N_B^2 \langle \hat{n}_I \rangle_{in}^2 + 2\kappa N_B \langle \hat{n}_S \hat{n}_I \rangle_{in} \langle \hat{n}_I \rangle_{in} + \kappa(1 - \kappa + 4N_B) \langle \hat{n}_S \hat{n}_I \rangle_{in}^2.$$  

In the limit of $N_S$, $N_I$, $\kappa \ll 1 \ll N_B$, the SNR of Eq. (4) is approximated as

$$\text{SNR}^{(M)} \approx \frac{M \kappa^2 \langle \hat{n}_S \hat{n}_I \rangle_{in}^2}{8[N_B^2 \langle \hat{n}_I \rangle_{in}^2 - \langle \hat{n}_I \rangle_{in}^2] + N_B^2 \langle \hat{n}_S \hat{n}_I \rangle_{in}^2}.$$  

Given a TMSV state and a CCT state, the SNRs are approximated as $\frac{M \kappa^2 N_S}{16N_B}$ and $\frac{M \kappa^2 N_I}{4N_B}$, respectively.
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**Fig. 2.** (a) Signal-to-noise ratio as a function of $N_S$ under coincidence counting measurements using PNR detections: TMSV state (red, dashed), coherent state (blue, solid), and CCT state (black, dot-dashed). According to the mean photon number of the idler mode ($N_I$) in the CCT state, the CCT state can beat the coherent state. (b) SNR ratios for TMSV/Coherent (blue, solid), TMSV/CCT (red, dashed), and Coherent/CCT (black, dot-dashed) states at $N_I = 10^6$. Green dotted line indicates 1. In all cases $\kappa = 0.01, N_B = 600$, and $M = 10^6$. Fig. 2(a) shows the SNRs of the three Gaussian states as a function of $N_S$ under coincidence counting measurements using PNR detectors. The TMSV state outperforms the other states in the whole range of $N_S$. The TMSV state takes advantage of quantum correlation over coherent state even in a high mean photon number of the signal mode when using the PNR detection. It is understood that the PNR detection can extract much more information on the target as well as on quantum correlation of the TMSV state than the on-off detection. With increasing $N_I$, the CCT state can beat the coherent state at $N_I = 2N_S$ but it cannot beat the TMSV state. Under PNR detections, increasing the classical correlation of the CCT state cannot beat the performance of the TMSV state for a fixed signal mean photon number. In Fig. 2(b), we show the SNR ratios between the states. The TMSV state can take advantage over the coherent (or CCT) state more than ten times at low $N_S$. The SNR ratio between the coherent state and the CCT state with $N_I = 10^6$ is less than one, regardless of $N_S$. 

IV. SIGNAL-TO-NOISE RATIO WITH FISHER INFORMATION APPROACH

In the limit of $\kappa \ll 1$, the SNR of Eq. (4) can be approximated as quantum Fisher information (QFI) [20, 30] that is achieved with symmetric logarithmic derivative (SLD) [37]. The eigenbasis of the SLD corresponds to the optimal measurement basis. Putting an optimal quantum estimator $\hat{O}_0 = \eta I + \hat{L}_\eta$ of the Ref. [37] into the SNR of Eq. (4), the SNR is approximated as $\text{SNR}^{(M)} \approx M \kappa H(\kappa = 0)/8$, where $\kappa = \eta^2$, $H_\kappa$ is the QFI, and $\hat{I}$ is the identity operator. The SLD is given by $\hat{L}_\kappa = 2 \sum_{n,m} \langle \psi_m | \partial_\kappa \rho_\kappa | \psi_n \rangle \langle \psi_n |$, where $\rho_\kappa = \sum_n p_n | \psi_n \rangle \langle \psi_n |$.

Under a specific measurement scheme described by an orthogonal POVM, the outcome statistics can be encoded in a diagonal density matrix whose diagonals are the probabilities of each outcome. The SLD of the diagonal density matrix describes the optimal observable that can be performed under the specific measurement. As the measurement basis is diagonalized, the associated quantum estimator contains only diagonal terms so that the associated SLD is given by

$$\hat{L}_D = \sum_n x_n \hat{M}_n \equiv \hat{O}_{pt}, \quad x_n = \frac{\partial_\kappa \text{Tr}(\rho_\kappa \hat{M}_n)}{\text{Tr}(\rho_\kappa \hat{M}_n)} \bigg|_{\kappa = 0}, \quad (10)$$

where $\partial_\kappa$ represents the partial derivative with respect to $\kappa$. Here, $\{ \hat{M}_n \}$ represents the orthogonal POVM corresponding to either on-off or PNR detection scheme. Putting the associated SLD into the SNR of Eq. (4), we can obtain $\langle \hat{L}_D \rangle_\kappa \approx \kappa F(\kappa = 0)$ and $\langle \hat{L}_D \rangle_\kappa - \langle \hat{L}_D \rangle_\kappa^2 \approx F(\kappa = 0)$. Thus, we can derive the SNR being approximated as

$$\text{SNR}^{(M)} \approx \frac{\kappa^2}{8} \sum_n \frac{[\partial_\kappa P_n]^2}{P_n} \bigg|_{\kappa = 0} = \frac{\kappa^2}{8} F(\kappa = 0), \quad (11)$$

where $P_n = \text{Tr}(\rho_\kappa \hat{M}_n)$ is the probability and $F(\kappa = 0)$ is the Fisher information. Note that we take a coherent state as the representative of the single-mode Gaussian state, due to its negligible difference from the DS state.

A. On-off detection

FI using on-off detection is represented by

$$\frac{\partial_\kappa \langle n \mid \langle i \mid \hat{S}_o \rangle \rangle^2}{\langle P_{pt}(i,j) \rangle} \bigg|_{\kappa = 0}, \quad P_{oo}(i,j) \text{, which is a function of the target reflectivity } \kappa \text{, represents the conditional probability of presenting } i \text{ status in the reflected mode and } j \text{ status in the idler mode. For a coherent state, the SNR is approximated as } \text{SNR} \approx \frac{\kappa^2 N_2}{8N_B^2(N_B + 1)^2} \text{ by using Eq. (5). For a TMSV state, the SNR is approximated as } \frac{\kappa^2 N_2}{8N_B^2(N_B + 1)^2} \text{ by using Eq. (6). For a CCT state, the SNR is approximated as } \frac{\kappa^2 N_2}{8N_B^2(N_B + 1)^2} \left[ 1 + \frac{N_2}{(N_B + 1)^2} \right] \text{ by using Eq. (7), which is maximized at } N_B = 1. \text{ The TMSV state outperforms the other states in the range of } N_B < 4, \text{ but the CCT state presents the best performance at } N_B > 4. \text{ By using the on-off detection, such as } \hat{O}_0 = |0 \rangle \langle 0 | \text{ and } \hat{O}_1 = \hat{I} - \hat{O}_0, \text{ the corresponding SLDs are obtained as follows: } \hat{O}_{pt} = N_B \hat{O}_0 \hat{S} - \hat{O}_1 \hat{S}, \text{ for the coherent state, } \hat{O}_{pt} = (N_B \hat{O}_0 \hat{S} - \hat{O}_1 \hat{S}) \otimes \hat{I}_1, \text{ for the TMSV state, and } \hat{O}_{pt} = (N_B \hat{O}_0 \hat{S} - \hat{O}_1 \hat{S}) \otimes (\hat{I}_0 + (2 + N_2) \hat{I}_1) \text{ for the CCT state. The subscript S (or I) represents signal (or idler) mode.}

B. Photon Number Resolving detection

FI using PNR detection is represented by

$$\frac{\partial_\kappa \langle n \mid \langle m \mid \hat{S}_o \rangle \rangle^2}{\langle P_{pt}(n,m) \rangle} \bigg|_{\kappa = 0}, \quad P_{oo}(n,m) \text{, which is approximated as } \frac{\kappa^2 N_2}{8N_B^2(N_B + 1)^2} \text{ for the coherent state, } \frac{\kappa^2 N_2}{8N_B^2(N_B + 1)^2} \text{ for the TMSV state, and } \frac{\kappa^2 N_2}{8N_B^2(N_B + 1)^2} \text{ for the CCT state. The subscript S (or I) represents signal (or idler) mode.}

| SNR/ Input state | DS state | CCT state | TMSV state |
|------------------|---------|-----------|-----------|
| CC (on-off)      | $\frac{\kappa^2 N_2}{8N_B^2}$ | $\frac{\kappa^2 N_2 N_4}{8N_B^2}$ | $\frac{\kappa^2 N_2}{8N_B^2}$ |
| FI (on-off)      | $\frac{\kappa^2 N_2}{8N_B^2}$ | $\frac{\kappa^2 N_2}{8N_B^2}$ | $\frac{\kappa^2 N_2}{8N_B^2}$ |
| CC (PNR)        | $\frac{\kappa^2 N_2}{8N_B^2}$ | $\frac{\kappa^2 N_2 N_4}{4N_B^2}$ | $\frac{\kappa^2 N_2}{16N_B^2}$ |
| FI (PNR)        | $\frac{\kappa^2 N_2}{8N_B^2}$ | $\frac{\kappa^2 N_2}{8N_B^2}$ | $\frac{\kappa^2 N_2}{8N_B^2}$ |

TABLE I. SNR at $N_S, N_I, \kappa \ll 1 \ll N_B$. CC represents coincidence counting. The coherent state is measured with a PNR detection or an on-off detection on a signal mode.

In Table I, we compare the SNRs that are derived from coincidence counting as well as FI in the limit of $N_S, N_I, \kappa \ll 1 \ll N_B$. Since on-off detection and PNR detection measure the diagonal components of the output states, the scaling of the SNRs is proportional to $\kappa^2$. For each state, the PNR detection presents better
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approach, where both cases exhibit the same scaling
of $M\kappa^2 N_S/(8N_B^2)$.

V. COMBINING PNR AND ON-OFF DETECTIONS

As a further step, we can combine PNR detection and
on-off detection in a single measurement setup, such as
PNR detection on the signal mode and on-off detection
on the idler mode, or vice versa. The former observable
is given by $\hat{M}_{no} = \hat{n}_S \otimes (I_I - |0_I\rangle \langle 0_I|)$ and the latter one is
given by $\hat{M}_{on} = (\hat{I}_S - |0_S\rangle \langle 0_S|) \otimes \hat{n}_I$. Since the performance
does not take advantage when using on-off detection on
the signal mode and PNR detection on the idler mode,
we present only the case of the PNR detection on the
signal mode and on-off detection on the idler mode. Tar-
get information is encoded in the signal mode such that
it is more informative to discriminate the photon num-
bers of the signal mode than of the idler mode. Even
if the idler mode is measured with PNR detection, the
performance is significantly affected by the signal mode
measurement setup. The case of (PNR+on-off) considers
the number of photons on signal mode when clicking on

FIG. 3. Signal-to-noise ratio as a function of $N_S$ under coincidence counting measurements, where $\kappa = 0.01$, $N_B = 600$, and $M = 10^6$. TMSV state using PNR detection on both modes (blue, solid), TMSV state using PNR detection on the signal mode and on-off detection (black, dot-dashed), Coher-
ent state using PNR detection on the signal mode (purple, dot-dashed), and CCT state at $N_S = N_I$ using PNR detection
on the signal mode and on-off detection (red, dashed). With increasing the mean photon number of the idler mode ($N_I$) in the CCT state, the CCT state can approach the performance of the coherent state using the PNR detection.

VI. SUMMARY AND DISCUSSION

We have presented analytically the performance bound of Gaussian-state quantum illumination using on-off
detection or PNR detection, without any additional opera-
tion on the idler and the reflected signal. Under coincidence counting measurements, we showed that TMSV
state presents the best performance, whereas coherent state can beat the TMSV state with increasing $N_S$ when
using on-off detection. Moreover, we presented that the performance of the TMSV state can be enhanced by tak-
ing FI approach with all counting probabilities includ-
ing non-detection events, whereas CCT state can beat
the TMSV state with increasing $N_S$ when using on-off
detection. We also found that DS state having sub-
Poissionian statistics exhibits the best performance in the
single-mode Gaussian state even if the advantage is very small compared to the coherent state. Furthermore, we
showed that the performance of taking PNR detection on
a signal mode and the on-off detection on an idler mode
exhibits similar performance of using PNR detection on both modes.

Direct photon detection is the simplest scheme of measuring the correlation between the signal and idler modes, which does not require additional modes to interfere with the signal (or idler) mode. Since it cannot measure off-diagonal components of output states that provide quantum correlation, the direct photon detection cannot take quantum advantage over the coherent (or CCT) state. As a further work, we showed that TMSV state can take quantum advantage over the coherent (or CCT) state. Under the same detection scheme, however, we expected that the direct photon measurement scheme can be applied to secure quantum communication [38, 39], long (or short)-range object sensing, and quantum reading [40], which is based on discriminating quantum states or quantum channels.
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APPENDIX A: BARGMANN REPRESENTATION

The Bargmann representation of a state is a compact method to encode the number basis matrix elements in a single function \[^{[41]}\]. For example, the Bargmann representation of a one-mode state \(\rho\) is a function \(K(z, w^*)\) in two variables \(z, w^*\), and the matrix element \(\langle n | \rho | m \rangle\) is given as \(\sqrt{n! m!} \times \text{coeff. of } z^n w^{*m}\). Hence by computing the Bargmann representation of the returned states, we have access to all number state probabilities.

The reflected output state when using a displaced squeezed state has Bargmann representation

\[
K_{DS}(z, w^*) = \frac{1}{\sqrt{L}} \exp \left\{ \frac{1}{2L} \left[ \frac{1}{2} (A_1^2 - A_2^2 - 1)zw^* - A_2(e^{i\varphi}z^2 + e^{-i\varphi}w^{*2}) + \sqrt{\kappa}(\alpha(A_1 + 1) + \alpha^*e^{i\varphi}A_2)z \right. \\
\left. + \sqrt{\kappa}(\alpha^*(A_1 + 1) + \alpha e^{-i\varphi}A_2)w^* - \kappa|\alpha|^2(A_1 + 1 + A_2 \cos(2\phi - \varphi)) \right]\},
\]

where \(A_1 = 1 + 2N_B + 2\kappa N_{sq}\), \(A_2 = 2\kappa \sqrt{N_{sq}(N_{sq} + 1)}\), \(N_{sq} = \sinh^2 r\), and \(L = (N_B + 1)^2 + \kappa N_{sq}(2 + 2N_B - \kappa)\).

The reflected output state when using a TMSV state has Bargmann representation

\[
K_{TMSV}(z_1, z_2, w^*_1, w^*_2) = \frac{1}{E} \exp \left[ \frac{2(N_{S} + 1)(B - 1) - C^2}{4E} z_1 w^*_1 + \frac{2N_{S}(B + 1) - C^2}{4E} z_2 w^*_2 + \frac{C}{2E} (z_1 z_2 + w^*_1 w^*_2) \right],
\]

where \(B = 1 + 2\kappa N_{S} + 2N_B\), \(C = 2\sqrt{\kappa N_{S}(N_{S} + 1)}\), and \(E = (N_B + 1)(N_S + 1)\).

The reflected output state when using a CCT state has Bargmann representation

\[
K_{CCT}(z_1, z_2, w^*_1, w^*_2) = \frac{1}{F} \exp \left[ \frac{2(N_{I} + 1)(B - 1) - D^2}{4F} z_1 w^*_1 + \frac{2N_{I}(B + 1) - D^2}{4F} z_2 w^*_2 + \frac{D}{2F} (z_1 w^*_1 + w^*_1 z_2) \right],
\]

where \(D = 2\sqrt{\kappa N_{S}N_{I}}\) and \(F = (N_B + 1)(N_I + 1) + \kappa N_{S}\).