Robust Detection of Minute Faults in Uncertain Systems Using Energy Activity
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Abstract: Fault detection is one of the key steps in Fault Detection and Isolation (FDI) and, therefore, critical for subsequent prognosis or implementation of Fault Tolerant Control (FTC). It is, therefore, advisable to utilize detection algorithms which are quick and can detect the smallest faults. Model-based detection methods satisfy both these criteria and should be preferred. However, a big limitation for model-based methods is that they require the accurate value of the component parameters, which is difficult to obtain in real situations. This limits the accuracy of model-based methods. This paper proposes a new method for fault detection using Energy Activity (EA) which can detect minute levels of fault in systems with high component uncertainty. Different forms of EA are developed for use as an FDI metric. The proposed forms are simulated using a two-tank system under various types of faults. The results are compared with each other and with the traditional model-based FDI method using Analytical Redundancy Relations (ARRs). The simulations are performed considering model uncertainties to check the inherent performance of the methods. From initial simulations, it is established that the integral form of EA is most suited for fault detection. The integral form of energy activity is then tested using a real two-tank system considering both the model and measurement uncertainties.
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1. Introduction

Accurate and timely detection of fault (i.e., a deviation of the system from its desired operating conditions) is the one of the key objectives of any Fault Diagnosis and Isolation (FDI) system. The FDI framework should be able to detect the fault at the earliest. An early detection of fault enables a wider variety of response actions for the fault. The post-fault detection decision depends on the Remaining Useful Life of the system [1]. Therefore, an early detection of faults can give more options for response for, e.g., implementing fault tolerant control or scheduling maintenance or immediate intervention. This can be a great advantage if the system under consideration is critical to safety.

Fault detection and Isolation (FDI) methods can be categorized as Data-Driven or Model-Based. Data-driven approaches use statistical [2–5] or Artificial Intelligence [6–8] techniques to map the measure parameters to ideal working conditions. Any deviation of measured values from a set range indicates a fault. Data-driven techniques are very successful in industrial application and are very commonly used as there is no need for analytical models; however, there are certain limitations. The major limitation is that these techniques require a lot of data for system under faulty conditions for proper mapping. Allowing a system to remain in faulty state is not desired. A deep review of various methods of fault detection can be found in Reference [9].

Model-based approaches [10,11] use mathematical models derived from governing laws of physics. These approaches are preferred because they give a basic understanding about the functioning of the system and, hence, can be used with accuracy in any working conditions. The model can either be qualitative or quantitative [12]. Based on the the model, certain equations called residuals are generated, which can capture the operating
state of various components of the system. One of the major limitations for model-based approach is that, many times, all the system component values are not known with high accuracy, which is a necessity for proper detection and decision.

This problem is solved by calculating suitable range for the residuals. The limits are calculated based on the uncertainty associated with a component [13]. Fault is detected when the residual deviates outside the prescribed limits. Sometimes, some components in the system have high uncertainty associated with them. This leads to a wide range of allowed value of residuals. In this case, it is possible that a smaller fault might not be able to cause a deviation in the residual high enough for fault detection, even if it occurs in a component known with high certainty. This leads to missed alarms in the faulty system. This situation can be of great concern, especially in systems critical to safety.

This need for improvement is recognized, and a lot of efforts have been made to reduce missed alarms. However, most of the work focuses on reducing uncertainty propagation and, therefore, work on reducing the allowable range for the residuals [14–16]. Many other solutions for fault detection require use of different mathematical techniques, such as maximum probability machine [17], optimization [18], and filters [19,20]. Methods specific to certain types of systems have also been suggested. For example, Reference [21,22] worked on fault detection specifically for Markov jump system. In addition, much focus has been laid on data fusion from a variety of instruments for fault detection [23–26].

However, very little work has been done on development on new forms of residuals for fault detection. In this paper, a new metric of fault detection is proposed that can detect small magnitude faults that are not detected by traditional fault detection methods due to high uncertainty in system information and measurements. The proposed metric has the following properties which make it a better choice for fault detection:

1. **Energy-Based**: The proposed metric is a parameter based on energy and has a physical significance. Therefore, it is easier to understand and better suited to multi-domain systems.

2. **History**: Most of the residuals used for fault detection are found using Analytical Redundancy Relations (ARR) and observers. These methods only use the instantaneous information about the system to detect fault. It is proposed that development of a metric which can use both the current and previous information about the state of the system can be a better solution to reduce missed alarms.

3. **Isolation from uncertain components**: The proposed metric depends only on various values detected using sensors and the component value of only the component for which it is calculated, whereas traditional methods use equations that depend on sensor values in conjunction with the component values of various components, including uncertain ones. The isolation of the metric from multiple uncertain component values reduces the propagated uncertainty.

The main contributions of this paper are as follows:

1. Novel fault detection methods using Energy Activity (EA) is developed. The proposed methods can accommodate model and measurement uncertainties.

2. The proposed methods are compared using simulations, with each other and with existing fault detection method, i.e., Analytical Redundancy Relations (ARRs).

3. Comparison is made on three types of faults, i.e., abrupt fault, intermittent fault, and incipient fault, of low magnitude.

4. The best performing method is validated on a real two-tank system under model and measurement uncertainties.

This paper is organized as follows. Section 1 introduces to the basic concepts, requirements, and challenges of accurate and rapid fault detection. Section 2 introduces to basic concept of bond graph modeling and establishes bond graph as a tool for fault detection. Section 3 describes the concept of Energy Activity in its various forms for use in fault detection. Section 4 describes the system used for simulation. Analytical Redundancy Relations are derived, and Energy Activity is also calculated for the system. In Section
5, the performance of fault detection methods from previous methods is compared and discussed. Section 6 deals with implementation of the best performing EA method on a real system. The paper concludes in Section 7.

2. Fault Detection Using Bond Graph

Bond graph \[27,28\] is a powerful tool for multi-physics dynamic modeling and based on energy exchange. Being a component-based technique, bond graphs can identify and model the individual components. This also allows easier subsystem visualization while modeling the dynamics, giving the user a better understanding of the results. This technique is based on the law of conservation of energy, thus using the time derivative of energy, i.e., power, to calculate the dynamics of the system. As law of conservation of energy concerns any kind of physical domain, bond graph technique as an unified and multi-physics (including thermal, mechanical, electrical, etc.) modeling tool is well suited for such task. Moreover, bond graph tool can be used not only for modeling but also for control and diagnosis analysis because of its causal and structural properties.

Power in any component can be measured as the product of an agent causing the change and the rate of observed change. In bond graph, these are called generalized effort \(e\) and generalized flow \(f\), respectively. Effort and flow represent an intensive and derivative of extensive variable, respectively. Their product is the exchanged power. The components that make up a system can be either storing or dissipate energy. In bond graph technique, components that store generalized kinetic energy are described as Inertia \((I)\) elements, components that store generalized potential energy are described as Compliance \((C)\) elements, and the components that dissipate energy are described as Resistance \((R)\) elements. The system might also have components that convert or morph the energy. These elements can be described using two components, i.e., Transformers \((TF)\) and Gyrators \((GY)\). The various components interact among each other and the system, through either a 1 or 0 junction. Components joined through a common 1 junction have equal generalized flow; on the other hand, those joined through common 0 junction have a equal generalized effort. Energy can be provided to the system by either a flow source \((SF)\) or an effort source \((SE)\).

As discussed earlier, managing individual components using bond graphs is easier. As, the 0 and 1 junctions impose a structural condition on the the various components of the system, usually representing a physical phenomenon, such as Kirchhoff’s law, bond graph is suited for model-based detection. Hence, the structural nature of bond graph modeling has been successfully used for fault diagnosis \[29\].

A fault in a bond graph is represented as a deviation from nominal value (nominal operating mode) of its parameter represented by bond graph element \((R, C, I, Tf, \text{ and } GY)\). Depending upon their nature, the faults can be categorized in three types \[30\].

- **Abrupt Fault:** This fault occurs in a step-wise fashion and stays present. This fault is usually observed in components which cannot vary continuously but in discrete steps.
- **Intermittent Fault:** This fault occurs and disappears suddenly. The fault magnitude and duration do not have a fixed pattern and vary randomly. This type of fault is usually caused due to environmental interference.
- **Incipient Fault:** This fault causes a gradual drift in the component value. This fault occurs due to gradual degradation of the system over time.

A popular method for fault detection using bond graphs requires the generation of ARR. ARRs in bond graphs are calculated by creating the system in preferred differential causality. The system measurements from the real system are imposed (called duality of sensors). The structural relationship at the junction is then monitored. The equation for checking the structure is called an ARR. To accommodate known uncertainty in the model, LFT-bond graph is usually used \[13\]. The known uncertainty is added to the component input using a virtual detector. This allows the calculation of the bounds of ARR due to uncertainty.
3. Energy Activity for Fault Detection

All the components, in a dynamic system, irrespective of their domain, interact with each other through energy. Certain components can either absorb or release the energy during the different phases of their interaction. There are also other components which can just dissipate the energy out of the system. The amount of energy that these components interact with depends on the numeric values of the different components of the system. When a component is in a faulty state, its numeric component value and, hence, the energy interaction for that of the system component changes. As energy can neither be created or be destroyed, the complete system experiences a redistribution of energy. Monitoring this energy interaction in the various components of the system can help in fault detection. Bond graph, being a component-based approach, is suited for study of such interaction. For the work presented in this paper, energy interaction of the components of the system is studied using Energy Activity.

Historically, the concept of EA was introduced as a tool for physical model reduction [31]. EA is the total energy interaction (storage and release) that a component has with the system over a specified time period. The primary difference between energy and energy activity is that, while the energy state of a component can increase or decrease, the energy activity of the component always increases. The equations for energy and energy activity are given by Equations (1) and (2), respectively. The difference between the two can be understood using Figure 1. Figure 1b shows the energy and EA associated for any system component undergoing a variation of power shown in Figure 1a. It should also be noted that EA of a component can never decrease with time.

\[
\text{Energy} = \int_a^{a+\Delta t} \text{(Power)}dt, \tag{1}
\]
\[
EA = \int_a^{a+\Delta t} |\text{Power}|dt. \tag{2}
\]

![Figure 1. Difference between energy and Energy Activity.](image)
In the context of bond graph, power associated in any element can be defined as the product of the generalized flow and generalized effort. EA is, therefore, defined using Equation (3) and (4).

In Equation (3), \( e \) and \( f \) are the generalized effort and flow, respectively. In Equation (4), \( S \) is the signal input from the system to the component. According to the causality (derivative or integral) associated with the component, \( S \) represents the flow or effort input signal. Function \( g \) is the Constitutive Relationship (CR), i.e., Equation (4) expresses the relation between the component input and output. It corresponds to the physical law applied by the component. It uses the numeric component value \( \phi \).

\[
EA = \int_{a}^{a+\Delta t} |e|f\,dt, \quad (3)
\]

\[
EA = \int_{a}^{a+\Delta t} |S|\phi g(S)\,dt. \quad (4)
\]

The function \( g \) for energy storing elements (\( I \) and \( C \)) can be in either integral or differential form. The form used for fault detection depends on which power variable \( (e \) or \( f) \) is known. The equations for \( g \) for \( C \) and \( I \) elements in both integral and differential form are given by Equations (5) and (6), respectively.

\[
e(t) = \phi_C \int_{0}^{t} f(t)\,dt \quad (5)
\]

\[
f(t) = \frac{d}{dt}(\phi_C^{-1}e(t)).
\]

\[
f(t) = \phi_I \int_{0}^{t} e(t)\,dt \quad (6)
\]

\[
e(t) = \frac{d}{dt}(\phi_I^{-1}f(t)).
\]

The function \( g \) for energy dissipating elements (\( R \)) is algebraic; however, the form used depends on the power variable known. Both the forms are given in Equation (7).

\[
e(t) = \phi_R f(t) \quad (7)
\]

\[
f(t) = \phi_R^{-1}e(t).
\]

The above can be explained with the following example. Figure 2 illustrates a simple RIC circuit. The dynamic model for the system can be either in preferred integral causality (Figure 3a) or in preferred differential causality (Figure 3b). As the components of the circuit are in series, i.e., they undergo equal flow (current), therefore, in the bond graph model, the components are attached to a 1-junction. A 1-junction can only have one component that governs the flow. Hence, this flow is governed by \( I \) when using preferred integral causality and by \( C \) when using the preferred differential causality. For model in preferred integral causality, the generalized effort and generalized flow are given in Table 1. Similarly, for a model in preferred differential causality, the generalized effort and generalized flow are given in Table 2.

Consider the \( I \) element in preferred integral causality for calculation of EA. The input to the element is generalized effort; therefore, \( S \) for \( I \) element in integral causality is the generalized flow \( e \). Hence, the \( g(S) \) for the element in its current form is the integral of the \( S \) \( (g(S) = \int e\,dt) \). In addition, in this case, \( \phi \) is given as \( I^{-1} \). For the same element (\( I \)) in preferred differential causality, \( S \) is the generalized flow \( f \), \( g(S) \) is given as time derivative if \( S \), i.e., \( \frac{df}{dt} \), and \( \phi^{-1} \) is given as \( I \).
Table 1. Effort and flow calculation in preferred integral causality.

| Effort | Flow |
|--------|------|
| $I$    | $e_2 = e_1 - e_3 - e_4$ |
| $C$    | $e_3 = C \int f_3 dt$ |
| $R$    | $e_4 = Rf_4$  |

Table 2. Effort and flow calculation in preferred differential causality.

| Effort | Flow |
|--------|------|
| $I$    | $e_2 = I^{-1} \frac{df_2}{dt}$ |
| $C$    | $e_3 = e_1 - e_2 - e_4$ |
| $R$    | $e_4 = Rf_4$  |

Figure 2. Simple RIC circuit.

Figure 3. Bond graph models of RIC circuit.

Energy Activity Index (EAI) [31] of any component, calculated during a time interval, is the fraction of the energy activity of that component, in the total energy activity of the system during the same time. Hence, energy activity index analysis gives us the relative comparison of the activity of different components in the system. The expression used for the calculation of energy activity index of component $i$ in a system containing $n$ components is given by Equation (8). EAI has been developed for model reduction [31], control [32], fault detection [33], and integrated diagnosis and prognosis [34] of systems.

$$EAI_i = \frac{EA_i}{\sum_{i=1}^{n} EA_i}. \quad (8)$$

For using Energy Activity as a metric for fault detection, the measured EA must be compared to the Energy Activity calculated from an ideal system simulation. The deviation of calculated energy activity from simulated energy activity indicates a fault. However, the simulated model must accommodate the uncertainty in various elements of
the system. Therefore, the simulated system should give a range of Energy Activity instead of a precise value.

The method can be understood using Figure 4. A virtual system is simulated in parallel to the real system. Virtual measurements are made corresponding to the actual measurements of the real system. The information from real sensors is used to calculate the real EA of the system, and that from virtual systems is used to calculate the virtual EA. The uncertainty in system and measurement are accommodated in the virtual EA, and an envelope for virtual EA is obtained.

Figure 4. Schematic of fault detection using Energy Activity.

The range of Energy Activity is calculated using Interval Extension Function (IEF). Under nominal behavior, an envelope around a calculated quantity can be defined by the range of the quantity calculated using IEF [14]. The bounds are, therefore, generated by solving the system under IEF.

For IEFs, the variables in the equation are replaced be an interval range. Therefore, the result is a range instead of a single fixed quantity. This can be used for accommodation of uncertainty in fault analysis [35,36]. The equations are then solved using the principles of interval arithmetic [37,38]. Any variable \( x \) in an equation with minimum possible value \( x_{\text{min}} \) and maximum possible value \( x_{\text{max}} \) is written as:

\[
[x] = [x_{\text{min}}, x_{\text{max}}].
\] (9)

For the bond graph framework, EA can be calculated by creating the interval bond graph [39]. Consider an uncertain R-element in resistive causality. The constitutive relationship for the element is given by Equation (10), where \( e \) is the generalize effort, \( f \) is the generalized flow, and \( R \) is the numeric component value of the element.

\[
e = Rf.
\] (10)

The natural interval extension of the above can be derived as shown in Equation (11).

\[
[e_{\text{RM}}, e_{\text{RM}}] = [R_{\text{M}}, R_{\text{M}}][f_{\text{RM}}, f_{\text{RM}}]
\]
\[
[e_{\text{RM}}, e_{\text{RM}}] = R_{\text{M}}(1 + [\delta_{\text{RM}}, \delta_{\text{RM}}])[f_{\text{RM}}, f_{\text{RM}}]
\]
\[
[e_{\text{RM}}, e_{\text{RM}}] = [R_{\text{M}}, R_{\text{M}}][f_{\text{RM}}, f_{\text{RM}}] + [\delta_{\text{RM}}, \delta_{\text{RM}}][R_{\text{M}}][f_{\text{RM}}, f_{\text{RM}}]
\]
\[
[e_{\text{RM}}, e_{\text{RM}}] = e_{\text{n}} + e_{\text{un}}
\] (11)

where \( e_{\text{n}} \) is the nominal component effort, and \( e_{\text{un}} \) is the uncertain component of effort.

Therefore, the simulated EA for any component \( \phi \) can be solved as

\[
= [\phi]\int_{a}^{a+\Delta t} |S([\Phi], t), g(S([\Phi], t))| dt
\]
\[
= [EA_{\text{min}}, EA_{\text{max}}],
\] (12)

where \( \Phi \) is the set of all the components in the system, and \( \phi \) is the component for which EA is being calculated.
Energy Activity calculated using CR in differential form captures the history of how fast the component signal has changed. On the other hand, EA calculated using integral form captures the history total change in the component signal. This situation is analogous to control systems which use PD controllers which are based on rate of error to generate the control signal and PI controllers which are based on total error to generate the control signal. In control systems, PI and PD controllers led to the development of PID controllers. Similarly, the logical step in fault detection should also be to develop an EA metric which has both differential and integral components. This is achieved adding both the differential and integral forms of EA. From here on, the EA metric containing both the differential and integral form will be referred to as dual-EA. The equations representing the differential, integral and dual-EA are given by Equations (13)–(15), respectively. The variables $k_i$ and $k_d$ in Equation (15) are the gains associated with integral and differential component of the equation.

\[
EA_{\text{diff}} = \phi^{-1} \int_{a}^{a+\Delta t} S \frac{dS}{dt} dt, \quad (13)
\]

\[
EA_{\text{integ}} = \phi \int_{a}^{a+\Delta t} S \int_{0}^{t} Sdt dt, \quad (14)
\]

\[
EA_{\text{dual}} = k_i \phi \int_{a}^{a+\Delta t} S \int_{0}^{t} Sdt dt + k_d \phi^{-1} \int_{a}^{a+\Delta t} S \frac{dS}{dt} dt. \quad (15)
\]

The following assumptions are considered for using the proposed method:

1. Only one component can undergo a fault at a time.
2. The noise to signal ratio is small known in priory.
3. All the components of dynamic model are recognized, i.e., all the components adding to the dynamics of the system are known and have been used in the model.
4. Fault occurs in the system components and not in the detectors.

At this point, it is important to understand the difference between the working of the ARR method and the proposed method. The ARR method identifies the structural relationship imposed by the model, utilizing the measured outputs of the system as inputs for the bond graph model in preferred differential causality. On the other hand, the proposed method checks for change in EA in various components compared to an ideal (fault-free) system. Therefore, the ARR method checks for deviation of imposed relationship among the measured values, but the proposed method checks for EA deviation against an ideal system.

Any fault, in any component of the system, leads to a deviation in all the measured values. Therefore, any fault in the system is captured by all the EAs calculated using the proposed method. Hence, fault detection can be done by calculating EA at any component of the system. The choice of the component to be used for fault detection is made using Energy Activity Index. EAI for all the components in ideal condition is checked. The element with the highest EAI is selected for fault detection. This is because the element with highest EAI is the most active component in the system; hence, a redistribution will have the highest effect on this component. In addition, due to the non-reducing nature of EA, a higher magnitude of EA makes it more robust to measurement noise.

The sequence of steps in order to implement the proposed method for fault detection are as follows:

1. Define the dynamic model of the system (preferably using bond graph) and find the generalized flow and generalized effort for individual components.
2. For each component, determine the equation for the EA calculation in differential and integral form.
3. Calculate the EAI for all the individual components to determine the more appropriate component for fault detection.
4. Calculate the residual in real time as:

\[ \text{Residual} = E_{A_{\text{measured}}} - E_{A_{\text{ideal}}}. \]  

(16)

4. System Simulation

The Energy Activity forms discussed in the previous section are simulated on a two-tank hydraulic test benchmark system. The fault detection performance of the proposed methods are also compared with each other and with residuals generated using ARRs. The schematic diagram of the system is represented by Figure 5. The system consists of two tanks joined to each other through a valve 1. Valve 2 is placed between tank 2 and the outlet. Continuous and constant fluid input is maintained using a fluid inlet pump \( (Q_P) \). The flow rate through valve 1 \( (Q_{v1}) \), and flow rate through valve 1 \( (Q_{v2}) \), is measured using sensors. The diameter of tanks are known; hence, compliance of tank 1 \( (C_{T1}) \) and tank 2 \( (C_{T2}) \) is known.

As discussed earlier, any physical system has certain components in which physical parameters are not known with high accuracy. However, the uncertainty related to these components can be approximated. In the current system, the flow coefficient for valves 1 and 2 are not known with high accuracy. However, the flow coefficients have an assumed value of \( 3.85 \times 10^{-6} \) and \( 2.85 \times 10^{-6} \), respectively, with an uncertainty of \( \pm 5\% \) each. The parameters for the remaining components of the system are known with accuracy. The system parameters used for simulation are given in Table 3.

![Figure 5. Schematic diagram of a two-tank system.](image)

| Component | Parameter | Value (SI) |
|-----------|-----------|------------|
| Pump      | Flow rate \( (Q_P) \) | 0.0001     |
| Tank 1    | Area \( (C_{T1}) \) | 0.0076     |
| Valve 1   | Coefficient \( (C_{v1}) \) | \( 3.85 \times 10^{-6} \pm 5\% \) |
| Tank 2    | Area \( (C_{T2}) \) | 0.0079     |
| Valve 2   | Coefficient \( (C_{v2}) \) | \( 2.85 \times 10^{-6} \pm 5\% \) |

The system bond graphs in integral and differential form, for the simulated system is shown in Figure 6a,b, respectively. The generalized flow in hydraulic system represents the volume flow rate of the fluid, and the generalized effort represents pressure. For a system in the integral form, the system equations are solved in the integral form; hence, flow is imposed on the tanks, and effort is calculated. On the contrary, for system in differential form, the system equations are generated in the differential form; therefore, effort is imposed, and flow is calculated.

That there are two types of detectors attached to the system. Efforts associated with the fluid level in tank 1 and 2 are measured using detectors \( De_1 \) and \( De_2 \), respectively. The volume flow rate of fluid through valve 1 and valve 2 are measured using virtual detectors \( Df_1 \) and \( Df_2 \). It must be noted that all the detectors are not always used together. \( De_1 \) and \( De_2 \) are used for system in differential causality. Therefore, these sensors are used for
evaluation of ARRs and evaluation of Energy Activity in the differential form. $Df_1$ and $Df_2$ are used for a system in integral causality; hence, these sensors are used for evaluation of Energy Activity in the integral form. Evaluation of dual-EA requires all the detectors as this form includes both the differential and integral components.

The LFT bond graph used for calculation of ARRs and the corresponding residual bounds is shown in Figure 7. The generated ARRs are as follows:

\[
\text{ARR1 : } Q_p - C_{T1} \frac{d}{dt} De_1 - C_{v1} \text{sign}(De_1 - De_2) \sqrt{|De_1 - De_2|} = 0, \tag{17}
\]

\[
\text{ARR2 : } C_{v1} \text{sign}(De_1 - De_2) \sqrt{|De_1 - De_2|} - C_{T2} \frac{d}{dt} De_2 - C_{v2} \sqrt{De_2} = 0. \tag{18}
\]

The equations used for evaluation of Energy Activity in differential and integral forms are given in Table 4 and 5, respectively.

**Table 4.** Effort and flow expressions for calculation of Energy Activity in differential form.

| Flow Effort | Effort |
|-------------|--------|
| Tank 1      | $C_{T1} \frac{d}{dt} De_1$ |
| Valve 1     | $C_{v1} \text{sign}(De_1 - De_2) \sqrt{|De_1 - De_2|}$ |
| Tank 2      | $C_{T2} \frac{d}{dt} De_2$ |
| Valve 2     | $C_{v2} \sqrt{De_2}$ |

**Table 5.** Effort and flow expressions for calculation of Energy Activity in the integral form.

| Flow Effort | Effort |
|-------------|--------|
| Tank 1      | $Q_p - Df_1$ |
| Valve 1     | $Df_1$ |
| Tank 2      | $Df_1 - Df_2$ |
| Valve 2     | $Df_2$ |

The system is simulated to undergo a leakage in tank 1. A leak in the tank corresponds to a reduction in the nominal flow delivered by the pump. This reduction is expressed as a percentage of total volume delivered. The amount of leakage, i.e., the magnitude of fault, is considered very small. The fault magnitude variation over time under the different types of faults (abrupt, intermittent, and incipient) is shown in Figure 8. Figure 8a represents the abrupt fault in the system. To simulate this condition, the flow is decreased by 2% after 50 s from start, and this change is maintained throughout the remaining time. Figure 8b represents the intermittent fault in the system. The fault occurs randomly and vanishes after some time. The magnitude and duration for any fault step are not fixed. Figure 8c represents an incipient fault in the system. The fault starts at 75 s from the start of simulation and gradually increases to 2% at 1000 s.
In addition, it is discussed in the previous section that Energy Activity for the most active component should be used for fault detection. For the parameters given in Table 3, the Energy Activity Index for an ideal system is measured for 1000 s. The variation of EAI of various components in the system is shown in Figure 9. From the figure, it is evident that tank 1 is the most active in the system. Therefore, Energy Activity evaluated at tank 1 is used for fault detection. Equations used for fault detection using differential, integral, and dual form are Equations (13)–(15). For the purpose of the current simulation, $k_i$ and $k_d$ in Equation (15) are both set to 1, thereby giving equal weights to both differential and integral components.
For the simulation using LFT-bond graph, it is noted that ARR1 (Equation (18)) is sensitive to the flow inlet to the system. As leakage is assumed as a reduction in flow input to the system, ARR1 is used for the simulation.

5. Simulation Results and Discussion

The system undergoes 3 types of faults, i.e., abrupt, intermittent, and incipient. For each fault, the system is simulated for 1000 s. The residual trends for fault detection (corresponding to Figure 8) using ARR method, Energy Activity in differential form, Energy Activity in the integral form, and Energy Activity in dual form are given by Figure 10, 11, 12, and 13, respectively. For each of these figures, sub-figure a, b, and c show the generated residual for abrupt, intermittent, and incipient, respectively. The time taken for detection on various faults using the aforementioned methods is tabulated in Table 6.

From Table 6, it is observed that the residuals generated using ARR are unable to generate an alarm during the first 1000 s of simulation. From Figure 10, it can be observed that the residuals do conform to the fault signal for all the three types of faults. However, an alarm is not generated because the magnitude of the residuals are not high enough to overcome the bounds due to uncertainty. Figure 10c shows a continuous drift in the generated residual; so, the method will be able to detect the fault, but the fault magnitude will increase by that time, which is not desirable.

From Table 6, it is observed that the differential form of Energy Activity is able to detect intermittent faults during the stipulated time. However, the other faults are not detected in time. This is attributed to the fact that the change in EA depends on the rate of change of detected values. Therefore, as long as the system is not in a steady state, the calculated EA changes, and this calculated EA stabilizes when equilibrium is reached under faulty conditions. For intermittent faults (Figure 11b), due to numerous changes brought about by reoccurring faults, the total change in EA is big enough for detecting the fault. When a system is under an abrupt fault (Figure 11a), change in sensor values, i.e., energy distribution, occurs only once. Therefore, if the change brought about during the fault is not big enough, the fault is not detected. Figure 11c shows the EA under incipient fault. A drift in calculated EA is observed but is very small owing to the small rate of parameter degradation.

From Table 6, it is observed that the Energy Activity in the integral form is able to detect all three types of faults successfully, within the stipulated time. This is because, in its integral form, EA captures the total energy change in a component. Therefore, the generated residual in the faulty system continues to deviate, even when the system is stable. The amount of deviation caused is also proportional to the amount of error and the duration for which the system is under error. Therefore, an abrupt fault with a higher magnitude is captured in less time than the gradually increasing incipient fault, even though the duration of these errors is nearly the same.

From Table 6, it is observed that the dual-Energy Activity is also able to successfully detect all the three types of faults within the stipulated time. However, as compared to EA in the integral form, the dual form is faster in detecting the abrupt fault but slower in detecting intermittent and incipient faults. A possible reason can be that, for incipient and intermittent faults, the differential increase in residuals due to summation of differential and integral components is slower than the increase in the detection range. As the dual form is a mathematical summation of the differential and integral form, both its limits and residuals are a direct summation. The envelope of limits of dual form is twice that of the integral and differential form. On the other hand, a fast change due to high magnitude jump and retention of the fault causes a faster change in the differential component for the abrupt fault. This fast change, added to the integral component, propels the net residual beyond the allowed limits, to quickly generate the alarm.
Table 6. Fault detection time.

| Detection Time for Fault (Sec) | Abrupt | Intermittent | Incipient |
|--------------------------------|--------|--------------|-----------|
| ARR                            | >1000  | >1000        | >1000     |
| $EA_{diff}$                    | >1000  | 912          | >1000     |
| $EA_{integ}$                   | 141    | 547          | 521       |
| $EA_{dual}$                    | 122    | 696          | 691       |

Figure 8. Various types of faults measured as percentage change in ideal flow.

Figure 9. Energy Activity Index for various components in ideal condition.
Figure 10. Residuals generated for different types of faults using ARRs from LFT-bond graph.

(a) Abrupt Fault

(b) Intermittent Fault

(c) Incipient Fault
Figure 11. Detection of different types of faults using Energy Activity in differential form.

(a) Abrupt Fault

(b) Intermittent Fault

(c) Incipient Fault
(a) Abrupt Fault

(b) Intermittent Fault

(c) Incipient Fault

**Figure 12.** Detection of different types of faults using Energy Activity in the integral form.
The comparison of the discussed methods can be understood using Table 7.

Table 7. Comparison of various fault detection methods.

| Fault Indicator | Computation and Memory Requirements | Use of Historic Information | Fault Type Detected | Low Intensity Faults |
|-----------------|-------------------------------------|-----------------------------|---------------------|---------------------|
| \( EA_{\text{diff}} \) | High                              | Yes                         | Intermittent        | Yes                 |
| \( EA_{\text{integ}} \) | High                              | Yes                         | All                 | Yes                 |
| \( EA_{\text{dual}} \)  | Very High                         | Yes                         | All                 | Yes                 |
| ARR             | Low                                | No                          | Abrupt, Intermittent| No                  |

6. Implementation on a Two-Tank System

The proposed fault detection method is implemented on a two-tank system (Figure 14) for checking the accuracy in working conditions. From the various simulations performed, the integral form of EA is used for the final application. As the real system measurements are never noise-free, the calculation of Energy Activity must be made robust to measurement noise.
Fault Detection is performed by continuous evaluation of EA in time domain. Therefore, noise is adjusted in the calculation of EA.

\[
EA = \int_{a}^{a+\Delta t} |e(t), f(t)| dt, \tag{19}
\]

\[
EA = \int_{a}^{a+\Delta t} |S(\Phi, t), f, g(S(\Phi, t))| dt, \tag{20}
\]

where \( S \) is power variable input to the component. \( S \) is always a measured quantity; therefore, for noise accommodation, \( S \) is replaced with \( S + \Delta S \), where \( \Delta S \) is the uncertain component of the measurement.

\[
EA = \phi \int_{a}^{a+\Delta t} |[S(\Phi, t) + \Delta S] |g(S(\Phi, t) + \Delta S)| | dt. \tag{21}
\]

Assuming an LTI behavior of the system for the duration of calculation of Energy Activity, Equation (21) can be expanded as shown in Equation (22):

\[
EA = \phi \int_{a}^{a+\Delta t} |S(\Phi, t) + \Delta S| |g(S(\Phi, t) + \Delta S)| | dt. \tag{22}
\]

For measurements with high signal to noise ratio, \( \Delta S, g(\Delta S) \) can be neglected from Equation (22). So, EA can be calculated using Equation (23).

\[
EA = \phi \int_{a}^{a+\Delta t} |S(t) + \Delta S| g(S(t)) + \Delta S g(S(t)) | dt, \tag{23}
\]

as

\[
|a| - |b| \leq |a + b| \leq |a| + |b|. \tag{24}
\]

Therefore, inequality relation relation can be applied to Equation (23) in the form shown be Equation (25).

\[
E_{A_L} < EA < E_{A_U}, \tag{25}
\]
The above equation can be combined with Equation (??) to obtain the limits to EA, incorporating both model and measurement uncertainties. The lower and upper limit of EA ($EA_L$ and $EA_U$, respectively) can then be calculated as:

\[
EA_L = EA_{\text{min}} - \phi \int_a^{a+\Delta t} |\Delta S \cdot g(S(\Phi, t))| - |S(\Phi, t) \cdot g(\Delta S)| dt,
\]

\[
EA_U = EA_{\text{max}} + \phi \int_a^{a+\Delta t} |\Delta S \cdot g(S(\Phi, t))| + |S(\Phi, t) \cdot g(\Delta S)| dt.
\]

$EA_{\text{max}}$ and $EA_{\text{min}}$ are the maximum and minimum allowed Energy Activity after accommodating the uncertainty in the system component values.

$\Delta S$ is the error in the component input due to noise. As noise can be either positive or negative, the r.m.s. value of error is noise is used for calculation of $EA_L$ and $EA_U$.

The method is checked for two types of faults, i.e., an actuator fault and a system fault. The actuator fault is introduced by changing the flow input to the system and system fault is introduced by opening the leakage valve in the tank 1. For both of the above, small incipient faults are introduced. The system is considered immune from intermittent faults from the environment. The r.m.s. error for measurement is known ($4.48 \times 10^{-7} \text{ m}^3/\text{s}$).

Measured flow through valve 1 (Figure 15a) and Energy Activity calculated at tank 1 (Figure 15b) for a two-tank system undergoing leakage in tank 1 is shown in Figure 15. A leakage in tank represents a system fault. Similarly, a system with an actuator fault, i.e., faulty pump, is shown in Figure 16. From the above figures, it is evident that minute incipient faults are detected using EA in the integral form under both system and measurement uncertainty.
(a) Measured and simulated flow through valve 1.

(b) Calculated Energy Activity

Figure 16. Flow through valve 1 and Energy Activity for two-tank system with faulty pump.

7. Conclusions and Future Works

In this paper, the problem of missed alarms in model-based fault detection techniques, due to high uncertainty in certain components and measurements, is addressed. To overcome this problem, an energy-based metric is proposed which can also utilize the fault history and is isolated from the influence of uncertain components. Energy Activity, which has all the desired properties is proposed as metric for fault detection. Three forms of energy activity, i.e., differential, integral, and dual, are developed. The three forms are compared with each other and with fault detection residuals generated from Analytical Redundancy Relations. The above methods are simulated on a two-tank system, and the results are compared. The comparison is based on the ability of a method to detect minute faults and time taken by all the aforementioned methods for detecting three types of faults, i.e., abrupt fault, incipient fault, and intermittent fault, representing discrete fault, degradation, and fault due to external influence, respectively. The fault magnitude is considered small, and the performance of the methods depend on how quickly can the fault be identified. All the forms of Energy Activity perform better than residuals from ARR. However, EA in the integral form performs best among the various forms of EA for detecting degradation and faults due to external influence. EA in dual form performs best for detecting discrete faults. Therefore, as a general notion, it is suggested that EA in the integral form should be used for fault detection using. The proposed form is tested on a real two-tank system, and noise accommodation method for EA in the integral form is also presented. It should be noted that, in the proposed integral form, robust fault detection can be achieved without the need for any signal filtering. The proposed method is checked for two types of fault, i.e., actuator fault and a system fault, due to a fault in the inlet pump and a leakage in tank, respectively. The proposed method is able to detect minute incipient faults correctly. A limitation for the use of EA can be high computation and memory requirements. High computation power is required because a virtual system is simulated in parallel to the real system. High memory requirements can be due to the very high numeric values of the EA which can arise in a highly dynamic system. Another limitation can be the requirements of the system details, such as uncertainty in all the system components and measurements, before the method can be used. In the future, the dual-EA form can be improved by developing methods for calibrating the gains for differential and integral components.
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