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ABSTRACT

Although precision and recall are standard performance measures for anomaly detection, their statistical properties in sequential detection settings are poorly understood. In this work, we formalize a notion of precision and recall with temporal tolerance for point-based anomaly detection in sequential data. These measures are based on time-tolerant confusion matrices that may be used to compute time-tolerant variants of many other standard measures. However, care has to be taken to preserve interpretability. We perform a statistical simulation study to demonstrate that precision and recall may overestimate the performance of a detector, when computed with temporal tolerance. To alleviate this problem, we show how to obtain null distributions for the two measures to assess the statistical significance of reported results.
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While the anomaly score encodes the feature with increasing The function \( I(t) \) actually no anomaly (AnA), predicted anomaly (PA), predicted no anomaly (PnA). The confusion matrix partitions the observations so that every observations falls in exactly one category. Many performance measures can be computed from confusion matrices [11], typically by normalizing individual entries by marginal sums. The measures are interpretable because all entries and marginals have straightforward interpretations.

When introducing temporal tolerance in the confusion matrix, we have to make sure that the result is still a partition with interpretable entries and marginals. Tables 1 and 2 show the confusion matrices obtained when introducing temporal tolerance either into the ground-truth time steps or the predicted time steps, using
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2.3 Statistical significance

They key question when analyzing evaluation measures from a

statistical point of view is whether the reported values are statisti-

cally significant. To assess statistical significance, we have to treat

the quantities in the confusion matrix as random variables that fol-

low some probability distribution. Only if the reported number of

ture positives (or any other entry of the confusion matrix) is much

larger (or smaller) than expected due to random coincidences, the

result should be considered statistically significant. Donges et al.

[7] have derived the probability distribution of the two types of

ture positives (PA-AAδ and PAδ-AA) from Tables 1 and 2, under

the assumption that the ground-truth anomalies and the predicted

anomalies follow independent Bernoulli processes. In this case, both

quantities follow simple binomial distributions. Scharwächter and

Müller [14] have generalized the formal analysis for a larger class of

problems, where the anomaly score is a strictly stationary process.

They show that in this case PAδ-AA from Table 2 also follows a

binomial distribution, where the success probability can be approxi-
mated using a result from Extreme Value Theory [5]. Unfortunately,

there is no analogous derivation for PA-AAδ from Table 1 under the

strict stationarity assumption. In this work, we do not use the

existing analytical results, but perform Monte Carlo simulations to

estimate the required probability distributions without potentially

limiting assumptions on the data generating processes.

3 SIMULATION STUDY

We now use the anomaly score (z_{t})_{t=1,...,T} from the earthquake de-

tection example in Section 1 and compute time-tolerant confusion

matrices, as well as the time-tolerant precision and recall measures,

for randomized ground-truth sequences of anomalies. We evaluate

the anomaly score against 10,000 random permutations of the
ground-truth sequence of anomalies (\epsilon_{t})_{t=1,...,T} from the exam-

ple. In doing so, we keep the number of ground-truth anomalies

constant and assume that they follow a Bernoulli process. We be-

lieve that this assumption is reasonable for ground-truth anomalies, which

typically occur rarely and are not clustered.

3.1 Monte Carlo precision and recall

First, we visualize the precision and recall values obtained from a

subset of 100 random permutations for various temporal tolerances

and thresholds in Figure 3. The visualization also shows the per-

formance measures observed on the non-permuted ground-truth

sequence of anomalies. The observed precision and recall values on the non-permuted

sequence are generally higher than the values from the randomly

permuted sequences, especially at larger thresholds. This confirms

Table 1: Relaxed confusion matrix for sequential data, with tolerance in ground-truth

| AAδ | AnAA |
|-----|------|
| PA  | \sum_{t} \left( \sum_{t'=t+\delta}^{t+\delta} \epsilon_{t'} > 0 \right) I(z_{t'} \geq \tau) |
| PnA | \sum_{t} \left( \sum_{t'=t+\delta}^{t+\delta} \epsilon_{t'} > 0 \right) \left( 1 - I(z_{t'} \geq \tau) \right) |

Table 2: Relaxed confusion matrix for sequential data, with tolerance in predictions

| AA | AnAA |
|-----|------|
| PA  | \sum_{t} \epsilon_{t} I(\sum_{t'=t+\delta}^{t+\delta} I(z_{t'} \geq \tau) > 0) |
| PnA | \sum_{t} \left( 1 - \epsilon_{t} \right) I(\sum_{t'=t+\delta}^{t+\delta} I(z_{t'} \geq \tau) > 0) |

AAδ: actual anomaly with tolerance δ, AnAA: actually no anomaly with tolerance δ, PA: predicted anomaly, PnA: predicted no anomaly; we use zero-padding at the boundaries.
and recall $R_\delta$ independent of the anomaly score. Statistically, the anomaly score allows detection of anomalies that are not reflected in the temporal tolerance, which may not reflect the actual performance of the anomaly detector. In the worst case, one might conclude that the anomaly score contains useful information on earthquake occurrences. However, when the temporal tolerance is increased, the gap between the simulated and the observed performance measures tends to shrink: the performance measures on the simulated data. We have shown that these measures are computed from two distinct time-tolerant confusion matrices. Time-tolerant confusion matrices can, in principle, be used to derive time-tolerant variants of other well-known measures. However, care has to be taken to preserve interpretability. We applied the time-tolerant

![Figure 3: Simulated and observed values for the precision $P_\delta$ and recall $R_\delta$, for $\delta \in \{0, 1, 2, 4\}$ and various thresholds.](image)

![Figure 4: Cumulative distribution functions of the two types of true positives required for precision and recall.](image)

### 3.2 Null distributions

The simulations clearly show that assessment of the statistical significance of the observed performance measures is imperative. For this purpose, we fix the temporal tolerance to $\delta = 2$ and set the threshold $\tau$ to the .9-quantile of the anomaly score. We observe $PA_\delta - AA = 80$ (recall $R_\delta = .49$) and $PA - AA_\delta = 145$ (precision $P_\delta = .56$) on the non-permuted ground-truth anomaly sequence from our example. To assess the statistical significance of the reported numbers, we now have a closer look at the null distributions for the performance measures obtained in the Monte Carlo simulations.

Figure 4 (simulated) shows the cumulative distribution functions for the numbers of true positives obtained from 10,000 simulations for the specific choice of $\delta$ and $\tau$ mentioned above. Given the simulated distributions, we can easily compute Monte Carlo p-values [6] for the numbers of true positives. The p-value is the probability that we obtain a value for the true positive at least as high as the observed one. Since the performance measures were smaller than the reported values in all of the simulated runs, we have $p < .0001$ for both precision and recall, which is highly significant.

The analytical null distributions derived in the literature [7, 14] are all binomial. To complete our analysis, we now check whether our simulations also yield binomial distributions. Figure 4 (binomial) shows the cumulative distribution functions of binomial random variables when the binomial success probabilities are estimated from our Monte Carlo simulations. The plots suggest that the true positive $PA_\delta - AA$ for the recall follows a binomial distribution, whereas the true positive $PA - AA_\delta$ for the precision seems to be overdispersed with respect to the binomial distribution (it has a larger variance). We have repeated the experiment with different thresholds and temporal tolerances and observed the same behavior across all experiments. The exact form of the overdispersed distribution should be investigated more deeply in future work.

### 4 CONCLUSION

We have presented time-tolerant variants of the precision and recall measures routinely used to evaluate anomaly detectors for sequential data. We have shown that these measures are computed from two distinct time-tolerant confusion matrices. Time-tolerant confusion matrices can, in principle, be used to derive time-tolerant variants of other well-known measures. However, care has to be taken to preserve interpretability. We applied the time-tolerant
precision and recall measures on an example anomaly detection problem, and analyzed their statistical behaviors in a simulation study. Our experiments suggest that reported values for precision and recall can overestimate the performance of an anomaly detector even with moderate temporal tolerances. We have demonstrated how to obtain Monte Carlo \( p \)-values to assess the statistical significance of reported performance measures, using randomly permuted ground-truth sequences. We believe that establishing the statistical significance of reported precision and recall values should become a community standard. Future work should improve the analytical understanding of the null distributions required for this task.
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