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Abstract: We show that the central charges that group theory allows in the $(2,0)$-supersymmetry translations algebra arise from a string and a 3-brane by commuting two supercharges. We show that the net force between two such parallel strings vanishes. We show that all the coupling constants are fixed numbers, due to supersymmetry, and self-duality of the three-form field strength. We obtain a charge quantization for the self-dual field strength, and show that when compactifying on a two-torus, it reduces to the usual quantization condition of $N = 4$ SYM with gauge group $SU(2)$, and with coupling constant and theta angle given by the $\tau$-parameter of the two-torus, provided that we pick that chiral theory which corresponds to a theta function with zero characteristics, as expected on manifolds of this form.
1 Introduction

It is believed that $N = 4$ super Yang-Mills theories in four dimensions has its origin in $(2, 0)$ supersymmetric six-dimensional theories \[1\] \[13\]. The S-duality property of the $N = 4$ theory would then have a purely geometrical explanation as being the modular group of a two-torus when compactifying the six-dimensional theory to four dimensions. It is however not possible to proceed straightforwardly and reduce the action of the six-dimensional theory since there does not exist any covariant action for a self-dual three-form field strength which is in the $(2, 0)$ tensor multiplet. What one can do is to reduce the equations of motion. By integrating the self-dual field strength (divided by some number) over spatial three-cycles in a non-trivial topology one gets a quantity which is either integer or integer shifted by $1/2$, depending on which chiral theory one has. The various chiral theories can be labeled by the characteristics $\alpha$ and $\beta$ in $(\frac{1}{2}\mathbb{Z})^{b_3}$, where $b_3$ is the dimension of the third homology group of the six-manifold or the third Betti number. One can reduce the self-dual gauge potential to four dimensions. Due to its self-duality it reduces to one (compact) scalar and one gauge field. By compactifying on a $T^2$ with modular parameter $\tau$ one should get the charge quantization in four dimensions with a theta-angle $\theta$ \[3\]. The Yang-Mills coupling constant $g_{YM}$ and the theta angle should combine to the $\tau$ of the $T^2$ as $\tau = \theta + \frac{8\pi i}{g_{YM}^2}$. We will see that this is true, but only for the the theory with zero characteristics. This is in agreement with the observation that on manifolds with one circle being time and one (or several, in this case two) one-cycle(s) being time-like, the only theory which can candidate to give a modular invariant partition function is that with zero characteristics \[9\], \[10\]. One should perhaps not expect full modular invariance of the partition function only for the tensor part, but one should expect that this partition function transform to itself at least up to a phase factor and that is the case only for the theory with zero characteristics.

The free $(2, 0)$-theory has no adjustable parameters. Their numerical values are determined from the $(2, 0)$-supersymmetry up to an overall coupling constant. This overall coupling constant, which we will call $\lambda$, can only take one particular value, but that does not follow from supersymmetry. We have found two seemingly unrelated ways to determine its value, or more precisely, the ratio $\lambda/g$ where $g$ is the unit in which the self-dual charges are quantized. The first criterion is that there should only be finitely many chiral theories. The second criterion is that the Wilson surface observables, $\exp 2\pi i \int_D \frac{H^+}{g}$ over three-dimensional surfaces $D$, should commute, in order for the $U(1)$ Wilson and ’t Hooft lines which one obtains when reducing to four dimensions, to commute. We do not know how to write an observable in six dimensions that reduces to $SU(N)$ Wilson and ’t Hooft lines in four dimensions.

In section 2 we examine how $(2, 0)$ supersymmetry constrains the parameters in an action. We write an action for a non-self-dual gauge field, from which the equation of motion for the self-dual part, $H^+$, of the field strength can be obtained by decomposing $H$ as $H = H^+ + H^-$. Supersymmetry fixes the sizes of the parameters in this action only up to an overall factor, which, as we will see in section 3 and 4, is determined from the self-duality of the field strength. We construct supercharges out of the fields in the $(2, 0)$ tensor multiplet. When we anti-commute two supercharges, in the same manner as in \[2\], we find central charges which correspond to a string and a 3-brane, respectively. We use the BPS-condition on the string tension to fix the relative size of the constants in the action which describes a tensor multiplet that couples to strings. We show that the net force between two equally charged parallel strings vanishes due to attraction via scalars and repulsion due to the self-dual tensor field.

In section 3 we examine how self-duality of the field strength constrains the value that the coupling
constant takes, given a time direction. The natural framework for this is the Hamiltonian formulation. The condition we want to satisfy is that the partition function for the non-chiral two-form potential shall be possible to holomorphically factorize into \( \frac{1}{b_3} \) number of terms.

In section 4 we show that the value we have obtained of the coupling is precisely that which gives the ‘correct’ commutation relations of the Wilson surface observables.

In section 5 we obtain the usual quantization conditions with a theta-angle of \( N = 4 \) SYM with gauge group \( SU(2) \) spontaneously broken to \( U(1) \) by compactifying a \((2,0)\)-theory with one massless tensor multiplet and with zero characteristics, on \( T^2 \times M_4 \), where \( M_4 = S^1 \times M_3 \). The \( S^1 \) is time.

When we had finished this work we got informed that results of section 4 has also been obtained in [4].

\section{Coupling of the tensor multiplet to a classical string}

In this section we will assume that we have a flat six-dimensional background with metric \( G_{\mu \nu} = \text{diag}(-1,1,1,1,1,1) \). We will use \( \mu = \{0,1\} = 0,1,...5 \) as vector indices and \( A,B,... \) as Dirac spinor indices of the Dirac representation \( 8 = 4 \oplus 4' \), and \( \alpha, \beta,... \) and \( \alpha', \beta',... \) as the Weyl spinor indices respectively, in the Lorentz group \( SO(1,5) \); \( a,b,... = 1,2,...,5 \) as vector indices and \( i,j,... \) as spinor indices in the R-symmetry group \( SO(5)_R \). More conventions about our spinors are found in the appendix A. We define the three-form field strength \( H \) from the two-form gauge potential \( B \) as \( H = dB \). Here

\[ H_{\mu \nu \rho} = 3 \partial_{[\mu} B_{\nu \rho]} = \partial_\mu B_{\nu \rho} + \partial_\nu B_{\rho \mu} + \partial_\rho B_{\mu \nu} \]  

(1)

We note that there does not exist a decomposition of the gauge potential \( B \) into chiral potentials \( B^\pm \) unless the fields satisfy the equation of motion. If \( H = dB^+ + dB^- \) where \( *dB^\pm = \pm dB^\mp \) then \( *dH = dH = 0 \). Conversely, if \( dH = *dH = 0 \), then we can locally write \( H = dB \) and \( *H = dB \) and hence, locally, we have that \( H = dB^+ + dB^- \) where we can take \( B^\pm = \frac{1}{2}(B \pm \tilde{B}) \). We will in this paper always assume that the fields are on-shell so that such chiral potentials exist (locally).

The supersymmetry charges of the \( d = 6 \), \((2,0)\)-theory transform in the representation \((4,4)\) of \( SO(1,5) \times SO(5) \). The anti-commutator of two such supercharges will transform in the representation \( (n, a) \) means the (anti) symmetric part

\[
\left((4,4) \times (4,4)\right)_s \simeq (6_a \oplus 10_a^+ , 1_a \oplus 5_a \oplus 10_a^+)_s
\]

\[
= (6_a, 1_a) \oplus (6_a, 5_a) \oplus (10_a^+, 10_a) \simeq P_\mu \oplus Z_{\mu a} \oplus W^+_{\mu \rho, a b}.
\]

(2)

so the most general \( SO(1,5) \times SO(5)_R \)-invariant supertranslations algebra is

\[
\{Q_{\alpha i}, Q_{\beta j}\} = i \left( \Omega_{ij}(\gamma^\mu)_{\alpha \beta} P_\mu + (\sigma^{\alpha})_{ij} (\gamma^\mu)_{\alpha \beta} Z_{\mu a} \right.
\]

\[
+ \frac{1}{2\sqrt{3}} (\sigma^{\alpha})_{ij} (\gamma^{\mu \rho})_{\alpha \beta} W^+_{\mu \rho, a b} \bigg). \]

(3)

The overall factor \( i \) in the right hand side comes from the symplectic Majorana condition \( (Q_{\beta j})^\dagger = i \Omega^{ij} Q_{\alpha i}(\gamma^0)_{\alpha \beta} \). We define the translation generator as \( [P_\mu, \cdot] = i \partial_\mu \). From this algebra one derives that there is a massless tensor multiplet on which these supercharges act as

\[
[Q_{\alpha i}, B_{\mu \nu}] = i (\gamma_{\mu \nu})_{\alpha \beta} \psi_{\beta i}.
\]
\[ [Q_{\alpha i}, \phi_a] = i(\sigma_a)^i_j \psi_{\alpha j} \]
\[ \{Q_{\alpha i}, \psi_{\beta j}\} = \frac{i}{24} \Omega_{ij}(\gamma^\mu_{\rho \nu})_{\alpha \beta} H^{\mu \nu}_{\nu \rho} + \frac{i}{2} (\sigma^a)_{ij}(\gamma^\mu)_{\alpha \beta} \partial_{\mu} \phi_a. \]  

The commutator of two variations close only if one uses the equations of motion. The action for this massless multiplet can be determined by requiring that the supercharges transform the massless fields in the tensor multiplet as above. We find that the supercharges

\[ Q_{\alpha i} = \frac{1}{6} \int d^5 x \gamma^{\mu \rho}_{\nu \rho} \psi_{\alpha i} H^{\mu \rho}_{\nu \rho} + \frac{1}{2} \int d^5 x \sigma_{\alpha i} \gamma^0 \psi_{\alpha i} \partial_{\mu} \phi^a \]  

will do the job if and only if the canonical equal-time commutation relations are

\[ [\phi^a(x), \partial^0 \phi_b(y)] = -\frac{1}{2} \delta^a_b \delta^3(x - y) \]
\[ \{\psi_{\alpha i}(x), \psi_{\beta j}(y)\} = \frac{1}{2} \Omega_{ij}(\gamma_0)_{\alpha \beta} \delta^3(x - y) \]
\[ [H^{+}_{lmn}(x), H^{+}_{ijk}(y)] = \frac{1}{2} \epsilon_{ijklm} \partial_\alpha \delta^3(x - y) \]  

which in turn can be derived from the non-chiral action

\[ S = \int d^5 x(-\frac{1}{12} H^{\mu \rho}_{\nu \rho} - \partial_{\mu} \phi^a \partial^\mu \phi_a + 4 \psi^{\alpha i} \Omega_{ij}(\gamma^\mu)_{\alpha \beta} \partial_{\mu} \psi_{\beta j}). \]

(The last of these commutation relations is a bit tricky and is derived in appendix B.) We will now anti-commute two such supercharges and pay attention only to terms that survive only on topologically non-trivial six-manifolds [2], which will turn out to correspond to the non-compact topologies one gets by deleting an infinite string and a 3-brane respectively from the M5-brane world-volume which we have assumed to be flat, i.e. with vanishing intrinsic curvature [3]. (The extrinsic curvature, that is, how the M5-brane is embedded in eleven dimensions, is another thing which we don’t consider here.) We notice that \( \gamma^\mu_{\rho \nu} H^{\mu \rho}_{\nu \rho} = 2 \gamma^i j k H^{+}_{ijk} \) due to self-duality. Then we get

\[ \{Q_{\alpha i}, Q_{\beta j}\} = \ldots + \frac{i}{3} (\sigma^a)_{ij}(\gamma^k l m o)_{\alpha \beta} \int d^5 x H_{ijk} \partial_l \phi_a \]
\[ + i(\sigma^a)_{ij}(\gamma^muo)_{\alpha \beta} \int d^5 x \partial_{\mu} \phi_a \partial_{\nu} \phi_b \]
\[ = \ldots + i(\sigma^a)_{ij}(\gamma_m)_{\alpha \beta} \int H \wedge d\phi_a \wedge dx^m \]
\[ + \frac{i}{24}(\sigma^a)_{ij}(\gamma_{klm})_{\alpha \beta} \int d\phi_a \wedge d\phi_b \wedge dx^k \wedge dx^l \wedge dx^m \]

Now we assume that we have an infinite string \( \Sigma \) in the \( X^3 \)-direction, located at \( X^1 = X^2 = X^3 = X^4 = 0 \), so that we integrate over the manifold \( R^5 - R = R \times (R^4 - \{0\}) = R \times (R_+ \times S^3) \). Then we have

\[ = \ldots + i(\sigma^a)_{ij}(\gamma_5)_{\alpha \beta} \int_{\text{string}} dx^5 2 \int_{S^3 \times R_+} H^+ \wedge d\phi_a \]
\[ = \ldots + i(\sigma^a)_{ij}(\gamma_5)_{\alpha \beta} 2 \int_{\text{string}} dx^5 g^+ \phi_a |_{\Sigma} \]

where in the last step we have defined \( g^+ \equiv \int_{S^3} H^+ \). From this we read off

\[ Z_{\mu a} = 2 \int_{\text{string}} dx^5 \delta^5_\mu \phi_a |_{\Sigma}. \]

The string tension \( T \) is given by

\[ T = \sqrt{Z_{\mu a} Z^{\mu a}} \]
for BPS-saturated strings, so
\[ T = 2g^+ \sqrt{\phi^a \phi_a} |_{\Sigma}. \]  
(12)
The tension will contain a part coming from the $\phi$-field the string produces itself, plus a part coming from $\phi$-fields produced by other strings.

Similarly for an infinite 3-brane in the $X^{1,2,3}$ directions, localized at $X^4 = X^5 = 0$, we get the manifold $R^5 - R^3 = R^3 \times (R_+ \times S^1)$, and
\[ \ldots + i \frac{1}{21} \sigma^{ab}_{ij}(\gamma_{123})_{\alpha \beta}^4 \int_{3-brane} dx^1 \wedge dx^2 \wedge dx^3 \int_{S^1 \times R_+} d\phi_a \wedge d\phi_b \]  
(13)
from which we read off
\[ W^{\mu \nu \rho}_{ab} = 4 \delta^{\mu \nu \rho}_{123} \int_{3-brane} dx^1 \wedge dx^2 \wedge dx^3 \int_{S^1 \times R_+} d\phi_a \wedge d\phi_b \]  
(14)
and the three-brane tension,
\[ \tau_3 = 4 \int_{S^1 \times R_+} d\phi_a \wedge d\phi_b. \]  
(15)

The equations of motion for the bosonic fields in the tensor multiplet coupled to a string can be obtained by adding to the action the interaction terms
\[ - \sum_i \int_{\Sigma_i} T \sqrt{-h} d^2 \sigma, \]  
(16)
where $i$ runs over all the string world-sheets, and $h_{\alpha \beta}$ is the induced metric on the string world-sheet. For an infinite self-dual BPS-string $\Sigma$ in the $X^5$-direction we get
\[ - \int_{\Sigma} T \sqrt{-h} d^2 \sigma = -2g^+ \int d^4 x |\phi(x)| \int_{\Sigma} d^2 \sigma \delta^6(x - X(\sigma)) \]  
(17)
where $|\phi| \equiv \sqrt{\phi^a \phi_a}$ and if we e.g. assume that $\phi_a = \delta_{a5}|\phi|$ then we get the equation of motion
\[ \partial_i \delta^i |\phi(x)| = g^+ \int_{\Sigma} d^2 \sigma \delta^6(x - X(\sigma)). \]  
(18)
The equations of motion for the self-dual field strength are
\[ * d H^+ = J \]  
\[ * d H^+ = J \]  
(19)
where the current $J$ is given by
\[ J^{\mu \nu} = \sum_i g^+ \int_{\Sigma_i} dX^\mu \wedge dX^\nu \delta^6(x - X(\sigma)) \]  
\[ = \sum_i g^+ \int_{\Sigma_i} d^2 \sigma \sqrt{-h} \frac{1}{21} \epsilon^{\alpha \beta} \partial_\alpha X^\mu \partial_\beta X^\nu \delta^6(x - X(\sigma)). \]  
(20)
We now see that $g^+$ is the electric and the magnetic charge of this string, which means that we have a self-dual string. The $B$-field from an infinite string at $X^{1,2,3,4} = 0$ thus satisfies the equation of motion
\[ \partial_\mu \partial^\mu B_{05}^+ (x) = g^+ \int_{\Sigma} d^2 \sigma \delta^6(x - X(\sigma)). \]  
(21)
Both of the equations of motion (18) and (21) reduce to a four-dimensional equation of the form
\[ \partial_i \partial^i f(x) = \delta^4(x) \] (22)
which has the solution
\[ f(x) = f(\infty) - \frac{1}{2 \pi^2 |x|^2}. \] (23)

These formulas show that the tension decreases as we approach the position of a string. This is intuitively reasonable if one thinks of the tension of the string as coming from a membrane stretching between two five-branes. The string tension will then be proportional to the distance between the five-branes. We can then understand the decreasing string tension towards the string as coming from the fact that a membrane pulls the five-branes closer to each other in the vicinity of the membrane. The formulas above will break down when we come close to the string. The formula then says that the tension tends to minus infinity, which can not be true! The tension must of course always be positive. To remedy this one must presumably consider the exact (still unknown) non-linear interacting quantum theory on the five-brane. The string action we wrote above in e.g. equation (16) is thus only to be seen as an effective action that is valid only at low energies compared to the masses of the strings.

The equation of motion for a second string with the same charges as the first one, which moves in given fields of the tension \( T(x) \) and the potential \( B_{\mu \nu}^+(x) \), is most easily derived by varying an (effective) string action coupled to \( B^+ \). This action should be applicable at least at low energies, or when the strings are heavy and far apart. \( B^+ \) must of course be on-shell so this action is not useful to obtain equations of motion for \( B^+ \). The strings couple to both \( B^+ \) and its dual potential, but since the field strength is self-dual, the dual potential is also \( B^+ \). We thus get the total coupling as twice a pure electrical coupling,
\[ -\frac{1}{2} \int d^2 \sigma T(X) \sqrt{-g} \gamma^{\alpha \beta} \partial_\alpha X^\mu \partial_\beta X^\nu G_{\mu \nu} - 2g^+ \int d^2 \sigma \frac{1}{2!} \sqrt{-g} \varepsilon^{\alpha \beta} \partial_\alpha X^\mu \partial_\beta X^\nu B_{\mu \nu}^+(X). \] (24)

Varying \( X^\alpha \), and then putting the auxiliary metric \( \gamma_{\alpha \beta} \) equal to the induced metric \( h_{\alpha \beta} \), we get
\[ T \partial_\alpha (\sqrt{-h} h^{\alpha \beta} \partial_\beta X_\rho) = \frac{1}{2} \sqrt{-h} h^{\alpha \beta} \partial_\alpha X^\mu \partial_\beta X_\rho \partial_\rho T - \sqrt{-h} g^{\alpha \beta} \partial_\alpha X^\mu \partial_\beta X_\rho \partial_\rho T - 2g^+ \frac{1}{2} \varepsilon^{\alpha \beta} H_{\mu \nu \rho}^+ \partial_\alpha X^\mu \partial_\beta X^\nu \] (25)
which, in the case of a straight string parallel with the first one, reduces to
\[ T \partial^\alpha \partial_\alpha X_\rho = \partial_\rho T - 2g^+ \partial_\rho B_{\mu \nu}^+ = \frac{2g^+}{\pi} x_\rho \frac{x_\rho}{|x|^4} - \frac{2g^+}{\pi} x_\rho \frac{x_\rho}{|x|^4} = 0. \] (26)
That is, the attractive force due to interaction via scalars \( \phi_a \) cancels the repulsive force via gauge bosons \( B_{\mu \nu}^+ \), if the two strings are parallel.

We can also derive this zero force condition from the Hamiltonian. For simplicity we assume that the only non-zero component of the central charge is \( Z_a^5 \) and that this component is positive. From the anticommutator of two supercharges we can extract the mass as the Hamiltonian in the rest frame of the string. We rewrite the mass as follows, where we introduce a vector field \( e \) of unit length:
\[ M = \int_{\mathbb{R}^5} (H^+ \wedge *_5 H^+ + d\phi \wedge *_5 d\phi) \]
\[
\omega = \int_{\mathbb{R}^5} \star_5 H^+ - d\phi_a \wedge e \rangle^2 + \int_{\mathbb{R}^5} d^5 x (\varepsilon^\mu \partial_\mu \phi)^2 + 2 \int_{\mathbb{R}^5} H^+ \wedge d\phi_a \wedge e \\
\geq 2\int_{\mathbb{R}^5} H^+ \wedge d\phi_a \wedge e 
\]  
(27)

Here we have equality only if \(\varepsilon^\mu \partial_\mu \phi = 0\) and \(\star_5 H - d\phi_a \wedge e = 0\). We now let \(e\) be a tangent vector field of a string. We then define \(e\) at an arbitrary point in \(\mathbb{R}^5\) as the vector obtained by parallel transporting \(e\) from the string along a straight line \(\mathbb{R}^+\) ending on the string. We take these straight lines to be parallel. When we have equality above, \(\phi\) is constant along the string. We then get

\[
M \equiv 2\int_{S^3} H^+ \int_{\text{string}} \phi_a e \\
= 2\int_{S^3} g^+ \phi_a \int_{\text{string}} e \\
\geq 2\int_{S^3} g^+ \phi_a \int_{\text{string}} dx^5. 
\]  
(28)

We thus have BPS saturation, \(M = |Z_a|^2\), only if \(e = dx^5\) (i.e. the string is a straight line parallel to the \(x^5\)-axis), \(\phi\) is constant along the string and the Bogomolny equation

\[
\star_5 H - d\phi_a \wedge dx^5 = 0 
\]  
(29)

is satisfied. We notice that this equation essentially is the zero force condition.

If the strings instead had been anti-parallel the forces would have added up, since the Lorentz force would change sign. If one compactifies the \(x^5\) direction then orientation reversal of the string becomes tantamount to changing the sign of its charge.

## 3 Holomorphic factorization of the partition function

In this section we will consider compact topologically non-trivial six-manifolds of the form \(M_6 = S^3 \times M_5\) where \(M_5\) is some compact five-manifold. Having assumed this, it is possible to define a basis of the homology group \(H_3(M_6, \mathbb{Z})\) consisting \(A\)-cycles \(\{a_i\}\) that wind around the circle and \(B\)-cycles \(\{b_j\}\) that do not wind around the circle. They are dual in the sense that they have intersection numbers \(a_i \cdot a_j = b_i \cdot b_j = 0\), \(a_i \cdot b_j = \delta_i^j\). We will let the circle be in the time-direction, so in particular the \(B\)-cycles will be spatial. We define a basis \([E_A^i]\) and \([E_B^j]\) of \(H^3(M_6, \mathbb{Z})\), which is dual to \(H_3(M_6, \mathbb{Z})\), that is, \(\int_{a_i} E_A^j = \delta_i^j\) and \(\int_{b_j} E_A^j = \delta_i^j\). We will take \(E_A\) and \(E_B\) to be harmonic representatives.

We want to make use of a complex structure given by the Hodge duality operator, \(\ast\), on the intermediate Jacobian \(H^2(M_6, \mathbb{R})/H^2(M_6, \mathbb{Z})\), but this is possible only if \(s^2 = -1\). This forces us to make a Wick rotation, \(x^0 \rightarrow x_0^0 = i x^0\), such that \(M_6\) becomes an Euclidean manifold. We define the period matrix \(Z = X + iY\) with the matrices \(X\) and \(Y\) having real entries, by declaring

\[
E^+ = Z E_A + E_B \\
E^- = \bar{Z} E_A + E_B. 
\]  
(30)

to be self-dual and anti-self-dual respectively. More explicitly this means that

\[
E_B = -X E_A + Y \ast E_A. 
\]  
(31)
For convenience we have defined our basis forms such that \( \int_{b_i} E_{\pm} = \delta^i_j \).

Since the harmonic three-forms are on-shell, we can expand the harmonic parts of the field strengths as

\[
\begin{align*}
H^+_0 &= h^{+t}(ZE_A + E_B) \\
H^-_0 &= h^{-t}(ZE_A + E_B).
\end{align*}
\] (32)

These are the most general classical solutions on a compact six-manifold. The quantum oscillations need a different treatment, and will not be studied in this paper.

The Lagrangian density for a free non-chiral two-form potential \( B_{\mu \nu} \) with Euclidean field strength \( H = dB \) is given by

\[
\mathcal{L} = -\frac{1}{2\lambda^2} H \wedge \ast H
\] (33)

where \( \lambda \) is a dimensionless coupling constant. When decomposing the field strength as \( H = H^+ + H^- \) where \( \ast H^\pm = \pm i H^\pm \), we get

\[
\mathcal{L} = -\frac{1}{\lambda^2} i H^- \wedge H^+ = -\frac{iG}{12\lambda^2} e^{0ijklm}(H^-_{0ij} H^+_{klm} - H^-_{klm} H^+_{0ij})
\] (34)

The momentum conjugate to \( B_{ij} \) is then (if we temporarily treat \( B_{ij} \) and \( B_{ji} \) as independent variables, as in the appendix)

\[
\Pi^{ij} = i \frac{1}{2\lambda^2} \sqrt{G} H^{0ij} = i \frac{iG}{12\lambda^2} e^{0ijklm}(H^+_{klm} - H^-_{klm})
\] (35)

If we make the gauge choice \( B_{0i} = 0 \), then the Hamiltonian density is

\[
\mathcal{H} = i\Pi^{ij} H_{0ij} - \mathcal{L} = -\frac{iG}{12\lambda^2} e^{0ijklm}(H^+_{klm} H^+_{0ij} - H^-_{klm} H^-_{0ij})
\]

\[
= -i \frac{1}{\lambda^2} ((H^+)_{B} \wedge (H^+)_{A} - (H^-)_{B} \wedge (H^-)_{A})
\] (36)

When we quantize we substitute the Poisson-bracket with a commutator. We then get the commutation relations

\[
[h^{+i}, h^{+j}] = 0
\] (37)

as we will see in section 4. We will only be interested in the zero-mode part of the Hilbert space, which is spanned by eigenvectors \( |h^+ > \) of \( h^+ \). We divide the Hamiltonian density into a zero-mode part \( \mathcal{H}_0 \) and a oscillator part \( \mathcal{H}_{osc} \). The zero-mode part is given by the operator

\[
\mathcal{H}_0 = -\frac{i}{\lambda^2} (h^{+t} E_B \wedge E_A^t Z h^+ - h^{-t} E_B \wedge E_A^t \bar{Z} h^-).
\] (38)

By using the symplectic property of the three-form basis we get

\[
\int_{S^1 \times M_5} \mathcal{H}_0 = -\frac{i}{\lambda^2} (h^{+t} Z h^+ - h^{-t} \bar{Z} h^-).
\] (39)

We notice that with \( \text{Re} \ Z = 0 \) this quantity always is positive, i.e. the energy is positive, as a consequence of the fact that the period matrix always has the property that \( \text{Im} \ Z > 0 \).

We can extract the zero-mode part by integrating over a spatial cycle \( b^i \),

\[
\int_{b_i} \frac{H^\pm}{g} = \frac{h^{\pm i}}{g} \equiv w^{\pm i}.
\] (40)
We will define \( g \) such that the eigenvalues of
\[
    w \equiv w^+ + w^-
\]
are integers. The minimal magnetic charge is thus assumed to be \( g \). The numerical value of this charge can be determined from the quantization condition for dyonic strings in six dimensions with electric and magnetic charges \((e^i, g^i)\),
\[
e^i g^j + e^j g^i = 2\pi \hbar n^{ij},
\]
where \( n^{ij} \in \mathbb{Z} \). This is a much stronger condition than the corresponding Dirac-Schwinger-Zwanziger condition in four dimensions, due to the plus sign. In four dimensions there is a minus sign instead, and hence one can draw no conclusions by considering two equally charged dyons in four dimensions. This situation is different in six dimensions. In particular we can have no theta angle in six dimensions. Another restriction comes from the fact that any consistent chiral theory must contain only self-dual strings. By taking two equally charged self-dual strings with charges \((e^i, g^i) = (g, g)\), the charge quantization condition implies that the smallest such charge is given by
\[
    g^2 = \pi \hbar.
\]
At this stage it is not clear that \( \int_{b_i} H \), where \( H \) is non-self-dual, should be quantized in units of \( g \). But we will give an argument for this at the end of this section.

We will now make use of the gauge equivalence of the non-chiral potential \( B \approx B + \Delta B \), where \( \Delta B \) has periods which are integer multiples of \( g \). This fact is derived in appendix \( C \) by using the fact that \( B \) is a connection on a gerbe. The operator which implements such a gauge transformation is given by
\[
    \exp \frac{i}{\hbar} \int_{M^5} d^5 x \Pi^{ij} \Delta B_{ij},
\]
This is proved in the appendix \( B \). Now gauge equivalence means that this operator should have eigenvalues one. This implies that, if we choose \( \Delta B \) such that it has exactly one non-zero period being \( g \) over a two-cycle that has as its Poincare dual the three-cycle \( b_i \), then
\[
    \frac{i}{\hbar} \int_{M^5} d^5 x \Pi^{ij} \Delta B_{ij} = -\frac{i}{\hbar \lambda^2} \int_{M^5} (H^+ - H^-) \wedge \Delta B = -\frac{i g^2}{\hbar \lambda^2} (w^+ - w^-)^i
\]
is an integer multiple \( n \) of \( 2\pi i \).

Now if we choose our coupling constant such that
\[
    \frac{g^2}{\lambda^2} = \pi \hbar,
\]
which, since \( g = \sqrt{\pi \hbar} \), means that
\[
    \lambda = 1,
\]
\(^1\)A shorter argument can be made if the three-cycle is \( S^3 \). Then we need only two covers \( U_N \) and \( U_S \) over each of which the gauge potentials are uniquely defined, and the complications discussed on triple overlaps in the appendix do not enter. Let \( V_{N(S)} \) be adjacent neighbourhoods such that \( S^3 = V_N \cup V_S \). From Stokes theorem we then get
\[
    \int_{S^3} H = \int_{V_N} dB_N + \int_{V_S} dB_S = \int_{\partial V_N} (B_N - B_S) = \int_{\partial V_N} \Delta B
\]
which indicates that \( \int \Delta B \) over two cycles is quantized in the same units as \( \int H \) is over three-cycles.
then the zero-mode contribution of the time-integrated Hamiltonian is

$$\int_{S^3 \times M^5} \mathcal{H} = -i \pi (w^+ Z w^- - w^- Z w^+)$$

where \( w^\pm = \mp n + \frac{\bar{w}}{2} \) which is necessary in order to holomorphically factorize the partition function into a finite sum of chiral times anti-chiral partition functions [8]. Each of these chiral partition functions then describe different chiral theories. This should allow us to interpret any of these theta-functions as a trace \( \text{Tr} \exp - TH^+ \) where \( H^+ \) is (the zero-mode contribution of) the chiral part of the Hamiltonian and \( T \) is an Euclidean time interval. We will take this as a part of the definition of \( H^+ \).

We have a gauge invariance in the non-chiral theory, which means that we can insert an operator which performs such a gauge transformation without changing the non-chiral partition function. But such an operator will permute the chiral partition functions. We thus have to consider the effect of inserting the operator

$$\exp \left( \frac{i}{\pi} \int d^5 x 2 \Pi^{ij} \Delta B^+_{ij} \right)$$

which transforms the state \( |B^+ \rangle \) to \( |B^+ + \Delta B^+ \rangle \) as is showed in appendix B. The zero-mode contribution to the chiral partition function is then

$$\sum_{w^+} <w^+ | e^{\frac{i}{\pi} \int d^5 x 2 \Pi^{ij} \Delta B^+_{ij}} e^{- \int_{M^5} H^+} | w^+ \rangle$$

$$= \sum_{w^+} <w^+ | e^{\frac{i}{2} \int H^+ \wedge \Delta B^+} e^{- \int_{M^5} H^+} | w^+ \rangle$$

$$= \sum_{w^+} e^{i 2 \pi w^+ \beta^2} e^{i \pi w^+ Z w^+}$$

where we have defined

$$\beta^i = \int_{b_i} \frac{\Delta B^+}{\sqrt{\pi h}}$$

where \( \hat{b}_i \) is Poincare dual to \( b_i \). We do not know any direct way to deduce over which values \( w^+ \) should run in the sum (more than that it should be integer and/or half-integer valued since it is given by \( w^+ = n + \frac{\bar{w}}{2} \)). But we know [8] that the answer must be a theta-function \( \theta \left[ \frac{\beta}{2} \right] (Z) \), and hence we deduce that \( w^+ = \int_{b_i} \frac{H^+}{\sqrt{\pi h}} \in \mathbb{Z} + \alpha^i \). Thus the ‘physical’ field strength (by ‘physical’ we will mean a field strength which when integrated over a three-cycle gives a magnetic charge) is not quite a connection on a gerbe. We then have to rescale the gauge field as

$$B_{\text{phys}} = \frac{1}{2} \sqrt{\frac{\hbar}{\pi}} B_{\text{math}}$$

to obtain the quantization condition of a self-dual connection,

$$\int_{b_i} \frac{H^+_{\text{math}}}{2 \pi} \in \mathbb{Z} + \alpha^i.$$  

This is thus the quantization condition one has in a chiral theory which is characterized by the \( \frac{1}{2} \)-dimensional vectors \( \alpha \) and \( \beta \), with entries in \( \frac{1}{2} \mathbb{Z} \). We notice that for \( \alpha = 0 \), \( \int_{b_i} H^+ \) is quantized in integer units of the smallest charge of a self-dual string, \( g = \sqrt{\pi h} \). One should have the same quantization of \( \int_{S^3} H^+ \) for an \( S^3 \) around an infinite magnetically charged string in \( R^5 \) as for an \( S^3 \) in a compact manifold that one obtains by a deformation retract of \( R^5 - R = R \times (R^4 - \{0\}) = R \times R_+ \times S^3 \), and by adding some points at infinity to make the manifold compact.
4 Commutation relations of surface observables

In a curved space with Minkowski signature we have the commutation relations (which are derived in appendix B) [11],

\[ [H^+_{ijk}(x), H^+_{i'j'k'}(x')] = i\hbar \frac{3}{2} \epsilon_{ij'k'} \partial_5 \delta^5(x - x') \]  

for the ‘physical’ fields. From this we can compute the commutation relation between Wilson surfaces \( \int_D \frac{H^+}{\sqrt{\pi \hbar}} \) where \( D \) is a three-dimensional surface with boundary \( \partial D = \Sigma \),

\[
\left[ \int_D \frac{H^+}{\sqrt{\pi \hbar}}, \int_{D'} \frac{H^+}{\sqrt{\pi \hbar}} \right] = 
\left[ \int_D \frac{H^+}{3! \sqrt{\pi \hbar}} \, dx^i \wedge dx^j \wedge dx^k, \int_{D'} \frac{H^+}{3! \sqrt{\pi \hbar}} \, dx'^i \wedge dx'^j \wedge dx'^k \right] = 
- \frac{i}{2\pi} \int_{\partial D} \frac{1}{3!} \, dx^i \wedge dx^j \wedge dx^k \epsilon_{ij'k'} \partial_5 \delta^5(x - x') = 
- \frac{i}{2\pi} D' \cdot \partial D = -\frac{i}{2\pi} L(\Sigma, \Sigma').
\]  

The dot, \( \cdot \), denotes the intersection number and \( L(\Sigma, \Sigma') \) is defined as in the last line and is the linking number of the two two-cycles \( \Sigma \) and \( \Sigma' \).

We now see that the quantities \( w^+ = \int_D \frac{H^+}{\sqrt{\pi \hbar}} \) commute if \( \partial b^i = \emptyset \), which justifies our treatment of these quantities as c-number valued ‘charges’.

We now consider open curves \( D \) with boundary \( \Sigma \). Associated with such surfaces we define the Wilson surface observables

\[ W(\Sigma) \equiv \exp 2\pi i \int_D \frac{H^+}{\sqrt{\pi \hbar}}. \]  

By using the BCH-formula we see that these observables commute at equal time. We could also have gone backwards and showed that the coupling constant would have to take the value \( \lambda = 1 \) in order for these surface observables to commute. They should really commute in order to yield correct commutation relations when reducing on a two-torus. We then get \( U(1) \) gauge theory, and these surface observables become Wilson lines and ‘t Hooft lines depending on whether the surface wraps the a- or b-cycle of the two-torus. Then the above commutation relation reduces to the old fact that the Wilson and ‘t Hooft lines commute in \( U(1) \)-gauge theory [12]. We think it is remarkable that these two entirely different ways of computing the coupling constant yield the same answer. Using Wilson lines to compute \( \lambda \) did not require a non-trivial topology as holomorphic factorization did.

5 Reduction to four dimensions

We will now start from a Minkowski six-manifold and make dimensional reduction by letting \( x^4, x^5 \in [0, 1] \) be coordinates on a two-torus and \( x^i \) \((i = 0, 1, 2, 3)\) be the remaining coordinates [13]. We will denote the moduli parameter of the torus as \( \tau = \tau_1 + i\tau_2 \). In this section we will use the mathematicians conventions for the gauge fields so that they will be connections on a 1-gerbe and 0-gerbe (line-bundle) respectively. This convention has the advantage that it makes the S-duality transformations look nicer. We dimensionally reduce the on-shell self-dual field strength as

\[ H^+ = \frac{1}{3!} H^+_{ijk} \, dx^i \wedge dx^j \wedge dx^k \]
Due to self-duality, $H_{ijk}^+$ and $\partial_i B_{15}^+$ are related. Likewise $F = dA$ and $\tilde{F}$ are related as

$$\tilde{F} = -\tau_1 F + \tau_2 \ast F$$

if we define $\tau$ as

$$dx^4 = \tau_1 dx^5 - \tau_2 \ast dx^5.$$ 

Invariance under diffeomorphisms implies in particular invariance under modular transformations of the $T^2$. For $H^+$ to be invariant we must then impose the following transformation rules, $x^4 \rightarrow x^5$, $x^5 \rightarrow -x^4$, $\tau \rightarrow -\frac{1}{\tau}$, $F \rightarrow \tilde{F}$, $\tilde{F} \rightarrow -F$ and $x^4 \rightarrow x^4 + x^5$, $\tau \rightarrow \tau + 1$, $\tilde{F} \rightarrow \tilde{F} - F$. This diffeomorphism invariance is S-duality from the four-dimensional point of view.

We will now integrate $H^+$ over three-cycles $\Sigma \times \gamma$ where $\Sigma$ is a two-cycle not on the torus, and $\gamma$ is either the $a$ or the $b$-cycle of the torus, normalized such that $\int_a dx^4 = \int_b dx^5 = 1$, $\int_a dx^5 = \int_b dx^4 = 0$. We then get

$$\left( \begin{array}{c} \int_{\Sigma \times a} H^+ \\ \int_{\Sigma \times b} H^+ \end{array} \right) = \left( \begin{array}{c} \int_{\Sigma} F \\ \int_{\Sigma} \ast F \end{array} \right) = \left( \begin{array}{cc} 1 & 0 \\ -\tau_1 & \tau_2 \end{array} \right) \left( \begin{array}{c} \int_{\Sigma} F \\ \int_{\Sigma} \ast F \end{array} \right).$$

In section 3 we saw that $\int_{\Sigma \times \gamma} \frac{H^+}{2\pi} = w_\gamma$ where $w_\gamma^+$ is either in $\mathbb{Z}$ or in $\mathbb{Z} + \frac{1}{2}$ depending on which theory we are looking at (i.e. on which theta function we pick). Now we should choose the theory which corresponds to the theta function with zero characteristics, $\theta^{[000]}$, which was found in [15] to be the only theory which candidate to be modular invariant on manifolds of the form $\tilde{T}^2 \times M_4$ provided that we choose our $A$- and $B$-cycles properly. Here we should consider the case when $M_4 = S^1 \times M_3$ where $S^1$ is (Euclidean and periodic) time. We then combine one of the one-cycles of $T^2$ with the $S^1$-time to a new two-torus $\tilde{T}^2$. The remaining four-manifold will then contain a one-cycle. This means that the modular group of the $\tilde{T}^2$ does not constrain all the entries in $\alpha$ and $\beta$ to be zero. But by combining modular groups from all two-tori with one cycle being the $S^1$-time (in the case that $M_4 = S^1 \times M_3$ with $M_3$ simply connected, we have the two two-tori $T^2 = S^1 \times a$ and $T^2 = S^1 \times b$) we find that all entries in $\alpha$ and $\beta$ must be zero.

In our mathematical convention the four-dimensional magnetic and electric charges will, as we will see below, be given as

$$g = \sqrt{\frac{\tau_2 h}{2\pi}} \int_{\Sigma} F$$

$$q = \sqrt{\frac{\tau_2 h}{2\pi}} \int_{\Sigma} \ast F.$$ 

Under $\tau \rightarrow \tau + 1$ we want the charges of a dyon to transform as $(g, q) \rightarrow (g, q + e)$ where $e$ is the smallest electric charge unit. In the case when $\tau_1 = 0$, we want $(g, q) \rightarrow (q, -g)$ under $\tau_2 \rightarrow \frac{1}{\tau_2}$. This explains why we have to insert a factor proportional to $\sqrt{\tau_2}$. Now we find that

$$\left( \begin{array}{c} g \\ q \end{array} \right) = \sqrt{\frac{2\pi h}{\tau_2}} \left( \begin{array}{cc} \tau_2 & 0 \\ \tau_1 & 1 \end{array} \right) \left( \begin{array}{c} w_a^+ \\ w_b^+ \end{array} \right)$$

If we now put $\tau = \frac{\theta}{\pi} + \frac{8\pi i}{g_{YM} h}$, then we get

$$g = \frac{4\pi}{g_{YM}} w_a^+$$
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\[ q = \frac{g_{YM} \hbar}{2} w^+_b + \frac{\theta g_{YM} \hbar}{2\pi} w^+_a \] (65)

The smallest electric charge is then \( e = \sqrt{\frac{2\pi\hbar}{\tau}} = g_{YM} \hbar \).

This is a charge quantization that one has on a topologically non-trivial four-manifold in abelian \( N = 4 \) SYM with coupling constant \( g_{YM} \) and theta angle \( \theta \). One also has this charge quantization on a topologically trivial four-manifold (apart from monopole singularities) and with gauge group \( SU(2) \) (or the dual group \( SO(3) \)) spontaneously broken to \( U(1) \) by a Higgs vacuum expectation value \[3\]. What we have obtained above is the abelian SYM since we did not consider any strings in six dimensions. To obtain \( SU(2) \) (spontaneously broken to \( U(1) \)) SYM one should consider a six dimensional theory with one tensor multiplet coupled to massive strings which wind around non-trivial one-cycles in the six-manifold \[18\]. The same calculation as we did above goes through also in this case, only the interpretations differ. The six-manifold is then a four-manifold times a two-torus with a self-dual string winding around the \( a \)- and \( b \)-cycles. We notice that the three-cycle \( \Sigma \times a \) encloses a \( b \)-cycle that sits at some point within \( \Sigma \). So \( \int_{\Sigma \times a} H^+ \) is now the magnetic charge of a string that winds around the \( b \)-cycle and is located at this particular point within \( \Sigma \). This setup, with one tensor-multiplet and tensile strings winding around two-tori, reduces to a spontaneously broken \( SU(2) \) gauge theory in four dimensions - the massive string reduces to the massive gauge fields in four dimensions (which have obtained their mass from a Higgs mechanism which has broken \( SU(2) \) down to \( U(1) \)) \[14\]. More generally a theory with \( N-1 \) massless tensor multiplets should reduce to a theory with \( N-1 \) massless \( U(1) \) gauge fields, each one being associated with a Cartan generator of the gauge group, so we then obtain an \( SU(N) \) gauge theory spontaneously broken by a generic Higgs field to \( U(1)^{N-1} \).

This also has an interpretation in terms of \( N \) parallel M5-branes, with M2-branes stretching between them. When all the M5-branes are well separated from each other (which means that we consider an effective theory at low energies, compared to the masses of the strings) we have, on each M5-brane, a theory with one massless tensor multiplet coupled to tensile strings. So when considering all the M5-branes we should have a theory with \( N \) \( U(1) \) gauge fields, or if one so wish, one gauge field transforming under \( U(1)^N \). One of these \( U(1) \) factors describes the center of mass motion of the whole system of branes, so the internal theory is a \( U(1)^{N-1} \) gauge theory coupled to tensile strings. When the M5-branes come close to each other (or when we consider the theory at high energies that become comparable with the mass of the strings) nobody knows how to describe the six-dimensional theory, but when one compactifies it to four dimensions by e.g. letting the strings wind around a two-torus we expect that one gets \( SU(N) \) SYM in four dimensions.

I would like to thank M. Henningson for discussions.
Appendix - Gamma matrices

A.1 The SO(1,5) spinor representation

The chirality matrix is \( \gamma = -\gamma_0 \gamma_1 \cdots \gamma_5 \). We let \( c^{AB} \) denote the charge conjugation matrix. It can be chosen to be either symmetric or antisymmetric. We will choose it to be symmetric. From the fact that \( 4 \times 4' \) contains a singlet we deduce that the invariant charge conjugation tensor must be of the form

\[
c_{AB} = \begin{pmatrix}
0 & c^{\alpha \beta'} \\
c_{\alpha'} \beta & 0
\end{pmatrix}
\]

(66)

where \( c^{\alpha \beta'} = c_{\beta' \alpha} \), if we choose a representation where

\[
\gamma_A B = \begin{pmatrix}
\delta_\beta^\alpha & 0 \\
0 & -\delta_\beta'^{\alpha'}
\end{pmatrix}
\]

(\( \gamma_\mu \))

\[
(\gamma_\mu) A B = \begin{pmatrix}
0 & (\gamma_\mu)_{\alpha \beta'} \\
(\gamma_\mu)_{\alpha'} \beta' & 0
\end{pmatrix}
\]

(67)

The gamma matrices must be antisymmetric, e.g. \( (\gamma_\mu)_{\alpha \beta} = -(\gamma_\mu)_{\beta \alpha} \). We will raise and lower spinor indices as

\[
\psi^\alpha = c^{\alpha \beta'} \psi_{\beta'} \\
\psi_{\alpha} = \psi^{\beta'} c_{\beta' \alpha}
\]

(68)

where

\[
c_{\alpha \beta'} c^{\beta' \gamma} = \delta_\alpha^\gamma.
\]

(69)

A.2 The SO(5) spinor representation

We let \( \Omega^{ij} = -\Omega^{ji} \) denote the charge conjugation matrix, and we use the conventions

\[
\psi^i = \Omega^{ij} \psi_j \\
\psi_i = \psi^j \Omega_{ji} \\
\psi_i \chi^i = \psi^j \Omega_{ij} \chi^j = -\psi^i \chi_i
\]

(70)

Then \( \Omega \) has to satisfy

\[
\Omega^{ij} \Omega_{jk} = \Omega_{kj} \Omega^{ji} = -\delta^i_k.
\]

(71)

We will denote the gamma matrices as \( (\sigma^a)_i^j \).

Appendix - Canonical quantization

We will here quantize the non-chiral theory with Lagrangian density \( \mathcal{L} = -\frac{1}{2} H \wedge * H, H = dB \), in a curved space with Minkowski signature, and then we will also quantize the corresponding chiral theory. We will first treat \( B_{ij} \) and \( B_{ji} \) as independent fields. It is only the antisymmetric part, \( \frac{1}{2} (B_{ij} - B_{ji}) \), which occurs in the action. We then get the primary constraints for the canonical momentum \( \Pi^{ij} = -\frac{\sqrt{|G|}}{2} H^{0ij} \)
associated with $B_{ij}$, $\Pi^{ij} + \Pi^{ji} = 0$ and $\Pi^{i0} = 0$, and the secondary constraints $\partial_i \Pi^{ij} = 0$. We eliminate the symmetric parts by the gauge fixing conditions $B_{ij} + B_{ji} = 0$, and the $0i$-components by the gauge fixing condition $B_{i0} = 0$. By imposing the gauge fixing condition $\partial^i B_{ij} = 0$ we have finally fixed the gauge completely. The Poisson bracket is as always given by

$$\{B_{ij}(x), \Pi^{i'j'}(x')\} = \delta_{ij}^{i'j'}$$

(72)

and for the (partially) reduced phase space variables we get the bracket (which rigorously should be computed as a Dirac-bracket. The result happens to coincides with what one gets by just antisymmetrizing the indices),

$$\{B_{[ij]}(x), \Pi^{i'j'}(x')\}_* = \delta_{ij}^{i'j'}.$$  

(73)

Now, after that we have reduced our phase space, we will drop the antisymmetrization symbol $[ ]$.  

The constraints we have choosen here are not independent. There are two relations between them, $\partial_i \partial_j \Pi^{ij} = 0$ and $\partial^i \partial^j B_{ij} = 0$. We therefore introduce two $4 \times 5$-matrices $\alpha$ and $\beta$ of rank 4. Then the independent second class constraints can be expressed as

$$\alpha^i_l \partial_i \Pi^{lk} = 0$$

$$\beta^{i'}_{l'} \partial^i B_{ij} = 0$$

(74)

where $I, I' = 1, 2, 3, 4$. The matrices $\alpha$ and $\beta$ can not be any rank 4 matrices. They are constrained by the condition that none of the above constraints are trivially fulfilled. In flat space we can work in the Fourier space. There we see that $\alpha^i_k(k_i)$ must be orthogonal to the vector space spanned by the momentum vector $k_i$ (and similarly for $\beta$). Now the dimension of this space coincides precisely with the rank of $\alpha$, so that such a matrix $\alpha$ (and similarly $\beta$) exists.

When we quantize we shall substitute the Dirac bracket, $\{ , \}_*$, on the fully reduced phase space, by the anticommutator $\frac{1}{i\hbar} [ , ]$. We thus have to compute the Dirac bracket, which is given by

$$\{B_{ij}(x), \Pi^{i'j'}(x')\}_* = \{B_{ij}(x), \Pi^{i'j'}(x')\} - \frac{d^5 y d^5 y'}{C^{-1}(y, y')_L L'} \{\beta^{i'}_{l'} \partial^k B_{kl'}(y'), \Pi^{i'j'}(x')\}.$$  

(75)

Here $C(y, y')_L L' = \alpha^i_l \beta^i_{l'} \{\partial_k \Pi^{kl}(y), \partial^{k'} B_{kl'}(y')\}$, the exact form of which will be of no use for our purposes. By integrating by parts we get

$$\{B_{ij}(x), \Pi^{i'j'}(x')\}_* = \{B_{ij}(x), \Pi^{i'j'}(x')\}_* - \delta^{kl}_{ij} \delta^{i'j'}_{k'l'} \partial_k \partial^{k'} D(x, x')^t.$$  

(76)

for some continuous functions $D(x, x')$. Canonical quantization means that we should put

$$[B_{ij}(x), \Pi^{i'j'}(x')] = i\hbar \left[ \delta^{i'j'}_{ij} - \delta^{kl}_{ij} \delta^{i'j'}_{k'l'} \partial_k \partial^{k'} D(x, x')^t \right].$$  

(77)

and hence

$$[H_{ijk}(x), \Pi^{ilm}(y)] = -i\hbar \frac{6}{\sqrt{|G(y)|}} \delta^m_{[j} \delta^i_{k]} \delta^5(x - y)$$  

(78)
where in the last step we have noticed that $\partial_i \partial_j = 0$. This implies that
\[
[H^+_{ijk}(x), H^{+oli}_{mn}(y)] = -i\hbar \frac{3}{\sqrt{|G|}} \delta_{ijk} \delta^l_m \delta^o_n \delta^i(x - y) \tag{79}
\]
or equivalently,
\[
[H^+_{ijk}(x), H^+_{lmn}(y)] = i\hbar \frac{3}{2} \delta_{lmni} \partial_k \delta^i(x - y). \tag{80}
\]
In the case that the fields are on-shell we can go one step further and rewrite this as
\[
= \frac{6}{\sqrt{|G(y)|}} \partial_i [B^+_{ijk}(x), \Pi^{-lm}(y)] \tag{81}
\]
where we have divided the conjugate momentum into a chiral and a anti-chiral part as
\[
\Pi^\pm_{ij} = \frac{1}{2} \sqrt{|G|} H^\pm_{0ij} \tag{82}
\]
From this we deduce that
\[
[B^+_{ij}(x), \Pi^{ij'}(x')] = i\hbar \left[ \frac{1}{2} \delta^{ij'}_{ij} + \delta^{kl}_{ij} \delta^{ij'}_{kl} \partial_k \partial^{ij'} \tilde{D}(x,x') \delta^{ij'}_{kl} \right], \tag{83}
\]
where $\tilde{D}_{ij'}$ are some continuous functions.

We finally show that $\exp \frac{i}{\hbar} \int \Pi^{ij} \Delta B_{ij}$ translates $B$ to $B + \Delta B$ provided that $\Delta B_{ij}$ obey the gauge fixing constraints $\partial^k \Delta B_{kl} = 0$,
\[
\frac{i}{\hbar} \int d^3x' \Pi^{ij'}(x') \Delta B_{ij'}(x') \tag{84}
\]
We will indicate orientation reversal with minus signs. We will define the common boundary surface $\partial V_\alpha \cap \partial V_\beta = V_\alpha \cap V_\beta$ (we could remove $\partial$ since these neighbourhoods were adjacent) of the boundaries $\partial V_\alpha$ and $\partial V_\beta$ to be antisymmetric in $\alpha$ and $\beta$. We denote the intersection line between two such common boundaries by
\[
l_{\alpha\beta\gamma} = -\partial(\partial V_\alpha \cap \partial V_\beta) \cap \partial(\partial V_\alpha \cap \partial V_\gamma) = V_\alpha \cap V_\beta \cap V_\gamma \tag{85}
\]
It is totally antisymmetric. If $U_\alpha$ has a overlap only with $U_\beta$, $U_\gamma$, and $U_\delta$, then $\emptyset = \partial V_\alpha = \partial(\partial V_\alpha \cap \partial V_\beta) + \partial(\partial V_\alpha \cap \partial V_\gamma) + \partial(\partial V_\alpha \cap \partial V_\delta)$ and we find that
\[
\partial(\partial V_\alpha \cap \partial V_\beta) = l_{\alpha\beta\gamma} + l_{\alpha\beta\delta}. \tag{86}
\]

C Appendix - The Dirac quantization condition and the Wilson surface

We will here obtain the Dirac quantization condition on manifolds with arbitrary topology. This we do by straightforwardly generalizing the arguments in [15]. We then let $b$ be any three-cycle which we cover by contractible neighbourhoods $U_\alpha$ with no more than quadruple overlaps. We will assume the overlap regions to be contractible and let $V_\alpha$ be adjacent neighbourhoods obtained by contracting the overlaps. We will indicate orientation reversal with minus signs. We will define the common boundary surface $\partial V_\alpha \cap \partial V_\beta = V_\alpha \cap V_\beta$ (we could remove $\partial$ since these neighbourhoods were adjacent) of the boundaries $\partial V_\alpha$ and $\partial V_\beta$ to be antisymmetric in $\alpha$ and $\beta$. We denote the intersection line between two such common boundaries by
\[
l_{\alpha\beta\gamma} = -\partial(\partial V_\alpha \cap \partial V_\beta) \cap \partial(\partial V_\alpha \cap \partial V_\gamma) = V_\alpha \cap V_\beta \cap V_\gamma \tag{85}
\]
It is totally antisymmetric. If $U_\alpha$ has a overlap only with $U_\beta$, $U_\gamma$, and $U_\delta$, then $\emptyset = \partial V_\alpha = \partial(\partial V_\alpha \cap \partial V_\beta) + \partial(\partial V_\alpha \cap \partial V_\gamma) + \partial(\partial V_\alpha \cap \partial V_\delta)$ and we find that
\[
\partial(\partial V_\alpha \cap \partial V_\beta) = l_{\alpha\beta\gamma} + l_{\alpha\beta\delta}. \tag{86}
\]
Similarly we can compute that
\[ \partial l_{\alpha\beta\gamma} = -\partial l_{\alpha\beta\delta} = \partial l_{\alpha\gamma\delta} = -\partial l_{\beta\gamma\delta} = V_{\alpha} \cap V_{\beta} \cap V_{\gamma} \cap V_{\delta} \] (87)
which is a finite set of points.

We note that \( dB_\alpha = dB_\beta \) in \( U_\alpha \cap U_\beta \). We can therefore use the Poincare lemma to obtain
\[ B_\alpha - B_\beta = dA_{\alpha\beta} \] (88)
in \( U_\alpha \cap U_\beta \). Similarly we see that \( d(A_{\alpha\beta} + A_{\beta\gamma} + A_{\gamma\alpha}) = 0 \) in \( U_\alpha \cap U_\beta \cap U_\gamma \) and so, by the Poincare lemma, we can write
\[ A_{\alpha\beta} + A_{\beta\gamma} + A_{\gamma\alpha} = df_{\alpha\beta\gamma} \] (89)
in \( U_\alpha \cap U_\beta \cap U_\gamma \).

Now we have all ingredients to compute the period of the field strength \( H = dB \),
\[
\int b H = \sum_\alpha \int_{V_\alpha} dB_\alpha = \sum_\alpha \int_{\partial V_\alpha} B_\alpha = \sum_{\alpha<\beta} \int_{\partial V_\alpha \cap \partial V_\beta} \int_{l_{\alpha\beta}} dA_{\alpha\beta} = \sum_{\alpha<\beta<\gamma} \int_{\partial l_{\alpha\beta}} \int_{\partial l_{\gamma}} \int_{l_{\alpha\beta\gamma}} df_{\alpha\beta\gamma} = \sum_{\alpha<\beta<\gamma} \int_{\partial l_{\alpha\beta\gamma}} \int_{l_{\alpha\beta\gamma}} df_{\alpha\beta\gamma} \] (90)
Now, by definition of a connection on a gerbe, if \( \frac{2\pi}{g} B \) is such a connection, then \( f_{\beta\gamma\delta} - f_{\alpha\gamma\delta} + f_{\alpha\beta\gamma} - f_{\alpha\beta\gamma} \in gZ \).

Now we turn to the Wilson surface. It should be something like a two-form \( B \) integrated over a two-cycle \( \tilde{b} \). If \( \tilde{b} \) is covered by two neighbourhoods and \( \gamma_\alpha \) and \( \gamma_\beta \) are adjacent neighbourhoods then we consider the quantity
\[ \int_{\gamma_\alpha} B_\alpha + \int_{\gamma_\beta} B_\beta \] (91)
This changes when we deform the neighbourhoods \( \gamma_\alpha \) and \( \gamma_\beta \) such that \( \delta(\gamma_\alpha + \gamma_\beta) = 0 \). We get the variation
\[ \int_{\delta\gamma_\alpha} (B_\alpha - B_\beta) = \int_{\delta\gamma_\alpha} dA_{\alpha\beta} = \int_{\partial\gamma_\alpha} A_{\alpha\beta} \] (92)
which we also can write as
\[ \int_{\delta\gamma_\alpha} A_{\alpha\beta} \] (93)
So a sensible definition of a Wilson surface of a two-cycle which can be covered by at most two neighbourhoods is
\[ \int_{\gamma} B = \int_{\gamma_\alpha} B_\alpha + \int_{\gamma_\beta} B_\beta - \int_{\partial \gamma_\alpha \cap \partial \gamma_\beta} A_{\alpha\beta} \] (94)
In order to understand what happens for a manifold which has to be covered by three neighbourhoods we make a variation such that \( \delta(\gamma_\alpha + \gamma_\beta + \gamma_\gamma) = 0 \) and compute the variation
\[ \delta \left( \int_{\gamma_\alpha} B_\alpha + \int_{\gamma_\beta} B_\beta + \int_{\gamma_\gamma} B_\gamma \right) \]
should then exponentiate, 

\[ A \]

Now this quantity is an integer multiple of \( g \) in \( U \), therefore choose this new curve piece at our wish, without changing the value of the Wilson line in the way we have constructed it. We to compute the change is to make use of the fact that we can continuously deform our fourth curve but if we add a fourth neighbourhood in such a way that we get a quadruple overlap, then the Wilson which can be covered by two neighbourhoods, as it does if we instead cover it by three neighbourhoods. That

\[ \gamma \]

the 2-cycle \( \tilde{b} \) which thus is independent of how we deform the boundaries of our adjacent neighbourhoods which cover \( U \) neighbourhoods. We have then noticed that if \( \partial(\gamma_\alpha + \gamma_\beta + \gamma_\gamma) = \emptyset \), then \( \partial(\gamma_\alpha \cap \gamma_\beta) = \gamma_\alpha \cap \gamma_\beta \cap \gamma_\gamma \) since these neighbourhoods were assumed to be adjacent. A sensible definition on manifolds of arbitrary topology of a Wilson surface is thus

\[
\int B = \sum_\alpha \int_{\gamma_\alpha} B_\alpha - \sum_{\alpha < \beta} \int_{\partial \gamma_\alpha \cap \partial \gamma_\beta} A_{\alpha \beta} + \sum_{\alpha < \beta < \gamma} \int_{\partial \gamma_\alpha \cap \partial \gamma_\beta \cap \partial \gamma_\gamma} f_{\alpha \beta \gamma}
\]

which thus is independent of how we deform the boundaries of our adjacent neighbourhoods which cover the 2-cycle \( \tilde{b} \).

This definition is also nice in that it gives the same value on the Wilson surface for such two-cycles which can be covered by two neighbourhoods, as it does if we instead cover it by three neighbourhoods. But if we add a fourth neighbourhood in such a way that we get a quadruple overlap, then the Wilson surface changes. Fortunately it changes in a well-behaved way as we will see now. The simplest way to compute the change is to make use of the fact that we can continuously deform our fourth curve piece at our wish, without changing the value of the Wilson line in the way we have constructed it. We therefore choose this new curve piece \( \gamma_\delta \) in such a way that it shrinks against the point \( \gamma_\alpha \cap \gamma_\beta \cap \gamma_\delta \) so that \( \gamma_\alpha \cap \gamma_\beta \cap \gamma_\delta = \gamma_\beta \cap \gamma_\gamma \cap \gamma_\delta = \gamma_\gamma \cap \gamma_\alpha \cap \gamma_\delta \). We can then express the change of the Wilson surface as

\[
\int_{\alpha \cap \beta \cap \delta} f_{\alpha \beta \delta} + \int_{\alpha \cap \gamma \cap \delta} f_{\alpha \gamma \delta} + \int_{\beta \cap \gamma \cap \delta} f_{\beta \gamma \delta} - \int_{\alpha \cap \beta \cap \gamma} f_{\alpha \beta \gamma}
\]

\[ \quad = \int_{\alpha \cap \beta \cap \delta} (-f_{\alpha \beta \gamma} + f_{\alpha \delta \beta} - f_{\alpha \gamma \delta} + f_{\beta \gamma \delta}) \] (97)

Now this quantity is an integer multiple of \( g \). To obtain a uniquely defined Wilson surface observable we should then exponentiate,

\[ \text{exp} \left\{ \frac{2\pi i}{g} \int B \right\} . \] (98)

There is a also different way to express the Wilson surface [17]. One notices that the three-form field strength \( H = dB \), when pulled back to the two-cycle \( \tilde{b} \), necessarily is zero. We now cover \( \tilde{b} \) with neighbourhoods \( U_\alpha \). Since now \( dB_\alpha = 0 \) in \( U_\alpha \), we can write \( B_\alpha = dA_\alpha \). Furthermore \( B_\alpha - B_\beta = dA_{\alpha \beta} \) in \( U_\alpha \cap U_\beta \) so we can write \( A_{\alpha \beta} (\Lambda_\alpha - \Lambda_\beta) = df_{\alpha \beta} \). Finally we get, in \( U_\alpha \cap U_\beta \cap U_\gamma \), that \( df_{\alpha \beta \gamma} = A_{\alpha \beta} + A_{\beta \gamma} + A_{\gamma \alpha} = d(f_{\alpha \beta} + f_{\beta \gamma} + f_{\gamma \alpha}) \), so \( c_{\alpha \beta \gamma} \equiv f_{\alpha \beta} + f_{\beta \gamma} + f_{\gamma \alpha} - f_{\alpha \beta \gamma} \) is constant. Now if we compute

2Of course \( \partial\gamma_\alpha \cap \partial\gamma_\beta \cap \partial\gamma_\gamma \) is just a set of points. The integral then means that one should evaluate the integrand in those points.
the Wilson surface as we have defined it in (96), and use that \( B_\alpha = d\Lambda_\alpha \) in \( \gamma_\alpha \) and \( A_{\alpha\beta} = df_{\alpha\beta} + (\Lambda_\alpha - \Lambda_\beta) \) on \( \gamma_\alpha \cap \gamma_\beta \), we find that 
\[
\int \tilde{b} B = - \sum_{\alpha < \beta < \gamma} \int_{\partial \gamma_\alpha \cap \partial \gamma_\beta \cap \partial \gamma_\gamma} c_{\alpha\beta\gamma}.
\]
Since the ‘generator’ \( \frac{2\pi}{g} f_{\alpha\beta\gamma} \) of the U(1) gauge transformations is well-defined only modulo \( 2\pi \mathbb{Z} \) we immediately see that \( \int \tilde{b} B \) is well-defined only modulo \( g \mathbb{Z} \).
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