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Abstract—We propose a Bayesian framework for the received-signal-strength-based cooperative localization problem with unknown path loss exponent. Our purpose is to infer the marginal posterior of each unknown parameter: the position or the path loss exponent. This probabilistic inference problem is solved using message passing algorithms that update messages and beliefs iteratively. To enable the numerical tractability, we combine the variable discretization and Monte-Carlo-based numerical approximation schemes. To further improve computational efficiency, we develop an auxiliary importance sampler that updates the beliefs with the help of an auxiliary variable. To sample from a normalized likelihood function, which is an important ingredient of the proposed auxiliary importance sampler, we develop a stochastic sampling strategy that mathematically interprets and corrects an existing heuristic strategy. The proposed message passing algorithms are analyzed systematically in terms of computational complexity, demonstrating the computational efficiency of the proposed auxiliary importance sampler. Various simulations are conducted to validate the overall good performance of the proposed algorithms.
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I. INTRODUCTION

RECENTLY, wireless cooperative localization has attracted much interest. In cooperative localization [1]–[4], all intermode measurements can be exploited, leading to many appealing advantages, among others, expanding the capabilities of locating positions without ambiguity and improving the performance on estimation accuracy. The benefits of cooperation among nodes have been theoretically demonstrated in [5], [6]. Depending on whether the localization problem is formulated in a probabilistic manner, the existing algorithms for cooperative localization can be categorized into deterministic and probabilistic approaches. In the first category, the positions (and model parameters if any) are assumed to be deterministic but unknown, and only one deterministic point estimate is provided for each unknown parameter. Classical approaches, to mention some, include the maximum likelihood (ML) approach [1], convex-optimization-based algorithms [7]–[12], multidimensional scaling (MDS) [13], [14] and expectation-conditional maximization (ECM) [15]. On the other hand, the class of Bayesian approaches treat the positions as random variables and formulate cooperative localization as a probabilistic inference problem. These approaches take advantage of prior information of parameters. Most importantly, the posterior distribution of each position is inferred, which contains much more information than just one deterministic point estimate, e.g., the modality of the position and its associated uncertainty. Representative probabilistic approaches include the nonparametric belief propagation (NBP) [16], [17], sum-product algorithm over a network (SPAWN) [2] and their low-complexity variants [18]–[21].

Among different position-related signal metrics, received signal strength (RSS) has gained much attention due to its ubiquitousness in wireless radio frequency signals [22]. For instance, an RSS indicator (RSSI) has been encoded in the IEEE 802.15.4 standards [23]. Despite its comparatively high uncertainty about position, RSS measurement can be exploited to enable low-cost, simple and opportunistic localization systems, without the need of additional hardware. However, many existing works on RSS-based localization, such as [8], [24], are based on the assumption that the classical path loss propagation model is perfectly known. This oversimplified assumption is impractical for two reasons. Firstly, the estimation of these model parameters usually relies on a laborious calibration phase, where a large amount of training data needs to be collected and processed. Such a calibration step is, however, very time consuming and even impossible in many scenarios, such as monitoring and surveillance applications in hostile or inaccessible environments [25]. Secondly, these model parameters, particularly the path loss exponent (PLE), are time varying, due to the changing environment, e.g., weather conditions or human behaviors [26], [27]. Without a frequent recalibration, the resulting mismatch will significantly deteriorate the localization performance. In order to overcome this problem, these model parameters should be assumed unknown and jointly estimated with the positions.

In this paper, we focus on the case with unknown PLE for the reason that a slight deviation of PLE may severely deteriorate the localization performance, as theoretically and algorithmically demonstrated in [28], [29]. For the case of noncooperative localization, there exist several works dealing with unknown PLE. In [25], the target position and the PLE are estimated jointly by solving an ML problem using the Levenberg-Marquardt algorithm. In [29], [30], the ML problem is first relaxed by linearizing the problem and then
simplified by replacing the position variable with a function of the PLE variable. By doing so, the cost function depends only on the one-dimensional (1D) PLE variable, and the resulting optimization problem can be readily solved using grid search. In [25], [31], the location is estimated by eliminating the nuisance parameter: the PLE parameter (or several other model parameters). The original ML problem in [25] is simplified by representing the PLE as a function of the position variable in [28]. In [32], along with several model parameters, the location is estimated based on the expectation and maximization criterion. In [33], [34], the location and the PLE are estimated in an alternating manner. More precisely, the position is estimated based on an initialized (or estimated) PLE, and afterwards the PLE is estimated based on the updated position estimate. This procedure iterates until certain termination condition is met. In the cooperative case, RSS-based localization with an unknown PLE is even more challenging. To the best of our knowledge, only very limited works exist, including [10], [12], [34], where the alternating strategy is adopted to handle the unknown PLE, like in the noncooperative case. In our view, despite its straightforwardness and simplicity, such an alternating strategy is quite heuristic and lack of theoretical support.

Different from the existing works, we treat the PLE as a random variable and formulate the problem in a Bayesian framework. The reasons are as follows. First, when the PLEs between different propagation links differ, a random variable characterizing the averaging behavior of the collection of all PLEs is more suitable than just one deterministic PLE value. Second, characterizing the PLE as a random variable enables us to integrate any prior information, if available, into the parameter estimation. Under the Bayesian umbrella, the cooperative localization problem with unknown PLE becomes a probabilistic inference problem. In this problem, we derive message passing algorithms to infer the marginalized posterior distribution of each unknown parameter: the position or the PLE. To enable mathematical tractability, we combine the variable discretization and Monte-Carlo-based numerical approximation mechanisms. In addition, to reduce the computational complexity, we propose an auxiliary importance sampler for belief update that has a complexity order scaling linearly with the number of samples. Moreover, we develop a novel strategy for sampling from a normalized likelihood function, which plays an important role in the auxiliary importance sampler and mathematically interprets and corrects an existing heuristic sampling strategy. The proposed sampling strategy will benefit many existing works, such as [2], [17], since this task is an embedded step in many message-passing-based cooperative localization algorithms.

This paper is organized as follows: In Section II, we formulate the RSS-based cooperative localization problem with unknown PLE mathematically. Fundamental concepts in message passing algorithms are given in Section III. We discuss how to approximate the messages in Section IV and demonstrate how to update the beliefs approximately in Section V. Some important issues are discussed in Section VI. The proposed algorithms are evaluated using extensive simulations in Section VII. Finally, Section VIII concludes the paper.

Notation: Throughout this paper, boldface lowercase letter \( x \) is reserved for vector. \( \| \cdot \| \) stands for the Euclidean norm, and \( | \cdot | \) denotes the cardinality of a set. \( N(\mu, \sigma^2) \) denotes a Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \); \( \mathcal{U}[a, b] \) denotes a uniform distribution with two boundaries \( a \) and \( b \); \( \log N(\mu, \sigma^2) \) denotes a log-normal-distributed random variable \( x \) with \( \mu \) and \( \sigma^2 \) being the mean and variance of \( \log x \). \( f(\cdot) \) and \( p(\cdot) \) are reserved for the probability density function (pdf) and the probability mass function, respectively, \( f_X \) for the pdf of a Gaussian distribution. The notation \( \Gamma_i \) represents a set consisting all elements in the set \( \Gamma \) excluding the element \( i \). \( \{x^1, \ldots, x^L\} \) is a short notation for a collection of samples \( \{x^1, \ldots, x^L\} \).

II. PROBLEM FORMULATION

Consider a wireless sensor network (WSN) in 2D space with two types of nodes: blindfolded nodes with unknown locations and reference nodes with known locations, referred to as agents and anchors, respectively. Let \( x_i \equiv [x_i, y_i]^T \) denote the location of each node, where \( i \in S_u = \{1, \ldots, N_u\} \) as an agent and \( i \in S_a = \{N_u + 1, \ldots, N\} \) as an anchor. The index set of all nodes is denoted by \( S \), and we have \( S = S_u \cup S_a \). If there exists communication between two sensor nodes \( i \) and \( j \), then they are neighbors. We denote the index set of node \( i \)'s neighbors by \( \Gamma_i \).

Using the well known log-distance path loss propagation model, the RSS measurement \( r_{ij} \), coming from node \( i \) and received by node \( j \), is given by

\[
r_{ij} = A_i - 10\alpha \log_{10}(d_{ij}/d_0) + v_{ij},
\]

where \( d_0 \) is a predefined reference distance; \( A_i \) denotes the reference power in dBm at \( d_0 \), and it is assumed to be known; \( \alpha \) denotes the path loss exponent (PLE) that is assumed unknown; \( d_{ij} \equiv \|x_i - x_j\| \) is the Euclidean distance; \( v_{ij} \) stands for the log-normal shadowing error that is modeled by \( v_{ij} \sim N(0, \sigma^2_{ij}) \). A symmetric propagation is considered, meaning that we make no difference between the measurements \( r_{ij} \) and \( r_{ji} \). The collection of all RSS measurements is denoted by \( r \equiv \{r_{ij} : (i, j) \in \Gamma \} \), where \( (i, j) \) represents that nodes \( i \) and \( j \) are neighbors, and \( \Gamma \equiv \{(i, j) : j \in \Gamma_i, j > i; i \in S_u\} \) denotes the set of all pairs of neighboring nodes. In alignment with the majority of the existing works, we assume that these shadowing measurement errors \( v_{ij} \) for all \( (i, j) \in \Gamma \) are independent. The distribution of \( v_{ij} \), denoted by \( f_{v_{ij}}(v_{ij}) \), is assumed to be known.

From a Bayesian perspective, we treat the PLE \( \alpha \) and each position \( x_i, i \in S \), as random variables, whose prior distributions are denoted by \( f(\alpha) \) and \( f(x_i), i \in S \), respectively. All positions and the PLE variable are assumed to be mutually independent, i.e., \( f(\alpha, x_1, \ldots, x_N) = f(\alpha) \cdot f(x_1) \cdots f(x_N) \). Our purpose is to infer the marginalized posterior distribution (marginal posterior) of each unknown parameter, which is \( f(\alpha | r) \) or \( f(x_i | r), i \in S_u \), from the measurements \( r \) and the prior information about all parameters.

III. FUNDAMENTALS ON COOPERATIVE LOCALIZATION VIA MESSAGE PASSING

To infer the marginal posterior of the PLE variable \( \alpha \) and that of each position \( x_i, i \in S_u \), we start with the joint poste-
rior distribution \( f(x_1, \ldots, x_N, \alpha | r) \). Under the assumptions made in the preceding section, it has the form of

\[
f(x_1, \ldots, x_N, \alpha | r) \propto f(\alpha) \prod_{i=1}^{N} \left( f(x_i) \prod_{j \in \Gamma, j > i} f(r_{ij} | x_i, x_j, \alpha) \right).
\]

Intuitively, the marginal posterior, say \( f(x_i | r) \), can be calculated as follows:

\[
f(x_i | r) = \int \cdots \int f(x_1, \ldots, x_N, \alpha | r) \, dx_{1:N \setminus i} \, d\alpha.
\]

However, this is intractable due to the high dimensionality of the problem. A well-known local message passing algorithm, called belief propagation (BP), enables the marginalization in an elegant fashion [35]. In the BP, a set of messages are calculated in an iterative manner, and each marginal posterior can be calculated (or approximated) based on a certain set of messages. More details on the BP can be found in [35]. Despite the fact that several works, e.g., [16], [36], exist for cooperative localization via BP, they do not directly apply to our problem. The reason is that unlike a pairwise potential function in the existing works, here the likelihood function \( f(r_{ij} | x_i, x_j, \alpha) \) in our problem is of order three. This makes the BP algorithm for our problem not straightforward, and, hence, we will derive it explicitly in what follows. We first represent the joint posterior distribution \( f(x_1, \ldots, x_N, \alpha | r) \) using a factor graph, see Fig. 1. There are two distinctive nodes in the factor graph, the variables in circles and the factors in squares, representing the random variables and the likelihood functions (or prior distributions), respectively. Two position variables are connected via a factor if there is a measurement between them available. The PLE variable is connected to all likelihood functions as it is related to all measurements.

The key idea of the BP is to update a set of messages iteratively, which contribute to calculating the marginal posteriors. Using \( f_{ij} \) as a short-hand notation for the likelihood function \( f(r_{ij} | x_i, x_j, \alpha) \), we denote the message from factor \( f_{ij} \) to variable \( \alpha \) by \( m_{f_{ij} \rightarrow \alpha}(\alpha) \) and that from \( f_{ij} \) to \( x_i \) by \( m_{f_{ij} \rightarrow x_i}(x_i) \). The messages \( m_{f_{ij} \rightarrow \alpha}(\alpha) \) and \( m_{f_{ij} \rightarrow x_i}(x_i) \) are updated according to the following rule:

\[
m_{f_{ij} \rightarrow \alpha}(\alpha) \propto \int \int f(r_{ij} | x_i, x_j, \alpha) \, f(x_i) \prod_{t \in \Gamma \setminus i} m_{f_{tj} \rightarrow x_t}(x_t) \, dx_i \, dx_j \, d\alpha.
\]

\[
m_{f_{ij} \rightarrow x_i}(x_i) \propto \int \int f(r_{ij} | x_i, x_j, \alpha) \, f(x_j) \prod_{t \in \Gamma \setminus i} m_{f_{tj} \rightarrow x_t}(x_t) \, dx_j \, d\alpha.
\]

Here, the superscript \( n \) is the iteration index, \( \Gamma_i \setminus i \) denotes the set of all neighbors of node \( i \) excluding node \( j \), and \( \Gamma \setminus (i, j) \) denotes the set of all pairs of neighboring nodes excluding the pair \((i,j)\). To facilitate compact notation, we will simplify \( m_{f_{ij} \rightarrow \alpha}(\alpha) \) and \( m_{f_{ij} \rightarrow x_i}(x_i) \) to \( m_{ij}(\alpha) \) and \( m_{ij}(x_i) \), respectively. An illustrative explanation of Eq. (2b) is depicted in Fig. 1, where the messages enclosed in the dashed circle contribute to calculating the message \( m_{ij}(x_i) \). At the first glance, the message update rule in Eq. (2) seems tedious. In the subsequent context, a reformulation of Eq. (2) will be given in Eq. (4), therewith facilitating the interpretation of the messages \( m_{ij}(\alpha) \) and \( m_{ij}(x_i) \). Based on these messages, the marginal posteriors (referred to as beliefs) can be, either exactly or approximately, calculated. More precisely, in each iteration, the beliefs are updated by performing

\[
B^n(\alpha) \propto f(\alpha) \prod_{(i,j) \in \Gamma} m^n_{ij}(\alpha),
\]

\[
B^n(x_i) \propto f(x_i) \prod_{j \in \Gamma_i} m^n_{ij}(x_i).
\]

Here, \( B^n(\alpha) \) and \( B^n(x_i) \) denote the belief of the PLE variable \( \alpha \) and the belief of the position variable \( x_i \) in the \( n \)-th iteration, respectively. The belief update rule in Eq. (3), say \( B^n(x_i) \), can be interpreted as multiplying the messages coming from all factors connected to \( x_i \). As an illustrative example, the belief update rule for \( B(x_i) \) is depicted in Fig. 1, where the messages enclosed in the dotted circle contribute to updating \( B(x_i) \).

Comparing Eq. (2) with Eq. (3), it is obvious that certain terms in Eq. (2) can be replaced by Eq. (3). By doing so, the message update rule in Eq. (2) can be equivalently rewritten into a simpler form, namely,

\[
m^n_{ij}(\alpha) \propto \int f(r_{ij} | x_i, x_j, \alpha) \, m^{-1}_{ij}(x_i) \, dx_i \, dx_j,
\]

\[
m^n_{ij}(x_i) \propto \int f(r_{ij} | x_i, x_j, \alpha) \, m^{-1}_{ij}(\alpha) \, dx_j \, d\alpha.
\]

Such a reformulation results in a succinct message update rule, and the underlying meaning of the messages becomes better revealed in Eq. (4). Taking \( m^n_{ij}(x_i) \) as an example, it implies that certain information on \( x_i \) can be inferred from the likelihood function \( f(r_{ij} | x_i, x_j, \alpha) \), given the beliefs of \( x_j \) and \( \alpha \). Roughly speaking, the message \( m_{ij}(x_i) \) can be deemed as the information on \( x_i \) coming from its neighbor \( j \).
Alternatively, following the idea in [2], the messages can be approximated by ignoring the denominator terms in Eq. (4), giving rise to the following message update rule:

\[
\begin{align*}
    m^u_{ij}(\alpha) & \propto \int \int f(r_{ij}|x_i, x_j, \alpha) B^{n-1}(x_i) B^{n-1}(x_j) \, dx_i \, dx_j, \\
    m^u_{ij}(x_i) & \propto \int \int f(r_{ij}|x_i, x_j, \alpha) B^{n-1}(x_j) B^{n-1}(\alpha) \, dx_j \, d\alpha.
\end{align*}
\]

(5a)

(5b)

In this paper, the message passing algorithm in light of Eqs. (3) and (4) is referred to as the SPAWN; while that in light of Eqs. (3) and (5) is referred to as the SPAWN. Note that the difference between the BP and the SPAWN lies in the message update rule. As will be shown later in Section VI-A, the SPAWN message update rule according to Eq. (5) achieves a significant reduction in computational complexity.

Clearly, the gist of the message passing algorithms is to perform two steps iteratively: updating the messages according to Eq. (4) (or Eq. (5)) and updating the beliefs according to Eq. (3). To give an overview, we summarize the resulting framework for inferring the marginal posteriors \( f(\alpha|r) \) and \( f(x_i|r) \), \( i \in S_u \), in Algorithm 1. First, we initialize the beliefs, \( B^n(\alpha) \) and \( B^n(x_i) \), \( i \in S \). Here, one sensible choice for the initial beliefs are their prior distributions. In the \( n \)-th iteration, the messages \( m^u_{ij}(\alpha) \) and \( m^u_{ij}(x_i) \) are updated using Algorithms 2 and 3, respectively, that will be given in Section IV. Then, the belief of each position, i.e., \( B^n(x_i) \), \( i \in S_u \), is updated, either using an importance sampler or using Algorithm 4, to be given in Section V. Finally, the belief \( B^n(\alpha) \) is updated, which will be discussed in Section V as well. These operations iterate until certain termination condition is met, for instance, when the maximal number of iterations \( N_{\text{max}} \) is arrived. Different from the existing works, this Bayesian framework treats both \( \alpha \) and \( x_i \), \( i \in S \), as random variables. It has the advantage that any prior knowledge on \( \alpha \) and \( x_i \), \( i \in S \), can be integrated. By doing so, \( f(\alpha) \) reflecting the prior knowledge on any particular environment and \( f(x_i) \) representing the prior knowledge of any degree can be exploited. For instance, an anchor with imperfect position information can be easily handled in this framework. Moreover, this framework provides marginal posterior estimate for each unknown parameter, which contains much more information than just one point estimate.

The main challenge in the proposed message passing algorithms lies in that there is no closed-form solution except for two special cases: case with discrete-valued variables and case with jointly Gaussian-distributed continuous-valued variables [37]. In our problem, where the variables are continuous-valued but not jointly Gaussian distributed, we must resort to numerical approximation mechanisms. One naive and simple numerical approximation scheme is to define a set of grid points, on which the beliefs and messages are evaluated. There are two limitations in this approach. First, the number of the grid points grows exponentially with the dimensionality of the variable. Second, for a certain fixed granularity, the number of the grid points along one dimension grows linearly with its supported interval. Therefore, this approach is appropriate only when the variable is of low dimensionality and defined on a bounded interval, for instance, the 1D PLE variable \( \alpha \) varying in the range of \([1.5, 6] \) [27]. Alternatively, Monte-Carlo-based numerical approximation approaches have been proposed in [16], [37], where both the beliefs and the messages are approximated based on a set of weighted samples. These samples are generated using certain stochastic methods, for instance, Markov Chain Monte Carlo methods in [16], [37]. These sample-based approaches provide an alternative to deal with high-dimensional variables or variables with infinite or relatively large support, such as the position variable \( x_i \), \( i \in S_u \). Taking all the above into consideration, we will discretize \( \alpha \) and \( x_i \), \( i \in S_u \), using an importance sampler or using Algorithm 4, to be given in Section V-A or Algorithm 4.

Algorithm 1 Cooperative Localization Algorithms

1: Initialization: \( B^n(\alpha) \) and \( B^n(x_i) \) for all \( i \in S \)
2: for \( n = 1 : N_{\text{max}} \)
3: for each \( i \in S_u \)
4: for each \( j \in \Gamma_i \)
5: if \( j > i \), then calculate \( m^u_{ij}(\alpha) \), see Algorithm 2
6: compute \( m^u_{ij}(x_i) \), see Algorithm 3
7: end for
8: update and broadcast \( B^n(x_i) \), see the importance sampler in Section V-A or Algorithm 4
9: end for
10: calculate \( B^n(\alpha) \) using Eq. (11)
11: end for

IV. Updating Messages of Positions and PLE

In this section, we consider how to update the messages \( m_{ij}(\alpha) \) and \( m_{ij}(x_i) \) approximately. We proceed with the BP message update rule, and message updating using the SPAWN can be derived in analogy with the BP. For the moment, we assume that \( \{x_{ij}^{n-1}\}_{l=1}^L \), \( \{x_{ij}^{n-1}\}_{l=1}^L \) and \( \{B(\alpha_{ij}^{n-1})\}_{r=1}^R \) are available, which are the equally weighted samples of \( B^{n-1}(x_i) \), those of \( B^{n-1}(x_j) \) and the evaluation values of \( B^{n-1}(\alpha) \) at \( \{\alpha_{ij}^{n-1}\}_{r=1}^R \), respectively.

The message \( m_{ij}^{n}(\alpha) \) can be updated by approximating the double integral in Eq. (4a) using importance sampling [38], giving rise to,

\[
\begin{align*}
    m^u_{ij}(\alpha) & \propto \sum_{l=1}^L w_{ij}^{n,l} f(r_{ij}|x_i^l, x_j^l, \alpha), \\
    w_{ij}^{n,l} & \propto \frac{B^{n-1}(x_i^l) \cdot B^{n-1}(x_j^l)}{m_{ij}^{n-1}(x_i^l \cdot m_{ij}^{n-1}(x_j^l) \cdot q(x_i^l, x_j^l))},
\end{align*}
\]

where \( \{x_{ij}^l\}_{l=1}^L \) are samples from the proposal distribution \( q(x_i, x_j) \), and \( w_{ij}^{n,l} \) is the importance weight satisfying...
\[ \sum_{i=1}^{L} w_{ij}^{l,n} = 1. \]

Based on the fact that \( x_i \) and \( x_j \) are decoupled in the non-normalized target distribution \( B^{n-1}(x_i) \)
\( m_{ij}^{n-1}(x_i) \), we decouple \( x_i \) and \( x_j \) in the proposal distribution, resulting in
\( q(x_i, x_j) = q(x_i) \cdot q(x_j) \). The question that remains to answer is how to choose \( q(x_i) \) and \( q(x_j) \). A sensible choice for \( q(x_i) \) is the belief \( B^{n-1}(x_i) \). The reasons are twofold. First, the belief \( B^{n-1}(x_i) \) is part of \( x_i \)'s non-normalized target distribution \( B^{n-1}(x_i)/m_{ij}^{n-1}(x_i) \), and it approximates \( f(x_i | r) \). Second, the samples from \( B^{n-1}(x_i) \) are available, and no extra effort is needed. For the same reasons, \( B^{n-1}(x_j) \) is chosen as the proposal distribution \( q(x_j) \). Consequently, \( m_{ij}^n(\alpha) \) is approximated to
\[
\begin{align*}
\hat{m}_{ij}^n(\alpha) &\approx \sum_{i=1}^{L} w_{ij}^{l,n} f(r_{ij} | x_i^{l,n}, \alpha^{l,n}), \\
\hat{w}_{ij}^{l,n} &\approx \frac{1}{m_{ij}^{n-1}(x_i^{l,n-1}) \cdot m_{ij}^{n-1}(x_j^{l,n-1})},
\end{align*}
\]

Here, \( \{x_i^{l,n-1}\}_{i=1}^{L} \) and \( \{x_j^{l,n-1}\}_{j=1}^{L} \) are samples from \( B^{n-1}(x_i) \) and \( B^{n-1}(x_j) \), respectively, and the importance weights fulfill \( \sum_{i=1}^{L} \hat{w}_{ij}^{l,n} = 1 \). Since we have defined the grid points \( \{\alpha_d^{l,n}\}_{l=1}^{R} \), as a last step, \( m_{ij}^n(\alpha) \) is evaluated at \( \{\alpha_d^{l,n}\}_{l=1}^{R} \). As will be seen later in Section V, evaluating the messages of \( \alpha \) at \( \{\alpha_d^{l,n}\}_{l=1}^{R} \) can facilitate updating the belief \( B(\alpha) \) significantly.

For \( m_{ij}^n(x_i) \) in Eq. (4b), we can directly combine the discretization approximation and the importance sampling technique, leading to
\[
\begin{align*}
m_{ij}^n(x_i) &\propto \sum_{r=1}^{R} \sum_{i=1}^{L} \hat{w}_{ij}^{l,n} \frac{B^{n-1}(\alpha_d^r)}{m_{ij}^{n-1}(\alpha_d^r)} f(r_{ij} | x_i, x_j^{l,n-1}), \\
\hat{w}_{ij}^{l,n} &\propto \frac{1}{m_{ij}^{n-1}(x_i^{l,n-1})},
\end{align*}
\]

where \( \{x_i^{l,n-1}\}_{i=1}^{L} \) denote the samples from \( B^{n-1}(x_i) \), and the importance weights fulfill \( \sum_{i=1}^{L} \hat{w}_{ij}^{l,n} = 1. \) In contrast to \( m_{ij}^n(\alpha) \) in Eq. (6a), the double-integral problem for \( m_{ij}^n(x_i) \) becomes a double summation in Eq. (7a). As compared to \( m_{ij}^n(\alpha) \), \( m_{ij}^n(x_i) \) is computationally heavier, incurring that updating the belief \( B(x_i) \) will be computationally intensive as well. In order to approximate \( m_{ij}^n(x_i) \) computationally more efficiently, we treat \( \alpha \) in the same manner as \( x_j \) and perform importance sampling for both \( \alpha \) and \( x_j \). However, \( \alpha \) can be drawn only from the set of grid points \( \{\alpha_d^r\}_{l=1}^{R} \), since its non-normalized target distribution \( B^{n-1}(\alpha)/m_{ij}^{n-1}(\alpha) \) are evaluated at \( \{\alpha_d^r\}_{l=1}^{R} \). Subsequently, \( m_{ij}^n(x_i) \) can be approximated to
\[
\begin{align*}
m_{ij}^n(x_i) &\propto \sum_{i=1}^{L} \hat{w}_{ij}^{l,n} f(r_{ij} | x_i, x_j^{l,n-1}, \alpha^{l,n-1}), \\
\hat{w}_{ij}^{l,n} &\propto \frac{1}{m_{ij}^{n-1}(x_i^{l,n-1}) \cdot m_{ij}^{n-1}(\alpha^{l,n-1})},
\end{align*}
\]

where \( \{x_j^{l,n-1}\}_{j=1}^{L} \) and \( \{\alpha^{l,n-1}\}_{j=1}^{L} \) denote the samples from \( B^{n-1}(x_j) \) and \( B^{n-1}(\alpha) \), respectively, and the importance weights fulfill \( \sum_{i=1}^{L} \hat{w}_{ij}^{l,n} = 1 \). Thank to the additional sampling process, the double summation in Eq. (7a) is simplified to a single summation in Eq. (8a).

Next, we further transform the message \( m_{ij}^n(x_i) \) to
\[
m_{ij}^n(x_i) \propto \sum_{i=1}^{L} \hat{w}_{ij}^{l,n} f(r_{ij} | x_i, x_j^{l,n-1}, \alpha^{l,n-1}),
\]

where \( \hat{f}(r_{ij} | x_i, x_j^{l,n-1}, \alpha^{l,n-1}) \) is the normalized likelihood function, as given by
\[
\hat{f}(r_{ij} | x_i, x_j^{l,n-1}, \alpha^{l,n-1}) = Z_{ij} \hat{f}(r_{ij} | x_i, x_j^{l,n-1}, \alpha^{l,n-1}),
\]

and the mixture weight \( \hat{w}_{ij}^{l,n} \) is given by
\[
\hat{w}_{ij}^{l,n} \propto Z_{ij} \cdot \hat{w}_{ij}^{l,n},
\]

that satisfies \( 0 \leq \hat{w}_{ij}^{l,n} \leq 1 \) and \( \sum_{i=1}^{L} \hat{w}_{ij}^{l,n} = 1 \). The integral in Eq. (9c) can be evaluated analytically with the details given in Appendix A. It is noteworthy that Eq. (9a) differs from Eq. (8a) in that the mixture component \( f(r_{ij} | x_i, x_j^{l,n}, \alpha^{l,n}) \) is a normalized likelihood function of \( x_i \), satisfying the properties of a probability density function (pdf), while \( f(r_{ij} | x_i, x_j^{l,n}, \alpha^{l,n}) \) in Eq. (8a) not. As will be seen later in Section V, \( m_{ij}^n(x_i) \) in the form of Eq. (9a) is more advantageous than that in Eq. (8a), since it enables the development of an efficient sampling procedure for updating \( B(x_i) \). Finally, Algorithms 2 and 3 summarize the steps for updating the messages, \( m_{ij}^n(\alpha) \) and \( m_{ij}^n(x_i) \), respectively.

**Remark.** In the SPAWN, the messages are updated in the same manner as the procedures above. The only difference is that the importance weights in Eqs. (6b) and (8b) are replaced by
\[
\begin{align*}
\hat{w}_{ij}^{l,n} &\propto \frac{1}{L}, \\
\hat{w}_{ij}^{l,n} &\propto \frac{1}{L}.
\end{align*}
\]

**Algorithm 2 Message Update of \( m_{ij}^n(\alpha) \)**

1. **Input:** \( B^{n-1}(x_i) \triangleq \{x_i^{l,n-1}\}_{l=1}^{L} \)
2. **Output:** \( \{m_{ij}^n(\alpha_d^r)\}_{r=1}^{R} \)
3. calculate \( w_{ij}^{l,n} \) using Eq. (6b) ← BP
4. evaluate \( m_{ij}^n(\alpha) \) at \( \{\alpha_d^r\}_{r=1}^{R} \) using Eq. (6a)

V. UPDATING BELIEFS OF POSITIONS AND PLE

In this section, we will discuss the numerical approximation mechanism for updating the beliefs: \( B(\alpha) \) and \( B(x_i) \), \( i \in S_u \). First, we consider how to update the belief \( B^{n}(\alpha) \) according to the update rule in Eq. (3a). For the reason that \( \{m_{ij}^n(\alpha_d^r)\}_{r=1}^{R} \) are available for each pair of connection \( (i,j) \in \Gamma \), \( B^{n}(\alpha) \) can be readily evaluated at \( \{\alpha_d^r\}_{r=1}^{R} \),
\[
B^{n}(\alpha_d^r) \propto f_\alpha(\alpha_d^r) \prod_{(i,j) \in \Gamma} m_{ij}^n(\alpha_d^r).
\]
Algorithm 3 Message Update of $m^n_j(x_l)\) 

1. **Input:** $B^{n-1}(\alpha) \triangleq \{B^{n-1}(\alpha_{ij}^{(m)})\}_{r=1}^N$ 

2. **Output:** $\{\tilde{x}_j^{l,n-1}, \tilde{f}(r_{ij}|x_i, x_j^{l,n-1}, \alpha^{l,n-1})\}_{l=1}^L$ 

3. draw $\alpha_{ij}^{l,n} \sim B^{n-1}(\alpha)$ 

4. calculate $w_{ij}^{l,n}$ using Eq. (8b) \(\leftarrow\) BP or Eq. (10b) \(\leftarrow\) SPAWN 

5. compute $\tilde{w}_{ij}^{l,n}$ and $\tilde{f}(r_{ij}|x_i, x_j^{l,n-1}, \alpha^{l,n-1})$ using Eq. (9) 

Thanks to the discretization, updating $B^n(\alpha)$ can be conducted by simply multiplying $|\Gamma|$ real-valued numbers at $R$ grid points.

Next, we consider how to update the beliefs of position variables, for instance $B^n(x_i)$. By combining Eqs. (3b) and (9a), we obtain $B^n(x_i)$ in the form of

$$B^n(x_i) \propto f(x_i) \prod_{j \in \Gamma_i} \left( \sum_{l=1}^L \tilde{w}_{ij}^{l,n} \tilde{f}(r_{ij}|x_i, x_j^{l,n-1}, \alpha^{l,n-1}) \right).$$

Our purpose is to conduct efficient sampling, i.e., $x_i \sim B^n(x_i)$. Here, the target distribution $B^n(x_i)$ is a product of $|\Gamma_i|$ mixtures, each being a sum of $L$ weighted normalized likelihood functions. Note that the component $\tilde{f}(r_{ij}|x_i, x_j^{l,n-1}, \alpha^{l,n-1})$ is in general non-Gaussian. Therefore, updating $B(x_i)$ boils down to sampling from a product of non-Gaussian mixtures. For notational convenience, we simplify Eq. (12) to

$$B(x) \propto f(x) \prod_{j=1}^J M_j(x), \quad M_j(x) = \sum_{l=1}^L \nu_j^{l} f_j^{l}(x).$$

One straightforward sampling strategy is to construct all components explicitly and to sample from them. This is, however, computationally prohibitive, since the product of $J$ mixtures, each containing $L$ components, is itself a mixture of $L^J$ components. Besides, there exist several samplers in the existing works, including the Gibbs sampler [16] and its related multi-scale sampling strategies in [39], [40]. These approaches, however, require a prerequisite that each $M_j(x)$ is a Gaussian mixture, and, therefore, they are not applicable to our problem. In what follows, we will first revisit an existing sampling algorithm and then propose an alternative sampler, which has a significantly reduced computational complexity.

A. Importance Sampling as Baseline

First, we consider the technique of importance sampling. The samples and the associated weights are obtained as follows:

$$x^j \sim q(x), \quad w^j \propto B(x^j)/q(x^j),$$

where $q(x)$ is an appropriate proposal distribution, and the importance weight $w^j$ satisfies $\sum_{j=1}^J w^j = 1$. The possible choices for $q(x)$ are the prior distribution $f(x)$, an evenly weighted sum of $J$ mixtures $\sum_{j=1}^J J^{-1} M_j(x)$ [17] and the message with the help of the auxiliary variable $\psi$, the sampling task $x \sim B(x)$ can be achieved in two steps:

1) Draw $\psi^j \sim p(\psi)$,

$$p(\psi) = \int f(x, \psi) dx = Z_1^{-1} \int \prod_{j=1}^J \nu_j^{\psi_j} f_j^{\psi_j}(x) dx;$$

2) Draw $x^j \sim f(x|\psi^j)$, conditional on $\psi^j$,

$$f(x|\psi^j) = Z_2^{-1} \prod_{j=1}^J f_j^{\psi_j}(x).$$

Here, $Z_1$ and $Z_2$ are two normalization constants. Neglecting the auxiliary variable samples $\{\psi^j\}_{j=1}^L$, the samples $\{x^j\}_{j=1}^L$ generated in such a two-step procedure follow the distribution in Eq. (13). However, when directly sampling from $p(\psi)$ and $f(x|\psi^j)$ is impossible, as in our case, we can generate samples from two proposal distributions $q(\psi)$ and $q(x|\psi^j)$ and assign certain importance weights to them. This gives rise to the following three-step procedure:

1) Draw $\psi^j \sim q(\psi)$;

2) Draw $x^j \sim q(x|\psi^j)$, conditional on $\psi^j$;

3) Calculate the importance weight $w^j$

$$w^j \propto \frac{f(x^j, \psi^j)}{q(x^j, \psi^j)} = \frac{f(x^j, \psi^j)}{q(\psi^j) \cdot q(x^j|\psi^j)}$$

with the non-normalized joint distribution $f(x^j, \psi^j)$ given by

$$f(x^j, \psi^j) = f(x^j) \prod_{j=1}^J \nu_j^{\psi_j} f_j^{\psi_j}(x^j).$$

Up to this point, the problem remained is how to design $q(\psi)$ and $q(x|\psi^j)$, which will be addressed in what follows.

B. Proposed Auxiliary Importance Sampler

Motivated by [41], we develop an efficient sampler, named as auxiliary importance sampler (AIS), for the sampling problem $x \sim B(x)$. The key idea is to introduce an auxiliary variable $\psi_j$ to each mixture $M_j(x)$. The auxiliary variable $\psi_j$ plays the role of a component label indicator, indicating which component is drawn from the mixture $M_j(x) = \sum_{l=1}^L \nu_j^{l} f_j^{l}(x)$, and it can take value $\psi_j = \kappa$, where $\kappa \in \{1, \ldots, L\}$. For instance, if we have $\psi_j = \kappa$, it denotes that the $\kappa$-th component $\nu_j^{\kappa} f_j^{\kappa}(x)$ is drawn from the mixture $M_j(x) = \sum_{l=1}^L \nu_j^{l} f_j^{l}(x)$. Stacking all $J$ auxiliary variables into a vector, we have the compact auxiliary variable $\psi = [\psi_1, \ldots, \psi_J]^T$. With the help of the auxiliary variable $\psi$, the sampling task $x \sim B(x)$ can be achieved in two steps:

1) Draw $\psi^j \sim p(\psi)$,

$$p(\psi) = \int f(x, \psi) dx = Z_1^{-1} \int \prod_{j=1}^J \nu_j^{\psi_j} f_j^{\psi_j}(x) dx;$$

2) Draw $x^j \sim f(x|\psi^j)$, conditional on $\psi^j$,

$$f(x|\psi^j) = Z_2^{-1} \prod_{j=1}^J f_j^{\psi_j}(x).$$

Here, $Z_1$ and $Z_2$ are two normalization constants. Neglecting the auxiliary variable samples $\{\psi^j\}_{j=1}^L$, the samples $\{x^j\}_{j=1}^L$ generated in such a two-step procedure follow the distribution in Eq. (13). However, when directly sampling from $p(\psi)$ and $f(x|\psi^j)$ is impossible, as in our case, we can generate samples from two proposal distributions $q(\psi)$ and $q(x|\psi^j)$ and assign certain importance weights to them. This gives rise to the following three-step procedure:

1) Draw $\psi^j \sim q(\psi)$;

2) Draw $x^j \sim q(x|\psi^j)$, conditional on $\psi^j$;

3) Calculate the importance weight $w^j$

$$w^j \propto \frac{f(x^j, \psi^j)}{q(x^j, \psi^j)} = \frac{f(x^j, \psi^j)}{q(\psi^j) \cdot q(x^j|\psi^j)}$$

with the non-normalized joint distribution $f(x^j, \psi^j)$ given by

$$f(x^j, \psi^j) = f(x^j) \prod_{j=1}^J \nu_j^{\psi_j} f_j^{\psi_j}(x^j).$$

Up to this point, the problem remained is how to design $q(\psi)$ and $q(x|\psi^j)$, which will be addressed in what follows.
Remark. Note that the underlying condition in the AIS is that the target distribution \( B(x) \) must be a product of several mixtures, each being a sum of multiple weighted pdfs. Thanks to the additional message transformation in Eq. (9), the belief in Eq. (12) satisfies the properties of this condition, meaning that the message transformation in Eq. (9) is a prerequisite for the development of the AIS.

1) Auxiliary Variable \( \psi \): First, we focus on designing an appropriate proposal distribution \( q(\psi) \). Ideally, \( q(\psi) \) should resemble the corresponding target distribution \( p(\psi) \) as closely as possible, and, at the same time, it should be feasible to draw samples from it. To this end, we first recover the original form of the target distribution \( p(\psi) \). This can be readily achieved by replacing \( x, \nu_{ij}^{(\psi)} \) and \( f_{ij}^{(\psi)}(x) \) in Eq. (15) with \( x, \tilde{u}_{ij}^{(\psi)} \) and \( \tilde{f}(r_{ij} | x, x_{ij}^{\psi}, \alpha^{(\psi)}) \), respectively, giving rise to

\[
p(\psi) \propto \int \prod_{j \in \Gamma_{i}} \tilde{u}_{ij}^{(\psi)} \tilde{f}(r_{ij} | x_{ij}^{\psi}, x_{ij}^{\psi}, \alpha^{(\psi)}) \, dx_{i}.
\]

To ensure mathematical tractability, we assume that all auxiliary variables in \( \{\psi_{j} : j \in \Gamma_{i}\} \) are independent, giving rise to

\[
q(\psi) = \prod_{j \in \Gamma_{i}} q(\psi_{j})
\]

where the second equality follows from Eqs. (9b) and (9c).

2) Position Variable \( x \): In order to design \( q(x | \psi^{l}) \), again, we recover the original form of \( f(x | \psi^{l}) \). This is done by replacing \( x \) and \( f^{(\psi)}(x) \) in Eq. (16) with \( x_{i} \) and \( \tilde{f}(r_{ij} | x_{i}, x_{ij}^{\psi}, \alpha^{(\psi)}) \), respectively, giving rise to

\[
f(x_{i} | \psi^{l}) \propto \prod_{j \in \Gamma_{i}} \tilde{f}(r_{ij} | x_{i}, x_{ij}^{\psi}, \alpha^{(\psi)}).
\]

To capture each mixture component in Eq. (17), we design \( q(x_{i} | \psi^{l}) \) in the form of

\[
q(x_{i} | \psi^{l}) = \sum_{\Gamma_{i}} |\Gamma_{i}|^{-1} q(x_{i}, x_{ij}^{\psi}, \alpha^{(\psi)}, r_{ij}),
\]

where \( q(x_{i}, x_{ij}^{\psi}, \alpha^{(\psi)}, r_{ij}) \) should resemble \( \tilde{f}(r_{ij} | x_{i}, x_{ij}^{\psi}, \alpha^{(\psi)}) \) as closely as possible, and, at the same time, drawing samples from it remains feasible. For notational clarity, we will replace \( \psi^{l} \) with \( l \), thereby simplifying \( q(x_{i}, x_{ij}^{\psi}, \alpha^{(\psi)}, r_{ij}) \) to \( q(x_{i}, x_{ij}^{\psi}, \alpha^{(\psi)}, r_{ij}) \).

Next, we proceed with designing the proposal distribution \( q(x_{i}, x_{ij}^{\psi}, \alpha^{(\psi)}, r_{ij}) \) for the target distribution \( \tilde{f}(r_{ij} | x_{i}, x_{ij}^{\psi}, \alpha^{(\psi)}) \), which is the normalized likelihood function \( f(r_{ij} | x_{i}, x_{ij}^{\psi}, \alpha^{(\psi)}) / \int f(r_{ij} | x_{i}, x_{ij}^{\psi}, \alpha^{(\psi)}) \, dx_{i} \). This task is actually an embedded step in many other works, for instance, under different measurement models in [2], [17], [18], [20], [42]. Therefore, instead of being specific, we generalize this sampling problem to a generic measurement model, given by

\[
r_{ij} = h(d_{ij}) + v, \quad v \sim f_{v}(v).
\]

Here \( r_{ij} \) denotes any distance-related measurement, \( h(d_{ij}) \) is a function of the internode distance \( d_{ij} = \|x_{i} - x_{j}\| \), and \( v \) is an additive measurement error. Our purpose is to sample from the normalized likelihood function, namely

\[
x_{i}^{l} \sim Z^{-1} f(r_{ij} | x_{i}, x_{ij}^{l}),
\]

where \( x_{ij}^{l} \) is a reference position, and \( Z \) is a normalization constant, to be precise, \( Z = \int f(r_{ij} | x_{i}, x_{ij}^{l}) \, dx_{i} \). The proposal distribution \( q(x_{i}, x_{ij}^{l}, r_{ij}) \) for the sampling problem in Eq. (20) can be designed in a bottom-up manner, meaning that we first develop a sampling strategy and then derive the associated distribution \( q(x_{i}, x_{ij}^{l}, r_{ij}) \). Given \( r_{ij}, x_{i}^{l} \), and the measurement model in Eq. (19), an intuitive and reasonable approach to generate \( x_{i}^{l} \) is as follows:

\[
\begin{align*}
\theta_{ij}^{l} & \sim U[0, 2\pi], \\
v_{ij}^{l} & \sim f_{v}(v), \\
d_{ij}^{l} & = h^{-1}(r_{ij} - v_{ij}^{l}), \\
x_{i}^{l} & = x_{ij}^{l} + d_{ij}^{l} \cdot \cos \theta_{ij}^{l}, d_{ij}^{l} \cdot \sin \theta_{ij}^{l}^T.
\end{align*}
\]

In words, the sample \( x_{i}^{l} \) is obtained by moving \( x_{ij}^{l} \) in a random direction \( \theta_{ij}^{l} \) by a random distance \( d_{ij}^{l} \), which is generated based on the measurement model and the measurement \( r_{ij} \). We denote the distributions of \( \theta_{ij}^{l}, d_{ij}^{l} \), and \( x_{ij}^{l} \) associated with the sampling procedures in Eqs. (21a), (21c), and (21d) by \( q_{\theta}(\theta_{ij}^{l}) \), \( q_{d}(d_{ij}^{l} | r_{ij}) \), and \( q_{x}(x_{ij}^{l} | x_{ij}^{l}, r_{ij}) \), respectively. Note that the subscripts \( \theta \) and \( d \) are introduced in \( q_{\theta}(\theta_{ij}^{l}) \) and \( q_{d}(d_{ij}^{l} | r_{ij}) \) to indicate the distributions of \( \theta_{ij}^{l} \) and \( d_{ij}^{l} \), respectively. However, it seems not straightforward to obtain the proposal distribution \( q(x_{i}, x_{ij}^{l}, r_{ij}) \).

As one of our contributions, we provide a mathematical interpretation and justification for the sampling procedure in Eq. (21), upon which, we further derive the proposal distribution \( q(x_{i}, x_{ij}^{l}, r_{ij}) \). The underlying idea of the sampling procedure in Eq. (21) is the transformation between a pair of random variables, from polar coordinate \([d_{ij}, \theta_{ij}^{l}] \) to Cartesian coordinate \( x_{ij} \). Equivalently speaking, drawing the position sample \( x_{ij}^{l} \) is transformed to a problem of drawing the sample pair of distance and angle, i.e., \([d_{ij}^{l}, \theta_{ij}^{l}] \). As a consequence, the distributions \( q(x_{i}, x_{ij}^{l}, r_{ij}) \) and \( q_{d, \theta}(d_{ij}^{l}, \theta_{ij}^{l} | r_{ij}) \) of measurement samples \( r_{ij} \) are related according to

\[
q(x_{i}, x_{ij}^{l}, r_{ij}) = \frac{q_{d}(d_{ij}^{l} | r_{ij}) \cdot q_{\theta}(\theta_{ij}^{l})}{2\pi \cdot \|x_{i} - x_{ij}^{l}\|}.
\]

Thanks to Eq. (22), deriving \( q(x_{i}, x_{ij}^{l}, r_{ij}) \) reverts to the problem of deriving \( q_{d}(d_{ij}^{l} | r_{ij}) \), which should not be difficult for most measurement models. In our problem, where the measurement model is defined in Eq. (1), \( q_{d}(d_{ij}^{l} | r_{ij}) \) is derived as

\[
q_{d}(d_{ij}^{l} | r_{ij}) = \frac{1}{\sqrt{2\pi d_{ij}^{l}}} \exp \left( -\frac{1}{2d_{ij}^{l}} \left( \log d_{ij}^{l} - \mu \right)^2 \right),
\]

\[
\mu = \log 10^{\alpha} \cdot \rho \times (A - r_{ij}),
\]

\[
\sigma^2 = \left( \log 10 \cdot \rho \right)^2 \cdot \sigma^2.
\]
Replacing \( q_d(d_{ij} | r_{ij} ) \) in Eq. (22) with Eq. (23) gives rise to the proposal distribution \( q(x_i | x_{ij}', r_{ij} ) \), which is equivalent to \( q(x_i | x_{ij}', \alpha', r_{ij} ) \) in our original problem. More details about Eq. (23) are given in Appendix B.

3) Importance Weight \( w_i^j \): For the auxiliary variable \( \psi^j \) and the position sample \( x_{ij}' \), which are generated from \( q(\psi) \) and \( q(x_i | \psi^j ) \), respectively, the associated importance weight \( w_i^j \) is given by

\[
w_i^j = \prod_{j \in \Gamma_i} f(r_{ij} | x_i, x_{ij}', \alpha_i^j), \quad \sum_{j \in \Gamma_i} \omega_i^j | \psi_i^j | \rightarrow \prod_{j \in \Gamma_i} q(x_i | x_i', \alpha_i^j, r_{ij}). \tag{24}
\]

Finally, Algorithm 4 lists the steps for updating \( B(x_i) \) using the proposed AIS. The resulting Algorithm 1 with the beliefs updated using Algorithm 4 are named as BP-AIS or SPAWN-AIS, for that the messages are updated according to the BP or the SPAWN, respectively.

**Algorithm 4 Belief Update Using AIS**

1. **Input:** \( m_{ij}^{(n)}(x_i) \) for all \( j \in \Gamma_i \)
2. **Output:** \( B^n(x_i) \)
3. **draw** \( \psi^j \sim q(\psi) \) as follows:
   4. **for** each \( j \in \Gamma_i \)
   5. **draw** \( \psi^j \sim q(\psi) \)
   6. **end for**
7. **draw** \( x_i^j \sim q(x_i | \psi^j) \) as follows:
   8. **for** each \( j \in \Gamma_i \)
   9. **draw** \( x_i^j \sim q(x_i | x_{ij}', \alpha_i^j, r_{ij}) \) using Eq. (21)
10. **end for**
11. calculate \( w_i^j \) using Eqs. (22)-(24).
12. resampling

**VI. SOME IMPORTANT ISSUES**

**A. Computational Complexity**

| \( m_{ij}(\alpha) \) | importance weight | \( \mathcal{O}(L^2) \) | Eq. (6b) in BP |
|-----------------|-----------------|-----------------|
| evaluating \( m_{ij}(\alpha^j) \) | \( \mathcal{O}(L) \) | Eq. (10a) in SPAWN |

| \( m_{ij}(x_i) \) | importance weight | \( \mathcal{O}(L^2) \) | Eq. (8b) in BP |
|-----------------|-----------------|-----------------|
| sample \( \alpha \) | \( \mathcal{O}(L \cdot R) \) | \( \mathcal{O}(\Gamma_i \cdot L^2) \) |
| normalization | \( \mathcal{O}(L) \) | \( \mathcal{O}(\Gamma_i \cdot L^2) \) |

**TABLE I:** Complexity of updating \( m_{ij}(\alpha) \) and \( m_{ij}(x_i) \)

In this subsection, the four main parts of Algorithm 1, including updating \( m_{ij}(\alpha) \), \( m_{ij}(x_i) \), \( B(x_i) \) and \( B(\alpha) \), will be analyzed in terms of computational complexity. To be general, we write \( \mathbb{C}_c(M, N) \) to denote the complexity of drawing \( M \) samples from an \( N \)-categorical distribution. First, we consider updating \( m_{ij}(\alpha) \) using Algorithm 2. Importance weights \( \{ w_{ij}^{(n)} \}_{n=1} \) are calculated with a complexity order of \( \mathcal{O}(L^2) \) according to Eq. (6b) in the BP, but \( \mathcal{O}(1) \) according to Eq. (10a) in the SPAWN. Evaluating \( m_{ij}(\alpha) \) at \( \{ \alpha_d^R \}_{r=1} \) requires operations of order \( \mathcal{O}(L \cdot R) \). Second, for updating \( m_{ij}(x_i) \) using Algorithm 3, drawing samples \( \{ \alpha_i^j \}_{j=1}^L \) from \( B(\alpha) \) needs operations of order \( \mathcal{O}(\mathbb{C}_c(L, R)) \), calculating \( \{ w_{ij}^{(n)}_i \}_{n=1}^L \) has the same complexity as for \( \{ w_{ij}^{(n)}_i \}_{n=1}^L \), and converting \( m_{ij}(x_i) \) from Eq. (8a) to Eq. (9a) is done with a complexity order of \( \mathcal{O}(L) \). Third, \( B(x_i) \) can be updated either using the importance sampler or using the proposed AIS. For the importance sampler in Eq. (14), \( L \) position samples and the corresponding importance weights are obtained with complexity orders of \( \mathcal{O}(L) \) and \( \mathcal{O}(\Gamma_i \cdot L^2) \), respectively. The subsequent resampling is conducted with a complexity order of \( \mathcal{O}(L) \) [43]. For the proposed AIS in Algorithm 4, generating \( L \) label indicators has a complexity order of \( \mathcal{O}(\Gamma_i \cdot \mathbb{C}_c(\overline{\Gamma_i}, L)) \) approximately. Generating \( L \) position samples and calculating \( L \) importance weights according to Eq. (24) have complexity orders of \( \mathcal{O}(L) \) and \( \mathcal{O}(\Gamma_i \cdot L) \), respectively. The resampling step requires additional operations of order \( \mathcal{O}(L) \). Lastly, \( B(\alpha) \) is updated by simply multiplying \( | \Gamma | \) real-valued numbers for \( R \) times, according to Eq. (11).

The computational complexities for updating messages and beliefs are summarized in Tables I and II, respectively. For updating \( m_{ij}(\alpha) \) and \( m_{ij}(x_i) \), the BP is computationally substantially more intensive than the SPAWN, see Table I. Regarding updating \( B(x_i) \) using the importance sampler, calculating the importance weights is computationally the most intensive step, requiring operations of order \( \mathcal{O}(\Gamma_i \cdot L^2) \). Thanks to the introduction of the auxiliary variable \( \psi \) in the proposed AIS, the quadratic complexity order is reduced to the linear order \( \mathcal{O}(\Gamma_i \cdot L) \), see Table II.

**B. Sampling From a Normalized Likelihood Function**

In this subsection, we return to the problem that we have addressed in developing the AIS in Section V-B. For the general measurement model in Eq. (19), our purpose is to sample from the normalized likelihood function \( Z^{-1} f(r_{ij} | x_i, x_{ij}') \). The sampling strategy proposed by us is essentially an importance sampler combined with random variable transformation. With the help of random variable transformation, the position samples are generated according to Eq. (21), and the associated proposal distribution \( q(x_i | x_{ij}', r_{ij}) \) is derived. In the context
of this sampling problem, an importance weight, denoted by $w(x'_i)$, is assigned to the sample $x'_i$, as given by

$$w(x'_i) \propto \frac{f(r_{ij}|x_i,x'_i)}{q(x'_i|x_i,r_{ij})} = \frac{f(r_{ij}|d_{ij}^l)}{q_d(d_{ij}^l|r_{ij})} \cdot d_{ij}^l,$$  \hspace{1cm} (25)$$

where $f(r_{ij}|d_{ij}^l)$ is $f(r_{ij}|x'_i, x'_j)$ with $|x'_i - x'_j|$ replaced by $d_{ij}^l$. This sampling strategy is related to a heuristic sampling strategy in [17]. A straightforward extension of this heuristic sampler leads to the same sample-generating mechanism, i.e., Eq. (21). But different from our sampler, these samples are deemed as following the normalized likelihood function, $Z^{-1} f(r_{ij}|x_i,x'_j)$, irrespective of the fact that they actually follow $q(x'_i|x_i,r_{ij})$. A question that naturally arises is under which condition are $Z^{-1} f(r_{ij}|x_i,x'_j)$ and $q(x'_i|x_i,r_{ij})$ proportional. Referring to the relation in Eq. (25), it holds only under the condition

$$f(r_{ij}|d_{ij}) \propto q_d(d_{ij}|r_{ij})/d_{ij}.$$  \hspace{1cm} (26)$$

Unfortunately, this condition is not fulfilled in general, and hence, the heuristic sampler may suffer from performance loss.

Next, we will compare these two samplers in a concrete example. Consider the measurement model $r_{ij} = d_{ij} + v$ with the true distance $d_{ij} = 7.5$ and the measurement error $v \sim U[-2.5, 2.5]$. From the theoretical perspective, the condition in Eq. (26) is not fulfilled here, since we have $f(r_{ij}|d_{ij}) = q_d(d_{ij}|r_{ij}) = f_v(r_{ij} - d_{ij})$. This is also visible in Fig. 2, where the kernel density estimate of the proposed sampling strategy and that of the heuristic strategy are depicted, along with the groundtruth $Z^{-1} f(r_{ij}|x_i, x'_j)$ in the left plot. Our sampler, see the middle plot in Fig. 2, reflects the groundtruth closely. In contrast, the heuristic sampler, see the right plot in Fig. 2, deviates from the groundtruth considerably. Our sampler surpasses the heuristic sampler, in particular, when the likelihood function covers a broad range. On the other hand, when the likelihood function is quite sharp, both samplers can provide quite satisfying approximation results.

VII. Simulation Results

In this section, the performance of the proposed algorithms will be evaluated comprehensively. As a comparative algorithm, Tomic’s semidefinite programming (SDP) estimator in [12] is chosen, since it is shown to outperform the others, including the works in [10] and [34]. Here, the SDP estimator is slightly adjusted so that the PLE estimate is constrained in the predefined region, in accordance with $f(\alpha)$. Note that such an adjustment can improve the original SDP estimator, since unreasonable PLE estimates can be avoided. The SDP estimator terminates, either when $N_{\text{max}} = 100$ iterations are achieved or when $|C(n) - C(n-1)|/C(n-1)$ is smaller than $10^{-5}$, where $C(n)$ is the logarithm of the cost function in the $n$-th iteration. The convex optimization problem in the SDP estimator is solved using the CVX Toolbox [44] with the SeDuMi solver. In the proposed algorithms, the maximal number of iterations is set to $N_{\text{max}} = 10$. $L = 1000$ particles are used, and $R = 100$ grid points $\{\alpha_{ij}^l\}_{l=1}^{R}$ are chosen. For a fair comparison with the SDP estimator, in the proposed algorithms, a point estimate is further inferred from the marginal posterior estimate for each unknown parameter. This is done by finding the highest mode of the analytical form of $B(x_i)$, which is recovered using kernel density estimation, based on the samples of $B(x_i)$. Due to the fact that both the BP-IS and the BP-AIS are computationally very intensive, we will only demonstrate the performance of the SPAWN-IS and that of the SPAWN-AIS.

Fig. 3: Network layout: Network I (left) and Network II (right)
SDP estimator, we set the prior distribution of the PLE $\alpha$ as a uniform distribution, $\alpha \sim U[1.5, 6]$ and that of each position as a uniform distribution in a square area that is determined by the maximum and the minimum of all nodes’ positions. All simulation results are based on 100 Monte Carlo runs. The mean squared error (MSE) of the estimator $\hat{\alpha}$, the bias of $\hat{\alpha}$ and the root mean squared error (RMSE), defined in [15], are chosen as performance metrics.

A. Varying Path Loss Exponent

In this subsection, the purpose is to investigate the performance of the proposed algorithms at different PLE values in different network layouts. We set the standard deviation of the measurement error to $\sigma = 3$ and the communication range to 20 meter. As an illustrative example, we first demonstrate how the beliefs evolve with iterations and depict the kernel density estimates of $B(x_i)$ and $B(\alpha)$ in Figs. 4 and 5, respectively. It is observed in Fig. 4 that over iterations $B(x_i)$ becomes more concentrated and shifts towards the true position. Similarly, over iterations, the uncertainty on $\alpha$ reduces, and $B(\alpha)$ moves towards the true PLE $\alpha = 3.5$, see Fig. 5. It is noteworthy that the prior distributions adopted are quite coarse, for instance, a uniform distribution $U[1.5, 6]$ is used for the PLE variable. Even so, the proposed algorithms can provide marginal posterior estimates that are relatively sharp and close to the true parameters.

The overall performance of different algorithms is evaluated in terms of the MSE of $\hat{\alpha}$, the bias of $\hat{\alpha}$ and the RMSE, and the results are depicted in Figs. 6 and 7 for Networks I and II, respectively. For Network I, it is remarkable that, as compared to the SPAWN-IS, the SPAWN-AIS provides comparable performance for both the PLE $\alpha$ and the position $x_i$, $i \in S_u$, though its computational complexity is significantly lower. As compared to the SDP estimator, both the localization accuracy and the estimation accuracy of $\alpha$ are improved largely in the proposed algorithms. For a better visualization, we depict the representative position estimates obtained from the SPAWN-AIS and that from the SDP estimator in Fig. 8. From this figure, it is clear to see that in the SDP estimator the localization accuracy is quite low for the agents outside the convex hull of the anchors, while the SPAWN-AIS does not suffer from this problem. We notice that this type of network topology is rarely examined in the existing literature, although its existence is very probable in practical sensor networks. For Network II, again, the MSE curve of $\hat{\alpha}$ in the proposed algorithms is under that of the SDP estimator, see Fig. 7, revealing that the proposed algorithms have quite stable estimation performance for the PLE $\alpha$. However, for this network, the localization accuracy of the proposed algorithms is comparable to or slightly lower than that of the SDP estimator. This localization performance degradation in the proposed algorithms results from a biased estimation of $\alpha$, which can be seen in the plot on the bottom left in Fig. 7. The possible reason for this biased estimation is that there could be certain performance loss when we infer the unknown parameter from its marginal posterior, instead of jointly inferring all unknown parameters from the joint posterior. Nevertheless, this problem will be alleviated either when the communication range increases or when the measurement noise decreases, as will be demonstrated in the following simulations.

B. Varying Communication Range and Standard Deviation

The purpose of this subsection is to assess the performance of the proposed algorithms at varying communication range and varying standard deviation of the measurement error. It has been shown that for Network I the proposed algorithms have quite satisfying performance for both the positions and the PLE. Hence, in the following simulations, we will only focus on Network II. For the simulation with varying com-

Figure 4: Example of $B(x_i)$ in the 1st (a), 3rd (b) and 10-th (c) iteration. The agent of interest locates at $\bullet$, the anchors locate at $\blacksquare$, and the other agents locate at $\bullet$.

Figure 5: Example of $B(\alpha)$ over iterations with the true $\alpha = 3.5$. 
Fig. 6: Network I: The MSE of $\alpha$ (top left), the bias of $\hat{\alpha}$ (bottom left) and the RMSE (right) versus the true PLE $\alpha$. Here, the standard deviation of the measurement error is $\sigma = 3$, and the communication range is 20 meter.

Fig. 7: Network II: The MSE of $\alpha$ (top left), the bias of $\hat{\alpha}$ (bottom left) and the RMSE (right) versus the true PLE $\alpha$. Here, the standard deviation of the measurement error is $\sigma = 3$, and the communication range is 20 meter.

Fig. 8: Example of position estimates obtained by the SPAWN-AIS (left) and by the SDP estimator (right) with anchors ■, agents ▲ and estimated agents ●.

VIII. Conclusion

This paper has proposed a Bayesian framework to address the problem of RSS-based cooperative localization with unknown PLE. To infer the marginal posterior of each unknown parameter, we have developed a series of message passing algorithms. The proposed algorithms provide a unified strategy for estimating both the positions and the PLE parameter and, therefore, handle the problem from a more theoretical perspective, as compared to the heuristic alternating strategy in the existing literature. The simulation results have demonstrated that: (1) As compared to the competitor, the proposed algorithms achieve comparable or better localization performance, depending on the network layout; (2) The proposed algorithms can benefit from the increase in the information significantly and tend to outperform the existing one in dense networks and low-to-medium noise scenarios; (3) Concerning the PLE parameter, the proposed algorithms tend to underestimate it, incurring deterioration of localization accuracy. Nevertheless,
the proposed algorithms consistently achieve a smaller MSE than the competitor; (4) Among the proposed algorithms, the SPAWN-AIS achieves comparable performance, but at the lowest computational cost. Many research challenges need to be overcome in our future work, including reducing the bias in the PLE and extending this work to an inhomogeneous environment.

**APPENDIX A**

**DERIVATION OF EQ. (9c)**

We consider the calculation of the integral in Eq. (9c). For notational simplicity, we ignore the superscript \(l, n - 1\) during this derivation. The integral is calculated as follows:

\[
Z_{ij} = \int f(r_{ij}|x_i, x_j, \alpha) \, dx_i
\]

\[
= \int f_N\left(r_{ij} - A_i + 10\log_{10}\frac{\|x_i - x_j\|}{d_0}\right) \, dx_i
\]

\[
\equiv \int f_N\left(r_{ij} - A_i + 10\log_{10}\frac{\|x_i - x_j\|}{d_0}\right) \, dx_{ij}
\]

\[
\equiv \int_0^{2\pi} f_N\left(r_{ij} - A_i + 10\log_{10}\frac{d_{ij}}{d_0}\right) \cdot d_{ij} \cdot d\theta_{ij}
\]

\[
= \int_0^{2\pi} f_N\left(r_{ij} - A_i + 10\log_{10}\frac{d_{ij}}{d_0}\right) \cdot d_{ij} \cdot d\theta_{ij}
\]

\[
= 2\pi \log_{10} \left[ d_{ij} \right] \cdot \exp\left(2\sigma_d^2 + 2\mu_d\right)
\]

\[
\text{with } \mu_d = \log_{10} \left(\frac{A_i - r_{ij}}{10\alpha^2}\right) + \log d_0, \quad \sigma_d^2 = \frac{\left(\log_{10}\frac{10\alpha^2}{\sigma_a}\right)^2}{2\sigma_a^2}.
\]

Here, \(f_N(\cdot)\) stands for the pdf of the Gaussian distribution \(N(0, \sigma^2)\); \(\circ\) stands for \(x_{ij} = x_i - x_j\), and from \(\circ\) to \(\equiv\) is achieved by transforming the Cartesian coordinate \(x_{ij}\) to the polar coordinate \([d_{ij}, \theta_{ij}]^T\).

**APPENDIX B**

**DERIVATION OF EQ. (23a)**

For the measurement model in Eq. (1), the distance sample \(d_{ij}^l\) generated according to Eqs. (21b) and (21c) fulfills the relation

\[
\log_{10} \left(\frac{d_{ij}^l}{d_0}\right) = \frac{\log_{10} \left(10\alpha^2) \cdot (A_i - r_{ij}) + \log_{10} \left(10\alpha^2\right) \cdot v^l\right]}{\delta}
\]

Given \(\alpha, A_i\), and \(r_{ij}\), the variable \(\delta\) is Gaussian distributed, namely, \(\delta \sim N(\mu, \sigma^2)\) with

\[
\mu = \log_{10} \left(\frac{10\alpha^2}{10\alpha^2}\right) \cdot (A_i - r_{ij}), \quad \sigma^2 = \left(\frac{\log_{10} \left(10\alpha^2\right)}{10\alpha^2}\right)^2 \cdot \sigma^2.
\]

It follows that \(d_{ij}/d_0\) is log-normal distributed, namely,

\[
d_{ij}/d_0 \sim \log N(\mu, \sigma^2).
\]

Furthermore, it is given that the pdf of a log-normal-distributed random variable \(a \sim \log N(\mu, \sigma^2)\) is in the form of

\[
f(a) = \frac{1}{\sqrt{2\pi\sigma_a}} \exp\left(\frac{(\log a - \mu_a)^2}{2\sigma_a^2}\right).
\]

Finally, substituting \(a, \mu_a\), and \(\sigma_a\) in Eq. (28) with \(d_{ij}/d_0, \mu\), and \(\sigma^2\), respectively, concludes the derivation.
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